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A THEOREM ON UNIFORM DISTRIBUTION 
by 
H. DAVENPORT and P. ERDŐS 
1. I t is well known t h a t if a is any posi t ive i rrat ional number , t h e 
sequence 
(1) a , 2 a , 3 a , . . . 
is un i fo rmly d is t r ibuted modulo 1. A more general concept of uni form dis t r i -
b u t i o n w a s i n t r o d u c e d by LEVEQUE1. L e t 
zl<z2< ... 
be a sequence of posit ive real n u m b e r s , such t h a t zn—>- °° as (!->•<». F o r 
given A, with 0 < A < 1, let F(N) denote t h e number of pos i t ive integers 
к SL N for which ко. falls in one of t he intervals 
(2) (zj, z j + A(zy+i - zj)). 
If F(N)IN —>- A as N —>• for each A, we say t h a t t he sequence ( 1 ) is uniformly 
d i s t r ibu ted relat ive t o the sequence z.. If z< = j we get the usua l definition of 
un i form dis t r ibut ion modulo 1. T h e definition applies, of course, t o sequences 
o the r t h a n (1), bu t in t he present p a p e r we limit ourselves to t h i s case. We shall 
suppose t h a t 
(3) Zj+ilZj-> 1 
as j —»- since otherwise (as is easily seen) t h e sequence (1) canno t be uni-
formly dis t r ibuted relat ive to {zy} for any a. 
I t follows f r o m t h e work of L E V E Q U E , supplemented by t h a t of D A V E N -
PORT and L E V E Q U E 2 t h a t provided z , + 1 —z ; is monotonie (in the wide sense), the 
sequence (1) is uniformly distributed relative to [zf for almost all a > 0, i.e. for 
a lmost all a in any in terval (cq, a 2 ) , where a2 > a y > 0. 
We conjecture t h a t this r e m a i n s t rue w i thou t the r equ i r emen t t h a t 
Zj+1—Zj should be monotonie. We a r e unable to p rove this, b u t we shall p rove 
t h a t t h e requi rement can be o m i t t e d provided t h a t the n u m b e r s zy are n o t 
ve ry dense. 
1
 LEVEQUE, W. J . , "On uniform distribution modulo A subdivision", Pacific J. of 
Math., 3 (1953), 757—771. 
2
 DAVENPORT, H.— LEVEQUE, W . J . , "Uniform distribution relat ive to a fixed 
sequence", Michigan Math. -7. 10 (1963), 315—319. 
3 
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I t is convenient t o consider a somewhat more general situation. Let 
(4) (xv yf), (жа, y2),... 
be a sequence of non-overlapping intervals, arranged in increasing order, such 
tha t Xj — o o as /—»- and let I(Z) deno te the measure of the par t of the in-
terval (0, Z) which is contained in these intervals. T h u s 
(5) 
f I(Z) = (y1 - Xj) + . . . + (Vj - Xj) if yj^Z ^ xj+1, 
I I(Z) = (y1-x1)+ ... + ( y j - Xj.,) + (Z - Xj) if Xj ^  Z ^ Vj. 
Let Fa(N) denote the n u m b e r of posit ive integers к ^ N for which ka falls 
in one of the intervals (4). Then we m a y expect that , u n d e r suitable conditions, 
Fa(N) will be approximated by a~4(Na) for almost all a. We prove the fol-
lowing 
Theorem. Suppose that'-'1 
(6) / ( Z ) > Z . 
Let X(N) denote the number of j for which Xj < N, and suppose that 
(7) X{N)<^N2-d 
for some fixed b > 0. Then 
(8) a Fa(N)II(N a) as N-+ « 
for almost all a > 0. 
If we take 
(9) Xj = Zj, Vj = Zj + A{zj+1 - Zj), 
where 0 < A < 1, then i t follows from (3) tha t I(Z)\Z —л, and we deduce that 
the sequence (1) is uniformly distributed relative to [zf] for almost all a, provided 
that the number of Zj < N is N2~ô. 
W e conjecture t h a t the theorem stated above holds without the condi-
tion (7). How far the condition (6) can be relaxed is doubtful4 ; we have not 
been able to disprove t h e possibility t h a t the result m a y hold merely if I(Z) —>-°° 
as Z —>• °°. 
W e take the oppor tun i ty of drawing at tention t o a problem connected 
with un i form distr ibution which was proposed by Khintchine5 and seems to 
be still unsolved. Le t S be a set in (0,1) which is measurable in t he sense of 
Lebesgue, with measure m(S). Let Fa(N, S) denote the number of positive 
integers le 5Í N for which the fractional part of ka falls in S. Is it t rue that 
(10) Fa(N, S)!N-+ m(8) as N^ °o 
for almost all a in (0, 1)? 
3
 W e use V I N O G R A D O V ' S symbols S> and <G to indicate an inequality containing 
an unspecified positive cons tant factor. 
4
 I n the theorem as i t stands, the condition (6) can be relaxed to some extent if 
(7) is correspondingly strengthened. 
5
 K H I N T C H I N E , A., "Plin Satz über Kettenbrüche, mi t arithmetischen Anwendun-
gen", Math. Zeitschrift, 18 (1923), 289—306 (303—306). 
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A more general conjecture would bo the following. Le t /(x) be a bounded, 
measurable, and non-negative function, and put 
' z 
I(Z)= f f(z) dx. 
о 
Suppose t ha t I(Z) -*• °° as Z Is it t rue that, for a lmost all a > 0, 
f N 
l fc- i 
/ ( t a ) / a) —>-a —1 
as N—> °° ? This would include (10) on t ak ing / (x ) t o be the characteristic 
function of S in (0, 1) and periodic wi th period 1. I t would also include the 
conjecture stated above t h a t the conclusion of our theorem may hold merely if 
I(Z) —*• °° . We can make no contribution to the proof or disproof of these 
conjectures: it seems® t h a t the condition of boundedness of /(x) in t h e above 
cannot be much relaxed even i f / (x) is assumed to be periodic. 
2. We first prove t h a t the conclusion of the theo rem will follow if we 
establish the inequality 
(11) f ( Fa(N) - a " 1 1 ( N a ) )2 d a <g N2'0. 
at 
The a rgument is on well known lines. 
We can choose an increasing sequence Nv N2, . . . of positive integers 
so t ha t 
(12) Nr+1/Nr —y 1 
and 
JZNr-*]* (Fa(Nr) - a-i I(Nra)y da converges; 
r at 
for instance, we can t a k e Nr — |>:'] wi th any fixed y > ô - 1 . It follows from 
a well known general theorem 7 t h a t 
Г 
converges for almost all a in (av a2), and in particular t h a t 
(13) N-i\Fa(Nr)-a-4(Nra)\^ 0 
as r—*• 00, for almost all a in (oq, a2). 
If Nr gL N < Nr+V we have 
Fa(Nr) ^ Fa(N) S Fa(Nr) + (N~ Nr), 
I{Nr a) ^ I(Na) ^ I(Nra)+a(N - Nr), 
6
 Compare E R D Ő S , P . , " O n the s t rong law of large n u m b e r s " , Trans. American 
Math. Soc., 67 (1949), 51—56. 
' S e e W E Y L , H . , " Ü b e r die Gleichverteilung von Zah len mod. E ins" , Math. 
Annalen, 77 (1916), 313—352, § 7 . 
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whence 
I
 F a { N ) _ « - 1 1 { N a ) j g I Fn(lVr) _ a-4 (Nra) \ + (N - Nr). 
I n view of'(12), i t follows from (13) that 
N-11 Fa(N) — a - 1 1 ( N a ) I —> 0 as oo 
for almost all a , and in view of (6), this in t u r n implies (8). T h u s (8) holds for 
almost all a. 
" 3. Define t h e function y>(t) of a real var iable t by 
(14) W) = 
t — [t] —if t is not an integer, 
0 
For given N and a , define ./ 
(15) 
a n d write 
if t is an integer. 
J(a) by 
(16) 
Xj Na < xJ + l , 
JW 
GJN) = (v(Va) _ VW")) • 
7 = 1 
W e shall prove t h a t (11) will follow from the inequality 
(17) \'(Ga(N))4a<^N2~\ 
For any particular j, t he number of values of к for which 
Xj < к a < у j 
is 
yj 1 xi 
a a 
У> L; J+4> 
a 
provided nei ther Xjfo. nor is an integer. Л similar expression holds, wi th 
fjjla replaced by N, for the number of values of к satisfying Xj < ka < Na. 
I t follows, on recalling the def ini t ion of I(Na) in (5), that 
Fa(N) = a~ 1 1 ( N a) + Ga(N) + 0 ( 1) + 0(v(a, N)), 
where v(a, N) denotes the n u m b e r of к < N for which ka coincides with one 
of the numbers Xj or т/
у
. Since v(a, N) = 0 for all but a f in i te number of values 
of a, it follows f rom the above relation t ha t (17) implies (11). 
4. To simplify writing, we shall now t a k e a , = 1 and a 2 = 2. We recall 
t h a t y(t), def ined in (14), has t h e expansion 
(18) 
Hence 
xp(t) = — ^ - - sin 2 л mt. 
л
 m=i m 
л Ga(N) = G'a(N) + G"a(N) 






J (a) M 
G'a(N)= 2 2 ,m 
ш б I m 
sin 2 7i myjla — sin 2 л rnxßaI, 
J(c ) I 
G"(N) = 2 2 — I s ' n 2 71 mVjia — sin 2 ti mxjja . 
1 = 1 m 
j (Ga(N))2 da ^ j (G^(N))2 da + J ( О Д ) 2 da . 
We now estimate, in a ve ry simple manne r , the second of the two in tegra ls 
on the r ight . By part ial summat ion , we h a v e 
2 — s i n 2 ti mt \ min 
I m>M m 
1 , MW 
where | | í | | denotes the d i s t ance of t f rom t h e nearest integer . Hence 
Л") 
I G W ) I < 1 2 m i » 1 , j=i 
1 
+ 2 m i " 1 , 
1 
^ 1 1 УМ M\\xj/a\\\ 
I t will suff ice t o treat t he f i r s t of these sums. By Cauchy 's inequality, 
2 ./(a) \ 
111 in 1 , 
1 
= J(a) 2 min 
j= I 
1 
' ' M I \xj/a 











o n pu t t ing a = Xjlß; and since 
I m i n 1 , dß 1 <4 M2\\ß\\2 j ß2 Mv2 
for any posi t ive integer v, i t follows t h a t 
Hence 
( 2 2 ) 
1 
min 1, . ..—,—tt, da 2 A <g 




(G'á(N))2da <g M~l(X(2 Y))2. 
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5. I t remains to es t imate the analogous integral with G„(N). By (19), th is 
is 
2 
Г J у у J _ 
) L^í m=1 m (sin 2 л m y j a — sin 2 лmxja)r á a . [y=i =i  J 
We write the square of t he sum as a double sum, over j, к going from 1 t o 
-7(a) and over m, n going f r o m 1 to M, and interchange summation and in-
tegration. The maximum va lue of J(a) is X(2N), and for given j, к the condi-
tions j ^ . / (а) , к ^ ./(a) a r e equivalent t o 
a ^ max (xJN, xk/N). 
Hence t h e integral in question is 
2 
X(2N) X(2N) M M 
V 
IN) X(2N) M M - , r 
i У, У, — — S(j, m) S(k, n) da , 
1 K = 1 M = 1 N=] WTO J 
"ik 




m) = sin 2 л my : ja — sin 2лтх^ a , 
<!?(&, м) = sin 2 л п у
к
/ а — sin 2лпх
к
[ a . 
Put t ing a = 1 Iß, the expression becomes 
ßjk 
X(2N) X(2N) M M -
(23) У; У 2 — S(j,m)S(k,n)ß~2dß, 
7 = 1 k = 1 m l тп J 
í 
where 
ßjk = min (1, iV/Xy, Njxk) 
and S(j, m), S(k, n) are de f ined as above wi th 1/a replaced by ß. We have 
2 S ( j , m) S(k, n) = cos 2 л(т7/у — nyk) ß — cos 2n{myj + nyk) ß 
— cos 2 л(тх] — nyk ) /3 -f- 2 n(mXj -j- ?w/fc) ß 
— cos 2 7f(myy — -f- cos 2 n (myj 
+ cos 2 n(mXj — ß — cos 2 л ( т х ] -f- ма;л) /5 . 
We arrange th is as a sum of pairs , such as 
cos 2 n(myj — nyk) ß — cos 2 n{mXj — nyk) ß . 
I t will suffice to consider th i s pair, the t rea tment of t h e other pairs being 
similar. Thus we have to es t imate the expression 
ßjk 
X(2N) X(2N) M M , г 
(24) 2 Y 2 2 — \ {cos 2 лß(myí—nyk)— 
7 = 1 k = 1 m l n 1 WW J 
i 
— cos 2 nß{m,Xj — лу
к
)} ß~2 dß . 
A T H E O R E M ON U N I F O R M DISTRIBUTION 9 
< g m i n ( 1 , j ^ . ] - 3 ) , 
We use two inequalities. The first is t he obvious one: 
P'.k 
(25) I (cos 2nßA)ß~2da 
4 
where A is a n y real number and — ßjk gL 1 . The second is 
2 
: к;* 
(26) \ (cos2nßA-cos2nßB)ß~2dß 
14 
<gjA - B\ min (1, \A + ß | - 1 ) , 
valid provided |A—B\ < 1. This follows f r o m the fact t h a t the integral on the 
left is 
ßjt 
2 \ sinnß(B - A)smjiß(B + A)ß~2dß = 
4 
P/k 
( - 1 К 
= 2 У 
( 2 r + 1 ) 
-
 Л
2г+1 ( в _ Д ) 2 г + 1 j ßir-1
 s i n + В) dß, 
together with the fact t h a t 
I Pik 
, ß 2 ' - 1 sin nß(A -)- В) dß 
4 
< С m i n ( 1 , \ A + В j - 1 ) , 
where С is independent of r. 
We divide the sum (24) into two p a r t s . For the t e rms with m(yj—xß > 1, 
the absolute value of the integral, by (25), is 
min (1,1 my j — nyk |_ 1) -(- min (1, \mxj — nyk |_1). 
For the t e rms with m(yj—xß < 1, the absolu te value of t h e integral, by (26), is 
<g m(yj — Xj) min ( 1, I mx'j — nyk j - 1 ) , 
where x] = — (xj + yß. B u t here we can replace x] b y Xj, since t h e term 
2 
I mx'j—nyk I - 1 is significant only if \mxj—nyk \ > l , a n d w e h a v e m | x-—Xj | < i . 
2 
Thus we can p u t the two p a r t s of the sum together again as 
X(2N) X(2N) M M , 
(27) 2 2 2 2—P(m,i)Q(m,n,j,k), 
j=1 k=1 m = 1 n = l МП 
where 
P(m, j) = min( 1, m(yj — xß), 
Q(m, n, j, k) = m i n ( l , j my} — nyk|_1) + min(l , [ mxj — nyk [_1). 
I t will be sufficient to deal wi th the first of t he two terms in Q, the second being 
treated similarly. 
For given k, m, n, consider first t hose values of j (if any) for which 
1 1 
nyk — — ^ my J <nyk + — • 
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For j1 + 1 ^ ; ^ ;2, the in tervals are disjoint and sa t i s fy 
è < г
л + 1 > y h > 
п
Ук — M lm • 
Vi ^ У h < i пУк + ~ jm . 
Hence 
whence 
2 P(m, 7) < ё 1 , 
7=7, 
2 P(m,j) Q(m, n. j, 
in 
Consider nex t those values of j for which 
nyk + " ^ тУ] < пук + " + —, 
2 2 
where r is a non-zero integer. Denoting these by j^v) ^ ; ^ j2(v) an<^ a rguing 
as before, we obtain 
7.(0 




^ 7') n-, 7, fc) <s |v|— 
7=7.(0 
I t follows tha t the mult iple sum (27) h a s absolute va lue 
X(2N) M M , 
к— 1 m = l n — 1 m n V 
The greatest va lue of v is MN. Hence we obta in 
2 
(28) [ (Gá(N))2 da (log M)2 (log MN) X(2 N). 
i 
6. We n o w take M = [ A"(2A)]. The hypothesis (7), together with (22). 
gives 
2 
j (G"a{N))2 da <g N2-', 
i 
and (28) gives 
j (G^N))2da<zN2~ei2. 
As was shown in §§2 and 3, th i s suffices for t h e proof of the Theorem. 
(Received June 21, 1963.) 
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ТЕОРЕМА О РАВНОМЕРНОМ РАСПРЕДЕЛЕНИИ 
H . DAVENPORT и P. ERDŐS 
Резюме 
Авторы доказывают следующую теорему: Обозначим через 1(Z) меру 





) не имеющих попарно общих частей (0 ^ х
г
 < у1 < хг < у2 < ...). 
Предположим, что величина /(z)/z ограничена снизу, если z>. 1. Обозначим 
через X(N) число тех индексов j для которых Xj g N. Предположим, что 
величина X(N)IN2~Ö ограничена сверху, где ô > О, N = 1 , 2 , — Пусть 
означает Fa(N) число тех чисел вида а , 2 а , . . . , Na, которые попадают в 











ÜBER RESTRIKTIVE LINEARE PARTIELLE DIFFERENTIAL-
DIFFERENZENGLEICHUNGEN MIT KONSTANTEN KOEFFIZIENTEN 
von 
T A M Á S F É N Y E S 
Einleitung 
Die auf der Mikusinskischen Opera torenrechnung beruhende Theor ie 
d e r Differentialgleichungen l iefert eine sehr einfache u n d elegante Methode 
f ü r die Lösung von l inearen part iel len Different ia lg le ichungen mit k o n s t a n t e n 
Koeff iz ien ten bei vorgeschriebenen Anfangs- und Randbedingungen . 
L a u t [1] können wir die Lösung d e r linearen par t ie l len Different ial-
gleichung m i t kons tanten Koeff iz ienten 
(1) V ' V e r L l_L
 =(p(A,t)-, L A < L,0 < t <00 
—, ^ dA»dt" 1— _ 2 -
amx^\A) + am_xx(m~«(A) + .. . a0x(A) = /(A) 
in der Opera torenform 
( 2 ) 
aufschreiben, wo 




x = 0 j u = 0 f = 0 
i s t . 
Die allgemeine Lösung der Operatorendifferent ia lgle ichung (2) k a n n als 
Summe einer par t ikulären Lösung der inhomogenen Gleichung und der allge-
meinen Lösung der homogenen Gleichung geschrieben werden. Die Anzahl 
de r willkürlichen K o n s t a n t e n die letztere allgemeine L ö s u n g enthäl t is t gleich 
de r Anzahl der logari thmischen Wurzeln d e r charakter is t ischen Gleichung von 
(2). (Siehe [1]). Insofern d ie Anzahl dieser positiv, gleich N ist, müssen wir 
f ü r das Gewährleisten der Eindeut igkei t de r Lösung f ü r (1) N Randbed in -
gungen vorschreiben; d a d u r c h können wir die Werte d e r Kons tan ten bestirn 
men. In diesem Artikel we rden wir uns m i t den Anfangsbedingungen im Ein-
zelnen beschäft igen. Aus (3) ist es zu ersehen, dass die Anfangsbedingungen 
von (1) in die Differentialgleichung (2) e in t re ten und al lgemein in der F o r m 
(4, x - 0 . 1 « - > • 
/ / = 0 v = 0 
1 3 
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vorzuschreiben sind. (Das bedeu te t , dass wir die Funktionen Í/X(A) als Angangs-
bedingungen vorschreiben müssen.) In speziellen Fällen is t die Angabe der 
Funktionen gx(X) äquivalent dem Vorschreiben der Anfangsbedingungen in 
der sogenannten Cauchy'schen Gestalt 
( 5 ) = A " ( A ) ; « = 0 , 1 , 2 n - 1 . 
9 r 
In diesen Fäl len bezeichnen wir die Differentialgleichung (1) als „nicht res t r ik-
t i v" . Im entgegengesetzten Fal le ist (1) „res t r ikt iv" . Mikusinski hat diesbe-
züglich folgendes Kriterium bewiesen [1]: 
Die Gleichung (1) ist d a n n und nur dann nicht restriktiv, wenn in ihr ke ine 
Ableitung höchster Ordnung nach t vorkommt, die eine gemischte Ableitung ist . 
W L O K A h a t in seinem grundlagenden Artikel [2] bewiesen, dass man d ie 
Mikusinskische Theorie der Differentialgleichungen auch auf die par t ie l le 
Differential-Differenzengleichungen vom T v p 
( 6 )
 Z 2 V - ^ T ^ + Z № 9 Г - = 0 ' 
/и 0 v = 0 /4=0 v = 0 
A2 ^ A ^ A2, о ^ t < oo, T > 0, und x(A, t) = 0, wenn t < 0, 
erweitern kann , ja sogar m a n kann sie durch die Operatorenmethode ähnl ich 
wie die Gleichung (1) lösen. 
W L O K A h a t gezeigt, dass die Wurzeln der charakteristischen Gleichung 
von (6) von de r Form 
00
 T . 
V = ^ a,(s) hP ' 
i=-q 
sind, wobei afs) eine algebraische Funktion des Differentialoperators s (siehe 
[2]), und h de r Verschiebungsoperator ist. En thä l t diese Entwicklung von v 
eine Potenz von h mit e inem negativen Exponenten, so ist sie kein 
Logarithmus, enthäl t sie keine, so ist sie ein Logarithmus, oder kein Logari th-
mus, je nachdem a0(s) ein Logari thmus ist, oder nicht. Bet ref fs weiterer Ein-
zelheiten weisen wir auf die Arbeit [2] von W L O K A hin, bemerken wir jedoch, 
dass bei der Auflösung von (6) die Anfangsbedingungen, analog den Bedingun-
gen (4) in der allgemeinen F o r m 
/1 = 0 i> = U 
(7 ) 
^ S „ d ß + v x ( Ä , 0 ) 
2 2 э я е э г = ' " = 0 . • • • . « i " 1 
Ii - о 
vorgeschrieben werden müssen. W L O K A h a t zahlreiche numerische Beispiele 
ausgearbeitet, die sich jedoch ausnahmslos auf solche. Gleichungen beziehen, 
f ü r welche die allgemeinen Anfangsbedingungen (7) durch die einfacheren 
(8) 9х ж(Я, 0) _ hK(k) , « = 0,1, . . ., max (то, nf) — 1 . 
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Cauchy'schen Bedingungen ersetzbar wa ren . Es ents teht d ie Frage, wann k a n n 
man im Fa l le der Differential-Differenzengleichungen v o m T y p (6) d ie all-
gemeinen Bedingungen (7) durch die Cauchyschen Anfangsbedingungen 
(8) ersetzen, j a sogar es f r a g t sich, was bedeu te t en eigentlich die B e d i n g u n -
gen (7), falls ein solches Erse tzen unmöglich sein sollte? E s ist nämlich o f f e n -
bar, dass d ie Funkt ionen gl(k) und gl(k) im allgemeinen nicht v o n e i n a n -
der unabhäng ig vorgeschrieben werden k ö n n e n (zum Beispiel so, dass die bei-
den Gleichungssysteme (7) einander widersprechen), doch ist es auch T a t -
sache, dass d ie Funk t ionen gl(X) im allgemeinen die Funkt ionen gl(f.) 
nicht e indeut ig bes t immen u n d umgekehr t . I m Weiteren werden wir f o l g e n d e 
Definit ion nö t i g haben: 
Definition. Unter dem Hauptteil von (6) verstehen wir die Gleichung 
V y « g T ***>') = 0 
, i á i á "" 
(siehe W L O K A [ 2 ] ) , und unter dem retardierten Teil die Gleichung 
V V ä n Zj 2JP»v 9Я"ЭР ft = 0 »=0 
Wir werden uns im Folgenden m i t de r Frage beschäft igen, was wi r 
eigentlich u n t e r der Lösung der Gleichung (6) mit den Anfangsbedingungen 
von der F o r m (7) vers tehen. Wir werden definieren, w a n n (6) res t r ik t iv ist 
und werden Sä tze in Bezug da rau f angeben, w a n n die Bedingungen (7) d u r c h die 
Cauchyschen Anfangsbedingungen e r se tzbar sind. Aus diesem Ges ich tspunkt 
be t rachte t h a b e n nämlich die Funkt ionaldif ferent ia lgle ichungen Eigenschaf ten , 
die von den v o n (1) s tark abweichen. Wi r werden sehen, dass es v o r k o m m e n 
kann, dass sowohl der Haupt te i l , als auch d e r re tardier te Teil von (6) r e s t r ik -
t iv sind u n d t ro tzdem die Anfangsbedingungen ihrer Lösung in der e infachen 
Cauchyschen Gesta l t vorgeschrieben werden können. Oder , es kann auch vor-
kommen, dass wir Anfangsbedingungen, d e r e n Anzahl min (n, щ) ist, in de r 
Cauchyschen Gestal t , die übr igen max (n, nf) — min (n, nf) Anfangsbedingun-
gen in der allgemeinen Ges ta l t vorschreiben müssen. Endl ich werden wir un-
sere e rha l t enen Resul ta te d u r c h zwei Beispiele erläutern. 
§ 1. Die Kriterien der Restriktivität der partiellen 
Differential-Differenzengleichungen 
Definition. Die Differential-Differenzengleichung (6) ist nicht restriktiv, 
wenn sämtliche Anfangsbedingungen ihrer Lösungen in der Cauchyschen Gestalt 
9* Ж(Я, 0 ) , , 
— = hl À), к = 0, 1, . . ., max (n,n.) — 1 
ЭР 
geschrieben werden können. Im entgegengesetzten Falle ist die Gleichung (6 ) 
restriktiv. 
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Satz 1. Es sei n =f= nx und derjenige Teil von (6) der nach t von höherer 
Ordnung ist, sei nach Mikusinski nicht restriktiv.1 
Dann ist (6) nicht restriktiv. Es sei n ~ nx und von den beiden Teilen 
(Hauptteil und retardierten Teil) sei wenigstens der eine nach Mikusinski nicht 
restriktiv. Dann ist (6) nicht restriktiv. 
Beweis. Bei dem Beweise des ersten Teiles des Satzes können wir a n n e h -
men, dass n > nx, da im Fal le n < nx der Beweis vollkommen analog ist. 
Schreiben wir wieder die Beziehungen (7) auf. 
«А ^ x(k, 0) 
2 ^ +" ЭЯ1" dt" ~ ' 
[л=0 r = 0 
î Ê = • * = 1 • • • • > % - 1 • 
/i—0 v=0 
f faben wir d ie Funk t ionen gJX) vorgeschrieben, dann k ö n n e n wir die F u n k t i o -
nen h JA) e indeu t ig bes t immen (siehe M I K U S I N S K I [ 1 ] ) , u n d nachher aus d iesen, 
durch Subs t i tu t ion auch die Funkt ionen gjk). Umgekehr t , s ind die F u n k t i o n e n 
h JA) gegeben, so sind diesen die F u n k t i o n e n g JA) und g'JÂ) eindeutig zuge-
ordnet . Folgl ich sind das Vorschreiben der Funk t ionen gjk) u n d das Vorschrei-
ben der F u n k t i o n e n hjk) e inander äqu iva l en t und demzufolge können die 
Anfangsbedingungen ta t säch l ich in der einfacheren Cauchyschen G e s t a l t 
vorgeschrieben werden u n d die Gleichung (7) ist nicht res t r ik t iv . 
Wenn n u n n = nx =j= 0 ist , so können wir die obige Überlegung gleich-
falls anwenden . I s t der H a u p t t e i l der Gle ichung (6) nicht restr ikt iv, d a n n is t 
das Vorschreiben von gjA), ist der r e t a r d i e r t e Teil nicht restr ikt iv, so is t d a s 
Vorschreiben der Funk t ionen g2(X) äqu iva len t dem Vorschreiben der F u n k t i o -
nen H JA). D a m i t ist der Sa tz 1. bewiesen. 
Satz 2. Es sei n =f= nx und derjenige Teil von (6), der nach t von höherer 
Ordnung ist, sei nach Mikusinski restriktiv, der Teil von niedrigerer Ordnung 
nach t sei nicht restriktiv. Dann ist die Gleichung (6) restriktiv, jedoch können die 
ersten min (n, nx) Anfangsbedingungen (also für die Indices к = 0, 1, 2, . . ., 
min (n, nj) in der Cauchyschen Gestalt vorgeschrieben werden, vorausgesetzt, dass 
min (n, nj =f= 0 ist. 
Beweis. Es ist hier wiederum genügend den Fall n > nx zu be t r ach t en . 
Dann k a n n m a n , nachdem die Funk t ionen gjk) vorgeschrieben worden s ind , 
die F u n k t i o n e n hJX) f ü r * = 0, 1 , 2 . . . , nx—1 eindeutig best immen, n a c h h e r 
aus diesen du rch Subs t i tu t ion auch die Funk t ionen gJX) für die Ind izes 
0, 1, 2 . . ., nx—1. Folglich können nx Anfangsbedingungen tatsächlich in d e r 
Cauchyschen Gestalt 
(9) " = X = 0, 1,2, . . . ,nx — 1 
1
 Natürlich, können wir den Fall min (n, nx) = 0 nicht ausschliessen. Wir wollen 
uns in dem Wortgebrauch übereinkommen, dass wenn ein Teil von (6) kein Ableitung 
nach t enthält , wir diesen Teil als nicht restriktiv betrachten. Dann kommt natürl ich 
von den Gleichungsystemen (7) nur das eine vor . Im Weiteren werden wir dies nicht 
immer besonders imterstreichen. Übrigens, natürlich, kann noch der Fall auch vorkom-
men, dass der eine Teil von (6) überhaupt keine Ableitungen enthält . Der erwähnte 
Wortgebrauch bezieht sich auch auf diesen Fall . 
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vorgeschrieben werden. D a der H a u p t t e i l von (6) n a c h Mikusinski res t r ik t iv ist, 
so müssen wir die übr igen Anfangsbedingungen in der allgemeinen Gestalt 
m к xtl 0) 
( 1 0 ) 2 2 V n - x + v ЭДе ЭС = 9 l { k ) ; x = n i - n i + 1 ' • • • ' » - ! 
vorschreiben. 
Offensichtlich s tehen wir hier e inem solchen Fa l le gegenüber, de r bei der 
Un te r suchung der Gleichungen von d e r Form (1) ü b e r h a u p t n ich t au f t r e t en 
kann . D o r t müssen wir nämlich sämt l iche Anfangsbedingungen en twede r in der 
Cauchyschen Gestal t , oder in der allgemeinen Ges ta l t vorschreiben, während 
wir bei dem eben un te r such ten T y p der Differential-Differenzengleichungen 
Anfangsbedingungen v o n der Anzahl min (n, «,) in de r Cauchyschen Gestalt , 
doch d ie übrigen m a x (n, nf)—min (n, nf) Anfangsbedingungen in der allge-
meinen Gestal t angeben. 
Bemerkung 1. Aus dem soeben bewiesenen S a t z e folgt e infach, dass im 
Falle min (n, nx) = 0 Anfangsbedingungen von de r Cauchyschen Gestalt 
ü b e r h a u p t nicht vo rkommen können. (Siehe die Fus sno t e 1.) 
Bemerkung 2. I n dem Satze 2. kommt , vom Gesichtspunkt de r Angabe 
der Anfangsbedingungen in der allgemeinen Gestalt be t rach te t , von den beiden 
Gleichungssystemen (7) nur das eine in Betracht . Das heisst, hier t r i t t die 
Kompl ika t ion auf die wir schon in de r Einleitung in bezug auf (7) hingewiesen 
haben, noch nicht auf . 
Bisher haben wir u n s auf diejenigen Fälle beschränk t , in welchen von den 
H a u p t - bzw. re ta rd ie r t en Teil von (6) wenigstens d e r eine nicht res t r ik t iv ist. 
Be t r ach t en wir nun d e n Fall in welchem sowohl de r Haupt te i l , als auch der 
r e t a rd i e r t e Teil von (6) nach Mikusinski restr ikt iv i s t . 
Satz 3. Es seien der Hauptteil und der retardierte Teil von (6) restriktiv. Die 
notwendige und hinreichende Bedingung dafür, dass für die Lösungen von (6) 
genau min (n, nf) Anfangsbedingungen in der Cauchyschen Gestalt (d. h. die 
übrigen max (n, nf) — min (n, nf) Anfangsbedingungen nur in der allgemeinen 
Gestalt) angebbar seien, ist, dass die Polynome 
m 
Pa(s) = 2 
/,=0 
m, 
Pfa) = 2 / W 
/i=0 
keinen gemeinsamen Teiler besitzen (Zahlenteiler ausgenommen). Wenn n =j= nv 
so ist (6) restriktiv. Ist n = nl so ist (6) nur dann restriktiv, wenn Pa und Pß einen 
gemeinsamen Teiler haben. 
Bevor wir diesen Satz beweisen, weisen wir d a r a u f hin, dass die beiden 
Sys teme von Different ialgleichungen 
/1=0 r=0 
к = 0, 1, . . ., min (n, nf) — 1 
2 A Mntematikai Kuta tó Intézet Közleményei VJJI . A /1 -2 . 
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( 1 2 1 V V ő 8 ^ ( 7 , 0 ) 
/í =0 »»=() 
n u r d a n n höchs tens eine gemeinsame Lösung ^ = ^ = 0,1, . . 
min (n, /г1)—1 besi tzen können, w e n n die zu (11) u n d (12) gehörigen entspre-
chenden homogenen Gleichungssysteme 
(13) V V a -Q ( 1 3 )
 2 2 ЭА^ЭГ 
/л=0 v=0 
< U ) Z Э А " Э Г = 0 
/i = o »=o 
keine von der t r iv ia len Lösung verschiedene gemeinsame Lösung haben. Es 
genüg t daher zu beweisen, dass die notwendige u n d hinreichende Bedingung 
d a f ü r , dass die be iden Systeme (13) u n d (14) ausser der trivialen keine gemein-
s a m e Lösung besi tzen sollen ist, dass die Po lynome 
Pa(8) und Pß(8) 
keinen gemeinsamen Teiler haben . 
Beweis. Die Bedingung ist hinreichend. Schreiben wir aus d e n Systemen 
(13) u n d (14) die x = 0 en tsprechenden Gleichungen auf 
05) V « Vß ^ - Ш - о 
( L O )
 ЭА" ' 9A" _ 
/1 = 0 /1=0 
H a b e n die Po lynome Pa(s) und Pß(s) keinen gemeinsamen Teiler , so besitzen 
die Fundamen ta l sys t eme der Different ia lgle ichungen (15) kein gemeinsames 
E lemen t , mithin können die Gleichungen (15) n u r die t r iv ia le gemeinsame 
Lösung 
(16) [*(A,0)]G = 0 
besi tzen. 
F ü r X = 1 e rha l ten wir aus (13) und (14): 
X V , 8"*(A,0) , X V , 0) , 
4 " ' " - 1 9A" + 4 9A'1 dt - ' 
,u — 0 p = 0 
(17) 
X » О 9 " .R(A. 0 ) А Э Е + 1
Ж
( Я , 0 ) _ 
9A" + 4 " m 9A"9< ~ / i=0 / ,=0 
Mit Hilfe der Gleichung (16) erhal ten wir 
9x(A, 0) ' 
9< 
= 0 , 
g 
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da, doch für (17) auch nur die identisch verschwindende, die einzig mögliche 
gemeinsame Lösung ist. Wenn wir diesen Gedankengang für wachsende Werte 
von X fortgesetzt anwenden, so erhal ten wir, dass 
(18) Э*а;(Л, 0) 
91" 
= 0 ; « = 0 , 1 , 2 . . . , min (n, nß — 1 
Die angeführte Bedingung ist aber auch notwendig, denn, wenn die Polynome 
Pa(s) und Pß{s) einen gemeinsamen Teiler besitzen, so existiert schon im Falle 
« = 0 eine von der trivialen verschiedene. 
xß, 0)ф0 
gemeinsame Lösung, d. h. jedenfalls, wenn min (n, nß < 1 (wo also nur « = 0 
möglich ist) die beiden homogenen Differentialgleichungssysteme haben 
nichttr iviale gemeinsame Lösungen. I m speziellen Falle n = nl können sämt-
liche Anfangsbedingungen (falls Pa(s) und Pß(s) keinen gemeinsamen Teiler 
haben) in der Cauchyschen Gestalt angegeben werden, mithin ist (6) nicht 
res t r ikt iv . 
Der Satz 3 gibt also ein einfaches Kri ter ium für das Feststellen der 
restr ikt iven, oder nichtrestriktiven Eigenschaft einer linearen partiellen Dif-
ferential-Differenzengleichung mit konstanten Koeffizienten (siehe die unten 
angeführ ten Beispiele) ! 
Auf Grund unserer Untersuchungen ist also der allgemeinste Fall der in 
dem sowohl der Haupt te i l als auch der retardierte Teil von (6) nach Miku-
sinski restriktiv sind, und die Polynome Pa(s) und Pß(s) einen gemeinsamen 
Teiler besitzen. In diesem Falle müssen die Anfangsbedingungen in der allge-
meinen Gestalt (7) angegeben werden. Untersuchen wir nun diese Frage aus-
führl icher. Schreiben wir wiederum die Bedingungen (7) auf: 
Ê x = 0 ' 1  
,1=0 v = 0 
(19) 
,1=0 » = 0 
2 2 = Й(Я) ' *:= 1 ~ 1 • 
Die Anfangsbedingungen angeben heisst, dass die Funkt ionen giß) und giß) 
angegeben werden müssen. Diese können, natürlich, in Allgemeinen nicht 
unabhängig voneinander vorgeschrieben werden. Wir verfahren folgender -
massen. 
Von den beiden Gleichungssystemen (19) wählen wir dasjenige aus, wel-
ches mehr Unbekannte enthält (im Falle n = n l ist es gleichgültig welches wir 
auswählen). Es sei dies das System 
"
< u  
// = 0 t '=ü 
2* 
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Die sich auf x = nv nx -f- 1, . . ., n—1 beziehenden Anfangsbedingungen sind 
d u r c h das Vorschreiben der en tsprechenden g],(A) angegeben. F ü r die übrigen 
W e r t e von x, d. h. x = 0,1, . . ., n1—1 best immen wir bei den gegebenen ent-
sprechenden gl(A) d ie allgemeine Lösung des Different ialgleichungsystems, 
welches von (20) n u r dadurch unterscheide t , dass in ihm x von 0 bis щ—1 
l äu f t . Diese al lgemeine Lösung subst i tu ieren wir i n das zweite Sys tem (19). 
Auf diese Weise b e k o m m e n wir die Funk t ionen welche na tür l ich noch 
willkürliche K o n s t a n t e n enthal ten können . Um die Eindeut igkei t de r Lösungen 
von (6) zu sichern, müssen wir auch die Werte dieser Kons tan ten f ixieren. 
Auf Grund des Satzes 3 u n d unserer vorhergehenden Überlegungen 
k ö n n e n wir folgende Aussage machen . 
Sind der Hauptteil und der retardierte Teil von (6) restriktiv und haben die 
Polynome Pa{s) und Pß{s) einen gemeinsamen Teiler, so ist das Vorschreiben der 
Anfangsbedingu ngen für die Indizes x = 0, 1, . . ., min (n, nx)—1 äquivalent dem 
Auflösen eines Systems von linearen Differentialgleichungen mit konstanten 
Koeffizienten. 
Dies bedeu te t e ine wesentliche Kompl ika t ion verglichen mi t der Lösung 
durch die Opera torenmethode de r jen igen res t r ik t iven partiellen Differential-
gleichungen, welche gleichzeitig ke ine Differenzengleichungen sind ( r = 0.) 
§ 2. Einige weitere Operatoreneigenschaften der linearen partiellen 
Differential-Differenzengleichungen mit konstanten Koeffizienten 
In diesem Pa rag raphen wollen wir uns mit e inigen weiteren interessanten 
Opera torene igenschaf ten der l inearen partiellen Differential-Differenzenglei-
chungen mit k o n s t a n t e n Koef f iz ien ten beschäf t igen. Wir werden hierzu fol-
gende Theoreme von M I K Ü S I N S K I [ 1 ] und W L O K A [ 2 ] nötig haben : 
a) Eine reine Differentialgleichung (1) ist niemals restriktiv. 
b) Es sei m > m,. Dann ist (6) logarithmisch, gemischt, oder rein, wenn 
ihr Hauptteil entsprechend diese Eigenschaft besitzt. 
c) Es sei m ^ m, und n = 0. Dann ist (6) immer logarithmisch. 
d) Es sei mx > m. Dann ist (6) niemals logarithmisch. 
I m Falle d e r Different ia l -Differenzengleichungen ist a) nicht mehr 
gül t ig . 
Wir beweisen folgende Sätze. 
Satz 4. Der Hauptteil von (6) sei nicht identisch Null. Ist m = 0, so ist (6) 
immer rein. 
Satz 5. Es sei т
л
 > m und der Hauptteil von (6) sei restriktiv. Dann ist (6) 
immer gemischt. 
Satz 6. Eine reine Differential-Differenzengleichung (6) kann restriktiv 
sein. Ist sie restriktiv und ist m >. mv so ist nx > n > 0, jedoch die Anfangs-
bedingungen 
= hx(A) ; , = 0 , 1 » _ 1 
dt" 
können immer in der С auch y sehen Gestalt geschrieben werden. Ist sie restriktiv 
und ml > m, so ist nx > n. 
Beweis des Satzes 4. Bei dem Beweise der Behaup tung d) (mx > m) zeigt 
Wloka, dass wenigs tens eine Wurzel der charakter is t ischen Gleichung von (6) 
kein Logar i thmus ist , da diese in ihrer Entwicklung Potenzen von h mit nega-
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t i ven Exponen ten enthäl t . Noch allgemeiner, es besteht die Tatsache, dass d ie 
charakter is t ische Gleichung v o n (6) genau m 1 —m solche Wurze ln besitzt, in 
de ren Reihendars te l lung 
V = У d/(s) hP ' 
t=—q 
Potenzen von h m i t einem negat iven E x p o n e n t e n vo rkommen . Die charak-
terist ische Gleichung von (6) besitz nämlich m solche Wurze ln deren Reihen-
entwicklung keine Po tenzen v o n h mit einem negat iven E x p o n e n t e n en thä l t , 
da s heisst Wurzeln , die in de r Ges ta l t 
«. r 
V = 2 ai(s) h 
i = 0 
dars te l lbar sind, d a die Opera to ren a0(s) eben die Wurzeln d e r charakter is t i -
schen Gleichung m- ten Grades des Haupt te i l s von (6) sind. D ie charakter is t i -
sche Gleichung von (6) ist v o m m,-sten Grade , d. h. sie h a t m1 Wurzeln. 
Polglich müssen un te r diesen m1—m solche v o r h a n d e n sein, de ren 
Reihenentwicklungen Po tenzen von h mi t einem nega t iven Exponenten 
en tha l ten . Es sei m = 0 u n d de r Haupt te i l von (6) sei n ich t identisch gleich 
Null.2 Dann können wir auf G r u n d unserer Über legungen behaup ten , dass d ie 
Reihenentwicklungen sämtl icher m1 Wurzeln Po tenzen von k mi t einem nega-
t iven Exponen ten entha l ten , mi th in sind sie ke ine Logar i thmen . Dies bedeu t e t 
zugleich, dass (6) eine reine Gleichung ist. 
Beweis des Satzes 5. L a u t d) kann die Gleichung (6) n i c h t logari thmisch 
sein, mithin b r a u c h t nur gezeigt zu werden, dass sie auch n ich t rein sein 
k a n n . In der Ta t , d a der H a u p t t e i l res t r ikt iv ist , so ist m > 0. Folglich können 
auf Grund der i m Beweise des Satzes 4 ange füh r t en Tatsachen gewisse Wurzeln 
der charakter is t i schen Gleichung von (6) von de r Anzahl m > 0 in der Ges ta l t 
oo Г , 
2 a i(s)hp' 
i = o 
aufgeschrieben werden . Die Opera toren a0(s) s ind die Wurzeln der charakter -
istischen Gleichung des Haup t t e i l s von (6); auf Grund von a) ist wenigstens 
eine von ihnen ein Logar i thmus . Jedoch m 1 —m von den Wurze ln der charak-
terist ischen Gleichung von (6) sind gewiss keine Loga r i t hmen , folglich is t 
die Gleichung (6) in diesem Fal le gemischt. 
Beweis des Satzes 6. Es sei zunächst m W mv Be t r ach t en wir eine re ine 
Gleichung (6). Aus a), b) und c) folgt, dass ihr Haup t t e i l n i c h t res t r ikt iv sein 
k a n n und, dass n > 0. Haben wir nun (6) so gewähl t , dass ihr re tardier ter Teil 
n a c h M I K T T S I N S K I res t r ik t iv ist , d a n n ist (6) l a u t der Sätze 1 u n d 2 zugleich auch 
res t r ik t iv , vorausgesetzt , dass nx > n und die n e rs ten Anfangsbedingungen 
= ж = 0 , 1 , . . и — 1 
dt" 
k ö n n e n t a t sächl ich in der Cauchyschen Ges ta l t vorgeschrieben werden. 
2
 In diesem Falle können wir, natürlich, nicht von einer charakteristischen Glei-
hung des Haupttei les von (6) sprechen. 
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B e t r a c h t e n wir n u n den Fall m1 > т . Wählen wir (6) so aus, dass m — 0 
und der r e t a rd ie r t e Teil n a c h Mikusinski res t r ikt iv sei. D a n n ist die Gleichung 
(6) auf G r u n d des Satzes 4 rein und laut d e r Sätze 1 und 2 auch restr ikt iv, voraus-
gesetzt, das s n l > п. 
Es b le ib t nochübrig zu zeigen, dass im Falle n1 < n die reine Gleichung 
nicht r e s t r ik t iv sein k a n n . In der Ta t , i s t nx g n, so k a n n die Gleichung (6) 
nur dann res t r ik t iv sein, wenn ihr H a u p t t e i l restr ikt iv ist (s. die Sätze 1. u n d 2.). 
Dann k a n n aber auf G r u n d des Satzes 5 die Gleichung (6) nicht rein sein, da 
sie doch gewiss gemischt ist , w. z. b. w. 
End l i ch weisen wir da rauf hin, dass W L O K A [ 3 ] bewiesen hat , dass man 
die Mikusinskische algebraische Theorie der Differentialgleichungen auch auf 
die Gleichungen von d e r Gestalt 
ZZ Z a<" ß^n 01* - ^ 0 ' T° - 0 
k=0 (t=0 v=0 
erwei tern kann . Die in d e n Pa rag raphen 1. und 2. mitgete i l ten Sätze können 
auch fü r solche Gleichungen veral lgemeinert werden. I m gegenwärt igen Artikel 
wollen wir auf diese F r a g e nicht e ingehen. 
§ 3. Beispiele 
Wir wollen eine L ö s u n g der Gleichung 
9 3 x ( 2 , / ) Э2 х(Л, t) d2x(X,t) 
dt2 92 Э22 dt2 
(21) 93 x(2, t — n) _ f sin lex, f ü r OAt^n, 
dt2 92 I 0 , f ü r t > л 
finden. Offensichtlich s ind sowohl der Haup t t e i l als auch der r e t a rd i e r t e Teil 
von (21) n a c h Mikusinski res t r ikt iv . L a u t des Satzes 3 müssen wir die Po lynome 
Pu(s) u n d Pß(s) bilden. 
( 2 2 ) Pa(s) = s - 1 , Pß(s) = - s . 
Diese Po lynome haben keinen gemeinsamen Teiler, weiterhin k ö n n e n die 
Anfangsbedingungen in d e r Cauchyschen Gestalt vorgeschrieben werden, da in 
unserem Fa l le n = n v weswegen die Gleichung (21 ) n i ch t restr ikt iv is t . 
Die Anfangsbedingungen seien: 
(23) x(2,0) = 0, 
dt 
Von d e n Randbed ingungen werden wir später sprechen. Schreiben wir die 
Gleichung (21) in der Opera torenform auf , doch beachten wir dabei die Anfangs-
bedingungen (23): 
(24) x"(2) + s 2 ( l - h") x'(X) — ,s-2x(2) = ел 1 . 
1 + s°-
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Bestimmen wir zunächst eine par t ikuläre Lösung von (24). Versuchen wir (24) 
durch den Ansatz 
(25) *„(;.) = Ae2 
zu lösen, wo in dieser Operatorfunktion A ein konstanter Operator ist. 




1 + s2  
1 
1 + s 2 
- eA. 
Um die allgemeine Lösung von (24) zu finden schreiben wir ihre charakteristi-
sche Gleichung auf 
V2 + s2(l — HN) V — s2 = 0 . 
Sie ist einfach zu lösen; ihre Lösung ist: 
(26) в»(Л"—1) s
2
 (h71 — 1) /' 
U , 2 = ' ± L / 1 + 
s2(h" 
Wir müssen entscheiden, ob die Wurzeln (26) Logari thmen sind, oder sind sie 
keine. Zu diesem Zwecke müssen wir diesen Ausdruck umformen. Ziehen wir in 
Bet racht , dass 
(27) 
s2( — = — У (к + 1) = / б с , 1 - h")2 s* é ) ' 
(s. M I K U S I N S K I [1], S. 149), das heisst, das der Operator (27) im Intervalle 
0 t < °° eine stetige Funktion ist. Dann folgt 
(28) /7 + 
s2{h* - l)2 
= 1 2 
(\ 
2 




 +g, gsc. 
(s. M I K U S I N S K I [1], S. 157.). 
Folglich können die Wurzeln (26) in der Form 
2 7-,
 2 , s
2{h»~ 1) 
v1 = s h? — s1 -) 2 g , 
(29) 
s2(l — h") 
V2= '-g 
geschrieben werden. Aus (28) ergibt sich sofort, dass v2 ein Logari thmus ist-
vx ist jedoch kein Logarithmus, da —s2 kein Logari thmus ist. Die allgemeine 
Lösung von (24) ist 
(30) x[X) = 
1 + s 2 
+ Cj exp s
2( l - h") 
9* 
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U m die Konstante C\ zu f ixieren, müssen wir eine Randbedingung angeben, 
diese sei 
x(0, t) = sin t, 
oder 
1 -(- s 2 
Aus (30) folgt dann : 
1 + s2 1 + s2 
das heisst, 
C i = 0 , 
und 
x(X, t) = e* sin t. 
Als zweites Beispiel wollen wir die Gleichung 
^ ^ 92:r(A, t)
 + 92x(A, t — n) _ f — sin t sh X, f ü r 0 
dXdt dXdt \ 0 f ü r t > л 
auflösen. 
Sowohl der Haupttei l , als auch der re tardier te Teil sind nach M I K U S I N S K I 
restr ikt iv . Laut des Satzes 3 müssen die Polynome Fa(s) und Pß(s) gebildet 
werden. Wir erhal ten: 
Pa(s) = Pß(s) = s, 
mithin haben die beiden Polynome einen gemeinsamen Teiler und deswegen 
müssen die Anfangsbedingungen der Aufgabe (31) in der allgemeinen Gestalt 
angegeben werden. 
Die Operatorenform von (31) ist 
,
 s ,,,, 7 1+h" , , dx(X, 0) , dx(X, 0) 




 1 + s2 9A 9A 
Als Anfangsbedingung schreiben wir 
9A 
u n d als Randbedingung 
x(0, t) = cos t 
vor . 
Aus (32) un te r Beachtung der Anfangsbedingung erhalten wir 
(33) x'(X) + h" x'(X) = shA ^1 + . 
1 -j- s2 
Eine part ikuläre Lösung der inhomogenen Gleichung ist 
g 
,т0(А) ch A . 
1 + s 2 
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Die charakteristische Gleichung ist 
V + h" V — 0 , 
woraus V = 0 folgt. Sie ist ein Logarithmus. Die allgemeine Lösung von 
(33) is t 
xlX) = —i—chA + C. 
1 + s 2 
Unte r Benutzung der Randbedingung erhalten wir: 
® ( 0 ) = — + С = 
s 
I + s2 1 + s2 
das heisst 
С = О 
und 
Ж(Я, () — cos t ch Я . 
(Eingegangen: 2 August, 1962.) 
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О РЕСТРИКТИВНЫХ ЛИНЕЙНЫХ УРАВНЕНИЯХ В КОНЕЧНЫХ 
РАЗНОСТЯХ И В ЧАСТНЫХ ПРОИЗВОДНЫХ с постоянными 
КОЭФФИЦИЕНТАМИ 
Т. F É N Y E S 
Резюме 
Автор исследует проблему рестриктивного свойства линейных урав-
нений с постоянными коэффициентами являющихся одновременно урав-
нениями в конечных разностях и в частных производных, что имеет большое 
значение для решения таких уравнений при помощи операторного исчисле-
ния Минусинского. Он дает критерии, на основании которых можно и в 
частных производных (6) рестриктивным или нет и иллюстрирует получен-
ный результат на простых примерах. Автор приводит несколько дальней-
ших теорем, относящихся к некоторым другим операторным свойствами 
уравнения ( 6 ) . Они тесно связаны со статьей W L O K A [ 2 ] . 

ON THE GENERAL NOTION OF MAXIMAL CORRELATION 
b y 
P É T E R C S Á K I a n d J Á N O S F I S C H E R 
Introduction 
I n their recent papers [3], [4] the au thors discussed some properties 
of t h e maximal correlat ion of two r a n d o m variables as in t roduced b y H . G E B E -
L E I N [5]. The na tu ra l idea of t he s t ra ight forward generalization of th i s measure 
of connection for r a n d o m vectors , for stochastic processes and even for a-
a lgebras has been a l ready realized in [8] and [9]. The present p a p e r aims a t 
a d d i n g some f u r t h e r propert ies t o those described in the al luded works. 
In § 1 a not ion involving t h e maximal correlat ion is considered in the 
genera l Hilbert space. § 2 deals wi th topological and metrical problems. § 3 is t o 
show how the maximal correlation may be de f ined in the non-commuta t ive 
p robab i l i ty theory developed in [11]. § 4 is about some propert ies of t h e maximal 
correlat ion between u-algebras. I n § 5 the in tu i t ive background of the pos-
t u l a t e s given in § 1 is revealed. Final ly , § 6 contains some par t icu lar cases and 
examples . 
§ 1. General notions 
To commence with, the not ions and facts f r o m the Hi lber t space theory 
n e e d e d and the symbols used in th i s paper are explained. 
1.1. Let 7/, and 7/, be two real Hilbert spaces with scalar products 
{xv x2)l € 7/,, x2 € Hx) and (yv y2)2 (y1 € Я2 , y2 € H2), the respect ive norms 
d e n o t e d by || x ||x (x € Hx) and |] у ||2 (y € H2). 
Let T be a l inear bounded operator whose domain is t h e space Hx 
a n d which takes on i ts values in t h e space H2. I t is known t h a t t h e r e exists 
a un ique ly de te rmined linear bounded operator T * whose doma in is the 
space H2 and it t akes on its values in the space Hv f u r the rmore 
(1-1) {T x, y)2 = (x, T* y)x 
holds for all x € / / , and у € H2 . T h e operator T* will b e called t he ad jo in t of the 
o p e r a t o r T. The equal i ty || T || = || T* || is val id. 
The real n u m b e r A is called an eigenvalue of t h e pair of ope ra to r s T, T* 
and t h e pair of e lements x € Hv у € Я., is said t o be a pair of eigenelements 
(of T , T*) belonging to A if 
(1.2) Т Х = Х У 
T*y = Ax 
excluding the case when both x a n d у are equal t o t he zero e lement . 
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As i t is known, t h e operator T b e i n g completely continuous, t h e members 
of t h e pa i r s of eigenelements form comple te or thogonal systems in t h e respective 
spaces a n d || T || is t h e greatest eigenvalue. 
T h e square roo t of t he q u a n t i t y 
(1.3) \\\т\\\г = \\\т*\\\2 = 2 (Тъ.ук) 2 
i,k 
is cal led t he double n o r m of the ope ra to r s T and T* , where {#,-} a n d are 
comple te or thonormal systems in t h e spaces / / , a n d H2, respec t ive ly . I t is 
k n o w n t h a t — {Я,} be ing the sequence of eigenvalues — 
(1.4) |||T|||2 = 2 t i 
i 
is equ iva len t to t h e s t a t emen t t h a t the members of pairs of eigenele-
men t s furn ish comple te orthogonal sys tems in t h e respective spaces. If even 
HI T [Л < °o then t h e operator T is completely cont inuous . 
1.2. Hencefor th , let us t r e a t t h e Hilber t spaces as subspaces of t he same 
given H in which t h e scalar p r o d u c t will be deno ted b y (x, y) a n d t h e norm 
by II x ||. Let d e n o t e the set of all subspaces of Я except t h e subspace 
con ta in ing the single e lement zero. L e t PHo denote t h e operator of t h e ortho-
gonal project ion on t h e subspace H0 € at? i.e. t h e l inear bounded operator , 
which has the following propert ies: 
1. Having x € H, 
(1.5) (x, у) = (ж0, y) 
for s o m e x0 g H0 a n d fo r all y g H0 if a n d only if x 0 = PHox. 
2. Having x g H, 
(1.6) min Ца; — г/|| = Цж — я0 | | 
for s o m e x0 € H0 if a n d only if x0 = PHox. 
Fur the r , it is k o w n tha t P2Ho = = PHo. 
As to the r e l a t i ve position of t w o subspaces / / , € Ж and H2 € the 
q u a n t i t y 
(1.7) ô{HvH2)=mï\\x-PHtx\\ 
11*11-1 
may b e esteemed character is t ic , t h o u g h this q u a n t i t y does no t represent a 
d i s t ance in the met r ica l sense as th i s will be shown in § 2. However, t h e basis of 
the pos tu la tes given in Section 1.3 will be the q u a n t i t y (1.7) because certain 
i n tu i t i ve meaning c a n be a t t r i bu t ed t o it for the p robab i l i ty theory in some par-
t i cu la r cases (see § 5.). 
Now, some s imple propert ies of the quan t i ty (1.7) are l isted. 
Theorem 1.1. For any subspaces / / , g -W and II, € 3F 
1 ° 0 ^ Ô{HV H2) ^ 1 ; 
2° Ô(HVH2) = Ô(H2,H1); 
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3° ô(Hv Hß = 0 if Hx n H2 € ; 
4° Ô(HlyH2) — 1 if and only if H1 and H2 are orthogonal; 
5° ô(Hv H2) ^ д(Н[, Hß if Я , с H{ and H2dH'2. 
Proof. The s t a tement 1° follows f rom the inequalities 
0 ^ | | * - P „ 2 a f = 1 - \\PHt ||x|| = 1 . 
For the proof of 2°, let x € Hv || x || = I be arbitrary. If РНг x = 0 
t h e n [[ x—Р
Нг
 x II = 1 ^ Ö (H2, Hß; on the other hand, if РНг x ф 0 then 








where y = — . Therefore à ( / / , , H2) > ö (II.,, Hß. The converse inequa-
lity m a y be verified analogously, t hus 2° is proved. 
If Я 1 Г) H2 € there exists x0 € H, f) H 2 such that || x 0 (| = 1 for 
which Р
Нг
 x0 — x0, hence [| xg—РНг x0 || = 0 and this proves 3°. 
PH%x\f = (x, PHlx) = 0 holds, 
= 1, thus Ô (Hv H2) = 1. Con-
« = 1—Il x — P H x||2 = 0 for all 
If H1 and H, are orthogonal then 
i.e. Il x—Р
Нг
 x i| = 1 for all a; € Hv || x 
versely, if b(Hv H2) = 1 then 11 РНг x 
x € H[, Il x К = 1, i.e. (x, у) = (Р
Н г
 x, у) = " o for all a: € Hv"y e H2 — thus 4° 
is proved. 
Finally, if H2 с Hi then Рщ = РНг PH>, hence if even II { с H( 
Ô2(HV H2) ^ inf I® - P „ 2 x||2 = inf {1 - IIPHt P H ; x||2} 
xÇHi x f H i 
11*11 = 1 11*11 = 1 
è inf {1 - ||Р„„'*||2} = inf ||x - P „ ; x||2 = 0 2 ( Щ , Щ ) , 
xÇHJ _ х£Н< 
11*11=1 11*11 = 1 
thus all the s ta tements of the theorem are proved. 
1.3. In order to characterize the "similarity of posit ion" of suhspaces let a 
real number a(Hv H2) correspond to every pair of subspaces Hx € 3if, H2 6 <W 
such t h a t the following Postulates are fulfi l led: 
1. a(Hv H2) ^ a(Hß Hß if and only if Ô(HV H2) ^ h(H[, Hß. 
2. a(Hv Hß = 0 if the subspaces Hx and H, are orthogonal. 
3. a(Hv Hß = 1 if Ö(HV Hß = 0. 
Evidently, these Postulates are satisfied by an a if and only if i t is a strictly 
decreasing function of ô, taking on the value 1 a t t he point 0 and t h e value 0 
a t t h e po in t 1. However, the choice of such a funct ion of ő is equivalent to the 
choice of the scale measuring the relat ive position of subspaces. Therefore a is 
uniquely determined b u t scaling. I t is advantageous to choose the scale such 
t h a t a(Hv Hß = S(HV Hß, where 
(1.8) S(IIV Hß = \ \ - d \ H v H ß . 
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Theorem 1.1. may he wr i t t en by the aid of S(Яр H2) in t h e following 
f o r m : 
Theorem 1.1'. For any pair of subspaces 7/, € 3F and H2 € 
1 " 0 ^ S(H1 H2) ^ 1 ; 
2 ° S[HV H2) = S(H2, Hfj ; 
3° S(HVH2) = 1 if Hx N 772 Ç ЭР ; 
4° 5(17!, 772) = 0 if and only if Я , a n d Я 2 are orthogonal ; 
5° S(tf 772) è 8(Я(, Я 0 if Hx С я ; a n d Я 2 с . 
Theorem 1.2. 
(1.9) $ ( # ! , Я 2 ) = sup (x, у) . 
х { Н „ | | х | | = 1 
У6Н., |Ы| = 1 
Proof. If x € Я р II® II = 1 a n d у € Я2 , || г/ || = 1 then 
(1.10) [x, у) = (.PHtx,y) ^ ||РН,®|| = У1 - H* -
^ Kl - ô-(Hx, H2) = S (Яр Я2) . 
I n t h e case of Б ( Я р Я2) = 0 t h e s ta tement follows from inequal i ty (1.10). 





 xn II 0 (Яр H2) i.e. 1 PHi ®„ || ->- S{HV Я2); hence t h e sequence 
P x 






) = [ Х "
п
Р н г Х
"
)
 = PH,xn\\-+S{HvH2) 
f r o m which t h e s t a t emen t follows. 
1.4. Let PH\ denote the res t r ic t ion of t h e operator Р
Нг
 t o t h e suhspace 
Hv i.e. the d o m a i n of is equa l to the subspace Hx and P ^ 1 x = PH2 x if 
x € Я р 
Theorem 1.3. 
( l . i i ) (P'JD* = p f t 
Proof. If x Ç 77j and у € Я 2 , t h e n 
(Рн\ У) = (PHi x, У) = («, y) = (®, PHl y) = (®, Р й | 2/) -
Theorem 1.4. 
( 1 - 1 2 ) S(HV я 2 ) = ||рйл| = i i p g j i i . 
Proof. 
il il = sup II P » ; x II = sup f l - | | x — Р
Н г
ж | | 2 = S(HV Ht). 
xÇH, xÇH, 
il*ll = I 11*11-1 
T h e following t h e o r e m specifies t h e cases for which the supremum is a t t a inab le 
in (1.9). 
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Theorem 1.5. 
(1-13) s (HvH2) = (x0,y0) *o€tfi.|WI=i;yoetfa.||yo|| = i 
if and only if x0, у0 form a pair of eigenelements — belonging to the eigenvalue 
3 = S(Hv H2) — of the pair of operators P"\, Pftf 
Proof. If (1.13) holds then for any y € H 2 
H*o - У\\2 = 1 - 2(z0. У) + IMI2 è I - 2 S IMI + IMI2 = 
= 1 _ S2 + (S - IMI)2 è 1 - S'= ||x0 - SMoll2, 
wherefrom owing to (1.5) 
Pft*o = Sy0 
and similarly 
P%y0 = Sx0. 
Conversely, if x0, y0 form a pair of normed eigenelements, 
(®o> Уо) = (Рн\ x0, y0) = (8y0, y0) = S(Hv H2), 
with which the statement is proved. 
Theorem 1.6. 
sup {| |PHl x|| IIPHi x|| - ||x - PHl x\\ \\x - РИг x\\} = S ( H v H2j. 
I l* l l= i 
Proof. 
(1.14) \\PHlx\\ \\PHlx\\ - \\x-PHlx\\ \\х-РНгх\\ ^ s ( H V H 2 ) , 
for all x$H,\\x\\ = l 
holds as proved by H. P. K R A M E R [9]. Let xn e # 2 , || xn || = 1 (n = 1 , 2 , . . . ) 
be chosen for x in (1.14) such that |] PHl xn || -a- S ( H v H2); then the le f t side 
of (1.14) converges to S ( H v H2), wherefrom the statement follows. 
Now, let IIy and H2 be two separable subspaces of H and {x,}, {yk} be 
respective complete orthonormal systems. Introduce the quanti ty 
(1.15) C(HvH2) = [ 2 (хиУк)2]*. 
i,k 
Theorem 1.7. 
( 1 . 1 6 ) C(HV н2) = W\Piï\\W = | | | Р Й ; | | | . 
Proof. Prom the definitions (1.3) and (1.15) 
НИИ
2
 = {рн\ X, ykY = 2 (*,. ,%)2. i,k i,k 
{x,} and {yk\ being complete orthonormal systems in Hx and H2. respectively. 
§ 2. Topological problems 
As mentioned in § 1, b(Hv H2) defined by (1.6) represents no distance in 
the set 3 f . The existence of a non-vanishing function of b defining a dis tance 
on J f was f i rs t inquired in [9]. Theorem 2.1 which will be formulated in 
general form, excludes even the existence of a non-vanishing function of 6 the 
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neighbourhoods generated b y which would f o r m a basis of a topology. (The 
defini t ion of topological space and related ax ioms of bases see e .g . [7] pp . 
34—35.) 
Theorem 2.1. Let X be an arbitrary set. Let us suppose that for the function 
<p(x, y) of two variables defined on X and for any x € X and y € X there exists a 
z € X such that 
( 2 . 1 ) <p(x, z) = <p(z, y) = cp(z, z). 
If f is a non-negative function defined on the range of <p such that the subsets 
V(x, e) = {y: y{x, y) < e) e > 0 
(the neighbourhood of x with radins e generated by y) satisfy the axioms of bases 
where 
y(x, y) =f(<p{x, y)), x(.X,y$X 
then 
y(x, y) = 0 . 
Proof. L e t x € X, y Ç X. I n consequence of the condi t ion on <p, t h e r e 
exists a z € X satisfying (2.1), wherefrom y{x, z) = y(z, y) = y(z, z) follows. 
According t o t h e f i rs t axiom of bases 2 € V(z, e) for all e > 0, t h a t is y(z, z) < e 
f o r all e > 0, i .e. y(x, z) = y(z, y) = y(z, z) = 0, therefore 
(2.2) z£V(x,a') for all e' > 0, 
{2.3) y£V(z,e") for all e" > 0. 
According t o t h e third axiom of bases for a n y e > 0 there exis ts e' > 0 such t h a t 
for any point of V(x, e') and t h u s by (2.2) fo r z, there exis ts e" > 0 such t h a t 
V(z, e")oV(x, e). From this a n d (2.3), г/€ V(x, e), tha t isy(x, y) < e for all e > 0 
is valid, hence y(x, y) = 0 f o r all x € X a n d у € X. 
From t h i s Theorem i t is evident, n o non-vanishing funct ion of rp wi th 
proper ty (2.1) m a y generate a quasi-distance. 
Corollary. There is no non-vanishing function of the quantity defined by 
(1.7) to generate a topology in . 
Proof. F o r any H1 € and H2 € А Г 
Ô(HV H) = Ô(H, H2) = Ô(H, H) = о. 
Hence b s a t i s f i es the condition of Theorem 2.1, thus the s t a t emen t holds. 
§ 3. Remarks on the case of non-commutative probability theory 
In th i s section a special Hilbert space is briefly discussed implying the 
functional o n e s arising f r o m t h e ordinary o r t h e non-commutat ive p robab i l i ty 
theory as pa r t i cu l a r cases (see [11]). In t h i s abs t rac t fo rmula t ion we deal with 
t he special pro jec tors which provide the conditional expec ta t ion with n o r m s 
equaling t h e maximal correlat ions. 
Let L° b e a real linear space in which t h e following f u r t h e r opera t ions are 
defined: 
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1. Multiplication. An element xy € L° corresponds to every x Ç L° and 
y(.L° so tha t 
a) x(yz) = (xy)z for all x € L°, y € L°, z € L°, 
b) there exists a unit-element e € L° such t h a t 0C6 — SOC — ОС for all x € L°, 
c) x(y + z) = xy -+- xz and (x -f- y)z = xz-\-yz for all x € L°, у € L°, z Ç L°, 
d) x(a y) = (a x)y — a(xy) for all x € L°, у £ L° and any real number a. 
2. Involution. An element x' € L° corresponds to every x € L° so t h a t 
a) (x')' = x for all x 6 L°, 
b) (x + у)' = x' + y' for all x € L° and у 6 L°, 
c) (ax)'— ax' for all XÇ.L" and any real number a , 
d) (x у)' = y' x' for all x € L° and у € L° . 
I t is easy to see tha t the unit-element is unique and 0 x = 0 for all x € L°. 
The elements :r€ L° for which x' = x are called self-adjoint. They form a linear 
subspace which contains the unit-element and the zero element. The elements of 
the set 
(3.1) = [xx': x <L L0} 
are called positive elements. The unit-element and zero element are positive 
ones and the positive elements are self-adjoint. 
Let у be a real-valued function defined on the linear subspace IJtzL0 
with the following properties: 
1. у is linear on Ll. 
2. If xx' € L1 then y(xx') ^ 0 and if y(xx') = 0 then x = 0. 
3. If xx' € L1 and yy' € L1 t hen xy' + yx' € Ll. 
4. e € Ll and у (e) = 1. 
P u t 
(3.2) L2 = [x : xx' € L1} . 
Prom the property 3 it follows tha t L2 is a linear subspace of L°. 
For elements i f f 2 and у € L2 let the scalar product and the norm be 
(3.3) (x, y) = y(xy' + yx') and ||®|| = ]f(x, x), 
respectively, with which the space L2 forms a — not necessarily complete — 
Hilbert space. 
Fur ther , let P be a linear transformation on Lx to itself with t he following 
properties: 
1. If i ( i 2 f | f ' then x(P x)' + (P x) x' € L1. 
2. If x(Py)' + (Py)x' e i 1 then P[x(Py)' + (Py)x'] = 
= Px(Py)' +Py(Px)'. 
3. y(Px) = y(x) . 
4. Pe = e. 
3 A Matematikai Kuta tó Intézet Közleményei VI I I . A'l—2. 
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Theorem 3.1. If x <E L2 Г) L1 then Px iL2. 
Proof. 
2 P x(P x)' = P[x(P xУ -f (P x) x'] € Ll. 
Theorem 3.2. If x € L2 П L1 then Px is the orthogonal projection of x on 
the subs pace 
(3.4) H = {Px:xi L2 H L 1 } . 
Proof. 
(Px, Py) = y(Px(Py)' + Py(PxY) = y(P[x(P y)' + (Py) x']) = 
=
 rx(x(Py)' + (Py) x') = (x,Py) 
for all Py i L2, hence t h e s ta tement follows from (1.5). 
Therefore the res t r ic t ion of P t o L2 П L1 is t h e project ion PH. However , 
not every projection h a s the above propert ies. T h e s e particular projectors 
represent t h e conditional expectat ion e i ther in t h e o rd ina ry or t h e non-com-
muta t ive probabil i ty t h e o r y . The q u a n t i t y 
S(Я 1 ) 0 , Я2,0) = I I P f t . J = s u g y ( x y ' + yx'), 
xÇH,,„ ( Ixi I =1 
yiHv\\y\\ =1 
is called t h e maximal correlation of H y and Я.,, w h e r e Я1>0 and Я , 0 are t h e 
or thogonal complements of the subspaces of t he a b o v e types Я 1 and II,, 
respectively, to the uni t -e lement . 
§ 4. Maximal correlation of a-algebras 
4.1. In the p r e s e n t section let u s consider t h e case of (commuta t ive ) 
probabi l i ty theory. L e t (Q, F. P) be a probabi l i ty space and L2 = L2(Q, F, P), 
fu r the r L2Fa = L2(Q, F0, P), where F0 is an a r b i t r a r y sub-u-algebra of t h e 
(j-algebra F . Let us d e n o t e the subspace of the e l emen t s with zero expected 
values of t h e space L2Fo b y L2Fo 0. I t should be r e m a r k e d that not eve ry sub-
space of L2 is of the f o r m L2Fts. ( R . R . B A H A D U R [ 1 ] has given necessary and 
suff ic ient conditions fo r a subspace t o b e of this f o r m . ) 
Le t Fx and F., b e t w o sub-cr-algebras of F. T h e q u a n t i t y 
(4.1) S(F\,F2) = S(L2Flfi, L2p2i0) 
is called t h e maximal correlation of t he se sub-cr-algebras. 
I t should be r e m a r k e d that no topology m a y b e introduced among the 
sub-cr-algebras of F b y t he aid of non-vanishing func t ions of t h e maximal 
correlation as it follows from Theorem 2.1 in consequence of S ( F v F ) = 
= S (F2, F ) = S (F, F) = 1. 
4.2. I n the subsequent par t of t h e paper t h e following symbols will be 
used for part icular cases : 
F y for the smallest cr-algebra w i t h respect t o wh ich every e l ement of V is 
measurable , V being a n arbi t rary se t of random variables; F^ = F ^ and 
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= P{í}, fu r the r the spaces 
Lv = Hpy, Lvfi = Lfpyß , 
(4-2) L% = L\íl},Lifi=L\íl)>0, 
Lí = L\(},Lîfl =L\ | } ; 0 ; 
moreover, t he projectors 
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I," 
where qt denote stochastic processes and rt vector r andom variables 
(including single random variables as one-dimensional vectors), { I J , {t]t} a n d 
{I}, {у} denote the sets consisting of the components of rjt and q, 
respectively. 
I t is wor thy of note t ha t S (H x , H2) is equal to the correlation coefficient 
of the random variables £x € L2, £2 t L2, if Hl and H2 are the sets of the l inear 
functions with zero expected values of £x and £2, respectively. If H is the set of 
the linear funct ions with zero expected values of £ с L2 and £ is a random 
variable then S(H, L2
 0) is the correlation rat io of £ on 
4.3. Now, we consider the extreme cases 0 and 1 of maximal correlation. 
The sub-cr-algebras Fx and F2 are called independent if every element 
of Fx is independent of each one of F2. I t is easy to see tha t t he independence 
of sub-cr-algebras (including t h a t of stochastic processes and t h a t of random 
variables) is equivalent to zero maximal correlation (see e.g. [2]). 
The common elements of probabili ty one and zero of two sub-cr-algebras 
of F are called their trivial common elements. Obviously, t he empty set and 
the whole set Q are the trivial common elements of any two sub-cr-algebras. 
If the sub-cr-algebras Fx and F2 have non-trivial common elements then 
S (F x , F2) — 1, because of having such ones is equivalent to L2FlU and L2Fi0 
having non-zero common elements. Especially, S(£, q) = 1 if f o r the vector 
random variables £ and r\ non-constant Borel-measurable vector-valued 
functions / and g exist such t h a t / ( £ ) = g(rj). 
Since Fxc.F2 if and only if L2FldL2Fl, therefore S(F[, F'2) ^ S(Fx, F2), 
whenever F'xdFx and F2dF2 as it follows from 5° of Theorem 1.1'. 
3 * 
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Especially f o r vector r a n d o m variables | and y S ( / ( | ) , g(rj)) ^ S ( | , rj) where 
/ a n d g a re a n y Borel-measurable vector-valued func t ions , because of F ^ С F ç 
and 
4.4. I n this section i t is dealt w i th t he pair of opera tors PF\ a n d PF*. 
Theorem 4.1. For two normed random variables f € L2Fl 0 and g € L'f2 0 
the following statements are equivalent : 
1° / and g form a pair of eigenfunctions of the pair of operators PF\. I'F\-
2° \\P^J\\ = \\PFFig\\ = (f,g). 
3° f and g are linearly correlated1 and \\Pfgf\\ = | | -P£j/ | | ; | j P f g = | | P £ j g\\. 
Proof . Analogous t o t h a t of Theorem 1 in [4]. 
I n t h e sequel, let u s examine u n d e r what condi t ions the opera tors PF» 
and PFj f o r m a pair of in tegra l operators . The Theorem on this subject will be 
formulated in general. 
Le t (Qv Fv Pj) a n d (Q2, Fv P2) b e two probabi l i ty spaces and let T be a 
linear b o u n d e d operator def ined on L2Fx and tak ing on i ts values in LFl, for 
which 
1 • P Xsi, — Xoi> 
2. if A i F1 then T °> 
3. J Tfd P, = J fd Px for all / € L'Fi , 
si, ß, 
where %A denotes the indica tor func t ion of any A ç Fv 
Theorem 4.2. There hold 
1 ° T* '/síi = Xoi' 
2° if В € F, then 7'* y_B ^ °> 
3° С T* gd P, = j gdP2 for all g € L\. 
si, o, 
(For the a d j o i n t T* see (1.1).) 
P r o o f . According t o Condition 3, (T*
 XQt, f ) i = T f ) 2 = (Zoi, f ) l 




< 1 Р 1 = { х л , Т * Х в ) 1 = ( Т Х а . Х в ) 2 = \TXAdP2^ 0 for any A € Fv  
À в 
according t o Condition 2, thus T*
 Х в
 0. 
F ina l ly , 
f T* gd Px = (xa„ T* g\ = (T Xo„ g)2 = g)2 = \gd?2 . 
a, S3, 
1
 T h e correlation of / and g is called linear, if both the regressions of them are linear. 
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T h e condit ions imp ly t h a t the set func t ion 
(4.6) P (AXB) = (TXA,XB)2 
is non-negat ive on in te rva ls of Q = i f y Q2, hence it can b e uniquely e x t e n d e d 
as a measure on F = Fx X F2. 
Thus, being P(i2) = 1, (Й, F , P) is a probabi l i ty space , whereas 
PX(A) = P(A XÜ2) for all A<iFx, 
PJB) = P(Q1 X В) for all В € F., 
are the marginals of P. Hence, if / = / (x)€ L2Fl and f j x , y) = f(x) f o r all 
у € ü 2 , t h e n 
j j / f d P = j 7 2 d P x , 
which means t h a t L2Fl can be considered as a subspace of L2 (Q, F, P) con-
sisting of i ts elements n o t depending on t h e elements of Q2 while Fx a s t he 
sub-cr-algebra of the e lements A x i?2. Ь \ г can be character ized in a similar w a y . 
Theorem 4.3. 
(4.7) T = . 
Proof. (4.6) implies 
(Xa'XB) = (tXA• XB) 
for each A € F{ and В f F2; thus 
(4-8) (.f,g) = (Tf,g) 
whenever / € L2Fl and g € L'Fl are step func t ions ; by t h e continuity of t h e 
operator T , (4.8) holds for any / € L2F) and g € L2Fl, whence the s t a t e m e n t 
follows f r o m (1.5). 
The opera tor T is called an integral ope ra to r with kernel K(x, y) if 
Tf=$K{x,y)f(x)dPx(x)tUFi fo r al l / € i 2 F i . 
" i 
Theorem 4.4. T is an integral operator with kernel K(x, y) if and only if 
P (E) = f \ K ( x , y) d P ^ d P j y ) fo r all E € F , 
E " 
i.e. P P tx P2 
Proof. Analogous t o t h a t of Theorem 1 in [3]. 
§ 5. The intuitive background of the postulates 
In section 1.3 three postula tes were given. Let us examine what is t h e i r 
intuit ive background in spaces L'1 from t h e view-point of stochastic connect ion 
between two random var iables . 
As a ma t t e r of fac t , t h e meaning of in tens i ty of connection is not a t all 
unambiguously de te rmined . Thus, no system of postulates can be adapt t o cha-
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racterize it in all possible senses. This section is t o explain t h e sense correspon-
d ing to our s y s t e m of pos tu la tes . 
Let I a n d 17 be a r b i t r a r y s tandard r a n d o m variables. As it is known , 
L2 and L2 a r e t h e spaces of func t ions (hav ing finite s t a n d a r d deviations) of 
£ and rj, respect ively; f u r t h e r Р ( rj r ep resen t s the condit ional expecta t ion 
(regression) of 77 on If only t h e Lvalues a r e observed, t he values of 77 m a y be 
inferred by t h e a id of Pf_ rj. Of course, the closer the connection between | a n d 
rj, the bet ter is t h e inference. O n the other h a n d , the inference is bet ter , wh e n 
t h e root -mean-square error of i t , i.e. 
(5 .1) h - P c v b 
is less. However , this s t andard deviation d e p e n d s not only 011 t h e in tens i ty of 
connection b e t w e e n £ und 77, b u t also on t h e scale, on which t h e values of rj a re 
measured, i .e. o n the un iva len t t r ans format ions of rj. Hence , the degree of 
dependence is regarded higher , when (5.1) m a y be lessened b y normed uni -
valent t r ans format ions of 77, t h a t is the q u a n t i t y 
(5.2) inî\\g-P(g\\ 
is less, where t h e infimum is t a k e n for u n i v a l e n t g g L2u0, ||gr || = 1. Though 
(5.2) does n o t seem to be ô(L2
 0, L2 0), the following Theorem is t rue . 
Theorem 5.1. 
(5.3) s u p («, v) = S ( f , 77 ) , 
where the supremum is taken for и g L20 and v g L20 univalent functions of 
<£ and rj, respectively, with || и |j = ||«|| = 1. 
Proof. L e t fn g L2fi and gn g L2fi (||/„ || = | |^„| | = 1) b e s u c h t h a t lim (/„,£„) = 
П= 
= S f u r t h e r let (pn m^L% ,o> '/Vim € L 2 0 b e step func t ions which t a k e on 
on ly a f ini te n u m b e r of values, such tha t l im !j cpnm — /„|| = l im \\fn m— gn\\ = 0 
m = ~ m = ~ 
f o r all n. T h e n lim \\<p*m — / п | | = lim \\гр*т — gn\\ = 0, t o o , where <p*m = 
m = " m==o 
= 7 ^ 7 - V*m = , f o r l im h * n m - < p n m f = hm (1 - | K m | | ) 2 = 0 a n d 
I'Vnmll llVrunll m = ~ m = ~ 
V h m /ni l 
m = « 
which can be analogously ve r i f i ed for || ip*m—g ||, too. 
Let 
unmk = enmkt(S) + <P*m and vnmk = enmkt(rj) + yr*m , 
where t(x) is a univalent b o u n d e d measurable function: | t(x)\ < C. The posi-
t i ve numbers enmk are d e t e r m i n e d so t h a t lim enmk = 0 a n d enmk < °~nm , 
fc=- 2C 
where anm > 0 a re less t h a n a n y of the abso lu t e values of t h e non-zero di f fer-
ence of t he v a l u e s of the s t ep funct ions (p*m, y*m . With this choice of enmk t h e 
funct ions unmk and vnmk a re univalent , s ince if unmk(xx) = unmk(x2), e i ther 
a
nm < \<f%m{xl) - f*m(w) I = W \ 4 X l ) ~ < ~ ' 2 C = anm , 
1 G 
l i m
 iiFnm /nil — l i m \\<Pnm — <Pnm\\ + l i m \\<fnm — fn\\ = 0 , 
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which is impossible, or 9>*m(aq)—<p*m(x2) = 0, in which case t(xl)=t(x2) and , 
owing to t h e univalence of t(x), xx = x2. Similarly, the func t i ons vnmk a r e also 
univalent . Because of 
\\unmk — tâmW ^ Cenmk and \\vnmk - ч>*т\\ ^ Сenmk, 
and2 
lim \\u*mk - unmkII2 = lim [(1 - IIunmk - M K J I I ) 2 + M2(wnmi[)] = 
k = -
= l im ||f*mfc vnmk\\2 — 0 > k=~ 
limIKmk — Ç'nmll — VSmll = 0 for a11 n and m' where Kmk and 
fc= 
v*mk are t h e s tandardized of unmk and vrmk. 
Therefore , (u%mk, v*mk) may app roach S(f , rj) w i th a rb i t r a ry accuracy . 
In consequence of th i s Theorem, (5.2) is equal t o ô(L2
 0, L2 0). Accord-
ingly, in 1.3 Postu la te 1 asser ts the closer the connection, the g rea te r t h e 
maximal correlation. 
P o s t u l a t e 2 needs no commenta ry : i t s imply asserts, t h e maximal correla-
tion being zero in the case of independence . 
P o s t u l a t e 3 expresses t h e case of " s t r i c t dependence" . However, n o t only 
the case of f and/or rj being a funct ion of t h e other should be regarded as t h a t 
of strict dependence, b u t also t h e more gene ra l type of dependence / (£) = g(r]) 
where / a n d g are non-cons tan t Borel-measurable func t ions . 
In this case 
(5.4) д(Zf,0, L 2 f i ) = 0 . 
Moreover, (5.4) may hold in t he " i r r egu la r " cases, when t h e r e exist sequences 
of
 fn € Ц,о. 9n € Ц,о such t h a t || /„ || = | | gn || = 1 and lim || fn—gn || = 0, 
П 
but no func t i on of I is equal t o a funct ion of rj. (See an example for this case in 
[10].) F o r sake of un i fo rmi ty , these cases are also considered as t h o s e of 
"s t r ic t dependence" . 
A . R É N Y I [ 1 0 ] has g iven some Pos tu l a t e s for quan t i t i e s measur ing the 
intensi ty of stochastic dependence which a r e satisfied by t h e maximal correla-
tion. If his Pos tu la tes are modif ied by subs t i tu t ing our Pos tu la te s 1 a n d 3 for 
these Pos tu l a t e s F ) and E ) , respect ively, then t he obta ined s y s t e m of 
postula tes is satisfied b y t h e maximal correlat ion only. 
I t is t o be noted, t h a t С. B . B E L L [2] also dealt w i th t h e modif ica t ion of 
A . R É N Y I ' S Postulates , b u t t h e maximal correlation does n o t satisfy his modi-
f ied sys tem. 
§ 6. Particular cases and examples 
In th i s section the no t a t i on | = ( | 1 ; . . ., £N) will be u sed for an V - d i m e n -
sional a n d 77 = (iq, . . ., r]M) for an J / -d imens iona l r a n d o m vector, w h e r e 
N й M . 
2
 Hencefor th let M ( ) denote the expectat ion of the random variable in brackets . 
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6.1. Canonical distribution. The r andom vector ( | , y) is said to be canonic-
al ly d is t r ibuted if the jo int dis t r ibut ion f u n c t i o n of i t equals the p r o d u c t 
of the d i s t r ibu t ion func t ions of (£v pf), . . ., rjN) and of y N + v . . ., rjM , i.e 
(6.1 )H(xv. . ., xN,yv.. • ,yM)=H1(xvy1).. -HN[xN,yN)HN+1{yN+1).. .HM{yM) . 
Lemma 6.1. For canonical distributions (|fl, . . ., r\jv . . ., г / i s inde-
pendent of (£,-;. • • -, Vj'i > • • •> Vy), whenever all the indices i' and j' differ from 
all the indices i and j. Hence if fx € L\, • • •. /дг € ,gx £ L^, . . gnç L2M then the 
products fx . . . f N € IÄ and gx . . . gM € Ц, further \\fx. . = \\fx || . . . \\fN ||, 
l i f t • • - Ям II = Höhl! • • • 1 к м II and (Л - . . f N , gv . . . gM) = ( Л , ^ ) . . . (fN,gN) x 
X M(gN+1) • • . YA(gM). If {fim} and {gjm,} are complete orthonormal systems in 
L% resp. L2f (i = 1, . . ., N; j — 1, . . ., M) then the sets of all the possible pro-
ducts {/lni . . ./лгпдг} and [glmi . . . дмтм} are complete orthonormal systems in 
1Л, resp. L2. 
Proof. T h e s t a tements m a y b e verified direct ly f i om t h e definition of t h e 
canonical d i s t r ibu t ion . 
Lemma 6.2. For canonical distributions 
(6-2) * V t • • • / N = P 4 L /I • • • 
(6.3) P« ft • • • 11M = P&f t • • • Pix 9NM(9N+I) • • • M (GM), 
where /, € L2Si and g} € L2, (г = 1 N ; i = 1, ..., M) . 
Proof. L e t {gjmj} be c o m p l e t e o r thonormal systems in (j = 1, . . ., M) 
a n d g = 2 ßm-...ти 9irnx • • • Я Mm h an a r b i t r a r y element of Ц . Thus 
"1, rrtM 
(Рщ fl • • • Pix fN> 9) — — ßm,...mM {Р-щ fi • • P nxfN' ftm, • • • 9Мт
м
) = 
m „ . . 
= — ßm,...m„{fi, ftmj • ••{fN>9NmN) M (gfN+1, mJ+1 ) • • • M(gMmjf) = 
m, m j , 
= {k---fN,g) 
which proves (6.2). The p roof of (6.3) is analogous . 
Theorem 6.1. Let ftl, giv . . ., Д , fee pairs of eigenfunctions of Pf{\ 
P f f . . . , /')'*, P'l'k and belong to the respective eigenvalues A(1, . . ., Aljfc о/ a canonical 
distribution. Then the pair of products fh . . . / i t , . . . gik forms a pair of 
eigenfunctions of Pf P'l and belongs to the product Afl. . . AIjfc for any kth order 
combination (г\, . . ., i f ) of the elements 1, . . ., N. 
Proof. Accord ing to L e m m a (6.2), 
Pn in • • • fik - Рщ\ fn • • • * * * fik = К • • • Кяп • • • 9ik. 
PI Я и • • • 9ik= Р]\\9п • • • p]f9ik = ^Ó • • • Kfn • • • fik• 
Theorem 6.2. For canonical distributions 
(6.4) S ( | , »?)= max S(£,•,>?,•). 
i = 1 N 
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Proof. L e t {/Inj} a n d {gjni} be comple t e o r thonormal systems in L\. 
resp. L\v such t h a t fi0 = g/0 = Xo (» = 1, • • •, X; j = 1 M). Let f u r t h e r 
/= 2 ащ-• -ny/im-• -ÍNny € L | o and g = ^ ßmi. . . тм ginii.. дмтм^ +n,o 
п 1 + . . . + Ллг>0 m 1 + . . . + m j f > 0 
be a rb i t r a ry normed r andom variables. I n t h i s case one o b t a i n s 
|(Л g)I = I ^ ^ an1...nyßm1...mM[finl, SW) x . . . X 
/ L + . . . + лдгХ) m , + . . . + m , j , > 0 
X { f N n ^ g N m y ) M ( g N + 1 > m , + 1 ) . . . h % M m J | ^ 
= — ^ I ащ...пу ßml...my0...o{finl, Я lm) • • • (//V"A> gNmy) !+••• + 
n„...,ny m,,...,my 
n,>0 m, > О 
+ ^ ^ a0...0ny ßo...omy0...o(fNnyi 9Nmy) | V 
nif>0 my>0 
á S (fi , í?i) ^ ^ |а„1...„д,/Зт,...тло...о| + • • • + 
п, njv m, шдг 
n , > 0 m , > 0 
S ( f j v > *?n) 2 ^ | a o . . . o n j f Ő o . . . o m . v 0 . . . o | ^ 
n . v > 0 m.v>0 
^ m a x S(£,-, ÍJ , ) ^ \an1...nyßm,...my0...0\ I Ä max S ( f Í J , - ) . 
i = \,...,N nI+...+ny> 0 m , + . . . + miv>0 i = !,. . . ,N 
Oll the o ther hand, S ( | „ ÍJ,) ^ S ( | , ij) (г = 1 , . . , J ) is t r ivia l , thus (6.4) is 
t rue . 
Theorem 6.3. For canonical distributions 
(6.5) 1 + C2(F, »?) = [1 + С2(£Р ÍJX)] . . - [1 + C2(ÇN, VN)] 
where C(ÇV C2) = ||| ||| V the mean-square contingency of (vector) random 
variables Cx and £2. 
Proof. I f {/,„,} and {f7jrr,} are comple t e o r thonormal systems in L2 
resp. L2 such t h a t fi0 = gJ0=%a(i=l,..., N] j = 1, . . ., i f ) t h e n f r o m 
(1.15) 
1 + C2(i, y) = (/irii.. . fNns, gimi... дМтм)2 = 
ÎTliy^lTlM 
= 2 (fin^g^f ••• 2 (.fNmy.gUmy)2 = [1 + C ^ y J ] . . .[1 +C2(ÇN,r)N)] . 
n„m, ny,my 
Theorem 6.4. If the eigenvalues kinifor nt > 0 belong to pairs of eigenf unc-
tions of Рщ, Pft (г = 1, . . ., A) furnishing complete orthogonal systems in 
L§J>0 and L2t 0, respectively, further if A,0 = 1 then the sequence {Alm . . . AN„V} 
contains all the non-zero eigenvalues of Pf P'L 
Proof. I n consequence of (1.4) and (6.5) 
1 + 2 . . . pNns = (1 + 2 • • • ( i + 2 vNny) = 
n , + . . . + n , f > 0 n , > 0 ny>0 
= [ 1 + С 2 & ,
 V L ) ] . . . [ 1 + C 2 ( £ n , y „ ) ] = 1 + c » ( f , V) • 
Regarding Theorem 6.1, th i s proves t he s ta tement . 
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6.2. Normal distribution. Let the jo in t dis tr ibut ion of rj) be an N + Tri-
dimensional Gaussian one w i t h the covar iance matrix 
(6.6) 2 = 
. 212 
212 
2 2 2 -
where 2111 is t h e covariance m a t r i x of 2122 t h a t of rj; t h e elements of f f y l a re 
t h e covariances between t h e components of | and those of rj. (2n means t h e 
transposed of 2112-) 
If I is degenerately d i s t r ibu ted i.e. t h e de te rminan t of 21u vanishes t h e n 
some componen t s of £ c a n be expressed in terms of t h e others. O m i t t i n g 
these components , the space L\ remains unchanged. T h u s a non-degenerate 
distr ibution of £, and s imi la r ly of 77, m a y be supposed wi thout res t r ic t ing 
generality. 
There c a n be made use of the known f a c t tha t a non-degenerate N + M-
dimensional n o r m a l r andom vec tor (£, rf) c a n b e t rans formed b y non-degenerate 
linear t rans format ions of i t s W-dimensional component £ a n d of its i f - d i m e n -
sional c o m p o n e n t rj so t h a t t h e obtained r a n d o m vector (£ ' , rj') be of N -+- M-
dimensional zero-vector expec ta t ion and of covariance m a t r i x 
(6.7) 
1 . . . 0 . 
0 . . 
Qi • • 
0 . . 





0 0 . 
QN 0 • 





. . 0 
. . 0 
. . 0 
. . 0 
Qi ^ • • • ^ Qn ^ 0 • 
0 . . . 0 0 . . . 0 0 . . . 1 
This m e a n s tha t t he components of £ ' and rj' a r e standard n o r m a l 
random var iab les and t h a t t h e i r joint d i s t r ibu t ion is canonical (see H . H O T E L -
L I N G [6]). T h e correlation coefficients g v . . ., oN are ca l led the canonical 
correlations of | and rj. T h u s , L\ = L| a n d Lf = L\ holding, y can b e 
t aken as canonical ly d i s t r i bu t ed with s t a n d a r d componen t s without a n y 
restriction of general i ty. 
Theorem 6.5. The maximal correlation of normally distributed random 
vector variables is equal to their greatest canonical correlation. 
Proof. T h e normally d is t r ibuted v e c t o r (£, r/) wi th covariance m a t r i x 
(6.7) — according to S ( f f , гр) = g, (f = I N) and T h e o r e m 6.2 — has 
S (!•»?) = «?!, 
f rom which t h e s ta tement fol lows. 
When t rans fo rming t h e normal d i s t r ibu t ion with covariance m a t r i x 
(6.6) into a canonical d i s t r ibu t ion , it is to see t h a t S(£, rj) is t h e greatest r o o t of 
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de t 0 
t h e equation 
Q 2 u 2 и 
2 1 2 9 2 2 2 . 
a n d t h a t t he pa i r of linear eigenfunct ions belonging to S(£, rj) is 
N M 
t = 2«,(£,• - M ( £ , . ) ) , g = 2 , ßj(Vj - M t y ) ) , i=l Í=1 
whe re a = (cq, . . ,,aN) and ß = (ßv . . ., ßM) a r e the vec tors satisfying t h e 
equa t ions 
2l2* = S(t,V)222ß 
2i2ß = S ( f , i j ) 2*11 «• 
6.3. Multinominal distribution. Let t h e jo in t d is t r ibut ion of ( | , q) b e 
Pit... inj,. . .jM 
L\ 
i ß . . . i N \ j ß . . . . j M \ ( L ~ I - J ) -, PÏ • • • P'N Q{
1
 ...<йЩ1-Р- Q)L-'-J, 
where iv . . ., iN, jv . . ., jM a r e non-negative integers , L is a posi t ive one a n d 
pv . . ., pN, qv . . ., qM are non-negat ive number s , fur ther 
/ = q -f ... +iN, J=h + . . . + jM, I + J ^L, 
P = p1+...+pN, Q = 9!+ . . . +gM> P+Qâi 1-
T h e marginal and the condit ional probabil i t ies are 
L\ 
Pi,...in 
P j, - ju 
i x \ . . . i N \ ( L - I ) \ 
L\ 
Pi,..is\j,...ju — . 
h \ . . . j M \ ( L - J ) \ 
(L-J)l 
pp . . . 1 - P)L~' I âk L , 
-qh...qj^l-Q)L-J J^L; 
iß... . i N \ { L - J - I ) \ 
Pi )'• ( VN in 1 - P 
L-J-I 
1 - ç J ' 
' [l-Q l - Q 
I ^ L - J ) J ^L, 
{ L - l ) ! 71 ?M 
" f l « 1 ]м\1,...1п . , 
. . /M!(Z - 1 - J) ! 1 - P 1 - P 1 1 - P ) 
J ^ L - I ; I^L. 
I n order to calculate the max imal correlation for such dis t r ibut ions the for -
mule 
4 lL\ " L\ 
( 6 . 8 ) 2 » " • - P ) L - \ = 2 a j n P J T I T T n = 1 , 2 , . . . 
<=o 7' = » (L - j) ! 
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is to be appl ied where L is a positive in tege r , 0 JL p ^ 1 a n d ajn are app rop r i a t e 
coefficients with a n n = 1. 
Theorem 6.6. The non-zero eigenvalues of the pair of operators P;r P'i are 
PQ (6.9) К = 
and the maximal correlation 
(6.10) S(f,i7) = 
Proof. In consequence of 
(1-P)(1-Q) 
PQ 
n = 1,..., L 
L ( l - P ) ( i - Q) 
2 к + • • • + iN)npi^jy.Ul...j„= 
L-J 







1 - Q 





l - Q 
i = o 
the equa l i ty 
and analogously the e q u a l i t y 
l-Q 
L - J - I 
2 ' " [ î 
7 = i 1 
Í P 1 
11 
VN 
i l l - « J l l - « ) 
p ' (L- -J) ! 
ly 
Q ( L - J - j ) l 
P 
U - G J 
Q PKvn- = 
(L - V l ) . . .(L - j + 1) - M(<pn) 
7 1 = 1 L 
\ 
( ^ - ^ . . . ( Х - ^ - у + ^ - м ы 
71 = 1 L 
hold, where 
<Pn = ( f i + ••• +fjv)" and V>n = {Vi + • • • + Vm)" и = ! L-
Here a general ized form of Theorem 3 of [4] may be applied. Viz. as i t is 
obvious, t h i s Theorem m a y be generalized t o any pairs of Hilbert spaces and 
any pair of operators a d j o i n t to each o t h e r : the proof is analogous. T h u s (6.9) 
supplies eigenvalues. 
W i t h t h e aid of i d e n t i t y (1.4) it is p r o v e d tha t (6.9) provides all t h e non-
zero eigenvalues: 
î + с щ , t i ) = V 
(L — I) \ (L — J)\ 
V 
Í1 + ...+ is+ii+...+Jitä.L 
P 
i+J-^LI\J\(L-I-J)\2Y 











1 — Q) 
<h PN 
1 -Q) 1 - P 
<7 M 
1 — P 
1-й 
2 
(L — 1) \ (L — J)\ J)\ p
 Tfi p L - ' - J ( Q ) 
J ) ! 2 U-eJ ( X 
X I « 
1 - P 
L - I - 7 
2 
(L — I ) \ (L — J)\ 
i+JÎl I U ] [ L - 1 - J - k ) \ ( L - I - J - l ) \ k\l\ 
<,k£L-I-J 
0 <,1<,L-I-J 
X ( - I ) f c + ' 
,1+fc Q 
\ - Q ) [i-P 
J + I L L , p , m f
 n ,n m r 
x 




 ' 7=o 
p \m n \n L 
J 
m=0 n = 0 
-L+n—1 
n — J 





Q _ \ a 
î - P 
n = 0 
( 1 - P ) ( 1 - Q ) 




- 1 + 2 « -
n I 
Therefore (6.10) holds, too. 
6.4. Multihypergeometric distribution. Let t he j o in t d i s t r ibu t ion of 
(I V) b e 
РЬ-.Ы,:.] 
И1 
*1 »N I \ i l J 7 м 
L - А - В 
к - I - J 
•m iL I 
U 
where iv .. ., ц jM a re non-negat ive integers, Ax AN, Bv . . BM, 
L and к a re positive ones, f u r t h e r 
I = h + ... + iN , J = ji + • •• +1m ' I +J й к, 
A = A, + ... + An , B = BX + ••• + BM, A + B^L 
and к ^ L. 
The marginal and t h e conditional probabili t ies a r e 





L - B 
k — J 
J g k , 
Pil—iy \jl...ÍM — 
A N 
ÍN! 
L - B - A 







BM iL - A - B\ 
h 1M 1 к - I - J 
I g к — J; J g k , 
J iL к — I ; I g, к. 
L - A 
Analogously to (6.8) in t h e preceding example , in t he present case 
• I1' 
L— LA 
к — i I 




L ( k - j ) l 
1 
n = 1, 2 , . . . 
is needed w h e r e к g L are pos i t i ve integers a n d ajn are app rop r i a t e coefficients 
w i th an n — 1. 
Theorem 6.7. The non-zero eigenvalues of the. pair of operators P>, P\) are 
i 
B\ 
(6.11) K = 
n 
L - A 
n 
L - B 
n 
n= 1 , . . . , к 
and the maximal correlation 
( 6 . 1 2 ) S ( £ , P ) = 
Proof. I n consequence of 
AB 
(L — A) (L — B)\ 
k-J 
1=0 
J? (h + • • • + hv)n Pil...h-\]l...jM = 
it+.-.+iy^k-J 
\L — В — 
n k — J - I 
( L - B 




(k - J)\ 
L - B\ (k — J — j) ! 
Ï 
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and analogously the equali ty 
P?(Yn- M(v„))=2a7" 
j = I L — A 
j 
n = 1 , . . ., к 
(к -
 Vl) . .. (к - - j + 1) - M(Vn) 
и = 1 , . . . , к , 
hold, where 
Vn = { S ! + • • • + and
 Wn = + . . . + nM)n n — 1 , . . . , к . 
Analogously to the previous example, here (6.11) provides eigenvalues. Final ly , 
we prove t ha t these are all the non-zero eigenvalues: 
2 
Pi,—ÍN],:-ÍM 
i,+...+ ÍN+j,+...+ju£k Píi—íy- P j,...iu 
2 
I L - A - В f 
I - J J 
I+J^k iL — A 
\k — I 
2 — 
,L — В 
L — А — В 
к — I — J 
2 
í , + ... + !> = / I ll 
j,+ ...+ÍM'J 
Í i ) 
Вм\ 
ÍM I 
I+J^k L- A 
к — I 
L-B 
k - J 
2 * -
Л = 1 
The last equality is the consequence of the fac t , t ha t neither side depends on 
N and M and t h a t the left side of it is equal t o the left side of t h e first equal i ty 
for N = M — 1. Namely, in this particular case the left side of the last equal i ty 
is equal to 1 -f- 2 > since bo th the dimensions of L2
 0 and L2 0 equal k, t h e 
number of possible pairs of eigenfunctions. 
6.5. The distribution of (f , rj) having t h e joint f requency function 
if
 (X2 + . . x2n)2 + ( y l + . . , + y2M)2 й I 
Í 
0 otherwise, 
where p > 0, q > 0 and 
'
 =
 J • • • J dx1... dxN dyl ... dyM . 
p » 
(*! + . . . + + (y\ 1 
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T h e marginal a n d the condi t ional f r equency functions a r e 
Л1 
hl...N-(xv • ' ' > X N ) — 
tr 
2 P 
[1 - (x\ + . . . + хЪ)2]ч ; x2 +. . .+ X2N < 1 , 
2 
Л |...м(2/1- • • • » Ум) — 
N 




[1 - ( у \ + . . . + у2
м




h..N.\t..Mxi> •••>хы\Уи • -->Ум) 
2 
N [ 1 - ( у \ + . . . + У
2
м
у \ Р-, 
Я 2 
+ • • • + x2n â: [1 - (yl + • • . + Уы)2]р, у\ + • • • + Ум ^ 1 , 
h 1...м\1...ы{У1 Ум I xi> • • • > xn) M 
q _ M 
[ 1 - (xf + . . . + x b ) 2 ] 4 ' 
Л' 
P 2 
y\ + • • • + y2M á [1 - Ы + • • • + хы)2]", x2+ . . . + x 2 N ^ l . 
Theorem 6.8. The non-zero eigenvalues of the pair of operators Pfr P'l are 
NM (6.13) Я„ = 
and the maximal correlation 
(6.14) S (£,*?) = 
Proof. I n consequence of 
(pn + N) (qn + M) 
NM 
n= 1,2, . . . 
(p + N)(q + M) 
( x \ + . . . + X2n)2 AI . . .W- | I . . .M(®I , • • - , X N \ V V • • • > ? / M ) X 
XÎ+ . . .+ 
/К dX] . . . doCj^j — N 
pn + N 
[1 - (yl + . . . + y2M)2\n, 
the equa l i ty 
Pt(<pn ~ M ( < p n ) ) 
N 
pn N 
( 1 - V i ) " - M ( tp n ) » = 1 , 2 , 
and analogously the e q u a l i t y 
P'l(y>n - M(Vn)) = 
M  
qn-f M ( l - t f - М Ы 7 1 = 1 , 2 , . . . , 
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hold , w h e r e 
pn qn 
<Pn= ( Î Ï + ••• + £ n ) 2 a n d Vn = (vl + • • • + v h ) T n = 1 , 2 , . . . 
As in t h e a b o v e examples , h e r e (6.13) a r e e igenva lues a n d (6. 14) h o l d s , for 
(6. 13) g ives all t h e n o n - z e r o e igenva lues : 
H кг(хх, • • •, xM, yv . . . , ум) X 
M г 
X d.i\ . . . dxN dyx. . . dyM = 
2 
N 
r 2 J Г T. _ — 
. . . I [ 1 - ( х | + . . . + ^ ) 2 1 « X 
X Í (1-<тч) P aM~1dadx1 . . . dxN = 





, 2 n = 0 
X 
n > qn + ili 
I . . . j [ 1 _ (X2 + . . . ^ f ] » dxx .. . dxN = 




 ' qn + M J 
= V « . 
pn + N qn +M 
T h e in t eg ra l s w e r e ca l cu l a t ed by i n t r o d u c i n g spherical coo rd ina t e s . 
( R e c e i v e d D e c e m b e r 6, 1962.) 
R E F E R E N C E S 
[ 1 ] B A H A D U R , R . R . : "Measurable subspaces and subalgebras". Proc. Amer. Math. Soc 
6 (1955) 565—570. 
[2] BELL, С. В.: "Mutual information and maximal correlation as measures of depend-
ence". Ann. Math. Stat. 33 (1962) 587—595. 
[3] C S Á K I , P . — F I S C H E R , J . : "On bivariate stochastic connection". Publ. Matli. Inst. 
Hung. Acad. Sei. 5 (1960) 311—323. 
[4] C S Á K I , P . — F I S C H E R , J . : "Contributions to the problem of maximal correlation". 
Publ. Math. Inst. Hung. Acad. Sei. 5 (1960) 325—337. 
4 A Matema t ika i K u t a t ó Intézet Közleményei VI I I . A / 1 - 2 . 
5 0 CSÁKI—FISCHER 
[5] G E B E L E I N , H . : "Das stat ist ische Problem der Korrelation als Variations- und 
Eigenwertproblem und sein Zusammenhang m i t der Ausgleichsrechnung". Zeit-
schrift für angewandte Mathematik und Mechanik 21 (1941) 364—379. 
[6] H O T E L L I N G , H . : "Relations between two sets of variates". Biometrika 28 (1936) 
321—377. 
[7] КАНТОРОВИЧ, Л. В. — А к и л о в , Г. П.: Функциональный анализ в нормирован-
пых пространствах. Гос. Издат. Фаз. Мат. Лит., Москва, 1959. 
[8] КОЛМОГОРОВ, А. Н. — РОЗАНОВ, Ю. А.: "Об условиях сильного перемешивания 
гауссовского стационарного процесса." Теория вероятностей и ее применения 5 
( 1 9 6 0 ) 2 2 2 — 2 2 7 . 
[ 9 ] K R A M E R , H . P . : "Maximal correlation and uncer ta in ty" . Abstract 5 7 6 - 2 1 3 , Notices 
Amer. Math. Soc. 7 ( 1 9 6 0 ) 9 7 7 — 9 7 8 . 
[10] R É N Y I , A.: "Onmeasures of dependence". Acta Math. Acad. Sei. Hung. 10 (1959) 
441—451. 
[ 1 1 ] U M E G A K I . H . : "Conditional expectation in an opera tor algebra". TohokuMathematical 
Journal 6 (1954) 177—181. 
ОБ ОБЩЕМ ПОНЯТИИ МАКСИМАЛЬНОЙ КОРРЕЛЯЦИИ 
Р. CSÁKI и J . F I S C H E R 
Резюме 
Авторы рассматривают некоторые свойства обобщенной максимальной 
корреляции. Цель статьи — обобщение, соответственно дополнение некото-
рых результатов, полученных авторами а также другими исследователями 
данной области. 
В § 1 рассматривается понятие S (Я, , Я2) , характеризующее взаимное 
расположение подпространств Hv Н2 в общем Гильбертовом пространстве, 
являющемся в случае L2 равным максимальной корреляцией. 
Для этой цели авторы вводят в разделе 1.3 постулаты, основываю-
щиеся на величине ö(HvH2) определенной соотношением (1.7). Величина 
S(HVH2), определенная соотношением (1.8) удовлетворяет этим постулатам. 
Приведенные здесь теоремы являются также обобщениями известных резуль-
татов, относящихся к максимальной корреляции (скалярных) случайных 
величин, а теорема 1.6 дает новое определение величины S ( H V H 2 ) . 
В § 2 авторы показывают, что не существует такой не тождественно 
исчезающей функцией величины S(Я,. Я2), произведенные которой множества 
V(x, е) могли бы служить базисом топологии в множестве подпространств. 
В § 3 дается толкование понятия максимальной корреляции в неком-
мутативной теории вероятностей. 
В § 4 авторы рассматривают максимальную корреляцию между а-
алгебрами, обобщая при этом несколько их более ранних результатов 
(теоремы 4.1 и 4.4). В качестве частного случая рассматриваются макси-
мальные корреляции между стохастическими процессами а также между 
векторными случайными величинами. 
В § 5 авторы исследуют вопрос, в какой мере максимальная кор-
реляция, к а к число измеряющее стохастическую связь, выражает нагл-
ядное содержание понятия этой связи. Они характеризуют интенсивность 
стохастической связи между двумья случайными величинами возможной 
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малостью среднеквадратической ошибки одной из случайных величин, рас-
читанной от ее ожидаемой условной величины по отношению другой слу-
чайной величине при взаимно-однозначном преобразовании случайных 
величин. 
В этой связи они доказывают, что максимальная корреляция двух 
случайных величин равна сюпремуму корреляционных коэффициентов их 
взаимнооднозначных функций (теорема 5.1), значит она тем больше чем теснее 
связь в вышеуказанном смысле. 
В § б авторы определяют значение максимальной корреляции в не-
скольких частных случаях и примерах. Они показывают, что максимальную 
корреляцию векторных случайных величин с каноническим распределением 
дает наибольшая максимальная корреляция между их компонентами 
(теорема 6.2). Отсюда они водят, что максимальная корреляция векторных 
случайных величин с нормальным распределением равна их наибольшей 
канонической корреляции (теорема 6.5). В случае полиномиального распре-
деления максимальная корреляция даётся формулой (6.10), а в случае по-
лигипергеометрического распределения формулой (6.12). Максимальная 
корреляция приведенного в разделе 6.5 распределения даётся формулой (6.14). 
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ON THE ISOPERIMETRIC PROPERTY OF THE REGULAR 
HYPERBOLIC TETRAHEDRA 
by 
L. F E J E S TÓTH 
The isoperimetric p r o p e r t y of the r egu la r Euclidean t e t r ahedron , according 
to which of all Euclidean t e t r a h e d r a of equa l surface-area t h e regular one h a s the 
greates t volume, is equivalent to the easi ly shown fac t t h a t of all t e t r a h e d r a 
circumscribed about t h e un i t sphere t h e regular one h a s the least vo lume. 
Another simple way of p rov ing the isoperimetric p r o p e r t y of the regu la r 
t e t r ahed ron in Euclidean space is Steiner 's symmetr iza t ion . 
None of these me thods can he appl ied in non-Eucl idean spaces. Since, 
on t he o the r hand, t he measurement of volume in non-Eucl idean spaces is 
r a the r complicated, eve ry information concerning t h e volume of a non-
Euclidean te t rahedron m u s t be considered as a valuable contr ibut ion t o this 
subject . T h u s it will be of some in teres t t o give a s imple direct proof of the 
following 
Theorem 1. In the hyperbolic space of all tetrahedra of given surface-area 
the regular tetrahedron has the greatest possible volume. 
Unfor tuna te ly , our proof fails t o hold in the ell iptic space. 
T h e following l emmas operate in a Euclidean or non-Eucl idean plane . 
They t o u c h upon the momentum 
M(D) = )' f(OP) dp 
D 
of a doma in D with respect t o a f ixed origin 0, where dp is t he element of area 
a t t he po in t P and f(x) is a strictly decreasing func t ion . We shall d e n o t e a 
domain a n d its area wi th t h e same l e t t e r . 
Lemma 1. Let с be a circle centred at 0 and s a segment of c. Then the 
f unction M(s) is convex for 0 < s < c\2. 
I n order to dis t inguish this pa r t i cu la r function of o n e variable f r o m our 
general symbol of the m o m e n t u m we shall denote it w i t h co(s). 
Lemma 2. Let a be a straight segment contained in the circle с but not 
containing the point 0, a' the central projection of a on the boundary of с and t the 
convex hull of a and a'. Then 
M(t) > a>(t) . 
As t o the proofs of L e m m a s 1 a n d 2 we refer to [1 ] a n d [2]. 
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Lemma 3. Of all convex n-gons of equal area the regular n-qon with centre 
О has the greatest possible value of M. 
Let n be a convex n-gon. We may suppose tha t те con ta in s the point O. 
Otherwise we could displace л in such a w a y t h a t each p o i n t of it would 
ge t nearer t o O. By this m e a n s M obviously increases. 
Let л be a regular те-gon centred a t О and having t h e same area as л. 
Consider t he intersections u, nn of t h e sides of л w i th t he circumcircle 
с of те, as well as the corresponding domains tv . . ., tn (some of which may be 
empty) de f ined in Lemma 2. T h e n , denoting t h e par t of л ou t s ide с by л*, we 
h a v e 
Ж (те) = M (с) — M(tf) - . . . — M{tn) + M (л*) 
whence, in v iew of Lemma 1 a n d 2 and J e n s e n ' s inequality, 
Ж (те) ^ M {с) — cofa) - . . . — co(tn) + M (л* 
<!+••• + t„\ 
< 
S Ж (с) 
On the o t h e r hand, 
те = с — t. 
и со J-t — - + M(J 
— tn - ( - те* = с — us = л , 
where s is a segment of с cu t o f f by a side of те. Hence 
-" = « + — n 
which enables us to write 
w(s) + M{u) 
и denoting a domain which completes the segment s to a segment of a r e a 
s-\-n*(n. Bear ing in mind t h a t и lies within с whilst л* lies outside of it, we 
h a v e 
7iM( u) è Ж (те*) 
on account of which 
Ж (те) ^ M (с) ~nw(s) — пМ(и) + М(л*) ^ Ж (с) - nœ(s) = М(л). 
T h e case of equa l i ty is obvious . 
Note t h a t Lemma 3 r e m a i n s true if t h e funct ion f(x), instead of being 
s t r ic t ly decreasing, is non-increasing and sat isf ies the addi t iona l condition 
f ( x i ) >f(xz)' whenever xx<r < R < xv where r and R a re t h e inradius and 
c i rcumradius of те. In this f o r m Lemma 3 involves the well-known facts t h a t of 
al l n-gons of g iven area t he regu la r и-gon has the greates t incircle and t h e 
smallest circumcircle. Thus L e m m a 3 seems t o be in teres t ing in itself. Since 
i t t u rn s out t o b e useful also in o t h e r problems see ([3] and [4]) we shall refer t o 
i t as to the momentum lemma. 
Lemma 4. Ж(те) is a concave f unction of the area те. 
Let л
л
, те2, те3, те4 he r e g u l a r те-gons each centred at О in such a way t h a t 
а г г у issuing f r o m О and con ta in ing a vertex of one polygon conta ins a ve r t ex 
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of each of the remaining three polygons as well. Suppose fur thermore t h a t 
TTj < л2 < л3 < 7г4 and that л2—я, = л,—л3. I t is easy to give an area-pre-
serving t ransformation of the polygonal ring R{ enclosed by t he boundaries 
of л I and л2 onto the ring R3 def ined by лл and rr, in such a way, that each 
po in t gets far ther f rom 0. I t follows that M(RX) < AI(R3) showing tha t t h e 
slope of the funct ion in question is at я, grea ter than at л3. The slope being 
decreasing, the funct ion is concave. 
Turning now to the proof of Theorem 1, let T be a t e t rahedron in t he 
hyperbolic space, О the centre of its insphere and t one of t h e four part ial 
t e t r ahed ra determined by 0 and a face A of T . We shall pe r fo rm successive 
t ransformat ions on these t e t r ahedra . Terms like "increases" will be used as 
abbreviat ions instead of "increases, unless the t ransformation is an isometrv". 
Let O' be t h e foot of t he perpendicular drawn from О to the plane p 
of A. Le t dp be t h e "element of t h e plane p" a t t h e point P (as well as its area), 
dv t h e volume of t h e "cone" wi th basis dp and apex 0 and da t he solid angle 
subtended by dp a t O. Writing OP — g, <£ OPO' — ß and denot ing the sur-
face-area and t he volume of a sphere of radius g with S(Q) a n d F(g) we have 
sin/? , , , F(g) sin/? , 
а а = 4 я dpanddv— —— dp. 
S(g) S(Q) 
In view of 
e 
S(g) = 4 л sh2 g , F(g) = (' S(x) dx = я/sh 2 g - 2 g) 
о 
and 
wiß = — , r=00' 
sh g 
we deduce 
da — sh r s h - 3 g dp and dv = — sh r s h - 3 g(sh 2 g — 2 g) dp. 
4 
Note tha t sh~ 3 g is a decreasing function of g. In o rder to show t h e 
same for 
g(g) = sh""3 g(sh 2 g — 2 g) 
we introduce the function 
h(g) = ~ sh4 g g'(g) = 3 g ch g — sh g(3 + sh2 g) 
and observe t h a t Л(0) = 0 and 
h'(g) = 3 sh g |g — Y sh 2 gj < 0 , g > 0 . 
This involves, for g > 0, h(g) < 0. 
Obviously, the considered functions are a t the same t ime decreasing 
funct ions of the distance O'P. T h u s we can consider the volume v of the t e t r a -
hedron t, as well as its solid ang l e a at 0 as momenta of A wi th respect to t he 
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point О ' formed with s t r ic t ly decreasing functions. Therefore , replacing A by 
a regular t r iangle of t h e same area cen t r ed at 0', b o t h v and a will increase, 
according to the m o m e n t u m lemma. 
The considered t r ans fo rmat ion of A involves a t rans format ion of the 
t e t r ahed ron t into a " s t r a i g h t t a t r a h e d r o n " . In a qu i t e similar way, we trans-
form in to s traight t e t r a h e d r a the remain ing t e t r a h e d r a based on t h e faces 
of T and having 0 as common apex. Again, we t r a n s f o r m the o b t a i n e d four 
t e t r a h e d r a into new s t r a igh t t e t r a h e d r a leaving t h e i r alti tudes invar iant , 
replacing, on the o ther hand , their bases b y equal (regular) triangles hav ing the 
same to ta l area as before . I n view of L e m m a 4 and J e n s e n ' s inequality, t h e total 
volume of the t e t r a h e d r a as well as the, sum of t he i r solid angles a t 0 will 
increase also in this s tep . Now we sub jec t the t e t r a h e d r a to a last t r ans fo rma-
tion: we leave their bases invar iant b u t increase the i r al t i tude. By means of 
this t h e volumes of t h e t e t r ahed ra con t inue to increase, bu t their solid angles 
a t t he apex obviously decrease. Since before the l a s t t r ans fo rmat ion these 
angles were greater t h a n тс, we can pe r fo rm this t r ans fo rmat ion so as t o obtain 
t e t r a h e d r a with solid angles equal to n. These t e t r a h e d r a can be p u t together 
so as t o fo rm one regular t e t rahedron , having the s a m e surface-area as the 
original one. But since t h e to ta l volume of the part ial t e t r ahed ra has increased 
in each of t he above s teps, t h e volume of t h e regular t e t r ahed ron is g r e a t e r than 
t h a t of T, unless T was originally regu la r . 
This completes t h e proof of Theo rem 1. 
Using the expression tangent polyhedron for a polyhedron circumscribed 
about a sphere, we can s t a t e the following more genera l 
Theorem 2. In the hyperbolic space, let П be a tangent polyhedron bounded by 
n v-gons. Let S be the surface area of /7, V its volume and v the volume of a straight 
v-gonal pyramid having a regular basis of area S/n and a solid angle at his apex 
equal to 4n/n. Then 
V g nv. 
Equality holds only for the Platonic solids. 
For instance, in t h e hyperbolic space, of all isoperimetric t a n g e n t dode-
cahedra bounded by pen tagons t he regu la r dodecahedron has t h e greates t 
volume. 
(Received J a n u a r y 9, 1963.) 
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ОБ ИЗОПЕРИМЕТРИЧЕСКИХ СВОЙСТВАХ РЕГУЛЯРНОГО 
ГИПЕРБОЛИЧЕСКОГО ТЕТРАЭДРА 
L. F E J E S TÓTH 
Резюме 
Основным содержанием статьи является доказательство изопериметриче-
ского свойства экстремальной величины, относящейся к регулярному тетра-
эдру в гиперболическом пространстве: Среди тетраэдров заданного объема 
в гиперболическом пространстве наименьшую площадь поверхности имеет 
регулярный тетраэдр. 

ON CLASSICAL OCCUPANCY PROBLEMS I. 
by 
A. B É K É S S Y 
1. Introduction Le t t h e r e be N " ce l l s " or "urns" , a n d suppose t h a t N 
"bal ls" a re th rown in t h e cells independen t ly of each o t h e r with t h e same 
probabi l i ty ] /n. As a resul t , there will b e cells occupied b y 0, 1, 2, . . . bal ls 
resp. Denot ing the number of cells, which con ta in exactly m balls by $(n, N, то), 
an "occupancy problem" is t o de termine t h e probabi l i ty distribution of t he 
random var iab les This well known p rob l em is t rea ted a n d the p robabi l i tés 
in question a re computed b y e lementary combinatorial methods e. g. in 
W . F E L L E R ' S book [1]. However , the expressions for t h e s e probabil i t ies a re 
ra ther inconvenient , so t h a t various a u t h o r s worked on determining t h e cor-
responding l imi t dis t r ibut ions. In this r e spec t there a r e some earlier r e su l t s 
due to R . von M I S E S [ 3 ] a n d to S. M. B E R N S T E I N [ 2 ] . Recent ly , I. W E I S S [ 4 ]  
has proved t h a t supposing » — V — N / n = const . , the number of t h e 
empty cells, more precisely t he standardized variables |(тг, N, 0) t ends t o be 
normally d i s t r ibu ted . Moreover , F. N. D A V I D and D. E. B A R T O N showed t h a t 
the same is t r u e more genera l ly for £(n, N, то). Their r e su l t s are summar ized 
in [10]. In a recent paper [5] A. R É N Y I general ized the t h e o r e m concerning t h e 
normal l imi t case in an o t h e r direction, he proved n a m e l y t h a t the condi t ion 
N]n = const , is not necessary, the suf f ic ien t (and at t h e s a m e time necessary) 
condition be ing D-+ w h e r e 
D2 = ne~a[ 1 — (1 + a ) e-"], 
N + 1 
a = , 
n 
but his p a p e r deals with t h e special case то = 0 only. The pu rpose of the p r e s e n t 
paper is t o generalize R É N Y I ' S result to m=f=0, or with o t h e r words, t o ex tend 
the corresponding theorem of D A V I D a n d B A R T O N . 
Theorem. If both n and N tend to infinity and o. = (N + l)/n is restricted by 
(1) nam e~a s- oo 
(since a may be eventually unbounded), whereas m — const., x = const, and 
m 2, then the asymptotic relation 
pmn,N,m)-E(n,N,m) 1 Г e—pi,dt 
I D(n, N,m) J ](2 n J 
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E(n, N, m) = n a ' " e~ 
m\ 









As for m = 0 and m = 1, the same is t r u e with the o n l y difference t h a t 
for a not b o u n d e d from below the condition 
(5) 7 i a 2 - > o о 
is necessary ( ins tead of (1)). 
The condi t ions (1) and (5) a re equivalent t o D(n, N, m) —>- oo. 
If D2(n, N, m) —у у =/= 0, then the corresponding r a n d o m variables a r e 
distr ibuted o n t he limit according to Poisson 's law. In o rde r to give a m o r e 
detailed descr ipt ion, if n a m e " \ т \ ^ - у ф 0 because a t e n d s t o infinity, t h e n 
(6) P(f («, 2V, m) = k) -н* 7 
with no res t r ic t ion on m, (see e. g. [1], [3], [8] ), bu t if nam e~ajm ! - > у b e c a u s e 
a tends to zero , then (6) ho lds only for m 2, and for t h e exceptional ca se s 
we have 
(v/2)k p-rl2 
(7) P{£(rc, N, 0) - N + N = K) V-1 >- -
k\ 
and 
( 8 ) P РУ - £(U, N , 1) 1 } П{У12)КЕ-У12  
I 2 I JC\ k=0 
where у — lim no?. 
Remark. I t follows f r o m (8) that the probabi l i ty of N—£(n, N, 1) b e i n g 
an even n u m b e r tends to 1. T h i s somewhat q u e e r phenomenon may be r o u g h l y 
explained as follows. The va r i ab le A*"—£(«, N , 1) is the n u m b e r of balls p laced 
in cells con ta in ing more t h a n one ball. I n t h e case lim n a 2 < со the re a r e 
relatively few balls at all, t he r e fo re with p robab i l i ty tending t o 1 the small se t 
of cells con ta in ing more t h a n one ball consis ts of cells h a v i n g exactly t w o 
ones. 
2. The G-functions of the £'s. In t he course of proving WEiSs ' theorem, 
A . R É N Y I h a s found tha t a cer ta in genera t ing function of t h e character is t ic 
functions of £(n, N, 0) tu rns t o be a very s imple expression. I n fac t , denoting t h e 
characterist ic funct ion by Ф(п, N, 0, t), t h e G-funct ion 
G(n,z,0,t) = 
N=0 
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is simply (ez + eu — 1)". Similarly, the G-funct ion of the variables | ( N , n, те) 
is relatively simple, 
(9) G(n, z, m, t) 
where G(n, z, m, t) is defined as 
e 2 + ( e " - 1 ) — 
ml 
10) NT E {ei4(.n,N,m)y 
N = 0 
( т е г ) ' 
N\ 
In order to prowe (9), t h e starting point will be the jo in t distribution of 
the variables £ (for various те). Denote p(n, N, k0, kv . . . km) the probabil i ty 
of the event t h a t a f te r having distributed N balls, the n u m b e r of the cells 
containing 0, 1, 2 , . . . , m balls is i0> к2> . . .j kjjj resp. For the probabilities 
p(n, N, k0, kv . . ., km) the following recurrence relation holds: 
( И ) 
p(n, N + 1, k0, kv . . k m ) = p{n,N, k0, . . .,kn n kn . • • к „ 
n 
+ 
+ p{n,N,k0 + \ , K - 1, • • • > km) _(_ 
71 
+ p{n,N,k0,k1 + l , k 2 - 1, ...,jfcm)*L±i+ . . . 
71 
. . . + iV, fc0> . .., km_x + 1, km - 1) km-x + 1 + 
те 
+ p(n, k0, . . . , km_v km + 1) 
km+ 1 
те 
expressing the change in the probability of t he event characterized by t h e 
numbers k0, kv . . ., km a f ter having thrown one more ball. Denoting the cha-
racteristic funct ion by Ф (те, N, t0, tv . . ., tm) and the G-function 
N,t0,tv ...,tm) 
N = 0 
(•nz)N 
N\ 
by G(n, z, tQ, . . ., tm), we obtain f rom (11) the par t ia l differential equation 
1 dG 1 , ... ,. . 9G 
= G H ( e ' C . - W — I ) f-
71 dz 71 i 91„ 
(12) 
+ _L tei(t,-t,) _ + . . . 
те idtx 
1 г\г* 
. . . _ ) _ _ ! _ ( e / (<„ -<m- i ) _ 1) p 
71 id tm_x 
1 , , 
-j (e~,tm 
n 1 9 t m 
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which may be solved e .g . by the method of characteristics, and the solution 
satisfying t h e suitable ini t ia l condition G(n, 0, t0, . . ., tm) = e'nl° is 
(13) G(n, z, t0, t v . . . , tm) 
k=0 r 
From (13) t h e equation (9) immediately follows. 
Probabi l i t ies of va r ious events a re easily derivable f rom (9) or (13) by 
di f ferent ia t ing; e. g. the probabi l i ty of hav ing к cells, each occupied by m balls 
is (see [1]) 
1 d N + k 
n
N
 k\ 9zN dxk 




 + (x — 1) 
( - 1 ) ' 
m\ * = o 2 = 0 
(n — s)N~ms 
„N
 и
 f^jf ( s - k)\ (n — e)ï (m!)s (N - ms)\ 
(Put (a ! ) _ 1 equal to zero for a < 0). 
3. Expectation and variance. By differenciat ing (9), we have fo r the 




1 a N + l n 
E {£(«, N, m)} = — G(n, z, те, <),.„ = — 
n
N
 idtdzN 2 = 0 n m 
( n - 1 ) N—m 
n in (n — l)N~m + , п(п~1) N — m 
m 
. > \ N - 2 m (n - 2) 
Supposing n —>• °° and N\n2—>-0, it follows from (14) t h a t 
asymptot ical ly 
(xm e,~" 
(16) E {£(», N, m)} — n = E(n, N, те) , 
те ! 
(where a = (JV+ 1 )\n). W i t h more difficult ies, — a l tough the computa t ion is 
quite e lementa ry — u n d e r the same condi t ions as fo rmer one has 
(17) 
D2 {f(n, N, m)} = E {£2(>i, N, m)} - E {£(», N, m)}2 
я a ' " 
те ! 
I" am er 
L m ! 
1 + 
a — m) 
= I)2(n, N, те) . 
The d i f f i cu l ty said above arises because of t h e fact t h a t E { | 2 } is asymptot ical ly 
equal t o E {|}2 and D 2{£} being their difference, one must take account of 
asympto t ic terms of lower order in E {£} and E {£}2 — too. 
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The r a t e D'-'/E t ends t o 1 for a—>- 0, b u t only if m 2, whereas for m = 0 
D2 a2 
— ~ — . 
E 2 
resp. for m = 0 
D2 
— ~ 2 a . 
E 
This pecul iar i ty shows t h a t for a—>- 0 t h e asymptot ic behaviour of t h e dis t r i -
bution of | ( n , N, 0) resp. | ( n , N, 1) will eventual ly be d i f fe ren t f rom t h a t of 
£(n, N, m) w i t h m ^ 2. 
4. Preliminary remarks concerning the proof of the theorem. I t follows; 
f rom (9) b y Cauchy's f o r m u l a tha t the character is t ic f u n c t i o n of |(ra, N, m) is 
( 1 8 ) 
1 NI Г zm T 
0(n,N,m,t) = — . ( K e z + (e" — 1 ) —-
2лi n" j m!J 
, - N - l dz. 
where t he p a t h of in tegra t ion may be t a k e n to be a long a circle a b o u t the 
point г = 0. Hav ing t he characterist ic f unc t i on in the in tegra l form (18), i ts 
asymptot ic behaviour can be effectively analysed by R i e m a n n ' s and Debye ' s 
method of s teepest decents well known in t h e analysis [9]. On the o ther hand , 
according t o t h e cont inui ty theorem, t h e asymptot ics of the character is t ic 
function and t h a t of the dis t r ibut ion correspond to each o ther . In the p re sen t 
case however, saddle po in t s on the z p lane , necessary fo r employing Debye ' s 
method, a re n o t real for r ea l values of t h e a rgument t. I n order to avo id t he 
inconvenience involved w i t h complex-valued saddle points , we r e g a r d in 
what follows t h e variable t as pure imaginary , in which case it can be shown 
tha t there exis ts a t least o n e saddle point b on the real pos i t ive z axis. As for t he 
validity of t h e cont inui ty theorem, I . H . C U R T I S S has shown [7] t ha t i t is suf-
ficient t o ana lyse the behaviour of ip(x) = Ф(—ix) for rea l x's in t h e both 
sided neighbourhood of x = 0. More precisely, in the sense of Curtiss' t h e o r e m 
it is suff icient to show t h a t for x real a n d constant t h e asymptot ic re la t ion 
У 
AT X I f Х Щ 
n,N,m, — • e x p 1 — •—} 
D\ j D J 
is valid (since we expect n o r m a l limit dis t r ibut ion) , whe re E and D h a v e t he 
values (3) a n d (4) resp. H e n c e it is to be p r o v e d tha t 
(19) N\ 1 L < b 
ni j 
e* + p — 
m ! 
_N . , \xE 
™
 1
 dz ~ exp j — 
I D + 7 
(where p deno tes eD—1 as abbreviat ion) u n d e r the res t r ic t ions imposed upon 
x, n, N and a previously. 
The saddle points b, d e f i n e d as values of z, for which 
d_ 
dz 
•p — I 2 
ml 
- N - l 
= 0 , 
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a r e now determined by the equat ion 
(20) b = a -(- (a — m) p b
m
 e — f t 
m 
There lies on t h e real positive z axis at least one point b satisfying equat ion 
(20). (The la te r estimations will show tha t for sufficiently large n only one 
positive b exists.) 
Considering the integral (19), let us t a k e the path of integration through 






W j n, N, m, — 
N\ 
= F.J 
n' ][2nn v 
bm 
m 
j - -t7= K v 
i У 2 л 
Ф 
е
Ь ( и ' - 1 )
 vwr. 




1 4 - p 
b  e 
The factor F in (21) is j apar t f rom a factor 
m ! 
n\ 
w -N-1 dw . 
n N ]/2nN 
the val ue of the integrand 
in the saddle point b, and as a matter of fac t , the asymptotical behaviour of 
ip is wholly governed by F, because the o ther factor J t ends to 1 in all cases 
considered la te r on. 
The proof of the theorem (including also the "Poisson-cases") may be 
conducted in th ree steps these beeing the analysis of the behaviour of the saddle 
point b, the fac tor F and t h e integral J respectively. 









If a is bounded away b o t h from zero and from infini ty, then 
fe = a + 0 
\\n 
because of (24), but (25) involves 
m
 0-b b e a"1 e~ 
m ! m! 
1 + 0 
уп 
so that f rom (20) 




1 + 0 
уп 
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follows. Af te r repeated application of (20) and (25) also the more elaborate 
asymptot ic expansions, needed for t h e subsequent calculations 
(27) 
and 






 + Q 




bme ,— b 
ml 
b — a a'" e~ 
...
 = p  
a — m ml 
(a -m)2p2 , 2 m o—2« 
( m ! ) 2 
+ 0 
K»J 
can be deduced. 
If a - > oo then f i r s t we have f rom (20) 
b > ca > m, 
for a large with а с posit ive and tending to 1. I t follows therefore t h a t 






p( a — m) — — — = о 
= 0 (am e~ca) 
e - a l ( 2 + ч ) \ 
ml f n 
(where r \ - > 0), i.e. (25) holds in the present case, too. The expansions (27) 
and (28) are now deducible as former. 
If a —»• 0 and m ^ 2, then f rom (20) we have 
b , , b bm~] e 
— < 1 + m \ p \ — • —-— 
a a m\ 
b
 b 
- < 1 + m2 |p| i 
thus 6/a is bounded f r o m above. Wi th sufficiently large n it follows then 









 — о (am) 





b = a 1 + о 
V D ] ' 
With repeated application of (20) and (29) the expansions (27) and (28) are 
deducible again. 
For a — 0 and m = 1 we obta in in the same manner as former the 
asymptot ic expansions (27) and (28), bu t now with the remainder term 




b = a P a e~a — P2 °-2 e~2a + О 
b — a 
1 
n\n 
pe~° = — = pe~ fpa e~2a + о 
an ]fn 
f \ Matematikai Kutató Intézet Közleményei VIII . A/l—2. 
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corresponding t o (28), has the r ema inde r t e rm 0 
a n ]/re 
instead of 0 
n |/re 
As D—y y = const, ф 0, we take p = ex—1 = const, and t he asymp-
to t i c behaviour of b may he expressed by 
(32) 
Ь = a - j - ( a — /те) — ( 1 + o ( l ) ) 
if a—oo (wi thout restriction on n) or if a—>- 0 b u t m =f= 0,1. For a—>- 0 and 
m = 0,1 it is enough to show t h a t 
ь 
1 + p ( 1 + p) ь 
where now у = lim na2. 
6. The asymptotic behaviour of the factor f . I n order t o have a con-
venient form fo r F , we m a k e use of Stirl ing's formula and of the equation 
(20). Thus we o b t a i n 





n log 1 +p 
m\ 






a s s tar t ing-point . Supposed D — t h e t e r m s with logari thmic factors in 
(33) can he e x p a n d e d down t o o( l ) , and regard t o 
D 2D2 
f - L 
1D3 
a n d to (28), we easily obtain 
xE (34) \ o g F + 
d 2 
However, th i s simple p rocedure can on ly be applied if the t e r m s 
pyn
 e-bjm\ a n ( ] p m . c—6/m! have t he order 0(1/j/re), t h a t does not hold 
a 
i n t he cases a — 0 , m = 0 a n d m = 1. If m = 0, then 
log F = па. ре~ь -(- (те — n a) log( l + pe~b) + o( l ) . 
a n d in order t o avoid the men t ioned diff iculty, let us put 
log( l + pe~b) = log(l +p) + l o g f l P ( 1 ~ e Ь) 
1+p 
t h e term p(l—e~b) beeing 0 ( l / f r e ) . Similarly, if m = 1, t h e n 
log F = n(a — 1) pb e~b + 7/ log(l -f pb e~b) — те a log 1 + a — 1 pb e -b 
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Considering tha t f r o m (20) 
a. — 1 , b 
1 H pb e~b = — , 
a a 
and t h a t the q u a n t i t y bja may be expressed in t h e case m = 1 more con-
ven ien t by 
b _ 1 
a 1 — (a — 1) pe~b 
we m a y put 
, i. . a — 1 
я a log 1 H pb e~b = 
a 
l /i I \ 1 и p(l — e~b + a e~ 
= — na log( 1 + p) — n a log 1 — — 
1 + P i 
A f t e r expanding t h e logarithmic t e r m s and using (28) the resul t will be (34) 
again, nevertheless, the computa t ions are, however e lementary, somewhat 
more cumbersome, because the remainder t e rm in (28) as said above is now 
considerably grea te r then 0(n~'l•). 
Supposing T) —>- y = const. =f= 0 the corresponding results are 
log F = — y p + (n - N) log(l + p) + o(l) 
f o r m = 0 , a —y 0 , 
log F = Alog( l + p) - i-y p(p + *) + o(l) 
2 (p + l)2 
for m — 1, a —T- 1 w i t h y = lim n a2, and 
\ogF = yp + o(l) 
wi th y = lim n ame~°/яг! in all o t h e r cases. 
7. The asymptotics of the integral j . As to t h e integral (23), according t o 
Debye ' s method, one must find a n d take the s teepest descent 's p a t h th rough 
t h e critical saddle po in t . This is, however, in general not necessary, it is suf-
f ic ien t to find such a line as a p a t h of in tegrat ion, which is convenient t o 
app ly Laplace's m e t h o d (see e .g . [9]). The f a c t t ha t the in tegrand will be 
eventua l ly complex-valued, does n o t matter , r a t h e r the d i f f icu l ty arises t h a t 
in t h e present case t h e integrand has two parameters , both t end ing to inf ini ty , 
their r a t e a beeing n o t previously f ixed . Applying Laplace's me thod according 
to i ts sense, the in tegra l will be d iv ided into th ree par ts ; the f i r s t , „essent ial" 
p a r t Jv containing t h e close vicini ty of the saddle point b, t ends t o 1, whereas 
t h e o the r two, "unessent ia l" pa r t s t e n d to zero. This will be p roved as follows. 
a) a—V oo) l im inf name"a > 0. We take t h e straight line th rough t h e 
saddle point parallel t o the imaginary axis to be the pa th in tegra t ion . I t is 
easy t o see tha t t h e new path is equivalent to t h e original circle. P u t t i n g 
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w = 1 -j- iu, we have 
Jí2rt 
f eiub(l + iu)~m f-p b
m
 e-" \ " 
m\ 
\ 
bm e~b  
1 + v — i -
m ! 
(I + iu)n(-m~a) du . 
Divide the integral into three par ts , the "essent ia l" par t beeing 
Yn j \ — J f(U) du. 
- n - 1 / « 
where f(u), with respect to (20) may be wri t ten as 
о ibu 
log f(u) = n log I I + a — m 
b — m (1 + iuf 
1 г (a — m) log (1 + iu) 
Expand ing log / (u) in prowers of и t o 0(u3) we ob ta in 
log f(u) 
— m 






IJ 4 Л т + 1 и2 [1 + o ( l ) + 0(a2u)]\du = 1 4 - 0 ( 1 ) , 
b e c a u s e of 0(a2u) = O^n'1!*) = o ( l ) a n d NV2n~1,5-> 
As to the "unessent ia l" par t 
jo Yn 
] / 2 T 











1 + p 
b m e ,-b 
m\ 
( 1
 + \P\ 
bm е~ь \ " 
m ! 




where с is bounded f rom above, so t h a t 
1 
and similarly 
( 1 + П - 0 ) 2 




J f(u)du = o{ 1 ) 
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b) lim sup a < oo. For t h e p a t h of in tegrat ion we t a k e t h e unit circle 
a r o u n d the point w = 0 on the то-plane. P u t t i n g w = we have from (23) 
. 7 = 
Yn 
Y~2n 





bm e —b 
mi 
e~iNu du = 




J g(u) du , 
•h = £ = = 
= ) g{u) d> du , 
where Ô > 0 is a rb i t r a r i ly small, b u t fixed. 




= g(u) du 
л J 
with respect to (20) and (35) the inequali ty 
|/2| = 0(yn) • e-n«ki-co8i). max e x p a — m P\—Г Ie i 'mu+ÍKl—с'")  b — m ml 
is easily obtainable. Since the func t ion С = exp [imu + 6(1— e1")}—e~b is 
bounded, 
(36) |72| = 0 ( | / W ) - 0 ( e x p { - nb( 1 - c o s 6 - o ( l ) | p | 6 m " 1 ) } ) 
follows. 
I f p - r 0, then t h e final resul t is 
(37) |/2| = 0(]/W) • 0(e~Ni) = o(l) 
(where l im inf p > 0). Fo r m = 0 t h e proof seems a t f i r s t sight to be incorrect , 
but considering t h a t for m — 0 t h e function С is hounded by 0(b) the t e rm 
o(l) in (36) can be n o w replaced by 0(b). 
T h e inequality (36) involves (37) also if p = c o n s t . , a — 0 , n a m - > const, 
for m J l 2, but the cases na2 -> const . , m — 0 or 1 need special considerations. 
If то = 1, then 
<Kuá* j eb 4- p 
= 0 ( Y N ) • max |l + ( p + 1) 6(e'" — 1) + 0(62)|", 
ö<.u<n 
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b u t w i t h r e g a r d t o b2 = 0 w e h a v e 
|/2| = 0(YN) [1 - 2 b(p + 1) [1 - cos Ô + 0(b)]]"!2, 
a n d p + 1 b e i n g a l w a y s p o s i t i v e t h e r e l a t i o n (37) fo l lows . For m = 0 t h e proof 
o f (36) is s i m i l a r t o t h a t f o r m = 1. 
T h e r e r e m a i n e d t o s h o w t h a t t h e e s sen t i a l p a r t • / , t e n d s t o 1. A s fo rmer , 
t h e l o g a r i t h m of \ogg(u) will b e e x p a n d e d t o 0(u3), b u t c a r e m u s t b e t a k e n t h a t , 
w i t h r e g a r d t o t h e poss ib i l i t y of b—>0, t h e r e m a i n d e r t e r m s h o u l d h a v e t h e 
f o r m 0(bu3), t h e r e f o r e i t will be c o n v e n i e n t t o u se a special f o r m o f log g(u), 
e a s i l y o b t a i n a b l e f r o m (20) a n d (35) : 
log g(u) = n log I + m 
m 
e x p {— b( 1 — e'")} — 1 + 




l e a d i n g to 
log g(u) = iu ъпи
2





1 4 - 6 + m 2 p 
iNu 
ъ
т-1e-b a2 b _ m 
ml b a— m 
4 - О (bu3) = 
[1 4 - o ( l ) 4 - 0 ( a ) ] 
a n d , h a v i n g in m i n d t h a t Ô is f i x e d , b u t a r b i t r a r i l y sma l l , 
д 
j i = 
Yn 
П 
L I e" 
я J 
~ [l + o(l) + 0<u>] 2
 du 1 
fo l lows , m a k i n g t h e p roo f of t h e t h e o r e m c o m p l e t e . 
( R e c e i v e d J a n u a r y 11, 1963.) 
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О КЛАССИЧЕСКИХ ЗАДАЧАХ ЗАПОЛНЕНИЯ ЯЩИКОВ I. 
A. BÉKÉSSY 
Резюме 
Пусть события av а2, . . ., ап являются всеми элементами дискретного 
и конечного поля событий и пусть их вероятностное распределение равно-
мерно. Справшивается, сколько будет таких событий которые точно m ряда 
(m = 0, 1, 2, . . .) состоятся в некотором образце этих событий, состоящего 
из n элементов. Обозначим число этих событий через TV, m). Постав-
ленный вопрос может быть сформирован более наглядно посредством 
ящиков и шариков таким образом: если распределить TV шариков в п 
ящиках случайным способом, какое будет число ящиков содержащих 
точно m шариков. 
Статья содержит следующую теорему: 
если п-+ °°
 и
 N —у оо и m = конст. и если, кроме того 
гу
 е  




1 ( а — m ) 2 
где а — ^
 1
 , тогда предельное распределение стандартизированного 
п 
случайного переменного £(n,N,m) является нормальным. (Сравн. (2), (3), (4)). 
В качестве дополнения автор приводит в больших чертах также предельный 
случай d2 -*• у = k o n s t =f= 0. 
Теорему, высказанную в статье ранее доказал A . R É N Y I [ 5 ] для счаст-
ного случая m = 0, соответственно доказали ее для общего случая F. N. 
D A V I D И D . E . B A R T O N [ 1 0 ] , однако при более сильных ограничениях. 

ON SEQUENCES OF QUASI-EQUIVALENT EVENTS, I 
by 
P. R É V É S Z 
Introduction 
Let [Q, P) be a probabil i ty space, Av A2, . . . be a sequence of e v e n t s 
(i.e. Aj (i = 1 , 2 , . . . ) is a n element of t h e u-algebra .9") and |2 , . . . be a 
sequence of random variables (i.e. I,- (i = 1 , 2 , . . .) is a real-valued measurable 
function de f ined on Q). W e use the following notations: gs(Av A2, . . .) is t h e 
smallest cr-algebra which includes the events Av A2, . . .. l 2 , . . .) 
is the smallest cr-algebra wi th respect to which £v |2 , . . . are measurable. The 
u-algebra TI AL(An, An + 1, . . .) is called t h e tail of the sequence Av A2, . . .; 
n— 1 
analogously t h e u-algebra jTjT á?(í„> l n + 1 , • • .) is called t h e tail of the sequence 
n— 1 
| 1 , |2 , . . .. The u-algebra & is called t r ivial if for each set A £ У P(A) = 0 
or P(A) = 1. Especially if t h e u-algebra is the tail of a sequence Av A2, . . . 
or |2 , . . . and JF is t r iv ia l then we say t h a t the tail of Av A2, . . . is t r ivial 
resp. the tail of £ v ij2, . . . is trivial. We say t h a t the u-algebras .9' and are 
equivalent {.T ~ 4 ) if for every V € .7" there exists a G € dfc such t h a t 1 
P(FoG) = 0 and conversely for every (J € dj there exists an F Ç .9 such t h a t 
P(FoG) - 0 . 
An impor tan t question of the theory of probabil i ty is the following: 
how can be characterized of t he sequence of events (random variables) having 
trivial tail. A classical resul t in this direction is the zero-one law of K O L M O G O -
ROV [ 1 ] : 
Zero-one law. Let Av A2 . . . (Çv |2, . . . ) be a sequence of mutually inde-
pendent events (random variables). Then the tail of the sequence Av A2, . . . 
( f j , £2, . . .) is trivial. 
In his paper [2] S U C H E S T O N obtains A characterization of the sequence of 
events having trivial tail. 
Another direction of t h e generalization of the zero-one law is thefollowing: 
we have a given sequence of events having t he tail 9 r , how can & be charac-
terized. In th is paper we characterize the tai l of a special t y p e of sequences of 
events, namely we will consider the sequence of equivalent events and f u r t h e r a 
more general class of sequences which will be called sequences of quasi-equiva-
lent events. The characterization of quasi-equivalent events from other po in t s 
1
 Here and in what follows AoB denotes t h e symmetric difference of the events . 
A and B. 
П 
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of view will be given too. Namely we will ob ta in the generalization of the well-
known proper t ies of equivalent events for quasi-equivalent events. 
In t he present paper we use some concepts and resul ts of papers [3], 
[4] and [5]. For the convenience of the reader we recall these concepts and 
results. 
Definition 1 (see [3]). The sequence of events Av A2,... is called mixing if 
lim Р(Д„|Я) = A 
where 0 < Я < 1 and В is any event such t h a t P(В) > О (Р(Н |Л) denotes t h e 
conditional probabil i ty of t he event A under the condition B). 
Definition 2 (see [4]). The sequence of events Av A2, . . . is called s tab le 
if for every В € & the limit 
lim P(Ar\B) = Q(B) 
exists. I t is easy to see t h a t Q ( B ) is a measure defined on t he space {Q, 
which is absolutely continuous with respect t o the measure P. Let the Radon-
Nikodym derivat ive of Q (with respect to P) be A(eo), i.e. 
Q(B) = j A(co) dP . 
в 
The random variable A(eo) is called the local densi ty of the sequence Av A2, .... 
Definition 3 (see [5], [6]). The events An (та = 1, 2, . . .) are called 
equivalent if t he probability of the event AtlAit . . . Aik (г - =f= i, if j ф I) depends 
only on к and it does not depend on the indices iv i2, . . ., ik. The numbers 
ak=P(Au Ait.. . Aik) (k= 1,2, ...) 
are called t h e moments of t he sequence Av A2, .... 
I t is easy to see tha t a sequence of equivalent events is a stable sequence. 
The following five theorems are proved in [3], [4] and [7]. 
Theorem A ([3]). If {An} is a sequence of events such that 
lim P(An I A,() — Я (Л = 1 , 2 , . . . ) 
where 0 < Я < 1 and /1, = Q, then the sequence {An} is mixing. 
Theorem В ([4]). If {An} is a sequence of events such that 
lim P(An j Ak) = ЯА. ( 4 = 1 , 2 , . . . ) 
where Ax = Q and ~/.k is a sequence of real numbers (0 < ).k I ) then the sequence An is stable. 
Theorem С ([4]). If H is a Hilbert space and fn is a sequence of elements of H such that 
H m ( / „ , / * ) = * * ( 4 = 1 , 2 , . . . ) 
л-»-«» 
and 
ll/nll â с 
where С is a positive constant and Xk is a sequence of real numbers, then fn con-
verges weakly to an element f of the Hilbert space H. i.e. 
(fn, У)-*•(/, Я) (те^схА 
for every element g of H. 
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Theorem D (see [5], [6] and [7]). The real numbers cq, a2, . . . are the 
moments of a sequence of equivalent events if and only if there exists a distribu-
tion function F(x) defined on the interval [0, 1] such that 
l 
a f c = j x
kdF(x). 
о 
Theorem E ([7]). Let {An} be a sequence of equivalent events. Let A = ).{o>) be the local density of the sequence [An}, considered as a stable sequence. Then 
we have 
P(AqAq . . . Ait\ A) = V1 (with probability 1) 
for 1c = 1 , 2 , . . . and ix < i2 < . . . < ik. I.e. the events An are independent under the condition that A takes on a fixed value. 
I n this paper we introduce t h e following two concepts. 
Definition 4. The events An (n = 1, 2, . . .) a re called quasi-equivalent 
if the va lue of the ra t io 
P (atlai,...a Ik I 
р(а
и
)р(а1г) . . . p(aik 
= ak (ij ф i, if jf=l) 
depends only on к and i t does not depend on the indices iv i2, . . ., ik (k = 1, 2, 
. . .). The numbers cq, a2, . . . are called the moments of the quasi-equivalent 
events Av A2  
I t is clear tha t a n y sequence of equivalent events and any sequence of 
independent events is a sequence of quasi-equivalent events. 
Another example for quasi-equivalent events is the following: 
L e t us consider two urns one of them containing Rx red balls and W, 
white balls, the other one containing R2 red balls and W.2 white balls. We sup-
pose t h a t Rx -f Wx = R2 + W2— N. We choose a t random one of the urns, 
with probabi l i ty p (0 < p < 1) and wi th probability q— 1 — p we choose the 
other one. From the chosen urn we choose at random a ball (we choose every 
ball wi th t he same probability). We p u t back the ball to the urn and we put 
in the f i r s t urn a red ball with probabili ty px (px < Rx\R2) and a white ball with 
probabil i ty qx — I —p x ; in the second urn we put a red ball with probabili ty p\ — A px (where A = RJRß and a whi te ball with probability q\— 1 —- p*[. 
In the n e x t step we choose a hall a t r andom from the urn from which we have 
already chosen the f i r s t ball. We put back this ball to this urn and we pu t in the 
first u r n a red ball with probability p.2 (p2 < R2\RX) and a white ball with proba-
bility q2 = 1 — p2; in t h e second urn we put a red ball with probabili ty /;* = 
= A p2 and a white ball with probabili ty <?§ = 1 — p%. We continue this process, 
so t h a t in the &-th s tep we choose a ball from the urn from which we have 
chosen t h e first ball and we put back this ball to this urn and we pu t in the 
first u r n a red ball wi th probability pk (pk < RJRß and a white ball with 
probabil i ty qk = 1 — pk; in the second urn we pu t a red ball with probabili ty 
p* = ),pk and a white ball with probabi l i ty q* = 1 — p*. 
L e t Ak denote t h e event that we choose in the A-th step a red ball. 
I t is easy to see t h a t the events An are neither independent nor equivalent 
if A f= 1. We prove t h a t they are quasi-equivalent events. Let Bx denote the 
event t h a t the first ball was chosen f rom the first u rn and B u denote the event 
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t h a t the first ball was chosen from the second urn. I t is clear t h a t the events 
Aiv Ait, . . ., Aik are independent under the condition Bv therefore we have 
P (AhAi2 ... Aa\B,) = P(A„\B,) P(Ait I B,) . . . P(H i 4 | Bj) 
and 
P ( A + i ! В,) = Д (Rx + j) P(vk = j) 
where vk denotes the number of red balls which was put in the f i rs t urn a t 
the first к steps. So we have 
1
 N + к N + k 
where o.k = px -j- p., -(- . . . -(- pk. A simple calculation gives 
P(Ak) = P(Ak\B,)(p + kq) ( 4 = 1 , 2 , . . . ) 
and similarly 
P(Ak) = P(Ak\Bn)(pß + q) (4=1,2,...) 
so we have 
P(AuAlt... Aik) _ p 
P(d„) P(A,,) . . . P(Aik) (p + Xq)k + (pß+ q) к hi 
which proves our s tatement . 
Definition 5. The sequence of events Av A2, . . . is called quasi-stable if 
for every В € W the limit 
lim = „ ( * ) 
— P (An) 
exists. 
I t is easy to see tha t a stable sequence is a fortiori a quasi-stable sequence, 
and the set funct ion p is a probabil i ty measure on [Q, SA) which is absolutely 
continuous with respect to P 
In § 1 we give the generalization of Theorem В for quasi-stable sequences 
and the generalization of Theorems I) and E for quasi-equivalent events. 
§ 2 contains a strong law of large numbers for quasi-equivalent events and t h e 
characterization of the tail of quasi-equivalent events. 
§ 1. The generalizations of Theorems B, D and E 
In this § we formulate and prove Theorems 1, 2 and 3 which are the gene-
ralizations of Theorems B, D and E resp. The proofs of these theorems are 
very similar to the original proofs. We can only obtain the generalizations of 
the mentioned theorems under a restriction. Namely we have to assume t h a t 
lim inf P (An) > 0. 
fl— 
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Theorem 1. Let /1,, Av ... be a sequence of events for which 
lim inf P(Af) > 0 
П — oe 
and the limit 
» — Р ( Л ) 
exists. Let the random variables ak(co) and yk(co) (k — 1, 2, . . .) be defined as follows 
1 if w£Ak  
0 if Ak ak(w) = and 
, к ak((o) 
Р ( Л 
Then the events An(n = 1, 2, . . .) are quasi-stable and the sequence уп(ш) converges 
weakly to a random variable A(co) which will be called the. relative-density of the 
sequence { An}. 
Proof. I t is easy t o see t h a t t h e conditions of Theorem С are fulfi l led 
(if we subs t i tu te fk b y yk) because yk is an e lement of the Hilber t -space 
IA [Q, P } for which 
if k ^ k0(e), and 
lim (rjn, щ) = lim 1 Гan(w) ak{a>) dP - lim , = <*k . n^~P(An)P(Ak) J n—P(An)P(Ak) 
о 
If В is a n arbi t rary e v e n t and 
/ » м - ! 1 if 
( o if 
then b y Theorem С we have 
i i m p l a i b ) = И т ^ ß)=(я, ß) = г Adp 
в 
where A is t he weak l imi t of yn. So we have proved Theorem 1. 
Remark. A simple example shows t h a t Theorem 1 is no t valid wi thou t the 
condit ion lim inf P(-4„) > 0. 
П .00 
T h e generalization of Theorem D will he given in Theorems 2a 
and 2b. 
Theorem 2a. If Av A2, ... is a sequence of quasi-equivalent events with the 
moments av av . . . such that 
lim inf P( An) = К > 0 
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then there exists a distribution function F(x) defined on the interval [0, 1/Á'] 
such that 
1 IK 
ak = J xk dF(x) . 
о 
Proof. L e t the quasi-density of the sequence Av A2, . . . of quasi-equi-
valent events be X(co) and denote the indicator function of An by an((o). Let us 
p u t 
V n H = ^ l ( n = 1 , 2 , . . . ) 
P M n ) 
and 
- J**• • • -<**• • • *-•*>• 
а 
Thus by Theorem 1 we have 
ak = lim (yijH, ... , yit) = (yix гцг.. . yik_x, X) = (гц^ . . . r)ik_X, yik_,). ik*«-
Applying the same argument again we obtain 
ak = lim (уигцг . . . yik_t X, yik_) = (rUiyit . . . yik_,X, X) . it-, — 
Applying the same argument again к — 2 times we obtain t h a t 
1 IK 
ak = P(А/Аи . . . Aik) = j X"(w)dP = J' xk dFx(x) 
а о 
where F^(x) is t he distribution function of A(o>). (It is clear t h a t P(0 ^ X(m) ^L 
^.IjK) = 1). Thus Theorem 2a is proved. 
Theorem 2b. If X(a>) is a random variable such that 
P(0 ^ X(m) ^ l/K) = 1 and j'Avw)dP = l , 
à 
К is a positive number in the interval [0, 1 ] and ak is a sequence of the real numbers for which 0 < ak < К then there exists a sequence of quasi-equivalent events Av A2, . . . such that 
(1) P (Ak) = ak 
and 
(2) P { A i- Ai< — ^ - = M(AA) = o.k. 
Р(А,)Р{Аи)...Р(А1к) 
Proof. Le t us define a probabili ty space Û as follows: 
Q = I1XI2 
where Ix is t h e interval [0 ,1/ i f ] and I 2 is the interval [0, 1]. Le t the probability 
measure P on Q be the p roduc t measure 
P = p1Xp2 
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where is the Lebesgue—-Stieltjes measure on / , def ined by the distr ibution 
function FJx) = P {/ < x) and y2 is the ordinary Lebesgue measure on I,. 
To define the events An in Q we need to define a set of polynomials 
p£\x) (k = 0, 1, 2, . . 2"; n = 1, 2, . . .) 
as follows p(ft(x) = 0 and 
А
п
Ш = 2 (vi''1 (1 - axxy-^(a2x)^ (1 - a2xy-V . .. (anxf' (1 -anx)^ 
7 = o 
7 + 1 
if к ^  0, where eft denotes the Zth digit in the dyadic expansion of 1 
more exact ly 
j l "
 e(7) 
1 (e,- is 0 or 1). 
Thus for instance 
pft(x) = 0 
pft{x)=a1a2a3x3 
p2\x) = я1а2а3ж;!-|-а1а2ж2( 1—a3x) = axa2x2 
pf\x) — a1a2x2-\-al ж(1—a2x)a3xj-a1x( 1—a2x) ( 1—a3x) = axx 
pft(x) =axx + ( 1 —a j ж) a2a3x2 
pft(x) =a1x-\-( 1—ахх)а2а3х2-\-( 1—axx) a2x(\—a3x) =alx-\-( 1—ape) a2x 
pft(x) = a 1 x+( l—ape) a2x-f-( 1—ape) (1—a2x) a3x 
pf\x) = apr-f-(l—ape)a2ж+(1—ape) (1—a2x)a3x +(1—axx) (1—a2x) (1—a3x) = 1. 
The condition 0 < a k < К implies tha t pyMx)^Lp(ft(x) ^ . . . ^  Pyftx) in 
the in terval [0, 1 IK]. 
Now, let B ^ b e t h e set of all poin ts (x, y) of Q for which p $ ( x ) ^ у < 
< P("l+iM a n d b t An b e t h e u n i o n of t h e sets Bft(k = 0, 1, 2, . . ., 2 " - 1 — 1 ) 
i.e. 
2 » - i - I 
An= £ 4n)-
k = 0 
I t is easy to verify t h a t the events An are quasi-equivalent and (1) and 
(2) hold. 
Theorem 3. Let {A
 n} be a sequence of quasi-equivalent events for which lim inf P (An) — К > 0. Let A(co) be the quasi-density of the sequence [An\ consi-
dered as a quasi-stable sequence. Then we have 
P(A,.AI2 ... AitJ A) = Afc P(Ah) P+y • • • P(Ait) = (o) 
= P(d i i I A) . . . P(Ah I A) (with probability 1) 
for к = 1 , 2 , . . . and ix < i2 < . . . <ik. By other words the events An are independent under the condition that the 
value of A(w) is fixed. 
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Proof. F i r s t of all we p rove (3) for к = 1. L e t us put 




0 if to $ A k 
OfcH  
Р ( Л ) 
L e t us assume t h a t 
{4) M(rjn\X) = X + en. 
Here en(co) is a Baire-function of Я by the defini t ion of the conditional proba-
bility. Let en(co) = qn(X(co)). Then we have 
М Ы = M (Я) = М(М(
Ч п
|Я) ) = M (Я + е
п
) = M (Я) + M ( О 
therefore М(е
п
) = 0 (n = 1, 2, . . .). Similarly we have 
М Ы , ) = М(А2) - М Ы ) = М [ М Ы | А ) ] = 
= М(А(Л + е
к
)) = М(А2) + М(Яе
к
). 
Therefore M(Aefc) = 0. Similarly we obtain 
I IK M(A%) = f x"gk(x) dF \{x) =0 (k = 1. 2, ... ; n = 1, 2, ... ) 
ô 
where Fx(x) is t h e distribution function of k(co). (It is clear t h a t 0 A(w) gi 1/A.) 
T h e fact tha t t h e sequence {ж"} is a complete sequence in the space L2F;J0, 1/A] 
(the space of funct ions in the interval [0 ,1/A] which are square integrable wi th 
respect to the measure def ined by the distr ibution function Fx(x) (implies t h a t 
gn(x) is equal t o 0 almost everywhere with respect to the measure defined b y Fx(x), so we have 
P(e,f = 0 ) = l ( i = l , 2 , . . . ) 
therefore 
M(»?n| A) = Я 
and 
5) p(an\x) = xp(an). 
T h e proof for к — 2 is completely similar to t h e above wri t ten proof. Let us p u t 
m (*гЫ я ) = я'2 + eik-
where eik is a Baire-function of Я. With these notations we have 




M(«,,.-) = О . 
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Similarly we have 
M ( W k ) = M (Я2) = M { f j f í j k ) = m(m{rifíjx I Я)) = M(A(A2 
so 
м м ) = о 
and in general we obtain 
M(eiftAn) = 0 (» = 1,2, . . . ) i . e . P(ef t = 0) = l . 
Therefore 
М(гг,.%|Я) = Я2 
a n d 
P(AiAk\X) = X2P(Ai)P(Ak) 
and using (5) we obtain (3) for к = 2. 
The proof of (3) for any value of к is essentially the same. 
Remark. F rom Theorem 3 easily follows t h a t P |o ^ Я ^ 
sup P(.4n) 
and that it is t he best possible estimation follows from Theorem 2b. 
§ 2. Some further properties of sequences of quasi-equivalent events 
In this § we prove a strong law of large numbers for quasi-equivalent 
events and we give the characterization of the tail of sequences of quasi-
equivalent events. 
Theorem 4a. Let Av A2, . . . fee я sequence of quasi-equivalent events such that 
lim inf P(An) — К > 0 . 
Let us denote the quasi-density of this sequence by A(w). Then we have 
2 ЦЦ ak(w) 
i P ( A : 
A(a>) I = 1 
where ak(co) is the indicator f unction of Ak. 
Proof. Let us represent the events Av A2,... in the rectangle 0, X [0,1] 
of the plane as we did in the proof of Theorem 2b. Then by t he strong law of 
large numbers we have 
2 у »*(«b' У) 
fo r every ж0 in t he interval 
—




and for a lmost every у in [0, 1] (with 







almost everywhere in the rectangle 
< 4 
X [0, 1]. 
b A Matematikai K u t a t ó Intézet Közleményei VIII. A /1 -2 . 
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T h e val id i ty of t h e s t rong law of la rge numbers does not depend on the 
concrete representa t ion of t h e random var iables , therefore t h e proof is complete . 
By t h e same m e t h o d i t is possible to prove t h e following version 
of Theorem 4a. 
Theorem 4b. Let A1,A2, ... be a sequence of quasi-equivalent events 
such that 
lim inf P ( A ) = К > 0 . 
Let us denote the quasi-density of this sequence by A(œ). Then we have 
J K - И - ^ P ( A ) ] + O ] = 1  
I n k = l J 
where o.k(a>) is the indicator function of Ak. 
Theorem 5. Let Av Л2,.. .be a sequence of quasi-equivalent events for which lim inf P( A) > 0- Let A(co) be the quasi-density of the sequence {A}, considered 
л-»— 
as a quasi-stable sequence. Let us denote the tail of the sequence Av A2, - by lAf. Then 
In t h e proof of th i s theorem we can follow the known method of the 
proof of t h e zero-one law. 
Proof. Let A be an e lement of t h e cr-algebra a n d let dj be t h e class of 
measurable sets F with t h e proper ty t h a t 
P(AF |A) = P(A , Я) P(F I A) (with probabi l i ty 1). 
Then according to our Theorem 3 4 inc ludes the tr-algebra &(AV A2, . . ., An) (n = 1 , 2 , . . .). This f ac t implies t h a t JS includes the ст-algebra A6(AV A2,. . .) 
and the re fo re A £ dfc. So we have 
P(-4 I Я) = P(A I A) P(A j Я) 
i.e. P(A\X) = 0 or P(A\?.) = 1 with p robab i l i t y 1. This last fact impl ies t ha t 
there is а В £ J5(A) such t h a t P ( A o B ) = 0 and the re fo re there ex is t s a a-
algebra с á?(A) for which ~ 
Let us define the r a n d o m var iab le afco) (г = 1 , 2 , . . . ) as follows: 
ak( со) = 
Bv Theorem 4 we have 
It is clear t h a t 
1 if A 
0 if со $ A • 
1 y i « k H 
hm I V ^ 
(wi th p robab i l i t y 1). 
n f j P { A k ) С .j* 
i.e. 
С Л . 
So t h e proof of Theo rem 5 is comple te . 
(Received J u l y 10, 1963.) 
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,... называется квазиэквивалентной, 
если значение дроби 
P А А • • • А ) — ( г , - ф г , е с л и x j f = - l ) 
зависит лишь от k и не зависит от индексов ilt г 2 , . . . , ik. И вполне независи-
мые события, и эквивалентные события, очевидно, квазиэквивалентны. Цель 
работы исследовать свойства последовательностей квазиэквивалентных со-
бытий. 
Основным результатом работы является следующий: Пусть квази-
эквивалентные события Aj, А2,... определены на поле вероятностей {Q,£fP\. 
Предположим, что 
l im inf Р ( А
п
) > О, 
Л— ™ 
тогда существует случайная величина А(а>) такая, что 
p АА • • • АI *Н) = А* Р(Ah) Р(А12) ... P(Aik) = 
= Р ( Д , 1 | А ) Р ( Д , , | А ) . . . Р ( Д , - Д А ) . 
( 2 ) Р 
M ak(w)
 = l 
I » é i p A ) j 
где ak(co) индикаторная функция события Ak, 
(3) / У man>an+v . . . ) = JS(A) 
n=l 
где dS(An, An+1,... ) обозначает <т-алгебру порожденную событиями Ап, An+j,..., а обозначает и-алгебру порожденную случайной величиной 
А(со). Две сг-алгебры считаются равными, если любой элемент одной из 
них отличается от некоторого элемента другой лишь на множестве меры 
нуль и наоборот. Формулу (3) можно рассматривать как обобщение закона 
нуля и единицы. 
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EINE INFORMATIONSTHEORETISCHE UNGLEICHUNG UND 
IHRE ANWENDUNG AUF DEN BEWEIS DER ERGODIZITÄT VON 
MARKOFFSCHEN KETTEN 
von 
I M R E C S I S Z Á R 
Einleitung 
Setzen wir voraus, daß durch einen gestörten Kanal irgendwelche Signale 
über t ragen werden, welche aus zwei verschiedenen Quellen s tammen dürfen. 
Die Wahrscheinlichkeitsverteilungen der Signale der beiden Quellen seien 
verschieden. Nun ist es anschaulich klar, daß die Störungen während der 
Über t ragung die Verschiedenheit der Verteilungen nur vermindern können, 
also die Wahrscheinlichkeitsverteilungen der Ausgangssignale, welche Ein-
gangssignalen aus verschiedenen Quellen entsprechen, voneinander nur in 
kleinerem (genauer: nicht größerem) Maße abweichen können, als diejenigen 
der Eingangssignalen selbst. Satz 1 der vorliegenden Arbeit ist eine mathemati-
sche Wiedergabe dieser anschaulichen Aussage, indem er besagt, daß die 
/-Abweichung der Verteilungen der übertragenen Signale nicht zunehmen kann, 
wobei der Begriff der /-Abweichung — definiert durch (4) — die Information 
f ü r Diskrimination von K U L L B A C K und L E I B L E R [ 1 ] (relative Informat ion 
ers ter Ordnung; auch relative Entropie genannt) , die relative Informat ion 
beliebiger Ordnung a > 0 (vgl. [2]) sowie die gewöhnliche Variationsentfernung 
als Spezialfälle en thä l t . 
Die Bedingung dafür, daß die Über t ragung durcli den Kanal keine 
Verminderung der /-Abweichung bedeutet , wird als Ergänzung des Satzes 1 
angegeben. Im § 2 werden noch manche Folgerungen bzw. Spezialfälle des 
Satzes 1 dargestellt. Im § 3 bet rachten wir den Fall der kleinen Abweichungs-
verminderung (Stabilitätsfrage der Ungleichung, Satz 2), und die Verallgemei-
nerung der Ungleichung für nicht normierbare Maße (Satz 3). 
Als eine Anwendung wird ein rein informationstheoretischer Beweis 
der Ergodizität best immer Markoffschen Ke t t en dargestell t1 (§ 4). 
Herrn Professor Alfred Rényi möchte ich f ü r .seine wertvollen Bemer-
kungen meinen D a n k aussprechen. 
§ 1. Bezeichnungen und Hilfssätze 
In den folgenden wird f(u) immer eine f ü r 0 < и < -f- °° definier te 
stet ige und von un ten konvexe, sonst aber beliebige Funkt ion bedeuten. 
1
 Der erste informationstheoretische Beweis fü r Ergodizität Markoffscher Ket ten 
s t a m m t von A . R É N Y I [ 2 ] . Dort brauchte man aber auch matrizentheoretische Über-
legungen, nämlich u m die Existenz einer stationären Verteilung zu beweisen. 
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Es werden auch Ausdrücke der Fo rm/ (0 ) , 0 • / und 0 • / (0 < a < + oo) 
vorkommen; diese sind folgendermassen zu verstehen: 
( 1 ) 
(2) 
(3) 
/(0) = l im/(») 
u-0 
0 • / = 0 
0 •/ lim e / 
e - + 0 
— a lim m (0 < a < + oo) 
Die Größen / (0) und 0 • / 
0 
können also auch gleich + 0 0 sein, — 1 
aber nicht, wegen der Konvexi tä t von / («) . 
Mit den Buchstaben P und Q werden wir Wahrscheinlichkeitsmaße 
auf einem meßbaren Raum (X, Sx) bezeichnen, mit Я ein u-endliches Maß, 
welches P und Q dominiert (also fü r welches P <S Я. Q <§ Я gilt; ein solches 
Maß ist z. В. P + Q). Wir werden uns mit Größen der Form 
(4) 
beschäft igen, wobei p(x) = 







die Я-Dichten von P und Q qix) = — k(dx) X{dx) 
bedeuten . (Die Radon-Nikodymschen Ableitungen sind so best immt, daß sie 
überal l — und n ich t nur fast überall — nichtnegativ und endlich sind.) Das 
In tegra ] in (4) ist immer sinnvoll, da wegen der Konvexi tä t von f(u) f ü r geeig-
ne te reelle Zahlen A und В f(u) А + Bu gelten muß, also kann die Funkt ion 
v 
von unten durch die Я-summierbare Funkt ion Ap -)- Bq abgeschätzt qf w ) 
P. Q) von der Wahl des dominieren-werden. Ferner ist der Wert der Grösse j r f 
den Maßes Я offenbar unabhängig. 
Die Größe gXfP. Q) wird der / - Abweichung der Wahrscheinlichkeits-
vertei lungen P und Q heissen, da sie als eine Verallgemeinerung verschiedener 
bekann ten Abweichungsmaßzahlen anzusehen ist. Die relative Information2 
(erster Ordnung) zweier Verteilungen P und Q i s t z. B. nichts anderes, als ihre 
и log и-Abweichung. Es gilt nämlich fü r f(u) = « l o g « 













 Auch die Bezeichnungen »Information für Diskrimination«, »I-Divergenz«, 
»Informationsgewinn«, »verallgemeinerte Entropie« sind benutzt , vgl. z. В. [1], [2], 
LR, [4]. 
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Auch fü r a =f= 1 sind die Informationsgrössen I a ( P || Q) (relative Infor-
mation von Ordnung a, a > 0, s. [2], vgl. auch [5]) aus den Grössen J f f ( P, Q) 
herleitbar. Setzt man nämlich 
— u
a
 fü r 0 < a < 1 
и" fü r а > 1 (6) ш = 
so ergibt sich 
(7) j r / e (R . Q ) = sgn (а - 1) f p°(x) qi-(x) X(dx) = sgn ( а - 1) j r j f . Q ) 
x 
wobei P, Q ) = j pa(x)q1~a(x) X(dx) das Informationsintegral von Ordnung 
x 
a bedeutet (vgl. [5]), also gilt 
(8)
 / a ( P | i Q ) = _ L ^ l o g ^ a ( P . Q ) = - 1 — l o g | ^ a ( P , Q ) | I 
а — 1 а — 1 
d . h. stellt Ia(P Q ) eine monoton zunehmende Funkt ion von ß/fa(P. Q) dar . 
Die gewöhnliche Variat ionsentfernung3 zweierVerteilungen P und Q ist 
auch ein Spezialfall der / -Abweichung; setzt man nämlich / («) = | и — 1 |, 
so gilt offenbar 
jrf(P, Q)= ^ q(x) | j | - 1 ! X(dx) = J|p(x) - q(x)I X(dx) = |P - Q[ (X). 
X X 
Es soll allerdings betont sein, daß die „ / -Abweichung" zweier Verteilun-
gen — für allgemeines / — auch negativ sein kann . Es gilt aber allgemein 
— s. (35) — 
so daß durch Addieren einer Kons tan te die / -Abweichung immer zu einer 
annehmbaren — obwohl im allgemeinen keiner symmetrischen — Verschieden-
heitsmaßzahl gemacht werden kann . 
Bemerkung. Die relative Information I a ( P Q) ist bekanntlich gleich 
d e m Supremum der relativen Informationen bezüglich aller endlichen Unter-
algebren von S x , also gilt die Beziehung IJP Q) = s u p / а ( Р д | Q A ) , wobei 
ac sx 
P A bzw. Q A die Einschränkung von P bzw. Q auf die endliche Algebra A 
bedeute t (für а = 1 siehe [3], [4]; für beliebiges а > 0 vgl. [5]). Inderse lben 
Weise kann gezeigt werden, daß diese Beziehung auch für J f ß P. Q) bei 
beliebigem konvexem f(u) gült ig ist. 
In den folgenden werden wir die Jensensche Ungleichung of t benützen 
und zwar in der folgenden Fo rm: 
Hilfssatz 1. Ist p ein beliebiges Wakrscheinlichkeitsmaß auf den Boreischen 
AI engen der Halbgerade [0, +°°) mit | и p(du) < + 00, so gilt für jedes konvexe 
f ( u ) b 
(9) j f ( u ) p ( d u ) ^ f ( j u p ( d u ) ) . 
3
 Unter der Variationsentfernung zweier Wahrscheinliehkcitsmaße w i r d j d i e 
Totalvariation ihrer Differenz auf dem ganzen Definitionsbereich der beiden Maße, also 
falls P und Q auf (X,Sx) def inier te Wahrscheinlichkeitsmaße sind — die Grösse 
I P — Q j (X) = j-1 p(x) — q(x)\X(àx) verstanden. 
X 
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Ist die Funktion f(u) streng konvex, enthält also ihr Graph keine gerade Strecke, 
so ist für die Gleichheit in (9) notwendig und hinreichend, daß das Maß p auf 
den einzigen Punkt u0 = l up(du) konzentriert ist. 
6 
Wir brauchen auch den folgenden Hilfssatz über die Stabi l i tä t der 
Jensenschen Ungleichung: 
Hilfssatz 2. Ist die Funktion f(u) in der ey-Umgebung von u0 = \ и p(du) 
о 
zweimal differenzierbar, und gilt, hier f"(u) + r > 0, so folgt aus 
|"/(m) fi(du) — / j up(du) r < — ei e 
2 
die Ungleichung p{[u0— ev u0 + ej) >1 — e2. 
Hilfssatz 2 ist ein Spezialfall des Lemmas in [5], § 2, und ergibt sich daraus, 
indem man X = [0, -+- g(u) = и, А = u0, Öl = 0, Ö2 = [ f(u) p(du) — 
~ о 
— f( \ и p{du)), а = г setzt, 
ri 
Hilfssatz 3. Es gilt für jedes p0 ^ 0, p1 ^ 0, q ^ 0 
(10) 0 •/ 
Po 
+ qf f ^qf Po + Pl 
0 q q 
mit Gleichheit nur im Falle p0 = 0 oder q = 0. Ist ferner f(u) in der ex-U mgebung 
J) "I- J) 
von и о = —1 (q > 0) zweimal differenzierbar und gilt hier flu) ^ т > 0, 
so folgt aus 
11) 0 •/ Po + qf ÍPi -qf [Po + Pl 
U q q 
<—e\e2q 
2 
(«2 < 1) 
j j 
die Ungleichung —0 ^  ev 
Beweis. Für q = 0 ist (10) eine unmit te lbare Folge von (2), (3). Für 
q > 0 folgt (10) aus (9), indem man das Maß p durch p 
q + £ 
i f i q = —q—— definier t (e > 0), und dann e gegen 0 streben läßt . I)ie 
zweite Behauptung folgt ähnlicherweise aus Hilfssatz 2, man soll bloß bemerken, 
daß aus (11) für beliebige Kons tan te К 
f q + e 
(Po 
I e - e 
- f Po + Pi q + e s — («i -
folgt, falls nur e > 0 genügend klein ist, was nach Hilfssatz 2 die Ungleichung4 
Falls nur К so gewählt ist, daß die (et — A'e)-Umgebung von ^ 0 ein Teil-
intervall der e,-Umgobung von U + f p L darstellt , wofür z .B. К 
Wahl ist. 
q + e p„ + p, . 
———Li eine geeignete 
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Po + Pi
 {е1-Ке)Л1 ± ^ + ( e i - K e ) 
q + s 
pi gend kleines e > 0, — € 
q 
q + £ 
Po + P 
> 1 — e2 und daher , f ü r genü-
q + e 
I _ (ex _ ks Po + P , 
q + e (4 - Ks) mit sich 
bringt, woraus mit dem Grenzübergang 0 w i r k l i c h — < £, fogt . 
q ~ 
§ 2. Das Abnehmen der f-Abweichung, wenn ein Übertragungskanal 
benutzt wird 
Fassen wir den meßbaren R a u m (X, Sx) dem R a u m der Eingangssignale 
eines Über t ragungskanals auf. Der Ausgangsraum sei mit (F, S Y ) bezeichnet, 
und die Übergangsfunkt ion mit v(B | x). Also sei v(B \x) für jedes fes te x € X 
ein Wahrscheinlichkeitsmaß auf ( F , sy) und für jedes feste в € sy eine 8x-
meßbare Funktion von x. 
Sind P und Q zwei Wahrscheinlichkeitsmaße auf (X, S x ) , die Wahr-
scheinlichkeitsmaße P und Q auf ( F , S Y ) werden durch 
(12) P(B) = \v(B\x) P{dx), Q(B) = $v(B\x) Q[dx) 
X X 
definier t . P bzw. Q stellt offenbar die Wahrscheinlichkeitsverteilung der 
Ausgangssignale dar , wenn die Vertei lung der Eingangssignale P bzw. Q ist. 
Es ist anschaulich klar, daß die Störungen (»Geräusch«) während der 
Über t ragung in Richtung der Verminderung der Verschiedenheit der Verteilun -
gen von Signalen aus verschiedenen Quellen wirken, mit anderen Worten, 
daß das Geräusch einen Verlust an aus den Signalen für Best immung ihrer 
Quelle erhältlichen Information verursacht . 
Man erwartet also die Gültigkeit der Ungleichung 
(13) jr f(P, Q ) ^ j r s (P Q) 
die wir in diesem Paragraphen beweisen wollen. Man bemerke, daß Ungleichung 
(13) im Fal le/(м) = и log и auch in engerem Sinne einen Informationsverlust 
ausdrückt , da J ^ u , o g u (P . Q) = 7 ( P | | Q ) als die Maßzahl der fü r Unterschei-
dung der Verteilungen P und Q erhältl ichen Informat ion gilt [1]. 
Schicken wir noch manche Bezeichnungen voraus. Die Maße P und P bzw. 
Q und Q lassen sich als die Projekt ionen auf (X, S x ) und (F, S Y ) von Maßen 
P* bzw. Q * auf dem Produk t raum (XxY, SxxSY) auffassen, wobei P* 
bzw. Q * fü r Mengen der Form ах в (a £ sx, в £ sy) durch 
(14) P*(AxB) = \v{B\x)P(dx), Q*(AxB) = \v(B\x) Q(dx) 
À À 
und f ü r das ganze Sx X SY in der gewöhnlichen Weise durch Erwei te rung 
def inier t sind. 
Wählen wir ein er-endliches Maß A* auf ( X x Y, SxxSY) mi t P* <i Я*, 
Q Я* derart , daß auch seine Projekt ionen auf (X, Sx) und (Y,SY) <T-endlich 
sind (Я* = P* -(- Q * ist z. B. geeignet); diese Projekt ionen dominieren offenbar 
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Р und Q bzw. P u n d Q, also dür fen sie als A bzw. 7 gewählt werden. In den 
folgenden werden p(x) und q(x) bzw. p(y) und q(y) die Dichten (also Radon-
Nikodymsche Ableitungen, bes t immt als überall — und nicht nur fast überall 
— nichtnegative u n d endliche Funktionen) von P und Q bzw. P und Q 
bezüglich dieses A bzw. A bezeichnen. 
Nun beweisen wir die Ungleichung (13) u n d zeigen, daß die Gleichheit 
( f ü r streng konvexes f(u) mit <j?G(P. Q) < + °°) dann und nur dann besteht, 
v(x) vív) 
wenn die Likelihood-Quotienen ——• und mi t Q*-Wahrscheinlichkeit 1 
?(*) q{y) 
gleich sind. 
Satz 1. Es gilt für eine beliebiqe konvexe Funktion f(ü) (0 < и < -f 
und beliebiqe Wahrscheinlichkeitsmaße P und Q auf (X, Sx) 
(Iß) ^ ( P . Q ) ^ ^ ( P . Q ) . 
Ergänzung. Ist ferner die Funktion f(u) streng konvex (enthält also ihr 
G r a p h keine ge rade Strecke), so ist für die Gleichheit in der obiqen Unqleichunq 
notwendig und hinreichend, daß entweder JfßP, Q) = + 00 oder 









= 1 I Q 
Beweis. Man darf CXßP. Q ) < + °° voraussetzen, da fü r JTßP, Q) = 
+ °° nichts zu beweisen ist. 
Um das Wesen des Beweises besser hervorzuheben, f ü h r e n wir ihn 
zunächs t im Spezialfall P Q durch. Aus P Q folgt offenbar auch P* 
P(dx) 
Q * so daß m a n A* = Q * wählen darf; d a n n gilt p(x) =—-—— , p[y) = 
Q (dx) 
Q(dy) 
Betrachte m a n nun die Wahrscheinlichkeitsalgebra ( X x Y, SxxSY, Q*) 
u n d die auf ihr def inier ten Zufallsveränderlichen 
Ç(x, y) = p(x) 
y{x,y) = p(y) . 
Wir zeigen, daß y = p(y) gleich dem bedingten Erwartungswert von 
f = p(x) bei gegebenem y, oder, genauer gesagt, 
(17) y = E (t\S'y) 
ist , wobei die cr-Algebra Sy с SxxSY durch S'Y = ( X x В : Be NK} definiert 
5
 Bezeichnungen wie [Q*], | Q ] u. s. w. bedeuten: fast überall bezüglich des 
Maßes ©*. Q. u. s. w. 
EINE INFORMATION,'^THEORETISCHE UNGLEICHUNG 9 1 
ist. In der Tat ist rj offenbar A / m e ß b a r , ferner gilt für jede Menge aus sy 
d. h. f ü r jede Menge der Form XxB ( В € SY) 
j ÇQ*(dx, dy) = J p(x) Q*{dx,dy) = j" p{x) v{B\x) Q{dx) = 
XxB XxB X 
= J' v(B\x) P(dx) = P(B) = j-p(y) Q(dy) = j' p(y) Q*(dx,dy) = 
X В XxB 
= j í?Q*(dx,dy), 
XxB 
wodurch (17) bewiesen ist. 
Da aus der Konvexi tä t von f(u) bekanntlicherweise 
(18) E(f(ti)\S'Y)^f(E(Ç\S'Y)) [Q*J 
folgt, (vgl. (29)), e rhä l t man auf Grund von (17) 
^ ( P . Q ) = E(/(!)) = E ( E ( / ( f ) | ^ ) ) ^ 
^ E(f(E(Ç\S'Y))) = E(/(,)) = J T / P , Q ) , 
also (13). Für die Gleichheit ist notwendig und hinreichend, daß in (18) Q*-f. ii. 
die Gleichheit besteht, was aber f ü r eine streng konvexe Funkt ion f(u) dann 
und nur dann zu t r i f f t , wenn — vgl. (32) — 
f = E( f | s'y) = ti (Q*J 
also (15) gilt, w. z. b. w. 
Es sei bemerkt, daß für Funkt ionen f(u) mi t lim = -f oo die Vor-
u — - и 
aussetzung P Q keine Beschränkung der Allgemeinheit bedeutet , da sonst 
R f / P . Q ) = -f oo wäre. Im allgemeinen Falle k a n n jedoch die /-Abweichung 
zweier Wahrscheinlichkeitsverteilungen auch dann endlich sein, wenn P << Q 
nicht gilt . In diesem Falle können wir folgendermaßen vorgehen: man setze 
(19) Xa = {x : q(x) = 0} , Y(t = {y : q(y) = 0} 
und zerlege das Maß P als P = P„ + P t, 
P0(B) = P*(X0X B) = J r ( B | s ) P(dx) 
x„ 
(20) 
PX(B) = P*((X - X0) xB) = J v(B \x) P(dx) . 
X- xt 
Dementsprechend setzen wir 
(2D = pAy) = * j ^ - (Ш+Ыу)=р{у)), 
X{dy) X(dy) 
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fü r 
Be t rach te man wieder die Wahrscheinlichkeitsalgebra ( X x Y , SxxSY, Q*) 
u n d definiere die Zufallsveränderl iche | = | (x, y) durch 
píxY 
(22) f (as, y) = q(x) 
0 f ü r х £ Х 0 . 
E s wird zweckmäßig sein, die bed ing te Verteilung (im schwachen Sinne) von 
I bei gegebenem y, d. h. bezüglich der a-Algebra S'Y = {X X В : В £ SY} 
einzuführen. Diese bedingte Ver te i lung ist — vgl. [6], S. 29 — eine Schar von 
Wahrscheinl ichkei tsmaßen Q„( • | x, y) ({x, у) £ X x Y) auf den Boreischen 
Mengen der Zahlengerade, wobei Q0{M \ x,y) f ü r jede Boreische Menge M 
eine iS"y-meßbare Funkt ion von (x, y) darstel l t — man kann also Q 0 ( • | y) 
s t a t t Q 0 ( • I x, y) schreiben — so daß für jede Boreische Menge M 
(23) = 
u n d fü r jede Bairesche Funkt ion f(u) mit E( | / (£) | ) < + 0 0 
(24) E(№\S'y)= $f(u) Q„(du\y) 
g i l t 6 (mit Wahrscheinlichkeit 1, d . h. Q*-fast überal l ; man k a n n s t a t t dessen 
a u c h Q f. ü. sagen, da es sich u m bloß von y abhängenden (x, y) -Funkt ionen 
hande l t ) . 
Nun beweisen wir die Rela t ion 






fü r y t y , 
i s t offenbar «S^-meßbar, ferner gil t wegen (22), (14) und (20) f ü r jede Menge 
a u s S'y, d. h. f ü r jede Menge der Form Хх В (B £ SY) 
[ К*, У) <3t*{dx,dy) = P(x) q(x) Q *(dx, dy) = 
x-x, 
(26) 
(X -X„)x В 
= J v(B\x) P (dx) = P\(B) = PfB - F0) = ^ 
X-X, B-Y. 
Pi(y) í r](x,y)Q.*(dx,dy). 
q(x) v(B\x) Q(dx) = 






 In (24) wurde darum nur J s ta t t f geschrieben, weil die Funkt ion | nach 
0 
ihrer Definition nichtnegativ ist. 
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Hier folgt die Gleichheit p\(b) = P, [b—y
 0) daraus, daß wegen (19) 
J v(Y0\x)q(x)X(dx) = J v( Y0\x) Q[dx) = Q( F0) = 0 , 
x-x» x 
also r (F n I x) = 0 A-f. ü. auf X — Xlt gilt, woraus man 
(27) Pi(Y)= j" v(Y0\x)P(dx) = 0 
x~x0 
erhäl t . Da aus (26) E (f | s'y) = y (x, y) (Q*-f. ü., also Q-f . ü.) folgt, ist (25) 
bewiesen. 
Nun gilt 
J q{x) J 
(28) 
p{x) 
q(x)) X(dx) = 
E(/(f)) + P ( Z „ ) l i m ^ 
11—>00 tt 
wobei, wegen (24), (9) und (25) 
E(/(f)) = E(E(/(!) I S'y)) = E | J>(«) Q0(du\y) > E J uQn(du\y) 
(29) 
E / / 'y) = [ q ( y ) i ^ \ k d y ) j q{y) J 
gilt . (Die letzte_ Gleichheit folgt daraus, daß auf F„ wegen (27) auch px(y) 
verschwindet [A].) 
Ferner gilt nach (14), (20) und (3) 
P(A0) l i m ^ = P * ( 2 r o x F ) l i m ^ = 
U-+00 vs II >oo и 
(30) P0( Y ) lim M 
и 
( 0 , ро(у) X{dy). 
Aus (28), (29) und (30) folgt — Gebrauch machend auch von Hilfssatz 
3 und (21) — 




Kdy) j ' o . Poiy) 
0 
kdy) ^ 
;3i) ^ \ m t 
y 
wodurch Satz 1 bewiesen ist. 
Ро(У) + Pi(y) I 
q(y) 
l(dy) = jr}(P, Q) 
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U m auch die Ergänzung zu verifizieren, bemerken wir, daß man in (31) 
nach dem obigen Beweis dann und n u r dann an beiden Stellen die Gleichheit 
s t a t tha t (vorausgesetzt «_^(P, Q) < + wenn 
(32) \ f(u)Q0(du\y)=f{ \uQ0(du\y)) 
ö ö 
und 
(33) 0 •/ Poly) 
0 + m t 
P i(y) 
i l y ) 
= m t 
| Q ] 
Paly) + Pi(y) 
gilt. F ü r ein streng konvexes/(w) bes teh t (32) 
genau im Falle 
was nach (23) mit 
(15') 
gleichbedeutend ist. 
\ M H Y 
1 i l y ) J ' 
= l 
i l y ) 
nach Hilfssatz 1 und (25) 
[ Ö ] , 
[A] 
P(x)
 = Pi(y) 
q(x) ily) 
Ferne r ist (33) nach Hilfssatz 3 mit pfy) q(y) 
(34) p0(y) = 0 
IQ*] 
О [A] also mi t 
I Q ] 
äquivalent . 
Aus (15') und (34) folgt bereits (15). Gilt umgekehrt (15), so ist |(x, y) 
f)(y) 
bei fast jedem y mit (bedingter) Wahrscheinlichkeit 1 gleich —, also sind 
fast alle Maße Q 0( • | y) auf die P u n k t e ply)  
i l y ) 
ily) 
konzentriert . Daraus folgt aber 
(32) und auch ^ ^ = ^fÛ [ Q]; a i s o a u c h p(y) =p1(y) [ Q ] . Letztere Gleichung 
ily) i l y ) 
ist aber mi t (34) gleichbedeutend, woraus (33) folgt. 
D a m i t ist auch die Ergänzung vollständig bewiesen, da (15) und (16) 
offenbar äquivalent sind. 
W ä h l t man alle Maße v( • \ x) miteinander gleich, so ergibt sich aus dem 
bewiesenen Satz die Ungleichung 
(35) ,7s(p. Q ) è / ( l ) 
mit der Gleichheit — f ü r streng k o n v e x e s / — genau im Falle P = Q Dies läßt 
sich selbstverständlich auch direkt leicht verifizieren. 
Es seien noch einige interessantere und weniger triviale Folgerungen 
des Satzes 1 erwähnt. Die anschauliche Deutung der folgenden Aussagen 
ist klar . 
Folgerung 1. Haben die Maße v( • I x) die Eigenschaft, daß r( • | xr) 
und v( • I x2) für keine xx € X und хг € X zueinander orthogonal sind (diese 
Bedingung bedeutet, d a ß fü r den Kana l (X, Y, v( • | x)) (kein Code — wohlauch 
der Länge 2 — mit Fehlerwahrscheinlichkeit 0 existiert), so gilt die Gleichheit 
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,7S(P. Q) = ,Jf(P. Q) für eine streng konvexe Funktion f(u) mit ,7f(P. Q ) < 
< -f oo nur im Falle P = Q 
In der Ta t hat im Falle der Gleichheit die Menge 
'-MI.&-«}!-)-! 
nach (16) das Q-Maß 1. Wegen der vorausgesetzten Nichtorthogonali tät d e r 
Maße v( • I ж) gilt für jedes x{) € X', x € X 
ШУ) Ч(Уо) > О, 
<n(x\ viX ) 
woraus und aus (36) für x € X' = folgt. Dies bedeutet wegen 
q(x) q(x0) 
Q(X') = 1 und (15), daß 
pw
 = p i f f ) = ( j : Q * j 
я(х) q(y) 
d. h. 
(37) p(x) = Cq(x) [ Q ] , p(y) = Cq(y) [ Q ] 
gilt, woraus durch Integrieren 
P(X - X0) = CQ(X - X0) = C, P(Y - Y0) = CQ(Y — Y0) = С 
folgt. Hieraus erhäl t man wegen (27) und (20) 
Pi(Y- Y0)=¥1(Y) = P(X-X0) = C, 
also 
С = P( F — F0) = P0(Y — F0) + P l ( T - F 0 ) = [ r ( F — F 0 j x) P(dx) + С , 
x. 
d. h. 
(38) j H F — F01 x) P(dx) = 0 . 
x. 
Da aber wegen [ r ( F 0 | x) Q (dx) = Q ( F U ) = 0 Q-f . ü. r ( F 0 | x) = g i l t , 
x 
kann die Größe v(Y—F0 \x) — wegen der vorausgesetzten Nichtorthogo-
nal i tä t der Maße v( • | x) — fü r kein x € X verschwinden, so daß (38) m i t 
P(X0) = 0 äquivalent ist. Dies bedeutet, daß die erste Gleichung in (37) auch 
A-f. ii. besteht, ferner daß С — P( V — Xa) — 1 ist. Mit dem erhaltenen Relation 
p(x) = q(x) [A] 
ist Folgerung 1 bewiesen. 
Folgerung 2. Läßt sich Y in der Form 
Y= U Bx (Bx € Sy, BXi П ВХг = 0 für ххфх2) 
xgX 
mit v(Bx I x) — 1 darstellen (diese Bedingung bedeutet , daß (X, Y, v( • | x))> 
einen Kanal ohne Verlust darstel l t , also daß die Eingangssignale auf Grund. 
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<ler empfangenen Signale eindeutig bes t immbar sind), so gilt f P, Q ) = 
= <Wj{ P, Q) für je zwei Wahrscheinlichkeitsmaße P und Q 
Wähle man nämlich Я* = P* + Q * ; dann ist Я = P + Q . Я = P + Q. 
also gilt f ü r beliebiges В € S Y 
1(B) = v(B j x) X(dx) = j' v(B Ç\Bx\x) X(dx). 
X X 
Man verif iz ier t dann leicht, d a ß man fü r p(y) und q(y) p(y) = p(r(y)), q(y) — 
— Я(Г(У)) wählen kann, wobei r(y) du rch r(y) = x fü r у € Bx def inier t ist. 
Daraus fo lgt f ü r q(x) > 0 
Ш=Щ\х ^v(Bx\x)=l 
q(y) я(х)\ 
w. z. b. w. 
Folgerung 3. Sind alle Maße v( • | x) auf je einen Punkt Tx konzentriert 
—haben wir also einen Kanal ohne Geräusch, oder, was dasselbe ist, eine meßbare Transformation T von (X, Sx) in (Y, SY) —so ergibt Satz 1 die Ungleichung 
,J}{P Q) > ,yf(PT QT !), wobei für die Gleichheit notwendig und hin-
reichend ist (bei streng konvexem f(u) und endlichem JCfPT Q 7' 1 ) ), daß 
uicc] uíi/} 
die Likelihood-Quotienten — - und Q-f .ü. übereinstimmen. Letztere 
g(x) ^ q(y) 
Bedingung ist äquivalent mit der Existenz einer meßbaren Funkt ion 
r(x) mit p(x)=p(Tx)r(z), q(x) = q(Tx)r(x) [Я], 
was bedeute t , daß T eine erschöpfende Schätzfunktion bezüglich der Maße P und Q darstellt. I m Spezialfall f(u) = и log и e rhal ten wir also den wohlbekannten 
Satz von K U L L B A C K und L E I B L E R [1] (vgl. auch [3]). 
Folgerung 4. Es sei FaSx eine a-Algebra von Teilmengen von X; be-
trachte m a n die Abbildung T von (X, Sx) auf ( X F) def inier t durch Tx = x. 
Dann ist of fenbar ?T~X = PF, QT l = Q F , wobei P F bzw. Q F die Ein-
schränkung von P bzw. Q auf F bezeichnet. Folgerung 3 ergibt also die Ungleichung 
(13') Q F ) 
wobei die Gleichheit (bei s t reng konvexem / und endlichem , X ( P F , QF)) dann 
und nur dann besteht, wenn F eine erschöpfende a- Algebra bezüglich der beiden Wahrscheinlichkeitsmaßen P und Q darstellt.1 
Es sei noch bemerkt, daß auch umgekehrt , die Folgerung 4 den Satz 1 
selbst zu Folge hat 
Nämlich verifiziert man leicht, d a ß die /-Abweichung von P* und Q* 
immer gleich der /-Abweichung von P und О ist, ferner daß P und Q als die 
Einschränkungen von P* und Q * auf S'Y anzusehen sind (vgl. den Beweis 
von Satz 1). Wendet man also (13') a n s t a t t X, Sx, P, Q und F auf XxY, SxxSY, P*, Q* und S'Y an, so ergibt sich ,7f(P. Q ) = ,7f(P*. Q*) ^ 
P- Q ) , also (13). 
7
 Die erhaltene Behauptung ist für f(u) = и log и wohlbekannt, und wird gewöhn-
lieh in einer dem Beweis des Satzes 1 im wesentlichen ähnlichen Weise bewiesen (vgl. 
z. B. [3] oder auch [7]), wobei eine Vereinfachung bedeutet, daß man sich auf den Fall 
P Q beschränken darf. 
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§ 3. Die Stabilitätsfrage der Ungleichung «J?Q(P, Q) ^ ZXS(P- Q) und die 
Verallgemeinerung der Ungleichung für nicht normierbare Maße 
Im vorigen Paragraphen wurde die Ungleichung 
(13) jt}(p. Q) ^ j r / p . Q) 
bewiesen, sowie die Bedingung der Gleichheit betrachtet. Nun wenden wir 
uns dem Problem zu, ob was sich über die Maße P und Q behaupten läßt, 
wenn in (13) nur annäherungsweise die Gleichheit besteht, also — mit anschau-
lichem Ausdruck — wenn die Übert ragung die Abweichung der Verteilungen 
der Signale der beiden Quellen nur wenig vermindert . Diese Frage ist nicht 
nur an sich interessant, sondern auch für die Anwendungen (vgl. § 4) wichtig. 
Satz 2. Ist die konvexe Funktion f(u) (0 <w< + zweimal differenzier-bar und gilt 
(39) inf f"(u) > 0 
0<u<b 
für jedes 0 < 
so kann zu jedem у mit 0 < « < l eine n ur von f und у abhängende positive Zahl 
b derart angegeben werden, daß für beliebiges 0 < e < — und für zwei beliebige 
у 
Wahrscheinlichkeitsmaße P, Q auf (X, Sx) mit endlichem jrf{ P, Q) und 




(41) Q * | (X,y) : {AZL-^LL ^
 fil 
l qß) Q(y) ) gilt. 
Bemerkung. Satz 2 bedeutet, daß sich die Abweichung der Verteilungen 
nur in demfalle in kleinem Maße vermindert, wenn die Likelihood-Quotienten P(x) 
q(x) und p(y)  
ш 
mit großer Q*-Wahrscheinlichkeit fast übereinstimmen. 
Beweis. Wir benützen dieselbe Bezeichnungen wie im Beweis des Satzes 1. 
Man setze т=т (к ) = inf /"(«•); dann ist nach Voraussetzung r > 0 . 
5 
0 < u < -
Bezeichnen wir mit N0, Nv N2 die folgenden Mengen aus SY 
(42) 
(43) Nx = 
(44) 
V 0 = у : J и Q 0 ( d u I у) ф 
о 
j'/(») Q„(du\y)-f 
P i ( ? / ) 1 
m \ 
ту 















> — e-q(y) 
16 
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Dann gilt nach (25) 
(45) Q ( N 0 ) = 0 ; 
nach dem Beweis von Satz 1 — vgl. (29) und (31) — folgt aus (40) 




ferner folgt aus (44) 
Q(NX) < 16Ő 
(47) Q [Nt) = j Ш l(dy) й У- j Pi(y) Шу) = * P,(N2) < j 
Nun besteht f ü r у (£ N0 U Nl U AU erstens 
f(u) Q„(du у)-f j uQßdu 
у) 
T 
< — 9 
e 2 x 
wobei in der -Umgebung von | u Q 
q(y) 
> r gilt, woraus 
(48) Q„ 
man nach Hilfssatz 2 
iPi(y) _ ± Pi(y) i 
q(y) 2 q(y) 2 
erhält, und zweitens 
шу) 
2 : 1 - - (у(£ATu U N1 U N2) 
0 • / 
0 ? ( y ) / 
. î (y l ) 
<z(y)/ 
î(y) 
T £ о - X 
< — — • — 
9 2 9 
1 • • , £ TT т. 2?о(У) + 2>i(y) p(y) T»/ 1 4 4-
woboi in d e r — U m g e b u n g von - — — f (м) > т gilt, woraus 
2
 g(y) q(y) 




( y № и Ar! U n2) 
ergibt. Aus (48) und (49) folgt — vgl. (23) —, d a ß für у $ A r0U ВД-Ю, 
mit Wahrscheinlichkeit 1 (also Q- f . ii.) 
Q " I P(r) p(y) 
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Daraus erhäl t man, mit Rücksicht auf (45), (46) und (47) 
( 5 0 ) Q* (Я,у): рМ-Ж 
?(*) q(y) 
> l — i — 16 <5 
rx 
Wählt man nun z. B. b = — , so folgt aus (50) die Abschätzung (41) 
wodurch Satz 2 bewiesen ist. 
Bemerkung. Dem obigen Beweis liegt die folgende Behauptung zugrunde: Für jede Funktion f mit der Eigenschaft (39) kann man zu jedem 0 < x < 1 
eine nur von f und x abhängende positive Zahl b derart angeben, daß für jede Zufallsvariable £ (mit endlichem Erwartungswert) und jede a-Algebra .5r, с -F 
(wobei (Q, У, P) diejenige Wahrscheinlichkeitsalgebra bezeichnet, auf welcher 
£ definiert ist) aus 
E(/(£)) - Е( / (Е(£Ы))) < 





Der Beweis dieser Aussage ist im wesentlichen in demselben des Satzes 2 
enthalten. Auf diese Tatsache hat mich Herr Professor A. R É N Y I aufmerksam 
gemacht, und auch darauf, daß sich die obige Behauptung im Spezialfall 
f"(u) т > 0 (0 < и < + oo) auch folgendermaßen beweisen läßt: 
Nach der Taylorschen Formel gilt 
/(£) - / ( Е ( £ [ Ы ) = /'(E(£! Ы ) (£ - E ( £ | ^ ) ) + 
+ - / " ( E ( £ | . 7 j ) + Щ - Е ( £ | Ы ) ) (£ - E ( £ | Ы ) 2 ^ 
^ / ' (E(f (£ - Е ( £ [ Ы ) + I (£ - Е ( £ | Ы ) 2 . 
woraus 
und daraus 
E ( / ( £ ) ) - E ( / ( E ( £ | ^ ) ) ) è - ^ E ( ( £ - Е ( £ | Ы ) 2 ) 
folgt. Dies bedeutet , daß (40') die Ungleichung 
Е ( ( £ - Е ( £ | Ы ) 2 ) ^ 2óe
2 
zu Folge hat , woraus sich nach der Tschebyscheffschen Ungleichung 
2 b 
also ( 4 1 ' ) — w e n n man ô = — x wählt — ergibt . 
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Es sei bemerkt, d a ß wenn s ta t t (39) schwächer nur 
(39') inf f"(u) > 0 für jede 0 < a < 6 < + o o 
a<u<b 
vorausgesetzt wird, so braucht die Behauptung des Satzes 2 nicht mehr 
gültig zu bleiben. Dies ist bereits der Fall f ü r die Funkt ionen fa(u) = и" (a > 2) 
— die nur (39') erfüllen, (39) aber nicht — wie es der folgende Beispiel zeigt. 
Beispiel. Betrachten wir einen Übertragungskanal mit je drei Eingangs-




Mit anderen Worten , X bzw. Y bestehe aus je drei Punkten, die mit 
0, 1, 2 bezeichnet werden können. S x u n d S Y besteben aus allen Teilmengen 







r(010) = 1, r ( l | 0 ) = r(2|0) = 0 , r (0 | l ) = v ( 0 | 2 ) — 0 , 
J»(l|l) = r ( 2 | l ) = r ( l |2) = v(212) = — 
definiert. Die Wahrscheinlichkeitsmaße P und Q auf (X, S x ) seien durch 
(52) 
P(0) = l - 2 £ l , P(l) = e 1 + eai P(2) e2, 
Q(0) = 2 c j , Q ( l ) = Q(2) = — e1 
angegeben, wobei e2 ex 1 vorausgesetzt wird. Dann gilt nach (51) und (52) 
(53) P(0) = 1 — 2e t, P ( l ) = P ( 2 ) = e 1 > Q(0) = 2e l f Q ( 1 ) = Q(2) = - -
also 
7 f j p q ) = f j p . q ) = ( 2 s l f ° ( l - 2e+ 
Л — а 
1—о 




J T j j f . Q ) = t y a ( P . Q ) = ( 2 £ 1 ) 1 - « ( l 
das heißt 
— £•, 
f f a ( P . Q ) - f f a ( P . Q 
2 
2a—1 e" a(a — 1) F.-, 
[(«i + «г)" + ( e i — e2)° — 2 e ï ] 
2wa(a — 1 ) e°~2 e\ . 
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Ist nun a > 2 und ist b eine beliebig kleine positive Zahl, so folgt aus (54) 
— indem man die positive Zahl ex so wählt, daß 2a~~1a(a— l)e"~2 <<C б gulte, 
und e = e2 setzt — daß zu beliebig kleinem Ô > 0 ein beliebig kleines £ > 0 
und zwei Maße P u n d Q mit ,_J f JP . Q) —<jT / a(P. Q) < Öe2 derar t angegeben 
werden können, d a ß die Menge 
у) P(x) q(x) p(y) q(y) <. e nicht nur keine 
Menge von Q*-Maß nahe zu Eins, sondern — da sie nach (52) und (53) aus 
dem einzigen P u n k t (0, 0) besteht — gerade eine Menge von beliebig kleinem 
Q*-Maß darstell t . 
Obwohl — wie eben gezeigt wurde — aus der Voraussetzung (39') die 
Behauptung des Satzes 2 nicht folgt, eine schwächere Behauptung kann auch 
auf Grund von (39') bewiesen werden. Es gilt nämlich der folgende 
Satz 2'. Ist die konvexe Funktion f(u) (0 < и < + 00 ) zweimal differenzier-bar und gilt 
(39) inf f"(u) > 0 für jede 0 < а < 5 < + o°, 
a<u<b 
so kann zu jedem x mit 0 < « < 1 und e' > 0 eine von /, « und e' abhängende positive Zahl F derart angegeben werden, daß aus dem Erfülltsein von 




Beweis. Man kann das im Beweis von Satz 2 benütz te Verfahren anwen-
den. Es seien b und e (vorläufig) beliebige positive Zahlen und setzen wir 
voraus, daß (40) gült ig ist. Wir setzen 
T= inf f"(u), 
Q * j(x, y) : P(x) p(y) 
И 
^ 1 — X 
q(x) q(y) ÍJ 
sonst werden die Bezeichnungen des Beweises von Satz 2 unveränder t benützt . 
Für y € У — (N, (J Nx U Лт2) unterscheiden wir die zwei Fälle > £ 
яку) 
ю . s г 
und _ < £• Im ersten Falle gilt in der — Umgehung von и Qt)(du\y) = 
Я(У) " 2 J 
Pi(y)  
Я(у) 
nach der Definit ion von т f"(u) 4 r, so daß Hilfssatz 2 anwendbar 
ist, wodurch sich die Ungleichung (48) ergibt. Ähnlicherweise erhält man — 
benützend Hilfssatz 3 — auch die Ungleichung (49). 
Im zweiten Falle ist Hilfssatz 2 nicht anwendbar . Doch folgt aus 




u n d für e < — u m so mehr 
2 
(57) Pi(y) 
Ä i v ) 
ft Pliy) , ft 
2 ' q(y) 2 
1 — 
2t 
р(у) Was nun die Ungleichung (49) anbet r i f f t , im Falle ——_ >
 E folgt ihr 
9(У) 
p(y) Erfülltsein wieder aus Hilfssatz 3; im Falle 
9(у) 
e wird nur das triviale 
(58) 




Wählt m a n nune < — e', so gelten nach den obigen (vgl. (48), (49), 
4 
(57), (58)) für y € F — (N0 (J Nx U N2) jedenfalls die Ungleichungen 
(48') 
(49') 
Q Piiv) ft Pi(y) , ft 
2 ' 7uu\ 9 
я(у) qiy) 
p f t y )
 < ft_ 
è i — . 
2 
m 2 
Diese sind mit (48) und (49) vollständig analogisch und haben — bei geeigneter 
W a h l von Ó, z. B. bei Ö = — die Beziehung (56) zu Folge, ebenso wie (48) 
64 
u n d (49) die Beziehung (50), also auch (41) zu Folge hat te . Dadurch ist Satz 
2' bereits bewiesen, bloß soll m a n ó' = be1 setzen. 
Bemerkung zum Satz 2'. Aus den obigen ist ersichtlich, daß hei der 
Voraussetzung (39') die Behaup tung des Satzes 2 im Allgemeinen darum nicht 
t) (u} 
gil t , weil für diejenige y g F , f ü r welche "AP' klein ist, der Hilfssatz 2 nicht 
9(у) 
angewendet werden kann. 
Diese Schwierigkeit k o m m t aber nicht vor, wenn für Q- fa s t alle y ç F 
e twa 
(59) P M è e 0 > 0 
m 
gi l t . Dann folgt nämlich aus (49) für y ç N0 U -V, U N2 auch Piiy) 
q(y) 
2 2 
angenommen e — e0 — also l äß t sich der Beweis von Satz 2 fü r e ^ — e0 
m i t г inf f"(u) — wörtlich durchführen. 
Eine für das Bestehen von (59) hinreichende Bedingung ist z. B. 
(60) v(B \xx) ftßftft) > e„ für jede xx ç X, x2f X und B(.SY. 
EINE INFOR M ATIONSTH EORETISCHE UNGLEICHUNG 1 0 3 
Die Bedingung (60) läßt sich auch so formulieren, daß die Maße r( • \x) 
miteinander äquivalent sind und fü r ihre Dichtefunkt ionen h(y [ x) — bezüglich 
eines dominierenden Maßes auf (F , SY) —bei jedem xx 6 X. x2 € X f a s t überall 
frA8"4-
h(y\x2) 
Zum Schluß des vorliegenden Paragraphen möchte ich die F rage der 
Verallgemeinerung des Satzes 1 fü r n icht normierbare Maße be t rachten . 
Ers tens bemerke man, daß die Mehrzahl der in den Paragraphen 1 und 2 
angeführ ten Bezeichnungen auch d a n n sinnvoll sind, wenn P und Q stat t 
Wahrscheinlichkeitsmaße beliebige er-endliche Maße bedeuten (auf die mög-
lichen Ausnahmen wird unten hingewiesen); daher werden wir sie auch in 
diesem allgemeinen Falle benützen. 
Es ist klar, daß Satz 1 und seine Ergänzung auch dann gültig bleiben, 
wenn P kein Wahrscheinlichkeitsmaß, sondern ein beliebiges endliches Maß 
auf (X, Sx) darstellt, nämlich wurde im Bewies kein Gebrauch von P(A) - 1 
gemacht . Ebenso könnte auch Q ein beliebiges endliches Maß bedeuten, bloß 
sollte m a n in diesem Falle im Beweis die Maße ' Q . —-— P benützen, 
Q(X) P(X) 
wobei Q bereits ein Wahrscheinlichkeitsmaß darstel l t . Will m a n Satz 1 
Q ( X ) 
auch f ü r nicht normierbares (allerdings cr-endliches) P verallgemeinern, so 
betriff t man die Schwierigkeit, daß das Definitionsintegral (4) von jf a P. Q) 
nicht mehr unbedingt sinnvoll, sowie P nicht unbedingt n-endlich zu sein 
braucht . Is t aber mit P auch P ст-endlich und sind у л P, Q) und <улр, Q) 
beide sinnvoll, so läßt sicli der Beweis von Satz 1 und seiner Ergänzung auch 
für n icht normierbares P wörtlich durchführen (falls Q(X) =f= 1 aber doch 
endlich ist , so soll man P und Q erstens durch —-— Q und ' P ersetzen). 
Q(X) Q(X) 
Ist schließlich auch Q nur n-endlich, so kann man folgendermaßen vorgehen 
(vorausgesetzt, daß auch P und Q cr-endlich sind): 
Man stelle die Menge, X in der Fo rm X = U X (X, € Sx, Xt f | X, = 0 
i=o 
für i =f= j) mit Q(Xj) < -f- 0 0 dar,8 und setze 
(61) РДА) = P(A П X[), Q,(A) = Q(A f | X,) (A e Sx ; i = 0, 1, . ..) 
Р](В) =^(Д|а)Р,№0= $v(B\x)P(dx) 
(62) x
 X ( (BtSy ; г = 0 , 1, ...) 
Q,(B)= \v(B\x)Qti(dx)= f v(B\x) Q(dx) 
X XI 
(63) ш = ^ (i = 0 , 1 , . . . ) . A(dx) A(dx) 
s
 MrDbei XQ die durch (19) definierte Menge bedeutet (also gilt Q(X0) - 0). 
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Dann e rhä l t man durch Anwendung der im Beweis des Satzes 1 benützten 





Q (X,) P(X,) 
P,(y) è I т / k d y ) (»• = i , 2 , . . . ) 
f e rner gilt 
g(*)f p(x) q(x) j X(dx) = P(X0) lim 
f(u) 





also besteht (64) auch für i = 0 (mit der Gleichheit). 
Nun gilt n a c h Hilfssatz 1. angewandt f ü r das diskrete Wahrscheinlich-
keitsmaß def in ier t durch 
p({u}) V I M 
. .777) ту) 
die Ungleichung 
(66) ] ? q ( y ) f 
q(y) 
I Pi(v)  
\яау) = g(y) f 
p(y) -po(y) 
q(y) 
(es wurden auch die aus (61), (62), (63) folgenden Relationen 2^ pfd) = p(y)> 
i = 0 
2 qfy) = q(y)-> Яо(у) = О benutz t ) , ferner gi l t nach Hilfssatz 2 
<=о 
(67) О • / рощ 
о 




Aus (64), (65), (66), (67) ergibt sich sofort 





X(dx) s --I 
X{ 
X(dx) è 
X(dy) = jrf(P, Q), 
vorausgesetzt, d a ß beide In tegra le sinnvoll sind. Man erhäl t in dieser Weise 
die folgende Verallgemeinerung des Satzes 1 : 
Satz 3. Sind P und Q beliebige a-endliche Maße auf (X, Sx) mit endlichem 
•Wf(P Q), sind ferner auch P und Q a-endlich, so ist auch JXЛР. Q) sinnvoll, 
und es gilt 
J / P . Q l k J / P . Q ) , 
wobei die Gleichheit für ein streng konvexes f(u) dann und nur dann gilt, wenn 115) (bzw. (16); besteht. 
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§ 4. Eine Anwendung 
Betrachten wir eine homogene Markoffsche K e t t e mit den те-stufigen 
Übergangswahrscheinlichkeiten р\ф-
I s t die Wahrscheinlichkeitsverteilung der Anfangszustände P(1) = 
= (M0 . Pak • • •) bzw. Q(1> = (<7(,k q(p, • • •) so bezeichne р ф bzw. д ф 
die Wahrscheinlichkeit des fc-ten Zustandes im Zei tpunkt n, und man setze 
p(n)
 = (p(n) p(n) Q(") _ (q(n) фп) ) Dann bestehen offenbar die 
Gleichungen 
(68) / 4 " + - ) = 2рф р\ф, qAm) = JE чФ рфК 
i i 
die bedeuten, daß P<"+m> } ) z w Q(nun) (für beliebige natürliche Zahlen n 
und m) auffaßbar sind als die Verteilungen best immter , durch einen Kanal 
mit den Übergangswahrscheinlichkeiten pff i über t ragener Signale, deren ur-
sprüngliche Vertei lung P bzw. Q war. 
Es gilt also nach Satz 1 fü r eine beliebige konvexe Funkt ion f(u) 
(69) LZj(PinK Q("))^.Jf /(P("+m) . Q<"+m)) . 
I s t ^f(ph), Q(D) < 4 - 0 0 , so folgt aus (69) (mit der Wahl m = 1 > 
und aus (35), daß die Größen ^ ( P ' k Q , n )) für n °° einen endlichen Grenz-
wert haben, und infolge dessen 
(70) ,yf(p{"\ q(n)) — ß/f(p(n+m\ Q ( "+ m >) ->0 f ü r n —> со 
— gleichmäßig in m — gilt. 
Aus (70) folgt nach Satz 2' — falls die Funktion f(u) die Voraussetzungen 
dieses Satzes erfül l t — die Beziehung 
(71) lim V Ktm = Ui,j): 
n (íj)ín',,.,„ 1 
рф p(p+m)  
дф q(p+m) 
f ü r jedes e > 0. 
Als Anwendung der Ergebnisse der vorliegenden Arbeit wollen wir 
nun auf Grund von (71) den Markoffschen Satz beweisen, daß jede homogene 
Markoffsche Ke t t e mit endlich vielen möglichen Zuständen n, f ü r die es ein 
mü und j0 mit рфф > 0 (i = 1, 2 IV) gibt, ergodisch ist. 
Wählen wir also eine beliebige in (0, -j- °o) def inier te zweimal differenzier-
bare Funktion f(u) mit 
(39') inf f"(u) > 0 fü r jede 0 < a < f e < + oo 
a<u<b 
u n d /(0) = lim f(u) < -j-00. Wählen wir ferner etwa Q ( 1 ) = — , — , . . . — 
u-^+o j [ n n n 
Dann ist die Endlichkeit von f ?G(P ( k Q ( 1 )) für he iebige Anfangsverteilung 
P (1 ) gesichert, also gilt — nach den oben Gesagten — die Beziehung (71). 
Setzen wir Kn(e) = i : дф > — 1 und 
n 1 
(72) (1 = min pf„o) > 0 
1 
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D a n n muß nach (71) für jedes г € kn(e) und genügend großes n (г, /„) € nrn m , 
d . h . 
(73) \p(n) gfi+m«) _
 q(n) p(ji+m0)j ^ eg(n) q{n+m0) f ü r { ç 
ge l t en , woraus d u r c h Summieren 
(74) \qf+m°) 2 M n ) — pft+mo) 2 ф"]\ ^ i+/!n + m o ) 2 < eqf+mo) 
i€K„(0 i4K„(Í) 0 / € к,m) 
fo lg t . Hier besteht nach der Def in i t ion von Кn(e) 
(75) 2 <7("' > 1 — e ; 
i€K„(<0 
u m auch p H abschätzen zu können, multiplizieren wir (73) durch 
i€K„(0 
pH'" und summieren nach i; d a d u r c h ergibt sich 
I
 n(.n+m0) V n(n) 7)(rn0) rt(n + m0) "V „WJmo)! < 
У/о -s- ' ' ' i/o /70 ÏI /7уо = 
<
 £q(n+m„) X' g(n) p(m0) ^ £(/n+mo)j2 
und hieraus — benützend (68) — 
( 7 6 ) l / h + mo) j y p H p H 0 ) p(n + m„) g(n) p(n + m0)\ < е ( / . л + то))2 
Aus (76) folgt nach der Defini t ion von Kn(e) und nach (6 21 
77 
> ,,(") „(m0) 
У » H < < _L
 0(n + mo) 
/ Â ) d - ^ Do d 
Berücksichtigt man (75) u n d (77), so erhäl t man aus (74) 
(78) - p#+m»>| ^
 £ ( 7 } ™ > + [p#+mo> + ($+m«>)2] i -
I ерф+^о) < 2 1 4 - -//o - ^
 d e . 
Auf Grund von (78) und (73) sieht man gleich, indem man auch die aus 
(68) u n d (72) folgende Beziehung y H = ^ berücksichtigt , daß | p H — ç H 
hei genügend großem n für jedes г e Kn(e) , ,klein" sein muß. Dasselbe gilt 
abe r offenbar — vgl. (77) — auch f ü r i К
п
(Е). Dadurch ist die Limesrelation 
(79) lim j p H — <jH| == 0 ( i = 1, 2, . . . , n) 
n— О 
fü r Q ( 0 = — , , . . . , und beliebiges P (1 ) bewiesen, woraus aber ihre 
n n A j 
Gül t igke i t für beliebige P(1> und Q ( | ) folgt. 
Es sei nun P ( l ) eine beliebige Anfangsvertei lung und setzen wir Q<1) = 
P<2>; dann gilt Q<"> = P("+»> u n d (79) ergibt 
(80) lim | p H - p ( " + O | = 0 ( i = l , 2 , •• - , n). 
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Wählen wir also eine Folge nv n2, . . . von natürl ichen Zahlen d e r a r t , 
daß jede der Folgen (г = 1, 2, . . ., W) konvergent ist: p f —> p 
(i = 1 , 2 , . . . , N), so muß P - (pv p2, . . ., pN) nach (80) eine stationäre Ver-
teilung der betrachteten Markoffschen K e t t e sein, und aus (79) folgt, i ndem 
man nun P(1> = P setzt, daß die Verteilung Q(n> für n —>- °° bei beliebiger 
Anfangsverteilung Q ( , ) gegen diese stat ionäre Verteilung P strebt. 
Setzt man insbesondere q (p — * ^ ? 
0 sonst 
so ergibt sich 
(81) lim p($ = pk f ( j r je(Je { und k, 
also die Ergodizi tät der bet rachte ten Markoffschen Ket te . 
Bemerkung. Die Homogeni tä t der Markoffschen K e t t e wurde erst beim 
Beweis der Existenz einer stationären Verteilung benutzt . Also ist die Beziehung (79) auch für jede inhomogene Markoff sehe Kette bewiesen, für welche die Voraus-
setzung (72) gültig ist (wobei nun /n(1 und j0 sowie die Ubergangswahrschein-
lichkeiten p f = (n) selbst von dem Ausgangszeitpunkt n abhängen 
dürfen, die Zahlen d(n) — inf p\jlf (n) aber eine positive untere Grenze 
haben sollen.) 
F ü h r t man den obigen Beweis mit der Wahl f(u) = « l o g « durch, so 
kann sie als ein rein informationstheoretischer Beweis angesehen werden, 
indem dann im Beweis nur Eigenschaften der relativen Information (von 
Ordnung 1) 7(P Q) benützt werden. 
Die oben benützte Methode scheint nicht nur für den Beweis der Ergodi-
zität von Markoffschen Ket ten , sondern auch fü r den Beweis von anderen 
Grenzverteilungssätzen geeignet zu sein. Da die Ungleichung (13) nicht n u r 
für Wahrscheinlichkeitsmaße, sondern auch fü r best immte rr-endliche Maße 
gültig ist (vgl. Satz 3) kann man erwarten, daß mit Hilfe der in diesem Parag-
raphen angewandten Methode — nach entsprechender Verallgemeinerung 
von Satz 2 bzw. 2' — auch manche Sätze bezüglich nicht normierbaren beding-
ten Verteilungen (vgl. |8]) beweisbar werden. 
(Eingegangen: lß. J anua r , 1963.) 
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Для некаторой выпуклой функции f(u) и для вероятностных мер Р и 
Q u a некотором измеримом пространстве (A, Sx) мы обозначим через J7f(P, Q) 
Г v 
величину qf — X(dx) где р и q — плотности мер Р и Q относящиеся к а-
• ' я 
X 
конечной мере Я на (X,Sx). Д7ДР, Q) является обобщением понятия относи-
тельной информации (энтропии), так к а к в случае /(м) = «log« мы имеем 
J T / P , Q) = 7 (P | |Q) = / / Q (P) . 
Если мы толкуем Р и Q как распределения сигналов при входе канала 
(A, Y, v(- j х)), происходящих из двух различных источников, тогда распре-
деления Р и Q выходных сигналов получаются формулами Р(Е) 
= j v(E I x) P(dx), Q (E) = J' v(E | x) Q (dx). 
X X 
В настоящей работе доказывается,что ,J f(P. Q) ^ ,7}{Р- О)(теорема 1), 
кроме того даны условие равенства Q) = JT/(P- Q) и его применения 
к некоторым частным случаям а также одна оценка в случае малости раз-
ности ЕЯДР, Q ) — ,7}(Р- Q) (дополнение к теореме 1, теоремы 2 и 2'). Теорема 1 
обобщается и для с-конечных мер (теорема 3). 
В качестве применения результатов статьи в § 3 автор дает теоретико-
информационное доказательство эргодичности некоторых цепей Маркова; 
при этом он не пользуется соображениями теории матриц. Доказательство 
такого характера дается здесь впервые. 
ON THE FUNDAMENTAL FREQUENCIES OF TWO AND THREE 
DIMENSIONAL MEMBRANES 
by 
E . M A K A I 
1. Introduction 
Let A(G) denote t he f i rs t eigenvalue (square of the fundamenta l f requency) 
of a s imply or doubly connected two dimensional domain (membrane) G fixed 
along i ts whole boundary. Let A be t he area of G and L its perimeter. (L is the 
measure of two disconnected point sets if G is ring-shaped.) G . P Ó L Y A has 
recently shown [4] t h a t 
Another theorem, found by L. E. P A Y N E and H. E. W E I N B E R G E R [3] 
states t h e following. L e t G be a two dimensional membrane fixed on its exterior 
boundary curve Cn. This membrane is permi t ted to have holes bounded b y the 
interior bounding curves Cv C2, . . . along which it is free. Among all such 
membranes with given area A and given length L of C0 t he highest fundamen ta l 
f requency is attained when G is bounded by two concentric circles f ixed along 
the per imeter of the outer circle, free along the perimeter of the inner circle. 
In case of those domains where both theorems may be applied, i.e. when 
G is f ixed along its whole boundary and is simply connected, the theorem of 
P A Y N E — W E I N B E R G E R yields a sharper appraisal than t h a t of P Ó L Y A . 
In this paper we deal with the following two questions. 
1. Is P Ó L Y A ' S theorem capable of an extension to multiply connected 
two dimensional domains? 
2. Does a th ree dimensional analogon of the theorem of P A Y N E — 
W E I N B E R G E R exist? 
The second problem is not trivial since the principal tool of P A Y N E and 
W E I N B E R G E R is an inequali ty of B . S Z Ő K E F A L V I - N A G Y [ 5 ] 1 between areas and 
per imeters of plain poin t sets the three dimensional analogon of which is not 
true. 
Our results are as follows. 
1
 I n particular they use the fact easily derivable from the result of [5] t h a t if 
L(t) and A (t) are the perimeter and area of the inner parallel domain 0(t) of a given 
simply connected domain G, \G(t) consists of the union of the centers of all open circular 
disks of radii t which lie entirely in G] then the isoperimetric deficit L2(t)— 4nA{t) is 
a nonincreasing function of t. 
109 
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Theorem 1. If A, A, L are the first eigenvalue of the first boundary value problem, area, and whole perimeter, respectively, of a multiply connected two dimensional domain G then there does not exist any positive constant Г for which 
.LY A Г • 
In other words there exists such a sequence Gv G2 Gn of 
multiply connected domains wi th areas Am, per imeters Lm and f irs t eigenvalues 
A ( G M ) , fixed a long their whole (inner and outer ) boundaries, t ha t 
( 1 . 1 ) lim k ( G m ) A 2 m L - 2 = o a 
In Theorems 2 and 3 we consider a three dimensional domain D the outer 
boundary of which will he denoted by S 0 i.e. the points of the surface S 0 
can be connected with infinity by paths lying entirely outside of D. The domain 
D may have holes in it hounded by the surfaces Sv S2, . . . Fur ther we prescribe 
t h a t Su be convex. We denote hy V, S) t h e set of all these domains with 
given volume V and area 8 of the outer surface S0. (We suppose, of course, 
t h a t iS';! 30 тт. F2 .) Let Dv s be tha t uniquely determined part icular element 
of S"(V, S) which is bounded hy two concentric spherical surfaces the area 
of the outer surface being S. 
We consider the first eigenvalue A(D) of a domain D € .+( V, S) f ixed 
along its outer boundary S0 and free on t h e inner boundaries Sv S2, . . . (in 
case these l a t t e r exist) and s ta te the following two theorems. 
Theorem 2. Among all three dimensional domains with a given volume V and given area S of their outer surface (where the outer surface is convex) the 
spherical symmetric one, bounded by two concentric spherical surfaces, has the greatest first eigenvalue: 
if D € 7{V, S). ( 1 . 2 ) A ( D )
 Á A ( Z ) V I S ) 
Theorem 3. With the same assumptions as in Theorem 2 
; i .3) A ( D ) ^ hl 2 
2 V 
if DtS»(V,S) 
Incidentally Theorem 2 yields a sharper estimation, t han Theorem 3, 
v e t in Theorem 3 the constant я/2 cannot be replaced by a less one. 
Theorems 2 and 3 require the convexity of the outer bounding surface S
 0 whereas in t h e theorems of P A Y N E — W E I N B E R G E R and P Ó L Y A no analogous 
restriction is necessary. It will be shown by w a y of an example t ha t this restric-
t ion arises no t f rom the d i f ferent way of proof we use here as contrasted to 
t h a t of P A Y N E and W E I N B E R G E R . This example which is based on Theorem 1  
shows that Theorems 2 and 3 are not valid even for simply connected, no t 
necessarilv convex three dimensional domains. 
2. Annular membranes 
We begin b y considering two dimensional membranes bounded by two 
concentric circles of radii a and ß {a<ß) f ixed along the periphery of the inner 
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circle and free along the periphery of the outer circle. We denote by / (« , ß) 
the corresponding f i rs t eigenvalue: 
2л fl 
(2.1) Ца, ß) = min 
u(r,<p) J Эм 2 ^ 1 jdu)2  3r r2 \d(f 
2л ß 





(u(a, <p) =0, и, du/dr, dußöcp c o n t i n u o u s in a^g. r ß, 0 ^ у ^ 2rr) o r b y а 
known proper ty of circular symmetric domains 
(2.2) Ца, ß) = min f [/ '(r)]2 rdr / {[f(r)]2 rdr 
f(r) a 
(/(a) = 0, /(r) , / ' ( r ) continuous i n a ^ r ^ ß). 
If now the first eigenvalue is 1, then it is known tha t the first eigenfunc-
tion is of the form 
M0(r) = J0(r) + k \
 0(r) 
or, exceptionally, of t he form Y0(r) where 
am = 2 ' п ! 
and 
Y„(г) = 2 









are Bessel functions of order 0 and of f i rs t and second kind, respectively;2  
y is t h e constant of E U L E R — M A S O H E R O N I and к is an appropriate constant . 
The function M „(г) satisfies the boundary conditions 
ад = о , M'0(ß) = о 
and it vanishes nowhere in the interval a < r < ß. 
Fur the r it is known that if 
where 
Ml{r)=J1(r) + kY1(r) 
and 
2"+ 1 
Yi(r) = 2 I у + log — Ji(r) 
2 ( - G" r 21+1 n\(n + 1)! 2 2 2 2 n + 1 
2
 The notations are the same as in W A T S O N : Theory of Bessel functions, 2nd ed., 
Cambridge, 1952. 
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are Bossel func t ions of order 1 and of first and second kind, respectively, then 
Mi(r) = -M\(r). 
I t is also known t h a t for к > 0 the function M0(r) has a unique root rn(k) 
i n 0 < r < j0 where j0 = 2.40 . . . is the least positive root of J0(r). 
We consider in the following the case when к > 0 and a = r0(k). Then 
it is known t h a t ß = rfk) where rfk) is the least positive root of Mfr) and each 
o the r positive roo t of Mfr) is greater t han jn. I t is known, too, t ha t if A ->0 
t h e n for i = 0, 1 
<2.3) M,(r) < 0 if 0 < r < rfk), Mj(r) > 0 if r,-(k) <r < j0. 
We state now that if к is a sufficiently small positive quantity, then 
I (2.4) r0(k) < 2 exp 2 к and rfk) > 2 ]flc 
Indeed 
Mn 2 exp 
1 \ 




n = 1 




п ! 12 
2 e x p 
1 
1 
2 k + 
= 2 к y j 0 12 exp -
exp 
I 
R 2 e x p — 
2k 
2k) 







2 к I n=i 
» - " / f t 
nv 
1 + 1 
I 2 
T h e series expansions of J , 2 e x p 2k and R 2 exp  2k 
are both of 
t h e type 
with 
m=0 
a„ > ax > ... > am > 0 
a n d since exp —1/(2k) < 1, bo th terms of t he right hand side of (2.5) are 
positive. Hence M 0 (2 exp —1/(2к)) > 0 which in view of (2.3) furnishes the 
f i r s t half of t h e assertion (2.4) 
Further we shall show t h a t Mf 2 jIk) < 0 if к < e' 27 which combined 
with (2.3) yields the second half of the assertion (2.4). For 
where 
m = : i 7 2 + v I Á - 1 
2 -A- n ! ( n 
Mf 2 1 fk) = к [2 (у + log )Гк)\.]\(2 У к) - S(k), 
(-
1 ) ! 
( 1 1 1 
- + - + + 
1 2 n + 
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and b o t h к Jx[ 2 \'k) and S(k) are of t he form 
& 2 ( - i ) n c n v 
n=0 
with 
fо > cxk > c2k2 > ... > cnkn > ... >0 
fu the r у + log Y к < 0. 
Summing up t h e foregoing, we have shown t h a t t o every к between the 
limits 0 and e~2y there exist two quanti t ies r0(k) and rx(k) satisfying the in-
equalit ies (2.4) such t h a t with the notat ion (2.2) 
Á(r0(l), rx(k)) = 1. 
Combining this with t h e elementary relation 
(2.6) Mga,gß) = ±A(a,ß) 
q 




Г1(к)) = [g(k)\2 
3. Construction of a series of membranes of finite areas and perimeters 
and of fundamental frequencies tending to infinity 
Consider the following mult iply connected two dimensional domain 
Gm. Of the square domain 0 ^ x, y 1 with per iphery C0 we cut ou t m2 
square domains of sides 2 p(m). (Of t he quant i ty 2p(m) < 1/m we shall dispose 
later.) The sides of the li t t le squares are parallel to the x and у axes, respectively, 
and t h e centres of t h e m are in the points 
1 1 1
 ( Í 1 2 то 2 (», j = 1, 2, . . . , m ) . 
The peripheries of these square domains will be denoted by 0V C2, . . ., Cm2. 
(Cf. Fig. 1. where m = 3 and the poin t sets C 0 , C V . . . Cm , are drawn with 
full lines.) 
The total per iphery and area of this domain are 
(3.1) I m = 4 + 8m ! j ) (m) 
and 
(3.2) d m = l - 4 m 2 [ p H ] 2 
respectively. 
We denote by A(Gm) the f i r s t eigenvalue of t he membrane Gm with 
fixed boundaries: 
(3.3) A(Gm) = min J j grad2 a da / J \u2da 
" G „ 'Cm 
ш' (u, du[dx, du\dy continuous on Gm, u(P) = 0 if P € U Of.) 
i = 0 
8 A Matematikai Kutató Intc'zet Közleményei VII I . A/] —2. 
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We omit now the fixed ou te r boundary С 0 and introduce the notation 
X'(Gm) = min I \ grad2 и dal f J и2 da 
" Cm Gm 
m• 
(и, dujdx, dujdy continuous on Gm, u(P) = 0 if P € U G,-) Obviously 
(3.4) X(Gm)^X'lGm) 
as t he boundary C 0 is in the second case a free boundary. 
Now we cut up the domain Gm along the dot ted lines of Fig. 1., i .e. 
along the straight lines 
i i г i 
у = •— ; x = •— ; y = x + — ,y = x: x + y= \+ — , x + у = \ d
 m m, a m а а m у 
(г = 1 , 2 , . . . , m - l ) . 
T h e totali ty of t h e intersections of the points a t these s t raight lines with Gm 
N r I » / > / 
A ! H и 
' \ • I \ 
ч / I \ • 
A i A i A 
' ч I / \ t • 4 
-X -X  
И ! Д ! A 4
 A-
Fig. 1. 
will be denoted b y ym. We consider now the f i rs t eigenvalue of this dissected 
membrane consisting of 4 m2 congruent trapezoids, i.e. 
X"(Gm) = min I I grad2 и do/ f f u2da 
" cm gm (и, dujdx, 3ujdy continuous in Gm except possibly at the points of ym, u(P) — 0 
ml 
if P € U G,-.) Again we have 
(3.5) ' X"(Gm) ^ X'(Gm). 
I f we denote b y X(Tm) t he f i r s t eigenvalue of the trapezoid Tm = ABCD (AB II CD, AB = 1/m = 2 q, CD = 2 p(m) = 2 p, -fCAB = < DBA = 45°, 
cf r . Fig. 2.) f ixed a t the side CD and freely vibrat ing at i ts other sides t h e n 
b y a known theorem 
(3.6) X"(Gm) = X(Tm) = mm \ J grad2 и dÇdy / J J u4 £ dy 




w i t h и, 3м/3|, dujdrj continuous in Tm, u(p, rj) = 0. 
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We sta te now t h a t 
MTm) è A(f2 p, ]/2 <?) 
where X(a, ß) has the same meaning as in Section 2. Indeed for every func t ion 
м(£, rj) def ined on the t rapezoid Tm and satisfying the conditions 
(3.7) du du ,. _ и, — , — continuous on Im, u(p, rj) = 0 
9 r dcp 












_ iL P 
4 cos <p 
'duV 1 






) J dcp j u2rdr 
iL P 
4 cos? 
F u r t h e r we have f r o m (2.2) and (2.6) t h a t 
cq ,r- cq 
m (3.9) j f'2(r) rdr è ^-j2 Я(/2 p, j/2g) J /2(r) rdr 
cp cp 
i f f ( c p ) = 0 , / ( r ) and / ' ( r ) a re continuous in cp W r Ok cq. Now for every func t ion 
и satisfying the conditions (3.7) we have by (3.9) t ha t 
J * J [ |9м|2 9r r2 du\2 ад J 
g 
COS I) 




^ j dg5(J/2cos95)2A(]/2p, | /2g) J M2rdr ^ X(\[2 p, / 2 y) j J M2rdr. 
p 
COS (p iL p 4 COS 9 
8* 
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Comparing t h i s with inequal i ty (3.8) we conclude, tha t 
k(Tm) ^  A(pp, ][2q) 
and by (3.4), (3.5), (3.6) 
(3.10) A(Gm) ^ Я(|/2 p, f 2 q) = A Ü 2 р(т), ]f2 m 
Now w e dispose of t h e function p(m) and of the quanti t ies к and o(k) 
introduced in Section 2. W e choose 
, ][2 p(m) = Q(k) r0(k) (3.11) k = Q ( k ) r i ( k ) = - ä = — 
2 m \2 m 
and have for t h e eigenvalues ?.(Gm) by (3.10), (2.7) and (2.4) t ha t 
wm) к Я ]f 2 p(m), —=—I = )/ 2 m} [Q(k)f 
[1f2mr1(k)f> ]Г2т-2 1 2m = 4 m 
which shows t h a t the sequence 
A(G2), A(G3), 
diverges to 
F u r t h e r one has 
p(m) =
 Q(k) r0(k) = - L e(4) r # ) • 




-- . . g—тп . 
у 2 У 2m 
У2m : 
У 2m 
by (3.11) a n d (2.4). Hence (cf. (3.1) and (3.2)) 
lim Lm = 4 + 25'2 lim m3l2e~m = 4 , 
lim Am =1 — 2 lim me~m = 1 
and so (1.1) is established for the particular series of domains G2, G3, . . . G„ 
4. A geometrical lemma 
For proving Theorem 2 we consider a connected three dimensional 
domain D of volume V and of convex ou te r surface S0. The domain may have 
holes in i t bounded by t h e surfaces Sv S2, . . . 
We consider fur ther t h e simply connected convex domain D of volume 
V and of surface area S bounded by S0. I t s inner parallel domains D(t) are 
defined as t h e set of the centres of all open spheres of radii t lying entirely in D. 
Here t is a n y number between 0 and r,, t he radius of the greatest sphere 
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inscribed in D. The volumes and surfaces of t h e domains D(t) (and their respect-
ive measures) will he denoted by V(t) and S (I), respectively, and we state t h a t 
the difference 
(4.1) A(t) = S(t)Y 3 V(t) 
4 л J 4л 
corresponding to the isoperimetric deficit in footnote 1 is a non-increasing function of t. 
The funct ions A(t), V{t) and 8(1) are def ined and continuous for 0 ^ t ^ rt 
and have a r ight derivative in 0 t < r,. [1, p. 62.]. So for showing the s ta te -





 = + ^  ~ f ^ 0 (4л)3!2 2 4л 
(0 ^ t < rt) where the pr imes denote right hand derivatives, or as —F'(Z) = 
= S(t) [1, formula 80] 
/i71?(i) ^  - —S'(t). 
This however is true, since from the convexity of D follows the convexity 
of D(t), [1, p . 17] and if M(t) denotes the Minkowski cons tan t of the convex 
domain D(t) t hen 
/4x/g(i) 5 M(t) and M(t)£ — —S'(t) 
[1, formulae (70) and (79b)]. 
We need now the inequal i ty 




s f _ 
4л) p ' l 4л Lsixzm 4л 
If we denote by V(t) and S(t) those port ions of V(t) and 8(t) which lie in 
D(t), then we have 
S(t) ^  8(t) and V - V(t) ^ F - V(t) 
S I2 [ в 
4л) 1 Ал 1 
and (4.3) implies 
(4.4) 
or with the notat ion 
(4.5) 
(4.6) 
Here the sign of equality is valid, if D is t he domain Dv s bounded by t w o 
concentric spheres and S is t h e surface of t h e outer sphere. 
V - V(t) 
4л 
t = V — V(t), 
[S(t)]3/2 ^  S3'2 - 3 /47 т. 
1 1 8 MAKAI 
5. Proof ot Theorems 2 and 3 
I n t h e foregoing section we let to every point P inside or on the convex 
surface S0 correspond a n u m b e r t = t(P), i ts shortest d is tance from S0. I f S0 
is a polyhedra l surface, t h e function t(P) is continuous and piecewise conti-
nuously differentiable. The discontinuities of the derivat ives are s i tuated 
on planes whose points a re equally d i s t an t f rom two planes of the polyhedral 
surface S0. 
In t h i s section we res t r ic t ourselves to the subset <5^(F, S) of , S) 
consisting (a) of all those elements of , S) whose ou te r surface is poly-
hedral, (b) of the spherical symmetric element Dv s £ V, S) and prove 
formulae (1.2) and (1.3) only in the case when D € , S). 
In th i s case a simple geometrical consideration shows tha t g rad t(P) 
is piecewise continuous in D and 
(5.1) j grad t{P) I = 1 
save for a po in t set of three dimensional measure 0. 
The f i r s t eigenvalue À(D) belonging to the eigenvalue problem deal t 
with in Theorems 2 and 3 is defined by 
A(Z>) = min j f j g r a d 2 и d V\J f j u2dV 
u
 ~D ' D 
(u continuous, its first par t ical derivatives piecewise continuous in D, и — 0 
on SQ.) 
If we restrict ourselves to continuous functions и = f(t) only, where 
t = t(P), / ( 0 ) = 0, f'(t) is piecewise continuous, then 
(5.2) X{D) ^ min J J J grad2 f(t) d F/ J J j f2{t)dV = X'(D). 
/(') 'ó ' D 
The sign arises from the fac t tha t the set of the funct ions f(t) form a subset 
of the func t ions и admi t ted to variation. Note that t h e sign of equal i ty is 
valid in (5.2) in the case when D = Dv s since the f i r s t eigenfunction is in 
this case of the form 
sin ^ ( r j — r) sin pt 
vr = 7 t ^ t ' 
where r — r(P) is the dis tance of the var iable point P f r o m the common cent re 
of the bounding spherical surfaces. 
Since f(t) and grad2 f(t) are constant (if defined) along the inner parallel 
surfaces of D we may wri te in view of (5.1) 
f P(t)S(t)dt 
(5.3) A'(Z)) = min Ар . 
m
 f 'f2(t)S(t)dt 
о 
We in t roduce now the new variable 
r = F - V(t) 
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for which we have dr = S(t)dt. If we wri te / ( i ) = g(x) t hen (5.3) is t ransformed 
into 
( 5 . 4 ) 
I dg dr [S(t)]2dr X'(D) = min -5-
g(T)
 j" Í 9 ( r ) fd r 
[gr(0) = 0, g(r) continuous, g'(r) piecewise continuous.] 
Again we may wri te in view of (4.6) that 
(5.5) 5 X'(D) < min 0 
г(0 
v>dg)2 
dr '[^3/2 _ 3 y^nrypdr 
j" [g(r)fdr 
= X"(D). 
Note t h a t the sign of equali ty is again valid in the case if D = Dv s, fur ther 
tha t the r ight hand side of (5.5) depends only on S and V but on no other 
data of t he domain D. 
Summing up we have 
1(D) ^ X'(D) ^ А"(Я) 
and X(D) = X"(D) if D = Dv s, hence 
X(D) ^ X(DV<S) 
which is t h e content of Theorem 2 in our particular case. 
To obtain Theorem 3 we start wi th (5.5) and write 
W 2 
л I dr ( 5 . 6 ) X"(D) g min S2 — dr = S2 
sir) j [g(r)]2dr 
л 
2V 
[2, p. 1 8 4 . ] This reasoning is the same as PÓLYA'S in t he two dimensional case. 
The constant ?r/2 cannot be improved in the inequality 
m g (л A 2 2 V , 
since in t h e case of an infinite rectangular slab of edges a, b, с with a and b 
tending to infinity 
Х(Б) = л2 - L + i + i . 
a2 b2 c2 
S )2 
2 V 
6. Proof of Theorems 2 and 3 (continued) 
We proceed now to the proof of Theorems 2 and 3 for an arbi t rary three 
dimensional domain D £ , S). Since S0 is convex we can always f ind a 
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series of s imply connected domains {D®}> 7 = 1 , 2 , . . w i th volumes and 
surfaces F®, N®, respectively, fulfilling the following requirements: 
Z>® ë + ^ F ® , S®), G 7 > ® = Д lim F ( , ) = F, lim = S . 
Now A(D) ^ A(Z)®) for I P I Q D , fur ther A(Z)®) ^ А(2)у®, s») and since A(Dvw) s») —>• A(DV S) we have t h e statement of Theorem 2: 
A(D) ^ lim A(D®) < lim A(DV«>, s"») = + » v , s ) -
Since b y (5.6) 
„/тл ч (л S \2 
Theorem 3 is also proved. 
7. Impossibility of the extension of Theorems 2 and 3 to nonconvex 
domains 
I t will be shown now t h a t Theorems 2 and 3 are not val id without t h e 
assumption of t h e convexity of S 0 even in the case of simply connected domains 
containing no holes. 
For this purpose we shall construct a series {Dm} {m = 1, 2, . . .) of 
simply connected three dimensional domains with surface areas and volumes 
Sm and Vm respectively, for which 
• S~2 F2, — o o if m ^ » 
where I{Dm) is the first eigenvalue of the f i r s t boundary value problem of 
t h e domain Dm: 
A(Dm) = min JJJ grad2 и d V/ f j'j' u2dV 
и ű„ ' Dm 
(и continuous, dujdx, dujdy, dujdz piecewise continuous in Dm, u = 0 on t h e 
whole surface of Dm.) This involves tha t t h e appraisal (1.3) of Theorem 3, 
hence the sha rpe r estimation of Theorem 2, too, are not t rue , for at leas t 
one domain Dm. 
We cons t ruc t the domains Dm as follows. We take a cube of unit vo lume 
t h e coordinates of its points satisfying t he inequalities 0 ^ x, y, z ^ 1. 
From th i s cube we cut ou t m2 parallelepipeds of height 1 the bases of 
which are squares of sides 2p{m) so that each horizontal cut of the body shows 
t h e pattern of Fig . 1. We now dissect this body by the horizontal plane z = 1/2 
and move t h e upper half in t h e direction of t h e vector [—1, —1, 0] by a quan-
t i t y 3p(m). I f m > m0, where m 0 is an appropr ia te integer, t h e resulting b o d y 
Dm will be s imply connected (See Fig. 3 for t he case m = 2.) 
The surface of Dm may be divided in two parts. The f i r s t part , say S'm, 
which is an open point set, consists of all those points of t h e surface t h e г 
coordinates of which are e i ther 0 or 1 and where the normal is vertical. T h e 
second part , t h e closed point set S^ consists of all the o the r points of t h e 
surface of D m . 
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We define now 
Xx(Dm) = min J J J grad 2 v d F / J f J v2 d V 
V
 Dm 'Dm (v continuous, dvldx, dv/dy, 9v/dz piecewise continuous in Dm, u = 0 on S"m.) 
Obviously 
(7.1) k(dm) ^ 4dm). 
Fur the r if 
к (dm) = min 
Fig. 3. 
dx 3 у) dV /j'JJtPdF 
Dm Dm 
where v is subject to t he same restrictions as above, t h e n 
(7-2) X 2 (B m )^X x (D m ) . 
Now if pz is the set of points the t h i rd coordinates of which are z, then 
we may wri te 
(7.3) X2(Dm) = min j dz j*J 
0 PzflDm И 
1 
dx dy / j dz j j v2 dx dy . 
0 ftflf. 
But for a n y fixed z and a n y function v satisfying the cont inui ty and boundary 








dx y X(Gm) j j" v2dxdy 
Pt О Dm 
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where A(Gm) has the same meaning as in section 3. Integrating the last inequal-
i t y in 0 ^ 2 ^ 1 we conclude t h a t 
<7.5) J 2 + !Эг>)2  19 У. ! dz 0 p,nD, 
which shows in connection wi th (7.3) tha t 
X2(Dm) ^  A(Gm) . 
~\dxdy ^ A(Gm)J dz j j v2dxdy 
0 pzr\Dm 
Summing up we have 
and as 
A(DJ ^ W m ) 
> lm 
V A 
' m -"m 
where Lm and Am have the same meaning as in section 3 we infer tha t 
KDm) S 2 "m 





L m 2 
= oo , 
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ОСНОВНОЙ ТОН ДВУХ- И ТРЕХМЕРНЫХ МЕМБРАН 
E. MAKAI 
Резюме 
Пусть G связная плоская область, А — ее площадь и L — суммарная 
длина граничных кривых. Рассмотрим первое собственное значение той 
мембраны, которая закреплена вдоль границы области G. P Ó L Y A доказал, 
что если G не более чем двухсвязная область, тогда Я ^ п ^ 
2 А 
. В первой 
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части статьи автор доказывает, что неравенство P Ó L Y A нельзя распрост-
ранить на многосвязные области, даже если константа л/2 замечается другой 
константой г, величина которой заранее не ограничивается. 
Пусть d — многосвязная пространственная область, ограниченная вы-
пуклой поверхностью 8 0 , внутри которой находятся и остальные ограничи-
вающие d поверхности и пусть v — ее объем и 8 — ее внешняя поверхность. 
Основной тон трехмерной мембраны закрепленной по поверхности 8 0 — не 
более, чем основной тон трехмерной мембраны ограниченной двумя концент-
рическими шарами, закрепленной по внешнему шару и объем которой равен 
v и внешняя поверхность (поверхность внешнего шара) которой равна s. 





Die vorliegende Arbeit e n t h ä l t die Be t rach tung des folgenden I r r fahr t s -
problems: Es seinen £v | 2 , . . ., £„, . . . unabhängige zufällige Variablen mi t 
derselben Vertei lung P( | ( = k) = pk, (к = 0, 1, 2, . . .). Der wandernde P u n k t 
be f inde sich im Zei tpunkt t = 0 im Punk te Null , und im ers ten Schrit t gelange 
er im P u n k t der Zahlengerade. Die folgenden Schritte des wandernden 
P u n k t e s seien folgendermassen angegeben: ist er nach dem (n — l)-ten Schr i t t 
i m Punk t e k, so gelange er im те-ten Schritt in den P u n k t | к — | n |, (k = 0, 
1, 2, . . .). Mit anderen Wor ten soll der wandernde P u n k t immer Schri t te 
in die Richtung der Nullpunktes von Länge f„ machen, abe r derar t , als ob 
sich im Ursprung eine spiegelnde Wand bef inde . 
Im folgenden wird of t bequemer sein m i t einem anderen , dem vorigen 
äquivalenten Modell zu arbei ten (dies wird das »zweiseitige« Modell genann t 
werden, um es v o m vorigen, »spiegelnden« Modell zu unterscheiden). Dieses 
Modell ents teht aus dem vorigen durch Weglassen der spiegelnden Wand im 
Ursprung: be f inde t sich also d e r wandernde P u n k t im (n—l)-ten Schr i t t 
im Punk t e к, so gelangt er im Sinne des zweiseitigen Modells im та-ten Schr i t t 
in den P u n k t к — | n bzw. к + £„, je nachdem k 2z 0 oder к < 0 gilt. Wollen 
wir in den folgenden das zweiseitige Modell benützen , so werden wir es immer 
ausdrücklich sagen, andernfalls soll man an das spiegelnde Modell denken. 
Das eben beschriebene Modell s t ammt von einem — bisher ungelösten 
— Problem von A. RÉNYI. Dieses Problem leu te t folgendermassen: zerlegen 
wir die Menge de r ganzen Zahlen in zwei d i s junkte Teilmengen A und B, 
u n d der sich nach dem (n — l ) - t en Schritte im P u n k t e к be f indende wandernde 
P u n k t schreite in к — f„ bzw. in к -f £n je nachdem к € A oder к € В g i l t ; 
bei welcher W a h l von A und в wird der Erwar tungswer t d e r Zeit während 
d e r der wandernde Punk t zue r s t in den Ursprung wiederkehr t minimal? 
Mi t anderen W o r t e n : falls man abhängig vom Befindungsort des wandernden 
P u n k t e s entscheiden dar, in welcher Richtung der folgende Schri t t erfolgen 
soll, bei welcher Strategie wird die mittlere Zeit des Wiederkehrens des wandern-
den Punktes a m kleinsten. 
Der obige »zweiseitige« Modell entspr icht der Wahl А = {0, 1, 2, . . .} 
в = {—1, —2, . . .} und wir werden die mi t t l e re Zeit des Wiederkehrens 
in diesem Falle berechnen. 
Das in des vorliegende Arbe i t be t rach te te Problem k a n n ausser seinem 
theoret ischen Interesse und Schönhei t auch aus praktischem Hinsicht nützl ich 
sein, da derar t ige Probleme a u c h bei bes t immten regelungstechnischen Metho-
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den auf t re ten . Kann nämlich bei der Kontrol le eines Systems nur die Rich tung 
nicht aber die Grösse — des etwaigen Fehlers beobachte t werden, erfolgt also 
die Korrekt ion in der beobachteten Richtung durch eine zufällig gewählte 
Grösse so kann die Si tuat ion durch unseren zweiseitigen Modell beschreiben 
werden. Die Verteilung der Korrektion | n kann dann im allgemeinen auch stetig 
sein, welcher Fall in § 4 betrachtet wird. 
§ 2 enthäl t die Lösung des gestellten Problems sowie die Berechnung 
der Grenz Verteilung des wandernden P u n k t e s für den Fall M = M( | „ ) < 0 0 . 
In § 3 wird bewiesen, dass diese Voraussetzung fü r die Existenz der Grenz-
verteilung nicht nur hinreichend sondern auch notwendig ist. In § 4 werden 
manche weiteren Probleme erwähnt. 
§ 2. Der Fall M(f„) < + °° 
I m folgenden wird stets vorausgesetzt, dass der grösste gemeinsame Teiler 
der Zahlen le mit pk > 0 gleich 1 ist. Geht die I r r fahr t aus dem Nul lpunkt aus 
— und wir beschäftigen uns nur mit diesem Fall, was aber keinen wesentlichen 
Unterschied im Vergleich mit dem allgemeinen Fall bedeute t — so stel l t die 
obige Voraussetzung keine Beschränkung der Allgemeinheit dar. I s t nämlich 
der obige grösste gemeinsame Teiler gleich d, so f i nde t die I r r fahr t auf den 
Punk ten Id (l = 0, 1, . . .) s ta t t und das Erfülltsein der obigen Voraussetzung 
kann erreicht werden, indem man die Zustände einfach umnumerier t . 
Vor allem beweisen wir zwei Hilfssätze. 
Hilfssatz 1. Das Irrfahrtsproblem stellt eine irreduzible Markoff sehe 
Kette dar. Die erreichbaren Zustände sind die folgenden: 0, 1, 2, ..., a, 
а = max {1c : pk > 0}; ist a = + so ist jeder der Zustände 0, 1, 2, . . . 
erreichbar. 
Beweis. Wähle m a n eine so grosse ganze Zahl N , dass bereits die Zahlen 
к aus 0, 1, 2, . . ., N mi t positivem pk den grössten gemeinsamen Teiler 1 haben. 
Diese k-Werte seien mit kv k2, . . ., k, bezeichnet, wobei le, = N vorausgesetzt 
werden darf . 
Nach einem bekann ten zahlentheoretischen Satz k a n n man ganze Zahlen 
av a2, . . ., a, mit 
i 
( Î ) 2 Ч Л = I 
i=1 
f inden. 
Wir beweisen, dass der Ursprung aus jedem P u n k t 0 j < N erreichbar 
ist. Multipliziert man (1) mit j, so ergibt sich 
к 
(2) 2 1 ai k, = j . 
I = 1 
Benützen wir nun das »zweiseitige« Modell; machen wir, ausgegangen von 
j, j ax Schri t te von Länge le, nach links bzw. nach rechts , je nachdem ob das 
Vorzeichen von j ax pozitív, bzw. negat iv ist. Dieses Vorgehen ist aber nicht 
immer ohne weiteres möglich; ist z. B. a x > 0 so k a n n es vorkommen, dass 
man z. B. mit dem zweiten Schritt an den negativen Teil der Zahlengerade 
gelangt, in welchem Falle ein drit ter Schr i t t nach links n ich t möglich ist . Diese 
Schwierigkeit kann mi t Hilfe von einem »Temposchritt« der Länge N behohen 
werden, wodurch man den positiven Teil der Zahlengerade erreicht, von wo 
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m a n wieder nach links schreiten kann. Mit Einschaltung solcher »Tempo-
schritte« kann m a n die /04 Schri t te in der entsprechenden Richtung durch-
f ü h r e n ; nach diesen machen wir ja2 schritte von Länge k2 in der dem Vor-
zeichen von ja2 entsprechenden Richtung — falls nötig, mit Einschaltung von 
»Temposchritte« — u. s. w., am E n d e sollen ja./ Schrit te von Länge k, durch-
g e f ü h r t werden. D a n n wird mit dem letzten Schr i t t notwendigerweise der Ur-
sprung erreicht. Die Irreduzibil i tät der Markoffschen Ke t t e ist dadurch bereits 
bewiesen, da nach den obigen der Ursprung aus jedem vom Ursprung erreich-
ba ren Zustand j erreichbar ist. 
Die zweite Behauptung des Hilfsatzes, also das jeder Zustand 0 < 7' a 
v o m Ursprung erreichbar ist, k a n n mit demselben Gedankengang bewiesen 
werden, nur kann es vorkommen, das man nach dem letzten Schri t t s ta t t / in 
j — N ф 0 gelangt, von wo aber / bereits mi t einem Schritt erreichbar ist. 
Hilfssatz 2. Die betrachtete Markoff sehe Kette ist entweder aperiodisch oder 
hat die Periode zwei. Die notwendige und hinreichende Bedingung für ihre Aperi-
odizität ist die Existenz einer geraden Zahl к mit positivem pk. 
Beweis. Bekanntlicherweise ha t jeder Zus tand einer irreduziblen Markoff-
schen Ket te die gleiche Periode. Da die Wiederkehr in den Ursprung mit zwei 
Schr i t ten immer möglich ist, muss die Periode ein Teiler von zwei sein, womit 
die erste Behauptung bewiesen ist . 
Nehmen wir nun p2ka > 0 (mit irgendwelchem ganzen k0) an; um die 
Aperiodizität der vorliegenden Markoffschen K e t t e zu zeigen, genügt einzu-
sehen das der wandernde Punk t auch mit einer ungeraden Anzahl von Schritten 
in den Ursprung wiederkehren kann , also das der Ursprung aus 2k0 auch mit 
einer geraden Zahl von Schritten erreichbar ist. Der Beweis ver läuf t demselben 
des Hilfssatzes 1 ähnlich. Wähle man die Zahl N derart , dass neben den 
dor t igen Voraussetzungen auch noch V^2Ä: 0gil t . Zu den Zahlen 2k0, kv k2, ...,kr  
(Pki > 0 , i = 1, 2, . . . I] (2k0, kv k2, . . ., к/) = 1) seien die ganze Zahlen 
a0, CL1 a ( bes t immt, dass 
i 
« 0 2 к + 2 ai = 1 , 
d. h . 
i 
(3) 2k0a0- 2k0 -f- 2 2 ai • kt = 2 k0 
1 = 1 
gilt . Führe man die in (3) vorgeschriebene Schrit te — mit den nötigen „Tempo-
schr i t t e " — durch (ebenso wie es bei (2) gemacht wurde). 
Die Zahl der gemachten Schr i t te wird dann gerade sein — da auch eine 
gerade Anzahl von Temposchri t ten nötig ist — wodurch die Erreichbarkeit 
des Ursprungs aus 2kQ mit einer endlichen Anzahl von Schritten also auch die 
Aperiodizität der vorliegenden Markoffschen K e t t e bewiesen ist . Gilt umge-
k e h r t f ü r jede ganze Zahl kp.lk = 0, so hat die Markoffsche K e t t e offenbar 
die Periode zwei. 
Bemerkung. Das eben behandel te Problem f ü h r t zu einer intersssanten 
zahlentheoretischen Aufgabe, wenn man nach der minimalen ungeraden 
Anzahl der Schritte f rag t , mit denen der vom Ursprung ausgehende wandernde 
P u n k t in den Ursprung wiederkehren kann. I m Falle 1 = 1 , wenn also nur 
Schr i t te von Länge 2k 0 und k7 (кл ungerade) möglich sind, ist diese minimale 
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ungerade Anzahl von Schrit ten gleich 2k0 + kv Fü r l ^ 2 ist die Lösung 
unbekann t . 
Satz 1. Im Falle M(f„) = 2^Vk = M < oo ist jeder Zustand der be-
k=0 
trachteten Markoffschen Kette oft wiederkehrend also sind sie wiederkehrende 
Zustände mit endlicher mittlerer Wiederkehrszeit. 
Beweis. Рф bezeichne die Wahrscheinlichkeit da fü r , das sich der wan-
dernde P u n k t nach dem та-ten Schri t t im Punk te к bef indet . Dann gelten offen-
bar die folgenden rekursiven Formeln: 
(4) рф = 2 Pf-vpp 
I = O 
(5) Р Ф = 2 P f - ^ P i + k + 2 P ( r n P j - k ( 4 = 1 , 2 , . . . ) . 
j=0 j=k 
Setzen wir 
(6) QW = 2 Р(Ф • 
fèn 
Ers tens werden wir 
(7) QW < e, wenn N > N0{e) 
beweisen, wobei N0 von n unabhängig ist. Aus (5) erhäl t man durch Summieren 
2 Р(Г1] Í Pk+2Pk 2 Pf1-*. 
J=о k=j + N k = 0 j=k+N 
Daraus ergibt sich für die folgende Abschätzung — mit der Bezeich-
nung Rk = 2 Vi — 
i=k 
(8) QW < PN + 2PkQfcrtf. 
k=0 
Indem man die Ungleichungen der Fo rm (8) ineinander substituiert , erhäl t man 
N + 2PkRk+N + 2 2PkPiQ&~$NÜ 
k =0 k=0 1=0 
g,RN+ 2 Pk Rk +N + 2 2PkPlRk+l+N + k=0 k=0 1=0 
+ 2 2 2pkpipjpk+i+j+n + ••• • 
k = 0 1 = 0 j = 0 
Also, die Glieder mit RN+V zusammenfassend, 
(9) QfP 2 PN+ÁPV + 2 PkPi + 2 PkPiPj +•••)• 
, - 0 FC+/=V k+l+j=v 
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Für die Glieder (9) führen wir neue Bezeichnungen ein: 
u n d 
D a n n gilt 
also 
Af = 2 PhPi, • • • PU 
Ü + . . . + Í * - » 
Bf = 2 РпРы---Рп 
il+... + <»=!• ik> О 
af = 2 b j p f , 
F = 1 
(10) 2 Af = i J B j p f i = — i — i ' B f . 
k-1 k = i ] = \ 1 — Pu 1=1 
Die Grösse ^ RjO hat die folgende Bedeutung: betrachten wir das Irrfahrts-
problem, wenn der wandernde Punk t im тг-ten Schritt u m eine Strecke | „ 
nach rechts geht (im ersten Schritt vom Ursprung aus); dann ist 2* B f 
die Wahrscheinlichkeit dafür, das der wandernde Punkt nach irgendwelchem 
Schri t t in den P u n k t v gelangt. Es gilt also 
( 1 1 ) 2 , B F ^ 1 . 
J= i 
Aus (10) und (11) folgt 
K= I 1 — Po 
u n d infolgedessen aus (9) 
QN Á RN + BN+V 2 Af < R N + 1 — — 2 bn+v . 
V=0 FC=L 1 — Po V=0 
Da die Reihe Rk n a ° h Voraussetzung konvergent ist benützend 2 Bk — M\ 
k=0 k=0 I 
s t rebt für N —у °o ebenso RN wie 2 BN+V nach Null, womit (7) bewiesen ist. 
v=0 
Die Behauptung des Satzes folgt nun folgendermassen: ha t die betrachtete 
Markoffsche K e t t e einen Zustand, der nicht o f t wiederkehrend ist, so kann 
keiner ihrer Zustände oft wiederkehrend sein, also gilt, wie bekannt , P f — 0 
f ü r ix —> °° (lc = 0, 1 , 2 , . . .). Das widerspricht aber der eben bewiesenen Un-
N—I 
gleichung 2 Í P f = 1 — also muss jeder Zustand oft wiederkehrend sein, 
k=0 
w. z. b. w. 
Der folgende Satz sagt e twas mehr, er g ib t die mittlere Wiederkehrszeit 
u n d auch die Grenzverteilung der Markoffschen Ket te an. 
9 A Matematikai Kutató Intézet Kíz'eir.ényei VITT. A/l—2. 
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Satz 2. Auf Grund von Hilfssatz 2 kann entschieden werden ob die Markoff -
sehe Kette aperiodisch oder von der Periode zwei ist. Ist sie aperiodisch, so hat sie 
eine Grenzverteilung und zwar 
(12) P0 = lim = R l 
2 M 
(13) Pj = lim P f = R j + ? J + 1 ( / = 1 , 2 , . . . ) , 
2 M 
also ist die mittlere Zeit des W iederkehrs in den Ursprung 
1 _ 2M 
Hat die Markoffsche Kette die Periode zwei, so gilt 
m I = O , 
lim P<2"> = ^ = — , 
M M 
lim P i p = R ' l k + R i k + i - 2bh±1 ( / = 1 , 2 , . . . ) , 
Л / I L / 
ferner 
P < 2 " + D = 0 
lim Plf+i1* = + R 2 k + 2 = Д г * + 1 + Д ^ + 3 (к = 0, 1, 2, . . . ) . 
M M 
Die mittlere Zeit des W iederkehrs in den Ursprung ist x = 2M. 
Beweis. Bekanntlich ha t jede aperiodische Markoffsche Ke t t e mi t o f t 
wiederkehrenden Zuständen eine Grenzverteilung, welche als die einzige 
Lösung eines (unendlichen) Gleichungssystems darstellbar ist, die in unserem 
Falle — nach (4) und (5) — folgendermassen lautet: 
(14) P0 = 2 PjVj . 
I = O 
(15) Pk = 2 PjPj+k + 2'PjPj-k (/=1,2,...). 
7 = 0 j=k 
Es genügt also zu zeigen, das (12) und (13) eine Lösung dieses Gleichungs-
svstems darstellt und dass 2 P j — 1 gH4> w a s m a n aber durch Einsetzen 
7 = 0 
unmit te lbar verifizieren kann. Z. B. ist das Erfüll tsein von (15) mi t (12) 
und (13) folgendermassen einzusehen: multipliziert man beide Seiten von 
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(15) mit 2M und setzt man (12) und (13) ein, ergibt sich an der rechten Seite 
2 м р
к
 = 2pj+krj + 2 pj+k rj+1 + 2 p j - k r j + 2pj-krj+i =a + b, 
U = 1 1 = 0 j=k j=k 
в = 2 pj-k 2 pi + 2 pj-k 2 pi = 
i=k I = I I=FC Í = I + I 
= 2 (1 - r j h pj+k + 2 ( i - r j pj+k, 
1 = 0 j= 1 
also Aß- В — Rk-\- Rk+1, was mit der l inken Seite übere ins t immt. 
Ähnlicherweise — durch Einsetzen — kann die Behauptung f ü r den 
periodischen Fall verifiziert werden. 
Bemerkung. Nach (12) und (13) be f inde t sich der wandernde P u n k t im 
aperiodischen Fall am wahrscheinlichsten im Punkte 1. 
Satz 3. Die mittlere Anzahl pro Schritt der Spiegelungen im Ursprung ist 
•
T =
 jm 2rk(rk + rk+i) 
(wobei das Erreichen des Ursprunges als eine Spiegelung gerechnet wird, das 
Ausgehen vom Ursprung jedoch nicht). 
Beweis. Die Wahrscheinlichkeit dafür , da s im и-ten Schr i t t eine Spiegelung 
s ta t t f indet , i s t offenbar 
т
п
= 2 pfr-vrk, 
k= 1 
woraus sich die Behauptung durch den Grenzübergang n—+°° ergibt. 
§ 3. Der Fall M(£n) = + oo 
Satz 4. Ist die Reihe 2 kpk divergent, also der Erwartungswert von £n 
k = о 
unendlich, so hat die betrachtete Markoff sehe Kette keine oft wiederkehrende 
Zustände. 
Beweis. Bezeichne P f y die Wahrscheinlichkeit dafür , dass der wandernde 
P u n k t in n Schr i t ten von к in den Ursprung gelangt. D a n n gilt die folgende 
Rekursionsfor mel : 
(16) P&+ 1 ) = 2 PtfPk+j + 2 Pjf pk-j (4 = 0,1, 2, . . . ) . 
7 = 0 ; = I 
Führen wir noch die Bezeichnungen 
(17) X0 = Rlt 
(18) X j = Rj + Rj+1 
ein. Dann folgt aus (16), du rch Multiplizieren mit Xk und Summieren nach 4 
(19) 2P%+1)xk= 2P®xk= 2 p k x k = Rk^ 1 , fc=0 k=0 k=0 
9 * 
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indem man benütz t , dass die Zahlen Xk(k = 0, 1, 2, . . .) eine Lösung des 
Gleichungssystems (14), (15) darstellen. 
Setzen wir nun vor, dass der vorliegende Markoffsche Ke t t e aperiodisch 
ist. Dann folgt aus der Exis tenz eines of t wiederkehrenden Zustandes, dass alle 
Zustände o f t wiederkehrend sind, und das es eine, von der Ausgangsverteilung 
unabhängige Grenzverteilung gibt, also gil t —> c0 > 0. 
Das widerspricht abe r (19), da wegen N R, = 2 kpk = + oo, 
1=0 k=о 
2 ; x i — + 0 0 gib- Der periodische Fall k a n n auf ähnliche Weise erledigt 
Í=O 
werden. ' 
§ 4. Der stetige Fall und andere Probleme 
Der Fall , dass die s tet ig verteilt sind, wird nicht ausführlich behandel t ; 
wir beschränken uns da rauf , das folgende Analogon des Satzes 2 auszusagen. 
Satz 5. Haben die Zufallsveränderlichen £n die Dichtefunktion <p{x), dann 
hat der durch die |„ in der obigen Weise definierte Markoffsche Prozess eine 




M = I x cp(x) dx < oo . 
0 
Beweis. Bezeichnet f(x) die Dichtefunkt ion der Vertei lung des wandern-
den Punktes nach dem те-ten Schritt, so gi l t 
(21) fn+i(y) = f fni* + У) Ф) dx + J fn(x - y) cp(x) dx . 
ô V 
Die Behauptung des Satzes ergibt sich durch Einsetzen von (20) in (21). 
Am E n d e möchten wir manche offene Probleme erwähnen. 
Es i s t unbekannt , ob die be t rach te te I r r fahr t i m Falle M = + °° 
wiederkehrend ist, oder bei welchen Bedingungen wird es wiederkehrend. 
Im Falle M < + °° wäre es von Interesse, die mi t t lere Anzahl der zum 
Erreichen des Nullpunktes aus einem P u n k t к > 0 nötigen Schritte zu bes t im-
men. Eine andere Frage besteht darin, ob was sich ü b e r die be t rachte ten 
Probleme sagen lässt, wenn die £„ auch negat ive (etwa einer negativen Kon-
stante grössere) Werte annehmen dürfen. 
L I T E R A T U R V E R Z E I C H N I S 
CHUNG, К . L . : Marlcov Chains. Springer Verlag, 1960. 
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О ЗАДАЧАХ БЛУЖДАНИЯ С ОТРАЖАЮЩЕЙ СТЕНОЙ 
Р . B Á R T F A I 
Резюме 
В статье исследуется следующая задача блуждания: Пусть $1г $ 2 , . . . , 
£ „ , . . . независимые, одинакого распределенные случайные величины 
Р(£, = к) = р
к
(к = 0, 1 , 2 , . . . ) . 
Блуждающая точка, отправляющаясь из нулевой точки числовой пря-
мой, двигается по следующим правилам: если она была в точке к после 
(п—1)-ого шага, то она будет шагать в точку |к — |
п
| (в л-ом шаге). 
Цепь Маркова, получаемая таким способом, несократима (Лемма 1), непе-
риодична, или имеет период длинной два (Лемма 2). Если М(£„) < + оо, 
тогда математическое ожидание времени возвращения в нулевую точку 
является конечным (Теорема 1); в апериодическом случае предельное рас-
пределение времени возвращения получается в виде формул (12) и (13). 
Математическое ожидание времени возвращения в этом случае равно
 2
 ^ ^ 
1
 — ро 
(Теорема 2). Если М(£
п
) = оо, тогда математическое ожидание времени воз-
вращения является бесконечным (Теорема 4), а неизвестно, при каких усло-
виях блуждающая точка будет возвращаться с вероятностью 1. Теорема 
5 дает стационарное распределение цепи Маркова (20) в том случае, если 
функция плотности величины £
п
 существует, а М(£„) < 4 - 0 0 . 

NEUER BEWEIS EINES TUTTE'SCHEN SATZES 
v o n 
T . G A L L A I 
P a u l E r d ő s z u m 50. G e b u r t s t a g 
Unseres Wissens nach gibt es im wesentlichen zwei verschiedene Beweise 
des bemerkenswerten Satzes von T U T T E über die Existenz von 1-Faktoren 
endlicher Graphen. Der eine beruht auf der Anwendung der hyperprimen Gra-
phen (s. [12] und [7]), der andere gebraucht die Methode der alternierenden 
Züge (s. [1], [3], [13], [2] und [9]). In der vorliegenden Note wollen wir einen 
neuen Beweis mitteilen, der sich auf den folgenden bekannten Satz über 
paa re Graphen1 s tützt ([8] Theorem 7., s. auch [2] S. 92 und [10] S. 112.) 
(I) Es seien die Punkte des (paaren) Graphen2 Г so in, zwei Klassen 
A und В zerlegt, daß jede Kante von Г einen A-Punkt 3 mit einem 
iLPunkt verbindet. Is t f ü r eine jede Teilmenge A ' von A die Anzahl 
derjenigen 75-Punkte, die durch Kan ten von Г mit A ' -Punkten 
verbunden sind, nicht kleiner als die Anzahl der A ' -Punkte , so kann 
man sämtliche A-Punkte durch Kanten von Г mit je einem ver-
schiedenen .B-Punkt paaren, d. h. man kann zu jedem A-Punkt eine 
zu diesem P u n k t inzidente Kante von Г so auswählen, daß die aus-
gewählten Kanten paarweise keinen gemeinsamen P u n k t enthalten. 
Unser Beweisverfahren kann auch auf andere Probleme angewendet 
werden. Auf diese möchten wir in einer anderen Arbeit zurückkommen. 
Wir führen einige Bezeichnungen ein und geben einige Erklärungen. 
Mit U werden wir immer einen Graphen bezeichnen, mit Ф( Г) die Menge 
der Punkte von Г. Ist А С Ф( Г), so soll Г—A denjenigen Graphen bezeichnen, 
de r aus Г durch Weglassen der A-Punkte und der zu den A-Punkten inzidenten 
Kan ten von Г entsteht. Für eine beliebige Menge M soll mit v(M) die Anzahl 
de r Elemente von M bezeichnet werden. 
Unter einem 1- Faktor von Г versteht man eine Menge F von Kan ten 
von Г, die folgende Eigenschaften besitzt: J e zwei Kanten von F haben keinen 
1
 Dieser S a t z , de r mi t b e k a n n t e n Sä tzen v o n K Ö N I G , H A L L u n d R A D O (S . [ 6 ] S. 2 3 2 —  
235 , [4] u n d [11]) i n enger B e z i e h u n g s t e h t , w u r d e z u e r s t v o n OHE f o r m u l i e r t [8]. K ü r z l i c h 
h a t A . J . H O F F M A N [5] eine R e i h e k o m b i n a t o r i s c h e r S ä t z e auf d e n e b e n e r w ä h n t e n HALL ' -
s c h e n Satz z u r ü c k g e f ü h r t . E r s t e l l t e f e r n e r die F r a g e , o b d a s gleiche a u c h f ü r die F a k t o r i -
s a t i o n s s ä t z e u n g e r i c h t e t e r G r a p h e n mögl ich ist . D a m a n n a c h T U T T E [ 1 4 ] die E x i s t e n z -
s ä t z e bezügl ich be l ieb iger F a k t o r e n a u f d ie jen igen d e r 1 - F a k t o r e n z u r ü c k f ü h r e n k a n n , 
g i b t unse r Beweis e ine b e j a h e n d e A n t w o r t auf d i e ges te l l t e F r a g e . 
2
 Die v o r k o m m e n d e n G r a p h e n sind s t e t s e n d l i c h u n d u n g e r i c h t e t , u n d e r h a l t e n 
k e i n e Schl ingen. S t a t t K n o t e n p u n k t e sagen wir k u r z n u r P u n k t e . 
3
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gemeinsamen Punkt und jeder P u n k t von Z i s t mit einer K a n t e von F inzident. 
Wir wollen sagen, daß der leere Graph den 1-Faktor F = 0 besitzt. Einen 
Graphen, der keinen 1-Faktor besitzt, werden wir prim nennen und die Anzahl 
der p r imen Komponenten von Г mi t ).(Г) bezeichnen. 
N u n kann man den zu beweisenden Tutte 'schen Satz folgendermassen 
formulieren: 
Satz von Tutte. Der Graph Г besitzt dann und nur dann einen 1- Faktor, 
wenn für jede beliebige Menge В von Punkten aus Г die Anzahl derjenigen 
Komponenten von F— В, die eine ungerade Anzahl von Punkten enthalten, 
^ v(B) ist. 
Den Beweis führen wir in mehreren Schri t ten durch. 
(II) I s t Г prim, so ist A(Z) > 0. 
(III) Ein Graph mi t ungerader Anzahl von P u n k t e n ist prim. 
Diese beiden Aussagen sind trivial. 
(IV) Besitzt Г einen 1-Faktor , so gilt für ein jedes В С Ф(Г) 
A(Z— В) gL v(B). 
Beweis. Wir können A ( Z — В ) > 0 annehmen. Es sei F ein 1 -Fak tor 
von Г u n d rv . . ., Fk (k ^ 1) die pr imen Komponenten von Г— В. Da 
Z,(l g i gL к) prim ist , können diejenigen Kanten von F, die mit P u n k t e n 
von I ) inzident sind, n icht alle Z, angehören. Es gibt also fü r jedes i ( l l i ^ k) 
eine K a n t e von F, von deren Endpunk ten der eine Z,, der andere В angehört . 
Daraus folgt die Behauptung. 
Wir beweisen nun die Notwendigkeit der Tut te ' schen Bedingung. Es sei 
Ze in Graph , für den ein solches В С Ф( Z) existiert, daß die Anzahl derjenigen 
Komponenten von Z — B, die eine ungerade Anzahl von Punk ten enthal ten, 
> v{B) is t . Nach (III) ist dann A(Z— B) > v{B), und daraus folgt nach (IV), 
daß Z p r im ist. 
Die Behauptung (IV) gibt Anlaß zur folgenden Begriffsbildung: 
(V) Definition. Ein Graph Z heißt kritisch, falls Z p r i m und zusam-
menhängend ist, und für jedes nichtleere В с Ф( Z) 
A(Z— В) g v{B) 
bes teht . 
So ist z. В. ein Graph, der aus einem einzigen P u n k t besteht, kritisch^ 
(VI) I s t Z p r i m , so gibt es ein solches ВсФ(Г), daß A(Z— B) > v(B) 
gilt und sämtliche pr ime Komponenten von Z — В kritisch sind. 
Beweis. Es sei Z p r i m . Dann existieren Mengen В С Ф( Z) mit / ( Z — B) > 
> v(B) (nach (II) ist В = 0 eine solche Menge). Es soll B0 ein solches В mit 
maximaler Anzahl von Punk ten bezeichnen. Es seien Zx, . . ., Гк die primen 
Komponenten von Z — B0 (к > i>(Bu)). Es genügt zu zeigen, daß sämtliche 
Z,(l g i g k) kritisch sind. Nehmen wir an, daß z. B. Г
х
 nicht krit isch ist. 
Dann exist iert ein nichtleeres ß j C ^ f f J mit А(Г
Х
—Bx) > v(Bx). Sind 
Z11, . . ., Zjy die primen Komponenten von Гх— Bx (; > v(Bx)), so sind für 
B' — B0 U Bx Fxx, . . ., Fxj, Z2, . . ., Гк die primen Komponenten von Z — B ' . 
Die Anzahl dieser ist j + к— 1 > v(Bx) + v(B0) = v(B') > v(B0). Die» 
widerspricht jedoch der Definition von B u . 
(VII) I s t Z kritisch und ist x ein beliebiger P u n k t v o n Z, so besi tzt 
der Graph Z — { x } einen 1 -Fak to r . 
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Beweis. Wir führen den Beweis mit Indukt ion bezüglich der Anzahl 
der Punk te von Г durch. E n t h ä l t Г nur einen Punk t , so ist die Behauptung 
richtig. Nehmen wir an, daß sie fü r sämtliche solche Graphen richtig ist, die 
weniger als и (те > 1) P u n k t e enthal ten, und es sei Г ein kritischer Graph mi t 
те Punkten . Es sei x ein P u n k t von Г und nehmen wir an, daß Г' = Г— {ж} 
pr im ist. Nach (VI) gibt es d a n n ein solches В'С.Ф(Г'), daß die primen Kom-
ponenten von Г' — B' : r v ..., Гk sämtlich kritisch sind und к > v(B') 
gilt. Setzen wir B' U {er} = B. Es gilt Г — В = Г' — В' und 
(*) к è v{B) . 
Die Behauptung »-Г,(1 g i g к) ist mi t dem P u n k t b £ В verbunden« 
soll bedeuten: Es gibt in F , einen Punk t , der mit b durch eine Kante von Г 
verbunden ist . 
Wir bet rachten nun eine beliebige Teilmenge Hx der Menge H = 
= {rv . . ., Гк) und bezeichnen mit Bx die Menge derjenigen B-Punkte , die 
mit wenigstens einem Element von Hx verbunden sind. 
Wir behaupten, daß v(Bx) ^ v(Hx) ist. Die Elemente4 von Hx sind nämlich 
auch Komponenten des Graphen Г—Bv Es ist also A ( F — B x ) v(Hx). 
Die Behauptung v(Hx) > v(Bx) wiederspricht daher im Falle Bx =f= 0 unmi t -
telbar der Annahme, daß Г kri t isch ist. I m Falle Bx = 0 gelangen wir gleich-
falls in Widerspruch mit dieser Annahme, da ein kritischer Graph zusammen-
hänged sein muß, und in diesem Falle Г = Г—- Bx mindestens zwei Kompo-
nenten besi tzt : eine solche, die Element von H1 ist und eine andere, die den 
P u n k t x en thä l t . 
Da v(Bj) ^ v(Hx) f ü r jedes H1oH gilt , so kann m a n nach (I) aus В 
die verschiedenen Punkte bv . . ., bk so auswählen, daß bt mi t F,(i = 1 , . . . , к) 
verbunden ist .5 Wegen (*) muß dann B= [by bk) bestehen, und wir 
können in F, einen P u n k t c, f inden, der durch eine K a n t e et von Г mit b( 
verbunden is t (г = 1, . . ., к). Da F, kritisch ist, besitzt nach der Induktions-
annahme jF,— {c,} einen 1-Faktor Ft(i = 1 k). Bezeichnet ferner F0 
einen 1-Faktor desjenigen Teilgraphen von Г, der durch die Vereinigung 
der nichtprimen Komponenten von Г' — B' zus tandekommt, so bildet die 
Vereinigung der Mengen F0, Fv . . ., Fk und {ex ek) einen 1-Faktor von Г. 
Dieser Widerspruch beweist die Behauptung (VII). 
Aus (VII) folgt unmi t te lbar die Behauptung: 
(VIII) Die Anzahl der P u n k t e eines kritischen Graphen ist ungerade. 
J e t z t beweisen wir, d a ß die Tutte 'sche Bedingung hinreichend ist. Neh-
men wir an, daß Г prim ist . Es gibt dann nach (VI) ein solches Вс.Ф(Г), 
daß Х(Г—В) > v{B) gilt u n d sämtliche pr ime Komponenten von Г— В 
kritisch sind. Nach (VIII) en thä l t jede dieser Komponenten eine ungerade 
Anzahl von Punk ten . Г genügt also nicht der Tutte 'schen Bedingung. D a m i t 
haben wir den Beweis des Tut te ' schen Satzes beendet. 
4
 Wir d ü r f e n h, ф 0 a n n e h m e n . 
6
 Zur fo rma len A n w e n d u n g von (I) b e t r a c h t e m a n den jen igen paaren G r a p h e n 
Г*, deren P u n k t k l a s s e n H u n d В sind, und ein »Punkt« / ) von H d a n n und n u r d a n n 
m i t einem P u n k t beB durch e ine K a n t e von Г* v e r b u n d e n ist , fa l ls die K o m p o n e n t e 
Г, in Г m i t b v e r b u n d e n ist . 
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U m die Bezeichnung »kritisch« zu rechtfertigen, wollen wir noch die 
folgende einfache Behauptung beweisen: 
(IX) I s t Г prim und besitzt f ü r jeden Punk t x von Г der Graph 
Г— {x} einen 1-Faktor , so ist Г kritisch. 
Beweis. Nehmen wir an, daß Г den gestellten Bedingungen genügt. 
Г ist d a n n zusammenhängend. Im entgegengesetzten Falle gäbe es nämlich 
nach (II) eine prime Komponente Г
г
 und eine von J \ verschiedene Komponente 
Г
г
 von Г. I s t x ein P u n k t von Г2, so müßte Г— {x} — entgegen unserer 
Annahme — prim sein. I s t nun der zusammenhängende Graph Г nicht kritisch, 
so gibt es ein nichtleeres В с Ф ( Г ) mit ЦГ— B) > v(B). Es sei x € В, B' = 
= B — {x} und Г = Г— {ж}. Dann gilt Г' — В' = Г— В und daher 
Х(Г'— В') > v[B) > v(B'). Nach (IV) ist also Г' prim, was unserer Annahme 
widerspricht. 
Nach (VII) und (IX) lassen sich die kritischen Graphen folgendermaßen 
charakterisieren : 
(X) E in kritischer Graph ist ein solcher primer Graph, der durch 
Weglassung eines beliebigen Punk tes nichtprim wird. 
Endlich wollen wir noch folgendes bemerken: In jenen Beweisen des 
Tutte 'schen Satzes, welche die Methode der alternierenden Züge gebrauchen, 
kommen gewiße »Blöcke« vor (s. z. B. [3] S. 137 oder [9] S. 123). Man kann 
nun leicht zeigen, daß diese Blöcke kritische Graphen sind, und umgekehrt , 
daß jeder kritische Graph, der mehr als einen Punk t enthäl t , als ein solcher 
Block aufgefasst werden kann. 
(Eingegangen: 6. Februar, 1963.) 
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НОВОЕ ДОКАЗАТЕЛЬСТВО ОДНОЙ ТЕОРЕМЫ ТУТТЕ 
T . G A L L A I 
Резюме 
Автор дает новое доказательство знаменитой теормеы T U T T E [ 1 2 ] 
относящейся к существованию 1-множителей. Доказательство основано на 
одной известной теореме о четных графах ([8], теорема 7). 

SUR UNE FORME SYMÉTRIQUE DES ÉQUATIONS DE BELTRAMI 
par 
L Á S Z L Ó A L P Á R 
1. On doit à E . B E L T R A M I l ' idée d 'une théorie des fonctions à variable 
complexe réalisée sur une surface S donnée par les équations paramétr iques 
X=X(x,y), Y=Y(x,y), Z = Z(x, y) 
en supposant que ces fonctions possèdent des dérivées partielles des deux 
premiers ordres pa r rappor t à x e t y [I]. Il déf in i t l 'élément d ' a rc par l'ex-
pression 
ds2 = Edx2 + 2Fdxdy + Gdy2 = {Udx + Vdy) (Udx + Vdy), 
où_U2 — E, V = U~i(F + iH), V = U~4F — iH), avec H2 = EG — F2> 0, 
VF = G. Il choisit u n e fonction x(x, y) telle que 
x(x, y) {Udx + Vdy) = dp(x, y) + idq(x, y) = dt(x, y) 
soit u n e différentielle totale exacte dans un domaine D, et cherche des fonctions 
h{x,y) = <p[x,y) + iy){x,y) 
dh 
a y a n t des dérivées totales dans D e t jouissant de la propriété que -— a une 
dt 
du 
valeur unique indépendante de -— en chaque point de D. Il mont re que h(x, y) 
dx 
r épond à cette exigence si, et seulement si cp(x, y) e t y>(x, y) forment un système 
de solutions du système d 'équat ions différentielles suivantes: 
E — — F — Q^ï. — E — 
d<p 9y dx 9<p _ dx 9y 
dx~ H ' 9y~~ Я 
qui sont les homologues des équat ions de Cauchy-Riemann des fonctions 
analyt iques. C'est N . S. B E R N S T E I N qui a remarqué [2] qu 'en écrivant (1.1) 
sous la forme 
(1-2) <Px = ßVx + YVy. <Py= - " - V x - ß f y 
on a 
(1.3) ay — ß2=\. 
Les équations (1.1) resp. (1.2) po r t en t le nom: équations de Beltrami. 
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Le fait que — a une valeur unique se t radui t , out re (1.1), par u n e relation 
dt 
en t r e les dérivées partielles du premier ordre de h, no tamment : 
. dh 9h 
-2F— — + G — I = 0 
9 y dx 
9 h\2 
dx 
Ax est le premier différentiateur de Beltrami. 
En éliminant cp(x, y) entre les deux équations (1.1), on obtient la relation 








- v - F D ( P 
9 y dx 
h 
- О 
analogue à l 'équat ion de Laplace des fonctions harmoniques. А
г
 s 'appelle le 
second différentiateur de Beltrami. 
BELTRAMI in t rodui t encore le différentiateur intermédiaire défini par 
l 'expression: 






9 y dy 
dcp dcp dcp dcp 
dy dx dx dy 
_[_ g— ^ 
dx dx 
= 0 
L'équat ion Axcpcp = 0 n 'est évidemment valable que si cp et cp vérif ient le 
système (1.1). 
Dans cet te no te nous allons donner une forme symétrique et une inter-
pré ta t ion quelque peu modifiée aux équations de Bel t rami et des expressions 
plus concises à ses différentiateurs. C'est cet te symétrie et l 'écriture particulière 
des formules qui rendent f r appan te l 'analogie de nos équations avec celles 
de Cauchy-Riemann et prêtent aux trois différentiateurs des formes plus nettes. 
Nous obtiendrons ces relations à l 'aide des moyens très simples; malgré cela, 
t a n t que nous pouvons en juger, elles ne sont pas encore connues (voir p.e. 
l 'ouvrage de synthèse [3]). 
2. Désignons par 
z = z(x, y) = a(x, y) + ib[x, y) 
l 'application homéomorphe du domaine D du plan x + ly sur le domaine A 
du plan a + ib où, pour x + iy € D, les fonctions a(x, y) et b(x, y) possèdent 
des dérivées partielles continues du premier ordre par rapport к x et y, et 
Э(д, b) 
d(x, y) 
> 0 . 
Soit ensuite 
w = w(x, y) = u(x, y) -f iv(x, y) 
u n e fonction définie dans D. Nous nous proposons de déterminer les conditions 
nécessaires et suffisantes qui doivent être remplies par u(x, y) et v(x, y) pour 
q u e w soit une fonction analyt ique de z, soit w = /(z), de sorte que la dérivée 
/'(z) = lim m - m 
SUR UNE F O R M E SYMÉTRIQUE D E S ÉQUATIONS DE BELTRAMI 1 4 3 
existe en chaque point z f /1 quelque soit la manière d o n t z' se rapproche de z. 
Ces conditions s 'expriment par la proposit ion ci-après: 
Théorème 1. — Soit 
( 2 . 1 ) 2 = z(x, y) = a{x, y) + ib(x, y) 
une application homéomorphe du domaine D du plan x + iy sur le domaine 
A du plan a + ib où, pour x + iy € D, a(x, y) et b(x, y) ont des dérivées partielles 
continues du premier ordre par rapport à x et y, et 
( 2 . 2 ) J
 = M > O . 
9(x, y) 
Pour que la fonction 
(2.3) w = w(x, y) = u(x, y) + iv(x, y) 
définie dans D soit simultanément une fonction analytique de z, notée w = f(z), 
il faut et il suffit que le couple de fonctions u(x, y), v(x, y) forme un système de 
solutions du système d'équations différentielles 
9(w, a) _ d(v, b) 
9(x, y) 9(x, y) ' 
(2.4) 
d(u, b) _ d(v, a) 
Q(x,y)~ 9(x, y) ' 
qui s'écrit avec la notation complexe sous la forme 
(2.5)
 = 0 , 
9 (x,y) 
et que ^U' ^ , ^U' ^ , ü^ , ^ soient des fonctions continues de x et y. 
d{x,y) 9 (x,y) 9 (x,y) 9 (x,y) 
f(z) possède alors dans A une dérivée unique par rapport à z: 
( 2 . 6 ) / ' ( Z ) - P F * + G F Y 
pzx + qzy 
où p et q sont des constantes arbitraires avec p2 + q2 f= 0. Enfin si w n'est pas 
constante et les équations (2.4) sont vérifiées, w et z sont toutes les deux ou bien 
des fonctions analytiques ou bien des fonctions non analytiques de С = x + iy. 
Démonstration. — Nous allons mon t re r d'abord que les conditions (2.4) 
J / 
sont nécessaires. Admettons donc que — ait une valeur unique pour z € A. 
dz 
Par conséquent, en posant 
(2.7) w = f[z) = u[a(x,y), b{x,y)] + iv[a(x,y), b{x,y)], 
les dérivées partielles ua, ub, va, vb existent et sont continues dans A (ua = vb, 
ub = —v a) , e t l 'on a 
uaax + ubbx = ux, uaay + ubb =uy; 
( 2 . 8 ) 
Vaax + vb bx = Vx, va a -f vbby = v . 
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L'existence (et la continuité) de ux, uy, vx, vy é t an t ainsi vérifiée, il est légitime 
d'écrire 
df_
 = («x + 2«x)dx + (uy + ivy) dy _ 
dz (ax + ibx) dx + (ay + iby) dy 
dy 
Le membre droi t de (2.9) est, pa r hypothèse, indépendant de — , ce qui entraîne 
dx 
( 2 . 1 0 ) [ux + ivx) (ay + iby) - (uy + i v y ) [ax + ibx) = 0 . 
(2.10) n'est au t re que la forme explicite de la relation (2.5). E n séparant dans 
(2.10) les par t ies réelles et imaginares, on obtient les équat ions 
ux a — и ax = vx by — vybx, 
(2 .11) 
uxby — Uybx = — vxay + vy ax, 
et c'est jus tement le système (2.4). Les expressions (2.11) indiquent de plus 
diu, a) d(u,b) 9(v,a) d(v,b) , ,
 r ,. ,. , , que -2—-—- , v ' , — , — '- sont des tonctions continues de x e t y. 
9 [x,y) 9 (x,y) 9 (x.y) 9 (x,y) 
Il est d'ailleurs évident que le système (2.4) a une inf ini té de solutions, 
car si l'on donne d'avance une fonction analytique quelconque, soit f(z), e t 
que l'on y remplace z par son expression (2.1), on obtient les fonctions u(x, y) 
et v(x, y) qui f igurent dans (2.7) et qui, par conséquent, vér if ient les équations 
(2.4). 
Pour établir la suffisance de nos conditions, nous admet tons que и et v 
vérifient les équations (2.4) et que 9 ( M ' a ) 8 К 6) d ( v> a ) A A .
 s o n t des 
д(х, y) d(x,y) 9(x,y) Э(х,у) 
fonctions continues de x e t y. Cela implique d'une par t que ux, uy, vx, vy 
existent, d ' au t r e par t que ces déterminants fonctionnels sont aussi des fonctions 
continues de a e t b, car l 'application de D sur A étant homéomorphe, x = 
= x(a, b) e t y = y(a, b) sont des fonctions continues de a e t b. Ceci posé, 
notons que, d 'après (2.8), 
(2.12) 
^ 1 9 {u,b) __ 1 d(u, a) 
un , и и   
J 9[x,y) J 9lx,y) 
1 9 (v,b) 1 d(v, a) 
vn = — — , vh = — — — J d[x, y) J dix, y) 
En tenant compte de (2.4), nous pouvons donc constater que ua = vb, ub = — va 
et que ua, ub, va, vb sont des fonctions continues de a et b, e t ce sont là les con-
ditions suffisantes bien connues pour que la fonction f(z) = u(a, b) -j- iv(a,b) 
soit différentiable par rappor t à z = a -j- ib. 
Posons ensuite dx = p, dy = q dans (2.9), nous aurons la formule (2.6) 
déjà obtenu pa r B E L T R A M I . I l est aisé de voir que pzx + qzy =f= 0 pour z Ë A. 
En effet, pzx -{- qzy = 0 signifierait que axp + ayq = 0, bxp + byq = 0. 
Or, selon (2.2) le déterminant / de ce système d'équations linéaires en p et q 
est positif. Il en résulte que p = 0, q — 0 représente îe seul système de solutions 
possible, mais qui est exclu pa r la condition p2 + q2 =f= 0. 
Pour démontrer la dernière proposition du théorème, supposons que z( 'Q) 
soit une fonction régulière e t que w(Ç) ne le soit pas, donc ax = by, ay = —bx, 
Ï * GVÀ 
№1 
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mais ux=f=vy ou uy=f=—vx. Les équa t ions (2.11) p r e n n e n t alors la fo rme 
(uy -f vx) ax - (ux — vy)ay = 0 , 
(ux — vy) ax - F (uy + vx) ay = 0 . 
C'est un sys tème d ' équa t ions linéaires e t homogènes e n ax et ay. Le sys tème 
de solutions ax = 0, ay = 0 est écarté p a r la condition (2.2), et il v i e n t 
(ux - vyY + (uy + vx)2 = 0 . 
Ce qui r e v i e n t à dire q u e w(Ç) est aussi analytique, cont ra i rement à no t re 
hypothèse. Ce dernier f a i t est le cas part icul ier d 'un théorème plus général 
d e C . B . M O R R E Y ( [ 3 ] , p . 1 1 5 ) . 
Remarque 1. — On voi t bien q u e pour z = С les expressions (2.4) se 
réduisent a u x équations d e Cauchy-Riemann; il est d o n c tou t just i f ié de les 
appeler: équations généralisées de Cauchy-Riemann. D ' a u t r e par t on vér i f iera 
facilement qu ' en écr ivant le système (2.4) sous la f o r m e (1.2), les coeff ic ients 
ainsi o b t e n u s de vx et ®> sat isfont à la re la t ion (1.3). D e plus, en p o s a n t 
(2.13) E = a2 + b2, F = axay + bxby, G = a2 + by> 
on r e t rouve di rectement le système (1.1). Il s 'agit d o n c bien d ' u n e fo rme 
symétr ique des équat ions d e Beltrami. 
Observons encore qu ' avec les no ta t ions (2.13), H = J . 
Corollaire 1. — Le premier différentiateur de Beltrami prend maintenant 
la forme 
(2.14)
 A i f = ± Ë i h ± ^ M U o . 
J2 d(x,y) d(x,y) 
E n appl iquant les notat ions (2.13), un calcul s imple montre q u e les 
expressions (2.14) et (1.4) de A, sont identiques. Il découle ensuite d e (2.5) 
que A J = 0. 
Remarque 2. — L'expression (1.4) s 'écri t aussi sous la forme d 'un p rodu i t 
A.h= — 
h2 dv du)\ dv duI 
et la re la t ion 
u——v — = 0, 
dv du 
correspondant à (2.5), a d é j à été o b t e n u e par B E L T R A M I . 
Le f ac t eu r ^ q u j figure d a n s (2.14), a aussi un sens par t icul ier . 
9(*> у) 
Nous al lons prouver que 
(2 15) f'(z) = 1 d{f'b) = - Í d { f ' a ) = i - Q { f r z ) 
J 8(x,y) J d(x, y) 2 J d{x,y) ' 
Au fait , il résul te de la régular i té de f(z) que 
(2.16) f'(z) = ua + iva = — i(ub + ivb) = -i- (ua — iub -f iva + vb). 
Posons les formules (2.12) dans (2.16), nous aurons (2.15). 
10 A Matematikai Kuta tó in téze t Közleményei VIII. A / 1 - 2 . 
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Corollaire 2. — 
ment sous la forme 
Le différentiateur intermédiaire de Beltrami s'écrit actuelle-
(2.17) l m AJ = Ayuv 1 
ß 
д(и, a) d(v, а) 9(и, Ъ) d(v, b) 
+ 
8(х,у) 9(х,у) 9(х,у) 9(х,у) 
= 0 . 
Séparons dans (2.14) les parties réelles et imaginaires, en utilisant les 
notations (2.13), nous aurons, vu les formules (1.4) et (1.6), d'une par t la 
relation (2.17), d 'autre par t 
Re Af = Axu — Axv = j2 
|'Э(г>,а) 
9 (x,y) + 






= 0 . 
Les deux équations Re Axf = 0, Im Af = 0 sont aussi les conséquences évi-
dentes des équations (2.4). 
3. — Les résultats obtenus permettent d'établir des relations analogues 
à l'équations de Laplace et donner par là une forme plus simple au second 
différentiateur de Beltrami. Dans ce but il f au t admettre que a(x,y) et b(x,y) 
ont aussi des dérivées partielles du second ordre par rapport к x et y. 
Théorème 2. — Supposons que les conditions du théorème 1 soient réalisées 
et de plus que a(x, y) et b(x, y) possèdent aussi des dérivées partielles du second 
ordre par rapport à x et y. Alors le second différentiateur de Beltrami s'exprime 
par la formule: 
(3.1) A2U = 8(ua, b) 9(ub, a) = 0 , A2V = d(va, b) d(v„, a) 
9(x,y) d(x, y) 8(x,y) 9(x,y) 
Les équations (3.1) correspondent aux équations de Laplace 
= 0 . 
(3.2) + A B B = 0 , + vbb = 0 . 
Subsistent en outre les relations suivantes: 
(3.3) 9 (ua,a) d(u„,b) + = 0 , 9 (va,a) 9 (vb.b) = 0 
9 (x,y) 9 (x,y) 9 (x,y) ' 9 (x,y) 
Démonstration. — L'hypothèse supplémentaire ainsi que les équations 
(2.8) assurent que u(x,y) et v(x, y) aient des dérivées partielles du second ordre 
par rapport à x et y. Les membres gauches des relations (3.1) et (3.3) ont donc 
un sens formel. En utilisant les notations (2.13), on trouve que les expressions 
(3.1) sont vra iment A2u et /12г: [cf. (1.5)]. Il reste à montrer que leurs valeurs 
sont nulles. 
Appliquons les formules (2.12) sur les parties réelle et imaginaire d e 
f'(z) [cf. (2.16)], nous obtenons 
(3.4) 
U N N = 
v„„ = 












J étant différent de zéro, (3.2) et (3.4) fournissent les équations (3.1). 
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Les relations (3.3) découlent aussi des équations (2.16) en écrivant 
1 d(ua,a) _ 1 d(ub,b) U
ab = — г = иЬа ~ —' 
v
ab = 
j d(x, y) 
1 9 (va,a) 
J d(x, y) 4a = 
J 9 (x,y) 
1_ d(vb,b) 
J d(x, y) 
Remarque 3. — En a d m e t t a n t de plus que a(x,y) et b(x, y) sont indéfini-
ment dérivables p a r rapport к x et y, ce qui ent ra îne , d'après (2.8), que u(x, y) 
et v(x, y) jouissent de la même propriété, les formules (3.1) e t (3.3) se p rê ten t 
à des généralisations simples p o u r n > 2. 
/(г) é tant régulière, elle a des dérivées d ' o r d r e supérieur, c'est-à-dire que 
fn\z) existe et est une fonction régulière de z pour tout n. On peut donc 
démontrer , comme nous l 'avons fai t dans le cas de f(z), q u e les dérivées 
partielles f f f et /(,"> existent pour chaque n. L a formule (2.14) peu t donc ê t r e 
généralisée: 
i 9(/(" - î ) (3.5) /<">(*) = i ^ » J = 1 - . 
J 8(x,y) J d(x, y) 2 J 9(x.y) 
D'au t re part , il v ient également de la régularité de f(z) que 
Qn—1 / Qn I / 
/(n)(z) = = (_ i f - 1 L. 
Д А " -
1
 D B " - 1 





Э А " -
1 
- , b 
- ( - Г ) " 
9 
g n - l f 




f"\z) . ( - » R - 1 
J 
9 B " - 1 
,b 
d(x, y) 







Pour n = 1 ces quatres relations se réduisent aux deux équations (2.15). 
Pour n = 2 on pourra i t avoir six relations, d o n t on ne re t ien t que les deux 
fournies par (3.6) e t (3.7). En séparant les pa r t i e s réelles e t imaginaires, on 
t i re les formules (3.1) de (3.6) e t celles de (3.3) d e (3.7). Pour n > 2 et si n = 0 
O U Î Î = 2 (mod 4) on déduit faci lement de (3.6) e t (3.7) des relat ions analogues 
à (3.1) et (3.3). Dans les formules suivantes il f au t lire le signe supérieur si 
n = 0 et le signe inférieur si n = 2 (mod 4): 
9а"-
3 ( x , y ) 
,b 




mIЭ"-1и d , а 
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Pour те > 2 et те = 1 ou те = 3 (mod 4) on trouve des equations d e même 
caractère, où il faut lire le signe supérieur pour n = 1 et le signe inférieur 
pour n = 3 (mod 4): 





d(x, y) t 




9 " - ' и 
9 а ' 
. а 
д(х, у) т 
Id"-1и 
( Э Б " - 1 ' 
3 [х,у) 
Faisons encore deux brèves remarques : 1° En possession des dérivées 
d'ordre supérieur de f(z), ce t te fonction p e u t être dévéloppée en série d e Taylor 
autour de chaque point z0 € A suivant les puissances croissantes de (z — z0). 
2° On p e u t définir l ' intégrale de f(z) le longue de courbes appar tenan t à A 
telle que la valeur de ce t t e intégrale n e dépende que des extrémités zx et z2 
du chemin d'intégration. On constate que la condition de l 'existence d'une 
telle intégrale est que la part ie réelle e t imaginaire de f(z) satisfassent aux 
équations (2.4). 
(Reçu le 12 Mars 1963.) 
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О СИММЕТРИЧЕСКОМ ВИДЕ УРАВНЕНИЙ BELTRAMI 
L. A L P Á R 
Резюме 
Е. BELTRAMI построил такое обобщение теории функций комплекс-
ного переменного, которое можно реализировать на некоторой поверхности 
S [1]. Пусть поверхность S представляется через уравнений. 
X = Х(х, у), Y=Y(x,y), Z = Z(x,y) 
где Х(х,у), Y(x,y) и Z(x,y) обладают непрерывными частными производ-
ными первого и второго порядка по параметром х и у. BELTRAMI предста-
вляет элемент длины дуги в виде: 
ds2 = Edx2 + 2 Fdx dy + Gdy2 = (Udx + Vdy) ( Udx + Vdy) , 
где 
U2 = E, V = U~1{F + iH), V = U~1(F - i H ) , 
H2 = EG — F2 > 0 и VV = G и 
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выбирает функцию y.{x,y) так, чтобы 
х(х, у) (Udx + Vdy) = dt(x, у) 
был полным дифференциалом в некоторой области D плоскости (х,у). Он 
ищет функцию 
к
х> у) = <píx> у) + iy>(x> у) 
обладающие в D полным дифференциалом и имеющие то свойство, что в 
„ dh dy 
каждой точке области D производное - имеет независимое от - значение. 
dt dx 
Он показывает, что для выполнения этого требования необходимо и доста-
точно, чтобы функции <р(х, у) и у>(х, у) были решениями системы уравнений 
в частных производных: 
( 1 ) 
9 <р 
дх 
= Я ~ Ч Я — - f 
9 у 
дгр дхр I 9 <р 
дх J ду 
= - Я -
1 q d l _ f дч> 
дх 
9 у 
Эти уравнения и являются уравнениями B E L T R A M I . 
B E L T R A M I ВВОДИТ еще три операторы: Л1 и / 1 2 , первый и второй диффе-
ренциальный параметр BELTRAMI, применение которых к функциям Л, 
соотв. (р, удовлетворяющим уравнениям (1) дает следующие соотношения: 
( 2 ) 




eh>_2fdhdh + G 















и таким же образом Л2гр=Л2К = 0. Здесь уравнение (3) соответсвует урав-
нению Лапласа. Далее, смешанный дифференциальный параметр 




 d y d y _ f |9Ç> ду> ЭУ + q^pty 
ду ду \ду дх дх ду) дхдх 
играет у него роль. 
Автор этой статьи доказывает следующее: Пусть 
2 = z(x, у) = а(х, у) + гЬ(х, у) 
представляет гомеоморфное отображение области D плоскости х -f гу на 
область Л плоскости а + Ъг. Пусть, далее, функции а(х, у) и Ь(х, у) обладают 
непрерывными частными производными первого порядка по х и по у в об-
_
 т
 9(а, Ъ) 
ласти D, где J = > 0 пусть 
9 (х,у) 
w = w(x, у) = и(X, у) + iv(x, у) 
функция, определенная в D. Для того, чтобы w была аналитической функ-
цией переменного z; w = f(z) т. е., чтобы существовало / ' ( z) = "-~> одно-
dz 
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значно определенного в каждой точке области D независимо от — необходимо 
dx 
и достаточно, чтобы и(х,у) и v(x,y) представляли собой систему решений 
следующей системы уравнений в частных производных: 
3(и, а) _ 3(v,b) 3(и,Ъ) _ 3(v,a) 
9(х,у) ~Э(х,у) ' Э(х,у) ~ 3(х,у) ' 
что в сжатой форме может быть записано так: 
3 (х,у) 
Легко подтверждается, что (5) является симметрическим видом уравне-
ний (1). 
Соотношения (2), (3) и (4) могут быть теперь записаны в следующем 
простом виде: 
1 Э ( / , 2 ) Э ( / , S ) 
J2 д(х,у)д(х,у) 
= О 
Л 2 М = 
Э ( «
А
, Ь ) 
9(ж, у) 
Apiv = 
4 х , у ) " 9 ( Х , У ) 





д(х,у) Э(х, у) д(х,у) д(х,у) 
0 . 
Далее имеют силу следующие соотношения: 
Э
К , а)
 + 9(u b, Ь) = 0 
Множитель 
3 ( Х , У ) 
9(/,5) 
9(t)a, а) + 3(vb, Ъ) = о 
Э ( Х , У) 
Э(х, г/) 
в выражении A 2 f имеет следующий смысл: 
1 d(f,b) г 3(/, а) _ i Э(/, г) 
J 9(Ж, У) J д{х,у) 2 J д(х, у) 
Производное /'(г) может быть записано еще в другом виде: пусть p и <? две 
произвольные величины, такие, что p2 + q2=f= 0; тогда 
/'(*) = vf у + я/у 
Pzx + <Ру 
Эта формула встречается еще у B E L T R A M I . 
О БЕЗУСЛОВНОЙ СХОДИМОСТИ ТРИГОНОМЕТРИЧЕСКИХ РЯДОВ. I 
L. L E I N D L E R 1 
Пусть/(х) íL2(0, 2л) — 2л-периодическая функция, ряд Фурье которой 




Ряд (1) будем называть безусловно сходящимся почти всюду на [0,2л:], 
если он сходится почти всюду на [0, 2л], после любой перестановки его чле-
нов. При этом множество точек расходимости, вообще говоря, зависит от 
перестановки членов. 
Пусть E f f ( f ) — наилучшее приближение в метрике L2 функции / (х) 
посредством тригонометрических полиномов порядка не выше (п—1) , т. е. 
E f ( f ) = m i n { f|/(x) - T ^ x f d x y u . 
R „ _ 0 
П. Л. Ульянов [5] доказал следующие теоремы: 
Теорема А. Если /(х) € Щ0, 2л) и для некоторого s > О 
in я,(1п!п w)1+t 
/1 = 10 
[ E f ( f ) f < 
то ряд фурье функции /(х) безусловно сходится почти всюду на [0, 2л]. 
Теорема Б. Если / (x) € L2(0, 2л) и для некоторого е > О 
2л 2л 
J J | Ы | 1 Н ]
П
< Г - [ F ( X + 1 ) _ F ( X T ) ] 4 T D X < 
t 
О 0 
то ряд Фурье функции / (x) безусловно сходится почти всюду на [0, 2л]. 
В настоящей заметке мы обобщаем эти теоремы Ульянова. Именно, 
справедливы: 
1
 Szeged. Университет. 
151 
152 l . E I N D E E R 






Л = 2 « 
то ряО (1) почти всюду сходится на отрезке [ 0 , 2 Л ] П Р И ЛЮБОМ порядке 
членов. 
Заметим, что утверждение теоремы 1 справедливо и для иных ортонор-
мированных систем, при соответствующем изменении определения наилуч-
ших приближений E(2)(f). 
Теорема 2.2 Если неотрицательная функция q(t) такова, что 
2л 
(4) ( 1— dt < оо, 
О / | 1 П 
то условие 
У + 1 | | Е ( 0 
2 л 2л inJI + ijL(í) 
(5) J j i ^ ' [ f ( x -\-t) — f(x — t)]2dtdx < °o 
О О 
влечет безусловную сходимость почти всюду на [0, 2л] ряда (I).3 
Доказательство теоремы 1. Из условий (2) и (3) получаем, что спра-
ведливо неравенство 
(6) 
П = I 
В самом деле 
у 1 E f \ f ) = У 1 Ь^п)у{п) E f \ f ) ^ 
f ß - j п | / т е ( 1 п т е ) у ( п ) f n 
V. 
< 
1 у(п) I N п 
№ ( 1 П П ) У ( » ) ái 7 1 




 Из этой теоремы легко получается и следующая теорема ([2]): Если 
2л 2л 
f у { \ [/Н + О - /(* - í)]2 dxJV' dl Coo , 
Ô Ô 
то ряд (1) безусловно сходится почти всюду на [О, 2л]. 
3
 Легко видеть, что условие (5) является достаточным для безусловной сходимости 
почти всюду ряда, сопряженного к ряду (1). 
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Условие (6) означает, что выполнено требование теоремы 1 работы [1], из 
которой вытекает, что ряд Фурье функции f(x) безусловно сходится почти 
всюду на [0, 2л]. Теорема 1 доказана. 
Доказательство теоремы 2. Пусть 
a(t) = 
L N | Y + L 
В силу равенства Парсеваля имеем 
2л 
f [/(x + t ) - f(x - t)]2dx = 4 л 2 К + hl) sin2kt ; 
Ö * = I 
следовательно 
(?) a(t) [f(x + t) — f(x - t)]2dx dt = 
О 0 
= 4 71 JZ(a2k + b\) f a(t) sin2 kt dt. 
k = l 
Обозначим через /^множество всех t отрезки [0,2л;], таких, что sin2 kt 
В силу (5) и (7) имеем 
Полагаем 
« + Ь2) j a(t) dt < оо . 
k=l Ik 
ш(к) = j a(t)dt. 
в 





Мы докажем, что справедливо неравенство 
(8) 
Сперва покажем, что 
- 22т 









t In + 1 eV) 
dt 
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Пусть Am = 
2л 2л 
22М ' 02""1 
. В силу неравенства Шварца получаем, что 
í И s I 
( , il I 
Ь — + 1 E ( 0 
U 
dt dt < 
3m n 1km 3m П 1km 3 m П Ik,,. / In / 1 F I <?(*) 
(10) 
I N - + I | | E ( T ) 
dt Í dt. 
I km Зга t\ In h 1 1 \Q(t) 
Но так как интеграл 










2 л 2 4 
(2m — 2m — 1) = 2 2 M , 
910 
то в силу (10) получается утверждение (9). Объединяя соотношения (4) и (9), 
мы заключаем, что выполнено неравенство (8). Таким образом остается до-
казать, что из условий 
( Н ) 
и 
( 1 2 ) 
2 [al + Ъ\) со(к) < оо 
Л = 1 
^ 2 2 Т 
> < оо 
4 0>(к 
M = 1 1 П 
вытекает безусловная сходимость почти всюду на [0, 2я]. Это непосредст-
венно следует из метода доказательства О л и ч а . 
Пусть 2D сп <Рп(х)— новое расположение ряда (1), так что с
п
 = a s ( n ) 




г(п) и <рп(х) = cos (s(n)x) или <р(х) = sin (г(п)х). Разобьем члены 
этого ногово ряда на группы, объединив в группу Н
т





д л я которых 22т < s(n),r{n) g 22m+1. Для членов входящих в группу #
т
, 
положим n = vim, где i = 1, 2, . . ., 2(22m+1— 21™) и vim возрастают по i при 
фиксированном т. Тогда лемма Д. Е. М Е Н Ш О В Э [3] и Г. Р Д Д Е М А Х Е Р А [4] 




Cvím<PvJx)\ й àm(x) 
] 62m(x) dx < A log2 2(22"+1 - 22m) 2 К + b\) . 
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Следовательно из (11) получаем 
2л 
2 h t f d x - 8 A 2 c o ( K i ) 2 { a l + b l ) -
m= 1 f m = 1 /t=2'm+l 
+ b ' k ) w ( k ) < 00 ' 
что влечет за собой сходимость ряда 
(is, 
Л1= I 





V 2 2 <-vim<pvim(xо) 
т=т,(p,q) i—jm 
т,(р, q) 
^ 2 Ôm(xo) й 2 Ô m( x о) . 
m = m,(p,q) m=m,(p,q) 




 m rn,(p,q) m—m^p.q) 1 m/ m = ml(p,q) 
итак в силу (12) и (13) 
G 
Ч 
П = Р 
с
п<РпЫ 
при p,q-+°° стремится к нулю. Тем самым сходимость почти всюду переста-
вленного ряда установлена, что и завершает доказательство теоремы 2. 
(Поступила 5 Апрель 1963 г.) 
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ÜBER UNBEDINGTE KONVERGENZ DER TRIGONOMETRISCHEN 
REIHEN. I 
v o n 
L . L E I N D L E R 
Bezeichne E(f>(f) den besten Annäherungsgrad von f(x) im Sinne der 
XAMetrik mit trigonometrischen Polynomen ( n — l ) - t e r Ordnung. 
I n dieser Note haben wir zwei Sätze von P . L. U L J A N O V verschärf t . 
Unsere Ergebnisse sind die folgenden: 
Satz 1. Es sei y(t) eine nicht-negative Funktion mit 
Gilt 
éí у(к)к1пк 
y(k) In к 
< OO . 
k=2 к 
I M T ) } 2 < 
dann konvergiert die Entwicklung 
(I) f(x) ~ — + (ak c o s kx -f bk sin kx) 
^ к— 1 
bei jeder Anordnung ihrer Glieder fast überall. 
Satz 2. Es sei o(t) eine nicht-negative Funktion mit 
2л 
1 
dt < <x> . I t In 
Gilt 
+ 1 \\Q(t) 
[in 1 •j 
- + 1 
l t [f(x + t ) - f(x - t)]2 dt dx < oo , 
so ist die Reihe (I) unbedingt konvergent. 
Ohne Beweis haben wir e r w ä h n t , dass sich aus dem Satz 2 leicht 
ergibt, dass die Reihe (I) unter de r Bedingung 
2л 2л 
Í7ÍÍ U(X + t ) - f ( х - t ) f d x dt < oo 
bei jeder Anordnung ihrer Glieder f a s t überall konvergiert . 
HERMITE EXPANSION AND DISTRIBUTION OF 
ZEROS OF POLYNOMIALS 
by 
E . M A K A I — P . T U R Á N 
To P a u l E r d ő s on his 5 0 t h b i r t h d a y . 
1. Some time ago one of us (see [1]) realised tha t in problems when 
reality of zeros are concerned the Hermite-expansion seems to be a more 
appropriate tool than power-series expansion. This fac t lends interest to the 
general problem to s tudy the functional algebra of the Hermite-expansion 
of polynomials, i.e., the influence of t h e coefficients of its Hermite-expansion 
upon the distribution of its zeros. Various results have been reached in this 
direction (see [2], [3], [4]) but to one problem, raised in [1], no progress was 
made. This refers to t he interesting question, does there exist a theory of the 
Hermite-expansion corresponding to t he LANDAU—FEJÉR—MoNTEL-theory of 
polynomials (see [5]). In this paper we are going to give the first theorem in 
this direction. The Hermite-polynomials Hv(z) arc always meant with the 
normalisation 
Writing z = x iy we assert the following 
Theorem I. The ,, H ermite-tr in omiaV ' equation (C arbitrary complex) 
has always at least one of its zeros in the strip \ y\^.A with a positive numerical 
constant A. 
This will be a simple consequence of the following 
Theorem II. The equation (1.2) has for n 36 at least one zero in the 
strip I y I ^ e3. 
The proof of this theorem will no t be very delightful; but a f i r s t proof 
can be as ugly as it wants to be. 
This paper seems to us fi t for dedication to P. ERDŐS who enriched the 
theory of polynomials by so many ingenious contributions. 
2. For the proof wc shall need some facts, more or less known f rom the 
theory of Hermite-polynomials. They satisfy the recurrence-formula 
(1.1) 
f(x) = 1 + Hx(z) + CHn(z) = 0 
( 2 . 1 ) Hm(z) = 2zHm_1(z) - 2 ( m - l ) Hm_2(z), 
further the formula 
( 2 . 2 ) H'm(z)=2rnHm_1(z). 
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We shall need also the deeper fac t , due to G . S Z E G Ő (see [6] p. 128) (which we 
use in a slightly weaker form) according to which, if £m stands for the maximal 
zero of Hm(x) = 0, then 
(2.3) £m < (2m + I ) 1 / 2 - 1,8 (2m + l)"1 /6 
and also the inequal i ty of Van V E E N (see [ 9 ] ) 
£2M ^ 2 (m + 1 ) - 6 , 1 (m + 1 
m ^ 2 . 
This last inequali ty we use in t h e slightly weaker form 
4 , 4 
( 2 . 4 ) fm > У 2m + 2 - (m + l)1/6  
m ^ 5 . 
Applying (2.3) and (2.4) with m = n resp. n — 1 we obtain for n ^ 6 
í n - < ( 2 n + I ) 4 / 2 - ( 2 N ) I / 2 - 1 , 8 
1 
( 2 . 5 ) < 
< 
гг.






/ 2 + №-!/" 4,4 - 1,8 < 






3 + У 2 ) 
4 f n n1!6 4 n 
( 2 N + L ) 1 / 6  
1,8 
№
I / 6 ( 2 Т Г + 1 ) 1 / В 
< 3,21г."1/6 
< 
We shall fu i ' ther need two inequalities d u e to one of us (see [7]). The 
f i r s t of these asserts the inequali ty 
/ "1 \ I 2 
(2.6) \hm^(u\^ [ m ; у2гп + 1 - й , 
m + 1 
and the second, t h a t for 
— )j2m + 1 ^ x ^ У2m + 1 
t h e inequality 
77? T s' 
(2.7) | Я
т
( х ) | ^ 7 — ( 2 m + l ) i / 4 ( 2 M + 1 - X 2 Y I * 
holds. (We remark t ha t the last one could have been replaced by a somewhat 
weaker inequality due to J . B A L Á Z S (see [8]) which can he deduced much 
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simpler.) Since f r o m (2.3) we have evidently for m ^ 1 the inequal i ty 
2m + 1 — I2, ^ (2m + l)1/3 
and hence f rom (2.6) and (2.4) for m SÏ 5 
( m — 1 ) ! i { 2 m + 2 - 8 , 8 V 2 (M+!)«/>} 
(2m + l)1/6 • e2 > 
m + 1 
> ( W 111—(2m + 1)1/6.
 em+l-6,3<m+I)V» 
m + 1 "" 
Thus with m = n — 1, и ^ б this gives 
| # „ _ 2 ( £ N - I ) I ^ — — ( 2 n - L ) I /« • 







)\ = 2(п- 1)|Я
П
_2(Ы1)^ 
( 2 . 8 ) ( » — 1 ) 1 (2ra— i)i/e.en-6,3n>/,_ 
As it is well-known we have £n_x < £„; let us consider | Hn(z) | on t h e 
circle I z — £„! = £„ — £ n _ v L e t us observe t h a t owing to t h e fact t h a t 
all zeros of Hn(z) are real, t he min imum of | Hn(z) | on our circle is a t t a ined 
only a t z = £n_1 . Hence from (2.8) we get t h e 
Lemma. On the circle \ z — £n | = £n — £n_.1 the inequality 
I H n ( z ) ^ 1)1 (2RA — L)1/» E"=6 '3NL/ ' 
" j ] ' 
holds, if only n 6. 
3. We shall need another inequal i ty too, which is an easy deduction 
= ô, ô > 0 a n d f r o m (2.7) and (2.2). Let K(Ô) s t and for the circle z + — 
we want to have an upper bound for | H n ( z ) | on K(ô). Repea ted use o f 
(2.2) gives 
H<nk\z) = 2k 
and hence on K(ô) 
(га — je) ! Hn-k(z) 
i k = О 
1 
( . + 4 1 
к 
i f 
9 V ? (2ô)k Hn-k 
1 
2 I 2 T - ? U 2 
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Using (2.7) this gives on K(ô) 
\Hn(z)\^n\ V 
(20) s\k In — Ik + 1 , 1 / 4 
k
= ° / ! 
(3.1) 
n — к 
• E 1 ' 8 < 
! -2k-\  
< | i 
1/4 LY, _ 
ei/8(l + 20)" • max • < 
' n — к 
1/4 
gl /8 п ! 
— • e ,2 i n 
This is w h a t we shall need. 
4. Now we tu rn t o the proof of our theorem. On the circle | z — | = 
= £n — f „ _ i we have f r o m (2.3) and (2.5) for n 6 the inequality 
| L + ^ 1 ( Z ) | = |L + 2 Z | ^ L + 2 ( 2 ^ - | N _ 1 ) < 
(4.1) < 1 + 2 {(2гг. + l)i/2 _ i g ( 2 и + l)-i/« + 3.2И.-1/6} < 3 \ 2 n + 1 
and hence, if only 
n ! (4.2) CI ( 2 n - 1)1/« Е"-В,ЗП'/- > 2пу2п+ 1 
then owing to the l emma and (4.1) we have 
| С Я „ ( Г ) | > I I + АД!. 
But then Rouché's theorem gives a t once the existence of a zero in the circle 
£n-£n-1 
i.e., owing to (2.5) in t h e strip 
(4.3) 
On the o ther hand, if only 
(4.4) 
3,2 
\Iz\ <L e^ < e3. 
n\ ( 4 W 4 
< 
then choosing ô = — we have on t h e circle К 
2 n 2 n 
, using (3.1), 
| 1 + / 4 ( 2 ) 1 = 2 2 + - > 
(4.5) W' Í 4 B / 4 
> | С 1 Т ^ Т - Ы E 9 / 8 > ICI \Hn(z)\ 
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i.e., again Rouché's theorem gives the existence of a zero in the circle 
-2 'in 
•, i.e., a fortiori in the strip 
(4.6) \Iz\ < 1 
12 
Obviously (4.2) and (4.4) cover all C-values if 
U/4 
(4.7) с _ д / 8 1 ^ Зте] /2те+1 c _ n t f i 3 n V , 
N (2 N — 1 ) ! /« 
5. Since, as easy to see, we have even for те St 1 
J / 2 R E " + 1 
(2ТЕ — L) 1 ' 6 < 2 те
1/3, 




1/4 g-9/8 > 6 те7'3 e-"+e>3" , 
e" > 
4 )i/i ,,, 
1
 g9/8 + 6,3n ' ^7/3 
4 )'/4 2 + - 7 
—I < e 12 and —log и < 2 , 6 те1/3 
3 
(5.1) is in turn certainly t rue if 
resp. 
gn > g3,22+9" 
n > 3,2 + bn 1 / 3 . 
But this t rue for те 36 and hence Theorem I I is proved. 
6. In order to prove Theorem I we have to consider t he case 
(6 .1 ) 
Hence if 
( 6 . 2 ) 
n <. 35 . 
K L < 
max \Hn(z) 
l* + i l = I 
(C[ and later c2, . . . being positive explicitly calculable numerical constants) 
then the equation (1.2) has owing to Rouché's theorem a zero in the circle 
11 A Matematikai Kutató Intézet Közleményei VIII. A/l—2. 
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j j i 
I z + — I ^ 1, i.e., in I Iz I ^ 1. Further if 
i 2 
max I + 2 z | 
(6.3) |C| > 
(in consequence of (6.1.), t h e n the equation (1.2) has a t least one zero owing 
to Rouché's theorem in t h e circle 
|Z — £n—i J ^ F„ — FN-! ^ C3 
i.e., in / 2 I 5i c.,. If Cj > c2, we are ready and our s t r ip is 
(6.4) Iz\ ^ max (e3, c3). 
If not, then t h e zeros of t h e equations (1.2) with 
cx ^ |C| ^ c 2 , n ^ 35 
are certainly in a finite universal domain, i.e., with sui table c4 in 
\Iz\ ^ c4 . 
In this case t h e strip 
\Iz\ ^ max (e3, c3, cA) 
fulfills our requirement. Hence Theorem I is proved too. 
(Received April 19, 1963.) 
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РАЗЛОЖЕНИЕ В РЯД ПО МНОГОЧЛЕНАМ ЭРМИТА И РАСПРЕ-
ДЕЛЕНИЕ НУЛЕЙ МНОГОЧЛЕНОВ 
E . M A K A I и Р . T U R Á N 
Резюме 
Если Hv(z) является многочленом Эрмита, определенным формулой 
(1.1), тогда корни многочленов определенных формулой (1.2) размещаются 
вблизи действительной оси плоскости комплексного переменного. Точнее, 
существует постоянная величина А, независшая от n и от С такая, что мни-
мые части у корней удовлетворяют неравенству | у | < а. 
л * 

KRITISCHE GRAPHEN I 
v o n 
T . G A L L A I 
Einleitung 
In der vorliegenden Arbeit kommen nur solche endliche Graphen vor, 
die weder Schlingen, noch mehrfache Kanten enthal ten. Unter einer zulässigen 
Färbung des Graphen G verstehen wir eine Zuordnung von „ F a r b e n " zu den 
Knotenpunk ten (im folgenden kurz: Punkten) von G, wobei jeder Punkt eine 
F a r b e bekommt, und je zwei durch eine K a n t e verbundenen Punk te stets 
verschiedene Farben erhalten. Die kleinste Anzahl von Farben, mit der eine 
zulässige Färbung des Graphen G durchgeführt werden kann, he iß t die chroma-
tische Zahl von G, die wir mit y(G) bezeichnen. Fü r den leeren Graphen G sei 
y(G) = 0. Der Graph G heißt kritisch, wenn fü r jeden echten Teilgraphen G' 
von G y(G') < y(G) gilt. G heißt k-kritisch (4 > 1), wenn G kri t isch ist und 
y(G) = к besteht. Der Begriff der kritischen Graphen wurde von G. A. D I R A C 
eingeführt , und er bewies auch eine Reihe interessanter Eigenschaften dieser 
Graphen (s. [2]—[8]). In der vorliegenden Arbei t zeigen wir einige weitere 
Eigenschaften der kritischen Graphen. Mehrere der Resultate sind Verschär-
fungen gewisser Ergebnisse von D I R A C und anderer Verfasser. 
Man kann leicht zeigen (s. [2], [12]), daß in einem 4-kritischen Graphen 
der Grad1 eines jeden Punktes > к—1 ist. Der Kürze halber werden wir die 
P u n k t e (k—l)-ten Grades eines 4-kritischen Graphen die Nebenpunkte, alle 
übrigen Punkte die Hauptpunkte des Graphen nennen. Es existieren kritische 
Graphen, die nur Nebenpunkte besitzen. Die vollständigen Graphen 2 und die 
ungeraden Kreise3 sind solche Graphen, und man kann zeigen (s. (3.1)), daß 
außer diesen keine weitere existeren. Für 4 = 1 , 2, 3 existieren überhaupt 
keine anderen 4-kritischen Graphen (s. [12]). Die aus lauter Nebenpunkten 
bestehenden Graphen sind also von sehr einfacher Natur . Nun stellte sich heraus, 
d a ß die Nebenpunkte in jedem kritischen Graphen einen Teilgraphen von sehr 
einfacher S t ruk tur spannen4, sowie daß dieser Teilgraph eben aus vollständigen 
Graphen und ungeraden Kreisen zusammengesetzt ist. Es gilt diesbezüglich der 
' Der Grad e ines P u n k t e s i s t d i e Anzahl de r z u d e m P u n k t i n z i d e n t e n K a n t e n . 
2
 E in vo l l s t änd ige r / G r a p h ( j > 0) bes i tz t j P u n k t e , und j e zwe i dieser s ind 
d u r c h eine K a n t e d e s G r a p h e n v e r b u n d e n . (Wir b e t r a c h t e n also d e n l ee ren Graphen 
a l s vo l l s t änd igen O-Graphen , d e n e i n p u n k t i g e n G r a p h e n als v o l l s t ä n d i g e n 1-Graphen . ) 
3
 E i n Kre i s h e i ß t unge rade , w e n n er eine u n g e r a d e Anzah l v o n K a n t e n bes i t z t . 
4
 I s t A e ine M e n g e v o n P u n k t e n d e s G r a p h e n O, so b e s t e h t der d u r c h A g e s p a n n t e 
T e i l g r a p h von G a u s d e n P u n k t e n v o n A und a u s s ä m t l i c h e n solchen K a n t e n von G, 
d i e P u n k t e von A v o r b i n d e n . 
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Satz (E . l ) . Es sei G ein k-kritischer Graph und GN der durch die Neben-
punkte von G gespannte Teilgraph von G. Dann sind die Glieder5 von GN voll-
ständige j-Graphen (0 j iL k) und ungerade Kreise. (Enthält G keinen Neben-
punkt, so ist Gn der vollständige O-Graph, d. h. der leere Graph.) 
L ä ß t man den vollständigen fc-Graphen außer Betracht, so reicht im 
Falle к >. 4 die in ( E . l ) ausgesprochene Eigenschaft , mit einer trivialen 
Ergänzung, zur Charakterisierung der Teilgraphen GN aus. Dies besagt der 
Satz (E.2). Es sei к 4 und G' ein Graph, dessen Glieder vollständige 
j-Graphen (0 C j С к—1) und ungerade Kreise sind und in dem jeder Punkt 
einen Grad к—1 besitzt. Dann existiert ein solcher k-kritischer Graph G, in dem 
die Nebenpunkte einen mit G' isomorphen Graphen spannen. 
Satz (E.2) en thä l t auch die Behauptung, d a ß es für к 4 fc-kritische 
Graphen ohne Nebenpunkte existieren. Bei dem Beweis dieser Behauptung ist 
die Angebung einen 4-kritischen Graphen ohne Nebenpunkte die Hauptauf-
gabe. Man kann nämlich mit Hilfe einen solchen 4-kritischon Graphen in sehr 
einfacher Weise für jedes beliebige к > 4 einen fc-kritischen Graphen ohne 
Nebenpunkte konstruieren (s. unter (2.1)). In (2.3) geben wir unendlich viele 
solche 4-kritischen Graphen an, in denen jeder P u n k t den Grad 4 ha t . Bezüg-
lich diesen Graphen werden wir auch die folgende interessante Tatsache bewei-
sen (s. (2.4)): Alan k a n n unter den angegebenen Graphen unendlich viele solche 
Graphen finden, die keine „kleine'' ungerade Kreise enthal ten, genauer gesagt 
deren ungerade Kreise mindestens f n Kanten enthal ten , wobei те die Punktan-
zahl de r Graphen bezeichnet.6 
Neben der Angebung fc-kritischen Graphen ohne Nebenpunkte, beruht der 
Beweis von (E. 2) auf solche Konstrukt ionen, mit Hilfe derer man aus kritischen 
Graphen neue krit ische Graphen herstellen kann. Zum Beweis von (E. l) 
wenden wir dieselbe Methode des F a r ben Wechsel s an, mit welchem BROOKS 
seinen Färbungssatz bewiesen hat . 
Wir zeigen mehrere Anwendungen des Satzes (E. 1). Der vorher erwähnte 
Brooks'sche Satz ergibt sich als unmi t te lbare Folge (s. (3.2)). Wir stellen dann 
mit Hi l fe (E. l ) in d i rekter Form diejenigen kritischen Graphen dar , die genau 
einen Haup tpunk t besitzen (Satz (3.3)). Diese Graphen waren vorher von D I R A C 
durch ein rekurrentes Verfahren hergestellt worden (s. [8]). Unsere Darstel-
lung gibt die Möglichkeit aus diesen Graphen solche auszuwählen, deren größ-
te Kreise „klein" sind. Wir können so bei jedem festen к jz. 4 f ü r unendlich 
viele n solche те-punktigen fc-kritischen Graphen angeben, deren größten Kreise 
weniger als c^ . log те K a n t e n enthal ten (ck bezeichnet eine nur von к abhängige 
Konstante) (Satz (5.2)). Dies bedeutet eine Verschärfung früherer Resul ta te von 
J . B. K E L L Y und L. M. K E L L Y , D I R A C und R . 0. R E A D ([10], [5], [13]). Es sei 
6
 D i e Glieder e i n e s z u s a m m e n h ä n g e n d e n , m e h r p u n k t i g e n G r a p h e n G s i nd durch 
die f o l g e n d e n E i g e n s c h a f t e n b e s t i m m t : D u r c h je zwei K a n t e n desselben Gl iedes geht 
ein K r e i s v o n G, d u r c h z w e i solche K a n t e n , d ie zu v e r s c h i e d e n e n Gliedern g e h ö r e n , geh t 
ke in K r e i s v o n G. Der l ee re sowie d e r e i n p u n k t i g e G r a p h bes i t z t ein e inz iges Glied: 
den G r a p h e n selbst . M a n v e r s t e h t u n t e r d e n Gliedern e ines n i c h t z u s a m m e n h ä n g e n d e n 
G r a p h e n d i e Glieder s e i n e r K o m p o n e n t e n (s. [11], [12]). 
6
 S i ehe E R D Ő S , P . : „ O n circui ts a n d s u b g r a p h s of c h r o m a t i c g r a p h s " . Mathematika 
9 (1962) S. 171. 
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noch erwähnt , daß man mit Hilfe von (E. l ) auch jene kritischen Graphen 
herleiten kann , die genau zwei H a u p t p u n k t e besitzen. 
Der Satz (E.l) gibt auch die Möglichkeit zur Best immung einer unteren 
Schranke f ü r die Kantenanzahl kritischer Graphen. Wir zeigen, daß ein Ukri-
tischer (k > 4) Graph mit n (n > k) Punk t en stets mehr als n(k—1)/2 + 
+ « / ( 2 ( & + 9 ) ) Kanten en thä l t (Satz ( 4 . 4 ) ) . Un sere Schranke ist zwar fü r "k le ine" 
n kleiner, als die von D I R A C angegebene (s. [ 8 ] und ( 4 . 2 ) ) — diese hat den Wert 
?I (K—1)/2 + (K—3) /2 — sie hat jedoch die Eigenschaft, d a ß ihr Unterschied 
von der „tr ivialen Schranke" n(k—1)/2 mit n ins Unendliche wächst.7 
1. Beweis des Satzes (E. l ) 
I n diesem Abschnitt führen wir zuers t mehrere Bezeichungen ein und 
geben einige Erklärungen. Dann beweisen wir mehrere Hilfsätze und gelangen 
durch diese zum Beweis des Satzes (E. l ) . 
(1.1) B e z e i c h n u n g e n u n d E r k l ä r u n g e n . I s t M eine 
endliche Menge, so bezeichne Л (M) die Anzahl der Elemente von M. Mit G 
(auch mit verschiedenen Zeichen versehen) werden wir immer Graphen bezeich-
nen. 7(G) bzw. JP(G) bezeichnet die Menge der P u n k t e bzw. Kan ten von G; 
n(G) bzw. v(G) die Anzahl der Punk te bzw. Kanten von G. I s t 7(G) = 0 und 
,T(G) = 0 , so heißt G leer (G = 0 ) . 
Der Graph G1 U G2, bzw. G1 f) G 2 is t durch 7(GL U G2) = 7(GJ U 7(G2), 
JT(Gi U G2) = J r m U JT(G2) bzw. 7(G, n G2) = 7(GJ П 7(G2), 
•7T(G1 П G2) = -TiGf, n -3T(G2) def inier t . Falls G1 f] G2 = 0 ist, so sagen 
wir daß G1 und G2 fremd sind. 
QG(X) ist der Grad des Punktes x in G. Ist gG(x) = 0, so he iß t x ein 
isolierter P u n k t von G. xy oder yx bezeichnet die K a n t e , die die P u n k t e 
x und y verbindet . Sind A und В Punktmengen , dann nennen wir ihre P u n k t e 
kurz A-bzw. B-Punkte. Eine AB-Kante ist eine solche K a n t e , die einen M-Punkt 
mit einem ß - P u n k t verbindet . Ist A = {a}, so schreiben wir s ta t t A ß - K a n t e 
aB-Kante. x € G ist gleichbedeutend mi t x € 7(G), xy € G mit xy € G).8 
Ist xy € G, so sagen wir auch, daß x und y in G verbunden oder benachbart sind. 
Gilt А С 7(G), В С 7(G) und en thä l t G jede A ß - K a n t e , dann sagen wir, 
daß A und ß in G vollständig verbunden sind. 
G' ç G drückt aus, daß G' ein Teilgraph von G is t (G' с G, daß G' ein 
echter Teilgraph ist). I s t A Ç 7(G), so bezeichnet [A]c den durch A 
gespannten Teilgraphen von G. Wir setzen G—A = [7(G)—A]a (А С 7(G)) 
und G—x = G—{x} (x Ç 7(G)). 1st xy € G, dann bezeichnet G—xy jenen 
Graphen, der aus G durch Weglassung der Kante xy en t s teh t . 
Fü r den mit G bezeichneten Graphen werden wir von den Zeichen gG(x) 
und [A]a den Index G meistens weglassen. Die Begriffe „Grad" „benachbar t " 
u. s. w. beziehen sich — wenn anders n icht gesagt wird — gleichfalls auf den 
mit G bezechneten Graphen. 
7
 U n s e r e s Wissens n a c h h a t a u c h D I R A C bewiesen, d a ß d e r U n t e r s c h i e d zwischen 
der K a n t e n a n z a h l u n d n(k — l ) /2 m i t n i n s Unend l i che w ä c h s t . 
8
 D i e P u n k t e w e r d e n i m m e r m i t k l e i n e n la te in ischen B u c h s t a b e n , die K a n t e n m i t 
B u c h s t a b ' i n p a a r e n b e z e i c h n e t . 
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Die Punktmenge A ist eine trennende Punktmenge des zusammenhan-
genden Graphen G, wenn А С besteht und G—A nicht zusammen-
hängend ist. I s t {ж} eine t r ennende Menge von G, so heißt x ein trennender 
Punkt von G. U n t e r den t rennenden Punkten eines nicht-zusammenhängenden 
Graphen G vers tehen wir die trennenden P u n k t e der Komponenten von G. 1st, 
x kein trennender Punkt von G, so gehört er zu genau einem Glied von G (s. die 
Fußnote5 der Einleitung). Wir nennen ein solches x einen inneren Punkt des 
Gliedes, dem es angehört. Ein Glied von G heißt Endglied, wenn es höchstens 
einen trennenden Punkt von G enthält. Jeder Graph besitzt mindestens einen 
Endglied, diejenigen mit t rennenden Punkten mindestens zwei (s. [12] S. 88). 
I s t G zusammenhängend und mehrpunktig, so enthält jedes Endglied von G 
innere Punkte. 
W — (xx . . . xn) [n 1) bezeichnet im Falle n 2 jenen Weg, der aus 
d e n (verschiedenen) Punkten xv . . ., xr und aus den Kanten 
besteht; im Falle n = 1 den einpunktigen Graphen (Weg) (®J, der aus ж, 
besteht. Wir werden W auch einen xxxn-We,g nennen. 
V = (xxx2 . . . xnxx) (n 3) bezeichnet jenes Vieleck (Kreis), das aus 
den (verschiedenen) Punkten xx, x2, • . ., xn und aus den Kanten xxx2, . . ., 
xn_xxn, xnxx bes teht . Zwei P u n k t e x, und Xj von V zerlegen V in zwei Wege, 
diese heißen die durch ж, und Xj bestimmten Bogen von V. Die Diagonalen 
von V sind diejenigen Kanten, die Punkte von V verbinden, jedoch nicht zum 
Graphen V gehören. 
Unter der Größe (Länge) eines Weges bzw. Kreises (Vielecks) verstehen 
wir die Anzahl seiner Kanten . Ein Weg bzw. ein Kreis heißt gerade oder 
ungerade, je nach dem seine Länge gerade oder ungerade ist. 
Den ausdruck ,,vollständiger j-Graph" werden wir mehrmals durch das 
Zeichen </> ersetzen. G = ( j ) bedeutet also, daß G ein vollständiger j-
Graph ist. 
Für die Fä rbung der P u n k t e sollen die nichtnegativen ganzen Zahlen 
benütz t werden. Is t / eine Färbung von G, ist ferner ж e G G' С. G und 
А С Jjiï(G), d a n n bezeichnet /(ж) die Farbe von ж in / , f(G') bzw. f(A) die 
Menge der in G' bzw. A vorkommenden Farben von / . Eine k-Färbung (k P 1 ) 
von G ist eine zulässige Färbung von G mit höchtens к Farben. G heißt k-färb-
bar, wenn er eine ^-Färbung besitzt . (Ein Ufärbbarer Graph ist also auch 
(k r)-färbbar (r > 0).) Ist x(G) = k, so heißt G k-chromatisch. Gilt für jedes 
x £ G y.(G—ж) < x(G), so heißt G punktkritisch. 
Es sei y-(G) = к und ж e G . / heißt eine zu x gehörige Färbung (von G), 
wenn / eine solche Ä:-Färbung von G ist, hei der die Farbe /(ж) in keinem von 
x verschiedenen Punkt vorkommt. 
Die folgenden drei Behauptungen sind trivial: 
(1.2) Zu jedem Punkt x des kritischen Graphen G existiert eine zu x gehörige 
Färbung von G. 
(1.3) Es sei G k-kritisch (k 2), ж ein Nebenpunkt von G ( o(x) = к—1 ) 
und f eine zu x gehörige Färbung von G. Sind dann xx, . . ., xk_x die 
Nachbarpunkte von x in G, so sind f(xx), . . ,,f(xk_ ,) verschieden. 
(1.4) Es sei G kritisch, x e G, f eine zu x gehörige Färbung von G und y ein 
solcher Nachbarpunkt von x, dessen Farbe f(y) bei keinem anderen Nachbarpunkt 
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von X vorkommt . Vertauscht man dann die Farben von X und y, ohne die Farbe der 
übrigen Punkte zu ändern, so geht f in eine zu y gehörige Färbung über. 
Aus (1.3) und (1.4) folgt unmittelbar 
(1.5) Es sei G k-kritisch (k 2), x ein Nebenpunkt von G und f eine zu x 
gehörige Färbung von G. Ist y ein beliebiger Nachbarpunkt von x, so führt, die 
Vertauschung der Farben von x und y, bei Festhaltung der Farben der übrigen 
Punkte, die Färbung f in eine zu y gehörige Färbung über. 
Der in (1.5) vorkommende Farbenwechsel wurde erst von B R O O K S im 
Beweis seines Färbungssatzes angewendet [1]. 
(1.6) Lemma. Es sei G k-kritisch (к ^ 3), x0, xv . . ., x, Nebenpunkte von 
G und V = (x qÜ/j . . . OCjpC^) ein Vieleck von G. Ferner sei f eine zu xn gehörige 
Färbung von G. Permutiert man dann die Farben von xv . . .,x, in zyklischer 
Ordnung, ohne die Farbe der übrigen Punkte zu ändern, so gelangt man wieder 
zu einer zu xf) gehörigen Färbung von G. 
Beweis. Es sei f(x0) = 0 und f{xj) = a, (i — 1, . . ., I). Vertauscht m a n 
nacheinander die Farben von x0 und xv x1 und x2, . . ., xl_1 und xt, und endlich 
diejenigen von x, und x0, ohne die Farbe der übrigen P u n k t e zu ändern, so 
erhäl t man zufolge (1.5) der Reihe nach die zu den Punkten xv x2, . . ., x„ x 0 
gehörigen Färbungen fv f2 fl und / ' . In fi (1 < г ü l—1) erhalten die 
P u n k t e x0, xv . . ., x, die Farben AV a2, . . ., a,, 0, a f + 1 , . . ., OL„ in / , diejenigen 
von av a2 , . . ., a ( , 0 und i n / ' die Farben 0, a2 , a 3 , . . ., ah av 
(1.7) Es sei G k-kritisch (к èz 3) und V ein solches Vieleck von G, das nur 
Nebenpunkte von G enthält. Gibt es dann in V einen Punkt x0 mit der Eigenschaft, 
daß G keine aus x0 ausgehende Diagonale von V enthält, so muß V ein ungerades 
Vieleck sein. 
Beweis. Es sei V = (xgx^ . . . xtx0) (l ^ 2) und A die Menge jener Nach-
barpunkte von x0 , die nicht zu V gehören, also die Menge sämtlicher Nachbar -
punkte mit Ausnahme von xx und x,. Ferner sei / eine zu x0 gehörige Fä rbung 
von G. Wir zeigen erst, daß keine der Farben f(x0), f(xx),..., f(xj) in f(A) en t -
halten ist. Für f(x0) ist das tr ivial , für /(x,) und f(x,) folgt dies aus (1.3). I m 
Falle l > 2 sei f(xf = a (1 < i < l). Durch (i—l)-malige zyklische Permutat ion 
der Farben von xv . . ., x, (in den übrigen P u n k t e n werden dabei die Farben 
festgehalten) bekommt man eine solche Fä rbung f von G, f ü r die f'(xß = a 
besteht. Nach (1.6) i s t / ' eine zu x„ gehörige Färbung von G, und so ist nach 
(1.3) a^f'(A) = f(A). ' 
Anderseits folgt nach (1.3) aus unsern Annahmen, daß f(A) genau к—3 
Farben enthäl t . Die Farbe f(x0) kann in keinem von ,r0 verschiedenen P u n k t 
vorkommen. Es bleiben also fü r die P u n k t e xv . . ., xt nur zwei Farben . 
Diese müßen in der Folge f ( x f ) , . . ., f(xß abwechselnd auf t re ten. Nach 
(1.3) ist jedoch f ( x f ) =f=f(xl), und so muß l gerade sein. 
(1.7) ist mit der folgenden Aussage gleichwertig: 
(1.8) Ist G k-kritisch (к + 3) und V ein solches gerades Vieleck von G, das 
nur Nebenpunkte von G enthält, dann läuft aus jedem Punkt von V mindestens 
eine zu G gehörige Diagonale von V aus. 
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Zum Beweis des Satzes (E.l) wird nur von der in (1.8) formulierter 
Eigenschaft der kritischen Graphen Gebrauch gemacht . Es genügt sogar 
weniger: Wi r werden nur benützen, daß der Graph G von (1.8) mindestens zwei 
Diagonalen des Vielecks von (1.8) en thä l t . Es gilt nämlich folgender Satz: 
(1.9) Satz. Es enthülle der Graph G zusammen mit jedem geraden Vieleck 
auch mindestens zwei Diagonalen dieses Vielecks. Dann sind sämtliche Glieder von 
G vollständige Graphen und ungerade Vielecke. 
Beweis. Es genügt zu zeigen, d a ß ein beliebiges mehrkantiges Glied von 
G ein vollständiger Graph oder ein ungerades Vieleck ist . 
I) Wir zeigen zuerst , daß G zusammen mit einem geraden Vieleck auch 
sämtliche Diagonalen des Vielecks en thä l t . Nehmen wir das Gegenteil an, und 
bezeichne V = (xv ... xpef) ein kleinstes gerades Vieleck von G, dessen Diagona-
len nicht alle zu G gehören. Da mindestens zwei Diagonalen von V in Genthal ten 
sind, muß l 6 sein. Nennen wir in diesem Beweis eine Diagonale xy von 
V gerade ode r ungerade, je nachdem ob die durch x und y bes t immten Bogen 
von V be ide gerade oder beide ungerade sind. (Da / gerade ist, ist jede Diago-
nale von V entweder gerade oder ungerade.) 
a) Wi r beweisen, d a ß G auch ungerade Diagonalen von V enthäl t . 
G enthält zwei Diagonalen von F. Wir dür fen annehmen, daß xpcj € G, xgxh € G 
(1 < д < j < l, д + 1 < h) besteht. Es seien diese beiden Diagonalen gerade 
(sonst g ib t es nichts zu beweisen). Es ist also j= 1 und h^g (mod 2), und so 
besteht 
(*) g — l=h — j (mod 2). 
Ist h j, dann ist wegen (*) V ' = (х
х
х2. . . XgXh . . . XjXf) ein gerades 
Vieleck von G. Dieses ist kleiner als F, und so enthält nach unserer Annahme 
G alle Diagonalen von V'. Es ist also x2xj € G und x2xj ist eine ungerade Diago-
nale von F . 
Ist h > j, so sind wegen (*) die zu G gehörigen Vielecke F, = 
—— (xpc2. . . XgXfrXf, I . . . xjxf) und 12 — (xpCjXj | . . . xgxkx . . . X/Xxj beide 
gerade. Die Summe der Längen von F 1 u n d F., ist l -f- 4. Da l > 4 ist, muß der 
eine von Vx und V2 kleiner als F sein. Wir dürfen annehmen, daß F x kleiner 
als F ist. G enthält dann sämtliche Diagonalen von F r Es gilt also x2xj € G 
und x1Xj+1 € G. Wegen l > 4 ist jedoch der eine von x2xj und XxXj+1 sicher eine 
Diagonale von F, undzwar eine ungerade Diagonale. 
b) E s sei nun XyXj eine zu G gehörige ungerade Diagonale von F . Dann 
sind die in G liegenden Vielecke F t = (x ) und V2 = (xxXjXj+1 . -XpXj) 
beide gerade und beide kleiner als F. G en thä l t also alle Diagonalen von F 1 und 
V2. Es sei XgXh ( ф XyXj) eine solche Diagonale von V, die weder Diagonale 
von F j noch von F2 ist. Wir können 1 < д < j <h ^ l annehmen. Nach den 
obigen liegt das Viereck F 3 = (x1xgxJxftx1) in G, und so en thä l t G beide Diagona-
len von F 3 . E s ist also xgxh € G. G enthä l t daher sämtliche Diagonalen von F. 
Dieser Widerspruch beweist unsere Behauptung. 
II) Es sei jetzt F = (xxx2. . . x,) ein ungerades Vieleck von G und nehmen 
wir an, d a ß G eine Diagonale von F en thä l t . Z. B. sei xpcj € G (1 < j < l). Wir 
zeigen, d a ß dann G sämtliche Diagonalen von F enthä l t . Da F ungerade 
ist, muß das eine der zu G gehörigen Vielecke Vx = (xxx2. . . XjXß und V2 = 
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= (xxx,xj+x. . . xxxx) gerade sein. Es sei z. B. Vx gerade. Dann enthä l t nach 
I) G sämtliche Diagonalen von Vx. Daher gehört das gerade Vieleck V3 = 
= (xxXj_xXjXj+x . . . X /Xß zu G, und so enthäl t G auch sämtliche Diagonalen 
von F 3 . Für eine solche Diagonale von F, die weder Diagonale von Vx, noch 
von F 3 ist, kann man in der gleichen Weise wie in I) b) beweisen, daß sie zu 
G gehört . G en thä l t also tatsächlich alle Diagonalen von F. 
III) Es sei j e t z t Gx ein mehrkantiges Glied von G und F = (xx . . . x() ein 
größtes Vieleck von Gx. 
a) Nehmen wir erst an, daß Gx sämtliche Diagonalen von F enthä l t . Wir 
beweisen dann, d a ß jeder P u n k t von Gx zu F gehört , woraus Gx = <Z> folgt 
(<iy = vollständiger Z-Graph). Es sei nämlich x ein solcher Punk t von G, der 
n ich t zu F gehört . Gx enthält ein solches Vieleck Vx, das den P u n k t x und eine 
K a n t e aus F enthä l t . Es sei F 1 = (хх'хх'ъ . . . x'mx) und g der kleinste, h der 
größte Wert jener Indizes Z(1 ^ г g m) für die x\ £ V besteht. Dann ist 
1 gg <h gm und von dem Bogen W' = (xg ... x'xxx'm . . . x'h) liegen nur x'g und 
x'h auf F.Wir dür fen annehmen, daß x'g = xx und x'h = x. (1 < j ^ l) besteht. 
Nach unseren Annahmen gehört der Weg W = (xx . . . Xixx, . . . x f ) zu G,, 
und dann gehört auch das Vieleck W (J W' zu Gx. W U W' ist jedoch größer als 
F . Dieser Widerspruch beweist unsere Behaptung. 
b) Nehmen wir jetzt an, daß Gx und damit auch G nicht alle Diagonalen 
von F enthält . Nach I) und II) ist dann F ungerade und Gx en thäl t keine der 
Diagonalen von F . Wir beweisen daß in diesem Fall Gx = V ist. Es genügt 
dazu zu zeigen, daß jeder Punk t von G, zu F gehört . Es sei x £ Gx und x$V. Fer-
ner sollen x'g, x f , IF' , Xj dieselbe Bedeutung haben, wie in a). Es gilt j =f= 2 und 
j =f= l. Sonst wäre das zu Gx gehörge Vieleck W' U . . . T(TJ) bzw. W ' U (xx-. .x) 
größer als F. xxxj ist also eine Diagonale von F und es besteht daher xxXj§Gx. 
Bezeichnen ferner IF, und IF2 die durch .r, und x, best immten Bogen von F, so 
bildet (da F ungerade ist) IF ' entweder mit IF, oder mit 1F2ein gerades Vieleck 
von Gx. xlx] ist Diagonale dieses Vielecks, und daher gehört nach I) xx x j zu 
G, und damit auch zu Gx. Dieser Widerspruch beweist unsere Behauptung. 
Dami t haben wir den Beweis von Satz (1.9) beendet . 
(1.10) Der Satz (E.l) der Einleitung ist nun eine unmittelbare Folge von 
(1.8) und (1.9). Man kann sogar mit Hilfe unseres Beweis verfahr en zu einem 
schärferen Satz gelangen. Man kann nämlich hei jedem beliebigen (nicht unbe-
dingt kritischen) Graphen von Neben- und Haup tpunk ten sprechen: Der Punkt 
x des Graphen G heißt ein kritischer Punkt von G, wenn x(G—x) < x(G) gilt. 
I s t «(G) = к und x ein kritischer P u n k t von G, so gilt д(т) к—1. Der kritische 
P u n k t x des fc-chromatischen Graphen G heißt ein Nebenpunkt oder ein Haupt-
p u n k t je nach dem ob Q(X) = К—1 oder Q(X) > К—1 besteht. Offensichtlich 
gibt es zu jedem kritischen P u n k t x von G eine zu x gehörige Fä rbung von 
G (s. (1.2)) und man sieht, daß die Behauptungen (1.3), (1.4), (1.5), (1.6), (1.7), 
(1.8), und demzufolge auch der Satz (E.l) , auch dann richtig bleiben, wenn man 
in diesen s ta t t ^ kritische Graphen beliebige fc-chromatische Graphen nimmt. 
2. Der Beweis des Satzes (E.2) 
Verfahren, die aus kritischen Graphen kritische Graphen ergeben 
Wir wollen uns zuerst mit der Herstellung A'-kritischen Graphen ohne 
Nebenpunkte beschäftigen. Haben wir einen 4-kritischen Graphen ohne 
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Nebenpuiikte, so kann man auf Grund des folgenden einfachen Satzes9 fü r 
jedes beliebige к > 4 leicht einen ^-kritischen Graphen ohne Nebenpunkte 
angeben. 
(2.1) Ist Gx kx-kritisch, G2 k2-krüisch und GXG\G2 = 0, so ist derje-
nige Graph, der aus Gx U G2 dadurch entsteht, daß man sämtliche 
Punkte von Gx, mit sämtlichen Punkten von G2 verbindet, (kx -j- kß-kritisch. 
Wählt man nämlich fü r Gx den oben erwähnten 4-kritischen Graphen 
(dieser muß mehr als 4 Punk te enthalten), f ü r G2 einen — 4) (d. h. 
einen vollständigen (k — 4)-Graphen), so ergibt die Konstrukt ion von (2.1) 
einen ^-kritischen Graphen mit lauter Hauptpunkten . 
Wegen späteren Anwendungen soll liier auch derjenige 4-kritische Graph 
erwähnt werden, der durch das Verfahren (2.1) aus einem ungeraden Kreis 
(3-kritischer Graph) und aus einem einpunktigen Graph zustande kommt 
(s. [6]). Wir wollen diesen ein ungerades Rad nennen. 
(2.2) Gleichfalls wegen späteren Anwendungen formulieren wir hier auch 
zwei triviale Umkehrungen von (2.1) und führen eine neue Benennung ein. 
Ist G ein kritischer Graph, und besitzt eine solche Tjerlegung in zwei 
nichtleere Teilmengen Ax und A2, daß Ax und A2 in G vollständig verbunden sind, 
so sind [ d j ] und \A,] kritische Graphen und es gilt x([Aß) + «([d2]) = x(G). 
Ist G ein kritischer Graph und gibt es eine solche Zerlegung von SZ{G) in 
zwei nichtleere Teilmengen Ax und d 2 , daß [Aß und | d 2 ] beide kritisch sind und 
+ X(M2]) = x(G) besteht, so sind A, und A,, in G vollständig verbunden. 
Es sei bemerkt , daß die beiden Umkehrungen zusammen mit (2.1) ihre 
Gültigkeit auch d a n n erhalten, wenn man in diesen überall s ta t t kritischen 
Graphen punktkr i t ische Graphen n immt . 
Wir nennen einen kritischen (punktkri t ischen) Graphen G zerlegbar, wenn 
eine solche Zerlegung von S$(G) in zwei nichtleere Teilmengen Ax und d 2 
existiert, daß Ax und d 2 in G vollständig verbunden sind. 
(2.3) Wir wollen jetzt solche 4-kritischen Graphen angeben, in denen jeder 
Punk t den Grad 4 ha t . Es seien p und q (p 4, q 3) natürlich Zahlen und q 
sei ungerade: q = 2q' + 1. Betrachte man die Gi t te rpunkte 
au = (i, j) {i = 0 ,1 p; ; = 0, 1 ,q) 
der Ebene und die Strecken 
a i ; a , 'y mit |i ' —- i\ -j- \j' — j| = 1 
(<,»' = 0,1, ...,p; j,j' = 0 ,1 , . ,.,q) . 
Diese Strecken zerlegen das Rechteck Q = a00apUapqa0q in die Quadrate 
Qij =_aijai+l jal JrX j+lai j+x(i = 0, 1, . . ., p— 1; j = 0, 1, . . ., q— 1). Durch die 
Identifizierung der gegenüberliegenden Seiten stelle man ausQ einenKlein 'schen 
Schlauch 8 her. Die Identif izierung soll in solcher Weise durchgeführt werden, 
daß a i 0 mit aiq (i = 0, 1 p) und agj mit apq_j ( j = 0, 1, . . ., q) zusam-
menfalle. 
9
 W i r haben die B e h a u p t u n g (2.1) v o n G. A. D I R A C kennengelernt . Die t r iv ia le 
Verif iz ierung von dieser wollen wir übergehen . 
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Es sei n u n G derjenige Graph , dessen K n o t e n p u n k t e bzw. K a n t e n die i n 
S vo rkommenden P u n k t e at] bzw. „S t r ecken" a,;«,<y< (|г-/—г| -+- \j'—jj = 1 ) s ind . 
Dann en thä l t G genau pq K n o t e n p u n k t e und jeder Knotenpunkt hat den Grad 4. 
Wir beweisen zuerst, d a ß K(G) 4 is t . Nehmen wir da s Gegenteil a n , 
und es sei / eine 3-Färbung von G. Die in / vorkommenden F a r b e n sollen m i t 
ax, a2, a3 bezeichnet werden. Be t r ach te man d e n eindimensionalen simplizialen 
Komplex 
F = {aj, a2, a3, axa2, axa3, a2a3} 
sowie jenen eindimensionalen simplizialen Komplex K. der aus den K n o t e n -
punk ten atj u n d aus den „ger ich te ten" K a n t e n a^a,-^ — —а,-уа,.у von G 
besteht . Bilde man nachher die eindimensionalen Ket ten 
Ri.j = aijai+l,j + ai+l,jai+l,j+l + ai+l,j+lai,j+l + ai,j+laij 
(R t j is der „ R a n d " von Qt]) sowie die K e t t e 
p-I q-1 
r = 2 2 r i j . 
1=0 j=0 
Offensicht l ich gilt d a n n 
(1) R = — 2 2aUJa0J+1. 
7=O 
Wir wollen nun die F ä r b u n g / als eine simpliziale Abbi ldung von К in F 
auffassen. Es soll dann / die d u r c h / i n d u z i e r t e Abbildung der K o t t e n von К in 
den K e t t e n von F bezeichnen. Da man in jeder 3 -Färbung eines Vierecks 
zwei solche n i ch t benachbar te K n o t e n p u n k t e f i nden kann, die die gleiche F a r b e 
besitzen, gi l t f ü r jedes (i = 0, 1, . . . p—1; j = 0 , 1 q— 1) f ( R j j ) = 0 . 
I n der T a t , ist z. В. /(а,
у
) = /(а,+1,7+1) = a g (1 s o m R 
f( a i+i, j) = а л u n d /(«/,7+1) = «/,- (1 á h á 3, 1 ^ h' ^ 3) 
f(Rjj) = agah -f ahag -f aga„. + ah.ag = 0 . 
Daraus folgt 
f\r) = 2 2 f(Rij) = 0. 
1=0 7=0 
Anderse i t s ist nach (I), wenn wir f(a0J) = с / (1 / ij < 3) setzen 
9 - 1 
( 2 ) / ( Й ) = 2 2 A I F A I I + L • 
7=0 
Die auf der r ech ten Seite von (2) s tehende K e t t e kann jedoch n ich t gleich 0 sein, 
da wegen d e r Zulässigkeit v o n / a.if=j= aij+i und daher aifaij+w0(7=0, I „ . . , q— 1) 
gilt und q eine ungerade Zahl ist. Dieser Widerspruch beweist die B e h a u p t u n g 
y(G) ^ 4. 
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U m zu beweisen, d a ß g 4-kritisch ist zeigen wir, daß die Weglassung 
einer jeden K a n t e von g einen 3- färbbaren Graphen ergibt (s. (2.6)). Wegen 
Symmetr iegründen g e n ü g t es nur die Weglassung folgender Kanten zu un te r -
suchen : 
1) a , a , . (г = 0 , 1 / ) ,
 ( ( ? = 2 / + l) 
2) a2ia2J+l{j= 0, 1, ...,?'). 
Wir wollen hier nur jenen Fall behandeln, wo p gerade is t : p = 2p'. ( Im Falle 
wo p unge rade ist, k a n n man ähnlich schließen.) 
Bezeichne g' j enen Graphen, der a u s g durch die Weglassung einer der 
erwähnten Kan ten zus tandekommt . Die 3-Färbbarke i t von g' werden wir 
folgendermaßen beweisen : Wir geben eine solche Menge A von K n o t e n p u n k t e n 
aus g' an, d a ß je zwei Kno tenpunk te von A in g' n ich t verbunden sind, und 
von der m a n (durch eine Skizze) einfach einsehen kann , d a ß der Graph g'—a 
2-färbbar is t . (Um die Schreibweise zu vereinfachen geben wir die P u n k t e atj 
in der F o r m (г, j) an.) 
1) D ie weggelassene K a n t e ist alta2i (О С i С q'). 
Is t г = 2г', so b e s t e h t A aus den P u n k t e n : 
(2, 2 a — 1), (1,2 a) (a = i' + 1 ,...,q'), 
( 2 / 1 - 1 , 2 q ' ) , ( 2 / 5 , 2 q ' + 1) (/5 = 2 p') 
und im Fa l le i' > 0 auße r diesen noch a u s den P u n k t e n 
(2,2y) , ( l , 2 y + l ) (y = 0, . . ., г' — 1) . 
Is t i = 2г"—1, so bes teh t A aus d e n Punkten 
(1 ,2a ) , ( 2 , 2 a + l ) (a = » ' , . . . , q'), 
( 2 / 5 - 1 , 2 q ' ) , (2/5, 2q' + 1) (/5 = 2 p') 
und im Fal le г' > 1 a u ß e r diesen noch a u s den P u n k t e n 
( l , 2 y - l ) , (2 ,2у) (y = 1, 1) . 
2) Die weggelassene K a n t e ist a2]a2 (0 fL j С q'). 
Is t /' = 2/", so bes t eh t A aus den P u n k t e n 
( 2 , 2 f + 1) 
(1 ,2a ) , ( 2 , 2 a + l ) (a = + 1, . . ., q'), 
( 2 / 5 - 1 , 2 q ' ) , ( 2 / 5 , 2 / + 1) (ß = 2,...,p') 
und im Fal le j' > 0 a u ß e r diesen noch aus den P u n k t e n 
( 1, 2 У — 1 ) , (2 , 2 У) ( Y = L f ) . 
Ist j = 2 / ' — 1, so bes t eh t A aus den P u n k t e n 
( 0 , 0 ) , ( 1 ,1 ) 
(3 ,2a ) , ( 2 , 2 a + l ) (a = f , . . . , / ) , 
(2/5, 2q' + 1 ), ( 2 / 9 + 1 , 2 q ' ) (ß = 1, ..., p' - 1) 
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und im Falle j ' > 1 außer diesen noch aus den Punk ten 
( 2 , 2 y), ( L , 2 Y + L ) ( y = l - 1 ) . 
Dami t haben wir im Falle p = 2p' bewiesen, daß G ein 4-kritischer Graph ist. 
(2.4) Wir wollen im Falle p = 2q' noch eine interessante Eigenschaft des 
oben definierten Graphen G zeigen. Wir beweisen nämlich, daß die kleinsten 
ungeraden Kreise von G die Länge 2q' + 1 besitzen. Betrachte man die 
Punktmenge 
B = {(0,q'), (1 ,q') (2q' — 1 , q'), (2 q',q')}. 
Man kann dann den Graphen G—В mit zwei Farben zulässig färben, woraus 
folgt, daß jeder ungerade Kreis von G einen .B-Punkt enthalten muß. Es ist 
ferner [ JB] ein Kre i s mit der Länge 2q' -f- 1. Man setze 
С = { ( 0 , 0 ) , ( 1 , 0 ) , . . . , ( 2 Q ' ~ 1 , 0 ) } 
und 
A = {(Ú 0), (i, 1), . . ., (г, 2 q')} (г = 0, 1 2 q' - 1 ) . 
Es sei nun V ein beliebiger ungerader kreis von G. En thä l t V P u n k t e aus С so 
m u ß r(F) 2t 2q' + 1 sein, da der „Abs tand" zwischen einem C- und einem 
B-Punk t mindestens q' ist. En thä l t anderseits V fü r jedes г (г = 0,1, . . ., 2q'—1) 
einen Д - P u n k t , so ist offensichtlich v(V) + 2q' + 1. Nehmen wir nun an, daß 
V keinen G - P u n k t enthält und daß ein i0 (0 < г'0 <_ 2q'—1) gibt f ü r das V 
keinen Z),o-Punkt enthält . Wir dürfen г„ = 0 annehmen. Dies f ü h r t jedoch zum 
Widerspruch, da man den Graphen G—(С U D0) offensichtlich mit zwei Farben 
zulässig färben kann . Damit ist unsere Behauptung bewiesen. 
Für den bet rachte ten Graphen G ist 
n(G) = 2q'(2q' +1) < (2q'+l)*, 
und so haben wir fü r unendlich viele n solche n-punktigen 4-kritischen Graphen 
konstruiert , in denen die Längen der ungeraden Kreise größer als | in sind. 
(2.5) Die kleinsten Werte von p und q, mit welchen die Konst rukt ion von 
(2.3) einen 4-kritischen Graphen ergibt, sind p = 4 und q = 3. Wegen späteren 
Anwendungen wollen wir den zu diesen Werte gehörigen Graphen einen 
F^yGraphen nennen . Ferner wollen wir einen solchen A-kritischen (A > 4) 
Graphen, der aus einem G (4 )-Graphen und aus einem (k—4) durch das 
Verfahren (2.1) entsteht , einen r,kyGraphen nennen. 
(2.6) Wir wollen einige bekannte einfache Tatsachen über kritische 
Graphen erwähnen. 
Jeder kritische Graph ist zusammenhängend und enthält keinen trennenden 
Punkt (s. [2]). 
Ist G k-kritisch und xy € G, so gilt x(G—xy) = к—1 und für jede (k—1)-
Färbung f von G—xy besteht f(x) = f(y). 
Wollen wir beweisen, daß ein Graph G, der keine isolierten P u n k t e ent-
hä l t (also z. B. ein zusammenhängender Graph) kritisch ist, so genügt es zu 
zeigen, daß er kantenkritisch ist, d. h. daß fü r jedes xy^G x(G—xy)<x(G) 
besteht . 
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Wir führen zwei neue Begriffe, nämlich diejenigen der Vereinigung und 
Zerspal tung von P u n k t e n , ein. 
Es sei G ein Graph, xv x2 € G, xxx2 ^ G und bezeichne Ax die Menge der 
Nachbarpunk te von ж, in G (i = 1, 2). 
Nimmt man d a n n zu dem Graphen G—{xv ж2} einen neuen P u n k t ж 
hinzu, und verbindet man ж mit sämtlichen P u n k t e n von Ax U A2, so ents teht 
ein neuer Graph, von dem wir sagen wollen, daß er aus G durch die Vereini-
gung der Punkte ж
х
 und ж2 zustande gekommen ist. Der Punk t ж heißt die Ver-
einigung der Punkte ж, und ж2. 
Umgekehrt , sei G ein Graph, y € G, g(y) fg. 2 und bezeichne В die Menge 
der Nachbarpunk te von у in G. Zerlegt man in irgendeiner Weise В in die zwei 
nichtleeren Teilmengen /i, und B2, n immt man zu dem Graphen G — y zwei 
neue P u n k t e yx und y2 hinzu und verbindet man yt mit jedem P u n k t von 5 , 
(i = 1, 2), so en t s t eh t ein neuer Graph , von dem wir sagen wollen, daß er aus 
G durch die Zerspaltung des Punktes y in die Punkte yx undy2 zustande gekom-
men ist. 
Es gilt nun der folgende Satz von D I R A C (s. [4] und das Theorem 1 der 
Arbeit ,,On the s t ruc ture of 5- and 6-chromatio abstract graphs" (erscheint in 
Journal f . reine и. angew. Math.)): 
( 2 . 7 ) ( D I R A C ) a) Es sei G ein k-kritischer (к g 3 ) Graph und [a, 6 } 
ein trennendes Punktpaar von G. Dann ist ab § G und G—[a, b} besteht aus 
genau zwei Komponenten. Bezeichne man diese Komponenten mit [Cx] und 
[G2] (G, U +>{G), i = 1, 2) und setze G, = [G, U {a, 6}] (i = 1, 2). Dann 
sind Gx und G., beide (k—\)-färbbar und man bekommt aus dem einen (und 
nur aus einem) dieser Graphen durch die Hinzunahme der Kante ab, aus 
dem anderen (und nur aus diesem) durch die Vereinigung der Punkte a und 
b einen k-kritischen Graphen. 
b) Es seien G' und G" zwei fremde k-kritische (к > 3) Graphen, ab € G', 
Gj = G'—ab, с € G " und G2 derjenige Graph, der aus G" durch die Zerspaltung 
des Punktes с in die Punkte cx und c2 zustande kommt (cv c2 (£ G'). Ist dann G2  
(к—1 )-färbbar, so wird jener Graph G, der aus Gx (J G2 dadurch entsteht, daß man 
die Punkte a und cx vereinigt und b mit c2 verbindet, k-kritisch. 
Bemerkungen. 1) Bisher ist kein vollständiger Beweis von (2.7) erschienen. 
Wir haben deshalb f ü r nötig gehalten einen solchen Beweis mitzuteilen (bezüg-
lich des ersten Absatzes des Beweises s. [4]). 
2) Wegen к 3 ist gG»(c) > 2. Die Zerspaltung von с kann also ta t -
sächlich durchgeführ t werden. 
3) Der Teil a) des Satzes bleibt auch dann richtig, wenn man s t a t t kri-
tische Graphen punktkri t ische Graphen n immt. Fü r den Teil b) gilt jedoch die 
gleiche Aussage n u r dann, wenn man auch die (k—1)-Färbbarkeit von Gx 
voraussetzt. 
Beweis, a) Bezeichnen wir mi t [G,] (i = 1, . . ., I; l ^ 2) die Komponen-
ten von G—[a, b} und es sei G, = [G, (J {a, 6} ] (i = 1, . . ., I). Da G kri t isch ist, 
sind die Graphen G, (i = 1. . . ., I) (k—l)-färbbar. Betrachte man eine (k—1)-
Färbung (k—1 2) eines Graphen G,- (1 g i g l). Enthal ten in dieser die 
P u n k t e a und b verschiedene (gleiche) Farben, so gibt es ein j =f= i ( 1 g j g l ) 
mit der Eigenschaft , daß in jeder (k—1)-Färbung von Gy a und b gleiche 
(verschiedene) Fa rben bekommen; sonst wäre nämlich G (к—l)-färbbar. 
Daraus ausgehend ergeben sich nacheinander die folgenden Behauptungen: 
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Es existieren un t e r den Graphen ö, (i = 1, . . . , / ) zwei solche, sagen wir Gx 
und G2, daß in jeder (Je — 1 / F ä r b u n g von G/bzw. G2) a und b die gleiche 
(bzw. verschiedene) Farben erhalten; es gil t 1 — 2 und ab (£ G; Gx und G2 sind 
zusammenhängend; G' = Gx U (ab) und derjenige Graph G", der aus G2 
durch die Vereinigung der P u n k t e a und b ents teht , sind /-chromatisch. (Die 
Rollen von Gx und G2 können nicht ver tausch t werden !) 
Da G y u n d G2 zusammenhängend sind, gil t das gleiche auch fü r G' und G". 
U m zu beweisen, daß G' und G" kritisch sind, genügt es daher zu zeigen, d a ß 
sie kantenkri t isch sind. 
G' — ab is t (Je—l)-färbbar. Es sei n u n xy(.G', xy ф ab. Dann is t 
xy € Gx С G. D a G kritisch ist , gibt es eine (k — 1 / F ä r b u n g / von G — xy. 
Dann muß wegen G2 f(a) =f=f(b) bestehen, u n d so ergibt / auch eine (к— 1 / 
Färbung von G' — xy. Es ist also G' ta tsächl ich kritisch. 
Bezeichne с in G" die Vereinigung von a und b und es sei xy € G". Wi r 
können y ф с annehmen. Wir definieren den Punk t x folgendermaßen: I s t 
x ф c, so sei x = x. Ist x = c, so ist in G2 mindestens das eine von a und b, 
sagen wir a, m i t у verbunden. Es sei dann x = a. In beiden Fällen gilt xy € G2 с 
С G. Da G kri t isch ist, gibt es eine (k—1/Färbung/ von G — xy. Wegen Gx 
muß f(a) = f(b) bestehen. Daher ergibt / auch für G" — xy eine (к—1/ 
Färbung. Es is t also auch G" kritisch. 
b) Es g ib t in G' und G" keinen t r ennenden Punkt . Daher sind Gv G2 
und G zusammenhängend. D a G' /-krit isch ist , ist Gx (k— 1 / f ä r b b a r , und in 
jeder (Je— 1 / F ä r b u n g von Gx enthalten a u n d b die gleiche Farbe. G2 is t 
zufolge unseren Voraussätzungen (k — 1 / f ä r b b a r , und da G" / -chromatisch ist , 
erhalten a u n d b in jeder (k — 1 / F ä r b u n g von G2 verschiedene Farben. Da raus 
folgt, daß G n ich t (k—- 1 / f ä r b b a r sein k a n n . Um zu beweisen, daß G / -k r i -
tisch ist, genüg t es noch zu zeigen, daß die Weglassung einer jeden K a n t e 
von G einen ( / — 1 / f ä r b b a r e n Graphen ergib t . 
Ist xy в G, so gilt entweder xy € Gx oder xy € G2. Es sei erst xy Ç. Gv 
Da G' kri t isch ist, gibt es eine ( / — 1 / F ä r b u n g / j von G'—xy. Es sei fe rner 
/ 2 eine ( / — 1 / F ä r b u n g von G2. Dann bes teh t fx(a) =j= fx(b) und f2(cx) =f= f2(c2). 
Wir können annehmen, d a ß in fx und f2 dieselben Farben vorkommen, u n d 
daß fx(a) = f2(cx) und fx(b) = f2(c2) besteht. D a n n geben jedoch fx und f2 zusam-
men eine (Je— 1 / F ä r b u n g von G — xy. 
Es sei j e t z t xy € G2. Man kann annehmen, daß у ф cx, у ф c2 gilt. Wir 
definieren den P u n k t x folgendermaßen: I s t x von cx und c2 verschieden, so sei 
x = x. Fäll t x m i t einem der P u n k t e cx und c2 zusammen, so sei x — c. In bei-
den Fällen gil t xc € G". Da G" kritisch ist , g ibt es eine ( / — 1 / F ä r b u n g f" 
von G" — xy. Diese ergibt eine solche ( / — 1 / F ä r b u n g von G2 — xy, in 
der f2(cx) = f2(c2) gilt. Bet rachte man noch eine ( / — 1 / F ä r b u n g fx von Gv 
Es besteht fx(a) =fx(b). Wir dürfen annehmen, daß in fx und f2 die gleichen 
Farben vorkommen, und d a ß fx(a) = f2(cx) is t . Dann ergeben jedoch fx und f2 
zusammen eine ( / — 1 / F ä r b u n g von G — xy. Damit haben wir den Beweis 
des Satzes (2.7) beendet. 
(2.8) Der Teil b) von (2.7) gibt die Möglichkeit, aus / -kri t ischen Graphen 
/-kritische Graphen zu konstruieren. Das Verfahren kann man auch in de r 
folgenden Weise formulieren: 
Es seien G' und G" f r emde /-krit ische ( / ^ 3) Graphen. Wähle man in 
G' eine K a n t e ab, in G" einen P u n k t c, u n d zerlege man die Menge der Nach-
barpunkte von С (es ist OQ~(C) Ф 2) in zwei nichtleere Mengen A und B. Lasse 
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man fe rner aus G' die K a n t e ab, aus G" sämtliche cB-Kanten weg, iden t i -
fiziere m a n die Punk te a und с und verbinde b mit sämtlichen B-Punkten . Der 
so ents tehende Graph G ist /-kritisch, vorausgesetzt, d a ß derjenige Tei lgraph 
G2 von G, de r durch die P u n k t e von G" — с und a und b gespannt ist, ( / — 1)-
färbbar i s t . 
Besondere Bedeutung hat der Fall, in dem,-/ ' (B) ^ / — 2 besteht. D a n n 
ist nämlich G2 ohne jeder Voraussetzung stets ( / — l ) - fä rbbar . 
(Da G2 — Ъ с G" ist, existiert eine ( / — 1 ) -Färbung / von G2 — b. 
Falls f f (B) gL к—2 besteht , e n t h ä l t / ( B ) höchstens / — 2 Farben, u n d so 
kann m a n / stets zu einer ( / — 1)-Färbung von G2 erweitern.) 
Im Fal le (В) - 1 (wegen / ^ 3 ist dann immer Л (B) gL к — 2} 
wird die Kons t rukt ion bezüglich G' und G" symmetrisch. Wegen ihrer Wichtig-
keit wollen wir in diesem Falle die Kons t ruk t ion mit geänderten, der S y m m e t -
rie entsprechenden Bezeichungen nocheinmal darstellen: 
(2.9) Es seien G' und G" fremde k-kriiische (k >- 3) Graphen. Läßt 
man aus G' die (beliebige) Kante a'b', aus G" die (beliebige) Kante a"b" weg, 
identizifiert man a' und a" und verbindet b' mit b", so entsteht ein k-kritischer 
Graph G. 
Die in (2.9) beschriebene Kons t ruk t ion wurde ers t von H A J Ó S zur 
Herstellung sämtlicher n icht ( / — l ) - f ä r b b a r e n Graphen verwendet (s. [9], 
[14]).10 Wegen späterer Anwendungen soll hier noch die folgende Eigenschaf t 
der Konst rukt ion hervorgehoben werden: 
Der Grad eines jeden Punktes, mit Ausnahme desjenigen, der durch die 
Identifizierung von a' und a" entsteht, (dieser P u n k t soll mit a bezeichnet-
werden) bleibt unverändert. Ist к ^ 4, so ist g(a) fL 2(k — 2) R k. 
H A J Ó S hat auch ein allgemeineres Verfahren zur Konstrukt ion nicht 
( / — 1 ) - f ä r b b a r e r Graphen ersonnen. (Mündliche Mitteilung.) Dies en thä l t als 
Spezielfall auch das aus Satz (2.7) sich ergebende Verfahren. Es l au te t 
folgendermaßen: 
(2.10) Es seien Gx und G2 fremde, nicht (k— 1 )-färbbare ( / ^ 3) Graphen. 
Man wähle in Gfi =1,2) einen Punkt a,, zerlege die Menge der Nachbarpunkte 
von a, in Gj in zwei nichtleere Mengen B, und B\, und lasse sämtliche a(Br 
Kanten von G, weg. Ferner identifiziere man die Punkte ax und a2 und verbinde 
sämtliche Bx Punkte mit sämtlichen B2-Punkten. Dann ist der zustande gekom-
mene Graph nicht [k— 1 )-färbbar. 
Man kann dieses Verfahren auch zur Herstellung kritischer Graphen 
benützen. Es gilt nämlich die folgende Behauptung: 
(2.11) Sind Gx und G2 k-kritische Graphen ( / R 3), dann ist auch der nach 
dem obenstehenden Verfahren konstruierte Graph k-kritisch, vorausgesetzt, daß 
^T(BX) + (Bf ^ / — 1 besteht. 
S t a t t (2.11) beweisen wir folgenden allgemeineren Satz: 
10
 D a s ÜAJÓs'sche V e r f a h r e n war z u r K o n s t r u k t i o n spezie l le kr i t i sche G r a p h e n 
schon v o n D I R A с b e n u t z t w o r d e n (s. [5], [8]) . 
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(2.12) Satz. Es sei к ^ 3, p ^ 1, p' ^ 0 und es seien G, (i = 1, . . ., p + 1) 
paarweise fremde k-kritische Graphen. Man zerlege die Menge der Punkte von 
G, (i = 1, . . p + 1) so in die (paarweisen fremden) Mengen At = {a,v . . .. 
«i.p+p'b A> 0„ daß<S\Bt) > 0 und 
(1) + 
i= 1 
bestehen, [Ä,]Gi vollständig ist und А,- mit B, in G, vollständig verbunden ist. 
Setze man At = {%, . . ., aip), A[ = At — A,, lasse sämtliche A,BrKanten aus 
Gt weg (г = 1, . . ., p + 1) und nachher identifiziere die Punkte alj, . . ., ap+1 j 
miteinander ( j = 1, . . p + p'). Ferner verbinde man jeden В
 r Punkt mit 
jedem Bj-Punkt (г f= j, i, j = 1, . . ., p + 1). Dann ist der entstehende Graph 
G k-kritisch. 
Bemerkungen. 1) Aus den Voraussetzungen folgt , daß für jedes 
г (г = 1 , . . ., p + 1) с / (В, U Äß g. к — 1 besteht. Es kann daher G,- nicht 
leer sein (г = 1, . . ., p -j- 1). 
2) Die Behauptung von (2.12) bleibt auch dann richtig, wenn man zuläßt, 
daß gewisse AjB,-Kanten in G, nicht vorhanden sind (i = 1, . . ., p + 1). Wir 
wollen jedoch die diesbezügliche Verschärfung von (2.12) hier nicht genau 
formulieren. 
Beweis. Bezeichne ay ( j = 1, . . ., p + p') jenen P u n k t , der durch die 
Identifizierung der Punk te a l y , . . ., a p + 1 j entsteht und es sei. 
А = {а
х
 ap+p-}, A = {av ...,ap}, A' = Ä - A . 
I) Zuerst beweisen wir, daß G n icht ( k — l ) - f ä r b b a r ist. Nehmen wir 
den Gegenteil an, und bezeichne / eine (k—1)-Färbung von G. Da 
f(Bj) П f(Bj) = 0 (г ф j; i, j = l , . . . , p + l ) besteht, g ib t es ein h (1 ^ h ^ 
^ p + 1) mi t f(Bh) f) f(A) = 0 . Dann bilden jedoch jene Farben, die durch 
/ zu den Punkten von Gh zugeordnet sind, eine (k— 1)-Färbung von Gh. 
Dies widerspricht der Annahme, daß Gh A;-kritisch ist. 
II) Wir zeigen, daß f ü r jedes xy £ G der Graph G — xy (k— l)-färbbar ist. 
a) Es sei zuerst xy eine solche K a n t e von G, die zu einem G,, z. B. zu 
G'p+1 gehört, jedoch nicht in [A] enthalten ist. Es bezeichne b, einen beliebigen 
Punkt von Bt (i = 1, . . ., p). Den Punkt bp+1 definieren wir nur in jenem Falle, 
wenn xy eine Ap+lBp+1-Kante ist. bp+1 sei dann der zu Bp+1 gehörige End-
punkt von xy. Wir dürfen in diesem Falle annehmen, daß a p + 1 , p +ider zu A'p+1 
gehörige Endpunk t von xy ist. Nun bezeichne/ , eine (k—1 )-Färbung von 
G — aubj (i = 1, . . ., p) u n d fp+1 eine (k — 1)-Färbung von G p + 1 — xy. Wir 
nehmen an, daß in den / ,(г = 1, . . ., p + 1) dieselben к — 1 Farben vor-
kommen. Es gelten dann folgende Behauptungen: 
1) Sämtliche Punk te von At enthal ten in / , verschiedene Farben (г = 
= 1, . . ., p + p'). 
2) Es g i l t f ß b ß =fi{aii) u n d М В , — {Ъ,}) D / A ) = 0 (i = 1, • •-, P)-
3) _Es ist fp+i(bp+1) = / p + i ( a p + i , p + i ) und fp+1(Bp+1-{bp+1}) П 
D / p + I ( 4 p + I ) = 0 , falls xy eine A ; + 1 ß p + 1 - K a n t e ist , und fp+1(Bp+1) Г\ 
П fP+i(Äp+1) = 0 , falls xy keine A p + 1 B p + 1 -Kan te ist. 
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Da m a n die Farben e ine jeder F ä r b u n g / , beliebig permut ie ren k a n n , 
dür fen wir 
(2) fi[aij) = fp+i(ap+i,j) Ö' = L> ...,p;j= 1, ..-,p + p') 
annehmen. N a c h (1) ist 
è jr\bl - {6,}) + ot{bp+1) fk к - 1 - (p + p'), 
1 = 1 
u n d so k a n n m a n ebenfalls wegen der Permut ie rbarke i t de r F a r b e n annehmen, 
d a ß je zwei d e r F a r b e n m e n g e n / , ( 5 , — {&,-}) (i = 1 p) u n d fp+1 {Bp+1 — 
— {fep+1}) bzw. fp+1(Bp+1) e inen leeren Durchschni t t bes i tzen . Wegen (2) 
ergeben die Fä rbungen /,• (г = 1, . . ., p + 1) zusammen e ine Färbung / v o n 
G — xy, u n d n a c h unseren A n n a h m e n u n d Behaup tungen i s t / eine (k— 1)-
Fä rbung v o n G. 
b) Es sei xy € [А]. D a n n besteht auch xy € [ A , ] G 4 (i = 1 p + 1 ) . 
Bezeichne /,• eine (к — 1 ) -Fä rbung von G,- — xy (i = 1, . . ., p + 1). Es g i l t 
f f x ) = fi(y) (г = 1, . . ., p + 1). Wir dü r f en annehmen, d a ß die F ä r b u n g e n 
fi (г = 1 p + 1 ) dieselben к—1 F a r b e n enthal ten u n d daß /,(+•,) = 
= fp+1[ap+ij) (» = • • •>P> 1 = 1 P + P') besteht. fp+1(Äp+1) e n t h ä l t 
genau p + p' — 1 Farben u n d es i s t / , ( 5 , ) f ) / , ( = 0 (г = 1 P + !)• 
I n Bezug auf (1) kann m a n dahe r /,(2?,) f) f j ( r j ) = <z) (i =f= j\ i, j = 1, . . ., 
p + 1 ) a n n e h m e n . Dann e rgeben die F ä r b u n g e n / , (i = 1, . . ., p + l ) zu sammen 
eine (к — 1 ) -Färbung von G. 
c) End l i ch sei xy eine -Kante (i =f= j). Wir d ü r f e n x € Bv y ç Вp+x 
annehmen. E s sei bx = x, bp+1 = у und im Fa l le p 2 bt e in beliebiger P u n k t 
von Bl (г = 2, . . ., p). Beze ichne / , eine (k—1)-Färbung von G,- — ailbi  
(г = 1, . . p) u n d fp+1 eine (k — 1)-Färbung von Gp+1 — ® p + 1 1 6 . + 1 . Wir d ü r -
fen annehmen, daß die F ä r b u n g e n / , ( г = 1, . . ., p + 1 ) dieselben к — 1 F a r b e n 
enthal ten u n d daß / , ( + / =fp+1(ap+ij) (г' = 1 P', 7 = 1 , . . . , V + p') 
besteht . Es ge l ten dann f o l g e n d e Behaup tungen : 
! ) / p + i H p + i ) e n t h ä l t p + p ' Fa rben . 
2) / , (& , )= /;(%) (i = 1 p) u n d 
/ P + I ( & P + I ) = / p + i K + I I ) = / I ( « N ) = / I ( F E I ) -
3) f,(B, - {&,}) П f f Ä ß = 0 (г = 1, . . . , p + 1 ) . 
Nach (1) b e s t e h t 
2 ^ ( b i - { b l } ) < k - i - ( p + p'), i= 1 
u n d daher k a n n man a n n e h m e n , daß a u ß e r г = 1, j = p + 1 für jedes i , 
7 (i < j; i, 7 = 1 p + 1 ) f,(Bt) n f j ( B j ) = 0 b e s t e h t und f f B ß n 
n / p + i ( ß p + i ) = {/i(&i)} g i l t . Dann ergeben die F ä r b u n g e n /,. (г = 1 , . . ., 
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p + 1) zusammen eine (1c— 1)-Färbung von G — xy. Der Beweis von (2.12) 
ist damit beendet . 
(2.13) Wir wollen je tz t f ü r das Verfahren (2.10), (2.11) jenes Beispiel be t -
rachten,^wo Gxund G2 vollständige fc-Graphen (le ^ 3) sind. Es ist dann Vs(G,) = 
= {a,} U Bt (J B't (i = 1, 2; keine der Mengen ß , und B\ is t leer). Die Menge 
der Punk te des entstehenden Graphen G* 
(1) = B1(jB'1\J{a}UB'2öB2. 
Hier bezeichnet a jenen P u n k t , der durch die Identifizierung von ax u n d a2 
entsteht . Sämtl iche Mengen Bv B[, B2, B2 spannen in G* vollständige Graphen , 
und die auf der rechten Seite von (1) nebeneinander s tehenden Mengen sowie 
Bx und B2 sind in G* vollständig verbunden. G* enthält keine weiteren K a n t e n . 
Der Graph G* ist jetzt dann und nur dann kritisch, wenn 
(2) kSXBf) + <J"(B2) g, к - 1 
besteht. Es gil t f e r n e r ( B , ) + .J (B\) = Jfc — 1 (i = 1, 2). Daraus folgt 
(3) — 2 (i= 1,2). 
(2.14) Besteht die eine der Mengen Bx und B2 des vorangehenden Bei-
spieles aus einem einzigen P u n k t , so folgt (2) aus (3). Der Graph G* bes i tz t 
dann interessante Eigenschaften, welche von D I R A C en tdeck t wurden (s. [8] 
S. 174, und 187). Wir wollen diesen Graphen aus Symmetriegründen auch mi t 
anderen Bezeichnungen nocheinmal darstellen. Es seien A, { c j , {c2}, Cv C2 
nichtleere f r e m d e Punktmengen (mit der früheren Bezeichnung ist z. B. 
A = B[ {cj} = Bv c2 = a, Cx = B2, C2 = B2) und es bestehe 
W\A) = h - 2, + ^(C2) = к - 1 ( i t ^ 3 ) . 
Dann ist G* folgendermaßen definiert: 
(1) ^ ( G * ) = G1U{c1}UA U{c2}UC2. 
J e zwei P u n k t e von A, Gx bzw. C2 sind in G* verbunden ([M]G>, [CJc», [C2]G» 
sind also vollständige Graphen) . Die auf der rechten Seite von (1) neben-
einander s tehenden Mengen, sowie Cx und C2 sind in G* vollständig verbunden, 
und G* ha t keine weiteren Kan ten . 
Wir bemerken: Sämtliche Punkte von A, Cx und C2 sind Nebenpunkte 
von G*. 
Setzt m a n (С,) = (i = 1, 2), so wollen wir wegen späteren Anwen-
dungen die mi t diesem G* isomorphen Graphen rf^-Graphen nennen. Bei der 
Benützung des Zeichens PflH wird stets к 3, jx -f- j2 = к — 1, > 0, j2 > 0 
vorausgesetzt. 
Zum Beweis des Satzes (E.2) benötigen wir noch ein Verfahren, m i t 
dem man die Nebenpunkte eines kritischen Graphen in geeigneter Weise ver-
mehren kann . Der folgende Konstrukt ionsverfahren geht von einem voll-
ständigen Teilgraphen des umzuformenden Graphen aus. 
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(2.15) Es sei G ein k-kritischer Graph (k g 4) und die Punktmenge 
Bci£fi(G) spanne einen vollständigen q-Graphen (l g q g к — 2) in G. 
Ferner sei a € G, a. (£ В und es sei a in G mit В vollständig verbunden. 
Lasse man nun sämtliche aB-Kanten von G weg, und nehme die paar-
weisefremden Graphen G, (i — 0, 1, . . ., m) folgendermaßen auf: Für 1 g i g m 
sei Gt — (к — q — 1), und es gelte G F) G,- = 0 . Ist q = 2, so sei m = 2s 
(s ^ 1) und G 0 = (axxx2 . . . xma). Ist q = 1 oder q > 2, so sei m = q, 
+3(G0) = {a, xv ..., xm) und G0 = (q+ 1). 
In beiden Fällen sollen die Punkte verschieden sein und nicht zu G 
gehören. Nachher verbinde man xmit jedem Punkt von G,, und jedem Punkt von 
Gt mit jedem B-Punkt (7=1,..., m). Dann entsteht ein solcher k-kritischer 
Graph, in dem die Punkte xv . . ., xm sowie sämtliche Punkte von G, (Г = 1, 
. . ., m) Nebenpunkte sind. 
Der Nachweis der Behauptung (2.15) bietet keine Schwierigkeiten. Wir 
wollen ihn übergehen. 
(2.16) N u n wenden wir uns zum Beweis von (E.2). I s t G ein ^ kri t ischer 
Graph, so soll im folgenden GN stets jenen Teilgraphen von G bezeichnen, der 
durch die Nebenpunkte von G gespannt is t . Es sei к 4 ein festgehaltener 
Wert und bezeichne G' s tets einen solchen Graphen, dessen sämtliche Glieder 
vollständige j-Graphen (0 g j g k — 1 ) u n d ungerade Kreise sind u n d in 
dem jeder P u n k t einen Grad g к — 1 besi tz t . Unser Ziel ist zu zeigen, d a ß zu 
jedem solchen G' ein /.'-kritischer Graph G mi t GN = G' konstruiert werden 
kann. 
Einer de r wichtigsten Schrit te unseres Konstruktionsverfahrens ist die 
„Verwandlung eines Nebenpunktes in einem H a u p t p u n k t " . Dies bedeu te t 
folgendes: Es sei x ein Nebenpunkt des A'-kritischen Graphen GX (G\ soll bei 
diesem Verfahren als „Grundgraph" bezeichnet werden). Nehmen wir ein 
von G, f r emden / ^ - G r a p h e n G2 (s. (2.5); G2 enthält nur Hauptpunkte) und 
wendet das un t e r (2.9) beschriebene Hajós ' sche Verfahren fü r Gx und G2 in 
solcher Weise an, daß x mit einem beliebigen Punk t von G2 identifiziert wird. 
Es wird dadurch der Grad von x erhöht, die Grade der übrigen Punkte von Gx 
bleiben jedoch unveränder t . 
I) Wir beweisen zuerst den Satz f ü r zusammenhängende G'. Ist G ' leer, 
so ist ein U ( f t )-Graph ein gewünschtes G. Bes teh t G' aus einem einzigen P u n k t e 
x, so bekommt man folgendermaßen ein gewünschtes G: Nehme man einen 
vollständigen 7-Graphen G,. der den P u n k t x enthält und verwandle außer x 
sämtliche P u n k t e von G, in Haup tpunk te . I m Falle mehrpunktige G' wende t 
man vollständige Indukt ion bezüglich der Anzahl der Glieder von G' an. Man 
muß jedoch, u m den Induktionsschluß durchführen zu können, etwas mehr 
beweisen: Man zeigt, daß zu G' (falls JI(G') > 1 ist) auch ein solcher ^-kritischer 
G existiert, de r den folgenden Bedingungen genügt 
1) es is t GN = G' 
2) fü r jedes x € GN spannen die mi t x verbundenen Haup tpunk te von 
G einen vollständigen Graphen. 
a) Bes tehe zuerst G ' aus einem einzigen Glied. I s t G' ein ungerader 
Kreis, der mehr als drei P u n k t e enthält, so besitzt jener Graph G, der aus G' 
und aus einem (k — 3) durch die Kons t ruk t ion (2.1) zus tande k o m m t die 
Eigenschaften 1) und 2). 
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Es sei nun G' = </> mit 2 ^ j ^ к— 1. I n diesem Fal le nehme m a n 
« inen solchen u n t e r (2.13) konstruier ten Graphen G*. für dem (mit den dortigen 
Bezeichnungen) 
^T(B'1) = j - 1, ^r\Bi) = h - j , -УГ(В'2) — k — j, ,J"(B2) = j - l 
u n d 
bes teht . G* ist d a n n A-kritisch, u n d die Menge der Nebenpunkte von G* ist 
{ ö } U B ; U B ; , falls 2 < / < A — 1 
{ a J U ^ U ^ U ^ ! , falls j = 2, 
{a}U B[ U B 2 U В2 , falls / = А - 1 . 
Man verwandle nachher sämtliche nicht zu {a} U B[ gehörige Nebenpunkte 
in Haup tpunk te , undzwar in solcher Weise, d a ß man bei d e m Hajós 'schen 
S c h r i t t von dem Grundgraphen folgende Kan ten wegläßt: Bei de r Umwandlung 
der B 2 -Punkte s t e t s B 2B 2 -Kanten, bei der Umwandlung der B r bzw. В,-
P u n k t e (im Falle j = 2 bzw. j = к — 1) stets B, B2-Kanten. Der so entstehende 
Graph G genügt den Forderungen 1) und 2). 
b) Es sei n u n l > I und nehmen wir an , daß für jeden solchen mehr-
punkt igen g', der aus l — 1 Glieder besteht, ein A-kritischer g mit der Eigen-
schaf ten 1) und 2) existiert. Es bestehe ferner im folgenden g' aus l Glieder. 
Es sei g" ein beliebiger Endglied von g' und m a n setze 7{g") — b' U {«}, 
a Í В ' , wobei a d e n zu g" gehörigen t r ennenden Punk t von g' bezeichnet. 
Be t r ach te man d e n Graphen g' = g' — B' . g' ist zusammenhängend u n d 
mehrpunkt ig , f e rner besteht er aus l — 1 Glieder und jedes Glied ist ein voll-
s tändiger /-Graph (2 ^ j А — 1) oder ein ungerader Kreis. Jeder P u n k t 
von g' hat einen Grad А— 1. Nach der Induk t ionsannahme gibt es ein 
A-kritischer Graph g, dessen Nebenpunkte den Graphen g' spannen und in 
dem f ü r jedes x € g', die mit x verbundenen H a u p t p u n k t e einen vollständigen 
•Graphen spannen. Setzt man gG~(a) = q, so ist 1 ^ q ^ А — 2 und 
Qä'(«) = Qaia) — Qa-f) ^ k — 1 - q . 
Andererseits ist = А — 1, und daher gilt für die Menge B, der mi t 
a verbundenen H a u p t p u n k t e von G 
Bezeichne В eine beliebige Teilmenge von В m i t = q. Man kann j e t z t 
die Kons t ruk t ion von (2.15) mit den dortigen Bezeichnungen auf den Graphen 
G anwenden, undzwar man da r f G0 = G" annehmen. Bezeichnet G* d en 
m 
ents tehenden Graphen , so ist 7(G%,) = 7 ( G ' U ( U G,)). Man verwandle d a n n 
I= I 
sämtliche P u n k t e von G, (i — 1, . . . , m) in H a u p t p u n k t e , undzwar in solcher 
Weise, daß man bei dem HAJÓs'schen Schritt von dem Grundgraphen stets eine 
solche Kan te wegläßt , die ein P u n k t von G, (1 г SL m) mit e inem B-Punkt ver -
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bindet. Der so ents tehende Graph G g enüng t dann den Bedingungen 1) und 2), 
und unser Beweis ist d a m i t für zusammenhängende G' beendet. 
Wende t man das Hajós 'sche Ver fah ren genügend vielmal mi t j e einem 
.T^-Graphen in geeigneter Weise an, so kann man aus einem G mi t GN = G' 
zu solche /-kri t ischen G gelangen, d ie ebenfalls die Eigenschaft GN = G' 
besitzen und beliebig viele H a u p t p u n k t e enthal ten. 
I I ) I s t G' nicht zusammenhängend, so bekommt man ein gewünschtes 
G dadurch, daß man zu jeder komponente von G' einen solchen entsprechenden 
kritischen Graphen konst ruier t , in d e m auch solche Kan ten exist ieren, die 
H a u p t p u n k t e verbinden, und nachher aus diesen mi t Hilfe des Hajós ' schen 
Verfahrens in geeigneter Weise einen /-kri t ischen Graphen zus tande bringt . 
Damit is t der Beweis von (E.2) beende t . 
3. Kritische Graphen, die höchstens einen Hauptpunkt besitzen 
Wir haben uns in der Einleitung auf die folgende Tatsache be ru fen 
(3.1) Außer den vollständigen Graphen und ungeraden Kreisen, enthäl 
jeder kritische Graph Hauptpunkte. 
Wir wollen jetzt zeigen, daß diese Behauptung eine einfache Folge des 
Satzes (E. 1) ist. Nehmen wir an, daß ein solcher / -kr i t i scher Graph G existiert , 
der keine H a u p t p u n k t e besitzt, und d e r weder ein vollständiger Graph , noch 
ein ungerader Kreis ist. D a n n muß ers tens / ^ 4 bestehen. Ferner spannen jetzt 
die Nebenpunkte den Graphen selbst. Nach (E . l ) haben dann die inneren 
P u n k t e der Endglieder von G einen Grad < / — 1. Dieser Widerspruch beweist 
die Behaup tung (3.1). 
Der bekannte Brooks'sche Färbungssa tz folgt n u n unmit te lbar aus (3.1). 
Der Satz lau te t folgendermaßen: (s. [1]): 
( 3 . 2 ) (BROOKS) Ist der Grad jedes Punktes eines Graphen G kleiner als 
k(k>- 4) und ist keine Komponente von G ein vollständiger k-Graph, so ist G 
(к —1) -färbbar. 
Beweis. Nehmen wir an, daß G die erwähnten Eigenschaften besitzt 
und nicht ( Z — l ) - f ä r b b a r ist. G e n t h ä l t einen /-kri t ischen Te i lgraphen 
G (s. [2]). G kann kein vollständiger / -Graph sein, sonst müßte G e inen 
P u n k t en tha l ten , dessen Grad größer a ls к — 1 wäre. Es ist ferner d e r Grad 
jedes P u n k t e s in G < к — 1. Diese Behaup tungen s tehen jedoch m i t (3.1) 
in Widerspruch. 
Wie schon in der Einleitung e r w ä h n t wurde, h a t D I R A C ein r ekur ren te s 
Verfahren zur Herstel lung sämtlicher solche krit ischer Graphen angegeben, 
die höchstens einen H a u p t p u n k t en tha l t en (s. [8]). Wir werden j e t z t mi t 
Hilfe der Sätze (E . l ) u n d (2.7) diese Graphen in d i rekter Form herstellen. 
Unsere Darstel lung k ö n n t e man auch aus dem DiRAc'schen Ver fahren her-
leiten, doch scheint uns die Anwendung von (E . l ) u n d (2.7) der n a t u r g e m ä ß e 
Weg zu sein. 
(3.3) Satz. 1) Es sei G ein k-kritischer (k > 4) Graph, der höchstens einen 
Hauptpunkt enthält, und es bezeichne z den Hauptpunkt von G, bzw. wenn kein 
solcher existiert (dann ist G = </)), so sei z ein beliebiger Punkt von G. Dann 
besitzt der Graph G — z die folgenden Eigenschaften: 
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a) Der Graph ist nichtleer und zusammenhängend. 
b) Jedes mehrkantige Glied des Graphen ist ein vollständiger (k— 1/ 
Graph (к 4) bzw. im Falle к = 4 ein ungerader Kreis. 
c) Jedes Endglied des Graphen ist mehrkantig . 
d) Mit jedem trennenden Punkt des Graphen sind genau zwei Glieder, 
undzwar ein mehrkantiges und ein einkantiges Inzident. 
e) Die trennenden Punkte von G — z haben in G — z alle den Grad к — 1 , 
die übrigen Punkte den Grad к — 2. 
(Die Eigenschaft e) ist eine einfache Folge von b), c) und d).) 
a) Im ursprünglichen Graphen G ist z mit denjenigen Punkten von G — z, 
und nur mit jenen verbunden, die keine trennenden Punkte von G — z sind. 
2) Es besitze der Graph G' die Eigenschaften a), b), c), d) und z sei ein 
nicht zu G' gehöriger Punkt. Verbindet man dann z mit sämtlichen nichttrennenden 
Punkten von G', so ensteht ein solcher k-kritischer Graph G, in dem nur z Haupt-
punkt sein kann. 
Beweis. I) Der kürze halber nennen wir jene Graphen, welche die Eigen-
schaften a), b), c) und d) besitzen, ek-Graphen. Besteht ein e t-Graph aus einem 
einzigen Glied, so ist nach c) und b) der Graph ein (k — 1) bzw. im Falle к = 4 
ein ungerader Kreis. Betrachte man nun einen mehrgliedrigen eÄ-Graphen 
und in diesem ein Endglied. Dies en thä l t einen einzigen trennenden Punk t x, 
mit welchem nach d) genau ein weiteres, undzwar ein einkantiges Glied (xy) 
inzidiert. Läßt man das Endglied zusammen mit der Kan te xy weg, so enthält 
man nach d) wieder einen eÄ-Graphen, und in diesem ist у kein trennender 
Punkt . Umgekehrt: verbindet man einen beliebigen nichttrennenden Punk t 
eines ek-Graphen mit einem Punkt eines dem Graphen fremden vollständigen 
( к — 1/Graphen, bzw. im Falle к = 4 mit einem P u n k t eines dem Graphen 
fremden ungeraden Kreises, so ents teht wieder ein eft-Graph. 
II) Es besitze G und z die in 1) vorausgesetzten Eigenschaften. Dann 
ist G — z nicht leer. Da G keinen trennenden P u n k t enthält (s. (2.6)), ist G — z 
zusammenhängend. I s t G = </), so ist G — z = (Je — 1). Ist G =f= </ ) , dann 
ist nach (E.l) jedes Glied von G — z ein </> (2 ^ j ^ к — 1), oder ein unge-
rader Kreis. Ist also x ein innerer P u n k t eines Endgliedes von G — z, so ist 
der Grad von x in G — s gleich j— 1 oder 2. Der Grad eines Punktes kann jedoch 
in G nur mit 1 größer sein, als in G — z. Daraus folgt, da pG(x) = к — 1 ist, 
daß jedes Endglied von G — z ein (k — 1> bzw. im Falle к = 4 ein ungerader 
Kreis ist sowie daß sämtliche inneren Punkte jedes Endgliedes mit z ver-
bunden sind. Demzufolge ist mit dem in einem Endglied enthaltenen trennenden 
Punk t a genau ein weiteres, undzwar ein einkantiges Glied (ab) inzident, und 
es besteht Q0-Z(a) = к — 1 und za (£ G. Wir haben so, unter anderen, das 
Bestehen der Behauptungen a) und c) für G — z nachgewiesen. 
I I I ) Die Gültigkeit von b), d) und a) wird durch Induktion über die 
Anzahl der Glieder von G — z bewiesen. Besteht G — z aus einem einzigen 
Glied, so gelten die Behauptungen nach II). Nehmen wir an, daß sie in jedem 
solchen Falle bestehen, wo G — ^weniger als l (l > 1) Glieder enthält und bestehe 
jetzt G — 2 aus l Gliedern. Es sei [ Д ] 0 _ г = [A] (A Ç_ Sä(G — z)) ein Endglied 
von G — z. Nach II) ist [A] ein (к — 1), bzw. im Falle / = 4 ein ungerader 
Kreis, und es ist genau ein weiteres Glied von G — z, das Glied (ab) (a€ A), 
mit [A] inzident. Es sind ferner sämtliche Punkte von A — {a} mit z verbun-
den, der Punkt a jedoch nicht. Es folgt nach c), daß b ein trennender Punk t 
von G — z sein muß, und demzufolge ist {b, 2} ein trennendes Punktpaar von G. 
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Nach (2.7) gilt dann bz (Jj G. Man bekommt nun aus dem Graphen [A (J {b, z}] 
durch Vereinigung von b und z einen vollständigen /-Graphen, bzw. im Falle 
/ = 4 ein ungerades Rad (s. unter (2.1)), also in beiden Fällen einen /-kritischen 
Graphen. Daraus ergibt sich wieder nach (2.7), daß auch der Graph G1 = 
= (G — A ) U (bz) /-kritisch ist. Fü r jeden P u n k t x von Gv mi t Ausnahme 
von 2, gilt PaS'x) = Qo(x)> a l s o kann auch in G, nur der P u n k t z ein Haupt-
punk t sein. In Gx — z ist jedoch die Anzahl der Glieder mit 2 kleiner, als in 
G — z, und so ist nach der Indukt ionsannahme Gx — z ein efc-graph, ferner 
sind sämtliche nichttrennenden Punkte von G, — z, und nur diese, in Gx 
mit z verbunden, b ist also kein trennender P u n k t von Gx — z, und so ist nach 
I) auch G — z ein e^-Graph. Ferner ist nach II) und den obigen jeder nicht-
trennende P u n k t von G — z in G mit z verbunden. Damit haben wir den Teil 
1) unseres Satzes bewiesen. 
IV) Der Teil 2) des Satzes wird durch Induktion über die Anzahl der 
Glieder von G' bewiesen. Is t G' ein aus einem einzigen Gliede bestehender 
efe-Graph, so ist G ein vollständiger / -Graph, bzw. im Falle / = 4 ein ungerades 
Rad. Die Behauptungen sind also richtig. Nehmen wir an, daß sie für jeden 
solchen efc-Graphen richtig sind, der weniger als 1(1 > 1) Glieder enthält , und 
es bestehe jetzt g' aus l Gliedern. Es sei \a ein Endglied von G', und mit 
diesem soll das Glied (ab) im P u n k t a inzidieren. Dann ist nach I) auch G' —- a 
ein eÄ-Graph und b ist kein t rennender Punk t dieses Graphen. Verbindet man 
jeden nichttrennenden Punk t G' — a mit einem nicht zu g' gehörigen Punkt 
zv so bekommt man nach der Indukt ionsannahme einen solchen /-kritischen 
Graphen gv in dem nur zx ein Hauptpunkt sein kann. Jener Graph G2, der 
aus [a]Q ' und aus einem nicht zu g' gehörigen und von zx verschiedenen Punkt 
z2 in solcher Weise zustande kommt , daß man z2 mit sämtlichen M-Punkten 
verbindet, ist gleichfalls ein solcher /-kritischer Graph, indem nur der Punkt 
z2 ein Haup tpunk t sein kann. Wendet man nun das Verfahren von H A J Ó S 
(s. (2.9)) auf die Graphen Gx und G2 in solcher Weise an, daß man von gx 
die Kante zxb von G2 die Kante z2a wegläßt, die P u n k t e z, und z2 mit dem Punkt 
z identifiziert und a mit b verbindet, so bekommt man gerade den Graphen G, 
u n d dieser besitzt nach (2.9) und nach den obigen eben die gewünschten Eigen-
schaften. Damit haben wir den Beweis von (3.3) beendet. 
4. Untere Schranken für die Kantenanzalil kritischer Graphen 
(4.1) Aus der Tatsache, daß in einem /-kritischen Graphen G der Grad 
jedes Punktes ф. к — 1 ist, bekommt man für die Kantenanzahl v(G) die 
folgende „triviale" untere Schranke: 
d ) 
wobei n die Anzahl der Punk te von G bezeichnet. Nach (3.1) gilt hier das 
Gleichheitszeichen dann und nur dann, wenn G ein vollständiger Graph oder 
ein ungerader Kreis ist. 
Das folgende tiefliegende Ergebnis von D I R A C (S. [ 8 ] Theorem 1 5 ) 
gib t eine Verbesserung von ( 1 ) : 
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( 4 . 2 ) ( D I R A C ) Ist G k-kritisch (к 4 ) und n(G) = n > 4 , dann ist 
( 2 ) » ( 4 - 1 ) 4 - 3 _ 
2 2 
Das Gleichheitszeichen gilt im Falle n = 2 4 — 1 für die unter (2.14) definierten 
Dirac'sehen Graphen. 
I n den e rwähn ten Dirac 'schen Graphen k ö n n e n n u r die P u n k t e cx und c2 
H a u p t p u n k t e sein. Bes t eh t Л (Cf) = 4 — 2, so ist c, de r einzige H a u p t p u n k t . 
Dies und andere Zeichen lassen es vermuten , d a ß jene kri t ischen Graphen, 
d ie genau einen H a u p t p u n k t besi tzen, bei der Bes t immung der minimalen 
K a n t e n a n z a h l eine wicht ige Rolle spielen. 
(4.3) Wir wollen je tz t die P u n k t - und K a n t e n a n z a h l e n de r höchstens 
e inen H a u p t p u n k t besi tzenden kr i t i schen Graphen berechnen. Diese Werte 
sind zuers t von D I R A C bes t immt worden (s. [8]). 
Aus dem Teil I) des Beweises von (3.3) folgt leicht durch Induk t ion , daß 
ein solcher e^-Graph G', der genau g (g ^ 1) mehrkan t ige Glieder enthäl t , 
g—1 einkantige Gl ieder und 2(g — 1) t r ennende P u n k t e besi tzt . I m Falle 
4 > 4 gil t daher 
n(G') = g ( k - \ ) u n d v(G') = \ h ~ l ^ g + g - \ . 
Diese Formeln sind a u c h im Falle 4 = 4 richtig, vorausgesetz t , d a ß jedes mehr-
kan t ige Glied von G' ein Dreieck is t . F ü r jenen 4-krit ischen G r a p h e n G, der 
nach dem Teil 2) von (3.3) aus G' zus tande k o m m t , gilt daher 
(1) n(G) = <7(4 — 1) + 1 
u n d 
v(0) = v{G') + n(G') - 2 (gr - 1) = P " 4 g + ( 4 - 2 ) g + 1 . 
Mit der Bezeichnung n(G) = n b e k o m m t man so 
(2) n ( 4 - l ) ( 4 - 3 ) ( t t - 4 ) 
W
 2 2 ( 4 - 1 ) 
N a c h Satz (3.3) be s t eh t (2) fü r j eden solchen 4-kri t ischen (4 ^ 4) Graphen, 
der höchstens einen H a u p t p u n k t besi tz t , vorausgesetz t , daß im Fal le 4 = 4 < n 
die mehrkant igen Glieder der durch die P u n k t e 3 - ten Grades von G gespannten 
Tei lgraphen alle Dre icke sind. Möglicherweise g ib t de r Wert von (2) die mini-
male Kan tenanzah l 4-kritischer G r a p h e n bei fes tgehal tenen und de r Bedingung 
n = gr(4 — 1 ) —f- 1 genügenden W e r t e n von n an . Der Dirac 'sche Satz (4.2) 
u n d die Un te r suchung der höchstens zwei H a u p t p u n k t e besitzenden krit ischen 
G r a p h e n u n t e r s t ü t z e n diese Ve rmu tung . Der Beweis scheint eine schwierige 
Aufgabe zu sein. Wi r können mi t Hilfe der Sätze ( E . l ) und (3.3) n u r die fol-
gende , von der v e r m u t e t e n recht wei t liegende Schranke angeben: 
(4.4) Satz. Ist G ein k-kritischer (4 > 4) Graph mit n(G) = n > 4, so gilt 
, n(k — 1) . n 
v(G) > -X— -L -f 
2(4 + 9) 
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Der Beweis von (4.4) ruh t auf dem folgenden Lemma: 
(4.5) Lemma. Es sei jedes Glied des nichtleeren Graphen G' ein vollständiger 
j-Graph (1 g j g к — 1, к g 4) oder ein ungerader Kreis. Es soll ferner der 
Grad jedes Punktes von G' nicht größer als к — 1 sein. Dann gilt 
(1) v[G') g n(G') 
k — 2 
+ 
к - l 
— 1 
und das Gleichheitszeichen besteht hier dann und nur dann wenn G' ein ek-Graph 
ist, undzwar im Falle к = 4 ein solcher ek-Graph, dessen sämtliche mehrkantigen 
Glieder Dreiecke sind. 
Beweis. Wir wenden hei festgehaltenem к Induktion bezüglich л (G') an. 
Wir setzen 
k — 2 1 
~2~ L ^ l 
\p(n, k) = n 
— 1 . 
x — 1 1 Für n(G') = 1 gilt v(G') = 0 < yj (1, k). Da die Funkt ion 
2 x 
fü r x >.2 monoton wachsend ist, besteht für n(G') = n', 2 g n' g к — 1 
n die Ungleichung r(G') g g y>(n', к), und das Gleichheitszeichen gilt hier 
1)-Graph ist (dieser ist dann und nur dann, wenn G' ein vollständiger (k 
ein ek-Graph). 
Es sei nun n > к — 1, und nehme man an, daß unseres Lemma fü r 
sämtliche G' mit n(G') < n richtig ist . Es sei J T ( G ' ) = n. Besteht G' aus lauter 
isolierten Punkten, so ist v(G') < y>(n, k). Wir dürfen daher annehmen, daß 
G' Kan ten enthält . Es bezeichne dann Gx ein beliebiges mehrpunktiges 
Endglied von G'. Den Punkt a definieren wir folgendermaßen: En thä l t Gx einen 
t rennenden Punkt von G', so sei a dieser Punkt . Enthäl t G, keinen trennen-
den P u n k t von G' so sei a ein beliebiger Punkt von Gv Es bezeichne ferner А 
die Menge der von a verschiedenen Punk te von G, und man setze (A) = j . 
Es ist j ^ 1. 
1) Es sei zuerst GX ein vollständiger (j -f- 1)-Graph mit 1 g j g к — 3. 
Betrachte man den Graphen G " = G' — A. G" genügt sämtlichen Bedingun-
gen von (4.5) und es ist 
л ( G " ) = n - j <n u n d V ( G ' ) = Л + 1 v{G"). 
Nach der Induktionsannahme ist 
v(G") g yj{n - j, k) = y>(n, k) - j 1 
Es ist jedoch ') + 1) 
•2 < Л 
t k - 2 
+ 
1 
к - 1 
und daher gilt 
. 2 к — 1J 
v(G') < xp(n, k). 
2) Es sei je tz t Gx ein vollständiger (k — 1)-Graph. Man bet rachte dann 
den Graphen G* = G'— (A U {а}). 
G* genügt sämtlichen Bedingungen von (4.5) und es gilt л (G*) = 
= n — (к — 1) < п. Da ßC'(a) g к — 1 ist, kann mit a höchstens eine nicht 
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zu Gx gehörige Kante von G' inzidieren. Daher gilt 
ik - 1) 
v(G') ^ 
Nach der Induktionsannahme ist 
+ 1 + v(G* 
v(G*) ф y(n — (k — 1 ) , / ) = у(те,/) — ( Z - l ) k — 2 + 
k - 1 
= y(w, k) 
к - 1 
9 1 . 
Es gilt daher v(G') < у(те, k), und das Gleichheitszeichen kann nach dem Teil I) 
des Beweises von (3.3) dann und nur dann bestehen, wenn G' ein solcher 
efc-Graph ist, dessen sämtliche mehrkantige Glieder im Falle к = 4 Dreiecke 
sind. 
3) Endlich sei G, ein (21 -f 1) - Eck (l ^ 2). Man betrachte dann wieder 
den Graphen G" = G' — A. Dieser genügt auch in diesem Falle sämtlichen 
Bedingungen von (4.5). Es ist 
n(G") = n — 21 < n und v(G') = 21+1 + v(G"). 
Nach der Induktionsannahme ist 
v(G") ^ y(n —21, к) = у(те, k) - 21 2 + 1 
2 к— 1 
und so gilt r(G') < у (те, к). Damit ist der Beweis von (4.5) beendet. 
Mit Hilfe von (4.5) bekommt man nun den Satz (4.4) wie folgt: 
Es bezeichne К die Menge der Nebenpunkte und L die der Hauptpunkte 
des /-kritischen (/ ^ 4) Graphen G. Wir setzen л (G) = те (те > к), M (К) = п
К
, 
(L) = nL (тек + nL = п). Dann gilt 
хек 
Nach (E. l) und (4.5) ist v([JT]) < + 1 
/ - 1 
(3) v(G) > nK(lc — 1) — те / — 2 ^ 1 
2 / - 1 
Anderseits gilt (für jedes x € L ist g(x) ^ / ) 
nK(k — 1) + nLk _ n(k — 1) 
. Daher besteht 
<k 1 
nK I  / 
(4) v(G) те, 
2 
f / 1 
-1 Multipliziert man (4) mit 2 
2 / — l j 
chung zu (3), so ergibt eine einfache Rechnung 
v/q\ > n(k - 1) n(k - 3) ^ n(k - 1)  
2 2(Z2 — 3) 2 
und addiert die entstehende Unglei-
2 ( / + 9) 
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5. Größte Kreise kritischer Graphen 
( 5 . 1 ) W i e zuers t J . B . K E L L Y und L. M . K E L L Y geze ig t haben, w ä c h s t 
d i e Länge der g röß ten Kreise d e r / -kri t ischen ( / 4) G r a p h e n , bei festgehal-
t e n e m / , z u s a m m e n mit der P u n k t a n z a h l n ins Unendliche ( [10] Theorem 3.3). 
I m Verhältnis z u n kann j e d o c h diese Länge „kle in" sein. B e t r a c h t e man d i e 
g röß t en Kre i se der ra-punktigen / -kr i t ischen Graphen u n d bezeichne m a n 
m i t Lk(n) die L ä n g e des k le ins t en von diesen. E s haben sich mehre re Verfasser 
m i t der Bes t immung von Lk(n) beschäft igt . Zuers t zeigten J . B. K E L L Y u n d 
L . M . K E L L Y ( [ 1 0 ] Theorem 4 . 1 ) , daß 
1 • Li(n) ^ 
h m ' '•• < с 
log2 n 
i s t , wobei с e ine Kons tan te bezeichnet . D a n n bewies DIRAC ([5] Theorem 3), 
d a ß 
Lk(n) l im ' i - c, 
log2 n 
(ck hängt nur v o n к ab) fü r j e d e s к 4 gilt . Dieses Resu l ta t w u r d e von R. C. 
R E A D ve r schä r f t [ 1 3 ] . Er ze ig te , daß für j edes / > 4 unend l i ch viele n m i t 
I 2 \k~2 
Lk(n) < log n • log log n... . log(fc_4)n • (log(fc_3)ra)2 
[log 4j 
exist ieren. Wi r wollen nun m i t Hilfe von (3.3) die fo lgende Verbesserung 
dieser Ergebnisse beweisen: 
(5.2) Satz. Zu jedes к f p 4 existieren unendlich viele Werte von n mit 
t / \ 2(Z - 1) 
L Á n ) < ~ — ^r • log ra . 
log (/ - 2) 
Beweis, E s sei к > 4 e in festgehal tener Wert . Zu j e d e s j = 1 , 2 , . . . 
werden wir e inen /-kri t ischen Graphen G, so konstruieren, d a ß für j —*• «> 
тс, = 7t(Gj) —> 0 0 bestehe u n d d i e Länge eines größten Kre i ses von G ; k le iner 
a l s ck log n, sei, wobei ck = 2 ( к — 1 )/log ( / — 2) ist. 
I) Wir wol len Gj(j> 1) so definieren, d a ß er genau e inen H a u p t p u n k t 
besi tze. Bezeichnet 2,- diesen H a u p t p u n k t , so wird in der T a t e rs t der G r a p h 
Gj = Gj — Zj e r k l ä r t werden. Gj bekommt m a n dann aus Gj nach der Vor-
s ch r i f t von ( 3 . 3 ) . Die G) de f in i e r en wir durch Indukt ion . E s sei Gj = ( k — 1 ) 
u n d nehmen wir an, daß Gj_ x ( j > 1) in solcher Weise d e f i n i e r t wird, daß er 
d i e folgenden Eigenschaf ten b e s i t z t : Gj_1 is t ein ey-Graph (s. I) von Beweis 
v o n ( 3 . 3 ) ) , u n d z w a r im Fal le к = 4 einer, dessen sämtl ichen mehrkant igen 
Glieder Dreiecke sind. Außer d e n inneren P u n k t e n der Endg l i ede r hat j ede r 
P u n k t von Gj_x d e n Grad / — 1 . (Diese P u n k t e sind also alle t r e n n e n d e P u n k t e 
v o n G'j_v Die i nne ren Punk te d e r Endglieder haben den G r a d к — 2.) W i r 
bemerken , d a ß G j die a n g e f ü h r t e n Eigenschaf ten besitzt. N u n soll Gj du rch 
d a s folgende Ver fah ren aus G j _ t hergestellt w e r d e n : 
Man füge zu jedem i n n e r e n P u n k t der Endgl ieder von Gj_x je eine n e u e 
K a n t e zu, u n d z w a r in solcher Weise, daß d ie neuen K a n t e n mite inander 
ke inen , mit G j _ 1 jedoch nur e i n e n gemeinsamen P u n k t h a b e n . Nachher f ü g t 
m a n zu jenen E n d p u n k t e n d e r neuen K a n t e n , die nicht zu G j _ 1 gehören, j e 
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einen (k — 1) zu, undzwar in solcher Weise, daß diese weder paarweise n o c h 
mit Gj_x gemeinsame P u n k t e enthalten. 
Man sieht dann, daß Gj- alle jene Eigenschaften besitzt , die f ü r G)_x 
angenommen wurden. Unsere Erklärung def inier t also tatsächlich fü r j edes 
j = 1 , 2 , . . . einen Graphen Gj, und alle diese Graphen besitzen die angeführ ten 
Eigenschaften. 
Bezeichnet man die Anzahl der P u n k t e (к — 2)-ten Grades v o n Ga-
rnit a (Gj), so gilt 
a(G[) = к - 1 und a(G)) = (k — 2) а(0)_
х
) . 
Es ist also 
(1) a(Gj) = (к - 1) (k - 2 ) j - \ 
Es besteht ferner 
(2) n(G[) — к — \ und 71(0]) = 7i(G)_f) + (к - 1) a(G)_x) ( j > 1) . 
Aus (1) und (2) folgt für j > 1 
71(G)) = к - 1 + (к - l ) 2 + (к - l ) 2 (к - 2) + . . . + (к - l ) 2 (к - 2V ' - 2 = 
( 3 ) _ 
= к - 1 + (к - i)2(fc~2)J 1 - 1 > (jfc _ 1) (к - г ) 1 " 1 - 2 . 
1с — 3 
Den Graphen G; b ekommt man je tz t nach dem Teil 2) von (3.3) aus G) 
dadurch, daß man einen nicht zu G) gehörigen Punk t Zj mi t sämtlichen inne ren 
Punkten der Endglieder von G) verbindet . Gy ist dann A-kritisch und es gi l t 
nach (3) 
rij > (k—l)(k— 2)1-!— 1 ^ (jfc - 2У (/ > 1) . 
Daraus folgt, daß Uj—*- wenn j—yoo
 u n d 
(4) j < log Tlj 
log (k - 2) 
besteht. 
II) J ede r Kreis von G,-, der nicht durch zygeht, liegt in einem Glied von G). 
Seine Länge ist daher g. к —• 1. Ein größter Kreis von G ; muß also den P u n k t 
Zj enthalten. N u n sei Vj ein größter Kreis von Gy. Dann ist Vj — zy ein in G) 
liegender Weg. Wir zeigen, daß die Länge eines jeden Weges von G) n i ch t 
größer sein kann , als (k — 1) (2 j — 1) — 1. I n der Tat, ein Weg von G) ( j > 1) 
kann nach I) höchstens mi t 2 (k—1) K a n t e n mehr enthal ten, als ein Weg 
von G'j_v D a ein größter Weg von G[ genau к — 2 K a n t e n besitzt, k a n n ein 
Weg von G) höchstens к — 2 + 2 ( к — 1 ) (j—1) K a n t e n enthalten. Dies 
bestätigt unsere Behauptung. Wir können je tz t , in Bezug auf (4) für die Länge--
von Vj die folgende Abschätzung geben: 
v(Vj) g ( k - 1) (2 j - 1) + 1 < 2(k - 1) j < 2 { k ~ \ log nj. 
log (k - 2) 
Damit ist der Beweis von (5.2) beendet. 
(Eingegangen: 14. Mai, 1963.) 
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КРИТИЧЕСКИЕ ГРАФЫ I 
T. G A L L A I 
Резюме 
Мы назовем граф ^-критическим, если его кроматическое число равно 
к и кроматическое число любого его собственного подграфа < к. В любом 
^-критическом графе степень каждой вершины 7> к— 1. Главным результатом 
статьи является следующая. 
Теорема. В к-критическом графе члены подграфа натянутого на верши-
нах степы k — 1 являются полными графами и окружностями с нечетным 
числом рёбер. 
Следующее обращение этой теоремы является также верным: Если 
члены графа G являются окружностями с нечетным числом рёбер и пол-
ными графами, содержащими менее чем k вершин (к 4) и если степень 
каждой вершины от Gx (к—1), тогда существует такой fc-критический 
граф, в котором подграф, натянутый на вершинах степени gi к — 1, является 
изоморфным G. Статья содержит также несколько применений главной 
теоремы. 
FREE ALGEBRAS OVER FIRST ORDER AXIOM SYSTEMS 
by 
G. G R Ä T Z E R 
1. Introduction 
The concepts of f ree semigroups, groups, r ings a n d so on are well known 
a n d have several applications. The const ruct ion of f ree semigroups etc. is, 
r ough ly speaking, t h e following (see [1] and [2]): we t a k e the polynomials over 
t h e genera t ing sys tem given, and we iden t i fy some polynomials in order to 
m a k e t h e algebra of polynomials sa t i s fy t he given axiom system V de f in ing the 
class of algebras considered. The axioms in 27 a re open sentences, i.e. in a 
no rma l prenex f o r m t h e y contain no existential quant i f ie r . If i t does (e.g. in 
case of groups) t h e n we int roduce f u r t h e r operat ions (e.g. the opera t ion x _ 1 
in groups) so t h a t 27 can be t r ans fo rmed in to one conta ining only open sentences. 
Of course, t h e existential quan t i f i e r s cannot always be e l imina ted by 
in t roduc ing new operat ions. I t is m y aim to show t h a t even in th i s case free 
a lgebras can be de f ined . However, in such a s i tuat ion one should begin by 
consider ing t he not ion of subalgebra and homomorphism, since, as can he 
shown b y examples, t h e classical no t ions do no t work well. The modi f ied notions, 
called 27-subalgebra a n d 27-homomorphism coincide wi th the classical not ions 
if 27 contains open sentences only. 
§ 2 contains t h e nota t ion a n d t h e basic not ions . The concepts of 27-
I iomomorphism, 27-subalgebra and f ree 27-algebra a re given in § 3. T h e results 
on f r e e 27-algebras a re given in § 4, while t he existence theorem is conta ined 
in § 5. The notion of f ree K-algebra can be def ined over an a r b i t r a r y class К 
of algebras; how th is concept is connected wi th f ree 27-algebras is shown 
in § 6. 
I n t he Appendix a necessary a n d suff ic ient condit ion is given for t h e exis-
t ence of f ree algebras in the classical case, when 27 contains open sentences only. 
T h e proofs of t h e results a re n o t given. These will be publ ished in sub-
sequen t publicat ions. 
2. Notions and notations 
A universal a lgebra (briefly: a lgebra) St is a sequence < A , f 0 , f v . . • , / у , - - - У у < а  
where A is a set and f y is an w7-ary opera t ion on A i . e . f y £ AA";'; in th i s no ta t ion 
а , у deno te ordinal numbers , 0 g n y < ы. The sequence <n y } y < a is t h e t y p e of 
St, a is the order of St. 
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Gothic cap i t a l letters Sí, 33, . . ., $ deno te algebras while t h e 
corresponding l a t in capital le t te rs A, B, . . ., F denote the set upon which 
t h e y are def ined. 
All algebras considered are of t he same t y p e which i skept f ixed th roughou t 
t h e paper . We c a n associate wi th th is type a f i r s t order logic wi th equal i ty 
sign as follows: i t contains opera t ion symbols Py for every y < a and Py i s 
t h e symbol of a n ny-ary operat ion; t he individual variables are v, x, y, z, . . .; 
i t contains f u r t h e r t h e usual logical connectives Л , V, —1, —>, (x), (3x) 
( " o r " , " and" , " n o t " , " imply" , " fo r every x", " t h e r e exists an x"), and t h e 
equa l i ty sign = . 
Formulae a r e def ined as usual . Firs t we def ine terms: a n y individual 
var iab le x is a t e r m ; if Tv . . ., Tny are t e r m s t h e n so is Py(Tv • • -, ТПу). 
N e x t we def ine fo rmulae : if Tx a n d T2 are t e r m s t h e n 
T , = T 2 
is a formula (this is called a p r ime formula). I f Ф1 and Ф2 are formulae t h e n 
so a re Ф2 V Ф2, Ф1Л Ф2, пФг Ф^Ф2, (х) (Фг), (3х)(Ф 1 ) . 
E v e r y formula Ф can be wr i t ten in a prenex no rma l form: 
(2.1) (QlXl) ...(Qnxn){W) 
w h e r e ' P i s a f o rmu la containing no quant i f ier a n d t he Qf are quant i f iers . I f i n 
(2.1) W contains n o var iable o ther t h a n xv . . ., xn t hen Ф is a closed formula . 
If Ф is closed a n d n o Q, is an exis tent ia l quan t i f i e r t hen Ф is an open fo rmula . 
An axiom system S is a set of closed formulae . A 27-algebra 3Ï is a model 
of 27, i.e. every Ф ç 27 is satisfied on 31. 
< A , / 7 ) 7 < a i s a subalgebra of < Д <77>7<aif A is a subset of B, A is closed 
u n d e r gy and fy is t h e restriction of gy to A, for every у < a. 
The mapp ing ер : A —> В (a —> a<p) is called a homomorphism if 
fy(av • • •. any) <P = 9y(a 1 <pv • . • , any <p) {y < a). 
All these no t i ons are well-known; for more detai led (and more precise) 
t r e a t e m e n t the r e a d e r should consul t [3], [5], [6], [7] and [8]. 
3. The notion of inverse 
Let an ax iom system E be f i x e d and we suppose every Ф ç E is in p r enex 




I n (3.1) a n d (3.2) the fo rmulae W(x, y) a n d W(x, y, z, u), respect ively, 
conta in no quan t i f i e r . 
Le t Ф € E, Ф be of the fo rm (3.1), and le t 3Í he a Г-algebra, a, b € A. 
W e say tha t b is a n inverse (Ф-inverse) of a if 4'(a, b) holds. L e t Ф be of t h e 
f o r m (3.2). Then b is an inverse of a if 
(z)(3u){V(a,b,z,u)) 
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holds true. And d is an inverse of a and с if there exists an inverse b of a such 
that !F(a, b, c, d) holds. 
The general definition of inverse is now obvious; if b is a Ф-inverse of 
av . . ., an t hen Ф contains an existential quantifier preceded by n universal 
quantifiers and by some, say k, existential quantifiers; t he precise definition 
can be given by induction on к as in the example above. The details are l e f t 
to the reader . 
To say tha t 6 is a Ф-inverse of av . . ., an may sometimes be ambiguous. 
E.g. if Ф is of the form: (x) (3y) (3z) (W(x, y, z)), then b is a Ф-inverse of a 
either if (3z) (F(a, b, z)) or if there exists а с with (3z) c, z)) and Ф(а, c, b). 
Therefore, if we have two existential quantif iers between which there is no 
universal quantif ier than we have to distinguish between the inverses wi th 
respect to t h e f irst and second existential quantif ier . 
Since in the discussion we consider as examples axioms of type (3.1) 
and (3.2) th is problem will not arise. 
Let 21 and S3 be algebras and 58 be a 27-algebra. We say tha t 2Í 
is a 27-subalgebra of 33 if 21 is a subalgebra of 33, fur ther if av a„ € A, 
b € В, Ф € £ and b is a Ф-inverse of av . . ., an in 33 then b € A. I t is easy 
to see t h a t t he following results hold: 
3.3. A 27-subalgebra of a 27-algebra is again a 27-algebra. 
3.4. Le t 21 be a 27-algebra, H ç A. Then there exists a smallest 27-
subalgebra 33 of 21 such t h a t H С В. 
This 33 is said to be 27-generated by H, and H called a 27-generating 
system of 33-
If 27 is the usual axiom system for groups, i.e. the t y p e is <2,0) t h e 
operations being denoted by • and 1 and the axioms are 
(x) (y) (z) (x-(yz) = (x-y)-z), 
(x) (x • 1 = X Д 1 • X = x), 
(x) (3y) (x-y=lAyx = l) 
then a 27-subalgebra is a subgroup. (Note t h a t a subalgebra is a subsemigroup 
containing 1.) 
If 27 contains open formulae only, then every subalgebra is a 27-sub-
algebra. 
Now let 21 and 33 be 27-algebras cp : A -> B. Then cp is said to be a 
27-homomorphismifit is a homomorphism, fu r ther it carries inverse into inverse, 
i.e. if av . . ., an, b € A and b is a Ф-inverse of av . . ., an (Ф € 27) then b<p is a 
Ф-inverse of axcp, . . ., ancp and, conversely, if b is a Ф-inverse of bv . . ., bn  
(b, bv . . ., bn € B), av . . ., an € A such t h a t agp =bv . . ., ancp = bn then the re 
exists a Ф-inverse a of av . . ., an such t h a t acp = b. 
In case of groups any homomorphism is a 27-homomorphism. The same 
holds if 27 contains open formulae only. 
Let a class of algebras of type <2> be defined by the following axioms 
(the binary operation is denoted by U ) : 
(x) (x (J X = X) , 
(x) (y) (x\Jy = y\Jx), 
(x) (y) (2) ( (xUy)Uz = xU(2/Uz)), 
(x) (y) (3z) (w)(x = zUxA y = zUî/A ((* = u\Jx/\ y = u[Jy)-+z = z\Ju)). 
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Then t h e class of 27-algebras coincides with the class of lattices, a 27-
subalgebra is a sublattice, a 27-homomorphism is a lattice-homomorphism. 
A subalgebra is a subset closed under union, which is a lattice, and the usual 
notion of homomorphism too does not function well, e.g. the homomorphic 
image of a distributive lat t ice (as a 27-algebra) can be non-distributive. Of 
course, this cannot happen if we consider 27-homomorphisms. 
3.5. L e t 91, S3 be 27-algebras, cp a 27-homomorphism of 91 into S3- Then 
the image of 91 under cp is a 27-subalgebra of S3-
3.6. The product of 27-homomorphisms, if exists, is again a 27-homo-
morphism. 
Now we define the not ion of free 27-algebra with ß 27-generators, where ß 
is any cardinal number. 
The algebra %(ß) = (F(ß),f0,fv . . . , f y , . . .}y<a is said to be the free 
27-algebra wi th ß 27-generators if 
(a) i5(/3) is a 27-algebra; 
(b)F(ß) contains a sequence of elements ( x y } y < ß 27-generating fy(/?); 
(c) let 91 be a 27-algebra, <а
у
)
у<(3 a sequence of elements of A, then 
the mapping cp : xy^>- a (y < ß) can be extended to a 27-homomorphism cp of 
%(ß) into 91. 
I t is easy to see t h a t the cp in (c) need not be unique. 
4. Free 27-algebras 
First we formulate t h e unicity theorem: 
4.1. I f x$(ß) exists for some ß t hen it is unique up to isomorphism. 
We can prove somewhat more, namely 
4.2. L e t %(ß) and %'(ß) be f ree 27-algebras with the 27-generating 
systems (xy}y<.ß&iid (х'уУу<.р. Let cp be the mapping xy—> x'Y (y < ß) and 
cp any extension of cp into 27-homomorphism. Thenip is an isomorphism between 
W ) and %'(ß). 
The following theorems are analogues of well-known theorems for the 
classical case. However, i t seems to me tha t the tr iviali ty of the classical 
results does not imply t h e existence of an easy proof in this situation. 
4.3. Suppose tha t t h e free 27-algebra %(ß) exists. Then g(<5) exists 
for every ô < ß. 
4.4. Suppose exists for every n < со. Then i$(co) exists too. 
4.5. I f exists t hen so does §(/3) for every ß. 
5. The existence theorem 
We define multi-polynomials as follows: 
(a) P{xv . . ., xn) = {ж,} is a multi-polynomial; 
(b) if / is an operat ion then P(xv . . ., xn) = {f(xv . . ., жп)} is a multi-
polynomial; 
(c) let 3y be preceeded by n universal quantifiers in the axiom Ф; then 
P(xv . . ., xn), the set of all Ф-inverses of ОС^, . . . , Dfiyi I® ^ 
multi-polynomial ; 
(d) if Px(xv . . ., xn), . . ., Pk(xv . . ., xn), P(xx xk) are multi-poly-
nomials t h e n so is P(PV . . ., Pk), where 
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x € P(P1{x1, . . ., xn), . . ., Pk(xv . . ., xn)) if and on ly if there exist 
yv . . ., yk, such t h a t x € P(y1 yk) a n d yt í Рх(хх, . . ., xn) for eve ry 
1 ^ г g. к. 
(e) t h e mult i -polynomials are those a n d only those which are g iven b y 
(a)—(d). 
Consider the condi t ion: 
(5.1) E v e r y mult i -polynomial in к var iable is b o u n d e d , i.e. there exis ts 
an integer n, such tha t a mul t i -polynomial P(xv . . ., xk) c anno t contain more 
than n e lements . 
Then we can prove 
5.2. I f %(lc) exists t h e n (5.1) holds. 
The n e x t condition is necessary, too , for the ex is tence of %(k): 
(5.3) L e t 21 and S3 be 27-aIgebras, 21 is 27-generated by ( x f ) i < k a n d 
iyî)i<k a re elements of B . Then there ex is t s a 27-algebra (£ P-genera ted by 
(Zi)i<k such t h a t the mapp ings <px : zt xt and <p2 : zt —>- yt can be e x t e n d e d 
to Á-homomorphisms. 
5.4. T h e conditions (5.1) and (5.3) a r e necessary a n d sufficient fo r t h e 
existence of т$(к). 
W e formula ted 5.4 fo r к < со. I t is t r u e for w as well. (5.1) t h e n says 
t h a t every mult i -polynomial is bounded. 
A special case of 5.4 is t he following: 
5.5. Suppose E con ta ins open sentences only. T h e n %(ß) exists if a n d 
only if whenever 21 a n d 93 are 27-algebras, 21 is gene ra t ed by x0, . . ., 
Xy, . . . (y < ß) and y0, . . . , yy, . . . (y < ß) a re elements of В then the re exis ts 
a 27-algebra (£ generated b y the e lements z0, ..., zy, . . . (y < ß) such t h a t 
(px : Zy -> Xy (y < ß) a n d q>2 : zy -> yy (y < ß) can be e x t e n d e d to h o m o -
morphisms. 
E.g. if E contains on ly equations t h e n such a © is t h e subalgebra of t h e 
direct p r o d u c t 21x93, g e n e r a t e d by t h e <xy, y f ) (y < a). 
One can obviously i n f e r a character iza t ion of equa t iona l classes f r o m 5.5. 
6. Free K-algebras 
Let К be a class of algebras. An a lgebra $(ß) is a f r e e K-algebra w i th 
ß genera tors if 
(a) ^ ( ß ) € K ; 
(b) F(ß) contains a sequence (xy)Y<ß generating %(ß)\ 
(c) l e t 21 € К and <aY)y</з be a sequence of e lements of A, t h e n 
cp : Xy —*- ay (y < ß) can be ex tended to a homomorphism ç> of £$f(ß) i n t o 21. 
The problem is t h e following: w h a t is the connect ion between f r e e K-
algebras a n d f ree 27-algebras. 
To se t t le this p rob lem we define t w o properties. 
We say t h a t the a x i o m system E h a s the Inverse Preserving P r o p e r t y 
( IPP) if whenever 21 is a Á-algebra, 93 a F-subalgebra of 21, ax an, 
b € В, Ф ç E, b is a Ф-inverse of av . . ., an in 93 then t h e same holds in 21 
as well. (The converse of t h i s s ta tement holds always.) 
The f r e e 27-algebra fs(ß) is called f r e e in the s t ronger sense if, in t h e 
definit ion, t h e 27-homomorphism <p is a lways uniquely determined. I f we 
write "%°(ß) exists" i t m e a n s tha t t he f r e e 27-algebra %(ß) exists a n d i t is 
f ree in t h e s t ronger sense. 
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6.1. I f exists a n d ô < ß t h e n exists too . 
6.2. I f exists for every n < со t h e n so does 
6.3. I f £f°(ft>) exists t h e n so does for every ß. 
Now we t u r n to the m a i n problem: 
6.4. L e t К be the class of 27-algebras <M, / Y ) y < a ; we suppose 27 has I P P 
and the f r e e 27-algebra f)°(oj) exists. T h e n we can d e f i n e new opera t ions 
fa ' fa -f i ' • • •>fy • • • (a У < ß) o n the 27-algebras such t h a t t he arising class 
К of algebras a n d the m a p p i n g 
fy)y<a <—> <A, fy~)y<ß 
have the fol lowing proper t ies : 
(a) <A,fy}r<a is a 27-subalgebra of < 5 , g f ) Y < a if a n d on ly if < A , f y ) r < ß  
is a subalgebra of (B , gy)Y<ß ', 
(b) l e t cp map A i n to B; cp is a 27-homomorphism of < A , f y ) v < a i n t o 
< В , gy)y<a if a n d only if i t is a homomorph i sm of ( f A , f y ) Y < a in to < В , gy}Y<p; 
(c) t h e f r e e A-algebras exist . 
T h e o r e m 6.4 is the b e s t possible in t h e following sense: 
6.5. Suppose tha t t h e conclusion of 6.4 hold for t h e axiom system 27. 
Then Г has I P P and g°(a>) exists . 
The s imples t i l lust ra t ion of 6.4 is g iven by an axiom system 27 in which 
all exis tent ial quant i f iers a r e of bound one, i.e. the inverses are unique. T h e n 
t h e new ope ra t ions fa, fa+v • • • are simply t h e Skolem-funct ions. 
7. Appendix 
Now w e suppose t h a t every axiom in 27 is an open formula , i.e. of t h e 
fo rm 
(7.1) (xx) ...{xn)(W(xx xn)). 
I n s t e a d of (7.1.) we will wri te s imply 
(7.2) W(xv...,xn), 
which con ta ins no quan t i f i e r . 
The con junc t ive n o r m a l fo rm of W b e 
. . . A V K , 
and we rep lace W in 27 by W v . . . . Wk. T h u s we may suppose t h a t every W € 27 
is of the f o r m 
(7.3) 
where every W l is a pr ime fo rmula or a nega t ion of a p r i m e formula. 
If e v e r y W € 27 is of t h e fo rm (7.3) t h e n we say t h a t 27 is in the normal 
form. 
Let 27 b e in the n o r m a l form. 27 is reduced if every IP 6 X is reduced in 
t he following sense: either 4 = 1 or the sequence <1, 2, . . ., 4 ) has no p r o p e r 
subsequence <+, . . ., i f ) (n < 4) such t h a t F is equivalent t o W: 
(7.4) VFU. 
More precisely to say, 27 is not equ iva len t to (27\{ l P}) IJ {P'}-
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If T i s not reduced then the re may be m a n y sequences <г
х
, . . ., г„> for 
which 27 is equivalent to (27 \{P}) U {P'}- A reduction is t h e following: 
we replace У by a P ' for which те = 1 or те is t he least possible. 
A reduction of 27 is the following: we reduce every P € 27. 
7.5. Let 27' be any reduction of 27. Then 27 is equivalent to 27'. 
7.6. Any axiom system 27 equivalent to an axiom system 27' which is in 
reduced normal form. 
7 . 6 i s d u e t o P E R E M A N S [ 4 ] . 
Now suppose 27 is in reduced normal form, IP 27 is of the form (7.3), 
where Px , . . ., PS(!P) are negations of prime formulae, . . ., Pfc arc pri me 
formulae (it is allowed that s (P) = 0 or s(P) = k). 
A P-specialization of T(xv . . ., xm) is P (P X Tm) if Tv . . ., Tm are 
t e rms and each Ti(T1, . . ., Tm), 1 g г g s(T) is identically false (i.e. 
~l Ti(Tv . . ., Tm) holds always in every 27-algebra). 
An axiom IP € 27 said to have property P if either «(IP) = к or whenever 
P ( P j Tm) is a P-specialization then there exists an s (P ) < i g fcsuch 
t h a t T,(TV . . ., Tm) is identically t rue. 
7.7. If P i s of the form (7.3) and к = 1 then IP has proper ty P. 
7.8. If P i s of t he form (7.3) and s(P) > k — 1 then P has property P . 
7.9. Suppose P in (7.3) is reduced, к > 1 and s(P) = 0. Then P does not 
have property P . 
An axiom system 27 has proper ty P if every axiom P € 27 has it. 
The main result of this section is the following: 
7.10. The free algebra г (^оо) over the class of all 27-algebras exists if 
a n d only if 27 has property P . 
7 . 7 and 7.10 together yield a result of B I R K H O F F [1] and [2] while the 
combination of 7.8 and7 .9wi th7 .10g ive the two main results of P E R E M A N S [ 4 ] . 
One can easily sharpen 7.10 by giving a necessary and sufficient condi-
t ion for the existence of ^(те), n < со. 
(Received May 17, 1963.) 
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СВОБОДНЫЕ АЛГЕБРЫ НАД СИСТЕМАМИ АКСИОМ ПЕРВОГО 
ПОРЯДКА 
G. G R Ä T Z E R 
Резюме 
Резюмируя результаты нескольких его статьей, которые вскоре будут 
опубликованы, автор сообщает о них не приводя доказательств. 

О НЕКОТОРЫХ СООТНОШЕНИЯХ МЕЖДУ СВОЙСТВАМИ НЕОТРИ-
ЦАТЕЛЬНОСТИ ОПЕРАТОРОВ В ПРОСТРАНСТВАХ С ИНДЕФИНИТ-
НОЙ МЕТРИКОЙ 
J . BOGNÁR 
Посвящается профессору Béla Sz.-Nagy к его 50-летию 
Настоящая работа содержит доказательства некоторых утверждений 
высказанных в заметке [1]. Два остальные утверждения будут доказаны на 
ином месте. 
§ 1. Определения и леммы 
Большинство перечисленных внизу определений и лемм заимствовано 
из работы М. Г. КрЕйна и И. С. Иохвидова [2]. Некоторые из остальных 
лемм очевидны, а другие известны из линейной алгебры и из теории гильбер-
това пространства. 
Рассмотрим комплексное линейное пространство Н , в котором задан 
эрмитово-симметрический билинейный функционал (х, у), определенный 
для всех X, у € Н. Назовем число (х, у) скалярным произведением элементов 
X, у. 
Элемент х € H называется положительным (соотв. отрицательным, 
неотрицательным, неположительным, нулевым), если (х, х) > 0 (соотв. 
(х, х) < О, (х, х) ^ 0, (х, х) gL 0, {х, х) = 0). Линеал (т. е. линейное подмно-
жество) L ( z H называется положительным (отрицательным, неотрицатель-
ным, неположительным, нулевым), если все его элементы, может быть с 
исключением элемента О, имеют соответствующее свойство. 
Два элемента х, у € H называются ортогональными между собой, если 
(х, у) = 0. В этом случае употребляется обозначение X-Ly. Мы говорим, что 
линеалы L,MczH ортогональны (в обозначениях: L±.M), если из х € L, 
у с. M вытекает (х, у) = 0. Ортогональное дополненые L-1- линеала L состоит 
из элементов пространства Н, ортогональных к L, т. е. ортогональных к всем 
элементам из L. Очевидно, что L-1 — линеал. 
Говорят, что скалярное произведение вырождается на линеале LczH, 
если существует элемент х0 е L (ж0 =/= ортогональный к всему L. Элементы 
линеала L, ортогональные к £ ( в том числе элемент 0), называются изотроп-
ными элементами линеала L. Они составляют некоторый линеал L0: изо-
тропный линеал линеала L. Если скалярное произведение не вырождается 
на L, то L0 состоит только из элемента 0. 
Лемма 1. Прямая сумма двух линейно независимых, взаимно ортого-
нальных, положительных (соотв. отрицательных, неотрицательных, не-
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положительных, нулевых) линеалов положительна (соотв. отрицательна, 
неотрицательна, неположительна, нулева). 
Лемма 2 (ср. [2], стр. 373). Изотропный линеал неотрицательного 
(неположительного) линеала L состоит из всех нулевых элементов линеала L. 
Лемма 3 (ср. [2], стр. 372). Если L — конечномерный положительный 
или отрицательный линеал в пространстве Н, то H разлагается в прямую 
сумму H = ДфД-L. 
Лемма 4 (см. [2], стр. 373). Если скалярное произведение не вырож-
дается на пространстве H и H не содержит (к + 1 )-мерного положитель-
ного (отрицательного) линеала, то ортогональное дополнение любого к-
мерного положительного (отрицательного) линеала отрицательно (поло-
жительно). 
Пространство Я называется пространством типа Н
к
 или просто про-
странством Н
к
 (к — натуральное число), если выполняются следующие 
условия:1 
I. Скалярное произведение не вырождается на Н . 
II. Я содержит ^-мерного, но не содержит (к -f 1)-мерного отрица-
тельного линеала. 
III. f-мерный отрицательный линеал Я ^ с Я можно выбрать так, 
чтобы его ортогональное дополнение Я
г
 (см. лемму 4) было полно относи-
тельно нормы \х\ = \(х,х) (х € Я + ) . 
Лемма 5 ([2], стр. 375—377). Ортогональное дополнение Я+ любого 
к-мерного отрицательного линеала H^czHk полно относительно нормы 
I X \=У[х, х) (х € Я+). Если положить [х, у] =(х+, у+)—(х~, у~), гдех~, х+ 
(сооотв. у~, у+) — котпоненты элемента х (соотв. у), соответствующие 
прямому разложению (см. лемму 3) Н
к
 = = Н~@Н+, то относительно 
этого нового скалярного произведения Н
к
 — гильбертово пространство, 
Н~ и Я+ — ортогональные подпространства. Понятие (сильной) сходи-
мости, определенное с помощью нормы ||ж|| =У[х, ж], не зависит от 
выбора Н~. 
Согласно последнему утверждению леммы 5, в пространстве Н
к
 един-
ственным образом определяются понятия замкнутости множеств, непре-
рывности функционалов и операторов, в частности, понятия подпростран-
ства (т. е. замкнутого линеала) и спектра. Очевидно, что все конечномерные 
линеалы — подпространства. 
Лемма 6 ([2], стр. 373). Н
к
 не содержит (к + 1 )-мерного неположи-
тельного подпространства. В частности, изотропный линеал любого линеала 
LdHk имеет размерность, не выше к. 
Лемма 7. Если L—к-мерное неположительное подпространство в 
Н
к
, то L1- неотрицательно. 
Лемма 8 ([2], стр. 378). Скалярное произведение (х, у) непрерывно в Iik  
по обоим аргументам. В частности, ортогональное дополнение произволь-
ного линеала LczHk является подпространством. 
Лемма 9 ([2], стр. 379—380). Если на подпространстве МсН
к
 ска-
лярное произведение не вырождается, то оно не вырождается и на if-1-, и 
1
 Понятие пространства Н
к
 было введено М. Г. КРЕЙНОМ И И. С. И о х в и д о в ы м 
в работе [2]. Вместо Н
к
 там употребляется обозначение П
х
, и роли положительных и 
отрицательных линеалов переменены, что нужно принимать во внимание при дальней-
ших ссылках. 
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пространство представимо в виде прямой суммы II
к
 = М@МХ. В частности, 
J f - L - L = M . 
Лемма 10 ([2], стр. 381). Если M—произвольное подпространство 
пространства Н
к
 и М0 — изотропное подпространство (см. лемму 6) под-
пространства М, то найдется подпространство M'czM с невырожден-
ным скалярным произведением так, что M = М0®М'. 
Пусть Т — непрерывный (всюду определенный) линейный оператор 
в Н
к
. Сопряженный оператор Т* определяется уравнением (Тх, у)=(х, Т*у), 
где x, у — произвольные элементы из Н
к
. Это тоже непрерывный линейный 
оператор. Оператор Т называется самосопряженным, если Т* = Т. 
Лемма 11 («основная теорема» Л. С. Понтрягина, см. например [2], 
стр. 419). В пространстве Н
к
 каждый самосопряженный оператор имеет 
хотя бы одно le-мерное неположительное инвариантное подпространство. 
Лемма 12. Если подпространство MczHk инвариантно относи-
тельно самосопряженного оператора А, то тоже инвариантно относи-
тельно А. 
Пусть А — самосопряженный (непрерывный) оператор в пространстве 
Н
к
. Назовем элемент х £ Н
к
 А-положительным (соотв. А-отрицательным, 
А-неотрпцательным, А-неположительным, А-нулевым), если (Ах, х) > 0 
(соотв. (Ах, х) < 0, (Ах, х) > 0, (Ах, x) ^ 0, (Ах, х) = 0). Линеал LczHk  
называется Л-положительным (Л-отрицательным, Л-неотрицательным, 
Л-неположительным, Л-нулевым), если все его элементы, с исключением, 
может быть, элемента 0, обладают соответствующим свойством. 
Будем говорить, что элементы x, у £ Н
к
 А-ортогональны между собой, 
если (Ах, у) = 0. Определение Л-ортогональности элемента и линеала или 
двух линеалов между собой очевидно. А-оргпогональное дополнение неко-
торого линеала Lc.Hk есть совокупность элементов пространства Нк, А-
ортогональных к L. Из непрерывности скалярного произведения (см. лемму 
8) и непрерывности оператора Л следует, что Л-ортогональное дополнение 
любого линеала — подпространство. 
Лемма 13. Прямая сумма двух линейно независимых, взаимно А-орто-
гональных, А-положительных (соотв. А-отрицательных, А-неотрицатель-
ных, А-неположительных, А-нулевых) линеалов А-положительна (соотв. 
А-отрицательна, А-неотрицательна, А-неположшпельна, А-нулева). 
Лемма 14. Если Lv L2 — ортогональные линеалы в Нк и хотя бы один 




Лемма 15. Пусть M — конечномерное А-положительное или А-от-





в виде прямой суммы подпространства M и его А-ортогонального допол-
нения. 
Лемма 16. Пусть L и M — линеалы в некотором линейном простран-
стве, снабженном скалярным произведением (общего типа). Если dim L<°°u 
dim M > dim L, mo dim ML-1 i t 1. 
Лемма 17. Пусть A — ограниченный самосопряженный оператор в 
гильбертовом пространстве Н. Тогда И представимо в виде ортогональной 
прямой суммы трех инвариантных относительно А подпространств, одно 
из которых является А-отрицательным, другое — А-нулевым, а третье — 
А-положительным. 
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§ 2. Некоторые свойства неотрицательности операторов и связи между 
ними в пространствах типа Н
к 
Пусть Z — непрерывный самосопряженный оператор в пространстве 
Н
к
. Наши теоремы относятся к следующим свойствам, которыми оператор 
А может обладать или не обладать. Эти свойства, и некоторые другие, были 
предложены в заметке [1] в качестве возможных обобщений свойства неот-
рицательности операторов в гильбертовом пространстве. Там же указаны 








 содержит хотя бы одно fc-мерное /-неположительное подпро-




 содержит хотя бы одно fr-мерное /-неположительное подпро-
странство, ортогональное дополнение которого /-неотрицательно. 
а5). Н
к
 содержит хотя бы одно fr-мерное, неположительное, / -неполо-




 содержит хотя бы одно fr-мерное, неположительное, / -неполо-




 содержит хотя бы одно fr-мерное, отрицательное, / -неположи-




 содержит хотя бы одно fr-мерное, отрицательное, / -неположи-




 содержит хотя бы одно fr-мерное, неположительное, / -непо-
ложительное, инвариантное относительно А подпространство, но Н
к
 не со-
держит (к + 1/мерного /-отрицательного подпространства. 
аЮ). Н
к
 содержит хотя бы одно fr-мерное, неположительное, / -непо-
ложительное, инвариантное относительно / подпространство, ортогональное 
дополнение которого /-неотрицательно. 
a l l ) . Н
к
 содержит хотя бы одно fr-мерное, отрицательное, / -неполо-
жительное, инвариантное относительно Z подпространство, но Н
к
 не содер-
жит (к + 1/мерного /-отрицательного подпространства. 
а12). Н
к
 содержит хотя бы одно fr-мерное, отрицательное, /-неположи-
тельное, инвариантное относительно А подпространство, ортогональное до-
полнение которого /-неотрицательно. 
а 13). Неотрицательные элементы пространства Н
к
 /-неотрицательны, 
а неположительные — /-неположительны. 
bl). Найдется непрерывный оператор С пространства Н
к
, для кото-
рого / = С*С. 
d2). Спектр оператора Z содержит только вещественные, неотрица-
тельные числа. 
Теорема 1. а4) влечет аЗ). 
Доказательство. Пусть L — fr-мерное /-неположительное подпро-
странство с /-неотрицательным ортогональным дополнением L x . Пусть M 
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— произвольное подпространство размерности к + 1. Из леммы 16 следует 
существование некоторого элемента х € Ж (хф 0), принадлежащего L1- и, 
следовательно, выполняющего неравенство (Ах, x) ^ 0. Значит, M не может 
быть А-отрицательным. 
Аналогично доказывается, что аб) влечет а5); а8) влечет а7): а 10) 
влечет а9); и а 12) влечет a l l ) . 
Теорема 2. а 12) влечет d2). 
Доказательство. Пусть L — А-мерное, отрицательное, А-неположи-
тельное, инвариантное подпространство с А-неотрицательным ортогональ-
ным дополнением Согласно леммы 12 L-J тоже инвариантно относи-
тельно А. 
Положим Н~ = L, Н+ = L1- и введем новое скалярное произведение 
[х, у] по указанию леммы 5. Используя утверждения этой леммы мы видим, 
что в полученном гильбертовом пространстве А действует как неотрица-
тельный оператор, т. е. его спектр (в этом гильбертовом пространстве) содер-
жит только вещественные, неотрицательные числа. Отсюда, на основе опре-
деления спектры операторов в Н
к
, вытекает справедливость нашей теоремы. 
Теорема 3. Ы) влечет а2). 
Доказательство. Пусть А = С*С, где С — непрерывный оператор, и 
пусть L обозначает некоторый А-отрицательный линеал в Н
к
. Для любого 
элемента xçL (хф 0) имеем (Сх, Сх) = (Ах, х) < 0, так что оператор С 
отображает L взаимно однозначно на некоторый отрицательный линеал. 
Но, по определению пространства Н
к
, отрицательный линеал в Н
к
 имеет 
размерность, не выше к. Поэтому dim L g к. 
Теорема 4. a l l ) влечет а4). 
Доказательство. Пусть L обозначает А'-мерное, отрицательное, А-непо-





 не содержит (к + 1)-мерного А-отрицательного подпро-
странства. 
Тогда L-L является положительным инвариантным подпространством 
(см. леммы 4, 8 и 12), не содержащим А-отрицательного подпространства 
размерности к + 1. Применением леммы 17 получим, что 2 0 разложимо в 




 и А-неотрицательного инвариантного подпространства N2, где 
О g dim Nx g к. 
По аналогичным причинам, учитывая А-неположительность подпро-
странства L, имеем представление А = М\ 0 М2, гдеЖх и М2 инвариантны, 
Ж
х
 является А-отрицательным и Ж2— А-нулевым. Более того, на основе 
лемм 14 и 13, подпространство А 1 © Ж 1 т о ж е А-отрицательно, так что в част-
ности 0 ^ dim (Nx © Жх) ^ к согласно нашему предположению. 
С другой стороны имеем dim (Nx 0 Мх © М2) ^ d im (Мх © Ж2) = к. 
Следовательно, мы можем выбрать подпространство М [ с Ж2 так, чтобы 
выполнялось равенство dim (Nx © Мх © М[) = к. 
Пусть М2 — ортогональное дополнение М[ в Ж 2 : Ж2 = М'х 0 Ж 2 . 
Подпространство А , © Ж
х
0 М[ размерности к есть ортогональная прямая 
сумма А-отрицательного инвариантного подпространства А 1 © Ж 1 и А-
нулевого подпространства М[, итак, в силу лемм 14 и 13, оно является А-
неположительным; его ортогональное дополнение есть ортогональная пря-
мая сумма А-неотрицательного инвариантного подпространства N2 и А-
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нулевого подпространства М2 , итак является ^-неотрицательным. Мы 
видим, что имеет место свойство а4). 
Теорема 5. а 13) влечет а 12). 
Доказательство. Пусть Lx — произвольное /-мерное отрицательное 
подпространство в Н
к
. Его ортогональное дополнение Ь2 является положи-
тельным подпространством (см. леммы 4 и 8). По условию а13) подпростран-
ство />! является ^-неположительным, а L2 — ^-неотрицательным. Итак, 
достаточно показать, что L x инвариантно. 
Относительно разложения Н
к
 = LX@L2 (см. лемму 3) оператор А за-
дается операторной матрицей А = ( A , J ) T J = 1 2 , где ATJ действует из LJ в LR  
Пусть 
( 1 ) х
х
 € LV X 2 Í L 2 , ( X V X 1 ) = — 1 , (х2,х2) = 1. 
Тогда для любого числа у(\ у | = 1) имеем 
(х
х
 + ух2, хх + ух2) = 0 . 
Отсюда на основе свойства а 13) вытекает, что 
(А(х
х
 + ух2), хх + ух2) = 0, 
т. е. 
(2) ( А л - Xl) + Y(A21XVX2) + y(A!2X2'Xl) + (А22Х2,Х2) = 0 . 
Подставляя в последнем уравнении 1, —1, г, —г вместо у, умножая 
обе части полученных уравнений соответственно на 1, —1, г, —г и суммируя, 
имеем: 
(A2lxvx2) = 0. 
Для фиксированного ауэто уравнение говорит, что элемент А21хх ç L2ортого-
нален к произвольно выбранному «нормированному» элементу x2ç.L2. От-
сюда (учитывая, что Ь2 положительно) следует, что А21хх = 0. Так как хх — 
произвольный «нормированный» элемент отрицательного подпространства 
Ly, справедливо соотношение 
Тем самым мы доказали инвариантность подпространства Lx по отно-
шению к оператору а. 
Замечание. Легко проверить следующее уточнение теоремы 5: В случае 
dim > / оператор А обладает свойством а13) тогда и только тогда, если 
А = Ù, где I — единичный оператор, а А — неотрицательное число.1 
В самом деле, используя обозначения и результаты предшествующего 
доказательства, а 13) влечет инвариантность Ь
х
 и, в силу леммы 12, инвариант-
ность L2 тоже, т. е. имеет место не только Л21 = 0, но и 
Л12 = 0 . 
1
 Теорема 5 в этой уточненной форме была доказана в кандидатской диссертации 
автора, написанной в 1961 г. Независимо от этого, недавно R . K Ü H N E доказал обобще-
ние (уточненной) теоремы на случай комплексного линейного пространства с произ-
вольным невырожденным индефинитным скалярным произведением. 
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Таким образом, уравнение (2) приобретает вид 
(-^11Х1> Xl) = {J^22X2> Xi) • 
Левая часть этого уравнения зависит только от х
х
, а правая — только от х2. 
Следовательно, обе части равняются некоторой (вещественной) постоянной Я: 
(Л-11Х1> Xl) = ^ ' 22Х2' Xï) ~ ^ • 
Учитывая соотношения (1) можем писать 
(А
Х1ХХ, хх) = Х(хх, хх) , (Л22Х2' xi) = Я(®2> Xi) • 
Очевидно, что последние равенства справедливы и для любых, ненор-
мированных элементов х
х
 e Lv х2 e L2. Отсюда с помощью соотношений 
Л12 = А21 = О, Lx A. L2 вытекает, что {Ах, х) — Х(х, х) для всех элементов 
x € Н
к
. Так как скалярное произведение не вырождается на Н
к
, получим, 
что А = XI, и из а 13) непосредственно видно, что Я не может быть отрица-
тельным. 
Обратно, А = XI (Я ^ 0) очевидно влечет а 13). 
§ 3. Две теоремы для частного случая пространства Н
х 
Теорема 6. В частном случае к = 1 свойство аЗ) влечет а4). 
Доказательство. Пусть для пространства Н
х
 и оператора А выпол-
няется аЗ). 
Если всё пространство Л-неотрицательно, то, в частности, ортогональ-
ное дополнение любого одномерного Л-неположительного (в действитель-
ности: Л-нулевого) подпространства является Л-неотрицательным, так что 
имеет место а4). Следовательно, в дальнейшем можем предполагать, что Н
х 
содержит одномерное Л-отрицательное подпространство (но, согласно аЗ), 
не содержит двумерного Л-отрицательного подпространства). 
Пусть М
х
 — одномерное неположительное инвариантное подпро-












 является Л-отрицательным, то М2 есть Л-неотрицательное 
подпространство, потому что иначе пространство содержало бы некоторое 




 является Л-неотрицательным,то в М2 найдется Л-отрицатель-
ный элемент, так как иначе всё пространство было бы Л-неотрицательным 
(см. леммы 14 и 13). Применяя лемму 17 к части оператора Л в положитель-
ном инвариантном подпространстве М2 получим, что М2 разлагается в орто-
гональную прямую сумму одномерного Л-отрицательного инвариантного 
подпространства L и некоторого Л-неотрицательного инвариантного под-
пространства N. Ортогональным дополнением L в Н
х
 является MX@N, где 
М
х
 и N — Л-неотрицательные инвариантные подпространства. Поэтому 
(см. леммы 14 и 13) L есть одномерное Л-отрицательное подпространство с 
Л-неотрицательным ортогональным дополнением. 
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2. Mx — нулевое подпространство. В этом случае Мх является Л-не-
положительным (а именно: Л-нулевым), так как для x e M
х
 имеем (Ах, х) = 
А(ж, х) = Я • 0 = 0 (здесь Я — собственное значение оператора А в М
х
). 
Поэтому в случае Л-неотрицательности подпространства М2 подпространство 
М
х
 удовлетворяет требованию а4). 
Итак, можем предполагать, что М2 содержит одномерное Л-отрица-
тельное подпространство. 
Нулевое подпространство ортогонально к самому себе (см. лемму 2), 
так что М
х
оМ2. С другой стороны, Мх -L М2. Значит, Мх принадлежит, и 
согласно лемме 6 даже совпадает с изотропным подпространством подпро-
странства М2. На основе леммы 10 имеем разложение 
(3) М2 = МХ@М'2 , 
где М'2 — положительное подпространство (ибо М2 неотрицательно по 
лемме 7, и его нулевые элементы входят в М
х
 по лемме 2). 
Подпространство М2 не может быть ^-неотрицательным, так как в 
этом случае всё М2 было бы ^-неотрицательным (см. леммы 14 и 13), в про-
тиворечии с только что сделанным предположением. Следовательно, М2 со-
держит одномерное Л-отрицательное подпространство. 
Если х.
г
 € М2, то Ах2 € М2 (потому что М2 инвариантно; см. лемму 12), 
т. е. имеет место представление 
Ах2 = у0 + у2 (г/0 e Мх, у2 е М2) . 
Определим операторы А02, А22 с помощью формул: 
Ло2Х2 = У0 > А22Х2 = у2 . 
А22, как легко видеть, самосопряженный (ограниченный) оператор в 
гильбертовом пространстве М2. Д л я любых х2, z2 € М2 имеем (Ахг z2) — 
= (А02Х2 + А22Х2, z2) = (А22Х2, Z2) так что в М2 Л „-отрицательность равно-
сильна Л-отрицательности, Л22-ортогональность — Л-ортотональности и 
т. д. В частности, 312 содержит одномерное Л22-отрицательное подпро-
странство (но не содержит двумерного Л22-отрицательного подпространства). 
Применяя лемму 17 к Л22 в М2, представим М2 в виде 
(4) М'2 = L@N, 
где L — одномерное Л22-отрицательное подпространство, инвариантное от-
носительно Л22, а N — некоторое Л22-неотрицательное подпространство, 
тоже инвариантное относительно Л22. 
Согласно вышесказанному, L является и Л -отрицательным. Обозна-
чим А-ортогональное дополнение подпространства L в Н
х
 через F. 
Подпространство F является А-неотрицательным, потому что иначе 
пространство Н
х
 содержало бы двумерное Л-отрицательное подпростран-
ство (см. леммы 15 и 13). 
Скалярное произведение не вырождается на F. В самом деле, пусть 
О Ф х0 í F,x0 ± F. Так как MXJ_L, из леммы 14 вытекает, что Мх с F. 
Поэтому х0 J . Мх, значит £0 € М2. Мы видели, что М2 положительно, т. е. 
элемент х0 обязан входить в Мх, ибо иначе он не был бы ортогонален к самому 
себе. Но 0 ф х0£ Мх, х0А_ F влечет F с М2 и тем самым L + F о М2. 
что невозможно в силу леммы 15 и вырождения скалярного произведения 
на М2. 
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Благодаря соотношению Faa = F (см. лемму 9) и А-неотрицатель-
ности F нам достаточно показать, что (обычное) ортогональное дополнение 
F1- подпространства F одномерно и А-неположительно. 
Подпространства L и N ортогональны между собой и инвариантны 
относительно А22, следовательно они А22-ортогональны (см. лемму 14), т. е. 
А-ортогональны. Значит, N с F. С другой стороны мы уже отметили, что 
М1 с F . Следовательно, F-*-±N и F a с . М 2 , или, учитывая разложения (3) 
и (4), F^ciMx® L. Так как М1 является А-нулевым подпространством, а 
L—А-отрицательным, из лемм 14 и 13 следует, что F а А-неположительно. 
Одномерность FA легко получается из представлений F -f Fa=Hv 
F -f L = H1 (см. леммы 9 и 15) и одномерности подпространства L. 
Тем самым доказана теорема 6. 
Теорема 7. В частном случае к = 1 свойство аб) влечет а 10). 
Доказательство. Сперва докажем, что если для оператора А в Н1 
выполняется условие аб) и M обозначает некоторое инвариантное, одно-
мерное, неположительное, А-неположительное подпространство, то MA 
обязательно А-неотрицательно. 
Обозначим через Я собственное значение оператора А в М. Допустим, 
вопреки утверждению, что для некоторого элемента z € MA имеет место 
(Az, z) < 0. 
Элемент z не входит в М, потому что иначе г был ортогонален к самому 
себе, так что мы имели (Az, z) — X(z, z) = 0. Следовательно, линейная обо-
лочка R элемента z и подпространства M является двумерной. 
Рассмотрим подпространство L, фигурирующее в условии аб), т. е. 
одномерное, неположительное, А-неположительное подпространство с А-
неотрицательным ортогональным дополнением ТА-. Согласно лемме 16 имеем 
(5) dim RLA ^ 1 . 
Пусть V e RLA, V — w -j- az (w ç M). Тогда в силу z J_ w имеем: 
(Av, v) = (Aw, w) -f |a|2(Az, z)."] 
С другой стороны, вследствие А-неотрицательности подпространства ТА-, 
имеет место 
(Av, U^O. 
Учитывая неравенства (Aw, w) iL 0, (Az, z) < 0 получим, что а = 0, т. е. 
v € M, RLA С.М, и на основе (5) Т?ТА = М. 
Следовательно, MCZLA. Таким образом одномерные неположительные 
подпространства M и L ортогональны между собой. Но тогда они не могут 
быть линейно независимыми (см. леммы 1 и б), т. е. M = L. 
Итак, из 2 € Ma вытекает z £ LA и тем самым (Az, z) Lg 0. Это противо-
речит выбору элемента z. 
Пусть L — одномерное, неположительное, А-неположительное 
подпространство с А-неотрицательным ортогональным дополнением LA. 
Пусть N — одномерное неположительное инвариантное подпространство 
(см. лемму 11) с собственным значением Я. На основе доказанного утвер-
ждения достаточно проверить, что если N не удовлетворяет требованию А-
неположительности, то существует другое одномерное неположительное 
инвариантное подпространство М, которое уже А-неположительно. 
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Итак, пусть N является /-положительным. Выберем элемент v e N 
(v Ф 0). Тогда (Av, v) — A(v, v) > 0 и, в силу неположительности подпро-
странства N отсюда (v, v) < О, А < 0. Можем предполагать, что (v, v) = —1. 
Мы видим, что N является отрицательным. Следовательно, NJ- поло-
жительно и Н
Х
 = N©N-1 (см. леммы 4 и 3). 
Предположим сначала, что dim Н
х
 = 2. 
Обозначим собственное значение оператора А, принадлежащее одно-
мерному инвариантному подпространству М-
1
 (см. лемму 12), через у. Выбе-
рем элемент w e N x , для которого (w, w) = 1. 
Если x € L (x=f=0), то в представлении x = av + ßw ни а , ни ß не 
обращается в нуль, так как в случае а = 0 мы имели бы (х, х) > 0, а из 
ß = 0 вытекало бы (Ах, х) > 0, вопреки предположениям относительно L. 
Снова пользуясь свойствами подпространства L получим: 
(х,х) = \ß\2 — |а|2^ О, 
(Ах,х) = (Aav + yßw, av + ßw) = у\ß\2 — А |а | 2 ^ 0 , 
наконец, для элемента у = ßv -f aw 6 
(Ay,у) = (Xßv + yäw, ßv + äw) = y |a|2 - A\ß\2 ^ 0 . 
Значит, справедливы следующие неравенства: 
( 6 ) 
( ? ) 
( 8 ) 
K ^ l ß l 2 ' 
А |а|2^ y\ß\2, 
y\a\2^A\ß\2. 
Из (б), (7) на основе А < 0 получим A \ß\2 ^ у \ß\2, следовательно А ^  у^ 
ибо ß ф 0. С другой стороны, из (6), (8) на основе А < 0 следует y\af 
^ А |а|2, т. е. у > А, так как а ф 0. 
Мы показали, что у = А и, следовательно, / = АI (А < 0), где I — 
единичный оператор в двумерном пространстве H v Отсюда вытекает, что 
все подпространства инвариантны, в частности, инвариантным является 
одномерное неположительное, /-неположительное подпространство L. Итак,. 
L удовлетворяет всем требованиям нашего утверждения. 
Перейдем к случаю пространства Я
х
 произвольной размерности. 
Одномерные подпространства L и Y не совпадают, ибо одно из них 
/-неположительно, а другое — /-положительно. Отсюда следует, что пря-
мая сумма L -f N — Rx существует и двумерна. Подпространство Rx с Нх 
содержит N, так что согласно леммам 4 и 3 Rx представимо как ортогональ-
ная прямая сумма одномерного отрицательного подпространства N и неко-
торого положительного подпространства, т. е. Rx — пространство типа H v  
В частности, скалярное произведение не вырождается на RV 
Исходное пространство разлагается в ортогональную прямую сумму 
RX@R2, где мы положили R2 = RF (см. лемму 9). Соответствующее разло-
жение оператора / на блоки имеет вид 
^
 =
 (Alj)tj—1,2 ' 
где Alj действует из R j в Я,. 
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Очевидно, что А
и
 — самосопряженный оператор в двумерном Н1 
-пространстве Rv Одномерное неположительное подпространство L содер-
жится в Rv для xtL имеем (А1кх, х) = (Ах,х)^0 и для у € R^L1- имеем 
(А
п
у, у) — (Ау, у) ^ 0. Далее, R1 содержит одномерное отрицательное под-
пространство N, и N инвариантно относительно А и тем более относительно 
А
п
. Наконец, для v е N (у ф 0) имеем (Auv, v) = (Av, v) > 0. 
Применяя результат, полученный выше для двумерного пространства, 
выведем, что А
и
 — ЯД, где Я < 0 и 11 — единичный оператор пространства 
Rv Следовательно, одномерное, неположительное, ^-неположительное под-
пространство L, как и все подпространства из Rv инвариантно относительно 
А
п
. Остается показать, что L инвариантно относительно А тоже. 
Пусть X € L. Требуется доказать, что А21х — 0. Для этого заметим, что 
(х, х) = 0, так как иначе, в силу (Ах, х) = (А
и
х, х) = Я(ж, х), неположитель-
ности подпространства L и отрицательности числа Я, мы имели бы (Ах, х)>0 
в противоречии с предположением об И-непо положительности подпро-
странства L. 
Итак, для любого элемента и с R2 и комплексного числа у выполняется 
у X + и е L-1, и на основе свойств подпространства Я имеет место неравенство 
(А(ух + и), ух + и) ^ 0 . 
Отсюда использованием равенства (А
п
х, х) = Я(ж, х) — 0 и самосопряжен-
ности оператора А вытекает неравенство 
2R е[у(А21х,и)} + (А 
22 U> U) = 0 • 
Фиксируя и и оставляя у переменной известным образом получим, что 
(9) (А21х,и) = 0 . 
Так как и € R2 произвольно и на R2 скалярное произведение не вырождается 
(см. лемму 9), уравнение (9) показывает, что А21х — 0. 
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SOME CONNECTIONS B E T W E E N NON-NEGATIVITY PROPERTIES 
OF OPERATORS IN SPACES W I T H INDEFINITE METRIC 
by 
J . B O G N Á R 
Abstract 
A space of type H k (where k is some natural number) is a complex 
linear space with a hermitian bilinear functional (x, y) (the " inner p r o d u c t " 
of the elements x, у € IIk) satisfying the following axioms: 
1 4 * 
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I . О is the only element orthogonal to the whole space. 
II . Hk contains a t least one negat ive subspace of dimension k, b u t no 
one of dimension к -f- 1. (A subspace M is said to be negative if (x, x) < 0 
for every 0 ф x £ M.) 
I I I . There can be f o u n d at least one negative subspace of dimension 
к whose orthogonal complement H+ is complete wi th respect to t he norm 
|x| = У(х, x). 
Throughout the p a p e r A denotes a continuous selfadjoint operator in a 
space Hk i .e. an everywhere defined opera tor satisfying (Ax, у) = (x, Ay) for 
every x, у £ Hk. 
A subspace L с Hk is said to be A-negative if (Ax, x) < 0 for every 
О ф x £ L. The notion of Л-non-positive or A-non-negative subspace m a y be 
introduced in a similar w a y . 
In t h e present paper t he proofs of some theorems s ta ted in [1] a re given. 
For discussion we refer t o [1]. We ment ion the following results. 
If in a space IIk (dim IIk > k) for a selfadjoint operator A (x, x) 0 
implies (Ax, x) ^ 0 and (x, x) g 0 implies (Ax, x) Aj 0, then A = ?.I where I 
denotes the identity operator and A 0 (Theorem 5 and Remark). 
If a space Hx contains a l-dimensional A-non-positive subspace but does not 
contain any 2-dimensional A-negative subspace, then Hx contains a \-dimensional 
A-non-positive subspace with A-non-negative orthogonal complement (Theorem 6). 
If a space IIx contains a l-dimensional, non-positive, A-non-positive 
subspace with A-non-negative orthogonal complement, then at least one of the 
l-dimensional non-positive invariant subspaces of A is also A-non-positive and 
has A-non-negative orthogonal complement (Theorem 7). 
ÜBER DIE REKURSIVITÄT DER BEGRIFFE DER 
MATHEMATISCHEN GRAMMATIKEN 
von 
R Ó Z S Á P É T E R 
Einleitung 
1. Die na tür l ichen Zahlen 
0, 1, 2, 3, . . . 
we rden von 0 ausgehend du rch sukzessive „Nachfo lgerb i ldung" (d.h. Weiter-
zählen um 1) gebi ldet . Daher is t die natür l ichs te Def in i t ion einer zahlentheo-
re t i schen F u n k t i o n (einer f ü r natür l iche Zahlen def in ier ten Funk t ion) die 
sogenannte primitive Relcursion, welche den f ü r 0 angenommenen Funkt ions-
w e r t angibt, f e r n e r die Art, au f welcher aus einem Funk t ionswer t der F u n k -
t ionswer t an de r folgenden Stel le berechnet werden kann . D u r c h endlichmalige 
Anwendung dieser einfachen Def in i t ionsar t nebs t Subs t i tu t ionen k a n n man 
v o n 0 und von der Nachfo lger funkt ion ausgehend auch die verwickel ten 
gebräuchlichen Funk t ionen de r e lementaren Zahlentheor ie e rha l t en (z.B. die 
те-te Pr imzahl als Funk t ion v o n n). Auch kompliz ier ter aussehende Defini -
t ionsar ten der Zahlentheorie , wie z.B. die simultane rekursive Definition 
mehrerer Funk t ionen , oder d ie Wertverlaufsrekursion, wobei zur Defini t ion 
des Funkt ionswer tes an einer Stel le beliebig viele Wer te des f rühe ren Wer t -
ver laufs ve rwende t werden k ö n n e n , lassen sich auf pr imi t ive Rekurs ionen u n d 
Subs t i tu t ionen auf lösen. Es g e b e n aber auch solche Ausdehnungen des Rekur -
sionsbegriffes (z.B. wobei d ie Rekurs ion zugleich nach mehre ren Variablen 
ver läuf t ) , die bere i t s h inaus füh ren von der Klasse der pr imi t iv- rekurs iven 
Funk t ionen . All diese sind Spezialfäl le des von K L E E N E e ingeführ ten Begriffes 
d e r allgemeinen Rekursion.1 
2. Auf verschiedenen Geb ie ten der Ma thema t ik ha t m a n mi t Mengen zu 
t u n , die ähnlich wie die na tü r l i chen Zahlen aufgebau t werden können: von 
gewissen „Ausgangse lementen" ausgehend (diese spielen die Rol le der 0), durch 
endlichmalige Anwendung gewisser Funk t ionen (welche die Rolle der Nachfol-
ge r funk t ion spielen). Auch auf solchen „zahlenar t ig a u f b a u b a r e n Mengen" bie-
t e n sich als die na tür l ichs ten Def in i t ionsar ten f ü r Funk t ionen die (sinngemäss 
' S i ehe : P É T E R , R . , Rekursive Funktionen. ( B u d a p e s t , 1957), 2 - t e Auf lage . 
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über t ragenen) Rekurs ionen, u n d f ü r diese gelten ähnl iche Sätze wie in der 
Zahlentheorie.2 
3. Z.B. en t s t eh t formal b e t r a c h t e t ein Wor t aus dem (üblich du rch Л 
bezeichneten) „leeren W o r t " du rch sukzessive A n k n ü p f u n g je eines Buchs taben 
(hier is t belanglos, dass so meis tens sinnlose Wor t e ents tehen) . W i r d eine 
Menge beliebiger Zeichen als , ,Alphabet" angegeben, so en thä l t die darauf 
b e r u h e n d e ,, Wortemenge" als einziges Ausgangselement Л, u n d als Nachfolger -
f u n k t i o n e n dienen die A n k n ü p f u n g e n der einzelnen Buchs taben des gege-
benen Alphabets . Die Wor temengen können vielfach angewandt werden . Ich 
habe z .B. bewiesen3, dass die Begri f fe der f ü r P r o g r a m m i e r u n g der Rechen-
a u t o m a t e n kons t ru ie r ten Sprache „Algol 60" auf einer geeigneten Worte-
menge pr imi t iv-rekurs iv sind. Das bezügliche „ A l p h a b e t " en thä l t ausser 
Buchs taben , Ziffern, Zeichen f ü r logische Werte , Operationszeichen, K l a m m e r n 
u n d Trennzeichen auch einige f e t t gedruck ten Wor t e u n d sogar Wortefolgen, 
die als einzige „ B u c h s t a b e n " des „Alphabe t s " zu b e t r a c h t e n sind (z.B. eise 
oder go to). 
D a die g rammat i schen Gebilde (z.B. Sätze), die in dieser Arbei t be t rach-
t e t werden , durch Nache inanderse tzung von Wor t en ents tehen, so werden 
sämtl iche „ B u c h s t a b e n " des hier ve rwende ten „ A l p h a b e t s " eigentlich Wor te 
sein: d a s „Alphabe t " wird eigentlich ein Vokabular sein. (Freilich können die 
e inzelnen Worte des Vokabulars durch je einen Buchs taben , z .B. durch 
vv v2, v3, . . . bezeichnet werden.) 
4. Es ist eine n e u e Tendenz in der Grammat ik , die Eigenschaf t „g ramma-
tisch r ichtiger Satz zu sein" genau so exak t zu def in ieren , wie das in der 
M a t h e m a t i k fü r „wohlgebildete F o r m e l n " geschieht. I n vorliegender Arbeit 
beweise ich, auf Anregung von L . K A L M Á R , dem ich die k la re Formul ie rung der 
ma themat i schen G r a m m a t i k e n verdanke , dass diese E igenschaf t sowohl in der 
„ka tegor ia len G r a m m a t i k " 4 als auch in der „ S a t z s t r u k t u r - G r a m m a t i k " 5 in der 
en t sprechenden Wor temenge pr imi t iv - rekurs iv ist, in dem Sinne, dass es eine 
pr imi t iv- rekurs ive F u n k t i o n gibt , die f ü r g rammat i sch r icht ige Sätze6 u n d nur 
f ü r solche den Wer t Л a n n i m m t ; fe rner , dass die g rammat i sch r icht igen Sätze 
der CHOMSKY-Schen „ T r a n s f o r m a t i o n s - G r a m m a t i k " (neben sinngemässen 
Bedingungen) in der en t sp rechenden Wortemenge rekurs iv abzahlbar sind, 
in d e m Sinne, dass es eine rekurs ive F u n k t i o n gibt, welche als Wer te sämtl iche 
g r a m m a t i s c h richtige Sätze u n d n u r solche ann immt . 
De r Gedankengang des § 2 e rg ib t auch allgemein, dass die Hilfsbegriffe 
einer beliebigen „Metaalgol-Sprache" , falls sie ü b e r h a u p t def inier t sind, und-
2
 PÉTER, R., „ Ü b e r die Verallgemeinerung der Theorie der rekursiven Funk t ionen 
fü r a b s t r a k t e Mengen geeigneter S t r u k t u r als Defini t ionsbereiche", Acta Math. Acad. 
Sei. Hungaricae, I . Teil 12 (1961) S. 271—314; I I . Teil 13 (1962) S. 1—24; Bericht igungen 
dazu in : PÉTER, R „ „ Ü b e r die Pr imi t iv -Rekurs iv i t ä t einiger den A u f b a u von Formeln 
charakter is ierenden Wor t f imk t ionen" , Ebenda 14 (1963) S. 149—172. 
3
 PÉTER, R., „Pr imi t iv- rekurs ive Wortbeziehungen in der Programmierungs-
sprache 'Algol 60"' , Publications of the Math. Inst, of the Hungarian Acad, of Sciences 
6 (1961) S. 137—144. 
4
 Siehe z . B . : B A R - H I L L E L , Y., G A I F M A N , C . , S H A M I R , E . : „ O n categorial a n d phrase-
s t r u c t u r e g rammars : " Bulletin of the Research Council of Israel 9 F (1960) S. 1—-16. 
5
 Siehe z. В.: C H O M S K Y , N., Syntactic Structures ( 'S-Gravenhage, 1957). 
6
 Z.B. ist auch ein Satz wie: „Die schlechtgelaunte Gleichung d u f t e t " — gram-
mat isch richtig. 
REKUR3IVITÄT D E R BEGRIFFE D E R MATHEMATISCHEN GRAMMATIKEN 2 1 5 
zwar de ra r t zirkelfrei, dass sie sich n ich t selber generieren, primitiv-rekursiv 
sind. 
5. Da sich die folgenden Betrachtungen in Wortemengen vollziehen, 
zähle ich hier die zu r Verwendung kommenden Ergebnisse bezüglich einer 
Wortemenge MA über ein Alphabet A der in2 z i t ier ten Arbeiten auf: 
1) Als Vorgänger eines „Wor te s " gelten seine zusammenhängende 
Bestandteile, und f ü r diese wird eine zweckmässige Reihenfolge f ixier t . Z.B. 
sind in der Wortemenge MA für av o2, a3 € A die Vorgänger des „Wortes" 
x = axa2a3 in dieser Reihefolge: 
Die von x verschiedenen Vorgänger sind „echte Vorgänger" von x und 
unter diesen gelten axa2 und a2a3, welche nicht ech te Vorgänger echter Vor-
gänger von x sind, als seine „unmit te lbaren Vorgänger" ; diese enthal ten 
insgesamt als Vorgänger sämtliche echte Vorgänger von x. Die Beziehung 
, ,1/ ist ein Vorgänger (bzw. echter Vorgänger) von x" wird durch 
bezeichnet. 
2) I n der Wortemenge MA l au te t die primitiv-rekursive Defini t ion einer 
F u n k t i o n f(x): 
wo к und ka für jedes a € A konstante Elemente von MA und die gb fü r jedes 
b € A bereits def inier te Funktionen sind, (ax und xb sind die unmit te lbaren 
Vorgänger von axb.) Dabei können auch Parameter auf t re ten: Variablen, die 
bei der Rekursion unveränder t bleiben. 
E ine Wortefunkt ion in MA ist primitiv-rekursiv, wenn sie von dem leeren 
Wort Л und von den Anknüpfungsfunkt ionen xa (wo a € A) ausgehend durch 
endlich viele primitive Rekursionen u n d Substi tut ionen aufgebaut werden kann. 
E ine Wortebeziehung B(xv . . ., xn) in MA ist primitiv-rekursiv, wenn ihre 
charakteristische F u n k t i o n primitiv-rekursiv ist, welche etwa wie folgt definiert 
werden kann: 
Л, av a2, axa2, a3, a2a3, axa2a3 = x. 
y g x (bzw. y < x) 
(D) 
f(A) = k, 
f ü r beliebiges a € A 
f(a) = К 
u n d f ü r beliebige о, 6 € А 
f(axb) = д„(ах, xb, f(ax), f(xb)), 
A, falls B(xv . . ., xn) 
a0 sonst, 
wobei a0 ein festgewähltes Element des Alphabets A ist. 
3) Die natür l ichen Zahlen 
0, 1, 2, 3, . . . 
können in MA etwa durch 
A, a0, a0a0, a0a0a0, 
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vertreten werden; die Bezeichnung al0 ist eine kürzere Schreibweise für eine 
г-gliedrige K e t t e anan. . . a0. 
4) Die „Ordnung" o{x) eines „Wortes" x bedeute t die Anzahl der Buch-
staben von x, und ist eine in MA primitiv-rekursive Funktion von x. 
5) Die „Aneinanderknüpfung" xy ist in MA eine primitiv-rekursive 
Funkt ion von x un y. 
6) Die Beziehungen 
x = y, x < y, x ^ y 
sind primitiv-rekursiv in MA, ebenso zusammen mit Bx und Вг auch ihre 
Disjunktion und Konjunkt ion 
Bx V B2 und BX&.B2. 
7) Is t f(x) eine primitiv-rekursive Funkt ion und B(x, y) eine primitiv-
rekursive Beziehung in M A , d a n n ist da auch die auf y si / (x) beschränkte 
„es gibt-Beziehung" 
(Ey) [y^f(x)ikB(x,y)] 
primitiv-rekursiv (auch hier können beliebig viele Parameter auf t re ten) . 
8) Falls in MA für jede Wahl von xv x2, • • ., xr eine u n d n u r eine der 
primitiv-rekursiven Beziehungen Bx(xv . . ., xr), . . ., Bn(xv . . ., xr) gilt, so ist 
auch die aus den primitiv-rekursiven Funktionen fy(xlt ..., xr),..., fn(xv ..., xr) 
„zusammengefl ickte" Funkt ion 
fy(Xy, . . ,x r) , falls By(Xy, . . •>xr) 
,fn{xl> • . ,x r) , falls Bn(xy, . 
primitiv-rekursiv. 
Die letzte Zeile dieser Defini t ion kann auch als 
„fn(x xr) sons t" 
formuliert werden. 
9) Jede r Wortefolge x0, xv . . ., xn kann ein „Wor t" cn(x0, xv . . ., xn) 
als für festes n in M A primitiv-rekursive Funkt ion derart zugeordnet werden, 
dass sich daraus die Glieder x0, xv . . ., xn der Folge mit Hilfe einer in MA 
primitiv-rekursiven Funktion k,(x) folgendermassen ergeben: fü r г = 0, 1,..., n 
i s t 
^i(cnixo> • • • > xn)) — xi • 
Dabei gilt f ü r x =f= Л immer 
1c f x ) < x. 
10) Mit diesen Funkt ionen lässt sich eine „Wertver laufsfunkt ion" 
f(x) der F u n k t i o n / ( x ) folgenderweise angeben: sind 
A = Xq, Xy, . . . , xm = x . 
sämtliche Vorgänger von x, in der in 1) angegebenen Reihenfolge, dann sei 
M = °m(f(xo) . f(Xl). • • •. 1(Xm)) • 
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Man sieht, dass f(x) die Werte von f(x) für alle Vorgänger der Stelle x zusam-
menfasse 
Wird in der Definition (D) f(ax) und f(xb) durch f(ax) b z w . f ( x b ) ersetzt , 
so wird aus (D) eine Wertverlaufsrekursion. Weder die Wertverlaufsrekursion, 
noch die simultane ßekursion mehrerer Funktionen führt von der Klasse de r 
in M A primitiv-rekursiven Funktionen heraus. 
§ 1. Die kategoriale Grammatik 
6. Hier hä l t man vor Augen ein (natürlich endliches) Vokabular, das 
sämtliche Worte (genauer Wortformen, d.h. z.B. nicht nur „Haus" , sondern 
auch „Hauses", „Häuser", usw.) einer Sprache enthält; wobei neben jedem 
Wort endlich viele „einfache Kategorien" aufgezählt werden, worunter das-
jenige Wortfä l l t . Diese einfache Kategorien können nicht nur „primitive Ka te -
gorien" (wie „Hauptwor t" , „Mehrzahl", usw.) sein, sondern allgemein ent-
stehen sie aus den primitiven Kategorien, die e twa in einem Anhang zum Voka-
bular aufgezählt werden, durch endlichmalige Anwendung zweier Operationen, 
welche wie folgt bezeichnet werden: 
(x/y) bzw. (y x), 
da sie sich ähnlich wie die links- bzw. rechtsseitige Division in der Algebra 
verhalten: bei Nacheinandersetzung von einfachen Kategorien (als Multiplika-
tion) muss nämlich nach Definit ion 
НУ) У = x und y{y\x) = x 
gelten. Nämlich einer Kette (Nacheinandersetzung) wxw2. . . wn von Worten 
lässt man Kategorien, d.h. K e t t e n (auch eingliedrige) von einfachen Kategorien 
zuordnen (und zwar erstens sämtliche Ketten je einer der einfachen Kategorien, 
die der Reihe nach zu wv w2, . . ., wn gehören); und dabei werden (x/y) bzw. 
(y\x) als Kategorien solcher Worteket ten erklärt , die vor bzw. nach eine Worte-
ke t t e der Kategorie у gesetzt, eine Wortekette der Kategorie x erzeugen. Wird 
z.B. (nach Muster der Kategorien „Ausdruck" und „Formel" in den mathe-
matischen Formelsprachen) eine Kategorie solcher Worteketten, die einen 
grammatisch richtigen Satz (kurz: „Satz") bilden, mit s bezeichnet, und sol-
cher Worteketten, die in einem Satz Eigennamen vertreten können, ohne die 
Satz-Beschaffenheit zu zerstören, mit n, so ist (n\s) eine Kategorie solcher 
Worteketten, die nach eine Worteket te der Kategorie n gesetzt einen Satz 
erzeugen. Z.B. ist „Hans a rbe i t e t " ein Satz, und auch dann wird daraus ein 
Satz, wenn darin „Hans" durch eine beliebige Wortekette der Kategorie n 
(z.B. durch „der tüchtige Schmied") ersetzt wird; daher is t „arbeitet" de r 
Kategorie (n\s). 
So charakterisieren die Kategorien einer Wortekette die Rolle dieser 
Worteket te in Satzbildungen; u n d da diese Rolle verschieden sein kann, kom-
men einer Worteket te auch mehrere Kategorien zu. 
Kommt in einer Kategorie einer Worteket te ein Teil der Form (x/y)y 
bzw. y(y\x) vor, und wird dieser durch x ersetzt, so sagt man, dass eine „Kür -
zung" durchgeführt wurde. Mit einer Kategorie werden auch alle daraus durch 
Kürzungen entstehende Kategorien einer Worteket te zugeordnet. 
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So erhäl t man in der kategorialen Grammatik die Eigenschaft „Satz zu 
sein" durch folgende Definition: Unter den primitiven Kategorien gibt es 
eine ausgezeichnete s, u n d eine Worteket te ist ein Satz, wenn unter den ihr 
zugeordneten Kategorien auch s vorkommt, d.h. wenn eine ihr zugeordnete 
Kategorie sich zu s kürzen lässt. Und eine Sprache heisst kategorial, wenn 
hei geeigneter Wahl der primitiven Kategorien (darunter s) und hei geeigne-
ter Zuordnung von aus diesen aufgebauten einfachen Kategorien zu den Wort-
formen ihres Vokabulars, ihre Sätze mit den eben als Sätze definierten Worte-
ketten übereinstimmen. Man sieht leicht ein, dass die Formelnsprachen der 
Mathematik kategorial sind; ob es auch unter den natürl ichen Sprachen kate-
goriale gibt, ist noch unbekannt . 
7. In exakter Fassung bedeutet eine kategoriale Grammatik ein geord-
netes Quadrupel 
(V,P, s, Z), 
wobei V („Vokabular") u n d P („Menge der primitiven Kategorien") je eine 
beliebige nicht leere endliche Menge, s ein ausgezeichnetes Element von P 
{„Satz"), und Z die Menge von Zuordnungen ist, welche je einem Element von 
V endlich viele Elemente der durch P mit den Operationen (xjy) u n d (y\x) 
generierten Menge E („Menge der einfachen Kategorien") zuordnet. 
Die Elemente e von E sind nach Definition entweder Elemente von P, 
oder sie besitzen eine der Formen e = (xjy), e = (y\x), wobei x und y auch 
Elemente von E sind; diese sollen die „unmittelbaren Konst i tuenten" von e 
genannt werden. Sämtliche Konsti tuenten von e sind: e selbst, seine unmittel-
baren Konstituenten, die unmittelbaren Konsti tuenten seiner unmittelbaren 
Konsti tuenten, usw.; es ist klar, dass jedes Element von E endlich viele Konsti-
tuenten besitzt (ein Element von P en thä l t als einzige Konsti tuente sich 
selbst). 
Da Z jedem Element der endlichen Menge V endlich viele Elemente von 
E zuordnet, so kommen dabei insgesamt nur endlich viele Elemente von E 
zur Verwendung, und diese besitzen insgesamt nur endlich viele Konst i tuenten; 
seien diese 
kv k2, • •., kr. 
Unter diesen muss unbedingt auch s auf t re ten , sonst könn ten in der betrachte-
ten Sprache überhaupt keine Sätze vorkommen. 
Zu den folgenden Untersuchungen wird die Wortemenge M v über das 
Alphabet V zugrunde gelegt. Dann sind die (Wortformen bedeutenden) Ele-
mente des Vokabulars „Buchstaben" des Alphabets V, und die in Nr. 6 be-
handelten Worteketten sind „Worte" der Wortemenge M v . 
J edem der „Buchstaben" des Alphabets V wurden durch die Elemente 
von Z endlich viele Я-Elemente zugeordnet. Werden die „Buchstaben" eines 
Elementes w von Mv durch je einem der ihnen zugeordneten /7-Elementen 
ersetzt, so erhält man eine der zu w gehörigen Kategorien; wird das auf alle 
mögliche Ar t vollzogen, u n d werden auch alle gekürzten Formen der erhaltenen 
Kategorien hinzugenommen, so ergehen diese insgesamt sämtliche zu w gehö-
rigen Kategorien. 
8. Sei v0 ein beliebiges festgewähltes Element von V. Ferner sei к ein 
beliebiges der in Nr. 7 eingeführten Я-Elementen kv . . ., kr. Unser Ziel ist, in 
Mv eine Funktion fk(x) zu definieren, welche den Wert Л oder v0 annimmt, je 
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nachdem 1c unter den zu x gehörigen Kategorien vorkommt oder nicht. Im Fall 
Je = s ist ja fk(x) die charakteristische Funkt ion der Eigenschaft „Satz zu 
sein". Tr i t t ein fk«(x) auf, wo k* nicht un t e r kk, ...,kr vorkommt, so soll 
-darunter die Konstante v0 verstanden werden. 
Für das leere Element von Mv kann fk(x) als v0 def inier t werden. 
Seien 
a\ ) a2 I i unk 
diejenigen Elemente von V, welchen die Kategorie к zugeordnet wurde (diese 
können aus den endlich vielen Zuordnungen herausgesucht werden). So 
beginnt die Definition von fk(x) mit 
f M ) = v0 
und für beliebiges v Ç V 
Л, falls v = láp v v = v . . . V v = 
Ш = 
v0 sonst. 
Besteht ein x С Mv aus mehreren „Buchstaben", so k a n n ihm die ein-
fache Kategorie к nur so zugeordnet sein, dass man durch Kürzungen einer zu 
x gehörigen Kategorie zu к gekommen ist, und dabei musste die letzte Kürzung 
darin bestehen, dass entweder fü r ein (&/&,)&,• oder für ein ki(ki k) das к 
gesetzt wurde. (Da jede Kürzung zu eine Konsti tuente einer der betroffenen 
F-Elementen führ t , und auch die Konsti tuenten der Konst i tuenten eines 
F-Elementes e Konsti tuenten von e sind, muss fc, und auch (kjk) bzw. (k\k) 
unter kv . . ., kr vorkommen.) So muss x der Form x = yxy2 sein, wo yl der 
Kategorie (fc/fc,) und y2 der Kategorie fc,, oder yl der Kategorie ki und y2 
der Kategorie (k\k) ist. So gilt fü r tv t2 <E V 
r 
Л, falls V {(%i) [Ey2) {Hi A hx & Уг ^  xt2 & i= 1 




№Л)Ы = л = Л) V 
vifbiVi) = ^ & f(kt\k){y2) = Л))]} 
va sonst. 
Wird in den Definitionen von fk(A), fk(v) und der Reihe nach 
kv k2, ..., кT fü r к gesetzt, so erhält man, wie man leicht sieht, eine simultane 
Wertverlaufsrekursion für die Funktionen 
/ f t iH . /*»(*). • • •. fkXx) • 
Diese kann genau so, wie ich dies an einem Beispiel in meiner in Fusstone3 
zitierten Arbeit ausführlich durchgeführt habe, auf primitiv-rekursive Def i -
nitionen der einzelnen Funkt ionen aufgelöst werden. Da nun unter diesen 
Funktionen auch fs(x) vorkommt, und diese die charakteristische Funkt ion 
der Eigenschaft „Satz zu sein" ist, so ist diese Eigenschaft in einer kategorialen 
Grammatik tatsächlich primitiv-rekursiv. 
9. Es ist klar, dass alles genau so geht , wenn nicht nu r ein einziges s, 
sondern beliebig viele (natürlich endlich viele) s1;. . ., sm ausgezeichnet werden 
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(diese k ö n n e n z.B. verschiedene S a t z a r t e n bedeuten), u n d auch d a n n , wenn 
unter diesen nicht nur pr imi t ive , sondern auch beliebige einfache Ka tegor i en 
vo rkommen . 
K o m m e n darunte r a u c h nicht-e infache Kategor ien vor, so m u s s jede 
von diesen de r Form 
s = k t l k l t . . . k i e 
sein, wo ix, i2, . . ., ie u n t e r 1, 2, . . ., r vo rkommende Zahlen sind, u n d die 
Definit ionsgleichungen 
A, f a l l s (Eyx) . . . (Eyc) [yx ^ t x xdb . . . db yc_x ± txx As 
fs(kxk) = & Ус
 xk de txxt2 = yxy2 . . . уc ál 
*fkh (yl) = Ads . . . A fK(yc)=A] 
v0 sonst 
können zu d e n bisherigen h inzugenommen werden, o h n e die s imultane Wer t -
verlaufsrekursionsbeschaffenhei t der Def in i t ion zu s tören . 
§ 2. Die Satzstruktur-Grammatik 
10. H i e r handelt es s ich um ähnl iche Defini t ionen wie im „Metaa lgo l" , 
mi t der Abweichung, das s hier das Zeichen :: = als „ i s t nach einer d e r mög-
lichen Def in i t ionen" zu lesen ist. Z.B. l a u t e t eine solche Defini t ion des a r i th -
metischen Ausdrucks (wobei, wie üblich, x' den Nachfolger von x beze ichnet , 
und ( A u s d r u c k ) keinen konkre ten , s o n d e r n einen beliebigen Ausdruck be-
deutet ; ähnl iches gilt a u c h f ü r die a n d e r e n Anwendungen solcher spi tz igen 
Klammern ; is ist belanglos, dass C H O M S K Y eine a n d e r e Bezeichnung s t a t t 
spitzigen K l a m m e r n ve rwende t , und a u c h die Spazien zwischen den W o r t e n 
irgendwie bezeichnet h a t ) : 
( A u s d r u c k ) 
( A u s d r u c k ) 
( A u s d r u c k ) 
( A u s d r u c k ) 
= 0 
= ( V a r i a b l e ) 
= ( A u s d r u c k ) ' 
= ( ( A u s d r u c k ) (Ze ichen 
t i o n ) (Ausdruck) ) 
(Zeichen einer zweigliedrigen O p e r a t i o n ) 
(Ze ichen einer zweigliedrigen O p e r a t i o n ) 
einer zweigliedrigen Opera-
: = + 
( V a r i a b l e ) 
( V a r i a b l e ) 
( B u c h s t a b e ) 
( B u c h s t a h e ) 
= ( B u c h s t a b e ) 
= ( B u c h s t a b e ) ( I n d e x ) 
= a 
= b 
( B u c h s t a h e ) 
( I n d e x ) 
( I n d e x ) 
( u n t e r e Ziffer) 
( u n t e r e Ziffer) : : = ( v o n 0 verschiedene untere Z i f f e r ) 
(von 0 verschiedene un t e r e Z i f fe r ) : : = j 
= ( v o n 0 verschiedene untere Z i f f e r ) 
( I n d e x ) (un te re Z i f f e r ) 
(von 0 verschiedene un te re Z i f f e r ) : : =
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C H O M S K Y versucht ähnlich den ,,Satz"-Begriff der na tür l ichen Sprachen durch 
Abbau seiner St ruktur bis auf konkrete Wor te eines Vokabulars zu definieren. 
11. So ist in exakter Fassung eine Sa tzs t ruktur -Grammat ik ein geordnetes 
Quadrupel 
(T, H, s, P), 
wo T (das „terminale Vokabular" f ü r Worte, die f ü r sich stehen) u n d H 
(„Hilfsvokabular" fü r die Hilfsbegriffe in spitzigen Klammern) beliebige 
endliche, nicht leere Mengen sind, und s (<Satz>) ein ausgezeichnetes Element 
von H ist. Ferner ist P eine endliche Menge von Definitionsgleichungen im 
Sinne der „möglichen Gleichheit : : = " , die Produkt ionen genannt werden. 
Genau formuliert ha t eine Produktion die Form 
w :: = wxw2 ...wn, 
wo w € H und wv w2, .. ,,wni T + H. 
Jeder Hilfsbegriff muss definiert werden, daher k o m m t jedes Element 
von H auf der linken Seite von : : = mindestens eines Elementes von P vor. 
Seien sämtliche Hilfsbegriffe 
hv h2 h,. 
Sind fü r ein t € T die Produkt ionen 
hir:: = t 
Elemente von P, dann sollen zu t im Vokabular T diese Kategorien kh, kit, 
. . ., kir zugeordnet werden. 
Eine K e t t e wxw2 . . . wn mit wv w2, . .., wn Ç. T -f- H soll eine „Kons t ruk-
t ion" genannt werden, u n d n die Ordnung dieser Kons t rukt ion . 
Man sagt, eine Kons t ruk t ion у wird durch die Kons t ruk t ion <p = vx . . . vm 
„unmit te lbar generiert" , falls für ein 1 g. i g. m 
V = vx ... Vi_xwx . . . wnvi+l ...vm 
ist, wobei 
Vi :: = w 1 . . . w n 
unter den Elementen von P vorkommt. Und eine Kons t ruk t ion y wird durch 
eine Konstrukt ion rp „generier t" , wenn es eine Folge 
(*) q>i = <p>4>2, •••,<Pr = v 
von Konstrukt ionen gibt , wobei g?, fü r i = 2, 3 , . . ., r durch unmit te lbar 
generiert wird. 
Eine Konst rukt ion wyw2. . . wn heisst „terminal", wenn wv w2, . . ., wn € T, 
also wenn darin schon keine Hilfsbegriffe vorkommen. 
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Nun wird in einer Sa tzs t ruk tur -Grammat ik eine Kons t ruk t ion „ S a t z " 
genannt , falls sie terminal ist, u n d durch s generiert wird. Auch das ist b i s 
heu t e nicht geklär t , ob es zu einer natürl ichen Sprache e ine Satzstruktur-
Grammatik gibt , deren Sätze m i t den Sätzen der be t rach te ten natürlichen 
Sprache übereinstimmen. 
12. Dami t die Definition des ,,Satz"-es nicht z i rkelhaf t ausfallen soll, 
muss die Bedingung gestellt werden, dass ke in Element von H sich selbst 
generieren soll. 
Da nach Definition die Ordnung einer generierten Konst rukt ion n ie 
kleiner als die Ordnung der generierenden Konstrukt ion sein kann, könn te 
ein hh Ç H sich selber nur durch eine Folge aus Elementen von P 
(**) К • • = К ' К = K< • • - Л , - = К + 1 
generieren, wo Л,- = hh ist. (Natürl ich kann hier auch r — 1, also eine ein-
zige Produkt ion hh : : = hit s tehen.) Es muss also ver langt werden, dass 
keine solche Elementenfolge in P vorkommen soll. Auch f ü r A(V =f= htl d a r f 
ke ine solche Elementenfolge in P existieren, falls r ^ l ist, weil dabei un t e r 
r -f- 1 Indizes iv . . ., ir+1 unbed ing t auch gleiche auftreten müssen, und z .B. 
f ü r iu = iv mi t 1 g и < v g r 1 würde mit te ls eines Teils der Produktio-
nenfolge (**) h(u durch sich selber generiert. 
Nach dieser Bedingung k a n n eine generierende Konstruktionenfolge d e r 
A r t (*) in Nr. 11 n u r für j g l m i t 
<Pi = К ' <Рг = К <Pj = hi i 
beginnen; for tgesetzt werden k a n n es dann entweder durch ein Element von T , 
oder durch eine Konstrukt ion mindestens 2-ter Ordnung. U n d unbedingt 
k a n n es fortgesesetzt werden, d a die Forderung gestellt wurde , dass jedes 
A;- € H an der l inken Seite von : : = mindestens eines Elementen von P vor-
kommen muss. 
13. Die in P auf t re tenden Produktionen gehen nur je eine mögliche 
Defini t ion je eines Hilfsbegriffes A(. Die vollständige Definition eines h; ist eine 
Alternative: sind die rechten Seiten von : : = in jenen Produkt ionen, in 
welchen auf der l inken Seite Л,- s t eh t , die (eventuell vorkommenden) terminalen 
Kons t rukt ionen 
f. Ai) ..АО 
Ш1 i •••J Wrw 
u n d nicht-terminalen Kons t rukt ionen 
<p[i) =
 w(0 А® со® Щ . . . ,,,01® ;i)+1, . . . 
wo jedes h mit beliebigen Indizes eines der hv . . ., A, ist, und jedes со mit belie-
bigen Indizes entweder leer oder eine terminale Konstrukt ion ist , so ist 
h t = off oder . . . ode r wf() oder cpf oder . . . oder </+ . 
Bestehen hier einige der cpf, cpf, . . ., <ff> aus je einem einzigen A-Element von Ii, 
so können diese durch die diese Elemente definierende Al ternat iven ersetzt 
werden, und so wird Л, durch e ine eventuell mehrgliedrige Alternat ive def i-
n i e r t . Darauf k a n n dasselbe wiederholt werden, usw., aber n u r in höchstens 
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l Schri t ten, d a sonst eine in Nr. 12 ausgeschlossene generierende K o n -
s t rukt ionenfolge vorhanden wäre. So k a n n m a n annehmen, dass bereits in der 
obigen vol ls tändigen Def in i t ion von ht j edes (p(i) eine Kons t ruk t ion mindes t ens 
2-ter Ordnung ist, so dass jedes darin v o r k o m m e n d e h £ H ein echter B e s t a n d -
teil von i h m ist . 
14. N u n k o m m t es da rau f an, die charakter i s t i sche Funkt ion g f x ) der 
Eigenschaf t „ein Hilfsbegriff h i zu sein" d . h . „durch Л, generierbar zu s e i n " 
fü r i= 1, 2 . . . , ( i n der Wor temenge MT ü b e r das A lphabe t T als p r i m i t i v -
rekursiv zu def inieren, da u n t e r diesen Hilfsbegrif fen auch das ausgezeichnete 
s („Satz") vo rkommt . 
Sei a u c h hier 
g Át) 
g ÁH = t0, 
on T bezeic 
№ *<0 /(0 1 ' 2 ' ' 'n 
chen nach N r . 
ges t £ T 
Л, falls t = 4 ° v t = 4'1 v . . . v í = 4P 
t0 sonst. 
wo t0 ein festgewähltes E l emen t v i hnen soll. 
Seien fe rner 
diejenigen E lemente von T, welc r . 11 die Ka tegor i e A, zugeo rdne t 
wurde. D a n n gilt f ü r ein beliebi
W e n n endlich die in Nr . 13 angegebene vollständige Defini t ion v o n h t 
in Be t r ach t gezogen, u n d die charakter is t i sche Funkt ion v o n „ein Hi l fsbegr i f f 
zu se in" f ü r с = 1 , 2 , . . . , те = 1 , 2 , . . . , r(ß mit gf>u bezeichnet w i rd , so 
ist f ü r beliebige tv t2£ T 
Л, falls txxt2 = ojW v . . . v txxt2 = a>$) v 
v V {(EyÁ) СEy2) . .. (.Ey[yx g txx <& 
c= 1 
gÁkxt2) = 
& y2 g txX & . . . & yfU) g xt2 & 
<Sô txxt2 = w(cl\yM% V f - & 
& д%{уi) = Л <Ù . . . dt g[%{yrß = Л]} 
t0 sonst, 
wobei die со m i t allen vorkommenden Ind izes feste E l e me n t e von MT sind 
(und freil ich n icht alle Dis junkt ionsgl ieder au f t r e t en müssen) . 
Genau so, wie zum Schluss der Nr . 8 geschildert wurde , sieht m a n ein, 
dass die Def in i t ionen von g,(A), g f t ) u n d gftyXtß f ü r i = 1, 2, . . ., I e ine 
s imultane Wer tver laufs rekurs ion für die Funk t ionen <7,(x) liefern, woraus sich 
diese F u n k t i o n e n als pr imit iv-rekurs iv in MT ergeben. D a u n t e r diesen F u n k -
tionen auch die charakter is t ische F u n k t i o n der E igenschaf t „Satz zu sein" 
vorkommt , so ist diese Eigenschaf t in einer Satzstruktur-Grammatik primitiv-
rekursiv. 
Der Gedankengang war ganz al lgemein, so ergibt sich daraus, d a s s in 
einer beliebigen Metaalgol-Sprache — die aus einem Tripel (T, H, P) mit T, I I , P 
in unserem Quadrupel (T, H, s, P) beschriebener Art bes teh t , wo belanglos ist,. 
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ob gewisse Hilfsbegriffe ausgezeichnet werden — sämtliche Hilfsbegriffe, falls 
es überhaupt j e eine definierende Produkt ion für sie vorliegt, und sie sich 
nicht selber generieren können , in der entsprechenden Wortemenge primitiv-
rekursiv sind. 
15. Die Vorangehenden beziehen sich auf die „Kon tex tunabhäng ige" 
Satzs t ruktur-Grammatik . C H O M S K Y unterscheidet auch eine „kontextbe-
dingte" Sa tzs t ruk tur -Grammat ik , worin d ie Produkt ionen je einen Hilfsbe-
griff in verschiedenen Kon tex ten verschieden definieren. Hier hat also eine 
Produktion d i e Form: 
p hj V : : = pcov , 
wo ht € H, f e r n e r /л, v und со Konst rukt ionen sind. K o m m e n z.B. P r o d u k -
tionen 
<Satz> : : = <Subjektteil> <Prädikatteil> 
<Subjektteil> : : = de r Schmied 
{Subjekt te i l ) : : = die Arbeiter 
( P r ä d i k a t t e i l ) : : = arbei te t 
( P r ä d i k a t t e i l ) : : = essen 
vor, so können daraus die grammatisch falschen Sätze „der Schmied essen" 
und „die Arbe i te r arbeitet" generiert werden. Das Präd ika t „arbei tet" d ü r f t e 
nur nach S u b j e k t e wie „der Schmied", da s Subjekt „die Arbeiter" nur vor 
Prädikate wie „essen" gesetzt werden. Das bedeutet die Verwendung solcher 
Produktionen : 
Der Schmied (Präd ika t t e i l ) : : = Der Schmied arbe i te t 
(Sub jek t t e i l ) essen : : = die Arbeiter essen. 
Das k a n n aber dadurch erledigt werden, dass m a n als Hilfsbegriffe 
auch „Subjekt te i l in Einzahl" , „Subjekttei l in Mehrzahl", „Prädikat te i l in 
Einzahl", „Präd ika t t e i l in Mehrzahl" e in füh r t , und folgende Produkt ionen 
anwendet: 
(Satz) : : = (Subjekttei l in Einzahl) (Prädikat te i l in Einzahl) 
(Satz) : : = (Subjekttei l in Mehrzahl) (Prädika t te i l in Mehrzahl). 
Ahnlich können auch andere kontextbedingte Fälle erledigt werden, u n d 
so vermutlich jede prakt i sch auf t re tende kontextbedingte Satzs t ruktur-
Grammatik au f kontextunabhängige Sa tzs t ruk tur -Grammat ik zurückgeführ t 
werden. 
16. C H O M S K Y hat einen Satz eigentlich nicht als Worteket te , sondern als 
Morphemenket te betrachtet , wo z.B. „ H a u s " eine Stamm-Morpheme ist , 
aus welcher „ H ä u s e r " durch Anwendung d e r Zusatz-Morphemen der U m l a u t -
bildung und des Anknüpfen der Mehrzahl-Endung (welche vom Stammwor t 
abhängig manchma l nichts, sonst -e, -n, -er oder -en ist) gebildet wird . 
I n exakter Fassung sind also die Zusatz-Morpheme Funkt ionen (seien die 
„einfachen" d a r u n t e r mit zv z2, ..., zm bezeichnet), die f ü r Stamm-Morpheme 
erklärt sind u n d als Werte Elemente von T annehmen. Ket ten einfacher 
Zusatz-Morphemen-Zeichen ergeben die Zeichen der notwendigen zusammen-
gesetzten Funkt ionen , z.B. einer Funkt ion , die auf die Stamm-Morpheme 
eines Zeitwortes angewandt, dieses zugleich in Mehrzahl, erste Person u n d 
Imperfekt se tz t . Der Wert einer Funkt ion zh . . . zir an der Stelle t soll mi t 
zix . . . Zjrt bezeichnet werden. Unter zv . . ., zm muss auch das Zeichen der 
nichts ände rnden Ident i tä tsfunkt ion ztx = x vorkommen. 
In dieser Auffassung ersetz t man das aus Wortformen bestehende te r -
minale Vokabular T einer Satzs t ruktur-Grammat ik durch ein Morphemen-
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Vokabular T*, welches alle S t amm-Morpheme und die Funkt ionsze ichen 
zv . . ., zm e n t h ä l t . Alles andere geh t dann genau so wie in der e r s t be t rach te ten 
Sa t z s t ruk tu r -Grammat ik , d a r u m beschränken sich die Wei t e ren auf eine 
solche. 
§ 3. Transformations-Grammatik 
17. Am nähes ten zur Gener ierung der Sätze der na tü r l i chen Sprachen 
scheint die Trans fo rmat ions -Grammat ik zu f ü h r e n . Hier hande l t es sich da rum, 
d a s s nur die einfachsten Sätze , die den „ K e r n " der Sprache ausmachen, die 
sogenannten „Kernsä t ze" d u r c h eine Sa t z s t ruk tu r -Grammat ik generier t wer-
d e n , und alle Sä tze ents tehen aus diesen d u r c h i terierte A n w e n d u n g endlich 
vieler „Trans format ionen" ; ähnl ich wie die wahren Formeln einer axiomati-
schen mathemat i schen Theorie aus den Axiomen durch i ter ier te Anwendung 
gewisser Schlussregeln (welche gewisse Formeln in eine neue Formel über-
f ü h r e n ) gener ier t werden. Z u m Beispiel k a n n ein Kernsa tz Dieses Haus ist 
schön in seine Verneinung: Dieses Haus ist nicht schön, oder in eine der ver-
schiedenen Frageformen t r ans fo rmie r t werden: Ist dieses Haus schön? Welches 
Haus ist schön? Wie schaut dieses Haus aus? Was ist dieses schöne Ding? — oder 
d i e beiden Sä tze : 
Ein Märchen lcommt mir nicht aus dem Sinn 
Das Märchen ist aus alten Zeiten 
lassen sich d u r c h eine „e igenschaf te inführende Trans fo rma t ion" in den Satz : 
Ein Märchen aus alten Zeiten das kommt mir nicht aus dem Sinn 
t r ans formieren . 
Die Transformat ionen, die in einer Sprache verwendet werden, können 
annehml ich so beschrieben werden , dass sie sich in exakte r Fassung in der 
geeigneten Wor temenge als r ekurs iv erweisen. 
Da eine axiomatische Theor ie allgemein n icht rekursiv entscheidbar ist , 
k a n n man allgemein nicht e rwar t en , dass der Satzbegriff einer Transformat ions-
G r a m m a t i k pr imi t iv- oder auch n u r allgemein-rekursiv sei. I ch zeige aber, dass 
e r rekurs iv-abzähibar ist. 
18. Sei e ine Sa tz s t ruk tu r -Grammat ik ( T , II, s, P) z u m Generieren de r 
K e r n s ä t z e gegeben, und MT d ie Wor temenge über das Alphabe t T. Sämtl iche 
zulässige Transformat ionen , welche Elemente xv . . ., xr von MT i n ein Element 
von MT ü b e r f ü h r e n , seien d ie Funk t ionen 
f l f v • • • Xr)> • • • > f n f v • • ' > Xr) 
(dabei kann r e ine feste Zahl sein, da die Funk t ionen auch f i k t i v e Variablen 
besitzen können , in welchen sie kons t an t sind). Zu diesen sollen der Reihe nach 
d i e Beziehungen 
B f x v . . ., xr) Bn(xit .. ., xr) 
gehören, welche bestehen müssen, dami t die entsprechenden Trans fo rmat ionen 
S ä t z e xv . . ., xr (wobei je tz t auch der leere Satz zugelassen wird) wieder in 
S ä t z e übe r füh ren sollen (es w ü r d e z.B. die in Nr . 17 e rwähn te „eigenschaft-
e in führende Trans fo rma t ion" n i c h t aus beliebigen Sätzen einen Satz erzeugen; 
es war wesentlich, dass die be iden Sätze des Beispiels dasselbe S u b j e k t ha t ten) . 
Sei endlich s(x) die nach § 2 pr imi t iv-rekurs ive charakter is t ische Funk t ion 
d e r Eigenschaf t „Kernsa tz zu se in" . 
1 5 A Matematikai K u t a t ó Intézet Közleményei VIII . A / 1 - 2 . 
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Dann kann mit Hilfe der in Nr . 5 eingeführten primitiv-rekursiven 
Funkt ion k f x ) folgenderweise eine Funkt ion f(x) def inier t werden, welche als 
Werte nur Sätze (darunte r auch den „leeren Satz Л") und sämtliche Sätze 
annimmt, welche also die Sätze „abzäh l t " : 
f(A) = A 
und fü r x ф Л £ MT 
ky(x), falls k0(x) = Л óc s(kx(x)) = А 
fx{f{K(X)) / (M*)))- foils o(k0(x)) = Ich 
«^(/(ВД), ...,/(/,(*))) 
f ( x ) 
fn(f(ky(x)), ...,f(kr(x))), falls o(k0(x)) = n<b 
&Bn(f(kx(x)) f{kr(x))) 
A sonst. 
Ers tens sind näml ich sämtliche Wer te von f(x) (eventuell leere) Sätze: 
für x ф А, k0(x) = Л sind sie Kernsätze, da s(x) genau fü r Kernsätze gleich 
A ist; ferner gilt /(M) = A als Satz, und falls f(x) f ü r jedes x < x bereits ein 
Satz ist, so ist auch f ü r k0(x) ф Л, da 
k f x ) < x, .. ., kr(x) < x 
gilt, nach der Definition auch f(x) ein Satz. So gilt die Behauptung der Reihe 
nach hei o(x) = A, o(x) = 1, o(x) = 2, . . ., also fü r jedes x. 
Zweitens kommen unter den Wer ten von f(x) sämtliche Sätze (mehr-
mals) vor. Is t nämlich zunächst у ein Kernsatz, dann gilt nach Nr. 5. un t e r 
anderem f ü r 
x = Cy(A,y) 
laut Definit ion 
f(x) = у . 
Sind ferner yv . . ., yr Sätze, für welche B,(yv . . ., yr) bei einem der i = 1,2, ..., n 
gilt, und wurden diese bereits von f(x) angenommen, e twa der Reihe nach an 
Stellen xv . . ., xn d.h. gil t 
f ( x i ) = Vv • ••>/(+) =Vr> 
so ist un te r anderem f ü r 
X = Cr(tl0,Xy ...,xr) 
laut Definition 
/(*) = ШV • • •. Vr) • 
Die Sätze der Transformations-Grammatik werden aber alle auf diese Ar t 
generiert . 
Man sieht ganz ähnlich wie am Beispiel in Nr. 17—18 mit Benutzung von 
Nr. 30 des I. Teils meiner in Fussnote2 zitierten ersten Arbeit ein, dass falls 
die Funkt ionen fv . . . , / „ und die Beziehungen Bv . . ., Bn primitiv- (bzw. 
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allagemein-) rekursiv sind, so die Definition von f(x) eine Wertverlaufsrekur-
sion, und daher / (x ) eine primitiv- (bzw. allgemein-) rekursive Funktion in MT 
ist. Daher ist in diesem Fall der Satzbegriff einer Transformations-Grammatik 
primitiv- (allgemein-) rekursiv abzählbar. 
(Eingegangen: 24. Jul i , 1963.) 
О РЕКУРСИВНОСТИ ПОНЯТИЙ МАТЕМАТИЧЕСКИХ ГРАММАТИК 
R . P É T E R 
Резюме 
Наиболее естественным способом определения теоретико-числовых 
функций, соответственно образованию натуральных чисел по определенным 
шагам исходя из нуля, является примитивная рекурсия. Известно, что слож-
ные функции, употребляемые в элементарной теории чисел, также являются 
примитивно-рекурсивными, то есть, исходя из нуля и из последующего 
образования они могут быть заданы через конечное число примитивных 
рекурсий и подстановок. 
В различных областях математики находят применение множества, 
построенные из некоторых основных элементов по образцу множества нату-
ральных чисел путем применения некоторых функций конечное число раз. 
Появляется мысль о соответствующем обобщении рекурсии, как наиболее 
естественном способе построения функций, определенных на таких мно-
жествах; и так по большей части обобщения результатов, полученных в 
теории чисел, остаются в силе и для обобщенных рекурсивных функций. 
С точки зрения приложений особенно важен случай «множества слов», 
в котором, исходя из пустого слова (его символ Л), мы строим его элементы 
последовательными прибавлениями элементов («букв») произвольного задан-
ного множества («альфавита»). В настоящей статье используются такие 
«альфавиты», которые в каждом случае означают по одному словарю и 
поэтому его «буквы» являются собственно говоря словами. 
Настоящая статья связана именно с тем новым грамматическим стрем-
лениям, согласно которому понятие «грамматически правильной фразы» 
(коротко «фразы») должна быть определено таким же точным способом, как 
в математике может быть определено понятие «правильно построенной фор-
мулы». «Категоричная грамматика», «форазово-структурная грамматика» и 
«трансформационная грамматика» — они все три дают различные опреде-
ления этого понятия; до сих пор еще не решено, существует ли (кроме мате-
матических языков-формул) также такой естестенный язык, для которого 
применение этого понятия действительно дает все фразы данного языка. 
В настоящей статье по инициативе L. KALMÁRa автор доказывает, 
что понятие фразы как в категоричной грамматике, так и в фразово-струк-
турной грамматике является примитивно-рекурсивным на соответствующем 
множестве слов в том смысле, что существует функция, которая принимает 
значение А, если ее применяют к фразам и только к фразам; далее автор до-
казывает, что множество фраз трансформационной грамматики является 
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рекурсивно-перечислимым на соответствующем множестве слов (при разум-
ных условиях) в том смысле, что существует такая рекурсивная функция, 
которая принимает в качестве значений все фразы и только их. 
Общий характер доказательства относящегося к фразово-структурной 
грамматике, сразу дает в общем виде тот результат, что понятия любого 
«мэтаалгольного языка» являются примитивно-рекурсивными, если только 
они вообще появляются вследствии их определения, а именно без ложного 
круга, в том смысле, что они не смогут «производить» самых себя (в некото-
ром смысле, заданном точным способом). 
ON TWO PROBLEMS OF INFORMATION THEORY 
b y 
P A U L E R D Ő S a n d A L F R É D R É N Y I 
§ 1. Introduction 
The f i r s t p rob lem1 which will he discussed in this pape r can be f o r m u l a t e d 
as follows: Suppose we are g iven n coins, which look qui te alike, but of which 
some are false. (For ins tance suppose t h a t t h e r igh t coins consis t of gold, whi le 
t h e false coins consist ma in ly of silver and are covered on ly b y a thin layer of 
gold.) The false coins have a smaller weight t h a n the r igh t coins; the we igh t s 
a and b < a of bo th t h e r i gh t and false coins are known. A scale is given b y 
means of which any n u m b e r gL n of coins can be weighed together . Thus if w e 
select an a r b i t r a r y subset of t h e coins and p u t t h e m together on the scale, t h e n 
t h e scale shows us the t o t a l weight of these coins, f r o m which it is easy t o 
compute t h e number of false coins among those weighed. T h e question is w h a t 
is the minimal number A(n) of weighings b y means of which t h e right and fa lse 
coins can be separated? I t can be seen by a n e lementary in format ion- theore-
t ical a rgumen t t h a t (denot ing b y log2a; t h e logari thm w i t h base 2 of x) 
7) 
( 1 . 1 ) . 
log2 (n + 1) 
As a m a t t e r of fact , the a m o u n t of in format ion needed is log2 2" = n b i t s , 
because t he subset of t he coins consisting of t h e false coins m a y be any of t h e 
2" subsets of t h e set of all n coins; on the o the r hand if we p u t к ^ . n coins on 
t h e balance, t h e number of false coins a m o n g them m a y have the va lues 
0, 1, . . ., к a n d thus t he a m o u n t of in format ion given b y each weighing c a n 
n o t exceed log2(/c + 1) rii log2(n + 1). Thus s weighings can give us a t m o s t 
s log2(n + 1) bits, and t h u s t o get the necessary amount of information ( t h a t 
is n bits) i t is necessary t h a t s log2(n + 1) should be no t less t h a n n; t h u s we 
obtain (1.1). On the other hand , a trivial u p p e r est imate is 
(1.2) A ( n ) ^ n 
because if we p u t the coins one by one a f t e r another on the scale t h e n 
clearly these n weighings are suff icient . The inequal i ty (1.2) is best possible f o r 
n = 1, 2 a n d 3, bu t a l ready for n = 4 we h a v e A(4) = 3. As a mat ter of f a c t 
1
 This p rob lem was p roposed for n = 5 b y H . S . S H A P I R O [1 ] a n d for a r b i t r a r y 
n b y N . J . F I N E [ 2 ] . 
2 2 9 
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if we label t h e 4 coins by t h e numbers 1, 2, 3, 4 then the following 3 weighings 
are always sufficient: we p u t first the coins 1, 2, 3 on the scale, t hen the 
coins 1, 3, 4 and finally t h e coins 1, 2 and 4. Let the number of false coins 
among the coins 1, 2, 3 b e / 1 ; t h a t among 1, 3, 4 be f2 and t h a t among 1, 2, 4 be 
/ 3 . The following table gives us the false coins: 
/1 /2 /3 1 2 3 4 
0 0 0 — — — — 
1 1 1 + — — — 
1 0 1 — + — — 
1 1 0 — — + — 
0 1 1 — — — + 
2 1 9 + + — — 
2 2 1 + — + — 
1 2 2 + — — + 
2 1 1 — + + — 
1 1 2 — 1 T — + 
1 2 1 — — + + 
3 2 2 + + + — 
2 2 3 + + — + 
2 3 2 + — + + 
2 2 2 — -L + + 
3 3 3 + + + + 
Note t h a t among the possible 64 t r iples fv f2, /3 (0 f j ^ 3, / = 1 . 2 , 3 ) 
only 16 a r e possible and each corresponds to a d i f fe ren t distribution of 
the false coins. 
I t is easy to see t h a t in general one has 
(1.3) A(nm) < A[n) • m 
(because if we have nm coins we may determine by A(n) weighings f rom each 
group of n coins the false ones). Thus f r o m the above example one gets 
A(4n) ^ 3n 
and as A ( n ) is evidently monotonie, we obtain 
(1.4) j - ^ j + 2 
where {x} s tands for the least integer LA x 
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I t m a y be guessed2 f rom this t h a t one has 
(1.5) lim ^ 1 = 0 . 
This is in fac t true; moreover we shall p rove in § 1 t h a t t h e lower est imate (1.1) 
gives t he correct order of magnitude of A(n). We shall prove namely in § 2 
(Theorem 1) tha t for a n y ô > 0 we have for n ^ n0(ô) 
( 1 . 6 ) + 
log2 И 
I t remains an open question whether the limit 
A(n) log, n 
(1.7 lim —E-L—°2_
 = a 
n 
exists, and if it exists, w h a t is its value? We shall p rove in § 4 (Theorem 3) 
tha t 
(1.8) l i m i n f ^ ) l Q g 2 W > 2 . 
n 
I t follows from (1.8) tha t if the l imit a in (1.7) exists one has 2 gL a g. 
g log2 9 ^ 3,17. We shall prove in § 5 t h a t if the problem is modified so t h a t we 
are contented with f ind ing a method of weighing which leads to the separation 
of the false coins with a prescribed probabi l i ty p < 1 which may be arbi t rar i ly 
near to 1, (supposing t h a t all the 2" possibilities have same probability) then 
2 n 
(1 + e) weighings a re sufficient for anv e > 0 if те is large (Theorem 4). 
log2 та 
Le t us return now to the original problem of determining Л (та). This 
problem m a y be formula ted as follows: W e have to guess an unknown sequence 
of та digits, each digit being equal to 0 or 1. We have t he r igh t to select a rb i t r a ry 
„test ing" sequences of zeros and ones of length та and with respect of each 
such sequence we are to ld what is the n u m b e r of places in which a 1 s tands both 
in the sequence to be guessed and in our testing sequence. The minimal number 
of tes t ing sequences by means of which the unknown sequence can be uniquely 
determined whatever i t m a y be, is equal to Л (re). 
This reformulation of our first problem shows i t s connection wi th the 
second problem which will be discussed in this paper and which is as follows: 
Suppose we want to guess an unknown sequence of те digits, each digi t being 
either 0 or 1. Information concerning t h e unknown sequence may be obtained 
in the following way: W e have the r igh t to select a rb i t rar i ly „ tes t ing" sequ-
ences of digits consisting of zeros and ones and we a re told the number of 
places in which the two sequences coincide. Let B(n) deno te the minimal num-
ber of sequences by means of which we can determine t h e unknown sequence, 
whatever i t may be. The problem is to determine the asymptot ic behaviour of 
B(n). Clearly we have 
72. (1.9) B ( n ) ^ . 
l og 2 (n + 1) 
2
 T h i s conjecture w a s s t a t ed in [2]. 
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The inequality (1.9) is obtained by a similar information-theoretical a rgu-
ment as t h a t which leads us to (1.1). We have here the same trivial u p p e r 
estimate 
(1.10) B(n)gn. 
As a mat ter of fact , if we select the n test ing sequences 11 . . .1, Oil . . . 1, 
1011 . . . 1, . . ., I l l . . . 101 t h e n if к is t he number of places in which t h e 
sequence 11 . . . 1 and the unknown sequence coincide, t hen the number of 
coincidences between the sequence Oil . . . 1 wi th the u n k n o w n sequence is 
either к — 1 or к -f- 1 according to whether t he first digit of the unknown 
sequence is 1 or 0. Thus by t h e 2nd, 3rd, . . ., n—th testing sequences we can 
determine the f i r s t n — 1 digits of the unknown sequence; t h e last one can b e 
determined because the total number к of ones in the unknown sequence i s 
known from t h e f i rs t comparison. We have clearly B(n) = n for n = 1, 2, 3, 4 






we can guess any sequence of 5 zero-or-one digits. As a m a t t e r of fact we ge t 
for the number of coincidences t he following values for the 16 sequences consist-
ing of not more than two ones : 
sequence coincidence with 
11111 11100 01010 01101 
00000 0 2 3 2 
00001 1 1 2 3 
00010 1 1 4 1 
00100 1 3 2 3 
01000 1 3 4 3 
10000 1 3 2 1 
00011 2 0 3 2 
00101 2 2 1 4 
01001 2 2 3 4 
10001 2 2 1 2 
00110 2 2 3 2 
01010 2 2 5 2 
10010 2 2 3 0 
01100 2 4 3 4 
10100 2 4 1 2 
11000 2 4 3 2 
I t is unnecessary to t r y t he other 16 sequences with 3 or more ones, 
because these are obtained b y replacing 1 b y 0 and 0 by 1 in the above 16 
sequences, and this changes t h e number of coincidences f r o m x to 5 — x. 
ON TWO PROBLEMS OF INFORMATION THEORY 2 3 3 
We shall p r o v e for B(n) t h e same inequa l i ty as obtained fo r A(n); viz. w e 
ob t a in in § 3 (Theorem 2) for a n y ô > 0 tha t f o r n ^. nßö) 
( M l ) 
log2 И 
H e r e again t h e quest ion r e m a i n s open whe the r t h e limit 
(1.12) l im 
exists, and if so w h a t its value is. We shall show in § 4 (Theorem 5) by the s a m e 
m e t h o d which we have used t o p rove Theorem 3 t h a t 
(1.13) 
71 
T h u s if the l imi t ß in (1.12) exis ts , then ce r t a in ly 2 g ß gL log2 9 ^ 3,17. W e 
shall prove also in § 5 t h a t if w e modify our second problem so tha t we w a n t 
t o determine a f i x e d but u n k n o w n sequence of n zero-or-one digits by t h e 
n u m b e r of coincidences wi th cer ta in testing sequences and w e are con ten ted 
w i t h f inding i t w i t h probabi l i ty p < 1 which m a y be a rb i t ra r i ly near to 1 t h e n 
2 71 (1 + e) t e s t i ng sequences a re sufficient, (Theorem 6), f o r a n v e > 0 if n is 
log г и 
la rge enough. 
Finally let us mention t h e following geometr ie in te rpre ta t ion of b o t h 
problems. To a n y sequence of zeros and ones there corresponds a v e r t e x 
of t h e unit cube Cn of «-dimensional space. T h e funct ion B(n) can be in t e rp re -
t e d as follows: B(n) denotes t h e least n u m b e r such t h a t b y selecting B(n) 
sui table chosen vert ices of Cn each vertex of Cn is uniquely de te rmined b y i t s 
dis tances f rom t h e chosen B(n) vertices. 
Now let u s in te rpre t a n y sequence of n zeros and ones a s a vector of t h e 
«-dimensional space leading f r o m the origin t o one of the ve r t i ces of Cn. W i t h 
t h i s in te rp re ta t ion A(n) deno tes t he least n u m b e r such t h a t b y selecting A(n) 
vectors vv v2, . . ., vA(nj leading t o suitably chosen vertices of Cn each v e c t o r 
v leading t o a v e r t e x of Cn is uniquely d e t e r m i n e d by i ts project ion on t h e 
A(n) chosen vec tors , i. e. b y t h e A(n) n u m b e r s (v, vß, . . ., (v, vA(nß w h e r e 
(v, w) denotes t h e inner p r o d u c t of the vectors v and w. 
We p rove our Theorems 1 and 2 by t h e same me thod , consisting in a 
r a n d o m selection of the t e s t i ng sequences. 
§ 2. An upper estimate for A(n) 
Our f i r s t p roblem can b e formulated as follows: W h a t is t he least v a l u e 
A(n) of s such t h a t there ex i s t s a matrix M h a v i n g s rows a n d n columns a n d 
consisting of zeros and ones, such tha t if we select an a r b i t r a r y subset e of t h e 
se t E of the co lumns of M, a n d f o r m the row-sums of the s u b m a t r i x M(e) con -
sisting of t h e selected colums of M, and d e n o t e by ve t h e column-vector 
consisting of t h e s e row-sums, t h e n the vec tors ve and ve- a r e dif ferent if e a n d 
e' a re dif ferent subsets of E. W e shall call such a matrix an Л-mat r ix . 
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Thus A(n) is the least value of s such that t h e r e exists an A-matr ix 
with n columns and s rows. Clearly t h e mat r ix corresponding to the example 




The 24 = 16 possible column-vectors ve a r e in this case 
0 2 2 1 
1 1 2 2 
1 2 1 2 
1 2 2 2 3 
2 2 3 2 2 
1 2 2 3 2 
and all a re different, t hus t h e matrix (2.1) is in fact an A-matrix. 
I n o rder to est imate A(n) we shall p rove that if we choose M a t r andom 
so that t h e sn elements of M are independent random variables, each taking 
on the values 0 and 1 wi th probability — , then the r a n d o m matrix M will have 
the required property wi th positive probabil i ty (in fac t with probabi l i ty 
71 1о££. 9 
tending to 1 for n —*• -j- 0 0 ) provided t h a t s > (1 + (5) . 
log
 2 n 
This can be proved as follows: L e t PS,„(A) denote t h e probabili ty t h a t a 
random m a t r i x M of order s X n is an A-matr ix , and pu t Q s n (A) = l — P s n (A) . 
Let A(ev e2) (where el and e2 are different subsets of the set E of columns of M) 
denote t he event that t h e row-sum vectors vei and ve a r e identical. Ev iden t ly 
if vei = ve2 and the sets ex and e2 are n o t disjoint, then put t ing e( = el — e1 e2 
and e2 = e2 — e^, we have v^ = (Here and in what follows the p r o d u c t of 
sets denotes their intersection and t he difference e — / o f two sets e and / 
denotes t h e set of elements of e which do n o t belong to / ) . I t follows t h a t is M 
is not an A-matr ix, then there exist disjoint subsets e± a n d e2 of the se t of its 
columns such tha t vei = ve2. Thus we o b t a i n that 
(2 .2) Q 2 P(A(eve2)) 
where the summation has to he extended over every pa i r of disjoint subsets 
e1 and e2 of t h e set E of t h e columns of M and 0 denotes the empty set . 
I t follows that 
. minik,,к.) А/ 
п\ (2.3) s j A ) < 2 i=о I A IA I l^fci + fc^n 1 2' 




 — A, 9 к, + k. 
we obtain 
1 = Г ' Г ) 
ni 
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f u r t h e r 
we ob ta in 
(2.6) 





(4 = 0 , 1 , . . . , r ) 
9 r 
] / r + 1 
for r — 3, 4, . . . (this follows easily by induct ion) 
r = 3 2
s 
2 r 
( r + 1 ) 3 
log2 n 
As we h a v e 
nloglogn 
2r = 0(2 ) 
log; n 
where с > 0 is a cons tan t , i t follows t h a t 





(Г + l )2 
Taking into accoun t t ha t I I 2 r = 3", we obta in 
r = 0 l r I 
(2-8) Q , , n ( A ) ^ 2 " l 1 0 g ' 3 ^ ) + ° < " > 
prov ided t h a t s = s(n) 
(2.9) 
where a > 2 log2 3 = log29. I t fol lows 
log2 я 
i ™ Q s ( n ) ,„(A) = 0 . 
N o w clearly if Qs (n) i„ (A) < 1 t h e n Ps(n)tn [A] > 0; as Psn(A) is t h e pro-
babi l i ty t h a t the r a n d o m matr ix M is a n A-matrix, i t follows tha t if ô > 0 and 
n
 l°o2 then for n^-n0(à) t h e r e exists an A-matr ix of o r d e r sxn s > 
log2 n 
which implies A(n) ^ s. Thus we p r o v e d the following 
Theorem 1. For any ô > 0 we have for n ^ n0 (ő) 
(2 .10) A(n) ^ (1 + &) n log2 9 
log., n 
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§ 3. An upper estimate for B(n) 
Let и = (e1; E2, . . ., EN) and u' = (e'v E'2 E'„) be row-vectors consist-
ing of n components, each of which is either 0 or 1. Let us p u t c(u, u') = 
n 
= n — ^ ( r , — e'/)2 Thus c(u, u ' ) is the number of „coincidences" of t h e 
i=i 
vectors и and u ' , i.e. the number of columns of the 2хте mat r ix i • • •
 £n| 
1 • • • en! 
n 
which consist of equal elements. By the usual notation |] и ||2 = ^ e2 we 
i=i 
have 
(3 .1) c(u,ü) = те — (I m — и ' II2. 
L e t now M he a ma t r ix having s rows and n columns, and consisting of elements 
0 and 1. Let uv . . us be the rows of M interpre ted as vectors. Let и be an 
arb i t ra ry row-vector consisting of n components which are either 0 or 1. Let U 
denote the set consisting of all 2" such vectors u. To any и there corresponds a 
vector Wu consisting of the numbers c(u, ux), . . ., c(u, us). The mat r ix M will be 
called a B-matrix if the 2" vectors Wu corresponding to different elements и 
of U are all d i f fe ren t from each other. Thus if Ж is a B-matrix, then each 
vector и € U is uniquely determined by the « numbers c(u, ux), . . ., c(u, us) 
(and thus also b y the distances || и — м; ||, j = 1, 2 s). Let Psn(È) 
denote the probabi l i ty that the random matr ix Ж of order « X те (whose ele-
ments are independent random variables each t ak ing on the values 0 and 1 with 
probability — should be a B-matr ix , and put Q s n ( B ) = 1 — P s r i(B). 
2 
Let и = (e4, . . ., en) and u ' = (e[, . . ., e'n) be two a rb i t r a ry different 
row-vectors consisting of те components each of which is ei ther 0 or 1. L e t 
H and H denote t h e set of those indices к (1 gk g те) for which ek = 1 and 
EK = 0, respectively and similarly let II' and II' denote the set of those indi-
ces к (1 g к gn) for which e'k = 1 and e'k = 0 respectively. Let AAl k2,k3 and A4 
denote the number of elements of the sets H H ' , H H ' , H H ' and H • H ' respec-
t ively. Let и, = . . ë jn) be t h e /-th row of t h e random mat r ix Ж and let 
ljV lj2, /;3_;tnd denote^the number of those indices к which belong to the sets 
HH', HH', HH' a n d IIH' respectively and for which &jk = 1. Clearly we have 
c(u, uj) = c(u', Uj) if and only if 
ljX + lj2 + k3 lj3 -T kA lj4 = ljV + lj3 + k2 lj2 + A4 ljX 
t h a t is if 
(3.2) 2(1 j2 — lj3) =k2 — k3 . 
I t follows that a necessary condition for c(u, u f ) = c(u', uf) is t h a t k2 — k3 
should be even, a n d further t h a t 
k,+ k, 
2
 ik \ / к \ \ s j 2 j / 3 \ \ 
1=0 ^ I i l l 
(3.3) Q s , n ( B ) < 2 k 2 \ k 3 \ ( n - k 2 — k3)\ V 2k'+k* ) ' 
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N o w 




( = 0 
<k2\ ( k3\ 
j 7-'2 k3 fr'2 + 7"з 
(3.4) 
ffl 
Qs,n{B)g У ' П 
4 2 
I t follows similarly as in § 2 t h a t if s = s(n) a 
log2 n 
where a > l o g 2 9 t h e n 
(3.5) l im Qs(n)JB) = 0 . 
d e a r l y if Qs (n) n(jB) < 1 then P s ( n ) n (B) > 0 a n d t h u s there exis ts a B-mat r ix 
of order s(n) xn and therefore B(n) g s(n). Thus we have proved t h e following 
Theorem 2. For any ô > 0 and n 2: nx(ô) one has 
(3.6) B(n) g (1 + ô) n log2 9 
l o g 2 n 
§ 4. Lower bounds for / ( f t ) and B(n) 
I n this § we prove the following results 
Theorem 3. One has 
(4.1) lim inf 
П-.+ . П 
Theorem 4. One has 
(4.2) lim inf 
п->+~ П 
Proof of Theorem 3. Le t M be now an a r b i t r a r y / - m a t r i x of order sxn. 
L e t us divide t h e row-vectors of M in two classes. A row-vector и of M belongs 
t o the f i r s t class if i t contains less t h a n h e l ements equal to 1, where h = 
= Уnlog n; o therwise it belongs t o t h e second class. We shall give f i r s t an upper 
es t imate for t he n u m b e r of d i f fe ren t column-vectors ve consisting of the row-
sums of t he s u b m a t r i x M(e) of M consisting of t h e columns of M belonging t o 
t h e set e; here e is an a rb i t ra ry subset of t he set E of columns of M. Clearly 
a n y component of ve corresponding t o a row belonging to the f i r s t class m a y 
t a k e on a t most h d i f fe ren t values. On the other h a n d if a row Uj of M belongs t o 
t h e second class, a n d contains m ones (m h) t h e n the n u m b e r of possible 
choices of t he subse t e of the co lumns for which t h e sum of the e lements of t h e 
row и- s t and ing in t he selected columns does n o t lie be tween t he bounds 
— + A Y m log m (where the posi t ive constant A will be chosen la te r ) is equal t o 
2 
(4.3) 2 " - " 2 
• y I > k~fm m 
m 
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According to the Moivre—Laplace t h e o r e m we have 
2 m 
(4.4) 2 
> Л )'m log m 
= 0 
m 22' 
Let us call a subset e of t h e set E of co lumns a „ b a d " subset, if t h e r e exists a 
row Uj belonging to t h e second class a n d containing m ones, for which t h e sum 
of the e lements of Uj s tand ing in t h e columns belonging to e lies ou t s ide t h e 
bounds — + Aj /wi logm. Otherwise we call e a „ g o o d " subset. Clearly b y 
2 
(4.4) i f W d e n o t e s the n u m b e r o f b a d subse t s we have 
(4.5) N = 0 






иР-'-i) (log п)х ' 
= oi N  0 
2" 
[log, 
On the o t h e r hand, d e n o t i n g by V t h e n u m b e r of d i f f e r en t values of t h e vector 
ve if e r u n s over the good subsets, we have 
(4.7) V + A*[2 A ][n log тер-* ^ (2 A J/те log n)s . 
As M is b y supposition an A-matrix, t h e inequal i ty 
(4.8) 7 ^ 2 " — N 
has t o b e valid, which implies by (4.6) a n d (4.7) 
1 (4.9) (2A]/wlogw) s ^ 2" 1 0 
log, 
Thus we obta in tha t t h e inequality 
(4.10) 2 n 
log2те + 0(loglog n) 
holds, f r o m which T h e o r e m 3 immedia te ly follows. 
Proof of Theorem 4. Theorem 4 can be p roved in a similar w a y as we 
proved Theorem 3. T h e on ly difference is t h a t the dist inct ion between rows of 
the f i r s t and second class is now unnecessary . Le t M be a Ü-matr ix of order 
s X те. L e t U denote aga in the set of all possible rows of те elements each of 
which is equal either t o 0 or to 1. L e t uv u2, . . ., us denote the rows of t he 
matr ix M . An element и of U will be cal led „bad" if t b e r e is a row Uj of M such 
tha t t h e number of coincidences c(u, и J of и and Uj, does not lie in t h e in terval 
— + AI/те log те; o therwise и will be cal led „good". I f N denotes t h e n u m b e r of 
2 
„ b a d " e lements и of U we have by Chebyshev 's inequa l i ty 
2 " (4.11) N= О 
log те 
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On the other h a n d if W denotes t h e number of possible values of t he 
vector wu — (c(u, uß, . . ., c(u, uß) where и runs over t h e „good" e lements of 
U, we have 
(4.12) W g, (2 f n \ o g n ) s • 
As M is a F -mat r ix , we have 
(4.13) W 2" — A7. 
Thus i t follows f r o m (4.11) and (4.12) t h a t 
2 n (4.14) s ^  
log2 n + O(loglog n) 
which proves Theorem 4. 
§ 5. Discussion of a modified form of both problems 
L e t U denote again t he set of all possible sequences of length n consist ing 
of zeros and ones. L e t M denote again a matr ix of order s x n consist ing of 
zeros a n d ones; let uv . . ., us denote t h e rows of M. L e t (и, u') where и Ç.U, 
и' € U denote the inner produc t of t h e vectors и and u', i.e. the n u m b e r of 
places in which 1 s t ands both in и and u'. L e t c(u, u') = n —||w — м' | | 2 deno te 
t he n u m b e r of coincidences of t he vectors и and u ' , i.e. t h e number of places in 
which t h e same n u m b e r s tands bo th in и and u ' . A m a t r i x M will be called 
a p-A ma t r ix (resp. a p-B ma t r ix ) where 0 < p < 1 if by choosing a t 
r a n d o m an element и oiU (so t h a t each of the 2" e lements of U has t h e same 
probab i l i ty to be chosen) the probabi l i ty t h a t и is uniquely de te rmined b y the 
sequence of numbers (u,uß, (u,u.ß,..., (u,uß (resp.. b y t he sequence c(u,uß, 
c(u, uß, . . ., c(u, uß) exceeds p. L e t sA(n, p) and sB(n, p) respectively deno te 
the minimal value of s for which a p-A mat r ix resp. a p-B m a t r i x M of 
order sxn exists. T h e n t h e following resul ts hold: 
Theorem 5. For any fixed p with 0 < p < 1 one has 
(5.1) l im 4 Ф 4 = 1 . 
Uog2 n 
Theorem 6. For any fixed p with 0 < p < 1 one has 
(5.2) l i m 4 4 = l . 2 n 
log2 n) 
Proof of Theorems 5 and 6. Le t M denote the set of all sxn mat r ices t h e 
e lements of which a re zeros and ones. L e t P A ( M ) and PB(M) resp. d e n o t e t h e 
p robab i l i ty t h a t by choosing a t r a n d o m an element и of U this e lement should 
be un ique ly de te rmined by the sequence (u, uß, (и, uß, . . ., (и, uß resp. b y t he 
sequence c(u, uß, c(u, uß, . . ., c(u, uß where uv . . , us deno te the rows of t h e 
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mat r ix M. Clearly the assertions tha t sA{n, p) g s and sB{n, p) g s resp. are 
equivalent to t h e assertions t h a t 
(5.3) 
a n d 
(5.4) 
m a x P A ( M ) ^ p 
MÇ M 
m a x P B ( M ) > p 
MÇM 
Evidently if P A ( M ) and pB(M) denote t h e mean value of p A(M) and 
pB{M) when M is chosen at r a n d o m so tha t M may be equal to any element of 
M with the same probability -i— , then 
2 s " 
(5.5) 
a n d 
(5.6) 
m a x pA(M) ^ PA(M) 
MÇM 
m a x pB(M) è Вв(М) 
Me M 
T h u s if we prove t h a t for a cer ta in value of s we have 
a n d 
P b M è V , 
i t follows that t h e inequalities sA(n, p) g s and sB{n, p) g s hold. 
Let A(u, i l I ) denote the event tha t t he row vector и Ç.U is uniquely 
determined by t h e sequence (и, uß, . . ., [и, us) and B(u, M) t he event tha t the 
r o w vector и С U is uniquely determined by t h e sequence c(u, uß, . . ., c(u, uß 
where uv . . ., us denote the rows of M. Then evidently 
<5.7) 
a n d 
<5.8) 
pa{M) = p[A(U,M)) 
pb{M) = p{B{U,M)) 
where on the r ight hand side of (5.7) and (5.8) и is a randomly chosen element of 
XJ and ilf a randomly chosen element of M. Let us put 
<5.9) 1 - p{A(u, M)) = qa(S, n) 
a n d 
<5.10) 1 — p(B(u,M)) = qB(s,n). 
We obtain b y a similar a rgument as t h a t used in § 2 and § 3 resp. 
[i + Л 
(5.11) aA(s,n)g V 
A=0 
П I 1 V 
Л ш " A i , i+J>0 
'n — 1c 
1 . 2
i + j 
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and 
(5.12) Q B ( s , n ) g ^ 
fc=0 
and therefore 
л / . I 
rw ( n J _ ^ 
Jc 2" ' 
' i—jmod2 
i+j>0 
n — к 
i 
(г + f 
г + j 
{ 2  
2'+J 
k=0 1=1 I / 1 = 0 
[ f T 1 
2; . л 
[ i l 
L 2' . 
and 
п У Ц 
2(1 
Using again the inequalities 
U 









V — — — 
H (( + u s ' 2 - : 
ffl 
Q 






/ o\ ^n log log л x 
Q^fs , n) g 2 ' ' Í l ö g i i / 
n i l - A ) -, 
> V 2/ \ logn ' (5.16) e B ( í , n ) ^ 2 
Thus if a > 2 we have 
(5.17) lim 0
Л
( в , н) = lim Q 3 (s , n) = 0 . 
By (5.9) and (5.10) this implies 
(5.18) lim p(a(u,m))= lim P(ß(w, m)) — 1 
16 a Matematikai Ku ta tó Intézel Közleményei VI I I . A / 1 - 2 . 
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a n d thus by (5.5)—(5.8) if follows 
(5.19) lim m a x P A ( M ) = lim max P B (M) = 1 . 
17-»+- М£М п—> -f- 00 Mi M 
As ment ioned above th i s proves Theorems 5 and 6. 
(Received J u l y 28, 1963.) 
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Remark, added on September 24, 1963 
Since t h e present p a p e r was given t o pr in t , we have been in fo rmed tha t 
qu i t e a number of mathemat ic ians worked on t h e f i r s t problem of t he present 
paper , and ob ta ined resul ts which are closely re la ted to our resul ts . None of 
these results a re published b u t some of t h e m are in p r in t . As W . M O S E R informed 
us, D. G. CANTOR has p roved in a paper in p r in t in t he Canadian Journa l of 
Mathemat ics t h e relation (1.5); in fac t he ob ta ined the e s t ima te A(n) = 
_ q 7 1 1 О Ё 1 О Ь N L M O S E R (Universi ty of Alber ta , Edmonton) informed us 
log n 
t h a t , he ob ta ined together wi th ABBOT, t h a t 
(*) l i m s u p ^ n ) l o g 2 ^ l o g 2 2 7 . 
n — n 
While this u p p e r bound is g rea te r b y the factor 3/2 t h a n our b o u n d log29, the 
method of proof applied b y A B B O T T and L . M O S E R has t he a d v a n t a g e t h a t it is 
n loa 27 
construct ive; t h e y exhibit effect ively A-matr ices of size s x n where . 
log2 n 
The same resul t has been obta ined by II . S . S H A P I R O and S . SÖDERBERG. 
Their paper is in p r in t in t h e American Mathematical Monthly. E . R . B E R L E K A M P 
(Bell Telephone Laborator ies) has obta ined b y a method , essentially the same 
as our method, t h a t 
А ( п ) ^ П к > ё г д -
log2 n 
This result is slightly be t t e r t h a n our result (1.6) (by t he factor 1 + b). To get 
r i d of the unnecessary fac tor (1 + Ô) one has to use ins tead of t h e rough esti-
m a t e (2.5) a sharper es t imate following f r o m Stir l ing's formula. 
BERLEKAMP con jec tured also t h a t ( 1 . 8 ) holds, and gave a heuristic 
a rgument for his conjecture . 
Other proofs of (1.8) have been given b y B. GORDON (Universi ty of 
California, Los Angeles) and L. MOSER. E. M I L L S has also p roved t h a t 
A(n) = О Quite recent ly B . L I N D S T R Ö M (Universi ty of Stockholm) 
log я 
t h e conjec ture (1.7) wi th a = 2. His p a p e r will be p r i n t e d in t h e ha s provec 
n e x t issue of th i s journal . 
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О ДВУХ ПРОБЛЕМАХ ТЕОРИИ ИНФОРМАЦИИ 
Р. ERDŐS и A. RÉNYI 
Резюме 
Пусть U множество всех 2" последовательностей (ev е2, . . ., еп) где 
е
к
 = 0 или е
к
 = 1 (к — 1, 2, . . ., и). Пусть M некоторая матрица с разме-
рами s x и, элементы которой все равны или 0 или 1. Пусть uv . . ., us  
строки матрицы М. Положим для и = (е1, . . ., е„) € U и и' = (е[. . ., е„) ç U 
(и, и') = JV
 Е
'
к и = n — — е'ку — п — \\и — и' |12. Матрица M 
называется А-матрицой (соотв. ß-матрицой) если все элементы и от U 
однозначно определены заданием чисел (и, щ), . . ., (и, us) (соотв. чисел 
с (и, щ),.. ., с(и, us)). Пусть А(п) (соотв. В(п)) означает минимальное значение 
s для которого существует А-матрица (соотв. ß-матрица) с размерами 
s x п. 
В работе доказано, что 
п п 
к=1 
2 < lim inf 
и 
2 < lim inf 
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ON BI-ORTHOGONAL SYSTEMS OF TRIGONOMETRIC 
POLYNOMIALS1 
by 
G Á B O R S Z E G Ő 2 
To Karl Loewner 
in friendship 
§ 1. Introduction 
1. Let w(Q) be a non-negative function of the class L(0,2л) which is no t 
a zero function. I t is convenient to interpret it as the weight function of a 
distribution w(Q)dQ on the unit circle z = е1в. More generally we may consider 
an arbitrary distribution (measure) da(0) on the unit circle; in what follows, 
however, we restrict ourselves, for the sake of simplicity, to the previously 
defined case, i.e., to the case when o.(0) is absolutely continuous. 
I t is well known ([1], chapter 2; [2], chapter I I ) 3 that a uniquely deter-
mined system of polynomials {(pn(z)} can be formed which is orthonormal on 
the unit circle with respect to the given distribution; more precisely, 
(a) (pn(z) = kn zn -f- . . . -f- ln is a polynomial of the precise degree n; 
К > 0 ; 
71 
(b) — I <pn(z)yjd w(6)dQ = ônm, z — e'e; n,m = 0 , 1 , 2 , . . . . 
2л J 
I n the following we shall use the s tandard notation in (a). 
In an analogous manner we may consider a weight function W (x) (not a 
zero function) on the real interval —1 ^ x 5Á 1, and form the uniquely deter-
mined system of orthonormal polynomials {pn(x)} defined by the following 
conditions: 
(a) pn{x) = . . . is a polynomial of the precise degree n; k'n > 0; 
l 
(b) ^ pn(x) pjx) W(x) dx = ônm, n,m = 0 , 1 , 2 , . . . . 
A simple and useful relation exists between these two classes of ortho-
normal polynomials ([2], 11.5). We assume t h a t the weight function w(Q) 
of the unit circle is even, w(—Q) = w(6). We fu r the r assume the following 
relation between the weight functions w(0) and W(x)\ 
(1.1) w(0) = JF(cos 0) |sin 0|, 
'This research was supported by t h e National Science Foundation. 
2
 Stanford University, California, USA. 
3
 Numbers refer to the Bibliography. 
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or in another form, w(9) dd = W(x) | dx | where x = cos 0. The meaning ot 
the last condition is obvious; it expresses the invariancy of the mass element 
in the transit ion from t h e upper (or lower) semi-circle to the interval. 
Unde r the condition (1.1) the following identities (1.2) hold: 
Pn(x) = 
= (2л)-1!* 
(1 .2 ) 
qn-i(x) = 
1 + ^ h 
-1/2 
( z - > 2 n ( z ) + z > 2 n ( z - i ) ) = 
Y 2n 
-1/2 
2 1/2 I — ! 






z + z~ 
Here {<pn(z)} and {pn(x)} have the same meaning as above and {qn(x)} desig-
nates t he orthonormal system associated with the weight function (1 — ж2) IT (ж) 
on —1 ^ x ^ 1. These relations can be used for the calculation of the systems 
{pn(x)} and {qn(x)} provided the system {<p„(z)} is known, as well as for the 
solution of the inverse problem. Indeed, cpn(z) can be expressed as a linear 
combination of two appropriate polynomials of the systems {pn(x)} and 
{qn(x)}; we observe also tha t each funct ion (1 — x2) qn__±(x) is a linear combi-
n a t i o n o f pn_x(x), pn(x) a n d pn+1(x) [cf . 2, 2.5]. 
2. The purpose of the present investigation is to extend these relations 
to the case when the weight w(Q) is no t necessarily even. In this more general 
case i t is convenient to introduce a certain bi-orthogonal system of trigono-
metric polynomials which are orthogonal with respect to the given weight 
«i(0). They represent natural generalizations of the simplest bi-orthogonal 
trigonometric system, namely {cos nO, sin «0}, corresponding to the weight 
w(0) — 1. The trigonometric polynomials thus defined depend only on w(6). 
They can easily be expressed in t e rms of {pn(x)} and {<7„(ж)} in the case when 
«>(0) is even. From this point of view they appear as certain generalizations 
of the orthogonal polynomials on a f ini te interval. 
W e shall s tudy the principal properties of these trigonometric polyno-
mials systematically; some of these properties are of algebraic (formal) charac-
ter, some others are of the transcendental (asymptotic) nature. One instance 
of the la t te r kind is t he question of t he asymptotic behavior for large values 
of the degree and the connected expansion problem. This expansion of an 
a rb i t ra ry function in terms of the bi-orthogonal trigonometric polynomials, 
represents a very na tu ra l generalization of the classical Fourier series. 
3. A trigonometric polynomial of degree n with the highest te rm 
a cos nO -f- a' sin nQ is called of t he precise degree n if the constants a and 
a' a re no t both zero. Two trigonometric polynomials А(в) = a cos «0 + 
+ a' sin nd + . • . , В(в) — b cos n) + b' sin «0 -f- . . . of degree n are called 
linearlv independent if the de terminant ! " a 
! ь b' 
A{0) and 5(0) must be of the precise degree n. 
is not zero. As a consequence, 
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Given the weight function w(0), we define the corresponding biorthogonal 
system of trigonometric polynomials {An(6), Bn(0)} by the following conditions: 
(a) А
п
(в) and Bn(0) are linearly independent trigonometric polynomials 
of degree n; 
(b) they are orthonormal in the following sense: 
(1.3) 
— Г An(Q) Am(d) w(ß) dd = — Г Bn(ß)Bm{d)w(ß)dQ = 
2л J 2л J 
— Л 
л 





(в) w(6) dd = 0 , п,т= 0 , 1 , 2 , . . . 
— п 
The system {An(Q), Bn(Q)} is of course not unique; the most general 
system of this sort arises by multiplying each vector (matrix) (An(0), Вп(в)) 
with an arbi t rary 2 x 2 orthogonal matr ix On with constant elements depend-








As mentioned above we may replace w(6)d0 by an arbi t rary distribution 
<7 a ( 0 ) . 
4. The trigonometric polynomials under consideration can be obtained 
b y a straight-forward application of the Gram-E. Schmidt process. Another 
way of generating them is a simple relationship which permits us to derive 
the bi-orthogonal system from the polynomials {(pn(z)} defined in 1. The 
resulting formulas are generalizations of the identities (1.2) to which they 
reduce when w(0) is an even function, w(—0) = w(Q). In this case t h e bi-ortho-
gonal trigonometric polynomials can be expressed in terms of the polynomials 
{р„(ж)} and {q„(x)} which are orthogonal on the interval —1 g x g 1. Another 
interesting specialization appears when w(6) is the reciprocal of a positive 
trigonometric polynomial. 
There is a simple recurrence relation satisfied by the bi-orthogonal 
trigonometric polynomials, generalizing the classical difference equation 
satisfied by the polynomials orthogonal on the real interval — 1 g x g 1. 
Also the location of the zeros of the bi-orthogonal trigonometric polynomials 
is studied together with a formula for a mechanical quadrature. 
In the fur ther course the f ini te kernel function of the bi-orthogonal 
system is introduced and its relation to the finite kernel function of t he system 
{'Tn(z)} 1S discussed. 
This terminates the par t dealing with algebraic properties. So far as 
asymptotic theorems for the trigonometric polynomials are concerned, they 
can be easily deduced from the corresponding results on q>n(z); t he same 
holds for the equiconvergence theorem of the „Fourier expansion". 
In a short closing section we deal with a corresponding system of surface 
harmonics which are orthogonal on the unit sphere with respect t o a given 
distr ibut ion on this sphere. 
5. The relationship between the three orthogonal systems def ined above 
can be described as follows: 
The transit ion from A to В is given by the formulas (1.2); t h e weight 
funct ion is even. 
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The transition f r o m A to С is given by Theorems 1 and 2 of Section 3; 
the weight function is arbitrary. 
The transition f r o m С to В is obtained when the weight in С is even; 
the suitably normalized bi-orthogonal trigonometric polynomials are in this 
case pure cosine and pure sine polynomials, respectively, and for cos в = x 
they yield the polynomials of the t ype B. 
6. Section 2 contains certain preliminaries on trigonometric polynomials 
in general and on t h e polynomials orthogonal on the unit circle (cf. A). In 
Section 3 we describe the generation of the bi-orthogonal system and the 
transit ion from A to C. Section 4 deals with a generalization of the recurrence 
formula well known in the case B. I n Section 5 wc discuss the location of the 
zeros of the bi-orthogonal trigonometric polynomials and the associated 
mechanical quadrature. In Section 6 we define the finite kernel function. 
In Section 7 we deal wi th some special cases and in some generality with the 
asymptotic behavior of the bi-orthogonal trigonometric polynomials and of 
the kernel function. I n Section 8 we prove an equiconvergence theorem. 
Finally, in Section 9 we define the space analog of C, namely the linear com-
binations of surface harmonics orthogonal on the unit sphere with respect 
to a given distribution. 
1. An expression of the fo rm 
a 0 + 2(+COS0 + iqsinfl) + 2 (a2 cos 2 0 + 6.2 sin 2 0) + . . . + 2(ctncos«0 + 6nsinw,0 
with real coefficients ak, bk is called a trigonometric polynomial of degree n. 
I t is of the precise degree n if an and bn are not both zero. The well known 
special cases are t h e cosine and sine polynomials. 
Le t A(6) and В (в) be two trigonometric polynomials of degree n. They 
are linearly independent, if and only if each element of the linear manifold 
Я A(0) + g B(0) is of the precise degree n, unless Я and g are both zero. This 
is equivalent to t h e definition in 1.3. 
I n what follows we shall consider certain systems of the form 
A : or thogonal polynomials 
on t h e unit circle 
В : orthogonal polynomials 
on the f i n i t e interval 
С : bi-orthogonal trigono-
metr ic polynomials 
§ 2. Preliminaries 
Ao(0); (An(0), bn(6)} n = 1,2, 3, . . 
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where А
п
(в) and В JO) are of degree n and linearly independent for each те. 
Every trigonometric polynomial T(0) of degree n can be written in the form 
T(0) = к0А0(в) + куА^в) + /ЛуВуф) + . . . + кпАп(в) + рпВп(6) 
?.у, fly, . . ., Х
п
, fin are uniqu 
fin such t h a t 









where the constants ?.0, /q, . ., ).n, fin are uniquely determined. Indeed 
we can find unique kn, y  
will be of degree n — 1 . 
2. A trigonometric polynomial T(0) of the precise degree n has exactly 
2n real or complex zeros Oy, 02, ..C2n provided we count the zeros as usual 
with their multiplicity and we restrict ourselves to the strip —л < Re(0) g л. 
Let a and ß be arbi trary constants; then 
. 0 — a . 0—ß 
sin • sin  
2 2 
represents a trigonometric polynomial of the f i rs t degree. The trigonometric 
polynomial T(Q) considered above can be writ ten in the following form: 
n о f) n fl 
T(0) = с JJ sin ÁP^l gin Ф ,
 с
ф q . 
r = i 2 2 
This representation is of course not unique. 
Let T(0) vanish for given values 0 = cq, a2, . .., a2m, m g n; we form 
the trigonometric polynomial 
(7(0) = j j sin - ^ = 1 sin -
of degree тег; then T(0) is „divisible" by U(0), i.e., a trigonometric polvnomial 
F(0) of degree те — тег can be found such tha t T(0) = (7(0) F(0). 
3. Let 
g(z) = c0 + CyZ + . . . + cnz" 
he a rational polynomial of degree те in z with arbi t rary complex coefficients. 
We sav tha t 
g*(z) = z"g(zH = Zn + cn_xz + .. . + 
is reciprocal to g(z). If {z„} are the zeros of g(z), those of g*(z) will be {zf1}. 
(The modification necessary for zv = 0 or is obvious.) A polynomial g(z) 
is called self-reciprocal, or briefly reciprocal if g(z) = g*(z), i.e., cv = cn_v. 
Let T(0) be a trigonometric polynomial of degree те; then T(0) = z~n G(z) 
where G(z) = G*(z) is a reciprocal polynomial of degree 2n, so t h a t T(0) = 
: Z~" G(z) = z" G(z-!); z = eie. 
4 . Theorem of L . F E J É R and F . R I E S Z . Any trigonometric polynomial 
T(0) which is non-negative for all real 0, can be written in the form \ g(z) |2, z = el№, 
where g(z) is a polynomial of the same degree as T(0). This representation of T(0) 
will be unique if we subject g(z) to one of the following two conditions: 
(a) g(z) ф 0 in I z | < 1 ; g(i)) is real and positive; 
(b) g(z) ф 0 in I z I > 1; the leading coeff icient of g(z) is real and positive• 
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Conversely, if g(z) is any rational polynomial, the expression |gr(z)|2, 
z = e,e, represents a trigonometric polynomial which is non-negative for all 
real 6. 
5. Finally, we note a few basic properties of the orthogonal polynomials 
{q>n(z)} defined in 1.1 (cf. [1], chapter 2; [2], chapter 11). 
(a) The polynomial rpn(z) is determined (except for a constant factor) 
by the following property: 
J <pn(z) q(z) w(ß) dO = 0 г = ew, 
— 71 
where q(z) is an arbitrary polynomial of degree n — 1. 
(b) The polynomial 
n 
(21) 2 ?Ja)<Pvf)=8n(a,z) 
v = 0 





z) q(z) w(ö) db = q(a) , z = e">, 
where q(z) is any polynomial of degree n. This kernel can he rep-
resented as follows: 
( 2 . 2 ) sn(a, z) <P*+i(
a) y*+i(2) — Уп+lW <Pn+lf)  
1 — az 
(c) From (2.2) we conclude easily the identities where lcn and ln are 
defined as in 1.1: 
( 2 3 ) I ^пг(Рп(г) = kn+l 4>n+l(z) — tn+l qfn+lf) ' 
К <Pn+1(2) =kn+lZ V n f ) + ln +1 <P*nf) 
(d) We have 
2 . 4 ) = 
v=0 
(e) All zeros of q>n(z) are in the open unit circle ] 2 | < 1. 
(f) Let w(Q) = ljh(0) where h(0) is a positive trigonometric polynomial 
of the precise degree h. Representing h(9) in the form | g(z) |2, 
z = ew, where <7(2) is the (uniquely determined) polynomial of degree 
h with all its zeros in | z | < 1 and such that its leading coefficient 
is real and positive, we have 
(2.5) cpn(z) = z"-hg(z), n^h-
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§ 3. Construction of the bi-orthogonal system 
1. Let w(6) be a given weight function characterizing a distribution on 
the unit circle. We define a linear function space by the following scalar 





II/II2 = ( / . / ) • 
Here w, f , and g are such t h a t the integrals occurring exist in the Lebesgue 
sense and w is no t a zero function. 
With this metric we orthogonalize the elementary functions 
1, cos 0, sin 6, cos 26, sin 20, . . . , cos nO, sin ?гв, . . . , 
arranged in a linear order, according to the Gram—E. Schmidt process. This 
leads at once to certain trigonometric polynomials An(0), Вп(в) having the 
property described in 1.3. The matrix of the leading coefficients in A„(6), 
В JO) has the form 
'a 0 I 
b b] 
where a and b' are different f rom zero. The most general system of this kind 
arises by the formula 
A JO) cos ô — В JO) sin à, ± {А
п
(в) sin д + В „(в) cos ô), 
where á = á„ are a rb i t ra ry real constants. In what follows we shall describe 
another way of generating the same hi-orthogonal systems, based on the 
polynomials { (p j z ) } . 
In the special case when w(0) is even, the functions defined by the 
Gram—E. Schmidt process are obviously cosine and sine polynomials, respec-
tively. 
2. We prove the following 
Theorem 1. Let {(pjz)} be the orthonormal system of polynomials associated 
with the weight function w(0), y JO) = ln. Let the angle y2n be chosen such that 
exp(—2i y2n) • l2n is real. The trigonometric polynomials fJO) and g JO) defined by 
(3.2) exp(-iy2n)-z-"y2jz)=fj0) + igj0), z = е'°, те = 0,1, 2, . . . , 
satisfy the orthogonality (but not the normalization) conditions (1.3). 
Thus multiplying fJO) and gn(Q) by appropriate constants, we obtain 
another generation of the hi-orthogonal system. We have 
(3 3) = e x p г / 2 п ) ' z ~ " + e x p (-iy2") ' z" ' 
2 ign(6) = exp (— iy2n) • z~" <p2n(z) - exp (iy2n) • z~n y^z'1), z = eie. 
We note tha t y2n is determined mod(^/2) provided l2n =f= 0. If l2n = 0, y2n 
is arbi trary. The dif ferent choices of y2n (y2n + те/2 and y2n + те) cause only 
unessential changes of the vector (fn(Q), g JO)). 
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The proof is immediate. Indeed, any trigonometric polynomial of degree 
n — 1 is a linear combination of the functions 2" = eM , —n + 1 v 
< 7 i — - 1 . N o w 
(z) z V ( 0 ) d e = 
л 
= — i <P1,ÀZ) Z"~ 
2л J 
' W ( 6 ) £/0 = 0 , 
Here /„(6) and д
п
(в) are orthogonal to any trigonometric polynomial of degree 
n — 1. Further we form 
л 
~ (' (exp ( - iy2n) z-»<p2n(z))2w(6) de = \\fn\\2 - H^ll2 + 2i(fn, gn), z = ea. 2л J 
—л 
In view of the orthogonality this integral is 
л 




= exp ( - 2 iy2n) • — ( <p2n(z) l2n Z~2n w(6) de = 
2л J 
— Л 
= е х р ( - 2 г у 2 „ ) - ^ = ± - 1 ' 2 " 1 
ко к. 2п 
so t h a t (fn,gn) = 0 and Щ\2 - \\дп\\2 = ±\12пЦк2п. Also, ||/„|j2 + \\дп\\* = 1, 
so t h a t 
II , 
m -±íi±JS н а д 1 1 i p ÜM. 
к 
"-On 
Let us choose y2n such tha t the upper signs hold. The trigonometric polynomials 
А
п
(в) = 21 /2 ( l + М Г / 2 /
п
( 0 ) = 
г 
(exp (— iy2 n) • z~" </?2n(z)+exp (iy2n) • zn ^„(z" 1)) , 
f l _ Ь г П _ 1 / г 
(3.4) 
= 2 - 1 / 2 I + Ь 
Л2n 




= 2 - 1 / 2 ! _ M P 2 -
k. v2n 
i(exp ( - i y2n) • z~" <p2n{z) - exp (i y2n) • z" cp^z'1) ), 
z = ew, 
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form then a bi-orthogonal and normalized set. We note t h a t 






(в) + г [ 1 - Ы 1/2 B n ( 0 ) 
2n ) 
If exp(—2г y2n) • l2n = — | l2n |, the normalizing factors in (3.4) and 
(3.5) have to be modified replacing | l2n | b y — | l2n |. 
3. In the f i rs t identi ty (2.3) we replace n by 2n — 1 and we obtain t h e 
following formulas in which the same symbols are used as in 2. 
Theorem 2. For each n 
e x p ( — < У а л ) - 2 1 - я f i n - i ( z ) 






1 + ^ 
Ш + i 
m = 
i f l + ! ? 2 n l 
1/2 
1 _ M | 
к 










1/2 \lo -1/2 
V n P ) = 
= e x p ( - iy2n) • z1-" q>2n-i(z) — e x P ( W i n ) • г""1 V z n - i i * ] ) 
2 1 / 2 e x p ( - iy2n) • z1-" %„_!(«) = 
( i _ i y 1/2 A„(0) + i 1 + 1 У Г 
к 2 n 
в
п
(в), z = e'". 
and 
Indeed, z = e'9, 
k 2 n — l z X "fin—i(z) — 
= Кn <P2n(z) — hn Z" 4>2nh1) = 
= К П e x p ( » y 2 n ) • ( / n ( 0 ) + — к n e x p ( - г у 2 п ) ' ( / n ( 0 ) - « 7 n ( 0 ) ) 
e x p ( 2 г у 2 п ) • I 2 n _ к 2 п jZ2„| 
к2п—1 (k2n | * 2 n | 2 ) 1 / 2 
k2n + exp (— 2 iy2 
n) ' *2n k2n + |*2n| 
к 2n—1 
Here we used (2.4). Again we assumed t h a t e x p ( — 2 i y 2 n ) - l 2 n = \ l2n |. I f 
exp(—2i y2n) • l2n = — [ l2n |, the normalizing factors in Theorem 2 m u s t 
be modified as in 2. 
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§ 4. Recurrence relations 
1. In t h e second ident i ty (2.3) we replace n by 2n and obtain 
k
z n z ~ " 4>2n+1(2) = h n + i z - z ' " < P z n ( z ) + h n + i ^ n ^ 1 ) , 
so that in view of Theorems 1 and 2: 
(iy2n+2) • {Pnfn +1(0) + 4n9n+1(0)) = 
=
 2n + l z exp (iy2n) • (fn(0) + ign(d)) + 
+ hn+i e x p (— iy2n) • ( / „ ( 0 ) — ign(0)) = 
= h n + i 2 e x p (iy2n) • (f„(6) + ign{d)) + 
+ exp [i(2y2n+1 — y2n)~] • {/„(в) — ign(0)), 
where 
( 4 . 1 )
 P n = q - 1 = i l - \ h n + 2 \ l h n + 2 _ Y ' 2 
1 ~b /2/1+2! lk2n+2 . 
and 
exp (— 2 iy2n+1) • l2n+1 = \l2n+l\ , 
Hence we conclude the relations 
— AO 
(4.2) 
hnPnfn+l(d) = (k2n+l c o s ( 0 + Ôn) + \hn+l\ cos 'Yn)fn(0) + 
+ ( — hn+1 s i n ( 0 + Ôn) + | I 2 n + 1 | s i n »'„) gn(ß) ; 
к
тЯпЯп+i(fl) = (^2n+x sin (0 + 6n) + |?2n+1 | s in 0'п)/п(в) + 
+ (k2n+i cos (0 + ôn) — \l2n+r cos ô'n) gn(d), 
where 
(4.3) Ön = y2n — y2n+2, d'n = 2y2n+1 — y2n — y2n+2 . 
I t is easy t o transcribe these relations into some others between the normalized 
functions An(d), Bn(0). He re we have chosen exp(—2i y2n+2) • hn+2 an<i 
exp(—2i y2n+1) • l2n+1 to be positive 0) and exp(—2i y2n) • l2n real. I n the 
case when t h e first of these three quanti t ies is negative, pn and qn mus t he 
interchanged; when the second quantity is negative, \ l2n+x \ must be replaced 
b y —\hn+i\-_ 
The relations (4.2) can be written in the matrix form 
( 4 - 4 ) ( / n + i ( 0 ) , 0 „ + i ( 0 ) ) = ( / „ ( 0 ) , ? „ ( 0 ) ) ( «„(0) ь„(0) 
c„(0) < ( в ) ] 
where the elements of t he 2 x 2 matrix are trigonometric polynomials of the 
first order. 
A typica l instance is the trivial case w(0) — 1; t he recurrences assume 
the form 
(4.5) c o s ( n + 1 ) 0 = c o s 0 c o s п в — s i n 0 s i n / 1 0 , 
s i n (n + 1 ) 0 = s i n 0 C O S / 1 0 + c o s 0 s i n nO . 
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2. The special case when w(b) is even, w(—0) = w(6), is of part icular 
interest; the recurrences (4.2) become then the classical recurrence relations 
for orthogonal polynomials of a finite real interval. Indeed, in this case all 
coefficients of the polynomials cpn(z) are real, thus ln is real. We choose y2n = 0 
for all n, so tha t fn(6) will be a cosine and gn(9) a sine polynomial. Also we 
choose y2n+1 = 0 or л/2 according as l2n+1 is positive or negative. We have 
then the relations 
(4 6) ( ^ Р л / п + Л 0 ) = c o s 0 + hn+i) fnP) — hn+i s in 0 • gn(9), 
í hnlnVn+iP) = hn+1 sin 9 .fn(9) + (Jc2n+1 cos 0 — l2n+l) gn(9), 
P n = 9 n 1 = 
1/2 
U "b hn+?l^2n+2 
From the f i rs t equation we derive 
— k2n+1 sin 0 • gn(6) = k2npjn+1(0) — (k2n+1 cos 0 + lln+1)fn(9), 
— Kn + 2 sin 0 • SWi(0) = hn+2Pn + lfn+2(°) — 0 + l2n+3) fn+1{9) . 
Combining this with the second equation (4.6) and taking the identity 
sin2 0 + (k2n+1 cos 0 — 72„+1) 2n+1— 2n+1 = k2n+1 — 2n+1 
2n+l 2n+ï 
into account, we obtain a recurrence of the classical t y p e 
/n+ 2(0) = (r„cos0 + Sn)fn+1(9) + tjn{9) 
for /„(0). Similarly, we can derive a recurrence for <7n(0). 
§ 5. Zeros. Mechanical quadrature 
1. We use the previous notation and prove 
Theorem 3. Let a and b be real constants, not both zero. The trigonometric 
polynomial afn(6) + bgn(9) has real and distinct zeros. The zeros of fn(Q) and 
gn{0) are interlacing each other. 
More generally, the zeros of 
afnP) + Ъд
п
(в), - bfn(9) + agn(9) 
interlace. The assertion is an immediate consequence of t h e argument prin-
ciple applied to the rational function 
(a — ib) exp (— iy2n) • z~" ç>2n(z) = w, 
which has a pole of order n a t the origin and 2n zeros in | z \ < 1. (The modi-
fication is obvious if z — 0 is a zero of y2n(z).) Hence the index number of 
the curve described by tu as [ z | = 1, is 2n — n = n. Consequently every 
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half ray issued from the origin w = 0, will be intersected by this curve a t least 
n times in such a manner t h a t the argument of w at t he point of intersection 
is increasing. Choosing for these rays the real and imaginary semi-axes, we 
obtain at least 2n, hence exact ly 2n zeros for both trigonometric polynomials 
n question. The interlacing property will be obvious also. 
2. Theorem 4. Let us denote by 0,, 02, . . ., 02n the zeros of the trigonometric 
polynomial afn(6) -f Ъдп(в) defined in Theorem 3. There exist certain positive 
constants Я2, . .., ?.2n such that for any trigonometric polynomial Т(в) of 
degree 2n — 1 the following identity holds: 
2 n 
(5.1) - Г T(0) го(в) db = У XVT{BV). 
^ J ét 
— 7Г 
The proof follows the classical pa t te rn . We write u(Q) = afn(Q) -\-Ъдп{в) 
and form the expression 
• О 
2 и (0J sm — 
Here и'(0„) ф 0. Let у be any value different from v; the re exists a trigono-
metric polynomial v{6) of degree n — 1 such that 





\2и'(в„) sin ~ " 
(v(d)r-. 
Hence h(6) is a trigonometric polynomial of degree 2n — 1, and obviously 
h(9v) = T{QV). Consequently, T{Q) — h{6) = u(9)v1(6) where ^(0) is of degree 
n — 1, so t h a t 
(T(0) - h(ß))w(ß) dd = 0. 
Writing 
i_ • um _ e
 e м 
the assertion follows immediately. 
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§ 6. Kernel function 
1. We define the finite reproducing kernel function of t h e bi-orthogonal 
system by 
(6.1) A0(a) A0(6) + 2(Av(a) Av(9) + Bv(a) Bv(6)) = Kn(a, в) 
V = 1 
where a and в are real variables. Obviously, each t e rm Av(a) Av(6) + 
+ Bv(a) Bv(9) will be invariant if we multiply the vector (Av(9), Bv(9)) by an 
arbi t rary orthogonal matrix with real constant elements. Thus, Kn(a, 0) 
depends only on the weight function w(9) (and, of course, on а, в, n). 
The kernel function possesses the reproducing property 
л 
(6.2) — !' Kn(a,9)-t(9)w(9)d9 = t(a), 
2л J 
— Л 
where t(9) is an arbitrary trigonometric polynomial of degree n. 
2. Theorem 5. Let sn(a, z) be the kernel function associated with the system 
{q>n(z)} ; let a = ela, z = ei0. We have the identity 
(6.3) Kn(a, 0) = (az)" s2n(a, z). 
Thus, t he right-hand side is real. This follows also f r o m the identi ty 
s2n(a, z) = (äz)2" s2n(z~\ d"1) [cf. 2, (11.3.4)] for | a | = | 2 | = 1. 
For the proof of (6.3) we verify tha t t h e right-hand expression has t he 
reproducing property. We choose t(9) = zv = еы> where v is an integer, 
—и v ^ n. We have, using the reproducing property of s2n(a, z): 
л л 
— ( (az)" s2n(a, z) • t(6) w(d) dd = — f a " s2n(a, z) • z"~v w(9) dd = 
2л: J 2л: J 
— л —л 
= a" • â"-v = a" = t(a). 
3. Combining Theorem 5 with (2.2) and with the last formula in Theorem 
2, we obtain a closed form for the kernel funct ion (6.1). Indeed, 
Kn_ (a, 0) = (az)"'1 tân-if) - <P2n-i(o) Vm-if) 
1 — az 
_ ( « 2 ) п - 1 / 2 У 2 п - 1 ( а ) у 2 п - 1 ( г ) - ( а г ) " - 1 / 2 у г п - M ) П п - i f ) = 
(az)1!2 - (dz)1'2 
I m {(az)"*1!2 y2r,-i(a) 4>2n-if)} 
I m {(az)1!2} 
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Writing 2rn = 1 — I l2n \jk2n, 2sn = 1 + 1 l.,n \\k2n, we find 
Im { ( ä z ) " - 1 ' 2 ^ - ! ^ ) <P2n-xH) = 
= Im {(®)i/«(ri 'MB(a) + « № ( « ) ) ( rpA n (0 ) - <в*'«Я„(в))} = 
= (rnSny/2cos^72(A(0)Sn(a) - Ап(а)Вп(в)) + 
+ sin ^ + snBn(a)Bn(0)), 
А so tha t 
К
п
_у(а, 0) = I . f e l ctg — ( Л И В Д - Л ( в ) В Д ) ~ 
(6.4) 2 2 
- (rnAn(a)An(0) + S n R n (a )ß n (0 ) ) . 
Here we used t h e formula 
which is a consequence of (2.4) 
(6-5) 2 r n - 2 s n 
2n ^2 П 
§ 7. Special cases ; asymptotic behavior 
1. Le t us consider t he special case defined in Section 2.5 (f): w(9) = 
= 1/Л(0) where h(9) = | g(z) |2, z = e'e, is a trigonometric polynomial of the 
precise degree h; g(z) is a polynomial of degree h, all zeros of which are in 
[ z I < 1 , and g(z) has a positive leading coefficient. 
We assume tha t 2те — 1 i t h. In view of (2.5) we have l2n — 0 so t h a t 
y2n = у is arbitrary. We have by the last formula in Theorem 2: 
(7.1) 21/2 e~iyzn~hg(z) = А
п
(в) + iBJß), z = ею. 
Here у is arbitrary real. Formula (3.5) yields the same result, and in addition 
also the case 2те = h; we have then l2n =lh = gr(0) and y is defined as in 
Theorem 1. 
2. Now let w(0) be a positive weight function defined on the un i t circle 
and satisfying the Lipschitz-Dini condition 
—i—д (7.2) \W(Q + ô ) — w { 0 ) \ < L|log<5| 
where L and Я are positive constants. This case was considered in [2], chapters 
10, 12 and 13; we re fer here to those results which are relevant for our 
purposes. 
There exists an ana ly t ic function D(z) regular for | z \ < 1 and continuous 
for I z I ^ 1, such tha t w(Q) = | D(eif>) |2. By the addit ional conditions D(z)ß 0 
in I z I < 1 and D(0) > 0, this function is uniquely determined. 
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For each n there exists a polynomial k(z) of degree n — 1, h(z) ф 0 for 
I z I ^ 1, such t h a t 
(7.3) |Z)(z) - (/(z))-1] <Q(\ogn)-* 
uniformly in I z I ^ 1 [cf. 2, (10.3.12)]. From this we conclude [cf. 2, (13.7.4)] 
t h a t 
(7.4) ID(e'^+e)) — D(eie)\ < L' | log (5|-д. 
Finally we have [2, Theorem 12.1.3] 
(7.5) <pn(z) = zn{D(z)}-i + £n(z), |e„(«)| < C(\ogn)-\ z = e ie. 
Here Q and С depend only on L, A, and on t h e minimum and maximum of 
w(9). We have, z = eie, 
71 71 
l„ = — [<pn(z)de = — [z"{D^)}^dQ + 0[(\ogn)-"} = 
2л J 2л J 
(7.6) 
= — Г 2" [{ű(z)}-1 - h(zj] dß + О [(log те)-д] = 0[(log n ) - ' ] . 
2л J 
—л 
Thus we f ind f rom (3.5) t h a t for m-> oo, z = ew, 
(7.7) A„(0) + iBn(e) = 2x/2exp ( - iy2n) • z"{D(z)}~i + O[( logn)- 3 ] . 1 




(в) are uniformly bounded as n—у Another 
important consequence is tha t for a = e,a, z = ew, we have 
1 M i
 {An(a) В„(6) - А„(в) ВД) = 
2 к2п 
(7.8) = 1 ïf=Ulm{(An(a)-iBn(a))(An(e) + iBn(e))} = 
2 к 2 п 




, z = e'e, 
since к2п_у\к2п is bounded. We note also t h a t in view of (2.4) and (7.6) 
(7.9) M = 1 + 0(\l2n\2) = 1 + О [ ( log п)~ф . 
kin 
This formula will be used later. 
4
 I t would be possible to make more precise statements about the constants 
occurring in the various remainder terms. For the sake of brevity we omit these detai ls . 
2 A Matematikai K u t a t ó Intézet Közleményei VI I I . A/3. 
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§ 8. Equiconvergence 
1. Based on the previous preparat ions we prove now the following: 
Theorem 6. Let /(0) be an arbitrary bounded and measurable function. 
We denote by 
л 
( 8 . 1 ) « „ = — j / ( 0 ) Kn(a, 0 ) w(6) dd 
2л J 
the nih partial sum of the expansion of f(Q) in the generalized Fourier series 
proceeding in terms of the bi-orthogonal trigonometric polynomials associated 
with the weight function w(0). Here w(0) satisfies the Lipschitz-Dini condition 
(7.2) with Я > 1. 
We denote by 
0 — a 
* sin (2 те -f 1) 
( 8 . 2 ) s'n = — ( 7 ( 0 ) — — dd 
2л J . О — a 
sin  
2 
the nth partial sum of the ordinary Fourier series of f(0). Both sn and s'n are taken 
at 0 = a. Then 
(8.3) lim (sn -s'n) = 0 . 
2. We make first some preliminary observations. 
(a) As remarked in Section 7, An(9) and Bn(6) are uniformly bounded 
as те—By Riemann's L e m m a 
л л 
lim j /(0) w(9) An(0) dd = lim J / (0 ) w(6) Bn(0) dd = 0 . 
— л 71—><« —л 
T h e assertions 
(8.4) lim {sn_x - s'n) = lim - = 0 
n I k2n I 
are equivalent wi th (8.3) since s'n = O(log те) (Lebesgue constants) 




s'n = 0 ( 1 ) , as те 
We shall use (6.4). The contribution of the second term of (6.4) to 
tends to zero. 
(h) YVe assume t h a t | в — a \ < е/те where e > 0 is independent of те. 
T h e expression (7.8) as a funct ion of 0 is uniformly bounded; 
hence, by S. Bernstein's theorem, its derivative is 0(n), so that 
t h e corresponding parts of t h e integrals (8.1) and (8.2) are equal 
t o e • 0(1/те) • О(те) = е- 0(1). 
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(c) Let | 0 — a | ^ е/тг. Taking (8.4) into account, the first t e r m in the 
last expression of (7.8) will yield: 
(8.5) 
- ( 7 ( 0 ) I M  
2л J 
D(z) 
exp [i(n + 1/2) (0 — a)] . 0 — a ] -
1 
s m 1 x 
X exp [— г'(0 — a) 12] cos — 1 
D(a) 2 
dd ,a = eia, z = e" 
where we integrate over | 0 — a \ sjn. Now hy (7.4) 
and 
m _ i = O [ | l o g | 0 _ a | | - ' ] 
D(a) 
10 — a|—1 • J log j0 — a 
is integrable. The same holds for 
0 — a 
i - H 
sin exp [ — г(0 — a)12] cos -0 — a 
(8.6) 
(this function is continuous), so tha t 
m 
. 0 — CCI —l 
s i n  
2 
- f - f e x p [—1(6-a) 2] c o s — 1 
D(a) 2 
is integrable. Adding now to (8.5) the same integral extended over 
( 0 — a I < sin, the added pa r t will be 
0(1)- (' |0 — a | - 1 - | l o g ( 0 — a ) | - A d 0 = O[(log«)1- ; i] = o(l) as о, 
| в - а | < в / п 
since A > 1. Using Riemann's Lemma, the to ta l expression (8.5) (ex-
tended over t he whole period — л ^ 0 ^ л) t ends to zero as 
(d) Finally we deal with the contribution of t he remainder t e rm in 
(7.8). Since 
f I . 0 — а I sm dd = O(logn), 
| e - o | £ « / n 
we obtain O(log n). O[(log n ) ~ ' ] = o(l), taking again A > 1 into 
account. 
Thus the theorem on equiconvergence is established. 
§ 9. Problems on the sphere 
There is an analog of the bi-orthogonal trigonometric polynomials in 
higher dimensional euclidean spaces. They are linear combinations of surface 
harmonics orthogonal on the unit sphere with respect to a given weight 
function. The construction described in 3.1 can be applied. However, the 
problems about nodal lines, asymptotic behavior and equiconvergence seem 
to be ra ther difficult. There is, of course, no analog of the polynomials {fn(z)} 
of a complex variable z. For the sake of simplicity we restrict ourselves to 
the three-dimensional case. 
2* 
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1. Let в and ср be the usual coordinates on the unit sphere, 0 the distance 
f r o m the pole, 0 g 0 g л, —л g ср < л. Let w(9, tp) be a positive and con-
t inuous weight func t ion on the un i t sphere. We denote the surface harmonics 
of degree n, n a m e l y the functions 
(9.1) Fn(cos 0) ; (sin 0)"F« (cos 0) exp (iv<p), 1 ^ v g n , 
brief ly (in any f i x e d order) by 
(9.2) 7<">, Г<">, . . . , 7ft>, W = 2 r a + 1 . 
We apply now the Gram—E. Schmidt process to the functions 
( 9 . 3 ) 7 i f » , \ g k g 2m + 1 ; m = 0 , 1 , . . . , n - 1 ; 7 ) " ) , Yi?\ . . . , 7 ( f t n ) , 
where 1 g h g 2n + 1. The ordering of the systems {7jf)}, m < n, is imma-
terial , but the ordering of the harmonics of degree n is essential. The scalar 
product is def ined as follows: 
71 71 
(9.4) [ f ' g ) = bt J [ М ? ) ^ - ? 0 ) » ' 0 ' ? ' ) ^ ^ -
0 —71 
W e obtain cer ta in surface harmonics of degree g it, the te rms of degree n 
can be described as a linear t ransformation of 7 f \ 7£ n \ . . . , У.(")+1, the 
matr ix of which has main diagonal elements =j= 0 and all elements above 
t h e main diagonal are = 0. 
The most general orthogonal system of this kind arises by applying 
t o the system of functions of degree n, thus defined, an arbi t rary orthogonal 
transformation of order 2n -)- 1 with constant coefficients. 
2. The „zona l " case, i.e., the case when ic(9, <p) is independent of <p, 
w(9, <p) = w(Q), allows certain simplifications. We have then an orthogonal 
system of the following kind: 
(9.5) Pn(cos 0) J ( s i n в)"I)nv(cos 0 ) e x P (i-vip), 1 g v g n • 
Here pn(x) and pnv(x) are polynomials of degree n and n — v, respectively, 
satisfying the following orthogonality conditions [cf. 1.1]: 
(9.6) 
l 
j pn(x)pm(x) W(x)dx = ônm, n, m = 0, 1 , 2 , . 
1 
H Pnv[x)Pmv(x) • (1 - x2)'W(x) dx = ônm, n, m = v, v + 1, v + 2, 
(Received April 1, 1963) 
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О БИОРТОГОНАЛЬНЫХ СИСТЕМАХ ТРИГОНОМЕТРИЧЕСКИХ 
МНОГОЧЛЕНОВ 
G . S Z E G Ő 
Резюме 
Пусть w(Q) неотрицательная, L-интегрируемая, не идентично исче-
зающая весовая функция с периодом 2 л. Тогда существует система тригоно-
метрических многочленов (/„(б), g„(6)), ортонормированных с весом w(6) в 
смысле (1.3). Функция w(Q) определяет эти многочлены с точностью до ортого-
нальных преобразований векторов (/„(б), g„(6)). В том частном случае, когда 
ю(в) является чётной функцией, функции /
п
(б) и g„(6) можно легко выразить 
через некоторые многочлены переменной х = cos б, являющиеся ортого-
нальными на отрезке - 1 ^ x S 1, в отношении подходящих весов на этом 
отрезке. В этом смысле наши тригонометрические многочлены представляют 
собой обобщение обыкновенных ортогональных тригонометрических много-
членов конечного отрезка. Существует также тесная связь между многчле-
нами /
п
(б) и gn(6) и многочленами величины ею, являющимися ортонорми-
рованными относительно подходящей весовой функции на единичной окруж-
ности. В статье исследуются разные свойства функции /„(б) и gn(0), напри-
мер рекурсивные соотношения места нулей, керн-функция, механическая 
квадратура, и т. д. Кроме того, исследуется для больших индексов п асимп-
тотическое поведение функций /„(б) и gn(ö) и устанавливается одна теорема 
равносходимости. При помощи последней теоремы могут быть легко обоб-
щены некоторые классические свойства обыкновенных рядов Фур'е. 
Аналогические системы ортонормированных функций, представляю-
щих собой соответствующие обобщения классических сферических функ-
ций Лапласа, могут быть исследованы на шаре. 

AN OSCILLATION THEOREM CONCERNING THE HALF-LINEAR 
DIFFERENTIAL EQUATION OF SECOND ORDER 
by 
I M R E B I H A R I 
1. By the equation in question we understand 
(1) x"+f(t)g(x,x') = 0 
provided tha t the function g(u, v) possesses for a rb i t ra ry u, v, A the following 
two properties: g(k u, A v) = A g(u, v) and sg g(u, v) = sg u. In this case 
equation (1) has namely with the linear equations the property in common 
tha t with x(t) also cx(t) is a solution for an arbi t rary constant c. 
In some previous papers [1]—[4] several problems were t reated con-
cerning (1), as tha t of the eigenvalues under Sturmian boundary conditions, 
criteria for non-oscillation, periodic solutions for periodic /((), asymptotic 
behaviour for t—у + etc. 
In the present paper sufficient conditions are given for the oscillation 
of every solution of (1). 
Let us assume the continuity of f(t) and g(u, v), fur thermore the unique-
ness of t he solutions for given initial conditions. Then it is easy to show tha t 
a separation theorem holds here too, consequently either every solution is 
oscillatory or none of them. Viz., the Wronskian W(xv x2) of 
the linearly independent solutions xv x2 does not vanish, since if W(xv x2) vanis-
hed at a place t0, the system of equations 
VlW + C2Xi((o) = 0 
Cyx'ft,) + c2x'2(t0) = 0 
would have a non-trivial solution cv c2, tha t is 
x f t , ) = Ax2(<0), x((t0) = A x2(t0) 
would hold, which implies on account of the uniqueness Xy(t) = A x2(t) for all 
t. — I t can be shown in t he same way tha t Xy and x2 have no zeros in common. 
(Incidentally, we remark t h a t the constancy or non-constancy of W(xv x2) is 
an open question and i t is also unknown, whether W(Xy, x2) has a positive 
lower bound or not, provided W ( x x ( t 0 ) , x2(i0)) > 0.) The zeros of the linearly 
independent solutions Xy(t) and x2(t) separate each other . For if ty and t2 
( t y < t 2 ) are two successive zeros of X y ( t ) , and x2(t) did not vanish between 
x (t) 
them, then the function 1 would continuously differentiahie in [ty, t2] and 
x2(i) 
'275 
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vanished at t = t1 and t = t2. Therefore, according to Rolle's theorem there 
would exist a place t = t3 with tl < f3 < t2, where 
d_ jxA
 = W(xv x2) = o 
dt (xj x| 
This is however impossible and so x2 possesses one zero — moreover exactly 
one — in (tv t2). 
If in (1) f(t) a > 0 ( a constant), then the equation is oscillatory, 
as may be shown by applying a comparison theorem of Sturmian type (see 
[1]). Viz., the solutions of the comparison equation x " + a g(x, x') = 0 are all 
periodic. The mere assumption f(t) ^ 0 does not make possible the applica-
t ion of the comparison theorem. — In case of the linear equation x " + 
+ f(t) x = 0 A . W I N T N E R [ 5 ] has shown the sufficiency of the sole condition 
j f ( t ) d t = + oo 
without making use of the assumption f(t) 0, moreover he has given a slightly 
more general condition, too. — In respect of (1) we have the following weaker 
result only: 
Theorem 1. If in (1) 
1° f(t) ^ 0 and is continuous, furthermore \f(t)dt= + 
2° g(u, v) is continuous, g (I u, Xv) — X g(u, v), sg g(u, v) = sg и for abitrary 
X, u, v, 
3° the solution is uniquely determined by the initial conditions, then all solutions 
are oscillatory. 
Proof. If x(t) is a solution of (1), we have 
t 
j/(«) g{x(s),x'(s))ds = 
<0 
Equation (1) implies xx" ^ 0, therefore the graph of x(t) tu rns its concave 
side toward the t-axis; consequently if x(t) were not oscillating and e.g. had 
a positive sign for t ^ t0, then x(t) ^ с would hold with a certain с > 0 
Thus —|/x2 + x'2 —x ^ —c. Since x " < 0, x ' decreases, therefore cannot 
tend to + oo, i.e. x ' к (к > 0). If x ' tended to — oo, then beyond some 
t = t1 x would assume negative values in contradiction with x> c. Excluding 
this possibility we have x ' —I (I > 0) and thus 
x'(t) - x'(/0) = -
(2) 
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But h(x) i t p> 0 provided x с and in the domain u2 -f r2 = 1, и p, 
min g(u, v) > 0 holds. Denoting this value by <jrmin we have 
x'(t)-x'(tc)^-cgmin { f a ) da, 
to 
therefore x'{t) < 0 for t sufficiently large and x'{t) - > — oo as t —*• 0 0 , whence 
x(t) < 0 for t > tx with some tx > t0. 
x' 
Otherwise-. If x(t) > 0 (t > t f ) , then the function q = — exists for t > tn 
oC 
and satisfies the equation of Riccati type 
(3) q' +q2+f(t)g(l,q) = 0. 
As g(l, q) > 0, we get from (3) 
g(hq(t)) 
whence 
(4) F(t)= ( f a ) d s ^ - F I' 
J J ff(i,q(s)) J ,?(«)) g(и«) 
h q(to) 
<7(0 
But F(t)-+ + o o as ( - > 0 0 , so tha t - — : >•— i.e. q(t) - > — o o , 
J 0 ( 1 , « ) 
A —>- oo. If x(t) > с > 0, then this involves x'(t) — » , etc. 
Transforming (1) by the substitution x = ç(t) sin d(t), x'(t) — g(t) cos &(t) 
we get a third variation of the proof. Obtaining 
(5) •&' = cos2 & +/(<) g (sin 0, cos ÏÏ) sin & , 
(6) q' — Q c o s $ [ s i n $ —/(Ö <7 (sin cos «?)]. 
Here g = fx2 + x'2 > 0, hence x = 0 if and only if sin & — 0. Therefore for 
not vanishing x 
g (sin ß, cos 0) sin ß g( 1, ctg ß) 
whence 
t c t g 0 ( 0 
d i t 
У OO (t-
g ( l , и.) 
f„ Ctg 0(<„) 
j ' f a ) d s = - Г 
X 
i.e. ctg &(t) —*•— oo. But ctg ß(t) = — , etc. If we do not assume t h a t f(t) ^ 0, 
x' x' 
then we conclude from > - oo, t h a t — < — к (t > t„, к > 0, whence 
x x 
О < x(t) < x(t0) e-W-U, 
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i.e. x(t) —»- 0, Consequently, either (1) is oscillatory or every solution 
of (1) tends to zero as t-+- °° (the solution x = 0 is asymptotically stable). 
In case of the linear equation from t h e latter p roper ty the former one follows, 
but here we did not obtain more t h a n this alternative, although it is very 
probable tha t the assumption f(t) > 0 is unnecessary. 
2. Let us consider now the equation 
(7) x" + f(t) g(x) = 0 
with f(t) like in the previous paragraph and let g(x) be a funct ion defined 
for every x, continuous and non-decreasing with sg g(x) = sg x, fur thermore 
let us assume uniqueness here, too. Then no separation theorem holds, we 
have however, 
Theorem 2. Every solution of (7) is oscillatory. Obviously the former 
proof in its first form may be applied here, too. Now 
x'(t)-x'(t0) = - //(«) g(x(s))ds. 
Here xx" < 0 being also true, t he supposition x(t) >, с (с > 0, t > t0) gives 
g(x(t)) è g(c), thus 
X'(t) - x'(t0) ^ - g{c) J f(s) ds 
n 
whence for sufficiently large t we conclude x(t) < 0. If, for t > t0, x(t) SL —с 
(с > 0), then g(x(t)) ^ g(—с) and 
x'(t)-x'(t0)^-g(- с) $ f (s) ds 
t о 
where —g(—с) > 0 and so for some t > tQ% x'(t) > 0 and x'(t) —> + as 
t—v+ oo, i.e. x(t) would be positive from a certain place. 
The more general equation 
(8) - f (h(t)x')+f(t)g(x)=0 
may be transformed by the substi tution r = (tx > 0) in to the equation 
J h(s) 
d2x — - -
(8') + h(r)f(r)g(x(r)) = 0 (®(r) = x(t), A(r) = h(t),f(r) =f(t)) dx2 
t r 
and f f(t) dt = J / ( t ) h(x) dr. Consequently, if beside the above conditions 
i„ т» 
С dt 
h(f) > 0 (t > t f ] and = o o , then everv solution of (8) is oscillatory 
J Щ 
(see also [6]). 
If h(0) = 0, then t = 0 is a singular point of (8) and (8) can have solutions 
oscillating an infini te number of t imes in the neighbourhood of t = 0. The con-
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d i t i o n s fo r t h i s b e h a v i o u r m a y b e o b t a i n e d b y t h e t r a n s f o r m a t i o n x = — . 
T h e s e a re 
t. (. 
f(t)h(t) è 0 , J / ( 0 dt = oo, J A = oo (i0 > 0) 
0 0 
v iz . , e q u a t i o n (8) will t h e n b e t r a n s f o r m e d i n t o 
at I dx) г2 
a n d /. ~ _ и 
f ( x ) Г dt Г dx 
Л(т) 
( R e c e i v e d S e p t e m b e r 25, 1962) 
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О С Ц И Л Л Я Ц И О Н Н А Я Т Е О Р Е М А , К А С А Ю Щ А Я С Ь П О Л У Л И Н Е Й -
НОГО Д И Ф Ф Е Р Е Н Ц И А Л Ь Н О Г О У Р А В Н Е Н И Я ВТОРОГО 
П О Р Я Д К А 
I . B I H A R I 
Резюме 
У р а в н е н и е (1) н а з ы в а е т с я п о л у л и н е й н ы м , если ф у н к ц и я д(и, v) н е п р е -
рывна , д а л е е если для л ю б ы х Я, и, v имеет с и л у равенство д(Ы, iv) = Ад(и, v) 
и, наконец , sg д(и, v) = sg и. Д л я с л у ч а я д(и, v) = и A . W I N T N E R п о к а -
з а л , что л ю б о е решение у р а в н е н и я (1) я в л я е т с я о с ц и л л и р у ю щ и м , е с л и 
I f(t)dt = + oo. В н а с т о я щ е й статье эта теорема р а с п р о с т р а н я е т с я на у р а в -
нение (1) с о г р а н и ч и в а ю щ и м у с л о в и е м : /(/) ^ 0. 
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Подобный результат получается также в случае уравнения (7), если в 
нём д(х) непрерывна, не убывающая и sg д(х) — sg х. В обоих случаях пред-
полагается, также единственность решения при заданных начальных усло-
виях. Полученная теорема имеет силу и для уравнения (8), если в нём 
h(t) > 0 (í > /0) и Г - ^ - = оо, а если /г(О) = 0, тогда в окресности особой точки 
J h(t) 
t = 0 любое решение является осциллирующим, если только выполнены 
условия: 
t. ь 
/(/)й(*)>0, \f(t)dt = œ,
 = (t>0). 
J J Щ 
о о 
ON SOME DISTRIBUTIONS CONNECTED WITH THE ARC SINE LAW 
Ъ у 
E. CSÁKI and I . V I N C Z E 
Introduction 
1. In the following we shall consider both cases of the f in i te arcsine law, 
namely the original form due to CHUNG and F E L L E R [ 2 ] and the general 
case of S P A R R E A N D E R S E N [1] as well. In connection with these theorems we 
shall determine some distributions and shall give for the discrete case combi-
natorial proofs based on one-to-one correspondences. In formulating our results 
we shall make use of the model of CHUNG and F E L L E R : 
Two gamblers A and В play a coin tossing game in which player A 
wins or loses a uni t according to whether t he result of t he coin tossing is 
„head" or „ ta i l" . Denoting his winnings in the г'-th trial by £f we have Р(|,- = 
= + 1 ) = Р(£,- = — 1) = — and the total amount of his winnings a f t e r 
2 
г trials by st — | x + | 2 + • • • + £;> («о = 0); we shall say t h a t A leads over 
В a t the г'-th tr ial , if either st > 0 or s, = 0 b u t s i_1 = -f 1. Among 2n t r ia ls 
A may lead in 0, 2, 4, . . . , 2?i tr ials and we shall denote by 2y2n the number 
of leading steps. As CHUNG and F E L L E R [2] have shown, y2n follows the f in i t e 
arcsine law; i.e. if | 2 , . . ., ij2n are totally independent, t hen 
(1) 
Р(У2п = </) = — 1 (2 g 
я 
2 n — 2 g 
n
~9 . 
g = 0 , 1 . 2 , n. 
The limiting distribution, obtained by P . LÉVY in [6] is 
(2) l i m P ( y . i n <na) 
л j f i 
dx 
 J y » ( l - x) = — arc 
sin |/c 
In §1 we shall determine the distribution of the number of trials at which 
the winnings of player A makes at least 2k. As given in Theorem 1.1, t h e 
following very simple modified form of the f ini te arcsine law is obta ined: 
(3) 
for g = 1, 2, 
(4) 
n and 
9) = 1 
2 2 " 
2 g 
9 
2n — 2g\ 
n — g-\-k) 
2 ? г 
n + j, 
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In order to obtain a simple combinatorial proof for this relation, we shall 
give a new proof for t he finite arcsine law. (It is to be remarked, t h a t (3) and 
(4) can be derived f rom the finite arcsine law with t h e aid of generating func-
tions too.) In this § we shall give a numerical example and consider the limit-
ing distr ibution. 
In §2 we shall determine the jo int distribution of two random variables: 
the number of leading steps and the number of winning series of player a. 
A winning series is a sequence {sv, s„+1, . . ., for which Sj 0, ; = v, v+ 1, 
. . . , y, b u t sv_y = s +y = —1. (We m a k e the agreement, tha t = —sx.) 
In § 3 we shall consider the case s2n = 0 for which C H U N G and F E L L E R 
in their ci ted paper found the well known result 
Р(У2„ = 9 : = 0) = 
n + 1 
0 = 0 , 1 , . . . » , 
i.e. in th is case y2n has a uniform distr ibution. 
In § 4 we shall t u r n to the general case. Let (|1 , | 2 , . . . , | n ) be a sequence 
of independent , identically distributed random variables with continuous 
and symmetr ic distributions. Let us denote the par t ia l sums bv S 0 = 0, 
S y = I j + | 2 + . . . + < = 1, 2, . . . , n and by Г<к> the number of S- s 
(i = 0, 1, . . ., n) exceeding the value of the partial sum at the fc-th ladder 
index (see [5] p. 82). We obtain the following simple result, corresponding 
to (3) and (4): 
(3') Р(Г< К > =
 Г/) = 
1 
2' J •in—к 
2 g 
g 
2 те — 2 g — k 
n— g 
for 0 = 1 , 2 , . . . , n and 
( 4 ' ) P ( R < * > = 0 ) = ± ^ = 7 
j=0 
2 те — j\ 
те 
Both (3) and (3') give the respective arcsine law for к = 0. 
Our formulas in §1—3 are derived for the special random variables 
= + 1 ; according to known invariance principles our limiting distributions 
are however valid for more general r andom variables as well. 
§ 1. The number of trials with an accumulated gain exceeding 2k 
1. In t h e following we shall make use of the geometrical description 
of the game. Let us consider in a coordinate-system the polygonal line whose 
vertices h a v e abscissae i and ordinates s, (< = 0 , 1 , 2 , ...,n). This figure 
will he called a path. 
Obviously n trials m a y occur in 2" different ways each with the common 
probability 2~". 
Let 2 y f f l denote t h e number of indices < (i = 1 , 2 , . . . , 2n) for which 
ci thers, > 2k or st = 2 / b u t Sj_y = 2 к + 1 , where к is a non-negative integer. 
There holds the following 




J_ j 2/ / 2n — 2g ' 
2 2 " [ g j [ и - g + k 
к 
P (т№ = Я) = 
2 2 l » + ?) 
1 , 2 , ... n — k, 
Let us now denote by Afjlg t h e set of pa ths (s0, sx, .. ., s2n) for which 




I t is trivial t h a t 
P ( 5 2 ( n — g ) = S2n = = 
1 [Щ 2п — 2д 
22 n 9) n — д + к 
and therefore by establishing a 
I— g) a n d Щп% f o i 
To begin with, we 
A(2kl 
shall 
i.e. for the classical arcsine law. 
Le t (s0, «j, . . ., s2n  
д = n we refer to lemma 2 in [3], for 1 g 
1—1 correspondence between the sets 
к 
g) an  Bff lg rmula (3) will be proved. 
give the* 1—1 correspondence for 0 
he an e lement of Bff
 2g . For the cases д = 0 and 
< n we shall distinguish 4 cases: 
a ) « 1 = + 1 . « 2 U - 1 > 0 
b) « ! = — !, s2u-i > 0 
c) sx = + 1, s2n_x < 0 
d ) « ! = — 1, S 2 n _ 1 < 0 . 
Firs t we consider the case a). 
Let us denote by 2oq = 2(ax + a2) = j2, . .., 2(ax + . . . + a() = jt 
the .points where in t h e sequence (s0, sx, ..., s2n) a change of sign takes place, 
i.e. (s j(, «yi+1, . . . , sji+i) i = 0, 1, . . ., t are either winning or losing series; 
let be 2oq+1 = 2те — / . T h e winning series are of length 2a , , 2a3 , . . . for 
which ax -f- o3 + . . . = д. The las t series has t he property («•, 0, s J ( + 1 
^ 0 , 
(s2<e— 
S2n ^ 0). 
With respect to lemma 2 in [3] this last series corresponds to a path , 
> S 2 ( g - a , + , ) J 
s2g) for which 
as either (s;,_8, 
« 2 ( g - a , + 1 ) = s2a = 0. Now we define (s2l 
or (—«,-, 
2 ( g - a i + i - a i _ , ) > 
according to whether 
s2(g-a,+I)+i —
 1 o r
 + 1- Further le t («2^-«+,-...-«_,«+,)> • • •> s2(g-a,+,-...-„, 
be either .. . or ( — , . . .—s y ,_ r i + 1 ) according to S 2 ( g - a i _ 1 - . . . - a , _ r f + I ) + i = 
= —1 or +1. Similar construction is made for (s2g, . .., s2n), i.e. we join the 
losing series one a f t e r the other, ref lect ing every second to obtain intersection 
between two consecutive ones. The f i r s t (s2g,.. .) will be defined by s j s 2 g + i = + 1 • 
The resulting p a t h («„, •• - , s2g, ..., s2n) is of type A(2°f2g. 
I n the other cases, similar constructions can be performed. The winning 
series in (s0, sx, . . ., s2n) will he transformed in to («0. • • •, s2g) while the 
losing series into (s2g, s2g+x, .. ., s'2g) in such a way tha t in case b) and d) 
s i s2g+i = — 1 a n d in case c) s2g+i = +1-
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In the reversed procedure, i.e. if we start f rom a path (só, o f 
Af)2g the number of series occurring in section (s'0, s[ s'2g) and in section 
(s'2g, . .., s2n) are separately considered. If this number is greater in (só, . . . , s2g) 
than in (s2g, ..., s2n) we obtain case a) or b), according to whether s[sóg+1 = + 1 
or —1. If more intersections take place in the last section, we are led to case 
c) or d), according to whether s[sóg+1 = + 1 or —1. If the number of series 
equals in both sections, we obtain case b) or c), according to whether s(sóg+1 = 
= —1 or + 1 . 
This argument shows tha t the correspondence between the sets А$)2g 
and Bf ) 2g is one-to-one. 
Turning to the case I k 1 we remark tha t a one-to-one correspondence 
holds between A f )
 2(n-g) and Bf)2g as well. 
If 2r denotes the f i rs t index for which s, = '2k then — similarly to the 
foregoing — the section (s2r, s2r+v . .., s2n) can be corresponded to a section 
(s2n s2r+n • • •, s2n) for which s'2r = s'2(n_g) = s'2n = 2k. Thus the path 
(s0, sv . s 2 r _ v s'2n s'2r+1, . . ., s'2n) belongs to 
can be reversed, which proves formula (3). 
In order to prove formula (4) we have to substi tute in (3) the value 
д = о and instead of к the variable index j. In this case 
°2n 
q< 2A) 
2n,2g' This correspondence 
P( max s, = 2 j ) = P( max s, = 2 / — 1) 





for j = 1,2, . . ., n and 
n 1 12 n P ( max s, = 0) = — 
n 
Summation over j leads to our formula (4). 
The limiting distribution is given by 
Theorem 1.2. In case к ^ 
' I [ « - » • 
л J 
(5) lim Р(у<2к> < an) = dt + M 
1 - х 
л J Y~x(l — X) dx. 0 < a < 1 . 
The proof can easily be derived by means of well known asymptotic 
formulae. 
2. Let us now consider the shape of the distributions obtained in Theorems 
1.1 and 1.2. These distributions are of course, no t symmetric, namely the 
most likely value of y f p is 0 and the values close to те — к have small proba-
1 1 - - 2 L 
bilities, if к ф 0. The density function - e 1 _ x of the limiting 
л Уж(1 — x) 
distribution is infinite at x — 0 and i t is 0 at x = 1, if у ф 0. I t could be expected 
t h a t the probabilities are monotonically decreasing f rom x = 0, b u t this is 
no t always the case. 
Let us consider the limiting density function, 
fy(x) 
Л f z ( l — X) 
2У  
1 - х 
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and its derivative 
1 f'y{x) = - -
2У  
1 - х 
л 2 x 3 / 2 ( l — x ) 5 / 2 
[2x2 + (4t/2 — 3) x + 1]. 
We can see tha t t he re is a critical value of y, namely y0 = / 2 — 1 
2 8 5 
for 
which / ' (x) = 0 holds for a single value of x, namely x = f f -
If У > 2/o> fhen f'y(x) < 0 for 0 x < 1; for 0 < у < y0, f'y(x) = 0 




< 0 , if 0 < x < x2(y) 
= 0 , if x = x / y ) 
> 0 , if a q ( 2 / ) < ж < x 2 ( y ) 
= 0, if X = X 2 ( l / ) 
< 0 , if X 2 (T / ) < X < 1 . 
Taking into account, that lim f'y(x) = 0, we obtain the shape of the 
X->-l 
density function. 
The value fy(x2(y)) of the local maximum tends to infinity as y s- 0. 
1/2" _ 1 
The. same proper ty holds also for finite n; for y I V2n there is 
2 
1 / 2 _ i   
a wave in the sequence of probabilities, for y^> — —1^ 271, however they 
are monotonically decreasing. We give the probabilities for 71 = 15 with 
к = 1 and к = 2. 
g к = 1 к = 2 
0 0 , 4 1 5 3 0 , 6 3 8 4 
1 0 , 0 6 9 7 0 , 0 5 6 7 
2 0 , 0 5 4 0 0 , 0 4 3 2 
3 0 , 0 4 6 5 0 , 0 3 6 5 
4 0 , 0 4 2 1 0 , 0 3 2 4 
5 0 , 0 3 9 4 0 , 0 2 9 6 
6 0 , 0 3 7 7 0 , 0 2 7 4 
7 0 , 0 3 6 6 0 , 0 2 5 6 
8 0 , 0 3 6 0 0 , 0 2 4 0 
9 0 , 0 2 5 9 0 , 0 2 2 4 
1 0 0 , 0 3 6 1 0 , 0 2 0 6 
1 1 0 , 0 3 6 8 0 , 0 1 8 4 
1 2 0 , 0 3 7 8 0 , 0 1 5 1 
1 3 0 , 0 3 8 7 0 , 0 0 9 7 
1 4 0 , 0 3 7 4 — 
3 A Matematikai Kuta tó I n t é z e t Közleményei VI I I . A/3. 
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§ 2. Joint distribution of the number of leading steps 
and the number of winning series 
According to the definition of a winning series given in our introduction, 
we formulate the following 
Theorem 2.1. Let us denote by Я2п the number of winning series, then 
Л = h Yin = 9) = 
2 g
 í 
2n — 2g] 1 19 I 
22" g(n _ g) 
l(2n-g+l) 
9 + 1 
+ ( l - l ) ( l + g) 2 n — 2 g 
n - g - l + lj 
if I = 1, 2, . . n, g = 1,1 +1, .. .,n —I; 
in the case of g = 0, also 1 = 0 and 




In the proof of Theorem 2.1 we refer to the considerations used in § 1 
for the proof of the arcsine law. 
In case a), i.e. —• + 1 , s2n_3 > 0 there are I — 1 complete winning 
series and one incomplete winning series, their total length being 2g; accord-
ing to Theorem 1 of [3] p. 283 the number of the possibilities equals 
2 
2g-l 
_i + 9[ 2 9 1 
9 - 1 9 \ 9 - l ) 
To each of these winning series there belong complete losing series of 
total length 2n-—2g, the number of the lat ter being— according to Theorem 
1.2 of [4] p. 101 — 
l—l 2 n — 2g 
n — g \n-g —l+l 
Hence case a) results in 
(I - 1) (* + 9) ( 29 U 2n — 2g 
g(n — g) \g — i)\n - g — i + i) 
possible paths. By the same argument we obtain in case b) 
in case c) 
1(1 + 9) 2 9 1 2 n - 2 9 
gß - g) 9-11 \n — 9 - 1 
l(n — g + I) 
' H (2n - 2 g 
g(n - 9) 9-1) U - g-i. 
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in case d) 
l(n-g-1) 
g(n - g) 
2g U2n-2g 
g — l)\n — g — I, 
The sum of the values in a)—d) leads to our formula in Theorem 2.1. 
For the limiting case we have the following 
T h e o r e m 2 . 2 . 
У * 
4 f Г и - 2u' 
lim Р(Л2„ < у / 2 n, у2п < zn) = - — — e t ' - " ) du dv, 
л J J 0 ( 1 — г?)]3/2 
о о 
for y ^ 0 , l k z k O . 
This is a consequence of simple and known asymptotic relations. Integ-
ration with respect to y and z resp. leads to the known relations 
y 
lim Р(Л2„ < уУП) = ] j ~ J е~8"' du, 
z 
lim P(y2n < riz) = - Г U 
n ^ - л J | / m ( 1 — u) 
о 
§3. Some remarks concerning the case s2n — 0. 
I n this § we consider the case, when the game becomes balanced af ter 
2n steps, i.e. we assume throughout the condition s2n — 0. We shall consider 
distribution laws of t y p e dealt with in our § 1, i.e. concerning the random 
variables 2 yff and / i f f . The first relation gives t he number of steps in which 
the cumulative gain of A exceeds к and Iff denotes the number of series of 
this kind. Authors determined in their paper [4] t he following distribution 
P(y.2n > k, yW = g, Я<*> = I), 
where x2n denotes the maximum of the cumulative gain of A in the course 
of 2n games. 
For limiting distribution we obtained 
3(k) „ (k) K2n ~ „ л 2n - „ , /2П lim P > a, -fTL < у, TW- < г 
n — ( у 2 n У 2 n n 
1Í2 f f u*+2au - ^ f , , 
3 * 
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The extension of the distribution 
P(Ytn = 9 l s2n = 0 ) = 
n + 1 
g = 0,1, . . . n 
is obtained by substituting y = oo. For the density function 
/ X. v(2k> 
lim P M > a, z < < г + dz 
\\2-i 
Д í 
' Л J 
2a• 
3/2 
e 'C-d (Я dz 
holds. 
I t can be seen tha t — similarly to the arcsine law — the density is 
infinite for 2 = 0, it is however zero for z = 1 in consequence of the conditions 
2 " 0 and a > 0. 
The uniform distribution belonging to the case a = 0 can be obtained 
using the substitution 
2 a 2 
x = 
1 — V 
We obtain for our above expression 
w Í x f n J (x — 2 Й2)3/2 
2a' 
1 - z 
e~
x
 dx dz, 
which is the analogon of the expression (5) in case s2n = 0. Substituting 
a = 0 we obtain 
lim P [2 < — < z + dz 
n-*~ I n 
1 f 1 j rf= e~x dx dz = dz . 
о 
§ 4. The case of continuous and symmetric variables 
Let i v | 2 , . . . , !„ be total ly independent random variables with a 
common continuous symmetric distribution function. Let fu r the r be S 0 = 0, 
S-t = + .. . + i f , i = 1, 2 n. An index г is called a ladder index 
if Sj < S j, j = 0, 1, . . . , i— 1. I t may occur t h a t г = 0 is the only ladder 
index, the probabili ty of which is in consequence of the arcsine law (the 
case 0 = 0) 
1 (2 n\ 
2 2 n 
If there are several ladder indices < i2 < . . . < it, then Su < Sh < . . . 
. . . < Si,. Using the above assumptions and notations, there holds the 
following 
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Theorem 3.1. Denoting Ъу Гф the number of terms in (S0, Sv ..., Sn) 
which exceed the following relations hold: 
(3') Р(Г<*>=«7) = (2 g 
9 
for g = 1 , 2 , . . . , n and 
(4') 
2 n — 2 g — к 
n — g 
]=0 
2 n — j 
1 
Remark: has formally the same distribution as у-ff h 
Let us denote b y cpft the probabili ty tha t r is the fc-th ladder index in 
(S0, Sv ..., Sr). Then using the arcsine law 
é i 22n-T\g)\ n - r - g j 
holds for g = 1,2, . . . , п. 
According to [5] p. 86—87 for symmetric variables 
У < р ? Н г 
r=k 
holds. As 
r = I 
1 12 j 
< p V z r = (1 - УI - z)k 
^ 22J I 1 
z> 
Yï 
P( V f f = g) is the coefficient of zn~s in the generating function 
о—2J? [29 
9 К Г -
( 1 _ ]A1 _ z)k. 
As the known relat ion 
к + 2a \ 1 
a = 0 Ж f z " = _ _ _ 22a f l - z U + f l - z 
holds, the result is our formula (3'). 
Substituting g — 0 and j instead of к in (3') summation over j f rom 0 
to к gives (4'). 
(Received January 11, 1963) 
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О НЕКОТОРЫХ РАСПРЕДЕЛЕНИЯХ СВЯЗАННЫХ С АРКСИНУС 
ЗАКОНОМ 
Е. CSÁKI и I . VINCZE 
Резюме 
1. Пусть {£,} ( 7 = 1 , 2 , . . . , 2 п) последовательность независимых слу-
чайных величин, для которых Р(£, = + 1) = Р ( | , = — 1) = —. Пусть 
далее s„ = 0, s,- = + . . . + (г = 1, 2 , . . . , 2 и). 2 yf f l обозначает число 
индексов г, для которых или s, > 2 к, или sf = 2 к и = 2 к + 1. Тогда 
имеет место соотношение: 
(3) 
(4) 
9 1\п —9+к 
g = 1 , 2 , . . . , п 
p œ > = o ) = j L у 
+1! 
2 п 
Доказательство этих формул производится элементарным комбина-
торным методом. 
2. 1 — 1 обозначает число индексов г (0 < г < 2 /г), для которых s,- = 0 
и si_lsi+1 = — 1. Имеет место следующее равенство: 
Р(Я2„ = 7, у<°> = д) 
X ( 7(2 та — <7 + 7) 
1 
2 9 
9 - 1 
22п д(п - д) 
2п — 2д 
X 
п —9+1, 
I = 1 , 2 , . . . , n , g = 1 , 1 




п - д - 1 + 1 
. , п — 7 
Р ( Я 2 п = 0 , у ( о ) = о 
2 2 " [ п 
3. Пусть {!,} (г = 1, 2,..., п) последовательность одинакого распре-
деленных независимых случайных величин с непрерывной функцией рас-
пределения F(x), обладающей свойством F(x) = 1 — F(— х) и пусть S „= О, 
8 , = ^ + . . . + ( i = 1 , 2 , . . . , » ) . 
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Индекс i называется ступенью, если S0 < St, S1< Si} ... , Si_1 < St. 
Пусть Д < í j < . . . < i, < ... обозначают все ступени в последователь-
ности (S0, Sv .. .,Sn). Г<р> обозначает число индексов j для которых 8j> 5,-
Тогда имеет место 
( 3 ' ) 
(4') 





 = 0) = 2 
1 = 0 
2 и — 2д — к 
n —g 
2 п 
\п — j 
g = 1 , 2 , . . . , п 
В случае к = 0 формулы (3) и (3') переносятся на формулы специаль-
ного и общего арксинус законов. 

ÜBER EINE EXTREMALEIGENSCHAFT DER AFFIN-REGULÄREN 
POLYGONE 
von 
G . H A J Ó S 
1 . A. R É N Y I u n d R . S U L A N K E sind in ihren wahrscheinlichkeitstheoreti-
schen Untersuchungen (Über die konvexe Hülle von n zufällig gewählten 
Punk ten , Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete 
2 (1963) 75—84) auf ein geometrisches Problem gestoßen, das sie durch 
folgenden Satz erledigten: 
Unter allen konvexen Polygonen gleicher Seitenzahl und gleichen Inhalts 
ist das Produkt der Inhalte aller durch zwei Nachbarseiten (als ihre konvexe 
Hülle) bestimmten Dreiecke dann und nur dann maximal, wenn das Polygon 
affin-regulär ist. 
A. R É N Y I ha t das Problem gestellt, diesen Satz möglichst elementar 
zu beweisen, da ihr ursprünglicher, infinitesimaler Beweis rechnerische Hilfs-
mittel in starkem Maße benutzt . Diese Arbeit enthält einen elementaren 
Beweis, verwendet jedoch die aus dem Weierstrass'sehen Satz folgende Tat-
sache, daß es Polygone gibt, die ein maximales P roduk t aufweisen. Im Folgen-
den wird mit elementargeometrischen Hilfsmitteln bewiesen, daß das fragliche 
P r o d u k t nur bei affin-regulären Polygonen maximal sein kann. 
Der Gedankengang des Beweises ist derselbe, wie ich ihn im Dezember 
1962 in unserem Forschungsinsti tut vorgetragen hat te ; ich habe aber Einzel-
heiten umgestaltet, u m Fallunterscheidungen möglichst zu vermeiden. 
2. Wir zeigen zuerts, daß bei einem Extremalpolygon alle Winkelpaare 
affin-symmetrisch sind, d. h. es gibt zu je zwei Winkeln eine aff ine Symmetrie, 
die diese Winkelbereiche einander zuordnet. Für Nachbarwinkel t r i f f t dies 
natür l ich immer zu. 
Es seien <£ A und <£ В keine Nachbarwinkel (Fig. 1). Da ihre Schenkel 
nicht an beiden Seiten der Geraden AB zu einander parallel laufen können, 
schneiden zwei Schenkel einander im Punkte C. Wir halten eine der durch 
AB begrenzten Halbebenen fest, und unterwerfen die andere, den Punk t С 
enthal tende Halbene einer inhaltstreuen axialen Affini tät mit der Achse 
AB. Die Punkte dieser Halbebene werden dabei parallel zu AB verschoben. 
Der P u n k t С selbst kann — wenn unser konvexes Polygon nach dieser 
Transformation noch immer konvex bleibt — durch die Strecke AXBX laufen, 
wobei Ax und Bx die Schnit tpunkte der durch С gelegten, zu AB parallelen 
Geraden mit den Geraden der von A und В auslaufenden festgehaltenen 
Seiten sind. 
Unsere Transformation änder t weder den Inhal t des Polygons, noch die 
Inha l te der betrachteten Dreiecke, außer den beiden hei A und В liegenden. 
'293 
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Bei einnm extremalen Polygon muß also (las Produkt der Inhalte dieser bei-
den Dreiecke maximal sein. Diese Inhalte stehen aber in festem Verhältnis 
zu den zu ihren festen Seiten gehörenden Höhen, also auch zu den Abständen 
des Punktes С von den Geraden AAX und BBV folglich auch zu den Strecken 
GAy und С By. Bei einem extremalen Polygon muß also das Produkt CAy-CBy 
maximal sein, was dann zutr i ff t , wenn G die Strecke AyBy halbiert, d. h. 
die Winkel A und В affin-symmetrisch sind. 
3. Die gefundene notwendige Bedingung genügt schon, um zeigen zu 
können, daß das extremale Polygon affin-regulär ist. Wir behaupten also: 
Sind in einem, konvexen Polygon alle Winkelpaare _afßn-symmetrisch, 
so ist das Polygon affin-regulär. 
Es ist mir nicht gelungen, diesen Satz irgendwie direkt zu beweisen. 
Der Beweis gelingt jedoch, indem wir einen Umweg benutzen mit der Grund-
idee, daß die geforderte Eigenschaft die Fortsetzung eines Streckenzuges 
eindeutig bestimmt. 
4. Wir beweisen zuerst, daß ein konvexes Polygon derart affin trans-
formiert werden kann, daß für drei aufeinanderfolgende Ecken А', В', C' die 
Bedingungen A'B' = B'C' und < / / ? ' = < f C erfüllt sind. 
Es genügt zu zeigen, daß es aufeinanderfolgende Eckpunkte А, В, С 
gibt, für welche die affine Symmetrieachse a der Winkel </ В und С die 
Halbgerade BD (die affine Symmctriachse der Strecken В A und ВС) schneidet, 
wobei D der Mittelpunkt der Strecke AC ist (Fig. 2). Es ist dann unmittelbar 
ersichtlich, daß die Richtungen (die unendlich fernen Punkte) der Geraden 
a und ВС die Richtungen der Geraden BD und AC voneinander trennen. 
Da diese Richtungen einander trennen, können diese Geradenpaare durch 
eine Affinität gleichzeitig in orthogonale Lage gebracht werden. Diese Affi-
n i t ä t überführt also die Winkel В und C, ferner die Strecken В A und 
ВС in orthogonal symmetrische, also gleiche Winkel und Strecken. 
Um nun Eckpunkte А, В, С der gewünschten Eigenschaft zu finden, 
können wir von der längsten Seite (bzw. einer der längsten Seiten) ВС des 
Polygons ausgehen, und dürfen voraussetzen, daß die nach dem Inneren des 
Polygons gerichtete Achse a mit der Richtung С В keinen stumpfen Winkel 
einschließt. Wegen AB < ВС ist aber DBG spitz, woraus folgt, daß a und 
die Halbgerade BD einander schneiden. 
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Wir hätten Eckpunkte А, В, С auch anderswie f inden können. 
Betrachtet man alle das Polygon zerschneidenden Strecken der aff inen Symme-
trieachsen von zwei Nachbarseiten und von zwei Nachbarwinkeln, so folgt, 
daß es von einem Endpunkt und von dem Mittelpunkt einer Seite auslaufende 
Achsenstrecken geben muß, die einander im Inneren des Polygons schneiden, 
da man sonst von einer Achse ausgehend und auf einer Seite fortschreitend 
auf immer neue Achsen stoßen müßte. 
5. Wir erbringen nun den Beweis, indem wir zeigen: kennt man die 
Seiten AB = ВС und die Winkel <£ В = С = a eines Polygons mit 
lauter affin-symmetrischen Winkeln, so ist die Fortsetzung des Polygonrandes 
über С hinaus eindeutig bestimmt. Wir beweisen also, daß diese Daten die 
Lage des nächsten Eckpunktes D und die Gerade d der von D auslaufenden 
weiteren Seite eindeutig festlegen. Es folgt dann tatsächlich, daß der reguläre 
Teil, zu dem wir in 4 angelangt sind, nur regulär fortgesetzt werden kann, 
daß also die dort gefundene Affini tät das ursprüngliche Extremalpolygon 
in ein reguläres Polygon transformiert. 
Wir bemerken zuerst, daß die affine Symmetrieachse der Winkel <£ А 
und <£ С durch die Strecken AB, ВС schon bestimmt ist, daß also auch 
ßC A = a sein muß. Die Geraden der von A auslaufenden Seiten schneiden 
die Gerade CD in E und F (Fig. 3), und die Geraden der von В auslaufenden 
Seiten die gesuchte Gerade d in G und H. Wir rechnen natürlich damit, daß 
diese Punkte im Unendlichen liegen können. Die aff ine Symmetrie der Winkel 
<£ A und <£ D überführ t die Dreiecke Д AFE und Д DFG ineinander, und 
ebenso ordnet die aff ine Symmetrie der Winkel В und <C D die Dreiecke 
Д ВС F und Д DCH einander zu. Diese Dreieckspaare haben also gleichen 
Inhalt, wobei wir auch daran denken, daß die Inhal te ausgearteter Dreiecke 
(mit zwei parallelen Seiten) unendlich sind. Wir wissen also, daß die gesuchte 
Gerade d aus den bekannten Winkelbereichen DFG und <£ DCH Dreiecke 
bekannten Inhaltes abschneidet, und miißen zeigen, daß diese Aufgabe nicht 
durch zwei verschiedene Geraden gelöst werden kann. 
Um die störende Wirkung der Ausartungen auszuschalten bemerken wir, 
daß nur einer der Punkte F, F im Unendlichen liegen kann, wenn nämlich 
a = 120° bzw. a = 90° ist. Liegt E im Unendlichen, so muß d parallel zu 
AB laufen, und aus dem Winkelbereich <£ DCH ein Dreieck bekannten 
Inhaltes abschneiden, was seine Lage eindeutig bestimmt. Liegt F im Unend-
lichen, so sind beide Dreieckspaare ausgeartet, und man kann nur folgern, 
daß d parallel zu ВС läuft; in diesen Fall ist aber а == 90°, also ВС parallel zu 
der in A einlaufenden Seite, woraus für unser konvexes Polygon folgt, daß 
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d mit dieser letzterwähnten Seite zusammenfallen muß, daß also das Polygon 
ein Quadrat ist. 
Wäre a < 90°, so würde Д ВС F das Polygon enthalten (Fig. 4), das-
selbe müßte dann wegen der affinen Symmetrie der Winkel В und D 
auch für das Д DCH zutreffen, was aber unmöglich ist, weil entweder А 
außerhalb der Seitengeraden d liegen würde, oder D außerhalb der Geraden, 
die die in A einlaufende Seite enthält. Folglich ist А > 90°, und das Д BCF 
liegt außerhalb des Polygons. Hieraus folgt, daß das Д DCH ebenfalls außer-
halb des Polygons liegt und В nicht zum Schenkel CH gehört, daß also die 
beiden Schenkel CH und FG einander nicht schneiden. Die Winkelbereiche 
<£ DCH und <£ DFG können also entweder an beiden Seiten der Geraden 
Fig. 5. 
CD liegen, oder auf derselben, aber mi t einander nicht schneidenden zweiten 
Schenkeln. 
Schneiden zwei Geraden inhaltsgleiche Dreiecke aus einem Winkel-
bereich ab, so müßen sie einander innerhalb des Winkelbereiches schneiden. 
Liegen also DCII und <£ DFG an verschiedenen Seiten der Geraden CD, 
so können zwei Geraden nicht gleiche Dreiecke aus ihnen abschneiden, da sie 
einander nicht an beiden Seiten von CD schneiden können. 
Dasselbe tr iff t aber auch dann zu, wenn CD die Winkel <f DCII und 
<C DFG nicht trennt (Fig. 5). Dann müßten nämlich die beiden Geraden 
auch aus dem abgestumpften Winkelbereich GFCH inhaltsgleiche Teile 
abschneiden, was wieder nur dann möglich ist, wenn die Geraden einander 
innerhalb dieses Bereiches schneiden. Es ist aber unmöglich, daß sie einander 
zugleich auch innerhalb des Winkelbereiches DCH schneiden. Die behauptete 
Eindeutigkeit ist also auch in diesem Fall bewiesen. 
5. Wir fragen noch, welche konvexe Polyeder lauter affin-symmetrische 
Paare von Eckbereichen besitzen, und zeigen, daß nur das Tetraeder und das 
affin-reguläre Oktaeder von dieser Beschaffenheit sind. Als Eckbereich 
bezeichneten wir dabei jene Pyramide, die man durch Projektion des Poly-
eders von einem Eckpunkt aus erhält . 
Die gesuchten Polyeder besitzen offenbar folgende Eigenschaft (E): sind 
A und В zwei Eckpunkte, so enthält jede durch die Gerade AB begrenzte 
offene Halbebene entweder je eine von beiden diesen Eckpunkten auslaufende 
Kante oder keine. 
Wir beweisen, daß nur das Tetraeder und das projektiv-reguläre Oktaeder 
die Eigenschaft (E) besitzen. Dadurch wird offenbar auch unsere obige Behaup-
tung bestätigt. 
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a) Besitzt ein Polyeder die Eigenschaft (E), so ist jede seiner Seiten-
flächen ein Dreieck. Sonst gibt es nämlich eine Diagonale AB einer Seiten-
fläche. Is t aber ВС eine diese Seitenfläche nicht berandende Kante, so enthäl t 
die durch die Gerade AC berandete und den Punk t В enthaltende offene 
Halbebene die Kante CB, aber keine von A auslaufende Kante , was der Eigen-
schaft (E) widerspricht. 
b) Besitzt ein Polyeder von der Eigenschaft (E) eine innere Diagonale 
AB, und legt man durch diese und durch eine Kante AAX eine Ebene, so ent-
hält diese je zwei von A und В auslaufende Kanten. Wendet man nämlich die 
Eigenschaft (E) auf die die Kante AAX enthaltende und durch die Gerade 
AB bzw. AXB berandete offene Halbebene an, so folgt die Existenz der in 
der betrachteten Ebene liegenden Kanten BBX und В В.,. Diese sichern dann 
ähnlicher Weise die Existenz einer weiteren Kante AA2 in dieser Ebene. 
Man betrachte nun ein Polyeder von der Eigenschaft (E). Laut dieser 
Eigenschaft laufen von jedem Eckpunkt gleichviele Kanten aus. Da das Polye-
der wegen a ) zugleich ein Dreieckpolyeder ist, muß es einem regulären Polye-
der, und zwar einem regulären Dreieckpolyeder, also einem Tetraeder, Oktaeder 
oder Ikosaeder topologisch äquivalent sein. Das Ikosaeder fäl l t aber aus, da 
es innere Diagonale besitzt, und deshalb die durch sie gelegten Ebenen die 
von ihren Endpunkten auslaufenden Kanten laut b) in Paare ordnen müßten, 
was wegen der Anzahl 5 unmöglich ist. Das Oktaeder muß wegen b) drei 
ebene Kan ten Vierecke besitzen, d. h. projektiv-regulär sein. Da die geblie-
benen Möglichkeiten, also das Tetraeder und das projektiv-reguläre Oktaeder 
die Eigenschaft (E) besitzen, ist der Beweis beendet. 
(Eingegangen: 11. Juni , 1963.) 
ОБ ОДНОМ ЭКСТРЕМАЛЬНОМ СВОЙСТВЕ АФФИННО-ПРА-
ВИЛЬНЫХ МНОГОУГОЛЬНИКОВ 
G . I I A J Ó S 
Резюме 
R É N Y I И S U L A N K E доказали, что: 
Для выпуклых многоугольников с одинаковым числом сторон и одина-
ковой площади произведение площадей треугольников, построенных на паре 
соседних сторон, тогда и только тогда максимально, если многоугольник — 
аффинно-правильный (т. е. полученный из правильного путём аффинного 
преобразования). 
В работе доказательство этого проводится элементарным геометри-
ческим путём без вычислений, существование такого экстремального много-
угольника вытекает из теоремы Weierstrass. Доказательство упрощает 
теорему следующим образом: н 
Если у выпуклого многоугольника какие-нибудь два угла аффинно-
симметричны, то этот многоугольник — аффинно-правильный. 
В работе решаются также соответствующие простраственные про-
блемы. 

ÜBER EINE EXTREMALEIGENSCHAFT DER AFFIN-REGULÄREN 
VIELECKE 
v o n 
L Á S Z L Ó F E J E S T Ó T H 
I m vorliegenden Aufsatz geben wir einen einfachen Beweis fü r den von 
R É N Y I und Sur,ANKE herrührenden 
Satz. Unter den flächengleichen konvexen n-Ecken haben die affin-regulären 
n-Ecke das grösstmögliche Inhaltsprodukt der Randdreiecke. 
U n t e r einem Randdreieck wird dabei das durch drei aufeinander folgende 
Ecken des Vielecks best immte Dreieck verstanden. Im folgenden bezeichnen 
wir ein Vieleck und sein Flächeninhalt mit demselben Symbol. 
Es sei T ein konvexes «-Eck (n > 3); die Randdreiecke seien in zyklischer 
Reihenfolge tv ...,tn. Gesucht wird das Maximum des Quotientes Q = 
= L .. . t„ITn. Die Existenz eines besten n-Ecks folgt leicht aus dem Weier -
strass'schen Satz. Dieses «-Eck muss bei jeder infinitesimalen Veränderung 
der Bedingung 
d Q = d A + + d L _ n d T = 0  
Q h tn T 
genügen. Variieren wir nur eine Ecke, so verändern sich nur drei Randdrei-
ecke, e twa tv t2. t3, und wir haben wegen dT = dt2 
h h t 3 T 
Wir formen diese Bedingung um. Es sei t = ABC ein Dreieck mit der 
Basis ВС — a und der Höhe h. Verschieben wir H um den Vektor dr, so gilt 
dh = —edr, wobei e den von A ausgehenden, auf die Gerade ВС senkrechten 
Einheitsvektor bedeutet. Mithin gilt 
dt dh e ^ 
t h h 
Bezeichnen wir die entsprechenden Höhen und Einheitsvektoren in den 
Dreiecken tv t2, t3 mit entsprechenden Indizes, so haben wir 
e i j e 2 j е з 
К h2 h. 
dr = €,, dr, 
2 T 1 
' 2 9 9 
3 0 0 FEJES TÓTH 
wo a die entsprechende Basis in t2 ist. Dies kann aber für jeden Vektor dr 
nur so bestehen, wenn 
e, , e, na 1 
7 " + ^ =  
К % 2 T h2 
во 
Die Bedingungen (1) und (2) sind gleichwertig. Da aber die Bedingung 
(1) affin-invariant ist, gilt dasselbe auch für die Bedingung (2). Sind also 
A, B,C, D, E aufeinander folgende Ecken eines konvexen Vielecks und ist 
(2) in С erfüllt, so gilt (2) auch für die Ecke C' des Streckenzuges A'B'C'D'E', 
der aus ABC DE durch eine flächentreue Affinität entsteht. 
Wir zerlegen die Bedingung (2) in zwei Teile: 
a) Für eine geeignete Zahl Я gilt 
(3)
 + ^ = 
h j ft3 
b) Es gilt 
^ na 1 
~ 2 T h2 
Aus a) folgt, dass С auf der »affinen Symmetrieachse« der Halbgeraden 
В A und DE liegt (wie dies in einer euklidisch symmetrischen Lage einleuch-
tet). Die Bedingung b) bestimmt die Lage von С auf dieser Symmetrieachse. 
Für ein Viereck folgt aus der Bedingung a), dass die Diagonalen den 
Flächeninhalt des Vierecks halbieren. Mithin ist das Viereck ein Parallelogramm. 
Wir setzen deshalb voraus, dass n > 4 ist. A, B, G, D, E seien fünf aufeinander 
folgende Ecken des extremalen те-Ecks. Die Seitengeraden AB, ВС, CD und 
DE seien bekannt, aber die Punkte A und E nicht.Wir zeigen, dass die Be-
dingungen a) und b) bezüglich D die nächste Seitengerade EF (und damit 
zugleich die Ecke E) eindeutig bestimmen. 
Ist ВС parallel zu DE, so muss wegen der Bedingung a) bezüglich С 
auch CD parallel zu AB sein. Wegen der Bedingung a) bezüglich D ist aber 
dann auch EF parallel zu CD. Folglich fallen die Seiten AB und EF zusammen. 
Das n-Eck wäre also im Gegensatz zu unserer Voraussetzung ein Parallelo-
gramm. In ähnlicher Weise sieht man ein, dass der Schnittpunkt О der Geraden 
ВС und DE nicht auf der Verlängerung der Strecke С В nach В liegen kann. 
Wir können deshalb annehmen, dass О auf der Verlängerung der Strecke ВС 
nach С liegt. 
Wir führen die Punkte О, C, D durch eine flächentreue Affinität in die 
Punkte (0, 0), (0, —b), (b, 0) eines rechtwinkligen Koordinatensystems xy 
über, wo b > 0 ist. Wir betrachten den Punkt E = (I, 0) ( | > b), sowie den 
(eventuell im Unendlichen liegenden) Schnittpunkt S = (0, rj) der Geraden 
ВС und EF. Is t S vorgegeben, so bestimmt die Bedingung a) eindeutig die 
Gerade EF. Is t r] endlich, so besagt diese Bedingung, dass die Dreiecke CDS 
und EDS flächengleich sind. Deshalb gilt b(b + rj) = — b), d. h. 
2 + i 
i] 
1 = 6 
Diese Gleichung gilt auch im Grenzfall p 
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Lassen wir S den ausserhalb der Strecke CO liegenden Teil der y-Achse 
von 0 ausgehend in positiver Richtung durchlaufen, so nähert sich E monoton 
gegen den Punkt D. Deshalb nimmt bei dieser Operation sowohl a = CE, 
wie h2 ab. Folglich verändert sich auch — monoton von + ° o bis —oo. 
2 T Л/>2 
Wir zeigen jetzt, dass der durch (3) definierte Wert A hei der betrachteten 
Bewegung von S von — °° bis -f- oo monoton zunimmt. Aus der Normal-
gleichung 
Vх + £y — £y _
 0 
Y ? 4 ? 
Fig. 1. 
der Geraden SE ergeben sich für die Koordinaten von e3 die Werte 
У £ 
Y í2 + У2 ' Y P + У2 
und für den Abstand der Geraden von D 
y(£ - b) 
YP+y* ' 
Somit sind die Koordinaten von —-
1 
£-b y(£-b) 
A Matemat ikai K u t a t ó In téze t Közleményei VII I . A/3. 
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Da ferner die Koordinaten von — d i e Werte — — , 0 haben, sind die Koordi-
К 
e i , е з na ten von — + 
К h3 
2 6 - Í 
6(1 - 6)
 4(f - 6) 
Folglich haben wir 
С 6 ) 2 
1 + 6 2 2 + — 
д 2 = ( 2 6 - g ) 2 = 1 
Ъ Ц £ - 6 ) 2 - 6)2 6 2 ( 6 + »?)2 
Hieraus geht klar hervor, dass /2 für rj > 0 eine abnehmende Funktion 
von г) ist. Wir behaupten, dass A2 für r) < — 6 eine zunehmende Funktion 
V 
von rj ist. Setzen wir nämlich - — z, so haben wir 
6 
(z - l)2 \z - 1 z 
was für z > 1 mi t zunehmendem z tatsächlich abnimmt. Damit ist die Mono-
tonie von X bewiesen. Aus der Monotonie von — ' und X folgt aber, 
2 T К 
dass der Punk t S, und damit auch die Gerade EF durch die Bedingung b) 
eindeutig best immt ist. 
Wir betrachten jetzt einen Kegelschnitt K, der die Polygonseiten ВС 
u n d CD in ihren Mittelpunkten und die Gerade AB irgendwo berührt . Dann 
berühr t К auch die Gerade DE. Wählen wir die Gerade EF so, dass sie К 
berührt , so sind die Streckenzüge ABCDE und BCDEF affin-äquivalent. 
Mithin sind die Bedingungen a) und b) in D erfüllt und die nächste Seiten-
gerade des besten Vielecks ist zwangsläufig EF. Unser Vieleck ist also so 
d e m Kegelschnitt К umbeschrieben, dass jede Seite К in ihrem Mittelpunkt 
berühr t . Folglich ist К eine Ellipse und das Vieleck affin-regulär. 
(Eingegangen: 28. Januar , 1963.) 
ОБ ОДНОМ ЭКСТРЕМАЛЬНОМ СВОЙСТВЕ АФФИННО-
ПРАВИЛЬНЫХ МНОГОУГОЛЬНИКОВ 
L. F E J E S TÓTH 
Резюме 
Работа содержит простое доказательство следующей теоремы R É N Y I 
и S U L A N K E : 
Среди выпуклых п-угольников одинаковой площади в случае аффинно-
правильного п-угольника произведение площадей треугольников, построен-
ных на двух соседних сторонах п-угольника будет наибольшим. 
O N A " B I G D E V I A T I O N S " P R O B L E M 
by 
JÓZSEF P E R G E L 
A result of Yu V. L I N N I K [1] states tha t if f1( . . . , £„ are independent 
random variables with the same distribution function F(x) of the form 
(1 ) 
F(x) . . . + + О |x|a |x|4a+5 
1 _ F(x) = —!í + . . . + + О 
. l ja+5+E 
Xй r-10+5 r4a + 5+t 
; fo r x—y — 
; fo r x —> oo 
(a integer, a > 3 , 0 < e < l ) 
and the density function exists, then, denoting by Fn(x) the distribution 
function of the variable 
( 2 ) 
we have 
у 






 du + r(x, Yn) 
2л J 
1 (x g — 1) ; 
Y 2 
(3) 
1 - Fn(x) 
-> 1 ( i k 1) for oo 
/ 2 5 
1 Г - -
= e
 2
 du + r(x, У n) 
2л J 
X 
uniformly in x where r(x, ]/n) is a rational function of both variables. Fur ther-
then 
1 - F„(x)~n(l - F(xfrë)). 
— F e 
more, if x > n 2 a , 
(4) 
3 0 3 
4* 
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Yu. V. L I N N I K raised also t he problem of f inding an analogue of this theorem, 
for the case when F(x) is of the form: 
a + 5 
(5) 









r 4 a + 5+s 
.Ua + 5+e 
, for X — > OO 
, for X —У- — 
where G(v) is a functions of bounded variation. In the present note this prob-
a+e 
lem is solved. We assume t h a t \ d \ G(v) \ > 0 for every e > 0. 
a 
We s ta t e and prove t h e following theorem. 
Theorem. Let £v .. ., £n be independent random variables with a common 
distribution function F(x) of the form (5) and let us suppose that the density 
function exists. Then (3) and (4) are valid, but r(x, fn) is replaced by a function 
of the form 
M 
(6) R(x, n) f -g(x'v) 
J ttY"1 
dK(y) 
where q(x, v) is a rational f unction of x bounded as z-y- and a continuous 
function of v as K(v) is a function of bounded variation. 
Proof. For sake of simplicity, let us suppose, tha t t he variables are 
symmetrica], i.e. P(| , > x) = P(£,- < — x ) for x > 0 and tha t D2(|,) = 1. 
I t is easy to see, as in [1] t h a t though the supposition of symmetricitv simpli-
fies the calculations, it does not play a siginificant role. 
Let (p(t) be the characteristic function of . Then 
( Ü <p(t) = j' eitxdF(x) = h f t ) + 2 Re f eitxdF(x) 
where h f t ) is an analytical function. As t o the second t e rm of (7) we have 
~ °° 4 a + 5 
(8) J e«x dF(x) = J e"x d j * . ^ p - +hft), 
here hft) is 4a + 5 times differentiable. Now 
(9) 
and 
( 1 0 ) 
oo 4d 4- 5 4a -f- 5 °° 
l a a 1 ' 
Г / 1 1 Г Pitx Г eitx 
J e " x % = ~ v ) ^ d x = K { t ) + 4 t ) J 
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where hjv(t) ( j = 1, 2) is a polynomial a n d {г} is the f rac t iona l par t of v. 
Г e
itx
 С р'У (11)
 d x = h3v(t)+t+)-< ~ d y J xV) J y{'} 
1 0 
as k2v(t) = c(v)+1 we h a v e 
J g í í X 
dx = hiv(t)+c(v) t'. 
xv+l 1 
Finally we obta in the following formula for the character is t ic funct ion cp(t). 
в 
(13) <p(t) = [ t'dG2(v) + 0(tia+s), (t>0,t-+0). 
ь 
As it is easy t o show, t h e r e exist bv Bl a n d G3(v) such, t h a t 
В в 
(14) ( j ' r d G t ( v ) Y = frdG3(v). 
b b, 
According t o our assumpt ions М(Д) = 0, D( | j ) = 1, t h a t is 
(15) <p(t) = 1 - — + 0 ( f ) (( > 0, 7 — 0 ) 
2 
and t h u s i t follows f rom (12) and (13), t h a t there exists e() > 0 such, t h a t for 
0 g t g e 0 
в, 
(16) log <p(t) = - t + J V dG+v) + 0(t4 /ia+5\ 
For n 2 we have for t h e densi ty fn(x) ° f (2) 
(17) fn(x) - ILL Г (cp(t))» е-Ifnitx dl = VfL R p I ( y ^ n е-уnitxdt 
2л I л J 
as and hence fn(x) too, a re symmetr ical . I n the same way , as in [1] i t can 
be shown, t h a t 
I'gn 
(18) fn(x) = J ^ - R e J (cp(t))n e~1"itxdt + . 
Vn 
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From (16) w e have 
(V(t))n = e" log?(i) _ _ 
( 1 9 , 
" 2 -k=0 
(n J rdH*(v)f 
lc\ 
= » 2 
_ n !L D* 
2
 2 «* J ?" dHk(v) + 0(Ca+5) 
0<k^N 3k 
where H*(v) a n d й + г ) a r e funct ions of bounded var ia t ion . Subst i tu t ing t h e 






/ 2 я 
f e " 2 V nk j t'dHk(v)e-ix'dt + 
0 0<"S1V




 + 0(n~2a~2) ; 
changing t h e order of i n t eg ra t ion in (20) we obtian 
log" 
Dt У " 
1 -m. ч 
(21) /„(*) = — 
У 0<fc^N J e
 2t"e-ixidt dHk(v) + 0(n~2a~2). 
3 к 0 
B y subs t i tu t ing t = 
и 
Dk i k g " 
(22) /„(*) = - = - в 2 + 
У 2л О<k^N 2 J' J' 
<k<N J J 




 dr dHk(y) + 0(n~2a~2). 
As 
( 2 3 ) 
we have 
( 2 4 ) fn(x) 





y 27. 2 J J' 
0 <k<,N J I J 
"TT / Г 
3k \0 Ь . 
e~'*T dr dHk(v) + 0{n-2a-2) . 
T h e following asymptot ic expansion holds for the integral 






rL + v 
О 
rL+v+1 
(see [2] p. 61) . 
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Y 2 л 
_ X» 
e 2" + 
D t 
í 
"h<T M J 
+ d H k [ v ) + 
0 <k^N n X 
( 2 6 ) 
3k 
+ 0(п-2а-2) +О — x~L 
n 
where L is as large as we want . £ , 







n(x) ~ »(1 — F(x Yn)) 
It follows f rom (26) and (27), as in [1], integrating(26) f rom x (1 < x gL n2) 
(28) 1 — Fn(x) = 1 - <p{x) + R(x, n) + 0(n~2a) + О — x~L+l 
\n 
where R(x, n) is according to our s tatement of the form 
M 
(29) R{x, n) = Г --
1
— q{x, v) dk(v) . 
J nix"*1 
I t follows f rom (28) and (27) t h a t for n4 < x < n2  
(30) R(x, те) ~ 1 — Fn(x) ~ » ° f ' \ x Y~n)-> dG(v) . 
a 
For (29) the relation (30) mus t hold for x > те2 too. As for x < те2 the error 
т_ 
terms in (28) may be neglected in comparison with 1 — Fn(x) and for x > те4  
1 — Ф(х) is infinitely small in comparison with 1 — Fn(x), the theorem 
is proved. 
(Received February I, 1963) 
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ОБ ОДНОЙ ПРОБЛЕМЕ „БОЛЬШИХ УКЛОНЕНИЙ" 
J . P E R G E L 
Резюме 
Пусть , . . . , £„ случайные величины с функцией распределения вида 
(5), то имеет место (3) равномерно на всей оси, где вместо функцией г(х, Уп) 
пишется R(x, rí) вида (6), a q(x, v) — рациональная функция от х, К(у) — 
функция ограниченной вариации. 
ТЕОРИЯ ОБОБЩЕННЫХ ФУНКЦИЙ СОБОЛЕВА В СЛУЧАЕ 
ОБЩИХ (НЕ ЗВЕЗДООБРАЗНЫХ) ОБЛАСТЕЙ 
S Á N D O R F R I V A L D S Z K Y 1 
В настоящей статье рассматриваются те наиболее важные теоремы 
теории обобщенных функций Соболева, которые были исследованы до сих 
пор лишь в случае звездообразных областей, или же в случае соединения 
конечного числа таких областей (см. [1]). Рассматриваются обобщения этих 
теорем для случая произвольных областей. 
Используя терминологию и обозначения книги [1], следуя отчасти 
ЛАДИЖЕНСКОЙ (СМ. [2]), в пространстве W f \ Q ) введем следующую норму: 




м \ и ° ) У > р 
£ki = k 
где Ü — /г-мерная область (т. е. ограниченное, открытое множество) с 
точками x = ( х 1 ( . . . , хп) (n ^ 2). Это выражение является конечным для 
любой области Q, и относительно этой нормы пространство W (f\Q) пред-
ставляет собой пространство Банаха. Наконец, в случае звездообразной 
области О норма (1) эквивалентна норме Соболева. 
В случае звездообразной области справедливы следующие теоремы. 
Теорема 1. Если ср £ — функция, то <р £ Lp(Q). 
Теорема 2. Если ср £ Wf(Ü) — функция, то <р £ Wf{Ú) (1= 1 , . . . , k — 1). 
Теорема 3. Существует постоянная M так, что если <р £ W f f Ü ) — 
функция и («!,..., г
п
) — произвольное разбиение целого числа г (т. е. г\ + 
+ . . . + г'„ = г, ij > 0), то 
11 D'h . . . in <Р I ! LpW ^ M 11 <P 11 w?>(0) • 
Всякую функцию cp £ W^fQ) и все ее производные по СОБОЛЕВУ по-
рядка не выше к — 1 можно изменить на некотором множестве лебеговой 
меры 0 так, чтобы и функция у, и ее упомянутые производные были опре-
делены всюду на множестве ü (Q обозначает замыкание множества Q), и 
для новой (р' функции и новых производных имели место следующие утвер-
ждения: 
Теорема 4. Если к > п/р и О g i < к — п/р — целое число, то 
<р' £ С,(О), и для любого разбиения (i, ,..., in) числа i имеем 
а х 1 • • • а х п С.(Я) 
где постоянная M не зависит от функции ср. 
1
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Теорема 5. Если D'J
 кн
 у' € C0(ß) являются функциями при всяком 
разбиении (kv . . k n ) числа к, или это можно достигнуть путем изменения 
функций Dkl kn у' на множестве лебеговой меры 0, то у' е Ck_x(Q). 
Теорема 6 . Пусть п' — положительное целое число, для которого 
и > п' > п — (к — i) р, где 0 g i < к — целое число. Пусть, далее, S* — 
некоторая кусочно непрерывно дифференцируемая часть границы области 
ß*, S* о О, û * С й„/+1 (через R, обозначается евклидово пространство раз-
мерности /). Тогда для любого разбиения (г1( ..., in) числа i имеем Е\х...,•„ у' € 
Lp(S*) и оценку 
ll-Dq... in <р' 11 LP(S>) ^ M11 y ' I i w<f)(ß) 
где постоянная M не зависит от функции у'. 
Эти теоремы найдутся в [1], за исключением теоремы 5, просто выте-
кающей из материала той же книги. 
Определение. Область ß называется квазизвездообразной, если для про-
странства JfTO(ß) выполняются теоремы 1 — 6. 
Справедлива следующая теорема: 
Теорема 7. Пусть ß 1 a ß 2 — квазизвездообразные области, а пусть 
ß 1 П ß 2 = ß 1 П ß2- Тогда ß 1 U ß 2 тоже является квазизвездообразной об-
ластью. 
Эту теорему вместе с доказательством можно найти в [1 ], но без четкой 
формулировки условий. (Здесь отмечаем, в связи с понятием «суммируемой 
пары областей», что всякая пара областей суммируема. Понятие встречается 
в [1]). 
Из теоремы 7 вытекает, что подходящее соединение любого конечного 
числа квазизвездообразных областей — снова квазизведообразная область. 
Легко указать область простой формы, не являющуюся квазизвездо-
образной (см. А). 
В дальнейшем мы исследуем теоремы 1 — б в случае общих областей. 
Имеют место следующие утверждения: 
Теорема 8. Пусть ß — произвольная область и у е Wf\ü) — неко-
торая функция. Пусть для области ß° выполняется ß° с ß . Тогда спра-
ведливы следующие утверждения : 
1. 
(2) у € Lp(ß°) ; 
2. 
(3) <p€K«(ß°) ( Z = l , 1); 
3. для любого разбиения (г\, ..., г'„) целого числа i (0 g i g к) имеем 
( 4 ) Í l - D q . , . i „ y \ \ L v m á M 1 1 y j j w « ) ( ß ) 
где M некоторая постоянная не зависящая от функции у. 
Функция у а ее производные по Соболеву порядка не выше (k— 1) 
могут быть изменены на некотором множестве лебеговой меры 0 так, чтобы 
функция у и ее упомянутые производные были определены всюду на множе-
стве Q, и чтобы новая функция у' и ее новые производные (см. выше) обладали 
следующими свойствами : 
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4. Если k > п/р и 0 ^ i < к — п/р, где г — целое число, то у' i С,(12), 
и для любого разбиения (iv ..., in) числа i выполняется неравенство 
(5) э у 










), числа к, или это можно достигнуть изменением функций 
Dkki кп ср' на множествах лебеговой меры 0, то у' € С*-^). 
6. Пусть п' — положительное целое число, п > rí > п — (к — i)p, 
где i — целое число (0 ^ i < к). Пусть S* обозначает кусочно непрерывно 
дифференцируемую часть границы области Q*,S*zO°, где fi* с й„ , + 1  
— некоторая область. Тогда для любого разбиения (iv ..., гп) числа i имеем 
D\,...iny' íLp(S*) и 
(6) /У, ,<Р II MS*) Ä < MI <f I • 
Отметим, что M = M(Q°). 
Доказательство. Для любой точки x € Q0 найдется шар G'x = G(x-, 2 hx) 
с G'xczn. Система открытых множеств Gx = G(x; hx) покрывает ограни-
ченное замкнутое множество й°, так что согласно теоремы Бореля некоторая 
конечная подсистема тоже покрывает это множество. Упорядочим подси-
стему в виде последовательности: G'[,..., G'^, и рассмотрим шары G, = 
= G(ж,; г), где числа hXi < rt ^ 2 hX{ являются пока неопределенными. 
При некотором таком г1 выберем число г2 так, чтобы для шаров Gv G2 выпол-
нялись условия их теоремы 7. Положим Н12 — G1 U G2 и выберем число г3 
так, чтобы для множеств Н12, G3 выполнялись условия из теоремы 7. Поло-
жим Н123 = Н12 U G3 и т. д. Такой выбор чисел г, всегда возможен. Наконец, 
мы получим область Н1 т , являющуюся квазизвездообразной и удовлет-
воряющую соотношению 
( 7 ) 
Для любой фуикции у € W^\Q) имеем у € W(f\Hl . . .m). Пункты 
1 — 3 теоремы вытекают из соотношения (7) и теоремы 7. 
Поэтому для всякой области Q', выполняющей ü' с Д найдется квази-
звездообразная область Н ' 1 т , обладающая свойством (7). К каждой об-
ласти Н ' 1 т принадлежит подходящее изменение функций, для которого 
имеют место теоремы 1 — 6. Положим 
Qh = {х:хА.П И r(x;S) > h} (h > 0 ) , 
где r(x; S) — евклидово расстояние точки х от границы S области Q. 
Если x € то изменение функции и упомянутых производных осу-
ществляется при помощи области Н 1 т , происходящей из Ü". Если x e Q — 
— й°, то существует целое число т0, для которого 
X € О 1 — £2 1 . 
гп0 т0— 1 
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В этом случае изменение функции и упомянутых производных осуществляем 
с помощью области, происходящей из й , . Наконец, в точках множества 
— т0 
Q — й пусть функция ср' и ее упомянутые производные равняются нулю. 
Множество, на котором мы изменим функцию и ее упомянутые производные, 
иемеет лебеговую меру 0. Теперь функция ср' и ее производные порядков не 
выше (fc — 1) уже всюду определены на множестве й и справедливы сле-
дующие утверждения: 
Если к > п/р и О ^ i < к — п/р, где i — целое число, то у' € С,(й°) 
и для любого разбиения . . ,,in) числа i выполняется неравнество 
э у 
Эхф . . . dxji'\\ca(ä«) 
^M\\cp'\\w*KSi) 
где число M зависит только от области й°. Наконец, пусть т0 обозначает 
достаточно большое, но в остальном произвольное число. Тогда ср' € С,- (й i — 
mо 
— й i ) в силу подходящего изменения функций. Таким образом, <р' € 
m„—1 
€ СДЙ), потому что упомянутое изменение на любих областях Й1, й 2 вообще 
является тождественным изменением на множестве й
1
 n й2 , если новые 
функции стали непрерывными. 
Остальные утверждения теоремы очевидны. 
Теорема доказана. 
В дальнейшем мы исследуем, могут ли быть уточнены утверждения 
последней теоремы. А именно, в случае выполнения условий из пункта 4 
имеет ли место утверждение ср' ç С,(й), или функция ср' будет ли хотя бы 
ограниченной на множестве й (в точках множества й — й имеем ср' = 0); 
далее, остается ли в силе утверждение пункта 6, если заменить условие 
S* с й ° условием £ * с й ? На оба вопроса мы дадим отрицательный ответ 
с помощью контрпримеров. 
А. Рассмотрим следующую область: 
й
т
 = {х : х
х
 > 0 ; х21 < хф ; х\ + х2 < 2 ; - 1 < х,- < 1 (г = 3, . . . , п)}, 
где m ^ 2. Положим 
'(О Г,п = i 
и вычислим интеграл 
( 8 ) 
Г d: 
J П, 
I ) 1/2 
1=1 
x 
TT ' («) íi'" 
где а > 0. Применением полярного пробразования и теоремы Фубини имеем 
1 1 я/4 У2 
dx Г ГС г г,. J - ^ = 2 J . . . J J j ' rMdrwd<pdx3...dxn. 
^ • • " / s in <Р Y / ( " - " < П ' 
' COS™ n - 2 
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Г dxn _ 1 Г 
J 4«) r(Vii) J (I+í2)"'2 
~~
 r(»-D 
Поэтому, на основе свойств интеграла выполняется неравенство 
Г dxn 2 1 
— - < — так как 
1
 4«) r(an_1} (1 + < Т 2 
-1 
Методом полной индукции получим, что 
t 1 
dXq • • • dXf, ^ 2 -
г
а 
(") (2) M R -1 —1  
а —2 
Итак, величина (8) является конечной в случае конечности интеграла 
я/4 У2 
J J 
drV dcp . 
Если a=f=2 , то 
(9) 
va—1 4 2 ) 
О t sin у у/С"|-'> 
\ C O S " 4 / 
я/4 1'2 я/4 ° - 2 
COS M <F\M~ dcp 
sin cp 
j ' j 
о • sin у у/t"»—i) r ( 2 ) 1 — а + 2 [ 2 2 4
 (1 \ 
\ C O S m i p j 
Ha интервале (0; л/4) имеет место 
cp ^ л sin <р/2 





следует конечность интеграла (9). Если, наконец, (а — 2)/(то — 1) < 1, т. е. 
а < m + 1 и, кроме того, а > 2 то интеграл (8) является конечным. 
Пусть п ^2 и к — положительные целые числа и p > 1, ß > 2 — про-
извольные числа. Пусть число m такое, что 
(10) 1 + га > (ß + к) p; m ^ 2 . 
Тогда для функции 
<р(х) = g/(z) = — 
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для любого разбиения ( k v . . . , кп) числа к справедливо соотношение 
9 У 




Таким образом ср' е и функция ср' всё же не является ограни-
ченной на множестве й
т
. (Отсюда вытекает, что область Qm не является 
квазизвездообразной.) 
В. В упомянутой области й
т
 рассмотрим множество 
S* = {х : 0 < Ху < а; х, = 0(Г = 2 , . . . , п — п' + 1 ) ; 
— Xy < Xj < Ху() = п — п' + 2 , . . . , ТЕ)} 
где О < n' < п — целое число и 0 < а < 1. Это множество представляет 
собой гиперплоскость размерности те' и удовлетворяет соотношениям 
S* с Üm, S* Г) (йт — -От) = {О}. 
Вычислим следующий интеграл в случае а > О: 
( П ) \%Г jJ-J'i*"'-*1-Я X , X , Г 1 
О —x, —x, 
п'-1 
(Мы применили теорему Фубини и переномеровали переменные.) 
Путем введения новой переменной t = а*
л
- /г^-^ получим: 
ci о»—о 
' 1 i dt 
j T f o ~ М Я ( Ï T M 2 ' 
Г(Я'-1) 
Так как a y / V - D Ä 1 и 
1 1 
то 
2°/2 (1+/ 2 )" /2 








X , X , 
M < f . . . f—dxn,...dx2<(2x1)"'-'--
4 x°y- J J r f a *ï 
-x , —x. 
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Следовательно, интеграл (11) имеет конечное значение тогда и только тогда, 
если интеграл 
а 
(' af-1-" dx j 
б 
конечен, т. е. если п' — 1 — а > — 1, а < те'. 
Пусть те ^ 2 и & — положительные целые числа и 7? > 1 — произволь-
ное число. Пусть те > те' > п — lep — положительное целое число. Если 
ß > max (2, те') и 
9+г) = у'(х) =—, 
г ( п ) 
то <р' ф LJS*) является функцией. Несмотря на это, если (10) выполняется 
для числа т, то у' € Wf\üm). 
(Поступила: 15 февраля 1963 г.) 
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ÜBER DIE SOBOLEWSCHE DISTRIBUTIONSTHEORIE IM FALLE 




Vorliegende Arbeit behandelt diejenigen wichtigeren Sätze der S O B O L E W -
schen Distributionstheorie, die bisher nur für Sterngebiete oder für die Verei-
nigung endlich vieler Sterngebiete untersucht worden sind. 
Führ t man im Raum Wf\Q) die mit der SoBOLEWsehen Norm äqui-
valente Norm (1) ein, so gilt der folgende 
Salz. Es sei ß ° ein Gebiet, welches auch nach Hinzunahme seiner Häufungs-
punkte ß angehört. (D. h. ß ° с ß . ) Dann bestehen für jede Funktion y mit 
У 6 die Relationen (2) und (3), ferner existiert eine Konstante M = 
= i / ( ß ° ) derart , dass fü r beliebige Zerlegung (q, . . ., in) der Zahl i (0 g i g 1c) 
(d. h. q + . . . + in = i; ij + 0),die Relation (4) gilt, y und ihre Sobolew-
Ableitungen höchstens ( lc—l)- ter Ordnung lassen sich auf einer Lebesgue-
schen Nullmenge so abändern, dass die neue y ' Funktion und ihre Ablei-
tungen auf ß überall definiert sind, ferner gelten die folgenden Behauptungen: 
ist 
k > njp und 0 g i < k — njp (г ganz) , 
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so i s t (p'ÇCfQ); ferner ist (iv . . , , i f ) eine Zerlegung von i, so besteht (5); 
i s t Dkl ...kjf' € Ca(Q) für j ede Zerlegung v o n k, oder lässt sich dies d u r c h 
Abänderung v o n Dkl±kacp' höchs tens auf e iner Nullmenge erreichen, so gil t 
9 > ' € 0 t - i ( û ) ; i s t n' eine na tü r l i che Zahl mi t n > in' > n— (k — i) p ganzem 
0 г < к u n d S* ein Teil des Randes eines ( n ' -f- l)-dimensionalen Gebietes, 
welches stetig d i f fe ren t ie rbar ist und S* С gilt und f ü r jede Zerlegung 
(iv . . ., in) von i die Relation D\1 . in cp' £Lp(S*) gilt, so gi l t (6). 
I m wei te ren wird die F r a g e behandel t , ob sich die Behaup tungen des 
Sa tzes verschär fen lassen. Es werden zwei Beispiele gegeben. Das eine g ib t 
a n bei beliebige gegebenen Zah len n, к und p ein Gebiet Q m u n d eine Funk t ion 
cp' € W(f(Qm) d i e auf Qm n icht beschränk t is t , da s andere bei beliebig gegebe-
n e n n, k, p u n d n' (n> n' > n — kp) ein Gebiet üm, e ine Funk t ion cp Ç 
£ Wyt(Qm) u n d eine я ' -d imensionale H y p e r e b e n e S*, f ü r die zwar S* с 
С Dm\ S*D(ßm — ß m ) = {0}, f ü r die F u n k t i o n cp' jedoch die Relat ion 
cp'iL^S*) 
gi l t . 
ÜBER DEN ANNÄHERUNGSGRAD DER APPROXIMATION 
IM STARKEN SINNE VON STETIGEN FUNKTIONEN 
von 
G. A L E X I T S und D. K R A L I K 1 
Prof . P . Erdős anläßl ich seines 
50. Gebur ts tages zugeeignet 
1. Einleitung 
Es sei [a, b] ein endliches, abgeschlossenes, und (a, b) das entsprechende 
offene Intervall , ferner f(x) eine in [a, b) definierte stetige Funkt ion; bezeichne 
außerdem 
co(ô;a, b) = s u p ' / ( z ' ) —f(x)I (x',xt\a, 0]) 
den Stetigkeitsmodul von f(x). Wird f(x) im Interval l [a, b] nach den 
Funkt ionen des zur Gewichtsfunktion w(x) 0 gehörenden Orthonormal-
polynomsystems bzw. des trigonometrischen Systems {1; cos nx, sin nx} 
entwickelt (in diesem Fall ist [a, b~\ — [0, 2л] und / (x ) periodisch), so bezeichne 
sn(x) die n-te Par t ia l summe bzw. 
S0{x) + Si(^) + • • • + Sqfo) 
П + 1 
1 A" 
со 
— ; a, 6 
n ) 
das тг-te arithmetische Mittel dieser Entwicklung. 
Es ist bekannt , daß einerseits der Annäherungsgrad der Summen an(x) 
von der Größenordnung 
m a x I f ( x ) — an(x)\ = О 
c<,x<.d 
wenn со (ö; a,b) ^ co(ö) = 0 (ôa) mi t einem positiven a< 1 ist und f ü r eine 
geeignete Zahl 0 < С < 1 co(á)/á{ f mit ô j 0 gilt, anderseits aus dem Bestehen 
der Abschätzung 




für alle n mit einem со 
—I 4 0 , со 
n 
7ic f oo die Stet igkei t von f(x) folgt, und 
zwar gilt für seinen Stetigkeitsmodul co(ô; c,d) in jedem inneren Teilintervall 
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Diese Behauptungen sind klassisch, wenn sie sich auf die Entwicklung 
nach trigonometrischen Funkt ionen beziehen (vgl. A. Z Y G M U N D [9], I. Kap. 
I I I . § 13), während sie für die nach Orthogonalpolynomen fortschreitenden 
Entwicklungen ganz neulich von G . F R E U D [5] bewiesen wurden unter der 
Annahme, daß die Gewichtsfunktion in [a, b] der Forderung 
0 < m g w(x) g M 
Genüge leistet. 
Obwohl die zit ierten Sätze die Klasse der Funkt ionen mi t vorgegebenem 
Stetigkeitsmodul entsprechend charakterisieren, geben sie keinen Aufschluß 
da rüber , ob der angegebene Annäherungsgrad dadurch ents teht , daß sich 
d ie »schlecht« annähernden Par t ia l summen im ari thmetischen Mittel aus-
gleichen, oder die »schlecht« annähernden Par t ia lsummen nur so selten auf-
t r e t en , daß das ari thmetische Mit te l dennoch den erwünschten Annäherungs-
g r a d erreicht? Wir wollen zeigen, daß tatsächlich der letztere Fall zutr i f f t , 
wodurch wir die oben erwähnten Approximationssätze wesentlich verschärfen 
können. 
Führen wir s t a t t der Differenz | f(x) — on(x) | die Differenz im starken 
Sinne, d. h. die Größe 
V j f ( X ) - Sv(x)\ 
K ( f i X) = v = 0 
n + 1 
ein. Wir beweisen den folgenden 
Satz 1. Die Funktion f(x) besitze einen Stetigkeitsmodul co(b; a,b) = 
= 0(ô°) mit einem positiven а < 1, welcher der folgenden Bedingung genügt: 
es ist co(b; a, b) g co(b), wobei co(b) mit ó monoton wächst und es existieren 
Zahlen 0 < — <#<£<1 derart, daß co(ő)/<7 f + со(Ь)\Ьд | 0 für b | 0 
2 
gelten. Wird f(x) in [a, 6] in eine Reihe nach trigonometrischen Funktionen 
oder nach den Funktionen des zur Gewichtsfunktion w(x) R 0 gehörenden Ortho-
gonalpolynomsystems entwickelt, wobei 
0 <mgw(x)gM (®€[л,6]) 
Vorausgesetz wird, so gilt in jedem inneren Teilintervall [c, d) von (a, b) 
(1) max hn(f,x) = 0 
c<.x<,d 
Ist f(x) nach 2л periodisch und hat der Stetigkeitsmodul von f(x) eine 
Majoran te co(b) wie im Satz 1, so enthäl t unser Satz eine Verschärfung eines 
klassischen Satzes von S. B E R N S T E I N . Dann gilt nämlich der . 
Satz 2. Besitzt die nach 2 л periodische Funktion f(x) den Stetigkeitsmodul 
io(b) g b" mit 0 < a < 1, so besteht für die Approximation im starken Sinne 
durch die Fejér sehen Mittel ihrer Fourierreihe durchweg die Beziehung 
m a x hn(f, x) = О 




M l CO 
— 
n) 
ANNA HERUNGSGRAT) DER STARKEN APPROXIMATION 3 1 9 
In der Tat gilt diese Abschätzung nach Satz 1 in jedem Teilintervall 
mit beliebig kleinem e < 0. Da f(x) nach 2л periodisch ist , kann £ £ — ,2л  
2 2 
dieses Teilintervall von der Länge 2 л — e mit beliebigem Anfangspunkt 
gewählt werden. Dann läß t sich [0, 2л:] mit zwei derart igen Teilintervallen 
1 
überdecken, die Abschätzung О gilt also im ganzen Intervall [0, 2л] 
und daher überall. Es soll nicht unbemerk t bleiben, d a ß eine derar t ige Aus-
dehnung fü r Orthogonalpolynomentwicklungen im allgemeinen nicht möglich 
ist, da schon die klassischen Orthonormalpolynome in den Endpunk ten des 
Orthogonalitätsintervalls unbeschränkt werden, und daher in den Endpunk ten 
die entwickelte Funkt ion evtl. überhaupt nicht darzustellen vermögen. 
U m auf die Tragweite der Approximation im s tarken Sinne ein Licht 
zu werfen, denke man an den Lebensgueschen Satz, nach welchem die Part i-
alsummen sn(x) einer periodischen Funkt ion f(x), welche einer Lipschitz-
hedingung a-ter Ordnung genügt, die Funktion mit dem Amiäherungsgrad 
approximieren, und diese Abschätzung k a n n im allgemeinen nicht 
na 
mehr verbessert werden (vgl. Z Y G M U N D [ 9 ] , I. S. 3 1 5 ) . Auf Grund unseres 
starken Approximationssatzes können wir jedoch behaupten, daß die den 
Annäherungsgrad verderbenden Part ial su m m en, wie aus dem folgenden Satz 
ersichtlich, nur selten auf t re ten : 
Satz 3. Wächst die positive, monotone Zahlenreihe {An} beliebig langsam 
gegen Unendlich, so approximieren die Partialsummen sn(x) die Funktion 
f £ Lip a in jedem Punkt x mit dem Annäherungsgrad 
f(x) — sn(x) — oi—\ (0 < a < 1), 
О 
außer höchstens einer Teilfolge (s„t(x)}, deren Indizes eine Folge {nk} der 
Dichte Null2 bilden. 
Bezeichne in der Ta t v(n) die Anzahl der Indizes nk g n, und wählen 
wir n derar t , daß 
n 2 n-+- n 
sei. Setzen wir co(Ô) = ôa (Lipschitzbcdingung), so folgt aus unserem Satz 2 
die Existenz einer Kons tan te A, so daß 
л 
- У I / ( * ) - • , ( * ) ! ' 
Ал 
п г' п" 
V=1 
Nach Annahme ist | f(x) — sm(x) | ik. —, und es ist keine Beschränkung der 
nak 
- B e z e i c h n e t v(n) d i e A n z a h l de r I n d i z e s uk g n, so h e i ß t nk von d e r D i c h t e 
Nu l l , w e n n l im -1—— 0 i s t . 
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Allgemeinheit, wenn XnJn% [ 0 vorausgesetzt wird, da die Folge {Яп} nach 
Annahme langsam wächst. D a n n folgt aber 
А 




> J L y Xn* - >, 1 Шп 
ni na n ~~ na  mán « 
v(ri) 2 A 
n n
a
 2 n 
lim _ 
та A„ 
Behauptung w u r d e für со 
woraus sich wegen Xn -> + die Behauptung ergibt. 
Es ist erwähnenswert , wie wir unseren Hauptsatz 1 beweisen. Die 
* ; a, 7>j áL ôa mit a < — schon bewiesen ( A L E X I T S 
та j 2 
[1], S. 295—300). Daraus u n d aus der oben erwähnten Tatsache, daß die 
Behauptung des Satzes für alle а < 1 gilt, wenn man nicht die starke, sondern 
d ie gewöhnliche Approximation betrachtet , fo lg t unsere verschär f te Behaup-
t u n g auf Grund zweier Hilfssätze über numerische Reihen. Der Gedanke, 
einen Teil der Approximationstheorie auf einfache reihentheoretische Sätze 
zu gründen, w a r schon bisher f ruchtbar . E r scheint zuerst bei A L E X I T S [ 2 ] 
u n d [3]) aufget re ten zu sein, wo er zur approximationstheoretischen Charakteri-
sierung der Klasse Lip 1 diente . Mit derselben Methode konn te K R Á L I K [6] 
d ie Eigenschaften des Weyischen Integrals gebrochener Ordnung, insbesondere 
d ie tiefliegenden Hardy-Litt lewood-schen Sätze sehr einfach herleiten. Neuer-
lich wurden diese Ergebnisse von A L E X I T S u n d K R Á L I K [4] wesentlich ver-
schär f t . Außerdem konnten auf diesem Weg auch Approximationssätze f ü r 
allgemeine Orthogonalreihen gewonnen werden . ( A L E X I T S — K R Á L I K [ 4 ] und 
T A N D O R I [8]). Dies alles weist darauf hin, d a ß die Methode, approximations-
theoretische Untersuchungen auf einfache reihentheoretische Hilfssätze zu 
gründen, auch wei ter angewendet werden k a n n , insbesondere dann, wenn die 
explizite Darste l lung der approximierenden Funkt ionen hoffnungslos zu sein 
scheint. 
2. Reihentheoretische Hilfssätze 
Hilfssatz 1. Die Reihe 1' un sei konvergent zu A und es bestehe 





 uk< V)(x) > 0 eine monoton gegen Null abnehmende Funktion ist, 
k=о 
so daß für große x die Beziehungen 0(x)x£ { und 0(x)xß j mit 0 < ß < | < I 
gelten. Ist A(x) konvex, differentierbar und A(x) j 0, A(x)xn f für ein ц > 0 
und r\ + < 1, so konvergiert auch die Reihe E A(ri) un und es ist 
n
 + 1 1
 t> = () 
2 л ^ и х = 0[Л(п) 0(та)]. 
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Beweis. Die Konvergenz der Re ihe 2 A(n) u n ergibt sich d u r c h eine 
einfache Abel-Transformat ion, die Abweichung ih re r r-ten Te i l summe von 
der Re ihensumme is t daher 2 Л(к) uk. Führen wir die Reihe (u0 — A) + 
k=v+l 
-f- щ -f- u2 + . . . + « „ + . . . mi t d e n Bezeichnungen 
м0 — А = w* , u n = u* f ü r n > 0 
bzw. sf = У u*, of = s* + «*+...+ sf 
k+ 1 
ein, so haben wir 
1
 v—0 1 v=0 





Nach zweimaliger Abel -Transformat ion erhalten wir 
n
 -"T" r=0 |Ä=v+1 те -1- 1
 f = 0 fc=„+1 
+ - Í - V ( , + 1)-|о*|21Л(»+1)+—Î— у Л(г+l)|s?| = 
n - л 
= Оф-
1) ^ 2 + Oíw-1) ^ P0(v) ИЛ(г + 1) + 
»=0 Ä=r+1 r=0 
»=0 
.S, g e n ü g t offensichtl ich der Beziehung 
= O(n-ï) 2 2 АЩк) • • ¥ в ( к ) . 
,,=0 k=v+1 
Da ä;'3 0(&) nach A n n a h m e monoton a b n i m m t , k a n n d ie rechte Sei te folgender-
weise geschrieben werden : 
л — 
0(те-!) 2 • 2; Л2Л(£) = 
v=0 k=v+l 
= 0(71-') 2 vß0(v) 2 AA(k) + v-ß A(v)\ • 
r=0 lk=r+l J 
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Für die Differenz AAlfc) gilt die Beziehung: 
АЛ(к) = \AA(lc)\ < k~l A(k), 3  
so daß das erste Glied in der geschweiften K lammer durch 
2 k~x~ßA(k) = 0[A(v)] к-*-? = 0[v-ßA(y)] 
fc=v+l /i=v+1 
abgeschätzt werden kann . Infolgedessen erhalten wir wegen der Eigenschaften 
von 0(x) und A(x) das Ergebnis: 
n n 
Sx = 0(n~x) 2 A(v)0(v) = 0(n-1) v*A(v)v*e(v)v-i-i = 
V — 1 v=1 
n 
= 0[n-x+"+í A(n) 0(n)] v-4-t = 0[A(n) ein)] . 
>.= i 
F ü r S2 gilt die Beziehung 
n n 
S2 = 0(n-x) 2 A(v)v~xv0(v) = 0(n-x) 2 Mv) fJ(v) ' 
,=1 v~1 
also erhalten wir wie im Fall von Sx die Abschätzung 
S2 = 0[A(n) 0(n)\ . 
Zu einer ähnlichen Abschätzung gelangen wir f ü r S3 durch eine Abel-Trans-
format ion: 
S3 = O(n-i) í V 4A(v + 1) • (V + 1) ' ^ |ejf I + A(n -f 1) X 
l ,=0 " + 1 k=0 
x (n+1) — L _ 2 \ s t ! J = ос*-1) 2 A ( V + ! ) 0 E ) + ° [ Л Н = 
71
 + 1
 fc=0 J v = 0 
= О [A(n) 0(n)] , 
womit der Hilfssatz I bewiesen ist . 
Hilfssatz 2. Sei X(x) f +00 Une von unten konkave, differenzierbare 
Funktion mit folgenden Eigenschaften : Es gibt ein rj > 0 so, daß k(x)x~i | , 
und A2?.(x) = 0[X(x)lx2]. Sei weiterhin a>{ô) eine monoton wachsende Funktion, 
für die lim co(Ó) = 0 ist und außerdem positive Zahlen rj < & < £ < 1 existieren, 
3
 Wegen Л(х) x'1 \ haben wir [Л(ж) x 4 ] ' > 0, d . h . Л'(х) .гл -f г)Л(х) x*1'1 > О, 
u n d d a r a u s Л'(х) > — g Л(х) a;-1 bzw. 
| Л'(х)| = - Л ' (х) < у Л(х) х-1 < Л(х) х"1. 
Auf G r u n d des Mit telwertssatzes der Dif ferent ia l rechnung gilt 
ZlA(ifc) = Л(к) — Л(1с + 1) = - Л'(к + rk) (0 < тк < 1) , 
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für die (für genügend kleine Ö > 0) die Beziehungen co(b)jb^ j und co(ő)/á® j 
gelten. Konvergieren die (С, 1 )-Mittel on der Reihe В un zu a und gilt 
an — а = О ^co 
so konvergieren die (С, 1 )-Mitte\ crn(2) der Reihe 27(те) un zu einer Zahl a().) 
mit der Approximationsgeschwindigkeit 
an(X) - or(2) = О |2(те) со 
Beweis. Bezeichne a* das те-te (С, 1)-Mittel d e r Reihe (u 0 — a) -f 
-f Mj + . . . so gilt 
a* = an — а , 
und wir haben 





Bezeichnen wir das те-te (C, 1)-Mittel d e r Reihe Я(0) (u 0 — a) + 2(1) u x + . . . 
mit cr*(2), so gilt 
<r*(2) - u* (2) = an(k) - <rm(2) . 
Nach einer bekann ten Transformat ionsformel ([7]) is t abe r 
№ ) - <(2)1 
те + 1 
— I l — 
к 
m + 1 
v n + k=m v 
- I (k + 1)\a*k\\A4[k)\ + - L - V (k + 1) |ojf| IAX(k + 1) 




\ a * \ + + M") |oJî| + Цт)I«! 
k—0 
+ 
Es seien Sf und Sf die beiden ersten Glieder der r e c h t e n Seite. Nach unseren 
Voraussetzungen gilt f ü r Sf die Abschä tzung: 
S* = 0(m-1) V k2°J 
fc=i 
m —1 
2(k)k~* = 0[m-4(m)] ^ kcco -
A=1 
1) 




2(тег) со — 
Ш, 
Zur Abschä tzung von bemerken wir, daß für S% d ie Relation 
S* = 0(1) 2 k ы ( j Mk) k ~ 2 = 0 (1 ) 2 2:öco|i 
k=m 
X(k) k~" 
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besteht. Im S inne unserer Voraussetzungen sind aber со |—| x& und A(x)x~4 
monoton abnehmend, daher e rg ib t sich 
St = 0 со j—I A(m) m*- ' 
m k=m 
woraus wegen & — g > 0 fü r S 2 die Größenordnung A(m) со 
1 
•— folgt. D a m i t 
m 
haben wir fü r Sy + S2 die Größenordnung ).(m) со 
m 
bewiesen. Da nun aus 
A(x) x - 4 j und a u s der monotonen Abnahme des nichtnegativen Differential-
quotienten A'(x) in ähnlicher Weise wie beim Beweis des Hilfssatzes 1 in der 
Fußno te 2 die Beziehung 
\ Л Щ ) \ < X(k) k~ x 
fo lg t , erhalten wir die Abschätzung 
2 
m + 1 ' • к-1 k = 1 
к-
1
 X(k) = 
О 
Цт) со — 
m 
Da für d ie übrigen Glieder die Größenordnung X(m) со 
lieh gilt, haben wir den Beweis des Hilfssatzes 2 vollendet. 
offensicht-
3. Beweis des Satzes 1 
Gilt für d e n Stetigkeitsmodul co(ô; a, b) die Beziehung 
co(ô• a, b)lôi~y-++ oo 
f ü r ó —>- 0 mit e iner geeigneten Zahl у > 0, so folgt aus dem schon zitierten 
Sa t z von A L E X I T S ( [ 1 ] , S. 2 9 5 — 3 0 0 ) die Beziehung ( 1 ) . Strebt abe r der Quotient 
co(ô; a,b)/ôi~y f ü r kein y > 0 gegen + oo w e n n ô —у 0, so existieren nach 
Annahme des Sa tzes 1 Zahlen 0 < — < & < £ < 1 , für die d i e Beziehungen 
2 
co(ő)/ő9 j 0, со(0)/0с f + oo m i t <5 j 0 gültig s ind, wo co(Ö) d ie Majoranten-
funk t ion von co(ö; a, b) bedeutet . Die Funktion A(x) = xil2 e r fü l l t die Voraus-
setzungen des Hilfssatzes 2, w e n n wir dort rj = — s e t z e n . Sodann folgt f ü r 
2 
d ie Punkte x e ines jeden inne ren Teilintervalls von (a, b) : crn(x) —f(x) = 
= О coi— , wo cr„(x) entweder das те-te F e j ersehe Mittel de r Fourierreihe 
\nj 
v o n f(x) bezeichnen kann (S. BERNSTEIN), ode r das те-te (С, 1)-Mittel der 
Entwicklung n a c h dem zur Gewichtsfunkt ion w(x) gehörigen Orthonormal-
polynomsystem bedeute t (G. F R E U D [5]). N a c h dem Hilfssatz 2 approxi-
mieren die те-ten (С, 1)-Mittel de r t ransformier ten Fourierreihe 2 J v t l 2 ( a v c o s vx~\~ 
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-f- bv sin vx) bzw. der Polynomreihe 2 / c v PÂX)1 m allen diesen Punkten 
x die der t ransformier ten Reihe entsprechende F u n k t i o n /f ;2(x) gleichmäßig in 
der Größenordnung n i l 2 со — . Auf Grund der in der Einlei tung zitierten 
Sätze ist somit der Stetigkeitsmodul co(6; /£/2) von fy2{x) in j edem inneren 
Teilintervall [c, d~] с (a, b) von der Größenordnung co(á)/őf/2. Für diesen 
letzteren Stetigkeitsmodul gilt aber bei ô —>- 0 die Bedingung co(ô; fy2)lôî~Y  
—>- oo mit geeignetem y > 0, da co(ő;/ t/2)/áf '2 = O[eo(ö)/<5f], wo со(0)/<5{ f + 
£ 1 
und — < —ist. Infolgedessen sind die t ransformier ten Reihen s ta rk (С, 1) — 
2 2 
И 
summierbar und f ü r ihre Teilsummen s x; — 
2 
[1], S. 295—300): 
bes t eh t die Rela t ion (ALEXITS 
i .Л. 
— 2 
i . X, 
2, 
— fi/ii*) = О «г/2< 
n + - n 
1
 v=0 
Wählen wir fü r die Funkt ionen A(x) bzw. С (x) des Hilfsatzes 1 die Aus-
drücke x bzw. ri'2 , ÍI 
u 
den Exponenten des Hilfssatzes 1 ß bzw. 
С с с 
r> entsprechen in unserem Fall die Zahlen — , & — bzv. — 
2 2 2 
, so folgt aus dem 
4
 D a ß diese Re ihen wieder die Four ierentwicklungen einer L2- integrierbaren 
F u n k t i o n sind, können wir z. B. folgenderweise e insehen . Sei sn(x) d ie n-tc Teilsumme 
der Four ierentwicklung v o n j(x), Tn(&) d a s in [a, b] a m bes t en approximierende Polynom 
höchstens n-ter Ordnung , so haben wi r : 
b b 
j* [f(x) - s2»(x)]2 w(x) dx < J [f(x) - T„n(x)Y w{x) dx — О [ш2 j j , d. h. 
а а 
r=2»+l L v ' л 
und eine ähnliche Beziehung gilt f ü r den t r igonometr ischen Fal l mit ai + bi — c'i. Sodann 
haben wir: 
2»+' 2»+'
 r , 
2 / с 2 < 2"c • 2C £ t ; = 0 2 л Е « ! i = 0 ( 1 ) 2 л £ . 2 - ! л ' = 0 [ 2 - ( , Н » ] 
»=2"+l v=2"+l L V 
wegen cu j ^ j 2"" J, O m i t n - > + oo. 
E s ist also 
oo oo 2n+1 oo 
i 4 = 0(l) rc2 = 0(l) У, K s = ç r < ~ , d a 2 0 - C > O i s t , 
k= 1 n=0 r=2»+I ~0 2 
woraus n a c h dem Riesz-Fischerschen Sa tz folgt, daß die t rans formier ten Re ihen Fourier-
reihen einer L2 [a, b]-integrierbaren F u n k t i o n s i n d . 




Hilfssatz 1 fü r die Teilsummen de r ursprünglichen Reihen die Beziehung 
max hn(f, x) — 0 
cüx^d 
wie wir es behauptet haben. 
Der Fall co(ö) — b" mit 0 < a < 1 soll eigens hervorgehoben werden. 
Dann genügt f(x) in [а, b] einer Lipschitzbedingung a-ter Ordnung. Aus 
unseren beiden Sätzen ergibt sich unmit te lbar das folgende 
Korollar . Genügt f(x) in [a, 6] einer Lipschitzbedingung a-ter Ordnung 
mit a <1, so gilt in [с, d) с (a, b) 
max hn(f, x) = 0 
c^x^d 
Ist f(x) nach 2л periodisch und sind die an(x) die Fejérschen Mittel, so gilt 
dieser Annäherungsgrad auf der ganzen Zahlengerade. 
(Fingegangen: 14. März, 1963.) 
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О ПОРЯДКЕ АППРОКСИМАЦИИ СИЛЬНОГО СУММИРОВАНИЯ 
НЕПРЕРЫВНЫХ ФУНКЦИЙ 
G . ALEXITS и D . K R Á L I K 
Резюме 
Пусть sn(x) обозначает те-ные частичные суммы ряда Фурье функции 
f(x) по системе ортонормированных полиномов, порожденных на отрезке 
[а, 6] весовой функцией w(x), соответствующего по тригонометрической 
системе (в дальнейшем [а, 6] = [0,2 л] и f(x) периодическая функция с 
периодом 2 л). Пусть также 
K ( f , *) = -
f(x) - s„(x)| 
n + 1 
Докажем следующие теоремы: 
Теорема 1. Пусть для модуля непрерывности со(д,а,Ь) функции f{x) 
будет : ш (ô, a, b) = 0(ôa) (0 < а < 1), кроме того пусть со (б, a,b) geo (<5), 
где co(ô) I и для подходящих чисел 0<CI2<R<C<1 w(à)/ôc f -p оо, 
co(ô)lô» j 0 при д j 0. Если на [et, b] весовая функция w(x) удовлетворяет 
неравенству 0 < m g w(x) g M, тогда на каждом [с, ci] с (а, Ъ) 





Теорема 2. Если f(x) — периодическая функция 
co(ô) g ô" (0 < а < 1), тогда 
периодом 2л и 
max 
— ~ < х < + 




Теорема 3. Для периодической функции / (x)£Lip а (0 < а < 1) с перио-
дом 2л в каждой точке х будет : 
f{x) - sn(x) =OÍL 
за исключением может быть такой подпоследовательности ]>*(х)}, индексы 
которой образуют подпоследовательность {%.} нулевой плотности в после-
довательности натуральных чисел. Здесь {А
п
} — числовая последователь-
ность, произвольно медленно, но монотонно стремящаяся h + 
Доказательство выше перечисленных теорем опирается на две элемен-
тарные, обобщённого характера вспомогательные теоремы теории рядов. 

SUR LES BORNES DE LA THÉORIE DE L'APPROXIMATION 
DES FONCTIONS CONTINUES PAR POLYNÔMES 
p a r 
G E O R G E S A L E X I T S 
Dédie à M. B. SZ.-NAGY, en signe 
d ' a m i t i é , à son 50e ann iversa i re 
1. Introduction 
Nous désignerons, dans les suivants , par f(x) u n e fonction L2-intégrable 
dans un intervalle f e rmé (fini) [a, b], (a, b) étant le symbole pour l ' intervalle 
ouvert correspondant. L a fonction f(x) satisfait à une condition de Lipschitz 
d 'ordre 0 < a < 1 avec la constante K , brièvement / € LipK o, d a n s le sous-
intervalle [c, d] de [a, 6], si 
\f(x')-f(x)\<K\x' -x\" 
pour t ou t couple de points x, x' € [c, d~\. Soit Q(X) 0 une fonction intégrable 
en [a, ft] don t nous supposerons qu'el le satisfait à la condition 
(1) 0<m^Q(x)gLM 
dans l ' intervalle [c, d). Cette ,«fonction de poids» détermine univoquement un 
système de polynômes {pn(x)} or thonormés tels que pn(x) soit exactement de 
degré n avec le coefficient principal о n > 0. Nous appelons 
b 
(2) 2 CnPn(x) —Л-Г) (Cn = j ' / («) Q(x) pn(x) dx) 
n=0 a 
le développement de / (x ) suivant {pn(x)j y compris le cas lorsque (pn(x)} = 
1 cos их sinw.x _
 a i o r s |-a> _ j-Q^  2л] e t / (x) est périodique. 
[ / 2 л ' f n ' f n 
Désignons par sn(f, x) la та-ième somme part iel le du développement 
(2) et posons 
i 
K ( f , P) = (—гт У - л*)!' 
L № + 1 éé 
Dans la note antérieure, nous avons démontré que, si f i Lip a en [a, b] avec 
0 < a < 1, on a hn(f, x; 1) = 0(n~a) uni formément en t ou t intervalle 
[c, d] с (a, b\ Comme les sommes hn(f, x; p) croissent avec p, il est bien 
naturel de demander, si ce degré d 'approximat ion reste conservé même en 
considérant hn(f, x; p) avec p > 1 au lieu de p = 1. Nous allons mont re r que, 
dans le cas général 0 < a < I et p > 1 quelconque, il n'en est pas ainsi, mais la 
proposition conserve sa validité, si p < 1 ja et le système {pn(x)} est borné dans 
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Vintérieur de (a, b). Ce théorème semble-t avoir un intérêt pa r différentes 
raisons: d 'une pa r t , il généralise no t r e théorème principal de la no te antérieur 
(Satz 1) lequel é t a i t dé jà une généralisation d ' u n théorème classique; d ' au t re 
pa r t , il met en évidence les limites de tout essai d'extension de ce genre. 
La те-ième moyenne de Oesàro d'ordre ß > — 1 de la série (2) est 
ou AS = 
" k =0 An
 k=0 
+ ß\ vPjF(ß + 1 ) . Kn connexion avec le théorème que nous 
venons de signaler, nous démontrerons que, {pn(x)} étant borné et / £ Lip a , 
on a a j f , x) —f{x) = 0(n~~a) pour tout ß > a uniformément en tout intervalle 
[c, d] с (a, b). Remarquons que ce résul ta t est nouveau en ce qui concerne les 
développements en séries de polynômes or thogonaux; dans le cas beaucoup 
plus maniable des séries de Fourier tr igonométriques, il était démont ré il y a 
longue temps ( J A C O B [ 3 ] et A L E X I T S [ 1 ] ) . Il semble que notre théorème est, 
en certain sens, le meilleur possible; car nous croyons que la proposition du 
théorème ne t ien t p lus si ß g a, mais nous n ' a v o n s pas réussi de construire 
un exemple effectif d 'une fonction / £ Lip a avec 0 < a < 1 telle que 
< ( / , X) - f ( x ) ф 0 ( 7 1 — ) . 
Finalement, nous allons nous occuper aussi de l 'approximation par des 
sommes linéaires formées avec les fonctions d ' u n système or thonormal quel-
conque {(pn(x)}. M. S Z . - N A G Y [ 5 ] a démontré — grossièrement d i t — que les 
plus importantes méthodes de sommation linéaire du développement de 
/ é Lip a suivant [<pn(x)} ne r e n d e n t pas un degré d 'approximat ion meilleur 
de celui de la meilleure approximat ion tr igonométrique. Nous ne désirons 
que remarquer que ce résultat intéressant de M. S Z . - N A G Y p eu t é t re généra-
lisé à ce que, dans sa proposition, les moyennes linéaires peuvent être remplacées 
n 
par des sommes linéaires quelconques Sn(x) = 2 ak<pk(x) à condition que les 
k=0 
fondions de Lebesgue de la sommation (C, 1) , 
(3) / . „ ( * ) = Г 2 il 
J b —n V n + 1 
4>k(t) <Pk(x) dt, 
1 k=0 
U 
restent bornées dans leur ensemble uniformément en [a, 6]. 
2. Le degré d'approximation des sommes hn(f, x; p) 
D'abord, nous allons démont re r un théorème de caractère local: 
Théorème 1. Si [c, d] с [a, 6] et la fonction Lbxyintégrable f(x) appartient, 
en [c, d], à la classe L ip a avec 0 < a < 1/2, puis o(x) 0 satisfait à la con-
dition (1) et pn(x) = 0(1) uniformément en [c, d], alors 
(4) hn(f,x-p)=0 
1 
uniformément en tout intervalle [c', d ' ] с (с, d), pourvu que a < 1 jp. 
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Comme hn(f, x\ p) croît avec p, il suffit d'envisager le cas p g 2. On a 
d'après la formule de Christoffel—Darboux 




av Pv+1(0 Pv(X) - PÁt) Pvhl(X) 
l 1 r=U 
avec le novau 
dt 
K f t , x) 
t — x 
où av désigne le coefficient principal du polynôme pv(x). En partageant 
l ' intervalle d' intégration en cinq part ies: [a, e], c, x  
1 
, [d, b], et en choisissant n tellement grand que x d ,d 
n 
С (с, d), on obtient cinq sommes d ' intégrales: 
K ( f , x ; p) = ( - J — V ! f [/(() - f(x)]
 Q(t) К, 
1 ^Ы I d 
1 , 1 
X , X  
n n 
1 . 1 
x , X d  
n n 
(t, x) dt = 
O -
n 2 J + 0 l l í l f + M ^ t l / + j 
d 1 
+ № | [ Л Г + ( о ( 1 ) | | Я Т 
Soit x un point arbi traire de l ' intervalle [с', d'] = [c -p b, d — Ő] avec b > 0 




0 m - m 
t — X 
Q(t) Pv+i(t) dt 
2 | J 
v = 0 I J 
' № - f ( x ) 






l „=() >.=0 J 
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où les cjx) sont les coefficients d u développement suivant le sys tème (pjx)} 
de la fonction 
0x10 = 
fit) - / ( » )  
t — X 
0 
pour a i i í < с, 
ailleurs. 
Or I t — x I ^ ô e t I f(x) I est bo rné en [c, d], on a donc, f(l) é t a n t Ze(x)-intég-
rable , 
с с 
CI(X) . M J [ / ( / ) - f ( x ) f Q ( t ) dt j ' pl(t) Q(t) dt < C\ 
a a 
où la constante C\ > 0 ne dépend ni de v ni de x. Alors 
v=0 v = 0 
Cy(x) 
et les termes de la série du deuxième membre son t < 1; leurs p-ièmes puis-
sances (p2z 2) ne son t donc pas p lus grandes que les deuxièmes, c 'es t à dire que 
v=o t^cT ад 
I l s 'ensuit par l ' inégali té de Besse! 
c
 f i t ) - m 1 2 
»=0 t — X 
Q{t) dt < ^ \Cv(X)\P < Сф2 
ПР-2 f 
1
 J [f(t)~f{x)fQ(t)dt<C2 à2 
où C2 > 0 ne dépend pas de x. On obtient donc, en tenan t compte de l / p > a, 
p o u r tou t x £[c + ô, d — ô] l 'évaluat ion 
с 1 
0 
1 r 1 
= 0 
1 
1 = 0 
n | J J n1'" n" 
et de la même man iè re 
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m - m 
t — X 
Q(t) Pv+1(0 dt 
Q(t)pv(t)dt 
+ 
v = 0 p=0 
où les cv(x) désignent maintenant les coefficients du développement de la 
fonction 2/P(JC)-intégrable 
K ( t ) 
M
 P O U R 
t — x n 
0 ailleurs. 
On obtient donc, d 'après le théorème de Hausdorff—Young appliqué, ce qui 
est permis, à l 'intervalle [c, d], et en t enan t compte de / Ç Lip a dans l ' inter-




,, = n J 
о 
пУР 




1 » I / P ] | J \t-x\<M-°)\ 
où q est l 'exposant conjugué à p, c 'est à dire le nombre positif défini par 
1 
1 = 1 donc 
P. 
1 jp + 1 jq = 1. Comme 0 < a < 1/p, on a q( 1 — a) > q 
x— l/n 
Í dt \t — аН« ( , - < ,> = 0{п-1+ч-ча), 
par conséquent 
О 
J L J ' " 
пУР 2 J 
v=0 J 
x—l/n 1 
P17 _ / 1 p
 = o( 
U1 / p . 
i -— 
0(n я ) = О 





2 1 J 
»=0 J.. x+l/n 
О 
6 A Matematikai Kutató Intézet Közleményei VII I . A/3. 
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Il nous res te encore l 'évaluation de la troisième somme qui est bien 
simple. En effe t , on a Kv(t, x) = O(v) pour x—1/n g t g x -f Ijn, par 
conséquent 
O | 










x + l / n 
J' 
x— 1/n 





dt I 1=0 





Ainsi, en rassemblant toutes ces évaluations, nous avons démont ré la validité 
de (4). 
Théorème 2. Si f Ç Lip a avec 0 < a < 1 et la condition (1) est satis-
faite dans l'intervalle entier [a, 6], et si le système {pn(x)} est uniformément 
borné en tout intervalle [c, d] с (a, b), alors 
hn(f x;p) — 0 I 1 
n" 
uniformément à l'intérieur de (a, b), pourvu que a < 1/p; mais si a = l/p, 
l'ordre de grandeur de l'approximation peut croître jusqu'à 




avec un С > 0. 
Grâce au théorème 1, nous n 'avons à considérer que le cas 1/2 g a < 1, 
e t nous pouvons nous servir de la même méthode comme dans notre no te 
antérieure où nous avons r amené le cas a ^ 1/2 à celui de a < 1/2. En effet , 
il est connu que, s i / к Lip a, les moyennes (О, 1) de la série (2) que nous désig-
nons par a„(/, x) rendent le degré d 'approximation 
( 6 ) on(f, x) - f ( x ) = о 
en tout intervalle [c, d] С (a, b). C'est un résul ta t classique dans la théorie 
des séries tr igonométriques e t il vient d 'être démontré par M. F R E U D [ 2 ] pour 
les développements suivant des polynômes orthogonaux, pourvu que Q(X) 
satisfait à la condition (1), ce que nous avons supposé. Multiplions le fc-ième 
te rme de la série (2) par ka~e avec 0 < e < l /p . En désignant par an(e,f, x) 




(х), la relation (6) en t ra îne la conver-
gence de {an(e,f, x)} vers u n e fonction F2 ( x )-intégrable F(x) e t 
on(e,fx)-F(x) = 0 { ~ \ 
In I 
uniformément en [c, d]. C'est un résultat démontré par M . K R Á L I K [ 4 ] . Il 
s'ensuit, en ve r t u d 'un résu l ta t classique dû à S. B E R N S T E I N , F £ Lip e en 
[c, d]; on a donc, d'après le théorème 1, 
(7) Л
п
( Е , т ; р ) = 0 ( — 
i ne 
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en (c, d). Pour en obtenir hn(f, x; p) — 0(n~a), nous n ' avons qu'à appl iquer 
le lemme suivant : si on divise le M ê m e t e r m e de la série Z ka~e ck pk(x) par 
ka~e, c 'est à dire que nous retournons à no t re série initiale, l 'évaluation (7) 
entraîne hn(f, x\ p) = 0(n~a); la première par t ie de n o t r e théorème est ainsi 
démontrée. Quant au lemme en question, nous allons achever sa démonstra t ion 
après celle de la deuxième par t ie de n o t r e théorème. 
La validité de l 'évaluation inférieure (5) résulte immédiatement d 'un 
exemple t ou t à fait élémentaire. Envisageons la série de Fourier 
2 
cos n x 
7,1 + a 
( 0 < a < 1). 
Elle est uniformément convergente, représen te donc u n e fonction périodique 
et continue f(x), et comme 
k=n + l 
on a / ( Lip a sur toute la droite. Mais si a = 1 jp, on obtient 
i 
(Jlla « l i a C\0g"n 
71 
Il nous reste à démont re r encore le lemme su ivant portant sur des 
séries numériques quelconques: 
Soit 2J un une série numérique convergente vers A. sn sa n-iéme 
I l'/P " 
somme partielle, hn{p) = \n~1 ^\sv—Л\р\ > et posons sn(a) — k~a+euk, 
l v=l J k=1 
Í " F/P 
hn(a, p) = \n~1 [sv(«) — B\p\ , ой В désigne la limite vers laquelle sn( a) 
converge. Si p ^ 1 et 0 < e < a < \\p, et si Von a hn(p) — 0(n~e), alors 
\na 
En effet , on obtient par des t ransformat ions abeliennes successives 
et par l ' inégalité de Minkowski: 
I V=1 Ifc=»+I > 
Л1%Н у \khk(l) + AÍ 1 vK(p) + (V + 1)«-
p 
P I P 
+ 
n n<a~9p 
n[hn(p)Y V=An+Bn + Cn, 
6 * 
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A y a n t supposé 0 < a < l j p e t hn(p) = 0(n e), on en o b t i e n t : 
An 0
Ы Ш 1Жк1+а 
y 
p f p 
- O Í -
\nvP] 2 






 = оШ\у1ЛР = о(Ц 




 o l 1 
n
a 
e t notre l emme est démontré . 
3. L'ordre de grandeur de l'approximation par des sommes 
de Cesàro d'ordre positif 
Théorème 3. Si f Ç L ip a avec 0 < a < 1 et les conditions du théorème 
2 sont remplies, on a pour tout ß < a 
(8) oßn(f,x)-f(x) = 0 
n" 
uniformément en tout intervalle [c,d] С [a, b). 
En ef fe t , on obtient p a r l 'inégalité d e Holder 
К ( / . x) -f(x)I Afc}v\sv(f, x) -f(x)I ^ 
л r = 0 
y 
U j g (A&A4lj?\sv(f,x)-f(x)\i 




Choisissons p > 1 tel que 1 > ß > 1/p > a > 0, alors 0 > q(ß— 1) > — 1; 
il s 'ensuit donc , en tenant comp te de l 'équivalence asympto t ique Aß~x ^ 
~ vß~x\r{ß): 
î I 
— I J V r ó - i > R =
 0 ( w - 1 + ! ) = 0 L i _ 
p a r conséquent 
—f(x) = 0(1) f - M V \sv(f, x) -f(x)\» = 0(l)hn(f,x-,p). 
L'évaluat ion (8) en est une conséquence imméd ia t e en ver tu de notre théorème 2. 
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4. Meilleure approximation par des sommes linéaires des functions 
d'un système orthonormal arbitraire 
Soit {<pn(x)} un système de fonctions orthonormées q u e l c o n q u e s dans 
l ' intervalle [0,1]. Soit encore Ecncpn(x) le développement d 'une fonction 
f(x) su ivant {(pn(x)}. On entend par la 7i-ième moyenne linéaire à matrice trian-
gulaire e t positive une expression de la forme 
n 
U/> x ) = 2 hnck r P k f ) 
k = 0 
où Xkn Si 0 pour к n e t Xkn = 0 pour к > п. 
Désignons par f{r\x) la r-ième dérivée de f(x), ( / ( 0 ) = / ) , et pa r 
лт \f{r\x') -î'r\x)\ Nar = sup lJ \ — E E l J I 
хфх' \X — x\a 
la «norme lipschitzienne» de f-T\x). Soit Car la classe de toutes les fonctions 
à Nar f ini . M . S Z . - N A G Y a démontré l 'existence d 'une constante yar > 0 tel que 
sup \tn(f,x) - f ( x ) \ 
Q(t„, r, a) = sup -» 7 a r 
ficar N^ nr+a 
à condition que 





n ( X ) = 2 ak<Pk(x) 
k—0 
une somme linéaire quelconque formée avec les n + 1 premières fonctions q>0(x), 
93j(x), . . ., <pn(x) du système {cpn(x)}. Désignons p a r / 7 n l 'ensemble des sommes 
Sn(x) e t posons 
En(f) = i n f vrai m a x |/(ж) — Sn(x) |, 
Qn(r,a)= s u p Ä (ХМ)ФО). 
f t Car N J f ) 
On peut alors ajouter le complément suivant au théorème de M . S Z . - N A G Y : 
Théorème 4. Si les fonctions de Lebesgue (3) satisfont à la condition 
(9) Ln(x) = 0(1) ( O ^ x ^ l ) , 
il existe une constante ôar > 0 tel que 
ô„r 
Qn(r> «•) ^ 
n r+a 
3 3 8 ALEXITS 
Envisageons les moyennes de de la Vallée-Poussin 
1 2n—i 
VJf,x) = - V sk(f,x) 
n 
du développement E cn yjx) de la fonction / £ Сar. Eu égard à Vn(f, x) = 
=
 2 o2n-i(/ ' x ) — a n- i ( f ' x)< o n a d'après (9): 
\Vn(Sn-f,x)\g 
„ 2n —1 / 7 \ П— 1 / 7ч 
^ 3 sup ад) • sup I а д - / ( O l = 0(1) sup I а д — / ( я ) i . 
л o^x^i o^x<;i 
Or F„(5„, ж) = $
п
(х), il s 'ensuit donc 
sup |/(x) - V J f , x)\ g sup 1/(3!) - ад| + sup | F n (ß n - f , X)\ = 
O^x^l o^x^l o^x^l 
= 0(1) sup | а д - / ( х ) | , 
O^x^l 
pa r conséquent 
q(Vn, r, a) = 0(1) Qn(r, a). 
P a r absurde, supposons maintenant que not re proposition soit fausse, c 'est 
à dire que qn{r, a) = о(те-г~а); on aurait alors, d 'après la relation précédente, 
aussi 
(10) £?(F„, r, a) = о I 
r + a [71 
Mais pour n impair, n = 2 m — 1 , les sommes Vm(f,x) sont des (2m—1)-
ièmes moyennes du développement de /(x): 
2m —ï 
Pm(/> x ) = t-im-ÀÎ' x ) — 2 4(2m-l) ck <Pk(x) 
k=0 
avec 4(2m-p = 1 pour к g m, 4(2m-i) = 2 — pour m < к g 2m — 1 
e t 4(2m-p = 0 pour к > 2m — 1. En posant encore Xk2m = kk(2m-iy o n a 
défini une méthode de sommation T linéaire, à matrice positive et triangulaire 
ayan t les moyennes Vm(f, x)=tn(f, x) pour n=2m—1 ou 2m. Les coefficients 
Xkn de cette méthode T satisfont à la condition 
[п/2] + 1 n 
2 4л + 2 4л = [ и / 2 ] + 1 + 4 ([те/2] — 2) < 2п 
к=0 к=0 к = [ л / 2 ] + 2 
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où [и/2] désigne la part ie entière de и/2. Les conditions du théorème de M. 
S Z . - N A G Y sont donc satisfaites par les sommes V n ( f , x), il existe donc une 
constante yar > 0 tel que 
QiVn,r,a) > 
nr+a 
en contradiction avec (10); c. q. f. d. 
(Reçu le 14 mars, 1963) 
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ОБ ОГРАНИЧЕНИЯХ ТЕОРИИ АППРОКСИМАЦИЙ НЕПРЕРЫВ-
НЫХ ФУНКЦИЙ ПОЛИНОМАМИ 
G. A L E X I T S 
Резюме 
Если [с, d] с (а , Ь) и L2(x) [а, б/интегрируемая функция f(x) на от-
резке [с, d] относится к классу функций Lip а ( 0 < а < 1), далее если для 
L-интегрируемой на [и, b] весовой функции g (x) ^ 0 выполняется на 
[с, d] условие 0 < m д(х) gL M и если р
п
(х) = 0( 1) равномерно на [с, d], 
где {Рп(х)} — система ортонормированных полиномов с положительным 
коэффициентом при главном члене, порожденных на [а, Ъ] весовой функции 
д{х), тогда 
hn(f,x,p) = OÍ1 
равномерно на каждом [с' ,d'](Z{c,d) при условии, что а < —. Здесь 
Р 
!
1 п 1 
— — > ' | / ( z ) - S „ ( x ) R 
И + 1
 v = 0 
далее V Ь 
+(х) = 2 с
к
 Рк(х) ' ск = \ f ( x ) в(х) Рк(х) dx . 
к-о ,г 
3 4 0 ALEXITS 
Если а = i - , то для порядка hn(f, х, р) имеем: 
п
а 
где константа С > 0. 
Далее в работе рассматриваются следствия этой теоремы. 
ÜBER EINEN SATZ DER KETTENBRUCHLEHRE 
von 
P É T E R SZÜSZ 
H e r r n Professor P . Erdős 
z u m 50. Gebur t s tag gewidmet 
V 
Ein bekannter Sa tz 1 besagt folgendes: Ist — ein irreduzibler Bruch, so 
folgt aus 9 
1 
< (1) V a — — 
2 q2 
V 
dass — ein Näherungsbruch der regelmässigen Ket tenbruchentwicklung von 
. Я 
a sein muss. Dies lässt sich auch folgendermassen ausdrücken: I m Intervall 
IP 1 V 1 1 
JL _i liegen nur solche a, in deren regelmässigen Ket tenbruch-
[q 2 q2 q 2q2) 
entwicklung der Bruch — als Näherungsbruch vorkommt . Im folgenden bezeich-
Я. 
ne ich mit I p q das In te rva l l maximaler Länge der jenigen a (0 < a < 1), in 
deren regelmässigen Ket tenbruchentwicklung der schon in irreduzibler Ge-
stalt geschreibene Bruch — als Näherungsbruch vorkommt. Bezeichnet 11 | 
Я 
die Länge von i, so ist stets 
(2) g2\Ip.q\ è 1 • 
q2 11
р ч
 I häng t nur von p und q ab und lässt sich durch die (endliche) Ket ten-
bruchentwicklung von — explizit angeben. Es gilt2 
g 
(3) gVpA = 
Р.Ч I 
1 + —112 — 
wobei q' den »vorletzten« Näherungsnenner des endlichen Ket tenbruches 
( 4 ) — = [ 0 ; av . . ., AG] 
»Vgl. P E R R O N [ 1 ] , S. 3 9 . 
2
 Vgl. P E R R O N [ 1 ] , S . 3 9 ( 3 ) ist dort n icht explizit angegeben, lässt sieh aber von 
der dor t igen Formel & g — — leicht herleiten. 
B
u-1 + 2 
3 4 1 
3 4 2 szüsz 
bedeute t ; hier h ä n g t к von p u n d q ab. Es gil t 
(5) ak è 2 . 
Wegen (3), 
(6) — = [0; ak, ak_v ..., oq] 
9 
u n d (5) gilt jedenfalls 
(?) j < *\IM\ < } • 
P . E R D Ö S h a t die Frage aufgeworfen, den Mittelwert der q- | Ip< q | f ü r 
q —y oo asymptotisch zu best immen, wenn p sämtliche Zahlen unterhalb q 
durchläuf t , fü r die (p, q) = 1 gilt , d. h. den Grenzwert 
<8> 2 92\Ip,q\ 
<p(q) 0<p<q P'41 
(P,?)= 1 
zu bestimmen. I n der vorliegenden Note best imme ich schärfer die asymp-
totische Verteilung der q2 \ Ip q |, d. h. den Grenzwert 
(9) lim —гт 1 , 
Î— Ш ) 0<p<q, 
(P.9)=L, 
wobei t eine beliebige reelle Zahl ist, die den Ungleichungen 
(10) —<tg — 
3 — 2 
genügt . Es wird der folgende Satz bewiesen: 
Satz, Man setze 
( " ) m = i . 
4
 <P(9) 0<p<q, 
<P,9) = О 
qVpMSt 
Dann gilt für 4/3 g t g 3/2  
(12) lim F f t ) = 
9 - J = n t ) 
Die folgenden zwei Paragraphen enthal ten die zum Beweis von (12) 
nöt igen Hilfssätze; im § 3 wird der Beweis von (12) vollendet. 
Aus unserem Satz folgt unmit te lbar , dass 
(13) l i m - ? - 92\Ipq\= \'tdF(t) = 2 l o g 2 = 1,3863. . . 
9-i-- <P(9) 0<p<q и'4 ;! 
(P,9) = 1 " 
womit die Frage von P. E R D Ö S beantwortet ist . 
Ü B E R EINEN SATZ DER K E T T E N B R U C H L E H R E 3 4 3 
§ 1. Über die Funktion cpc(n) 
Es sei n eine natürl iche Zahl, с eine positive Zahl mit с 5Í 1. Man setze 
( 1 . 1 ) <Pc(n)= 2 1 . 
0< m<,cn 
(m,n)=1 
Es ist also cpx ( n) = qo(n), wobei q>(n) die Eulersche Funktion bedeutet . 
Dann gilt 
Hilfssatz 1.1. Es ist 
(1.2) cpc(n) = c<p(n) + 0(nc) (n-> oo) 
wobei e > 0, aber sonst beliebig klein ist. 
Beweis. Es gilt 
(1.3) <pc(n) = = 
d/n L « I d/n » 
wobei v(n) die Anzahl der verschiedenen Pr imfaktoren von n bedeute t . Nun ist 
(1.4) v(n) = o(log n). 
(1.4) lässt sich folgendermassen beweisen: es ist 
n = ][ pV 




wobei px die %-te Pr imzahl bedeute t . Aus (1.5) folgt 
log n > (y(n) — x) log px , 
also 
. , log n , 
v(n) < —2 h X , 
log px 
woraus (1.4) schon folgt. Aus (1.3) und (1.4) e rhä l t man 
tpc(n) = c<p(n) + O(20(1°g")) = ccp(n) + 0(ne) 
womit Hilfssatz 1.1 bewiesen ist . 
§ 2. Ein Hilfssatz aus der Kettenbruchlehre 
Es sei n gegeben. Dann lässt sich jede Zahl — mit (q, n) — 1, a < n 
in einen regelmässigen Ke t t enbruch 




(2.2) a k ^ 2 
ist. Bezeichnet Bk_x den »vorletzten« Näherungsnenner des Ket tenbruches 
(2.1), so i s t wegen (3) 
(2-3) n \ I \ = 
1 Bk-1 
n 
Wegen (2.2) ist 
(2.4) 
n 2 
N u n gilt der folgende 
Hilfssatz 2.1. Es sei a' eine natürliche Zahl mit 
(2.5) (aj n) = 1 
und 
(2.6) 2 a ' A u . 
Dann gibt es genau zwei zwischen 0 und n gelegene natürliche Zahlen ax und a2  
((ŰJ, n) = (a2, n) = 1) derart, dass a' der »vorletzte« Näherungsnenner der 




Beweis. — lässt sich in einen Ket tenbruch 
n 
(2.7) £ = [0 ,b x , ..., bk] = [0 ; bv . . ., bk - 1,1] 
entwickeln, wobei b,. > 2 gesetzt werden darf. Dann ist 
а 
- i = [ 0 ; l , ( b f c - l ) , b f t _ 1 ) . . . Л ] , 
n 
( 2 . 8 ) 
^ = [0 ; bk, bk_v . .. Л] • 
Die Brüche — u n d — sind voneinander of fenbar verschieden. Damit 
n n 
ist Hilfssatz 2.1 bewiesen. 
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§ 3. Vollendung des Beweises 
Gehört im Sinne des Hilfssatzes 2.1 zu einer natürlichen Zahl % mit 









Da wegen Hilfssatz 2.1 zu jedem a' mit (a', n) == 1, 2 a' g n zwei ver-
schiedene Zahlen a, und a2 gehören, ist für jedes t welches den Ungleichungen 
(10) genügt, 




(",") ~ 1 1 + 
N u n betrachte ich den Ausdruck 
(3.3) Gn{t) = 2 1. 
2a'S" (a',n) = 1 
Die Summationsbedingungen 2 a' g n und 3 11 + — 
sind äquivalent mi t 
2 — — 
n 
t in (3.3) 
n 
1 - L 12 
n 
/ 9 - <,a' < — 
~2 1 t — — 2 
Die Anzahl der a ' , die ausserdem (a', n) = I leisten, ist wegen der Hilfs-
sätze 1.1 und 2.1 gleich 
<pyt(n) — cp 
Daher ist 
' H - 3 
Gn(t) = 
Г2\ (») = / » - J ^ W + O M . 
12 
9 - j f t i W + O M , 
woraus wegen (3.2) und wegen der trivialen Ungleichung cp(n) > nl e unser 
Satz schon folgt. 
(Eingegangen: 18. März, 1963.) 
L I T E R A T U R V E R Z E I C H N I S 
[1] P E R R O N , O.: Die Lehre von den Kettenbrüchen, I . I I I . Auf lage , S tu t t ga r t , 1954. 
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ОБ ОДНОЙ ТЕОРЕМЕ ТЕОРИИ ЦЕПНЫХ ДРОБЕЙ 
Р . SZÜSZ 
Резюме 
V 
Автор в своей работе доказывает следующую теорему: Пусть 0 < ~ < 1, 
(р, ({) = 1. Если Ip,q обозначает интервал состоящий из тех чисел, в разло-
жении которых в цепные дроби встречается дробь , а |/| длину интервала 
I, то для каждого t, для которого 
3 2 




ÜBER EINEN LINEAREN MEHRDIMENSIONALEN 
APPROXIMATION SPROZESS 
v o n 
M . S A L L A Y 
Es bezeichne f(x + 2 л) = f(x) eine auf der ganzen reellen Achse stetige 
Funkt ion . Nach einem bekannten Satz der Approximationstheorie k a n n man 
für jedes f(x) ein tr igonometrisches Polinom Tm höchstens m-ter Ordnung 




| / ( x ) - T m ( x ) | ^ * 0 c o / ; 




f f ) I 
ist. (S. [2]) Es ist möglich, die Approximationspolynome in der Form Tm (x) = 
= Am { / ; x} zu wählen, wobei Am einen linearen Opera tor bedeutet , welcher 
den R a u m C2n der stet igen Funkt ionen mit der Per iode 2л in den Raum 
der trigonometrischen Polynome höchstens m-ter Ordnung t ransformier t . 
Die notwendigen und hinreichenden Bedingungen da fü r , dass Am(f) die 
Funkt ionen f(x) in der Grössenordnung со / ; * 
genden: 
1. max | A m / | xx m a x |/(:r)| f ü r / e C 2 j t , 
A 
m 
approximiert , sind die fol-
2. m a x I/ — Amf\ ^ x2 
m 
f ü r / € Lipx l 1 П C 2 n , 
wo x1 und x2 von / , m, Am und A unabhängige K o n s t a n t e sind. 
Betrachten wir die in dem Gebiet D = {0 ^ x,- 5i 1, i = . . . ,n) 
in jeder Veränderlichen stetigen Funkt ionen/(Xj , . . . , xn). Definieren wir für 
die Funkt ionen f(xv x2, . . . , xn) eine, von den P a r a m e t e r n m, (wo m, ganze 
Zahlen sind) abhängige lineare Transformationsfolge {Ami mn}, welche 
den R a u m der Funkt ionen f(xv x2, . . . , xn) in den R a u m der in der jeder 
Veränderlichen stetigen Funkt ionen transformiert . 
1
 / £ L ip x 1, wenn \f(x + h) — / ( ® ) | ^ A | Ä | . 
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Es seien im weiteren der Stetigkeitsmodul von f(xv . . . , xn) 
(3) w(f; v1 vn) = max \f(xx + hx x, + h„ ...,xn + hn) —f(xv ..., xn)\ 
hi<.Vi 
u n d die Norm des Operators Am i m 2 mn 
IHmima...m„/|| = max \A mJ\ . 
x,tD 
In unserer Arbeit beweisen wir, dass fü r die Approximation von f(xv 
x2, . . . , xn) durch Ami mnf f ü r passende Wahl der Transformationen 
eine zu dem eindimensionalen Fall analoge Abschätzung gültig ist. In weiteren 
zeigen wir, dass sich durch spezielle Wahl von Am i m i mn eine Abschätzung 
f ü r die Approximation der periodischen Funktionen f(xv . . . , xn) durch 
trigonometrische Polynome Tmi... m„ (xv . . . , xn) in x, höchstens m,-ter 
Ordnung ergibt. Fü r den Fall n = 2 sind solche trigonometrischen Polynome 
in den Arbeiten [1] und [3] konstruiert . Eine ähnliche Theorie ist gültig, 
wenn wir s tat t der trigonometrischen Polynome eine gewisse singuläre Integral-
transformation von f(xv x2) betrachten. (S. [3].) 
1. 
Es sei f(xv x2, . ... xn) eine in dem Gebiet D in jeder Veränderlichen 
stetige Funktion. Betrachten wir die lineare Transformationsfolge {Ami mn}, 
u n d setzen wir voraus, dass 
(4) II ^ . . . „ J l l ^ * ! II/II 
besteht, wo y.x eine von / , mi und Am] mn unabhängige Konstante ist. 
Bezeichnen wir mit C* die zu dem Raum С der stetigen Funktionen 
gehörigen Funktionen, für welche 
n 
I f(xv ...,x„)—f(ylt ...,yn) Х,\х, — у,\. i=l 
Xi, Vit D 
Setzen wir im weiteren voraus, dass für / £ C * 
1 " A 
(5) ||/(®!, - • .,xn) - Am...m»/K- .. .,xn)\\ g. 
gült ig ist, wo x2 eine von / , mt, A, und Ami mn unabhängige Konstante ist. 
Satz 1. Es seien die Bedingungen (4) und (5) erfüllt. Dann gilt für f £C 
die Ungleichung 
IIf(xv ..., xn) — Ami... mnf(xx ag|| ^ + + l) о, /; — ,..., — . 
I ™n 
Vor dem Beweis beweisen wir den folgenden Hilfssatz: 
Hilfssatz. Zu jeder Funktion f(xv . . . , xn) £ С können wir ein multi-
lineares Polynom der Gestalt 
n 
(6) p(xv x2, ..., xn) =11 (аре, + b,) 
i - i 
konstruieren, für welches die Ungleichungen 
(7) m a x I f(xv ...,xn)— p(xx xn)\ ^ w(f; vv ..., vn) 
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und 
) - P(Vv У2' • • • > Уп)I ^ 
I Xi-Vß.Sa 
W
 S » ( / ; » , O - I L Ü ^ F I L 
i=I Vy 
gelten. 
Beweis. Es n e h m e die F u n k t i o n p(xv x2, . . . , xn) in den Eckpunk ten 
des и-dimensionalen Paral lelepipeds mi t Kanten länge vv v2, . . . , vn die Werte 
von f(xv x2, . . . ,xn) a n . 2 
Betrachten wir den zu der z-Achse senkrechten Streifen mi t der Breite 
co(f; vv . . . , vn) der die Fläche z = /(xx , . . . , xn) en thä l t . Es ist hinreichend 
zu zeigen, dass der Streifen auch die Oberfläche z = p(xv . . . , xn) enthäl t . 
F ü r n = 1 ist die Behaup tung leicht ersichtlich. Se tzen wir voraus, dass die 
B e h a u p t u n g für n — 1 gültig ist . 
Schneiden wir die Fläche z = p(xv . . . , xn) m i t den (n— l)-dimensio-
nalen Ebenen х{, = ß, x£ ^ /3, g, xPn + Vn, so bekommen wir (n —- l)-dimen-
sionale Oberflächen der Gestal t 
n-1 
z = p(xv x2 xn_v ßß = Л (а, х,- + bß • (а„ ß, + b„), 
wo p(xv . . . , xn_v ßß in den E c k p u n k t e n des (n — l)-dimensionalen Parallel-
epipeds mit Kan ten länge vv v2, . . . , vn_x dieselben W e r t e ann immt , wie die 
F u n k t i o n f(xv . . . , xn_v ßß. Da nach der Indukt ionsvorausse tzung der 
St re i fen mit der Brei te co(f[xv ..., xn_v ß,];vv ..., vn_v 0) ^ co(f[xv . .., x„]; 
vv . . ., vn-v vn) die Oberf läche z = p(xv . . . , x„_v ßß x°n g. ß, ^ x° + Un 
en thä l t , folgt unsere Behauptung . 
2
 W i r zeigen d u r c h vo l l s t änd ige I n d u k t i o n , da s s p(xx, . . . ,x„) e i n d e u t i g b e s t i m m t 
i s t . D a in de r D a r s t e l l u n g (6) v o n p(xl, . . . ,xn) die A n z a h l de r K o e f f i z i e n t e n gleich 
f f I . 1 = 2 ' ' ist , ist es h i n r e i c h e n d zu beweisen , dass die D e t e r m i n a n t e dos S y s t e m s jD„=4=0 
i(=o OO k=i 
i s t . E s sei 
а,, а,„ . . . а. •12»-i 
Ф 0 . 
U2n—1-2 • • • G n^—i2n—l 
u n d es n e h m e xn d ie W e r t e x„, a-« = x„ + vw 0 < x'j < 1, rn =f= 0 a n . D a n n 
D„ = 
о II xn 
а
2п—1уХп 
a u Xn 
i xt 12n_l 4fl u n 
n- 1 Xn i 
al2™—I Xn 
a, <2П—12П—1 
a i 2 » - l 
U.iti—iyXn . . . U2n—l2n—I Xn Ci2n—i j 
= (x° - хф"-' D2_x ф 0 . 
w . z. b . w . 
7 A Matematikai Kutató Intézet Közleményei VIII . A/3. 
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Beweis des Satzes 1. Teilen wir die K a n t e des m-dimensionalen Wür-
fels mi t der Kan ten länge 1 in mv m2, . . . , mn_v mn Teile. So ist der Würfel 
n 
in П mi Parallelepipede zerlegt. Konst ru ieren wir f ü r jedes Parallelepiped die 
l 
F u n k t i o n p(xv . . . , xn) die in d e n Eckpunkten dieselben W e r t e annimmt, 
wie die Funkt ion f(xv . . . , xn). 
Dann ergibt sich wegen (4), (5), (7) und (8) 
\\f(xi xn) - Ami... mJ(xx xn)\\ = 
= II f ( x i xn)~ P(x V •••,xn) + P(x V • • •, xn) - Ann ... mn P(x 1 xn) + 
+ Атг ... m» P(XV • • • ' Xn) ~ Атг ...mnf(XV • • •, xn) II á 
/ ( * l , •••,xn)~P(XV •••>*n)|l + 
+ ||P(®1. •••,Xn) - Ami...m»P(XV 
AL (1 + XX+X2) CO / ; — , . . . , — I w . z . b . w . 
m, m. 
I m weiteren setzen wir voraus , dass die partiellen Derivier ten r-ter 
O r d n u n g der Funkt ionen / (%, x2, . . . , xn) im Gebiet D exist ieren und dor t 
s te t ig sind. Bezeichnen wir mi t A ^
 mn к = 1,2, . . . , r + 1 die lineare 
Transformat ionsfo lge 
A l 
"mi... mnJ nf — Am 1 ... mnf ' Ami... mnf — AX(Ami 1 m„f) • 
Setzen wir voraus, dass Axmi mnf die Bedingung 
(9) R A f a v . . . , x n ) = Axmi... 
ЭХ: ЭХ: 
A L . . . m „ f f ^ 4 Ibii 
bef r ied ig t . Wir zeigen, dass die Ungleichungen 
(10) 
u n d 
(U) Ai f m,... mnJ ^ K + 1 ) 
« 1 
П ГО; 
f ü r g € G 
f ü r f t С* 
ge l ten . 
Die Gült igkeit von (10) i s t leicht ersichtlich. Wir beweisen (11) durch 
vollständige Indukt ion . Für r = 0 ergibt sich die Bedingung (5). Setzen wir 
voraus , dass (11) f ü r r — 1 gül t ig ist, d. h. 
( 1 2 ) f ~ 2 (-1)'' 1 = 1 
Ai f 
"mi ... mnJ gL(x1 + i y - i ^ j A . 1
 n fT\ rrij 
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Dann ist 
II r + l  
\ \ f - 2 ( - D ' ' r + l i 
f - ^ i - i y - 1  
1 = 1 
£ (1 + i=i 
Ai f 
m, ... mnJ 
A f 
mi... mnJ 
l f ~ 2 ( ~ I ) ' "
1 ! 
к i= 1 » I 
а м mf 
letzteres wegen (12). 
Satz 2. Setzen wir voraus, class die partiellen Derivierten r-ter Ordnung 
der Funktionen f(xv x2, . . . , xn) existieren und stetig sind. Betrachten wir die 
lineare Approximationsfolge A' = Alm nhi i = 1, 2, . . . , r + 1. Dann gilt 
7 / + J - J -
/=о l i wq 
V И 9 7 
^ —— CO , 
г^гПг,! Эх" . . . d x ' j ' m f "'mj' 
Beweis. Wir beweisen den Satz durch vollständige Indukt ion . Für 
r — 0 ergibt sich der Satz 1. Setzen wir voraus, dass die Behauptung f ü r r — 1 
gültig ist . Es ist 
j j f(*v . . . , * „ ) - 2 ( - l ) ' - 1 ^ 4*... « Ж . •••.*„) = 
A'f stetig ist und nach (10) Da die Funktion g = / — 2 (— l ) i _ 1 
i 
und (11) die Relationen 
I H ^ I I á x J g H 
und 
gültig sind, ergibt sich aus dem Satz 1 
x
n)~ Al9(*v • • ^ 
^ [(*i + l)r*2 + + !] 0)\Я< — , — , . . . , — 
1 wq m2 m, 
Da die partiellen Derivierten erster Ordnung der Funkt ionen g(xv . . . ,xn) 
existieren, bekommen wir aus (13) die Abschätzung 
I!g - A*g\\ g [те2К + 1 / + + 1] 2 
1 = 1 
3 5 2 SALLAY 
D a die partielle Deri vierten r — 1 -ter Ordnung der Funktionen fX t г = \ . . . . , n 
existieren, so folgt aus (9) u n d aus der Induktionsvoraussetzung 
<lk*\2-
l I mii 
(15) 
г— 1 (r — 1)! 9 7 




n ! \r— 1 
2 -
1 mi) 
у - i L 
z f - r . . Пгj! ' 
97 
Эх}1 ... dxf mx ' ' ' ' ' mn 
r— 1 
tf* = 7 7 [*2(*i + !)' + *i + 4 /=0 
g e t z t man (15) in (14) ein, so ergibt sich 
r+l 
1 = 1 
1
 ír 4- 1 
f ( x i ^ ) - ^ ( - i ) ' - 1 t AI m i... m«. 
É / / W ^ + I C H + I L L I ^ 
1=0 l 1 TW, Д for 9 7 . _ L J J dXj1 . . . 9a;7» ' mf mf 
w. z. b .w. 
3. 
Es sei f(xv x2, . . . , eine in jeder Veränderlichen stetige und nach 
2.u-periodisehe Funktion. Betrachten wir die lineare Transformation 
я/2 я/2 n 
Tmi...mn= У'1 ! • • • . [ /(«1 + 2«!,...,*„ + 2«„) • 7/ Fmt(u,) dut 
-л/2 - я / 2 1 = 1 
mit 
und 
я/2 я/2 n 
y = J . . . j 7 / F m i (u t )d U i 
—я/2 -л/2 1=1 
= 
sin те, и,-
Die Transformation t ransformier t den Raum C + der stetigen nach 2л- perio-
dischen Funkt ionen in den Raum der trigonometrischen Polynome in x, 
höchstens те,-ter Ordnung, ferner befriedigt sie die Bedingungen (4) und (5) 
mit den Konstanten xx = 1 und — < 3 . (S. [1].) Nach dem Satz 1 können 
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wir f ü r f(xv tr igonometrisches Polynom konstruieren, so dass 
2 л 2 л) 









(2л + 1) со f . 1 
га, »г. 
bes teh t . 
Betrachten wir jetzt die Transformationsfolge T'f 
ersichtlich, dass T^...
 m„ = Tmi... m„ 
. Es ist leicht 
die Bedingung (9) befriedigt, ferner 
t ransformier t jede Transformation die Funkt ionen f(xv , . . , xn) in den R a u m 
der trigonometrischen Polynome in x/ höchstens rarter Ordnung. Setzen wir 
voraus, dass die partiellen Derivier ten r-ter Ordnung der Funkt ionen exis-
t ie ren . Nach dem Satz 2 können wir ein trigonometrisches Polynom
 m> 
(Xy, . . . , x„) konstruieren, so dass 





bes teh t mit 




К** = и 
1=1 2 л 
2' + 2 
(Eingegangen: 24. März, 1963.) 
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ОБ ОДНОМ МЕТОДЕ МНОГОМЕРНОЙ ЛИНЕЙНОЙ АППРОК-
СИМАЦИИ 
M. S A L L A I 
Резюме 
Пусть функция f(xv ..., хп) € С в области D = (0 ^ x,-; ^ 1 ; i = 1, ..., п} 
непрерывна по каждому переменному х1; . . . , хп. Пусть далее Ат, . . . т „ / обоз-
начает линейное преобразование функций f(xv ..., хп) е С, для которого 
выполняются условия (4) и (5). 
Теорема 1. Тогда для f е С 
||/(х1; ...,хп)- Ami_mJ(xv .. .,хп)|| ^ К + 1) со [/; — , . . . , — , 
I mí тп) 
где 
co(f,vv ...,vn)= m a x | f(x1 + v1, ...,xn + vn) — f(xv . . . xn)\. 
hi^vf 
0<,Ч<,1 
Предположим, что существуют, причем непрерывные в области D 
частные производные г-ого порядка функций /(х4 , . . . , хп). Пусть 
^m! m» к = 1> 2> • • • г + 1 последовательность линейных преобразований 
Am1'.'.'.mnf=Am1...mnf> Атг.... mj = АЧА m/V.. mj) > КОТОрЭЯ удовлетворяет 
условию (9). 
Теорема 2. Тогда 
^ I I [ **<*!+1) ' + * 1 + ! ] • 
(=0 
y l X у f i - [ д7 L _ L 
' Г mj f ^ r Пг,!W [Bí; . . . 8JS; m, mn ' 
f - 2 ( - i ) f AL J 
ON THE CIRCUITS OF FINITE GRAPHS 
by 
L A J O S P O S A 
§ 1. 
The following th ree statements were proved by G. A. DIRAC: ([2] Theorem 
2, 3 and 4.) 
(A) If every vertex of the graph G 1 is of valency Д le 2), then G 
contains a circuit having at least к -j- 1 edges. 
(B) Let G<"> be a graph of n ( ^ 3 ) vertices, and let us assume that every 
vertex of G(n> is of valency Д те/2 . Then G is Hamiltonian (i.e. G(") has a 
circuit containing all vertices). 
(C) Assume that G(") is twofold connected'2 and every vertex is of valency 
к where n >.2k . Then G("> contains a circuit of at least 2k edges. 
Several recent papers generalize (B) and (C). (S. [3], [4], [5], [6].) This 
paper contains some f u r t h e r generalizations and a sharpening of (A). I n § 2 
we show (generalizing (B)) tha t by a suitable sharpening of the lower bound 
те/2 for t he valency of t he vertices we can infer the existence of a Hami l ton 
line which passes th rough certain prescribed paths. In § 3 — generalizing (A) 
and(C) — we show t h a t circuits of length к + 1 resp. 2k exist even if certain 
vertices are of valency < k (in [6] we generalized (B) in this direction). 
In § 4 we show (Generalizing (B)) t h a t certain conditions imply t h a t there 
are g j (j is a given integer) disjoint circuits and vertices (respectively dis-
joint circuits, edges and vertices), which contain every vertex of our 
graph. 
Some notations: Vertices will be denoted by small Roman letters. The edge 
connecting a and b will be denoted by ab (or 6a). The valency of a (i.e. the n u m b e r 
of edges incident to a) will be denoted by v(a). atG resp. ab £ G means t h a t the 
vertex a resp. the edge a6 is in G . The empty graph contains neither vertices 
nor edges. denotes always a graph with те vertices. Gx (J G2 denotes the 
graph which consists of t he vertices and edges contained in Gx and G2 . P = 
(ax . . . an) denotes the p a t h consisting of the distinct vertices ax, . . . , an and 
of the edges axa2, . . . , an_xan . (aß denotes the degenerate path which con-
tains only the vertex ax . (а,- P aß, 1 g i g j g n denotes the section of P 
1
 I n t h i s p a p e r we o n l y consider g r a p h s which do n o t c o n t a i n loops or d o u b l e 
edges. 
2
 A g r a p h Cr ', n > 3 is cal led t w o f o l d connec ted if i t is connec ted a n d h a s n o 
cut p o i n t . A ve r t ex x is c a l l e d a cut po in t of t h e g r a p h G if t h e omiss ion of x a n d a l l t h e 
edges inc iden t t o x i nc reases t h e n u m b e r of t h e c o m p o n e n t s of G. 
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between a, and a,j. С = (a1. . . an a f ) , те ^  3 denotes the circuit which contains 
t h e distinct ver t ices % , . . . , a„ and the edges axa2, . . . , an_xan, anax . The 
v e r t e x a will also be considered as a circuit and will be denoted by (a). The 
l eng th of a p a t h or a circuit will denote t h e number of i ts edges. 
§ 2. 
Henceforth a graph will be called a path-system if i ts components are 
non-degenerate pa th s . The l eng th of a path-sys tem is the sum of the length 
of i ts paths. 
Theorem 1. Let n ^ 3, 1 ^ Z ^ те — 2 and к = [(n +1 + l)/2]. Let 
further G(N) be a graph every vertex of which has valency not less than к and 
let S be any path-system of length I in G . Then G has an H-line which passes 
through S (i.e. all the edges of S are edges of our Hamilton line). 
Proof. Assume that t he theorem is no t t rue and let G<n> be a graph 
which satisfies t h e requirements of the theorem and which has a path-system 
S of length I t h r o u g h which t h e r e does not pass an H-iine of G(N). Let G* be 
a graph having t h e same vertices as G(N) and containing all the edges of G(N), and 
which does n o t contain an H- l ine passing th rough S, but if two unconnected 
vertices of G* a r e connected b y an edge then the re is an H-line passing through 
S . (In other w o r d s G* contradicts to our theorem and is maximal with respect 
t o this proper ty . W e obviously obtain G* by connecting unconnected vertices 
of G(N), since t h e complete g r a p h spanned by t he vertices of G(N) has an H-line 
passing through S . G* clearly exists.) 
Let a a n d b be two unconnected vert ices of G*, if we connect them 
b y an edge we obtain a g raph which has an H-line passing through S . This 
H-line clearly passes through t h e edge ab and hence G* has an open H-line 
passing through S (an open H-l ine is a pa th which passes through all vertices 
of the graph) whose endpoints are a and b . Le t 
JP = (AX . . . a„), OQ = a, an = b 
b e such an open H-line and deno te by a, , aip . . . , aip (2 = q < . . . < ip < те) 
t h e vertices of G* which are connected with ax by an edge in G*. By our assump-
t ion p ^ к . I f a,-a_i S (2 g a g p) t h e n a,a_i an (£ G* (for if not then 
(aia,aa,a+i . . . a„a,-a_ia,a_2 . . • ax) would be an H-iine of G* which contains S). 




 can belong to S and therefore (counting а
л  
too) there are a t least p— I vert ices in G* wi th which an is no t connected by 
an edge. Hence 
v(an) gn— 1 — ( p - l ) g n — k + l — I <k . 
This contradicts our assumptions and hence Theorem 1 is proved. 
Now we show that Theorem 1 is best possible. Let n 3, 1 g l g те— 2, 
к = [(те + ( + 1)/2]. The ver t ices of G(N) a re av a2,. . . , an . The edge 
(г < j) belongs t o G^n> if and only if i g к — 1 . Clearly every ver tex of our 
G(N) has va l ency ^ к— 1 . L e t S he t h e p a t h (а
х
а2 . . . al+1) . I t can be 
shown by a s imple argumentat ion left to the reader that Gfri) does not contain 
an H-line which passes th rough S . 
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§ 3. 
F i r s t we prove t h e following sharpening of (A) (mentioned a l ready 
in § 1): 
Theorem 2. Let n > 0 and let us assume that for every 0 g i g к — 1 
(к ^ 2) the number of vertices of valency g i of G(n) is g i . Then G<n> contains 
a circuit of length к + 1 . 
Proof. Consider t h e longest p a t h s of G(") and let 
P = (cq . . . am), m ^ 2 
be such a longest pa th , for which t h e sum of the valencies of t he endpo in t s 
v(aß + v(am) is maximal . Wi thout loss of general i ty we can assume v(aß 
v(am) . W e show v(aß к . Assume t h a t this is no t t r u e and p u t v{aß = 
= p < к . Clearly all t h e vertices connec ted with а
л
 a re in P (for otherwise 
P would n o t be a longest path.) L e t these points be 
ah> • • •, ai„ (2 = Д < Д < . . . < ip g m) . 
By our assumpt ion a t least one of t h e p + 1 vert ices 
has va lency > p . F r o m v{am) g v(aß = p i t follows t h a t this ve r t ex m u s t 
differ f r o m ax and am, hence p ^ 2 . Le t u(a;a-i) >p (1 < a g p) . Bu t 
then ( a , a - i . . . ахаХа . . . am) is a longest p a t h for which 
v("ia-1) + «(«rn) > Maß + V(am) 
which con t rad ic t s the maximal i ty p r o p e r t y of P. This contradic t ion proves 
p ^ к . B u t hence the l eng th of t h e circui t (ax . . . atp aß is a t least к + 1 
which comple tes the proof of Theorem 2. 
T h e complete k-gon or the comple te fc-gon wi th an edge a t t a ched t o 
it shows t h a t in a cer ta in sense Theorem 2 is also sharp (our g raphs h a v e к 
vertices of valency gk— 1 and no circui ts of length ^ к + 1 ) , b u t t he ques-
tion of i t s sharpness is n o t yet complete ly cleared up. 
Now we prove t h e following sharpening of (C): 
Theorem 3. Let n 2 к, к ^ 2, be a twofold-connected graph. Assume 
further that for i — 1, 2, . . . , к— 1 the number of vertices of valency g i is 
g i — 1 . Then G(ri) contains a circuit of length ^ 2 к . 
Proof. I) Assume t h a t t he theorem is no t t r ue and le t G(") be a g r a p h 
which sa t i s f ies the condit ions of the t h e o r e m and for which t h e longest circui t 
has l eng th < 2 к . As in t h e proof of Theorem 1, we cons t ruc t the g r a p h G* 
which does n o t yet conta in a circuit of l ength ^ 2 к , b u t if we connect two 
not connec ted vertices of G* by an edge we obta in a t least one circuit of l eng th 
> 2 к. As in t h e proof of Theorem 1, G* clearly exists, a n d satisfies t h e con-
ditions of Theorem 3, f u r t h e r m o r e its longest p a t h has l eng th ^ 2 к — 1 . 
Consider the longest pa th s of G* a n d let 
P = (eqcq . . . am_xam), m^2k 
be such a max imal p a t h for which v(aß + v(am) is maximal , (v here deno tes 
the va lency in G*.) 
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Since G* does not contain a circuit of length ^ . 2 к , axam ф G*. Denote by 
• • •. «/p (2 = Q < . . . < i p < m ) 
and 
aji ah (1 <h< . . . <jq = m - l ) 
t h e vertices connected in G* with a, and with am, resp. 
II) We now prove p ^ к , q ^ fc . I t will suffice to show p ^ к . ax 
can be connected in G* only with the vertices of P, for otherwise P would 
no t he a longest path . Thus p is the valency of ax in G*. Assume p < к . By 
our assumption a t least one of the p vertices щ i, а,- _ i , . . . , a i p „ 1 has 
valency > p in G*. Let а ,
а
_ 1 be such a ver tex . Clearly a =f= 1 and thus t h e 
p a t h («/„_! . . . a2ax а,а . . . am) has the same length as P and v(aia_x) -f-
+ v(am) > v(ax) -f- v(am), which contradicts the maximali ty proper ty of P, 
hence p ^ к , q ^ к is p roved . 
III) N e x t we show ip gL jx . Assume ip > jx and p u t 
m i n (iy — jà) = Л ; iy> h, 1 ТУ TP, 1 Tà ^ q . 
By our assumption Л > 0, and assume tha t ia—j. = A. Clearly the inner vertices 
of (ajßPaia) can not be connected with ax or am by an edge. Therefore t he 
circuit (belonging to G*) 
С = (axa2 ... aJßamam_x .. . aiaax) 
contains all t h e vertices ajq and except а,(а_х also all the vertices 
. . . , aip_x . These p + q — 1 vertices are all distinct, for if jA = iy— 1 
then 
(«i • • • ajfrrflm-1 • • • aiyal) 
would be a circuit of lentgh m + 24 of G*. Thus together with a m С contains 
a t least p + q ^ 2 к vertices. This contradiction proves ip + jx. 
IV) The following theorem is due to D I B A C ([2] Lemma 2, [ 1 ] pp . 
196—197)._ 
Let P = (xx... xs) , s к 2 be a p a t h of the twofold-connected g raph 
G. Then the re are two p a t h s Px and P2 connecting xx and xs which are disjoint 
except for the i r endpoints xx and xs and t he common vertices of / , and P 
occur in the same order in both paths (г = 1, 2). 
Let us now apply th is theorem to the pa th P of our graph G* and let 
us choose among the pairs of paths satisfying the theorem a pair Px and P2 
such tha t t he i r union contains a maximal number of vertices of P . P u t 
PX\JP2 = С . W e shall now show that С contains all the vertices a,-,, . . . , a,ip 
and ajp . . . , a,jq . I t will suff ice to show this for <+, . . . , а,р . Assume а,а (jj С 
(1 ^ a ^ p). Le t g be t h e greatest of the indices 1, 2, . . . , < „ — 1 for which 
agiC and h t h e smallest of the indices г а + 1 , га + 2, . . . , те for which ah £ C. 
ag and ah can no t belong t o the same Pt (i — 1 or 2) . For if let us say b o t h 
belong to Px then the g r a p h 
P'x = (,axPxag) U (agPah) U (ahPxam) 
is a path and t h e pair P'x, P2 also satisfies t he requirements of D I R A C ' S theorem, 
contains all t h e vertices of С which are contained in P , and fur thermore 
ON THE CIRCUITS OF FINITE GRAPHS 3 5 9 
contains aia too. This cont radic ts t h e maximal i ty p rope r ty of t h e pair I\. P2. 
W e can thus a s sume 
ag € Py and ahz P2. 
But t h e n the g r a p h s 
P3 = (ttyPag) U (agPyam) a n d l \ = ( a 1 a / a a í a + I . . . ah) U ( ' W m ) 
are p a t h s belonging t o G* which sat isfy the requ i rements of D I R A C ' S theorem. 
P3 U I\ contains all t h e vertices of P contained in С and also a , a , which again 
cont rad ic ts the maximal i ty p r o p e r t y of the pa i r Pv P2 . This contradict ion 
proves our assert ion. 
By I I I ) t h e vert ices aiv . . . , aip; a ; i , . . . , ajt are all d is t inc t except 
possibly aip = o ; i . Therefore f r o m p к , q к a n d ax £ C, am (j С we ob ta in 
t h a t С contains a t least 2k -f- 1 vertices. This contradicts o u r assumption 
t h a t t h e greatest circuit of G* h a s length < 2 к . This comple tes the proof 
of Theorem 3. 
We can show t h a t Theorem 3 is not sha rp b u t we have n o t succeeded 
in f ind ing the bes t possible t h e o r e m here. 
§ 4. 
A graph will be called a system of circuits if i t s components are circuits; 
isolated vertices will be regarded as circuits. I f t h e system of circuits T con-
ta ins every ver tex of G , we say t h a t T covers G . 
Theorem 4. Let — 4 , / = [(n — / + 2)/2], Assume that 
for i = 1, . . . ,k — I the number of vertices of G^n> of valency gl i is at most 
i — 1 . Then G<n> is covered by a system T containing at most j circuits. 
Remark. If j = 1 then Theorem 4 is ident ical with t h e sharpening of 
(B) p roved in [6]. 
T h e proof of Theorem 4 d e p e n d s on t he following 
Lemma. Let n ^ 2k , к 3 . Assume that for every i = 1 , . . . , / — 1 
the number of vertices of G(n> of valency < i is at most i — 1 . Then either G(n) 
containts a circuit of length + 2k , or it contains two circuits having disjoint 
vertices, the sum of whose lengths is 2 к 1 . 
Proof. Assume t h a t Gin) con t rad ic t s the t heo rem. Then b y Theorem 3 
can no t be twofold connected and hence m u s t contain t w o endlobes.3 
L e t Gy and G2 be two endlobes. By our assumpt ions every ver tex of G 
has valency ^ 2, t h u s G, (i = I, 2) has at least t h r e e vertices. W e define t h e 
vert ices о,- (г = 1, 2) as follows: 
If G, contains a cu tpoin t of G(rí) then let a, be this cu tpo in t . If G, does 
no t conta in a cu tpoin t of G(n) t h e n a, is an a rb i t r a ry ver tex of O, . T h e valency 
of every ver tex of Gx (with the possible exception of aß in the g r a p h Gy is t h e 
same as i ts valency in G<"). There fo re for i = 0, 1, . . . , к — 1 t h e number 
of ver t ices in G, of va lency < i is a t most i . B y Theorem 2 Gy contains a 
circuit С у of length + к + 1 . Le t G* be the graph ob ta ined f rom G2 b y omitt ing 
3
 The lobes of a g raph which is n o t connected a r e t h e lobes of i t s components. 
The endlobes are the lobes which conta in a t most one cu tpo in t of the g r a p h (s. [5] p. 88). 
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the vertex a2 and all the edges incident t o it. Clearly G* is non-empty and the 
valency of every vertex in G* is by at most one smaller than the valency of 
the same ver tex in G(n). Hence by Theorem 2 G* contains a circuit C2 of length 
^ 1c. Cx and C2 are disjoint and the sum of their lengths is Si 2 1c + 1 , which 
proves t he lemma. 
The proof of Theorem 4 follows easily from t h e lemma. Assume that 
G(n) satisfies the requirements of our theorem. If j = 1 the theorem follows 
from the theorem stated in our remark. Assume thus t h a t ; ^ 2 . Then n Si 2k, 
к ^ 3 , t hus by our lemma G(n) contains either a circuit С of length Si 2k 
or two disjoint circuits Cx and C2 t he sum of whose lengths is 2k -j-1 . 
Let f he either С or Cx IJ C2 . Then T together with t he vertices of G(n> not 
belonging to T give a system of A j circuits which covers hence Theorem 
4 is proved. 
Finally we prove a covering theorem which differs from Theorem 4 
inasmuch as we allow in the covering besides circuits and isolated vertices 
also "isolated edges". A set ax, . . . , am (m Si 1) of vertices of G is said to be 
independent if no two of them are connected by an edge. The maximal number 
of independent vertices is denoted by y(G) . 
Theorem 5. Let G be a non-empty graph. Then it always contains a covering 
system of disjoint circuits, edges and vertices having at most y{G) members. 
Proof. We use induction with respect to <p(G). If <p(G) = 1, G is complete 
and can be covered by one circuit or an edge or a vertex. Assume tha t the 
theorem holds if cp(G) 5Á 7 — 1 (j > 1) and let y(G) = j . 
Assume that G has n vertices. Le t 
be a longest path of G . If p = 1, G consists of n = j isolated vertices, hence 
our theorem is trivial. Assume thus p > 1 . As s ta ted previously, a, can be 
connected (by an edge) only with t h e vertices of P . Denote by 
the vertices connected with ax. Omit f rom G the vertices ax, a2, . . . , aand 
the edges incident to them, and denote the remaining graph by G'. If G' is 
empty t h e n q > 1 and t h e circuit (ax . . . a,tax) covers G. If G' is non-empty 
then ax is not connected with any ver tex of G', hence <p{G') < <p(G) . By 
our induction hypothesis G' can be covered by a covering system having 
at most y(G') components and together with (ax . . . a,-, ax) (or if q = 1 with 
the "edge" (axaf\) we obtain a covering system having at most 1 + y(G') <(p(G) 
components, which completes our proof. 
A graph whose components are triangles show that Theorem 5 is best 
possible. 
P=(ax . . . ap) ( P è 1) 
a„ ..,aiq (2 = ix< ... < iq, q ^ l ) 
(Received J u n e 9, 1963) 
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ОБ ОКРУЖНОСТЯХ КОНЕЧНЫХ ГРАФОВ 
L. PÓSA 
Резюме 
Автор доказывает для графов, не содержащих петель и многократных 
рёбер теоремы, из которых он приводит следующие: 
Теорема 1. Пусть будет и ^ З , 1 ^ I g п — 2, к = [(n + I + 1)/2] а 
G — граф с п вершинами, такой что в нём любая вершина имеет степень + к. 
Далее, пусть S — система путей в графе G, не содержающих попарно общие 
вершины и содержащая I рёбер графа G. Тогда существует в G Гамилыпонова 
линия, содержащая все рёбра от S. 
Теорема 3. Пусть п ^ 2 к, к ^ 2, и G двухсвязный граф, содержаю-
щий п вершин, такой, что число вершин степени g. i в нём не более i — 1 
для любого значения i = 1 , 2 , . . . , k — 1. Тогда G содержит по крайней мере 
одну окружность, состоящую из 2 k рёбер. 
Теорема 4. Пусть n ^ 5, 1 g j g n — 4, k = [(n — j + 2)/2] и G граф, 
содержающий n вершин, в котором число вершин степени g i не более i — 1 
для любого значения i= 1, 2 , . . . , k — 1. Тогда существует в G система 
окружностей попарю не содержащих общих вершин, которая состоит из 
составляющих не более j и которая содержит все вершины графа G (здесь 
рассматривается одна единственная вершина также как окружность). 

FILLING OF A DOMAIN BY DISCS 
by 
A L A D Á R H E P P E S 
As i t is well known the area a a n d perimeter p of a plane domain 1 
satisfy t he so called isoperimetric inequal i ty p2 i t 4 л a, and equali ty holds 
only for a circle. This s ta tement has t w o meanings: on the one hand, of the 
domains of given per imeter the circle ha s the greatest possible area, on the 
other hand, of the domains of given a rea the circle has the least possible 
perimeter. Of the numerous variants of t h e isoperimetric inequality we men-
tion only t h e following resul t of BESICOVITCH [ 1 ] : 
Let G be a convex domain and G(r) the union of the points of those 
circles of rad ius r which can be placed in to G . Then C(r) has of all isoperi-
metric discs lying in G t h e greatest a rea , and G(r) has of all equiareal discs 
lying in G the least per imeter . 
In t he case when G is a convex polygon, C(r) — the outer parallel 
domain of rad ius r of t he inner parallel domain of radius r of G — arises f rom 
G by rounding off each corner by circular arcs which can be put toge ther 
to form one circle of radius r (Fig. 1). Such a domain we shall call a smooth 
polygon. 
Let R be a regular hexagon of u n i t area, a f p ) t h e upper bound of the 
areas of t he discs of per imeter ^ p con ta ined in R and pfa) the lower bound 
of the per imeters of the discs of area i t a contained in Л . I t is clear t h a t for 
small values of p (for small values of a) t h e bound a f p ) (pfa)) is a t t a ined by 
a circle, on t he other hand, in view of t h e theorem of BESICOVITCH, for values 
of p (of a) g rae ter than t h e perimeter (area) of the incircle of R the ex t remal 
domain will be a smooth hexagon. An elementary computat ion shows tha t 
























 B o t h w o r d s „ d o m a i n " a n d „d i sc" w i l l b e used for a b o u n d e d closed s e t t h e 
i nne r p o i n t s of w h i c h f o r m a s i m p l y connec t ed s e t . 
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where the cons t an t d = === equals the densi ty of the densest packing of equa l 
circles in the plane2 , i.e. the r a t io of the area of a circle and t h a t of the circum-
ü 2 1 
scribed regular hexagon. (For — g — a f p ) and pfa) are inverse functions.) 
4л d 
Fig. l. 
F E J E S T Ó T H extended t h e investigation of the isoperimetric problem, 
concerning w i t h a single domain , to the s t u d y of a certain set of domains 
and raised t h e following two problems: 
Problem A. Find the uppe r bound of t he average area a of те non-
overlapping discs, each of per imeter g p, ly ing in a given domain3 D. 
Problem P. Find the lower bound of t h e average per imeter p of те non-
overlapping discs, each of a rea 2; a a g— lying in a given domain D . 
n J 
As it is qu i te hopeless t o solve these problems in such a general f o r m 
they were invest igated under several restrict ions. The problem of the d e t e r -
mination of t h e asymptotic behaviour of t h e extremal configuration for g r e a t 
values of те, m a y be consider as the fundamen ta l isoperimetric problems for 
two-dimensional cellaggrogates. For convex discs these questions were inves-
tigated by F E J E S T Ó T H [2] (Problem A) and b y F E J E S T Ó T H and the au thor [3] 
(Problem P) . Their results a re summarised in the following theorems4 
Theorem A. The average area a of n convex discs, each of perimeter g p 
lying in a convex hexagon5 H of area n without mutual overlapping, is not greater 
than the greatest possible area of one disc of perimeter g p lying in a regular 
hexagon of unit area, i.e. 
a g a f p ) . 
2
 Cf. L . F E J E S T Ó T H : Lagerungen in der Ebene, auf der Kugel und im Raum. Berlin—-
Gütt ingen—Heidelberg, 1953. 
3
 We d e n o t e a domain a n d i t s area with t h e same symbol. 
4
 In t h e original form of t h e above t heo rems the discs are supposed to be isoperi-
metr ic (Theorem A) and equia rea l (Theorem P) , respectively, b u t the original p r o o f s 
remain valid w i t h o u t any modi f ica t ion for t he se slightly more genera l s t a t emen t s t o o . 
5
 H e x a g o n in a wider sense : polygon h a v i n g at most six vertices. 
F I L L I N G OF A DOMAIN BY DISCS 3 6 5 
Theorem P. The average perimeter p of n convex discs, each of area a 
(a g 1), lying in a convex hexagon5 H of area n without mutual overlapping, 
is not smaller than the least possible perimeter of one disc of area a lying in 
regular hexagon of unit area, i.e. 
V ^ Pe(a) • 
Equal i ty holds in the following cases: (i) H is a regular hexagon containing 
one single disc, namely t he corresponding smooth hexagon, (ii) the discs are 
congruent circles (in both theorems) and (iii) — in Theorem A — when t h e y 
fill H wi thout gaps. However these bounds can be approximated wi th an 
arb i t rary exacti tude for g rea t values of n. Since for g r e a t values of n t h e 
special shape of the given domain is i r relevant these theorems inform us abou t 
the asymptot ic behaviour of t he extremal configurations of the discs in an 
arbi t rary domain. I t is interest ing to observe tha t in spite of the fact t h a t t he 
arrengements to be compared were originally entirely irregular a single 
optimum-requirement implies the congruence of the discs as well as the i r 
regular shape and arrengement . 
Now the question arises whether Theorems A and P remain valid wi thou t 
the restriction of the convexi ty of the discs. 
We shall show tha t in t h e case of Theorem A the answer is a f f i rmat ive . 
This is expressed in 
Theorem A*. The average area a of n discs, each of perimeter g p, lying in 
a convex hexagon H of area n without mutual overlapping, is not greater than the 
greatest possible area of a disc of perimeter g p lying in a regular hexagon of 




We also shall prove a var ian t of Theorem A*: 
Theorem A**. Let U be the union of n faces of a tessellation consisting 
of regular hexagons of unit area. The average area a of n discs, each of perimeter6 
g p g j' 8 ]/з = 3,72 . . . , lying in U without mutual overlapping, attains 
its maximum in the case when all the discs are congruent, namely circles or 
smooth hexagons of perimeter p, inscribed in the faces of the tessellation contained 
in U, i.e. 
a g a6(p) . 
The proofs of Theorem A* and Theorem A** are based on the proof of 
Theorem A and on three lemmas listed below. 
We shall say tha t two closed convex domains C\ and C2 intersect simply 
if they satisfy one of the following conditions: 
(i) Cx and C2 have no inner points in common, 
(ii) one of them is completely covered by the o ther , or 
(iii) Cj and C2 overlap and the boundary of their (convex) intersection 
can he split up into two non-overlapping connected arcs, one belonging t o 
t he boundary of Cx and the o ther to t h a t of C2. 
Lemma 1. If two discs, Dx and D2 have no inner points in common then 
the convex hull of Dx and that of I)., intersect simply. 
6
 The c o n s t a n t УвУз is t h e pe r ime te r of a hexagona l face of t h e tessel lat ion. 
8 A Matematikai Kuta tú Intézet Közleményei VII I . A/3. 
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Let G\ a n d C2 be the convex hulls of Dx and D2 . I n contrary to our 
s ta tement we suppose tha t Cx and C2 do no t intersect simply. Then they have 
inner points in common b u t n o n e of the discs is completely covered by t h e 
o ther . Thus t h e boundary В of the union Cx U C2 consists of the common 
poin ts of the two boundaries (single points or closed arcs) and of the open 
"proper boundary arcs" of Cx and C2, respectively, consisting of the boundary 
poin ts of Cx outside C2 and t h e boundary points of C2 ou ts ide Cx . Since Cx 
a n d C2 do no t satisfy (iii) t h e r e exist (at least) two pairs of proper boundary 
a rcs belonging to Cx and C2, respectively, and having the p roper ty tha t each 
of this pairs separates the a rcs of the other pair on B. I t is easy to see t h a t 
t o each proper boundary a rc there exist a supporting line, which does n o t 
mee t the o ther disc. On t h e o ther hand each supporting line of the convex 
hull of a connected bounded set contains a t least one of t h e boundary po in t s 
of the original set. Consequently В contains two pairs of points belonging 
al ternately to t h e boundaries of the original discs Dx and D2. Thus both pa i rs 
of their four different poin ts can be connected by a single arc through t h e 
interior of Dx and Z)2, respectively. But th is contradicts t o the fact t h a t Dx 
a n d D2 have no inner poin ts in common. 
Lemma 2. Suppose that any two of the convex discs Cx, . . . , Cm intersect 
simply and, that none of them is completely covered by the others. Then the discs 
can be contracted into non-overlapping discs Cx, . . . ,Cm (С, С С,, г = 1, . . . , m), 
the union of which equals the union of Сx, . . . ,Cm . 
The proof rests on t h e following lemma of B A M B A H and R O G E R S (see 
[4] Lemma 1) which we q u o t e without proof : 
Lemma 3. Let S and T be two convex discs which intersects simply. Suppose 
that a segment divides S into two sets ,S ,(L) and Then and T intersect 
simply ; exept possibly when the segment divides T into sets T(1) and T(-\ one 
of which is contained in S(2). In this latter case ,S'(1) and T(l) intersect simply. 
Lemma 2 is trivial if n o pair of the discs have inner points in common. 
Therefore we suppose tha t t h e r e exist two discs, say С, a n d Cj, which overlap. 
Since the discs intersect s imply we can f i n d (according t o (iii)) two poin ts 
Px and P2 on t he intersection of the boundaries of C, and Cj, which split t he 
boundary of the union C , U C ; into two non-overlapping connected arcs 5 , 
and Bj belonging to the b o u n d a r y of C, and Cp, respectively. Thus the segment 
BXP2 divides C,UC;- into t h e non-overlapping discs Cj1/ and CjR (Cj1/ с С, 
and C'P с Cj). Replacing n o w C, by Cj1/ and Cj by С*1) i t may happen t h a t 
some of t h e new discs do n o t intersect simply (Fig. 2). Fo r instance, le t Ck 
be a disc which does not in tersect Cj1/ s imply. Then, re fe r r ing to L e m m a 3, 
PXP2 divides Ck into two p a r t s , one of which is contained in Cj1/ and the o ther , 
Cjb, intersects Cj1/ (and Cj1/) simply. I n this case we replace Ck by СjP. 
Proceeding in this way s tep b y step, we can construct a new system of convex 
discs, intersect ing simply o n e another. I n each step of t h i s process the union 
of the discs remains unchanged , hut the number of t he overlapping pa i rs of 
jfl 
discs decreases. Thus in a t most s teps we obtain t h e desired system 
Cx, . . . , Cm . (Since, by assumption, none of the original discs were completely 
covered by t he others, all t h e discs Cx, . . . ,Cm really occur.) 
Af ter these prepara t ions we can easily prove Theorem A*. Let Dx, . . . , 
I)n be n non-overlapping discs, each of per imeter ^ p, contained in the convex 
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hexagon H. Ins tead of Dv . . . , Dn, consider the i r convex hulls Cv . . . ,Cn. 
I n consequence of L e m m a 1, Cv . . . ,Cn in tersect simply. If some of t h e m 
are covered by the others we cancel them one a f t e r another. Finally we obtain 
a subset of the C / s consisting o f m A discs, none of which is covered by t h e 
others and having t h e same union as originally. Then, using Lemma 2, we 
can construct, a system of m non-overlapping convex discs, each of perimeter 
Fig. 2. 
g p, lying in H and having a union Um, which contains each of the original 




^ -—^ a f p ) . n n 
2 л 
perimeter p or, more generally, i{ p g -—. Thus we restrict ourselves to the 
Theorem A** is t r ivial in the case, when all the discs are circles of 
Vl2 
2 л 
case p > - — . We shall show tha t t h e problem m a y be reduced to the case 
Yl2 
of cellaggregates consisting of convex ceils. The res t of the proof is similar 
to the proof of Theorem A. 
Le t T j be a tessellation consisting of regular hexagons of un i t area and 
U t he union of n cells of TJ. Without loss of genera l i ty we may suppose t ha t 
U is connected. Let U' denote the union of U a n d the cells of TD adjacent 
to U (Fig. 3). Being given n discs Dv D2, ..., Dn, each of perimeter g p, 
lying in U without mu tua l overlapping, we have t o show t h a t t he average 
area of these discs is n o t greater t h a n a f p ) . For th is purpose we place into 
each ceil of U' not contained in U a smooth hexagon of perimeter p and area 
a f p ) . We denote these new discs with Cn+V ..., Cn+k. We have only to show 
t h a t the average area of the discs Dv . .., Dn, Cn+V ..., Cn+k is not greater 
t han a f p ) . 
8* 
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Denote the convex hulls of t he discs Dv .. ., Dn with Cv . . ., Cn. I t is 
not d i f f icul t to show t h a t each disc G, (i g n) lies in ULet cx be t h e circum-
circle of a cell o f ' C n o t contained in U ' and c2 the concentric circle of double 
radius (Fig. 4). Since D, lies outside of c2 and its per imeter is not g rea t e r than 
tha t of a cell of ~0 [p g }' 81/з), the convex hull C, of I)l can no t contain a 
chord of c2 longer than 1 , and therefore C, can n o t intersect t h e cell lying 
in Cy (i = 1, . . . , n). 2 
In view of Lemma 1 any pair of Cy 0 n + k intersect s imply. Then, 
referring to Lemma 2 and using similar considerations as in t h e proof of 
Theorem A*, we can construct a new system of m g n + к non-overlapping 
convex discs С[, . . ., C'm, each of pe r imete r g p, contained in U' a n d covering 
together t h e original discs Gy, . . ., Cn+k. 
Fi rs t of all we join to the domain U ' the neigbouring cells of T j obtaining 
the domain U". J u s t as above, we place into each new adjoined hexagon a 
smooth hexagon of per imeter p (and consequently of area a f p ) ) - W e denote 
these new discs with C'm+y, ..., C'm+i. 
L e t us now "blow u p " the discs C{, ...,C'm+l, preserving their con-
vexi ty and the p roper ty of nei ther overlapping nor streching o u t of U " , 
obtaining m + ( convex polygons Py, ...,Pm+l having vly ..., v m + ; sides, 
respectively. Although, in general, these polygons do not fill ou t U" without 
gaps, t h e y may be considered f rom a combinatorial point of view as to form 
a „polygonal decomposit ion" of U ' n . We proceed to prove t h a t t h e average 
number of sides v = — • • • + vm+i
 Qf polygons does n o t exceed 6. 
m + l 
For this purpose we shall compare the irregular decomposition with t h e 
regular hexagonal decomposition of U " . In t h e hexagonal decomposit ion 
let e denote the number of the edges, eb t he number of the edges on t h e bound-
ary of U", v the number of the ver t ices and v2 t he number of t h e vertices in 
which only two edges meet. Le t e', e'b, v' and v'.,_ denote the corresponding 
' C f . L . F E J E S T Ó T H [ 2 ] . 
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d a t a of the irregular polygonal decomposition. Counting the edges and vertices 
in bo th decompositions we obta in 
6 (та + к + I) = 2 e — eb, v(m + I) = 2e' — e'b, 
3 v — v2 = 2 e and 3 v' — v2 , 2 e'. 
As a consequence of the construction of U " t h e polygons, lying along the 
boundary of U", of the irregular decomposition coincide wi th the cells of 
t he regular decomposition. I t follows from th i s tha t eb = e'b and v2 — v2. 
Using Euler 's formula 
(та + к I) -f- v = e - j- 1 and 
we obta in from t h e above relat ions tha t 
(m + I) + v' = e' + 1 
eb + 6 = 2 v2 and eb + 6 ^ 2 v2 + (6 — v) (таг + I) 
which involves t he desired inequal i ty 6 ^ v. 
Now we make use of a known inequality. L e t С be a disc of perimeter 
g p contained in a convex polygon of given area P and given number of side 
v. T h a n С g F(P, r), where the funct ion F(P, v) is defined b y 
F(P, v) = 












4 v tg — 
v 
t g ü 
71 4л2 V 
V 
4 7* 
Vtg - < P . 
In t he middle interval F(P, v) equals the area of a smooth polygon of peri-
meter p lying in a regular r-gon of area P. Since F(P, v) is a non-decreasing 
funct ion both of P and v, and as a function of t w o variables, i t is concave,8 





2 В ( Р ^ ) 
— ^ F 
N 
N N 
2 Pi 2 Vi 1 1 = 1 
N J N 
g F(l,Q) = a6(p), 
where, for i = m + I + 1, ... , n + к +1 = N, C\ = 0, P f = 0 and vt = 6. 
Equal i ty holds only when C'v . . . , C'N are regular hexagons lving in the cells 
of Ъ . 
L e t us return now to Problem P . I t admits of no doubt t h a t also Theorem 
P continues to hold for not necessarily convex discs, but the proof of this 
conjecture seems to involve considerable difficulties. These difficulties are 
8
 F o r t he deta i ls of t h e proof of t h i s s t a t ement see L . F E J E S T Ó T H [ 2 ] I I and I I I . 
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implied in the fact t h a t the best arrengement generally contains also not 
convex discs. Le t us divide, for instance, a regular triangle into two parts 
of equal area by a shortest arc. I t is easy to show9 t h a t this arc is an arc of 
circle centered at a ver tex of the triangle. Thus one of t he parts is n o t convex. 
More generally, i t is not diff icult t o show t h a t t h e shortest ne t , dividing 
a (plane or spherical) domain into par t ia l domains each of given area, consists 
of arcs of circle (of f in i te or infinite radius) meeting another at an angle equal 
2 л л 
to — and meeting t he boundary of the domain a t an angle not less t h a n — .10 
This necessary condition yields 
Theorem S. For n =f= 2, 3, 4, 6, 12, the shortest net dividing the sphere 
into n parts of equal area contains a non-convex mesh. 
Suppose t ha t for n = 1c > 1 t he shortest ne t consists of convex meshes 
i.e. convex spherical polygons. Then, in view of t h e equality of t h e angles, 
t he area of a polygon depends only on the number of its sides. Thus each 
I 12) 12 
polygon must be a 6 gon, and, consequently, — must be an integer. 
к к 
I t is almost trivial t h a t for n = 2 and n = 3 the extremal net consists of a 
great circle and of three half great circles meeting another at equal angles. 
I t would he interesting to show t h a t for n = 4, 6 a n d 12 the best n e t is the 
spherical ne t of a regular te t rahedron, hexahedron and dodekahedron, res-
pectively. These nets play an impor tan t role in an analogous problem dis-
cussed by L . F E J E S T Ó T H [ 5 ] . H E has given an est imation for the length of a 
spherical ne t consisting of n convex meshes of equal area. His estimation is 
exact in the cases n = 2, 3, 4, 6, 12 for the nets l is ted above. 
(Received J u n e 10, 1963) 
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ЗАПОЛНЕНИЕ ОБЛАСТИ ПЛОСКИМИ ФИГУРАМИ 
A . H E P P E S 
Резюме 
В качестве продолжения исследований, начатых несколько лет назад 
([2], [3]) автор доказывает следующую теорему, а также другие теоремы. 
Теорема. Если в области, построенной как соединение п регулярных 
шестиугольников, являющихся составляющими мозаиками, помещены п друг 
друга не перекрывающих плоских фигур, причём периметр каждой из них 
не более р, тогда среднее значение площадей этих плоских фигур не может 
быть больше максимума площадей плоских фигур с периметрами не более р, 
помещаемыми в одном составляющем (шестиугольнике) мозаики. 
Эту оценку, очевидно, нельзя улучшить; ведь максимума можно до-
стать, если в каждом составляющем мозаики поместить плоскую фигуру 
возможно наибольшей площади. Следовательно, экстремальная система со-
стоит — соответственно значениям р — из конгруентных окружений, или 
же из шестиугольников, окруженных посредством конгруентных дуг окруж-
ностей, помещенных в первоначальных составляющих мозаики. 

KRITISCHE GRAPHEN II 
von 
T. G A L L A I 
Einleitung 
Die vorliegende A r b e i t ist die For t se tzung einer f rüheren , u n t e r dem 
gleichen Ti te l (s. [7]) erschienener Arbe i t . Wir we rden diesen e r s t en Teil 
durch da s Zeichen K G I an führen . E s werden die Bezeichnungen von K G I 
benü tz t u n d die Abschn i t t e laufend numer ie r t . (Die Verweiszahlen (m.n) 
mit m < 6 verweisen also s te t s auf K G I.) Wir h a b e n in KG I bewiesen, 
daß d ie jenigen Tei lgraphen der / -k r i t i schen Graphen, d ie durch die P u n k t e 
( / — l ) - t e n Grades g e s p a n n t sind, e ine sehr e infache S t ruk tu r besi tzen. 
I n der vorl iegenden Arbe i t werden wir beweisen, d a ß d ie S t ruk tu r d e r kri t i -
schen (punktkr i t i schen) G r a p h e n mit »kleiner« P u n k t a n z a h l eine gewisse Ein-
fachhei t ze igt . Die / -k r i t i schen Graphen m i t kleinster P u n k t a n z a h i sind die 
vol ls tändigen / -Graphen . G. A. D I R A C h a t gezeigt, d a ß / -kr i t ische G r a p h e n 
mit / + 1 P u n k t e n n i ch t existieren (s. [3] S. 463). E r h a t ferner bewiesen, 
daß es ( isomorphe G r a p h e n als nicht verschieden b e t r a c h t e n d ) genau einen 
/ -k r i t i schen ( / 3) G r a p h e n mit / + 2 P u n k t e n g ib t , u n d daß dieser aus 
einem F ü n f e c k und aus einem von d e m Fünfeck f r e m d e n vol ls tändigen 
( / — 3)-Graphen in solcher Weise z u s t a n d e kommt, d a ß man jeden P u n k t 
des Fün fecks mit j edem P u n k t des vollständigen G r a p h e n ve rb inde t (s. 
(2.1); [3] S. 463). Dieser, wie auch der vollständige / - G r a p h sind zer legbar . 1 
Die DiRAc'schen Graphen von (2.14) sind nichtzer legbare / -kr i t i sche Graphen . 
Diese h a b e n 2 / — 1 P u n k t e . Nun ha t sich gezeigt, d a ß 2 / — 1 die k le ins te 
P u n k t a n z a h l mit dieser E igenschaf t is t . E s gilt nämlich d e r folgende 
Satz (E2.l). Ein k-kritischer (k 2) Graph mit weniger als 2 / — 1 
Punkten ist stets zerlegbar. 
Dieser Satz bildet d a s Haup te rgebn i s unserer A r b e i t (s. (8.17)). Aus 
diesem, bzw. aus gewissen Veral lgemeinerungen von diesem k a n n man 
weitere Sä tze über kri t ische Graphen e rha l t en . Es ergibt sich z. B. der folgende 
Satz (s. (8.17)):
 5 
Satz (E2.2). ES sei К JL .3 und N < —/. Dann kann man in jedem n-punk-
tigen k-kritischen Graphen 1 3 5 7 
— 
— / — n 
[ 2 1з 
Punkte2 so auswählen, daß jeder 
1
 Wir h a b e n in K G I e inen Graphen zerlegbar genannt , wenn die Menge der 
Punk te des Graphen so in zwei nichtleere Tei lmengen zerlegt we rd en kann, daß je zwei 
zu den verschiedenen Tei lmengen gehörige P u n k t e durch eine K a n t e des Graphen ver-
bunden s ind (s. (2.2)). 
2
 bezeichnet jene kle ins te ganze Zahl , die > — i s t . 
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ausgewählte Punkt mit allen übrigen n — 1 Punkten des Graphen verbunden ist. Ist 
g 
к durch 3 teilbar, so existiert ein k-kritischer Graph mit —к Punkten, in dem 
3 
es keinen solchen Punkt gibt, der mit allen übrigen Punkten des Graphen ver-
bunden wäre. 
Wir haben uns schon i n K G I mit de r Bes t immung der minimalen 
Kan tenanzah l ^-kritischer G r a p h e n beschäf t ig t (s. Abschni t t 4). Im Falle 
n(G) g 2k — 1 ermöglicht j e t z t der Satz (E2-1) bzw. die e rwähnten Verall-
gemeinerungen von diesem die vollständige Lösung des Prob lems . Es bes teht 
nämlich folgender 
Satz (E2.3). Es sei к 3, 2 g p g к — 1 und der k-kritische Graph 
G besitze k p p Punkte. Dann gilt für die Kantenanzahl v(G) von G 
v(G)^--(k2 + (2 p - — p2 - p - 2 ) . 
2 
Das Gleichheitszeichen ist dann und nur dann gültig, wenn G durch die folgende 
Konstruktion hergestellt werden kann: Man nimmt einen Pfff-Graphen (s. 
(2.14)) Gx und einen von Gx fremden vollständigen (k — p—1 (-Graphen 02 
und verbindet jeden Punkt von Gx mit jedem Punkt von G2. 
Die Fäl le p = 2, 3, 4 u n d к — 1 des Satzes (E2.3) w a r e n schon f r ü h e r 
von D I R A C er ledigt worden (s. [4] S. 443, [5] S. 184). Bezüglich diesen ist n u r 
jene Behaup tung neu, daß i m Falle p = к —- 1 außer den angegebenen ke ine 
anderen ex t remen Graphen existieren. Es sei bemerkt , d a ß D I R A C bezüglich 
den Fällen 4 < p < к — 1 f ü r v(G) mehrere Abschätzungen angegeben h a t , 
u n d daß in diesen Unte r suchungen die ex t remen Graphen von (E2. 3) schon 
alle vorgekommen sind (s. [3], [4]). 
Mit Hi l fe der e rwähn ten Sätze k a n n man auch f ü r beliebige (nicht 
unbed ing t kri t ische) G r a p h e n Färbungssä tze erhalten. D e r folgende Sa tz 
en thä l t (E2.3), is t jedoch n i c h t viel allgemeiner als dieser (s. (9.4)). 
Satz (E2A). ES sei К Ay 3 und \ g P g К — Ist dann der Grad eines 
jeden Punktes des (k -{- p)-punktigen Graphen G größer als к — 3, und enthält 
G keinen vollständigen k-Graphen (als Teilgraphen), so folgt aus 
v(G) g — (к2 + (2 p - 1) к — p2 - p - 2), 
2 
daß G (к — 1 )-färbbar ist, vorausgesetzt, daß G mit keinem der in (E2.3) beschrie-
benen extremen Graphen zusammenfällt. 
Die Sä tze (E2.1), (E2.2) u n d (E2.3) s ind offensichtl ich auch fü r p u n k t -
kritische Graphen richtig. W i r werden sie gleich fü r diese Graphen bekommen 
(s. Abschni t t 8), undzwar in solcher Weise, daß wir die entsprechenden 
»Deckungssätze« über ihrer komplementä ren 3 Graphen beweisen. Diejenige 
P u n k t e eines zulässig g e f ä r b t e n Graphen G, die gleiche Farben e rha l t en 
haben, spannen nämlich im komplementä ren Graphen G vollständige Graphen . 
Daher en tsprechen den zulässigen F ä r b u n g e n von G solche »Deckungen« 
von G, wo die »Deckgraphen« paarweise f remde, vol ls tändige Graphen s ind 
3
 Der komplementäre Grap l i G eines nicht leeren Graphen G bes i tz t dieselben P u n k t e 
wie G, und zwei Punk te sind i n G dann und n u r dann ve rbunden , wenn sie in G n i ch t 
verbunden s ind . 
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(die Deckgraphen müssen Teilgraphen des bedeckten Graphen sein u n d 
müssen zusammen alle P u n k t e des bedeckten Graphen enthalten (s. (6.1)).4  
In dieser Weise entspricht jedem »Färbungsproblem« ein »Deckungsproblem« 
und umgekehrt . Es hat sich nun herausgestellt, daß bei »kleinen« P u n k t -
anzahlen die Deckungsprobleme einfacher behandelt werden können, als die 
Färbungsprobleme. Wir bemerken noch, daß die Beweise unserer Deckungs-
sätze auf gewissen Ergebnissen der Theorie der alternierenden Züge beruhen. 
6. Weitere Erklärungen. 
Einige vorbereitende Behauptungen 
(6.1) In dieser Arbeit verstehen wir unter einer Deckung des Graphen 
G einen solchen Teilgraphen von G, dessen Komponenten alle vollständige 
Graphen sind und der sämtliche Punkte von G enthält . Die Komponenten 
einer Deckung werden wir die Deckgraphen der Deckung nennen. Die Deckung 
T heißt eine k-Deckung, wenn T höchstens к Komponenten besitzt. Wir 
sagen ferner, daß der leere Graph die O-Deckung mit 0 Komponenten besitzt . 
G ist k-deckbar, wenn eine UDcckung von G existiert. 
Eine Deckung von G mit minimaler Anzahl von Komponenten heißt 
eine minimale Deckung von G. Die Deckungszahl x{G) von G ist die Anzahl 
der Komponenten der minimalen Deckungen von G. (Für den leeren Graphen 
G ist also x(G) = 0.) 
Eine Deckung kann isolierte Punkte , d. h. einpunktige Deckgraphen 
enthalten. Eine minimale Deckung von G mit minimaler Anzahl von ein-
punktigen Deckgraphen wollen wir eine extreme Deckung von G nennen. 
(6.2) Is t AqS$(G) und T eine Deckung von G, so ist T f | [A] eine 
Deckung von [A], und es besteht й([А]) g x(G). Der Kürze halber werden 
wir oft s ta t t S([A]) einfach r.(A) schreiben. (Wenn anders nicht gesagt wird, 
bezieht sich also й(А) immer auf dem Graphen [A] = [A]0 .) 
(6.3) Es sei T eine Deckung von G und die Punktmenge A Ç. G) 
besitze die Eigenschaft, daß eine jede Komponente von T entweder ganz zu 
[A], oder ganz zu [ Ä ] gehört, wobei Ä = Afi(G) — A ist. Dann wollen wir A 
sowie [A] bezüglich T rund nennen. Ist A c A ^ ( G ) bezüglich T rund so gil t 
das gleiche auch für Ä. Es ist klar, daß eine jede Komponente eines Graphen 
G bezüglich jeder Deckung von G rund ist. Man kann die Richtigkeit der folgenden 
Behauptung auch leicht einsehen: 
(6.4) Es sei T eine minimale (extreme) Deckung von G, und es sei Ad{G) 
so in die paarweise fremden Mengen А,- (i = 1, . . . , / ) zerlegt, daß jedes Ai 
bezüglich T rund ist. Dann ist T f ) [Aß eine minimale (extreme) Deckung von 
i _ 
1.11 (7=1, ..., j), und es besteht 2 MAß = MG). 
i= 1 
Sind speziell G, (i = 1, . . ., j) die Komponenten von G, so ist 
MG) = 2 M G ß . 
i= 1 
4
 Viele P r o b l e m e der Graphen theo r i e lassen s ich a ls Deckungsprobleme a u f f a s s e n . 
Dabei werden n e b e n den vo l l s t änd igen Graphen a u c h andere G r a p h e n als D e c k g r a p h e n 
zugelassen u n d die Bedingung, d a ß die Deckg raphen paarweise f r e m d seien, wird d u r c h 
al lgemeinere Bed ingungen erse tz t . 
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(6.5) D e r nichtleere Graph G he iß t punktkritisch bezüglich Deckung, 
kurz dp-kritisch, wenn fü r jedes x £ G x(G — x) < x(G) gilt . Er heißt kanten-
kritisch bezüglich Deckung, wenn die Verbindung zweier beliebiger in G n icht 
verbundenen Punkte die Deckungszahl verkleinert . Endlich heißt G kritisch 
bezüglich Deckung oder deckungskritisch, wenn er punkt- und kantenkri t isch 
bezüglich Deckung ist. Aus (6.4) folgt: 
Die Komponenten eines dp-kritischen (deckungskritischen) Graphen sind 
alle dp-kritisch (deckungskritisch). 
Bezeichnet G den komplementären Graphen von G so bestehen die 
folgenden t r ivialen Behauptungen (s. (2.6)). 
(6.6) Ist G k-deckbar, so ist G k-färbbar. Es gilt x(G) = x(G). Ist G punkt-
kritisch, kantenkritisch bzw. kritisch bezüglich Deckung, so ist G punktkritisch, 
kantenkritisch bzw. kritisch (bezüglich Färbung). Ist G nicht zusammenhängend, 
so ist G zerlegbar. Ist der Punkt x in G isoliert so ist x in G mit allen übrigen 
Punkten von G verbunden. Es gelten ferner die Umkehrungen sämtlicher aus-
gesagten Behauptungen. 
Wir können jetzt in Be t rach t auf (2.6) behaupten: Ein mehrpunkt iger , be-
züglich Deckung kantenkrit ischer Graph ist dann und nur dann dp-kritisch, und 
demzufolge auch deckungskritisch, wenn er keinen solchen P u n k t enthäl t , 
der mit al len übrigen P u n k t e n des Graphen verbunden ist. 
Mit Hi l fe der komplementären Graphen wollen wir noch zwei weitere 
Behauptungen über dp-krit ische Graphen erhalten. Es ist bekannt , daß die 
ungeraden Kreise die einzigen punktkri t ischen (kritischen) Graphen mi t der 
chromatischen Zahl 3 sind, und daß de r Grad jedes Punk te s eines punkt -
kritischen (kritischen) Graphen mit der chromatischen Zahl к nicht kleiner 
als к — 1 is t (s. die Einlei tung von G K I). Demzufolge gelten: 
(6.7) Die komplementären Graphen der ungeraden Kreise sind die einzigen 
dp-kritischen (deckungskritischen) Graphen mit der Deckungszahl 3. 
(6.8) Für jeden Punkt x des dp-kritischen (deckungskritischen) Graphen 
G gilt ç(x) ^ л (G) — x (G) . 
Wir benötigen noch den folgenden einfachen Satz (s. [3] S. 463): 
(6.9) Ein dp-kritischer Graph G kann keinen Punkt x mit e(r) = l enthalten. 
Beweis. Es sei G dp-kritisch, x £ G und xy die einzige mit x inzidente 
Kante von G . Ist T eine minimale Deckung von G — y, so muß T den ein-
punktigen Deckgraphen (x) enthalten. D a n n ist jedoch (T — x) U (xy) eine 
Deckung v o n G, und so i s t x(G) ^ x(G — y). Dies widerspricht der Annahme, 
daß G dp-kri t isch ist. 
(6.10) Wie schon in der Einleitung erwähnt wurde, benötigen wir zum 
Beweis unseres Hauptsatzes einige Ergebnisse der Theorie der al ternierenden 
Züge. Wir wollen diese j e t z t zusammenstellen: 
Es sei G* ein Graph, dessen K a n t e n in zwei f remden Klassen eingeteilt 
sind. Die zu der einen gehörigen K a n t e n sollen a-Kanten, die zu der anderen 
gehörigen ß-Kanten heißen. Wir nehmen an: 
(I) Zu jedem P u n k t von G* ist mindestens eine a -Kan te inzident. 
Es sei ferner b* ein ausgezeichneter Punkt von G*, der die folgende 
Eigenschaft ha t : 
(II) Zu b* sind n u r a -Kanten inzident . 
KRITISCHE GRAPHEN II 3 7 7 
Wir bezeichnen die mi t b* inz identen o K a n t e n mi t 
Die Folge 
b*zfi = 1, ...,h; hg 1) . 
Z = (x0xy ...xmy (m g 1) 
der n ich t unbed ing t verschiedenen P u n k t e x0 , xv . . . , xm von G* heißt ein 
(von x0 nach xm führender ) alternierender Zug (von G*), wenn x ( x i + 1 (i = 0, 
. . . , m — 1) verschiedene K a n t e n von G* sind, und im Falle m > 1 die 
K a n t e n xüxv . . . , xm_yXm in dieser Reihenfolge abwechselnd entweder 
a- u n d /(-Kanten, oder ß- und a - K a n t e n sind. Die Kantenzah l m von Z heißt 
die Länge von Z. Bezeichnen и und v einen beliebigen der Buchs taben a und 




 xm eine 
D-Kante, so heißt Z ein uv-Zug. Aus (II) folgt: 
(1) b* k a n n n u r als Anfangs- oder E n d p u n k t in einem al ternierenden 
Zug vorkommen. 
I s t x £ G* u n d gibt es einen von b* nach x füh renden au-Zug, so heißt 
x erreichbar, oder genauer u-erreichbar. Ferner nennen wir den P u n k t b* stets 
/(-erreichbar. I s t x a-erreichbar, jedoch nicht /(-erreichbar, so he iß t er ein 
a-Punkt; ist er /(-erreichbar, jedoch nicht a-erre ichbar , so heißt er ein ß-
Punkt. I s t x a- u n d /(-erreichbar, so heißt er ein aß-Punkt. Endl ich heißen 
diejenigen P u n k t e die weder a - noch /(-erreichbar sind, unerreichbare Punkte. 
Wir machen je tz t zwei wei tere Annahmen: 
(III) b* ist n ich t a-erreichbar , d.h. b* ist ein /(-Punkt. 
(IV) Mit jedem erreichbaren P u n k t außer b* inzidiert höchs tens eine 
a - K a n t e (d.h. genau eine a -Kan te ) . 
Aus (1), (III) u n d (IV) folgt: 
(2) I n jedem al ternierenden Zug Z = (6*.r, . . . xm ) (m > 1) sind die 
P u n k t e b*, xv . . . , xm_y verschieden. I s t x m _ y X m eine a -Kante , so ist auch 
xm von den P u n k t e n b*, xv . . . , xm_y verschieden. 
Wir bezeichnen die Menge der / (-Punkte mit B* und setzen G = G*—b* 
und В = В* — {Ь*}. 
D a n n gelten l au t der Theorie der a l te rn ierenden Züge die folgenden 
Behaup tungen (s. [1], [6], [8], [9]): 
(3) Jede K a n t e , die entweder zwei / (-Punkte oder einen / ( -Punkt und 
einen unerre ichbaren P u n k t verbindet , ist eine /(-Kante. 
(4) Eine jede Komponen te des Graphen G* — B* = G — В en thä l t 
en tweder nur erreichbare, oder nu r unerre ichbare P u n k t e . 
Wir nennen jene Komponen ten , die erreichbare (unerreichbare) P u n k t e 
en tha l ten , die erreichbaren (unerreichbaren) Komponenten von G — В. Da die 
P u n k t e Zy, . . . , zh (h g 1) a -er re ichbar sind, exist ieren stets erreichbare 
Komponen ten . Diese wollen wir mi t [D,]G . = [ Д ] (D, Ç ,V(G), г = 1, . . . , 
Z; l g 1) bezeichnen. 
(5) Es gibt zweierlei er re ichbare Komponen t en : Einpunkt ige , diese 
bes tehen aus einem einzigen a - P u n k t . Mehrpunktige, diese bes tehen aus 
lau ter a/9-Punkten. Zu einem jeden [ Д ] (i = 1, . . . , Z) gibt es genau eine 
solche a-Kante , die Eintrittskante von [ Д ] , von deren E n d p u n k t e n der eine 
zu Dt, der andere zu B* gehört . 
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Die Eintr i t t skante von [£>,] soll mit (6, Ç B*, dt £ Д ) bezeichnet 
werden. Der Grund der Benennung »Eintrittskante« ist die folgende Tat-
sache: 
(6) Ist = (b*xx. . . xm > (xm = ж) ein von b* nach 
x führender alternierender Zug und Xj( 1 ^ / Á m) der erste zu D, gehörige 
P u n k t der Folge aq, . . . , ж
т
, dann ist Xj = d,- und Xj_x = b ( ж 0 = Ь*). 
(7) Ist D, mehrpunkt ig und ж Ç D„ so gibt es einen in [D,] liegenden, 
von d, nach ж führenden ßß-Zug. I s t x £ D, und ж ф d„ so gibt es auch einen 
in [D,] liegenden, von d, nach x führenden ßa-Zug. 
Nach den obigen bestehen noch 
(8) Es sind mi t b* genau h, mit jedem anderen /5-Punkt genau eine 
a - K a n t e inzident, und diese müssen alle mit je einem bjd, (i = 1 , . . . ,1) 
zusammenfallen. 
(9) Zu d, (1 ^ г gL l) ist keine, zu jedem von d, verschiedenen Punk t 
von I), ist genau eine zu [ Д ] gehörige a -Kan te inzident. 
7. Graphen, deren extreme Deckungen einpunktige Deckgraphen 
enthalten 
% 
(7.1) Es sei G ein Graph, von dem wir voraussätzen wollen, daß seine 
extremen Deckungen einpunktige Deckgraphen enthalten, und T sei eine 
extreme Deckung von G. Wir wollen in diesem Abschnitt G und T festhalten. 
Die einpunktigen Deckgraphen von T sollen mi t 
(г,) ( z ,€Ö; i = l, ...,h; h ^ 1) 
bezeichnet werden. 
Nun nehme man zu G einen neuen P u n k t b* und die neuen Kanten 
b*Zj (i = 1, . . . , h) hinzu. Den entstehenden Graphen bezeichne man mit 
G*. Fü r jede Menge AcAV(G) gilt dann [ A ] a . = [А]. Man teile ferner die 
K a n t e n von G* in zwei Klassen: Die Kanten von T und die Kanten b*z, 
(i = 1, . . . , h) seien die a-Kanten, die übrigen die /J-Kanten. Dann ist zu 
jedem Punkt von G* mindestens eine a - K a n t e inzident, und mit b* sind 
nur a-Kanten inzident . Es sind also die Bedingungen (I) und (II) von (6.10) 
fü r G* und b* e r fül l t . Betrachte man weiter die in b* beginnenden alter-
nierenden Züge, u n d klassifiziere man mit Hilfe dieser die Punk te von G* 
in der unter (6.10) angegebenen Weise. Wir wollen zeigen, daß dann auch 
die Bedingungen (III) und (IV) von (6.10) bestehen. Die Gültigkeit von (IV) 
ergibt sich aus der folgenden Behauptung: 
(7.2) Sämtliche Punkte der mehrkantigen Deckgraphen von T sind uner-
reichbar. 
Beweis. Nehmen wir an, daß unsere Behauptung falsch ist. Betrachte 
man sämtliche solchen in b* beginnenden alternierenden Züge, deren End-
punk te zu mehrkantigen Deckgraphen gehören, und wähle man aus diesen 
einen Zug mit minimaler Länge aus. Es sei dieser 
Z = (b*xxx 2 ...xmy (m ^ 2) , 
wobei xm £ Tg, Tg ein mehrkantiger Deckgraph von T ist. Tg ist ein voll-
ständiger /-Graph ( j ^ 3). Dann kann kein P u n k t der Folge Xp . . . , Xm_i 
zu einem mehrkantigen Deckgraphen gehören. Es folgt daraus, daß xm_x xm 
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eine /S-Kante ist. m ist also gerade: m = 2m'. Nach (6.10) (1) kommt b* 
in der Folge xv . . . , xm_x nicht vor. Es ist daher zu jedem Punk t xv . . . , 
x
m-1 genau eine a - K a n t e inzident. Die Punkte b*, xv x2, . . . , xm müssen 
so verschieden sein (es ist also (xxx2 . . . xm) ein Weg von G). Es ist (x,) ein ein-
punktiger Deckgraph von T, und im Falle m' > 1 sind (x2i x2i+1) (i = 1, . . . , 
m' — 1) einkantige Deckgraphen von T. Betrachte man nun diejenige Deckung 
T' von G, die aus T folgendermaßen zustandekommt: Lasse man die Deck-
graphen (xx) und Tg sowie im Falle те' > 1 auch die Deckgraphen (x2 ix2 i + 1) 
(г = 1, . . . , го'— 1) aus T weg, und nehme man die vollständigen 2-Graphen 
( % - i x2i) (i = 1, ••• , те') und den vollständigen (j— 1)-Graphen Tg — xm 
hinzu. T ' besteht dann aus ebensovielen Deckgraphen wie T, es enthält 
jedoch u m eins weniger einpunktige Deckgraphen. Dies widerspricht der 
Annahme, daß T eine extreme Deckung von G ist. Dami t ist (7.2) bewiesen. 
(7.3) b* ist nicht a-erreichbar. 
Beweis. Nehmen wir an, daß Z = (b • • • ^TYl 
) ein alternierender Zug 
ist und xm = b* besteht. Dann ist xm_x xm eine a -Kan te . m ist also unge-
rade und größer als 1. Wir setzen m = 2 m ' -f- 1 (m' ^ 1). Nach (6.10) (1) 
kommt b* in der Folge xv . . . , x2m- nicht vor und daher gehört außer xx und 
x2m- keiner der Punkte xv . . , x2m- zu den einpunktigen Deckgraphen. Da 
sämtliche Punkte von Z erreichbar sind, gehört nach (7.2) keiner von diesen 
zu mehrkantigen Deckgraphen. Es ist also zu jedem P u n k t xv . . . , x2m-
genau eine a-Kante inzident. Daraus folgt, daß die Punk te xv . . . , x2m-
verschieden sind. (xx) und (x2m<) sind einpunktige Deckgraphen von T, und 
im Falle m' > 1 sind (x2i x2i+1) (i = 1, . . . , m' — 1) einkantige Deckgraphen 
von T. Betrachte man nun diejenige Deckung T' von G, die aus T folgender-
maßen ents teht : Lasse man die Deckgraphen (xj, (x2m<) und im Falle m' > 1 
auch die Deckgraphen (x2/ x2 / + 1) (i = 1 то' — 1) aus T weg, und nehme 
man die vollständigen 2-Graphen (х2,_х x2i) (i = 1, . . . , те') hinzu. T' en thä l t 
dann um eins weniger Deckgraphen als T, und das widerspricht der Annahme, 
daß T eine extreme Deckung von G ist. 
Es sind also sämtliche Voraussetzungen von (6.10) durch G*, b* und 
der angegebenen Klasseneinteilung der Kanten von G* erfüllt , und deshalb 
kann man alle Behauptungen von (6.10) mit den dortigen Bezeichnungen 
benützen. 
(7.4) Wir wollen je tz t die erreichbaren Komponenten [DJ (j = 1, . . . ,1) 
von G—В = G* — В* bezüglich ihrer extremen Deckungen untersuchen. 
(7.5) Es sei bj ф b* (1 g j g l). Dann bestehen die folgenden zwei Be-
hauptungen: 
1) x(Dj) = k(Dj U {6,.}). 
2) T П [Dj] ist eine extreme Deckung von [DJ. Jede extreme Deckung 
von [DJ besteht aus einem einpunktigen und außerdem aus lauter einkantigen 
Deckgraphen, und es ist 
n([;Dj]) = 2x{[DJ)-\. 
Beweis. Nach (6.10) (IV) und (9) ist D U {bj bezüglich T rund. Daraus 
folgt nach (6.3) und (6.4), wenn px die Anzahl der zu [DJ gehörigen a - K a n t e n 
(d. h. der in [Z)y] liegenden Deckgraphen von T) bezeichnet, 
x(Dj U {bj) =pj + 1 . 
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Es gilt daher 
(1) x(Dj)gtPj+ 1 . 
Es sei Z = (b* Xy . . . xm> (xm = dß ein kürzester von b* nach dj führender 
alternierender Zug. Wegen (6.10) (6) und bj=j=b* ist xm_y = bj, m > 1, m 
ungerade, und keiner der P u n k t e 3/j j • • • f ОС fYi J gehört zu Dj. Man setze 
m = 2m'+ 1 (m' ^ 1). Wegen (6.10) (2) ist (xy . . . x2m,_y) ein von [DyU {by}] 
f remder IVeg, in dem (xy) ein einpunktiger und im Falle m! > 1 (x2ix2i+ß 
(i = 1 m'— 1 ) einkantige Deckgraphen von T sind. Daraus folgt, daß 
D = {xy, ...,x2m._y} U (DjU{bj}) 
bezüglich T r u n d ist, und so is t T = T f) [D) eine extreme Deckung von [D]. 
T besteht aus einem einpunktigen und außerdem aus lau te r zweipunktigen 
Deckgraphen. Es ist ferner x(D) = m' + py + 1 - Nun sei Tj eine extreme 
Deckung von [Dj). Dann ist 
/V. M ' 
P * = ( U (x2i_yx2i)) U Tj 
i= 1 
eine aus m' + к (Dß Deckgraphen bestehende Deckung von [73]. Es muß 
also x(Dß Pj + 1 sein, u n d dies ergibt zusammen mit (1). 
(2) x(Dj) =
 P j + 1 . 
Dami t ist die Behauptung 1) bewiesen. Aus (2) folgt, daß T П [7)y] eine mini-
male Deckung von [77y] ist. Anderseits muß Ty mindestens einen einpunktigen 
Deckgraphen enthalten, sonst wäre die Anzahl der Deckgraphen von Tj kleiner 
als p j + 1. Dies bedeutet jedoch, daß T f) [Dy] eine extreme Deckung 
von I Dj] ist, woraus die Behauptungen von 2) folgen. 
(7.6) Die Behauptungen von 2) des Satzes (7.5) sind auch im Falle bj = b* 
(1 < j < l) richtig. 
Beweis. I s t nämlich bj = b*. so ist (dj) ein einpunktiger Deckgraph 
von T, daher ist die Menge Dj bezüglich T rund . T n [Dy] ist also eine extreme 
Deckung von [Dy] und bes teht aus einem einpunktigen und außerdem aus 
lauter einkantigen Deckgraphen. Daraus folgen auch die weiteren Behaup-
tungen von 2) des Satzes (7.5). 
(7.7) Jeder Graph [Dy] ( j — 1, . . . , l) ist ein dp-kritischer Graph, und 
für jedes x Ç Dy gibt es eine solche extreme Deckung von [Dy], in der (x) der 
einpunktige Deckgraph ist. 
Beweis. Nach (7.5) u n d (7.6) ist T f) [Dy] eine solche extreme Deckung 
von [Dj), in der (dj) der e inpunktige Deckgraph ist. Es ist daher offensichtlich 
x([Dj) — dj) = Tc(Dj) — 1. E s sei nun x £ Dy, x f= dj. L a u t (6.10) (7) exist iert 
ein in [Dj) liegender ßa-Zug Z = (djXy . . . x2 m . ) mit x2m- = i , ш ' 2 1, Nach 
(6.10)(9)ist (dj Xy . . . x2m-) ein Weg von [77y], I n diesem ist (dß ein einpunktiger 
Deckgraph, u n d (x2i_xx2i) (i = 1, . . . , m') sind einkantige Deckgraphen von 
T fi \Dj). L ä ß t man alle diese Deckgraphen aus T fl [Dy] weg, und n immt 
man die vollständigen Graphen (djXy), (x2m>) und im Falle m' > 1 auch die 
Graphen (x2i x2 i + 1) (i = 1, . . . , m'—1) hinzu, so e rhä l t man eine solche 
extreme Deckung von [Dj), in der (x) der einpunktige Deckgraph ist. Daraus 
folgt ü([Dj) — x) = x(Dß — 1. [7)y] ist also tatsächlich ein dp-kritischer 
Graph. 
iUßüf,;rt j A.«. D£MIA 
KÖNYVTÁRA 
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(7.8) Ist xy eine beliebige Kante von | D ;1 (1 g j g l), so gibt es eine 
solche extreme Deckung von [Dj], in der (xy) ein Deckgraph ist. 
Beweis. Es sei Tj eine nach (7.7) existierende solche extreme Deckung 
von [Dj], deren einpunktiger Deckgraph (x) ist; es sei ferner (yz) jener Deck-
graph von Tj, der den P u n k t y enthält . Es ist dann (Tj — {x, y, z}) U (xy) U (z) 
eine gewünschte Deckung von [D ;]. 
Wir beweisen je tz t bezüglich der Menge der erreichbaren P u n k t e 
E = В U ( U А) 
i=i 
von G folgende Behauptung: 
(7.9) Es gilt x(E—B) = x(E). 
Beweis. Es genügt den Fall В ф 0 betrachten. Wir dürfen nach (6.10) 
(8) ft, = b* (i = 1, . . . , h) und В = {ft,1+1, . . . , ft,} annehmen. Dann sind 
die Mengen D ( (7 = 1 h) und D, IJ {ft,} (г = h + 1, . . . , l) bezüglich 
T rund, und E ist die Vereinigung dieser Mengen. Anderseits sind die Graphen 
[D,] (i = 1 I) die Komponenten des Graphen [E — B~\. Diese sind für 
jede Deckung von [E — B] rund. Nach (6,3), (6.4), (7.5) und (7.6) bekommt 
man daraus 
h l l 
x(E) = 2 ' ЩЩ + 2 *(D, и {ft,}) = 2 *(D,) = x(E - В) . 
( = 1 1=Л + 1 1 = 1 
Es besteht nun folgende grundlegende Tatsache 
(7.10) Satz. Es ist 
x(G — B) = x(G) . 
Beweis. Bezeichnet E die Menge der unerreichbaren Punkte von G ; 
so sind nach (6.10) (3) E und E bezüglich T rund. Da sowohl [ E — ß ] , wie 
auch [E] Vereinigungen von Komponenten des Graphen G—В sind, sind 
E — В und E beide bezüglich jeder Deckung von G— В rund. Nach (6.4) 
und (7.9) gilt daher 
x(G) = x(E) + x(Ë) = ïc(E - В) + х(Ё) = x(G - В). 
Aus (7.10) folgt 
(7.11) Satz. Ist G dp-kritisch, so muß В leer sein. Ist G dp-kritisch und 
zusammenhängend, so besteht G aus einer einzigen erreichbaren Komponente. 
Bevor wir mit Hilfe der obigen Ergebnisse unsere Hauptsätze beweisen, 
wollen wir noch einige Eigenschaften der Mengen D,, E — В, В und È zeigen, 
die zwar im nachfolgenden keine Rolle spielen, für sich jedoch von gewissem 
Interesse sind. 
(7.12) Ist T eine beliebige (nicht unbedingt minimale) Deckung von G, 
so gibt es unter den [D,] (i — \, ..., I) mindestens h solche, die einpunlctige 
Deckgraphen von T enthalten. 
Beweis. Nach (7.5) und (7.6) kann keine Deckung eines [D,] (1 g i g l) 
aus lauter mehrpunktigen Deckgraphen bestehen. (Die Anzahl der Deck-
graphen einer solchen Deckung wäre nämlich g — л ([D,]) < x(Dß.) Is t also 
ein D, (1 g i g l) bezüglich T rund, so enthäl t [D f] einpunktige Deckgraphen 
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v o n T. Anderseits gibt es zu e inem bezüglich T nicht-runden [Dß ( 7 ^ 1 ^ 7) 
e inen solchen Deckgraphen von T , der sowohl D,-Punkte wie auch .B-Punkte 
en thä l t . Da d ie Deckgraphen vollständige Graphen sind und G keine D(E-
u n d D j D j - K a n t e n (j=f=i) en thä l t , kann ein Deckgraph, der / ^ -Punk te 
en thä l t , außer -Punkte nur .B-Punkte entha l ten . Daraus folgt, daß höchstens 
B) =1 — h bezüglich T nicht-runde, u n d demzufolge mindestens h bezüg-
lich T runde [Dß existieren. Dies ergibt, zusammen mit den obigen, die Rich-
t igkei t unserer Behauptung, 
(7.13) Die einpunktigen Deckgraphen einer beliebigen extremen Deckung 
von G gehören alle der Menge E — В an. Jeder Punkt der Menge E — В kommt 
als einpunktiger Deckgraph bei irgendeiner extremen Deckung von G vor. 
Beweis. D a jede extreme Deckung von G genau h einpunktige Deck-
i 
graphen en thä l t und E - В = (J Dt ist, folgt die erste Behauptung unmit tel-
i=i 
b a r aus (7.12). U m die zweite zu beweisen sei x ein beliebiger Punk t von 
E — B. Wir d ü r f e n x =j=zi (i — 1, . .. , h) annehmen, x ist a-erreichbar, d .h. 
es gibt einen na-Zug Z —- (b*xx . .. x2m+1~) m i t x = x2m+1 (m 1). Nach (6.10) 
(2) sind die P u n k t e b*, xlt Um+i verschieden. Ferner sind (aq)> (х2хз)' 
. . . , (x2m x2m+1) Deckgraphen von T. L ä ß t m a n nun diese von T weg, und 
n immt man d ie Graphen (xxx2), . . . , (x2m_xx2m), (x2m+1) hinzu, so erhält m a n 
eine solche e x t r e m e Deckung von G, in der (ж) als Deckgraph vorkommt. 
Aus (7.13) und aus den Tatsachen, d a ß jeder B-Punkt durch eine "Ein-
t r i t t skan te" m i t einem (E — B)-Punkt verbunden ist, jedoch kein B - P u n k t 
(durch Kan ten ) mit (B — B)-Punkten verbunden ist, bekommt man folgenden 
Satz: 
(7.14) Satz. Es bezeichne Me die Menge jener Punkte von G, die bei ex-
tremen Deckungen von G als einpunktige Deckgraphen vorkommen und Me die 
Menge der übrigen Punkte von G. Ferner sei Mb die Menge jener M „-Punkte, 
die durch Kanten von G mit M „-Punkten verbunden sind. Dann ist 
E — В = M„, B U B = M„ und B = Mb. 
Es sind also die Mengen E — В, В, B, unabhängig von der gewählten extremen 
Deckung T, eindeutig bestimmt. Da die [Dß ( 7 = 1 , . . . , 7) die Komponenten 
von [B — B ] sind, gilt das gleiche auch für die Mengen Di (7 = 1 , . . . , / ) . Ob 
ein Dj (1 g i g l) bezüglich irgendeiner extremen Deckung von G rund oder 
nicht-rund ist (d.h. ob es einen einpunktigen Deckgraphen der Deckung enthält oder 
nicht), sowie daß im zweiten Falle welche ВDt-Kante die "Eintrittskante" von 
[Dß ist, hängt von der betrachteten extremen Deckung ab. 
Aus (7.12) ergibt sich offensichtlich d e r folgende, f ü r beliebige Graphen 
gültige Satz: 
(7.15) Satz. Jede Deckung eines Graphen enthält mindestens so viele ein-
punktige Deckgraphen, wie die extremen Deckungen. 
8. Sätze über dp-kritische und punktkritische Graphen 
Es gi l t d ie folgende t r iv ia le Behauptung 
(8.1) Enthalten die extremen Deckungen eines Graphen G keine ein-
punktigen Deckgraphen, so ist 
n(G) ^2 x(G) . 
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Nach (7.11) und (7.6) besteht für jeden solchen zusammenhängenden 
dp-kritischen Graphen G, dessen extreme Deckungen einpunktige Deck-
graphen enthal ten, 
Ti(G) = 2 x(G) — 1 . 
I m Bezug auf (8.1) können wir daher den folgenden Satz aussagen: 
(8.2) Satz. Es existieren keine zusammenhängenden dp-kritischen Graphen 
G mit л (G) <2x(G) — l. 
Wir wollen wegen der vorangehenden jene zusammenhängenden dp-
kritischen (deckungskritischen) Graphen G, f ü r die л (G) — 2 x(G) — 1 bes teht , 
die minimalen dp-kritischen (deckungskritischen) Graphen nennen . Man k a n n 
dann die in (7.11), (7.6), (7.7), (7.8) und (8.1) behaupte ten Eigenschaften 
der zusammenhängenden dp-krit ischen Graphen im folgenden Satz zusammen-
fassen: 
(8.3) Satz. Es gibt zwei Arten von zusammenhängenden dp-kritischen 
Graphen: die minimalen und die nicht minimalen. 
1) Die minimalen Graphen G haben die folgenden Eigenschaften: Jede 
extreme Deckung von G besteht aus einem einpunktigen und außerdem aus lauter 
zweipunktigen Deckgraphen. Es ist л(в) = 2x(G) — 1. Zu jedes x £ G gibt es 
eine extreme Deckung von G, in der (x) der einpunktige Deckgraph ist. Zu jedes 
xy (jG gibt es eine extreme Deckung von G in der (xy) ein zweipunktiger Deck-
graph ist. 
2) Bei den nicht minimalen Graphen G bestehen die extremen Deckungen 
aus lauter mehrpunktigen Deckgraphen und es gilt л (G) + 2 x(G). 
Bemerkung. Die e inpunkt igen Graphen sind minimale dp-krit ische 
Graphen. 
Wir wollen noch eine Eigenschaft der mehrpunktigen minimalen dp-
kritischen Graphen formulieren. Zu diesem Zweck führen wir den folgenden 
Begriff ein: 
Wir sagen, daß die Deckung T des mehrpunktigen Graphen G die aß-
Eigenschaft besitzt , wenn T den folgenden Bedingungen genüg t : 
1) T besteht aus einem einpunktigen und außerdem aus lauter zwei-
punkt igen Deckgraphen. 
2) I s t (x) der einpunktige Deckgraph von T, und bezeichnet man d ie 
Kanten von T als a -Kanten , die übrigen K a n t e n von G als /(-Kanten, so 
gibt es zu jedes y £ G einen von x nach y füh renden ßß-Zug, und im Fal le 
y =f= x auch einen von x nach y führenden ßa-Zug. 
Nun gilt dann nach (7.11) und (6.10) (7) die Behauptung 
(8.4) Satz. Ist G ein mehrpunktiger minimaler dp-kritischer Graph, so 
besitzt jede extreme Deckung von G die оß-Eigenschaft. 
Es gilt auch die folgende Umkehrung von (8.4): 
(8.5) Satz. Gibt es eine solche extreme Deckung des mehrpunktigen Graphen 
G, welche die a ß-Eigenschaft besitzt, so ist G ein minimaler dp-kritischer Graph. 
Beweis. Es sei T eine solche extreme Deckung von G, welche die aß-
Eigenschaft besitzt. Wir können auf G und T die Ergebnisse des Abschnittes 
7 anwenden. Es ergibt sich, daß sämtliche P u n k t e von G a / ( -Punkte sind, 
und da G offensichtlich zusammenhängend ist , ist es selbst eine erreichbare 
Komponente . Nach (7.7) ist d a n n G tatsächlich ein dp-krit ischer, undzwar 
ein minimaler dp-kritischer Graph . 
9 * 
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Wir wollen jetzt einige spezielle zusammenhängende dp-kritische Graphen 
untersuchen. 
(8.6) Die einzigen Graphen G m i t x(G) = 1 sind die vollständigen 
Graphen. U n t e r diesen i s t n u r der einpunktige G r a p h dp-kritisch. Dieser 
i s t ein minimaler dp-krit ischer Graph. 
Ist x(G) = 2, so e n t h ä l t G zwei n ichtverbundene P u n k t e x und y. I s t 
ferner der G r a p h G dp-kri t isch, so kann er außer x u n d y keine anderen 
P u n k t e en tha l ten . Es existiert also Icein zusammenhängender dp-kritischer 
Graph G mit x(G) = 2. 
Nach (6.7) sind die einzigen dp-kritischen (deckungskritischen) Graphen 
mi t der Deckungszahl 3 d ie komplementären Graphen de r ungeraden Kreise. 
Der komplementäre Graph des Dreiecks besteht aus dre i isolierten P u n k t e n , 
derjenige des Fünfecks i s t ein Fünfeck. Das Fünfeck is t ein minimaler dp-
kritischer Graph . Die komplementären Graphen der (2 j -f- 1)-Ecke ( j 3) 
sind zusammenhängende, n i ch t minimale dp-kritische Graphen. Der einzige 
minimale dp-kritische (deckungskritische) Graph G mit x(G) = 3 ist also das 
Fünfeck. 
Ist G ein zusammenhängender dp-kritischer Graph , und gilt x(G) 2t 4, 
so ist nach (8.3) л (G) — x(G) ^ 3 und n(G) ^ 7. 
Aus d e n Vorangehenden kann m a n behaupten: 
(8.7) Für jeden mehr punktigen zusammenhängenden dp-kritischen Graphen 
G gilt 
x(G) ^ 3 , 7T(G) è 5 und 71(G) - x(G) ^ 2 . 
n(G) = 5 bzw. Ti(G) — x(G) = 2 besteht dann und nur dann, wenn G 
ein Fünfeck ist. 
(8.8) Wir wollen n u n sämtliche minimalen dp-krit ischen Graphen mit 
der Deckungszahl 4 bes t immen. Es bezeichne G einen solchen Graphen. Wir 
werden neben den in (8.3) zusammengefaßten Eigenschaften von G d ie für 
jedes x £ G bestehende Ungleichung 2 g д(х) g 3 benütz ten [s. (6.8) und 
(6.9)]. 
Es gi l t n(G) = 7. W i r unterscheiden zwei Fälle: 
1) G en thä l t ein Siebeneck V. D a n n kann G keine »kürzeste« Diagonale 
von V en thal ten , sonst w ä r e x(G) g 3. Es können d a h e r nur 0, 1, 2 oder 3 
paarweise keinen gemeinsamen Punkt enthal tende »längste« Diagonalen von 
F zu G gehören. So e rhä l t man fünf verschiedene (nicht isomorphe) Graphen. 
Man sieht leicht, daß diese alle die Deckungszahl 4 besitzen und dp-krit isch 
sind. Von diesen ist n u r derjenige m i t drei Diagonalen deckungskritisch. 
Dieser ist de r komplementäre Graph eines F l r ö r a p h e n [s. (2.14)], u n d wir 
wollen ihn einen T2x-Graphen nennen. 
2) G en thäl t kein Siebeneck. D a n n kann nicht jeder Punk t den Grad 
2 haben (sonst wäre näml ich G nicht zusammenhängend) . Es gibt also ein 
z £ G mit g(z) = 3. T sei eine solche ex t reme Deckung von G, in der (z) der 
einpunktige Deckgraph is t , und (x,yj) (i = 1, 2, 3) seien die zweipunktigen 
Deckgraphen von T. z k a n n für kein г (1 g i g 3) mi t den beiden der P u n k t e 
Xj und y, verbunden sein, sonst wäre x(G) g 3. Man kann daher zx, £ G, 
zyt $ G (i = 1, 2, 3) annehmen . Eine d e r Kanten yxy3, yyy3, y3yx m u ß zu G 
gehören, sonst wäre x({z, yv yv y3}) = 4. Es sei уху2 £ G. Dann is t x,y3 ф G 
(i — I, 2), sonst würde G das Siebeneck (гх3у3х{у(уух-г) ( j =/= i, j = 1 oder 2) 
enthalten. Man kann d a h e r (wegen ç(y3) è 2) y2y3 € G annehmen. Dann 
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bes teht (ähnlich wie vorher) x,yx§.G (i = 2,3). F e r n e r kann keine Diago-
nale der Fünfecke (zxxyxy2x2z) und (zx3y3y2x2z) zu G gehören, sonst wäre 
x(G) 3. G kann daher noch höchs tens die Kan ten xxx3 und yxy3 en tha l ten . 
Beide können ' jedoch nicht zu G gehören, da dann (ж2) U (zxxx3z) U (У1У2У3У1) 
eine 3-Deckung von G wäre. Es muß also G mit einem de r Graphen 
3 
Gi = (У1У2У2) U ( U (2ж,г/,)), G2 = Gx U (2/12/3). G3 = Gi U (xxx3) 
i=1 
zusammenfal len. Nun ist es leicht ersichtlich, daß G2 u n d G3 i somorph sind, 
sowie daß x(Gx) = x(G2) = 4, u n d Gx u n d G2 beide dp-kri t isch sind. G2 ist 
auch deckungskri t isch. Wir werden die mit G2 i somorphen Graphen 
Graphen nennen. 
Man kann nun zusammenfassend behaupten: 
(8.9) Betrachtet man die isomorphen Graphen als nicht verschieden, so 
gibt es insgesamt sieben minimale dp-kritische Graphen mit der Deckungszahl 4. 
Zwei von diesen: der P2X- und der Г^-Graph sind deckungskritisch. 
Wir machen je tz t einige Aussagen über jene zusammenhängende dp-
krit ische Graphen G, bei denen 71(G) — x(G) einen vorgeschriebenen W e r t p 
besitzt . (Es gilt s te ts 71(G) — x(G) è 0.) Lau t (8.3) g i l t dann x(G) ^ p + 1 
und 71(G) < 2 p + \ . Daraus folgt in Be t rach t von (8.6) (8.7) u n d (8.9). 
(8.10) Betrachtet man isomorphe Graphen als nicht verschieden, so gibt 
es zu jedem Werte p (p 0) nur endlich viele zusammenhängende dp-kritische 
(deckungskritische) Graphen G mit n(G) — x(G) = p. Für p = 0 ist der ein-
punktige Graph der einzige. Für p = 1 gibt es keinen solchen Graphen. Für 
p — 2 ist das Fünfeck der einzige solche Graph. Für p = 3 existieren sieben 
solche Graphen, von denen zwei, der Г2Х Graph und der F%-Graph auch deckungs-
kritisch sind.
 % 
(8.11) Bet rachten wir n u n die n ich t unbedingt zusammenhängenden 
dp-kri t ischen Graphen. G sei ein solcher Graph, und es seien G, (i = 1, . . . , l) 
die K o m p o n e n t e n von G. Die Graphen G, sind alle zusammenhängend und 
dp-kri t isch, und es bes teht [s. (6.4)] 
(1) 2 x(G) - 71(G) = 2 (2 ЩОЦ - Ti(Gj)) . 
1=1 
I s t fe rner T eine ext reme Deckung von G, so ist T p) G, e ine extreme Deckung 
von G, (i = 1, . . . , l). Man k a n n d a n n in Bezug auf (1) u n d (8.3) Behaup ten : 
(8.12) Satz. Die Zahl der minimalen dp-kritischen Komponenten eines 
dp-kritischen Graphen G stimmt mit der Zahl der einpunktigen Deckgraphen 
der extremen Deckungen von G überein. Diese Zahl ist ^ 2x(G) — 71(G). 
Wegen späterer Anwendungen wollen wir die zwei te Behaup tung von 
(8.12) auch in einer anderen F o r m aussprechen: 
(8.13) Satz. Es sei к ^ 1, 0 ríp çS. к— 1 und es bestehe für den dp-
kritischen Graphen G x(G) = к und 71(G) = к -f- p. Dann enthält G mindestens 
к — p minimale (dp-kritische) Komponenten. 
Mit Hilfe von (8.12) u n d (8.7) b e k o m m t man bezüglich der Anzahl 
der isolierten P u n k t e eines dp-kr i t i schen Graphen den folgenden Sa tz : 
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(8.14) Satz. Es sei G ein dp-kritischer Graph mit x(G) = к (kg 3), 
7i(G) = n, und es bezeichne s die Anzahl der isolierten Punkte von G. Dann gilt 
3
 (5 j 
( 1 ) я 
- 2 U 
Das Gleichheitszeichen besteht dann und nur dann, wenn sämtliche mehr punktigen 
Komponenten von G Fünfecke sind. 
5 
Bemerkung. Der Satz besagt , daß im Falle n < —к die dp-kritischen 
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Graphen stets isolierte P u n k t e enthalten, u n d daß im Falle n = — k ein 
dp-kritischer G r a p h (der aus l au t e r Fünfeck-Komponenten besteht) existiert, 
d e r keinen isolierten Punkt en thä l t . 
Beweis. Es bezeichne t d ie Anzahl der minimalen Komponenten von G. 
D a nach (8.7) j ede mehrpunkt ige Komponente von G mindestens fünf 
P u n k t e enthält, i s t 
(2) я > s + 5 ( i - s ) . 
D a s Gleichheitszeichen gilt h ier dann und nur dann, wenn G aus s isolierten 
P u n k t e n und aus t — s Fünfeck-Komponenten besteht. Nach (8.12) ist 
(3) t g 2 к — n , 
u n d das Gleichheitszeichen bes teh t hier in jedem solchen Falle, in welchem 
dies in (2) gilt. Aus (2) und (3) folgt (1), und man sieht, daß das Gleichheits-
zeichen in (1) genau in den angegebenen Fäl len besteht. 
Jetzt untersuchen wir diejenigen (nicht unbedingt zusammenhängen-
den ) dp-kritischen Graphen G, bei denen n(G) — x(G) einen vorgeschriebenen 
W e r t besitzt. S ind G, (i = 1, . . . , l) die Komponenten des Graphen G, so 
g i l t [s. (6.4)] 
(4) n(G) - x(G) = И*?,-) - Щвд) • 
i=1 
Durch eine e infache Überlegung bekommt m a n aus (8.10) und (4) den fol-
genden Satz: [S. die Bemerkung nach (8.19).] 
(8.15) Satz. Ist G ein dp-kritischer Graph, so gelten folgende Behaup-
tungen: 
1) Ist n(G) —x(G) =*= 0, so besteht G aus lauter isolierten Punkten. 
2) n(G) — x(G) = 1 kann nicht eintreten. 
3) Ist n(G) — K(G) = 2, so besteht G aus einem Fünf eck-Komponenten 
und aus isolierten Punkten. 
4) Ist n(G) — x(G) = 3, so besteht G aus einem mehr punktigen Kompo-
nenten und aus isolierten Punkten. Ist ferner G deckungskritisch, so ist die 
mehrpunktige Komponente entweder ein Г^у-Graph oder ein If-Graph. 
Aus (8.14) erhalten wir : [S. die Bemerkung nach (8.20).] 
(8.16) Satz. Enthält der dp-kritische Graph G mit n(G) — x(G) = p keinen 
isolierten Punkt, so ist 
MG) й—р. 
2 
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Das Gleichheitszeichen gilt hier dann und nur dann, wenn G aus lauter Fünf-
eckkomponenten besteht. Betrachtet man also die isomorphen Graphen als nicht 
verschieden, so existieren zu jedem Werte p (p ^ 0) nur endlich viele solche 
dp-kritische Graphen G, die keine isolierten Punkte enthalten und der Gleichung 
n(G) — x(G) = p genügen. 
(8.17) Nun wollen wir mit Hilfe von (6.6) aus den erhal tenen Deckungs-
sätzen die entsprechenden Färbungssätze herleiten. 
Der Satz (8.2) bzw. (8.14) ergibt unmit te lbar den Satz (E2. 1) bzw. 
(E2 . 2) der Einleitung über punktkritische Graphen ausgesprochen. Um d ie 
weiteren Sätze einfach formulieren zu können, führen wir zwei neue Begriffe ein. 
Ein unzerlegbarer punktkritischer (kritischer) Graph G mit n(G) — 
— 2 x(G) — 1 soll ein minimaler punktkritischer (kritischer) Graph heißen. 
Der komplementäre Graph G eines (nichtleeren) Graphen G zerfä l l t 
(in eindeutiger Weise) in Komponenten. Die komplementären Graphen dieser 
Komponenten sind unzerlegbare Teilgraphen von G, undzwar sind diese 
durch solche Punktmengen von G gespannt, die paarweise in G vollständig 
verbunden sind. Diese eindeutig bestimmten Teilgraphen von G wollen wir 
die unzerlegbaren Teile von G nennen. Nach (6.5) und (6.6) [oder nach (2.2)] 
sind die unzerlegbaren Teile eines punktkritischen (kritischen) Graphen eben-
falls punktkritisch (kritisch). 
Aus (8.13) erhalten wir dann: 
(8.18) Satz. Es sei к ^ 1, l g pgk— 1 und es bestehe für den punkt-
kritischen Graphen G x(G) — к und n(G) = к + p. Dann gibt es unter den 
unzerlegbaren Teilen von G mindestens к — p minimale (punktkritische) 
Graphen. 
Aus (8.15) bekommt man 
(8.19) Satz. Bezeichnet G einen punktkritischen Graphen, so gelten folgende 
Behauptungen: 
1) Ist n(G) — x(G) = 0, so ist G ein vollständiger Graph. 
2) л(G) — x(G) = 1 kann nicht bestehen. 
3) Ist TI(G) — x(G) = 2, so ist einer der unzerlegbaren Teile van G ein 
Fünfeck, alle andere sind einpunktige Graphen. 
4) Ist я (G) — x(G) = 3, so enthält G wieder genau einen mehrpunktigen 
unzerlegbaren Teil. Ist ferner G kritisch, so ist der mehrpunktige Teil entweder 
ein T2l-Üraph oder ein Г1-Graph, wobei ein Ff Graph den komplementären 
Graphen eines T%-Graphen bedeutet. 
Bemerkung. Die Behauptungen 2) und 3) sind mit zwei in der Einleitung 
erwähnten DiRAc'schen Behauptungen identisch (s. [3] S. 463). 
(8.16) ergibt den folgenden Satz: 
(8.20) Satz. Enthält der punktkritische Graph G mit TI(G) — x(G) = p 
keinen solchen Punkt, der mit allen übrigen Punkten von G verbunden ist, so ist 
Tt(G) < - p , 
2 
und das Gleichheitszeichen besteht dann und nur dann, wenn sämtliche unzer-
legbaren Teile von G Fünfecke sind. Betrachtet man also die isomorphen Graphen 
als nicht verschieden, so existieren zu jedem p (p 0) nur endlich viele solche 
punktkritische Graphen G, die der Gleichung TI(G) — x(G) = P genügen und 
keinen Punkt enthalten, der mit allen übrigen Punkten von G verbunden ist. 
3 8 8 GALLAI 
Bemerkung. In [10] beweist J . M . W E I N S T E I N fü r punktkrit isehe Graphen 
G mit n(G) — x(G) = p die Ungleichung 71(G) g — p max (p + 2 , 6). Die 
2 
zweite Behauptung von ( 8 . 2 0 ) stammt von W E I N S T E I N . 
Endlich wollen wir noch den dem Satz (7.15) entsprechenden Färbungs-
satz formulieren. 
(8.21) Satz. Es sei G ein k-kromatischer Graph, f eine beliebige zulässige 
Färbung von G (/ kann also auch mehr als к Farben enthalten) und es bezeichne 
j die Anzahl jener Farben von f , die nur bei je einem Punkt von G vorkommen. 
Dann gibt es eine k-Färbung von G, in der höchstens j solche Farben existieren, 
die nur bei je einem Punkt von G vorkommen. 
Bemerkung. Sämtliche nachher angeführten Sätze bleiben sinngemäß 
auch dann bestehen, wenn man nur solche Deckungen zuläßt, deren Deck-
graphen vollständige /-Graphen mit 1 g j g j0 (/„ > 1) sind, wobei j0 eine 
vorgeschriebene Zahl ist. Die angedeuteten Sätze sind die Sätze (6.2), (6.3), 
(6.4), (6.5), (6.9), sämtliche Sätze des 7. Abschnittes, die Sätze (8.1), (8.2), 
(8.3), (8.4), (8.5), (8.12), (8.13). 
9. Bestimmung der minimalen Kantenanzahl A'-kritischer Graphen 
mit höchstens 2h — 1 Punkten 
Zur Lösung der im Titel angeführten Aufgabe werden wir die maximale 
Kantenanzahl der entsprechenden dp-kritischen Graphen bestimmen. 
(9.1) I s t G ein dp-kritischer G r a p h mit 71(G) = n und x(G) = k, so 
bekommt man für die Kantenanzahl von G nach (6.8) die folgende »triviale« 
obere Schranke 
(1) v(G) g n { n ~ k ) . 
2 
Dies ergibt mit de r Bezeichnung p — n — к im Falle p jâ. fr die Un-
gleichung 
( 2 ) v(G) g — (p + k) p g p2 (p > k). 
2 
(9.2) Bei der Beschreibung der dp-kritischen Graphen mit maximaler 
Kantenanzahl spielen die komplementären Graphen Pj[j2 der Dirac'schen 
Graphen [s. (2.14)] eine wichtige Rolle. Ein Bj^ -Graph (bei der Benüt-
zung dieses Zeichen wird stets к ^ 3, jx + j2 = к — 1, jx > 0, j2 > 0 voraus-
gesetzt) G ha t folgende Struktur: 
(1) &(G) = {c2} U Cx U A U C2 U {с,} , 
wobei die auf der rechten Seite stehenden Mengen paarweise f remd 
sind, und Mr'(A) = k— 2, ^P~(CX) = jx, .+^(C2)=j2 besteht . Die auf der 
rech ten Seite von (1) benachbart stehenden Mengen sind in G voll-
s tändig verbunden und G enthält außer den hierzu erforderten K a n -
ten nu r die K a n t e cxc2. 
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Nach (2.13), (2.14) und (6.6) ist ein Г£,2-Graph ein (2 & — l)-punktiger 
minimaler dp-kritischer Graph mit der Deckungszahl k. Die Kantenanzahl 
eines solchen Graphen ist ( к — l ) 2 + 1 . 
Wir werden im folgenden die Benennung »unabhängige Punkte« be-
nützen. Die P u n k t e xv . . . , x. des Graphen G heißen (in G) unabhängig, 
wenn keine K a n t e von G zwei von diesen verbindet. Die maximale Anzahl 
der unabhängigen Punkte in G soll mit cp(G) bezeichnet werden. Ist G ein 
//•/—Graph, so ist y(G) = к —- 1. Is t ferner die Struktur von G durch die unter 
(1) angegebenen Bezeichnungen und Feststellungen bestimmt, so enthalten 
nur die folgenden Punktmengen von G к —-1 unabhängige Punk te : 
A (J { c j , A U {c2}, Cx U C2 und im Falle 
ji = к — 2 (г = 1 oder 2) auch G,- U {с,}. 
(Ist к = 3, so gibt es also fünf, ist к > 3, so existieren höchstens vier 
solche Mengen.) 
Um den Induktionsschluss einfacher durchführen zu können, und auch 
aus anderen Gründen ist es vorteilhaft , s ta t t der dp-kritischen Graphen eine 
größere Graphenklasse zu betrachten, und die maximale Kantenanzahl der 
zu dieser Klasse gehörigen Graphen zu bestimmen. Der folgende Satz (9.3) 
enthäl t dann auch die vollständige Lösung der von uns gestellten Aufgabe 
über dp-kritische Graphen [s. den Teil I) des folgenden Beweises, sowie (9.2)]. 
(9.3) Satz. Es sei к ^ 3, 1 g p gk— 1, n = к + p und der Graph 
G genüge den folgenden Bedingungen-. 
n{G) = n, x(G) ^ h, y(G) g к - 1 
und für jedes x £ G q(x) g p + 1. 
Dann besteht 
v(G) g p2 + 1 . 
Das Gleichheitzeichen gilt dann und nur dann, wenn G ein solcher dp-kritischer 
Graph mit x(G) = к ist, der aus einer einzigen mehrpunktigen Komponente 
Gü und aus к — p — 1 isolierten Punkten besteht, und G0 ein ffßf-Graph ist. 
Beweis. I) I s t G ein dp-kritischer Graph mit n(G) = n, x(G) = k, und 
besteht für p = n — к die Ungleichung 1 g p g к — 1, so genügt G sämt-
lichen Voraussätzungen von (9.3). In der Ta t : es ist cp(G) g к— 1. Gehe es 
nämlich in G к unabhängige P u n k t e xv . . . , xk, so wäre für А = {xx, • • • , xk} 
x(A) = k, also müßte [A] = G, also P = 0 bestehen. Nach (6.8) gilt ferner 
f ü r jedes X £ G Q(X) g P. 
II) Wir zeigen vorerst, daß wenn mit einem gewissen к die Behaup-
tungen von (9.3) fü r die den Voraussetzungen genügenden dp-kritischen 
Graphen mit der Deckungszahl к richtig sind, so sind sie mit demselben к 
auch für alle übrigen den Voraussetzungen genügenden Graphen richtig. 
Es sei к ^ 3 ein ausgewählter Wert und G ein Graph, der den Voraus-
setzungen von (9.3) mit diesem к genügt und der im Falle x(G) = к nicht 
dp-kritisch ist. Es gibt dann eine solche nichtleere Menge А С daß 
der Graph G' = G — A dp-kritisch ist und x(G') = к besteht. Wir setzen 
= j, n(G') = n — j = n' und n' — к = p — j = p'. Es ist j 1 und 
p' < к — 1. Wegen y(G') g <p(G) gk—l besteht n' > k, und nach (8.15) 
gilt dann auch n' > к -f-1. Es ist daher p' = p — j > 1. Nach I) genügt 
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dann G' den Voraussetzungen von (9.3) mit dem ausgewählten Wert k. Ist 
nun v(G') g p'2 + 1, so ist 
Die Behauptungen von (9.3) gelten also auch für G. 
I I I ) Nun führen wir den Beweis von (9.3) mit Indukt ion bezüglich к 
durch. Genügt ein dp-kritischer Graph G mit x(G) = 3 den Voraussetzungen 
von (9.3), so ist G ein Fünfeck. Dies — zusammen mit II) — bestät igt die 
Behauptungen von (9.3) fü r к = 3. Es sei nun k0 ^ 4 und nehmen wir an, 
daß die Behauptungen von (9.3) fü r sämtliche к mit 3 g к < k0 richtig sind. 
Es sei ferner G ein solcher Graph, der den Voraussetzungen von (9.3) mit 
к = к„ genügt . Wir wollen zeigen, daß die Behauptungen von (9.3) auch 
für G r icht ig sind. Der Kürze halber werden wir im folgenden s ta t t k0 einfach 
к schreiben. 
Nach II) kann man voraussetzen, daß G dp-krit isch ist und x(G) = к 
besteht. U n t e r den Komponenten von G (diese sind alle dp-kritische Graphen) 
sollen s einpunktige, и mehrpunktige minimale und v (mehrpunktige) nicht-
minimale vorkommen [s. (8.3); s ^ 0, и 0, v 0]. Da G nicht aus lauter 
isolierten Punk ten bestehen kann, gilt 
( I ) и + v ^ 1 . 
Es bezeichne G bzw. G ' die Vereinigung der mehrpunktigen minimalen bzw. 
der mehrpunkt igen nicht-minimalen Komponenten , und es sei 
I s t и > 0, so seien G, (7 = 1 и) die mehrpunktigen minimalen 
Komponenten und m a n setze 
v(G) g v(G')
 + j ( p + l ) ^ ( p - j)2 + 1 + j(p + 1) = 
= p2 + 1 — j(p — j — l ) g p 2 . 
x(G) = k, n(G) = та u n d x(G') = k', n(G') = n'. 
Es gilt 
(2) к = s + к + к' u n d n = s + n + n'. 
x(G,-) = kj u n d J Ï ( G , ) = ТА,- ( 7 = 1 , . . . , и), 
Nach (8.3) und (8.7) gelten dann 
(3) та,- = 2 ki — 1 , к т а , ^ 5 . ( » = ! , . . . , « ) . 
Man bekommt daraus 
u u 
(4) к = 2 kj > Зи u n d та = 2 ni — 2 k — и . 
Nach (9.1) (1) und (3) ist 
( 5 ) 
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Dies ergibt in Bezug auf (3) und (4) 
2 v(G) = 2 2v(G,) g 2 
í=i í=i 
woraus man 
g ( u - l ) + 
( n — 5 (u — 1 ) 
l 2 
(6) 2 v(G) g 2 (к — 3 и)2 + 9 (к — 3 и) + 10 и 
erhält. Diese Ungleichung besteht auch im Falle и = 0. 
Is t V > 0, so seien G'j ( j = 1, . . . ,v) die (mehrpunktigen) nicht-mini-
malen Komponenten von G. Da x(G)) А 3 und л (G]) P 2 x(Gj) (j = 1, . . . , v) 
besteht, gilt 
(7) к' ^ 3 
und 
(8) n ' A 2 F . 
Laut (9.1) (1) ist 
(9) 2 v(G') g n'(n' - к') = (n' - к')2 + k'(n' - k') . 
(8) und (9) bestehen auch im Falle v = 0. 
Aus (6) und (9) bekommt man die in jedem Falle gültige Ungleichung 
(10) 2 v(G) g 2 ( к - Зи)2 + 9 ( к - Зи) + Ю м + К - к ' ) 2 + - к ' ) • 
Wir zeigen, daß außer dem Falle и = 1, v = 0 s te ts 
(11) v(G) g p2 
besteht. Nach (2) und (4) ist p = n — к — ~n — к + n' — к' = к — и + n' — к', 
und so ist 
2 p2 = 2 ( (F— Зм) + 2 M)2 + 2(ft ' - к')2 + 4 (к - и) (n' - к') = 
= 2 (к — З м ) 2 + 8 и(к— 3 и) + 8 и2 + 2 (п' - к')2 + 4(к- и)(п' — к'). 
In Bezug auf (10) bekommt man so 
(12) 2(p2-v(G)) ^ (8 M - 9) $ — Зм) + и (8 и — 10) + 
+ (n' - к') ((n —2 к')+ 4 (к — и)). 
1st и ^ 2, so gilt (11) wegen (12), (4) und (8). 
Is t и = ? 1 und v ^ 1, so ist nach (7) und (8) n' — к' ^ k' 3, u n d 
(12), (4) und (8) ergeben so 
2 (p2 — v(G)) è И (к — 1) > 0 . 
Ist и = 0 und v è 1. so gilt (11) wegen (12) und (8). 
Nach (1) ist daher (11) außer dem Falle и — 1, v = 0 bewiesen. 
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Es gelte n u n и = 1, v = 0 und nehmen wir an, daß G nicht zusammen-
hängend ist. Dann muß s > 0 sein, und so ist ky = к — s < к. Es gil t 
ferner nach (2) und (3) 
p = n — к = riy — ky = ky — 1 , 
und so genügt nach I) der dp-kritische G r a p h Gy den Voraussetzungen von 
(9.3). Laut unserer Indukt ionsannahme is t d a n n 
v(G) = v(Gy) g p2 + 1 , 
und das Gleichheitszeichen besteht hier d a n n und nur dann , wenn Gy ein 
7 / / - G r a p h is t . Wir haben dami t die Behauptungen von (9.3) außer dem Falle, 
wo G ein minimaler dp-kr i t ischer Graph ist , bewiesen. 
(IV) Es sei nun G ein minimaler dp-kritischer Graph. Es bes teht 
n = 2k—1 u n d p = Z— 1, u n d so gilt nach (6.8) für jedes x £ G g(x) g Z — 1 . 
Besteht fü r jedes x £ G auch g(x) g к — 2, so ist 
2 v(G) g (2 Z — 1) (k - 2) <" 2 (Z - l)2 = 2p*-. 
Man kann also annehmen, daß G einen P u n k t z mit g(z) = к—1 besitzt . 
Nach (8.3) g ib t es eine solche extreme Deckung T von G, deren einziger ein-
punktiger Deckgraph (2) ist , u n d die außer (2) genau Z—1 zweipunktige Deck-
graphen: (xtyß (i = l, . . . , к — 1) en thä l t . Gibt es ein г (1 g г g к — 1), 
z. В. i = 1 m i t zxy £ G und zyx Ç G, so ist die Vereinigung der Graphen (zxpjyz), 
(xtyß (i = 2, . . . , к—• 1) eine (Z—1)-Deckung von G. Wir können daher 
annehmen, d a ß zxt £ G und zy, (£ G (г = 1, . . . , к — 1) bestehen. Da cp(G) < к 
ist, gibt es zwei yt, z. B. yx und y2 mit yxy2 £ G. Das Fünfeck 
V = (zxyyyy2x2z) 
gehört dann zu G. Wir wollen der Kürze halber 
x k _ y = x und y k _ y = у 
setzen. (Wegen Z 4 liegen x und у n ich t in F.) 
Bet rachte man nun den Graphen G' = G— {x, y). Dann ist 
n(G') = 2 к — 3 und x(G') = k - 1 ^ 3 . 
(Es ist näml ich T— {x, y} eine (Z— 1)-Deckung von G', und es gibt keine 
(Z — 2)-Deckung Ту von G', sonst wäre Tx U (xy) eine (Z — 1)-Deckung von 
G.) Wir setzen 
7z(G') - x(G') = Z — 2 = p'. 
Es is t ferner cp(G') gk — 2. Is t nämlich und sind die 
Punkte von A in G' unabhängig, so en thä l t V höchstens zwei M-Punkte 
(es ist V Ç G'), und wenn Z > 4 ist, so en thä l t jeder Deckgraph (x-yß (i = 
= 3, . . . , Z — 2) höchstens einen H-Punk t . 
Es bes teh t weiter f ü r jedes x ' £ G' 
ßG'(x') g o(x') g к — 1 = p' + 1 . 
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Der Graph G' genügt dahe r sämtlichen Voraussetzungen von (9.3) mit einem 
kleineren fc-Wert als G. Dahe r gilt nach der Indukt ionsannahme v(G')gp'2 +1, 
und das Gleichheitszeichen besteht hier dann und nur dann, wenn G' 
ein F j ^ - G r a p h ist. Man bekommt daraus 
v(G) = v(G') + Q(X) + Q(y) - 1 ^ (k — 2)2 + 1 + 2 к - 3 = (к - l )2 + 1 . 
Es gilt also 
v(G)gp2 + 1, 
und das Gleichheitszeichen besteht hier dann und nur dann, wenn 
(13) G' ein Д ^ - G r a p h ist 
und 
(14) e(x) = Q(y) = k - i 
gilt. Wir wollen jetzt zeigen, daß wenn (13) und (14) gelten, so G ein 
Graph sein muß. 
V) Wir nehmen also an , daß (13) u n d (14) bestehen. Dann besitzt G' 
nach (9.2) die folgende S t r u k t u r : 
W ) = {<4} U C[ U A' U Ci U {с[}, 
wobei ^Г(А') = к—3, = hv <J"(C2) = h2 ist, und G' neben c'xc'2 sämt-
liche A'C[-Kanten (г = 1, 2) sowie sämtliche c'fj'2-, c ^ - K a n t e n und nur 
diese enthäl t . 
a) Kein P u n k t von G' kann in G m i t den beiden Punk ten x und y 
verbunden sein. Nehmen wir nämlich an, daß ein x ' Ç G ' m i t x'x^G und 
x'y Ç G exist iert . Da nach (9.2) G' ein minimaler dp-kritischer Graph ist, 
g ibt es nach (8.3) eine solche extreme Deckung T' von G', in der (x ') der ein-
punktige Deckgraph ist. D a n n wäre jedoch (T'— x') U ( x ' x y x ' ) eine (k— 1)-
Deckung von G. 
b) Wir beweisen: I s t x'y' £ G', so k a n n in G weder x noch y mi t den 
beiden P u n k t e n x' und y' verbunden sein. Nehmen wir an, daß x'y'£ G', 
xx' £ G und xy' Ç G besteht. Es bezeichne j e tz t T' eine nach (8.3) existierende 
solche extreme Deckung von G', die den Deckgraphen (x'y') enthäl t . Es sei 
ferner (z') der einpunktige Deckgraph von T'. Nach a) ist dann ух' (jj G und 
yy' ф G. Gebe es einen von (x'y') verschiedenen Deckgraph (x"y") in T' 
mit yx" £ G und yy" £ G, so wäre 
(T' ~{x',y',x",y"}) U (xx'y'x) U (ух"у"у) 
eine (к— 1)-Deckung von G. Wir können daher annehmen, daß y mi t höch-
stens einem P u n k t eines j eden Deckgraphen von T ' verbunden ist. Da außer 
(x'y') in T' genau k — 2 Deckgraphen existieren und g(y) = к — 1 ist, muß 
z'y £ G bestehen. Dann ist jedoch 
(Г ~{x',y',z'}) U (xx'y'x) U (г/2') 
eine (k— 1)-Deckung von G. Dieser Widerspruch beweist unsere Behauptung. 
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с) Es bezeichne Bx bzw. Ву die Menge derjenigen P u n k t e von G', die 
in G mit x bzw. mit y verbunden sind. Nach (14) ist (Bx) — (By) = к — 2. 
Wegen a) ist Bx f) By = 0 und nach b) sind die P u n k t e von Bx sowie die 
Punkte von By unabhängig. Nach (9.2) ist jedoch cp(G') = k — 2, und so 
müssen — ebenfalls nach (9.2) — Bx und By mit je einer der Mengen 
A' U {c[} , A' U {c'2} , CiUCf 
im Falle Л, = к — 3 (г = 1 oder 2) auch Cj U {cj} 
zusammenfallen. 
Nehmen wir zuerst an, daß C[ U C2 mi t einem von Bx und By, sagen 
wir mit Bx zusammenfäl l t . Dann muß By entweder mit A' U {cj} oder mi t 
A' U {c2} zusammenfallen. Wir dürfen By = A' (J {c'2} annehmen. Dann 
ist G ein -Graph (jx = hx + 1, j2 = h2), der mit der Bezeichnungen von 
(9.2) folgendermaßen beschrieben werden kann : 
A = A' U {x} , Cx = Ci U {y} , C2 = C2, c2 = c'2> cx = c[. 
1st к = 4, so ist G' ein Fünfeck und so gibt der eben behandelte Fall 
wegen Symmetr iegründen das gewünschte Ergebnis. 
Es sei nun к > 4 u n d C[ U C2 weder mit Bx noch mit By identisch. 
Dann muß entweder C[ (J {c(} oder C2 U {c2} mit Bx oder mit By zusammen-
fallen. Wir dürfen C[ U {</} = By annehmen. Es ist dann hx = к — 3 und 
h2 = 1 < к — 3. Es muß daher Bx = Л' (J {c2) sein. Dann ist G ein Г£к_3-
Graph, der mit der Bezeichnungen von (9.2) folgendermaßen beschrieben 
werden k a n n : 
A = C[U{x}, Cx = {c'2,y}, C2 = A', c2 — c'x, {cx} = C'2. 
Dami t haben wir den Beweis von (9.3) beendet. 
Wir wollen jetzt mit Hilfe von (6.6) den dem Satz (9.3) entsprechenden 
Eärbungssatz formulieren. 
(9.4) Satz. Es sei к 2t 3, 1 g p g к — 1, n = к + р und der Graph 
G genüge den folgenden Bedingungen: 
n\G) = n, x(G) g le, G enthält keinen vollständigen k-Graphen (als Teil-
graphen) und für jedes xg G ist o(x) 2t к — 2. Dann besteht 
v(G) ^ _ (p2 + l ) = — (k°-+(2p- \)k - p2 - p - 2) , 
2 
und das Gleichheitszeichen gilt hier dann und nur dann wenn G aus einem 
I f ff-Graphen Gx und aus einem zu Gx fremden vollständigen (k — p—1)-
Graphen G2 in solcher Weise hergestellt werden kann, daß man jeden Punkt von 
Gx mit jedem Punkt von G2 verbindet. 
Der Satz (E2 . 4) der Einleitung ist nu r eine andere Fassung von (9.4). 
(Eingegangen: 14. Jun i , 1963.) 
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КРИТИЧЕСКИЕ ГРАФЫ II 
T . G A L L A I 
Резюме 
В работе рассматриваются критические графы с «маленьким» числом 
вершин. Основной результат работы следующая теорема: 
Если G — к-критический (k ^ 2) граф и число вершин меньше (2 к — 1), 
тогда вершины G можно так разделить на 2 класса, что любые две вершины, 
принадлежащие разным классам, будут соединены гранью из G. 
Эта теорема в случае п < 2 к дает возможность определить минимум 
граней Ä-критического графа с п вершинами. 

ON THE JORDAN-HÖLDER THEOREM FOR UNIVERSAL 
ALGEBRAS 
by 
G Y Ö R G Y G R Ä T Z E R 
Introduction 
There are several ways to generalize t h e Jordan-Holder theorem. One 
m a y consider th is theorem as a result on equivalence relat ions on a set1 ( the 
set being the g roup or ring i tself) ; or as a s ta tement on t h e „subnormal" 
elements of lat t ices upon which a binary relation ("a is normal in b") is defined,2 
t h e lattice being the lattice of all subgroups of the given group. But if we 
look at the theorem as it is t h e n the most na tu ra l way of generalization is 
t o get rid of t he axioms of g roups (rings) a n d prove the resu l t for a rb i t r a ry 
universal algebras. This was done by A. W. GOLDIE [3] and my first aim is 
t o give a var ian t of his proof. My proof is much shorter a l though no essen-
t ial ly new idea is used. The concepts are also different and , I hope, more 
na tura l . At the proper place (§ 4) I'll give m y reasons for n o t following t h e 
old pat tern. 
Then we will point out t h a t the proof employed makes us possible t o 
give further generalizations. I n t he proofs we used the concept of homomor-
ph ism and subalgebra but t h e operations were very seldom taken in to 
consideration. Therefore we consider universal algebras as sets among which 
cer tain mappings, called homomorphisms, a re defined, satisfying certain 
axioms.3 This axiomatic t r e a t m e n t makes us possible to ex tend the Jo rdan-
Holder theorem to multialgebras. 
§ 1. Preliminaries 
An algebra is a couple (A; F) where H is a set and t h e elements of F 
are f in i tary operat ions on A, i.e. each f £ F is a function of «-variables, n 
depending on / , i t associates w i t h every «- tup le (av . . a n ) of elements of 
A an element f(av . .., an) of A. Let Fn deno te the set of all operations of 
n variable, F = IJ Fn . 
n=о 
1
 See e.g. B I R K H O F F [ 1 ] , p p . 8 7 — 8 9 and t h e r e f e r ences on p . 89 . 
2
 See e.g. Z A S S E N H A U S [7], p p . 190—198, w h e r e some re fe rences a r e also g i v e n . 
3
 T h a t t h i s is t h e n a t u r a l f r a m e w o r k for t h e J o r d a n - H o l d e r t h e o r e m was f i r s t 
p o i n t e d out t o m e b y E . F R I E D w h o a l so gave a n a x i o m sys tem s i m i l a r t o I — V I I I of 
§ 5. I don ' t k n o w w h a t is t h e c o n n e c t i o n between h i s (s t i l l u n p u b l i s h e d ) ax iom s y s t e m 
a n d m i n e . Of course , t h i s is not n e w . I f we go one s t e p fu r the r , we g e t t h e not ion of 
c a t ego r i e s . 
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In this note all algebras considered are of the same type, i.e. t h e set 
of operations can be denoted by the same letter F. For simplicity's sake 
we omit t he letter F. Thus if we say t h a t A is an algebra then we have the 
algebra (A; F) in mind. 
A non-void subset В of A is a subalgebra if bv . . ., bn £ B, f £ Fn imply 
f(bv .. ., bn) Ç B. The intersection of two subalgebras is again a subalgebra, 
provided i t is non-void. 
The set of all equivalence relations over A is denoted by P(A). If 
(A), A £ A then (J defined by x = y( (J £*) if and only if there exists 
in A A f in i te sequence x = z0, zv ..., zn = у such tha t = Z,(£AÍ) for some 
A,- £ A, i= 1 ,2 , . . . , « . and П defined by x = y{ f] £/) if a n f l only if 
x = for all A £ A are again in P(A). If we partially order P(A) by £x ^ e2 
if and only if £x = £j П £2 then we see t h a t P(A) is a complete lattice in which 
(J £), and П are the least upper bound, resp. greatest lower bound of t he set 
К ; А < Е Л } . 
A congruence relation 0 is an equivalence relation satisfying the substi-
tution property : if a,• = b, ( 0 ) , i = 1 ,2 , . . n and / £ Fn then f(av . . ., an) = 
= f(bv . . ., bn) (0). The set of all congruence relations is denoted by 0(A). 
Obviously, 0(A) ^ P(A) and as it is known ek Ç 0(A) , AÇA imply (J £X, 
П £\ € 0(A) . We denote by со and t the least, resp. greates t element of P(A). 
Obviously со, i £ 0(A). 
If 0 is a congruence relation on A and Я is a subset of A let \H] 0 
denote the union of the congruence classes of A represented by H, i.e. 
[Я] 0 = {ж; x = Л(0) for some h Ç H}. The algebra A / 0 is defined on the 
congruence classes [ж] 0 in the following way: 
/ ([ж
х
]0, . . . , [ ж
п
] 0 ) = [/(ж1, . . . , ж „ ) ] 0 . 
The mapping y. x —»- [ж] 0 is called a homormorphism. 
I t is easy to prove t h a t if Я is a subalgebra then so is [ 5 ] 0 . В is called 
closed under 0 if В = [Я] 0 . 
A subalgebra Я of A is called normal if A is a whole congruence class 
under some congruence relation 0 , i.e. В is closed under 0 and x = y(0) 
for every ж, у £ В. 
Let 0 be a congruence relation and В a subalgebra of A. Then we define 
0 S , the restriction of 0 t o B, as follows: 
ж = y( 0 B ) if and only if ж, у £ В and ж = y ( 0 ) . Obviously, Q B is a 
congruence relation of B. 
Let 0 , Ф £ 0 (A) such that В is closed under 0 and Ф. Then В is closed 
under 0 (J Ф 
Let 0 , Ф £ 0(A) and В a subalgebra of A. We say (modifying t h e notion 
invented by G O L D I E [3]) t h a t 0 and Ф are weakly associable over В if 
[ [ [ Я ] 0 ] Ф ] 0 = [ [ Я 1 0 ] Ф , 
or equivalently, 
[ [Я]0 ]Ф = [ [ Я ] Ф ] 0 , 
or, a third equivalent form 
[ Я ] 0 У Ф = [[ВЩФ 
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This means, tha t if 6 = x(0) and x = у(Ф), b £ В, x, у £ A, then there exist 
b'£B, z£A with Ь' = г(Ф), z = y(0). 
Let В, С and D be subalgebras of i , 0 and Ф congruence relations 
on В and C, respectively, D Q В f] С. 0 and Ф a re said to be weakly asso-
ciable over D if 0 B n c and Ф в п с a r e weakly associable over D. 
§ 2. The Zassenhaus lemma 
The following s ta tement is the essence of t h e Zassenhaus lemma: 
Lemma 1. Let A be an algebra, В a subalgebra of A, 0 a congruence 
relation of А, Ф a congruence relation of В such that 0B g Ф. Define a relation 
0(Ф) on [ 5 ] 0 by 
(1) a = b (0(Ф)) if and only if there exist c,dtB such that 
а=с(0), с = й(Ф), d = b( 0 ) . 
Then 0(Ф) is a congruence relation of [S]0 and 
(2) [В]0/0(Ф)шВ1Ф, 
where an isomorphism is given by 
(3) [х]0(Ф)-а-[х]Ф, x í B . 
The relation 0(Ф) is obviously reflexive and symmetric on \ B ) 0 . The 
transi t ivi ty can be verified as follows: if a = Ь(0(Ф)), a' = 6 ' (0(Ф)), b = a' 
then there exist c, d £ В and c', d' £ В as required by (1). Since d = 6(0), 
b = a' = c'(0) we get d = c ' (0) , t hus d = с'(Ф). Therefore с ^ d = c'= 
= d'(0) hence с = d'(0) and a •== 6 ' (0(Ф)) is verif ied. 
If / £ Fn, at == 6Д0), i = 1, 2 n (with ct,dt satisfying (1)) then 
f(cv ...,cn) =f(dv ...,dn) (Ф), f(av ...,an) =f(cv ...,cn)( 0),f(bv . . . ,6„) ^ 
=f(dx, ...,dn) (0), t hus f(av ..., an) —f(bv ...,bn) (0(Ф)), proving that 
0(Ф) is a congruence relation on \B]0. 
By (1) every congruence class of [ B ] 0 modulo 0(Ф) can be represented 
by an element of В, t hus we get t h a t (3) maps t h e lef t side of (2) onto the 
right side of (2). Fur the r x = у(0(Ф)) is equivalent to x = у{Ф) if x, у £ В 
therefore (3) sets up an isomorphism. 
Corollary (Zassenhaus lemma). Let D and E be subalgebras of A with 
non-void intersection, 0 and Ф congruence relations of D and E, respectively. 
Put T = 0DnE U ФоПЕ- Then 
(4 ) [D f) E]0/0(T) c* [D f) Е]Ф/Ф(Т) , 
an isomorphism is given by 
(5) [ х ] 0 ( Ф ) ^ [ х ] Ф С Р ) , x í D n E . 
Indeed, Lemma 1 applied to the algebras A = [D f] E]0 and В = D f| E 
with the congruence relations 0 and W (obviously ODHE á T) gives 
[D П E]010(W) шD p\ EIT, 
[ х ] 0 ( Ф ) - > [ х ] Ф , x í D n E . 
This, and the similar result for Ф ra ther than 0 gives (4) and (5). 
10* 
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§ 3. The Jordan-Holder-Schreier theorem 
Normal series 
A normal series of A is a series of subalgebras 
(6) 4 = Л 2 Л 3 . . . 2 4 „ 
such t ha t there exists a series of relations 
(7) 0O,01, ...,0n = coAn, 
such t h a t 0 , is a congruence relat ion on A, and А,- = [A,,]©,-^, i = 1, 2, . . . , n. 
The algebras А,/0,-, г = 0, 1, . . ., n — 1 are called the quotient algebras 
of (6) (with respect t o (7)). 
Le t 
(8) 4 = B „ i S 1 i . . . i Bm 
be also a normal series, accompanied by 
(9) Ф0,ФХ, ...,Фт = соВт, 
Ф, € 0 ( 5 , ) , i = 0 ,1 , . . m , Bt= [ 5 т ] Ф , _ 1 , i = 1, 2, . . . , m . 
The normal series (6) and (8) are called isomorphic if n = m, An = Bm, 
and (7), (9) can be chosen in such a way that A, /0 , ей В
к
]Ф
к1, for some permu-
ta t ion 1c0, lclt . .., kn_x of 0, 1, . . . , n — 1. 
(8) is a r e f inement of (6) if An = Bm and every Ai is a Bj. 
Theorem 1 (Schreier 's theorem). The normal series (6) and (8) have 
isomorphic refinements if An = Bm and (7), (9) can be chosen in such a way 
that 0 , is wealcly associable with Ф
у
 over An(= Bm), i — 0, . . . , n, j — 0, . . . , m. 
Define 
(10) A u = [A,- n B f 0 ; , By = [A,- n Bj] T j , 
0,7 = 0 , (Ф, 7 ) , Ф,7 = 0 j { V t j ) , where V t ) = 0 , ^ U Ф ] а > п Щ . 
Then A,7/0,7 ш, В у/Фу by the Zassenhaus lemma. 
Fur ther Ai0 = A,-, Aim = [А,- fl Bm] 0,- = [ A J 0 , = Ai+1, Ay 3 AiJ+1, 
hence to prove t h a t 
A = A00 i A01 5 . . . 3 A0m = Ax i . . . i A„ 
and 
A = B002B10-^ ...^Bn0 = B1^...^Bm 
are isomorphic ref inements it is enough to ve r i fy tha t 
( И ) [An] 0y = A i ; + 1 (0 A. 7 < m) 
and the similar s ta tement for Фу. Indeed , [An]0, = [A n ]0 , (Ту) = 
= [Ш Ту] 0 , i [ í A n ] 0 j A i n B j ] 0i=[Aif)BJ+1] 0i = Aij+1 Ш An, hence 
[ A„] 0 у = ( А у + х ] 0 у , thus in o rder to show (11) i t is enough t o prove t h a t 
(12) d , 7 + 1 is closed under 0y. 
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Ay+i is, by definition, closed under 0,-, hence it is closed under 0,-; = 
=
 ei(0iAinB, u Ч + п в Р if and o n ' y if Aij+1 n (A, n Bj) = Aij+1 n Bj is closed 
under Ф, . Since 
JAtnBj 
A n A+i = Л п И г ] А = \An\ Ф]А1ПВ1 
and 
Aij+1 n Bj = [Aj n Bj+1] 0, n Bj = [А, П Bj+1) 01щ = [\An] АД ( Л J . 0 , ^ = 
(by the definition of weak associability of 0 , and Ф, over A J = 
= [ \ A n \ G i A i n B } 0 i A i n B j  
which was to be proved. 
Principal series 
The normal series (6) is a principal series if At (i = 0, 1, . . . , та) is a 
normal subalgebra and if in (7) every 0,- is a congruence relation of A; then 
the factor algebras are A) 0iA, 7 = 0, 1, . .., n— 1. 
Theorem 2 (Schreier's theorem). The principal series (6) and (8) have 
isomorphic refinements if An = Bm and (7), (9) can be chosen in such a way 
that 0j and Ф ; are weakly associable over An. 
Since A (Bj) is a normal subalgebra, there exists a congruence relation 
t]j (I,) of A such that A ( ß , ) is a whole congruence class m o d u l o ^ (£,•). We put 
Ajj = [An Bj] 0j, Bjj = [Ajn Bj] 0 j , 
0jj = (0, и A ) n Vi-1. ф,7 = ( A u 0j) n • 
Now Ajjl&jj íd Bjjl 0 j (J Фу follows f rom Lemma 1 (with 0 = 0,7, Ф = 
= (A U 0j)AtnB,) therefore 
A j j l 0 j j ^ B j j l 0 j j , 
hence again i t remained only to verify (11), which is again reduced to (12). 
But Ajj Q Aj therefore it is in one class modulo rjj_v thus the problem is 
reduced to ( 0,- U A A a n d therefore the proof given at the end of Theorem 
1 applies here too. 
§ 4. Some definitions of normal series 
The situation in groups and rings is very simple compared to abstract 
algebras (due to the fact t h a t every homomorphism of a group or a r ing is 
determined by its kernel) therefore it is difficult to f i nd the most natural 
generalization of normal (and principal) series. 1 want to compare here some 
definitions. 
G O L D I E defined the notion of A homomorphic relation R of an algebra 
A, which means a congruence relation of a subalgebra D(R) of A. Fur ther , 
he supposed the existence of a subalgebra A 0 contained in every subalgebra 
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of A, and he p u t {R} = [A0~\R, which he called the kernel of R. Then he 
defined a normal series to be a sequence of homomorphic relations t = R0, 
Bv ..., Rn = coAe, such t h a t {й,+ 1} Я {Ä,} Я D{Ri+1) and {/?,} is closed 
under Rj+y. The quotient algebras are {/it }jRi + V In th is way, one might 
think, i t is possible to get a stronger form of Theorem 1 since there we say 
nothing about the relations accompanying the refinements, while in this fo rm 
every relation which was a member of a series will remain a member of t h e 
new series. 
This is obviously t r u e in the proof of Theorem 1 too. Simply, because 
(~)im = 0 ( . B u t is it of any importance? In every application of the general 
theory (to groups, rings, loops, groupoids, semigroups or lattices) we consider 
only normal series in which Ai+1 is an entire class modulo 0 ( (i = 0, . . . , n — 1). 
I n this case Aim\0im = Aim\0i is a one element algebra. Therefore if we omi t 
f rom the re f ined series t he superfluous t e rms 0(- will be among the omi t ted 
ones. 
Let us see an example. Le t В be a one element subalgebra of A such 
t ha t A has two non-trivial congruence relations 0 , Ф ( 0 =j= Ф) and В is closed 
under 0 and Ф. Then t, 0 , coB and i, Ф, ыв are two normal series, the series of 
kernels of bo th is А, В, B. The ref inements will he 
« , 0 и Ф , 0 , wB, the kernels are A,B,B,B\ 
t , 0 U Ф , Ф , с о
в
, the kernels are A,B,B,B. 
And af ter omit t ing the superf luous terms, 0 and Ф drop out . In this s i tuat ion 
this is inevitable. 
S T E I N F E L D [6] defines a normal sequences as a sequence of couples: 
A = Ao(0 0 ) i . . . i An(Qn), 
where At is a subalgebra of A and 0,- is a congruence relat ion of Ar B u t 
fixing the congruence relat ion to the subalgebra makes it impossible to def ine 
the ref inement , see the example above. 
To sum up, even if in the definition of normal series the congruence 
relations are included, in t he actual applications they have no well def ined 
connection wi th the congruence relations of the refined sequence. Therefore 
there is no loss if we do no t f i x in the defini t ion the accompanying sequence 
of congruence relations. 
However, my defini t ion has a disadvantage. I t is no t obvious whether 
or not the isomorphism of normal series is a transit ive relation. I t would be 
of interest t o f ind an answer to this problem. 
Of course, i t is very easy the change t he definition so as to make t h e 
isomorphism of normal series transitive. Le t us say t h a t (6) and (8) are iso-
morphic if to any accompanying series (7) the re corresponds an accompanying 
series (9) such t ha t H ;/0 ;. e^ Bkf <l>ki. 
Then e.g. Theorem I has to be modif ied as follows: "(7) and (9) can be 
chosen in such a way" is t o be replaced by " t o any accompanying series (7) 
there corresponds an accompanying series (9) such". 
ON THE J O E D A N - H O L D E R THEOREM FOR UNIVERSAL ALGEBRAS 4 0 3 
§ 5. Classes of algebras 
If we analyse the proofs in § 2 and the proof of t he statements made 
in § 1 we arrive at the conslusion, t h a t the operations very seldom played 
rôle in them. Therefore i t is not surprising tha t we can generalize these results 
by considering „algebras" where besides t h e sets only mappings are considered. 
A class of algebras is a class of sets К and a class of mappings H, called 
homomorphisms. A cp £ H is always a many-one mapping q>: A-> В where 
А, век. 
To simplify the axioms we define t h e basic notions. 
If A £ К and В Q A, then В is called a subalgebra if there exists a 
С £ К and a cp £ H, <p: С'-> A such tha t Сер = B. 
An equivalence relat ion 0 on A (Ç K) is a congruence relation if there 
exists а В Ç К and a <p £ H, ср: А-*- В such that a = b(&) (a, b £ A) if and 
only if a cp = b cp. 
The set of all subalgebras, resp. congruence relation on A (£ K) is deno-
ted by 5(A) and 6(A), respectively. 
The notations we use (e.g. [ 5 ] 0 ) are the same as those defined in § 1. 
Now we list the axioms: 
I. if cpp A-* B, q>2: В —>C and cpv <p2 £ H, A, B,C £ K, then 
<Ру cp2 Ç H; fu r the r if A = С, В £ К and <pv cp2 are one-to-one and 
onto then cpy Ç H implies <p2 £ H; 
I I . со, i £ 0(A); 
I I I . В £ 8(A) and 0 € 0(A) imply 0B Ç 0 ( 5 ) ; 
IV. if В, С 6 5(A) and В П С is no t void then В fl С £ 5(A); 
V. 0 (A) is a U -semilattice, i.e. 0 U Ф exists4 for every 0 , Ф Ç 0 (A) ; 
VI. В e S(A) and 0 Ç 0(A) imply [B]0 6 8(A); 
VII. В e 5(A), 0,Фе 0(A), [ 5 ] 0 = В and [В]Ф = В imply5  
[ 5 ] 0 U Ф = B-, 
VIII. В £ 5(A), 0 6 0(A) , Ф ç 0 ( 5 ) and 0B g Ф imply6  
0(Ф) 6 0 ( [ 5 ] 0 ) . 
Since the notions of weakly associable congruence relations, normal 
series are defined in te rms of congruence relations and subalgebras therefore 
these definitions apply in t h e general situation as well. 
Theorem 1'. Schreier's theorem for normal series holds for algebras satisfy-
ing axioms I—VIII . 
To verify this s ta tement one has to observe that nothing else but axioms 
I—VIII were used in the proof of Theorem 1. 
To prove Theorem 2 we used another axiom: 
IX. if 0 , Ф £ 0(A), and we form 0 Г) Ф in 5 (A) then 0 ( 1 Ф € 0 (A) . 
Theorem 2'. Schreier's theorem for principal series holds for algebras 
satisfying axioms I—IX. 
4
 We d o not require t h a t © U Ф should h e t h e same u n i o n a s defined in § 1. 
6
 I n o t h e r words, if В i s closed under © a n d Ф it be closed u n d e r © U Ф. 
6
 0(Ф) was def ined in L e m m a 1. Axiom V I I I is the f i r s t s t a t e m e n t of L e m m a 1. 
4 0 4 GRÄTZER 
§ 6. Mulli algebras 
The not ion of groups was generalized t o multi groups7 by defining t h e 
product of two elements as a subset rather t h a n an element. In the same w a y 
we define multi algebras as a couple (A\ F) where A is a set , F = (J Ft a n d 
i = 0 
Fn i s t h e s e t o f multi operations of « v a r i a b l e s ; / £ Fn i f . f ( a v . . a n ) i s a 
unique subset of A for every «- tuple (e1, . . . , an) of elements of A. Ins tead 
of (A; F) we use again the no ta t ion A. 
A subset В of A is a subalgebra if bv . . - ,bn£ B.f Ç Fn imply f(bv . . . 
. . . , b n ) £ B. If A and В a re multi a lgebras then a many-one mapping 
g>: A —>- В is called a homomorphism if f(ax, . . ., an) <p = f(ax cp, ..., an <p) for 
every / £ Fn, where for a subse t С of А, С cp denotes the set of all с cp, с Ç_C. 
Accordingly, an equivalence relation 0 is called a congruence relation if 
a, = bj(0), г = 1, 2 « , / Ç Fn imply t h a t t o every с £f(ax an) t h e r e 
exists a d £f(bv . . ., bn) such t h a t с = d(0). 
We are going to verify t h a t the class of multi algebras К and the class 
of homomorphisms H satisfy axioms I — I X . 
Axioms I—IV obviously hold true. Axioms V and V I I and IX follow, 
as usual, f r o m the following s ta tement : 
0(A) is a complete sublat t ice of P(A). This can be ver i f ied in the same 
w a y as for algebras by p roper ly using t h e characterization of congruence 
relations, as given above. 
To ver i fy Axiom VI let Я be a subalgebra and 0 a congruence relat ion 
of A. If cv . . ., cn Ç [B]0, f Ç Fn then t h e r e exist bv . . .,bn £ В such t h a t 
ct = bj(0), i = 1,2, . . . , « . T h e n с £f(cv . . ., cn) implies t h e existence of a 
d £f(bv . . ., bn) such that d = c(0). But f(bv . .., bn) Я В therefore d £ Я, 
t h u s с 6 [Я] 0 and f(cv ...,cn) g [Я] 0 follows. 
The proof of Lemma 1 applies to mul t i algebras as well excepting t h e 
p a r t where we proved tha t 0 ( Ф ) satisfies t h e substitution property. Argu-
ments, as t h e one used in t h e above pa ragraph , can be applied to modi fy 
t h e proof. Therefore axiom V I I I is valid. W e get 
T h e o r e m s 1 " and 2" . Theorems 1 and 2 hold true for multi algebras. 
Even more is true. We do not have t o require t ha t t h e operations are 
finitary and everything remains true. However, we do not go into the detai ls 
A pplications 
Several applications of Theorems 1 a n d 2 are found in G O L D I E ' S p a p e r 
[3]. In case of groups, rings a n y two congruence relations are weakly associable 
therefore Theorems 1 and 2 apply. 
In case of semigroups (or even without t h e associativity of multiplication) 
we can get Schreier 's theorems if the ideals t a k e the place of subsemigroups 
and 0 is a congruence relation if x = y(0) if and only if x = у or x and у a re 
elements of a f ixed ideal. But in this case i t is not enough t o verify tha t a n y 
two congruence relations are permutable b u t one has to ve r i fy axioms I — I X 
as well. This is easy since all these s ta tements are consequences of the f a c t 
t h a t the set theoretical union and intersection of two ideals is again an ideal. 
' S e e e . g . BRUCK [2] a n d t h e b i b l i o g r a p h y t h e r e i n . 
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A new appl ica t ion is t he case of multi g roups . In the p a p e r [4] I I n t r o -
duced the no t ion of s tandard ideals in la t t ices (the English version of t h i s 
pape r is G R Ä T Z E R a n d S C H M I D T [5], whore a m o r e detailed t h e o r y of s t a n d a r d 
ideals was given). Given an ideal S of a l a t t i ce L we can d e f i n e a re la t ion 
Os on L as follows: 
x = y( 0S) if a n d only if (x П y) U s = x (J y for some s £ S. If 0 S is a 
congruence re la t ion then S is called a standard ideal and 0 S is called a standard 
congruence relation (in [4] this is no t the de f in i t i on of a s t a n d a r d ideal, b u t 
an equivalent condi t ion, see condi t ion (y) of Theorem 1, also the same i n 
[5]). The set 0S(L) of all s t a n d a r d congruence relations is a sublatt ice of 
0 ( 1 ) and S(L) t h e set of all s t a n d a r d ideals f o r m a sublatt ice of t he lat t ice of 
all ideals of L. (This is Lemma 1 of [4], see T h e o r e m 3 in [5] as well.) 
Let L be t h e class of all lattices, Lx, L2 Ç L. A m a n y one mapp ing 
<p:Lx^y L2 is called an S-homomorphism if t he re exists a s t anda rd ideal S in Lx 
such t h a t acp = b cp if and only if a = b(0s), f u r t h e r , every isomorphism is also 
called an iS'-homomorphism; le t S denote t h e class of ib-homomorphisms. 
The class L, S j u s t def ined sa t is f ies the ax ioms I — I X . 
All axioms b u t axiom V I I I are tr ivial or consequences of s t a t emen t s 
a b o u t s tandard ideals and congruences men t ioned above. 
To ver i fy ax iom VII I let В be a subla t t ice and S a s t a n d a r d ideal of 
L, T be a s t a n d a r d ideal of В such tha t 8 0T g ( 0 S ) B . We e x t e n d L by de f in -
ing a zero element 0. Le t Lx = {L, 0}, Bx = {B, 0}, Sx = {S, 0}, Tx = {T, 0}. 
If we ver i fy axiom V I I I for Lx, Bx, 0 S l and 0Tl, t hen it implies t h a t it holds 
for L, B, 0S and 0T. Therefore we may suppose t h a t L has a 0 and 0 ( 5 . 
We s ta te t h a t 
1. [ B ] 0 S = { 6 U « ; 6 ( 5 , s ( 8}; 
2. S is a standard ideal of [B)0S\ 
3. [T\0S is a standard ideal of [ B] 0S. 
If 0 = 0 S , ф = 0T in B, 0B g Ф, t h e n 0(Ф) = 0[T]©s is an easy 
consequence of s t a t e m e n t 3, t he re fo re it is e n o u g h to prove s t a t emen t s 1—3. 
Proof of 1. T h e relation 
[B\0S 3 {6Us; bíB,saS} 
is obvious, f u r t h e r t h e right side is a (J -semilat t ice containing B. Hence it is 
enough to prove t h a t {b U s; b £ B, s £ 5 } is a f | -semilat t ice. L e t tx = bx (J + 
t2 — b2 U «г (bv b2 £ B' sv s2 £ $)> t h e n bx = tx(0s) and b2 = t2(0s); therefore 
bx П b2 = tx П t2( 0S) implying t h e existence of an s £ S w i t h ^ (1 í2 = 
= (bx П b2) U s" which means tx f | t2 £ {b U 6 ( 5 , « ( S} s ince bx f | b2 Ç B. 
Proof of 2. [ ß ] 0 s is a subla t t ice of L conta ining S t he re fo re S is a 
s t a n d a r d ideal of I R ] 0 s . 
Proof of 3. W e pu t I=[T]0s. Then T =} S. We a p p l y Theorem 
9 of [4] (see also Theorem 14 of [5]) which says tha t I is s tandard in 
| ß ] 0 s if and only if I\S (I\S denotes I\0S) is s t anda rd in [ R ] 0 s / 0 s - B u t 
x —>• [T ]0S is an isomorphism be tween В and [ R ] 0 s / $ ca r ry ing T into I]S. 
Therefore I is s t a n d a r d in [B]0s/S if and only if / / $ is s t a n d a r d in [B)0slS 
which in tu rn is equivalent to t h e f ac t t ha t T is s t andard in B, which in f a c t 
holds t rue . 
8
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Thus we get tha t we can apply Theorems 1' and 2 ' for lattices. Theorem 
V in this special case gives a generalization of the Jordan—Holder—Schreier 
theorem of [4]. In the mentioned theorem we require t h a t in a normal series 
1 = ... 3? Sn, 8/ is a s t andard ideal of As an application 
of Theorem 1' we require only that St is a sublattice of and t h a t 
as a lattice contains a s tandard ideal Т,—i s u c h tha t 
= 0Tl_it 7=1,2, .. . ,n . 
If, as an application we want to get only t he original results we can 
define in L the notion of homomorphism in the following way. <p is a homo-
morphism of Lx into L2 if cp is an S-homomorphism and L, q> is an ideal in L2. 
In this case the verification of axioms I — I X is simpler. 
The application of Theorem 2' t o standard ideals gives a new result 
contained neither in [4], nor in [5]. 
(Received J u n e 28, 1963) 
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0 ТЕОРЕМЕ JORDAN-HÖLDER ДЛЯ УНИВЕРСАЛЬНЫХ АЛГЕБР 
G. G R Ä T Z E R 
Автор предлагает более простое доказательство и дальнейшее рас-
пространения обобщения Goldie теоремы Jordan—Holder. 
ON A COMBINATORIAL PROBLEM IN LATIN SQUARES 
P . E R D Ő S a n d A. G I N Z B U R G 1 
1. Denote by Sn an arbi trary lat in square with n elements {cq, a2, • • •, an }. 
A row and column of this square, intersecting on t he main diagonal (i.e. 
diagonal beginning a t the left lower corner) will be called corresponding. 
A f t e r striking ou t n — с a rb i t r a ry rows and corresponding columns, 
a square Tc with с X с entries remains. Such a square will he called a principal 
minor. It is clearly determined by denoting its с elements belonging to the 
main diagonal. 
Denote by Z,t (q, i2, ..., iq = 1, 2, . . . , wall different) t he number 
of columns in Tc containing the elements a,-,, a,-,, . . . , a,-f simultaneously. 
Let Z<9) be the minimum of Z(ii ,t>. _ >f i t . W e shall consider the following problem: 
Assuming tha t n and Z(4) are t w o given positive integers, w h a t is the 
minimal с (denoted by b), such tha t f r o m an arbi t rary Sn at least one Tc can be 
obtained with the prescribed lci4). 
The problem is solved by a method used a l ready in [1] and [2]. 
The question for the case of Z(2) arises in connection with so called 
generalized normal multiplication tables of groups (and other systems) [3], 
[4], [5]. Such tables a re complete (i.e. t he product of a n y two group elements 
appears explicitly in them) if and only if Z(2> 1. E.g. the following 
10 9 8 6 5 2 0 
8 7 6 4 3 0 13 
5 4 3 1 0 12 10 
4 3 2 0 14 11 9 
2 1 0 13 12 9 7 
1 0 14 12 11 8 6 
0 14 13 11 10 7 5 
is a generalized normal multiplication tab le of the group Z15 (the cyclic g roup of 
order 15). The multiplication is per formed according to the rule 
<7,7 9jk = 9ik< 
1
 Techn ion , Is rael I n s t i t u t e of Technology , Ha i fa . 
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where g i s t h e e lement p laced a t the in te r sec t ion of the г- th column and 
j- th row. 
I t can be d i rec t ly inspected t h a t in t h e a b o v e table lf2> = 1 and it is 
rea l ly complete. I t can also b e shown t h a t for n = 15 and /d2) = I, b ^ 7. 
2. From t h e defini t ion of b follows d i rec t ly 
( 1 ) И 
q. 
Assuming t h a t t h e main diagonal is occupied b y one element ax, one improves 
(1) to 
6 — 1 
ь ^ H 
n — 1 
. q q 
T h e following t h e o r e m gives an upper bound for b when H = 1. 
Theorem. In any given n by n latin square there can be found a principal 
minor of order not more than 
AL 1 
Cni+ l (log re)«+1 . 
(C a sufficiently large absolute constant) containing every q-tuple 
(a,lt ац, ..., aiq) (ix, i2, . . . , / = 1 , 2 , . . . , n all different) in some column. 
ч » 
Proof. W e shall show t h a t if 21 = \Cni+x (log e lements are chosen 
I " 
l 2 J j , 
ob ta ined will con ta in every «/-tuple in some column. 
For this i t will suffice to show tha t the n u m b e r of principal minors in which 
a t random on t h e main diagonal , then all b u t о of the pr incipal minors so 




a given «/-tuple (ax, a2, . .., aq) does not occur in a n y of its co lumns is о | 
W e shall now es t ima te this n u m b e r . 
First we choose t e lements at random. This can be d o n e in 
к 
Denote t h e chosen co lumns by ix, i2, . . ., it. I n every is (1 g s g t) t h e 
elements ax, a2, . ... aq occur in the rows d e n o t e d correspondingly by j[s\ 
. . . , W h e n choosing t h e remaining t e l emen t s on t he diagonal we have 
t o take care t h a t none of t h e t «/-tuples ( f x \ j 2 \ . . . , f j ) occurs amongst 
t h e t chosen e lements , for o therwise (a,, a2, . . ., aq) would occur in a column 
of our minor. 
I t is easv t o show t h a t t h e r e are a t leas t of these mtuples 
q2 - q + 1 
which arc d is jo in t (this follows f r o m the f ac t t h a t there are a t most q «/-tuples 
which contain t h e same e lement) . Denote t h e number of d is jo in t «/-tuples 
b y u. The n u m b e r of Z-tuples n o t containing a n y of the и «/-tuples efjuals b y a 
simple sieve process : 
(2) 
n — t U \ n — t — q ^ iu\in — t — 2q 
t 11 . t - q UJl t - 2 q 
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I t can be shown tha t the sum (2) is о 
n — t 
t 4 I 
if 27 = [0№?+1 (logw)'7+1] 
where G is a sufficiently large absolute cons tan t . Our proof of this fact uses 
s tandard probabilistic a rguments and is inelegant and therefore we supress 
it . (A proof due to Prof. N. G. D E B R U I J N is given in Addendum). 
Now the to ta l number of ways of choosing 21 elements on the diagonal 
so that no column of the obtained principal minor should contain the f i xed 
ç-tuple (ay, a2, . aq) is less t han 




V nq ! 27 : nq 
Since there are, 
I <7 
(/-tuples we obtain for all but 
21 
choices pr incipal 
minors of order 21 with every (/-tuple in some column. 
This completes the proof . 
For q = 1 there is an explicit formula for the sum (2) (see [6] p. 316)-
t 
I n this case и = t and у ( jy« 
í! = 0 
t n — t — V n — 271 
V t — V 7 I 
Now 






n\ (n — 21)\ (n - 21) ! (2t)\t\t\ 
(n — t) \ t \ (n — 3 t ) \ t \ n \ (27)! 
(n — 21) (n — 21 - 1) . . . (n — 37 + 1) 




n — 27 + 1 
< 
n — t) 
1 - Ц < е -
1 — 
n — t - 1 
F o r 27 = \Crfi ( log n)*] = о if С > 2 
3. At present we can n o t decide if th i s theorem is close to being b e s t 
possible (from (1) i t follows t h a t in any case b > nql4+1). I t seems t h o u g h 
t h a t it will not be easy to improve it with t he method of this paper . Following 
a suggestion of Prof . H . H A N A N I we can show t h a t for any p pr ime or a power 
of a prime a quadrat ic table of p2 -f- p -f- 1 b y p2 -f- p + 1 can be constructed 
containing p3 + p2 + p + 1 elements, such t h a t any pair of these elements 
occurs at least in one column of the table a n d no element occurs more t h a n 
once in one column or one row of it. This can be done as follows: it is well 
known tha t f rom p2 + p + 1 elements p2 + p + 1 p + 1-tuples can be fo rmed 
with every pair of elements in one (and only one) p + 1- tuple . Now replace 
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every one of t h e above p2 + p + 1 elements by p new elements and a „ze ro" . 
The total n u m b e r of the obtained elements will now be p2 -)- p2 + p -f- 1 and 
they are d iv ided in p2-|- p + 1 p2+ p + 1-tuples. E v e r y pair of t h e new 
elements occur clearly in one of the p2 + p + 1-tuples. (Some of t h e pairs 
occur in p -f- 1 such p2 + p + 1-tuples.) I t is easy to see tha t the replacing 
can be pe r fo rmed in such a way, that no element occurs twice in one row of 
the obtained quadratic table . This table can now be extended to a latin square, 
since it fu l f i l s the condition of R Y S E R [ 7 ] . 
4. A n u m b e r of unsolved problems arise in connection with t h e above 
one: 
1) To f i n d bounds for b in case w h e n fc® > 1. 
2) Given three posit ive integers n, Dq\ d. What is the minimal с such 
t h a t f rom an a rb i t r a ry Sn at least one Tc can be obtained (if any) with 
m a x (Д,,„. . . , , , ) - l c ^ g d . 
3) Given an a rb i t ra ry Sn. What is t h e с of the maximal minor (not 
necessarily principal) in which all elements a re different. 
Addendum 






m — q 
+ 
\ t - q 
j (1 + х ) т х ' " 1 - т 
m — 2 q 




where the integration is performed along a circle around 0. There is a saddle 
point near x = — , so we take the rad ius of the circle equal t o — . 
t t 
t imes what is a b o u t 1 — 1 - m 
t 
it would be if и = 0. If и = 0 it has t h e value 
t = C1mq+1 ( log т)ч+1 , u = Qt, q2-q+ 1 
, so under the assumption 
g 1 , 
и and q a r e integers, q = 0(1) , we f i n d for 2 
m - M я lm] 
t 
exp — • — и = 1 
m t 
exp ( — 0 O f + 1 logm) . 
So indeed i t is о т~ч j if C\ is large enough. 
(Received J u l y 13, 1963) 
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ОБ ОДНОЙ КОМБИНАТОРНОЙ ПРОБЛЕМЕ ЛАТИНСКИХ 
КВАДРАТОВ 
Р. E R D Ő S и A . G I N Z B L R G 
Резюме 
Авторы занимаются до сих пор не исследованными свойствами латин-
ских квадратов. Оценивают сверху порядок миноров, обладающих некотор-
ыми свойствами. Авторы указывают на то, что исследованные ими проб-
лемы связаны с, так называемой, обобщенной нормальной таблицей опе-
раций. В конце работы отмечены открытые проблемы, из них особенно третья 
кажется интересной. 

SUR UN CRITÈRE D'APPROXIMATION UNIFORME 
p a r 
Á K O S C S Á S Z Á R 
À l a m é m o i r e d e m o n a m i 
r e g r e t t é J . C z i p s z e r 
Dans un ouvrage récent [ 1 ] de J . C Z I P S Z E R et de l ' au teur le critère général 
suivant d 'approximat ion uni forme a été démontré : 
(A) Soient E un ensemble quelconque et © une classe de fonctions réelles 
définies sur E, jouissant des propriétés suivantes: 
(1) Les fonctions /Ç © sont bornées ; 
(2) Les fonctions constantes appartiennent à @ ; 
(3) / Ç © implique / + c € © pour tout nombre réel с ; 
(4) Si f , g 6 ©, on a max (/, g) Ç © et min (/, g) Ç ©. 
Supposons que, pour une fonction réelle bornée F et des nombres e > 0 et b > 0 
quelconques, il existe des fonctions fv ...,/„£ © satisfaisant à la condition 
(5) x, y E, F (y) — F{x) ^ e entraînent max ( f f y ) —/, (x)) ^ô. 
Alors la fonction F peut être approchée uniformément aussi prés que Von veut 
par des fonctions appartenant à ©. 
Nous avons déduit de ce critère plusieurs corollaires, en part iculier 
un critère d û à G . N Ö B E L I N G et H . B A U E R ( [ 2 ] , p. 5 8 , Korollar). 
En examinant les possibilités de généraliser le théorème (A), nous a v o n s 
montré ([1], § 3, exemple 2) que si l'on suppr ime des hypothèses la condit ion 
(3), le théorème cesse d 'ê t re valable. Dans ce qui suit, je vais examiner du 
même point de vue les aut res conditions f iguran t dans l 'hypothèse de (A) 
et je vais mont rer que (A) n 'es t plus valable dès qu'on supprime une quel-
conque des conditions (1) à (4). Par contre, la condition d ' après laquelle la 
fonction à approcher F doit ê t re bornée, peu t être omise sans toucher la 
validité du théorème. 
1. Posons E = ( — 0 0 , ~f-°°) et soit © le plus pet i t treillis con tenan t 
les polynômes (rationnels), c'est-à-dire la classe des fonctions ayant la f o r m e 
(1.1) / (x) = max (gßx), . . ., gn(x)), 
où 
(1.2) g f x ) = min (hn(x), . . . , hlni(x)) 
et les htj(x) sont des polynômes. On constate aisément que ce t t e classe © sat is-
fai t aux conditions (2) à (4). De plus, pour la fonction F(x) = sin x, £ > 0 e t 
ô ô 
ô > 0, les fonctions f f x ) = — x £ ©, /2(x) = x £ © sat isfont à (5). Cepen-
£ £ 
dant , F n 'es t pas limite uniforme de fonctions appar tenant à ©. En effet, s i / e s t 
4 1 3 
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donné par (1.1) et (1.2), v u que la dif férence de deux polynômes ne change 
d e signe q u ' u n nombre f i n i de fois, il exis te des nombres с( et des indices 
1 ^ m, éL n, tels que 
9i(x) = himt(x) p o u r x ^ с,- ; 
d e même, il existe un n o m b r e с et un indice 1 к ^ n tels que 
f(x) == 9k(x) = HmÁX) P o u r X > С . 
P a r suite, o n a soit lim f ( x ) = soit f(x) = a pour x ^ c. 
x-> + -
2. Posons E = [0, 1] e t désignons p a r © l a classe des fonctions cont inues 
dans [0, 1] telles que 
(2.1) f ( y ) - f ( x ) ^ y - x pour 0 5i ж < y iS 1 . 
Les conditions (1) et (3) son t évidemment remplies; il en est de même pour 
(4). En ef fe t , si / , g £ <3 e t h = max (/, g) ou h = min ( / , g), alors 
h(y) — h(x) y — x 
est valable pour 0 ^ ж < y 1 lorsque h(x) = /(ж), h(y) = f(y) ou h(x) = 
= g(x), h(y) — g(y); or, si p a r exemple h(x) = / ( ж), h(y) = g (y), il y a un 
z tel que ж ^ z 51 y, f(z) = g(z) = h(z), e t alors 
h(z) - h(x) =f(z) - f ( x ) ^ z - x , 
h(y) — h(z) = g(y) — g(z) ^ y - z , 
donc 
НУ) - H*) è y - x. 
X 
De plus, pour F(x) = — , e > 0, ô > 0, la condi t ion (5) est rempl ie 
2 
ô' 
en choisissant la seule fonc t ion /(ж) = — ж Ç © où <5' = m a x (Ó, 2г). P o u r t a n t , 
2 e 
la classe © é t a n t év idemment fermée par rappor t à la convergence uniforme, 
la fonction F ф © ne peu t pas être approchée aussi p rès que Ton veu t par 
des fonctions appar tenant à ©. 
3. Soien t É le d i sque fermé ж2 + y2 1 dans le p lan et © la classe 
des fonctions continues sur E et harmoniques à l ' intérieur de E. Cette classe 
satisfait év idemment a u x conditions (1) à (3). Posons F(x, y) = \x2 + y2. 
Si E > 0 e t Ô > 0 sont d o n n é s et 
F(x2,y2) - Р ( ж 1 , у 1 ) > £ , 
alors 
Y(X2 - ЖХ)2 + (y2 - yx)2 > E 
en vertu d e l'inégalité d u triangle, donc les fonctions 
f i ( x , y ) = Y X " f2(x,y) = ~ y , 
» . . 2(5 , . . 2(5 
U x , y ) = - — x , f ß x , y ) = -У 
С с 
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(appar tenant à (S) satisfont à la condition (5). Cependant, la classe <B é t a n t 
fermée par r appor t à la convergence uniforme, la fonct ion F ф © ne p e u t 
pas être approchée uniformément aussi p rès que l'on veu t par des fonct ions 
appar tenan t à 
4. Nous allons montrer que, dans le théorème (A), on peut suppr imer 
la condition que la fonction F soit bornée, cet te condition é tant une consé-
quence des au t res hypothèses du théorème; la même remarque s 'appl ique 
aux corollaires déduits de (A) dans [1]. T o u t cela s'ensuit du lemme su ivan t : 
Soient E un ensemble quelconque et <3 une classe de fonctions réelles bor-
nées sur F. Supposons que, pour une fonction réelle F et s > 0 quelconque, 
il existe un nombre b > 0 et des fonctions fx, . . . , f n £ 3 satisfaisant à (5). Alors 
F est bornée sur E. 
Démonstration. En raisonnant par l 'absurde, supposons p. ex. q u e F 
n'est pas bornée supérieurement. À un e > 0 donné, cherchons un Ó > 0 e t 
des fonctions / „ ( g satisfaisant à (5). Soit [xk] u n e suite d 'é léments 
de E tels que 
(4.1) F(xk+1) - F(xk) ^ e . 
Par conséquent, on peut faire correspondre à chaque indice le un i(lc) tel q u e 
I A i(lc) A те et 
fi(k)(xk) -/«*>(*i) - ô • 
% 
II existe un ix tel que i(k) = ix est valable pour une in f in i té des indices k, 
de sorte qu 'on peu t t rouver u n e suite part iel le {zly} de la sui te {xk} telle q u e 
3/jj —— et 
Лх(*у) - / „ ( * ! ( / > ! ) • 
De la même façon, on peut choisir eu égard à (4.1) un indice i2 et une su i te 
partielle {x2J} de la suite (z l y } telle que x2l = x12 et 
/ R l - Д Ы ^ ( / > 1 ) . 
En général, soit {ж
т ;} ; = 1 2 une suite par t ie l le de la suite {®m-ij}y=i,2, . . . 
telle que xml = x m _ I i 2 e t ' 
(4.2) fim(xmJ) -fim(xml) ^ ô ( j > 1) 
pour un indice im convenable (1 A im A те). 
Or, dans la suite {im}, un indice doit f igu re r une in f in i té de fois, d isons 
(4.3) imp = i. (p= 1 , 2 , . . . ) . 
Posons 
(4.4) yp = xmpl. 
La suite {xmpj}j^ 1,2,•• • é tan t une suite part iel le de la suite {im î_1j}; t l 2i . , 
il existe un indice jp > 1 tel que 
(4.5) yp = xmr_Jf. 
Il* 
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Donc 
fÁVp) ~fi(yP-1) =fimp_fm^iJp) - / ( ^ ( V l J - 0 
d'après (4.2) à (4.5). Il en résul te ft(yp) —*• pour p—> contrairement 
à ce que la fonction / , £ © est bornée. 
Remarque. Ce lemme peut être d é d u i t d 'un théorème de F. P . R A M S E Y 
appar tenant à la théorie des graphes (v. [3] ) ; en effet, no t re démonstrat ion 
fournit un des résultats de [3]. 
(Reçu le 16 Ju i l le t 1963) 
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ОБ ОДНОМ КРИТЕРИИ, СВЯЗАННОМ С РАВНОМЕРНОЙ 
АППРОКСИМАЦИЕЙ 
Á . C S Á S Z Á R 
Резюме 
В работе [1] автор и ныне покойный J . C Z I P S Z E R доказали следующую 
теорему: 
Пусть Е — произвольное множество, © — множество действитель-
ных функций, определённых на Е. Предположим следующее: 
(1) Функции f i © ограничены ; 
(2) Постоянные принадлежат множеству ©; 
(3) Если f i<5, то и / + © для любого действительного числа С; 
(4) Если / , g £ <3, то и max (/, g) i © , min (/, g) i ©. 
Предположим, что для ограниченной функции F и для любых е > 0 и 
ô > 0 существуют такие функции /1(..., fniy, что если 
(5) X, у iE и F (у) - F(x) è е, то max (f,(y) - /,-(*)) è <5-
Тогда функцию F можно с произвольной точностью равномерно аппрокси-
мировать функциями из множества ©. 
Это обобщение одной из теорем работы [2]. 
В этой работе на примерах показано, что каждое из условий (1), (2) 
и (4) является в теореме необходимым (по отношению к условию (3) это 
было доказано в [1]). Однако требование ограниченности функции F можно 
опустить, поскольку из (1) и из того, что для любых е > 0 и ô > 0 можно 
найти функции /, i удовлетворяющие условию (5), уже следует, что и F 
ограничена. 
ÜBER DIE TOPOLOGISCHE NATUR EINIGER ALLGEMEINER 
SÄTZE DER THEORIE DER ELLIPTISCHEN FUNKTIONEN 
von 
K A R L S Z I L Á R D 
I n dem vorliegenden Artikel soll gezeigt werden, dass die unten ange-
führ ten allgemeinen Sätze der Theorie der elliptischen Funkt ionen für allge-
meinere Klassen der Funkt ionen einer komplexen Veränderlichen, als die 
Klasse der analytischen Funkt ionen (mutat is mutandis) gül t ig sind. 
Diese Sätze sind die folgenden (s. z. B. [4]): 
1. Wenn die doppeltperiodische analytische Funktion f(z) der komplexen 
Veränderlichen z keinen singulären Punkt besitzt, so ist sie eine Konstante. 
2. Die doppeltperiodische meromorphe Funktion f(z) vom Grade r 2 
nimmt in jedem (»kleinstem) Periodenparallelogramm einen beliebigen gege-
benen komplexen Wert genau r-mal an (mehrfache Werte entsprechend ihrer 
Vielfachheit gezählt.) 
3. Eine doppeltperiodische meromorphe Funktion mit einem einzigen ein-
fachen Pol im Periodenparallelogramm kann nicht existieren. 
Das Interesse an der Verallgemeinerung solcher Sätze f ü r Klassen n ich t -
analytischer Funkt ionen erk lär t sich dadurch, dass in den letzten drei J a h r -
zehnten von mehreren Verfassern komplexwertige Funkt ionen einer komplexen 
Veränderlichen untersucht worden waren, deren Realteil u n d Imaginärtei l 
einem System partieller Differentialgleichungen, welches allgemeiner als da s 
System der Cauchy—Riemannschen Differentialgleichungen ist, genügen (s. 
[1] und [2]). Es wurden zum Beispiel solche komplexwerte Funkt ionen f(z) = 
= u(x, y) + i v(x, y) untersucht deren Realtei l и und Imaginärtei l v d a s 
Gleichungssystem 
vy = aux + buy 
(1 ) — vx = dux -f- cuy 
(4ac — (b + d)2> Ct; а > 0) , 
wo a, b, с und d gegebene stetige Funkt ionen von x, у, и u n d v sind, befr ie-
digen (s. [1], wo auch weitere Li tera tur ange führ t wird). Natür l ich sind solche 
Funkt ionen im Allgemeinen (d. h. fü r beliebige a, b, c, d, d ie der obenange-
führ ten Bedingungen genügen) nichtanalyt isch. Doch k a n n man auch f ü r 
eine beliebige Funktionenklasse die aus allen Lösungen / = и +iv eines 
best immten Gleichungssystems vom Typ (1) besteht , von »ganzen rationalen«, 
von »ganzen«, »doppeltperiodischen« usw. Funkt ionen genau so, wie in d e r 
klassischen Funkt ionentheorie sprechen, u n d sie durch ähnliche Mittel, wie 
dies im klassischen Falle geschieht, untersuchen. (Die Anführungszeichen 
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sollen andeuten, dass es sich um Analoga der gleichbenannten Funkt ionen 
aus der klassischen Funktionentheorie handelt .) Die Analoga der elliptischen 
Funktionen in solchen Klassen sind, soweit es dem Verfasser bekannt ist, 
mit direkten Methoden bisher wenig untersucht worden (vergl. indessen [3]). 
Im Folgenden werden wir von den zu betrachtenden Funktionen /(z) 
einer komplexen Veränderlichen nur verlangen, dass sie folgende Eigenschaften 
besitzen sollen (unter gewissen Annahmen über die Koeffizienten a, b, с und 
d wird es sich hierbei auch u m Funktionen f = и + vi handeln, deren Realteil 
und Imaginärteil einem System vom T y p (1) genügen]: 
a) Der Definitionsbereich von f(z) ist die ganze endliche z-Ebene mit 
eventueller Ausnahme von isolierten Punk ten , sie ist in jedem P u n k t e des 
Definitionsbereiches eindeutig und stetig. 
b) f(z) n immt ihre W e r t e isoliert an (d. h., wenn /(z0) = £0 so g ib t es 
um q, als Mittelpunkt einen Kreis in dem sonst f(z) ф С0 ist), oder abe r / ( г ) = 
= Const. 
c) Liegt der Punk t z0 im Innengebiete einer Jordanschen K u r v e Г 
die selbst, samt Innengebiete aus lauter Punkten des Definitionsbereiches 
von f(z) besteht , so ist 
V a r r a r g [ / ( z ) — f ( z 0 ) ] > 0 , 
wenn z die Kurve Г im »positiven Sinne« durchläuft (es wird selbstverständ-
lich angenommen, dass auf der Kurve Г selbst f(z) ф f(z0) ist). 
d) Es sei z, ein P u n k t in dem f(z) (ф Const.) n icht definiert ist und 
M eine (beliebig gross gewählte) positive Zahl. Dann gibt es um zx als Mittel-
punkt einen Kreis mit e inem Radius q > 0, dessen übrigen Punkte , d. h. 
alle Punkte z mit 0 < | z — zx \ g q, zum Definitionsbereich von /(z) gehören 
und für welche gilt: |/(z) | M. Den P u n k t zx bezeichnen wir als »Pol« der 
Funkt ion/(z) d. h. wir postulieren:/(z) soll höchstens Pole als singuläre Stellen 
besitzen. 
e) /(z) ist doppeltperiodisch, d. h. es gibt zwei komplexe Zahlen OJ1 
und a>2 (ф 0) deren Quotient туш, nicht reell ist und f ü r welche gilt: /(z) = 
= /(z + cq) = / ( z + co2). 
Der Kürze halber werden wir Funktionen mit den Eigenschaften a), 
b), c), d), e) als »doppeltperiodische Funkt ionen der Klasse P« bezeichnen. 
Es ist bekann t (s.[5]), dass die Funktionen w =f{z) ф Const, mit den Eigen-
schaften a), h) und c) gehietstreue Abbildungen verwirklichen. 
Der Vollständigkeit halber soll der bekannte Beweis dieses Satzes hier 
angeführt werden: Ist w = /(z) eine Funkt ion mit den Eigenschaften a), 
b) und c) u n d ist Г ein kleiner Kreis mit einem Radius q0 > 0 um einen P u n k t 
z0 ihres Definitionsbereiches (z0 ist der Mittelpunkt und auf Г selbst soll 
/(z) ^ w0 = / ( z 0 ) sein), so haben wir wegen c) V a r r arg [/(z) — u>()] > 0, 
wenn z die Kreislinie Г im positiven Sinne einmal umläuf t . Г' sei das Bild 
von Г in der w-Ebene. Auf Г selbst ist, wegen der Stetigkeit von /(z), 
Min | / ( z ) — w 0 I = qx> 0. Das bedeutet, dass in der те-Ebene die Kreisscheibe 
I w — w0 I ^ e*/2 keinen P u n k t mit der Kurve Г ' gemeinsam hat . Daraus 
folgt, dass sämtliche wvWerte mit | wx — «;„ | < Pi/2 von der Funkt ion 
г а = / ( г ) im Kreise | z — з 0 | ^ oa angenommen werden. Für alle diese wx-
Werte gilt nämlich: 
Var r arg [/(z) - wj = V a r r a r g [/(z) - w0] > 0 
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(s. [5], Seite 655), woraus nach einem bekann ten Satze (s. daselbst) folgt , 
dass es wenigstens ein P u n k t z x ( | z 0 — zx| < Q0) mit f(zx)=wx exist iert . 
Somit ist die Abbildung z-+w = f(z) in der Umgebung von z0 gebietstreu, 
was auch gezeigt werden sollte. 
Für die doppeltperiodischen Funktionen der Klasse P beweisen wir 
nun vier Sätze. 
Satz 1. Es sei f(z) eine doppeltperiodische Funktion der Klasse P. Wenn 
sie keinen Pol besitzt (d. h. für alle z f= definiert ist), so ist sie eine Konstante. 
Beweis. Es seien z = 0, z = cox, z = co2 u n d zx = (ox -f- co2 die Eckpunk te 
des Periodenparallelogramms T in dessen Inne rem und auf dessen R a n d e 
/(z) keinen Pol bes i tz t und somit stetig ist. D a n n ist die Menge S3 der Bild-
p u n k t e w = f(z) ; г ( Т , beschränkt und abgeschlossen. Die Menge S3 is t 
wegen der doppel ten Periodizität von f(z) übe rhaup t der Menge aller Bild-
p u n k t e w =f(z) identisch, wenn z alle endlichen Werte in der z-Ebene an -
n immt . Es sei n u n f(z) ф Const. Dann ist die Abbildung z->w— f(z) gebiets-
t reu . w0 sei ein Randpunk t von S3 (S3 besitzt Randpunkte , da sie beschränkt 
u n d abgeschlossen ist) und es sei z0 ein w0 entsprechender W e r t in der z-Ebene 
[•io0 = /(z0), — natür l ich kann es mehrere solche z0-Werte geben]. Da w0 = 
= /(z0) ein R a n d p u n k t ist, k a n n die Abbildung 2 - > ю im P u n k t e z0 n i c h t 
gebietstreu sein u n d somit kann auch f(z) n ich t ф Const, sein. Die Annahme 
f(z) ф Const, f ü h r t also zu einem Widerspruch, daher muss /(z) == Const , 
sein, w. z. b. w. 
Genau so, wie der Satz 1 wird folgender Satz la bewiesen. 
Satz la. Die doppeltperiodische Funktion f(z) ф Const, der Klasse P 
nimmt alle komplexen Werte w an. 
Um den Beweis auszuführen braucht m a n nur zu bemerken, dass w e n n 
es einen komplexen Wert wx gäbe, der von f ( z ) nicht angenommen worden 
wäre, so müsste die Menge der Bildpunkte mindestens einen R a n d p u n k t 
w q besitzen und weiter (d. h. von der Stelle des Nachweises der Existenz 
eines Randpunktes an) kann der Beweis des Satzes 1 wörtl ich wiederholt 
werden. 
Satz 2. Es sei R die Anzahl der Pole im Periodenparallelogramm der 
doppeltperiodischen Funktion f(z) der Klasse P und w{) sei eine beliebige komplexe 
Zahl. Dann nimmt f(z) im Periodenparallelogramme den Wert w0 genau R-mal 
an (mehrfache W e r t e entsprechend ihrer Vielfachheit gezählt s. [5], Seite 258). 
Bevor wir z u m Beweise übergehen soll der Begriff des (»kleinsten«) 
Periodenparallelogramms näher beschrieben werden (s. [4], Seite 139). Zu 
einem Periodenparallelogramm T mit den Ecken z0, z0 + cox, z0 a>x o>2, 
z0 -f- co2 zählen wir alle inneren P u n k t e des Parallelogramms und und ausser-
dem die R a n d p u n k t e z0, z0 + 1 cox, z0 + t w2, wo 0 < t < 1 is t (zum Beispiel 
die Eckpunkte z0 + cox und z0 + co2 werden n ich t mehr zum Periodenparallelo-
g ramm gezählt). Dadurch wird erreicht, dass »in einem Periodenparallelo-
gramm« von den abzählbar unendlich vielen Punkten zx + n a>x + m co2 
(z0 ist ein f ixier ter Punk t der z-Ebene; n, m = 0, 1, 2, . . .) genau einer liegen 
wird, den wir als Repräsentant dieser Punk tmenge im Periodenparallelo-
g r a m m T be t rach ten werden. Zum Beispiel is t z, ein Pol der Funktion / (z) 
in T, dann sind die Punkte zx + n cox + m co2 auch Pole von /(z), jedoch n u r 
zx von ihnen wird zum Periodenparallelogramm T gezählt. I n diesem Sinne 
merken wir uns: Die Funkt ion /(z) hat in einem Periodenparallelogramm 
endlich viele Pole (was laut a) leicht zu zeigen ist). Sie liegen im Inneren von 
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T, oder aber auf den Seiten z0 -f ty cox; (0 g ty < 1) und z0 -f t2co2; (0 g t2 < 1). 
Diejenigen, welche im Inneren von T liegen, bilden eine endliche Punk t -
menge, welche vom R a n d e von T einen positiven Abs tand q ha t u n d es ist 
leicht einzusehen, dass m a n durch Verschiebung des Systems der Perioden-
paral lelogramme um weniger als д zu einem neuen System der Perioden-
paral lelogramme gelangen kann in dem alle Pole von f(z) innere P u n k t e der 
Periodenparallelogramme sind. Dementsprechend n e h m e n wir auch f ü r das 
Weitere an, dass alle Pole von f(z) innere Punk te der Periodenparallelo-
g ramme sind. Auch können wir uns m i t Hilfe der Eigenschaften a) und d) 
klarmachen, dass /(z) in einem Periodenparal lelogramm einen komplexen 
Wer t w0 nur endlich o f t annimmt. Fixieren wir diesen Wert, so werden wir 
f ü r den nächstfolgenden Beweis annehmen, dass die «/„-Stellen von f ( z ) auch 
im Inneren von. T liegen. 
Den Satz 2 beweisen wir nun folgendermassen: 
Es sei R die Anzahl der Pole und N die Anzahl der «/„-Stellen von /(z) 
im Periodenparallelogramm T. (Auf dem Rande gibt es keine Pole u n d keine 
w„-Stellen.) Nach einem f ü r Funkt ionen der Klasse P gültigen Sa tze ist (s. 
[5], Seite 658) 
— V a r r arg ( f ( z ) - «/„] = N - R 
2 л 
wo durch Г der im posit iven Sinne durch z einmal umlaufene R a n d des 
Periodenparallelogramms bezeichnet wird (selbstverständlich werden hier zum 
Rande alle vier Seiten des Parallélogrammes hinzugerechnet). Die Zahl (N-—R) 
ist aber gleich Null, da sich die Änderungen des Argumentes von [/(z) — «/„] 
beim Durchlaufen der einander gegenüberliegenden Seiten des Parallélo-
grammes T wegen der Periodizität von /(z), gegenseitig aufheben (werden 
doch die einander gegenüber liegenden Seiten durch z in entgegengesetzten 
Richtungen durchgelaufen). Somit ist N = R, w. z. b. w. 
Satz 3. Es kann keine doppeltperiodische Funktion der Klasse P mit 
einem einzigen einfachen Pol innerhalb des Periodenparallelogramms existieren. 
Beweis. Nehmen wir an, dass f(z) im Periodenparallelogramm T einen 
einzigen einfachen Pol besitzt . Wie vorhin dürfen wir annehmen, dass dieser 
Pol ein innerer P u n k t von T ist. Nach d e m vorigen Satze wird jeder komplexe 
W e r t Wy von der Funk t ion / ( z ) in T genau einmal angenommen. D a r a u s folgt, 
dass das Bild der Seite (z„ + ty(oß, wo 0 g ty g 1 in der «/-Ebene eine einfache 
Jordan ' sche Kurve ist, welche ein beschränktes Innengebiet besitzt . Genau 
so ist das Bild der Seite (z„ + t2co2), wo 0 g t2 g 1 auch eine einfache Jordan-
sche Kurve <S2 welche mit einen gemeinsamen P u n k t hat — näml ich den 
P u n k t w„ = / ( z ) . Die beiden Kurven ©i u n d <S2 müssen aber wenigstens einen 
zweiten gemeinsamen P u n k t haben. Betrachten wir nämlich eine genügend 
kleine kreisförmige Umgebung £ des P u n k t e s z„ (der P u n k t z„ ist de r Mittel-
p u n k t von £), so ist das durch die Abbildung z-o-w=f(z) en ts tandene 
Bild Sy von £ ein durch eine Jordansche Kurve begrenztes Gebiet in der 
«/-Ebene zu dem «/„ als innerer P u n k t gehört . Die beiden Kurven (5, und ©2 
schneiden sich in w0. te i l t das Gebiet £ x in zwei Teile, der eine Teil gehört 
zum Innengebietc, der andere zum Aussengebieto der Jordanschen K u r v e <BV 
Die Kurve <32 verbindet P u n k t e dieser beiden Teile innerhalb von £ x , doch 
besitzt sie, falls der Kreis £ genügend klein gewählt wurde, R a n d p u n k t e 
von S у sowohl im Innengebiete, als auch im Aussengebiete von welche 
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sie mi te inander verbindet ohne dabei sonst das Gebiet zu t reffen. Nach 
dem Jordanschen Kurvensatze muss also ®2 die Kurve (Sq wenigstens in einem 
Punkte ausserhalb SL schneiden, und dieser Punk t wx k a n n also mit w 0 n icht 
identisch sein. wx muss sowohl einem P u n k t e (z 0 + txcox) als auch einem P u n k t e 
(z0 + t2co2) entsprechen (0 < tx < 1 u n d 0 <t2 < 1) u n d wir gelangen zu 
dem Widerspruch dass f(z) einen Wer t wx in T nicht einmal, sondern min-
destans zweimal annehmen muss und die Abbildung z —»- w = f(z) in T nicht 
umkehrbar eindeutig sein kann, w. z. b. w. 
Die angeführten Sätze können noch weiter verallgemeinert werden, 
denn die Funkt ionen f(z) brauchen gar n ich t streng doppeltperiodisch zu sein, 
es genügt, wenn sie in dem unten angegebenem Sinne automorf sind. Verfolgt 
man au fmerksam die Beweise dieser Sätze, so konstat ier t man, dass s t a t t der 
doppelten Periodizität , d. h. s ta t t der Eigenschaft e) es genügen würde den 
bet rachte ten Funktionen f(z) folgende Eigenschaft e') zuzuschreiben: 
e') Es sollen zwei Kurvenscharen (die Kurven kx u n d k2 auf der F igu r 2) 
existieren, die ein krummliniges Git ter bilden, d. h. ein System von zwei 
Kurvenscharen durch welche die ganze endliche z-Ebene, mit eventueller 
Ausnahme von isolierten Punk ten , 1 in krummlinige »Vierecke« aufgeteil t 
wird. Wenn Tx und T2 zwei solche »Vierecke« sind so soll eine topologische 
Abbildung Tx ->- T2 existieren derart , dass die Funktion f(z) in entsprechenden 
Punkten denselben Wer t annimmt. Insbesondere soll / (z) auf den »gegen-
überliegenden Seiten« eines solchen »Vierecks« den gleichen Wer tevor ra t 
besitzen, wobei die Mengen der w = f(z)-Werte auf beiden Seiten gleichge-
ordnet sind, wenn z diese Seiten, ausgehend von Ecken auf einer der Seiten 
des anderen Seitenpaares, durchläuf t . (Mehrfach angenommene w-Werte sollen 
dabei entsprechend mehrfach gezählt werden.) Auch soll es möglich sein 
dieses Gi t te r stetig so zu deformieren, dass seine eben geschilderte Eigenschaft 
1
 B e m e r k u n g : Diese i sol ier ten P u n k t e s ind singulare P u n k t e in Bezug a u f das 
Gi t ter u n d a u c h singulare P u n k t e der F u n k t i o n /(z), jedoch ke ine Pole . In der Formul i e -
r u n g der E i g e n s c h a f t d) m u s s d a n n un te r zx e in von diesen s ingulären P u n k t e n ver-
schiedener P u n k t vers tanden werden . 
Fig. 1. Fig. 2. 
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der Funktion f(z) gegenüber erhalten bleibt. (Z. B. soll eine solche Defor-
mation einer Verschiebung topologisch äquivalent sein.) 
Durch Wiederlesen der Beweise der Sätze 1, la , 2 und 3 kann m a n 
sich überzeugen, dass sie auch für Funkt ionen f(z) mit den Eigenschaften 
a), b), c), d), e ') glütig sind (wo also der Begriff »doppeltperiodisch« im Sinne 
der Eigenschaft e') abgeänder t werden muss). 
Fig. 3. 
Funkt ionen mit den Eigenschaften а), b), c), d) und e') existieren auch 
in der Klasse der analytischen Funktionen. Z. B. die Funk t ion f(z) = F J, 
wobei F (£) eine beliebige elliptische Funkt ion der komplexen Veränderlichen 
Ç ist, ist eine solche. Wenn wir hier den denkba r einfachsten Fall be t rachten 
und a>y = 1 u n d co2 = i setzen, so sind die Kurven k\ die Kreise (s. Fig. 3): 
1 )2 / 1 )2 
x + y2 = — u n d die Gerade x = 0; (n = + 1, ± 2, . . . ) . 
2 n) (2 n 




 + \y + — 
2 n 2 n 
u n d die Gerade у = 0 ; (n = ± 1, + 2, . . . ). 
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Man kann natürlich f(z) wiederum in eine elliptische Funktion zurücktransfor-
mieren, doch betreffs der Beweismethode der Sätze 1, la , 2 und 3 ist es 
gut zu wissen, dass es für ihre Beweise genügt nur von den erwähnten topo-
logischen Eigenschaf ten Gebrauch zu machen. 
(Eingegangen: 3. September, 1963.) 
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0 ТОПОЛОГИЧЕСКОЙ ПРИРОДЕ НЕКОТОРЫХ ОБЩИХ ТЕОРЕМ 
ТЕОРИИ ЭЛЛИПТИЧЕСКИХ ФУНКЦИЙ 
К . SZILÁRD 
Резюме 
Автор показывает, что некоторые общие теоремы теории эллиптических 
функций могут быть доказаны топологическими средствами и поэтому они 
остаются в силе и для некоторых классов неаналитических функций одного 
комплексного переменного (для которых топологические свойства аналити-
ческих функций сохраняются). 

ON THE INTERCONNECTION BETWEEN THE REPRESENTATION 
THEOREMS OF CHARACTERISTIC FUNCTIONS OF UNIMODAL 
DISTRIBUTION FUNCTIONS AND OF CONVEX CHARACTERISTIC 
FUNCTIONS 
b y 
PÁL M E D G Y E S S Y 
D e d i c a t e d t o P r o f e s s o r G . Pó lya o n t h e 
occasion of h i s 7 5 t h b i r t h d a y 
1. 
First we recall some definitions. 
Following A . Y A . K H I N C H I N (see e.g. [ 1 ] , p. 1 5 7 ) a distribution funct ion 
F(x) is called unimodal if there exists at least one value x = a (called t h e 
vertex of the distribution function) such t h a t F(x) is convex for x < a and 
concave for x > a. Let us notice tha t F(x) is t hen continuous a t every poin t 
x = a. 
Following G . PÓLYA (see e.g. [2], p. 70), a function y)(t) defined for all 
real t is called a convex characteristic function if 
a) ip(t) is real-valued and continuous, 
b) for t > 0, y(t) is convex, 
(I) c) lim ip(t) = 0, 
d) ф ) = 1, 
e) for t < 0, rp(t) = y>{—t). 
As proved by G. PÓLYA, such a function is in fact the characteristic funct ion 
of a distribution function; moreover this distribution funct ion is absolutely 
continuous. 
2. 
There exist representation theorems concerning the characteristic 
functions of unimodal distribution functions and convex characteristic func-
tions, resp. 
Theorem 1. The function cp(t) is the characteristic function of a unimodal 
distribution function F(x) (with the vertex at x = 0) if and only if it can be 
represented in the form 
t 
<P(t) = 7 j X(u)du 
о 
where %(u) is some characteristic function. 
This theorem is due to A . Y A . K H I N C H I N ( 1 9 3 8 ) . For its proof see e. g. 
[1], pp. 157—160, supplemented bv the corrections of K . L. CHUNG, ibid., 
pp. 252—253. 
This proof also involves tha t Theorem 1 is equivalent to the following 
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Theorem 1'. The function F(y) is a unimodal distribution function (with 
the vertex al y = 0) if and only if it can be represented in the following form: 
( 2 . 1) fory< 0 , F(y) = - j j ^ d u = J ( l - * 
X 
dV(x) , 
(2.2) for y>0, F(y) = l - |' J ^ M d u = l - j 1 _1) dV(x) 
y " 
(see [1], pp . 158—160) where V(x) is some distribution f unction (exactly, this 
is the distribution function possessing the characteristic function y f u f ) . 
Evident ly , F(—0) = V(—0), F(+0) = 7 ( + 0 ) . 
Our investigations will be based on this lat ter version of Theorem 1. 
Theorem 2. The f unction y>(t) is a convex characteristic function if and 
only if for t > 0 it can be represented in the form 
(2.3) rp(t) = J Jl —|}«ВД ( O O ) 
t 
where G(x) is some distribution function for which G(x) =0 if x ^ 0 and 
G(+ 0) = 0, and 
( .4) for t < 0, ip(t) =%p(-t). 
Evident ly , rp( + 0 ) = y(—0) = y>(0) = 1. 
This is A simple consequence of A result due to D . D U G U É ( 1 9 5 5 ) and 
of some remarks of M . G I R A U L T (see [ 3 ] , pp. 6 — 7 and [ 4 ] , p. 2 9 2 ) . T h e rep-
resentation (2.3) is to be found in [3], p . 6. 
3 
Our aim is to show that there is an intimate interconnection between 
Theorem V and Theorem 2 in 2. 
A. Theorem 2 can be deduced by the aid of Theorem V. Namely, l e t y>(t) 
be a convex characteristic function and let us consider the funct ion F(y) 
defined by 
0 if y £ 0 
1 - f ( y ) if y > 0 
(3.1) F (У) = 
(see Fig. 1.). F(y) will be a unimodal distr ibution funct ion with v e r t e x at 
x = 0; fu r the r , F(+0) = 0. Then, by (2.2), for у > 0 we have 
( 3 . 2 ) F(y) = 1 - J 1 _ y-\dV(x) x 
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where V(x) is some distr ibution function; fur ther , F( + 0 ) = V( +0 ) = 0. 
Now let 
(3.3) 1Г(х) = ( ° Í f 
j V(x) if x > 0 . 
Then , for t > 0, by (3.1), (3.2) and (3.3) we have 
(3.4) xp(t) = j Jl _ l W ( x ) = J | l _ £ dW(x) 
Fig. 1. 
(3.4) is identical wi th the representat ion (2.3), since W(x) is evidently of the 
same type as G(x) in (2.3). Since, per definitionem, f(l) = ц>(—t) for t < 0, 
all these facts involve that t he conditions (2.3), (2.4) are necessary for t h a t 
xp(t) be a convex characteristic funct ion. — Conversely, if %p(t) is any function 
sat isfying the conditions (2.3) — (2.4) then it is easily seen t h a t y>(t) satisfies 
also the conditions under (I). 
Thus the conditions (2.3) — (2.4) are also sufficient for t h a t yi(t) be a 
convex characteristic function and , consequently, the deduction of Theorem 
2 f r o m Theorem 1 ' is completed. 
B. As to Theorem 1', for 
if x ^ 0 
if x > 0 




i _ i ад (y< o) 
(3.6) FM dF0(x) (У> 0) . 
If F(y) ф F0(y) i.e. if F(y) is non-degenerate, Theorem 1 ' can be deduced 
from Theorem 2. The way of showing this consists in revert ing t he sequence 
of ideas in A in some sense, — having to distinguish, at any ra te , three par-
t icular cases. 
4 2 8 MEDGYESSY 
a) Let Fx (x) be a non-degenerate unimodal distr ibution funct ion with 
ver tex a t x = 0 for which Fx (x) = 1 if x > 0. Then , per definitionem, the 
funct ion 
Л ( 0 
(3.7) Vi (0 = 
if t < 0 
F ß - 0) 
1 if t > 0 
may be regarded over ( — 0 ) as the pa r t lying over (—°o ( o) of a convex 
characteristic funct ion and, by (2.3) and (2.4), we have 
(3.8) Vi (t) = j i + ч е д (t< 0) 
where G, (x) is a dis t r ibut ion funct ion for which Gx (x) = 0 if x g 0 and 
G x( + 0) = 0. Then, by (3.7) and (3.8) 
(3.9) 
y 
Fi (У) = - Fi(- 0) J [l - - | j dGJ-x) (y< 0) . 





 [ 1 if x > 0 
(RJ— 0) = F ß - 0), Д
х
( + 0) = 1) we then have [cf. (3.9) and (3.6)]: 
(3.10) Fßy) = I 11 - f dRßx) if y < 0 
(3.11) = i - У - dRßx) if y > 0. 
Consequently, (3.10) and (3.11) are necessary for t h a t Fßx) be a unimodal 
distr ibution function. 
b) Let F2 (x) be a non-degenerate unimodal distribution funct ion with 
ver tex a t x = 0 for which F2(x) = 0 if x g 0. Then , per definitionem, the 
funct ion 
0 if t < 0 
(3.12) V j t ) = 1
 - if * > 0 
1 - F2(+ 0) 
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may be regarded over (0, as t he p a r t lying over (0, of a convex charac-
teristic func t ion and, b y (2.3), we h a v e 
(3.13) V>2(t) = M M dG2(x) (t> 0) 
where G2(x) is a d is t r ibut ion func t ion for which G2(x) = 0 if x g 0 and 
G 2 ( + 0) = 0 . Then, b y (3.12) and (3.13) 
(3.14) F г (У) = 1 - [1 - F2(+ 0 ) ] J | l - Ц dG2(x) (У > 0 ) . 
Upon in t roducing t h e distr ibution f u n c t i o n 
R f x ) = f ° 
( [ 1 -
if x ^ 0 
F2( + 0)] G2(X) + F 2 ( + 0) if ж > 0 
(R2(-0) = О, R2(+ 0) = F 2 ( + 0)) we t h e n have [cf. (3.14) and (3.5)]: 
y 
(3.15) F2(y) = J 1 - 1 dR2(x) if y < 0 
(3.16) F2(y) = 1 - j 1 ~ f ] d R M * ) i f У > 0-
Consequent ly, (3.15) a n d (3.16) are necessary for t h a t F2 (ж) be a un imoda l 
d is t r ibut ion function. 
c) L e t F(y) be a non-degenerate unimodal d is t r ibut ion funct ion , F(y) ф 
ф Fx (y), F(y) ф F2 (y). Then, over (—oo, o), i t is of t h e same t y p e as Fx (x) 
over (—oo, o) and, over (0, oo), it is of t h e same t y p e as F2 (ж) ove r (0, oo). 
Then we have , with respec t to (3.10) a n d (3.16): 
J' 1 — dSx(x) if у < 0 
F(y) = 
1 - J j l - 1 j dS2(x) if у > 0 
where Sx(x) and S2(x) a re dis t r ibut ion funct ions of t h e tvpe of Rx (x) and 
R2{x), r esp . [hence Sx (— 0) = Fx (— 0), А Д + 0 ) = 1, S2 (—0) = 0, 
S2(-1-0) = F ( + 0 ) ] . Def in ing the d i s t r ibu t ion func t ion R(x) by 
R(x) = N^x) if x g O 
S2(x) if ж > 0 
12 a Matemat ika i Kuta tó In t éze t Közleményei V I I I . A/3. 
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we finally have 
y 
(3.17) F(y) = ( f l — — I d R { x ) i f y< 0 
J I x I 
(3.18) F(y) = 1 -
Л 
1 — + dR(x) if y > 0 У 
x 
У 
(F(—0) = R(—0), F(+0) = й ( + 0 ) ) . Consequently, (3.17) and (3.18) a re 
necessary for t h a t F(x) he a unimodal d is t r ibut ion function. 
As to t h e converse considerations, if Fx (y), F2 (y), F(y) are funct ions 
satisfying the condit ions (3.10) — (3.11), (3.15) — (3.16), (3.17) — (3.18), 
resp. then it is easily shown t h a t they are un imoda l dis tr ibut ion funct ions 
(with the ver tex a t у = 0). Thus t h e validity of (3.10) — (3.11), (3.15) — (3.16), 
(3.17) — (3.18) is also sufficient for t ha t Fx(y), F2(y), F(y) be unimodal 
distr ibution func t ions (with the ve r tex at у — 0). Consequently, t h e deduction 
of Theorem 1' f r o m Theorem 2 is completed. 
This w a y of deducing Theorem 1' (and, implicitely, Theorem 1) by t h e 
aid of Theorem 2, whose proof is relatively simple, seems to have some advan-
tages with respect to the original one presented in [1], pp. 157-—160, which 
is, in view of t h e remarks of K . L. C H U N G r e fe r r ing hereto (see [ 1], pp. 252— 
253), ra ther complicated. 
(Received J a n u a r y 21, 1963; in revised f o r m September 9, 1963) 
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О СВЯЗИ МЕЖДУ ТЕОРЕМАМИ ПРЕДСТАВЛЕНИЯ ХАРАК-
ТЕРИСТИЧЕСКОЙ ФУНКЦИИ ОДНОВЕРШИННОГО ЗАКОНА 
РАСПРЕДЕЛЕНИЯ И ВЫПУКЛОЙ ХАРАКТЕРИСТИЧЕСКОЙ 
ФУНКЦИИ 
P . M E E G Y E S S Y " 
В 1938 г. А. Я- Хинчин дал известное представление характеристичес 
кой функции одновершинного закона распределения. В 1955 г. D . D U G U É 
сообщил формулу представления выпуклой характеристической функции. 
В работе устанавливается тесная связь упомянутых двух теорем пред-
ставления. 
R E F E R E N C E S 
Резюме 
ON THE CONNECTEDNESS OF DICHROMATIC RANDOM GRAPHS 
by 
I L O N A P A L Á S T I 
§ 1. Introduction 
A graph is given by a set of labelled points (vertices) Pv P2, . . . . Pn 
and by a set of pairs (Pt, Pf of its points, called t he edges of the graph. (See 
[2], [3].) Let us suppose t ha t i ф j (no loops are allowed). 
Л graph is bichromatic, if the set of its n poin ts can be split into two 
subsets Pv P2. . . . , Pm and Qv Q2, . . . , Q„_m (we can imagine t h a t all the 
points are coloured e.g. all the points Pf are red bu t all Qt are blue), so tha t 
no vertices of the same colour are connected by an edge. 
A graph is called a random g raph if its edges are chosen a t random 
so t h a t each admit ted choice has t he same probabil i ty. (See in [1] and [4].) 
P . E R D Ő S and A . R É N Y I considered in the paper [1] the random graphs 
r „
 N wi th n vertices and N edges, t h e latter chosen a t random so tha t all 
possible N choices have the same probability. They answered t he question: 
what is the probabil i ty of the r andom graph obtained in such a way being 
connected. They showed t h a t if the number of the edges is equal t o Nc, where 
(1) Nc = 
n
 i 
— log n + cn 
2 
and с is an arbi t rary f ixed real number ([x] means t h e integral p a r t of x), 
and if P(l (n, Nc) denotes the probabil i ty of the r a n d o m graph PniNc being 
connected, then 
(2) l imP 0 (w,V c ) =e~*-u. 
The outline of the i r proof is t h e following. 
Le t us call a g r a p h to be of t y p e A if it consists of a connected sub-
graph with n — к vert ices and of к isolated points (k = 0 ,1 , . . .). Any graph 
which is no t of type A is called to be of type Л. L e t Р(Л, n, Nc) denote the 
probabil i ty tha t the r andom graph be of type A . 
I t has been shown in [1] t h a t 
(3a) lim Р(Л, n, Nc) = 0 
n—>™> 
holds if Nc is given b y (1). 
I t follows from (3a) tha t if P* (n, Nc) denotes t h e probabili ty t ha t the 
random graph rn ,N e should contain no isolated points , then 
(3b) lim (Р*(я, Ne) - P0(n, Nt)) = 0 . 
431 
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I t remained only to prove t h a t 
(4) lim Р*(К, Nc) = e~e~2c, 
which could be achieved re la t ively easily; (2) follows evident lv from (3b) 
and (4). 
The problem had to be t r e a t e d in this w a y because no explicit formula 
is known for t he number of connected graphs with n vert ices and N edges 
which would admi t asymptot ic evaluation. 
Our aim is t o determine t h e probabil i ty of a biehromatic random graph 
being connected and to examine t h e asymptotical behaviour of these probab-
ilities. 
§ 2. Biehromatic random graphs 
Let the bichromatic r a n d o m graph / ' m y l N have m given labelled 
poin ts P2, . . . , Pm of one colour (say red), ' n given labelled points Qv 
Q2, . . . , Qn of another colour (say blue) and N edges, each of which connecting 
a r ed point with a blue point, chosen at random in such a way t h a t all possible 
[m n 
choices have the same probabi l i ty 1 (see in [5], [6]). 
N 
A bichromatic graph G is connected, if a n y P(- can be connected with 
any Qj by a p a t h in G. (This implies tha t any two points can be connected 
b y a path.) 
We shall deal wi th the case when m ~ A n (where A > 0 is a constant). 
F i r s t let be A = 1, то = те and le t us prove t h e following 
Theorem 1. If P(те, те, Nc) denote the probability of the bichromatic random 
graph Г„
г
 n, Nc being connected, assuming that 
(5) Nc = [те log n + cn] 
(where с is an arbitrary fixed real number), then 
(6) lim Р(те, те, Nc) = e~2e~°. 
Proof. Likewise to the considerations of P . E R D Ő S and A. R É N Y I in [ 1 ] 
we shall call the biehromatic r a n d o m graph to be of t ype A i f i t ha s a component 
wi th exactly те — к red points a n d те — I blue points, fu r the r к isolated red 
poin ts (к = 0, 1, . . .) and I i solated blue points (I = 0, 1, . . .). All other 
g raphs belong to t h e type Ä. 
Let us f i r s t prove the following lemma. 
Lemma 1. Let P(Ä, те, те, Nc) denote the probability that the random graph 
rn,n,Nc is of type Ä. Then we have 
(7) lim P(Ä,n,n, Nc) = 0 , 
where Nc is given by (5). Thus if n is large enough then ,,almost all" graphs 
Tn,n,Ne are of type A, assuming that (5) holds. 
Proof of Lemma 1. Let us p u t U = loglog те. All graphs Г
п< n> consist-
ing of the vertices Pv P2, . . . , Pm and Qv Q2, . . . , Qn and Nc edges belong 
t o one of the following two classes: Let us de f ine Е
и
 as t he class consisting 
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of those graphs in which t he greatest component (i.e. wi th the greatest n u m -
ber of points) contains not less than n—U r ed points and n o t less than n — U 
blue points. All other graphs belong to the class Е
и
 (i.e. those graphs in which 
the greatest components consist of less t h a n n—U red or less than те— U 
blue points). 
Let r and s denote t he number of po in t s outside a greatest component 
of the f i r s t colour and t h e second colour resp. 
If a g raph consists of t components such tha t the г-th component con-
sists of a,- red and bt blue points where of course 
t t 
2 ai — 2 bj = n i=i /=1 
and 
t 
2 «A > Nc i=i 
holds; then — according to the inequali ty concerning t h e arithmetic and 
geometric means — we obta in 
at + bj 
and thus 
therefore 
max (at + bj) \ 2 ( a i + bj) 
i V í=i 
2 N 
m a x (üj -)- bj) ^ -
4 Ne, 
Accordingly if the greatest component consists of те — r red and те — s b lue 
points, t hen 
. 2 Ne  




. ^ Nc 
m a x (те — r, n — s) > —-
те 
те — min (r, s) 
n 
N 
min (r, s) < n  
те 
Let us f i x the те — r red points, and the те — s b lue points belonging 
to the greatest component; t hen s(n — r) -f- r(n — s) edges could be established 
connecting these points wi th points outside, this component and these edges 
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cannot belong to the g raph ; thus if f'(Eu,n,n,Nc) denotes the n u m b e r of 
graphs not belonging to t h e class E v , t h e n 
(8) .f(EUtn,n,Nc)g 2 2 
n 0 < 
s&r 
n\ \ n 
Nc\r \S U<r<n 0£s<;n — — 
n 
n2 — s(n — r) — r(n — s) I 
N r 
If P (Eu, n, n, Nc) deno tes the probabi l i ty of the event that the g raph 
Gn,n,Ne does n o t belong to t h e class Ev t h e n 
(9) P (Eu,n,n,Nc)g f(Êu,n,n,Ne) 
N, 
Now we h a v e (by the inequal i ty 1 — x g e x) 




 — s(n — r) — r(n — 
Nc nr ns -NC(E + B)+Nelll 
p Vn n} n' 
r ! s! 
Making use of the assumption (5), we ob ta in according to (9) and (10), 








(12) ars = 
1 те in 
UJ \s 
n2 — s(n — r) —• r(n — s) 
N, 
2 rs (logo + c)-cr-cs + 2 
/ • Is ! 
L e t us es t imate the sums on the right h a n d side of (11). 
Case 1. L e t us write (12) in the following form 
(12') a. 
e(2-c)r+(2-c)s+2 — (logn + c)-2r-2s 
- e " 
r\ s! 
and let us consider first t h e values of r and s for which 
t h a t is 
(13) 
7'S 
— (log n + c) ^ r + s , 
те 
log те + с
 < 1 л 1 
те ~ r ' s 
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(13) certainly holds, if 
(14) s ^ • 
log n + с 
If s satisfies (14) we say t ha t we have case 1. Thus 
M-c)r + (2—c)s + 2 
(15) a n g — 
r ! s ! 
holds, if (14) is valid. 
Case 2. Let us consider the terms in (11), for which (14) does not hold, but 
( 1 6 ) r + s g n . 
Applying Stirling's formula we obtain tha t , for sufficiently large n, these 
te rms are less than 
( 2 TS 
—j- (log » + c) + (r + s) ( 1 — c) — r log r — s log s 
Using the inequali tv 
2 
the expression in brackets in (17) is less than 
(18) i ? j t i l ! ( l 0 g № + c) + (i - C ) ( r + s ) - ( r l o g r + s log« ) . 
2 
Since x l o g x is a convex function, we conclude by Jensen ' s inequal i ty 
V I 5 
— (r log r — s log s) g — (r + s) log . 
2 
Thus (18) is less t han 9?(x)-f-z log 2 where 
x
2 
9>(x) = — (log n + с) + (1 — c) x — x log x 
2 n 
and 
x = r + s . 
2 n 
According to (16) — <xgn. Now 
log n -f- с 
X 
cp'(x) = — (log n + c) — (log x + с) < 0 ; if e 1 _ c < x gn , 
X 
because is an increasing funct ion of x if 
с + log x 
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Thus it follows that 
2 n (19) <P(*)T<P 
log n + с 
, К n log log n 
g—2n-\  
log n 
where A' > 0 is a constant. T h u s for n n0 t h e sum of t h e terms on t he 
r igh t side of (11) for which (16) holds does n o t exced п2е~п and therefore 
t e n d s to 0, if TI —> » . 
Case 3. Tak ing into account t h a t ars — ar-s- where r' = n — s, s' = n — r 
t h e estimation of t he terms ars wi th r + s > n can be reduced to the estim-
a t ion of the t e r m s ar-s> with r' -f- s' g n, regarding the fac t t h a t from r + 
N 
+ s > n there follows that r' + s' < n fur ther t h a t from sgn it follows 
n 
N 
t h a t r' 2: —- > U — loglog n, if n is sufficiently large. 
n 
Thus we h a v e for (11) 
V ,
 e(2-c)r e(2-c)s 
P(Eu,n,n,Nc)g4e2 2 -тт- 2 + o(\) g 
N, r ' S ! 
U<s<n (20) 
I ^ e<2-£h) 
^ e H l - p - d o d ) . 
l u < s « ! I 
As we have chosen U = loglog n, we obtain 
(21) lim P ( A | 0 g l 0 n , n, n, Nc) = 0 . 
Now we only need to show t h a t the probabi l i ty of obtaining a random 
g r a p h not being of t h e type A, b u t nevertheless belonging to t he class A,oglog„ , 
t e n d s to zero. T h a t is we have to show t h a t 
(22) lim P ( J A I o g l o g n , », n, Ne)= 0 . 
Since in these graphs the grea tes t component consists of n — r red and 
n — s blue points, therefore q > 1 denoting the number of edges con-
nect ing some of t h e r and s outside points, these outside edges can he chosen 
in I different ways; thus the remaining Nc—q inner edges mus t be selected 
I q I 
f r o m the (n — r) (n — s) possibilities, i.e. 
I(n — r) (n — s) j 
(23) P(A-Aloglogn, a , ( Г 1 I 
nl 
doglegп> 
г= 1 s=l 1 ' I ' ö I ?=1 1 ч 
T a k i n g into account the inequalities 
г Ç rs 
s ) r!s! ^ I q 
n 1 . » ' » •
 v r . = 2 „ _ 1 < 2 r 
ON THE CONNECTEDNESS OK BICH KOM ATIC RANDOM GRAPHS 4 3 7 
(n — r) (n — s) 
N c - q 
n2 ) 
a n d 
Ncj 
we ob ta in 
P(ÂEloglogn,n,n,Nc) 
_
 (n2 — q)4 \ n2 — q j 
(24) 
l o g 71 ^ 2rs e~(r+s)c ^ ^ I
 2(loglogn). l o g n 
n 
r = l S = 1 
г Ы 1 
= 0(1) 
Thus (22) holds and therefore t h e proof of L e m m a 1 is completed . 
The proof of Theorem 1. Denot ing by n, Nc) t h e n u m b e r of 
b ichromat ic r a n d o m graphs w i t h o u t isolated points , according t o t h e sieve 
m e t h o d we have ev ident ly 




n, Nc) = 1)"^/, 
/ 1 = 0 
k=0 
71 J I П 
к j \h — к 
ti(ti — h) k(h — k) I 
N. 
Using t he following inequalit ies (similarly as was done in [1], p . 295): 
(27) 
2H+1 2 H 
2 ( - l)ho€h ^ n, Ne) < 2 ( ~ 1)" ^h 
ft = 0 / 1 = 0 





we obta in 




/ 1 = 0 H M(h-k)\ 
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and 
<УГ'(П, n, Nc) 2H+l h 
У . 
h=0 M &lc\(h-lc)\ 
N c 
Since H can be chosen arbi t rar i ly large, we obtain 
(28) lim - M ^ M )
 = =  
— é *« Û " 
I t is however evident t ha t if (те, те, Лт
с
) denotes the number of the connec-
ted graphs, then 




Applying Lemma 1, Theorem 1 follows immediately. 
Le t us suppose now tha t X =f= \. 
Theorem 2. Let us denote by P(m, те, Nc_ k) the probability that the bi-




 be connected, assuming that m ~ X n and 
(30) NCik — [ire log тег + cm] 
(where. X > 1 and с are constants) ; then 
(31) lim P(7re, re, А
с Д
) = e -«^ 
n-> oo 
holds. 
Proof. In this case we shall call the graphs consisting of a component 
with m — к red and re blue vertices and of к isolated red points (к = 0, 1, • • •) 
( tha t is one component contains all blue points) t o be of type B. Any graph 
Bm,n,Nc>. which is no t of type В shall be called to be of t y p e B. We shall 
prove t ha t the following lemma is valid. 
Lemma 2. Let P (B, m, re, N(k) denote the probability that the bichromatic 
random graph -Г
т/,,лг„А °f the type B; then 
(32) lim P(B, тег, те, Nct) = 0 . 
П— 
Thus in case re is sufficiently large and Nck is the same as in (30), then ,,almost 
all' graphs TminiNck will be of type B. 
Proof of Lemma 2. The proof of Lemma 2 is similar to t h a t of Lemma 
1, therefore we give only the outlines of the proof. 
Let us denote by тег, re, Ncf] the number of bichromatic graphs, 
with тег red and re blue points and Ncl edges, which are of t ype B. Then we 
have clearly 
(33) ^Г(В, тег, те, A c , x ) A f У H И lmn ~ s(m — r)—r(n — , 
Г=0 8=1 M 
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^. being of the t y p e В 
is equal t o 
(34) v
 mn \ 
N 




and t h u s 
(37) 
с, X 
Р ( Д m,n,Ncßg 2 2 brs 
r = 0 s = l 
b,s = 
mn — s(m — r) — r(n — s) 
N, c,k 
, m'n 
brs + e 
r! s! 
/ r s 2 r s \ , , 
s —
 ( m TT ~ mn) 
L e t now Ey deno te the set of those pairs (r, s) for which 
(38) O ^ r ^ a m , l ^ s ^ « — 1 
where 
A - 1 - <5 (39) 
Then we obtain easily 
(40) 
0 < a < 
2 A 
( 0 < < 5 < A - ! ) . 
2 brs = 0 
Сr,s)£E, 
L e t now E.j deno te the set of those pairs (r, s) for which 
(41) 
For these terms we ge t 
(42) 
n 
am < r < m , 1 g s g — . 
2 
2 brs = o\Jzi 
Finally if E3 denotes the set of those pairs (r, s) for which 
(43) 




0 gr gm , —< s g n — 1 
2 
2 Ksg 2 Ks+ 2 brs. 
( r , s ) € E . (r,s)£E, (r.s)ÍE, 
Thus i t follows f r o m (35), (40), (42) and (45) t h a t (32) holds. 
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Thus L e m m a 2 has been proved. 
Proof of Theorem 2. In th is case we denote by n, Nc x) the number 
of those graphs, which do n o t contain isolated red points. W e obtain 
(46) m\ l(m — k) n 
N. 
c A 
Since n, Nc x) lies between any two consecutive par t ia l sums of the 
r igh t hand side of (46), in t he case of any f ixed k, 
(47) 
Thus we obtain 
(48) 





I _ А Г С А 
m) 









F r o m the inequali ty where n, N c f ) denotes the number of connected 
g raphs 
(49) 0 ^ ^ ' ( m , n , N c J - 7 + m , n , N C i t ) ^ р ( Д m > ^ ^ ^ 
mn j 
Theorem 2 follows. 
I am indebted to Professors A . R É N Y I and T . G A L L A I for the i r valuable 
remarks . 
(Received September 10, 1963) 
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О СВЯЗНОСТИ ДВУХЦВЕТНЫХ СЛУЧАЙНЫХ ГРАФОВ 
I . P A L Á S T I 
Резюме 
Пусть двухцветный случайный граф Г
тп Ы
 состоит из m пронуме-
рованных вершин Pv Р2,..., Рт, которые окрашены первой краской, из п 
пронумерованных вершин Qx, Qv..., Qn, которые окрашены второй краской, 
и из А случайно выбранных граней. Точки одинакового цвета нельзя 
соединять гранью. В работе показывается, что в случае m = Яте (где 
Я>1 константа) вероятность того, что двухцветный случайный граф Г
т
„ 
будет связным, стремится при те-»- оо к е~'
е
~" (с— произвольная константа) 
при условии, что число граней Nah = [ m log m + + cm] ([ж] обозначает 
целую часть числа ж) и Я > 1. В случае Я < 1 вероятность связности также 
стремится к пределу е~
е
~" при условии, что число граней 2VC= [те log те + 
+ си]. В случае m = те предельная вероятность связности двухцветных 
случайных графов равна е~-
2е
~° при условии, что число выбранных граней 
Nc = [те log те + сте]. 

ÜBER RINGE, DEREN ENDLICH ERZEUGBARE ECHTE 
UNTERRINGE STRENG ZYKLISCHE RECHTSIDEALE SIND 
von 
F E R E N C S Z Á S Z 
§ 1. Einleitung 
Professor L. R É D E I ha t in seiner Arbei t [8] alle durch ein Element 
erzeugten Ringe bestimmt, deren sämtliche Unterringe Ideale sind. Ferner 
habe ich in der Arbeit [13] alle Ringe angegeben, deren echte Unterr inge 
streng zyklische Rechtsideale sind. Später wurden in meiner Arbeit [14] auch 
die Ringe aufgezählt , deren endlich erzeugbare echte Unterr inge H a u p t -
rechtsideale sind. Der Zweck der vorliegenden Arbeit ist nun die explizite 
Bestimmung der Klasse aller im Titel dieser Arbei t erwähnten Ringe, welche 
wir im folgenden genau definieren werden. Bezüglich ähnlicher Forschungen 
verwiesen wir auf die Literaturverzeichnisse der Arbeit [14] und der vor-
liegenden Arbei t . 
Für einen Ring A werde ein A-Untermodul S eines A-Rechtsmoduls 
M nach der Terminologie von J A C O B S O N [ 4 ] streng zyklisch genannt, wenn 
es zu S ein Element m von M mi t S = mA existiert . Dementsprechend nennen 
wir ein Rechtsideal R eines Ringes A streng zyklisch, wenn R als ein A-Unter-
modul des A-Rechtsmoduls A streng zyklisch ist, d. h. wenn es ein A mi t 
R = oA gibt . 
Kurz werde ein Ring ein ß-Ring genannt , wenn seine endlich erzeug-
baren Unterr inge streng zyklische Rechtsideale von A sind. Unsere Aufgabe 
ist dann die Bestimmung der ß-Ringe. (Bezüglich des ähnlichen, halbgrup-
pentheoretischen Problems siehe man meine Arbeit [15].) 
Unter einem nichttrivialen Polynom verstehen wir ein vom Nullpolynom 
verschiedenes Polynom. | M | bezeichnet die Mächtigkeit einer Menge und 
S+ die addi t ive Gruppe eines Unterringes S eines Ringes A. {. . .} bezeichnet 
den durch die eingeklammerten Elemente erzeugten Unterr ing eines Ringes. 
.T ist der Ring der ganzen rationalen Zahlen, p bezeichnet eine P r im-
zahl. Bezüglich weiterer nötiger Begriffe und Bezeichnungen siehe man z. B. 
das Buch [ 9 ] von L . R É D E I und das Buch [ 3 ] von L . F U C H S . 
Es gilt der 
Satz. Alle ß-Ringe sind bis auf Isomorphie die folgenden: 
1) Der Ring >7/ 
2) Die homomorphen Bilder des Ringes {a} mit a = a3 = 0; 
3) Die endlichen Primkörper ; 
4) Die Ringe {a, b} mit pa = pb = a1 = b2 — b = ab — a = ba = 0; 
5) Die Ringe Qf(pk) (k ^ 2) und p(öil(p')) (l ф 3) 
6) Die Ringe, deren additive Gruppe periodisch, aber keine p-Gruppe ist, 
und für die jede p-Komponente einem Ring Ç7f(pk) (к ^ l ) isomorph ist. 
443 
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§ 2. Vorbereitungen 
Aus der Definition der ß-Ringe folgt, dass alle homomorphen Bilder 
eines ß -Ringes ebenfalls ß-Ringe sind. (Dagegen ist ein Unterr ing eines 
ß-Ringes im allgemeinen kein ß -Hing , denn der Unterr ing 2. ÇJ von <3 
besitzt den endlich erzeugbaren echten Unterr ing 6. 3 , der kein streng 
zyklisches Rechtsideal von 2. 3 ist. Das triviale Beispiel eines Zeroringes 
von Primzahlordnung, der offenbar ein ß -R ing ist, zeigt übrigens, dass ein 
endlich erzeugbarer ß - R i n g nicht notwendig ein s t reng zyklisches Rechts-
ideal ist. Ferner braucht ein echter Unte r r ing eines ß-Ringes im allgemeinen 
kein s treng zyklisches Rechtsideal zu sein, wofür ein Beispiel durch die Summe 
von unendlich vielen nichtisomorphen endlichen Pr imkörpern geliefert wird.) 
Fü r alle Elemente a eines ß -Ringes A gilt а А С {а}. Is t nämlich 
{а} = A, so ist die Behauptung trivial. I m anderen Falle ist {a) ein durch 
ein Element erzeugter echter Unterring, also ein (streng zyklisches) Rechts-
ideal von A, weshalb d a n n die Behauptung а А С {а} richtig ist. Aus dieser 
Bemerkung folgt, dass die endlich erzeugbaren echten Unterringe eines ß -
ringes kommuta t ív sind, ferner folgt dasselbe wegen der lokalen Eigenschaf t 
der Kommuta t iv i t ä t sogar fü r alle echten Unterringe. Deshalb sind die ß -
Ringe entweder kommuta t ív , oder — nach der Terminologie von L. R É D E I 
[9] — einstuf ig nichtkommutat iv . Es wird sich unter anderem herausstellen, 
dass die einstufig n ichtkommutat iven ß -Ringe endlich sind. (Die einstufig 
nichtkommutat iven endlichen Ringe h a t R É D E I [9] allgemein bes t immt. 
Jcdoch werden seine Resu l ta te hier n icht benutzt , denn man kommt im Falle 
der ß -R inge auf d i rektem Wege leichter zum Ziel.) 
Hilfssatz 2.1. Jedes Element a eines Q-Ringes A ist die Nullstelle eines 
nichttrivialen Polynomes f(x) (х. 3[x] 
Beweis. Im Falle {а2} = A e rhä l t man а£{а2}. Im Falle {a2} ф А 
ergibt sich а 3 = а2. а£{а2}. Somit ist Hilfssatz 2.1 bewiesen. 
Hilfsatz 2.2 Die additive Gruppe A+ eines von Null verschiedenen 
Q-Ringes ist keine teilbare (»divisible«) Gruppe. 
Beweis. Wir setzen voraus, dass A+ teilbar ist. Dann gilt nA = A f ü r 
jedes n ф 0 (те£3). Es sei a ein beliebiges Element von A. Es sei f(x) durch 
Hilfssatz 2.1 gesichertes Polynom mit dem Anfangskoeffizienten к ф 0. Es 
folgt, dass {ka}+ reduziert , und zwar die direkte Summe von endlich vielen 
zyklischen Gruppen ist. D a aber kaA+ ein endomorphes Bild der te i lbaren 
Gruppe A+ ist, ergibt sich wegen kaA С {ka} gewiss ka А = 0, somit аА = 
= a(lcA) = (ka) . А = 0 f ü r jedes a(jA. Deshalb gilt A2 = 0, und wegen der 
Definition der ß -R inge auch \ A \ = р. pA = 0 ф A, was der Teilbarkeit 
von A widerspricht. Somit haben wir den Hilfssatz 2.2 bewiesen. 
Hilfssatz 2.3. Lässt sich ein endlicher Q-Ring A nicht durch ein Element 
erzeugen, so ist er durch zwei Elemente erzeugbar, und zwar gilt dann А c^ 
êâ {a, b} mit pa = pb = a2 = b2 — b = ab — b = ba = 0 und passendem p. 
Beweis. Zuerst werden wir beweisen, dass die addit ive Gruppe eines 
beliebigen echten Unterr inges S von A zyklisch ist. S k a n n nämlich in einen 
echten maximalen Unterr ing M = mA(m£A) eingebettet werden. Wegen der 
Maximalität von M u n d wegen m А с {m} ф A ergibt sich m А = {m}, 
folglich m = mx (x(jA). D a n n ist die addi t ive Gruppe rn{x}+ des Unterr inges 
m{x} wegen mxk = m(k£ÇJl, к \) zyklisch, und deshalb ist auch S+ zyklisch 
Meine Arbei t [11] bes t immt alle Ringe, in denen die addit ive Gruppe jedes 
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ech ten Unte r r inges zyklisch is t . Nach [11] u n d nach unseren Vorausse tzungen 
e rg ib t sich I A | = p2 und pA — 0 f ü r eine Pr imzahl p. Fe rne r ist A — 
— {a, b} m i t |{a} | = | {6} | ' = р. Wir beweisen, dass A n i c h t k o m m u t a t i v i s t . 
Ist ab = ba, so erhält m a n wegen ab — ba£ {a} f | {6} sogar ab = ba = 0. 
Wi r be t rach ten j e t z t einige Unte r fä l l e . I s t a2 — b2 — 0, so e rg ib t sich А2 — 0 
u n d wegen d e r Defini t ion de r D-Ringe | A | = p, also ein Widerspruch . 
Folglich da r f im Falle а2 = 0 schon b2 — b vorausgesetzt werden. D a n n 
gewinnen wir aus ab = ba, а2 = 0 und b2 = b o f fenbar 
(a + b)2 = b , (a + b) — (a + b)2 = a , 
also A = {a + 6 } , was wegen der Vorausse tzung unmöglich ist. Der Fa l l 
a
2
 = a, b2 = 0 is t zum Fall a2 — 0, b2 — b ganz ähnlich. I m Fall a2 = a, 
b2 = b e rhä l t m a n aus ab = ba o f fenbar a = (a + b) [a -f- b}, b — (a -f-
+ 6)6£{a + 6 ) , also den Widerspruch A = {a + 6 } . Also is t A n i ch tkom-
muta t iv . 
Gewiss ge l ten a2 — a oder b2 = b, d e n n im Fall a2 = b2 — 0 e rhä l t 
m a n ab = lca, ba = lb(k, 1&Я-), mi t passenden к und l. Es muss p | к2, p \ к 
u n d ab = o sein, was unmöglich ist. I s t a2 = 0, b2 = b, so ergibt sich wegen ab =j= 
Ф ba und wegen p \ l2 bzw. к2 = к ф 0 (mod p) offenbar ab — a und ba = 0. 
De r Fall a2 — a, b2 = 0 ist d e m vorigen ähnl ich. I m Fall a2 — a und b2 = b 
gewinnen wir k2 = fc(mod p) u n d l2 = 2(mod p). Wegen (ab)a = a(ba) u n d 
(ba)b = b(ab) e rhä l t man auch к = lk ^ Z(mod p), folglich wegen ab ф ba 
auch ab = a u n d ba = b. Mi t den Bezeichnungen ax = а — b und bx — b 
gil t dann А = {a1, 6,} und рал — pb, — a\ — b\ — 6, = af)v — ax — bxax = 0. 
Hierdurch ist dieser Fall auf einen vorigen Fal l zu rückgeführ t . Somit h a b e n 
wir Hilfssatz 2.3 bewiesen. 
§ 3. Der Fall der Q-Ringe mit elementarer additiver jo-Gruppe 
J e t z t w e r d e n wir die im Titel dieses § e rwähnten D-Ringe A, d. h. d ie 
D-Ringe A m i t pA = 0 be t r ach t en . 
Hilfssatz 3.1. Ist A durch ein Element erzeugter nilpotenter Unterring 
eines Q-Ringes B, gilt ferner pA = 0, so ist A endlich, und zwar gilt A3 — 0. 
Beweis. Es sei А = {а} (а" = 0, а " - 1 ф 0, pa = 0) D a n n ist | A \ < X„-
Wegen a 3 — a 2 . а£{а2} gilt e ine Gleichung 
А Ч % А 2 + . . . + П 5 Й » = 0 (те,- Е Я ) . 
I s t hier (р, те1) = 1, so lässt sich die K o n g r u e n z 
nx • m = 1 (mod p) {m € Я) 
lösen, somit gi l t dann а2 = —m(a 3 + . . . + ns a2s) = a2ax (a+{a}). Also 
ergibt sich 
a2 = a2ax = „ . . = a
2
 • а? = 0 , 




3) = a3a2 (a2(j{a}), also a3 = a3 . a% — 0 und A3 — 0. Somit h a b e n 
wir Hilfssatz 3.1 bewiesen. 
13 A Matematikai Kuta tó Intézet Közleményei VIII. A/3. 
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Hilfssatz 3.2. Für einen D-Ring A = {a} mit pa - 0 gilt entweder 
а
3
 = 0, oder а2 = a (a ist ein geeignetes erzeugendes Element von Ä). 
Beweis. Ist A n i lpotent , so erhäl t man nach Hilfssatz 3.1 a 3 = 0. Ist 
aber A n ich t ni lpotent , und J das (Jacohsonsche) Radikal von A, so ist 
J ф A, denn A ist wegen a\{a2} und pa = 0 endlich. Ferner ist AjJ wegen 
der Kommuta t i v i t ä t und nach einem bekannten Satz von F . N O E T H E R die 
direkte S u m m e von Körpern . Fs seien {6} und {c} Primkörper in AjJ mit 
{b} n {c} = 0, b2 = 6, с2 = c, bc = cb = 0. Dann erhält man (b + c)2 = 
= b c, b = (b+c)b, c = (b+c)c, fo lg l ich {6 + c } = {6} © {c}, w a s 
wegen p ф p2 unmöglich ist. Also e rhä l t man AjJ cd <3/(p). Da J n i lpotent 
ist, exist iert ein idempotentes Element eÇA. Dann ist der "[Interring {e} sowohl 
ein Pr imkörper , als auch ein Rechtsideal in A, woraus {e} f| J — {ß}- J = 
= J . e = 0 und A = {e} © J folgt. Da J ein direkter Summand von A ist, 
ist das endomorphe Bild J von A ebenfalls durch ein Element erzeugt, d. h. 
J = {/} (j£A). Nach Hilfssatz 3.1 erhäl t man f = 0. Da jedes Element von 
A eine Gestalt nqe -f m2j + m3j2 («q £ ÇR) besitzt, gibt es ein Element 
с = nxe ф n2j -j- n3j2 (те+Э) mit J = cA und j = ca mit a = кле -+- k2j -f-
+ k3j2 (кфЗ). Hiernach ergibt sich aber j = плкле -\-n2k2f und wegen 
{e} П J = 0 auch j = j . q mit q = n2k2j£J. Ferner gewinnen wir 
! = )• ii = h • f i = i • Ii = 0 . 
also J = 0 und A od 31 (p). Somit haben wir Hilfssatz 3.2 bewiesen. 
Hilfssatz 3.3. Jeder Q-Radikalring A mit pA = 0 ist endlich. 
Beweis. Wir setzen voraus, dass A unendlich ist . Lässt, sich A durch 
endlich viele Elemente erzeugen, so g ib t es eine minimale Anzahl N von 
erzeugenden Elementen. Dann ist A = («q, a2, . . . , an} f ü r geeignete Elemente 
а,- (г = 1, 2, . . . , n) u n d S ф A für S = (а2, а3, . . . , ап }. Es gilt S = s . А С 
С {s} und somit A = {«q, s}, also N G 2. Im Falle те = 1 ist A wegen PA = 0 
und wegen des Hilfssatzes 2.1 endlich. Also kann те = 2, d. h. А = {a, b) 
vorausgesetzt werden. Wegen ab£{a}, ba£{b}, X'-J{X2} und PX = 0 fü r jedes 
x£A ist d a n n A endlich, was ausgeschlossen ist. Also kann A n icht durch 
endlich viele Elemente erzeugt werden. Deshalb gibt es eine Folge «q, a2, a3, . . . 
von Ringelementen mi t der Bedingung а
х + 1 ^{а , ,а 2 , . . . , а Л für jedes j ( / € 3 ; 
j ^ 1). Es sei T = (cq, a2, a3). Dann ist T ф A und T =tA С. {2} (2©1). 
Ferner ergibt sich wegen der Definition der Folge «q, a2 a3, . . . gewiss | T | ^ p3. 
Wegen axj_ {a} (x©4) s t immt die Menge der Hauptrechtsideale von A mit 
der Menge der durch ein Element erzeugten Unterr inge von A überein, und 
wegen px - - 0, ж3£{ж2} (ж£А) ist A ein MHR-Ring in Sinne meiner Arbeit [16]. 
Folglich ist der Radikalr ing A nach [16] ein Nilring, und das Element i^A 
ist ni lpotent . Nach Hilfssatz 2.1 ergibt sich t3 = 0, \ T \ g P2. Mit diesem 
Widerspruch ist Hilfssatz 3.3 bewiesen. 
Hilfssatz 3.4. Jeder Q-Ring A mit pA = 0 ist endlich. 
Beweis. Wir setzen voraus, dass A unendlich ist. Dann ist A nach dem 
Hilfssatz 3.3 kein Radikalring. Also gil t .7 A f ü r das Radikal J von A. 
Wie wir im Beweis des Hilfssatzes 3.3 gesehen haben, ist A ein MHRAXmg 
(vgl. [16]). Also ist der halbeinfache il/7772-Ring A / J die direkte Summe von 
idempotenten minimalen Rechtsidealen von A\J. D a in ÍJ Ringen jeder 
Unterring auch ein Rechtsideal ist, ist A\J die d i rek te Summe von Pr im-
körpern. E in unmit telbares Rechnen zeigt, dass AjJ selbst ein P r imkörpe r 
•st, denn man erhält einen Widerspruch, wenn die Mächtigkeit der di rekten 
ÜBER RINGE, D E R E N . 4 4 7 
Summanden in einer Zerlegung von AjJ mindestens zwei ist. Da A ein MHR-
Ring ist, ist J ein Nilideal, und es gilt A = {<?} © •/ f ü r ein idempotentes 
Element e, denn wegen j A j ^ X„ kann A nicht endlich erzeugt werden. 
Somit ist A wegen {x, y} = zA Q {z} kommutatív. Also ist J ein endo-
morphes Bild von A, folglich ist J ebenfalls ein D-Ring, woher nach Hilfs-
satz 3.3 I J I < X,, und wegen | AjJ | = p auch A | < X0 folgt. Somit haben 
wir Hilfssatz 3.4 bewiesen. 
§ 4. Der Fall der Ii- Ringe mit periodischer additiver Gruppe 
Hilfssatz 4.1. Jeder Ii-Ring A, dessen additive Grappe A+ eine p-Gruppe 
ist, ist endlich. 
Beweis. Nach Hilfssatz 3.4 darf angenommen werden, dass pA ф 0 
ist. Dann ist die Gruppe A I die direkte Summe einer teilbaren Abelschen 
Gruppe Gt mit einer reduzierten Aheischen Gruppe Gr. Es gilt also A+ = 
= Gt ® Gr. Da offenbar 
Rang (A/pA)+ = Rang (Gr/pGr) ^ R a n g Gr 
gilt, und der D-Ring A\pA nach Hilfssatz 3.4 endlich ist, ha t Gr einen endlichen 
Rang. Ein berühmter Satz von A . G. K T J R O S C H bes t immt explizit alle Abel-
schen p-Gruppen mit endlichem Rang. (Vgl. noch das Buch [3].) Nach diesem 
Satz und wegen der Reduzierthei t von Gr ist Gr endlich. Daher gibt es eine 
Zahl ф 0) mit kGr = 0. 
Es sei jetzt В = Gr + GrA + AGr + AGrA, d. h. das durch Gr in А 
erzeugte Ideal. Dann gil t B < = Gr © (Gt П B). Da Aj В ein D-Ring und die 
Abelsche Gruppe Gt\(Gt f] B) ^ ( A / B ) + teilbar ist, ergibt sich nach Hilfs-
satz 2.2 gewiss В = A und G, С В. Wegen kGr = 0 erhält man kB = 0 
und kA = 0, woraus Gt = 0 und | А | < X,, folgt. 
Hilfssatz 4.2. Ist A ein Ii-Ring, dessen additive Gruppe A+ eine p-Gruppe 
mit der Bedingung pA+ ф 0 ist, so ist A entweder einem Ring 3\(pk), oder 
einem Ring p(3/(pA+1)) isomorph (k 2). 
Beweis. A ist nach Hilfssatz 4.1 endlich. Ferner lässt sich A wegen 
pA ф 0 und Hilfssatz 2.3 durch ein Element erzeugen, d. h. А = {а} und 
j A I < X0- Dann exist iert ein b^A mit pA = bA, und ein b£A mit pa = bc. 
Da b, cÇ_{a) ist, erhäl t man pa = a. ax mit ax£{a}. Wegen pk a = a . ak ist 
a{a1}+ = {pa}+ eine zyklische Gruppe. Da A \ < X0 ist, ergibt sich Rang 
A+ = Rang (AjpA) + , und da A/pA ein D-Ring ist, ist nach Hilfssatz 3.2 
Rang A+ ^ 2. 
.Jetzt wird die Unmöglichkeit von Rang A+ = 2 bewiesen. Nach dem 
Hilfssatz 3.2 erhält man entweder a?£pA bzw. а\рА, oder a2 — a£pA. Da 
pA+ = {pa}+ zyklisch ist, ergibt sich pa2 = pa . a = kpa (kÇfJ), denn 
{pa} ist ein Ideal in {a}. Wegen der Voraussetzung Rang A+ = 2 darf ange-
nommen werden, dass a'f pA, denn in den übrigbleibenden zwei Fällen a2(jpA 
bzw. a2 — a£pA ist A+ zyklisch. Daher besteht a3 = Ipa (/£3), und man 
erhält aus k2pa = kpa1 = pa3 = lp2a wegen p2 | 0(a) gewiss к = ps (sÇA). 
Jedes Element von A besi tz t die Gestalt nxa -\-n2a2 mi t пфА, und О Z n2 < 
^ p — 1. Diese Darstel lung der Ringelemente ist eindeutig. Man kann fü r 
13* 
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den Unterr ing S = {pa, a2} aus der Bedingung Rang A+ — 2 leicht S =f= A bewei-
sen, also gil t S = s . A (s£A). Daher gibt es Zahlen mv m2, kv leg S mit 
pa = (mxa -f- m2a2) • (kxa + k2a2), 
wobei О g m2, k2g p—-1. Nach Ausmultiplizieren ergibt sich wegen R a n g 
A+ — 2 gewiss p\mx. kv Deshalb gewinnen wir wegen pa2 = sp2a und 
pa = mx kL a2 -j- (m1 k2 + m2 kx) Ipa -f- m2 k2 Isp2 a 
gewiss (p, (mxk2 + m.Jcßl) = 1, folglich (p , l) = 1. 
Im Fal l p3\0(a) e rhäl t man 
lp'2a — pa3 = sp2a • a = sppa2 = s2p3a , 
also auch p/Z, was der Bedingung (p, l) = 1 widerspricht. Deshalb ist p3\0(a) 
unmöglich, u n d hiernach ist 0(a) = p2. Dann ergibt sich pa2 = sp2a — 0 
und a4 = Ipa2 = 0. Hiernach ist {a2}+ zyklisch, und es gilt |{a2}| = p. Wegen 
S = {pa, а 2 } = (т
х
а -\-т2а2) . A Ç {а2} e rhä l t man auch 
{pa} = {a2}, 
also a2 = da (d£Ql), woraus Rang A+ = 1 folgt. Dieser Widerspruch beweist, 
dass A + zyklisch ist. 
Das Element а lässt sich so wählen, dass а2 = da, und f ü r 0(a) — pk 
auch dlpk gi l t . Im Falle d — pk ist pA ф 0 kein streng zyklisches Rechtsideal 
von A, und somit kann wegen der Defini t ion der ß -R inge d ф pk, d ф 0 
vorausgesetzt werden. Is t pA = bA (b£A), so ergibt sich pa = bc (cÇ_A), 
folglich b = ra und с = ta (r, tÇ_ 3 ) . Deshalb gil t pa — га . ta = rtda a, woraus 
wegen d/0(a) auch d \ p folgt. Also ist entweder d = 1, oder d = p. Im Falle 
d = 1 ergibt sich A ^ 3l(pk) und im Falle d = p folgt A ^ p (3 / (p k + 1 ) ) 
f ü r к 2z 2. Somit ist Hilfssatz 4.2 bewiesen. 
Hilfssatz 4.3. Jeder endliche Q-Ring, dessen additive Gruppe A+ keine 
p-Gruppe ist, ist mit einem Faktorring 3\(m) isomorph (m(j 3). 
Beweis. Es lässt sich A nach Hilfssatz 2.3 durch ein Element erzeugen, 
denn A+ ist keine p-Gruppe. Es werde А = {а} gesetzt. Es sei Ä= 2) ® Ap 
p 
die direkte Zerlegung von A in p-Komponenten Ap. Für jedes p mit Ap ф 0 
und für Cp = 2jAp, (p' du rch läuf t die von p verschiedenen Primzahlen) ergibt 
sich А — Ap © Gp. Es sei j e t z t q eine Pr imzahl mit Aq ф 0 und q=f p. D a 
A+ keine p-Gruppe ist, exist iert ein solches q zu jedem p mi t p | 0(a). Dann 
besteht qA = Ap © qCp; qA ф A und somit qA = bA (b(jA). Also ist qb = 
= bc (c^A). D a f ü r jedes к 1 offenbar bck = qkb gilt, ist b{c}+ eine zyklische 
Gruppe. D a n n ist aber wegen b{c} = {bc} = {qb} auch {qb}+ zyklisch. 
Wegen q2A = qbA С {qb} ist q2A+ zyklisch, und wegen q2A = Ap © q2Cp 
is t auch Ap zyklisch. Dann ist auch A+ zyklisch, denn man ha t p beliebig 
gewählt. H ie raus folgt of fenbar auch А о^ Э/(те), denn sonst wäre A kein 
ß-Ring. (A soll nämlich Einselement haben.) Somit haben wir Hilfssatz 4.3 
bewiesen. 
Hilfssatz 4.4. Jede p-Komponente Ap eines ß-Ringes A, dessen additive 
Gruppe eine periodische Gruppe, aber keine p-Gruppe ist, ist einem Ringe 
3/(p") isomorph. 
Beweis. J e d e p-Komponente Ap ist ein endomorphes Bild von A, u n d 
somit ist jedes Ap ein ß -Ring . Jedes Ap ist nach Hilfssatz 4.1 endlich. Daher 
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liegt jeder endlich erzeugbare (echte oder nichtechte) Unterr ing S von A 
schon in einem endlichen d i rek ten Summand von A. Is t A endlich, so fo lg t 
Hilfssatz 4.4 aus Hilfssatz 4.3. I s t aber A unendlich, so is t Ap © Aq fü r j ede 
p-Komponente Ap und jede ^-Komponente Aq endlich, und ist ebenfalls 
ein ß-Ring. Daher folgt nach Hilfssatz 4.3 gewiss Ap ш 3j(pk), womit Hilfs-
satz 4.4 bewiesen ist. 
§ 5. Der nichtperiodische Fall und der Beweis des Satzes 
Wir brauchen noch zwei Hilfssätze. 
Hilfssatz 5.1. Ein von Null verschiedener Ü-Ring A, dessen additive 
Gruppe torsionsfrei ist, ist mit dem Ring 3 isomorph. 
Beweis. Es existiert nach Hilfssatz 2.2 ein и(£3, Ф 0) mit nA ф А. 
Es sei ferner а ф 0 ein beliebiges Element von A. Offenbar ist dann {na } 
ein echter Unterr ing, folglich {na} = ЬА С {b}. Wegen na. a£{na} e rhä l t 
man 
(*) na2 = kfna) +...-+ ks(na)s (kt € 3) . 
Wir werden zeigen, dass die additive Gruppe {a}+ von {a} zyklisch ist . 
Zunächst bemerken wir, dass für jede Untergruppe U von A+ und f ü r 
jede natürl iche Zahl к ф 0 die Abbildung и —У ku ein Isomorphismus von 
U+ auf kU+ is t . Diese Abbildung ist näml ich ein Homomorphismus, dessen 
Kern wegen der Torsionsfreiheit von U gleich 0 ist. 
Ist nun in der Gleichung (*) jedes ks gleich Null, so e rhä l t man na2 = 0, 
(na)2 = 0, also ist dann {na}+ zyklisch. Wi r dürfen annehmen, dass n i ch t 
jedes ks Null ist . I s t in (*) der Koeffizient kx ф 0, so ergibt sich kpia = na. a , 
mit af {я}. I s t aber k{ = 0, so erhält man aus (*) offenbar na2 = n2a2a2 m i t 
a2Ç{a}. In beiden Fällen gil t also 
k0 na2 = a2-a0 (a0 € {a}, k0(.I). 
Hiernach ist a2, a™ = (kQri)™a2, und (k0na2}+ ist zyklisch. Wegen k0n{a2} = 
= {кдпа1} u n d wegen des im vorigen e rwähnten gruppentheoretischen Iso-
morphismus is t dann auch {a2}+ zyklisch. D a der Unter r ing {a2} ein Rechts -
ideal von A is t , gilt а3 = da2 (dÇQ). 
Wegen n{a) = ЬА С {Ь} und wegen b3 = fb2 ( Д Э ) ergibt sich na = 
= b. x = kb -j— lb2. Ist hierbei к = 0, so e rhä l t man na = lb2(k, i£3), u n d 
{na} ist dann wegen b3 = fb2 zyklisch, woraus nach der Isomorphie {a}+ 
n{a}+ = {na}+ folgt, dass auch {a} zyklisch ist. Is t abe r к ф 0, so gewin-
nen wir kb = b. (x — lb), folglich kb = b. byßbyfA). D a n n gilt b• {Tq} = 
= {bby} = 3 • к • b, und hiernach ist ( a } < wegen {a}+ aá {na}+ С {b}+ 
k{b}+ zyklisch. 
Es seien n u n x und у beliebige elemente von A mit x ф 0, у ф 0. Wegen 
nA ф A ist {пх, пу} ф А, also ergibt sich (пх, пу} = сА (cÇA). Folglich 
gilt wegen {пх, пу} С {с} auch n2 (xy — ух) = 0 und somit wegen der Tor-
sionsfreiheit von A + auch xy — yx = 0. Also ist A kommuta t ív . Da {c}+ 
nach den Bewiesenen zyklisch ist, erhäl t m a n с2 = gc (g£3), und somit h a t 
A+ den R a n g 1, denn man h a t x und у beliebig gewählt . Es sei z ф 0 ein 
festes Element von A mi t z2 = mz. D a n n ergibt sich kx • x = lx • z ф 0 
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und liy • y = ly • z =f= 0 mi t kx, ky, lx, 1у£7П. Offenbar ist die Abbi ldung 
x->m-— (x £ A) 
kx 
ein I somorphismus von A auf einen U n t e r r i n g U des ra t iona len Zahlkörpers Ä 0 . 
Ist n u n -- 7 U f ü r /, к £ 3 , (/, к) = 1, so en thä l t der Un te r r ing j y j 
I (11 + 
alle P o t e n z e n von —, u n d somit ist d a n n J—| n ich t zyklisch. Also gilt 
к | £ j 




 = da. I m Falle d = 0 is t A kein ß - R i n g , denn A+ i s t torsionsfrei . Also 
ergibt sich d ф 0. Es sei p eine beliebige Pr imzahl . Da pA =f= A ist, e rhä l t 
man pA = ЪуА, folglich pa = bv b2 (b+A) und bt = tfa, woraus sich auch 
pa = t v t2da u n d somit p = tyt2d, d\p e rg ib t , Gilt nun py =/= p2 für zwei P r i m -
zahlen, gewinnen wir (plt p2) = 1 und d = 1, also А od 3 . Somit h a b e n wir 
Hilfssatz 5 .1 bewiesen. 
Hilfssatz 5.2. Die additive Gruppe A eines Q-Ringes ist keine gemischte 
Gruppe. 
Beweis. Es sei A ein ß - R i n g m i t gemischter add i t ive r Gruppe, und 
P sein max ima les periodisches Ideal. Da AjP ein tors ionsfreier ß - R i n g ist, 
ergibt sich n a c h Hilfssatz 5.1 Aß od 71. D a ferner (AjP)- eine freie Abelsehe 
Gruppe ist, g i l t A+ = P © 3 « mit u£,A. Wegen AjP ad 3 erhält man auch 
и
2
 — v£P, folglich lu2 = lu ф 0 mit Z£3, О (и) = 0. Zue r s t nehmen wir А = 
= {и} an. E i n leichtes Rechnen liefert P = {и1 — u}. Also ergibt sich f ü r 
jede P r imzah l p mit (p, l) = 1 auch p P = P . Da pA ф A ist, und im Fal l 
А = {«} a u c h pA = {pu} g i l t , gewinnen wir pu = uv u2 = u. u3 («,£{«}). 
Hiernach is t и • {м3} + = 3 • pu zyklisch, ferner При {«}+ , was der 
Bedingung {pu} = P@Hpu widerspr icht , denn die le tz te re G r u p p e ist 
ebenfalls gemisch t . Also g i l t gewiss {и} ф A. 
Wei te rh in ergibt sich A+ = P ® Q • u2" und u2k+1—u2ßP f ü r j edes 
к = 1, 2, 3, . . . und freilich auch {и2*} ф A. Man b e t r a c h t e die U n t e r r i n g -
k e t t e 
(**) {«} 2 M ? {м4} 3 . . . 3 [и2"} 3 . . . 
Da der U n t e r g r u p p e n v e r b a n d von А 4 modular ist u n d P © 3 • u2" = 
= P © П и f ü r jedes к = 1, 2, 3, . . . gil t , e rhä l t man die K e t t e 
(***) {и2 — «} 3 {«» — u2} 77 . . . 777 {u f + l - u2"} 3 . . . 
de ra r t , dass in (**) ein z> s t a t t 3 genau d a n n gültig is t , wenn a n der 
en t sprechenden Stelle von (***) ebenfalls ZD erfüll t ist . Man kann n ä m l i c h 
P f) {«'} = {u2t — u '} leicht einsehen. I s t also (**) e ine unendliche ech t 
absteigende Haupt rech ts idea l ke t te , so i s t (***) ebenfalls eine solche K e t t e 
u n d umgekeh r t . 
Es sei j e t z t w = M2*+i — u2k. Dann g i l t Iw = 0. Es sei p \ l. I m R i n g 
{m}l{pw} i s t j ede r Un te r r ing ein Ideal, u n d deshalb i s t w:f{w2, pw} (vgl. 
Hilfssatz 2.1). Daher ist {w}l{pw} endlich. Fe rne r gilt wegen l{w} = 0 u n d 
R a n g {«z}+ = R a n g ({w}j{pw})+ < N0 a u c h | {w} | < Hiernach muss 
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sowohl (***), als auch (**) nach endlich vielen Schri t ten abbrechen. Es gibt 
also einen Index к mi t 
{U2"} = {«2*+I} , 
woraus auch 
u* = g(u2"+1) = v f - ux 
mit g(x)ix. Э[х] und uxi{u) folgt. Daher ist («2*}+ eine zvklische Gruppe, 
denn es gilt {u2*} = v?{ux} = Qi. u2\ 
Es sei z = та2*. Da А = P © {z}, und da A kommuta t ív ist, ist {z} 
ein Ideal von A, und somit — als ein endomorphes Bild — ist {z} ebenfalls 
ein Й-Ring. Deshalb gilt {2} ^ 3. Ferner ist P+ nach den Hilfssätzen 4.1 
bzw. 4.4 die direkte Summe von zyklischen Gruppen. Es sei Pp die p-Kom-
ponen te von P . Dann ergibt sich 
Rang(A/pH) + = 1 + R a n g P + (Р
р
ф 0 ) . 
Da A\pA ein Й-Ring ist, gewinnen wir nach Vorigem Rang (Л/рА) + g 2 
(vgl. Hilfssätze 2.3, 3.2 und 3.4) und somit Rang P+ g 1. Also ist jede von 
Null verschiedene p-Komponente von A+ zyklisch. 
Es sei je tz t q eine Primzahl mit qP„ = Pp. Dann ist Pp 0 q{z} ein 
endlich erzeugter echter Unterr ing im endomorphen Bild Bp = Pp © {z}. 
Daher ergibt sich auch P' ®q{z}=b.Bp (b£Bp), folglich qBp = bBp; 
qb = b. bx(b, bxiBp). Da {qb}+ zyklisch ist u n d Pp © q2. {z} = q2Bp = 
= qbBp ç {qb} gilt, ergibt sich ein Widerspruch, denn Pp ф q2 • {z} ist 
gemischt. Also kann A+ seihst keine gemischte Gruppe sein. Somit ist Hilfs-
satz 5.2 bewiesen. 
Beweis des Satzes. Es sei A ein beliebiger Й-Ring, und A+ seine addi-
t i ve Gruppe. 
A+ ist nach Hilfssatz 5.2 keine gemischte Gruppe. 
Is t A+ torsionsfrei, so gilt nach Hilfssatz 5.1 gewiss А Э, und so 
gewinnen wir den im Satz bei 1) erwähnten Ring. 
Is t A+ periodisch, aber keine p-Gruppe, so erhält man nach Hilfssatz 
4.4 einen im Satz bei 6) vorkommenden Ring. 
Is t A+ eine p-Gruppe, aber keine elementare p-Gruppe, so gewinnen 
wir nach Hilfssatz 4.2 die im Satz bei 5) e rwähnten Ringe. 
Is t aber A+ eine elementare p-Gruppe, so erhäl t man nach den Hilfs-
sätzen 3.4, 2.3, 3.2 die im Satz bei 2), 3) und 4) erwähnten Ringe. 
Es ist andererseits entweder trivial, oder durch ein leichtes Rechnen 
einzusehen, dass die so gewonnen und im Satz erwähnten Ringe tatsächlich 
Й-Ringe sind. 
Somit haben wir den Satz bewiesen. 
Aus dem Satz ergibt sich die nicht-triviale und interessante 
Folgerung. Lässt sich jeder endlich erzeugbare echte Unter r ing S eines 
Ringes A in einer Gestalt S = а. А (а£А) darstellen, und besi tzt A keinen 
endlichen nichttrivialen Unterr ing, so ist A dem Ring J é der ganzen ratio-
na len Zahlen isomorph. 
(Eingegangen: am 24. August, 1962; in veränder ter Form: 1. November, 1963.) 
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О К О Л Ь Ц А Х , К О Н Е Ч Н О О Б Р А З О В А Н Н Ы Е С О Б С Т В Е Н Н Ы Е 
П О Д К О Л Ь Ц А К О Т О Р Ы Х Я В Л Я Ю Т С Я СТРОГО Ц И К Л И Ч Е С К И М И 
П Р А В Ы М И И Д Е А Л А М И 
F . S Z Á S Z 
Резюме 
П р а в ы й идеал R кольца А называем строго циклическим, если сущест-
вует т а к о й элемент а е А, что R = а. А. Кольцо А называем й - к о л ь ц о м , 
если к а ж д о е конечно образованное собственное п о д к о ь л ц о кольца А яваяется 
строго циклическим п р а в ы м идеалом. Цель работы — определение всех 12-
колец. Справедлива с л е д у ю щ а я 
Т е о р е м а . 12-кольцами, до изоморфизма будут следующие кольца: 
1) Кольцо 3 целых рациональных чисел; 
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2) Гомоморфные образы кольца {а}, где pa — а3 = 0 ; 
3) Конечные простые поля; 
4) Кольца {а, Ь), где pa = pb = а2 = Ъ2 — b = ab — а = ba = 0; 
5) Кольцо Ùl(pk) и кольцо р(3/[ре), где Je ^ 2 и I ^ 3; 
6) Кольца, аддитивная группа которых является периодоческой группой 
но не р-группой, и каждая р-компонента которых изоморфна какомунибудь 
из факторных колец 3/(pk) (k ^ 1). 

ON RANDOM MATRICES 
by 
P . E R D Ő S a n d A. R Ë N Y I 
Introduction 
In the present paper we deal witli certain random 0 — 1 matrices. Let 
i, N) denote the set of all те by те square matrices among the elements of 
which there are exactly N elements (n g N g те2) equal to 1, all the other 
I 
elements are equal to 0. The set N) contains clearly n-
\N. 
such matrices; 
we consider a matrix M chosen at random from the set (те, N), so t h a t each 
/те2)-1 
element of N) has the same probabili ty I to be chosen. We ask 
Wl 
now how large N has to be, for a given large value of те, in order t h a t the 
permanent of the random matrix M should be different from zero with 
probability a where 0 < a < 1 . By other words if M = (eJk) we want 
to evaluate asymptotically the probabili ty P(n, N) of the . event t h a t there 
exists a t least one permutat ion jv j2, . . . , ; „ of the numbers 1, 2, . . . , те such 
tha t the product e1jr e2 j ! . . . enjn should be equal to 1. A second way to 
formulate the problem is as follows: we shall say that two elements of a matr ix 
are in independent position if they are not in the same row and not in the 
same column. Now our question is to determine the probability t h a t the 
random matrix M should contain те elements which are all equal to 1 and are 
pairwise in independent position. A third way to state t he problem is: what 
is the probability of the event t h a t the permanent of the random 0 — 1 
matr ix M should be positive? 
We prove in § 1 (Theorem 1) tha t if 
(l) N(n) = и log те -f- cn -f- o(n) 
where с is an arbi t rary real constant, then 
. - e - 2 * - " 
oo 




 = + о о 
(2) lim P(n,N(n)) = e 
n—>+ ™ 
then 
(4) lim P(n, Nx(n)) = 1 , 
while if 
NJn) — те log те 
(5) lim — í = — 
4 5 5 
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then 
(6) lim P(n,N2(n)) = 0 . 
This resu l t can be in terpre ted also in the following way, in t e rms of 
graph theory. L e t Г
п N be a bichromatic random graph containing n red 
and n blue vert ices, and N edges which a re chosen a t r andom among the n2  
possible edges connecting t w o vertices hav ing different colour (so t h a t each 
t o the probabi l i ty that the random graph Г
п N should contain a factor of 
degree 1, i.e. Г
п N should have a subgraph which contains all vertices of 
Г
п N and n d is joint edges, i.e. n edges which have no common endpoint . 
Clearly if the pe rmanent of a mat r ix AI consisting of zeros and ones 
is positive, t h e n the matrix AI does not contain a row or column all elements 
of which are equa l to 0 (called in what follows for the sake of brevi ty a 0-row 
resp. 0-column), b u t conversely, if M does no t contain a 0-row, nor a 0-column, 
i t is not sure t h a t its pe rmanent is different f r o m 0. However, f rom our result 
i t follows t h a t th is is " a l m o s t " sure. As a ma t t e r of fact, Theorem 1 can be 
interpreted as follows: if P(n, N) denotes t he probabili ty t h a t perm (M) > 0 
a n d Q(n, N) t h e probability t h a t AI does n o t contain a 0-row or a 0-column, 
t h e n if N = N(n) is chosen so t h a t for n ° °
 w e should have Q(n, N(n)) 1, 
t h e n we have also P(n, N(n)) —> 1. 
One can s t a t e this resul t somewhat vaguely also in t he following way: 
if the pe rmanent of a r andom matrix wi th elements 0 and 1 is equal to 0, 
t h e n under the conditions of Theorem 1 this in most cases is due to the presence 
of a 0-row or a 0-column. 
In § 2 we deal with a somewhat simpler variant of the problem, when 
t h e elements etj (1 g i g n, 1 g j g n) of t he matrix AI are independent 
r a n d o m variables each taking on the values 0 and 1 with probabil i ty 1 — p 
and p respectively. The results obtained are analogous to those of § 1. In § 3 
we add some r e m a r k s and ment ion some unsolved problems. 
Besides e lementary combinatorial and probabilistic arguments similar 
t o t h a t used by us in our previous work on random graphs (see [1], [2], [3], 
[4], [5]) our m a i n tool in proving our results is the well-known theorem of 
D . K Ö N I G (see [ 6 ] ) , which is nowadays well known in t he theory of linear 
programming, according to which if M is an те by n matr ix , every element 
of which is ei ther 0 or 1, then t h e minimal n u m b e r of lines (i.e. rows or columns) 
which contain all t h e 1-s, is equal to the maximal number of 1-s in independent 
posit ion. As a m a t t e r of fact, for our purposes we need only the special case 
of this theorem, proved a l ready by G. F R O B E N I U S [ 7 ] , concerning the case 
w h e n the maximal number of ones in independent position is equal to n. 
§ 1. Random square matrices with a prescribed number of zeros 
and ones 
Let P(n, N) denote the probabi l i ty of t h e event t ha t t he random matr ix 
AI ( i l / (
 iy£{n, V ) ) has a posit ive permanent . According to the theorem of 
F R O B E N I U S — K Ö N I G (see [ 6 ] a n d [ 7 ] ) 1 — P(n, N) is equal t o the probabil i ty 
t h a t there exists a number к such t h a t there can be found к rows and n — к — 1 
71^ 
of the N 
possible choices ha s the same probabili ty). Then P(n, N) is equal 
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columns of M which contain all t h e ones (0 ^ к ^ n — 1). I f we denote by 
Qk («, N) the probabil i ty t ha t t h e r e can be found к rows a n d n — к — 1 
columns or к columns and n — к — 1 rows which contain all t h e ones, and к 
is the least number with this proper ty , then clearly 
I T ] 
(1.1) o^i-P(»,AQ= 2 Qk(n,N). 
k=0 
Now we shall p rove tha t if 
(1.2) N(n) = « l o g « -f- cn -f- o(n) 
where с is a real constant, then 
ra 
(1.3) lim 2 Qk{n,N(n))= 0 , 
n — fc = l 
fu r the r tha t 
(1.4) lim Q0(n, N(n)) = 1 — e~2e~". 
Tl— 
Clearly (1.1), (1.3) and (1.4) imply tha t 
(1.5) lim P(n, N(n)) = e~2e~", 
n->— 
which is the result we want t o prove. Thus i t remains only t o prove (1.3) 
and (1.4). Let us consider f i rs t (1.4). Clearly 1 — Q0 («, N («)) is equal to t h e 
probabili ty of the event tha t t he random mat r ix M does no t contain a 0-row 
or a 0-column. Thus we have 
2 n 
(1.6) I - Q0(n, N(n)) = 2 ( - 1 ) 4 
where S 0 = 1 and 
/=o 
(« — h) (n — г -j- h) 
(1.7) 8 , = ± í n \ í П I i  
Á F U M - « Я 
(г = 1 , 2 2 n ) , 
(N(«) | 
fu r the r for each I > 0 
2/+1 2/ 
(1.8) 2 ( - - Q0(n,N(n)) ^ 2 ( ~ 1 )'S,. 
i = 0 1 = 0 
As clearly for each fixed value of i and for « —>• oo, if N(n) is defined by (1.2) 
we have 
(1.9) «1 = ^ ( 1 + 0(1)). 
г! 
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it follows tha t 
(1.10) lim (1 — Q0(n, N(n))) = y = 
H l ] 
Thus (1.4) is proved. N o w let us p r o v e (1.3). 
L e t us suppose t h a t M is a m a t r i x such tha t all t h e ones of M a re con-
tained in lc columns a n d n — к — 1 rows (k 1), a n d к is the leas t number 
with th i s property. T h e n the matr ix M can be pa r t i t ioned into four matrices 
A, B, C, D as shown b y Fig. 1, so t h a t D consists o n l y of zeros. T h e n clearly 
each co lumn of С con ta ins a t least t w o ones, because if a column of С would 
contain n o t more t h a n a single 1, t h e n b y leaving o u t th i s column a n d adding 
the row in which this 1 is contained, w e would get a sys tem of к — 1 columns 
and n — к rows which conta in all t h e ones, in contradict ion to our supposition 
of the minimum p r o p e r t y of k. 





Thus it follows tha t 
(1.11) Qk(n,N)g 2 
and thus , t h a t 
(1.12) 
n j n k + l j 
A I& + 1 2 ) 







fo r к = 1,2, . . . , 





^ ^ ^ \ п — Л log2 те 
F r o m (1.13) we o b t a i n (1.3) and th i s completes t h e proof of (1.5). 
T h u s we obtained t h e following 
Theorem 1. Let N) denote the set of all n by n square matrices, among 
the n2 elements of which N are equal to 1 and the other n2 — N to 0. Let M be 
In2] 
selected at random from the set N) so that each of the elements of the 
\N) 
,21 - 1 
set (n, N) has the same probability I 71 
I N) 
to be selected. Let P(n, N) denote 
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the probability of the event that the permanent of the random matrix M is positive. 
Then if 
N(n) = n log n -f- cn -f o(n) 
where с is any real constant, we have 
lim P(n, N(n)) = e-2* -" . 
§ 2. Random matrices with independent elements 
I n this § we p rove the following theorem which is a variant of Theorem 1. 
Theorem 2. Let Mn (p) be a random n by n matrix whose elements e,y  
( 1 g i g n; \ g j g n) are independent random variables such that 
( 2 . 1 ) : = l ) = p and P(e(/ = 0) = 1 — p. 
Let Pn (p) denote the probability of the event that the permanent of the 
random matrix Mn (p) is positive. Then we have for 
( 2 . 2 ) 
(2.3) 
log n с 
Pn = h о 
lim P n ( p n ) = в " * - . 
Proof of Theorem 2. The proof follows step b y step the proof of Theorem 
1. We have 
(2.4) 
P R ] 
o g \ - p n ( p ) g 2 Qk,n(p) 
k=0 
where Qk n(p) deno tes the probabi l i ty tha t t h e r e can be found к rows and 
n — к — 1 columns, or к columns and n — к — 1 rows of Mn (p) which 




1 - Q 0 , n ( p ) = 2 ( - i ) ' S f 
i = 0 
where S* = 1 a n d 
ln\ n 
Ú J i - h 
(1 _ руп-hO-h) (2.6) Sf = 2 
ft=0 
T h u s we have for each fixed va lue of i if (2.2) holds 
2 ,e~ i c (2.7) 
a n d therefore 
( 2 . 8 ) 
lim Sf = 
г! 
l im (1 — Qo.niPn)) = e~2e~' • 
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On the o the r h a n d we h a v e now for 5 = 1 , 2 
[k-\- l )k 
n — 1 
n 
k + l 
_ p)k+l) (n- k) 
( 2 . 1 1 ) 
and Theorem 2 follows. 
Um 2 Qk,fPn) = о 
k = l 
(2-9) QKfp) g 2 
and t h u s 
(2.10) f o r t = 
where t h e constant В depends on с only. 
T h u s 
§ 3. Some further remarks 
T h e results of §§ 1 and 2 could be generalized for r ec tangu la r matrices 
of size m by n whe re m < n. In t h i s case the ques t ion is: w h a t is t h e proba-
bil i ty t h a t a r andom ma t r i x of size m b y re consist ing of zeros a n d ones should 
conta in m elements i n independent position, which are all equa l t o 1 ? 
Ano the r possible general izat ion of our r e su l t s would be t o de termine 
the p robab i l i ty d i s t r ibu t ion of t h e maximal n u m b e r of ones in independen t 
posi t ion in a r a n d o m square m a t r i x . 
O n e may ask w h a t can be sa id about the dis t r ibut ion of t h e value of 
the p e r m a n e n t of a r andom square matr ix , u n d e r conditions of Theorems 
1 and 2? I t is easy t o compute in b o t h cases the m e a n value of t h e p e r m a n e n t 
perm (M) ; we have evident ly u n d e r conditions of Theorem 1 
re2 — re 
E(perm(i l f ) ) = re!^(w)~w 
n-
\N(n) 
and u n d e r condit ions of Theorem 2 
E(perm (Mn(pn))) = n\pnn. 
I t is easy to see, t h a t these expressions are of the form e" , o g i°sn+0(n) 
and t h u s t e n d r a the r r ap id ly to + 0 0 - However one can not d raw a n y conclus-
ion f r o m th is fact , because as is eas i ly seen, t he va r i ance of t h e p e r m a m e n t 
is still m u c h larger t h a n t he square of t h e mean va lue . An in te res t ing related 
problem is of course t o evaluate u n d e r t h e condit ions of Theorem 1 a n d 2 the 
probabi l i ty of the de te rminan t , of t h e r a n d o m m a t r i x being d i f f e r en t f r o m 0. 
A n o t h e r p rob lem arises in connect ion with t h e graph- theore t ica l inter-
p re t a t ion of the ques t ions discussed in the presen t paper : To c o m p u t e the 
probabi l i ty t h a t a r a n d o m graph h a v i n g re vertices a n d N edges should contain 
a fac tor of the f i rs t degree? We hope t o re turn t o t hese problems in another 
paper . 
(Received N o v e m b e r 11, 1963) 
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0 СЛУЧАЙНЫХ МАТРИЦАХ 
P. ERDŐS и A . R É N Y I 
Резюме 
Пусть N) обозначает множество всех матриц порядка ( п х п), 
все элементы которых равны 0, за исключением N элементов, равных 1. 
Выберем случайным образом из множества ^#(те, N) матрицу M так, чтобы 
те
2) 
элементов множества мог быть выбран с одинаковой вероят-
N] 
ностью. Главным результатом статьи является следующая 
Теорема. Если Р(п, N) обозначает вероятность того, что перманент 
случайным образом быбранной матрицы M является положительным, и 
если 




гОе с — любое действительное число, тогда 
l im Р(п, N(n)) = е~2е~ 
14 А Matemat ika i K u t a t ó I n t é z e t Közleményei V I I I . A/3. 

ÜBER DAS ASYMPTOTISCHE VERHALTEN DER RAND- UND 
ZENTRALGLIEDER EINER VARIATIONS REIHE I 
v o n 
HANS-JOACHIM R O ß B E R G 1 
Wir bet rachten n unabhängige Zufailsgrössen xv . . . , xn mit der Ver-
teilungsfunktion ?{Xt < x} = F(x). Bei einem Exper iment an diesen xt-
mögen die Wer t e Y, (i = 1, . . . ,n) e ingetreten sein. D a n n ist die Rang-
größe £k = Rk (YX, . . . , Xn) als der le-te W e r t unter den Y, definiert, wenn 
diese der Größe nach angeordnet sind. Die so definierten Ranggrößen, die 
infolge der Beziehung g £2 g . . . g £n voneinander abhängig sind, bilden 
eine sog. Variationsreihe. U n t e r den genannten Voraussetzungen hat die 
Theorie des Grenzverhaltens fü r n -> °° der Ranggrößen in vieler Hinsicht 
abschließende Resultate erzielt. Kaum behandel t wurden jedoch bisher die 
Beziehungen zwischen Rand- und Zentralgliedein einer Vaiiationsreihe, die 
wir hier untersuchen wollen. 
Wir beweisen einen Satz über die Unabhängigkei t im Limes von Rang-
größen. Was die Randglieder einer Variationsreihe betr i f f t , d. h. Ranggrößen 
£h und £k mi t h = const und n — к = const, so wurde ih re Unabhängigkeit 
im Limes (unter gewissen Voraussetzungen) von E. J . G U M B E L [2] festgestellt. 
Einen exakten Beweis dieser Tatsache und eine Verallgemeinerung l ieferte 
T. H O M M A [3]. In einem sehr starken Sinne bewies J . G E F F R O Y [1] die U n a b -
hängigkeit im Limes von Randgliedern. Den Fall zweier Zentralglieder 
' h , к h 
- + A2, 0 < Ax < A2 < 1, d.h. lim - > о 
I Tb 1Ъ Л/ 
behandelte N. W. 
S M I R N O F F [6]. Er zeigte, daß Unabhängigkei t im Limes n ich t auftr i t t , wenn 
der Vektor (£h, £k) im Limes einer zweidimensionalen Normal Verteilung un te r -
worfen ist. Wir zeigen nun , daß Rand- und Zentralglieder stets im Limes 
unabhängig voneinander sind. In Bezug auf Formulierung und Beweis von 
Satz 1 verdanke ich Herrn Professor A . R É N Y I wertvolle Hinweise. 
Satz 1. Die Rangnummern h und к mögen derart von n abhängen, daß 





I P(£h <u,£k<v)~ P( |„ < u) P(£k < v) 
gilt lim an = 0 . In derselben Weise sind auch £n+1_h und |„ + 1_/( im Limes 
N->=° 
vonei nander unabhä ngig. 
B e r l i n . 
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Beweis. Die letzte Behauptung l ä ß t sich auf die erste zurückführen, 
indem m a n die Zufallsgrößen ж,- = —ж,- heranzieht, die auf die Variations-
reihe i , = —$n+i-t {i = 1, . . . , ») f ü h r e n . 
Wir definieren neue unabhängige Zufallsgrößen du rch die Transformation 
y / = - l o g ( l -F(x,)) 
Sie geben Anlaß zu der Variationsreihe 
4, = - log (1 - F ( S , ) ) 
(i = 1, . . . , n). 
(< = 1, . • - , n) . 
Mit 50Î bezeichnen wir die Menge der Zahlen y, fü r die mindenstens eine 
Zahl у exis t ier t , so daß у — — log (1 — F(y)). Für y£ 9JÎ gilt 
P {Vi <У) = G(y) = P { - l og ( l - F(x,)) < - log (1 - F(y))} = 
= ? { X i < y } = F(y) = \ - е - У . 
Alle Zahlen t/^SOÎ liegen in Konstanzintervallen von G(y). Wenn F(x) stetig 
ist, haben somit die Zufallsgrößen г/, e ine exponentielle Verteilungsfunktion. 
Im anderen Falle bildet d e r Wertevorrat von G(y) nur eine echte Teilmenge 
des In terva l l s [0, 1]. Nun ist 
an = sup IP {rlh < - log (1 - F{u)), yk<- log ( 1 - F(v))} -
- P{r,h < _ l o g ( l - F(u))}P{Vk < - l og ( l - 7 » ) } = 
= sup P {r]h < Ж, t]k < y } — P {r)h < ж} P {r)k < y } \ . 
х.уеэдг 
Die Funkt ion , deren Supremum hier gebildet wird, läßt sich aber in der Form 
Qhk(G(x)-, G(y)) darstellen. Die Verteilungsfunktion von rjk unter der Bedin-
gung r]h = и ist nämlich gleich der Verteilungsfunktion der Ranggröße mit 
der Nummer к — Л in einer Stichprobe v o m Umfang те — h mit der Grund-
verteilung 
- P C O *
 M ) 
1 - G(u) -
(vgl. [5], § 2). Daher gilt f ü r ж g y 
X 
P {y h < x, Vk < y) = j P [Vk < y\Vh = u}dP{r]h < и} = 
те — h 
к - h 
G(y)-w 
G(x) 1 — ív 
J J (1 —«)"-* (1 —t)n~ hdth 
und für ж > y 
G(y) 
P (r)h < x, f)k <y) = P{rjk<y} = (1 - t)n~k dtk . 
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F ü h r e n wir unabhäng ige Zufallsgrößen zt mit P(zf < z) — 1 —e~z (z > 0, 
7 = 1 , . . . , » ) ein, d ie die Variat ionsreihe Cv •• - , C„ liefern, setzen wir ferner 
P{C„ < X, Ck< y} - P{C„ < x} P{Cfc < y} = Rhk(x, y), 
so gil t die Abschä tzung 
an g s u p R( \ — e~x, 1 — e~y)\ = s u p j Rhk(x, у)|. 
X,y X,y 
D a m i t ist unser allgemeines P rob lem auf ein viel einfacheres zu rückgeführ t , 
das wir mit Hilfe des folgenden L e m m a s behande ln werden. 
Lemma 1. Wenn h —»- °°, —*• 0, n — I - » - 0 0 , so ist gilt gleichmäßig 
Je 
bezüglich x und y 
Rhk(x, У) = P{£„ < x, Cfc < y} - P{:„ < x) P{Ck < y} 0 . 
Beweis. Da d ie Differenz — sf t unabhäng ig von £ft ist, (s. z. B. [4]), gil t 
Rhk(x, y) = f I P{ck < у I ;„ = 11}- P{ í* < у} I d?{th <U} = 
w \ 
= f i p{ck - ç h < y - и} - p{ck < y)]dP{:h < «}. 
ö 
Man erkennt leicht , daß Rhk (x, y) > 0 fü r alle x und y. 
A . R É N Y I | 4 ] h a t eine Methode e ingeführ t , die es ges ta t t e t , Grenz-
wer t sä tze fü r Ranggrößen in e iner sehr e leganten Weise zu gewinnen. Wir 
sind jetzt in der Lage , sie anzuwenden. Fs gilt die Darstel lung 
<5. Ô, Ôb 
( 2 )
 + * 
n n — 1 n 4 1 — к 
wo die Zufal lsgrößen ő,, . . . , bk unabhäng ig s ind und die Ver te i lungsfunkt ion 
P{hj < y) = 1 — e y (у Д 0) haben , so daß f ü r ihre mathemat i schen Erwar -
t u n g e n und Dispers ionen 
M ôj = D2 hj = 1 (/ = 1 k) 
gi l t . Daraus fo lgt 
AIk = M = У i = Mkh + Mh  
• i , Ъ 
( 3 )
 » i 
S2 = D4k = v Slh + S\, 
— ii i n f 1 k 
u n d wegen M — 113 = | jx — 1 j9 e~~x dx < | e~x dx + J x3e~x dx < 5 gil t 
ö о ri 
f e r n e r 
T% = У M 3 < 5 X 3 1 < 5 f d t < 
> 4 > + 1 - 7 - , , 4 , 73 J 73 i=n + I - k 
n—k 
t3 n(n — k)2 
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Durch derartige Integralabschätzungen (nach un ten und oben) der Summen 
Mh und Sk f inde t man weiter (0 < •& < 1) 
(4) 
M h = ( 1 + o ( l ) ) l o g = - (1 + n(D) 
n — h 71 
S % = - k_ 
(тг — к) n 
1 +& 
(n — к) к) (n — к) n 
( 1 + 0 ( 1 ) ) 
und somit 
ТА < g / 1
 (7i — к) к -О . 
Daher läßt sich auf die Summe (2) der Satz von Ljapunoff anwenden, d. h. 
es gilt 
X ( . 
fik - м
к (5) lim P 
Р ^ Ч - ю - щ / - " 7 
dt. 
Wegen Mkh = M ( + 
С
л
) = 2 7 ' S u = D2(CÄ — С h) = У ~ braucht 
í=n +1 — к г i=n+l—k • 
man in den obigen Rechnungen nur n und I" durch n — h, bzw. к — h zu 
ersetzen, um mit Hilfe von y 0 die Beziehungen 
Je 
( 6 ) 
und 
(7) 
Slh = Sl(l+o(l)) 
\imP\C-k~Ch~Mkh 
S 
< x = Ф(ж) 
kh 
zu gewinnen. Da die Konvergenz in (5) und (7) gleichmäßig bezüglich x ist, 
ergibt sich aus (1) 
Bhk(x, y) = Ф 








 < и) + г
п
(ж,г/) = 
( 8 ) 
= Jn{x,y) + rn(x, у) 
und das Restglied rn konvergiert gleichmäßig in x und у gegen 0. 
Bei beliebigem у >. 0 bestimmen wir die Zahl x(y) durch die Gleichung 
y - x - M M = y-Mk oder i = y~Mk 
S kh Sk 
(Sk-8kh) + Mh. 
Nach (3) gilt Sk — Skh > 0. Falls У - м к 
S„ 
• oo und dabei x < 0, folgt 
wegen ^SA < f Ma
 a u s (g) <+e Behauptung des Lemmas. Wenn S, kh Sk 
RAND- UND ZENTRALGLIEDER E I N E R VARIATIONSREIHE 4 6 7 
y - м
к > — C 2 , ist f ü r genügend große n x > 0, denn mit (4) und (6) 
folgt S k - S k h 
Sl 
Mh Mh(Sk + Skh) 
sup Jn (x, у) = Jn (x, y). W e n n 
x 
bar die Behaup tung . 




oo, folgt n u n aus (8) unmi t t e l -
Es b le ib t noch übrig, den Fall У — M к 
S
x 
Bei beliebigem у > 0 gi l t die Abschätzung 
x—qSth x 
< C2, x > 0 zu be t r ach ten . 
(9) Jn(x> У) = J 
Ф 
M k 
J . . . gP{Ch<x-VSkh} + 
y - M k \ 
-'iStk 
+ У Ф 
Sk 
Das zweite Glied kann mi t у gleichmäßig beliebig klein gemacht werden ; 
< q sk — Skh _ Sk das ers te abe r ist kleiner als P 1 4ft • M h - n " k ° k h - ° k h 
s и sh sh 
u n d ver-
schwindet nach dem Satz von L japunof f f ü r n —»- Die Gleichung (5) gilt 
nämlich auch mit h an Stelle von k, u n d ebenso können wir in (4) к du rch 
h ersetzen. Daher folgt mi t Hilfe von (6) fü r genügend große n 
S к — skh 
Sh " 
'йл 
SfSk + Skh) 
Sh_ 
2 
( l + o ( l ) ) < h 
und 
J Cr v 
s h Sh 
Dami t is t das Lemma bewiesen. 
J e t z t müssen wir uns noch von den Voraussetzungen Л—>- oo, n — fc - > oo 
befreien. Wir beginnen mit der le tz teren, be t rach ten also die Funk-
tion RM(x,y) für h—>-oo, - - > - ( ) , n—l+* o o . Dann existiert eine Zahlen-
folge k(n), so daß — - > 0, n — k^- к g l . Da die Ranggrößen C„ 
к 
eine Markoffsche K e t t e bilden, sind £
л
 und C; un ter der Bedingung Çk = и 
unabhäng ig , und es gi l t 
Rhl(x, y) = J P {£, < x I £k = и) \ P {Ch < x I Cfc = u) - P {£h < x}] d P {Ck < re}. 
о 
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Natürlich brauchen wir n u r Werte von y zu betrachten, f ü r die der In tegrand 
im Intervall (0, y) positiv ist. Für solche Werte aber gilt 
Rhl(x, y) g J [P{C„ < x I :k = u}~ P { c „ < x}] dP{£k < u} = Rhk(x, y ). 
о 
Auf Grund des Lemmas 1 ist damit der bet rachte te Fall erledigt. Mit Hi l fe 
dieses Resul ta ts läßt sich aber in der gleichen Weise auch der Fall h -н oo 
behandeln. Dami t ist Satz 1 bewiesen. 
(Eingegangen: 28. August 1960; in umgearbei teter Form: 1. April 1962.) 
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ОБ АСИМПТОТИЧЕСКОМ ПОВЕДЕНИИ ЦЕНТРАЛЬНОГО И 
КРАЙНЕГО ЧЛЕНОВ ПОРЯДКОВЫХ СТАТИСТИК 
II . J . R O ß B E R G 
Резюме 
Используя метод A. R É N Y I автор доказывает, что упорядоченные 
статистики и Çk являются асимптотически независимыми, если п ->• ос-, 
h 
ON THE INDEPENDENCE IN THE LIMIT OF EXTREME AND 
CENTRAL ORDER STATISTICS 
hy 
A L A J O S K R E M  
I. Introduction 
Let | 2 , . . . , £n be independent random variables with t he same 
continuous distribution function F(x) = P( | , < x). L e t us arrange them 
according to their size and introduce the notation 
S*k=Rk(S1,S2, ...,Sn) ( l á i á " ) 
where t he function Rk (xv x2, . . . , xn) of n variables represents the £-th of 
the x1; x2, . . . , xn a r ranged in order of magnitude (£ = 1 , 2 , . . . , n). The 
random variables def ined in this way are not independent , as the relation 
£f g £*g... g s*n 
holds. 
W e shall investigate the independence in l imit of the variables | * as 
n—v oo. I t is known t h a t for constant h and к S* and S* are asymptotical ly 
independent [1]. Fur thermore it is known tha t the asymptot ic independence 
h к 
does no t hold for the central members ; more precisely if >- * ).2, 
n n 
0 < < X2, and if t he limiting distr ibution of the vector (£*, £*) is normal, 
then S* and £* are n o t asymptotically independent [5]. 
A . R É N Y I has informed me t h a t H . J . R O B B E R G has proved the asymp-
h-
totic independence of and S* under the condition 0 and suggested 
к 
to me to prove the same under more general conditions. According to his 
advices, I have proved in my B. Sc. paper in April 1961 among others the 
theorem of this paper , namely t ha t and are asymptotically independent , 
if 0. In the mean t ime H . J . ROBBERG has independently proved the 
Jc 
same result see [ 4 ] . The proof given below uses t h e method of A . R É N Y I . 
The essence of the method is the following: Let us construct the variables 
Vk = Ë(Sk) and Sk = - log % (£ = 1 ,2 n), 
it follows that 
rjt = F(St) and St = - log r j*_ k + l (k = 1, 2, . . . , n). 
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The variables £k have the exponential distr ibution function 1 — e ~ x (x g 0), 
and 
(1.1)
 = + . . . + к (k = l , 2 , . . . n ) 1 
П П — 1 П — « -f- 1 
where <5,- (г = 1 , 2 , . . . , n) a re independent random variables of exponential 
distribution funct ion with paramete r 1. Thus the variables | f , £ * , . . . , £ * 
form an addi t ive Markov chain. Making use of (1.1), it can be proved t h a t 
t he variables I f , I f , . . . , If fo rm a Markov chain too. 
II. Lemmas 
Lemma 1. Let be If = |<|> + |f2) where iim P( | |<n2> | > e) = 0 for arbit-
rary e < 0, furthermore let rj'n be independent from If1! U £n} bas a distribution 
function Fn(x) and r/f has a distribution function Gn(y), furthermore the limiting 
distributions iim Fn(x) = F(x) and iim Gn(y) = G{y) exist, then 
n * n ' ». 
iim P(If <x,ifn <y) = F(x)-G(y) 
that is If and r/f are asymptotically independent. If has also a limiting distri-
bution function F(x). 
The proof of this lemma is given e.g. in [3]. 
Lemma 2. Put 
3 - m (If) 
D(C?) 
where M(|> denotes the expected value of | and D 2 ( | ) the varience of |. If к 
n — к oo then 
x
 t , 
iim P( | A < x) = - f = { e 2 dt. 
п— \2л J 
Proof. Le t us apply the centra l limit theorem under L japunov ' s condi-
tions. Let |
л 1 , | n 2 , . Пкп be completely independent r a n d o m variables 
for any value of n (n = 1, 2, . . . ; kn g 1 integer). M( £nk) = Mnk, D(|nA) = 
= Dnh and Hnk = KM( I £nk - Mnk I3) (k=l, ...,kn and pu t 
3 
f~k ' "я 
f u r t h e r 
k„ 
2 D\k and Kn = 2 H3k. k= 1 
К 
— 2 £nk 
k= 1 
1
 F o r t h e p r o o f of (1.1) s e e A . RÉNYI [2"]. 





and let us denote b y Fn(x) the distr ibution funct ion of the variable ('n. Assum-
ing t h a t the L japunov ' s condition 
holds, we have 
lim ^ = 0 
> S„ 
]imFn(x) = - L Г 




n — j +1 
therefore 
takes the role of £nJ, and M(<5,) = ОЩ = 1 ( l g j gJc(n)), 
M (£*) = - + 1 
n n — 1 
S 2 = D2(Cf) = + 
• • + -
1 
and 
K* = 2 M 
l=i 
I t is easy to see t h a t 
( 2 . 1 ) S 2 > 
on t he other hand 
3 i 
n2 (те—l)2 
d, — 1 
+ ... + 
n — к + 1 
1 
(n — k + l)2 
n — j + 1 
k
 i V 1 
p i ( n - j + I) 
к 
( n + l ) ( n - k + l ) 
(2.2) K l < — , < — . 
к (те —7 + 1)2 те — к n(n — к) n(n — k)2 
F r o m (2.1) and (2.2) we obtain 
3 к 
К* 9k2(n + l ) 3 (те — k + l ) 3  
N« те2(те — A;)4 F & те — к 
as n - y o ° , because к - у °° and n — к—у 
Since the condition of L j a p u n o v holds, by the central l imit theorem the 
lemma follows. 
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Lemma 3. If к is constant, the limiting distributions of Cft and Cn-k+i 
exist, namely 
X 
Г t ^ e - ' lim P(«C? < x) = 









( 4 - 1 ) ! 
Proof. Applying the above method, we have (see e.g. A. R É N Y I [2]) 
Г lk e~' 
lim P(n С? < x) = lim P(«(I — y*_k + l) < n) = — 
J (к — 1)! 
о 




Г f - 1 lim P(nnf < x) = -
J ( 4 — 1) ! 
о 
dt. 
On the other hand 
7-k+i > log P(5S-ft+l - log « > - log x) , P (nrft < a-) = P 
therefore 
Г t1*-1 er' 
lim P(Ci_ f c+1 - log« > — log®) = — — J (к — 1)! 
о 
and from this we have 
dt 
lim Р(С*_
л+1 - log n < x ) = 
/• g-ufc-C—' 
J ( 4 - 1 ) ! du 
( 3 . i ; 
III. Proof of the asymptotic independence 
Theorem. If —>- 0 the following relation is valid 
к 
lim Р(С„ < x,Çk < y) = lim P(Çh < x)- lim P(Ck < y). 
J1-+00 n->oo 
Proof. Let us s tar t from the ident i ty 
- _ D u £ ) - ci - c i - м с * - Ci) 
'Л — _ ,..... ' s/, 4 
D (С?) DC* »л / 
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We apply Lemma 1 for the sum (3.1). In this case: 
(3.2) 
£<1)
 = Я - Я -
 M
 ^l +J*) |(2)
 = D (Я) 
D (S*k) D (St) 
Vn — Cft = Cfc . 
We must show tha t the following three assertions are t rue : 
1. f* and S h have limiting distributions, 
2. the second member on the right side in (3.1) is independent f r o m 
3. the f i r s t member on the right side in (3.1) converges stochastically to 0. 
The first assertion follows f rom Lemmas 2 and 3. The second assertion follows 
from formula (1.1). In order to prove t h e third assertion, it is sufficient to 
show tha t 
0 . 
D(flS) 
Let us now consider (1.1): 
= . . . + 1 ( A = l , 2 , . . . , » ) 
n та — 1 та — та + 1 
where b v b2, . . ., дп are independent r a n d o m variables of exponential distri-
bution with expected value 1 and covariance 1 ; therefore we have 
D = ( C ! ) _ _L + _ ! _ • + . . . + — 1 — < - Î -
та
2
 (та — l)2 ( т а - A - f l)2 та(та — h) 
and • 
D 2 ( : * ) = J L + — I — + . . . + 1 > . 
та
2
 (та— l)2 (та — £ - f l ) 2 (та + 1) (та - £ - f 1) 
From these follows t h a t 
therefore 
D2(0t)
 < *(» + ! ) ( » - + 1) < h(n -f 1) ^ 
D2(St) n(n — h) к nk 
О (St) 0 . 
So t he theorem follows from L e m m a 1. The assertion of the theorem is 
valid also if the variables have an a rb i t r a ry distr ibution. The proof follows 
easily f r o m our theorem by applying a t ransformation on the var iables 
I wish to take th is opportunity t o thank Prof. A . R É N Y I for his valuable 
advices and for reading the manuscr ipt . 
(Received November 1, 1961) 
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О ПРЕДЕЛЬНОЙ НЕЗАВИСИМОСТИ ЗНАЧЕНИЙ КРАЙНИХ И 
СРЕДНИХ ЭЛЕМЕНТОВ ПОРЯДКОВЫХ СТАТИСТИК 
A . K R E M 
Резюме 
Пусть случайные величины £
к
(к = 1 , 2 . . ., п) независимы и одинаково 
распределены и пусть F(x) = Р(| < х) их общая функция распределения. 
Упорядочим согласно их величине, (к = 1 ,2 . . . , п) означает 7-тую 
по порядке. 
Автор в своей работе показывает, что если для индексов h = h(n) и 
к = к(п) выполняется условие +0, тогда и £* будут асимптотически 
к 
независимы. В теореме используется следующая формула, предложенная 
A . R É N Y I [ 2 ] : 
(1.1) + - А - + . . . + , 
n п — 1 п — к + 1 
где С* = — log F($%_ k + 1) (к = 1, 2 , . . . , п) и ôx, ô2, . . . , ôn независимые, экс-
поненциально распределённые случайные величины с математическим 
ожиданием, равным 1. 
THE ASYMPTOTIC BEHAVIOUR OF A SYSTEM OF NONLINEAR 
DIFFERENTIAL EQUATIONS 
b y 
I . B I H A R I 
Introduction 
A great number of works deal with t he stability and asymptotic behaviour 
of the solutions of the nonlinear differential equation (system) 
d т — — -
(1) — = Ax -j- f(t, x), /7,0)= 0 
at 
where x = (xv . . ., xn). xt = xft), f(t, x) = (Д /„), /, = f,(t, xv . . ,,xn), 
» = 1 , 2 , . . ., n and A = (aik), aik = const, i, к = 1 , 2 , . . ., re. Their s tate-
ments bring into connection the behaviour of the solutions of (1) and those 
of the linear approximate equation 
(2) f = A y . 
at 
First P O I N C A R É and L I A P U N O V obtained results of this t y p e . They assumed the 
real par t s of the characteristic roots of Ä to be different, x and f(t, x) analyt ic , 
the series of the last funct ion beginning with at least second power. P E R R O N [ 1 ] 
assuming the continuity of f(t,x) only, and the p roper ty 1 ||/(Z, ж ) | | = 
= о (II ж И) (ж-»- 0, Z-v + oo), weakened these hypotheses and res ta ted the 
theorems of the above authors . As long as these results involved relations on 
a logarithmic scale, C O T T O N [2] found certain proper asymptot ic connections, 
which hold between x and y. He assured the „smallness" of the per turbat ion 
f(t, x) = Bx by the condition ( || В || dt < 
W I N T N E R ([3]—[4]) t reated the contrary-case, where the characteristic 
roots of A have all equal (vanishing) real parts (equal roots permit ted too), 
however he assumed t h a t (2) possesses bounded (pure sinusoid) solutions only, 
i.e. the corresponding elementary divisors of Ä are l inear . L E V I N S O N [5] did 
not assume the roots to be imaginary, b u t the boundedness of every solution of 
(2) and showed — having been restricted to linear /(Z, x) = Bx — t h a t every 
solution x(t) of (1) determines a solution y(t) of (2) containing pure sinusoid 
terms only, with the p roper ty x(t)—y(t)0 as t-*- + A special case 
of this theorem is involved in [4], and in certain pape r s of C E S A R I [6] and 
B E L L M A N [7] previously appeared. The last two works per ta in to homogeneous 
linear equations of re-th order. L E V I N S O N ' S theorem has been generalized by 
1
 T h r o u g h o u t t h i s p a p e r || x || = | х,- | , || A || = \ aik | 
i i.k 
4 7 5 
4 7 6 BIHARI 
H. WEYL [8], namely in two respects. First he did not assume f(t,x) to be linear, 
instead, he imposed on f(t, x) the requirement to have a "l inear majorant '" 
in the sense 
т,х)\\йд(1)\\Щ, J g(t) dt < ~ . 
On the other hand, he showed the converse of the theorem too, tha t t he re 
belongs to every solution y(t) of (2) a solution x(t) of (1) with у — x -*• 0, 
/ _> oo, provided that a linear condition of the type 
(3) ||/(f, x) - f{t, x*)| | ^ g(t) \\x - x*\\, f g(t) dt < oo 
is satisfied (t + 0, x, x* a rb i t ra ry) . This means, tha t there exists a one-to-one 
correspondence between the solutions of (1) and (2). 
The au thor stipulated in [9] instead of the linear majorizat ion (3) t he ' 
nonlinear condition 
(4) \\f(t,x)\\gg(t)co(\\x\\), Jg(t)dt<oo 
(t > 0, x a rb i t r a ry and co(u) continuous, monotone increasing etc.) and con-
cluded from the boundedness of the solutions of (2) to t h a t of the solutions 
of (1) and to t h e stability of t h e solution x s= 0. 
The present paper gives the generalization of the L E V I N S O N — W E Y L 
theorem under the condition (4) and 
(5) ||/(i, x) - f{t, x*) | | ^ git) co(\\x - x*\\), J g(t) dt<~> 
(t, x, x* a rb i t rary) 
I n addition, i t involves the extension of a resul t of W I N T N E R [ 1 0 ] concerning 
t he convergence of successive approximations and of another [12] related to 
a result of the author [11]. 
1. Let us begin with the mentioned r emark as to the successive approxi-
mations^ 
If f(t, x) is continuous in a certain domain of the space (t, x), then the re 
is a solution of (1) passing t h rough every po in t of the doma in and existing 
on an interval which includes t h e point. However, without a n y fur ther condi-
t ions this solution cannot be obtained by successive approximation, i.e. t he 
correspondent (usual) successive approximations do not converge. For an 
equation of the form 
(I/y 
( 6 ) = 
dt 
a Lipschitz condition assures t h e convergence and the uniqueness. This suggests, 
t h a t perhaps t he mere uniqueness of the solution is sufficient for the conver-
gence, but some known examples refute this . Nevertheless, if the sufficient 
assumptions of t he well-known uniqueness theorems are s t ipula ted for g(t, x) 
then the successive approximations relative to (6) are to be convergent a t 
least in a suff ic ient ly short in te rva l (s. [10], [13] p. 53, [14], [15]). The 
same will be shown here concerning (1), provided tha t f(t, x) satisfies an 
analogous condition which is n o t the most general one. (it is more resp. less 
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general than tha t of [10] resp. [13]), on the other hand the convergence will 
be established on the whole t >. 0 axis. 
There will he used the familiar formula 
t 
(7) x(t) = y(t) + J Y(t - r) /(г, Щт)) dr , y(t) = Y(t) a 
о 
connecting the solutions x(t) and y(t) of (1) and (2) resp., where Y(t) denotes 
the solution of 
dY — — — 
(8) - j - = ÄY, Y(0)=I (identity) 
(a is an arbitrary vector). 
Theorem 1. Let the following conditions be satisfied-. 
1. every solution of (2) is bounded for t ^  0, i.e. the real parts of the 
characteristic roots of Ä are non-positive and the elementary divisors belonging 
to the roots with zero real parts are linear (e.g. these roots are simple), 
2. f(t, x) is defined for t 0 and arbitrary x and satisfies (5), where 
i 
w(u) is positive, continuous, non-decreasing for и A. 0, I = oo, 
J co(w) J 
1 0 
oo 
(и)  co(u) 
(of course co(0) = 0), j g(t) dt < °°
 and g(t) is bounded. 
Then the successive approximations 
«o(Q = m , y(t) = Y(t) d 
(9) 
t _ 
« „ + I ( 0 =W) + J' Y(t - T) / ( r , xn(r)) dr, (n = 0, 1, 2 , . . . ) 
ô 
converge uniformly on t ^ 0 to the unique solution of (I) with ж(0) = a. (The 
starting point x0(t) is here not as commonly a constant.) 
Proof. First we show t h a t the sequence {xn(t)} is equicontinuous for 
t ^ 0. Namely, if tx > 0, t2 > 0 are arbitrary values, then by (9) 
xn+1(h) - Xn+X(t2) = y(tx) - y(t2) + Y(tx) J F(— r) fn dr - f(t2) f Y(- r) /„ dr, 
о 0 
where fn = j(r,xn(r)). Making use of the fac t tha t the sequence {xn(t)} is 
uniformly bounded (see below where this bound is given explicitly) say 
||ж„(/) Il è M, t ^ 0 we have (e.g. for t2 ^ tx) 
||5n+i(<i) - «„+1(4)11 á ||5|| | |Г(4) - Fii,)!! + 
+ IIY(h) - Y(t2)II co(M) n | F ( - r ) | | g(r) dr + ||F(<2)|| ш (M) f | |F( - т|| g(r) dr . 
ö t, 
Here the right member is independent of n and may be arbi t rary small b y 
choosing tx —12 small enough, which means exactly the mentioned equi-
continuity. 
15 A Matematikai Ku ta tó Intézet Közleményei VIII. A/3. 
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I n the second place the same sequence is uniformly bounded for 2 ^ 0 . 
According to cond. 1 |] Y(t) || < с fo r some c. 
W e assert t h a t 
(10) rn(t) = \\xn(t)\\gQ-x(Q.(a)+c $g(r)dT) = K(t) (n = 0 , 1 , 2 , . . . ) 
о 
и оо оо 
f dz , „. . f , , , Г du 
where a = с | | a | | , Q(u) = Í —— (
И ц
 > о). As ( g(t) < °° and I 
J o>(z) J ' J 
oo 
U о 
)(z)   co(u) 
(10) assures the boundedness in quest ion. Actually, we state somewhat more. 
From (9) we have 
t 
rn+1 + с j ' co(rn) g( r) dr ( = V Jt)) 
о 
and a stronger assertion than (10) will be proved, namely tha t 
(11) Vn(t) g K(t), t>0 ( n = 0 , 1 , 2 , . . . ) 
Irt fac t , suppose V„_ßt) g K(t), t ^ 0 and prove Vn(t) g K(t), t ^ 0. But 
Pn(0) = F(0), and if t h e last inequal i ty failed to hold for all t ф 0, there 
would exist a first place t0 Ig. 0, where 
(12) Vn(t0)=K(t0) and VJt) > K(t), t 0 < t < t l t 
where — 1 0 > 0 is small enough. T h e n 
Vn-i(t) < Vn(t) or ft>(Fn_x) gco(Vn), t0 < t < tx, 
whence being rn g F „ _ x r e s p . (o(rn) g £o(Fn_j) and Vn gi a > 0, F n _ x ^ a > 0 
we have 
ft>(Fn) w(F n _ x ) 
Hence b y integration 
Q{Vn(t))gQ(Vn(t0)) + c \g(r)dr. 
to 
However, by (12) 
Щ VJt0)) = Q(K(t0)) = Q(a) + c jg(r) dr , 
о 
therefore 
Q( VJt)) g Q(a) + с j g(r) dr = Q(K(t)), t0 <t <tx 
о 
or Vn(t) g K(t) in contradiction with (12). This proves ( U ) . But rn(t) g Vn_ßt), 
consequently rjt) g K(t), t 0. I t r ema ins to ascertain whether F0( i ) ^ K(t) 
t > 0 holds. Really we have 
t 
V0(t)=a + c $ co(\\y\\)g(r) dr 
ó 
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and the relat ion 
ß(F0(7)) = Q(a + с J eo(||t/||) g(r) dr) g Ü(a) + с J д( r) dr = Û(K(t)) 
о ó 
holds for t g 0, since it holds for 7 = 0 and t he derivative of t h e right member 
is not less for 7 g 0 than t h a t of the lef t one. In fact 
t 
d
 M , 
a + с dt 
and 
Ű CJ <°{\\y\\)9[r)dr 
о 
С ШМ1) ffjt)
 < ccu(a)flf(Q 
' ' t = t 
w(a + c j' ш(\Щд(г)Уг) m{a + с j 'ű%| j )g ( r )dr ) 
о ô 
^Q{K(t)) = cg(t) 
dt 
and an immediate comparison verifies our assertion. 
Thus the sequence (9) turned out t o be uniformly bounded and equi-
continuous. Therefore — corresponding to Arzela's theorem — it involves a 
uniformly convergent subsequence on every interval 0 g 7 g T, the continuous 
limit funct ion of which let be denoted by xT(t). An easy argumenta t ion shows 
tha t T may be taken T = ° ° too. Viz., let be T = n (n = 1 , 2 , . . . ) and regard 
the corresponding subsequence for [0, те0] (nn is a f ixed integer), then one of 
its convergent subsequences corresponding to [0, n0 + 1], etc. Now making 
use of the well-known diagonal method, we receive a subsequence uni formly 
converging for t g 0. Deno te this by {xkn(t)} (те = 1 , 2 , . . . ) and i ts l imit 
function b y x(t). We assert x(l) to be t he (unique) required solution, and the 
total successive approximation is converging to it. Name ly 
||/(t, x(r))-j(r, х
Ап
(т))|| ^ д(г) ш(\\х - xkn\\) 
Denote max || x — xkn || b y ôkn, then 
II f Y(t - r) [/(T, x(r)) - /(r, xkn(r) )J dr II ^  с со(0кн) J flf(r) dr 
о 0 
which t ends to 0 as те -*• Therefore t he sequence (ж
Ап+1) (те = 1, 2, . . .) 
consisting of the terms subsequent to t he terms of the sequence {xA„}, is also 
uniformly convergent and i ts limit x*(t) satisfies (according to (9)) 
x*(t) = y(7) + / F(7 - г) /(r, x(r))dr 
0 
Therefore x(t) is a solution of ( 1 ) for 7 g 0 if and only if 
x*(t) = x(t), t g o 
To this end it suffices to prove tha t 
u(t) = lim sup ||x„+1(7) - x„(7)|| = 0 , 7 ^ 0 . 
This m a y be done by a slight modification of Wintner ' s proof in [10] which 
can be omi t ted here (s. there).2 In order to demonstrate the convergence of 
the to ta l sequence (9), i t is enough to ascertain that (1) has a unique solution 
2
 Otherwise this proof will be carried o u t later (in 4) in a more complicated case. 
15* 
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with ï(0) = a, as in th is case [xn(t)} cannot have ano the r cluster element 
(viz. this would be also a solution). 
Suppose (1) has a n o t h e r solution xx(t) for t 0 w i t h ä+О) = a, t hen by 
(7) we have for the func t ion || x — xx || = r(t) 
(13) r{t)gcfg(r)co{r(r))dr 
ô 
where r(0) = 0. Let tx 0 be the first place, where r(tf) = 0, but r(t) > 0 
for tx<t <t2 with t2 — tx small enough. Then by (13) 
(14) r(t) gcjg(r)w(r(T))dr. 
Let the r ight member he deno t ed by V(t), t h e n V(t) > О (t > tx) and r(t) g V(t), 
whence 
c o m T ^ V i t ) ) resp. C g { t ) ^ g c g ( t ) . 
w(F) 
Hence by integrat ion 
V(0 t 
(15) [g{r)dx, t > t x . 
J w(u) J 
0 f, 
According to cond. 2 the in tegra l on the l e f t is divergent, whereas t h a t on 
t h e right is convergent, which involves a contradiction. 
2. The "asymptot ic in i t ia l value p rob lem" may be t r e a t e d in the same 
way. Here t h e relation 5(oo) = ц = y(oo) or x(t) — y(t)-+-0, t—>-+ will be 
_ ' t 
prescribed ( the la t ter when y ( ° ° ) does not exist). Then in in (7) and (9) the sign j 
mus t be replaced by — j a n d instead of t h e estimate (10) we get 
( 
I j x f t f j g D - H ű i W + c ' fg(r)dr) 
о 
where с = sup ]l Y(t) ]|, t h a t is, now the boundedness of t h e solutions of (2) 
for t g 0 mus t be supposed. The corresponding successive approximations 
converge then too. 
3 . Now we turn to t h e generalization of the result of L E V I N S O N and 
W E Y L . 
Theorem 2. Let the conditions 1 and 2 of Theorem 1 be satisfied and in 














в2) = —— > Qx - o2, cx> C2 
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where gf = ctq(i = 1,2), q = j g(t) dt, 0<mgm(2M) (M and Y%(t),Y2(t) 
о _ _ 
will be defined later) and cx = sup I Y x ( f ) |j, c2 = sup Y.,(t) . Summarising 





> X2 — Xx. Xx = min { Q v p2) , X2 = m a x (g4, g2) . 
(This is involved b y cond. 2 p rov ided Xx = 0). 
Then every solution x(t) of ( I ) determines a solution y(t) of (2) with 
x(t) — y(t) —*• 0 as t —>- + °° and the converse statement holds too. 
I n t he case of a linear m a j o r a n t — say case (IT) — OJ(U) == И a n d con-
di t ion 3 reads 
(Ff) eK e'-— > — 
A, Ax 
Since t h e funct ion / (g) = • — has a min imum a t g = 1, condit ion (F , ) is 
Q 
sa t i s f ied if X2 < 1 — t h e only case observed by WEYL—, b u t obviously in 
o t h e r cases too (e.g. fo r X2 = 1 or Xx = 0 ,1 , X2 = 1 ,1) . 
T h e f i rs t p a r t of t h e proof d i f fers hardly f r o m t h a t of W E Y L . 
I n a suitable coordinate sys tem (carrying ou t a non-degenera te t rans-
fo rma t ion , if necessary) Y(t) consists of blocks (e lementary divisors) of 
t h e f o r m 
e»t0 
e?t tx 





^ xi» tm-2 e>t t0 
where A means a character is t ic roo t of Ä. If Re X — 0, m = 1 (s. cond. 1). 
U n i f y i n g every e l emen ta ry divisor corresponding t o Re X < 0 in a block Z, 
a n d those j jor responding to Re X = 0 in another block Z , we obtain a decompo-
si t ion of Y(t) as follows 
%o-
0 Z 2 
in which Z f t ) ->-0 ( t — a n d Z2(t) are bounded for every t (also for t < 0). 
L e t t h e corresponding decomposi t ion of the u n i t - m a t r i x be 
I = 
0 3 , 
h+h 
w h e r e I x and I 2 a re n X n matr ices . Then Y(t) dissociates in t h e f o r m 
Y = Ylx + YI2 =Yx + Y2 
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Obviously, Г / ! ) —>-0, í-A- + oo and Y f t ) is bounded (for t < 0 too). Say 
H Y f t ) H £ c2 (t < 0) . 
Regard the solution j r f (1) and (2) corresponding to x(0) = y(0) = 
= 5 ( = c o n s t ) . Then y(t) = Y(t)a. These solutions are connected by the 
relation (7).Conversely, if (7) holds and x(t) satisfies (1), then y(t) fulfils 
(2) and i/(0) = x(0). _ 
Corresponding to Y(t), x(t) will be decomposed as follows: 
IyX + I2x = Xy + x2 
a n d similarly y(t) dissociates in t h e vectors y f t ) and y ft), where y f t ) is a damped 
oscillation and y f t ) consists of pu re sinusoid terms. Carrying out this decompo-
sition in (7) too, 
(16) x(t) = y(t) + $ 7 f t - r) fdr + / Y f t - r) jdr, f = /(г, x{x)) . 
0 ô 
Transform the second integral in the following way 
( = Y(t) J F 2 ( - t) fdr - J Y f t - x) fdr 
à о t 
(viz. Y f t - r) = Y(t - T ) I 2 = Y(t) Y(— X) 12 = Y(t) Y f - x)). 
H e r e the term | Yf—x) fdr is a constant vector 5, consequently (16) takes 
о 
on the form 
1
 _ _ - _ _ 
(17) x(t) = z(t) + j" Yy(t—t) fdr - J Y f t - x) fdx, z(t) = Y(t) (5 + 6) 
о t 
where z(t) is a solution of (2), belonging to the initial condition z(0) = a + b 
(recall a = yf))), and x(t) is a solution of (1) in the fu ture too independ-
en t ly of the preliminaries, provided z(t) satisfies (2) and the second integral 
in (17) converges. Bu t this converges, x(t) being bounded — say || ïc(t) |[ g 
g M, t > 0 — and 
\\Yft - x) f(x,x(x))\\ g с2д( x) й)(||х||) ^ с2д(х) m (M) , ]g(t)dt < oo 
Conversely, if x(t) is a solution of (1) ,then 
t „ _ 
(17') z(t) = x(t) — J Yy{t — t ) fdx + J Y f t — x) fdx , / = /(x,x(x)) 
о t 
is one of (2). Thus by (17') to all solutions of (1) there corresponds a unique 
solution of (2). 




Zy(t) = Xy(t) — J Y f t - r) /(г, x(x))dx 
0 
г f t ) = x f t ) + f Y f t - x) /( r , x{x))dx 
(viz. ïy Y y = Yy, Iy Y2 = 0, I2 Yy = 0, Z2 Y2 = Y, 2) 
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Now the relation x f t ) — z f t ) —> 0, t —*• + 0 0 follows f rom the conver-
gence of the integral in (182). I n order to prove tha t xft)— zfl)-+ 0, t —> -f- oo, 
i t is necessary to show t h a t t he integral in (18
х
) tends to 0 as t - > -f since 
z f t ) behaves similarly. 
Really, according to the definition of Y f t ) the relation || Y f t ) || A 
A cxe~kt (k > 0) holds, consequently 
t_ i 
' 2 í t_ 2 
J 11^x7 - ») /(*, *(*))|| dr = J + J A
 Cl e
 2
 co(M) J g(r) dr + 
ô 0 [ ô 
2 
t 
+ cxio(M) J g(r) dr . 
t 
2 
Here both te rms tend to zero as t —У + 0 0 . The first because of the exponential 
factor, the second in vi r tue of the convergence of j g(t)dt. According to (18), 
5,(0) = xx(0), z f t ) — x f t ) -> 0, t -> + oo. 
4. In order to prove the converse assertion, we apply successive approxi-
mation to solve the integral-equation (17') for a given z(t). Namely, let i t be 
defined by 
x f t ) = z(t) 
*n+i(t) = Щ + J Y f t - T) /( r, xn(r)) dr - J Y f t - T) f(r, x f t ) ) dr 
(n = 0,1, 2, . . . ) 
Hence II x f t ) || A cx || с | | = у and let us suppose t h a t e.g. c2 > cx and 
(20) rn(t) = \\xft)\\gK{t)=Q-x{Q(y + a) + (c2-cf){ g(r)dr), 
t 
then we prove rn+ft) A K(t), t 0. Here a is defined — i f possible— by 





(20') = ^ a j - - Q ( y + a) = j 
V+a 
f i'J: {><}. 
In the case (W) a — уд
х
 . 
<?! e<>' — Q2 e«» 
We have f rom (20) 
Q(K(t)) = ü(y + a) + (ca - cf j g(r) dr 
3
 T h i s is a res t r ic t ion concern ing ш(и), y, qx, q2. I t is u n c h a n g e d for сл > c2 . 
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whence 
(21) K'(t) = -(c2~Cl)g(t)œ{K(t)) 
Hence by (19), (20) and (21) 
rn+1(t) <У + сх j" g(r) co(rn( г)) dx + c2\ g(r) co(rn(r))dr g 
о t 
t 
йГ + с j J g( t ) co(K(r)) dr -+ c2 j gr(r) œ(K{r)) dr = 
С 1 Я ( 0 ) - С 2 Я ( о о ) 
О 
t 
= y — j K'lr) dr Г К'IT) dr = y + K(t) + 
C2 — « 1 J C2 - H J 
О ( 
Here it holds K(oo) = y -f a and by (20') 
K(0) = + a) + -
 6l) = у + В* a 
Q i 
Therefore 
rr+n(t)gK(t), í A O . 
B u t 
r0(í) = | | i ( í ) | | ^ y < * ( * ) • 
t hus (20) is proven by induction, i.e. 
rn(t)gK{t)gK{0)=y + —a = M, Í A 0 , (« = 0 , 1 , 2 , . . . ) , 
Qi 
e.g. in the case (IT) 
(22) M = y e"' g l ~ e 2 4 . 
Qx ee* — Q2 e'-'i 
Therefore t he sequence {+,(/)} (n = 0,1, 2, . . .) is uniformly hounded. I t is 
also equicontinuous, what can be easily shown along the lines of I. 
Corresponding to Arzela's theorem these two properties imply the exis-
tence of a for tgO uniformly convergent subsequence {x„k(t)) (k = 1,2, . . .) 
of the previous one (as in 1.; see the proof there), the continuous limit 
func t ion x(t) of which and t h a t of the also uniformly convergent subse-
quence {x„ l + 1(i) | (k = 1 , 2 , . . . ) — denoting its limit by x*(t) — satisfy 
together 
t 
x*(t) = z(t) + [ Y f t - r)f(r, x(r)) dr - j f2(t - r)f(r, x(r)) dr 
0 t 
4
 If c , > c 2 , M = K(oo) = y + a a n d in case (TT) this reads as M = yeQl—^ ^—5-. 4
 ' 0i e ' — ?2e 
T h e solution x{t) of (17) is stable relative to (17) a t leas t in the case (IF). This is obvious 
by (22). 
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Therefore x(t) is a solution of (17) if and only if 
x*(t) = x{t), t^O 
In order t o see this it is enough to prove tha t 
r(t) = lim sup rn(t) = 0 , rn(t) = ||xn(7) - xn_x(t) y 
71= = 
fur thermore tha t (17) has a unique solution (see 1.). Then the total suc-
cessive approximation (19) converges too. 
Now (19) gives 
r
n + ^ c i J g f ) wfn(r))dr + c2 j g(г) ы(гп(г)) dr, 
о t 
whence by a lemma of Fatou (cf. [10] p. 17) 
( n = 1,2, . . . ) 
r(t) g Cj j g(r) lim sup oj(rn(r)) dr -f- c2 j g(r) lim sup co(r„(r)) dr 
0 n = — I 
but lim sup co(rn(t)) g CD(r(t)). Viz., for n>N with a certain integer V > 0 , 
n = CO 
rn(t) < r(t) + £ (£ > 0) uniformly in t (i.e. for t ^ 0; see [13] p. 55),5  
consequently w(rn(t)) g co(r(t) + fi) or lim sup co(rn(t)) g co(r(t) + e) what 
involves our assertion, since £ > 0 is arbitrary. Hence r(t) satisfies 
(23) r(t) й cx j д(т) w(r(r)) dr + c2 j' g(r) w(r(t)) dr ( = V(t)), 1 ^ 0 . 
If (17) h a d two solutions — say x(t) and x°(t) , then g(t) = ||x(i) — x°(i)|| 
also satisfies (23) with q(1) instead of r(t). Therefore the proof of the identical 
vanishing of r(t) and g(t) takes place simultaneously. 
If e .g . гфф 0, 7 ^ 0 , then in (23) V (t) > 0, 7 ^ 0 , i.e. w(r(t)) ^co(F(7)) or 
(с, — c,) w(r(t)) g(t) „ , , , , 
— ' 4 ^ f - c i) 9(t) (C2 > ci) 
CD(F(7)) 
and by the substitution и = F (t), du — — (c2 — cx) g(t) w(r(t)) dt 
V(0) 
Г du Г 
— — ^ (c2 - + ) g(t) dt = (c2 - c 1 ) q = Q 2 - Q 1 . 
J co(u) J 
V(~) 0 
Here we bave 
F(0) =c2 Jgf(T) œ(r(r)) dr = c2mq 
о 
F(oo) = Cj I g(r) со(г(т)) dr = cxmq 
0 <mg ш(2М) 
5
 F i r s t this holds f o r a f in i te i n t e r v a l (0, Г) , b u t also for t > T p rov ided T is 





g p2 — qx in contradict ion to the condition 3. The case cx > c2 co(u) 
Q,m 
may be t r ea t ed in the same way. 
For cx ф c2 co(u) can be chosen as follows (suppose e.g. c2 > cx) 
w(u) = и log — = — и log и [о < и ^ — 
и \ e. 
and in a sui table manner fo r и > — .e The condition 3 reads now 
e 
Q,m 
du , log (p. m) Г u 
— = log 
J и log и log(p2m) 
Q,m 
provided t h a t p2 m g — or 
e 
(24) e^ l o g (pj m) < e l o g (p2 m), o r (p2 m)eQl < (p2 m)eQ'. 
The function /(p) = e® log (p m) has a maximum a t p = p0 provided m g — 
e 
resp. 2M g — where p0 is t he solution of the equat ion p log (p m) + 1 = 0, i. e. 
e 
(24) is fullfilled for p2 g p0, b u t in other cases as well. Condition Q2m g — 
e 
is surely satisfied, when q2co{2M) g— and 2 M g —, i .e . 
e e 
— Q2(2M)\og(2M) g — o r (2M)2M^e e'e 
e 
_ 






и log и 
lУ + - a] = e5' log У + — a 
1 1 0i 
provided M y + —a 
Qi 2e) 
For certain y, qx, p2, a this m a y be satisfied. Then all requirements are satisfied 
if p2 is small enough. However the assumption M g —- is not necessary. Per-
2 e 
2 1 6
 E. g. w(u) = f- и log и sui ts for M > — 
e e 
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haps in the opposite case the function f(g) = eB log (gm) has no maximum 
— viz. if m > — and then g2 can be a rb i t r a ry large. 
e 
1 1 ( 1 \k 
The func t ions co(u) = и log — log log —, . . . and« log— , . . . (0<1c < 1 ) 
и и \ и) 
can also be applied here. 
The case cx = c2 = с m a y be settled in a straightforward way or b y 
the limit process g 2 -o gx = q carried out in cond. 3 and (20'). Obtaining 
co(gm)<m, 0<mgw(2M) 
M = ды(М) + у , M = y + a . 
(25) 
I n the case (W) this leads t o 
о < 1 , M = — . 
1 - е 
In the present case for an actual nonlinear w(u) it seems to be im-
possible to obta in a reasonable result. 
Remark. Theorem 1 m a y be easily extended to a variable ma t r i x 
A(t) too provided that it is periodic or 
S i tr(A) dt > — oo 
holds. Theorem 2 seems also t o be capable t o an extension fo r a periodic A(t). 
5. As an application let us regard t h e equation (see [11]) 
(26) u" -j- и -j- g(t) h(u, u')= 0 , h(0, v) = 0 
for the scalar function и = u(t) with the following conditions to be satisfied. 
1. g(t) is continuous for t g 0 and J | g(t) | dt < 
2. j h(u, v) — h(u*, v*) g m(\u— «*' | + | v — v* |) where co(z) is as 
before. 
Then corresponding to every solution of (26) there exist two constants 
a „ Ф 0 and such tha t 
u(t) — a„s in(7 + (5Д-+0 , u'(t) — a„ cos (7 + ő «,)->- 0, 7-+ + oo 
holds and the converse assertion is valid as well. 
This s ta tement is closely related to t h e result of [11] (where the converse 
statement fails), and is a generalization of [12], p. 388. In particular, the 
estimate given in [11] m a y be obtained also here. In t h e present case as 
Yy = 0, cond. 3 of 3 is superfluous. St range enough, nei ther of the conditions 
h(k u, A v) = X h(u, v), sg h(u, v) = sg и (for arbitrary A, u, v) of [11] is here 
necessary. 
(Received Janua ry 14, 1963.) 
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I . B I H A R I 
Резюме 
L E V I N S O N [ 5 ] и W E Y L [ 8 ] показали, что если все решения уравнения 
(2) ограничены, тогда каждому решению x(t) уравнения (1) приподлежит 
одно решение y(t) уравнения (2) такое, что 
x(t) — y(t) —>• 0 , если t—y oo , 
и что обратное утверждение также имеет силу. Результат LEviNSONa отно-
сится только к линейным системам, результат WEYLa имеет силу и для 
нелинейных систем, однако только в том случае, если функция f(t, х) в (1) 
имеет «линейный мажорант». В настоящей статье автор распространяет эту 
теорему на нелинейные системы при условии (4), соотв. (5), далее он дает 
обобщение одного результата W I N T N E R A [10], относящегося к сходимости 
последовательных приближений. Он показывает сходимость последователь-
ных приближений (9), относящихся к уравнению (1) при условии (5). На-
конец, в качестве приложения он дает обобщение одной теоремы W I N T N E R 
из [12], которое очень схоже с одним результатом автора из [11]. 
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C Z I P S Z E R J Á N O S 
1 9 3 0 - 1 9 6 3 
Súlyos veszteség érte a Magyar Tudományos Akadémia Matematikai 
Kuta tó in téze té t egyik legtehetségesebb f ia ta l kutatójának, C Z I P S Z E R JÁNOSnak 
1963. június 15-én tragikus körülmények közö t t történt elhúnytával . 
C Z I P S Z E R J Á N O S 1930. november 16-án Budapesten született. Édes -
a t y j á t már korán elveszítette és édesanyjá t is elhurcolták a fasiszták 1944-ben, 
s a deportálásban ő is meghal t . Az így á r v á n maradt i f j ú t rokonai nevel ték 
fel; rendkívül sokoldalú intellektuális érdeklődésű, ku l tú rá l t , de zárkózot t 
természetű, visszahúzódó f ia ta lemberré fe j lődöt t . 1949-től 1953-ig a Budapes t i 
Eötvös Loránd Tudományegyetemen az alkalmazott matemat ika szako t 
végezte el. K i t ű n ő eredménnyel letett államvizsgája után Intézetünkben n y e r t 
alkalmazást és i t t dolgozott egészen korai, váratlan és valamennyi m u n k a -
t á r sá t mélyen megdöbbentő maga-kereste haláláig. 
Első sikereit a ma tema t ika területén még tanuló korában a r a t t a : az 
1 9 4 8 . évi K Ü R S C H Á K J Ó Z S E F versenyen első d í j a t , majd az 1 9 4 9 . évi versenyen — 
elsőéves egyetemi hallgató korában — dicséretet nyert . Negyedéves hal lgató 
korában az 1 9 5 2 . évi S C H W E I T Z E R M I K L Ó S emlékversenyen I I . díjjal ju ta lmaz-
t á k dolgozatát , amelyben a versenybizottság értékelése szerint megoldásai 
„éles matemat ika i elemzőképességről és ötletességről t anúskodnak . " 
1959-ben addigi munkássága alapján a Bolyai J á n o s Matematikai Tár-
sulat a G R Ü N W A L D GÉZA emlékdí j I. fokozatával tün te t te ki. Munkáinak ebből 
az alkalomból tör tént mé l t a t á sa szerint „dolgozatai a valós függvény tan 
és a halmazelméleti topológia eredményeinek és módszereinek beható ismere-
téről, eredeti, ötletes gondolkodásmódról, az elegancia i r á n t érzékről és erős 
krit ikai szellemről t anúskodnak" . Mélységes fá jda lommal kell megállapíta-
nunk, hogy a sors nem engedte valóra válni az értékelés befejező monda tának 
jóslatát : „ C Z I P S Z E R J Á N O S az analízis hazai f iatal ku ta tó inak egyik legtehet-
ségesebb, eredményekben gazdag pálya előt t álló t a g j a " . 
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C Z I P S Z E R J Á N O S nyomta tásban megjelent dolgozatai a valós függvénytan , 
a konst rukt ív függvénytan , a differenciálegyenletek elmélete, a gráfelmélet 
és a halmazelméleti topológia területét érintik. Az [ 1 ] dolgozat K . S A J D U K O V 
és R É N Y I A L F R É D eredményei t jelentősen továbbfej lesztve és ál talánosítva 
azt a kérdést vizsgálja, h o g y a 
{cos (k + T) x}, {1, ccs (k + T) X}, {sin (k + r) x}, 
{cos (к -+- r) x, sin (k + T) x}, {1, cos (k + r) x, sin (к + r) x} 
(£ = 0 , 1 , 2 , . . . ) 
tr igonometrikus függvényrendszerek a r paraméter mely értéke mellett tel-
jesek az 
Щ0,л), Щ0,2л), С(0,л), С(0,2л) 
függvényterekben, t o v á b b á milyen r mellet t minimálisan teljesek abban 
az értelemben, hogy bármelyik függvényt elhagyva belőlük megszűnik a tel-
jesség. 
A [2] dolgozat H . T I E T Z E ama nevezetes tételével kapcsolatos, amelv 
szerint egy metr ikus tér z á r t részhalmazán értelmezett folytonos valós függvény 
kiterjeszthető az egész t é r r e a folytonosság megőrzésével. S. B A N A C H (és az ő 
lengyel nyelvű közleményét nem ismerve G E H É R L Á S Z L Ó ) hasonló tételt bizo-
nyítot t be a Lipschitz-féle feltételnek eleget tevő függvényekre; ebben a rész-
halmaz zár tságára nincs is szükség. A főeredmény a lokális Lipschitz-feltétel-
nek eleget t evő függvényekre vonatkozó analóg tétel, amelyben ismét zár t 
részhalmazt kell alapul venn i . 
A [3] és [5] dolgozat a parciális differenciálegyenletek elméletében 
alkalmazva sikeresen a valós függvénytan módszereit. D . W I D D E R megad ta 
az uxx = Uf hővezetési egyenle t 
— OO < X < + OO , 0 < Í < С 
sávban nem-negatív megoldásainak egy integrálalakját , amelyben egy monoton 
növekvő függvény szerinti Stieltjes-integrál szerepel. C Z I P S Z E R J Á N O S megad ja 
annak szükséges és elegendő feltételét, hogy a hővezetési egyenlet valamely 
megoldása hasonló alakú, de korlátos vál tozású függvény szerint Stielt jes-
integrállal legyen előállítható és az ilyen megoldásokra á tvisz i a nem-negatív 
megoldásokra érvényes unici tási tételeket, valamint a megoldásnak a kezdet i 
feltételektől való függésére vonatkozó eredményeket. 
A [4] dolgozat egy elektrodinamikai problémát old meg egy G. és 
F . HABERLANDtól származó módszernek a továbbfejlesztésével; matematikai 
t a r t a lma egy differenciálegyenlet megoldásainak finom eszközökkel tö r ténő 
diszkussziójából áll. 
A [6] dolgozat azt a ké rdés t vizsgálja, hogy ha egy /(x) £-szor folytono-
san differenciálható, 2 л szer int periodikus függvényt trigonometrikus poli-
nomokkal egyenletesen approximálunk, mit lehet mondani /(fe)(x) és az appro-
ximáló polinom £-adik der ivá l t jának eltéréséről, az eltérést egyrészt a C(0, 2 л), 
másrészt az Lp(0, 2 л) térben tekintve. Foglalkozik az eredmények lokalizá-
ciójának és tovább i megjaví tásuk lehetetlenségének kérdésével is. 
A [ 7 ] dolgozat tárgya F . F R A N K L egy tételének ú j bizonyítása. Ez az t 
m o n d j a ki, hogy minden összefüggő, több pontból álló, elágazási pontot nem 
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tar talmazó, és megszámlálható mindenüt t sűrű halmazzal rendelkező Hausdorf f -
té r vagy egy intervallummal, vagy a körvonallal homeomorf. Az ú j bizonyítás 
gerincét az egyik segédtételnek C Z I P S Z E R JÁNOStól e redő igen elegáns bizo-
nyí tása a lkot ja ; ez lehetővé teszi a tétel általánosítását és az ál talánosítot t 
tétel érdekes alkalmazásait is. 
A [8] dolgozat megold egy A L E X I T S G Y Ö R G Y által m á r évtizedekkel eze-
lőtt felvetet t és többek á l ta l vizsgált problémát. Felhasználva H . B L U M B E R G 
ama tételét, hogy egy zár t interval lumban értelmezett valós függvény folyto-
nos az intervallumnak valamely mindenüt t sűrű részhalmazán, először is 
megmuta t ja , hogy hasonló érvényes egy minden p o n t j á b a n második kategó-
riájú szeparábilis metrikus térnek tetszőleges metrikus térbe való leképezé-
seire, majd pedig ennek segítségével bebizonyítja, hogy az ilyen leképezések 
tetszőleges konvergens sorozatához megadható olyan mindenüt t sűrű rész-
halmaz, amelynek minden pont jában, az illető részhalmazra szorítkozva, 
lokálisan egyenletesen konvergens a sorozat. 
A [9] dolgozat F . H I L L E , G. K L E I N és S . I Z U M I té te le i t élesítve megmu-
t a t j a , hogy ha az f(x) f üggvény az Lp( — » , függvényosztályhoz tar to-
zik és E a számegyenesnek véges h mér tékű részhalmaza, akkor 
J I fix) {PdxgCpWfWP-iCüJf, h), 
È 
ahol cp csakis p-től függő állandó, | | / | | p az Xp( — t é r b e l i no rmá t jelöli, 
és 
c o j f , h) = s u p { II f(x + t ) ~ f(x) II, : 0 < t g A} . 
Hasonló té te l t bizonyít be az Zp(0, 2те) tér esetére is. Az élesebb té te lek bizo-
nyítása emellett jóval egyszerűbb is az eredeti bizonyításoknál. 
A [10] dolgozat a konvex, zárt , korlátos síkbeli halmazok belső parallel-
ta r tományaival kapcsolatban bevezetet t és az izoperimetrikus egyenlőtlenség 
élesítésében nagy szerepet játszó, R É N Y I A L F R É D á l ta l a halmaz karakterisz-
t ikus függvényének nevezet t kifejezéssel foglalkozik és megadja annak szük-
séges és elegendő feltételét , hogy egy függvény valamely halmaznak az előbbi 
értelemben vet t karakterisztikus függvénye lehessen. 
A [11] dolgozatban olyan gráfok szerepelnek, amelyeknek csúcsai a ter-
mészetes számok; gr(w)-nel jelölve az 1 , . . . ,n csúcsok közötti élek számát, 
azt a kérdést vizsgálják a szerzők, hogy milyen gyorsan kell а g(n) függvénynek 
nőnie ahhoz, hogy biztosan lehessen állítani bizonyos előírt típusú részgráfok-
nak a létezését. 
A [12] dolgozat egy tetszőleges E halmazon megadot t és bizonyos tulaj-
donságokkal rendelkező S függvényrendszert tekint és olyan feltételeket keres, 
amelyek biztosítják, hogy egy ado t t függvényt N-beli függvényekkel tetsző-
leges pontossággal egyenletesen lehessen approximálni. A dolgozat főeredmé-
nye egy ilyen jellegű általános tétel bizonyítása, amelyből könnyen kiadódnak 
W. M A A K , H. B A U E R és G. N Ö B E L I N G régebbi eredményei, t o v á b b á egyéb 
érdekes, részben topológiai alkalmazások. 
Korántsem volna teljes az a kép, amelyet C Z I P S Z E R J Á N O S fényes tehet-
ségének a matematikai ku ta tás terén elért eredményeiről alkotunk, ha csupán 
az ő neve alatt megjelent dolgozatokra szorítkoznánk. Igen jelentős volt és 
számos munkatársának nyú j to t t igen hathatós segítséget az a tevékenysége is, 
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amelyet más matematikusok munkáinak lektoraként végze t t . Ebben a nagy 
energiát felemésztő, sokszor hálátlan munkakörben mindig áldozatkészen 
ve t t részt és pára t lan odaadással élte bele m a g á t másoknak gondolatvilágába. 
Fá radha ta t l an alapossággal készített b í rá la ta i nemcsak a kisebb elírások 
aprólékos kiigazítására t e r j ed tek ki, hanem szinte mindig t u d o t t valami ta r ta l -
milag is értékeset nyú j tan i egy-egy tétel általánosabb kimondása, egy-egy 
bizonyítás egyszerűsítése, egy-egy állítás tovább i élesítésének lehetetlenségét 
k imuta tó ellenpéldák keresése révén. Ilyen jellegű mintaszerű munkájából 
is ki kell emelni R I E S Z F R I G Y E S összegyűjtött munkáinak kiadásában való 
közreműködését, és egészen külön kell szólni arról a tevékenységéről, amelyet 
e sorok írójának a topológia alapjairól írott könyvével kapcsolatban fe j te t t ki. 
Mint az emlí te t t monográf ia egyik lektora, rendkívül gyorsan elsajátí-
t o t t a a könyvben tárgyalt szintopogén s t ruk tú rák elméletét és kiválóan bele-
dolgozta magát az ennek tárgyalására bevezete t t újszerű appará tusba; m á r 
lektori véleményével együt t számos kisebb-nagyobb jav í t ás ra vonatkozó 
javaslaton kívül közölt néhány ú j eredményt is, amelyek az elméletet néhány 
ponton igen jelentősen továbbfejlesztet ték. Ezeknek egy részét már a könyv 
első, francia nyelvű kiadásába bele lehetett venni. Ugyanakkor azonban önálló-
an is felvetett további problémákat , amelyeknek megoldására azután egészen 
ú j fogalmakat vezetet t he és ezeknek a segítségével igen mélyen fekvő, szép 
eredményekhez ju to t t . Ezeknek publikálására nem akart vállalkozni, viszont 
er re vonatkozó feljegyzéseit rendelkezésemre bocsátva lehetővé tette, hogy 
a könyv angol és német nyelvű kiadásában vizsgálatainak eredménye nagy 
részben napvilágot lásson; ezekben a kiadásokban három fejezet csaknem telje-
sen C Z I P S Z E R J Á N O S eredményeit tartalmazza. Ezek arra vonatkoznak, hogy 
hogyan lehet egy szintopogén t e r e t bizonyos igen egyszerűen felépítet t „stan-
d a r d " szintopogén terekbe izomorfan beágyazni (olyasféleképpen,mint ahogyan 
a teljesen reguláris topologikus tereket kockákba lehet beágyazni homeo-
morfan) . Egyes eredményei azonban nem kerültek be a könyvbe s ma sincsenek 
még publikálva. 
C Z I P S Z E R J Á N O S túlzásba h a j t o t t szerénysége folytán n e m törekedett 
semmiféle tudományos cím vagy fokozat megszerzésére, pedig értékes tudo-
mányos eredményei alapján ez m á r régebben indokolt lett volna . Meg kell 
emlékeznünk arról is, hogy C Z I P S Z E R J Á N O S öt éven át volt az In téze t könyv-
tá rosa ; ezt a m u n k á j á t példás lelkiismeretességgel, alapossággal és kiváló 
szervezőképességgel végezte; gondos és szakértő munkája eredményeképpen 
a könyv tá r rendkívül sokat fe j lődöt t . 
H a magába zárkózott egyénisége kevesek számára t e t t e is lehetővé, 
hogy magukat bará ta inak mondhassák, mint csendes, szerény, előzékeny 
m u n k a t á r s a t mindnyá jan őszintén szerettük. F i a t a l életének t ragikus meg-
szakadása mindnyá junka t mélységesen megrendítet t . Emlékét kegyelettel 
megőrizzük. 
C S Á S Z Á R Á K O S 
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I J Á N O S C Z I P S Z E R 
1930-1963 
Математический Институт Академии Наук Венгрии понес тяжелую 
утрату: 15 июня 1963 года трагически погиб J Á N O S C Z I P S Z E R ОДИН И З его 
талантливых работников. J . C Z I P S Z E R родился 16 ноября 1930 года в 
Будапеште. Своего отца он потерял ещё в детские годы, его мать будучи 
заключенной в концлагерь в 1944 году стала жертвой фашизма. Сироту 
воспитывали родственники. 1949—1953 гг. J . C Z I P S Z E R учился на факуль-
тете естественных наук Будапештского Университета на кафедре матема-
тики. После окончания учебы он начал работать в нашем институте, где 
оставался вплоть до последнего времени. 
Первых математических успехов J. C Z I P S Z E R добился ещё во время 
учебы. В 1948 году на конкурсе имени J . K Ü R S C H Á K он получил первую 
премию, на этом же конкурсе 1949 года он был отмечен грамотой, на кон-
курсе в память М . S C H W E I T Z E R В 1952 году занял второе место. Его работа 
была отмечена жюри как «отражающая развитые аналитические способ-
ности и богатство мыслей». 
В 1959 году Математическим Обществом имени János Bolyai он был 
награжден премией первой степени в память G . G R Ü N W A L D . В оценке его 
работ отмечается, что «его статьи показывают глубокое знание достижений 
и методов теории действительных функций и топологической теории мно-
жеств, оригинальность и богатство мыслей, чувство изящности и критиче-
ский дух». С глубокой печалью надо отметить, что судьба не дала возмож-
ности осуществиться одному из высказываний о том, что J . C Z I P S Z E R , 
«одного из талантливейших молодых исследователей, у нас в стране ждет 
блестящая научная карьера в области математического анализа». 
Научные работы J. C Z I P S Z E R относятся к теории действительных 
функций, к конструктивной теории функций, к вопросам общей топологии, 
к теории дифференциальных уравнений и теории графов. Его идеи, всегда 
отличающиеся своей ясностью, глубиной, изящностью и оригинальностью, 
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часто содержали решение таких проблем, над которыми безуспешно рабо-
тали другие математики. J . C Z I P S Z E R проводил ценную работу по редак-
тированию рукописей своих сотрудников; его замечания никогда не органи-
чивались исправлением несуществленных ошибок, а непосредственно каса-
лись вопросов обобщения теорем, упрощения доказательств, построения 
контрпримеров, иллюстрирующих невозможность дальнейшего обобщения. 
Среди таких значительных работ надо отметить его участие в издании тру-
дов F. R I E S Z И особенно работу по редактированию рукописи монографии 
об основах общей топологии, написанной автором этих строк; кроме боль-
шого числа более или менее важных исправлений J . CZIPSZER добавил 
целый ряд значительных результатов по вопросам, рассматриваемым в этой 
работе, среди них одни можно найти во французском издании, остальные 
дали материал для трех новых глав немецкого и английского изданий. 
Работники нашего института искренне любили этого скромного, спо-
койного, отзывчивого и всегда готового помощь человека. Трагический конец 
молодой жизни глубоко тронул нас. Он навсегда останется в наших сердцах. 
Á . CSÁSZÁR 
J Á N O S C Z I P S Z E R 
1930 — 1963 
L ' Ins t i tu t de Mathématique de l'Académie des Sciences de Hongrie 
vient de subir une grave per te : le 15 juin 1963 décéda dans des circonstances 
tragiques un de ses collaborateurs de grand talent, J . CZIPSZER. 
Il naqui t à Budapest le 16 novembre 1930. Il perdi t son père dans son 
enfance et sa mère, déportée en 1944 pa r les allemands, devint victime du 
fascisme. L'orphelin fu t élevé par la parenté. De 1949 à 1953, il fit ses é tudes de 
mathématiques à la Facul té des Sciences de l'Université de Budapest. Après 
avoir terminé ses études, il t rouva un emploi dans notre Insti tut où il travail-
lait jusqu'à sa mort prématurée cherchée par soi-même. 
Ses premiers succès en mathématique datent du temps de ses études. 
Il gagna le premier prix au concours de mathématique J . K Ü R S C H Á K de l'année 
1948, puis obtint une récompense au même concours de l'année 1949. Il rem-
porta le second prix au concours commémoratif M. S C H W E I T Z E R de l'année 
1952; d 'après l'opinion du comité organisateur du concours, son travail „témoi-
gne d'une faculté analytique aiguë et d 'une richesse en idées". 
En 1959, la Société Mathématique János Bolyai lui attribua le premier 
degré du prix commémoratif G . G R Ü N W A L D . L'appréciation de ses t ravaux 
déclare que „ses articles montrent une connaissance pénétrante des résultats 
et des méthodes de la théorie des fonctions réelles et de la topologie ensemb-
liste, un raisonnement originel et plem d'idées, un sens pour l'élégance et un 
esprit critique". C'est avec une profonde tristesse que nous devons constater 
que le sort mauvais ne permit pas que la prédiction de la dernière phrase de 
cette appréciation s'accomplit: ,,J. C Z I P S Z E R est un des plus doués des jeunes 
chercheurs de l'analyse mathématique dans notre pays, une carrière scienti-
fique riche en succès l ' a t t end . " 
CZIPSZER JÁNOS (1930-1963) 4 9 7 
Les t ravaux scientifiques de J . C Z I P S Z E R concernent des questions de la 
théorie des fonctions réelles, de la théorie constructive des fonctions, de la 
théorie des équations différentielles, de la théorie des graphes et de la topologie 
générale. Us se dis t inguent par la clarté, la profondeur, l'élégance e t l'origina-
lité des idées et contiennent souvent la solution de problèmes que d 'autres 
mathématiciens t en ta ien t en vain de résoudre. E n dehors de cela, il accomplis-
saient un travail de grande valeur en critiquant les manuscrits de ses collègues; 
les remarques faites p a r lui en quali té de lecteur ne se bornaient jamais à la 
correction d'erreurs inessentielles mais touchaient toujours les questions 
relatives au contenu comme la généralisation des théorèmes, la simplification 
des démonstrat ions, la construction de contre-exemples m o n t r a n t qu 'une 
généralisation ultérieure n'est plus possible. P a r m i ses t ravaux excellents de 
ce genre, il faut ci ter sa collaboration dans l 'édit ion des oeuvres complètes 
de F. R I E S Z et part iculièrement son activité comme lecteur du manuscri t de la 
monographie sur ies fondements de la topologie générale de l ' auteur de ces 
lignes; en dehors d ' un grand nombre de corrections plus ou moins essentielles, 
il enrichit la théorie t rai tée dans l 'ouvrage en question d'une série de résultats 
profonds et impor tan t s dont quelques-uns t rouvèrent place dans l'édition 
française et les au t res fournissaient la matière de trois chapitres nouveaux des 
éditions anglaises e t allemandes. 
Tous les travail leurs de notre Inst i tut a imaient sincèrement ce collègue 
silencieux, modeste, prévenant et toujours prêt à aider. L ' interrupt ion tragique 
de sa jeune vie nous affecta profondément. Nous gardons de lui un pieux sou-
venir. 
Á . C S Á S Z Á R 

M Á G N E S E S D I P Ó L U S F O R G Ó M O Z G Á S A I D Ő B E N L A S S A N V Á L T O Z Ó 
M Á G N E S E S T É R B E N 
B É K É S S Y A N D R Á S é s J Á N O S S Y L A J O S 1 
1. Legyen egy a t o m mágneses momentuma 
(1) M = Вв's ' 
ahol p B a Bohr-féle magneton és s a mágnesezés i rányába muta tó egység-
vektor. 
II térerősségű mágneses térben az s vektor precesszió jellegű mozgást 
végez, amelyet nem-relativisztikus közelítésben az 
(2) s = — Дв ( s X / / ) 
n 
mozgásegyenlet ír le, hacsak a mágneses térnek és az a tom mágnesezettségének 
inhomogén voltát f igyelmen kívül hagy juk ; az evvel já ró effektusokat akkor 
tudnánk figyelembe venni , ha (2) he lye t t a Pauli-egyenleteknek megfelelő 
hidrodinamikai egyenleteket választanánk a tárgyalás alapjául. 
На II állandó, v a g y ha változik is időben, de rögzítet t i rányba muta t , 
akkor (2) megoldása azonnal felírható; alkalmasan választott koordináta-
rendszerben Hx = Ну = 0, H2 = H(t), és 
sx = sin 0 • cos xp , 
Sy = —sin 0 • sin xp , 
(3) sz = cos 0 , 
t 
V = J H(t')dt', 
í„ 
ahol t(í és 0 integrációs állandók. (Csak ké t tetszőleges integrálási ál landó van, 
mert fe l te t tük, hogy s egységvektor.) A (3) megoldás muta t ja , hogy s a II 
térerősség irányával á l landó szöget zá r be, — aká r változik II az időben, 
akár nem —, a precesszió szögsebessége pedig 
2 
w(t) = хр = — в
в
 H(t) . % 
2. Ha egy atom inhomogén mágneses téren halad át , akkor mágnesezési 
vektorának precesszióját (2) írja le, ahol II most az a tom környezetében ural-
1
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kodó mágneses térerősséget jelenti . Miközben az atom a téren áthalad, a reá 
ha tó erő i rány és nagyság szerint is változik. H a az erő csak nagyság szerint 
változik, de i r á n y szerint nem, akkor, mint a (3) egyenletrendszer muta t j a , 
a precessziós k ú p nyílásszöge vál tozat lan marad . Általában azonban fel kell 
tételeznünk, hogy a mágneses térerő az a tom pá lyá ja mentén i r ányá t is vál-
toz ta t j a , és elemezni akar juk a precessziónak a tér i rányának változásával 
j á ró módosulását is. Meg kell t e h á t oldani a (2) egyenletet — legalább is köze-
lítőleg — mind nagyság, mind i rány szerint változó, az idő függvényeként 
ado t t II é r ték mellett . 
Vezessünk be evégett egy speciális koordinátarendszert a következő-
képpen. Legyen h = H\H, legyen tehát h a mágneses térerősség (pillanatnyi) 
i rányába mu ta tó egységvektor, és legyenek az ex, e2, e3 orthogonális rendszert 
a lkotó egység vektorok az alábbi egyenletekkel értelmezve: 
(4) ex = h, e 2 = h/h, e 3 = e 1 X e 2 , 
ahol h = I h I. Az (1) vektoregyenletet bontsuk komponensekre az ex. e2, e 3 
rendszerben, legyen tehát 
(5) sk = sek, (4 = 1 ,2 ,3 ) 
és ekkor (2) szerint az sk komponensekre a következő egyenleteket k a p j u k : 
= h s 2 , 
(6) s2 = К s3 — hs1 , 
s3 = — Ks2, 
ahol 
(7) K = H(t) = \H\, 
fi 1l2 
és h = I h I , m i n t előbb. 




mennyiséget ú j változóként és jelöljük vesszővel az и szerinti differenciálást . 
Az и független változóval a (6) rendszer á tmegy az 
s3 — S2 
(8) 
rendszerbe, ahol 
(9) 4 = Á 
К 
Sj — le S2 ) 
— S3 Jc 
dh 
du 
Ha a mágneses tér egyál ta lán nem vá l toz ta t j a i rányát , akkor h = 0, 
2 és (7) szerint К — — pBH(t), t o v á b b á (3) szerint и az a szög, amellyel a precesz-% 
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szió fo lyamán a mágneses dipólus a kezdő időponttól í-ig elfordult . Abban 
az esetben, ha a tér i ránya változik, de ez a vál tozás lassú a precesszióhoz 
képest, az и mennyiség még jó közelítéssel méri ezt a szöget. A dimenziótlan 
(szám dimenziójú) к mennyiség t e h á t (9) szerint a mágneses tér h i rányának 
elfordulását méri a precessziós szögelforduláshoz képest (közelítőleg), és ezért 
gyakorlat i lag feltételezhető, hogy к 1. 
3. H a k ' = 0, azaz ha a mágneses tér nem fordul el, vagypedig A"-val 
arányos szögsebességgel fordul el, akkor a (7) rendszer megoldása 
(9a) Sj = — к a cosy + b, 
(9b) s2 = a m sin у , 
(9c) s3 = a cosrp -f к b , 
ahol 
(10) o) = + > 4> = cou + <p, 
az a, b, rp mennyiségek pedig integrálási állandók, amelyek között az 
(11) co2(a2 + &2) = 1 
összefüggés áll fenn, ha s egységvektor. 
Könnyen kiszámítható, hogy a precesszió tengelye az (ev e3) síkban 
fekszik és az ex i ránnyal olyan szöget zár be, amelynek szinusza k/co, a precesz-
sziós kiip nyílásszögének szinusza pedig éppen aco. H a fc <S 1, akkor (9) és az 
éppen mondot tak szerint a precesszió olyan tengely körül megy végbe, amely 
kissé elhajlik a mágneses tér ex i rányától ; a precessziós kúp ugyan utána fordul 
a mágneses tér i rányának, de nyílásszöge állandó marad. 
Plauzibilis ezek u t á n feltételezni, hogy a precesszió jellege akkor sem 
változik lényegesen, ha к lassan ugyan, de változik, t ehá t k ' 4= 0, F <í 1. 
Ezt a következőkben ismertetet t meggondolások t ámasz t j ák alá. 
4. A (8) rendszer harmadik egyenletének differenciálása ú t j á n az s{ + 
+ sj; -h = konst. = 1 integrál felhasználásával s3-ra az 
(12) s"3 + + = к \!l - s 2 - (s'3)2 
egyenlet adódik, ahol a jobboldalon álló négyzetgyököt sx előjelével egyezőnek 
kell választani . (Hacsak a kezdeti sx(0) nincs nagyon közel a nulla értékhez, 
akkor feltételezhető, hogy sx hosszú ideig t a r t j a előjelét.) 
Mivel к 1, a (12) egyenlet kicsiny, nem-lineáris taggal per turbál t 
rezgésegyenletnek tekinthető, és így a lkalmazhat juk rá N . M. K R Ü L O V 
és N . N . B O G O L J U B O V módszerének azt a vá l fa já t , amelyet JTR. A . M I T R O -
P O L J S Z K I J dolgozott ki és ír t le ([1], 107—115. o.). 
Legyen 
к = s k(s и) 
alakú, ahol £ 1. А к mennyiség ilyen alakban való felvételével nemcsak azt 
köt jük ki, hogy к 1, hanem azt is, hogy k' k. A megoldást 
s3 = а(м) со ягр(и) + er feu, a, y>) -f e2r2(eu, a, y>) -f- . . . 
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alakban keressük, ahol a és y> az 
a' = s Ax(e u, a) -f- e2 A2(e u,a) -f- . . . 
y>' = 1 + e Bx(e u, a) -)- e2 B2(s u, a) -f- ... 
egyenletnek tegyenek eleget, és kikötjük, hogy a y-ben periodikus rv r2, . . . 
függvények Fourier-sorában az alapharmonkus nulla ampli túdójú, másszóval, 
hogy s3-ban az alapharmonikus teljes ampli túdója a(u). 
A számolás részleteit i t t mellőzzük és ismét a már idézett [1] munkára 
u ta lunk. Az-eredmény az, hogy 
Ax = A2 = 0, Bx = 0, 
в 2 = — ВД, 
A t e h á t még második közelítésben is (e3 nagyságrendű tagoktól eltekintve) 
a = a(u0) = konst. , a precesszió kúpszöge nem változik, (12) teljes megoldása 
pedig ebben a közelítésben azonos a (9c) egyenlettel (e3 nagyságrendtől elte-
kintve). 
5. Annak bizonyítására, hogy a precesszió kúpszöge hosszú időn keresztül 
nem változhat lényegesen, szolgál még az alábbi meggondolás. 
A (8) egyenletrendszert hozzuk normálalakra, vagyis sx, s2, s3 helyett 
vezessünk be olyan ú j vál tozókat , amelyeknek változása (az и szerinti deri-
vál t ja ) kicsiny. Ilyen mennyiség a (9) egyenletekben szereplő a és q>. Fogjuk 
fel a (9) egyenleteket transzformációs egyenleteknek, vagyis tegyük fel, hogy 
a és ip függnek м-tól. A függést (8) szerint a következő egyenletek fejezik ki: 
(13) 
, w Vb 
(а со) =— cosrp , 
w 
k'b 
y>' = ш -) sin tf> , 
а со
2 








а со = cos Я , 
к = tg у , 
b = — sin Я = sin Я cos у 
m 
Я' = у ' cos у 
rp' — w -f у ' tg Я sin у>. 
Feltételezve, hogy у ' = (arc tg к) ' kicsiny, а (14) egyenletek muta t j ák , 
hogy а Я és a 
(15) cp = y> — J œ du' = yj — ü(u) 
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változó d e r i v á l t j a kicsiny: 
ÍA' = fi' cos ip 
( 1 6 ) 
<p' = y' t g A sin yi. 
Ezek t e h á t normálegyenle tek a fenti é r te lemben . 
(14) szer in t гр' ~ со és mivel со ~ 1, a y> változó kb . a r á n y o s м-val, ennél-
fogva a (14) első egyenletének in tegrálásából adódó 
u 
А(м) — A(0) = J y'(x) cos ip(x) dx 
о 
egyenlőségből a r ra köve tkez te the tünk , h o g y 
I X(u) — A(0) I <g j y(u) - y(0) !, 
mivel az a l a t t az idő a la t t , amíg у lényegesen megváltozik, cos y-nek igen sok 
per iódusa lezajl ik. 
Ez a következte tés természetesen n e m állja meg he lyé t , ha a precesszió 
periódusa és у között rezonanc ia van, h a t e h á t pl. 
y'(u) ~ cos y>(u). 
6. T e g y ü k fel most, h o g y a precesszió és a mágneses t é r változása közö t t 
olyan jellegű rezonancia v a n , amelynek következtében az 
и 




integrál (ahol Q(u) = j co(u) du, mint e lőbb) nagy и é r t ékek re nem e lhanya-
o 
golhatóan kicsiny. Ebben az esetben a (16) normálegyenletek megoldása a 
и 




cp = l im — W(u) t g s i n (9> + ß ( « ) ) du 
и и j 
(17) 
egyenletek megoldásához áll közel (lásd [1], 327—332. o.) az in tegrá lás и 
szerint i t t á l landó tp és A mel le t t é r t endő . 
A 
A = q cos a = lim — Г у'(и) cos Q(u) du 
U J 
0 ( e è o ) 
u 
ß2 — q s in a = l i m — Г у'{и) s i n ß ( « ) du 
и J 
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jelölésekkel (I7)-ből 
(18a) A' = ßx c o s <p — ß2sinf = q s in (<p -f- a ) , 
(18b) (p — tg X(ßx sin <p + ß 2 cos <p) = g tg Д sin (<p + a ) . 
E rendszernek egy integrálja 
С = sin (cp + a) cos A , 
ennélfogva a (18a) egyenlet felhasználásával 
x 
i ' cos x dx 
Q U
 ~ ) f c o s 2 x — C2 ' 
m 
vagyis 
(19) sin A = У1 - С2 sin (qu + ß), 
ahol a ß integrációs állandó; 
sinA(O) = ]/l — C2 sin ß . 
A q mennyiség természetesen igen kicsiny, úgyhogy sin A a sin A(o) 
kezdőértéktől kiindulva igen lassan ingadoz ik—j /1—C 2 és ]/l —C 2 között , 
cos A pedig G és 1 között. Azonban cos A ~ aco, eredményünk tehát azt jelenti, 
hogv az аса mennyiséggel jel lemzett precessziós nyílásszög ál ta lában még a mon-
dot t típusú rezonancia esetében sem csökken le tartósan nullára, hanem a kez-
deti a(0) értékből kiindulva igen lassan ingadozik a nulla és egy a kezdeti 
feltételektől függő határszög között . 
(Beérkezett: 1963. június 26.) 
IRODALOM 
[ 1 ] Б О Г О Л Ю Б О В , H . Н . — М И Т Р О П О Л Ь С К И Й , Ю . А . : Асимптотические методы в теории 
нелинейных колебаний. 2е издание, Москва, 1958. 
ВРАЩАТЕЛЬНОЕ ДВИЖЕНИЕ СВОБОДНОГО МАГНИТНОГО ДИПОЛЯ 
В МАГНИТНОМ ПОЛЕ, МЕДЛЕННО ИЗМЕНЯЮЩЕМСЯ ПО ВРЕМЕНИ 
A. BÉKÉSSY и L. JÁNOSSY 
Резюме 
Статья посвящена проблеме вращения свободного магнитного диполя 
в магнитном поле, медленно изменяющемся по времени. 
Пусть s — единичный вектор в направлении оси диполя, тогда урав-
нение движения имеет вид: 
( 1 ) s = BÄ(s(t) x H(t)), 
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где H(t) означает напряженность магнитного поля, а у
в
 — константа. В пер~ 
вом приближении вращающийся диполь можно считать классической мо~ 
делью атома, движущегося в негомогенном магнитном поле, в этом случае 
/iB — магнетон Бора, а II — средняя величина силы магнитного поля в не-
посредственной близости к атому. 
Если абсолютная величина H медленно изменяется во времени, а её 
направление остаётся неизменным, тогда уравнение (1) имеет простое реше-
ние. Как известно, при вращении вокруг вектора II с переменной угловой 
скоростью диполь описывает прецессионный конус, при этом угол раствора 
конуса остается постоянным. 
Даже тогда, если направление II изменяется, имеется важный спе-
циальный случай в котором решение пишется в явном виде с тем резуль-
татом, что ось прецессионного конуса вращается вместе с магнитным полем, 
но угол раствора конуса остается постоянным —, именно, введем систему 
координат, определенную следующим образом: 
(2) 
, И h 
Ci — ib — j C'i — • > Co — C-i C-) • 
HI \h\ 





4 = к(и) • s2, 
s3 — k(u) • Sy, 
du 
= — « 2 . 
dh 
— и где 
du 
где Sj = e ; • s ( j = 1, 2, 3) ; к 
новая независимая переменная. Если к(и) = const., тогда решение системы 
(3) имеет следующий вид: 
(В 
= — ka cos у) + b, 
s2 = a w sin y>, 
s3 = a cos y> + kb, 
(f = wu + <p), 
где со = + № и a, b, <p постоянные, между которыми имеется соотноше-
ние, a>2(a2 + б2) = 1 показывающее, что вращение происходит под постоян-
ным углом наклона вокруг оси, отклоняющейся от направления е
л
 (т. е. 
от направления Н). 
2 A Matemat ikai Kuta tó In téze t Közleményei VIII . В/4. 
5 0 6 В ÉKÉSSY - JÄ.NOSSY 
Главный результат работы — установление того, что уравнения (4) 
приблизительно верны и тогда, если к(и) меняется, при условии, что сама 
dk 
функция к(и) и её производная — = к' малы по сравнению с 1, — исклю-
йте 
чая случай, когда между угловой скоростью прецессии и изменением силы 
магнитного поля наблюдается сильный резонанс. Из определения ясно, что 
величина к(и) — если она мала — приближенно выражает соотношение 
между поворотом поля и угловой скоростью процессии. В силу этого в 
большинстве важнейших случаев к(и) 1 или к'(и) <g 1. 
Для решения системы дифференциальных уравнений (3) использо-
вался метод Н . М . К Р Ы Л О В А — Н . Н . Б О Г О Л Ю Б О В А — Ю . А . М И Т Р О П О Л Ь С К О Г О [ 1 ] . 
ROTATIONAL MOTION OF A FREE MAGNETIC DIPOLE IN A MAGNETIC 
The paper deals with t he problem of rotational motion of a free magnetic 
dipole in a f ie ld varying slowly in time. 
Let s be t he unit vector pointing in to the direction of the dipole axis, 
t he equation describing the motion of s in non-relativistic approximation 
is then the following: 
where II(t) denotes the magnetic field s t rength and pB = const. In a f i rs t 
approximation, the rotating dipole may he regarded as a classical modell of 
an atom moving through an inhomogenous magnetic field, in which case 
p B denotes t he Bohr magneton, and II(t) is the average of the field strength 
in the close vicini ty of the a tom. 
If the absolute value of II varies wi th time, but its direction remains 
fixed, equation (1) is easily solvable. As it is well known, the dipole describes 
a precession cone round H wi th varying angular frequency, the opening angle 
of the cone, however, remains strictly constant . 
Even if t h e direction of II varies, there is an important particular case, 
in which the solution may be exactly wri t ten down with the result t ha t t he 
cone of the precession turns round with the magnetic field, bu t with constant 
opening angle. Namely, let us introduce a system of coordinates determined 
b y the unit vectors ev e2, e 3 defined as follows: 
FIELD SLOWLY VARYING IN TIME 
by 
A. B É K É S S Y and L. JÁNOSSY 
Abstract 
(D s У С О Х Н И ) , 
(2) ex = h = 
II h 
I HI 
e3 — ex X e 2 . 
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Вв \ U((t') h(hxh) 
к 
dt' 
as a new independent variable. Now, if k(u) = const. , the solution of the system 
(3) is 
ISj = — к • a- cos xp -f- b, 
s2 = aw sin xp', xp = ш и + cp 
s3 = a cos xp + kb, 
where w = ]/l + k2 and a,b,xp a r e constants wi th co2(o2 + b2) = 1, showing 
t h a t the precession takes place w i t h a constant opening angle around an axis 
inclined to the direction of (i.e. of //(/)). 
The main resul t of the paper is that the equations (4) are approximately 
valid even if Щи) varies with u, supposed k(u) itself and its derivative dk/du 
are small compared to 1, — except of cases of strong resonance between the 
angular velocity of the precession and the changes of the magnetic field. 
I t is clear from the definitions t h a t the quanti ty k(u) — supposed to be small — 
expresses the ra te of turning of t h e field to the angular velocity of precession, 
approximately. Therefore the conditions k(u) g l and k'(u) 1 are fulfilled 
in most practical cases. 
The mathematical methods used for analysing (3) were t ha t of N. M. 
K R Y L O V , N. B O G O L Y U B O V and of Yu . A. M I T R O P O L S K Y , described e.g. in [ 1 ] . 
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A SZMIRNOV-TÉTEL ALKALMAZÁSA EGY RAKTÁROZÁSI 
PRORLÉMÁRA 
Z I E R M A N N M A R G I T 
Revezetés 
A termelő vállalatok zavartalan működéséhez szükséges minimális kész-
letek mennyiségének a meghatározása fontos népgazdasági érdek. A gazdasági 
szakembereket, közgazdászokat és matemat ikusokat egyaránt foglalkoztat ja 
az a probléma, hogy milyen módszerrel határozható meg a zavartalan termelést 
biztosító minimális raktárkészlet s ezzel kapcsolatban a minimális forgóeszköz 
szükséglet. A forgóeszköz szükséglet megállapításánál jelenleg a lkalmazot t 
számítási módszerek a termelés adott mértékben növekvő volumenéhez ugyan-
olyan mértékben növekvő forgóeszköz szükségletet engednek meg, illetve 
írnak elő (akkor is, ha a termelés belső összetétele és az anyagfelhasználási 
normák változatlanok). 
Éppen ezért fo rdul t az Országos Tervhivatal a Matematikai K u t a t ó 
Intézethez az elmúlt év során azzal a kéréssel, hogy matematikai módszerekkel 
vizsgáljuk meg azt, hogy a termelés folyamatos anyagellátását biztosító kész-
leteknek az a része, amely a (szállításban, termelésben, stb.) fellépő véletlen 
ingadozások okozta szükséglet fedezésére szolgál miképpen alakul akkor, 
ha a termelés nő. 
A végzett munkáról tanulmány készült,1 amelyben egyrészt a fe l te t t 
kérdéssel kapcsolatos vizsgálatokról ad tunk számot , másrészt olyan modelleket 
ál l í tot tunk fel, amelyek alkalmasak a folyamatos termelést adott valószínűséggel 
biztosító legkisebb raktárkészlet mennyiségének a meghatározására, feltéve, hogy 
egyedi normájú, folyamatos felhasználású és nem helyettesíthető anyagokról 
van szó. 
Jelen cikk a t anu lmány 4. §-ának az anyagát öleli fel. A tanu lmányban 
foglalt további gondolatokat és eredményeket tar ta lmazza P R É K O P A A N D R Á S 
sajtó a la t t levő [4] cikke. 
1. §. A matematikai modell felállítása és tárgyalása 
A jelenlegi gyakorla tban sok esetben az a helyzet, hogy ha egy vállalat 
megrendel valamely К mennyiségű anyagot , akkor ezt a megrendelt mennyi-
séget egy előre meghatározot t időtar tamon (pl. negyedéven) belül kizárólag 
1
 Tanulmány a folyamatos termelést biztosító legkisebb raktárkészlettel kapcsolatos 
egyes problémákról (a matemat ika i részt P R É K O P A A . és Z I E R M A N N M . , a közgazdasági 
részt B A G Ó F. és R I E B L . írták). Kézirat, 1962. 
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a megrendelést teljesítő vállalattól függő időpontokban és részletekben kap ja 
meg. A megrendelést teljesítő vállalat t ehá t csupán arra kötelezi magát, hogy 
egy meghatározot t időpontig a megrendelt К mennyiséget feltétlenül leszál-
lítja, f enn ta r tva magának az előszállítások jogát. 
Ez esetben a megrendelő vállalathoz beérkező rész-szállítások mennyisé-
gét s maguka t a beérkezések időpontjai t is valószínűségi változóknak tekint-
het jük. 
Ha a t ö b b évi tapasz ta la t azt m u t a t j a , hogy a szóban forgó anyagból 
megrendelt К mennyiség a vizsgált időtar tamon belül (pl. negyedévről 
negyedévre) többnyire n alkalommal és nagyjából egyenlő részletekben érkezik 
be (és nincs okunk annak feltételezésére, hogy a megrendelést teljesítő vállalat 
ettől a szokástól a jövőben eltér), akkor ezen utánpótlási rendszer leírására 
a következő matematikai modellt2 t a r t j u k alkalmasnak: 
Modell. Tekintsünk egy [0, T] intervallumot, amelyre véletlenszerűen 
dobunk re pon to t . Az n pont helyét a T hosszúságú szakaszon jelölje £v | 2 , . . . , 
£n (0< I, < T, i = 1, 2, . . . , re). Ekkor а I,- valószínűségi változók — min t 
ismeretes — egymástól független, a [0, T j -ben egyenletes eloszlású valószí-
nűségi változók. Rendezzük nagyság szerint növekvő sorrendbe а I,- ér tékeket , 
és jelölje I* (k = 1,2, . . . , re) e számsorozat &-adik elemét. A valószínűségi 
változók reprezentál ják a beérkezési időpontokat . Minden egyes pontban 
(0 < I* < ! * < . . . < £* < T) a megrendelt mennyiség re-ed részével megnő a 
raktárkészlet. 
A következőkben arra a kérdésre adunk feleletet, hogy valamely vizsgált 
időtartam kezdőpontjában a szóban forgó anyagból mekkora az a legkisebb 
raktárkészlet , az ún. kiinduló készlet, amely a modellben leírt u tánpót lás t 
tételezve fel, az egész időtartam alatti folyamatos napi с intenzitású felhasználást 
1 — e valószínűséggel biztosítani tudja. 
Az e ( 0 < e < 1) kockázat értékeként a gyakorlatban csak igen kis 
értékek jöhetnek szóba, pl. e = 0,08; 0,05; 0,01, é.i.t. e ér tékének a megválasz-
t á sa természetesen komoly mérlegelésen a lapuló döntést k íván (pl. abban a 
tekintetben, hogy a népgazdaságnak jelentősebb megtakar í tás t okoz-e az, 
ha e értékét növel jük, ami a ki induló készletet csökkenti ugyan, de a termelés-
kiesés lehetőségét növeli). A továbbiakban e ér tékét adot tnak tételezzük fel, 
azonban, mint lá tn i fogjuk, az alkalmazott módszer mellett re elég nagy ér téke 
biztosítani fogja e kicsiny vo l t á t . 
Jelöljük [0, Tj-vel a vizsgált időtar tamot , ilf-mel a ki induló készletet. 
Minthogy napi с intenzitású felhasználást té te leztünk fel, ezér t cT a [0, T ] 
időtar tam a la t t i összfelhasználás, tehát a 0 időpontot megelőzően К = cT 
mennyiséget rendel tünk. Je lö l je pt a t időpontig összesen a r ak tá rba 
érkezet t anyag mennyiségét, és yt a t időpontig összesen felhasznált (ill. a rak-
tá rhó i kivett) anyagot . A feltételezések ér te lmében yt = ct. 
Az alábbi ábra a modell szerint lejátszódó utánpótlás egy lehetséges 
realizációját ábrázol ja az re = 5 esetben. 
Az ábrán a vízszintes tengely jelenti az időtengelyt és ezen a £*, £*, 
£*, £*, I* pon tok a beérkezési időpontokat , a függőleges tengelyen szerepel 
2
 Azt az esetet , midőn az utánpót lás rendszerében nemcsak a beérkezési idő-
pontok, hanem az egyes véletlen időpontokban beérkező mennyiségek is véletlen inga-
dozást muta tnak, tárgyal ja P R É K O P A András — a Bevezetésben emlí te t t — cikke. 
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7jt értéke. A ! * , . . . , £ * időpontok mindegyikében egyenlő mennyiség, —-
5 
cT 
érkezik be. Ezekben az időpontokban t e h á t rjt értéke tel megnő. Ábránkon 
5 
T)t alakulását a lépcsős függvény mu ta t j a . Az y = ct egyenes pont ja i a t idő-
pontig összesen felhasznált (ill. a r ak tá rbó l kivett) anyag-mennyiséget ábrá-
zolják — napi с egységnyi folyamatos felhasználást té telezve fel. 
Tegyük fel tehát , hogy a 0 időpontban M raktárkészletünk van . Vala-
hányszor y, > y,, akkor az ezen t időpontot megelőző időszakasz egy részében 
biztosan fennakadás lenne a termelésben anyaghiány mia t t , ilyenkor mindig 
az M raktárkészlethez nyú lunk . Nyilvánvaló tehát, hogy M-et úgy kell meg-
választanunk, hogy az r]t lépcsős függvény M-értékével növelt ordinátái nagy 
valószínűséggel mindig az y = ct egyenes pontjai fe le t t (esetleg ra j ta ) helyez-
kedjenek el, azaz előre a d o t t valószínűséggel az 
(1) 4, + M ^ c t 
egyenlőtlenségnek kell teljesülnie. A (1) egyenlőtlenséggel ekvivalens az 
(2) r j t ^ — M + ct, 
. illetve az 
(3) rjt — ct ф — M 
egyenlőtlenséggel. Az á b r á n az y = — M -f ct egyenes lá tható. 
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Álta lában, ha az előre a d o t t kockázat é r t éke e, akkor a (3) egyenlőtlenség 
a lap ján M-gt ú g y kell megválasz tanunk, hogy a S* beérkezési idő-
pon tok minden lehetséges elhelyezkedésekor 
(4) P { inf (r]t — et) ^ — M} ^ 1-е 
0 <t<T 
legyen. 
1. Tétel. Ha n elég nagy (n > 20), alclcor a [0, T~\ időtartam alatti napi 
állandó с felhasználást 1 — e valószínűséggel biztosító kiinduló készlet 
log j c T 
(5) M , 
y 2 n 
ahol e~-n g s < 1. 
Bizonyítás. A (3) egyenlőtlenség mindké t oldalát cT-vel osztva, vezessük 
b e az x = , és az = jelöléseket. E k k o r (4) helyet t a következő össze-
függés t k a p j u k : 
(6) P ( inf (ux - X) è - 4 л ! ^ 1 - £ > 
(о<х<1 cTJ 
1 2 
ahol ux lehetséges értékei 0, — , 1. Minthogy a modell feltételezése szer in t 
n n 
a f j | „ valószínűségi vá l tozók egymástól független, egyenletes eloszlásúak 
a [0, T ] in te rva l lumban, t e h á t а С,- = ~ ( 7 = 1 , 2 , . . . , n) valószínűségi 
vá l tozók is azok a [0, 1] in te rva l lumban . E n n e k alapján a (6) összefüggésben 
szereplő ux mennyiséget t e k i n t h e t j ü k a [0, l ] -ben egyenletes eloszlású C, 
valószínűségi változókból v e t t n elemű r endeze t t minta empir ikus eloszlás-
függvényének , amelyet Fn(x)-szel, míg x ennek a m i n t á n a k az elméleti 
eloszlásfüggvénye, amelyet F(x)-szel szokás jelölni. 
Arra a megál lapí tásra j u t o t t u n k tehát , hogy J / - e t az a lább i összefüggésből 
kell megha tá roznunk : 
(U inf (Fn(x) - F(x)) ^ - Ц -
o < x < i с T 
^ 1 — e . 
N . S Z M T R N O V [ 1 ] ismert t é te le szerint azonban 
(8) sup (F(x) - F„(x)) <y}~ í1 - ^
 u
ha y
 > ° 
x [ 0 ha y g 0 . 
А (7) valószínűségre a lka lmazzuk a SzMiRNOV-tételt, ekkor 
P [ inf ( F n ( x ) - F(x)) ^ - Щ = 
(0<x< ! c T ) 
(9) r _ M -2 FtE 
= P Wn sup (F(x) - Fn(x)) < Yn — ~ 1 - e C'T' 
( 0<x<l cT 
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H a az t akarjuk, hogy M, a ki induló raktárkészlet 1 — e valószínűséggel 
fedezze a [0, T ] időszak alat t i napi с felhasználást, akkor (7) és (9)-ből kifolyó-
lag az alábbi egyenletnek kell fenállnia: 
(10) 
Mfn 
1 - e ^ = 1 E . 
M 
Tekintet tel arra, hogy 0 < —^ < 1, tehát csak olyan e értékek jöhetnek 
szóba, amelyre e - 2 " g e< 1. Ekkor a (9) egyenletet M-те megoldva, a tétel 
állításában szereplő M értéket kapjuk . 
Az (5) aszimptotikus képlet M ér tékére annál jobb közelítést ad, minél 
nagyobb n, tehát minél több részletben szállítják le a megrendelt mennyiséget 
a vizsgált időtar tam ala t t . A gyakorla tban azonban többnyire n = 4, 5, 
é. i. t . M értéke meghatározására ekkor alkalmasabb az alábbi explicit formu-
lát alkalmazni: 
M 
2. Tétel. Ha 0 < — < 1, akkor az adott e értékhez tartozó kiinduló készlet : 
cT 
M a következő összefüggésből határozható meg : 
(П) 
ahol [rail — — 
L 1 cT 
M_ 
Vt 









az n 11 
cT 
-ben foglal t legnagyobb egész számot jelenti. 
Bizonyítás. S Z M I R N O V [2], s tőle függetlenül B I R N B A U M és T I N G E Y 
[3] bebizonyítot ták, hogy minden o lyan n , e és y ér tékre, amelyre fennál l , hogy 
(12) E = P{sup (Fn(x) - F(x)) è У) , 
ahol Fn(x) az F(x) eloszlásfüggvényű alapsokaságból vett ra elemű minta 
empirikus eloszlásfüggvénye, igaz a következő összefüggés: 
(13) £





\v + í 
j-
i n n 
ahol [ra(l —y)~\ az ra(l — y ) - b a n foglal t legnagyobb egész szám. 
A (7) egyenlőtlenséget megfelelően átalakítva, az alábbi, vele ekviva-
lens egyenlőtlenségre ju tunk : 
(14) P f sup (F„(x) - F(x)) < -1-
0<X<1 cT 
A l — £, 
ahol £ a (13) képletben szereplő kifejezéssel egyenlő, ha y = — . Ezzel a bizo-
cT 
nyítani k íván t összefüggésre j u to t t unk . 
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A csatolt t áb láza t 3 e = 0,1; 0,05; 0,025; 0,01; 0,005 értékeihez az — 
ér tékeket ta r ta lmazza , « = 1 , 2 , . . . , 40 esetében. c T 
, ]\I 
így pl. az « = 5 esetben, az e = 0,05 kockázathoz t a r tozó — ér ték 
0,50945, t ehá t cT 
P { inf (Fb(x) - F(x)) ^ — 0,50945} = 1 - 0,05 = 0,95 . 
0 < x < l 
Ebből az összefüggésből, a 2. Tétel a l ap j án a következő megállapítást 
t ehe t jük : 
H a a [0, T] időszakban 5 egyenlő (vagy közel egyenlő) részletben, de 
egyenletes eloszlásnak megfelelő véletlen időpontokban érkezik be a megren-
del t mennyiség, akkor a 0 időpontban, t ehá t a vizsgált időszak kezdőnapján 
0,50945 • cT mennyiségnek, clZcLZ cLZ összfelhasználás 50,945%-ának raktáron 
kell lennie ahhoz, hogy a [0, T] időtar tam a la t t i napi с egységnyi folyamatos 
felhasználást 0,95 valószínűséggel biztosítani t u d j u k . (Ha pl. T = 90 nap , 
akkor ez kb. 46 nap i készletet jelent.) 
Ha a közölt táblázatban szereplő é r tékeke t egybevetjük A S Z M I R N O V -
t áb láza t (lásd pl. [3], pp. 595.) megfelelő értékeivel, akkor az t tapaszta l juk, 
hogy az aszimptot ikus értékek nagyobbak az „egzak t " értékeknél, továbbá, 
hogy az eltérés и = 20-tól kezdve már nem lényeges, « = 50-től kezdve pedig 
rendkívül kicsi. 
Igv a fenti példában, midőn « = 5, e = 0,05 a SzMiRNOV-táblázatból 
M 
— ~ 0,5473, t e h á t M ~ cT • 0,5473. 
cT 
2. §. A rendelt mennyiség és a beérkezési időpontok számának hatása 
a kiinduló készletre 
Az l.§-ban t á rgya l t modellt tételezve fel, vizsgáljuk meg, hogyan alakul 
M értéke abban az esetben, midőn a következő [0, T ] időtar tam alat t a napi 
felhasználás intenzi tása, t ehá t a megrendelt mennyiség is nagyobb. A 
SzMiRNOV-íéte/ alkalmazásával n y e r t (5) összefüggés szerint 
cT 
M ~ — 
К 2 
log — 
- , e - 2 " < г < 1 
n 
Tegyük fel, hogy a napi felhasználás cx = kc (k> 1), a megrendelt mennyi-
ség tehá t kcT, t ovábbá , hogy az u tánpót lás a modellben adott feltételek szerint 
játszódik le, ismét « számú véletlen beérkezési időponttal . Ekkor , ha az 1 — e 
biztonsághoz, t o v á b b á az «, с értékekhez tar tozó kiinduló készletet M(n, c, e)-
nal jelöljük, akkor az ú j kiinduló készlet ugyanazon E, «, de kc mennyiséghez 
t a r tozó értéke (5) szerint 
kM(n, с, E) 
lesz. Ha tehát a beérkezési időpontok száma változatlan marad, megnövekedett 
3
 A táblázat é r téke i t Leslie A . M I L L E R számí to t ta ki , „Table of Percentage Points 
of Kolmogorov S ta t i s t i c s" című dolgoza tában f Journal of the American Statistical Associ-
ation 51 (1956), 111—121. 
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napi termeléshez — f e l t é v e , hogy az e k o c k á z a t o t n e m v á l t o z t a t j u k — ugyan-
olyan arányban megnövelt kiinduló készlet kell. 
A g y a k o r l a t b a n a z o n b a n a m e g r e n d e l é s m e n n y i s é g é n e k a n ö v e k e d é s e 
a b e é r k e z é s i i d ő p o n t o k s z á m á n a k a n ö v e k e d é s é t v o n j a sok e s e t b e n m a g a u t á n . 
Az (5) k é p l e t b e n с h e l y é b e t e g y ü n k kc-t (k > 1) és m h e l y é b e zn-et (z> 1), a k k o r 
к (15) M(zn, kc, s) = —=M(n, c, e) < kM{n,c,e). 
1lz 
H a t e h á t a beérkezési időpontok száma is megnő, a k k o r — v á l t o z a t l a n 
e k o c k é z a t me l l e t t — a kiinduló készlet kisebb mértékben növekszik, mint a meg-
rendelés mennyisége. 
T Á B L Á Z A T 
n Б = 0.1 
с = 0.05 e = 0.025 Б = 0.01 
Б = 0.005 
1 .90000 .95000 .97500 .99000 .99500 
2 .68377 .77639 .84189 .90000 .92929 
3 .56481 .63604 .70760 .78456 .82900 
4 .49265 .56522 .62394 .68887 .73424 
5 .44698 .50945 .56328 .62718 .66853 
6 .41037 .46799 .51926 .57741 .61661 
7 .38148 .43607 .48342 .53844 .57581 
8 .35831 .40962 .45427 .50654 .54179 
9 .33910 .38746 .43001 .47960 .51332 
10 .32260 .36866 .40925 .45662 .48893 
и .30829 .35242 .39122 .43670 .46770 
12 .29577 .33815 .37543 .41918 .44905 
13 .28470 .32549 .36143 .40362 .43247 
14 .27481 .31417 .34890 .38970 .41762 
15 .26588 .30397 .33760 .37713 .40420 
16 .25778 .29472 .32733 .36571 .39201 
17 .25039 .28627 .31796 .35528 .38086 
18 .24360 .27851 .30936 .34569 .37062 
19 .23735 .27136 .30143 .33685 .36117 
20 .23156 .26473 .29408 .32866 .35241 
21 .22617 .25858 .28724 .32104 .34427 
22 .22115 .25283 .28087 .31394 .33666 
23 .21645 .24746 .27490 .30728 .32954 
24 .21205 .24242 .26931 .30104 .32286 
25 .20790 .23768 .26404 .29516 .31657 
26 .20399 .23320 .25907 .28962 .31064 
27 .20030 .22898 .25438 .28438 .30502 
28 .19680 .22497 .24993 .27942 .29971 
29 .19348 .22117 .24571 .27471 .29466 
30 .19032 .21756 .24170 .27023 .28987 
31 .18732 .21412 .23788 .26596 .28530 
32 .18445 .21085 .23424 .26189 .28094 
33 .18171 .20771 .23076 .25801 .27677 
34 .17909 .20472 .22743 .25429 .27279 
35 .17659 .20185 .22425 .25073 .26897 
36 .17418 .19910 .22119 .24732 .26532 
37 .17188 .19646 .21826 .24404 .26180 
38 .16966 .19392 .21544 .24089 .25843 
39 .16753 .19148 .21273 .23786 .25518 
40 .16547 .18913 .21012 .23494 .25205 
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Ugyanezt a törvényszerűséget tükrözi — természetesen — a csatolt táb-
lázat is. Például £ = 0,05, n = 7 esetére a táblázat szerint M = 0,43607 • cT. 
Ha a napi felhasználás 20%-kal megnő, a beérkezések száma pedig mindössze 
2-vel, akkor a táblázat e = 0,05, n = 9-hez tar tozó értéke 0,38746, tehá t 
M(9, 1,2c, 0,05) = 0,38746- 1,2-cT. Az 
M (9, 1, a c, 0,05) _ 0,38746 1 ,2 • cT
 Q?  
M (7, с, 0,05) ~~ 0,43607- с T 
arány mutat ja , hogy míg a felhasználás napi intenzitása 20%-kal, addig a kiin-
duló raktárkészlet csupán 7%-kal nőtt . 
Befejezésül köszönetemet fejezem ki A R A T Ó MÁTVÁsnak sok értékes 
megjegyzéséért. 
(Beérkezett: 1963. július 29.) 
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ПРИМЕНЕНИЕ ТЕОРЕМЫ H. В. СМИРНОВА К ЗАДАЧЕ О СКЛАДАХ 
М. Z I E R M A N N 
Резюме 
В настоящее время в экономике часто встречается, что предприятие 
получает заказанное количество материала К не сразу, а в течение заранее 
определенного срока, однако то, в каких долях и в какие сроки получит его 
предприятие, не известно и зависит от завода, выполняющего заказ. В таком 
случае частные количества доставленного материала и время их прибытия 
можно рассматривать как случайные величины. 
В первом параграфе работы рассматривается тот случай, когда зака-
занное количество К прибывает по равным частям п за время [О, Т] в случай-
ные моменты, а интенсивность употребления на заводе является константой 
(с). Для описания такой системы пополнения имеется следующая модель: 
на отрезок [О, Т) сбрасываем п точек. Их упорядоченные места обозначаются 
величинами: 
О g £* g g ... g g T . 
cT 
Эти точки будут обозначать время прибытия количества материала — , 
п 
где сТ = К количество использованного (а также заказанного) материала 
за время [О, Т]. 
Эта модель дает возможность определить с помощью теоремы Н. В. 
Смирнова то запасное количество M на складе, с помощью которого завод 
будет обеспечен материалом с вероятностью (1 — е) за период [О, Т]. Полу-
чается, что 
cTflogl / f i 
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при заданном риске s (e~2n g s < 1), величина которого выбирается из 
экономических соображений. 
Так как теорема Смирнова действует при n g 20, то для маленьких 
значений п величина M определяется по формуле (11). При данном п и 'е 
М 
по таблице можно определить — . 
сТ 
Во втором параграфе рассматривается характер изменения M в зависи-
мости от с, т. е. при увеличении заказа. В настоящее время при определении 
потребности оборотных средств, если объем производства растет, то в такой 
же степени должна расти потребность оборотных средств. Это не обяза-
тельно обосновано, потому что, как видно из выше приведенной формулы, 
M линейно растет с увеличением константы с, но от п зависит следующим 
1 M к 
образом: M ^ , т. е. если п
х
 = zn ( г> 1), а с
х
 = Arc (&>1) ,то— 
|/2 n M \z 
Тот общий случай, когда отдельные полученные заказы также явля-
ются случайными величинами, рассматривается в работе (работа находится 
в печати) A. P R É K O P A [4]. 





Im wirtschaftlichen Leben von heute kommt häuf ig der Fall vor, dass 
die Nachbestellmenge К von irgendeinem Material während einem gewissen 
Zeitabstand (sagen wir einem Vierteljahr) nur von dem Betrieb abhängig, 
der die Bestellung entgegengenommen hat , in den verschiedensten Zeitpunkten 
und Teillieferungen angeliefert kommt. Diese Teillieferungsmengen und ihre 
Zeitpunkte können als Zufallsvariable betrachtet werden. 
Der § 1 des Artikels befasst sich mit einem Fall in dem das bestellte 
Material während irgendeinem Zeitabstand [0, T] in n gleichgrossen Teilmengen 
aber in zufälligen Zeitpunkten angeliefert kommt, wobei die tägliche Verbrauch-
intensität с Konstant ist. 
Zur Beschreibung dieser Lagererneuerungssystem dient das hier ange-
führte Modell: 
Auf das Intervall [0, T] werden n Punkten zufallsmässig geworfen. 
Die auf der Strecke [0, T ] nach Grössenordnung gerichtete Stellen der n Punk te 
sind 0 < If < I* < . . . < | f < T. Es seien die | * Zufallsvariable die s ta t t -
gefundenen Teillieferungszeitpunkten. In jeden solchen Zeitpunkt kommt eine 
cT 
Materialmenge von — an, wo cT = &die, vor dem Zei tpunkt 0 bestellt Menge 
n 
bedeutet, jene also, die während der Zeit von [0, T] insgesammt verbraucht wird. 
Das Modell gibt eine Möglichkeit mit Anwendung der SMiRNOw'schen 
Satzes zur asymptotischen Bestimmung jener kleinsten Vorratsmenge M (die 
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sogenannte Anfangsvorratsmenge) die in dem Zeitpunkt 0 vorhanden sein 
muss, wenn m a n den täglichen, stätigen Verbrauch с in dem Zeitintervall [0, T ] 
mi t der Wahrscheinlichkeit 1 — e sichern will, 
Der in der Formel ange führ t e und von verschiedenen wichtigen wirt-
schaftlichen Auswertungen abhängige Wert der Risiko e, 0 < e < 1, wird hier 
als eine gegebene Grösse angenommen. 
Da der asymptotische W e r t für M nur bei n > 20 anwendbar ist, ist die 
Grösse der Anfangsvorratsmenge bei kleinen n Werten aus den Zusammenhang 
M 
(11) zu berechnen. Bei angegebene e und n kann man die — W e r t e aus der 
beigefügten Tabelle ablesen. 
Der § 2 beschäftigt sich mit der Frage, wie sich der W e r t von M ändert , 
wenn der Tagesverbrauch с u n d somit die Bestellmenge cT zun immt . 
Bei der Feststellung des Richtsatzes erlauben die zur Zeit angewandten 
Berechnungsmethoden bei e rhöhte r Produkt ion von a % eine a%- ige Erhöhung 
auch des Richtsatzes. Das ist aber nicht unbedingt begründet. Wenn nämlich 
die Voraussetzungen des in § 2 besprochenen Modells erfüllt werden, und dabei 
die Teillieferungszeitpunkten von n auf zn (z > 1) anwachsen infolge des Zu-
wachses des Tagesverbrauches von с auf lcc(k> 1), dann wird die neue Anfangs-
vorratsmenge, wie dies aus den Zusammenhang (15) leicht zu sehen ist kleiner 
sein als das fc-fache der ursprünglichen — wenn e das selbe bleibt. 
Den allgemeineren Fall, in dem auch die Mengen der Teillieferungen 
Zufallsgrössen sind, behandel t sich das un te r Druck s tehende Werk [4] 




 < e < 1 . 
f 2 n 
S Z A K A S Z O S D E S Z T I L L Á C I Ó Á T F U T Á S I Ö S S Z I D E J É N E K 
O P T I M A L I Z Á L Á S A 
F R I V A L D S Z K Y S Á N D O R 1 
A jelen cikk a desztilláló készülék optimális működtetésével foglalkozik. 
Szakaszos desztilláció esetén k íván ja a desztillációs á t fu tás i összidőt mini-
malizálni. Tegyük fel, hogy a desztillálandó anyag háromkomponensű. A gya-
kor la tban a desztilláció a következőképpen tör ténik szakaszos eljárás esetén: 
a technológiailag megengedett szintig tö l töt t üstből először elpárologtat ják 
a főtömegében az egyik komponenst ta r ta lmazó „A", majd a főtömegében 
a másik komponenst tar ta lmazó , ,B" anyagot, az ún. pár la tokat , végül 
a főtömegében a harmadik komponenst ta r ta lmazó ,,C" desztillációs maradék 
eltávolítása u tán vagy enélkül az üs tö t ú j ra a technológiailag megengedett 
előbbi szintig töltik, s ú j r a desztillálnak stb. A lepárlásban az anyag fizikai 
sajátosságain kívül a lepárlási sebességet döntően meghatározza a párolgási 
felület és a hasznos (folyadékkal érintkező) fűtőfelület nagysága. Ezek általá-
ban az üstben levő anyag pil lanatnyi szintjének függvényében vál toznak. 
Ebből azonnal következik, hogy az időegység a la t t átdesztillált anyag mennyi-
sége függ az üstben levő anyag pil lanatnyi szintmagasságától, és az utóbbi 
csökkenése többnyire maga után von ja az előbbi csökkenését is. Ezért ál ta-
lában a készüléket jobban ki lehet használni, ha csak az üst egy bizonyos szint-
magasságáig hagyjuk elpárologni az anyagot, u t á n a rátöl tünk és egy szintig 
ú j ra desztillálunk, s tb. 
Ezért , hogy ezt közelebbről megvizsgálhassuk, tegyük fel, hogy az üstbe 
a (kg) anyag fér be, amely meghatározot t összetételű: 100 a% „A" pár la tot , 
100 ß% , ,B" pár la to t és 100 y% „C" desztillációs maradékot tar ta lmaz, 
(a ß —j- y = 1 ). Tegyük fel, hogy az anyag felmelegítéséhez, illetve az „ A " 
pár la t elpárologtatósához szükséges idő arányos az üstben levő anyagmennyi-
séggel, s a (kg) anyag feldolgozása esetén ez rendre и illetve v (óra). A szakaszos 
desztilláció megkezdése előtt a készülék előkészítéséhez z (óra) szükséges, 
t ovábbá egy rátöl tés esetén (a készülék lehűtése, s tb. miatt) w (óra) esik ki. 
A ,,В pár la t ta l a megengedett szintig tö l tve az üstöt, legyen a , ,B" 
pár la t elpárologtatási, mennyiség (kg)—idő (óra) függvénye Q= f{r), amely 
а (0;т„) időintervallumban szigorúan monoton növően veszi fel a (0 ;a ( l — y ) ) 
ér tékeket . A 0 időpont a párlat megjelenésének kezdetét jelöli. Az / ( r ) függvény 
á l ta lában nem végig lineáris, mivel az anyag szintmagasságával együtt álta-
lában a párolgási felület és sokszor a fűtőfelület hasznosított része is csökken' 
1
 Kőbányai Gyógyszerárugyár 
5 1 9 
5 2 0 FRIVALDSZKY 
t e h á t a függvény az első szakaszán a legmeredekebb — így ez a szakasz 
a legkedvezőbb a gyors desztillációra — u t á n a a meredeksége fokozatosan 
csökken. Feltehető, hogy az f(r) függvény a fenti intervallumban folytonos 
és differenciálható. Alakját a desztillációs berendezés határozza meg adot t 
anyag esetén és le fu tásá t á l ta lában kísérleti úton kell meghatározni. 
Tegyük fel, hogy b (kg) anyagot akarunk m ü temben feldolgozi úgy, 
hogy a ü-adik (k = 1, . . . m — 1) ütemben az „ A " pár la t teljes és a , ,B" 
pár la t részleges elpárologtatásával összesen q,. (kg) anyagot desztillálunk 
ki az üstből, s ezu tán feltölt jük az üstöt a következő ütemre a megengedett 
szintig és csak az m-edik ü temben desztillálunk ki teljesen. A desztillálási 
p rogram sémája: 
Ütem száma: Az ,,A" párlat 
mennyisébe 
Az elpárologtatott , ,B" 
párlat mennyisége összesen: 
Rátöltés mennyi-
sége: 
1. a a q, — о a í t í l 
2 . í i a Í2 — í i a Í2 Í2 
3. q2a í 3 — Î2 a Í3 Í 3 
(m - 2 ) ím—3 a 4m-2 — í m - з a ím—2 ím—2 
( m - 1) í m — 2 a ím—i ím—2 a ím—t r 
m ra s a r + s 
Természetesen az ( m — l)-edik ütemben csak a maradék r (kg) anyagot 
t u d j u k betölteni, melyből ra (kg) , ,A" pár la t és s (kg) , ,B" párlat keletkezik. 
Az r és s ér téke könnyen számítható. Keresendő, hogy milyen m és qk értékek 
mellett lesz a desztillációs összidő minimális (m ^ 2). 
Feltehető, hogy a desztilláció folyamán kiváló ,,C" desztillációs maradék 
mennyisége minden időben az elpárologtatot t anyagmennyiséggel arányos, akár 
az „ A " párlatot , akár a , ,B" pár la to t párologta t juk el. Ekkor, ha mindig 
teljesen kidesztillálnánk, akkor a fc-adik (k = 1, 2, 3 . . .) ü temben a (1 — [1 
— y]k) (kg) ,,C" desztillációs maradék maradna vissza, tehát az ü t em végén 
legfeljebb a ( l — y ) k (kg) anyag volna betöl thető. így n ütemben összesen 
legfeljebb 
У 
(kg) anyag volna feldolgozható. Ezért fel kell tenni, hogy 
(1) c m ^ b , 
ami megszorítást jelent m-re. Továbbá szükséges, hogy 
(2) 0 < r ^ qm-1 
legyen, végül, hogy a keletkezett ,,C" desztillációs maradék összmennyisége 
by 
vagy 
(3) by < a e 
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legyen, ahol 0 < e < 1 technológiailag eló'írt szám. Ez utóbbi b nagyságára 
tesz megszorítást. 
Az r és az s következőképpen számítható: 
m-2 
Г + 2 9 к + « = ъ -
k = 1 
mer t ez a feldolgozandó anyag összmennvisége. Bevezetve a 
m-2 
d
m = 2 9к 
k= I 
jelölést 
(4) r = b — a -dm 
adódik. Továbbá a , ,B" párlat összmennvisége: 
« + 9m-1 + dm—aa — dma = bß 
azaz 
(5) a = b ß + a a — (1 - a) dm - qm_k 
Szükséges, hogy qk (k = 1, . . . m — 1) értéke nagyobb legyen, mint a fc-adik 
ü t em esetén az üstben levő „A" pá r l a t mennyisége és a — qk több, mint a fc-adik 
ü t em befejezéséig keletkezett ,,C" desztillációs maradék összmennyisége, azaz 
(6 ) 9k-1 a <qk<a - -У— y ç 
l — Y j - i 
vagy 
к-1 
(?) Як-1 « < 9k < ö ( ! - У) - Y 2 Ii 
7=1 
(& = 1 , . . . m — 1) 
ahol q0 jelentése: q0 = a. Ugyanis valamely e (kg) ,,A + B " pár la t e/(l — y ) 
(kg) kezdeti anyagból („A + В + С " anyag) keletkezik. Továbbá szükséges, 
hogy 
(8) qk > 0 
(jfc = 1 , . . . m — 1) 
legyen; a (6) biztosí t ja , hogv qk g a teljesüljön. Az összes me gs : c i h á i t ez 
(2), (3), (7) és (8) ad j a . 
Látszik, hogy az előkészítési, felmelegítési, ciz ,, .V es л В " pár la tná l az 
átdesztillálási és a rátöl tés miat t kiesett idők összege: 
и _1_
 v m-l 
T(q, m) = z + ( m - 1) w + - а д b + y { f - \ q k ) a)} + 
(9) a
 k=1 
+ { / - > - b y) -f~4a - b y - s ) } . 
Rögz í t e t t m esetén, haT(q ,m) szélsőértéket vesz fel valamely q = ( g 1 , . . . ,qm -ß-re , 
akko r i t t 
oyr 
ад = 0 ( k = l , . . . m - \ ) 
?>9k 
3 A Matematikai K u t a t ó Intézet Közleményei V I I I . B/4. 
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áll fenn. Speciálisan 
d T
 = 4-ПЯт-г)-4-ГЧа-Ъу-з) = 0 
dqm-1 dx dx 
ahol djdx az argumentum szerinti deriválást jelenti. Ha df~ 1jdx szigorúan 
monoton — ami bekövetkezik, ha függvény alulról szigorúan konvex vagy 
konkáv — akkor ebből 
?m-i = a — by — s 
vagy 
(1 — a)dm = b(ß + y) + a (a — 1) 
dm = b — a (аф 1) 
következik, mivel ß + y = 1 — a. I t t (5)-öt is felhasználtuk. A (4) szerint 
ekkor 
r = 0 
vagyis az ( m — l ) - e d i k ütemben nincs rátöltés, tehát az eljárás ( m — 1 ) 
ü temre redukálódik. Viszont ebből az is adódik, hogy az (m — 2)-edik ütemben 
épp a megengedett szintig tölti fel az üstöt a maradék feldolgozandó anyag. 
H a ténylegesen m ütemben dolgozzuk fel az anyagot, akkor az optimum esetén 
fennáll , hogy 
* = ím-1 
vagy a (4) miat t 
(10) qm-i = b — a — dm. 
A (10) mellett keressük T opt imumát . A (10)-et (9)-be helyettesítve kapjuk, 
hogy 
U -I- V m — 2 
T( q, m) = z + ( m - l ) w + -X_6
 + y { / - - f-\qk «)} + 
a m 
+ {/-i(6 — a — dm) - t \ a a)} + {фЦа - b y) - f~\[b - a - dm] a)} . 
Az optimális q = (qv . . . qm-2)-re 
4r = ~T f~Tqk) - a 4r t\qk «) - ~a~dm) + aqk dx dx dx 
+ - a - dm] a) - 0 (k = 1 , . . . m - 2) 
dx 
adódik, vagy más alakban 
4rf~T<lk) - « ~f~Tqk «) = - a - d J - a ^ - t W - a - d m ] a ) . dx dx dx dx 
(11) (4 = 1 , ...m — 2) 
Tegyük fel, hogy 
(12) ± f - 4 x ) _ a ± f - i { a x ) 
dx dx 
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szigorúan monoton függvény. Ekkor , ha van megoldás, akkor csak egyetlen 
van , s ez 
qi = q2= = qm-2 = q 
esetén lehetséges csak, mivel (11) jobboldala függe t len fc-tól. Hasonlóan adódik, 
hogy ekkor 
q = b — a — dm — b — a — (m — 2 )q 
vagy 
( 1 3 ) 
m — 1 
ami valóban kielégíti ( l l ) - e t . H a a (12) alat t i f ü g g v é n y monotoni tása nem áll 
fenn , akkor is a (13) megoldást ad . A (10) szerint 
, b — a . b — a 
(14) qm_x — b — a (m - 2) = m — 1 m — 1 
szintén. Könnyen belá tható , hogy h a a g-nak megfelelő abszcisszában / ( r ) 
alulról (szigorúan) konkáv , akkor (13) és (14) lokális (szigorú) minimumot, 
ha alulról (szigorúan) konvex, akkor (szigorú) lokális max imumot ad. Hason-
lóan, ha / ( т ) a (0; r0) in terva l lumban alulról (szigorúan) konkáv, illetve kon-
vex, akkor a (13) és a (14) rendre abszolút (szigorú) minimumot , illetve maxi-
m u m o t ad. 
Ezér t , ha f(r) alulról (szigorúan) konkáv (0; T0)-ban, akkor (13) és (14) 
abszolút (szigorú) min imumot ad akkor is, ha a (12) alat t i f ü g g v é n y szigorú 
monotoni tása nem is áll fenn. Ekkor a min imum ér téke: 
II 1 
Tm = T(q,m) = z+ (m - l)w + + (m - 1) (15) a 
t 
(b - a \ 
m 
\Ь — a \m — 1 + { / - i ( a _ b y ) _ / - i ( a a ) } . 
Nézzük meg, hogy teljesülnek-e a mellékfeltételek. Feltehető, hogy b>a 
különben a probléma fel sem merül . Ekkor 
qk > 0 ( 5 = 1 , . . . m — 1) 
teljesül. A (7) szé tbontha tó 
a a < q < а (1 — y) 
q a < q < a(l — y) — y(k — 1) q 
a lakban . Ez teljesül, ha 
a a < q < a(l — y) — y(m — 2) q 
vagy ha 
b — a 
a a < 
m — 1 
és 
b — a 
m — 1 
[1 y(m _ 2)] < а (1 - y) 
3 
5 2 4 FRIVALDSZKY 
is fennáll . Ezek á t í rha tók 
(16) 
illetve 
b — a 
m < j- 1 
a a 
(17) m > (b-a)( 1 - 2 y)A a( 1 - y) 
a — by 
alakban (a >by). Ezek jelentése a következő: ha (16) nem teljesül, akkor 
az első ütemek végén előbb töl tenénk fel újra az üs tö t , mielőtt az „ A " párlat 
t ávozot t volna. Ha pedig (17) nem áll fenn, akkor az utolsó ü temekre a ,,C" 
desztillációs maradék szintje túl lépné a (13) és (14) által meghatározot t opti-
mális desztillációs szintet . Ezek az (l)-nek 
10log 1 -
(18) m > 
y b 
I 0 log(l - y) 
a lakban á t í r t a lakjával együtt a d j á k a megszorításokat m-re. Az ezek által 
meghatározot t m-ek közül az adja az otpimális ér téket , melyre a (15) minimális. 
A megfelelő qk (k = 1, . . . m— 1) ér tékeket (13) és (14) szolgáltatja. A kiin-
dulási feltétel pedig b-re a következő: 
(19) a < b < a ejy. 
Bizonyos esetekben n e m kell kiszámítani az összes T m értékeket. Képezzük 
a következő kifejezést: 
Tm+1 2 T m -f- T m _ x — 
b — a 
f~ 
b — a 
m 
- H 
lb — a 
m — 1 f-
m — 1 
b-a 
m — 1 
•-i b — a 
m 
b — a b — a b — a b — a 
t 
m — 2 
b — a 
m — 2 
a ~ f 
m — 1 
b-
m — 1 
m — 1 
b — a 
m 
m 1 
b — a 
m 
a ) — a b — a b — a 
m — 2 m — 1 m — 1 m 
(m > 2) 
Keresendő, hogy ez mikor pozitív. 
Tm+i — 2 Tm + Tm_x |a=1 = 0 . 
T r n + l 2 T m + T m - i | a=0 > 0 , 
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ha a z / ( r ) függvény alulról szigorúan konkáv. 
d(Tm+l — 2 Tm + Tm-1)
 = _ ^ _ 
8 a 
- 2 — 
dx 
— / - 1 
dx Г 
— a 
|то — 2 
I b — a d . . b — a ) 
a + — / a \ то — 1 dx то j] 
H a a df~1ldx függvény alulról szigorúan konvex vagy konkáv, akkor a kapcsos 
zárójelheli kifejezés nem tűnik el a > 0 esetén. Ekkor viszont а 0 ^ a < 1 
in terval lumban 
(20) m+1 
- 2 T m - T m _ 1 > 0 
T T T T 
* m + l x m л m m—1 • 
(то > 2) 
Ebben az esetben a megengedett T m ér tékek közül a legkisebbik úgy helyez-
kedik el, hogy a T m számok sorozata a minimumig monoton csökken, u tána 
monoton növekszik. Legfeljebb egyetlen helyen lehetséges azonos értékű 
szomszédos Tm é r tékpár . A minimális Tm ér ték lehet a sorozat első vagy utolsó 
tagja is. 
Ha (20) fennáll és a T m számok az utolsó megengedet t то-ге veszik fel 
a minimumukat , akkor érdemes a qk ér tékek bizonyos módosításával elérni, 
hogy (7) fennál l jon a (16)-ot ki nem elégítő то-екге és a megfelelő qk értékekre 
is. Ebben az esetben lehetséges, hogy az így kapo t t T'm értékek közöt t lesz 
kisebb szám, mint a Tm számok minimuma. Legyen n = n(m) egész szám, 
amelyre 






« a n—1 
ТО — 1 
b — a 
то — 1 
qk = aaK 
b — a 
1 
9k = 
(k = 1 , . . . те - 1) 
(к = те , . . . то — 1 ) 
то — те 
Ezt behelyettesítve (9)-be kapjuk T'm-et. I t t feltesszük, hogy qk > 0 és (7) 
is teljesül. 
Vizsgáljuk meg a most következő egyszerű esetet . Egyes speciális fűtésű 
üstöknél az elpárologtatot t ,,B"' pá r la t mennyisége a desztillálás folyamán 
csak a párolgó felület és az eltelt idő nagyságától függ, s azokkal pedig lineá-
risan. Ez akkor áll fenn, ha a fűtőfelület kis része is már biztosítani tud ja 
a párolgási felületen elpárologtatható , ,B" pár la t mennyiségéhez szükséges 
hőmennyiséget. í r j a le a g(x) függvény az üst kontúrgörbéjét , ahol az x tengely 
az üst szimmetriatengelye, (abszcisszán és ord iná tán is 1 dm az egység), s 
legyen g(x) a (0; x0) interval lumban kétszer differenciálható. Ekkor 
(21) dQ = kFd-c 
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ahol Q (kg) az elpárologtatot t anyagmennyiség, F (dm2) a párolgó felület 
nagysága és т (óra) az idő. Hasonlóan 
dQ = ô Fdx 
ahol x a kezdőszinttől számított szintmagasság és a (kg/dm3) a , ,B" pár la t 
fa jsú lya . Ekkor 
к 





mer t r = 0-hoz x = 0 tartozik. Mivel 
F = л g(x)2 
dQ = к л g(x)2 d r 
ezért a (21) szerint 
vagy 
adódik. Innen azt kap juk , hogy 
Q = к л J" 
о 
mivel r = 0-hoz Q = 0 tartozik. T e h á t 
T 






г Í& Л 
í 9 — S ft 
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léteznek. g(x) =j= 0 miat t az / függvény szigorúan mono ton növő, és alulról 
szigorúan konvex is, ha g'(x) < 0. Ez á l ta lában teljesül. A (20) teljesüléséhez 
elegendő, ha 
F f - 1
 n F f ' 1 n J
 - " vagy < 0 ; 
dQ3 
> 0 
á t í rva ezt / szerinti der ivál takra 
3 / " ( r ) 2 / " ' ( r )
 > 0 
v a g y 
dQ3 
3/" ( r ) 2 / " ' ( r) 
/'(r)5 f'(ry ~ /'( r)3 f'(ry 
adódik. Ez a következő fe l té te l t jelent д(х)-те: 
< 0 
к 
П у т < 
" • i t 
к 
v a g y 
к 
' к I2  
6 0 ' I - T 
T > tk \ 
g 
à 





Azonban á l ta lában g"(x) < 0 is szokott teljesülni. Ebben az esetben a szükséges 
összes feltételek teljesülnek. 
A gyakorlatban fe lmerül a probléma megfordított ja is: keresendő adot t 
T (óra) idő a la t t feldolgozható anyag maximális mennyisége. 
A gyakorlatban fel tehető, hogy Tm min t b függvénye szigorúan monoton 
növő, t ehá t a (15) összefüggés ó-re inver tá lha tó . Ez az t jelenti, hogy nagyobb 
anyagmennyiség minimális átfutási ide je nagyobb. L á t h a t ó , hogy (15) jobb-
oldalának minden tag ja az utolsót k ivéve ó-ben szigorúan monoton növő, 
ezért a feltétel csak akkor nem áll fenn, ha az üst utolsó szakaszán va ló desz-
tillálás igen hosszadalmas. Pontosabban, ha ez o lyan hosszadalmas, hogy 
nagyobb anyagmennyiség feldolgozása esetén, amikor a felhalmozódott ,,C" 
desztillációs maradék mennyisége nagyobb , tehát az utolsó szakaszon való 
desztilláció lerövidül, a desztillációs minimalizált összidő nem növekszik. 
Az ilyen eset azonban v a g y nem fordul elő vagy kikerülhető azzal, hogy az 
üs t utolsó szakaszát desztillációra n e m használjuk. 
Ebben az esetben lá tha tó , hogy f ix m esetén az optimális anyagmennyi-
séget (15)-nek ó-re való invertálásával kap juk meg. A megadott T-re , így a 
bm (m = 1, 2, 3 , . . . ) é r tékeket kapjuk. Ezek közül k iválaszt juk azokat , ame-
lyekre (19) és amelyek m indexére (16), (17) és (18) fennál l , s a megfelelő bm 
értékek közül választjuk ki a maximálisat . 
(Beérkezett : 1963. augusztus 1.) 
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Настоящая статья посвящена оптимализации дестилляции в химиче-
ской промышленности. Если дестиллируемое вещество данного количества 
трех компонентное и если мгновенное дестилляционное время зависит от 
мгновенного уровня высоты вещества, то ищется при достижении какого 
уровня дестилляционной колонки надо снова наполнять перегонный куб, 
чтобы время дестилляции было минимальным. 
Проблема решается как экстремальная задача. 





Vorliegende Arbeit beschäft igt sieh mit der Optimalisierung der chemi-
schen Destillation. Besteht die zu destillierende Materie aus drei Komponenten 
u n d hängt die momentane Destillationszeit vom momentanen Niveau des 
Stoffes, so wird die Frage behandelt , hei welchem Niveau der zu destillierenden 
Materie muss das Gefäss neu aufgefüllt werden, damit die Gesamtzeit der 
Destillation minimal wird. Diese Frage wird als ein Extremalproblem behan-
del t und gelöst. 
PÁCOLT HÚSOK FÉNY OKOZTA ELHALVÁNYODÁSI FOLYAMATÁNAK 
MATEMATIKAI VIZSGÁLATA I 
F É N Y E S T A M Á S , K Ö R M E N D Y L Á S Z L Ó 1 é s Z U K Á L E N D R E 1 
Bevezetés 
Pácol t húsok fényokozta elszíntelenedése ismert jelenség. A fogyasztó-
közönség megszokta a pácol t húskészí tmények élénk rózsa színét, és a szín 
e lhalványodását , e lbarnulását minőségi h i b á n a k tekinti. E z a hiba e léggé 
gyakori . 
A vizsgálatok során k i m u t a t t á k [1], h o g y az elhalványodáskor a h ú s o k 
piros színét adó nitrozomioglobin, illetve f ő t t húsoknál a n i t rozomiokromogén 
bomlik el. A nitrozomioglobin, illetve a n i t rozomiokromogén molekula sz ín t 
adó magjában ké t vegyér tékű vasatom v a n . Ez t a v a s a t o m o t a levegő oxi-
génje, vagy más — a húsban levő — oxidáló vegyület f é n y hatására 3 v e g y -
ér tékúvé oxidál ja . A 3 vegyér tékű vasat t a r t a l m a z ó színes v e g y ü l e t — a m e t m i o -
globin ill. metmiokromogén — már nem pi ros , hanem b a r n a árnyala tú . 
A fény okozta barnulási folyamat elleni védekezés leghatásosabb m ó d j a 
többek közöt t a fény kizárása, a sötét csomagolás lenne. A v e v ő azonban l á t n i 
aka r j a a kész í tményt , azért a csomagolást n e m lehet úgy választani , hogy az 
önmagában is megakadályozza a bámulás t , vagy — ami ugyanaz — a h ú s 
eredeti színének e lhalványodását . Ezért különféle vegyszerekkel igyekeznek 
gátolni a f ény ha t á sá t . A megfelelő szerv kiválasztásához, az egyes a lka lmazo t t 
anyagok h a t á s á b a n muta tkozó el lentmondások felderítéséhez ismerni ke l lene 
a fény okozta elszíntelenítés fo lyamatának lépéseit, a reakc iómechanizmust . 
Er re pedig meglepően kevés az ada t [2, 3]. 
Közleményünkben a fel tételezhető legegyszerűbb reakciómechaniz-
musra épülő model l t m u t a t j u k be. A modell gyakorlat i igazolása további l abo-
ra tór iumi vizsgála tokat igényel. 
Az a lapve tő reakció a következő: 
Fe{2) + h v -> Fe(3) -f e~ 
ahol Ee(2)-vel a ké t vegyér tékű vasat t a r t a l m a z ó piros színező anyagot, 
Fe(3)-al a 3 vegyér tékű vasa t t a r t a lmazó halvány b a r n a színező a n y a g o t , 
e - - v e i a vasa tom oxidálódásánál felszabaduló e lek t ron t jelöl tük. 
hv a f é n y k v a n t u m . 
A fo lyamathoz kell valamilyen elektronfelvevő anyag (pl. oxigén és víz) 
is. A t o v á b b i a k b a n ezt az anyago t Л-val, az elektron fe lvéte le után A~-val 
fogjuk jelölni. 
1
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Az irodalmi adatok [3] alapján a fo lyamat fel tehetően fénykvantumok 
hatására megy végbe, legalábbis lényegesen gyorsul. A fénykvantumot a 
reakcióban résztvevő anyagok valamelyike elnyeli, ger jesz te t t ál lapotba ju t 
és aktiválódik. Az akt ivál t anyagot a továbbiakban csillaggal fogjuk jelölni. 
A gerjesztet t anyag a t o m j a találkozik a másik reagáló partnerrel , és így jön 
létre az oxidációs reakció. 
Az e lmondot t fo lyamat ra 3 egyszerű eset lehetséges. Ezek a következők: 
1. Fe(2) + hv-+Fe{2)* 
Fe(2)* + A ->- Fe(3) + A~. 
Ebben az esetben tehát a fénykvantum a hús színező anyagának v a s a t o m j á t 
aktiválja, és az aktív va sa tom reagál az elektronátvevő vegyülettel. 
A reakció egyenleteknek megfelelő reakció sebességi egyenletek a köve t -
kezők: 
d[Fe(2)*l 
2 ) ] / 
rf[Fe(3)] 
= k2[Fe{2)*} [A] , dt 
ahol I a f ény erőssége, 
kv k2 a koncentrációtól és fényerősségtől független reakció sebességi 
ál landók, 
t az idő 
[ ]-el a zárójelben levő molekulafaj ták koncentrációját jelöltük. 
Az ilyen, két folyamatból összetett sebességi egyenletek a végtermékre 
nézve komplikál t differenciálegyenletet adnak . Egyszerűsödik a megoldás, 
ha valamelyik reakció sebessége nagyon kiesi a másik reakció sebességéhez 
képest. Akkor ugyanis a reakció tekintélyes részében a lassú folyamat szab ja 
meg az egész folyamat sebességét. 
Feltételezhetjük, hogy 
akkor írható, hogy 
d[Fe( 3)] 
dt kx[Fe( 2 ) ] / . 
2. Fe{2) + A Fe(2) A 
Fe(2) A + hv-r- Fe(2) A* 
Fe(2) A* —v Fe(3) + A~. 
E szerint a feltevés szerint t e h á t először addíciós vegyület keletkezik, amely ik 
a kiinduló anyagokkal egyensúlyban van. E z t a közbeeső vegyületet ak t i vá l j a 
a fény, és ak t ivá l t vegyület m á r úgy bomlik szét, hogy a végtermékek kelet-
keznek. 
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Az addíciós vegyület keletkezésére a tömeghatás tö rvénye érvényes: 
[Fe(2)A] 
[Fe(2)] [A] K , 
ahol К a reakci6-egyensülyi á l landó. 




- = k3[Fe(2) А] I dt 
d[F e(3)] 
dt 
= \[Fe(2) A*]. 
Az akt ivál t molekula szétbomlását gyorsnak t ek in the t jük az aktiválási reak-
cióhoz képest, t e h á t í rha t juk , hogy: 
d[Ee(3)] 
= k3[Fe(2) A]I = kaÄ'[Fe(2)] [А] I . 
í r h a t j u k fel: 
d[Fe( 3)] 
dt 
Az A mennyisége oly nagy (valószínűleg pótlódik), hogy annak koncentrációjá t 
á l landónak t ek in the t jük . í g y az eredő reakció egyenletet a következőképp 
= ks[Fe(2)]I, dt - 5 
ahol 
к5 = каК[А]. 
Az egyenlet formailag egyezik az első fel tevésben nyer t végső egyenlettel, 
csak a sebességi állandó jelentése más. 
3. A + hv-^A* 
A* + Fe(2) -V A- + Fe(3). 
Ennél a feltevésnél az elektron-átvevő p a r t n e r t akt ivál ja a fény, és az ak t ív 
pa r tne r reagál az izomfestékkel. A fo lyamatoknak megfelelő reakció sebességi 
egyenletek a következők: 
dt 
d[Fe( 3)J 
= lc7[A*] Fe{2)] . dt 
I t t a kétlépcsős reakció nem egyszerűsíthető, mert ha feltételezzük, hogy; 
k6 
ú g y a következő sebességi egyenlete t nye r jük : 
d[Fe(3)] 
ahol Jcs = к6 [А]. 
dt -kt[A]I = k s I , 
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Ez azonban a tapasz ta la tnak ellentmond, mert az előzetes kísérletek 
szerint a reakció sebessége függ az izomfesték koncentrációjától. 
A két részfolyamat együt tes figyelembevételével adódó komplikált sebes-
ségi egyenlet taglalásától a közleményben eltekintünk. 
A 3-as feltevést elvetjük, az első és második feltevésből pedig az alábbi 
azonos alakú reakció egyenlet adódik: 
d[Fe( 3)] 
Amennyi 3 vegyértékű vasa t ta r ta lmazó izomfesték keletkezik, anny i fogy 
el a ké t vegyértékű vasat ta r ta lmazó izomfestékből. í r h a t ó tehát , hogy 
d[Ee(3)] d[Fe( 2)] 
dt — dt 
Egyszerűsítés végett a [Ee(2)j helyébe c-t írva, az egyenlet a következőképpen 
alakul: 
dt 
A gyakorlati mérések számára az egyenletet ú jabb egyenlettel kell kiegé-
szíteni. H a ugyanis a kísérletet olyan vékony húsréteggel tudnánk elvégezni, 
amelyben az I állandó, úgy a reagáló anyagok töménységének időről-időre 
való meghatározásából a sebességi á l landót meg lehetne mérni, illetve a felté-
telezet t mechanizmust igazolni lehetne. Gyakorlatilag azonban mérhető rneny-
nyiségű izomfestéket csak olyan vastag rétegből nyerhe tünk , amelyik át lát-
szatlan. A réteg vizsgálatával csak átlagos izomfesték koncentrációt t udunk 
mérni, több olyan réteget átlagolva, amelyben a fényerősség különböző. 
Ezért a fényintenzitásnak az egyes rétegekben való csökkenését is f igyelembe 
kell venni. 
A fényerősség vál tozását a Lamber t - törvény a lap ján a d h a t j u k meg: 
- - — ß l . 
dx 
Feltételezhet jük, hogy: 
ß = ßx + Yi[Fe(2)] + y2[Fe(3)], 
ahol I a fényerősség, 
x a hely koordináta, 
ß a fényelnyelési együt tha tó , 
y1 a Fe(2) tar ta lmazó izomfesték fajlagos fényelnyelési együt tha tó ja , 
y2 a Fe(3) tar ta lmazó izomfesték fajlagos fényelnyelési együ t tha tó ja . 
ßx a többi anyag fényelnyelési együt tha tó ja . 
Az együt thatók a reakciót kivál tó hullámhosszon értendők. A fény-
elnyelési együt tha tók három t ag jának nagysága többnyi re összemérhető. 
Speciális esetekben (nagyon világos hús színtelenedésének vizsgálatánál) 
a koncentrációtól függő tagok elhanyagolhatók, ha pedig pl. hígított vér elszín-
telenedését vizsgáljuk, valamilyen színtelen kötőanyaggal gátolva a vér-
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festék vándor lásá t , úgy elő t u d j u k áll í tani az t a speciális határesetet , amikor 
a yx mellett a másik két t ago t lehet elhanyagolni. 
A vas t ag rétegekben t e h á t az izomfesték koncentrációja helytől és az 
időtől függ , és elemezni csak az átlagos izomfesték töménységet t u d j u k . 
Az átlagos töménység a következő: 
i 
\cdx 
с = о  
l ' 
ahol l a vizsgál t anyag rétegvastagsága. 
A mérési eredményeknek a fel tételezet t reakció-mechanizmussal való 
egyeztetéséhez a c(x, t) függvény t kell ismernünk. A függvényhez a következő 
differenciálegyenletrendszer megoldása j u t t a t : 
— = — kc I , 
dt 
dl 
= — [ßi + Vi с + У2(со - c)] L 
dx 
Az előírt kezdet i feltétel és peremfeltétel a következő: 
c(x, 0) = c0 , 
7 ( 0 , *) = / „ . 
1. §. A probléma megoldása 
Az egyszerűbb írásmód kedvéért vezessük be az 
(1) a = ß1 + y2c0 b = yx — y2 
állandókat, úgy a szóbanforgó parciális differenciálegyenletrendszer az alábbi 
alakot veszi fel: 
^ l A = - k c ( x , t) I(x,t), 
dt 




 = - (a + bcíx, t)) I(x, t) . 
dx 
Ehhez az a lábbi kezdeti és peremfel tétel t csatoljuk: 
(3) с (x, 0) = c 0 , 7(0, t)=I0. 
Az a lábbiakban meghatározzuk (2)-nek a (3) feltételeket kielégítő megoldását . 
Fejezzük ki (2)-ből az / ( x , t) függvényt , úgy kapjuk, hogv 
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Vezessük be c(x, t) helyére az 
(5) « = l o g - ^ 
с 
összefüggéssel definiált ú j függvényt , így (4) és (5) a lapján 
(6) I = — *> = JL d 4 f > ô 
к dt ' Эх к dx dt ' 
(6)-ot (2) második egyenletébe helyettesítve adódik, hogy 
8 4 { x , t ) = _ e Щхф _ Эта(хЗ) 
Эх Э7 Э7 87 
ahol f igyelembevettük, hogy (5)-ből С = C 0e~ u . 
In tegrá l juk most (7) egyenletet 7 szerint , úgy kapjuk , hogy 
( 8 ) + a u [ x > t ) K e - U ( x , t ) = f ( x ) ) 
dt 
ahol f(x) az x változó egyelőre tetszőleges folytonos függvénye. 
(8) az u(x, 7) függvényre nézve már közönséges, nemlineáris differenciál-
egyenlet, amely a 7 vál tozót mint paraméter t tar ta lmazza. 
(8) megoldását ado t t / (x) esetén á l t a l ában nem t u d j u k zárt a l a k b a n 
felírni. Azonban, ha (8)-ba 7 = 0 értéket helyettesí tünk és figyelembevesszük, 
hogy (3) kezdeti feltétele és (5) alapján 
u(x, 0) = log — = log f f - = log 1 = 0 , 
c(x, 0) c0 
és 
e-u(x,0) _ ! ) 
nyerjük, hogy 
/(x) = — bc0 , 
ami azt jelenti , hogy (8)-egyenlet az egyszerű, szeparálással megoldható 
du (9) j- au — bc0e~" + bc0 = 0 
Эх 
differenciálegyenletre redukálódik. Az egyenlet megoldásához ismernünk kell 
u(x, 7) függvény t az x = 0 tengely mentén vagy ami ezzel ekvivalens, a c(0, 7) 
függvényt, más szóval kifejezve a c(x, 7) függvény peremen felvett é r t éke i t . 
Helyet tesí tünk (2) első egyenletébe x = 0 értéket, vegyük t ek in t e tbe 
(3) feltételeket, úgy 
^ M . = - £ / 0 c ( 0 , 7 ) , 
dt 
amiből 
c(0,7) = c0e-kIo' 
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ami kémiailag is plauzibilis. Továbbá 
(10) u{o, t)=íog = l o g — а д = k i a t . 
с(0, t) с0е_ 
E z e k u t á n (9)-et szepará lva (10) és (5) f igyelembevételével adódik , hogy 
Ш 
(11) (' 
J 6c0(l - e~u) + au 
log-îî_ 
c(x,t) 
Ezzel megoldot tuk (2) differenciálegyenletrendszert c(x,t)-re. A k a p o t t megol-
dás implicit a lakú, belőle az ismeret len c(x,t) f ü g g v é n y t explicite nem lehet 
kifejezni, már csak azé r t sem, mer t (11) zár t a l a k b a n nem integrálható . (11) 
in tegrá l t numerikus módszerekkel — esetleg e lekt ronikus számológép igénybe-
vételével — lehet kiér tékelni és így egyszersmind explicit numer ikus össze-
függéseket a koncent rác ió eloszlására meghatározni . 
Numerikus megoldásokkal e cikk kere tében nem foglalkozunk. A dolgo-
za t fő célja a f o l y a m a t o t leíró leegyszerűsí tet t matemat ika i modell megszer-
kesztése és a probléma matemat ika i megoldásának ismertetése. Sa jnos a húsokra 
jellemző k, ßv yv y2 anyag i ál landók számszerű é r t éke i amúgysem ismeretesek, 
ami további nehézséget okoz (11) numer ikus kiértékelése szempont jából . 
Az Országos Húsipar i Ku ta tó in t éze t t e rvbeve t t e , hogy laboratór iumi méré-
sekkel megál lapí t ja a húsokban lezaj ló fényelnyelési fo lyamatokra jellemző 
ßv Yv Y'i állandók numer ikus ada ta i t . А к á l landó az elszíntelenedés sebessé-
gére jellemző szám épp a kapot t megoldás a l ap j án ha tá rozandó meg, a labora-
tór iumi mérésekből n y e r t adatok f igyelembevételével . A numer ikus számítások 
előkészítése céljából célszerű ( l l ) - e t 
kLt 
( 1 2 , J J 






г" + eu 
= ßi + Yí co  
К (YI-Y2)CO 
Az I 0 , c0 mennyiségek szintén labora tór iumi mérésekkel megha tá rozha tók . 
A c(x, t) koncentrációt nem lehet mérni , hanem csupán egy x = l vas tagságú 
húsban levő át lagos koncentrációt , m in t az idő függvényé t : 
i 
J c(x, t) dx 
(13) c(l, t) = - . 
V 
Megmuta t juk , hogy az átlagos koncentrációra egy igen egyszerű összefüggés 
veze the tő le. Ui. mivel 
с 
и = log , с = с0 е - " , 
с 
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úgy (9)-et felhasználva egyszerű helyettesítéssel nyer jük, hogy 
t kl„t 
c(U)=4 f c(x,t)dx = ^ f . 




о , с « 
au + Ьс0(1 — е~") 
Л kapott kifejezést alakítsuk át a következőképpen 
kl.t kl0t Í j " a + bc0 e~u a r du 
c(l, t) = I Г ffl + 6C»e"" - « f a - A f 




A kapot t első integrál egyszerűen kiszámítható, a kapot t második integrál 
pedig nem más, mint (11) összefüggés az x = l helyen, 
így tehá t 
~c(l,t) = { log [au -)- 6c0(l - e-")] 




u = log c(l,t) 
_ 1
 lo(T aklf + tc0(l — е~к1»1) a^ 
b l
 a log —f5— + ô[Co — c(Z, «)] b 
c(l, t) 
(14) formula egyszerű összefüggést ál lapít meg az átlagos koncentráció és az 
x = l helyen fellépő koncentráció között . (14) összefüggés nagy gyakorlati 
előnye, hogy az átlagos koncentráció számításához nincs szükség további 
numerikus integrálásra, elegendő hozzá az (11) integrál numerikus vizsgálatát 
az x = l helyen elvégezni. 
A mérési eredmények a c(l, t) át lagos koncentrációt adják meg. Amennyi-
ben az elméletileg számított (14) átlagos koncentráció és a mért át lagos kon-
centráció összehasonlítása során sikerül а к mennyiségre — esetleg a többi 
anyagi állandóra is — olyan numerikus értéket találni, hogy az említett 
átlagos koncentrációk között kicsiny eltérés mutatkozik, úgy eredeti mate-
matikai modellünket igazoltnak tek in the t jük . Az elméleti és a mér t értékek 
közötti illeszkedés jóságát matematikai statisztikai módszerekkel kívánjuk 
értékelni. Ekkor a közölt vizsgálatok egyszersmind a reakciókinetikai szem-
pontból igen fontos к állandó meghatározásához is segítséget nyú j t anak . 
Amennyiben az utólagos mérések kiinduló modellünket nem támasz t j ák alá, 
úgy az összetettebb modell matematikai vizsgálata is szükségessé vá lha t . 
A húsban fellépő fényerősséget a koncentráció ismeretében (4) kifejezés 
alapján numerikus differenciálás segítségével lehet kiszámolni. Megjegyezzük 
azonban, hogy húsipari szempontból a fényerősség ismeretének nincs különö-
sebb jelentősége. 
2. §. Speciális esetek vizsgálata 
Mivel ßv yv y2 fényelnyelési koefficiensek numerikus értékei nem ismere-
tesek, érdemes néhány speciális esettel külön foglalkozni. 
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Ekkor (2) második egyenletében a = ßv b = 0. Ez azt a kémiai lehetőséget 
fejezi ki, hogy a fény abszorbeálódása a koncentráció csökkenéstől függetlennek 
tekinthető. Ékkor (2) két közönséges differenciálegyenletté esik szét, melyeket 
egyszerűen megoldva (3) figyelembevételével kapjuk, hogy 
c(x, t) = c0 exp [— kl0te~ , 
(16) 
I(x, í ) = V - A * . 
A fényerősség nyilvánvalóan az időtől független. 
Számítsuk ki (13) alapján az l vastagságban fellépő átlagos koncentrációt 
is. 
i 
C(l, Í) = Î2 Г exp [— kl0t dx . 
ô 
Bevezetve a 
V = — klgte-P* 
helyettesítést, adódik, hogy 
/ ~kl,le-l3»' 
e 
— dv. (17) J e x p [ - kl0te~^x]dx = — — 
0 1 —klat 
Hozzuk be az ún. exponenciális integrált: 
V 
I ez 
ЩУ) = I — dz; — oo g y < 0, 
akkor (17) jobboldala 
(18) - ~ [EÍ( к Igte-KI) - E Í ( — klgt)] 
Pi 
a lakban is írható, így az átlagos koncentráció 
(19) c(l, t) = Á? [ E i ( — klgt) - E i ( — klgte-U)]. 
Pi i 
(19) formula praktikusan igen jól alkalmazható, tekintettel arra, hogy az expo-
nenciális integrálra számos jól használható táblázat van. 
Másik speciális esetként az t az esetet tárgyaljuk, mikor 
I I . ßl = y2 = 0 . 
Ez azt a kémiai lehetőséget fejezi ki, hogy az anyag fényabszorpciós együtt-
ha tó ja arányos a mindenkori koncentrációval, vagyis a bevilágított anyag 
a f ény hatására átlátszóvá válik. Ez természetesen húsoknál nem fordulhat 
elő, mer t a húsok a rájuk eső f é n y t állandóan elnyelik már aránylag vékony 
rétegben. Mégis célszerűnek t a r t j u k II . eset részletes vizsgálatát, mert egyrészt 
ekkor egyszerű végső formulákra jutunk, másrészt pedig ez az eset a kémia, 
illetve biológia egyéb problémáiban fellép (lásd a Bevezetést). 
4 A Matematikai K u t a t ó Intézet Közleményei VIII . B/4. 
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M i v e l m o s t a = О, b = yx (11) i n t e g r á l : 
kl,t 
. , 1 Г d u 
20 = x . 
y x c 0 J 1 - е - " 
log A 
(20) i n t e g r á l e l emi f ü g g v é n y e k seg í t s égéve l k i f e j e z h e t ő , i n t e g r á l v a lesz : 
[u + log ( 1 - е " " ) ] 
с 
l og 11 — —1 = M0t + log (1 - e-х'д) - log p - 1 
(21) 




= kl0t - log A + l og (1 - e~k'°t) -





(22) с(х, t) = с0 
ev,c^ _)_ @kl0t _ i 
és (4) a l a p j á n a d i f f e r e n c i á l á s t e l v é g e z v e k a p j u k , h o g y 
fikIJ 
(23) I(x, t) = lg . 
v
 e/K.x ekl,t _ 1 







c(l, t) = — dx = —- log (e^c'x + ek,»t _ ]) 
с J e w + ek'°t— 1 
(24) 0 
x=l 
x = 0 
= J _ log ( e 'W + ek,'t - 1) - AJL . 
Z Z >q 
( B e é r k e z e t t : 1963. s z e p t e m b e r 4.) 
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МАТЕМАТИЧЕСКОЕ ИССЛЕДОВАНИЕ ПРОЦЕССА ОБЕСЦВЕЧИ-
ВАНИЯ МАРИНОВАННОГО МЯСА ПОД ВЛИЯНИЕМ СВЕТОВОГО 
ИЗЛУЧЕНИЯ 
Т. F É N Y E S , К . K Ö R M E N D Y и Е. ZUKÁL 
Резюме 
Данная работа содержит математическое исследование обесцвечива-
ния мяса под влиянием света. Составленная математическая модель прини-
мает во внимание абсорбцию световых лучей в мясе. В итоге получается 
система дифференциальных уравнений в частных производных и находится 
решение в неявной форме. В работе отсутствуют численные результаты, 
так как для указанных в работе видов мяса в настоящее время не известны 
абсорбционные константы. Только после определения последних становится 
возможным нахождение численных результатов и проверка математической 
модели на практике. 
В конце работы обсуждаются некоторые частные вопросы. 
Эти вычисления приводят к простым практически удобным формулам. 
DIE UNTERSUCHUNG DES DURCH LICHT VERURSACHTEN 
VERBLASSUNGSVORGANGES BEI PÖKELFLEISCH 
T. F É N Y E S , L. KÖRMENDY und E. ZUKÁL 
Zusammenfassung 
Bei der Verblassung von Pökelfleisch wird das dem Pökelfleisch die 
lebhaft rote Farbe verleihende Nitrosomyoglobin, beziehungsweise bei gekoch-
ten Waren das Nitrosomyochromogen oxydiert . Als erster Schrit t der Oxyda-
tion wird das in dem Molekül befindliche zweiwertige Eisenatom durch Lichtein-
wirkung in dreiwertiges oxydiert, falls im Fleisch eine Elektronen aufneh-
mende Substanz (z. B. Oxygen) vorhanden ist. 
Die vereinfachte Gleichung der Reaktion ist: 
ь = - Ш 
dt 
in der с die Konzentrat ion der zweiwertige Eisenatome enthaltenden 
Molekülen, 
t die Zeit, 
I die Lichtstärke und 
к die Reaktionsgeschwindigkeitskonstante bedeutet . 
Die Reaktion kann nur in begrenzt dicken Scheiben studiert werden, in denen 
I nicht konstant ist. 
Angenommen, dass die Veränderung des I-s dem Lambertschen Gesetz 
folgt, so ist die Gleichung: 
4 * 
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in der ß = ßx + УК + y2(c0 — c) 
x de r in Richtung des Lichtes axial gemessene Koordinat ionswert , 
yx der spezifische Lichtabsorptionskoeffizient der zweiwertiges 
Eisen enthal tenden Molekülen, 
y2 de r spezifische Lichtabsorptionskoeffizient der dreiwertiges Eisen 
enthaltenden Molekülen, 
ßx der Lichtabsorptionskoeffizient der anderen Substanzen, 
c0 с im Zei tpunkt von t = 0 bedeutet . 
Also hängt с und I so von t als auch von x ab . 
Der Zusammenhang muss die Differentialgleichungen 
dt 
91 
— = - [^1 + C + У2(С0 - С)] I 
dx 
wie auch die Anfangsbedingung 
c(x, 0) - c0 
und die Randbedingung 
ДО, t) = I0 
befriedigen. 
L I N E Á R I S P R O G R A M O Z Á S 
T Ö B B , E G Y I D E J Ű L E G A D O T T C É L F Ü G G V É N Y S Z E R I N T 
B O D P É T E R 
Az elmúlt években számos közgazdasági vita zajlott le nálunk, amelyeken 
közgazdászok és matematikusok arról tárgyal tak, hogyan lehetne a mate-
matikai programozást eredményesen a népgazdasági tervek optimális var ián-
sainak felkutatására felhasználni. A tudományos irodalomból ismeretes, hogy 
hasonló vi ták széles körben zajlanak más országokban is. Kétségtelen, hogy 
a szóbanforgó problémakörön belül az egyik legvitatottabb és távolról sem 
megoldott kérdés a célfüggvény közgazdaságilag helyes megválasztása. 
E cikk szerzője úgy véli, hogy a népgazdasági tervezés matematikai meg-
alapozásánál r i tkán célravezető olyan modellek alkalmazása, amelyekben 
egyetlen célfüggvény szerepel. Indokoltnak látszik, hogy nagyobb figyelmet 
fordítsunk a több egyidejűleg adott célfüggvény alapján való optimalizálás 
kérdéseire. 
Cikkünkben tá jékoztatás t adunk a probléma megoldásának bizonyos 
lehetőségeiről. Az I. pontban három — különböző közgazdasági feltevések 
mellett alkalmazható — modellt ismertetünk. A II. pontban összefoglalunk 
néhány ismert eredményt az ún. lineáris vektormaximum probléma megol-
dására. A I I I . pontban ezeket felhasználva megmutat juk, hogyan ál taláno-
sítható a lineáris programozás szimplex módszerének optimalitási kr i tér iuma 
efficiencia kritériumokká. 
A problémát az alábbi egyszerű példán keresztül érzékeltetjük. Tekint-
sünk egy nyílt , kétszektorú, külkereskedelmi kapcsolatokat nem tar ta lmazó 









kapacitásvektor, míg a társadalom minimális szükségleteit a végső (fogyasz-
tásra és felhalmozásra szolgáló) termékekből az 
s n = 
vektor fejezi ki. 
5 0 
2 0 
5 4 1 
5 4 2 BOD 
Jelölje g a b ru t to termelés és x a végső felhasználás nem negatív vektora i t , 
akkor érvényesek az alábbi összefüggések: 
(E — A) = x illetve % = (Е-А)~хх 
Vagyis az elérhető végső felhasználást az alábbi feltételek korlátozzák1 : 
{E - A ) ~ x x g к 
x ^ s0 
Az e feltételek által meghatározott halmazból kell már most optimális 
programot választani és t e g y ü k fel, hogy ez t a választást háromféle szempont 
szerint lehet értékelni: 
1. a végső felhasználás volumene a lap ján , 
2. a „belföldi á r rendszer" alapján, amely szerint a kétféle t e rmék ár-
aránya 2 : 5 és végül 
3. „nemzetközi á r rendszer" alapján, amely szerint a kétféle te rmék ár-
aránya 1 : 3 . 
Vagyis olyan programra van szükségünk, amely három egyidejűleg 
ado t t célfüggvény (mégpedig yx = xx + x2; y2 = 2xx + 5x2 és y3 = xx + 3x2) 
szerint a „ lehető legjobb". 
I. 
A feladat általános megfogalmazása érdekében tekintsünk olyan lineáris 
döntési fe ladatokat , amelyeknél egyidejűleg több célfüggvény szerepel. 
A lehetséges megoldások ha lmaza ebben az esetben: 
L = {xj A x g b; x ^ 0} 
Legyenek az egyes célfüggvények: 
yx = e t x 






y = C x . 
Megállapodunk abban , hogy az egyes célfüggvények mindig nagyobb 
függvényértékkel fejezik ki a gazdaságilag előnyösebb következményt . Minden 
lehetséges dön té s gazdasági következményét tehát egy i?k-ban fekvő vektor 
tükrözi. í gy a lehetséges megoldások halmazához hozzárendelhetjük a követ-
kezmények halmazát , amely 
A' = {y |y = 0 x ; x ( L } . 
1
 A c ikkben vektorok közöt t i egyenlőtlenségek jelölésére háromféle szimbólumot 
használunk, x <, у azt jelöli, hogy x egyetlen komponense sem nagyobb у megfelelő 
komponensénél, x <| у esetén ezen felül van x-nak legalább egy у megfelelő komponen-
sénél határozot tan kisebb komponense, x < у az t jelenti, hogy x minden komponense 
határozottan kisebb у megfelelő komponensénél. 
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Ezek u t án azt kérdezzük, hogyan lehet ilyen körülmények közöt t a gaz-
dasági opt imum fogalmát definiálni és a definíciónak megfelelő optimális 
programokat meghatározni. 
Ú g y gondoljuk, hogy három gazdaságilag reális lehetőséggel érdemes 
foglalkozni. Ezek a gazdasági pereferencia szerkezetére vonatkozó feltételezé-
sekben térnek el egymástól . 
1. Feltehető, hogy létezik a célfüggvényeknek egy olyan fontossági sor-
rendje, amelynél bármilyen kis előny egy fontosabb célfüggvény szerint 
jelentősebb, mint akármilyen nagy h á t r á n y valamely kevésbé fontos célfügg-
vény szerint. Ebben az esetben tu la jdonképpen arról v a n szó, hogy а К hal-
mazon közgazdasági szempontból e l fogadhatóan meg lehet adni egy sa já tos 
lexikografikus rendezést. 
Amennyiben a pereferencia ilyen szerkezetű: az a lábbi módon j á r u n k el. 
Legyen Lx azon döntések halmaza, amelyekben a yx = c*x függvény felveszi 
max imumát L-ben. Ha Lx egyetlen elemből áll, akkor egyetlen optimális progra-
munk van. Legyen azonban \LX\ > 1. Akkor meghatározzuk azon pontok 
halmazát L r b e n , amelyekben y2 = c*x felveszi max imumát (L2 halmaz). 
Az el járást folytatva halmazok egy sorozatát kapjuk 
Lk С Ai - i С . . . C ^ C Í j C l . 
Természetesen lehetséges, hogy valamely j<k indexre már \L,\ ==1. 
Ebben az esetben 
Lj = Lj+X = . . . = Lk_x = Lk. 
Az optimális programok halmaza azonban mindenképpen: 
B0 — Lk. 
2. Elképzelhető olyan belyzet, amelyben а К halmazon meg lehet adni 
egy skalárértékű vektor függvényt és ez a függvény helyesen kifejezi a lehet-
séges döntések összesített (valamilyen módon összegezett) gazdasági haté-
konyságát . Ebben az esetben arról van szó, hogy kialakí tható a lehetséges 
döntések megítélésében egy egységes preferencia. Legyen az említett függvény 
2 = Ф(у) - Ф[С x ] . 
Akkor az optimális programok halmaza: 
L0 = (x j z = Ф[С x] maximális, x £ L} . 
A halmaz elemeinek felkutatása nyi lván lineáris feltételekkel korlátozott — 
de nem szükségképpen lineáris — függvény max imumának meghatározása 
révén lehetséges. 
3. Az eddigi tapaszta la tok a lap ján úgy tűnik, hogy az esetek többségében 
nem adha tó meg eleve sem az 1. pon tban feltételezett sa já tos jellegű fontossági 
sorrend a célfüggvények között, sem a 2. pontban jelzet t és a különböző 
minőségű jellegű preferenciákat „közös nevezőre" hozó függvény. Vagyis 
а К halmazon nem t a lá lha tó más rendezés, mint az a részleges rendezés, ame-
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l ye t természetes módon a megado t t célfüggvények határoznak meg. Nyilván-
va ló ugyanis, hogy ha x, és x2 ké t lehetséges elhatározás és 
yx = G'xj ^ y2 = Cx2 akko r x, előnyösebb mint X2 
yx = Cxx = y2 = Cx2 akko r x, egyformán előnyös mint x2 
yx = Cx, <L y2 = Cx2 akko r xx kevésbé előnyös m i n t x2. 
Ezzel szemben, ha yx egyes komponensei nagyobbak, mások viszont kiseb-
bek , mint y2 megfelelő komponensei, akkor x, és y2 hatékonysága közvetlenül 
n e m hasonlítható össze. Az optimalizálási probléma pedig, amire ju to t tunk , 
az ún. vektormaximum probléma. 
Ilyen körülmények közöt t az optimalizálás csak az ún . efficiens progra-
mokra i rányulhat . Ezt a foga lmat , mint ismeretes először P A R E T O vezette be 
a közgazdaságtudományba. A matematikai programozás elméletében min-
denekelőtt K O O P M A N S , O H A R N E S és COOPER alkalmazták jelentős eredménnyel 
(lásd: [3] és [4]). 
А К halmazon y0 pontot efficiens pon tnak nevezzük, ha minden y Ç K - r a 
У è Ус =• У = Уо • 
Vagyis nincs olyan у i К pont , amelynek lenne y0-nál nagyobb kompo-
nense úgy, hogy egyetlen komponense sem kisebb y0 megfelelő komponen-
sénél. Jelöljük az efficiens p o n t o k halmazát K - b a n Ke-vel. 
Nyilvánvaló, hogy ha К felülről korlátos, akkor és csak akkor: Ke=f= 0. 
Másrészt minden у i { К — Ke }-hez ta lá lható olyan y ' i Ke, hogy у ' y. 
Ellenkező esetben у is efficiens pont kellene, hogy legyen. 
На К
е
ф 0 , akkor ér telmezhető az efficiens következményű döntések — 
röviden efficiens döntések — halmaza: 
Le = {x\Cx = y, yiKe; х Щ . 
Az optimalizálás célja az Le halmaz előállítása. 
II. 
Az L ha lmaz a gyakor la tban előforduló esetekben nem üres konvex 
poliéder. Ha feltesszük, hogy valamennyi célfüggvény korlátos az L halmazon, 
akkor К is kor lá tos és szintén nem üres poliéder ú+ben . Az t is tudjuk , hogy 
extremális pon t j a i az L halmaz extremális pont ja inak képpont ja i között ta lál-
ha tók . Vagyis, ha L extremális pont ja i : p4; p2; . . . pN, akkor a G'p,; Cp2; . . . C p v 
pon tok közül k ihagyva mindazokat , amelyek előállíthatók, min t a többi kon-
vex lineáris kombinációja; megkapjuk а К poliéder extremális pont ja i t . 
А К halmaz extremális pon t j a i közül azok lesznek efficiensek, amelyek 
e poliéder pozitív normálisú ha táro ló hipersíkjain fekszenek. Azonos határoló 
hipersíkon fekvő efficiens extremális pontok konvex lineáris kombinációi is 
efficiens pon toka t eredményeznek. Vagyis Ke összefüggő — nem szükség-
képpen konvex, de konvex részek egyesítéséből álló halmaz. Ennek a halmaz-
n a k részletes előállításához а К halmaz extremális pont ja inak koordinátáira 
és határoló hipersíkjainak egyenleteire van szükség. 
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Fenti megfontolások alapján, amelyek a konvex poliéderek elméletének 
ismert tételeire (lásd: [5] 63—64. o.) támaszkodnak, elvben a következő út 
jelölhető ki az efficiens programok megtalálására: 
1. Valamilyen erre alkalmas módszerrel megállapítjuk az L halmaz 
összes extremális pont já t . Ennek a feladatnak a megoldására számos eljárás 
ismeretes. így többek közöt t az ún. „teljes leírás" módszere, az UzAWA-féle 
algoritmus, B A L I N S K I el járása stb. L I P T Á K T A M Á S bizonyos fokig egyszerű-
sítette U Z A W A eljárását, amennyiben sikerült olyan algoritmust adnia, amely-
nél nem kerül sor felesleges (tehát ténylegesen nem extremális) pontok gene-
rálására. Az idén júniusban ta r to t t „Matematika közgazdasági alkalmazásai" 
kollokviumon pedig K R E K Ó B É L A és G E O R G W I N T G E N mutat tak be a fenti 
feladat megoldására eljárásokat. (Lásd: [1]; [7]; [8]; [9]; [10].) 
2. Képezzük az L halmaz extremális pontjainak képpontjai t а С t ransz-
formációs mátr ix segítségével és hagyjuk el az így nyert pontok közül azokat , 
amelyek előállíthatók a többi lineáris konvex kombinációjaként. Ezzel meg-
kaptuk К extremális pon t ja i t . 
3. А К halmaz extremális pontjaiból megállapítjuk a poliéder határoló 
lűpersíkjainak egyenleteit. Ennek a feladatnak a megoldására ugyancsak 
L I P T Á K T A M Á S dolgozott ki az elmúlt évben egy még nem publikált algoritmust. 
4. Ezek után а К halmaz efficiens pontjainak meghatározásához már 
minden szükséges információval rendelkezünk. Maguknak az efficiens progra-
moknak a megállapítása nem jelent külön nehézséget, hiszen а К halmaz effi-
ciens csúcspontjainak ősei már a számítások 1. lépcsőjében meghatározásra 
kerültek. 
A fentiekben vázolt eljárás teljes mértékben megvalósítható, de rend-
kívül számításigényes; min t minden olyan algoritmus, amely egy konvex 
poliéder összes csúcspontjaival explicite dolgozik. A mi feladatunk esetében 
az L halmaz összes extremális pontja meghatározásának önmagában is rend-
kívül fáradságos munkájához járul még а К halmaz határoló hipersíkjainak 
felépítése extremális pontjaiból . 
Az ezzel a részfeladattal kapcsolatos számítási munkák ter jedelmét 
mindenesetre valamelyest csökkenteni lehet azáltal,hogy kimutatható —misze-
rint a Ke halmaz elemeinek előállításához nincs szükség a teljes К halmazra; 
elég annak egy részhalmazával foglalkozni. Legyen ugyanis а К halmaz 
extremális pont ja inak halmaza: 
Q = Í4i ; Ч2 ; • • • W • 
Válasszuk ki ebből a halmazból azokat a pontokat , amelyeknél nincs „nagyobb" 
magában a halmazban, vagyis válasszuk ki a Q halmaz efficiens pon t j a i t . 
Legyen ezen pontok halmaza: 
Q = {q.i ; q*. ; • • ч Л • 
Ez annyit jelent, hogy a Q = {Q — Q} halmaz minden eleménél van „ n a g y o b b " 
a Q halmazban. 
Bebizonyítjuk a következő lemmát: 
А К halmaz egyetlen olyan pontja sem lehet efficiens, amelynek előállításában 
a Q halmazhoz tartozó extremális pont pozitív súllyal szerepel. 
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Legyen ugyanis 
м м 
y = 2 > , q, ; 2 r, = i о ^ и, ^ i « = L 2 . . . M) 
1=1 1=1 
a К halmaz egy tetszőleges pon t j a és t együk fel, hogy 
Ч л а д ) (у = 1,2, . . . I ) 
ßiv =h oj 
Válasszunk ki a Q halmazból olyan elemeket, amelyek rendre „nagyobbak" 
q j v (v = 1, 2, . . . Z)-nél és képezzünk a fenti kombinációs súlyokkal ú j ponto t : 
y ' , amelynél a qJt, vektorokat rendre a náluk „nagyobb" q,+ vektorokkal cserél-
jük fel. Az így nyert pontra nyilvánvalóan 
y'£K és y' > y . 
Vagyis y nem efficiens. 
Fenti lemma alapján elég a Q halmaz pon t j a i által generál t ún. redukál t 
következményhalmaz határoló hipersíkjait előállítani. Ezeken megtaláljuk 
а К halmaz összes efficiens p o n t j á t . Azonban még ilyen számítási munkacsök-
kentés mellett sem lehetséges a ma rendelkezésünkre álló számítástechnikai 
lehetőségek keretei között a vázol t módon aká r csak közepes méretű feladatot 
is gyakorlatilag használható időn belül megoldanunk. Ezér t olyan módszer 
alkalmazására kell törekednünk, amely nem teszi szükségessé az összes extre-
mális pont meghatározását. I lyen módszer a szimplex eljárás. 
A szimplex módszert fel lehet használni efficiens programok meghatá-
rozására. Ennek a lehetőségét az alábbi két té te l biztosítja. A tételek eredetileg 
CHAKNEStől és CooPERtől származnak, akik 1957-ben a lineáris termelési model-
lek efficiens termelési lehetőségeinek problémáját vizsgálták. Eredményeiket 
könnyen átfogalmazhatjuk az általunk vizsgált problémára. (Lásd: [3] 82. 
o. és részletesebben [4] I. 299—313.) 
Efficiens következményű program megtalálását biztosí t ja az alábbi 
I. tétel. Ha x0 optimális megoldása a 
p J C x - > max ! 
А х ^ Ь 
x ^ 0 
lineáris programozási feladatnak, amelyben p* tetszőleges pozitív vektor, akkor 
y0 = Cx0 efficiens pont A-ban . 
Tegyük fel fentiekkel ellentétesen, hogy 
у' = С x' > y0 és x' £ L 
Akkor 
Cx' :> x 0 =*p*Cx' > pjCx 0 
vagyis x() nem lenne optimális megoldása a fent i feladatnak, szemben a felté-
telezésünkkel. Tehá t у ' ]> y„ nem állhat fenn, vagyis y0 £ Ke. 
Tetszőleges lehetséges program efficiens vagy nem efficiens voltának 
eldöntésére alkalmas a következő 
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II. tétel. x0 efficiens következményű program akkor és csak akkor, ha a 
e*y —у max' , ahol e* = [1,1, . . . 1] 
A x g b 
С x — у = С x0 
x ^ O ; y ^ O 
lineáris programozási feladatban 
max (e* у) = 0 . 
A feltétel szükséges: legyen x0 efficiens következményű, akkor 
С x' ^ С x0 =*• С x' = С x0 => у = 0 =• e* у = 0. 
A feltétel elégséges: legyen max(e* у) = 0 és Cx'^> Cx0. Vagyis léteznek olyan 
komponensek, amelyekre 
(Cx')t>(Cx o ) | . 
Tehát y-nak kell, hogy legyenek pozitív komponensei is és így 
у > 0 ; e* > 0* =• e* у > 0 , 
szemben a feltevésünkkel. 
Tekintsük a fenti (II. tételbeli) feladat duálisát 
u* b -f- V* С x0 —у min ! 
u* A -f- V* С ^ 0* 
_ v* ^ e* 
u* ^  0* . 
II. tétel alapján, ha x0 efficiens következményű program, akkor (x0; y0 = Cx0) 
optimális megoldása a primál feladatnak és 
max (e* у) = 0 . 
Ekkor viszont a duál feladatnak is van optimális megoldása: 
« ; vf) 
v*-ról tud juk , hogy 
— V* ^ e* > 0* . 
Jelölje 
p * = — V * . 
Másrészt 
u* A è — V* С = p* С 
és a duali tás tétel miatt 
min (u* b + у* С xu) = min (u* Ь — p* С x0) = u* b — p* С x0 = 0 . 
Innen 
u*b = p * C x 0 . 
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Rögzített p* mellett ezt úgy értelmezhetjük, hogy x0 és u* primál, i l letve duál 
opt imuma a 
Ax g b u* А ^ p* С 
x ^ 0 u* ^ 0* 
p j f 0 x - > m a x ! u*b—>-min! 
fe ladatpárnak. Ez megmuta t j a , hogy a d o t t p* > 0 * mel le t t a 
pî С x —*- m a x ! 
i x A b 
x á O 
feladat optimális megoldása efficiens következményű és megfordítva, minden 
efficiens következményű programhoz v a n olyan p* > 0* vektor, hogy x0 
optimális megoldás a p*Cx célfüggvény tekintetében. 
III. 
Fent i tételeket a szimplex módszer nálunk szokványos (lásd: [7] 228—-
234 o.) számítási e l járásában az alábbiak szerint a lkalmazhat juk: 
I ndu l junk ki a következő táblából 
X * 
u A b 
С 
0 
és part íciónáljuk úgy, hogy a bal felső blokkban egy reguláris kvadra t ikus 
blokkot nyer jünk . 
X* xf 
u i A n A 21 bi 
U2 A 21 ^22 b2 
Ci 
С 2 




- A J 
A A - t A 21 -"11 22 
Afl1 A12 




b2 - A21 Aqi b, 
Ci Aq1 С2 — С i Aq1 A12 - Cx Aq1 bx 
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Tegyük fel, hogy a transzformáció eredményeként lehetséges megoldást kap-
tunk , vagyis 
Af bx ^ 0 , 




E program következmény vektora: 
У0 = СХ A f h g K . 
Tételezzük végül még fel, hogy —C+M -1 g 0, vagyis 
ú j ^ i i 1 è 0 . 
Ezek után bebizonyít juk a következő megál lapí tásokat : 
1. Ha 02—CxAfA12 g 0, akkor Ke egyetlen pontból áll: 
Ke = { y f . 
Legven ugyanis x ' = X l £ L és y ' = Cx' = С+х} -f- C2x'n. Mivel x.', 0 és 0 2 g 
ri/ С
 xAf Ax2, ezert 
y ' = 0 i xj + 0 2 x 2 <. 0 j x( + Cx Af A1 2x2 = 0 i Af(An xx + A12x',) 
2:« 
és igv 
у' ^ 0 i Af bx = y 0 . 






p*[02 - Cx Af A12] g 0* és p * > 0 * . 
Ebben az esetben x 0 optimális megoldása a 
p * С x —>- max ! 
J x É b 
x ^ 0 




X1 Af Af A12 Af bx 
"2 4 d -
1  
— 21 " l^l 
Ац 
— A2I Af A12 Ь-2 — -^ 21 Af bx 
— p* C\ Af P* [02 — 0j Af M12] -Po*0 i ^ b i 
£0« £0« 
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A p*|C2 — < W 4 2 ] = 0* egyenlőtlenségrendszernek nyilvánvalóan n e m lehet 
pozitív megoldása, ha a mátr ixnak v a n félpozitív oszlopvektora és biztosan 
van pozit ív megoldása, ha van legalább egy félnegatív sor vektor a. 
3. H a az [C2—CXA+A12] má t r ixban van félpozitív oszlopvektor (olyan 
nem negat ív vektor, amelynek legalább egy pozitív komponense van) és felet te 
található pozitív generáló elem, akkor egy elemi transzformációval olyan 
programhoz jutunk, melyre 
Legyen cy = 
г с) 
4 
x Q L 
* = с x
1
 ;> y 0 . 
^ 0 a [C2 — C\ Af A±2] mátr ix 




 = С x0 + <5 Cj > С x 0 . 
4. Н а a Pu[С-2 — C x A l x A n ] n e m pozitív vektornak van o lyan zérus 
komponense, amely fe le t t létezik pozi t ív generáló elem, akkor egy elemi 
transzformációval olyan x ' £ L programhoz jutunk, amely alternatív op t imuma 
a 2. p o n t b a n jelzett l ineáris programozási feladatnak, tehát 
y' = Cx+Ke. 
5. Az al ternatív opt imumokra való áttérés lehetőségét k imer í tve : p* 
valamelyik elemét megváltoztatva á t t é r ü n k olyan pf vektorra, hogy a 
AX1XA12] 
vektornak legyen legalább egy pozi t ív eleme. Ez lehetővé teszi o lyan ú j abb 
bázismegoldás, vagy bázismegoldások felkutatását , amelyek opt imál is meg-
oldásai a 
pf С x — m a x ! 
Ax g b 
x + 0 
fe ladatnak, tehát ú j a b b efficiens következményű programokat szolgál tatnak. 
A fentiekben kri tér iumot n y e r t ü n k efficiens bázisprogramok előállí-
tására és adot t efficiens bázisprogramból további ugyancsak eff iciens bázis-
programra való á t térésre . Gyakorlatilag adott fe ladatok esetében ezek olyan 
döntéseket jelentenek, amelyekkel kapcsolatban a gazdasági ha tékonyság 
valamelyik elemének fokozása fel tét lenül a hatékonyság más elemeinek rová-
sára valósí tható csak meg. Ezek a p rogramok ebben az értelemben optimálisak. 
Természetes, hogy á l ta lában nem v á r h a t ó az hogy Ke egyetlen elemből álljon. 
Ahhoz, hogy az összes efficiens bázisprogramot lépésről lépésre előállíthassuk, 
szükség van olyan ny i lván ta r tó e l járásra , amely számon tar t ja , hogy a lehet-
séges megoldások halmazának mely szóbajöhető extremális p o n t j a i t j á r tuk 
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már be. I lyen nyi lvántar tó e l járást kell a lkalmazni olyankor is, amikor egy 
közönséges lineáris programozási feladatnál igen sok al ternatív optimális csúcs-
pon t adódik. Gyakorlatilag bevá l t erre a célra az ugyancsak O H A R N E S és C O O P E R 
által kidolgozott ún. „labirintus e l járás" (lásd [2] 69—70 о.). H a már mos t 
nemcsak az efficiens extremális pontokra , hanem az összes eff iciens programra 
kíváncsiak vagyunk, figyelembe kell venni, hogy i t t eltérés v a n az efficiens 
csúcspontok elhelyezkedése és az al ternat ív optimális csúcspontok elhelyez-
kedése között a közönséges lineáris programozásnál. Míg ugyanis ez u tóbbi 
problémánál az al ternat ív optimális extremális pontok minden konvex lineáris 
kombinációja maga is optimális programot ad, addig az efficiens csúcspontok 
konvex lineáris kombinációi vezethenek belső pontokhoz is. Ezek konvex 
lineáris kombinációja akkor és csak akkor efficiens, ha a kombinációban pozit ív 
súllyal szereplő efficiens csúcspontok azonos határoló hipersíkon fekszenek. 
Il lusztrációként megoldjuk a cikk elején vázolt példát . Mivel a fel téte-
lekben szereplő inverz mátr ix : 
1 _ 0,5 - O ' 3 ]" 1 _ " 5 / 2 ' / / 
— 0,2 0,б | 5 / 25/ 
- /В /12 
ezért a feltételek : 
5/2 + bU ^ 200 
5/б*1 + 25/I2+! ^ 200 
xx ^ 50 
x2 + 20 
Kisebb á talakí tások után az alábbi kiinduló táb láza to t í rha t juk fel: 
x2 v2 
ux 10 5 0 0 800 
u2 10 25 0 0 1200 
x
u3 1 0 — 1 0 50 
x
u4 0 2 0 — 1 20 
1 1 0 0 0 
2 5 0 0 0 
1 3 0 0 0 
Mivel az együt tha tómát r ix bekeretezet t része reguláris, á t té rhe tünk 
olyan ú j bázisra, amelyben a csillaggal jelölt duál is változók szerepét xx és x2 
foglalják el. A transzformáció révén — elhagyva a felesleges oszlopokat — 
a következő t áb lá t nyerjük, amelyben a fe lada tnak már egy lehetséges meg-
oldása áll: 
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U1 10 5 200 
u2 10 25 200 
X1 — 1 0 50 
x2 0 — 1 20 
1 1 - 7 0 
2 5 - 2 0 0 
1 3 - 1 1 0 





rözi. Mivel a tábla alsó felében levő m á t r i x minden oszlopa pozitív vektorokból 
áll, bármelyik tevékenységet bevonhat juk a bázisba és ezáltal x l-nél minden 
tekinte tben előnyösebh programhoz ju tunk . 
Az ú j program x2 = 
ux 1 8 1 - V e 160 
V2 
2 / / 5 / 25 8 
X1 — 1 0 50 







3 / 25 
— 7 8 
— 240 
- 1 3 4 




> y L 
Lássuk be, hogy x2 eff iciens program, hiszen a 
2/s 
0 
- V Ó 
0 * 
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egyenlőtlenségrendszernek van pozitív megoldása, pl. 
Po*= [ 1 , 1 , 3 ] . 
Mivel a [1, 1, 3,] 
3/ — 1/ 1 
15 / 25 
[ 0 , - 3 / 5 ] vektornak az első komponense 
« — / 25 
—1/ — 3 / / 5 _ / 2 5 J 
zérus, vx bevonható a bázisba és ezáltal ú j efficiens bázisprogramot kapunk . 
Az ú j program: x3 = 70 
20 
V1 7s V,o 20 
V20 V 20 0 
xx V, 7,o 70 
x2 7 20 
3/ /100 20 
3/ 
/40 —7,o — 90 
0 
~~
5!гь — 240 
i/ 
/40 - 7 s — 130 







Látható , hogy y2 és y3 nem hasonlíthatók össze. Viszont x3 efficiens, hiszen a 
_3/io 7.,o 
0 V 2 5 
- 7,0 Ve /8 J 
0* 
egyenlőtlenségrendszernek van pozitív megoldásvektora. 
Több efficiens bázismegoldás nem ta lá lható , de minden 
program efficiens. 
x = ; . x 2 + (1 — A)x3(0 ^ X g 1) 
(Beérkezett : 1963. szeptember 6.) 
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ЛИНЕИНОЕ ПРОГРАММИРОВАНИЕ В СЛУЧАЕ НЕСКОЛЬКИХ 
ОДНОВРЕМЕННО ЗАДАННЫХ ЦЕЛЕВЫХ ФУНКЦИЙ 
P . B O D  
Резюме 
Исследуются такие экономические проблемы, возможные следствия 
решений которых необходимо оценивать с различных точек зрения. Так 
эффективность всех допустимых в рамках ограничивающих условий решений 
измеряется векторами (конечной размерности в силу нашего предполо-
жения). 
В случае программ с линейным решением к множеству возможных 
решений 
А = {x j А х ^ Ь ; х ^ 0} 
относится множество следствии 
К = 




= С x ; x£L 
Для того, чтобы выяснить сущность оптимальных решений, появляется 
необходимость в упорядочивании множества К. Для этого имеются следую-
щие возможности: 
1. Можно задать такой порядок важности целевых функций, что любое 
маленькое преимущество более важной, чем остальные, целевой функции 
считается сильнее, чем какой бы то ни было недостаток всех менее важных 
целевых функций. 
Множество оптимальных программ можно определять методами линей-
ного программирования. 
2. На множестве К можно задать такую вектор-скалярную функцию, 
которая выражает общую эффективность возможных программ. 
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Определение всех оптимальных программ приводит к вычислению 
максимума функции (не обязательно линейной) при определенных линей-
ных условиях. 
3. На множестве К возможны только частичные упорядочивания по-
средством отдельных целевых функций. 
В этом случае программирование сводится к отысканию так называ-
емых эффициентных программ. 
Для определения эффициентных программ можно дать простой метод, 
основанный на нескольких свойствах эффициентных точек множества след-
ствий. Однако этот метод требует больших вычислений в виду того, что при 
расчетах употребляются все максимальные точки множества решений и 
большинство максимальных точек множества следствий. 
Проблему эффициентных уровней производства линейных производст-
венных моделей изучали в 1 9 5 7 г. C H A R N E S И C O O P E R . ИХ результаты можно 
применить к рассматриваемой здесь проблеме. В следствие этого в нашем 
распоряжении имеются две теоремы, с помощью которых можно опреде-
лять программы с эффициентными следствиями или о любой возможной 
программе можно сказать, эффициентна она или нет. 
Обычный критерий оптимальности симплексного метода можно об-
общить в критерий, определяющий эффициентные программы. 





Wir untersuchen solche lineare wirtschaftliche Entscheidungsprobleme, 
in denen man den Erfolg der zulässlichen Lösungen aus mehreren Gesicht-
spunkten bewerten muss. So wird der ökonomische Wirkungseffekt der einzelnen 
zulässlichen Programme durch Vektoren endlicher Dimension gemessen. 
Im Falle linearer Entscheidungsprobleme gehört zu der Menge der zuläss-
lichen Lösungen 





C f x 
У1 У = ! 
C*kx 
С : x(L 
Um optimale Entscheidungen deuten zu können, muss ein aus ökono-
mischem Standpunkt gerechtfertigtes Ordnen auf der Menge К definiert 
werden können: Es bieten sich die folgenden Möglichkeiten: 
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1. Es kann eine Wichtigkeitsreihenfolge der Zielfunktionen so angegeben 
werden, dass ein noch so geringer Vorteil nach einer wichtigeren Zielfunktion 
starker sei, als jeder Nachteil nach dem weniger wichtigen Zielfunktionen. 
Die Menge der optimalen Lösungen kann mit te ls einer zweckmässig 
geführ ten linearen Optimierung erha l ten werden. 
2. Es gibt eine Skalar-Vektor-Funktion auf der Menge К, die d e n Gesamt-
nu tzef fek t der zulässlichen Lösungen ausdrückt. 
U m das Optimum zu finden, muss man den Maximum einer d u r c h linea-
ren Ungleichungen beschränkten, jedoch nicht notwendig linearen Funktion 
best immen. 
3. Auf der Menge К besteht nu r da s durch die verschiedenen Zielfunktio-
nen bes t immte Part ialordnen. 
Die Optimierung kann sich in diesem Falle n u r auf die Herstellung 
der sogenannten eff izienten Programme richten. 
Auf Grund einiger einfachen Eigenschaften der effizienten P u n k t e der 
Konsequenz menge kann ein naheliegendes Verfahren zur Herstellung effizienter 
Programme angedeutet werden. Das Verfahren ist s ta rk rechnungsanspruch-
voll, da es sämtliche Ext remalpunkte der Menge L u n d fast sämtliche Extre-
malpunkte der Menge К tatsächlich benutzt . 
C H A R N E S und C O O P E R untersuchten im Jah re 1957 das Prob lem der 
effizienten Nettoproduktionsmöglichkeit in den linearen Produktionsmodellen. 
Ihre Ergebnisse kann m a n auf das hier untersuchte Problem umformulieren. 
Man e rha l t so zwei Sätze , mit denen man Programme effizienten Erfolges 
herstellen kann, und übe r alle zulässliche Lösungen entscheiden k a n n , ob sie 
effizient sind oder n icht . 
Das übliche Opt imal i tä tskr i ter ium des Simplex-Verfahrens lässt sich 
leicht z u m Kriterium der Effizienz verallgemeinern. 
GÖMBALAKÚ ÖNTVÉNY LEHÜLÉSI FOLYAMATÁNAK VIZSGÁLATAI 
A D L E R G Y Ö R G Y 
1. §. A feladat megfogalmazása 
Vizsgálataink gömbalakú öntvényeknek vastag hőszigetelő réteggel 
körülvett formaanyagba történő, két fé le öntési e l járására vonatkoznak. A két 
öntési e l járás abban té r el egymástól, hogy az egyik esetben az öntvényben 
öntéskor szilárd, az öntvénnyel azonos anyagú és avval koncentrikusan elhe-
lyezkedő, gömbalakú mag foglal helyet , mely az öntvénybe beépül . A másik 
esetben szilárd mag nélkül történik az öntés. 
A gömbalakú öntvény sugara legyen R. E z t d vastagságú, gömbhéj 
alakú formaanyag, va lamint ekörül elhelyezkedő b vastagságú, ugyancsak 
gömbhéj alakú hőszigetelő anyag ha tá ro l ja . A szilárd mag sugara legyen Rm 
(lásd 1. ábra) . 
Az öntvény tú lheví te t t és megolvadt ál lapotban kerül az öntőformába. 
Az öntvény lehűlésének és megszilárdulásának matematikai vizsgálatánál 
az alábbi fo lyamatokat és feltételeket kell figyelembe venni. 
1. Az öntvényben és a hőszigetelő anyagban hővezetés játszódik le; 
ezen anyagokban a hőmérséklet az időtől és a helytől is függ. 
2. A formaanyag viszonylag vékony volta és jó hővezetőképessége foly-
tán a formaanyagban a hővezetésre n e m kell tekinte t te l lenni; a formaanyag 
hőmérséklete csak az időtől függ, a helytől nem. 
3. Az öntvény megszilárdulása folyamán a szilárd és a cseppfolyós 
fázis h a t á r á n olvadáshő szabadul fel. 
4. Az öntvény és a formaanyag, illetve a formaanyag és a hőszigetelő 
anyag ha tá rán a hőmérséklet a he lynek folytonos függvénye. A hőszigetelő 
anyag és az azt kívülről határoló levegő között a lineáris hőátadás i törvény 
áll fenn. (A hőszigetelő anyag és a levegő h a t á r á n a hőmérsékletnek ugrása 
van.) A külső levegő hőmérséklete ál landó és megegyezik a hőszigetelő anyag 
kezdeti hőmérsékletével. 
5. Mivel az ada tok szerint a vizsgált anyag termikus jellemzői nemcsak 
a hőmérséklettől, de a halmazállapottól sem függenek, ezért a szilárd mag 
és a cseppfolyós ön tvény ha tá rá ra vonatkozóan semmilyen peremfeltételt 
sem kell kiróni, mer t i t t , az anyag hővezetési szempontból homogén lévén, 
magának a hővezetési egyenletnek kell teljesülnie. Természetesen ezen a helyen, 
1 A dolgozatban foglal t s zámí tá sok a Fémipa r i K u t a t ó i n t é z e t (ROMWALTER 
A L F R É D mérnök) megbízásából készül tek . 
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az öntés p i l l ana tában fennálló hőmérsékleti különbségek fo ly tán , a kezdeti 
hőmérsékleteloszlás diszkont inuus lesz. 
6. Végül a leír t rendszer t e r m i k u s viselkedését az anyagi á l landókon 
kívül a kezdeti i d ő p o n t b a n ura lkodó hőmérsékletek és az ö n t v é n y olvadás-






A leír t rendszer anyagi állandói a következők: 
к = hővezetőképesség cal c m - 1 s e c - 1 C ° _ 1  
с = f a jhő cal g - 1 C° _ 1 , 
q = sűrűség g c m - 3 , 
к = olvadáshő, cal g^ 1 , 
h = hőátadási t é n y e z ő cal c m " 2 s e c - 1 C 0 _ 1 . 
A rendszer hőmérséklet i jellemzői: 
T = kezdeti hőmérsékle t C°, 
r = ön tvény o lvadáspon t j a C°. 
A hőszigetelő a n y a g r a vonatkozó ál landókat l -es , az ön tvényre vonat-
kozó a d a t o k a t 2-es, a fo rmaanyagra vona tkozó a d a t o k a t 0-ás indexszel fogjuk 
jelölni. 
A feladat mindké t (szilárd-magos és szilárd m a g nélküli) öntés i eljárás 
esetében a következő ál lapot jelzők meghatározása : 
a j az öntvény dermedési f o lyama tá r a je l lemző folyékony—szilárd 
fázis-határfelület he lyzete mint az idő függvénye: 
b) az öntvény és a hőszigetelő a n y a g hőmérsékletének időbeli és térbeli 
eloszlása a lehűlés f o l y a m á n . 
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2. §. A folyamat matematikai modellje 
A) Egyenletek 
Az egyszerűség kedvéért először foglalkozzunk a szilárd m a g nélküli 
öntés esetével. Jelöljük a hőszigetelő anyag hőmérsékletét u(r, í)-vel, a megszi-
lárdult öntvényét v(r, í)-ve 1, a még cseppfolyós ön tvényét w(r, í)-vel, a forma-
anyagét pedig z(Z)-vel, ahol r a radiális koordinátát (az öntvény centrumától 
mért távolságot), t pedig az időt jelenti . (Mivel a folyamat tel jesen gömb-
szimmetrikus, a helytől való függés csak a radiális koordinátától való függést 
jelenti.) A feltételeknek megfelelően a formaanyag hőmérséklete csak a t válto-
zótól függ. A megszilárdult öntvényrész vastagsága legyen | ( í ) . (Vagyis, 
ha r = R(t) a cseppfolyós halmazállapotú öntvény sugara a t időpontban — 
ilyen jelölés mellett R = R(0) — akkor | ( t ) = R — R(t).) 
A hőszigetelésben, továbbá az öntvénynek mind a megszilárdult, mind 
pedig a cseppfolyós részében a megfelelő hőmérsékleteknek a hővezetés 
egyenletét kell kielégíteniük (lásd: [2], 195—198. o. és 487. o.): 
, , , Э
2
« 2 8« 1 8 «
 ( 
(1) (Ä + d < r < A + d + 6), 
8r2 r 9r a\ dt V ' 
Q2v , 2 bv 18« 
(2 ) ( R - M < R < R ) , 
dr- r 8r 81 
(3 + = — (0 < r < Д — | ( í)) , 
8r2 r 8r a \ 81 V ' 
ahol 
af = — ( i = 1 ,2) . 
ci 6i 
(Az adatok szerint a szilárd és a cseppfolyós fázis termikus anyagi jellemzői 
megegyeznek.) 





« d-u ^ Э2« 1 8и 
dx'/ Эж| Эх| a2 81 
egyenletéből, a teljes gömbszimmetria figyelembevételével, az r = f x 2 + x\ + ж2  
helyettesítéssel ju tha tunk el.) 
A szilárd-magos öntés esetében a dermedési folyamat nemcsak a forma-
anyag mentén, hanem a szilárd mag mentén is megindul. Jelentse |(í), illetve 
|(í) az átfagyott réteg vastagságát a formaanyag mentén, illetve a szilárd mag 
és a ráfagyot t réteg alkot ta gömb sugarát (lásd 2. ábra), v(r, t) illetve v(r, t) 
pedig a megfelelő részek hőmérsékletét, ahol v(r, t) egyben az eredeti szilárd 
mag hőmérsékletét is jelöli (lásd 1. §, 5.). 
Természetesen az öntvény elegendő magas túlhevítése esetén a folyamat 
a szilárd mag megolvadásával kezdődik. Ez a jelenség matematikailag csupán 
abban nyilvánul meg, hogy a kezdeti időszakban £(t) csökkenőnek adódik. 
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Mint az t a 3. § II . számú problémájának megoldása mutat ja , az ado t t numerikus 
értékek mellett |(7) növekedően indul (ti. az o t t szereplő a pozitív), vagyis 






Tehát szilárd-magos öntés esetében a hőmérsékleteket meghatározó 







2 9 и 1 du 
dr1 r dr dt 
d-v 
+ 
2 dv 1 Эр 
dr- r dr 97 
Э
2
р 1 2 djj 1 9p 
Э H 1 r dr 97 
82w 
+ 
2 9 w 1 Э w 
9r2 r dr aü 91 
(R + d<r< R + d + b), 
(R - l(t) < r < R) 
(0 < r < ï(t)), 
(I(t) < r < R — Щ . 
B) Kezdeti- és peremfeltételek. A fagyásfelület mozgását leíró egyenlet 
A levegő és a hőszigetelő anyag határfelületén a lineáris hőátadási tör-
vény érvényes: 
7 du 
— Icy — 
Э r 
(4) = hy[u(r, t) f=R+d+b — Tx] • 
r=R+d+b 
(Mint az a feltételekből is következik, Ty a levegő hőmérsékletét is jelenti.) 
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A többi határfelületeken hőmérsékleti ugrás nincs, ezért szilárd mag 
nélküli öntés esetén 
(5) u(r, t) \r=R+d = z(t) = v(r, t) |r=/?, 
(6) v(r, t) U R _ Í ( 0 = w (r, t) |r_R_É(0 , 
illetve szilárd-magos öntés esetén 





(6) v(r, t) |r=i?-7(() = w(r, t) |r=R-í<0 , 
(6) v(r, t) |r=í(() = w(r, t) |r=-(0 . 
Az r = 0 pont a gömbi szimmetria centruma, ezért itt hőáramlás nincs, 
vagyis szilárd mag nélküli öntésnél 
9w(r, t) 
8 r 
= 0 , 
míg szilárd-magos öntés esetében 
8g(r, t) 
dr 
= 0 . 
r=0 
Ú j a b b határfeltételhez jutunk, ha figyelembe vesszük, hogy a forma-
anyagba időegység ala t t beáramló és onnan kiáramló hőmennyiségek különb-
sége a formaanyag hőmérsékletének emelésére fordítódik. így, szilárd mag 
nélküli öntés esetén, a következő határfeltételt kap juk : 
(8) 
4 R-л k., dv 
dr 
= — Qo co 
— 4 ( й -f d)2nkx 
r=R 







Szilárd-magos öntés esetében ezen képlet annyiban módosul, hogy benne 
a v(r, t) függvény helyett a v(r, t) függvény szerepel. 
A szilárd és a cseppfolyós fázis határán végbemenő fagyási folyamat 
feltételi egyenletét a szilárd mag nélküli esetre vezet jük le. A szilárd-magos 
esetre vonatkozó egyenletek (itt két fázis-határfelület van !) szószerint meg-
egyező módon kapható meg, csak ar ra kell ügyelni, hogy a S(t) távolságot 
az r = 0 ponttól jobbra, míg a |(() távolságot az r = R ponttól balra mérjük 
pozitívnak, és ugyanakkor a szilárd és a cseppfolyós fázisok r tengely menti 
sorrendje is ellenkező a két határfelület mentén. (A formaanyagtól befelé, 
a szilárd magtól pedig kifelé történik a dermedés.) 
A t időpontban a szilárd-cseppfolyós fázishatár az r = R — 1(7) sugarú 
gömb, mely At idő a la t t az r = R — [£(7) + AS] sugarú gömbbe megy át . 
Tehát ezen At idő alat t 4[R— |(7)]2тгЛ|р2 tömegű öntvény szilárdul meg, és 
ennek megfelelően 4[R—£(7)]2я hőmennyiség szabadul fel. Ezen hő-
mennyiségnek egyenlőnek kell lennie az r = R — £(7) és az r = R—[£(7) + 
5 6 2 A D L E R 
-f- As] sugarú gömbfelületeken At idő alatt á t á ramló hőmennyiségek különb-
ségével, vagyis 
4 (R-Ç(t)-A£ynlc2—\ -
3 1 |r=R-f(f)-Jf 
At 
— 4(R - Ç(t))2nJc, dw 
3 r r=R-S(t) 
Innen, 4 [ ü ? — A Z &2-vel való osztás és a AZ-+- 0 ha tá rá tmenet elvégzése 
u t án a következő feltételi egyenletet kapjuk (vö.: [2], 280. o.): 
(9) 
3 w (r, t) 3 v(r, t) 
9 r 3 r r=R-í(t) 
% d£(t) 
dt 
A folyamat megindulásakor az ön tvény teljes egészében cseppfolyós ál lapotban 
van, ezért |(0) = 0. 
Szilárd-magos öntésnél az á t fagyási feltételek а к övetkezők lesznek 
(9) 
(9) 
Э w(r,t) 3 v(r, t) 




 + 3 v(r, t) 
r = f ( 0 
Ag2 d£(t) 
k0 dt 3 r 3 r 
melyekhez a következő kezdeti feltételek t a r toznak : 
ï(o) = 0, m = Rm. 
A kezdeti hőmérsékletek a következők: 
szilárd mag nélküli öntésnél: 
u(r, 0 ) = 2 ( 0 ) = T0 = Tx , 
w(r, 0) = T2 , 
szilárd-magos öntésnél: 
« ( r , 0 ) = é ( r , 0 ) = 2 ( 0 ) = T 0 = T X , 
w{r, 0) = T2 . 
A szilárd és a cseppfolyós fázis ha tárán a hőmérséklet ál landóan az önt-
vény o lvadáspont ján van : 
(10) v{r, t) \t=R-m = w(r, t) Ir=R-m = T , 
illetve szilárd-magos öntésnél 
(10) 
(TÖ) 
v(r, t) |r=R-í(0 = W(r, t) |r=R-f(0 = Г . 
t) |r=-(0 = w(r, t) Jf=T<0 = T • 
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(Ezek a feltételek t > 0 esetére értendők, t — 0 esetén a kezdeti hőmérséklet 
az öntvény ha tá rán (vagy határain) nem folytonos.) 
A könnyebb áttekinthetőség kedvéért képleteinket a 3. és 4. ábrán össze-
foglaltuk: a 3. ábrán a szilárd mag nélküli, a 4. ábrán pedig a szilárd-magos 
öntés képleteit foglaltuk össze úgy, hogy az r változó megfelelő szakaszaihoz, 
illetve megfelelő pontjaihoz fel tüntet tük az o t t érvényes egyenleteket, illetve 
peremfeltételeket. 
3. §. Két, félterek átfagyására vonatkozó probléma egzakt megoldása 
Tekintettel arra, hogy a fagyási folyamat , amint azt az alább következő 
I. probléma £ = a f t megoldása mutat ja , végtelen nagy sebességgel indul meg 
I d £ 1 
vagyis = -f oo , ezért a numerikus számítási módszer, miként 
dt о j 
azt a 4. §-ban látni fogjuk, a folyamat kezdeti szakaszának kiszámítására 
nem alkalmas. Ezért ezen kezdeti szakaszt alkalmasan leegyszerűsített modellek 
egzakt megoldásával számítjuk ki. 
Az egyszerűsítés lényegéhen abban áll, hogy a formaanyag és az öntvény, 
illetve az öntvény és a szilárd mag határát síknak, és a közegeket egyik i rány-
ban végtelen kitérjedésűeknek tekintjük. Ezek az egyszerűsítő feltevések azért 
jogosak, mert a fagyási folyamat megindulásakor létrejövő változások, ha 
vizsgálatainkat rövid időtar tamra korlátozzuk, lényegében a különböző 
közegek határfelületeinek csak a közvetlen környezetére koncentrálódnak, 
így azokat sem a szóban forgó határfelületek görbületi viszonyai, sem pedig 
az ezen felületektől távoleső pontokban lejátszódó folyamatok nem befolyá-
solják. 
Ezen leegyszerűsített modellek azért is fontosak, mer t a fagyási fo lyamat 
megindulásáról pontos képet adnak. 
I. probléma. (Lásd: [2], 280—282. o.) 
Jelölje x egy térbeli derékszögű koordinátarendszer egyik koordinátáját . 
Az öntvény foglalja el az x > 0 félteret. Nyilvánvaló, hogy ha kezdeti felté-
teleink és peremfeltételeink csak az x koordinátától függenek, akkor a fo lyamat 
minden jellemzője csak ezen x koordinátától — és természetesen az időtől — 
fog függeni. A t időpontban az öntvény szilárd és cseppfolyós fázisának elvá-
lasztó felülete legyen az x = £(() sík. A hőmérséklet a cseppfolyós fázisban 
legyen w(x,t), a megszilárdult részben pedig v(x,t). Ezen hőmérsékleteknek 
a megfelelő ta r tományokban a hővezetés egyenletét kell kielégíteniök: 
1 9
 ír, t/4w 
— = (0 < x < £(t)), 
dx2 a\ dt 
Э
 2 w 1 d w . ч 
= (£(t) < a; < + o o ) . 
8 x2 a2 91 
Az öntvény kezdetben legyen teljes egészében megolvadt ál lapotban. 
T2 hőmérsékleten; tehát 
m = о 
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es 
w{x, 0) = T2 (0 < x < + oo) . 
Az öntvény az x = 0 s íkban legyen ál landóan Tß < т) hőmérsékletűre hű tve : 
V (0, t) = T x (t> 0 ) . 
A végtelen távolban (x = + oo) az öntvény hőmérséklete n e m változik az idők 
folvamán: 
w(+oo,t) = T2 (t> 0). 
Az x = I ( t ) fagyásfelületen pedig (9) és (10) értelmében a következő fel tételek-
nek kell teljesülniök: 
= /p2 d Ш) 
r=m k2 dt 
t) |x_£(<) = w(x, t) |x=í(0 = T 
Э w dv 
dx 3 x (t > 0) . 
A p r o b l é m a megoldását az az észrevétel teszi lehetővé, hogy ha az x 
változó helyet t annak tetszésszerinti /З-szorosát, a t változó helyett pedig a n n a k 
/S2-szeresét veze t jük be új változónak, akkor problémánk valamennyi egyenlete 
és feltétele változatlanul érvényben marad . Ez azt jelenti , hogy a fe lada t 
x 
V és w megoldásai csak az у = változótól függenek: 
Г* 
v(x, t)=f 
( 1 f t ) 
w(x, t) = g 
Ь 
Ezen kifejezésekből azonnal következik, hogy a fagyásfelület mozgását a 
£ = a f t 
/ ( a ) = flf(a) = r 
egyenlet í r ja le, ahol a az 
egyenletnek tesz eleget. 
Behelyettesítve ezen kifejezéseket egyenleteinkbe és feltételeinkbe, az t 
kapjuk, hogy az/(i /) és g(y) függvényeknek a következő egyenleteket és perem-
feltételeket kell kielégíteniük: 
n d2 f
 n d f 
a% — = — 2 у — 
' d y2 d у 
d2g n dg 




m = T x , g(+ ° o ) = r 2 , 
/(a) =g(a) = r , 
/ ' ( a ) У'(а) = ~~~ a • 
2 k, 
(0<y < a), 
(a < у < + oo) 
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Innen következik, hogy egyenletrendszerünk megoldása 
f ( y ) =A1 + B1 у(у/2а2) (0 < y < a), 
9(y) = A2 + B2 y>(yl2a2) (a < y < -f oo), 
y>(x) = = 4 = Г e-"'da 
alakú, ahol az Av A2, Bx és B2 együt tha tók a (*) egyenletrendszerből számít-
hatók ki; az i t t szereplő a a (**) egyenletből határozható meg. Az együt tha tókra 








A (**) egyenlet rendezés u tán a következőképp írható: 




T, kg2Yn a2 
l - t 2 a, 
2 k, a e^l 
A fent i megoldásból adódik, hogy a (0, t) idő ta r tam alatt az x = 0 
felületen keresztül felületegységenként 
Q=(k2dJL d t ^ - T J - L - V t 
J 9 x




hőmennyiség távozik el a félteret ki töl tő öntvényből. 
I I . probléma 
A cseppfolyós, T2 hőfokú öntvény a t = 0 időpontban most is foglalja 
el az x > 0 félteret, míg az x < 0 fé l tere t már megszilárdult és k ihűl t , Tx 
hőfokú öntvény töltse ki. (Az öntvény sa já t anyagából készült falra tör ténik 
az öntés.) A szilárd és a cseppfolyós fázis határfelülete a t időpontban legyen 
ismét az x = !(/) sík. A szilárd, illetve a cseppfolyós fázis hőmérsékletét jelölje 
— úgy, mint az előző problémánál — v(x, t), illetve w(x, t). 
Az I . problémánál elmondottak min tá já ra azonnal felírhatok jelen prob-
lémánk egyenletei és feltételei. A vál tozás az előzőkhöz képest lényegében 
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az, hogy a v(x, t) hőmérséklet most egészen az x = — oo értékig van értelmezve, 
és az x = 0 síkban érvényes peremfeltétel elesik. Tehát: 
d2v _ 1 dv 
dx2 a'i dt 
Э
2w _ 1 dw 
dx2 a'i dt 
f (0) = 0 , 
v(x, 0) = Tx 
w(x, 0) - T2 
v(— oo, t) = Tj 
w(+ OO ,t) = T2 
( - OO < X < £(<)) 
(£(í) <X< + o o ) , 
(— oo<X<0) , 
(0<X< + oo) , 
dw ^dv 
dx dx *=f(0 
Xq2 d£(t) 
ко dt 
(t > 0), 
« > 0 ) . 
v(x, t) |x_№) = w(x, t) \Х=Ш) = r 
Most is a lkalmazhatók az I. problémánál felhasznált meggondolások. A nem 
részletezendő számítások végeredménye a következő: 
v = A1 + B1yi 
w = A2 + B.2y> 
(2 a f f i ) 
ahol 
2 a2]ft 
m = aVt, 
x - T x 
(— 0 0 <x< £ ( 0 ) , 
( £ ( < ) < * < + o o ) , 
Ti + 
1 + V 
,2 a . 
a2 = T2 + ^ ~ t > 
Bi 
1 — 1f 
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és a a következő egyenlet gyöke: 
t — T. 2
 + . T - Ty k g j : л a, 
1 V>\ 1
 a 
1 + V 
a 





4. §. A numerikus módszer képletei 
Numerikus megoldási módszer gyanán t az ún . rácspont -módszernek 
(vagy más néven differenciaegyenletek módszerének) egy alkalmas módosí-
t á s á t fogjuk használni . A rácspont-módszer lényege az, hogy az egyenle tekben 
és a ha tár fe l té te lekben szereplő di f ferenciá lhányadosokat d i f ferenciahányado-
sokkal helyet tes í t jük, és így a parciál is differenciálegyenletrendszer megoldá-
sá t elsőfokú algebrai egyenletrendszer megoldására veze t jük vissza. (Az álta-
lános elveket il letően lásd: [1], 196—229. o.) 
(П) 
A) A hővezetés egyenletének megfelelő differenciaegyenlet 
A hővezetés egyenlete ese tünkben (lásd (1), (2), (3)) 
9277
 [ 2 977 _ 1 377 
dr2 r dr" où2 dt 
a lakú . A pozitív r és a pozitív t t enge ly t osszuk fel az 
Ту = ip, illetve 7y = jq (i, j = 0, 1, 2, . . .) 
osztópontokkal . í g y az (r > 0, t > 0) negyed sík egy rácspont rendszeré t kap-
juk. Az U(r, t) f üggvény közelítő é r t éké t az (rt, tj) p o n t b a n jelölje 77,-j : 
U y j ^ U ß J j ) . 
Az U függvénynek a (11) egyenletben szereplő d i f ferenciá lhányadosai t a követ-






„ . Dj.j+i — Uj,j 
> 
r=r{,t = t, 9 
Uj+l J ~ bJi-ij 
r=r,,t=t, 2p 
dr2 r=«,t= n,t t, p2 
Ezen di f ferenciahányadosokat a (11) egyenletbe helyet tesí tve a következő 
dif ferenciaegyenlete t kap juk : 
(12) Dí+i,j-2UiiJ+Ui_ltl f 2 7 7 , - 7 7 , _ u _ 1 Ujj+t — U j j 
p2 rt 2 p a2 q 
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H a i t t a p és q á l landókat úgy választ juk, hogy 
2 a2 
legyen, akkor a (12) egyenlet a következő egyszerű alakba írható: 
(14) uN+1 = 1 (Uj_bj + Ui+1,j) + (Ui+1,j - u , . u ) . 
2 2 Tj 
I lymódon a t = tj+1 időponthoz tar tozó közelítő értékek a t = tj időponthoz 
tar tozókból egyszerű módon kapha tók meg. 
Az egyszerűség kedvéért á l lapodjunk meg egy, az egész vizsgált rendszerre 
ki ter jedő végleges rácspont-felosztásban és jelölésrendszerben. A rácspont-
felosztást és az egyes rácspontokhoz tartozó közelítő értékeket a szilárd mag 
nélküli, illetve a szilárd-magos esetben az 5. illetve a 6. ábra mu ta t j a . Ezek az 
ábrák , az r tengely menti elrendezést illetően, a 3. és a 4. ábra megfelelői. 
I t t a a £(tj) ér téknek megfelelő közelítő ér ték: 
i j ^ H t j ) -
A rácspontok vízszintes távolsága a hőszigetelésnek megfelelő részben 
legyen pv az öntvénynek megfelelő részben pedig p2. A rácspontok függőleges 
távolsága (vagyis az idő-differencia) mindkét részben legyen q. A pv p2 és q 
rácsállandókat válasszuk meg úgy, hogv teljesüljenek a (13) feltételnek meg 
felelő 
(13') 
2ax 2 ai 
feltételek. 
A távolság A j végpont já t vízszintes i rányban közrefogó szomszédos 
rácspontoknak megfelelő első indexek legyenek г'; és i j + 1. Ha Aj rácspontba 
esik, akkor a vele összeeső rácspont első indexe legyen ij. Vagyis 
jP2 — £ j < i f + 1 )P 2 • 
Az 5. ábrán az . . . AjAj+x . . . vonal a szilárd és a cseppfolyós fázis 
határfelületének időbeli mozgását muta t j a . Tőle balra vannak a cseppfolyós 
fázis hőmérsékletét jelölő w, tőle jobbra pedig a szilárd fázis hőmérsékletét 
jelölő v értékek. Egyszerűség kedvéér t a v és a r a értékek első, az r változóra 
vonatkozó indexei balról, a gömb centrumából kiindulva folytatólagosan követ-
keznek (és nem kezdtük á r é r t é k e k n é l újra az indexelést). Hasonló a helyzet 
a 6. áb ra esetében is. 
Levezetéseinket az írásmunka megkönnyítésére csak a szilárd mag nél-
küli esetre végezzük el. A szilárd-magos esetre vonatkozó képletek szóról szóra 
ugyanúgy vezethetők le. Az ezen u tóbbi esetre vonatkozó eredményeket a 6. 
áb rán tünte t tük fel. 
A (14) képlet alapján, az 5. ábra jelöléseinek megfelelően, külön-külön 
fel í r juk az (1), (2) és (3) egyenleteknek megfelelő differenciaegyenleteket. 
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- - i 
(M-i*+i)p2 -}jt1 1 l+i-(H-J-z)p2 
0 ) 4 > + 4 > u r 
-f 
W c i ^ V ) 1 
Ь) 4»,i*i ' wi'-e,i*i + ( r " 
C) V j H = T 
6. ábra. 
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Ezek rendre: 
(!) = - («/-i . j + «(+i,)) + —, («f+i.; - 4-1,j). 
2 2 M ^ + í 
l Pi 
( N ) J + I = + » # + • , / ) + — ( » Í + I J - , 
2 2 г 
(III)
 J + 1 = i (U>,_1>y + w i + 1 J ) + ~ {w i + 1 J - Wj_Xij) . 
2 2 г 
Hasonlóan kap juk , г>,-
 ; helyet t egyszer v t j -1 , másszor üí y-t í rva, a (2) és a (2) 
egyenletek differencia-formuláit . 
B) A peremfeltételeknek és a fagyásfelület mozgását leíró egyenletnek 
megfelelő differenciaegyenletek 
Először foglalkozzunk az r = 0 ponthoz tartozó (lásd (7) és (7)) 
(15) = 0 
9r >=o 
alakú feltétellel. Ezt a fel tétel t , a differenciálhányados he lyet t a megfelelő 
differenciahányadost írva, azonnal á t í r h a t n á n k differenciaegyenletté. Pon to -
sabb képlethez ju tha tunk azonban, ha f igyelembe vesszük, hogy az r = 0 
pont (gömbről lévén szó) tu la jdonképpen n e m pereme a t a r t ománynak , h a n e m 
annak belső pon t j a . Ezért ahelyet t , hogy a (15) feltételből indulnánk ki, indul-
junk ki magából a (11) differenciálegyenletből, melynek — nem feledkezve 
meg a (15) feltételről — a megfelelő ha tárér tékekre áttérve, az r = 0 p o n t b a n 
is érvényesnek kell lennie. 
Vizsgáljuk tehát , hogy (11) egyenletünk mihez tar t r —»- 0 esetén. A (15) 
feltétel figyelemhevételével azt kapjuk, hogv 
lim — -— = lim 
r-M r 9 r r—o 
9 U 977; 
9r 9r
 r _ U J 
Э
277 I 
9r2 L o ' 
Ennek a l ap ján azt kapjuk, hogy a (11) differenciálegyenlet, f igyelembevéve 
(15)-öt, az r = 0 pontban 
(11') = 
9r2 a 2 dt 
alakú. 
Az r tengely felosztását folytassuk egy osztóponttal a negatív r é r tékek 
i rányába. í g y kapjuk az 
r
- i ~ — P 
osztópontot , és a neki megfelelő 
U - i j ** U(r_x, t j ) 
6 A M a t e m a t i k a i K u t a t ó Intézet Közleményei VTII / t . 
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közelítő é r t é k e t . F igye lembe véve az r = 0 pontra vonatkozó sz immetr iá t , 
U - i j = U 1 J 
veendő. E n n e k alapján a (11') egyenlet baloldalán szereplő derivált az r = 0 
pontban a 
Э
 2U UXJ - 2 U0J + U_xj = 2 Ü . J - U q j 
Э r2
 r = 0 f - P 2 
differenciahányadossal közelí thető. A (11') egyenlet jobboldalán szereplő 
deriváltat pedig a 
UqJ CQJ—I ЭС7 
Э t r=0,f=f, 
differenciahányadossal közelí t jük.2 így végül is a (15) peremfeltételre, a f en t i 
közelítő fo rmuláka t behelyet tesí tve a (11') egyenletbe, a következőt k a p j u k : 
3 2 UXJ - 2 U0J = 1_ U0J - _ 
p2 a 2 q 
Innen, p és q értékét а (13) feltételnek megfelelően választva, a köve tkező 
adódik: 
( V I I ) U0J+1 = ±- 3U1J+1 + U 0 J ) . 
4 ( 
A (4) ha tár fe l té te lnek megfelelő differencia-képlet minden további nélkül 
azonnal fe l í rha tó : 
_
 h = h M _ T i ) ; 
Pl 
ahonnan 




1 , Р Л ' 1 + A _ ' 
PiK 
A (8) ha tárfe l té te l á t í r á sa differencia-formába ugyancsak azonnal elvé-
gezhető, h a bevezet jük a 
z j ^ z ( t j ) 
jelölést: 
#4fc2 - "M-I, / _ { д + = _ £o£í [(Д + c/)3 - R3] Z j + 1 ~ . 
Рг Pi 3 Я 
2
 Az i dő szerinti de r ivá l t a t azért az i t t szereplő ún. baloldal i , és nem az A) p o n t b a n 
szereplő ún . jobboldali d i f ferenciahányadossal helyet tes í t jük , mer t így a n u m e r i k u s 
módszer „ s t ab i l i t á sa" n a g y o b b . Erre itt részletesen nem t é r ü n k ki . 
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I n n e n 
( v i n ) zj+i = a Zj + ß vM_hj + y ultJ , 
ahol 
a= 1 - ß - y , 
ß - _ 3 q R% 3 q(R + d)2kx 
Qo CoPtUR + d)3 - R3] Q„ coPl[(R + d)3 - R3] 
A (VIII) képlet levezetésénél figyelembe v e t t ü k azt, hogy 
vM,j = z j - uo,j > 
ezáltal az (5) feltétel au tomat ikusan teljesül. 
A fentieknél nehezebb fe lada to t jelent az á t f agyás f o l y a m a t á t leíró 
(6) és (9) feltételek á t í rása differenciaegyenlet a l ak j ába . További p rob lémát 
jelent a közelítő v és w értékek meghatározása az á t fagyási felület szomszéd-
ságában, ahol a (II) és (III) differenciaegyenlet nem használható, mer t a vihj 
ér ték a cseppfolyós részbe, u>ij+l j pedig a szilárd részbe esne. 
A (9) feltétel jobboldala azonnal á t í rha tó d i f ferenciahányados a lak jába : 
Xq2 d £ XO2 íj+1 — £ • 
—i i , 
k2 dt k2 q 
A baloldalon szereplő der ivá l taka t az (ij—1, j) indexű és az Aj, i lletve az 
(íj + 2, f) indexű és az Aj a lappontokon képezet t di f ferenciahányadosokkal 
he lye t tes í t jük . Figyelembe véve, hogy az Aj p o n t b a n a hőmérséklet egyenlő 








r=R-m Vz +[(M - ij) Рг — 
Vi, + 2J — Г 
r=R-Ht) Рг +1 Sj - № — ij— 1 ) Рг! 
Ezen d i f ferenciahányadosok segítségével a (9) fel tétel így í rható á t : 
( I X ) ÍJ+1 = í j + A(íj) (г - w . ^ j ) + B(íj) (г - vil+2,j), 
ahol 
A(íj) = ^ , B(íj) = M 1 . 
;
 Xq2 (M - i j + l ) p 2 - í j 1 kq2 í j - (M - i j - 2 ) p2 
Ezen (IX) fo rmula levezetésénél a (6) fe l té te l t f igyelembe v e t t ü k . 
Ahhoz, hogy ez t a formulát használhassuk, szükség van az A j pont tól 
jobbra illetve balra eső két-két szomszédos (ij — 1, i j illetve i j + 1 , i j + 2 
indexű) rácspontra ; i t t Aj-1, ha r ácspon tba esik, s a j á t baloldali szomszédjának 
t ek in t j ük . Ezért az ezen formulával való számítást csak akkor lehet elkezdeni, 
ha a 
(16) í j ^ p 2 
6 * 
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feltétel teljesül, és addig lehet folytatni, míg a 
(17) Ç j g ( M - l ) p 2 
egyenlőtlenség fennáll. A (16) feltételre numerikus példánknál a kezdeti értékek 
megadásánál tekintet tel leszünk (lásd 6. §). 
Ha olyan nagy már, hogy a (17) feltétel nem teljesül, akkor a (IX) 
formulát úgy módosítjuk, figyelembe véve a konkrét numerikus feladatunkban 
szereplő adatokat, hogy a értéket tartalmazó tagot egyszerűen elhagy-
juk. Ezt annál is inkább megtehetjük, mert a fizikai folyamat ilyen előrehala-
d o t t állapotában ez a tag elenyészően kicsiny a másik tag mellett. Tehát módo-
s í to t t (IX) formulánk a következő alakot ölti: 
( IX ' ) = Í j + . ( f , > ( Ж - l ) p 2 ) . 
Яр2 I; — [M — 2) p2 
Ekkor a (III) képlet sem alkalmazható már, helyette, a fenti (IX') kép-
lettel összhangban, a w0 j = w;b ; = r értékeket vesszük fel. 
Az eddig levezetett differencia-formuláink lehetővé teszik, hogy a t = tJ+1 
időponthoz tartozó közelítő értékeket az előző t = tj időponthoz tar tozó értékek-
hői kiszámítsuk, kivéve az átfagyási felülettel, vagyis az Aj+Í ponttal szom-
szédos közelítő w i j + i j + ] és fi /+l+i,yvi értékeket. Ezen értékeket a következő-
képp határozzuk meg. 
Először is olyan finom rácspont-beosztást veszünk (vagyis q-t olyan 
kicsire választjuk), hogy eleve 
(18) Zj+i - í j < P2 
legyen minden j-re (ez a feltétel az 5. ábrán teljesül). Ezt a 3. §-ban fog-
lalt eredményeink teszik lehetővé. Ezzel részletesebben a jelen paragrafus 
C) pont jában és a 6. §-ban fogunk foglalkozni, q ilyen választása mellett 
a következő eseteket különböztethet jük meg: 
a.) Ha az Aj+l pont rácspontba esik, akkor itt a hőmérséklet r, és 
így ezzel a rácsponttal nincs probléma. 
b.) Ha A, és Aj+1 ugyanazon két szomszédos függőleges racsvonal 
közé esik, mondjuk az i* és az i* + 1 indexűek közé, akkor illetve 
v p + i j + i értékét az (i* — 1 , 7 + 1) pontbeli м + _ 1 у + 1 érték és az AJ+l pont-
beli r érték, illetve az (i* + 2, j + 1) pontbeli 
Ví* +2,j+i a z A/+1 p o n t b e l i 
r érték közötti lineáris interpolációval kapha t juk meg (lásd 5a. ábra): 
, j+i , 1.1+1 -i- , i.j+v _ ^
 + l ) p 2 _ | y + i 
p2 
V.-+1J+1 = v , + 2 , j + 1 + (r - ® , + 2 , + 1 ) — • 
c.) Ha az Aj és az Aj+1 pontokat függőleges rácsvonal, mondjuk az i* 
indexű elválasztja egymástól (a t e t t feltétel szerint A j-t és A]+l-t legfeljebb 
egy függőleges rácsvonal választhat ja el egymástól), akkor legyen 
Vi*,j+1 = T> Vi' + l,J+l = Á ( T + * W 2 , ; + l ) • 
ít 
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Ezzel az összes lehetséges ese teke t le tá rgyal tuk , és közhen a (6) felté-
te lre is f igyelemmel vo l tunk . 
A szilárd-magos esetre vona tkozó képleteket , az 5. és az 5.a ábrákkal 
ana lóg módon, a 6. és az ehhez kapcsolódó 6.a á b r á n t ü n t e t t ü k fel. 
A ( IX ' ) képle t te l kapcso la tban e lmondot tak analógiá jára , h a és A 
már o ly nagyok, hogy az A j és az A j pon tok közö t t m á r csak 1 i l le tve 2 db 
osz tópon t helyezkedik el, akkor és képletében a w-1 t a r t a l m a z ó tagok 
egyszerűen e lhagyandók, és egyidejűleg az Aj és A j közé eső w é r t ékek g y a n á n t 
a 
«V+ij+i = wi',j+1 = T 
é r t é k e t vesszük fel. 
C) Kezdeti feltételek 
A m i n t azt a 3. § elején eml í t e t tük , fentebb levezete t t képlete ink a kihű-
lési f o l y a m a t kezdet i (t = 0 körüli) szakaszának k iszámí tására n e m alkal-
masak . Ezér t egyszerűsí tő fel tevéseket teszünk, melyek lehetővé tesz ik a 3. íj-
ban k a p o t t e redményeink a lka lmazásá t a kezdet i é r tékek k i számí tására . 
Először a szilárd mag nélküli öntéssel foglalkozunk. 
Az ön tvény t ú g y t ek in t jük , m i n t h a az az x > 0 fél teret t ö l t ené ki. 
(Mint a z t már a 3. § elején eml í t e t tük , ezt azér t t e h e t j ü k meg, m e r t közvet-
lenül a fagyási f o l y a m a t megindulásá t követően számot tevő hőmérséklet-
vá l tozás csak a f o r m a a n y a g és az ö n t v é n y határ fe lü le tének szűkebb környe-
ze t ében lesz.) A f o r m a a n y a g hőmérsék le té t pedig á l landónak, T^-nak tekint-
jük . E z t ugyancsak megtehe t jük , m e r t a fo rmaanyag hőmérséklete az időnek 
fo ly tonos függvénye még a t = 0 p o n t b a n is (ez részletesebb analízissel kimu-
t a t h a t ó ) , és így elegendő rövid idő a l a t t tetszésszerinti kevéssel vá l toz ik csak 
meg. Az így leegyszerűsí tet t p rob léma azonos a 3. § I . p rob lémájáva l . 
Az az időinterval lum, melyre a fent i közelítő modell t f o g a d j u k el érvé-
nyesnek , legyen a 0 < t < t* i n t e rva l lum. Ezen t* i d ő t a r t a m alat t , az I .p rob léma 
megoldásánál k a p o t t e redményeink szerint , az x = 0 felületen keresz tü l felü-
le tegységenként 
= UT - Tx) 1 
T* a I V 
2 a j 
1ft* 
hőmennyiség távozik el az ön tvényből . 
Mármos t a rácspont -módszerhez az ön tvény hőmérsékletére kezdeti 
é r t é k e k g y a n á n t az I. probléma megoldásai ál tal t = t*-ra szo lgá l ta to t t érté-
keke t t ek in t jük . A hőszigetelő a n y a g kezdeti hőmérsékle té t T j -nek vesszük, 
míg a fo rmaanyag kezde t i hőmérsékle te legyen 
20 = T0 + 4 R2 л Q 
00 co 
4 (R + d)3n 4 R3n = T 0 + 
3 R2Q 
QgC0[(R + d)3 - Д3] 
vagyis ú g y számolunk, mintha az ön tvényhői a (0, t*) idő in te rva l lumban eltá-
v o z o t t hőmennyiség tel jes egészében a fo rmaanyagban ha lmozódo t t volna, 
fel. Ezzel elérjük az t , hogy a közelí tés ellenére a rácspont-módszerre l történő« 
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számolás kezdetéig a hővezető rendszerben eredetileg felhalmozott teljes hő-
mennyiségből semmi sem „vész e l" . 
t* megválasztásánál két , egymással ellentétes szempont érvényesül. 
A modell leegyszerűsítésével já ró hiba csökkentése az t k ívánja , hogy t* mennél 
kisebb legyen. Másrészről azonban, ha q-1, vagyis a rácspontfelosztást egyszer 
rögzí te t tük, akkor a (16) és a (18) feltétel már alsó ha tá r t szab (*-nak. Vagyis 
a numerikus számolás a differencia-formulák a l ap ján csak akkor kezdhető el, 
ha m á r ^ p2 és £J+1 — < p2. 
Az első, (16) feltétel teljesítése nem k íván magyarázatot . A második, 
(18) feltételhez pedig azt jegyezzük meg, hogy a | , + 1 — differenciák elegendő 
kics iny j indexek esetén csökkenő sorozatot a lko tnak (ezt a 3. § I. problémá-
j á n a k megoldása mu ta t j a ) , és így, a 3. §-ban foglal tak segítségével könnyen ta -
lá lha tó olyan t*, hogy t, >t* esetén (legalábbis a számítás kezdeti szakaszában) 
biz tosan teljesüljön (18). 
Fenti meggondolásaink minden további nélkül (még a számadatokat 
sem kell megváltoztatni) alkalmasak a szilárd-magos öntéshez tar tozó, az önt-
vény-formaanyag határkörnyezetére vonatkozó kezdeti értékek kiszámítására. 
Szilárd-magos öntésnél szükség v a n még a szilárd mag—öntvény ha tá r környe-
zetébe eső kezdeti ér tékek kiszámítására. Ezen ér tékek a 3. § II . problémájának 
megoldásából kapha tók meg, a fentiekkel analóg módon, ha a szilárd magot 
és az öntvényt úgy tekint jük, min tha egy sík két oldalán elhelyezkedő féltereket 
töl tenének ki. 
A fent elmondott számítások numerikus végeredményeit, a képletekben sze-
replő állandók (p1,p2,g ,,í*,stb.) a lkalmas felvétele u t á n , a 6.§ 1. és 2. táblázatában 
közöljük. 
5. §. Ellenőrzési rendszer 
A számítások ellenőrzésének két, egymástól lényegükben különböző 
m ó d j a kínálkozik. Az egyik módon a képletek a lap ján elvégzett műveletek 
helyességét lehet ellenőrizni, de n e m lehet semmit sem tudni arról, hogy maguk 
a numerikus képletek milyen pon tos közelítését szolgáltat ják az egzakt meg-
oldásnak. A másik módon a fo lyamat fizikai oldaláról, fizikai összefüggések 
a l ap j án lehet ellenőrizni a számítások helyességét. Ez az ellenőrzési mód külön-
külön nem m u t a t j a ki a kisebb h ibákat (pl. kerekítési hibák), de következte-
téseke t enged levonni maguknak a numerikus képleteknek a pontosságára is. 
Mi ez utóbbi lehetőséget választ juk. 
Az ellenőrzés lényege az, hogy fel fogjuk írni a hővezető rendszer egyes 
részeinek a hőmérlegét és megnézzük, hogy az illető részekbe be- és azokból 
k iá ramló hőmennyiségek különbsége mennyire té r el a szóban forgó részekben 
felhalmozódó hőmennyiségektől. 
A továbbiakban csak a szilárd mag nélküli esetre részletezzük a leveze-
téseket . A végeredményeket az 5. áb rán összefoglaltuk. A szilárd-magos esetre 
vonatkozó képleteket a 6. ábrán foglaltuk össze, az 5. ábra mintá já ra . (A kép-
letekben szereplő, konkrét numer ikus problémánkra vonatkozó együt tha tókat 
lásd a paragrafus végén.) 
A következőkben táblázatszerűén összefoglaljuk azokat a képleteket, 
melyekre szükségünk lesz. Ezek a képletek nem szorulnak magyarázatra . 
Az öntvény la tens olvadáshő-tartalma a t időpontban: 
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Az öntvény látszólagos (olvadáshő nélkül számított) hőtartalma a t idő-
pontban: 




A formaanyag hőtar talma a t időpontban: 
Qp(f) = — [{R + d)3 - R3]
 во
 Cg z(t). 
3 
A hőszigetelés hőtartalma a t időpontban: 
R+d+b 
QSz(t) = 4 л J v(r,t)r2dr-Q1c1. 
R+d 
Az öntvényből a formaanyagba t idő alatt beáramló hőmennyiség: 
(23) 
г 
S0(t) = - 4 R 2 N F— J 9 r dt-k0. r=R 
A formaanyaghói a hőszigetelésbe t idő alatt beáramló hőmennyiség: 
(24) SF(t) = - á(R + d)2 л Г — I dt-kx. 
J 3Г jr=R+d 
A hőszigetelésből a levegőbe t idő a la t t beáramló hőmennyiség: 
t 
(25) = + 9м 
6г dt •к1. r=R+d+b 
(26) 
Ezen hőmennyiségek között a következő összefüggések állnak f enn : 
Ql(0) + Qö(0) = Sö(t) + QL{t) + Qö(t), 
QF(t) + SP(t) = QF(0) + 80(T), 
Qsz(t) + S s f t ) = <?S2(0) + SF(t). 
További feladatunk most már csak az, hogy felírjuk a (19)—(25) képle-
teknek megfelelő differencia-formulákat. Ezt úgy végezzük el, hogy a képle-
tekben szereplő differenciálhányadosokat differenciahányadosokkal, az integ-
rálokat pedig közelítő összegeikkel helyettesítjük. Közelítő összegként a leg-
egyszerűbbet, a téglányösszeget választjuk, a differenciálhányadosokat pedig 
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a három a lappont ra támaszkodó differencia-formulából számít juk. 3 Ezek a 
differencia-formulák esetünkben a következő alakúak: 
du — u2 j -f 4 ux j — 3 Zj 
3r r=j?+<u=í, 2 px 
„
 UN-2J — 4uN-1J + 3 UN,j 
^ , 




dr r=-R,t = tj 
,
 vM-i,j 4 Ум-i.j + 3 z j 
2 P2 
A további számításokat nem részletezzük, hanem fe l í r juk a (19)—(25) 
képleteknek megfelelő differencia-formulákat: 
(27) 
ahol 
Q i f t j ) ^ A - ( R — £j)s, 
Q f a f ^ B - Z j , 
л 47Z 
B = ~ [(R + d ) 3 - Д3] q0c0. 
3 





(ez nem okozhat zavart , mert a re-k és a w-к első indexei folytatólagosan mennek, 








R + d * 
Pi 
So(tj) ** E 2 (— »M-2.1 + 4 - 3 2;) , 
/=1 
j 
SF(tj) ~ F 2 (щ.1 - 4 % , , + 3 2,), 
j 
Sgftj) ^ G 2 ( - MN-2,í + 4 M N _ U — 3 MN j í) , 
Í = I 
3
 Közelítő összegként a z é r t választ juk a legegyszerűbb téglányösszeget, m e r t 
a z idő szerinti in tegrálok felső h a t á r a változik, így minden más numer ikus k v a d r a t ú r a -
képlet megnehezí tené a számolást . Emlékez te tünk arra, hogy mono ton in tegrandusok 
esetén (és i t t a z o k szerepelnek) a külső tény lány összeg és a pontos integrálérték k ö zö t t i 
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ahol 
С = 4 л g2 c2p\, 
D = 4 n gx C\Pi, 
E = 2 л R2k2 , 
Pi 
F = 2n(R + d)2kx^-, 
G = 2n(R + d + b)2kx-^-
PI 
PI 
6. §. Az állandók numerikus értékei. A kezdeti értékek és az együtthatók 
táblázata. A gépi számítás szakaszai 
Az anyagi á l landók számértékei a következők: 
Щ = 0,0062 k2 = 0,013 k0 = + oo 
Cj = 0,28 c2 = 0,28 CQ = 0,36 
Qi - 2,0 g2 - 4,0 e o = 1,5 
\ (levegő felé) = 1,95 • 10~4 X = 255 
A kezdeti hőmérsékletek és az olvadáspont: 
Tx = 20, T2 = 2050, T0 = 20, т = 2000. 
A rendszer geometriai adatai a következők: 
j 8,19126208 ( = 128 p2) 
Rm = \ 10,2390776 ( = 160 p2) 
(14,3347086 ( = 224 p2) 
R = 24,5737862 ( = 384 p2) 
d = 4, 
6 = 5; 10; 40. 
Kiinduláshoz a rácsállandók következő ér tékei t választjuk (elegendő 
px-t megválasztani, p2-1 és ç-t a (13') összefüggés már meghatározza): 
px = 0,062500000, p2 = 0,063994235, 
q = 0,17641129. 
kü lönbség abszolút é r t éke n e m ha l ad j a m e g az ősszeg m a x i m á l i s abszolút é r t é k ű t a g j á n a k 
abszo lú t ér tékét , és ez a h ibakor lá t f ügge t l en az in tegrá lás i n t e rva l lumának hosszától . 
E v v e l szemben a d i f fe renc iá lhányadosok d i f fe renc iahányadosokka l való helyet tes í tése 
sz i sz temat ikus hibát okoz, mely az idó szerint i in tegrá lásná l felgyülemlik. í g y célszerű 
a ké t a l a p p o n t r a t á m a s z k o d ó dif ferenciahányados-képle t h e l y e t t az alig bonyo lu l t abb , 
de j ó v a l pon tosabb h á r o m a l appon t r a t ámaszkodó kép le te t a lka lmazni . 
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Tehát az osztópontok száma: 
M = 384 
128 
L = 160 N = 
225 
A fizikai fo lyamat idővel egyre lassúbb lesz. Ez a numerikus számítás 
szempontjából az t jelenti, hogy azonos mennyiségű numerikus számításra 
idővel egyre kisebb hőmérséklet-változás esik. Ezért , a számítás meggyorsítá-
sára , célszerű időnként nagyobb rácsállandókra, vagyis du rvább rácspont-
beosztásra á t térni . Fenti kiindulási rácsállandóinkat, továbbá 5 - t és Rm-1 
úgy ve t tük fel, hogy a rácspontbeosztás durvítása egyszerűen py és p2 megkét-
szerezésével, és ennek megfelelően (lásd (13)) q megnégyszerezésével ha j tha tó 
végre. így az ú j rácsállandókkal tör ténő számítás kezdeti ér tékei gyanánt 
az előző számítások végeredményei, nevezetesen az r tengelyen minden második 
é r ték , azonnal, interpoláció nélkül felhasználható. Minden geometriai konfigu-
ráció esetén 5 lépésváltás lehetséges, kivéve a b = 5 esetet, midőn csak 4-szer 
lehet lépést vál tani . 
A 3. §-ban szereplő a állandó értékei: 
az I. problémánál: 
a = al = 0,172943 , 
a I I . problémánál: 
a = a „ = 0,116 067 . 
Tekintettel ar ra , hogy t ~ 0 esetén a 3. § I. problémájából számított 
I = a, jП 
függvény írja le a fagyásfelület mozgását, a , fentebb közölt numer ikus értéke 
ismeretében azonnal látható, hogy a numerikus számítások kezdeti időpont-
jául (lásd 4. §. С.) a 
t* = t8(= 8 q) = 1,411 290 
időpontot választva, j > 8 esetén mind a (16), mind pedig a (18) feltétel (az 
u t ó b b i legalábbis nem túl nagy /-kre) teljesülni fog. Egyszersmind érvényesek 
az analóg egyenlőtlenségek a szilárd-magos öntés esetére. 
Nyilvánvaló, hogy valamennyi egyenletünk és peremfeltételünk a hőmér-
sékleti skála eltolásával szemben invariáns (ez fizikai szempontból is evidens). 
Ezé r t célszerű a hőmérsékleti skálá t a számítások elvégzéséhez 20° C-al úgy 
eltolni, hogy a szereplő legalacsonyabb hőmérséklet 0: 
T0 = Ty = 0, 
és így T2 = 2030, 
r = 1980 
legyen. Ezáltal а (IV) képletben szereplő második tag ( = e í \ ) el tűnik, 
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A kiinduláshoz szükséges, t* fentebbi értékéhez tartozó kezdeti értékek — 
melyeket a 3. §-ban közölt leegyszerűsített modellekből, továbbá a 4. § C) 
pontjában elmondottak a lapján számítottunk —, figyelembe véve az imént 
említett skálaeltolást, az 1. és 2. táblázatban vannak fel tüntetve. Ezen táblá-
zatokban az időt jelölő második indexnek (mely az elmondottak értelmében 
j = 8 lenne), a j = 0 értéket vet tük. 
A 3. táblázatban összefoglalva közöljük a numerikus számításokhoz szük-
séges együt thatók értékeit. Ezen táblázatban egymás a la t t az összetartozó 
(ugyanazon rácspont-beosztáshoz tartozó) adatok szerepelnek. 
Végezetül a 4. és az 5. táblázatban azt foglaltuk össze, hogy milyen ha tá-
rok között mekkora lépésközzel végeztük a numerikus számításokat. Minden 
egyes geometriai konfiguráció esetén megadtuk, hogy n valamely értéke mellett 
hány idő-lépésközzel mentünk előre (j index értékhatárai), és ez milyen idő-
köznek (t változó értékhatárai) felel meg. 
A konkrét számítás azt mutat ta , hogy a rendelkezésre álló számológép 
használati idő mellett elérhető pontosság határain belül a b = 10, illetve 
a b = 40 értékekre vonatkozó számítások elejét nem érdemes elvégezni, mer t 
ezek helyett a b = 5 illetve a b = 10 ér tékre végzett számítások kezdeti 
szakaszai kiindulásként felhasználhatók. Erre utalnak a táblázatokban szereplő 
„ugyanaz, mint b = 5 (b = 10) esetén" jelzések. 
7. §. A numerikus számítások eredményeit feltüntető grafikonok 
1. grafikon : az á t fagyot t réteg vastagsága (!) az idő függvényében, 
a szilárd mag nélküli öntés esetén. 
1. a grafikon: az 1. graf ikon kezdeti szakasza. (Ab = 10 értéknek meg-
felelő görbe nincs feltüntetve). 
2. grafikon : az á t fagyot t rétegek vastagsága ( | és | ) az idő függvényében 
(az idő az ordináta-tengelyen van feltüntetve) a szilárd-magos öntés esetén. 
Nem közvetlenül | - t , hanem R — | - t rajzoltuk fel, így a teljes átfagyás pilla-
na t a a ! és az R —- £ görbék metszésénél közvetlenül leolvasható. A £ görbék 
mindhárom Rm értékre, az R — £ görbék pedig mindhárom b értékre gyakor-
latilag (a ra jz hibahatárain belül) azonosak. A b = 10 ér téknek megfelelő 
£ görhe nincs feltüntetve. 
3., 4. és 5. grafikon : a hőmérsékletek a hely és az idő függvényében, 
a szilárd mag nélküli öntés esetén. A helykoordináta az abszcissza-tengelyen 
van felmérve (a 0 pont a forma-anyagnak felel meg, tőlebalraaz öntvény, jobbra 
pedig a hőszigetelő réteg van), az idő pedig a görbék paramétere. 
3. a grafikon: a hőmérsékletek a hely és az idő függvényében, kis t 
értékekre. Ez a grafikon, a ra jz hibahatárain belül, valamennyi öntés esetére 
(lásd: 3., 4., 5., 6., 7. és 8. grafikon) egyaránt vonatkozik. 
6., 7. és 8. grafikon : a hőmérsékletek a hely és az idő függvényében, 
az Rm = 14,33 sugarú szilárd mag esetén. 
Amint arra a 6. § végén utaltunk, a b = 10 illetve a b = 40 értékekhez 
tartozó, elegendő kis í-re vonatkozó öntvény-hőmérsékletek, a rajzolási hiba 
határain belül, megegyeznek az előző, b = 5 illetve b = 10 értékekhez tartozó 
hőmérsékletekkel. Ezért, szilárd-magos öntés esetén, a b = 10 és a b = 40 
esetekben a ra jzok csak a í = 695,2 időponthoz tartozó görbékkel kezdődnek. 
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Helykímélés végett az Rm = 10,24 és az Rm = 8,19 sugarú szilárd magok 
esetére vonatkozó hőmérsékleti görbék közlésétől eltekintünk. 
Végezetül a 6. táblázatban közöljük az 5. §-ban leírt ellenőrzési rendszer 
által szolgáltatott eredményeket. Csak az Rm = 14,33 esetre szorítkozunk. 
A táblázat a (26) alatti egyenletek jobb- és baloldalának közelítő értékei (melye-
ket a (27) és a (28) alatti képletekkel számítottunk ki) közöt t fennálló relatív 
hibákat t ün te t i fel. Nevezetesen a táblázatban a következő értékek szere-
pelnek: 
H Ql( o) + Qo( Q) 1 
1
 Sö(t) + QL(t) + Qo(t) 
H = QF(t) + SF(t) 1 
2
 ад(0) + sö(t) 
H _ ! QsÁt) + Ssz(t) 
QSz(0) + SF(t) ' 
Az ezen értékek С tői függő változásában mutatkozó egyenetlenségek 
a lépésváltozásokkal (rácsállandóváltoztatásokkal) függnek össze. 
(Beérkezett : 1963. szeptember 11.) 
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1. T Á B L Á Z A T 
(Szilárd mag nélkül i öntés) 
«>o,o = ">i,o = • • - = = 2030,000 
«'M-13,0 = 2029,999 
«>M-i2 о = 2029,996 
« A t - i ' o = 2029,980 
«>Л4-,„;„ = 2029,921 
«>м-э о = 2029,715 
wM_.\ = 2029,088 
«'м-,',» = 2027,400 
«Ai-o.u = 2023,389 
">м-5,о = 2014,961 
«Ai—4,o = 1999,318 
«M—з,о = 1893,457 
о = 1385,834 
« M - U = 735,721 
"M,О = = «0,0 = 85,086 
«1,0 = «2,0 = . . • = «N.O = 0 
f 0 = = 0,205 452 
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«<7+3,o = 1997,632 
"7+i,0 = 2012,373 
" 7 + 5 „ = 2021,360 
"7+e,o = 2026,202 
"Y+t о = 2028,507 
"7+s,o = 2029,476 
'"l+9 0 = 2029,836 
"T+io о = 2029,954 
"»L+ii ,o = 2029,989 
"7+12,0 = 2029,998 
"7+13,0 = "7+14,0 = . . . = ">_ 1 4 , 0 = 2030,000 
"7f—13,0 = 2029,999 
"7í—12,o = 2029,996 
"'Aí-n.o = 2029,980 
wM-< o,o = 2029,921 
wM—,„ = 2029,715 
" > _ .„ = 2029,088 
"*aí—7,0 = 2027,400 
" > _ , , „ = 2023,389 
"•'Af-j,» = 2014,961 
">- , ,o = 1999,318 
fM-3,o = 1893,457 
/ > - 2 , o = 1 3 8 5 , 8 3 4 
/ > - , , „ = 735,721 
«>,» = г0 = "о,о = 85,086 
м1,о = "2,0 = . . . = uN n = о 
í„ = я , Yt*_= 2,205 452 
= «Il D * = 0,137 885 























Pi = 0,0625 0000.2" 
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 = 0,0639 9423.2" n = 0, 1, 2, 3, 4, 5. 
q = 0,1764 113.4" 
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4. T A B L A Z A T 


































u g y a n a z , min t 6 = 5 esetén 
36— 57 17,818— 77,092 
57— 82 77,092— 359,35 
82 — 1926 359,35 — 83 637, 
u g y a n a z min t 6 = 10 esetén 
57— 82 
82 — 650 
650 — 941 
77,092— 359,35 
369,35 —26 011, 
26 011, —78 579, 
* Emlékez t e tünk a r ra , hogy a d i f ferencia-képle tekkel tö r ténő számí tások kiindulási 
i dőpon t j áu l a t* = 1,411290 időpontot vá l a sz to t tuk és ennek felel meg a j = 0 időindex. 
5. T A B L A Z A T 
(szi lárd—magos öntés) 
Rm = 8,1913 j 
5 0 0— 97 1,4113— 18,523 
1 97— 187 18,523 — 82,031 
2 187— 292 82,031 — 378,40 
3 292— 410 378,40 — 1 710,7 
4 410 — 2206 1710,7 —82 820, 
^ 'l' j U g y a n a z , min t 6 = 5 esetén 
2 187— 292 82,031 — 378,40 
3 292— 408 378,40 - 1 688,1 
4 408—1517 1688,1 —51 772, 
Rm = 10,239 
5 0 0— 97 2,1169— 18,523 
1 97— 187 18,523 — 82,031 
2 187— 292 82,031 — 378,40 
3 292— 409 378,40 — 1 699,4 
4 409 — 2462 1699,4 —94 416, 
^
 x j U g y a n a z , min t 6 = 5 esetén 
2 187— 292 82,031 — 378,40 
3 292— 407 378,40 — 1 676,8 
4 407 — 1433 1676,8 —48 012, 
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5. T A B L A Z A T (fo ly ta tás) 
R m = 14,335 
5 0 0— 17 1,4113— 4,4103 
1 17— 36 4,4103— 17,818 
2 36— 160 17,818 — 189,99 
3 160— 303 189,99 — 1 982,3 
4 303 — 1751 1982,3 —67 376, 
' " 6 l ugyanaz , min t 5 = 5 ese tén 
2 36— 160 17,818— 189,99 
3 160— 298 189,99 — 1925,8 
4 298 — 1611 1925,8 —61 223, 
40 0 
1 1 ugyanaz , m i n t b = 10 esetén 
2 
3 ' 160— 276 189,99— 1 677,4 
4 276—1394 1677,4 - 5 2 168, 
t 
6. TABLAZAT 
6 = 5 
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6. T Á B L Á Z A T (fo ly ta tás) 




31,930 0 ,01342 0,04877 0,20474 
51,689 0,01688 0,05545 0,16050 
77,092 0,01952 0,05866 0,13217 
108,14 0 ,02159 0,05992 0,11284 
144,83 — 0,06025 0,09909 
189,99 0,02498 0,05996 0,08844 
240,80 0 ,02635 0,05932 0,08064 
300,08 0 ,02753 0,05840 0,07480 
367,82 0 ,02858 0,05734 0,06968 
514,59 0,02491 0,06056 0,10930 
695,24 0 ,02733 0,06166 0,09657 
887,17 0,02911 0,06167 0,08738 
1 112,9 0,03069 0,06111 0,07941 
1 361,3 0,03261 0,06029 0,07383 
1 666,1 0 ,03301 0,05922 0,06673 
1 801,6 0 ,03294 0,05875 0,06453 
2 016,1 0,01700 0,05877 0,08778 
2 332,3 0,01726 0,05892 0,07764 
2 738,7 0 ,01778 0,05790 0,06957 
3 280,6 0 ,01868 0,05625 0,05799 
4 048,4 
— 0,05433 0,04934 
5 267,7 0,02101 0,05242 0,04243 
7 164,5 0 ,02237 0,05099 0,03912 
10 326 0 ,02387 0,04958 0,04010 
15 113 0 ,02583 0,04730 0,04458 
21 390 0 ,02825 0,04420 0,05030 
28 887 0 ,03089 0,04109 0,05575 
37 694 0 ,03367 0,03826 0,06042 
48 216 0 ,03640 0,03567 0,06457 
61 223 0 ,03908 0,03336 0,06799 
6 = 40 
t H, Я 2 н3 
514,59 0,02491 0,06056 0,10976 
695,24 0,02727 0,06166 0,09858 
887,17 0 ,03365 0,06167 0,09099 
1 112,9 0,03069 0,06113 0,08566 
1 361,3 0,03261 0,06029 0,08201 
1 666,1 0,03294 0,05919 0,07929 
1 812,9 0,01700 0,06032 0,12221 
2 038,7 0,01668 0,06110 0,11779 
2 309,7 0 ,01720 0,06081 0,11333 
2 716,1 0,01791 0,05935 0,10831 
3 258,1 0,01894 0,05694 0,10390 
4 025,8 0,02042 0,05382 0,10040 
5 064,5 0,02211 0,05056 0,09816 
6 464,5 0,02406 0,04752 0,09786 
8 316,1 0,02602 0,04491 0,09869 
10 619 0,02806 0,04277 0,10031 
13 510 
— 0,04084 0,10236 
17 213 0,03234 0,03906 0,10473 
21 910 0,03454 0,03726 0,10751 
28 277 0,03694 0,03557 0,11107 
38 400 0,03921 0,03382 0,11566 
52 168 0,04191 0,03218 0,12238 
7 A Matematikai K u t a t ó Intézet Közleményei VI I I . B/4. 
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1. grafikon 
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3. о grafikon. 
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ИССЛЕДОВАНИЕ ПРОЦЕССОВ ОХЛАЖДЕНИЯ ШАРОВИДНЫХ 
ОТЛИВОК 
GY. A D L E R 
Резюме 
В работе даётся численный метод решения двух способов литья шаро-
образных отливок в формы с толстой изоляционной прокладкой. Два про-
цесса литья отличаются друг от друга тем, что в одном случае литьё прс ис-
ходит при наличии в отливке твердого, из того же материала, что и отливка, 
в ней концентрически расположенного шарообразного ядра. 
Расположение отдельных теплопроводных сред (в случае литья при 
наличии твердого ядра) показано на рис. 1. Температура, преобладающая 
на отдельных стадиях, изображена на рис. 2 (также в случае литья при 
наличии твердого ядра). 
В случае литья без твердого ядра температуры должны удовлетворять 
дифференциальным уравнениям (1), (2), (3) с краевыми условиями (4), (5), 
(6), (7), (8), (9) и (10). Функция í (t) (толщина затвердевшей сплавки), входя-
щая в краевые условия, так же неизвестна, она определяется из написанных 
уравнений. 
Температуры литья при наличии ядра должны удовлетворять урав-
нениям (1), (2), (2), (3) и условиям (4), (5), (б), (6), (7), (8), (9), (9), (Ю) и (ГО). 
В качестве метода решения был использован так называемый метсд 
сеток (метод конечных разностей). Разностные формулы, соответствующие 
уравнениям и условиям (1)—(10) можно найти в § 4 под соответствующими 
номерами, обозначенными римскими цифрами (I), . . . , (X). В целях нагляд-
ности эти разностные формулы показаны на рис. 5 и 5а, формулы, соответ-
ствующие литью при наличии твердого ядра, представлены на рис. 6 и ба. 
Эти формулы не пригодны для вычислений начальной стадии процесса 
охлаждения (t = 0). Д л я определения процессов на начальной стадии сде-
лана упрощенная модель, решение которой может быть получено точнг м 
методом. 
В § 5 даются формулы для определения погрешности вычисления. 
Работа с математической точки зрения содержит одну новую идею: 
разностную формулу (IX), соответствующую условию затвердевания (9). 
Метод имеет применение и в других случаях (например, в случае 
цилиндрично-симметрическсго или линейного расположения). 
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ÉTUDE DU PROCESSUS DE REFROIDISSEMENT D'UN MOULAGE 
DE FORME SPHÉRIQUE 
par 
GY. A D L E R 
Résumé 
Dans ce t ravai l est présentée une méthode numérique pour la détermina-
tion de la t empéra ture d'un moulage de forme sphérique, le coulage s ' e f fec tuant 
dans un moule entouré d 'une large couche isolatrice. Cet te méthode se réfère 
à deux procédés de coulage. Les deux procédés diffèrent l 'un de l 'autre p a r le 
fa i t que dans l 'un des cas un noyau solide de forme sphérique, de mat iè re 
identique à celle du moulage et concentriquement colloqué, vient s ' insérer 
dans le moulage pendant la fonte , et ce moyau entre dans la construction du 
moulage. Dans l 'autre cas la fonte s 'effectue sans le noyau solide. 
La collocation des milieux conducteurs de la chaleur (dans le cas de la 
fonte avec le noyau solide) es t indiquée sur la figure 1. On a indiqué (également 
dans le cas du noyau solide) les températures correspondantes aux par t i e s 
différentes sur la figure 2. 
Dans le cas exempt de noyau solide les températures doivent sat isfaire 
aux équations différentielles (1), (2), et (3) avec les condit ions aux limites 
(4), (5), (6), (7), (8), (9) e t (10). La fonction f(t) (la largeur du moulage 
dé j à consolidé) qui figure d a n s les conditions est aussi inconnue et peut ê t re 
déterminée à par t i r des équat ions données. 
Dans le cas du noyau solide les tempéra tures sa t isfont aux équa t ions 
(1), (2), (2), (3) et aux conditions aux limites (4), (5), (6), (6), (7), (8), (9), (I), 
(10) et (10). 
Comme méthode de solution nous avons appliqué la méthode des diffé-
rences finies. Les formules de différences finies correspondant aux équat ions 
e t aux conditions (1) —(10) se t rouvent dans le § 4, indiquées en chiffres romains 
((I), . . . , (X)) respectifs. P o u r plus de clarté, ces formules son t aussi indiquées 
sur les figures 5 et 5a; les formules relatives au moulage sans noyau peuven t 
se lire sur les f igures 6 et 6a. 
Ces formules ne conviennent pas aux calculs de la phase initiale (t ^ 0) 
du processus. P o u r la déterminat ion de cet te phase initiale nous avons édif ié 
dans le § 3 un modèle plus simplifié, pour lequel la solution peu t être calculée 
d ' une manière exacte. 
Dans le § 5 nous avons établi des formules pour la détermination des 
erreurs de calcul, considérés dans un certain sens. 
L'ouvrage, du point de vue mathémat ique, cont ient une seule idée 
modeste, à savoir la formule des différences finies correspondant à la condition 
de congélation (IX). 
La méthode, mutatis mutandis , s 'appl ique aussi à d 'au t res cas (p. e. 
dans le cas d ' une collocation avec symétrie cylindrique ou bien d'une collo-
cat ion linéaire). 

EGY SZABADSÁGFOKÚ LENGŐ RENDSZER REZONANCIA VIZSGÁLATA 
FÜRÉSZFOGALAKÚ PERIODIKUS GERJESZTŐERŐK ESETÉN 
F É N Y E S T A M Á S , M E I T Z E N N Á N D O R 1 é s T Ó T H K Á R O L Y 
Revezetés 
A jelen dolgozatban egy, a bányászat i jövesztőgépek méretezésével 
kapcsolatban felmerült probléma során az egy szabadságfokú lengő rendszer 
differenciálegyenletének megoldását tá rgyal juk . A továbbiakban a mérete-
zéshez szükséges rezonanciavizsgálat analóg számológéppel való végreha j tásá t 
mu ta t juk be . 
1. A kőzetforgácsolás dinamikai hatásainak vizsgálatához szükséges 
matematikai modeU felállítása 
A bányászat gépesítésének egyik legfőbb problémája a természetben 
található kőzetek, ásványi anyagok forgácsoló szerszámokkal, gépi úton tö r ténő 
leválasztása. A gépiparban általánosan használatosak a fémforgácsoló szerszá-
mok különböző típusai. A bányászat i jövesztőgépeken használatos maró-fúró-
gyalu munkaszerszámok vágási fo lyamatának fizikai törvényszerűségei igen 
sokban különböznek a fémek forgácsoló megmunkálásánál ismert tö rvény-
szerűségektől. 
Ezek a különbségek részben már a jövesztőberendezéseken alkalmazot t 
vágószerszámok geometriai formáinak eltéréséből erednek. Ezen tú lmenően 
fontos jelentősége van a vágóerőben muta tkozó periodikus jellegű egyenlőt-
lenségek szerepének is. Je len t anu lmány lüktető erőhatások által okozot t 
ger jesztet t lengések kialakulásával foglalkozik. Ezen hatások főképpen 
a nagy fogásmélységű szénjövesztés folyamatának kapcsán keletkeznek. 
Az 1. ábrán b e m u t a t u n k TOPCSIEV [ 1 ] alapján egy szénforgácsolási 
kísérletnél felvet t d iagramot . A görbe az F vágóerőnek időbeli vá l tozásá t 
mu ta t j a ál landó haladási sebesség és vágási mélység esetén. Láthatóan az erő-
ingadozás csaknem szabályos háromszögalakú ismétlődő lüktetést m u t a t , 
gyakran igen egyenletes le fu tású periódusok alakulnak ki. A jelenség fizikai 
magyaráza tá t a 2. ábrán az alábbiakban világíthat juk meg. 
A forgácsolandó kőzet a vágókéssel az I. pontban találkozik. H a a kés 
bizonyos V sebességgel továbbhalad , a kőzetben először úgy mozoghat előre, 
hogy a vágóéi homlokfelülete mentén az anyagot apró részekre töri. Ez az 
erősen t ö rö t t anyaghalmaz a vágóéi elején halmozódik fel. A felhalmozódás 
alat t a kés egyre mélyebben halad, a késre ha tó F vágási erő egyre növekszik. 
1
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A I I . helyzetben a kés már o lyan nagy vágóerőt kell felvegyen, ami az anyag-
n a k a megnövekedett felületen tör ténő aprózódása helyett úgy hat , hogy legyőzi 
az ép kőzet nyí rás i szilárdságát és az anyag nagy darabban kagylósan kitörik 
a kés előtt. E z u t á n a kés lényegében teher mentesül ve ha lad , egészen a I I I . 
pontig, és et től kezdve a fo lyamat periodikusan ismétlődhet, ahogyan az elő-
zőkben lá t tuk . 
Az egyes vágási szakaszokban ébredő erőhatásokat ábrázolva eredmé-
n y ü l az 1. ábra oszcillogramjához hasonló diagramot nye rünk . 
t 
1. ábra. 
Az erőhatás ingadozása az ábra szerint T időtartamú periódusokban ismét-
lődik. Egj' perióduson belül a terhelt és terheletlen szakasz relatív nagysága 
a kőzet fizikai jellegétől és a kés geometriai viszonyaitól függ. A fo lyamat 
kialakulására számos változó ha t . Általában a kőzet ridegségével és a vágási 
mélységgel nő a kagvlósan k i t ö r t rész relatív nagysága, ugyanilyen nagyságban 
rp* 
csökken a — a rány értéke és ugyanígy nő az F forgácsoló erő. 
A forgácsoló erő nagysága a fogásmélységgel jó közelítéssel lineárisan 
nő és nagysága igen kevéssé f ü g g a kés v haladási sebességétől. A rideg kőzetek-
nél, ha a fogásmélység kicsiny és a kés csak éppen „karcol" az F erő oszcillo-
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gramja szabálytalan alakú, de ha a fogásmélységet növel jük, az ismertete t t 
háromszögalakú periódusos ingadozás egyre inkább előtűnik és uralkodóvá 
válik. 
A fent leírt fizikai fo lyamat tehát a forgácsolás jelenségében egy r e j t e t t 
periodikus ha tás t mutat . Felvetődik a kérdés, milyen ger jesz te t t lengés alakul 
ki a forgácsolószerszám rugalmas rendszerében e lüktető erőhatás következ-
tében. 
A fémforgácsoló szerszámgépeken a forgácsolószerszám rugalmas meg-
fogása miat t találkozunk öngerjesztett lengések kialakulásával [2]. Ezek 
a lengések azonban a kés hosszirányú és keresztirányú merevségétől függenek 
elsősorban és egészen más f izikai folyamat következtében lépnek fel. 
K . M A G N U S [ 3 ] foglalkozik nem szinuszos gerjesztő ha tások vizsgálatával; 
különböző négyszöghullám jellegű periodikus erőhatásokat vizsgál. 
Feladatul tűzzük ki, hogy az előzőekben ismertetet t f iz ikai folyamat kap-
csán egy ado t t lengőrendszer rezonancia-görbéinek a lakulásá t különböző 
geometriai alakú, háromszög-formájú lüktetőhatások figyelembevételével 
vegyük vizsgálat alá. 
A folyamat matemat ikai tárgyalásánál a 3. ábra szer int a lineárisan 
emelkedő erőhatású szakasz időtar tamát L*-gal, a teljes per iódus időtar tamát 
T-vel jelöljük. A maximális erőhatás nagyságát mindig az egységgel vesszük 
egyenlőnek. Változónak t ek in t jük a — a r á n y és külön vizsgáljuk a T = T* 
értéket , mint a gyakorlat számára a szénjövesztés műveletében a legfontosabb 
esetet . 
A jövesztőszerszámot szimbolizáló egyszabadságfokú lengőrendszerben 
a 4. ábra szerint a következő jelöléseket használ juk: m a szerszám redukál t 
kp 
tömege, К a rendszer rugóállandója —dimenzióval ) . 
cm 
A mozgásegyenlet á l ta lános alakja 
A csillapítatlan rendszer sajátfrekvenciája со = . A mozgásegyenletet 
t = tor ú j változó bevezetésével egyszerű dimenziónélküli a lakra hozzuk, ekkor 
A = / 
3. ábra. 4. ábra. 
a
2
x dx , , 
m h à Y Kx = F(т). 
О О _
 V 
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a mozgásegyenlet a következő alakú lesz: 
d2x _ dx 
Ь 2D ж = Fit). 
dt2 dt 
Az egvenletben az első derivált együtthatójában D = • — , a L E H R -
2 fKrn 
féle csillapítási tényező, dimenziónélküli mennyiség. Előjele a rendszer stabi-
litását fejezi ki, esetünkben csak stabilis lengésekkel foglalkozunk, ezeknél 
D ^ 0. 
2. A differenciálegyenlet periodikus megoldásának meghatározása 
í r j u k fel ismét az 
(1) y" + 2Dy' + y = F(t) (0 g t < ^ ) 
differenciálegyenletet, melynek egy periodikus partikuláris megoldását kíván-
juk meghatározni, ha F(t) egy T periódusú függvény, és 
— , ha 0 gtgT*, 
(2) F(t) = T* (T* g T) 
\ 0, ha T* < t gT . 
azonkívül 0 < D < 1 . 
Ilyen feladatok megoldásánál szokás a Fourier-módszert alkalmazni, 
vagy előírt kezdeti feltételek esetén a Laplace-transzformációt vagy a Mikusin-
ski-féle operátormódszert. Mi jelen dolgozatban nem köve t jük egyik módszert 
sem. Előzőt azért nem, mer t a Fourier-módszerrel a megoldás csak végtelen 
sor a lakjában kapható meg, utóbbiakat azért nem, mer t csak (1) periodikus 
megoldását kívánjuk meghatározni, az operátorszámítás alkalmazása viszont 
ekkor nem látszik célszerűnek. 
Az alábbiakban igen elemi módon fogjuk a kereset t periodikus meg-
oldást megkapni. 
Mivel D < 1, az (l)-hez tartozó homogén egyenlet általános megoldása 
(3) ce-DI cos ßt + de~Dt sin ß t, 
i t t ß = J/l — D2, с és d pedig tetszőleges állandók. 
Mivel periodikus megoldást keresünk, ezért a 0 g t g T intervallumra 
szorítkozhatunk, vagyis a szóbanforgó periodikus megoldást elegendő erre 
az intervallumra meghatározni. Tekintsük tehát a (0, T) intervallumot. 
Ennek (T*, T) részintervallumán (1) általános megoldása nyilvánvalóan (3)-mal 
egyezik meg. A (0, T*) intervallumon viszont (l)-nek egy partikuláris megol-
dását keresve tegyünk kísérletet 
(4) yp(t) = At + B 
alakú megoldással. (4)-et (l)-be helyettesítve kapjuk, hogy 
2 DA + At + В = — (0 <It<.T*), 
rp* " 
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és az együ t tha tók összehasonlításával 
p* p* 
vagyis egy a (0, T*) in te rva l lumra szóló par t iku lár i s megoldás 
t — 2D 
Ур = T * 
amelyhői az e r re az in te rva l lumra érvényes általános megoldás 
(5) y(t) = *~
т
1В + ae~DI cos ßt + be~Dt sin ß t , 
ahol a, b tetszőleges ál landók. Az elmondot takból t ehá t következik, hogy 
(1) ál talános megoldása 
P ~ 2 D + ae~Dt cos ß t + be~Dtsinßt, l ia 0 <,t < T* , 
(6) y{t) = > p * - -
\ce~Dt cos ß t + de~Dt sin ß t , h a T * g t g T . 
(6)-tal t ehá t le í r tuk (1) á l t a lános megoldását külön-külön a (0, T*), i l le tve 
a (T*, T) in terval lumon. Az egész (0, T) szakaszon (6) csak akkor megoldása 
( l ) -nek, ha a t = T* pontban is folytonosan differenciálható. E z a követelmény 
az addig szabadon vá lasz tha tóaknak tek in te t t a, b, c, d paraméterekből k e t t ő t 
megköt és ekvivalens a köve tkező két egyenlet te l : 
+ ae-DT'cosßT* + be~DT' sin ßT* = ce~DT'cos ßT* + de~DT'sin ß T*, 
— -aDe~DT' cos ßT*-aß e~DT'sin ß T*-bDe-DT'sin ß T*+b ß e~DT'cosß T* = p* 
= _ cDe~DT' cos ß T* — сße~DT* s i n ßT* — dDe~DT' s\nßT*+ß de~DT' cosßT*. 
(") 
(7) teljesülése esetén tehát (6) előállí t ja (1) egyenletnek á l t a lános megoldását 
a (0, T) in terval lumon. Ez az á l ta lános megoldás két s zabadon vá lasz tha tó 
á l landót t a r t a lmaz , amelyek megfelelő választásával k a p h a t j u k meg a kerese t t 
periodikus megoldást . Mivel a (0, T) in terval lumon kapot t megoldást a t = T 
p o n t o n túl per iodikusan f o l y t a t j u k , a T, 2T, 3 T , . . . , lcT (k = 1,2 . . .) 
p o n t o k b a n folytonosan differenciálhatónak kell lennie, ami a z t jelenti, hogy 
a periodikus megoldásra nézve f enn kell á l lnia annak, hogy a t = 0 i l letve 
t = T pontokban mind a függvényér tékek, m ind a di f ferenciálhányadosok 
8 * 
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értékei megegyeznek. Ez a követelmény a még szabadon választható á l landókat 
is meghatározza és ekvivalens az alábbi két egyenlettel: 
- — + a = ce-DT cos ß T + de~DT sin в T , p* 
(8) -L--„D+ bß= — cDe~DT c o s ß T — cß e~DT s i n ßT — 
- Dde~DT sin ß T + ß de~DT cos ßT . 
(7) és (8) t e h á t az a, b, c, d mennyiségekre nézve egy négyismeretlenes lineáris 
algebrai egyenletrendszer, melyet megoldva megkapjuk azokat az együt t -
hatókat , amelyeket a (6) ál talános megoldásba behelyettesítve előáll a kereset t 
partikuláris, periodikus megoldás. Az egyenletrendszert egyszerűen megoldva 
adódik, hogy 
a = P(T) \м(Т - T*) [QN(T) + RM(T) — R] + 
(9) l 
+ N(T - T*) [RN(T) - QM(T) + Q] - UN(T) - ЩM(T) + , 
b = P(T) \M(T - T*) [RN(T) - QM(T) + Q] -
(10) 1 
_ N(T — T*) [QN(T) + RM(T) — R] - + UM(T) - U \ , 
с =P(T) í R M(T + T*) e2DT* + Q N(T + T*) e2DT* -
(П) 
_ M(T) - UN(T) - R M(T*) - QN(T*) + 
d = P(T) R N(T + T*) e2DT' — QM(T + T*) e2DT' + 
(12) 
ahol 
+ UU(T) — ^ N ( T ) + QM(T*) - R N ( T * ) - Ü \ , 
M(T) = e~DT cos ßT , N(T) = e-°T sin ß T , 
! ,
 Ç = T + 
N ' - i l о п т п т n m v о 1 +e-2DT-2e-DTcosßT ß ßT 
A = 1, u = L ^ 2 
T* ßT* 
* 
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Műszaki szempontból fontos speciális eset, amikor T* = T. Ekkor (6), az 
(13) y(t) = f ~ 2 D + ae-Dt cos ßt + be~Dt sin ßt (0 g t g T ) 
alakra redukálódik, a periodikus megoldást adó a, b együ t tha tók pedig (9) 
és (10)-ből T* = T helyettesítéssel 
1 _
 e-DT cos ß T ф — e~DT sin ß T ß 
( 1 4 )
 a
 1 - 2 e ~ D T cos ßT + e~iDr 
- (1 — e-0* cos ßT)— e~DT sin ß T 
b = l . 
1 + e~2DT - 2 e~DT cos ß T 
Igen fontos a periodikus megoldás maximumának, i l le tve minimumának 
ismerete. Ehhez a periodikus megoldás szélső értékének he lye i t is ki kell szá-
mítani, ami transzcendens egyenletek gyökeinek meghatározását teszi szüksé-
gessé. Ezt elkerülendő igen célszerű az egész feladatnak analóg számoló-
géppel való megoldása is, ami tetemes numer ikus számítási munkát t a k a r í t 
meg. 
3. Az (1) differenciálegyenlet rezonanciagörbéinek előállítása analóg számoló-
géppel 
A 2.-ban bemuta to t t elméleti megoldás a lapján az 1.-ben vázolt fe ladato t 
t e h á t csak hosszas numerikus munkával t u d j u k megoldani. Az alábbiakban 
bemuta t juk , hogy analóg számológép alkalmazásával az (1) differenciálegyenlet 
rezonanciagörbéi gyorsan, a gyakorlatnak megfelelő pontossággal ábrázol-
ha tók . 
A feladatot MN-7 t ípusú analóg számológépen oldottuk meg, de az a lább 
vázolt módon bármely más — megfelelő vezérlő berendezést tartalmazó — 
analóg gépen megoldható az (1) differenciálegyenlet. Elvileg megkaphat juk 
a megoldást pl. függvénygenerátor alkalmazásával is. Azonban az általános-
ságban használt diódás függvénygenerátorok nem előnyösek erre a célra, mer t 
az analóg gép gyorsaságából származó előnyök a paramétervál toztatás kényel-
metlenségei mia t t elvesznek. 
Az (1) differenciálegyenlet homogén alakjának megoldása nem jelent 
problémát. Egy ilyen, ún. csil lapított harmonikus oszcillátor vázlatos program-
j á t l á tha t juk az 5. ábrán. I t t 6 és 7 integráló, 1 előjelfordító erősítő. A csilla-
pítási tényező ér tékét a 24-es, a sajátfrekvenciát a 22-es potenciométeren 
ál l í t juk be. Az inhomogén egyenlet programvázlata ettől csak annyiban tér el, 
hogy a 6-os integráló erősítőre bemenőjelként még — a megfelelő módon elő-
ál l í to t t — F(t) gerjesztő f ü g g v é n y t is rácsatol juk (6. ábra) . 
rp* 
Az alábbiakban külön tá rgya l juk a = 1 esetet, amelynek a progra-
mi* 
mozása egyszerűbb, majd ebből további bővítéssel nyer jük a — =f= 1 esetet . 
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Л program elkészítése során a gerjesztő függvényt az előbbi esetben ^(í)-vel , 
utóbbiban G(í)-vel jelöljük a továbbiakban 
Az F(t) függvény előállí tása az MN 7 analóg számológépen legcélszerűb-
ben programvezérlés segítségével tör ténhet . A gép 17-es erősítője program-
vezérlő kapcsolásban — t ö b b e k között — a következő f e l ada to t tudja elvégezni : 
az erősítő Bx és B2 bemenetére vi t t jeleket a kapcsolás összehasonlítja. Az erő-
sítő kimenetén feszültség jelenik meg, ha 
(15) Bx+B2^0. 
6. ábra. 
A kimeneten jelentkező feszültséggel az R0 jelfogót t u d j u k működtetni, amely-
nek ér intkezőpárjai t a p rog ram vezérlésére használha t juk fel (7. ábra) . 
Analóg számológépeken a megoldás konstansszorosát is megoldásnak 
tekinthet jük, ha a kons tans értéke ismert . Az ál talánossság csorbítása nélkül 
az előző p o n t b a n egységnyire választott fűrészfog magasságot a továbbiakban 
fc-val jelöljük, к értéke n e m választható meg tetszőlegesen, nagyságát a kap-
csolás elemeinek lineáritási t a r tománya korlátozza. 
Célunk tehá t egy T periódusú, к csúcsmagasságú fűrészfog alakú függvény 
előállítása. H a az 5-ös in tegrá ló erősítő bemenetére —e konstans feszültséget 
adunk, az erősítő k imene tén /(<) = et alakú egyenest fogunk kapni. Adott 
к csúcsmagasság, va lamin t rögzített T periódus esetén e értékét úgy kell 
megválasztanunk, hogy az eT = к egyenlőség te l jesül jön. Ezáltal az f(t) 
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egyenes a (T, k) ponton fog átmenni. H a a fűrészfog a l akú függvény első 
per iódusát / ( í ) -ből meg aka r juk kapni, az integrálás fo lyamatá t T idő elteltével 
le kell ál l í tanunk, majd a tovább i periódusok előállítása céljából f(t)-t t = 0 
idővel újra kell kezdenünk. Ez nyilván nem oldható meg a gépi kezdőér tékre 
való visszatéréssel, mert ezáltal a teljes differenciálegyenlet megoldása a kezde t i 
é r tékre állna vissza. A programvezérlés segítségével a differenciálegyenlet 
programfutásá tó l függetlenül vissza t ud juk állítani az f(t) függvényt a t = 0 
időnek megfelelő kezdőértékre. E célból az 5-ös erősítő kimenetén k a p o t t 
( t) függvényt a 17-es erősítő Bt bemenetére kapcsoljuk, a B2 bemenetre pedig 
—к konstans feszültséget j u t t a t u n k . Ha f(t) eléri а к é r t éke t , tehát a (15) 
fel té tel teljesül, akkor a 17-es erősítő kimenetére kapcsolt R 0 jelfogó meghúz. 
A jelfogó egyik kontak tusának (2 Rn) segítségével rövidre zár juk az 5-ös 
erősítő integráló kondenzátorá t (7. ábra). Ra ugyanakkor elenged, ugyan i s 
az integráló kondenzátor gyakorlati lag azonnal kisül, s így f(t) értéke is zérusra 
csökken. A fo lyamat most automat ikusan ismétlődik. A fe ladat megoldása 
során к ér tékétJkonstansnak kell vennünk, a T periódus megadása pedig a 
к 
T = — arány a lap ján tör ténhet , e értékének dekadikus osztón való beállításával. 
в 
A 6. és 7. ábrán vázolt programrészek összekapcsolásával tehát az (1) 
differenciálegyenletet meg t u d j u k oldani F(t) gerjesztő f ü g g v é n y esetén. 
A G(t), vagyis a (0, T*) szakaszon к magasságú fűrészfog, (T , T*) 
szakaszon azonosan zérus-függvény előállítása céljából a 7. ábrán b e m u t a t o t t 
kapcsolást egy kissé módosít juk (8. ábra). Szükségünk lesz egy g(t) = et — r 
p* 
alakú függvényre. Az r pa raméte r segítségével tudjuk m a j d a — a r á n y t 
vá l toz ta tn i , r é r tékét potenciométeren á l l í t juk be. A periodikus ismétlődést 
i t t is a programfutás tó l függet len vezérléssel é r jük el. g(t) zérustól eltérő kez-
det i értékét összeadó erősítővel t ud juk megvalósítani. Az 5-ös integráló erősítő 
kimenetén k a p o t t f(t) függvényhez a 9-es összeadó erősítőn —r értéket a d u n k 
hozzá. Ha a kimeneten k a p o t t -—g(t) = —et + r egyenes pozitív részé t 
dióda segítségével levágjuk, m a j d a 14-es előjelfordító erősítőre visszük (8. 
ábra) , akkor az utóbbi k imene tén g* (t) =
 a l a k ú függvény t 
2 
kapunk, g* t e h á t a T — T* ér tékig azonosan zérus, innen pedig et a l akban 
folytatódik. Vezessük ezt a 17-es erősítő Bx bemenetére, В2-те ismét —к 
ér téke t adunk. A vezérlés fo ly t án 14 kimenetén a G{t— T+T*) f üggvény t 
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fogjuk megkapni . Feladatunk megoldását a koordinátaeltolódás nem befo-
lyásolja, így G(t) helyett tu la jdonképpen elegendő a ' G(t— T-\-T*) függ-
vényt programozni. Szükség esetén az el tolás kiküszöbölhető, ha /(0) = + r 
к 4- r 
kezdőértéket adunk az 5-ös erősítőre. A T periódus é r t éké t most T = 
e 
összefüggés a lapján á l l í tha t juk be (9. ábra) , к és r rögz í t e t t értékei mel le t t 
T az e-nek dekadikus osztón történő beállításával könnyen vá l toz ta tha tó . 
T* T* к 
A — a rány a — = összefüggés a l ap ján állítható be. 
T T к g r 
9. ábra. 
к é r téke nem válasz tha tó teljesen tetszőlegesen. Az F(t) fűrészrezgés 
előállításánál a gépi egység, t ehá t 100 V választható к maximális ér tékeként , 
ha ezt az é r téke t a megoldás sem haladja meg. A G(t) függvény esetén azonban 
к maximális ér tékét az 5-ös erősítő linearitási ta r tománya is korlátozni fogja . 
Esetünkben az 5-ös erősítőn maximálisan 160V feszültséget engedtünk meg, 
ugyanis a kimenetet elektromotoros erő n e m terheli, így a 160 V-os max imum 
a +190 V, —170 V linearitási ta r tományon belül marad. Н а к értékét 40 V-ra 
y>* 
vesszük fel, a fentebbiek a l ap ján —leg fe l j ebb 3/4 lehet, к értékét nem célszerű 
kisebbre választani, mer t nagyobb csillapítási tényező, pl. D = 0,5 esetén 
a maximális és minimális ampli túdók nagysága, valamint különbsége is kicsiny-
re adódik, ezáltal a relat ív hiba jelentősen megnövekszik. Szükség esetén 
a linearitási t a r tományt még jobban ki lehet használni. 
A rezonanciagörbe felvétele tehát a következőképpen történik az analóg 
gép segítségével: 
A fen tebb ismertetet t programvázlat alapján programozzuk a gépet . 
к ill. r é r téké t , valamint a k íván t D csillapítási tényezőt beállítjuk, T é r téké t 
pedig a dekadikus osztón e beállításával a d j u k be a gépbe. Ezután a megoldás 
tranziens részének lefutása u t á n a maximum és minimum értékeket műszerrel 
lemérjük. A T periódus megfelelően (a rezonanciapontok környezetében lehe-
tőleg sűrűn) felvett értékei mellett a k a p o t t értékeket fc-val, a gépi egységgel 
elosztva tabellázzuk. Függőlegesen a maximális és minimális előjeles ampl i tú-
T 
dók különbségének felét (ym) mérjük fel, a hozzátartozó Ö = — abszcissza-
értéknél. 2 71 
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A 10., 11. és 12. ábrákon n é h á n y rezonanciagörbét muta tunk be, ame-
lyeket a T* = — T, —T,T értékek mellett ve t tünk fel D = 0; 0,1; 0,25; 0,5 
3 3 
csillapítási tényezők felhasználásával. Egy-egy rezonanciagörbe felvételéhez 
szükséges gépi idő — előkészített p rogram esetén — 30—50 perc. 
10. ábra. 
A végzett mérések pontosságát a 2.-ban i smer te te t t elméleti megoldás 
felhasználásával numerikusan számítot t értékekkel összehasonlítva határoztuk 
meg. A relatív hiba D = 0,25 ér tékig az 1%-ot, D = 0,5-nél a 2 ,5%-ot nem 
11. ábra. 
halad ta meg. Fel kell azonban h í v n u n k a figyelmet arra, hogy a megoldás 
fázishibája meglehetősen nagy, ugyanis a fűrészrezgés periódusának relével 
tör ténő vezérlése bizonyos pontat lansággal jár. Ennek oka részben a relé 
tehetetlensége, részben az integráló kondenzátor tökéletlen kisülése, amely 
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a relékontaktus ellenállásának ingadozásával függ össze. Ez a fázisingadozás 
a tárgyal t fizikai jelenségnél is fennáll , esetünkben azonban a rezonanciagörbe 
felvételéhez szükséges mérésekben nem okoz h ibá t . 
Amennyiben a megoldás pontos idő szerinti lefolyásának rögzítésére 
2 71 
is szükségünk van , a következőképpen já rha tunk el: со = 1 helyet t a 1 
12. ábra. 
t e h á t úgy állí t juk be, hogy a k íván t hosszúságú időintervallumon a beépített 
szinkronmotor á l ta l szolgáltatott időjellel vagy többszörösével egyezzék a 
periódushossz. A relé kontaktellenállásából származó fázisingadozás okozta 
h ibá t azonban nem t u d j u k kiküszöbölni. Ha azonban a stabilis megoldás (0, T) 
szakaszának rögzítése a célunk, a fázishibát a megengedett é r tékre tudjuk 
csökkenteni olymódon, hogy a szinkronmotor szolgáltatta időjelek helyett 
a fűrészjel
 7 - s z o r o s á t vesszük időkoordinátának. A maximális amplitúdóra 
vonatkoztatot t re la t ív hiba ebben az esetben a fentiekben emlí te t t értékeket 
n e m haladhat ja meg. 
Periodikus gerjesztő függvény előállítására a függvények differenciál-
egyenlet megoldásaként való előállítása helyett mindig célszerűbb a fentebb 
emlí tet t típusú vezérlést alkalmazni, ezáltal ugyanis az erősítők csúszása nem 
növeli a hibát. 
A kapott eredmények gyakorlat i következtetéseit az alábbiakban foglal-
h a t j u k össze: 
Hasonlóan az irodalomban ( K . M A G N U S [ 3 ] ) idézett vizsgálatokhoz, a rezo-
nanciagörbék esetünkben is — egyirányú periodikus gerjesztésről lévén szó — 
rezonanciát m u t a t n a k á egész értékei körül. A káros berezgéseket tehát csak 
à 1 esetére hangol t rugalmas rendszerrel lehet elkerülni. 
Ö nagymértékű növelésével a berezgési ampl i túdó-maximumok csökkenő 
tendenciájúak. Megfelelően biztonságos üzemelés D = 0,1-nél is csak á > 3-nál 
érhető el. A teljes t a r tományon legalább D = 0,25 értékű csillapítás szükséges 
ahhoz, hogy a berezgést megfelelő értékűre lehessen csökkenteni. 
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Látha tó , hogy a rezonanciagörbék alakja nem függ nagymértékben 
y* 
a fűrészrezgések a lakjá t kifejezői — értéktől , noha az egy periódusra eső impul-
zus nagysága erősen csökken ennek értékével. A berezgési hajlam t e h á t való-
színűen nem nagyon vál tozhat a forgácsolt kőzetek ridegségi tulajdonságaival. 
Összefoglalóan megállapítható az analóg számológép használatának elő-
nye egy, a numerikus számítási módszerrel alig elérhető olyan területen, amely 
a gyakorlat i mérések és megfigyelések számára is csak igen nehezen ad módot. 
Választ kaphatunk n é h á n y olyan kérdésre, amelyek a gyakorlati üzemelés 
során felvetődve meg n e m határozható kellemetlen kihatású jelenségként szere-
peltek. Az analóg gép ál tal szolgáltatott pontosság i lyenformán bőven kielé-
gíti a várakozást . 
Természetesen a kapot t eredményeket mint ext rémumokat t ek in t jük 
és korántsem ta r t juk azokat az általános gyakorlatban mértékadónak. A továb-
biak során — a gyakorlat számára sokkal reálisabb feltételezéssel — tervbe 
ve t tük egy olyan vizsgálat lefolytatását, ahol a gerjesztő rezgést mind T-ben, y * 
— -ben, mind az erőmaximum к nagyságában is egy a d o t t t a r tományban szto-
chasztikusan változó háromváltozós mennyiségnek tekin t jük és a rezgési 
ampli túdók eloszlási függvényeit határozzuk meg. Ezek az értékek a gyakor-
latban a jövesztőszerszám egyes részeinek az élet tar tamméretezéséhez jól 
használható értékeket szolgáltathatnak. Az ilyen jellegű feladatokat program-
vezérlés helyett célszerűbb katódsugaras vagy valamilyen követőrendszeres 
elven működő függvénygenerátorral előállított gerjesztő függvénnyel meg-
oldani, amellyel a megoldás reprodukálhatóságát biztosítani tudjuk . 
Az i t t közölt vizsgálatnak a metodikai fontosságát külön is ki kell emel-
nünk; úgy véljük, pé ldaként szolgálhat a későbbiekben olyan hasonló vizs-
gálatokhoz, amelyek a fizikai jellegükből kifolyólag eddig megoldhatónak 
nem lá tszot tak . 
Végül néhány megoldásgörbe indikátoron nyer t képét is bemuta t juk , 
amelyeken a tranziens jelenségek lefutása , ill. az egyes paraméterek hatása 
jól l á tha tó (13. ábra). 
13. ábra. 
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Paraméteradatok a 13. ábra diagramjaihoz 
p* 
függvény megnevezése Sorszám 
T 
D <5 
1 1/3 __ 1,2 fürészfog 
2 1/3 0 1,2 
У 
3 1/3 0,1 1,2 
У 
4 1/3 0,25 1,2 
У 
5 1/3 0,5 1,2 
У. 6 2/3 — 1,5 fűrészfog 
7 2/3 0 1,5 
У 
8 2/3 0,1 1,5 
У 
9 2/3 0,25 1,5 
У 
10 2/3 0,5 1,5 
У 
11 2/3 — 2,5 fürészfog 
12 2/3 0 2,5 
У 
13 2/3 0,1 2,5 
У 






16 — 1 fűrészfog 
17 1 0,25 1 
У 
18 1 0,25 2 
У 
19 1 0,25 3 
У 
20 1 0,25 1 
у' 
21 1 0,25 2 
у' 
22 1 0,25 3 
у' 
(Beérkezett: 1963. október 11.) 
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ИССЛЕДОВАНИЕ РЕЗОНАНСА КОЛЕБАТЕЛЬНОЙ СИСТЕМЫ С 
ОДНОЙ СТЕПЕНЬЮ СВОБОДЫ В СЛУЧАЕ ПЕРИОДИЧЕСКИХ 
ВОЗБУЖДАЮЩИХ СИЛ, ИМЕЮЩИХ ПИЛООБРАЗНЫЙ ВИД 
Т. FÉNYES, N. MEITZEN и К . TÓTH 
Резюме 
Работа содержит исследование резонанса колебательной системы. 
Проблема возникает при конструкции добывающих машин, употребляемых 
в шахтах. В работе представлен метод решения дифференциального урав-
нения (1) в случае внешней возбуждающей функции, имеющей пилообраз-
ный вид. Во избежание большого объема вычислений, т. е. в целях облег-
чения работы статья содержит решение задачи с помощью аналоговой вычи-
слительной машины MN-7. 
ÜBER DIE RESONANZUNTERSUCHUNG EINES LINEAREN SCHWINGERS 
BEI EINER PERIODISCHEN SÄGEZAHNFÖRMIGEN ERREGUNGS-
FUNKTION 
T. FÉNYES, N. MEITZEN und K. T Ó T H 
Zusammenfassung 
Die Arbeit handelt um die Resonanzuntersuchung eines linearen Schwin-
gers. Dieses Problem tauchte bei der Planung einer Abbaumaschine auf. Die 
Verfasser geben die Lösung der Differentialgleichung (1), wenn die Erregungs-
funktion eine periodische Sägezahnfunktion ist. Zur Vermeidung oder zur 
eventuellen Erleichterung der langwierigen numerischen Rechnungen legt 
die Arbeit die Lösung der Aufgabe mit dem Analogrechner MN-7 dar. 

KÖTÉLPÁLYA ÍVEK MEGHATÁROZÁSA AZ ÍV GEOMETRIAI ADATAIBÓL 
B É K É S S Y A N D R Á S , B I H A R I I M R E é s M E G Y E R I J E N Ő 1 
1. Bevezetés 
A kötélpályán való szállítás az utóbbi években más szállítási ágazatok-
hoz viszonyítot t előnyei révén jelentősen fellendült. A felszabadulás óta e l te l t 
időszakot tekintve, Magyarországon a teherszállító kötélpályák összhossza 
megkétszereződött , teljesítőképességük pedig még nagyobb arányban növeke-
de t t . Úgy a hazai, mint hasonló külföldi eredmények — az utóbbiak főleg 
a személyszállítás területén — fokozottan megkívánják a kötélpályákkal 
kapcsolatos egyes elméleti és gyakorlati szempontból egya rán t fontos problé-
mák t isztázását . 
A kötélerő és más geometriai, ill. mechanikai ada tok meghatározására 
szolgáló eddig ismert eljárásoknál a pontosságot a feszítősúllyal feszített t a r t ó -
kötelű pá lyákná l a feszítősúly ismeretén kívül főleg a súrlódás ha t á sának 
figyelemhevétele (súrlódási tényező felvétele) befolyásolja, míg a m i n d k é t 
végén rögzítet t tartókötelű sodronykötélpálya esetében a kötélerő meghatáro-
zása még nehezebben kezelhető és körülményesebb feladat . 
Az á l ta lunk kidolgozott eljárás segítségével a kötélív három p o n t j á n a k 
bemérése ú t j á n lehetőség nyíl ik mind a feszítősúlyos, mind a rögzített t a r t ó -
kötelű sodronykötélpályák hossz-szelvényeinek tetszés szerinti helyén a geomet-
riai, valamint erőtani (kötélerő, stb.) mennyiségek egyszerű, gyors és p o n t o s 
meghatározására. A jelen tanulmányban az erőtani ada tok meghatározására 
azonban nem té rünk ki, mivel ezek a kötélgörbe paramétereinek ismeretében 
a szokásos módon számíthatók. 
Jelöl jük az A és В kötélpálya-állványok közötti kötélív három, egymástól 
h vetületi távolságra fekvő p o n t j á t Pv P2, / / - m a l (1. ábra) . 
A h távolság felvétele u t á n geodéziai szögmérő műszer (teodolit), i l letve 
hosszmérés segítségével a hv ill. h2 magasság-különbségek meghatározhatók. 
A feladat t ehá t adot t h, hv h2 értékekhez a kötélgörbe jellemzőinek, elsősorban 
is a kötélgörbe paraméterének meghatározása. 
2. A kötélgörbe-paraméter meghatározására szolgáló képlet levezetése 
A pálya ké t szomszédos állvány közé eső ívének az egyenlete a lka lmas 
koordinátarendszerben 
(1) У ch — 
1
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A feladat а с paraméter meghatározása. A felvet t három, — vízszintesen ekvi-
disztáns p o n t legyen Pv P2, P3 és legyen P2 abszcisszája a. A Pi, {i = 1, 2, 3) 
pont vetületét Pj-vel jelölve legyen P[ P2 = P', P'3 = hé s a jP2-höz viszonyí tot t 
relatív magasságok hv ill. h2. A P, pon tok egymáshoz viszonyított helyzete 
1. ábra. 
akár a 2a áb ra , akár a 2b á b r a szerinti l ehe t . Megállapodunk azonban abban , 
hogy P2 mindig a középső p o n t o t jelentse, P3 legyen az a pont (vagy a ke t tő 
közül az egyik olyan pont) , amely P2-nél magasabban fekszik, és amennyiben 
Px is magasabban lenne m i n t P2, akkor a hy értékét nega t ív előjellel vesszük. 
a-h a a+h 
2a. ábra. 
Meghatározandó h, hv h2 ismeretében а с pa raméte r és az ugyancsak ismeret len 
a abszcissza. 
A 2. á b r a szerint e mennyiségek k ö z ö t t (1) figyelembevételével a 
( 2 ) 
a + h a , 
с ch = с ch — -г h2 
с с 
, а — h . a , 
с ch = с ch hx 
с с 
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egyenletek állnak fenn, amelyekből c-t és a- t kell meghatároznunk. A (2) 
egyenletekből összeadással ill. kivonással a 
(3) 
2c 
К — hx 
c h - - l 
i a 
= ch —, 
с 
h2 + hx ha 
2c sh— c 
összefüggésekre jutunk, amelyekből a ch2 x — sh2 x = 1 összefüggés felhasz-
nálásával az a paraméter t kiküszöbölve az egyetlen ismeretlent t a r t a lmazó 
(4) (h2-hx)2 (h2 + hxf h 2 
4 с2 I ch — 1 4 с2 sh2 — 
egyenletet kapjuk. Ebből azonban с nem fejezhető ki elemi függvények segít-
ségével. 
А с paraméter meghatározására ezek után két lehetőség kínálkozik: 
a) numerikus egyenletmegoldó módszer; b) nomogram. Mindkét lehetőséget 
tárgyaljuk, mivel önmagában egyik módszer sem teljesen kielégítő; a numerikus 
számítás némileg fáradságos, a nomogram viszont, amely gyors és kényelmes, 
nem mindig ad elég pon tos eredményt. 
Mielőtt rátérnénk a felvázolt módszerek kidolgozására, a (4) képle te t 
ú j változók bevezetésével kissé egyszerűbb alakra hozzuk: legyen 
(5) 







K + h2  





4(ch y — l)2 4 sh2 y 
= 1 
alakot ölti, ebben и és г; i smer t mennyiségek, у ismeretlen. 
Н а а у mennyiség m á r számszerűen meg van ha tá rozva , akkor például 
a (3) egyenletpár második képletéből, amely 
и у 
2 s h y 
sh 
alakba í rha tó át , k iszámí tha t juk az a ismeretlent is: 
(7) h uy a — — ars h 
y 2 sh y 
9 * 
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3. Nomogramok tervezése y kiszámításához 
Mint lá tható , a (6) háromváltozós kapcsolat nomográfiai rendszáma négy, 
típusa pedig Cauchy-típus. Ennélfogva egyszerűen ábrázolható két egyenes 
és egy görbe ta r tó jú pontsoros nomogrammal [1]. Soreau-determinánsa, t ehá t 












4 sh2 у 
ch у — 1 
1 
1 
2 y2 ch у 
ch у — 1 
= 0, 
= 0 . 
Az utóbbi determinánsból vezethető le olyan nomogramalak, amelynél а у ered-
ményváltozó skálája a két adatváltozó skálája között helyezkedik el. Általá-
ban ezt az u tóbbi alakot szokás használni, mi is ezt te rvez tük meg, azonban 
csak bizonyos fenntartással, mer t úgy tűnik, hogy az adatok bizonyos kombi-
nációinál ez az alak volna előnyösebb, amelynél az eredményskála az и ill. 
v skáláin kívül van. 
A (8) alapterminánsból adódó nomogram még nem volna megfelelő, ezt 
az alakot a szokásos módon projektív transzformációnak alávetve végül is 









2 ' * v\-vÍ 
y skála: 
M K - « 5 ) t h 2 y/2 - («Î - »§) 




u\ + 4 
r 
th2 y/2 - vl 
К -щ) th2y/2 + (vl-vl) 
ahol M a nomogram szélessége, N a magassága, u0, щ az и skálának, v0, vx 
pedig a v skálának adott szélső értékei (3. ábra). Behelyettesítéssel könnyen 
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egyenlet valóban egyenértékű a (6) egyenlettel . 
3. ábra. 
A méréseknél előforduló adatok elemzéséből k i tűnik , hogy az и ill. v 
ér tékhatárai gyanánt a következőket érdemes venni: 
0 g v gö,7 , 0 g и g 2 . 
Ilyen é r tékhatárok mellett azonban egyetlen nomogrammal nem t u d t u n k 
a meghatározandó y számára megfelelő leolvasási pontosságot biztosítani 
és a nomogram további t ranszformálása sem hozott megfelelő e redményt . 
Ezért a jelzett é r t ék ta r tomány t nyolc részre bontot tuk, más szóval tu la jdon-
képpen nyolc nomogramot terveztünk, de olyan módon, hogy ket tő-ket tő 
v skálája azonos, и skálája pedig közös t a r tó jú . így például az első nomogram-
páron 0 ril v g 0,1 (ez közös skála), az egyiken 0 g и g 0,6, a másikon 
0,6 g и g 2 (a tar tójuk közös), a y skála tar tók különbözőek, a befelé vonal-
kázott и értékekhez a baloldali, a kifelé vonalkázott и ér tékekhez pedig a jobb-
oldali у skála tar tó tar tozik. Hasonlóképpen van megtervezve a másik három 
nomogrampár . E nomogrampárok t ípusa azonos, pontos kivitelben lá tha tók 
a 4—7. ábrán. Megnéztük, hogy az egyes résznomogramok külön-külön való 
transzformálása nem javí taná-e a skálák osztásviszonyait, a r ra az eredményre 
ju to t tunk azonban, bogy az elérhető javulás nem számottevő. 
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4. A y számítása numerikus közelítő eljárással 
Az első nomogrampár semmilyen kiviteli f o rmá jában sem teljesen kielé-
gítő, mer t kicsiny v és и ér tékek mellett beállított vonalzó a skálát igen lapos 
szög alat t metszi, ez pedig a leolvasási pontosság erős romlásával jár , és ezen 
még az sem segít teljes mértékben, hogy а у skála a résznomogramokra való 
bontás következtében kicsiny v értékeknél erősen n y ú j t o t t . A kicsiny у ér tékek 
nagy pontossággal való meghatározása viszont azért fontos , mert у á l ta lában 
éppen akkor kicsiny, ha с nagy. 
H a a nomogramok n y ú j t o t t a pontosság nem elegendő, akkor у megfelelő 
pontosságú kiszámítása némi numerikus számolás á r á n az alábbi módszerrel 
lehetséges. 
Először is megmuta t juk , hogy a 
(10) 
У 0 ; 
1 + - u 2 
képlet kicsiny v értékeknél igen jó közelítést jelent — ilyen közelítő ér téket 
természetesen a nomogramokról is leolvashatunk —, a z u t á n pedig megmu-
ta t juk , hogy amennyiben aká r a (10) képlettel kapott e redmény, akár a nomo-
gramokról leolvasható eredmény nem volna elegendően pontos, akkor hogyan 
ehet igen gyorsan konvergáló i teratív eljárással a kapot t közelítés pon tosságá t 
fokozni. 
A. A (10) képlet elemzése. A pontos (6) összefüggésből 
2(ch у — 1) v -- ---
У 
м -
4 [sh у I 
és felhasználva a (ch у — l)/2 = sh2y/2 a z e m s összefüggést, 
(shy/2 
V = у 
у! 2 
ebből pedig 
(11) y = 




4 Ish т. 
sh y/2 ) 




és így y-ra jó közelítéssel a (10) érték adód ik . 
Kérdés, hogy mekkora y0 hibája. A (11) egyenletből y g s h y , y/2 g 
g sh y/2 figyelembevételével adódik, hogy 
y g v 
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(elhagytuk ugyanis (11) nevezőjét), és hasonlóképpen ( l l ) -ből 
v 7/2 
sh y/2) = 7o 
7/2 
sh y 12 





Továbbá (10) és (11) szer in t 





sh y/2 2 ' 
7/2 
1 -f- • (yjsh y)2 
1 + u2l 4 
> 
> 
1 + u2\4 • (у/sh y)2 
1 + w2/4 
> 
- M2/4(u/sh a)2 
1 + м2/4 
(mert — ismételve — yj sh у csökkenő függvény és у < и), de ez így is í rható: 




tehát összefoglalva a (12) és (13) becslést: 
(14) 7o < 
sh v у 
sh v/2 
v\2 
H a például v < 0,24, akkor (az и értékétől függetlenül) у relat ív hibája 
kisebb min t 1%. (0,99 < y0/y< 1,01), ha pedig v< 0,1, akkor kisebb mint 
0,2% (0,998 < y 0 / y < 1,001). 
B) Iteratív javítás. A (10) közelítő képletből (vagy a nomogramokról) 
nyert y 0 közelítés pontossága a következő, ( i terative használandó) képlet 
alapján jav í tha tó : 





Ez a képlet а (11) összefüggésből származik. А (15) jobboldalán álló kifejezés 
y„ szerinti derivált ja kis v értékekre kicsiny, tehát az iterációnak igen gyorsan 
kell konvergálnia, minél kisebb v, anná l gyorsabban. Emellett rögzí te t t v 
értékekre az iteráció a n n á l gyorsabban konvergál, minél nagyobb az u. Illuszt-
rációul szolgáljanak a következő pé ldák (1. t áb láza t ) . (Az első közelítő 
értéket, — a y„-at — a (10) képlet szolgáltatta). A yn közelítések egységesen 6 
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t izedesjegyre vol tak kiszámítva. Avégett, hogy jól á t tekinthető legyen, miként 
helyezkednek el az egymásutáni yn közelítések a pontos y é r ték körül, a táblá-
za ton a pontos értéktől való eltéréseket, a 
= Уп~У 
ér tékeket t ü n t e t t ü k fel. „ P o n t o s " értéknek i t t a hat t izedes jegyre pontos 
ér tékeket t ek in te t tük . 
1. TÁBLÁZAT 
и = 
0,2 1,0 2,0 
v = 
0,2 
у = 0,099 423 
Ау
а
 = 0,000 080 
Ay, = 0,000 000 
у = 0,089 407 
Ау0 = 0,000 036 
Ау, = 0,000 000 
У = 0,070 711 
Ау0 = 0,000 000 
0,4 
у = 0,393 028 
Ау0 = 0,004 987 
Ау, = —0,000 126 
Ау
г
 = 0,000 003 
у = 0,355 491 
Ау0 = 0,002 280 
Ау, = —0,000 053 
Zly2 = 0,000 001 
у = 0,282 826 
Ау0 = 0,000 016 
Ау
х
 = 0,000 000 
0,8 
у = 0,759 491 
Ау0 = 0,036 539 
Ау, = —0,003 494 
Ау2 = 0,000 327 
Ау3 = —0,000 031 
Ау
х
 = 0,000 003 
У = 0,697 588 
Ау„= 0,017 953 
Ау
х
 = - 0,000 962 
Ау, = 0,000 051 
Ау3 = - 0 , 0 0 0 003 
у = 0,565 176 
Ау„ = 0,000 509 
Ау, = —0,000 002 
A táblázatból látható például , hogy ha v g 0,2, akkor (u ér tékétől függet-
lenül) a y ér tékét ha t tizedesnyi pontossággal megadja a yv t e h á t e pontosság 
eléréséhez elegendő a (15) képlet egyszeri használata , v növelésével a konver-
gencia gyorsasága rohamosan romlik , de még v = 0,8-nál is minden iteráció 
egy-egy újabb ér tékes jegyet a d meg. 
6. A mérési hibák kihatása a paraméterek értékére 
A y paraméter Ay hibája az u, v mennyiségek hibájától függ , ezek viszont 
a hx, h2, h mennyiségek mérésének pontosságától függnek. A (6) képletből meg-
ál lapí tható az összefüggés Au, Av és Ay közöt t ; feltéve, hogy v > 0, és alkal-
mazva a hihaszámításhan szokásos eljárást, 
y2vAv ^y2uAu 
(eh y - l)2 sh2 y  
y2 r2 sh у и2 y v2 у у2 и2 eh у 
( c h y - l ) 3 + s h 2 y (chy —l) 2 sh3 y 
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adódik, m a j d a (6) összefüggés felhasználásával egyszerűsítve 
Ay = 
y2 v A v 
(chy — 1); + 
у
2
 и А и 
sh2 у 
4 ly ch у 
y ( sh у 
1 + 
v2y2 
sh y(ch у — l ) 2 
I t t a nevező két nem-negatív tag összegéből áll, tehát a becslésnél e lhagyhat juk 
az első tagot . A becslést ezáltal nem r o n t j u k nagyon, m e r t ha v kicsiny, akkor 




s h y ( c h y — l) 2 
4 4 
— у < — v , 
3 3 
4 v2 4 
- — > — , 
y V 
tehát az első tag sokkal kisebb a másodiknál . Az első t a g elhagyásával és ismét 
a (6) képletnek egyszerűsítésre való alkalmazásával a következő becslést kap-
juk: 
л t. A v , 1 u л 
Ay < sh у |- sh у А и , 
v 4 + и2 
és иЦ4 и2) ^ 1 / 4 mia t t még egyszerűbben 
(16) Ay<shy Av Au 
v 4 
Н а y kicsiny, akkor nem t évedünk veszélyesen soka t , ha a (16) egyenlőt-
lenségben sh y helyébe y kerül és y h ibakor lá t jának a y{Av\v Au]4) értékét 
tek in t jük . H a c < 0 volna, akkor v helyébe |«|-et í runk . Feltehető továbbá, 
hogy Au = Av, úgyhogy végül is 
(17) Л у ~ у А и 1 , ( y < g l ) . 
. M 4 
Ehhez já rul még leolvasási hiba, ha y é r t éké t valamelyik nomogramról vet tük. 
A Au hibakorlátot (/1Л, = Ah., = Ah feltételezés mellett) a 
(18) Au = — (2 + и) 
h 
kifejezés ad ja , amely az и = + h f / h egyenlőségből adódik , és végül а с = h\y 
összefüggésből 
(19) А с = с A h ^ Ay 
. h y 
Valamivel jobb becslést kapnánk с h ibakorlát jára , ha ennek megállapí-
tására független mérési adatokat t a r ta lmazó képletekből indulnánk ki. A Ac 
meghatározására szolgáló képletek azonban bonyolultabbak lennének, az elér-
hető javulás pedig nem nagyon jelentős. Megjegyzendő még, hogy i t t is, mint 
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általában, a tényleges hiba rendszerint jóval kisebb a (17), (18), (19) képletek-
kel becsült hibakorlátnál, mer t ezek a képletek a mérési h ibáknak lehető leg-
szerencsétlenebb kombinációját feltételezve adódnak, és ezenfelül, az egy-
szerűségük kedvéér t durvábbak a kelleténél. 
Példa. Legyen h = 250,00 m, 
hy = 56,88 m, 
h2 - 123,59 m, 
A hy = A h2 = A h = 1 cm . 
A с kiszámítására szolgáló képletek alapján 




h2 — К  
h 
0,7219 , 
= 0,2668 , 
/ и 1 x + 2 
m a j d a (15) iterációs képletet alkalmazva 
Уу = 0,2499 , 
с = — = 1000,2 m , 
Yi 
Alkalmazzunk hibaszámítást: 
A u = Av= 2,12-ОМ 0,027 
Ay = 0,25-
















= 0,47 m . 
7. összefoglalás 
Szemben az irodalomban ismert meghatározási eljárásokkal [2], [3], [4], 
[5], amelyek kötélpálya-tervezés szempontjainak felelnek meg, a jelen dolgo-
za tban azzal a problémával foglalkoztunk, hogy egy már megépített pálya 
geometriai ill. mechanikai jellemzőit kell meghatározni. I lyen esetben, mint 
lá tha tó , a kötélív tényleges a l a k j á t jellemző geometriai mennyiségeknek 
megmérése és a fentebb ismerte te t t módszer segítségével mód van a kötélív 
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geometriai és mechanikai jellemzőinek az irodalomból ismert módszerek adta 
lehetőségeknél pontosabb meghatározására. A tényleges alak figyelembevéte-
lével kiküszöbölhetjük azokat a bizonytalanságokat, amelyek valamennyi, az 
irodalomból ismert el járást terhelnek (mint amilyen például a támaszponti 
kötélerő nagyságát felhasználó módszernél a súrlódás hatása). 
Köszönetnyilvánítás. A nomogrampontok kiszámításánál P U L I T и K U L A 
működöt t közre, A kivitelezési munkákat pedig M E S Z L É N Y I M Á R I A és S Ó L Y O M 
I M R E végezték el. Ezúton fejezzük ki nekik köszönetünket. 
(Beérkezett: 1963. november 5.) 
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ОПРЕДЕЛЕНИЕ КРИВЫХ ПОДВЕСНОЙ ДОРОГИ ИЗ ГЕОМЕТРИ-
ЧЕСКИХ ЭЛЕМЕНТОВ ДУГ 
A. B É K É S S Y , I. B I H A R I и J . M E G Y E R I 
Резюме 
В работе рассматривается вопрос о том, как путём измерений трёх с 
одинаковыми абсциссами ординат цепной линии можно определить пара-
метры кривой. Эта проблема приводит к одному трансцендентному урав-
нению, решать которое можно разными способами: а) с помощью прибли-
жённой формулы и оценки ошибок; б) приближённым итерационным мето-
дом; в) задавая номограмму и исследуя границы ошибок измерения, т. е. 
давая оценку для верхней границы неустранимых погрешностей. 
В связи с этим возникает вопрос о том, каким путём можно определить 
динамические характеристики уже построенной подвесной дороги. 
В произвольно выбранной системе координат уравнение цепной линии 
имеет вид: 
У = с 
c h - - l 
Измерим в трёх точках а — h, а, а + h ординаты у
ъ
 у2, у3 и образуем их 
разности. Они определяют параметры кривой С (4). Пусть А
х
 = у2 — ух, 
К=Уъ~ У2 
h, -4- á, h0 — h, h 
и = ' , v = 2 1, y = - , 
h n e 
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тогда по известной паре значений и и v из номограммы можем определить 
величину у, из которой легко вычисляется С (рис. 4—7). Кроме того для 
вычисления у даётся приближенная формула (10) и формула для оценки 
погрешности (14). Для более точных вычислений предлагаем быстро сходя-
щийся итерационный метод (15), для оценки нестранимой погрешности, 
получающейся в результате неточности измерений, приводятся формулы 
(16), (18) и (19). 
SOME METHODS FOR FINDING THE PARAMETERS OF A GIVEN 
CATENARY BY MEASURING ORDINATES 
by 
A. BÉKÉSSY, I . BIHARI and J . MEGYERI 
Abstract 
The problem considered is: how to compute the parameters of a catenary 
b y measuring i ts ordinates in t h ree equidistant abscissas. For solving the equa-
t ion deduced, we give (i) an approximation with error estimate, (ii) a numerical 
method (iteration), and (iii) nomograms. The equation of inherent errors is also 
t rea ted . 
The problem arose in connection with cable-railways. 
In a certain Cartesian system of coordinates let the equation of a catenary 
be 
У =
 c c h - - l 
a n d let yv y2, y3 be the ordinates measured a t the abscissas xx = a — hx  
з<2 — a ) — cl -j- h respectively. The quantities a and h are supposed to be 
known. Put t ing 
К = У2 — Ук К =Уз—Уг 
h, g ho ho — Л, h 
и = — — - , г>=— - , y = — , 
h h e 
t h e unknown quant i ty will he y. As to the computation of y, formula (10) may 
eventually be used as an approximation, whereas the quantities figuring in (14) 
a r e given as error bounds. F o r more accurate computations equation (15) 
is recommended, y can he also read off from the nomograms (figs. 4—7), if the 
accuracy happens to be sufficient. Formulae (16), (18) and (19) give upper 
bounds for inherent errors caused by errors in measuring hx, h2 and h. 
A NEMPERMANENS SZABADFELSZÍNŰ VÍZMOZGÁS KARAKTERISZ-
TIKUS EGYENLETEINEK NOMOGRAMJAI 
T A R N A Y G Y U L A é s T Ó T H K Á R O L Y 
A Vízügyi Tervező Iroda megbízásából In téze tünk foglalkozott a nem-
permanens vízmozgás számítására szolgáló eljárások közül a karakteriszt ikus 
módszer számításainak egyszerűsítésével. A nempermanens vízmozgás egyszerű, 
megfelelően pontos számítási eljárásai a vízierőművek kezelési utasí tásainak 
kidolgozásához n y ú j t a n a k nagy segítséget. A feladat lényege az ún . karakte-
risztikus egyenletek nomografikus ábrázolása volt. Je len dolgozatban az elké-
szített nomogramok szerkesztési elveit ismertet jük. 
Bevezetés 
Nempermanensnek nevezzük a vízmozgást akkor , ha annak két főbb 
hidraulikai jellemzője, vízhozama (Q) és nedvesítet t szelvénye (F) bármely 
keresztmetszetben (l) változik az idő (t) függvényében. A nempermanens mozgás 
számításánál feladatunk a vízhozam és a nedvesített szelvény meghatározása 
a szelvény helye és az idő függvényében. Két, hiperbolikus t ípusú parciális 
differenciálegyenlettel í rha t juk le a nempermanens vízmozgás törvényszerű-
ségeit. Ezek egyike a dinamikai egyenlet : 
É5. -p J _ j 1 d v i — p 
9s 2 g ds g dt c2R 
a másik pedig a vízmozgás kontinuitási egyenlete: 
9s 91 
I t t a szokásos jelöléseknek megfelelően 
Q a vízhozamot, 
F a nedvesí te t t keresztmetszeti területet, 
R a hidraulikus sugarat, 
v a középsebességet, 
с a Chézy tényezőt , 
t az időt, 
5 az utat , 
z a vízszint tengerszint felet t i magasságát jelenti. 
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A vízmozgás dinamikai és kontiunitási egyenletének megoldása közelítő 
integrálással lehetséges. A közelítő megoldások közül a közvetlen differenciák 
módszere (lásd pl. [1]) ponta t lanabb, a karakter iszt ika módszer — a hidraulikai 
jellemzők reális felvétele mellet t — pontosabb eredményt szolgáltat. 
A karakteriszt ika módszert V. A . A R H A N G E L S Z K I J dolgozta ki a legalkal-
masabb formában a nem permanens vízmozgás számítására. A karakteriszt ika 
módszer levezetéséhez szükséges alapvető feltevések ismertetését , valamint 
a számítás a lapjául szolgáló egyenletek részletes levezetését mellőzzük. Utalunk 
i t t részben A R H A N G E L S Z K I J f en tebb említett munkájára , részben K O Z Á K M. 
[3] dolgozatára, amelyekben a részletes levezetések megtalálhatók. 
A számítás céljára szolgáló végleges összefüggések a következők: 
( D Sa = Wcfm - К 
(2) sm-sb = Qc(tm-tb), 




Qb) Qb (sm sb), 
az úthossz (vízfolyással azonos i rányban márve) az a szelvényig 
m-ben, 
az úthossz a b szelvényig m-ben, 
az úthossz az m szelvényig m-ben, 
az a szelvényhez t a r tozó idő sec-ban, 
a b szelvényhez ta r tozó idő sec-ban, 
az m szelvényhez t a r tozó idő sec-ban, 
a vízfolyással azonos i rányban mozgó hulláméi te r jedés i sebessége 
m/sec-ban, 
a vízfolyással ellentétes irányban mozgó hulláméi ter jedés i sebessége 
m/sec-ban, 
a vízszint tengerszint feletti magassága az a szelvényben m-ben, 
a vízszint tengerszint feletti magassága a b szelvényben m-ben, 
a vízszint tengerszint feletti magassága az m szelvényben m-ben, 
a mederszélesség m-ben, 
a vízhozam az a szelvényben m3/sec-ban, 
a vízhozam a b szelvényben m3/sec-ban, 
a vízhozam az m szelvényben m3/sec-ban, 
a fa j lagos vízszállítási tényező m3/sec-ban. А с indexek az sm — s0ib 
szakaszok közepén vet t é r tékeket jelentik. A B, w és Q vál tozók с indexét 
a dolgozat tovább i részében elhagyjuk. 
A feladat az (1)—(4) összefüggések a lapján a karakteriszt ikák megszer-
kesztése, tehát az sm és tm meghatározása, va lamin t az (sm, tm) karakteriszt ika 
ponthoz tar tozó vízszint (zm) és vízhozam (Qm) kiszámítására. Az összefüggések 
a lapján számolni meglehetősen bonyolult és hosszadalmas el járás . Egy vízi-
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t ikát kell kiszámítani, így az (1)—(4) összefüggéseket sokszor kell alkalmazni. 
Célszerűnek látszott t e h á t az (1)—(4) összefüggések nomografikus ábrázolása. 
A fe ladatot két részre bon tha t juk . így az alábbi 1. §-ban az (1), (2) 
összefüggések alapján az sm, tm meghatározására készült nomogramot ismer-
te t jük, a 2. §-ban pedig a (3), (4) összefüggések felhasználásával a zm, Qm 
számítására alkalmas nomogram szerkesztését muta t juk be. 
1. §. Az sm , tm karakterisztikapont meghatározására készült nomogram 
szerkesztése 
Az (1)—(4) egyenletekből l á tha t j uk , a keresett négy ismeretlen ér ték 
(sm, tm, zm, Qm) közül az (1), (2) egyenletben csak ket tő, a (3), (4) egyenletben 
azonban három szerepel. Világos, hogy sm az (1), (2) egyenletekből megha-
tározható, tehát az (1)—(4) egyenletrendszer két kétismeretlenes egyenlet-
rendszerre bontható. 
Az (1), (2) egyenletrendszer nomogramjának tervezésénél a következő 
szempontokat vettük figyelembe: A karakterisztika hálózat szerkesztésekor 
általában lépésről-lépésre haladunk, így az s, t koordinátarendszer lerögzítése 
nem szükséges. A nomogram tervezése szempontjából ez annyit jelent, hogy 
az a alapszelvény és a & alapszelvény közöt t vizsgált folyószakasz egyik alap-
szelvényének — célszerűen az a alapszelvénynek — idő és helykoordinátáit 
zérusnak választhat juk. H a tehát sa — ta = Ö, az (1), (2) egyenletrendszerben 
eredetileg szereplő nyolc nomografikus változó száma ha t ra csökken. Az (1), 
(2) egyenletrendszer az sa = ta = 0 fel tétel mellett 
( 5 ) * m = w t m . 
(6) Sm-Sb = Q{tm - tb) 
alakban í rha tó fel. Az i t t szereplő vál tozók jelentése megegyezik a bevezetésben 
említet tekkel. A nomogramot tehát az (5), (6) egyenletek alapján készí t jük el. 
Az egyes változók ér tékhatára i t a hazai folyók vízienergiájának kihasználására 
számba vehető vízierőmű tervek és a d a t o k alapján ál lapí tot ta meg a Vízierőmű 
Tervező I roda . A megadot t határok a következők: 
0 ^ sm ^ 25 000 , 5 g w g 15, 0 ^ tm g 1800 , 
0 ^ s f t ^ 3 0 000, — 4 , — 1200 ^ tb g 1200 , 
Az (5), (6) egyenletrendszer többféleképpen ábrázolható nomogrammal. 
Készí thető pl. olyan mozgólapos nomogram, amely sm, tm egyidejű leolvasását 
lehetővé teszi, de ez a csekély előny nem indokolja a mozgólapos t ípus alkal-
mazását . Legcélszerűbbnek látszott az egyenletrendszert két nomogrammal 
ábrázolni. Ennek érdekében küszöböljük ki ím-et az (5), (6) egyenletrendszer-
ből, és í r j uk fel sm-et a következő a lakban : 
ü w 
1 0 A Matemat ika i K u t a t ó I n t é z e t Közleményei V I I I . B/4. 
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Ez a kapcsolat az 
/з = Л + Л  
0i + 02 
ötödrendű kapcsolatnak ötváltozós, pontmezős változata. Ha ugyanis sb, ß 
ill. tb, w változókat egy-egy pontmező paramétereiként fogjuk fel, a kapcso-
latnak az 
Л = 
/12 + /34 
012 + 034 
kanonikus alak felel meg. A kanonikus alak Soreau-determinánsába az 








Amint lá t juk, az egyes paramétereket egyenesseregek reprezentálják, 
míg sm — az eredményskála — egyenes tar tó jú egyenletes beosztású skála. 
Utóbbi önként kínálja a lehetőséget, hogy az (5) kapcsolat alapján /m-et egy-
szerű osztónomogrammal határozzuk meg, amelynek egyik skálája az előbbi 
pontmezős nomogram eredmény skálája lehet. így egy változóismétlés árán 
az (5), (6) egyenletrendszer kapcsolt nomogrammal ábrázolható. A megfelelő 
projektív transzformáció elvégzésével a nomogramot az 1. ábrán látható 
alakra hoztuk. A projektív transzformációt szükségtelen részleteznünk, az 
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alábbi skálaegyenletek az érdeklődő számára elegendő tá jékozta tás t nyú j t anak . 
w 
x = 0,012 wtb -f- 20 1- 5 
x = 0,012 sb + 20 
Q 
+ 5 
x = 0,012 sm -f 100, 
x = — 36 w + 600 , 
300 + 0,600 tm 
x = 
3 + 0,0011„ 
y = Юга -f 150, 
y = 10Й + 150, 
у = 150 , 
У = 310, 
450 -+ 0,310 t„ 
У 3 + 0,0011„ 
A fenti skálaegyenletekből az x, у é r tékeket mm-ben kapjuk meg. 
2. §. A zm, Qm értékek meghatározására készült nomogram ismertetése 
A (3), (4) egyenletrendszerből zm nem fejezhető ki a független változók-
kal, Qm meghatározására azonban implicit egyenlet í rható fel. Ha bevezet jük 
a zn K 2 = o„ KI = ab jelöléseket, és a (3), (4) egyenletrend-
szerből zm-et kiküszöböljük, Qm-re a következő másodfokú egyenletet kap juk : 
(7) Oh + Qn Bw В й| + 
°aQa + \Qb + 
+ <yaQl , \°b\Ql , Q + + + Qb 
В í Ü Bw 
— С = o , 
A (7) egyenletben a mindig negatív ab és Q változók helyett célszerűbb 
volt abszolút értéküket bevezetni, természetesen a megfelelő tagok előjelének 
megváltoztatásával. 
Jelöl jük (7) együt tha tó i t rendre a, ß és y-val. í g y az egyenlet 
<*Qh + ßQm + v = о 
alakba í rható. Ez négyváltozós kapcsolat, amely Cauchy-típusú pontmezős 
nomogrammal ábrázolható. A Qm megoldás mindig a pontmező egyik para-
méterserege lesz. Másik paraméterként az a, ß és y együt thatók bármelyikét 
választhat juk. A nehézkesen számítható együt thatók meghatározására is 
célszerű nomogramokat készíteni. A ß együttható számítására a következő 
kapcsolat alapján készíthetünk nomogramot: 
ß = B\Ü\ + 
Qa Qb 
A B\I2\ és Bw változópárokat egy-egy vál tozónak tekinte t tük, így 
a kapcsolat hét vál tozót tartalmaz. Csak kapcsolt nomogrammal oldható 
10* 
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meg. Célszerű a jobboldal első két tagjának összegét nomogrammal ábrázolni, 
í g y — az abszolút értékek bevezetésének eredményeként — lényegében egy 
Cauchy-típusú pontmezős nomogram kétszeri használatával kaphat juk meg 
a jobboldal első két, illetve utolsó két t ag já t , és a kapot t eredményeket pont-
soros nomogrammal összeadva kapjuk meg ß értékét. 
A y együ t tha tó kapcsolata 
=
 a
aQa _ Qa , \ab\Qb Qb £ 
3 B\Q\ 3 Bw 
nyolc változót tartalmaz. Je löl jük a jobboldal első-második, illetve harmadik-
negyedik t a g j á n a k összegét yx-e 1, illetve y2-vel. Látható, hogy yx-et és y2-t 
ugyanazzal a nomogrammal, egy Cauchy-típusú pontmezős nomogrammal 
ábrázolhat juk. A kapott yx és y2, valamint az adott £ ér tékekből kapcsolt 
pontsoros nomogram segítségével ha tá rozha t juk meg y é r téké t . 
Az eddigieket összegezve Qm értékének a meghatározásához a követ-
kező nomogramok szükségesek: 
1 pontsoros összeadó nomogram a meghatározásához; 
1 Cauchy-típusú pontmezős (kétszer alkalmazva) és 
1 pontsoros összeadó ß meghatározásához; 
1 Cauchy-típusú pontmezős (kétszer alkalmazva) és 
1 kapcsolt pontosoros összeadó y meghatározásához; 
1 Cauchy-típusú pontmezős Qm meghatározásához. 
Qm ismeretében zm é r téke akár a (3), aká r a (4) egyenletből meghatá-
rozható, mégpedig vagy az előbbiekhez hasonlóan nomogramsorozat segít-
ségével, vagy — ha a skálaismétléseket el aka r juk kerülni — mozgólapos 
nomogrammal. Vizsgáljuk meg az utóbbi lehetőséget. Hozzuk с célból a (3) 
egyenletet — a már korábban bevezetett jelölésekkel — a következő alakra: 
( 8 ) Г = _ Qm-Qa _ f a Qli ~ Ql 
B\Ü\ 3 Qm-Qa 
I t t 
£a = zm — za < 0- E z t а kapcsolatot, mint ismeretes, kis átalakítás 
révén párhuzamos eltolású mozgólapos nomogrammal ábrázolni tud juk . 
(V.o. [2]) Az á ta lakí tás u tán (8)-at az 
1 _ Qa)-10gBiű]-10g[C„| 10lOg"«+lOg(Q -^Qá)-IOg(Qm-<?«)-lOg!:.l 
3 
a lakban í rha t juk fel. Válasszuk meg a skálaegyenleteket célszerűén az alábbi 
módon : 
= b g (Qm - Qa), yx = log (Q3m - Ql) - log (Qm - Qa), 
r 2 = log В Q , y2 = log GQ , 
*«== — b g | f e | , y3 = - l o g | £ a | , 
í g y a leolvasógörbe egyenlete 
1 = lox 4- — 10^ 
3 
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lesz. Ez a mozgólapos nomogram a következő illeszkedési fe l té te lek teljesülése 
ese tén adja meg 'Qa ér tékét : 
P'Qm.çJ—\Рв\а\,а
а
 ; l'a. I I La. ; P[. •<—I I • 
A feltételekből l á tha tó , hogy a nomogram használa tánál csak a mozgólap 
és alaplap párhuzamosan t a r t á s á r a , és a két pontmező megfelelő pont ja inak 
illesztésére van szükség (lásd 2. ábrá t ) . 
A többvál tozós kapcsolatok mozgólapos nomogrammal va ló ábrázolása 
szemmel lá tha tóan előnyökkel j á r . Felmerül a kérdés, hogy a (7) függvénykap-
csolat ra készíthető-e alkalmas mozgólapos nomogram Qm megha tá rozására . 
A vizsgálatok mindeddig nem veze t tek a k íván t eredményre, azonban sikerül t 
a gyakorlat s zámára kielégítő megoldást ta lá lni . Az a lábbiakban ezt a meg-
o ldás t fogjuk i smer te tn i . 
Alakítsuk á t (4) egyenletet is (8)-hoz hasonló alakra: 
/ д ч j- __ Qb — Qm i \fb\ Qb — Qm 
Bw 3 Qb-Qm' 
ahol Cb = zm — zb> 0. Ezt a kapcsola tot ugyanúgy ábrázo lha t juk párhuzamos 
eltolású mozgólapos nomogrammal , mint a (8) kapcsolatot. A skálaegyenlete-
k e t most a következőképpen vá lasz t juk meg: 
= log (Qb - Qm), у у = log [Ql - Ql) - log ( Qb - Qm) 
x2 = log Bw, y2= — log Iff61, 
х
з — log tb> У з = - log £b • 
E n n e k alapján a leolvasógörbe egyenlete: 
1 = - 10х + — 10^ . 
3 
А (8) és (9) kapcsolat skálaegyenleteit összehasonlítva l á t h a t j u k , hogy — 
a skálaegyenletek fenti megválasztásából kifolyólag — a k é t nomogram 
megfelelő skálái t , illetve görbeseregeit azonos egyenletek í r j á k le, követ -
kezésképpen a k é t nomogram a leolvasógörbék kivételével megegyezik. í g y 
a ké t nomogram helyett lényegében elegendő egyiket megrajzolni , a más ik 
nomogram ebből a leolvasógörbe és a k ó t á k megfelelő megvá l toz ta tásáva l 
származik. 
A (8) és (9) kapcsolatra a fent i skálaegyenletek felhasználásával készül t 
nomogramokra a következő illeszkedési fel tételeknek kell te l jesülniök: 
P'()m,Qa "*=l Рв\а\,„, ; Pa. I 1 La. ! Pa í ^ ^IC.I . 
P'Qm,Qb Pbw,\oi| ; P\„tI I j L\at\ ; Pb |-> Pib • 
E feltételekből l á tha tó , hogy a k é t nomogram egymástól függet lenül nem hasz-
ná lha tó , mindegyik két szabad paraméter t ta r ta lmaz. A kerese t t Qm és zm 
meghatározása céljából t e h á t a következőképpen kell e l j á r n u n k : 
1. Előzetesen kiszámít juk (pl. logarléccel) BQ és Bw é r tékei t . 
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2. sm, sa(= 0), sb és Kc ismeretében az alaplapon elhelyezett egyenessere-
ges nomogramrész segítségével meghatározzuk aa és ab értékeit, m a j d B\Q\ 
és Bw bemenő ada tok felhasználásával az alaplap aa, В\Q\, ill. |<ть|, Bw 
pontmezőjén hejelöljük a megfelelő pontokat . 
3. A mozgólap Qa paramétergörbéjé t a cra, B\Q\ pontra , illetve a másik 
nomogram Qb görbéjét a \ab\ , Bw pon t ra illesztjük, majd a mozgólapokat 





L a,b V=>Pzm-z. 
2. ábra. 
4. Megnézzük, hogy a leolvasógörbék által k imetsze t t [fa | és értékek 
kiegészítik-e egymást za — zb-re. ( | í a | + Cft = + — zb kell legyen.) Első 
illesztésre ez ál talában nem sikerül. Ezu t án mindkét mozgólapot — ügyelve 
Qa illetve Qb illeszkedésére és a Qm azonos értékű vál tozta tására — eltoljuk 
mindaddig, amíg a | f a | g£b=za — zb összefüggés nem teljesül. Az így 
kapot t Qm és zm értékek a (3), (4) egyenletrendszer megoldásai. 
A végleges nomogram elkészítésénél a változók ha tára i t i t t is a hazai 
vízierőmű tervek a lapján ve t tük figyelembe. aa és a b könnyebb számítása 
érdekében az alaplapon vonalsereges nomogramot kapcsoltunk a a és |<76| 
paraméteregyenesekhez. A nomogram transzformációit nem részletezzük. 
Tájékoztatásul az alábbi skálaegyenletek szolgálhatnak: 
A = 45 log (Qm — Qa) — 45,00 , F = 9 0 log 
A = 36 log (sm — sa b) -f- 94,00 , 
A = 45 log (В\Q\ , Bw) — 72,00 , 
A = 45 log (2100 - 10 >790) + 61,03 , 
A = 45 log (10^/90 _ 2100) + 61,03 , 
A = - 45log|C a | + 183,53, 
Qm - Qa 270,00, 
Qm-Qa 
Y = 2,5 A + 180 log Kc — 260,00 
F = - 90 log a a b - 495,00 , 
( |£a| leolvasógörbe), 
(Cb leolvasógörbe) 
F = - 90 log I Ca I + 31,06 . 
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A fentebb említett skálaegyenletek, valamint az 1. §-ban felírt skála-
egyenletek is az eredeti — tehá t 360 X 480 mm-es — nomogramméretre vona t -
koznak. Az (1), (2) és (3), (4) kapcsolatokra készült nomogramok kicsinyí-
t e t t ábrái a betétlapon ta lálhatók. 
(Beérkezett: 1963. november 4.) 
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НОМОГРАММЫ ХАРАКТЕРИСТИЧЕСКИХ УРАВНЕНИЙ ДВИЖЕ-
НИЯ ВОДЫ С НЕПОСТОЯННОЙ СВОБОДНОЙ ПОВЕРХНОСТЬЮ 
OY. TARNAY и К . TÓTH 
Резюме 
Рассматриваемая в работе проблема с математической точки зрения 
представляет собой решение с помощью номограмм уравнений (1)—(4). 
Система делится на пары уравнений, каждая из которых содержит два 
неизвестных. Из уравнений (1)—(2) определяются величины sm и tm, а из 
пары уравнений (3)—(4) величины zm и Qm. 
Два из восьми переменных первой системы уравнений могут быть 
исключены после определенных возможных упрощений. Решение полу-
чается из номограмм связанного точечного поля (рис. 1). 
Вторая часть задачи могла бы быть решена только с помощью ряда 
номограмм. Однако более целесообразнее кажется применение номограмм 
движущейся плоскости. Схему такой изготовленной номограммы можно 
видеть на рис. 2. Искомые величины zm и Qm могут быть получены с по-
мощью итерационного метода многократным применением номограмм. 
NOMOG RAP HI SC НЕ LÖSUNG DER CHARAKTERISTISCHEN GLEI-
CHUNGEN VON NICHTPERMANENTER WASSERBEWEGUNG MIT FREIER 
OBERFLÄCHE 
von 
GY. TARNAY u n d K . TÓTH 
Zusammenfassung 
In der vorliegenden Arbeit wird die Lösung des aus der Hydrodinamik 
hergeleiteten Gleichungssystems (1)—(4) mittels Nomogramme dargestellt. 
Das System zerfällt in zwei Gleichungspaare je mit zwei Unbekannten. 
Aus den Gleichungen (1)—(2), bzw. (3)—(4) lassen sich die Veränderlichen 
sm und tm, bzw. zm und Qm bestimmen. 
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Was das erste Gleichungssystem be t r i f f t , dies k a n n — nach gewissen 
Vereinfachungen — f ü r beiden Unbekannten gelöst werden . Die Lösungen kön-
nen von e inem — zu diesem Zweck dienenden — zusammengesetzten Nomo-
gramm abgelesen werden (Fig. 1). 
Der zweite Teil de r Aufgabe w ä r e nur durch eine Nomogrammreihe 
lösbar, so dass die Verfer t igung eines Sehiebeblattnomogramms viel zweck-
mässiger scheint . Fig. 2 zeigt die beiden P l a t t en des entworfenenNomogramms. 
Zur Best immung der Unbekannten zm u n d Qm muss dieses Nomogramm iteriert 
angewendet werden. 
POLINOM APPROXIMÁCIÓK AZ FJx) = f e~»" dy FÜGGVÉNY 
о 
SZÁMÍTÁSÁHOZ 
N É M E T H G É Z A 1 
x 
Polinom approximációkat készítet tünk az Fa(x) = j exp (—y a )dy függ-
o 
vény számításához. Ez a függvény gyakran szerepel a matematika elméletéhen 
és alkalmazásaiban, pl. [1]. Az a = 2 speciális eset a valószínűségszámításban 
a normális eloszlással kapcsolatos. 
Tekintsük először intervallumot. A t = xj4a jelöléssel az 
Fa(x) függvényt az alábbi alakban ál l í that juk elő: 
i 
Fa(x) = x J e-W" d y . 
о 
Mármost az approximációt úgy nyer jük a „faktor módszer" szerint [2], hogy 
az e - 4 S függvénynek 
n = 0 
polinomközelítését helyettesít jük az integrandusba az s = t"r]a helyen és y 
szerint integrálunk; így az alábbit kap juk : 
(1) Fa(x) = x J « i q^c + HJ-, eí?> = — — - , = 
i=o J raa+1 -
Az an együtthatók az I. táblázatban találhatók, a hiba 
H12 = max I H12{t) I ~ 5 • 10" 1 1 . 
Az x> 4" intervallumban FJx) lassan változik és x—> °o esetén konver-
gál a 
lim Fa(x) = ( e~vady=r 1 + 1 
a 
Központi Fizikai K u t a t ó Intézet, Számítástechnikai Osztály. 
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határértékhez. Ezért (és más szempontok mia t t is) F f x ) he lye t t célszerűbb a 
1 
ад = г i + F f x ) 
függvényre keresni megfelelő approximációt. A G f x ) f üggvény t a következő 






(1 + ay)' ° 
К d y , 
ahol а = 4/жа, 0 g a g 1. További á ta lakí tás céljából alkalmazni fogjuk az 




 (I — со) î - i 1 
1 + coorr? 
dco 
1 
i - i ' (1 -f ay) « 




ах" 1 1 ) г 1 - — Г 
I а 
о ) 
со °(1—о)) а - i : Г е-*" -J 1 в coy dy d со . 
A belső in tegrál t асо g l esetére Csebisev-polinomsor segítségével aco ha tvá-
nyai szerint haladó polinommal approximáltuk. Alkalmazzuk most ezt az 
approximációt: 
4
 I e " 4 " T T — d 4 = 2 b n * + . 
J 1 + s y îfTo 
ahol a bn együ t tha tók a I I . táblázatban vannak fe l tünte tve . Elvégezve az 
y — aco helyettesítést, t o v á b b á az со szerinti integrálást, megkapjuk G f x ) 
faktor módszer" szerinti) polinom-közelítését: 
-x
a
 ( 13 
(2) 
ahol 
а Г " —о 
G f x ) = -\2bnÔ>n + A, K131 < 3- 10-11 , 
eî?'== — -en - i> e S " = l , 0 g a = -— g 1 , « 7 1 . 
an x" 
Az (1) és (2) képletek igen alkalmasak az F f x ) függvény elektronikus számoló-
géppel tör ténő generálására. Egy ilyen gépi programban az an és bn számokat 
tárolni kell, a ( f f faktorokat a gépel számíthat juk ki. 
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T Á B L Á Z A T O K 
I . I I . 
n an N BN 
0 0 , 9 9 9 9 9 9 9 9 9 9 5 0 0 0 , 9 9 9 9 9 9 9 9 9 9 7 6 
1 — 3 , 9 9 9 9 9 9 9 8 2 8 1 9 1 — 0 , 2 4 9 9 9 9 9 8 6 4 1 6 
2 7 , 9 9 9 9 9 9 0 2 3 4 6 9 2 0 , 1 2 4 9 9 9 0 4 9 0 5 6 
3 — 1 0 , 6 6 6 6 4 4 8 1 3 8 5 3 3 — 0 , 0 9 3 7 2 3 5 7 2 9 2 8 
4 1 0 , 6 6 6 4 1 1 7 4 9 8 2 4 4 0 , 0 9 3 3 5 7 1 9 6 2 8 8 
5 — 8 , 5 3 1 5 5 5 4 1 8 0 6 1 5 — 0 , 1 1 3 5 6 6 6 8 6 7 2 0 
6 5 , 6 8 0 8 7 7 3 8 4 2 9 4 6 0 , 1 5 3 0 3 6 5 7 4 7 2 0 
7 — 3 , 2 2 6 3 7 1 7 9 9 4 5 0 7 — 0 , 2 0 2 8 8 9 6 5 0 1 7 6 
8 1 , 5 7 3 6 9 5 2 8 4 8 3 8 8 0 , 2 3 6 4 1 9 0 8 8 3 8 4 
9 — 0 , 6 4 5 4 6 1 6 2 6 0 6 1 9 — 0 , 2 2 1 3 6 8 1 5 6 1 6 0 
1 0 0 , 2 0 8 4 0 7 5 2 0 8 7 0 1 0 0 , 1 5 4 6 4 5 0 3 7 0 5 6 
11 — 0 , 0 4 6 1 5 9 5 7 3 8 1 1 11 — 0 , 0 7 4 4 1 7 4 3 8 7 2 0 
12 0 , 0 0 5 1 1 7 8 8 9 7 4 1 12 0 , 0 2 1 8 1 0 3 8 0 8 0 0 
1 3 - 0 , 0 0 2 9 1 9 2 3 5 5 8 4 
(Beérkezett : 1963. november 20.) 
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Статья содержит формулы приближения функции Fa(x) = J e ~ ^ d y , 
и 
дающие возможность вычислить эту функцию с точностью до 10 децимальных 
знаков в промежутке 0 ^ x g 4 ° , а также функцию G f x ) = Г 
— F f x ) в интервале 4" gx < oo . 
-





Die Arbeit e n t h ä l t bis auf 10 Stellen genaue Approximat ionsformeln f ü r 
1
 I Я 
die oben def inier te Funk t ion F f x ) f ü r 0 g x g 4a u n d fü r Gfx) = Г 1 + 
а 
— F f x ) f ü r 4 " g x < oo 

HULLÁMOS LEMEZ DEFORMÁCIÓJA ADOTT TERHELÉS MELLETT II 
B I H A R I I M R E 
Bevezetés 
A hasonló című első részben (1. [1]) lapos hullámokkal rendelkező 
lemez kis kitéréseit tá rgyal tuk . A dolog természetének és a lineáris egyenletnek 
megfelelően a kitérést az (egyenletes) terheléssel a rányosnak talál tuk. Kör-
alakú lemez esetére a nagy kitérés problémájával is foglalkozni kezdtünk . 
Az első rész jelöléseit használva megjegyezzük, hogy a nyíróerőnek a 3. pont-
ban adot t képlete korrekcióra szorul és a (74) egyenlet pedig nincs levezetve. 
É hiányokat most fogjuk pótolni. Ezek u t án az erősen hullámos lemez kis, 
majd nagy kihajlásával fogunk foglalkozni. — A numerikus eredmények a III. 
részben következnek. 
Vegyünk egy elemet a lemezből, m in t az I. rész 548. oldalán és í r j u k fel 
a ráható erőknek a lemez felületére merőleges komponenseit, majd ezek össze-
gét tegyük egyenlővé zérussal. Persze mindez a deformált lemezre vonatkozik. 
A p nyomáshói származó erő pRdQds (ti. a lemez hossza ds és nem dr), 
a Q nyíróerőből származó rész 
1.1. A nyíróerő meghatározása 





la. ábra. lb. ábra. 
0 4 5 
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az Nr húzóerőből származó rész Nr a középnormálissal — -f- szöget zár be 
2 2 ;l 









Ezek összege a harmad és magasabbrendú kicsiktől eltekintve 
pR ds — R— dr - QdR 
dr 
d9 = í pR ds —
 d r \ d e = 0 
dr 
(érdekes, hogy az A+ből n e m származik számbajövő, felületre merőleges 
erő, ellentétben a [2] 331. oldalán közölt eredménnyel, mely csak hibás lehet; 




p R d s - d - ^ d r 
dr 




pR ds = — 
R 
pR 1 + dR. 
H a pl. p = p(r) = const és a hullámok laposak 1 + 
Z\ 2 
R 
, akkor Q = pR 
egyébként nem. — Meg kell jegyeznünk azt is, hogy Nr mást jelent a mi ese-
tünkben, mint az idézett helyen. Ot t a nem hullámos lemez nagy deformációnál 
fellépő nyúlásából származó át lagerőt jelenti (a középben t á m a d t feszültség 
szorozva a lemez vastagságával), míg itt a hullámosítás fo ly tán nincs a közép-
rétegben nyúlás és Nr a feszültség felületi in tegrá l já t jelenti (1.1. rész 569. o.). 
Azonban ez sem szolgálhat magyarázatul a [2]—[3]-ban számí to t t nyíróerő 
értékére. 
A fentiek alapján a 
(3) d(RMr) 
ds 
— Mt-\- QR = 0 
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egyenlet (1.1. rész 3. 29") így alakul 
d2(RMr) dM, (4) 
ds2 ds 
+ pR = 0 ds = ]/ È2 + Z2dr = / 1 + j-^ 
1.2. Az I. rész 3. (74) képletének levezetése 
Az erők és nyomatékok a feszültségek következményeként csak defor-
m á l t lemezen lépnek fel. Az I . rész 9. ábrá ja csak kis ki térésekre érvényes. 
N a g y kihajlás esetén az ott szereplő r, dr helyébe R és dR = Rdr írandó. 
Viszont Nr, N,, Q (éppúgy min t Mn Mt) az r függvényei továbbra is. Tehá t 
dcx. 
3. ábra. 
az erők egyensúlyának a feltétele — minden fellépő erő radiális összetevője 
összegének eltűnése — most a következőképpen alakul1 (1. a 3. ábrát is). 
(5) 
— NrRd в cos a - f AT ,
 (lN
r .7 
Nr A - dr 
dr 
(R + Rdr) d6 cos (a + da)-
— N,dd do cos (a + Ida) + | < ? ( Ä + Èdr) d в cos ía + da + 
— Q ß d Ö c o s j a + — = 0 
(0 < X < 1). 
dw Z 
A deformált alak w = w(R) = Zlr) és w' = — = — . E k k o r 
dR R 
с = cos a 
I 1 
f l + t g 2 a Y1 + w'2 
, с + dc — cos (a + d a) =-
+ 4 dR = 
w w 
j/l + w'2 dR []/l + w'2) Y1 + w ' 2 (! + w'2)31 
Rdr 
1
 Ebben a pontban, de csakis i t t , az ívhosszat ст-val jelöljük. 
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s = cos a + 
л 
w 
= — sin a = — 
s -f- ds = cos a + d a -\  
2 
j / l + w'2  
= — sin (a + d a) = 
w w 
| / T + M / 2 ( 1 + W ' 2 ) 3 ! 2 
Rdr. 
Tehá t az (5) dO-val való osztás, a szorzások elvégzése és a magasabhrendű 
kicsinyek elhagyása u t á n így alakul 
N\Rc Nr + 
d Nr 
dr 
dr\(R + Rdr) (c + de) — N,d a(c + X' dc) + 
Q + ^ d r 
dr 
dN 




 rRdc — N,cda + Rs—^dr + sRQdr + QRds = 0 
dr 
(0 < /.' < 1) . 
Felhasználva c, s, dc, ds f en t i képletét , az első két t a g o t összevonva dr-rel 





i l letve 
d(RNr) Z Z R - ZR 




— RRQ = 0 
dr R R2 + Z2 
RNr {R2 + Z 2 ) i N t - Í & l - Í R - Z i R R Q = 0 
(6') 
ami az I. rész jelöléseivel még a 
(6") 
R dr 
d(RNr) + Z^ _1_ RNr _ N dfRQl 
da R r'„ R da 
R2 + Z2 
RQ = 0 
a lakba is í rha tó (r'n a de fo rmál t mer id iángörbe görbület i sugara). 
2. Kis kitérés esete tetszőleges hullámosítás esetén 
2.1. A kihajlás differenciálegyenlete 
Kis kitérés esetén, de ta lán tetszőleges kitérés ese tén is — erősen hullá-
mos lemeznél is — a radiá l is kitérés q(r) e lhanyagolható az r mellett . N e m kis 
r-re ez világos, kis r-re v iszont a ó(0) = 0 peremfel tételből következik 
l im ^ = lim g(r) = é(0) = 0 . 
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E z é r t most az I . rész (24') így alakul 
Mr = D 
My = s D 
D e 
R 
t e h á t az 
jelöléssel 
(?) 
ZR - ZR 
(Z2 + R2)3'2 + (1 + и2)3'2  
Z R - Z R






(Z2 + Д2)3'2 (1 + ü2)3'2) 
ZR — ZR d ( Z 
(Z2 -f A2)1 '2 ( í + M2)1'2] 
Z ù 
(Z2 + R2)312 dr 1(Z2 + R2)112) 
U = U(r) = 
r \ ( Z 2 + Ä 2 ) 1 / 2 + ( 1 + м2)1'2] 




(ß 2 + Z2)1,z (1 + й2)1 '2 (1 + м2)1 '2  
Mr = - D 
(Z = и + С) 
My = - D 
Ü + —U 
r 
vZJ + i f / 
az I . (25)-höz hasonlóan. Az I . (73)-ból pedig most 
(8) 
Nr = - D 
Nt = - D 
U 
( l+M 2 ) 3 / 2 r2 ( l + M2)1/2 
vU + — U 
и 
(l + M2)3/2 r2 (1 + Ü2)1/2 
Ekkor a (4) így alakul 
( 9 ) d k ^ A ^ d M i + p r = o , d S = y r + Y 2 d r ^ Y T T ¥ d r . 
ds2 ds 
H a ezt 2л-vei szorozva s szer int integrál juk 
(10) 
ds 2 л 
egyenletre j u t u n k , melyben 
Pr = P(r) = 2 л f prds. 
6 
Ha p = p(r) = const, a k k o r Pr = pFr, ahol Fr = F(r) jelenti a középső 
r sugarú forgásfelületrész i smer t felszínét. A (10) a (7) felhasználásával az 
r(rÜ)' + vrÜ(\ — f l + м-) — U У1 + й2 — rFre j/l + й2 = 0 , e = , 
2 л D 
( 1 1 ) 
I I a Matematikai Ku ta tó Intézet Közleményei VIII. B/4. 
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alakot veszi fel, mely az r = ee helyettesítéssel a 
d2U , „ , . (12 ) h "(1 —fi + Л*)— — У1 + ü2U-e\l + ü2rFr = 0 
dq2 dq 
lineáris másodrendű egyenletbe megy á t , mely 
(13) —— + A — + BU + C e = 0 
dq2 dq 





6 - 1 — •5 
l 9 j E = 2 • 106 kg/cm2 (acél), akkor e = : 
Eh3 2 • 10® • 0,083 • 3,14 
A (13)-ban az U(q) = eUfq) helyettesítést elvégezve Ux{q)-i& az 
( 1 4 ) U"1 + AU'1 + BU1 + C = 0 Í 
egyenletet kapjuk, mely az Uf 0) = Ufa) = 0 peremfeltételek mellett (a a lemez 
sugara) oldandó meg és így az U(q) = eUfq) megoldáshoz mindössze egy 
egyenlet — a (14) egyenletnek — megoldásával jutunk el. Ez a III . részben 
fog megtörténni . — Látnivaló , hogy ebben a közelítésben pontosabb ered-
ményt nem kaphatunk. 
Megjegyzés. Talán fe l tűnő, hogy (14) és sok előbbi egyenlet ha rmadrendű , 
holott a lemez egyenletéről megszoktuk, hogy negyedrendű, ami négy perem-
feltétel kielégítését teszi lehetővé és ez pl. a közepén lukas lemez tá rgya lá -
sánál szükséges lehet. Azonban egyenleteink mind a negyedrendű (9) egyenlet 
első integrál jainak tekinthetők. 
3. Erősen hullámos lemez nagy kitérései 
3.1. A meridiángörbe „belső egyenlete" 
A (6)—(6") és a belőlük kis kitérésekre kapot t egyenleteket igen kompli-
ká l t tá teszik az —
 j _L ; > -ben levő gyökök. Ha azonban a meridiángörbe 
rn
 rt r'n f 
ún. „belső egyenletére" t é r ü n k rá, egyenleteink rendkívül egyszerűvé vá lnak , 
sőt egyenletrendszer helyet t csak egy egyenletet, két ismeretlen függvény 
helyett csak egyet kapunk. 
Egy görbe belső egyenletén görbülete és ívhossza köz t fennálló egyen-
letet ér tünk, melynek alakja д —f(s). — Mint ismeretes, ez —- alkalmas kezdet i 
feltétellel együt t — meghatározza magát a görbét. (A belső egyenlet elnevezés 
arra utal, hogy az egyenlet a koordinátarendszertől független*) 
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a = J f(s) ds --- F (а) 
= t g a = tg F(s) — h(s) 
dz dr ,, . 
— = — 4S) = 
ds ds 
tg a 
1 h(s) = h(s) 
У1 + hfs) 
f l + tg 2 a 
dr _ 1 
ds ~ f i + h2(s) 
= sin a = sin F(s) 





(16) r = J cos ads, 2 = J sin a ds , a = A(s) = J /(s) ds . 
о о 
Ez а görbe paraméteres egyenlete. Pa raméte r az ívhossz. — Legyen 
1 1 _ 1 1 
~7 — (Jn > — — 9 ~ — 9t> — — 91«-r
n rn r t r, 
Ezek mind ugyanazon s ívhossz függvényeinek foghatók fel, mely az и = u(r) 
görbe mentén P-ig, w = w(R) mentén P ' - i g terjed. ( P ' az a pont, melybe 
P a deformáció során kerül.) Ti. a hullámosítás folytán a középrétegben nincs 
nyúlás és így a mondott ívhosszak egyenlők. A P és P ' pontok abszcisszái, r és P , 
nem egyenlők. 
Tekintsük ismeretlen függvénynek az 
(17) a = a{s)= l gn{s)ds 
о 
11* 
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függvényt . Ekkor 
(18) 
da 
Çn(s) = — = a , 




R' = — = cos a, Д = R (s) = f cos a ds , 
dZ s 
Z' = — = sin a , Z = Z(s) = Z0 + l sin a ds , ds ô 
0/ = 
Z Z/Ä 
P ( Z 2 + R'+r. R( 1 + (Z/Ä)2)1/2 
sin a 
ds 
Ezek mind s függvényei és figyelemreméltó, liogv milyen egyszerű а f o rmá juk . 
ZtR 
Pl. a ű„ görbület az a.' a lakot ölti a bonvolult — : alak helyet t . A a, 
ь
 (Z2 + R2)3/2 
új alakja is nagyon egyszerű. Ezenkívül a két ismeretlen függvény, R(r). 
Z(r) helyett most csak egy — az a = c(s) — van, mellyel az R(s) és Z(s) 
kifejezhetők (1. (18)). Persze az R(r) és Z(r) is megkaphatok, mert az eredeti 
z = u(r) alakból 
(19) s = j )]\ + v?dr = s(r). 
Ebből esetleg explicite kifejezhető r az s függvényeként , mivel gn, gt,, u(r) 
az s függvényei formájába írhatók. — Egy másik lehetőség az, hogy az eredet i 
alakot is belső egyenletével adjuk meg vagy inkább az o 0 = a0(s) a l akban 
(pl. o 0 = sin s) és akkor — = cos a0 , — = sin a 0 pé ldánkban — = cos sin s, 
ds ds ds 
dz . \ 
— = sin sin s , melyből r = r(s), z = z(s) (= u(r)) adódik a meridiángörbe 
ds J 
eredeti a lakjául . (Az a 0 = sin s választásnál a görbe hullámos, középen és a 
széleken ér intője vízszintes.) Persze akkor 
( 2 0 ) 
sin an 0n. = a0 , 01. = — 
r' = cos a0 , r = \ cos a0 ds 
о 
ù = tg a0 
s 
z' = sin a 0 , z = j sin a0 ds 
о 
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es 
(21) 
sin a sin a, 
4 R Mr =D[(a'-a'0)+v 
n í , , „ . í sin a , sin a„) Mt = D\ v(a _ aí) + - + —A 




 (« — ao) «0 — " — 4-R 
. , I sin a s in a, N,= — D\v(a — a0) a0 — — + 
sin a 0 
R 
sin an 
[as ds ds 
= D 
, B . 
— sin a -\ sin a 0 
r 
R 
(a ' — a'0) cos a -f- ß ( a " — ajj) + r — a ' cos a a„ cos a 0 -f-
l r 
, r cos a — R cos a n . ) 4 sin a 0 
E k k o r а (4) egyenle t 2n-vel szorozva és s szer in t integrálva így alakul 
ds 2 л 
s 
ahol Pr = P(r) = 2л J p(r)R d s mos t 
is a lemez középső R sugarú részére 
о . 
h a t ó nyomóerőt jelenti, mely p(r) = const esetén Pr = pFs. I t t Fs = F(s) 
a középső r ill. R sugarú rész felszíne, ti. nem lévén nyúlás a deformál t lemez 
felszíne ua. m i n t a deformála t lané . F(s) — Fx(r) = F2(R). Vagyis egyenletünk 
« W L - m i + J L f . = o . 
ds 2 л 
Ez (21) felhasználásával a köve tkező alakot öl t i 
(22) 
R(a" — aő) 4- ( c o s a — v) (a' — aó) + v \ — a ' c o s a 4 aó cos ao 
L r 
, r cos a — R cos an . 
4 sin a„ + 
sin a sin an aBPBo+eF O e _ _ £ _ 
R r I 2л D 
I t t nincs szükség az I. 3. (74) kép le t hasonló á t í r á sá ra , mert csak egy ismeret len 
függvény van, az c (s). A (22) tu la jdonképpen egy integro-differenciálegyenlet , 
s 
m e r t benne R az R = j cos a d s jelentéssel b í r . 
о 
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3.2. A probléma megoldása 
(22) a lapján a következőképpen tör tén ik : 
Legyen a lemez sugara a, akkor sa = s(a) az ívhossz legnagyobb értéke, 
mely a lemez szélének felel meg. (A fent i példában a = j cos sin s ds.) Vegyük 
fel az a(s) ismeretlen függvényt az о 
(33) a = a(s) = s(s — sa) (a0 + axs + a2s2 + ...) 
hatványsor a lakjában. Akkor az a(0) = a(sa) = 0 peremfeltételek ki vannak 
elégítve. Az r és a 0 az s ismert függvényei , melyeket képzeljünk anali t ikusak-
nak. A (23) és (18) a l ap ján a(s) és R(s) is hatványsor (analitikus) a lakba írha-
tók. Mindezt beírva a (22)-be és s minden ha tványának az együt tha tó i t 
O-sal egyenlítve egy egyenletrendszert kapunk a0, av a2 . . . meghatározására, 
amivel a probléma a fent iek szerint megoldást nyer t . 
A megoldás effekt ív végrehaj tását nehézzé teszi az, hogy (22)-ben cos a, 
s 
sin a, R = J cos a ds ú g y állnak elő, hogy a helyébe a (23)-beli sort tesszük, 
о 
A sorok átrendezése komplikált együt tha tókra vezet. Ezér t a (22) egyenletet 
leegyszer űsí t j ük. 
Ti. az R = r + g(r)-ben vegyük p(r)-et r-hez képest elhanyagolhatónak 
(1. 2.1. elején). Ez még nagy kitérés esetén is igaznak vehető, ha azér t a kité-
rések kicsik a lemez sugarához képest. Különösen akkor igaz ez, ha a lemez 
középső köralakú részét (ahol r kicsi) kirekesztjük pl. oly módon, hogy vastag 
(nem hajló) lemezzel helyet tesí t jük. Ekkor (22)-ben R = r tehető és az egyenlet 
egyes tag ja i elhagyhatók. A 
cos a — cos a n . cos a — cos an a — a n 
sm a0 
r 




— sin a0 — j sin a0 
dv 
határér tékéhez már közel van, mely = 0, mert a„(0) = 0 és — = cos a 0 =f= 0, 
ds 
. . sin a — sin an , , . , , 
ha s = 0 (mert a0(0) = 0). Viszont a t ag nem hagyható el, mert 
r 
kis r-re 
sin a — sin a, 
- = — gt + 9t, ™ — 9n + 9n.=f= 0 (általában). 
r 
Egyenletünk leegyszerűsített formában 
r(a" — a"0) -f (cos a — v) (a' — a'0) -f v(a'0 cos a0 — a' cos a) + 
, , sin a — sin aa , 
(24) H ^ + £ Fs = 0 . 
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Remélhető, hogy az R = r feltevés n e m vezet a jelenség torz leírására nagy 
kitérés esetén sem, ti . i t t a 2.1. elején szereplő d u r v á b b R2 Z2 ^ 1 -j- ii2 
közelítést nem használjuk. Viszont az is igaz, hogy ez a közelítés sem alkalmas 
a radiális p(r) kitérés meghatározására. Ez csak (22) a lap ján lehetséges. 
A (22) és a (24) megoldására a GALEKEIN-módszer is alkalmasnak látszik, 
különösen a perturbációs eljárással kombinálva. 
3.3. A (24) egyenlet megoldása 
Ezt az 
( 2 5 ) a(s) = a0 (s) + jg в" an (a) = «„ («) + d(a) 
n = 1 
alakban irányozzuk elő. Ekkor 
(26) 
De 




( 2 9 ) 
cos а = cos a 0 — sin a0 <5 -f- —- cos a0 ô2 -f- — sin a0 <53 -(-
2 ! 3 ! 
sin а = sin a n 4- cos an ô — sin a n <52 — cos an <53 4-
2! 3! 
ô = а1 e -f- a 2 £2 -j- . . . 
ô2 = a\ e2 - f 2 cq a2 e3 -f (2 ax a 3 + a2) e4 + . . . 
ô2 = a 3 e3 + 3 a2 a2 e4 + (3 ax a 2 + 3 a \ a3) e5 + . . . 
• , " ï 




1 • I 
— a 3 sin a0 — a , a 2 cos a 0 -| sin a 0 e3 -f- . . . + 
sin a = sin a 0 -f- a t cos a0 e + | a2 cos a0 A. s i n a0 | e2 -f-
+ a 3 cos a0 — a x a2 sin a 0 -)—- cos a01 e3 -f-
6 
r ô " = a î r e - f a 2 r e2 -j- a3 r e3 + . . . 
ô' = a j e + a2 e2 + a 3 e3 + . . . 
« ' == «0 + a[ e + a 2 e2 + . . . 
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cos a — v = (cos a0 — v) — ax sin a0e — a2 sin a0 -| i cos a0 
2 
£2 + 
+ — a 3 sin a0 — ax a 2 cos «„ + •— sin a 0 
6 
(cos a — v) Ô' = a'x (cos a0 — v) e -f-
+ [— ax a( sin a0 -f- a 2 (cos a0 — v)] £2 + . . . 
V(<ZQ COS A0 — a ' c o s a ) ) = v(a'0 ax s i n A0 — a'x c o s A0) e -J-
1 , £2 + . . . aó a 2 s * n ao H ao a i c o s 2 a i "b a i a i s i n ao — a2 c o s ao 
2 
i , . a0 cos an x- ai sin an ax cos a 0 2 0 2 1 0 
— ! £ - | £ + 
sin a — sin an 
Mindezt betéve a (24)-be ax és o2-re а következő két lineáris egyenletet kap juk 
(e és £2 együ t tha tó já t 0-sal egyenlítve) 
(30) ra[ + [(1 — v) cos a0 — v] a'x , • cos an , _ va0 sm a 0 -) H ax + Fs = 0 
(31) r a2 + [(1 — v) cos a0 — v] aó +  a 0 sm a0 -f cos a0 
—h (r a'0 cos2 a2 — sin a0) = 0 . 2r 
Ezek а peremfeltételekkel e g y ü t t meghatározzák ax , ог-1. Ezek u tán (28)-ból 
de 
vagyis 
Z = Z0 + 1 sin a ds , 
Z(sa) = Z0 + [ sin ads = 0, 
Z = — ( sin ads és С (s) = Z(s) — m(s) . 
A (30)—(31) megoldására a R I T Z — G A L E R K I N módszert alkalmazzuk. Legyen 
a lemez sugara (a helyett) b. A hullámosított rész a g r g b. A középső rész 
vas tag lemez legyen, mely nem haj l ik , de a sú lyá t elhanyagolhatónak vesszük. 
Az a és b úgy v a n n a k meghatározva, hogy sa = 2л, sb = 12 л (mm) legyen. 
A hullámalak legyen c 0 = sin s. Jobb volna <70 = — sin s -e t venni, mer t 
akkor a maximális meredekség © — l e n n e , de így egyszerűbb a számítás. 
4 
HULLÁMOS LEMEZ DEFORMÁCIÓJA II 6 5 7 
Az sa, sb ilyen megválasztása folytán 5 teljes hullám (10 félhullám) esik a lemez-
re. Ekkor 
(32) 
dr . sin2 s sin4 
cos a„ = — = cos sm s = 1 0
 ds 2! 4! 
- + . . . 
du 
ds 
sin3 s sin5 s 




Bár ezek valóban átrendezhetők s ha tványai szerint, ezt végrehajtani mégsem 
célszerű, mer t s az 1-nél jóval nagyobb ér tékeket vesz fel és így a sorokból 
igen sok tagot kellene venni, hogy megfelelő közelítést kapjunk. A (32)-t 
részben a jelen formájában, részben trigonometrikus (Fourier) sorba á t rendezet t 
a lakjában használjuk. Ez az átrendezés a 
sm2« 
1 — cos 2 s 
, sin4 s ] — cos 2 s\ 3 — 4 cos 2 s -f- cos 4 s 
képletek a lapján ha j tha tó végre. Az a és b ér tékét enélkül is, közvetlenül (32)-
hől is, megkaphat juk 
2л 
Г , 1 1 , 1 1 - 3 1 1 - 3 - 5 , 
a= cosa„ds = 2л \1 f-• 
J { 2 1 2 4 1 2 - 4 6! 2 - 4 - 6 
о 
12л b - j cos a0 ds = 6 a . 
о 
Innen (3 t ago t véve) 
„ 49 a = 2л — 
64 
Ь = \2л 49 64 
kb. 0,05 % hibával 
Most tekintsük az említett átrendezést 
cos an = 1 — ( 1 — cos 2 s) 4 — (3 — 4 cos 2 s 4- cos 4 s) — 
212 4 ! 23 
6! 25 
i — ! - + 3 
(10 — 11 cos 2 s + 2 cos 4 s — cos 6 s) + ... 
10 





4 ! 23 6 ! 25 
+ ... cos 4 s -f-
2 ! 2 4 ! 23 6 ! 25 
1 
cos 2 s -| 
6 ! 25 
cos 6 s + ... 
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sin an = sin s — (1 — cos 2 s) sin s -f- — — ( 3 — 4 cos 2 s + 
+ 
3 ! 2 
-j- cos 4 s) sin s — ... = 11 
1 5 
5! 23  
10 
+ . . . sin 3 s + 
3 ! 22 5 ! 24  
1 
sin s g 
3 ! 22 5 ! 24  
Kielégítő a következő közel í tést venni 
5 ! 24 
+ . . . sin 5 s + . . . 
49 , 11 „ , 1 
cos a„ cos 2 s H cos 4 s 
64 48 192 
169 . 5 . „ , 1 . 
sin an ^ sin s H sin 3 s H sin 5 s . 
192 128 1920 
Az együ t tha tók hibája 10~3-on alul van. Ekko r 
Г 49 11 . 1 
r = I cos an as = — s j sin 2 s -| sin 4 s. 
J 64 96 768 
Hasonlóan 









í r j u k a (30) egyenletet a köve tkező formába 
L[ax] = r
2
 al + r [ ( l — v) cos а0 — v]a[g (vr a'0 sin а0 + cos а0) ах g rFs = 0 . 
(30') 
Ennek együ t tha tó i t most m á r az előbbiek a lap ján fe l í rha t juk : 
r- = 
49 2 
, í n ?2 + — 
64 96 
2
 . „ „49 11 . 49 1 
sm 2 2 s + 2 s s i n 2 s + 2 • — s • sin 4 s , 
65 96 64 768 
si.t. Az együ t tha tók , kellő á ta lak í tás u t án , a következő a lakú tagokból á l lnak 
sk cos Is, sk sin Is (k= 0 , 1 , 2 ; l = 1, 2 , . . . , 9 ) . 
( 3 0 ' ) - R E a lka lmazható G A L E R K I N módszere. — Az Ax-et 
ax (s) = a x sin s + a2 sin 2 s + a3 sin 3 s 
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alakban irányozzuk elő és az av av a3-at az 
12я 
J L[af\ sin ks ds = 0 (k = 1, 2, 3) 
2л 
lineáris egyenletrendszerből határozzuk meg. A (31) egyenletre hasonló 
el járást alkalmazva nyer jük az a2(s)-et. 
(Beérkezett: 1963. május 23., atdolgozva: 1964. januar 9.) 
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ДЕФОРМАЦИЯ ВОЛНИСТОЙ ПЛАСТИНКИ ПРИ ЗАДАННОЙ 
НАГРУЗКЕ II 
I . B I H A R I 
Резюме 
В работе рассматриваются малые и большие отклонения произвольно 
гофрированной пластинки. Для определения «вертикальных и горизонталь-
ных» амплитуд составлены соответствующие дифференциальные уравнения. 
В случае малых амплитуд применяется метод пертурбаций относительно 
малого параметра, входящего в уравнение. В случае больших амплитуд 
дифференциальные уравнения упрощаются тем, что берется внутреннее 
уравнение меридианной кривой. Длина дуги меридианной кривой не изме-
няется от деформации. И в этом случае для решения уравнений применяется 
метод пертурбаций, а для решения некоторых уравнений используется 
метод Г А Л Е Р К И Н А . 
Численные результаты будут следовать в III части работы. 
DEFORMATION OF CORRUGATED PLATES II 
by 
I. B I H A R I 
Summary 
The paper is dealing with the small and large deformation of an arbitrari ly 
corrugated plate. I t will be determined the differential equations for t he „ver-
tical and horizontal" components of the deflection. Corresponding to a small 
parameter in the equation for small deflection the perturbation method will 
he applied. The equations for large bending will be simplified by tak ing the 
so called intern equation of the meridian curve. Viz. t he measure of the arc 
does no t vary with the deformation. In solving the equation it will be applied 
perturbat ion method here too and the successive approximate equations will 
be solved by the GALERKiN-method. The numerical results will be published 
in the par t III. 

KÖNYVISMERTETÉSEK 
Közleményeink magyar nyelvű В sorozatában ezentúl könyvismertetéseket 
is fogunk közölni. Ennek keretében a matemat ika alkalmazóinak érdeklődésére számot 
tartó, magyar nyelven megjelent könyvek és néhány olyan idegen nyelvű könyv ismer-
tetését k ívánjuk megvalósítani, amelynek Magyarországon való elterjedése, esetleg 
magyarul való megjelentetése kívánatosnak látszik. 
P R É K O P A A N D R Á S : Valószínűségelmélet műszaki alkalmazásokkal. Műszaki 
Kiadó, Budapest, 1962. 49 Ft . 
A könyv címe első hallásra újszerűnek hangzik a valószínűségszámítás elnevezéshez 
szokott olvasó számára. Az előszóban a szerző rámutat , hogy valószínűségelméleten 
pontosan ugyanazt érti, amit valószínűségszámításnak is szoktak nevezni, s a meg-
szokott elnevezés helyett nem elsősorban azért választotta ezt az ú ja t , mert valamennyi 
világnyelven ma már így nevezik a valószínűség matemat ika i elméletével foglalkozó 
tudományágat , hanem mer t a valószínűségelmélet kifejezés sokkal hívebben tükrözi 
azt a t ény t , hogy itt egy önálló elméletről, önálló tudományágról van szó. Bár természe-
tesen a terminológia nem döntő egy könyv értéke szempontjából, a magam részéről 
helyesnek, indokoltnak t a r t o m a szerző címválasztását és meggyőződésem, hogy az ú j 
elnevezés rövid időn belül el fog terjedni szakemberek és felhasználók körében egyaránt . 
Rátérve a lényegi ismertetésre, P R É K O P A A N D R Á S könyve egy olyan ű r t volt 
hivatva betölteni, amely m á r fékezőleg ha to t t a valószínűségszámítási módszerek gyakor-
lati alkalmazásainak szélesebbkörű elterjedésére. Nevezetesen azt , hogy e könyv meg-
jelenése előtt nem volt olyan nem tankönyv jellegű magyarnyelvű könyv, amely az érdek-
lődők széles rétegei számára világos, könnyen érthető, de matematikai szempontból 
is kifogástalan áttekintést ad a valószínűség matematikai elméletéről. 
A könyv elsősorban nem matematikusok, hanem mérnökök, műszaki szakemberek 
számára készült, ennek ellenére kitűnően alkalmas arra is, hogy nem valószínűség-
elmélettel foglalkozó matematikusok megismerjék a matemat ika e gyorsan fej lődő terü-
letének legfontosabb fogalmait , eredményeit. Az egyébként, hogy a könyv elsősorban 
műszakiak számára íródott , csak azt jelenti, hogy a gyakorlati példák többsége műszaki 
vonatkozású és néhány műszaki alkalmazást részletesebben t á rgya l a szerző, de ez nem 
akadálya annak, hogy más szakterület művelői is haszonnal tanulmányozhassák a könyv 
anyagát . 
A szerző elsősorban arra törekedett , hogy az olvasó világosan megértse a való-
színűségelmélet legfontosabb fogalmait, helyesen lássa a fontosabb tételek jelentőségét. 
Ezért a tételek bizonyítására csak ott té r ki, ahol a bizonyítás egyszerű, nem kíván 
mélyebb segédeszközöket és egyben rávilágít a valószínűségelmélet alapvető gondola-
taira. Külön említést érdemel, hogy a szerző nagy gondot fordí t egy kísérlettel kapcso-
latos elemi és véletlen események világos magyarázatára, i l letve ezeknek halmazelméleti 
interpretálására. Számos különböző jellegű példán keresztül muta t j a be, mennyire 
fontos, hogy világosan lássuk a gyakorlati feladatoknál az egyes valószínűségelméleti 
fogalmak konkrét jelentését. Ez igen sokszor okoz nehézséget azok számára, akik először 
ismerkednek a valószínűségelmélettel, s így remélhető, hogy e könyv át tanulmányozása 
révén sokkal többen fognak megbarátkozni a valószínűségelmélettel s fogják tudni 
hasznosan alkalmazni gyakorlatban felmerülő problémák megoldására. 
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A könyv t í z fejezetet t a r t a lmaz , az első kilenc szorosan a valószínűségelmélettel 
kapcsolatos témaköröket tárgyal, míg a 10. fejezet rövid áttekintést ad a matematikai 
statisztika elemeiről. A valószínűségelmélet alapfogalmait és tételeit ismertető fejeze-
t e k e n kívül külön fejezetet szentel a szerző a Poisson-eloszlásnak illetve a Poisson-
folyamatnak, a normális és az ebből származtatott eloszlásoknak, a generátor- és a karak-
terisztikus függvény tárgyalásának, a kilencedik fejezet pedig a fontosabb határérték-
tételeket foglalja össze. Nagyon helyesnek tar tom, hogy a szerző a valószínűség mate-
mat ika i elméletét tárgyaló könyvében egy fejezetet a matematikai s ta t iszt ika rövid ismer-
tetésére is szánt, hiszen a valószínűségelmélet legtöbbször éppen a matemat ikai statisz-
t i k á n keresztül kerül alkalmazásra. A könyv jellegéből következően természetesen 
a matematikai statisztika elég vázlatosan kerül ismertetésre — bár az alapfogalmak 
és legfontosabb statisztikai módszerek szerepelnek. 
A Függelékben a szerző röviden összefoglalja a halmazelmélet és kombinatorika 
elemeit, valamint a legfontosabb ismereteket a g a m m a függvényről. A könyvet számos 
elméleti és gyakorla t i példa teszi színesebbé, t ovábbá egy kivételével minden fejezet 
végén szerepelnek feladatok, amelyek megoldását a könyv végén t a l á l h a t j a meg az olvasó. 
Sajnálatos, hogy elég sok sajtóhiba, illetve elírás maradt a könyvben. Ezek 
legtöbbje azonban könnyen észrevehető, így nem okoznak nehézséget az olvasónak. 
Biztos vagyok benne, hogy ez a kitűnő könyv nagy szolgálatot tesz a matemat ika 
megbecsülése és alkalmazása ügyének. 
(Éltető Ödön1) 
A. J A . H I N C S I N : A tömegkiszolgálás matematikai elméletéről (Összegyűjtött 
munkái). 
Работы по математической теории массового обслуживания. Физматгиз, 
Москва, 1963. 
A nem rég elhunyt kiváló szovjet matematikus, A. J A . H I N C S I N ( 1 8 9 4 — 1 9 5 9 ) — 
nevét a hazai ma tema t ikusok nagyon jól ismerik — a valószínűségszámítás eredményeinek 
első alkalmazója és továbbfejlesztője volt. Az elsők között kapcsolódott be még a har-
mincas években a telefon elmélettel és a tömegkiszolgálással (az elnevezés is tőle szár-
mazik) foglalkozó kutatómunkába, s az elért eredmények gyakorlati megvalósításába is. 
Ez a kö te t A . J A . H I N C S I N hé t dolgozatát gyűj t i egybe, a kötet szerkesztője 
H I N C S I N egyik legnevesebb t an í tványa , В . V . G N Y E G Y E N K O , aki előszót, valamint 
a tömegkiszolgálás néhány eredményéről és problémájáról t a r t a lmas utószót is írt a 
könyvhöz. 
A. J A . H I N C S I N életének ké t periódusában foglalkozott a tömegkiszolgálás mate-
mat ika i elméletével, a 30-as, m a j d az 50-es években. Az első periódusból három, az utób-
biból pedig négy dolgozata került ebbe a gyűj teménybe. A „Stacionárius sorok mate-
mat ika i elmélete" című (Математ. Сборник, 1932) dolgozatában, amellet t , hogy nagyon 
érdekes és gyakorlati lag fontos problémákat old meg egy rendkívül szép új módszert 
is használ, mely a későbbiekben markovizálhatóság néven e l ter jedt té vált a tömeg-
kiszolgálás elméletében. (Erről t anúskodnak pl. D . K E N D A L L és T A K Á C S L . jóval későbbi 
dolgozatai.) A gyűj temény a lap já t HiNCSiNnek ,,A tömegkiszolgálás elméletének mate-
matikai módszerei" címmel a Sztyeklov Intézet kiadványaiban 1954-ben megjelent 
könyvecskéje képezi. A könyv pon tos matematikai megalapozását a d t a az akkoriban 
nagyon elterjedt s sokszor nem kel lő pontossággal (elsősorban a technikai irodalomban) 
bizonyított telefon- és távközlési eredményeknek. 
H I N C S I N műveinek olvasása közben megkapja az embert a tárgyalásmód kris-
tálytisztasága, világossága, a gyakor la t i problémák szép megfogalmazása s emellett 
a r á oly jellemző egyszerűség. Művei t olvasni művészi élményt is jelent . Érdekes meg-
jegyezni, hogy a gyűjteményben szerepel két olyan dolgozat is, melyet életében nem 
publikált , s a kö te t szerkesztője t a l á l t meg H I N C S I N kéziratainak átnézésekor. 
H I N C S I N m u n k á i óta jelentős az ezen tárgykörben megírt t ankönyvek és össze-
foglalók száma ( R I O R D A N , T A K Á C S , B H A R U C H A - R E I D és mások), eredményei mégsem 
vesztették el aktual i tásukat . Először az б munkássága nyomán vál t a tömegkisz.olgálás 
elmélete elegáns matematikai diszciplínává. Igaz, hogy a sztochasztikus folyamatok 
elméletébe beágyazhatók ezek a problémák, azonban úgy, mint a valószínűségelmélet 
1
 Központi Statisztikai H iva t a l . 
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a valós függvénytanba. Egy ilyen belekényszerítésből a gyakorlat és elmélet is sokat 
veszítene, éppen erről győzi meg az olvasót a szerző. 
A tömegkiszolgálás iránt érdeklődő matematikusok hasznos olvasmánya ez a 
gyűj temény, de más szakembereknek is komoly segítőtársa lehet. 
( Arató Mátyás) 
I . S . S O K O L N I K O F F — R . M. R E D H E F F E R : Mathematics of Physics and Modern Engineering. M c G r a w - H i l l , New York, 1 9 5 8 , 8 1 0 o. 
A teoretikus felfedezések és gyakorlat i alkalmazásba vételük között eltelő idő 
egyre rövidebbé válik és ezért a mérnököknek egyre nagyobb matematikai felkészültségre 
van szükségük. A technika haladása mellett figyelemmel kell a mérnököknek kísérniök 
a ma temat ika fejlődését is. A könyv szerzőinek az a véleménye, hogy pl. a funkcionál-
analízis és a Hilbert-tér elmélete a technikai tudományokban a következő 20 éven belül 
á l ta lánosan használt tá válik. 
Ez t a szempontot szem előtt t a r t v a a szerzők olyan könyvet igyekeztek írni, 
amely lényegileg csak a differenciálás és integrálás ismeretét feltételezve a mérnökök 
számára továbbképzésre használható legyen. Célkitűzésüket jól valósítot ták meg és 
könyvük a magyar mérnökök számára is kitűnően használható, akár abból a szempontból, 
hogy műegyetemi tanulmányaik feledésbe merült részeit felelevenítsék, akár pedig, hogy 
ezekhez csatlakozó, a műegyetemen tanu l takon túlmenő ismeretanyagot szerezzenek meg. 
A könyvnek kb. egyharmad része a műegyetemi matemat ika i szigorlat anyaga, a többi 
pedig az elmélet további kiépítését tar ta lmazza. A mű egymástól függetlenül olvasható 
9 fejezetre oszlik, amelyek ugyancsak nagyrészt egymástól függetlenül olvasható alfeje-
zetekből állnak. Ez a felépítés megkönnyít i azon olvasók munkájá t , akik egy speciális 
témakörrő l óhaj tanak felvilágosítást kapni . 
Ez a könyv nem tartozik azoknak a matematikai zsebkönyveknek a csoportjába, 
amelyekből a magyar könyvpiacon m á r többfa j ta is t a lá lha tó és amelyek jórészt képlet-
és táblázatgyűj teményből állnak, több-kevesebb összekötő szöveggel el látva. Másrészt 
nem sorolható azok közé a művek közé sem, amelyek túlságos matemat ikai szigorral, 
vagy a matematika nem egykönnyen felhasználható részeinek szélesre teregetésével 
r iasz t ják el a matemat ikai érdeklődésű mérnökolvasót a t tó l , hogy továbbképezze magát. 
A szerzők e ké t véglet között iparkodtak a középuta t megtalálni. Könyvüket 
elsősorban azok használhat ják, akik a matematikát , mint foglalkozási körükben a józan 
észt támogató és meggondolásaikat pontosabbá tehető segédeszközt igyekeznek elsajá-
t í tan i . A könyv stílusa világos, egy jól megírt tankönyvének felel meg, mérnökök minden 
nehézség nélkül o lvashat ják . A fejezetek mindegyike számos mérnöki vonatkozású 
kidolgozott és kidolgozatlan példát ta r ta lmaz. (Meg kell jegyezni, hogy ezek egyrészét 
műegyetemeinken a mechanika és elektromosságtan t an tá rgyak keretein belül tárgyalják.) 
A könyv t a r t a lmának át tekintése: közönséges differenciálegyenletek (100 o.), 
végtelen sorok (100 o.), többváltozós függvények (70 o.), vektoralgebra és mátr ixok (70 o.), 
vektorterek (70 o.), parciális differenciálegyenletek (100 o.), komplex függvénytan 
(80 o.), valószínűségszámítás (70 o.), numerikus módszerek (70 o.). Ezenkívül a függe-
lékben megtalálhatók a következő tárgykörök: determinánsok, Laplace-transzformáció, 
a Riemann- és Lebesgue-féle integrálok összehasonlítása. Végül az utolsó 20 oldal a kitű-
zött feladatok megoldását tar talmazza. 
(Makai Endre) 
V A C L A V P L E S K O T : Pornográfie. Praha 1 9 6 3 (Státní Nakladatelství 
Technické Literatury) . 243 oldal, 178 ábra és 6 melléklet, 201 irodalmi utalás. 
Ismeretes, hogy a műszaki matemat ika egyik legfontosabb ága a nomográfia és 
ezért minden műszakilag fejlett országban időről-időre megjelenik valamiféle nomográfiai 
m u n k a hosszabb-rövidebb terjedelemmel. Ezekhez az országokhoz tartozik Cseszlová-
kia is, és ezt tükrözi V. PLESKOT professzor könyvének megjelentetése. Ez a könyv 
azonban az átlagosnál jóval nagyobb igényű és terjedelmű. Részletes, modern nomográfiát 
írni, amely mind az elmélet, mind a gyakorlat igényeire tekinte t te l van, igen fáradságos 
és hosszadalmas m u n k a és csak akkor sikeres, ha a szerzőnek az elmélet ismeretén és a 
gyakorlat i nomogramtervezésben való jártasságon kívül még olyan széleskörű pedagógiai 
tapasz ta la ta i is vannak, mint amilyeneket V. PLESKOT professzor a csehszlovák műszaki 
egyetemi hallgatók nomográfiában való kiképzése során szerzett. 
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A könyv beosztása vázlatosan a következő: 
I. A nomográfia alapfogalmai. A számegyenes, az egyenletes skála, egyenletes 
ská la szerkesztése. Függvényskálák, skálakarakterisztika. Kettős skálák. Függvények 
görbéi különböző koordinátarendszerekben, görbék kiegyenesítése (9—44 o.). 
I I . A logarléc. A logarléc részei, skálái és állandói. Szorzás, osztás és hatványozás 
logarléeen. A trigonometrikus skálák használata. Egyéb speciális skálák (44—75 o.). 
I I I . Rácsok. Milliméterpapír, logaritmikus és féllogaritmikus rács. Szinusz és ark-
szinusz papír. Speciális papírok: féllogaritmikus papír a szabványos számsorozathoz. 
E g y é b speciális rácsok és papírok (75—94 o.). 
IV. Vonalsereges nomogramok. Alapfogalmak, különböző nomogramtípusok ismer-
te tése . Descartes-nomogramok. Nomogramok szerkesztése milliméterpapíron és logarit-
muspapíron. A Cauchy-féle kanonikus a lak, Massau-kritérium. Körsereges nomogramok. 
Kapcso l t vonalsereges (egyenessereges) nomogramok (95—146 o.). 
V. Pontsoros és pontmezős nomogramok. A pontsoros nomogramok elve, az anamor-
fózis problémája. Kanonikus alak, nomográfiai rendszám. A Cauchy-típusú kapcsolatok 
ábrázolása. Harmadrendű kapcsolatok ábrázolása. A nomogramok transzformációja. 
A Clark-típusú kapcsolat . Harmadrendű kapcsolatok ábrázolása Clark-típusú nomo-
g r a m m a l . A Pent ko vszkij-féle vázak alkalmazása. Ötöd- és hatodrendű kapcsolatok. 
Négy- és többváltozós kapcsolatok. Kapcsol t pontsoros nomogramok. Pontmezős (binér 
mezős) nomogramok (146—216 o.). 
VI. Mozcglapos nomogramok. Az illeszkedés ál talános fogalma és f a j a i . Különböző 
t ípusú mozgólapos nomogramok. A nomogramok ál talános elmélete (216—237 o.). 
Az elméleti ismertetést számos példa és gyakorló feladat egészíti ki. Igen nagy 
az ábraanyag is és ezeknek jó része nemcsak vázlat, hanem ténylegesen megtervezett 
és reprodukált nomogram. 
A könyv kiállítása a csehszlovák műszaki kiadóvállalatot dicséri. 
Hasonló nomográfiára magyar nyelven is szükség van, ezért célszerű lenne V. P L E S -
KOT könyvét magyarra lefordítani; meggondolnadó csupán az, hogy nem lehetne-e 
m a g y a r szerzőt ta lálni hasonlóan nagyigényű munka megírására. 
( Békéssy András ) 
A MATEMATIKAI KUTATÓ INTÉZET SZEMINÁRIUMAIBAN 
1963-BAN ELHANGZOTT ELŐADÁSOK 
Intézeti szeminárium 
1 . E R D Ő S P Á L : Újabb gráfelméleti eredmények. ( J a n u á r 8.) 
2 . E R D Ő S P Á L : Maradékosztályok összeadásáról. ( Jún ius 3 . ) 
3. E R D Ő S P Á L : Végtelen gráfok színezéséről. ( Június 10.) 
4 . M A H A L A N O B I S , C . P . * : On some new developments in the form of fractile 
graphical analysis. (Július 16.) 
5 . H A J N A L A N D R Á S : A kiválasztási axióma és a kontinuum-hipotézis 
függetlensége. (November 11.) 
6. B É K É S S Y A N D R Á S : Algoritmikus nyelvek. (December 17.) 
7 . F U C H S L Á S Z L Ó : Homologikus algebra. (December 2 0 . ) 
Osztályszemináriumok 
A valószínííségszámítási osztály szemináriuma 
I. B É K É S S Y A N D R Á S : Betöltési problémákra vonatkozó határeloszlástételek• 
(Január 17.) 
Lásd az előadó „On classical occupancy problems I " című dolgozatát , 
e Közlemények 8 (1963) A, 59 — 72. 
2 — 4 . B O G N Á R J Á N O S N É : Referáló előadássorozat. ( Január 1 7 . , 2 5 . , feb-
ruá r 11.) 
Az előadó W O L F O W I T Z , J . , „Coding theorems of information t h e o r y " 
(Springer, 1961) c. könyvét ismertette. 
5 . R É N Y I A L F R É D : Stabilis eseménysorozatokról. ( Január 2 4 . ) 
Lásd az előadó „On stable sequences of events" с. cikkét (Sankhva, 
saj tó alat t ) . 
6 — 8 . B Á R T F A I P Á L : Referáló előadássorozat. (Április 24., május 2., 1 6 . ) 
Az előadó C H O Q U E T , G . , „Theorv of capacities" (Annales de l ' Ins t i tu t 
Fourier 5 (1953 — 54) 131 — 295) с. cikkét ismertette. 
9. R É N Y I A L F R É D : Két információelméleti problémáról. (Május 2 3 . ) 
Lásd az előadó E R D Ő S PÁLlal közös „On two problems of information 
theory" с. cikkét, e Közlemények 8 (1963) A, 229—244. 
10. P A L Á S T I I L O N A : Kétszínű véletlen gráfok összefüggősége. (Május 3 0 . ) 
* Indian Statistical Ins t i tu te (Calcutta). 
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Lásd az előadó ,,On t h e connectedness of bichromatic random g r a p h s " 
с. cikkét, e Közlemények 8 (1963) A, 431—441. 
1 1 — 1 4 . C S I S Z Á R I M R E : Referáló előadássorozat. (Október 3., 17., november 
19., december 5.) 
Az előadó az ergodelméletben információelméleti módszerekkel e lé r t 
ú j eredmények egy részét ismertet te , R O H L I N , V . A., , ,Űj fejlődés a mér ték-
t a r t ó leképezések elméletében" e. cikke (MTA I I I . Oszt. Közleményei 12 (1962) 
339 — 360; eredet i : Успехи мат. наук 15 (1960) 3 — 26), az o t t idézett i roda-
lom, valamint J A C O B S , K . előadásainak jegyzete („Lecture notes on Ergodic 
Theory", Aarhus Universitet, 1962/63) a lap ján . 
1 5 . B É K É S S Y A N D R Á S : Klasszikus cellabetöltési problémákkal kapcsolatos határeloszlástételek. (November 15.) 
Az előadó azonos című kandidátusi disszertációjának főbb eredményeit 
ismertette. 
Lásd még az előadó „ O n classical occupancy p rob lems" с. dolgozatait , 
е Közlemények 8 (1963) A, 59 — 72 és 9 (1964) À, 1 — 2. füze t , saj tó a l a t t . 
A matematikai statisztikai osztály szemináriuma 
1 . B A L O G H A L B E R T , 1 C S Á K I E N D R E és S A R K A D I K Á R O L Y : Híradástech-
nikai alkatrészek élettartam-vizsgálatával kapcsolatos matematikai statisztikai kérdések. ( Január 24.) 
2—4. A R A T Ó M Á T Y Á S : Stacionárius Gauss—Markov-folyamatok néhány 
statisztikai problémájáról. (Februá r 7., 14., 28.) 
Az előadó kandidátusi disszertációját ismertette. L á s d az előadó követ -
kező dolgozatait: „Оценка параметров стационарного гауссовского-мар-
ковского процесса" (ДАН 1 4 5 ( 1 9 6 2 ) 13—16; КОЛМОГОРОВ, А . Н., С И Н А Й , 
Я. Г. társszerzőkkel) „Об оценке параметров комплексного гауссовского-
марковского процесса" ( Д А Н 146 (1962) 7 4 7 - 750). 
5 . R A D Ó F E R E N C 2 : Еду várakozási idő feladatról. (Március 28.)3 
6 — 7 . K Ö R M E N D Y L Á S Z L Ó 4 és Z U K Á L E N D R E : 4 A húsipari kutatás mate-
matikai problémái. (Május 23., 30.) 
A közgazdasági alkalmazások csoport és a valószínííségszámítási osztály 
közös szemináriuma: sztochasztikus folyamatok 
1 — 2. A R A T Ó M Á T Y Á S : Gauss—Harkov folyamatok statisztikai problémái. 
(Január 8. és február 12.) 
3 — 4 . A R A T Ó M Á T Y Á S : Sztochasztikus folyamatok négyzetes középben értel-
mezett tulajdonságai. (Február 1 9 . és 26.) 
5 — 6 . A R A T Ó M Á T Y Á S : Véletlen mértékek. (Márcms 5 . és 12.) 
7 — 8 . A R A T Ó M Á T Y Á S : Sztochasztikus integrálokról. (Március 26. és ápr i -
lis 9 . ) 
1
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4
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9 — 1 1 . A R A T Ó M Á T Y Á S : Diffúziós egyenletek és sztochasztikus differen-
ciálegyenletek Itó-féle értelmezése. (Április 16., 23. és május 7.) 
1 2 . G U L Y Á S O T T Ó 5 : .J. Hájek ,,On linear statistical problems in stochastic processes" c. dolgozatának ismertetése. (Június 4.) 
13. A R A T Ó M Á T Y Á S : Martingálokról. (Június 11.) 
1 4 — 1 6 . C S I B I S Á N D O R : 5 U. Grenander „Stochastic processes and statis-
tical inference" с. dolgozatának ismertetése. (Október 22., 28. és november 4.) 
(Lásd Archiv för Mat., 1950.) 
1 7 . C S I S Z Á R I M R E : Gauss mértékek abszolút folytonosságáról és szingulari-
tásáról. (November 13.) 
R O Z A N O V cikkének ismertetése. (Теория вероятностей и её применения, 
1962.) 
1 8 — 1 9 . A R A T Ó M Á T Y Á S : Sztochasztikus folyamatok statisztikájának néhány 
megoldatlan problémája. (November 20. és 27.) 
A valós függvénytani osztály topológiai szemináriuma 
1 — 4 . C S Á S Z Á R Á K O S : A szintopogén terek elméletéről. (Március 1 . , 29., 
április 26., május 24.) 
Lásd az előadó „Fondements de la topologie générale" (Akadémiai Kiadó, 
Budapest , 1960) c. könyvét . 
5 — 8 . C S Á S Z Á R Á K O S : Topologikus vektorterek. (Október 18., november 
15., 29., december 13.) 
A differenciálegyenletek osztályának szemináriuma 
1 — 3 . B I H A R I I M R E : Hullámos lemez deformációja adott terhelés mellett. 
(Január 15., 22., 28.) 
Lásd az előadó hasonló c. dolgozatát, e Közlemények 7 (1962) B, 537 — 
575. 
4 5 . E L B E R T Á R P Á D 6 : Kvázikonform leképezésekről. (Február 4., 1 1 . ) 
Az előadó ismertette T Ö K I - S H I B A T A „On the pseudo-analytic functions" 
(Osaka Math. J . 6(1954) 145—165) с. cikkét. 
6 — 7 . S I M O N L Á S Z L Ó : 6 A Vekua szerint kvázi-analitikus függvényekről. 
(Február 18., 25.) 
Az előadó ismertette В Е К У А , И . H „ „Системы дифференциальных урав-
нений первого порядка эллиптического типа и граничные задачи с приме-
нением к теории оболочек" (Мат. сборник 31 (73) (1952) 217—314) című 
cikkét 
8 — 1 2 . S Z I L Á R D K Á R O L Y : Kevert típusú másodrendű kvázilineáris parciális differenciálegyenletek alkalmazása a gázdinamikában. (A Tricomi és Franki-féle problémákról.) (Március 4., 11., 19., 25.) 
Ismertető előadás az alábbi művek alapján: M O R A W E T Z , C. S., „A uni-
queness theorem for Frankl 's Problem" (Communications on pure and appl. 
math. 7 (1954) 697 —703); M O R A W E T Z , C.S., „On the non-ex'stence of continuous 
5
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6
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bransonic flows pas t profiles I " (Comm. on pure and appl. math . 9(1956) 
45 — 68); S C H I F F E R , „Analytical theory of subsonic and supersonic flows'' 
(Handbuch der Physic, Bd. IX. Strömungsmechanik III.; Berlin —Göttingen — 
Heidelberg, 1960); Ф Р А Н К Л Ь , Ф . И., „О задачах Чаплыгина для смешанных до-
и сверхзвуковых течений" (Изв. А Н СССР, сер. мат. 9 (1945)); ЧАПЛЫГИН, 
С. А., „О газовых струях" (ЧАПЛЫГИН: Избранные труды по механике и 
математике, Москва, 1954, 9— 89). 
1 3 — 1 7 . F É N Y E S TAMÁS: Operátorszámítás. (Április 8., 2 2 . , 2 9 . , május 
6., 13.) 
Az előadó ismertetteMIKUSINSKI, J., „Operátorszámítás" (MűszakiKiadó, 
Budapes t , 1961) c. könyvét. 
1 8 . MÁLYUSZ K Á R O L Y : A Laplace-transzformációról. (Május 27.) 
Referáló előadás a következő művek alapján: Диткин, В. А., „К теории 
операторного исчисления" (ДАН С С С Р 116 ( 1 9 5 7 ) ) ; BERG, L. „Einführung 
in die Operatorenrechnung" (Berlin, 1962). 
1 9 . M A K A I E N D R E : Sonin-Pólya tételéről és az Hermite-féle polinomok 
viselkedéséről. (Szeptember 20.) 
Lásd: M A K A I , E „ ,,On a minimum problem I I " (Acta Math. Ac. Sei. 
Hung. , sajtó alatt); M A K A I , E., „ A n estimation in the theory of diophantine 
approximations" (Acta Math. Ac. Sei. Hung. 9 (1958) 299-307) . 
2 0 . A D L E R G Y Ö R G Y : Rugalmas testben fellépő feszültségek becslése a felü-leti elmozdulások segítségével. (Szeptember 27.) 
Az előadó numerikus becsléseket adott egy elég reguláris felülettel bíró 
rugalmas testben fellépő feszültségekre, a peremérték segítségével. Ezen becs-
lésekben csak a test egészen egyszerű geometriai ada ta i és a felületi elmozdulá-
sok alkalmasan definiál t első és másodrendű érintő-irányú derivált jai szere-
pelnek. A másodrendű deriváltak az elsőrendű deriváltak Lipschitz-kitevőivel 
és Lipschitz-együtthatóival, vagy pedig a másodrendű deriváltak bizonyos 
integrálközepével helyettesíthetők, ami lehetővé teszi a feszültségek becslését 
olyan esetekben is, amikor a másodrendű érintőleges deriváltak nem léteznek, 
vagy nem korlátosak. 
2 1 . SZILÁRD K Á R O L Y : A racionális egész függvények és az elliptikus függ-
vények analóg ónjairól az általánosított egyváltozós komplex függvények osztályai-
ban. (Október 4.) 
Lásd: SZILÁRD, K. , „Über die Analoga der ganzen rationalen Funktionen 
in verallgemeinerten Klassen von Funktionen einer komplexen Veränder-
l ichen" c. cikkeit, e Közlemények 6 (1961) 375—380. és 7 (1962) A, 125-135; 
va lamin t SZILÁRD, К . , „Über die topologische N a t u r einiger allgemeiner Sätze 
der Theorie der elliptischen Funkt ionen" c. cikkét, e Közlemények 8 (1963) А. 
417 — 423. 
2 2 — 2 4 . B A L A T O N I F E R E N C : Kvadratikus alakok egy majoráns-problé-
mája. (Október 18., november 1„ 8.) 
Az előadó egy M A K A I ENDRÉtől származó problémával foglalkozott. 
A probléma a következő: tekintsük azon n-edrendű A kvadrat ikus alakokat, 
melyekre teljesülnek a 
v a,j Xy xJg(x1+x2 + . . . + xky-, (* = 1, 2, . . . , n) 
',1 = 1 
feltételek, és legyen o(n) = min m a x а
а
. Igaz-e, hogy a(n) = 0(log и), vagy 
A l ^ í ^ l 
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a log n milyen jobb függvénnyel helyettesíthető. Az előadó konst rukt ív ú ton 
igazolta, hogy a(n) = Ofjn), m a j d ismertette az extremális kvadrat ikus ala-
kokra vonatkozó sejtéseit. 
2 5 — 2 7 . B I H A R I I M R E : Közönséges nem-lineáris differenciálegyenletek 
megoldásának aszimptotikus viselkedéséről. (November 15., 22., 29.) 
Lásd az előadó „The asymptot ic behaviour of a system of nonlinear 
differential equat ions" című cikkét, e Közlemények 8 (1963) A, 475—488. 
2 8 — 3 0 . M Á L Y U S Z K Á R O L Y : A funkcionálanalízis módszerei és a Miku-
sinski-féle operátorszámítás. (December 5., 12., 19.) 
Az előadó megoldotta M I K Ü S I N S K I , J . , „Operá torszámítás" c. könyvének 
(Műszaki Kiadó, Budapest , 1961.) 351. lapján fe lvete t t problémákat . A bizo-
nyí tás alapja a következő lemma: Ha E Fréchet-tér és T ennek korlátos, lineáris 
leképezése önmagába, akkor valahányszor TE sűrű E-ben, П T"E is sűrű E-ben. "=0 
A numerikus és grafikus módszerek osztályának szemináriuma 
1 — 3 . M A K R A I M I H Á L Y : Referáló előadás. (Január 9 . , 2 3 . , február 6 . ) 
Az előadó ismertet te М А Р К О В , А. А., „Теория алгоритмов" с. dolgozatát 
(Труды математического института имени В. А. Стеклова 42 (1954)). 
4 . K i s O T T Ó : A Runge—Kutta típusú módszerek hibabecsléséről. (Február 
20. ) 
Tegyük fel, hogy az у függvény eleget tesz az 
У' = f(x, У) 
differenciálegyenletnek, valamint az 
У(х о) = Уо 
kezdőfeltételnek és közelítőleg meg kell határozni értékét az x0 -f- h pontban . 
A közelítő ér téket sokszor a 
kx = hf(x0, y0), k2 = hf h кг xo H . У о + -7 
2 2 
h = hf h к, 
hf(xо + h , y0 + k3), y(x0 + h) = y0-\ (kx + 2 k2 + 2 k3 + kA) 
Kutta-féle képletekkel számít juk. Ezzel kapcsolatban el v a n terjedve az a 
k & 
3
 szám jellemzi az y(x0 + h) — y(x0 + h) hibát: ha ez nézet, hogy a kx k2 
a szám nagyobb néhány százaléknál, akkor a hiba nem hanyagolható el 
( C O L L A T Z , L„ „Numerische Behandlung von Differentialgleichungen" 2 . A u f l . 
Springer, Berlin, 1955). Az előadó megmuta t ta , hogy az f(x, у) függvény, va la-
mint tíz ccq es ci h szám választhatók úgy, hogy a 
h3 k2 
k2 kx 
y(x0 + h) — y(x0 + h), y(x Q +h) — y(x0 + h) 
У(х о + h) 
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mennyiségek egymástól függetlenül tetszőleges előre megadott ér tékeket 
vegyenek fel. 
y(xo + h) 
h = hf(xо. Уо) > 
közelí tő értékét a 
К = hf . h jfcj + у , I/o + j . 
k3 =hf h ki ho к = hf 3 k О h kx X
°
+
~2'y° + T 8 
i . = А/ í®0 + Ä, 00 + — - ^ + 2 t A y(xo + h) = y0 + — (kx + 4 54 4- fc5) 1 2 2 J 6 
Mersen-féle képlettel is számíthat juk. Ezzel kapcsolatban találkozunk azzal 
az állítással, hogy az y(x0 -f- h) — y(x0 + h) hibát megbecsülhetjük az 
e = — ( 2 í q 
3 0 
9к3 + 8кх-к5) 
mennyiséggel (lásd L A N C E , С. N.. „Numerical Methods for High Speed Compu-
ters" című könyvét, London, Hitte, 1 9 6 0 . ) Az előadó megmutat ta , hogy az s 
szám á l ta lában egy egész nagyságrenddel nagyobb a hibánál, de kivételes 
esetekben annál lényegesen kisebb is lehet (az is lehetséges, hogy az egvik 
mennyiség eltűnik, a másik pedig nem) . 
5 — 8 . B É K É S S Y A N D R Á S : A Krilov — Bogoljubov módszer egy alkalmazása. 
(Március 6. és 20., április 17. és május 8.) 
Az előadó röviden ismertette A . N . K R I L O V és N . N . B O G O L J U B O V 
módszerét nem lineáris differenciálegyenletek közelítő megoldására, majd 
ennek a módszernek egy lassan változó té rben forgó mágneses dipólus mozgás-
egyenleteire való alkalmazását m u t a t t a be. Lásd az előadónak „Mágneses 
dipólus forgó mozgása időben lassan változó mágneses térben" ( J Á N O S S Y 
LAJOSsal közös) cikkét e Közleményeknek ebben a füzetében. 
9. F A N T A K A T A L I N 7 : A résztartományok módszerének konvergenciájáról. 
(Május 22.) 
Lásd az előadó „О сходимости интерполяционных методов решения 
граничных задач для обыкновенных дифференциальных уравнений" című 
( K I S OTTÓval közös) cikkét , e Közlemények 9 ( 1 9 6 4 ) A , 1 — 2 . füzetében, 
sajtó a la t t . 
10—13. K i s O T T Ó : Referáló előadássorozat. (Október 9. és 23., november 
6., december 4.) 
Az előadó a következő cikkeket ismertet te : К А Н Т О Р О В И Ч , JL. В . , „ О не-
которых новых подходах к вычислительным методам и обработке наблю-
дений" (Сибирский математический ж у р н а л 3 ( 1 9 6 2 ) 7 0 1 — 7 0 9 ) ; Г О Р Б У Н О В , 
А . Д . — Ш А Х О В , Ю . А . , „ О приближенном решении задачи Коши для обык-
новенных дифференциальных уравнений с наперед заданным числам верных 
знаков" (Журнал вычислительной математики и математической физики 
3 ( 1 9 6 3 ) 2 3 9 — 2 5 3 ) ; Д Е В Я Т К О , В . И . , „ О двустороннем приближении при чис-
ленном интегрировании обыкновенных дифференциальных уравнений" 
7
 Budapes t i Műszaki Egyetem Villamosmérnöki Karának matematikai tanszéke. 
SZEMINÁRIUMI e l ő a d á s o k 6 7 1 
(Журнал вычислительной математики и математической физики 3 (1963) 
254—266); Салихов, Н. П., „Об одном видоизменении метода Н.И.Лобачев-
ского для вычисления модулей корней алгебраического уравнения"(Журнал 
вычислительной математики и математической физики 3 (1963) 54—70). 
1 4 . J O N E S C U , D . 8 : Adams típusú képletek elsőrendű közönséges differen-
ciálegyenletek közelítő megoldására. (November 13.) 
Az előadó módszert adot t Adams-típusú képletek előállítására és ezek 
hibájának becslésére. 
1 5 . J O N E S C U , D . 8 : Mechanikus kubatúra képletek. (November 20.) 
Az előadó módszert adot t mechanikus kubatúra képletek levezetésére 
és ezek hibájának becslésére. 
A komplex függvénytani osztály szemináriuma 
1 . T Ú R Á N P Á L : Egy torzítási tételről. (Szeptember 11.) 
Az előadó ismertette W . H . J . F U C H S és A. E D R E I publikáció alatt álló 
egyes eredményeit. 
2. T Ú R Á N P Á L : A Picard—Landau tételről. (Szeptember 19.) 
Az előadó egy elgondolást ismertetett, amely elvezethet a Picard—Landau 
tétel egy klasszikus algebrai bizonyításához. 
3 — 6 . B A L Á Z S J Á N O S : Extremális polinomok vizsgálata funkcionálanalízis-ben módszerrel. (Szeptember 27., október 4., november 22. és 29.) 
Az előadó főképp a következő műveket ismertette: ВОРОНОВСКАЯ, E. В . , 
„Приложение функционального анализа к полиномам наименьшего откло-
нения" (ДАН 9 9 (1954) № 1); ВОРОНОВСКАЯ, Е. В . , „Экстремальные поли-
номы некоторых простейших функционалов" (ДАН 99 (1954) № 2); 
S H A P I R O , H. S . , „On a class of extremal problems for polynomials in the u n i t 
circle" (Portugáliáé Math. 2 0 ( 1 9 6 1 ) 6 7 — 9 3 ) ; R O G O S I N S K I , W . W . — S H A P I R O , 
H. S„ „On certain extremum problems for analytic funct ions" (Acta Mathe-
matica 9 0 ( 1 9 5 3 ) ) . 
7 — 1 0 . A L F Á R L Á S Z L Ó : A Faber-féle sorok bizonyos transzformációiról. 
(November 8., december 6., 13 és 27.) 
Lásd az előadó „Sur certaines transformation des séries de Faber" c. 
dolgozatát, e Közleményekben, sajtó alatt . 
A differenciálgeometriai csoport szemináriuma 
1 . V A R G A O T T Ó : Felületek belső geometriája metrikus alapképletek alakja felületi v. síkbeli görbevonalú koordinátákban. Derivációs képletek. Invariáns deriválás. (Szeptember 26.) 
2 . V A R G A O T T Ó : Christoffel szimbólumok és azok jelentősége. (Október 1 0 . ) 
3 . R I N O W , W.9: Zárt geodetikusok, (Október 1 5 . ) 
Lásd az előadó „Die innere Geometrie metrischer R ä u m e (Springer, Ber-
lin, 1961) c. könyvét . 
4 . V A R G A O T T Ó : A Levi—Civita-féle konstrukció ко- és kontravariáns 
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5 . V A R G A OTTÓ: Másodrendű tenzorok, geometriai objektumok, tenzoriális 
szorzat. (November 21.) 
6 . V A R G A OTTÓ: Tenzoralgebra. (December 1 9 . ) 
Az előadások ismertető jellegűek. Felhasznált irodalom: D U S C H E K , A.— 
M E Y E R , L. , „Lehrbuch der Differentialgeometrie" (Teubner, Wien, 1 9 2 8 ) ; 
L E V I — C I V I T A , T . , „The absolute differential calculus" (Blackie and Son, 
London, 1 9 2 7 ) . 
A funkcionálanalízis osztály szemináriuma 
1 . F O I A S , С.8: A spektrális disztribúcióról. (Február 14.) 
Lásd az előadó „Une appbcation des distributions vectorielles à la 
théorie spectrale" (Bulletin des Sei. Math . 84 (1960) 147 — 158) című cikkét. 
2 . F O I A S , С . 8 : A Kavier—Stokes egyenletről. (Február 1 8 . ) 
Lásd az előadó „Essais dans l ' é tude des solutions des équations de 
Navier—Stokes dans l'espace. L'unicité e t la presque-périodicité des solutions 
.petites' " (Rendiconti del Sem. Math, délia Univ. di Padova 37 (1962) 
262-298) című cikkét. 
3 — 4 . B O G N Á R J Á N O S : Referáló előadás. (Március 5„ 6.) 
Lásd: H I L G E V O R D , J . , „Dispersion relation and causal description" 
(North Hol land Publishing Co., Amsterdam, 1960). 
5 . H A L P E R I N , I . 1 0 : Uniform convexity of Banacli function spaces. (Április 
1 7 . ) 
Az előadó a következő problémát vizsgálta: 
Legyen X egy mérhető tér, u(P) ( P Ç I ) mérhető függvény, k(u) pedig 
egy olyan függvény, amely a mérhető függvényeken van értelmezve, és eleget 
tesz a következő feltételeknek : 
1) Л (и) = 0 ha u(P) = 0 m. m. 
2) k(u)^k(v) ha u(P)^v{P) m.m. 
3) к (u g v) g к (u) g k(v) 
4) ha un/u, akkor k(un)/k(u). 
Jelöljük SA-val azoknak a mérhető / függvényeknek a halmazát, melyekre 
l l / l l x = 4 l / ( p ) D < ~ . 
és ezek n o r m á j á t a fenti módon értelmezzük. Kérdés, hogy milyen függvények 
esetén lesz Bx egyenletesen konvex. Az előadás speciális feltételeket adot t , 
melyek mel le t t Bx egyenletesen konvex. 
6 . H A L P E R I N , I . : Unitary dilations of families of contractions. (Április 1 9 . ) 
Lásd az előadó „Sz.-Nagy—Brehmer dilations" (Acta Sei. Math. 23 
(1962) 279 — 289) című cikkét. 
7 — 8 . D U R S T E N D R E 1 1 : Operátorok négyzetgyökéről. (Május 9 . , 1 6 . ) 
Lásd: H A L M O S , P. R. , L U M E R , G. a n d S C H Ä F F E R , J . J „ „Square roots 
of operators" (Proc. Amer. Math. Soc. 4 ( 1 9 5 3 ) 1 4 2 — 1 4 9 ) ; H A L M O S , P . R . and 
10
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L U M E R , G . , „Square roots of operators I I " (Proc Amer. Math. Soc. 5 ( 1 9 5 4 ) 
5 8 3 — 5 9 5 ) ; L U M E R , G „ „Remarks on ra-th roots of operators" (sajtó alatt) . 
9 — 1 0 . H O R V Á T H J Á N O S 1 1 : A statisztikus mechanika termodinamikai 
módszerei. (Május 23., június 4.) 
Az előadó a termodinamikai rendszer sűrűségmátrixát a megfelelő ideális 
gáz sűrűségmátrixának és egy olyan operátornak szorzataként á l l í t ja elő, 
amely eleget tesz a Bloch-féle egyenletnek. A Bloch-féle egyenletet pedig 
a Feinman-féle diagramm-technika segítségével oldja meg. 
1 1 . K O V Á C S I S T V Á N : П
х
 típusú faktorok kommutatív részgyűrűi. (Szeptem-
ber 12.) 
Az előadó szükséges és elégséges feltételt adott arra , hogy egy 17l típusú 
faktor két kommutatív részgyűrűje unitér-ekvivalens legyen. 
1 2 . T A N D O R I K Á R O L Y : Ortogonális sorok konvergenciájáról. (Szeptember 
23.) 
Az előadó k imuta t ja , hogy az összes olyan {an} sorozatok, amelyekre 
a _2' an q>„ ortogonális sor bármely \<pn) ortonormált rendszer esetén m. m. 
konvergál, egv alkalmas normával Banach-teret a lkotnak. 
1 3 . G E H É R L Á S Z L Ó : Teljesen folytonos operátorok invariáns alt ereiről. 
(Október 5.) 
Lásd: A R O N S Z A J N , N. and S M I T H , R . J „ „Invariant subspaces of comple-
tely continuous operators" (Annals of Math. 60 (1954) 316 — 320). 
1 4 — 1 5 . G E H É R L Á S Z L Ó : Operátorok háromszög előállításáról. (Október 
12., 19.) 
Lásd: Б Р О Д С К И Й , M . С . , „ О треугольном представлении операторов" 
(Успехи мат. наук 16 (1961) 133—141). 
1 6 . Szűcs J Ó Z S E F 1 1 : Invariáns nyomoperációk Neumann-algebrákon. 
(Október 26.) 
Az előadó ismertet te néhány sa já t eredményét, ami a klasszikus mér-
tékelmélet néhány problémáját általánosít ja operátorgyűrűkre.Fő eredménye 
a következő: egy véges Neumann-algebrán definiált, a Neumann-algebra egy 
kommutat ív automorfizmusával szemben invariáns véges nyomoperáció elő-
áll í tható ergodikus nyomoperációk „folytonos összegeként". 
1 7 . P A P P Z O L T Á N 1 2 : Referáló előadás. (November 2.) 
Lásd: L O M O N T , S. J . , „Equivalence and Antiequivalence of Irreducible 
Sets of Operations, I . Finite Dimensional Spaces" (Journ. of Mathematical 
Physics 4 (1963) 420—443). 
1 8 . P A P P Z O L T Á N 1 2 : Referáló előadás. (November 1 6 . ) 
Lásd: Н А Й М А Р К , M. А., „Об изоморфная представления колец и групп" 
(Докл. Акад. Наук 137 (1961) 278—281). 
1 9 . F O I A S , С.9: AZ ergodelméletben előforduló spektrálelméletről. (November 
30.) 
Az előadó egy G, lokáhsan kompakt Abel-csoport olyan a —> U Ja £ G) 
unitér előállításához tar tozó spektrális mértékek multiplikatív tulajdonságait 
vizsgálja, amelyek eleget tesznek a U Jf • g) = U J -U
 ag összefüggésnek, 
a I? előállítási tér minden olyan /, g elemére, amelyek szorzata szintén L2-beli. 
2 0 . D U R S T E N D R E 1 1 : Normális operátorok numerikus értékkészletéről. 
(December 14.) 
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Az előadás választ ad Halmosnak egy problémájára., nevezetesen kimu" 
t a t j a , hogy egy kontrakció numerikus értékkészlete összes unitér dilatációja 
numerikus értékkészletének közös része. 
2 1 — 5 7 . B O G N Á R J Á N O S — C S Á K I E N D R E — M Á L Y U S Z K Á R O L Y : I. M. Gei-fernd és G. E. Silov „Általánosított függvények" című műve I — III. köteteinek 
részleges ismertetése. (A nyári hónapok kivételével hetenként.) 
Lásd: Г Е Л Ь Ф А Н Д , И. M.—Шилов, Г. Е., „Обобщенные функции, вып. 
1—3" (Физматгиз, Москва, 1958). 
A geometriai osztály szemináriuma 
1 — 3 . K R A M M E R G E R G E L Y 1 3 : Körfelhőkről. (Január 1 6 . , 2 3 . , 3 0 . ) 
Az előadó tetszőleges kör egységsugarú körökből álló körfelhőiról szólt. 
Témájában kapcsolódik a körfelhőkkel kapcsolatos korábbi vizsgálatokhoz. 
(Összefoglalva lásd: H E P P E S A L A D Á R és M O L N Á R J Ó Z S E F , „ ú j a b b eredmények 
a diszkrét geometriában, I " Matematikai Lapok 11 (1960) 330 — 355.) 
4 . F E J E S T Ó T H L Á S Z L Ó : Az affin szabályos sokszögek egy szélsőértéktulaj-donsága (Február 6.) 
Lásd az előadó „Über eine Extremaleigenschaft der affin-regulären Viel-
e c k e " (MTA Mat . Kut . Int. Közi . 4 (1963) A, 299 — 302) című cikkét. 
5 — 6 . B Ö R Ö C Z K Y K Á R O L Y 1 4 : Gömbkitöltés a konstans görbületű terekben. 
(Február 13., 20.) 
A konstans görbületű t e rek egyenlő, r sugarú gömbökkel való kitölté-
sének sűrűségére felső korlátot szolgáltat a négy, páronként érintkező r sugarú 
g ö m b középpontjai által meghatározott tetraéderben fellépő sűrűség. 
7 — 8 . F E J E S T Ó T H L Á S Z L Ó : A szabályos tetraéder izoperimetrikus szélső-értéktulajdonsága a hiperbolikus térben. (Február 27., március 6.) 
Az előadás a következő t é t e l bizonyítását tartalmazza: A hiperbolikus 
t é r adott térfogatú tetraéderei közül a szabályosnak legkisebb a felszíne. 
Dolgozat formájában megjelent a MTA Matematikai K u t a t ó Intézetének 
Közleményeiben: „On the isoperimetric proper ty of the regular hyperbolic 
t e t r ahed ra " 8 (1963) A, 5 3 - 5 7 . 
9 — 1 1 . M O L N Á R J Ó Z S E F 1 4 : Térigényes körelhelyezésekről. (Március 1 3 . , 
20., 27.) 
Legyen [Kf) egy konstans görbületű felületen egy legalább három, 
kongruens, egymásba nem nyúló körből álló körrendszer, mely rendelkezzék 
m é g azzal a tulajdonsággal, hogy bármely Kt körhöz tar tozik egy kívülről 
é r in tő adott sugarú Kf kör, melyre Kf • Kj — 0 teljesül. Mekkora lehet a 
{Kj} körrendszer sűrűsége? 
Elemi geometriai megfontolások révén a sűrűségre felső becslés adható, 
a m e l y sok esetben pontos. 
A fenti probléma különböző variánsaihoz ju tunk, ha pl. {Kß nem kong-
ruens körökből áll, ill., ha egy К, körhöz több Kf tartozik. A szélsőértékeket 
képviselő körrendszerek között megtaláljuk például a Niggli- ill. Sinogowitz-
féle homogén körrendszereket. 
13
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1 2 . S O M K U T I L A . I O S N É I M R E M A R G I T 1 5 : Körelhelyezések állandó görbületíí felületeken, (Április 3.) 
Tekintsünk egy gömb, euklideszi, vagy hiperbolikus síkbeli {p, 3} mozaik 
n különböző lapjának egyesítéseként keletkező T t a r t o m á n y t , t ovábbá n 
kongruens kör t . Az előadó bebizonyította, hogy a T t a r tománynak ezen körök 
által lefedett része nem lehet a körök semmilyen elhelyezésemellett semnagyobb 
mint a kiszemelt mozaiklapok középpontjai köré írt körök esetében. (Az elő-
adás anyaga megjelenés a la t t : „Kreislagerungen auf Flächen kons tan te r 
Krümmung" , Acta Math. Acad. Sei. Hung . ) 
1 3 — 1 5 . H E P P E S A L A D Á R : Cellarendszerekre vonatkozó izoperimetrikus problémák, (Április 17., 28., május 8.) 
Az előadás első része F E J E S T Ó T H L Á S Z L Ó és az előadó korábbi vizsgála-
tainak továbbfejlesztéseként egy „nagy" síkbeli t a r tományban átfedés né lkü l 
elhelyezett, n darab, egyenként legfeljebb к kerületű síkidom területösszegének 
számos esetben elérhető felső becslését ta r ta lmazza . (Nyomtatásban megjelent 
az MTA Matematikai K u t a t ó Intézete Közleményeiben: „Fill ing of a doma in 
by discs", 8 (1963) A, 3 6 3 - 3 7 1 . 
A második rész ado t t t a r tományt a d o t t területű részekre felosztó mini-
mális összhosszúságú hálózat tulajdonságainak vizsgálatával ill. a p rob léma 
térbeli megfelelőjével foglalkozott. Ennek keretében sor kerül t pl. a gömb-
felület összes izogonális főkörívhálózatának felsorolására is. 
1 6 . D O M I N Y Á K I M R E 1 5 : Stabilis körrendszerek sűrűségéről. (Május 2 2 . ) 
Az előadó becslést a d o t t a gömböt és a hiperbolikus síkot kitöltő, va la -
mint az euklideszi síkot, a gömböt és a hiperbolikus síkot fedő stabilis kör rend-
szerek sűrűségére. A gömbi körrendszereknél felsorolta azoka t a körrendszere-
ket, amelyeknél az adot t korlát pontos. A t éma F E J E S T Ó T H L Á S Z L Ó egyik 
dolgozatának általánosítása. 
1 7 . L Á S Z L Ó Z O L T Á N 1 5 : Megjegyzések az egységgömböt kitöltő körrendszerek kerület- és sugárösszegéről. (Május 29.) 
Az egységgömbön á t fedés nélkül elhelyezett n darab kör kerületösszegére 
illetve sugárösszegére F E J E S T Ó T H a d o t t meg egyenlőtlenségeket. E n n e k 
ál talánosításaként az előadó bebizonyította, hogy inkongruens körök kerüle t -
és sugárösszegére ugyanaz a becslés érvényes; a sugárösszegre vonatkozóan 
azonban csak az к 2 9 eset nyert bizonyítást . 
T O M O R B E N E D E K 1 5 : Háromszöglapéi konvex poliéderek élhosszösszegének 
vizsgálata állandó görbületű terekben. 
F E J E S T Ó T H sejtése szerint az euklideszi térben az egységgömböt t a r t a l -
mazó konvex háromszöglapú poliéderek közül a t e t raéder és az ok taéde r 
élhosszösszege A legkisebb. C O X E T E R és F E J E S T Ó T H A nem-euklideszi t e rekben 
diszkrét sugárértékekre megoldotta ezt a szélsőértékfeladatot. Az e lőadó 
eredményeiket sugárintervallumokra ál talánosítot ta . 
1 8 . V I N C Z E I S T V Á N : Konvex, zárt síkgörbék lefedéséről. (Június 5 . ) 
Az előadás tárgya a görbéhez ta r tozó fedőkör, beír t kör és a görbét tar -
talmazó legszűkebb koncentrikus körgyűrű néhány tulajdonságának ismerte-
tése, t o v á b b á a görbét tartalmazó, sugárviszonvt minimalizáló körgyűrűre , 
valamint a görbét legjobban közelítő ellipszisre vonatkozó néhány e redmény 
felsorolása. 
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19. H A J Ó S G Y Ö R G Y : A tetraéder síkmetszeteiről. (Szeptember 2 5 . ) 
Annak bizonyítása, hogy a te t raéder minden síkmetszetének t e rü le t e 
és kerülete kisebb valamelyik lap területénél ill. kerületénél. 
2 0 . F E J E S T Ó T H L Á S Z L Ó : Egy körelhelyezési problémáról. (Október 2.) 
Az e lőadás arról a problémáról szólt, hogy hogyan kell a síkban n k ö r t 
elhelyezni, h a azt akarjuk, hogy valamelyik kör elvitele céljából megmozdí-
tandó többi kör számának maximuma maximális legyen. 
2 1 . H A J N A L A N D R Á S 1 4 : Erdős és Gallai egy sejtésének bizonyítása. (Októ-
ber 1 9 . ) 
A tétel к 4- 1 elemű te l jes gráfot nem tar ta lmazó te l í t e t t gráfok egy t u l a j -
donságáról szól. 
D I R A C , G . A . 1 6 : Egy gráf pontjainak számából, valamint a minimális és 
maximális fokszámból a független élek maximális számára levonható következte-
tések. 
22. G A L L A I T I B O R : Új bizonyítás Tutte egy tételére. (Október 16.) 
Az e lőadás anyaga megjelent az MTA Matematikai K u t a t ó Intézetének 
Közleményeiben: „Neuer Beweis eines Tut te ' schen Satzes" 8 (1963) А, 135 — 
139. 
2 3 . A N D R Á S F A I B É L A 1 7 : J. R. Edmonds tételének egy új bizonyítása 
(Október 23.) 
A tétel gömbre ra jzo lha tó irányítot t gráfokra vonatkozik. 
2 4 . P O L Á K , V.18: On some geometrical problems. (Október 30.) 
Az előadó több ú j eredményéről számolt be, többek közöt t a Molnár-féle 
sokszögprobléma általánosításával és többdimenziós féltérhalmazok minimali-
zálásával kapcsolatban. 
H A J N A L A N D R Á S 1 4 : Gallai egy sejtésének bizonyítása. (Október 3 0 . ) 
A tétel к + 1 elemű te l jes gráfot n e m tartalmazó te l í te t t gráfok egy 
további tulajdonságáról szól. 
25. H A J Ó S G Y Ö R G Y : Menger gráfelméleti tételéről. (November 13.) 
Az e lőadás Menger tételének egy ú j bizonyítását a d t a egy a té te l le l 
ekvivalens következmény bizonyítása segítségével. 
2 6 . G A L L A I T I B O R : Egy Diractól és Weinsteintői származó problémáról. 
(November 20.) 
Az előadás G. A. Dirac október 19-i előadásának t émá jáva l foglalkozik. 
27. A N D R Á S F A I B É L A 1 7 : Gráfelméleti szélsőérték-problémák. (November 2 7 . ) 
Lásd az előadó „Graphentheoretische Ext remalprobleme" (Acta Math . 
Acad. Sei. H u n g . 15 (1964)) с. cikkét. 
2 8 . H E R M A N N , M . 1 9 : Charakterisierung eines Nachbarpunktschemas durch Stellen. (December 4.) 
A matematikai logika és alkalmazásai osztály és az algebrai osztály közös 
szemináriuma 
1 . K A L M Á R L Á S Z L Ó : Néhány megjegyzés az automataelmélet alkalmazásának lehetőségéről a gyorsműködésű számológépek elméletére. (Október 8.) 
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2 — 5 . P E Á K I S T V Á N 1 1 : V. M. Gluskov : Automaták szintézise c. könyvének ismertetése. (Október 15., 22., 29., november 19.) 
Lásd : Г Л У Ш К О В , В . M . , „Синтез цифровых автоматов", Москва, 1 9 6 2 . 
6 . A N D R E J E V , N . D . 2 0 : A gépi forditás, mint tudomány os-műszaki prob-léma. (November 22.) 
Az előadó ismertetet te a közvetítő nyelv használatának előnyeit a gépi 
fordításban, valamint a közvetítő nyelv megválasztására vonatkozó korábbi 
elképzeléseket. Ezután bevezette ké t nyelv nem-kongruenciái mértékének 
fogalmát. A közvetítő nyelv az algoritmusok számának minimizálása szem-
pont jából akkor lesz optimális, ha a mező nyelveitől való nem-kongruenciái-
nak közepes mértéke minimális. 
7 — 8 . P E Á K I S T V Á N 1 1 : V. M. Gluskov : Automaták szintézise c. könyvé-
nek ismertetése (folytatás). (November 25., december 3.) 
Az algebrai osztály budapesti szemináriuma 
1 . F U C H S L Á S Z L Ó : Homológikus alapfogalmak és operátormodulusok 
(Január 8.) 
2 . N O V O T N Y 1 8 : Kardinalarithmetik für Halbgeordnete Mengen. ( Január 22.) 
3 . F U C H S L Á S Z L Ó : Abelian Groups. ( A homomorfizmuscsoport megbe-
szélése.) (Január 31.) 
Lásd az előadó „Abelian Groups" (Akadémiai Kiadó, Budapest, 1958) c. 
könyvét . 
4 . F U C H S L Á S Z L Ó : Homológikus algebra és operátormodulusok. (Február 5 . ) 
5 . F U C H S L Á S Z L Ó : Abelian Groups. (Az endomorfizmusgyűrűk meg-
beszélése.) (Február 7.) 
6 . D É N E S J Ó Z S E F : Digitális számológépek alkalmazása diszkrét matematikai problémák megoldására, I. (Február 1 2 . ) 
7 . G R Ä T Z E R G Y Ö R G Y : Az Abelian Groups-ból a bővítéscsoportok megbe-
szélése. (Február 1 4 . ) 
8 . D É N E S J Ó Z S E F : Digitális számológépek alkalmazása diszkrét matemati-kai problémák megoldására, II. (Február 1 9 . ) 
9 . G R Ä T Z E R G Y Ö R G Y : AZ Abelian Groups-ból a bővítések elmélete. (Feb-
ruár 21.) 
1 0 . F U C H S L Á S Z L Ó : Abelian Groups-ból a tenzori szorzat megbeszélése. 
(Február 26.) 
1 1 . D É N E S J Ó Z S E F : Digitális számológépek alkalmazása diszkrét matematikai problémák megoldására, III. (Március 5 . ) 
1 2 . F U C H S L Á S Z L Ó : AZ Abelian Groups alapján а „Нот" és „Ext" funk-
torok elméletének átismétlése. (Március 7.) 
1 3 . F U C H S L Á S Z L Ó : A differenciálalgebráról. (Március 1 2 . ) 
1 4 . G R Ä T Z E R G Y Ö R G Y : AZ Abelian Groups-ból az Abel-féle p-csoportok Prüfer—Ulm~Zippin elméletének és alkalmazásának megtárgyalása. (Már-
cius 14.) 
1 5 . F U C H S L Á S Z L Ó : Zarisky-féle topológia, nem Haussdorff-féle topoló-gikus csoportok. (Március 1 9 . ) 
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1 6 . S Z Á S Z F E R E N C : AZ Abelian Groups-ból A torziómentes csoportok ismer-
tetése. (Március 21.) 
1 7 . G R Ä T Z E R G Y Ö R G Y : Referátum a folytonos geometriákról, / . (Március 26.) 
1 8 . G R Ä T Z E R G Y Ö R G Y : Az Abelian Groups-ból a karcsú csoportok meg-beszélése. (Március 28.) 
1 9 . G R Ä T Z E R G Y Ö R G Y : Referátum a folytonos geometriákról, II. (Április 2.) 
2 0 . S Z Á S Z F E R E N C : Referátum az automaták absztrakt elméletéről, I. 
(Április 16.) 
2 1 . F R I E D E R V I N 1 4 és S T E I N F E L D O T T Ó : Az Albelian Groups-ból a vegyes Ábel-csoportok ismertetése. (Április 18.) 
2 2 . S Z Á S Z F E R E N C : Referátum az automaták absztrakt elméletéről, II. 
(Április 23.) 
2 3 . G Ü N T E R SCHAAR'- 1 : Meta-Abelsche Gruppen und Riesche Ringe. 
(Április 25.) 
2 4 . F R I E D E R V I N , SZÁSZ F E R E N C : Szorzások egy Ábel-csoporton, nilcso-portok, kvázinil csoportok stb. ismertetése az Abelian Groups alapján. (Április 30.) 
2 5 . SZÁSZ F E R E N C : Referátum az automaták absztrakt elméletéről, III. 
(Május 2.) 
2 6 . G R Ä T Z E R G Y Ö R G Y : Referátum a modell-elméletről. (Május 7.) 
2 7 . F R I E D E R V I N : Egy probléma a teljesen invariáns alcsoportokra vonat-kozólag, és S Z Á S Z F E R E N C : Az Abelian Groups-ból Artin-gyűrűk és egyéb fontos gyűrűk additiv csoportjának megbeszélése. (Május 9.) 
2 8 . SZÁSZ F E R E N C : Beszámoló a leningrádi és moszkvai tanulmányútról. 
(Június 20.) 
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