Abstract. This paper studies the periodic Cauchy problem for a KdV equation whose dispersion is of order m = 2j + 1, where j is a positive integer, (KdVm). Using Bourgain-Gevrey type analytic spaces and appropriate bilinear estimates, it is shown that local in time well-posedness holds when the initial data belong to an analytic Gevrey spaces of order σ. This implies that in the space variable the regularity of the solution remains the same with that of the initial data. It also implies that the size of the uniform radius of analyticity is preserved. Moreover, the solution is not necessarily G σ in time. However, it belongs to G mσ (R) near zero for every x on the circle.
Introduction and Results
We consider the initial value problem (IVP) for the following KdV equation with dispersion of order m = 2j + 1, where j is a positive integer, (KdVm)
(1.1)
u(x, 0) = ϕ(x), x ∈ T and t ∈ R, (1.2) and study its well-posedness in analytic Gevrey spaces on the circle T = R/2πZ. In [GH1] it has been shown that KdVm is well-posed in H s (T) for s ≥ −1/2. For KdV (j = 1), this result has been proved by Kenig, Ponce and Vega [KPV1] . Furthermore, Hirayama [H] extending the result in [GH1] has shown that the Cauchy problem (1.1)-(1.2) is locally well-posed in H s (T) for any s ≥ −j/2.
The global well-posedness for the same range of Sobolev exponents was proved in [CKSTT] by Colliander, Keel, Staffilani, Takaoka and Tao. For s ≥ 0, both local and global well-posedness for the KdV was established earlier by Bourgain in [Bo1] . Furthermore, Kappeler and Topalov [KT] have shown well-posedness for KdV in H s (T), s ≥ −1, in a weaker sense, using inverse scattering techniques. Concerning the ill-posedness of KdV, and in particular the smoothness of its data to solution map, it has been studied by many authors including Bourgain [Bo2] , Kenig, Ponce and Vega [KPV2] , Christ, Colliander and Tao [CCT] , and Molinet [M] . For example, in [Bo2] it is shown that the solution map for the periodic KdV is not analytic in H s (T) if s < −1/2. In [CCT] this result has been refined to failure of uniform continuity for s < −1/2.
Our main result here is about the well-posedness of KdVm when the initial data ϕ(x) belong to a class of periodic analytic Gevrey functions, which in the analytic case can be extended holomorphically in a symmetric strip of the complex plane around the x-axis. More precisely, we have the following result. there exists T > 0, which depends on ϕ, such that the Cauchy problem (1.1)-(1.2) has a unique solution u(x, t) in C([−T, T ]; G σ,δ,s (T) ). Furthermore, the data-to-solution map is continuous. Moreover, the regularity of the solution in the time variable is Gevrey of order mσ, and this result is sharp in the sense that there exist initial data that are in the space G σ,δ,s (T) but the corresponding solution to (1.1)-(1.2) does not belong to G r (R), 1 ≤ r < mσ, in time near zero.
For the periodic KdV equation, spatial analyticity was proved first by Trubowitz [Tr] . An alternative approach using Bourgain spaces can be found in [GH2] . Furthermore, in [HHP2] this approach was extended to gKdV and for initial data in analytic Gevrey spaces G σ for σ ≥ 1. Well-posedness of the non-periodic gKdV in analytic spaces G 1,δ,s defined by the norm
has been proved by Grujić and Kalisch [GK] . If the initial data belong in G 1,δ,s , which means that they are analytic in a symmetric strip {z = x + iy : |y| < δ} around the x-axis in the complex plane, then there exists a time T > 0 such that the corresponding gKdV solution is analytic in the same strip during the time period [0, T ] . This means that the uniform radius of spatial analyticity does not shrink as time progresses. In the periodic case the analogous result has been proved in [HP] . Further results on the uniform radius of spatial analyticity have been established by Bona, Grujić and Kalisch [BGK] . For the KdV, the regularity in the time variable stated in Theorem 1 follows from [HHP2] . Also for KdV, non-analytic solutions in time with analytic initial data have been constructed in [BH] .
We mention that the spaces G σ,δ,s defined by (1.3) are spatially periodic analogues of the spaces introduced [GK] in the case of the real line, and later (e.g., in [BGK] ) referred to as "BourgainGevrey" spaces -essentially, a hybrid space between the Bourgain and Foias-Temam-type Gevrey spaces.
Finally, for additional results concerning well-posedness and regularity properties of KdV type equations we refer the reader to De Bouard, Hayashi and Kato [DHK] , Kato [K] , Kato and Masuda [KM] , Kato and Ogawa [KO] , Kenig, Ponce and Vega [KPV3] , Bona and Smith [BS] , Ginibre and Tsutsumi [GT] , Saut and Temam [ST] , Sjöberg [S] , Craig, Kappeler and Strauss [CKS] , Linares and Ponce [LP] , Tao [T] , and the references therein.
The rest of the paper is structured as follows. In section 2 we define the Foias-Temam-Bourgain type analytic Gevrey spaces and prove well-posedness in these spaces by proving the corresponding bilinear estimates (Lemmas 2 and 3). In section 3, we restrict our attention to the case of analytic initial data and show that the uniform radius of analyticity remains the same during the lifespan of the solution. In section 4, we show that for initial data in Gevrey spaces G σ the corresponding solution belongs to G mσ (R) for every x in T. In section 5, we show that this is optimal, that is the solution may not belong to G r (R) for any 1 ≤ r < mσ. In section 6, we conclude by extending the proof of the bilinear estimates to the new range of Soblolev exponents s ≥ −j/2.
Proof of Theorem 1
We shall use the notation w .
= u∂ x u, so that w(n, λ) = i 8π 2 n( u * u)(n, λ).
(2.1) and set m = 2j + 1, forj = 1, 2, 3, . . . . Taking the Fourier transform with respect to x of the IVP (1.1)-(1.2) gives ∂ t u(n, t) + (in) m u(n, t) = − w(n, t), and u(n, 0) = ϕ(n). Note that i m = −i if m = 3, 7, 11, . . . and i m = i if m = 5, 9, 13, . . . . Without loss of generality we will assume that m = 3, 7, 11, . . . , since otherwise we replace t with −t. Thus, we may assume that our initial value problem can be rewritten as ∂ t u(n, t) − in m u(n, t) = − w(n, t), and u(n, 0) = ϕ(n). Solving it and using the inverse Fourier transform we get
2) reads as follows
In order to localize in t we multiply equation (2.3) by a cut-off function ψ(t) ∈ C ∞ 0 (−1, 1) with 0 ≤ ψ ≤ 1 and such that ψ(t) ≡ 1 for |t| < 1/2. We then define the map T by
Using equation (2.2) we see that the definition of T in (2.4) is equivalent to
Substituting the inverse Fourier transform w(n, t ) = 1 2π R e iλt w(n, λ)dλ into the above expression for T u and after some manipulation we write it as follows
Note that in (2.7) and (2.8) λ − n m = 0 since |λ − n m | ≥ 1; however, in (2.9) we will have that λ − n m = 0 since |λ − n m | ≤ 1.
Mean-zero data. For simplicity, we shall assume mean-zero data:
For the necessary adjustments for reducing arbitrary initial data to mean-zero data see, for example, [HM] and [Bo1] . By (2.10) and (2.1) we have that ϕ(0) = 0 and w(0, λ) = 0, and, therefore, we can replace n ∈ Z with n ∈ Z * in (2.6)-(2.9), where Z * = Z\{0}.
Bourgain space. We shall need the space Y s , which is defined as the completion of the space of all functions that are in S(R) in the time variable and in C ∞ (T) in the space variable with respect to the norm
, where (2.11)
The spaces X s were introduced in [Bo1] and the spaces Y s were introduced in [CKSTT] . To incorporate our mean-zero data assumption (2.10) into our space, we definė
In (2.13) it is used that if u solves the IVP (1.1)-(1.2), then
Bilinear Estimates. Also, we shall need the following bilinear estimates.
Proposition 1. For s ≥ −j/2, where j = 1, 2, 3, . . . is fixed, and for all f, g ∈Ẋ s we have
f X s g X s , and (2.14)
where
Here we use the notation A B to mean that A ≤ cB, where c is a positive constant. The proof of Proposition 1 is presented in Section 6.
2.1. Existence. We start by recalling that in order to solve our Cauchy problem (1.1)-(1.2) we will solve the problem T u = u, where the operator T is given by (2.6)-(2.9).
The Solution Spaces. For σ ≥ 1, δ > 0, s ∈ R we begin by defining the Foias-Temam-Bourgain type analytic Gevrey spaces that we will work with. We shall need to introduce the space Y σ,δ,s that is defined as the completion of the space C ∞ (T; S(R)) with respect to the norm
To incorparte our mean-zero data assumption (2.10) into our space, as in (2.13), we definė
The spaces Y σ,δ,s possess the following key property.
, where T is any posite constant. (T) . For any t ∈ R we have
The proof is complete.
Computing the Y σ,δ,s -norm of each one of the terms (2.6)-(2.9) defining the map T one can prove the following Proposition 2. If s ≥ −j/2 where j = 1, 2, . . . is fixed, then there is a constant c ψ > 0 such that
for all u ∈Ẋ σ,δ,s .
We now are going to analyze the terms given in Proposition 2.
Lemma 2. For s ≥ −j/2 where j = 1, 2, . . . is fixed, and u ∈Ẋ σ,δ,s we have
for some positive constant C.
Proof. First, we observe that the operator A defined by Au(n, λ) = e δ|n| 1/σ u(n, λ) satisfies the
It follows that
By using the inequality |n| 1/σ ≤ |n 1 | 1/σ + |n − n 1 | 1/σ it follows from the above that
By setting w A = (Au)∂ x (Au) we may conclude that
It follows from Proposition 1 that
Similarly one can prove the following Lemma 3. For s ≥ −j/2 where j = 1, 2, . . . is fixed, and u ∈Ẋ σ,δ,s we have
Combining Proposition 2, Lemma 2 and Lemma 3 we obtain the following result.
Proposition 3. If s ≥ −j/2 where j = 1, 2, . . . is fixed, then there is a constant c ψ > 0 such that
Proof. Estimate (2.18) follows from Proposition 2, Lemma 2 and Lemma 3. To prove estimate (2.19) we notice that
where now w is given by
Applying Proposition 2 with ϕ = 0 and Lemma 2 and Lemma 3 for each one of the two terms of the sum (2.20), we obtain (2.19), thus completing the proof of Proposition 3.
The next proposition shows that our map T is in fact a contraction. Its proof is a easy consequence of Proposition 3. End of the Proof of Existence. By Proposition 4 we see that for ϕ G σ,δ,s (T) sufficiently small, the operator T is a contraction on a small ball centered at the origin inẎ σ,δ,s , and hence the transformation T has a unique fixed point u in aẎ σ,δ,s -neighbourhood of 0. Since ψ(t) ≡ 1, |t| < 1/2 it follows that u(x, t) solves the KdV m initial-value problem (1.1)-(1.2). Finally, thanks to Lemma 1, with T = 1/2, we have proved existence of a solution to our Cauchy problem which belongs to the space C([− 
Proof. Setting w = u − v, we see that w solves the Cauchy problem
Then using equation (2.21) we form the following identity for the L 2 -energy of w
Integrating by parts we obtain that T w∂ 2j+1 x wdx = 0 since 2j + 1 is odd. Using this and again integrating by parts, from equation (2.22) we get
2 dx, from which we deduce the inequality 
Therefore, from (2.23) and (2.24) we obtain the differential inequality 25) where c = c0 2 . Solving this gives
Since ||w(0)|| L 2 (T) = 0, from (2.26) we obtain that w(t) = 0 or u = v.
2.3.
Continuous dependence of the initial data. To prove continuous dependence of the initial data we will prove the following.
Lemma 5. Let s ≥ −j/2, j = 1, 2, . . . . If u and v are solutions to (1.1)-(1.2) corresponding to initial data ϕ and θ respectively with the norms ||ϕ|| G σ,δ,s (T) , ||θ|| G σ,δ,s (T) small, then
Proof. We have
To estimate ||T u − T v|| Y σ,δ,s we notice that
where w is given by w =
. Thus, applying (2.18) with ϕ replaced by ϕ − θ and u 2 replaced by (u − v)(u + v) we obtain
By taking u, v ∈ B(0, r), where r = 1/6c ψ , it follows from the last inequality that (T) . The proof is complete.
Uniform Radius of Analyticity
Next we show that the radius of analyticity of the solution u(·, t) does not change as time progresses. If ϕ ∈ G 1,δ,s (T), where s ∈ R, then it follows from the definition of the space G 1,δ,s (T) , that there exists a positive constant L(s), which may dependent on s, such that the following inequality holds true
for any 0 < < δ. Then, from (3.1) it follows that ψ(x) .
We also have the following analytic continuation result.
, with s ∈ R, then ϕ has an analytic extension in a symmetric strip around the real axis and its width is equal to δ.
Proof. Since we can write ϕ(x) = n∈Z e inxφ (n), we definẽ
(n), which givesφ(x + i0) = ϕ(x). Next we show thatφ is holomorphic in the strip |y| < δ. In fact, given y such that |y| < δ, we define = δ−|y| 2 , and therefore, it follows from (3.1), that there exists L(s) > 0 such that
Differentiating the series definingφ(x + iy), we can show similarly that the resulting series converges absolutely. Therefore, we can apply the Cauchy-Riemann operator∂ term by term to see that ∂φ = 0, which shows thatφ is analytic in |y| < δ and 2π−periodic in x. This completes the proof of Lemma 6.
Lemma 7. The solution, u(·, t), to the Cauchy problem (1.1)-(1.2) with initial data ϕ ∈ G 1,δ,s (T), for s ∈ R, has an analytic extension to a symmetric strip around the real axis and its width is δ. Therefore, the uniform analyticity radius does not change as the time progresses.
Recalling that we can write u(x, t) = k∈Z e ikxû (k, t),
Then, as the proof of Lemma 6, It follows thatũ(·, t) is holomorphic in the strip |y| < δ.
This completes the proof of the first part of Theorem 1.
Gevrey regularity in time
In this section we are going to prove that the solution to the Cauchy problem (1.1)-(1.2) has Gevrey regularity in the time variable. More precisely, we will prove the following result.
, to the KdV m Cauchy problem (1.1)-(1.2) belongs to G mσ (R) in the time variable t, for t near zero.
Proof. First case: s ≥ 0. We will follow the proof of Theorem 4.1 in [HHP1] . For this it suffices to prove the following.
Lemma 8. For k = 0, 1, . . . and j = 0, 1, 2, . . . the following inequality holds true
for t ∈ [−1, 1], x ∈ T, for some positive constant C.
Proof of Lemma 8. We will prove it by using induction on j. For j = 0, inequality (4.1) follows from the following result.
Proof of Proposition 5. Let u be as in the statement of Proposition 5. Thus, for any
It is easily seen that |k| 2j e
where 1 > 0. Thanks to this it follows from (4.3) that
By using the definition of the norms || · || G σ,δ,s (T) and |u| C 1/2,σ,δ,s we can conclude that
and therefore we have ||∂
Setting A σ,δ,s= |u| 2 C 1/2,σ,δ,s we obtain
Thanks to (4.4) we will prove, for s ≥ 0, that the solution u, in x, belongs to G σ (T).
Case 1.1: Fix s > 1/2. By the Sobolev Lemma we have that for all j ∈ {1, 2, . . .
where T) . By using (4.4) it follows from the above that
Thanks to the fact that x ≤ e x , x ≥ 0 we have 1 + (j + 1) σ ≤ 2(e j+1 ) σ and therefore we obtain from this and from the last inequality that
Finally, by setting L = 2e 2σC σ,δ C 2 A σ,δ,s and M = e 2σ C σ,δ and C 2 = max{L, M } we can conclude that
We have shown that for each fixed s ≥ 0 there exist constants that depend on σ, δ and s such that (4.5) and (4.6) hold and, therefore, u(·, t) ∈ G σ (T). The proof of Proposition 5 is complete.
Remark 1. In (4.1) the constant C = max{C 1 , C 2 }, where C 1 and C 2 are given above.
We now suppose that (4.1) holds for all derivatives in t of order ≤ j and k ∈ {0, 1, 2, . . . } and we shall prove that (4.1) holds for j + 1 and k ∈ {0, 1, 2, . . . }.
Replacing t with −t we may write our KdVm equation as ∂ t u = ∂ m x u + u∂ x u. Differentiating this equation j times with respect to t and k times with respect to x gives
Using the Leibniz formula for the derivative with respect to x we obtain
We now use the Leibniz formula for the derivative with respect to t and we obtain
By using the induction hypotheses and following the lines of the proof of Lemma 4.2 in [HHP1] one can conclude the proof of Lemma 8.
Second case: s < 0. We notice that there exists a positive constant C such that k∈Z e 2(δ− )|k|
It now follows from this inequality that if u(
σ,δ− ,0 (T)) and therefore thanks to the first case we can conclude that u(x, ·) ∈ G mσ (R) in the time variable t, for t near zero.
Failure of G
r -regularity in time if 1 ≤ r < mσ
Replacing t with −t we can write our KdVm initial value problem as follows
where ϕ is a real-valued function to be chosen appropriately in the space G σ,δ,s (T) . The following lemma is crucial in estimating the higher-order derivatives of a solution with respect to t. We will omit its proof here since it is a particular case of Lemma 2.2 in [HHP1] .
Lemma 9. If u is a solution to (5.1), then for every j ∈ {1, 2, . . . } we have
We will split our study into two cases.
Case 1: m = 3, 7, 11, . . . We shall prove the following result. 2) is not in G r (R), 1 ≤ r < mσ, in the t variable, for t near zero.
Proof. First we notice that u(x, 0) ∈ G σ,δ,s (T) and it is suffices to prove our Theorem just for σ ∈ {1, 2, 3, . . . } Now differentiating u(x, 0) with respect to x we obtain that ∂
For j ∈ N, by using Lemma 9, we obtain
Since Re(i mj ) = 0 only if j is even, and the terms in the sum that are non-zero only happen when all α µ are even it follows from the hypotheses that
It follows from this that for j even we have |∂ j t u(0, 0)| ≥ A mj . We notice that for σ ∈ {1, 2, 3, . . . } we have
It follows from the last inequality that |∂
mσ , which shows that u(0, ·) cannot be in G r (R), for t near to zero, with 1 ≤ r < mσ.
Case 2: m = 5, 9, 13, . . . 2) is not in G r (R), 1 ≤ r < mσ, in the t variable, for t near zero.
Proof. It is easily seen that u(x, 0) ∈ G σ,δ,s (T) . Now, as in Theorem 3, we have
It follows from this that for j even we have |∂ j t u(0, 0)| ≥ A mj , which shows, as in Theorem 3, that u(0, ·) cannot be in G r (R), for t near to zero, with 1 ≤ r < mσ.
Bilinear Estimates
The bilinear estimates for s ≥ −1/2 has been proved in [GH1] . Here we shall provide the changes needed in the proof of the first bilinear estimate presented in [GH1] so that it holds in the sharper range of the indices
The changes required in the proof of the second bilinear estimate are similar.
For f, g ∈Ẋ s we have
Also, we have
, where c h (n, λ) = |n|
Using (6.2) and (6.3), for bilinear estimate (2.14) we have that
Due to the mean zero initial data assumption, in what follows we always assume that n = 0, n 1 = 0 and n 1 = n. (6.6)
Using the set
we observe that for bilinear estimate (2.14) it is enough to show n λ n1 λ1
Furthermore we split the set A via the following two cases. In our proofs we also will make use of the quantity Also, we shall need the following inequalities, which are valid for n, n 1 ∈ Z * with n 1 = n: (6.14)
For all n 1 ∈ Z * we have that 1 |n 1 | 4s+2j ≤ 1 ⇔ 4s + 2j ≥ 0 ⇔ s ≥ −j/2. Also, if −2s − 1 ≥ 0 or s ≤ −1/2, then by applying (6.11) we see that the middle factor in (6.14) is bounded above by 2 j−1 . Therefore, by our hypothesis −j/2 ≤ s ≤ −1/2, we have that q .
From now on the proof of Lemma 3.1 in [GH1] remains unchanged.
Case II. Here, the only change required in [GH1] is in the proof of Lemma 3.2. We must show that the quantity (6.16) where the last inequality follows from the hypothesis −j/2 ≤ s ≤ −1/2. Now, using (6.15) we get Q 2 1 (n, λ, n 1 , λ 1 ) 1 (1 + |λ − n m |)(1 + |λ − λ 1 − (n − n 1 ) m |) .
Again, from now on the proof of Lemma 3.2 in [GH1] remains unchanged. 2
