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同一被写体の多様性に対する制約 variational lossの提案





In this paper, we propose a variational loss constraint for fine-grained object recognition problems where
the identification cue exist is known. The proposed constraint contributes to the building of robust discrim-
inators in identification tasks with diverse appearances within each class. We describe the constraint as the
KL divergence between the output of the discriminator for the image masked by the rest of the clue region
and the output for the entire image. We applied the proposed constraint to the automatic automatic plant
disease diagnosis task, which is known as a difficult fine-grained recognition problems. The results show
that the proposed constraints improve the average accuracy by 2%(67.0% to 69.0%) in a practical 9-class
discrimination problem where 76,964 cucumber leaf images are trained and 9,338 images from another field
are tested. The proposed constraints are highly versatile and can be applied to any type of problem or
discriminator. In addition, the proposed method has a wide range of applications because it does not affect
the runtime.
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む何らかの領域が抽出された画像を X ′ としたとき，X




Lvariational = DKL(P (Y ′|X ′), P (Y |X)) (1)
















た画像合計 9,338 枚を使用した．今回の実験では data
augmentationは RandAug[6]を使用し，nとmのパラ
メーターは事前実験により，n = 4,m = 5を使用した．
(2) 識別器
識別器には一般物体認識分野で広く活用されてい




(3) 本課題における variational lossの実装
図 1 に本課題における variational loss の実装の概要
図を示す．Variational lossを求めるため，今回は AOP
を利用した葉領域の抽出を行い，入力画像X とその背景




Lce1 のみならず，X とX ′ のクラス事後確率の KLダイ
バージェンスで表される Lvariational を加える．また，こ
れだけだと仮に X ′ の識別結果が間違っていた際，Lce1
はラベルと P (Y |X) を近づけるのに対し，Lvariational
はX ′ の誤った識別結果に対し P (Y |X)を近づけようと
してしまい，識別器が正しく学習できない．そのため，
P (Y ′|X ′) とラベルの交差エントロピー Lce2 も追加し
P (Y ′|X ′)も正解しないと全体の lossが下がらないよう
にした．全体の損失関数 Lを式 (2)に示す．
L = Lce1 + α× Lce2 + λ× Lvariational (2)
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