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1.1. The imprecise Dirichlet model in brief
The imprecise Dirichlet model (IDM) was proposed by Walley [28] as a model for
statistical inference from multinomial data, i.e. a sample of n observations yielding
the counts a = (a1, . . . , aK) over K categories from set C, with unknown chances
h = (h1, . . . , hK). The IDM is a model for objective inference, since it aims at model-
ing prior ignorance about the chances h. It does not rely on the assumptions that set
C and its cardinality K are ﬁxed, so that it also models prior ignorance about C and
K. The IDM can be used to make inferences either about the chances h (parametric
inference), or about the counts a0 ¼ ða01; . . . ; a0KÞ of a future dataset of size n 0 (predic-
tive inference).
1.2. Usual inferential methods
The problem of inference from multinomial data has a long history in the statis-
tical literature (see, e.g., [5] and references therein). In general, there are two major
approaches which aim at providing objective inference methods, namely the frequen-
tist and the objective Bayesian approaches. These are ‘‘objective’’ in the sense that
they aim at making inferences from the observed data only, assuming no (or little)
prior knowledge about the chances h.
The frequentist approach leads to the classical methods of signiﬁcance tests and of
conﬁdence limits or intervals. Despite its desired objectivity, the frequentist ap-
proach suﬀers from several shortcomings (e.g., dependence on the stopping rule,
problem of nuisance parameters).
The objective Bayesian approach (see, e.g., [9,20]) aims at modeling prior igno-
rance about the chances h by characterizing prior uncertainty by a single prior prob-
ability distribution, and several priors have been proposed to achieve such a goal for
multinomial data (see [21] for a review). However, none of the proposed priors sat-
isﬁes all principles that seem desirable for an inference from a prior state of igno-
rance (e.g., symmetry principle, likelihood principle, independence from C and K,
coherence).
1.3. Imprecise probability models for statistical inference
The IDM is an alternative to these objective approaches which appears to solve
most of the above diﬃculties. The IDM, like many imprecise probability models,
can be viewed as a generalization of Bayesian models, since prior uncertainty about
unknown parameters is described by a set of prior distributions instead of a single
prior, each prior in the set being updated by Bayes theorem. Uncertainty about un-
known quantities (e.g., h or a 0) is then described, at any stage, by a set of probability
distributions. For a presentation of statistical inference using imprecise probability
models, we refer the reader to [27]. Under an imprecise probability model, uncer-
tainty about any event B is expressed by a probability interval, whose limits, P(B)
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tively. Under the behavioural interpretation of lower and upper probabilities advo-
cated by [27], these limits express acceptable betting rates on and against the event B.
They are related by 0 6 P ðBÞ 6 P ðBÞ 6 1 and P ðBcÞ ¼ 1 P ðBÞ. In this theory, igno-
rance corresponds to maximal imprecision, i.e. P(B) = 0 and P ðBÞ ¼ 1, meaning that
you would not bet on B nor against B at any odds. Introducing imprecision yields
new models which, when properly tailored, reconcile alternative models, by produc-
ing inferences which jointly satisfy most desirable principles, and by providing prob-
ability intervals encompassing the probability values under the other models (see,
e.g., [31]).
To be more speciﬁc, in the IDM, prior uncertainty about h is expressed by a set of
Dirichlet distributions, and, consequently, posterior uncertainty about h (condition-
ally on a) is described by a set of updated Dirichlet distributions. Thus, this model
generalizes conjugate Bayesian inference from multinomial data, where prior and
posterior uncertainty are each described by a single Dirichlet. The degree of impre-
cision in the IDM is determined by the hyperparameter m, which governs the size of
the sets of Dirichlet distributions.
1.4. Aims and outline of this paper
The ﬁrst aim of the paper is to give a simple presentation of the IDM, mostly
based on [28], and to review some recent applications of the IDM to various statis-
tical problems. Another aim is to explore the justiﬁcation of the IDM at a founda-
tional level, compare it to alternative models, and discuss arguments for choosing
hyperparameter m. Our last aim is to provide some practical tools for the implemen-
tation of the IDM.
The present paper is organized as follows. In Section 2, we present the types of
data and inference problems for which the IDM is appropriate. Section 3 reviews
the objective Bayesian approach, and recalls the main properties of Dirichlet distri-
butions, which are central in the Bayesian approach and the IDM. Section 4 presents
the IDM, states its major properties, and studies simple inference problems. More
complex inferential problems and their solutions under the IDM are dealt with in
Sections 5 (predictive inference), 6 (contingency tables), 7 (tree-structured data),
and 8 (non-parametric inferences). Finally, Section 9 summarizes the scope and
the advantages of the IDM, and indicates some directions for future research.2. Inference from categorical/multinomial data
2.1. Multinomial data and likelihood
Consider an inﬁnite population of units which can be categorized in K categories
or types from the set C = {c1, . . . , cK}. The proportion of units of type ck is denoted
hk and called the chance of ck. The population is thus characterized by the vector of
chances h = (h1, . . . , hK), with hk P 0 for all ks and
P
khk ¼ 1, that is h 2 H where H
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unknown parameters and a major purpose is to make inferences about them. The ob-
served data consist in a random sample of size n from the population, summarized by
the counts a = (a1, . . . , aK), where ak is the number of units of type ck and
P
kak ¼ n,
or by the frequencies f = a/n. The multinomial sampling model assumes that sam-
pling is carried out until n observations are obtained. Under that model, the proba-
bility of observing a, conditionally on h, is given by the multinomial distribution,
ajh Mn(n, h), that is P ðajhÞ ¼ n
a
 




is the multinomial coef-
ﬁcient. When viewed as a function of h, with a considered as ﬁxed, this multinomial
probability deﬁnes the likelihood function (‘‘/’’ reads ‘‘is proportional to’’),
LðhjaÞ / ha11 	 	 	 haKK : ð1Þ
In fact, other stopping rules lead to sampling models having a likelihood of the
form (1), e.g. negative-multinomial sampling where observations are made until ak
observations of type ck (for some k) are reached. Frequentist inferences are based
on the whole sampling distribution and thus depend on which stopping rule is as-
sumed. In contrast, some other approaches only require the likelihood (1) for the ob-
served a, which does not depend on the stopping rule, and hence satisfy the likelihood
principle (LP): Inferences depend solely on data that were actually observed and not
on data that might have been observed but were not. Most objective Bayesian mod-
els obey the LP (see Section 3.2). The IDM also satisﬁes the LP and can thus be used
whenever the likelihood function is of the form (1).
2.2. Inference problems and questions
2.2.1. Parametric and predictive inference
One class of problems, parametric inference, deals with inferences about the un-
known chances h. Another class of problems, predictive inference, consists in making
predictions about n 0 future data, i.e. about their counts a0 ¼ ða0; . . . ; a0KÞ or equiva-
lently their relative frequencies f 0 ¼ ðf 0; . . . ; f 0KÞ ¼ a0=n0. In the Bayesian framework,
the two classes of problems are intimately related. On one hand, any probability
on h induces a probability on f 0 for any n 0. Conversely, a probability on f 0 tends
to a probability on h as n 0 ! 1. This double relationship also exists in the IDM,
‘‘probability’’ being replaced by ‘‘imprecise probability’’.
2.2.2. Prior and posterior inferences
Within both classes of problems, prior inferences are concerned with inferences
about h or f 0 made prior to the data whereas posterior inferences are the ones made
about h or f 0 when taking the data into account, i.e. conditionally on a. Prior inferences
reveal important properties of the inferential model (e.g. concerning prior ignorance),
while posterior inferences are needed when using the model for analyzing data.1 Unless otherwise stated, all sums and products on index k run from 1 to K.
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Whether we consider prior or posterior, parametric or predictive, inferences, two
types of questionsmay occur.We state them for prior inferences about h as an example.
The ﬁrst type of questions amounts to considering a property of interest that h
may satisfy (if h 2 H* where H*  H) or not, and to assessing whether the event
B = (h 2 H*) is probable or not. In Bayesian inference, the answer is based upon
the probability P(B), and, in the IDM, upon the lower and upper probabilities P(B)
and P ðBÞ. Whether P(B) (or P(B) under the IDM) is greater than some given guar-
antee c, say 0.95, or not, provides the ﬁnal answer.
A second type of questions amounts to making inferences about some real-valued
derived parameter d = D(h). Under a Bayesian model or the IDM, inferences about d
can be summarized by the (lower and upper) expectation(s) of d, if a point estimate
of d is required. Uncertainty about d is measured using the (lower and upper) cumu-
lative distribution function(s) (cdf) of d, from which inferences about events such as
d < u1, d > u2, or d 2 [u1, u2] can be readily made. A typical summary consists in com-
puting an (imprecise) credibility interval for d, i.e. [u1, u2] such that the event
B = (d 2 [u1, u2]) has probability P(B) (under a Bayesian model), or lower probability
P (B) (under the IDM), greater than some given guarantee c. 2
2.3. The ‘‘bag of marbles’’ example
A simple example may help to understand the sort of inference problems that the
IDM aims at addressing. Consider the following excerpts from Walley [28]: ‘‘I have
[. . .] a closed bag of coloured marbles. I intend to shake the bag, to reach into it and to
draw out one marble. What is the probability that I will draw a red marble?’’ . . . ‘‘Sup-
pose that we draw a sequence of marbles whose colours are (in order): blue, green,
blue, blue, green, red. What conclusions can you reach about the probability of drawing
red marble on a future trial?’’ The ﬁrst part describes a problem of prior prediction,
while the second part deals with a posterior prediction problem. In this example, we
know nothing about the possible colours of the marbles, and we do not even know if
there is only one type of ‘‘red’’ or several shades of ‘‘red’’ that could be distinguished.
The set of colours that we might consider may actually vary as new marbles are
drawn. In other words, there is prior ignorance about the set of colours C, about
its cardinality K, and about the chances h of the various colours, and we want to
make inferences about future marbles from that state of prior ignorance. 32 When moving from a Bayesian model to an imprecise probability model, a single-value point estimate
transforms to an interval-valued point estimate, and a credibility interval to a wider imprecise credibility
interval. Two diﬀerent sources of intervals should be distinguished here: the ﬁrst one arises because h must
be estimated from a sample of size n, and is present in the two approaches; the other one arises from the
imprecision in the prior on h, and is present in the IDM only.
3 In [28], sampling with replacement is assumed and the population is implicitly considered as ﬁnite, the
continuous Dirichlet form for h being justiﬁed by considering that marbles may have various sizes. In fact,
the IDM is also ideally suited for the case of an inﬁnite population (sampling with or without replacement
indiﬀerently). As we shall see in Section 5, the case of sampling without replacement from a ﬁnite
population is also covered by predictive inferences from the IDM.
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In the development of statistical methods, there has been a considerable attention
on the properties inferences should satisfy, especially for objective inferences which
aim at assessing what is learned about the chances h or about future data, from the
observed data a only (i.e. regardless of any possible prior knowledge). Statisticians
have proposed several principles that seem desirable for inferences from such a state
of prior ignorance (see [13, Sections 2.3 and 2.4], and [27,28,31] for formal deﬁni-
tions, detailed discussions of why they seem desirable or compelling, and other ref-
erences). We only list here a few of these principles that seem the most important for
our present context:
• Symmetry principle (SP): Prior uncertainty about any event relative to h or f 0
should be invariant w.r.t. permutations of categories of set C.
• Representation invariance principle (RIP) and embedding principle (EP):
These two principles were proposed by Walley [27,28]. The RIP states that pos-
terior uncertainty about any event B relative to h or f 0 should not depend on
reﬁnements or coarsenings of categories, provided that B remains essentially
unchanged. The EP is similar, but restricted to prior inferences. Any categoriza-
tion is partly arbitrary, and it seems desirable that inferences should not depend
on this arbitrariness. For the example of Section 2.3, these principles require that
the probability of drawing a red marble should not depend on whether the set of
possible categories C has been deﬁned as e.g. {red, other} or {red, blue, green,
other}.
• Likelihood principle (LP): Posterior inferences should depend on the data through
the likelihood function only. This entails the stopping rule principle, which states
that inferences should not depend on the stopping rule (provided that the stop-
ping process does not depend on h itself).
• Coherence principle (CP): This principle is typically put forward in a Bayesian or
generalized Bayesian context, in which uncertainty is described by personal prob-
abilistic assessments (possibly imprecise) and are behaviourally interpreted as
deﬁning acceptable betting rates. Coherence is a self-consistency requirement,
ensuring that combinations of several bets cannot lead to a sure loss and have
consistent behavioural implications. 4
Frequentist methods typically violate the LP and CP, whereas the SP and the EP/
RIP are mutually exclusive for Bayesian models using proper priors [27, Section
5.5]. In contrast the IDM satisﬁes all these principles jointly.4 For formal deﬁnitions and detailed presentations of coherence, see [15, Chapter 3] for precise
probabilities, and [27, Chapter 2] for imprecise probabilities.
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3.1. Dirichlet model for h
In the most standard (conjugate) Bayesian analysis, prior uncertainty about h is
described by a Dirichlet distribution, whose density is given by pðhÞ /Qkhak1k ,
which we write
h  DiriðaÞ ¼ DiriðmuÞ ð2Þ
where a = (a1, . . . , aK), ak > 0 for any k. We call the aks the prior strengths. As indi-
cated in (2), we shall also use an alternative parameterization of the Dirichlet in
terms of the total prior strength m ¼Pkak > 0, and of the prior frequencies u = a/m,
such that u = (u1, . . . , uK), with uk > 0,
P
kuk ¼ 1, that is u 2 U where U denotes
the open (K  1)-dimensional unit simplex. 5 We denote by EðUÞ the set of corners
of U (vectors u of the closed simplex such that uk = 1 for some k).
6 This alternative
parameterization is more convenient since, in the IDM, m is ﬁxed and u is allowed to
take any value within U.
By Bayes theorem, a Dirichlet prior is combined to the observed likelihood (1) to
yield the posterior distribution of h conditionally on the observed data a. This pos-
terior distribution is another Dirichlet (this is the ‘‘conjugacy’’ property) with up-
dated strengths a + a:
hja  Diriðaþ aÞ ¼ Diriðaþ muÞ: ð3Þ
The prior expectation of hk is simply its prior frequency, E(hk) = uk, and its posterior
expectation is a weighted average of the observed frequency fk ¼ akn and of the prior
frequency uk, with weights n and m:
EðhkjaÞ ¼ ak þ aknþ m ¼
nf k þ muk
nþ m : ð4Þ3.2. Objective Bayesian approach
In the objective Bayesian approach, the prior is chosen so as to express prior igno-
rance about h. There has been considerable work about this issue in the Bayesian
framework (see [21] for a review). For multinomial data, four Dirichlet priors have
been proposed as models for prior ignorance about h. All are symmetric Dirichlets,
that is uk = 1/K for all ks, with varying total prior strength m : m ! 0 (Haldanes im-
proper prior), m = 1 (Perks [24]), m = K/2 (Jeﬀreys [20]), or m = K (Bayes–Laplaces
uniform prior). Each of these models was proposed on the basis of some principles
it satisﬁes. However, none of them but Haldanes jointly satisﬁes all desirable prin-
ciples listed in Section 2.4. Under the other three priors, inferences depend on how5 Walley [28] uses symbols s and tk in place of m and uk respectively.
6 We shall sometimes write ak = 0 or uk = 0, instead of ak ! 0 or uk ! 0, when no ambiguity arises
from such notations; in such cases, uk = 0 can be interpreted as meaning hk = 0 with certainty.
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tion 5.3. Haldanes model satisﬁes the SP, EP, RIP and LP, and can be continuously
extended to satisfy the CP (see [27, Section 7.4.8]). 7 However it leads to some unde-
sirable inferences with extreme data: when some ak = 0, it leads to infer that hk = 0
with certainty, even for small n.
Bayesian inference methods satisfy the LP provided that the prior on h is chosen
independently of the sampling model. However, Jeﬀreys prior is deﬁned by a condi-
tion of invariance which violates the LP, and, e.g., yields a non-symmetric Dirichlet
prior for negative-multinomial sampling although the associated likelihood is of the
form (1) (see, e.g., [3] and [9, Ex. 5.14]). 8
3.3. Properties of Dirichlet distributions
Consider a vector of chances h = (h1, . . . , hK) on a set of categories C of cardinal-
ity K, such that h  Diri(a), with a = mu, m > 0 and u = (u1, . . . , uK) 2 U. Major
properties of the Dirichlet can be found in [22, Chapter 49] and [14,28,32]. The
Dirichlet generalizes the Beta distribution (case K = 2): h = (h, 1  h)  Diri(a1, a2)
is equivalent to h  Beta(a1, a2). The symmetric Dirichlet obtained for m = K (i.e.
ak = 1 for all ks) is the uniform distribution on simplex H.
The classical theorem below enables one to ‘‘cut’’ a Dirichlet into two indepen-
dent Dirichlets. A corollary and a generalizing theorem are given which are key
properties for the RIP in the IDM, and for computations with Dirichlet distribu-
tions. See [4,14] for further comments, proofs and related references.
Theorem 1. Consider a mapping from C to C 0, which maps {c1, . . . , cL} to a single
combined category labeled ‘‘+’’ and leaves categories cL+1, . . . , cK unchanged. Let us
note hþ ¼Pkhk, uþ ¼Pkuk and aþ ¼Pkak, with each summation running from 1 to
L. Consider the two vectors h ¼ ðhþ; hLþ1; . . . ; hKÞ (pooled chances) and h =
(h1, . . . , hL)/h
+ (conditional chances). Then
(1) h  Diriða ¼ ðaþ; aLþ1; . . . ; aKÞÞ (pooling property),
(2) h  Diri(a = (a1, . . . , aL)) (restriction property), and
(3) h  h (independence property). Note that the total prior strength is m ¼ m for h,
and m = a+ for h.Corollary 1. Consider a mapping g(Æ) from C to C 0 representing some way of combin-
ing categories into less refined ones. Let h ! h 0, u ! u 0 and a ! a 0 be the mappings
induced by g(Æ) which are carried out by summation over combined categories. Then,
h 0  Diri(a 0), with a 0 = mu 0. This follows from the recursive use of part (1) of Theorem
1. Hyperparameter m is thus preserved by any coarsening of the categories.7 Haldanes model can be viewed as a special degenerate case of the IDM.
8 LP violation also occurs with the reference priors advocated by Bernardo [9, Section 5.4], which
reduce to Jeﬀreys prior in simple cases. In other cases, that approach leads to deﬁning a speciﬁc prior for
each derived parameter of interest.
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by some tree-structure, in the following sense. Let > be a partial order on a set of
nodes T, such that (T, >) has a rooted-tree structure. The nodes of T are divided into
the root, K leaves, and L remaining nodes called c-nodes here. The tree structure re-
ﬂects privileged ways of combining categories: each leaf corresponds to a primary
category c 2 C = {c1, . . . , cK}, and each c-node to a combined category d 2 D =
{d1, . . . , dL}. The vectors h and a can be identiﬁed to measures on set C and thus ex-
tended to set T by summation, hence deﬁning vectors hT and aT. Due to Corollary 1,
saying that h  Diri(a) can be extended to hT  Diri(aT).
The operation of cutting tree T at c-node d amounts to splitting T into two sub-
trees, the upper sub-tree T for which d becomes a leaf, and the lower sub-tree T for
which d becomes the root. Measures on T are extended to T and T in the following
way. The chances hT are restricted to each sub-tree and normalized within each sub-
tree, yielding hT and hT. This normalization only aﬀects sub-tree T, for which the
associated chances hT are conditional chances, each hc being transformed into
hc/hd. The strengths aT are simply restricted to each sub-tree, yielding aT and aT.
Theorem 2 (Bernard [4], Theorem 2). Consider that set C is underlied by tree T and
that hT  Diri(aT). Let T and T be the two sub-trees obtained by cutting T at some c-
node d. Then, (1) hT  DiriðaT Þ, (2) hT  Diri(aT), and (3) hT  hT . The recursive use
of (1)–(3) at every c-node of T enables one to express the overall Dirichlet on h as the
product of L + 1 independent Dirichlet distributions.
It is important to stress that the latter theorem holds for any underlying tree. 9 In
particular, for a binary tree (i.e. such that L = K  2), the overall Dirichlet will be re-
expressed as a product of (K  1) independent Beta distributions. The latter property
yields a simple way to compute a Dirichlet.4. Imprecise Dirichlet model
4.1. Prior and posterior IDM
The IDM was proposed by Walley [28] as a model for prior ignorance about the
chances h. Prior uncertainty about h is expressed by a set of Dirichlet priors. The
prior IDM is deﬁned as the set M0 of all Dirichlet distributions on h with a ﬁxed
total prior strength m > 0,
M0 ¼ fDiriðmuÞ : u 2 Ug: ð5Þ
The IDM depends on a single hyperparameter m, which determines the degree of
imprecision in the inferences. We use the explicit notation IDM(m) when necessary.
The choice of m is discussed in Section 4.6.9 As argued in [4], most if not all inheritance and independence properties of the Dirichlet appear as
applications of Theorem 2 for particular trees.
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dated by Bayes theorem into another Dirichlet on hja, as done in Section 3. This
updating procedure guarantees the coherence of the inferences (see [27, Theorem
7.8.1]). Hence, under the IDM(m), the posterior uncertainty about h is expressed
by the set Mn deﬁned as
Mn ¼ fDiriðaþ muÞ : u 2 Ug: ð6Þ
We denote by Pmu(Æ) a prior probability provided by a particular Diri(mu) in the set
M0, and Pmu(Æja) a posterior probability from a particular Diri(a + mu) in the setMn.
Similarly, Emu (Æ) and Emu(Æja) denote a prior (resp. posterior) expectation provided
by a particular Diri(mu) in the setM0 (resp. a particular Diri(a + mu) in the setMn).
4.2. Answering inference problems with the IDM
In Section 2.2, we classiﬁed inference questions about h into, (i) assessingwhether an
event B about h is true or not, and (ii) making inferences about some real-valued de-
rived parameter d = D(h). Each type of questions can be answered before (prior infer-
ences usingM0) or after (posterior inferences, usingMn) taking data into account.
Prior uncertainty about event B is expressed by the prior lower and upper proba-
bilities P(B) and P ðBÞ, which are obtained respectively by minimizing and maximiz-
ing Pmu(B) w.r.t. u 2 U. Similarly, posterior uncertainty about B is expressed by the
posterior lower and upper probabilities, P(Bja) and P ðBjaÞ, obtained by optimization
(i.e. minimization or maximization) of Pmu(Bja) w.r.t. u 2 U.
Now consider a real-valued derived parameter d = D(h). Prior inferences about d
can be summarized by the prior lower and upper cumulative distribution functions
(cdfs), Fd(d) = P(d < d) and F dðdÞ ¼ P ðd < dÞ. Posterior lower and upper cdfs are
deﬁned in a similar way as Fd(dja) = P(d < dja) and F dðdjaÞ ¼ P ðd < djaÞ. Again,
these lower and upper probabilities are obtained by the optimization of the appro-
priate Pmu(Æ) or Pmu(Æja) w.r.t. u 2 U. Prior credibility limits for d at guarantee c
can be readily found from these lower and upper cdfs, by solving P ðd < d1Þ ¼
1 c and P(d < d2) = c. Posterior limits are obtained similarly by conditioning on
a. The interval [d1, d2] is a (conservative) two-sided credible interval for d at guaran-
tee at least 2c  1. Such intervals provide good summaries of the state of uncertainty
about d. It is often important, however, to compute the prior or posterior lower and
upper expectations, E(d) and EðdÞ, or E(dja) and EðdjaÞ, which summarize the state of
uncertainty about the point estimation of d. These are obtained by optimizing Emu(d)
or Emu(dja) w.r.t. u 2 U.
4.3. RIP and other principles
The IDM satisﬁes all the desirable principles listed in Section 2.4. Prior inferences
satisfy both the SP and the EP. The IDM also satisﬁes the LP and the CP (since it
generalizes Bayesian inference), and the RIP provided that m does not depend on K.
The EP and RIP properties of the IDM follow from Corollary 1 in Section 3.3:
Under a Dirichlet model, coarsenings or reﬁnements of the categories preserve both
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about the RIP).
4.4. Inferences about hk from the IDM
Since the IDM satisﬁes the RIP, inferences about a single hk amount to consider-
ing only two categories, ck and its complement in C (for the same reason, ck may rep-
resent a combined category). In this case, the IDM reduces to the imprecise Beta
model (IBM) of Walley [27, Sections 5.3–5.4]. Prior and posterior inferences can
then all be derived by considering Beta distributions on h of the form Beta(ak +
muk, n  ak + m(1  uk)) with 0 < uk < 1, and by setting n = ak = 0 for prior infer-
ences. All optimization problems considered below are solved as either uk ! 0 or
uk ! 1.
From this, it follows that prior uncertainty about hk is maximal. The prior lower
and upper cdfs are vacuous, P(hk < u) = 0 and Pðhk < uÞ ¼ 1 for any 0 < u < 1. As a
consequence, the prior lower and upper expectations are extreme: E(hk) = 0 and
EðhkÞ ¼ 1. This expresses a state of prior ignorance about hk. 10
The posterior lower cdf P(hk < uja) is the Beta(ak + m, n  ak) cdf, and the upper
cdf P ðhk < ujaÞ is the Beta(ak, n  ak + m) cdf. When m is an integer, these cdfs can
be expressed as binomial cdfs using one of the relationships: P(Beta(a + 1,
n  a) < h0) = P(Bino(n, h0) > a) and P(Beta(a, n  a + 1) < h0) = P(Bino(n, h0)Pa),
for integers a and n.
The posterior lower and upper expectations of hk are given by
EðhkjaÞ ¼ ak=ðnþ mÞ and EðhkjaÞ ¼ ðak þ mÞ=ðnþ mÞ: ð7Þ4.5. Imprecise beta model (IBM) and objective methods
The case where only two categories (K = 2) are distinguished (c1 = ‘‘success’’ and
c2 = ‘‘failure’’), for which the IDM reduces to the IBM, is particularly important to
consider, because it has been considerably discussed within both the frequentist and
objective Bayesian approaches. The main problem here is to make inferences about
the chance of success h1, and a typical question consists in testing a one-sided
hypothesis about h1, H0 : h1 6 h0 vs. H1 : h1 > h0, where h0 is some reference value
for h1. Bernard [3] and Walley [31] compared the frequentist and objective Bayesian
solutions to this problem.
Frequentist approach. The frequentist approach to inference proceeds as follows:
(i) consider all possible datasets with counts A = (A1, A2) that are more extreme than
the observed counts a = (a1, a2) under H0, i.e. such that A1 is greater than a1, and (ii)
add up their probabilities under H0 to compute the p-value of the test. The precise
answer requires specifying the emphasized terms in the preceding sentence. Firstly,10 As indicated by Walley [28, Section 2.7], the IDM has near-ignorance properties, in the sense that it
induces prior ignorance for many, but not all, (derived) parameters. This is a necessary condition for the
model to yield non-vacuous posterior inferences.
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after n observations (binomial sampling), or after a1 successes or a2 failures (nega-
tive-binomial sampling). Secondly, the p-value may incorporate the probability of
the observed data (inclusive convention) or not (exclusive convention), whether the
term ‘‘greater’’ is taken as meaning ‘‘P’’ or ‘‘>’’. 11 Combining all these alternatives
yield several p-values which can be shown to all belong to the interval [pinc, pexc],
where pinc and pexc are the p-values obtained for binomial sampling.
Objective Bayesian approach. In the objective Bayesian approach, the posterior
distribution on h1 is of the form Beta(a1 + a1, a2 + a2) and the Bayesian counterpart
of the frequentist p-value, the Bayesian signiﬁcance level, is the posterior probability
of H0, PBa1;a2 ¼ P a1;a2ðH 0jaÞ. No less than seven objective Beta priors have been pro-
posed in the literature, depending on how prior ignorance is deﬁned (including Hal-
dane, Perks, Jeﬀreys, Bayes–Laplace), and, in some cases, on the stopping rule.
Bernard [3] showed that (i) any of the corresponding Bayesian levels are within
the interval [PB1,0, PB0,1], whose limits are precisely the lower and upper posterior
probabilities of H0 under the IBM with m = 1, and that (ii) PB1,0 = pexc and
PB0,1 = pinc.
Implications for the IDM/IBM. From these results, it follows that any frequentist
p-value and any objective Bayesian level considered above belongs to the interval
[PB1,0, PB0,1]. For a one-sided hypothesis, all objective alternative inferences are
thus encompassed by the IBM with m = 1. Walley [31, Section 6] showed a more gen-
eral result, stating that the IBM with m = 1 produces inferences for one-sided or equi-
tailed two-sided hypotheses about h1 which are valid from a frequentist viewpoint
under any monotone stopping rule (binomial and negative-binomial sampling being
particular cases).
Large n and imprecision. From the preceding results, under the IBM with m = 1,
the posterior imprecision about H0 is Dðh1 6 h0jaÞ ¼ na1
 
ha10 ð1 h0Þa2 . When
a1 = 0, this simpliﬁes to D(h1 6 h0ja) = (1  h0)n, which, even for large n, can be very
large for small values of h0. As a numerical example, take a1 = 0, a2 = 100 and
h0 = 0.001. Then we have P(h 6 h0ja) = 0.095, Pðh 6 h0jaÞ ¼ 1 and D(h 6 h0ja) =
0.905. Such a large imprecision occurs because the data are compatible with H0
in the most extreme way (no success was observed), while also being quite com-
patible with H1: even if h1 was larger than h0, say h1 = 2h0 = 0.002, the chance of
ﬁnding no success out of n = 100 observations would be 0.82, a quite large
value. For the same data, the value of P(H0ja) using the objective Bayesian
priors are: 0.08 (Bayes–Laplace), 0.33 (Perks or Jeﬀreys), and 1 (Haldane). The
imprecision in the IBM actually reﬂects the disagreement between objective Bayesian
models. From the frequentist viewpoint, the phenomenon occurs because P(ajH0) is
high.11 The inclusive convention is the most usual one, but it is known to be conservative, whereas the
exclusive convention is anti-conservative.
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The IDM deﬁned in (5) and (6) depends on the choice of the hyperparameter m.
From (7), it is clear that m determines how fast the lower and upper probabilities con-
verge one towards the other as n increases, and can thus be interpreted as a measure
of the caution of the inferences. More precisely, for m2 > m1, it can be shown that, for
any event B, the probability interval ½P 1ðBÞ; P 1ðBÞ obtained under the IDM(m1) is
contained in the probability interval ½P 2ðBÞ; P 2ðBÞ obtained under the IDM(m2).
Hence, the larger m is, the more cautious the inferences are. A related intuitive view
of hyperparameter m is to consider it as a (possibly fractional) number of additional
unknown observations when taking Haldanes improper prior as a reference.
One important criterion for the choice of m is the requirement that the IDM
should be cautious enough to encompass frequentist or objective Bayesian alter-
natives, but not too cautious to avoid too weak inferences. First researches led
to several convincing arguments for choosing 1 6 m 6 2, but were mostly relative
to the binary case (K = 2) (see [3,28]). Clearly, both Haldanes and Perks mod-
els are encompassed by the IDM provided that mP1. Since m must not depend
on K for the RIP to be satisﬁed, the IDM does not systematically encompass Jeﬀreys
and Bayes–Laplaces models. However, these two models are not serious competi-
tors in general, since they may lead, for some parameters, to prior inferences
that seem far too much informative. We shall see examples of this in Sections 6
and 8.1. Recent work provides some support for m = 2 in considering statistical
problems where K is large: inference about local association in a contingency table
(see [8] and Section 6); non-parametric inference about a mean (see [6] and
Section 8.1).
4.7. Computing inferences about d = D(h) from the IDM
Let d = D(h) be a real-valued function of h. To make inferences about d, the ﬁrst
step consists in expressing d using the smallest number of (combined) categories,
which, from the RIP, allows computations on a simplex with less dimensions. If
d depends on hk and hl through hk + hl only, then categories ck and cl can be
pooled without changing the inferences. From now on, assume that the problem is
reduced in that way. We saw that the IDM requires the optimization of Emu(dja)
and of Pmu(d 6 uja) w.r.t. u 2 U, setting a = 0 for prior inferences. The next theorem
shows that these problems have a simple and common solution for the linear case
(see [6,30]).
Theorem 3 (Expectation and cdf of a linear parameter). Let h  Diri(a + mu) and
denote Emu(hja) the expectation of h given in (4). Let d = D(h) and define EHmuðdjaÞ ¼
DðEðhÞÞ and u (resp. u) a value of u minimizing (resp. maximizing) EHmuðdjaÞ. Then, if
D(Æ) is linear in h, i.e. d ¼Pkykhk with yks all different, (1) EmuðdjaÞ ¼ EHmuðdjaÞ, (2)
Emu(dja) is minimized for the unique u such that ui = 1 for i : yi = Min(y) and
maximized for the unique u such that uj = 1 for j : yj = Max(y), (3) The cdf Pmu(d < uja)
is minimized for u ¼ u and maximized for u = u.
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and (3) can be used for obtaining approximations of E(dja) and EðdjaÞ, and of
Fd(uja) and F dðujaÞ in the following way: (i) ﬁnd an exact or approximate value
for Emu(dja) under a Dirichlet on h, (ii) minimize and maximize it in order to obtain
u and u (which may be not unique), and (iii) use u (resp. u) as approximate values
for maximizing (resp. minimizing) Fd(uja). We make the conjecture that this proce-
dure may provide quite accurate approximations of the lower and upper cdfs for
most functions D(Æ). According to Hutter [19], the approximation error is typically
of order 1n. Once a single Dirichlet distribution is identiﬁed as an approximate
solution of some optimizing problem, its cdf can be accurately approximated by
Monte Carlo sampling, using e.g. Theorem 2 (see also [4,5]).
Hutter [19] studies estimators, such asEmu(dja), whose functional form in terms ofu
is partly known (in a way which can be diﬃcult to assess for someD(Æ)). Denote Est(u)
such an estimator, expressed as a function of u = (uk)k=1,. . .,K, with uk ¼ akþmuknþm . The
author gives exact expressions for Est(u) and EstðuÞ for concave or convex Est(Æ) such
that EstðuÞ ¼PkhðukÞ. Conservative approximations are proposed for arbitrary
twice-diﬀerentiable functions Est(Æ), which are useful when n is not too small. These
results partly answer parts (1) and (2) of Theorem 3 for non-linear D(Æ). The
paper indicates possible extensions to approximations of lower and upper cdfs for
general d.5. Predictive inference and the rule of succession under the IDM
Predictive inference consists in making inferences about the composition a 0 of a
future dataset of size n 0. This is a fundamental problem in statistics as recognized
by [16,23]. In the Bayesian and IDM approaches, parametric inference can be ob-
tained from predictive inference as n 0 ! 1, and hence predictive inference can be
viewed as more general. The problem of predicting the next observation (n 0 = 1),
whose answer constitutes a rule of succession, has been one of the most debated prob-
lems in statistics (see [30, Section 4] and [33]).
In the Bayesian approach, the prior h  Diri(mu) is updated into the posterior
hja  Diri(a + mu). To each of these states of uncertainty about h corresponds a state
of uncertainty about future observations, both described by Dirichlet-multinomial
distributions: a prior predictive distribution, a  DiMn(mu,n) which, to any composi-











and a posterior predictive (or simply predictive) distribution on future data
a0 ¼ ða0; . . . ; a0KÞ of size n 0 conditionally on a, which is an updated Dirichlet-multino-
mial, a 0ja  DiMn(mu + a, n 0). The prior predictive on f = a/n tends to the Dirichlet
prior on h as n!1, and the posterior predictive on f 0 = a 0/n 0, given a, tends to the
Dirichlet posterior on hja as n 0 ! 1.
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When considering the IDM, prior and posterior predictions are made through sets
of Dirichlet-multinomial distributions. Prior uncertainty about a is described by
{DiMn(mu,n) :u 2 U}, and posterior uncertainty about a 0ja by {DiMn(a + mu,
n 0) :u 2 U}.
As shown in [30], it is possible to set up an equivalent predictive model without
any reference to an inﬁnite population and underlying chances h, as follows. Con-
sider the (precise) Bayesian approach ﬁrst: (i) prior uncertainty about the combined
(observed plus future) data a* = a + a 0 is described by a*  DiMn(mu, n*) with
n* = n + n 0; (ii) the sampling model for aja*, derived from exchangeability assump-
tions only, is characterized by a multi-hypergeometric likelihood; (iii) the updated
predictive distribution is then a 0ja  DiMn(mu + a, n 0). When imprecision is intro-
duced, this predictive model becomes the imprecise Dirichlet-multinomial model
(IDMM) of [30] which yields the same sets of Dirichlet-multinomials on a and a 0ja
as the IDM. Thus, under weaker assumptions than the IDM, the IDMM produces
the same prior and posterior predictive inferences as the IDM. In many respects, we
consider the IDMM as more fundamental than the IDM. Several questions of pre-
dictive inference using the IDMM are studied in [30], but here we restrict our atten-
tion to the rule of succession problem.
5.2. Rule of succession under the IDM
Consider the case n 0 = 1, i.e. the problem of making predictions about the next
observation. Solving it, in a way or another, yields what is known as a rule of suc-
cession. Let Bj be the event that the next observation belongs to the (primary or com-




Under the IDM(m), the lower and upper prior probabilities of Bj are vacuous, so
that there is prior ignorance about Bj: P(Bj) = 0 and P ðBjÞ ¼ 1, and are obtained as
uj ! 0 and uj ! 1 respectively. The same limits also yield the posterior lower and
upper probabilities of Bj,
P ðBjjaÞ ¼ ajnþ m and P ðBjjaÞ ¼
aj þ m
nþ m : ð8Þ
Let us note that neither the prior rule nor the posterior rule depends on K nor J,
since the IDM satisﬁes both the EP and the RIP. Note also that the posterior interval
always contains the observed frequency fj ¼ aj=n. 12 Consider the example of Sec-
tion 2.3. Under the IDM(m), the lower and upper probabilities of observing a red
marble on the ﬁrst trial are P(red) = 0 and PðredÞ ¼ 1, and, after having observed
the sequence blue, green, blue, blue, green, red, the lower and upper probabilities12 Note that the lower and upper probabilities that the next observation is of type ck (setting j = k in (8))
coincide with the lower and upper expectations of hk in (7). However, these are conceptually quite diﬀerent
objects, needed in diﬀerent contexts.
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ð1þ mÞ=ð6þ mÞ, irrespective of whether the set of categories is deﬁned as C1 =
{red, non-red}, C2 = {light-red, dark-red, non-red} with red = {light-red, dark-red},
or C3 = {red, blue, green, other}.
For a ﬁxed m, the posterior probability interval gets narrower as n increases, both
lower and upper probabilities converging to fj as n!1. For a ﬁxed n, the degree of
imprecision is determined by m. The imprecision is initially maximal, D(Bj) = 1, and is
reduced to DðBj j aÞ ¼ mnþm by observing the data.
5.3. Objective Bayesian rule of succession and categorization arbitrariness
The rule of succession obtained from a single symmetric Dirichlet distribution,
Diri(a) with ak = m/K, is
P ðBjjaÞ ¼ aj þ mJ=Knþ m : ð9Þ
Each objective Bayesian model thus leads to a diﬀerent rule of succession. The
values of P(Bjja) are: ajþJnþK (Bayes–Laplace), ajþJ=2nþK=2 (Jeﬀreys), ajþJ=Knþ1 (Perks), and ajn (Hal-
dane). All rules, except Haldanes, depend on J and K. This illustrates the fact that
proper objective Bayesian models violate the RIP. For the bag of marbles example,
each of the three former models leads to a value of P(redja) which depends on
how the set C of possible colours is deﬁned. For instance, considering sets C1, C2






















Let us now introduce categorization arbitrariness more generally, by considering
all possible ways of deﬁning the set of categories C such that the event Bj
remains fundamentally unchanged. The only constraints that J and K must sat-
isfy are: 1 6 J < K <1. When considering all possible values of J and K, all
Bayesian succession rules, but Haldanes, lead to probability intervals: [0, 1] for






for Perks model. It is striking that,
when categorization arbitrariness is taken into account, the usual precise objective
Bayesian models become actually imprecise and comparable to the IDM. Both
Bayes–Laplace and Jeﬀreys models lead, for any n, to vacuous posterior probabili-
ties, which would be consistent with the IDM with m =1, but which does not pro-
vide useful inferences. On the other hand, Perks model is consistent with the IDM
with m = 1.
Another diﬀerence between the IDM and Bayesian models needs to be stressed.
Consider the particular case J = 1, K = 2. If aj = n/2, i.e. fj = 1/2, each of the four
Bayesian rules yields P(Bjja) = P(B) = 1/2, whether n = 2, n = 100 or n = 1000. The
Bayesian approach does not distinguish probabilities that are based on a substantial
information from the ones that merely express a state of ignorance. On the contrary,
under the IDM, the lower and upper probabilities of Bj are initially vacuous and get
closer and closer as n increases.
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With the aim of trying to reconcile Bayesian and frequentist predictions, Thatcher
[26] compared conﬁdence (frequentist) limits and credibility (Bayesian) limits for
predictions from binomial or hypergeometric data (case K = 2). The main result is
that upper conﬁdence and credibility limits for a01 coincide iﬀ the prior is
Beta(a1 = 1,a2 = 0), and that the lower conﬁdence and credibility limits for a01 coin-
cide iﬀ the prior is Beta(a1 = 0,a2 = 1). In particular, for n 0 = 1, these lower and upper
limits correspond exactly to the lower and upper rules of succession under the IDM
with m = 1. 136. Association in contingency tables
6.1. Measuring local association in two-way tables
Walley (see [28, Section 5] and [29]) applied the IDM, or more precisely a product-
IDM as we shall see, to make inferences about the association in a 2 · 2 contingency
table. Bernard [8] studied the general case of two-way contingency tables using the
IDM. We ﬁrst summarize the main results of that latter paper, before focusing on
the comparison between the IDM and alternative objective models. Consider that
we have data cross-classiﬁed according to two categorical variables XI and XJ, with
outcomes in sets I and J respectively, so that the data yield a contingency table in-
dexed by I and J, with counts (aij)i2I,j2J. Here the overall number of categories is
K = jIj · jJj. For studying association between XI and XJ, we used a local measure
of association, the association rate, deﬁned for each cell (ij) as a function of the
chances h by sij ¼ hijhi:h:j  1, where hi. and h.j denote the marginal chances of i and
j. The parameter sij takes values in [1, +1[, with positive, null or negative values
respectively indicating attraction, local independence or repulsion between modalities
i and j. 14
6.2. Inferences about sij under the IDM
Let us ﬁrst consider the inferences drawn from the IDM(m) about the derived
parameter sij for a given cell (ij). Consider the pooled 2 · 2 table indexed by
Iw = {i, i 0} and Jw = {j, j 0}, where i 0 and j 0 denote the pooled categories deﬁned as13 Conclusions of Thatcher came actually very close to the IDM idea: ‘‘. . . we shall consider whether
these diﬃculties can be overcome by a more general approach to the prediction problem: in fact, by
ceasing to restrict ourselves to a single set of conﬁdence limits or a single prior distribution’’ [26, p. 187].
14 The index sij is one among a series of possible measures of local association. It has a natural
interpretation as a rate of over- or under-representation of cell (ij) w.r.t. to independence. Goodman [17]
takes it as a basic index (calling it a ‘‘Pearson contingency’’). It is also a simple case of Hildebrand et als
‘‘Del’’ index (see [18]) and of Bernards multivariate implicative index [7].
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ing up the relevant chances and counts. Since sij is unchanged by this pooling, and
since the IDM satisﬁes the RIP, inferences about sij involve this relevant 2 · 2
table only. In the sequel, we thus consider the pooled table indexed by Iw · Jw =
(ij, ij 0, i 0j, i 0j 0) (in that order).
The prior lower and upper expectations and cdfs of sij are vacuous, so that there
is prior ignorance about sij. Approximate posterior lower and upper expectations
and cdfs of sij are given in [8], using the algorithm described in Section 4.7. In gen-
eral, the vectors u attaining the (possibly approximate) optimum, for either prior or
posterior expectations and cdfs, are not in EðUÞ. The optimal solutions allocate non-
null prior strengths either to cells (ij) and/or (i 0j 0), or to cells (ij 0) and/or (i 0j), see [8]
for details.
6.3. Testing local independence
Under a Dirichlet model, there is no known simple expression of the cdf P(sij < u)
for general u. However, such a simple expression exists for the case u = 0 which
amounts to testing local independence. We shall thus restrict our attention to the test
of H0 : sij 6 0 vs. H1 : sij > 0, for which exact comparisons between the IDM and
alternative models can be carried out.
6.3.1. Frequentist inference: Fisher’s exact test
Let us ﬁrst consider frequentist inference. As shown in [8], the test above is equiv-
alent to Fishers exact test for a 2 · 2 table. Fishers test amounts to considering all
2 · 2 tables A having the same margins as those observed. The frequentist probabil-
ity of A = a under H0 is a hypergeometric probability,
P ðajH 0Þ ¼ ai:! ai
0:! a:j! a:j0 !
n! aij! aij0 ! ai0j! ai0j0 !
: ð10Þ
The one-sided p-value pobs of Fishers test is computed as the sum of probabilities of
all As that are more extreme than the observed a (Aij greater than aij). As in Section
4.5, this deﬁnes two possible p-values pobs according to whether the observed data a
is included (pobs = pinc) or excluded (pobs = pexc) in computing the p-value.6.3.2. Objective Bayesian models
For the Bayesian approach, we assume that the model is put on the relevant 2 · 2
pooled table and that sampling is multinomial. Under a Bayesian model, and when
the prior strengths a are all integers (e.g., Haldanes and Bayes–Laplaces priors),
P(H0ja) can be easily computed from the following lemma.
Lemma 1. Consider a 2 · 2 contingency table a and the test of H0 : sij 6 0 vs.
H1 : sij > 0. Let pinc and pexc be one-sided p-values of Fishers exact test under the
inclusive or exclusive convention. Denote by Pa(Æ) a probability derived from the prior
h  Diri(a). Then we have pinc = P(0,1,1,0)(H0ja) and pexc = P(1,0,0,1)(H0ja).
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any objective prior (Haldane, Perks, Jeﬀreys or Bayes–Laplace) leads to a value
for Pa(H0ja) which belongs to the interval [pexc, pinc] (see [2,8]).6.3.3. Imprecise probability models, IDM and product-IDM
Two imprecise models can be considered for the analysis of a contingency table,
and in particular for testing H0: an overall IDM on the whole table, as suggested by
[8]; or a product-IDM, i.e. several independent IDMs for the rows (or the columns)
of the table, as proposed in [28,29].
Walley et al. [29, Section 5.4] (see also [28, Section 5]) consider a well-known data-
set, the ECMO data, involving two binary variables XI and XJ: XI denotes two
groups of patients, receiving a diﬀerent treatment each, and XJ denotes the binary
outcome of the treatment. These authors advocate the use of two independent
IDMs, one for each group, with identical prior strengths m1, which are actually
imprecise Beta models (IBMs) since variable XJ is binary. Under that model, which
we denote as PIBM(m1) from now on, the authors show that the value m1 = 1 leads to
P ðH 0jaÞ ¼ pinc, a result which is essentially half of Lemma 1. The other part of
Lemma 1 states that P(H0ja) = pexc.
Let us now consider inferences from the IDM(m). Under the IDM, the lower prob-
ability P(H0ja) is obtained from a Dirichlet with u equal either to (1, 0, 0, 0),
(1/2, 0, 0, 1/2) or (0, 0, 0, 1) depending on whether a1 is less than, equal to, or greater
than a4. Similarly, the upper probability P ðH 0jaÞ is obtained for u equal either to
(0, 1, 0, 0), (0, 1/2, 1/2, 0) or (0, 0, 1, 0) depending on whether a2 is greater than,
equal to, or less than a3. Using Lemma 1, in most cases, these lower and upper prob-
abilities can be simply computed from hypergeometric probabilities (10) involved in
Fishers exact test.6.3.4. Relationship between models
Provided that m P 2m1, the IDM(m) encompasses inferences from the PIBM(m1) for
the test of H0 : sij 6 0 vs. H1 : sij > 0, concerning a single cell (ij). Suppose now that I
and J have strictly more than two categories each, and that in order to give an over-
all view of the attractions/repulsions pattern in the table, we carry out this test for
each cell (ij) in I · J. This leads to consider several speciﬁc PIBMs, one for each cell,
which cannot be all deduced from a single imprecise model over the whole table.
Hence, even though each speciﬁc PIBM is by itself coherent, the set of these speciﬁc
PIBMs may produce incoherent inferences. In contrast, any IDM with mP2m1 over
the whole table encompasses all these speciﬁc PIBMs and is globally coherent.
As a summary of all relationships between alternative models considered in this
section, we have the followingTheorem 4. Given a table indexed by I and J, for any cell (ij), the posterior lower and
upper probabilities of event sij 6 0 from the IDM with m = 2 encompass (i) Fishers
exact probabilities for H0 : sij 6 0 vs. H1 : sij > 0 using either the exclusive or the
inclusive convention, (ii) the Bayesian posterior probabilities of the same event under
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being defined on the relevant pooled 2 · 2 table), and (iii) the lower and upper
probabilities from the PIBM with m1 = 1 of [29].Remark 1. We think that this result is another strong argument in favour of choos-
ing m = 2 in the IDM, especially because it deals with a case where the number of cat-
egories K may be large and because we argued that such cases are crucial for
comparisons between the IDM and alternative objective models.Remark 2. Consider the two following data structures: (i) several groups G of units
classiﬁed according to set C, (ii) a single sample of units cross-classiﬁed according to
sets G and C. Some statistical questions, e.g. comparing the compositions in C of two
groups, are essentially the same in the two cases, and should thus lead to the
same inferences. However, case (i) suggests taking jGj independent IDMs on C (a
product-IDM, as suggested by Walley [28,29]), whereas case (ii) suggests taking
an overall IDM on G · C. The two approaches differ in the level at which the
RIP is satisﬁed (within each row and/or each column, or globally), in the overall total
prior strength (jGj · m or m), and hence in the degree of imprecision they generate.
Hutter [19] discusses the types of applications for which a product-IDM could be
an appropriate model. Which model should be adopted in such or such case, is an
important question which is not settled yet and deserves further investigations, in
our view.6.4. Imprecision and large n for a 2 · 2 table
As an extreme example, consider the test of H0 : sij 6 0 vs. H1 : sij > 0, for a 2 · 2
table with n = 115 and observed counts a = (0, 4, 4, 107) for modalities (ij, ij 0, i 0j, i 0j 0).
Under the IDM with m = 2, we ﬁnd P(H0ja) = 0.014 and P ðH 0jaÞ ¼ 1, so that impre-
cision D(H0ja) = 0.986 is almost maximal. As Theorem 4 shows, this high impreci-
sion has a counterpart as a high disagreement in the alternative objective
approaches. First, the (frequentist) p-value of the test is either pexc = 0.134 or
pinc = 1. The diﬀerence between these two values, 0.866, is simply the probability
of a under H0 as given in (10). Secondly, the objective Bayesian inferences for
P(H0ja), range from 0.198 (Bayes–Laplace), 0.429 (Jeﬀreys), 0.650 (Perks), to 1
(Haldane).
Let us comment on the interpretation of such a high imprecision. On one hand,
since aij = 0, the data could not be more in favour of H0, and thus P ðH 0jaÞ is max-
imal. However, under the hypothesis of independence or of an attraction between i
and j, observing a 0 count in cell (ij) table is not improbable (from (10), its probabil-
ity is 0.866 under independence) due to the rareness of both categories i and j. Hence
P(H0ja) is small. The data are in fact quite compatible with both H0 and H1 and the
IDM recognizes that uncertainty. We encountered a similar situation in Section 4.5:
a high imprecision in inferences from the IDM, despite a rather large n, having as
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frequentist probability of the observed data under some hypothesis.
6.5. Multi-way contingency tables
A more general problem is to study the association between more than two cat-
egorical variables. Suppose that we have a sample of units described by several cat-
egorical variables X1, . . . , XL with generic modalities x1, . . . , xL. A conjunction of
modalities, either partial or global (i.e. involving some or all variables respectively),
is called a pattern. A generic pattern is denoted x.
Bernard [7] considers the case where variables are all binary, and proposes an infer-
ential method, based on the IDM with m = 1, for summarizing the associations
between variables in terms of quasi-implications between their modalities, e.g.
x1x3 ! x4 (the conjunction of x1 and x3 quasi-implies x4). Quasi-implications are
deﬁned by means of a local multivariate measure of association generalizing the asso-
ciation rate of Section 6.1. The IDM induces prior ignorance about all possible quasi-
implications. Also, the study of rare patterns shows that the IDM separates, through
the degree of imprecision in posterior inferences, the cases where a conclusive state-
ment can be reasonably reached, from those where uncertainty still dominates and
should do so, as conﬁrmed by comparisons with frequentist and Bayesian methods.
The same phenomenon as the one described in Sections 4.5 and 6.4 occurs here too.
Zaﬀalon [35] considers the problem of summarizing the association structure be-
tween the variables (not necessarily binary) by an undirected tree. If the chances h of
all patterns were known, an undirected tree could be built as an approximate model
of the dependence between variables. In [35], dependence between two variables is
measured by the mutual information (MU) index, and uncertainty about h is intro-
duced through the posterior lower and upper expectations of the MUs under the
IDM. The paper focuses on identifying the edges that are common to all trees com-
patible with these imprecise MUs. Zaﬀalon and Hutter [37] went a step further by
measuring uncertainty about each MU by an imprecise credibility interval obtained
under the IDM.
A related problem is that of classiﬁcation, in which there is an extra class variable,
indexing classes in set Z, some of which must be predicted from the initial variables
considered as predictors. Standard methods produce rules that associate each global
pattern x of the predictors with a single class z 2 Z, on the basis of some estimate
(frequentist or Bayesian) of ðhxz Þz2Z , i.e. the chances of each z 2 Z conditional on pat-
tern x. Zaﬀalon [36] introduced the naive credal classiﬁer (NCC) in which estimates
are allowed to be imprecise (credal sets), and which yields, for each global pattern, a
set of predicted classes instead of a single one. In [34], Zaﬀalon speciﬁcally studies the
situation where these credal sets arise as predictive lower and upper probabilities for
the next observation under a product-IDM model. The NCC and its precise Bayes-
ian version, the naive Bayesian classiﬁer, both rely on an independence assumption,
which suggests using a product of independent local IDMs instead of a single global
IDM. This assumption seems to be a condition for obtaining not too weak inferences
when variables are numerous.
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The preceding section considered the case in which categories arise from a cross-
classiﬁcation. The case of tree-structured data constitutes another important domain
of application of the IDM. As in Section 3.3, suppose that the set C of primary cat-
egories is underlied by some tree-structure, with leaves representing primary catego-
ries and the non-leaf nodes combined categories. Such a tree-structure may exist a
priori and indicate some privileged coarsenings or reﬁnements of the categories
(see an example in [4]). It may also point some conditional chances as being privi-
leged parameters of interest. Theorems 1 and 2 express that an overall Dirichlet dis-
tribution on h induces independent Dirichlets on the combined or conditional
chances associated with separate sub-trees. They have a further implication when
the IDM is used: an overall IDM(m) on h induces an IDM with the same m on the
combined or conditional chances associated with any sub-tree. As a consequence,
inferences are unchanged whether a global IDM is set on the overall tree, or whether
a speciﬁc IDM is set on some sub-tree of interest. Inferences from the IDM obey
some kind of speciﬁcity principle suggested as desirable by [4].
In other situations, the tree-structure arises a posteriori. This is the case when mul-
tivariate categorical data are used to build a classiﬁcation tree, as in the work of Abel-
la´n andMoral [1] (see also the paper by the same authors in this issue). The situation is
identical to the classiﬁcation problem described in Section 6.5, with several predictor
variables, X1, . . . , XL and a class variable to be predicted, with values in set Z. Here,
we note x a partial pattern of the predictors.What is searched here is to build a directed
tree, whose leaves correspond to partial patterns, and where each leaf is associated
with a credal set on Z, which yields a subset Z*  Z as a set of predicted values. As
in [34], the credal set is provided by the lower and upper expectations of ðhxz Þz2Z , the
chances of each z 2 Z conditional on x, under the IDMwith m = 1. The decision to cre-
ate a new branch (i.e. to add an extra predictor at some existing leaf), and eventually to
stop the building process, is governed by a measure of total uncertainty (TU) specif-
ically designed for credal sets. The resulting classiﬁer is shown to induce very little
overﬁtting (a common problem in learning methods) as compared to alternative meth-
ods, and hence appears as a quite reliable procedure for prediction. 158. Non-parametric inference using the IDM
Non-parametric inference for real-valued data is a very promising ﬁeld of applica-
tion of the IDM. Consider that data are observations from a real-valued variable Y
with unknown distribution. Usual parametric methods derive inferences from such
data by assuming some parametric form for the distribution of Y, e.g. a normal dis-
tribution. On the contrary, in order to avoid making such restrictive assumptions15 It would be of great interest to study how this classiﬁer, and in particular its rate of correct
predictions, are aﬀected by varying the value of m.
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ent discreteness of most observations and hence models the possible values of Y as a
discrete set of either scalars or intervals. Under that more general assumption, data
are considered as a multinomial sample, whose categories are the elements of this
discrete set, having ﬁxed but unknown chances.
8.1. Non-parametric estimation of a mean
As a ﬁrst example, consider the following problem ﬁrst studied by Bloch and Wat-
son [10] under a Bayesian approach, and more recently by Bernard [6] using the
IDM. We are interested in a numerical variable Y deﬁned on an inﬁnite population,
whose possible values are bounded and with ﬁnite precision, i.e. are from the set
{y1, y2, . . . , yK}. The proportions or chances h = (h1, . . . , hK) of each of these values
in the population are unknown. Without loss of generality, we assume that
y1 < y2 < 	 	 	 < yK. A sample of size n is drawn from the population and yields the
counts a = (a1, . . . , aK). The problem is to make inferences about the unknown mean
l of variable Y, l ¼Pkhkyk, without making any assumptions about the underlying
distribution of Y.
A Bayesian approach to this problem was proposed in [10], which we just sketch
here using notations and deﬁnitions of [6]. Let us deﬁne a L-Dirichlet (L-Diri) distri-
bution as follows. Let h = (h1, . . . , hK) be distributed Diri(a), where a = (a1, . . . , aK),
and let l ¼Pkhkyk, where y = (y1, . . . , yK) is a vector of reals. Then we say that l
follows a L-Diri(y, a). In the Bayesian approach, we have h  Diri(a) and
hja  Diri(a + a). Hence, the prior and posterior distributions for l are respectively
l  L-Diriðy; aÞ and lja  L-Diriðy; aþ aÞ: ð11Þ
Since l is a linear combination of the hks and expectation is linear, the prior
and posterior expectations of l take simple expressions, E(l) =Mean(y, u),
and E(lja) = (mMean(y, u) + nMean(y, f))/(m + n), where Mean(y, w) denotes the
weighted mean of y = (y1, . . . , yK) with weights w = (w1, . . . , wK). Further properties
of L-Dirichlet distributions are given in [6,10].
Let us now apply the IDM(m) to that problem. According to Theorem 3, the lower
(resp. upper) cdfs of both l and lja are attained as uK = 1 (resp. u1 = 1). The two
same values for vector u provide the prior and posterior upper (resp. lower) expec-
tations of l.
Prior uncertainty. The prior L-Dirichlet distribution obtained for u1 = 1 can be
rewritten as y1 + (yK  y1)Beta(0, m) which is a punctual distribution concentrated
at y1. Symmetrically, the prior L-Dirichlet obtained for uK = 1 can be rewritten as
y1 + (yK  y1)Beta(m, 0) which is a punctual distribution concentrated at yK. In par-
ticular, we have E(l) = y1 and EðlÞ ¼ yK . These results indicate that prior uncer-
tainty about l is maximal, for any m > 0. Another important result shown in [6,
Theorem 1] is that the uniform distribution on [y1, yK] for l (a good Bayesian can-
didate for prior ignorance), Uni(y1, yK), is a special case of the L-Dirichlet distribu-
tion, namely L-Diri(y, (1, 0, . . . , 0,1)) = y1 + (yK  y1)Beta(1, 1), which corresponds
to m = 2 and u1 ¼ uK ¼ 12.
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out using the two extreme distributions L-Diri(y, (a1 + m, a2, . . . , aK)) and
L-Diri(y, (a1, . . . , aK1, aK + m)). It follows that the lower (resp. upper) posterior
expectation of l is a weighted average of the observed mean and of the extreme
possible value y1 (resp. yK):
EðljaÞ ¼ nMeanðy; aÞ þ my1
nþ m and EðljaÞ ¼
nMeanðy; aÞ þ myK
nþ m :
No simple expression of the posterior lower and upper cdfs for l seems to be known
(see [10]), but obtaining them numerically is straightforward since each cdf involves a
single Dirichlet. 16
Implications for the choice of m. For this application, it turns out that Jeﬀreys and
Bayes–Laplaces priors on h lead to highly informative priors on l, and the larger K,
the more informative about l they are. Thus, none of these models can be taken as a
reasonable model for prior ignorance from an objective Bayesian viewpoint. On the
other hand, taking m = 2 ensures that the IDM(m) encompasses the most acceptable
alternative objective Bayesian models, Haldanes (m = 0) and Perks (m = 1) priors on
h, and the uniform on l. We believe that these results provide another strong argu-
ment for m = 2 in a case where K is possibly very large.
8.2. Non-parametric analysis of failure data
Another application of the IDM in a non-parametric context is provided by the
work of Coolen [12] about the analysis of failure data including right-censored
observations, which are common types of data in reliability theory or survival
analysis. The author uses a ﬁnite partition of the time-axis in K intervals,
[0,1] = I1 [ I2 [ 	 	 	 [ IK, with yk separating Ik and Ik+1, and assumes a multinomial
model on the set of categories so deﬁned, with unknown chances h = (h1, . . . , hK).
The observed data consist in two vectors of counts: a = (a1, . . . , aK), with
n ¼Pkak and where ak is the observed number of failure times in interval Ik; and
b = (b1, . . . , bK), with nc ¼
P
kbk and where bk is the number of observations cen-
sored at time yk, meaning that they belong to some interval Ij with j > k. In this set-
ting, the n failure data behave as usually, each ak providing information about hk,
whereas the nc censored data behave diﬀerently, each bk providing information aboutP
j>khj only.
Under a prior Dirichlet model for chance h, the posterior distribution of (hja, b) is
a generalized Dirichlet as deﬁned by [11]. Under the IDM, posterior uncertainty
about h is then described by a set of such generalized Dirichlets. The IDM is pre-
sented mainly as a means to produce robust Bayesian inferences with respect to
the prior. The interpretation of m (values of 1 or 2 are used) as a number of additional
imaginary data is stressed. The main focus of [12] is about deriving lower and upper16 Walley [28, Section 6] considers a slightly diﬀerent setting, in which observable values are
subintervals of the real line, and gives simple expressions of the lower and upper cdfs of the value of the
next observation (predictive inference for n 0 = 1).
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the IDM over alternative methods for that problem: (i) the interval formed by the
lower and upper expectations encompasses the point estimates from alternative
methods, including the classical frequentist PLE method; (ii) the IDM avoids the
problem of 0 or rather arbitrary estimates for hk which occurs with several ap-
proaches when no failures nor censored data are observed in some interval(s).9. Conclusions
The IDM was recently proposed by Walley [28] as a statistical model for making
inferences about the chances h of a multinomial process. It is an imprecise probabil-
ity model, in which prior and posterior uncertainty about h are each described by a
set of Dirichlet distributions, whose size is governed by the hyperparameter m. Walley
[28, p. 7] lists several good reasons to use sets of Dirichlet distributions: sets of
Dirichlets are very rich, the model generalizes common Bayesian models, and is
mathematical tractable. An important feature is the fact that ‘‘when categories are
combined, Dirichlet distributions transform to other Dirichlet distributions (this is
the crucial property which ensures that the RIP is satisﬁed)’’, each having the same
m value.
The IDM and alternative objective models. The IDM can be viewed merely as a
way to make robust Bayesian inferences with respect to the prior. A stronger view,
which we support, is to think that imprecision is a fundamental component to give a
full account of uncertainty (see [27, Chapter 5]). Introducing imprecision actually
provides means to reconcile frequentist and objective Bayesian models (see several
examples in [31]). In particular, the IDM satisﬁes several desirable principles for
inferences from a state of prior ignorance (symmetry, embedding, representation
invariance (RIP), likelihood, and coherence principles), which are never jointly sat-
isﬁed by alternative objective models. In particular, the RIP property ensures that
inferences are protected against the possible arbitrariness in categorization (see,
e.g., Sections 5.2 and 5.3).
Scope of the IDM. We believe that the IDM has a very wide range of application.
In fact, any problem considered in the Bayesian framework, using a Dirichlet prior,
can be generalized using the IDM. This includes many problems in statistics and in
artiﬁcial intelligence. We reviewed here several recent applications of the IDM: anal-
ysis of contingency tables (Section 6), analysis of tree-structured data (Section 7) and
non-parametric inferences for real-valued data (Section 8). Although the IDM is
quite recent, several other applications can be found in the literature that space limits
did not allow us to review here, e.g. some work in the context of game-theoretic
learning [25]. Most of this researches share the idea that the IDM gives a better ac-
count of the posterior uncertainty about the hks (or functions of them) than usual
methods. For instance, many methods produce estimates of hk equal to 0 for an
unobserved category, and/or rather arbitrary estimates when the sample size n is
small. Instead, the uncertainty expressed by lower and upper expectations of hk from
the IDM, given in (7), appears far more satisfactory. Of course these researches raise
148 J.-M. Bernard / Internat. J. Approx. Reason. 39 (2005) 123–150new questions that would need to be investigated further. A general need, when
inferences about chances hks or about some function of them are required, is to con-
sider (imprecise) credibility intervals, which include both the prior imprecision pres-
ent in (7) and the stochastic uncertainty due to having n observations only. Another
more speciﬁc problem concerns the extension of non-parametric inferences on a
mean (Section 8.1) to comparisons of several means and ANOVA methods. A gen-
eral issue concerns the possibility of modifying the IDM in order to incorporate
some structural prior knowledge, such as: assuming smoothness of the chances h
when categories are ordered, introducing independence constraints when considering
multivariate data (as in the product-IDM models mentioned in Section 6).
Imprecision. The IDM induces prior ignorance (i.e. maximally imprecise probabil-
ities) about h and several other parameters. Imprecision decreases as n increases, but
there are cases in which posterior imprecision may remain high, even with a large n
(see examples in Sections 4.5 and 6). In fact, the degree of imprecision in posterior
inferences enables one to distinguish between cases where (i) uncertainty should still
dominate, or where (ii) there is substantial information in the data. The counterpart
of a high posterior imprecision, when it occurs, is a large disagreement between the
inferences from the various objective Bayesian priors, and the fact that the frequen-
tist probability of the observed data under some suitable H0 is high. This coincidence
could be quite general and deserves further research.
Choice of hyperparameter m. The hyperparameter m of the IDM determines the de-
gree of imprecision in posterior inferences, and can be described as a caution para-
meter. The principles listed in Section 2.4 induce no constraint on m, except that it
must not depend on K. Walley [28] suggested that an additional principle might
be found which would entail some constraints on m. This task remains to be accom-
plished. In the present state of the development of the theory, it seems that m must be
chosen as a compromise between: (i) be large enough to encompass alternative objec-
tive models (frequentist or Bayesian), and (ii) be not too large in order to produce
not too weak inferences. Here a systematic comparison between the IDM and the
Bayesian reference prior approach of [9] deserves to be undertaken. In Sections 6
and 8.1, we gave two new strong arguments for m = 2 which come in addition to
arguments in favour of 1 6 m 6 2 already given in [28].
Predictive inference. As we saw in Section 5, the IDM has a wider scope of appli-
cation than multinomial data only. It can be introduced under a general hypothesis
of exchangeability between observed and future data. This more general form is the
most apparent when considering the predictive inferences from the IDM, or equiv-
alently the IDMM proposed in [30]. One direction for future research is to undertake
a comparison of predictive inferences under the IDM or the IDMM and under the
frequentist approach, in the line of [26].
Computational aspects. One important problem is the practical implementation of
the IDM, especially for inferences about scalar d = D(h). In Section 4.7, we gave ex-
act results for linear D(Æ) which provide also a general (but non-conservative)
approximate method for other cases. Some exact and better approximate solutions
for speciﬁc cases were given in [8,19]. Several issues remain here that would necessi-
tate further research: e.g., (i) ﬁnd the class of functions D(Æ) for which the optima are
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plore the possibility to ﬁnd exact or approximate solutions through the use of pre-
dictive inference.Acknowledgment
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