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Abstract






j(t)), t ∈ T,
where aj ∈R are scalars, τ j are iterates of a function τ : T→ T and T is a time scale
unbounded above. Under some speciﬁc choices of τ , this dynamic equation involves
several signiﬁcant particular cases such as linear autonomous diﬀerential equations
with several delays or linear autonomous higher-order diﬀerence equations. For
proportional τ , we formulate an asymptotic result joint for two diﬀerent time scales,
including a joint form of its proof. For a general τ , we investigate stability and
asymptotic properties of solutions on the continuous and discrete time scales
separately. Besides a related character of the relevant results, we discuss also a
possible related character of their proofs.
MSC: 34N05; 34K25; 39A12; 39A30
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1 Introduction








, t ∈ T, (.)
where aj are real scalars, τ j are the jth iterates of an increasing function τ : T → T with
τ  ≡ id, τ  ≡ τ , τ (t) < t for t ∈ T and T is a time scale unbounded above. If T has a ﬁnite
minimumm, we admit τ (m) =m.
Qualitative analysis of delay dynamic equations on time scales has already been the sub-
ject of several investigations (see, e.g. [–] and []). In particular, these papers present
techniques which enable a joint analysis of delay diﬀerential and diﬀerence equations. Be-
sides the methods developed directly for delay dynamic equations, there are also some
proof procedures utilised originally either for delay diﬀerential or diﬀerence equations,
but they seem to be applicable without any extra diﬃculties also to a general dynamic
case (see, e.g. [] and []).
© 2013 Cˇermák; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
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In this paper, we discuss common stability and asymptotic properties of the delay dy-
namic equation (.). Although (.) can be taken for a basic type of delay dynamic equa-
tions, its qualitative analysis has not been described yet. It might be surprising because
delay dynamic equations studied in the abovementioned papersmostly havemore compli-
cated forms. A diﬃculty connected with qualitative analysis of (.) follows from the proof
methods utilised in its signiﬁcant particular cases, which are of a quite diﬀerent nature,
and their uniﬁcation to a general dynamic case can be very complicated. Nevertheless,
considering (.) with unbounded lags, we describe the cases when a joint investigation of
(.) is possible.
This paper is organised as follows. In Section  we introduce several crucial particular
cases of (.). Section  is devoted to asymptotic estimation of the dynamic pantograph
equation. These estimates are generalised and improved in Section . Some ﬁnal remarks
conclude the paper.
2 Preliminaries
Throughout this paper we adopt the standard time scale notation. In particular, ρ : T→ T
is the backward jump operator, ν : T→R+ is the backward graininess and the symbol y∇
means the nabla derivative of y : T → R. For precise introductions of these symbols and
other related matters, we refer to [] and [].
By a solution of (.), we mean a function y : T → R which is ld-continuous on
[τ k(t),∞), has an ld-continuous nabla derivative on [t,∞) and satisﬁes (.) on [t,∞)
for some t ∈ T. In this deﬁnition (as well as throughout the whole paper), we use the
classical interval notation without a speciﬁcation of T (e.g. [a,b) means {t ∈ T : a≤ t < b}).
We prefer to study (.) as a nabla dynamic equation (instead of its delta analogue) be-
cause, as stated above, our aim is to describe qualitative properties of (.) common to
diﬀerent time scales. It is well known from numerical analysis of diﬀerential equations
that there are just discretisations based on backward (nabla) diﬀerences which enable to
retain the key properties of underlying diﬀerential equations.
The assumption
τ : T→ T (.)
(implying τ j : T → T) is standardly employed in the papers on delay dynamic equations
(for some ideas about its possible removing, we refer to []).While forT =R this assump-
tion becomes trivial, for discrete time scales (i.e. time scales with a nonzero graininess) it
represents a considerable restriction. More precisely, a concrete choice of τ signiﬁcantly
inﬂuences the form of T (and vice versa). Therefore we distinguish the following cases.
(a) Equation (.) with constant lags.
If τ (t) = t – h, h > , then besides T =R the only ‘natural’ discrete time scale preserving
(.) is the set T = hZ = {nh : n ∈ Z}. Using a scaling of the independent variable, we can
ﬁx the lag h equal to ; hence without loosing a generality, we put h = . Then, for T = R,




ajy(t – j), t ∈R, (.)
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while for T = Z, (.) turns into
y(t) – y(t – ) =
k∑
j=
ajy(t – j), t ∈ Z, (.)
which is a linear autonomous higher-order diﬀerence equation (both terms on its left-
hand side can be obviously joined to the right-hand side to obtain the standard general
form of such an equation, see, e.g. []).
A key property discussed in connection with (.) and (.) is their asymptotic stability;
more precisely, a formulation of necessary and suﬃcient conditions guaranteeing that any
solution y is tending to zero as t → ∞. The standard way to investigate this property
originates from the zero analysis of characteristic polynomials. If T =R then substituting










(where we replaced a –  by a and a +  by a). In the ﬁrst case, we need to formulate
necessary and suﬃcient conditions ensuring that all zeros of P(λ) lie in the left half of the
complex plane. In the second case, we seek necessary and suﬃcient conditions for all ze-
ros of Q(λ) to be located inside the unique circle. The problem concerning zeros of the
quasipolynomial P(λ) is original and must be solved by speciﬁc procedures (see, e.g. []).
The matter concerning zeros of Q(λ) is a classical polynomial problem. In a theoretical
level, it can be solved by use of the Schur-Cohn test or the Jury criterion (see []). How-
ever, a formulation of explicit necessary and suﬃcient conditions (in terms of aj and k) is
still an open problem. From this viewpoint, a uniﬁcation of both procedures and formula-





ajy(t – j), t ∈ T, (.)
generalising (.) and (.), seem to be an extremely diﬃcult matter. Therefore, we are
going to pay our attention to other types of delays.
(b) Equation (.) with proportional lags.
If τ (t) = q–t, q > , then besides T = R+ we consider the discrete time scale T = qZ =









, t ∈R+ (.)










, t ∈ qZ, (.)
where
∇qy(t) = y(t) – y(q
–t)
( – q–)t
is the backward Jackson derivative. There are diﬀerent techniques how to analyse stabil-
ity and asymptotic properties of diﬀerential equations of the pantograph type. The most
frequent one is the method of Dirichlet series (see, e.g. [] and []), which is, however,








, t ∈ T. (.)
Fortunately, among other techniques on pantograph diﬀerential equations, there exists a
method which can be extended also to (.). It originates from the pioneering paper []
on diﬀerential equations of this type, and in the next section we introduce its extended
modiﬁed version to prove an asymptotic result for (.).
(c) Equation (.) with general lags.
If the form of τ is not speciﬁed, then (.) does not imply any concrete restriction. Nev-
ertheless, previous special dynamic equations (.) and (.) can inspire us to meet the








, t ∈ T, (.)
instead of (.). Indeed, if T = Z then (.) becomes (.), and for T = qZ (.) becomes
(.). In other words, the role of delayed arguments in (.) is played by the backward
jump operator and its iterates. In Section , we give a precise asymptotic description for
the solutions of (.), including an asymptotic stability condition.
3 A dynamic equation with proportional delays
Let a <  and ak 





and make some simple observations on its real zeros. Since Q˜() = |ak| >  and Q˜(λ) →
–∞ as λ → ∞, Q˜(λ) has a positive real zero. We show its uniqueness. Let λ∗ be a positive
zero of Q˜(λ), i.e. Q˜(λ∗) = . Then it is easy to check that Q˜′(λ∗) < , which along with
Q˜() >  implies that such a positive zero must be unique. We denote it by λr and add that
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 < λr <  if and only if
k∑
j=
|aj| < –a. (.)
Using this notation, we have the following.
Theorem . Let y be a solution of (.), where a < , ak 
= , q >  and let T = R+ or





as t → ∞, r = logq λr . (.)
Proof All necessary formulae of the basic time scales calculus utilised below (such as prod-
uct rule, quotient rule or integration by parts) can be found in [], pp.-. Similarly,
we use the symbol eˆa (t, t) as the nabla exponential function satisfying
eˆ∇a (t, t) = aeˆa (t, t), eˆa (t, t) = 
(for its precise introduction and properties, we refer to [], pp.-). In particular, the
assumption a <  implies  – aν(t) >  for all t ∈ T (positive regressivity), i.e. eˆa (t, t) is
positive on T.
Let y satisfy (.) on [t,∞) for some t ∈ T, t > . Put z(t) = y(t)/tr , t ∈ T, t ≥ q–kt.
Substituting into (.), we have























Now we put t– = q–kt, ti = qit and Si := sup{|z(t)| : t ∈ [t–, ti]}, i = , , . . . . Let u ∈















r eˆa (u, t)












r eˆa (u, t)



















)r = , (.)
we can write
∣∣z(u)∣∣≤ Si (ti)
r eˆa (u, t)











r eˆa (u, t)





























Now let (.) hold. Then r <  and (tr)∇ is increasing for both the time scales T =R+ and






















We involve this estimate into (.) and obtain





































as  → ∞ (.)
for both the time scalesT =R+ andT = qZ, hence the product in (.) converges as i→ ∞,
i.e. z is bounded. This proves the asymptotic property (.).
The case when (.) does not hold, i.e. the case r ≥ , is a simpliﬁed version of the pre-












and using the same way as above, we arrive at Si+ ≤ Si. 
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Remark . The assumption T = R+ or T = qZ was employed within the previous proof
only in a veriﬁcation (tr)∇ is increasing when r < , and in a check on the asymptotic esti-
mate (.). All other utilised proof procedures were independent of a given time scale. To
the author’s knowledge, the presented result is new for both the time scales (particularly,
for the diﬀerential equation (.) when T =R+).
4 A dynamic equation with general delays
In this section, we discuss the problemwhen a type of lags is not speciﬁed, i.e.we consider
the delay dynamic equation (.). Our aim is to extend the asymptotic result formulated
in Theorem ..








, t ∈ I, (.)
where I is a real interval unbounded above. A very useful method converting diﬀerential
equations with general lags into equations with prescribed lags is based on the utilisation
of suitable functional equations (see [] and []). If the prescribed lags are constant,
then the corresponding functional equation is that of Abel (for an elegant application of
this approach in the oscillation theory of delay diﬀerential equations, we refer, e.g. to []).






= q–ϕ(t), t ∈ I, (.)
which is called the Schröder equation. Let I = [m,∞), τ ∈ C(I), τ (m) = m, τ (t) < t for
all t > m, τ ′ is positive and nonincreasing on I and q = /τ ′(m) > . Then there exists a
solution ϕ ∈ C(I) of (.), which is positive on (m,∞) and has a positive and nonincreas-
ing derivative on I . For this and other relevant results on the Schröder equation, we refer
to [].
In the next assertion, we assume that τ and ϕ have the properties stated above and λr
has the same meaning as in Theorem . (see the discussion preceding this theorem).





)r) as t → ∞, r = logq λr . (.)
Proof We give only its brief outline. It is enough to replace the function tr by (ϕ(t))r and
follow the proof of Theorem .. Indeed, if we put z(t) = y(t)/(ϕ(t))r , t– = τ k(t) and ti =
τ–i(t), where i = , , . . . , then the proof procedures presented above can be repeated step
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as  → ∞.
The remaining parts of the proof are identical with those stated above. 
Remark . If τ (t) = q–t, then (.) is satisﬁed by the identity function. Consequently,
Theorem . is a direct generalisation of Theorem . (whenT =R+). Moreover, the above
stated assumptions on τ particularly imply that
τ ′(t)≤ q– <  for all t ∈ I, (.)
i.e. the lags t – τ j(t), j = , , . . . ,k are unbounded as t → ∞.
A reformulation of Theorem . and its proof for discrete time scales is not straight-
forward (e.g. we have used here the chain rule which is not valid on a general time scale).
Therefore, we do not follow this way and give a simple alternative proof of a related asser-
tion for discrete time scales. This assertion does not only extend, but even improves the
asymptotic property (.).
Considering discrete time scales only, we investigate the delay dynamic equation (.)





= q–ϕ(t), t ∈ T. (.)
Also, as a direct analogue to (.), we assume that
ρ∇ (t)≤ q– <  for all t ∈ T. (.)
Since ρ is increasing, (.) has a positive and increasing solution ϕ.
The reason why the asymptotic formula (.) (as well as (.)) does not seem to be quite
optimal, consists in the fact that (.) involves the zero analysis of the polynomial Q˜(λ).
However, the polynomial Q(λ), whose coeﬃcients are in a direct correspondence with
coeﬃcients of studied equations, may be more natural than Q˜(λ). Therefore, our next aim
is to clarify this correspondence. Before doing this, we state some preliminaries on zeros
of Q(λ) and their relationship to the corresponding diﬀerence equation
k∑
j=
ajω(s – j) = . (.)
For any positive real θ , we introduce the set 
(θ ) of all complex zeros of Q(λ) with the
modulus θ . If 
(θ ) is nonempty for a given θ , then by a characteristic solution of (.)
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corresponding to 
(θ ), we understand a ﬁnite sum of solutions of (.) corresponding to
all values λ ∈ 
(θ ). Of course, the form of such solutions depends on multiplicity of λ and
it is described in details e.g. in [].
Using this we have the following theorem.
Theorem . Let y be a solution of (.),where a,ak 
=  and let T be a discrete time scale
such that aν(t) 
=  for all t ∈ T and (.) holds for some q > . Then there exists θ >  such
that 








)γ ) as t → ∞, γ = logq(θ – ε), (.)
where ω is a nontrivial characteristic solution of (.) corresponding to
(θ ), ϕ is a positive
and increasing solution of (.) and  < ε < θ is a suitable real scalar.









, t ∈ T, t ≥ t. (.)
Since
ρ∇ (t) = ρ(t) – ρ
(t)
t – ρ(t) =
ν(ρ(t))
ν(t) ,





as t → ∞. (.)
Now put s = logq ϕ(t) and z(s) = y(t), t ∈ T, t ≥ t. Then y(ρ(t)) = z(s – ) and, more
generally, y(ρ j(t)) = z(s – j) by use of (.). Thus (.) becomes




ajz(s – j), s ∈ Z, s≥ s,








z(s – ) +
k∑
j=















z(s – j) = , (.)
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where cj(s) are appropriate functions satisfying cj(s) =O(q–s) as s→ ∞, j = , , . . . ,k. Con-
sequently, (.) is the higher-order diﬀerence equation of Poincaré type. Its limiting equa-
tion is just (.) with the characteristic polynomial Q(λ). Moreover, the limits aj are ap-
proached at an exponential rate. Then, by Theorem . of [], there exists θ >  such that

(θ ) is nonempty, and for some  < ε < θ , it holds





where ω is a nontrivial characteristic solution of (.) corresponding to 
(θ ). Now, using
the backward substitution, we obtain (.). 
Let κ be a zero ofQ(λ) andmκ be itsmultiplicity.We call this zeromaximal if κ is (among
all other zeros ofQ(λ)) maximal in themodulus and ifmultiplicities of other possible zeros
of Q(λ) having the maximal modulus do not exceedmκ . Of course, Q(λ) may have several
maximal zeros (with the same modulus and multiplicity).
Corollary . Let y be a solution of (.),where a,ak 
=  and letT be a discrete time scale
such that aν(t) 
=  for all t ∈ T and (.) holds for some q > . Further, let κ be a maximal






)mκ–) as t → ∞,α = logq |κ|, (.)
where ϕ is a positive and increasing solution of (.).
Remark . As an immediate consequence, we get that under the assumptions of Theo-
rem ., (.) is asymptotically stable (i.e. its any solution y tends to zero as t → ∞) if all
the zeros of Q(λ) are located inside the unite circle. In this connection, we have already
mentioned the Schur-Cohn criterion, which can be applied to any polynomial Q(λ) with
concrete (ﬁxed) coeﬃcients and order. However, this criterion does not enable us to for-
mulate explicit stability conditions in terms of (general) coeﬃcients aj and k. Such explicit
conditions are known only in a very few particular cases (see, e.g. [, ] and []).
Now we illustrate conclusions of Theorem . and Theorem . by a simple example
involving a type of delay not considered yet (to avoid a discussion on zeros ofQ(λ), we put
k = ).
Example . Let y be a solution of the dynamic equation




, t ∈ T, (.)
where a, b are nonzero real scalars. Because of a type of τ , we assume that T has a mini-






which admits the solution ϕ(t) = log t having the required properties.We distinguish two
cases:
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as t → ∞. (.)









as t → ∞,
where c ∈R and  < ε < |b/a| are suitable scalars.
Remark . Equation (.) with T =R has been studied in [] as the diﬀerential equa-
tion with advanced power argument, i.e.when τ (t) = tγ , γ >  (for extensions to the case of
a general advanced argument τ , see also []). It is interesting to observe that asymptotic
formulae derived in these papers are very close to the property (.).
5 Concluding remarks
Comparing results of Theorem. andTheorem. (resp. Corollary .), one can observe
close similarities between stability and asymptotic properties of the diﬀerential equation
(.) and its dynamic discrete analogue (.). As regards their proofs, some common ideas
have been involved especially in the proof of Theorem ., but Theorems . and . them-
selves had to be proved separately. In particular, the proof procedure of Theorem . is
not applicable to the continuous case, at least in the presented form. Our conjecture is
that the asymptotic estimate (.), which is slightly stronger that (.), is valid (perhaps
in a modiﬁed form) also for the corresponding diﬀerential equation (.). In particular, we
believe that the zero analysis of Q(λ) instead of Q˜(λ) should be involved here similarly as
in the discrete case. However, an issue of the joint proof of such a property on a general
time scale (including the continuous one) seems to be a diﬃcult task.
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