ABSTRACT. We consider a selfadjoint elliptic eigenvalue problem, which is derived formally from a variational problem, of the form Lu = AW(X)U in n, Bju = 0 on r, j = I, ... , m, where L is a linear elliptic operator of order 2m defined in a bounded open set ncR" (n 2' : 2) with boundary r, the B j are linear differential operators defined on r, and W is a real-valued function assuming both positive and negative values. For our problem we prove the completeness of the eigenvectors and associated vectors in two function spaces which arise naturally in such an indefinite problem. We also establish some results concerning the eigenvalues of the problem which complement the known results and investigate the structure of the principal subspaces.
1, INTRODUCTION
Recently there has been an increase of interest in linear elliptic boundary value problems involving an indefinite weight function due to the importance of such problems in many areas of engineering, physics, and applied mathematics. We refer to [19, 20] for a thorough survey of this area of investigation. In particular, if we henceforth fix our attention upon the case of selfadjoint elliptic operators, then one finds that much of the literature has been devoted to the study of the asymptotic distribution of the eigenvalues and to the derivation of their lower bounds for the case of operators having positive lower bounds. However there are other topics in the spectral theory of indefinite selfadjoint elliptic problems which still warrant investigation. For instance, if the requirement that the elliptic operator in question has positive lower bound is removed, then, as is known, there may appear nonreal or non-semi-simple eigenvalues, and there still remain questions concerning such eigenvalues which have to be answered. Moreover, the question of the completeness of the eigenvectors in certain function spaces arising naturally in indefinite problems have yet to be thoroughly dealt with. Accordingly, in this work we shall fix our attention upon some aspects of the spectral theory of indefinite selfadjoint elliptic problems of the kind just cited and, as suggested above, it will only be supposed that the elliptic operator in question is bounded from below. In particular, we shall prove that the eigenvectors and associated vectors are complete in two function spaces which arise naturally in such problems. We shall also establish some results concerning the eigenvalues which complement the known results and investigate the structure of the principal subspaces.
We shall be concerned in this paper with a selfadjoint elliptic boundary value problem involving an indefinite weight function which is derived formally from a variational problem; and in order to present our problem we introduce the following notation. We let x = (XI' ... ,x n ) be a generic point in R n , n ~ 2, and use the notation:
where a stands for a multi-index, a = (aI' ... ,an) whose length L;=I a j is denoted by lal. We let Q denote a nonempty bounded open set in R n of class em, m ~ 1, and let r denote the boundary of Q. We also put S) = L2(Q), let ( , ) and IIII denote the inner product and norm, respectively, in S), let H m (Q) denote the usual Sobolev space of order m related to S), and let ( , )m n and II 11m n denote the inner product and norm, respectively, in (ii) if m > 1, then for every xO E r and every t" =f. 0 in R n which is orthogonal to v(XO) , where v(xo) denotes the interior unit normal to r at XO , there exists a positive constant c = c (xo ,t.) We are now in a position to make precise the definition of the elliptic boundary value problem under consideration here. Accordingly, let w(x) be a realvalued, measurable function defined on 0 which takes on positive and negative values. Then we define our problem as follows: determine pairs {A, u} , where A E C and 0 1= u E V , for which
where we suppose for the moment that wu E V' for u E V. On the other hand, it follows from [2, 3, 4] and [35, pp. 200-208] [3] [4] which is the elliptic boundary value problem referred to above as the subject of investigation in this work; and since we do not assume the regularity required to arrive at this problem, it is to be interpreted in a purely formal manner. Thus in the sequel when we refer to the problem (1. [3] [4] , it is to be understood in the sense of equation (1.2). Let us now make precise our assumptions, referred to above, concerning w(x) . Accordingly, we note that the indefiniteness of w(x) induces the natural decomposition 0 = 0+ U 0-U 0° , where
and we henceforth assume that 10+ I > 0, 10-1 > 0, where I I denotes ndimensional Lebesgue measure. Next we let T denote the operator in Sj defined by ( 
and that with respect to the Hilbert topology of V induced by the norm (B(u, u) -(y -1)lluI1 2 )1/2 (or equivalently, induced by the norm 1IIIm,n)' the mapping T: V --+ Sj is continuous. We observe from [1, Theorem 5.4, p. 97 ] that a sufficient condition for the validity of this last supposition is that WE Lr(O) , where r = n/m if n/m > 2, r> 2 if n/m = 2, and r = 2 otherwise. Lastly we note that under our assumptions T is a selfadjoint operator in Sj. We call A. an eigenvalue of the problem (1. [3] [4] if Au = A.Tu for some u f= 0 in D (A); u is called an eigenvector of (1. 3-4) corresponding to A.. Now suppose that A. is an eigenvalue of (1. [3] [4] and let N), denote the set of all eigenvectors of (1.3-4) corresponding to A. together with the zero vector in Sj. Then N), is a subspace of Sj which is called the eigenspace of (1.3-4) corresponding to A. and dim N. is called the geometric multiplicity of A.. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use satisfying (A -AT)U j = TU j _ 1 for j = 1, ... , r. Then the vectors {Uj}~ are said to be associated with the eigenvector U o and the set M;. consisting of all eigenvectors of (1. [3] [4] corresponding to A together with their associated vectors and the zero vector in S) forms a subspace of S) which we call the principal subspace of (1.3-4) corresponding to A and dimM;. is called the algebraic multiplicity of A. If N;. = M;., then we say that A is semisimple. We will see in the sequel that the eigenvalues of the problem (1.3-4) must all be semisimple if y > 0, while if A is a non-semi-simple eigenvalue and either A = 0 or A is not real, then dim M;. does not exceed twice the number of nonpositive eigenvalues of A counted according to multiplicity.
In §2 it will be shown that A has a discrete spectrum. However, unlike the case of a definite weight, it is now not possible to assert that by means of a shift of parameter we can always arrive at the situation where 0 E p(A) , and because of this certain complications may arise. Indeed, our method requires that when 0 E a(A) we decompose V into a direct sum of Mo and a subspace which is either a Hilbert space or a Pontrjagin space (see §2 for terminology) with respect to the inner product B( , ). Hence in order to ensure that such a decomposition is possible, we are led to introduce some further assumptions. n, have been the subject of much investigation. Fixing our attention firstly upon the situation where L is an ordinary differential operator, i.e., n = 1, we might mention the early works of Hilbert [27] , who for the case m = 1, Y > 0, proved the existence of infinitely many positive and negative eigenvalues and considered the corresponding eigenfunction expansion, and of Haupt [23, 24] , Hilb [26] , and Richardson [41, 42, 43] , who for the case m = 1 and y arbitrary proved the existence of infinitely many positive and negative eigenvalues, with the last author also alluding to the possible existence of nonreal eigenvalues. For more recent works concerning the case m = 1, y arbitrary we refer to those of Jorgens [32] , who makes some conjectures about the asymptotic behaviour of the spectral distribution functions, and of Mingarelli [37, 38] , who establishes bounds for the number of nonreal and non-semi-simple eigenvalues of the problem in terms of the number of negative eigenvalues of the associated elliptic operator. We might also mention at this point the lesser known work of Gerlach [21] dealing with the existence of nonreal eigenvalues of the problem and the establishment of a bound for their number. Lastly, for a comprehensive survey of the I-dimensional problem we refer to [39] . Turning next to partial differential operators, we might mention the early works of Hilbert cited above and of Holmgren [28] , who considered the Dirichlet problem for L = -~ and proved the existence of infinitely many positive and negative eigenvalues. The asymptotic distribution of the eigenvalues of the problem considered by Holmgren (and also for Neumann boundary conditions) has been established by Pleijel [40] . For recent works concerning the asymptotic distribution of eigenvalues, we refer to Fleckinger and Lapidus [19, 20] , who deal with the problem (1.3-4) (with Dirichlet and Neumann boundary conditions), and to Birman and Solomjak [8, 9, 10 , 11] and Rozenbljum [44] who deal with a more general problem (i.e., w replaced by a differential operator); and for a variational characterization of the eigenvalues of this latter problem we refer to Weinberger [46, Chapter 3] . Finally, in the discussion below, some further relevant references will be given. Let us now compare our results with those found in the literature and in this way show how they complement the known ones. Accordingly, it is our opinion that our most novel results are those concerning the completeness of the eigenvectors and associated vectors of the problem (1. [3] [4] in the two function spaces under consideration here (see Theorems 3.2, . Note that we have established completeness for a problem involving an indefinite weight and an elliptic operator which is not necessarily positive. We remark that affirmative answers to the question of completeness in the function space L2(0+ U 0-) have been given in [25 and 27] for certain problems for which m = 1 and y > 0, and where in [27] it is also supposed that 10°1 = O. Concerning the function space L2(0+ U 0-; Iw(x)1 dx), it has been shown in [6 and 16] that when m = 1, Y ~ 0 , and under certain other special conditions, the eigenvectors and associated vectors actually form an unconditional basis. We have, however, not dealt with this basis problem here as it would have diverted us from the main aim of the paper. Fixing our attention next upon the nonreal and non-semisimple eigenvalues of the problem (1.3-4) (see Theorems 2.4-5,3.1,4.2-6), we have already mentioned that the existence of such eigenvalues is known when L is an ordinary differential operator and that for this case, and under certain conditions, estimates as to their number have been established. For the case of partial differential operators, and only for certain boundary value problems, some relevant results are given in [17, 18] , but they are of a somewhat limited nature and not much detail is given. We have, on the other hand, established very general results concerning such eigenvalues under less restrictive conditions than hitherto supposed (e.g., in [37, 38] only the case 0 E p(A) is considered); and in particular, we have established in Theorems 3.1 and 4.2 the important result that all the eigenvalues of the problem (1.3-4) are of finite algebraic multiplicity. We remark that the proof of this last result is a matter of some difficulty, due in part to the generality of the conditions supposed here (and hence, not dealt with by other authors) and in part to the possible nonuniqueness of the Cauchy problem, and indeed, due to this latter problem, the result could only be established in general for the case A = 0 an eigenvalue by invoking the unique continuation hypothesis (we refer to the arguments of §2 leading to the decomposition V = M o + Va). We also remark that the assertions of Theorems 4.4-5, concerning a necessary and sufficient condition for the semisimplicity of an eigenvalue, appear to be new. Turning lastly to the assertion that there are always infinitely many positive and negative eigenvalues (see Theorem 3.1, 4.8-9), this result is known for ordinary differential operators of the second order (cf. [43] ). For the problem under consideration here the result is known for y > 0 (cf. [8, 9, 46] ). For the general case, i.e., no restriction on y, the result can be inferred from the arguments of [10] , where it is supposed that the form B contains no boundary integral and n and all the coefficients appearing in the problem (1.3-4) are of class COO (here the method of pseudodifferential operators is used). When L = -~ + q, Inol = 0, and Dirichlet boundary conditions are assumed, the result for the general case has also been given in [18] , although the proof is only sketched. When L = (_~)m and Neumann boundary conditions are assumed (so that y = 0), the result has been given in [11] , and it is obtained by factoring out a finite dimensional subspace. In view of the fact that we have had to invoke the unique continuation hypothesis in order to obtain such a factorization in general, we do not quite follow how this has been achieved in [11] . Let us remark that the proof of the assertion is by no means trivial; indeed, under the hypotheses of Theorem 4.9, even the Pontrjagin space theory did not suffice in allowing us to establish it.
Finally, §2 is devoted to introducing material which is required in the sequel and to establishing the decomposition of V mentioned above when 0 E a(A) .
In §3 we deal with the case where Va mentioned above is a Hilbert space with respect to the inner product B( , ), and our main results are given in Theorems 3.1-2. In §4 we deal with the case where V o is a Pontrjagin space with respect to the inner product B( , ), and our main results are given in Theorems 4.2-6 and 4.8-9.
PRELIMINARY RESULTS
The main results referred to in § 1 will depend upon certain preliminary results which we wish now to present. However, before doing this, let us, for the readers convenience, present some basic definitions concerning inner product spaces since much of the material in this paper rests upon the theory of such spaces.
A vector space X over C in which is defined an inner product, [ , ] is called an inner product space (here [ , ] is only assumed to be a complexvalued, symmetric, and sesquilinear). If [x, x] ~ 0 for every x EX, then X is called a positive inner product space. If X is a positive inner product space such that [x, x] = 0 implies that x = 0, then X is called a positive definite inner product space. Negative and negative definite inner product spaces are defined analogously. We call X a neutral inner product space if [ [12] .
Let us now turn to the main work of this section. Accordingly, we first note from the assumptions of §1 and [1, Theorem 6.2, p. 144] that the resolvent of A is compact, and hence it follows that A has a discrete spectrum, that R(A), the range of A, is closed in 5j, and that N = ker A is finite dimensional. Note also that when V, considered only as a vector space, is equipped with the inner product B( , ), then it becomes a positive definite or a positive inner product space according to whether y > 0 or y :::: 0 , while we assert that if y < 0 , then V becomes an indefinite inner product space. This last assertion follows from an argument similar to that in [5, Lemma 11.6, p. 158] if we bear in mind that B is coercive over V and V is dense in 5j. (Vi' Proof. If P denotes the orthoprojector mapping Sj onto N, then the assertions of the theorem follow immediately from the facts that PT is a symmetric operator on Nand ker PT = 0 if and only if the inner product ( , )T is not degenerate on N.
. , I if the inner product ( , )T is not degenerate on N, while if ( , )T is degenerate on N, then there exists the integer i,
Notation. We write + for the direct sum of subspaces of Sj, while if X is a subspace of Sj, then we let X.1. denote its orthogonal complement in Sj with respect to the inner product ( , ). where the as are chosen so that (v;k' Vjr)T = ±I or 0 according to whether k + r = P or k + r -=/= P (see [36, p. 244] 
t at span V iO 1 = span V jO 1 ' span Vj ,p+l 1 = span ej 1 ,an or eac },
O'f 1 . . (1) above to arrive at the v ik of the theorem; otherwise we continue as before. We assert that the above process must terminate after a finite number of steps. To see this, let us put Zjk = v~k' j = 1,00' , 
THE POSITIVE DEFINITE CASE
We have seen in Theorem 2.6 that Bo is either positive definite or indefinite on VO' In this section it will always be supposed that the positive definitive alternative is valid, and we shall establish our main results for this case. We note from Theorem 2.6 that Bo is always positive definite on Va when y ~ 0 and possibly when y < 0, 0 E a(A), and the inner product ( , )T is degenerate on N. Also when dealing with the case y = 0, we shall distinguish between the two cases: (a) the inner product ( , )T is not degenerate on N and (b) the inner product ( , )T is degenerate on N. where each eigenvalue is repeated according to its multiplicity, then we shall License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use show below that to the sequence {A j } ";' there corresponds the sequence of eigenvectors {u)";' satisfying (u j , Uk)T = 0jk sgnAj (Ojk = Kronecker delta) and also (u j , V)T = 0 for v E Mo if y ~ 0 (see Theorem 2.2-5). We are also going to show that the restrictions of these eigenvectors to the set 0+ U 0-together with the restrictions of the eigenvectors and associated vectors corresponding to A = 0, if any, form a complete system of vectors in certain Hilbert spaces associated with 0+ U 0-. To this end we require the following Defnition 3.1. We say that the weight function w(x) satisfies the condition (C) if 10+ \ intO+1 = 10-\ intO-I = 0, and C;'(intO+) (resp. C;'(intO-)) is dense in L 2 (intO+; w(x)dx) (resp. L 2 (intO-; -w(x)dx)), where int = interior. Returning again to the Hilbert space V o ' it is a simple matter to show with the aid of Theorem 2.5 that the characteristic values of K are precisely the nonzero eigenvalues of the problem (1. [3] [4] , that for A a characteristic value of K , the eigenspace of K corresponding to the eigenvalue II A is precisely N), and that N) = M). In light of the foregoing results, this completes the proof of Theorem 3.1. Henceforth we let {II A:} ";' and {u:} ";' (resp. {II A;} ";' and {u;}";') denote the positive (resp. negative) eigenvalues of K counted according to multiplicity and their corresponding orthonormalized eigenvectors, respectively. Thus the A~ are precisely the nonzero eigenvalues of (1. [3] [4] counted according to multiplicity with the u~ being corresponding eigenvectors. Now let us turn to the proof of Theorem 3.2; and in proving this theorem we will make use of the fact that the u~ form an orthonormal basis of £+ + £-, and hence a basis of .c+ +£-with respect to the topology induced on this space by the norm II II. Accordingly, if h E .f)t = L2(n+ u 0.-) and h~(x) = h(x) for x E n+un-and h~(x) = 0 in n\(n+un-), then we have h~ = ho+hl '
where ho E.f)o and hI E Mo' Also for any e > 0, there is a z E Va such that liz -holl < e. Thus since z = Zo + p+ z + P-z, where Zo E ker K c ker T, we see that if II lit denotes the norm in .f)t, then Ilh -hI -p+ Z -P-zllt = Ilh-hl-zllt:::; Ilh~ -hl-zll < e, and the first assertion of Theorem 3. 
THE INDEFINITE CASE
In this section it will always be supposed that y < 0 and that Bo is indefinite on Vo if 0 E a(A) and the inner ( , )T is degenerate on N. In view of Theorem 2.6 this is equivalent to the assumption that Bo is indefinite on Va, and it is our objective now to establish our main results for this case.
We have seen in §2 that Vo is a Hilbert space with respect to the inner product ( , )m n and, for the case under consideration here, that when Vo is considered only a~ a vector space and is equipped with the inner product ( , ) = Bo( , ), then it becomes an indefinite inner product space. Let us now consider Vo as such an indefinite inner product space and let G denote the Gram operator of Proof. Firstly we remark that the theorem asserts that Va is a Krein space with finite rank of indefiniteness K and it will be shown below that K is precisely the rank of negativity of Va [12, pp. 95, 100, 184] . Let us now prove that G is completely invertible on Va, or equivalently, that G has a bounded inverse. Indeed, if this is not the case, then there exists the sequence uj E D(A6) (see Remark 2.1) with Ilujllm.n = 1 such that IIGu)lm,n ~ O.
, it follows that uj has a subsequence which converges to zero in SJ o ' Consequently, if we denote this subsequence again by {u j} and make use of the fact that Bo is coercive over va' then we arrive at the contradiction that Ilujllm,n ~ O.
Thus it follows from [12, Theorem 1.3, p. 101] that Vo is a Krein space and admits a fundamental decomposition with components £± . On the other hand we know from Theorem 2.1 that K ::; 1-, while the arguments of §2 show that £ + cannot be finite dimensional. Hence, in light of the results of [12, p. 184 ], the theorem is proved.
Turning next to the operator K introduced in §2, it is easy to see that K is a selfadjoint operator in the Pontrjagin space Vo [12, p. 133 ] which is compact with respect to the strong topology of va [12, p. 102] (note that the Hilbert topology on Vo induced by the norm II Ilm,n coincides with the strong topology of V o )' We are now going to use these facts to derive some information concerning the eigenvalues and principal subspaces of the problem (1.3-4). Accordingly, if we consider V (resp. va) only as a vector space and equip it with the inner product ( , )T' then we may argue as in the proofs of Theorem 3.1 and [15, Theorem 8 .1] to show that it becomes an indefinite inner product space.
Terminology. In the sequel, when we refer to Vo as a Pontrjagin space, then this will always be meant with respect to the inner product ( , ), while if we refer to Vo (resp. V) as an indefinite inner product space, then this will always be meant with respect to the inner product ( , )T'
If we now fix our attention upon the indefinite inner product space V and employ the terminology of [12, 
all but the final assertions of the theorem now follow. On the other hand, the final assertions of the theorem readily follow from arguments similar to those used in the proof of [15 In the following two theorems we again fix our attention upon the indefinite inner product space V. Notation. We let M = M+ + M-+ Mt + M# , let (+) (resp. (+)) denote orthogonal direct sum of subspaces of the Pontrjagin space Va (resp. of the indefinite inner product space V), and let ~ denote the orthogonal companion of M in the Pontrjagin space Vo (see [12, p. 7] We remark that, as for the case of Va, the Hilbert topology of ~ induced by the norm II II m , n coincides with the strong topology of ~ . Note also that K is a compact selfadjoint operator in the Pontrjagin space ~ whose eigenvalues, if any, must necessarily be real and the eigenspaces of K corresponding to its nonzero eigenvalues are positive definite.
We are now in a position to establish some further results concerning the spectral properties of the problem (1. 3-4). is equivalent to the requirement that ker K be a nondegenerate subspace of the Pontrjagin space VI (it is of course a closed subspace). It follows immediately that the hypothesis of the theorem is satisfied when K I = 0 since in this case ~ is a Hilbert space with respect to the inner product ( , ). Note also that it is in this latter formulation that we recognize our hypothesis as being the sufficient condition given in [7 and 31] In light of the foregoing results we may now argue as we did in the proofs of Theorems 3.1-2 to complete the proof of the theorem.
In order to deal with the case where the inner product B( , ) is degenerate on ker Tn V , we shall need a preliminary result. Accordingly, in the following lemma we again fix our attention upon the Pontrjagin space ~ , assuming now Pontrjagin space ~,then we assert that because of these facts every maximal negative subspace of ~ which is invariant under K must be degenerate. In-deed, if £# is such a subspace and £# is not degenerate, then we may make use of the fact that a(KI£#) consists precisely of the point)" = 0 to conclude that £# is negative definite and £# C £. Hence by appealing to the fundamental decomposition of £ cited above and by arguing as in the proof of [12 We note that in order for condition (2) in the above definition to be satisfied it is sufficient that a n /3 E C l +lcd, I (0#) and that w E C l , 1(0#) , where l = (8q -l)m -1 . Observe also that for j = 0, ... , 4q, rpj has compact support which is contained in 0# and '1') E V, while rpj E D(A) for j = 0, ... , (4q -l) and Arpj = Trpj+1 . with the inner product ( , ) T ' then it follows from the foregoing results and [12, Corollary 11.8, p. 26] that V# is either positive definite or the orthogonal direct sum of a finite dimensional negative definite subspace and a positive definite subspace. On the other hand, since it follows from above that V# contains negative definite subspaces of arbitrary large dimension, we may argue as in the proof of [12, Theorem 10.1, p. 50 ] to arrive at a contradiction. Hence infinitely many of the Ai are negative, and similarly we can show that infinitely many of the Aj are positive to complete the proof of the theorem.
