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Abstract
The extension of nonlinear higher-spin equations in d = 4 proposed in [arXiv:1504.07289]
for the construction of invariant functional is shown to respect local Lorentz symmetry.
The equations are rewritten in a manifestly Lorentz covariant form resulting from some
Stueckelberg-like field transformation. We also show that the two field-independent cen-
tral terms entering higher-spin equations which are not entirely fixed by the consistency
alone get fixed unambiguously by the requirement of Lorentz symmetry. One of the im-
portant advantages of the proposed approach demonstrated in the paper is the remarkable
simplification of the perturbative analysis.
1 Introduction
Nonlinear higher-spin (HS) equations were presented [1, 2] in the unfolded form of covariant
first-order differential equations. Generalizing Maurer-Cartan equations, unfolded equations
[3, 4] (for reviews see e.g. [5, 6]) manifestly control gauge symmetries and diffeomorphism
invariance. This is achieved due to appearance of infinite towers of auxiliary fields packed into
HS master fields, that describe all on-shell derivatives of HS fields. Schematically any unfolded
system has the form
dW (x) = F (W (x)) , (1.1)
where W (x) is some set of differential form fields and d is the space-time De Rham differential.
(All products are wedge products. The wedge symbol is implicit.) Unfolded equations (1.1) are
consistent if no other than (1.1) conditions result from the integrability requirement d2 = 0.
Among different approaches to HS dynamics, one of the most natural is the metric-like
one pioneered by Fronsdal [7]. However, even though it aims at generalization of the Einstein
gravity in terms of habitual tensor fields, the progress in the construction of interactions is rather
limited beyond the cubic (Lagrangian) order (see e.g. [8]-[12]) due to the technical challenge
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and lack of geometric intuition within this formalism. At least to lower orders, however, the HS
AdS/CFT holography allows reconstructing local HS interactions [13]. The situation with the
light-cone approach is analogous [14]-[23] with the notable exception for the paper by Metsaev
[24] who was able to deduce nontrivial restrictions on the cubic vertex from the analysis of
quartic interactions.
The frame-like approach initiated in [25, 26] is a HS generalization of the Cartan formulation
of gravity. It naturally generalizes the spin-two curvature two-forms to higher spins the same
time bringing in a new piece of information such as the notion of HS algebra and tightly related
ingredient, spectrum of auxiliary fields. In the frame-like approach both covariant HS cubic
couplings [27] and fully nonlinear HS equations were found [1, 2]. Its relation to the metric-like
language is due to the local Lorentz symmetry which enables one rewriting field components
from the frame-like setting to the metric-like and vice versa. (Recall that in Cartan’s gravity
the equivalence principle rests on both diffeomorphism invariance and local Lorentz symmetry.)
Retrospectively, in formulating nonlinear HS equations the guiding rules were the consis-
tency of (1.1) and the correct free limit about AdS background which is the exact vacuum
solution. The former automatically guarantees gauge invariance. Diffeomorphism invariance
was by construction. Local Lorentz symmetry was also inbuilt by considering the problem in
terms of multispinors as finite-dimensional Lorentz modules. All these properties were inherited
by the nonlinear HS equations of [1, 2]. Somewhat later it was realized [5] that the form of
equations of [2] is to large extent fixed by the local Lorentz covariance principle that can be
easily lost by an otherwise consistent deformation of the equations of [2].
Local Lorentz covariance implies that the equations should be of the form
DLW = FL(W ) , (1.2)
where DL = d+ωL is the Lorentz covariant derivative acting in the standard way on any Lorentz
tensor (multispinor) with the convention that DLωL is identified with the Lorentz curvature
RL = dωL + ωL ∧ ωL. Then local Lorentz symmetry demands that the Lorentz connection ωL
does not enter the r.h.s. of (1.2). Practically, it is more convenient to work with (1.1) than with
(1.2) since (DL)2 6= 0 while d2 = 0. It is therefore necessary to check if the unfolded equations
(1.1) admit a field redefinition to (1.2) to respect the local Lorentz covariance. That such a
field redefinition is indeed available for HS systems in all orders in interactions has been shown
in [28, 5] (see also [29]).
Recently, an extension of 4d HS equations that contains HS invariant functionals has been
proposed in [30]. One of such functionals conjectured to give an on-shell action is anticipated to
play a crucial role for the purposes of HS AdS/CFT industry (see [31]-[41] for the incomplete list
of references). In view of absence of conventional fully nonlinear HS action principle (see how-
ever [42]) the possibility of calculating the on-shell action paves a way to testing HS AdS/CFT
proposal explicitly at least at tree level. (A further extension accounting for quantum correc-
tions was also discussed in [30].) The extension of [30] is designed to include higher-degree
differential forms in addition to the zero- and one-forms of the original HS theory. These higher
forms carry no local physical degrees of freedom being expressed in terms of physical fields on
mass shell. The space-time four-form valued in the center of the HS algebra corresponds to the
density of the aforementioned on-shell action.
To calculate the HS invariant density and compare it with the correlation functions of the
dual theory in the boundary limit is a challenging technical problem even to the lowest or-
ders. The main complication is due to the involved nature of HS perturbation theory despite
2
considerable progress made in [43]. A related difficulty is the fact that the extended HS equa-
tions have been written down in form (1.1) rather than in (1.2) leading to non-covariant and
highly involved expressions for the invariant functional requiring further field redefinition for
the covariantization.
The existence of Lorentz covariant frame for the extended HS equations was neither pre-
sented nor proven in the literature. In this paper we fill in this gap providing the explicit
Lorentz covariant extended HS equations in four dimensions. One of the main difficulties in
obtaining these equations is the fact that the Lorentz covariant differential DL does not ad-
mit star-product realization in its Lorentz connection part. This makes it hard finding field
redefinition that lead to the covariant form of equations. Instead of looking for such a field
redefinition, our strategy is to start from the part of the equations for space-time zero-forms
which can be straightforwardly covariantized. Consistency of these equations imposes certain
restrictions on the form of the rest of the equations still not constraining them entirely. At this
stage the analysis requires a bit of a guess work. An important observation is that the very
requirement of local Lorentz symmetry restricts the form of field-independent central terms in
the equations that determine the structure of interactions, which otherwise are fixed by rather
indirect functional class arguments and not by mere consistency of HS equations. The avail-
ability of a Lorentz frame largely relies on the existence of field-dependent Lorentz generators
constructed out of purely twistor sector of the extended HS equations thanks to their specific
form that admits interpretation in terms of a deformed oscillator algebra generalizing the de-
formed oscillator realization of the Lorentz algebra underlying usual HS equations of [2] (see
also [5] and references therein).
Lorentz covariant equations proposed in this paper contain an additional Lorentz connection
on the top of the tower of HS gauge fields. Their integrability results in an overdetermined set of
constraints which are however fulfilled as a consequence of spinor Fierz (Schouten) identities.
To see that the proposed equations are dynamically equivalent to those of [30] we observe
additional Stueckelberg symmetry generalizing that found in [44] for the usual bosonic HS
equations, which allows one to set an additional Lorentz connection to zero thus reducing
equations to their ordinary unfolded frame yet providing explicit field redefinition relating the
two frames. Naively, Stueckelberg nature of the spin-two Lorentz connection in HS master
field implies that it is gauge equivalent to zero. Once however we insist on the absence of the
Lorentz connection type contribution to the spin two sector within HS master field, then the
additional Lorentz connection gets perturbatively determined up to true HS gauge symmetry
transformations.
From technical standpoint the advantage of the proposed covariant equations as compared
to those in [30] is due to a remarkable simplification of perturbative series operators they deliver
along the lines of [43]. To show this we reconsider perturbative expansion about proper HS
vacuum solution within the Lorentz covariant approach and rederive operators which determine
perturbative analysis of the equations of motion. Our result reproduces formulas of [43] with
the difference that they no longer contain Lorentz connection, leading to dramatic simplification
especially for the twisted-adjoint case.
The paper is organized as follows. In section 2 we recall HS equations in four dimensions and
explain a way of making them explicitly Lorentz covariant suitable for the HS system containing
the invariant functional. Then, in section 3 we address a problem of covariantization of the
extended HS equations. To do that we discuss a generalization of the deformed oscillator
algebra in section 3.2. A manifestly covariant form of HS equations is given in section 3.3.
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Finally, in section 4 we elaborate a covariant perturbation theory for the obtained equations.
Brief conclusions are in section 5.
2 Lorentz covariant HS equations
Let us start by reviewing the HS equations in four dimensions of [2] (see also [5]) and their
Lorentz covariantization. The equations have the following standard form
dW +W ∗W = iθAθA + iηB ∗ γ + iη¯B ∗ γ¯ , (2.1)
dB + [W, B]∗ = 0 , (2.2)
where W(Z, Y ;K|x) is the 1-form in the double graded space spanned by anticommuting dxm
and auxiliary θA differentials. W contains HS potentials with all their descendants in space-time
subsector W and the compensator-like field S in the θ-subsector,
W(Z, Y ;K|x) = Wm(Z, Y ;K|x)dx
m + SA(Z, Y ;K|x)θ
A , (2.3)
{dxm, dxn} = {dxm, θA} = {θA, θB} = 0 . (2.4)
Space-time indices m,n as well as Majorana spinor fiber indices A,B range four values.
B(Z, Y ;K|x) is a 0-form master field, containing lower spin matter fields and HS curvatures.
Apart from x-dependence, W and B depend on a number of generating variables. Com-
muting twistor-like variables YA = (yα, y¯α˙) and ZA = (zα, z¯α˙) are designed to pack up HS fields
and auxiliary fields, where spinor indices α, β, ... range two values. The associative star-product
operation acts on functions f(Z, Y )
(f ∗ g)(Z, Y ) =
1
(2π)4
∫
dUdV f(Z + U, Y + U)g(Z − V, Y + V )eiUAV
A
, (2.5)
where UAV
A := UAVBǫ
AB with some sp(4)-invariant symplectic form ǫAB = −ǫBA. Indices are
raised and lowered with the aid of ǫAB as follows, X
A = ǫABXB and XA = ǫBAX
B. The star
product can be seen to induce the following commutation relations
[YA, YB]∗ = −[ZA, ZB]∗ = 2iǫAB , [YA, ZB]∗ = 0 . (2.6)
It admits the inner Klein operators
κ = eizαy
α
, κ¯ = eiz¯α˙y¯
α˙
. (2.7)
Their characteristic properties are
{κ, yα}∗ = {κ, zα}∗ = 0 , κ ∗ κ = 1 , (2.8)
analogously in the antiholomorphic sector for κ¯.
To distinguish between the adjoint representation for HS potentials and the twisted-adjoint
for HS curvatures as well as to have a room for topological degrees of freedom in HS system one
introduces Clifford variables K = (k, k¯) which are called the outer Klein operators. k anticom-
mutes with the holomorphic variables yα, zα, θα and commutes with every antiholomorhic one.
4
Note that being similar to star-product realized κ, k nevertheless admits no algebraic realiza-
tion due to its anticommutativity with θα. Analogously, k¯ anticommutes with antiholomorhic
variables and commutes with all of the rest. In addition,
k2 = k¯2 = 1 , [k, k¯] = 0. (2.9)
The latter relation makes the dependence on Klein operators at most bilinear
W =
∑
i,j=0,1
Wi,jk
ik¯j , B =
∑
i,j=0,1
Bi,jk
ik¯j . (2.10)
Physical fields are encoded in W(−k,−k¯) = W(k, k¯) and B(−k,−k¯) = −B(k, k¯). The rest
decompose into infinite tower of fields, each carrying at most a finite number of dynamical
degrees of freedom, being therefore topological.
There are two central elements that enter the r.h.s. of (2.1). One is θAθA which obviously
commutes with any variable. Another one is
γ = 2kκδ2(θ) , δ2(θ) :=
1
2
θαθα , (2.11)
which commutes with everything including θα thanks to the Grassmann δ-function, θαδ2(θ) = 0.
Analogously defined is γ¯. Finally, complex phase η = eiφ is the only free parameter of HS theory
in four dimensions with the r.h.s. of (2.1) linear in B. For parity preserving cases when φ = 0
the theory is known as the A–model and φ = π/2 corresponds to the B–model [32].
In terms of W and S components of W (2.1), (2.2) can be rewritten as follows
dW +W ∗W = 0 , (2.12)
dS + [W,S]∗ = 0 , (2.13)
dB + [W,B]∗ = 0 , (2.14)
S ∗ S = −iθα ∧ θ
α(1 + ηB ∗ kκ)− iθ¯α˙ ∧ θ¯
α˙(1 + η¯B ∗ k¯κ¯) , (2.15)
[S,B]∗ = 0 . (2.16)
To proceed to Lorentz covariance let us first recall that Lorentz covariant derivative of a
Lorentz multispinor φα1...αn,α˙1...α˙m is
DLφα(n),α˙(m) = dφα(n),α˙(m) − nωα
βφβα(n−1),α˙(m) −mω¯α˙
β˙φα(n),β˙α˙(m−1) , (2.17)
where ωαβ and ω¯α˙β˙ are holomorphic and antiholomorphic parts of the Lorentz connection ω
AB =
(ωαβ, ω¯α˙β˙) which generates Lorentz curvature 2-form via
(DL)2φα(n),α˙(m) = −nRα
βφβα(n−1),α˙(m) −mR¯α˙
β˙φα(n),β˙α˙(m−1) , (2.18)
Rαβ = dωαβ − ωα
γ ∧ ωγβ , R¯α˙β˙ = dω¯α˙β˙ − ω¯α˙
γ˙ ∧ ω¯γ˙β˙ , (2.19)
DLRαβ = D
LR¯α˙β˙ = 0 . (2.20)
In HS equations (2.12)-(2.16) all spin-tensors are packed into generating functions W , S and
B with the aid of the variables Y A, ZA and also θA in case of S–field. In these terms, (2.17)
can be rewritten as
DLf(Z, Y ; θ) =
(
d + ωAB
(
ZA
∂
∂ZB
+ YA
∂
∂Y B
+ θA
∂
∂θB
))
f(Z, Y ; θ) . (2.21)
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Note that the differential with respect to Y and Z operators in (2.21) can be realized in terms
of star product
ωAB
(
ZA
∂
∂ZB
+ YA
∂
∂Y B
)
= ωAB[LAB, f ]∗ , (2.22)
LAB = −
i
4
(YAYB − ZAZB) . (2.23)
Clearly, Lαβ and L¯α˙β˙ form sl2(C) Lorentz subalgebra. It follows then that if it were not for
θ-dependence in S field the local Lorentz symmetry on HS equations could be restored by a
simple field redefinition W → W + ωABLAB. Indeed, in this case the de-Rham differential d
in (2.13) and (2.14) turns into the Lorentz differential DL by the ωABLAB shift. However this
shift does not act properly on S field in (2.13) which being θ–dependent carries extra Lorentz
indices S = Sαθ
α + S¯α˙θ¯
α˙ not rotated by LAB. This is where the last term in (2.21) becomes
important. Since θA
∂
∂θB
cannot be realized via star-product there must be a special reason for
the local Lorentz symmetry to take place1. As shown in [28, 5] Lorentz covariance follows from
the property of the deformed oscillator algebra as we now recall.
For the sake of presentation simplicity, consider for a moment bosonic truncation with no
topological degrees of freedom in (2.12)-(2.16). General case is fully captured by this example.
We are interested in the θ-sector, i.e. the sector of space-time 0-forms to be referred to as the
twistor sector. Corresponding equations are
[Sα, Sβ]∗ = −2iǫαβ(1 + ηB ∗ κ) , (2.24)
{Sα, B ∗ κ}∗ = 0 , (2.25)
(similarly in the dotted sector) where fields S and B are now k and k¯ independent. Equations
(2.24)-(2.25) have the form of deformed oscillator algebra [45, 46] where it was observed that
it respects sp(2) symmetry. Namely, the generators
Mαβ =
i
8
{Sα, Sβ}∗ (2.26)
form sp(2) for any B,
[Mαα,Mββ]∗ = 2ǫαβMαβ . (2.27)
Together with the generators in the antiholomorphic sector it restores the full Lorentz algebra
sl2(C). Particularly, by (2.24), (2.26) these generators Lorentz rotate the field S itself
[Mαα, Sβ]∗ = ǫαβSα . (2.28)
Since (2.28) mimics the action of the θ–term in (2.21) this suggests that the field-dependent
generatorsMαβ and M¯α˙β˙ can underly the field redefinition that restores local Lorentz symmetry.
Indeed, at the nonlinear level the Lorentz algebra action consists of two parts (2.23) and (2.28)
suggesting the following field redefinition W →W +ωAB(LAB +MAB). That this is indeed the
case can be checked directly (see [5, 29]). We however take somewhat different way which is
most useful in the more complicated extended HS system.
1 A naive way out is to extend star product spanned by bosonic Y and Z variables by adding Clifford
elements θ. Such an extension while making scheme explicitly Lorentz covariant appears to change the content
of the equations.
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Let us assume that there exists a field redefinition that makes local Lorentz symmetry
manifest. Since such redefinition contains Lorentz connection it cannot affect space-time 0-
forms S and B. This implies that our bosonic truncated equations (2.24) and (2.25) remain
undeformed. The only field that should be redefined is the space-time 1-form W . The effect of
the field redefinition W →W ′ =W + ωAB(. . . ) on the zero-curvature conditions
dSα + [W,Sα]∗ = 0 , (2.29)
dB +W ∗B − B ∗ π(W ) = 0 , (2.30)
where π(y, y¯, z, z¯) = (−y, y¯,−z, z¯) will be their covariantization of the form
DLSα + [W
′, Sα]∗ = 0 , (2.31)
DLB +W ′ ∗B − B ∗ π(W ′) = 0 (2.32)
with W ′ being free from the Lorentz connection. Consistency (2.18)
(DL)2Sα = R
βγ[Lβγ , Sα]∗ − Rα
βSβ (2.33)
applied to (2.31) implies using (2.26) that
[DLW ′ +W ′ ∗W ′ +Rβγ(Lβγ −
i
4
Sβ ∗ Sγ), Sα]∗ = 0 (2.34)
suggesting eventually the following Lorentz covariant system
DLW ′ +W ′ ∗W ′ +RAB
(
LAB −
i
4
SA ∗ SB
)
= 0 , (2.35)
RAB := dωAB − ωACωC
B , (2.36)
DLSA + [W
′, SA]∗ = 0 , (2.37)
DLB +W ′ ∗B − B ∗ π(W ′) = 0 , (2.38)
[Sα, Sβ]∗ = −2iǫαβ(1 + ηB ∗ κ) , [S¯α˙, S¯β˙]∗ = −2iǫα˙β˙(1 + η¯B ∗ κ¯) , (2.39)
{Sα, B ∗ κ}∗ = 0 , {S¯α˙, B ∗ κ¯}∗ = 0 . (2.40)
The obtained equations are consistent and exhibit manifest local Lorentz symmetry. In this
form they were written down in [29]. By the field redefinition
W ′ = W − ωAB
(
LAB −
i
4
SA ∗ SB
)
(2.41)
(2.35)-(2.40) is reduced down to the bosonic version of (2.12)-(2.16).
Before we pursue covariantization of general case (2.1), (2.2) let us make few comments.
First, we see that twistor sector of HS equations plays crucial role for local Lorentz symmetry.
Namely, the possibility to write down covariant equations through a field redefinition relies on
the existence of field dependent Lorentz generators built from the on-shell twistor fields (see
(2.28)). For example, while one can relax (2.1) by dropping off θAθA term still keeping equations
consistent2 there would be no local Lorentz symmetry as we will see. We will keep this strategy
of examining twistor sector in our analysis of more complicated HS extended equations.
2This example is physics wise unappropriate due to its failure of reproducing free Fronsdal equations.
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Second, the obtained equations (2.35)-(2.40) do not determine Lorentz connection ωAB
by itself. As shown in [44] where the Lorentz covariant equations were used, this system
possesses Stu¨ckelberg symmetry that allows one to gauge away the connection. The connection
nonetheless can be perturbatively fixed up to HS gauge transformations once the field W ′ is
demanded to be free of connection-type components. This implies that the physical Lorentz
connection given by ωAB is unique. To be more specific, normally one associates physical fields
with cohomologies represented by Z-independent functions (see e.g., [5], [29]). Therefore we
need no (anti)holomorphic bilinears to reside in W ′ which if present would correspond to yet
another connection-type fields. Hence, we set
∂2
∂yα∂yβ
W ′
∣∣∣
Z,Y=0
=
∂2
∂y¯α˙∂y¯β˙
W ′
∣∣∣
Z,Y=0
= 0 . (2.42)
Now let us consider generic case of HS equations that contain double set of physical fields
along with the topological ones in accordance with (2.1)-(2.2). To make them Lorentz covariant
we use the following trick. We note that the S-term in parentheses of (2.35) can be formally
represented as ∂
∂θA
W. This operator however does not respect the chain rule on a product of
fields due to their dependence on outer Klein operators k and k¯. To fix that we introduce an
additional operator ρ that anticommutes with k and commutes with the rest (similar operator
appears in 3d model of [47]) and analogously we introduce ρ¯ that anticommutes with k¯
ρk + kρ = 0 , ρθ − θρ = 0 , ρ2 = 1 . (2.43)
These properly account for sign flip of the outer Klein operators k and k¯ in their master field
dependence allowing to define derivations
∂α := ρ
∂
∂θα
, ∂α˙ := ρ¯
∂
∂θ¯α˙
(2.44)
respecting the chain rule
∂A(F
(p) ∗G(q)) = ∂AF
(p) ∗G(q) + (−)pF (p) ∗ ∂AG
(q) (2.45)
and allowing one to extend the bosonic case to the following general Lorentz covariant HS
equations
DLW +W ∗W +RAB
(
LAB −
i
4
∂AW ∗ ∂BW
)
= iθAθA + iηB ∗ γ + iη¯B ∗ γ¯ , (2.46)
DLB + [W, B] = 0 . (2.47)
Note that the dependence on ρ and ρ¯ drops out from (2.46) upon generating certain sign factors.
The consistency of (2.46), (2.47) is easy to check using
(DL)2f(Z, Y ; θ) = RAB[LAB, f ] +R
ABθA
∂
∂θB
f , (2.48)
DL(RABLAB) = 0 . (2.49)
For ωAB = 0 one gets back to (2.1), (2.2). For ωAB 6= 0 following [44] we observe an extra
Stu¨ckelberg symmetry
δξωAB = ξAB , δξB = 0 , (2.50)
δξW = −ξ
AB
(
LAB −
i
4
∂AW ∗ ∂BW
)
. (2.51)
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It is interesting to note, that by simple rescaling of θ-variables along with master fields one
can modify the first term on the r.h.s. of (2.1) to be iνθAθA, where ν is an arbitrary real
number. This rescaling correspondingly modifies covariant equation (2.46)
DLW +W ∗W +RAB
(
LAB −
i
4ν
∂AW ∗ ∂BW
)
= iνθAθA + iηB ∗ γ + iη¯B ∗ γ¯ , (2.52)
which makes the limit ν → 0 meaningless unlike the same limit for the noncovariant system.
Therefore, the very requirement of Lorentz symmetry rules out some formally consistent sys-
tems. This particular limit can be ruled out by comparing the free equations it provides to
the proper free HS ones though. In other words (2.46) written down in the non-covariant
frame RAB = 0 does not reproduce proper free HS equations upon linearization about AdS
background for ν = 0.
3 Covariantization of extended higher-spin system
3.1 Lorentz covariance in the twistor sector
An extended version of HS equations in four dimensions was proposed in [30]. Being physically
equivalent to the original HS equations it contains higher differential forms which are expressed
on-shell via dynamical HS fields. This extension is aimed at generating a gauge-invariant
functional represented as a space-time integral over a four-form and is organized as follows.
The one-formW in (dx⊕θ)-differentials is extended to three-forms dxn∧θ3−n , n = 0, . . . , 3.
Analogously, the zero-form B (2.2) gets enhanced to all two-forms dxn ∧ θ2−n , n = 0, . . . , 2.
This way one introduces odd formsW and even forms B. In different context a similar extension
was also given in [42]. To let higher forms be nontrivially expressed in terms of dynamical HS
fields of the original system, equations (2.1), (2.2) have to be properly modified since otherwise
the higher forms would receive no non-zero source. The nontrivial HS dynamics in the original
system rests on the sources bilinear in θ on the r.h.s. of (2.1) for the twistor field S. Now one
has to introduce a source for a new twistor field resided inW which is a θ3-form. Compatibility
of the modified equations demands any such source be central. Among few of such elements
gγ ∗ γ¯, where g is a constant, was argued in [30] to be the proper one. Eventually, the proposed
equations are
dW +W ∗W = iθAθA + iηB ∗ γ + iη¯B ∗ γ¯ + igγ ∗ γ¯ +  L , (3.1)
dB + [W,B]∗ = 0 . (3.2)
Here  L is Y , Z, k, k¯ and θ–independent pure space-time four-form to be associated with the
invariant functional density3. Equation (3.1) may be deformed to contain F∗(B) on the r.h.s.
instead of B and G(B) instead of g. We took F = ηB, G(B) = g for simplicity. The system is
invariant under the following gauge transformation
δW = dǫ+ [W, ǫ]∗ + iηξ ∗ γ + iη¯ξ ∗ γ¯ , (3.3)
δB = dξ + {W, ξ}∗ + [B, ǫ]∗ . (3.4)
3Equivalently, one could introduce no  L on the r.h.s. of (3.1) instead associating the four-form (W∗W)|Z,Y,θ=0
with the invariant functional density.
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Our goal is to prove that (3.1), (3.2) respects Lorentz symmetry, rewriting it in a manifestly
Lorentz covariant form. A major asset on this way is the existence of Lorentz generators in the
twistor sector of (3.1), (3.2) as we now show.
Let us introduce components for the twistor fields as follows
W
∣∣∣
dx=0
= sAθ
A + 2tαθ
αδ2(θ¯) + 2t¯α˙θ¯
α˙δ2(θ) , (3.5)
B
∣∣∣
dx=0
= B + 2bδ2(θ) + 2b¯δ2(θ¯) + bαα˙θ
αθ¯α˙ . (3.6)
Assuming for brevity the bosonic truncation with kk¯ = 1 from the θ–sector of (3.1), (3.2) one
extracts the following algebraic constraints
[sα, sβ]∗ = −2iǫαβ(1 + ηB ∗ κ) , [sα, s¯α˙]∗ = 0 , (3.7)
[tα, s
α]∗ + [t¯α˙, s¯
α˙]∗ = −2i(ηb¯ ∗ κ + η¯b ∗ κ¯ + gκ ∗ κ¯) , (3.8)
sα ∗B +B ∗ π(sα) = 0 , (3.9)
sα ∗ b¯− b¯ ∗ π¯(sα) + tα ∗B +B ∗ π(tα) = 0 , (3.10)
1
2
(sα ∗ b
α
α˙ + b
α
α˙ ∗ π(sα)) + t¯α˙ ∗B − B ∗ π(t¯α˙) = 0 . (3.11)
An important observation is that equations (3.7)-(3.11) admit Lorentz symmetry which can be
realized as gauge transformation (3.3). This can be seen most easily for B = 0. Indeed from
the gauge transformations
δΛsα = [sα, ǫ]∗ , (3.12)
δΛtα = [tα, ǫ]∗ + [φ, sα] + [ψα
β˙, s¯β˙] , (3.13)
δΛt¯α˙ = [t¯α˙, ǫ]∗ + [φ¯, s¯α˙]− [ψ¯
β
α˙, sβ] , (3.14)
where ǫ, φ and ψαα˙ are some gauge parameters, it follows that δΛsα = Λα
βsβ and δΛtα = Λα
βtβ
provided that
ǫ = −
i
4
Λαβsα ∗ sβ , φ =
i
4
Λαβ{sα, tβ}∗ , ψαα˙ = −
i
4
Λα
β{sβ, t¯α˙}∗ . (3.15)
This fact suggests that the whole system (3.1), (3.2) should be Lorentz covariant upon an
appropriate field redefinition.
3.2 Generalized deformed oscillator algebra
Analogously to the original construction (2.24), (2.25) that underlies nonlinear HS equations,
Eqs. (3.7)-(3.11) give rise to a generalization of the deformed oscillator algebra.
Standard oscillator (Weyl) algebra is the enveloping algebra of the relations
[yα, yβ] = −2iǫαβ . (3.16)
It can be extended by adding an outer element K anticommuting with yα which is called Klein
operator
{yα, K} = 0 , KK = 1. (3.17)
10
With this new element there exists a one-parametric deformation of the algebra
[yα, yβ] = −2iǫαβ(1 + νK) , (3.18)
where ν is an arbitrary constant (central element). Jacobi relations
[[yα, yβ], yγ] + cycle = 0 (3.19)
automatically hold for (3.18) provided that indices α, β, γ range two values. As was stressed
already in (2.26) the remarkable property of (3.18) is that for any ν the bilinears of y generate
sp(2)
Mαβ = {yα, yβ} , [Mαα,Mββ ] ∼ ǫαβMαβ . (3.20)
Adding another copy of deformed oscillator y¯α˙ in the dotted sector one extends this sp(2) to the
four dimensional Lorentz algebra sp(2|C). Eqs. (3.7)-(3.11) provide a generalization of (3.18)
that still respects the sp(2|C) symmetry. The simplest such an extension arises if one sets
B = const and b = 0 in which case the defining relations become
[sα, sβ] = −2iǫαβ(1 + νK) , [s¯α˙, s¯β˙] = −2iǫα˙β˙(1 + νK¯) , (3.21)
{sα, K} = 0 , {s¯α˙, K¯} = 0 , (3.22)
{tα, K} = 0 , {t¯α˙, K¯} = 0 , (3.23)
[sα, s¯α˙] = 0 , [tα, s
α] + [t¯α˙, s¯
α˙] = 2igKK¯ . (3.24)
Since the part of the sp(2)⊕ sp(2) Lorentz transformations in (3.13) and (3.14) associated
with φ, φ¯, ψ and ψ¯ is generated by the gauge symmetries of the higher differential form fields,
it can be argued that the Lorentz sp(2)⊕ sp(2) symmetry is still generated by Mαβ (3.20) on
the factor algebra of the universal enveloping algebra of (3.21)-(3.24) over the ideal generated
by the higher-spin gauge transformations.
3.3 Lorentz covariant equations
To find proper set of fields that brings (3.1), (3.2) into a manifestly Lorentz covariant form we
again use the fact that such a field redefinition containing Lorentz connection ωαβ, ω¯α˙β˙ leaves
twistor fields (space-time 0-forms) unaffected. Therefore the covariantized version for space-
time evolution of these fields is reproduced by replacing d with DL in the original equations
(3.1), (3.2). These in turn impose further restrictions on the other equations via integrability
condition (2.48) still not fixing the latter entirely. Skipping technical details let us give the
final result for the manifestly Lorentz covariant HS equations
DLW +W ∗W +RAB
(
LAB −
i
4
∂AW ∗ ∂BW
)
= iθAθA + iηB ∗ γ + iη¯B ∗ γ¯ + igγγ¯ +  L−
−
η
4
Rαβ∂αB ∗ ∂βγ −
η¯
4
R¯α˙β˙∂α˙B ∗ ∂β˙ γ¯ +
iη
32
RααRββ∂α∂βB ∗ ∂α∂βγ +
iη¯
32
R¯α˙α˙R¯β˙β˙∂α˙∂β˙B ∗ ∂α˙∂β˙ γ¯ ,
(3.25)
DLB + [W,B]−
i
4
RAB{∂AB, ∂BW}∗ = 0 . (3.26)
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Equations (3.25), (3.26) reproduce (3.1), (3.2) at ωAB = 0 in which case Lorentz connection is
contained in W, being equivalent to the latter up to a field redefinition at ωAB 6= 0. This field
redefinition can be found in the form of Abelian infinitesimal Stueckelberg transformation
δξωAB = ξAB , δξB =
i
4
ξAB{∂AB, ∂BW}∗ , (3.27)
δξW = −ξ
αβ(Lαβ −
i
4
∂αW ∗ ∂βW)−
η
4
ξαβ∂αB ∗ ∂βγ +
iη
32
(ξααRββ + ξββRαα)∂α∂βB ∗ ∂α∂βγ + c.c.
(3.28)
To check consistency of (3.25), (3.26) is a bit tiresome and needs to use Fierz identities.
Let us briefly sketch the consistency check. Acting with DL on eqs. (3.25), (3.26) and using
(2.48) one arrives at algebraic consequences graded by the degree of the Lorentz curvature RAB.
One should bear in mind that among different bilinears in fields entering these equations only
those actually contribute which do not exceed the differential form degree of DLW in (3.25)
and of DLB in (3.26). The rest should be discarded. Hence, one is left with O(R0), O(R) and
O(R ∧R) consistency constraints to be checked independently.
O(R0) constraints are automatically satisfied since they correspond to the original system
(3.1), (3.2) which is consistent. First nontrivial contribution coming from the O(R)-terms gives
{B ∗ ∂αγ, ∂αW} + [∂αB ∗ ∂αγ,W]− ∂α[W,B] ∗ ∂αγ = 0 , (3.29)
(similarly for the antiholomorphic part) which is equivalent to
− (B ∗ ∂αγ ∗ ∂αW + ∂αB ∗ ∂αγ ∗W) = (∂αB ∗W + B ∗ ∂αW) ∗ ∂αγ . (3.30)
Looking at (3.30) we observe that the θ2-components of W and B do not contribute because
of θ3 ≡ 0 and symmetrization θαθα ≡ 0. That θαθα ≡ 0 also implies that the terms with both
fields W and B being linear in θ do not contribute. Therefore, only W linear in θ components
in the first term and θ – independent in the second survive on the l.h.s. of (3.30). Using
∂αγ ∗W =W(θ,−θ¯,−dx) ∗ ∂αγ = −W ∗ ∂αγ for θ-independent components and ∂αγ ∗ ∂αW =
−∂αW(θ,−θ¯,−dx) ∗ ∂αγ = −∂αW ∗ ∂αγ for those linear in θ we find that (3.30) holds true.
For (3.26) the O(R)-consistency implies
[B, ∂αB ∗ ∂αγ] = [B ∗ ∂αγ, ∂αB] , (3.31)
which is also true by similar arguments.
Analyzing consistency of (3.25), (3.26) up to the R2 level one has to remember that only
differential forms of degree dx4θA can show up in (DL)2W + . . . and dx4 in (DL)2B + . . . .
Indeed, the degree of W is (p, 3 − p), where p = 0, . . . , 3 is attributed to dxp. Therefore,
#(DL)2W = (p+2, 3−p). Now, the top form R∧R implies that p = 2 and the only terms that
should be analyzed within consistency constraints are dx4θA. The same argument applies to
(DL)2B+. . . equation. In practice this has the result that only the twistor sector contribution to
the consistency relation has to be checked. This turns out to be fulfilled for (3.25), (3.26). This
analysis implies in particular that had the system (3.25), (3.26) contained higher differential
forms it would not be Lorentz covariant unless a proper deformation in the sector of higher
differential forms is taken into account.
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Another interesting point is that as advertised the Lorentz symmetry justifies the choice of
the central element igγ ∗ γ¯ in (3.1). To see that let us denote it by c. Then the consistency of
(3.25) implies in particular
RAB{∂Ac, ∂BW}∗ = 0 , (3.32)
which is true for c = igγ∗γ¯ but not for other θ4–central elements. For instance, for c = θαθαθ¯
α˙θ¯α˙,
(3.32) is not true any longer. Therefore, (3.25), (3.26) are consistent only for the specific central
element gγ ∗ γ¯ that governs the invariant functional density  L.
In our analysis of the extended HS equations (3.1), (3.2) we have chosen their interaction
phase ambiguity to be a field-independent complex number η. An extension of the proposed
Lorentz covariantization scheme to an arbitrary F∗(B) is simple, resulting in minor modification
of (3.25), (3.26). Namely, to introduce field-dependent phase in a Lorentz covariant way one
simply replaces ηB with F∗(B), η¯B with F¯∗(B) and g with G∗(B) everywhere on the r.h.s. of
(3.25) while leaving (3.26) intact. Thus modified equations turn out to remain consistent.
4 Covariant perturbation theory
Lorentz covariance of the proposed scheme is manifest provided it is not explicitly broken by the
homotopy calculations in the perturbative analysis. This is true for the vast class of Lorentz-
covariant homotopies proposed recently in [48] where a subclass of homotopies leading to the
local vertices was identified. That these homotopies properly reproduce the results of [49, 50]
is shown in [51]. In this paper we illustrate the usefulness of the proposed formulation using
the conventional homotopy allowing us to apply the approach developed recently in [43].
Equations (3.1), (3.2) naturally extend HS equations (2.1), (2.2) in a sense that all new
higher-forms come hand in hand with the structure of the original equations. A new ingredient
is the central element igγ ∗ γ¯ giving rise to the nontrivial invariant functional in perturbation
theory. It also delivers nontrivial vacuum value for W0 field which turns out to be no longer
polynomial in oscillators. However what really complicates the perturbation theory is that the
number of elementary homotopy calculations within HS equations grows combinatorially with
the degree of differential forms and that the naive result turns out to be involved due to the
terms containing background Lorentz connection ωAB.
As shown in [43] one can dodge the first problem by finding explicit expressions for operators
originated from repeated homotopy integration. The obtained formulas automatically account
combinatorial contributions of terms coming from different differential forms. As for the second
problem, the reason why noncovariant terms do show up is that the Lorentz covariance of
(3.1), (3.2) is not manifest. These can be eliminated using the field redefinition obtained in
(3.27), (3.28). However a much simpler scheme developed in this section is to reconsider the
perturbation theory of [43] within the new Lorentz-covariant setup of (3.25), (3.26).
We start with the proper vacuum solution to (3.25), (3.26) corresponding to AdS4 space-
time,
W0 =
i
2
eαα˙yαy¯α˙ + θ
AZA +W
3
0 , R
αβ
0 = −e
α
β˙ ∧ e
ββ˙ , B0 = 0 , (4.1)
where eαα˙ is the AdS4 vierbein field and W
3
0 is the vacuum part of the 3-form which for now
is not important and will be specified later on. Using (4.1) as a background in perturbation
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theory we note that both (3.25) and (3.26) lead to similar equations
DLf + [S0, f ]∗ + [W0, f ]∗ −
i
4
RAB{∂Af, ∂BS0}∗ = J . (4.2)
Here, S0 = θ
AZA, W0 =
i
2
eαα˙yαy¯α˙ and f is either W or B, while J denotes the leftover terms
appearing in (3.25) or (3.26). The dependence on extra Klein operators in f leads to different
realization of the commutator [W0, f ] driving to the adjoint or twisted-adjoint representations.
It is important to note that all of the remaining terms on the l.h.s. of (4.2) act evenly as
differential operators in these two possible cases. Consider the two cases in more detail.
4.1 Adjoint case
In this case f is either independent of k and k¯ or bilinear f → fkk¯. We separate the dependence
on kleinians so as to have f Klein independent. One then has
Df − 2iθA
∂
∂ZA
f = J , (4.3)
where
D =d + ωABL
(
YA
∂
∂Y B
+ ZA
∂
∂ZB
+ θA
∂
∂θB
)
−
i
2
RAB
(
ZA
∂
∂θB
+ i
∂
∂Y A
∂
∂θB
)
−
− eAB
(
YA
∂
∂Y B
− i
∂
∂ZA
∂
∂Y B
)
. (4.4)
f can be found from (4.3) up to a purely gauge part as
f = ∆−1J + g , Dg = (J −Df)
∣∣∣
Z=θ=0
=: HJ , (4.5)
where g is Z– and θ–independent dZ-cohomology part of dZ := θ
A ∂
∂ZA
(see [43] for more detail)
and formal inversion of operator ∆ = D − 2idZ amounts to
∆−1J = −
1
2i
∞∑
n=0
(
d∗ZD
2i
)n
d∗ZJ , d
∗
ZJ = Z
A ∂
∂θA
∫ 1
0
dt
t
J(tZ, Y ; tθ) . (4.6)
Since (d∗Z)
2 = 0, everything in D that commutes with d∗Z brings no contribution to ∆
−1. The
last term in the first line of (4.4) that contains curvature RAB while not commuting with d∗Z still
adds no contribution to ∆−1. This follows from d∗ZR
AB
(
ZA
∂
∂θB
+ i ∂
∂Y A
∂
∂θB
)
d∗ZJ ≡ 0. Hence,
the only term that matters in D is
D ∼ ieAB
∂
∂ZA
∂
∂Y B
. (4.7)
This way one finally gets
∆−1ad J =−
1
2i
ZA
∂
∂θA
∫ 1
0
dt
t
e
1−t
2t
eBC ∂
2
∂Y B∂θC J(tZ, Y ; tθ) =
=−
1
2i
ZA
∂
∂θA
∫ 1
0
dt
t
J
(
tZ, YA +
1− t
2t
eA
B ∂
∂θB
; tθ
)
. (4.8)
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Substituting (4.8) into the r.h.s. of the second equation (4.5) one finds the projection to
cohomology operator
HadJ = J
(
0, YA +
1
2
eA
B ∂
∂θB
; θ
) ∣∣∣
θ=0
. (4.9)
Remarkably the R–curvature term does not enter perturbative operators (4.8), (4.9) at all as
one reproduces formulas from [43] with the Lorentz connection set to zero.
A systematic way of obtaining explicit form of homotopy operators which is most useful in
twisted-adjoint case was proposed in [43] as we briefly recall. Consider a general equation of
the form
∆f := df +Df = J , (4.10)
where
∆2 = 0 , d2 = 0 . (4.11)
The consistency of (4.10) requires
dJ +DJ = 0 . (4.12)
Then, if a resolution of identity for d
{d, d∗}+ h = Id (4.13)
is known and
{d∗,D} = 0 (4.14)
holds true, a general solution to (4.10) can be written. To this end one applies (4.13) to J in
(4.10) and, making use of (4.12) and (4.14), rewrites it as
d(f − d∗J) +D(f − d∗J) = hJ . (4.15)
A general solution to (4.15) is
f = d∗J + g +∆ǫ+ χ , (4.16)
where an arbitrary function ǫ and general cohomology χ ∈ H(∆) constitute a general solution
to the homogeneous equation, while g solves
hDg = hJ . (4.17)
This can be used to build a resolution of identity for the operator from (4.3). We have
∆ad = Dad − 2idZ , where dZ = θ
A ∂
∂ZA
. For dZ one has
d∗f(Z; θ) = ZA
∂
∂θA
∫ 1
0
dt
t
f(tZ; tθ) , (4.18)
hf(Z; θ) = f(0; 0) . (4.19)
The nilpotency of ∆ can be check straightforwardly. However, in this case (4.14) does not hold
due to the terms 1
2
RAB ∂
2
∂Y A∂θB
and ieAB ∂
2
∂ZA∂Y B
in (4.4), that do not anticommute with d∗.
To bypass this obstacle we perform a similarity transformation on the space of functions in
question
f (Z; Y ; θ) −→ f˜ (Z; Y ; θ) = exp
{
−eAB
∂2
∂Y A∂θB
}
f (Z; Y ; θ) . (4.20)
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In terms of wavy functions (4.3) turns to
DLf˜ − eABYA
∂
∂Y B
f˜ − 2idZ f˜ +R
ABZA
∂
∂θB
f˜ = J˜ . (4.21)
Now though containing R-term, the operator D in (4.21) results in (4.14) being satisfied, and
the general solution is provided by (4.16). Performing inverse transformation, one finds
f = exp
{
eAB
∂2
∂Y A∂θB
}
d∗ exp
{
−eAB
∂2
∂Y A∂θB
}
J + g +∆adǫ , (4.22)
where g(Y ) solves
DLg + eABYA
∂
∂Y B
g = h
(
exp
{
−eAB
∂2
∂Y A∂θB
}
J
)
. (4.23)
Substituting (4.18) and simplifying, one recovers (4.8) and (4.9). Applying resolution of identity
(4.13) to some f˜ one finds that in terms of corresponding f it amounts to
{∆ad,∆
−1
ad }+Had = Id . (4.24)
Formula (4.8) enables us to complete vacuum solution (4.1). Indeed at the lowest order we
have
∆adW
3
0 = igγ ∗ γ¯ (4.25)
and since Had(γ ∗ γ¯) = 0, from (4.8) one finds
W30 = −2gZ
A ∂
∂θA
∫ 1
0
dtt3eitZAY
A+i(1−t) 1
2
ZAe
AB ∂
∂θB δ4(θ) =
= −2gZA
∫ 1
0
dtt3eitZAY
A
δ′A
(
θB + i(1− t)
1
2
eB
CZC
)
kk¯ . (4.26)
Formally, this expression for the vacuum 3-form coincides with that of [43] with Lorentz con-
nection ωLAB set to zero. But these two expressions represent partial solutions for two different
systems of equations, related by Stueckelberg transformation (3.27), (3.28). Thus, in general,
one could expect that, for instance, the curvature RAB will appear in (4.26), as it enters (3.28).
However, this does not happen because, as we have shown, R-dependent terms do not con-
tribute to homotopy operators. So terms with Lorentz curvature may appear in the vacuum
3-form only via ∆ad-exact additions to (4.26). It can be shown however that (4.26) is literally
reproduced from that of [43] by Stueckelberg transformation (3.28).
Analogously in the twisted-adjoint case the perturbative operators repeat those from [43]
with ωLAB = 0 leading to a significant simplification of the operator form as we now show.
4.2 Twisted-adjoint case
In this case f ∼ f1k + f2k¯. Separating again the dependence on k and k¯ and abusing notation
renaming f1,2 → f one finds that commutator [W0, f ] turns into anticommutator
i
2
eαα˙{yαy¯α˙, f} =
i
2
eAB
(
YAYB −
∂2
∂Y A∂Y B
− 2iYA
∂
∂ZB
−
∂2
∂ZA∂ZB
)
(4.27)
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so that
Dtw =d + ω
AB
L
(
YA
∂
∂Y B
+ ZA
∂
∂ZB
+ θA
∂
∂θB
)
−
i
2
RAB
(
ZA
∂
∂θB
+ i
∂
∂Y A
∂
∂θB
)
+ (4.28)
+
i
2
eAB
(
YAYB −
∂2
∂Y A∂Y B
− 2iYA
∂
∂ZB
−
∂2
∂ZA∂ZB
)
. (4.29)
Once again, the contribution that does not anticommute with d∗Z is
Dtw ∼ e
AB
(
YA
∂
∂ZB
−
i
2
∂2
∂ZA∂ZB
)
+
1
2
RAB
∂2
∂θA∂Y B
, (4.30)
and can be compensated by the following transformation
f (Z; Y ; θ) −→ f˜ (Z; Y ; θ) = exp
{
ieABYA
∂
∂θB
+
1
2
eAB
∂2
∂ZA∂θB
}
f (Z; Y ; θ) . (4.31)
For wavy functions one has
DLf˜ +
i
2
eAB
(
YAYB −
∂2
∂Y A∂Y B
)
f˜ − 2idZ f˜ −
i
2
RABZA
∂
∂θB
f˜ = J˜ , (4.32)
that satisfies (4.14) and thus is solved by (4.16).
Inversion of (4.31) leads to the following operators (4.5)
∆−1tw J = −
1
2i
ZA
∂
∂θA
∫ 1
0
dt
t
e−i
1−t
2t
eABYA
∂
∂θB
−
1−t
2
4t2
eAB ∂
2
∂ZA∂θB J(tZ, Y ; tθ) ,
HtwJ = e
−
i
2
eABYA
∂
∂θB
−
1
4
eAB ∂
2
∂ZA∂θB J(Z, Y ; θ)
∣∣∣
Z=θ=0
, (4.33)
which provide a resolution of identity
{∆tw,∆
−1
tw }+Htw = Id , (4.34)
determining the perturvative expansion in the twisted-adjoint sector.
An important comment is as follows. The elaborated perturbation theory is based on the
conventional resolution d∗Z , (4.6) which is known to lead to non-localities in HS interactions
at second order on the equations of motion first observed in [34] and later on shown more
systematically in [52, 50] This raises a serious question on the class of admissible functions,
which is not a subject of current investigation. Nevertheless at least from technical stand point
the conventional resolution can be a useful tool in a search for the aforementioned class of
functions. For example in [49] and [53] it was used in derivation of local HS cubic interactions.
5 Conclusion
Let us summarize the main findings of this work. It is shown that HS extended equations of
[30] having room for gauge invariant functionals admit local Lorentz symmetry. This symmetry
gets manifest upon field redefinition leading to the explicitly Lorentz covariant form of HS
equations. In obtaining Lorentz frame we notice that its consistency condition is more severe
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that the standard unfolded one ruling out certain HS systems that otherwise are formally
consistent within the unfolded frame. This fact provides a double check of the central element
4-form in (3.1) chosen in [28] when constructing generalized HS equations containing invariant
functional. Unlike the 2-form central element of the original HS equations (2.1) which can be
tested by its consistency with free HS equations, the central 4-form can not be checked by the
linearization as it belongs to a higher-form sector responsible for the invariant functional rather
than dynamical equations.
The existence of Lorentz frame for system (3.1), (3.2) though mandatory due to equivalence
principle is not quite trivial since it imposes an overdetermined set of constraints being all ful-
filled. Particulary, while higher-form extension of the equations of [2] admits certain freedom in
a top-form central term from mere consistency, the only one of those is compatible with the ob-
tained Lorentz covariant equations. A key element of the construction intrinsically responsible
for Lorentz symmetry is the twistor sector (algebraic constraints for space-time 0-form fields)
of the HS extended equations. The twistor sector of the original HS equations is known to gen-
erate Lorentz symmetry through the deformed oscillators. So does the extended twistor sector
(3.7), (3.11). Supporting Lorentz symmetry it represents a higher-dimensional generalization
of the deformed oscillators underling nonlinear HS equations which deserves special attention
in the context of Calogero-like models and perhaps higher-dimensional HS equations.
A byproduct of the obtained Lorentz frame is a significant simplification of the HS pertur-
bation theory despite seemingly involved form of the covariant equations. We have reconsidered
the analysis of [43] and found the covariant version of the perturbative series operators to gain a
simpler form within the new approach. This significantly simplifies calculation of the invariant
functional density 4-form at least to lowest orders.
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