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ABSTRACT
During the month of September in 1985, an extensive coastal 
processes experiment was conducted at IXick Beach in North Carolina.
An objective of the experiment was to monitor morphologic changes in 
the dynamic inner bar system. Nearly-daily surveys document the 
formation of a single longshore bar from a linear profile with the 
passage of a storm. After the wave energy decreased, the inner bar 
demonstrated patterns of longshore variability as rip currents 
migrated northward through the study site.
Q-Mode Factor Analysis is used to examine the temporal and 
longshore changes of four profile lines monitored during the 
experiment. This method of analysis reduces the dimensionality of 
large data sets by decomposing the data into its basic shape 
components. The results indicate that there are four primary modes of 
profile shape at this site. These include a linear profile, a well 
developed storm bar, a truncated outer bar or rip channel shape, and a 
steep crested inner bar. Each shape is associated with a particular 
level of wave energy, as well as a predominant direction of sediment 
transport. Comparisons of the loadings on the representative shapes, 
both through time and along shore, provide important insights about 
nearshore circulation patterns and post storm beach recovery.
MODES OF IONGSHORE VARIABILITY IN THE DEVELOPMENT 
OF A BAR - TROUGH MORFHOIOGY
INTRODUCTION
The nearshore zone of the mid-Atlantic Bight is an extremely 
dynamic region of the inner continental shelf. Within this area, 
large quantities of unconsolidated sediment are continuously 
redistributed by waves, tides, and currents. Morphological features 
associated with this region can be diverse. During extended periods 
of low energy conditions, the surf zone and subaerial beach often 
display featureless, linear profiles or a poorly defined inner bar 
morphology. Longshore variability in profile shape during this time 
is most often associated with relict rip current channels. Two 
dimensional profile shapes become more complex after high energy wave 
events or storms. The bar-trough system develops, moves offshore and 
then displays intermittent periods of longshore rhythmicity. Size and 
position of the inner bar are important, as they often determine the 
location of the shoreline and to some extent the height of the 
subaerial berm (Davis and Fox, 1972). Thus, in order to understand 
models of shoreline movement and volume change with time, more 
quantitative information concerning the development and movement of 
the inner bar system is required.
During the month of September, 1985, the first phase of Duck-85, 
a nearshore coastal processes experiment, was conducted at the U.S. 
Army Corps of Engineers* Coastal Engineering Research Center (CERC), 
Field Research Facility (FRF) in DUck, North Carolina. This project 
involved principal investigators from CERC1 s headquarters at the
2
3Waterways Experiment Station (WES) in Vicksburg, Mississippi, as well 
as outside researchers from the United States Geological Survey, 
University of Washington, Oregon State University, and Virginia 
Institute of Marine Science. Although primarily designed as a 
precursor to a larger experiment planned for the fall of 1986, Duck-85 
in itself has proved to be a vital scientific contribution as copious 
amounts of wave, current, sediment transport, and bathymetric data 
were successfully collected. This data set includes beach and 
nearshore profiles collected almost daily during a low energy period, 
a moderate storm, and the subsequent recovery period. Accurate 
bathymetric information can provide important insight on the two 
dimensional shape characteristics of the inner bar and how these 
shapes vary both temporally and spatially.
BACKGROUND
Bascom (1964) stated that there are two basic beach forms created 
by waves, the berm and the bar. The berm is the flat subaerial 
portion of the beach, whereas bars are submerged ridges of 
unconsolidated sediment, built on the seafloor in shallow water by 
waves and currents (Shoreline Protection Manual, 1984) . Price (1968) 
added to the definition by suggesting that bars are larger and less 
regularly spaced than ripple marks. Davies (1973) discussed two 
types of bar formations constructed by wave action: a swash bar and a 
breakpoint bar. Swash bars are formed during swell conditions when 
waves are flat (small height to length ratio) and there is a shoreward 
movement of sediment. They can eventually migrate up the beach to 
form the berm. Breakpoint bars form during storms when there are 
relatively steep waves (large height to length ratio). This formation 
is below the water level at all stages of the tide. Therefore, 
according to Davies, there is a constant exchange of sediment between 
the berm and the bar. For the purpose of this paper, a bar is defined 
as a submerged ridge of unconsolidated material formed by waves and 
currents. The physical two dimensional shape of the bar morphology is 
indicative of patterns of movement and longshore variability of the 
bedform.
Most of the present day knowledge addressing bar formation and 
development is derived from laboratory experiments, aerial 
photography, pier soundings, and two dimensional beach profiles.
4
5Early studies performed in wave tanks were useful in determining the 
primary factors that influence the development of a bar.
Keulegan (1948) and McKee et al. (1961) hypothesized that longshore 
bars form at the point of wave break. Other mechanisms such as beach 
slope, sediment size and abundance, as well as wave height and 
steepness affect the development and movement of the feature.
Keulegan (1948) also discussed shape characteristics of the bar. He 
suggested that the morphology is independent of wave height and 
controlled by wave steepness. Bars formed by flat waves have wide 
crests and bases, whereas bars formed by steep waves tend to display 
narrow crests and bases. As with any laboratory experiment, it is 
impossible to create actual field conditions. As a result, these 
studies provided a basis for research, but did not adequately 
represent time scales of bar development or longshore morphology.
More recent morphological information has been based on aerial 
photography of the shoreline. These include studies by Ham-ma and 
Sonu (1963), Greenwood and Davidson-Amott (1975, 1979), Goldsmith, 
Bowman and Kiley (1982), Goldsmith et al. (1982), and Bowman and 
Goldsmith (1983). Because bar morphology has been poorly defined in 
the literature, these authors first determined classifications of bar 
shape. Several common categories of bar morphology emerged from the 
various studies. The bar families can be defined as terraces, 
non-rhythmic parallel bars, single crescentic shapes, and double 
crescentic morphologies. Each investigator recognized that longshore 
variability exists within the nearshore zone, although there was no 
consensus on the genesis of the various features.
6Goldsmith, Bowman and Kiley (1982), Goldsmith et al. (1982), and 
Bowman and Goldsmith (1983) discussed the different bar morphologies 
as response elements to varying energy conditions. They suggested 
that all bar types are destroyed during major storms, followed by the 
formation of a linear longshpre bar. Daring subsequent calm periods, 
crescentic bars develop. These authors also proposed that the 
different morphologic bar types display seasonal trends as a result of 
seasonal wave climate. Finally, it was suggested that since bar forms 
are destroyed by high waves during the winter months, the outer 
crescentic shapes are more common during the calmer seasons in the 
summer. The dynamic inner bar, however, can occur throughout the year 
and lacks any pattern associated with seasonal affects.
Greenwood and Davidson-Arnott (1975,1979) suggested that a single 
theory for the the generation of all bar types is too simplistic an 
approach. They concentrated primarily on the outer crescentic form 
which is a more stable feature. Their hypothesis was that bars are 
never completely destroyed by storm waves, but only form under swell 
conditions. The maintenance of the morphology depends primarily on 
the balance between the cross shore exchange of materials and trough 
excavation from longshore currents. They encountered difficulties 
when applying these theories to the inner bar system. Changes in the 
nearshore morphology, however, provide more direct information to 
patterns of exchange between the berm and the bar.
Other investigators such as Shepard (1950), Winant et al. (1975), 
Owens (1977), and Aubrey (1979) have analyzed bar characteristics from 
two dimensional beach profiles and pier soundings. Shepard (1950) 
studied pier soundings from the Scripps Research Pier in LaJolla,
7California. Much of his field work supported the laboratory 
experiments of Keulegan (1948). These findings indicated that 
longshore bars are formed under the crest of breaking waves and that 
the troughs are excavated by plunging breakers and longshore currents. 
It was hypothesized that the, longshore bars are completely destroyed 
during storms, since waves break directly on the shore and there is no 
reforming of the wave to create a bar. Finally, Shepard suggested 
that seasonal changes in wave climate affect the position of the bar. 
During periods of higher wave energy in the winter, the bar is located 
offshore and in deeper water. During times of low wave energy, the 
bar moves onshore and creates a wider berm.
The two dimensional profile studies conducted by Winant et 
al. (1975) and Aubrey (1979) at Torrey Pines Beach, California, 
utilized Principal Components Analysis to distinguish major 
morphological modes of temporal beach changes. These investigators 
determined that there are seasonal trends associated with bar movement 
and, to a lesser degree, terrace development. They also suggested 
that the inner bar develops and moves offshore during the high energy 
winter months, and then migrates onshore, widening the berm during the 
summer when wave energy is relatively low.
Owens (1977) examined profiles from two sites on the Magdalene 
Islands in the Gulf of St. Lawrence. The sites were monitored 
simultaneously during an ice-free winter and a summer month. The 
objective of the research was to determine the temporal and spatial 
variations in profiles on both an east and a west coast. Owens showed 
that the west facing profiles display the winter - summer cycles of 
bar and berm development, similar to those described by Winant et
8al. (1975) and Aubrey (1979). The beaches on the eastern shore, 
however, have a less well defined characteristic bar shape and 
movement lacks seasonal trends. The longshore bar on the eastern 
coast of the Magdalene site develops as a response element to passing 
storms. These studies document the seasonal trends in profile 
development and movement. However, the more drastic short term 
effects resulting from storms have not been clearly identified.
Birkemeier (1984) and Sallenger et al. (1985) analyzed storm 
induced responses of both the inner and outer bar systems at IXick, 
North Carolina. Birkemeier (1984) discussed the long term affects of 
storms in redeveloping the bar morphology, whereas Sallenger et 
al. (1985) presented the formation and movement of a bar system 
through a single storm period. These studies are interesting because 
they utilized quantitative field data to describe morphologic changes 
resulting from storms and the subsequent recovery periods.
More recent models of the various modes of profile change have 
been developed by Wright and Short (1984). They discussed different 
beach morphologies in terms of six predominant "states". At any 
particular time, a single site can pass through almost any stage of 
the model? however, it is generally associated with a characteristic 
or modal state. The two extremes of the model are a completely 
dissipative condition where energy progressively decays across the 
surf zone and a reflective state in which energy is reflected from the 
shore or barrier with little loss of energy. Dissipative beaches are 
most often associated with short period, high waves and a flat beach 
slope, while reflective beaches are characterized by long period, low 
amplitude waves and a steep foreshore gradient. In moving from the
9dissipative to the reflective condition, the intermediate stages 
include the longshore bar-trough, rhythmic bar and beach, transverse 
bar and rip, and the ridge and runnel or lew tide terrace. Beach 
state is mainly a function of breaker height, period and grain size, 
but primarily varies with waye height when sediment size remains the 
same (Short, 1981). In moving through the sequences, a reflective 
beach erodes to the intermediate stages, whereas a dissipative site 
accretes through the intermediate beach states. The authors also 
developed threshold values based on wave height, period and sediment 
size that indicate when a beach is most likely to change states. It 
was determined that the intermediate stage displays the greatest 
amount of temporal variation and is the most mobile state. These 
models have proved very useful in discussing the spatial and temporal 
variability of beach morphology.
The research that has been presented offers qualitative 
explanations of bar formation and development, models for seasonal 
change in morphology and longshore variation, and quantitative 
examples of bar development during storms and the onset of three 
dimensional beach morphology. None of the studies however, adequately 
addressed the shape changes of the two dimensional profile as it 
varies through time and along the shore. The morphology of the inner 
bar is important because it can provide information about the 
predominant direction of sediment transport and the exchange of 
material between the bar and the berm. Bar patterns along a stretch 
of beach may be similar or quite diverse through time. When coupled 
with oceanographic data, longshore and temporal variation in the two 
dimensional bar shape during a high energy condition can provide
10
significant information about nearshore circulation patterns and 
sediment transport.
RESEARCH OBJECTIVES
The underlying objective of this research is to determine how the 
two dimensional shape of the inner bar relates to patterns of 
nearshore circulation and sediment transport. The shape of the beach 
profile has most commonly been discussed in teems of seasonal energy 
fluctuations. Winant et al. (1975) and Aubrey (1979) suggested that a 
linear profile is characteristic of the calm, low energy conditions 
during the summer, whereas a well developed offshore bar is common 
during the winter months when wave energy is high. These two shape 
configurations have also been termed "summer and winter" profiles or 
"swell and storm" profiles, respectively (Komar, 1976) . It is 
unlikely however, that during a storm and its subsequent recovery 
phase that there are only two characteristic bar shapes that describe 
the coastal system. Therefore, the first research goal is to 
determine exactly what the major morphological modes of profile shape 
are and how shape can be related to erosion or accretion.
The second set of objectives is to explain the amount of 
variation that occurs within the beach profiles in terms of changing 
levels of energy. Does the bar shape change at different rates as a 
result of increasing or decreasing wave energy? It is suggested that 
the temporal change in bar shape is greater during an increase in wave 
energy, while the spatial change in shape is greater with a decrease 
in energy after a storm (during the recovery phase). Determining the
11
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various inodes and rates of bar change will provide important clues on 
profile sampling intervals through both time and space.
It is also important to understand how the shape of the bar 
affects the movement of the shoreline. In many studies reporting 
storm damage, the horizontal#beach change is often surveyed during the 
recovery stage. If there is a measurable degree of longshore 
variability in shape and location of the inner bar immediately after a 
storm, then is the position of the shoreline affected or biased as a 
result? Also, it is important to determine if the bar recovers back 
to its original position at the same rate that the shoreline recovers. 
Describing the variability during the post storm phase will aid in the 
interpretation and effects of beach recovery on storm erosion models.
In order to address any of the research objectives, there must 
first be a way to interpret the data. A major obstacle in the 
analysis of any highly dimensioned data set is the problem of 
representing change among more than three variables simultaneously.
The mind and eye can readily conceive of a two or three dimensional 
idea or plot, but with increased axes, the analysis becomes more 
difficult to comprehend. Frequently however, the adequate 
documentation of natural processes requires careful monitoring of 
several variables at once. When attempting to compare beach profiles 
through time and longshore space, a method is required which 
rearranges the data matrix into a structure allowing the comparison of 
sample attributes in fewer dimensions. A secondary objective then is 
to show that Q-mode factor analysis can be used to determine the major 
morphological modes of bar shape and how these shapes vary both 
temporally and spatially.
13
Q-mode factor analysis provides a method for the determination of 
interrelationships between samples based on a comparison of their 
compositional properties. This form of factor analysis has most often 
been used with compositional data measured on discrete objects. The 
primary objective of the analysis is to interpret inter-object 
similarities based on the sampled attributes (e.g., chemical 
constituents of a rock or grain size-weight class percentages of a 
sediment) and then to relate these results to underlying factors such 
as the distinctive energy regimes of different sedimentary 
environments (Davis, 1986; and KLovan, 1966). Since Q-mode factor 
analysis determines proportional similarities among objects regardless 
of magnitude, can it also be used with beach profile data to determine 
and analyze the major modes of bar morphology? _
SITE DESCRIPTION
4
The study site is located at the Coastal Engineering Research 
Center's (CERC) Field Research Facility (FRF) in Dick, North Carolina 
(figure 1). The shoreline in this region remains unbroken along a 
100 km stretch extending from Oregon Inlet in North Carolina to Rudee 
Inlet in Virginia. Within a 2 km reach of the Research Pier, the 
coastal barrier known as the Outer Banks is generally less than 1 km 
in width and is protected by a stabilized dune system. With the 
exception of a few fishing piers, there are no major coastal 
structures along this section of the coast. (None of the piers are 
located within 2 km of the FRF.) In terms of the beach state model as 
presented by Wright and Short (1984), the beach at Dick may be 
considered modally intermediate, in that it usually displays some form 
of a bar-trough morphology and rarely becomes fully reflective or 
dissipative. Subaerial beach sediments are composed primarily of 
quartz grains with carbonate content varying from 0 to 20 percent.
Sand is generally more coarse in the vicinity of Duck than elsewhere 
along the coast due to its hypothesized proximity to an ancient river 
channel (Riggs and O'Connor, 1974). As a result, the beach sediments 
are medium to coarse sized sand with frequent occurrences of gravel 
deposits. Offshore material is moderately well sorted, ranging from 
medium to fine sand.
14
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Figure 1. Site location.
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Tides along the Outer Banks are semi-diurnal with a mean range of 
approximately 1 m. Average annual significant wave height is 0.9 m 
with a standard deviation of +0.6 m, having a mean peak spectral 
period of 8.7 + 2.8 sec (Birkemeier et al., 1985). Wave energy varies 
with season and is typically higher during the winter months and lower 
in the spring and summer. Tropical and extratropical storms occurring 
throughout the year result in perturbations of the seasonal trends. 
Current speed and direction also display seasonal trends. Frequent, 
short-term reversals of the longshore current are common, but it is 
generally directed to the north in the summer months and southward 
during the winter. Surface longshore current speeds in excess of 
2 to/sec have been observed during periods of high waves and winds. 
Birkemeier et al. (1985) provide a more complete description of the 
site and surrounding area.
The beaches in the vicinity of the Field Research Facility are 
ideal for examining change in the nearshore morphology. The inner bar 
system, which is present throughout most of the year, becomes highly 
mobile with the frequent passage of small to moderate size storms. 
Outward flows known as rip currents are also common to this area and 
periodically intersect the bar. As a result, the inner bar is often 
characterized by a three dimensional morphology. The other advantage 
of this study site is that due to the experience of the staff and the 
state of the art equipment at the Field Research Facility, the spatial 
and temporal changes in the nearshore morphology can be accurately 
monitored.
FIELD DATA COELECTION
During Duck-85, large amounts of current, wave, wind, and 
bathymetric data were collected by several researchers. The 
experiment was planned as a cooperative effort with the concept that a 
wide assortment of research performed by various investigators would 
collectively promote new theories in coastal process dynamics. The 
Field Research Facility (FRF) also provided a testing site for new 
instrumentation and ideas. Mason et al. (1987) provide a more 
complete description of the experimental goals and the various types 
of data collected. In this report, the environmental data that are 
presented are derived frcrn the published monthly summaries of data 
from the FRF wave, tide and current gauges. This information is then 
compared with the bathymetric data collected during the experiment to 
address the topic of longshore versus temporal variation in the surf 
zone.
A unique part of the experiment, making this data set as of yet 
unparalleled in terms of accuracy and coverage, were the almost daily 
surveys of a 19 line mini-grid situated on the north side of the pier 
(figure 2): The dimensions of the grid were approximately 470 m
alongshore and 600 m in the cross shore direction. The inner 15 
profiles were spaced 23 m apart and the outer two on each side were 
spaced at intervals of 46 m. The compactness of both the grid spacing 
and the temporal sample interval permitted accurate detection of 
changes in the longshore and cross shore direction. The purpose of
17
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Figure 2. Sample grid profile locations and lengths for bathymetric 
surveys.
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this extensive data collection was to identify the major inodes of 
morphologic change and to provide the other researchers with data to 
assist in the location of instrumentation for their projects.
Profiles were measured using the Coastal Research Anphibious 
Buggy (CRAB) and the Zeiss Elta-2s Electronic Total Station 
(figure 3). The CRAB is a 10.7 m high, three wheeled, motorized 
tripod that serves as a target for the Zeiss laser. On calm days, the 
CRAB can operate in water depths of up to 9 m. Daring more energetic 
wave conditions, the operating depth is greatly reduced. Surveys have 
been successful in wave heights up to 2 m, thus allowing profile data 
collection during moderate storms. The Zeiss is a compact, state of 
the art, total surveying station which features an electronic distance 
meter and theodolite, a microprocessor, rechargeable battery and an 
interchangeable memory in a single compact unit. Daring a survey, the 
CRAB driver lines up on a set profile marker and makes a number of 
timed stops along the transect. The time interval between each stop 
varies according to the speed of the CRAB and the distance offshore. 
CRAB stops are closely spaced in the more complex nearshore zone and 
farther apart offshore where the bathymetry is less descriptive. At 
each stop the Zeiss operator aims the scope of the instrument at a 
cluster of prisms on top of the CRAB and shoots a laser beam toward 
their center. The return signal produces an X, Y, and Z coordinate 
which is stored in electronic memory as well as displayed to the Zeiss 
operator. This real time display of the data allows precise control 
of the CRAB movements. Erroneous points can be marked and later 
dropped. Accuracy of the CRAB - Zeiss survey operation has been field 
tested at +3.0 cm for a distance of 1000 m. This level of accuracy is
Figure 3. Schematic diagram of surveying equipment,
a. Zeiss Elta-2s Electronic Total Station
b. Coastal Research Amphibious Buggy (CRAB)

21
suitable for most nearshore research requirements (Birkemeier and 
Mason, 1984). When the survey is complete, the memory from the Zeiss 
is removed and plugged into the DAC 100 (part, of the Zeiss 
microprocessor) which allows the data to be transferred to a computer 
for future analysis.
For this project, four shore normal profiles (#210, 220, 230,
240, figure 2) spaced at 46 m intervals (150 ft) over a total 
longshore distance of 137 m (450 ft) were chosen from the overall data 
set. In order to form a data matrix, each of the original profiles 
were digitized to linearly interpolate elevations at 15 m intervals in 
the cross shore direction. Each sample line started at 90 m seaward 
from the baseline and extended to a distance 270 m seaward of the 
baseline. The baseline is a reference line behind the dune system 
which runs nearly parallel to the shoreline. The shoreline during the 
time of the study was approximately 100 m seaward of the reference 
baseline. Figure 4 shows the four profiles in relation to the pier 
and the baseline, as well as the location of the 13 digitized sample 
points along each line.
Working with a subset of the original profiles was deemed 
sufficient for several reasons. First, only a few longshore profiles 
were required to determine the adequacy of Q-mode factor analysis in 
choosing representative beach shapes. Also, since a rip current was 
noticed in the proximity of a sub-set of these lines, the selected 
cross shore transects provide enough additional information to address 
the research question of changes in temporal and longshore variation. 
Pier effects on the bathymetry have been documented within 
approximately 300 m on each side of the structure (Miller et
22
Figure 4. location of selected beach profiles and sample points.
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al., 1983). This particular subset, located more than 400 m north of 
the pier, was chosen specifically to avoid obvious pier effects.
Cue to time constraints and environmental conditions, some parts 
of the original grid were surveyed more often than others. These 
particular lines provide the most complete coverage throughout the 
study period. Originally, there were 13 daily surveys for FX210 and 
1X230, 12 for FX220, and only 11 for FX240. Factor analysis methods 
work best ’when a uniform matrix is used and interpolations were 
performed to fill in the gaps. FX220 and FX240 were both missing the 
survey that was performed on September 6. This was during a period of 
extended low energy with little beach activity and no inner bar.
FX240 was also missing the survey on September 12. The bar had just 
formed into a linear feature at this point and there was essentially 
no variability in the actual shape between profiles. The mean of the 
adjacent profiles for each day a survey was missing was inserted into 
its corresponding position in the data matrix. This completed the 
grid forming a 52 X 13 data matrix. The 52 rows represent the number 
of samples or measured profiles and the 13 columns represent 
elevations digitized at cross shore distances of 15 m perpendicular to 
the shoreline. Tables 1.1 and 1.2 include the raw data matrix. To 
facilitate interpretation, a constant of 4.0 was added prior to the 
analysis to all elevations in the raw data matrix.
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ENVIRONMENTAL CONDITIONS
In order to best Interpret the results from the profile analysis, 
it is necessary first to describe the environmental conditions and 
overall morphologic changes that occurred during the month. Three 
basic energy periods have been identified from the data collected 
during the experiment. These time segments were chosen by noting the 
dates of significant changes in wave height and wave steepness.
Figure 5 presents the wave conditions during the month, as measured by 
a waverider buoy anchored 6 km offshore in approximately 20 m of 
water. The range of energy conditions varied greatly during the 
study? first providing a driving mechanism for longshore bar formation 
followed by development of a three dimensional morphology. A complete 
documentation of the physical variables collected by the CERC gauges 
for the month of September, 1985 can be found in the FRF Preliminary 
Data Summary (Field Research Facility, 1985).
The low energy phase of the experiment lasted for the first 
eleven days of the month. Wave height measurements collected from the 
offshore waverider averaged approximately 0.6 m during this time, 
while wave period averaged 10.3 sec. Winds were light, generally less 
than 5 m/sec and directed offshore. Longshore current was variable 
but generally directed to the north. These conditions are typical for 
the study site throughout the summer. Curing the afternoon of the 
eleventh, a northeaster storm developed, significantly increasing the 
energy delivered to the shore. Waves were elevated for approximately
26
Figure 5. Environmental conditions of wave period, deepwater wave 
steepness, and significant wave height measured from the 
offshore waverider bouy (Field Research Facility, 1985).
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four days with an average height of 1.8 m and peak waves exceeding 
2.0 m. Wave period decreased during the storm to an average of
6.4 sec. Wind direction shifted to the northeast quadrant at a speed 
of 15 m/sec. As a result of the storm, the longshore current reversed 
and flowed southward with measured rates as high as 33 cm/sec in a 
water depth of 4.8 m. Visual observations from dye packet studies 
suggest that the rates possibly reached 61 cm/sec in the surf zone.
As the storm receded, wave energy decreased but remained elevated 
throughout the rest of the study period. Curing this phase, wave 
heights averaged 1.2 m and wave periods were variable with a mean of
9.5 sec. Longshore currents were also erratic as were the winds which 
remained blowing in the onshore direction at speeds ranging from 
approximately 2 to 10 m/sec.
Figures 6a-61 show the changing bathymetry throughout the study 
period. The initial morphology at the site was characteristic of 
extended periods of low energy. The contour maps of the first three 
surveys (figures 6a-6c) show a basic linear beach with a gently 
sloping terrace. There is evidence of old rip channels incised 
through the terrace plane which is situated less than 15 m from shore. 
As the wave energy increased on September 11, the bar formed rapidly 
and moved offshore as a linear feature (figures 6d-6f). curing the 
four days of storm activity, seaward movement of the bar reached a 
rate of 2.1 nyhr, but averaged 1.2 m/hr (Howd and Birkemeier, 1987; 
Birkemeier et al., 1985). The linear bar stabilized approximately 
200 m from the baseline on September 15 (figure 6g). Very little 
movement was noted on this survey, and immediately afterwards the 
longshore bar started to develop into a crescentic, three dimensional
29
feature (figure 6h). Daring the post storm phase, this system 
continued to evolve as the bar in some profiles moved onshore, while 
other profiles displayed a truncated outer bar believed to be 
indicative of a rip channel. Portions of the bar moved onshore, while 
simultaneously other segments of the bar moved offshore. Eventually, 
the rip current migrated to the north. The system remained in a three 
dimensional state throughout the rest of the experiment 
(figures 6i-61).
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Figure 6a. Plot of mini-grid bathymetry for September 3, 1985.
6b. Plot of mini-grid bathymetry for September 9, 1985.
MINI-GRID BATHYMETRY 3 SEP 85
MINI-GRID BATHYMETRY 9 SEP 85
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Figure 6c. Plot of mini-grid bathymetry for September 11, 1985.
6d. Plot of mini-grid bathymetry for September 12, 1985.
MIN I-GRID BATHYMETRY II SEP 85
MINI-GRID BRTHYMETRY 12 SEP 85
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Figure 6e. Plot of mini-grid bathymetry for September 13, 1985.
6f. Plot of mini-grid bathymetry for September 14, 1985.
MINI-GRID BATHYMETRY 13 SEP 85
MINI-GRID BATHYMETRY 14 SEP 85
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Figure 6g. Plot of mini-grid bathymetry for September 15, 1985.
6h. Plot of mini-grid bathymetry for September 16, 1985.
MINI-GRID BATHYMETRY 15 SEP 85
MINI-GRID BATHYMETRY 16 SEP 85
34
Figure 6i. Plot of mini-grid bathymetry for September 17, 1985.
6j. Plot of mini-grid bathymetry for September 18, 1985.
MINI-GRID BATHYMETRY 17 SEP 85
MINI-GRID BATHYMETRY 18 SEP 85
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Figure 6k. Plot of mini-grid bathymetry for September 19, 1985.
61. Plot of mini-grid bathymetry for September 20, 1985.
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FACTOR ANALYSIS
Descriptively, it is possible to discuss changes in beach 
morphology, however it is still necessary to develop a method in which 
statistically or mathematically the various inodes of profile shape can 
be compared. In other words, for modelling purposes it is important 
to inherently understand the overall system, but it is also necessary 
to describe the morphology in a quantitative form as well. Factor 
Analysis encompasses a wide range of mathematical manipulations with 
eigenvalues and eigenvectors, all which stem from the basic form known 
as Principal Components Analysis. This method restructures the data 
set into principal components or eigenvectors from some form of a 
square symmetric similarity matrix. The first few eigenvectors 
generally explain the majority of the variability within the data.
Only these eigenvectors are chosen for the analysis and the rest are 
essentially ignored. Principal Components Analysis has proven useful 
in describing various types of beach profile and wave spectra data 
sets (Vincent and Resio, 1977; Hashimoto and Uda, 1982; Wayland and 
Hayden, 1984) and can provide important insight in understanding 
fundamental patterns within the total amount of variation that occurs 
in the data matrix.
Q-roode and R-mode factor analysis are very similar, but 
restructure the data differently. Choosing which method to utilize 
depends primarily on the research questions that are to be resolved. 
R-mode is useful in examining inter-variable relationships within a
36
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data set. For example, this technique would be employed if the the 
scientific task is to determine the associations of depth contours at 
specified offshore distances across a beach profile. This would 
encompass the analysis of changes in steepness or volumetric patterns. 
Q-mode explores the inter-object relationships. The primary goal is 
to find the most compositionally extreme samples in the data set and 
describe the rest of the objects as percentages (or loadings) of these 
end-merribers whose compositions or shapes are expressed as factor 
scores. Often the data set can be closely approximated based on only 
a few end-merribers. This form of factor analysis allows the comparison 
of profile shape distributions, regardless of the magnitude of the 
individual elevational components. The aim of this study is to 
examine the various modes of profile shape through time and space. 
Therefore, Q-mode factor analysis has been chosen as the tool to 
restructure the data matrix into a manageable number of dimensions.
The algorithms that were used for this project can be found in Davis 
(1973).
The data set utilized in the profile analysis can be conveniently
represented as an n x m matrix denoted by the symbol [X]. An
individual, element in this matrix is simply x ^  which stands for the
elevation of the ith measured profile at the jth distance from the
reference baseline. A given profile is thus represented by a single
row in the data matrix, x. _.. .x. _.. .x. , where m is the total numberll 12 am
of fixed distances at which profile elevations are measured. The 
total number of profiles or rows in the data matrix is n, so that the 
order of the matrix is n x m. Matrix notation and matrix algebra
allow convenient representation of the mathematical steps in factor 
analysis and will be used in the discussion that follows.
The first step in the analysis is to develop a matrix of 
similarity coefficients. The cosine theta similarity matrix, [cos e], 
is a set of angles between all possible pairs of objects or samples 
expressed as vectors in variable space. The angles range between 0.0 
and 1.0, with a value of 0.0 indicating an orthogonal condition or no 
similarity, while a value of 1.0 represents coll inear ity. There are 
two basic steps in determining a cosine theta similarity matrix.
First, the data matrix, [X], is row-normalized so that each sample is 
represented by a vector of unit length in the transformed matrix, [W]. 
In row-normalization, every element in a row of the data matrix is 
divided by the square root of the sums of squares for that row. The 
second step is to post multiply the row normalized data set by its 
transpose, [W]', to develop the major product moment. The major 
product moment of the row-normalized data set is the cosine theta 
similarity matrix.
[cos e] = [W] [W]1
The cosine theta similarity matrix is a square, n x n symmetric matrix 
similar to a correlation matrix. Elements of an m x m correlation 
matrix show the correlation between any two of the m variables. 
Elements of [cos e] show the similarity on a scale of zero to one, of 
any two of the n objects. An individual element in this matrix is 
simply,
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Eigenvalues and eigenvectors are calculated from the cosine theta 
similarity matrix. In order to form a factor loadings matrix, [AQ], 
each element in the eigenvector matrix, [V], is multiplied by the 
square root of its corresponding eigenvalue or the singular value 
matrix, [A]. The factors are then proportional to the magnitude of 
the singular values (the amount of variation they contain). Each 
element in [AQ] is termed a loading and relates the factor to the data 
objects. Viewing the objects as unit-length vectors in variable 
space, loadings represent the cos theta projection of each object onto 
the mutually orthogonal factor axes, also located in variable space as 
indicated by the factor scores. The factor scores matrix, [SQ], is 
developed by multiplying the transpose of the scaled data set by its 
factor loadings matrix (Joreskog et al., 1976):
[AQ] = [V] [A]
[SQ] = [W]' [AQ]
Q-mode scores give the composition of the factors in terms of the 
original variables. In Q-mode analysis, the factor loadings matrix is 
used to provide clues in the understanding and interpretation of the 
inter-object relationships within the data set.
The main objective of Q-mode factor analysis, as described above, 
is to achieve insight into inter-object relationships. As previously 
stated, it is exceedingly difficult to "visualize" these relationships 
when the objects (here beach profiles) are represented by m equally 
important variables, all of which must be kept track of as one 
compares one object with another. Factors are chosen that alleviate 
this problem by acting as substitutes for certain variable 
combinations. Object change can usually be better understood if one
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need only examine the change in terms of, say, three or four factors 
rather than twenty or more variables. This process is sometimes 
described as reducing the "dimensionality" of the problem. Using 
eigenvector methods, the number of factors is determined as the number 
of independent, mutually orthogonal vectors needed to contain the data 
set of object vectors in variable space. This value is equal to the 
number of non-zero eigenvalues contained in the major (or minor) 
product moment of the data matrix. The number of non-zero eigenvalues 
in any square symmetric matrix is known as the rank of the matrix. 
Invariably there are several eigenvalues near zero in value which 
permit one to achieve approximate results by choosing fewer factors 
than are indicated by the matrix rank. The exact number of factors 
chosen depends ultimately on the judgement of the investigator, aided 
by trial and error measures of factor "efficiencies" in the form of 
object communalities.
In most analyses, object communalities can be checked to 
determine if the rank is appropriate. To obtain a communality, the 
elements in the factor matrix are squared and then summed within each 
object or row. The total is the amount of variance for each sample 
retained in the factors. If the rank is representative of the data, 
the majority of the variation in the matrix is accounted for and the 
communality for each individual object is close to 1.0. If an object 
communality is not close to 1.0, this indicates that the set of 
factors chosen are not adequate for a representation of that object.
If fewer than the maximum number of factors as indicated by the 
rank are chosen, the factor axes are generally rotated. This does not 
affect the relationships between the objects and preserves the
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orthogonality of the factors. The objective is to maximize the 
variance, so that the individual loadings are close to 1.0 or 0.0.
This maximization implies that the reduced number of factors will be 
oriented so as to provide the most efficient representation of the 
total variance in the data. The particular method used here is the 
Kaiser Varimax rotation. This is an iterative process in which two 
axes are rotated at time. If the variance is maximized, the rotation 
is successful, else the axes are returned to their original position. 
Tables 2 and 3 provide the rotated factor and factor scores matrices, 
respectively.
In most factor analyses schemes, the final method of analysis 
involves interpretations based on orthogonal axes. In some cases this 
is not adequate. Beach profile shapes are probably neither orthogonal 
or completely independent in nature. Also, orthogonal end-merribers, 
since they are not necessarily represented within the actual data set, 
may not have an easily associated physical meaning. Thus oblique 
solutions in which end-merribers are compositional ly the most extreme 
objects without being mutually orthogonal are often desirable.
Imbrie1 s method of determining oblique end-merribers provides an 
iterative methodology for finding the most diverse objects in the data 
set and then basing the analysis on these factors. This method was 
utilized to develop the final matrices which are analyzed in the 
results section. Tables 4 and 5 provide the oblique results for the 
factor loadings matrix, [OQ] and the oblique factor scores matrix,
[OS]. The factor scores in Table 5 contain the raw data values for 
the corresponding end-member that was selected. To recreate the data,
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["X11], the oblique factors matrix is post multiplied by the transpose 
of the oblique scores matrix.
["X"] = [OQ] [OS]'
Joreskog, et al., (1976) provide the iterative steps required to 
perform this analysis.
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Table 2 Rotated Factors Matrix, [AQ] 
(columns = factors, rows = samples)
Sample I II III IV Cammunality
1 0.7215 0.6027 -0.3403 0.0003 0.997
2 0.7312 0.5971 -0.3275 0.0197 0.999
3 0.7383 0.5907 -0.3239 -0.0089 0.999
4 0.7320 0.6022 -0.3163 0.0286 0.999
5 0.6971 0.6032 -0.3865 -0.0116 0.999
6 0.6768 0.6151 -0.4038 -0.0117 0.999
7 0.6216 0.6637 -0.4145 -0.0219 0.999
8 0.6326 0.6524 -0.4164 0.0100 0.999
9 0.6573 0.6333 -0.4070 0.0228 0.999
10 0.6752 0.6206 -0.3942 0.0498 0.999
11 0.6821 0.6246 -0.3749 0.0488 0.998
12 0.6565 0.6648 -0.3500 0.0605 0.999
13 0.6458 0.6759 -0.3493 0.0500 0.999
14 0.7098 0.6113 -0.3469 0.0135 0.998
15 0.7299 0.5965 -0.3336 -0.0015 0.999
16 0.7252 0.5985 -0.3399 0.0027 0.999
17 0.7306 0.5947 -0.3347 -0.0160 0.999
18 0.6961 0.6054 -0.3848 0.0138 0.999
19 0.6479 0.6435 -0.4067 -0.0127 0.999
20 0.6148 0.6689 -0.4167 -0.0171 0.999
21 0.6182 0.6647 -0.4187 -0.0099 0.999
22 0.6466 0.6455 -0.4046 0.0258 0.999
23 0.6686 0.6322 -0.3881 0.0469 0.999
24 0.6508 0.6592 -0.3724 0.0483 0.999
25 0.6362 0.6970 -0.3271 0.0412 0.999
26 0.6337 0.7099 -0.3050 0.0234 0.999
27 0.7011 0.6249 -0.3421 -0.0117 0.999
28 0.7282 0.5990 -0.3328 -0.0061 0.999
29 0.7399 0.5911 -0.3203 -0.0050 0.999
30 0.7223 0.6057 -0.3329 0.0096 0.999
31 0.6983 0.6037 -0.3822 0.0235 0.999
32 0.6746 0.6269 -0.3887 0.0174 0.999
33 0.6076 0.6779 -0.4129 -0.0080 0.999
34 0.6013 0.6899 -0.4018 0.0052 0.999
35 0.6038 0.7104 -0.3611 0.0123 0.999
36 0.6034 0.7206 -0.3397 0.0093 0.999
37 0.6121 0.7413 -0.2729 -0.0004 0.998
38 0.6251 0.7229 -0.2927 0.0046 0.999
39 0.6164 0.7182 -0.3187 -0.0212 0.999
40 0.7343 0.5977 -0.3207 -0.0158 0.999
41 0.7311 0.5963 -0.3310 0.0085 0.999
42 0.7457 0.5986 -0.2915 0.0055 0.999
43 0.7403 0.5997 -0.3023 0.0270 0.999
44 0.6977 0.6037 -0.3848 0.0088 0.999
45 0.6501 0.6553 -0.3833 0.0163 0.999
46 0.5998 0.6931 -0.3987 0.0041 0.999
47 0.5993 0.7068 -0.3736 0.0104 0.998
48 0.6063 0.7328 -0.3078 -0.0001 0.999
49 0.6083 0.7454 -0.2720 0.0025 0.999
50 0.6046 0.7412 -0.2904 0.0047 0.999
51 0.6011 0.7028 -0.3781 0.0086 0.998
52 0.6256 0.6753 -0.3857 -0.0009 0.996
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Table 3. Varimax Factor Scores Matrix, [SQ] 
(columns = factors, rows = variables)
Variable I II III IV
1 4.6573 3.8183 -2.4681 0.8346
2 4.7352 2.3312 -1.2394 5.5631
3 4.4234 1.4577 0.8158 10.9346
4 5.5612 -0.3212 1.5222 0.9703
5 5.9348 -1.6758 0.4705 -3.9337
6 4.5211 -1.8165 -2.1409 3.4381
7 1.7102 -0.8484 -5.4747 4.0428
8 -0.9417 0.9272 -6.6317 1.1886
9 -2.2753 3.2228 -3.9496 0.5745
10 -1.9670 4.6235 0.4286 1.4520
11 -0.9296 4.5490 3.4902 0.8573
12 -0.2352 2.8117 2.7588 -0.2402
13 0.0065 1.3489 1.3254 0.1142
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Table 4. Oblique Factor Scores Matrix, [OS]
(columns = oblique factors, rows = variables)
Variable I II III IV
1 6.44 6.34 6.52 6.46
2 5.35 4.90 5.16 5.57
3 4.03 3.57 3.22 4.32
4 3.60 2.70 2.72 3.14
5 3.25 2.15 2.50 2.42
6 2.86 1.91 2.38 2.63
7 2.23 1.83 2.59 2.62
8 1.81 1.90 2.80 2.46
9 1.48 2.10 2.51 2.21
10 1.19 2.05 1.64 1.76
11 0.91 1.76 0.91 1.20
12 0.67 1.24 0.53 0.67
13 0.44 0.59 0.32 0.39
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Table 5. Oblique Factors Matrix. [OQ]
(columns = oblique factors, rows = samples)
pie I II III IV
1 0.7603 -0.1572 0.3362 0.0642
2 0.7773 -0.1976 0.1162 0.3054
3 0.9574 -0.1328 0.2980 -0.1206
4 0.7609 -0.1497 -0.0145 0.4047
5 0.5644 -0.2983 0.7099 0.0265
6 0.3870 -0.2927 0.8254 0.0825
7 0.0005 0.0010 0.9999 0.0001
8 -0.0528 -0.1765 0.7725 0.4572
9 0.0914 -0.2994 0.6076 0.6011
10 0.1358 -0.4093 0.3262 0.9460
11 0.2149 -0.3073 0.2148 0.8778
12 0.0004 0.0011 -0.0001 1.0001
13 -0.0363 0.1053 0.0789 0.8541
14 0.6076 -0.1710 0.2871 0.2791
15 0.8437 -0.1618 0.3052 0.0159
16 0.7809 -0.1880 0.3146 0.0955
17 0.9091 -0.1315 0.4165 -0.1907
18 0.4530 -0.3571 0.5167 0.3889
19 0.1658 -0.1260 0.8683 0.0947
20 -0.0724 0.0107 0.9830 0.0795
21 -0.0798 -0.0459 0.9403 0.1861
22 0.0004 -0.2238 0.5788 0.6454
23 0.1007 -0.3075 0.3144 0.8928
24 -0.0223 -0.0842 0.2232 0.8849
25 -0.0435 0.3507 0.0186 0.6774
26 0.0432 0.5743 0.0200 0.3665
27 0.6455 0.0062 0.4451 -0.0910
28 0.8498 -0.1295 0.3346 -0.0514
29 0.9577 -0.1285 0.2475 -0.0746
30 0.7376 -0.1383 0.2250 0.1790
31 0.4353 -0.3860 0.4305 0.5208
32 0.2646 -0.2532 0.5264 0.4648
33 -0.1592 0.0537 0.8999 0.2060
34 -0.2468 0.1310 0.7436 0.3723
35 -0.2095 0.3927 0.4501 0.3692
36 -0.1685 0.5514 0.3474 0.2722
37 0.0396 0.9806 0.0235 -0.0421
38 0.0776 0.7649 0.0911 0.0705
39 0.0844 0.7135 0.4361 -0.2296
40 0.9561 -0.0577 0.3308 -0.2258
41 0.8157 -0.1832 0.2171 0.1527
42 1.0004 0.0012 -0.0001 0.0000
43 0.8527 -0.1030 -0.0896 0.3408
44 0.4861 -0.3520 0.5518 0.3158
45 0.0876 -0.0539 0.5183 0.4515
46 -0.2498 0.1663 0.7342 0.3496
47 -0.2475 0.3300 0.5415 0.3770
48 -0.0619 0.7837 0.2272 0.0540
49 0.0005 1.0010 -0.0001 0.0000
50 -0.0653 0.8932 0.0933 0.0806
51 -0.2326 0.2928 0.5796 0.3612
52 -0.0205 0.1198 0.6757 0.2268
RESULTS
Results from the Q-mode factor analysis indicate that most of the 
information in the profile data set can be explained by four primary 
morphologic modes of bar shape (figure 7). These include 1) a 
truncated outer bar or rip channel shape, 2) a linear profile, 3) an 
offshore storm bar, and 4) a steep crested inner bar. These shapes 
are represented by the factor scores of the oblique end members 
corresponding to compositionally extreme profiles in the data set. 
After rotation, the first factor accounts for approximately 99 percent 
of the variation within the data set. In many cases, the first factor 
is not included in the analysis as it represents an overall mean 
shape. The mean does not generally prove useful in separating the 
data matrix into its basic components. In this case however, the mean 
profile, although the underlying foundation of all shapes, represents 
an important morphological condition, which is the basic linear 
profile. This shape only peaks at certain times in the factor 
loadings matrix and appears to evolve independently of the other end 
members. Therefore, including this end member in the results does not 
appear to bias the analysis. It represents an important morphological 
condition which is present during extended periods of low energy.
Factor I (end member I) represents a linear profile shape which 
is described by a wide berm, a gently sloping terrace, and then a 
steep sloping offshore (figure 8a). The majority of the sediment 
remains in the nearshore region, less than 175 m from the baseline.
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Figure 7. Definition sketch of the four basic profile shapes.
End Member I - Linear profile shape
End Member II - Truncated outer bar or rip channel shape
End Member III - Storm bar shape
End Member IV - Steep crested inner bar shape
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This barless, linear shape is cammon during extended periods of calm 
or swell conditions. Sediment has moved onshore and a driving 
mechanism has not yet redistributed significant amounts of the 
material. This is the only shape that does not have a characteristic 
bar feature along the profile.
The factor loadings for this first end member (figure 8b) peak on 
all four profiles from September 3 through September 11, encompassing 
up to four field surveys. During this time, energy conditions 
remained very low until the storm developed on the afternoon of 
September 11. There is very little change in the scores for this 
shape through either time or space during the pre-storm period.
Factor II (end member II), the rip channel shape, is 
characterized by a deep, slightly rounded trough and a wide, rounded 
offshore terrace (figure 9a). The low point of the trough occurs 
180 m seaward of the baseline at a depth of 2.2 m below MSL. The 
center of the terrace is approximately 210 m from the baseline in 
1.9 m of water. A steep slope occurs on the seaward side of the 
terrace, while a mild slope lies between the trough and the crest.
The major volume of sand is situated more than 200 m offshore. This 
rounded terrace shape in deep water, with a steep seaward slope is 
indicative of offshore sediment transport.
The factor loadings representing the rip channel shape peak on 
September 17 at profile FX240 and then on the 18th at FX230 
(figure 9b). FX210 and FX220, the two northern most profiles, never
quite develop this shape, although FX220 was beginning to develop 
towards this morphologic feature. The shape appears to migrate 
northward, as it develops at FX240 on September 11, one day later at
5 0
Figure 8, Plots of factor scores and loadings for End Member I. 
a. End Member I profile shape (factor scores).
b. Plot of factor loadings on End Member I.
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Figure 9. Plots of factor scores and loadings for End Member II. 
a. End Member II profile shape (factor scores).
b. Plot of factor loadings on End Member II.
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FX230 on September 17, maximizes on the 18th, and still remains as the 
significant shape at FX230 on September 20.
Factor III (end member III) represents a well developed offshore 
storm bar shape (figure 10a). This shape is described by a well 
defined rounded trough approximately 165 m from the baseline. The 
lowest point of the trough occurs at a water depth of -1.6 m below 
MSL. The bar shape is also rounded with a steep seaward slope 
indicative of offshore sediment movement. The crest is located 195 m 
offshore in -1.2 m of water. The major volume of sand is contained 
within the bar system and is concentrated approximately 200 m from the 
baseline. This shape is characteristic of the classic "winter 
profile" described by many authors (Winant et al., 1975; Aubrey, 1979; 
and Komar, 1976).
The plot of the factor loadings for Factor III (figure 10b) 
indicates that this shape is prevalent in all profiles from the 12th 
through the 15th of September. This is the peak storm period during 
which breaking waves reached approximately two meters in height. The 
bar form developed and moved continuously offshore until the incident 
wave energy significantly decreased. During this time period, the 
magnitudes of the scores on all profiles are very similar, indicating 
only slight longshore variation in the shape.
Factor IV (end member IV), the steep crested inner bar, 
represents the least amount of variation within the data and was 
subsequently ranked as the lowest end member (figure 11a). This 
shape is important because it indicates onshore movement of the inner 
bar. The trough is nearly V-shaped with the center occurring 150 m 
offshore in a water depth of -1.6 m below MSL. The crest is located
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Figure 10. Plots of factor scores and loadings for End Member III. 
a. End Member III profile shape (factor scores).
b. Plot of factor loadings on End Member III.
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165 m offshore in approximately -1.4 m of water. The seaward slope of 
the bar is gentle and trails behind the crest. The major volume of 
sediment is situated between 150 m and 225 m offshore. This shape 
describes a period of sediment movement from the offshore region 
towards the berm.
The loadings matrix for this shape shows the most variation and 
the most poorly defined loading (figure 11b). The important result 
however is that this shape peaks on profiles FX210 and FX220 during 
the time period that FX230 and FX240 are mostly heavily weighted on 
Loading II. This represents a period of longshore variation in the 
nearshore zone. A three dimensional circulation has essentially 
developed in which the two southern profile shapes suggest that 
sediment transport is offshore, while the two northern profiles 
indicate that the sand is moving onshore. This situation of 
simultaneous onshore and offshore movement occurs within a 137 m 
stretch of shoreline.
The results of the analysis indicate that there are four primary 
bar morphologies. These shapes are associated with three separate 
energy levels. The linear profile (end member I) is common during the 
low energy period at the beginning of the month. Towards the middle 
of the month, a storm developed increasing the incident wave energy.
In all profiles, the well developed offshore bar is present (end 
member III). As the storm dissipates, the energy decreases and a 
three dimensional morphology results. Both the rip channel shape (end 
member II) and the steep crested inner bar (end member IV) occur 
simultaneously.
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Figure 11. Plots of factor scores and loadings for End Member IV. 
a. End Member IV profile shape (factor scores).
b. Plot of factor loadings on End Member IV.
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A critical portion of the analysis lies in the determination of 
the adequacy of the model. The factor loadings matrix is a set of 
weights or percentages of the individual factors contributing to each 
of the normalized profiles. The data set is recreated by multiplying 
the oblique loadings matrix by the transposed oblique scores matrix. 
Each individual profile is represented by a percentage of each of the 
four end members. If the particular object is very similar in shape 
to a specific end member, the loading or projection onto that end 
member will be high. The predicted profile does not always exactly 
match the original profile. This is a result of reducing the 
dimensionality of the data set. Recall that in this study, thirteen 
depth measurements or variables, for fifty two profiles (objects) were 
decomposed into basic components. The data are then presented in 
terms of percentage weightings of four end members instead of a 
potential of thirteen, the maximum possible rank of the row normalized 
data matrix. By reducing the dimensionality, some detail is 
sacrificed; however, this method of analysis does adequately represent 
the original fifty two objects in terms of only four compositional end 
members.
Plots of actual versus predicted profiles are shown in 
figures 12a-12d. There are a few basic problems however, that result 
from representing the information contained in the thirteen original 
variables through four objects. One of the difficulties occurs at the 
onset of the formation of the inner bar. Curing the first day of the 
storm, the recreated profiles do not predict the well defined trough 
that is shown in the actual data. They do however, indicate sediment 
movement to the offshore areas. By the second day of the storm, on
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September 13, the analysis projects the trough. The fourth score, the 
steep crested inner bar, is not as well defined as seen in the data. 
The actual profile shapes generally show a more peaked inner bar 
formation. As a result, even when the loadings are high on this 
score, the shape is not always adequately represented. The profiles 
do indicate onshore sediment transport. These inconsistencies do not 
greatly affect the results and the analysis is still valid to 
determine the differences in longshore and temporal change.
The loadings matrix was used to determine the difference between 
longshore and temporal variation in the data set. To address this 
question, the data were broken down into the three basic temporal time 
periods. These are termed the low energy phase, the storm period, and 
the post storm phase. The temporal groupings were selected on the 
basis of morphologic change and fluctuations in the physical energy 
conditions. The next step was to determine if longshore variations 
were greater than, less than, or no different from changes through 
time. First, absolute changes in the loadings were calculated between 
consecutive profiles on each day. These represented the longshore 
variations in the data. Secondly, absolute changes in the loadings 
were calculated between survey dates for each individual profile.
These differences represent the temporal changes. A Student1 s T-test 
was then performed to test the hypothesis of equal mean loadings. If 
the means were not equal, a one tailed test was then performed to 
determine if change in one direction was greater or less than the 
other. This was done for each of the four factors in all three 
categories of wave energy.
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Figure 12a. Plot of actual versus predicted profiles for line FX210.
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Figure 12b. Plot of actual versus predicted profiles for line FX220.
--1—  2 00
^ ^  m  B o s e ' ' n e  „re from Oistonce
60
Figure 12c. Plot of actual versus predicted profiles for line FX230.
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Figure 12d. Plot of actual, versus predicted profiles for line FX240.
 predicted
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Curing the low energy period, test results for all four factors 
indicate that changes throughout time are not significantly different 
from spatial changes. There are four survey dates and four profiles 
represented in each factor score; thus, there were twelve calculated 
differences for each the longshore and temporal changes. This part of 
the month (3 to 11 September) is primarily associated with end 
member I, the linear profile, which is the predominant shape in the 
first four surveys. On this particular loading, the mean change 
through time was .12 with a standard deviation of .09. The mean 
change between consecutive profiles was .15 with a standard deviation 
of .06. At an alpha level of .05 and 22 degrees of freedom, the 
Student's T-test indicates that these two values are not significantly 
different. This shape is often indicative of stable beach conditions. 
Very little incident wave energy is available to redistribute the 
sediment and, therefore, only small changes occur in either the 
longshore direction or from day to day. Slight longshore changes are 
primarily due to previous morphology and relict rip current channels 
(Howd and Birkemeier, 1987). Temporal variations are primarily 
limited to fluctuations around the beach step.
The second phase, the high energy condition, includes four 
surveys which span from September 12 to September 15. During this 
period, very significant temporal changes occur, while variation in 
the longshore direction is less. T-test results indicate that on two 
of the scores, changes in time are significantly greater than spatial 
changes. This condition is characterized by end member III, the well 
developed offshore bar or "storm" profile. The mean daily time change 
in the loadings for this score is .17 with a standard deviation of
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.11, whereas the mean difference between consecutive profiles was .13 
with a standard deviation of .10. The T-test (at alpha = .05 and 22 
degrees of freedom) did not indicate that temporal change was greater 
than longshore change for this particular end member. Figure 10b 
shows that all loadings for each individual profile peak during this 
time period, however the two southern profiles also load heavily on 
Factor IV (figure lib). Although the actual data apparently indicate 
almost no longshore variation, the analysis indicates that it exists. 
This shape develops during high energy conditions and then rapidly 
moves offshore as a unit. Generally, there is little longshore 
variability while the incident wave energy is high.
The third time frame, termed the post storm recovery phase, 
showed significant change and redistribution of the nearshore zone. 
This phase included five surveys and lasted from the 16th of September 
to the end of the experiment on September 20. This was an interesting 
time period because the loadings on three of the four scores suggest 
that longshore changes are significantly greater than temporal 
changes. (The tests were performed at an alpha level of .05 and 29 
degrees of freedom.) The two loadings that are representative of this 
portion of the experiment were the rip channel profile and the steep 
crested inner bar. Differences in the factor loadings for end 
member II, the rip channel shape, suggest that the profile shape does 
vary more significantly along shore than through time. The mean score 
between consecutive profiles was .43 with a standard deviation of .28. 
The mean through time was .22 with a standard deviation of .15. The 
second most dominant shape, the steep crested inner bar, had a mean 
temporal change of .18 with a standard deviation of .11, whereas the
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mean spatial change was .36 with a standard deviation of .26. These 
results indicate that on this score also, longshore variation is 
significantly greater than changes through time. On the premise, 
however, that two different shapes represent the beach at the same 
time, indicates that there is a significant amount of longshore 
variation. The fact that three of the four tests in this time segment 
indicate greater longshore variation than change in time, also support 
large spatial variation.
DISCUSSION
Two of the primary shapes determined from Q-mode factor analysis, 
the linear profile and storm bar, resemble the beach configurations 
that Winant et al. (1975) and Aubrey (1979) described as "summer" and 
"winter" profiles, respectively. The bar shapes presented in this 
study are not seasonal features, but are directly related to short 
term fluctuations in wave energy. Birkemeier (1984) suggested that 
storm activity at this site accounts for nearly 68 percent of the 
variation in the nearshore zone, mainly due to the presence and 
absence of bar features. Owens (1977) also reported that the 
occurrence of bars on the east coast of the Magdalene Islands were 
primarily controlled by storm wave activity.
The study on storm induced responses of a nearshore bar in Duck, 
North Carolina as reported by Sallenger et al. (1985) described 
morphologies similar to those presented in this thesis. Their 
research was performed in the fall of 1982, and although the temporal 
coverage was not as extensive, the development of the longshore bar 
and subsequent change to a three dimensional morphology were 
adequately documented. Although no definite conclusions could be 
stated, they suggested that the position of the bar was more closely 
linked to wave periods within the infragravity band than with incident 
wave energy. These researchers also determined that the onset of 
longshore variability began as wave heights decreased below 1.6 m. 
Approximately the same value was monitored prior to development of the
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crescentic bar in the fall experiment of 1985. The authors suggested 
that by the end of the study period in 1982, approximately five days 
after the time of peak wave energy, the beach had recovered to a 
barless configuration. Holman and Lippman (1987) used time lapse 
photography to document changes in bar morphology during the Duck-85 
experiment. They suggested that recovery of the inner bar to a linear 
terrace occurred by September 18. This proposed time interval for 
complete recovery of the nearshore system to its original state was 
also approximately five days after peak incident wave heights. The 
bathymetry maps and two dimensional profile shapes presented in 
Figures 6a-61 and 12a-12d, respectively, indicate that by the end of 
the study period, one week after the period of peak wave height, the 
beach system was still accreting toward the initial morphology, but 
had not approached pre-storm configurations.
The model presented by Wright and Short (1984) is generally 
supported by the results of this research. They hypothesized that a 
nearshore system is characterized by beach states and movement from 
one state to another is primarily controlled by wave height when 
sediment size is constant. At the onset of the experiment, the beach 
slope was generally very steep, wave energy was lew, and regularly 
spaced cuspate features were present along the shoreline. The beach 
at Duck during this time was in a near reflective beach state. As the 
storm developed, the wave height increased and dissipation of wave 
energy occurred across a wide surf zone. Under these conditions, the 
beach eroded and a linear longshore bar formed. As dissipation 
decreased with a decrease in wave height, the nearshore zone accreted 
back towards reflective conditions. First, the morphology displayed
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characteristics of a rhythmic bar and with continued recovery, the 
system moved toward the "low tide terrace" stage of the model. The 
only inconsistency with this model is that the profile jumps from a 
near reflective beach state to a very dissipative condition in the 
intermediate modes without first progressing through the more 
reflective stages. It has been hypothesized that erosive energy is 
generally more efficient in redistributing sediment than the energy 
associated with accretion. If this is true, the recovery of the 
nearshore, although rapid, does not accrete toward reflective 
conditions as quickly as it erodes to the dissipative end of the 
model.
These rapid changes from one beach state to another cause 
problems for coastal scientists documenting changes in nearshore beach 
morphology during and after storms. The results of this experiment 
indicate that during the calm, pre-storm conditions, only small 
variations occur in beach shape through space or time. Most of these 
changes are confined to the area between the beach step and upper 
limit of run up. This might include intermittent rhythmic cuspate 
formations on the beach or the filling and excavation of the step. 
During such a situation, a single profile line within the study site 
will probable adequately characterize the morphology of the reach. As 
wave height increases, in this study to approximately 2 m, a longshore 
bar developed and migrated offshore. The system however, moved as a 
unit with little longshore variability. A single profile monitored 
frequently throughout the storm will still represent the system.
Rapid movement of the bar offshore has been displayed; therefore, the
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temporal sampling interval would have to be small to adequately 
monitor the rapid changes.
As the wave heights decreased below 1.6 m, a three dimensional 
crescentic morphology developed. During the recovery period, 
longshore variability was much greater than the day to day changes, 
which were still rapid. At this point, a single profile cannot 
adequately define the nearshore zone because it is characterized by 
two primary features: a steep crested inner bar and a rip channel. 
Depending on the purpose of a coastal morphology project, it would be 
necessary to sample several profile lines in order to define the 
nearshore zone. The longshore profiles could then be compared to the 
single profile surveyed during the "winter and summer" energy 
conditions to determine overall beach changes.
As discussed, the beach recovers quickly after storms, but with 
continued longshore variation. In the absence of rip currents and 
further storm activity, the bar formation migrates onshore in the form 
of a steep crested inner bar and then welds back to the beach forming 
a terrace. Lins (1985) hypothesized that the total recovery period 
from bar to terrace requires one to two weeks with uninterrupted calm 
conditions. Recovery of the shoreline position, however, is almost 
immediate and does not depend on bar welding to approach the initial 
shoreline position. Storm effects are not always correctly 
documented, as post storm surveys are often monitored several days 
after peak wave energy when surf zone conditions are more conducive to 
field measurements. Birkemeier (1979) and Savage and Birkemeier 
(1987) present storm erosion data collected along the east coast of 
the United States. These authors compared pre-storm profiles to
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surveys measured up to ten days after storms and determined that ten 
days is too great a sampling interval during post-storm conditions.
As much as 46 percent of the analyzed profiles showed post storm 
accretion of the mean sea level (MSL) intercept. It was proposed that 
subaerial volume change did not recover as rapidly as the shoreline 
and was more useful in accounting for storm erosion.
Changes in the position of the MSL intercept at each of the four 
study transects are shown in figure 13. Daring the calm, pre-storm 
conditions, variability exists along the beach. This was probably due 
to cuspate formations on the berm noted during this phase of the 
experiment. At the height of the storm on September 14, the shoreline 
was at a low point on all profiles and little longshore variability 
existed in the cross shore distance to the MSL intercept. On the day 
that the wave energy decreased and the offshore bar stabilized, the 
position of the MSL intercept immediately began to move shoreward.
The position of the shoreline is then affected by the longshore 
variability in bar shape. The two southern profiles, most 
predominately affected by the rip current, displayed a rapidly eroding 
shoreline. The position of the MSL intercept was further landward 
than during the peak of the storm. The truncated bar shape that 
represents the presence of a rip current is indicative of offshore 
transport, which is not only occurring in the surf zone, but at the 
shoreline as well. The two northern profiles are primarily 
characterized by the steep crested inner bar. This shape is generally 
indicative of onshore movement. The shoreline on these two profiles 
rapidly accreted, extending the position of the MSL intercept further 
seaward than the initial pre-storm position.
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Figure 13. Plot of shoreline positions during the study period for 
each of the four sample profiles.
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This amount of longshore variation in the shoreline during the 
recovery phase presents problems for researchers attempting to monitor 
storm changes. First, these findings indicate that to adequately 
monitor storm changes, the shoreline position should be measured 
during the peak of the storm. This is generally not feasible due to 
the shortcomings of most survey methods. Secondly, it is important to 
have an idea about the shape of the profile prior to analyzing results 
of changes in shoreline position. In the case of profiles 
characterized by the steep crested inner bar, changes in MSL intercept 
can indicate post storm accretion when surveyed during the recovery 
phase. On the other hand, profiles monitored in the proximity of a 
rip current channel will yield unusually high erosion rates. More 
than likely, a statistical combination of results from several 
longshore profiles would best provide an indication of storm induced 
shoreline changes. The spacing and number of profiles required to 
adequately document storm changes when surveyed during the recovery 
phase is beyond the scope of this paper, but would provide as a useful 
source of information when planning experiments in the nearshore zone.
CONCLUSION
The results of this research indicate that there are four shapes 
which represent development and change in the nearshore bar 
morphology. Two of these shapes, the linear profile and the steep 
crested inner bar, are indicative of onshore sediment movement. The 
remaining shapes, the rip channel profile and the offshore storm bar, 
suggest offshore transport of material. Each individual shape is 
represented by a specific energy level. The linear profile is 
associated with calm, low energy conditions, whereas the offshore bar 
is often indicative of storm conditions. When either of these two 
profile shapes are predominant, the longshore beach system can be 
thought of as a single unit. Daring the low energy periods when the 
linear profile is the prevalent shape, the beach and nearshore zone 
are stable with insignificant shape change occurring either spatially 
or temporally. Under storm conditions, however, the bar rapidly moves 
offshore forming a linear longshore feature. With an increase in 
energy, the temporal shape change is greater than longshore variation. 
The final two shapes can occur simultaneously and are associated with 
post-storm recovery as energy decreases. The fact that they occur 
during the same time frame suggests that longshore variation is 
greater than temporal change. The rip channel shape is indicative of 
offshore transport, whereas the steep crested inner bar represents 
onshore sediment movement. Transport in different cross-shore
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directions indicates the presence of a three dimensional nearshore 
circulation pattern.
Post storm longshore variation and rapid beach recovery create 
problems for researchers monitoring the nearshore effects of high 
energy events. With extended calm conditions, the complete recovery 
of the beach probably occurs somewhere within a two week span after 
the storm. However, longshore variation is so great immediately after 
the drop in peak wave height, that the change in the mean sea level 
intercept can demonstrate patterns of extreme erosion, as well as 
accretion. If the shoreline position is not determined at the time of 
peak wave energy, then the location of the sample profile line greatly 
biases the results. It is therefore important to know the shape of 
the two dimensional profile and to sample frequently along the shore.
Finally, this study shows that Q-mode factor analysis is a useful 
tool in reducing the complexity of highly dimensioned beach profile 
data sets. It also chooses representative end members that adequately 
recreate the data and provides useful information on nearshore 
circulation patterns.
Due to Hurricane Gloria, which developed immediately after the 
experiment, the study site never recovered to its initial 
configuration. Therefore, more research is required to adequately 
document the amount of time necessary for complete beach recovery. 
Also, a determination should be made concerning the number of post 
storm profiles required to adequately describe the beach when 
longshore variability exists, especially in determining storm affects. 
Research in these areas would prove beneficial for planning 
experiments in the dynamic coastal zone.
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