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Abstract. We define a second Steenrod square for virtual links, which is stronger than
Khovanov homology for virtual links, toward constructing Khovanov-Lipshitz-Sarkar stable
homotopy type for virtual links. This induces the first meaningful nontrivial example of
the second Steenrod square operator on the Khovanov homology for links in a 3-manifold
other than S3.
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Figure 1.1. Virtual crossing point
1. Introduction: Main result and virtual links
In this paper we define the second Steenrod square operator on the Khovanov homology for
virtual links. This induces the first meaningful nontrivial example of the second Steenrod
square operator on the Khovanov homology for links in a 3-manifold other than S3 (see
§11). Our work extends the work of Lipshitz and Sarkar [21, 23] and also raises many
new questions about extending more fully their work on Khovanov-Lipshitz-Sarkar stable
homotopy type. The list of contents for the paper given above shows the structure of this
paper. In this section we review the basics of virtual knot theory. In §11 we describe key
relationships of virtual knot theory with problems in low dimensional topology.
We work in the smooth category. Let L = {L1, ..., Lm} be a 1-dimensional submanifold
of a connected 3-manifold M , where Lk denotes a connected component. Then L is called
an m-component link in M . In this paper we only discuss 1-dimensional links, so we say
link, not 1-dimensional link nor 1-link. Any 1-component link L in M is called a knot in
M . If M is the 3-sphere S3, any link (respectively, knot) L in M is called a classical link
(respectively, classical knot).
The theory of virtual knots was introduced in [11, 12, 13] as a generalization of classical
knot theory, and studies the embeddings of circles in thickened oriented closed surfaces
modulo isotopies and orientation preserving diffeomorphisms plus one-handle stabilization
of the surfaces.
By a one-handle stabilization, we mean a surgery on the surface that is performed on a
curve in the complement of the link embedding and that either increases or decreases the
genus of the surface. The reader should note that knots and links in thickened surfaces can
be represented by diagrams on the surface in the same sense as link diagrams drawn in the
plane or on the two-sphere. From this point of view, a one handle stabilization is obtained
by cutting the surface along a curve in the complement of the link diagram and capping the
two new boundary curves with disks, or taking two points on the surface in the link diagram
complement and cutting out two disks, and then adding a tube between them. The main
point about handle stabilization is that it allows the virtual knot to be eventually placed in
a least genus surface in which it can be represented. A theorem of Kuperberg [18] asserts
that such minimal representations are topologically unique.
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Figure 1.2. An example of detour moves
Virtual knot theory has a diagrammatic formulation. A virtual knot can be represented by
a virtual knot diagram in R2 (respectively, S2) containing a finite number of real crossings,
and virtual crossings indicated by a small circle placed around the crossing point as shown
in Figure 1.1. A virtual crossing is neither an over-crossing nor an under-crossing. A virtual
crossing is a combinatorial structure keeping the information of the arcs of embedding going
around the handles of the thickened surface in the surface representation of the virtual link.
The moves on virtual knot diagrams in R2 are generated by the usual Reidemeister moves
plus the detour move. The detour move allows a segment with a consecutive sequence of
virtual crossings to be excised and replaced by any other such a segment with a consecutive
virtual crossings, as shown in Figure 1.2.
Virtual 1-knot diagrams α and β are changed into each other by a sequence of the usual
Reidemeister moves and detour moves if and only if α and β are changed into each other by
a sequence of all Reidemeister moves drawn in Figure 1.3.
Virtual knot and link diagrams that can be related to each other by a finite sequence of
the Reidemeister and detour moves are said to be virtually equivalent or virtually isotopic.
The virtual isotopy class of a virtual knot diagram is called a virtual knot.
There is a one-to-one correspondence between the topological and the diagrammatic ap-
proach to virtual knot theory. The following theorem providing the transition between the
two approaches is proved by abstract knot diagrams, see [11, 12, 13].
Theorem 1.1. ([11, 12, 13]) Two virtual link diagrams are virtually isotopic if and only if
their surface embeddings are equivalent up to isotopy in the thickened surfaces, orientation
preserving diffeomorphisms of the surfaces, and the addition/removal of empty handles.
Note. A handle is said to be empty if the knot diagram does not thread through the handle.
One way to say this more precisely is to model the addition of and removal of handles via
the location of surgery curves in the surface that do not intersect the knot diagram. Here,
an oriented surface with a link diagram using only classical crossings appears. This surface
is called a representing surface. In Figure 1.4 we show an example of a way to make a
representing surface from a virtual knot diagram. Take the tubular neighborhood of a
virtual knot diagram in R2. Near a virtual crossing point, double the tubular neighborhood.
Near a classical crossing point, keep the tubular neighborhood and the classical crossing
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Figure 1.3. All Reidemeister moves
Figure 1.4. How to make a representing surface from the tubular
neighborhood of a virtual knot diagram in R2
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point. Thus we obtain a compact representing surface with non-vacuous boundary. We may
start with a representing surface that is oriented and not closed, and then embed the surface
in a closed oriented surface to obtain a new representing surface. Taking representations of
virtual knots up to such cutting (removal of exterior of neighborhood of the diagram in a
given surface) and re-embedding, plus isotopy in the given surfaces, corresponds to a unique
diagrammatic virtual knot type.
We state our main theorem, which follows from “Theorem 10.27 with Definition 10.30”,
Theorem 10.31, and Theorem 10.32.
Main Theorem 1.2. (1)We define the second Steenrod square operator for virtual links.
(2) If L is a classical link diagram, our second Steenrod square is the same as the second
Steenrod square in the case of classical links which is defined in [23].
(3) In the case of non-classical virtual links, the second Steenrod square is stronger than
Khovanov homology. That is, there is a pair of non-classical virtual links that have different
second Steenrod square operators while they have the same Khovanov homology.
In this paper we reformulate the definition of Khovanov homology for virtual links: we
base the definition of Khovanov homology for virtual links on unoriented link diagrams. This
simplifies the definitions of [7, 26] and gives an equivalent version of Khovanov homology
for virtual links. Our exposition of virtual Khovanov homology is self-contained. This new
formulation of virtual Khovanov homology is significant in our context since it allows us to
interface with the work of Lipschitz and Sarkar. It is significant for the theory as a whole
because it simplifies the definition to the point where it will be possible to make many new
computations. This will be explored by us in subsequent work.
2. Khovanov homology for classical links
In this section we write an outline of the definition of Khovanov homology of classical links.
In §3, we will write strictly about virtual links. We will also write explicitly about classical
links, since the set of all virtual links includes that of all classical links.
In this section we also explain for classical links an outline of the relation between Kho-
vanov homology and a CW complex associated with the Khovanov chain group whose sta-
ble homotopy type is the Khovanov-Lipshitz-Sarkar stable homotopy type [23] . We also
write here about the Steenrod square operator for classical links. We review the Khovanov-
Lipshitz-Sarkar stable homotopy type and the Steenrod square operator in the case of clas-
sical links with more detail in §8 after the preparation in §5-§7.
Let L be a classical link. Let L be a classical link diagram which represents L. In
[16] Khovanov defined a chain complex for L, and proved that the homology defined by the
chain complex is an invariant of the link type of L. We call this chain complex the Khovanov
chain complex, and this homology Khovanov homology. Khovanov proved that the Jones
polynomial of any classical link L is a graded Euler characteristic of the Khovanov homology
of L. In [4] Bar-Natan reformulates the definition of Khovanov homology, and proves, by
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direct calculation, that Khovanov homology is stronger than the Jones polynomial.
Note that the differential on each element in the Khovanov chain complex increases the
degree of the element (see Definitions 3.16 and 3.20, and the differential indicated there).
This is not an ordinary convention but this terminology has been used for a long time. So
we adopt this notation in this paper. Furthermore we define the following notations. We
use the dual of the Khovanov chain complex in this paper. The differential on it decreases
the degree. We call this chain complex the dual Khovanov chain complex. We call the
homology defined by the dual Khovanov chain complex, the homology of the dual Khovanov
chain complex. We use often the terminologies, “chain complex”, “chain homotopy”, and
“homological”, in both the case of Khovanov chain complexes and the case of the dual
Khovanov chain complexes.
In the usual definition of Khovanov homology one defines local differentials on labeled
resolution configurations, one local differential for each possible smoothing from an A site to
a B site. Note that the results of the 0- and 1-resolutions in [21, Figure 2.1] are interpreted
as the A-and B-sites. The basis of the chain complex is the set of all labeled resolution
configurations and the labels x+ and x− in [21] are interpreted as x+ = 1 and x− = x in
the Frobenius algebra Z[x]/(x2) ([4, 16]). We call each element of a basis a basis element.
When a surgery joins two state circles, then one applies multiplication in this algebra, and
when a surgery splits two state circles then one applies comultiplication in the algebra (See
Definition 3.10 ([21, Definition 2.9]), and Definition 3.16 (whose classical link case is [21,
Definition 2.15]). Here the comultiplication is defined by
1→ 1⊗ x+ x⊗ 1,
x→ x⊗ x,
and the multiplication by
1⊗ 1→ 1,
1⊗ x→ x,
x⊗ 1→ x,
x⊗ x→ 0.
These of course are the same formulas that are written in [21], using x+ and x−. See Figure
3.10 and the part near it for this interpretation. We will in the body of our paper use x+
and x− as done in [21].
In the usual Khovanov chian complex we have the (unsigned local differentials)
δ(1) = 1⊗ x+ x⊗ 1,
δ(x) = x⊗ x,
δ(1⊗ 1) = 1,
δ(1⊗ x) = x,
δ(x⊗ 1) = x,
δ(x⊗ x) = 0.
according to the multiplication and the comultiplication above ([21, Definition 2.15] which is
the classical link case of Definition 3.16). We regard this as the basis for the differential of the
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Khovanov chain complex. Note that under this differential, the gradings go up. We take this
seriously (as done in [23]) and assign cells of these dimensions at these levels of the complex.
The boundaries of these cells are expressed dually to the differential of the Khovanov chain
complex. This means that we (and Lipshitz and Sarkar) define new differential maps that
decrease the homological grading by taking the duals of the differential of the Khovanov
chain complex. The dual differential can be articulated on the basis elements of the dual
Khovanov chain complex by examining for each basis element g, the set of basis elements
in one homological grading smaller, whose differential contains the given element g. We can
explain the dual differential in exactly the same way we explain the differential, by noting
that the differential is the sum over all the local differentials that go from a configuration with
k B-smoothings to a configuration with k− 1 B-smoothings by looking at one resmoothing
(surgery) at a time.
The dual differential that corresponds to making cell attachments goes in the other direc-
tion. We define the dual chain complex by using Ci =Hom(C
i, Z), and < ∂a, α >
=< a, δα > for a dual chain a and a Khovanov chain α, where <,> is the Kronecker
product, as usual. In this section a∗ denotes the dual chain which is the Kronecker dual of a
Khovanov chain a. Thus we derive the dual differential from the given differential as below.
∂(1∗) = 1∗ ⊗ 1∗,
∂((x)∗) = (1∗ ⊗ x∗) + (x∗ ⊗ 1∗),
∂(1∗ ⊗ 1∗) = 0, and
∂((1∗ ⊗ x∗) = 1∗.
∂(x∗ ⊗ 1∗) = 1∗, and
∂(x∗ ⊗ x∗) = x∗,
where a∗ ⊗ b∗ and (a⊗ b)∗ (a = 1, x) are the same.
We use the dual Khovanov chain complex and the dual differential to model CW complexes
for the theory. This is what Lipshitz and Sarkar did in [23].
In [41] Seed proved the following fact by making a computer program according to Lipshitz
and Sarkar’s method in [23].
Theorem 2.1. ([41].) The second Steenrod square for classical links is stronger than Kho-
vanov homology for classical links. That is, there are classical links K1 and K2 such that
the Khovanov homology of K1 is the same as that of K2, but the second Steenrod square of
K1 is different from that of K2. Therefore Khovanov-Lipshitz-Sakar stable homotopy type
for classical links is stronger than Khovanov homology for classical links.
3. Khovanov homology for virtual links
We review the definition of Khovanov chain complexes and that of Khovanov homology for
virtual links defined in [26], which is reformulated in [7]. In this paper we reformulate the
definition of Khovanov homology for virtual links further as follows: we base the definition
of Khovanov homology for virtual links on unoriented link diagrams. This simplifies the
definitions of [6, 22] and gives an equivalent version of Khovanov homology for virtual links.
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Figure 3.1. The 0- and 1-resolutions
Our exposition below of virtual Khovanov homology is self-contained.
In this paper we will generalize the result about the Steenrod square operator on Khovanov
homology for classical links in [22] to the virtual link case, by extending many results and
methods in [21, 22]. So we first explain the mode of definition for Khovanov chain complexes
and Khovanov homology for virtual links as indicated above, in the fashion of [21, section
two], as explained below. We cite some notations from [21, section two], and modify them
for our purpose. See [21, section two] for their notations for detail.
Definition 3.1. A resolution configuration D is a pair (Z(D), A(D)), where Z(D) is a set of
pairwise-disjoint immersed circles in S2, and A(D) is a totally ordered collection of disjoint
arcs embedded in S2, with A(D) ∩ Z(D) = ∂A(D). We call the number of arcs in A(D)
the index of the resolution configuration D, and denote it by ind(D). We sometimes abuse
notation and write Z(D) to mean ∪Z∈Z(D)Z and A(D) to mean ∪A∈A(D)A. Occasionally, we
will describe the total order on A(D) by numbering the arcs: a lower numbered arc precedes
a higher numbered one.
Definition 3.2. Given a virtual link diagram L with n classical crossings, an ordering of
the crossings in L, and a vector v ∈ {0, 1}n there is an associated resolution configuration
DL(v) obtained by taking the resolution of L corresponding to v (that is, taking the 0-
resolution at the i-th crossing if vi = 0, and the 1-resolution otherwise) and then placing
arcs corresponding to each of the crossings labeled by 0?s in v (that is, at the i-th crossing
if vi = 0). See Figure 3.1.
Therefore, n−ind(DL(v)) = |v| =
∑
vi, the (Manhattan) norm of v.
Compare Definitions 3.1 and 3.2 with [21, Definitions 2.1 and 2.2]. In the case of classical
link diagrams, Z(D) consists in only embedded circles, but in the case of virtual link dia-
grams, Z(D) consists in immersed circles whose singular points are virtual crossing points.
The dotted arc in Figure 3.1 corresponds to the 0-smoothing, while the 1- smoothing is
undotted. This corresponds to the red arc in [21, Figure 2.1.a]. Both are arcs in the above
definition. We do not carry out a resolution on any virtual crossing.
Note that resolution configurations are the same as what many people often call Kauffman
states, which Kauffman first introduced in [10]. (The ways to draw arcs associated with
resolutions in both papers are different.)
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Figure 3.2. A single cycle surgery
Definition 3.3. ([21, Definition 2.3].) Given resolution configurations D and E there is a
new resolution configuration D − E defined by
Z(D − E) = Z(D)− Z(E) A(D − E) = {A ∈ A(D)|∀Z ∈ Z(E) : ∂A ∩ Z = φ}.
Let D ∩ E = D − (D − E).
Note that Z(D ∩ E) = Z(E ∩D) and A(D ∩ E) = A(E ∩D); however, the total orders
on A(D ∩ E) and A(E ∩D) could be different.
Definition 3.4. ([21, Definition 2.4].) The core c(D) of a resolution configuration D is the
resolution configuration obtained from D by deleting all the circles in Z(D) that are disjoint
from all the arcs in A(D). A resolution configuration D is called basic if D = c(D), that is,
if every circle in Z(D) intersects an arc in A(D).
Definition 3.5. Let D be a resolution configuration. Suppose that, when we carry out a
surgery along one arc of A(D) on an immersed circle of Z(D), the number of the elements
of Z(D) is not changed. Then we call this surgery single cycle surgery. See Figure 3.2 for
an example.
Recall that every virtual link diagram can be region two-colored, using the regions delin-
eated by the underlying 4-valent graph for the diagram. See for example [14, section four].
A virtual link diagram in S2, viewed as a 4-valent graph in S2 with nodes the classical and
the virtual crossings, separates S2 into a finite number of regions. Draw each region black
or white so that, if two regions share an edge, they receive different colors. We draw the
region which includes {∞} by white.
We give the anti-clockwise orientation to the boundary of any black region. We put two
arrows in immersed circles in Z(D) as follows: We put them at the place where we carry
out each resolution as drawn in Figure 3.3. The orientations of the arrows are defined by
those of the regions. Note that there are two cases as drawn in Figure 3.3, and that one of
the two is chosen naturally by the rule of coloring.
Definition 3.6. Let C be an immersed circle in Z(D). Take all arrows, which are explained
above, in C. See an example in Figure 3.4. C is a union of arrows and immersed curved
segments as follows: Any immersed curved segment is the image of an immersion f of the
closed interval [0, 1]. f(0) ̸= f(1). Immersed curved segments may intersect other ones at
9
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Figure 3.3. The two cases of putting two arrows to the part near
each classical crossing point in each immersed circle in Z(D)
Figure 3.4. Cut loci
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Figure 3.5. An example that the orientations of two arrowheads are
the same. The immersed curved segment touches both arrows. In
this figure, the immersed curved segment is drawn as an embedding,
but it is not always embedding.
virtual crossings. Put a point in f((0, 1)) only if both of f(0) and f(1) touch arrowtails
(respectively, arrowheads). Don’t put the point at any virtual crossing point. We call this
point the cut locus. Note that the cut locus point is always at the boundary between opposite
local orientations induced by the arrows.
Note. It is trivial that, after a surgery along one arc of a resolution configuration, the
placements of cut loci do not change in S2.
By the two-coloring property above, we have the following.
Proposition 3.7. There is no cut locus in an arbitrary classical link diagram.
Theorem 3.8. The number of cut loci in any immersed loop C in Z(D) is even.
Proof of Theorem 3.8. Let n be a nonnegative integer. There are n arrows in C if and
only if there are n immersed curved segments in C. If there is a set of two arrows and one
immersed curved segment in C as drawn in Figure 3.5, there is no cut locus in this immersed
curved segment. If there is a set as drawn in Figure 3.5, change it into one arrow whose
orientation of the arrow is the same as the two ones in Figure 3.5. Repeat this procedure. If
each immersed curved segment in the result includes a cut locus, then stop the procedure.
Claim. The number of immersed curved segments in the result is even. Reason. If the
number of arrows in the result is odd, there is at least one set of the type in Figure 3.5.
The immersed curved segment in the set does not include a cut locus by the definition. We
arrived at a contradiction. Therefore the number of immersed curved segments in C is even,
and the number of cut loci in C is even. This completes the proof of Theorem 3.8. □
Definition 3.9. Let D be a resolution configuration. We notate a star in each immersed
circle in Z(D) so that it does not touch an arrow, a cut locus, nor a virtual crossing, as
indicated below, and call it a starting star.
Let E be a resolution configuration that we obtain from D by a surgery along one arc of
E. Let S be an immersed circle in Z(D)∩Z(E). Note that the place of S in S2 before this
surgery is the same as that after it. We put the starting star in the same place in S of E as
in that of D. See Figure 3.6.
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in these two circles 
are the same.
placements
Figure 3.6. In this figure, circles may not be embedded circles, but
we draw (not necessarily embedded) immersed circles as embedded
ones abstractly.
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Note. In Figures 3.6-3.11, circles may not be embedded circles, but we draw (not necessarily
embedded) immersed circles as embedded ones abstractly.
Definition 3.10. ([21, Definition 2.9]). A labeled resolution configuration is a pair (D, x)
of a resolution configuration D and a labeling x of each element of Z(D) by either x+ or x−.
Note that labeled resolution configurations are the same as what many people often call
enhanced Kauffman states or enhanced states. Some people use v+ (respectively, v−) for x+
(respectively, x−).
Definition 3.11. ([21, Definition 2.10]). There is a partial order ≺ on labeled resolution
configurations defined as follows. We declare that (E, y) ≺ (D, x) if:
(1) The labelings x and y induce the same labeling on D ∩ E = E ∩D.
(2) D is obtained from E by surgering along a single arc of A(E). In particular, either:
(a) Z(E − D) contains exactly one circle, say Zi, and Z(D − E) contains exactly
two circles, say Zj and Zk, or
(b) Z(E −D) contains exactly two circles, say Zi and Zj, and Z(D − E) contains
exactly one circle, say Zk.
(3) In Case (2a), either y(Zi) = x(Zj) = x(Zk) = x− or y(Zi) = x+ and {x(Zj), x(Zk)} =
{x+, x−}.
In Case (2b), either y(Zi) = y(Zj) = x(Zk) = x+ or {y(Zi), y(Zj)} = {x−, x+}
and x(Zk) = x−.
Note that no surgery in Definition 3.11 is a single cycle surgery although we now consider
virtual links.
Definition 3.12. ([21, Definition 2.11].) A decorated resolution configuration is a triple
(D, x, y) where D is a resolution configuration and x (respectively, y) is a labeling of each
component of Z(s(D)) (respectively, Z(D)) by an element of x+, x−, such that: (D, y)≺(s(D), x).
Associated to a decorated resolution configuration (D, x, y) is the poset P (D, x, y) con-
sisting of all labeled resolution configurations (E, z) with (D, y)≺(E, z)≺(s(D), x).
Definition 3.13. (A part of Definition 2.15 in [21].) For labeled resolution configura-
tions, homological grading grh and a quantum grading grq, defined as follows:
grh((DL(u), x)) = −n− + |u|,
grq((DL(u), x)) = n+ − 2n− + |u|
+]{Z ∈ Z(DL(u))|x(Z) = x+} − ]{Z ∈ Z(DL(u))|x(Z) = x−}.
Here n+ denotes the number of positive crossings in L; and n− = n − n+ denotes the
number of negative crossings.
Note 3.14. If L has only one component, when we define n, n+, n−, grh, and grq, we do
not need to use the orientation of L. If L has greater than one component, we use that of
L when we define n+ and n−. Note that, if we change the orientation of L into the opposite
one, then neither n+ nor n− changes.
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Each of grh(D, x) and grq(D, x) is independent of which orientation we give Z(D), and is
independent of which we choose L or −L. Here, let −L be a link made from L by reversing
the orientation of L.
Fact 3.15. Assume that a single cycle surgery changes a (non-labeled) resolution configura-
tion DL(u) into DL(v). Let Ai (respectively, Aj) be a labeled resolution configuration defined
on DL(u) (respectively, DL(v)). Then Ai and Aj have different quantum gradings.
Proof of Fact 3.15. Recall the definition of quantum gradings, grq((DL(u), x)), above.
Since n+ and n− are deteremined by a given virtual link diagram, a single cycle surgery
does not change n+ − 2n−. By the definition of a (single cycle) surgery and that of | |, a
single cycle surgery changes the parity of |u|. Since a single cycle surgery does not change
the number of immersed circles in a labelled resolution configuration, a single cycle surgery
does not change the parity of ]{Z ∈ Z(DL(u))|x(Z) = x+}− ]{Z ∈ Z(DL(u))|x(Z) = x−}.
Therefore a single cycle surgery always changes a quantum grading grq((DL(u), x)). □
We define the integral (Z-coefficient) Khovanov chain complex for L in Definition 3.16
after we state the conditions with which it should satisfy.
We define the Khovanov chain complex to be generated by all labeled resolution configu-
rations made from L. Let {Ai}i∈Λ be the set of all labeled resolution configurations made
from L. Note that Λ is a finite set. We will define
δAi =
∑
j∈Λ
c[Ai;Aj] · Aj.
Here, c[Ai;Aj] is an integer coefficient. We only have to define c[Ai;Aj], which should have
the following properties.
(1) If Ai and Aj have different quantum gradings, then c[Ai;Aj] = 0. Note: This condition
holds in the case of Khovanov homology for classical links. If Ai and Aj are given as in
Fact 3.15 above, then we want to define c[Ai;Aj] = 0. We will explain why we want this
condition in Note 3.18.
(2) If (the homological grading Ai) + 1 ̸= (that of Aj), then c[Ai;Aj] = 0.
(3) Suppose that (the homological grading Ai) + 1 = (that of Aj),
and that (the quantum grading Ai) = (that of Aj). Then c[Ai;Aj] may not be zero.
Definition 3.16. (1) The differential δ. Given an oriented virtual link diagram L with
n crossings and an ordering of the crossings in L, the Khovanov chain complex is defined
as follows. The Khovanov chain group KC(L) is the Z-module freely generated by labeled
resolution configurations of the form (DL(u), x) for u ∈ {0, 1}n. The differential preserves
the quantum grading, increases the homological grading by 1, and is defined as
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δ(DL(v), y) =
∑
(DL(u),x),|u|=|v|+1,(DL(v),y)≺(DL(u),x)
(−1)s0(Cu,v)+ζ((DL(u),x),(DL(v),y))(DL(u), x),
where s0(Cu,v) ∈ Z2 is defined as follows: if u = (1, ..., i−1, 1, i+1, ..., n) and v = (1, ..., i−1, 0, i+1, ..., n),
then s0(Cu,v) = (1 + · · ·+ i−1); see also Definition 6.4.
ζ((DL(u), x), (DL(v), y)) is defined in Definition 3.16.(3) by using the number ξ defined
in Definition 3.16.(2).
Note 3.17. The reader should note the following facts, before reading the definitions below.
As written in (1) right above Definition 3.16.(1), if Ai and Aj are given as in Fact 3.15
above, then we define c[Ai;Aj] = 0.
We make the defination as follows: If c[Ak;Al] ̸= 0 for Ak and Al, the (non-labelled)
resolution configuration which is made into Al is obtained from that of Ak by a multiplication
map or a co-multiplication map, depending upon the connectivity. Note that the differential
operates only on labelled resolution configurations.
The issue is to make sure that squares of arrows between (non-labelled) resolution configu-
rations, that are made into basis elements of the Khovanov complex by labeling, “commute”
when two consecutive arrows are single-cycle maps and the other two consecutive arrows are
a composition of multiplication and co-multiplication maps. An example is drawn in Figure
4.3. See [7, Figure 13 and the explanation about it] for what “commute” as used above
means. In our complex, we use the usual Khovanov complex sign conventions, (−1)s0(Cu,v)
(see below), to make the composition of the differential with itself equal to zero. One can
then separate these issues and ask that the squares in question actually commute in the
usual sense that one composition of two maps is equal to the other composition of the two
maps, and the single cycle maps are taken to be zero.
In this circumstance we check parity of cut-points along paths from the starred point
to the site of the multiplication or co-multiplication operation in both the domain and the
co-domain of the map. The definitions of these parity counts are given below. Examples are
drawn in Figures of Section 4 below.
Once the local commuting squares are all in place for the local differentials in the complex,
we use the same convention as in standard Khovanov homology to define signs for the global
differentials. Each local differential is multiplied by a sign that corresponds to the parity of
the number of 0-sites that precede it in the ordering of the crossings in the link diagram. This
part of the sign corresponds to the term (−1)s0(Cu,v). The part of the sign that comes from
the local adjustment via starred basepoints and counting of cutpoints (as virtual crossings)
comes from the term (−1)ζ((DL(u),x),(DL(v),y)). In this way, we have compressed all the issues
involved in constructing the boundary map into a single formula.
Definition 3.16.(2) The number ξ. LetD be a labeled resolution configuration. We carry
out a surgery along an arc A in A(D), and obtain another labeled resolution configuration E.
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XY
Figure 3.7. A figure associated with the definition of ξ in Definition
3.16.(2).
There are two arrows associated with this surgery. Let C (respectively, C ′) be an immersed
circle in Z(D) (respectively, Z(E)) which includes the one or two arrows. We define a number
ξ for a pair of C and A (respectively C ′ and A) before we introduce ζ((DL(u), x), (DL(v), y)).
There are two cases.
Case 1. The case where C (respectively, C ′) includes only one of the two arrows above.
Take the one arrow.
(See an example in Figure 3.7. See X and Y in Figure 3.7. )
Let ξ be 0 (respectively, 1) if the number of the cut loci in X is even (respectively, odd).
Note the following: By Theorem 3.5, the parity of the number of cut loci in both immersed
curved segments, X and Y , are the same. If we change X into Y in the definition of ξ, the
value of ξ is the same.
Case 2. The case where C (respectively, C ′) includes the two arrows above. Take the two
arrows. There are four cases as drawn in Figure 3.8.
The case of Figure 3.8.(1) and that of Figure 3.8.(2) occur if and only if the surgery is
a single cycle surgery. We do not need these cases now. In the case of Figure 3.8.(3) and
that of Figure 3.8.(4), let ξ be 0 (respectively, 1) if the number of the cut loci in X is even
(respectively, odd). Note the following: Each of Z in Figure 3.8.(3) and Z in Figure 3.8.(4)
is an immersed circle before (respectively, after) this surgery. Hence the number of cut loci
in Z is even by Theorem 3.5. Furthermore, by Theorem 3.5, the sum of the number of cut
loci in X, that in Y , and that in Z is even. Therefore the parity of the number of cut loci
in X and that in Y are the same. If we change X into Y in the definition of ξ, the value of
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XX YY
Figure 3.8. Figures associated with the definition of ξ Definition
3.16.(2).
ξ is the same.
Note that, when we consider classical links, then ξ = 0 in all cases.
Note 3.18. In the case of Figure 3.8.(1) and (2), Z does not make an immersed circle before
(respectively, after) this surgery, because it is a single cycle surgery. Hence we cannot claim
that the parity of the number of cut loci in Z is zero, unlike the case of Figure 3.8.(3) and (4).
Therefore we can not conclude that the parity of the number of cut loci in X is equivalent to
that in Y , unlike the case of Figure 3.8.(3) and (4). We cannot determine which we choose
that of X or that of Y . See Figure 3.9 for an example. One way of settling this situation
is defining the coefficient in the differential associated with single cycle surgeries to be zero.
More precisely: As written in (1) right above Definition 3.16.(1), if Ai and Aj are given as in
Fact 3.15, then we define c[Ai;Aj] = 0. Recall Note 3.17. We can summarize this by saying
that the coefficient that corresponds to a single cycle surgery is taken to be zero.
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Z
X
Y
Figure 3.9. A resolution configuration with cut loci and a starting
star
Definition 3.16.(3) The definition of ζ((DL(u), x), (DL(v), y)). In order to define
ζ((DL(u), x), (DL(v), y)), we need to check only four cases of surgeries along each arc, which
are drawn in Figure 3.10. Here, ∆∗,∇∗,M∗, and W∗ denote a labeled resolution configura-
tion, and α∗, α♯♮, β∗, γ∗, σ∗ an immersed circle. We carry out one surgery in each of Figures
3.10.(1)-(4). We define the number ξ(α∗) (respectively, ξ(α♯♮), ξ(β∗), ξ(γ∗), and ξ(σ∗)) for
this surgery and an immersed circle α∗ (respectively, α♯♮, β∗, γ∗, σ∗). We define
ζ(∆1,∆2) = ξ(α22)
ζ(∆1,∆3) = ξ(α31)
ζ(∇1,∇2) = ξ(β1)ξ(β2)ξ(β3)
ζ(M1,M2) = ξ(γ2)ξ(γ3)
ζ(W1,W2) = 0.
Note that, when we consider classical links, ζ( , ) = 0 in all cases. This completes the
definition of δ.
Note that, when we consider classical links, δ is the same as δ as defined in [21, Definition
2.15].
We pose to ask a question: By using cut loci and stating stars, we introduce a way to
define the differential in the case of virtual links. By using cut loci and stating stars, is there
another way to define a differential in the case of virtual links?
By an explicit calculation, we have the following.
Theorem 3.19. For δ in Definition 3.16, we have δ · δ = 0. Thst is, the Z coefficient
Khovanov homology for virtual links is defined.
Thus Definition 3.16 is well-defined.
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Figure 3.10. We define ξ by using these figures.
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Note. By Note 3.14, this homology of L is the same as that of −L. This homology is
independent of which orientation on the disjoint union of all circles in each labeled resolution
configuration we choose.
Definition 3.20. Let L be a virtual link diagram. Take the Khovanov chain complex for
L. The Khovanov chain complex with the differential yields the Khovanov homology for the
virtual link diagram L. Let Ai be each resolution configuration made from L (i ∈ Λ.). Note
that Λ is a finite set. Then {Ai}i∈Λ is the basis of Khovanov chain complex for L. We call
each Ai Khovanov basis element (i ∈ Λ), and {Ai}i∈Λ Khovanov basis.
Let Khq,i(L) (respectively, Cq,i(L)) denote Khovanov homology (respectively, Khovanov
chain complex) with the Z coefficient of quantum grading q and homological grading i for
a virtual link diagram L. We sometimes omit the words, Z coefficient, when it is clear from
the context.
By using the Khovanov chain complex Cq,i(L;Z), we can define the Khovanov chain
complex Cq,i(L;Z2), and the Khovanov homologyKhq,i(L;Z2) with Z2 coefficients, quantum
grading q and homological grading i for a virtual link diagram L.
Note. The differential in the Khovanov chain complex increases the homological degree,
but we use the terminologies, “chain map”, “chain homomorphism”, “chain homotopy map”,
“homological” and so on (and we do not use the word cochains here) when we handle the
Khovanov chain complex.
The Jones polynomial of any virtual link L is a graded Euler characteristic of the Z-
coefficient Khovanov homology of L. See [7, 26].
Theorem 3.21. For a fixed virtual link diagram and its associated Khovanov chain complex,
Khovanov homology is independent of the placement of the starting star in each immersed
circle of each labeled resolution configuration.
Proof of Theorem 3.21. It is enough to check the case where we move only one starting
star over only one cut locus.
Note that there are other starting stars which are identified with this starting star. When
we move one starting star, these starting stars also move.
Suppose that a labeled resolution configuration D is obtained from another labeled resolu-
tion configuration E by a surgery along an arc of D. We only have to consider the following
two cases.
(i) Let S be an immersed circle, and S ∈ Z(D) and /∈ Z(E) (respectively, /∈ Z(D) and
∈ Z(E)). Suppose that we move the starting star in S over one cut locus.
By the definition of the differential δ, c[D;E] is changed into −c[D;E].
See an example in Figure 3.11.
(ii) Let S be an immersed circle, and S ∈ Z(D) and ∈ Z(E). Suppose that we move the
starting star in S over one cut locus. By the definition of the differential δ, c[D;E] = c[D;E].
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Figure 3.11. An example of moving a starting star over a cut locus
as written in the case (i) in the proof of Theorem 3.21.
Therefore we obtain a chain isomorphism from the original Khovanov chain complex to
the new Khovanov chain complex as follows. In the case (i), let the isomorphism change
c[D;E] into its opposite sign. In the case (ii), let it be the identity map. □
Theorem 3.22. Khovanov homology for a given virtual link diagram L does not change by
Reidemeister moves on L.
Proof of Theorem 3.22. Carry out any classical Reidemeister move. By the definition of
putting the cut loci, no cut locus moves in the place of R2, In this case, it is proved by the
same method as the one in [4, §3.5]. Note that the facts about the differential in [4, §3.5]
also hold.
Carry out any virtual Reidemeister move. By the definition of putting the cut loci, no cut
locus moves in the place of R2. Furthermore, Khovanov chain complex before the virtual
Reidemeister move is idetical to that after it.
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Carry out the mixed Reidemeister move. If we move a starting star if necessary, Khovanov
chain complex before the mixed Reidemeister move is identical to that after it.
□
By Theorems 3.21 and 3.22, the following is well-defined.
Definition 3.23. Let L be a virtual link. Let L be a virtual link diagram which represents
L. Define Khovanov homology Khq,i(L) to be Khq,i(L) for L. We can define Khq,i(L;Z2),
as well.
Definition 3.24. Take L and L above. Use Hom(Cq,i(L;Z),Z), and < ∂a, α >=< a, δα >
for a dual chain a and a Khovanov chain α, where <,> is the Kronecker product as usual.
Thus we can define the dual Khovanov chain complex Cq,i(L), and the homology of the dual
Khovanov chain complex, Khq,i(L). We can define Khq,i(L;Z2), as well. It does not matter
if we write Kq,i(L) (respectively, Cq,i(L)) as K
q
i (L) (respectively, C
q
i (L)).
Let Ai be each Khovanov basis element for a virtual link diagram L (i ∈ Λ, where Λ is a
finite set). Let ai (i ∈ Λ) be each basis element of the dual Khovanov chain complex for L
such that < Al, ak >= δl,k for two arbitrary elements, l and k, in Λ. We call each ai the dual
Khovanov basis element of the dual Khovanov chain complex for L, and {ai} dual Khovanov
basis. We call the dual Khovanov basis element the Khovanov basis element when it is clear
from the context what is meant.
Define the homological grading grhai to be grhAi for any i ∈ Λ.
Let {a∗}∗∈Λ be the dual Khovanov basis. Define a partial order ≺ on the set {a∗}∗∈Λ as
follows: Let k, l ∈ Λ. ak ≺ al if and only if Al ≺ Ak.
Define c[al; ak] be the coefficient in ∂ak =
∑
l∈Λ
c[al; ak]al. Note that c[al; ak] = c[Ak;Al].
Note. The differential of the dual Khovanov chain complex decreases the homological
degree, but we use the terminology, “chain map”, “chain homomorphism”, “chain homotopy
map”, “homological” etc. when we handle the dual Khovanov chain complex. See the note
below Definition 3.20.
Theorem 3.25. Let L be a classical link. Note that L is a virtual link since any classical
link is also a virtual link. Then the virtual Khovanov homology for the link L is the original
Khovanov homology for the link L as a classical link.
Proof of Theorem 3.25. L has a classical link diagram L. Note that L is a virtual link
diagram without a cut locus. Therefore Theorem 3.25 holds. □
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Figure 4.1. A virtual link L, and the relation, which is made by
surgeries, among all (non-labeled) resolution configurations made
from L. See Definition 3.13 for the definition of n+ and n−. η
denotes a single cycle surgery.
4. An example of Khovanov basis of the Khovanov chain complex for a virtual
link diagram
We show an example of Khovanov basis of a Khovanov chain complex for a virtual link
diagram in Figures 4.1and 4.2, and another one in Figures 4.3-4.6. We draw decorated
resolution configurations in Figures 4.5 and 4.6.
5. Moduli spaces associated with attaching cells of CW complexes
In §8, we review the Khovanov-Lipshitz-Sakar stable homotopy type and Steenrod square
operator for classical links. For this purpose, we review the framed flow category moduli
spaces, and framings on them associated with attaching cells in the construction of CW
complexes. We cite the definitions from [21]. See [21] for detail.
Definition 5.1. ([21, Definition 3.1].) Let R+ = [0,∞). A k-dimensional manifold with
corners is a (possibly empty) topological space X along with a maximal atlas, where an atlas
is a collection of charts (U, φ), where U is an open subset of X and φ is a homeomorphism
from U to an open subset of (R+)
k, such that
• X = ∪U and
• given charts (U, φ) and (V, ψ), the map φ◦ψ−1 is a C∞ diffeomorphism from ψ(U∩V )
to φ(U ∩ V ).
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=(0,2)
=(0,0)       
(1,3)  (1,1)
Figure 4.2. The Khovanov basis of Khovanov chain complex for the
virtual link diagram L in Figure 4.1: They are all labeled resolution
configurations made from L. grh denotes the homological degree,
and grq the quantum one. We have δ(A) = δ(B) = δ(C) = δ(D) = 0.
Recall Fact 3.15, which is an important comment on a single cycle
surgery. Recall also Note 3.17.
For x ∈ X, let c(x) denote the number of coordinates in φ(x) which are 0, for any chart
(U, φ) with U ∋ x. The codimension-i boundary of X is the subspace {x ∈ X|c(x) = i};
the usual boundary ∂X is the closure of the codimension-1 boundary. A connected face is
the closure of a connected component of the codimension-1 boundary of X. A face of X is
a (possibly empty) disjoint union of connected faces of X. A k-dimensional manifold with
faces is a k-dimensional manifold with corners X such that every x ∈ X belongs to exactly
c(x) connected faces of X. It is easy to see that any face of a manifold with faces is also
a manifold with faces. A k-dimensional < n >-manifold is a k-dimensional manifold with
faces X along with an ordered n-tuple (∂1X, ..., ∂nX) of faces of X such that
• ∪i∂iX = ∂X and
• for all distinct i, j, ∂iX ∩ ∂jX is a face of both ∂iX and ∂jX.
Definition 5.2. ([21, Definition 3.2].) A smooth map f from an < n >-manifold X to
another < n >-manifold Y is called an < n >-map if f−1(∂iY ) = ∂iX for all i.
Definition 5.3. ([21, Definition 3.3].) Let 2n be the category which has one object for each
element of {0, 1}n, and a unique morphism from b to a if b ≤ a in the obvious partial order
on {0, 1}n. For a ∈ {0, 1}n let |a| denote the sum of the entries in a; we call this the weight
of a. Let 0 denote (0, 0, ..., 0) and let 1 denote (1, 1, ..., 1). An n-diagram is a functor from
2n to the category of topological spaces.
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Figure 4.3. A virtual link L, and the relation, which is made by
surgeries, among all (non-labeled) resolution configurations made
from L. See Definition 3.13 for the definition of n+ and n−. η
denotes a single cycle surgery.
An < n >-manifold X can be treated as n-diagram in the following way. For a =
(a1, ..., an) ∈ {0, 1}n, define
X(a) =
{
X if a = 1
∩i∈{i|ai=0}∂iX otherwise.
For b ≤ a in {0, 1}n, the map X(b) → X(a) is the inclusion map. It is easy to see that
X(a) is an < |a| >-manifold; in fact, the |a|-diagram corresponding to X(a) is the functor
restricted to the full subcategory of 2n corresponding to the vertices less than or equal to
a. By an abuse of terminology, henceforth whenever we say < n >-manifold, we will either
mean a topological space or an n-diagram, depending on the context. In this language,
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=(-1,0)
=(-1,-2)      
(0,1)  (0,-1)
(1,2) (1,0)
(0,2) (0,0)
(0,0) (0,-2)
Figure 4.4. The Khovanov basis of Khovanov chain complex for the
virtual link diagram L in Figure 4.3: They are all labeled resolution
configurations made from L. grh denotes the homological degree,
and grq the quantum one.
products are easy to define: Given < ni >-manifolds Xi for i ∈ {1, 2}, the product X1×X2
is an < n1 + n2 >-manifold defined via the isomorphism 2
n1+n2 = 2n1 × 2n2 .
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0 -2 2 1 -1
Figure 4.5. The relation, which is made by surgeries, among all
Khovanov basis elements in Figure 4.3. Let P and Q be labeled
resolution configurations. If c[P ;Q] ̸= 0, we connect P and Q by
an arrow from P to Q. There are five chunks. All Khovanov basis
elements in each chunk have the same quantum grading. Note that
if c[P ;Q] ̸= 0, then c[P ;Q] = ±1. Recall that whether +1 or −1 is
determined by using starting stars and cut loci. Recall Fact 3.15,
which is an important comment on a single cycle surgery. Recall
also Note 3.17.
Definition 5.4. ([21, Definition 3.4].) Let 2n − 1 be the full subcategory of 2n generated
by all the elements except 1. A truncated n-diagram is a functor from 2n−1 to the category
of topological spaces. A k-dimensional < n >-boundary is a truncated n-diagram such that
the restriction of the functor to each maximal dimensional face of 2n−1 is a k-dimensional
< n− 1 >-manifold.
Given an < n >-boundary Y , let colim Y denote the pushout of Y . Note that for any
vertex a ∈ {0, 1}n, except 1, there is a continuous map
φa : Y (a)→ colimY.
Therefore, the restriction of a k-dimensional < n >-manifold X to 2n−1 produces a (k−1)-
dimensional < n >-boundary Y , with colim Y = ∂X.
Definition 5.5. ([21, Definition 3.9].) Given an (n+ 1)-tuple d = (d0, ..., dn) ∈ Nn+1, let
Edn = Rd
0 × R+ × Rd1 × R+ × · · · × R+ × Rdn .
Treat Edn as an < n >-manifold by defining
∂i(Edn) = Rd0 × · · · × Rdi−1 × {0} × Rdi × · · · × Rdn .
For d ≤ d′ in Nn+1 (with respect to the obvious partial order), view Edn as the subspace
Rd0 × {0}d′0−d0 × R+ × · · · × R+ × Rdn × {0}d′n−dn ⊂ Ed′n .
A neat immersion ι of an < n >-manifold is a smooth immersion ι : X ↬ Edn for some d,
such that:
(1) ι is an n-map, that is ι−1(∂iEdn) = ∂iX for all i, and
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Figure 4.6. Examples of starting stars, cut loci, and ζ( ): By the
above calculation, we know that δ · δ(A) = 0.
(2) the intersection of X(a) and Edn(b) is perpendicular, for all b < a in {0, 1}n.
A neat embedding is a neat immersion that is also an embedding. (See [21, Figure 3.1] for
an example.)
Given d′ ∈ Nn+1 and a neat immersion ι : X ↬ Edn, let ι[d′] : X ↬ Ed+d′n be the induced
neat immersion.
The existence of neat embeddings is guaranteed by the following version of the Whitney
embedding theorem for manifolds with corners.
Definition 5.6. ([21, Definition 3.11].) Let X be a k-dimensional < n >-manifold. Given a
neat immersion ι : X ↬ Edn, the normal bundle νι is defined as follows. For a ∈ {0, 1}n and
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x ∈ X(a), the bundle νι at x is the normal bundle of the immersion ι|X(a) : X(a)↬ Edn(a).
Equivalently, after setting r = |d| + n − k, we can view the normal bundle as a map
νι : X → Gr(r, r+ |a|)→ Gr(r) = BO(r), as follows. For a ∈ {0, 1}n and x ∈ X(a), νι(x) is
the orthogonal complement of Tx(X(a)) inside Tx(Edn(a)) = Rr+|a|. The map is well-defined
because for all b ≤ a in {0, 1}n, the following diagram commutes.
X(a) −−−→ Gr(r, r + |a|)
embedding
x embeddingx
X(b) −−−→ Gr(r, r + |b|)
(Here, the vertical arrow on the right is induced from the inclusion Edn(b)→ Edn(a).)
Definition 5.7. ([21, Definition 3.12].) A flow category is a pair (C , gr) where C is a
category with finitely many objects Ob = Ob(C ) and gr : Ob → Z is a function, called the
grading, satisfying the following additional conditions:
(M-1) Hom(x, x) = {Id} for all x ∈ Ob, and for distinct x, y ∈ Ob, Hom(x, y) is a compact
(gr(x)−gr(y)−1)-dimensional <gr(x)−gr(y)−1 >-manifold (with the understanding
that negative dimensional manifolds are empty).
(M-2) For distinct x, y, z ∈Ob with gr(z)−gr(y) = m, the composition map
◦ : Hom(z, y)× Hom(x, z)→ Hom(x, y)
is an embedding into ∂mHom(x, y). Furthermore,
◦−1(∂iHom(x, y)) =
{
∂iHom(z, y)×Hom(x, z) for i < m
Hom(z, y)× ∂i−mHom(x, z) for i > m
(M-3) For distinct x, y ∈Ob, ◦ induces a diffeomorphism
(3.1) ∂iHom(x, y) ∼= ∪z gr(z)=gr(y)+i Hom(z, y)× Hom(x, z).
Therefore, if D is the diagram whose vertices are the spaces
Hom(zm, y)× Hom(zm−1, zm)× · · · × Hom(x, z1)
for m ≧ 1 and distinct z1, ..., zm ∈ Ob −{x, y}, and whose arrows correspond to composing
a single adjacent pair of Hom’s, then
∂Hom(x, y) ∼= ∪i∂iHom(x, y) ∼= colimD.
Given objects x, y in a flow category C , define the moduli space from x to y to be
M(x, y) =
{
φ if x=y
Hom(x, y) otherwise.
Given a flow category C and an integer n, let C [n] be the flow category obtained from C
by increasing the grading of each object by n.
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Key motivation for Definition 5.7 comes from the following:
Definition 5.8. ([21, Definition 3.13].) Given a Morse function f : M → R with finitely
many critical points and a gradient-like flow for f , one can construct the Morse flow category
CM(f) as follows.
The objects of CM(f) are the critical points of f ; the grading of an object is the index
of the critical point. For critical points x, y of relative index n + 1, let M˜(x, y) be the
parametrized moduli space from x to y, which is the (n + 1)-dimensional subspace of M
consisting of all the points that flow up to x and flow down to y. Let M˚(x, y) be the quotient
of M˜(x, y) by the natural R-action. Define M(x, y), the space of morphisms from x to y,
to be the unparametrized moduli space from x to y, which is obtained by compactifying
M˚(x, y) by adding all the broken flowlines from x to y, cf. [AB95, Lemma 2.6].
Definition 5.9. ([21, Definition 3.14].) Let C be a flow category. Given an integer i, let
Ob(i) denote the set of all objects of C in grading i, topologized as a discrete space. Given
integers i and j, let
M(i, j) = ∪x∈Ob(i),y∈Ob(j)M(x, y).
There are obvious maps from M(i, j) to Ob(i) and Ob(j). For all m,n, i with
1 ≤ i ≤ m− n, Equation (3.1) induces a diffeomorphism between the fiber product
M(n+ i, n)×Ob(n+i)M(m,n+ i) and ∂iM(m,n).
Definition 5.10. ([21, Definition 3.15].) For each integer i, fix a natural number di and let
d denote this sequence. For a < b, let Ed[a : b] = E
(da,...,db−1)
b−a−1 .
A neat immersion (respectively, neat embedding) ι of a flow category C relative d is a
collection of neat immersions (respectively, neat embeddings) ιx,y : M(x, y) ↪→ Ed[gr(y) :
gr(x)], defined for all objects x, y, such that the following conditions hold.
(N-1) For all integers i, j, ι induces a neat immersion (respectively, neat embedding) ιi,j of
M(i, j).
(N-2) For all objects x, y, z, and for all points (p, q) ∈M(x, z)×M(z, y),
ιx,y(q ◦ p) = (ιz,y(q), 0, ιx,z(p)).
Given a neat immersion ι of a flow category C relative d, and some other d′, let ι[d′]
denote the neat immersion relative d+ d induced by the inclusions Ed[a : b] ↪→ Ed+d[a : b],
which in turn are induced by the canonical inclusions Rdi ∼= Rdi × {0} ↪→ Rdi+d′i .
Definition 5.11. ([21, Definition 3.18].) Let ι be a neat immersion of a flow category C
relative to d. A coherent framing φ of the normal bundle is a framing for νιx,y for all objects
x, y, such that the product framing of νιz,y × νι,x,z equals the pullback framing of ◦∗νιx,y for
all x, y, z.
Definition 5.12. ([21, Definition 3.20].) A framed flow category is a neatly embedded flow
category C , along with a coherent framing of the normal bundle to some neat immersion
of C (relative to some d). To a framed flow category, one can associate a chain complex
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C∗(C ) as follows. The n-th chain group Cn is the Z-module freely generated by Ob(n).
The differential δ is of degree one. For x, y ∈Ob with gr(x) =gr(y) + 1, the coefficient of δy
evaluated at x is the number of points in M(x, y), counted with sign (recall, M(x, y) is a
compact framed 0-dimensional < 0 >-manifold). We say a framed flow category refines its
associated chain complex.
The following definition is very important. We explain how we construct a CW complex
from the framed category described in Definition 5.12.
Definition 5.13. ([21, Definition 3.23].) Let (C , ι, φ) be a framed flow category, where C
is a flow category, ι is a neat embedding relative some d, and φ is a framing of the normal
bundle to ι. Assume that all objects in C have grading in [B,A] for some fixed A,B ∈ Z.
We associate a CWcomplex |C |ι,φ to (C , ι, φ) as follows, cf. Figure 3.2. The CWcomplex
|C | will have one 0-cell, and one cell C(x) for each object x of C . If x has grading m then the
dimension of C(x) will be dB+···+dA−1−B+m. For convenience, let C = dB+···+dA−1−B.
Since ι is a neat embedding of C , for all integers i, j, ιi,j embeds M(i, j) in Ed[j : i].
Choose  > 0 sufficiently small so that for all i, j, ιi,j extends to an embedding of M(i, j)×
[−, ]dj+···+di−1 via the framings of the normal bundles. Choose R sufficiently large so that
for all i, j, ιi,j(M(i, j)× [−, ]dj+···+di−1 lies in [−R,R]dj × [0, R]× · · · × [0, R]× [−R,R]di−1 .
Suppose that we have defined the (C + m − 1)-skeleton |C |(C+m−1) of |C |, that is, the
part of |C | built from objects y with grading gr(y) < m. Fix an object x with gr(x) =
m. While describing C(x), we will define some related spaces Ci(x). Take a copy C1(x) of
R+ × RdB × · · · × R+ × RdA−1 . Define C(x) to be the following subset
(3.2) C(x) = [0, R]× [−R,R]dB × · · · × [0, R]× [−R,R]dm−1 × {0} × [−, ]dm
× · · · × {0} × [−, ]dA−1 ⊂ C1(x).
It remains to define the attaching map ∂C(x)→ |C |(C+m−1). Recall that the neat embed-
ding ιx,y, along with the framing φ of νιx,y , identifiesM(x, y)× [−, ]dn ×{0}× · · · × {0}×
[−, ]dm−1 with a subset Cy,1(x) of [−R,R]dn × [0, R]× · · · × [0, R]× [−R,R]dm−1 . Let
Cy(x) = [0, R]× [−R,R]dB × · · · × [0, R]× [−R,R]dn−1 × {0} × Cy,1(x)
× {0} × [−, ]dm × · · · × {0} × [−, ]dA−1 ⊂ ∂C(x).
Now, define the attaching map ∂C(x)→ |C |C+m−1 as follows: on Cy(x) ∼=M(x, y)×C(y),
define it to be the projection map to C(y); and map ∂C(x)− ∪yCy(x) to the base point.
In short, once we have moduli spaces in each cell, and framings on them, we have a CW
complex.
Example 5.14. Both Σk(the one point union of S2 ∪ S4) and Σk(CP 2), where Σk denotes
the k-times suspension and k is large, have a natural CW decomposition
(the base point)∪e2+k ∪ e4+k. Consider a set of moduli spaces associated with
Σk(the one point union of S2 ∪ S4) (respectively, Σk(CP 2)). In ∂e2+k, there is no moduli
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space. In ∂e4+k, take an embedded circle. It is a moduli space. Take the normal bundle of
the circle in ∂e4+k, and take the trivial (respectively, nontrivial) framing. It is a framing on
the moduli space.
Note 5.15. For any given CW complex, we can make a framed flow category as follows. By
using homotopy, we can let the attaching map of each n-cell for each n ∈ N ∪ 0 satisfy the
condition: The image of the attaching map is included in the n− 1-skeleton. The attaching
map satisfies the condition in Definition 5.13.
A framed flow category is defined for any given CW complex in both of the following
two cases: the CW complex is associated with a Khovanov chain complex. It is not not
associated with that.
6. The n-dimensional cube moduli spaces
In [21] Lipshitz and Sarkar used the n-dimensional cube moduli spaces when they define a
CW complex for any classical link digram. We review the the n-dimensional cube moduli
spaces. See [21, §4] for the detail.
Definition 6.1. ([21, Definition 4.1].) Let f1 : R → R be a Morse function with a single
index zero critical point at 0 and a single index one critical point at 1. (For concreteness,
we may choose f1(x) = 3x
2 − 2x3.) Let fn : Rn → R be the Morse function
fn(x1, ..., xn) = f1(x1) + ...+ f1(xn).
The n-dimensional cube flow category C (n) is the Morse flow category CM(fn) of fn.
In [21] Morse flow category is used directly only in the above definition although, of course,
a compact CW complex is homotopy type equivalent to a smooth manifold, and a morse
fuction on it and the morse flow category make a framed flow category associated with the
CW complex.
Let C(n) = [0, 1]n be the cube with the obvious CW complex structure. The set of
vertices of C(n) is {0, 1}n. We will re-use the notations from Definition 3.3. There is a
grading function gr on {0, 1}n, defined as gr(u) = |u| = σiui. Write v ≦i u if v ≦ u and
gr(u)−gr(v) = i.
We will use the following observations about C (n).
Lemma 6.2. ([21, Lemma 4.2].) There is a grading preserving correspondence between the
objects of C (n) and the vertices of C(n). Furthermore:
(1) For u, v ∈ {0, 1}n, MC (n)(u, v) is empty unless v < u.
(2) If v < u, then MC (n)(u, v) is canonically diffeomorphic to MC (gr(u)−gr(v)).
Lemma 6.3. ([21, Lemma 4.3].) The moduli space MC (n)(1.0) is diffeomorphic to a single
point, an interval and a hexagon, for n = 1, 2, 3, respectively. In general, the moduli space
MC (n+1)(1, 0) is homeomorphic to Dn (and ∂MC (n+1)(1, 0) is homeomorphic to Sn−1).
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Definition 6.4. ([21, Definition 4.5].) Let 1i ∈ Ci(C(n),Z2) be the i-cocycle which assigns
1 to each i-cell. A sign assignment is a 1-cochain s ∈ C1(C(n),Z2), such that δs = 12.
Since H2(C(n),Z2) = 0, such a sign assignment exists. Since H1(C(n),Z2) = 0, any
two such sign assignments s, s′ are related by a coboundary, that is s − s′ = δt for some
t ∈ C0(C(n),Z2), or in other words, any two sign assignments are gauge equivalent.
One often works with the sign assignment s0, called the standard sign assignment, which
assigns to the edge joining (1, ..., i−1, 0, i+1, ..., n) and (1, ..., i−1, 1, i+1, ..., n), the num-
ber (1 + · · ·+ i−1) (mod 2) ∈ Z2; see also Definition 3.16 and [21, Definition 2.15].
Definition 6.5. ([21, Definition 4.6].) Given a sign assignment s for C(n), the n-dimensional
cube complex C∗s (n) is defined as follows. The group C
∗
s (n) is freely generated by {0, 1}n,
the vertices of C(n). The differential is given by
(4.1) δv =
∑
u∈{u|v≤1u}(−1)s(Cu,v)u.
We will frame the cube flow category so that it refines the cube complex C∗s (n). To get
started, we will need to orient the cube moduli spaces. (The orientations we choose here
may not be the ones induced from the framing we will produce.) To do so, first orient each
cell of C(n) by the product orientation. It is easy to see that the differential in C∗(C(n),Z)
can be written as
(4.2) δCu,v =∑v′∈{v′|v′≤1v}(−1)s0(Cu−v′,u−v)Cu,v′ −∑u′∈{u′|u≤1u′}(−1)s0(Cu′−v,u−v)Cu′,v
where s0 is the standard sign assignment.
7. The ladybug configuration for classical link diagrams
We review the the ladybug configuration for classical link diagrams, which is introduced in
[21, section 5.4]. Lipshitz and Sarkar introduced it to define a CW complex for any classical
link digram. We cite the definition of it, that of the right pair, and that of the left pair
associated with it from [21, section 5.4.2].
Definition 7.1. ([21, Definition 5.6]). An index 2 basic resolution configuration D is said
to be a ladybug configuration if the following conditions are satisfied (See Figure 7.1.).
• Z(D) consists of a single circle, which we will abbreviate as Z;
• The endpoints of the two arcs in A(D), say A1 and A2, alternate around Z
(that is, ∂A1 and ∂A2 are linked in Z).
Definition 7.2. ([21, section 5.4.2]). Let Z denote the unique circle in Z(D). The surgery
sA1(D) (respectively, sA2(D)) consists of two circles; denote these Z1,1 and Z1,2 (respectively,
Z2,1 and Z2,2); that is, Z(sAi(D)) = {Zi,1, Zi,2}. Our main goal is to find a bijection between
{Z1,1, Z1,2} and {Z2,1, Z2,2}; this bijection will then tell us which points in ∂expM(x, y) to
identify.
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Figure 7.1. The ladybug configuration
As an intermediate step, we distinguish two of the four arcs in Z − (∂A1 ∪ ∂A2). Assume
that the point ∞ ∈ S2 is not in D, and view D as lying in the plane S2 − {∞} ∼= R2.
Then one of A1 or A2 lies outside Z (in the plane) while the other lies inside Z. Let Ai be
the inside arc and Ao the outside arc. The circle Z inherits an orientation from the disk it
bounds in R2. With respect to this orientation, each component of Z − (∂A1 ∪ ∂A2) either
runs from the outside arc Ao to an inside arc Ai or vice-versa. The right pair is the pair of
components of Z− (∂A1∪∂A2) which run from the outside arc Ao to the inside arc Ai. The
other pair of components is the left pair. See [21, Figure 5.1].
We explain why the ladybug configuration is important, below. See also Fact 8.2.
Proposition 7.3. Let x (respectively, y) be a labelled resolution configuration of homological
grading n (respectively, n+ 2). Then the cardinality of the set
{p|p is a labelled resolution configuration. x ≺ p, p ≺ y, p ̸= x, p ̸= y}
is 0, 2, or 4, where ≺ is defined in Definition 3.11.
Let D be the ladybug configuration. Give D (respectively, s(D)) a labeling x+ (re-
spectively, x−). We call the resultant labeled resolution configuration (D, x) (respectively,
(s(D), y)). We obtain a decorated resolution configuration (D, y, x) as drawn in Figure 7.2.
This decorated resolution configuration is called the the decorated resolution configuration
associated with the ladybug configuration D.
Fact 7.4. The case of 4 in Proposition 7.3 occurs when we have the decorated resolution
configuration associated with the ladybug configuration.
Fact 7.4 is also explained in [21, section 5.4].
8. Khovanov-Lipshitz-Sarkar stable homotopy type and Steenrod square for
classical links
Let L be a classical link. Let L be a classical link diagram which represents L. In [21]
Lipshitz and Sarkar made a consistent method to construct a CW complex for L whose
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a b c d
Figure 7.2. The boundary operator acting on the ladybug configu-
ration: The notation a, b, c, and d are defined in [21, section 5.4.2]. In
[21, Definition 2.2 and 2.15], (∗,#) is defined associated with arcs. The
numbers +1 and −1 denote the coefficient [the labeled resolution
configuration at the arrowtail; that at the arrowhead].
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singular homology is the homology of the dual Khovanov chain complex of L. Let L′ be
a classical link diagram which represents L. They also proved that the stable homotopy
type of the CW complex for L and that for L′ are the same. We call the stable homotopy
type, Khovanov-Lipshitz-Sarkar stable homotopy type. Thus this stable homotopy type has
Steenrod squares. In [23] Lipshitz and Sarkar found how to calculate the second Steenrod
square associated with Khovanov-Lipshitz-Sarkar stable homotopy type by using labeled
resolution configurations. In [41] Seed proved the following fact by making a computer
program according to Lipshitz and Sarkar’s method in [23]: There is a pair of classical links
whose Khovanov-Lipshitz-Sarkar stable homotopy types are different but whose Khovanov
homologies are the same (Theorem 2.1).
We review Lipshitz and Sarkar’s method below.
Take L above. Make all decorated resolution configurations. In [21, §5 and §6] Lipshitz
and Sarkar associate to each index n basic decorated resolution configuration (D, x, y) an
(n− 1)-dimensional < n− 1 >-manifold M(D, x, y) together with an (n− 1)-map
F :M(D, x, y)→MC (n)(1, 0).
In [21, §5 and §6, in particular, Definition 5.3], the Khovanov-Lipshitz-Sarkar stable ho-
motopy type is defined as follows. The Khovanov flow category CK(L) has one object for
each of the standard basis elements of Khovanov homology, cf. [21, Definition 2.15]. That
is, an object of CK(L) is a labeled resolution configuration of the form x
= (DL(u), x) with u ∈ {0, 1}n. The grading on the objects is the homological grading
grh from [21, Definition 2.15]; the quantum grading grq is an additional grading on the ob-
jects. We need the orientation of L in order to define these gradings, but the rest of the
construction of CK(L) is independent of the orientation. Consider objects x = (DL(u), x)
and y = (DL(v), y) of CK(L). The space MCK(L)(x,y) is defined to be empty unless y ≺ x
with respect to the partial order from Definition 3.11. So, assume that y ≺ x. Let x| denote
the restriction of x to s(DL(v)−DL(u)) = DL(u)−DL(v) and let y| denote the restriction
of y to DL(v) − DL(u). Therefore, (DL(v) − DL(u), x|, y|) is a basic decorated resolution
configuration. Define
MCK(L)(x,y) =M(DL(v)−DL(u), x|, y|),
as smooth manifolds with corners.
In [21, §5], it is proved that, if grhx−grhy = n, MCK(L)(x,y) is a disjjoint union of the
n-dimensional cube moduli MC (n)(1, 0).
Definition 8.1. Let L be a classical link. Let L be a classical link diagram which represents
L. We define a CW complex Y (L) for L below.
Let {ap}p∈Λ be the dual Khovanov basis for L. Note that Λ is a finite set.
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Fix n ∈ Z. Let gni be all dual Khovanov basis elements whose homological grading is n in
{ap}p∈Λ. We assign to gni a (n+N)-cell en+Ni , where N is a large integer.
We attach the cells, en+Ni for all n: We use the moduli spaces defined above, with an
arbitrary set of framings which satisfy Definition 5.12, according to the method in Definition
5.13 (note Proposition 8.4). The result is Y (L).
The stable homotopy type of the CW complex Y (L) is called Khovanov-Lipshitz-Sarkar
stable homotopy type for the classical knot diagram L. N times of the formal desuspension
of Y (L) is called Khovanov-Lipshitz-Sarkar spectrum for the classical knot diagram L.
Note: Following Lipshitz and Sarkar [21, Definition 5.5], the Khovanov homology is the
reduced cohomology of the Khovanov space shifted by (−C) for some positive integer C.
The Khovanov spectrum χKh(L) is the suspension spectrum of the Khovanov space, de-
suspended C times. Here we can take C = N .
Note. The dual Kovanov chain complex is made from Kovanov chain complex uniquely,
and vice versa. So the following two sentences (1) and (2) have the same meaning.
(1) We associate the framed flow category C to Kovanov chain complex.
(2) We associate the framed flow category C to the dual Kovanov chain complex.
(Here, suppose that the above Kovanov chain complex and the above dual Kovanov chain
complex are dual each other.)
When we make F above, it is important to analyze the ladybug configuration [21, §5.4.2].
Fact 8.2. ([21, §6].) The stable homotopy type of Khovanov-Lipshitz-Sarkar stable homotopy
type for classical link diagrams does not depend on whether we use the right pair or the left
pair of each ladybug configuration in the classical link case.
Fact 8.3 is used in the proof of Fact 8.2.
Fact 8.3. (This is written in [21, Proof of Proposition 6.5].) Fix a classical link diagram
L, and let L′ be the result of reflecting L across the y-axis, say, and reversing all of the
crossings. Then L and L′ represent the same classical link.
Proposition 8.4. (This follows from results in [12]. See the comments below.)
The stable homotopy type of the Khovanov-Lipshitz-Sarkar stable homotopy type for classical
link diagrams does not depend on the choice of the coherent framing, which is defined in
Definition 5.11.
Of course Proposition 8.4 does not hold in the general case of construction of CW com-
plexes. See Example 5.14. However, Proposition 8.4 is true in this case. Proposition 8.4
is the same as [21, (4) in the first part of section six], which is proved in the proof of [21,
Proposition 6.1]: In three lines above [23, Definition 3.4], it is written, “all such framings
lead to the same Khovanov homotopy type [21, Proposition 6.1]”. See also [21, Lemma 4.13,
which is cited in the proof of Proposition 6.1].
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Figure 9.1. A quasi-ladybug configuration
Definition 8.5. In [21] it is proved that if two classical link diagrams L and L′ represent
the same classical link, then Y (L) and Y (L′) (see Definition 8.1) are stable homotopy type
equivalent. Thus we obtain a unique stable homotopy type, Khovanov-Lipshitz-Sarkar stable
homotopy type, and the Khovanov-Lipshitz-Sarkar spectrum for classical links. They are link
type invariants.
It is an outstanding proeperty of the Khovanov chain complex and Khovanov stable ho-
motopy type for classical links that, if MCK(L)(x,y) ̸= φ, each connected component of
MCK(L)(x,y) is determined only by grhx−grhy. Chain complexes in other cases do not have
this property in general.
9. Ladybug configurations and quasi-ladybug configurations for virtual link
diagrams
We prepare to define the Steenrod square for virtual links. We must generalize the ladybug
configuration to the case of virtual links.
We define a few terms. Take a labeled resolution configuration, which include arcs and
circles. If an arc produces a single cycle surgery, the arc is called a scs arc. If a surgery along
an arc increases (respectively, decreases) the number of circles by one, the surgery is called a
multiplication (respectively, comultiplication). There are just three kinds of surgeries along
an arc: a single cycle surgery, a multiplication, a comultiplication. If an arc produces a
multiplication (respectively, comultiplication), the arc is called a m-arc (respectively, c-arc).
If an arc is an m-arc or a c-arc, that is, it is not a scs arc, then the arc is called a mc arc.
Take a resolution configuration which is made of one immersed circle and two m-arcs.
Stand at a point in the immersed circle where you see an arc to your right. Go ahead
along the immersed circle. Go around one time. Assume that you encounter the following
pattern: In the order of travel you next touch the other arc. Then you touch the first arc.
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Then you touch the other arc again. Finally, you came back the point at the beginning.
Since both arcs are m-arcs, both satisfy the following property: At both endpoints of each
arc, you see the arc in the same side – either on the right hand side and on the left hand
side.
If you see arcs both in the right hand side and in the left hand side (respectively, only in
the right hand side) while you go around one time, the resolution configuration is called a
ladybug configuration (respectively, quasi-ladybug configuration).
If a given resolution configuration has no virtual crossing, this definition of ladybug con-
figurations is the same as that in §7.
No quasi-ladybug configuration appears if a given resolution configuration has no virtual
crossing. However, a quasi-ladybug configuration may exist if a given resolution configura-
tion has a virtual crossing. An example is drawn in Figure 9.1.
Let D be a ladybug configuration. Let C be the only one immersed circle in Z(D). Cut
C at the four points where the arcs meet the endpoints. The immersed circle is then divided
into four pieces. Recall that, at the beginning point of your trip, you see an arc on the right
hand side. The first and third pieces of the four, which you are in while your trip, is the
right pair, and call the other two the left pair. Note that the orientation of your trip and
the place where you stand at the beginning of your trip do not change the right and the left
pair. Note also that, if a given resolution configuration does not have a virtual crossing, this
definition is the same as that in §7.
It is important that we cannot determine the right and left pair in the case of quasi-
ladybug configurations by this method. (We pose to ask a question: Can one find a method
to define the right and the left pair for quasi-ladybug configurations, to be compatible with
the construction of Khovanov-Lipshits-Sarkar stable homotopy type?)
Let D be a ladybug configuration (respectively, quasi-ladybug configuration). Make s(D).
Give D (respectively, s(D)) a labeling x+ (respectively, x−). Call the resultant labeled reso-
lution configuration (D, x) (respectively, (s(D), y)). The decorated resolution configuration
(D, y, x) is called the decorated resolution configuration associated with the ladybug configura-
tion (respectively, quasi-ladybug configuration) D. See an example in Figure 7.2 (respectively,
Figure 9.2). (D, y, x) includes four labeled resolution configurations other than (D, x) and
(s(D), y). We have two ways to make a 2-dimensional CW complex associated with (D, y, x).
In the case of ladybug configurations, by using the right and left pairs introduced above,
we determine the right and left pair of the labeled resolution configurations in the middle
raw of the decorated resolution configuration associated with a given ladybug configuration
as in [21, Figure 5.1 and its explanation in §5.4.2].
In this paper, we take the right pair when we construct a CW complex if there is a ladybug
configuration. (If we take the left pair, we can construct a CW complex in a parallel method.)
See Fact 8.2 and Note 10.7.
However, in the case of quasi-ladybug configurations, we cannot distinguish two cases.
Therefore we make two CW complexes if there is a quasi-ladybug configuration. This means
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that we consider a multiplicity of Khovanov homotopy types and take the collection of them
as an invariant, as we explain more below.
Note 9.1. In both Figures 7.2 and 9.2, we have the following identities of coefficients in the
differentials.
[ξ; a][a; η] = [ξ; b][b; η] = −[ξ; c][c; η] = −[ξ; d][d; η] and [ξ; ∗], [∗; η], [ξ; ∗], [∗; η] ∈ {+1,−1},
where ∗ = a, b, c, d.
Reason. The vector (in Definition 3.2) of a and that of b are the same. That of c and that
of d are the same. That of a (respectively, b) is different from that of c (respectively d).
Therefore the moduli of the decorated resolution configurations in Figure 7.2 and 9.2 is
the disjoint union of two segments, and its boundary is a⨿ b⨿c⨿d. We have just two cases.
(i) One segment connects a and c, and the other b and d.
(ii) One segment connects a and d, and the other b and c.
We never have the following case: One segment connects a and b, and the other c and d.
Reason. If we choose “a ⨿ b, and c ⨿ d”, then δ ◦ δ ̸= 0 by the definition of δ in Definition
3.16, and therefore ∂ ◦ ∂ ̸= 0, associated with each moduli.
In the case of ladybug configurations, we can distinguish the cases (i) and (ii) above,
by using the right and left pairs. However, in the case of quasi-ladybug configurations, we
cannot distinguish them. As we wrote above, this means that, in general, we may associate
more than one CW complex to a single virtual link diagram. See the following sections.
10. Steenrod square for virtual links
In this section we define a second Steenrod square for virtual links, that is stronger than
Khovanov homology for virtual links. We use a CW complex associated with a dual Kho-
vanov chain complex.
10.1. Why is it more difficult to define Khovanov-Lipshitz-Sarkar stable homo-
topy type for virtual links than for classical links?
As we stated in §8, in the case of classical link diagrams, for Khovanov basis elements
x = (DL(u), x) and y = (DL(v), y)), of the Khovanov chain complex of a classical link
diagram L, we can assign to the moduli space
MCK(L)(x,y) =M(DL(v)−DL(u), x|, y|),
a disjoint union of the grhx−grhy dimensional cube moduli. Here, y ≺ x. On the other
hand, in the case of virtual link diagrams, we cannot assign to the moduli space
MCK(L)(x,y) =M(DL(v)−DL(u), x|, y|) an m-dimensional cube, in general.
An example is shown in Figures 10.1-10.4. A labeled resolution configuration A is drawn
in Figure 10.1. The sequence of the labeled resolution configurations starting from A is
drawn in Figure 10.2. Of course this sequence is made by surgery along arcs. A decorated
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a b c d
Figure 9.2. The decorated resolution configuration associated with
a quasi-ladybug configuration
41
Figure 10.1. A labeled resolution configuration
resolution configuration D associated with A is drawn in Figure 10.3. The elements of D is
drawn in Figure 10.4. Note that Figures 10.4 and 10.2 are different.
In [21, section 5.1] it is proved that, if Ind(D, x, y)=3, M(D, x, y) is a disjoint union of
the 3-dimensional cube moduli in the case of classical link diagrams. However, Figure 10.4
indicates the following: Ind(D, x, y)=3 does not imply thatM(D, x, y) is a disjoint union of
the 3-dimensional cube moduli in general. If Ind(D, x, y) > 3, the situation would be more
difficult. Therefore it is more difficult to define moduli spaces for Khovanov chain complex
in the case of virtual links than in that of classical links.
We have two other reasons: Note 10.1 and the comment below Note 10.1.
Note 10.1. See Figure 4.6. In the case of virtual link diagrams with virtual crossing points,
we have the following. We have [A;H][H;F ] = −[A; I][I;F ] = 1, and we have the vector of
H is the same as I.
In Figure 4.6, the moduli spaceM(F,A) is one segment. Consider a map from this moduli
to the 2-dimensional cube moduli which is written in [21, §5.1], and say pi . The image of
the boundary, just two points, of M(F,A), by this map is one point because the vector of
H is the same as I. We do not have this phenomenon in the case of classical link diagrams.
Let x, p, q and y be labelled resolution configurations for a virtual link diagram D of a
virtual link L. Suppose that [x; p][p; y] = −[x; q][q; , y] = 1. If D does not have a virtual
crossing, the vector (in Definition 3.2) of p is different from that of q. On the other hand,
if D has a virtual crossing, the vector of p is the same as that of q in some cases as written
right above, and the former is different from the latter in the other cases.
As we stated in §9, we may have a quasi-ladybug configuration in general, in the case of
non-classical link diagrams. Then we may associate more than one CW complex to a single
virtual link diagram in general.
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Figure 10.2. The sequence of the labeled resolution configurations
made from a labeled resolution configuration in Figure 10.1
10.2. Strategy.
It is easy to prove that a dual Khovanov chain complex always associates no less than one
CW complex (see for example [28, Theorem in Exercise 4, section 39, page 231]). However,
we do not know whether we can define the moduli space consistently by only the information
of the relations of Khovanov basis elements in general, in the virtual link case. As we stated
in §8 and §10.1 Lipshitz and Sarkar in [21] suceeded to define all moduli spaces uniquely and
consitently for Khovanov chain complex of all classical link diagrams, and define the CW
complex. They proved that the stable homotopy type of it is kept under all Reidemeister
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Figure 10.3. A decorated resolution configuration
moves.
Take a set of all CW complexes which are associated with the dual Khovanov chain
complex for an arbitrary virtual link diagram. In fact, this set may be an invariant for
virtual links if we can prove the invariance under Reidemeister moves. However, even if so,
we do not know whether this invariant is stronger than Khovanov homology, nor whether
we can calculate this invariant.
In this paper we show an explicit way to assign to the moduli space MCK(L)(x,y)
= M(DL(v) − DL(u), x|, y|), a compact topological space which admits a CW structure,
when grhx−grhy is one, two, and three. We construct a CW complex which consists of
only m-cells, (m+ 1)-cells, (m+ 2)-cells, and (m+ 3)-cells, where m is any integer, for the
dual Khovanov chain complex in this case by using these moduli spaces. We prove that the
second Steenrod square of the CW complex is kept under any Reidemeister move although
we do not prove whether the stable homotopy type of the CW complex is kept under any
Reidemeister move.
We have not known whether we can define modulis when grhx−grhy ≧ 4, to be compatible
with those in the case of grhx−grhy = 1, 2, 3.
10.3. Moduli spaces.
Let L be a virtual link. Let L be a virtual link diagram which represents L. Let x
= (DL(u), x) and y = (DL(v), y) be Khovanov basis elements. We will make moduli spaces
MCK(L)(x,y) = M(DL(v) − DL(u), x|, y|) when grhx−grhy = 1, 2, 3. Suppose that the
modulis are not the empty set. Of course, this discussion includes the case of classical link
diagrams because any classical link diagram is a virtual link diagram.
We have the following propositions.
Proposition 10.2. If grhx−grhy = 1, we can assign to the moduli space MCK(L)(x,y) a
single point.
Proof of Proposition 10.2. The proposition follows because c[x : y] is +1, 0, or −1. □
Note 10.3. In the case of classical links, Proposition 10.2 is the same as [21, section 5.3].
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Figure 10.4. The elements of the decorated resolution configuration
in Figure 10.3
We have the following.
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Lemma 10.4. Let a,b be two dual Khovanov genrators such that the difference of the
homological gradings are two. Let # = #{x|a ≺ x,x ≺ b, x ̸= a, x ̸= b}. If # ̸= 0, it is
two or four.
Proof of Lemma 10.4. If a and b are (respectively, are not) associated with a ladybug
configuration or a quasi-ladybug configuration, # is four (respectively, two). □
It is easy to prove the following proposition.
Proposition 10.5. Let grhx−grhy = 2. Under the conditions of Proposition 10.2, we have
just three cases.
(1) We can assign to the moduli space MCK(L)(x,y) one closed segment if # in Lemma 10.4
is two.
(2) We can assign to the moduli space MCK(L)(x,y) a disjoint union of two closed segments
if # in Lemma 10.4 is four and if x and y make a ladybug configuration.
(3) We can assign to the moduli space MCK(L)(x,y) two kinds of a disjoint union of two
closed segments if # in Lemma 10.4 is four and if x and y make a quasi-ladybug configura-
tion.
Note 10.6. We use Lemma 10.4, and prove Proposition 10.5 by almost the same way as
that in the case of classical links in [21, section 5.4]. In the case of classical links, Proposition
10.5 is the same as [21, section 5.4].
Note 10.7. As we stated in §9, if we have a quasi-ladybug configuration, we may assign to
a single virtual link diagram more than one CW complex. Recall also Notes 9.1 and 10.1.
If there is a ladybug configuration, we adopt the right pair in this paper. If we adopt the
left pair, the discussion below is also true although the resultant Steenrod second square
operator in each case, which will be introduced in §10.6, may be different. Although we
have Facts 8.2 and 8.3 in the case of classical link diagrams, we have Fact 10.8 below in the
case of virtual link diagrams. So the second Steenrod square for virtual links may depend
on the choice of the ladybug matching.
Fact 10.8. Fix a link diagram L, and let L′ be the result of reflecting L across the y-axis,
say, and reversing all of the classical crossings. Then L and L′ do not always represent the
same virtual link.
We have the following proposition when grhx−grhy = 3.
Proposition 10.9. Let grhx−grhy = 3. Under the conditions of Propositions 10.2 and 10.5,
we can assign to each moduli space MCK(L)(x,y), a space homeomorphic to a finite number
of 2-discs.
Note 10.10. In Proposition 10.9, in the case of virtual links M(D, x, y) is not a cube flow
category in general as is shown by the example of Figures 10.1-10.4 in §10.1.
Consider M(D, x, y) associated with the example of Figures 10.1-10.4. We can check
directly that ∂M(D, x, y) is homeomorphic to a disjoint union of circles, and can suppose
that M(D, x, y) is homeomorphic to a disjoint union of 2-discs.
In the case of classical links, Proposition 10.9 is the same as [21, section 5.5].
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Figure 10.5. Khovanov basis elements in Proposition 10.9
Proof of Proposition 10.9. Make a basic index 3 decorated resolution configuration
(D, x, y) associated with x and y by the method written between Definitions 3.12 and 8.1,
which is the same as [21, Definition 5.3]. This ordered set (D, x, y) has the maximal element
(D, y) and the minimal element (s(D), x).
We assign a cell to each element of (D, x, y) as drawn in Figure 10.5: x (respectively, y)
corresponds to (s(D), x) (respectively, (D, y)). The N + 1-cells eN+1i (respectively, e
N+2
j )
correspond to labeled resolution configurations of the homological degree one (respectively,
two). Here, i = 1, ..., νi and j = 1, ..., νj.
By the definition, y = (D, y) has just three arcs.
If all arcs in each labelled resolution configuration of (D, x, y) are mc arcs, we have the
same results as ones in [21, section 5.5]. In this case Proposition 10.9 holds.
If all arcs in (D, y) are scs arcs, δ(D, y) = 0. However (D, y) is an element of (D, x, y)
which is not the empty set. We arrived at a contradiction. Hence this case does not occur.
We prove the other cases.
Note that, even if (D, y) has only three mc arcs, a labeled resolution configuration e2+N∗
may have a scs arc. See Figure 10.6 for an example.
Suppose that we can define M(x,y). By Definition 5.7, ∂M(x,y) is a union of∑
i=1,...,νi
M(eN+1i ,y)×M(x, eN+1i )(= ∂1M(x,y))
and
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Figure 10.6. An example of surgery which changes a labelled res-
olution configuration with only mc arcs into a labelled resolution
configuration with a scs arc.
∑
j=1,...,νj
M(eN+2j ,y)×M(x, eN+2j )(= ∂2M(x,y)).
Each of M(eN+1i ,y)×M(x, eN+1i ) and M(eN+2j ,y)×M(x, eN+2j ) is a segment.
We have that the set of the boundary of each segment above is the set of points,M(eN+2i , eN+1j )
(i = 1, ..., νi and j = 1, ..., νj).
Furthermore, we have the following: Fix i and j. There is an only one segment in
∂1M(x,y) (respectively, ∂2M(x,y)) which touches a point M(eN+2i , eN+1j ). These two
segments touch each other at the point.
Therefore ∂M(x,y) is a disjoint union of circles.
Therefore we can define as follows: M(x, y) in Definition 5.8 is a finite disjoint union
of CW complexes which are homeomorphic to the 2-ball. This M(x, y) is what we call
MCK(L)(x,y) here.
In all cases of Proposition 10.9, we have definedMCK(L)(x,y) to be a finite disjoint union
of CW complexes which are homeomorphic to the 2-ball (Each of these CW complexs is a
< 2 >-manifold defined in Definition 5.1. See also Definition 5.7.) This completes the proof
of Proposition 10.9. □
Note. Since y = (D, y) has just three arcs, the number of e1+N∗ is ≦ 6. Reason. One
surgery on a labeled resolution configuration makes no greater than two labeled resolution
configurations. Recall Definitions 3.11 and 3.16.
Furthermore the number of e2+N∗ is ≦ 6 by [21, Lemma 2.13].
We construct a CW complex by using the moduli spaces introduced above, by using the
way in Definition 5.13, as below.
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10.4. The first Steenrod square operator Sq1.
In [39, 40] the Steenrod square Sq∗(∗ ∈ Z) is defined. Let X and X ′ be compact CW
complexes. Let {Ci}i∈Z be a chain complex. Assume that {Ci}i∈Z is associated with both a
CW decomposition on X and a CW decomposition on X ′.
It is well-known that Sq1(X) = Sq1(X ′) (see e.g. [23, Introduction]) and that Sq2(X)
and Sq2(X ′) are different in general (see e.g. [41]).
Therefore Sq1 is not useful as classical (respectively, virtual) link invariants. We consider
Sq2 below.
10.5. The second Steenrod square operator Sq2.
We review an important property of the second Steenrod square operator Sq2.
Proposition 10.11. ([40, section 12].) Let Y be any compact CW complex. Let Y (∗) be the
∗-skeleton of Y (∗ ∈ Z). The second Steenrod square Sq2(Y ) : Hm(Y ;Z2)→ Hm+2(Y ;Z2) is
determined by the homotopy type of Y (m+2)/Y (m−1).
This proposition is reviewed and explained very well in [23, section 3.1].
We explain how we know Sq2(Y ) from Sq2(Y (m+2)/Y (m−1)). There are maps
Y
inclusion←−−−−− Y (m+2) quotient−−−−→ Y (m+2)/Y (m−1)
By the CW structure of Y , that of Y (m+2) and that of Y (m+2)/Y (m−1), we have the
following commutative diagrams. Call the homomorphisms as below.
Hm+2(Y ;Z2)
injective, g′−−−−−−→ Hm+2(Y (m+2);Z2) isomorphism, f
′←−−−−−−−−− Hm+2(Y (m+2)/Y (m−1);Z2)
Sq2
x Sq2x Sq2x
Hm(Y ;Z2)
isomorphism, g−−−−−−−−→ Hm(Y (m+2);Z2) surjective, f←−−−−−−− Hm(Y (m+2)/Y (m−1);Z2)
First we explain how we know Sq2 on Hm(Y (m+2);Z2) by using Sq2 on
Hm(Y (m+2)/Y (m−1);Z2). Take any element x ∈ Hm(Y (m+2);Z2). Take y
∈ Hm(Y (m+2)/Y (m−1);Z2) such that f(y) = x. By the naturality of Sq2, we have f ′(Sq2(y)) =
Sq2(f(y)). So we can know that Sq2(x) is f ′(Sq2(y)). Here, note the following fact: Sup-
pose that there is an element yˇ ∈ Hm(Y (m+2)/Y (m−1);Z2) such that f(yˇ) = x and such that
y ̸= yˇ. Then f ′(Sq2(y)) = f ′(Sq2(yˇ)) although y ̸= yˇ.
Second we explain how we know Sq2 on Hm(Y ;Z2) by using Sq2 on Hm(Y (m+2);Z2). Take
any element z ∈ Hm(Y ;Z2). By the naturality of Sq2, we have g′(Sq2(z))
= Sq2(g(z)). Note that g′ is injective. We can know that Sq2(z) is g′−1(Sq2(g(z))).
Last we explain how we know Sq2 on Hm(Y ;Z2) by using Sq2 on Hm(Y (m+2)/Y (m−1);Z2).
Take any element z ∈ Hm(Y ;Z2). Take y ∈ Hm(Y (m+2)/Y (m−1);Z2) such that f(y) = g(z).
So we can know that Sq2(z) is g′−1(f ′(Sq2(y))). Here, note the following fact.
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Fact 10.12. Take any element z ∈ Hm(Y ;Z2). Take y in the previous paragraph. Suppose
that there is an element yˇ ∈ Hm(Y (m+2)/Y (m−1);Z2) such that f(yˇ) = g(z) and such that
y ̸= yˇ. Then g′−1(f ′(Sq2(y))) = g′−1(f ′(Sq2(yˇ))) although y ̸= yˇ.
We also have that Sq2({f−1(g(z))}) has only one element.
10.6. The second Steenrod square operator for virtual links.
We begin by reviewing the case of classical links. Let L be a classical link diagram. Take
Y (L) in Definition 8.1. Since Y (L) is a CW complex, the second Steenrod square for L is
defined automatically. We only have to define it to be that on Y (L). Recall that the second
Steenrod square is stable homotopy type invariant. This fact is written in, for example [23,
the second paragraph of section one]. In [21, 23], it is proved that, if L and L′ represent the
same classical link, Sq2(L) and Sq2(L′) are the same.
We interpret the above fact about Sq2(L) and Y (L) as follows. We will generalize what
we introduce below, and define Sq2 for virtual links.
Definition 10.13. Let L be a classical link. Let L be a classical link diagram which
represents L. We define a CW complex X(m+2,N)(L) and Z(m+3,N)(L) for L below.
First we construct Z(m+3,N)(L). Let {ap}p∈Λ be the dual Khovanov basis for L. Note that
Λ is a finite set. Take an element a in {ap}p∈Λ. If grha is less than m, we assign a base
point. If grha is greater than m+ 3, we assign nothing.
Let gmi (respectively, g
m+1
j , g
m+2
k , g
m+3
l ) be all dual Khovanov basis elements whose ho-
mological gradings are m (respectively, m + 1, m + 2, m + 3) in {ap}p∈Λ. We assign to gmi
(respectively, gm+1j , g
m+2
k , g
m+3
l ) a cell e
m+N
i (respectively, e
m+1+N
j , e
m+2+N
k , e
m+3+N
l ), where
the right upper suffix of the notation of cells denote the degree and N is a large integer. Fix
N .
We attach the cells, em+Ni , e
m−1+N
j , e
m+2+N
k , and e
m+3+N
l : We use the moduli spaces
defined in §10.3 (note Proposition 8.4). The result is Z(m+3,N)(L).
Let X(m+2,N)(L) be made from Z(m+3,N)(L) by removing all (m+ 3 +N)-cells,
As written at the beginning of this subsection, take Y (L). Let Y (j)(L)(j ∈ Z) be
the j-skeleton of Y (L). Then Z(m+3,N)(L) is Y (m+3)(L)/Y (m−1)(L) and X(m+2,N)(L) is
Y (m+2)(L)/Y (m−1)(L).
By the construction of Y (L), that of X(m+2,N)(L), and that of Z(m+3,N)(L), we have the
following.
Fact 10.14. (1) Khm(L : Z2) ∼= Hm+N(Y (L);Z2) and
Hm+N(Z(m+3,N)(L);Z2) ∼= Hm+N(X(m+2,N)(L);Z2).
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There are epimorohisms
Hm+N(Z(m+3,N)(L);Z2)→ Khm(L : Z2)
and
Hm+N(X(m+2,N)(L);Z2)→ Khm(L : Z2),
but neither Hm+N(Z(m+3,N)(L);Z2) nor Hm+N(X(m+2,N)(L);Z2) is isomorphic to
Khm(L : Z2) in general.
(2) Khm+2(L : Z2) ∼= Hm+2+N(Z(m+2,N)(L);Z2) ∼= Hm+2+N(Y (L);Z2). There is a natural
monomorphism Khm+2(L : Z2) → Hm+2+N(X(m+2,N)(L);Z2), but Khm+2(L : Z2) is not
isomorphic to Hm+2+N(X(m+2,N)(L);Z2) in general.
Since X(m+2,N)(L) and Z(m+3,N)(L) are CW complexes, we have the following.
Fact 10.15. X(m+2,N)(L) (respectively, Z(m+3,N)(L)) has the second Steenrod square acting
on Hm(X(m+2,N)(L);Z2) (respectively, Hm(Z(m+3,N)(L);Z2)).
Note 10.16. In spite of Fact 10.14, we have the following: By Proposition 10.11 and Fact
10.15, X(m+2,N)(L), Z(m+3,N)(L), and Y (L) determine the same second Steenrod square
acting on Khm(L : Z2).
If L is a non-classical virtual link diagram, we have not defined what corresponds to a
“whole” CW complex Y (L) for Khovanov chain complex of L, in general. So we have to
define the second Steenrod square as below.
Note: If L is a classical link diagram, L represents a classical link. If L is a virtual link
diagram with virtual crossing points, L may represent a classical link. Any classical link has
a virtual link diagram with virtual crossing points.
Definition 10.17. Let L be a virtual link. Let L be a virtual link diagram which represents
L. Let {ap}p∈Λ be the dual Khovanov basis for L. Note that Λ is a finite set. We define
a CW complex Z(m+3,N)(L) for L by using this {ap} in the same method as the one in
Definition 10.13 (Note the theorem below.).
We may assign to a single virtual link diagram, more than one CW complexes if there
is a quasi-ladybug configuration. Note that some of them may be stable homotopy type
equivalent.
Theorem 10.18. Let L be a virtual link diagram. The homotopy type of each Z(m+3,N)(L)
in Definition 10.17 does not depend on the framing on the moduli space.
Proof of Theorem 10.18. Recall that we use the modulis in §10.3. It is proved in the same
fashion as what we state in and below Proposition 8.4. The point is that each component
of these moduli spaces is contractible. □
Fact 10.19. We have the following commutative diagram. The left column is Khovanov
chain complex for L. The middle column is made as follows: Remove C∗(L;Z2) (∗
> m+ 3) from the left one. Put 0 instead. Let Cm+3(L;Z2)→ 0.
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The right column is a cochain complex associated with each CW complex Zm+3,N(L).
·
·
·
δ
x
Cm+4(L;Z2) −−−→ 0 ←−−− 0
δ
x δx δx
Cm+3(L;Z2)
isomorphism−−−−−−−→ Cm+3(L;Z2) isomorphism←−−−−−−− Cm+3+N(Zm+3,N(L);Z2)
δ
x δx δx
Cm+2(L;Z2)
isomorphism−−−−−−−→ Cm+2(L;Z2) isomorphism←−−−−−−− Cm+2+N(Zm+3,N(L);Z2)
δ
x δx δx
Cm+1(L;Z2)
isomorphism−−−−−−−→ Cm+1(L;Z2) isomorphism←−−−−−−− Cm+1+N(Zm+3,N(L);Z2)
δ
x δx δx
Cm(L;Z2)
isomorphism−−−−−−−→ Cm(L;Z2) isomorphism←−−−−−−− Cm+N(Zm+3,N(L);Z2)
δ
x δx δx
Cm−1(L;Z2)
isomorphism−−−−−−−→ Cm−1(L;Z2) ←−−− 0
δ
x δx
· −−−→ ·
· −−−→ ·
· −−−→ ·
We define the second Steenrod square for virtual link diagrams right below. We will
introduce two other ways of definition in a few pages, and discuss the relation among them.
Definition 10.20. Let L be a virtual link diagram. Fix a quantum grading. By the
commutative diagram right above, we have a natural epimorphism
pi : Hm+N(Z(m+3,N)(L);Z2)→ Khm(L;Z2)
and a natural isomorphism
κ : Khm+2(L;Z2)→ Hm+2+N(Z(m+3,N)(L);Z2).
for each Z(m+3,N)(L).
52
By using the second Steenrod square for each Z(m+3,N)(L), and these two homomor-
phisms, we define the second Steenrod square Sq(L) for L: Let x be any element in
Khm(L;Z2). Define the second Steenrod square Sq2(x) ∈ Khm+2(L;Z2) to be each ele-
ment in the set κ−1(Sq2({pi−1(x)})) for each Z(m+3,N)(L). Thus the set Sq(L) of the set of
Sq2(x) ∈ Khm+2(L;Z2) is an invariant of L. Note that Sq(L) is the set of the subset of
Khm+2(L;Z2). Note that, for different Z(m+3,N)(L), the set of Sq2(x) ∈ Khm+2(L;Z2) may
be the same.
By the definition, Sq(L) will have a multiplicity of values in general. It is an open question
whether Sq(L) specifies only one element in Khm+2(L;Z2). We shall analyze it below.
Of course, the definition right above includes the case of classical link diagrams.
Fact 10.21. Suppose that L in Definition 10.17 is a classical link diagram. Then Z(m+3,N)(L)
in Definition 10.17 is unique, and is Z(m+3,N)(L) in Definition 10.13.
So we use the same notation in both definitions.
Take L and each Z(m+3,N)(L) in Definition 10.17: Let X(m+2,N)(L) be a CW complex
constructed from this each Z(m+3,N)(L) by removing all (m+ 3 +N)-cells,
Fact 10.22. Suppose that L in Definition 10.17 is a classical link diagram. Then X(m+2,N)(L)
above is is unique, and is X(m+2,N)(L) in Definition 10.13.
So we use the same notation in both cases.
Note 10.23. We have the following in Definition 10.20: If L is a classical link diagram,
then Sq2 specifies only one element in Khm+2(L;Z2) which is Sq2 for classical link diagrams
in [23]. Furthermrore, if we replace Z(m+3,N) with X(m+2,N)(L), we obtain the same Sq2.
Reason. By Note 10.16 and Facts 10.12, 10.21, and 10.22,
We explain an advantage that we use Z(m+3,N)(L), not X(m+2,N)(L), in Definition 10.20.
If we replace Z(m+3,N)(L) with X(m+2,N)(L) there, we can define a Steenrod square as in the
following definition, but we must note the comments below it.
Definition 10.24. By the commutative diagram in Fact 10.19, we have a natural epimor-
phism
pi• : Hm+N(X(m+2,N)(L);Z2)→ Khm(L;Z2)
and a natural monomorphism
κ• : Khm+2(L;Z2)→ Hm+2+N(X(m+2,N)(L);Z2).
for each X(m+2,N)(L).
By using the second Steenrod square for eachX(m+2,N)(L), and these two homomorphisms,
we define the second Steenrod square Sq•2(L) for L: Let x be any element in Khm(L;Z2).
Define the second Steenrod square Sq•2(x) ∈ Khm+2(L;Z2) to be each element in the set
κ•−1(Sq2({pi•−1(x)})) for each X(m+2,N)(L). If Sq2({pi•−1(x)) ⊈ κ•(Khm+2(L;Z2)), we say
that Sq•2(x) does not exist. Thus the set Sq•(L) of the set of Sq•2(x) ∈ Khm+2(L;Z2) is
an invariant of L.
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Here, we have the following fact (∗): There is a natural homomorphism
κ• : Khm+2(L;Z2) → Hm+2+N(X(m+2,N)(L);Z2). This is a monomorphism, but not an
isomorphism in general. On the other hand,
κ : Khm+2(L;Z2)→ Hm+2+N(Z(m+3,N)(L);Z2) is an isomorphism.
So, using Z(m+3,N)(L) makes the situation simpler than using X(m+2,N)(L). That is an
advantage to use Z(m+3,N)(L), not X(m+2,N)(L).
As stated in Fact 10.14, in the case of classical link diagrams, we also have the above fact.
However, we have the latter claim of Note 10.23.
We have another way to define the second Steenrod square as below.
Definition 10.25. By the commutative diagram in Fact 10.19, we have a natural isomor-
phism
pi′ : Hm+1+N(Z(m+3,N)(L);Z2)→ Khm+1(L;Z2)
and a natural monomorphism
κ′ : Khm+3(L;Z2)→ Hm+3+N(Z(m+3,N)(L);Z2).
By using the second Steenrod square for each Z(m+3,N)(L), and these two homomor-
phisms, we define another second Steenrod square Sq′2(L) for L: Let x be any element
in Khm+1(L;Z2). Define Sq′2(x) ∈ Khm+3(L;Z2) to be κ′−1(Sq2({pi′−1(x)})) for each
Z(m+3,N)(L). If Sq2({pi′−1(x)}) ⊈ κ′(Khm+3(L;Z2)), we say that Sq′2(x) does not exist.
Note that ]{Sq′2(x)} is 0 or 1. Thus the set Sq′2(L) of the set of Sq′2(x) ∈ Khm+3(L;Z2) is
an invariant of L.
We decrease all right upper indexes by 1, that is, substitute m − 1 for m, in the above
definition, and we define Sq′2(L) for any element in Khm(L;Z2) and any m ∈ Z.
In the case of virtual link diagrams, since we do not have a ‘whole’ CW complex, for now,
we do not have what corresponds to “Fact 10.12 and Note 10.16 in the case of classical link
diagrams”, for now. The question of constructing a full CW complex for the virtual theory is
a good problem and we indend to follow it up in a subsequent paper. If such a construction
would succeed, our Steenrod square will take a single value for each CW complex.
We have the following.
Proposition 10.26. Let grhx−grhy = 4. Assume that, under the conditions of Proposition
10.9, we can assign to each moduli space MCK(L)(x,y) a compact space. Then there is only
one element in Khm+2(L;Z2) to be Sq2(x) for each set of modulis which make each CW
complex.
Proof of Proposition 10.26. In Definitiojn 10.17, construct a CW complex from only all
(∗+N)-cells (∗ = m− 1,m,m+ 1,m+ 2,m+ 3) instead of Z(m+3,N)(L). □
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The assumption of the proposition above includes the case of classical link diagrams. Of
course, the converse of it may be false. Sq2(L), Sq•2(L), and Sq′2(x) may always be only
one element (for each CW complex).
Under the assumption of the above proposition, we have that Sq2(L), Sq•2(L), and Sq′2(L)
specify only the one same element in Khm+2(L;Z2) (for each CW complex).
Although the homotopy type of each Z(m+3,N)(L) may change by Reidemeister moves on
L, we have the following. It is a main result of this paper.
Theorem 10.27. Let L and L′ be virtual link diagrams which represent the same virtual
link. Note that Khm(L;Z2) ∼= Khm(L′;Z2). Then the second Steenrod square Sq2(L) is the
same as Sq2(L′).
Proof of Theorem 10.27. We have the following.
Fact 10.28. It is enough to prove the case where L is changed into L′ by a single Reide-
meister move. The Reidemeister moves are shown in Figure 1.3.
Fix a quantum grading. Let {C∗(L)} (respectively, {C∗(L′)}) be Khovanov chain complex
for the virtual link diagram L (respectively, L′), and {C#(L)} (respectively, {C#(L′)}) the
dual Khovanov chain complex for L (respectively, L′).
The case of non-classical Reidemeister moves. Assuming that the Reidemeister move
is non-classical, then there is a bijective map from Khovanov basis of L to that of L′ such
that the homological and quantum gradings are kept and such that the partial order of the
dual Khovanov basis are kept. (See Theorem 3.22 and its proof. We move starting stars if
necessary). This identity map induces a chain identity map C#(L)→ C#(L′).
By using the dual Khovanov basis of L (respectively, L′) and the moduli spaces, construct
each Z(m+3,N)(L) (respectively, Z(m+3,N)(L′)) as in Definition 10.17. By using the above bi-
jection from the dual Khovanov basis of L to that of L′, we can make a homeomorphism from
a disjoinnt union of all Z(m+3,N)(L) to that of all Z(m+3,N)(L′), where we give appropriate
orders to the components of the disjoint unions.
By this homeomorphism map, the second Steenrod square Sq2(L) is the same as Sq2(L′)
in this case.
The case of classical Reidemeister moves. If the Reidemeister move is the classical
Reidemeister move I or II, we can prove, by the same way as the one in [21, section 6],
that there is an injective map from Khovanov basis (respectively, the dual Khovanov basis)
of one of L and L′ to that of the other, such that the homological and quantum gradings
are kept and such that the partial order of Khovanov basis (respectively, the dual Khovanov
basis) are kept. Without loss of generality, we can assume that this injective map is from
that of L to that of L′. Furthermore, this injective map induces injective chain homotopy
equivalence maps, C∗(L′)→ C∗(L) and C#(L)→ C#(L′).
55
Figure 10.7. The classical braid-like Reidemeister move III
Suppose that the Reidemeister move is the classical Reidemeister move III. Note that
both [4, section 3.5.5] and [21, section 6] proved that there is a chain homotopy equivalence
map C∗(L)→ C∗(L′) or C∗(L′)→ C∗(L) if L and L′ are classical links and if L is changed
into L′ by one classical Reidemeister III move. The result from [21, section 6] improves on
the result in [4, section 3.5.5].
By the same method of [21, section 6], we can prove the following. Let N be the set of
natural numbers. For L and L′ above, there are virtual link diagrams, M1,..., Mµ (µ ∈
N − {1}), with the following properties: M1 is one of L and L′, and Mµ the other. If
1 ≦ i ≦ µ− 1, Mi is made into Mi+1 by one classical Reidemeister move II or one classical
braid-like Reidemeister move III in [21, Figure 6.1] and in [3, section 7.3]. The classical
braid-like Reidemeister move III is shown in Figure 10.7.
Let M be obtained from M ′ by one classical braid-like Reidemeister move III. Then
there is an injective map from Khovanov basis (respectively, the dual Khovanov basis) of
one of M and M ′ to that of the other such that the homological and quantum gradings are
kept and such that the partial order of Khovanov basis (respectively, the dual Khovanov
basis) are kept.
So we interpret Fact 10.28 as follows.
Fact 10.29. It is enough to prove Theorem 10.27 in the case where L is changed into L′
by a single move. The single move is each of the classical braid-like Reidemeister move III
shown in Figure 10.7 and all other Reidemeister moves except for the classical Reidemeister
move III shown in Figure 1.3.
From here, we use the notations {C∗(L)}, {C∗(L′)}, {C#(L)}, and {C#(L′)} for L and
L′ in Fact 10.29.
We proved the case of non-classical Reidemeister moves in the first part of this proof.
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In all classical cases of Fact 10.29, we can assume, by the discussion right above that we
have injective maps from the dual Khovanov set (repectively, Khovanov set) of L to that of
L′, and injective chain homotopy equivalence maps
α : C#(L)→ C#(L′) (respectively, β : C∗(L)→ C∗(L′)).
We can prove the following by the same method of [21]: Let x = (DL(u), x) (respectively,
y = (DL(v), y)) correspond to x
′ = (DL′(u′), x′) (respectively, y′ = (DL′(v′), y′)) by this
map. Then we have the following.
Let B be a 2-dics where the Reidemeister move is carried out. After we remove arcs in
B from x′ (respectively, y′), x and x′ (respectively, y and y′) are the same. See [21, Figure
6.2-6.4]: In these figures, dotted arcs (their red arcs) are omitted.
(DL(u)−DL(v), x|) (respectively, (DL(v)−DL(u), y|)) is the same as
(DL′(u
′)−DL′(v′), x′|) (respectively, (DL′(v′)−DL′(u′), y′|)). There is a map from the deco-
rated resolution configuration (DL(v)−DL(u), x|, y|) to (DL(v′)−DL(u′), x′|, y′|) preserving
the homological degree and the quantum one. The disjoint union of allM(x,y) is the same
as that of all M(x′,y′), where we give appropriate orders to the components of the disjoint
unions.
We use the above injective maps between the dual Khovanov basis (not Khovanov basis),
and α : C#(L) → C#(L′) (not β : C∗(L) → C∗(L′)). Note that this injective chain
homotopy equivalence map α : C#(L)→ C#(L′) induces a chain homotopy equivalence map
℘ : C∗(L′) → C∗(L) by using the usual “Hom” duality. Note that ℘ : C∗(L′) → C∗(L) is
not β : C∗(L)→ C∗(L′), and that ℘ is not necessarily injective.
We are now in a position to construct the needed CW complexes, as we explain below.
We define each Z(m+3,N)(L) (respectively, Z(m+3,N)(L′)) for L (respectively L′) by using the
moduli spaces above. There may be more than one Z(m+3,N)(L) (respectively, Z(m+3,N)(L′))
because of quasi-moduli spaces. By the definition of α and the above properties of the
moduli spaces, we have the following two facts: each Z(m+3,N)(L) is a sub CW complex
of one Z(m+3,N)(L′) and the inclusion map is obtained by using α. For Each Z(m+3,N)(L′),
there is one Z(m+3,N)(L) which is a sub CW complex of the Z(m+3,N)(L′), and the inclusion
map is obtained by using α.
This inclusion map Z(m+3,N)(L)→ Z(m+3,N)(L′) is important for our proof.
We want to prove that Sq2(L) and Sq2(L′) are the same.
Since ℘ : C∗(L′)→ C∗(L) is a chain homotopy equivalence map, we have isomorphisms
Kh∗(L′)→ Kh∗(L)
and
ρ : Kh∗(L′;Z2)→ Kh∗(L;Z2)
for all ∗.
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By using the dual Khovanov basis elements of L′ and the moduli spaces, construct
Z(m+3,N)(L′) as in Definition 10.17. By using the above injective map from the dual Kho-
vanov basis of L to that of L′, we can let one Z(m+3,N)(L) be a sub-CW complex of one
Z(m+3,N)(L′) as written above. Hence there is an inclusion map
Z(m+3,N)(L)→ Z(m+3,N)(L′).
By Fact 10.19, we have the following two commutative diagrams.
(10.1)
0 ←−−− 0
δ
x δx
Cm+3(L;Z2)
isomorphism←−−−−−−− Cm+3+N(Zm+3,N(L);Z2)
δ
x δx
Cm+2(L;Z2)
isomorphism←−−−−−−− Cm+2+N(Zm+3,N(L);Z2)
δ
x δx
Cm+1(L;Z2)
isomorphism←−−−−−−− Cm+1+N(Zm+3,N(L);Z2)
δ
x δx
Cm(L;Z2)
isomorphism←−−−−−−− Cm+N(Zm+3,N(L);Z2)
δ
x δx
Cm−1(L;Z2) ←−−− 0
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(10.2)
0 ←−−− 0
δ
x δx
Cm+3(L′;Z2)
isomorphism←−−−−−−− Cm+3+N(Zm+3,N(L′);Z2)
δ
x δx
Cm+2(L′;Z2)
isomorphism←−−−−−−− Cm+2+N(Zm+3,N(L′);Z2)
δ
x δx
Cm+1(L′;Z2)
isomorphism←−−−−−−− Cm+1+N(Zm+3,N(L′);Z2)
δ
x δx
Cm(L′;Z2)
isomorphism←−−−−−−− Cm+N(Zm+3,N(L′);Z2)
δ
x δx
Cm−1(L′;Z2) ←−−− 0
The following is a part of the chain homotopy equivalence map ℘ : C∗(L′)→ C∗(L).
(10.3)
Cm+3(L′;Z2) −−−→ Cm+3(L;Z2)
δ
x δx
Cm+2(L′;Z2) −−−→ Cm+2(L;Z2)
δ
x δx
Cm+1(L′;Z2) −−−→ Cm+1(L;Z2)
δ
x δx
Cm(L′;Z2) −−−→ Cm(L;Z2)
δ
x δx
Cm−1(L′;Z2) −−−→ Cm−1(L;Z2)
By using the commutative diagrams (10.1), (10.2), and (10.3), we make the following
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(10.4)
0 −−−→ 0
δ
x δx
Cm+3+N(Zm+3,N(L′);Z2) −−−→ Cm+3+N(Zm+3,N(L);Z2)
δ
x δx
Cm+2+N(Zm+3,N(L′);Z2) −−−→ Cm+2+N(Zm+3,N(L);Z2)
δ
x δx
Cm+1+N(Zm+3,N(L′);Z2) −−−→ Cm+1+N(Zm+3,N(L);Z2)
δ
x δx
Cm+N(Zm+3,N(L′);Z2) −−−→ Cm+N(Zm+3,N(L);Z2)
δ
x δx
0 −−−→ 0
which induces an epimorphism
ζ : Hm+N(Z(m+3,N)(L′);Z2)→ Hm+N(Z(m+3,N)(L);Z2)
and an isomorphism
θ : Hm+2+N(Z(m+3,N)(L′);Z2)→ Hm+2+N(Z(m+3,N)(L);Z2).
Note that ζ is not an isomorphism in general. Reason. The construction of Z(m+3,N)(L),
that of Z(m+3,N)(L′), and the commutative diagrams (10.1)-(10.4).
We have the following two commutative diagrams by the construction of Z(m+3,N)(L),
that of Z(m+3,N)(L′), the definition of ℘, and Fact 10.19.
Khm(L′;Z2)
isomorphism, ρ−−−−−−−−→ Khm(L;Z2)
epimorphism, pi
x epimorphism, pix
Hm+N(Z(m+3,N)(L′);Z2)
epimorphism, ζ−−−−−−−−→ Hm+N(Z(m+3,N)(L);Z2)
Hm+2+N(Z(m+3,N)(L′);Z2)
isomorphism, θ−−−−−−−−→ Hm+2+N(Z(m+3,N)(L);Z2)
isomorphism, κ
x isomorphism, κx
Khm+2(L′;Z2)
isomorphism, ρ−−−−−−−−→ Khm+2(L;Z2)
The naturality of Steenrod squares makes the following commutative diagram.
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Hm+N(Z(m+3,N)(L′);Z2)
epimorphism, ζ−−−−−−−−→ Hm+N(Z(m+3,N)(L);Z2)
Sq2
y Sq2y
Hm+2+N(Z(m+3,N)(L′);Z2)
isomorphism, θ−−−−−−−−→ Hm+2+N(Z(m+3,N)(L);Z2)
Combine these three commutative diagrams to obtain a commutative diagram below.
Khm(L′;Z2)
isomorphism, ρ−−−−−−−−→ Khm(L;Z2)
epimorphism, pi
x epimorphism, pix
Hm+N(Z(m+3,N)(L′);Z2)
epimorphism, ζ−−−−−−−−→ Hm+N(Z(m+3,N)(L);Z2)
Sq2
y Sq2y
Hm+2+N(Z(m+3,N)(L′);Z2)
isomorphism, θ−−−−−−−−→ Hm+2+N(Z(m+3,N)(L);Z2)
isomorphism, κ
x isomorphism, κx
Khm+2(L′;Z2)
isomorphism, ρ−−−−−−−−→ Khm+2(L;Z2)
By this diagram, Theorem 10.27 holds. □
By Theorem 10.27, the following is well-defined.
Definition 10.30. Let L be a virtual link. Let L be a virtual link diagram which represents
L. We define the second Steenrod square Sq2(L) to be that on Sq2(L).
The following is a main result of this paper.
Theorem 10.31. If L is a classical link, the second Steenrod square Sq2(L) specifies the
second Steenrod square in the case of classical links which is defined in [23].
Proof of Theorem 10.31. By Note 10.23. □
Note that Theorem 10.27 includes Theorem 10.31 .
Note the following. We use the right pair associated with the ladybug configuration in
the construction of CW complexes in the virtual link case (recall Note 10.7). However, in
the case of classical links, the stable homotopy type of the Khovanov stable homotopy type
does not depend on which we choose, the right pair or the left one (see Fact 8.2 and [21,
Proposition 6.5]).
In the case of classical links, in [23] Lipshitz and Sarkar showed a way to calculate Sq2
by using classical link diagrams. We must consider whether the method can be extended to
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the case of virtual links.
Recall Theorem 2.1: There are classical links K1 and K2 such that Khovanov homology
of K1 is the same as that of K2, but that the second Steenrod square of K1 is different from
that of K2.
Note that all classical links are virtual links by the definition.
It is very natural to ask whether there is a pair of non-classical, virtual links which have
different second Steenrod squares and which have the same Khovanov homology. We answer
this question below. This is a main result of this paper.
Theorem 10.32. In the case of non-classical, virtual links, our second Steenrod square Sq2
is stronger than Khovanov homology. That is, there is a pair of non-classical, virtual links
which have different second Steenrod squares and which have the same Khovanov homology.
Proof of Threom 10.32. Let us consider the example in Figure 10.8. Let K be any
classical 1-knot diagram. Then this represents a non-classical, virtual link. Reason. The
virtual link diagram in Figure 10.8 has only one virtual crossing point. No Reidemeister move
changes the parity of virtual crossing points which are made by two different components of
a virtual link diagram.
In this case, we do not have a quasi-ladybug configuration. The right pair and the left
one of ladybug situations give the same Steenrod second square by explicit calculus which
uses that about the classical knot diagram K. (Note that the Steenrod square is only one
element in this case.)
Take K1 and K2 in Theorem 2.1, cited above. Let K be K1 (respectively, K2). These two
cases have different Steenrod squares and the same Khovanov homology. □
Note 10.33. In the case of Sq•2 and that of Sq′2 we also have theorems parallel to Theorems
10.27, 10.31, and 10.32 above.
The above example is just the beginning of many possible applications of the result in this
paper. Further applications require deeper computations of the virtual Khovanov homology
and will be the subject of a subsequent paper.
In [38], Rushworth gives another way to construct a Khovanov homology for virtual links,
called the doubled Khovanov Homology. It is natural to ask whether we can make a CW
complex and Steenrod squares for the doubled Khovanov chain complex. We hope to answer
this question in later work.
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Figure 10.8. If K is any classical knot diagram, this virtual link
diagram represents a non-classical virtual link.
11. Why is virtual knot theory important for research on the Jones polynomial,
Khovanov homology, and Khovanov homotopy?
One reason why virtual knots and links are introduced is as follows: The definition of the
Alexander polynomial and those of many other invariants for links in S3 are extended into
the case of links in any 3-manifold other than S3 consistently. It is very natural to ask the
following question.
Question 11.1. Can we generalize the definition of the Jones polynomial for classical links
in S3 to the case of any 3-manifold?
A significant partial answer to this question is given by using virtual knot theory, for the
case of manifolds of the form of a thickened surface. The Jones polynomial for virtual knots
is defined in [11, 12, 13]. This fact means that , by using virtual 1-knots, we can define
the Jones polynomial for links in (the closed oriented surface)×[−1, 1]. The case of knots
in the 3-ball B3 and that in the 3-space R3 are trivially the same as that in S3. We omit
comments about these cases and such similar other trivial cases (R3−(an open 3-balls), etc.).
Furthermore see Note 11.2 below (see also [15]).
Note also that for knots and links in thickened surfaces, taken up to handle stabilization,
virtual knot theory has a fully diagrammatic formulation, and it can be studied by using
the minimal embedding genus for the virtual knot or link. This gives the theory a flexibility
that has led to the discovery of many new invariants of virttual links and relationships with
classical knot theory. One finds that by using the generalization of classical knot theory
to virtual knot theory, there are infinitely many non-trivial virtual knots with unit Jones
polynomial, all occurring in higher genus surfaces so far (see [7]). Virtual knot theory is a
context for studying the conjecture that the Jones polynomial detects the classical unknot.
(Recall the following facts. Let K be a classical knot diagram for a classical knot. In [9],
Haken introduced an algorithm which detects whether K represents the classical unknot
or not. After that, in [17], Kronheimer and Mrowka proved the Khovanov homology for
classical knots can detect that. After that, in [33], Ozsva´th and Szabo´ proved that their
introduced knot Floer homology can detect that.)
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Figure 11.1. The Jones polynomial of this virtual knot is not that
of any classical knot.
There is a virtual 1-knot whose Jones polynomial is not that of any classical knot. An
example is shown in Figure 11.1. Therefore there is a knot in a thickened surface whose
Jones polynomial is not that of any knot in S3. We can say that the Jones polynomial of
knots in a thickened surface defined by using virtual knots is not that of knots made by the
following way (i) nor that by (ii).
(i) Let K be a knot in a thickened surface F × [−1, 1]. Make K into K ′: Embed F × [−1, 1]
in S3, for example, in the standard position. We obtain a new knot K ′ in S3.
(ii) Let K be a knot in a thickened surface F × [−1, 1]. Make K into K ′: Take the universal
covering space, which is R2 × [−1, 1], of F × [−1, 1]. Lift K to the universal covering space.
Note that the lift of K has many components in general. Take one of them if there are
many. Thus we obtain S1 or R embedded in R2 × [−1, 1]. We let it be made into a new
knot K ′ in S3.
Note 11.2. In [37, Theorem 3.3.3, page 560] there are defined invariants for links in a
closed oriented 3-manifold M . These invariants depend on the use of the colored Jones
polynomials at roots of unity and the use of the Kirby calculus. We are interested in
more direct constructions for invariants of links in three manifolds, and we believe that
the formulation of virtual knot theory is a step in this direction. Similarly in [43] Witten
formulated his functional integral for any link in S3 at physics level. This gives a heuristic
three dimensional definition of specializations of the Jones polynomial. However, Question
11.1 is open even in physics-level. Witten’s path integral has not been calculated explicitly
in the case of links in all 3-manifolds. Another aim for combinatorial topology is to find
rigorous combinatorial definitions for invariants such as the Jones polynomial. Here we do
not claim that new insight is gained from virtual knot theory. But now we can further ask
for fully three dimensional definitions of the extension of the Jones polynomial that we have
defined in the virtual theory.
We also have very natural outstanding open questions below.
Question 11.3. (1) Can we generalize the definition of the Khovanov homology for links
in S3 to the case of any 3-manifold?
(2) Can we generalize the definition of the second Steenrod square operator on the Khovanov
homology for links in S3 to the case of any 3-manifold?
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(3) Can we generalize the definition of the Khovanov stable homotopy type for links in S3
to the case of any 3-manifold?
In [1], Asaeda, Przytycki, and Sikora gave a partial answer to Question 11.3.(1): It is
given in the case of links in thickened surfaces.
In [26], Manturov introduced the Khovanov homology for virtual links. It is a partial
answer to Question 11.3.(1): It is the case of links in thickened surfaces by using virtual
knot theory.
In [38], Rushworth introduced the Khovanov homology for virtual links in a different way
from that in [26]. It is a partial answer to Question 11.3.(1): It is the case of links in
thickened surfaces by using virtual knot theory.
In [27], Manturov and Nikonov made an alternative definition of that in [1], and obtained
a new result by using it.
In [7], Dye, Kaestner, and Kauffman gave an alternative definition of that of [26], and
obtained a new result by using it.
In §3 of the present paper, we have significantly simplified the definition of integral virtual
Khovanov Homology of [7].
In this paper we define the second Steenrod square operator on the Khovanov homology for
virtual links. Therefore we can define the second Steenrod square operator on the Khovanov
homology for links in (the closed oriented surface)×[−1, 1], and give a partial answer to
Question 11.3.(2). This is only one consistent partial answer to Question 11.3.(2), for now.
This is the main result of this paper (Main theorem 1.2).
We do not give an answer to Question 11.3.(3) in this paper. We give the partial solution
to Question 11.3.(2) toward answering Question 11.3.(3) in the future.
There are found many relations between the Khovanov homology for knots in S3 and knot
Floer homology for knots in S3. (See [24, 35, 32, 36] for knot Floer homology. See [30, 31]
for the Heegaard Floer homology, from which knot Floer homology is made.) See [3, 5, 25]
and [35, section 1.4] etc. for their relations.
Since we extended the definition of the Jones polynomial for knots in S3, that of the
Khovanov homology for them, and that of the Steenrod square acting on the Khovanov
homology for them to the case of thickened surfaces, it is very natural to ask questions
below.
Question 11.4. (1) Can we extend knot Floer homology for knots in S3 to the case of
thickened surfaces? Is there an invariant for knots in thickened surfaces which is made from
knot Floer homology or which is much related to knot Floer homology?
(2) If we can make an invariant in the question right above, is there a relation between the
new invariant and the Khovanov homology for knots in thickened surfaces?
(3) If we can make an invariant in the above question (1), is it virtual knot invariant?
Note that, by using virtual knot theory, we can define the Alexander-Conway polynomial
for knots in thickened surfaces even if knots are non-vanishing cycles in thickened surfaces
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([11, 12, 13]).
An observation to Question 11.4. The following is an invariant for knots in thickened
surafces, which is made by using knot Floer homology. Let F be a closed oriented surface.
Let i = 1, 2. Let Ki be a null-homologous 1-knot in F × [−1, 1]. Regard F × S1 as the
double of F × [−1, 1]. Note that Ki ⊂ F × [−1, 1] ⊂ F × S1, and call this knot in F × S1,
K ′i. If K1 ⊂ F × [−1, 1] is obtained from K2 ⊂ F × [−1, 1] by
(a diffeomorphism of F )×(the identity map of [−1, 1]), K ′1 ⊂ F × S1 is obtained from
K ′2 ⊂ F × S1 by (a diffeomorphism of F )×(the identity map of S1). If K1 ⊂ F × [−1, 1]
is obtained from K2 ⊂ F × [−1, 1] by a classical move, K ′1 ⊂ F × S1 is obtained from
K ′2 ⊂ F × S1 by a classical move.
It is important that knot Floer homology of null-homologous knots in F × S1 is defined
in [32]. Knot Floer homology of K ′i ⊂ F × S1 gives an invariant of Ki ⊂ F × [−1, 1].
We could prove that, by using [33, Theorem 1.1], not all invariant of this kind is a virtual
knot invariant.
Attach a 3-dimesnional 1-handle to F× [−1, 1] as follows: one attaching part is in F×{1},
the other in F ×{−1}, and the resultant 3-manifold is oriented. By using this 3-manifold as
above, Can we obtain an invariant of links in thickened surface by using bordered Heegaard
Floer homology defined in [19, 20]?
Note. It is trivial that there is a meaningful map from the set KI of knots in F × [−1, 1] to
that KS of ones in F ×S1, but that it is very difficult to make a ‘meaningful’ map from KS
to KI. So we can obtain an invariant of knots in F × [−1, 1] by using knot Floer homology
for null-homologous knots in F × S1. We know the Jones polynomial (resp. the Khovanov
homology, the Steenrod square) for knots in F × [−1, 1], but have not known that of knots
in F × S1 (Recall Questions 11.1 and 11.3.).
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