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Introduction
La transformation de Mellin pour les D-modules est inspirée de l’analyse.
Elle reproduit sur l’algèbre des opérateurs différentiels linéaires algébriques
sur le tore (C∗)p (de coordonnées t1, . . . , tp) ce qui se passe sur la transfor-
mation intégrale
ϕ̂(s1, . . . , sp) =
∫
]0,+∞[p
ϕ(t1, . . . , tp)t
s1
1 · · · tspp
dt1
t1
· · · dtp
tp
qui à une fonction ϕ indéfiniment dérivable sur ]0,+∞[p associe une fonction
sur Cp (de coordonnées s1, . . . , sp). Si on note τj la translation sj 7→ sj+1, on
remarque que t̂jϕ = τjϕ. Si de plus on prend ϕ à décroissance rapide en 0 et
à l’infini en chaque variable, il vient t̂j ∂∂tjϕ = −sjϕ. L’action d’un opérateur
différentiel P (t1, . . . , tp, t1 ∂∂t1 , . . . , tp
∂
∂tp
) sur ϕ est donc changée en l’action de
l’opérateur aux différences P (τ1, . . . , τp,−s1, . . . ,−sp) sur ϕ̂.
Considérons donc la C-algèbre non commutative engendrée par les sj, τj, τ−1j
et les relations τjsj = (sj+1)τj : c’est l’algèbre des opérateurs aux différences
finies linéaires sur Cp, et on la note C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉 (l’opé-
rateur τ − 1 est l’opérateur de différence finie usuel).
F. Loeser et C. Sabbah définissent, dans [L-S], un foncteur de transfor-
mation de Mellin algébrique, noté M, de la catégorie des D-modules al-
gébriques sur (C∗)p dans la catégorie des C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉-
modules. Etant donné que les C-algèbres D = C[t1, t−11 , . . . , tp, t−1p ]〈t∂t〉 et
C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉 sont isomorphes via la correspondance sj 7→
−tj ∂∂tj , τj 7→ tj, tout module sur l’une est un module sur l’autre. Le foncteur
M est alors une équivalence de catégories définie par
M : Mod(D(C∗)p) −→ Mod(C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉)
M 7−→ M
où M est le module des sections globales de M. Son inverse M est alors
appelé transformation de Mellin inverse algébrique, et est défini par
M : Mod(C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉) −→ Mod(D(C∗)p)
M 7−→ D(C∗)p ⊗DM
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D’autre part, il existe un foncteur Sol, appelé foncteur des solutions, entre
la catégorie des D-modules algébriques sur (C∗)p et la catégorie dérivée des
complexes bornés de faisceaux de C-espaces vectoriels sur (C∗)p. Si on se
restreint aux D-modules holonomes réguliers d’une part, et aux faisceaux
pervers d’autre part, ce foncteur est même une équivalence de catégories,
appelée correspondance de Riemann-Hilbert.
Nous pouvons également définir un foncteur des solutions, encore noté Sol,
de la catégorie des C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉 vers la catégorie dérivée
des complexes bornés de OCp/Zp-modules, où Cp/Zp est la variété analytique
quotient de la variété algébrique Cp par les translations τj.
En 1992, C. Sabbah pose alors une question ([Sab-2], Q2 p.374) : comment
définir un foncteur M : Db((C∗)p,C) −→ Db(Mod(OCp/Zp)), de la catégorie
dérivée des complexes bornés de faisceaux de C-espaces vectoriels sur (C∗)p
vers celle des complexes bornés de OCp/Zp-modules, qui fasse commuter le
diagramme
D(C∗)p-modules algébriques Sol //
M

Db((C∗)p,C)
M






Modules aux différences finies Sol // Db(Mod(OCp/Zp))
Notre but est, dans un premier temps, de répondre à cette question.
Le problème traité au chapitre 3 consiste alors à essayer de décrire le fais-
ceau des solutions du transformé de Mellin M(M) en fonction des solutions
du D-module M. La démarche utilisée est analogue à celle de B. Malgrange
qui a résolu le problème analogue dans le cas de la transformation de Fourier
(voir [Mal-4], [Mal-3], [Da],[B-M-V-1], [B-M-V-2]).
Notre résultat se présente alors sous la forme suivante :
Théorème 3.2.3 Pour tout D(C∗)p-module algébrique cohérent M, tel
que Sol<0(M)∣∣
(C∗)p est à cohomologie C-constructible et Sol<0(M)
∣∣
(C∗)p\(C∗)p
est à cohomologie R-constructible, il existe un isomorphisme canonique dans
Db(Mod(OCp/Zp))
M
(
Sol<0(M)
) ∼= Sol(M(M))
Il existe une conjecture selon laquelle Sol<0(M) est à cohomologie C-
constructible sur (C∗)p et R-constructible sur le bord de (C∗)p pour tout p
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dès que M est holonome. Cependant, il est déjà possible d’établir le corol-
laire suivant :
Corollaire 3.2.4 Si une des deux hypothèses suivantes est vérifiée
– M est un D(C∗)p-module holonome, régulier sur (P1)p \ (C∗)p
– pour p = 1, M est un DC∗-module holonome
alors il existe un isomorphisme canonique dans Db(Mod(OCp/Zp))
M
(
Sol<0(M)
) ∼= Sol(M(M))
La transformation de Mellin classique étant une transformation intégrale,
il est naturel d’imposer des conditions de croissance ou de décroissance sur
les fonctions considérées : le premier pas essentiel est alors la construction
d’un foncteur Sol<0 de solutions à décroissance rapide. Pour cela, nous com-
pactifions le tore (C∗)p en anneaux (C∗)p, c’est à dire en rajoutant un cercle
S1 en 0 et à l’infini de chaque facteur C∗, et nous définissons sur (C∗)p le
faisceau A<0
(C∗)p , dont les sections locales sont à distance finie des fonctions
holomorphes, et sont de plus à décroissance rapide en 0 ou à l’infini sur les
bords des anneaux. Nous définissons alors le complexe des solutions de M
dans A<0
(C∗)p comme étant Sol<0(M) = RHomp¯i−1Dan(P1)p (p¯i
−1(j+M)an,A<0(C∗)p),
où j : (C∗)p ↪→ (P1)p est l’inclusion et p¯i l’éclatement réel dans (P1)p du
diviseur (P1)p \ (C∗)p.
Le deuxième pas essentiel est la définition du foncteur de transformation
de Mellin faisceautique M suivant :
M : Db((C∗)p,C) −→ Db(Mod(OCp/Zp))
F 7−→ RΓ
(
(C∗)p,F L⊗C L¯
)
[p]
L⊗C[T ,T−1] OCp/Zp
où L¯ est le système local naturel sur le tore (C∗)p de C[M1,M−11 , . . . ,Mp,M−1p ]-
modules libres de rang 1 et où les coordonées de Cp/Zp, notées T1, . . . , Tp,
agissent sur RΓ
(
(C∗)p,F L⊗C L¯
)
par M−11 , . . . ,M−1p .
Il reste alors à démontrer le quasi-isomorphisme souhaité.
Ces résultats répondent donc bien à la question posée par C. Sabbah dans
[Sab-2] (Q2 p.374).
Il devient maintenant naturel de formuler l’analogue de cette question
avec la transformation de Mellin inverse : existe-il un morphisme canonique
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entre le transformé de Mellin inverse du complexe des solutions holomorphes
d’un module aux différences finies sur sur l’espace affine Cp, et le complexe
des solutions holomorphes du transformé de Mellin inverse de ce module ? Si
oui, est-ce un isomorphisme ?
Plus précisément, peut-on construire un foncteur de transformation de Mellin
inverse faisceautique M qui fasse commuter le diagramme
D(C∗)p-modules algébriques Sol // Db((C∗)p,C)
Modules aux différences finies Sol //
M
OO
Db(Mod(OCp/Zp))
M
OO





Ce problème, plus délicat, est abordé au chapitre 4.
Nous compactifions Cp = (R × R)p en Cp = (P1(R) × P1(R))p, et nous
construisons sur Cp le faisceau E dont les sections locales sont, à distance
finie, des fonctions holomorphes, en tout point de R×{∞} sont à croissance
exponentielle d’ordre 1 dans des bandes verticales, et en tout point de {∞}×
P1(R) sont nulles. Nous avons donc le diagramme suivant dans la catégorie
des variétés analytiques
(˜C∗)p × Cp
q

(C∗)p × Cp
ρ1
yyrrr
rrr
rrr
r
ρ2
$$J
JJ
JJ
JJ
JJ
J
(C∗)p Cp
où le morphisme q : (σ1, . . . , σp, s1, . . . , sp) 7−→ (eσ1 , . . . , eσp , s1, . . . , sp) est le
revêtement universel de (C∗)p. Nous pouvons alors définir un foncteur, noté
Sol(−, E), des solutions dans E , de la catégorie des C[s1, . . . , sp]〈τ1, τ−11 , . . . , τp, τ−1p 〉
vers la catégorie dérivée des complexes bornés de faisceaux de C-espaces vec-
toriels.
Le premier théorème que nous obtenons à ce sujet est le suivant :
Théorème 4.2.4 NotonsModpf (C[s]〈τ , τ−1〉) la catégorie des C[s]〈τ , τ−1〉-
modules de présentation finie.
7
Pour tout objet M de Modpf (C[s]〈τ , τ−1〉) et tout (λ, µ) ∈ (Q∗+)p × (C∗)p, il
existe un foncteur
Ψλ,µ :Modpf (C[s]〈τ , τ−1〉) −→ Db((C∗)p,C)
et deux morphismes canoniques dans Db((C∗)p,C)
Mλ,µ
(
Sol(M, E)
)
Ψλ,µ(M)
φλ,µoo
ψλ,µ // Sol
(
D(C∗)p ⊗D M(M) , Rq!Oan
(˜C∗)p
)
où Sol(−,Rq!Oan
(˜C∗)p
) = RHomD(−,Rq!Oan
(˜C∗)p
)
Le point essentiel réside dans la définition de la transformation de Mellin
inverse faisceautique Mλ,µ. Elle dépend de deux paramètres complexes λ et
µ, et fait intervenir une sous-espace de (˜C∗)p×Cp, noté Σλ,µ (voir la section
4.1) :
Mλ,µ : D
b(Cp,C) −→ Db((C∗)p,C)
G 7−→ Rρ1∗Rq!(q−1ρ−12 G
L⊗C CΣλ,µ) [p]
La transformation de Mellin inverse classique associe à une fonction holo-
morphe g : Cp −→ C la fonction g sur (C∗)p définie par
g(t1, . . . , tp) =
∫
γ1×···×γp
g(s1, . . . , sp)t
−s1
1 · · · t−spp ds1 · · · dsp
où chaque γj est un chemin vertical du type x0 + iR. Si nous connaissons le
comportement asymptotique des fonctions g dont nous étudions la transfor-
mation de Mellin inverse, nous sommes en mesure de choisir une détermina-
tion de t−s11 · · · t−spp , c’est à dire borner les arguments des tj, de manière à ce
que l’intégrale ci-dessus converge. Dans la définition de Mλ,µ, ceci se traduit
par le produit tensoriel par CΣλ,µ .
Le théorème précédent décrit un premier lien qui possède l’avantage d’être
valable pour tout C[s]〈τ , τ−1〉-module de présentation finie M. Cependant,
les morphismes canoniques obtenus sont des isomorphismes à distance finie,
mais pas à l’infini en général. Il est donc utile de compléter cette étude en
exhibant des classes de modules pour lesquelles ces morphismes deviennent
des isomorphismes à l’infini. C’est ce à quoi nous nous employons dans la
suite du chapitre 4. Nous nous appuyons, pour cela, sur des travaux de A.
Duval et J.P. Ramis (voir, par exemple, [Duv-1], [Duv-2], [Ram-2], ou en-
core [Tou] p.141) grâce auxquels nous connaissons une base de solutions des
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équations aux différences à une variable et une expression asymptotique de
chacune d’entre elles. Ainsi, nous savons contrôler le comportement à l’in-
fini de ces solutions, et donc imposer au module M les conditions adéquates
pour obtenir les isomorphismes souhaités. Dorénavant, considérons donc le
cas d’une seule variable.
Il existe une notion de polygone de Newton pour les modules aux diffé-
rences (voir par exemple [B-D] ou [Tou]), analogue à celle de polygone de
Newton d’un D-module. Tout opérateur aux différences finies possède donc
des pentes. Soit alors un module aux différences M = C[s]〈τ,τ
−1〉
C[s]〈τ,τ−1〉∆ à une va-
riable qui n’en n’a qu’une, notée p
q
, et qui soit strictement positive. Alors,
le 0ème faisceau de cohomolgie du complexe des solutions holomorphes du
D-module D(C∗)p ⊗DM(M) possède une base de fonctions de la forme f(t) =
eQ(t
1
q )tαϕˆ(t), avec α ∈ C, ϕˆ(t) ∈ C[[t− 1q ]][log(t 1q )] et Q(X) ∈ XC[X] de degré
inférieur ou égal à p. En notant δ le coefficient dominant de Q, nous appelons
(p
q
, δ) le couple du D-moduleM(M). Formulons maintenant notre théorème :
Théorème 4.4.2 Etant donné (λ, µ) ∈ Q∗+ × C∗, pour tout C[s]〈τ, τ−1〉-
module M = C[s]〈τ,τ
−1〉
C[s]〈τ,τ−1〉∆ avec ∆ ∈ C[s]〈τ, τ−1〉 − {0}, à une seule pente stric-
tement positive, dont le transformé de Mellin algébrique inverse a pour couple
( 1
λ
, µ), il existe un isomorphisme canonique dans Db((C∗)p,C)
H0Mλ,µ
(
Sol(M, E)
) ∼= H0Sol(DC∗ ⊗D M(M) , Rq!OanC˜∗)
Nous donnons, avec le théorème 4.2.4, un point de départ possible de
l’étude de la transformation de Mellin inverse, et le théorème 4.4.2 en est une
précision. La question de trouver des cas d’isomorphisme pour des modules
aux différences plus généraux, et même à plusieurs variables, reste ouverte.
? ?
?
Le plan de ce mémoire est le suivant. Dans le chapitre 1, nous précisons
les notations et rappelons les définitions essentielles intervenant par la suite.
Le chapitre 2 est dévolu à la mise en place des conditions de croissance et
de décroissance, ainsi qu’à la construction des faisceaux correspondants. Ils
interviendront fortement dans les chapitres 3 et 4, où sont présentés les ré-
sultats principaux, ainsi que les grandes lignes de leur preuve. Les lemmes,
et résultats techniques, nécessaires aux démonstrations des théorèmes prin-
cipaux n’étant pas indispensables en première lecture, ils sont relégués au
chapitre 5.
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Chapitre 1
Notations et rappels
Nous mettons en place quelques notations, et rappelons des notions sur la
théorie des D-modules, la transformation de Mellin et les polygones de New-
ton qui nous seront utiles tout au long du travail.
1.1 Notations
Si X est un espace topologique, A un anneau commutatif, et R un faisceau
d’anneaux sur X, on note Mod(A) la catégorie des A-modules, Mod(R) la
catégorie des R-modules à gauche, Coh(R) celle des R-modules à gauche
cohérents, Db(Mod(R)) la catégorie dérivée des complexes bornés de R-
modules à gauche, Dbcoh(Mod(R)) la catégorie dérivée des complexes bornés
de R-modules à cohomologie cohérente, Db(X,C) la catégorie dérivée des
complexes bornés de faisceaux de C-espaces vectoriels sur X, et Dbc(X,C) la
sous-catégorie de Db(X,C) des complexes à cohomologie C-constructible sur
X.
Lorsqu’on a un complexe double K•,•, le complexe simple (ou total) associé
est noté T ot•(K•,•).
Si N est un groupe abélien, on note NX le faisceau constant sur X de fibre
N . On l’écrit également N quand il n’y a pas de confusion possible sur l’es-
pace de base. Si Y est un sous-espace de X, on note NY le faisceau sur X,
constant de fibre N sur Y , et de fibre 0 sur X \ Y .
Si X est une variété algébrique, OX le faisceau des fonctions algébriques sur
X, OanX le faisceau des fonctions holomorphes sur X, et si F est un OX-
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module, on note Fan son “analytisé”, c’est à dire
Fan = OanX ⊗OX F
Ainsi, Fan est un OanX -module.
Si DX est le faisceau des opérateurs différentiels algébriques sur X, DanX celui
des opérateurs différentiels analytiques sur X, et si G est un DX-module, on
note Gan son “analytisé”, c’est à dire
Gan = DanX ⊗DX G
Ainsi, Gan est un DanX -module.
Soit p un nombre entier supérieur ou égal à 1.
Notons (C∗)p la variété affine Spec C[t1, t−11 , . . . , tp, t−1p ], Cp la variété affine
Spec C[s1, . . . , sp], et τ1, . . . , τp les translations sj 7−→ sj + 1 sur Cp. On dé-
signe par D(C∗)p (ou D) le faisceau des opérateurs différentiels algébriques sur
(C∗)p, D(C∗)p (ou D) l’anneau de ses sections globales, et OCp le faisceau des
fonctions régulières sur Cp.
Notons Cp/Zp le quotient de Cp par l’action des τj, où Cp est vue cette fois
comme variété analytique. Les coordonnées sont Tj = e−2ipisj , et le passage
au quotient, pi : Cp −→ Cp/Zp, est (s1, . . . , sp) 7−→ (e−2ipis1 , . . . , e−2ipisp). Le
faisceau pi∗OanCp est le faisceau des fonctions holomorphes en (s1, . . . , sp) dé-
finies sur des ouverts stables par les translations τj. Le faisceau OCp/Zp , des
fonctions holomorphes sur Cp/Zp, est le sous-faisceau de pi∗OanCp des fonctions
holomorphes 1-périodiques en chaque sj.
Notons C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉 l’algèbre non commutative engen-
drée par C[s1, . . . , sp] et τ1, τ1−1, . . . , τp, τ−1p , et les relations τjsj = (sj +1)τj.
C’est l’algèbre des opérateurs aux différences finies algébriques sur Cp.
Pour tout t = (t1, . . . , tp) ∈ (C∗)p, σ = (σ1, . . . , σp) ∈ Cp et s = (s1, . . . , sp) ∈
Cp, on note
ts+1 := ts1+11 · · · tsp+1p
e−〈σ,s〉 = e−σ1s1 · · · e−σpsp
Pour un D(C∗)p-module algébrique M, on pose
Sol(M) = RHomDan
(C∗)p (Man,Oan(C∗)p) = RHomD(C∗)p (M,Oan(C∗)p)
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Si de plus M est un D(C∗)p-module cohérent, on a M = D ⊗D M, où M
est le module des sections globales de M. Et par l’adjonction du produit
tensoriel et du RHom, il vient Sol(M) = RHomD(M,Oan(C∗)p). Ceci définit
un foncteur
Sol : Coh(D(C∗)p) −→ Db((C∗)p,C)
Pour tout faisceau F sur une variété analytique E, notons F [X] = F ⊗CE
C[X]
E
, et
F [[X]] = lim
←−
k > 0
F [X]
Xk
Notons également F [[X]][X−1] = F [[X]]⊗CE C[X−1]E. Ainsi, les sections de
ce dernier faisceau sur un ouvert U de E sont des séries
∑∞
n=n0
anX
n avec
n0 ∈ Z, et où les an sont des sections de F sur U .
C’est ainsi que nous définissons les faisceaux
pi∗OanC [[t]][1t ] et pi∗OanC [[1t ]][t] sur C/Z
OanC˜∗ [[1s ]][s] sur C˜∗
1.2 Transformation de Mellin pour les D(C∗)p-
modules
Rappelons la théorie élémentaire de la transformation de Mellin des fonctions
C∞ de la variable réelle.
Soit ϕ :]0; +∞[−→ R une fonction de classe C∞, bornée en 0 et à décroissance
rapide à l’infini, c’est à dire ∀N > 0,∃C > 0 : |ϕ(t)| 6 C|t|N pour |t| assez
grand.
La transformée de Mellin de ϕ est la fonction holomorphe sur le demi-plan
{s ∈ C | Re(s) > 0} définie par la formule intégrale
ϕ̂(s) =
∫ +∞
0
ϕ(t)ts
dt
t
Une première remarque est que l’on a l’identité t̂ϕ(s) = ϕ̂(s + 1) pour tout
complexe s de partie réelle strictement positive. Autrement dit, avec les no-
tations introduites précédemment, on a
t̂ϕ = τ ϕ̂
12
De plus, avec les hypothèses sur ϕ, une intégration par parties donne t̂ϕ′(s) =
[ϕ(t)ts]+∞0 − s
∫ +∞
0
ϕ(t)ts dt
t
= −s ∫ +∞
0
ϕ(t)ts dt
t
, c’est à dire
t̂∂t.ϕ = −sϕ̂
Ansi, via la transformation de Mellin, la multiplication par la vartiable t
devient l’action de la translation τ , et l’action de l’opérateur différentiel t∂t
devient la multiplication par −s. C’est ce qui motive la définition de la trans-
formation de Mellin pour les D(C∗)p-modules.
Considérons l’application
C[t1, . . . , t−1p ]〈t1∂t1 , . . . , tp∂tp〉 −→ C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉
tj 7−→ τj
tj∂tj 7−→ −sj
C’est un isomorphisme de C-algèbres, qui identifie l’algèbre des opérateurs
différentiels algébriques sur (C∗)p et celle des opérateurs aux différences finies
algébriques sur Cp.
Définition 1.2.1 (voir [L-S] et [Sab-2])
Soit M un D(C∗)p-module algébrique sur le tore (C∗)p, dont le module des
sections globales est noté M.
Via l’isomorphisme précédent, M est un C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉-
module, noté M(M), appelé transformé de Mellin de M.
Ceci définit un foncteur
M :Mod(D(C∗)p) −→Mod(C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉)
Une description équivalente est donnée dans [L-S]. On note pr la projec-
tion Spec C[s1, . . . , sp, t1, . . . , t−1p ] −→ Spec C[s1, . . . , sp], et on considère le
D[s1, . . . , sp]-module M[s1, . . . , sp]ts11 · · · tspp : c’est le faisceau M[s1, . . . , sp],
l’action des tj∂tj étant donnée par tj∂tj . m⊗b(s) := tj ∂m∂tj ⊗b(s)+m⊗sjb(s).
Alors, on a M(M) = pr+(M[s1, . . . , sp]ts11 · · · tspp ).
Exemple 1.2.2 Un exemple important est celui des D-modules à une va-
riable de la forme
DC∗
DC∗P
, avec P =
∑
i,j
ai,jt
i(t∂t)
j ∈ DC∗
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Le transformé de Mellin de DC∗
DC∗P
est alors le module
C[s]〈τ, τ−1〉
C[s]〈τ, τ−1〉∆ , avec ∆ =
∑
i,j
(−1)jai,jτ isj ∈ C[s]〈τ, τ−1〉
On rejoint la théorie classique d’intégration des équations différentielles où la
transformation de Mellin permet de se ramener à la résolution d’une équation
aux différences finies.
Dans [L-S] est également défini le faisceau des solutions d’un C[s]〈τ , τ−1〉-
module. On considère ici le complexe de ces solutions, comme il est classique
de le faire en théorie des D-modules :
Définition 1.2.3 Le complexe des solutions holomorphes d’un C[s]〈τ , τ−1〉-
module M est
Sol(M) = RHomC[s]〈τ,τ−1〉(M, pi∗OanCp)
Sol(M) est un complexe de OCp/Zp-modules, car OCp/Zp est le sous-faisceau
des sections de pi∗OanCp qui commutent à l’action de C[s]〈τ , τ−1〉.
Nous venons donc de définir un foncteur
Sol :Mod(C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉) −→ Db(Mod(OCp/Zp))
1.3 Transformation de Mellin inverse pour les
modules aux différences finies
On considère à nouveau l’isomorphisme de C-algèbres
C[t1, . . . , t−1p ]〈t1∂t1 , . . . , tp∂tp〉 −→ C[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉
tj 7−→ τj
tj∂tj 7−→ −sj
Définition 1.3.1 Soit M un C[s]〈τ , τ−1〉-module.
Via l’inverse de l’isomorphisme précédent,M est un C[t1, . . . , t−1p ]〈t1∂t1 , . . . , tp∂tp〉-
module, noté M(M), et appelé transformé de Mellin inverse de M.
SiM est de type fini, alorsM(M) est un D-module de type fini, ou de manière
équivalente, D(C∗)p ⊗D M(M) est un D(C∗)p-module algébrique cohérent.
Nous venons donc de définir un foncteur
Modtf (C[s]〈τ , τ−1〉) −→ Coh(D(C∗)p)
M 7−→ D(C∗)p ⊗D M(M)
oùModtf (C[s]〈τ , τ−1〉) est la catégorie des C[s]〈τ , τ−1〉-modules de type fini.
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1.4 Polygone de Newton et solutions d’une équa-
tion différentielle linéaire
Cette section est largement inspirée de [B-D] ou [Tou].
Polygone de Newton en 0
Prenons un opérateur P =
∑n
j=0
∑m
i=0 ai,jt
i∂jt . Soit le quadrant Q = {(x, y) ∈
R2|x 6 0, y > 0}. Pour tout (u, v) ∈ Z2, posons Q(u, v) = (u, v) + Q. Soit
alors M0(P ) la réunion des Q(j, i − j) pour i = 0, . . . ,m, j = 0, . . . , n, tels
que ai,j 6= 0. Le polygone de Newton en 0 de P , noté N0(P ), est alors l’in-
tersection de R+ × R avec l’enveloppe convexe de M0(P ).
Soit un DC∗-module algébrique M isomorphe à un quotient DC∗DC∗P , où P ∈
DC∗ − {0}. Le polygone de Newton de M en 0, noté N0(M), est alors celui
de P . Cette définition est indépendante de l’opérateur P choisi. En effet, si
deux quotients DC∗
DC∗P1
et DC∗
DC∗P2
sont isomorphes, alors N0(P1) et N0(P2) sont
identiques.
Les faces compactes du polygone de Newton en 0 d’un module sont appelées
les arêtes. Les pentes de ces arêtes sont, par définition, les pentes de ce mo-
dule en 0. La longueur d’une pente est la longueur de la projection de l’arête
sur l’axe horizontal.
Polygone de Newton à l’infini
Soit encore P =
∑n
j=0
∑m
i=0 ai,jt
i∂jt . Le polygone de Newton à l’infini de P
est le polygone de Newton en 0 de P après changement de variable z = 1
t
. Il
est noté N∞(P ).
Si on noteM∞(P ) la réunion des Q(j,−i+j) pour i = 0, . . . ,m, j = 0, . . . , n,
tels que ai,j 6= 0, alors N∞(P ) est l’intersection de R+ × R avec l’enveloppe
convexe de M∞(P ).
De même qu’en 0, on définit le polygone de Newton N∞(M) d’un module
M = DC∗
DC∗P
à l’infini, ainsi que ses arêtes, leurs longueurs et ses pentes.
Par exemple, le polygone de Newton à l’infini de t2∂2t + t∂t + t est
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Solutions formelles asymptotiques à l’infini d’un opérateur diffé-
rentiel
On peut se reporter, par exemple, à [Tou] (p. 158).
Soient P =
∑n
j=0
∑m
i=0 ai,jt
i∂jt un opérateur différentiel et N∞(P ) son po-
lygone de Newton à l’infini. Soient p1
q1
, . . . , pr
qr
ses pentes écrites sous formes
irréductibles.
A chaque pente sont attachées des solutions formelles asymptotiques de P à
l’infini.
Pour la pente nulle (si elle existe), les solutions formelles sont de la forme
y = tαϕˆ(t), avec α ∈ C et ϕˆ(t) ∈ C[[1
t
]][log t].
Pour une pente pk
qk
> 0, les solutions formelles sont y = eQ(t
1
qk )tαϕˆ(t), avec
α ∈ C, ϕˆ(t) ∈ C[[t− 1qk ]][log(t 1qk )] et Q(X) ∈ XC[X] de degré inférieur ou égal
à pk.
Définition 1.4.1 S’il n’y a qu’une seule pente p
q
strictement positive, nous
appellerons couple de l’équation, ou du D-module DC∗
DC∗P
, le couple (ν, δ)
où ν = p
q
et δ est le coefficient dominant de Q.
Dans [Tou], E. Tournier en donne un algorithme de calcul.
1.5 Polygone de Newton d’un opérateur linéaire
aux différences finies
Donnons la définition du τ -polygone de Newton d’un opérateur aux diffé-
rences finies à une variable. Dans [B-D], A. Barkatou et A. Duval utilisent
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également un autre polygone de Newton, appelé δ-polygone.
Prenons un opérateur∆ =
∑r
i=0
∑l
j=0 ai,js
jτ i. Soit le quadrantQ = {(x, y) ∈
R2|x 6 0, y > 0}. Pour tout (u, v) ∈ Z2, posons Q(u, v) = (u, v) + Q. Soit
alors M(∆) la réunion des Q(i,−j) pour i = 0, . . . , r, j = 0, . . . , l, tels que
ai,j 6= 0. Le τ -polygone de Newton de ∆, noté N(∆), est alors l’intersection
de R+ × R avec l’enveloppe convexe de M(∆).
Comme dans le cas différentiel, on ne considère que les faces compactes du
polygone de Newton : ces faces sont appelées arêtes du polygone et les pentes
de ces arêtes les pentes du polygone.
On passe du polygone de Newton à l’infini d’un opérateur différentiel à ce-
lui de son transformé de Mellin algébrique par symétrie par rapport à la
deuxième bissectrice. Les pentes sont alors inverses les unes des autres (voir
[B-D] paragraphe 2).
Soit un C[s]〈τ, τ−1〉-module M isomorphe à un quotient C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉∆ , où ∆ ∈
C[s]〈τ, τ−1〉−{0}. Son polygone de Newton, noté N(M), est alors celui de ∆.
Il est indépendant du choix de l’opérateur aux différences ∆. En effet, pour
voir cela, nous pouvons nous ramener au cas différentiel car C[s]〈τ,τ
−1〉
C[s]〈τ,τ−1〉∆ est
isomorphe à un quotient DC∗
DC∗P
, où P est l’opérateur différentiel transformé
de Mellin inverse algébrique de ∆.
Par exemple, le polygone de Newton du tranformé de Mellin algébrique de
t2∂2t + t∂t + t, c’est à dire de τ + s2 est
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1.6 C-constructibilité et R-constructibilité d’un
faisceau
Soit F un faisceau de C-espaces vectoriels sur une variété analytique X.
Nous dirons que F est C-constructible sur X lorsqu’il existe une stratifica-
tion analytique complexe X =
∐
αXα telle que, pour tout α, F|Xα est un
système local de C-espaces vectoriels de dimension finie sur Xα.
Nous dirons que F est R-constructible sur X lorsqu’il existe une stratifica-
tion sous-analytique X =
∐
αXα telle que, pour tout α, F|Xα est un système
local de C-espaces vectoriels de dimension finie sur Xα.
De telles stratifications sont dites adaptées au faisceau F .
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Chapitre 2
Définitions des conditions de
croissance et de décroissance sur
les fonctions
Comme nous l’avons vu au chapitre 1, la transformation de Mellin des fonc-
tions C∞ est définie par une intégrale. Il en est de même pour la transfor-
mation de Mellin inverse. Il n’est donc pas étonnant que, dans les preuves
des théorèmes principaux des chapitres 3 et 4, nous soyons amenés à étudier
la convergence de certaines intégrales, et donc à utiliser des conditions de
croissance et de décroissance sur les fonctions considérées. Ce chapitre est
donc dévolu à la constructions des faisceaux de fonctions avec conditions en
0 et à l’infini qui seront utiles par la suite. Il s’agit, d’une part, des faisceaux
A<0
(C∗)p , A<0(C∗)p×Cp et A<0(C∗)p×Cp/Zp qui imposent des conditions de décroissance
rapide en 0 et à l’infini sur les fonctions en t1, . . . , tp, et d’autre part B0 et
E , qui imposent respectivement des conditions de décroissance rapide et une
croissance exponentielle d’ordre 1 pour les parties imaginaires des sj infinies.
2.1 Conditions de décroissance pour les fonc-
tions sur (C∗)p
Introduisons des conditions de décroissance sur les fonctions en t1, . . . , tp.
Pour cela, reprenons une construction de [Da] et [Mal-4].
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Considérons donc le diagramme dans la catégorie des variétés analytiques
(C∗)p
p¯i

(C∗)p
* 

k
77ooooooooooooo
 u
j
''PP
PPP
PPP
PPP
PP
(P1)p
où C∗ −→ P1 est l’éclatement réel de P1 en 0 et l’infini. En fait, C∗ est le
compactifié en anneau de C∗. On note S0 et S∞ respectivement les cercles
S1 en 0 et à l’infini de C∗.
Considérons ensuite le diagramme suivant dans la catégorie des variétés ana-
lytiques
(C∗)p Cp/Zp
(C∗)p × Cp/Zp
r1
ggNNNNNNNNNNN
r2
77ppppppppppp
(C∗)p × Cp
pi
OO
p¯i

(C∗)p × Cp
pi

% 
k
33gggggggggggggggggggggg
 y
j
++WWWW
WWWWW
WWWWW
WWWWW
WWW
(C∗)p × Cp/Zp
p1
wwppp
ppp
ppp
pp p2
''OO
OOO
OOO
OOO
(P1)p × Cp
pi

(C∗)p Cp/Zp (P1)p × Cp/Zp
q1wwooo
ooo
ooo
oo
q2 ''OO
OOO
OOO
OOO
(P1)p Cp/Zp
Rappelons que pi : Cp −→ Cp/Zp est le passage au quotient par l’action de
τ1, . . . , τp. On écrit abusivement pi, p¯i, k et j au lieu respectivement de id×pi,
p¯i × idCp , k × idCp et j × idCp .
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Définition des faisceaux de fonctions plates en 0 et à l’infini
Définissons dans ce paragraphe le faisceau A<0
(C∗)p×Cp sur (C
∗)p × Cp.
De manière analogue, on peut également définir A<0
(C∗)p et A<0(C∗)p×Cp/Zp , ce
que nous laisserons au lecteur. Pour une description plus appronfondie, on
peut se reporter à [Sab-4] (chapitre II.1).
Soit C∞(P1)p×Cp le faisceau des fonctions sur (P1)p×Cp indéfiniment dérivables
en t1, . . . , tp, t¯1, . . . , t¯p et holomorphes en s1, . . . , sp.
Soit C<0(P1)p×Cp le sous-faisceau de C∞(P1)p×Cp des fonctions plates sur ((P1)p \
(C∗)p)×Cp, dont nous décrivons les fibres. Soit un point x0 = (t0I , t0J , t0, s0) ∈
{0}I×{∞}J×(C∗){1,...,p}\I∪J×Cp. Un germe de section f ∈ C<0(P1)p×Cp,x0 est ca-
ractérisé comme suit : f est définie sur un voisinage ouvert Ω de (t0I , t0J , t0, s0)
dans (P1)p×Cp, indéfiniment dérivable en t1, . . . , tp, t¯1, . . . , t¯p et holomorphe
en s1, . . . , sp, nulle sur {0}I × {∞}J × (C∗){1,...,p}\I∪J × Cp, et vérifiant :
∀K ⊂ Ω compact,∀(Nk)k∈I∪J ∈ NI∪J ,∃CN,K > 0,∀(t, s) ∈ K :
|f(t1, . . . , tp, s1, . . . , sp)| 6 CN,K
∏
i∈I |ti|Ni∏
j∈J |tj|Nj
Notons
P0,•(P1)p×Cp =
(
C<0(P1)p×Cp ⊗C∞(P1)p×Cp C
0,•
(P1)p×Cp , ∂¯
)
le complexe de Dolbeault plat, où Ck,l(P1)p×Cp est le faisceau des (k, l)-formes
différentielles C∞ à paramètre holomorphe en (s1, . . . , sp).
De même, on définit C∞
(C∗)p×Cp . Soit alors C<0(C∗)p×Cp le sous-faisceau de C∞(C∗)p×Cp
des fonctions plates le long de ((C∗)p \ (C∗)p)× Cp.
Notons
P0,•
(C∗)p×Cp =
(
C<0
(C∗)p×Cp ⊗C∞(C∗)p×Cp C
0,•
(C∗)p×Cp , ∂¯
)
le complexe de Dolbeault plat, où Ck,l
(C∗)p×Cp est le faisceau des (k, l)-formes
différentielles C∞ à paramètre holomorphe en (s1, . . . , sp).
On a Rp¯i∗C<0(C∗)p×Cp = p¯i∗C<0(C∗)p×Cp = C<0(P1)p×Cp (voir [Mal-1]).
Pour tout (k, l), on a donc Rp¯i∗P0,•(C∗)p×Cp = p¯i∗P
0,•
(C∗)p×Cp = P
0,•
(P1)p×Cp .
On définit alors
A<0
(C∗)p×Cp = Ker
(
P0,0
(C∗)p×Cp
∂¯ // P0,1
(C∗)p×Cp
)
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C’est donc le faisceau sur (C∗)p × Cp des fonctions holomorphes à décrois-
sance rapide en chacun des tj dans des secteurs angulaires le long des cercles
S1 en 0 et à l’infini, uniformément par rapport aux sj sur tout compact.
Les sections de ce faisceau vérifient une estimation en 0 et à l’infini ; décrivons-
la. Soient un point x0 = (θ0I , θ
0
J , t
0, s0) ∈ (S0)I × (S∞)J × (C∗){1,...,p}\I∪J ×Cp
et les polysecteurs angulaires
D0(θ
0
I , εi) = {tI ∈ (C∗)I | ∀i ∈ I , |ti| < εi , |Arg(ti)− θ0i | < εi}
D∞(θ0J , εj) = {tJ ∈ (C∗)J | ∀j ∈ J , |tj| >
1
εj
, |Arg(tj)− θ0j | < εj}
Une section f ∈ A<0
(C∗)p×Cp,x0 est holomorphe sur D0(θ
0
I , εi) × D∞(θ0J , εj) ×
W 0 × V 0 où les εi, εj sont assez petits et où W 0 et V 0 sont des voisinages
assez petits de t0 ∈ (C∗){1,...,p}\I∪J et s0 ∈ Cp, et vérifie pour tout compact
K ⊂ W 0 × V 0 :
∀(Nk)k∈I∪J ∈ NI∪J ,∃CN,K > 0,∀(t, s) ∈ D0(θ0I , εi)×D∞(θ0J , εj)×K :
|f(t1, . . . , tp, s1, . . . , sp)| 6 CN,K
∏
i∈I |ti|Ni∏
j∈J |tj|Nj
Nous avons une résolution de A<0
(C∗)p×Cp comme D-module (voir [Maj]) :
A<0
(C∗)p×Cp
∼=
(
P0,•
(C∗)p×Cp , ∂¯
)
Nous en déduisons :
Lemme 2.1.1 On a un quasi-isomorphisme de D-modules
pi∗A<0(C∗)p×Cp ∼=
(
pi∗P0,•(C∗)p×Cp , ∂¯
)
Preuve : Ceci découle directement du fait que pi est un revêtement.
Le complexe pi∗P0,•(C∗)p×Cp étant isomorphe à un produit tensoriel de p com-
plexes à 2 termes de la forme pi∗C<0(C∗)p×Cp
∂t¯j // pi∗C<0(C∗)p×Cp , il suffit de dé-
montrer le lemme pour p = 1.
De la suite exacte
0 // A<0C∗×C // C<0C∗×C
∂t¯ // C<0C∗×C // 0
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on déduit la suite exacte longue
0 // pi∗A<0C∗×C // pi∗C<0C∗×C
∂t¯ // pi∗C<0C∗×C α //R1pi∗A<0C∗×C // . . .
Nous allons montrer que α = 0.
En regardant cette suite sur la fibre en un point (t0, T0) de C∗ × C, nous
sommes ramenés à la suite exacte
0 // lim−→
U
A<0C∗×C(pi−1(U)) // lim−→
U
C<0C∗×C(pi−1(U))
∂t¯
ttiiii
iiii
iiii
iiii
iiii
iiii
iiii
iiii
iiii
ii
lim−→
U
C<0C∗×C(pi−1(U))
α(t0,T0)// lim−→
U
H1(pi−1(U),A<0C∗×C) // . . .
où l’ouvert U décrit l’ensemble des ouverts contenant (t0, T0), dont l’image
inverse par pi est une réunion disjointe
∐
k∈Z Uk, où Uk = τ
k(U).
Nous sommes donc ramenés à la suite exacte
0 // lim−→
U
A<0C∗×C(U) // lim−→
U
C<0C∗×C(U)
∂t¯
uukkkk
kkk
kkk
kkk
kkk
kkk
kkk
kkk
kkk
kkk
lim−→
U
C<0C∗×C(U)
α(t0,s0)// lim−→
U
H1(U,A<0C∗×C) // . . .
où l’ouvert U décrit l’ensemble des ouverts contenant un (t0, s0), avec T0 =
e−2ipis0 . Le morphisme ∂t¯ est alors surjectif. Ainsi, le morphisme α(t0,s0) est
nul. On a donc une suite exacte
0 // pi∗A<0C∗×C // pi∗C<0C∗×C
∂t¯ // pi∗C<0C∗×C // 0

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Solutions à décroissance rapide d’un D(C∗)p-module
Définition 2.1.2 Le foncteur des solutions holomorphes à décrois-
sance rapide en 0 et à l’infini d’un D(C∗)p-module algébrique est
Sol<0 : Mod(D(C∗)p) −→ Db((C∗)p,C)
M 7−→ RHomp¯i−1Dan
(P1)p
(p¯i−1(j+M)an,A<0(C∗)p)
La théorie classique sur les images directes de D-modules algébriques donne
j+M = Rj∗M (voir par exemple [Bo]). Or, le morphisme j étant l’inclusion
de l’ouvert affine (C∗)p dans (P1)p, on a j+M = Rj∗M = j∗M. Le complexe
des solutions holomorphes à décroissance rapide en 0 et à l’infini d’un D(C∗)p-
module algébrique M s’écrit donc
Sol<0(M) = RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗M)an,A<0(C∗)p)
Les notions de constructibilité sont rappelées dans la section 1.6.
Un résultat classique en théorie des D-modules assure alors que :
Proposition 2.1.3 Pour tout D(C∗)p-module holonome, régulier sur (P1)p\
(C∗)p, le complexe Sol<0(M) est à cohomologie C-constructible.
Si nous nous privons de l’hypothèse de régularité, nous n’avons plus que :
Proposition 2.1.4 (Par ex : [Mal-4] ou [Was])(Cas p = 1) Pour tout
DC∗-module holonome, le complexe Sol<0(M) restreint à C∗ est à cohomo-
logie C-constructible, et restreint au bord de C∗, il est à cohomologie R-
constructible.
Cependant, sous certaines hypothèses sur le D(C∗)p-module M, cette propo-
sition reste vraie pour quelques valeurs de p (par exemple, voir [Sab-3] th 7.3
pour p = 2).
Il existe même une conjecture précisant que ce résultat est vrai pour tout p
et tout D(C∗)p-module M holonome.
Démontrons enfin un lemme qui nous servira par la suite.
Lemme 2.1.5 Pour tout M dans Coh(D(C∗)p), dont le module des sections
globales est noté M, on a
Sol<0(M) = RHomD(M,A<0(C∗)p)
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Preuve : • Le module M est D(C∗)p-cohérent sur (C∗)p affine, donc M =
D(C∗)p ⊗D(C∗)p M(C∗)p . Le morphisme naturel j∗D(C∗)p ⊗j∗D(C∗)p j∗M(C∗)p −→
j∗M est un isomorphisme : il suffit de le vérifier pourM = D. Le morphisme
d’adjonction M(P1)p −→ j∗M(C∗)p est aussi un isomorphisme : on le vérifie sur
les fibres, en prenant des petits ouverts connexes de (P1)p, dont l’intersection
avec (C∗)p est connexe.
Donc, on a un isomorphisme naturel j∗M ∼= j∗D(C∗)p ⊗D(P1)p M(P1)p . Il vient
alors
(j∗M)an = Dan(P1)p ⊗D(P1)p j∗M = Dan(P1)p ⊗D(P1)p j∗D(C∗)p ⊗D(P1)p M(P1)p
= (j∗D(C∗)p)an ⊗D(P1)p M(P1)p
d’où
p¯i−1(j∗M)an = p¯i−1(j∗D(C∗)p)an ⊗D
(C∗)p M(C∗)p
Grâce à l’adjonction du produit tensoriel et du RHom, il vient alors
Sol<0(M) = RHomp¯i−1Dan
(P1)p
(
p¯i−1(j∗D(C∗)p)an ⊗D
(C∗)p M(C∗)p ,A<0(C∗)p
)
= RHomD
(
M,RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p)
)
Montrons maintenant que RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p) ∼= A<0(C∗)p
dans la catégorie des D-modules à gauche.
• Utilisation du morphisme d’adjonction D(P1)p u−→ j∗j−1D(P1)p = j∗D(C∗)p .
A distance finie, c’est à dire au voisinage de tout point de (C∗)p, c’est un
isomorphisme.
Plaçons-nous maintenant au voisinage d’un point que l’on peut écrire, quitte à
faire une permutation d’indices, sous la forme t0 = (0, . . . , 0,∞, . . . ,∞, tr+1, . . . , tp) ∈
{0}l × {∞}r−l × (C∗)p−r ⊂ (P1)p.
Décrivons le morphisme
D(P1)p,t0 u−→ (j∗D(C∗)p)t0
On a (j∗D(C∗)p)t0 = O(P1)p,t0
[ 1
t1
, . . . ,
1
tl
, tl+1, . . . , tr
]
⊗O(P1)p,t0 D(P1)p,t0 donc
D(P1)p,t0 u−→ O(P1)p,t0
[ 1
t1
, . . . ,
1
tl
, tl+1, . . . , tr
]
⊗O(P1)p,t0 D(P1)p,t0
est le morphisme de localisation algébrique de l’anneau D(P1)p,t0 . Il est bien
D(P1)p,t0-linéaire et est déterminé par u(1) = 1.
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On a de plus
(j∗D(C∗)p)t0 = O(P1)p,t0
[ 1
t1
, . . . ,
1
tl
, tl+1, . . . , tr
]
⊗O(P1)p,t0 D(P1)p,t0
= D(P1)p,t0
[ 1
t1
, . . . ,
1
tl
, tl+1, . . . , tr
]
(formule de "commutation" de ∂tj et tj)
= D(P1)p,t0 tl+1 · · · tr
t1 · · · tl
Donc
(j∗D(C∗)p)ant0 = Dan(P1)p,t0
tl+1 · · · tr
t1 · · · tl
Et le morphisme u devient alors
Dan(P1)p,t0 u−→ Dan(P1)p,t0
tl+1 · · · tr
t1 · · · tl
Il est entièrement défini par u(1) = 1
(
=
t1 · · · tl
tl+1 · · · tr .
tl+1 · · · tr
t1 · · · tl
)
.
• Description du morphisme u∗.
A partir du morphisme u, on obtient
RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p)
u∗−→ RHomp¯i−1Dan
(P1)p
(p¯i−1Dan(P1)p ,A<0(C∗)p)
ou encore
RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p)
u∗−→ A<0
(C∗)p
Montrons que u∗ est un isomorphisme. Il suffit de le faire localement.
A distance finie, c’est un isomorphisme.
Plaçons-nous maintenant au voisinage d’un point du bord de (C∗)p. Quitte
à faire une permutation d’indices, on peut supposer que ce point s’écrit θ0 =
(θ1, . . . , θl, θl+1, . . . , θr, tr+1, . . . , tp) ∈ p¯i−1(t0).
Le faisceau (j∗D(C∗)p)an est un Dan(P1)p-module localement libre de rang 1 : au
voisinage de θ0, montrer que
RHomp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p)
u∗−→ A<0
(C∗)p
est un isomorphisme revient donc à montrer que
Homp¯i−1Dan
(P1)p
(p¯i−1(j∗D(C∗)p)an,A<0(C∗)p)
u∗−→ A<0
(C∗)p
est un isomorphisme. Or, u∗ est défini par u∗ : ϕ 7−→ ϕ◦u(1) = ϕ(1). Le
morphisme ϕ étant entièrement déterminé par ϕ(1), u∗ est un isomorphisme.
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• Vérifions la structure de D(C∗)p-module à gauche.
Le morphisme u∗ est bien un morphisme de D-modules à gauche : on a
u∗(tj∂tj .ϕ) = (tj∂tj .ϕ)(1) = ϕ(1.tj∂tj) = ϕ(tj∂tj) = tj∂tjϕ(1) = tj∂tju
∗(ϕ)
u∗(tj.ϕ) = (tj.ϕ)(1) = ϕ(1.tj) = ϕ(tj) = tjϕ(1) = tju∗(ϕ)

2.2 Conditions de croissance et de décroissance
pour les fonctions sur Cp
Nous aurons également besoin de conditions de décroissance sur les fonctions
en s1, . . . , sp. Tout d’abord, considérons la compactification de C = R × R
en C = P1(R)× P1(R). On notera P1(R) = R ∪ {∞}. Considérons ensuite le
diagramme suivant dans la catégorie des variétés analytiques
(˜C∗)p × Cp/Zp
(˜C∗)p × Cp
q

(˜C∗)p × Cp? _`oo
q

pi
OO
(C∗)p × Cp
ρ1
yyrrr
rrr
rrr
r
ρ2
%%LL
LLL
LLL
LLL
(C∗)p × Cp
pi

? _`oo
(C∗)p Cp (C∗)p × Cp/Zp
p1
wwppp
ppp
ppp
pp p2
''OO
OOO
OOO
OOO
(C∗)p Cp/Zp
où le morphisme q : (σ1, . . . , σp, s1, . . . , sp) 7−→ (eσ1 , . . . , eσp , s1, . . . , sp) est le
revêtement universel de (C∗)p, et ` est l’inclusion de Cp dans Cp.
Construction du faisceau B0
Définissons tout d’abord un faisceau, noté B0Cp , sur C
p. Notons pour cela Z
le diviseur à l’infini de (R× P1(R))p.
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Sur un voisinage V de tout point de (R × P1(R))p, les sections de B0Cp sont
les fonctions de Γ
(
pi−1pi(V \ Z),OanCp
)
vérifiant l’estimation suivante :
∀N = (N1, . . . , Np) ∈ Np,∃CN > 0,∀(s1, . . . , sp) ∈ pi−1pi(V \ Z) :
|g(s1, . . . , sp)| 6 CN
p∏
j=1
|sj|−Nj
Au voisinage de tout autre point, l’unique section de B0Cp est 0.
Nous construisons alors le faisceau B0 en étendant la définition de B0Cp à
(˜C∗)p × Cp de la manière suivante : les sections de B0 sont des fonctions
holomorphes en les variables (σ1, . . . , σp, s1, . . . , sp) et l’estimation ci-dessus
est uniforme par rapport aux (σ1, . . . , σp) dans tout compact K ⊂ (˜C∗)p.
Construction du faisceau E
Introduisons également le faisceau des fonctions holomorphes sur Cp à crois-
sance au plus exponentielle d’ordre 1 verticalement en chaque variable, et
définies sur des ouverts stables par les translations τ1, . . . , τp. C’est un fais-
ceau sur (C)p = (P1(R)× P1(R))p, et il est noté E .
Notons encore Z le diviseur à l’infini de (R× P1(R))p.
Sur un voisinage V de tout point de (R× P1(R))p, les sections de E sont les
fonctions de Γ
(
pi−1pi(V \ Z),OanCp
)
vérifiant l’estimation suivante :
∃C,A > 0, ∀(s1, . . . , sp) ∈ pi−1pi(V \ Z) :
|g(s1, . . . , sp)| 6 CeA
∑p
j=1 |Im(sj)|
Au voisinage de tout autre point, l’unique section de E est 0.
Définition 2.2.1 Le foncteur des solutions holomorphes, à croissance au
plus exponentielle d’ordre 1 verticalement, d’un C[s]〈τ , τ−1〉-module est
Sol(−, E) : Mod(C[s]〈τ , τ−1〉) −→ Db(Cp,C)
M 7−→ RHomC[s]〈τ,τ−1〉(M, E)
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Chapitre 3
Transformation de Mellin et
foncteurs des solutions
On reprend les notations des chapitres 1 et 2.
Dans cette section, nous définissons une transformation de Mellin faisceau-
tique et nous montrons qu’elle commute au foncteur ”solutions”.
Une telle transformation a déjà été étudiée par O. Gabber et F. Loeser dans
le cas `-adique ([G-L] et [Loe]).
Soient k un corps algébriquement clos de caractéristique m > 0 et (k∗)p le
tore Spec k[t1, t−11 , . . . , tp, t−1p ]. Munissons le groupe des caractères `-adiques
continus (` 6= m) du groupe fondamental modéré de (k∗)p d’une structure
de Q¯`-schéma. Notons alors C((k∗)p) ce schéma, Dbcoh(C((k∗)p),OC((k∗)p)) la
catégorie dérivée des complexes bornés de OC((k∗)p)-modules à cohomologie
cohérente, et Dbc((k∗)p, Q¯`) celle des complexes bornés de Q¯`-modules à coho-
mologie Q¯`-constructible. La transformation de Mellin en question est alors
un foncteur (̂−) : Dbc((k∗)p, Q¯`) −→ Dbcoh(C((k∗)p),OC((k∗)p)) tel que, pour
tout point fermé χ de C((k∗)p) et tout objet F de Dbc((k∗)p, Q¯`), la restric-
tion de F̂ à χ s’identifie canoniquement au complexe des sections globales
RΓ((k∗)p,F ⊗ Lχ), où Lχ est ici le faisceau de Kummer associé à χ.
Revenons au cadre complexe. Rappelons que q : (˜C∗)p −→ (C∗)p est le revê-
tement universel de (C∗)p. Le faisceau L = q!q−1C(C∗)p est un système local
de C[M1,M−11 , . . . ,Mp,M−1p ]-modules libres de rang 1 sur le tore (C∗)p, où
les multiplications par les Mi sont les actions des monodromies autour des
hyperplans de coordonnées.
Une adaptation possible au cas complexe de la transformation de Mellin de
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[G-L] et [Loe] est alors le foncteur
Db((C∗)p),C) −→ Db(Mod(C[M1,M−11 , . . . ,Mp,M−1p ])
F 7−→ RΓ((C∗)p,F L⊗C L)
Cette définition est annoncée par C. Sabbah dans [Sab-2].
C’est une définition quasi-identique que nous proposons par la suite (voir la
définition 3.2.1) : la seule différence vient du fait que nous nous plaçons dans
le compactifié en anneaux de (C∗)p.
3.1 Torsion par le noyau T
Nous définissons ici le faisceau T , dont la structure très riche est au coeur
de la transformation de Mellin faisceautique que nous allons définir.
3.1.1 Résultats préliminaires et faisceau L¯
Rappelons que q : (˜C∗)p −→ (C∗)p est le revêtement universel de (C∗)p et
notons q¯ : (˜C∗)p −→ (C∗)p celui de (C∗)p.
Ces applications sont définies par
(σ1, . . . , σp) 7−→ (t1, . . . , tp) = (eσ1 , . . . , eσp)
Considérons alors le diagramme cartésien suivant :
(˜C∗)p 
 k˜ //
q

(˜C∗)p
q¯

(C∗)p   k // (C∗)p
Nous noterons encore
(˜C∗)p × Cp/Zp   k˜ //
q

(˜C∗)p × Cp/Zp
q¯

(C∗)p × Cp/Zp   k // (C∗)p × Cp/Zp
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De même, nous noterons indifféremment pi : (C∗)p×Cp −→ (C∗)p×Cp/Zp et
pi : (˜C∗)p×Cp −→ (˜C∗)p×Cp/Zp les passages au quotient par les translations
τj.
Afin d’alléger les notations, nous noterons par la suite
O = k∗pi∗Oan(C∗)p×Cp
Lemme 3.1.2 On a un isomorphisme de faisceaux de C-espaces vectoriels
q¯!
(
k˜∗pi∗Oan
(˜C∗)p×Cp
) ∼= q¯!q¯−1O
Preuve : On a un morphisme naturel
k˜∗pi∗Oan
(˜C∗)p×Cp = k˜∗q¯
−1pi∗Oan(C∗)p×Cp −→ q¯−1k∗pi∗Oan(C∗)p×Cp = q¯−1O
Ce morphisme est un isomorphisme : on le vérifie sur les fibres.
D’où l’isomorphisme souhaité. 
On note alors L¯ le faisceau q¯!q¯−1C(C∗)p .
C’est un système local de C[M1,M−11 , . . . ,Mp,M−1p ]-modules libres de rang
1, la multiplication par Mj étant l’action de la monodromie autour du jème
hyperplan de coordonnées.
La restriction du système local L¯ à (C∗)p est le système local L défini dans
l’introduction de ce chapitre 3.
Le faisceau q¯!q¯−1O = O⊗CL¯ est alors un faisceau de C[M1,M−11 , . . . ,Mp,M−1p ]-
modules.
Lemme 3.1.3 On a un isomorphisme de faisceaux de C-espaces vectoriels
q¯!q¯
−1O
(M1 − 1, . . . ,Mp − 1)
∼= O
Preuve : Une fois choisi un isomorphisme local de L¯ avec C[M1,M−11 , . . . ,Mp,M−1p ],
une section locale de q¯!q¯−1O = O ⊗C L¯ est représentée par une somme finie∑
finie
fαM
α (où les fα sont des sections locales de O), avec la notation habi-
tuelle Mα := Mα11 · · ·Mαpp pour tout α ∈ Zp. La somme
∑
finie
fα ne dépend
pas du choix d’un isomorphisme local. On a donc un morphisme naturel
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q¯!q¯
−1O −→ O qui à toute section locale
∑
finie
fαM
α associe
∑
finie
fα.
Il est surjectif et son noyau est bien (M1 − 1, . . . ,Mp − 1)q¯!q¯−1O. 
3.1.4 Construction du faisceau T
Afin de construire ce faisceau, nous considérons la structure naturelle de
D˜ = D[s1, . . . , sp]〈τ1, τ1−1, . . . , τp, τ−1p 〉-module sur le faisceau de fonctions
O = k∗pi∗Oan(C∗)p×Cp , avec, rappelons-le, D l’algèbre de Weil de (C∗)p.
Définition 3.1.5 Soit le D˜-module
Ts+1 =
D˜
D˜
(
t1
∂
∂t1
− s1 − 1, . . . , tp ∂∂tp − sp − 1, τ1t−11 − 1, . . . , τpt−1p − 1
)
On pose alors
T := HomD˜
(
Ts+1,O
)
= HomD˜
(
Ts+1, k∗pi∗Oan(C∗)p×Cp
)
où D˜ et Ts+1 sont ici deux faisceaux constants sur (C∗)p × Cp/Zp.
C’est un sous-faisceau de r−12 OCp/Zp-modules de O sur (C∗)p×Cp/Zp (puisque
les actions de D˜ et de r−12 OCp/Zp sur O commutent).
3.1.6 Une autre description de T
Rappelons tout d’abord un résultat utile.
Soient X un espace topologique, q : X˜ −→ X son revêtement universel, Y
une variété analytique complexe et pr2 : X ×Y −→ Y la seconde projection.
Un faisceau F est dit localement constant de pr−12 OY -modules si, sur tout
ouvert U ×V assez petit, le faisceau F|U×V est un pr−12 OV -module. Il est dit
localement constant de pr−12 OY -modules localement libres de rang m si, sur
tout ouvert U × V assez petit, on a un isomorphisme
F|U×V ' (pr−12 OV )m
Le foncteur qui, à tout faisceau de pr−12 OY -modules F , associe le faisceau
(pr2 ◦ q)∗q−1F induit une équivalence de catégories entre la catégorie des
faisceaux localement constants de pr−12 OY -modules et celle des OY
[
pi1(X)
]
-
modules.
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Si Y est un point, on retrouve l’équivalence de catégories classique entre les
faisceaux localement constants de C-espaces vectoriels (ou sytèmes locaux)
et celle des C
[
pi1(X)
]
-modules.
On note C[T, T−1] := C[T1, . . . , Tp, T−11 , . . . , T−1p ] le faisceau constant d’an-
neaux sur Cp/Zp, qu’on considère comme un sous-faisceau d’anneaux de
OCp/Zp . On note encore C[T, T−1] son image inverse par r2 et r2 ◦ q¯.
Si C
[
pi1
(
(C∗)p
)]
= C[M,M−1] avec M = (M1, . . . ,Mp), alors, via l’équiva-
lence de catégories rappelée ci-dessus, le faisceau r−11 L¯ muni de la structure
de r−12 OCp/Zp-module triviale correspond au C[M,M−1]-module C[T, T−1] sur
lequel Mj agit par la multiplication par T−1j .
De même, r−12 OCp/Zp correspond au OCp/Zp [M,M−1]-module OCp/Zp sur le-
quel Mj agit par 1, c’est-à-dire
OCp/Zp [M,M−1]
(M1 − 1, . . . ,Mp − 1) .
On en déduit que le r−12 OCp/Zp-module r−11 L¯ ⊗C[T,T−1] r−12 OCp/Zp correspond
au OCp/Zp [M,M−1]-module C[T, T−1]⊗C[T,T−1]OCp/Zp sur lequel Mj agit par
Mj.(a⊗ b) = T−1j a⊗ 1b = T−1j a⊗ b = a⊗ T−1j b.
Localement sur (C∗)p×Cp/Zp, on peut choisir une détermination de ts+1 :=
ts1+11 · · · tsp+1p . Une section locale de T consiste en la donnée d’une sec-
tion locale ϕ de O staisfaisant aux équations définissant Ts+1. Par suite,
T est égal au r−12 OCp/Zp-module r−12 OCp/Zp .ts+1 ⊂ O. En particulier, T
est un faisceau localement constant de r−12 OCp/Zp-modules localement libres
de rang 1. Puisque Mjeσ1(s1+1) · · · eσp(sp+1) = e2ipisjeσ1(s1+1) · · · eσp(sp+1) =
T−1j e
σ1(s1+1) · · · eσp(sp+1), le faisceau localement constant T correspond, via
l’équivalence de catégories rappelée ci-dessus, au OCp/Zp [M,M−1]-module
OCp/Zp sur lequel Mj agit par la multiplication par T−1j , c’est-à-dire
OCp/Zp [M,M−1]
(M1T1 − 1, . . . ,MpTp − 1) .
Remarquons maintenant que l’on a un isomoprhisme de OCp/Zp [M,M−1]-
modules
C[T, T−1]⊗C[T,T−1] OCp/Zp ∼−→ OCp/Zp (])
1⊗ f 7−→ f
où, sur le terme de droite, l’action de Mj est la multiplication par T−1j , et,
sur le terme de gauche, l’action de Mj est la multiplication par T−1j sur le
facteur C[T, T−1] uniquement.
Via l’équivalence de catégories rappelée ci-dessus, cet isomorphisme corres-
pond à un isomorphisme de faisceaux localement constants de r−12 OCp/Zp-
modules
r−11 L¯ ⊗C[T,T−1] r−12 OCp/Zp ∼−→ T (]])
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ou encore
r−11 L¯ ⊗C r−12 OCp/Zp
(M1T1 − 1, . . . ,MpTp − 1)
∼−→ T
Cependant, remarquons que si on compose au but l’isomorphisme (]) avec
la multiplication par un inversible quelconque Tα (α ∈ Zp) de C[T, T−1], on
obtient un autre isomorphisme
C[T, T−1]⊗C[T,T−1] OCp/Zp ∼−→ OCp/Zp
1⊗ f 7−→ Tαf
Ainsi, l’isomorphisme (]]) n’est pas unique.
Pour plus de précisions, détaillons les calculs.
Détail des calculs
Considérons, tout d’abord, la suite exacte
0 // q¯−1r−12 OCp/Zp
φ // k˜∗pi∗Oan(C∗)p×Cp

∂
∂σ1
− s1 − 1
...
∂
∂σp
− sp − 1
τ1e
−σ1 − 1
...
τpe
−σp − 1

.
//
(
k˜∗pi∗Oan(C∗)p×Cp
)2p
où
φ : h(T1, . . . , Tp) 7−→ h
(
e−2ipis1 , . . . , e−2ipisp
)
eσ1(s1+1) · · · eσp(sp+1)
Le foncteur q¯! étant exact à gauche, on a la suite exacte
0 // q¯!q¯
−1r−12 OCp/Zp
q¯!φ // q¯!k˜∗pi∗Oan(C∗)p×Cp

t1
∂
∂t1
− s1 − 1
...
tp
∂
∂tp
− sp − 1
τ1t
−1
1 − 1
...
τpt
−1
p − 1

.
//
(
q¯!k˜∗pi∗Oan(C∗)p×Cp
)2p
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ou encore
0 // r−11 L¯ ⊗C r−12 OCp/Zp
q¯!φ // q¯!q¯
−1O

t1
∂
∂t1
− s1 − 1
...
tp
∂
∂tp
− sp − 1
τ1t
−1
1 − 1
...
τpt
−1
p − 1

.
//
(
q¯!q¯
−1O
)2p
(†)
Nous noterons par le suite ∆s le morphisme

t1
∂
∂t1
− s1 − 1
...
tp
∂
∂tp
− sp − 1
τ1t
−1
1 − 1
...
τpt
−1
p − 1

.
Décrivons le morphisme q¯!φ.
Pour tout ouvert simplement connexe U de (C∗)p et tout ouvertW de Cp/Zp,
on écrit l’ouvert q¯−1(U ×W ) de la façon suivante :
q¯−1(U ×W ) =
∐
α∈Zp
Uα ×W
avec les Uα isomorphes à U . Comme dans le lemme 3.1.3, une fois choisi un
isomorphisme local de L¯ avec C[M1,M−11 , . . . ,Mp,M−1p ], l’expression de q¯!φ
sur un ouvert U ×W est∑
finie
fα(T1, . . . , Tp)M
α 7−→
∑
finie
fα
(
e−2ipis1 , . . . , e−2ipisp
)[
ts1+11 · · · tsp+1p
]
α
Mα
où
[
ts1+11 · · · tsp+1p
]
α
est la αème détermination du produit ts1+11 · · · tsp+1p , c’est-
à-dire la valeur du produit eσ1(s1+1) · · · eσp(sp+1) sur l’ouvert Uα ×W .
L’action de Mj sur q¯!q¯−1O induit alors sur r−11 L¯ ⊗C r−12 OCp/Zp l’action de
Mj ⊗ Tj.
Plus généralement, pour tout β ∈ Zp, on a
T βMβ
∑
finie
fαM
α  q¯!φ //Mβ
∑
finie
fα
[
ts1+11 · · · tsp+1p
]
α
Mα
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En effet :
q¯!φ
(
T βMβ
∑
finie
fαM
α
)
= q¯!φ
(∑
finie
fαT
βMα+β
)
=
∑
finie
fαT
β
[
ts1+11 · · · tsp+1p
]
α+β
Mα+β =∑
finie
fα
[
ts1+11 · · · tsp+1p
]
α
Mα+β =Mβ
∑
finie
fα
[
ts1+11 · · · tsp+1p
]
α
Mα.
Mieux : le sous-module (M1T1−1, . . . ,MpTp−1)r−11 L¯⊗Cr−12 OCp/Zp est l’image
inverse de (M1 − 1, . . . ,Mp − 1)q¯!q¯−1O par l’injectionq¯!φ.
Lemme 3.1.7 Si on passe aux quotients dans la suite (†), l’exactitude est
conservée, c’est-à-dire que
r−11 L¯ ⊗C r−12 OCp/Zp
(M1T1 − 1, . . . ,MpTp − 1) est le noyau du mor-
phisme δs suivant
δs :
q¯!q¯
−1O
(M1 − 1, . . . ,Mp − 1)

t1
∂
∂t1
− s1 − 1
...
tp
∂
∂tp
− sp − 1
τ1t
−1
1 − 1
...
τpt
−1
p − 1

.
//
(
q¯!q¯
−1O
(M1 − 1, . . . ,Mp − 1)
)2p
Remarquons que l’on a un diagramme commutatif
q¯!q¯
−1O ∆s //

(q¯!q¯
−1O)2p

q¯!q¯
−1O
(M1 − 1, . . . ,Mp − 1)
δs //
(
q¯!q¯
−1O
(M1 − 1, . . . ,Mp − 1)
)2p
Preuve : Le morphisme q¯!φ étant injectif, il l’est encore par passage au
quotient puisque l’image inverse de (M1−1, . . . ,Mp−1)q¯!q¯−1O par l’injection
q¯!φ est exactement (M1T1 − 1, . . . ,MpTp − 1)r−11 L¯ ⊗C r−12 OCp/Zp .
Nous avons le diagramme commutatif suivant :
r−11 L¯ ⊗C r−12 OCp/Zp
q¯!φ // q¯!q¯
−1O ∆s //
∼=ν

(q¯!q¯
−1O)2p
∼=ν

r−11 L¯ ⊗C r−12 OCp/Zp 
 // q¯!q¯
−1O ∆ // (q¯!q¯−1O)2p
(††)
36
où le morphisme ∆ est

t1
∂
∂t1...
tp
∂
∂tp
τ1 − 1
...
τp − 1

et le morphisme ν est
ν :
∑
finie
fαM
α 7−→
∑
finie
fα
[
t−s1−11 · · · t−sp−1p
]
α
Mα
avec les mêmes notations que précédemment.
Dans le diagramme (††), le faisceau q¯!q¯−1O est équipé des actions des Mj
sur la ligne du haut et des MjTj sur la ligne du bas. Quant au faisceau
r−11 L¯ ⊗C r−12 OCp/Zp , il est équipé des actions des MjTj dans les deux suites
exactes et ces actions sont compatibles avec les flèches du diagramme.
Il nous reste à montrer que le noyau du morphisme
q¯!q¯
−1O
(M1T1 − 1, . . . ,MpTp − 1)
δ //
(
q¯!q¯
−1O
(M1T1 − 1, . . . ,MpTp − 1)
)2p
est
r−11 L¯ ⊗C r−12 OCp/Zp
(M1T1 − 1, . . . ,MpTp − 1) .
Considérons tout d’abord le morphisme
q¯!q¯
−1O ∆ //
(
q¯!q¯
−1O
(M1T1 − 1, . . . ,MpTp − 1)
)2p
et calculons-en le noyau, c’est-à-dire résolvons le système
∀j,

tj
∂
∂tj
∑
finie
fαM
α ∈ (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
(τj − 1)
∑
finie
fαM
α ∈ (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
Il suffit pour cela de trouver une solution particulière dans (M1T1−1, . . . ,MpTp−
1)q¯!q¯
−1O. La section
∑
finie
fαM
α est donc une section de
Kerq¯!φ+ (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
c’est-à-dire une section de
r−11 L¯ ⊗C r−12 OCp/Zp + (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
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Le noyau de δ est donc
r−11 L¯ ⊗C r−12 OCp/Zp + (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
(M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
∼= r
−1
1 L¯ ⊗C r−12 OCp/Zp
r−11 L¯ ⊗C r−12 OCp/Zp ∩ (M1T1 − 1, . . . ,MpTp − 1)q¯!q¯−1O
∼= r
−1
1 L¯ ⊗C r−12 OCp/Zp
(M1T1 − 1, . . . ,MpTp − 1)

Tout ceci se résume dans la proposition suivante :
Proposition 3.1.8
1. L’isomorphisme induit par q¯!φ entre
L¯COCp/Zp
(M1T1−1,...,MpTp−1) et T dépend
du choix d’un relèvement de ts1+11 · · · tsp+1p au revêtement universel.
Nous l’avons fixé ici à eσ1(s1+1) · · · eσp(sp+1). Tout autre détermination
de ts1+11 · · · tsp+1p s’obtenant par multiplication par un monôme Tα, on
obtient un autre isomorphisme par composition avec la multiplication
d’un tel monôme sur L¯COCp/Zp
(M1T1−1,...,MpTp−1) .
Les deux objets L¯COCp/Zp
(M1T1−1,...,MpTp−1) et T sont donc isomorphes en tant
que r−12 OCp/Zp-modules (à un isomorphisme non unique près). Par abus,
nous les identifierons grâce au morphisme q¯!φ.
2. Le faisceau L¯ C OCp/Zp hérite de la structure de r−12 OCp/Zp-module,
et de l’action des monodromies Mj provenant du système local L¯. Sur
le quotient L¯COCp/Zp
(M1T1−1,...,MpTp−1) , les actions de T
−1
j et Mj sont identifiées.
Plus précisément, les actions des Mj sur L¯ induisent les multiplications
par les T−1j sur
L¯COCp/Zp
(M1T1−1,...,MpTp−1) et donc sur T , cela ne dépendant pas
du choix de la détermination de ts1+11 · · · tsp+1p .
3. Le faisceau T est donc un faisceau localement constant de r−12 OCp/Zp-
modules localement libres de rang 1, ou encore, selon Deligne ([Del]), un
sytème local relatif à la projection r2 : (C∗)p × Cp/Zp −→ Cp/Zp. Ceci
signifie que, sur tout ouvert U × V assez petit, on a un isomorphisme
T |U×V ' r−12 OV
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3.1.9 Torsion de A<0
(C∗)p×Cp/Zp par T
On s’intéresse ici au faisceau
A<0
(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
Nous définissons une structure de D-module sur A<0
(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
comme suit : pour toute section locale g ⊗ ω de A<0
(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T ,
on pose
tj∂tj . g ⊗ ω := tj
∂g
∂tj
⊗ ω
Pour toute détermination δ de la fonction ts1+11 · · · tsp+1p , l’application
A<0
(C∗)p×Cp/Zp // A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
g  // g ⊗ δ
est un isomorphisme compatible avec les structures décrites ci-dessus de D-
modules et de r−12 OCp/Zp-modules.
Tout autre isomorphisme compatible avec les structures de D-modules et de
r−12 OCp/Zp-modules se déduit du précédent par composition avec la multipli-
cation par un monôme Tα.
Cependant, à la différence de A<0
(C∗)p×Cp/Zp , le faisceau
A<0
(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T ∼= A
<0
(C∗)p×Cp/Zp ⊗C[T,T−1] r−11 L¯
est équipé de p automorphismes de monodromie non triviaux autour des
hyperplans de coordonnées de (C∗)p, qui sont identifiés aux multiplications
par les p variables T−1j = e2ipisj .
3.2 Théorème de commutation de la transfor-
mation de Mellin et du foncteur des solu-
tions
Nous sommes maintenant en mesure de définir la transformation de Mellin
faisceautique et d’énoncer le théorème de commutation de la transformation
de Mellin et du foncteur des solutions.
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Définition 3.2.1 Le foncteur de transformation de Mellin faisceau-
tique est
M : Db((C∗)p,C) −→ Db(Mod(OCp/Zp))
F 7−→ RΓ
(
(C∗)p,F L⊗C L¯
)
[p]
L⊗C[T ,T−1] OCp/Zp
où Tj agit sur RΓ
(
(C∗)p,F L⊗C L¯
)
par M−1j .
Le transformé de Mellin d’un objet F de Db((C∗)p,C) n’est autre que l’ana-
lytisé de ses modules d’Alexander sur (C∗)p (voir [Sab-1] pour la définition
des modules d’Alexander d’un faisceau).
Les différentes notions de constructibilité sont rappelées à la section 1.6. On
peut alors énoncer la propriété suivante :
Propriété 3.2.2 Si F est un objet de Db((C∗)p,C) à cohomologie R-
constructible, alors M(F) est un objet de Dbcoh(Mod(OCp/Zp)).
Preuve : Comme F est à cohomologie R-constructible et L¯ est C-constructible
(en fait, c’est un système local), le complexe F L⊗C L¯ est un complexe
de faisceaux de C[M,M−1]-modules libres de type fini à cohomologie R-
constructible. Pour tout j, RjΓ
(
(C∗)p,F L⊗C L¯
)
est alors un C[M,M−1]-
module de type fini.
Ainsi, RΓ
(
(C∗)p,F L⊗C L¯
)
[p]
L⊗C[T ,T−1] OCp/Zp est un complexe à cohomolo-
gie OCp/Zp-cohérente (voir [Ser-1] et [Ser-2]). 
La suite est consacrée à la démonstration du théorème suivant :
Théorème 3.2.3
Pour tout D(C∗)p-module algébrique cohérent M, tel que Sol<0(M)
∣∣
(C∗)p est
à cohomologie C-constructible et Sol<0(M)∣∣
(C∗)p\(C∗)p est à cohomologie R-
constructible, il existe un isomorphisme canonique dans Db(Mod(OCp/Zp))
M
(
Sol<0(M)
) ∼= Sol(M(M))
D’après ce que nous avons vu au paragraphe 2.1 (propositions 2.1.3 et 2.1.4),
nous avons le corollaire suivant :
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Corollaire 3.2.4 Si une des deux hypothèses suivantes est vérifiée
– M est un D(C∗)p-module holonome, régulier sur (P1)p \ (C∗)p
– pour p = 1, M est un DC∗-module holonome
alors il existe un isomorphisme canonique dans Db(Mod(OCp/Zp))
M
(
Sol<0(M)
) ∼= Sol(M(M))
Nous avons également évoqué au paragraphe 2.1 que, selon C. Sabbah ([Sab-3]
th. 7.3), le théorème 3.2.3 est vrai pourM holonome, dans un cas particulier,
pour p = 2. De plus, il existe une conjecture selon laquelle les hypothèses du
théorème 3.2.3 sont vérifiées pour tout p dès que M est holonome.
3.3 La preuve
Plan de la preuve
L’idée de base est que l’on a un isomorphisme
RHomC[s]〈τ,τ−1〉Cp/Zp (M(M)Cp/Zp , pi∗O
an
Cp)
∼= RHomDCp/Zp (MCp/Zp , pi∗OanCp)
où tj et tj∂tj agissent sur pi∗OanCp par τj et −sj.
Dans un premier temps, on montre donc que l’on a un isomorphisme
de DCp/Zp-modules sur les faisceaux de fonctions, puis on passe au cas
général en appliquant le foncteur RHomDCp/Zp (MCp/Zp ,−).
Plus précisément, dans un premier temps, nous exprimons différem-
ment M(Sol<0(M)), pour un D(C∗)p-module algébrique cohérent M,
tel que Sol<0(M) est à cohomologie C-constructible sur (C∗)p et R-
constructible sur le bord de (C∗)p. Ensuite, nous procédons en deux
étapes.
Nous démontrons d’abord le théorème 3.2.3 pour p = 1. Pour cela, nous
calculons de deux manières le complexe de DC/Z-modules
K = Rr2∗ [pi∗A<0C∗×C
(τt−1−1). // pi∗A<0C∗×C]
•
Nous montrons qu’il est isomorphe, d’une part à pi∗OanC [−1], et d’autre
part à Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T ), avec des actions bien choisies. Ces
dernières font donc de l’isomorphisme
Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T )[1] ∼= pi∗O
an
C
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un isomorphisme de DC/Z-modules. Nous n’avons alors plus qu’à appli-
quer le foncteur
RHomD(M,−)
La cas où p est quelconque se fait par récurrence sur p, à partir du cas
à une variable.
Proposition 3.3.1 Pour tout D(C∗)p-module algébrique cohérent M, tel
que Sol<0(M) est à cohomologie C-constructible sur (C∗)p et R-constructible
sur le bord de (C∗)p, et dont le module des sections globales est noté M, on a
un isomorphisme canonique dans Db(Mod(OCp/Zp))
M(Sol<0(M)) ∼= Rr2∗RHomD(M,A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T )[p]
où tj∂tj agit sur A<0(C∗)p×Cp/Zp⊗r−12 OCp/ZpT par tj∂tj .g(t, T )⊗ω = tj
∂g
∂tj
(t, T )⊗ω
Preuve : Etape 1 :
Par la proposition 3.1.8, on a T = r
−1
1 L¯⊗Cr−12 OCp/Zp
(M1T1−1,...,MpTp−1) .
Commençons par montrer que pour tout objet F de Db((C∗)p,C), on a
Rr2∗(r−11 F
L⊗C T ) ∼= RΓ
(
(C∗)p,F L⊗C L¯
) L⊗C[T ,T−1] OCp/Zp
Pour cela, calculons :
Rr2∗(r−11 F
L⊗C T )
= Rr2∗
(
r−11 F
L⊗C r
−1
1 L¯⊗Cr−12 OCp/Zp
(M1T1−1,...,MpTp−1)
)
= Rr2∗
(
r−11 (F
L⊗CL¯)
L⊗Cr−12 OCp/Zp
(M1−T−11 ,...,Mp−T−1p )
)
= Rr2∗
(
r−11 (F
L⊗CL¯)[T ,T−1]
(M1−T−11 ,...,Mp−T−1p )
L⊗C[T ,T−1] r2−1OCp/Zp
)
=
Rr2∗r−11 (F
L⊗CL¯)[T ,T−1]
(M1−T−11 ,...,Mp−T−1p )
L⊗C[T ,T−1] OCp/Zp (car r2 est propre)
= RΓ((C∗)p,F L⊗C L¯)
L⊗C[T ,T−1] pi−1OCp/Zp
Etape 2 :
Appliquons ce qui précède à F = Sol<0(M). Il vient
M(Sol<0(M)) ∼= Rr2∗(r−11 Sol<0(M)
L⊗C T ) [p]
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Par le lemme 2.1.5 : Sol<0(M) = RHomD(M,A<0(C∗)p). On a alors un mor-
phisme canonique (voir [K-S] p.114) :
r1
−1RHomD(M,A<0(C∗)p) −→ RHomD(M, r1−1A<0(C∗)p)
Ce morphisme est en fait un isomorphisme : comme M est un D-module de
présentation finie, il suffit de le vérifier pour M = D, ce qui est clair.
Puis :
RHomD(M, r1−1A<0(C∗)p)
L⊗C T
∼= RHomD(M, r1−1A<0(C∗)p)
L⊗C r−12 OCp/Zp
L⊗r−12 OCp/Zp T
Par la proposition 5.1.1, il vient alors
RHomD(M, r1−1A<0(C∗)p)
L⊗C T ∼= RHomD(M,A<0(C∗)p×Cp/Zp)
L⊗r−12 OCp/Zp T
On a enfin un morphisme canonique (voir [K-S] p.114)
RHomD(M,A<0(C∗)p×Cp/Zp)
L⊗r−12 OCp/Zp T
−→ RHomD(M,A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T )
qui est en fait un isomorphisme (il suffit encore de le vérifier pour M = D).
En ce qui concerne l’action de D surA<0
(C∗)p×Cp/Zp⊗r−12 OCp/ZpT , elle provient de
l’action de D sur A<0
(C∗)p , donc tj∂tj agit par tj∂tj . g(t, T )⊗ω = tj ∂g∂tj (t, T )⊗ω.
Enfin, l’isomorphisme est naturellement dans Db(Mod(OCp/Zp)), les actions
étant claires. 
3.3.2 Démonstration du théorème 3.2.3 pour p = 1
La démarche utilisée dans ce paragraphe est analogue à celle de B. Malgrange
dans le cas de la transformation de Fourier ([Mal-4]).
On suppose dans tout ce paragraphe que p = 1.
On commence par exprimer de deux manières différentes le complexe
K = Rr2∗ [pi∗A<0C∗×C
(τt−1−1). // pi∗A<0C∗×C]
•
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K est un complexe de DC/Z-modules, sur lequel t et t∂t agissent par t et
t ∂
∂t
− s− 1.
D’après le lemme 2.1.1, nous avons la résolution de Dolbeault suivante, qui
est acyclique pour r2∗ :
pi∗A<0C∗×C ∼= [pi∗C
<0
C∗×C
∂t¯ // pi∗C<0C∗×C]
•
Donc, K est le complexe simple associé au complexe double
(r2 ◦ pi)∗C<0C∗×C
(τt−1−1). //
∂t¯

(r2 ◦ pi)∗C<0C∗×C
∂t¯

(r2 ◦ pi)∗C<0C∗×C
(τt−1−1). // (r2 ◦ pi)∗C<0C∗×C
où le bidegré (0, 0) est placé en haut à gauche.
En écrivant (r2 ◦ pi)∗ = (q2 ◦ pi)∗p¯i∗, le complexe K est le complexe simple
associé au complexe double
(q2 ◦ pi)∗C<0P1×C
(τt−1−1). //
∂t¯

(q2 ◦ pi)∗C<0P1×C
∂t¯

(q2 ◦ pi)∗C<0P1×C
(τt−1−1). // (q2 ◦ pi)∗C<0P1×C
où le bidegré (0, 0) est placé en haut à gauche, car Rp¯i∗C<0C∗×C = p¯i∗C<0C∗×C =
C<0P1×C (voir le pargraphe 2.1).
On s’intéresse aux colonnes de ce complexe double : dans la section 5.2.1, on
montre dans la proposition 5.2.2 que l’on a une suite exacte de D-modules
0 // (q2 ◦ pi)∗C<0P1×C
∂t¯ // (q2 ◦ pi)∗C<0P1×C ε // pi∗O
an
C [[t]][
1
t
]
pi∗OanC [ 1t ]
⊕ pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
// 0
où t et t∂t agissent par t et t ∂∂t − s− 1, et avec ε ◦ (τt−1− 1) = (τt−1− 1) ◦ ε.
On en déduit que
K ∼=
[
pi∗OanC [[t]][ 1t ]
pi∗OanC [ 1t ]
⊕ pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
(τt−1−1). // pi∗OanC [[t]][
1
t
]
pi∗OanC [ 1t ]
⊕ pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
]
[−1]
•
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dans la catégorie des D-modules, où t et t∂t agissent par t et t ∂∂t − s− 1.
Il suffit alors d’étudier l’action de τt−1−1 sur chacun des termes de la somme
directe. C’est l’objet des deux lemmes suivant.
Lemme 3.3.3 On a un isomorphisme de complexes de D-modules[
pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
(τt−1−1). // pi∗OanC [[
1
t
]][t]
(t)pi∗OanC [t]
]
•
∼= 0
où t et t∂t agissent sur le membre de gauche par t et t ∂∂t − s− 1.
Preuve : Soit
∑∞
n=0
an(s)
tn
une section de pi∗O
an
C [[
1
t
]][t]
(t)pi∗OanC [t]
. On a alors dans ce même
quotient (τt−1 − 1)∑∞n=0 an(s)tn = −a0(s) +∑∞n=1 an−1(s+1)−an(s)tn . Il est alors
clair que ce morphisme est bijectif. 
Lemme 3.3.4 On a un isomorphisme de complexes de D-modules[
pi∗OanC [[t]][ 1t ]
pi∗OanC [ 1t ]
(τt−1−1). // pi∗OanC [[t]][
1
t
]
pi∗OanC [ 1t ]
]
•
∼= pi∗OanC
où t et t∂t agissent sur le membre de gauche par t et t ∂∂t − s − 1, et sur le
membre de droite par τ et −s.
Preuve : Soit
∑∞
n=1 bn(s)t
n une section de pi∗O
an
C [[t]][
1
t
]
pi∗OanC [ 1t ]
. On a alors dans ce
même quotient (τt−1− 1)∑∞n=1 bn(s)tn =∑∞n=1(bn+1(s+1)− bn(s))tn. Il est
alors clair que ce morphisme est surjectif, et que son noyau est isomorphe
à pi∗OanC via l’application
∑∞
n=1 bn(s)t
n 7−→ b1(s). De plus, une vérification
simple montre que les actions de t et t ∂
∂t
− s − 1 deviennent, à-travers ce
morphisme, les actions de τ et −s. 
Nous en déduisons donc l’isomorphisme de complexes de D-modules
K[1] ∼= pi∗OanC
où t et t∂t agissent sur le membre de gauche par t et t ∂∂t − s − 1, et sur le
membre de droite par τ et −s.
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Mais, nous pouvons calculer d’une autre manière le complexe K.
En effet, d’après la proposition 5.3.3, on a une suite exacte
0 // A<0C∗×C/Z ⊗r−12 OC/Z T // pi∗A<0C∗×C
(τt−1−1).// pi∗A<0C∗×C // 0
Et la structure de D-module que nous avons mise sur A<0C∗×C/Z⊗r−12 OC/Z T , à
la section 3.1, est celle qui en fait une suite exacte de D-modules.
On a donc
K ∼= Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T )
C’est un isomorphisme de complexes de D-modules où t et t∂t agissent sur le
membre de gauche par t et t ∂
∂t
−s−1, et sur le membre de droite par l’action
décrite à la section 3.1.
En conclusion, on a un isomorphisme de complexes de DC/Z-modules
Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T )[1] ∼= pi∗O
an
C (3.1)
où t et t∂t agissent sur le membre de gauche par l’action décrite à la section
3.1, et sur le membre de droite par τ et −s.
Nous sommes maintenant en mesure de démontrer le théorème 3.2.3 pour
p = 1.
Preuve :(du théorème 3.2.3 pour p = 1)
D’après 3.3.1, on aM(Sol<0(M)) ∼= Rr2∗RHomDC∗×C/Z(MC∗×C/Z,A<0C∗×C/Z⊗r−12 OC/Z
T )[1] ∼= Rr2∗RHomr2−1DC/Z(r2−1MC/Z,A<0C∗×C/Z⊗r−12 OC/Z T )[1] dans la caté-
gorie Db(Mod(OC/Z)), puis, grâce à un isomorphisme de [K-S] p.112, on a
M(Sol<0(M)) ∼= RHomDC/Z(MC/Z,Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T ))[1], où t et
t∂t agissent sur Rr2∗(A<0C∗×C/Z ⊗r−12 OC/Z T ) par l’action décrite à la section
3.1. Puis, d’après l’isomorphisme 3.1 ci-dessus, on a un isomorphisme dans
Db(Mod(OC/Z))
M(Sol<0(M)) ∼= RHomD(M, pi∗OanC )
où t et t∂t agissent sur pi∗OanC par τ et −s. Donc, on a dans Db(Mod(OC/Z))
M(Sol<0(M)) ∼= RHomC[s]〈τ,τ−1〉(M(M), pi∗OanC )

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3.3.5 Démonstration du théorème 3.2.3 pour p quel-
conque
Commençons par exprimer de deux manières différentes le complexe
K = Rr2∗K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp)
où K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp) est le complexe de Koszul avec le
degré 0 placé tout à gauche.
K est un complexe de DCp/Zp-modules, sur lequel les tj et tj∂tj agissent par
tj et tj ∂∂tj − sj − 1.
D’après le lemme 2.1.1, on a la résolution de Dolbeault pi∗A<0(C∗)p×Cp ∼= pi∗P
0,•
(C∗)p×Cp ,
qui est acyclique pour r2∗. Donc,
K ∼= T ot•
(
K•(τ1t−11 − 1, . . . , τpt−1p − 1; (r2 ◦ pi)∗P0,•(C∗)p×Cp)
)
Comme Rp¯i∗Pk,l(C∗)p×Cp = p¯i∗P
k,l
(C∗)p×Cp = P
k,l
(P1)p×Cp , en écrivant (r2 ◦ pi)∗ =
(q2 ◦ pi)∗p¯i∗, il vient
K ∼= T ot•
(
K•(τ1t−11 − 1, . . . , τpt−1p − 1; (q2 ◦ pi)∗P0,•(P1)p×Cp)
)
Si Λ désigne un ensemble d’indices, convenons pour la suite que C[[tΛ]] est
l’anneau des séries formelles en toutes les variables tλ (λ ∈ Λ).
Notons alors
DAI,J =
pi∗OanCp
[[
tI ,
1
tJ
]][ 1
tI
, tJ
]
(∑
l∈J
(
tl
)
pi∗OanCp
[[
tI
]][ 1
tI
, tJ
])
+ pi∗OanCp
[[ 1
tJ
]][
tI , tJ
]
pour toutes les partitions (éventuellement triviales) I
∐
J = {1, . . . , p}.
DAI,J est le faisceau sur Cp/Zp des fonctions holomorphes en (s1, . . . , sp) dé-
finies sur des ouverts stables par les translations τj et à valeurs dans l’anneau
des séries
C
[[
tI ,
1
tJ
]][ 1
tI
, tJ
]
(∑
l∈J
(
tl
)
C
[[
tI
]][ 1
tI
, tJ
])
+ C
[[ 1
tJ
]][
tI , tJ
] .
Notons ensuite
DA =
⊕
I,J
DAI,J
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où la somme directe est prise sur toutes les partitions (éventuellement tri-
viales) I
∐
J = {1, . . . , p}.
Lemme 3.3.6 On a
(q2 ◦ pi)∗P0,•(P1)p×Cp ∼= DA [−p]
dans la catégorie des complexes de D-modules, où les tj et les tj∂tj agissent
par tj et tj ∂∂tj − sj − 1.
Preuve : On a (q2 ◦ pi)∗P0,•(P1)p×Cp ∼= K•(∂t¯1 , . . . , ∂t¯p ; (q2 ◦ pi)∗C<0(P1)p×Cp). On
considère alors ce complexe de Koszul comme le complexe simple associé au
complexe p-uple formé des p complexes
[(q2 ◦ pi)∗C<0(P1)p×Cp
∂t¯j // (q2 ◦ pi)∗C<0(P1)p×Cp ]
•
que l’on calcule une variable après l’autre. Il suffit donc de savoir faire le
calcul de la proposition 5.2.6 pour faire une démonstration par récurrence
sur p. 
On en déduit donc
K ∼= K•(τ1t−11 − 1, . . . , τpt−1p − 1;DA) [−p]
c’est-à-dire
K ∼=
⊕
I,J
K•
(
τ1t
−1
1 − 1, . . . , τpt−1p − 1;DAI,J
)
[−p]
dans la catégorie des complexes de D-modules, où la somme directe est prise
sur toutes les partitions (éventuellement triviales) I
∐
J = {1, . . . , p}.
Ce complexe est en fait beaucoup plus simple qu’il n’y parait : tout terme
correspondant à un J non vide est nul.
Lemme 3.3.7 Si J 6= ∅, alors
K•
(
τ1t
−1
1 − 1, . . . , τpt−1p − 1;DAI,J
)
∼= 0
48
Preuve : Supposons J 6= ∅ fixé.
Encore une fois, on considère ce complexe de Koszul comme le complexe
simple associé au complexe p-uple formé des p morphismes τjt−1j − 1 sur le
faisceau DAI,J , que l’on calcule une variable après l’autre. Soit m = max(J).
Cas A : m = p
L’action de τpt−1p − 1 sur DAI,J est bijective, par le lemme 3.3.3, car p ∈ J .
Le complexe cherché est donc K•(τ1t−11 , . . . , τp−1t−1p−1 − 1; 0) = 0.
Cas B : m < p
L’action de τpt−1p − 1 sur DAI,J est surjective, et a pour noyau DAI−{p},J ,
par le lemme 3.3.4, car p ∈ I. Le complexe cherché est donc K•
(
τ1t
−1
1 −
1, . . . , τp−1t−1p−1 − 1;DAI−{p},J
)
.
En réitérant le procédé, le complexe cherché est alorsK•
(
τ1t
−1
1 −1, . . . , τmt−1m −
1;DAI−{m+1,...,p},J
)
.
On est donc ramené au cas A : le complexe est donc nul. 
Cependant, si J est vide et I = {1, . . . , p}, alors :
Lemme 3.3.8 On a un isomorphisme de complexes de D-modules
K•
(
τ1t
−1
1 − 1, . . . , τpt−1p − 1;
pi∗OanCp
[[
t1, . . . , tp
]][ 1
t1
, . . . ,
1
tp
]
pi∗OanCp
[
t1, . . . , tp
] ) ∼= pi∗OanCp
où tj et tj∂tj agissent sur le membre de gauche par tj et tj
∂
∂tj
− sj − 1, et sur
le membre de droite par τj et −sj.
Preuve : Il suffit de reprendre le calcul du cas B de la preuve de 3.3.7, en
utilisant p fois le lemme à une variable 3.3.4. 
Nous en déduisons donc l’isomorphisme de complexes de D-modules
K[p] ∼= pi∗OanCp
où tj et tj∂tj agissent sur le membre de gauche par tj et tj
∂
∂tj
− sj − 1, et sur
le membre de droite par τj et −sj.
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Nous pouvons également calculer d’une autre manière le complexe K.
En effet, d’après la proposition 5.3.4, on a un isomorphisme naturel
K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp) ∼= A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
Et la structure de D-module que nous avons mise sur A<0C∗×C/Z⊗r−12 OC/Z T , à
la section 3.1, est celle qui en fait un isomorphisme de D-modules.
On a donc
K ∼= Rr2∗(A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T )
C’est un isomorphisme de complexes de D-modules où tj et tj∂tj agissent par
tj et tj ∂∂tj −sj−1 sur le membre de gauche, et par l’action décrite à la section
3.1 sur le membre de droite.
Finalement, on a un isomorphisme de complexes de D-modules
Rr2∗(A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T )[p] ∼= pi∗O
an
Cp (3.2)
où tj et tj∂tj agissent sur le membre de gauche par l’action décrite à la section
3.1, et sur le membre de droite par τj et −sj.
Nous sommes maintenant en mesure de démontrer le théorème 3.2.3.
Preuve :(du théorème 3.2.3)
On reprend la même démarche que pour p = 1.
D’après la proposition 3.3.1, on a
M(Sol<0(M)) ∼= Rr2∗RHomD(C∗)p×Cp/Zp (M(C∗)p×Cp/Zp ,A<0(C∗)p×Cp/Zp⊗r−12 OCp/ZpT )[p]
∼= Rr2∗RHomr2−1DCp/Zp (r2−1MCp/Zp ,A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T )[p]
dans Db(Mod(OCp/Zp)), puis, grâce à un isomorphisme de [K-S] p.112 :
M(Sol<0(M)) ∼= RHomD(M,Rr2∗(A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T ))[p]
où tj et tj∂tj agissent sur Rr2∗(A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T ) par l’action dé-
crite à la section 3.1. Puis, grâce à l’isomorphisme 3.2 ci-dessus, on a un
isomorphisme dans Db(Mod(OCp/Zp))
M(Sol<0(M)) ∼= RHomD(M, pi∗OanCp)
où tj et tj∂tj agissent sur pi∗OanCp par τj et −sj. Donc, on a
M(Sol<0(M)) ∼= RHomC[s]〈τ ,τ−1〉(M(M), pi∗OanCp)
dans Db(Mod(OCp/Zp)). 
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3.4 Exemples de calculs explicites à une va-
riable
3.4.1 L’opérateur t− a
Soit le DC∗-module M = DC∗DC∗ (t−a) .
Son transformé de Mellin est M(M) = C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉(τ−a) , et Sol(M(M)) =OC/Z : c’est le OC/Z-module libre engendré par la solution as.
Le faisceau des solutions à décroissance rapide deM est le faisceau constant
C{a}[−1] supporté par a, dont le transformé de Mellin est RΓ(C∗,C{a} ⊗C
L¯)⊗C[T,T−1]OC/Z = RΓ({a}, L¯|{a})⊗C[T,T−1]OC/Z = C[T, T−1]⊗C[T,T−1]OC/Z =
OC/Z.
3.4.2 L’opérateur t∂t + α
Considérons le DC∗-module M = DC∗DC∗ (t∂t+α) , avec α ∈ C.
Son transformé de Mellin est M(M) = C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉(s−α) , et Sol(M(M)) =
OC/Z
(T−e−2ipiα) [−1].
On pose C∗ 
 j // C∗ Z = S0 ∪ S∞? _ioo .
Le faisceau des solutions à décroissance rapide de M est le système local
CC∗t−α de C-espaces vectoriels de dimension 1 sur C∗, et de monodromie
e−2ipiα autour de t = 0, que l’on prolonge par 0 à C∗ : c’est donc j!CC∗t−α.
On montre que ces solutions n’ont pas de H1.
Considérons la suite exacte courte
0 // j!CC∗t−α ⊗C L¯ // Ct−α ⊗C L¯ // i!CZt−α ⊗C L¯ // 0
D’où un triangle distingué
M(j!CC∗t−α)[−1] −→ RΓ(C∗,Ct−α ⊗C L¯)⊗C[T,T−1] OC/Z
γ−→ RΓ(C∗, i!CZt−α ⊗C L¯)⊗C[T,T−1] OC/Z +1−→
Puis
M(j!CC∗t−α)[−1] −→ RΓ(C∗,Ct−α ⊗C L¯)⊗C[T,T−1] OC/Z γ−→
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(
RΓ(S0,CS0t
−α ⊗C L¯|S0)⊕RΓ(S∞,CS∞t−α ⊗C L¯|S∞)
)
⊗C[T,T−1] OC/Z +1−→
où γ est le morphisme diagonal.
Or, on a
RkΓ(C∗,Ct−α ⊗C L¯) =
{
C[T,T−1]
(T−e−2ipiα) si k = 1
0 si k 6= 1
RkΓ(S0,CS0t
−α⊗CL¯|S0) = RkΓ(S∞,CS∞t−α⊗CL¯|S∞) =
{
C[T,T−1]
(T−e−2ipiα) si k = 1
0 si k 6= 1
Il vient alors que
Hk
(
M(CC∗t−α)[−1]
)
=
{ OC/Z
(T−e−2ipiα) si k = 2
0 si k 6= 2
Le transformé de Mellin de ce faisceau de solutions est donc OC/Z
(T−e−2ipiα) [−1].
3.4.3 Les DC∗-modules monodromiques : l’opérateur b(t∂t),
où b(X) ∈ C[X]
On peut immédiatement généraliser l’exemple précédent à un DC∗-module
de la forme DC∗DC∗b(t∂t) , où b(X) =
∏r
j=1(X + αj)
mj ∈ C[X].
On trouve alors le OC/Z-module de torsion
⊕r
j=1
OC/Z
(T−e−2ipiαj )mj [−1].
3.4.4 L’exponentielle et la fonction Gamma : l’opéra-
teur t∂t + t
Considérons le DC∗-module M = DC∗DC∗ (t∂t+t) .
Son transformé de Mellin est M(M) = C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉(τ−s) , et Sol(M(M)) =OC/Z : c’est le OC/Z-module libre engendré par la fonction Gamma.
Notons Z le demi-cercle fermé {θ ∈ S∞|pi2 6 θ 6 3pi2 } de S∞.
On pose U = C∗ \ (S0 ∪ Z) 
 j // C∗ S0 ∪ Z? _ioo .
Le faisceau des solutions à décroissance rapide de M est j!CU (c’est en fait
le faisceau de C-espaces vectoriels de dimension 1 engendrés par e−t). On
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montre que ces solutions n’ont pas de H1.
Considérons la suite exacte courte
0 // j!CU ⊗C L¯ // L¯ // i!CS0∪Z ⊗C L¯ // 0
D’où un triangle distingué
M(j!CU)[−1] β−→ RΓ(C∗, L¯)⊗C[T,T−1] OC/Z
γ−→ RΓ(C∗, i!CS0∪Z ⊗C L¯)⊗C[T,T−1] OC/Z
+1−→
Puis
M(j!CU)[−1] β−→ RΓ(C∗, L¯)⊗C[T,T−1] OC/Z γ−→(
RΓ(S0, L¯|S0)⊕RΓ(Z, L¯|Z)
)
⊗C[T,T−1] OC/Z +1−→
où γ est le morphisme diagonal.
Or, on a RΓ(Z, L¯|Z) = RΓ(Z,C[T, T−1]
Z
), car tout faisceau localement
constant sur un espace contractile est constant. Donc
RkΓ(Z, L¯|Z) =
{
C[T, T−1] si k = 0
0 si k 6= 0
On a également :
RkΓ(C∗, L¯) =
{
C[T,T−1]
(T−1) si k = 1
0 si k 6= 1
RkΓ(S0, L¯|S0) =
{
C[T,T−1]
(T−1) si k = 1
0 si k 6= 1
On écrit alors la suite exacte longue de cohomologie.
Il vient immédiatementH0
(
M(j!CU)[−1]
)
= 0. De plus, le morphismeH1(γ)
est le morphisme diagonal de OC/Z
(T−1) dans
OC/Z
(T−1) ⊕ 0 : c’est donc un isomor-
phisme. Il vient alors d’une part queH1(β) = 0 et doncH1
(
M(j!CU)[−1]
)
=
OC/Z, et d’autre part Hk
(
M(j!CU)[−1]
)
= 0 pour k 6= 0, 1.
On a donc
M(j!CU) = OC/Z
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Remarque : Soient les deux DC∗-modules M1 = DC∗DC∗ t∂t et M2 =
DC∗
DC∗ (t∂t+t) .
Si nous considérons les complexes classiques des solutions holomorphes de
M1 et M2, nous avons
RHomDanC∗ (Man1 ,OanC∗) = RHomDanC∗ (Man2 ,OanC∗) = CC∗
La théorie classique ne fait donc aucune différence entre les fonctions 1 et e−t.
Cependant, avec le foncteur Sol<0, il n’en est pas de même (voir l’exemple
3.4.2). Ainsi, les cas de 1 et de l’exponentielle sont traités différemment par
la transformation de Mellin faisceautique.
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Chapitre 4
Transformation de Mellin inverse
et foncteurs des solutions
Reprenons les notations des chapitres 1 et 2.
Rappelons la situation suivante
(˜C∗)p × Cp/Zp
(˜C∗)p × Cp
q

(˜C∗)p × Cp? _`oo
q

pi
OO
(C∗)p × Cp
ρ1
yyrrr
rrr
rrr
r
ρ2
%%LL
LLL
LLL
LLL
(C∗)p × Cp
pi

? _`oo
(C∗)p Cp (C∗)p × Cp/Zp
p1
wwppp
ppp
ppp
pp p2
''OO
OOO
OOO
OOO
(C∗)p Cp/Zp
où le morphisme q : (σ1, . . . , σp, s1, . . . , sp) 7−→ (eσ1 , . . . , eσp , s1, . . . , sp) est le
revêtement universel de (C∗)p.
Le problème consiste à comprendre le lien entre les solutions d’un module
aux différences finies et les solutions du transformé de Mellin inverse de ce
module (voir section 1.3). C’est ainsi que nous construisons un foncteur, ap-
pelé transformation de Mellin inverse faisceautique. Le théorème que nous
obtenons dans un premier temps n’établit que deux morphismes canoniques
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reliant les deux objets (th. 4.2.4). Nous approfondissons donc l’étude en exhi-
bant une classe de modules aux différences finies pour lesquels ces morphismes
sont des isomorphismes (th 4.4.2). Pour cela, nous construisons, dans la sec-
tion 4.1, un sous-espace Σλ,µ de (˜C∗)p×Cp qui joue un rôle déterminant dans
la démonstration.
Il est important de préciser que nous ne prouvons pas ici que le foncteur
de transformation de Mellin inverse faisceautique est un quasi-inverse du
foncteur transformation de Mellin faisceautique défini dans le chapitre 3 :
ceci reste cependant une question ouverte intéressante.
4.1 Définition du sous-espace Σλ,µ
Construction de Σλ,µ
Pour tout couple de p-uplets (λ, µ) = (λ1, . . . , λp;µ1, . . . , µp) ∈ (Q∗+)p×(C∗)p,
définissons un sous-espace Σλ,µ de (˜C∗)p × Cp, où C = P1(R)× P1(R).
Soit Aj = {(σ, s) ∈ (˜C∗)p × Cp | (Im(σj) + Arg(µj))Im(sj) > pi2λj|Im(sj)|}.
Puis, posons B = `(
⋃p
j=1Aj), où l’adhérence est prise dans (˜C∗)p × C
p, et
B< = ((˜C∗)p×Cp)\B. On définit alors Σλ,µ comme étant ((˜C∗)p×Cp)∪B<.
Tout élément (σ, s) ∈ B< ∩ ((˜C∗)p × Cp) vérifie les conditions à l’infini sui-
vantes
∀j = 1, . . . , p , ∃εj > 0 : |Im(sj)| > 1
εj
⇒ (Im(σj)+Arg(µj))Im(sj) < pi2λj |Im(sj)|
ou encore
∀j = 1, . . . , p , ∃εj > 0 : |Im(sj)| > 1
εj
⇒ |Im(σj) + Arg(µj)| < pi
2
λj
Pour des valeurs négatives ou nulles d’un des λj, le sous-ensemble Σλ,µ serait
donc égal à (˜C∗)p × Cp.
Motivation de cette construction
Ainsi, pour un couple (λ, µ) ∈ (Q∗+)p × (C∗)p fixé, la fonction
Σλ,µ ∩ ((˜C∗)p × Cp) −→ C
(σ, s) 7−→ g(s1, . . . , sp)e−
∑p
j=1 σjsj
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sera à décroissance rapide quand |Im(sj)| → +∞ et a 6 Re(sj) 6 b pour
tout j = 1, . . . , p, et uniformément par rapport aux σj, à chaque fois que
nous rencontrerons une fonction g : Cp −→ C vérifiant
|g(s1, . . . , sp)| ∼ C
p∏
j=1
exp
(
Arg(µj)Im(sj)− pi
2
λj|Im(sj)|
)
quand |Im(sj)| → +∞ et a 6 Re(sj) 6 b pour tout j = 1, . . . , p.
En effet :
|g(s1, . . . , sp)e−
∑p
j=1 σjsj | ∼ C ′
p∏
j=1
exp
(
(Arg(µj)+Im(σj))Im(sj)−pi
2
λj|Im(sj)|
)
La trace du sous-espace Σλ,µ à l’infini est même exactement l’ensemble des
points de ((˜C∗)p × Cp) \ ((˜C∗)p × Cp) au voisinage desquels la propriété de
décroissance rapide ci-dessus est vérifiée. En effet, tout voisinage d’un point
de l’infini n’étant pas sur cette trace contient des points où ge−
∑p
j=1 σjsj n’est
pas à décroissance rapide.
Ceci joue un rôle essentiel dans la preuve du théorème 4.4.2.
Dans la définition de la transformation de Mellin inverse faisceautique, on
tensorisera donc par le faisceau constant sur (˜C∗)p × Cp supporté par Σλ,µ,
noté CΣλ,µ .
4.2 Théorème de commutation de la transfor-
mation de Mellin inverse et du foncteur des
solutions
Nous sommes maintenant en mesure de définir la transformation de Mellin
inverse faisceautique et d’énoncer un premier théorème de commutation de
la transformation de Mellin inverse et du foncteur des solutions.
Définition 4.2.1 Pour tout (λ, µ) ∈ (Q∗+)p× (C∗)p, le foncteur de (λ, µ)-
transformation de Mellin inverse faisceautique est
Mλ,µ : D
b(Cp,C) −→ Db((C∗)p,C)
G 7−→ Rρ1∗Rq!(q−1ρ−12 G
L⊗C CΣλ,µ) [p]
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Remarque 4.2.2 Le morphisme ρ1 étant propre, on a ρ1∗ = ρ1!. Donc,
avec des abus de notation évidents, les foncteurs Rρ1∗ et Rq! commutent,
car Rρ1∗Rq! = R(ρ1 ◦ q)! = R(q ◦ ρ1)!.
Posons LΣλ,µ = Rq!CΣλ,µ . Ce faisceau est une généralistation du système
local classique L = Rq!q−1C à l’espace (C∗)p ×Cp, puisque l’on a facilement
que LΣλ,µ|(C∗)p×Cp = L.
Propriété 4.2.3 Pour tout objet G de Db(Cp,C) et tout (λ, µ) ∈ (Q∗+)p×
(C∗)p, on a
Mλ,µ(G) = Rρ1∗(ρ−12 G
L⊗C LΣλ,µ) [p]
Preuve : C’est juste une application du théorème de projection. 
La suite est consacrée à la démonstration du théorème suivant :
Théorème 4.2.4
Notons Modpf (C[s]〈τ , τ−1〉) la catégorie des C[s]〈τ , τ−1〉-modules de présen-
tation finie.
Pour tout objet M de Modpf (C[s]〈τ , τ−1〉) et tout (λ, µ) ∈ (Q∗+)p × (C∗)p, il
existe un foncteur
Ψλ,µ :Modpf (C[s]〈τ , τ−1〉) −→ Db((C∗)p,C)
et deux morphismes canoniques dans Db((C∗)p,C)
Mλ,µ
(
Sol(M, E)
)
Ψλ,µ(M)
φλ,µoo
ψλ,µ // Sol
(
D(C∗)p ⊗D M(M) , Rq!Oan
(˜C∗)p
)
où Sol(−,Rq!Oan
(˜C∗)p
) = RHomD(−,Rq!Oan
(˜C∗)p
)
4.3 La preuve
Plan de la preuve
La démarche est la même que pour la démonstration du théorème 3.2.3.
Dans un premier temps, nous exprimons différemmentMλ,µ(Sol(M, E)),
pour un C[s]〈τ , τ−1〉-module de présentation finieM. Ensuite, nous pro-
cédons en deux étapes.
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Nous démontrons d’abord le théorème 4.2.4 pour p = 1. Pour cela, nous
calculons de deux manières le complexe de C[s]〈τ, τ−1〉C∗-modules
K0 = Rq!Rρ1∗ [B0
(∂σ+s).// B0]
•
Nous montrons qu’il est isomorphe, d’une part àRq!OanC˜∗ [−1], et d’autre
part àRρ1∗Rq!(q−1ρ
−1
2 `∗`
−1E⊗Ce−σs)0, avec des actions bien choisies.
Ces dernières font donc de l’isomorphisme
Rρ1∗Rq!(q
−1ρ−12 `∗`
−1E ⊗C e−σs)0[1] ∼= Rq!OanC˜∗
un isomorphisme de C[s]〈τ, τ−1〉C∗-modules. Nous n’avons alors plus
qu’à appliquer le foncteur
RHomC[s]〈τ,τ−1〉C∗ (MC∗ ,−)
pour exprimer les morphismes canoniques φλ,µ et ψλ,µ.
La cas où p est quelconque se fait par récurrence sur p, à partir du cas
à une variable.
Nous détaillons enfin, dans la section 4.4, un cas particulier où ces
morphismes sont des isomorphismes.
Proposition 4.3.1 Pour tout C[s]〈τ , τ−1〉-module de présentation finie
M, on a un isomorphisme canonique dans Db((C∗)p,C)
Mλ,µ(Sol(M, E)) ∼= Rρ1∗RHomC[s]〈τ ,τ−1〉(M, ρ−12 E ⊗C LΣλ,µ)[p]
Preuve : Mλ,µ(Sol(M, E)) = Rρ1∗(ρ−12 Sol(M, E)
L⊗C LΣλ,µ) [p]. On a des
morphismes canoniques (voir [K-S] p.114)
ρ−12 RHomC[s]〈τ,τ−1〉(M, E) −→ RHomρ−12 C[s]〈τ ,τ−1〉(ρ
−1
2 M, ρ−12 E)
∼= RHomC[s]〈τ ,τ−1〉(M, ρ−12 E)
RHomC[s]〈τ,τ−1〉(M, ρ−12 E)
L⊗C LΣλ,µ −→ RHomC[s]〈τ,τ−1〉(M, ρ−12 E ⊗C LΣλ,µ)
Ces morphismes sont en fait des isomorphismes : comme M est de présenta-
tion finie, il suffit donc de le vérifier pour M = C[s]〈τ , τ−1〉, ce qui est clair.
Enfin, l’isomorphisme est naturellement dans Db((C∗)p,C). 
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4.3.2 Cas d’une variable
La démarche utilisée dans ce paragraphe est inspirée de celle de B. Malgrange
pour le cas de la transformation de Fourier ([Mal-4]).
On suppose dans tout ce paragraphe que p = 1.
Commençons par exprimer de deux manières différentes le complexe
K0 = Rq!Rρ1∗ [B0
(∂σ+s).// B0]
•
K0 est un complexe de C[s]〈τ, τ−1〉C∗-modules, sur lequel τ et s agissent
par τt = τeσ et s.
L’opérateur ∂σ + s est exactement le remonté au revêtement universel de C∗
de l’opérateur t∂t + s, puisque t = eσ.
On définit sur C˜∗ × C le faisceau C0 de la même manière que B0, mais
en prenant des fonctions C∞ en s, s¯. La résolution de Dolbeault suivante est
acyclique pour ρ1∗ :
B0 ∼= [C0 ∂s¯ // C0]
•
Donc, K0 est l’image directe à support propre dérivée par q du complexe
simple associé au complexe double
ρ1∗C0
(∂σ+s).//
∂s¯

ρ1∗C0
∂s¯

ρ1∗C0
(∂σ+s).// ρ1∗C0
où le bidegré (0, 0) est placé en haut à gauche.
On s’intéresse aux colonnes de ce complexe double : dans la section 5.2.7, on
montre dans la proposition 5.2.8 que l’on a une suite exacte de C[s]〈τ, τ−1〉-
modules
0 // ρ1∗C0 ∂s¯ // ρ1∗C0
η //
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
// 0
où τ et s agissent par τeσ et s, et avec η ◦ (∂σ + s) = (∂σ + s) ◦ η.
D’où
K0 ∼= Rq!
[
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
(∂σ+s).//
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
]
[−1]
•
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C’est un isomorphisme de complexes de C[s]〈τ, τ−1〉-modules, où τ et s
agissent par τeσ et s.
Lemme 4.3.3 On a un isomorphisme de complexes de C[s]〈τ, τ−1〉-modules[
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
(∂σ+s).//
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
]
•
∼= OanC˜∗
où τ et s agissent sur le membre de gauche par τeσ et s, et sur le membre
de droite par eσ et −∂σ.
Preuve : Soit
∑∞
n=1
an(σ)
sn
une section de
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
. On a alors dans ce même
quotient (∂σ + s).
∑∞
n=1
an(σ)
sn
=
∑∞
n=1
a′n(σ)+an+1(σ)
sn
. Il est alors clair que ce
morphisme est surjectif, et que son noyau est isomorphe à OanC˜∗ via l’appli-
cation
∑∞
n=1
an(σ)
sn
7−→ a1(σ). De plus, une vérification simple montre que les
actions de τeσ et s deviennent, à-travers ce morphisme, les actions de eσ et
−∂σ. 
On en déduit donc l’isomorphisme de complexes de C[s]〈τ, τ−1〉-modules
K0[1] ∼= Rq!OanC˜∗
où τ et s agissent sur le membre de gauche par τt et s, et sur le membre de
droite par t et −t∂t. En effet, c’est un isomorphisme de faisceaux, non plus
sur C˜∗, mais sur C∗.
Mais grâce au lemme 5.4.1, on a aussi
K0 ∼= Rρ1∗Rq!(q−1ρ−12 `∗`−1E ⊗C e−σs)0
où (q−1ρ−12 `∗`−1E ⊗C e−σs)0 est le sous-faisceau de B0 des fonctions de la
forme g(s)e−σs. Cet isomorphisme est également un isomorphisme de com-
plexes de C[s]〈τ, τ−1〉-modules où τ et s agissent par τt et s.
Nous avons donc démontré le théorème suivant :
Théorème 4.3.4
On a un isomorphisme de complexes de C[s]〈τ, τ−1〉-modules
Rρ1∗Rq!(q
−1ρ−12 `∗`
−1E ⊗C e−σs)0[1] ∼= Rq!OanC˜∗
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où τ et s agissent sur le membre de gauche par τt et s, et sur le membre de
droite par t et −t∂t.
Nous sommes maintenant en mesure de démontrer le théorème 4.2.4 pour
p = 1.
Preuve :(du théorème 4.2.4 pour p = 1)
On remarque tout d’abord que le morphisme d’adjonction E ↪→ `∗`−1E induit
un isomorphisme (q−1ρ−12 E ⊗C e−σs)0 
 ∼= // (q−1ρ−12 `∗`
−1E ⊗C e−σs)0 .
Pour prouver cela, il suffit de le vérifier sur les fibres en vérifiant que les
conditions de croissance sont bien remplies.
Ensuite, on a un premier morphisme naturel de C[s]〈τ, τ−1〉-modules :
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ 
 ψλ,µ // (q−1ρ−12 E ⊗C e−σs)0
où τ et s agissent par τeσ et s sur les deux membres.
On a également
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ 
 φλ,µ // q−1ρ−12 E ⊗C CΣλ,µ
où τ et s agissent sur le membre de gauche par τeσ et s, et sur le membre de
droite par τ et s.
En appliquant le foncteur Rq!, et le théorème de projection, on obtient les
deux morphismes de C[s]〈τ, τ−1〉-modules
Rq!
(
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ
)
  ψλ,µ //Rq!(q−1ρ−12 E ⊗C e−σs)0
Rq!
(
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ
)
  φλ,µ // ρ−12 E ⊗C LΣλ,µ
où les actions sont les mêmes que précédemment, au changement de variable
t = eσ près. Enfin, on applique les foncteursRρ1∗, puisRHomC[s]〈τ,τ−1〉(M,−).
On pose alors
Ψλ,µ(M) = RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!
(
(q−1ρ−12 E⊗Ce−σs)0⊗CCΣλ,µ
))
[1]
et on a les deux morphismes
Ψλ,µ(M) 
 //RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!(q−1ρ−12 E ⊗C e−σs)0
)
[1]
Ψλ,µ(M) 
 //RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗(ρ−12 E ⊗C LΣλ,µ)
)
[1]
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Grâce à la proposition 4.3.1 et à un isomorphisme canonique de [K-S] p.112,
on a
Mλ,µ(Sol(M, E)) ∼= RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗(ρ−12 E ⊗C LΣλ,µ)
)
[1]
où τ et s agissent de façon naturelle sur Rρ1∗(ρ
−1
2 E ⊗C LΣλ,µ).
D’autre part, on a un isomorphisme dans Db(C∗,C)
RHomD
(
M(M),OanC∗
) ∼= RHomC[s]〈τ,τ−1〉(M,OanC∗)
où τ et s agissent par t et −t∂t sur OanC∗ .
Et par le théorème 4.3.4, on a un isomorphisme dans Db(C∗,C)
Sol
(
D ⊗D M(M) , Rq!OanC˜∗
) ∼= RHomD(M(M),Rq!OanC˜∗)
∼= RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!(q−1ρ−12 `∗`−1E ⊗C e−σs)0
)
[1]
On déduit donc les deux morphismes canoniques cherchés. 
4.3.5 Cas de p variables
Exprimons de deux manières différentes le complexe
K0 = Rρ1∗Rq!K•(∂σ1 + s1, . . . , ∂σp + sp;B0)
où K•(∂σ1 + s1, . . . , ∂σp + sp;B0) est le complexe de Koszul avec le degré 0
placé tout à gauche.
K0 est un complexe de C[s]〈τ , τ−1〉
(C∗)p-modules, sur lequel les τj et sj
agissent par τjtj = τjeσj et sj.
On définit sur (˜C∗)p×Cp le faisceau Qk,l de la même façon que B0, mais en
prenant des formes différentielles C∞ en les sj et s¯j de type (k, l), à paramètres
holomorphes en les σj.
On a alors la résolution de Dolbeault B0 ∼= Q0,•, qui est acyclique pour ρ1∗.
Donc,
K0 ∼= Rq!T ot•
(
K•(∂σ1 + s1, . . . , ∂σp + sp; ρ1∗Q0,•)
)
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Notons
Oan
(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
] le faisceau sur (˜C∗)p des fonctions
holomorphes en (σ1, . . . , σp) à valeurs dans
C
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
C
[
s1, . . . , sp
] .
Lemme 4.3.6 On a
ρ1∗Q0,•[p] ∼=
Oan
(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
]
Preuve : La preuve de ce lemme se fait de la manière que celle de 3.3.6, en
s’appuyant sur le lemme 5.2.11. 
Il vient donc
K0[p] ∼= Rq!K•
(
∂σ1 + s1, . . . , ∂σp + sp;
Oan
(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
] )
Calculons maintenant ce complexe de Koszul.
Lemme 4.3.7 On a un isomorphisme de C[s]〈τ , τ−1〉-modules
K•
(
∂σ1 + s1, . . . , ∂σp + sp;
Oan
(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
] ) ∼= Oan
(˜C∗)p
où τj et sj agissent sur le membre de gauche par τjeσj et sj, et sur le membre
de droite par eσj et −∂σj .
Preuve : Il suffit de le faire par récurrence sur p à l’aide du lemme simi-
laire à une variable 4.3.3. Pour cela, on considère ce complexe de Koszul
comme le complexe simple associé au complexe p-uple formé des p complexes
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[Oan
(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s1, . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
] ∂σj+sj // Oan(˜C∗)p
[[ 1
s1
, . . . ,
1
sp
]][
s,1 . . . , sp
]
Oan
(˜C∗)p
[
s1, . . . , sp
] ]
•
.
On calcule une variable après l’autre. 
On en déduit donc l’isomorphisme de complexes de C[s]〈τ , τ−1〉-modules
K0[p] ∼= Rq!Oan
(˜C∗)p
où τj et sj agissent sur le membre de gauche par τjtj et sj, et sur le membre
de droite par tj et −tj∂tj .
Cependant, en notant e−〈σ,s〉 = e−σ1s1 · · · e−σpsp , le lemme 5.4.2 nous donne
une autre expression du complexe K0 :
K0 ∼= Rρ1∗Rq!(q−1ρ−12 `∗`−1E ⊗C e−〈σ,s〉)0
où (q−1ρ−12 `∗`−1E ⊗C e−〈σ,s〉)0 est le sous-faisceau de B0 des fonctions de
la forme g(s1, . . . , sp)e−〈σ,s〉. Cet isomorphisme est aussi un isomorphisme de
complexes de C[s]〈τ , τ−1〉-modules où τj et sj agissent par τjtj et sj.
Nous avons donc démontré le théorème suivant :
Théorème 4.3.8
On a un isomorphisme de complexes de C[s]〈τ , τ−1〉-modules
Rρ1∗Rq!(q
−1ρ−12 `∗`
−1E ⊗C e−〈σ,s〉)0 [p] ∼= Rq!Oan
(˜C∗)p
où τj et sj agissent sur le membre de gauche par τjtj et sj, et sur le membre
de droite par tj et −tj∂tj .
Nous sommes maintenant en mesure de démontrer le théorème 4.2.4.
Preuve :(du théorème 4.2.4)
On remarque tout d’abord que le morphisme d’adjonction E ↪→ `∗`−1E induit
un isomorphisme
(q−1ρ−12 E ⊗C e−〈σ,s〉)0 
 ∼= // (q−1ρ−12 `∗`
−1E ⊗C e−〈σ,s〉)0
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Pour prouver cela, il suffit de le vérifier sur les fibres en vérifiant que les
conditions de croissance sont bien remplies.
Ensuite, on a un premier morphisme naturel de C[s]〈τ , τ−1〉-modules :
(q−1ρ−12 E ⊗C e−〈σ,s〉)0 ⊗C CΣλ,µ 
 ψλ,µ // (q−1ρ−12 E ⊗C e−〈σ,s〉)0
où les τj et sj agissent par τjeσj et sj sur les deux membres.
On a également
(q−1ρ−12 E ⊗C e−〈σ,s〉)0 ⊗C CΣλ,µ 
 φλ,µ // q−1ρ−12 E ⊗C CΣλ,µ
où les τj et sj agissent sur le membre de gauche par τjeσj et sj, et sur le
membre de droite par τj et sj.
En appliquant le foncteur Rq!, et le théorème de projection, on obtient les
deux morphismes de C[s]〈τ , τ−1〉-modules
Rq!
(
(q−1ρ−12 E ⊗C e−〈σ,s〉)0 ⊗C CΣλ,µ
)
  ψλ,µ //Rq!(q−1ρ−12 E ⊗C e−〈σ,s〉)0
Rq!
(
(q−1ρ−12 E ⊗C e−〈σ,s〉)0 ⊗C CΣλ,µ
)
  φλ,µ // ρ−12 E ⊗C LΣλ,µ
où les actions sont les mêmes que précédemment, au changement de variables
tj = e
σj près. Enfin, on applique les foncteursRρ1∗, puisRHomC[s]〈τ,τ−1〉(M,−).
On pose alors
Ψλ,µ(M) = RHomC[s]〈τ ,τ−1〉
(
M,Rρ1∗Rq!
(
(q−1ρ−12 E⊗Ce−〈σ,s〉)0⊗CCΣλ,µ
))
[p]
et on a les deux morphismes
Ψλ,µ(M) 
 //RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!(q−1ρ−12 E ⊗C e−〈σ,s〉)0
)
[p]
Ψλ,µ(M) 
 //RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗(ρ−12 E ⊗C LΣλ,µ)
)
[p]
Grâce à la proposition 4.3.1 et à un isomorphisme canonique de [K-S] p.112,
on a
Mλ,µ(Sol(M, E)) ∼= RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗(ρ−12 E ⊗C LΣλ,µ)
)
[p]
où les τj et sj agissent de façon naturelle sur Rρ1∗(ρ
−1
2 E ⊗C LΣλ,µ).
D’autre part, on a un isomorphisme dans Db((C∗)p,C)
RHomD
(
M(M),Oan(C∗)p
) ∼= RHomC[s]〈τ ,τ−1〉(M,Oan(C∗)p)
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où les τj et sj agissent par tj et −tj∂tj sur Oan(C∗)p .
Et par le théorème 4.3.8, on a un isomorphisme dans Db((C∗)p,C)
Sol
(
D ⊗D M(M) , Rq!Oan
(˜C∗)p
) ∼= RHomD(M(M),Rq!Oan
(˜C∗)p
)
∼= RHomC[s]〈τ ,τ−1〉
(
M,Rρ1∗Rq!(q−1ρ−12 `∗`−1E ⊗C e−〈σ,s〉)0
)
[p]
On déduit donc les deux morphismes canoniques cherchés. 
4.4 Le cas des opérateurs à une variable et à
une seule pente strictement positive
Dans le cas particulier des modules à une variable de la forme C[s]〈τ,τ
−1〉
C[s]〈τ,τ−1〉∆ ,
où ∆ ∈ C[s]〈τ, τ−1〉 − {0}, et à une seule pente strictement positive, nous
montrons comment les morphismes φλ,µ et ψλ,µ du théorème 4.2.4 peuvent
devenir des isomorphismes.
4.4.1 Le théorème
On a défini en 1.4.1 le couple d’un D-module de la forme DC∗
DC∗P
(P 6= 0). Le
but de cette section est de montrer le théorème suivant :
Théorème 4.4.2
Etant donné (λ, µ) ∈ Q∗+×C∗, pour tout C[s]〈τ, τ−1〉-module M = C[s]〈τ,τ
−1〉
C[s]〈τ,τ−1〉∆
avec ∆ ∈ C[s]〈τ, τ−1〉 − {0}, à une seule pente strictement positive, dont
le transformé de Mellin algébrique inverse a pour couple ( 1
λ
, µ), il existe un
isomorphisme canonique dans Db((C∗)p,C)
H0Mλ,µ
(
Sol(M, E)
) ∼= H0Sol(DC∗ ⊗D M(M) , Rq!OanC˜∗)
Etant donné (λ, µ) ∈ Q∗+ × C∗, nous allons montrer, en fait, que les mor-
phismes canoniques φλ,µ et ψλ,µ du théorème 4.2.4 deviennent des isomor-
phismes après application du foncteur
RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!
(
−
))
pour tout C[s]〈τ, τ−1〉-module M = C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉∆ avec ∆ ∈ C[s]〈τ, τ−1〉 − {0} à
une seule pente strictement positive, dont le transformé de Mellin algébrique
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inverse a pour couple ( 1
λ
, µ).
Pour cela, nous allons utiliser des résultats de A. Duval et J.P. Ramis (voir,
par exemple, [Duv-1], [Duv-2], [Ram-2], ou encore [Tou] p.141). Ces travaux
font intervenir une transformation voisine de celle de Mellin : la transforma-
tion de Pincherle. Grâce a celle-ci, on peut déterminer une base de solutions
de l’équation aux différences finies ([Ram-2], ou encore [Duv-2] pour une gé-
néralisation), et on connait une expression asymptotique de chacune de ces
fonctions ([Duv-1], [Tou] p.160, ou encore [Duv-2] pour une généralisation).
4.4.3 La preuve du théorème 4.4.2
Résumons en quelques points les résultats d’Anne Duval qui nous servent
ici. Considérons un opérateur aux différences finies ∆ de degré r et son
transformé de Mellin inverse algébrique P . Selon des travaux de J.P. Ramis
([Ram-2]), A. Duval exhibe dans [Duv-2] une base de solutions de P (para-
graphe b-i p.71). Si de plus le τ -polygone de Newton de ∆ n’a que des pentes
strictement positives, alors ces solutions sont au nombre de r (propositions
2-d-3 p.67 et 3-a-10 p.70). Celles-ci lui permettent alors de définir une base
de r solutions de ∆ (paragraphe b-ii p.73), et d’en donner une description
asymptotique (théorème 3.b.10 et lemme 3.b.4). Ce comportement asymp-
totique est également donné de manière beaucoup plus précise par Evelyne
Tournier dans [Tou] (p.161).
Nous sommes donc en mesure de connaître une base de solutions de ∆ dont
le comportement asymptotique peut se calculer explicitement : c’est le point
crucial de la démonstration du résultat que nous avons en vue dans ce para-
graphe.
Récapitulons donc, dans le théorème suivant, les résultats d’Anne Duval et
d’Evelyne Tournier dont nous aurons besoin :
Théorème 4.4.4 ([Duv-1], [Duv-2] 3.b.10, [Tou] p.161)
Soit ∆ ∈ C[s]〈τ, τ−1〉. Si son polygone de Newton N(∆) a toutes ses pentes
strictement positives, alors il existe un système fondamental {f1, . . . , fr} de
solutions de ∆u = 0 méromorphes sur C, à croissance au plus exponentielle
d’ordre 1 verticalement, holomorphes dans un demi-plan convenable {s ∈
C|Re(s) > A}, avec arg(s) ∈]− pi
2
, pi
2
[. De plus, elles sont égales à√
2pi
spq
(q
p
s
δ
) q
p
s
exp
(
− q
p
s+
p∑
n=1
An(−q
p
s
δ
)1−
n
p
)
g(s)
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où δ est une constante que l’on sait déterminer, où g admet un développement
asymptotique en sα(log s)k, quand |s| → +∞ dans ce demi-plan, et où q
p
est
une pente écrite sous forme irréductible de N(∆).
Ce théorème donne en fait une formule de Stirling généralisée. Dans [Duv-2]
3.b.10, cette formule est donnée à une puissance de la fonction Gamma près.
La présence de ce facteur est juste technique : il sert à se ramener à un opé-
rateur dont les pentes sont toutes strictement positives. Ceci étant déjà le
cas ici, par hypothèse, ce facteur ne figure pas.
Etant donné que, dans le théorème 4.4.2, nous considérons les solutions à
croissance au plus exponentielle d’ordre 1 verticalement, le résultat précédent
va nous servir à mesurer effectivement cette croissance. Cependant, grâce au
théorème 4.4.4, nous remarquons que l’exponentielle qui contrôle la croissance
de ces solutions quand |Im(s)| → +∞ s’exprime à l’aide des pentes du τ -
polygone de Newton de ∆.
Si nous voulons que chacune de ces fonctions ait des croissances exponentielles
semblables, il suffit donc d’imposer à N(∆) de n’avoir qu’une seule pente
strictement positive. Et dans ce cas, nous obtenons :
Proposition 4.4.5 Soit ∆ ∈ C[s]〈τ, τ−1〉 tel que le polygone de Newton
N(∆) n’a qu’une seule pente, dont la forme irréductible est q
p
> 0. Notons
(p
q
, δ) le couple du transformé de Mellin inverse algébrique de ∆ (voir défini-
tion 1.4.1).
Alors toute fonction f du système fondamental évoqué au théorème 4.4.4 vé-
rifie la condition suivante : il existe des réels Bl tels que pour toute bande
verticale {a 6 Re(s) 6 b} incluse dans un demi-plan {s ∈ C|Re(s) > A}
convenable, avec arg(s) ∈]− pi
2
, pi
2
[, il existe une fonction Φa,b de la classe de
Nilsson telle que
|f(s)| = O
(
|Φa,b(s)| exp
(
Arg(δ)Im(s)− pi
2
q
p
|Im(s)|+
p−1∑
l=1
Bl|Im(s)|1−
l
p
))
quand |Im(s)| → +∞ dans cette bande verticale.
Preuve : D’après le théorème 4.4.4, le polygone de Newton de∆ ayant q
p
> 0
comme unique pente, l’expression des fonctions du système fondamental ne
peut être que√
2pi
spq
(q
p
s
δ
) q
p
s
exp
(
− q
p
s+
p∑
n=1
An(−q
p
s
δ
)1−
n
p
)
g(s)
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où g admet un développement asymptotique en sα(log s)k. Ecrite plus sim-
plement, cette expression devient
s
q
p
sδ−s exp
(
− q
p
s+
p∑
n=1
Λn(−q
p
s
δ
)1−
n
p
)
h(s)
où h admet un développement asymptotique en sα(log s)k.
Dans une bande verticale {a 6 Re(s) 6 b}, les modules des fonctions du
système fondamental sont équivalentes, quand |Im(s)| → +∞, à
exp
(
Arg(δ)Im(s)− pi
2
q
p
|Im(s)|
)∣∣∣ exp(− q
p
s+
p∑
n=1
An(−q
p
s
δ
)1−
n
p
)
h˜(s)
∣∣∣
où h˜ admet un développement asymptotique en sα(log s)k. Le calcul annexe
du paragraphe 5.5 nous permet alors de conclure. 
Donnons ensuite une proposition qui mesure la croissance des fonctions sur
C tout entier.
Proposition 4.4.6 La proposition 4.4.5 reste vraie sans restriction à un
demi-plan, c’est à dire sur C tout entier.
Preuve : La formule de la proposition 4.4.5 provient de l’expression asymp-
totique d’une intégrale de la forme
I(s) =
∫
γ
eQ(t
1
q )(t
1
q )α+s−1ϕ(t)dt
où γ est une demi-droite allant de 0 à l’infini dans un secteur angulaire de
décroissance de eQ(t
1
q ) à l’infini, où p = degQ, α ∈ C, et où ϕ admet un
développement asymptotique ϕˆ(t) ∈ C[[t− 1q ]][log(t 1q )] à l’infini (voir [Tou]
p.159-161 ou [Duv-2] 3.b.4). Ceci est valable pour Re(s) > A.
La partie qui dicte la croissance de I(s) à l’infini est exp(−pi
2
q
p
|Im(s)|). Elle
ne dépend donc que du polynôme Q qui intervient dans l’intégrale.
Or, par intégrations par parties successives, cette intégrale peut être prolon-
gée de manière classique en une fonction méromorphe sur C. A la première
étape, on obtient
(
s− 1
q
+ 1)I(s) = −
∫
γ
(t
1
q )(s+q)−1
d
dt
(t
α
q ϕ(t)eQ(t
1
q ))dt
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Or d
dt
(t
α
q ϕ(t)eQ(t
1
q )) s’écrit comme somme de trois termes de la forme eQ(t
1
q )(t
1
q )βψ(t),
avec β ∈ C, et ψ admettant un développement asymptotique ψˆ(t) ∈ C[[t− 1q ]][log(t 1q )]
à l’infini.
Sur {s ∈ C|Re(s) > A− q} \ {1− q}, on a donc
I(s) = − q
s− (1− q)
∫
γ
(t
1
q )(s+q)−1
d
dt
(t
α
q ϕ(t)eQ(t
1
q ))dt
Le facteur dictant la croissance de l’expression de droite est une nouvelle fois
exp(−pi
2
q
p
|Im(s)|). Il en est donc de même pour le prolongement de I en une
fonction méromorphe sur le demi-plan {s ∈ C|Re(s) > A− q}.
Et ainsi de suite. 
Nous sommes maintenant en mesure de terminer la preuve du théorème 4.4.2.
Soit donc un C[s]〈τ, τ−1〉-moduleM = C[s]〈τ,τ−1〉C[s]〈τ,τ−1〉∆ avec ∆ ∈ C[s]〈τ, τ−1〉−{0}
à une seule pente strictement positive, et dont le transformé de Mellin inverse
algébrique a pour couple ( 1
λ
, µ). Considérons les morphismes canoniques φλ,µ
et ψλ,µ du théorème 4.2.4 à une variable :
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ 
 ψλ,µ // (q−1ρ−12 E ⊗C e−σs)0
(q−1ρ−12 E ⊗C e−σs)0 ⊗C CΣλ,µ 
 φλ,µ // q−1ρ−12 E ⊗C CΣλ,µ
Montrons que ces deux morphismes deviennent des isomorphismes après ap-
plication du foncteur
RHomC[s]〈τ,τ−1〉
(
M,Rρ1∗Rq!
(
−
))
Ces deux morphismes sont clairement des isomorphismes à distance finie dans
C, c’est à dire en des points (σ0, s0) ∈ C˜∗ × C. Il reste à traiter le cas des
points (σ0, ξ0) ∈ C˜∗ × (C \ C).
Sur C˜∗× ({∞}×P1(R)), tous les faisceaux sont nuls : les isomorphismes sont
donc triviaux.
Soit maintenant (σ0, x0 ±∞) ∈ C˜∗ × (R× {∞}).
Soit E(σ0,x0) le sous-ensemble des fonctions de E(σ0,x0±∞) qui sont dans le H0
des solutions de M. Ces fonctions vérifient les propriétés des propositions
4.4.5 et 4.4.6. Leurs modules ont donc des expressions asymptotiques de la
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forme
|Φa,b(s)| exp
(
Arg(µ)Im(s)− pi
2
λ|Im(s)|+
p−1∑
l=1
Bl|Im(s)|1−
l
p
)
dans des bandes verticales.
Une expression asymptotique du module d’une telle solution multipliée par
e−σ0s est alors
|Φa,b(s)| exp
(
(Im(σ0) + Arg(µ))Im(s)− pi
2
λ|Im(s)|+
p−1∑
l=1
Bl|Im(s)|1−
l
p
)
dans des bandes verticales.
C’est donc (Im(σ0) + Arg(µ))Im(s) − pi2λ|Im(s)| qui dicte si un tel produit
est à décroissance rapide dans des bandes verticales ou pas.
Une condition nécessaire et suffisante pour que ψλ,µ soit un isomorphisme est
que, si (Im(σ0)+Arg(µ))Im(s) > pi2λ|Im(s)|, alors la seule fonction de E(σ0,x0)
qui, multipliée par e−σ0s, soit à décroissance rapide verticalement, est 0. Ce
qui est bien le cas.
De même, une condition nécessaire et suffisante pour que φλ,µ soit un iso-
morphisme est que, si (Im(σ0) + Arg(µ))Im(s) < pi2λ|Im(s)|, alors pour tout
g ∈ E(σ0,x0), le produit g(s)e−σ0s est à décroissance rapide dans des bandes
verticales. Ce qui est encore le cas, d’après les hypothèses.
Ceci achève donc la démonstration du théorème 4.4.2.
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Chapitre 5
Calculs et lemmes techniques
5.1 Un résultat de finitude sur les solutions d’un
D(C∗)p-module
Reprenons les notations du chapitre 2.
Nous noterons par la suite
Tα = Tα11 · · ·Tαpp et (T − T 0)α = (T1 − T 01 )α1 · · · (Tp − T 0p )αp
tN = tN11 · · · tNpp
pour tout α = (α1, . . . , αp) ∈ Np, et tout N = (N1, . . . , Np) ∈ Np.
Le but de cette section est de démontrer le résultat suivant :
Proposition 5.1.1 Pour tout D(C∗)p-module algébrique cohérent M dont
le module des sections globales est noté M, tel que RHomD(M,A<0(C∗)p) est à
cohomologie C-constructible sur (C∗)p et R-constructible sur le bord de (C∗)p,
on a un isomorphisme canonique dans Db(Mod(OCp/Zp))
RHomD(M, r1−1A<0(C∗)p)
L⊗C r−12 OCp/Zp ∼= RHomD(M,A<0(C∗)p×Cp/Zp)
Précisons tout d’abord en quel sens nous parlons de résultat de finitude sur
les solutions. Nous savons qu’il existe un morphisme canonique
RHomD(M, r1−1A<0(C∗)p)
L⊗C r−12 OCp/Zp
−→ RHomD(M, r1−1A<0(C∗)p ⊗C r−12 OCp/Zp)
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C’est en fait un isomorphisme : comme M est un D-module de présentation
finie, il suffit de le vérifier pour M = D.
Pour démontrer la proposition 5.1.1, il suffit donc de comparer
RHomD(M, r1−1A<0(C∗)p ⊗C r−12 OCp/Zp) et RHomD(M,A<0(C∗)p×Cp/Zp)
Ainsi, nous désirons savoir à quelle condition les solutions holomorphes en
(t1, . . . , tp, T1, . . . , Tp) ∈ (C∗)p × Cp/Zp d’un k∗p−11 Dan(C∗)p-module k∗p−11 Man
s’écrivent ∑
finie
uj(t1, . . . , tp)hj(T1, . . . , Tp)
avec les uj solutions holomorphes deM et les hj également holomorphes, tout
en respectant les conditions de décroissance rapide.
Du morphisme r1−1A<0(C∗)p ⊗C r−12 OCp/Zp −→ A<0(C∗)p×Cp/Zp , il vient un mor-
phisme canonique
RHomD(M, r1−1A<0(C∗)p ⊗C r−12 OCp/Zp)
Φ−→ RHomD(M,A<0(C∗)p×Cp/Zp)
Nous avons donc à montrer que Φ est un quasi-isomorphisme lorsque les
hypothèses de la proposition 5.1.1 sont vérifiées. Pour cela, soit un D-module
M de présentation finie. Sur une résolution D-libre de M, la fibre en un
x0 = (θ0I , θ
0
J , t
0, T 0) ∈ (S0)I × (S∞)J × (C∗){1,...,p}\I∪J ×Cp/Zp quelconque du
morphisme précédent s’écrit
0 // (A<0(C∗)p C OCp/Zp)m0x0
Φ0

Ψ0 // . . . Ψl−1 // (A<0
(C∗)p C OCp/Zp)
ml
x0
Ψl //
Φl

. . .
0 // (A<0(C∗)p×Cp/Zp,x0)m0
Ψ0 // . . . Ψl−1 // (A<0
(C∗)p×Cp/Zp,x0)
ml Ψl // . . .
où les Ψj sont des matrices d’opérateurs dans D. Montrons que Φ est un
quasi-isomorphisme, sachant que RHomD(M,A<0(C∗)p) est à cohomologie C-
constructible sur (C∗)p et R-constructible sur le bord de (C∗)p, ce qui implique
que les fibres de ses faisceaux de cohomologie sont des C-espaces vectoriels
de dimension finie.
Montrons que Φ0 induit un isomorphisme sur la cohomologie
Le morphisme Φ0 est l’inclusion. Montrons que tout g = (g1, . . . , gm0) ∈
(A<0
(C∗)p×Cp/Zp,x0)
m0 tel que Ψ0(g) = 0 est un élément de (A<0(C∗)pCOCp/Zp)m0x0 .
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En reprenant les notations du paragraphe 2.1, posons
x0 = (θ0I , θ
0
J , t
0, T 0) ∈ (S0)I × (S∞)J × (C∗){1,...,p}\I∪J × Cp/Zp
Toute section f ∈ A<0
(C∗)p×Cp/Zp,x0 est holomorphe sur un ouvert D0(θ
0
I , εi) ×
D∞(θ0J , εj) × W 0 × V 0, où D0(θ0I , εi) et D∞(θ0J , εj) sont des polysecteurs
angulaires en 0 et à l’infini, W 0 est un voisinage ouvert de t0, et V 0 est un
voisinage ouvert d’un polydisque compact D(T 0, R) = D(T 01 , R1) × · · · ×
D(T 0p , Rp) de centre T 0 et de polyrayon R ∈ (R∗+)p.
Lemme 5.1.2 Toute fonction f ∈ A<0
(C∗)p×Cp/Zp,x0 définie sur un ouvert dé-
crit ci-dessus se développe en
f =
∑
α∈Np
uα.(T − T 0)α avec uα ∈ A<0(C∗)p,(θ0I ,θ0J ,t0)
et les |Tj − T 0j | < Rj.
Cette série converge normalement au sens
∀K ⊂ W 0 compact,
∑
α∈Np
‖uα‖K,ε∞ ρα < +∞
pour ρ = (ρ1, . . . , ρp) ∈ (R∗+)p tel que ρj < Rj pour tout j = 1, . . . , p, et où
‖ − ‖K,ε∞ désigne la norme infinie sur D0(θ0I , εi)×D∞(θ0J , εj)×K.
Preuve : La formule de Cauchy nous donne pour tout (t, T ) ∈ D0(θ0I , εi)×
D∞(θ0J , εj)×W 0 ×D(T 0, R) :
f(t, T ) =
( 1
2ipi
)p ∫
· · ·
∫
{|ξj−T 0j |=Rj}
f(t, ξ)
(ξ1 − T1) · · · (ξp − Tp)dξ1 · · · dξp
Or, pour tout T ∈ D(T 0, R) et tout ξ tel que ∀j : |ξj − T 0j | = Rj, on a le
développement
1
(ξ1 − T1) · · · (ξp − Tp) =
∑
k1,...,kp>0
(T1 − T 01 )k1 · · · (Tp − T 0p )kp
(ξ1 − T 01 )k1+1 · · · (ξp − T 0p )kp+1
On obtient alors
f(t, T ) =
( 1
2ipi
)p ∫
· · ·
∫
{|ξj−T 0j |=Rj}
∑
k1,...,kp>0
f(t, ξ)
(T1 − T 01 )k1 · · · (Tp − T 0p )kp
(ξ1 − T 01 )k1+1 · · · (ξp − T 0p )kp+1
dξ1 · · · dξp
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pour tout (t, T ) ∈ D0(θ0I , εi)×D∞(θ0J , εj)×W 0 ×D(T 0, R).
En posant,
uk1,...,kp(t) =
( 1
2ipi
)p ∫
· · ·
∫
{|ξj−T 0j |=Rj}
f(t, ξ)
(ξ1 − T 01 )k1+1 · · · (ξp − T 0p )kp+1
dξ1 · · · dξp
nous avons
f(t, T ) =
∑
k1,...,kp>0
uk1,...,kp(t)(T1 − T 01 )k1 · · · (Tp − T 0p )kp
pour tout (t, T ) ∈ D0(θ0I , εi)×D∞(θ0J , εj)×W 0 ×D(T 0, R).
Voyons maintenant que pour tout k1, . . . , kp > 0, on a uk1,...,kp ∈ A<0(C∗)p,(θ0I ,θ0J ,t0).
Par domination, il est clair que les uk1,...,kp sont holomorphes.
Pour montrer leur décroissance rapide, procédons à des majorations en uti-
lisant celle de f en t.
Soit K un compact contenu dansW 0. Pour tout t ∈ D0(θ0I , εi)×D∞(θ0J , εj)×
K, on a :
|uk1,...,kp(t)| 6
1
(2pi)p
∣∣∣∣∣
∫
· · ·
∫
{|ξj−T 0j |=Rj}
|f(t, ξ)|
|ξ1 − T 01 |k1+1 · · · |ξp − T 0p |kp+1
dξ1 · · · dξp
∣∣∣∣∣
6 1
(2pi)p
∣∣∣∣∣
∫
· · ·
∫
{|ξj−T 0j |=Rj}
|f(t, ξ)|
Rk1+11 · · ·Rkp+1p
dξ1 · · · dξp
∣∣∣∣∣
6 1
(2pi)p
∣∣∣∣∣
∫
· · ·
∫
{|ξj−T 0j |=Rj}
CN
∏
i∈I |ti|Ni∏
j∈J |tj |Nj
Rk1+11 · · ·Rkp+1p
dξ1 · · · dξp
∣∣∣∣∣
6 CN
Rk11 · · ·Rkpp
∏
i∈I |ti|Ni∏
j∈J |tj|Nj
pour tout N = (Nk)k∈I∪J ∈ NI∪J , la constante CN > 0 dépendant de N .
La convergence de la série en découle. Pour tout ρ ∈ (R∗+)p tel que ρj < Rj
pour tout j = 1, . . . , p, on a :
∀K ⊂ W 0 compact,
∑
α∈Np
‖uα‖K,ε∞ ρα 6
∑
α∈Np
CN
Rα
∏
i∈I ε
Ni
i∏
j∈J
1
ε
Nj
j
ρα
6
∑
α∈Np
C˜N
ρα
Rα
< +∞
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Grâce à ce lemme, développons g en
g =
∑
α∈Np
uα.(T − T 0)α
avec uα = (u1α, . . . , um0α ) ∈ (A<0(C∗)p,(θ0I ,θ0J ,t0))
m0 . Or, le morphisme Ψ0 ne faisant
intervenir que des opérateurs différentiels indépendants de la variable T , nous
avons que Ψ0(g) = 0 implique Ψ0(uα) = 0 pour tout α ∈ Np. Mais, par
hypothèse, l’espace vectoriel (kerΨ0)(θ0I ,θ0J ,t0) est de dimension finie. Notons
f1, . . . , fd une base de ce dernier. Il existe donc des λα1 , . . . , λαd ∈ C tels que
uα = λ
α
1f1 + · · ·+ λαdfd
Il vient donc
g =
∑
α∈Np
uα.(T − T 0)α
=
∑
α∈Np
d∑
k=1
λαkfk(T − T 0)α
=
d∑
k=1
(
fk
∑
α∈Np
λαk (T − T 0)α
)
Il reste à montrer que les séries
∑
α∈Np λ
α
k (T − T 0)α convergent. Pour cela,
démontrons grâce au lemme suivant que nous savons contrôler les |λαk | à l’aide
de ‖uα‖K,ε∞ :
Lemme 5.1.3 Il existe C > 0 tel que pour tout k = 1, . . . , d et tout α ∈ Np,
on a |λαk | 6 C‖uα‖K,ε∞ .
Preuve : Notons ‖ − ‖∞,f la norme sur E = V ect(f1, . . . , fd) suivante : si
g = a1f1 + · · ·+ adfd ∈ E avec a1, . . . , ad ∈ C, posons
‖g‖∞,f := sup
k=1,...,d
|ak|
On a alors |λαk | 6 ‖uα‖∞,f pour tout k = 1, . . . , d. Mais, E étant de di-
mension finie, toutes les normes y sont équivalentes, et il existe donc C > 0
77
indépendant de uα tel que ‖uα‖∞,f 6 C‖uα‖K,ε∞ , où on note encore ‖ − ‖K,ε∞
la norme induite par ‖− ‖K,ε∞ sur E. On obtient bien l’inégalité souhaitée. 
Grâce à ce lemme, pour |Tj − T 0j | = ρj < Rj, nous avons∣∣∣ ∑
α∈Np
λαk (T − T 0)α
∣∣∣ 6 ∑
α∈Np
∣∣∣λαk (T − T 0)α∣∣∣
6
∑
α∈Np
|λαk |ρα
6 C
∑
α∈Np
‖uα‖K,ε∞ ρα
D’après le lemme 5.1.2, chaque composante de ce développement converge.
Montrons que Φl induit un isomorphisme sur la cohomologie
Pour voir cela, notons [g] la classe d’un élément au but, et [[g]] celle d’un
élément à la source.
Soient f1, . . . , fd ∈ (A<0(C∗)p,(θ0I ,θ0J ,t0))
ml tels que [f1], . . . , [fd] soit une base de
RlHomD(M,A<0(C∗)p)(θ0I ,θ0J ,t0).
Soit g = (g1, . . . , gml) ∈ (A<0(C∗)p×Cp/Zp,x0)ml . Grâce au lemme 5.1.2, dévelop-
pons g en
g =
∑
α∈Np
uα.(T − T 0)α
avec uα = (u1α, . . . , umlα ) ∈ (A<0(C∗)p,(θ0I ,θ0J ,t0))
ml . Ecrivons alors :
g =
∑
α∈Np
(
Ψl−1(vα) +
d∑
k=1
λαkfk
)
(T − T 0)α
=
∑
α∈Np
Ψl−1(vα)(T − T 0)α +
d∑
k=1
fk
∑
α∈Np
λαk (T − T 0)α
où vα ∈ (A<0(C∗)p×Cp/Zp,x0)ml−1 . Ainsi, on a
∑
α∈Np Ψl−1(vα)(T−T 0)α ∈ Im(Ψl−1).
Le morphisme Φl induit donc une surjection sur les groupes de cohomologie.
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En effet, nous avons
[g] =
[ ∑
α∈Np
Ψl−1(vα)(T − T 0)α
]
+
[ d∑
k=1
fk
∑
α∈Np
λαk (T − T 0)α
]
= [0] +
d∑
k=1
[
fk
∑
α∈Np
λαk (T − T 0)α
]
= Φl
( d∑
k=1
[[fk]]
∑
α∈Np
λαk (T − T 0)α
)
Montrons maintenant que Φl induit une injection sur les groupes de cohomo-
logie.
Supposons pour cela Φl
(∑d
k=1(
∑
α∈Np λ
α
k (T − T 0)α)[[fk]]
)
= [0], c’est à dire[∑
α∈Np(
∑d
k=1 λ
α
kfk)(T − T 0)α
]
= [0], c’est à dire
∑
α∈Np(
∑d
k=1 λ
α
kfk)(T −
T 0)α ∈ ImΨl−1. Par unicité de l’écriture en série de T , on a
∑d
k=1 λ
α
kfk ∈
ImΨl−1 pour tout α ∈ Np. Donc, [0] =
[∑d
k=1 λ
α
kfk
]
=
∑d
k=1 λ
α
k [fk]. Les [fk]
étant linéairement indépendants sur C, il vient que λαk = 0 pour tout α ∈ Np
et tout k = 1, . . . , d. Donc :
∑d
k=1(
∑
α∈Np λ
α
k (T − T 0)α)[[fk]] = [[0]].
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5.2 Calculs de développements asymptotiques
5.2.1 Développements asymptotiques en t et
1
t
On reprend les notations du chapitre 3.
Posons K : t 7−→ −1
2ipi(t− 1) . Cette fonction est localement intégrable sur C
∗,
donc on la considère comme distribution pour la mesure de Haar du groupe
multiplicatif C∗. On noteK∗f le produit de convolution partiel en la variable
t de K par f , c’est à dire
(K ∗ f)(t, s) = 1
2ipi
∫
C∗
f(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
Le but de ce paragraphe est de montrer la proposition :
Proposition 5.2.2 On a une suite exacte de D-modules
0 // (q2 ◦ pi)∗C<0P1×C
∂t¯ // (q2 ◦ pi)∗C<0P1×C ε //
pi∗OanC [[t]][1t ]
pi∗OanC [1t ]
⊕ pi∗O
an
C [[
1
t
]][t]
(t)pi∗OanC [t]
// 0
où ε associe à f les développements asymptotiques de K∗f en 0 et à l’infini, et
où t et t∂t agissent par t et t ∂∂t−s−1. De plus, on a ε◦(τt−1−1) = (τt−1−1)◦ε.
En fin de section, nous démontrerons cet énoncé à paramètres.
Rappelons d’abord la définiton d’un développement asymptotique.
Une fonction f ∈ C∞(P1) admet un développement asymptotique en 0 s’il
existe une série formelle
∑
n>0 ant
n telle que f −
∑
06n6N
ant
n est plate en 0
pour tout N ∈ N et vérifie sur tout compact K ⊂ P1
∀N ∈ N, ∃CN > 0 : |f(t)−
∑
06n6N
ant
n| 6 CN |t|N+1
La série
∑
n>0 ant
n est alors le développement asymptotique en 0 de f .
De même, une fonction f ∈ C∞(P1) admet un développement asymptotique
à l’infini s’il existe une série formelle
∑
n>0
an
tn
telle que f −
∑
06n6N
an
tn
est
plate à l’infini pour tout N ∈ N et vérifie sur tout compact K ⊂ P1
∀N ∈ N, ∃CN > 0 : |f(t)−
∑
06n6N
an
tn
| 6 CN|t|N+1
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La série
∑
n>0
an
tn
est alors le développement asymptotique à l’infini de f .
Montrons maintenant les lemmes techniques utiles à la preuve de 5.2.2.
Lemme 5.2.3 Pour toute section g de (q2 ◦ pi)∗C<0P1×C, on peut majorer le
module de l’intégrale
I =
∫
C∗
g(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
indépendamment de t, lorsque |t| est assez grand et s dans un compact.
Preuve : L’idée est de découper I en deux intégrales
I61 =
∫
C∗∩{|ξ−t|6|t|}
g(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
I>1 =
∫
C∗∩{|ξ−t|>|t|}
g(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
Cas de I61.
On fait le changement de variables
{
ξ = t+ ρeiθ
ξ¯ = t¯+ ρe−iθ
On alors dξ ∧ dξ¯ = 2iρdθ ∧ dρ. Donc
|I61| =
∣∣∣ ∫
C∗∩{|ξ−t|6|t|}
t
|ξ|−2g(ξ, s)
t− ξ dξ ∧ dξ¯
∣∣∣
=
∣∣∣ ∫
[0,2pi]×]0,|t|]
t
|t+ ρeiθ|−2g(t+ ρeiθ, s)
−ρeiθ 2iρdθ ∧ dρ
∣∣∣
6
∣∣∣ ∫
[0,2pi]×]0,|t|]
2|t|
|t+ ρeiθ|2 |g(t+ ρe
iθ, s)|dθ ∧ dρ
∣∣∣
Or, g est à décroissance rapide en 0 et à l’infini, uniformément par rapport à
s sur tout compact, donc g est bornée par une constante C > 0 pour s dans
un compact. Donc, pour |t| assez grand
|I61| 6
∣∣∣ ∫
[0,2pi]×]0,|t|]
2C|t|
(|t| − ρ)2dθ∧dρ
∣∣∣ 6 ∣∣∣ ∫
[0,2pi]×]0,|t|]
2C|t|
(|t| − 1)2dθ∧dρ
∣∣∣ = 4piC|t|2
(|t| − 1)2
Enfin, pour |t| assez grand, |t|2
(|t|−1)2 est borné par une constante C
′ > 0. Donc,
pour |t| assez grand :
|I61| 6 4piCC ′
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Cas de I>1.
|I>1| =
∣∣∣ ∫
C∗∩{|ξ−t|>|t|}
tg(ξ, s)
(t− ξ)|ξ|2dξ ∧ dξ¯
∣∣∣
6
∣∣∣ ∫
C∗∩{|ξ−t|>|t|}
|t||g(ξ, s)|
|t− ξ||ξ|2 dξ ∧ dξ¯
∣∣∣
6
∣∣∣ ∫
C∗∩{|ξ−t|>|t|}
|ξ|−2|g(ξ, s)|dξ ∧ dξ¯
∣∣∣
qui est bien majoré par une constante indépendante de t, car ξ−2g(ξ, s) est à
décroissance rapide en 0 et à l’infini en ξ uniformément en la variable s sur
tout compact. 
On montre de la même manière :
Lemme 5.2.4 Pour toute section g de (q2 ◦ pi)∗C<0P1×C, on peut majorer le
module de l’intégrale
I =
∫
C∗
g(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
indépendamment de t, lorsque |t| est assez proche de 0 et s dans un compact.
Lemme 5.2.5 Pour toute section f de (q2 ◦ pi)∗C<0P1×C, le produit de convo-
lution K ∗ f existe, et a des développements asymptotiques en 0 et à l’infini
qui sont respectivement
+∞∑
k=1
(
−1
2ipi
∫
C∗
f(ξ, s)
ξk
dξ
ξ
∧ dξ¯
ξ¯
)
tk et
+∞∑
k=0
(
1
2ipi
∫
C∗
ξkf(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
)
1
tk
De plus, ε est un morphisme de D-modules, c’est à dire que pour toute section
f de (q2 ◦ pi)∗C<0P1×C, on a ε
(
(t ∂
∂t
− s− 1)f
)
= (t ∂
∂t
− s− 1)ε(f).
Preuve : On remarque tout d’abord que, pour toute section f de (q2 ◦ pi)∗C<0P1×C,
le produit de convolution K ∗ f(t, s) = 1
2ipi
∫
C∗ f(ξ, s)
1
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
est bien dé-
fini : c’est la décroissance rapide de f en 0 et à l’infini, uniformément par
rapport à s sur tout compact, qui assure l’existence de cette intégrale pour
tout t ∈ C∗.
– Montrons maintenant que K ∗ f a un développement asymptotique à l’in-
fini.
En effet, à l’infini, en utilisant le fait que 1
1− ξ
t
=
∑n
k=0
ξk
tk
+
ξn+1
tn+1
1− ξ
t
, il vient
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(K∗f)(t, s) =∑nk=0( 12ipi ∫C∗ ξkf(ξ, s)dξξ ∧dξ¯ξ¯ ) 1tk+( 12ipi ∫C∗ ξn+1f(ξ,s)1− ξ
t
dξ
ξ
∧dξ¯
ξ¯
) 1
tn+1
.
Du fait de la décroissances rapide de f en 0 et à l’infini, les intégrales∫
C∗ ξ
kf(ξ, s)dξ
ξ
∧ dξ¯
ξ¯
sont finies. Seule l’intégrale
∫
C∗
ξn+1f(ξ,s)
1− ξ
t
dξ
ξ
∧ dξ¯
ξ¯
pose
problème. On la borne indépendamment de t, pour |t| assez grand, grâce
au lemme 5.2.3, avec g(ξ, s) = ξn+1f(ξ, s).
Le développement asymptotique à l’infini de K ∗ f est donc
+∞∑
k=0
( 1
2ipi
∫
C∗
ξkf(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
) 1
tk
– De même, on montre à l’aide du lemme 5.2.4 que le développement asymp-
totique en 0 de K ∗ f est ∑+∞k=1(−12ipi ∫C∗ f(ξ,s)ξk dξξ ∧ dξ¯ξ¯ )tk.
– Montrons que ε
(
(t ∂
∂t
− s− 1)f
)
= (t ∂
∂t
− s− 1)ε(f).
Par commodité, notons DA∞(g) et DA0(g) les développements asympto-
tiques d’une section g à l’infini et en 0.
D’après ce qui précède, on a
DA∞(K ∗ t∂f
∂t
) =
+∞∑
k=0
( 1
2ipi
∫
C∗
ξk+1
∂f
∂ξ
(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
) 1
tk
Pour k > 0, en écrivant ∂
∂ξ
( ξ
kf(ξ,s)
ξ¯
) = k ξ
k−1f(ξ,s)
ξ¯
+ ξ
k
ξ¯
∂f
∂ξ
(ξ, s), on a∫
C∗
ξk+1
∂f
∂ξ
(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
=
∫
C∗
ξk
ξ¯
∂f
∂ξ
(ξ, s)dξ ∧ dξ¯
=
∫
C∗
∂
∂ξ
(
ξkf(ξ, s)
ξ¯
)dξ ∧ dξ¯ −
∫
C∗
k
ξk−1f(ξ, s)
ξ¯
dξ ∧ dξ¯
Par le théorème de Stokes,
∫
C∗
∂
∂ξ
( ξ
kf(ξ,s)
ξ¯
)dξ ∧ dξ¯ est nulle, puisque f est à
décroissance rapide en 0 et à l’infini. Pour k > 0, il reste donc∫
C∗
ξk+1
∂f
∂ξ
(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
= −k
∫
C∗
ξkf(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
Donc,
DA∞(K ∗ t∂f∂t ) =
+∞∑
k=0
[
− k
( 1
2ipi
∫
C∗
ξkf(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
)] 1
tk
= t
+∞∑
k=0
[
− k
( 1
2ipi
∫
C∗
ξkf(ξ, s)
dξ
ξ
∧ dξ¯
ξ¯
)] 1
tk+1
= t ∂
∂t
DA∞(K ∗ f)
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On a donc DA∞
(
K ∗(t ∂
∂t
−s−1)f
)
= DA∞
(
K ∗(t ∂
∂t
)f
)
−DA∞
(
K ∗(s+
1)f
)
= t ∂
∂t
DA∞(K ∗ f)− (s+1)DA∞(K ∗ f) = (t ∂∂t − s− 1)DA∞(K ∗ f).
On peut refaire les mêmes calculs pour montrer que DA0
(
K ∗ (t ∂
∂t
− s −
1)f
)
= (t ∂
∂t
− s− 1)DA0(K ∗ f).
On en déduit donc que ε
(
(t ∂
∂t
− s− 1)f
)
= (t ∂
∂t
− s− 1)ε(f).

Preuve : (de la proposition 5.2.2)
Première étape : On déduit du lemme 5.2.5 que l’image de ε est contenue
dans pi∗O
an
C [[t]][
1
t
]
pi∗OanC [ 1t ]
⊕ pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
De plus, grâce aux expressions des développements asymptotiques données
dans le lemme 5.2.5, on montre facilement que, dans les quotients ci-dessus,
on a ε
(
(τt−1 − 1)f
)
= (τt−1 − 1)ε(f) pour toute section f .
Deuxième étape : Un calcul classique donne ∂K
∂t¯
= δ1, la distribution de Dirac
en t = 1. Donc, pour toute section f de (q2 ◦ pi)∗C<0P1×C, on a f = ∂K∂t¯ ∗ f =
K ∗ ∂f
∂t¯
. Donc, le morphisme (q2 ◦ pi)∗C<0P1×C
∂t¯ // (q2 ◦ pi)∗C<0P1×C est injectif.
De plus, on a également f = ∂
∂t¯
(K ∗ f). Donc, du fait de l’injectivité pré-
cédente, f est dans l’image de ce morphisme si et seulement si K ∗ f est à
décroissance rapide en 0 et à l’infini, c’est à dire si et seulement si f ∈ Ker(ε).
Troisième étape : Il reste à montrer que ε est surjectif. Soient γ0 et γ∞ des
sections de pi∗O
an
C [[t]][
1
t
]
pi∗OanC [ 1t ]
⊕ pi∗OanC [[ 1t ]][t]
(t)pi∗OanC [t]
. Par le théorème de Borel (voir [Mal-4]
p.62, ou encore [Mal-2], [Ram-1]), il existe deux fonctions g0 et g∞ qui sont
C∞ en t sur P1 (et holomorphe localement en s) et qui ont respectivement
γ0 pour développement asymptotique en 0, et γ∞ pour pour développement
asymptotique à l’infini. Grâce à une fonction plateau, on peut construire une
fonction g qui est C∞ en t sur P1 (et holomorphe localement en s), et qui a
γ0 et γ∞ pour développement asymptotique en 0 et à l’infini.
Montrons que ∂g
∂t¯
est un antécédent de (γ0, γ∞) par ε. D’une part, ∂g∂t¯ est
une section de (q2 ◦ pi)∗C<0P1×C : en effet, les développements asymptotiques
de g ne font pas intervenir de t¯, donc ceux de ∂g
∂t¯
sont nuls. D’autre part,
K ∗ ∂g
∂t¯
= ∂K
∂t¯
∗ g = g, donc les dévelopements asymptotiques de K ∗ ∂g
∂t¯
et de
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g sont les mêmes. 
Enonçons ici un analogue à paramètres de la proposition 5.2.2 utile dans la
démonstration du lemme 3.3.6 :
Proposition 5.2.6 Pour tout sous-ensemble I ⊂ {1, . . . , p}, notons
C<0I := (q2 ◦ pi)∗C<0(P1){1,...,p}\I×Cp
Pour toutes parties disjointes I, J ⊂ {1, . . . , p}, l’opérateur ∂t¯j(j /∈ I∪J) sur
C<0I∪J
[[
tI ,
1
tJ
]][ 1
tI
, tJ
]
(∑
l∈J
(
tl
)C<0I∪J[[tI]][ 1tI , tJ
])
+ C<0I∪J
[[ 1
tJ
]][
tI , tJ
]
est injectif et a pour conoyau la somme directe de
C<0I∪J∪{j}
[[
tj, tI ,
1
tJ
]][ 1
tj
,
1
tI
, tJ
]
(∑
l∈J
(
tl
)C<0I∪J∪{j}[[tj, tI]][ 1tj , 1tI , tJ
])
+ C<0I∪J∪{j}
[[ 1
tJ
]][
tj, tI , tJ
]
et de
C<0I∪J∪{j}
[[
tI ,
1
tJ
,
1
tj
]][ 1
tI
, tJ , tj
]
( ∑
l∈J∪{j}
(
tl
)C<0I∪J∪{j}[[tI]][ 1tI , tJ , tj
])
+ C<0I∪J∪{j}
[[ 1
tJ
,
1
tj
]][
tI , tJ , tj
]
Le morphisme d’augmentation ε vers le conoyau associe à tout f les dévelop-
pements asymptotiques de K ∗f en 0 et à l’infini en la variable tj (j /∈ I∪J),
et où les tk et tk∂tk agissent par tk et tk
∂
∂tk
− sk − 1.
De plus, on a ε ◦ (τkt−1k − 1) = (τkt−1k − 1) ◦ ε.
Cette proposition se démontre de la même manière que 5.2.2. Le seul point à
vérifier est la décroissance rapide des coefficients des développements asymp-
totiques, que nous calculons explicitement dans le lemme 5.2.5. Cette vérifi-
cation est donc immédiate.
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5.2.7 Développements asymptotiques en
1
s
On reprend les notations du chapitre 4.
Posons L : s 7−→ −1
2ipis
. Cette fonction est localement intégrable sur C, donc
on la considère comme distribution pour la mesure de Haar du groupe additif
C. On note L ∗ f le produit de convolution partiel en la variable s de L par
f , c’est à dire
(L ∗ f)(t, s) = −1
2ipi
∫
C
f(t, ξ)
1
ξ − sdξ ∧ dξ¯
Le but de ce paragraphe est de montrer la proposition :
Proposition 5.2.8 On a une suite exacte de C[s]〈τ, τ−1〉-modules
0 // ρ1∗C0 ∂s¯ // ρ1∗C0
η //
OanC˜∗ [[1s ]][s]
OanC˜∗ [s]
// 0
où η associe à f le développement asymptotique verticalement à l’infini de
L∗f , et où τ et s agissent par τt et s. De plus, on a η◦(t∂t+s) = (t∂t+s)◦η.
En fin de section, nous démontrerons cet énoncé à paramètres.
Nous dirons qu’une fonction entière f admet un développement asymptotique
verticalement à l’infini s’il existe une série formelle
∑
n>0
an
sn
telle que, pour
tout (a, b) ∈ R2, on ait pour |Im(s)|  1 et a 6 Re(s) 6 b l’estimation
suivante
∀N ∈ N,∃CN > 0 : |f(s)−
∑
06n6N
an
sn
| 6 CN|s|N+1
La série
∑
n>0
an
sn
est alors le développement asymptotique verticalement à
l’infini de f .
Montrons maintenant les lemmes techniques utiles à la preuve de 5.2.8.
Lemme 5.2.9 Pour toute section g de ρ1∗C0, on peut majorer, indépen-
damment de s, le module de l’intégrale
J =
∫
C
g(t, ξ)
ξ − s dξ ∧ dξ¯
pour t dans un compact.
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Preuve : L’idée est de découper J en deux intégrales
J61 =
∫
{|ξ−s|61}
g(t, ξ)
ξ − s dξ ∧ dξ¯
J>1 =
∫
{|ξ−s|>1}
g(t, ξ)
ξ − s dξ ∧ dξ¯
Cas de J>1.
|J>1| 6
∣∣∣ ∫
{|ξ−s|>1}
|g(t, ξ)|
|ξ − s| dξ ∧ dξ¯
∣∣∣
6
∣∣∣ ∫
{|ξ−s|>1}
|g(t, ξ)|dξ ∧ dξ¯
∣∣∣
6
∣∣∣ ∫
C
|g(t, ξ)|dξ ∧ dξ¯
∣∣∣
La dernière intégrale est finie, car g est à décroissance rapide quand |Im(ξ)| →
+∞ verticalement, et est nulle pour |Re(ξ)| assez grande. L’intégrale J>1 est
donc bien majorée par une constante indépendante de s.
Cas de J61.
On passe en coordonnées polaires :
{
ξ = s+ ρeiθ
ξ¯ = s¯+ ρe−iθ
On alors dξ ∧ dξ¯ = 2iρdθ ∧ dρ. Donc
|J61| =
∣∣∣ ∫
[0,2pi]×[0,1]
g(t, s+ ρeiθ)
ρeiθ
2iρdθ ∧ dρ
∣∣∣
6 2
∣∣∣ ∫
[0,2pi]×[0,1]
|g(t, s+ ρeiθ)|dθ ∧ dρ
∣∣∣
Or, g est à décroissance rapide quand |Im(s)| → +∞ verticalement, et est
nulle pour |Re(s)| assez grande, uniformément par rapport à t sur tout com-
pact, donc g est bornée par une constant C > 0. Donc, |J61| est bornée par
4piC. 
Lemme 5.2.10 Pour toute section f de ρ1∗C0, le produit de convolution
L ∗ f existe, et a un développement asymptotique verticalement à l’infini égal
à
+∞∑
k=0
(
1
2ipi
∫
C
ξkf(t, ξ)dξ ∧ dξ¯
)
1
sk+1
. De plus, on a η(τtf) = τtη(f) pour
toute section f de ρ1∗C0.
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Preuve : On remarque tout d’abord que, pour toute section f de ρ1∗C0, le
produit de convolution L ∗ f(t, s) = −1
2ipi
∫
C
f(t,ξ)
ξ−s dξ ∧ dξ¯ est bien défini : c’est
la décroissance rapide verticalement à l’infini de f , et sa nullité pour |Re(s)|
assez grande, uniformément par rapport à t, qui assure l’existence de cette
intégrale pour tout s ∈ C.
Montrons maintenant que L ∗ f a un développement asymptotique vertica-
lement à l’infini.
En effet, à l’infini, en utilisant le fait que 1
1− ξ
s
=
∑n−1
k=0
ξk
sk
+
ξn
sn
1− ξ
s
, il vient
(L ∗ f)(t, s) =∑n−1k=0( 12ipi ∫C ξkf(t, ξ)dξ ∧ dξ¯) 1sk+1 + (−12ipi ∫C ξnf(t,ξ)ξ−s dξ ∧ dξ¯) 1sn .
Du fait des conditions à l’infini sur f , les intégrales
∫
C ξ
kf(t, ξ)dξ ∧ dξ¯ sont
finies. Seule l’intégrale
∫
C
ξnf(t,ξ)
ξ−s dξ∧dξ¯ pose problème. On la borne indépen-
damment de s, grâce au lemme 5.2.9, avec g(t, ξ) = ξnf(t, ξ).
Le développement asymptotique verticalement à l’infini de L ∗ f est donc
+∞∑
k=0
( 1
2ipi
∫
C
ξkf(t, ξ)dξ ∧ dξ¯
) 1
sk+1
Montrons maintenant que η(τtf) = τtη(f) pour toute section f de ρ1∗C0.
On a (L ∗ τtf)(t, s) = −1
2ipi
∫
C
tf(t,ξ+1)
ξ−s dξ ∧ dξ¯ = −t2ipi
∫
C
f(t,ξ)
ξ−1−sdξ ∧ dξ¯ = τt(L ∗
f)(t, s). Donc, après développement, on obtient bien η(τtf) = τtη(f). 
Preuve : (de la proposition 5.2.8)
Première étape : On déduit du lemme 5.2.10 que l’image de η est contenue
dans
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
.
De plus, dans le quotient ci-dessus, on a (η ◦ (t∂t+ s))(f) = ((t∂t+ s)◦η)(f).
Deuxième étape : Un calcul classique donne ∂L
∂s¯
= δ0, la distribution de Dirac
en s = 0. Donc, pour toute section f de ρ1∗C0, on a f = ∂L∂s¯ ∗ f = L ∗ ∂f∂s¯ .
Donc, le morphisme ρ1∗C0 ∂s¯ // ρ1∗C0 est injectif.
De plus, on a également f = ∂
∂s¯
(L ∗ f). Donc, du fait de l’injectivité pré-
cédente, f est dans l’image de ce morphisme si et seulement si L ∗ f est à
décroissance rapide verticalement à l’infini et nulle pour |Re(s)| assez grande,
uniformément par rapport à t, c’est à dire si et seulement si f ∈ Ker(η).
Troisième étape : Il reste à montrer que η est surjectif. Soient γ une section
de
Oan
C˜∗ [[
1
s
]][s]
Oan
C˜∗ [s]
. Par le théorème de Borel (voir [Mal-4] p.62, ou encore [Mal-2],
[Ram-1]), il existe une fonction g qui est C∞ en s, s¯ sur P1 (et holomorphe
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localement en t) et qui a γ pour développement asymptotique à l’infini, et
donc en particulier lorsque |Im(s)| → +∞ pour Re(s) bornée.
Montrons que ∂g
∂s¯
est un antécédent de γ par η. D’une part, ∂g
∂s¯
est une section
de ρ1∗C0 : en effet, le développement asymptotique de g ne fait pas intervenir
de s¯, donc celui de ∂g
∂s¯
est nul. D’autre part, L ∗ ∂g
∂s¯
= ∂L
∂s¯
∗ g = g, donc les
développements asymptotiques de L ∗ ∂g
∂s¯
et de g sont les mêmes. 
Proposition 5.2.11 Pour tout sous-ensemble I ⊂ {1, . . . , p}, notons
C0I := ρ1∗C0
(˜C∗)p×C{1,...,p}\I
Pour tout j /∈ I, on a une suite exacte de C[s]〈τ , τ−1〉-modules
0 //
C0I [[ 1sI ]][sI ]
C0I [sI ]
∂s¯j //
C0I [[ 1sI ]][sI ]
C0I [sI ]
η //
C0I∪{j}[[ 1sI , 1sj ]][sI , sj]
C0I∪{j}[sI , sj]
// 0
où η associe à f le développement asymptotique verticalement à l’infini de
L ∗ f en la variable sj (j /∈ I), et où les τk et sk agissent par τktk et sk. De
plus, on a η ◦ (tk∂tk + sk) = (tk∂tk + sk) ◦ η.
Cette proposition se démontre de la même manière que 5.2.8. Le seul point à
vérifier est la décroissance rapide verticale des coefficients des développements
asymptotiques, que nous calculons explicitement dans le lemme 5.2.10. Cette
vérification est donc immédiate.
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5.3 Lemmes sur les équations aux différences
linéaires
Le but de cette section est de montrer que l’on a un isomorphisme naturel
K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp) ∼= A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
où K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp) est le complexe de Koszul avec le
degré 0 placé tout à gauche.
De plus, à la section 3.1, nous avons mis la structure de D-module sur
A<0
(C∗)p×Cp/Zp⊗r−12 OCp/Zp T qui permet à cet isomorphisme d’avoir lieu dans la
catégorie des D-modules.
Rappelons que T est, par définition, un sous-faisceau de k∗pi∗Oan(C∗)p×Cp .
On a le morphisme d’adjonction injectif
k∗Oan(C∗)p×Cp/Zp ↪→ k∗pi∗Oan(C∗)p×Cp
Le morphisme k∗Oan(C∗)p×Cp/Zp ⊗⊗r−12 OCp/Zp k∗pi∗O
an
(C∗)p×Cp −→ k∗pi∗Oan(C∗)p×Cp
induit alors le morphisme
k∗Oan(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T 
 // k∗pi∗Oan(C∗)p×Cp
g(t1, . . . , tp, T1, . . . , Tp)⊗ ω  // g
(
t1, . . . , tp, e
−2ipis1 , . . . , e−2ipisp
)
ω
Celui-ci est localement la multiplication par ts1+11 · · · tsp+1p . L’injectivité étant
une notion locale, ce morphisme est clairement injectif.
Grâce à l’adjonction id −→ k∗k−1, nous nous restreignons aux fonctions à
décroissance rapide en 0 et à l’infini :
k∗Oan(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T 
 // k∗pi∗Oan(C∗)p×Cp
A<0
(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T 
 //
OO
pi∗A<0(C∗)p×Cp
 ?
OO
g(t1, . . . , tp, T1, . . . , Tp)⊗ ω  // g
(
t1, . . . , tp, e
−2ipis1 , . . . , e−2ipisp
)
ω
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Le morphisme du bas est encore localement défini par la multiplication par
ts1+11 · · · tsp+1p : il est donc injectif.
Propriété 5.3.1 L’injection précédente est un morphisme de D-modules,
l’action des opérateurs différentiels tj∂tj sur A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T étant
celle décrite à la section 3.1, et sur pi∗A<0(C∗)p×Cp celles des dérivations tj ∂∂tj −
sj − 1.
Preuve : Notons d’abord que, par définition de T , pour toute section ω de
T , on a tj ∂ω∂tj = (sj + 1)ω.
Si on note ι l’injection en question, il suffit de calculer pour toute section
locale g(t, T )ω de pi∗A<0(C∗)p×Cp :
(tj
∂
∂tj
− sj − 1)ι
(
g(t, T )⊗ ω)
= (tj
∂
∂tj
− sj − 1).g(t, T )ω
= tj
∂
∂tj
(g(t, T )ω)− (sj + 1)g(t, T )ω
= tj
∂g
∂tj
(t, T )ω + (sj + 1)g(t, T )ω − (sj + 1)g(t, T )ω
= tj
∂g
∂tj
(t, T )ω
= ι
(
tj
∂g
∂tj
(t, T )⊗ ω))
= ι
(
tj∂tj . g(t, T )⊗ ω)
)

Supposons pour le moment p = 1.
Lemme 5.3.2 Le morphisme de faisceaux pi∗A<0C∗×C
(τ−1).// pi∗A<0C∗×C est sur-
jectif.
Preuve : L’opérateur τ−1 ne portant que sur s, et les conditions de décrois-
sance ne portant que sur t, on peut calculer en oubliant t et les conditions
de décroissance.
On regarde le morphisme fibre à fibre. Soit T0 = e−2ipis0 ∈ C/Z quelconque.
(pi∗OanC )T0 est l’anneau des fonctions holomorphes dans un petit voisinage
ouvert U0 de s0 et tous ses translatés Uj (j ∈ Z) par τ et τ−1 (tous ces
petits ouverts étant disjoints). On se donne g ∈ (pi∗OanC )T0 , et on note gj les
restrictions de g aux Uj. On cherche alors un u ∈ (pi∗OanC )T0 tel que ∀s ∈⋃
j Uj : u(s+ 1)− u(s) = g(s), i.e. ∀j ∈ Z,∀s ∈ U0 : uj+1(s)− uj(s) = gj(s),
où les uj sont les restrictions de u aux Uj. Pour cela, on pose arbitrairement
u0 ≡ 0, et on trouve de proche en proche les uj qui conviennent. 
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Proposition 5.3.3 Le morphisme de faisceaux pi∗A<0C∗×C
(τt−1−1).// pi∗A<0C∗×C
est surjectif, et a pour noyau A<0C∗×C/Z ⊗r−12 OC/Z T .
Preuve : Commençons par le calcul du noyau.
On part de l’injection (voir au début de cette section 5.3)
0 −→ A<0C∗×C/Z ⊗r−12 OC/Z T −→ pi∗A
<0
C∗×C
Par définition du faisceau T (voir section 3.1), l’image de cette injection
est exactement le noyau du morphsime considéré. Le seul point à vérifier est
celui des conditions de décroissance rapide : il ne pose aucun problème car
une section ω de T est de la forme h(T )ts+1, où ts+1 est une détermination de
la fonction multiforme t 7−→ ts+1. Et cette fonction n’intervient pas dans ce
type de décroissance. En effet, une section locale g(t, T )ts+1 est à décroissance
rapide en t (avec s dans un compact) si et seulement si g l’est.
Voyons maintenant la surjectivité.
Montrons-la sur la fibre en un (t0, T0) quelconque. Soit g ∈ (pi∗A<0C∗×C)(t0,T0)
et cherchons un u ∈ (pi∗A<0C∗×C)(t0,T0) tel que (τt−1 − 1)u = g. On pose v :=
t−s−1u, et on se ramène à (τ − 1)v = t−s−1g. Comme t−s−1g est holomorphe
en s et encore à décroissance rapide en t, uniformément sur tout compact par
rapport à s, on est capable de trouver une solution v grâce au lemme 5.3.2.
D’où une solution u = ts+1v qui vérifie les conditions de décroissance ; ce qui
prouve la surjectivité. 
Reconsidérons maintenant un p quelconque.
Proposition 5.3.4 On a un isomorphisme de faisceaux
K•(τ1t−11 − 1, . . . , τpt−1p − 1;pi∗A<0(C∗)p×Cp) ∼= A<0(C∗)p×Cp/Zp ⊗r−12 OCp/Zp T
Preuve : On considère ce complexe de Koszul comme le complexe simple as-
socié au complexe p-uple formé des p complexes [pi∗A<0(C∗)p×Cp
τjt
−1
j −1// pi∗A<0(C∗)p×Cp ]
•
,
et on procède par récurrence.
Pour cela, établissons quelques notations. Si I désigne une partie de {1, . . . , p},
notons, comme à la section 3.1.4, Ts+1I =
D˜
D˜
(
tI
∂
∂tI
− sI − 1, τIt−1I − 1
) . Po-
sons alors
TI := HomD˜
(
Ts+1I , k∗pi∗Oan(C∗)p×Cp
)
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Nous sommes maintenant en mesure de faire la démonstration.
Le cas initial, c’est-à-dire le cas du morphisme
pi∗A<0(C∗)p×Cp
(τ1t
−1
1 −1). // pi∗A<0(C∗)p×Cp
se traite de la même manière que le cas à une variable (proposition 5.3.3) :
il est surjectif et son noyau est
pi∗A<0(C∗)p×C/Z×C{2,...,p} ⊗r−12 OCp/Zp T{1}
Voyons maintenant le pas de la récurrence.
Pour les mêmes raisons que T , le faisceau TI est un faisceau localement
constant de r−12 O(C/Z)p-modules localement libres de rang 1. Il est engendré
localement par une détermination de tsI+1I .
Prenons maintenant I = {1, . . . , j − 1} ⊂ {1, . . . , p− 1} et J = {j, . . . , p}.
De la même manière que pour le cas à une variable (proposition 5.3.3), on
montre que le morphisme naturel injectif
pi∗A<0(C∗)p×(C/Z)I∪{j}×CJ\{j} ⊗r−12 OCp/Zp T{j} 
 // pi∗A<0(C∗)p×(C/Z)I×CJ
g(t, TI∪{j}, sJ\{j})⊗ ω  // g(t, TI , e−2ipisjj , sJ\{j})ω
a pour image le noyau du morphisme naturel surjectif
pi∗A<0(C∗)p×(C/Z)I×CJ
(τjt
−1
j −1). // pi∗A<0(C∗)p×(C/Z)I×CJ
Or, TI et T{j} étant des r−12 O(C/Z)p-modules localement libres, on remarque
que
TI ⊗r−12 O(C/Z)p T{j} = TI∪{j}
en considérant des générateurs de ces faisceaux. De plus, TI étant localement
libre sur r−12 O(C/Z)p , le foncteur−⊗r−12 O(C/Z)pTI est exact. Ainsi, le morphisme
naturel injectif
pi∗A<0(C∗)p×(C/Z)I∪{j}×CJ\{j} ⊗r−12 OCp/Zp TI∪{j} 
 // pi∗A<0(C∗)p×(C/Z)I×CJ ⊗r−12 OCp/Zp TI
a pour image le noyau du morphisme naturel surjectif
pi∗A<0(C∗)p×(C/Z)I×CJ ⊗r−12 OCp/Zp TI
(τjt
−1
j −1). // pi∗A<0(C∗)p×(C/Z)I×CJ ⊗r−12 OCp/Zp TI

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5.4 Lemmes sur les équations aux dérivées par-
tielles linéaires
On rappelle que l’on note e−〈σ,s〉 = e−σ1s1 · · · e−σpsp .
Dans la suite, (q−1ρ−12 `∗`−1E ⊗C e−〈σ,s〉)0 est le sous-faisceau de B0 des
fonctions de la forme g(s1, . . . , sp)e−〈σ,s〉.
Supposons pour le moment p = 1.
Lemme 5.4.1 Le morphisme de faisceaux B0(∂σ+s).// B0 est surjectif, et a
pour noyau (q−1ρ−12 `∗`−1E ⊗C e−σs)0
Preuve : Par définition de (q−1ρ−12 `∗`−1E ⊗C e−σs)0, on a un morphisme
naturel injectif (q−1ρ−12 `∗`−1E ⊗C e−σs)0 
 // B0 . A ce stade on a donc
une suite 0 // (q−1ρ−12 `∗`−1E ⊗C e−σs)0 // B0
(∂σ+s).// B0 // 0 par-
tiellement exacte.
Reste à voir qu’elle est exacte sur la fibre en un (σ0, s0) quelconque en mon-
trant la surjectivité de ∂σ + s.
Si s0 ∈ C, la suite est trivialement exacte : c’est un cas classique rencontré
dans la théorie des D-modules sur C.
Si s0 ∈ {∞}×R : on est en présence d’une suite de modules tous nuls, donc
d’une suite de modules trivialement exacte.
Si s0 ∈ R × {∞} : il suffit de se placer sur un ouvert quelconque du type
Uε = {|σ− σ0| < ε}× {a < Re(s) < b, |Im(s)| > 1ε}. On cherche une solution
holomorphe u(σ, s) à l’équation (∂σ + s)u = f , où u et f sont à décroissance
rapide en s sur Uε, uniformément par rapport à σ sur tout compact. On pose
v(σ, s) = eσsu(σ, s). On trouve alors ∂v
∂σ
(σ, s) = eσsf(σ, s), soit par exemple
u(σ, s) = e−σs
∫ σ
0
eξsf(ξ, s)dξ =
∫ σ
0
e(ξ−σ)sf(ξ, s)dξ
On appelle θ(σ) une mesure modulo 2pi de l’argument de σ. Comme C˜∗ est
simplement connexe, on a le choix du chemin d’intégration dans l’intégrale ci-
dessus. On prend alors le segment reliant 0 à σ. Ainsi, la variable d’intégration
ξ est d’argument constant θ modulo 2pi. On a alors
u(e−iθσ, s) =
∫ e−iθσ
0
e(ξ−e
−iθσ)sf(ξ, s)dξ
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où ξ, e−iθσ ∈ R+. Comme 0 6 ξ 6 e−iθσ, il vient ξ − e−iθσ 6 0. D’où
|u(e−iθσ, s)| 6
∣∣∣ ∫ e−iθσ
0
e(ξ−e
iθσ)a|f(ξ, s)|dξ
∣∣∣ 6 ∣∣∣ ∫ e−iθσ
0
|f(ξ, s)|dξ
∣∣∣
Et pour |σ − σ0| < ε, on a : pour tout N ∈ N, il existe CN > 0 tel que
|u(e−iθσ, s)| 6
∣∣∣ ∫ e−iθσ
0
CN
|s|N dξ
∣∣∣ 6 CN |σ||s|N 6 CN(|σ0|+ ε)|s|N
Et enfin
|u(σ, s)| 6 CN(|σ0|+ ε)|s|N
On a trouvé une solution avec la condition de décroissance voulue, ce qui
prouve bien la surjectivité cherchée. 
Reconsidérons maintenant un p quelconque.
Soit K•(∂σ1 + s1, . . . , ∂σp + sp;B0) le complexe de Koszul avec le degré 0
placé tout à gauche.
Lemme 5.4.2 On a un isomorphisme de faisceaux
K•(∂σ1 + s1, . . . , ∂σp + sp;B0) ∼= (q−1ρ−12 `∗`−1E ⊗C e−〈σ,s〉)0
Preuve : Les notations étant encore une fois très lourdes pour faire cette
preuve rigoureusement, on en donne une esquisse.
On considère ce complexe de Koszul comme le complexe simple associé au
complexe p-uple formé des p complexes [B0 ∂σj+sj// B0]
•
, que l’on résout une
variable après l’autre. Il suffit donc de savoir faire p fois la résolution à une
variable, ce qui est fait dans le lemme 5.4.1. 
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5.5 Un petit calcul annexe
Soient Λl (l ∈ {1, . . . , q}) des nombres complexes. Le but de cette section est
de calculer une estimation de∣∣∣ exp( q∑
l=1
Λls
1− l
q
)∣∣∣
quand |Im(s)| → +∞, dans une bande {a 6 Re(s) 6 b} avec arg(s) ∈]− pi
2
, pi
2
[.
On a tout d’abord
Re(Λls
1− l
q ) = |s|1− lq
(
Re(Λl) cos((1− l
q
) arg(s))− Im(Λl) sin((1− l
q
) arg(s))
)
Puis, on pose arg(s) = pi
2
+ h. On a alors quand h→ 0 :
Re(Λls
1− l
q ) = |s|1− lq
(
Re(Λl) cos((1− l
q
)
pi
2
)− Im(Λl) sin((1− l
q
)
pi
2
) + ◦(1)
)
Donc, quand Im(s)→ +∞, | exp(Λls1−
l
q )| est équivalent à
exp
(
|s|1− lq
(
Re(Λl) cos((1− l
q
)
pi
2
)− Im(Λl) sin((1− l
q
)
pi
2
)
))
De même, on pose arg(s) = −pi
2
+ h. On a alors quand h→ 0 :
Re(Λls
1− l
q ) = |s|1− lq
(
Re(Λl) cos((1− l
q
)
pi
2
) + Im(Λl) sin((1− l
q
)
pi
2
) + ◦(1)
)
Donc, quand Im(s)→ −∞, | exp(Λls1−
l
q )| est équivalent à
exp
(
|s|1− lq
(
Re(Λl) cos((1− l
q
)
pi
2
) + Im(Λl) sin((1− l
q
)
pi
2
)
))
Donc, il existe une constante Bl telle que
| exp(Λls1−
l
q )| = O
(
exp
(
Bl|s|1−
l
q
))
Et comme on a a 6 Re(s) 6 b, il vient
| exp(Λls1−
l
q )| = O
(
exp
(
Bl|Im(s)|1−
l
q
))
On en conclut donc qu’il existe des nombres complexes Bl tels que∣∣∣ exp( q∑
l=1
Λls
1− l
q
)∣∣∣ = O( exp( q∑
l=1
Bl|Im(s)|1−
l
q
))
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Résumé
Dans un premier temps, nous décrivons le complexe des solutions du transformé
de Mellin algébrique d’un D-module M en fonction des solutions de M. Pour
cela, nous définissons un foncteur de transformation de Mellin faisceautique. Nous
montrons alors que le transformé de Mellin du complexe des solutions à décroissance
rapide en 0 et à l’infini d’un D-module holonome régulier M est quasi-isomorphe
au complexe des solutions du transformé de Mellin algébrique de M, l’hypothèse
de régularité n’étant plus nécessaire à une variable.
Dans un second temps, nous faisons un travail analogue avec la transformation de
Mellin inverse : les résultats sont plus partiels. Nous définissons une transformation
de Mellin inverse faisceautique. Nous démontrons alors qu’il existe des morphismes
naturels reliant le complexe des solutions du transformé de Mellin inverse algébrique
d’un module aux différences avec le transformé de Mellin inverse faisceautique du
complexe des solutions à croissance au plus exponentielle d’ordre 1 à l’infini dans
des bandes verticales. Nous montrons ensuite que dans le cas d’un module aux
différences à une variable et à une seule pente strictement positive, ces morphismes
sont des isomorphismes.
Mots clés : transformation de Mellin, transformation de Mellin inverse (ou de
Pincherle), D-modules, équations aux différences finies, faisceaux constructibles,
monodromie, développements asymptotiques, complexe des solutions, polygone de
Newton.
Abstract
In a first part, we describe the complex of solutions of the algebraic Mellin trans-
form of a D-module M in terms of the solutions of M. In order to do that, we
define a Mellin transform functor on sheaves. We show the Mellin transform of
the complex of fast decreasing solutions of a regular holonomic D-module M is
quasi-isomorphic with the complex of solutions of the algebraic Mellin transform
of M, the assumption of regularity not being necessary in the one variable case.
In a second part, we study the inverse Mellin transformation : our results are less
complete. We define an inverse Mellin transform functor on sheaves. We show there
are natural morphisms connecting the complex of solutions of the inverse algebraic
Mellin transform of a finite difference module with the inverse Mellin transform of
the complex of solutions with growth at most exponential of order 1 at infinity in
vertical bands. We then show that, in the case of a one variable difference module
with only one positive slope, these morphisms are isomorphisms.
Key words : Mellin transformation, Inverse Mellin transformation (or Pincherle
transformation), D-modules, finite difference equations, constructible sheaves, mo-
nodromy, asymptotic expansions, complex of solutions, Newton polygon.
