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Optical dating of sediment samples from Chagyrskaya Cave
Abstract
The existing chronology for the Chagyrskaya Cave is based on 19 radiocarbon (14C) age determinations
(Derevianko et al., 2013; Rudaya et al., 2017) made on bison bones from stratigraphic layers 5 (n = 2) and
6 (n = 17). Several of the bones from layer 6 have cut marks consistent with those made by stone tools.
Except for the uppermost sample from layer 5 (which has a calendar-year 14C age of 37,670–38,690 cal.
BP at the 95 % confidence interval), all other age estimates fell at or beyond the reliable dating limit for
these materials (Wood, 2015) and the current ceiling on 14C age calibration of c. 50,000 cal. BP (Reimer et
al., 2013). Minimum (infinite) measured ages of 49,000 BP and 52,000 BP were obtained for 9 and 6 of the
samples, respectively (Derevianko et al., 2013; Rudaya et al., 2017).
The 14C chronology for Chagyrskaya Cave indicates, therefore, that layer 6, the underlying layer 7 and part
of the overlying layer 5 were deposited 50,000 years or more ago. Finite ages for these deposits can be
obtained by optical dating of the sediments, which provides an estimate of the time since grains of
luminescent minerals, such as quartz and potassium-rich feldspar (K-feldspar), were last exposed to
sunlight (Huntley, Godfrey-Smith, Thewalt, 1985; Hütt, Jaek, Tchonka, 1988; Aitken, 1998; Jacobs, Roberts,
2007; Wintle, 2014; Roberts et al., 2015). The burial age is estimated by dividing the equivalent dose (De, a
measure of the radiation energy absorbed by grains during their period of burial) by the environmental
dose rate (the rate of supply of ionising radiation to the grains over the same period). The De is
determined from laboratory measurements of the optically stimulated luminescence (OSL) from quartz or
the infrared stimulated luminescence (IRSL) from K-feldspar, and the dose rate is estimated from field and
laboratory measurements of environmental radioactivity, plus the small contribution from cosmic rays.
Each of these minerals has advantages and shortcomings compared to the other. In particular, the quartz
OSL signal is bleached by light more rapidly and completely than is the feldspar IRSL signal, which is
advantageous if grains were exposed to sunlight only briefly at deposition. K-feldspar, on the other hand,
saturates a much higher dose than does the quartz OSL signal, thereby enabling finite ages to be
determined for samples with larger De values and, hence, older deposits.
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Optical dating of sediment samples from Chagyrskaya Cave
Richard G. Roberts, Li Bo and Zenobia Jacobs
Centre for Archaeological Science, School of Earth and Environmental Sciences, University of
Wollongong, Wollongong, New South Wales 2522, Australia
1.0 Introduction
In August 2012, ten sediment samples were collected at Chagyrskaya Cave by R.G.R. (in
association with Sergei Markin, Artiom Antipov and Vladimir Vaneev), with the aim of obtaining
optical ages for deposits containing abundant Mousterian artefacts and Neanderthal remains. The
existing chronology for the site is based on 19 radiocarbon (14C) age determinations (Derevianko et
al., 2013; Rudaya et al., 2016) made on bison bones from stratigraphic units 5 (n = 2) and 6 (n =
17). Several of the bones from unit 6 have cut marks consistent with those made by stone tools.
Except for the uppermost sample from unit 5 (which has a calendar-year 14C age of 37,670–38,690
cal. BP at the 95% confidence interval), all other age estimates fell at or beyond the reliable dating
limit for these materials (Wood, 2015) and the current ceiling on 14C age calibration of c. 50,000
cal. BP (Reimer et al., 2013). Minimum (infinite) measured ages of 49,000 BP and 52,000 BP were
obtained for 9 and 6 of the samples, respectively (Derevianko et al., 2013; Rudaya et al., 2016).
The 14C chronology for Chagyrskaya Cave indicates, therefore, that unit 6, the underlying unit 7 and
part of the overlying unit 5 were deposited 50,000 years or more ago. Finite ages for these deposits
can be obtained by optical dating of the sediments, which provides an estimate of the time since
grains of luminescent minerals, such as quartz and potassium-rich feldspar (K-feldspar), were last
exposed to sunlight (Huntley et al., 1985; Hütt et al., 1988; Aitken, 1998; Jacobs and Roberts,
2007; Wintle, 2014; Roberts et al., 2015). The burial age is estimated by dividing the equivalent
dose (De, a measure of the radiation energy absorbed by grains during their period of burial) by the
environmental dose rate (the rate of supply of ionising radiation to the grains over the same period).
The De is determined from laboratory measurements of the optically stimulated luminescence
(OSL) from quartz or the infrared stimulated luminescence (IRSL) from K-feldspar, and the dose
rate is estimated from field and laboratory measurements of environmental radioactivity, plus the
small contribution from cosmic rays.
Each of these minerals has advantages and shortcomings compared to the other. In particular, the
quartz OSL signal is bleached by light more rapidly and completely than is the feldspar IRSL
signal, which is advantageous if grains were exposed to sunlight only briefly at deposition. Kfeldspar, on the other hand, saturates a much higher dose than does the quartz OSL signal, thereby
enabling finite ages to be determined for samples with larger De values and, hence, older deposits.
2.0 Sample collection and preparation
Nine sediment samples (CHAG-OSL1 to -OSL9) were collected for optical dating from the northfacing sediment profile exposed at the rear of the cave, and one sample (CHAG-OSL10) was
collected from the west-facing profile near the cave mouth. Sample locations are plotted in Fig. 1
and the corresponding stratigraphic units are listed in Table 1. All samples were collected by hand
at night using a red-light torch for illumination. The sediments were placed in clear plastic bags that
were then sealed in thick black plastic to prevent any light exposure during transport to the
laboratory at the University of Wollongong. These sediments were used for OSL and IRSL
measurements, to estimate the field water contents and to make laboratory measurements of the beta
dose rates. Measurements of the in situ gamma dose rate were made at the same locations as the
sediment samples using a portable gamma-ray detector.

In the laboratory, the sample bags were opened under dim red laboratory illumination and sediment
samples were prepared using standard procedures to extract sand-sized grains of quartz and Kfeldspar (Wintle, 1997; Aitken, 1998). Each sample was first sieved to isolate grains of 180–212
µm in diameter and these were then treated with solutions of 10% hydrochloric acid and 30%
hydrogen peroxide to remove carbonates and organic matter, respectively. The quartz and Kfeldspar grains were separated from each other and from heavy minerals using solutions of sodium
polytungstate with specific gravities of 2.58, 2.62 and 2.70. The separated grains were etched in
48% (quartz) or 10% (K-feldspar) hydrofluoric acid for 40 min to clean the grain surfaces and
remove or greatly reduce in volume the alpha-irradiated rind of each grain. The acid-etched grains
were then rinsed in hydrochloric acid to remove any precipitated fluorides, dried and sieved again;
grains retained on the 180 µm-diameter mesh were used for dating. Only one sample (CHAGOSL8) yielded too few grains for analysis; this was collected from 25 cm below the top of unit 7абв
and is not discussed further. Sufficient grains were extracted from sample CHAG-OSL9, which was
collected 47 cm lower down the same unit, and from the eight samples from the overlying units.
3.0 OSL and IRSL measurements
3.1 Single-grain measurements
For all samples, OSL and IRSL measurements were made on individual sand-sized grains of quartz
and K-feldspar, respectively. A single grain is the smallest meaningful unit of measurement in
optical dating, because each grain has experienced its own history of erosion, transport and
deposition.
A key benefit of single-grain measurements is the ability to identify and eliminate individual grains
that exhibit aberrant OSL or IRSL properties. Such grains can lead to erroneous De estimates when
many grains are measured simultaneously on the same multi-grain aliquot. In addition, examining
the distribution of De values for individual grains, it is possible to assess the stratigraphic integrity
of a specific layer and any post-depositional disturbances, as well as identify grains that have not
been adequately bleached by sunlight at the time of deposition and grains derived from degraded
roof spall. By rejecting grains not associated with the event of interest, single-grain dating can result
in more accurate ages than those obtained from multi-grain aliquots (Jacobs and Roberts, 2007;
Duller, 2008; Roberts et al., 2015).
For example, if all of the single-grain De estimates for a sample are clustered around a common
value, then it is usually safe to infer that the grains have been well-bleached at the time of
deposition and the layer of interest has not been disturbed since then. By contrast, the existence of a
broad De distribution, or the presence of discrete populations of De values, indicates that the layer
may contain grains that were (a) insufficiently bleached during the last transportation event, (b)
incorporated from younger or older layers via post-depositional mixing; (c) derived from fragments
of host bedrock that have fallen on to the deposit, become buried and then decayed in situ. In each
case, measuring individual grains provides the most reliable means of estimating the date of interest
for a specific layer and the associated archaeological items.
3.2 De estimation
Individual quartz and K-feldspar grains (and single aliquots of K-feldspar for CHAG-OSL9) were
measured using variants of the single-aliquot regenerative-dose (SAR) procedure developed
originally for quartz (Galbraith et al., 1999; Murray and Wintle, 2000) and adapted since for Kfeldspar (see reviews by Li et al., 2014b and Roberts et al., 2015). The SAR procedure generates a
calibrated OSL or IRSL dose-response curve for each grain or aliquot using a series of regenerative
and test doses that are optically stimulated to emit signals Lx and Tx, respectively. The latter are
used to monitor and correct for any sensitivity changes between measurement cycles, resulting in a

set of Lx/Tx ratios that are fitted mathematically with a dose-response curve (Galbraith et al., 1999;
Galbraith and Roberts, 2012). The De is estimated by projecting the sensitivity-corrected natural
OSL or IRSL signal (Ln/Tn) for each grain or aliquot on to its sensitivity-corrected dose-response
curve.
Quartz grains
Grains were loaded on to gold-plated aluminium discs drilled with 100 holes (each 300 μm wide
and 300 μm wide) and visually inspected to ensure that each hole contained only one grain. These
discs were then loaded into an automated Risø TL-DA-20 instrument equipped with a focussed
green laser (532 nm) for optical stimulation, and the ultraviolet OSL emissions were detected by an
Electron Tubes Ltd 9235QA photomultiplier tube fitted with Hoya U-340 filters (Bøtter-Jensen et
al., 2003). Grains were irradiated using a calibrated 90Sr/90Y beta source mounted on the instrument,
and spatial variations in the beta dose rate to the individual grain positions were taken into account.
To determine the optimal SAR measurement conditions for the quartz grains at Chagyrskaya, we
performed a ‘dose recovery test’ (in which the dose is measured for grains that have been
deliberately bleached and then given a known laboratory dose; Galbraith et al., 1999) on 500 single
grains of CHAG-OSL1. Aberrant grains were rejected using quality-assurance criteria described
and tested previously (e.g., Jacobs et al., 2006): (a) the initial OSL signal measured in response to
the test dose given after measurement of the natural OSL signal (Tn) is less than three times the
corresponding background intensity; (b) the recuperation ratio (i.e., the sensitivity-corrected 0 Gy
regenerative-dose signal as a percentage of the corresponding sensitivity-corrected natural signal,
Ln/Tn) is larger than 5%; (c) the recycling ratio (i.e., the ratio of the sensitivity-corrected OSL
signals for duplicate regenerative doses) differs from unity by more than 2σ; (d) the OSL IR
depletion ratio (Duller, 2003) is smaller than unity by more than 2σ; or (e) the Ln/Tn signal falls on
or above the saturation level of the corresponding dose-response curve.
Only 10 grains (2% of the total number measured) passed all of these quality-assurance criteria, and
these grains yielded a mean dose recovery ratio (i.e., ratio of measured dose to given dose)
consistent with unity (1.02 ± 0.04) using the experimental conditions listed in Table 2a. We then
measured 1000 natural grains of CHAG-OSL1 to estimate their De values using the same
procedures. Only 16 grains had OSL properties suitable for De determination: three had natural OSL
signals that were saturated with respect to absorbed dose, enabling only minimum estimates of De to
be obtained, and the remaining 13 grains yielded imprecise De values that were widely scattered.
Accordingly, we restricted our attention thereafter to K-feldspar grains.
K-feldspar grains
For each sample, 300–600 grains were loaded on to the single-grain discs and measured using an
automated Risø TL-DA-20 instrument equipped with infrared (870 nm) light emitting diodes
(LEDs) and a focussed infrared laser (830 nm) for stimulation (Bøtter-Jensen et al., 2003). The
violet/blue IRSL emissions were detected using by an Electron Tubes Ltd 9235QA photomultiplier
tube fitted with Schott BG-39 and Corning 7-59 filters, and beta doses were administered using a
calibrated 90Sr/90Y source.
We used a SAR procedure that involves two infrared stimulations (Blegen et al., 2015). The first is
made at 200 °C using infrared LEDs to stimulate all 100 grains on the disc simultaneously, and the
second is made at 275 °C using the infrared laser to stimulate each grain individually (Table 2b).
The latter signal is used for dating; a temperature of 275 °C was chosen instead of 290 °C (e.g.,
Buylaert et al., 2012) to avoid significant thermal erosion of the IRSL signal due to each disc being
held at an elevated temperature while the laser stimulates each of the 100 grains in turn. This twostep, post-infrared IRSL (pIRIR) procedure was suitable for all eight samples from units 5 and 6.
Example pIRIR decay curves and dose-response curves are shown in Fig. 2 for six individual grains

from CHAG-OSL1.
The pIRIR signal was saturated in the lowermost sample (CHAG-OSL9), however, so we instead
used the ‘pre-dose’ multiple elevated temperature pIRIR (pMET-pIRIR) single-aliquot procedure
(Li et al., 2014a; Guo et al., 2015) for this sample. This recently developed procedure is only
applicable to multi-grain aliquots, but the pMET-pIRIR signals can extend to higher doses. In this
study, four infrared stimulations were made successively at 50, 100, 150 and 200 °C and the dating
signal was then measured at 275 °C (Table 2c), with infrared LEDs being used to stimulate the
several hundred grains contained in each aliquot. Fig. 3 shows example decay curves and doseresponse curves at each of these stimulation temperatures for an aliquot of CHAG-OSL9. Note that
these dose-response curves continue to grow above 500 Gy, whereas the corresponding single-grain
pIRIR curves are mostly in or approaching saturation at this dose (Fig. 2b). The temperature of 275
°C was chosen on the basis of a dose recovery test, which showed that the ratio of measured dose to
given dose (1053 Gy) increases with stimulation temperature, attaining a value consistent with unity
(0.97 ± 0.05) at 275 °C (Fig. 4a).
We also performed dose recovery tests on 300 individual grains from each of CHAG-OSL1 and OSL6 to confirm the suitability of the measurement conditions. Grains with unsuitable IRSL
properties were rejected using quality-assurance criteria similar to those used for quartz. K-feldspar
grains were rejected if: (a) the initial Tn intensity was less than 3σ above background; (b) the
relative error on the background-subtracted Tn signal was more than 25%; (c) the recuperation ratio
was larger than 10%; (d) the recycling ratio was more than 2σ from unity; (e) the Ln/Tn signal did
not intersect the dose-response curve; or (f) the dose-response curve was poorly fitted by a
monotonic function (e.g., single or double saturating exponential). The results of the single-grain
dose recovery tests revealed an interesting pattern, in which the majority of dose recovery ratios
smaller than unity were obtained from the intrinsically ‘dimmest’ grains (Fig. 5). We examined the
extent of this effect on the average dose recovery ratios for each of these two samples. In both
cases, the inclusion of all accepted grains yields dose recovery ratios of ~0.84, which increases
steadily to a value consistent with unity for grains with Tn signals brighter than 500 counts/s. For
the latter grains, the mean dose recovery ratios are 0.97 ± 0.07 (CHAG-OSL1) and 0.98 ± 0.05
(CHAG-OSL6), which indicates that the known dose can be recovered in the laboratory using the
experimental procedures and quality-assurance criteria described above. Given these findings, we
considered that only grains with Tn signals greater than 500 counts/s yielded reliable De estimates,
and that dimmer grains could give rise to underestimates of De and, hence, age.
3.3 De distributions
The distribution of De values can reveal important information about pre-depositional bleaching of
grains and processes of sediment disturbance after burial (Lamothe et al., 1994; Jacobs and Roberts,
2007; Duller, 2008; Roberts et al., 2015). These factors can affect the accuracy of the resulting age
estimates, so we examined each of the distributions for any patterns in the data.
The single-grain De distributions for CHAG-OSL1 to -OSL7 and CHAG-OSL10 are displayed as
radial plots (Galbraith, 1988; Galbraith et al., 1999; Galbraith and Roberts, 2012) in Fig. 6. These
plots include all grains that passed all of the quality-assurance criteria (representing 32–50% of the
total number of grains measured), with the filled circles and open triangles denoting grains with Tn
intensities of more than or less than 500 counts/s, respectively. The grey-shaded band in each plot is
centred on the weighted mean De for the filled circles, where the weighted mean and its standard
error are calculated using the central age model (CAM: Galbraith et al., 1999; Galbraith and
Roberts, 2012). The solid line in each plot is centred on the CAM estimate of De for the open
triangles. We note that the latter estimate is consistently smaller than the CAM De for grains with Tn
intensities of >500 counts/s. This result mimics that of the single-grain dose recovery tests (Fig. 5),
in which the inherently dimmer grains yielded underestimates of the known (given) dose.

There are additional reasons to place more emphasis on brighter grains than dimmer grains for De
determination. The pIRIR signal intensities are dominated by the emissions from the brightest
grains: 10% of the accepted grains are responsible for 40–52% of the total light sum Tn intensities
for seven of the samples, rising to 63% for CHAG-OSL5 (Fig. 7a). By contrast, the dimmest 50%
of measured grains accounts for only 8–15% of the total light output. Furthermore, it has been
found previously that the brightest K-feldspar grains typically have the highest potassium
concentrations, and this relationship should be taken into account when estimating the internal dose
rate from the radioactive decay of 40K and 87Rb (see below).
To determine an appropriate Tn ‘threshold’ intensity for reliable De estimation, we calculated the
CAM De for all accepted grains as a function of Tn intensity for each sample (Fig. 7b–i), after
rejecting statistical outliers based on the normalised median absolute deviation about the median
(nMAD). This robust scale estimator is commonly used to screen data for outliers (Rousseeuw and
Croux, 1993; Rousseeuw et al., 2006) and is calculated as the median of all absolute distances from
the sample median; equal importance is attached to positive and negative deviations. After
converting the De values (in Gy) to natural logarithms (Galbraith and Roberts, 2012), we calculated
nMAD values using 1.4826 as the appropriate correction factor for a normal distribution and
rejected log De values with nMAD values greater than 1.5 (Powell et al., 2002).
The De values in Fig. 7 increase systematically with Tn intensity and reach a ‘plateau’ above a Tn
threshold that is sample dependent, ranging from 700 counts/s (CHAG-OSL3 and -OSL7) to 2000
counts/s (CHAG-OSL4), as shown by the dashed line in each plot. For CHAG-OSL2, the highest
De was obtained from a few grains (n = 16) with Tn intensities of >2500 counts/s (Fig. 7c), but this
De has a large uncertainty and is consistent at 2σ with the De values for grains with Tn intensities of
>1500 counts/s; the latter was thus used as the Tn threshold for this sample. Fig. 8a–h shows the De
distributions for those grains that exceed the sample-specific Tn thresholds, which represent 6–20%
of the total number of grains measured (Table 1). Open triangles are data points identified as
outliers using nMAD and the grey bands are centred on the CAM De estimates for the points
remaining after outlier rejection (i.e., filled circles). The solid line in Fig. 8g is centred on the CAM
De for the entire distribution (i.e., both filled circles and open triangles), while the two lines in Fig.
8a–f and h are centred or the weighted mean De values for the two populations of grains identified
by fitting the finite mixture model (FMM: Roberts et al., 2000; Galbraith and Roberts, 2012) to the
full distribution. Further details on the FMM are given below.
The single-grain distributions of CHAG-OSL1 to -OSL6 are similar in overall pattern, each having
a few high-De values (>350 Gy) that can be visually distinguished from the population of lower De
values for the majority of grains. We interpret these high-De values as representing the low-dose
‘tail’ of the truncated De distribution of the population of saturated grains, which is largely absent
from these plots as fully saturated grains are rejected by one of the quality-assurance criteria. The
high-De values indicate that these grains were incompletely bleached relative to the majority of
grains, perhaps as a result of in situ weathering and disintegration of roof spall within the deposit,
releasing grains that have not been exposed to sunlight since the time of rock formation. As a result
of their inclusion, the De distributions of these six samples are broad, with overdispersion (OD)
values of 45–61% (Table 1); this represents the spread in values above and beyond that due to De
measurement uncertainties alone (Galbraith et al., 2005; Galbraith and Roberts, 2012). The De
distributions of CHAG-OSL7 and -OSL10 are less overdispersed (each ~36%), although the FMM
identified a low-De component (~90 Gy) in CHAG-OSL10 that contains ~13% of the grains.
For CHAG-OSL9, the pattern observed in the dose recovery ratios (Fig. 4a) is echoed in the steady
increase in weighted mean De as a function of stimulation temperature (Fig. 4b). The highest
temperature step (275 °C) gave a dose recovery ratio consistent with unity and should, therefore,

yield the most reliable estimates of De. The corresponding optical age should, however, be viewed
conservatively as a minimum age, due to the absence of a plateau in De values (Li and Li, 2011; Li
et al., 2014b). The De values for the six aliquots (at 275 °C) are plotted in Fig. 8i. The grey band is
centred on the CAM De for the filled circles and the solid line is centred on the CAM De for the
entire distribution (i.e., including the two statistical outliers shown as open triangles). The two
weighted mean values are statistically indistinguishable.
3.4 Residual doses
A potential cause of De overdispersion is the extent to which the ‘residual doses’ vary between
grains. A drawback of elevated temperature pIRIR and pMET-pIRIR signals compared to the
conventional IRSL signal (measured at 50 °C) and the quartz OSL signal is the much slower rate of
bleaching by sunlight and the much higher residual dose remaining after bleaching (e.g., Li and Li,
2011; Buylaert et al., 2012). It is important, therefore, to estimate the size of the residual dose,
which has been shown to differ substantially from sample to sample (Li et al., 2013), so we
conducted residual dose tests on three of our samples (CHAG-OSL1, -OSL6 and -OSL10). Kfeldspar grains were bleached for ~4 hr using a UVACUBE 400 solar simulator, and the residual
doses were then measured for these bleached grains using the single-grain pIRIR procedure in Table
2b. A wide range of residual doses were observed for different grains (Fig. 9); the ‘negative’
residual doses obtained for some grains accord with statistical expectations but are not physically
meaningful.
A few grains from CHAG-OSL1 and -OSL6 have residual doses larger than 40 Gy, resulting in
weighted mean residual doses of 18.1 ± 0.5 and 9.6 ± 0.6 Gy, respectively. In contrast, all of the
CHAG-OSL10 grains have residual doses smaller than 40 Gy, giving rise to a weighted mean of 2.9
± 0.1 Gy. There is a correlation between the size of the maximum residual dose and the distribution
pattern of De values, with the largest residual doses and De values being obtained for CHAG-OSL1,
followed by CHAG-OSL6 and then CHAG-OSL10, which has the fewest high-De values (Figs 6h
and 8h). If grains with the largest De values also had the largest residual doses at deposition, then a
correction for the latter would need to be applied to the former (e.g., Li et al., 2013). In these
samples, however, high-De grains (i.e., values of >350 Gy) comprise only a small fraction of each
distribution and, as noted above, they probably represent the low-De ‘tail’ of a population of
saturated grains and are, thus, irrelevant to determining the age of the deposit. The residual doses
measured for CHAG-OSL10 suggest that the pIRIR signals can be bleached to a low level by
sunlight, resulting in residual doses of only a few Gy for the majority of grains, so we did not
correct the measured De values for any residual doses in the final age calculation.
3.5 Final De determination
We adopted two approaches to determining the De value for the majority of grains in each singlegrain distribution (Fig. 8a–h). First, we applied the nMAD statistical test to identify outliers in each
distribution, and then calculated the weighted mean De after rejecting these outliers (CAMnMAD in
Table 1). We also fitted each of these distributions using the FMM; see David et al. (2007) and
Jacobs et al. (2008, 2011) for worked examples of this model. A two-component mixture was fitted
by maximum likelihood, and the OD value was varied to determine the optimal fit using the Bayes
Information Criterion. CHAG-OSL7 was optimally fitted as a single De component, but two De
components could be resolved in the distributions of CHAG-OSL1 to -OSL6 and CHAG-OSL10.
The optimal fits were obtained using values of 23–34% as estimates of the OD inherent among
grains that had been well-bleached at deposition. For CHAG-OSL1 to -OSL6, one of the fitted
components contains most of the grains (83–96%), while the other component consists of a small
proportion of high-De grains that are presumed to be derived from degraded roof spall. The low-De
component in CHAG-OSL10, which was collected from near the mouth of the cave, may represent
intrusive grains. We did not fit the FMM to the De distribution of CHAG-OSL9, as it should not be
used for multi-grain aliquots (Galbraith and Roberts, 2012) and cannot meaningfully be applied to

just six data points (Fig. 8i).
Table 1 lists the weighted mean De values for the main FMM component, the CAMnMAD estimates
and, for CHAG-OSL7 and -OSL9, the CAM estimates (i.e., calculated with outliers included).
Results are given for grains above the sample-specific Tn thresholds and, for comparison, grains
with Tn intensities of >500 counts/s. The latter De values are invariably smaller than the former
(although not always significantly different), as expected based on the data in Fig. 7b–i. We
consider the most reliable De values are those based on the sample-specific Tn thresholds. The
corresponding CAMnMAD and FMM estimates for CHAG-OSL1 to -OSL6 and CHAG-OSL10 are
statistically consistent, as are the CAMnMAD and CAM estimates for CHAG-OSL7 and -OSL9. The
De values used to calculate the optical ages thus do not depend on the choice of model and are
insensitive to the inclusion or exclusion of outliers, giving confidence in the final chronology.
4.0 Environmental dose rate measurements
The environmental dose rate is due mainly to beta and gamma radiation from the decay of 238U,
235
U, 232Th (and their daughter products) and 40K in the deposits surrounding the dated grains, with
a small contribution from cosmic rays. K-feldspar also has a significant internal beta dose rate from
the radioactive decay of 40K and 87Rb inside the grains, whereas quartz is essentially insert. For the
K-feldspar grains, previous studies have suggested that the internal beta dose rate can be estimated
by assuming 40K and 87Rb concentrations of about 13% and 400 µg/g, respectively, as average
values for multi-grain aliquots (e.g., Huntley and Baril, 1997; Huntley and Hancock, 2001; Zhao
and Li, 2005; Li et al. 2008). This assumption may be valid when many grains are measured
simultaneously, because the IRSL signals from K-rich feldspars are usually much brighter than
those from low-K feldspars (e.g., Smedley et al., 2012; Sutikna et al., 2016) and will, therefore,
dominate the IRSL emissions from single aliquots composed of multiple grains.
With single-grain measurements, the potassium content of each and every grain should ideally be
measured to determine its grain-specific internal dose rate. This procedure is impractical, however,
owing to the large number of grains measured. It has previously been reported that the intrinsically
brightest grains are commonly K-feldspars with potassium concentrations of more than 10% (e.g.,
Smedley et al., 2012; Sutikna et al., 2016). As a consequence, brighter grains will have higher
internal dose rates and, hence, yield higher De values than will dimmer grains deposited at the same
time, assuming similar bleaching histories and external dose rates. For the Chagyrskaya samples,
the relationship between De and inherent grain brightness (i.e., Tn intensity) is shown in Fig. 7b–i.
De values increase with Tn intensity above the threshold for reliable De estimation (500 counts/s)
inferred from the dose recovery tests (Fig. 5). We attribute this continued rise in De with Tn
intensity to the higher potassium content of the brighter grains, with the De plateau region
dominated by the pIRIR emissions from the brightest grains. We can reasonably assume 40K and
87
Rb concentrations of 13 ± 1% and 400 ± 100 µg/g for these K-rich feldspars, yielding an internal
beta dose rate of 0.86 ± 0.10 Gy/ka for grains of 180–212 µm diameter using the updated
conversion factors of Liritzis et al. (2013) and making allowance for the absorbed dose fraction; the
uncertainty also accounts for the variation in grain size, following Sutikna et al. (2016).
The external beta dose rates were measured in the laboratory on dried, homogenised and powdered
portions of each sample. We used a Risø GM-25-5 low-level beta counting system (Bøtter-Jensen
and Mejdahl, 1988), and allowed for the effects of grain size, hydrofluoric acid etching and the
statistical properties of the data obtained (Jacobs and Roberts, 2015). For all samples, the gamma
dose rates were measured by inserting a 1-inch diameter NaI(Tl) detector into the deposit at the
point of sampling (e.g., CHAG-OSL1 in Fig. 1). The detector has been calibrated using the doped
concrete blocks at Oxford (Rhodes and Schwenninger, 2007) and we used the ‘threshold’ technique
to estimate the gamma dose rates from the U and Th series and 40K combined (Mercier and

Falguères, 2007). As gamma rays typically penetrate up to ~40 cm through sediments and rocks, it
is important to make in situ measurements in ‘lumpy’ deposits such as at Chagyrskaya Cave, to take
into account the spatial heterogeneity in the gamma radiation field around each sample. Cosmic-ray
dose rates were estimated following Prescott and Hutton (1994), taking into account the
geomagnetic latitude (40.6°) and altitude (362 m) of the site, as well as the thickness and density of
sediment (averaged over the full period of burial) and bedrock shielding of each sample. We also
allowed for the configuration of the cave, by making a correction for the cos 2 zenith angle
distribution of cosmic rays, and assigned a relative uncertainty of 15% to the dose rates to account
for the systematic uncertainty in primary cosmic-ray intensity (Prescott and Hutton, 1994).
The external dose rates and final ages were calculated for a long-term water content of 18%, which
is close to the average of the measured field values (listed in Table 1). A relative uncertainty of ±
25% (at 1σ) was assigned to this value to accommodate any likely variations in the average water
content over the entire period of sample burial. The calculated ages increase (or decrease) by ~0.7%
for each 1% increase (or decrease) in long-term water content.
5.0 Optical ages
The calculated ages are listed in the far-right column of Table 1. The most reliable ages are those
based on the De values determined using the sample-specific Tn thresholds, with the most precise
estimates obtained using CAMnMAD. These are highlighted in bold in Table 1 and discussed below.
Eight of the samples – CHAG-OSL1 and -OSL2 from unit 5, CHAG-OSL3 and -OSL4 from unit
6а, CHAG-OSL5 from unit 6б, CHAG-OSL6 and -OSL7 from unit 6в/1, and CHAG-OSL10 from
unit 6в/2 – have ages that fall between about 47 and 59 ka and show no relationship to either burial
depth or stratigraphic unit. The most parsimonious interpretation is that units 5 and 6 accumulated
sometime during the first half of Marine Isotope Stage (MIS) 3, possibly starting during the
terminal phase of MIS 4, but we cannot resolve the timing more precisely as each of the ages has a
standard error of a few millennia. These samples have an arithmetic mean age and standard error of
52.8 ± 1.3 ka, and a pooled mean age and standard error of 52.6 ± 2.3 ka; the latter is calculated by
weighting the age of each sample by the inverse square of its standard error (including only random
sources of error) and adding the total systematic error in quadrature afterwards. CHAG-OSL9 from
unit 7абв is much older, ~300 ka, which lies at the transition between MIS 9 (an interglacial) and
MIS 8.
The eight ages for units 5 and 6 are consistent with the current 14C chronology for the site, which is
based on direct dating of bison bones. These are most abundant in unit 6в, while the fossil remains
of Neanderthals are almost all from units 6б and 6в (Rudaya et al., 2016). All of the bison bones
dated from units 6a, 6б and 6в yielded calibrated 14C ages of ~49 ka and older (Derevianko et al.,
2013; Rudaya et al., 2016), and even the youngest of our samples (CHAG-OSL3) yields an optical
age compatible with this (47 ± 3 ka). The minor component of younger grains in CHAG-OSL10
(Fig. 8h) corresponds to an age of 24 ± 3 ka (MIS 2), which we interpret as intrusive grains, perhaps
related to the location of this sample near the cave entrance. The oldest sample from unit 6 (CHAGOSL7) has an age of 59 ± 3 ka, which falls on the boundary between MIS 4 and MIS 3. The De
distribution of this sample is one of the least overdispersed and was optimally fitted as a single De
component by the FMM (Fig. 8g), and its environmental dose rate is indistinguishable from that of
the other sample from unit 6в/1 (CHAG-OSL6).
But could the optical ages be too young by a few millennia or more? Most of the factors that might
affect their accuracy would tend to make them appear older and not younger. For example, if the
grains had been incompletely bleached by sunlight at the time of deposition, then the calculated
ages would be too old and not too young. We did not adjust the measured De values for any

unbleached, residual doses – as these amounted to only a few Gy for most grains (Fig. 9),
equivalent to just a few percent of the De values – so the age estimates would be reduced by a few
percent had we made this adjustment. Likewise, younger ages would have been obtained had we
included grains with Tn signals weaker than 500 counts/s, as these yielded dose recovery ratios less
than unity (Fig. 5) and generally smaller De values than the brighter grains (Figs 6 and 7b–i). The
inclusion of grains with Tn signals between 500 counts/s and the sample-specific Tn threshold
intensities would also have resulted in slight age underestimates (Table 1), owing to the higher
potassium content of the brighter grains. By basing the ages on the De values of the brightest grains
in each sample, using the same measurement procedures as those used to recover a known dose in
the laboratory, we are confident that the optical ages are not too old.
As regards possible causes of age underestimation, the internal dose rate represents ~27% of the
total dose rate, on average, so different assumed concentrations of 40K and 87Rb could potentially
affect the calculated ages to some extent. We have based the ages on the De values for the brightest
grains, which are likely to have potassium contents approaching the upper limit for K-feldspars
(14%). We assumed a 40K concentration of 13%, but reducing this value to 12% (e.g., Sutikna et al.,
2016) or as low as 10% (e.g., Smedley et al., 2012) would increase the eight ages for units 5 and 6
by, on average, only 1.1 and 3.4 ka, respectively. These increases are smaller than, or similar to, the
1σ uncertainties on the calculated ages (Table 1), so alternative assumptions about the internal dose
rate do not have a significant impact on the final chronology.
K-feldspars are well known to suffer from ‘anomalous fading’, which refers to the leakage of
electrons from the dating traps at ambient temperature (Wintle, 1973). Fading can give rise to
significant De (and, hence, age) shortfalls unless appropriate corrections are made (Huntley and
Lamothe, 2001; Auclair et al., 2003) or unless a non-fading IRSL signal is isolated for dating (Li
and Li, 2011; Buylaert et al., 2012; Li et al., 2014b; Blegen et al., 2015; Roberts et al., 2015). We
used a pIRIR procedure that should minimise the extent of any fading and we also measured the
fading rates for individual grains from three of our samples. It was impractical to apply the fadingtest procedure developed for single aliquots by Auclair et al. (2003) to our samples, because singlegrain pIRIR signals are much weaker than those emitted by multi-grain aliquots, yielding measured
fading rates with uncertainties too large to be informative. Instead, we used a simple method to
estimate the fading rates of individual grains.
Following the De measurements, 200 grains of each of CHAG-OSL1 and -OSL7, and 300 grains of
CHAG-OSL6, were given a final regenerative dose of the same size as that used to determine the
recycling ratios. The grains were then preheated and stored for 4 days before the pIRIR signal was
measured again; this corresponds to a time delay of ~2.8 decades compared to that of the prompt
measurements of the pIRIR signals made during the SAR sequence. We calculated the ratio of the
pIRIR signal measured after the 4-day delay to that measured immediately (i.e., promptly) after
laboratory irradiation. For each grain, we compared this ‘fading ratio’ to the recycling ratio, which
is determined from two pIRIR signals that are both measured promptly. If the pIRIR signal has
faded significantly during the 4 days in storage, then this ‘fading ratio’ should be smaller than the
recycling ratio. The fading and recycling ratios, averaged across all grains, vary about a value of
unity, and the quotients of the two ratios are 1.00 ± 0.02 (CHAG-OSL1), 1.01 ± 0.02 (CHAGOSL7) and 0.98 ± 0.01 (CHAG-OSL6). These are statistically indistinguishable from unity, so we
conclude that, on average, the pIRIR signal fades negligibly in our samples. Consequently, we did
not apply any fading correction to the calculated ages.
Furthermore, as a conservative estimate of the extent of possible age underestimation due to fading,
we calculated the fading rates (g-values; Huntley and Lamothe, 2001) from the measured mean
fading ratios of 0.97 ± 0.01, 0.97 ± 0.01 and 1.00 ± 0.01 for CHAG-OSL1, -OSL7 and -OSL6,
respectively. The corresponding g-values of 1.25 ± 0.39, 1.04 ± 0.36 and –0.08 ± 0.56 % per decade

are small and would result in age underestimates of no more than 10%. It is difficult to measure low
rates of fading with useful precision over laboratory timescales, so we cannot discount the
possibility that the ages in Table 1 are marginally too young because of slight fading that has not
been corrected for. Any such adjustment to the chronology would not affect our overall conclusion
that units 5 and 6 accumulated during the early part of MIS 3 and possibly started during the final
phase of MIS 4, which matches the time of accumulation of these units inferred from faunal,
palynological and sedimentological analyses (Derevianko et al., 2013; Rudaya et al., 2016).
6.0 Conclusions
The stratigraphically lowest unit in the Chagyrskaya sequence (unit 7абв) is devoid of Neanderthal
skeletal and cultural remains, and the fossil fauna and pollen records are also scant (Derevianko et
al., 2013; Rudaya et al., 2016). CHAG-OSL9 was collected from this unit and its age (~300 ka)
falls on the interglacial/glacial boundary between MIS 9 and MIS 8.
We collected eight samples from overlying units 5 and 6. The optical ages indicate deposition
sometime between about 59 and 47 ka ago (Table 1), centred on an age of ~53 ka. The sediments
may have accumulated over a few millennia or less, as the ages are statistically indistinguishable
and show no relationship to either depth or stratigraphic unit. Our age estimates are consistent with
the 14C chronology, which is based on dating of bison bones that have mostly yielded infinite age
estimates (>49 ka), and they are also compatible with pollen, faunal and sedimentological
interpretations of a late MIS 4 or early MIS 3 environment. These results imply that Neanderthal
settlement of Chagyrskaya Cave may have extended until close to the time that modern humans first
entered this region of Siberia, at least 45 ka ago (Fu et al., 2014).
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Table 1

Dose rate data, De values and optical ages for sediment samples from Chagyrskaya Cave

——————— Dose rates (Gy/ka) ———————

Sample
code
(CHAG-)

Water
content
a
(%)

Internal

Total dose
rate
e
(Gy/ka)

OSL1

18.6

1.38 ± 0.08

0.75 ± 0.04

0.03

0.86 ± 0.10

3.03 ± 0.14

500
500
1500
1500

144.5 ± 4.8
143.2 ± 3.8
157.2 ± 7.7
160.7 ± 5.8

FMM / 92 ± 3
CAMnMAD
FMM / 93 ± 4
CAMnMAD

122 / 600
100 / 600
51 / 600
42 / 600

52 ± 4
25 ± 2
51 ± 5
22 ± 3

47.7 ± 2.8
47.3 ± 2.6
51.9 ± 3.6
53.1 ± 3.2

OSL2

15.9

1.27 ± 0.08

0.65 ± 0.04

0.03

0.86 ± 0.10

2.81 ± 0.13

500
500
1500
1500

126.6 ± 4.5
126.5 ± 4.1
149.8 ± 7.6
150.0 ± 7.3

FMM / 90 ± 3
CAMnMAD
FMM / 88 ± 6
CAMnMAD

93 / 500
80 / 500
34 / 500
30 / 500

52 ± 4
27 ± 3
47 ± 6
26 ± 4

45.0 ± 2.8
45.0 ± 2.7
53.3 ± 3.8
53.3 ± 3.8

OSL3

19.4

1.41 ± 0.08

0.77 ± 0.04

0.03

0.86 ± 0.10

3.07 ± 0.14

500
500
700
700

135.1 ± 4.7
139.4 ± 4.1
138.3 ± 5.4
143.2 ± 4.4

FMM / 89 ± 3
CAMnMAD
FMM / 88 ± 4
CAMnMAD

106 / 500
88 / 500
91 / 500
74 / 500

52 ± 4
26 ± 2
52 ± 4
25 ± 2

44.0 ± 2.6
45.4 ± 2.6
45.1 ± 2.8
46.7 ± 2.7

OSL4

17.8

1.42 ± 0.08

0.76 ± 0.04

0.03

0.86 ± 0.10

3.06 ± 0.14

500
500
2000
2000

132.0 ± 3.9
136.9 ± 3.6
156.5 ± 9.5
171.6 ± 6.0

FMM / 87 ± 3
CAMnMAD
FMM / 83 ± 7
CAMnMAD

136 / 600
109 / 600
37 / 600
25 / 600

57 ± 4
26 ± 2
52 ± 6
16 ± 3

43.1 ± 2.5
44.7 ± 2.5
51.1 ± 4.0
56.0 ± 3.4

OSL5

18.2

1.33 ± 0.08

0.74 ± 0.04

0.03

0.86 ± 0.10

2.96 ± 0.13

500
500
1000
1000

143.5 ± 5.2
152.9 ± 3.8
151.7 ± 7.1
158.1 ± 5.8

FMM / 90 ± 3
CAMnMAD
FMM / 85 ± 5
CAMnMAD

111 / 600
83 / 600
62 / 600
48 / 600

57 ± 4
20 ± 2
61 ± 6
24 ± 3

48.5 ± 3.0
51.7 ± 2.9
51.3 ± 3.5
53.4 ± 3.3

OSL6

13.8

1.64 ± 0.1

0.77 ± 0.04

0.03

0.86 ± 0.10

3.30 ± 0.15

500
500
1000
1000

154.3 ± 8.4 FMM / 93 ± 5
151.2 ± 6.2
CAMnMAD
168.4 ± 11.4 FMM / 96 ± 4
167.3 ± 8.3
CAMnMAD

66 / 300
58 / 300
31 / 300
26 / 300

45 ± 4
29 ± 3
45 ± 6
24 ± 4

46.8 ± 3.4
45.8 ± 2.9
51.0 ± 4.2
50.7 ± 3.5

OSL7

12.8

1.62 ± 0.09

0.77 ± 0.04

0.03

0.86 ± 0.10

3.28 ± 0.15

500
500
700
700

190.6 ± 7.6
186.2 ± 5.5
196.0 ± 8.2
193.3 ± 6.2

97 / 400
84 / 400
79 / 400
70 / 400

38 ± 3
25 ± 2
36 ± 3
25 ± 2

58.1 ± 3.6
56.8 ± 3.2
59.7 ± 3.8
58.9 ± 3.4

Beta

b

Gamma

c

Cosmic

d

Tn
threshold
f
(cts/s)

De (Gy)

g

Age model

h

Number
i
of grains

OD
j
(%)

Optical age
k
(ka)

Unit 5

Unit 6a

Unit 6б

Unit 6в/1

CAM
CAMnMAD
CAM
CAMnMAD

Unit 6в/2
OSL10

13.5

1.99 ± 0.12

OSL8

Not measured

OSL9

18.8

0.90 ± 0.05

0.04

0.86 ± 0.10

3.79 ± 0.16

500
500
1500
1500

166.3 ± 5.2
163.9 ± 3.6
199.9 ± 7.7
188.8 ± 5.6

CAM
CAMnMAD
FMM / 87 ± 5
CAMnMAD

144 / 600
110 / 600
52 / 600
39 / 600

35 ± 2
21 ± 2
36 ± 4
17 ± 2

43.9 ± 2.5
43.3 ± 2.2
52.8 ± 3.2
49.8 ± 2.8

—

1065 ± 57
1120 ± 60

CAM
CAMnMAD

6/6
4/6

7±6
0

289 ± 20
304 ± 22

Unit 7aбв

a

1.81 ± 0.11

0.98 ± 0.06

0.03

0.86 ± 0.10

3.69 ± 0.16

Measured (field) water contents, expressed as mass of water to mass of dry sample, multiplied by 100. The total dose rates and ages were calculated using a longterm water content of 18.0 ± 4.5% (at 1σ) for all samples.

b

Measurements made on subsamples of dried, homogenised and powdered samples using low-level beta counting. The dry dose rates calculated from these
measurements were adjusted for the long-term water content.

c

Measurements made using in situ (field) gamma spectrometry. The dose rates measured at field water content were adjusted for the long-term water content.

d

Cosmic-ray dose rates were calculated using the equations provided by Prescott and Hutton (1994) taking into account the latitude (51.3 °N), longitude (83.1 °E) and
altitude (362 m) of Chagyrskaya Cave. For each sample, we also took into account the thickness and density of overhead rock and sediment, and the zenith angle
dependence of cosmic rays. The calculated dose rates calculated were adjusted for the long-term water content, following Readhead (1987).

e

Mean ± total uncertainty (at 1σ), calculated as the quadratic sum of the random and systematic errors.

f

Minimum Tn threshold count rates of grains accepted for De estimation.

g

Equivalent dose (De) values estimated using a two-step pIRIR procedure for single grains of K-feldspar from all samples except CHAG-OSL9, which was measured
using multi-grain aliquots and the pMET-pIRIR procedure.

h

Finite mixture model (FMM) / proportion of grains in the main fitted component for which the De value was calculated. Central age model (CAM) applied to all D e values
(CAM), and central age model applied to the De values remaining after nMAD outlier rejection (CAMnMAD).

i

Number of individual grains used (accepted) for De determination / total number of grains measured. Six multi-grain aliquots of CHAG-OSL9 were measured.

j

Overdispersion (OD), the relative standard deviation of the De distribution after allowing for measurement uncertainties (Galbraith and Roberts, 2012). Values listed for
the FMM and CAM are for the complete De distributions, whereas those listed for the CAMnMAD are for the De values remaining after outlier rejection.

k

Mean ± total uncertainty (at 1σ), which includes a systematic error of 2% added (in quadrature) to the propagated random errors to allow for any bias associated with
calibration of the laboratory beta source. The most reliable age estimates, obtained using the CAMnMAD at the highest Tn threshold values, are highlighted in bold.

Table 2

Single-aliquot regenerative-dose (SAR) procedures used in this study for (a) OSL measurements on single grains of quartz, (b) post-infrared

IRSL (pIRIR) measurements on single grains of K-feldspar, and (c) pre-dose multiple elevated temperature pIRIR (pMET-pIRIR) measurements on multigrain aliquots of K-feldspar.

Step

(b) Single-grain pIRIR
a

a

2

Preheat at 260 °C for 10 s

Preheat at 320 °C for 60 s

Preheat at 320 °C for 60 s

3

Stimulate with green laser for 2 s at 125 °C

Stimulate with IR diodes for 200 s at 200 °C

Stimulate with IR diodes for 100 s at 50 °C

4

Give test dose, Dt

Stimulate with IR laser for 1.2 s at 275 °C

Stimulate with IR diodes for 100 s at 100 °C

5

Preheat at 160 °C for 5 s

Give test dose, Dt

Stimulate with IR diodes for 100 s at 150 °C

6

Stimulate with green laser for 2 s at 125 °C

Preheat at 320 °C for 60 s

Stimulate with IR diodes for 100 s at 200 °C

Stimulate with IR diodes for 200 s at 200 °C

Stimulate with IR diodes for 100 s at 275 °C

8

Stimulate with IR laser for 1.2 s at 275 °C

Give test dose, Dt

9

Bleach with IR diodes for 100 s at 325 °C

Preheat at 320 °C for 60 s

10

Return to step 1

Stimulate with IR diodes for 100 s at 50 °C

b

Give regenerative dose, Di

a

Give regenerative dose, Di

Return to step 1

Give regenerative dose, Di

(c) Multi-grain pMET-pIRIR

1

7

a

(a) Single-grain OSL

11

Stimulate with IR diodes for 100 s at 100 °C

12

Stimulate with IR diodes for 100 s at 150 °C

13

Stimulate with IR diodes for 100 s at 200 °C

14

Stimulate with IR diodes for 100 s at 275 °C

15

Bleach with solar simulator for ~4 hr

16

Return to step 1

For ‘natural’ and sunlight-bleached samples, Di = 0 Gy. The SAR sequence is repeated several times, using regenerative doses of different sizes,
including a zero dose and a repeat dose.

b

At the end of the SAR sequence, the OSL IR depletion ratio (Duller, 2003) was measured as follows: quartz grains were given a repeat regenerative
dose, bleached with the IR diodes for 40 s at 50 °C, preheated at 260 °C for 10 s and then stimulated with the green laser for 2 s at 125 °C.

CHAG-OSL1

CHAG-OSL2
CHAG-OSL3

CHAG-OSL6

CHAG-OSL4
CHAG-OSL5
CHAG-OSL7

CHAG-OSL8
(not dated)
CHAG-OSL9

CHAG-OSL10

CHAGOSL10

Fig. 1 Locations of sediment samples collected from Chagyrskaya Cave for optical dating. CHAG-OSL10
(inset) was collected from near the cave entrance, whereas CHAG-OSL1 to -OSL9 were collected from 5.2
m further inside the cave.
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Fig. 2 Example pIRIR decay curves (a) and dose-response curves (b) for six individual K-feldspar grains
from CHAG-OSL1.
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Fig. 3 Example decay curves (a) and dose-response curves (b) for MET-pIRIR signals measured at
different temperatures for a multi-grain aliquot of CHAG-OSL9.
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Fig. 4 Dose recovery ratios (i.e., measured dose/given dose) for the Lx/Tx signals as a function of
stimulation temperature (a), and De values for the Lx/Tx signals as a function of stimulation temperature (b),
for CHAG-OSL9.
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Fig. 5 Dose recovery ratios for single grains of K-feldspar from CHAG-OSL1 (a, b) and CHAG-OSL6 (c,
d). The left-hand plots show the mean ratios as a function of Tn threshold intensity (in counts/s), and the
right-hand (radial) plots show the individual ratio for each grain. Grains with Tn intensities smaller and larger
than 500 counts/s are displayed as open triangles and filled circles, respectively.

(a) CHAG-OSL1

(b) CHAG-OSL2

(c) CHAG-OSL3

(d) CHAG-OSL4

(e) CHAG-OSL5

(f) CHAG-OSL6

(g) CHAG-OSL7

(h) CHAG-OSL10

Fig. 6 De values for all accepted single grains of K-feldspar from CHAG-OSL1, n = 206 (a); CHAG-OSL2,
n = 174 (b); CHAG-OSL3, n = 193 (c); CHAG-OSL4, n = 239 (d); CHAG-OSL5, n = 190 (e); CHAGOSL6, n = 122 (f); CHAG-OSL7, n = 177 (g); and CHAG-OSL10, n = 298 (h). Grains with Tn intensities
smaller and larger than 500 counts/s are displayed as open triangles and filled circles, respectively. The grey
bands are centred on the weighted mean De values for the filled circles, and the solid lines are centred on the
weighted mean De values for the open triangles. Note that the latter are systematically smaller than the
former.
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Fig. 7 Distribution of Tn intensities for all accepted grains from CHAG-OSL1 to -OSL7 and CHAGOSL10, plotted as the fraction of the total light sum (pIRIR signal) that originates from the specified
proportion of grains, with both expressed as percentages (a). Panels (b)–(i) show the weighted mean De
values for the same samples, calculated after rejecting statistical outliers using nMAD and plotted as a
function of Tn threshold intensity (in counts/s): CHAG-OSL1 (b), CHAG-OSL2 (c), CHAG-OSL3 (d),
CHAG-OSL4 (e), CHAG-OSL5 (f), CHAG-OSL6 (g), CHAG-OSL7 (h) and CHAG-OSL10 (i). The dashed
lines indicate the weighted mean De values for all grains above the sample-specific Tn threshold intensity
(listed in Table 1).

(a) CHAG-OSL1

(b) CHAG-OSL2

(c) CHAG-OSL3

(d) CHAG-OSL4

(e) CHAG-OSL5

(f) CHAG-OSL6

(g) CHAG-OSL7

(h) CHAG-OSL10

(i) CHAG-OSL9

Fig. 8 De values for all accepted grains of K-feldspar with Tn intensities above the sample-specific
threshold values listed in Table 1: CHAG-OSL1 (a), CHAG-OSL2 (b), CHAG-OSL3 (c), CHAG-OSL4 (d),
CHAG-OSL5 (e), CHAG-OSL6 (f), CHAG-OSL7 (g) and CHAG-OSL10 (h). De values obtained from six
multi-grain aliquots of CHAG-OSL9 are shown in (i). In each panel, the open triangles represent grains (a–h)
or aliquots (i) identified as statistical outliers using nMAD and the filled circles represent all other grains or
aliquots. The grey bands are centred on the weighted mean De values for the filled circles, and the solid lines
are centred on either the weighted mean De values for all points (g, i) or the two populations of grains
identified by fitting the finite mixture model to all points (a–f, h).

(a)

(b)

(c)

Fig. 9 Distribution of residual doses for single grains of K-feldspar from CHAG-OSL1, n = 85 (a); CHAGOSL6, n = 36 (b); and CHAG-OSL10, n = 212 (c). Data are plotted as empirical cumulative distributions
(black dots) and kernel density estimates (blue curves). For the latter, the bandwidth of the Gaussian density
function (i.e., the smoothing parameter) was chosen using a rule-of-thumb in the R package (bw.nrd0).

