1. Introduction. Estimation of the fractal dimension of a strange attractor from a chaotic time series has attracted considerable attention in the past few years and has become one of the tools in the analysis of the underlying dynamics. Though there are various notions of noninteger dimensions, most attention has been devoted to the correlation dimension. This is mainly because this type of dimension is relatively easy to estimate, and it provides a good measure of the complexity of the dynamics, that is, the number of active degrees of freedom.
Suppose ( t, ?, , T) is a dynamical system, where X c RP and T:
X is a measurable transformation with invariant probability measure define the correlation integral CQ(r) = (t x )f{(x, y): 11x-y 1 < r} for r > 0. In many examples it turns out that there exists a constant a such that (1.1) CQ(r) const ra as r -+ 0.
Then the exponent a is called the correlation one defines the correlation dimension by a this limit exists.
In most practical situations, the dynamical system and thus also the invariant measure ,c are unknown and one has to rely on (partial) observations of a finite orbit (Tkw)o<k<ll of the system. Most models assume that the actual observations are functions of the state. More precisely, one postulates existence of a so-called read-out function f: ( -+ R such that y,, = f(Tn w) is obser at time n. Of course, one cannot hope to get much information about the state Rec(co) := (f (w), f (Tw), . . ., f (T q-1Wt)).
The Takens reconstruction theorem [Takens (1981) ] then assures that in generic situations, Rec: ( -? Rq defines an embedding, provided q > 2p + 1.
Consequently we can obtain information about the state space and the dynamics of T by studying the process of reconstruction vectors Xn= Rec(T nc), n > O.
Among other things, one can show that the correlation dimension of the invariant measure [t coincides with that of the marginal distribution F of Xl, again provided we are in the generic situation and q > 2p + 1. For smaller values of q, the correlation dimension of F will equal the embedding dimension.
It is thus of interest to estimate the correlation dimension of the marginal distribution of a stationary stochastic process from a finite sample X1, ..., Xn.
Note that the correlation integral can be written as C(r) = CF(r) = P(IlX-X'll < r), where X and X' are independent copies of X1.
A number of procedures for estimating the correlation dimension has been introduced in the literature. Here we concentrate our attention on the approach proposed by Takens (1985) . Assume for a moment that in a neighborhood of r = 0 an exact scaling law holds for the correlation integral, that is, (1.2) C(r) = const ra, r < ro for some ro > 0. Then Takens first considered estimating a from i.i.d. realizations Ri = IXi-Yill of the distance X -Yll, where Xi and Yi are independent with distribution , [. If (1.2) holds, the conditional distribution of Ui := Ri/ro given Ri < ro is given by P(Ui < tlUi < 1) = ta for t E [0, 1].
Then the (conditional) distribution of Si = -log Ui is exponential with parameter a, that is, Si has density g(s) = ae-a1[oo)(s).
Given an i.i.d. sample S1, S2, ..., SN of exponentially distributed random variables, the maximum likelihood estimator (MLE) of the parameter a is given by
It turns out that the ML estimator is biased but that the variant , a (N -1)/ ENi Si, is unbiased and actually the uniformly minim unbiased (UMVU) estimator. This is a simple consequence of the LehmanScheff6 lemma and the fact that i=1 Si is a complete, sufficient sta
In general, independent realizations of the available and thus a modification of the estimator (1.3) becomes necessary.
Given a finite segment X1, ..., Xn of an orbit, we can form n(n-1)/2 pairwise distances lIXi -Xjll. Motivated by the ML estimator (1.3), Takens pro to use (1.4) aT= 1) E log b as estimator for the correlation dimension.
A completely different approach was suggested by Grassberger and Procaccia (1983) , actually in the same paper where they introduced the notion of correlation dimension. The Grassberger-Procaccia procedure is motivated
by the approximately linear relationship log C(r) /? + alog r, for r small, obtained by taking logarithms on both sides of (1.1). Estimating now the correlation integral by its empirical analogue,
for a vector of distances (rl, ..., rk), Grassberger and Procaccia use leastsquares linear regression of log Cn(ri) versus log ri to estimate a.
In the analysis of both the Grassberger-Procaccia and the Takens In order to establish consistency of the Takens estimator, we have to study the U-statistic (1.6) 2 l log XI-Xi -.
n(n -1) <ijl
For the Grassberger-Procaccia estimator, consistency of the U-statistic (1.5) has to be investigated. Halmos (1946) and Hoeffding (1948) independently introduced U-statistics.
In the case of i.i.d. observations (Xn)n,l, their asymptotic behavior is well u derstood. The law of large numbers and the central limit theorem were already established by Hoeffding (1948 THEOREM A [Aaronson et al. (1996) ]. Let (X,,),,,N be a stationary ergo sequence with marginal distribution F, and let h: Rqm -? R be a measurable, bounded and Fm-a.e. continuous function. Then
Un _O(F) as n -+ oc.
Stronger results can be obtained if the underlying process (Xn)n satisfies some mixing conditions. In the context of U-statistics laws of large numbers, absolute regularity turns out to be an important concept. Denote by ,a t o-field generated by {Xi, a < i < b}, where 0 < a < b < oc. We define the mixing coefficients (f3k)k>O by f8k = supE{ sup IP(ALI,a) -P(A)IJ.
The process (Xn)n is called absolutely regular if f3k -? 0 as k -? oc. IIx -y = r} = 0, that is, if r is a continuity point of the correlation integral C(r). If C(r) is continuous, convergence of Cn(r) to C(r) is even uniform in r E [0, ro], as can be shown using monotonicity properties of Cn(r) and C(r).
However, none of the theorems of Aaronson et al. (1996) is directly applicable to obtain consistency of the Takens estimator, as log x -y is an unbounded kernel. In the next section we will provide several counterexamples showing that the Takens estimator can indeed be inconsistent. General consistency results will be obtained in Section 3 under extra moment assumptions.
2. Counterexamples. A first simple counterexample to consistency of the Takens estimator was already provided by Aaronson et al. (1996) . We include it here for completeness and reference. This is in contrast to EFXF( log Xi -Xj l) < oc, which is a consequence of (2.1) and the fact that (Xn)n>l has marginal distribution F.
The previous example is quite crude in the sense that I log I Xi-= X with positive probability, and thus E log Xi -XjI = oc for all pairs (i, j). In our next example we consider a stationary sequence (Xn)n,z for which pairs (Xi, Xj) have a bounded density with respect to Lebesgue measure and EllogIXi-Xjl <oc,but lim Elog lXn-Xll I = oc n-?oo and for which the Takens estimator is inconsistent. By stationarity of the processes (Xn), (Zn) and (Yn), also (Xn)n>l is stationary. In addition, one can show quite easily that (Xn)n>l is absolutely regular.
Moreover, I Xi -Xj has a bounded density and hence E log Xi -Xj < oc for all pairs (i, j). Hence supi, j E log IXi -Xj = oc. This result already suggests that the corresponding U-statistic (1.6) might be divergent, and this is indeed the case as we shall show now. We will make use of the following lemma. This is the consequence of more general results on the weak consistency of U-statistics, which we present in the next section.
3. Weak consistency of U-statistics. This section contains the main theoretical results of the present paper. We prove two consistency results for U-statistics of stationary ergodic, respectively, absolutely regular sequences.
Compared with the results of Aaronson et al. (1996) , we replace their condition that the kernel h(x, y) be bounded by a uniform integrability requirement on h(Xj, Xj), i, j > 1. For simplicity we formulate and prove our theorems h only for U-statistics of degree m = 2 and with one-dimensional inputs Xi, that is, q = 1. Nonetheless the results continue to hold for general m and q. THEOREM 1. Let (X,)n>1 be a stationary ergodic process with margin tribution F, and let h: R x R --R be measurable and (F x F) -a.e. continuous.
Suppose moreover that the family of random variables {h(Xi, Xj): i, j > 1} is uniformly integrable. Then, as n --oo, (3.1) Un --0(F) in probability.
In particular this holds, if supi j E h(X , X j) I+ < oc for PROOF. A well-known result in ergodic theory states that, given a stationary ergodic process (Xn)n>l with marginal distribution F, one has for all measurable sets A, B that Moreover, hK(x, y) satisfies all the conditions of Theorem A, and hence are independent and have the same distribution as those of the original process. This is stated precisely in the following result of Philipp (1986) .
LEMMA 2 [Theorem 3.4 in Philipp (1986) replaced by an independent pair (Xi, XJ). To see this, note first that absolute regularity of the process (Xi)i>l implies that the joint distribution of (X1, X converges in total variation norm to the product measure F x F. Thus for the truncated kernels hK(x, y) = h(x, y)I{1h(x,y)I<K} we get f f hK(x, y)J dF(x) dF(y) = lim ElhK(Xl, X7J) n-*xoo < supElh(X1, X71) <oN.
n Letting K --oo, we find that h is F x F-integrable, and hence we can find a 8 > 0 such that (3.7) Elh(X , X9)IIB <8
holds for all measurable sets B with P(B) < 8.
Then choose m, N so big that 2,83, < 8 and m/N < 8. Define in nk = (k -1)(m + N) and consider the blocks (k = (Xnk?+1 n. Xnk+N).
Observe that given the sample size n, the index of the last block (k fully On the other hand, if the distribution of the distances Rij = lXi -X has a density pij(x), then the expectation in (4.1) can also be expressed as E log lI Xi-X j j I log r I +1pi>(r) d r. This process is absolutely regular and has the Lebesgue measure as its marginal distribution, so the correlation dimension in this case is a =1.
We generated a sample of the size 1000 of this process. In Figure 1 
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On the other hand, this is no danger for the Grassberger-Procaccia estimator (1.5). In Figure 2 we plotted log C (r) versus log r for a number of small r, together with estimated confidence bounds for log C (r). The straight line fit is good and it gives the value of the estimate for the correlation dimension agGP = 0.89.
The problem of small distances in the Takens estimator can be attacked in the following way: introduce not only an upper (ro), but also a lower cutoff distance r1 > 0, which still can be very close to 0, and consider only those distances between points in the orbit which lie between r1 and ro. This certainly brings a bias into the estimate, but it keeps the estimator from diverging.
[Such an estimator for the correlation dimension was first suggested by Ellner Acknowledgment. The authors thank the referees for their very helpful comments that improved the presentation of the paper, as well as for spotting an error in an earlier version of the proof of Theorem 2.
