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Abstract
Lithium-ion batteries are widely used in the automobile industry (electric vehicles and hybrid electric vehicles) due to their 
high energy and power density. However, this raises new safety and reliability challenges which require development of novel 
sophisticated Battery Management Systems (BMS). A BMS ensures the safe and reliable operation of a battery pack and to 
realize it a model must be solved. However, current BMSs are not adapted to the specifications of the automotive industry, as 
they are unable to give accurate results at real-time rates and during a wide operation range. For this reason, the main 
focus of this work is to develop a Hybrid Twin, as introduced in Chinesta et al. (Arch Comput Methods Eng (in press), 
2018.  so as to meet the requirements of the new generation of BMS. To achieve this, three reduced order model techniques 
are applied to the most commonly used physics-based models, each one for a different range of application. First, a POD 
model is used to greatly reduce the simulation time and the computational effort for the pseudo-2D model, while maintaining 
its accuracy. In this way, cell design, optimization of parameters, and simulation of battery packs can be done while saving 
time and computational resources. In addition, its real-time performance has been studied. Next, a regression model is 
constructed from data by using the sparse-Proper Generalized Decomposition (s-PGD). It is shown that it achieves real-
time performance for the whole electric vehicle (EV) system with a battery pack. In addition, this regression model can be 
used in a BMS without issues because of the simple algebraic expression obtained. A simulation of the EV with the proposed 
approach is demonstrated using the system simulation tool SimulationX (ESI ITI GmbH. Dresden, Germany). 
Furthermore, the Digital Twin created using the s-PGD does not only allow for real-time simulations, but it can also adapt its 
predictions taking into consideration the real driving conditions and the real driving cycle to change the planning in real-time. 
Finally, a data-driven model based on the employment of Dynamic Mode Decomposition techniques is developed to extract an 
on-line model that corrects the gap between prediction and measurement, thus constructing the first (to our knowledge) hybrid 
twin of a Li-ion battery able to self-correct from data. In addition, thanks to this model, the above gap is corrected during the 
driving process, taking into consideration real-time restrictions.
1 Introduction
After nearly a century with the Internal Combustion 
Engine (ICE) dominating the personal transportation sec-
tor, it now appears that the Electric Vehicle (EV) is on 
the verge of becoming its successor. We have witnessed 
important movements and actions in this direction both 
at commercial and (inter-)national level in recent years. 
The former, through research and development of the mar-
ket, the latter by changing legislation for these purposes. 
Needless to say, the electric battery sector is expected to 
become of utmost importance in the years to come.
One key issue in the EV is that its performance is 
closely tied to the performance of the battery. For this 
reason, it is fundamental to analyze this component of 
the car. Most EV have an on-board Battery Management 
System (BMS) that maintains safe and consistent opera-
tion of the battery module and optimize the performance 
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In order to infer micro-scale, unmeasurable states from 
the available, macro-scale measurements, a model must be 
solved for the BMS. In automotive applications, this model 
should accurately describe the battery behavior under the 
wide range of possible operating conditions encountered in 
practice.
Current BMS often use empirical or phenomenological 
models, such as the Equivalent-Circuit Models (ECM) for 
battery state estimation and control [22, 44]. These models 
have a relatively low computational cost, but they can only 
be used within the narrow operating conditions in which 
they have been parametrized. If the range of validity wants to 
be extended, a large amount of experimental data is required 
under a wide range of operating conditions. Furthermore, 
making predictions when degradation happens is challeng-
ing or simply impossible.
Alternatively, there exist different physics-based models 
describing the thermodynamics, reaction kinetics and trans-
port within the cell [12, 13, 15]. These models are more 
accurate and also valid over a wide range of operating con-
ditions. In addition, they can be directly coupled to degra-
dation models. However, they are highly time-consuming 
to be of practical use in real-time applications due to the 
limited computational resources of an embedded BMS. A 
good summary of thermal-electrochemical models and ECM 
used in literature can be found in [54].
The physics-based model most commonly used is New-
man’s pseudo-2D (P2D) Model [13]. The P2D model can 
accurately describe lithium-ion battery time evolution 
responses over a wide operating range [14], and it is there-
fore an excellent starting point for the following generation 
of BMS [4].
Nevertheless, the P2D model needs a bigger computation 
effort than ECM does. For this reason, several attempts to 
obtain simplified models derived from the P2D model to 
guarantee its use in real-time applications can be found in 
the literature.
One of the most commonly used simplifications is known 
as the Single Particle Model (SPM) [11, 40, 41, 47]. It 
assumes that each electrode can be represented by a unique 
solid-phase particle and considers that the concentration in 
the electrolyte does not vary spatially or temporally. State 
estimation using the SPM and similar approximations often 
include the use of an Extended Kalman Filter (EKF) algo-
rithm [47]—for which reduced-order versions exist, see 
[16]—, or a backstepping PDE state estimator [40].
In [11], an averaged electrochemical model similar to the 
SPM was used, by applying also the EKF, and in [41], an 
improvement of the SPM was made to include the dynamics 
of the concentration in the electrolyte. Nevertheless, these 
approaches are inherently limited because of the low current 
validity range of the SPM.
Other approaches include state estimation on reduced-
order models derived from the P2D model [33–35, 50–52]. 
For example, in [52], the EKF is applied to a state space 
reduced-order model computed from the P2D model using a 
discrete-time realization algorithm [33–35]. However, as [4] 
remarks, the parameters of such reduced-order models may 
be difficult to interpret or have no direct physical meaning, 
which makes accounting for degradation effects difficult.
Most recent works have shown that the use of spectral 
numerical methods to discretize the P2D model produces 
a high model reduction without losing accuracy or physi-
cal significance of parameters [4]. However, the reduction 
depends on the choice of the basis. Therefore, if the maxi-
mum possible reduction is looked for, the best possible basis 
must be found (efficiency criteria). This is a goal which can 
be achieved with the POD approach proposed in this work.
For these reason, the main objective of this work is to 
develop a Hybrid Twin (HT), as introduced in [7], for lith-
ium-ion batteries. In this way, a new generation of BMS for 
the automotive industry can be developed according to the 
expected necessities in this industrial application. The HT 
concept is based on Newman’s P2D Model previously men-
tioned. This model is presented in detail in Sect. 2.
To that end, the first step is to achieve a simulation time 
for the model compatible with both the real-time feedback 
rates of the BMS and the available computer power in the 
car. To achieve this, we use first a classical Model Order 
Reduction (MOR) technique: the Proper Orthogonal Decom-
position (POD) [8]. The analysis shows that the results of 
the POD model are indistinguishable, to the naked eye, to 
the original ones (without using the MOR).
In addition, POD results are compared with the software 
Lithium-ION SIMulation BAttery Toolbox (LIONSIMBA), 
see https ://githu b.com/lions imbat oolbo x/LIONS IMBA. This 
is a reliable tool to compare our results because a validation 
of the software was done with respect to the COMSOL Mul-
tiPhysics commercial software (COMSOL, Inc., Stockholm, 
Sweden) and the Newman’s DUALFOIL code [45].
The POD results and the methodology of the technique 
are detailed in Sect. 4. It is shown that by utilizing the pro-
posed model, cell design, optimization of parameters and 
simulation of battery packs can be achieved while saving 
time and computational resources.
The second step is to integrate the developed model with 
all the other systems which constitute the EV under real-time 
constraints. The POD model may not be suitable or the best 
option to achieve this, so alternatives are explored.
Here we propose to use the sparse Proper Generalized 
Decomposition, s-PGD [25] to obtain an algebraic expres-
sion for the behavior of a battery cell according to differ-
ent possible itineraries. We prove in this paper that we can 
model the behavior of the lithium-ion cell analyzed for 
such a wide range of itineraries using polynomials with the 
proposed approach. Since our proposal transforms the prob-
lem of the cell model to the evaluation of a polynomial, there 
are no problems in coupling the battery model with the other 
systems in the EV. A detailed example of the accuracy and 
the range of use of the approach is discussed. The results 
and the explanation of the technique used in the regression 
(s-PGD) can be found in Sect. 5. To simulate the EV, the ESI 
system simulation software SimulationX (ESI ITI GmbH, 
Dresden, Germany) was used. The results of this study can 
be found in Sect. 6.
The Digital Twin created in the above section does not 
only allow real-time simulations, but can also adapt its pre-
dictions taking into consideration the real driving condi-
tions and the real driving cycle to change the planning in 
real-time.
The next section (Sect. 7) is devoted to the data-driven 
modeling concept of the HT methodology. The main idea 
here is that biased deviations (between the model and the 
measurements) show hidden physics not considered in the 
model. These deviations therefore require a particular treat-
ment, namely their on-line modeling by assimilating col-
lected data. On the other hand, the unbiased deviation con-
tribution is associated with noise and is addressed by using 
adequate filters.
For this reason, a data-driven model based upon the 
Dynamic Mode Decomposition [32] is developed to extract 
an on-line model to correct the gap between predictions and 
measurements. Thanks to the HT model, we can eliminate 
this gap during the driving process and take into considera-
tion real-time restrictions. The results and the explanation 
of the technique used can be found in Sect. 7.
Finally, in Sect. 8 the general conclusions of the present 
work are shown.
2  Electrochemical Model: Newman’s P2D 
Model
2.1  Newman’s P2D Model
There exists a vast collection of models for the battery 
in the literature. Those related to the equivalent circuit 
of the battery are often simple enough to achieve a good 
computational time. However, they are typically limited to 
a narrow operational range. In addition, the battery mod-
els based on electrochemistry laws are generally preferred 
to the equivalent circuit or to other kinds of simplified 
models, because they also predict the physical cell limita-
tions, which have a relevant effect in the automotive appli-
cation, where the battery suffers very often the stress of 
very high transient loads. In addition, they are more accu-
rate and have a wide operational range. The literature on 
electrochemical modeling of batteries is quite extensive, 
including both full order and simplified models.
Newman’s group developed a physics-based model 
using porous electrode and concentrated solution theo-
ries [13]. This model can accurately capture the battery 
response and has been widely used in the literature. How-
ever, there are problems to use the model in real-time 
applications or to achieve fast simulations and predic-
tions because of the large computational effort needed to 
solve it. A method to reduce the computational resources 
required to solve the model is presented in Sect. 4.
The lithium-ion cell model shown in Fig. 1 consists of 
two porous electrodes composed of an active material (that 
can store lithium intercalated in the solid material) and a 
separator. The electrodes and the separator are soaked in 
an electrolyte that allows the transport of ions. During 
discharge, lithium stored in the anode is de-inserted from 
the active material and released as ions in the electrolyte. 
Driven by diffusion (concentration gradient) and migra-
tion (potential gradient), lithium ions travel through the 
separator to the cathode where they enter the lattice of the 
cathode active material.
The separator, while conductive to ions, is an electronic 
insulator, thus forcing electrons to follow an opposite path 
through an external circuit or load. On the other hand, the 
path of electrons and lithium-ions is reversed when the 
battery is charging (due to the fact that the physical reac-
tions are made in the opposite sign).
In the domains of the problem, two phases are considered, 
the solid phase and the electrolyte phase, and they are treated 
as superimposed continua using porous electrode theory [4].
It is important to note that the x-dimension refers to the 
spatial dimension through the electrodes and the separator, 
according to Figs. 1, 2, and 3, and the r dimension refers to 
the depth in the particle where the diffusion of the lithium 
Fig. 1  Schematic of electrochemical cell model with coupled solid 
diffusion submodel
happens. The r-dimension of the spherical particles is called 
the pseudo second dimension. This is why the model is often 
referred to as Newman’s P2D model in the literature.
The P2D model consists of a set of partial differential equa-
tions (PDEs) and algebraic constraints governing the evolu-
tion of lithium concentration and electric potential within the 
cell. The equations of the model describe the battery system 
with four quantities, i.e., concentration of lithium in solid and 
electrolyte phase, cs(r, x, t) and ce(x, t) , respectively, and the 
volume-averaged electrical potential in the solid and electro-
lyte phase, s(x, t) and e(x, t) . All the equations are coupled 
by the term jLi(x, t) which is the reaction current resulting in 
production or consumption of Li.
















































































These equations are supplemented with appropriate bound-
ary conditions:
In addition, cs and ce are known at the initial time. The 
definition and the terminology used in the variables shown 
is summarized in Appendix 1.
Equation (1) enforces the lithium conservation in the 
solid phase. Similarly, Eq. (2) enforces the lithium conser-
vation in the electrolyte phase. In contrast, Eq. (3) refers to 
the charge conservation in the solid phase. Similarly, Eq. (4) 
refers to the charge conservation in the electrolyte phase.
Finally, the Butler–Volmer Eq. (5) is used to couple the 
charge and species governing equations: The four unknowns 
cs , ce , s and e are coupled in the nonlinear definition of jLi , 
resulting in a nonlinear problem. In addition, other variables 
which appear in the equations are defined empirically. These 
definitions are often nonlinear—such as, for example, the 
open circuit voltage U—thus adding more difficulties in the 
resolution.
The overpotential of Eq. (5) is obtained as:
where cse = cs(r = Rs, x) and therefore, the open circuit volt-
age U depends on the electrode.
In Eq. (5), exchange current density, i0 , is related to both 
solid surface and electrolyte concentrations according to
where k0 is a kinetic rate constant that depends on the 
temperature. Its value is often obtained using the initial 
exchange current density and concentrations.
Finally, the cell potential is computed as:
There are additional secondary equations to solve the model 
in the definition of some variables. The reader can find a 
detailed description of these equations in Appendix 2.
It is worth noting that there are as many equations (1) as 
particles in the x domain. Therefore, the discretization on the 











































(6)(x) = s(x) − e(x) − U(cse(x)),











− s(x = 0) − Rf ⋅ I.
Fig. 2  Schematic of the P2D model
Fig. 3  Detail of the solid diffusion submodel. The path of electrons 
and the graphs of cs(r) showed are the ones for the discharging pro-
cess
caused by the fact that usually there is one particle in each x 
node in the electrode domains.
If it is taken into account that the just-introduced model is 
one-dimensional in the cell space, the scheme of the model 
would be as depicted shown in Fig. 2 where the reader is 
reminded that there will be as many particles as nodes in x 
in the anode and cathode domain.
As previously stated, Eq. (1) is solved in the r-dimension 
of the spherical particles—the pseudo-second dimension—. 
For an in-depth analysis of this electrochemical model, we 
recommend the lecture of [20].
2.2  Definitions of the State of Charge (SoC)
We can find a lot of definitions of the SoC in the literature, 
and each one has its particular use and meaning. Funda-
mentally, the concept of SoC is related to the transport of 
lithium from one electrode to the other. A cell with a highly 
lithiated negative electrode and relatively delithiated posi-
tive electrode should correspond to a high SoC, since this 
implies that the cell has most of its stored charge.
The more extended definition is the bulk SoC. The bulk 
SoC counts the total lithium entering or exiting the electrode 
particles. Therefore, knowing the maximum and minimum 
concentration of lithium in each electrode (related to a cor-
rect operation of the cell), we can estimate the bulk SoC. 
The bulk SoC is computed using the following expression:
where 100% and 0% are the relation 
cse
cs,max
 on one electrode 
when the battery is fully charged and completely discharged 
respectively. cs,av is the average value of the concentration in 
the electrode. It is computed as follows (for the anode):
The first integral is used to compute the mean value of con-
centration of each particle and the second computes the 
mean value of all the particles along the electrode (since 
the lithium concentration varies spatially in the electrode).
It is important to note that the meaning of SoC depends 
on the choice of cs,av . For example, the voltage depends 
directly on the concentration at the particle surface and not 
on the mean value in the particles. Therefore, we can define 
the surface SoC redefining cs,av as follows: The cs,av is com-

















r2 ⋅ cs(r, x) ⋅ dr ⋅ dx.
(11)cs,av =
1
Ln∫n cse(x) ⋅ dx.
where n refers to the domain of the anode.
Furthermore, the surface SoC can also be computed 
for each spatial position on the electrodes (therefore: 
cs,av = cs(x, r = Rs) ). This way, the surface SoC would be a 
function depending on time and space SoC(x, t) . This is an 
interesting definition to see where depletion and saturation 
occur on the electrodes.
In addition, the surface SoC has implications in the avail-
able power that can be extracted at a given time, since the 
redox reactions are limited by the reactant concentrations at 
the particle surface [2]. The bulk and surface SoC converge 
to the same value at steady state (because at steady state the 
concentration profiles are stabilized), but it can be useful to 
track both metrics during dynamic current profiles.
For example, in a high discharge rate, there will be a sig-
nificant difference between bulk and surface SoC. However 
the latter has the information about the quantity of lithium 
instantaneously available to move from one electrode to the 
other and the quantity of lithium that can be deposed in a 
given time on an electrode.
Despite the usefulness of Eq. (11), the profile of the sur-
face concentration on the electrodes can have big variations 
and irregularities depending on the properties of the cell. 
In these cases, the mean value of Eq. (11) may not be suit-
able to approximate the dynamic behavior of the SoC in the 
electrodes.
The reason for this is that the critical points in the elec-
trodes can reach the values of depletion or saturation much 
sooner than the average value of the electrode concentration. 
This can cause problems such as a sudden loss of power.
For this reason, control strategies normally try to avoid 
this [49]. In these cases, we may be interested in the surface 
SoC at the critical points.
In this case we redefine cs,av as cs,av = cs(x = xc, r = Rs) , 
where Rs is the particle radius and xc is the critical point on 
the electrode. In this way we can, for example, stop charg-
ing if the critical point in the electrode is close to a danger-
ous surface SoC1. In this work, we will refer to the above 
definition as critical SoC and to the definition of Eq. 11 as 
surface SoC.
Another important issue is the voltage limits of the cell. 
Usually the operation of the cell has to work between a given 
range of voltage. Trying to work outside this limits can have 
undesirable effects. The operational limits of the battery can 
come from a variety of sources: voltage limits, suitable con-
centration limits and limits to avoid depletion and saturation 
effects. In some way, the effects are related, for example 
the voltage depends on the surface concentration and their 
distribution on the electrodes as well as the current profile.
1 The measure to control depletion and saturation on the electrodes 
is 0 < c
se
(x)∕c
s,max < 1 . On the other hand, the measure to control 
depletion in the electrolyte is c
e
(x) > 0 [49].
Finally, sometimes the cell voltage distributions are plot-
ted as a function of the depth of discharge (DoD), a term 
which is used to describe how deeply the battery is dis-
charged and it can be calculated as
3  Solving Newman’s P2D Model
We remind the reader that one of the goals of this work is 
to reduce, by means of a reduced-order model, the com-
putational effort and the simulation time of the full-order 
model, FOM, explained in Sect. 2. Results of the reduced 
order model (ROM) will therefore be checked against the 
FOM. This section is devoted to explaining the method used 
to solve the model. In particular, a strategy to solve Eqs. (1), 
(2), (3), (4) and (5) is needed, because all equations are cou-
pled and there is not a direct way to compute a solution.
Firstly, it can be noticed that the system of equations 
is nonlinear, so an algorithm for the solution of nonlinear 
systems is required. The Newton-Raphson method will be 
employed for the necessary linearization of these equations.
Secondly, it is noted that Eqs. (1) and (2) are the only 
ones which allow us to advance in the time domain. This 
can be accomplished in an implicit or explicit scheme. As 
a first approximation, and to avoid cumbersome expres-
sions for the Jacobian matrix, only the spatial derivatives 
of cs and ce will be cast in an implicit scheme. The variable 
(12)DoD = 1 − SoC.
jLi will be cast in an explicit way, allowing us to separate 
the nonlinear problem in Eqs. (3), (4) and (5). This scheme 
is sketched in Fig. 4.
The just-introduced approach can be further improved. 
For example, an additional iterative loop can be added (as 
shown in Fig. 5) to compute jLi in an implicit way. This 
allows the augmentation of the size of the time steps with-
out the introduction of any perceived instability.








 where k is a discontinuos function. A finite 
element discretization is used for these equations, namely, 
a weak formulation of the problem, to avoid problems in 
the derivative of a discontinuos function. In contrast, 
Eq. (1) can be discretized using the FDM (Finite Differ-
ence Method), which is easier to implement than FEM.
To compute the value of the functions cs and ce at each 
time step, a Crank–Nicolson scheme is used to discretize 
Eq. (1) and an implicit Euler scheme for Eq. (2). The rea-
son of using the implicit Euler scheme is its enhanced sta-
bility properties. Conversely, the Crank-Nicolson method 
is used to take advantage of the benefits of the implicit 
methods as well as an order of accuracy of O(t2).
In the r-domain, two different step sizes are used to adapt 
the mesh to the shape of the solution. In addition, a finite 
difference formula of an order of accuracy of O(r4) is used 
in the area where the function changes faster and abruptly. 
In the other areas, the classical formulas of an order of accu-
racy of O(r2) are used.
Fig. 4  Scheme to solve the 
electrochemical model
4  Proper Orthogonal Decomposition 
of the P2D Model
4.1  Reasons to Use the POD
In general, the solution of the model described in Sect. 2 
requires a large computational effort in terms of both time 
and memory. Under such situations, classical methods are 
not able to provide satisfactory results under the stringent 
conditions imposed by real-time feedback rates.
Analyzing different batteries, we observed that the param-
eters of the model can influence significantly the stability 
and accuracy needed to solve the model and therefore also in 
the amount of computational resources. For example, some 
tests to simulate some seconds of battery life usually took 
times in the order of minutes to compute. Hence, the compu-
tational effort has to be reduced several orders of magnitude 
and to achieve that, Proper Orthogonal Decomposition is 
proposed [27, 38, 39, 43, 46].
In our simulations, it is observed that roughly 90% of 
the time is used in solving Eqs. (1). In addition, a big com-
putational effort is needed to save and to compute the time 
evolution of the cs(r) functions at each particle. So it is clear 
that it is necessary to focus on this part of the model.
The problem in Eq. (1) is the large number of nodes 
along the r-domain needed to achieve an accurate solu-
tion without losing stability. This number of nodes has 
to be multiplied for the number of particles distributed 
along the x-domain. Therefore, one possible solution to 
the problem can be to reduce drastically the number of 
unknowns needed along r. For that purpose, a reduced 
basis is extracted to project all the possible functions cs(r) . 
If the cardinality of the basis,  , is small enough, the num-
ber of unknowns in Eq. (1) can be greatly reduced:
Now, if the reduced basis i(r) is known, we require only 
 coefficients i to determine the function cs by Galerkin
projection. It is important to keep in mind that in a Finite
Element basis (for example) we may need hundreds of coef-
ficients (or even more) to determine the function we are
evaluating because of the refined mesh used.
Note that Eq. (13) can be expressed in a more compact 
form:
To obtain the set of reduced basis, the following proce-
dure is applied [8]. Let us consider  = [1,… , n] ∈ ℝm×n , 
a given matrix with rank d ≤ min(m, n) , where 1,… , n
are column vectors. Further, let  = ⊤ be its singu-
lar value decomposition, where  = [1,… , m] ∈ ℝm×m , 
 = [1,… , n] ∈ ℝ
n×n are orthogonal matrices and the
matrix  ∈ ℝm×n has the form given by Eq. (16). Then for
any l = {1,… , d} the solution to following constrained opti-
mization problem:

























subject to ⟨̃i, ̃j⟩ℝm = ij for 1 ≤ i, j ≤ l,
ij =
{
1, if i = j,
0, if i ≠ j,
Fig. 5  Improved scheme to 
solve the electrochemical model
is given by the singular vectors {i}li=1 , i.e., by the first l 
columns of  . Moreover, the maximum value of Eq. (15) is 
given by the sum of the first l singular values of the diagonal 
matrix ,
In Eq. (16), the diagonal entries are sorted in descending 
order.
The problem (15) consists in approximating all spatial 
coordinate vectors i of  by a linear combination of normal-
ized vectors as well as possible. The constraint of the prob-
lem serves to normalize the functions i and thus ensure the 
uniqueness of the solution. It also adds the property of ortho-
normality between the l functions which solves the problem.
The choice of l is usually based on heuristic considera-
tions combined with observing the ratio between the mod-
eled energy to the total energy contained in the system  , 
which is expressed by:
Note also that 2
i
= i.
Imagine that a set of experimental values or snapshots of 
the cs(r) functions are collected in a matrix  during a bat-
tery simulation. We can use the SVD to extract a reduced 
basis {i}li=1 , which better approximates the cs(r) functions. 
If the extracted basis is small enough, we will have a drastic 
reduction of unknowns.
If the snapshots reflect well all the possible shapes and 
degrees of freedom of the cs(r) functions, this reduced basis 
can be used to perform simulations different from the ones 
used to extract the reduced basis. The reason for this is that 
the cs(r) functions of other scenarios will be well approxi-
mated because their projection into the reduced basis is good 
enough to reproduce them. However, if there is a scenario 
which produces cs functions which are not well reproduced 


















4.2  POD of the Electrochemical Model
To use the POD methodology, the matrix  which contains 
the snapshots has to be constructed (see Sect. 4.1). Each 
snapshot is a function cs(r) for a particle at a given time. 
However, our experience indicates that only the cs(r) func-
tions in the particles placed at the boundaries of the elec-
trodes are needed to construct a good reduced basis. In this 
way we can greatly reduce the size of the  matrix to repro-
duce long-time dynamics. So, from Eq. (1):
Using a Crank–Nicolson scheme:
By further discretizing Eq. (18) in space, we obtain the fol-
lowing algebraic expression:
where  is a vector which depends on the boundaries 
( n+1, n ), namely, the jLi(x) in the n- and n + 1-th time steps,
according to the following finite difference discretization.
The matrices in Eq.  (19) ( ,  ) are obtained by 
using a Finite Difference scheme of order O(r4) 
between Rs > r > 0.91 ⋅ Rs and of order O(r2) between 
0.91 ⋅ Rs > r > 0 [31]. Two different r are used. A larger 
one ( r1 ) between 0.89 ⋅ Rs > r > 0 and a smaller one ( r2 ) 
between Rs > r > 0.89 ⋅ Rs . The values of r1,r2 depend 
on the parameters of the cell analyzed.
To obtain the second-derivative formula when changing 
from r1 to r2 , we look for 
d2ui
dr2
 as in Fig. 6. In addition, the 
points i − 1, i, i + 1 and i + 2 are the ones which will be used 
in the expression searched according to Fig. 6 where h is 
defined as r1 and  ⋅ h as r2.
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Fig. 6  Reference mesh to obtain 
the finite difference formula 
when the spatial step changes
Therefore, according to the Taylor series, the following sys-
tem of equations can be found:
Now, we form a weighted sum of the equations with the 
coefficients 1, A, B:
removing the addends related to the third and first deriva-
tives gives:
Solving the system:
So, finally the sought expression is:
Returning to Eq. (19), adding the terminology intro-
duced in Eq. (14), we change Eq. (19) to introduce the 
reduced basis in the formulation of the problem as well as 
the new unknowns.
There are different strategies to solve the overdetermined 
































































ui−1 + A ⋅ ui+1 + B ⋅ ui+2














⋅ (8 ⋅ B ⋅ 3 + A ⋅ 3 − 1) + ⋯
2 ⋅ B ⋅  + A ⋅  = 1












B ⋅ ui+2 + A ⋅ ui+1 − ui ⋅ (1 + A + B) + ui−1
h2 ⋅ (4 ⋅ B ⋅ 2 + A ⋅ 2 + 1)
+O(h2).
(21) ⋅  ⋅ n+1 =  ⋅  ⋅ n + (n+1, n)
method minimizes the sum of squared residuals, and leads 
to a closed-form expression for the estimated value of the 
unknown vector. Therefore, the solution can be written as:
4.3  Results
To validate the robustness of the proposed scheme, two dif-
ferent batteries are studied, each one with different param-
eters. The parameters of the first cell are taken from [11, 
48]. This is a 6 Ah cell, designed for its application to 
Hybrid Electric Vehicles (HEV). For this battery, a POD 
basis is extracted using a constant 12 A discharge current. 
To check the accuracy of the reduced model, a comparison 
between the POD model and the original, full-order model 
is done. Results of this comparison are detailed in Fig. 7, 
where a validation is done with a current profile according 
to the Freedom CAR test procedure, a U.S. Department of 
Energy program for the zero-emission vehicle and technol-
ogy Research.
Other current profiles provided similar results, thus 
proving the validity of the approach. On the other hand, we 
achieve a reduction factor of 50 in the number of unknowns 
in this cell by using the POD basis. The simulation time and 
the computational effort to solve the problem is reduced by 
this factor approximately—note that roughly 90% of the time 
was used to solve Eq. (1).
The second cell parameters are taken from [53]. This 
type of cell is suitable for both HEV and EV applications, 
as we can notice in the types of simulations done in these 
references. The main parameters of this cell are detailed in 
Appendix 2.
For this second battery, a POD basis is extracted using a 
constant current discharge of 60 A. Figure 8 shows a com-
parison between the POD model and the original full order 
model. This figure shows the accuracy for the POD model 
to perform simulations with current profiles different from 
the one used to extract the basis. We remind ourselves that 
the basis is extracted with a constant current profile, while in 
the simulation of Fig. 8, the current used has a linear profile 
between different points. Despite the current differences, a 
good accuracy is achieved by the POD model as we can see 
in the comparison.
The reduced-order results are also compared to those pro-
vided by the software LIONSIMBA [53]. These results are 
shown in Fig. 9.
(22)
F =  ⋅ F, F =  ⋅ F,
 = ⊤
F
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Fig. 7  Simulation of the  
reduced order model for the 
first cell. Comparison of the 
evolution in time between the 
POD model and the original, 
full-order electrochemical 
mode, of the different variables 
of the cell. The different SoC 
and cell voltages are compared 
and the input current used 
during the simulation is shown 
in the last picture. Legend: 
RM = Results of the full P2D model ; 
POD = Results of the POD model
Fig. 8  Comparison of full- and 
reducer-order simulations of the 
second cell. The different SoC 
and the cell voltage are com-
pared and the input current used 
during the simulation is shown 
in the last picture. Legend: 
RM = Results of the full P2D model ; 
POD = Results of the POD model
In addition to obtaining a good comparison in terms of 
results, we achieve a reduction factor of 40 in the number of 
unknowns in this cell using the POD basis. The simulation 
time and the computational effort to solve the problem is 
reduced by this factor approximately. Both cells are simu-
lated in real-time (in other words, the time for a simulation 
of an interval t is less or equal than the elapsed time t). These 
results were tested on a laptop running an Intel Core Kaby-
lake i7-7700HQ+HM175, with 8GB DDR4 RAM running 
at 2400MHz.
Based on the experience of our simulations, we con-
clude that the key issue to obtaining a good reduced basis 
is to collect the cs(r) functions from an off-line simulation 
of a complete discharge-charge cycle at constant current. 
As we show in Fig. 8, this basis is good enough to repro-
duce other current profiles with good accuracy.
Another important consideration is the value of the con-
stant current used to extract the basis. Normally, a high 
value will produce more variations in the cs functions, 
which will better enrich the reduced basis. However, in 
this case, the simulation will typically stop sooner due to, 
for example, reaching the cut-off voltage.
In these circumstances, the depth of the diffusion in the 
particles can be smaller because of the shorter simulation 
time. This provides a dilemma for selecting the appropri-
ate value.
We remind the reader that the cut-off voltage is one of 
the limits imposed on the cell, as explained in Sect. 2.2, to 
ensure a suitable operation of the component. In this case, 
the cut-off voltage is referred to the limit assigned to the 
lowest value of the cell voltage.
Fig. 9  Comparison of the 
reduced-order results with those 
provided by the software LION-
SIMBA for the second cell
5  PGD Regression: Learning the cell 
Behavior from Data
5.1  Introduction
In Sect. 4, a ROM is developed to allow fast simulations 
of the electrochemical model using less computational 
resources. As we saw, excellent agreement with existing, 
full-order models are obtained. However, the POD model is 
not necessarily the best option to achieve a full simulation of 
all the systems which constitute the EV or indeed to be used 
in a BMS. For this reason, we explored several alternatives, 
leading us to the approach presented in this section.
This method allows us to easily couple the battery model 
with the other subsystems of the vehicle. It can likewise be 
used in a BMS without issue because of the simple algebraic 
expression(s) obtained.
Furthermore, this PGD approach could be developed, in 
which batteries can be modeled from data. One motivation 
for the use of the latter approach is that, by working directly 
with data, no parameter fitting is necessary.
The motivation of such an approach is that by working 
directly with data, no parameter fitting will be necessary. 
This approach has been tested successfully in other branches 
of scientific computing, see, for instance, [5, 18, 26, 29, 30, 
42], to name but a few. This methodology is specially con-
venient if it is expected that, for some reason, the model for 
the battery will change during its operating life, for instance.
As presented in Sect. 3, the response of the cell depends 
on the micro-scale, where many parameters are involved in 
the description of its dynamics. If a response surface-like 
approach is chosen under this setting, a large sampling effort 
is to be expected, that grows exponentially with the number 
of parameters. For this reason, a method able to circumvent 
the curse of dimensionality should be used [36]. Here, we 
employ the so-called sparse Proper Generalized Decomposi-
tion (s-PGD in what follows). In Sect. 5.2 an introduction 
to the s-PGD methodology is presented. The constructed 
model is explained in Sect. 5.3. Finally, results are presented 
in Sect. 5.4.
5.2  s‑PGD Methodology
The reader unfamiliar with the standard Proper Generalized 
Decomposition (PGD) method for solving PDEs, is directed 
to review works such as [9, 10]. Here, let us consider an 
unknown function f (s1,… , snd ) , which depends on nd differ-
ent variables or dimensions sk , k = 1,… , nd . For the battery 
problem:
f ∶ 𝛺1 ⊂ ℝ
nd
→ ℝ.
The s-PGD approach tries to approximate the function f 
using a separated (tensor) representation in each dimension. 
As in standard PGD procedures, it expresses the function f 
using a sum of products of one-dimensional functions along 
each dimension. Each sum is called a mode.
In the context of regression problems, the goal is to find 
a function f̃  which minimizes the distance to the sought 
function
and that takes the form
where M is the number of modes and k
m
 are the one-dimen-
sional functions of the mode m and dimension k. nt is the 
number of sampling points to perform the regression and i 
are the different vectors which contain the data points of the 
training set. ‖⋅‖ is the chosen norm to measure the distance 
between two points.
The other objective is that the function f̃  has to perform 
as well in the training set as in other possible sets.
This second goal is more difficult to achieve, yet is more 
important because this evaluates the predictive ability of 
the model f̃ .
Achieving this is particularly difficult when confronted 
with a high-dimensional problem, which provides sparse 
data.
The s-PGD methodology is based on creating a function 





each k are formed by a linear combination of a set of basis 
functions:
where D represents the degrees of freedom of the chosen 
approximation. In addition, k
m
 is a column vector with the 
set of basis functions for the k dimension and the m-th mode 
and k
m
 is a column vector with the coefficients for the k 
dimension and the m-th mode. The important issue here is 
to know which set of basis functions are best suited for the 
problem at hand. For example, a Fourier basis or a polyno-
mial basis can be selected.
The determination of the coefficients in each one-dimen-
sional function for each mode m = 1,… ,M is done by 
employing a greedy algorithm such that, once the approx-
imation up to order M − 1 is known, the new M-th order 
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A standard choice is to select the same basis for each one 
of the modes:
This choice may seem reasonable at first glance, however it 
may not be appropriate when dealing with non-structured 
sparse data.
It is known that the cardinality of the interpolation basis 
must not exceed the maximum rank provided by the training 
set. Indeed, this constraint, which provides an upper bound 
to build the interpolation basis, only guarantees that the 
minimization is satisfied by the training set, without saying 
anything of the other measured points. Hence, if there is not 
an abundance of sampling points in the training set, in the 
limit of low-data regime, high oscillations may appear out of 
these measured points. Usually, this is an undesirable effect 
because it affects the predictive ability of the constructed 
regression model.
In order to tackle this problem, the s-PGD uses the Modal 
Adaptivity Strategy (MAS) to take advantage of the greedy 
PGD algorithm. The idea is to minimize spurious oscilla-
tions out of the training set by starting the PGD algorithm 
looking for modes with relatively smooth bases. When it is 
observed that the residual decreases slowly or stagnates, a 
high-order basis can be used. By doing this, oscillations are 
reduced, since a higher-order basis will try to capture only 
what remains in the residual.
To deploy the strategy, an indicator and a stopping cri-
teria have to be defined. Many different strategies can be 
envisaged. Here, we employ that defined in reference [25], 
where the methodology of the s-PGD is explained in more 
depth. Following that reference, the following norm is used 
for the PGD residual in the present work:
where RM
T
 is the residual of the PGD solution of M modes in 
the set T (training set) and f̃ M is the PGD solution composed 
of M modes.
Then, for each f̃ M , we define
where r is a tolerance defining the resilience of the s-PGD 
to increase the cardinality of the interpolation basis. The 
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5.3  Proposed Model
This work is focused on the battery application in the EV. In 
this application, our main objective is to construct a regres-
sion model able to provide the response of the cell/battery 
for an arbitrary itinerary of the EV.
The itinerary depends on the initial State of Charge, the 
loading and the environmental conditions. Therefore, the 
goal is to build a mathematical model which give us func-
tions f1 and f2 as follows:
There are two immediate issues in developing the model 
in Eq. (30). The first is the high-dimensional problem of 
defining such an itinerary. The second is that the electro-
chemical model depends on a micro state. This implies that 
the dynamical evolution of the response depends on the time 
evolution of a large number of variables.
Considering the isothermal model of the cell and neglect-
ing its time evolution, the load and the environment of an 
itinerary can be translated as the I(t) demanded by the bat-
tery. In this way, the different itineraries can be modeled as 
different I(t) for a given initial SoC.
It follows that a possible way to obtain a model by data 
regression is to parameterize the current instead. To this 
end, a piece-wise linear intensity is assumed and constructed 
as a function of the value of the current in some nodes as 
sketched Fig. 10. The problem is that this approach forces 
us to work in a high-dimensional space with potentially hun-
dreds of parameters for a one-hour itinerary. This idea was 
therefore discarded.
Another possibility consists in parameterizing an inter-
val of time as a function of a given initial condition and 
a final current at the end of the time interval. Once this 
interval is parameterized, the only thing we have to do 
to complete a simulation is to join the solutions of each 
interval.
The problem here is due to the micro-scale modeling 
of the cell. This means that we will need to follow the 
(30)
SoC(t) = f1(SoC(t = 0), Load, Environment)
V(t) = f2(SoC(t = 0), Load, Environment).
Fig. 10  Construction of a piece-wise linear intensity as a function of 
time
micro-scale evolution of parameters such as cs(r, x, t) and 
ce(x, t) to compute and follow the time evolution of macro-
scopic parameters such as V(t) and the SoC(t). Therefore, 
this second idea produces hundreds of inputs or outputs 
on the modeled interval.
Nevertheless, we can consider analytical means to reduce 
the number of input and output parameters to make this sec-
ond idea feasible. Sometimes, variables at the macro scale, 
which depend on a high number of parameters in the micro-
scale, can be reduced to a simple expression. In this way, 
we use macroscopic parameters (surface SoC , bulk SoC and 
voltage) to reproduce the battery response, assuming for 
now that the system will be sufficiently described by these 
variables. This is not a random choice. The bulk SoC , the 
surface SoC and the voltage for a given intensity depend on 
the dynamics of the micro-scale parameters cs and ce.
We extend this approach by predicting the micro-scale 
parameters of interest using only the above-mentioned 
macro-scale variables. Concretely, depletion and saturation 
are predicted adding the critical SoC defined in Sect. 2.2. 
Furthermore, the average electrolyte concentration at each 
electrode, ce,avg , is added into the s-PGD model. In this way, 
Li+ depletion in the electrolyte is controlled.
To summarize, the s-PGD model retains only field vari-
ables relevant to estimation and control applications in the 
micro and macro scale. The great advantage of employing 
this approach is that the s-PGD model can predict the time 
evolution in all the scales observing only a few macro-scale 
variables. Proofs of this assertion are included in Sect. 5.4.
In Fig. 11, we sketch the proposed model. In this model, 
a time interval t = to − ti is parameterized as a function of 
given initial conditions at the beginning of the interval and 
the final current at the end of the interval.
A different PGD regression model will be constructed 
for each output. This model provides us with a forecast of 
the outputs t seconds in the future, taking the correspond-
ing inputs into the regression. Note that it is not neces-
sary to take all the inputs shown in Fig. 11 to perform the 
regression. For each output, we take the inputs which give 
the best results.
A polynomial basis is selected to use the s-PGD explained 
in Sect. 5.2 with the electrochemical model. The motivation 
for this choice is the requirement for a simple model that can 
be integrated in the SimulationX model of the EV.
Therefore, the expression of the output voltage as a func-




 are the one-dimensional functions constructed with 
different polynomial bases according to the Modal Adaptiv-
ity Strategy (MAS) explained in Section. 5.2.
5.4  Results
In this section, we analyze an example cell described in [53]. 
Its parameters are detailed in Appendix 2.
As already described in Sect. 5.3, polynomial bases are 
used for the one-dimensional functions of the s-PGD regres-
sion introduced in Sect. 5.2. The MAS is used, starting with 
low-degree approximations and finishing with higher-degree 
approximations.
The surrogate input to describe an itinerary, namely I(t), 
is considered to be polygonal within each t . This assump-
tion is made because, in principle, t is small enough to 
consider that the current has a linear profile between any two 
consecutive time instants.
We observe that the method chosen to extract and to 
select the data for the training set has a significant impact 
on the regression results. The regression is done performed 
on sparse data, because of the high dimensionality of the 
problem. For this reason, the sampling strategy is critical 
to ensuring the good predictive capabilities in the model.
A simple way to obtain a good training set is to con-
sider the current nodes of the itinerary I(t) (defined as in 
Fig. 10) as different parameters (dimensions i0,… , in ) of 
the problem. We remind ourselves that the real dimensions 
of the model proposed are the ones shown in Fig. 11, but 
for the sampling we choose to use i0,… , in . The reason for 
this choice is that it is not possible to reconstruct the whole 
micro-scale state with the few dimensions which are chosen 








s1 = ii, s
2 = io,
s3 = surface SoC (anode)
s4 = surface SoC (cathode), s5 = bulk SoC (anode),
s6 = bulk SoC (cathode),
Fig. 11  Model of the parameterized interval. One regression is per-
formed for each output. We will take for each output, the inputs 
which give us the best results. Here, subscript i refers to input values, 
while subscript o means output. Variable i refers to the current and 
the variable V refers to the voltage
in Fig. 11. The whole micro-scale state is needed to run the 
model to obtain the training set.
In order to obtain different I(t) values, we use the Latin 
Hypercube Sampling (LHS) method in the dimensions 
i0,… , in . The sampling process described is repeated for 
different initial SoC of the cell. Then, when sampling is fin-
ished and the itineraries of the the sampling are simulated, 
the different results of the variables of interest ( SoC , V, ...) 
are split into different intervals of size t to perform the 
regression via the s-PGD.
One way to improve the sampling described above is 
the following. The LHS which is used in this work (Mat-
lab function lhsdesign()) produces normally oscillat-
ing I(t) functions. It is convenient to enrich the training set 
by e.g. adding some I(t) with constant current profiles or 
formed of 2-4 step functions. In this way, the regression is 
more adapted to current profiles representative of a constant 
discharging or charging of the battery and it can take into 
consideration this type of behavior that otherwise would be 
underestimated. Furthermore, in doing this, the training set 
is more adapted to simulations that attain greater depths of 
discharge (because, for example, some high constant current 
profiles are added in the training set).
In the results that follow, we obtained a regression 
using a sampling composed of 5-min itineraries ( t = 15 
s is used for the regression). These results are shown in 
Figs. 12,  13, 14 and 15. This regression turns out to be 
very accurate for itineraries of 5 min, where the relative 
error is always under 1% in all the tests.
This regression model can be used for itineraries longer 
than 5 min, but the relative error starts to increase up to 
1%. In Figs. 14 and 15 we can see that the error can be 
acceptable for 10 min itineraries.
The inputs used for the regression of each output were:
where the s-SoC and the b-SoC refer to the surface SoC and 
bulk SoC respectively.
The MAS explained in Sect. 5.2 is used to determine 
the higher-degree approximations used. The results to 
apply the MAS are: 
1. For the surface and bulk SoC, only polynomial basis of
degree one (thus, linear) are used.
Vo ∶ s




s3 = surface SoC (anode) s4 = bulk SoC (anode)
s5 = Vi
s-SoC ∶ s1 = ii s
2 = io
s3 = surface SoC s4 = bulk SoC
s5 = Vi
b-SoC ∶ s1 = ii s
2 = io
s3 = bulk SoC
Fig. 12  Comparison of the 
results between the s-PGD 
model and the POD model in 
a 5 min itinerary. The s-PGD 
model is extracted based on 
itineraries of 5 min. t = 15s
Fig. 13  Error between the 
s-PGD model and the POD
model in a 5 min itinerary. The
s-PGD model is extracted based
on itineraries of 5 min. t = 15s
Fig. 14  Comparison of the 
results between the s-PGD 
model and the POD model in 
a 10 min itinerary. The s-PGD 
model is extracted based on 
itineraries of 5 min. t = 15s
2. For the Voltage: a first group of modes is created with
one-dimensional functions based on polynomial basis of
degree one. Then, a second group of modes is created
with one-dimensional functions based on polynomial
bases of degree two.
This methodology can also be used with longer trajectories 
or smaller t . Consider, for instance, a regression obtained 
with a sampling composed of 10-min itineraries ( t = 5 s is 
used for this regression). The results are shown in Figs. 16 
and 17. This regression is very accurate to compute 10-min 
itineraries, where the relative error is under 1% in almost all 
the checking set of data points.
Trajectories longer than 10 min can also be computed. 
While the error will naturally increase, it can be acceptable 
if the difference between Tsim and Treg is not too large. Note 
that Tsim is the duration of the simulated itinerary, while Treg 
is the equivalent for the sampling itineraries for the PGD 
regression.
The results for the regression shown in Figs. 16 and 17 
are 
1. For the surface and bulk SoC, only polynomial bases of
degree one are used.
2. For the voltage, a first group of modes is created with
one-dimensional functions based on polynomial bases
of degree one. Then, a second group of modes is created
with one-dimensional functions based on polynomial
bases of degree two. Finally, a third group of modes is
created with one-dimensional functions based on poly-
nomial bases of degree three.
To summarize, the results of using the s-PGD in the criti-
cal SoC and in the cavge  are shown according to Sect. 5.3 
(where their importance was discussed). Here, t = 2s is 
used. The values are with respect to the negative electrode.
Results are shown in Figs. 18 and 19. These regressions 
are intended to reproduce 10-min itineraries with an ini-
tial SoC of 85%. We can observe that we can reproduce the 
results with a high degree of accuracy. Inputs used for these 
regressions are the same as those used in the voltage regres-
sion with t = 15s (but using cavge  or the critical SoC instead 
for the voltage input), while polynomials of degree two were 
employed in the approximation.
Fig. 15  Error between the 
s-PGD model and the POD
model in a 10 min itinerary. The
s-PGD model is extracted based
on itineraries of 5 min. t = 15s
6  Constructing a Digital Twin of the Electric 
Vehicle System
In this section, the s-PGD model developed in Sect. 5 (spe-
cifically the model with t = 2 s) is inserted in a HEV/EV 
model to simulate the whole vehicle under realistic operat-
ing conditions. To this end, the system simulation software 
SimulationX (ESI ITI GmbH, Dresden, Germany) is used. 
This is a tool in the field of multi-physics system simu-
lation. It is based on the Modelica language, an object-
oriented, declarative, multi-domain modeling language for 
component-oriented modeling of complex systems. See 
http://model ica.org for more information.
The neessary steps to insert the s-PGD model into a 
SimulationX model of the EV are summarized in Fig. 20.
Firstly, a battery package is created with all the ele-
ments needed for the battery model. This package is writ-
ten using Modelica and encapsulates all elements needed 
to run the model such as types, classes and functions. In 
addition to describing equations in its native, equation-
based form, Modelica provides a means of interfacing 
components to external C functions. A number of utility 
functions are created in C language such as functions for 
reading the input file containing the polynomial coeffi-
cients of the s-PGD solution. This file is generated by the 
program used to compute the s-PGD solution. By exploit-
ing the Modelica external C interface, the regression infor-
mation stored in the file can be tranparently loaded into 
the Modelica battery modeling components as a battery 
component that reproduces the s-PGD model in the full 
EV system simulation, Fig. 20.
Induction motors (for example the Tesla Model S) or syn-
chronous motors (for example the Renault Zoe) are more 
widely used than the DC motors in the EV. However, for 
simplicity, and without loss of generality, we will model in 
this example the electric motor as a DC motor, which can be 
more often found in HEV applications.
A DC/DC converter is used to control the motor through 
the applied voltage. The model used in the converter is taken 
from [55]. Elements such as damping, inertias, springs, 
transmissions, rotational transformations and masses are 
used to model the mechanical part of the vehicle.
We consider a constant altitude during the itinerary, but 
note that it is straightforward to model different slopes where 
needed. The main forces acting against the movement of the 
car are the aerodynamic resistance, the rolling resistance 
and the grade resistance. Therefore, the tractive effort must 
be higher than these resistance forces to achieve the desired 
acceleration.
In Appendix 3 the interested reader can find the main 
parameters used in this example. An actual 10-min itiner-
ary is used between Avenida de Valencia, E-46891 El Palo-
mar and Plaza Barranc Marques, E-46890 Agullent, both in 
Spain. This itinerary is shown in Fig. 21.
The function v(s), velocity as a function of position, is 
computed by assuming that the car is usually traveling at 
the maximum velocity permitted on that section of road. 
In Fig. 22, this velocity function is shown, while in Fig. 23 
Fig. 16  Comparison of the 
results between the s-PGD 
model and the POD model in 
a 10 min itinerary. The s-PGD 
model is extracted based on 
itineraries of 10 min. t = 5s
the velocity demanded by the driver as a function of time 
is shown.
A PI controller is used to ensure that the system follows 
the response v(s). In our case, the controller sends a signal 
to the actuator of the control system as a function of the 
error between the sensed speed and the desired speed. The 
controller output can be expressed as:
where e(t) is the error between the sensed speed and the 
desired speed and Kp and Ki are the proportional and integral 
gains respectively. In this way, the driver behavior is mod-
eled by the PI controller which must be correctly parameter-
ized to follow the desired speed response v(s).




In Fig. 24, the SimulationX battery box model is shown. 
In Fig. 25, the SimulationX user parameter interface dem-
onstrates how a user can select the number of (identical) 
cells are connected in series and in parallel. More than one 
type of cell can be used to create the battery by joining 
different battery boxes.
Furthermore, the possibility of adding an internal resist-
ance to the model is created. In this way, the user can 
model linear voltage drops such as the contact resistance 
when the cells are connected through the collectors. In 
Fig. 26, we observe voltage variation in a cell due to the 
electrochemical model. In Fig. 27, we can observe the 
voltage variation in a cell due to the internal resistance (A 
resistance R = 0.001  is selected). In Fig. 28, a compari-
son of the bulk SoC and the surface SoC is shown. Finally, 
the critical SoC and the ce,avg in the negative electrode can 
be noticed from Fig. 29.
Fig. 17  Error between the 
s-PGD model and the POD
model in a 10 min itinerary. The
s-PGD model is extracted based
on itineraries of 10 min. t = 5s
7  Constructing a Hybrid Twin
7.1  Introduction
In Sect. 5 we developed a battery model which can be 
simulated together with all the other systems within the 
EV under real-time feedback constraints. With the help of 
this model we obtained highly accurate results in the pre-
diction of variables of interest as compared to the results 
of the original electrochemical model shown in Sect. 2.
In this section we go further. Our main objective is 
to develop a model for real-time applications capable to 
learn from data. In this way, systematic, biased deviations 
from the model can be attributed to deficiencies in the 
model. With the stream of experimental measurements 
the model will be corrected on-line and under real-time 
constraints, thus giving rise to the concept of the Hybrid 
Twin [7].
7.2  Hybrid Twins: The Big Picture
Each dynamical system can be characterized by the time 
evolution of its state vector, that is, the vector which con-
tains the value of the variables needed to describe the sys-
tem. The Hybrid Twin (HT) focuses on describing this 
evolution as well as possible, by taking into consideration 
that the physics-based model does not always fit the meas-
urements exactly.
HTs are based on the idea that biased deviations 
(between the model and the measurements) show hid-
den physics—in other words, ignorance—and therefore, 
these deviations require a particular treatment. They will 
be modeled on-line by assimilating collected data. This 
correction on-the-fly is done using data-driven deviation 
models. On the other hand, the unbiased deviation contri-
bution is associated to noise and it is addressed by using 
Fig. 18  Comparison of the 
results between the s-PGD 
model and the POD model in a 
10-min itinerary (critical SoC
and cavge  ). The s-PGD model is
extracted based on itineraries of
10 min. t = 2s
adequate filters. The interested reader can consult [17] or 
[42] for previous applications of this rationale.
In what follows the state vector at time t is denoted by (t)
and its time evolution by ̇(t) . A HT can thus be represented 
then by the following equation:
In a HT framework [7] the dynamical evolution of the sys-
tem will be represented as
(32)̇(t) ≈ ̇(t)model + ̇(t)correction.
(33)̇(t) = (, t;) + (, t) + (, t) + (t),
thus establishing that the rate of change of the state vector 
encompasses different contributions:
– The physics-based model (, t;) , used to describe
the dynamical system. Its contribution depends on a
number of model parameters  . This can be cast in the
form of a ROM to ensure real-time feedback, namely,
a PRM (Parametric Reduced Model) where the val-
ues of the involved parameters are identified from the
assimilated-data.
– A data-based model correction (, t) , describing the
gap between prediction and measurement.
Fig. 19  Error between the 
s-PGD model and the POD
model in a 10 min itinerary
(critical SoC and cavge  ). The 
s-PGD model is extracted based
on itineraries of 10 min. t = 2s
Fig. 20  Diagram showing the 
data flow for the s-PGD model 
when embedding in a Simula-
tionX model
– External actions (, t) , introduced into the system
dynamics in order to drive the model solution towards
the desired target. It must be noted that the term 
could depend on the model parameters  or it may not
depend on .
– The unbiased noise (t) , that has been traditionally
addressed using appropriate filters [7, 16]. This terms
also includes external actions for which there is no pos-
sible prediction.
It is worth noting that the physics-based model  is cali-
brated on-line to adapt its output to the measurements, 
and the data-driven model correction  is constructed 
on-the-fly.
In the above definition, the adjective Hybrid comes 
from (, t) . The reason is that the model is composed of 
two contributions: one,  , coming from a physics-based 
model—even if it is calibrated from data—and the other, 
 , constructed from scratch from data. This double nature
distinguishes digital twins from their hybrid counterparts.
Fig. 21  Picture of the itinerary 
simulated by the SimulationX 
EV model. It corrsponds to 
a 10-min itinerary between 
Avenida de Valencia, E-46891 
El Palomar and Plaza Barranc 
Marques, E-46890 Agullent, 
both in Spain
Fig. 22  Velocity (position) of the itinerary Fig. 23  Velocity response demanded by the driver
7.3  The Dictionary Model
The Dictionary Model starts with the supposition that we are 
dealing with a nonlinear dynamical system. So, we consider 
a nonlinear dynamical system:
(34)̇(t) = (,, t;),
where  ∈ ℝnx is the vector representing the state of our 
dynamical system at time t, and  contains parameters of the 
system.  ∈ ℝnu is a vector with the inputs of the system, 
and  represents the dynamics as a function of  ,  , t and .
The discrete-time system is:
(35)k+1 =  (k,k, tk;).
Fig. 24  Graphical view of the 
EV model created in Simula-
tionX. In the red circle, the bat-
tery box created with the s-PGD 
solution is highlighted
Fig. 25  Parameters of the Simu-
lationX model created using the 
s-PGD solution
If we assume that the system is linear,
w h e r e  k ∈ ℝnx  ,  k ∈ ℝnu  ,  () ∈ ℝnx×nx  a n d 
() ∈ ℝnx×nu . The operator () describes the dynamics
of the unforced system while the operator () characterizes
the impact of the input k on the state k+1.
The idea of the DM is to approximate the nonlinear behav-
ior of Eq. (35) with locally linear approaches in terms of k . 
To do this, the operators  and  of Eq. (36) must depend on 
k . Therefore, the dynamical system described by the DM is:
(36)k+1 = () ⋅ k + () ⋅ k,
(37)k+1 = (k,) ⋅ k + (k,) ⋅ k.
This implies that there is a set of matrices S that must be 
obtained to describe the nonlinear behavior.
The set S is the “dictionary”, which allows us to reproduce a 
nonlinear model as a combination of local linear approaches.





needed for each k , the method can be unfeasible because 
of the large amount of memory needed to store S , and also 
because of the large size of the training set needed to obtain 
S.
For this reason, this method will work well if each Zi 










Fig. 26  Cell voltage predicted by the s-PGD model during the simu-
lated itinerary
Fig. 27  Voltage drop produced by the internal resistance in a cell dur-
ing the simulated. itinerary
Fig. 28  Comparison between the bulk SoC and the surface SoC in the 
10-min itinerary
Fig. 29  Comparison between the critical SoC and the cavge  in the nega-
tive electrode during the simulated itinerary
the case, it is useful to look for a transformation (⋅) , 
which transforms the evolution of the state vectors in a 
more linear behaviour (k) . The Support Vector Machine 
(SVM) [6] and kernel methods [3, 19, 21] provide a 
number of tech-niques for constructing the feature space 
(k).
Here, a methodology based on the Dynamic Mode 
Decomposition (DMD) ideas [32] is proposed. The discrete 
equation for a local dynamical system must be rewritten as:
Then, if we have ns different snapshots for a given local lin-
ear system, we define the matrix 0 ∈ ℝ(nx+nu)×(ns−1) and the 
matrix 1 ∈ ℝ(nx)×(ns−1) as:
where each column corresponds to a snapshot. Therefore, 
the transition matrix  is learned to minimize the state 
reconstruction error:
However, to guarantee stability, the Eq. (42) must be refor-
mulated as:
where (⋅) denotes the spectral radius.
Unfortunately, the feasible region constrained by 
() ≤ 1 is nonconvex [23] and no general methodology 
exists to solve it.
We propose an option to deal with this problem if 
is not too big. This is to change the restriction () ≤ 1 
to ‖‖2 ≤ 1 . Other approximations of other authors to this
problem can be found in the literature [23, 24, 28].
A training set T  composed of a collection of snapshots{
1,… ,Nf
}
 of different simulations must be obtained. To 
decide the snapshots to obtain each local linear dynamical 
system, two methodologies are proposed.
The first one is to split each simulation time in intervals 
( I1,… , IN) , where the linearization process is deemed good 





interval Ii are assigned to belong to the linear dynamical 
system obtained in their interval Ii.
The second one is to use the k-means clustering [1, 37] 
algorithm to obtain the linear dynamical system of each 
cluster. In this second approach, given a set of snapshots {
1,… ,Nf
}
 , k-means clustering aims to partition the Nf  
observations into k ( k ≤ Nf  ) sets K = {K1,… ,Kk} so as to










=  ⋅ k.
(40)0 =
[





2, 3, … , ns
]
,
(42)min ‖‖1 − ⋅ 0‖‖2F.
(43)min ‖‖1 − ⋅ 0‖‖2F s. t. () ≤ 1
where i is the mean of points in Ki.
Other techniques like the ones based on Hierarchical 
Clustering can be used. Here, techniques such as k-means 
clustering are preferrred because they can be applied to large 
volumes of data without difficulties.
7.4  Dictionary Model for the Electrochemical 
Model: Correcting the Gap
As we have introduced in Sect. 2, the electrochemical model 
is high-dimensional. If we use the ideas of the DM in the 
micro-scale, the matrices to work will be of an intractable 
size. For example, if a reduction of the dimension is not 
used, a state vector of thousands of dimensions can be found. 
In this case, the DM would be unfeasible. In addition, even if 
a drastic reduction of the dimension in the micro-scale could 
be applied, there is no guarantee that good results would be 
obtained because the system is highly nonlinear.
For these reasons, we must change the way we think 
about the electrochemical model to use the DM with suc-
cess. We focus only on two variables of interest: The voltage 
and the bulk SoC.
The isothermal Newman’s P2D model presented in this 
work give us the voltage and the bulk SoC as a function of 
both the micro-scale state of, and the current demanded by 
the battery, I(t). However, the time evolution of the micro-
scale is a consequence of I(t). Therefore, the global overview 
would be that the Newman’s P2D gives the evolution of the 
variables as a function of the initial micro-scale state of the 
battery and the current demanded by the battery I(t).
It is worth noting that implies that the variable which 
dictates the time evolution of the whole system is I(t) (for a 
fixed initial state). In this way, the model can be interpreted 
as a black box, as sketched in Fig. 30.
Therefore, a dynamical system, which has only voltage 
and bulk SoC as variables of interest, along with the input 
I(t), is considered. Note that I(t) carries two meanings: the 








Fig. 30  Diagram of the approach used to apply the DM for the bat-
tery model
micro scale. For this reason, the dynamical system that we 
are proposing must depend on the history. In this way, it 
takes into consideration how the micro scale is evolving, and 
how the response must change because of that.
Therefore, variables based on the time history of I(t) must 
be created to measure this evolution of the micro-scale state. 
In addition, a transformation (⋅) , introduced in Sect. 7.3, 
must be defined to linearize as much as possible the behav-
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.
As we have already seen in Sect. 7.3, the dictionary S , which 
allows us to reproduce a nonlinear model as a combination 
of local linear approaches, is obtained in two phases.
The first stage is off-line during which a training set T





ferent simulations must be obtained. Then, in the on-line 
stage, the model is corrected, enriching the original diction-
ary. In this way, our model can be adapted so as to fit with 
unexpected experimental measurements.
Consider, for instance, a model trained to reproduce any 
possible 10-min trajectory from an initial SoC of 40-60%. 
If the model attempts to reproduce a trajectory of an initial 
SoC of 80% (not trained), the on-line correction must be 
able to reproduce well this new scenario. Or imagine that an 
attempt is made to employ model with a 20-min trajectory 
whereas it is trained only for 10-min journeys. Then, the on-
line correction also needs to be able to reproduce well this 
new scenario. Gaps between reality and the electrochemical 
model should be corrected in the same way.
Fig. 31  Voltage error of using 
the model extracted through the 
DM for 38 trajectories (without 
any on-line correction). The first 
ten trajectories correspond to 
the training set. The transition 
between the training set and the 
not-trained trajectories is high-
lighted with a red line. (Color 
figure online)
Noise is not considered in the results of Sect. 7.5. It could 
easily be, however, with the methodology already considered 
in Sect. 7.2.
7.5  Results
The systems to identify have the form presented in 
Sect. 7.4. In these, we expect our model to be able to 
reproduce an arbitrary 10-min trajectory with an initial 
SoC of 50%. The pseudo-experimental training set T  is 
composed of a collection of snapshots obtained from the 
Newman’s P2D electrochemical model shown in Sect. 2 
using the POD methodology explained in Sect. 4. This 
training set T  is obtained using ten different 10-min tra-
jectories. In the comparisons that follow, the results of 
the DM are compared with the ones extracted from the 
Newman’s P2D electrochemical model.
Two different error criteria are used. The first one is:
where V denotes voltage, SoC denotes the bulk state of 
charge, the subscript DM denotes the results obtained by 
the Dictionary Method and the subscript P2D denotes the 
results obtained by Newman’s P2D model.



















Fig. 32  SoC error of using the 
model extracted through the 
DM for 38 trajectories (without 
any on-line correction). The first 
ten trajectories correspond to 
the training set. The transition 
between the training set and the 
not-trained trajectories is high-
lighted with a red line. (Color 
figure online)
Fig. 33  Comparison of the 
results between the P2D model 
and the DM model for trajectory 
number 30. Here, the on-line 
correction term is not used
Fig. 34  Comparison of the 
results between the P2D model 
and the DM model for trajectory 
number 30. Here, the on-line 
correction is used. To update 
the on-line dictionary we 
impose the criteria to limit the 
maximum error to 0.65% for the 
voltage. The vertical lines in the 
correction event plot indicate 
when the correction event hap-
pens
Fig. 35  The DM with on-line 
correction reacts in a region 
for which the model is not 
prepared. Results are shown for 
the voltage during a trajectory 
with an initial SoC of 85% (not 
initially considered in the train-
ing set). To update the on-line 
dictionary, we imposed the 
criteria to limit the maximum 
error to 0.5% for the voltage
Fig. 36  The DM with on-line 
correction reacts to a region 
in which the model is not 
prepared. Here we can see the 
results for the SoC for a trajec-
tory with an initial SoC of 85% 
(not trained for this scenario). 
To update the on-line dictionary 
we imposed the criteria to limit 
the maximum error to 0.035% 
for the SoC
Fig. 37  The DM with on-line 
correction reacts to another 
trajectory with an initial SoC of 
85%. We can see that no correc-
tion is needed for the voltage in 
this second trajectory due to the 
on-line learning of the first one 
(Fig. 35). To update the on-line 
dictionary we imposed the cri-
teria to limit the maximum error 
to 0.5% for the voltage
Fig. 38  Number of corrections 
needed for different trajectories 
with an initial SoC of 85% (for 
which the original model is not 
trained). To update the on-line 
dictionary we imposed the 
criteria to limit the maximum 
error to 0.035% for the SoC and 
to 0.5% for the voltage
In Figs. 31 and 32, we can observe the error caused by the 
model extracted through the DM for 38 trajectories (without 
any on-line correction). The first ten trajectories correspond 
to the training set. The transition between the training set to 
the not-trained trajectories is highlighted with a red line. In 
these plots we can see that the voltage error is always lower 
than 3% and it can be lower than 1% in a lot of itineraries. 
Conversely, the SoC error is negligible (always lower than 
0.08%).
In Fig. 33 and 34 we show the comparison of the DM 
with and without the on-line correction for a trajectory 
which we have chosen deliberately to be different to those 
in the training set. To update the on-line dictionary we 
impose the criteria to limit the maximum error to 0.65% 
for the voltage and to 0.05% for the SoC. In addition, the 
vertical lines in the correction event plot indicate when a 









that only two corrections are needed to maintain the error 
level below 0.65%.
In Fig.35, the on-line correction is shown to react within 
a region for which the model is not prepared. Here we can 
see the results for a trajectory with an initial SoC of 85%. 
We can see that a few corrections are needed at the begin-
ning but later, the model attains good predictability abilities.
In Fig. 36, we show the SoC results for the above condi-
tions. Note that only one correction is needed for the SoC, 
despite the fact that the model was not trained to work in 
these conditions.
In Fig. 37, we see how the on-line correction reacts to a 
different trajectory with an initial SoC of 85%. In this case, 
no correction is needed due to the on-line learning of the 
first one (see Fig. 35).
Finally, in Fig. 38 and 39, the number of corrections 
needed for six trajectories of an initial SoC of 85% and 
another six for an initial SoC of 42.7% are shown. As a 
result of these corrections, the error the voltage remains 
below 0.5%.
As an additional measure, the dictionary is enriched at 
each correction. With this addition, the number of correc-
tions is reduced as the model learn how to react in these new 
scenarios. To update the on-line dictionary, we imposed the 
Fig. 39  Number of corrections 
needed for different trajectories 
with an initial SoC of 42.7% 
(for which the original model is 
not trained). To update the on-
line dictionary we imposed the 
criteria to limit the maximum 
error to 0.035% for the SoC and 
to 0.5% for the voltage
criteria to limit the maximum error to 0.035% for the SoC 
and to 0.5% for the voltage.
8  General Conclusions
In Sect. 4 a ROM is developed using the POD technique. It 
can be observed that the results of the full model are repro-
duced with a high accuracy using the POD model. A large 
reduction in the computational time and resources needed to 
solve the electrochemical model is also achieved.
The saving in computational time and resources means 
that cell design, parameter fitting, and simulation of bat-
tery packs can be achieved under this rationale. The key 
to developing this model is the extraction of the basis 
functions using the results of off-line simulations. As we 
showed, with only an off-line simulation a wide opera-
tional range of the cell can be reproduced. To further 
enrich the basis, some off-line simulations close to a SoC 
of 100% and 0 % are recommended.
In Sect. 5, a data-driven ROM was developed using the 
s-PGD regression technique which can learn either from a
physics-based model or experimental data. In Sect. 6, we
showed that the developed model was used successfully
in conjunction with the whole EV model to obtain fast
results with the accuracy of the electrochemical model.
We believe that this approach could be an excellent option
and a good first step to develop the new generation of BMS
for the automotive industry because of its accuracy and the
low computational resources required. Furthermore, the
Digital Twin created using the s-PGD does not only allow
for real-time simulations, but can also adapt its predictions
taking into consideration the real driving conditions and
the real driving cycle to change the planning in real-time.
Indeed, it would be interesting to enrich the model with 
the thermal gradient or aging effects to further enhance its 
applicability. This would require a reformulation of the 
electrochemical model so that the phenomena were correctly 
described.
Finally, in Sect. 7, a model based on the hybrid twin para-
digm is presented to correct the electrochemical model in 
real-time. To achieve this, a data-driven model based upon 
Dynamic Mode Decomposition is developed. Accurate 
results are found by using this data-driven model to repro-
duce the behavior of the cell. As we have shown, the data-
driven model has excellent capabilities to adapt quickly and 
reliably to new scenarios (situations for which the model has 
not been trained).
As a future line of research, it would be interesting to see 
the capabilities of the data-driven model to predict the aging 
effects or to deal with the presence of noise (in this second 
case, we propose to create filters to eliminate the presence 
of noise in the measurements).
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Cell Parameters and Additional Equations
See Table 2.
The units of the values shown in the table above are the 






e ⋅ De, K
eff = 
p













Table 1  Nomenclature used
The subscript s refers to the solid phase with the exception of L
s
.
The subscript e refers to the electrolyte phase.
The subscript n refers to the anode.
The subscript p refers to the cathode.
The subscript “max” refers to maximum.
The superscript “eff” refers to effective.
The superscript “init” refers to initial
Symbol Definition Unit
as Active surface area per electrode unit volume m2
m3
A Electrode plate area m2
c Concentration of lithium in a phase mol
m3
D Diffusion coefficient of lithium species m2
s
F Faraday’s constant C
mol
io Exchange current density of an electrode reaction A
m2
I Applied current A
jLi Reaction current resulting in production or consumption of Li A
m3
Ln Length of the anode m
Ls Length of the separator m
Lp Length of the cathode m
Lt Length of the cell m
p Bruggeman exponent –
R Universal gas constant J
mol⋅K
Rf Film resistance on an electrode surface  ⋅ m2
Rs Radius of solid active material particles m
t0
+
Transference number of lithium ion with respect to the vel. of solvent –
T Absolute temperature K
U Open-circuit potential of an electrode reaction V
a Anodic transfer coefficient for an electrode reaction –
c Cathodic transfer coefficient for an electrode reaction –
 Surface overpotential of an electrode reaction V
K Conductivity of an electrolyte S
m
KD Diffusional conductivity of an electrolyte A
m
 Volume-averaged electrical potential in a phase V
 Conductivity of solid active materials in an electrode S
m
cse Concentration of litium in the solid phase at solid/electrolyte interface mol
m3
ko kinetic rate constant m2.5
mol0.5s
 Volume fraction or porosity of a phase –
100% Stoichiometry at 100% –






K, Un and Up are usually computed using empirical equations 
according to the simulated cell. The empirical equations for 
this cell are:
Parameters Used in SimulationX Model
See Table 3.
The parameters of the PI controller are assumed to have 
the following form:
Un(n) = 0.7222 + 0.1387 ⋅ n









+ 0.2808 ⋅ exp(0.9 − 15 ⋅ n) − 0.7984 ⋅ exp(0.4465 ⋅ n − 0.4108),
Up(p) =
−4.656 + 88.669 ⋅ 2
p
− 401.119 ⋅ 4
p
+ 342.909 ⋅ 6
p
− 462.471 ⋅ 8
p
+ 433.434 ⋅ 10
p
−1 + 18.933 ⋅ 2
p
− 79.532 ⋅ 4
p
+ 37.311 ⋅ 6
p
− 73.083 ⋅ 8
p
+ 95.96 ⋅ 10
p
,
K(ce) = 4.1253 × 10




+ 1.5094 × 10−10 ⋅ c3
e










The parameters of the DC/DC converter are the default 
parameters in the SimulationX model described in [55]. 
The main forces considered for the linear movement of the 
vehicle are:
where Ft is the tractive effort, and
Ft = m ⋅ a + Raero + Rr + Rgrade







cs,max 51,554 – 30,555
De 7.5 × 10
−10 7.5 × 10−10 7.5 × 10−10
Ds 10
−14 – 3.9 × 10−14
ko 2.25196 × 10
−6 – 4.85416 × 10−6
L 8 × 10−5 2.5 × 10−5 8.8 × 10−5
Rs 2 × 10
−6 – 2 × 10−6
s 0.59 – 0.4824
e 0.385 0.724 0.485
 100 – 100
as 885,000 – 723,600
p 4 4 4
F 96,485 96,485 96,485
R 8.314472 8.314472 8.314472
T 298.15 298.15 298.15
a – – 0.5
c 0.5 – –
100% 0.4955 – 0.8551
0% 0.99174 – 0.01429




Parameter Cathode Separator Anode
represents the aerodynamic resistance. Likewise,
represents the rolling resistance and, finally,
is the grade resistance.
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