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ABSTRACT 
A computable formula for the equivariant J-orders of the elements of J&(CP”) is given for all fi- 
nite groups G which do not have quaternionic type irreducible representations. 
1. INTRODUCTION 
Let G be a finite group. The equivariant J group, JOG(X), of a topological 
space, like its nonequivariant analogue, is of great importance in homotopy 
theory and in differential topology. For instance, the existence problem of 
equivariant frame fields on spheres were solved by reducing the problem to 
determining the conditions for a specific element in the reduced KOc group of 
real projective spaces RP” to vanish in JOC(RP”) (e.g. see [4], [8], [ll]). Simi- 
larly, determining the conditions for certain elements of KOc(CP’) to vanish in 
JOG(@P”) yielded solution of the existence problem of equivariant cross sec- 
tions of complex Stiefel manifolds, as well as a solution of the existence pro- 
blem of equivariant almost complex substructures on spheres ([15], [16]). 
The problem of determining JOG(X) is, in general, largely unsolved even 
when G is the trivial group. On the non-equivariant J-groups of complex pro- 
jective spaces some work has been done by various authors. For instance, the 
orders of [E - l] were computed in the works of Atiyah-Todd and Adams- 
Walker mentioned above ([2], [3]), where < is the Hopf line bundle over the 
complex projective space in question. Lam ([9]) has also given necessary con- 
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ditions for multiples of cm to be stably fibre homotopy trivial when m is a power 
of a prime. In [19] and [20], J-groups of CP” are given for 6 5 n < 11. 
When G is a p-group and X is a finite G-C W-complex and, a method to de- 
termine the kernel of equivariant J homomorphism is given by tom Dieck and 
Hauschild ([6]). On the other hand McClure has shown how to use the fixed 
point data to reduce the problems to p-group case. Using these techniques of in 
[ 1 I], Namboodiri made some computations concerning equivariant J-groups 
of real projective spaces and in fact, essentially computed them. 
In this paper, using the techniques of tom Dieck-Hauschild, and McClure in 
the papers mentioned above, we will give a computable formula for the JOG- 
order of an arbitrary element of Eo(CP”), where G is a finite group which do 
not have type H-irreducible representations (see the definitions below). This 
family of finite groups contains all finite Abelian groups. Due to the complexity - 
of the data needed to describe a typical element of KOo(@P”), the formula we 
give is quite involved. We hope that it can be brought into more explicit and 
concise form. 
Combining these results with known results about the elements of RO(G) 
vanishing in JOG groups of a point (e.g. see [13]), one can get the solution of the 
problem for an arbitrary element of KOo(@P”). This is explained at the end of 
the paper. 
Let G be a finite group and let X be a compact G-space. For any G-module V 
we denote the product bundle X x V simply by V when X is understood. We 
recall that TOG(X) is the subgroup of KOc(X) which is given by 
TOG(X) = {E-F E KOc(X) : E N F}, 
where the equivalence on the right stands for the G-fibre homotopy equivalence 
of unit sphere bundles S(E @ V) and S(F CB V) for some real, orthogonal, finite 
dimensional representation V of G, and JOG(X) is defined to be the group 
KOC(X)/~OC(X) (see [6]). Let J : ICOG + JOG(X) be the quotient map. We 
will call the image of an element w E KOo(X) in JOG(X) the JOG-class of the 
element and its order in JOG(X) will be called JOG-order of w. 
If we choose a base point x0 in X, then the group EC(X) is defined as 
Eo(X) = ker(i* : ICOG + ICOG = RO(G)) where i : x0 + X is the in- 
clusion of the base point. Then, we have KOc(X) E zo(X) $ RO(G). 
Next we recall that for any compact G-space X with trivial G-action, there is 
an isomorphism 
(1.1) 
KO~(X) E KO(X) CSD R(G; [w) @ KU(X) ~3 R(G; a=) 
a KSp(X) @ R(G; W) 
where, for [F = R, C, W, we denote by R(G; IF) the free abelian group generated 
by the irreducible real G-modules V with endomorphism algebra Homo( V, V) 
equal to [F ([18]). 
We say a real irreducible G-module V is of type R! if its endomorphism alge- 
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bra is R. We say that a representation A4 is of type IR, if it is a sum of type R ir- 
reducible G-modules. We define type C and type W representations imilarly. 
Let Y = r(&(@)) - 2 E KO(@P) where r(&(C)) is the realification of the 
Hopf line bundle over CP”. Then KO(CP) is a truncated polynomial ring over 
the integers generated by Y with the following relations 
Y M+‘=Oifn=2m, m>O 
2y2”+’ = 0, y2m+2 = Oifn=4m+l, m>_O 
y2”+2=Oifn=4m+3, m>O 
Similarly KU(@P”) is a truncated polynomial ring over the integers gener- 
ated by v = &n(C) - 1, with the relations v”+’ = 0. 
To give the main results of the paper we shall first define certain numbers and 
fix some notation. 
Throughout the whole paper, for a prime p and an integer n, t+,(n) will denote 
the exponent in the highest power of p which divides n. For a rational number 
Y = m/n the integer V,,(Y) will denote the integer v,,(n) - VP(m). 
There exists a unique polynomial TP with degreep and with the property that 
(1.2) T,(x+x-‘-2) =$+x-“-2. 
It can be shown that 
(1.3) T2(x) =4x+& 
and that for any odd integerp = 2q + 1 with q > 0 
(1.4) 
(See e.g.[17]). Moreover, one can directly check using 1.2 that the polynomials 
TP(x) satisfy the recursion relation 
(1.5) T,+,(x) = (x+2)TP(x) - T,-,(x) +2x. 
For any integer p 2 2, for any positive integer 1 and for any nonnegative in- 
teger r we shall denote by R,,(r, I), the coefficient of X in TP(x)‘. 
Thus we have 
(1.6) T,(x)’ = =f l$,(r,Z)X. 
i-=l 
Next, for positive integers p, I, 1 we shall define the integer Qp(r, I) to be the 
coefficient of x’ in the polynomial (( 1 + x)~ - 1)‘. 
Finally, for I > r we define 
(1.7) L(r,Z) = c (-l)‘-; ; &(r, I) 
r<i</ 0 
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Now let t,d,k be positive integers, p be a prime, T be a permutation of 
{l,Z,... ,d). Let A = (Al,. . . , ~~(~)) be a d-tuple of poiynom~als over Z 
which are of degree less than or equal to t, with constant term zero and let us 
write a”(y) = cf= t u/y’. Depending on .4, T, p and k and for each pair j, Y with 
1 < j 5 d, 1 5 r we define rationai numbers O,j(A, r,p, k) recursively with re- 
spect to Y as follows: 
O;(A, ~,p, k) = ‘2” a:(j)p’, 
I=0 
andfor2<r 
where, in general, for any pair of non-negative integers s and 2 n with i < s 
S,S = 1, and 1~~1 denotes the ceiling function i.e. the smallest integer larger than 
or equal to n. 
Similarly, for each pairj, r of integers with 1 < j < d, 1 < r we define rational 
numbers U,j(d, r,p, k) recursively with respect to r by 
andfor 5 r 
d-l 
U,“(d, r,,p, k) = T;- ’ C a$i)k’” 
I=0 
where for any pair of non-negative integers I < s 
T-f== fi 
1 -kid 
i=I+l p 
1p(i - k’d) 
and Ti = 1. 
Note that for any given r, when @(A: r,p, k) is a multiple of p”p(’ -@“) for 
each I and j with f _< I < r - I and 1 5 j < d, then O!(d, r,p, k) is an integer. 
Similarly when U/(d, r,p, k) is a multiple of p”p(’ -@‘) for each / and j with 
i f i 5 r - 1 and 1 < j < d, then U,i(d, r,p, k) is an integer. 
Here is the setting for our main theorem. Let p be a prime, G be a p-group 
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with no type W irreducibles, and for any prime q let k, be an odd generator of 
(Z/q2Z)*, the group of units of Z/q2Z, which is taken to be 3 if q = 2. By [ll], 
Adams operation IJJ’~ permutes irreducibles in any complete set of irreducibles 
for G preserving their types. Let c?r,c?2,. . , O,, be orbits consisting of type [w 
irreducibles in such a complete system and c?,T, + 1, CJS,+l,. . . , O,,+sz be orbits 
consisting of type @ irreducibles. Let { Vl,j} be the set of irreducibles forming c?i 
with 1 5 j <_ di. Let ri denote the inverse of the permutation determined by the 
action of $k on the orbit C’i. Now, according to 1.1 an arbitrary element of 
Eo(X) can be given in the form 
(1.8) w= 5 5 aiJ(y)@vij+ “‘3 5 bij(v)Bvij 
i=lj=l i=s,+l j=l 
where a ‘j(y) = Ci = 1 a;‘#, b’“(v) = CT= I bljv’ for t = m in case t = 2m, and 
t = 2m + 1 when n = 4m + 1 or 12 = 4m + 3 for some integer m > 0. For the 
uniform formulation and proofs of the following theorems in various cases we 
also define integers t’ by t’ = t if n = 2m or n = 4m + 3, and t’ = t - 1 if 
n = 4m + 1. Let us write A’ = (a’,‘(y),~‘~~(y), . . . ,a’,d(y)) for each 1 5 i 2 s1 
and f?’ = (bix1(v),bi’2(v), . . . , b’s(v)) f or each st + 1 5 i 5 s1 + ~2. Let also 
C, = v;l(y)) be the 1-tuple consisting of a single polynomial where 
aI;“nf: + “5’ 5 c L(X,l)b;j(nf$) yx 
i=sl+l j=l n>/>X 
with nz = dimn V,:. 
Associated to this data we define the following numbers: 
Q Max U (~~(1 - kf’“) - vJO{(d’,7i,P,kp)) : 1 5 i 5 So, 
1 <j L di, 1 L r 5 t’ and @(d’,7i,P,kp) # O}), 
P = max({o> u IVp(l - krp’) - vp( u,‘(EJil Ti,p,kp)) : S1 5 i < St + s2, 
1 5.l L di, 1 5 r 5 n and U,‘(ai, ri,p,k,) # O}), 
rq = maW> u {&r(l - $7 - &/(O;(Cff, l,q,k,)) : 1 5 r 5 t’, H < G 
and @(CH, l,q,k,) # 0)). 
Our first main result is the following theorem. 
Theorem 1.1. Let G be up-group and let w be an element of I?6a(CP”) given in the 
form 1.8. Then w has a$nite order X in JOa(CP”). The highest exponent uq(X) of 
an arbitrary prime q in the factorization of X into prime powers is given as follows: 
(i) If n = 2m or n = 4m _t 3, then 
if q=p 
ifq<2t+l and qfp 
if q> 2t+l 
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(ii) In the case n = 4m + 1, $ p = 2 and Oim, ,(A’, ri, 2,3) is even for 
1 Lilslandl <j<di,then 
( 
maxIa, PI if q=p 
44 = rq if qs2ttl and q#p 
0 if q>2t+l 
(iii) In the case n = 4m + 1, ifp = 2 and O&,+ 1 (A’, ri, 2,3) is odd for some 
1 < i 5 sl andfor some 1 5 j 5 di, then 
max{a,P,l) if q=p 
44 = “14 
1 
if q<2t+l and q#p 
0 if q>2t+l 
(iv) In the case n = 4m + 1, if p # 2 and Oi,+ 1 (CH, 1,2,3)) is even for all 
H < G, then 
{ 
max(c6 P} if 4’P 
44 = “14 if q<2t+l and qfp 
0 lj- q>2t+ 1 
(v) In the case n = 4m + 1, ifp # 2 and Oi,, , (CW, 1,2,3)) is odd for some 
H < G, then 
max(c6 P> if q=p 
44 = 
( 
maxb,, 11 if q<2t+l andq=2 
“/Y if qI2t+l4#2,p 
0 if q>2t+l 
Now, consider an arbitrary finite group G (still with no type W irreducibles) 
and let p be a prime. We shall denote by WH the quotient Nc(H)/H when 
H < G. We recall that a finite group is called p-regular if it has no nontrivial p- 
group quotient. Following [lo] we let C, be a set containing one representative 
for each conjugacy class of p-regular cyclic subgroups of G (a cyclic group is p- 
reqular if and only if its order is prime top). For H E C,, pick a Sylow subgroup 
P(H) of the group NH/H where NH denotes the normalizer of H. When w is in 
the form 1.8, let us write 
(1.9) wH = 2 2 a’J(y) @ Vc + “‘F $J bi,j(V) @ Vi’f, 
i=l j=l i=sl+lj=l 
Theorem 1.2. An element w of EG(~P”) vanishes in JOC(Q=P”)~,) ifand only if 
wH vanishes JOP(H)(~P”)@) for each H E C,. 
Theorem 1.3 The exponent in the highest power of p dividing the order X of the 
class of an element w of yO,(cP”) in JOc(@P”) is given by 
z+(X) = max{v,,(XH) : H E C,} 
where AH denotes the order of wH in JOp(~) (CP”). 
234 
This theorem reduces the problem top-group case which can be solved by the 
use of Theorem 1.1. The proof of the main theorems are all given in $4. 
2. LOCALIZATION AT p, P-GROUP CASE 
We begin by recalling some basic definitions from [lo]. Let G be a finite group. 
A real orthogonal representation of G will be referred to as a G-module. We 
shall denote the unit sphere bundle of V by S(V). 
Let X be a compact G-space and let E, F be two G-vector bundles over X. 
A fiberwise G map f : S(E) + S(F) is called a p-equivalence if it has degree 
prime to p on all fixed point sets on each fiber. We say that E and F are 
stably p-equivalent and we write E -r F if there are p-equivalences 
f : S(E @I V) -+ S(F @ V) and g : S(F @ V) -+ S(E @ V) for some G-module V. 
This is a weaker form of stable G-equivalence. Clearly this induces an e uiva- 
a, lence on the localization J&(X)@). The quotient will be denoted by JO, (X) 
and we shall write J@) for the composite map 
The relation between stable p-equivalence and and equality in JOo(X)@) is gi- 
ven by equivariant Dold Therem mod k ([7]). We shall use the following theo- 
rem which is just a version of equivariant Dold theorem given in ([IO]). 
Theorem 2.1. Let G be a finite group andp be a prime. Let E and F be G-vector 
bundles over a finite G-connected G-CW complex X. Then the following are 
equivalent.. 
(i) E = Fin JOGS,) 
(ii) E = F . J @I m 0, (X) and E, = F, in JO~({X})~) for all x E X where E, and 
F, arejibers of E and F over x 
Next we recall the description of J @) when 1 GI is a power of the prime p. For 
each integer let @ : KOo(X) --f KOo(X) be the kfh Adams operation as defined 
e.g. in [6]. The following theorem of tom Dieck ([6]) describes kerJ@) when IG] 
is a power of p. 
Theorem 2.2. Let k E Z be an oddgenerator of thegroups of units of Z/p2R which 
is taken to be 3 ifp = 2. Let JGI be a power ofp, and let X be a$nite G-CW com- 
plex. Then the sequence 
is exact. 
Thus, to show some element w E KOo(X) is in the kernel of J@) it suffices to 
show that w is in the image of 1 - 8. 
Now let G be a p-group with no type W irreducibles and let k be an odd gen- 
235 
erator of (Z/p2Z)* which is taken to be 3 if p = 2. If w E ~G(@P”), then, ac- 
cording to the decomposition 1.1, we have w = wi + w2 where wi lies in the 
component corresponding to z(CP”) @ R(G; R) and w2 lies in the component 
corresponding to E(CPn) 8 R(G; C). S ince @ permutes the irreducibles of 
G preserving their types (by Lemma 6.1 in [ll]) and since %(CP”) @ R(G; [w) 
and E(@P”) I% R(G; C) are preserved under 1 - @, we have WI E 
(1 - $+)(=(C=p”) @ R(G; R)) and w2 E (1 - @)(E(@Pn) 8 R(G; C)). Let 
VI, v,,..., P’d be irreducibles of type R constituting some orbit of the action of 
@ and let r be the inverse of the permutation determined by the action of @ on 
Vl,V2/2,..., Vd. Let w = Cf= 1 d(y) @ Vj with a’(y) = cf=, a:~‘, for t = m in 
case t = 2m, and t = 2m + 1 when n = 4m + 1 or n = 4m + 3 for some integer 
m > 0. Let us write A’ = (a’(y), a2(y), . , ad’(y)). Then we have 
Theorem 2.3. The element w vanishes in the group JOt’(CP”) ifand only ifthe 
following conditions hold: 
(i) O{(d, r,p, k) is an integer andp+(’ pkZ’d) 1 Oj(d, r,p, k) for each 1 5 j < d 
andl<r~t’,wheret’=tifn=2morn=4m+3andt’=t-lzfn=4m+l, 
(ii) In case n = 4m + 1 andp = 2, Oim+, (d, r! 2,3) is an even integer for each 
l<j<d. 
Proof. Let y = r(&(C)) - 2 E KO(@P”) w h ere r(&) is the realification of the 
Hopf line bundle over CP”. Then KO(@P”) IS a truncated polynomial ring over 
the integers generated by y with the relations given in the introduction. 
We have @(y) = Tk(y) where Tk is the degree k polynomial given in the in- 
troduction ([17]). Then ?I,k(y’) = Tk(y)’ and hence 
(2.1) ti(v’) = $ R&-r l)Y' 
by 1.6. 
Now, since w is an element of zc(CP”), it vanishes in JOC(CP”)~) if and 
only if it vanishes in JOC(@P”)~,). This follows from Theorem 2.1. The second 
condition in part (ii) of that theorem is satisfied because w is a sum and differ- 
ence of virtual G-bundles of the form (r(< - 1))’ @ V or r((< - 1)’ EC V) by 1.1, 
where G acts on Hopf line bundle 5 trivially. 
We would like to find an element z E EG(Q=P”) and an integer s prime to p 
such that 
(2.2) (1 - @)(z) = SW. 
In this statement s can be replaced by s’s for any fixed integer s’ prime to p. In 
particular, we can take s’ as Sh = nr=,(l - k2’d)/(pV~(‘-k2’d)) given in the 
introduction (the reason for this choice will be clear in the induction used at the 
end of the proof). Put S = SA. In view of 1.1 we can write z = x4= 1 c’(y) @ Vj 
where c’(y) E E(CP”) are polynomials in the appropriate truncated poly- 
nomial ring mentioned above for each j = 1,2. . , d. 
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So, we would like to find polynomials c’(y) E =(@I”), an integer s prime to 
p such that 
(2.3) (1 -fl)(i, c’(y) @Y) =sS$, J(Y) @vi 
Since r denotes the inverse of the permutation determined by the action of @ 
on Vt,T/z,..., Vd the equation above can be written as 
Comparing the coefficients of each Vj we get 
c’(y) - $‘+?‘j’(y)) = sSai(y) j = 1,2,. , d 
Setting &(y) = cf= 1 cfy’ we get 
-& dy’ - ,gl c;“‘7$(y[) =sSd(y) 
/=I 
We substitute the value of @(y’) from 2.1 
6 &I- & 
I=1 I=1 
c;(j)(rc[ &(r, Z)y’) = sSuj(y) 
Rearranging in powers of y 
Comparing this time the coefficients of each y’, we get 
(2.4) C; - C;%k( 1, 1) = S&Z:’ l<j<d 
andfor2<r<t 
(2.5) c! - 2 &(rr+;(i) = S&/ 1 <jid 
I = [fl 
where the last equation corresponding to r = 2m f 1 is true only for mod 2 
whenn=4m+l. 
We will show by induction on r that the system consisting of equations in 2.4 
and 2.5 (considered as a linear system over the rational numbers) has solutions 
of the form 
(2.6) c; = ‘“,“;;~k;;;’ ‘) 
for each 1 <j < d and 1 < r < t’. For 2.5 we see from the definition that 
Rk( 1,l) = k2, so for eachj with 1 I j _< d we have a system of d equations 
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Cl 
T~~‘(L _ k24 = sSa;dm ‘(A 
Multiplying the second equation by k2, third one by k4 and, continuing in this 
way, dth equation by k2(d-1), and finally adding all the equations we get 
(1 _ k*d)C:’ = ssd$ .;‘(j)k2’ 
I=0 
or simply 
(1 - k2d)c; = sSO;(d, T,p, k). 
Since (( 1 - k2d)/pup(1 -k’d))Si = S, we have rational solutions of the form 2.6. 
Moreover, this is an integer if and only if O;(d, ~,p, k) is a multiple ofp+(’ PkZd). 
Assume for each 1 5 1 < r we have already obtained c: in the above form 2.6 
for each 1 < j < d. For r we have the system 
I 
r(J) c,” = sSai + c &(r, I)c, 1 <j<d 
I = r;j 
Since we have Rk(r, r) = k2’ by the definition ofRk(r, r), for each 2 5 r < t the 
above system of equations are equivalent to 
(2.7) ci - k2’c$j) = sSa;! f ‘2’ Rk (r, /)c;(‘) 1 <j<d. 
I= rg 
We proceed exactly as in the r = 1 case. Fix an integer 1 5 j 5 d. We have d 
equations, the first equation is 2.7, the second equation is the equation obtained 
by replacing j by T(j) and, continuing like this, the last equation is the equation 
obtained by replacing j in 2.7 by T d- 1 (j). Multiplying the second equation by 
k2r, third one by k4’ and, continuing in this way dth equation by k2’(d-‘), and fi- 
nally adding all the equations we get 
d-l 
(2.8) (1 - k2d’)ci = sS C at(i)k*” + ,:y, Rk(r, I) (5 c;‘(J)k2’(‘- ‘I) 
I=0 L: i=l 
By substituting the values of c;‘(‘) and denoting O:(d, r,p, k) simply by 0:’ and 
noting that S; = S’- ‘IS:_, we can write 
(2.9) 
d&l 
(1 - pdr)c! = sS c af(j)k2” + ‘2’ Rk(r, I) 
oT’(j) 
I=0 I= If1 
i$ sS~pr.c:_~“d, k*‘(‘- 
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for each 1 < Y < t, and in case n = 4m + 1 the equation for r = 2m + 1 is true 
only mod 2. 
For 1 < r 5 t’, by definition of S: we get 
SS’ oj ,i= rr 
r p+(l -k*“‘) ’ 
j= 1,2 ,..., d. 
completing the inductive step. So, the first assertion in the theorem follows. 
Finally, in case n = 4m + 1, when r = 2m + 1, the left hand side of 2.9 is zero 
mod 2 (since k is odd), and if p # 2 the right hand side is also zero mod 2 be- 
cause s can be chosen even then. If, on the other hand, p = 2, the integer sS is 
odd, so o/2m+, (A, T, 2,3) has to be even. 0 
To prove the analogue of 2.3 this when the irreducibles Vi, . , vd are of com- 
plex type we recall a fact about the decomposition of KOc(@P”) as in equation 
1.1. Let w = zy=, c’(v) @ Vj be an element of E(CP”) @ R(G; C). Here V, is 
considered as a complex vector space. The element corresponding to w in 
KOc(CP”) is just the realification of w. Since #‘ commutes with realification, to 
check the two elements of zo(@P”) in the complex part correspond to each 
other under 1 - @, it suffices to check that they correspond under 1 - T.& in 
@&UP) @ R(G; a=). 
Now let G be ap-group, k an odd generator of (Z/p2Z)* which is taken to be 3 
ifp = 2, and VI, V2, . . . , vd be type C-irreducibles constituting some orbit of the 
action of #‘. Let again r be the inverse of the action of fl in VI, Vz, . , vd. We 
have 
Theorem 2.4. Let w = EYE, hi(v) @ Vj E EG(@P”) with bj(v) = EYE1 b{v’. 
Let f? = (b’(y), . . , bd(y)). Th en w vanishes in the group JO!’ (CP”) if and only if 
U,j(B, r,p, k) is an integer andp”p(l~k’d) 1 U,i(f3, r,p, k)for each 1 5 j 5 d andfor 
all 1 < r < n. 
Proof. The proof is very similar to proof of the previous theorem. Let v = < - 1 
where < is the Hopf line bundle on CP”. By the remarks preceding the theorem, 
we find conditions for the existence of polynomials c’(v) in m(CP”) with in- 
teger coefficients and an integer s prime top such that 
where T = T; = I-I;=, (1 - kid)/(puP(‘-k’d)). 
We recall that T&(V) = (1 + v)~ - 1 (e.g. see [17], Ch.4) so that we have 
(2.11) ?&(V’) = ((1 + V)k - 1)’ = E &(r,+” 
by the definition of &(r, 1). Substituting c’(v) = c:=, c-iv*, and the expression 
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for @(v’) from 2.11, proceeding exactly as in the previous proof and finally 
recalling that Qk(r, r) = k’ we get the equations 
(2.12) C; - kc;(‘) = & l<j<d 
and for 2 5 r 5 n 
c;! - k’?(j) = sTb! + ‘2 Qk (r, l)c;“’ 1 <j<d. 
I = [fl 
The rest of the proof is the same as the proof of Theorem 2.3. 
For 1 < r 5 n we prove by induction that this system have rational solutions 
,j = 
ST;U:’ 
r PP 
Y (I -k’d) j= 1,2,...,d 
where we have denoted U,'(N, r,p, k) simply by CT,‘, and the result follows. 0 
3. NONEQUIVARIANT CASE 
Let a(y) = xi= 1 a,yr E E(CP”) where t = m if n = 2m, t = 2m if n = 4m + 1 
or n = 4m + 3 for some integer m > 0. Let p be any prime, kP be an odd gen- 
erator of (Z/p2Z)* which is taken to be 3 ifp = 2 and let G be Z/pZ. Then a(y) 
vanishes in JO@)(CP”) if and only if the element a(y) 8 V vanishes in 
JO$‘(CPn) where V is the one dimensional trivial G-module. Since V forms an 
orbit itself we have d = 1 and Q- = 1. Denote by A the 1-tuple (u(y)). Then as a 
special case of the previous results we get the following non equivariant result: 
Theorem 3.1. a(y) vanishes in JO@)(CP”) ifund only fthe following conditions 
hold 
(i) O#, l,p,k,) is an integer and p”p(’ -kF) 1 0: (A, l,p, k,,) for each 
1<r~t’wheret’=tifn=2morn=4m+3undt’=t-1ifn=4m+1, 
(ii) In case n = 4m + 1 undp = 2, Oi,+ , (A, 1,2,3) is an even integerfor each 
1 <j<d. 
In this case we have relatively simpler formulas 
Of(A l,p,k,) = ai 
r-l 
O;(d> l,p,k,) = Sip ‘Qr + c &,,(r,+S-‘O;(d, l,p,k,) l<r<t. 
I=1 
In particular, if u(y) = ury’ we have 
o,=...=o,_,=o 0, = a, 
where we have denoted 0: (A, 1 ,p, k) for simplicity by 0,. Moreover by succes- 
sive substitutions O,+ 1, 0,.+2,. . . 0, can be expressed in terms of a,. Hence we 
get divisibility conditions for u,y’ to vanish in JOl;“‘(@Pn). 
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For Y = 1 we can recover p-primary part of Atiyah-Todd number i.e. order of 
y = r(< - 1) in JO(CP”) where again < is the Hopf line bundle over CP”. 
For p = 2 this is carried out in [14]. 
For Y > 1 M. Obiedat([l2]), using similar methods in the nonequivariant 
case, computedp-primary exponent of the order of y’, obtaining formulas more 
explicit than the above recursive formulas when p = 2,3. 
4. LOCALIZATION AT OTHER PRIMES AND PROOFS OF MAIN THEOREMS 
We now recall from [lo] how to reduce the general case to p-group case. We 
shall use this in this section to get results for groups other than p-groups as well 
as to compute the orders of elements in JOl;“‘(CP) when G is ap-group and q is 
a prime different than p. 
Let G be an arbitrary finite group and p be a prime. If E is a G vector bundle 
over X and H E C,, the fixed point bundle EH inherits a P(H)-bundle structure 
over XH, where C, and P(H) is as introduced in the introduction. We have the 
following theorem McClure ([lo]). 
Theorem 4.1. Let E and F be G-vector bundles over a finite G-CW complex X. 
Then, E = Fin JO!‘(X) ifand only tfEH = F* in JO&)(XH). 
Ifp does not divide G then P(H) is the trivial group, so in this case the problem 
of deciding whether E and F are p-equivalent is reduced to a series of non- 
equivariant problems which can be solved by the use of Theorem 2.2. 
To prove Theorem 4.4 we need the following lemmas. 
Lemma 4.2. Let [be the Hopf line bundle over @I”‘, Then real@cation r(<J) of <j 
is equal to the polynomial Tj(y) + 2 where y = r(< - 1) and Tj(y) is the degree j
polynomial defined in the introduction. 
Proof. If c denotes the complexification map we have 
cr(<J) = <J + <-’ = <J + I-’ - 2 + 2 = rj(< + I-’ - 2) + 2 
= Ti(c(y)) + 2 = c(C(y) + 2). 
If n # 4m + 1, since c is injective (e.g. see [17], ch.4) the result follows. If 
n = 4m + 1, the map i* : KO(@p”f2) -+ KO(Q=p”+‘) is an epimorphism (see 
again [17] for a proof) and the assertion follows through this epimorphism. 0 
Lemma 4.3 Let v = 6 - 1 where < is the Hopf line bundle on Q=P”. Then we have 
r(vJ) = 5 L(i, 1)~’ 
r=l 
in the truncated polynomial ring KO(Q=P”) where r stands for realtjication, and 
y = r(< - 1). 
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Proof. 
(4.1) r(J) = r((t - 1)‘) = ,$ (-l)‘pi(i)r(ti) 
Now the result follows by substituting the value of r(<‘) that is given in previous 
lemma together with 1.6, and observing that CfEo(-l)‘-‘({) = 0. 0 
Let G be a p group, Vi are irreducible G modules where Vi’s are of real type if 
1 5 i 5 sl and of complex type when sr < i 5 s1 + ~2. Let q be a prime different 
than p and k, be an odd generator of group of units of Z/q22 which is taken to 
be3ifq=2.Let 
,Tl 
w = C U’(y) @Vi + “‘F b’(V) @ Vi 
i=l i=sl+l 
with a’(v) = Cj=, a;y’ and b’(v) = I;=, bfv’ where t = m if n = 2m, and 
t=2m+1ifn=4m+1orn=4m+3forsomeintegerm~O.ForeachH~G 
let us denote by CH the 1-tuple consisting of the single polynomial 
with n? = dimn Vi respectively. Then we have 
Theorem 4.4. The element w vanishes in the group JOt’(CP”) ifand only if the 
following conditions hold. 
(i) O:(CH, r,q, k4) is an integer and q q(’ -kg) 1 0: (C,, r, q, k4) for each 
l<r~t’andforeachH<Gwheret’=tifn=2morn=4m+3andt’=t-l 
ifn=4m+l, 
(ii) O:,. , (C,, 1,2,3) is an even integer in case n = 4m + 1 and q = 2. 
Proof. By Theorem 1.2, w vanishes in JO$‘(cP”) if and only if for each H < G, 
the element 
% nya’(y) + r 
i=l 
is$:, (n”/2)b’(v) 
vanishes in the nonequivariant group JO(q)(CP) (here r stands for the realifi- 
cation). So, by using Lemma 4.3, if and only if 
vanishes in JO(q)(@P”). The result now follows by the results about the none- 
quivariant case in the previous section, namely by Theorem 3.1. 0 
Proof of Theorem 1.1. First we observe that if q > 2t + 1 for an odd prime q, we 
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have vq( 1 - kf) = 0 for all 1 5 r 5 t. In fact, since k, is a generator of groups of 
units of B/q2Z, it is a generator of group of units of Z/qZ as well. Since this 
latter group has order q - 1 for odd q, when 2r is not a multiple of q - 1 for any 
integer r we have vq( 1 - kc) = 0. So, if q > 2t + 1 for an odd prime q, we have 
v,(l-k~)=Oforalll<r<tasclaimed. 
The exponent of the highest power of q for any prime q which divides the 
order of w in JOo(CP”) is the smallest integer pL4 such that qpqw vanishes in 
JOG(CPn)(& 
Now, since w is an element of ~o(~p”) so is qpqw. So, the theorems 2.3, 2.4 
and 4.4 with the element w replaced by qfigw yields the result. When q = p, 
the divisibility conditions in Theorem 2.3.(i) and Theorem 2.4 take the 
formp+(i _kFd, ) I POOJ(d’, Tijp,kp),p P 
Y (1 -ky 
) 1 pfipU,i(t?‘, Ti,p,kp) respectively, 
where i,j, r are in the ranges given in the theorems in question. Similarly, for 
any prime q # p with q < 2t + 1, when we replace w by q@q w, the divisibility 
condition Theorem 4.4.(i) reads q”q(’ Pk:‘) 1 qpq0: (C,, 1, q, k4). Since the num- 
bers p4 must be smallest integers satisfying all these divisibility conditions, the 
result follows. This takes care of all cases other than the cases n = 4m + 1 for 
some m>O, p=q=2, and n=4m+l, qfp, q=2. If n=4m+l and 
p = q = 2, then by part (ii) of Theorem 2.3 2Pz(y?,,,+ 1(A’, Ti,p, kP) should be 
even for all 1 5 i < ~1, and 1 < j < di. If, Oi,,, + , (A’, ri,p, kp) is not even for 
some 1 5 i 5 $1, 1 <j 5 di, and max(cr, ,8) = 0 (so that 2max(“,a) is not even), 
then an extra 2 is needed. So, we must have ~2 = max(cr, p, 1). Similarly, if 
n=4m+1forsomem>O,p#qandq=2,then2~”~0/2m+1(C~,1,2,3)mustbe 
even and a similar argument yields ,LQ = max(y2, 1) in case Oi,,,+ , (CH, 1,2,3) is 
not even for some H < G, and 72 = 0. 0 
Proof of Theorem 1.2. This is a direct consequence of Theorem 4.1 and the fact 
that, for any prime q, an element of %G(cp”) vanishes in JO!’ (CP”) if and 
only if it vanishes in JOo( CP”) c4). 0 
Proof of Theorem 1.3. This is a direct consequence of Theorem 1.2. 0 
Now let 
(4.2) w= 2 2 aiqy)@Vij+ “‘2 5 b'J(V)@Vij 
i=l j=l i=s,+lj=l 
be an arbitrary element of KOG(@P”) where a’j(y) = C~=oa~jy’, 
bid(v) = c;=, b, ijv’ for t = m in case t = 2m, and t = 2m + 1 when n = 4m + 1 
or n = 4m + 3 for some integer m > 0. Then we can write w = wi + w2 where 
~1 = C:‘=, ET= i at 8 Vij + cSL:+sS: i x$ i bdj @ Vij, and where ~2 is in 
Koo(CP”) % E(@P”) @ R(G; R) @ E(@P”) @ R(G; a=). Let w = E - F and 
let us write w, = E, - F, for any point x. Let us define (WI), and (w2), similarly. 
Assume (~1)~~ vanish in JOG(*) where * denotes an arbitrarily chosen point x. 
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Then w1 obviously vanishes in JOG(@P), and if w2 also vanish in JOo(@P”) 
then w vanishes in JOd(CP”). 
Conversely, let w vanish in JOo(CP). Then w, vanishes in JOG(*). Since 
(wz), vanishes in JOG(*) by the reasons given in the proof of Theorem 1.1, so 
does (uJ~)~. This implies that wi vanishes in JOG(CP). Now since both wand wt 
vanishes in JOo(@P) so does ~2. 
Thus, w vanishes in JOo(@P) if and only if (~1)~ vanishes in JOG(*) and w2 
vanishes in JO~(CP”). A complete and concrete criteria as to when an element 
of RO(G) vanishes in JOG(*) is given in in [12] (See Theorem 3.4.7, Corollary 
3.4.8 and Theorem 3.55). Combining those results with the results of this paper 
about the classes of elements of %o(CP”) which vanish in JOc(@P”) one ob- 
tains the conditions for elements of KOd(@P”) to vanish in JOo(CEu1) as well as 
their orders. 
5. AN EXAMPLE 
Let G = Z/X There are three irreducible real G-modules VO, Vi, V2. Here VO is 
the one-dimensional trivial G-module, Vi, V2 are two-dimensional real G- 
modules where the generator g = 1 mod 5 acts as multiplication by 27r/5 and 
4x/5 respectively ([5]). 
We would like to compute JOa-order order of the element 
w = (y - y2) @ VO + v4 @ Vi of KOC(C~) given in the form 1.8. 
We shall apply Theorem I.1 with p = 5 and kp = 3. We have n = 4, t = 2, 
t’ = 2. Let us denote the characters of the representations VO, Vi, Vz by 
~0, xi, ~2, By [l] we have G3(x)(g) = x(g3) for each of these characters, we have 
~3(xo)(g) = xo(s3) = x0(g) 
$3(xl)(g) = x1(g3) = 2cos~ = 2cos; = x?,(g) 
~3(x2)(g) = xt(g3) = 2cosF = 2cosg = xt(g) 
Thus we have two orbits of the action of q3: c?i = { VO}, which is of real type 
and 02 = {Vi, VZ} which is of complex type. The permutations associated to 
these orbits are 71 = (1) and ~2 = (12) (in cycle notation). 
In the terminology of Theorem 1.1 we have s1 = 1, s:! = 1, di = 1, dz = 2. 
A’ = (y -y2), B = (~“~0). When we write w in the form 1.8, we have 
Vi,, = VO, V2,i = Vi, V2.2 = I+. and a;,’ = 1, aili = -1, bi,’ = &$i = b$’ = 0, 
b$’ = 1, bf32 = b:,2 = bgx2 = b$2 = 0. We compute the following numbers 
dt - l -O 
O;(A’,71,5,3) = c 
I=0 
@(A’, q, 3,5) = S&z;” + R3(2,1)$ 
= $@ + R3(2, I) = -S; + Rs(2,l). 
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Since Ts(x) = x(3 + x)~ = 9x + 6x2 +x3 by 1.4, we have R3(2,1) = 6 by the 
definition of Rs(2, l), and we get 
s; = 1-32 -8 7= 
y5(1 - 3-) 
for the datap = 5, kp = 3. So, 
O;(d’,q,3,5) =8+6= 14. 
Since by,’ =0 for 1=1,2,3 and bf,2 =0 for I= 1,2,3,4, we have 
u: (LJ2, l-2,5,3) = q (f?2, r2,5,3) = U?(S2, T2,5,3) = u;(a’, 72,5,3) = 
@(a2,T2,5,3) = u;(B2,r2,5,3) = u,2(f?2,~2,5,3) = u,2(2?‘,72,5,3) =O. 
Moreover, 
U;(t?2,72,5,3) = T; 
dz-I=1 
c b2,,:(,J34’ = T;b;,’ = T; 
I=0 - > 
(terms of the second summation in the definition of Ul is zero because U/ = 0 
for I < 4), where 
T; = Jjl $$ = (-8)(-16)(-7X$ 
On the other hand, the only subgroups of G = Z/5Z are {e}, and G itself, 
where e is the identity element of G. We have Vf = I’s, VF = {0}, V. = {0}, 
I$} = I’,,, Vi@) = I’, , V$+ = V2. Thus n 1;i = dim Vy - dim I’0 = 1 and simi- 
larly nf, = dim Vi = 0, nF2 = dim V2 = d, n{y/ = 1, n2,, - 2, F$ = 2 NOW, by K- 
the definition offH(y) and since t = 2, for either of the subgroups H, we have 
fH(Y) = 
+ 
If H = G, we have f;I(y) = y - y2, and fH(y) = (1 + L(l,4))~ + 
(-1 + ~(2,4))~2 if H = {e}. Since Tl(x) = x, T2(x) = 4x + 2, T3(x) = 
9x + 6x2 + x3 by 1.3, and 1.4 and T4(x) = 16x + 20x* + 8x3 + x4 by using 1.5, 
we have Ri(l,l) = 1, Rz(l,l) =4, R3(1,1) = 9, &(l, 1) = 16, R2(2,1) = 1, 
R3(2, 1) = 6, R4(2,1) = 20. So, by 1.7, 
L(1,4) = c (-l)4-i Rj(l,l) = 0 
15i54 
Therefore, we have 
fG(Y) = Y - Y21 f{tq (Y) = Y + Y2. 
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Now, let q = 2, k, = 3. We compute the following numbers: 
O;(q,), 1,2,3) = l, 
O;(Cc, 1,2,3) = 1, 
o;(c,,,,1,2,3) = s; +&(&l)S: 
O;(&, 1,2,3) = S;(-1) i&(2,1)$ 
l-32 (Since SA = m for the data q = 2, k, = 3). Next, let q = 3, k, = 5. We have 
O&), 1,375) = 1, 
O;(CG, l, 3,5) = l, 
O&q, l, 3,5) = S; + &(2,1)S,’ (O~(;C;;J:;q = s: +&2,l), 
o&, 1,3,5) = SA(-1) + &2,1). 
Since Ts(x) = 25x + 50x* + 35x3 + 10x4 +x5 by 1.4, we have R5(2,1) = 50 
and SA = $$$ = -8 for the data q = 3, k, = 5. So we have 
O;(C,,,,1,3,5) = -8+5;=: 
and 
O;(Cc, 1,3,5) = (-8)(-l) +; = ;. 
Next, we compute the following numbers: 
v5(1 -3*) -vg(O;(d’,q,5,3)) =O-O=O, 
vs(l - 34) -@(A’, 1,5,3)) = 1-O = 1, 
~s(1-3~)-vs(U~(~~,~~,5,3))=1-~= l. 
Hence, cy = max{l,O} = 1, p = 1. Also, 
~~(1-3~)-~2(0f(C~,),1,2,3))=3--=33, 
v2(1 - 32) - v2(O;(C:, 1,2,3)) = 3 - 0 = 3, 
Y(1 - 34) - v2(o:(c;,p 1,2,3)) = 4 - (-2) = 6. 
v2(1 - 34) - 1/2(o;(c;, 1,2,3)) = 4 - (-2) = 6 
Hence 72 = max{3,3,6,6} = 6. Finally, we have 
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Vj(l - 52) - zJ#I;(c~,), 1,3,5)) = 1 - 0 = l! 
y(l-52) -v@;(C;,l,3,5)) = 1 -o= 1, 
Vj(1 - 54) - z@;(cf,,, 1,3,5)) = 1 - (-1) = 2, 
Uj(1 - 54) - z&(Ct;, 1,3,5)) = 1 - (-1) = 2. 
Therefore y3 = max{ 1, 1,2,2} = 2. 
Thus if X is the order of w, we have Q(X) = max{a,p} = 1, Y(A) = “12 = 6, 
u3(x) = y3 = 2. Hence the order of w is X = 26.32.51 = 2880. 
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