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Abstract
Topological defects form at cosmological phase transitions by the Kibble mechanism. Cosmic strings and superstrings
can lead to particularly interesting astrophysical and cosmological consequences, but this study is is currently limited by
the availability of accurate numerical simulations, which in turn is bottlenecked by hardware resources and computation
time. Aiming to eliminate this bottleneck, in recent work we introduced and validated a GPU-accelerated evolution
code for local Abelian-Higgs strings networks. While this leads to significant gains in speed, it is still limited by physical
memory available on a graphical accelerator. Here we report on a further towards our main goal, by implementing and
validating a multiple GPU extension of the earlier code, and further demonstrate its good scalability, both in terms of
strong and weak scaling. A 81923 production run, using 4096 GPUs, runs in 40.4 minutes of wall-clock time on the Piz
Daint supercomputer.
Keywords: cosmology: topological defects, field theory simulations, cosmic string networks, methods: numerical,
methods: GPU computing
1. Introduction
Cosmic strings and other topological defects are a generic
prediction of many theories beyond the Standard Model
of particle physics, being formed by means of the Kibble
mechanism (Kibble, 1976). Since the properties of these
objects and their astrophysical consequences are intrin-
sically linked to the symmetry breaking patterns which
produce them, one can think of them as fossil relics of the
physical conditions in the early Universe. As such, hunting
for defects in the early or recent Universe is akin to look-
ing for evidence of specific symmetry breaking patterns. In
particular a detection would indicate the presence of new
physics, while a non-detection enables several constraints
on theories of particle physics beyond the Standard Model.
These are among the reasons why cosmic strings are a tar-
geted for next generation cosmic microwave background
(Finelli et al., 2018) and gravitational wave experiments
(Binetruy et al., 2012).
These searches crucially depend on the availability of
high-resolution, high-dynamic range simulations of defect
networks. Unfortunately, computational constraints are
already a limiting factor on these searches: it is clear that
the approximations introduced to compensate for the ab-
sence of data introduce systematic uncertainties compara-
ble to statistical uncertainties (Ade et al., 2014; Abbott
et al., 2018). Using semi-analytical models with enough
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degrees of freedom (Martins and Shellard, 1996; Martins,
2016) can mitigate this problem. However, the proper cal-
ibration of such models also requires high-resolution simu-
lations. In order to alleviate this problem, one can attempt
to exploit alternatives to the standard hardware architec-
tures with the onus of optimization falling to the devel-
opers of the tool in question. The goal of this work is to
describe how to optimize our previously developed GPU-
accelerated cosmic string evolution code (Correia and Mar-
tins, 2020, 2019) for multiple accelerators.
Before proceeding, let us recall that there are two pos-
sible ways to simulate Abelian-Higgs cosmic string net-
works. In the first, one approximates the cosmic string by
the action of a macroscopic (Nambu-Goto) string, which
is in principle justified as long as the string effective cross-
section is negligible when compared to the string length.
This can be done also because the vacuum of the defect
is strictly local—in the sense that fields are confined to
the near-vicinity of the string core (hence confined to a
world-sheet). Simulations which assume this approxima-
tion have been done by several independent groups (Ben-
nett and Bouchet, 1990; Allen and Shellard, 1990; Martins
and Shellard, 2006; Olum and Vanchurin, 2007; Blanco-
Pillado et al., 2011). The advantages of these simulations
are their comparatively large dynamical range and spa-
tial resolution; the main disadvantage is that having one a
one-dimensional effective action some of the key processes
affecting network dynamics (such as intercommuting and
loop production) are lost and have to be enforced by hand.
In the second approach to simulating strings, one places
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fields on a co-moving discrete lattice and evolves these
fields throughout cosmic time. In the strict sense of the
word one does not evolve strings, but instead evolves the
fields—the strings are merely specific configurations of these
fields. Examples of early Abelian-Higgs simulations in
the literature include Moore et al. (2002) and Bevis et al.
(2007). Computational limitations imply that ordinarily
these simulations can only yield more modest spatial reso-
lutions and/or dynamic ranges, but they do have one im-
portant advantage: the microscopic field dynamics is pre-
served, and therefore it is relatively easy to extend the sim-
plest Abelian-Higgs case to multiple fields (including suit-
able couplings). This enables the numerical study of defect
types that are not described by the Nambu-Goto approxi-
mation, at least without considering additional degrees of
freedom, or considering instead the Kalb-Rammond ac-
tion. This flexibility is reflected in the literature: one
can find examples of global defect simulations like domain
walls (Martins et al., 2016), monopoles (Lopez-Eiguren
et al., 2017b) and global strings (Lopez-Eiguren et al.,
2017a), as well as semilocal strings (Achucarro et al., 2014)
and even hybrid networks (Hindmarsh et al., 2017b).
This second approach is the one that we adopt in the
present work. Until very recently both types of string sim-
ulations exploited only one architecture: Central Process-
ing Units, in a typical distributed computing environment.
Simulations which use alternative architectures (specifi-
cally, accelerator based ones) are far more scarce. So far
there have been domain wall implementations by Briggs
et al. (2014) for Xeon Phi co-processors and by Correia
and Martins (2017), and the more recent cosmic string
implementation for GPUs by the present authors (Cor-
reia and Martins, 2020, 2019). One limitation of our GPU
implementations so far pertains to the amount of physi-
cal memory available on a graphical accelerator. A way
around this involves swapping parts of the lattice from
host to accelerator memory constantly however, one ex-
pects this to negatively impacts performance. In what
follows we address this issue by implementing and subse-
quently validating an extension of our previous code for
multiple accelerators, and also quantify its scalability.
An outline of the rest of the paper is as follows. We
start in Sect. 2 with a brief outline of our discretization
procedure, and then proceed to describe its implementa-
tion for multiple GPUs in Sect. 3. Our procedure for
validating the code is then described in Sect. 4, following
which we discuss the tests of its scalability (both in terms
of strong and weak scaling) in Sect. 5. Finally, we present
some conclusions and a brief outlook in Sect.6.
2. Discretization scheme
Field theory simulations of defects in cosmology rely
on discretizing fields on a lattice and allow their evolution
to be dictated by integrators which in the continuuum
limit approximate the equations of motion of the fields.
Abelian-Higgs cosmic strings arise from a Lagrangian den-
sity which is invariant under local U(1) transformations,
which upon breaking of this symmetry eventually forms
topological defects. We start by providing a brief overview
of the aspects of the discretization process relevant for our
code (and speifically for its multi-GPU extension), refer-
ring the reader to our previous work on the single GPU
version (Correia and Martins, 2020, 2019) for a more de-
tailed discussion.
The Lagrangian density has the form
L = |Dµφ|2 − λ
4
(|φ|2 − σ2)2 − 1
4e2
FµνFµν , (1)
where φ is a complex scalar field, the electromagnetic field
tensor is given by Fµν = ∂µAν − ∂νAµ, Aµ is the gauge
field (where the gauge coupling e has been absorbed),
Dµφ is the gauge covariant derivative given by Dµ =
∂µ− iAµ and λ and e are coupling constants. Throughout
this work we assume both the temporal gauge (A0 = 0)
and a Friedmann-Lemaitre-Robertson-Walker background
(gµν = a
2diag(−1, 1, 1, 1)). By standard variational prin-
ciples one can obtain the equations of motion,
φ¨+ 2
a˙
a
φ˙ = DjDjφ− a
2λ
2
(|φ|2 − σ2) (2)
F˙0j = ∂jFij − 2a2e2Im[φ∗Djφ] , (3)
along with Gauss’s law,
∂iF0i = 2a
2e2Im[φ∗φ˙] , (4)
where a˙ indicates a derivative of the scale factor with re-
spect to conformal time.
In order to obtain the discrete form of these equations
(which tell us how to update the fields at each numerical
timestep) one needs to consider the principles of lattice
gauge theory (Wilson, 1974) and to force both the scalar
gauge couplings to scale in the following way
λ = λ0a
2(1−s) e = e0a(1−s) (5)
such that the value of s can be used to either fix the co-
moving width of the defect (Press et al., 1989) or to allow
it to grow (for a negative s) and subsequently shrink as ex-
pected in the true equations of motion s = 1 (Bevis et al.,
2007). In this way the defects are resolved and do not
become smaller than the lattice spacing. With these pre-
scriptions one obtains a discretization based on a staggered
leap-frog scheme with respect to terms of second-order in
time and Crank-Nicholson with respect to terms of first
order in time:
(1 + δ)Πx,η+
1
2 = (1− δ)Πx,η− 12 + ∆η[D−j D+j φx,η
− λ0
2
a2sη (|φx,η|2 − σ2)φx,η]
(6)
(1 + ω)E
x,η+ 12
i = (1− ω)Ex,η−
1
2
i + ∆η[−∂−i Fij
+ 2e20a
2s
η Im[φ
∗D+i φ]
x,η]
(7)
2
φx,η+1 = φx,η + ∆Πx,η+
1
2 (8)
Ax,η+1i = A
x,η
i + ∆E
x,η+ 12
i , (9)
where ω = δ(1 − s), δ = 12α dlnadlnη ∆ηη = 12α m∆η(1−m)η , and the
last equality assumes cosmological power-law expansion
rates with the scale factor
a ∝ tm ∝ ηm/(1−m) , (10)
respectively in terms of physical and conformal time. Note
that δ is responsible for the Hubble damping of the scalar
field and ω is responsible for damping the gauge field. In
particular, the damping of the gauge field when s 6= 1
is responsible for upholding the version of the previously
stated Gauss’s law to machine precision. We remark as
well that all spatial derivatives are accurate to O(∆x2).
In order to completely describe the communication and
memory access patterns of our code, we must also describe
gauge covariant-derivatives, D+φ, and the derivatives of
the gauge field strength ∂−Fij in greater detail. In order
to accurately preserve gauge invariance on the lattice these
two quantities can be defined using so-called link variables,
Uxj = e
−iAj , (11)
which describe the gauge fields on the lattice as parallel
transporters of the scalar field φ. With these we can prop-
erly define the modified Laplacian stencil,
D−j D
+
j φ
x =
∑
j
1
∆x2
[Uxj φ
x+kj − 2φxj + (Ux−kjj )∗φx−kj ] ,
(12)
and the spatial components of the gauge field strength can
be defined with the real part of the following product of
link variables,
Ξij = U
x
j U
x+kj
j (U
x+ki
j )
∗(Uxj )
∗ (13)
= exp[i∆x(∂+i A
′
j(x)− ∂+j A′i(x))] . (14)
In order to validate the code and, more generally, quan-
titatively describe the evolution of cosmic string networks
in production runs, one must compute and output at least
two key network observables: the mean string separation
ξ and the mean velocity v2. Our code can compute and
output each of these variables in two separate ways. For
the mean string separation these are
ξL =
√
−µV∑
x Lx
, ξW =
√
V∑
ij,xWij,x
. (15)
The first one comes from Bevis et al. (2007) and is based
on the Lagrangian being strongly negatively peaked at the
string core while approaching zero away from the string.
The second one comes from the lattice based winding from
Kajantie et al. (1998). There are also two different esti-
mators to compute the mean squared velocity,
〈v2〉φ = 2R
1 +R
, 〈v2〉ω = 1
2
(
1 + 3
∑
x pxWx∑
x ρxWx
)
, (16)
where R is the ratio,
R =
∑
x |Π|2L∑
x,i |D+x,iφ|2L
(17)
The first estimator is comes from Bevis and Saffin (2008)
and is based on considering a boosted static string. A com-
plete derivation can be found in Hindmarsh et al. (2017a).
The second estimator is based on the equation of state
parameter and has also been used in Hindmarsh et al.
(2017a).
Deep in eras where the scale factor evolves according to
Eq. 10 (that is, with a constant expansion rate m), we ex-
pect these observables to exhibit scale-invariant behaviour
(Martins, 2016): the string separation should grow linearly
with time, ξ ∝ η, and the mean velocity should be con-
stant, v ∝ const. Note that the proportionality factors for
different expansion rates m depend on m itself and also on
other parameters, in a way that is quantitatively described
by the analytic velocity-dependent one-scale model (Mar-
tins and Shellard, 1996; Martins, 2016). A recent accurate
calibration of this model has been presented in Correia and
Martins (2019).
3. Extension to multiple accelerators
In order to enable taking a large lattice and dividing
it among multiple accelerators, such that they can all par-
take in evolving the fields, we must consider that due to
the modified Laplacian stencil and the derivative of the
link variables, such field values (φ,A) must be communi-
cated between sub-domains. In order to allow such ex-
tension to multiple nodes in a network (as is standard in
most high performance computing facilities) we use the
Message-Passing-Interface (MPI) to facilitate communica-
tions. Throughout this work we assume a 3D decomposi-
tion.
In the Compute Unified Device Architecture (CUDA),
all code to be executed by a graphical accelerator is con-
tained in functions denoted as kernels. In order to im-
plement the 3D decomposition, in addition to the kernels
which evolve field quantities, we add kernels that pack
outer values of the core of each sub-domain into additional
buffers which are then sent to neighboring sub-domains
via Isend (from MPI). After both Isend/Irecv complete (a
WaitAll barrier is necessary to ensure that all communica-
tion is complete) we use similar unpacking kernels to place
the contents of received buffers into the boundaries of each
sub-domain. Note that launching CUDA kernels from the
host is non-blocking (relative to the host) which is why
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Figure 1: The packing procedure along two different directions. Blue represents the core of each domain (of size NX × NY × NZ), red
represents the buffers being filled with appropriate values to send to neighboring sub-domains and green represents an already received buffer.
In the left panel, the buffer values come only from the blue inner core. After communication has taken place in this first direction, one can
unpack the received buffer into the boundaries of the sub-domain. Once done, one can start packing the communication buffers for the next
direction. This involves using not only the blue inner core but the freshly unpacked boundaries (in green). The pink boxes indicate domain
areas where one updates fields E and φ either as the packing procedure begins (left and middle panels) or after all communication has taken
place (right panel) whereas orange indicates these areas have already been updated.
one must include a CUDAStreamSynchronize, which en-
sures the packing kernel and all kernels before it have com-
pleted in time, in appropriate places. Note that a CUDA
Stream is a sequence of commands launched in order (in
this case a sequence of kernels). In order to obtain max-
imal bandwidth and minimal latency the communicated
buffers are allocated in Unified Memory and Remote di-
rect memory access is allowed, as noted in standard good
practices (PRACE, 2017).
Note that some key requirements must be fulfilled in
order to correctly satisfy all boundary conditions. For
example, due to the diagonal terms of the gauge field
Ai (needed to compute the derivative of the gauge field
strength) one must also pay attention to ”corners”. The
way to correctly handle this is to use the ”diagonal trick”
which means the corners along a given direction come from
values exchanged from the previous communication in an-
other direction. This dependency of exchanges in one di-
rection upon preceding exchanges implies that communi-
cation must proceed in a given specific order. In our case
this means communication must proceed as follows:
1. Pack the values to be sent to neighbors along X
(outer part of the inner NX × NY × NZ part of
the domain);
2. Send packed buffers to neighboring sub-domains;
3. Unpack received values into boundaries in the X di-
rection;
4. Pack the values from the outer cells of the inner
NX × NY × NZ along with values received from
the previous exchange (to ensure corners are appro-
priately handled), to be sent to neighbors in the Y
direction;
5. Exchange packed buffers in the Y-direction;
6. Unpack received buffers into the boundaries of the
sub-domain;
7. Pack the values from not only the inner core from
the sub-domain but also from the two previous ex-
changes;
8. Exchange packed buffers in the Z-direction;
9. Unpack received buffers into boundaries.
Having done this one can choose to perform the update
of E and Π. However, in order to obtain Weak scaling
above 90% for thousands of GPUs one must also consider
overlapping the compute and communication work. In or-
der to compute overlap we can update the inner core of
each sub-domain while one starts packing the values for
communication along X. Note that the outermost cells of
this inner core require values from the boundaries which
are still being communicated. This means that the size of
the inner core we update must be (NX − 2)× (NY − 2)×
(NZ−2) (while for communication it remains NX×NY ×
NZ. After exchange in the X-direction is completed, one
can begin updating the outer part of the along X (given
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that the necessary boundary is not available), while com-
munication is completed in the Y-direction. This proceeds
until all boundaries are exchanged and E and Π are up-
dated everywhere. At such a point, one can simply update
φ and A.
A schematic view of this is presented, for the sim-
pler case of 2 dimensions, in Figure 1. Note that here
we can also make use of multiple CUDA streams (asyn-
chronous with respect to each other) in order to allow
overlap between the compute kernels and the pack/unpack
kernels (one stream per each pack/unpack kernel). This
also means that the correct dependencies between streams
must be enforced. This can be done using a combination of
cudaEventRecord (which signals the completion of a kernel
in a given stream) and cudaStreamWaitEvent (which can
force a stream to wait for completion of a given event in
another stream).
4. Code validation
In order to verify that the simulation boxes evolved
by the new code behave as expected, one must compare
the numerically measured physical estimators (the slope of
the time dependence of the mean string separation and the
asymptotic mean velocity squared) to the values available
in the literature, including those previously obtained (at
different box sizes) with the single GPU version of the
code, which has been previously validated (Correia and
Martins, 2020). We will do this with constant co-moving
width simulations in the canonical radiation and matter
dominated epochs, since there are the most common in
the literature.
The results of this validation test are summarized in
Table 3 and also in Figures 2 and 3 (respectively for the ra-
diation and matter dominated eras), and in a nutshell the
new code is in agreement with the results in the literature,
given the reported (one sigma statistical) uncertainties.
Regarding the mean string separation, our previously
obtained values at 5123 were in agreement with the values
obtained by Bevis et al. (2007) with the same box size.
The larger simulations in the current work confirm the
slight drift of the scaling value of ξ˙ to lower values, as can
be seen in Bevis et al. (2010) for 10243 and Daverio et al.
(2016) at 40963 (see also Hindmarsh et al. (2017a)). This
slow drift may be due to the fact that a higher (spatial)
resolution affects the main energy loss mechanims for the
network (loop production and scalar and gauge radiation)
in slightly different ways, which in turn impacts the string
network density. A detailed exploration of this hypothe-
sis, in the context of the recently improved and calibrated
velocity-dependent one scale model (Correia and Martins,
2019) is in progress. We also note that the two idependent
estimators for the mean string separation, defined in Eq.
15, lead to fully consistent values for ˙ξL and ˙ξW .
As for the average velocity squared, our previous work
(Correia and Martins, 2020, 2019) using the estimators of
Hindmarsh et al. (2017a) had already established qualita-
tive agreement with the values in the literature, up to and
including 40963 simulations. Here this agreement contin-
ues. Note that in the case of the velocities there is no
statistically significant drift in the scaling value as a func-
tion of the box size. On the other hand, and in agreement
both with Hindmarsh et al. (2017a) and with our earlier
5123 study, our present analysis confirms that the velocity
estimator based on the gradient on φ leads to values that
are consistently lower than those of the equation of state
estimator, by about ten per cent at all box sizes.
5. Performance
All the performance tests we report herewith were per-
formed at Piz Daint, the largest supercomputer in Europe.
At the time of the measurements, this facility contains
5704 nodes each equipped with with one NVIDIA Tesla
P100. All benchmarks are performed assuming the evolu-
tion of a local string as described in the previous sections.
To closely mimic a typical use case (in other words,
a typical production run), we choose to compute the La-
grangian based mean string separation and the mean ve-
locity squared estimated from φ and its conjugate field Π,
weighted with the Lagrangian. The computation of these
network averaged quantities occurs at every 5 time-steps.
The initial conditions are generated at random in each
case.
Both strong and weak scaling are arguably relevant
metrics for the problem at hand, but in pragmatic terms
the weak scaling is the most relevant one: often (due
to computational limitations) one must extrapolate from
these relatively small simulations to cosmologically rele-
vant scales. Targeting larger and larger simulation sizes
(and therefore larger dynamic ranges) would lessen this
problem. In particular, doubling the box size along each
dimension, besides the obvious increases in volume (by a
factor of 8) and in dynamic range (by a factor of 2), also
increases the range of physical scales between string thick-
ness and horizon size that can be probed. In our case
the strong scaling would only become critical if the total
wall-clock times of the simulation were much larger.
For simulations of cosmic string (or other cosmological
defects) simulations the dynamic range of the simulation
increases with the size of the whole box, being proportional
to the length of the smallest box side N (for any cubic sim-
ulation box N3). Given this feature of string simulations,
for the weak scaling diagnostic we quantify the time taken
to evolve the lattice a number of time-steps equal to the
number of time-steps required to evolve the smallest sim-
ulation box we considered, which has a size of 2563. This
corresponds to a total of 640 time steps.
We characterize both the weak and strong scaling using
a speed-up factor, S, and a parallel efficiency, E. Both are
calculated in comparison to a reference wall-clock time,
tref . In strong scaling this corresponds to the wall-clock
time necessary to fully evolve the full dynamic range with
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Figure 2: The evolution of the four relevant average network estimators, defined in Eqs. 15 and 16, for the average of 20 runs in the radiation-
dominated epoch (m = 1/2), with lattice sizes of 40963, 20483 and 10243, using 4096, 512 and 64 GPUs respectively. We assume constant
co-moving width throughout.
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Size m ˙ξL ˙ξW 〈v2〉ω 〈v2〉φ Reference
40963 1/2 0.253± 0.007 0.251± 0.006 0.308± 0.002 0.282± 0.001 This work
20483 1/2 0.268± 0.011 0.267± 0.010 0.312± 0.001 0.283± 0.001 This work
10243 1/2 0.280± 0.023 0.282± 0.026 0.306± 0.003 0.272± 0.002 This work
5123 1/2 0.30± 0.02 0.32± 0.03 0.32± 0.01 0.31± 0.01 Correia and Martins (2020)
5123 1/2 0.31± 0.02 - - - Bevis et al. (2007)
10243 1/2 - 0.26± 0.02 - - Bevis et al. (2010)
40963 1/2 0.234± 0.006 0.244± 0.005 - - Daverio et al. (2016)
40963 2/3 0.252± 0.010 0.250± 0.009 0.265± 0.001 0.243± 0.001 This work
20483 2/3 0.256± 0.006 0.257± 0.005 0.264± 0.001 0.240± 0.001 This work
10243 2/3 0.279± 0.016 0.285± 0.017 0.255± 0.003 0.228± 0.004 This work
5123 2/3 0.29± 0.01 0.29± 0.02 0.27± 0.01 0.25± 0.01 Correia and Martins (2020)
5123 2/3 0.30± 0.01 - - - Bevis et al. (2007)
10243 2/3 - 0.28± 0.01 - - Bevis et al. (2010)
40963 2/3 0.235± 0.008 0.247± 0.008 - - Daverio et al. (2016)
Table 1: The asymptotic rate of change of the mean string separation ξ and the mean velocity squared 〈v2〉 for the estimators defined in the
text, in the radiation and matter eras, for our simulations with box sizes of 40963, 20483 and 10243, using 4096, 512 and 64 GPUs respectively.
The error bars are the statistical uncertainties from averages of 20 runs with different initial conditions. For comparison we show the results
reported in Correia and Martins (2020) from the single GPU code (for averages of 12 5123 simulations) as well as results from simulations with
CPU-based codes. The range of timesteps used for each fit to the GPU simulations is respectively [517, 1023.5], [300.5, 511.5], [100.5, 255.5],
[80, 128] for the 40963, 20483, 10243 and 5123 simulations.
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Figure 3: Same as Fig. 2, for the matter-dominated epoch (m = 2/3).
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Figure 4: Performance indicators for our multiple GPU code; strong scaling is shown in the top panels, while weak scaling can be seen in
the bottom ones. The Left-hand side panels show wall-clock time for a full-run (for the strong scaling plot) or the amount of wall-clock time
necessary to complete 640 time-steps (for the weak scaling plot). The corresponding parallel efficiencies as defined in the text (see e.g. Eq.
19 for strong scaling) are presented on the right hand side panels.
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the smallest number of GPUs (where a box of size N3 can
be fitted). Speed-up is given by,
S =
tn
tref
, (18)
where tn is the wall-clock time taken when running with n
GPUs. Converted to a percentage this is trivially the par-
allel efficiency for weak scaling. For strong scaling the par-
allel efficiency is then re-scaled with the number of GPUs
the reference run uses, nref
Estrong =
nref tref
ntn
. (19)
With these defined we are in a position to describe the
scalability of our application. For strong scaling there is
an obvious point beyond which no useful scaling can be
obtained. While we are unaware of any consensus on the
definition of useful scaling, in this manuscript we assume
useful scaling to only exist above 50% efficiency. Specifi-
cally, in our case this point ensues when the sub-domain
size becomes too small. This is evidenced by the low par-
allel efficiencies seen in Table 5 and in the top panels of
Figure 4 when approaching a sub-domain size of 1283. This
is something relatively common in most multi-GPU imple-
mentations, at least from a cursory overview of the litera-
ture (Fuhrer et al., 2018; Potter et al., 2017).
This behaviour stems from two reasons. The first rea-
son is the amount of communications relative to the execu-
tion of CUDA kernels: not even the overlap is sufficient for
cleverly hiding this cost for extremely small sub-domains.
The second reason which contributes to this behaviour is
the amount of latency from launching CUDA kernels.
However disappointing the strong scaling might be, one
can argue that given the relatively short run-times across
the board, there isn’t a need for good strong scaling. In-
deed, while the largest Abelian-Higgs field theory simula-
tions currently described in the literature have box sizes
of 40963, we have been able to carry out full (production
run level) 81923 simulations, which using 4096 GPUs takes
only 40.4 minutes of wall clock time. In the same 4096
GPUs, production runs of size 40963 (the largest reported
in the literature so far for cosmic strings) take less than 3
minutes of wall clock time.
On the other hand, weak scaling is almost perfect up
to thousands of GPUs with the lowest detected efficiency
being of 91%—see Table 5 and in the bottom panels of Fig-
ure 4. This strongly suggests the overlap is being success-
ful. Thus our code can yield production grade simulations
with the largest sizes in the literature, 40963, in between
140 and 180 node-hours (the exact number depending on
the number of GPUs being used), while for 81923 simula-
tions this increases by a factor of 16 (a factor of 8 due to
the increased volume, and 2 due to the increased dynamic
range) to about 2800 node-hours. Note that compute time
on Piz Daint is book-kept in node-hours, and we use only
one process per node. Given that it is irrelevant to use one
core or all 68 per node, one could obtain an estimate in
more traditional core-hours by multiplying these numbers
by a factor of 68.
To end this section we would like to comment on the
usage of other metrics to assess application performance
in our case. Given that, like most stencil CUDA kernels
in the literature with 2.5D decomposition, our CUDA ker-
nels end up being memory bound, we do not believe that
the amount of floating point operations is a useful met-
ric. It thus follows that we must characterize how mem-
ory bound each CUDA kernel is. This was done in the
past as seen in Correia and Martins (2020) for a different
GPU (specifically a QUADRO P5000 at our local clus-
ter facility). Note however that these kernels handled the
boundary conditions differently (without including ghost
cells as described above). The increase of the sub-domain
by two along each direction and the subsequent misaligned
access do reduce the memory access bandwidth, but only
impact the the overall run-time of each kernel slightly (i.e.,
by 2% in a worst-case-scenario).
6. Conclusions and outlook
We have extended our previous GPU-accelerated Abelian-
Higgs string evolution code to be able to harness more than
on graphical accelerator. To do so we used the Message
Passing Interface to handle the necessary boundary terms
of a 3D decomposed lattice. Each sub-lattice is evolved on
an accelerator with the Compute Unified Device Architec-
ture (CUDA).
In this paper we have validated the code by comparing
its outcomes to those described in the literature, and also
quantified its scalability. To summarize, the validation
confirms a previously noticed slight decrease of the rate
of change of the mean string separation as the box size is
increased, while no such effect is seen in the average string
velocity. A detailed study of this effect, and its possible
relation to the relevant energy loss mechanisms for the
cosmic strings, is left for subsequent work.
When it comes to scalability we obtain near-perfect
weak scaling up to 4096 GPUs. Strong scalability is not
as good, and from a comparison with the literature (Fuhrer
et al., 2018) we might expect a processor only version to
have a better strong scale behaviour. While this is not a
limiting factor for the scientific exploitation of the code,
it will be worth to explore techniques to improve this be-
haviour. One such possibility is the hypercube decompo-
sition of Blanco-Pillado et al. (2012), which avoids com-
munication and therefore achieves better scalability, and
another one would be the inclusion of Mesh Refinement
techniques (Drew and Shellard, 2019; Helfer et al., 2019).
It is also worthy of note that our code is not Input/Output
bound when only outputting the network diagnostic quan-
tities every few timesteps, which is the case in standard
(production) runs. This changes when outputting an en-
tire lattice of some quantity (such as the absolute value of
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Box size Number of GPU’s Domain decomposition Wall-clock time Speed-Up Efficiency
(x,y,z) (s) (%)
5123 1 (1,1,1) 96.0 - 100.0
2 (1,1,2) 50.1 1.92 95.9
8 (2,2,2) 14.7 6.53 81.6
32 (2,4,4) 4.77 20.12 62.9
10243 8 (2,2,2) 217.39 - 100.0
64 (4,4,4) 42.27 5.14 64.2
512 (8,8,8) 12.48 17.41 27.2
20483 64 (4,4,4) 438.45 - 100.0
512 (8,8,8) 76.15 5.76 72.0
40963 512 (8,8,8) 948.52 - 100.0
4096 (16,16,16) 156.96 6.04 74.3
81923 4096 (16,16,16) 2426.13 - 100.0
Table 2: Strong scaling measurements for different lattice sizes reported in wall clock time to fully simulate a network from start to finish.
We also present the speed-up (relative to the reference measurement) and a parallel efficiency.
Box size Number of GPU’s Domain decomposition Wall-clock time Speed-Up Efficiency
(x,y,z) (s) (%)
2563 1 (1,1,1) 8.93 - 100.0
2562 × 512 2 (1,1,2) 8.95 1.00 99.7
256× 5122 4 (1,2,2) 8.93 1.00 99.9
5123 8 (2,2,2) 8.94 1.00 99.8
10243 64 (4,4,4) 9.17 0.97 97.4
10242 × 2048 128 (4,4,8) 9.34 0.96 95.6
1024× 20482 256 (4,8,8) 9.44 0.95 94.6
20483 512 (8,8,8) 9.68 0.92 92.2
20482 × 4096 1024 (8,8,16) 9.61 0.92 92.9
40963 4096 (16,16,16) 9.81 0.91 91.2
Table 3: Weak scaling measurements for fixed box size of 2563 per domain are presented above. The wall-clock time corresponds to the time
to complete 640 timesteps (the number of timesteps for a full 2563 size simulation). In addition we present a speed-up as well as a parallel
efficiency.
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scalar field, or the windings) every few timesteps for vi-
sualization or other detailed diagnostic purposes. As such
we are currently exploring in-situ visualization techniques,
as previously described in Ayachit et al. (2015) in order to
evade this bottleneck.
In conclusion, this new version of our Abelian-Higgs
cosmic string simulation can do production runs for the
largest box sizes seen in the literature (40963) in very com-
petitive amounts of node-hours, and indeed do even larger
boxes (81923) in reasonable amounts of node-hours. Given
the excellent weak scalability, which we have demonstrated
up to 4096 GPUs, the numbers are even more appealing
when expressed in terms of wall clock time: less than 3
minutes for 40963, and 40.4 minutes for 81923 simulations,
using the said 4096 GPUs.
We are currently leveraging such an advantage by sim-
ulating hundreds of networks at differing expansion rates
to calibrate the semi-analytical model of string evolution
(Martins and Shellard, 1996, 2002), appropriately extend-
ing it to account for the correct velocity-dependencies of
energy loss and curvature, as seen in Martins et al. (2016).
This was done for small boxes in Correia and Martins
(2019), enabling a first quantitative comparison of the rel-
ative importance of the energy loss mechanisms of the
networks. Given the changes in the asymptotic quanti-
ties seen in Table 3, it will be important to re-calibrate
the model for each box size we are currently able to sim-
ulate. The availability of a large sample of simulations
with increased spatial resolution and dynamic range will
also enable a detailed study of the amount of small-scale
structure of the network itself. Both of these have obvious
implications for any rigorous assessment of the observa-
tional consequences of cosmic string networks.
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