Model compression provides a means to efficiently deploy deep neural networks (DNNs) on devices that limited computation resources and tight power budgets, such as mobile and IoT (Internet of Things) devices. Consequently, model compression is one of the most critical topics in modern deep learning. Typically, the state-of-the-art model compression methods suffer from a big limitation: they are only based on heuristics rather than theoretical foundation and thus offer no worst-case guarantees. To bridge this gap, Baykal et al. [2018a] suggested using a coreset, a small weighted subset of the data that provably approximates the original data set, to sparsify the parameters of a trained fully-connected neural network by sampling a number of neural network parameters based on the importance of the data. However, the sampling procedure is data-dependent and can only be only be performed after an expensive training phase.
Introduction
Neural networks are one of the most fundamental instruments of machine learning, with applications in computer vision [Krizhevsky et al., 2012] , natural language processing [Collobert et al., 2011] , objection classification [Ren et al., 2015] , and speech recognition [Graves and Schmidhuber, 2005] . With the emergence of big data over the past decade, the sizes of neural networks used in practice has dramatically increased in conjunction. For example, while [LeCun et al., 1998 ] developed the convolutional neural network (CNN) model LeNet-5 with fewer than 1M parameters to classify a number of handwritten digits in 1998, [Krizhevsky et al., 2012] used a model with 60M parameters to win the ImageNet competition in 2012 and [Coates et al., 2013] trained a network with 10B parameters in 2013. Hence as the storage requirements, memory bandwidth, and computational resources of these networks become increasingly prohibitive, many approaches to compress existing architectures have been proposed.
Although a variety of model compression heuristics have been successfully applied to different neural networks models, such as [Jacob et al., 2018] , [Han et al., 2015] , [Alvarez and Salzmann, 2017] , these approaches generally lack strong provable guarantees, which leaves vulnerabilities that can possibly be exploited by adversarial machine learning [Szegedy et al., 2014] . For example, early attempts to perform compression often removed individual parameters [LeCun et al., 1990] or entire neurons [Mozer and Smolensky, 1989, Srivastava et al., 2014] , depending on the "importance" of these inputs to the output. However, generalizing the analysis of LeCun et al. [1990] to the removal of multiple units for deep neural networks quickly becomes intractable as both the size of the network and the number of removed units increase. Even though the model compression heuristics perform well in practice, the absence of worst-case performance analysis can potentially be a glaring problem depending on the application. We therefore focus on providing an provable and efficient framework for the compression of neural network parameters, robust to the choice of training data and test samples.
Ideally, we would like a compressed network that provably approximates any output of the original network on any possible future test sample up to a small multiplicative factor. We also require that the number of edges in the compressed model is smaller by orders of magnitude than the number of edges in the original model. That is, the number of edges in the compressed network should ideally be some constant that may depend on how accurately the compressed network approximates the original network, but not on the number of input edges. We would like the compression to be data-independent, so that a neural network can be pruned even before an expensive training phase. Finally, we would like to achieve this ideal scenario by applying the existing theory of coresets as a black-box framework to neural networks. Unfortunately, we give a distribution of points such that the "importance" of each point is potentially significant, which suggests that it may not be possible to achieve a general reduction that provably and accurately compresses each neural network to a sublinear size in a data-independent manner. Instead, we give a framework that can achieve model compression for specific classes of activation functions.
Our framework is based on the existing theory of coresets Feldman and Langberg [2011] , Feldman et al. [2013] , Braverman et al. [2016] and intuitively extends existing construction techniques for deep learning applications in a practical manner. The concept of coresets originated in computational geometry, where the input is usually a set of n points in R d and the models are geometric shapes in Euclidean space [Agarwal et al., 2004 [Agarwal et al., , 2005 , instead of networks. To use the terminology and techniques of coresets that were developed over recent decades, we suggest the following generic model of a neural network.
Suppose some layer in a neural network has n input neurons and each neuron has indegree at most d so that the input to these neurons can be represented by a set P of n vectors in R d . Moreover, suppose each neuron in the layer has activation function φ : R → R and the neurons are connected to the output of the layer via a weight function w : P → [0, ∞). Then we can define the loss function of the layer by φ(P, w, x) = p∈P w(p)φ(p · x) for any given sample x ∈ R d . Once we are given as input a set of weighted points, a set of sample queries, and a loss function for each point-sample query pair, it is possible to use existing coreset definitions and state the property of our coreset constructions as follows.
Our Contributions
Whereas many previous model compression algorithms perform well in practice but are built on heuristics or suggest provable coresets that are tailored to specific training data, we give theoretical data-independent model compression algorithms for any future test sample. Moreover, our coreset constructions provably provide model compression for some of the most popular activation functions. We summarize our coreset bounds in Table 1 .
Our model compression algorithms use the following paradigm. Given a set of points P that are scaled to be in the unit ball and an activation function φ, we first define and bound the total sensitivity of the activation function. Using our bounds for the total sensitivity, we then perform sensitivity sampling and obtain upper bounds on the coreset size, depending on the activation function. We remark that depending on the choice of activation function, not all sets of points P are scale-invariant, but we shall analyze the compression for specific classes of activation functions that do induce scale-invariant sets of points.
Theorem 1.1. Let (P, w) be a weighted set such that w : P → R >0 , and P is contained in the unit ball of R d , i.e., ||z|| ≤ 1 for every z ∈ P , and let ε, δ ∈ (0, 1). Let k be a sufficiently large constant, f be one of the functions from Table 1 , and (C, u) be the output of a call to Coreset(P, w, φ, m) with m ≥ k ε 2 d log k + log 1 δ .
Then with probability at least 1 − δ, (C, u) is an ε-coreset of φ. Moreover, the running time of the algorithm is O(nd).
We demonstrate the connection between our coreset construction and model compression by first comparing our basic coreset construction algorithm to various other sampling techniques, such as uniform sampling, norm threshold sampling, and norm importance sampling. Our main theoretical result is stated in Theorem 2.4. We then empirically evaluate our model compression framework as a booster for the state-of-the-art model compression algorithm on the LeNet-300 [LeCun et al., 1998 ] convolutional neural networks on the MNIST [LeCun et al., 2019] data set, as well as the AlexNet [Krizhevsky et al., 2012] and VGG-16 [Simonyan and Zisserman, 2014 ] CNNs on the CIFAR-10 [Krizhevsky, 2009] data set. Our experiments demonstrate that our sensitivity-based coresets outperform existing algorithms, including other sampling-based coresets, by improving compression without sacrificing accuracy. For example, our framework provides up to 90% compression on the LeNet-300-100 architecture while improving the accuracy. See Table 2 for details.
Activation Function
Definition
Table 1: Activation functions and corresponding coreset sizes achieved by our model compression algorithms to approximate p∈P f (p T x) + λ for a weighted input set P of n points and λ > 0. Note that the size |C| of these coresets is independent of |P | = n.
Related Work
Coresets. Our compression algorithm is strongly related to data summarizations sets known as coresets. The exact definition of coreset changes from paper to paper, but generally they are a powerful tool to decrease massive inputs to smaller instances while maintaining a good approximation of the original dataset with respect to some given loss functions and set of models. Over the past decade, coresets constructions have been actively recognized for their powerful dimensionality reduction in a variety of applications including k-means [Har-Peled and Mazumdar, 2004] , SVD , regression [Munteanu et al., 2018 , Boutsidis et al., 2013 , Dasgupta et al., 2009 , low-rank approximation , PageRank [Lang et al., 2019] , convex hull [Blum et al., 2018] , and machine learning [Baykal et al., 2018b] . Many of the non-deterministic coreset based methods rely on the sensitivity framework, in which elements of the input are sampled according to their sensitivity [Langberg and Schulman, 2010 , Braverman et al., 2016 , Tolochinsky and Feldman, 2018 , which is a measure of their importance, and possibly reweighted afterwards.
Weight Pruning. The intuition behind weight pruning is that a few large inputs samples dominate the impact on the output, so that capturing these large inputs suffices. Weight pruning was used as far back as 1990 [LeCun et al., 1990 ], but has recently seen more study [Lebedev and Lempitsky, 2016, Dong et al., 2017] , including one particular approach that requires sparsity as a constraint [Aghasi et al., 2017 , Lin et al., 2017 . Similar to weight pruning, Han et al. [2015] suggests that neurons with zero input or output connections can be safely removed from the network to reduce the storage requirements of neural networks. This approach can be augmented via the help of L 1 /L 2 regularization to push weights towards zero during training [Han et al., 2015] . In fact, the compression rate of AlexNet can reach 35x with the combination of pruning, quantization, and Huffman coding [Han et al., 2016] . Nevertheless, strong provable worst-case analysis is noticeably absent for many weight pruning methods.
Model Compression. State-of-the-art neural networks often achieve a lower test error because they are relatively large [Goodfellow et al., 2016] . Hence, they are often over-parameterized and there is significant redundancy of weights [Alvarez and Salzmann, 2017] , which results in a waste of both computation time and memory. Consequently, many approaches aim to remove this redundancy. For example, Han et al. [2015] suggests an approach to first train the neural network, then prune the unimportant connections, and finally retrain the network to fine tune the weights of the remaining connections. Another method is Denton et al. [2014] , which exploits the linearity of the neural network by finding a low-rank approximation of the weights and keeping the accuracy within 1% of the uncompressed model. Jacob et al. [2018] performs quantization of the neural network's weights and suggests a new training procedure to preserve the model accuracy after the quantization. [Zhuang et al., 2018] introduces channel pruning based on their contribution for the discriminative power. A recent approach that is also based on coresets is Baykal et al. [2018a] , which computes the "importance" of each weight in the neural network, according to the loss function of the neural network (i.e., cross-entropy). Baykal et al. [2018a] uses a subset of the data to compute the importance of each weight, so the coreset for the neural network is data-dependent. Our method computes the sensitivity for each neuron, in a layer-by-layer manner so that each neuron chooses its own coreset. In addition, the coresets in this paper are data-independent; their size is independent of the properties of the specific data at hand, and the compression provably approximates any future test sample.
Neuron-by-Neuron. Instead of a layer-by-layer approach, the neuron-by-neuron (NBN) paradigm [Wilamowski et al., 2007 , 2008 , Yu and Wilamowski, 2009 , Hunter et al., 2012 repeatedly considers each neuron in a neural network. As a result, the neuron-by-neuron approach is more suitable for arbitrarily connected neural networks, which can be used to solve problems more quickly. For example, Wilamowski et al. [2003] show that solving the parity-7 problem using a single layer requires 8 neurons, while a fully connected cascade network that does not have a layered structure only requires 3 neurons.
Preliminaries
Each vector is considered to be a column vector unless stated otherwise. For a point p = (p 1 , . . . , p d ) in R d , we use p to denote its 2 norm, 2 (p) = p 2 1 + . . . + p 2 d . We use R >0 to denote the positive real numbers and R ≥0 to denote the non-negative real numbers. For r > 0, we use B r to denote the set {v ∈ R d : v ≤ r}. We use φ to denote a positive non-decreasing function over R. We say a function f :
is called a weighted set if P is a set of points and weight function w : P → [0, ∞). Given a set X of queries and a cost function c : P × X → [0, ∞), the total cost of P with respect to a query x ∈ X is
The tuple (P, w, X, c) is called a query space.
Given a set of points P and a set of queries X, a coreset of P is a weighted set of points that provides a good approximation to any query x ∈ X to P : w(p i ) = 1 u(q 1 ) = 5 u(q 2 ) = 7 Figure 1 : An example of a coreset for k-median. The figure on the left is the original set of points P , each with unit weight. The figure on the right shows the coreset Q of size two in the black weighted dots, while the other points are discarded.
Definition 1.3 (ε-coreset). Let (P, w, X, f ) be a query space, and ε ∈ (0, 1) be an error parameter. An
For an example, see Figure 1 . We now describe the framework of [Feldman and Langberg, 2011] for computing coresets for certain optimization problems. The framework is based on sampling points with different probabilities in such a way that points that have a high influence on the optimization problem are sampled with higher probability. At the same time, to keep the sample unbiased, each sampled point is given weight inversely proportional to its sampling probability. As a measure of the importance of a single point on the optimization problem, we use the following definition of sensitivity [Langberg and Schulman, 2010] . Sensitivity sampling is then performed by sampling a fixed number of points with replacement, so that the probability that each input point becomes each sampled point is the ratio of the sensitivity of the input point to the total sensitivity. Thus, each input point's sensitivity is proportional to the likelihood the point becomes sampled at each instance. For more details, see Algorithm 1.
Coreset Construction
In this section, we describe and analyze our sampling algorithm that constructs the coreset. We give the full details in Algorithm 1.
We first bound the total sensitivity for an activation function φ that is non-negative and monotonically non-decreasing. We will use the following technical lemma for the proof of Theorem 2.4.
Lemma 2.1. Let (P, w) be a weighted set of n points in B α for some α > 0 and X be a set of queries. Let λ > 0 and let f : P × X → R >0 such that f (p, q) = φ(p q) + λ for every p ∈ P and q ∈ X ⊆ B β for some β > 0. If φ is a non-negative, non-decreasing function, then
, and (1)
Algorithm 1: Coreset(P, w, f, m); See Theorem 2.4 Input: A weighted set (P, w), integer (sample size) m ≥ 1, real numbers λ, β > 0, and non-negative, non-monotonic function f . Output: A weighted set (C, u).
Sample a point q from P so that q = p with probability Prob(p) for each p ∈ P .
where the first equality is by Definition 1.4 and the second inequality considers a single point p ∈ P , resulting in a smaller denominator, which follows from the non-negativity of w and φ. By the Cauchy-Schwarz inequality and the fact that φ is a non-decreasing function, φ(||p|| · ||x||) − φ(p x) ≥ 0. Observe that the numerator is smaller than the denominator in the right hand side of Equation 1. Moreover, both the numerator and denominator are non-negative. Therefore, adding the left hand side to both the denominator and numerator proves Equation 1 as
.
Since x ∈ X ⊂ B β so that ||x|| ≤ β, φ is non-decreasing, and the numerator is again smaller than the denominator, then
Next, we bound the sum of these sensitivities, as in Equation 2. By Definition 1.4,
To obtain our main result, we would like to combine the sensitivity bounds of Lemma 2.1 with the following sensitivity sampling lemma.
Theorem 2.2. Langberg, 2011, Feldman et al., 2013] Let (P, w, X, f ) be a query space of dimension d and total sensitivity t = T (P, w, f ). Let δ, ε ∈ (0, 1) and C be a random sample of |C| ≥ 10t ε 2 d log t + log 1 δ i.i.d points from P , such that for every p ∈ P and c ∈ C we have p = c with probability
s w,f (p)|C| w(p) for every p ∈ C. Then, with probability at least 1 − δ, (C, u) is an ε-coreset of (P, w, X, f ).
However, we only have an upper bound on the sensitivity of each point, rather than the individual sensitivities themselves. Fortunately, the following result by Braverman et al. [2016] shows that an upper bound on the individual sensitivities suffices: s w,f (p)|C| w(p) for every p ∈ C. Then, with probability at least 1 − δ, (C, u) is an ε-coreset of (P, w, X, f ).
Then our main result is as follows: Then with probability at least 1 − δ, (C, u) is an ε-coreset of (P, w, f ).
Theorem 2.4 has applications to several popular activation functions, including the ReLU function, which is defined by ReLU(x) = max(x, 0) for every x ∈ R, the binary activation function, which is defined as f (x) = 1 if x > 0 and f (x) = 0 otherwise, the logistic activation function (also named the sigmoid activation function), which is defined by f (x) = 1 1+e −x , the softplus activation function, which is defined by f (x) = ln(1 + e x ), the soft-clipping activation function, which is defined by f (x) = 1 α log 1+e αx 1+e α(x−1) , and the Gaussian function, which is defined by f (x) = e −x . See Table 1 for a summary of the applications of Theorem 2.4. We empirically evaluate the performance of Theorem 2.4 on large-scale datasets in Section 4.
On the other hand, the following lower bound shows that although our sensitivity based coresets have good accuracy guarantees, in certain cases these guarantees prevent significant compression. Namely, we bound the sensitivity for the ReLU function for specific datasets, showing that essentially all points should be retained. The proof of Theorem 2.6 is based on finding a set of points P with the property that for any query q, there exists a point p ∈ P whose inner product with q does not have the same sign as the inner product of q with any other point in P :
Lemma 2.5. [Tolochinsky and Feldman, 2018] Let r > 0. There is a set of n points P in B r such that for every p ∈ P and R > 0, there is y p ∈ B R such that y p p > 0, and for every q ∈ P − {p} we have y p q < 0.
The existence of such a set P is problematic because the sensitivity of each point in P is high, and therefore each point demands to be sampled, which means there is no compression.
Theorem 2.6. There exists a finite set P ⊆ B 1 such that for every p ∈ P , we have
Proof. By Lemma 2.5, there exists a set P of n points in B 1 such that for every p ∈ P , there exists a point y p ∈ B 1 such that y p p > 0 and for every q ∈ P − {p}, we have y p q < 0. Then by definition ReLU(y p p) > 0 while ReLU(y p q) = 0 for every q ∈ P − {p}. Hence, sup x∈B1
ReLU(p x)
q∈P ReLU(q x) ≥ 1. On the other hand, since p ∈ P and the φ function only outputs non-negative numbers, then clearly sup x∈B1
q∈P ReLU(q x) ≤ 1, and so the equality holds.
Theorem 2.6 implies that there exists a set P of n points with total sensitivity n. Then through Theorem 2.4, using the Coreset procedure on P is sufficient in obtaining any compression.
Applications to Deep Learning
We now describe a new deep neural network (DNN) model compression framework based on coresets, such as the illustration in Figure 2 . To this end, we formalize a neural network in an appropriate way as follows.
Definition 3.1. A neural network is a weighted directed graph N = (V, E, w ) where the edges of each node are ordered and w : E → R is the weight function for the edges. A node v ∈ V is called a neuron. Let n denote the indegree of such a node and let v 1 , · · · , v n ∈ V denote the nodes that point to v, i.e., (v i , v) ∈ E for every i ∈ [n]. Suppose that for every i ∈ [n], the node v i has d incoming edges, and denote their corresponding weights vector by p i = (p i,1 , · · · , p i,d ) ∈ R d . That is, for every i ∈ [n] and j ∈ [d], p i,j = w((y j , v i )) for the jth incoming neighbor y j of v i . Let P v = {p 1 , · · · , p d } and w v : , v) ). The pair (P v , w) is then the weighted set that corresponds to v ∈ V , and the network N defines |V | such weighted sets.
Since each neuron in the network corresponds to an input set of points in R d by the above definition, we can define a coreset for a neuron simply as the coreset for its corresponding weighted set.
To simplify the main idea behind our framework, first consider a neural network of three layers, whose last layer is a single neuron v, as in Figure 2 . The goal of our model compression algorithm is to approximate the output of the second layer for any input of the neural network by only considering a small set of neurons from the first layer. Suppose the first layer has n neurons, the input weight for each neuron i in the first layer is p i , and the input weight for each neuron i in the second layer is w i . Observe that if the activation function of the first layer is φ : R d → R and the activation function for the second layer is ψ : R d → R, then the output of the second layer for an input sample x is exactly ψ( n i=1 w i φ(p i x)). Thus if ψ is a Lipschitz function, then for an -approximation to ψ, it suffices to obtain an c -approximation to i∈[n] w i φ(p i x), which we can do with a small number of neurons by using the sensitivity-sampling based coreset approach, i.e., replacing the neurons by their corresponding coreset that is constructed in Algorithm 2. Namely, if the input weights of the first layer are considered as a set of points P and the input of the neural network is considered as a set of queries X = R d , then it follows that an ε c -coreset of φ will help us to compress the neural network. For a larger network, we can apply this algorithm to each layer. Also note that neurons u, v ∈ V that are in the same layer correspond to the same weighted sets (w v , P ) and (w u , P ) up to a different weight function.
We can thus generalize this idea to larger neural networks by similarly considering each neuron at a time using the neuron-by-neuron (NBN) paradigm [Wilamowski et al., 2007 , 2008 , Yu and Wilamowski, 2009 , Hunter et al., 2012 . We adapt Theorem 2.4 to this setting by iteratively sparsifying the inputs to each neuron before proceeding to the next neuron. See Algorithm 2 for more details. Then we obtain the following result for sparsifying a neural network:
Theorem 3.2. Let N be a neural network of b layers and > 0, δ ∈ (0, 1). Let f be an activation function and for a neuron v ∈ N with indegree d, let t be the total sensitivity of its inputs. Figure 2 : In Figure 2a , the input to the neural network is a set P that represents n neurons that gets sample query x ∈ R d and the output is f (P, x) from the single output neuron. In Figure 2b , the output of Algorithm 2 is a coreset that represent a weighted subset (C, u) of inputs to neurons in the middle layer, such that the output of the last layer is a good approximation to f (P, x). The first and last layers are unchanged.
Empirical Evaluations
We compare our coreset constructions to several baselines across multiple datasets and activation functions to examine the compression rate of our coresets and the error rate of our coresets. We first apply our coresets on two representative models: LeNet-300 [LeCun et al., 1998 ] on MNIST [LeCun et al., 2019] , together with VGG-16 [Simonyan and Zisserman, 2014] on CIFAR-10 [Krizhevsky, 2009] and evaluate the compression rate and accuracy of our algorithms. We then compare the compression rate of our coreset construction to the following other compression algorithms: (1) uniform sampling, which gives each input the same probability of being retained, (2) norm threshold, which deterministically retains the inputs with the highest norms, (3) norm importance sampling, which samples inputs with probability proportional to the their norms, and (4) CoreNet++ and related algorithms of Baykal et al. [2018a] that are also based on sensitivity sampling. Our experiments were implemented in PyTorch [Paszke et al., 2017] Compressing LeNet and VGG. We first describe our findings for our coreset construction on various neural networks architectures and datasets. We examine the average error of our algorithms and the baselines after performing each experiment ten times. We first evaluate our coresets on the LeNet-300-100 architecture [LeCun et al., 1998 ] on MNIST [LeCun et al., 2019] , training the models on a dataset of size 60K and testing on a dataset of size 10K. Our coresets were able to prune roughly 90% of the parameters and surprisingly, our compression did not have any associated accuracy cost -in fact, our coresets actually had smaller error rate, suggesting the overfitting of the general LeNet-300-100 architecture on the MNIST data.
Similarly, we evaluated our coresets on the CNN architecture VGG-16 [Simonyan and Zisserman, 2014] on CIFAR-10 [Krizhevsky, 2009] , training the models on a dataset of size 50K and testing on a dataset of size 10K. Again our experiments showed no loss in accuracy even though the input size was decreased by roughly 75%. We summarize our findings in Table 2 Our coresets on ReLU. We also examine the performance of our coresets on the ReLU activation function, to empirically evaluate the gap between our theoretical guarantees and real-world performance. We first study the affects of coreset size on the accuracy of the resulting network on the MNIST dataset, comparing our algorithm to other coreset algorithms when λ = 0. We show in Figure 3a that our sensitivity-based coresets outperform other heuristics based coreset sampling algorithms, across all coreset sizes. We also compare our coreset construction with several other well-known algorithms, such as SVD compression, which uses the singular value decomposition to generate a low-rank approximation for each of the weight matrices in the neural network, L 1 [Achlioptas et al., 2013] and L 2 [Drineas and Zouzias, 2011] compression, and CoreNet++ [Baykal et al., 2018a] . As expected, all algorithms perform better as the size of the coreset increases, but our algorithm outperforms the other algorithms, especially heavily with small coreset sizes. We detail these results in Figure 3b . Figure 3b compares the accuracy of various algorithms for ReLU activation function on MNIST dataset across different sparsity. Our sensitivity based coresets generally outperform other coreset algorithms by several factors.
We then study the affects of various values of λ on the performance of the coreset algorithms. We consider λ = 0.01, λ = 1, and λ = 100, and generate a synthetic dataset of 10K points in three dimensional space, so that each coordinate is distributed from a Gaussian distribution, such that the mean of the distribution is 0, and its standard deviation is 1. Again all algorithms perform better as the size of the coreset increases, but regardless of the λ value, our algorithm outperforms other baselines. Our algorithm becomes especially effective, compared to other algorithms as the value of λ decreases. We illustrate our results in Figure 4 . 
Conclusion
We provided sensitivity-based coresets with provable accuracy guarantees, which have size independent of the input size, for any neuron whose activation function is from a family of functions that includes variants of ReLU, sigmoid and others. Using the neuron-by-neuron approach, we then provide a compression-based coreset algorithm for neural networks that iteratively prunes each neuron by constructing these coresets. We show that these sensitivity-based coresets have not only good theoretical properties, but also good practical appeal, by performing empirical evaluations on massive-scale datasets such as MNIST and CIFAR-10. Our results show that our sensitivity-based coresets outperform existing algorithms, including other samplingbased coresets. In fact, even though our framework provides up to 90% compression on the LeNet-300-100 architecture, the accuracy improved. We hope our work further inspires the study of the application of coresets to deep learning in the future.
