The effects of data time-step on the accuracy of calibrated parameters in a discrete-time conceptual rainfall-streamflow model are reviewed and further investigated. A quick-flow decay time constant of 19.9 hr, calibrated for the 10.6 km 2 Wye at Cefn Brwyn using daily data, massively overestimates a reference value of 3.76 hr calibrated using hourly data (an inaccuracy of 16.1 hr or 429%). About 42
INTRODUCTION
Conceptual catchment-scale rainfall-streamflow model parameters are often calibrated using time series of streamflow, basin rainfall and other hydrometeorological variables sampled at a common frequency, e.g. discrete-time data at hourly or daily or monthly time-steps (Δt).
The loss of information in the data as Δt increases can cause calibrated model parameters to become increasingly inaccurate. Although this point is well known and has been dealt with systematically in other sciences, e.g. telecommunications signal processing, it has been largely overlooked in the hydrology research literature until recently (Littlewood et al. ) . Investigations of the effects of Δt on discrete-time rainfall-streamflow model parameters, and how to mitigate these effects, include work by Littlewood & Croke () Throughout this paper, precision means the spread of (random) error about a best estimate (expressed as ±X ) and accuracy means the (systematic) departure of a best estimate from the true value (expressed as ±Y ). Clearly, for an estimate to have low uncertainty it must have small X and Y close to zero. (Standard deviation is a measure of precision, and the term bias is often used instead of accuracy.) The focus of this paper is on the accuracy, rather than precision, of rainfall-streamflow model parameters as Δt changes. Discrete-time model parameters can be extremely inaccurate when calibrated from coarsely sampled data.
For example, Littlewood () and Littlewood & Croke period using hourly data. Figure 1 clarifies the terms precision and accuracy using this example. The rainfall-streamflow model had just five parameters.
The inaccuracy of each of the other four parameters calibrated using daily data was less than for the quick-flow time constant but still large (Littlewood & Croke ): þ192% for a catchment drying time constant; þ132% for the depth of a catchment wetness store; þ111% for a slow-flow decay constant; and -18 percentage points for a slow-flow index (SFI).
It is therefore suggested that the accuracy of some Cefn Brwyn model parameters calibrated using daily data, caused by Δt effects, is likely to be much larger than additional contributions to uncertainty due to (1) imprecision and inaccuracy in measurements of the rainfall and streamflow and (2) estimation of the basin rainfall from raingauge measurements (further work, outside the scope of this paper, is required to check this suggestion). However, as Figure 1 shows, by calibrating the quick-flow decay parameter using hourly data, its inaccuracy (and therefore its uncertainty) can be reduced substantially.
If the same Cefn Brwyn daily data (downloadable from http://tdwg.catchment.org/datasets.html) were used for calibrating any other conceptual discrete-time rainfall-streamflow model, at least some of its parameters would have large inaccuracy. Extending this argument to other catchments, at least some of the parameters of any discrete-time model calibrated using daily data will be very inaccurate for any basin that exhibits a highly dynamic, i.e. sub-daily, streamflow response to rainfall. This paper expands upon the previous work introduced above. Further insights are developed that may help guide rainfall-streamflow modelling where the objective is more than simply data-fitting, e.g. quantitative characterisation and comparison of dynamic hydrological responses for a set of gauged catchments to assist with model parameter regionalisation and subsequent estimation of flows for ungauged (flow) catchments.
Components of the inaccuracy in Cefn Brwyn unit hydrograph (UH) model parameters are identified corresponding to the separate losses of information in effective rainfall and streamflow as Δt increases (1 hr < Δt < 24 hr). Discussion covers the implications of Δt effects for (1) rainfall-streamflow model parameter regionalisation studies (including relevant database aspects) and (2) the estimation of model parameters to assist with catchment-scale process studies. from which 1-, 2-, 4-, 6-, 12-and 24-hr rainfall-streamflow datasets were prepared. The n-hr flows are averages of 15-minute flows over each n-hr period, expressed in mm per n-hr time-step. The corresponding n-hr catchment rainfall data are totals (mm) for each n-hr period. The hydrometric data were retrieved from the CEH Plynlimon data archive and employed at face value. Investigation of uncertainties in the basin rainfall and streamflow data lies outside the scope of this paper, but the Wye at Cefn Brwyn is a key UK research basin for which the data can be assumed to be of high quality. [T]; a slow-flow decay time constant τ (s) [T] ; and a proportional volumetric contribution of modelled slowflow to modelled streamflow, i.e. a slow-flow index SFI (dimensionless). All acronyms, symbols, etc. used in this paper are defined in Appendix 1 (Table A1 , available online at http://www.iwaponline.com/nh/044/099.pdf).
THE WYE AT CEFN BRWYN AND ITS DATA
For an exponential decay store (e.g. either of the quickor slow-flow stores in the UH module, and ignoring any pure time delay), the modelled output from the store at time-step
where a (-1 < a < 0) and b (>0) are transfer function parameters. The value of a in Equation (1) is very strongly influenced by the time-step in two ways: firstly through the linear dependence of a on Δt (as shown in Equation (2), which gives the conversion between a and the time constant τ from the continuous time form); and secondly through the loss of information due to the sampling frequency
The time constants τ (q) and τ (s) are used to account for the linear dependence to the time-step Δt. However, for later sections of the paper it should be noted that PCI also allows calibration of a UH module from effective rainfall computed externally, i.e. the prescribed loss module can be bypassed if the operator wishes to try using a different effective rainfall. Although ICP is generally the more powerful package, its functionality does not allow bypassing of the loss module. 
THE EFFECT OF Δt ON CALIBRATED PARAMETER VALUES

COMPARISON OF UNIT HYDROGRAPHS IDENTIFIED BY IHACRES AND THE CT-DBM
The 
EFFECT OF COARSELY SAMPLED EFFECTIVE RAINFALL DATA
DRC trajectories representing the effects of increasing loss of information in effective rainfall, as Δt increases, were derived and compared with the total trajectories (Figure 3) as follows.
Given that the trajectories for c # and τ # w (Figure 3 ) reach or approach stable values as Δt decreases logarithmically to 1 hr, the sequence of effective rainfall generated by the loss module using hourly data (u model using hourly data, PCI (*) failed to identify a UH* from u # k,1 exported from ICP. In Figure 6 , each DRC* has a flatter trajectory than for the corresponding DRC # .
Indeed, τ *(s) is quite insensitive to Δt.
The sensitivity of τ *(q) to Δt is much less than for τ #(q) but still quite marked. About 42% of the inaccuracy in τ #(q) calibrated using daily data appears to be accounted for by the loss of information in effective rainfall ((19.9-13.2)/(19.9-3.76) × 100%; see 
UNIT HYDROGRAPH DRC TRAJECTORIES DUE SOLELY TO Δt
The Cefn Brwyn UH DRC* trajectories ( Figure 6 ) illustrate the effects of (1) the loss of information in observed streamflow as Δt increases from 1 to 24 hr and (2) Δt itself. The DRC # trajectories illustrate the combined effects of (1) losses of information in both rainfall and streamflow, (2) different loss module parameters and (3) Δt. For comparison with DRC* and DRC # trajectories, DRC** trajectories affected solely by Δt were derived as follows.
e. modelled flow was used instead of observed flow. For Δt > 1 hr, u** k,Δt ¼ u* k,Δt (see earlier for the simple aggregation process used). Q** k,Δt (Δt > 1 hr) was also derived by aggregation, e.g. Q** 3,6 ¼ Q
As Δt increases, the information content of u** k,Δt (or Q** k,Δt ) decreases due solely to Δt; there are no other causes of decreasing information in u** k,Δt and Q** k,Δt .
The u** k,Δt and Q** k,Δt time series were input to PCI to calibrate a UH module (τ** (q) , τ** (s) and SFI**) for each Flow-duration curves (FDCs) reveal that the Cefn Brwyn ICP # models tend to perform less well at low flows than at high flows. Figure 7 shows FDCs for hourly and 2-hourly modelled flows and for 2-hourly observed flows over the calibration period, plotted on log-normal axes (log-normally distributed flows plot as a straight line). The FDC for (Table 1) is unlikely to be a very good reference value against which to assess the accuracy of τ #(s) values calibrated for Δt > 1 hr. To address this issue, the analysis presented in this paper must be repeated for many calibration periods of different durations to investigate whether it is possible to identify a value for τ #(s) that is more worthy than 216 hr of being considered a good reference value for Cefn Brwyn. This is beyond the scope of the current paper.
Effective rainfall cannot be measured. Consequently, it is very difficult to assess the effective rainfall generated by any loss module. However, the decrease in Cefn Brwyn Δt
,τ (s) and SFI when u* k is used rather than Although daily data for gauged basins have often been used in the derivation of regionalisation schemes, in some cases sub-daily data exist from which the daily data were derived. Given that many gauged basins are required for regionalisation, daily flow data may have been used in some studies because they were relatively easy to access sys- 
