Abstract-Deep Learning methods have proven to be very successful in classifying large data sets of high feature dimensionality. However, their success usually implies very long training times. In this paper we examine learning methods combining the Random Neural Network, a biologically inspired neural network and the Extreme Learning Machine that achieve state of the art classification performance while requiring much shorter training time. The Random Neural Network is a integrate and fire computational model of a neural network whose mathematical structure permits the efficient analysis of large ensembles of neurons. An activation function is derived from the RNN and used in an Extreme Learning Machine. We compare the performance of this combination against the ELM with various activation functions, we reduce the input dimensionality via PCA and compare its performance vs. autoencoder based versions of the RNN-ELM.
I. INTRODUCTION
Deep Learning, using convolutional neural networks with multiple layers of hidden units has in recent years achieved human-competitive or even better than human performance in image classification tasks [1] , [2] at the expense of long training times and specialised hardware [3] . In this paper we combine the Random Neural Network (RNN) [4] , [5] , [6] and the Extreme Learning Machine (ELM) [7] in a shallow classifier. In [8] and [9] a multilayer architecture was developed using RNN autoencoders and ELM with excellent classification performance. The main contribution of this paper is the experimental investigation of the shallow classifier using PCA as a preprocessing step and showing that comparable results can be achieved at a reduced complexity in standard dataset classification tasks. The effect on classification performance of varying the number of principal components and the number of hidden neutrons is evaluated.
II. THEORETICAL BACKGROUND
a) The RNN: The RNN is a stochastic integer state, integrate and fire system initially developed to model biological neurons [4] , [10] and extended to model soma-to-soma interactions [11] . It consists of M interconnected neurons, each of which can receive positive (excitatory) or negative (inhibitory) signals from external sources such as sensory sources or other cells. The RNN can be described by equations that are possible to be solved analytically. It provides useful mathematical properties and algorithmic efficiency as seen in [9] :
• The state of each neuron i is represented at a given time t by a integer k i ≥ 0 which can describe the neuron's level of excitation.
• Each neuron i receives excitatory and inhibitory spikes in the form of independent Poisson processes of rate λ + i and λ − i . A neuron when excited (i.e. k i > 0) can fire after a delay characterised by exponential distribution whose average value μ −1 i depends on the specific neuron.
• A neuron j which fires, sends an excitatory or inhibitory spike to a neuron i with probability p
• The state of the system is the joint probability distri-
and it satisfies a coupled system of Chapman-Kolmogorov equations • The RNN has a "product form" solution [4] , meaning that in steady state, the joint probability distribution of network state is equal to the product of marginal probabilities where the marginal :
and
The RNN was initially developed to model biological neurons [10] and has been used for landmine detection [12] , [13] , video and image processing [14] , [15] , [16] , combinatorial optimisation [17] , network routing [18] and emergency management [19] .
b) The ELM: The Extreme Learning Machine [7] is a Single Layer Feedforward Network (SLFN) with one layer of hidden neurons. Input weights W 1 to the hidden neurons are assigned randomly in the range [0,1] and never changed while the output weights W 2 are estimated in one step by observing that its output is calculated as in eq. 3 where ζ is the hidden neuron activation function. Then:
where a least squares fit to Y is calculated and () + is the Moore-Penrose pseudo-inverse. ELMs have been shown to achieve very good classification results and with their one-step weight estimation procedure,achieve very fast learning times. However, ELMs tend to produce good results when very large numbers of hidden neurons are used thus reducing their computational complexity advantage since the computation time is dominated by the calculation of the pseudo-inverse of a very large matrix. The reason for this is that the matrix W 1 with random values operating on the input X essentially produces projections of the input data on random vectors. Since the matrix is random, the vectors are not orthogonal in general so the points in the new space (hidden neurons) will have distorted distances between them meaning that their similarity measure (their inner product) will have changed. This means that they would not naturally form the same clusters (since they depend on proximity in feature space) as they would with orthogonal projections. According to the Johnson-Lindenstrauss Lemma [20] if the elements of the matrix are drawn from a zero mean, unit variance distribution, there is an embedding of the original N points in the M -dimensional feature space to another space of dimension d > O( −2 log N ) where 1 ± is the desired change in relative distance between pairs of points due to the projection. Thus in the MNIST case where we have 60000 training points if we require = 0.1, the resulting required dimension (hidden neurons) is more than 1100. Although the above estimate is based on zero mean, unit variance distribution for the elements of W 1 and in the RNN-ELM we are using a uniform distribution in [0, 1] the required hidden neurons can only be higher than the required by the Johnson-Lindenstrauss Lemma. The bound of the JohnsonLindenstrauss Lemma is tight but worst case so the actual number of hidden neurons providing adequate performance may be lower [21] .
III. THE RNN-ELM AND THE PCA-RNN-ELM a) RNN-ELM:
Inspired by the fact that in mammalian brains, among other communication mechanisms, cells exhibit a quasi-simultaneous firing pattern through soma-tosoma interactions [11] ,we follow the ideas presented in [8] , [9] to develop an extension of the RNN that produces an activation function that is shown in this paper to contribute significantly in the efficiency of the presented approach. A special network is considered that contains n identical connected neurons, each having a firing rate r and external excitatory and inhibitory spikes are denoted by λ + and λ − . The state of each neuron is denoted by q and each neuron receives an inhibitory input from some external neuron u which is not part of the cluster, thus any cell i inside the cluster has an inhibitory weight w n . In this way instead of exiting or inhibiting other neurons in the cluster through spikes, the packed neurons excite each other and provoke firing through soma-to-soma interactions. Following [8] we reach :
which can be reduced to:
which is a second degree polynomial in q that can be solved for its positive root which is the only of interest since q is a probability.
From the standard method of solving quadratic equation we can define the activation function of the cth cluster as:
where:
The RNN-ELM therefore is defined as an ELM using equations (12) and (13) as the activation function of the hidden neurons. b) An Update Rule for ELM Output: In [9] to achieve better accuracies in classification tasks, an update rule was introduced. Instead of updating the ELM output weights based on the desired output, the desired output itself was updated and the weights were updated via the Moore-Penrose pseudo inverse. Denoting the labels of the dataset as
T and the desired output as a
is initially 1 while the rest of the are set to 0. Then the hidden-layer output is then H = ζ(XW (1) ) where W (1) denotes the randomly generated input weights while let W (2) which is determined by
Then the output of the ELM is O = HW (2) .
The rule dictates an iterative approach to adjust Y based on the output O using the negative log-likelihood function at the cost function:
then taking the partial derivative:
then:
where O (i) denotes the output after the i-th iteration based on Y (i) and s > 0 is the step size chosen by the user.
c) The PCA-RNN-ELM algorithm: The PCA algorithm is using Singular Value Decomposition (SVD), in that we decompose the input X and its covariance matrix C as :
Where U is an N ×N matrix, Γ is a N ×M matrix and V is a M ×M matrix. Comparing the factorisation of X with that of C we conclude that the right vectors U are equivalent to the eigenvectors of XX T . So the transformed data are denoted as Y and after selecting only the the eigenvectors corresponding to the m largest eigenvalues the data are denoted as Y m . Both can be expressed as
Based on the above the complete PCA-ELM algorithm with N h hidden neurons, V m the matrix of the first m principal components and training set X is:
where T is the matrix of target labels. Finally repeat for I iterations starting with O = HW 2
On the testing set Z the algorithm executed is:
When using the iterative output adaptation method, one must be careful to avoid model overfitting. The training accuracy rapidly converges to 100% but the testing accuracy starts decreasing. In our simulations we limit the training accuracy to 98.5% for MNIST and 99% for NORB dataset.
IV. DEEP RNN CLASSIFIER
In this section we briefly present the Deep RNN Classifier using RNNs developed in [8] and [9] and used in this paper for comparison with the PCA-RNN-ELM algorithm (Table  IV) . In [8] and [9] the approach taken was to stack multiple RNN based autoencoders and connect them to an ELM in order to create a multi-layer classifier. The first two layers 784 → 700 and 700 → 700 are RNNs where each unit is a cluster with n = 2 neurons. The input weights from the input to first layer is denoted by W (1) which contains randomly selected elements in the interval [0,1] based on a uniform distribution. The weights from the output of the first layer to the second layer are denoted by W (2) ≥ 0 such that:
The third layer 700 → 5000 was also an RNN where W (3) are its randomly chosen weights from a uniform distribution in the interval [0,1]. While the last layer is an 5000-10 ELM.
Introducing an L 1 norm into the auto-encoder [8] , [9] is the well known LASSO technique [22] that can result in sparser and more compact features. Then the weights W (2) ≥ 0 for the RNN auto-encoder can be determined by (32). In addition a fast iterative shrinkage-thresholding algorithm (FISTA) [23] was used with a slight modification, limiting negative elements in the solution to zero since RNN weights can only be positive. After W (2) is obtained
is imported to a RNN that takes X as an input and the output is:
Then X (2) was used as the input to the next auto-encoder and the weightsW (2) are computed again for the next layer of the multi-layer classifier, noting that the last layer of the multi-layer classifier is an ELM with an activation function ζ(x) and using the output adaptation technique of Eq.17.
V. DATASETS USED a) MNIST Dataset:
We used the MNIST dataset [24] due to two principal reasons. a) The MNIST dataset is widely used in the machine learning community providing us the chance to compare the performance of our modified algorithm with already existing ones. b) The MNIST dataset consists of 70,000 images (60,000 the training set and 10,000 the testing) each of which is 28x28 pixels. Thus we can represent it by a 60,000x784 array where each row is a different image and all the elements of the array are in range [0,1]. This 784 dimensional space that contains every possible image provides us the ground to apply the PCA algorithm in order to reduce the dimensionality of the input, making the problem of classification simpler.
b) NORB Dataset: In order to extend the results of our proposed methodology we also conducted tests with the NORB dataset [25] . In particular we used the small NORB dataset containing 24.300 images of 50 toys belonging in 5 generic categories: animals, human figures, airplanes, trucks and cars. The objects were imaged by two cameras under 6 lighting conditions, 9 elevations (30 to 70 degrees every 5 degrees), and 18 azimuths (0 to 340 every 20 degrees) for a total of 24300 training and 24300 testing images. The original 96 × 96 pixel images were downsampled to 32×32 with bicubic interpolation to reduce the RAM storage required. [25] .
VI. SIMULATION RESULTS
Before we present our simulation results we must note that most algorithms achieving better performance are using image pre-processing (e.g. [24] ) or require much larger computational resources (e.g. [1] , [2] , [26] ).
a) RNN-ELM vs. ELM:
The first experiment run was to compare the accuracy of the ELM with various activation functions with the RNN-ELM using the activation function of Eq.12. In [26] an ELM structure 784-15000-10 was used to achieve 97% testing accuracy with a sigmoid activation function. In contrast, the RNN-ELM can achieve the same level of performance with 5000 hidden neurons. Table I provides a more detailed comparison using 1000 hidden neurons using various activation functions and the activation function of Eq.12 (RNN). These results clearly demonstrate that the use of the RNN activation function leads to much better accuracies with a small increase in computational time. 
To establish the usefulness of using PCA we first ran an experiment using the RNN-ELM with no PCA preprocessing. The performance is shown in Table  II and for comparison Table III shows the same RNN-ELM In our testing we used this process with 30 iterations and a step size of s = 5 getting equivalent results but using less neurons as seen in figure 1 . Also its important to note that the time needed to achieve 30 iterations of the simulation seems to be constant and independent of the number of neurons used, in contrast to the method used in [8] , [9] where we observe an increase in the time needed as the number of neurons increases, as seen in [8] , [9] with 500-500-X structure
c) PCA-RNN-ELM vs. Autoencoder-ELM:
We compared PCA-RNN-ELM with Autoencoder-ELM [8] using the same number of PCs and autoencoder neurons while varying the ELM size. Essentially this compares the performance of the ELM given the dimensionality reduction obtained by the two methods. Figure 1 and Table IV show that the accuracy of the two methods is roughly equivalent for any ELM size. The PCA-ELM is twice as fast in training and enjoys a slight advantage in testing time while the accuracy is essentially the same. It must be noted that due to the randomness of the ELM weights, results vary from run to run and differences beyond the second decimal point should be ignored.
d) NORB with PCA-RNN-ELM:
In testing the PCA-ELM with the NORB dataset the input data were presented to the algorithms by concatenating binocular images of the same object. Therefore, each pair of images had 2048 features (pixel values), similarly to [8] , [9] . To establish a performance baseline we first ran the RNN-ELM without preprocessing. Next, we applied ZCA in order to whiten the input data. ZCA is similar to PCA with the property that the resulting images are minimally distorted while PCA changes image appearance greatly. In contrast to PCA, the full 2048 element vector per image ZCA is used as input while in PCA we select the most significant components thus reducing the feature space. Results of simulations of the Raw RNN-ELM and the ZCA-RNN-ELM are presented in Table VII . We observe that the ZCA-RNN-ELM has much improved accuracy at the cost of modest preprocessing time. We ran two sets of experiments: 1) setting ELM hidden (Table V) and 2) keeping the number of PCs fixed and varying the number of ELM hidden neurons (Table VIII) . Finally we ran the Deep RNN-ELM network of [8] , [9] and obtained a training time of 34.88s, training accuracy 99.02%, testing time 9.53 and testing accuracy 86.99%. All results are averages of 50 trials to minimise the effect of the randomised initialisation of the input weights in the ELM. We observed also that the training times are faster than the Deep Autoencoder RNN-ELM while producing better testing accuracy by 3% at best. The PCA-RNN-ELM always enjoys an advantage in testing time. Given that the PCA-RNN-ELM training and testing times are quite fast, it is possible to run the algorithm on the same data multiple times and select the parameters (random input weights) that produce the best results. In this paper we compared the RNN-ELM to the ELM with various activation functions and observed that the RNN-ELM achieves far superior results with far fewer hidden neurons. We also demonstrated that the RNN-ELM network with PCA preprocessing is a viable alternative to other image classification algorithms by comparing three versions of the RNN-ELM network and a Deep RNN architecture on the standard MNIST and NORB datasets. The results were obtained without any prior feature extraction or image processing apart from the PCA algorithm in order to concentrate on the raw performance of the algorithms tested. We observed that the relatively simple PCA-RNN-ELM can provide high accuracy and very fast training and testing times while the deep autoencoder-ELM algorithm can achieve similar results on the MNIST dataset.
ZCA Preprocess Time Training Time Testing Time Training Accuracy Best Test Worst Test
Yes 17.07 6,3720 3,5980 95,73 78,42 76,07 No 0 5,6892 3,2028 92,34 77,16 74,29
