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ABSTRACT
In this paper we show on the one hand that R8 contains two congruence classes of sextuples of equi-
isoclinic 3-subspaces, whereas no such 7-tuple exists and on the other hand, we give the list of all regular
p-tuples of equi-isoclinic 3-subspaces.
1. INTRODUCTION
This paper deals with the so-called notion of isoclinic n-spaces. In an Euclidean
space, two n-dimensional subspaces (abbreviated to n-spaces) have n principal
angles. They are the stationary values (the values at the points where the total
derivative vanishes) of the angle between the lines l and m, if m runs through one
space and l runs through the other space. If all angles are equal (i.e. the angle
between l and m is constant), then the two n-spaces are said to be isoclinic. If all
the n-spaces of a given p-tuple are pairwise isoclinic with the same angle α, then
the n-spaces are said to be equi-isoclinic, and the number c = cosα is called the
parameter of the tuple. Note that this deﬁnition slightly differs from the one used
by P.W.H. Lemmens and J.J. Seidel, who deﬁned the parameter as the square of
cosα.
The problem of ﬁnding the maximum number of equi-isoclinic n-spaces which
can be embedded in Rr was ﬁrst posed in [6]. Using the method exposed in [6]
(which is centered on the use of the Seidel’s matrices), A. Fruchard and the ﬁrst
author, gave the complete list (up to isometries) of triples of equi-isoclinic 3-spaces
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embedded in Rr for r  8 [5]. In this paper a new method is given to derive from
the aforementioned list the complete list of all the p-tuples (p > 3) of equi-isoclinic
3-spaces, embedded in the same spaces. It turns out that R8 contains two isometry
classes of such quadruples, with parameters 12 and
√
3
3 , two isometry classes of
such quintuples and two isometry classes of such sextuples, all with parameter
1
2 , whereas no such 7-tuple exists. We also compute the symmetry group of these
tuples.
It appears that this study is linked to the packing problem, described in [1], for
the 6-tuple of R8 is also a best packing.
In the second part of this paper, we restrict our study to regular (see the deﬁnition
below) p-tuples of equi-isoclinic 3-spaces. It appears that the 3-dimensional case
is richer that the 2-dimensional one [5], since a continuous family of regular
quadruples of equi-isoclinic 3-spaces exists. Moreover, we meet for the ﬁrst time
some examples of non-regular pseudoregular (see the deﬁnition below) quadruples
of equi-isoclinic 3-spaces. We close this paper with the list of all regular p-tuples
of equi-isoclinic 3-spaces.
Throughout the whole article, we will use the following notation:
u(θ) =
(
cos θ
sin θ
)
, Vη(θ) =
(
cos θ −η sin θ
sin θ η cos θ
)
,
A =
⎛
⎝0 0 00 0 0
0 0 1
⎞
⎠ , B =
(
0 0 1
0 0 0
)
, C =
(
1 0 0
0 1 0
)
,
k =
⎛
⎝00
1
⎞
⎠ ,
R(θ, γ ) =
⎛
⎝ cosγ cos θ − sin θ − sinγ cos θcosγ sin θ cos θ − sinγ sin θ
sinγ 0 cosγ
⎞
⎠ ,
R(θ) = R(θ,0) =
⎛
⎝ cos θ − sin θ 0sin θ cos θ 0
0 0 1
⎞
⎠ .
If  is a n-space, we denote by O(), SO() the orthogonal and special
orthogonal groups of ; O(n) and SO(n) stand for O(Rn) and SO(Rn) respectively.
At last, we denote by Sp and Ap the symmetric and alternating groups on p letters.
We also introduce a notation for two special numbers which appear in the
following investigations. First, we denote by γ0 the spherical distance between
two vertices of a regular tetrahedron inscribed in the unit sphere S2, namely
γ0
def= arccos(− 13 ). The second one, denoted by ω0 is not so well known. It is the
supplementary of the largest acute angle of the obtuse scalene triangle with the
least integer side lengths (2,3,4). Namely ω0 = arccos(− 1116 ).
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1.1. The maximum number of equi-isoclinic n-spaces
In [6] the authors pose the problem of ﬁnding the maximum number v(n, r) of equi-
isoclinic n-spaces that can be embedded in Rr , and more precisely, the maximum
number vc(n, r) of equi-isoclinic n-spaces in Rr with the parameter c. They prove
that
(
n− rc2)vc(n, r) r(1 − c2).(1)
They also determine the values of vc(n,2n) for all n and c, by use of the Hurwitz
matrix equations. In particular, they prove that v(3,6) = 3. In [2], the author gives
the values of vc(2,2r ′) for some inﬁnite family of ordered pairs (c, r ′); however,
for odd integers r , no value of v(n, r) was yet known. The ﬁrst example in odd
dimensional space is given in [3], where it is shown that v(2,5) = 5. It is established
in this paper that v(3,7) = 3.
In [1] the authors posed the packing problem as follows. Given p, n, r , ﬁnd a
set of n-spaces 1, . . . ,p in Rr such that mini =j d(i , j ) is as large as possible.
Of course, the problem chieﬂy depends on the considered distance d . Two distinct
distances have been studied, the geodesic one – i.e. the square root of the sum of
squares of the principal angles – and the chordal one, which is deﬁned as the square
root of the sum of the squares of the sines of the principal angles. By extended
numerical computations, the authors, determined some approximations of some
best packings for small values of p, n, r , for both geodesic and chordal distances.
The coordinates of generating vectors of these approximations can be found on
the homepage of N.J.A. Sloane. The authors also proved (as a corollary of a more
general formula) that, if n, r , c and p = vc(n, r) satisfy the equality case of (1), any
p-tuple of equi-isoclinic n-spaces with parameter c embedded in Rr realizes a best
packing of p n-spaces in Rr with respect to the chordal distance.
This implies that both tuples of equi-isoclinic 2-spaces described in [3] and [4],
and the 6-tuples of 3-spaces of Theorem 5, which are exactly calculated, are best
packings. Whereas in the former case, the computer clearly gives an approximation
of the tuples of equi-isoclinic spaces, in the latter one, our exact 6-tuple does not
match the computed one.
1.2. Seidel’s matrices
The main tool for the determination of v(n, r) is the notion of Seidel’s matrices. If
the n-spaces 1, 2, . . . ,p are each provided with an orthonormal basis, then the
matrix Aij built up by the inner products of vectors in the basis of i with vectors in
the basis of j satisﬁes AijAji = c2In, i = j = 1, . . . , p [6]. Hence the block matrix
A =
⎛
⎜⎜⎜⎝
I A12 · · · A1p
A21 I
. . .
...
...
. . .
. . . Ap−1p
Ap1 · · · App−1 I
⎞
⎟⎟⎟⎠ ,
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of order np, is symmetric positive semi-deﬁnite and of rank r . Thus, in order
to investigate p-tuples of equi-isoclinic n-spaces with parameter c in Rr we ask
for symmetric block matrices, that are positive semi-deﬁnite with rank r , i.e. that
admit 0 as the smallest eigenvalue of multiplicity np − r . In other words, we ask
for symmetric matrices S = 1
c
(A − Inp) whose smallest eigenvalue has multiplicity
np − r .
The matrix S is then partitioned into square blocks (Mij ) of order n with Mii =
0 ∈ Mn(R) for all i = 1, . . . , p, and Mij ∈ O(n) for all i = j .
Such matrices are called Seidel’s matrices in memory of J.J. Seidel, who, together
with P.W.H. Lemmens, has ﬁrst introduced them.
Conversely, given a Seidel’s matrix S with the smallest eigenvalue μ0 (necessarily
μ0  −1) of multiplicity k and a number c ∈]0,− 1μ0 ], then there exists a p-tuple
of equi-isoclinic n-spaces of parameter c to which S is associated. If c = −1
μ0
, this
p-tuple is embedded in Rnp−k ; otherwise, it spans Rnp [6].
Furthermore a p-tuple of equi-isoclinic n-spaces is not characterized by a single
matrix. We will say that two Seidel’s matrices S and S′ are equivalent if and only
if they are associated to the same p-tuple. It is proved that two Seidel’s matrices
S = (Mij )ij and S′ = (M ′ij )ij are equivalent if and only if there exist p matrices
P1, . . . ,Pp ∈ O(n) such that PTi MijPj = M ′ij [3,5].
By multiplication of each block column j = 2, . . . , p by Mj1 and corresponding
row byM1j each Seidel’s matrix is equivalent to one which has (apart fromM11 = 0)
identity matrices on the ﬁrst block-row and block-column. Such a matrix is said to
be normal. It has been shown in [5] that two normal Seidel’s matrices S and S′
are equivalent if and only if there is a matrix P ∈ O(n) such that each block of S
is conjugated to the corresponding block of S′ by P . This theorem will often be
implicitly used in this work.
1.3. Holonomies, pseudo-regularity and regularity
The notion of regularity appears in [3]. The symmetry group of a p-tuple is deﬁned
as the quotient of the group of isometries of Rr which globally ﬁx the p-tuple by
the subgroup of isometries under which the p-tuple remains pointwise invariant.
A p-tuple of equi-isoclinic n-spaces is called regular if its symmetry group is
isomorphic to the symmetric group Sp .
It is seen in [5] that the list of regular p-tuples of equi-isoclinic 2-spaces is the
following:
• All triples.
• For every p  4, p-tuples with associated Seidel’s matrices Jp ⊗A, where A ∈
{I2,−I2,V−1(0)} and Jp ∈ Mp(R) consists of 0’s on the diagonal and of 1’s
elsewhere.
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• Quadruples with associated Seidel’s matrix
⎛
⎜⎜⎝
0 I2 I2 I2
I2 0 V1(π2 ) V1(−π2 )
I2 V1(−π2 ) 0 V1(π2 )
I2 V1(
π
2 ) V1(−π2 ) 0
⎞
⎟⎟⎠ .
• Quintuples with associated Seidel’s matrix
⎛
⎜⎜⎜⎜⎝
0 I2 I2 I2 I2
I2 0 V−1(− 2π3 ) V−1(0) V−1( 2π3 )
I2 V−1(− 2π3 ) 0 V−1( 2π3 ) V−1(− 2π3 )
I2 V−1(0) V−1( 2π3 ) 0 V−1(0)
I2 V−1( 2π3 ) V−1(− 2π3 ) V−1(0) 0
⎞
⎟⎟⎟⎟⎠ .
Since the symmetry group can be rather difﬁcult to compute, another attempt to
check the regularity could be the use of the following notion of pseudo-regularity,
deﬁned in [5]. We ﬁrst recall the notion of holonomy of a p-tuple (1, . . . ,p)
of equi-isoclinic n-spaces with parameter c. The holonomy along a k-cycle γ =
(i1, . . . , ik) ∈ Sp is by deﬁnition the conjugation class (in O(i1)) of c−kπi1i2 ◦ · · · ◦
πik−1ik ◦ πiki1 where πij :j → i is the orthogonal projection. One can check that
this conjugation class actually does not depend on the choice of the ﬁrst index in
the parenthesis deﬁning γ . If we identify O(i1) and O(n), the holonomy is also
the conjugation class of the matrix product
c−kMi1i2 · · · · ·Mik−1ik ·Miki1 ,
where Mij are the blocks of one Seidel’s matrix associated to the p-tuple. It is also
easy to see that two Seidel’s equivalent matrices give the same conjugation class.
For instance, the holonomies along transpositions are trivial. The holonomies
along 3-cycles for a quadruple with associated Seidel’s matrix
⎛
⎜⎜⎝
0 In In In
In 0 A CT
In A
T 0 B
In C B
T 0
⎞
⎟⎟⎠ , A,B,C ∈ O(n),
are (the conjugation classes of) A, B , C and ABC, and those along 4-cycles are
AB , BC and CA.
It is clear that a regular p-tuple has the same holonomies as the one obtained
by any permutation of its n-spaces, but in general the condition is not sufﬁcient.
This leads to the following deﬁnition. A p-tuple (i) is called pseudo-regular if
for any permutation σ ∈ Sp the p-tuples (i), (σ(i)) have the same holonomies. It
is equivalent to say that the holonomies along k-cycles are equal, for each integer
k  p [5]. In that article, the authors proved that two quadruples of equi-isoclinic
2-spaces are isometric if and only if they have the same parameter c and the same
holonomies. In particular a pseudo-regular quadruple of equi-isoclinic 2-spaces is
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necessarily regular. However there exist some non-isometric quadruples of equi-
isoclinic 3-spaces with the same parameter and the same holonomies. It is also
stated (though not proved) that some non-regular pseudo-regular 4-tuples of equi-
isoclinic 3-spaces exist. In Section 3, we prove this last statement and we give the
list of all regular p-tuples of equi-isoclinic 3-spaces.
2. p -TUPLES OF 3-SPACES IN R8
The section is devoted to list all the p-tuples of equi-isoclinic 3-spaces embedded
in R8. We use the facts that very few triples of equi-isoclinic 3-spaces embedded in
R
8 exist (see Theorem 0), and that each subtriple of any p-tuple has to be isometric
to one of them.
As a preamble, we need the following reformulation of Theorem 15 in [5], in
case d = 3.
Theorem 0.
1. For c = cosα < 12 , there is no 3-tuple of equi-isoclinic 3-spaces with parameter
c embedded in R8.
2. For any parameter c = cosα ∈] 12 ,1[ there exists an only (up to a global
isometry) 3-tuple (01,
0
2,
0
3) of equi-isoclinic 3-spaces with parameter c
embedded in R8. An orthonormal basis of 0i is given by the column vectors
of the matrices T 0i , where
T 01 =
⎛
⎝ I30
0
⎞
⎠ , T 02 =
⎛
⎝ cI3sI3
0
⎞
⎠ , T 03 =
⎛
⎝ cI3c
s
(R(ω)− cI3)
wB
⎞
⎠ ,
s = sinα,
cosω = 3c
2 − 1
2c3
,(2)
w = 1
s
√
1 − 3c2 + 2c3.(3)
This 3-tuple is in fact embedded in R7.
3. There is a continuous family of 3-spaces 0(ω) indexed by ω ∈ [0,π ] such that:
• (01,02,0(ω)) is isometric neither to (01,02,03) nor to (01,02,0(ω′)),
provided ω′ = ω.
• Each triple of equi-isoclinic 3-spaces with parameter c = 12 embedded in R8
is either isometric to (01,
0
2,
0
3)or isometric to (
0
1,
0
2,
0(ω)) for some
suitable ω ∈ [0,π].
• The 3-space 0(ω) is spanned by the column vectors of
T 0(ω) =
⎛
⎜⎝
1
2I3
−
√
3
3 (R(ω)+ 12I3)√
1−cosω
3 C
⎞
⎟⎠ .
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The triple (01,
0
2,
0(0)) is indeed embedded in R6. If ω > 0 then (01,
0
2,
0(ω)) span R8.
(All matrices are given in three blocks of size 3 × 3, 3 × 3, and 2 × 3.)
Theorem 0, although not stated in the above form, was actually proved in [5],
as a corollary of Theorem 15, where the problem of p-spaces is studied – up
to isometries – by means of Seidel’s matrices. However, the explicit formula of
the 3-spaces bases was not yet computed as it was done in case of 2-spaces
[3].
As a partial answer to the problem of P.W.H. Lemmens and J.J. Seidel [6], we
prove the following theorem.
Theorem 1.
• v(3,7) = 3. More precisely:
vc(3,7) = 2 if 0 c < 12 ,
vc(3,7) = 3 if 12  c < 1.
• v(3,8) = 6. More precisely:
vc(3,8) = 2 if 0 c < 12 ,
v 1
2
(3,8) = 6,
vc(3,8) = 3 if 12 < c <
1√
3
,
v 1√
3
(3,8) = 4,
vc(3,8) = 3 if 1√
3
< c < 1.
The above result is an easy corollary of the more precise Theorems 0, 3, 4 and 5.
The following lemma is useful for our investigations.
Lemma 2. Each rotation U ∈ SO(3) is conjugated by a rotation of axis k to a
rotation of the form R(θ, γ ), with γ, θ ∈R.
Proof. Since U ∈ O(3), the norm of its last row is 1, so
U =
( ∗ ∗
sinγ u(ζ )T cosγ
)
,
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where ζ is a real number and the stars (∗) stand for some blocks (here 2 × 2 and
2 × 1) that we do not need to specify. Using the above form, one can compute
(
V1(ζ ) 0
0 1
)−1
U
(
V1(ζ ) 0
0 1
)
=
( ∗ ∗
sinγ u(ζ )T V1(ζ ) cosγ
)
=
( ∗ ∗
sinγ u(0)T cosγ
)
def= U0.
Since the norm of the last column of the above matrix is 1, there exist U ′ ∈ M2(R)
and φ ∈R, such that
U0 =
(
U ′ sinγ u(φ)
sinγ u(0)T cosγ
)
.
Since U ∈ O(3),
I3 = UT0 U0 =
(
U ′T U ′ + sin2 γ
(
1
0
0
0
)
∗
∗ ∗
)
.
It will follow that U ′T U ′ = ( cos2 γ 00 1 ) and so, U ′ = V1(θ)( cosγ 00 ε ) for some θ ∈ R
and ε = ±1. It follows that
UT0 U0 =
⎛
⎝ 1 0
sin2γ (cos(θ−φ)+1)
2
0 1 −ε sinγ sin(θ − φ)
sin 2γ (cos(θ−φ)+1)
2 −ε sinγ sin(θ − φ) 1
⎞
⎠ ,
and so U0 ∈ O(3) if and only if φ = θ + π , or φ = θ and γ = ηπ2 with η = ±1. In
the former case detU0 = ε = 1 and in the latter one detU0 = −ε = 1, whence either
U0 =
⎛
⎝ cosγ cos θ − sin θ − sinγ cos θcosγ sin θ cos θ − sinγ sin θ
sinγ 0 cosγ
⎞
⎠= R(θ, γ )
or
U0 =
⎛
⎝ 0 sin θ η cos θ0 − cos θ η sin θ
η 0 0
⎞
⎠= R
(
θ + π,ηπ
2
)
. 
Theorem 3. For c > 12 , there is no 4-tuple of equi-isoclinic 3-spaces embedded in
R
7, and only one (up to isometries) 4-tuple of equi-isoclinic 3-spaces embedded in
R
8. This 4-tuple is regular.
Proof. Suppose that such a 4-tuple (1,2,3,4) exists, we can assume without
less of generality that an orthogonal basis of i , i = 1,2,3, is given by the matrix T 0i
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of Theorem 0. Since (1,2,4) is also a 3-tuple of equi-isoclinic 3-spaces with
parameter c, there exists W ∈ O(8) such that W1 = 1, W2 = 2, W3 = 4.
Since W is an isometry which preserves 1 and 1 ⊕ 2, then there exist U,U ′ ∈
O(3), β ∈R and η = ±1 such that
W =
⎛
⎝U 0 00 U ′ 0
0 0 Vη(β)
⎞
⎠ .
The column vectors of WT 02 U
T = ( cI3sU ′UT
0
)
deﬁne a basis of 2 = W2, whence
U ′ = U . It follows that
W =
⎛
⎝U 0 00 U 0
0 0 Vη(β)
⎞
⎠ .(4)
Since W and −W act in the same way on 3-spaces, we can assume without less of
generality that U is a rotation. A basis of 4 is given by the matrix
T4 = WT 03
=
⎛
⎝ cUc
s
(UR(ω)− cU)
wVη(β)B
⎞
⎠
=
⎛
⎝ cUc
s
(UR(ω)− cU)
wV1(β)B
⎞
⎠ .
The 3-spaces 3 and 4 are isoclinic with parameter c, whence
M
def= 1
c
T 0T3 T4
= cU + c
s2
(
R(ω)T UR(ω)− cR(ω)T U − cUR(ω)+ c2U)
+ w
2
c
cosβA
belongs to O(3). By virtue of Lemma 2, U is conjugated to U0
def= R(θ, γ ) by some
rotation P ∈ SO(3) which commutes with R(ω) and A. The matrix
M0
def= P−1MP
= cU0 + c
s2
(
R(ω)T U0R(ω)− cR(ω)T U0 − cU0R(ω)+ c2U0
)
+ cosβw
2
c
A
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also belongs toO(3). We claim that sin(γ ) = 0. A straightforward calculation shows
that
M0 =
⎛
⎜⎝
∗ a cos θ − b sin θ (c−1)c sinγ (cos θ+cos(θ−ω))
s2
∗ a sin θ + b cos θ (c−1)c sinγ (sin θ+sin(θ−ω))
s2
∗ c(c−1) sinγ sinω
s2
(1−c)(2c2 cosγ+(c+1)w2 cosβ)
cs2
⎞
⎟⎠ ,
where
a = 2c
s2
(cosω − c) sinω sin2 γ
2
,
b = c
s2
(
cos2 ω − 2c cosω + cosγ sin2 ω + 1),
and the stars stand for the coefﬁcients that merely do not need to be computed. The
scalar product of the two last columns of M0 is
0 = (c − 1) sinγ sinω
s4
(
(1 + c)(−c2 +w2(1 − c) cosβ + c2 cosω)
+ (1 − c)c2 cosγ (1 − cosω)).
If sinγ = 0, then the claim is proved. If sinω = 0, then c = 12 and
M0 =
⎛
⎝∗ −2 sin θ ∗∗ 2cos θ ∗
∗ 0 ∗
⎞
⎠
cannot be an isometry. Assume now that the last factor vanishes. Replacing cosω
and w we get
0 = (c − 1)2(1 + 2c)(1 + c − 2c cosβ + (c − 1) cosγ ),
whence
cosγ = 1 + c − 2c cosβ
1 − c
 1.
If follows that cosγ = 1 and the claim is proved.
Hence we have either γ = 0 or γ = π . In the former case, U0 commutes with
R(ω) and AU0 = A, thus
M0U
T
0 = cI3 +
c
s2
(
I3 − c
(
R(ω)T +R(ω))+ c2I3)+ w
2
c
cosβA.
Replacing R(ω)T + R(ω) by 2cosωI3 + 2(1 − cosω)A, and using (2) and (3) we
get
M0U
T
0 =
1
c
I3 + (c − 1)
2(1 + 2c)(cosβ − 1)
c(1 − c2) A,
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hence M0 cannot belong to O(3). It follows that γ = π , and that
M0 =
⎛
⎝
∗ − 2c(c−cosω)
s2
sin(ω − θ) ∗
∗ − 2c(c−cosω)
s2
cos(ω − θ) ∗
∗ 0 ∗
⎞
⎠ .
The square of the norm of the second column vector of M0 is
1 = 4c
2(c − cosω)
s4
2
.
This equation, together with (2) leads to
c2
(
1 − c2)3(3c2 − 1)= 0,
which implies that, for c = 1√
3
, there is no 4-tuple of equi-isoclinic 3-spaces
embedded in R8. Assume c = 1√
3
and ω = π2 , the computation of M0 is now easier,
and we get
M0 =
⎛
⎝ sin θ − cos θ 0− cos θ − sin θ 0
0 0 τ
⎞
⎠ , τ = (3 +
√
3) cosβ − 2√3
3 + √3 .
It is easy to see that τ = ±1 if and only if cosβ = √3−2 or cosβ = √3. The second
case is obviously impossible, whence
cosβ = √3 − 2,
sinβ = η
√
4
√
3 − 6, η = ±1.
It follows that
T ′4 = WT 03 UT
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1√
3 0 0
0 1√
3 0
0 0 1√
3
− 1√6 1√2 0
− 1√
2
− 1√6 0
0 0 1√
2
− 1√6
0 0 (2 − √3)
√√
3
3
0 0 −
√
4 − 2√3η
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence there are two distinct 3-spaces 4 such that 1, 2, 3 and 4 are equi-
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isoclinic. We denote them +4 and 
−
4 , depending on the value of η. None of
the resulting 4-tuples is embedded in R7, whence no 4-tuple of equi-isoclinic
3-spaces embedded in R7 can exist. It is easy to see that the (01,
0
2,
0
3,
+
4 )
and (01,
0
2,
0
3,
−
4 ) are isometric, since the products T
0T
i T4 do not depend on
η (i = 1,2,3). Assume now that there exists a 5-tuple (01,02,03,4,5) of
equi-isoclinic 3-spaces in R8, we clearly should have {4,5} = {+4 ,−4 }, which
is impossible since +4 and 
−
4 are not isoclinic.
The regularity of the 4-tuple follows from its singleness: any permutation of
its 3-spaces of (1, . . . ,4) leads to another equi-isoclinic 4-tuple with the same
parameter, which is thereby isometric to (1, . . . ,4). 
Theorem 4. There is no 4-tuple of equi-isoclinic 3-spaces embedded in R7.
Proof. It follows from Theorems 0 and 3, that such a 4-tuple cannot exist for
c = 12 . Assume now c = 12 . If each sub-triple of (1, . . . ,4) is isometric to the
triple (01,
0
2,
0
3) of Theorem 0, then the proof of Theorem 3 still holds. So
we can assume that one sub-triple is isometric to the triple (01,
0
2,
0(0)) of
Theorem 0.
Suppose that (1,2,3) = (01,02,0(0)). The triple (01,02,4) is isometric
either to (01,
0
2,
0(0)) or to (01,
0
2,
0
3). So, there is a direct isometry W ∈ SO(7)
which preserves 01 and 
0
2 and maps either 
0(0) or 03 on 4. Such an isometry is
necessarily of the form
W =
⎛
⎝U 0 00 U 0
0 0 1
⎞
⎠ ,
with U ∈ O(3).
Let Ti (i = 1,2,3) (resp. T (0)) denote the matrix obtained from T 0i (resp. T 0(0))
by dropping the last row of zero. We have
WT (0)UT = T (0)
and so, W cannot map 0(0) on 4. Assume now that 4 = W03 , a basis of 4 is
given by the column vectors of the matrix
T4
def= WT3UT =
⎛
⎝
1
2I3
2
√
3
3 UAU
T −
√
3
2 I3
w(Uk)T
⎞
⎠ .
Since 0(0) and 4 are isoclinic with parameter 12 , the matrix
2T (0)T T4 = 2
(
I3 −UAUT
)
should belong to O(3), which is obviously false. 
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Theorem 5. Let 04 , 
0
5 , 
0
6 the 3-spaces respectively spanned by the columns of
T 04 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 16 0 −
√
2
3
0 12 0√
2
3 0 − 16
−
√
3
48 −
√
5
16
√
6
3
− 3
√
5
16
√
3
16 0√
6
24
√
10
8
√
3
6
− 34 0 0
0 − 34 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
T 05 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
12
√
3
4
√
2
6√
3
12 − 14
√
6
6√
2
3 0 − 16√
3(1−9√5)
96
3+√5
32 −
√
6
6
1+3√5
32
√
3(
√
5−1)
32 −
√
2
2√
6
24
√
10
8
√
3
6
3
8 − 3
√
3
8 0
3
√
3
8
3
8 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
T 06 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
12 −
√
3
4
√
2
6
−
√
3
12 − 14 −
√
6
6√
2
3 0 − 16√
3(1+9√5)
96
√
5−3
32 −
√
6
6
3
√
5−1
32 −
√
3(
√
5+1)
32
√
2
2√
6
24
√
10
8
√
3
6
3
8
3
√
3
8 0
− 3
√
3
8
3
8 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and put ω0 = arccos(−1116 ).
1. Each 4-tuple of equi-isoclinic 3-spaces with parameter 12 embedded in R
8 is
isometric to H4
def= (01,02,0(ω0),04). H4 is regular.
2. Each 5-tuple of equi-isoclinic 3-spaces with parameter 12 embedded in R
8 is
isometric either to
H5
def= (01,02,0(ω0),04,05)
or to
H ′5
def= (01,02,0(ω0),04,06).
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H5 and H ′5 are not isometric to each other. They both have a symmetry group
isomorphic to the alternating group A5.
3. Each 6-tuple of equi-isoclinic 3-spaces with parameter 12 embedded in R
8 is
isometric either to
H6
def= (01,02,0(ω0),04,05,06)
or to
H ′6
def= (01,02,0(ω0),04,06,05).
H6 and H ′6 are not isometric to each other. They both have a symmetry group
isomorphic to A6.
4. There is no 7-tuple of equi-isoclinic 3-spaces embedded in R8.
Proof. Suppose that there exists such a 4-tuple (1,2,3,4) embedded in
R
8. By virtue of Theorem 0, each of its sub-triples must be isometric either to
(01,
0
2,
0
3) or to (
0
1,
0
2,
0(ω)) for a suitable value of ω. The proof of Theorem 3
also shows that the sub-triples cannot be all isometric to (01,
0
2,
0
3). We will
discuss two cases, the second of which will be divided into three sub-cases.
Case 1. Some subtriples of (1, . . . ,4) are isometric to (01,
0
2,
0
3) and some
others to (01,
0
2,
0(ω)). If such a 4-tuple exists, then there also exists one
(obtained from the former by permutation) such that (1,2,3) is isometric to
(01,
0
2,
0
3) and (1,2,4) is isometric to (
0
1,
0
2,
0(ω)), for some value ω ∈R.
We can assume that the 3-spaces 1, 2 and 3 are spanned by T 01 , T
0
2 and T
0
3 ,
while 4 is spanned by
T4 = WT 0(ω),
where W ∈ O(8) preserves 1 and 2, i.e. is of the form
W =
⎛
⎝U 0 00 U 0
0 0 Vη(β)T
⎞
⎠ ,
where U ∈ SO(3), β ∈R and η = ±1. Applying Lemma 2, we get
U = R(ζ )U0R(ζ )−1,
U0
def= R(θ, γ )
for some numbers ζ , θ , γ . Since 3 and 4 are isoclinic with parameter 12 , the
matrix
M = 2T 0T3 T4
= U + UR(ω)− 4
3
AUR(ω)− 2
3
AU + 4
3
sin
ω
2
(
0 0
u(β)T 0
)
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is an isometry, and so is it of
M0 = R(ζ )−1MR(ζ )
= U0 +U0R(ω)− 43AU0R(ω)−
2
3
AU0 + 43 sin
ω
2
(
0 0
u(β0)T 0
)
,
with β0 = β − ζ .
A direct computation shows that
M0 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
2cosγ cos θ cos2 ω2
− sin θ sinω
−2cos2 ω2 sin θ
− cosγ cos θ sinω −2 sinγ cos θ
2cosγ sin θ cos2 ω2
+ cos θ sinω
2cos2 ω2 cos θ
− cosγ sin θ sinω −2 sinγ sin θ
2
3 sin
ω
2 (2cosβ0
+ sinγ sin ω2 )
2
3 sin
ω
2 (2 sinβ0
+ sinγ cos ω2 )
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The norm of the last column is 1 = 2| sinγ |, whence γ ∈ {±π6 ,± 5π6 }. The scalar
product of the ﬁrst and the third column is
0 = −2 sin2γ cos2 ω
2
,
whence ω = π . The norm of the second column is
1 = 4
3
| sinβ0|,
whence sinβ0 = ± 34 and cosβ0 = ±
√
7
4 . At last the scalar product of the ﬁrst two
columns is
8
9
sinβ0(2cosβ0 + sinγ ) = ±13
(√
7 ± 1)
and cannot vanish. This case is impossible.
Case 2. (1,2,3) is isometric to (01,
0
2,
0(ω)) and (1,2,4) is isometric
to (01,
0
2,
0(ω′)), for some values ω,ω′ ∈ R. As usual we can assume that the
3-spaces 1, 2 and 3 are spanned by T 01 , T
0
2 and T
0(ω), while 4 is spanned
by
T4 = WT 0
(
ω′
)
,
where W ∈ O(8) preserves 1 and 2, i.e. is of the form
W =
⎛
⎝U 0 00 U 0
0 0 Vη(β)
⎞
⎠
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for some isometry U ∈ SO(3) and some numbers β ∈ R and η = ±1. Applying
Lemma 2, we get
U = R(ζ )U0R(ζ )−1,
U0
def= R(θ, γ ),
for some numbers ζ , θ , γ . Since 3 and 4 are isoclinic with parameter 12 , the
matrix
M = 2T 0(ω)T T4
= 2
3
U + 2
3
R(ω)T UR
(
ω′
)+ 1
3
R(ω)T U + 1
3
UR
(
ω′
)
+ 4
3
sin
ω
2
sin
ω′
2
(
Vη(β) 0
0 0
)
is an isometry, and so is it of
M0 = R(ζ )−1MR(ζ )
= 2
3
U0 + 23R(ω)
T U0R
(
ω′
)+ 1
3
R(ω)T U0 + 13U0R
(
ω′
)
+ 4
3
sin
ω
2
sin
ω′
2
(
Vη(β0) 0
0 0
)
,
where β0 = β + (η − 1)ζ . A direct computation shows that
M0 =
⎛
⎝ ∗ ∗ −2 sinγ cos
ω
2 cos(θ − ω2 )
∗ ∗ −2 sinγ cos ω2 sin(θ − ω2 )
2 sinγ cos2 ω′2 − sinγ sinω′ 2cosγ
⎞
⎠ .
The computation of the squares of the norms of the third row and the third column
leads to
1 = 4cos2 γ + 2 sin2 γ (1 + cosω′)
1 = 4cos2 γ + 2 sin2 γ (1 + cosω),
whence ω′ = ω and
cosω = −1 + 2cos
2 γ
2 sin2 γ
.(5)
In order to shorten the notation, we put x = cosγ , y = sinγ , a = cos ω2 , b = sin ω2 .
With this notation (5) leads to
b2y2 = 3
4
,(6)
which implies that neither y nor b can vanish. The explicit formula of M0
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“simpliﬁes” into
M0 =
⎛
⎝ m1,1 m1,2 −2ay(a cos θ + b sin θ)m2,1 m2,2 2ay(b cos θ − a sin θ)
2a2y −2aby 2x
⎞
⎠ ,(7)
m1,1 = 4b
2
3
cosβ0 +C2 cos θ +C1 sin θ,
m1,2 = −4ηb
2
3
sinβ0 −C1 cos θ +C3 sin θ,
m2,1 = 4b
2
3
sinβ0 −C1 cos θ +C2 sin θ,
m2,2 = 4ηb
2
3
cosβ0 −C3 cos θ −C1 sin θ,
C1 = 23ab
(
4a2 − 1)(x − 1),
C2 = 23
(
4a4(x − 1)− 2a2(x − 2)+ x),
C3 = 23
(
4a4(x − 1)− 2a2(2x − 1)− 1).
The scalar product of the ﬁrst and third columns is
−4
3
ab2y
(
a − 3ax + 2a cos(β0 − θ)− 2b sin(β0 − θ)
)
def= −4
3
ab2y C1,3,
while the scalar product of the second and third ones is
4
3
ηab2y
(
ηb(1 − 3x)+ 2b cos(β0 − θ)+ 2a sin(β0 − θ)
)
def= 4
3
ηab2yC2,3.
Sub-case 2.1. a = 0. In this case, b2 = 1, y2 = 34 , x = ± 12 , and
M0 =
⎛
⎝
2
3 (2cosβ0 + x cos θ) − 23 (2η sinβ0 + sin θ) 0
2
3 (2 sinβ0 + x sin θ) 23 (2η cosβ0 + cos θ) 0
0 0 2x
⎞
⎠ .
It follows that
MT0 M0 =
⎛
⎝∗
8
9 (1 − ηx) sin(β0 − θ) 0
∗ 49 (5 + 4η cos(β0 − θ)) 0
0 0 4x2
⎞
⎠ .
If M0 is an isometry, then the ﬁrst coefﬁcient of the second column should vanish,
implying
cos(β0 − θ) = ±1.
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In this case the second coefﬁcient would equal either 4 or 49 . This sub-case does not
lead to any solution.
Sub-case 2.2. a = 0 and η = −1. Since M0 belongs to O(3), C2,3 and C1,3 must
vanish. Note that
0 = aC2,3 + bC1,3 = 2 sin(β0 − θ +ω),
whence β0 − θ = −ω or β0 − θ = π −ω; the ﬁrst case leads to
C2,3 = −3b(1 − x),
whence x = 1 and y = 0, in contradiction with (6). Hence we have β0 − θ = π − ω
and
C2,3 = (1 + 3x)b.
It follows that x = − 13 , y = ε 2
√
2
3 , b = 3
√
6
8 , a =
√
10
8 , for ε = ±1. Replacing a, b, x
and y in (7) we get
M0 =
⎛
⎜⎝
1
96 (108cosβ0 + 17cos θ + 3
√
15 sin θ) ∗ ∗
1
96 (108 sinβ0 − 3
√
15cos θ + 17 sin θ) ∗ ∗
ε5
√
2
24 ∗ ∗
⎞
⎟⎠ .
The square of the norm of the ﬁrst column of M0 is
179 + 51cos(β0 − θ)− 9
√
15 sin(β0 − θ)
128
= 179 − 51cos(ω)− 9
√
15 sin(ω)
128
= 755
512
= 1.
Hence, Sub-case 2.2 does not give any solution either.
Sub-case 2.3. a = 0 and η = 1. Since M0 belongs to O(3), C2,3 and C1,3 must
vanish. Note that
0 = aC2,3 − bC1,3 = 2 sin(β0 − θ),
whence β0 = θ or β0 = θ + π . It follows that
C1,3 = a(1 − 3x ± 2),
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so x = 1 or x = − 13 . Since the ﬁrst case is in contradiction with (6), we get β0 =
θ + π , x = − 13 , y = ε 2
√
2
3 , γ = εγ0, b = 3
√
6
8 , a =
√
10
8 and ω = 2arccos
√
10
8 = ω0,
for ε = ±1. Replacing a, b, x and y in (7) leads to
M0 =
⎛
⎜⎝
−91cos θ+3√15 sin θ
96
−√15cos θ+23 sin θ
32 −ε 5
√
2cos θ+3√30 sin θ
24
−3√15cos θ−91 sin θ
96
−23cos θ−√15 sin θ
32 ε
3
√
30cos θ−5√2 sin θ
24
ε 5
√
2
24 −ε
√
30
8 − 23
⎞
⎟⎠
and
MT0 M0 = I3.
It follows that any choice of ε = ±1 and θ ∈ R leads to a 4-tuple of equi-isoclinic
3-spaces in R8. Namely, a basis of 4 is given by the column of
Tε,θ
def=
⎛
⎝R(θ, εγ0) 0 00 R(θ, εγ0) 0
0 0 V1(θ + π)
⎞
⎠T 0(ω0)
⎛
⎝ ε 0 00 ε 0
0 0 1
⎞
⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−ε cos θ
6
−ε sin θ
2 ε
−√2cos θ
3
−ε sin θ
6
ε cos θ
2 ε
−√2 sin θ
3√
2
3 0
−1
6
ε−
√
3cos θ+9√5 sin θ
48 ε
−√5cos θ−√3 sin θ
16 ε
√
6
3 cos θ
ε−9
√
5cos θ−√3 sin θ
48 ε
√
3cos θ−√5 sin θ
16 ε
√
6
3 sin θ√
6
24
√
10
8
√
3
6
−ε 3cos θ4 ε 3 sin θ4 0
−ε 3 sin θ4 −ε 3cos θ4 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that Tε,θ+π = T−ε,θ , so we can assume without less of generality that ε = 1.
Also note that T 04 = T1,0, T 05 = T1,− 2π3 and T
0
6 = T1, 2π3 .
We claim that the obtained 4-tuples actually do not depend on θ , up to isometries.
Computing the Seidel’s matrix S of (1, . . . ,4) given by the bases T 01 , T
0
2 , T
0(ω0),
T1,θ we get
S(θ) =
⎛
⎜⎜⎝
0 I3 I3 R(θ, γ0)
I3 0 −R(ω0) −R(θ, γ0)R(ω0)
I3 −R(ω0)T 0 M0
R(θ, γ0)T −R(ω0)T R(θ, γ0)T MT0 0
⎞
⎟⎟⎠
which is equivalent to the normal matrix
S0(θ) =
⎛
⎜⎜⎝
0 I3 I3 I3
I3 0 −R1 −R3(θ)T
I3 −RT1 0 −R2(θ)
I3 −R3(θ) −R2(θ)T 0
⎞
⎟⎟⎠ ,
R1 = R(ω0),
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R2(θ) = −M0R(θ, γ0)T ,
R3(θ) = R(θ, γ0)R(ω0)T R(θ, γ0)T .
Computing the trace of R2, we ﬁnd out that all three Ri have the same angle ω0.
Another calculation shows that
tr(R1R2) = tr(R2R3) = tr(R3R1) = −1516 ,
does not depend on θ either. It follows that the relative positions of the axes of the Ri
do not depend on θ , and one can pass from (R1,R2(θ),R3(θ)) to (R1,R2(0),R3(0))
by conjugation. So S0(θ) is equivalent to S0(0) and each equi-isoclinic 4-tuple with
parameter 12 embedded in R
8 is isometric to H4. Applying some permutation σ ∈ S4
to the 3-spaces of H4, we obtain another 4-tuple embedded in R8 which is therefore
isometric to H4. It follows that H4 is regular. This ends the claim and point 1 of the
theorem.
Assume now that there exists some equi-isoclinic 5-tuple (1, . . . ,5) with
parameter 12 embedded in R
8. Because of point 1, we can assume without less of
generality that (1, . . . ,4) = (01,02,0(ω0),04) and that a basis of 5 is given
by T1,θ for some suitable θ ∈ R. This 5-tuple consists of equi-isoclinic 3-spaces if
and only if
2T T4 T1,θ =
⎛
⎜⎝
67+221cos θ
144
√
15(1−cos θ)−40 sin θ
48 ∗√
15(1−cos θ)+40 sin θ
48
5+27cos θ
16 ∗
−5+5cos θ+9√15 sin θ
36
√
2
√
30(1−cos θ)+5√2 sin θ
24 ∗
⎞
⎟⎠
belongs to O(3). The scalar product of the ﬁrst and second columns of the above
matrix is
1
8
√
15(1 + 2cos θ) sin2 θ
2
,
hence we have necessarily θ = ± 2π3 , i.e. 5 = 05 or 5 = 06 . In both cases 2T T4 T1,θ
does belong to O(3), and 1, . . . ,5 are pairwise isoclinic with the same angle.
Suppose that H5 and H ′5 are isometric, i.e. there exist an isometry W ′ ∈ O(8)
such that
W ′01 = 01,(8)
W ′02 = 02,(9)
W ′0(ω0) = 0(ω0),(10)
W ′04 = 04,(11)
W ′05 = 06 .(12)
510
The relations (8) and (9) imply that W ′ = (U ′ 0 00 U ′ 0
0 0 V ′
)
, with U ′ ∈ O(3) and V ′ ∈
O(2). Since W ′ and −W ′ act in the same way on 3-spaces, we can assume without
less of generality that U ′ ∈ SO(3). Since
W ′T 0(ω0)U ′T =
⎛
⎜⎝
1
2I3
−
√
3
3 (U
′R(ω0)U ′T + 12I3)√
1−cosω0
3 V
′CU ′T
⎞
⎟⎠ ,
(10) implies that U ′ = R(φ) and V ′ = V1(φ) for some φ ∈ R. On the one hand,
a direct computation shows that
T 0T4 W
′T 04 =
⎛
⎝
67+221cosφ
288 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
⎞
⎠
and on the other hand (11) implies that T 0T4 W
′T 04 = I3, whence φ = 0, in contradic-
tion with (12).
The point 2 is almost proved: it only remains to compute the symmetry group of
H5, we will do it at the end of the proof.
A straightforward computation shows that
2T T6 T5 =
1
96
⎛
⎝ −29 −40
√
3 + 3√15 −10√2 − 18√10
40
√
3 + 3√15 −51 −10√6 + 6√30
−10√2 + 18√10 10√6 + 6√30 −64
⎞
⎠
also belongs to O(3), whence H6 = (01,02,0(ω0),04,05,06) and H ′6 = (01,02,
0(ω0),
0
4,
0
6,
0
5) are sextuples of equi-isoclinic 3-spaces. They are the only (up
to isometries) 6-tuples of equi-isoclinic 3-spaces embedded in R8, and no such
7-tuple can exist in R8. Obviously H6 and H ′6 cannot be isometric, for H5 and H ′5
are not so.
The symmetric group Sp (right) acts on the set of p-tuples of equi-isoclinic 3-
spaces in a natural way: for any p-tuple H = (H1, . . . ,Hp) and any σ ∈ Sp , we
denote by Hσ the p-tuple (Hσ(1), . . . ,Hσ(p)). It is easy to see that the action goes
to quotient and that Sp also acts on the set Hp(R8) of isometry classes of p-tuples
of equi-isoclinic 3-spaces embedded in R8. Denote by H¯ ∈ Hp(R8) the isometry
class of H . The stabilizer of H¯ is also the symmetry group of H ; we denote it by
G(H).
The transposition (5 6) does not belong to G(H6), which is thereby a proper
subgroup of S6. Hence the orbit of H6 in Hp(R8) has exactly two elements. It
follows that [S6 : G(H6)] = 2. It is a well-known fact that Ap is the only 2-index
subgroup of Sp for p  5 whence G(H6) ∼= A6. Of course, the above argument also
holds for G(H ′6).
Since no transposition belongs to G(H6), H6(1 2) is isometric to H ′6, and so are
H5(1 2) and H ′5. Hence (1 2) does not belong to G(H5). The proof ends as in the
case of the 6-tuples. 
511
Remark 6. The method displayed in this paper may be used efﬁciently to re-obtain
v(2,5) [3].
3. REGULAR p -TUPLES
In this section we investigate regular p-tuples of equi-isoclinic 3-spaces in Euclid-
ean spaces. The results below supplement the one of concerning regular p-tuples
of equi-isoclinic 2-spaces. We ﬁrst note that each non-zero block of a Seidel’s
matrix associated to some p-tuple is the holonomy of some 3-cycle. Hence, if the
p-tuple is regular, the non-zero blocks are all rotations or anti-rotations. So we can
restrict ourselves to the study of Seidel’s matrices with rotation blocks. We call the
corresponding tuples direct regular p-tuples.
We will have to perform several computations involving the quaternion repre-
sentation of rotations. Throughout this section, R3 is implicitly identiﬁed with the
set of pure imaginary quaternions. We recall that, given a unit vector u ∈ R3,
the rotation R of oriented axis u and angle α is associated to two quaternions
±q = ±(cos α2 + sin α2u). The link between q and R is the following: for all x ∈R3
we have R(x) = qxq¯ . When we speak of the axis of a rotation, we always mean
oriented axis, namely a unit vector of R3. Strictly speaking, we ought not to use the
deﬁnite article, for half-turns admit two axes. We will only do so when any of them
can be freely chosen.
3.1. Quadruples
We prove that there exists an inﬁnite continuous family of regular quadruples of
equi-isoclinic 3-spaces. More precisely we obtain the following result.
Theorem 7. Consider a quadruple of equi-isoclinic 3-spaces of an Euclidean
space with associated matrix
⎛
⎜⎜⎝
0 I3 I3 I3
I3 0 A CT
I3 AT 0 B
I3 C BT 0
⎞
⎟⎟⎠ , A,B,C ∈ SO(3).
Let uA, uB , uC be the respective oriented axes (if they exist) of A, B and C, and
put κ = sgn(det(uA,uB,uC)). The quadruple is regular if and only if one of the
following statements holds.
1. A = B = C and A4 = I .
2. A, B and C are pairwise distinct with the same angle ω and their axes form,
on the sphere S2, an equilateral triangle whose side length θ satisﬁes
(1 + 3cos θ) cos ω
2
+ κ(1 − cos θ)(1 + 2cos θ)1/2 sin ω
2
= 0.(13)
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Proof. Consider a quadruple of equi-isoclinic 3-spaces which admits a Seidel’s
matrix of the form
S =
⎛
⎜⎜⎝
0 I3 I3 I3
I3 0 A CT
I3 AT 0 B
I3 C BT 0
⎞
⎟⎟⎠ ,(14)
with A,B,C ∈ SO(3). The normal forms of the associated matrices of the quadru-
ples obtained by transposition (1 2) and cycle (2 3 4) are respectively
⎛
⎜⎜⎝
0 I3 I3 I3
I3 0 AT C
I3 A 0 ABC
I3 CT CT BT AT 0
⎞
⎟⎟⎠
and
⎛
⎜⎜⎝
0 I3 I3 I3
I3 0 B AT
I3 BT 0 C
I3 A CT 0
⎞
⎟⎟⎠ .
Whence the quadruple is regular if and only if there exist U,V ∈ SO(3) such that
A = UAT UT ,(15)
CT = UCUT ,(16)
B = UABCUT(17)
and
A = VBV T ,
B = VCV T ,(18)
C = VAV T .
Using (18), it is clear that if two rotations are equal then all are equal. In this
case statement 1 holds. So we can assume that A,B,C are not equal and that their
common angle ω is not zero.
From (15) and (16), U must be A, C, I3 or the half turn of axis orthogonal to
the axes of both A and C. Moreover the ﬁrst three cases can only occur if ω = π .
Clearly the two ﬁrst ones are in contradiction with (17). We will discuss the two
remaining cases:
First case. U = I3. By the usual identiﬁcation uA,uB,uC are also the quaternions
associated to the half-turns A, B , C. From (17) we deduce that 0 = ReuB =
Re(uAuBuC) = −det(uA,uB,uC) whence uA, uB , uC are coplanar. From equations
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(18) these vectors must generate equiangular lines. So the quadruple is the one
described in point 2 of the theorem, with θ = 2π3 and ω = π . It is easy to check
that the equation (17) is also satisﬁed in this case and so, the resulting quadruple is
regular.
Second case. U is a half-turn whose axis is orthogonal to those of A and C.
Equations (18) imply that the triangle (uA,uB,uC) is equilateral. Denote by χ its
side length.
Let
a = cos ω
2
+ sin ω
2
uA,
b = cos ω
2
+ sin ω
2
uB,(19)
c = cos ω
2
+ sin ω
2
uC,
and u be quaternions associated to A, B , C and U . A direct computation gives
abc = cos3 ω
2
− 3χ cos ω
2
sin2
ω
2
− sin3 ω
2
det(uA,uB,uC)(20)
+ cos2 ω
2
sin
ω
2
(uA + uB + uC)− χ sin3 ω2 (uA + uC − uB)
+ sin2 ω
2
cos
ω
2
(uA × uB + uB × uC + uA × uC).
The quadruple is regular if and only if ABC = UBU , i.e. abc = ±ubu.
Since A,B,C are deﬁned up to a global conjugation we may assume that
uA =
⎛
⎝
− 12 cosλ
−
√
3
2 cosλ
sinλ
⎞
⎠ , uB =
⎛
⎝ cosλ0
sinλ
⎞
⎠ , uC =
⎛
⎝
− 12 cosλ√
3
2 cosλ
sinλ
⎞
⎠ .(21)
Note that κ = sgnλ. By a symmetry, the axis u of U is of the form
u =
⎛
⎝ cosμ0
sinμ
⎞
⎠ ,
and since uU ⊥ uA we have
2 tanμ tanλ = 1.(22)
Put y = sinλ. Replacing uA, uB and uC in (20), we get
abc = cos3 ω
2
+ 3
4
(3cos2λ− 1) sin2 ω
2
cos
ω
2
− 3
2
√
3cos2 λ sin3
ω
2
sinλ
− cosλ sin2 ω
2
(
2 sinλ
(√
3cos
ω
2
− sin ω
2
sinλ
)
+ cos2 λ sin ω
2
)
i
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+ 1
4
sin
ω
2
(
12 sinλ cos2
ω
2
+ 2√3cos2 λ sin ω
2
cos
ω
2
+ (3cos2λ− 1) sin2 ω
2
sinλ
)
k
= cos3 ω
2
− 3
2
(
3y2 − 1) sin2 ω
2
cos
ω
2
+ 3
2
√
3y
(
y2 − 1) sin3 ω
2
+ cosλ sin2 ω
2
(
−2√3y cos ω
2
+ (3y2 − 1) sin ω
2
)
i
+ 1
2
sin
ω
2
(
6y cos2
ω
2
− √3(y2 − 1) sin ω
2
cos
ω
2
+ y(1 − 3y2) sin2 ω
2
)
k
def= f0(ω, y)+ cosλ sin ω2 f1(ω, y)i + sin
ω
2
f3(ω, y)k,
ubu = − cos ω
2
− cos(λ− 2μ) sin ω
2
i + sin ω
2
sin(λ− 2μ)k
= − cos ω
2
+ cosλ(cot
2 λ− 8) sin ω2
cot2 λ+ 4 i +
(9cos2λ+ 1) sin ω2 sinλ
3cos2λ− 5 k
= − cos ω
2
− cosλ sin ω
2
9y2 − 1
3y2 + 1 i + sin
ω
2
(9y2 − 5)y
3y2 + 1 k
def= g0(ω, y)+ cosλ sin ω2 g1(ω, y)i + sin
ω
2
g3(ω, y)k.
The quadruple is regular if and only if there exists η = ±1 such that fi + ηgi = 0
for i = 0,1,3.
First case. η = −1.
h0(ω, y)
def= (f0 − g0)(ω, y)
= cos3 ω
2
− 3
2
(
3y2 − 1) sin2 ω
2
cos
ω
2
+ 3
2
√
3y
(
y2 − 1) sin3 ω
2
+ cos ω
2
,
h1(ω, y)
def= (f1 − g1)(ω, y)
= sin ω
2
(
−2√3y cos ω
2
+ (3y2 − 1) sin ω
2
)
+ 9y
2 − 1
3y2 + 1 ,(23)
h3(ω, y)
def= (f3 − g3)(ω, y)
= 1
6y2 + 2
(
6
(
3y3 + y) cos2 ω
2
− √3(3y4 − 2y2 − 1) sin ω
2
cos
ω
2
− 18y3 + y(1 − 9y4) sin2 ω
2
+ 10y
)
def= H3
6y2 + 2 .
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The regular quadruples correspond to the solutions (ω, y) of the three equations
hi = 0 (i = 0,1,3).
We claim that, for (ω, y) ∈ [0,π]× [0,1], no point is common to the three curves
of equations hi = 0. This can be established by computing the resultant (with
respect to y) of H3 and h0. It is
373248cos
ω
2
cos2 ω sin8
ω
2
.
So the above resultant can only vanish for ω = 0 or ω = π ; we can see that our
system is not satisﬁed for these values of ω.
Second case. η = 1.
k0(ω, y)
def= (f0 + g0)(ω, y)
= −1
2
sin2
ω
2
((
9y2 − 1) cos ω
2
− 3√3y(y2 − 1) sin ω
2
)
def= −1
2
sin2
ω
2
φ(ω,y),
k1(ω, y)
def= (f1 + g1)(ω, y)
= 9y
4 sin2 ω2 − 3
√
3y3 sinω − 9y2 − √3y sinω + cos2 ω2
3y2 + 1
= −
√
3y sin ω2 − cos ω2
3y2 + 1 φ(ω,y),(24)
k3(ω, y)
def= (f3 + g3)(ω, y)
= − 1
4(3y2 + 1)
(
18y5 sin2
ω
2
+ 3√3y4 sinω
− 36y3
(
cos2
ω
2
+ 1
)
− 2√3y2 sinω
− y
(
12cos2
ω
2
+ 2 sin2 ω
2
− 20
)
− √3 sinω
)
= −−
√
3y2 sin ω2 − 4y cos ω2 +
√
3 sin ω2
2(3y2 + 1) φ(ω,y).
Hence (ω, y) corresponds to a regular quadruple if and only if k0 = k1 = k3 = 0
if and only if φ = 0. Denote by θ = arccosχ the angle between the axes of two of
the rotations A, B , C, we have
cos θ = 3
2
y2 − 1
2
.(25)
The equation φ = 0 becomes
(1 + 3cos θ) cos ω
2
+ κ(1 − cos θ)(1 + 2cos θ)1/2 sin ω
2
= 0. 
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Figure 1.
The curves of equations (13) are shown in Fig. 1 in black. The points P1 and
P ′1 of abscissa γ0 correspond to the case A,B,C = I3, which was excluded from
the above investigation, but obtained here as a limit case. The point P2 corresponds
to three rotations with angle π and the same axis. The point P3 corresponds to
three rotations with angle π , and coplanar axes. The point P4 corresponds to three
rotations with angle π2 , and the same axis. It is the only rigid regular quadruple of
equi-isoclinic 3-spaces.
Remark 8. The proof of Theorem 7 also shows that there exists some non-regular
pseudoregular quadruples of equi-isoclinic 3-spaces. Indeed, a quadruple whose
associated Seidel’s matrix S is given by (14) is pseudo regular if and only if both all
its holonomies along 3-cycles and all its holonomies along 4-cycles are equal. That
is
cl(A) = cl(B) = cl(C) = cl(ABC),
(26)
cl(AB) = cl(BC) = cl(CA),
where cl stands for the conjugation class. Let u, v be unit vector of R3 and ω ∈ R.
A direct calculation shows that
Re
((
cos
ω
2
+ sin ω
2
u
)(
cos
ω
2
+ sin ω
2
v
))
= cos2 ω
2
− sin2 ω
2
〈u,v〉.
It follows that, if all the rotations A, B , C have the same angle, and if their axes uA,
uB , uC form an equilateral triangle on S2, then Equations (26) are satisﬁed. Hence,
if all rotations have angle ω = 0 and if the axes are chosen as in (21), the quadruple
is pseudo-regular if and only if ABC has angle ω. With the notation (19), (23) and
(24) the condition becomes
Reabc = ± cos ω
2
,
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i.e.
h0(ω, y) = 0 or φ(ω,y) = 0.
We have thus obtained a continuous family of non-regular pseudoregular quadru-
ples of equi-isoclinic 3-spaces. With the change of variable (25), the ﬁrst of the last
two equations becomes
(1 + 3cos θ) cos3 ω
2
+ (1 − 3cos θ) cos ω
2
− κ(1 − cos θ)(1 + 2cos θ)1/2 sin3 ω
2
= 0;
the corresponding curve is drawn in gray in Fig. 1.
3.2. Beyond quadruples
Theorem 9. Let ω1 = arccos(−2327 ),
u1 =
√
2
2
⎛
⎝ 01
−1
⎞
⎠ , u2 =
√
2
2
⎛
⎝ 10
−1
⎞
⎠ , u3 =
√
2
2
⎛
⎝11
0
⎞
⎠ ,
u4 =
√
2
2
⎛
⎝−10
−1
⎞
⎠ , u5 =
√
2
2
⎛
⎝−11
0
⎞
⎠ , u6 =
√
2
2
⎛
⎝ 0−1
−1
⎞
⎠ .
The list of all direct regular p-tuples of equi-isoclinic 3-spaces is the following:
1. All direct triples.
2. All quadruples described in Theorem 7.
3. For any p  5, each p-tuple (1, . . . ,p) associated to some Seidel’s matrix in
which all non-zero blocks are either I3 or R(π).
4. The quintuple associated to the Seidel’s matrix
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 A C B
I3 A 0 B C
I3 C B 0 A
I3 B C A 0
⎞
⎟⎟⎟⎟⎠ ,
where A,B and C are half-turns with coplanar equiangular axes.
5. The quintuple associated to the Seidel’s matrix
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 A C D
I3 A 0 B E
I3 C B 0 F
I3 D E F 0
⎞
⎟⎟⎟⎟⎠ ,
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where A,B,C,D,E and F are half-turns with axes generated respectively by
u4, u1, u3, u6, u5, u2.
6. The quintuple associated to the Seidel’s matrix
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 A CT DT
I3 AT 0 B E
I3 C BT 0 F
I3 D ET FT 0
⎞
⎟⎟⎟⎟⎠ ,
where A,B,C,D,E and F are rotations with angle ω1 and respective axes u1,
u2, u3, u4, u5, u6.
Remark 10. The six lines generated respectively by u1, . . . , u6 yield a 2-distance
set in the real projective space RP 2. They are lines in R3 at angles π3 and
π
2 [7].
Proof of Theorem 9. Concerning the ﬁrst point, we refer to [5, proposition 14].
The second one is nothing but Theorem 7. Now let us investigate the 5-tuples.
Consider a direct regular 5-tuple (1, . . . ,5) of equi-isoclinic 3-spaces and
denote by
S1
def=
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 A CT DT
I3 AT 0 B E
I3 C BT 0 F
I3 D ET FT 0
⎞
⎟⎟⎟⎟⎠
one of its normal Seidel’s matrices, where A, B , C, D, E, F belong to SO(3). Since
all sub-quadruples of (1, . . . ,5) are regular, it follows that A, B , C, D, E, F
have the same angle ω. It’s clear that ω = 0 leads to a regular 5-tuple, which can be
extended to a p-tuple for any p > 5, as mentioned in the third point of the theorem.
From now on, we assume ω ∈]0,π].
Suppose ﬁrst that A, B , C have the same non-oriented axis. Since the nor-
mal Seidel’s matrices of the subquadruples (1,2,3,4), (1,2,3,5),
(1,2,4,5), (1,3,4,5) are equivalent, it is clear that all the six rotations
have the same axis. If we drop in each rotation block the row and column
corresponding to the axis, we obtain a Seidel’s matrix associated to a regular 5-tuple
of equi-isoclinic 2-spaces. According to [5, Theorem 26], we have A = B = · · · =
E = R(π), and the third statement holds. Conversely, it is proved in [5, Theorem 26]
that a Seidel’s matrix of rank 2p whose all non-zero blocks equal −I2 is the matrix
of a regular p-tuple of 2-spaces. Clearly, replacing −I2 by R(π) leads to a direct
regular p-tuple of equi-isoclinic 3-spaces.
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Assume now that A, B , C have distinct axes. A normal Seidel’s matrix associated
to (2,1,3,4,5) is
S2
def=
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 AT C D
I3 A 0 ABC AED
I3 CT CT BT AT 0 CT FD
I3 DT DT ET AT DT FT C 0
⎞
⎟⎟⎟⎟⎠ ,
and a normal Seidel’s matrix associated to (1,3,4,5,2) is
S3
def=
⎛
⎜⎜⎜⎜⎝
0 I3 I3 I3 I3
I3 0 B E AT
I3 BT 0 F C
I3 ET FT 0 D
I3 A CT DT 0
⎞
⎟⎟⎟⎟⎠ .
Since the cycles (1 2) and (2 3 4 5) generate S5, the 5-tuple is regular if and only if
S2 and S3 are both equivalent to S1, i.e. if and only if there exist U,V ∈ SO(3) such
that
A = UAT UT ,(27)
B = UABCUT ,(28)
CT = UCUT ,(29)
DT = UDUT ,(30)
E = UAEDUT ,(31)
F = UCT FDUT(32)
and
A = VBV T ,(33)
B = VFV T ,(34)
CT = VEV T ,(35)
DT = VAT V T ,(36)
E = VCV T ,(37)
F = VDV T .(38)
First case. ω = π . Denote by δS the non-oriented axis of S, S ∈ {A,B,C,D,E,
F }. Since the quadruples (1,2,3,4), (1,2,3,5), (1,2,4,5), and
(1,3,4,5) are regular, by virtue of Theorem 7, the four triples (δA, δB, δC),
(δA, δD, δE), (δD, δF , δC), (δE, δB, δF ) are coplanar and equiangular.
Assume ﬁrst that all six axes are coplanar; it follows that A = F , B = D and
C = E. It is easy to check that these matrices satisfy to the twelve relations (27)–
(38), with U = I3 and V = C. Hence the Seidel’s matrix of point 4 of the theorem
corresponds to a regular quintuple.
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Suppose now that this quintuple can be extended to a regular sextuple (1, . . . ,
6) with associated Seidel’s matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
0 I3 I3 I3 I3 I3
I3 0 A C B G
I3 A 0 B C H
I3 C B 0 A J
I3 B C A 0 K
I3 G H J K 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where A, B , C are half-turns with coplanar axes. On the one hand, the Seidel’s
matrices associated to the quintuples (1, . . . ,5) and (1,2,3,4,6) are
equivalent, so there exists W ∈ SO(3) such that
A = WAWT ,
C = WCWT ,
G = WBWT ,
B = WBWT ,
H = WCWT ,
J = WAWT .
The two ﬁrst equations imply that W is either I3 or the half-turn with axis (δA +
δC)
⊥, so the third one yields G = B .
On the other hand, the Seidel’s matrices associated to the quintuples (1, . . . ,5)
and (1,2,3,5,6) are also equivalent, so there exists X ∈ SO(3) such that
A = XAXT ,
B = XCXT ,
G = XBXT ,
C = XBXT ,
H = XCXT ,
K = XAXT ,
whence G = C, which is in contradiction with the fact that B and C are distinct.
Thus this quintuple cannot be extended.
Assume now that six axes δA, . . . , δF are not coplanar. The relations (33)–(38)
imply that all six axes are stable under V 4. It follows that V 4 is either the identity
matrix or the half-turn of axis (δA + δB)⊥. In the latter case, one of the axes δD , δE ,
δF should be normal to all three axes δA, δB , δC , in contradiction with the fact that
(δA, δD, δE), (δD, δF , δC), (δE, δB, δF ) are coplanar and equiangular. Hence V 4 =
I3. It is quite obvious from (33) that V = I3, if V 2 = I3, then by (33), (34), (35) and
(36) we have A = F , B = D and consequently C = E, in contradiction with the fact
that the axes are not all coplanar. Now assume that V is a quarter-turn. Assume that
V = R(π2 ) and that δA =RuA with uA = ( cosλ 0 sinλ )T for a suitable λ ∈ [0, π2 ].
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We choose units vectors uB, . . . , uF belonging to δB, . . . , δF respectively such that
〈uA,uB〉 = 〈uC,uB〉 = 〈uA,uC〉 = −12 ,
〈uA,uD〉 = 〈uD,uE〉 = 〈uA,uE〉 = −12 ,
〈uD,uF 〉 = −12 ,
〈uC,uF 〉 = 〈uC,uD〉 = ε2 , ε = ±1.
From (36) we have uD = ±V uA; since 〈uA,uD〉 = − 12 , λ = π4 and uD = u6.
From (38) we have uF = ±V uD ; since 〈uD,uF 〉 = − 12 , uF = −u2. From (34)
we have uB = ±V uF ; since 〈uB,uA〉 = − 12 , uB = u1. Hence uC = −uA − uB =−u3. We have also uE = −uA − uD = u5. It is easy to check the quaternion
equalities uAuBuC = −uB , uAuEuD = −uE and u¯CuF uD = −uF . Hence the
matrices A,B,C,D,E and F satisfy to the twelve relations (27)–(38), with U = I3
and V = R(π2 ). So the quintuple described in point 5 of the theorem is regular.
We claim that it cannot be extended to a sextuple. Assume that, on the contrary,
there exists a regular sextuple (1, . . . ,6), with associated Seidel’s matrix
S4 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 I3 I3 I3 I3 I3
I3 0 A C D G
I3 A 0 B E H
I3 C B 0 F J
I3 D E F 0 K
I3 G H J K 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where A, B , C, D, E, F , G, H , J and K are half-turns. A normal Seidel’s matrix
associated to (1,3,4,5,6,2) is necessarily equivalent to S4. It follows that
there exists Y ∈ SO(3) such that
B = YAYT , K = YFYT ,
E = YCYT , A = YGYT ,
F = YBYT , C = YHYT ,
H = YDYT , D = YJYT ,
J = YEYT , G = YKYT .
Combining the above equations we get
C = Y 5C(YT )5,(39)
D = Y 5D(YT )5,(40)
E = Y 5E(YT )5.(41)
We claim that Y 5 = I . Assume on the contrary that Y 5 is C, D, or a half-turn
whose axis is orthogonal to those of C and D (the only possible cases by virtue of
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(39) and (40)). If Y 5 = C (respectively Y 5 = D) then (40) (respectively (39)) implies
that the half-turns C and D commute, which is in contradiction with the fact that
their axes are not orthogonal. In the remaining case, (41) implies that either δC , δD
and δE are coplanar or δE is orthogonal to δC + δD , which is false. The claim is then
proved.
Clearly Y = I and thus Y is a rotation with angle 2π5 or 4π5 . Now let P be an afﬁne
space orthogonal to the axis of Y . Since Y is of order 5 then the intersections c, d ,
e of P with the axes of C, D, E are necessarily three vertices of a regular pentagon
in P . Let ϕ be the golden ratio. It is well known that ϕ is the length of a diagonal of
a regular pentagon of unit side. It follows that for suitable ε1, ε2 = ±1, we have
‖uC + ε1uE‖2
‖uC + ε2uD‖2 ∈
{
1, ϕ2,
1
ϕ2
}
,
which is in contradiction with the fact ‖uC+ε1uE‖
2
‖uC+ε2uD‖2 ∈ {2,
2
3 }, obtained by a direct
computation. This ends the points 4 and 5 of the theorem.
Second case. 0 <ω < π . In this case A, B , C, D, E, F have well deﬁned oriented
axes uA, uB , uC , uD , uE and uF ∈ S2. From (35) and (37) we get that V 2uC = −uC ,
whence V 2 is a half-turn, and uC ⊥ uV . We can assume without less of generality
that uV = (0 0 1)T and that uB = (cosλ 0 sinλ)T for some λ ∈]−π2 , π2 [. From (33),
(36) and (38), we get
uA =
⎛
⎝ 0cosλ
sinλ
⎞
⎠ , uD =
⎛
⎝− cosλ0
sinλ
⎞
⎠ , uF =
⎛
⎝ 0− cosλ
sinλ
⎞
⎠ .
From (27) and (30), we deduce that U is the half-turn of axis normal to uA and uD ,
and from (29) we deduce that uC is coplanar with uA and uD . Moreover uC ⊥ uV ,
whence
uC = ε
√
2
2
⎛
⎝11
0
⎞
⎠ , ε = ±1.
From Theorem 7 the triangle (uA,uB,uC) has to be equilateral, whence
〈uA,uB〉 − 〈uA,uC〉 = sin2 λ− ε
√
2
2
cosλ
= 0.
It follows that uC = u3, λ = ±π4 . Denote by θ the angle between uA and uB , we
have
cos θ = sin2 λ = 1
2
.
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It follows, by Theorem 7, that ω = 2arctan 5
√
2
2 = ω1 and that (uA,uB,uC) is
indirect. Hence λ = −π4 , uA = u1, uB = u2, uD = u4 and uF = u6. From (35) we
get uE = −V T uC = u5. An axis of U is
u = u1 × u4‖u1 × u4‖ =
√
3
3
⎛
⎝−11
1
⎞
⎠ .
For any rotation M ∈ {A,B,C,D,E,F } we deﬁne the associated quaternion
qM = cos ω12 + sin
ω1
2
uM,
a straightforward calculation shows that
q¯CqF qD =
√
6
54
(6 + 20i − 5j − 5k)
= −uqFu,
qAqEqD =
√
6
54
(6 − 5i + 5j + 20k)
= −uqEu.
Hence the twelve relations (27)–(38) are satisﬁed, and the quintuple of point 6 is
regular.
We now prove that this quintuple cannot be extended to a regular sextuple.
Assume that, on the contrary, there exists a regular sextuple (1, . . . ,6), with
associated Seidel’s matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
0 I3 I3 I3 I3 I3
I3 0 A CT D G
I3 AT 0 B E H
I3 C BT 0 F J
I3 DT ET FT 0 K
I3 GT HT JT KT 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where G, H , J , K are rotations with angle ω1. On the one hand, the Seidel’s
matrices associated to the quintuples (1, . . . ,5) and (1,2,3,4,6) are
equivalent, so there exists Z ∈ SO(3) such that
A = ZAZT ,
CT = ZCT ZT ,
B = ZBZT ,
G = ZDZT ,
H = ZEZT ,
J = ZFZT .
The ﬁrst three equations imply that Z = I3, whence G = D.
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On the other hand, the Seidel’s matrices associated to the quintuples (1, . . . ,5)
and (1,2,3,5,6) are also equivalent, so there exists Q ∈ SO(3) such that
A = QAQT ,
D = QCT QT ,
E = QBQT ,
G = QDQT ,
H = QEQT ,
K = QFQT ,
whence D = CT , which is in contradiction with the fact that D and CT are distinct.
This ends the proof. 
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