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1. INTRODUCCIÓ
Actualment, es genera cada cop més material  audiovisual en format digital, i  la seva 
indexació  és  un  repte  pel  gran  volum de  dades  que representa.  L'anotació  manual 
d'aquest material és un procés molt costós, fet que ha motivat la indústria audiovisual un 
interès  per  les  tècniques  d'anotació  manual  de  continguts.  El  projecte  presentat,  ve 
motivat per dos dels productors de continguts audiovisuals més importants del país, la 
Corporació Catalana de Mitjans Audiovisuals (CCMA) i Mediapro, que col·laboren amb 
la UPC en l'i3media, un projecte parcialment finançat pel govern espanyol.
L’objectiu  d’aquest  projecte de final  de carrera  es  la  identificació automàtica de la 
càmera en una retransmissió televisiva. L'estudi es centra en vídeos en entorns controlats 
en els que la posició de les càmeres és fixa i coneguda a priori com, per exemple, en 
retransmissions esportives, les sessions parlamentàries o les retransmissions de telenotícies. 
En  aquests  casos,  es  coneix  prèviament  el  nombre  de  càmeres  i  les  diferents 
característiques de la imatge depenent de quina càmera l'ha enregistrada. L'estudi es 
planteja  com  un  problema  de  classificació  en  el  que  cal  donar  una  etiqueta 
(l'identificador de càmera) a les imatges que es pretenen analitzar.
La motivació d'aquest  projecte és la identificació de les càmeres de més interès dels 
vídeos per a la posterior detecció d'objectes o persones. Escollir els segments de vídeo 
idonis, facilita la tasca al bloc d'extracció de regions, ja que no s'han de processar tots els 
vídeos, sinó només els segments de la càmera d'interès, com mostra la Figura 1. 
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Figura 1: La detecció de càmeres permet seleccionar les 
càmeres d'interès
La  informació  que  s’utilitzarà  per  classificar  imatges  s’extreu  en  forma  de  descriptors 
visuals  del  format  de  metadades  MPEG-7.  L’estàndard  MPEG-7  defineix  una  sèrie  de 
descriptors  que permeten analitzar  i  caracteritzar  les  característiques perceptuals  dels 
vídeos. Aquests descriptors es poden utilitzar per indexar els continguts en una base de 
dades o, en el nostre cas, per generar noves metadades de caire semàntic a partir del 
seu anàlisi. El  nostre estudi  es centra amb quatre tipus de descriptors globals d'imatge 
definits per MPEG-7: la distribució espacial i l’estructura del color, la homogeneïtat de les 
textures i l'histograma de contorns. Una de les qüestions que es plantegen al projecte es 
l’elecció  del  descriptor  o  descriptors  que  proporcionin  un  millor  resultat  al  fer  les 
comparacions, i la combinació òptima d'aquests.
La metodologia de treball aplicada segueix l'esquema clàssic d'avaluació de sistemes de 
classificació supervisats.  Les  dades disponibles  són dividides en dos grans conjunts:  les 
imatges classificades manualment i  les imatges a classificar.  Les primeres, son imatges 
seleccionades i etiquetades manualment per l’inici de l’estudi, i el segon tipus correspon 
a les imatges que s’han d’etiquetar automàticament segons el tipus de càmera. El primer 
grup s'anomena conjunt d'entrenament i el segon conjunt de prova.
La  classificació  es  realitza  aplicant  l'algoritme  del  K-veïns-més-propers  (K-Nearest 
Neighbours o K-NN). Es tracta d'un classificador no paramètric que, donat una imatge a 
classificar, busca les K imatges d'entrenament que més s'hi assemblin i escull la classe més 
abundant entre aquestes K. La determinació del valor de K és el segon estudi inclòs en la 
memòria, on s'avalua els  avantatges i  inconvenients dels  valors  de K en termes de la 
precisió dels resultats i de la rapidesa en la seva generació.
El  present  projecte  utilitza  una  implementació  de  l'extracció  dels  descriptors  visuals 
realitzada prèviament en el  PFC de Verónica Pérez i  Jordi  Delcor sota la direcció del 
professor Javier Ruiz, que ha estat adaptada a l'entorn de treball pel professor Xavier Giró. 
Per altra banda, el projecte no pretén tampoc estudiar dels millors classificadors, essent el 
classificador K-NN un requeriment d'entrada prèviament implementat pel professor Xavier 
Giró. El present projecte té com a principal virtut la generació d'uns resultats d'utilitat per 
la indústria del país seguint el mètode científic reconegut per la comunitat científica. Els 
resultats  que  es  presenten  volen  ser  un  primer  pas  cap  a  un  futur  anàlisi  de  nous 
descriptors i classificadors que permetin millorar els resultats inicial obtinguts en el present 
treball.
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2. ESTAT DE L'ART
Diverses universitats i grups de recerca d'arreu del món han estudiant el reconeixement 
automàtic de conceptes semàntics  en vídeos  esportius  i  vídeos de retransmissions  de 
telenotícies.
Molts  d'aquests  estudis  han generat algoritmes capaços de detectar  i  classificar  certs 
esdeveniments i  objectes en els partits  de futbol i  en les notícies, i  d'aquesta manera, 
aconseguir seleccionar seqüències per als resums televisius o per generar metadades que 
permetin  indexar-los  en  una  base  de  dades.  Les  grans  audiències  d'aquest  tipus  de 
retransmissions motiva a la indústria per invertir en aquest camp de l'anàlisi audiovisual. La 
majoria de les diferents propostes coincideixen en el seu plantejament base: primer es 
detecten les característiques dels fotogrames que permeten una descripció del contingut 
i després es classifiquen els plans, per posteriorment detectar els esdeveniments, objectes 
o persones.
L'anàlisi d'aquests treballs mostra les problemàtiques comuns i solucions preses pels autors 
durant les recerques, conclusions que poden servir d'ajuda al nostre projecte tant a l'hora 
de desenvolupar-lo com a l'hora d'analitzar els resultats obtinguts.
2.1 Extracció de característiques
El  punt  de  partida  per  a  una  classificació  és   una 
característica del  senyal,  una mesura   de baix  nivell 
que és comú als elements d'una classe semàntica i que 
permet  distingir-ne  una  de  les  altres.  En  el  nostre 
projecte  representem  aquestes  característiques  en 
forma de descriptors visuals del format de metadades 
MPEG-7. Aquests descriptors son una sèrie d'eines que 
permeten  analitzar  i  caracteritzar  el  contingut  de  la 
imatge per a la seva indexació, cerca o comparació.             
Per a vídeos esportius, la gran majoria de treballs han coincidit que pel cas dels vídeos de 
futbol la base és la detecció i extracció de l'àrea de gespa de cada imatge, que sovint 
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Figura 2: La gespa és sovint 
visible en retransmissions de futbol
està representada per la  regió de color  dominant, com mostra la  Figura 2.  Els  estudis 
realitzats  per  A.  Ekin  et  al. [1] i  P.  Xu  et  al.  [2],  coincideixen  en  la  classificació  dels 
fotogrames individualment segons el valor del color dominant, ja que el percentatge de 
gespa aporta informació rellevant a l'hora de classificar els plans.
Per a vídeos de  l'àmbit de telenotícies,  existeixen tres tipus de mètodes: les tècniques 
basades en l'extracció i anàlisi de característiques d'àudio i imatge, les basades només en 
característiques visuals i  els basades en característiques de la parla (àudio). En aquest 
capítol ens centrarem en els dos primers tipus. 
Les tècniques que integren tecnologies de processament d'imatge i reconeixement de la 
parla, com plantegen  A. Hauptmann i M. Witbrock al seu estudi  [6], processen els dos 
senyals  per  separat,  conservant  la  informació del  codi  de temps,  per  poder  tornar  a 
sincronitzar els dos corrents de dades posteriorment. L'extracció de les característiques 
visuals es basa en l'histograma de color per a la comparació entre fotogrames, analitzant 
les semblances i diferències de les diferents distribucions del color. 
Estudis basats només en les característiques visuals, com el realitzat per X. Gao i X. Tang, 
[7], parteixen també de la informació proporcionada per l'histograma de color, i de la 
proporcionada pels  vectors  de moviment entre  fotogrames per  detectar  els  diferents 
segments del vídeo. 
A l'hora de determinar quins descriptors s'han d'utilitzar en el nostre treball i  amb quins 
pesos, s'haurà de tenir en compte el paper del color dominant, ja que com s'ha vist, ens 
pot donar informació rellevant dels fotogrames.
2.2 Classificadors
La  classificació  automàtica  de  grans  quantitats  de  dades  es  una  tasca  de  molta 
importància, com per exemple, als sistemes d'anotació automàtica d'arxius audiovisuals. 
Existeixen  diverses  propostes  de  classificadors  que  poden  adaptar-se  millor  o  pitjor 
depenent del volum de dades o naturalesa del senyal.
Els classificadors s'encarreguen d'identificar la classe semàntica a la qual pertany una 
observació, com una imatge o una regió dins una imatge. Existeixen classificadors binaris, 
que decideixen si la observació és o no de la classe, i classificadors multiclasse, com en el 
nostre cas, on el  classificador assigna alguna de la classes possibles d'un conjunt més 
ampli que no pas el binari.
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Un  dels  classificadors  més  simples  i  intuïtius  és  el  K-Nearest-Neighbours  [10]. Aquest 
mètode  classifica  la  mostra  cercant  primerament  quines  de  les  K  observacions 
classificades  manualment  s'assemblen més  a  la  nova observació a  classificar  per,  en 
segona instància, assignar la classe més comú entre aquestes  K a la nova mostra.  A 
banda d'aquest classificador, existeixen altres mètodes de classificació.
Els estudis analitzats de P. Xu et al. [2], C. Huang et al. [3] i I. Ahn i C. Kim [4], utilitzen un 
classificador de llindar per a determinar el tipus de pla de cada fotograma. Analitzen la 
quantitat  de píxels  de  gespa de  cada fotograma i,  si  el  valor  supera  un  llindar  fixat 
manualment, la imatge és de pla general. En canvi, si esta per sota d'aquest llindar es 
tracta d'un pla mig o curt.
A. Ekin et al. [1] utilitzen el  classificador gaussià per a determinar el tipus de pla. Aquest 
mètode es basa en una corba gaussiana per a determinar a quina classe pertany la 
mostra calculant la probabilitat de cada hipòtesi de les dades. El classificador es defineix 
a partir de l'estimació dels dos paràmetres que caracteritzen les gaussianes: la mitja i la 
variància.
Altres mètodes molt utilitzats  en la classificació de dades són els  SVM (Support Vector 
Machine) [11]  , que generen una frontera de decisió entre les diferents classes i utilitzen 
com a criteri de classificació la situació de la mostra respecte aquesta frontera. Un dels 
seus  avantatges  és  la  seva  eficiència  ja  que  seleccionen  només  les  mostres 
d'entrenament mínimes per definir la frontera, enlloc de totes les mostres com en el cas 
del K-NN.
2.3 Conjunts de dades
Els mètodes de classificació s'utilitzen en diversos àmbits a part del de reconeixement de 
patrons.  Aquests  mètodes  requereixen  dades  d'entrenament,  dades  per  validar  els 
models formulats i dades de prova per extreure resultats.
Encara que cada classificador, depenent dels models que es volen obtenir, necessitarà 
per cada cas diferents distribucions de dades, es poden agrupar en dos grans grups.
Una possible divisió de les dades és en un conjunt d'entrenament i un altre conjunt de 
prova, com s'havia realitzat en aquest estudi en un principi. És la divisió més estesa en 
estudis  de  classificadors.  Les  proporcions,  en  general,  segueixen  els  següents 
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percentatges: 70% del volum total de dades pel conjunt d'entrenament i el 30% restant 
pel conjunt de prova.
Posteriorment s'ha afegit un altre conjunt de dades, el  conjunt de validació, fent una 
divisió més òptima de les imatges per poder avaluar els resultats obtinguts, com detallen 
en el seu estudi del classificador SVM, [9], L. J. Cao i Francis E. H. Tay (Figura 3). Es parteix 
d'un  conjunt  d'entrenament,  que  serveix  per  entrenar  el  classificador,  aquest  conjunt 
manté  el  volum  d'aproximadament  el  70%  del  total  de  dades.  Sobre  el  conjunt  de 
validació es  proven  els  models  generats  pel  classificador  per  seleccionar  els  seus 
paràmetres  de  configuració  òptims.  El  conjunt  de  prova s'utilitza  per  avaluar  la 
classificació obtinguda i extreure resultats. 
2.4 Entrenament dinàmic
En el nostre treball hem de plantejar com s'inicialitzaran les tècniques de classificació, ja 
que, tot i tractar-se d'entorns controlats, poden produir-se variabilitats amb un alt impacte 
visual.  El  cas  més  clar  es  troba  en  les  retransmissions  esportives  a  l'aire  lliure,  on  les 
condicions de llum o escenari depenen de factors com l'horari de l'enregistrament o el 
número  i  distribució  d'espectadors  a  les  grades.  Als  estudis  analitzats  aquesta  fase 
d'inicialització dels algoritmes acostuma a existir tot i que varia segons els requeriments de 
l'aplicació final. 
L'algoritme de detecció del color  de P. Xu et al. [2] utilitza una fase d'aprenentatge inicial 
per poder adaptar-se a les variacions de luminància durant el partit. Determina el color 
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Figura 3: Divisió de les dades en conjunts utilitzada per mètodes de 
classificació
de la gespa de cada vídeo utilitzant 50 fotogrames escollits aleatòriament del segment 
inicial del vídeo (uns 5 minuts) i analitza el seu histograma de color per a la component de 
to. Es realitza la suma d'aquests valors i s'obté la mitja.
L'adaptació dels paràmetres utilitzada per A. Ekin et al.  [1] detecta la variació del color 
dominant  durant  una  fase  d'inicialització  que  es  realitza  per  als  segments  de  vídeo 
d'abans de l'inici del parit.
2.5 Aplicacions
Per una banda, les fases d'extracció de característiques de la imatge i la classificació dels 
fotogrames son comunes a la majoria d'estudis. Però a l'hora de l'anàlisi del vídeo a mig o 
alt nivell, les tècniques divergeixen.
2.5.1 Classificació del tipus de pla 
Una possible aplicació del nostre projecte és la  detecció automàtica de canvis de pla i, 
d'aquesta manera, segmentar la seqüència de vídeo segons els plans que la composen. 
Aquesta és una informació molt lligada la identificació de càmeres, ja que un canvi de 
càmera suposa també un canvi de pla. 
La detecció dels  canvis  de pla és  una tècnica que s'utilitza com a primer  pas en el 
processament de vídeo en general, i a part de tenir un llarg historial de recerques encara 
no  s'ha  arribat  a  resoldre  completament.  Aquesta  classificació  permet  distingir  els 
diferents segments del vídeo que pertanyen a les diferents vistes. Com ja s'ha mencionat 
anteriorment, s'apliquen diverses tècniques de reconeixement.
El problema dels vídeos esportius en aquest domini és que no existeix molta diferència a 
nivell de color entre els diferents canvis de pla. El terreny de joc es segueix mantenint com 
a focus  a la majoria de plans,  i  per  tant,  els  diferents  plans  i  càmeres  són difícils  de 
detectar. Són molt útils les observacions sobre el comportament dels vídeos detallades a 
l'estudi de l'estructura temporal de P. Xu et al. [2] per a la detecció del tipus de pla:
 Durant el joc, generalment el pla que predomina és el general, per poder seguir 
l'estat del partit.
 Durant les aturades del joc, zooms i plans curts són les vistes mes utilitzades, ja que 
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mostren la causa de l'aturada. 
 Les transicions entre aquests dos estats esta sempre dins d'un rang de temps.
 Els gols són l'esdeveniment més significatiu dels partits, a nivell de comportament 
de vídeo, sovint aquest esdeveniment ve rodejat per un patró de característiques: 
una  aturada  del  joc,  plans  de  l'audiència  i  repeticions  a  càmera  lenta  de  la 
jugada.
Per a la classificació dels fotogrames en un dels tres tipus de vista (pla general, pla mig i 
pla  curt),  es  calcula  el  nivell  de  píxels  que  corresponen  a  gespa entre  la  mida  del 
fotograma, i es classifica la imatge en un dels tres tipus segons uns valor límits (determinats 
anteriorment durant una fase d'aprenentatge manual). La  Figura 4 mostra els diferents 
tipus de plans mencionats,  pla general,  pla mig i  pla curt  (d'esquerra a dreta).  En els 
exemples  mostrats,  el  percentatge  de  gespa aporta  informació  rellevant  a  l'hora  de 
classificar el pla. 
Una de les tècniques utilitzades per és la classificació entre joc i aturada de P. Xu et al. [2].
Es basa en la classificació de plans seguint un criteri de plans veïns (és a dir, els plans dels 
fotogrames anterior i  posterior), una pauta de comportaments estudiats prèviament. El 
tipus Joc, son aquells fotogrames on la pilota és dins dels límits del camp, i el joc no s'atura 
per l'àrbitre, i el tipus Aturada, quan la pilota és fora dels límits del camp o l'àrbitre atura el 
joc. Aquesta classificació té la finalitat de poder extreure més còmodament els segments 
d'interès  per  als  resums,  descartant  el  tipus  de  plans  que  no  interessi  visualitzar.  El 
problema  associat  a  aquest  mètode  és  que  les  repeticions  de  les  jugades  seran 
classificades com a joc i els anuncis com a aturada, segments del vídeo que potser no es 
volen visualitzar.
En l'àmbit dels vídeos de retransmissions de telenotícies, les tècniques de detecció de 
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Figura 4: Tipus de plans més habituals en els partits de futbol
canvis de pla desenvolupades per A. Hauptmann i M. Witbrock al seu estudi [6], i X. Gao i 
X.  Tang,  [7],  es  basa en  dos  esdeveniments:  l'aparició  de fotogrames  en  negre,  que 
s'introdueixen a l'inici  i  al final dels anuncis per raons tècniques, i  en els canvis bruscos 
entre els  diferents  histogrames de color.  S'analitzen els  histogrames de color  de cada 
parell  de fotogrames dividint les imatges en blocs, com mostra la  Figura 5, i  extraient i 
comparant la distribució del color.
2.5.2 Detecció de repeticions
A les retransmissions de vídeos esportius les repeticions de les jugades donen l'oportunitat 
de detectar esdeveniments significatius i ofereixen una eina per muntar resums televisius. 
Aquestes repeticions es poden detectar a través dels logotips de la competició o cadena 
que apareixen als  fragments  inicial  i  final  de la repetició.  La tècnica de detecció de 
logotip [3] analitza les diferències de color i luminància entre dos fotogrames consecutius, 
i un cop trobats, els fotogrames on apareix el logotip, extreu els següents fins a la propera 
aparició. La Figura 6 mostra exemples d'aparicions de logotips que marquen l'inici i final 
d'una repetició en el llenguatge de les retransmissions esportives.
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Figura 6: Aparicions de logotips televisius
Figura 5: Entre aquestes dos imatges existeixen 8 blocs que 
tenen el mateix histograma de color
2.5.3 Detecció d'objectes i persones
Diverses  aplicacions  es  basen  en  la  detecció  de  certs  objectes  característics  en  les 
imatges. La seva detecció pot ser valuosa per si mateixa o pot servir com a una dada 
més per a detectar altres objectes o esdeveniments. En els dominis considerats, els estudis 
analitzats s'han centrat en diversitat d'objectes. Cal tenir present que, en la majoria de 
casos, la representació visual dels objectes és molt variable segons el tipus de càmera o 
de pla des del qual les imatges són adquirides.
En el domini futbolístic, els objectes o regions que de més interès són:
 Àrea  d'audiència [2]:  aquesta  àrea  representa  la 
segona regió amb més aparició dels vídeos de futbol. 
Es  detecta  segons  la  diferència  de  les  densitats  de 
textura  de  les  dos  regions.  La  textura  d'una  imatge 
representa la seva regularitat. La regió d'audiència és 
molt irregular (conté molts colors diferents com mostra 
la Figura 7) en comparació a la regió de camp.
 Jugadors [5]: per a detectar la posició dels jugadors es fa servir un mètode gràfic a 
través de màscares visuals. El primer pas d'aquesta tècnica és obtenir una màscara 
del camp (la regió de gespa), que es troba aplicant a la imatge un algoritme de 
seguiment de fronteres i agafant la regió que queda dins dels límits. S'utilitzen unes 
plantilles de cerca que recorren la part de la imatge de la màscara de camp amb 
una finestra de cerca. Un cop localitzades les posicions dels jugadors, es realitza 
una predicció de la seva posició en els següents fotogrames. 
 Identificació  de  l'equip [5]:  aquesta  tècnica  utilitza  la  distribució  espacial  dels 
colors per identificar els colors dels dos equips de cada partit. Divideix la imatge en 
files i obté la mitja de cada component de color. Aquest paràmetre es compara 
amb la distribució del model de l'equip, aquest model s'obté de les imatges inicials 
del partit, en una fase d'entrenament manual.
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Figura 7: Àrea d'audiència
 Àrbitres [1] i [3]: parteix de la característica de que els àrbitres vesteixen diferent als 
jugadors. L'aparició de l'àrbitre pot significar un esdeveniment de importància del 
partit.  Es  proposen  tècniques  que  inclouen  una  fase  d'entrenament  supervisat 
basant-se  en  l'anàlisi  de  plans  curts  i  en  els  diferents  colors  que  apareixen  en 
aquest tipus de vistes. 
 Zona de penalti [1] i  [3]: l'aparició de 2 o 3 línies del 
camp paral·leles en un pla general pot representar 
que s'està mostrant la porteria, això pot representar 
un  esdeveniment  important  del  partit  ja  que  els 
jugadors estan a prop o dins de l'àrea de penalti. La 
detecció es realitza amb l'ús de filtres de detecció, 
que representen la forma d'aquestes línies, com mostra la Figura 8. La detecció de 
les línies de camp és més efectiva que la detecció de la porteria, ja que la textura 
del fons, que en el cas de la porteria és l'audiència, pot confondre els filtres.
En  el  domini  de  les  retransmissions  de  telenotícies,  la  presencia  del  presentador és 
important per determinar l'inici i el final dels diferents segments de notícies. La tècnica de 
detecció de presentadors desenvolupada per A. Hauptmann i M. Witbrock al seu estudi 
[6],  determina l'histograma de color  característic dels  fotogrames on apareix  aquesta 
persona  o  persones,  i  a  través  de  la  comparació,  classifica  els  fotogrames  següents 
segons un criteri de semblança. La Figura 9 mostra diferents aparicions de presentadors a 
través d'un vídeo de telenotícies, es pot deduir que les característiques dels histogrames 
de color son molt semblants entre aquestes imatges.
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Figura 9: Aparicions de presentadors en 
un vídeo de telenotícies
Figura 8: Les línies de l'àrea 
de penalti serveixen per 
identificar la zona
2.5.4 Detecció d'esdeveniments
Els gols són l'esdeveniment més significatiu dels partits de futbol, per això, la majoria dels 
estudis  consultats  de  l'àmbit  esportiu  dediquen  una  especial  atenció  a  aquest  tipus 
d'esdeveniments. Una de les tècniques utilitzades és el seguiment del comportament del 
vídeo  seguint una pauta de comportament d'aquest esdeveniment[1], basant-se en les 
característiques visuals que han de seguir els diferents plans previstos. Si  la successió dels 
diferents plans coincideix amb els previstos, es classifica a aquest grup de fotogrames 
com un possible esdeveniment. Els resultats  encara no són del  tot bons, ja que sovint 
s'introdueix al resultat segments del vídeo que no corresponen a aquest esdeveniment.
La detecció d'anuncis [6] i [7], en els vídeos de telenotícies serveix per descartar aquests 
segments del vídeo, ja que no han de ser indexats. L'aparició d'aquest esdeveniment ve 
marcada per l'aparició de fotogrames en negre i un canvi brusc en l'histograma de color.
2.5.5 Resums televisius
La  generació  automàtica  de  resums  televisius  a  partir  de  la  detecció  d'objectes  i 
esdeveniments  és  l'objectiu  de  molts  estudis  de  vídeos  esportius.  Els  paràmetres  més 
utilitzats són la detecció de repeticions i gols. El resultat que es vol obtenir és una eina 
adaptable a les preferències de l'usuari a l'hora de generar el resum.
2.5.6 Navegació
La interacció de l'usuari  amb els  continguts  multimèdia és  un àmbit  que es  troba en 
expansió.   Els  algoritmes  d'anàlisi  permeten  generar  metadades  per  a  navegar  pel 
contingut. Aquestes metadades permeten caracteritzar la diferent informació que es vol 
ressaltar,  per  exemple,  a  través  de  l'extracció dels  fotogrames  més  representatius  de 
cada segment del vídeo.
2.5.7 Generació de metadades per a la indexació
La generació de descripcions del contingut permet l'etiquetatge dels vídeos al ser inserits 
15
en  bases  de  dades.  Aquestes  etiquetes  inclouen  informació  de  les  característiques 
semàntiques  dels  vídeos   i  permeten  als  mecanismes  de  cerca  trobar-los  amb  més 
facilitat. 
Existeixen diverses llibreries digitals de notícies com la  Informedia Digital Library [6], que 
posseeix  diverses  tècniques  d'indexació  davant  de  la  necessitat  d'afegir  continguts 
diàriament.  Les recerques realitzades pels autors  A. Hauptmann i M. Witbrock generen 
metadades  associades  a  cada  segment:  títols,  fotogrames  significatius  per  a  cada 
història,  resums,  etc.   Aquestes  metadades  es  combinen amb la retransmissió,  i  tot  el 
conjunt s'indexa al catàleg de la llibreria. 
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3.ARQUITECTURA
En aquest capítol es presenta com s'han organitzat les dades i processos necessaris per 
realitzar l'estudi i quin paper tenen les aplicacions utilitzades per la recerca.
L'anàlisi  dels  vídeos de treball  es  fa a nivell  d'imatge, fent un anàlisi  independent per 
cadascun dels fotogrames. Les imatges són anotades manualment i separades en tres 
conjunts, un d'entrenament, un segon de validació i un tercer de prova. El primer serveix 
per entrenar un conjunt de models de les càmeres, el segon s'empra per determinar els 
paràmetres  de  configuració  òptims  del  classificador,  i  el  tercer  per  avaluar  el 
funcionament  de  l'algoritme  d'anotació  automàtica.  La  Figura  10 mostra  el  procés 
general i el paper de les dades presentades en aquest capítol.
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Figura 10: Gràfic general del procés
3.1 Corpus de dades anotades manualment
El criteri per entrenar i avaluar l'algoritme de detecció automàtica de càmeres es basa 
en les anotacions manuals subministrades per les empreses productores del corpus. Les 
anotacions manuals defineixen els resultats desitjats i  que es voldrien reproduir sense la 
intervenció humana durant la classificació. 
Els usuaris finals del sistema d'anotació automàtica, la CCMA i Mediapro, van formular els 
requeriments del sistema en forma del comportament esperat del sistema, és a dir, amb 
una sèrie d'anotacions manuals de les dades de treball codificats en un full de càlcul. 
Per  als  vídeos  dels  partits  de  futbol  proporcionats  pel  departament  d'investigació  de 
Mediapro, els identificadors assignats segueixen una nomenclatura proporcionada pels 
propis productors dels continguts. Les càmeres utilitzades són: dues càmeres Màster, una 
per plans generals i una altra per plans curts, dos càmeres de fora de joc, una a cada 
banda de l'estadi,  dos  càmeres  pesseta,  dos  càmeres  per  les  porteries,  una càmera 
situada sobre de la  porteria  esquerra,  una Steady Camp que mostra  els  grans  plans 
generals de tot l'estadi, i una càmera per a la banqueta. La Figura 11 mostra la disposició 
de les càmeres al camp i la seva llegenda.
Una de les anotacions disponibles es va realitzar per a un vídeo de cinc minuts amb un 
resum d'un partit,  el  Saragossa – Deportivo de la Corunya de la temporada 2007/08. 
Aquest vídeo ha estat processat per extreure'n els fotogrames que el composen, un total 
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Figura 11: Situació de les càmeres al camp en una retransmissió de partit de 
futbol
de 8,000 imatges aproximadament. Les anotacions manuals realitzades per aquest partit 
(Taula 1) mostren el control de temps marcant l'inici i el final de cada càmera utilitzada i 
la duració de cada pla.
Per una altra banda, disposem de fotogrames clau (keyframes) extrets automàticament 
de vídeos de retransmissions del Canal Parlament i de les retransmissions de Telenotícies, 
proporcionats  pel  departament  d'investigació  de  la  Corporació  Catalana  de  Mitjans 
Audiovisuals  (CCMA).  En  aquest  cas  no  es  disposava  d'anotacions  manuals  de  les 
seqüències, així que es van generar en el marc d'aquest projecte de final de carrera i van 
ser  posteriorment  revisats  i  aprovats  per  la  CCMA. .  La  seva anotació manual  es  va 
plantejar estudiant la distribució de les càmeres basada en el contingut i la seqüència 
temporal de les imatges.
Pels vídeos del Canal Parlament, es proposa una distribució de les càmeres com mostra la 
Figura  12.  Per  cada  identificador  de  càmera,  s'anoten  manualment  les  imatges 
corresponents.
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Figura 12: Distribució plantejada de les càmeres al Saló de Sessions 
del Parlament de Catalunya
Taula 1: Anotacions manuals del partit Saragossa - Corunya
En  el  cas  dels  fotogrames  extrets  de  retransmissions  de  Telenotícies,  el  nombre  de 
càmeres és més reduït. Els identificadors que es plantegen es mostren a la Taula 2
Identificador Càmera Tipus de pla 
1 Plató Pla general
2 Presentador 1 Pla curt
3 Presentador 2 Pla curt
4 Presentador Temps Pla mig llarg, pla mig curt
5 Presentador Esports Pla mig curt
Taula 2: Distribució plantejada de les càmeres del Telenotícies
3.2 Extracció d'imatges
Del  vídeo  de  futbol  disposem  de  la  seva 
anotació  manual  en  forma  de  codis  de 
temps. Per poder utilitzar-lo posteriorment per 
a  realitzar  proves  es  van  extreure  els 
fotogrames.  L'aplicació  utilitzada  per 
l'extracció, Free Studio (Figura 13), converteix 
un  vídeo  d'entrada  en  imatges  del  format 
JPEG.  Permet  seleccionar  la  freqüència 
d'extracció  de  les  imatges  (per  exemple 
cada fotograma,  cada segon,  etc.)  i  admet  una gran varietat  de formats  de  vídeo 
d'entrada (avi, divx, mpg, etc.).
Per poder treballar més còmodament amb les imatges, s'han reanomenat per codi de 
temps, extraient primerament el prefix amb el nom del partit que afegeix  Free Studio, i 
posteriorment  dividit  en  carpetes  de  1'000  imatges  cadascuna  a  través  d'un  script 
(football rename), que es troba a l'Annex II .
3.3 Descriptors visuals
Per  poder  treballar  amb  la  comparació  entre  imatges  necessitem  extreure'n  les 
característiques  que  ens  interessen.  Aquesta  tasca  es  realitza  sota  el  format  de 
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Figura 13: Software Free Studio
metadades  MPEG-7/XML,  que  ofereix  una  sèrie  de  descriptors  per  a  caracteritzar  i 
analitzar el contingut audiovisual, a més d'afegir aquesta informació al contingut.
Aquest format permet definir dos tipus de descriptors: d'alt nivell i de baix nivell. Els primers 
contenen informació semàntica del contingut, com per exemple informació sobre la seva 
creació, informació sobre el format utilitzat, sobre els drets d'autor, punters cap a altres 
materials  rellevants,  etc.  Els  del  segon  tipus  (que  son  els  que  ens  interessen)  son  els 
referents  a  les  característiques  perceptuals  del  senyal,  per  exemple,  en el  cas  de les 
imatges, el color, contorns, formes, etc.
En aquest estudi ens hem centrat en els següents descriptors:
● Color Layout: permet representar la distribució espacial del color de les imatges. És 
un descriptor útil a l'hora de buscar imatges a partir de models determinats i es fa 
servir en comparacions de seqüències d'imatges. No depèn ni del format, ni de la 
resolució, ni del marge dinàmic de les imatges o vídeos pels quals s'utilitza. Permet 
comparar  imatges  senceres  o  parts  d'aquestes,  i  amb  diferents  precisions  de 
descripció.
● Color Structure: aquest descriptor caracteritza la distribució dels colors dins d'una 
imatge en un histograma de color, en el qual tindran més importància els colors 
que més estan repartits a la imatge. Permet distingir entre dos imatges que tinguin 
la mateixa quantitat de píxels d'un color però amb diferents distribucions d'aquests 
píxels.
● Homogeneous Texture: es tracta d'una eina important a l'hora de buscar i escollir 
dins de grans col·leccions de imatges de gran semblança visual. Utilitza un banc 
de filtres per obtenir una descripció de les diferents textures de la imatge per poder 
comparar-la amb altres.
● Edge  Histogram: es  un  descriptor  que  ens  facilita  informació  sobre  el  tipus  de 
contorns que es donen a la imatge. Treballa dividint la imatge en sub-imatges, i 
analitzant  els  tipus  de contorns  a través  de filtres  verticals,  horitzontals,  oblics  o 
aleatoris. 
L'extracció dels descriptors es basa en la implementació de Jordi Delcor i Verónica Pérez 
[12]dins el paquet de programari  SoftImage del Grup de Processament de la Imatge de 
la UPC. Els descriptors han estat generats amb l'aplicació B_PERCEPTUAL, que analitza el 
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contingut de cada imatge d'entrada per calcular els descriptors visuals que se li indiquen 
en un fitxer  de configuració. Genera arxius  en format MPEG-7/XML, que contenen les 
característiques. L'Annex III inclou un exemple de fitxer amb els quatre descriptors.
3.4 Partició de les dades
Els fotogrames de cada vídeo es distribueixen en tres conjunts d'imatges. El primer son les 
imatges d'entrenament, que corresponen a un volum del 70% del total  d'imatges. Són 
etiquetades  manualment,  i  serveixen  per  generar  models  semàntics  en  el  procés 
d'entrenament. A partir d'aquests models, el procés d'identificació genera les anotacions 
automàtiques sobre el segon conjunt d'imatges de validació, que correspon a un 15% del 
total. Per avaluar els resultats obtinguts es repeteix el procediment pel conjunt de prova 
amb  els  paràmetres  de  configuració  que  han  donat  millors  resultats,  que  també 
correspon al 15% d'imatges de cada vídeo. 
Per generar les divisions de les imatges, s'ha implementat un fitxer script (1_datasets) que 
separa el total d'imatges amb els percentatges corresponents a cada conjunt i escriu en 
fitxers de sortida les ubicacions en disc de les descripcions de les imatges corresponents. 
Aquest  fitxer  script està  inclòs  a  l'Annex  II.  Aquesta  divisió  serveix  per  realitzar  les 
anotacions manuals dels diferents conjunts i guiar l'aplicació d'anotació automàtica.
La distribució dels directoris ha seguit una estructura dividida segons les diferents fases del 
procés. S'ha generat un directori amb les ubicacions de les descriptors de les imatges dels 
tres conjunts de cada vídeo analitzat, els dos tipus d'anotacions (manual i automàtica) en 
els  directoris  corresponents  a  cada  subconjunt  de  dades,  els  models  dels  diferents 
identificadors de càmera del classificador i un directori d'avaluació de resultats. La Figura
14 mostra aquesta distribució de directoris.
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3.5 Anotacions manuals 
Les  anotacions  manuals  han  estat 
generades per un usuari expert a partir 
dels  documents  subministrats  per  la 
CCMA  i  Mediapro.  A  nivell  pràctic, 
s'han  implementat  agrupant  les 
imatges de cada càmera en carpetes 
del  sistema  operatiu  (Figura  15), 
cadascuna  d'elles  amb  un  nom 
identificatiu de la càmera assignada.
3.6 Col·leccions d'anotacions manuals per entrenament
La part  d'anotacions manual  utilitzades per  l'entrenament són explorades per  un altre 
fitxer script (4_annotations), que s'adjunta a l'Annex II. Aquest script genera una descripció 
MPEG-7/XML que descriu la col·lecció d'anotacions manuals fetes per a cada domini. 
Aquestes col·leccions són emmagatzemades en el mateix directori  que les anotacions 
manuals amb un format adequat per ser processades a l'hora de generar els models pels 
classificadors.
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Figura 14: Directoris generals de l'entorn de prova
Figura 15: Les anotacions manuals s'implementen 
agrupant les imatges per cada classe semàntica
3.7 Models
Els models de cada classe semàntica es generen a partir de les anotacions manuals del 
conjunt  de  dades  d'entrenament.  L'aplicació  B_TRAINER  utilitza  les  col·leccions 
d'anotacions manuals en  MPEG7/XML per generar un nou fitxer de sortida MPEG-7/XML 
que  descriu  els  paràmetres  que  utilitzarà  el  classificador.  Encara  que  en  el  present 
projecte només s'ha considerat el  classificadors K-NN, aquesta etapa de l'arquitectura 
permet en el futur realitzar experiments amb altres tipus de classificadors.
3.8 Anotacions automàtiques
Aquestes anotacions són el resultat d'etiquetar les imatges automàticament a través del 
programa B_IDENTIFIER. Per a cada imatge d'entrada, es genera una etiqueta de sortida 
amb l'identificador de la càmera. 
Per  una banda,  el  B_IDENTIFIER  utilitza els  models  de càmera generats  per  l'aplicació 
B_TRAINER, que agrupa les imatges etiquetades amb un mateix identificador de càmera. 
Per altra banda, els fitxers  script que generen les anotacions automàtiques exploren els 
fitxers  que  contenen  els  llistats  de  cada  subconjunt  de  dades,  generats  prèviament 
durant la partició de les dades. 
Per  al  conjunt  de  validació,  es  realitzen  les  anotacions  automàtiques  per  a  cada 
descriptor visual i per a diferents valors del paràmetre de configuració K del classificador, 
com il·lustra la Figura 16.  Aquests paràmetres d'entrada s'indiquen a B_IDENTIFIER  a través 
d'un script (4_validation) que s'adjunta a l'Annex II.  
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Figura 16: Es realitza l'anotació automàtica per cada descriptor i per  
cada k del classificador
El classificador K-NN  primer cerca les K imatges més semblants d'entre els fotogrames 
etiquetats  manualment.  Seguidament  adjudica  a  la  imatge  d'entrada  la  classe  més 
comuna entre aquestes K trobades. La successió de la Figura 17 mostra exemples gràfics 
per a diferents valors del paràmetre K.
Per a cada imatge etiquetada automàticament, l'aplicació B_IDENTIFIER genera un fitxer 
de registre (log) que indica el percentatge de semblança que té cadascuna de les K 
imatges trobades, la classe a la qual pertanyen i quina és la classe més comuna entre 
aquestes, i per tant la etiqueta final.
Un cop determinats els valors adients per a la classificació, es generen les anotacions 
automàtiques pel conjunt de prova, tot indicant el descriptor i el paràmetre K escollits del 
classificador al script corresponent (5_test), que també s'adjunta a l'Annex II. 
3.9 Avaluació
Per poder extreure resultats, s'ha creat un procés 
d'avaluació  que  compara  les  anotacions 
manuals  i  les  automàtiques  realitzades  pels 
conjunts de validació i de prova, com mostra la 
Figura 18.
Per  poder  comparar  les  dos  anotacions,  s'ha 
generat un  script (anotacions_manuals) que llista 
en  un  fitxer  de  text  totes  les  imatges  anotades 
manualment  dels  conjunts  de  validació  i  de 
prova, així com el seu corresponent identificador 
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Figura 18: Avaluació de resultats
Figura 17: Exemples del funcionament del classificador per a diferents valors de K
de càmera. El llistat està ordenat segons el codi de temps de les imatges, codificat en el 
nom dels fitxers.
Un altre  script  (6_evaluation_validation),  fa el  mateix procediment amb les anotacions 
automàtiques, i les compara amb les manuals, generant un fitxer per cada descriptor i 
per  cada K.  Aquests  fitxers  contenen per  a cada imatge,  una variable que indica si 
l'anotació  ha  sigut  errònia  o  correcte  (“1”  o  “0”)  i  un  percentatge  que  mostra  les 
anotacions correctes entre les totals. Ambdós codis estan inclosos a l'Annex II. Comparant 
els diferents percentatges, es determinen els valors òptims de configuració de l'algoritme 
de classificació per al conjunt de prova.
El  script  6_evaluation_test (inclòs  a  l'Annex  II),  genera  i  compara  les  anotacions 
automàtiques  del  conjunt  de  prova  amb  les  manuals  (generades  pel  script  
anotacions_manuals) en un altre fitxer. Aquest document conté els noms de les imatges, 
una variable que indica si l'anotació ha estat errònia i percentatges d'encert per a cada 
càmera utilitzada.  
Finalment, obtenim resultats numèrics, recomptant les anotacions correctes entre el total 
d'imatges anotades. Els fitxers de resultats són manualment exportats en un programari de 
fulls de càlcul per generar gràfiques que il·lustren els resultats.
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4.EXPERIMENTS
A  través  d'una  sèrie  d'experiments  es  determinen  el  descriptors  i  el  paràmetres  de 
configuració  del  classificador  per  obtenir  bons  resultats  en  l'anotació  automàtica  de 
càmeres. 
Un primer  pas  és  realitzar  experiments  qualitatius  per  entendre el  comportament  dels 
descriptors  visuals.  Un  cop  dissenyada  l'arquitectura,  la  segona  etapa  consisteix  en 
analitzar els resultats sobre el  conjunt de validació per, en una última etapa, extreure 
resultats sobre el conjunt de prova.
4.1 Estudi qualitatiu dels descriptors visuals
Per avaluar  els  descriptors  visuals  escollits  es  realitzen diferents  experiments  a diferents 
nivells  del  procés.  Els  descriptors  són un paràmetre d'entrada de la fase de detecció 
automàtica.  B_IDENTIFIER,  l'aplicació implementada per  realitzar  aquesta fase,  permet 
seleccionar-los per separat. Com menys paràmetres d'entrada utilitzi aquesta aplicació, 
trigarà menys temps en generar les anotacions automàtiques, per aquest motiu, cal fer un 
estudi  dels  descriptors  que ofereixin més informació sobre les característiques que ens 
interessen. 
Per determinar quins descriptors ofereixen millors 
resultats,  s'ha  realitzat  un  experiment  que 
considerava cada descriptor per separat. Això 
s'ha  realitzat  seleccionant  només  un  dels 
descriptors  per  a  cada  cas  en  el  fitxer  de 
configuració de l'aplicació B_DETECTOR.
A partir d'unes quantes anotacions manuals de 
cada identificador de càmera, i  a través d'un 
script  (4_descriptors),  s'ha  generat  un  procés 
que  troba  les  imatges  més  semblants  entre  unes  quantes  imatges  seleccionades  i 
etiquetades manualment, per a uns quants fotogrames del vídeo. La  Figura 19 mostra 
aquest procés. Els resultats s'han analitzat a partir de les anotacions manuals, comparant 
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Figura 19: S'estudia el comportament de 
cadascun dels descriptors visuals
els  resultats  visualment  dels  diferents  plans  i  càmeres.  A  l'Annex  II  es  troba  el  script 
mencionat.
En  general,  els  descriptors  de  color,  Color  Layout i  Color  Structure,  han  donat  bons 
resultats, encara que per a plans curts s'han produït errors d'etiquetatge. El descriptor que 
ha  generat  menys  errors  és  Color  Structure,  que  en  els  plans  generals  no  ha  donat 
pràcticament cap error.
Els descriptors de textura utilitzats,  Texture Homogeneous i  Edge Histogram, no han ofert 
gaire bons resultats per a plans generals i mitjos, ja que les imatges resultants queden molt 
barrejades entre sí.  Però per  a plans curts  el  descriptor Edge Histogram ha ofert  bons 
resultats.
4.2 Llistes ordenades
L'aplicació B_RANKER permet generar llistes ordenades per grau de semblança del grup 
d'imatges anotades manualment. Un dels primers experiments va ser generar les llistes i 
visualitzar-les amb l'aplicació GOS. 
L'aplicació realitzada per Sílvia Cortés en el seu Projecte Final de Carrera, Graphic Object 
Searcher  (GOS),  permet  visualitzar  aquestes  llistes  (Figura  20).  L'objectiu  d'aquest 
programa és proporcionar una interfície gràfica per a la cerca d'imatges en una base de 
dades a partir d'una imatge exemple.
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Figura 20: Aplicació Grpahic Object Searcher (GOS)
4.3 Estudi quantitatiu dels descriptors visuals i del paràmetre K del classificador 
Per estudiar el comportament de cadascun dels descriptors visuals i dels diferents valors 
de la K  de l'algoritme K-NN a partir  de l'aplicació B_IDENTIFIER  s'han generat  diversos 
mètodes d'avaluació com es descriu al capítol d'arquitectura.
El  conjunt  de  validació  de  cada  vídeo  ens  serveix  per  determinar  quins  paràmetres 
aplicarem al  conjunt de prova. S'han obtingut resultats per a cadascun dels descriptors 
visuals i per a cada K en un rang de valors, encara que els resultats han variat en funció 
del tipus de vídeo i nombre de càmeres. 
4.3.1 Retransmissions de futbol
La  Taula 3 mostra els percentatges d'encert de cada descriptor en funció de la K, pel 
vídeo del partit de futbol analitzat.
K Color Layout Color Structure Texture Edge Histogram
1 59% 61% 38% 49%
2 59% 64% 39% 50%
3 58% 64% 39% 51%
4 58% 65% 39% 50%
5 59% 64% 39% 51%
6 59% 65% 40% 52%
7 59% 65% 40% 52%
8 59% 65% 39% 53%
9 59% 65% 39% 53%
10 59% 65% 40% 53%
Taula 3: Percentatges d'encert del vídeo de futbol per a cada descriptor i K considerats
Es pot observar que el descriptor que ha donat millors percentatges d'encert és el Color 
Structure per a una K=4, i que a partir d'aquest valor, les diferents K no mostren canvis 
significatius.
4.3.2 Retransmissions parlamentàries
En  el  cas  dels  vídeos  de  les  retransmissions  del  Canal  Parlament,  s'han  realitzat 
experiments per a valors de K d'un rang més reduït,  entre 1 i  5. La  Taula 4 mostra els 
percentatges d'encert de cadascun dels descriptors per als diferents valors de K.
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K Color Layout Color Structure Texture Edge Histogram
1 88% 83% 71% 88%
2 84% 82% 71% 83%
3 85% 81% 75% 84%
4 84% 81% 75% 83%
5 84% 82% 74% 83%
Taula 4: Percentatges d'encert del vídeo del Canal Parlament per a cada descriptor i K 
considerats
Per aquest tipus de vídeo, els resultats són millors ja que el nombre de càmeres és més 
reduït. Dos descriptors diferents han donat el mateix percentatge d'encert, encara que el 
descriptor de color, per als diferents valors de K, dona valors lleugerament més alts. Per 
tant,  l'anotació automàtica del  conjunt  de prova es  realitza amb el  descriptor  Color 
Layout i amb una K de valor 1. 
4.3.3 Retransmissions de Telenotícies
Pels vídeos de retransmissions de telenotícies els resultats d'encert per a cada classificador 
i valor de K es presenten a la Taula 5.
K Color Layout Color Structure Texture Edge Histogram
1 97% 86% 49% 87%
2 100% 82% 54% 91%
3 94% 84% 43% 91%
4 95% 80% 52% 91%
5 94% 86% 50% 93%
Taula 5: Percentatges d'encert del vídeo de Telenotícies per a cada descriptor i K considerats
Com es pot observar, el millor resultat l'ofereix la combinació del descriptor Color Layout 
per  a  una  K  de  valor  2.  Amb  aquests  paràmetres  de  configuració  es  realitza  la 
classificació del conjunt de prova.
4.4 Estudi del comportament de les diferents càmeres
Un cop determinats  el  descriptor  i  el  paràmetre  de configuració del  classificador,  es 
realitza l'anotació automàtica del conjunt de prova de cada vídeo. Els resultats extrets 
serveixen per  estudiar  el  comportament  de les  càmeres  i  per  determinar l'origen dels 
errors.
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El sistema d'avaluació del conjunt de prova genera un fitxer que inclou els percentatges 
d'encert de cada càmera considerada, i el sistema d'anotació automàtica genera un 
fitxer que mostra les diferents classes considerades durant el procés de classificació. A 
partir d'aquests fitxers es fa un estudi de quines càmeres generen menys errors, i quines 
càmeres generen confusió.
4.4.1 Retransmissions de futbol
Per  al  partit  de  futbol,  s'han  classificat  les  imatges  del  conjunt  de  prova  utilitzant  el 
descriptor Color Structure i una K de valor 4, la combinació que ha donat millors resultats 
per al conjunt de validació. La Taula 6 i la  Gràfica 1 mostren els diferents percentatges 
d'encert de cada càmera.
CAM ID % ENCERT
1 0%
3 100%
4 27%
6 0%
8 55%
10 95,00%
Taula 6
Les  càmeres  que han donat  bons  resultats  (3  i  10)  corresponen a càmeres  de plans 
generals. En canvi, les classes que han generat més errors (1 i 6) corresponen a càmeres 
que  mostren  més  d'un  tipus  de  pla,  mitjos  i  curts.  La  Figura  21 mostra  exemples  de 
fotogrames de les diferents càmeres mencionades.
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Gràfica 1: Percentatges d'encert per cada càmera pel 
conjunt de prova
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La Taula 7 mostra la matriu que relaciona els identificadors de càmera considerats (files), 
amb els identificadors de l'anotació automàtica (columnes).  Els resultats presentats es 
basen  en  l'elecció  aleatòria  de  fotogrames  de  cada  càmera,  que  corresponen 
aproximadament al 5% del total d'imatges etiquetades automàticament. 
1 2 3 4 5 6 7 8 9 10
1 0% 80% 10% 10%
2
3 100%
4 10% 10% 25% 40% 25%
5
6 60% 40% 0%
7
8 45% 55%
9
10 10% 90%
Taula 7: Matriu de confusió del vídeo de futbol
Aquesta matriu serveix per mostrar la font de les confusions de l'anotació automàtica. 
L'origen dels errors en general, són confusions entre càmeres que graven diferents tipus de 
plans.
En el  cas  de les  seqüències  de futbol  les  imatges analitzades mantenen entre si  una 
coherència  temporal  pel  que  fa  a  la  identificació  de  càmera.  Per  tal  d'estudiar  la 
tipologia dels errors en el domini temporal, s'ha realitzat un estudi de la localització dels 
errors en el temps.
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Figura 21: Les càmeres que graven diferents tipus de plans generen més 
errors
La Gràfica 2 mostra els identificadors de càmera per a cadascun dels fotogrames d'una 
seqüència.  Aquesta seqüència ha estat  escollida per  a una classe que genera pocs 
errors. Es pot observar que hi han dos errors d'etiquetatge aïllats en que la càmera 10 ha 
estat  etiquetada  com  a  càmera  7.  La  Figura  22 mostra  exemples  de  fotogrames 
d'aquestes càmeres
No tots els errors estan tan aïllats. Tal com mostra la  Gràfica 3, els errors poden ser més 
continus  en  el  temps.  Aquesta  gràfica  ha  estat  generada  en  un  tram  d'anotació 
automàtica de la càmera 8, que té una taxa d'error alta, d'un 45%.
La Figura  23  mostra exemples de fotogrames que originen els errors.
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Gràfica 2: Identificadors de càmera per  un segment de fotogrames
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Figura 22: La càmera 10 es confon amb la 8 ja que es tracta del mateix tipus de pla però a 
bandes contràries de l'estadi
4.4.2 Retransmissions parlamentàries
Pels  fotogrames  de les  sessions  parlamentàries,  l'anotació  automàtica del  conjunt  de 
prova ha generat els percentatges d'encert de cada càmera que mostren la Taula 8 i la 
Gràfica 4.
CAM ID % ENCERT
1 99%
2 93%
3 100%
4 73%
5 9%
6 90%
7 100%
Taula 8
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Gràfica 3: Identificadors de càmera per un segment de fotogrames
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Figura  23: La càmera 8 es confon amb la 6 ja que apareix l'àrea d'audiència  
en alguns plans de la 8
Gràfica 4:Percentatges d'encert per cada 
càmera pel conjunt de prova
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La Taula 9 mostra la matriu de confusió pel vídeo analitzat. Els resultats estan basats en la 
selecció aleatòria del 5% de fotogrames etiquetats automàticament. 
1 2 3 4 5 6 7
1 100%
2 100%
3 100%
4 10% 60% 10% 10% 10%
5 45% 45% 10%
6 10% 10% 80%
7 100%
Taula 9: Matriu de confusió del vídeo del Canal Parlament 
La Figura 24 mostra fotogrames de les 
càmeres que generen de major percentatge 
de confusió.
4.4.3 Retransmissions de Telenotícies
Amb la configuració òptima del classificador s'obtenen bons resultats, però per 
determinar la font de possibles errors i esbrinar entre quines càmeres pot haver-hi 
confusió, s'ha realitzat una segona anotació automàtica del conjunt de prova amb una K 
de valor 3. Els resultats de la classificació es mostren a la Taula 10 i la Gràfica 5.
CAM ID % 
ENCERT
1 100%
2 100%
3 50%
4 97%
5 88%
Taula 10
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Figura 24: La càmera 5 es confon amb la 1, ja  
la càmera 5 fa diferents tipus de pla
Gràfica 5: Percentatges d'encert per 
cada càmera pel conjunt de prova 
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La matriu de confusió de la selecció aleatòria d'un 5% aproximadament de fotogrames 
ens mostra la font dels errors d'etiquetatge de les diferents càmeres (Taula 11).
1 2 3 4 5
1 100%
2 100%
3 50% 50%
4 100%
5 10% 90%
Taula 11: Matriu de confusió del vídeo del Telenotícies 
 
La  Figura  25 il·lustra  les  classes  que 
han  generat  errors  durant  la 
classificació  i  les  càmeres  que 
corresponen a l'origen dels errors.
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Figura 25: La càmera 3 es confon amb l'altre càmera 
de presentador
5.CONCLUSIONS I TREBALL FUTUR
5.1 Anàlisi dels descriptors i del paràmetre de configuració del classificador 
Els  dos  descriptors  que  han  donat  millors  resultats  per  a  tots  els  dominis  de  vídeo 
considerats,   han sigut els  de color,  com ja s'havia intuït  amb l'experiment qualitatiu i 
durant la recerca sobre l'estat de l'art. 
Per  a  les  retransmissions  de  futbol,  el  descriptor  que  ha  generat  un  major  nombre 
d'encerts  durant  la  classificació,  ha  sigut  Color  Structure,  que  compara  els  diferents 
histogrames de color de les imatges. Dels experiments realitzats per a diferents valors del 
paràmetre de configuració del mètode de classificació, s'ha observat que a partir del 
paràmetre K de valor 4, els percentatges d'encert no augmenten.
En els dominis de les retransmissions parlamentàries i de telenotícies, el descriptor que ha 
donat millors resultats ha sigut Color Layout, que compara les distribucions espacials dels 
diferents  colors  entre  les  imatges  analitzades.  Els  valors  òptims  de  configuració  del 
classificador són més baixos, 1 en el cas del Canal Parlament i 2, per a telenotícies. 
En general, els valors de K són baixos, i això representa un avantatge, ja que com més alt 
sigui  el  seu  valor,  més  triga  el  mètode  de  classificació  en  generar  les  anotacions 
automàtiques.  
5.2 Anàlisi dels errors de l'anotació automàtica
L'anàlisi dels errors ha permès identificar les fonts de confusió de la classificació.
En el vídeo de futbol analitzat, en general, els errors es concentren per a càmeres que 
mostren plans curts i mitjos. Aquest tipus de càmera graven diversos tipus de plans, i per 
tant, l'origen de les confusions han estat fotogrames que mostren la mateixa àrea, des de 
punts de vista diferents.
Per resoldre els erros d'etiquetatge, s'ha considerat utilitzar tècniques de filtrat temporal 
com a tasca futura, tot aprofitant que estem analitzant una seqüència de vídeo, i per 
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tant, els fotogrames veïns ens poden aportar informació. Les gràfiques que mostren dos 
situacions diferents d'identificadors de càmera per a un segment de vídeo, mostren que 
per a percentatges d'errors baixos, les imatges que tenen una etiqueta errònia, poden ser 
corregides aplicant una tècnica de filtrat temporal. 
Una de les propostes, és realitzar una segona classificació a través del mateix classificador 
K-NN,  però  en  el  domini  temporal.  Els  errors  aïllats  es  podran  corregir  comparant  les 
classes de les imatges veïnes, i adjudicant la classe més comuna entre aquestes. 
Per a les retransmissions del Canal Parlament, les fonts d'error són les càmeres que mostren 
diferents plans, ja que per a altres càmeres els percentatges d'encert han sigut elevats. 
També s'ha generat confusions entre dos càmeres que graven el mateix tipus de pla però 
des de les dos bandes de la sala de sessions parlamentàries.
En  el  cas  de  les  retransmissions  de  telenotícies,  els  percentatges  d'encert  han  estat 
elevats.  S'han  etiquetat  correctament  tots  els  fotogrames  per  a  la  combinació 
remarcada. Els errors que s'han detectat, provenen de la confusió entre les dos càmeres 
que mostren cadascun dels presentadors. 
En general, l'anàlisi d'errors ha mostrat que el sistema de classificació no és eficient per a 
càmeres que mostren diferents tipus de plans. 
5.3 Aplicacions del sistema de classificació
Els  avantatges  d'aquest  mètode de classificació és  que no es  requereix  segmentació 
prèvia dels vídeos, i es tracta d'un sistema genèric, independent del domini dels vídeos 
d'entrada.
En  el  domini  esportiu,  una  de  les  aplicacions  del  sistema  pot  ser  la  detecció 
d'esdeveniments, per posteriorment generar resums automatitzats. La detecció de plans 
generals  ha donat  bons  resultats,  i  la  detecció de  successions  de  canvis  de  pla  pot 
significar l'aparició d'un esdeveniment.
En els altres dos dominis considerats, Canal Parlament i  Telenotícies, la classificació ha 
donat  bons  resultats.  La tècnica proposada pot  servir  per  a  la  posterior  detecció de 
l'aparició d'una persona o per la detecció de cares, seleccionant els segments de vídeo 
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d'interès.  
5.4 Tasques futures
Una  de  les  línies  de  treball  futur  que  s'ha  plantejat  és  l'estudi  de  la  identificació 
automàtica de càmeres amb altres mètodes de classificació. Els classificadors proposats 
són el SVM (Support Vector Machine) i el GMM (Gaussian Mixture Model), classificadors 
molt populars i que poden oferir bons resultats.
L'altre línia de recerca futura és l'estudi del comportament temporal, aprofitant el fet de 
que es treballa amb fotogrames de vídeo, i per tant, existeix una relació entre imatges 
veïnes. 
Una  de  les  tasques  més  necessàries,  però  a  la  vegada  més  costoses  del  procés,  és 
l'anotació manual  de les dades.  Existeixen aplicacions que serveixen com a interfícies 
gràfiques  d'imatges  o  vídeos  per  a  la  seva  anotació  i  indexació,  necessàries  pel 
desenvolupament i extracció de les bases de dades d'imatges i vídeos, que cada cop 
són mes extenses. Serveixen com a base per estudiar i entrenar models de recuperació 
d'imatges. En el Grup de Processament d'Imatge de la UPC estem desenvolupant una 
nova funció de l'eina Graphic Annotation Tool (GAT) per a l'anotació massiva d'imatges. 
Actualment  aquesta  eina  és  una  aplicació  d'anotació  d'imatges  a  nivell  de  regió, 
etiquetant d'aquesta manera, característiques o objectes dins de la imatge. L'anotació 
múltiple  d'imatges  permetrà  etiquetar  grups  d'imatges  (Figura  26),  i  així  oferir  noves 
metadades a nivell d'imatge, complementant i ajudant a seleccionar regions dins de les 
imatges.
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Figura 26: Anotació múltiple d'imatges
5.5 Conclusions
Durant la realització d'aquest projecte, m'he familiaritzat primerament amb l'entorn Linux i 
el  seu  llenguatge de  programació  de  baix  nivell  BASH,  entorns  en  els  que  no  havia 
aprofundit fins ara.
La  implementació  d'un  mètode  de  classificació  en  totes  les  seves  etapes  m'ha  fet 
conèixer l'esquema d'aquest tipus de tècniques i la seva complexitat. També he pogut 
veure que es tracta de tècniques molt esteses en molts àmbits a part del reconeixement 
de patrons i de gran importància avui en dia.
Els  resultats  obtinguts  trobo que són positius tenint  en compte el  límit  de temps de la 
realització del projecte.
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ANNEX I: BLOC
Durant el desenvolupament del projecte, cada setmana s'han publicat els avenços i 
recerques del projecte en un bloc: bitserach.blogspot.com, juntament amb altres 
companys. En aquest annex incloc les meves publicacions setmanals per mostrar la 
progressió del treball des del seu inici.  
Automatic camera recognition on soccer videos (Monday, March 2, 2009)
Hi! My name is Khristina, and I'm starting my thesis this week!
I'm going to try to summarize the main concepts...
The goal of my diploma project is an automatic camera recognition on soccer 
video broadcast. The number of cameras and different image features are 
known in advance, and the comparison tool used offers a list of images 
according to how similar are them.
The information used to compare the images is extracted as MPEG- 7 
descriptors. The most importants are: color layout, color structure, homogeneous 
texture and edge histogram. One issue of this project is to study which 
descriptor or descriptors give the best results.
Data is classified in two sets: test and train. Frames to classify and manual 
annotated frames. One other issue is to fix how many train samples are 
necessary for satisfaction results. 
See you soon!
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State of the art on shot detection for soccer video (Monday, March 9, 
2009)
This week I have been researching the state of the art of recognition of shots 
and cameras in videos on the Web. Basically, I centre my search on technical 
databases and I found many articles in the IEEE Xplore, which provides complet 
articles and permits to download them.
Usually, the articles are based in an analysis of soccer videos for shot detection, 
but not in camera recognition like my project.
Among all the found documents I’m going to highlight three:
1 Lexing Xie, Peng Xu, Shih-Fu Chang, Ajay Divakaran, Huifang Sun. Structure 
Analysis of Soccer Video with Domain Knowledge and Hidden Markov Models. 
Pattern Recognition Letters, 25(7):767-775, May 2004.
In this work the authors analyse one feature: the grass area for every clip, and 
then, they classify the frame into play or break. They also describe the structure 
of soccer video, the diferent shots or views, and its features.
Generally global and zoom-in views of the players consist of a major part of the 
whole video, so it is reasonable to expect grass color to be the dominant color of 
the video. The work consider the possible variations of lighting and field 
conditions through determining the grass color of each video by using an 
automatic learning method.
The following image shows the most common views or shot in soccer video:
2. Chung-Lin Huang  ; Huang-Chia Shih; Chung-Yuan Chao, "Semantic 
analysis of soccer video using dynamic Bayesian network," Multimedia, IEEE 
Transactions on , vol.8, no.4, pp.749-760, Aug. 2006
This work analyses low level features of the video, in order to recognise the type 
of shot. The low level features are the visual properties like color, shape, 
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textures, and so on.
In this article the authors highlight the Dominant Color Region (grass), the Short 
Term Motion between close frames, the Texture Intensity so as to differentiate 
between the major background regions in the soccer scene: the audience region 
and the grass field region, the Parallel Lines so as to be used to indicate the 
occurrence of the goal, etc.
The next figure shows the use of Parallel Lines for goal region detection:
3. Ilkoo Ahn; Changick Kim, "Ground Color Customization of Soccer Videos," 
Signals, Systems and Computers, 2007. ACSSC 2007. Conference Record of  
the Forty-First Asilomar Conference on , vol., no., pp.490-494, 4-7 Nov. 2007
The authors explain an algorithm implementation in order to customize the 
soccer video colors to mobile displays, for event detection or summarization, 
detecting ground to identify players and ball, and so on. The figure shows 
examples of different soccer videos:
The Ground Detection Algorithm detects the ground area for every frame due to 
the color may vary over shots in a same soccer video.
The Shot Classification Algorithm is also performed to every frame. For shot 
boundary detection and shot class decision, the whole frame is partitioned into 
16 x 16 blocks to generate a ground block map. Shot classification is done by 
measuring the length of the different group of ground blocks. 
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GOS (Monday, March 16, 2009)
This week I’m going to introduce one of my research tools: the 
Graphic Object Searcher. This application is developed and 
managed by Silvia Cortés within her bachelor thesis.
The goal of this application is to provide a graphical interface to searching for 
images hosted in databases, from an example picture and certain criteria that we 
set for the search.
This program is implemented in Java and is based on the Image Retrieval, a 
technology to get images based on their content using the Query by Example, 
technique wich is used for very large databases of images in various applications 
in research field.
The following graphic shows the appearance of the interface:
On the left side is shown the picture example, the search space and the panel of 
the criteria for merger. These criteria is composed of the visual descriptors, 
visual properties of the image, like color, shape, texture, and so on. This panel 
also allows to select their weights, ie, the importance of regarding each other in 
the form of weighting.
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First Experiments (Monday, March 23, 2009)
This week we begin to work defining a system of classification and manual 
annotation.To work with images we get the extracted frames of approx. 5 min. of 
the game that we studied, of which we have the number and location of the 
cameras. The result is about 8,000 frames in JPEG format. The total number of 
images are separated into sub-folders of 1000 in order to work more comfortably 
and we have defined two sets (train and test) that correspond to half of the total. 
The train set is going to be used to tag and classify each frame of each camera. 
The set of test images will be automatically classified based on the previous 
entries.
For the training set, we manually choose the right images. Then, we use the 
query by example technique, which gives an ordered list of images in order of 
similarity. The resulting images are labeled with the same ID that most 
resembles. For each shot where we find wrong tagged images, we are going to 
choose the fist and classify manually with the right camera ID, then, the query by 
example will be ran again, expecting best results.
Once analyzed the results of running the detection algorithm on the train data, 
the technique will be ran on the test set of images.
The next week I hope to give some first results with the basic set of algorithms.
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Automatic Indexing Databases Challenges (Monday, March 30, 2009)
This week I present a serie of competitions for developers for the purpose of 
indexing multimedia databases. The complete and updated information can be 
found on the links for each competition.
Yahoo! Challenge: Robust Automatic Segmentation of life According to 
Narrative Themes
This competition aims the need for techniques to research on databases and 
allow searching video through segments within the video, instead of offering one 
as a thumbnail representation of the whole video. The challenge allows different 
techniques for different types of videos, for example, one for a sports videos, one 
for educational videos, etc.. I focus on the analysis of sports videos: you can 
build algorithms to detect certain events that are repeated for all videos.
Google Challenge: Robust Classification for Human lives Genre 
The goal is to find a way to have the videos sorted into categories of genres. The 
investigations should cover the types of common genres. The results will be 
compared to manual classifications.
VideOlympics Showcase 
This challenge promotes research in the field of video retrieval and aims to show 
the state of the art of current systems. Unlike other challenges is not only based 
on the efficiency of systems, but also integration with other systems and the 
presentation of the interface.
Semantic Robot Vision Challenge 
It is a competition aimed at improving the state of the art of learning and 
automatic acquisition of images in databases (usually long and disordered). The 
system will receive a list of objects to be recognized and must use images of the 
web in order to train models for visual classification.
TREC Video Retrieval Evaluation 
The main objective of this evaluation company is promoting the content-based 
retrieval of video analysis. There are some temporary margin calculation, videos 
for research, among other banks. It is provided a list of features to be detected. 
The parameter evaluated is the efficient of the system.
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PASCAL Visual Object Challenge
An European Network of Excellence called Pascal has organized since 2005 a 
yearly challenge for object classification. Several collections are available with 
their manual annotations and instructions for a yearly evaluation. It is divided in 
two different competitions. A first one, called classification, aims at predicting the 
presence or absence of an example of an object class in an image. A second 
one, called detection, requires the localization of the example in the image with a 
bounding box. You can watch some of its participants in action on a series of 
videolectures from campaigns in 2005 and 2006. 
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Annotation Systems for Multiple Images (Monday, April 6, 2009)
This type of systems are interfaces for graphical presentation of the annotation, 
needed for images or videos databases. Actually this databases are becoming 
more and more extensive. This technologies can be used as a basis for studying 
and training models for image retrieval.
An example of such systems is the IBM Efficient Video Annotation (EVA), which 
was developed for the 2005 TRECVID Annotation Forum in order to include it as 
part of the development set for the 2005 TRECVID Video Retrieval Evaluation 
benchmark.
The authors have designed an annotation system as a server-based tool which 
can be accessed through a web browser. This allows for maintaining statistics on 
the annotation server. The graphical user interface presents a customizable 
number of thumbnails on each page. A thumbnail can be either an image or a 
representative frame of a video segment.
One of the techniques used by this system is the introduction of KeyFrames, 
manually labeled images, with terms from a pre-defined vocabulary lexicon of 39 
concepts, and does not allow the introduction of free text to add a concept by the 
user. Other technique used is 
the possibility to assign to each picture one of four labels in regards to the 
currently selected concept. This labels are: positive (the image can clearly be 
classified with the concept), negative (the concept not appears), ignore (this 
image should not be used for classification with the given concept) or skip (the 
image remains unannotated and will be rewiewed laer), this last it’s the default 
state.
It is also possible to annotate all the images of each page with the same state.
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The main objective of this project is to achieve a fast and simple annotation, and 
a configurable interface for the user. For example, lets the user to choose the 
number of pictures per page and how many concepts are to be scored at the 
same time.
Actually we are working in order to adapt the GAT application to solve the 
problem of massive image annotation. This tool was explained before in this 
blog.
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Multiple Annotation of Images with GAT (Monday, April 13, 2009)
The next step in the development of the Graphic Annotation Tool is to add a new 
functionality: the multiple annotation of images. This week I’m going to present 
the goals of our work. This application will be shown in a new tab in the image 
panel and will be displayed like a default option when the user starts the 
program.
The program will read the input file in format MPEG-7/XML with the collection of 
images to annotate, and the image panel will show the pictures. To annotate an 
image or a group of images, the first and the last of each semantic class must be 
selected by clicking. To validate this selection the user must do a right-click, and 
the images will be surrounded by a different color.
The next figure shows an example of an annotaion, the semantic class in this 
case is the referee.
The user will acces to the annotation of regions (the classic functionality) by a 
double-click on each image. 
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Descriptors Experiment (Monday, April 20, 2009)
This week we have performed an experiment to determine which descriptor 
gives better results. To test this, we have used images generated and separated 
from the first experiments and a script, which for each frame of the soccer video, 
finds the most similar manual annotated frame. This operation is repeated for 
each desriptor. The figure shows this process.
The Color Layout descriptor allows to represent the spatial distribution of the 
color. It is a useful tool. The results of the comparison have been generally good, 
although there are errors in close-up shots.
Color Structure characterizes the distribution of colors within an image on a color 
histogram. This descriptor gives better results. It is necessary to use a color 
descriptor in the process.
The Homogeneous Texure descriptor, uses a bank of filters for a description of 
the different textures of the image. Other studies show that the detection of 
textures can be a useful tool to detect different regions in the image, in soccer 
videos this regions are ground and audience areas. This descriptor is not very 
useful, but it can be combined with a color decriptor.
Edge Histogram provides information about the type of contours that are in the 
picture. It works by dividing the image into sub-images, and analyzing the types 
of contours filtering vertical, horizontal, etc. This tool can help to detect the 
camera focusing on the goal area, as it relies on the geometry of field lines and 
can complement the color descriptor. 
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System Architecture (Tuesday, April 28, 2009)
This week I created figures in order to illustrate the overall process of automatic 
detection of cameras. The first figure is based on the partition generated of the 
two groups of images, train and test. After annotate manually the train part, these 
annotations along with descriptors are used to generate visual models of each 
camera. This is the process of training the system.
Each camera model is a group of images from each camera. The identification 
phase is to choose which descriptor or descriptors and configuration parameters 
for the classifier (K-Nearest-Neighbor) we use, and generate automatic 
annotations.
The second figure illustrates the classification process in depth. For each 
descriptor or a combination of these, and for the parameter K chosen, the 
classifier searches for images that most resemble for this criteria. In the example 
we have two right images that belong to the same class, and a wrong image that 
belongs to another class, so the probability that is correct is less than the other 
class.
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The last figure shows the evaluation and analysis of the results. To evaluate the 
results we compare the automatic with the manual annotations.
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Designing the Evaluation System (Monday, May 4, 2009)
This week we have organized the directories hierarchy as shown in the figure, in 
order to optimize the distribution for the training, detection and evaluation 
systems. The last will compare the manual with the automatic annotations.
The evaluation system is implemented through a few scripts, which generate, for 
each soccer game and for each dataset (train and test), text files containing all 
the images and its associated camera ID.
For manual annotations the identifier has been assigned manually. For the 
automatic annotations, the identifier is the result of the classification and 
detection system.
Another script will compare both text files in order to get different detection rates.
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Project presentation at i3pfc (Thursday, May 14, 2009)
Yesterday was the day of project presentations i3pfc workshop of the Image 
Research Group of the UPC. I presented my 
project of Automatic Camera  Recognition  . The 
presentation was divided in an Introduction, the 
State of the Art, the System Architecture, 
Experiments and Future Works.
Despite being nervous, the experience was positive and the attendees 
suggested me some things to improve in my presentation. Among the guests, 
there were the companies that provide us the videos and the research material 
to analyze: Mediapro and CCMA.
They suggested me improvements for the presentation, like looking more at the 
audience, not to put very complex figures in the transparencies, and a new set in 
the partition of information, the validation set. 
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Dividing Datasets for the Classifier (Wednesday, May 20, 2009)
This week I was researching the best way to divide the data available to perform 
the classification, one of the suggestions made by the audience during my 
presentation.
The classifiers, like the SVM or the K-NN used in our work, are used in pattern 
recognition and in more fields. These methods require training data, data to 
validate the models and test data to extract results.
A possible division of the data is in a training set and another set for 
experimentation. The proportions, in general, are like the following percentages: 
70% of the total dataset for training and the remaining 30% for the test set.
Another possibility is to divide the data using another set, the validation set, 
making a more optimal division of the images to evaluate the results, as detailed 
in the figure. The training set is used to train the classifier, this set keeps the 
volume of about 70% of the total data. On the validation set are tested the 
models generated by the classifier to select the optimal settings. The test set is 
used to evaluate the classification results.
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ANNEX II: SCRIPTS
•“football rename”: Script per reanomenar les imatges extraient el prefix proporcionat pel 
programari  d'extracció d'imatges d'un vídeo, i  per  organitzar-les  en carpetes de 1'000 
imatges cadascuna
# Rename all files from the directory turnin blank space into '_'
 for f in *.jpg; do # turn all spaces into underscores
 file=$(echo $f | tr ' ' _)
 echo $f
 echo $file
 mv "$f" $file
 done
# Remove the prefix of the soccer game added by the image extraction 
# software, i.e. SevillaGetafe
 for i in $(seq --format=%05g 10000 66112) 
 do
 echo $i
 mv SevillaGetafe_$i.jpg $i.jpg
 done
#Move all the images to folders of 1000 images
for i in $(seq --format=%02g 0 66)
do      
  echo Moving $i
  mkdir $i
  mv  $i*.jpg $i
done
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•“1_datasets”:  Script  per  dividir  les  imatges  en  els  diferents  subconjunts  de  dades 
(entrenament, validació i prova) que genera fitxers amb les rutes dels fitxers MPEG7/XML 
de les característiques visuals extretes de les imatges.
# Base path for the regions
PERCEPTUAL_DIR=$HOME/i3media/mediapro/1_perceptual/5_features-image
DATASETS_DIR=./1_datasets
DATASETS_FILE=$DATASETS_DIR/mediapro.txt
# IDs for the soccer matches
MATCHES="SaragossaCorunya BarsaVilareal SevillaEspanyol"
# Generate a text file with all frames associated to the match
for MATCH in $MATCHES
do
MATCH_DIR=$PERCEPTUAL_DIR/$MATCH
if [ -d $MATCH_DIR ]
then
echo 'Processing frames from match ' $MATCH
# Define the ouput filename for this match
MATCH_DATASET_FILE=$DATASETS_DIR/$MATCH.txt
# If file exists previously, delete
if [ -f $MATCH_DATASET_FILE ]
then
echo 'Removing old version of: ' $MATCH_DATASET_FILE
rm -f $MATCH_DATASET_FILE
fi
# Create a blank file with the generated filename
touch $MATCH_DATASET_FILE
# For each set of frames
for SET_DIR in $MATCH_DIR/*; do
if [ -d $SET_DIR ]
then
SET_ID=`basename $SET_DIR`
echo 'Set ID: ' $SET_ID
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for FEATURES_FILE in $SET_DIR/*-image.xml
do
if [ -f $FEATURES_FILE ] 
then
# Add file to database
echo $FEATURES_FILE >> $MATCH_DATASET_FILE
fi
done
fi
done
# Compute the amount of entries in the match dataset
NUM_FRAMES=`cat $MATCH_DATASET_FILE | wc -l`
echo $NUM_FRAMES ' frames in match ' $MATCH
# Compute the amount of test images as half of the total
 NUM_TRAIN_FRAMES=$((NUM_FRAMES/2 + 1))
 echo 'Frames per set is ' $NUM_TRAIN_FRAMES
#Compute the amount of train, validation and test images
NUM_TRAIN_FRAMES=$(((NUM_FRAMES*70)/100+1))
NUM_TEST_FRAMES=$(((NUM_FRAMES*15)/100+1))
echo $NUM_TRAIN_FRAMES
echo $NUM_TEST_FRAMES
# Split the file in two, to get the train set
split -l $NUM_TRAIN_FRAMES $MATCH_DATASET_FILE 
$DATASETS_DIR/tmp
#split the test file into the validation and test
split -l $NUM_TEST_FRAMES $DATASETS_DIR/tmpab 
$DATASETS_DIR/tmp2
 # Rename the temp files
mv $DATASETS_DIR/tmpaa $DATASETS_DIR/$MATCH-train.txt
mv $DATASETS_DIR/tmp2aa $DATASETS_DIR/$MATCH-validation.txt
mv $DATASETS_DIR/tmp2ab $DATASETS_DIR/$MATCH-test.txt
#remove the tmp files
rm $DATASETS_DIR/tmpab
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else
echo 'Cannot find ' $MATCH_DIR
fi
done
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•“4_annotations”: Script que genera fitxers MPEG7/XML amb les descripcions visuals de les 
coleccions  d'imatges  agrupades  sota  els  diferents  identificadors  de  les  classes 
semàntiques. 
# Base path for the different matches
FEATURES_DIR=$HOME/i3media/mediapro/2_semantic/cameraID/2_manual/2_feature
s-image
ANNOTATIONS_DIR=./4_annotations
# Clean the collection directory
if [ -d $ANNOTATIONS_DIR ] 
then
rm -rf $ANNOTATIONS_DIR/*
else
mkdir $ANNOTATIONS_DIR
fi
# Genarate a different file for each football match
for MATCH_DIR in $FEATURES_DIR/*; do
MATCH_NAME=`basename $MATCH_DIR`
echo 'Match: ' $MATCH_NAME
MATCH_COLLECTION_FILE=$ANNOTATIONS_DIR/$MATCH_NAME.xml
if [ -f $MATCH_COLLECTION_FILE ]
then
echo 'Removing old version of: ' $MATCH_COLLECTION_FILE
rm $MATCH_COLLECTION_FILE
fi
# Define filenames and headers for the content and semantic parts of 
#the document
TMP_CONTENT_FILE=$ANNOTATIONS_DIR/content.xml
TMP_SEMANTIC_FILE=$ANNOTATIONS_DIR/semantic.xml
echo '  <Description xsi:type="urn:ContentEntityType" 
xmlns:urn="urn:mpeg:mpeg7:schema:2001">
    <MultimediaContent xsi:type="urn:MultimediaCollectionType">
      <Collection xsi:type="urn:ContentCollectionType">' >> 
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$TMP_CONTENT_FILE
echo '  <Description xsi:type="urn:SemanticDescriptionType" 
xmlns:urn="urn:mpeg:mpeg7:schema:2001">
    <Semantics>' >> $TMP_SEMANTIC_FILE
# Reset image and semantic class counters
COUNTER_IMAGE=0
COUNTER_CLASS=0
# For each camera considered for the annotation
for CAMERA_DIR in $MATCH_DIR/*; do
if [ -d $CAMERA_DIR ]
then
CAMERA_ID=`basename $CAMERA_DIR`
echo 'Camera ID: ' $CAMERA_ID
# Increase the counter of semantic classes
let COUNTER_CLASS=COUNTER_CLASS+1 
# Open a new entry to the semantic part of the 
# description
echo '      <SemanticBase id="Class'$COUNTER_CLASS'">' 
>> $TMP_SEMANTIC_FILE
echo '        <Label>
          <Name>'$CAMERA_ID'</Name>
        </Label>' >> $TMP_SEMANTIC_FILE
# For image found in the directory associated to a 
#camera
for FEATURE_FILE in $CAMERA_DIR/*.xml; do
if [ -f $FEATURE_FILE ]
then 
# Increase image counter
let COUNTER_IMAGE=COUNTER_IMAGE+1 
# Add image to the content collection
echo '        <Content 
xsi:type="urn:ImageType">
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          <Image id="Image'$COUNTER_IMAGE'">
            <MediaLocator>
              <MediaUri>file:'$FEATURE_FILE'</MediaUri>
             </MediaLocator>
        </Image>
         </Content>' >>  $TMP_CONTENT_FILE
# Add reference to the image at the semantic 
#description of the collection
echo '        <Relation 
type="urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:depiction" 
target="Image'$COUNTER_IMAGE'"/>' >> $TMP_SEMANTIC_FILE
fi
done
# Close the description of the semantic part of the 
#collection
echo '      </SemanticBase>' >> $TMP_SEMANTIC_FILE
fi
done 
# Close the content part
echo '      </Collection>
    </MultimediaContent>
  </Description>' >> $TMP_CONTENT_FILE
# Close the semantic part
echo '    </Semantics>
  </Description>' >> $TMP_SEMANTIC_FILE
# Compose the final MPEG-7/XML file
# Header
echo '<?xml version="1.0" encoding="UTF-8"?>
<Mpeg7 xmlns="urn:mpeg:mpeg7:schema:2001" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">' >> 
$MATCH_COLLECTION_FILE
# Content part
cat $TMP_CONTENT_FILE >> $MATCH_COLLECTION_FILE
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# Semantic part
cat $TMP_SEMANTIC_FILE >> $MATCH_COLLECTION_FILE
# Closing tags
echo '</Mpeg7>' >> $MATCH_COLLECTION_FILE
# Delete auxiliary files
if [ -f $TMP_SEMANTIC_FILE ] 
then
rm $TMP_SEMANTIC_FILE
fi
if [ -f $TMP_CONTENT_FILE ] 
then
rm $TMP_CONTENT_FILE
fi
done
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•“4_validation”: Script que dona els paràmetres de configuració a l'aplicació B_IDENTIFIER 
per generar les anotacions automàtiques del conjunt de validació, i també genera els 
fitxers  per  l'avaluació  corresponents  a  aquest  conjunt.  Els  fitxers  de  text  d'avaluació 
contenen el llistat de les imatges etiquetades, i l'etiqueta assignada, de cada descriptor 
utilitzat i de cada paràmetre K.
DATASETS_DIR=./1_datasets
MODELS_DIR=./3_models
VALIDATION_DIR=./4_validation
EVALUATION_DIR=./6_evaluation
BIN=$HOME/SoftImage/bin/release/B_IDENTIFIER
CONF=./4_B_IDENTIFIER.cfg
MATCHES="parlament news"
DESCRIPTORS="ColorLayoutType  ColorStructureType  TextureEdgeHistogramType 
HomogeneousTextureType"
DATASET="validation"
#clean the validation directory
if [ -d $VALIDATION_DIR ]
then
rm -rf $VALIDATION_DIR/*
fi
#For each match
for MATCH in $MATCHES
do
#clean and generate the evaluation directory
DATASET_DIR=$EVALUATION_DIR/$MATCH/$DATASET
if [ -d $DATASET_DIR ]
then
rm -rf $DATASET_DIR/*
fi
mkdir -p $DATASET_DIR
#for each descriptor
for DESCRIPTOR in $DESCRIPTORS
do
#for each K from 1 to 5
for K in $(seq 1 5)
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do 
# Generate the filename with the manual annotation
MODELS_FILE=$MODELS_DIR/$MATCH/index.xml
# If the manual annotation file of the match exists...
if [ -f $MODELS_FILE ]
then
# Generate the filename of the dataset description
DATASET_FILE=$DATASETS_DIR/$MATCH-validation.txt
AUTOMATIC_FILE=$DATASET_DIR/$DESCRIPTOR-$K.txt
#Delete the previous results file, if any
if [ -f $AUTOMATIC_FILE ]
then
rm $AUTOMATIC_FILE
fi
# For each entry in the dataset
IMAGE_FILES=`cat $DATASET_FILE`
for REGIONS in $IMAGE_FILES
do
# Parse the asset for the current query
IMAGE=`basename $REGIONS -image.xml`
DIR=`dirname $REGIONS`
ASSET=`basename $DIR`
# Generate the results path and, if 
# necessary, create it
RESULT_DIR=$VALIDATION_DIR/$MATCH/
$DESCRIPTOR/$K/$ASSET
mkdir -p $RESULT_DIR
echo $IMAGE $ASSET
$BIN --regions  $REGIONS --models 
$MODELS_FILE --knnK  $K --vdType  $DESCRIPTOR --conf  $CONF --results 
$RESULT_DIR >> $AUTOMATIC_FILE
done
else
echo 'No manual annotation for match ' $MATCH
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fi
done
done
done
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•“5_test”: Script que dona els paràmetres de configuració a l'aplicació B_IDENTIFIER per 
generar les anotacions automàtiques del conjunt de prova. Genera un fitxer de text per 
poder  avaluar  els  resultats,  que conté la  llista  d'imatges  anotades  i  l'identificador  de 
càmera corresponent a cada imatge.
DATASETS_DIR=./1_datasets
MODELS_DIR=./3_models
TEST_DIR=./5_test
EVALUATION_DIR=./6_evaluation
BIN=$HOME/SoftImage/bin/release/B_IDENTIFIER
CONF=./4_B_IDENTIFIER.cfgs
MATCHES="SaragossaCorunya"
DATASET="test"
#clean the test directory
if [ -d $TEST_DIR ]
then
rm -rf $TEST_DIR/*
fi
#For each match
for MATCH in $MATCHES
do
#clean and generate the dataset directory for the evaluation
DATASET_DIR=$EVALUATION_DIR/$MATCH/$DATASET
if [ -d $DATASET_DIR ]
then
rm -rf $DATASET_DIR/*
fi
mkdir -p $DATASET_DIR
#Generate the filename with the manual annotation
MODELS_FILE=$MODELS_DIR/$MATCH/index.xml
#If the manual annotation file of the match exists...
if [ -f $MODELS_FILE ]
then
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#Generate the filename of the dataset description
DATASET_FILE=$DATASETS_DIR/$MATCH-test.txt
AUTOMATIC_FILE=$DATASET_DIR/test-annotations.txt
#Delete the previous results file, if any
if [ -f $AUTOMATIC_FILE ]
then
rm $AUTOMATIC_FILE
fi
#For each entry in the dataset
IMAGE_FILES=`cat $DATASET_FILE`
for REGIONS in $IMAGE_FILES
do
#Parse the asset for the current query
IMAGE=`basename $REGIONS -image.xml`
DIR=`dirname $REGIONS`
ASSET=`basename $DIR`
#Generate the results path and, if necessary, create it
RESULT_DIR=$TEST_DIR/$MATCH/$ASSET
mkdir -p $RESULT_DIR
#Run B_IDENTIFIER
echo $IMAGE $ASSET
$BIN --regions  $REGIONS --models  $MODELS_FILE --knnK 4 
--vdType  ColorStructureType  --conf  $CONF  --results  $RESULT_DIR >> 
$AUTOMATIC_FILE
done
else
echo 'No manual annotation for match ' $MATCH
fi
done 
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•“anotacions_manuals”: Script que llista en un fitxer de text per a cada vídeo analitzat, 
totes les imatges anotades manualment i el seu corresponent identificador de càmera, i 
posteriorment les ordena pel seu codi de temps.
#input directory
IMAGES_DIR=$HOME/i3media/mediapro/2_semantic/cameraID/2_manual/1_images
#output directory
EVALUATION_DIR=$HOME/i3media/mediapro/2_semantic/cameraID/6_evaluation
DATASETS="validation test"
MATCHES="SaragossaCorunya"
for MATCH in $MATCHES
do
#directories for match annotations
MATCH_DIR=$IMAGES_DIR/$MATCH
RESULT_DIR=$EVALUATION_DIR/$MATCH
for DATASET in $DATASETS
do
DATASET_DIR=$MATCH_DIR/$DATASET
 # Generate a text file with all frames associated to the 
# manual annotations
TEMP_FILE=$RESULT_DIR/$DATASET/temp.txt
ANNOTATIONS_FILE=$RESULT_DIR/$DATASET/manual-annotations.txt
 
# If file exists previously, delete
if [ -f $ANNOTATIONS_FILE ]
then
echo 'Removing old version of: ' $MATCH $DATASET 
`basename $ANNOTATIONS_FILE`
rm -f $ANNOTATIONS_FILE
fi
touch $RESULT_DIR/$DATASET/manual_annotations.txt
for CAMERA_DIR in $DATASET_DIR/*;
do
if [ -d $CAMERA_DIR ]
then
CAMERA=`basename $CAMERA_DIR`
echo 'Adding files from: ' $CAMERA
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for FILE in $CAMERA_DIR/*;
do
if [ -f $FILE ]
then
#write on the text file the image name 
#and the camera identifier
CAM=`basename $CAMERA_DIR`
echo `basename $FILE .jpg` ${CAM:7} >> 
$TEMP_FILE
fi
done
fi
done
#reorganize the images with the time code
sort $TEMP_FILE >> $ANNOTATIONS_FILE
rm -f $TEMP_FILE
done
done
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•“6_evaluation_validation”: Script  que  llista  en  fitxers  de  text  l'avaluació  per  a  cada 
descriptor i cada k utilitzats, comparant les anotacions automàtiques amb les manuals. A 
través d'una variable indica si l'anotació és correcte o errònia (“0” o “1”), i al final del fitxer 
calcula i mostra el percentatge d'encert. 
EVALUATION_DIR=./6_evaluation/SaragossaCorunya/validation
MANUAL_FILE=$EVALUATION_DIR/manual-annotations.txt
DESCRIPTORS="ColorLayoutType ColorStructureType TextureEdgeHistogramType 
HomogeneousTextureType"
for DESCRIPTOR in $DESCRIPTORS
do
for K in $(seq 1 5)
do 
RESULT_FILE=$EVALUATION_DIR/$DESCRIPTOR-$K-evaluation.txt
#Delete the previous results file, if any
if [ -f $RESULT_FILE ]
then
rm $RESULT_FILE
fi
AUTOMATIC_FILE=$EVALUATION_DIR/$DESCRIPTOR-$K.txt
MANUAL_DATA=$(cat $MANUAL_FILE)
AUTOMATIC_DATA=$(cat $AUTOMATIC_FILE)
# Count the amount of lines
MANUAL_NUM_LINES=$(cat $MANUAL_FILE | wc -l)
AUTOMATIC_NUM_LINES=$(cat $AUTOMATIC_FILE | wc -l)
# Check that the two file have the same amount of lines
if [ $MANUAL_NUM_LINES != $AUTOMATIC_NUM_LINES ]
then
echo 'Different sizes in annotation files:' 
$MANUAL_NUM_LINES 'manual and' $AUTOMATIC_NUM_LINES 'automatic'
#exit
fi
# Init the counters of images and positive
POSITIVE_IDS=0
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NUM_OF_IMAGES=0
# Read a line from the manual file
while read f1 <&7
do
# Read a line from the automatic file
read f2 <&8
################
#    MANUAL    #
################
# Find the blank space splitting the two parts
POSITION_SPACE=`expr index "$f1" " "`
#echo 'POSITION_SPACE' $POSITION_SPACE
# Parse the camera ID from the manual annotations
CAMERA_ID_MANUAL=${f1:$POSITION_SPACE}
# echo 'CAMERA_ID_MANUAL' $CAMERA_ID_MANUAL
# Parse the image ID from the manual annotation
IMAGE_ID_MANUAL=${f1%$CAMERA_ID_MANUAL}
#echo 'IMAGE_ID_MANUAL' $IMAGE_ID_MANUAL
################
#   AUTOMATIC  #
################
# Find the tab splitting the two parts
POSITION_SPACE=`expr index "$f2" " "`
#echo 'POSITION_SPACE' $POSITION_SPACE
# Parse the camera ID from the automatic annotation
CAMERA_ID_AUTOMATIC=${f2:$POSITION_SPACE}
#echo 'CAMERA_ID_AUTOMATIC' $CAMERA_ID_AUTOMATIC
# Extract the image ID from the automatic annotation
IMAGE_ID_AUTOMATIC=${f2%$CAMERA_ID_AUTOMATIC}
#echo 'IMAGE_ID_AUTOMATIC' $IMAGE_ID_AUTOMATIC
# Check that the two images ID are the same,
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# otherwise, keep on reading the automatic annotation 
# until it is found
while [ $IMAGE_ID_MANUAL != $IMAGE_ID_AUTOMATIC ]
do
echo 'Image ID ' $IMAGE_ID_MANUAL ' not found on 
the automatic annotation'
# Read a new line from the automatic annotation
read f2 <&8
# Find the tab splitting the two parts
POSITION_SPACE=`expr index "$f2" " "`
# Parse the camera ID from the automatic annotation
CAMERA_ID_AUTOMATIC=${f2:$POSITION_SPACE}
#echo '(loop) CAMERA_ID_AUTOMATIC' 
$CAMERA_ID_AUTOMATIC
# Extract the image ID from the automatic 
# annotation
IMAGE_ID_AUTOMATIC=${f2%$CAMERA_ID_AUTOMATIC}
echo '(loop) IMAGE_ID_AUTOMATIC' 
$IMAGE_ID_AUTOMATIC
done
################
#    COMPARE   #
################
# Compare camera IDs and write to result file
if [ $CAMERA_ID_MANUAL = $CAMERA_ID_AUTOMATIC ]
then
# Write a zero of the manual and automatic 
# annotations are the same
echo $IMAGE_ID_MANUAL $CAMERA_ID_MANUAL "0" >> 
$RESULT_FILE
POSITIVE_IDS=$((POSITIVE_IDS+1))
else
# Write a one of the manual and automatic 
# annotations are different
echo $IMAGE_ID_MANUAL $CAMERA_ID_MANUAL "1" >> 
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$RESULT_FILE
fi
NUM_OF_IMAGES=$(($NUM_OF_IMAGES+1))
done \
7<$MANUAL_FILE \
8<$AUTOMATIC_FILE
# Write the identification rate to disk
ID_RATE=$(((100*POSITIVE_IDS)/NUM_OF_IMAGES))
echo $POSITIVE_IDS 'correct annotations out of' $NUM_OF_IMAGES
echo 'Positive identification rate ' $ID_RATE '%' >> 
$RESULT_FILE
echo 'Positive identification rate ' $ID_RATE '%'
done
done
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•“6_evaluation_test”: Script que llista en un fitxer de text l'avaluació realitzada pel conjunt 
de  prova.  Mostra  si  cada  imatge  ha  sigut  etiquetada  corretament  i  el  percentatge 
d'encert per a cada càmera.
EVALUATION_DIR=./6_evaluation/SaragossaCorunya/test
MANUAL_FILE=$EVALUATION_DIR/manual-annotations.txt
AUTOMATIC_FILE=$EVALUATION_DIR/test-annotations.txt
RESULT_FILE=$EVALUATION_DIR/evaluation.txt
MAX_CAMERA_ID=10
#Delete the previous results file, if any
if [ -f $RESULT_FILE ]
then
rm $RESULT_FILE
fi
MANUAL_DATA=$(cat $MANUAL_FILE)
AUTOMATIC_DATA=$(cat $AUTOMATIC_FILE)
# Count the amount of lines
MANUAL_NUM_LINES=$(cat $MANUAL_FILE | wc -l)
AUTOMATIC_NUM_LINES=$(cat $AUTOMATIC_FILE | wc -l)
# Check that the two file have the same amount of lines
if [ $MANUAL_NUM_LINES != $AUTOMATIC_NUM_LINES ]
then
echo 'Different  sizes  in  annotation  files:' $MANUAL_NUM_LINES 
'manual and' $AUTOMATIC_NUM_LINES 'automatic'
fi
# Init the counters of images and positive
for i in `seq 0 10`;
do 
POSITIVE_IDS[$i]=0
NUM_OF_IMAGES[$i]=0
done
# Read a line from the manual file
while read f1 <&7
do
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# Read a line from the automatic file
read f2 <&8
################
#    MANUAL    #
################
# Find the blank space splitting the two parts
POSITION_SPACE=`expr index "$f1" " "`
#echo 'POSITION_SPACE' $POSITION_SPACE
# Parse the camera ID from the manual annotations
CAMERA_ID_MANUAL=${f1:$POSITION_SPACE}
# echo 'CAMERA_ID_MANUAL' $CAMERA_ID_MANUAL
# Parse the image ID from the manual annotation
IMAGE_ID_MANUAL=${f1%$CAMERA_ID_MANUAL}
#echo 'IMAGE_ID_MANUAL' $IMAGE_ID_MANUAL
################
#   AUTOMATIC  #
################
# Find the tab splitting the two parts
POSITION_SPACE=`expr index "$f2" " "`
#echo 'POSITION_SPACE' $POSITION_SPACE
# Parse the camera ID from the automatic annotation
CAMERA_ID_AUTOMATIC=${f2:$POSITION_SPACE}
#echo 'CAMERA_ID_AUTOMATIC' $CAMERA_ID_AUTOMATIC
# Extract the image ID from the automatic annotation
IMAGE_ID_AUTOMATIC=${f2%$CAMERA_ID_AUTOMATIC}
#echo 'IMAGE_ID_AUTOMATIC' $IMAGE_ID_AUTOMATIC
# Check that the two images ID are the same,
# otherwise, keep on reading the automatic annotation until
# it is found
while [ $IMAGE_ID_MANUAL != $IMAGE_ID_AUTOMATIC ]
do
echo 'Image ID ' $IMAGE_ID_MANUAL ' not found on the automatic 
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annotation'
# Read a new line from the automatic annotation
read f2 <&8
# Find the tab splitting the two parts
POSITION_SPACE=`expr index "$f2" " "`
# Parse the camera ID from the automatic annotation
CAMERA_ID_AUTOMATIC=${f2:$POSITION_SPACE}
#echo '(loop) CAMERA_ID_AUTOMATIC' $CAMERA_ID_AUTOMATIC
# Extract the image ID from the automatic annotation
IMAGE_ID_AUTOMATIC=${f2%$CAMERA_ID_AUTOMATIC}
#echo '(loop) IMAGE_ID_AUTOMATIC' $IMAGE_ID_AUTOMATIC
done
################
#    COMPARE   #
################
# Get the integer index from CAMERA_ID_MANUAL, used to access array 
# positions
if [ $CAMERA_ID_MANUAL -lt 10 ]
then
CAMERA_INDEX=${CAMERA_ID_MANUAL#"0"}
else
CAMERA_INDEX=$CAMERA_ID_MANUAL
fi
# Compare camera IDs and write to result file
if [ $CAMERA_ID_MANUAL = $CAMERA_ID_AUTOMATIC ]
then
# Write a zero of the manual and automatic annotations are the 
# same
echo $IMAGE_ID_MANUAL $CAMERA_ID_MANUAL "0" >> $RESULT_FILE
POSITIVE_IDS[0]=$((POSITIVE_IDS[0]+1))
POSITIVE_IDS[$CAMERA_INDEX]=$((POSITIVE_IDS[$CAMERA_INDEX]+1))
else
# Write a one of the manual and automatic annotations are 
# different
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echo $IMAGE_ID_MANUAL $CAMERA_ID_MANUAL "1" >> $RESULT_FILE
fi
NUM_OF_IMAGES[0]=$((NUM_OF_IMAGES[0]+1))
NUM_OF_IMAGES[$CAMERA_INDEX]=$((NUM_OF_IMAGES[$CAMERA_INDEX]+1))
done \
    7<$MANUAL_FILE \
    8<$AUTOMATIC_FILE
# Write result for each camera (total are in camera 0)
echo "*** IDENTIFICATION RATES ***"
echo >> $RESULT_FILE
echo "*** IDENTIFICATION RATES ***" >> $RESULT_FILE
for i in `seq 0 10`;
do 
# If at least one image has been manually annotated with the current 
# camera ID
if [ ${NUM_OF_IMAGES[$i]} -gt 0 ]
then
# Compute te identification rate
ID_RATE=$(((100*${POSITIVE_IDS[$i]})/${NUM_OF_IMAGES[$i]}))
# If the camera ID is hifger than zero...
if [ $i -gt 0 ]
then
# Write results to standard output
echo 'Camera' $i '=' $ID_RATE '%'
# Write results to file
echo 'Camera' $i '=' $ID_RATE '%' >> $RESULT_FILE
# If the camera ID is zero, the total rate is given
else
# Write results to standard output
echo ${POSITIVE_IDS[$i]} 'total correct annotations out 
of' ${NUM_OF_IMAGES[$i]}
echo 'Total' $i '=' $ID_RATE '%'
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# Write results to file
echo 'Total' $i '=' $ID_RATE '%' >> $RESULT_FILE
fi
fi
done
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•“4_descriptors”: Script que executa l'aplicació B_RANKER per cercar d'entre unes quantes 
imatges anotades manualment, la més semblant a cada imatge del vídeo.
#!/bin/bash
#List of directories
DATASETS_DIR=./1_datasets
MANUAL_COLLECTIONS_DIR=./2_manual/3_collections
#Output directorie
DESCRIPTORS_DIR=./4_descriptors
BIN=$HOME/SoftImage/bin/release/B_RANKER
MATCHES="SaragossaCorunya"
#SUBSETS="train test"
SUBSETS="train test"
DESCRIPTORS="ColorLayout ColorStructure TextureHomogeneous EdgeHistogram"
#For each descriptor - generate the auomatic file 
for DESCRIPTOR in $DESCRIPTORS
do
# If previosuly generated, delete the old results for the descriptor
if [ -d $DESCRIPTORS_DIR/$DESCRIPTOR ]
then
# Delete recursive and force
echo 'Deleting contents from ' $DESCRIPTORS_DIR/$DESCRIPTOR
rm -rf $DESCRIPTORS_DIR/$DESCRIPTOR
fi
#configuration file specific for the current descriptor
CONF=$DESCRIPTORS_DIR/$DESCRIPTOR.cfg
#For each match
for MATCH in $MATCHES
do
# Generate the filename with the manual annotation
MANUAL_FILE=$MANUAL_COLLECTIONS_DIR/$MATCH.txt
# If the manual annotation file of the match exists...
if [ -f $MANUAL_FILE ]
then
# For each subset (train and test)
for SUBSET in $SUBSETS
do
# Generate the filename of the dataset description
DATASET_FILE=$DATASETS_DIR/$MATCH-$SUBSET.txt
# For each entry in the dataset
IMAGE_FILES=`cat $DATASET_FILE`
for QUERY in $IMAGE_FILES
do
# Parse the asset for the current query
IMAGE=`basename $QUERY -image.xml`
DIR=`dirname $QUERY`
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ASSET=`basename $DIR`
# Generate the results path and, if 
# necessary, create it
RESULT_DIR=$DESCRIPTORS_DIR/$DESCRIPTOR/
$MATCH/$SUBSET/$ASSET
#RESULT_DIR=$DESCRIPTORS_DIR/$MATCH/$SUBSET/
#$ASSET/$IMAGE
mkdir -p $RESULT_DIR
# Run B_RANKER and generate a copy of the top 
# ranked image
echo 'Recognizing camera from' $QUERY
#echo '-database' $MANUAL_FILE
#echo '-conf' $CONF
#echo '-results' $RESULT_DIR
$BIN -query $QUERY -database $MANUAL_FILE 
-conf $CONF -results $RESULT_DIR
# Rename the generated image, called "001-
# image.jpg" to the basename of
# the query
mv $RESULT_DIR/001-image.jpg $RESULT_DIR/
$IMAGE.jpg
done
done
else
echo 'No manual annotation for match ' $MATCH
fi
done
done
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ANNEX III: FITXERS MPEG-7/XML
• Fitxer MPEG7/XML que conté els quatre descriptors visuals analitzats d'una imatge 
del  vídeo del partit Saragossa - Corunya  (0.00.00.00.jpg)
<?xml version="1.0" encoding="ISO-8859-1"?>
<Mpeg7 xmlns="urn:mpeg:mpeg7:schema:2001" xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance">
<Description xmlns:urn="urn:mpeg:mpeg7:schema:2001" xsi:type="urn:ContentEntityType">
<MultimediaContent xsi:type="urn:ImageType">
<Image>
<CreationInformation>
<Creation>
<Title>MPEG-7 description of an image</Title>
</Creation>
<RelatedMaterial id="ImageFile">
<MediaLocator>
<MediaUri>/home/khristina/i3media/mediapro/1_perceptual/1_images/SaragossaCorunya/00/0.00.00.00.jpg</
MediaUri>
</MediaLocator>
</RelatedMaterial>
</CreationInformation>
<SpatialDecomposition size="1" id="image" gap="false" overlap="true">
<StillRegion id="Region1">
<Collection xsi:type="DescriptorCollectionType">
<VisualDescriptor xsi:type="ColorLayoutType" 
numOfYCoeff="64" numOfCCoeff="64">
<YCoeff>
<YDCCoeff>22</YDCCoeff>
<YACCoeff>18 17 11 15 12 13 16 
14 19 15 17 20 18 15 18 17 21 14 16 18 15 17 18 14 16 15 18 18 15 14 16 16 15 16 17 16 17 14 15 18 15 16 15 17 
16 16 17 15 16 17 17 17 16 16 16 16 17 17 15 16 16 16 16 </YACCoeff>
</YCoeff>
<CbCoeff>
<CbDCCoeff>6</CbDCCoeff>
<CbACCoeff>15 18 23 17 18 20 17 
19 13 17 15 12 16 19 16 16 13 20 16 14 18 16 16 21 16 18 14 13 18 18 16 17 19 18 15 16 15 18 18 14 20 16 19 15 
16 16 14 18 17 16 15 15 16 16 16 18 16 15 18 16 16 16 17 </CbACCoeff>
</CbCoeff>
<CrCoeff>
<CrDCCoeff>29</CrDCCoeff>
<CrACCoeff>17 17 15 16 13 14 16 
15 16 16 16 18 17 17 17 16 18 16 16 16 16 16 17 16 16 16 17 15 16 15 16 16 16 16 16 16 16 16 15 16 16 16 16 17 
16 16 16 16 16 17 16 17 16 16 16 16 16 16 16 16 16 16 16 </CrACCoeff>
</CrCoeff>
</VisualDescriptor>
<VisualDescriptor xsi:type="ColorStructureType" 
numValues="256">
<Values>9 4 5 6 7 7 6 4 3 2 2 2 1 1 1 1 1 0 1 
1 0 0 0 0 0 0 0 0 0 0 0 1 3 24 17 19 13 4 3 2 2 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 9 34 48 40 15 3 0 0 13 
23 23 2 1 2 2 3 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 16 36 
221 16 3 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 10 53 52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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0 0 0 0 </Values>
</VisualDescriptor>
<VisualDescriptor xsi:type="ShapeAreaType">
<NumPixels>414720</NumPixels>
<Occupation>100.000000</Occupation>
</VisualDescriptor>
<VisualDescriptor xsi:type="ShapeBoxType">
<Size width="720" height="576"/>
<Occupation>100.000000</Occupation>
</VisualDescriptor>
<VisualDescriptor 
xsi:type="TextureEdgeHistogramType">
<BinCounts>1 1 2 2 2 1 2 3 3 4 1 2 3 3 4 1 1 
2 2 3 1 1 2 2 4 3 3 6 6 6 2 2 4 3 5 1 1 1 1 3 1 2 2 2 4 4 3 6 6 5 1 2 3 3 5 1 1 2 2 4 1 2 2 2 5 2 3 6 5 6 1 2 3 4 6 1 2 3 3 
5 </BinCounts>
</VisualDescriptor>
<VisualDescriptor 
xsi:type="HomogeneousTextureType">
<Energy>10.67183 11.32706 10.52487 
5.63554 0.00004 0.00000 2.98834 2.22402 0.00665 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 </Energy>
<EnergyDeviation>13.43149 14.08673 
13.28454 8.39520 0.02249 0.00000 5.74756 4.98109 0.99448 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 </EnergyDeviation>
</VisualDescriptor>
</Collection>
</StillRegion>
</SpatialDecomposition>
</Image>
</MultimediaContent>
</Description>
</Mpeg7>
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