This paper investigates the development of an optimal bare-earth LiDARderived digital elevation model for use in a shallow water equations model for a portion of the Pascagoula River Basin (coastal Mississippi). It is vital to represent the floodplain topography as accurately as possible since terrain is the first factor that can promote or inhibit water flow. An essential step is processing the dense LiDAR points to a DEM or FEM; however it is crucial that the correct interpolation scheme and grid size is employed for an efficient and accurate terrain representation. In the presented research several DEMs and FEMs were developed and three interpolation routines were tested. Three paths for interpolation were considered and elevation error was computed for each: 1) LiDAR to DEM; 2) LiDAR to FEM; and 3) LiDAR to DEM to FEM. The error of each interpolation scheme is assessed in terms of root mean square error and a relationship between DEM grid size and finite element mesh size was found. This paper aims to determine the most appropriate and efficient interpolation routine and grid size for this region for use in a two-dimensional shallow water equations model.
INTRODUCTION
Accurate, high resolution LiDAR (Light Detection and Ranging) data is becoming more accessible in the coastal United States, mainly for flood protection studies. Also, much effort has been put forth in the area of finite element numerical modeling of astronomical tides and hurricane storm surge for understanding the physical processes that occur across large and small scales, (Lynch, 1983; Westerink et al., 1992; Blain et al., 1994; Westerink et al., 1994; Dietsche et al., 2007; Bacopoulos, 2009; Bunya et al., 2010) . As computer technology advances, especially in the realm of parallel computing, these numerical models can begin to cover broad geographical bounds at high temporal and spatial resolutions. Efficiently merging high density bare earth LiDAR with high resolution hydrodynamic models can generate further understanding of the physical processes in coastal waters leading to more accurate astronomic tide and storm surge prediction. Therefore, it is of importance to represent above water (terrain) elevation correctly and accurately in storm surge inundation models (Coggin, 2011) .
With the advancement of LiDAR acquisition and processing, much has been published on bare earth derived digital elevation models (DEM) to show how the interpolation scheme and grid size affect the overall accuracy. Interpolation of irregularly spaced LiDAR points is needed to generate a regular DEM that provides a better representation of the land surface (Lloyd & Atkinson, 2002; Anderson et al., 2005) . Interpolation is often defined as the procedure to estimate values at unknown locations based on values at sampled locations (Ali, 2004) . Interpolation is a fundamental step in terrain processing, however differing opinions exist in literature for the best and most efficient algorithm Maune, 2007) . The accuracy of the interpolation is largely dependent on the properties of the surface, density and spacing of control points, and on the interpolation function itself (Kubik & Botman, 1976) . Lloyd (2002) employed inverse distance weighted (IDW), ordinary kriging (OK) and kriging with a trend model (KT) to an area of varying hillslope topography to create a digital surface model (DSM) from LiDAR data. It was found that IDW produced the largest error, but resulted in a lower standard deviation than other interpolation schemes. In areas where point densities were low, OK and KT provided the most accurate predictions, but no advantage existed when the point density was high. Ali (2004) found that IDW produced the most realistic and accurate crosssection profiles compared to kriging and triangular irregular network (TIN) interpolation based on the very important point algorithm (VIP). Also, inverse distance produced similar results to the TIN method except in terms of random error where single locations were considered. Ali concluded that kriging should not be used for terrain models based on LiDAR. Anderson et al. (2005) found IDW as the most sufficient interpolation function for creating a DEM from irregularly spaced LiDAR from a root mean square error (RMSE) and mean square error approach. Su and Broke (2006) employed a similar technique to that of Anderson et al. (2005) and also found IDW to be more efficient, than that of spline and kriging. Bater et al. (2009) tested seven interpolation functions and assessed them in terms of RMSE by randomly selecting prediction 97% of the LiDAR points for DEM generation and using the remaining 3% to check the accuracy. Linear and natural neighbor (NN) interpolation performed the best in terms of overall error. Bater also indicated that spatial resolution of the DEM is just as important as the interpolating function. "Determination of a DEM grid size is the central problem for DEM generation and analysis" (p. 40) (Liu, 2008) .
When interpolating irregularly spaced points, it is common to produce a DEM at regularly spaced intervals. These regularly spaced intervals are termed DEM grid cells, where the value of the cell represents the terrain surface, a numeric value of elevation, across the entire cell (Maune, 2007) . The resolution of the DEM is that of the regular spacing interval between the grid cell centers. In terrain modeling, it is important to utilize a DEM grid size that represents the land surface well, while also having a large enough resolution to allow efficient data storage and a level of particular accuracy (Gao, 1997) . It is intuitive that as the DEM grid size becomes coarser the terrain representation will be degraded, and vice versa (Kienzle, 2004) . Typically, DEM grid size should not be higher than that of the source data (Florinksy, 1998) ; however using a dense terrain dataset to develop a coarse resolution DEM will make poor use of the high resolution source data (Liu, 2008 ). An appropriate grid size is a function of many items including but not limited to source data density, complexity of the surface, and the application (Liu, 2008) . Hengl (2006) linked terrain grid resolution with that of digital signal processing. Similarities exist between digital signal reconstruction and construction of a DEM that discretizes a 3D function of the terrain surface. According to the Shannon-Nyquist sampling theorem (Shannon, 1949) , a continuous function can be reconstructed from a discrete function (sampled data) if the sampling rate exceeds two times the maximum frequency. In other words, if two samples per the shortest wavelength are collected, then the continuous function can be recomposed from the set of sampled data (Florinksy, 2002) . Using this rule, Hengl stated the cell resolution should be at least half the average spacing between inflection points along a cross section:
where p = recommended point spacing, l = length of cross-section transect and   n z  = number of inflection points measured. For example, if 20 points are measured (i.e. inflection points) with an average spacing of 0.8 meters, Equation (1) yields a grid size of 0.4 meters. However, the smallest distance found between all points should be the minimum limit to grid resolution (Hengl, 2006) . Figure 1 depicts a plot of a continuous surface with measurements taken at random distance intervals along a transect. The gray bars represent resampling the data to a 20 meter DEM., which clearly misinterprets the continuous surface producing an insufficient description of the terrain. The true peaks and troughs can become exaggerated. Producing a low resolution DEM from high density source data does not represent the terrain as well as a higher resolution DEM (Figure 2 ), which better represents the terrain (Liu, 2008) . Using the rule put forth by Hengl in Equation (1), a transect with average horizontal spacing of measured points equaling 5 meters, a DEM size of 2.5 meters is recommended. However, the minimum spacing between the inflection points is 5 meters, so a DEM size of 5 meters is recommended (Figure 2 ). Further, this rule does not take into account the relative size of the DEM datasets and data processing.
Others have stated that DEM resolution should be no less than that of the original source data density (McCullagh, 1988; Florinksy, 1998 Florinksy, , 2002 Liu, 2008) :
where GS = grid size and A = total area containing N number of measured points. Finally, an optimal grid size for DEM development should be a function of both computational efficiency and accuracy (Hengl, 2006) . Current studies are now interested in determining methods of assimilating substantial high density LiDAR data sets into lower resolution finite element numerical models that simulate shallow water flow (Bates et al., 2003) . Past techniques of incorporating topographic data in storm inundation models were developed without prior knowledge of horizontal and vertical elevation variation scales. For example, mesh construction was performed a posteriori without knowledge or incorporation of raised features (i.e. roadbeds, levees, etc.) or other important vertical points into the model (Marks & Bates, 2000) . Bates et al. (2003) reviewed a set of algorithms to define important topographic points in a DEM. The VIP method (Chen & Guevara, 1987) was determined to be the best fit for discretizing points for use in a finite element model. The study domain was discretized using the mesh generator Cheeseymesh (Horritt, 2000) with points determined by the VIP method. This mesh was compared to a mesh independent of topography (i.e. the mesh nodes were placed for numerical stability rather than for high topographic accuracy) developed by Marks and Bates (2000) . It was found that the new mesh better represented the topography and differences of several meters between the two meshes were present. Also, the study indicated that determining topographically significant points is important in capturing correct flow physics.
It can be concluded that an optimal combination of the two main parameters in DEM construction, interpolation scheme and grid size, is not consistent in published literature or in practice. Also, a there is an absence of research in the literature that examines how mesh resolution, in terms of capturing significant topographic elevations, affects hydrodynamic models governed by the shallow water equations; in particular shallow water finite element models that discretize the domain with triangular finite elements (Dietsche et al., 2007) .
In practice, a raster DEM is generated based on bare earth LiDAR and interpolated to nodes on the linear finite element mesh. First, this study aims to determine the relative error (RMSE) between using the bare earth LiDAR points themselves and bare earth-derived DEMs at varying scales. Second, this paper provides a basis for determining a linear finite element mesh resolution based on the topographic data available from bare earth LiDAR. Third, a recommendation is made on the appropriate size of the DEM based on the target finite element mesh resolution. 
MATERIALS AND METHODS

Study Area
The study area is located in Jackson County, Mississippi (30⁰21'49''N 88⁰23'31''W). Jackson County is home to the Pascagoula River, which drains into the northern Gulf of Mexico. The land use/land cover of the area includes largely forested regions, with some farming and residential areas. Marshlands, wetlands and urban land are predominately found along the majority of the coastline, but dense forest occupies most of the floodplain. The topography is generally rolling with moderate relief (Oldham & Rushing, 1970; Slack, 1991; Strom, 1998) .
Data Collection
LiDAR source data was acquired for Jackson and Hancock County, Mississippi from the Mississippi GIS Department. Data acquisition and processing was performed by EarthData International, LLC.
The source data covers approximately 727 square miles and was collected at a nominal point spacing of five meters. The data collected was obtained using the Lecia ALS-50 LiDAR system along with an inertial measuring unit (IMU) and a frequency GPS receiver. It is equipped with a 50 kHz thermal infrared laser that can measure ground point spacing of one to eight meters. The data was acquired between February 25 and March 12, 2005. The specifications of the ALS-50 LiDAR system are listed in Table 1 .
Using proprietary software, non ground point features were removed from the point cloud resulting in a bare earth LiDAR dataset. Both .las and xyz ASCII files were delivered. For Jackson county an accuracy assessment of the bare earth points resulted in a RMSE of 0.075 meters (7.5 cm) yielding an accuracy of +/-14.7 cm using the following relationship defined by FEMA (FEMA, 2003):
where RMSE z is from the LiDAR report for bare earth points. (Bater & Coops, 2009 ). The training dataset was used to generate the DEMs and finite element meshes, whereas the test dataset was used to assess vertical errors in elevation. Table  2 shows the number of LiDAR points for each test site and the average point spacing located inside the interior boundary.
It is important to note that this research was not intended to examine the geodetic accuracy of the collected bare earth LiDAR dataset. The focus is on examining how interpolation functions as well as linear triangular elements and raster DEMS predict and/or represent the vertical component of the source data. This method is similar to that employed by Bater & Coops (2009) . 
Interpolation Methods
Based on published literature, three interpolation methods were selected for this study: linear, inverse distance weighted, and natural neighbor. These methods are easily employed by the software program SMS 10.1 (Aquaveo LLC, 2010) .
Linear interpolation is the most widely used mathematical representation of a DEM surface due to its simplicity and practicability . When using a TIN model, rather than a regular grid DEM, the surface of the TIN triangles, or elements, is a 3D surface in which a linear plane connects the three vertices, or nodes. However, with a regular grid DEM, a linear model only represents the surface in the X and Y direction, not the Z direction. To compute an unknown elevation value at a point surrounded by points with known elevation values, a linear interpolation first triangulates the known points to form a temporary TIN using a Delaunay triangulation scheme. Because the TIN surface is assumed to vary linearly across the triangle, the TIN describes a piecewise linear surface. For a triangle, the equation of the place is defined by three nodes of known elevations:
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Rearranging terms, the equation of the plane can be represented as:
where z(x,y) is the elevation function at coordinates x and y. Solving (6) for a point located inside triangle ABC yields an elevation value linearly interpolated from nodes ABC (Aquaveo, 2007b) . IDW is based on the assumption that the target point being predicted should be influenced more by its closest points rather than points more distant (ESRI, 2008) . The following expression, Shepard's equation, is the simplest expression for IDW interpolation (Shepard, 1968; Aquaveo, 2007a) :
where N is the number of known input points, i w is the weighting function and i z is the value of point i. For this project, i = 3, the three closest points. SMS 10.1 uses the following weighting function:
where R is the distance from the most distant scatter point and d is the distance from the target point to the input point. Natural neighbor interpolation looks for the closest points to an unknown point and applies weights based on proportionate areas. Similar to the linear interpolation method, the known points are triangulated using the Delaunay triangulation method. Next, a Voronoi (or Thiessen) polygon is constructed for each point using the circumcircles of the Delaunay triangles. The Voronoi polygon represents the region of influence around the unknown point. Therefore, each point has an associated area, which is a polygon that defines the boundaries of strength of the point.
To estimate a value at point P, it is inserted as a new point resulting in a new triangulation. Therefore, a new network of Voronoi polygons are created, in which P has its own area of influence that overlaps with the Voronoi region of its neighbors. This determines how P fits into the existing points. The value of P is calculated based on the portion of the area that it "borrows" from each neighboring polygon in the previous network. For example, if the areas of the contributing polygons are , 1,2 … , , then the relative portion borrowed from each of the original areas are (Sibson, 1981) 
DEM and Finite Element Mesh Generation
In all, five DEMs were produced for Test Site 1, and eight for Test Site 2 and 3. All sites included DEMs at resolutions of 20, 10, 5, 2.5, and 1.25 meters and Test Site 2 and 3 also included grid sizes of 40, 80, and 160 meters. The source dataset for all DEMs were the training datasets merged with the transition (edge) dataset. ESRI ArcGIS 10 (ESRI, 2011a) was used to generate all DEMs. The method for each test site is similar to that of Medeiros et al. (2011) where the terrain dataset (TDS) within ArcGIS was utilized. See Medeiros et al. (2011) and ESRI (2011b) for a detailed description of a TDS. Once a terrain was compiled, the Terrain to Raster tool in the 3D Analyst Toolbox was used, with a linear interpolation, to convert the terrain to a raster DEM.
Similar to that of the DEMs, 5 structured finite element meshes (FEMs) for Test Site 1 and eight for Test Site 2 and 3 were generated. The elements within the mesh were chosen to be equilateral to best depict a regular interval and perfect triangulation for description of topography. Equilateral elements are also the most numerically stable when used in finite element models. For each test site, the largest mesh, 20 meters for test site one (Figure 7) , and 160 meters for test sites two and three are refined down to 1.25 meters in element edge length. Refinement splits the edge length in half, and the entire element into 4 sub-elements as depicted in Figure  8 .
The source elevation data were the training and edge dataset, 5 meter and 10 meter DEM for the finite element meshes. All three were interpolated onto each finite element mesh at each test location using the three interpolation schemes outlined previously. Fig   Fig   2 
RESULTS AND DISCUSSION
Elevation error was computed in terms of RMSE for vertical differences in interpolated values across the test dataset for three test sites located in Pascagoula, MS. RMSE for each FEM and DEM at the locations of each test point in the test dataset are presented. Table 3 presents the RMSE across all finite element meshes and DEMs which obtained elevations from the training dataset using a linear interpolation. Site 1 includes FEMs and DEMs of size 20 to 1.25 meters. Sites two and three include a larger number of element and grid size from 160 to 1.25 meters. In order to capture the features within test site one, only the low end of the size spectrum was chosen.
The greatest range of error is present in test site three, both in the FEM and DEM representation. Test site three is the urbanized area east of the east Pascagoula inlet (Figure 6 ). The area is characterized with heavy manmade structures. LiDAR returns on these areas are removed from the raw point cloud in the generation of the bare earth points, thus leaving artificial fissures in the bare earth dataset. This results in larger error within test site three, as well as test site one, when compared to site two. Site two, as expected, has lower error in all sizes, regardless of the low point density.
Generally, both source elevation datasets perform similarly at the larger scales (20 meters and above). For all sizes and sites, the FEMs have lower RMSE than the DEMs, with larger differences found on the smaller scales (10 meters and lower). In all cases, the finite element mesh outperforms the gridded raster DEM; however as Bater and Coops (2009) point out, higher resolution DEMs may perform better as a result of the test points occurring at decreased distances from the grid cell centers. Thus, linear elements have an advantage, particularly due to the 3D nature of the polygon's surface.
The results signify that grid and element mesh resolution is an important factor that can significantly affect overall global accuracy in elevation. It is not uncommon to model any of the test sites with 160 meter, or even larger, elements which would result in ~20% increase in error from that of the lower resolutions. As the resolution increases, error decreases showing better fit to the source data ( Figure  9 ). Table 4 presents RMSE across the finite element meshes using the 5 meter DEM and 10 meter DEM as the source elevation data. The meshes with elevations derived from the 5 meter DEM perform better than the meshes developed from the 10 meter DEM at element edge lengths of 5 meters and less. Scales larger than 5 meters, both sets of meshes are generally comparable. At test site two and three, all three 20 meter finite element meshes resulted in similar RMSE.
RMSE for the three interpolating functions (linear, IDW, and NN) used to obtain nodal elevations onto the finite element meshes using the 5 meter and 10 meter DEMs are presented in Table 5 and Table 6 for test site two and three, respectively. Linear and NN generally perform well and are similar in all cases with IDW yielding greater error for most grid sizes. IDW had larger error in areas where LiDAR returns were removed due to manmade features or water. less than half the data density yields no significant decrease in RMSE. Also, it is found that a DEM size can be related to element size. It is shown that if an element size is 20 meters, a 10 meter DEM should suffice, rather than using the bare earth or a higher resolution DEM as the elevation source. Interpolating the 10 meter DEM to the 20 meter finite element resulted in similar RMSE as interpolating the 5 meter DEM and bare earth LiDAR to the finite element mesh. Careful consideration should be exercised when choosing a DEM grid size or finite element mesh size with respect to data capacity and computation resources available. Further, between three interpolating routines (linear, IDW, and NN), linear and NN performed best, with IDW resulting in increased error when non bare-earth features are removed. Linear is preferred over NN due to its simple parameterization and efficient algorithm. Also, linear interpolation performs faster than that of IDW or NN.
Since this study uses pure equilateral elements and does not include significant linearly raised features, future work should be conducted to assess how including vertical features and non-equilateral elements affect topographic elevation error.
It is evident that additional work should be conducted to make more firm recommendations on the relation, in topographic accuracy, between DEM and finite element mesh grid size.
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