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Resumen 
En este trabajo se muestran los principales pasos seguidos para 
modificar el programa de reconstrucción de imagen 
tomográfica FIRST (Fast Iterative Reconstruction  Software for 
(PET) Tomography) de forma que las partes de la 
reconstrucción que requieren un mayor tiempo de cálculo 
(proyección y retroproyección) puedan ser ejecutadas en las 
unidades de procesamiento gráfico (GPUs) de un ordenador. En 
la actualidad, las GPUs superan a las CPUs en capacidad de 
cómputo en paralelo,. El código original ha sido reescrito en C 
con extensiones de CUDA, buscando en todo momento hacer un 
uso óptimo de las propiedades de la GPU. De esta forma se ha 
logrado reducir el tiempo requerido para realizar cada 
reconstrucción en un factor mayor de 70. Esta mejora tan 
notable en el tiempo de reconstrucción abre la puerta a un uso 
más generalizado de este tipo de métodos iterativos. 
1. Introducción 
La reconstrucción de imagen en tomografía por emisión 
de positrones (PET) es muy costosa desde el punto de 
vista computacional, especialmente cuando se emplean 
métodos iterativos basados en modelos realistas de la 
emisión y detección de la radiación [1]. Los modernos 
procesadores multi-core y la mejora de los programas de 
reconstrucción como FIRST [1] han logrado reducir 
significativamente el tiempo requerido para realizar una 
reconstrucción iterativa completa de una adquisición, 
hasta llegar a hacerla compatible con su uso clínico o 
preclínico ordinario. 
Sin embargo, el crecimiento en complejidad de los 
modernos escáneres PET, así como el uso cada vez más 
común de protocolos avanzados de adquisición como 
pueden ser los estudios dinámicos, hacen que el número 
de datos a reconstruir y la demanda computacional sea 
cada vez mayor [2]. Esto ha llevado a plantear el uso de 
hardware alternativo a los procesadores convencionales 
(CPU) para realizar los cálculos requeridos en la 
reconstrucción. Una de las alternativas más prometedoras 
la constituyen las tarjetas gráficas (GPUs), que, a pesar de 
que inicialmente tuvieron un uso dedicado al mundo de 
los videojuegos, han ido ampliando sus campos de 
aplicación, hasta llegar a la actualidad, en la que las 
tarjetas gráficas de propósito general (GP-GPU) se 
emplean en multitud de proyectos científicos y 
tecnológicos [3]. Las GPUs pueden manejar grandes 
cantidades de datos en paralelo trabajando en modo 
SIMD (una instrucción, múltiples datos), superando de 
esta forma a los procesadores en capacidad de cómputo. 
La reconstrucción tomográfica puede verse especialmente 
favorecida por esta paralelización masiva dado que las 
dos partes del código que consumen un mayor tiempo de 
cálculo (proyección y retroproyección) pueden ser 
organizadas fácilmente en modo SIMD y distribuidas en 
las unidades de cálculo disponibles, asignando una parte 
de los datos a cada unidad [4]. 
La principal dificultad que planteaba el uso de las GPUs 
para el cálculo científico consistía en que para 
programarlas hacía falta un conocimiento profundo de sus 
características, al tener que implementar los algoritmos en 
términos específicos de las GPUs como son los vértices y 
las texturas [5]. Los recientes avances en la facilidad de 
programación de las GPUs han solventado en gran 
medida este problema. CUDA [3], desarrollado por 
NVIDIA, ofrece la posibilidad de crear programas en 
lenguaje C estándar junto con una serie de extensiones 
para hacer uso de la GPU. Programada a través de 
CUDA, la GPU se puede ver como un dispositivo capaz 
de ejecutar en paralelo un gran número de cálculos.  
En los últimos años se han creado diversos programas de 
reconstrucción tomográfica para CT y PET basados en el 
uso de la GPU [2], [5-6]. Sin embargo, en general, se 
tratan de programas que usan aproximaciones y métodos 
distintos y simplificados respecto a los que se emplearían 
con la CPU.  
En este trabajo se ha buscado realizar una  
implementación en CUDA del programa de 
reconstrucción iterativa FIRST para PET que fuese lo más 
fiel posible al código original. Nuestro principal objetivo 
ha sido obtener una aceleración significativa del código 
sin que la calidad de las imágenes se viese comprometida. 
Además, se ha buscado generar un código sencillo y 
flexible que permita futuras modificaciones y 
adaptaciones sin un excesivo esfuerzo adicional.  
El programa ha sido desarrollado sin tener en cuenta en 
general el modelo específico de GPU de NVIDIA que 
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 Se puede apreciar de los resultados de la Tabla 2, que la 
mejora en los tiempos alcanzada depende en gran medida 
del tipo de GPU empleada. Esto es de interés, ya que 
permitirá hacer un uso ventajoso de las futuras 
generaciones de GPUs que dispondrán de un número 
mayor de multiprocesadores. 
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