These sections contain supplementary materials. Section 1 shows how pure thresholding fails in delineating foreground and background. Section 2 provides a summary of Zernike polynomial for representing morphometric traits. Section 3 summarizes background on non-linear regression methods for identifying molecular targets. Section 4 provides comparative analysis with the Gene Set Enrichment Analysis (GSEA). Section 5 outlines the details of validation protocol that includes quantitative image analysis.
Thresholding as a mean for segmentation
Gabor filters eliminate the need for threshold selection and complexities that may arise because of contrast reversal with phase contrast microscopy. Figure 1 shows three examples of thresholding artifacts in our data sets. However, by utilizing Gabor features, these artifacts can be eliminated. 
Background on Zernike Polynomial
The Zernike polynomials V mn (x, y) are a set of orthogonal functions that satisfy 
where δ mk is 1 if m = k, and 0 otherwise. Zernike polynomials expressed in polar coordinates (ρ, θ) are defined as
where
The significance of such a representation is that they provide a translation and rotation invariant measure to encode inherent morphometric properties.
3 Molecular predictors of morphological clusters based on nonlinear method
In the non-linear case, the .632+ bootstrap error [1] of the SVM rule with Gaussian kernel is used for identifying differentially expressed genes. Bootstrap is a resampling method for model selection and validation that is shown to perform well for small sample sizes by correcting the bias against sample selection. As discussed by Ambroise and McLachlan [1] , the .632+ bootstrap error is estimated by
where E resub is the proportion of original cell lines misclassified by the SVM rule R, constructed from data associated of all cell lines (i.e., the entire data set is used for training); E bs is the leave-one-out bootstrap error rate for predicting the classification error of a specific cell line, which is not included in the bootstrap samples; and w is the weight. Suppose that K bootstrap samples of size n are obtained by re-sampling with replacement from the original N cell lines of known cluster labels. The re-sampling scheme is designed in such a way that each bootstrap sample contains the same number of cell lines from each morphological cluster. E bs in Eq. (4) is then estimated by
O ik is 0 if the ith cell line exists in the kth bootstrap sample and is 1 otherwise. E ik = 1 if the SVM rule R k , formed from the kth bootstrap sample, misclassifies the ith cell line, and equals 0 otherwise. The weight w in Eq. (4) is defined by
is the relative overfitting rate and γ is the no-information error rate, which is estimated by
where c is the number of classes or clusters, p i is the percentage of the cell lines from the ith class with respect to the entire population, and q i is the correct recognition rate as measured by the SVM rule R. The top genes selected to predict the stellate cluster based on .632+ bootstrap error of SVM with Gaussian kernel are listed in Tables 1, with annotations.
Molecular predictors of morphological clusters based on GSEA
We run GSEA on the gene expression data with the label of stellate vs. round/grape-like. Table 2 shows gene sets (gene ontology terms) enriched in the stellate cluster based on the GSEA results. PPARG appears in 4 of the most enriched gene sets. 
Validation
Kenny's lab has been responsible for validation of PPARγ against the stellate line. Validation against triple negative mammary tissue has been performed by Dr. Baehner, a pathologist. His conclusion is that there is a focal difference in localization of PPARγ between normal and triple negative tissue sections. Nevertheless, we opted to quantify these differences using a recently developed system. In this system, nuclear regions are segmented, and the regions between neighboring nuclei are partitioned through Voronoi tessellation. Next, the brown signal associated with PPARγ is deconvolved from hematoxylin (e.g., nuclear labeling blue signal) through non-negative matrix factorization [2] . Finally, the signals within the nuclear regions are accumulated on a cell-by-cell basis. Intermediate results are shown in Figure 2 . Each segmented nuclear reveals a distribution corresponding to PPARγ. These distributions are accumulated for normal and triple negative cells, and results are reported. BCAR1,C2,CADM1,CD1D,CD79A,CDH13,CEBPG,CFHR1,CRTAM,  CX3CL1,EEF1E1,EREG,FYN,GHRL,GHSR,IFNK,IKBKG,IL12A,   IL12B,IL29,IL8,KRT1,LAT2,MALT1,MAP3K7,MBL2,NFAM1,  NPY,PRKCG,PTPRC,SCG2,SLA2,SLIT2,TGFB2,THY1,TLR8,  TNFRSF1A,TRAF2,TRAF6,TRAT1,UBE2N 1.5007 0.0175 0.8855 ACIN1,ACVR1B,ACVR2A,ADIG,BMP4,BMPR1B,BOC,BTG1,  CALCA,CARTPT,CDK6,CNTN4,DTX1,EREG,ETS1,FOXO3,FOXO4,  GPR98,IGFBP3,IL20,IL27,IL4,IL7,INHA,INHBA,IQCB1,LDB1,   MAFB,MAP4K1,NANOG,NF1,NLGN1,NME2,NOTCH1,NOTCH2,  NOTCH4,NPHP3,PF4,PPARG,RUNX1,SART1,SCIN,SHH,SNF1LK,  SOCS5,SPI1,SPINK5,TAF8,TBX3,TBX5,TCFL5,TGFB2,TWIST2,  USH2A, BCAR1,C2,CADM1,CD1D,CD79A,CFHR1,CRTAM,EREG,FYN,  IFNK,IKBKG,IL12A,IL12B,IL29,KRT1,LAT2,MALT1,MAP3K7,   MBL2,NFAM1,PTPRC,SLA2,TGFB2,THY1,TLR8,TRAF2,TRAF6,  TRAT1, 
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