Bifurcation diagrams and invariant densities are computed and interpreted for a logistic map driven by dichotomous noise. Two deterministic limits are analyzed. Changes in the stability of such a system, when varying the correlation time of the noise, are numerically studied. The peaks of the invariant density in the white-noise case are identified as originating from the most stable attractors among those appearing in the deterministic limits.
I. INTRODUCTION
The inhuence of noise on discrete dynamical systems has been investigated from several points of view. There are several investigations where the shift, broadening, and suppression of bifurcations have been analyzed [1] .
Others deal with the scaling of Lyapunov exponents and invariant densities near the onset of chaos [2, 3] . Most of these effects have been investigated with a Gaussian white noise with small intensity. The noise acts as a perturbation of the original system and obviously their effects must be related with changes on this system.
In this paper, we consider a different kind of noise acting on discrete systems. Instead of a Gaussian white noise, we deal with multilevel processes with arbitrary intensity and correlation time.
In general, a map driven by discrete dichotomous noise comes from continuous systems, driven by a random sequence of pulses with constant width. Despite its importance in fields related to electronics, this kind of stochastic signal has not been used in the context of stochastic processes. Explicitly, for a one-dimensional continuous system given by the equation dx = f(x,p(t)), dt p(t) being a noise composed by random squared pulses, with amplitude +6 or -6 and width zo, the values of x at the beginning of the pulse Ix (0), x(zo), . . . , x (nzo) ) follow a stochastic map:
x(nzo)= Y(x((n -1)zo),zo, p", )
with p"=+6, and Y(xo, t, p") being the solution of (1) with xo as initial condition at t =0. In the case of a regular system with a stable attractor point and with a value of zo close to the characteristic time of the system, the map becomes of the logistic kind.
A colored noise with sufficient intensity can induce dramatic effects on the original attractors, changing their character or creating different ones. These changes can be produced by randomness and by memory effects.
Changes due only to memory effects on a logistic map have been reported in a recent paper [4] . In fact, the bifurcation scenario found in the aforementioned paper is rather similar to our scenario for some values of the correlation time. Changes due to colored noise have been extensively studied in continuous systems with Gaussian or Markovian noise but only a few works are devoted to maps. It is worth remarking on the recent work of Ref. [5] , analyzing the noise-induced transitions in a class of bistable oscillators driven by dichotomous noise. As pointed out in this paper, a dichotomic noise is a good candidate for studying such a complicated problem. As is well known from the study of one-dimensional stochastic continuous models [6] , the simplicity of this noise allows one to derive analytical expressions for the probability density or transition rates for some nonlinear models. We show that also, in discrete systems with dichotomic noise, one is able to derive In order to analyze the evolution of the noisy map we start defining the joint probability, P"(x, 6) of finding the map and noise with values x and +6, after n time steps. This joint probability follows a master equation
given by P"~~(x, +6)=a J 5(x f~(y-))P"(y, +b, )dy
with f+(y)=p(1+6, )y(1 -y). In the limit n~~the equation for the stationary joint density p(x, +b, ) is P(x, +b, ) =a J5(x f+(y ))P-(y, +h)dy
The stationary probability density for the noisy map p(x ) is obviously given by
With these equations in mind, we now consider the two limiting cases. For o. '~1 we take +=1 -e, where e is a small quantity, and make perturbations in the form x"~, =p(1+/")x"(1 -x"), P(x, +b ) =PD(x, +b, )+eP, (x, +6) .
where g is a dichotomic noise taking two possible values +6 with a probability a~1 of repeating the same value in the following iteration. Since the noise is bounded, the equation is well defined for p, (1+b, ) (4. (7) into (5) we have for the zero order in e P0(x, +6) = J5(x f+(y ))PQ(y, +h)d-y (8) and for the first order P, (x, +6)= J 5(x f~(y))[PQ(y, -+b, )+PD(y, +b, )]dy + J5(x f+(y))P, (y, +-&)dy . Equation (8) has a normalized solution given by
where p+(x ) is the invariant density of the logistic map f+(x ), respectively. The integral equation (9) can be iteratively solved. From (6), (10) , and an iterative n solution of (9) 
Summarizing, the limit a~1 yields to a superposition of two logistic maps f+ and f . As a consequence, the invariant measure and the Lyapunov exponent are given by the arithmetic mean: p(x)= -, 'p+(x)+ -, 'p (x) and k= -, 'k++ -, 'A, , respectively. In Fig. 1(a) Fig. 4 , we show the tangent bifurcation appearing in the a -+0 limit. Figures 5 and 6 show the evolution . Fig. 3(d) .
of the invariant density with a for two closed points, below and above the bifurcation point. We can observe that for a different to zero, the unstable attractor of the case a=O appears with small probability. Hence, bifurcation exists only in the strict limit e~O. In this case the noise suppresses the bifurcation. In the present work, the structure of deterministic attractors are strongly modified and then estimators of the system stability must be used. In Fig. 7 we plot the Lyapunov exponent versus the correlation time in several situations. As we show, the behavior when changing the correlation time is not uniform. In Fig. 7 (a) we go from a very stable configuration in the a~O limit to a chaotic situation in the &x~1 limit.
The Lyapunov exponent always grows and as a consequence, the stability is monotically decreasing. creased stability with a. Figure 7( f f+. Also, we know that the small peaks are transients from one attractor to others. Going to the whitenoise case a -+ -, from the ex~0 limit it can be seen in Fig. 9 
