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 LATENT DEGRADATION INDICATOR ESTIMATION USING CONDITION 
MONITORING INFORMATION 
Yifan Zhou, Lin Ma, Yong Sun, Joseph Mathew  
CRC of Integrated Engineering Asset Management (CIEAM), School of Engineering Systems, Faculty of Built Environment 
and Engineering, Queensland University of Technology, Brisbane, Australia 
Asset health prediction is imperative to optimal asset management. Online and offline inspections can provide 
useful information for predicting asset health. The information from an asset health inspection can be divided 
into two types. (1) Direct indicators which directly determine failures (e.g. the thickness of a brake pad, or the 
wear in a component) and (2) indirect indicators which are not related to failures directly (e.g. vibration signals 
or oil analysis results). The direct indicators can provide more precise reference for the maintenance strategy 
determination. However, these direct degradation indicators are often technically or economically impossible to 
inspect frequently and accurately. The indirect indicators, on the other hand, can be acquired more easily using 
various condition monitoring techniques. This paper proposes two continuous state space models to estimate and 
predict direct degradation indicators using indirect degradation indicators. The two continuous state space 
models adopt the Wiener process and the Gamma process respectively. The Expectation Maximization (EM) 
algorithms based on the modified Kalman smoother and the modified particle smoother are used to estimate the 
parameters of the proposed models. The application process of the EM algorithms and the characteristics of the 
state space models are illuminated through a simulation study. Finally, a case study using the data from an 
accelerated test of a gear box is conducted to justify the feasibility of the proposed models. 
Keywords: Condition monitoring, State space model, EM algorithm, Particle smoother, Kalman smoother 
1 INTRODUCTION 
Most engineering assets experience some kind of degradation before failing. Asset failures can be predicted based on these 
degradation processes which are revealed by various degradation indicators. Therefore, effective degradation indicators can 
provide an important reference for asset health prediction and maintenance strategy determination. With the development of 
sensor technology and computer science, more degradation indicators can be extracted from the information obtained during 
online and offline inspections. These degradation indicators have different uses in asset health predication due to their diverse 
characteristics. 
Degradation indicators can be divided into two categories according to their relationships with failures: (1) direct indicators 
and (2) indirect indicators [1]. Direct indicators refer to the degradation indicators that determine failures directly (e.g. the 
thickness of a brake pad or the wear of a component). An asset is regarded as failed when its direct degradation indicator hits a 
failure threshold. In contrast, indirect indicators are not related to failures directly (e.g. indicators extracted by vibration 
analysis or oil analysis). In some cases, these indirect degradation indicators are associated with direct degradation indicators. 
For example, the erosion condition of the inductors of a furnace is related to the conductance ratio [2]. The average vibration 
amplitude sampled at bearing changes with degrees of angular misalignment of the shaft [3]. Direct indicators are more 
desirable when modelling a degradation process. Some research on asset health prediction and condition based maintenance 
strategy planning assumes that a direct degradation indicator is available [4, 5]. However, in reality direct indicators are 
technically or economically impossible to obtain frequently and accurately. For example, the cracker on the tooth of a gear 
cannot be measured online. In contrast, indirect indicators can be acquired more easily through condition monitoring 
techniques in most situations. These indirect indicators can be used to estimate and predict the direct degradation indicators 
which cannot be measured easily. 
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Some approaches modelling the relationship between direct and indirect indicators have already been proposed. Christer, 
Wang et al. used the conductance ratio to assess the erosion condition of a furnace which could not be inspected frequently [2]. 
In their research the Kalman filter was employed to infer the erosion condition of the furnace from the conductance ratio. 
Shiroishi, Li et al. investigated the relationship between the indicators extracted from a vibration signal and the size of the 
cracker on a bearing [6]. Wang and Vachtsevanos used the dynamic wavelet neural networks to map vibration features 
evolution to the crack growth on the inner race of a bearing [7]. Wang proposed a Bayesian model to describe the relationship 
between vibration features and the remaining useful life [8]. The remaining useful life can also be regarded as a special kind of 
direct degradation indicator whose failure threshold is zero. Though these existing papers partially address the relationship 
between the direct and indirect degradation indicators, some research gaps still exist. First of all, most of the existing models 
are discrete in time, which require identical inspection intervals. Secondly, the existing models do not consider the missing 
observation issues. Current research largely assumes that an indirect indicator and a direct indicator are sampled at the same 
frequency. In practice, most direct indicators cannot be obtained as frequently as indirect indicators. Therefore, the missing 
observation of the direct indicators should be considered. Thirdly, some existing research investigates the relationships 
between the direct and indirect degradation indicators by diagnosis approaches. These approaches do not treat the growth of 
the direct indicators as a process. Instead, the direct indicators at different inspection times are estimated separately. 
In this paper, the continuous state space models are adopted to estimate and predict direct degradation indicators based on 
indirect degradation indicators. The state space model composed of a state equation and an observation equation describes the 
dynamic characteristics of a system by a sequence of system states. The state equation is used to describe the system state 
process. In this paper, two commonly used continuous stochastic processes (i.e. the Wiener process and the Gamma process) 
are used to model the system state process. The other component, observation equation, is employed as an expression of the 
relationship between observations and system states. This paper adopts the state space model to model the development of 
direct and indirect degradation indicators. The change of a direct indicator is described by the system state process, while the 
relationship between the direct and indirect degradation indicators is modelled by the observation equation. Therefore, the state 
space model considers both the associations between direct and indirect indicators and the relationships among the direct 
degradation indicators at different inspection times. Furthermore, the state space model can deal with the missing observation 
problems as well. In addition, the state space models used in this paper are continuous in time and states. The continuous time 
property can eliminate the assumption of fixed inspection intervals; whereas the continuous states can avoid the additional 
errors introduced during the discretisation of continuous asset degradation processes.  
The remainder of this paper is organised as follows. Section 2 introduces the formulation of the Wiener-based state space 
model and also the Gamma-based state space model. The different properties of the two continuous state space models are 
discussed and compared. Section 3 investigates the parameter estimation algorithms for the Wiener-based and the Gamma-
based continuous state space models. Section 4 illustrates the implement process of the algorithms mentioned in Section 3, and 
the characteristics of the two continuous state space models through simulation studies. Finally, a case study using the data 
from an accelerated life test of a gear box is presented in Section 5 to justify the proposed models. 
2 MODEL FORMULATION 
Before discussing the formulations of the Wiener-based and the Gamma-based state space model, some background about 
the state space model should be introduced first. The state space model is originally proposed in control theory [2]. In a state 
space model, the dynamic characteristic of a system is modelled by a system state process. The general formulation of a state 
space model is given by (1) and (2) [9], where x  is the system state, u  is the input of the system and z  is the observation 
vector. The system disturbance and measurement noise are denoted by  and  respectively. w v  , ,  E , H , D and  are the 
system parameters determining the system characteristics. Equation 
G
(1) is called the state equation which describes the 
development of system states. Equation (2) is the observation equation which addresses the relationships between observations 
and system states. In this research, the deterioration process of a direct degradation indicator is modelled by the state equation, 
while the relationship between direct and indirect indicators is described by the observation equation. Given the fact that most 
deterioration processes of engineering assets are continuous in time and state, this paper assumes that the system development 
process of the state space model follows a continuous stochastic process. 
ttttttt wEuxx  1  (1) 
ttttttt vGuDxHz   (2) 
The Wiener process and the Gamma process are two continuous stochastic processes commonly used in assets degradation 
modelling. A stochastic process  is regarded as a Wiener process, when the independent increments 
 follow a Gaussian distribution with mean 
  0; 	ttX 

  sXtsX  t  and variance , for all . t2 0, 	ts   and  are called the drift 2
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parameter and the diffusion parameter respectively. Similarly, a continuous stochastic process  is called a Gamma 
process when the independent increments 
  0; 	ttX 

   sXtsX   follow a Gamma distribution . The increasing 
function is the shape function, while 
     ,stsGa  
 t 0 is the scale parameter. The normal distribution and the Gamma distribution 
belong to the class of infinitely divisible distributions. Therefore, they are adopted as the distribution of independent 
increments of the two continuous stochastic process in common use [10]. 
The Wiener process and the Gamma process have different characteristics. First of all, the Wiener process has a diffusion 
property due to the normal distributed increments. On the contrary, the Gamma process has a monotonous increasing 
characteristic because of the non-negative Gamma distributed increments. As a result, the Gamma process is more appropriate 
for the irreversible degradation process (e.g. the growth of a cracker size, the wearing of a component). Secondly, the Wiener 
process and the Gamma process have the different distributions of the first hitting time to a fixed threshold. The first hitting 
times of the Wiener process and the Gamma process to a threshold follow the inverse Gaussian distribution and the inverse 
Gamma distribution respectively [11]. Therefore, the failure time of an asset follows different distributions when its direct 
degradation indicator is modelled by the Wiener process or the Gamma distribution. Thirdly, compared with the Gamma 
distribution, the Wiener process is more mathematically tractable. For example, when estimating the parameters of the Wiener 
process with white noise, the closed form likelihood function can be obtained [12]. 
This paper investigates the continuous state space model using the Wiener process and the Gamma process simultaneously. 
The differences between the wiener-based state space model and the Gamma-based state space model are discussed as well. 
When the Wiener process is adopted, the system equation which describes the deterioration process of a direct degradation 
indicator is formulated as Equation (3). The scalar variable  t denotes the direct degradation indicator of an asset.   and  
are called the drift parameter and the diffusion parameter respectively. In this paper, the initial direct degradation indicator is 
supposed to be zero, i.e. 
2
  00  t . The observation equation is given by Equation (4). The indirect degradation indicator  tX  
is assumed to be a function of the direct degradation indicator  t  with an additional identical independent normal distributed 
noise    ,0~ N . Similarly, the Gamma-based state space degradation model also consists of a system equation and an 
observation equation. The observation equation is also given by Equation (4). The development of the direct degradation 
indicator is assumed to follow a Gamma process as Equation (5).   is the scale parameter of the Gamma distribution.  t  
which follows Equation (6) is the shape function of the Gamma process. a  is the scale parameter of the shape function  t , 
while b  is the power parameter. b  is usually determined by the human experience of the degradation process or by numerical 
methods [13]. 
     ttNttt  2,~   (3) 
      tFtX  (4) 
         ,~ tttGamttt   (5) 
  btat   
 (6) 
3 PARAMETER ESTIMATION 
Three issues should be addressed when estimating the parameters of the Wiener-based state space model and the Gamma-
based state space model. First of all, in reality, the samples of indirect degradation indicators are more than those of direct 
degradation indicators, because indirect indicators are often easier to be obtained. The missing observations of the direct 
degradation indicators make the construction of the complete likelihood function impossible. In this research, the EM 
algorithm is used to address this problem. Secondly, the non-linear non-Gaussian property of the Gamma-based state space 
model should be dealt with. When the Gamma process is involved, the analytical recursive Bayesian smoother is not effective 
at the E step of the EM algorithm. This research adopts the particle smoother to treat the non-linear non-Gaussian property of 
the Gamma-based state space model. The last issue is that the observable direct indicators should be considered when using the 
Bayesian smoother during the E step of the EM algorithm. This research modifies the Kalman smoother and the particle 
smoother to combine the information from the direct indicators. 
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To illustrate the parameter estimation algorithms, degradation observations from  repeated tests are assumed to be 
available. The observation times of the  test are assumed to be
n
thi  
iij mjnit ,,2,1,,2,1;   . is the number of the 
observations during  test. The direct degradation indicators and the indirect degradation indicators of  test are denoted 
as
im
thi thi
)( ijiij t  and  respectively. According to the assumption of this paper, the direct degradation 
indicators
)( ijiij txx 
 
iij mjni ,,2,1,,2,1;    are not all observable due to the difficulties of measurement. To facilitate the 
expression of the parameter estimation algorithms, the function  ObvI  given by Equation (7) is used to indicate the availability 
of the direct indicators. To simplify the formulations, the observation equation (i.e. Equation (4)) is assumed follow a linear 
formulation, i.e. .          tctFtX
 
 




observableisjiI
observablenotisjiI
ijObv
ijObv


1,
0,
 (7) 
Get the initial parameters 0ˆ  
Obtain the conditional expectation of the 
complete likelihood function   tc yLE  ˆ,  
Acquire the parameters 1ˆ t  by maximizing 
the expectation of the complete likelihood 
function   tc yLE  ˆ,  
Satisfied the convergence 
condition or not?
Get the result 1ˆˆ  t  
No 
Yes 
EM Iteration 
E step 
M step 
Figure 1 The process of EM algorithm
3.1 Introduction of the EM Algorithm 
The parameter estimation methods of the Wiener based state space model and the Gamma-based state space model both 
follow the process of EM algorithm. The EM algorithm is an extension of the maximum likelihood estimation (MLE) method 
to deal with incomplete data. The incomplete data problem may be caused by data censoring, missing observations or the fact 
that some mathematical model contains hidden variables (e.g. the state space model and the frailty model). The EM algorithm 
was first proposed by Dempster, Laird and Rubin [14] and subsequently, Wu investigated its convergence property [15]. The 
EM algorithm uses the expectation of the complete likelihood function, instead of trying to obtain the marginal likelihood 
function. The complete likelihood function is easier to construct than the marginal likelihood function under most situations. 
Therefore, the EM algorithm is an effective and efficient method to deal with the incomplete data problem. The process of the 
EM algorithm is illustrated in Figure 0. First of all, proper initial parameters are obtained. Some other parameter estimation 
methods (e.g. moment estimation) may be used to get the initial parameters. After that, the EM iteration starts. During the E 
step, the expectation of the complete likelihood function conditioning on the observations and the parameters  estimated 
by the last EM iteration, i.e.
y tˆ
  tc yLE  ˆ, , is worked out. During the M step, the parameters  maximising the expected 
likelihood function 
1
ˆ
t
  tc yLE  ˆ,  is obtained, i.e.   tct yLE   ˆ,maxargˆ 1   . The EM iteration continues until the 
convergence condition is satisfied.  
3.2 EM Algorithm for the Wiener-based State Space Model 
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The parameter estimation algorithm for the Wiener-based state space model follows the process of the EM algorithm 
shown in Figure 0. First of all, the initial parameters  00000 ˆˆˆˆˆ  c  are obtained by ignoring the missing 
observations of direct indicators. When the missing observations are not considered, the complete likelihood function can be 
established and the maximum likelihood estimation can be acquired easily. 
After the initial parameters  are calculated, the EM iterations begin. An EM iteration consists of an E step and an M step. 
The EM algorithm used in this paper is modified from the work by Khan and Dutt [16]. During the E step, the expectation of 
the complete likelihood function is calculated. The complete likelihood function can be built according to the property of the 
Wiener process and the observation equation as Equation 
0ˆ
(8), where   1  and    c2 . The expected logarithmic 
formulation of the first part can be written as Equation (9) according to the observation equation. The expected logarithmic 
formulation of the second part can be written as Equation (10) according to the independent increments of the Wiener process. 
Based on the additive property of expectation, the expectation logarithmic complete likelihood function is the sum of 
Equations (9) and (10). As illustrated in Equations (9) and (10),  ijE  ,  2ijE   and  1ijijE   should be acquired to establish 
the expected complete likelihood function. ,  ijE   2ijE   and  1ijijE   can be obtained by the recursive Bayesian smoother. 
Because the Wiener-based state space model given by Equations (3) and (4) follows the linear Gaussian assumption, the 
Kalman smoother is the best choice for the E step [16]. However, the original Kalman smoother does not consider visible 
system states, i.e.   
1,; jiIObvij . This research adopts a modified Kalman smoother to combine these visible system states. 
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Before using the Kalman smoother, the Kalman filter should be conducted first. The Kalman filter is composed of two 
steps, i.e. the predict step and the update step. In the predict step, the prior probability density function  1:1 jiij xf  , is 
estimated based on the posterior estimation of the thj 1  system state, i.e.  1:11  jiij xf  , and the system parameters 
 are estimated at the current EM iteration. The predict step is based on the system equation i.e.  kkkkk c  ˆˆˆˆˆ  
 1ijijf  . When the state space model adopts the linear Gaussian assumption, the prior prediction distribution  1:1 jiij xf   
follows a normal distribution. Therefore, the Kalman filter uses the mean value 1ˆ ijij  and the variance 1ijijP  to 
represent  1:1 jiij xf  . In this research, the prior predicted distribution becomes  jinjiij xf  ,1:1  , where jin  denotes the next 
visible direct indicator, i.e.    
jinjiij
xf  ,1:1 1,,;min  uiIjuun Obvj .  can be calculated according to  jinijijf  ,1  
given by Equation (11). The components of Equation (11) can be acquired based on the property of the Wiener process. The 
new distribution  
jinijij
f  ,1  is still a normal distribution which follows Equation (12). Therefore, the Kalman filter still 
works after combining the observable direct indicators. For the available direct degradation indicators, i.e.   
1,; jiI Obvij , 
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the mean value is taken as ij  and the variance is regraded as 0. For the inspection times after the last visible direct indicator, 
i.e.    
1,;max;  uiIujt Obvij ,   1,,;min  uiIjuun Obvj no longer exists. Subsequently, the prior estimation can be 
acquired using the original Kalman filter. The formulation of the mean value and the variance of the prior estimation can be 
derived as Equations (13) and (14). The second and third equations in Equation (14) show that the variance of prior estimation 
is reduced by considering the observable direct indicators. The second step of the Kalman filter is updating. The updating 
algorithm used here is identical with the original Kalman filter. The formulations of the updating step are given by Equation 
(15), where  is called Kalman gain, ijK ijijˆ and ijijP  are the mean value and the variance of the posterior estimation. 
    
     
   
   
 1
1
11
111
1
1
1
,
,
,,
,






 %
ijin
ijinijij
ijinij
ijijinijijij
inij
inijij
inijij
j
j
j
j
j
j
j f
ff
ff
fff
f
f
f






  (11) 
              1121111 ,;,   ijinijijijinijinijijinijinijijinijij ttttttttttttNf jjjjjj   (12) 
 
           
      &&
&&



'




1,;max,0,ˆˆ
1,;max,0,ˆ
1,
ˆ
111
11111
uiIujjiItt
uiIujjiItttttt
jiI
ObvObvijijkijij
ObvObvijinijijinijinijij
Obvij
ijij jjj



  (13) 
 
             
      &&
&&



'




1,;max,0,ˆ
1,;max,0,ˆ
1,0
1
2
11
11
22
1
2
111
uiIujjiIttP
uiIujjiIttttttttttP
jiI
P
ObvObvijijkijij
ObvObvijinijijijinkijinijinijij
Obv
ijij jjjj

  (14) 
 
 
 &&
&&








1
11
22
11
ˆ1
ˆˆˆˆ
ˆˆˆ
ijijkijijij
ijijkijijijijijij
kkijijkijijij
PcKP
cxK
cPcPK


 (15) 
The Kalman filter estimates the system state ij  using the observations up to the inspection time, i.e. thi  jiij xf :1 . On the 
contrary, the Kalman smoother calculates the distribution of a system state based on the whole sequence of observations, i.e. 
 
imiij
xf :1 . Similar to the Kalman filter above, this research also modifies the original Kalman smoother by combining the 
observable direct indicators. The results of the Kalman filter and smoother are identical at two types of inspection points, 
i.e.     
1,11,;  jiIorjiIt ObvObvij . The distributions of the direct indicators can be acquired through Equations (16), (17) 
and (18). Equation (16) shows that the combination of the observable direct indicators ij  can reduce the variance of the 
posterior estimation
jimij
P . In addition, Equation (18) demonstrates that the Kalman smoother has more precise estimation than 
the Kalman filter. 
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After applying the particle smoother,  
   
 1,;,,,2,1;  kiImjxE Obvikiijij   , 
 
   
 1,;,,,2,1;2  kiImjxE Obvikiijij    and  
   
 1,;,,,2,1;1  kiImjxE Obvikiijijij    can be calculated as Equation 
(19), which is derived by Khan and Dutt [16]. After that, the expected likelihood function can be obtained by substituting 
Equation (19) into Equations (10) and (9). 
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Compared with the E step, the M step is more straightforward. The maximum likelihood estimation of the parameters can 
be acquired by differentiating Equations (9) and (10). The results of the M step are illustrated as Equation (21). 
Besides the E step and M step, monitoring the convergence of EM iterations is also indispensible. In this paper, the relative 
likelihood function is used to quantify the convergence of the EM iterations. As shown in Equation (20), the relative likelihood 
function is calculated by dividing the likelihood function using the parameters obtained in the iteration by that using the 
parameters obtained in the 
thk
thk 1 iteration.  
iij mjni ,,2,1,,,2,1;ˆ    denotes the system states estimated during the 
iteration. When the relative likelihood function reduces to a value small enough, the EM iteration is regarded as 
converged. 
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3.3 EM Algorithm for the Gamma-based State Space Model 
The general process of the EM algorithm used for the Gamma-based state space model is the same as that for the Wiener-
based state space model. However, when the Gamma process given by Equations (5) and (6) is adopted as the system state 
process, the Gaussian and linear assumption are no longer satisfied. Therefore, the Kalman smoother algorithm discussed in 
Section 3.2 is not effective for the Gamma-based state space model. This research uses the particle smoother to deal with this 
non-Gaussian, non-Linear situation. Similar to the Kalman smoother, the particle smoother is also a recursive Bayesian 
estimator. However, the particle smoother is based on the Monte Carlo method instead of deriving the analytical expressions. 
Therefore, the particle smoother is more flexible than the Kalman smoother. Though the efficiency of the Monte Carlo-based 
particle smoother is much lower than the analytical Bayesian smoothers, the development of the computer techniques has made 
the particle smoother feasible in some offline situations. 
The EM algorithm for the Gamma-based state space model has been investigated in another paper of the author [17]. In that 
paper, the implement process of the particle smoother was discussed in detail. In addition, the visible system states modelling 
the failure events were also consider during the parameter estimation through the Gamma Bridge algorithm. This paper uses a 
similar parameter estimation algorithm; the only two different steps are the initial parameters estimation and the simulation 
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step of the particle filter. In this research, the initial parameters are acquired based on the dataset ignoring the missing 
observations of the direct degradation indicators. At the simulation step of the particle filter, more observable system states are 
to be considered. The recursive equation of the weights used in the particle filter is given by Equation (22), and the importance 
density function  
kinik
m
ik
m
ik xq  ,,1  becomes Equation (23). The other process of the EM algorithm is the same as the EM 
algorithm mentioned in [17]. Therefore, this article does not introduce the whole algorithm in detail. 
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4 SIMULATION STUDY 
4.1 Sample Indicators Generation 
This simulation study was to illustrate the parameter estimation process, the model inference approaches and the model 
characteristics. The Wiener-based state space model was assumed to follow Equations (3) and (4). To simplify the algorithm, 
the observation Equation (4) was assumed as a linear equation, i.e.          tctFtX . The non-linear situation is 
discussed in Section 5. The parameters used to generate the degradation indicators were  
. The indirect degradation indicator was assumed to be inspected every two hours. On the other hand, the 
direct degradation indicator was assumed to be observable only at three points, i.e. 
 wswswswsws c  
 7.26.221 
  
  
8040361,; kiIt Obvik . Two 
repeated sequences of simulated degradation indicators were generated, one of which is shown in Figure 2.  
The Gamma-based state space model was supposed to have the same observation equation as the Wiener-based state space 
model. The state equation was assumed to follow Equations (5) and (6). The parameters used to generate simulation data 
were  . The inspection interval of the indirect degradation indicators is 
assumed to be 2 hours, while the direct degradation indicator was assumed to be observable at three different times, i.e. 
, the simulated data are plotted in 
 gsgsgsgsgsgs cba    05.022.015.0 

  
  9068301,; kiIt Obvik Figure 3. Compared with the Wiener-based state space 
model, the direct indicators of the Gamma-based state space model possess a monotonous increasing property. 
 
  
Figure 2. Simulated degradation indicators based on the 
Wiener-based state space model 
Figure 3. Simulated degradation indicators based on the 
Gamma-based state space model 
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4.2 Parameter Estimation Using the Simulated Data 
The parameter estimation process for the Wiener-based state space model was divided into two steps. First of all, the initial 
parameters were acquired by ignoring the indirect degradation indicators without corresponding direct degradation indicators. 
For the simulated data generated in Section 4.1, the initial parameters were obtained as.  
. Then, the EM iteration began. The convergence process is illustrated in 
 wwwww c 00000 ˆˆˆˆˆ  
 2.26302.56231.98160.9838  Figure 4. 
Finally, the parameters converged to   wwwww c  ˆˆˆˆˆ   2.12162.88651.97781.1808  which are close to the 
parameters used to generate the simulation data, i.e. . ws
Similarly, the parameters of the Gamma-based state space degradation model were also estimated by two steps. The initial 
parameters were  gggggg cba 000000 ˆˆˆˆˆˆ     0500.09967.10848.011.0112 . The final results of the EM 
algorithm were  gggggg cba  ˆˆˆˆˆˆ    0633.09992.10.158610.5704  which are also near the parameters 
used to generate the simulated degradation indicators, i.e. . The convergence process of the EM algorithm is shown in gs
Figure 5. 
Compared with the EM algorithm for the Wiener-based state space model, the EM algorithm for the Gamma-based state 
space model has lower efficiency due to the Monte Carlo smoother used in E step. However, the Gamma-based state space 
model removes the Gaussian and linear assumptions. In addition, more complex observation functions can also be adopted. 
Therefore, the EM algorithm for the Gamma-based state space model is more flexible and extendable in real applications. 
However, due to the analytical property and the high calculation efficiency, this paper uses the Wiener-based state space model 
as an example when analysing the characteristics of the continuous state space models. 
As mentioned in Section 1, one merit of the state space model is its ability to deal with the missing observation problems. 
In reality, direct degradation indicators are more difficult to measure than indirect degradation indicators. Therefore, more 
indirect degradation indicators are available than the direct degradation indicators in practice. However, most current models 
only consider the inspection times with both direct and indirect degradation indicators, i.e.   
1,; jiIt Obvij , while ignoring 
the indirect degradation indicators without corresponding direct degradation indicators, i.e.   
0,; jiIx Obvij . To show the 
effects of the additional indirect degradation indicators   
0,; jiIx Obvij , the parameter estimation methods with and without 
these additional indirect degradation indicators   
0,; jiIx Obvij  were compared by 1000 repeated simulated tests. During 
these simulated tests, the parameter estimation methods considering and not considering the additional indirect degradation 
indicators were used to deal with the simulated data separately. The results are illustrated in Table 1. After the additional 
indirect degradation indicators are involved, the estimation results of the diffusion parameter are closer to . In addition, 
the variances of the estimations of a ,
s
  and   decrease. Figure 6 shows the effects of the additional indirect indicators on 
diminishing the variance of the estimated parameters. Therefore, considering the additional indirect degradation indicator can 
improve the parameter estimation results. 
 
  
Figure 4 Convergence of the EM algorithm for the 
Wiener-base state space model 
Figure 5 Convergence of the EM algorithm for the 
Wiener-base state space model 
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Considering the additional indirect degradation 
indicator 
Ignoring the additional indirect degradation 
indicator 
 aˆ  cˆ  ˆ  ˆ  aˆ  cˆ  ˆ  ˆ  
Mean 1.0034 2.0005 2.5619 2.5877 1.0009 2.0008 2.4477 2.5814 
Variance 0.0353 0.0006 0.0734 0.4653 0.0446 0.0006 0.8250 0.5904 
Table 1 The parameter estimation results with and without additional indirect degradation indicators 
 
 
Figure 6 The effects of the additional indirect degradation 
indicators on the variances of the estimated parameters 
Figure 7 The estimation of direct indicator based 
on the Wiener-based state space model 
 
4.3 Direct Degradation Indicator Estimation and Prediction 
After the parameters of a continuous state space model are identified, direct degradation indicators can be estimated and 
predicted when new indirect degradation indicators are available. The current value of a direct degradation indicator can be 
estimated by using the recursive Bayesian filters. As to the Wiener-based state space model, the Kalman filter is preferred to 
estimate the direct degradation indicator. On the other hand, when the Gamma-based state space model is adopted, the particle 
filter is used to deal with the non-Gaussian situation. Compared with the Bayesian filters used in the E step of the EM 
algorithms mentioned in Section 3, the Bayesian filters used in direct degradation indicator estimation do not consider the 
information of direct degradation indicators. When no information of a direct degradation indicator is available, the original 
Kalman filter or particle filer can be adopted. The estimation of direct indication at a sample interval based on the Wiener-
based state space model is illustrated in Figure 7.  
After the current value of a direct degradation indicator is estimated, the future direct degradation indicator can be derived 
according to the system equation. As shown in Equation (24), for the Wiener-based state space model, the prediction results 
can be acquired according to the additive property of a normal distribution. As to the Gamma-based state space model, the 
particle filter is used to estimate the direct degradation indicators. The estimation results  is represented by a series of 
filtering particles  as 
tˆ
 
fic Njncf ,,2,1,2,1;   f
i
i
cc Nf$ˆ [17]. c is the current inspection index, is the number 
of the filtering particles. The distributions of the future direct degradation indicators are given by 
fN
(25). 
   tPtaNtt iii  2,ˆ~    (24) 
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4.4 Model Selection 
The recursive Bayesian filters used in the direct degradation indicator estimation is based on a system equation and an 
observation equation. In this application, a system equation models the relationship among the direct degradation indicators at 
different inspections, while an observation equation describes the relationship between direct indicators and indirect indicators. 
By fusing the two relationships, the variances of the estimations are reduced. Equation (15) shows that the estimation and 
prediction results of the state space model are at least as good as the results considering only the system equation or the 
observation equation. The same conclusion can be arrived at when the Gamma-based state space model is involved. 
However, the state space model cannot always improve the estimation and prediction results of a direct degradation 
indicator in reality. The reason is that the parameters in Equation (15) are identified through the historical or experimental data. 
The parameters of the state space model increase, compared to the model, only considering direct indicators or the relationship 
between the direct and indirect indicators. These additional parameters will introduce errors and make the process of parameter 
estimation less robust. When one of a system equation and an observation equation is more deterministic than the other, using 
only the dominant equation can get better estimation results. For example, when the development of the direct degradation 
indicators is more deterministic than the relationship between the direct and indirect indicators, only the direct degradation 
indicators should be considered. In contrast, when the observation equation is more deterministic, the development of the 
direct degradation indicator should be ignored, and the direct degradation indicator can directly estimated based on the 
observation equation. In this situation, the direct degradation indicator becomes difficult to predict. Some research on the 
model selection issues has already been carried out. McCane and Caelli proposed the evaluation method for the effects of 
different components of hidden Markov model (HMM), which is also one kind of discrete state space model [18]. The 
Bayesian information criterion (BIC) and the Akaike information criterion (AIC) are more generic quantified model selection 
methods [19]. 
5 CASE STUDY 
Measure time (hour) 0.0917 3.3383 3.7536 4.6383 5.5064 5.6864
Cracker size (mm) 0 1.57 3.3 5.41 8.22 11.38
 
Table 2 The measurements of the cracker size during the accelerated life 
 
This case study investigated the relationship between direct and indirect indicators of a degradation process. The data from 
the accelerated test of a gearbox was used in this case study. In the accelerated test, each gear was 10mm wide and had 27 teeth. 
The shaft speed was 2400 RPM. To accelerate the degradation process, a semi-circle notch of 1mm radius was initially spark 
eroded at the root of a tooth. In addition, the gearbox worked under overload condition. The vibration signal was monitored 
continuously. On the contrary, the size of the cracker was only measured at six different times due to the difficulties of 
measurement. The six samples of crack size are listed at Table 2. The vibration signal was treated by filtering out gear meshing 
harmonics. The kurtosis of the residual signal was calculated. After investigating the relationship between the vibration 
indicators and the cracker sizes, the integral of the kurtosis was adopted as the indirect degradation indicators 
tx . The cracker 
sizes were treated as the direct degradation indicators 
t . The first five measurements of the cracker sizes and the whole 
sequence of kurtosis were used to identify the state space degradation model. The acquired state space degradation model was 
used to estimate the cracker size at time 5.6864 hour. In this case study, the Wiener-based state space model and the Gamma-
based state space model were adopted separately to demonstrate the effects of the linear Gaussian assumption. 
5.1 Model Identification 
The Gamma-based state space model 
The development of the cracker size and the relationship between the cracker size and the integral of vibration Kurtosis are 
plotted as Figure 8 and Figure 9. The curves displayed in the two figures are nonlinear. Therefore, the formulations of the 
Gamma-based state space model used in this case study were given by Equations (4), (5), (6) and (26). Before using the EM 
algorithm, proper initial parameters should be identified first. Similar to Section 3.2, the initial parameters are calculated by 
ignoring the missing observation problem. The initial parameters of the Gamma process can be obtained through the maximum 
likelihood estimation as  
000 ˆˆˆ ba  0.19722.90.2961 
 . The parameters used in the observation equation can be 
acquired through the linear regression shown in Figure 9. The results are 
000 ˆˆˆ dc  . After  
0.76750.40776.0851
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the initial parameters are acquired, the EM algorithm based on the particle smoother is conducted and the final estimation 
results were acquired as  
 ˆˆˆˆˆˆˆ dcba   
5408.04077.09379.54120.19.20522.0 . 
    dtctF    (26) 
  
Figure 8 Linear regression for the cracker size growth 
curve
Figure 9 Linear regression for the cracker size and 
integral of Kurtosis plot 
The Wiener-based state space model 
The Wiener-based state space model discussed in this research is based on the linear assumption. Therefore, the 
relationships among the cracker sizes at different inspection times and the associations between the cracker size and the 
integral of the Kurtosis should be transformed to a linear formulation. According to the results of the regression shown in 
Figure 8 and Figure 9, the new indicators are assumed to follow the functions 1151.31*   and   27.114077.01151.31* xxx  ( . After 
this transformation, the parameter estimation algorithm discussed in Section 3.2 was applied. The initial parameters were 
. Based on these initial parameters, the EM algorithm was 
carried out, and the final results were
 
  3192.02027.01543.43571.0ˆˆˆˆˆ 00000   c 

 
  
0.13220.11744.20630.3735ˆˆˆˆˆ   c . 
5.2 Direct Indicator Estimation 
The estimation of the cracker sizes was based on the recursive Bayesian filter and smoother. The cracker size at the last 
inspection point was estimated by the recursive Bayesian filter, while the cracker sizes at other inspection points were obtained 
by the Bayesian smoother. The estimation results are shown in Figure 10. As shown in Figure 10, the estimation results by the 
Gamma-based state space model have the monotonous increasing property. On the other hand, the estimation results by the 
Wiener-based state space model decrease at certain time points. In practice, the cracker on a gear cannot become smaller 
during a degradation process. Therefore, the Gamma-based state space model is more reasonable in this situation. Furthermore, 
the cracker growth curve obtained by the Wiener-based state space model does not fit the data properly at the inspections when 
the cracker sizes are observable. On the contrary, the Gamma-based state space model had better fitting results in most of these 
inspection points. In addition, the Gamma-based state space model had a more accurate estimation result at the last inspection 
point which was used to evaluate the algorithms. Therefore, compared with the Wiener-based state space model, the Gamma-
based state space is more suitable for this case study. 
This case study also investigated the missing observation issues and the effects of the indirect degradation indicators 
extracted from the vibration signal. The parameters considering and not considering the missing observation issue are both 
used to do cracker size estimation adopting the Gamma-based state space model. In addition, the linear regression method for 
the cracker sized was also conducted as shown in Figure 8. The estimations of the cracker sizes by the three different 
approaches are plotted in Figure 11. When the vibration observations were ignored, the growth curve of the cracker becomes a 
function of the time. This time-dependent curve does not have a proper estimation of the cracker size at the last inspection 
point, where a sharp increment took place. The estimations of the cracker sizes with and without missing observations also 
have significant differences. As illustrated in Figure 11, when considering the missing observation issues, the estimation results 
of the cracker sizes are more sensible to the kurtosis alterations. The reason can be derived from the model identification 
process mentioned in Section 5.1. The initial parameters for the Gamma-based state space model ignoring the missing 
observation issue are  
0000000 ˆˆˆˆˆˆˆ  dcba   
7675.04077.00851.61972.09.22961.0 . The final results 
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considering the missing observation issue are  
 ˆˆˆˆˆˆˆ dcba   
5408.04077.09379.54120.19.20522.0 . 
Therefore, the variance of the increment    ttt    increase from the   9.29.2012.0 ttt  to   9.29.2104.0 ttt  , 
while the variance of the noise in the observation ˆ  decreases. Therefore, the development process of the cracker sizes 
depends more on the kurtosis of the vibrations, when the missing observation issue is considered. This substantial dissimilarity 
of the variance of the increments of a stochastic process also happened in the simulation study. Figure 6 shows that the 
distribution of the estimated diffusion parameter is more concentrated when the missing observations are involved.  
 
Figure 10 The estimation of the cracker sizes using the 
Gamma-based and the Wiener based state space model 
Figure 11 The estimation of the cracker sizes considering 
and not considering the missing observation issue 
6 CONCLUSIONS 
Two types of continuous state space models (i.e. the Wiener-based state space model and the Gamma-based state space 
model) have been introduced in this paper to describe the relationship between the direct and indirect degradation indicators. 
The parameter estimation algorithms for these two types of the state space models have also been developed. The newly 
proposed models and their implementation process have been justified using simulation data and the experimental data from an 
accelerated life test of a gearbox at the end of this paper. The missing observation and model selection issues have been 
discussed as well. 
The newly developed models bridge some of the gaps between existing models. Firstly, the two state space models are 
continuous in time and state. Therefore, irregular inspection intervals can be dealt with and the discretisation of continuous 
observations is also avoided. Secondly, the continuous state space models consider the relationship between the direct and 
indirect degradation indicators and the relationship among direct degradation indicators at different inspections. As a result, the 
state space models can make use of the degradation indicators more efficiently and more precise asset health estimation is 
expected. Thirdly, the missing observation problems are addressed by the two state space models. The parameter estimation 
results can be improved by considering the missing observation issues. In addition, the research also shows that in some 
situations, using only the state equation or the observation equation may get better results than using the state space model.  
The state space models used in this research combine the merits of the direct and indirect degradation indicators. By using 
the state space model a direct degradation indicator can be monitored through the related indirect degradation indicators. In 
most situations, indirect degradation indicators can be obtained more easily and economically. Therefore, the state space 
degradation model is expected to develop more economical condition monitoring system and reduce the number of offline 
inspections. Furthermore, because the state space models can address the missing observation issues, the efficiency of 
accelerated life tests can be enhanced by introducing more samples of indirect degradation indicators into the test. In addition, 
the state space models provide baselines for the indirect degradation indicators instead of setting failure thresholds on the 
indirect degradation indicators. Subsequently, more accurate asset health estimation and prediction can be acquired by 
considering the nondeterministic relationship between the occurrences of failures and the indirect indicators. Due to the 
reasons mentioned above, more economical and effective condition monitoring strategies and accelerated life test methods can 
be developed by using the proposed state space degradation models. 
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