ABSTRACT
INTRODUCTION
In considering connectivity in transcriptional networks, we are frequently drawing inferences about the way that a particular class of molecules, the transcription factors, are operating. The transcription factors are protein molecules that directly interact with genomic DNA to mediate transcription of RNAs. Historically, it has been determined that a relatively small set of these molecules, which themselves must be transcribed to be effective, can provide a very rich menu of control operations by virtue of their ability to have their control behavior modified by direct chemical modification; combinatorial association with other transcription factors to form singular molecular complexes with unique or overlapping functional specificities; direct interactions with other types of factors that modulate gene transcription; and by directing the production of the ensemble of transcription factors present in any given cell. Control by this class of agents is therefore not via a centralized hierarchic control acting to produce a large set of specific control agents, but by a very decentralized set of interactions among the entire set of all classes of control agents.
The more general attributes of biological systems place a variety of constraints on how this system must operate, and therefore, expectations about what kinds of general patterns one expects to find in the patterns of transcriptional profiles. Although specific quantitative studies on this general behavior have not been carried out, transcription profiling to date clearly shows trends that are in agreement with biological expectations. At the most basic level, the need for cells of all types to carry out basic metabolic functions and to produce common, basic architectural elements would argue for an underlying pattern of similar transcription patterns for genes that participate in common functions within all the cells of a multicellular organism. This is readily seen in profiles as a large cohort of genes whose transcription products are present at fairly comparable levels in a wide variety of normal and even cancerous cells. Layered above this level of generic infrastructure are the requirements for producing the gene products associated with the various specific functions of different cell types. Since differentiated cells must maintain their particular phenotypic characteristics over long periods of time as they perform their duties within particular tissues, one would expect considerable similarity across individuals in the transcription patterns exhibited by cells of a particular tissue. This has been found to be true, and has been studied most aggressively in the area of oncology, where transcription patterns specific to the tissue of origin and the cancer phenotype can be readily demonstrated (Bittner et al., 2000) . These biological behaviors strongly suggest that transcriptional regulation operates as a very highly determined system, capable of maintaining itself within tight operational boundaries. To achieve this goal using decentralized control, one would expect that the elements of the system must exhibit a high degree of mutual reinforcement, since in a decentralized system of control, both the measurement of congruence to the goal state and the ability to move the component parts of the system toward the goal state must be decentralized.
This study constructs hypothetical regulatory networks based on the observed behavior of a set of genes whose expression patterns vary across a set of melanoma samples exhibiting two very different phenotypes with respect to cell motility and invasiveness. The method of construction optimizes the regulatory connectivity in a Bayesian framework so that operation of the hypothetical regulatory network produces state vectors similar to the original observations. The connection scheme within a network describes the predictor-target relationships among the constituent genes. The central question being asked is whether network construction based on optimizing connectivity will lead to regulation consistent with biological expectations. A key expectation is that the hypothetical networks should produce a few, very strong attractors, highly similar to the original observations, mimicking biological state stability and determinism. Under the assumption that we are sampling from the steady state, this biological state stability means that most of the steady-state probability mass is concentrated in the attractors and that real-world attractors are most likely to be singleton attractors consisting of one state, rather than cyclic attractors consisting of several states. Under the assumption that we are sampling from the steady state, a key criterion for checking the validity of a designed network is that much of its steady-state mass lies in the states observed in the sample data because it is expected that the data states consist mostly of attractor states (Kim et al., 2002) . Another central point is that, since it is expected that the biological control is distributed and mutually reinforcing, interpretation of the observations should lead to a very small number of connection schemes compatible with the observations. In essence, the particular interactions arising between the various genes necessary for their actions to reinforce movement towards a stable attractor should result in the data only being consistent with a tremendously constrained set of gene-to-gene connections.
It is important to recognize at the outset that there are inherent limitations to the design of dynamical systems from steady-state data. Steady-state behavior constrains the dynamical behavior, but does not determine it. In particular, it does not determine the basin structure. Thus, while we might obtain good inference regarding the attractors, we may obtain poor inference relative to the steady-state distribution. This is because if the basin of an attractor is small, it is easy for the network to leave the basin when a gene is perturbed; if the basin is large, then it is difficult to leave the basin. In the other direction, a small basin will be less likely to 'catch' a network perturbation than a large basin. The consequence of these considerations is that the steady-state probabilities of attractor states depend on the basin structure. Building a dynamical model from steady-state data is a kind of overfitting. It is for this reason that we view a designed network as providing a regulatory structure that is consistent with the observed steady-state behavior. Given our main interest is in steady-state behavior, this is reasonable in that we are trying to understand dynamical regulation corresponding to steady-state behavior.
Heretofore, there have been a number of approaches to modeling gene regulatory networks, in particular, Bayesian networks (Friedman et al., 2000) , Boolean networks (Kauffman, 1993) and probabilistic Boolean networks (PBNs) (Shmulevich et al., 2002a,b) , the latter providing an integrative view of genetic function and regulation. The original design strategy for PBNs in Shmulevich et al. (2002a) is based on the coefficient of determination between target and predictor genes. Although the Boolean framework leads to computational simplification and elegant formulation of relations, the model extends directly to genes having more than two states. This view has been considered by Zhou et al. (2003) , where the key factor for network construction is a nonlinear regression method based on reversible-jump Markov chain Monte Carlo (MCMC) annealing. The method is a hybrid technique that combines clustering with Bayesian analysis. A natural alternative would be a fully Bayesian approach that utilizes statistical optimality.
In this paper, we propose a fully Bayesian approach to construct probabilistic gene regulatory networks based essentially on optimizing network topology. Each network configuration is represented by a directed graph whose vertices correspond to genes and whose directed edges correspond to input-output relationships between predictor and target genes. Given the possible sets of parent genes for all genes, the corresponding predictors are estimated. Then an MCMC method is employed to search for the best set of networks. The probabilities associated with the probabilistic network follow naturally from the Bayesian scores of the chosen network configurations.
All figures and tables can be accessed in the Appendix on the companion website.
PROBABILISTIC GENE REGULATORY NETWORKS
We define a gene regulatory network (GRN) to consist of a set of n genes, 
The choice of which network function f j to apply is governed by a selection procedure. Specifically, at each time point a random decision is made as to whether to switch the network function for the next transition, with a probability q of a switch being a system parameter. If a decision is made to switch the network function, then a new function is chosen from among f 1 , f 2 , . . . , f r , with the probability of choosing f j being the selection probability c j . In other words, each network function f j determines a GRN and the PGRN behaves as a fixed GRN until a random decision (with probability q) is made to change the network function according to the probabilities c 1 , c 2 , . . . , c r from among f 1 , f 2 , . . . , f r . In effect, a PGRN switches between the GRNs defined by the network functions according to the switching probability q. A final aspect of the system is that at each time point there is a probability p of any gene changing its value uniformly randomly among the other possible values in V . Since there are n genes, the probability of there being a random perturbation at any time point is 1 − (1 − p) n . The state space S of the network together with the set of network functions, in conjunction with transitions between the states and network functions, determine a Markov chain. The random perturbation makes the Markov chain ergodic, meaning that it has the possibility of reaching any state from another state and that it possesses a long-run (steady-state) distribution.
As a GRN evolves in time, it will eventually enter a fixed state, or a set of states, through which it will continue to cycle. In the first case the state is called a singleton or fixedpoint attractor, whereas, in the second case it is called a cyclic attractor. The attractors that the network may enter depend on the initial state. All initial states that eventually produce a given attractor constitute the basin of that attractor. The attractors represent the fixed points of the dynamical system that capture its long-term behavior. The number of transitions needed to return to a given state in an attractor is called the cycle length. Attractors may be used to characterize a cell's phenotype (Kauffman, 1993) . The attractors of a PGRN are the attractors of its constituent GRNs. However, because a PGRN constitutes an ergodic Markov chain, its steady-state distribution plays a key role. Depending on the structure of a PGRN, its attractors may contain most of the steady-state probability mass.
BAYESIAN CONSTRUCTION OF PROBABILISTIC REGULATORY NETWORKS
We represent a GRN by a pair N = (G, ). G is a directed graph whose vertices correspond to the genes, x 1 , x 2 , . . . , x n . represents the predictors for each gene, i.e.
J } as to be discussed shortly. The problem of constructing a PGRN is the following: given a set of gene expression measurements O = {x 1 , . . . , x n } where
T is the observation vector of node x i , find a set of networks {N k } K k=1 that best match O. We approach the problem in a Bayesian context relative to network topology by searching for the networks with the highest a posteriori probabilities
where P (G), the prior probability for the network G, is assumed to take a uniform distribution on all possible topologies. Note that
To make the problem tractable, we impose a conditional independence assumption on p(O|G, ):
where p(f (i) ) is a prior density for the predictor f (i) and U i denotes the observations corresponding to the parent nodes of
Since the computation of Equation (2) is prohibitive, we choose to plug in the estimated parameters instead of integrating them out, that is, we approximate P (O|G) by
wheref (i) is the designed optimal predictor.
Within this framework, we propose a fully Bayesian approach to construct PGRNs by searching over the space of all possible network topologies and picking those with the highest Bayesian scores. Given a network configuration G, we calculate the predictors associated with it as well as the corresponding Bayesian score P (O|G) in Equation (5). The Bayesian approach controls the complexity of G because P (O|G) is approximated by the product of Equation (5) and the complexity of p(x i |U i ,f (i) ) is controlled by the minimum description length (MDL)-based reversible jump MCMC algorithm (see Zhou et al., 2003) . We then move to the next network configuration by implementing a reversible jump MCMC step. The process repeats a sufficient number of iterations. Finally, the PGRN is formed by choosing those networks with the highest Bayesian scores. Summarizing the algorithm, we generate an initial directed graph G (0) , say, by clustering, and compute P (O|G) according to Equation (5); and then, for j = 1, 2, . . . , we calculate the predictors (j ) corresponding to G (j ) , compute the Bayesian score P (O|G) according to Equation (5), and pick G (j +1) via an MCMC step. We next elaborate on each of the above steps.
Calculating predictors
Based on the parent set X (i) G of node i in the directed graph G, we want to estimate the predictors f (i) : X (i) G → y i from the observations (in fact, y i should be x i , but to describe the functions clearly we let y i stand for x i ). For notational convenience, we consider a general formulation, f : X → y. We postulate a multivariate-input, single-output mapping
where x t ∈ R d is a set of input variables, y t ∈ R is a target variable, n t is a noise term and t ∈ {1, 2, . . .} is an index variable over the data. The learning problem involves computing an approximation to the function f and estimating the characteristics of the noise process given a set of N input-output observations,Õ − {x 2 , x 2 , . . . , x N ; y 1 , y 2 , . . . , y N }. Typical examples include regression, prediction and classification.
We consider the following family of predictors:
where J max N/10 is an upper-bound on the number of nonlinear terms in Equation (8); φ is a radial basis function (RBF); · denotes a distance metric (usually Euclidean or Mahalanobis); µ j ∈ R d denotes the j -th RBF center; a j ∈ R is the j -th RBF coefficient; b ∈ R; β ∈ R d are the linear regression parameters; and n t ∈ R is assumed to be i.i.d. noise. Depending on our a priori knowledge about the smoothness of the mapping, we can choose different types of basis functions. Here, we use the Gaussian basis function, φ( ) − exp(− 2 ). We express the model (8) in vector-matrix form as
that is y = Dα + n.
The noise variance is assumed to be η. We assume here that the number J of RBFs and the parameters J {µ 1 , . . . , µ J , η, α} are unknown. Given the datasetÕ, our objective is to estimate J and J , where J ∈ R m × R + × J with m = 1 + d + J ; that is α ∈ R m , η ∈ R + and µ ∈ J , where
Here we set ϕ = 0.5 in our experiments. We consider the Bayesian inference of J and J based on the joint posterior distribution p(J , J |Õ). Our aim is to estimate this joint distribution from which, by standard probability marginalization and transformation techniques, one theoretically expresses all posterior features of interest. It is not possible to obtain these quantities analytically, since this would require the evaluation of very high dimensional integrals of nonlinear functions in the parameters. An MCMC technique is used to perform the above Bayesian computation. From model (10), given J , µ 1 , . . . , µ J , the least-squares estimate of α is given by
An estimate of η is then given by
Based on the MDL criterion, we can impose the following a priori distribution on J and d (Andrieu et al., 2001) ,
Assuming the noise samples are i.i.d. Gaussian, it can then be shown that the joint posterior distribution of (J , µ 1 , . . . , µ J ) is given by (Andrieu et al., 2001) ,
Hence the maximum a posteriori (MAP) estimate of these parameters is obtained by maximizing the right-hand side of the Equation (16). This can be done by using the reversible jump MCMC algorithm (Andrieu et al., 2001) .
Calculating Bayesian scores
Consider node x i with observation O 1 = {x i , U i }. From the above discussion on the form of f (i) , it follows that
(17) Here we assume the prior of f (i) to be P (J i , d i ) . According to Equation (5) and following the derivation in (Andrieu et al., 2001) , after straightforward computation, the P (O|G) is approximated by
where Equation (18) follows from Equation (16) and the fact that the predictor f (i) obtained by the MCMC procedure satisfies Equations (12) and (13), and P * J i
Here D i is similar to the D in Equation (10).
Searching networks via MCMC
The space of all possible network topologies is huge. To find the networks with highest scores, we again resort to the MCMC strategy. Given the current network topology G, define its neighborhood, ℵ(G), to be the set of graphs which differ by one edge from G, i.e. we can generate ℵ(G) by considering all single-edge additions, deletions and reversals (Giudici and Castelo, 2003) . Let q(G |G) = 1/|ℵ(G)|, for G ∈ ℵ(G), and q(G |G) = 0 for G ∈ ℵ(G). Sample G from G by a random single edge addition, deletion or reversal in G. Then the accept ratio is given by
where P (O|G) and P (O|G ) can be obtained from Equation (5). In this study, 20 000 MCMC iterations are implemented with the first 10 000 being the burn-in period.
Another 10 000 networks with configurations are kept to construct the PGRN.
Constructing probabilistic gene regulatory networks
We pick the networks with the highest Bayesian scores (although this could be modified by prior knowledge). After selecting the K graphs {N k } K k=1 with the highest scores out of the 10 000 generated by the MCMC technique, we then construct PGRNs. For each network N k , the predictors and the corresponding parent sets for each gene are given according to the previous discussion. The probabilities to select networks are defined by their Bayesian scores,
where the corresponding predictors f
. . , K, as described in the above discussion. Finally, the probability q k is defined as its normalized Bayesian score value, i.e.
STEADY-STATE ANALYSIS OF PGRNS
We are keenly interested in the long-run behavior of a PGRN. If we fix a network, so that we have a gene regulatory network but not a PGRN, its dynamic behavior results from the expression state of each gene at step t + 1 being predicted by the expression levels of its predictor genes at step t in the same network. The flow of the resulting finite-state Markov chain is depicted by
If the networks runs sufficiently long, then it will settle into one of its attractor cycles. As discussed by Shmulevich et al. (2002b) and applied by Kim et al. (2002) , if the network involves random perturbations, meaning that at each transition there is a small probability p that a gene will switch its value randomly rather than being controlled by the rule
k , then the Markov chain is ergodic and therefore possesses a steady-state distribution. This means there exists a probability distribution π = (π 1 , π 2 , . . . , π M ) such that for all states i, j ∈ {1, 2, . . . , M}, lim r→∞ P r ij = π j , where P r ij is the rstep transition probability from initial state i to target state j . Perturbations allow the chain to jump out an attractor cycle.
The steady-state issue was studied in the context of PBNs (Shmulevich et al., 2002a) , in which case a different network transition model was selected at each time point. As noted by Shmulevich et al. (2002c) and studied extensively by M. Brun, E. R. Dougherty and I. Shmulevich (submitted for publication), an approach consistent with the stability of biological systems is to assume a small probability q for a network change at any time point. If a change is made, then the current state of the Markov chain is treated as an initial state and the Markov chain moves forward in this new selected network. Here we assume both perturbation and probabilistic network switching in the context of PGRNs, with p = q = 0.001. Finally, following Kim et al. (2002) , we use the Kolmogrov-Smirnov statistic to diagnose whether a chain converges after a burn-in of T = 1 000 000 iterations.
Given Markov chain samples S (T +1) , S (T +2) , . . . , S (T +N)
, we want to compare the distributions of the two halves of these samples, S (T +1) , S (T +2) , . . . , S (T +N/2) and S (T +1) , S (T +N/2+1) , . . . , S (T +N) . Here we set N = 10 000 000 and the Kolmogrov-Smirnov statistic (Robert and Casella, 1999 ) is defined as the maximum value of the absolute difference between two cumulative distributions. After the Markov chain converges, we continue 100 000 000 iterations to study the steady-state behavior.
TESTING THE ALGORITHM ON SYNTHETIC NETWORKS
Before applying the design algorithm to a melanoma dataset, we will examine its steady-state properties on two synthetic PBNs for which we know the attractor structure. As explained in the Introduction section, we are particularly interested in designing PBNs that capture singleton attractors. Therefore, we do not want to apply the algorithm to arbitrarily random synthetic PBNs because these can possess a wide variety of attractor structures (Kauffman, 1993) . Thus, we are presented with the following search problem: given a set of states earmarked to be singleton attractors and an upper bound on the number of predictors for each gene, find a Boolean network satisfying these conditions that contains no other singleton attractors and no cyclic attractors. There is an implicit consistency requirement for this search: if f predicts the value of gene g and has essential variables x 1 , x 2 , . . . , x m (which without loss of generality we consider it to be first m variables) out of the full cohort x 1 , x 2 , . . . , x n , m < n, and if f (a 1 , a 2 , . . . , a n ) = 1 for some particular set of values of x 1 , x 2 , . . . , x n then f (a 1 , a 2 , . . . , a m , x m+1 , . . . , x n ) = 1 for any values of x m+1 , . . . , x n . An analogous statement holds for f (a 1 , a 2 , . . . , a n ) = 0. This is a computationally intensive search. An algorithm has been developed to accomplish it; nonetheless, it remains burdensome and therefore we limit our synthetic examples to n − 6 genes. To test the algorithm we consider two synthetic PBNs consisting of two Boolean networks each. We label the PBNs as N 1 , with constituent Boolean networks B 11 and B 12 , and N 2 , with constituent Boolean networks B 21 and B 22 . The constituent networks possess equal probabilities, and the switching and perturbation probabilities are given by q = p = 0.001. The design algorithm has been applied in the following manner to both N 1 and N 2 : take a sample of size 60 from the steady-state distribution, randomly seed the design algorithm 10 times and in each case take the highest scoring network, and form the designed PBN by using the 10 resulting networks as its constituent networks.
For PBN N 1 , the attractor-basin structures for B 11 and B 12 are shown in Figures 1 and 2 , respectively. B 11 has Table 1 shows the attractors, both singleton and cyclic, in the 10 networks taken to form the designed PBN. The heavy attractor states 20 and 32 appear as singleton attractors in all 10 Boolean networks. Those with negligible mass do not appear, nor did they appear in the sample data. There are no spurious singleton attractors and very few spurious cyclic attractors in the designed PBN. Upon running the PBN with the 10 constituent networks having equal probability to estimate its steady-state distribution, the attractors 20 and 32 contain the majority of the steady-state mass, with P (20) = 0.59 and P (32) = 0.19. The four states composing the spurious cyclic attractors possess a total steady-state mass of 0.15. This concentration of steady-state mass within the sample-data states compares very favorably with a strictly conditional-probability-based design (Kim et al., 2002) .
For PBN N 2 , the attractor-basin structures for B 21 and B 22 are shown in Figures 3 and 4 , respectively. B 21 has two singleton attractors, states 30 and 56, whereas B 22 has three singleton attractors, states 36, 56 and 63. The steadystate distribution for N 2 has been obtained via simulation. Attractors 30 and 36 carry most of the steady-state mass, with P (30) = 0.51 and P (36) = 0.48. The other attractors, 56 and 63, carry negligible mass. A key point is the small basins of attractors 56 and 63. Supplementary Table 2 shows the attractors, both singleton and cyclic, in the 10 networks taken to form the designed PBN. The most important point is that states 30 and 36 are singleton attractors in all 10 Boolean networks. State 63, which occurred once in the sample taken from the steady-state distribution, appears in 6 out of the 10, and state 56, which did not occur in the sample, does not appear. The anomalous appearance of state 49 as a singleton attractor 6 times can perhaps be explained by the fact that half of the transients in basin level 3 and all of the transients in basin level 4 for the constituent network B 22 pass through state 49 to reach attractor 36. There are more spurious cycles in the case of N 2 than in N 1 . This is reflected in the fact that the total mass of the original attractors is reduced in the steadystate distribution of the designed network: P (30) = 0.23, P (36) = 0.17, P (63) = 0.06 and P (56) = 0.02. Even with this diminution, the strong singleton attractors far outweigh any other states, and the results continue to compare favorably to strictly conditional-probability-based design.
Before proceeding, we point out several design limitations. First, there is the issue of designing from steady-state data that has been discussed in the Introduction section. Second, we have very small sample sizes relative to the complexity of the inference when using microarray data. Part of the motivation for a Bayesian connectivity approach is to better fit the connectivity to the data given the paucity of data. Finally, the assumption that the biological system being modeled does not possess cyclic attractors suggests that we adjust the design procedure so as to reduce their number. Although we are pursuing this possibility, it is hampered by two large impediments.
The obvious impediment is computational. The Bayesian algorithm is already computationally intensive. Directly checking for cycles and readjusting at each step would make the algorithm unfeasible, even more so were we to consider steady-state mass at each step. Another difficulty is the large effects that very small network changes can have on the steady-state distribution, thereby making it tricky to make network alterations to achieve desirable steady-state behavior (Ivanov and Dougherty, 2004) .
MELANOMA APPLICATION
The gene-expression profiles used in this study result from the study of 31 malignant melanoma samples (Bittner et al., 2000) . For the study, total messenger RNA was isolated directly from melanoma biopsies, and fluorescent cDNA from the message was prepared and hybridized to a microarray containing probes for 8150 cDNAs (representing 6971 unique genes). The 10 genes used here for the model were chosen from a set of 587 genes from the melanoma dataset that have been subjected to an analysis of their ability to cross predict each other's state in a multivariate setting (Kim et al., 2002) : pirin, WNT5A, S100P, RET-1, MMP-3, PHO-C, MART-1, HADHB, synuclein and STC2.
The columns of Supplementary Table 3 refer to data states that appear as singleton attractors for the 25 top-scoring networks, with the last two columns giving the numbers of data-state attractors and the total number of singleton attractors for the network (Supplementary Table 4 
Steady-state analysis
We have constructed a ternary PGRN using 10 networks in X , keeping the number to 10 to facilitate the steady-state distribution being estimated via simulation using all observed states as initial states. We have found the steady-state distributions for the different initializations to be essentially the same. The steady-state distribution is shown in Figure 5a . Owing to the concentration of mass in four states, the rest of the distribution appears negligible. Hence, in Figure 5b we show the steady-state distribution with the masses of the dominating states truncated to 0.04 to show that there are other states with appreciable mass. The states with highest probabilities are labeled from (a) to (t), referring to states 8940, 15 348, 15 510, 16 806, 18 985, 28 470, 28 632, 32 841, 35 022, 35 031, 35 193, 36 480, 36 482, 36 489, 36 491, 36 651, 36 977, 37 139, 37 218, 38 676, 38 677, respectively. Supplementary Table 4 lists the 21 states observed in the data, their state numbers as stored in our database, and their ranks according to steady-state mass (with the number in parentheses next to the rank giving the number of times the state is observed in the data, if more than once). Considering the total number, 3 10 = 59 049, of states, for the most part the data states are fairly high ranked in the steadystate distribution, which is expected. The situation is more striking if we note that data states A and B carry over half (54%) of the steady-state mass. Almost another quarter of the steady-state mass is carried by the non-data states C and D, each carrying 11.3% of the mass. They are very close to states A and B: state C differs from state A only in PHO-C, with PHO-C having value 1 in C and value 0 in A; and state D differs from state B only in MMP-3 and PHO-C, with MMP-3 and PHO-C having value 0 in D and value 1 in state B. Altogether, the four states A, B, C, and D carry almost 75% of the steady-state mass and they agree for six of the component genes, differing only among the genes RET-1, MMP-3, PHO-C and STC2.
Connectivity analysis
A key interest in constructing PGRNs is to examine the connectivity of the constituent networks, since the entire Bayesian design is predicated on optimizing connectivity. Moreover, since it is the attractors of the constituent networks that comprise the PGRN attractors, we would like to investigate the relationship between connectivity and attractors.
A connectivity matrix is associated with each of the 25 networks (the full set of connectivity matrices being provided on the companion website). In the matrices, rows refer to targets and columns refer to predictors. For individual networks, most of the time targets have three predictors, but not always. Nine matrices (Supplementary Tables 3-11 ) provide summary views of the connectivity across the 25 constituent networks.
Matrix M 1 gives the overall summary. Note that WNT5A is a predictor for five genes in all 25 networks, and a predictor for a sixth gene in almost all of the networks. Although less so, pirin and S100P are also frequent predictors. Note also that pirin and MMP-3 are always predicted by the same three genes. Except for a couple of instances, this is also true for synuclein and STC2. Since the matrix gives collective connectivity across the full PGRN, these connectivity relations hold regardless of whether a network is a member of X or Y.
Matrices M 2 , M 3 and M 4 , summarize the connectivity information for classes Y, X and Z, respectively. Note the perfect consistency of predictors for pirin, MP-3, synuclein and STC2. Also note that STC2 is a predictor of WNT5A in only two of the networks.
Since we want to compare connectivity relations between X and Y, we consider the matrix M 5 = |M 3 − 4M 2 |, where all operations are componentwise. The disparity in counts between X and Y has been balanced by multiplying M 2 by 4. The absolute value is taken because we wish to consider the absolute discrepancy. Note that there are very few large discrepancies. The matter is further clarified by forming the matrix M 6 by zeroing out all entries in M 5 less than 5. This is done because a random variation of 1 in matrix M 2 can create a difference of 4 in M 5 . The fact that most of the entries in matrix M 6 are 0 indicates a very strong congruency of connectivity between the two classes of networks having very different singleton attractors. There are really only three differences: WNT5A is predicted frequently by STC2 in X but not in Y, and it is predicted somewhat frequently (twice) by MMP-3 in Y but never in X . Analogous comments apply to PHO-C and MART-1 as targets. The key point here is that optimizing connectivity has lead to fairly consistent connectivity; however, it has produced two classes of networks with significantly different attractors. This shows that focusing on connectivity does not necessarily preclude discovering a rich attractor structure. We conjecture that this phenomenon is in agreement with real networks because, even in widely varying contexts, one would not expect a significant change in connectivity.
Turning to the class Z we let matrix M 7 = M 3 − M 4 . Recalling that Z ⊂ X , we see that M 7 gives the connectivity summary for the class difference X − Z. To compare Z and X − Z, we define the matrix M 8 = |M 4 − (3/2)M 7 |, where the factor 3/2 is necessary to correct the difference in class sizes. Matrix M 9 is constructed by turning to 0 all entries in M 8 less than 3. It is interpreted similarly to M 6 . Note that it is practically all 0s. Even the PHO-C change is slight (3.5). The only significant change is for RET-1, with pirin and S100P being frequent predictors for class Z but not for class X − Z, and PHO-C being a frequent predictor for X − Z but not for Z. This means that occurrence of the attractor cycle C ↔ D, which possesses significant steady-state mass, happens with very little change in connectivity.
CONCLUSION
We have proposed a fully Bayesian approach to constructing PGRNs emphasizing network topology. The method computes the possible parent sets of each gene, the corresponding predictors, and the associated probabilities based on a nonlinear perceptron model, using a reversible jump MCMC technique, and a MCMC method is employed to search the network configurations. In proceeding with a topology-based approach, our hypothesis was that construction of transcriptional regulatory networks using a method that optimizes connectivity would capture features expected from biology. This has clearly been the result with regard to the considered melanoma study. When operated, the PGRN produces a steady-state distribution containing attractors that are either identical or very similar to the original observations. Moreover, many of the attractors are singletons, mimicking the biological propensity to stably occupy a given state. Most interestingly, the connectivity rules for the most optimal generated networks constituting the PGRN are remarkably similar, as would be expected for a network operating on a distributed basis, with strong interactions between the components.
