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Summary
Scaling traditional telecommunication networks so that they are able to cope with the volume of
future traffic demands and the stringent European Commission (EC) regulations on emissions would
entail unaffordable investments. For this very reason, the design of an innovative ultra-high band-
width power-efficient network architecture is nowadays a bold topic within the research community.
So far, the independent evolution of network layers has resulted in isolated, and hence, far-from-
optimal contributions, which have eventually led to the issues today’s networks are facing such as
inefficient energy strategy, limited network scalability and flexibility, reduced network manageability
and increased overall network and customer services costs. Consequently, there is currently large
consensus among network operators and the research community that cross-layer interaction and
coordination is fundamental for the proper architectural design of next-generation Internet networks.
This thesis actively contributes to the this goal by addressing the modeling, optimization and
performance analysis of a set of potential technologies to be deployed in future cross-layer network
architectures. By applying a transversal design approach (i.e., joint consideration of several network
layers), we aim for achieving the maximization of the integration of the different network layers
involved in each specific problem. To this end, Part I provides a comprehensive evaluation of optical
transport networks (OTNs) based on layer 2 (L2) sub-wavelength switching (SWS) technologies, also
taking into consideration the impact of physical layer impairments (PLIs) (L0 phenomena). Indeed,
the recent and relevant advances in optical technologies have dramatically increased the impact that
PLIs have on the optical signal quality, particularly in the context of SWS networks. Then, in Part
II, we present a set of case studies where we show that the application of operations research (OR)
methodologies in the desing/planning stage of future cross-layer Internet network architectures leads
to the successful joint optimization of key network metrics such as cost, resources usage and energy
consumption. OR can definitely play an important role by allowing network designers/architects to
obtain good near-optimal solutions to real-sized problems within practical running times.
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Introduction
Internet data traffic has been growing at a very fast pace for many years, even in recent adverse
economic conditions such as the 2000 dot-com bubble and the current international crisis, and it
is highly likely that this growth will inevitably continue in the future. Indeed, in an attempt to
overcome the current economic situation, there is significant support for the expansion of public
information infrastructure, leading to even higher growth. In addition, and according to the EC’s
commitment to reduce the overall emissions, energy efficiency is currently a major concern for
network operators as energy consumption in backbone core networks is scaling with traffic volume
[1]. To top it all, the unpredictable traffic patterns of emerging bandwidth-hungry services and
applications, make it crucial to enable flexible bandwidth management in next-generation transport
networks.
Scaling traditional network infrastructures, so that they are able to cope with all these factors,
is however not a viable option as it would entail substantial investments in all of the network tiers,
leading to increased total cost of ownership (TCO) (i.e., those costs involving both capital and
operational expenditures (CAPEX and OPEX)). Indeed, current network architectures have been
designed to handle current traffic demands, but they are inadequate to cope with future traffic
volumes. Although it is hard to generalize the network structure of many different countries and
operators, it is possible to identify some common issues:
• Too many network tiers with electronic interfaces between them. Networks can typically have
access, aggregation, metro, outer core and inner core tiers.
• Too many IP routers. All electronic interfaces are costly and power-consuming, in particular
due to deep packet inspection (DPI) of the data.
• Too many nodes. The large number of nodes is often based on legacy technologies.
All these features go against network operators goals, which are currently facing strong pressure
to deliver high quality of service (QoS) and rising bandwidth for services such as video and mobile
broadband, whilst, at the same time, containing costs.
For this very reason, one of the main concerns in the telecommunications industry is the devel-
opment of a new network architecture to be deployed in the next years. Such a network will have to
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meet the key requirements that are expected from innovative ultra-high bandwidth networks. These
requirements mainly refer to the maximization of the integration between the IP/packet, optical
transport and control layers. Traditionally, the scientific community has progressively divided into
groups working on the upper network layers, that is, layer 3 (L3)(IP routing) and up, and those
dealing with the transport layer, that is, L1/L2 lambda switching capable technologies such as wave-
length switched optical networks (WSON)[2]-L1 and optical burst switching (OBS)[3]-L2 as well as
the so-called physical layer (L0), which deals with the physical impairments found in the optical
domain. This independent evolution has resulted in isolated, and hence, far-from-optimal contribu-
tions, which eventually have lead to the issues today’s networks are facing such as inefficient energy
strategy, limited network scalability and flexibility, reduced network manageability and increased
overall network and customer services costs.
Consequently, there is currently large consensus among network operators and the research com-
munity that cross-layer (i.e., among the different network layers) interaction and coordination is
fundamental for the proper architectural design of next-generation Internet networks. A layered
approach is therefore needed to enhance each area of network performance, thereby helping to deal
better with the whole variety of possible phenomena in an overall efficient way and benefiting from
the advantages of the solution adopted in each particular layer.
Within the FP7 STRONGEST project [4], we focus on the design and demonstration of an
evolutionary ultra-high (Petabit) capacity multi-layer transport network, based on optimized inte-
gration of optical and packet nodes, and equipped with a multi-domain, multi-technology control
plane, overcoming the problems of current networks that still provide limited scalability, are not
cost-effective and do not properly guarantee end-to-end quality of service (QoS). The key features
such a network must be able to offer are:
• High scalability and flexibility.
• Guaranteed end-to-end performance and survivability.
• Increased energy efficiency.
• Reduced TCO.
Challenges toward next-generation networks
New applications, an increased number of users and a higher bandwidth usage per user will lead
to massive core bandwidth growth. In this scenario, the following question arises: How can that
amount of information be transported? In addressing such a fundamental question, the research
community is concerned about three main facts:
• In 2020, the bandwidth required will be two orders of magnitude higher.
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• Transport network equipment must use less electrical power than today.
• Transport network cost will have to rise sub-linearly with bandwidth to allow users to afford
it.
Motivations
To address these issues and in an attempt to move toward next-generation network architectures,
this thesis focuses on the modeling, optimization and performance analysis of a set of potential tech-
nologies to be deployed in future cross-layer network architectures. By applying a transversal design
approach (i.e., joint consideration of several network layers), we aim for achieving the maximization
of the integration of the different network layers involved in each specific problem.
Currently, the internet engineering task force (IETF) is putting a lot of effort into the definition
of a new L1 switching technology based on WSON [2], which relies on the current ITU-T DWDM
rigid frequency grid (50GHz) [5]. Since WSONs include wavelength selective devices such as tunable
lasers and reconfigurable add/drop multiplexers (ROADMs), a more efficient and dynamic network
operation can be obtained when compared to legacy networks based on SONET/SDH (synchronous
optical network/synchronous digital hierarchy) over static point-to-point dense wavelength division
multiplexing (DWDM). In multi-layer IP/MPLS-over-WSON networks there exists the need for a
substantial amount of grooming functionality in order to efficiently carry the IP traffic. Grooming
implies electronic processing, which in turn means energy consumption, and therefore, both CAPEX
and OPEX costs are involved. For this very reason, the planning/dimensioning of such networks is
a problem that needs to be carefully engineered as it eventually determines the network TCO.
Moving forward, however, and given the dramatic increase in the use of new disruptive bandwidth
intensive services and applications, network operators foresee the emergence of a mismatch between
the client layer and current rigid-grid, (DWDM)-based optical layer. This issue will result in a highly
inefficient use of the network capacity, and consequently, in multi-layer networks requiring a large
amount of highly expensive, power-consuming IP/MPLS equipments to be installed for aggregation
(at the edge) and grooming (at intermediate nodes) purposes. In an attempt to counter this problem,
the flexgrid technology [6], [7], which divides the available optical spectrum into a set of frequency
slots (FSs) of a fixed finer spectral width, is currently regarded as a future, viable and highly efficient
replacement for WSONs. As of now, several candidate slot with sizes are being considered, namely
25GHz, 12.5GHz and 6.25GHz. It is therefore crucial to determine, based on the expected IP traffic
evolution, the appropriate slot size for future multi-layer networks based on flexgrid technology.
Concurrently, recent network measurements predict that an important part of the network traffic
will be highly dynamic and characterized by short-lived, small granularity flows [8]. Under these
circumstances, it is crucial for next-generation optical transport networks (OTNs) to engage highly
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agile optical transport technologies that include sub-wavelength switching (SWS) like optical packet
or burst switching (OPS/OBS)[3]. By leveraging recent advances in nanosecond-range photonic
devices such as fast tunable lasers and fast switching elements ([9], [10]), future OTNs supporting
dynamic SWS can flexibly accommodate diverse traffic conditions with better efficiency [11].
Most probably the transport architecture of the future Internet will consist of hybridized network
entities (or nodes) capable of performing, for example, both flow/burst/packet and circuit traffic
accommodation. This future network architecture will be application/service-aware driven, that is,
network operations and resources assignment will be performed in accordance to the specific traffic
requirements of the different services and applications [12]. To this end, the physical layer needs to
evolve from a bit transport medium to an intelligent service aware carrier [13].
Thesis contributions and structure
Regarding the evolution of OTNs, the contributions of this thesis are multifold. It is divided into
two parts, and a total of 8 chapters as detailed next.
Part I provides a comprehensive set of cross-layer analysis which assume SWS-based L2 tech-
nologies. Specifically, each chapter tackles, from different angles, the issue that the presence of the
physical layer impairments (PLIs) (i.e., L0 phenomena) represents for the optical signal quality. It
is a fact that PLIs severely limit the reach and capacity of optical systems, and hence, their consid-
eration in the design and evaluation of future SWS network architectures has become unavoidable.
To this end, the works presented in Part I deal with the cross-layer integration of L2 and L0 of the
network with the aim of optimizing a set of network performance metrics such as cost, energy, and
packet loss performance.
The structure, content and scientific contribution of the different chapters are provided next:
• Chapter 1 proposes a novel transmission mode for OBS networks, that is, the quasi-synchronous
(QS) transmission. We provide a comprehensive performance overview of the QS-OBS network
and compare its performance with that of the well-known synchronous and asynchronous
transmission modes. In this chapter, L0 phenomena are taken into account in the form of
pulse time deviation factors. The contents of this chapter have been published in [14] and
[15]. This work was partially done within the framework of an 11-months M.Sc. internship at
the laboratoire de télécommunications (TCOM) at École Polytechnique Fédérale de Laussane
(EPFL), Switzerland.
• Chapter 2 presents the modeling and preliminary performance evaluation of a translucent SWS
network architecture. We provide a SWS node architecture and perform a power budget and
noise analysis to determine its feasibility. In this thesis, we use the optical signal to noise
ratio (OSNR) as the signal quality performance indicator of the degradation due to PLIs (L0
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phenomena). Afterwards, a couple of preliminary regenerator placement algorithms are used
to evaluate the network performance, and to confirm that the impact of PLIs is effectively
mitigated. The contents of this chapter have been published in [16], [17], and [18]. This work
has been done in collaboration with the National Institute of Telecommunications (NIT),
Poland.
• Chapter 3 provides both an optimal and heuristic mixed integer linear programming (MILP)
formulations to solve the complex routing and regenerator placement and dimensioning (RRPD)
problem found in SWS networks. Furthermore, a set of heuristic algorithms are provided. The
performance of all these algorithms is evaluated over a broad range of continental-scale and
nation-wide backbone topologies. The contents of this chapter have been published in [19] and
[20]. This work was done in collaboration with the National Institute of Telecommunications
(NIT), Poland.
• Chapter 4 is entirely devoted to analyzing the cost feasibility of deploying future translucent
OTNs based on nodes which rely on all-optical wavelength converter (WC) sharing configura-
tions. The contents of this chapter have been published in [21], and are currently under review
in [22]. This work was done in collaboration with the National Institute of Telecommunications
(NIT), Poland, and the Lightwave Research Laboratory (LRL) at Columbia University (US).
• Chapter 5 tackles the issue of dynamically changing PLIs in the network by proposing a novel
cross-layer networking approach which includes real-time impairment awareness. Through real-
time monitoring of physical layer parameters (in this case OSNR), we show through simulations
that it is possible to achieve greater energy efficiency and optimized network performance. The
contents of this chapter have been published in [23], and an extension including an experimental
validation will be submitted to [24] in October 2012. This work was done within the framework
of a 10-months Ph.D internship (FPU mobility grant) in the LRL lab. at Columbia University,
US.
Part II applies operational research (OR) methodologies to solve a variety of complex cross-
layer (i.e., multi-layer) network optimization problems which are currently identified as open issues
among network operators. The common goal in these works has been the optimization of resources
utilization whilst, at the same time, minimizing network TCO. Hence, we show that OR methods
allow for the design cost-effective, power-efficient network solutions.
The structure, content and scientific contribution of the different chapters are provided next:
• Chapter 6 deals with the survivable multi-layer IP/MPLS-over-WSON (L3 over L1) network
optimization problem. Minimizing the required IP/MPLS equipment to accommodate the
requested traffic demands is crucial to cost-effective cross-layer architectures. Furthermore,
to guarantee stringent survivability levels, we propose a novel lightpath restoration approach
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which provides substantial cost savings with respect to the overlay (redundant) approach.
Efficient metaheuristic methods are specifically tailored to tackle this problem. In this chapter,
the impact of L0 phenomena is, to some extent, taken into consideration by considering 1000
km maximum lightpath distance. The contents of this chapter have been published in [25].
This study as well as the one presented in Chapter 7, were done in collaboration with Telefónica
I+D, Spain, within the framework of the FP7 STRONGEST project [4].
• Chapter 7 analyzes the impact of the frequency grid (i.e., slot width) on the CAPEX required
to deploy a multi-layer IP/MPLS-over-Flexgrid (L3 over L1). Again, the minimization of the
equipment deployed at L3 (IP/MPLS) is crucial to minimize network TCO. In this study,
we develop a GRASP algorithm to evaluate, using a realistic evolution of the network traffic
demands, which slot width will better suit future cross-layer networks based on Flexgrid tech-
nology. In this analysis, L0 phenomena are considered by assuming bit-rate dependent optical
signal reach. The contents of this chapter have been published in [26], and [27]
• Chapter 8 builds on top of Chapter 3 by developing a set of enhanced metaheuristic hy-
bridizations to solve the complex RPD problem characteristic of SWS networks. RPD aims at
minimizing the number of costly, power-consuming optical-electrical-optical (O/E/O) signal
regenerators. The contents of this chapter have been published in [28]. This work was done in
collaboration with the NIT (Poland) and LRL at Columbia University (US).
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me throughout the course of these four years and for granting me the opportunity to conduct re-
search within the Broadband Communications Research group at UPC. I also have gratitude for the
always valuable advice and collaboration received from Dr. Mirek Klinkowski during and after the
time we spent together at UPC. Finally, I would also like to thank Dr. Luis Velasco, Prof. Christian
Gaumier, and Prof. Keren Bergman for the fruitful collaborations and works accomplished together.
I will always remember all the friends and colleagues I happened to meet during this exciting
4-year period, whether in Spain, Switzerland or New York, it’s been fantastic to meet you all: Pedro,
Sergio, Valentin, Ignasi, Albert, Jakub, Josep, Florin, Joana, Ismael, Nacho, Mike, Bala, Atiyah,
Berk, Jaime, Johnnie, Dawei, Lin, Christine, David...hope I am not forgetting anyone...
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With the advent of ultra high bandwidth access systems such as the passive optical networks (xPON)
and the next generation mobile networks (i.e., long term evolution (LTE) and 4G), we are forced
to move into the next phase of broadband backbone technologies. Indeed, multi-industry initiatives
have already started the definition of new business models with the aim of accelerating mass adoption
of new devices and services such as video streaming/conferencing, high-definition TV, and video on
demand.
In this scenario, and after becoming a real networking layer, optical technology and ultra high-
bandwidth dense wavelength division multiplexing (DWDM)-powered optical transport networks
(OTNs) in particular, are the prevailing communications infrastructure poised to support the delivery
of such emerging bandwidth-hungry applications and services in a cost-effective, energy-efficient way.
In order to be able to better cope with current traffic demands, legacy OTNs have evolved
over the last years from synchronous optical network/synchronous digital hierarchy (SONET/SDH)
over static point-to-point DWDM links toward wavelength-switched optical networks (WSONs)[2].
By cleverly dealing with the wavelength and space domains, WSONs enable dynamical network
reconfiguration and allow for efficient network operation.
So far, OTNs have been classified into three major network architectures based on the amount of
electrical 3R (i.e., re-amplifying, re-shaping, re-timing of the signal) (a.k.a optical/electrical/optical
(O/E/O)) regenerators they require: (i) Transparent networks, where the data signal remains in the
optical domain for the entire end-to-end path. In this approach, there is no need for electrical 3R
regenerator devices as it is assumed either an ideal physical layer or availability of all-optical 3R
regenerators [29]; (ii) Opaque networks, where the data signal undergoes an electrical 3R regeneration
at every node along its path [30]; (iii) Translucent networks, where O/E/O regenerations are only
allowed at selected points in the network [31].
Undoubtedly, the ultimate objective is to achieve full optical transparency involving all-optical
switching and end-to-end optical path provisioning. In fact, such an objective is strongly supported
by the continuous and tremendous advances in optical technologies which are nowadays fostering
the deployment of fully transparent OTNs. Concurrently, however, these advances have brought
to light the serious impact that layer 0 (L0) phenomena, that is, the physical layer impairments
2
(PLIs) have on the optical end-to-end signal quality of transmission (QoT) [31]. Indeed, PLIs
severely limit the reach and capacity of optical systems, and consequently, hamper the deployment
of transparent optical networks, at least until all-optical 3R regeneration devices become mature
enough to be considered as a viable solution [32]. For this very reason, translucent OTNs, which
combine features of both opaque and transparent networks, allowing signal regeneration only at
selected nodes [31], have emerged as potential yet feasible candidates for bridging the gap between
opaque and transparent networks.
However, for translucent optical networks to be a competitive solution, they should be designed
in such a way that both the cost and power consumption is minimized. Both constraints are clearly
related to the number of electrical 3R regenerators deployed across the network, and therefore, their
number must be reduced as much as possible. For this very reason, the definition of algorithms for
routing and regenerator placement (RRP) (see e.g., [33]) is essential to the success of translucent
architectures. Specifically, these techniques are aimed at minimizing the number of regenerators
deployed in the network by finding their optimal location.
Due to the maturity of the technology that wavelength switched optical networks (WSONs)
require (e.g., reconfigurable optical add-drop multiplexers (ROADMs) and optical cross-connects
(OXCs)), translucent WSONs have been the first to receive the attention from the research com-
munity. Indeed, protocol extensions and requirements to take into account the presence of PLIs in
WSONs are currently under development within IETF [34].
In light of recent measurements, however, network operators now forecast a highly dynamic
data traffic scenario characterized by short-lived, small granularity (i.e., occupying small portions
of a wavelength) flows [8]. In this context, and due to their inflexibility and coarse granularity,
WSONs would result in a highly bandwidth-inefficient approach. For this very reason, it has now
become crucial for next-generation OTNs to engage highly agile optical transport technologies that
include sub-wavelength switching (SWS) [3]. By leveraging recent advances in nanosecond-range
photonic devices such as fast tunable lasers and fast switching elements ([9], [10]), future OTNs
supporting dynamic SWS can flexibly accommodate diverse traffic conditions with better efficiency
[11]. Indeed, technologies like optical packet switching (OPS) and optical burst switching (OBS) [3],
which were initially proposed ten years ago, are re-gaining much of the research interest together
with more recent proposals such as optical data-unit switching (ODS) [35] and optical flow switching
(OFS) [36].
In short, SWS technologies introduce optical switching in the time domain as a means to further
improve the utilization of network resources, and consequently, the use of any network resource
(e.g., a wavelength in a link, wavelength converters and electrical 3R regenerators in a node) is
subject to the so-called statistical multiplexing concept whereby resources are accessible accord-
ing to their timely availability (i.e., there is a fair competition for the use of resources among all
packets/bursts/flows in the network).
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Without loss of generality, in this thesis we assume a layer 2 (L2) optical transport technology
based on OBS [3]. In an OBS network, edge nodes are in charge of assembling client input packets
coming from different sources (e.g., IP packet, Ethernet or SDH frames) into outgoing bigger data
containers called bursts which, once ready, are launched optically into the network. Similarly, edge
nodes are also responsible for disassembling incoming bursts into original client packets. For each
outgoing burst, an edge node emits a separate control information called burst control packet (BCP)
which is transmitted out-of-band and delivered to the core nodes with some offset-time prior to the
burst. The offset-time provides the necessary time budget to reserve resources along the way from
the ingress node to an egress node. Such reservation consists of a wavelength which is booked on-the-
fly and can be reused afterwards by any other burst (i.e., the resources are therefore shared among
all nodes and subject to statistical multiplexing). Core nodes and their corresponding control units
are responsible for reading, processing, and updating the BCPs and for switching individual bursts
accordingly. In OBS, core nodes are generally assumed to be wavelength conversion capable.
In our analysis, we assume that each OBS node is both an edge and a core buffer-less node
capable of generating packets destined to any other nodes. We consider the offset time emulated
OBS network architecture (E-OBS) [37] which compensates the offset-time of bursts at every hop.
Moreover, we assume the one-way just-in-time (JIT) [38] resources reservation protocol together with
the last available unscheduled channel (LAUC) scheduling algorithm also known as Horizon [39]. For
the sake of simplicity, however, we neglect the switching and processing times, and therefore, the
choice of both the resources reservation protocol and the scheduling algorithm does not have any
impact on the performance results obtained.
Under these circumstances, given the fact that we completely avoid dealing with the offset-time,
the most distinctive feature of OBS networks, all the studies and results provided in this part of the
thesis (Part I) as well as Chapter 8 can be generalized to a generic SWS network scenario. It must be
mentioned, however, that the QS-OBS study provided in Chapter 1 lacks technical interest if small
packet sizes (i.e., close to an OPS scenario) are considered. Note that given the dimensions of the
drift/skew time deviations as well as that of the required guard-time, OPS-like packet sizes would
result in strong performance degradation, as in such a case even very small packet misalignments
do adversely affect network performance. We refer the reader to Chapter 1 for more details on this
issue.
It is for these reasons that we believe that the different SWS studies provided in this thesis
are applicable to any of the aforementioned SWS technologies. Hence, the OBS consideration will
be made explicit only when strictly necessary, and accordingly, we use the terms SWS and packet
generically to refer, respectively, to the switching paradigm under which the OTN is operating and
the optical data unit of such an infrastructure (i.e., packets/bursts/flows).
The focus of this part of the thesis is therefore set on the study and analysis of SWS OTNs.
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To be precise, we first propose in Chapter 1 a novel operation mode for OBS networks, the quasi-
synchronous (QS) transmission which accounts for the time-deviation/synchronization impact that
PLIs (L0 phenomena) have on the OBS transmission system. We assess the QS-OBS network per-
formance by comparing it with that of the well-known asynchronous and synchronous transmission
modes. Then, Chapter 2, incorporates the impact of PLIs into the offline design/planning phase of
a SWS OTN, thereby leading to the modeling of a translucent SWS (T-SWS) network architecture.
Then, Chapter 3 is specifically devoted to assessing the complex routing and regenerator placement
and dimensioning (RRPD) problem. Afterwards, Chapter 4, analyzes the feasibility of deploying
future SWS OTNs relying on nodes which consider wavelength converter sharing configurations.
Finally, Chapter 5 tackles the issue of dynamically changing PLIs in the network by proposing a
novel cross-layer networking approach which includes real-time impairment awareness. This chapter
represents an structural and operational enhancement over the networking paradigm proposed in
Chapters 2 and 3.
For the sake of clarity, and unless given differently, in this thesis we use the term regenerator
implicitly to refer to the electrical 3R regenerator, that is, the optical signal undergoes an optical-
electrical-optical (O/E/O) conversion in order to be regenerated.
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Chapter 1
A novel operation mode for OBS
networks: The Quasi-Synchronous
transmission
1.1 Introduction and motivation
Two main features distinguish Optical Burst Switching (OBS) [40] from other optical switching
technologies: the transmission of large data bursts, which are aggregated at the edge of the network,
and the possibility to establish a path dynamically and on-the-fly (i.e., without acknowledgment of
the availability of transmission resources). Because of the absence of optical buffering capabilities,
the main challenge of OBS is to deal with high burst losses that arise due to the contention of bursts
transmitted in the network.
To mitigate the burst contention problem, there have been proposed solutions based on deflection
(or alternative) routing. All these methods allow re-routing contending bursts from primary to
alternative routes and, by this means, alleviating congestion on bottleneck links and achieving
dynamic load balancing in the network. In this thesis, we consider the so-called offset time-Emulated
OBS (E-OBS) network architecture [37], which facilitates the application of alternative routing since
routing decision can be taken freely inside the network without constraints on the length of routing
path.
In principle, the transmission of optical bursts is asynchronous in an OBS network. That means
that bursts are not aligned with each other, and thus, they arrive at a core switching node in
casual instances of time. Performance improvements can be achieved if synchronous operation is
applied: in fact, in such a case, contention may only occur between entire data units and better
transmission resource utilization can be obtained with simple contention resolution mechanisms
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[41]. Such synchronous operation was proposed in the past to the optical packet switching (OPS)
networks (see e.g., [42]), and although it has not been widely considered in OBS networks, still some
relevant studies can be found in the literature (see e.g., [43],[44],[45],[46] and [47]). Besides, in [14],
we verified that with the utilization of effective deflection routing techniques, the performance gain
of the synchronous operation with respect to the asynchronous one is brought to a very motivating
extent. However, all these studies consider that synchronization of data bursts is achieved by means
of an input stage at each core node which involves the use of additional hardware elements such
as incremental fiber delay blocks and switching devices. All these components and the increased
control complexity that they entail lead to a bulky and complex structure whose viability has not
been demonstrated yet.
In this direction, we proposed a novel operation mode for OBS networks, the quasi-synchronous
(QS) operation, with the aim of reaching performance benefits close to those obtained with perfect
synchronization while keeping a moderate hardware complexity. In the QS OBS scenario, we do not
have the need for any intricate synchronization device. Contrarily, we assume both that network
links are designed such that the resulting propagation delays correspond to a multiple of a given
fixed time slot duration and that bursts are released only at the beginning of such time slots. In
addition, to take into account that perfect synchronization is practically impossible, we accept the
presence of some time deviation. The existence of this time variation between the actual arrival of
bursts and the beginning of time slots causes that the bursts are not perfectly aligned at the core
switching nodes. For that, we refer to the QS operation.
Specifically, we model the time deviation of the QS transmission mode as a superposition of two
different sources, denoted as drift and skew respectively. We consider the drift as an irretrievable
error due to structural inaccuracy of the different devices constituting an OBS node and to the
physical impairments that may change the propagation time characteristics of the different channels
of a fibre. In contrast, we consider the skew as the consequence of not having well-aligned hardware
clock information amongst all network edge nodes. The skew is, hence, a retrievable time deviation
error and, for that reason, we propose a method to bound its value to a range where there is no (or
negligible) performance degradation.
The contribution of this chapter is twofold. First, we present the details of the QS scheme
highlighting its architectural benefits compared to the synchronous and asynchronous cases. In
particular, we provide a detailed performance study (through both analytic and simulation model)
both to analyze the effects of the presence of the drifts and skews and to find out a set of values
that highlights the performance of the QS scheme. Second, we compare the performance of the
asynchronous, synchronous and QS operation modes with the support of different deflection routing
algorithms.
The rest of this chapter is organized as follows. In Section 1.2, we provide complete information
on the analyzed network scenarios. In Section 1.3, we first present in detail the analytic models for
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all the OBS transmission modes considered. Afterwards, we validate by simulation the models with
special emphasis on our novel analytic model for the QS operation in OBS networks. Then, in Section
1.4, we focus on the key parameters in the QS-OBS network and provide values for them that are
in accordance with real OBS network scenarios. In Section 1.5, we present the re-synchronization
mechanism that we propose with the purpose of maintaining such quasi-synchronization at edge
nodes. Section 1.6 presents an overall comparison between the synchronous, asynchronous and our
QS schemes under different deflection routing algorithms. Finally, the conclusions are presented in
Section 1.7.
1.2 OBS network scenarios
In this study, we consider an E-OBS network scenario [37]: core switching nodes are enhanced with
a pool of fibre delay coils that is inserted into the data path at the input port of the node. In
conventional OBS (C-OBS) architectures, the processing offset time is provided at the edge node by
delaying the transmission of a burst with respect to its control packet. In E-OBS, on the contrary,
the offset times are provided by means of these fibre delay coils at each core node. Thus, both the
burst and control packet can be sent together from the edge node, avoiding several problems that
result from the offset time variation inside the network, a feature that is inherent to C-OBS. For
instance, concerning routing management, it is advantageous to provide offset times at each core
node since routing decisions can be taken freely inside the network without any constraints on the
length of the path. Contrarily, in C-OBS, the maximal length of routing path is related to the offset
which, once introduced at the edge node, decreases at each hop.
In general, the transmission of optical data in the network can be either asynchronous or syn-
chronous. Although both approaches have been studied extensively in the context of OPS networks,
the research on OBS still concerns mostly the asynchronous approach.
1.2.1 Asynchronous OBS
In asynchronous OBS networks, optical bursts are released from edge nodes at arbitrary (random)
instances of time and they are not aligned when they arrive at core switching nodes (see Figure 1.1A).
Accordingly, the switching operation is performed asynchronously. The advantage of this approach
is the simplification of the burstification process and the low complexity of switching nodes.
1.2.2 Synchronous OBS
The idea of synchronous, or time-slotted, transmission in optical networks has been considered
mainly in the context of OPS networks. In case of a synchronous OBS scenario, optical bursts are
aligned and transmitted synchronously at the beginning of a fixed-duration time slot (see Figure
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1.1B). The main advantage of the synchronous approach, with respect to the asynchronous approach,
is the improvement of the overall burst loss performance. In synchronous OBS networks, since bursts
traveling over different length links may still arrive at a core node at different instances of time, their
synchronization is achieved by means of a specialized node input interface. For example, in [45],
a time-slotted OBS architecture called time-sliced OBS which performs the switching in the time
domain rather than in the wavelength one is proposed. Such operation is achieved by means of a
two-block stage: a) a synchronizer consisting of variable delay lines which require feedback control
information from the node controller; b) an optical time slot interchanger (OTSI) consisting of optical
crossbars and delay lines. However, as the authors conclude, there is still the need to undertake
substantial additional work in order to prove the viability of this solution. Besides [45], no further
works address such time-slotted OBS solution.
On the other hand, in [47] and [48], a variant of the time-slotted OBS operation is proposed
under the name of time-synchronized OBS (SynOBS). The authors assume that the length of both
bursts and slots is fixed as we do in our QS-OBS. In SynOBS, synchronization is performed by
means of time slot synchronizers and wavelength delay variation compensators. The synchronizers
consist of cascaded variable-length delay lines, also known as tunable delay lines, and a number
of 2x2 switching devices. Their duty is to synchronize incoming data bursts from different input
ports. Examples of such a mechanism can be found in [49]. The compensators, by contrast, are used
to balance the different speeds at which wavelengths travel in a fiber. Assuming that the impact
of delay variations among wavelengths can be neglected, these devices may be implemented with
fixed-length delay lines. This is not, however, the case with tunable delay lines, whose design entails
a rather complex control and structure. Note that the node controller is in charge of dynamically
adjusting the delays applied to data streams from different input ports so that they all become
synchronized. Furthermore, in the 2x2 switches, high switching speeds (i.e., in the nanosecond
range) are essential, and hence, semiconductor optical amplifier (SOA) switches are required. Both
the cost that this structure entails (i.e., substantial extra hardware is necessary) and the impact that
the added physical layer impairments have on the optical signal (i.e., SOA amplifiers also bring out
some non-desirable effects such as power consumption, noise and nonlinearity) must be thoroughly
evaluated before this solution can be considered viable.
On the contrary, in our QS-OBS network operating under the E-OBS control architecture there
is no need for such extra hardware. In E-OBS, pools of fixed-length delay coils are used at each core
node to provide bursts with enough time to compensate the processing and switching times (i.e.,
what electrical memories do at edge nodes in C-OBS). This provided time depends on the length
of the delay coil exclusively and cannot be tuned; it is fixed and defined in the design phase of the
network (we refer to [37] for more details). In addition, this pool of delay coils can act as a dispersion
compensation unit to mitigate the chromatic dispersion.
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A. Asynchronous B. Synchronous C. Quasi-synchronous
guard band
Figure 1.1: OBS transmission modes.
1.2.3 Quasi-Synchronous OBS
In the QS scenario, there are no synchronization devices; the network links are designed so that the
resulting propagation delays correspond to a multiple of the slot size; the edge nodes are synchronized
with each other and release data bursts at the beginning of time slots.
Since it is impossible to have all edge nodes perfectly synchronized, we assume that there exist
some skew amongst their clocks. Moreover, we consider the presence of a local drift which counts
for the devices inaccuracies and physical impairments. A possible representation of this scenario
is shown in Figure 1.2, where we model the drift as a Normal random variable and the skew as a
Uniform random variable. Therefore, and due to the effect of both the drift and the skew, bursts
arriving at core nodes are not perfectly aligned (see Figure 1.1C) with the consequence of having
performance degradation compared to the perfectly synchronized case.
In order to prevent the overlapping of de-synchronized bursts and given that both sources of time
deviation are independent, we propose two separate solutions for their adjustment. The problem
can, therefore, be split into two different parts.
On the one hand, to correct the effect of the skew, we present in Section 1.5 a re-synchronization
mechanism adapted to OBS networks. The basis of our mechanism was proposed in the past in
[50] for distributing well-aligned hardware clock throughout the physical extent of a synchronous
processor. Its scope is to bound the skew effect to a range of values that guarantees good performance
results.
On the other hand, to overcome the problem posed by the drift present at the instant of burst
departure, we introduce a guard band between the bursts so that they do not occupy the slots
completely. This guard-time should be large enough to maintain (as much as possible) the burst
alignment as in the case of synchronous operation but not too large in order to not decrease ex-
cessively the bandwidth utilization. As a consequence, the duration of the guard-time results in
a clear trade-off between utilization and performance. Notice that, in any mode of operation (i.e.,
asynchronous, synchronous and QS), a time margin must be included between every two consecutive
bursts to allow for switching the bursts in intermediate nodes (both to process the information and
to physically reconfigure the switches). Let us denote this margin as basic guard-time. Since such
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basic guard-time is required indifferently and affects equally any mode of operation, we neglect it
in all scenarios considered in this study for the sake of simplicity. Nonetheless, we do consider that
this basic guard-time has a fixed value only in the synchronous approach because its input node
interfaces can re-align the bursts perfectly. In the asynchronous and QS cases, by contrast, such
basic guard-time is not necessarily maintained constant since burst arrivals may be affected by time
variations and, as a result of this, the basic guard-time may be either increased or reduced. Such
variations is what we define as drift. For this very reason, in the QS operation mode, we propose
and evaluate the use of an additional guard-time whose purpose is to minimize the impact of the
drifts on the network performance. Hereinafter in this chapter, we only consider, if not explicitly
stated, the additional guard-time, and thus, we will shorten it to guard-time.
Note that, on the contrary to OPS networks, where optical packets have small size and even their
small misalignment might result in a serious degradation of performance, in OBS there is possibly
a higher margin for de-synchronization of burst transmission owing to much larger burst durations
and, as a result, much larger guard bands. For these reasons, we expect that the results obtained
with the QS operation should be somewhere between the asynchronous and synchronous cases.
In the next section, we present an analytic model of the drift deviation and study its impact on
the node and network behavior. For the sake of simplicity, the analytic model presented relies on
exponentially distributed drifts. Analytic and simulation results comparing the performance of the
QS scheme with that of both the synchronous and asynchronous schemes are also provided. After-
wards, in Section 1.4 we make use of a more realistic model of the drifts (i.e., gaussian-distributed
drifts may fall on either side of the node clock pulse) and provide practical values for the time
slot, guard-time and drift so that in subsequent sections the QS-OBS network performance can be
effectively evaluated.
1.3 Evaluation of the drift impact
To evaluate the impact of the drift on the performance of the QS operation mode, we present a
detailed performance study (through both analytic and simulation model) of the three different
OBS transmission modes considered in this chapter, namely asynchronous, synchronous and QS.
Firstly, we consider a single OBS node with W wavelengths in its output port p. Then, we extend
the models to a network scenario using the reduced-load fixed point approximation proposed in [51].
It is worth pointing out that both the analytic and simulation studies presented in this section are
independent from the time slot size. Hence, all drifts and guard-time values are given as a percentage
of the time slot size. An analysis assuming absolute values for drifts (and consequently also absolute
values for the time slot and guard-time) will be later presented in Section 1.4.
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Figure 1.2: Time deviation sources in the QS-OBS network.
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1.3.1 Analytic models
We present the asynchronous, synchronous and QS analytic models, with special emphasis on our
single-wavelength QS model. For the sake of mathematical tractability, let us assume in our analysis
that burst arrivals can be modeled as a Poisson process with parameter λ. We consider fixed burst
size in all cases. For simplicity, we assume the service time µ of bursts to be equal to 1, and
consequently, the traffic intensity ρ be equal to ρ = λ/µ = λ. Note that, whilst in the synchronous
case the burst size is equal to the slot size, in the QS case it is decreased by the guard-time value
used. In the next subsections we introduce the analytic models corresponding to each of the operation
modes considered.
Asynchronous loss model
Since we are considering Poisson burst arrivals, it is well-known (see e.g., [52]) that an output port
p can be modeled as an W -server loss system, and thus, its blocking probability (PbASY N ) under
traffic intensity ρ, is given by the following Erlang-B formula:







Under synchronous operation, bursts are only released at the exact instant of the slot start time.
Due to the fact that the number of burst arrivals at each slot is Poisson distributed, we can model
the probability of having exactly k burst arrivals during a slot Nj as follows:




Notice that assuming a perfectly synchronized scenario, burst loss can only occur when within a
slot time the number of burst arrivals is higher than the number of available wavelengths at p (i.e.,
higher than W ). Hence, we can analytically model the synchronous blocking probability (PbSY NC)
as follows [53]:





P (Nj = i)(i−W ) (1.3)
Each of the three terms in the formula models a different factor. Whilst P (Nj = i) represents
the probability of an event to happen, (i−W ) counts the number of bursts undergoing such event.
Eventually, 1ρ acts as a traffic normalization factor. Indeed, as long as ρ < 1, it corresponds to the
server utilization or occupation rate. For example, this factor is responsible for capturing the impact
13
CHAPTER 1. A NOVEL OPERATION MODE FOR OBS NETWORKS: THE
QUASI-SYNCHRONOUS TRANSMISSION
Figure 1.3: Exponential drifts collision scenario.
that a reduction in the service time of bursts would have on the loss probability.
Quasi-synchronous loss model
In this section, we present our single-wavelength analytic model for the QS operation. In the QS
scenario each edge node generates bursts with a certain time deviation. This deviation can be
modeled as a superposition of a skew and a drift. In this section, we only model the presence of
the drift. Although modeling the drift as a Normal random variable is a more realistic option, in
our model, we assume, for the sake of simplicity, that drifts follow an exponential distribution with
parameter α. We also consider the presence of a guard-time of value σ at the end of bursts.
Under QS network operation, burst loss can be caused by two different factors. The first loss
factor is the consequence of a drift-based collision (i.e., a collision between two bursts that overlap in
two consecutive slots due to incompatible drift values (see e.g., Figure 1.3C). In the cases represented
in Figures 1.3A and 1.3B there is no possibility for a drift-based collision to occur. Notice that in
the case 1.3B, the condition d′ < σ is enough to guarantee that there is not a drift-based collision
between slots N1 and N2; however, by adding the condition d
′′ < σ we also prevent a possible
drift-based collision with the next slot (i.e., N3). The second loss factor results from an overflow-
based collision (i.e., the arrival of more bursts than wavelengths available at p during one time
slot). To model the drift-based collisions, we consider arrivals in two consecutive time-slots, namely
slot N1 and slot N2 in Figure 1.3. Since arrivals are modeled using a Poisson process, we are able
to estimate the probability of arrivals in two consecutive time slots as a simple product thanks
to the independence between time intervals. To ease the mathematical development, we split the
computation QS blocking probability (PbQS) into two components depending on the number of
arrivals in the first slot, giving the following structure:
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PbQS(ρ, 1) = PQS0 + PQS1 (1.4)
where PQS0 refers to the case where there are no burst arrivals in the first slot N1, and PQS1
refers to the case where there is a positive number of arrivals at N1. Note that PQS0 corresponds to
a synchronous loss model in a single-wavelength scenario.
As aforementioned, in the QS operation mode, there are two different classes of burst loss,
namely drift-based collisions and overflow collisions. It is important to notice that, in a perfectly
synchronized scenario, where only overflow collisions exist, burst W +1 and any subsequent arrivals
are lost with a probability equal to 1 because no more than W wavelengths are available. However,
in the QS mode, it is not true at all since earlier arrivals may be lost due to drift-based collisions.
In our analytic model, we take this fact into account, and the term Br accounts for such reduced
probabilities. Eventually, the formulation for the two components in equation (1.4) corresponds to:
PQS0 = P (N1 = 0)PbSY NC(ρ, 1) =










P (N1 = k)
∞∑
l=1










where k and l refer to the number of burst arrivals at slot N1 and slot N2 respectively. Besides,
An represents the burst loss probability caused by drift-based collisions for the burst arrival number
n at slot N2 and Br denotes the burst loss probability caused by overflow-based collisions for the
burst arrival number r + 1 at slot N2 (i.e., notice that the first burst arrival cannot be lost due to
overflow). Since Br values are dependent on those of An, we are able to derive them as follows:





In Equation (1.8) we can observe that the burst arrival r + 1 at slot N2 will not be lost due to




and it is not lost owing to its own drift (1− Ar+1). Hence, our goal in this study is to analytically
model An.
If we take a look at Figure 1.3, we observe that a collision will occur if and only if the drifts
corresponding to two consecutive reservations fulfil the following condition:
d′ > d′′ + σ (1.9)
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Our objective is to find an analytic model for the calculation of the burst loss probability taking
into account losses that are the direct consequence of the cases where condition (1.9) is fulfilled.
Let us start by considering the random variables Z and U that correspond to d′ and d′′ re-
spectively. Since we consider a single-wavelength scenario, our interest lies in the minimum drift









k form an increasing sequence of exponentially distributed drifts at slot N1. Likewise, U
is equal to min < d′′1 , d
′′
2 , ..., d
′′




2 , ..., d
′′
l form an increasing sequence of exponentially
distributed drifts at slot N2. Note that the smaller the drift, the earlier the arrival.
First of all, we find the cumulative distribution function of the Z random variable.






k) ≤ z) =
= 1− P (min(d′1, d′2, ..., d′k) > z) =
= 1− P ({d′1 > z} ∩ {d′2 > z} ∩ ... ∩ {d′k > z}) =
= 1− P (d′1 > z)k = 1− [1− FD(z)]
k
(1.10)
where FD(x) is the cumulative distribution function of an exponential random variable D with
parameter α and which corresponds to:
FD(x) = 1− e−αx ∀ x ∈ [0,∞) (1.11)
then,
FZ(z) = 1− [1− (1− eαz)]k = 1− e−αkz ∀ z ∈ [0,∞), k ∈ N (1.12)
Note that Z is an exponential distribution with parameter αk.
Hereinafter, we assume that d′k and d
′′
l are equally distributed with parameter α. Therefore, if Z
is exponential with parameter αk, U is also exponential with parameter αl.
The term P (Z > U + σ) refers to the probability that the first burst to arrive at slot N2 is lost
as a result of a drift-based collision. Then,
P (Z > U + σ) = P (Z > U + σ|Z > σ)P (Z > σ) (1.13)
and if we apply the memoryless property of the exponential distribution, we have that:
P (Z > U + σ|Z > σ) = P (Z > U) (1.14)
hence,
P (Z > U + σ) = P (Z > U)P (Z > σ) (1.15)
16
1.3. EVALUATION OF THE DRIFT IMPACT
The first term is derived as follows:









and the second term corresponds to:
P (Z > σ) = 1− P (Z < σ) = 1− FZ(σ) = e−αkσ (1.17)
thus, we finally have:




Note that the above expression can only be applied when we compute the drift-loss probability
for the first burst arrival in the second slot. For all successive new arrivals n ∈ [2,∞), we must take
into account their arrival times which consist of the arrival time of the first burst (i.e., U + σ) plus
the distance between two consecutive drifts (i.e., d′′n − d′′n−1) times the number of arrivals after the
first one (i.e., n− 1). Thus, we propose the following formulation:
P (Z > (n− 1)(d′′n − d′′n−1) + U + σ) =
= P (Z > (n− 1)(d′′n − d′′n−1) + U + σ|Z > σ)P (Z > σ) (1.19)
Again, if we recursively apply the memoryless property of the exponential distribution, we obtain
the following:
P (Z > (n− 1)(d′′n − d′′n−1) + U + σ|Z > σ) =
= P (Z > (n− 1)(d′′n − d′′n−1) + U) =
= P (Z > (n− 1)(d′′n − d′′n−1) + U |Z > U)P (Z > U) (1.20)
P (Z > (n− 1)(d′′n − d′′n−1) + U |Z > U) =




> (d′′n − d′′n−1)) (1.21)
Hence, we eventually have that:
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> (d′′n − d′′n−1))P (Z > U)P (Z > σ) (1.22)
Now the objective is to obtain a valid expression for P ( Z(n−1) > (d
′′
n− d′′n−1)). We define two new





T = d′′n − d′′n−1 = X − Y (1.24)
It is easy to note that Q is an exponential random variable with parameter αk(n− 1). However,
in order to compute the probability P (Q > T ), we have to derive the density function of T , which
corresponds to the subtraction of two exponential and independent random variables with the same
parameter. Since the sequence is in increasing order we must take into account the constraint X > Y.
FT (t) is defined as:
FT (t) = P (T ≤ t) = P (X − Y ≤ t) (1.25)
Now, let us define the boundaries of the region to integer taking into account the constraint
X > Y . The region is, therefore, defined by these two inequalities:
























e−αt ∀ t ∈ [0,∞) (1.28)
Therefore, now it is possible to compute the probability P (Q > T ) for the arrival number n, as
follows:
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2(k(n− 1) + 1)
∀ k ∈ N (1.29)
Summarizing, to compute the drift-loss probability for the arrival number n ∈ [2,∞) in the
second slot, we apply the following formula:
P (Z > (n− 1)(d′′n − d′′n−1) + U + σ) =
= P (Z > σ)P (Z > U)P (Q > T )n (1.30)
Finally, we can define the An values as follows:
An =
 e−αkσ ll+k , n = 1e−αkσ ll+k 12(k(n−1)+1) , otherwise
 (1.31)
A boundary condition can be inferred from this model. If α = 0 (i.e., there is no drift at edge
nodes), then An = 0 and Br = 1. Therefore, PbQS = PbSY NC (i.e., the QS loss model becomes a
synchronous loss model). Besides, it is easy to observe that for a large number k of arrivals at slot
N1, An will tend to a low probability value. In contrast, for a small number k of arrivals, An will
tend to a high probability value. The same can be inferred from the number l of arrivals at slot N2.
Notice that the higher the number of arrivals, the smaller the drift of the first burst arrival.
1.3.2 Analytic models validation
In order to validate the analytic models, we compare their numerical results with those obtained
through simulations.
Single OBS node
We first consider a scenario composed by an isolated single OBS node with only one wavelength in
its output port p. In this chapter, we assume, if not differently mentioned, the simulation scenario
as described in Appendix A as well as the following considerations: (1) the NSFNET network
topology;(2) all network links have equal length and the resulting propagation delays correspond to
a multiple of the slot size; (3) a single-path shortest-path routing algorithm is used.
In Figures 1.4, and 1.5, we present the simulation and numerical results obtained using the QS
model with guard-time values ranging from approximately σ = 0.033% to a 33% of the slot size.
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The drifts follow an exponential distribution with a parameter α such that E(D) = 1α ≈ 0.77% and
E(D) ≈ 5% of the slot size respectively in each figure. Besides, the asynchronous and synchronous
cases are used as benchmark references. As can be observed in both figures, all simulation results
perfectly match those obtained through the analytic expressions presented before. It is interesting
to notice that whilst a negligible value of the guard-time results in a performance close to that of
the asynchronous operation, gradual increments of the guard-time display performances that tend
towards that of the perfectly synchronized case. However, as stated earlier, we cannot increase as
much as we want the value of the guard-time, since it will result in a performance degradation due to
the overload cost that we should pay; indeed, in order to maintain a constant load when decreasing
the size of the burst (i.e., increasing the guard-time), the number of bursts launched into the network
is increased. As a direct consequence of these results, it is clear that finding an optimal value for
the guard-time is of major importance in this problem. Although the derived analytic model only
concerns a single-wavelength scenario, it allows to gain of a valuable insight into the evaluation of
the QS operation in OBS networks.
OBS network
Taking advantage of the analytic model presented, we can gain more insight in the QS operation by
analyzing its behavior in a network scale. In order to obtain the network-wide burst loss probability
we apply the reduced-load fixed point approximation [51] model. It assumes that blocking events
occur independently from link to link along any route r, where r = (l1, ..., lk−n, ..., lk) is an ordered
set of links which connect a source node to a destination node. It also assumes that the routes are
predefined by means of using, for example, a shortest-path algorithm, and thus, the load assigned
to each network link can be obtained. Then, considering a vector of stationary link blocking prob-
abilities, the reduced offered load resulting from blocking can be approximated, i.e., for any route
r that crosses link lk−n, the load it offers to link lk−n is reduced by blocking events occurred in
its preceding links, that is, links l1, ..., lk−n−1. In order to obtain a solution for the vector of link
blocking probabilities, the authors of [51] make use of a successive substitution procedure for which
convergence is guaranteed.
In our models, we compute the loss probability in each network link using either the Erlang-B
loss formula (1.1) (asynchronous case), the synchronous loss formula (1.3) (synchronous case) or the
QS loss formula (1.4) (quasi-synchronous case). Note that, in the QS case, arrivals are still Poisson
distributed since the drifts also follow an exponential distribution. Thus, the reduced-load fixed
point approximation can also be applied in this case.
Due to the fact that our analytic model is only valid for a single-wavelength scenario, we consider
links equipped with only one single channel. We present the results in Figure 1.6(a) for a drift equal
to a 0.77% of the slot size and guard-time values ranging from approximately σ = 0.033% to 3.33%
of the slot size, and in Figure 1.6(b) for a drift equal to a 5% of the slot size and guard-time values
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Figure 1.4: Single node validation with 0.77% drift.
































Figure 1.5: Single node validation with 5% drift.
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ranging from σ = 0.033% to 13.33% of the slot size. Note that, as a consequence of having only
one channel in each link, we have to consider a very light loaded scenario in order to be able to
plot significant values of the loss probability. We observe, in both figures, a similar behavior than
that obtained with the isolated OBS node. Consequently, with the use of an optimal value of the
guard-time we expect that the performance displayed by the QS operation will achieve results close
to those obtained with perfect synchronization.
1.4 Time slot and guard-time dimensioning
The aim of this section is the dimensioning of the two main defining parameters of the QS-OBS
network, namely the time slot size and the guard-time. Both parameters are of crucial importance
in the design of the QS-OBS network, and hence, impact seriously on the network performance. They
not only must be carefully engineered in order to obtain good network performance results, but also
must be dimensioned so that they are in accordance with the presence of the drift phenomenon in
the considered OBS network scenarios. For this purpose, we first provide a reasonable model for the
drifts, and second, we perform a simulation study to evaluate the impact that both the time slot
and guard-time size have on the QS-OBS network performance.
1.4.1 Drift model
As mentioned in Section 1.2, we consider that the best way to model the drifts that may arise
in a real OBS network is by making use of a gaussian-distributed random variable (see Figure
1.2). Specifically, we consider that drifts follow a Normal distribution denoted by N(0, ξ2), where
ξ corresponds to the standard deviation of the random variable expressed in µs. Hence, we are
assuming that 68% of the drifts values fall within the region [−ξµs, ξµs], 95% of them ∈ [−2ξµs, 2ξµs]
and 99.7% ∈ [−3ξµs, 3ξµs].
We consider that in real OBS network scenarios drifts are the result of the contribution of several
inaccuracies. On the one hand, there are the contributions of the inevitable structural inaccuracy
of the devices constituting an OBS node which may introduce random time differences between two
identical bursts (e.g., control pulse activating the lasers, inaccurate wavelength conversion, delayed
processing time, etc.). On the other hand, the physical impairments of the fibers may change the
propagation time characteristics of the different channels (recall that a burst can change randomly
the wavelength along its path to solve a contention); nonetheless, considering that a signal cannot
usually remain in the optical domain more than 1500km before requiring a full regeneration, the
effect of the wavelength walk-off can be considered to be limited to approximately 1µs [54]. In
summary, it is reasonable to model the drift phenomenon as a gaussian distribution, where the
majority of the bursts experienced a drift within a given region while scattered events can fall in
any zone.
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Figure 1.6: NSFNET analytic results with a drift equal to (a) 0.77%, and (b) 5%.
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1.4.2 Evaluation of the time slot size
In the QS-OBS network both the time slot and guard-time size have strong influence on network
performance results. Indeed, intuitively, one can remark that the larger the time slot, the smaller
the influence of the (absolute) drift. Thus, whilst for the guard-time a trade-off between burst
overlapping reduction and bandwidth utilization must be evaluated, for the time slot only a very
large size would provide the optimality. However, the time slot size cannot be freely selected since
other factors inherent to OBS networks must be taken into account. Indeed, the burst assembly
algorithm performance as well as the basic guard-time already mentioned in Section 1.2 impact
on the time slot dimensioning directly. Notice that, the burst assembly time is limited and large
time slots may lead to inefficient resource utilization due to the incapacity of the burst assembler
to produce large bursts in time. On the other hand, since the basic guard-time is required between
every two consecutive time slots, a small time slot size would also compromise resource utilization.
An evaluation of the optimal time slot size for the SynOBS network which takes into consideration
the issue of both the burst assembly and the basic guard-time can be found in [55]. Since our main
objective is to evaluate the impact that both the drifts and skews have on the QS-OBS network, the
evaluation of both the burst assembly process and the basic guard-time is left out of the scope of
this thesis. However, their consideration when determining the time slot size is certainly a subject
for further research in the QS-OBS network.
In particular, here we assess the impact that the selection of the time slot size has on the overall
QS-OBS network performance, in terms of the overall burst loss probability, considering several
guard-time values. In order to do so, we conduct a series of simulations on the NSFNET network
topology considering links are equipped with 16 wavelengths each and the load is set to ρ = 0.5. We
assume two different drift scenarios, namely ξ = 0.3µs (see Figure 1.7(a)) and ξ = 0.9µs (see Figure
1.7(b)). The time slot sizes considered range from 5µs to 100µs, and the guard-time values from
0% to 5% of the time slot size. The asynchronous and synchronous cases are used as performance
references again. From the results obtained in both figures, it is easy to note that both factors
together define a clear trade-off between drift correction (i.e., higher slot sizes benefit from larger
guard-times) and resource utilization (i.e, larger guard-times increase the number of packets injected
into the network). Whilst larger time slots require smaller guard-times to minimize the drift effect,
smaller time slots struggle to reduce the drift impact unsuccessfully. Indeed, in such cases, no clear
minimum is observed regardless of the guard-time value used, particularly in Fig. 1.7(b).
Hereinafter in this chapter, we consider a time slot value of 30µs (a maximum burst size value
of 0.3Mb considering 10Gb/s links) since we assume that it provides a fair trade-off between the
performance achieved and the requirements it imposes on both the burst assembler and the system
(i.e., basic guard-time issue).
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Figure 1.7: Time slot and guard-time evaluation for drifts generated by (a) ξ = 0.3µs, and (b)
ξ = 0.9µs.
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1.4.3 Optimal guard-time
In Section 1.3.2, we realized that a key factor for achieving the desired performance in the QS
operation is the finding of an optimal value for the guard-time. This guard-time results in a clear
trade-off between the reduction of the number of drift-based collisions (i.e., the increase of the
guard-time reduces the probability of fulfilling condition (1.9)) and the increase of the number of
overflow-based collisions (i.e., to maintain a constant load, a higher number of packets has to be
injected into the network). To analyze the optimal value for the guard-time, we conduct several
simulations in both the SIMPLE [56] (a network that consists of 6 nodes and 8 bidirectional links)
and the NSFNET network topologies. In particular, we run a set of simulations in both networks
considering a 30µs time slot and links equipped with 8, 16 and 32 wavelengths. The results for the
NSFNET network topology are presented in Fig. 1.8 under two different load scenarios, namely
ρ = 0.5 and ρ = 0.6.
Figure 1.8 clarifies the concept of the guard-time trade-off aforementioned. It is easy to observe
that the value of the guard-time cannot be freely increased since it implies strong performance
degradation. It is also relevant the fact that by considering a higher drift, the minimum point moves
to higher guard-time values (right hand side of the figure). From all the results obtained, we can
conclude that under scenarios falling inside the typical OBS operating range (i.e., scenarios such
that the network-wide burst loss probability ∈ [10−3, 10−6]), there exist an optimal range for the
selection of the guard-time. Despite the fact that we present the results for ξ values up to 3µs (recall
that ξ represents the standard deviation of the gaussian distributed drift model), we assume that
this value, as mentioned in Section 1.4.1, should not exceed the 0.9µs. Taking this fact into account,
we plot in the figure the optimal range for the guard-time. We observed in further analysis not
included here, that in such range the optimal value for the guard-time do not depend neither on the
topology nor on the number of wavelengths or the load. It is interesting to see that in such optimal
range there are only insignificant differences in the performance obtained. For these reasons, we
select a guard-time value of 0.5µs (i.e., 1.67% of the slot size for a 30µs time slot) which implies
a reduction of the fixed burst size to 0.295Mb. Hereinafter in this chapter, we consider the 0.5µs
guard-time as the optimal value for all ξ ∈ [0.3µs, 1.5µs]. Notice that the optimal guard-time range
can also be spotted in Figures 1.7(a) and 1.7(b).
1.5 Evaluation of the skew impact
Reaching a perfect synchronization at the edge nodes, so that all have the same clock information all
the time, is practically impossible. Therefore, we assume that there exist some skew amongst their
clocks. In the next subsections, we first evaluate which is the impact of the skew in the performance
of the QS operation, and later, we propose a novel scheme to reduce the negative impact of such
skew.
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Figure 1.8: Optimal guard-time study.
1.5.1 Performance degradation due to skew
In order to evaluate the skew impact, we consider that each edge node has a clock information with
a certain time deviation from their network counterparts. In particular, we assume that this time
deviation can be considered constant in time within the µs −ms scales (i.e., it changes at a larger
time scale). In our model, we consider that (at a given time) each node has its own skew value; thus,
we assign to each node a value generated according to a Uniform random distribution that can be
defined as U(0, φ), where φ represents the maximum skew value expressed in µs.
To evaluate the degradation introduced by the skew, we present in Figures 1.9(a) and 1.9(b) the
results obtained under QS operation making use of the guard-time value obtained in Section 1.4.3,
that is, a guard-time equal to 0.5µs (i.e., a burst size of 0.295Mb in a time slot of 30µs). We consider
drifts with ξ values ranging from 0µs to 0.9µs. In the cases at hand, we assume links equipped with
16 wavelengths each and a network load equal to ρ = 0.4 and ρ = 0.7 respectively in each figure. In
the x-axis we plot values of φ ranging from 0 to 15 µs (i.e., 50% of the slot size). Whilst the left
y-axis displays the performance degradation in terms of the network-wide burst loss probability, the





where BLPφ corresponds to the network-wide burst loss probability for a particular φ. For the sake
of readability, in the Figures we only plot the performance degradation of the 0.6µs drift case.
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As was to be expected, the performance of the QS operation is strongly worsened as a consequence
of the presence of the skew. However, we noticed that there exist a region of interest for values of
φ up to approximately 0.9µs of the slot size (referred to as safe region in both figures) where no
degradation is observed (i.e., the performance obtained remains nearly flat) and up to 1.8µs for a
25% degradation. Therefore, our objective is to devise a solution able to permanently guarantee
that the skew present in the network falls within that safe region or, at least, within acceptable
performance levels (e.g., 1.8µs region).
1.5.2 Skew re-synchronization mechanism
In our study, we assume that the skew values may vary slowly and not faster than in minutes scale.
In fact, external factors such as changes in temperature or a voltage drift could cause transitions
in the skew values. Therefore, we must also guarantee that the devised mechanism achieves its
objective within a time scale that is not affected by possible skew transitions within such high-order
scales. In consequence, aside from reaching the re-synchronization of the network, this mechanism
also has to achieve it within an acceptable convergence time (e.g., within the milliseconds scale).
We propose a novel re-synchronization mechanism adapted to OBS networks. The basis of
this technique is an averaging scheme proposed in [50] for distributing well-aligned hardware clock
throughout the physical extent of a synchronous processor. In fact, the averaging scheme, with minor
variation, is used by many computer networks to maintain coherent notions of absolute time. The
goal of this scheme is that all skew values converge to a common value. For our purposes, this final
value is not significant and it is only the final uniformity that matters. In this simple scheme, the
skew of each local clock is driven towards the average skew of its topological neighbors (i.e., nodes
that are directly connected by a physical link to a particular node). In this way, when all nodes
have the same skew, all driving forces are zero and a stationary point is reached. It is clear that, in
order to execute this mechanism inside a network, an exchange of information is needed. To convey
such information inside an OBS network, we take advantage of the burst control packets (BCPs).
It is worth pointing out that contention between BCPs is generally neglected in OBS networks, and
thus, the performance of the mechanism is not dependent on the load.
To explain our OBS-averaging scheme, let us first define Lx as the local clock reference at node x
and RTTy,x as the round trip time between neighbor nodes y and x (we assume each node computes
the RTT to its neighbors by sending periodic pings through the control channel). Node x includes
the time information Lx in each of its BCPs. A node y is able to compute its current clock skew
relative to node x as:




The exact skew can be determined if all values in (1.33) are exact. However, some uncertainties
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Figure 1.9: Skew impact on the QS-OBS network performance under a load of (a) 0.4, and (b) 0.7.
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could be present, for instance, due to possible variations of the node processing time. This could
introduce evaluation errors, and therefore, affect the synchronization process. Nevertheless, in Sec-
tion 1.5.1, we show that a region of 0.9µs or even of 1.8µs is acceptable in the skew synchronization;
thus, uncertainties causing errors that fall within such region do not impact negatively the entire
process.
Once the network operation is started, each node x includes in every BCP it generates the
following tuple:
< Lx, IDx > (1.34)
where IDx is a unique identifier that is assigned to each different value of Lx, that is, every time
Lx is updated, a new and different unique IDx is assigned to Lx. This stamp is used to prevent a
node from updating its local clock before it has updated clock information from all of its neighbors.
Figure 1.10 clarifies how the identifier is used. At any time node A receives a BCP coming
from any of its neighbors, it extracts the carried tuple and updates the information concerning
this neighbor. To store this information, node A maintains two databases with information related
to each of the nodes constituting its set of topological neighbors K = {n1, n2, ..., n|K|}, or in this
particular example, K = {B,C,D}. The first one (upper left-hand side) stores the unique identifiers
that are being received. The value of a unique stamp is updated if and only if the newly received
value differs from the stored one. Accordingly, once an update of any identifier is performed, its
corresponding time information is also updated in the second database (upper right-hand side). For
the sake of clarity, we have not depicted how node A sends its IDA to nodes B, C and D.
Hence, node A cannot update neither its LA nor its IDA until it has updated information from
all of its neighbors. As shown in Figure 1.10, once A has a new identifier for all of its neighbors,
it proceeds to update its local clock information according to the information stored in the time
database (i.e., clock skews). Note that we illustrate an update on the identifier by replacing IDA
with ID′A. In order to update LA, node A performs the following two steps:




2. Local clock update: LA = LA+ △A
In the event of a node not sending any control packet, which will prevent the mechanism to
continue working properly (i.e., notice that nodes do not update their local clocks until they receive
information from all neighboring nodes), our mechanism makes use of an additional time-out ref-
erence to avoid such a deadlock state and trigger an automatical re-start of the re-synchronization
mechanism without taking that particular node into consideration.
In order to analyze the convergence properties of the mechanism, in this particular experiment,
we consider the real length of the NSFNET network links. Hence, we have both correct information
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Figure 1.10: Unique identifer usage in the re-synchronization mechanism.
on propagation delays and a valid estimation of the convergence time. To point out that it is the
uniformity that matters and not the final stationary point, we present in Figures 1.11 and 1.12 the
results obtained using two different uniform distributions for the skew, namely U(0, 10) and U(0, 20).
In the figures, each line represents the value of the skew in one of the nodes. In this two different
cases, the stationary points are found at approximately 4.8µs and 9.7µs respectively. In spite of
the difference found between them, in both cases a nearly perfect re-synchronization is reached at
about 200ms after the mechanism is triggered. Note that this implies that the time-out, utilized to
prevent that a node not sending any control packet alters the re-synchronization procedure, must
be enough larger than this value and can be setup to 10 seconds for example.
As a conclusion, these results show that the skew effect can be completely erased from the network
when our re-synchronization mechanism is effectively applied.
1.6 Deflection routing support in a QS-OBS network
In this final section, we present the results of the performance of the QS operation for OBS networks
making use of the optimal guard-time value of 0.5µs (i.e., a burst size of 0.295Mb) found in Section
1.4.3 and also considering that the skew impact in the network can be bounded to negligible values
thanks to the re-synchronization mechanism presented in Section 1.5. However, this time, and in
order to improve the performance of the synchronous strategies in front of the asynchronous one,
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Figure 1.11: Convergence for skew values generated by U(0, 10)


















Figure 1.12: Convergence for skew values generated by U(0, 20).
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we consider routing algorithms that make use of effective deflection routing policies. To be precise,
we evaluate the performance of the following deflection techniques: (1) load-based reflection rout-
ing algorithm (LBRR)[57](without resource pre-allocation); (2) reflection-based deflection routing
(RDR)[58]; (3) multi-topology routing (MTR)[59]; (4) conventional deflection routing (DR)[60]. For
comparison purposes, we use a time-to-live (TTL) field in the control packets that limits the number
of hops a burst can undertake.
First, we analyze the behavior of the QS operation regarding the number of wavelengths in
each link. For this purpose, we consider the LBRR algorithm under both 32 wavelengths (see Fig.
1.13(a)) and 64 wavelengths (see Fig. 1.13(b)) respectively. A reflection routing algorithm allows
sending a contending burst towards a neighbor node (reflection neighbor) on the condition that
this reflection neighbor, after receiving the burst, will intend to return the burst back or, in other
words, reflect it. In this study, we set the maximum number of reflections a burst can undergo to 3.
We provide the results for the QS operation under drifts corresponding to three different ξ values,
namely 0.3µs, 0.9µs and 1.5µs. In the plot, the asynchronous and synchronous cases are included
as benchmark indicators. As can be seen, even for high values of ξ, such us 1.5µs, the improvement
of the QS operation with respect to the asynchronous operation is noticeable in both cases. In fact,
as the number of wavelengths increases (see Fig. 1.13(b)), the impact of the drift is substantially
lessened (i.e., the more channels are available, the more chances a burst has to find a compatible
drift). Therefore, the performance achieved by the QS operation becomes, inside the typical OBS
operating range, approximately an order of magnitude, which is a very significant figure. It is also
worth mentioning that, with the increase of the number of wavelengths, the performance gain of the
synchronous case with respect to the asynchronous one is also significantly improved.
Second, we evaluate the performance of the QS operation with respect to both the asynchronous
and synchronous cases considering all the aforementioned deflection routing algorithms. In order to
fairly compare the different strategies, the TTL is set to 6 hops more than the shortest-path route.
To be precise, since the MTR algorithm applied to the NSFNET network only allows undergoing a
maximum of 3 deflections per burst (i.e., MTR divides the NSFNET topology into 4 different layers),
we also set the maximum number of reflections a burst can undergo to 3 in the LBRR algorithm
(i.e., the aforementioned 6 hops). In this case, the number of wavelengths per link is set to 32
and the load injected into the network to ρ = 0.65. This load value has been selected in order to
obtain burst loss probability values which fall inside the typical OBS operating range. The results
obtained are presented in Table 1.1. We also include the results obtained under shortest-path routing
(SPR). In all the five different cases, the performance improvement obtained with the QS operation
(considering a drift with ξ = 0.3µs) is higher than a 77%, and in some cases, approximately an order
of magnitude (e.g., LBRR and RDR algorithms). Notice that the benefit is slightly less under the
SPR algorithm. It is, hence, possible to achieve significant improvements when the QS transmission
mode is used together with effective deflection routing techniques.
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Figure 1.13: QS performance using the LBRR algorithm with (a) 32, and (b) 64 wavelengths.
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Routing algorithm Asynchronous QS (0.3µs) Synchronous
SPR 6.33 ∗ 10−3 1.60 ∗ 10−3 1.30 ∗ 10−3
DR 7.74 ∗ 10−4 1.76 ∗ 10−4 2.19 ∗ 10−5
MTR 4.08 ∗ 10−4 7.94 ∗ 10−5 2.82 ∗ 10−5
LBRR 1.33 ∗ 10−3 1.94 ∗ 10−4 3.18 ∗ 10−5
RDR 9.37 ∗ 10−4 1.45 ∗ 10−4 5.57 ∗ 10−6
Table 1.1: Performance comparison between the asynchronous, synchronous and QS transmission
modes.
1.7 Summary
In this chapter, we have proposed the novel QS operation mode for OBS networks aiming to achieve
performance results close to those obtained with perfect synchronization. We contrasted the archi-
tectural benefits and requirements of the QS scheme with those of the synchronous one. We also
showed that with the use of effective deflection routing techniques the performance improvement of
the synchronous mode with respect to the asynchronous one is brought to a very interesting range.
Therefore, the idea of devising a novel architecture, without the technical requirements imposed by
the perfectly synchronized case, such as our QS operation mode, gains momentum.
For this purpose, we considered two different sources of time deviation in our QS-OBS scenario,
namely skew and drift. We developed an analytic model to test the performance of the QS operation
in both an isolated node and the NSFNET network topology. The model presented is exact for the
case that the drifts are exponentially distributed. Through numerical examples and with the use of a
more realistic distribution of the drifts, an optimal range for the selection of the optimal guard-time
value was found. We also observed that within the region of interest such value is not dependent on
any network parameters. In order to correct the skew effect, we proposed an averaging scheme that
effectively limits the impact of this time phenomenon. Thanks to this scheme, the performance of
the QS operation remains unaffected. Eventually, we performed a set of simulations to study the
behavior of the QS approach when deflection routing policies are applied.
The main benefit of the proposed QS transmission mode is the significant improvement attained
with respect to the asynchronous mode in terms of the overall burst loss probability. In the spe-
cific examples considered in this chapter, improvements as high as an order of magnitude have




Modeling of a T-SWS network
architecture
2.1 Translucent networks: A step-wise roadmap evolution
Over the last years, optical transport networks (OTNs) have been undergoing an architectural
evolution from traditional opaque toward transparent architectures. The two main driving forces
behind such re-definition are, on the one hand, network operators’ aim for lowering both capital and
operational expenditures (CAPEX/OPEX), and, on the other, several key optical technology break-
throughs, which provided relevant improvements in the main optical signal functions and boosted
the implementation of integrated transmission and switching sub-systems at the physical layer [61].
In order to provide the required quality of transmission (QoT) network performance, current
opaque network architectures rely on electrical 3R regeneration (hereinafter regeneration) at every
node [30], that is, each transmission is a point-to-point connection, and hence, each node is a regen-
erator site/location with as many regenerators as connections being switched. Such an architecture
does nevertheless not represent a scalable model for next-generation OTNs. Indeed, considering
both the ultra-fast pace at which traffic is growing, and the fact that the impact of regeneration
strongly depends on several data transmission parameters such as the line rate and the modula-
tion format, it is clear that the opaque concept poses serious scalability problems regarding, among
others, heat dissipation, power-consumption, physical space, and costs [61]. Obviously, these issues
did not scape the attention of network designers/architechts which quickly realized the potential for
significant cost, footprint, and power savings by minimizing the number of regenerations required
to guarantee proper end-to-end signal QoT performance in OTNs. Consequently, whilst the opaque
architecture is bound to succumb to its inherent costly, power-consuming regeneration process, the
transparent network approach has gathered great momentum over the last decade.
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Transparent optical networks propose a networking paradigm where data signals remain in the
optical domain for the entire end-to-end path, thereby eliminating from the network the costly
regeneration devices [29]. However, what makes it so attractive is the fact that, in its strictest
sense, transparency means that the transmission of optical signals in the network is performed
independently of the protocol, bit rate, or the framing structure used. Note that such property
does not hold when regenerators are used, as they rely on standardized digital frames and require
intelligent control functions to be performed at the electrical domain. Hence, a transparent network
is a highly flexible, scalable architecture that can seamlessly support the future novel traffic types
and bit-rates associated with the emerging bandwidth-hungry applications and services.
For these very reasons, the deployment of transparent networks is seen as both the natural
choice and conceptually ideal for next-generation OTNs; however, as of now its most basic concept
can only be supported under the assumption of either an ideal physical layer or availability of all-
optical 3R regenerators. First, the assumption of ideal conditions at the physical layer has been
widely used in the literature, and it is indeed useful, for example, for the study and development of
traffic engineering algorithms. This approach is nevertheless not valid when dealing with network
design/planning problems, as QoT signal performance is actually adversely affected by physical layer
impairments (PLIs) [31]. Second, despite the fact that all-optical 3R regeneration has been and is
the focus of intensive research (see e.g., [62], [63], [64]), it is not mature enough yet, and cannot be
considered as a viable/practical solution, at least in the short-medium term [65].
As a matter of fact, it has precisely been the tremendous advances in the field of optical research
what has brought to light the serious impact that PLIs have on the signal QoT. Novel optical
systems and devices allowing for longer transmission distances, higher bit-rates, and more closely
spaced wavelength channels, have dramatically increased the sensitivity to PLIs, which accumulate
and severely degrade the optical signal along its way from source to destination [66]. Consequently,
PLIs limit optical reach, thereby hampering the deployment of transparent optical networks. To go
beyond this optical reach is therefore necessary for the optical signal to undergo regeneration. Note
that the optical reach depends on the network equipment considered, with longer reach generally
entailing higher equipment cost (e.g., amplification, transmission). Hence, the optical reach results
in a trade-off between CAPEX and OPEX savings due to a reduced number of regenerators being
deployed, and the CAPEX increase required to achieve longer optical reach [67].
According to this last discussion, the deployment of transparent networks is halted until all-
optical 3R regenerators become available. Therefore, to continue moving forward in the evolution,
there is the need for an intermediate network architecture able to bridge the gap between the
opaque and transparent solutions. As shown in Fig. 2.1, this intermediate step in the evolution
of OTNs is called translucent network ([31],[33]). Translucent networks combine features of both
opaque and transparent networks allowing regeneration only at selected points in the network, that
is, in a translucent infrastructure all nodes are not regenerator locations but only a subset of them.
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Figure 2.1: A Step-Wise Roadmap Evolution for OTNs
Since regeneration devices are both expensive and power-consuming, translucent networks are really
attractive to network operators, which strive for cost-effective, power-efficient architectures, and as
a result, the deployment of translucent optical networks is nowadays considered a very promising
short term solution to decrease costs and power consumption in OTNs.
2.2 Designing a T-SWS network architecture
The design of a translucent network results in a network planning/dimensioning problem where
the identification of the optimal trade-off between network construction costs (i.e., regeneration
devices are costly) and service provisioning performance (i.e., a target network QoT performance
must be met) is of great importance. For this reason, it is clear that a careful engineering of
both the routing problem and techniques to minimize whilst, at the same time, strategically locate
regenerators (i.e., decide which nodes are regenerator locations) is crucial to the success of translucent
architectures. This scenario gives rise to the regenerator placement (RP) problem ([33], [68]). In
addition, recent studies in wavelength switched optical networks (WSONs) have shown that better
network performance can be achieved if routing and wavelength assignment (RWA) constraints
are incorporated into the RP problem, thus solving the routing and regenerator placement (RRP)
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problem. However, both the RP and RWA problems as well as the joint RRP are proven to be
NP -complete constrained optimization problems [68]. For this reason, and due to the technological
maturity of translucent WSONs, heuristic approaches to tackle the joint RRP, under the WSON
context, have been the focus of intensive research over the last years (see e.g.,[69], [65], [34], [70],
[71]). In fact, a couple of years ago, a standardization activity started within the common control
and measurement plane (CCAMP) working group [34], which belongs to the internet engineering
task force (IETF).
In the context of SWS networks, however, this is not the case as, thus far, most of the research
efforts on SWSNs have been geared towards evaluating the opaque and transparent architectures.
Considering any of these two network scenarios allows one to neglect the impact of PLIs, thereby
notably simplifying the design and operation of OBS. Indeed, as long as realistic core node parameters
(e.g., node degree, and link and wavelength capacity) are considered, the optical signal degradation
between two neighboring core nodes is not an issue [72]. Unfortunately, as discussed in Section 2.1,
the high cost of regenerators on the one hand, and the lack of mature optical technology able to
perform fully optical 3R regeneration on the other, hamper the deployment of these architectures.
As a result, there is no way to neglect the severe impact that PLIs have on the performance of SWS
networks, and the design of cost-effective, power-efficient translucent SWS networks has nowadays
become a rising challenge for the research community.
Recently, however, as a result of the increasing interest on assessing the effect of the PLIs on
optical networks, we find few interesting works that involve the PLI constraint in the evaluation of
SWS networks performance. For example, in [73] the authors deal with a OBS scheduling method
which incorporates the impairments constraint, and in [74], several impairment-aware algorithms to
provide manycasting services in OBS networks are proposed. However, the most interesting work
regarding PLIs in SWS networks can be found in [72], and its complementary study [75]. In both
papers, the authors present an extensive analysis and evaluation of the design and maximum size
and throughput of OBS core nodes. To this end, authors consider the effects of a range of PLIs
such as amplifier noise, crosstalk of WDM channels, gain saturation and dynamics. Nonetheless, the
authors focus on an opaque SWS network where all nodes are equipped with regenerators, one per
each wavelength, which are also responsible for performing wavelength conversion.
Over the next sections, we propose, for the first time to the best of our knowledge, a complete
translucent SWS (T-SWS) network architecture which successfully mitigates the impact of PLIs.
To this end, we first model and evaluate a feasible (i.e., with commercially available or at most lab
trial devices) all-optical SWS network which has regenerators available at selected nodes; secondly,
we propose and evaluate two distinct RRP heuristics, which are specifically tailored to suit the
requirements of SWS-based networks.
Here it is worth pointing out that the proposed RRP algorithms require QoT estimator to account
for the accumulation of the PLIs along the path and, by this means, determine the feasibility of the
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path. In the literature, there are two main QoT estimators [76] based on the numerical calculation
of the optical signal to noise ratio (OSNR) [77] or on the computation of the Q-factor value either
by means of analytical formulas [78] or numerical interpolation and laboratory measurements [79];
both these figure-of-merit have a direct relation to the signal bit-error-rate (BER) [54]. Although
in this work any QoT estimator can be used, in this thesis we adopt the OSNR as the main signal
QoT performance indicator, and hence, hereinafter in this thesis we refer to QoTth as OSNRth.
2.2.1 T-SWS network model
In this section, we provide extensive details on the proposed translucent SWS network model. First,
we specify an all-optical SWS node architecture which incorporates a limited number of shared
electrical regenerators. Second, we present the analytic model that we consider for the calculation of
the OSNR level. Finally, a power budget and noise analysis of the characteristic signal path between
two adjacent SWS nodes are provided.
Node architecture
The node architecture here presented is based on the model proposed in [72], which initially assumes
an opaque operation. To be precise, the authors present two semiconductor optical amplifier (SOA)-
based node architectures for SWS networks, namely broadcast-and-select (BAS) and tune-and-select
(TAS). Both architectures rely on the SOA technology and on wavelength converters performing
regeneration as their fundamental switching modules. SOAs acting as switching elements (SW-
SOA) bring some interesting advantages such as high on/off ratios and high loss compensation
characteristics. Despite this, however, SOA technology also entails some non-desirable effects such
as power consumption, noise and nonlinearity that must be taken into account during the node
design process. Among these architectures, the authors conclude that TAS is more appropriated
for SWS networks because BAS displays some major drawbacks (e.g., high power requirements and
large inter channel crosstalk) inherent to its architecture.
In this thesis, we modify the aforementioned opaque TAS SWS core node architecture by replacing
each inline electrical wavelength converter with a block consisting of a tunable laser and a wavelength
conversion-type SOA (WC-SOA) device. Hence, this modified, generic TAS SWS node architecture
(depicted in Fig. 2.2) is able to perform an all-optical switching operation. The node consists of
N input/output fibers with M channels each and a limited number R of regenerators available.
After the signal is amplified by the Erbium-Doped Fiber Amplifier (EDFA) pre-amplifier at each
node input port, it is demultiplexed and passes through a fixed-input and variable-output WC-SOA.
Then, the signal is split into N + 1 branches, one per each fiber plus an extra branch that allows
the access to the regenerator pool, which consists of a set of R fixed receivers, an electrical buffering
stage and a set of R lasers emitting in predefined wavelengths (i.e., λ1, ..., λR). The signal is then
transported to the output ports of the node following the decisions of the SWS node controller by
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Figure 2.2: T-SWS node architecture
turning the SW-SOAs either ON or OFF. After the combiner stage, an EDFA booster amplifier
provides the signal with enough power to cope with the losses of the first fiber span. Note also that,
in this case, the combiners behind the SW-SOAs port merge NM + R signals at each output port
as a consequence of the presence of the regenerator pool.
It is worth mentioning that since the output of the WC-SOA is handled by the SWS node con-
troller, all wavelengths from all input ports have the same privileges when requesting a regenerator,
and thus, fairness in the access to the regenerator pool is provided by this architecture.
In the following sections, we evaluate the performance of the proposed node architecture by
means of an OSNR model.
OSNR model
In this OSNR model, the impact of PLIs is captured by considering the power of both the signal
and the noise, which are affected by different gains and losses along the path, at the destination
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node. This model considers the ASE noise introduced by both the EDFA and SOA amplifiers as
well as the splitting and attenuation losses as the significant signal impairment factors [77]. In the
literature, OSNR is generally defined as the ratio between the signal channel power and the power of
the ASE noise in a specified bandwidth (e.g., 0.1nm are usually taken by convention). For instance,
for a transparent WSON, an OSNR model is proposed and evaluated in [80], and it is experimentally
validated in [77]. Thus, all packets arriving at the destination node with an accumulated OSNR
value lower than the predefined quality threshold (i.e., OSNRth) cannot be read correctly, and thus,
are discarded. Although ASE noise is commonly considered as the most severe impairment limiting
the reach and capacity of optical systems, it should be noted that in the context of SWS networks,
non-linear impairments mainly arise due to the ultra-fast ON-OFF switching nature of packet rate
traffic, which causes the signal power of every single channel to constantly vary. These power
variations strongly impact system performances. For example, on the one hand, signal degradations
in a packet caused by neighboring packets which co-propagate simultaneously over several common
links (e.g., Cross-Phase Modulation (XPM)-induced crosstalk) and, on the other, OSNR degradation
due to dynamic power fluctuations generated by gain changes in amplifiers. Indeed, WDM packet
channels randomly switched ON and OFF may be a problem when considering amplifier dynamics.
This problem was studied in [81], and it was shown that EDFA amplifiers implemented in a simple
and all-optical configuration known as optical gain-clamped can reduce output power excursions
by effectively limiting gain ripples. In this thesis, non-linear impairments are taken into account
by adding an OSNR penalty to OSNRth. To be precise, we consider that the OSNR threshold is
determined by [77]:
OSNRth = OSNRmin +OSNRpen (2.1)
where OSNRmin represents the OSNR tolerance of the receiver, and OSNRpen accounts for the
OSNR penalties due to maximum tolerable Polarization Mode Dispersion (PMD), residual Chro-
matic Dispersion (CD), and all the other non-linearities. We consider that the OSNRpen margin is
configured by the network operator according to the transmitted signal bitrate, modulation format,
etc. [77]. For the systems for which the impact of non-linear impairments is dominant, either larger
values of OSNRpen should be setup, with a possible impact on the network performance (see Chapter
5 for details on this issue and others related to the configuration of OSNRth), or more accurate and
computationally efficient analytical models to capture dynamic PLIs have to be developed.
To quantify the OSNR degradation along the optical path, we define the optical path OSNR
(Posnr) by adapting the model described in [82]. Specifically, the OSNR consists of two main
components, namely the link and node OSNR that we denote as Losnr and Nosnr respectively. Since
a link is composed of several amplifier spans, each ending with an in-line EDFA amplifier, the longer
the path the higher the impact of the ASE noise in the OSNR received. Similarly, to minimize the
ASE effect caused by the internal node amplifiers, gain values should be designed such that each
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node presents an OSNR level as high as possible. We can compute Posnr for an optical end-to-end



















where ASjosnr is the amplifier span OSNR, which can be calculated as,
ASjosnr[dB] = Pj [dBm]−QN [dBm]− Fj [dB]−Gj [dB], (2.4)
where Pj , QN , Fj , Gj , correspond to the output power after the j
th amplifier span, the quantum
noise, the noise figure and the gain of the jth amplifier (i.e., either EDFA in-line or pre-amplifier)
respectively. The expression that we use to computeNosnr is equal to the one that we have defined for
ASosnr, however, due to the presence of several components (e.g., amplifiers, splitters and combiners)
in our translucent node, both an equivalent noise and gain figure, namely Feq and Geq respectively,
have to be derived.
In the next subsection, we provide specific values for all these figures by considering performance
parameter values obtained from datasheets of commercially available or lab trial devices (see e.g.,
[83], [84], [85]).
Power budget and noise analysis
We consider the power and noise constraints together in order to evaluate the OSNR of a signal that
follows the characteristic path between two TAS neighboring nodes depicted in Fig. 2.3. Component
specifications are provided in Table 2.1 and the power constraints for this analysis are: the output
power of the node (i.e., output of the EDFA booster amplifier) set to 0dBm/channel, and its input
power (i.e., input of the EDFA pre-amplifier) set by link losses to -16dBm/channel.
From (2.4) and bearing in mind that the objective is to have a Nosnr as high as possible, it can be
inferred that both Feq and Geq must be designed so that their resultant values are minimized. For
this particular case, the equivalent noise and gain figures of the TAS node are obtained as follows,
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Channels (M) 32
Span length 65km





max. output power 13dBm




max. output power 18dBm




max. output power 18dBm




max. output power 5dBm




max. output power 3dBm
rise-fall time 500ps
WDM Demux insertion loss (M = 32) (≈ 5.5) dB
Splitter insertion loss (0.5-1) dB
Combiner insertion loss (1.5-2) dB
Table 2.1: Parameter values considered
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Figure 2.3: Signal path between two TAS OBS core nodes.
The most critical point is the combiner where, in the worst case, the ASE noise power from M
SW-SOAs is merged. Both the pre-amplifier and booster EDFAs, and the WC-SOA and SW-SOA
have to be used to compensate the internal losses. Their gain values must be carefully designed
so that both equivalent figures are minimized and the power constraints are respected. In order
to minimize Feq, it can be deduced from (2.5) that, as long as the saturation output power is not
reached, it is better to set the gain on the WC-SOA. In this way, the impact of the M ASE powers
is reduced. The EDFAs pre-amplifier and booster and SW-SOA gains, by contrast, are kept as low
as allowed by the system power requirements. The exact set up for each component depends on the
number of input/output ports of each particular node, which eventually define the splitting losses
that are to be covered by Geq.
In Fig. 4.6, we show the result of the application of the OSNR model presented considering the
optical end-to-end paths of the Pan-European core transport network in three different topology
configurations (Large, Basic, and Core), a German backbone topology, and an American backbone
network (Usa-Can). See Appendix A for the simulation details. All network paths are computed
making use of the routing algorithm presented in Section 2.3. One can observe that, with the
exception of the German topology, the length, and thus, the number of amplifier spans, have a
strong impact on the received OSNR. In the German network, which is characterized by much
shorter links and by a high number of nodes (see Appendix A), by contrast, it is the number of
intermediate nodes what has the greater impact on the OSNR figure.
One can note that all paths whose OSNR at the receiving end is below OSNRth, (i.e., beyond
the receiver’s sensitivity) will require regeneration at some point along their way from source to
destination. These paths are the input data for the RRP algorithm used to deploy the required
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Figure 2.4: OSNR evaluation for some European and American network end-to-end optical paths.
regenerators.
Being the T-SWS network architecture and the network model used to capture the impact of PLI
described, the next section is devoted to performing a preliminary performance evaluation through
the use of two distinct heuristics for the placement of sparse signal regenerators in the network
(i.e., RRP algorithms). Note that the study here presented follows an off-line approach since RRP
decisions are taken during the network planning stage. The consideration of a dynamic traffic matrix,
by contrast, would result in the evaluation of an on-line problem, and issue which is left out of the
scope of this thesis.
2.3 A first approach to RRP in SWS networks
In this section, we focus on the RRP problem in a translucent SWS network. It must be noted
that the use of classical RP or RRP algorithms for WSON networks is nevertheless not viable
for SWSNs due to their statistical multiplexing nature. Indeed, in contrast to WSONs, where there
exists a one-to-one correspondence between a path and a regenerator, in a SWS network, regenerator
resources are statistically shared (i.e., according to their timely availability) by all packets requiring
regeneration. Indeed, in SWS networks, RRP extends to, what we call, the routing and RP and
dimensioning (RRPD) problem. Being the routes to be followed by each flow of packets computed,
and the locations for regenerator pools selected (RP), the final dimensioning phase (D) is responsible
for calculating the minimum amount of such regenerators so as to meet a pre-defined target QoT
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network performance. In this first approach, and for the sake of simplicity, we tackle RRPD by
proposing a three-step process as described in the following sections.
It is also worth pointing out that since we are addressing an off-line strategy, we can assume
that the RRPD algorithm disseminates both the routing and regeneration information to all net-
work nodes so that they are able to determine, for each incoming flow of packets and according
to the respective packet headers, the corresponding output port and whether such flow has to be
regenerated. We begin by presenting the design assumptions and by introducing the corresponding
notation.
2.3.1 Notation
We use G = (V, E) to denote the graph of a SWS network; the set of nodes is denoted as V, and the
set of unidirectional links is denoted as E . Let de denote the length of link e.
Let P denote the set of predefined candidate paths between source s and termination t nodes,
s, t ∈ V, and s ̸= t. Each path p ∈ P is identified with a subset p ⊆ E . Let δp =
∑
e∈p de be the
length of path p. Let sp and tp denote the source and termination nodes of p. Let Vp denote the set
of intermediate nodes, that is, excluding sp and tp, on path p.
Let D denote the set of demands, where each demand corresponds to a pair of source-termination
nodes. For each demand d ∈ D, hd ∈ R+ denotes the volume of packet traffic.
We assume the network operates with explicit source routing. Let Pd ⊆ P denote the set of
candidate paths supporting demand d; P =
∪
d∈D Pd. Each subset Pd comprises a (small) number
of paths, for example, k shortest paths. We consider single-path routing and, accordingly, only one
path pd ∈ Pd is selected as the valid path to be followed by all packets belonging to demand d. Let
Q denote the set of valid paths, Q = {pd, d ∈ D}.
Let Kd denote the set of nodes where the regeneration is performed on valid path pd. Let kv
indicate the number of paths requiring regeneration in node v ∈ V; note that the value of kv is
subject to changes during the algorithm procedure.
2.3.2 The RRPD framework
As aforementioned, in this preliminary evaluation of the T-SWS architecture we tackle the RRPD
problem by decomposing it into three main phases.
The first two phases are the routing (R) and the regenerator placement (RP). They are sequen-
tially executed and iteratively, for each demand d ∈ D. The result of this step is the set of valid
routing paths Q and, for each d ∈ D, the set of nodes Kd in which the regeneration of an optical
packet, when sent on path pd, has to be performed. Although the order of the iteratively processed
demands may result in different solutions, still we observed that the algorithm performance does not
vary significantly. Thus, we consider an arbitrary order. The last phase is the regenerator pool di-
mensioning (D). Having found valid paths and regeneration nodes, this step determines the number
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of regenerators to be installed in these nodes.
Below we present the details of the algorithm subroutines.
Routing phase
In the routing phase the algorithm makes a decision on the selection of (single) path pd from the set of
candidate paths Pd. We study the performance of two different methods. Whilst in the regenerator
grouping-oriented (RG) policy the routing decision is biased toward those paths containing the
largest amount of regenerators installed, the link congestion reduction-oriented (LCR) selection is
purely based on packet contention minimization. The primary objective of this initial evaluation of
the T-SWS architecture is to see whether introducing RP data into the routing problem (as the RG
selection does) pays off or not. Note that while the RG selection represents a joint RRP method (as
RP decisions do have impact on the subsequent route selections), LCR performs a clear decoupling
of the routing and RP problems (i.e., R+RP).
i) Regenerator Grouping-oriented (RG) selection
The RG method aims at the selection of paths that tends to group the regenerators in nodes
as much as possible. First, it checks if there is a path p ∈ Pd such that the OSNR require-
ments are met; if yes, it selects the shortest one. Otherwise, the algorithm performs the search





v∈Vq kv, p, q ∈ Pd
}
and, among those paths, the (arbitrary) selection of the short-
est one. Hence, this algorithm is a clear example of a joint RRP method.
ii) Link Congestion Reduction-oriented (LCR) selection
The objective of the LCR method is to select paths that lead to the congestion reduction in
network links. To achieve it we make use of the Linear Programming (LP)-based multi-path routing
algorithm presented in Section 4.2 in [86] (this algorithm will be described in detail in Chapter 3)).
Specifically, to find a single path pd for each demand d, we modify the LP formulation by forcing
routing variables to be binary and then solve the resulting Mixed Integer Linear Programming
(MILP) problem. Note that since we find a solution for all d ∈ D at once, it is enough to run
the LCR procedure only once (e.g., at the beginning of the RRP algorithm). As earlier mentioned,
LCR represents a R+RP method where both problems are solved independently of each other and
in sequence.
Consequently, these two route selection methods result in two RRP algorithms, which we name
as the RG and LCR algorithms.
Regenerator placement phase
This phase aims at selecting those regenerator sites which lead to solutions having the smallest possi-
ble number of nodes equipped with regenerators. The idea is that, since the access to the regenerators
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is subject to statistical multiplexing, grouping regenerators in a small number of regenerator loca-
tions/sites instead of spreading them throughout the network (thus having few regenerators in many
sites) may increase its effectiveness.
Note that this step is run only if necessary (i.e., whenever path pd does not meet the OSNR
requirements). To this end, the OSNR level of each candidate transparent segment is evaluated
(see lines 13 and 19 in Procedure 1). Hence, let Kp denote the node or set of nodes where the
regeneration is performed for path pd, d ∈ D. Let K =
∪
d∈D Kp be the set of all nodes where the
regenerators have to be installed for all demand d ∈ D. Let Ωp be the set of subpaths of pd to be
processed. Then, Procedure 1 is executed.
Procedure 1 Regenerator Placement Heuristic
INPUT: D
OUTPUT: K
1: K ← ∅,Ωp ← ∅
2: for all path d ∈ D do
3: Ωp ← Ωp ∪ {pd}
4: Kd ← ∅
5: Tp ← K ∩ {Vp}
6: if Tp ̸= ∅ then
7: Select node v ∈ Tp which is closer to the middle of the path (with respect to the number of hops)
8: Kd ← Kd ∪ {v}
9: Ωp ← Ωp ∪ {ps−v, pv−t}\{p}
10: end if
11: while Ωp ̸= ∅ do
12: Take the first subpath q from Ωp
13: if q meets OSNR then
14: Ωp ← Ωp\{q}
15: else
16: repeat
17: Let q∗ be a clone of q
18: Remove the last link (and node) from q∗
19: until q∗ meets OSNR
20: Consider tq∗ as the regenerative node,
21: Kd ← Kd ∪ {tq∗}
22: Ωp ← Ωp ∪ {q\q∗}
23: end if
24: end while
25: K ← K ∪ {Kd}
26: end for
Procedure 1 iteratively processes each demand d ∈ D with the aim of ensuring that the OSNR
signal level meets the predefined OSNRth threshold at each node v ∈ Np. To provide a regenerator
grouping-like behavior, in lines 5-10, the algorithm searches among all the previously processed paths
if there are nodes v ∈ Vp with regenerators already installed, and if so, it takes the node v ∈ Vp that
is nearest to the middle of the path (with respect to the number of hops) and selects it as the first
regeneration point for path p. Hence, two new subpaths are added to Ωp. Between line 11 and 24,
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the algorithm performs a loop that adds regeneration sites to path p until Ωp becomes an empty set.
Once Procedure 1 finishes, the set of nodes K where the regeneration has to be performed for
all demand d ∈ ⌈ is obtained. In order to assess the complexity of this algorithm let us focus on the
amount of nodes constituting the largest path pd ∈ Q. We denote such number as δ (how this value
is derived will be detailed in Section 3.1.4). Then, the complexity of the algorithm is given by,
O(|Do| ( (δ − 1)(δ − 2)
2
)), (2.7)
where Do ⊆ D corresponds to the subset of demands for which the OSNR at the receiving end
is below OSNRth, and thus, have to be processed by the RP phase. The second term is the upper
bound on the maximum possible number of iterations required to create a feasible path, that is,
when a regenerator is required at every node v ∈ Vp. Such operation is performed once per path
d ∈ Do, and hence, |Do|. Note that δ ≥ 3 for all path p ∈ Po, since all paths with two nodes (just
source and destination) are feasible.
Regenerator dimensioning phase
Since we are dealing with a T-SWS network, once we have obtained set K, that is, the locations
for each path pd ∈ Do where the regeneration has to be performed, this last phase (dimensioning),
is responsible for determining the minimum amount of such regenerators at each location so as to
meet a pre-defined target QoT performance.
To this end, we take the assumption that packets entering node v ∈ K and requiring regeneration
compete in the access to regeneration resources. The load of such packet traffic is (approximately)
given by ρv =
∑
d∈D,v∈Kd hd. In order to determine the number of regenerators required in node v we
define a dimensioning function f(ρv, B
QoT ) : (R+, R+) 7→ Z+, where BQoT represents some target
packet blocking probability in the access to regeneration resources. Under the assumption that any
packet may access any regenerator in a node (as shown in Section 2.2, the architecture proposed
guarantees a fair access to the regenerator pool), we make use of the inverse of the Erlang B-loss
function as the dimensioning function f . In the next chapter, in Section 3.1.4, where a formal model
to solve the RRPD problem is provided, both the dimensioning function as well as a straightforward
way to implement it are provided. Hence, readers are referred to Section 3.1.4 for more details on
the dimensioning function (D).
2.4 Results and discussion
In this Section, we present the performance results of the T-SWS network architecture. Specifically,
the RG and LCR heuristics are compared against each other as well as against both the opaque and
transparent cases, which here are used as benchmarking references. Note that, for the sake of a fair
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Figure 2.5: Packet Loss Probability due to contention and OSNR comparing the opaque, the trans-
parent and both the RG and LCR translucent solutions considering the Core topology.
comparison, the transparent network used in this study does neither assume an ideal physical layer
nor availability of all-optical 3R regeneration.
2.4.1 Scenario
The metric of interest in this study is the overall packet loss probability (PLP). The evaluation
is accomplished through a series of simulations which consider the Pan-European Core and Large
networks (see Appendix A for the network details) and an OSNR threshold OSNRth = 20dB, which
consists of an OSNRmin = 19dB (see Appendix A for details on this threshold) and an OSNRpen =
1dB so as to account for the signal degradation caused by non-linear impairments. Moreover, BQoT
is set to 10−3 and |Pd| = 2.
2.4.2 Results
Figure 6.4, shows the results obtained considering the Core topology under four different scenarios,
namely an opaque and a transparent network both operating under the MILP routing proposed by
the LCR algorithm and a translucent network operating under both the LCR and RG algorithms.
Besides, the total number of regenerators placed in each case is shown inside squares. The columns
in the figure represent, respectively, the total PLP, the PLP due to packet contention and the PLP
due to packets arrived at destination with an accumulated OSNR below the pre-defined receiver
threshold, that is, OSNRth. In this study, each node generates a total amount of 133Gb/s.
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The result of the transparent case makes it clear that the impact of the PLIs in an SWS network is
quite severe; losses are completely dominated by packets dropped due to OSNR. On the other hand,
the opaque solution provides the lowest PLP but requires a vast number of regenerators (1472). It
is easy to observe that for the proposed translucent architecture, the PLP of both the LCR and
RG strategies are dominated by contentions, which means that OSNR losses are maintained under
control thanks to the regenerators placed in the network. Although the RG method requires slightly
less regenerators, its routing decisions lead to a poor network performance. The LCR strategy, by
contrast, attains the performance of the opaque case, but more importantly, LCR only needs 3 %
of the regenerators considered in the opaque solution. In further analysis on the Large topology,
similar results were observed. Hence, these results make it clear that given the high contention losses
found in bufferless SWS networks, it is much preferable to base routing decisions purely on packet
contention minimization as proposed by the LCR algorithm rather than considering RP data, as in
the RG selection.
For this reason, hereinafter we only consider the LCR algorithm (i.e., an R+RP approach) for
the evaluation of our T-SWS network architecture.
In Fig. 6.5, we depict the PLP performance with respect to the number of regenerators placed
in the network. We consider the Core topology and that each node generates 142Gb/s. Both
the opaque and transparent cases are plot and used as benchmarking indicators. As it was to
be expected, the performance of the translucent topology is clearly bounded by that of both the
opaque and transparent network. The LCR heuristic requires 45 regenerators to meet the OSNR
requirements. Note that the performance of the translucent network with more than 40 regenerators
is slightly better than that of the opaque one (which needs an unfeasible number of regenerators)
as in the former, packets undergoing regeneration, make use of electrical buffers at the regenerator
pool and, therefore, the contention is slightly reduced.
Eventually, in Fig. 2.6(b), we assess how effective at maintaining OSNR losses under control the
LCR strategy is. In this experiment, the Large topology is considered. One can note that, whilst
OSNR losses remain nearly flat regardless of the network load, contention losses become dominant
as the load increases. The number of regenerators required in each case is displayed in the top x-axis.
Again, OSNR losses are slightly decreased as a consequence of the high contention losses.
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Figure 2.6: (a) PLP of the LCR algorithm as a function of the number of regenerators considering
the Core topology. (b) PLP due to contention and OSNR of the LCR algorithm as a function of the
offered load considering the Large topology.
2.5 Summary
In this chapter, we have focused on the problem of PLIs in SWS networks. In particular, we have
proposed a novel T-SWS network architecture consisting of all-optical TAS nodes equipped with a
limited number of regenerators. We have provided an OSNR model to evaluate the impact of the
main PLIs (i.e., ASE noise and splitting losses) and illustrated a method to compute a power budget
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and noise analysis. This model has then been used to carry out a preliminary performance evaluation
of the T-SWS network architecture. First, we have pointed out the fact that the use of classical RP
or RRP solutions developed for WSONs cannot be used in the context of SWS networks due to their
statistical multiplexing nature. To tackle this issue, we have introduced the so-called Routing and
Regenerator Placement and Dimensioning (RRPD) problem. Here it is worth stressing the novelty
of this solution which incorporates the dimensioning phase (D) that clearly distinguishes it from the
RRP problem applied in WSONs. In a first attempt to tackle the complex RRPD, and with the
aim of performing a preliminary performance evaluation of the T-SWS network model presented, we
have defined two RRP+D heuristics, namely RG (performing joint RRP+D) and LCR (R+RP+D).
Performance results indicate that both heuristics successfully maintain negligible packet losses due
to intolerable OSNR. Among them, LCR, which follows an R+RP approach and is based on a MILP
routing model, attains the performance of the opaque network [72] but requiring a reduced amount
of regenerators (e.g., 43 vs. 1472, in the Core topology and 528 vs. 3648, in the Large topology).
Despite both the RG and LCR techniques do not perform an optimal RRPD, they have allowed
us to gain a valuable insight into the evaluation of our T-SWS network architecture. For this very
reason, the next chapter is entirely devoted to extending the present study to include a formal MILP
model for the RRPD problem as well as several compelling heuristic algorithms. Using this enhanced




The Routing and Regenerator
Placement and Dimensioning
problem
As mentioned in Chapter 2, the classical RRP problem found in WSONs is not applicable to T-
SWS networks, as the access to signal regenerators is, like any other resource, subject to statistical
multiplexing. Hence, it is required the introduction of an additional dimensioning phase which
eventually extends the problem to the joint Routing and Regenerator Placement and Dimensioning
(RRPD) problem, whose comprehensive description is our primary objective in this chapter.
In this chapter, we show that the joint RRPD problem leads to a very complex formulation, and
consequently, to tackle RRPD we propose a divide and conquer approach: the routing and RPD
subproblems are solved sequentially. To be precise, we provide a mixed integer linear programming
(MILP) model for the routing problem (minimizing congestion in network bottleneck links) (LCR
algorithm in Chapter 2), and an optimal MILP-based RPD formulation. Furthermore, since RPD
results in a complex formulation for which only fairly small problem instances can be solved ex-
actly, we also provide both MILP-based and heuristic RPD algorithms and thoroughly assess their
performance.
3.1 Optimal RRPD MILP formulation
In this section, we focus on the modeling of the RRPD problem in a T-SWS network. We begin by
presenting the problem definition and its particular design assumptions. In general, our approach
to RRPD concerns, respectively, the design of explicit paths to be used to route bursts through the
network, and the placement and dimensioning of regenerators at selected nodes on those paths. The
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result of this design procedure is a set of routing paths and a subset of regenerative nodes which
is specified for each individual path that does not comply with the QoT requirements (i.e., whose
OSNR at reception is below OSNRth). It is essential to our approach that a packet, whenever sent
on a path, will be regenerated only at the nodes that are specified as regenerative nodes for this
path. We also assume that the signal quality of packet headers is always satisfactory as they undergo
an O/E/O conversion at each node for processing purposes and a successful transmission must be
assured between at least two adjacent nodes. Finally, it is worth recalling that we assume SWS core
nodes with full wavelength conversion capability.
3.1.1 RRPD problem definition
We address the RRPD problem by uncoupling the routing formulation from that of the RPD issue,
and therefore, we provide a model to tackle the R+RPD problem. Two main reasons support this
modeling decision. First, treating both problems together and at a time would definitely make of
the problem an extremely complex undertaking, particularly in terms of computation times or even
of solving feasibility. Second, and most compelling, is the fact that in SWS networks, routing must
be carefully engineered as the main source of performance degradation is the contention between
packets that arise due to the lack of optical buffering and the fact that, in general, SWS networks
implement a one-way resource reservation scheme. As shown in Chapter 2, if routing decisions are
biased towards minimizing the number of regenerators deployed (RG algorithm), burst losses in
network links become uncontrollable, thereby further justifying the decoupling of the problems (i.e.,
R+RPD as in the LCR algorithm).
Hence, given a set of traffic demands, we first find a proper routing that minimizes burst losses due
to congestion in bottleneck network links. Then, this routing solution is used as input information to
solve the RPD problem. Since in the T-SWS network the access to the regenerator pools is based on
statistical multiplexing, the RPDmethod must deal with both the selection of regeneration nodes and
the dimensioning of regenerator pools so that a given target burst loss rate due to QoT non-compliant
bursts is satisfied. Thus, the aim of the RPD formulation here proposed is the minimization of the
number of regenerators deployed in the network whilst, at the same time, guaranteeing that losses
caused by QoT signal degradation are kept well below those caused by contentions in network links.
3.1.2 Global notation
We use G = (V, E) to denote the graph of a SWS network; the set of nodes is denoted as V, and
the set of unidirectional links is denoted as E . Let P denote the set of predefined candidate paths
between source s and termination t nodes, s, t ∈ V, and s ̸= t. Each path p ∈ P is identified with a
subset of network links, that is, p ⊆ E . Adequately, subset Pe ⊆ P denotes all paths that go through
link e. Let sp and tp denote the source and termination nodes of p. Let D denote the set of demands,
where each demand corresponds to a pair of source-termination nodes. Let hd = λd/µ denote the
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average offered burst traffic load for demand d ∈ D, where λd is the average packet arrival rate and
µ is the average packet service rate; Let Np be the set of all nodes constituting path p. Finally, let
Vp denote the set of intermediate nodes on path p such that Vp = Np \ {sp, tp}.
3.1.3 Routing problem
Model assumptions
As commented in Section 2.3 in Chapter 2, the routing model that we consider and the routing
algorithm that we apply are similar to the Linear Programming (LP) approach presented in [86].
To be precise, the authors consider a multi-path routing approach (i.e., splittable routing) to solve
the routing problem. The objective of this method is to distribute traffic over a set of candidate
paths so that to reduce congestion in network bottleneck links. To this end, the network is assumed
to apply source based routing, and hence, the source node is able to determine the path that a
packet entering the network must follow. Although we take the same routing objective, in our study
we consider unsplittable (non-bifurcated) routing and, accordingly, all the traffic offered to demand
d ∈ D is carried over a single path in the network. Note that this approach can be easily converted
into a multi-path (i.e., splittable) routing problem by relaxing the routing variables. Nonetheless,
we use the unsplittable solution to avoid the problem of out-of-order packet arrival which is inherent
in any splittable routing algorithm.
It is also worth noticing that the average packet traffic load (hd) offered by all path p ∈ Pe to a
particular link e ∈ E , will decrease due to both contentions at output ports and at regenerator pools
in the preceding links on those paths. This problem was studied in [51], where authors present a
reduced link load loss-model for OBS networks based on the Erlang fixed-point approximation. This
model was later compared with a simplified non-reduced link load loss-model in [87], and it was
shown that the accuracy of the non-reduced link load model is very strict for values of the BLP
lower than 10−2. Thus, we can assume a non-reduced link load model since this requirement is to
be largely met in a properly dimensioned network.
Let Pd ⊆ P denote the set of candidate paths supporting demand d; P =
∪
d∈D Pd. Each subset
Pd comprises a (small) number of paths, for example, k shortest paths. The selection of path p
from set Pd is performed according to a decision variable xp. In this study, on the contrary to the
assumption taken in [86], variables xp are forced to be binary. Strictly speaking, a packet flow is
routed over path p iff xp = 1. Moreover, there is only one path p ∈ Pd such that xp = 1. Hence,
these routing constraints can be expressed as:
∑
p∈Pd
xp = 1, ∀d ∈ D, (3.1a)
xp ∈ {0, 1}, ∀p ∈ P, (3.1b)
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and the traffic ρp to path p ∈ Pd can be calculated as:
ρp = xphd =
 hd if xp = 1,0 otherwise.
 (3.2)
As a consequence, the problem formulations presented in the next subsection are MILP formula-
tions. Notice that the set of variables xp (i.e., vector x = (x1, ..., x|P|)) determines the distribution
of the traffic over the network. This vector has to be optimized in order to reduce link congestion
and to improve the overall network performance.
Problem formulation
Following the LP algorithm presented in [86], the next two MILP models are sequentially solved to
find a solution to the routing problem. First, let variable y represent the average traffic load on
the bottleneck link. Then, the first MILP formulation, which aims at minimizing the load on such




xphd − y ≤ 0, ∀e ∈ E (3.3)
and subject to the routing constraints given by (3.1a) and (3.1b).
Despite minimizing the average traffic load on the bottleneck link, many solutions to this prob-
lem may exist and most of them exploit unnecessary resources in the network (i.e., solutions that
select longer paths). Therefore, the next MILP is solved in order to obtain, between the solutions
of RMILP1, the one that entails the minimum increase of the average traffic load offered to the
remaining network links. For this purpose, let us denote y∗ as an optimal solution of RMILP1, then









xphd ≤ y∗, ∀e ∈ E (3.4)
and subject to the routing constraints given by (3.1a) and (3.1b). Note that, in constraint (3.4),
we ensure that the maximum average traffic load on the bottleneck link is bounded by the solution
of RMILP1.
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These MILP models, if sequentially solved, determine the path p that will be in charge of carrying
the traffic for each demand d. Hence, only one path pd ∈ Pd is selected as the valid path to be
followed by all packets belonging to demand d. Thus, we can now denote Q as the set of valid paths,
Q = {pd, d ∈ D}. In the next section, we use Q as input information to solve the RPD problem.
3.1.4 RPD problem
Model assumptions
Let Po ⊆ Q denote the subset of paths for which the QoT level at receiver t is non-compliant
with the quality of signal requirements, and thus, paths p ∈ Q requiring regeneration at some node
v ∈ Vp. For each p ∈ Po there may exist many different options on how to build an end-to-end QoT
compliant path, composed by its transparent segments, since the node or group of nodes where the
regeneration has to be performed might not be a unique solution. Thus, let Sp = {s1, . . . , s|Sp|}
denote the set of different options to establish a QoT compliant path for each path p ∈ Po, where
si ⊆ V, i = 1 . . . |Sp| and size |Sp| depends on the length of the transparent segments in path p.
Figure 3.1 illustrates this concept by means of an optical path between a source-termination pair
(s− t) with two different options to establish a QoT compliant path. To be precise, if s1 is selected,
the optical signal only undergoes regeneration at node vy, whereas if s2 is the choice, it is converted
to the electrical domain twice (i.e., at nodes vx and vz). Hence, s1 = {vy} and s2 = {vx, vz}.
In this particular case, the transparent segments that make it possible to use both regeneration
solutions are segments [s − vy]-[vy − t] and [s − vx]-[vx − vz]-[vz − t]. Notice that we could also
consider other cases like s3 = {vx, vy, vz}, however, we have not depicted all of the options for the
sake of clarity. In order to obtain Sp, p ∈ Po (i.e., all possible regeneration options) we make use
of the OSNR model presented in Chapter 2. However, it could also be done considering any other
valid QoT estimator. In order to find an upper bound on the size of set Sp we must focus on the
number of nodes constituting the largest path in Po. To this end, let us denote such a number by
δ = max{|Np| : p ∈ Po}.
Then, an upper bound on the maximum size of set Sp, p ∈ Po can be written as,
Θ = 2(δ−2) − 1. (3.5)
We assume that for each path p ∈ Po, the selection of the regeneration option s from set Sp is
performed according to a decision variable zps, which later is referred to as regenerator placement
variable, such that the following constraints are fulfilled:
∑
s∈Sp
zps = 1, ∀p ∈ Po, (3.6a)
zps ∈ {0, 1}, ∀s ∈ Sp,∀p ∈ Po. (3.6b)
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Figure 3.1: Two different valid options to perform the regeneration for a particular source-
termination pair.
Let ρov denote the offered traffic load requiring regeneration at node v. To estimate ρ
o
v (approxi-
mately) we add up the traffic load ρp offered to each path p ∈ Po that both crosses and undergoes












denotes an estimation of the maximal traffic load that is subject to regeneration at node v ∈ V.
Eventually, we define a regenerator pool dimensioning function Fv(·), which for a given traffic
load ρov, determines the minimum number of regenerators to be allocated in node v. This number
must ensure that a given BQoT is met. Assuming Poisson arrivals and fairness in the access to










where B corresponds to the Erlang B-loss formula which for a given number of regenerators r ∈ N









and where B−1(ρov, B
QoT ) is the inverse function of (3.10) extended to the real domain [88], and ⌈·⌉
is the ceiling function. It is worth noticing that the Poisson arrivals which lead to an Erlang formula
for the dimensioning of regenerator pools can be replaced with another distribution for which the
blocking probability is attainable. Because BQoT is a predetermined parameter, for simplicity of
presentation we skipped it from the list of arguments of function Fv(·).
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Figure 3.2: Discontinuous step-increasing regenerator pool dimensioning function and (ar, r) points
for some exemplary target burst loss probabilities.
For the purpose of problem formulation, it is convenient to define ar as the maximal load sup-
ported by r regenerators given a BQoT , that is, ar = B
−1(r,BQoT ). Note that the inverse function
B−1(r,BQoT ) is expressed with respect to r and BQoT , which is not the same as in function (3.9).
Although there is no close formula to compute the inverse of (3.10), we can make use of a line
search method (see e.g., [89]) to find the root ρ∗ of the function f(ρ) = BQoT − B(ρ, r) so that
the value of ar is approximated by ar = ρ
∗ for any index r. Finally, let R denote the number of
regenerators required in the most loaded node, that is:
R = max{Fv(ρv) : v ∈ V}. (3.11)
Note that we can make use of vector a = (a1, ..., aR) to obtain the Piecewise Linear Approxima-
tion (PLA) of Fv(·), which for a single node v ∈ V, can be expressed as Fv(ρov) = min{r : ar > ρov}.
The PLA will be of practical interest in the next subsection, where it will allow us to better deal with
function Fv(·), and consequently with B−1(·). For the sake of clarity, function Fv(ρvo) is depicted
in Fig. 3.2 for some exemplary BQoT values. Note that B−1(·) is a real-valued concave function.
Moreover, we also provide points (ar, r) (represented by circles in the plot) which will eventually
help us generate the different a vectors. The accuracy of the PLA of Fv(·) depends on the precision
of the line search algorithm that is used to generate vector a. In our implementation of the line
search algorithm the termination criteria is set to ξ = 10−6, which guarantees a fine approximation
(i.e., BQoT −B(ρ, r) ≤ ξ).
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Eventually, vector a will also be used by the methods proposed in Sections 2.3, 3.2 and 3.3 to
determine Fv(ρ
o
v) according to Procedure 7 (i.e., to perform the dimensioning phase (D)). Note that
Procedure 7 is a polynomial time algorithm of complexity O(R).
Procedure 2 Regenerator Pool Dimensioning
1: r ← 0
2: while ρov > ar do
3: r ← r + 1
4: end while
5: Fv ← r
Problem formulation
Taking into account the network modeling assumptions previously presented, here we present a
mathematical formulation for the RPD part of the problem.









subject to (3.6a) and (3.6b) (3.12a)
where Fv(·) is the step-increasing regenerator pool dimensioning function defined by (3.9) and ρov(z)
is the function representing the traffic load offered to a regenerator node defined by (3.7). The
optimization objective of NLP1 is to minimize the sum of regenerators installed in network nodes.
Constraints (3.12a) represent the selection of a QoT compliant path from the options provided for
each path requiring regeneration. Eventually, the regenerator placement decision vector z is defined
as z = (z11 . . . z1|Sp|, . . . , z|Po|1 . . . z|Po||S|Po||).
The difficulty of formulation NLP1 lays in the fact that there is no close formula to express Fv(·)
since no such formula exists for the inverse of the Erlang function B−1(·). A way to solve the problem
is to substitute function Fv(·), v ∈ V with its piecewise linear approximation and reformulate NLP1
as a MILP problem.
For a single node v ∈ V, the PLA of Fv(·) can also be expressed by means of the following 0-1
integer programming (IP) formulation:
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subject to urv(ar − ρov) ≥ 0, ∀r ∈ [1, R], (3.13a)∑
r
urv = 1, (3.13b)
urv ∈ {0, 1}, ∀r ∈ [1, R]. (3.13c)
In IP1, decision variables urv have been introduced in order to represent the number of regenera-
tors required in node v. Due to constraint (3.13b), in each node only one variable urv is active (i.e.,
equal to 1), and the one with minimum r satisfying ar ≥ ρov is found when solving the problem.
Notice that formulation IP1, when solved, gives the same solution as Procedure 7. The shortcoming
of IP1 is that since ρov is dependent on vector z (i.e., ρ
o
v is a function of z), constraints (3.13a) have










urvar ≥ ρov, (3.14a)∑
r
urv = 1, (3.14b)
urv ∈ {0, 1}, ∀r. (3.14c)
It is easy to note that formulation of ILP1 results directly from IP1; it is enough to add up







Eventually, taking into account all network nodes and introducing the regenerator placement
decision variables, problem NLP1 can be reformulated as the following MILP problem:
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urvar − ρov ≥ 0, ∀v ∈ V, (3.15a)∑
r
urv = 1, ∀v ∈ V, (3.15b)∑
s∈Sp




zpsρp − ρov = 0, ∀v ∈ V, (3.15d)
urv ∈ {0, 1}, ∀r ∈ [1, R], ∀v ∈ V, (3.15e)
zps ∈ {0, 1}, ∀p ∈ Po,∀s ∈ Sp, (3.15f)
ρov ∈ R+, ∀v ∈ V. (3.15g)
where we consider ρov to be an auxiliary variable representing the traffic load requiring regeneration
offered to node v ∈ V.
The objective of the optimization problem MP1 is to minimize the total number of regenerators
that have to be placed in the network. Constraints (3.15a) and (3.15b) result from the 0-1 repre-
sentation of the dimensioning function and from the reformulation of IP1 as mentioned before. In
particular, the number of regenerators in node v ∈ V should be such that the maximum traffic load
(given a BQoT ) is greater or equal to the offered traffic load ρov. Constraints (3.15c) are the QoT
compliant path selection constraints. Constraints(3.15d) are the traffic load offered to a regener-
ator node calculation constraints. Eventually, (3.15e), (3.15f), and (3.15g) are the variable range
constraints.
MP1 is a well-known Discrete Cost Multicommodity Flow (DCMCF) problem [90]. DCMCF
was shown to be an extremely difficult combinatorial problem for which only fairly small instances
(in our case, situations where Po has a rather small size) can be solved exactly with currently
available techniques. Indeed, considering the problem in hand, the total amount of variables can
be approximated by |V| · R + |Po| · Θ, where the first term represents the amount of urv variables
and the second term is an upper bound on the size of variable vector z. Similarly, the size of the
constraint set is 3·|V|+|Po|. For example, if the Large network (see Appendix A for network details)
is considered, then δ = 12. Now assume that R is set to 100. Hence, the problem size increases
to approximately 8 · 105 variables and 9 · 102 constraints, thereby making highly difficult its exact
solution. It must also be noted that, as shown in (3.5), the size of set Sp increases exponentially
to the size of the problem instance. In order to limit the problem size, we only consider the K
smallest options (with respect to the number of regenerations along the path) to fill Sp, that is,
Sp = {s1, ..., sK}. In the next Section, we propose two relaxed MILP-based methods to solve the
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RPD problem.
3.2 MILP-based RPD resolution methods
To overcome the difficulty imposed by the resolution of MP1, in this section, we propose two MILP-
based heuristic methods that provide near-optimal solutions to the RPD problem within acceptable
computational times. The main idea behind both strategies is to decouple the RPD problem into
the RP problem, which is solved first, and the dimensioning phase, thereby solving the so-called
RP+D problem. The performance of these methods is later discussed in Section 3.4.
3.2.1 Load-based MILP formulation
The MILP formulation here proposed is focused on the distribution of the traffic load requiring
regeneration (i.e., ρov, ∀v ∈ V). Hence, this load must be aggregated in such a way that the number
of regenerators to be deployed is minimized. After a ρov solution is obtained for each node v ∈ V,
we take advantage of the regenerator pool dimensioning function detailed in Section 3.1.4 to obtain
the number of regenerators required.
Owing to the concave character of the dimensioning function (3.9), it must be noted that it is of
our interest to aggregate the traffic requiring regeneration in as few nodes as possible rather than
spreading out such load in little amounts over a large number of nodes. Hence, we propose to solve
the problem by making use of two MILP models, namely MILP2 and MILP3. These models can be
sequentially solved to obtain a sub-optimal solution of MP1.
First, MILP2 aims at minimizing the number of nodes where the regenerators must be installed
(i.e., nodes such that ρov > 0), and thus, groups as much as possible the load that requires regener-
ation. Let y = (y1, ..., y|V|) denote a vector of binary decision variables. Each value corresponds to
one node and determines if this node is used as regeneration point by some path p ∈ Po (yv = 1) or
not (yv = 0).






subject to ρvyv ≥ ρov, ∀v ∈ V, (3.16a)
yv ∈ {0, 1}, ∀v ∈ V. (3.16b)
and subject to constraints (3.6a), (3.6b), (3.15d) and (3.15g).
Although ILP1 minimizes the number of nodes where the regenerations are performed, multiple
solutions to this problem may exist and some of them may exploit more regenerations than required,
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increasing unnecessarily ρov at some nodes. Therefore, a second MILP model, that is, MILP3, needs
to be formulated with the objective of minimizing the total network load requiring regeneration.









yv ≤ k∗, (3.17a)
and subject to constraints (3.6a), (3.6b), (3.15d), (3.15g), (3.16a) and (3.16b).
Due to the simplicity of both formulations, both models are expected to be promptly solved even
for large-sized problem instances. Here it is worth mentioning that problems MILP2 and MILP3 as
well as routing problems RMILP1 and RMILP2 could have been solved by using a single weighted
multi-objective MILP formulation. However, we have considered the sequential approach for both
the sake of clarity and to avoid dealing with the weights used in the resulting multi-objective cost
functions.
It is also important to note that the sequential resolution of both MILP2 and MILP3, which
will hereinafter be cited within the text as MP2/3, provides an optimal solution in terms of the
distribution of the traffic and not with respect to the number of regenerators (which is precisely the
case of MP1).
3.2.2 Reduced MILP1 (MILP1*)
This method aims at reducing the complexity of MP1 by introducing new constraints to its definition.
Specifically, these constraints are the sequentially obtained solutions of both MILP2 and MILP3 as
detailed previously in subsection 3.2.1. Although these new constraints are not valid in that they
may exclude the optimal solution of MP1, they can be used to achieve good near-optimal solutions
within reasonable time limits.
Therefore, let us denote g∗, and again k∗, as the optimal sequentially solved solutions of MILP3












yv ≤ k∗, (3.18a)∑
v
ρov ≤ g∗, (3.18b)
and subject to constraints (3.15a), (3.15b), (3.15c), (3.15d), (3.15e), (3.15f), (3.15g), (3.16a) and
(3.16b).
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In fact, we sequentially solve all three models in order, that is, first MILP2, second MILP3 and
finally MP1 including all solutions obtained as constraints for the subsequent problem.
It is worth pointing out that, as long as the scenario considered does not involve optical paths that
require a large number of regenerations, constraint (3.18a) is very unlikely to exclude the optimal
solution of MP1. Basically, it is due to the fact that the dimensioning function of our problem is
(3.9), which favors, to some degree, the grouping-like behavior. Constraint (3.18b), by contrast, is
just an heuristic approach to help solve the problem. Notice that (3.18b) does not deal with the
distribution of the load but with its minimization, and thus, the optimal solution in terms of the
number of regenerators is generally excluded.
Finally these two alternative RRPD methods require the regenerator pool dimensioning phase
(D) as described in Section 2.3.2. Recall that a straightforward way to implement this dimensioning
function is to make use of vector a and Procedure 7, which have been both detailed in Section 3.1.4.
3.3 RPD meta-heuristic algorithms
While Section 3.2 provided two different MILP-based RPD resolution methods, this section presents
a set of RPD algorithms which are based on well-known meta-heuristic methods. Specifically, in the
following subsections, we propose three different offline meta-heuristic RPD algorithms. For the sake
of clarity, we consider an objective function denoted by g(·) which accounts for the calculation of
the number of regenerators required. As explained in the last section, this is achieved by calling the
dimensioning function detailed in 2.3.2. Although this procedure may be called several times within
the RPD heuristics next presented, the solutions of Procedure 7 are pre-computed only once at the
very beginning of the algorithm and stored in an ordered array, thereby substantially reducing the
time complexity (see details in Section 3.1.4). Hence, we do not include this factor in the complexity
analysis of the different heuristic RPD algorithms presented below.
3.3.1 KL Local Search (KLS) algorithm
The KLS algorithm is an heuristic algorithm which is based on the K-L local search technique [91].
In this algorithm, we assume a neighboring solution is achieved by means of a flip operation which
consists in a permutation of the regeneration sites for a specific set of demands. The pseudo-code
of the KLS algorithm is shown in Procedure 3. Let Rz be the set of all regeneration vectors that




zp, where zp = (zp1, ..., zp|Sp|). Then, let Ro be an initial (randomly selected) solution
to the problem where constraints (3.6a) (3.6b) are met for each zp, p ∈ Po.
Similarly, let Rtb, Ri and Rb denote, respectively, the global best solution obtained so far, the
best solution of a whole iteration and one of the solutions of the iteration in progress. Moreover, let
ΩR be the set of valid solutions obtained once loop between lines 5-13 in Procedure 3 is completed.
67
CHAPTER 3. THE ROUTING AND REGENERATOR PLACEMENT AND DIMENSIONING
PROBLEM
Procedure 3 KLS Heuristic
INPUT: Po,Ro,ΩR ← ∅
OUTPUT: g(R)
1: Rtb ←Ro
2: ΩR ← ΩR ∪ {Ro}
3: Rb ←Ro
4: repeat
5: for all path p ∈ Po do
6: Px ← Po\{p}
7: Take zp from Rb
8: Determine z∗p which minimizes g(·) considering, for all path p ∈ Px, the option zp selected in Rb
9: Let Rp be a new solution
10: Rp ←Rb ∪ {z∗p}\{zp}
11: ΩR ← ΩR ∪ {Rp}
12: Rb ←Rp
13: end for
14: Take Ri from ΩR which minimizes g(·)
15: Rb ←Ri
16: ΩR ←Rb
17: if g(Rtb) > g(Ri) then
18: Rtb ←Ri
19: end if
20: until rtb ≤ ri
21: R← Rtb
Between lines 5 and 13, starting from solution Rb, we iteratively take, for each p ∈ Po, vector
zp ∈ Rb, and then we set it to z∗p, which is the solution for vector zp that minimizes the number
of regenerators to be deployed taking into account the current solutions for all other paths, that
is, solutions in the current Rb. Once a choice is made for p, then it remains fixed until the loop is
initiated again.
It is also worth noticing that in line 12, an update of the current solution is performed even if it
entails worsening Rb. Procedure 3 does this in order to increase the probabilities of escaping from
the local optima and in the hope that some neighboring solution generated during an iteration will
turn out better than the current global best solution Rtb.
To evaluate the complexity of this algorithm we use the upper bound on the maximum number of
regeneration options Θ as defined in Eq (3.5).
Then, the complexity of Procedure 3 is given by,
O(M · |E| · |Po| ·Θ), (3.19)
where M |E| (the number of regenerators required in an opaque SWS network) defines an upper
bound on the number of iterations at the worst-case improvement (i.e., one per iteration) of the cost
function. |Po| accounts for the number of iterations in the for all loop in Procedure 3 and the last
term represents the maximum number of regeneration options (Θ).
68
3.3. RPD META-HEURISTIC ALGORITHMS
3.3.2 ACO algorithm
In this section, we propose the application of the ant colony optimization (ACO) [92] methodology
to solve the RPD problem. ACO was introduced in the early 1990s as a nature-inspired meta-
heuristic for solving hard combinatorial optimization problems. In the field of optical networks,
ACO algorithms have been used, for example, to solve the problem of RWA (see e.g., [93], [94], [95]).
ACO methods try to mimic the behavior of real ants on their task of foraging for food. Initially,
an ant explores the area surrounding its nest, and when a food source is found, it evaluates the
quantity and quality of its finding. Based on this measurement, the ant on its way back to the nest
will deposit more or less quantity of a chemical pheromone, thereby creating a so-called pheromone
trail which will subsequently help other ants find the best possible food source. If these other ants
also find food, they will reinforce the same trail by depositing more pheromone. However, if the
quantity or quality of the food found decreases, pheromone trails will tend to evaporate over time,
thereby reducing the trail attractiveness.
In our problem, for each path p ∈ Po = {p1, ..., p|Po|}, we have a set of possible regeneration
options Sp = {s1, ..., s|Sp|}. Let us define a variable instantiation as the assignment of a regeneration
option sj ∈ Sp to a path pi ∈ Po, that is, pi = sj . Once an assignment for each path is performed, a
feasible solution for the RPD problem is obtained. Note that we are dealing with an unconstrained
problem, and thus, each path can take any s ∈ Sp independently of the decision taken by other
paths. Finally, let us also call the combination of a path pi with a regeneration option sj a solution
component which we denoted by cji . Hence, we define the set of possible solution components for
path pi as Ci. Note that |Ci| = |Spi |.
Pheromone model
The pheromone model consists of a pheromone trail parameter T ji for each solution component c
j
i
as proposed in [92]. This pheromone trail parameter provides the pheromone value (τ ji ), and much




i (t)), this dependence will
however be made explicit only when necessary. Eventually, we denote the whole set of pheromone
trail parameters by T . Given the fact that our interest lies in minimizing the number of regenerators
and that this is better achieved if they are aggregated in as few nodes as possible, we consider that
the pheromone value τ ji for solution component c
j
i depends exclusively on the quantity of pheromone
deposited on each regeneration node v ∈ sj (recall that sj consists of the set of nodes where the
regeneration for path pi is performed). Hence, we assume that each node v ∈ V has an amount of
deposited pheromone equal to φv. Note that φv is like τ
j
i dependent on the algorithm iteration.
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Besides, we consider for each solution component cji a desirability factor (i.e., an heuristic infor-
mation) denoted by η(cji ), which provides a bias towards regeneration options with fewer regeneration





where σ is a user-predefined constant parameter.
The pseudo-code of our ACO RPD algorithm is shown in Procedure 4. First, pheromone values
for all nodes are initialized to a constant predefined parameter, that is, φv = k, v ∈ V. Then,
over a number of global iterations, a number of ants are generated to construct, independently, a
solution to the problem by selecting, for each path p ∈ Po, a solution component according to a
state transition rule. Hence, each ant performs the complete set of variable instantiations. Since the
order in which paths are processed does have impact on the goodness of the solution, each ant has
a different, randomly generated order for processing the paths in Po. In our ACO heuristic, we rely
on two different pheromone updates, namely, a local and a global update. Whilst the former tries to
bias the ant towards regeneration options which contain nodes with its own pheromone (i.e., due to
previously processed paths), the latter aims at keeping track of high quality solutions by depositing
more pheromone on nodes belonging to those solutions so that subsequent ants can more easily find
the best trails. The state transition rule and both types of pheromone updates are next described.
It is worth mentioning that some of the mathematical expressions here presented are borrowed from
[92] and [95].
State transition rule
This rule is responsible for selecting the next solution component (regeneration option) in the ant
regenerator allocation process (see line 10 in Procedure 4). To be precise, the transition is based on a
pseudo-random-proportional rule aimed at balancing the exploration and exploitation abilities of the
algorithm. Assuming the ordered set of paths to be processed Λ = {p1, ..., p|Po|} (see Procedure 4),







β} if r ≤ r0
Q if r > r0
 , (3.22)
where r ∼ U(0, 1), and r0 ∈ [0, 1] and β ∈ R+ are user-predefined parameters. While β deter-
mines the relative importance of the heuristic information, r0 balances between exploitation and
exploration: if r ≤ r0, the algorithm favors the solution component with the best compromise be-
tween pheromone and heuristic value, whereas if r > r0 the algorithm explores the space of solutions
by choosing a solution component cji ∈ Ci according to an empirical distribution whose probability
mass function is defined by fQ(q) = Pr(Q = q) = Pr{cji ∈ Ci : Q(c
j

















The modifications on φv, v ∈ V caused by the local pheromone update process only have impact on
the trail followed by the ant in progress (see lines 6 and 13 in Procedure 4). The main objective
of this rule is to bias the ant towards nodes it has already visited during the construction of the
solution with the aim of aggregating regenerators across the network. After selecting each solution
component cji , all the nodes contained in sj update their pheromone values τ
j
i . The updating rule
is defined as follows,
φv(t+ 1) = φv(t) + αe
−ψ∆r , ∀v ∈ sj , (3.24)
where α, ψ ∈ R+ are two more user-specified parameters and ∆r = |sj | − 1. Note that when the
option selected sj only contains one regeneration node ∆r = 0, thereby maximizing the quantity of
pheromone deposited by the ant. Moreover, ψ is a decay constant which also controls the amount
of deposition.
Global update
After a group of MaxAnts have constructed their respective solutions (stored in ΩIT ), a global
updating rule is applied to all solution components contained in each Rx ∈ ΩIT . The aim of this
rule is to guide the next group of ants towards high-quality solution components. To this end, node
pheromone values are updated as follows,
φv(t+ 1) = (1− ϑ)φ(t) + ϑe−ϕ(g(Rx)−g(RBEST )),
∀v ∈ sj : Ωx ∋ sj , ∀Ωx ∈ ΩIT ,
(3.25)
where ϑ, ϕ ∈ R+ are two user-predefined parameters. Note that ϑ controls the speed at which
pheromone evaporate and ϕ is another decay factor. Finally, the exponential factor favors the
deposit of pheromone on those regeneration nodes belonging to the best solutions obtained by each
group of ants. All the parameters required to define the ACO RPD heuristic here presented will be
adjusted in Section 3.4.
The worst case complexity of this algorithm is given by,
O(GlobItr ·MaxAnts · |Po| ·Θ), (3.26)
where the first three factors represent the repeat-until and for all loops, and Θ in this case
represents the maximum number of solution components that an ant may need to evaluate before
applying the state transition rule.
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Procedure 4 Ant Colony Optimization(ACO)
INPUT: Po,Sp ∀ p ∈ Po, GlobItr,MaxAnts
OUTPUT: g(RBEST )
1: InitializePheromoneValues(T )
2: RBEST ← ∅, count← 0
3: repeat
4: ΩIT ← ∅, ant← 0
5: repeat
6: Local Pheromones TLOC ← T
7: Ωx ← ∅
8: Λ← random order of paths in Po
9: for all path p ∈ Λ do
10: cxp ← getNextSolutionComponent(TLOC)
11: Take sx from c
x
p
12: Ωx ← Ωx ∪ {sx}
13: UpdateLocalPheromones(cxp , TLOC)
14: end for
15: Generate Rx from Ωx
16: if g(Rx) < g(RBEST ) then
17: RBEST ←Rx
18: end if
19: ΩIT ← ΩIT ∪ {Ωx}
20: ant← ant+ 1
21: until ant ≥MaxAnts
22: UpdateGlobalPheromones(ΩIT , T )
23: count← count+ 1
24: until count ≥ GlobItr
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3.3.3 BRKGA algorithm
BRKGA is a type of genetic algorithm (GA) which has recently been proposed to effectively solve
complex optimization problems, for instance, network related problems such as routing in IP net-
works and RWA in optical networks [96], [97]. In most cases, this meta-heuristic is characterized by
being able to obtain high quality solutions in very short times.
In BRKGA, each individual is an array of ng genes called chromosome. In addition, each gene
is assigned a value, called an allele, in the real interval [0, 1]. Each chromosome encodes a solution
of the problem and a fitness level (i.e., the objective function value g(·)). Like any other GA
algorithm, BRKGA evolves a set of p individuals, called a population, over a number of generations
until a stopping criterion is met (e.g., number of iterations, generations without improvement). The
subsequent generations consist of individuals which are created by means of: (1) a mating process
(two chromosomes of the current population are combined); (2) a set of high quality chromosomes
of the current generation (called elite set pe) which are copied unchanged; (3) a set of new randomly
generated chromosomes (called mutants) pm, which should help the algorithm escape from local
optima.
To produce offspring through the mating process, two chromosomes of the current population
(one elite and another non-elite) are selected at random and then combined. The offspring can
inherit alleles from both parents (though with a bias defined by the probability of inheriting from
the elite parent ρe). In order to compute the fitness of each chromosome, a deterministic algorithm,
called decoder, is used. The decoder is the only problem-dependent part of the BRKGA algorithm,
and hence, is the only part that needs to be specifically developed to solve the RPD problem.
The pseudo-code of our decoder algorithm is shown in Procedure 19. In this case, each chro-
mosome contains ng = |N | genes (i.e., one per node in the network), and the metric value for each
node corresponds to the value of the allele (i.e., the value of the gene). We select the option s ∈ Sp
which minimizes the cost in terms of that metric. This cost corresponds to the sum of the alleles
for all the nodes in a regeneration option (denoted by c(s) in Procedure 19).
Considering a population size p = ng = |N | and a maximum number of generations MG, the
complexity of the BRKGA is given by,
O(MG · |N | · Proc.19). (3.27)
The complexity of the decoder algorithm in Procedure 19 is obtained as follows,
Proc.19 = O(|Po| ·Θ · (δ − 2)), (3.28)
where each term represents, respectively, |Po| the most outer loop (line 5), the maximum number
of regeneration options (loop in line 6) and the largest path p ∈ Po having all its intermediate nodes
as regeneration sites (loop in line 7).
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Procedure 5 BRKGA decoder algorithm
INPUT: N , chromo, Po,Sp ∀ p ∈ Po
OUTPUT: fitness
1: for all node n ∈ N do
2: n.metric← chromo.getGene(n)
3: end for
4: Rx ← ∅
5: for all path p ∈ Po do
6: for all option s ∈ Sp do
7: for all node n ∈ s do
8: c(s)← c(s) + n.metric
9: end for
10: end for
11: Select s ∈ Sp with minimum c(s) and generate zp
12: Rx ←Rx ∪ {zp}
13: end for
14: fitness← g(Rx)
OSNRmin OSNRpen Usa-Can Core Basic Large
19dB 1dB 421 18 349 746
19dB 2dB 657 55 462 919
Table 3.1: Number of paths that require regeneration (|Po|) and OSNR threshold values
3.4 Results and discussion
In this Section, we first present and compare the performance results of all the RRPD resolution
methods presented in Sections 3.1, 3.2 and 3.3. Then, we study the performance of the T-SWS
network architecture under some of the algorithms presented in order to prove that they are effective
at satisfying the QoT requirements.
3.4.1 MILP-based resolution methods comparison
The evaluation has been performed by considering four different network topologies that are detailed
in Appendix A. For this experiment, we consider a maximum of K = 1000 regeneration options to
fill set Sp, p ∈ Po, that is, for the specific network instances considered in this section, all possible
regeneration options are added to the problem. Besides, the OSNRth values evaluated are provided
in Table 3.1. We consider 1dB and 2dB as additional OSNR penalties (i.e., OSNRpen) to account
for the signal degradation caused by non-linear impairments (see Appendix A for further details
on the OSNR thresholds). Hence, we evaluate our algorithms considering 20dB and 21dB as the
system OSNRth thresholds. Note also that OSNRth determines the number of paths that require
regeneration (i.e., |Po|), and hence, the level of complexity that is given to the problem. |Po| values
are also given in Table 3.1 for each considered network.
We use CPLEX [98] to solve, for each network and scenario, the three MILP RPD models
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Scenario Usa-Can Core Basic Large
OPAQUE 3904 1472 2624 3648
OSNRth = 20dB
MP1 355 55 497 854
MP2/3 351 56 502 866
R-MP1 344 55 496 860
OSNRth = 21dB
MP1 634 146 752 1231
MP2/3 652 147 757 1238
R-MP1 646 146 751 1225
Table 3.2: MILP RPD methods comparison
Scenario Usa-Can Core Basic Large
OSNRth = 20dB
MP1 (7.61%) 2 (2.91%) (3.4%)
MP2/3 89 3 9 28
R-MP1 313 3 152 427
OSNRth = 21dB
MP1 (9.43%) 2 (0.66%) (2.68%)
MP2/3 57 3 12 36
R-MP1 224 3 751 280
Table 3.3: MILP RPD methods: execution times (seconds) and optimality gaps (%)
presented, namely MILP1 (optimal), MP2/3, and MILP1*. Table 3.2 reports the minimum number
of regenerators to be deployed considering BQoT = 10−3 and that each node injects 20.8 Erlangs
into the network. CPLEX is run with the time limit set to 1 hour. Note that Table 3.2 also provides
the number of regenerators required when an opaque network architecture is considered. Finally,
Table 3.3 reports the computation times for all the algorithms as well as the optimality gaps (%)
for those cases in which optimality is not reached after 1 hour. One can note that MP1 is solved
very effectively when small problem instances are considered (i.e., Core). However, and due to its
computational complexity, MP1 reports optimality gaps in all the other cases. In contrast, R-MP1
is always solved to optimality and is able to substantially improve the trade-off provided by MP1 for
some of the scenarios evaluated. Finally, MP2/3 also reports an overall good trade-off performance,
as it is solved very quickly and with an average deviation to the best solution of 1.71%. From the
results obtained, it can be concluded that both of the heuristic MILP formulations proposed, that
is, R-MP1 and MP2/3, provide satisfactory near-optimal solutions within short running times.
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Network Usa-Can German Core Basic Large
|Po| 657 752 55 462 919
Table 3.4: Po size values.
p ng MG ρe pe pm
|N | |N | 100 0.7 0.2 0.2
Table 3.5: BRKGA parameter values
3.4.2 Meta-heuristic resolution methods comparison
In this section, we compare the performance of our RPD meta-heuristic methods (see Section 2.3
for the LCR algorithm description) with those of the optimal MP1 formulation and the load-based
MILP heuristic (MP2/3) (Section 3.2), which here are used as baseline references.
Network scenario and parameter tuning
In this case, the evaluation is performed considering five different network topologies (see details in
Appendix A). |Po| values are reported in Table 3.4. Note that for these experiments we consider
OSNRth = 21dB (i.e., 19dB+2dB).
Here we consider a maximum of K = 25 options to fill Sp, that is, Sp = {s1, . . . , sK}. Since
all the RPD methods rely on random parameters to generate their respective solutions (e.g., the
randomly built initial solution Ro in KLS), we conduct a set of independent runs for each method,
and take as result the best value found. However, both the ACO and BRKGA meta-heuristics
require some additional parameter tuning. After performing some preliminary experiments, we set
the parameters of the BRKGA meta-heuristic to the values summarized in Table 3.5. Due to both
the fact that ACO requires the tuning of a rather large set of parameters and that these may require
a different set-up in each network topology, we perform a large set of experiments considering a
number of different values for each parameter. Constant parameters σ and k are set to 0.1 and
1 respectively. Besides, we observe that the best solutions are always obtained when values of r0
close to 1 are considered. Thus, we fix r0 to 0.9. To obtain the rest of parameter values, we run
the ACO algorithm with GlobItr = 500, MaxAnts = 100, loads of 15 and 20.8 erlangs and the
values proposed in Table 3.6, thus conducting 450 experiments per network topology. Note that we
assume that both decay factors have the same value. We observe that the results do not report any
significant dependence on the network load scenario considered. The parameter values selected are
shown in Table 3.7.
The algorithms are run assuming a target BQoT = 10−3, and loads equal to 20.8 and 15 erlangs.
First, in Table 3.8, we provide the number of regenerators as well as the optimality gaps found by
CPLEX when solving MP1 with the time limit set to 1 hour. In addition, we include the number of
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ψ = ϕ 0.25, 0.75, 1.75
ϑ 0.001, 0.01, 0.1
β 0.5, 1, 2, 3, 4
α 0, 0.001, 0.005, 0.01, 0.1
Table 3.6: ACO parameter values evaluated
Network ψ = ϕ ϑ β α
Usa-Can 0.75 0.1 4 0.1
German 0.25 0.001 4 0.01
Core 0.25 0.001 4 0.005
Basic 0.25 0.01 4 0.01
Large 0.25 0.001 4 0.005
Table 3.7: ACO parameters selected for each network topology
regenerators required when an opaque network scenario is considered. Second, Table 3.9, reports the
results (amount of regenerators to be deployed) of all the RPD heuristics presented as well as those
of the MP2/3 MILP resolution method. Also, Table 3.10 reports the average computational times
required by each of the methods when the load is set 20.8 Erlangs. Whilst in the Core network all
methods perform quite similar, in all the other topologies both the BRKGA and MP2/3 stand out as
the best methods. However, BRKGA always provides the best solution to the problem and it is only
slightly outperformed by MP1 in the Basic instance. Furthermore, it reaches its solutions within
very short running times compared to all the other methods evaluated. Hence, BRKGA stands out
as a very powerful algorithm providing a high quality trade-off between optimality and complexity.
To further study these algorithms, in Fig. 3.3, we show the results of all the heuristics in some
of the considered networks and for some exemplary BQoT target values. Again, it is possible to
see that BRKGA always obtain the best results, though it is closely followed by MP2/3 in all the
networks, except for the Usa-Can topology, where MP2/3 exhibits a very poor performance and it
Method Usa-Can German Core Basic Large
load=20.8
MP1 634 606 146 752 1231
GAP(%) 9.4 22.7 0 0.7 2.7
load=15
MP1 482 486 115 581 981
GAP(%) 7.9 25.6 0 0.5 7.2
OPAQUE 3904 5632 1472 2624 3648
Table 3.8: MP1 results and optimality gaps obtained by CPLEX
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Method Usa-Can German Core Basic Large
load=20.8
MP2/3 654 518 147 761 1241
BRKGA 607 511 146 756 1223
ACO 636 538 147 769 1271
KLS 708 659 148 803 1296
RG 727 585 148 870 1378
load=15
MP2/3 498 404 116 586 951
BRKGA 465 397 115 582 940
ACO 502 426 116 595 972
KLS 563 536 116 638 1028
RG 570 467 117 678 1076
Table 3.9: RPD algorithms results evaluation
Method Usa-Can German Core Basic Large
MP2/3 43 116 1 19 59
BRKGA 10 19 1 3 10
ACO 117 174 6 33 142
KLS 37 103 1 15 64
RG 1 2 0.5 1 1.8
Table 3.10: RPD algorithms execution time (seconds)
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Figure 3.3: RPD algorithms performance in the Usa-Can, German, Core and Large networks under
different BQoT targets.
is even outperformed by ACO. In the next subsection, we evaluate the performance of some of these
heuristic methods when applied to the T-OBS network architecture proposed.
3.4.3 Impact on the T-SWS network performance
The RPD heuristics proposed must ensure that burst losses due to unacceptable OSNR levels are
kept under control, and thus, that the predefined target loss rate BQoT is met. In order to verify
that this is accomplished, we conduct a set of simulations over both the German and Large network
topologies. Aiming at providing illustrative plots of the scenario in hand, we consider the best and
worst RPD heuristic for each network, that is, the BRKGA as the best method in both cases, and the
KLS (German) and LCR (LARGE). In addition, we include the transparent and opaque scenarios
and use them as benchmark references. In both experiments, we consider BQoT values equal to 10−3
and 10−5. The results obtained are presented in Fig. 3.4(a), for the German network, and in Fig.
3.4(b), for the Large network.
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Figure 3.4: (a) BRKGA vs. KLS performance comparison in the German network, and (b) BRKGA
vs. LCR performance comparison in the Large network.
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Load 7 7.5 8 8.5 9 9.5 10
Contention (%) 93.7 90 88.5 84.6 80.1 73 67.1
OSNR (%) 6.3 10 11.5 15.4 19.9 27 32.9
Table 3.11: Share of burst losses for a BRKGA dimensioning in the Large network
One can note that with the progressive and even placement of regenerators (i.e., regenerators
are fairly distributed among all regenerator sites) the packet loss probability (PLP) moves towards
either the target performance BQoT or the opaque performance. In both Fig. 3.4(a) and Fig. 3.4(b),
once all the regenerators are deployed, we can observe two different situations: if BQoT is set to
10−3, OSNR losses are still predominant due to the low contention losses of this scenario; if BQoT
is set to 10−5, in contrast, contention losses become predominant in the network. Note that in both
of the figures provided, the PLP found in the case where contention losses are predominant slightly
improves that of the opaque case. This is due to the differences in node architectures between the
opaque and translucent networks: whilst the opaque network relies on in-line regenerators as in [72],
our translucent architecture operates in the feed-back mode as shown in Chapter 2, and hence,
packets remain in the electrical buffer until a free wavelength is found at the desired output link.
In the next experiment, and due to the fact that we are addressing an offline planning/dimensioning
of the network, we evaluate the impact that load variations have on both losses due to contention
in network links and losses resulting from unacceptable OSNR levels. To this end, we dimension
the T-SWS network considering the Large topology, a load of 9 Erlangs and a target BQoT = 10−3.
In this scenario, BRKGA provides a solution requiring 633 regenerators to be deployed. Table 3.11
reports the share of packet losses for different load values. Although we can observe that for higher
loads the percentage of OSNR-based losses inevitably increases, we assume that the dimensioning
of the network is made according to a worst-case scenario. Therefore, it can be concluded that our
approach guarantees that OSNR losses are kept well below those caused by packet contentions in
network links.
For the sake of illustration, we conduct a final experiment to report the location and exact
number of regenerators per location considering both the Core and Large topologies. The results
are provided in Table 3.12. The offered load per node is, respectively, 12.8 and 6.4 Erlangs for the
Core and Large topologies. Note that whilst in the Core network the minimum amount of nodes
equipped with regenerators is 3, in the Large network it increases up to 13.
3.5 Summary
In this chapter, we have proposed several RRPD methods for the sparse placement of regenerators
in a T-SWS network. Such methods are based on an optimal MILP formulation, MILP-based and
meta-heuristic techniques. Strictly speaking, we have uncoupled the routing issue from the RPD
81
CHAPTER 3. THE ROUTING AND REGENERATOR PLACEMENT AND DIMENSIONING
PROBLEM











Table 3.12: Location and number of regenerators for both the Core and Large topologies under two
different BQoT scenarios
problem, and eventually solved the so-called R+RPD problem. We have presented a link congestion-
reduction unsplittable routing strategy which is based on a MILP formulation aimed at reducing
congestion in bottleneck network links. The routing solution obtained has then been used as input
for the RPD problem. The RPD scheme presented relies on the piecewise linear approximations of
the inverse of the Erlang B-loss formula. Since such formulation corresponds to the complex DCMCF
problem, we have also developed heuristic MILP and meta-heuristic methods to help solve the RPD
problem (i.e., RP+D heuristics). We have evaluated and compared these methods by considering
the trade-off between optimality and complexity they provide. After assessing their performance
over a range of network topologies, we have found that, among the MILP methods, the heuristic
RPD methods proposed, that is, MP2/3 and R-MP1, provide the best trade-offs. Then, we have
thoroughly evaluated and compared the performance of the meta-heuristic RPD methods proposed
with that of the optimal MP1 and heuristic MP2/3 algorithm. The results have shown that BRKGA
is, among all the methods evaluated, the one providing the best trade-off between optimality and
complexity.
Finally, we have conducted a series of simulations in the T-SWS network and concluded that both
the architecture and RRPD models proposed in this thesis ensure that, according to a pre-specified
target QoT performance, losses caused by OSNR signal degradation are kept satisfactorily under
control and do not impact negatively the overall T-SWS network performance.
As it has been mentioned in this chapter as well as in Chapter 2, the study presented so far relies
on the off-line estimation of the PLIs, a fact which dictates the need for setting up a penalty on
the OSNRth in order to ensure the feasibility of each connection established in the network. As it
will explained in the next chapter, this results in an over-provisioning, and consequently, overuse of
the costly, power-consuming regenerators. To tackle this issue, we propose a new networking model
which enables the SWS network to deal, real-time, with time-varying PLIs. The direct consequence
of this dynamic network are improvements in both energy efficiency and packet loss performance.
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Furthermore, given the complexity found when both the MILP formulations and the meta-
heuristic algorithms are run to solve RRPD in backbone scale networks such as those shown in
Appendix A, in Chapter 8 in Part II of this thesis, we propose several complex, hybridized meta-
heuristics to efficiently solve RRPD. Then, aiming at positioning some of the algorithms as com-
pelling network planning algorithms for the future T-SWS networks, we compare their results with
those of the optimal and heuristic MILP-based methods presented. This time, however, experiments




Cost Feasibility Analysis of
Translucent Optical Networks with
Shared Wavelength Converters
4.1 Introduction
To deal with PLIs in SWS networks, in Chapter 2, we modeled a translucent SWS fabric configured
following the tune-and-select scheme. This photonic switch is based on SOA technology to ensure
the provisioning of high-speed all-optical switching in an asynchronous fashion. Given the lack of
optical buffers, in this architecture, contention resolution is achieved through all-optical wavelength
converters (WCs) [99, 100]. As shown in Fig. 2.2 in Chapter 2, a dedicated full-range fixed-input,
tunable-output wavelength converter (FITO-WCs) is available per wavelength and input port.
However, full-range wavelength tunability results in very complex, power-consuming and lossy
WC devices [101, 102, 103]. Indeed, current techniques to achieve conversion between any given
combination of input/output wavelengths involve cascading a set of limited range WCs, thereby
leading to very expensive devices [104]. For these very reasons, there has been significant research
effort to devise photonic switch architectures which exploit WC-sharing [105], and, by this means,
minimize the number of WCs required to meet a target loss performance. In these node archi-
tectures, packet loss is not only caused by the lack of a free wavelength at the selected output
port, but also due to the lack of a free WC. The most well-known instance is the shared-per-node
(SPN) configuration [105], which represents the perfect sharing scheme, as a pool of WCs is fairly
shared among all wavelengths from all input ports. In SPN, WCs are required to be tunable-input,
tunable-output (TITO-WCs), which are assumed to be the most complex and expensive type of WCs
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[106]. TITO-WCs are also used in the shared-per-link (SPL) architecture [107], in which a bank of
WCs is dedicated to each output fiber. SPL, however, is not considered in this study as it suffers
from inefficient WC-sharing, particularly under unbalanced traffic conditions [108, 107]. More re-
cently, in [106, 108], two alternative WC-sharing configurations were proposed that use less complex
WCs. Specifically, the shared-per-input-wavelength (SPIW), and the shared-per-output-wavelength
(SPOW) switching fabrics. Whilst SPIW relies on FITO-WCs as the DWC node, SPOW requires
tunable-input, fixed-output WCs (TIFO-WCs), which are considered to be the less complex, and
therefore, cheaper WCs [108, 109].
The consideration of WC-sharing switching fabrics has nevertheless important implications on
the optical signal degradation along its way from source to destination. Indeed, the higher power
penalties paid at passive devices (splitters/combiners) as well as the higher number of active com-
ponents (SOA gates inducing higher ASE noise levels) that the signal traverses increase the impact
of PLIs, thereby limiting the size and capacity of nodes [72, 110]. In addition, stronger degradation
due to PLIs shortens optical reach, and thus, a network based on WC-sharing switching fabrics
will require more regenerators to be deployed. Summarizing, when compared to the DWC node,
WC-sharing architectures minimize the number of WCs, but at the same time require more com-
plex switching fabrics (more optical gates) and increase the impact of PLIs (more regenerators). It
is clear, then, that the interest of WC-sharing switches with respect to DWC-based architectures
depends on the quality of the above mentioned cost trade-off.
For this reason, in this chapter, we carry out a thorough cost feasibility analysis for translucent
SWS networks based on WC-sharing node architectures. To this end, we first model and assess
the performance of a set of translucent WC-sharing switching fabrics and, considering a realistic
node configuration for OTNs, we select one of the WC-sharing nodes to perform an adequate power-
budget and noise analysis. Then, considering an optical-signal-to-noise ratio (OSNR)-based QoT
model and an RRPD algorithm [18, 20], a translucent SWS network based on WC-sharing nodes is
equipped with the required pools of regenerators. Through simulation, we approximate the exact
amount of WCs that are required at each node to meet the loss performance of the DWC case.
Finally, we consider relative cost values and state-of-the-art technology for optical gates, WCs and
regenerators, to analyze, over a broad range of large-scale topologies, the viability of WC-sharing
schemes for next-generation translucent SWS-based OTNs.
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Figure 4.1: Translucent shared-per-node (SPN) architecture. TITO-WCs are used.
Figure 4.2: Translucent shared-per-input-wavelength (SPIW) architecture. FITO-WCs are used.
Figure 4.3: Translucent shared-per-output-wavelength (SPOW) architecture. TIFO-WCs are used.
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4.2 Translucent WC-sharing architectures
We assume photonic switches with N input/output mono-fiber links, each carrying M wavelength
channels (i.e., λ1 . . . λM ) and that perform asynchronous packet switching. Figure 4.1, depicts the
SPN switching fabric including a pool of R regenerators that is used to mitigate the impact of PLIs.
Since in these schemes WCs are a scarce resource, an initial splitting stage, which consists of a bank
of high speed switching SOA gates, can transfer the signal either directly to the selected output
fiber (in case no wavelength conversion is needed) or to a bank of C TITO-WCs, which is perfectly
shared among all wavelengths from all input ports. After wavelength conversion is performed, a
second SOA gating stage grants access either to the selected output port or the pool of regenerators.
It is worth noticing that thanks to the tunability of the output wavelength at WCs, a fair access to
the regenerator pool is also provided with this architecture.
In an attempt to improve the trade-off proposed by the SPN scheme, research focused on WC-
sharing schemes that could use simpler, less expensive WCs. In [106, 108], authors present the SPIW
(also known as shared-per-wavelength (SPW)) and SPOW architectures.
Figure 4.2, presents the translucent SPIW switch. In this case, WCs are arranged in small banks
of size rw and dedicated to each input wavelength. Hence, if there is a packet arriving in λ1 requir-
ing wavelength conversion, whatever the input port is, it will only have access to the bank of WCs
dedicated to λ1. Again, thanks to the output wavelength tunability of the WC device in SPIW, a
common pool of regenerators can be fairly shared. Note that for both SPIW and SPOW (see Fig.
4.3), the space switching stages follow the same SOA-based structure as shown in Fig. 4.1, for the
SPN node.
Finally, Fig. 4.3 illustrates the SPOW switching fabric, where WCs are arranged in small banks
of size rw, one per output wavelength. In this case, however, since the less expensive TIFO-WCs are
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used, the WC output is fixed to a different wavelength in each bank. In SPOW, an arriving packet
in λ1 has more chances to find a free WC than in the SPIW configuration, as it can try any bank
of WCs except for the one where the output wavelength is set to λ1. As to the regenerator pool
configuration, and in order to maximize the sharing of regenerators, it has to be arranged in small
banks, each consisting of a set of rr regenerators for the same wavelength (fixed by the output of
each FITO-WC). Finally, the complexity of the presented translucent node architectures in terms
of the number of both WCs and SOA gates is reported in Table 4.1.
The efficiency in minimizing the number of WCs required to meet a target loss performance
of these switching fabrics has been extensively studied under both synchronous and asynchronous
scenarios, balanced and unbalanced traffic, and mono/multi-fiber schemes (see e.g., [105, 108, 106,
107, 111] and references therein). As discussed in the last section, in order to carry out the cost
comparison between the DWC and WC-sharing architectures, in this study we focus on a mono-
fiber, asynchronous scenario. To this end, our next objective is to select one of the WC-sharing
architectures presented to continue with the cost study. In [108], a loss performance analysis is
carried out under asynchronous operation, and it is shown that SPOW can provide WC savings
very close to those obtained by SPN while slightly increasing the number of both SOA gates and
WCs (which however are less expensive). The evaluation is nevertheless conducted considering N =
16 and 32, numbers that are too high for core networks, which are our objective in this chapter.
Indeed, in realistic backbone networks such as the ones considered in this thesis (see Appendix A for
details), the highest node degree (N) is rather small, typically around 4 [112, 113] (5 in our instances).
Under these circumstances, and assuming Poisson traffic arrivals, we expect the arrangement of
WCs in small banks in both SPIW and SPOW to have a serious adverse effect on the packet loss
performance, which may lead to inefficient WC-sharing. Another drawback of the SPOW scheme
that must be mentioned is the fact that regenerators are also arranged in small banks. Given the
Erlang-based dimensioning function used in RRPD [18], which favors the grouping of regenerators,
the SPOW set up is highly likely to require a higher number of regenerators to meet a given target
loss performance in the access to these pools.
4.2.1 WC-sharing architectures evaluation in an isolated node
To analyze the performance of the different schemes, we conduct a series of simulations considering
an isolated node with N = 2 and 5, that is, the two extreme values for a typical node degree in core
OTNs (see Appendix A for more simulation details). In addition, for this experiment we neglect
the impact of PLIs, and hence, no regenerators are considered (i.e., R, rr = 0). We analyze the
packet loss probability (PLP) as a function of the wavelength conversion ratio (ψ), which is equal
to CNM (C = 0 . . . NM) for SPN, and
rw
N (rw = 0 . . . N) for SPIW and SPOW. We note that the
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Figure 4.4: Performance evaluation of the different WC-sharing architectures proposed in an isolated
node. Packet loss probability as a function of the wavelength conversion ratio with a) N = 2; b)
N = 5. M = 32 wavelengths per link each at 10 Gbps.
scheduling algorithms considered in this chapter are the ones as described in [108].
Figures 4.4(a) and 4.4(b), provide the results obtained, respectively, for the N = 2 and N =
5 nodes. In Fig. 4.4(a), we consider three different load (ρ) values (i.e., 0.4, 0.5 and 0.8) for the
SPN and DWC nodes. As expected, SPN at lower loads requires less WCs (lower ψ) to meet the
performance of the DWC node. We also simulate SPIW and SPOW for the intermediate load case
(ρ = 0.5). In the N = 2 node, only three possible ψ values exist for SPIW and SPOW (i.e., 0, 0.5
and 1). One can observe the poor performance of SPIW, and that SPOW requires as many WCs as
DWC to meet the target performance, thus not providing any WC reduction. In Fig. 4.4(b), where
ρ = 0.5 is assumed, whilst the higher value of N , enabling more ψ values in both SPIW and SPOW,
allows the latter to slightly improve its performance, SPIW still results in a very inefficient scheme.
Approximately, ψ = 0.675 and 1 for SPN and SPOW in the N = 2 node and 0.5 and 0.8 for the
N = 5 node. Using these values, the hardware requirements for these architectures are reported in
Table 4.2. Although SPOW uses WCs that are expected to be cheaper, in comparison to SPN it
requires more WCs and a significantly higher amount SOA gates.
Taking into account these results and the fact that the average node degree in core OTNs is
much closer to 2 than 5 (see Appendix A), we believe the SPN architecture is the best candidate
to conduct the cost feasibility analysis for translucent OTNs based on WC-sharing. Finally, it is
important noticing that incoming packets requiring regeneration (i.e., access to the regenerator pool)
will require the use of a WC, as regenerators are accessed trough the bank of WCs. Hence, nodes
equipped with regenerators (translucent nodes) will require an increase of ψ in order to meet the
target loss performance. This issue, however, will be analyzed in more detail in the next section.
89
CHAPTER 4. COST FEASIBILITY ANALYSIS OF TRANSLUCENT OPTICAL NETWORKS
WITH SHARED WAVELENGTH CONVERTERS
Table 4.2: Number of WCs and SOA gates required in an isolated node configured as DWC, SPN
and SPOW switch.








2 64 (rw = 2) 4224
5 128 (rw = 4) 21280
Figure 4.5: Characteristic signal path between two translucent SWS nodes configured either as DWC
or SPN.
4.3 Translucent SWS network design
To design the translucent SWS network we follow the approach presented in [18, 20]. Specifically,
we first consider a QoT model based on the off-line estimation of the OSNR contributions of both
nodes and links in the end-to-end signal path. Hence, in this study we refer to the system QoTth
as OSNRth. We also point out that there may exist strong signal degradation due to inaccuracies
in these estimations, non-linear impairments arising from the high-speed ON-OFF switching nature
of the traffic as well as from amplifier dynamics [114]. Due to these non-desirable impacts, it is
necessary to consider a penalty margin (e.g., 2 dB extra) when determining an adequate OSNRth
[77].
4.3.1 Power budget and noise analysis
In order to adequately tune and setup the components building both the DWC and SPN nodes, we
consider the characteristic path that an optical signal follows between two neighboring nodes (see
Fig. 4.5). We can anticipate that SPN, due to the more complex configuration, will suffer from
higher PLI impact.
We consider the power budget and analysis model as well as sub-systems and components pro-
vided in Chapter 2. Note that with all the information we have so far, we can obtain, for a DWC-
based network, the set of paths (Q) that require regeneration at some point (i.e., whose OSNR
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level at the receiving end is below OSNRth), and thus, that are input to the RRPD algorithm. In
SPN, however, we must first obtain the number of WCs C that are available at each node in order
to compute the actual splitting and coupling losses in the node. In the next section, this issue is
tackled by means of an iterative simulation algorithm.
4.3.2 Translucent SPN Network Dimensioning
It is obvious that the key issue when dimensioning the SPN network is to find out the minimum
amount of WCs required (per node) so that the performance of the DWC architecture is matched. To
approximate the exact number of WCs required at each node, we implement an iterative algorithm
based on network simulation. The pseudo-code is shown in Procedure 6. We denote the set of nodes
in the network as V and the set of nodes equipped with regenerators (translucent nodes) with H ⊆ V.
As explained in Section 4.2, this analysis is dependent on the network load assumed (ρ), and
hence, this is an input parameter to be taken into account. Procedure 6, first runs a simulation
considering an opaque network (i.e., no PLI impact) using the DWC switch in order to obtain the
target PLP for each node of the network. Then, the loop between lines 1 and 17, is responsible
for obtaining the minimum amount of WCs (Cv, ∀v ∈ V) that ensures that each node in the SPN
network matches the performance of its DWC counterpart. Next, the power budget and noise anal-
ysis is performed and the set of paths Q is obtained. Using Q, the RRPD algorithm is run and
the required regenerator pools are deployed across the network. Note that RRPD requires as pa-
rameter the target loss performance in the access to these pools (BQoT ). As previously mentioned,
however, the fact that regenerator pools lie behind the shared bank of WCs leads to degraded loss
performance in translucent nodes. For this reason, these nodes will require more WCs to meet the
target DWC performance. To this end, between lines 18-29, the algorithm runs a second loop until
the target PLP for every node is achieved. Note that since routing paths are computed at the very
beginning of the algorithm and do not vary, this second loop does not affect the WC requirements
at nodes v /∈ H. PLP values are obtained by averaging 10 independent runs of the simulation. Each
run lasts enough simulation steps so that very accurate values are obtained (i.e., reporting negligible
confidence intervals). Once Procedure 6 finishes, we have available the total amount of WCs, regen-
erators and SOA switches required by the translucent SWS network based on SPN switching fabrics.
In the next section, we dimension each of the translucent topologies considering both the DWC
and SPN architectures, and finally, using relative cost values and current state-of-the-art technology
for WCs, SOA gates and regenerators, we analyze the viability of deploying future SWS OTNs based
on WC-sharing architectures.
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Procedure 6 Translucent SPN network dimensioning
INPUT: V, ρ;
OUTPUT: Translucent SPN network dimensioned;
1: Cv = 0, ∀v ∈ V;
2: Simulate-network(DWC,ρ);
3: Obtain PLP (v,DWC), ∀v ∈ V;
4: repeat
5: Simulate-network(SPN,ρ);
6: for all node v ∈ V do
7: if PLP (v,SPN) > PLP (v,DWC) then
8: Cv ← Cv + 1;
9: else
10: Node v meets target PLP (v,DWC);
11: end if
12: end for
13: until all node v ∈ V meet target PLP (v,DWC)
14: Perform power budget and noise analysis and obtain Q;
15: Run RRPD(Q,ρ,BQoT );
16: repeat
17: Simulate-network(SPN,ρ);
18: for all node v ∈ H do
19: if PLP (v,SPN) > PLP (v,DWC) then
20: Cv ← Cv + 1;
21: else
22: Node v meets target PLP (v,DWC);
23: end if
24: end for
25: until all node v ∈ H meet target PLP (v,DWC)
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Table 4.3: Network simulation setup
Network ρ PLPopaque B
QoT DWC WCs
Core 0.45 2.64·10−3 5·10−4 1472
Basic 0.27 2.88·10−3 5·10−4 2624
Usa-Can 0.2 9.71·10−4 1·10−4 3904
Large 0.125 1.35·10−3 1·10−4 3744
4.4 Cost comparison of translucent SWS networks based on
DWC and SPN photonic switches
In this section, in order to analyze the cost implications of the SPN switching fabric and compare
it against the DWC one, we dimension 4 translucent SWS network topologies (see Appendix A)
following the approach presented in Section 4.3. Note that for the DWC network it is enough to
first use the OSNR model to obtain the set of paths requiring regeneration, and second, execute
an RRPD algorithm to deploy regenerators. It should be mentioned that the aim of the RRPD
formulation is to minimize the number of regenerators deployed in the network whilst, at the same
time, guaranteeing that losses caused by QoT signal degradation (optical signals whose OSNR is
below OSNRth) are kept well below those caused by contentions in network links. Hence, once
dimensioned, a translucent network must show an overall PLP similar to that of an opaque network,
where PLIs are perfectly mitigated.
Taking these details into account, in Table 4.3, we report the simulation scenario for each of
the network topologies. Since the typical operation range for SWS networks is for overall PLPs in
the order of 10−3 and lower, we select for each network a load value (ρ) which could be considered
as a worst-case scenario network dimensioning. These loads allow us to obtain the PLP of the
opaque network (PLPopaque), which is the target PLP performance to be met by the translucent
networks. Since PLPopaque in both the Usa-Can and Large networks is slightly lower, we also reduce
the maximum contention allowed in the access to regenerator pools (BQoT ). Finally, for illustration
purposes, the number of WCs required in the DWC network are also provided in Table 4.3. Note
that the number of WCs in a DWC network corresponds to the number of regenerators used in an
opaque network (i.e., one per channel and input port).
Using the OSNR model detailed in Section 4.3, and assuming an OSNRth = 21 dB (2 dB penalty
[20]), we show in Fig. 4.6, the percentage of paths that require regeneration at some intermediate
node for both the DWC and SPN architectures. We consider the optical end-to-end paths of the 4
continental scale network topologies provided in Appendix A. Routing paths are obtained using the
optimization approach detailed in [20]. One can observe the higher PLI impact in SPN, a fact which
will increase the number of regenerators required to meet the target QoT. These paths are therefore
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Figure 4.6: Percentage of end-to-end optical paths that do not meet the OSNR requirements for
both the DWC and SPN architectures.
the input data required to run an RRPD algorithm, which will be in charge of deciding regenerator
pool locations and their size. To solve RRPD, in this analysis we make use of the load-based mixed
integer linear programming (LB-MILP) formulation proposed in [20]. LB-MILP is a two-step MILP
formulation which focuses on grouping regenerators in as few nodes as possible in order to minimize
regeneator locations/sites and the overall network load requiring regeneration.
Figures 4.7(a), and 4.7(b), provide the difference in hardware requirements between the translu-
cent SPN and DWC networks. As expected, Fig. 4.7(a) reports the significant gain (improving
with network size) in terms of the number of WCs that can be achieved with the SPN switch, and
that this improvement comes at the expense of an increase in the number of regenerators to com-
pensate the higher degradation due to PLIs. However, we can also note in Fig. 4.7(b), that due
to the more complex switching fabric, SPN requires a much larger number of optical SOA gates,
a fact which inevitably leads to a substantial increase in both hardware cost and power consumption.
To analyze the feasibility of the SPN node, we now consider relative cost values for the WCs
(CWC), SOA gates (CGate) and regenerators (C3R), and compute the network CAPEX considering
the complexity formulas presented in Table 4.1. Since both architectures use different WCs, we
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Figure 4.7: Hardware requirements difference between the SPN and DWC network architectures in
terms of a) WCs and regenerators, and b) SOA gates. Note that negative values mean SPN requires





Figure 4.8, provides the results for the 4 network topologies. The y-axis represents the cost
difference (in percentage) between the SWC and DWC networks. Hence, negative y-axis values
mean that SPN results in a cheaper network. This cost is evaluated as a function of β, which deals
with the relative cost difference between WCs and regenerators. The curves in the plots represent 4
different values for α considering γ = 1, that is, that the WCs of both architectures have the same
cost. In addition, an additional curve is shown to illustrate the effect of assuming a 10 % (γ = 1.1)
cost difference between both WCs for α = 200.
Considering γ = 1, one can observe that, for the SPN network to become cost-effective, on the
one hand, α has to be at least 200 in the smaller networks (Core, Basic), slightly more than 100 in
the Large, and 100 for Usa-Can. Thus, SPN requires two orders of magnitude difference between a
WC and a gate. This is a clear consequence of the much larger number of SOA gates required in
SPN. Also, the benefits of SPN improve with network size, as more nodes allow for larger reductions
in the number of WCs in the network. On the other hand, we can also observe that by increasing
β, the network cost becomes dominated by CRegen.. Since SPN requires more regenerators than
DWC to mitigate PLIs, it will require β to be as low as possible. To be precise, considering α =
200, we can estimate that for SPN to improve upon DWC, β should be ≤ 1 in both the Core and
Basic networks, an approximately ≤ 2 and 5, respectively in the Large and Usa-Can topologies.
Furthermore, we can notice that if a relatively small γ exists (e.g., 10-15 %), SPN will only result
beneficial in large networks (e.g. Large, Usa-Can).
We have now analyzed the cost implications of the SPN switching fabric by using relative values
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Figure 4.8: Cost difference between the SPN and DWC translucent networks as a function of α, β.
Parameter γ is fixed to 1 except for one curve, where it is set to 1.1. Note that negative values mean
that SPN results in a less expensive network.
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for the different devices, and discussed the values of α, β and γ, where SPN results in a cost-
effective network architecture. We devote the next section to discuss and forecast the feasibility of
these results by considering state-of-the-art components and their respective market prices.
4.4.1 SPN outlook using state-of-the-art components
In order to assess the feasibility of the SPN architecture, we first estimate the costs of the three main
elements considering commercially available devices. Note that we only take into consideration the
main components, and that the additional electronic circuitry required is not accounted for.
To begin with, the cost of a commercially available high-speed SOA switch is around CGate =
$1,685 [115]. To model the regenerator, and according to the architecture proposed in Section 4.2, we
consider tunable 10 Gbps transceivers (see e.g., [116, 117]) based on mature technology, which pro-
vides both the optical-electrical (O-E) and electrical-optical (E-O) stages. The cost of these 10 Gbps
transceivers is around C3R = $6k. It should be mentioned, however, that the cost for such device
increases up to > $20k for 40 Gbps [118]. Finally, to model the WC, we consider the experimental
design presented in [119], where a two-stage monolithically integrated all-optical WC is shown to be
able to provide TITO operation at 10 Gbps. The main components of this WC are: (a) 2 sampled-
grating distributed Bragg reflector (SG-DBR) tunable lasers [120]; (b) 4 non-linear SOAs [121] (2
for a parallel cross-gain modulated (XGM) SOA structure, and 2 for a SOA-based Mach-Zehnder
interferometer (SOA-MZI) which relies on cross-phase modulation (XPM)); and (c) 3 SOA booster
amplifiers [122] that are placed at the output of the two SG-DBR lasers for amplification and power
balancing purposes. An estimation of the current market price for all these devices is around CWC =
$16k. However, given both the difficulty in creating the control circuitry to operate these devices at
high speed, and the challenge of integrating these components into a single stand-alone sub-system
to be used in OTNs, we envisage the cost of a future all-optical TITO WC to be substantially higher.
According to these estimations, it seems possible to motivate the region of interest for β values,
where the cost of a regenerator is similar or lower than the cost of a WC. Although 3R regenerators
are power-consuming (with high impact on OPEX costs), WCs requiring such complex designs in-
volving various processes such as XPM and XGM, are also expected to consume a significant amount
of power [101]. Furthermore, experimental WC designs have shown interesting 2R capabilities, which
in the future are expected to improve optical reach, and as a result, expand the transparent network
regions without employing re-timing processes [123]. For the α region, that is, values of α which
make SPN attractive from the cost point of view, we have estimated a difference of around an order
of magnitude. However, we have found that at least two are required between the gate and WC
cost. In favor of SPN, we have two facts: (1) the optical gate is already a technologically mature
device; (2) the number of gates required in the SPN network is more than two orders of magnitude
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higher than the number of WCs (e.g., in the Large network 237,377 gates vs. 1905 WCs). Whilst (1)
can foster mass production of gates, (2) may lead to substantial discounts due to bulk purchasing,
and therefore, we may envisage future scenarios where the requirements for α are fulfilled. Finally,
regarding γ, it must be mentioned that the cost difference between TITO and FITO WCs will de-
pend on the technology considered to implement the WC [124], and that we have observed that only
small percentages could be afforded in large size networks.
Summarizing, given the more complex architecture, and hence, higher number of SOA gates,
it is crucial for the success of WC-sharing architectures that the cost and power consumption of
all-optical WCs is as high as possible in comparison to that of the gates. Although in this study
we have focused on CAPEX costs (i.e., power-consumption has not been analyzed), our findings are
in line with those presented in [101], where authors compare the power consumption of DWC and
WC-sharing nodes, and conclude that for WC-sharing architectures to consume less energy than
DWC, WCs have to be high energy consuming devices. All in all, we believe this study allows us to
predict a bleak future for the deployment of OTNs based on WC-sharing architectures.
4.5 Summary
This chapter addressed the feasibility of deploying future translucent SWS OTNs based on WC-
sharing photonic switches. To this end, we have first modeled a set of translucent WC-sharing node
architectures by equipping nodes with limited size pools of electrical 3R regenerators. Assuming an
isolated node scenario, we have assessed the performance of these candidate switches and found that
the shared-per-node (SPN) switching fabric is the most appropriate for core transport networks.
Afterwards, we have performed a comprehensive cost feasibility study of translucent SWS networks
based on SPN switches. For this purpose, we compared its hardware requirements (WCs, optical
gates and electrical 3R regenerators) with those of a network with dedicated WCs (DWC), that
is, one WC is available per wavelength and input port. Using an iterative simulation algorithm,
we have dimensioned a set of continental-scale translucent SWS networks using both SPN and
DWC nodes. To analyze the cost of these networks, we have first used relative costs for the main
components, and finally, discussed the feasibility of deploying WC-sharing switches by using state-
of-the-art components. The main conclusion is that for translucent networks based on WC-sharing
switches to become cost-effective, the cost of a WC has to be at least two orders of magnitude higher





The rapid advances on relevant optical functions allowing for longer transmission distances, higher
bit-rates, and more closely spaced wavelength channels, have dramatically increased the sensitivity
to physical layer impairments (PLIs), which accumulate during the signal end-to-end transmission
[66]. As commented in Chapters 2 and 3, this issue has positioned translucent architectures as
potential candidates to bridge the gap between the opaque and transparent networks, and therefore,
to reduce costs and energy consumption in optical transport networks (OTN)s [33]. Chapters 2 and
3 of this thesis present the existing dimensioning strategy for translucent architectures applied to
the context of sub-wavelength switching (SWS) networks. Specifically, the current approach relies
on the offline estimation of PLIs to strategically deploy a limited number of signal regenerators,
which ensure that a target quality of transmission (QoT) network performance is met (see e.g.,
[125]). However, such an approach results in both over-provisioning and overuse of regenerators due
to inaccuracies in these estimations [126]. Furthermore, the lack of real-time access to physical layer
performance metrics prevents the network from efficiently adapting to dynamically changing PLIs,
and consequently, network performance can be adversely affected [66], [76].
The goal of this chapter is to show that the introduction of real-time impairment aware routing
in a translucent SWS (T-SWS) network through the novel Cross-Layer Optical Network Element
(CLONE) concept [127], leads not only to significant energy savings by optimizing the usage of
regeneration resources, but also to network performance improvement as CLONE-enabled networks
can effectively react to time-varying PLIs.
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5.1 Existing approach to PLI-awareness in OTNs
In order to meet a target QoT network performance, translucent architectures require a limited
number of regenerators to be sparsely deployed across the network. This is done using a routing
and regenerator placement (RRP) algorithm [125] in wavelength-routed networks, and a RRP and
dimensioning (RRPD) algorithm in SWS networks as explained in the previous two chapters. Then,
using a QoT estimator and a pre-specified minimum signal QoT performance (QoTth), below which
the signal is considered beyond the receiver’s sensitivity, these algorithms can determine the impact
that PLIs will have on the optical signal, and eventually, the feasibility of establishing a connection
between two network points [128]. Recall from Chapter 2 that we assume the OSNR as the main
signal QoT performance indicator, and hence, we refer to QoTth as OSNRth.
The adverse effect that PLIs (e.g., amplified spontaneous emission noise (ASE), polarization
dependent loss (PDL), chromatic dispersion (CD), polarization mode dispersion (PMD), cross-phase
modulation (XPM), self-phase modulation (SPM) and four wave mixing (FWM)) have on DWDM
systems due to fiber loss, dispersion and non-linearity, drives research to develop analytical models
to accurately predict their impact [129]. However, these models are still not mature enough (in
terms of both accuracy and computational efficiency), and hence, it is necessary to consider a
penalty margin (e.g., OSNRpen = 2dB) when determining an adequate OSNRth [77]. Since a tight
adjustment of OSNRpen may cause a number of connections to be over-estimated (i.e., establishment
of unfeasible connections), network operators wishing to guarantee stringent OSNR levels have to
set higher OSNRpen values; this in turn leads to a high number of under-estimations, and hence, to
an over-provisioning of regenerators [126]. Under these circumstances, the lack of real-time feedback
from the physical layer results in an overuse of costly, power-consuming regenerators. Moreover,
a fixed penalty margin may still result in strong network performance degradation, as many PLIs
are time-varying and can be affected by a wide range of higher-order time scale phenomena such as
temperature variations, voltage drifts, component degradations and network maintenance activities
[130], [131].
Therefore, in order to ensure efficient and robust operation in future dynamic OTNs, it is nec-
essary to perform reliable and cost-effective optical performance monitoring (OPM), and, by this
means, gain real-time access to the main physical layer parameters such as the OSNR and PMD [76].
In fact, this area has already received great attention in the context of wavelength-routed networks,
where innovative proposals include, for example, real-time OPM coupled with path computation
element (PCE)-based control planes (CP) to support dynamic management of either wavelength-
switched optical networks (WSONs) [132] or the more recent elastic optical networks (EONs) [131].
However, no work as of yet has addressed the challenges of introducing real-time impairment
awareness in a T-SWS scenario, which, due to its statistical multiplexing nature, requires dedicated
OPM and CP solutions to optimize the use of the available (over-dimensioned) regenerators as well as
to adapt to time-varying PLIs. To this end, in this chapter we introduce the novel CLONE approach
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to support the dynamic management of PLIs. Assuming a pre-deployed T-SWS network, we perform
a series of simulation experiments to compare the performance of the existing network approach
(hereinafter referred to as STATIC network), where no real-time OPM is available, with that of a
network of CLONEs using realistic time-varying PLI models. Through real-time access to OSNR
measurements and a dynamic, distributed CP to efficiently disseminate this data, CLONEs optimize
the use of regeneration devices, thus greatly improving energy efficiency. Moreover, we also show that
the network of CLONES can dynamically adapt to time-varying PLIs and take decisions on-the-fly
to re-route, drop or regenerate optical packet flows, resulting in improved network performance.
5.2 Problem framework
5.2.1 Notation
We use G = (V, E) to denote the graph of a SWS network; the set of nodes is denoted as V, and the
set of bidirectional links is denoted as E . Let f(s→d), denote a packet flow between source s and
destination d nodes, s, d ∈ V. Adequately, let Vx−d denote the ordered set of nodes that define the
path that f(s→d) has to follow from node x to d, x, d ∈ V. Let also R ⊆ V denote the subset of
nodes that are equipped with a pool of regenerators. Finally, let Kx−d denote a set of pre-computed
shortest-path routes from node x to d, x ∈ Vs−d\{d}.
5.2.2 RRPD and OSNR models
To perform the evaluation of the CLONE network, we make use of the MILP load-based formulation
presented in Chapter 3, that is, the MP2/3 RRPD algorithm. As explained, the routing and the
regenerator placement and the RPD subproblems are solved sequentially so as to reduce complexity
and improve network performance. As to the OSNR model, we assume the method described in
Chapter 2. Recall that to estimate the OSNR level for an optical path traversing k links (Posnr),
this model requires the OSNR contributions of both links (Losnr) and nodes (Nosnr) on such path.
Then, Posnr can be computed as detailed in Eq (2.2).
Hence, once the routing problem is solved, all paths whose estimated Posnr (in dB) is lower than
OSNRth are considered as input data for the RPD algorithm, as regeneration is required at some
intermediate node. At this point, a T-SWS network can be dimensioned through the use of both
the RRPD and OSNR models.
Regarding the OSNR model, we have shown in Chapter 2 that a static value for both Losnr and
Nosnr can be estimated offline by performing an adequate system power budget and noise analysis.
However, as mentioned in Chapter 2, network operators have to add a penalty margin on OSNRth
(i.e., OSNRth = OSNRmin+ OSNRpen) that accounts for OSNR penalties due to maximum tolerable
PMD, residual CD, and all the other non-linearities. In addition, due to a range of higher order
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time-scale phenomena, both Losnr and Nosnr are not static but time-varying contributions, making
the penalty margin an even more critical parameter to deal with.
In this context, the lack of real-time OPM leads to a T-SWS infrastructure which is not able to
dynamically adapt to changing PLI conditions even though it relies on an overuse of regeneration
resources. As previously mentioned, we refer to this infrastructure as STATIC network.
To address these issues, we first propose to model both Losnr and Nosnr as Gaussian random-
variable functions. In the context of EONs, authors in [131] assume OSNR variations in a network
link on the order of 1 dB every 30 seconds. Therefore, no abrupt/substantial changes in OSNR are
expected at smaller time-scales (e.g., ms). For each node and link in the network, we denote such
random function as N(µ[dB], σ[dB]), where µ is the mean of the series and corresponds to the OSNR
level estimated offline (link or node), and σ is a certain standard deviation. Under these conditions,
we propose the CLONE concept to provide an efficient solution for the dynamic management of
PLIs in the network.
In the next subsections, we first detail the main drawbacks of the STATIC network, and then,
provide the features of the CLONE architecture.
5.2.3 The STATIC network
The RRPD algorithm disseminates both the routing and regeneration information to all network
nodes so that they are able to determine, for each incoming flow of packets, the corresponding output
port and whether such flow has to be regenerated. For instance, once RRPD determines that f(s→d)
requires regeneration at some node x ∈ Vs−d\{s, d}, then f(s→d) will always be regenerated at x
independently of the actual PLI conditions.
Therefore, due to the lack of real-time OSNR monitoring, the STATIC network approach exhibits
the following operational issues:
• Packet flows which might not need regeneration as they have high OSNR (well above OSNRth),
are always regenerated in accordance to the RPD algorithm decision. Thus, they unnecessarily
consume regeneration resources.
• Packet flows whose OSNR level has dropped below OSNRth cannot be detected, and therefore,
continue their trip until the egress node consuming network resources. Note that these flows
consume unnecessarily both regeneration (if RPD determined so) and capacity resources.
• Finally, since Losnr and Nosnr are in fact time-varying functions, a certain route in the network
can become unfeasible during any given time period. This issue cannot be detected either,
leading to significant increases in packet loss.
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Figure 5.1: Packet-switched CLONE: A system level description indicating the bidirectional infor-
mation flow between the control, OPM and data planes.
5.2.4 The CLONE enabled network
The CLONE concept arises as a result of the ever growing traffic demand and rising challenges of
controlling it, which dictate the need for the development of innovative architectures able to provide
dynamic, intelligent interaction between network layers [13]. We envision the CLONE network model
as a promising, integrated platform that leverages emerging physical layer technologies and systems
to allow for introspective access to the optical layer. Hence, CLONE-enabled networks will facilitate
the retrieval of real-time OPM measurements which can then be used to achieve greater energy
efficiency and optimized network performance [133].
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CLONE architecture
Figure 6.1, depicts a modular, generalized description of a CLONE. Featuring a bidirectional cross-
layer signaling scheme between the data, OPM, and CP planes, the CLONE enables real-time
physical layer measurements affect, for example, re-routing, dropping or regeneration decisions on
a per packet flow basis. Furthermore, thanks to a distributed, high-speed field-programmable gate
array (FPGA)-based optical CP, which allows CLONEs to communicate with each other, local OPM
metrics can be efficiently disseminated across the network of CLONEs.
As to the OPM plane, we propose a dedicated OPM device per input port, embedded directly
within the optical layer. OPM is performed (in-band) over one of the channels carrying actual packet-
rate data. Since future integrated OSNR monitors are expected to allow for ultra-fast measurements
(e.g., hundreds of ns [127]), we envision OPM systems able to monitor ultra-fast, packet-rate chan-
nels. In fact, a proof-of-concept packet-rate OSNR monitor supporting 18 ms packet lengths has
already been experimentally demonstrated [127]. Note that although in this work only OSNR is con-
sidered, we aim for OPM planes consisting of a set of sub-systems able to monitor a comprehensive
range of PLIs such as OSNR, PMD and CD. In fact, PMD is also random and time-varying, and
hence, PMD monitoring is crucial to manage highly reliable, ultra-high speed OTNs. For example,
in [134], authors experimentally investigate an OPM technique that extracts PMD-induced signal
degradation from the sum including degradations induced by others (e.g., OSNR, CD and XPM) in
high speed optical links.
Finally, at the data plane, we assume the T-SWS node architecture presented in Chapter 2.
It must be noted, however, that regenerator pools are only available at selected CLONEs in the
network, and that their location and size is determined by the RRPD algorithm.
Real-time impairment aware routing
This section details the real-time impairment aware routing algorithm that allows for the network
of CLONEs to manage both regenerations and time-varying PLIs. The implemented algorithm relies
on a distributed CP to efficiently disseminate the OSNR measurements, which allows it to compute
the physical layer parameters Losnr and Nosnr. Using the embedded OPM modules, these two
attributes can be computed as explained in [77]. The algorithm is executed at source nodes s ∈ V
and intermediate nodes v ∈ R. Such nodes do not operate with full network information (i.e., each
CLONE does not need to be aware of Losnr andNosnr for all nodes and links in the network) but they
are restricted to the transparent region they belong to and the physical layer parameters of nodes and
links therein. Specifically, CLONEs take forwarding/dropping decisions based on whether f(s→d)
can reach the next regeneration node (or d) in its path. However, since packet flows may traverse
a transparent region without undergoing regeneration, communication between nodes v ∈ R, which
delimit transparent regions, is needed to flood the OSNR history of each f(s→d). To this end, we
use the term OSNRs−d,i to denote the OSNR value of f(s→d) at the last regeneration node or
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Procedure 7 Real-time impairment aware routing algorithm
INPUT: Current node x, f(s→ d), OSNRs−d,i, Vx−d
OUTPUT: Forwarding or dropping decision
1: v∗ ← next node v ∈ Vx−d : {v ∈ R||v = d};
2: OSNRv∗ ← compute OSNR at v∗;
3: if OSNRv∗ > OSNRmin without regeneration then
4: Forward f(s→ d) and exit; /∗ Exit the algorithm ∗/
5: else if OSNRv∗ > OSNRmin with regeneration then
6: Regenerate and Forward f(s→ d) and exit;
7: else
8: for all route k ∈ Kx−d do
9: Re-route f(s→ d) through k and generate Vkx−d;
10: v∗ ← next node v ∈ Vkx−d : {v ∈ R || v = d};
11: Re-compute OSNRv∗ ;
12: if OSNRv∗ > OSNRmin without regeneration then
13: Forward f(s→ d) and exit;
14: else if OSNRv∗ > OSNRmin with regeneration then





20: Drop f(s→ d);
21: end if
source i (i.e., i can either be s or a node v ∈ R : Vs−d ∋ v). For example, in Fig. 6.2, f(26→6)
following path V26−6 = {26, 15, 25, 5, 6}, might not need regeneration at node 25, and hence, node 25
has to send OSNR26−6,25 to node 5 so that node 5 can determine whether the flow can eventually
reach 6.
As illustrated in Procedure 7, once the algorithm is executed at node x ∈ Vs−d, it first computes
the OSNR for f(s→d) at the next node in the path that is either a regeneration node or d (lines 1-2).
Then, computes the OSNR level at such node and decides whether f(s→d) can be forwarded with
or without regeneration. It is worth noticing that thanks to real-time impairment awareness the
threshold for decision becomes OSNRmin. In case f(s→d) cannot be forwarded, a set of k shortest-
paths from node x to d are evaluated. If all attempts fail, f(s→d) is temporarily dropped at node
x. Note that in Procedure 7, if node x = s and x ∈ R, a regeneration will never be performed as
the OSNR level is already at its maximum.
5.3 Results and discussion
5.3.1 Simulation scenario
Simulations are performed considering both the Pan-European Basic (shown in Fig. 6.2, see Ap-
pendix A for further topology details) and the Usa-Can topologies. We consider 19 dB to be the
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Figure 5.2: Pan-European Basic topology. Regenerator pools are sparsely deployed (blue nodes)
and dimensioned according to the RRPD algorithm employed.
OSNR receiver sensitivity (OSNRmin) and a penalty m = 2 dB, thus OSNRth = 21 dB. RRPD
dimensions the translucent network considering a network load of 10.72 and 7.776 Erlangs, respec-
tively, for both the Basic and Usa-Can networks. In both scenarios, we aim for a a target loss rate in
the access to regenerator resources equal to BQoT = 10−3. As shown in Fig 6.2, such dimensioning
results in a sparse placement of 456 signal regenerators. CLONE nodes v ∈ R monitor load at
regenerator pools’ access and can solve contentions at output ports using regeneration as long as
target BQoT = 10−3 is met. A set of |Ks−d| = 3 shortest-path routes ∀ s, d ∈ V is pre-computed
offline and available at each CLONE for re-routing purposes.
5.3.2 OSNR scenarios
We consider two different scenarios for σ:
• Scenario 1 (Sc1): σ is set to 0.8 dB. In this case, we have corroborated that no unexpected
losses due to PLI impact occur in the network (i.e., margin m mitigates perfectly PLI impact).
The objective of Sc1 is to exhibit the high energy-savings in terms of regenerator usage that
can be achieved with the CLONE approach.
• Scenario 2 (Sc2): σ varies over time, and randomly can take either a very high/high value
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Figure 5.3: OSNR randomly-generated series for both a link and a node in the Basic topology.
Values over 200 seconds (top) and 1 second (bottom) highlight that no abrupt changes in OSNR are
expected at the system sampling time-scale (i.e., 100 ms).
(1.8 dB, 1.4 dB), a medium value (1.1 dB) or remain the same (0.8 dB) with probability 0.1,
0.1, 0.3 and 0.5 respectively. The goal of Sc2 is to generate PLI situations which cause some
routes to become unfeasible for a certain amount of time, and thus, force CLONEs to react
and re-route packet flows temporarily.
We assume that every 2 seconds a new OSNR value is generated. However, in order to avoid
abrupt variations and smooth the curve of the series, 20 points are interpolated between two consecu-
tive Gaussian values. Hence, we assume that OPM modules report to the CP an OSNR measurement
every 100 ms. Figure 6.3, shows two randomly selected Losnr and Nosnr from the Basic topology
under the two OSNR scenarios proposed. Although variations considering a large time window
(200 seconds on the top) exhibit substantial variations in the OSNR contributions, a close view
to the time-scale of the CLONE system (1 second on the bottom) shows that no abrupt changes
are expected at the system monitoring time-scale (i.e., 100 ms). Besides, flow forwarding/dropping
decisions are taken between regeneration nodes, and hence, the largest propagation delay through
the CP equals that of the largest transparent segment in the network. For the network topology
considered, the worst-case delay is on the order of 7 ms. Taking this value into account as well as
the smooth OSNR curve exhibited by both links and nodes at the ms time-scale allows us to assume
that CLONEs take their decisions based on updated OSNR measurements.
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5.3.3 Results
In Figs. 5.4(a), 5.4(b), 5.6(a) and 5.6(b), the total PLP represents the sum of losses due to contention
in network links and losses due to low OSNR. OSNR loss refers to packets being lost at regenerator
pools’ access, dropped due to low ONSR (CLONE network) as well as packets whose OSNR at the
destination node is beyond the receiver’s sensitivity (STATIC network). In Figs. 5.4(a) and 5.6(a),
it is possible to observe that under OSNR Sc1 the overall PLP (left y axis) is the same in both
networks. This is because in this network scenario OSNR losses are negligible with respect to the
contention ones, and hence, do not have a noticeable impact on the total PLP. However, Figs. 5.4(a)
and 5.6(a), also exhibit the great optimization of regenerator resources that is achieved with the
CLONE approach. Around two orders of magnitude difference in losses caused by contention at
regenerator pools are achieved, which means that the CLONE network, using real-time impairment
aware routing, only regenerates those flows that really need it. Furthermore, CLONE provides,
regardless of the load, a reduction of more more than 60% (Basic) and almost 70% (Usa-Can) in the
average per packet number of regenerations (ppr) (right y axis).
On the other hand, in Figs. 5.4(b) 5.6(b) (Sc2), where unexpected losses due to PLI can occur,
we observe that for light-loads there exists a strong degradation in terms of the overall PLP for the
STATIC approach. The CLONE network, in contrast, is aware of such PLIs and is able to re-route
packets flows and, up to some extent, improve network performance. Note that this occurs within
the typical operation range of SWS networks, that is, for overall PLP values of 10−3 and lower.
Besides, the optimized management of regenerator resources is maintained as in Figs. 5.4(a) and
5.6(a). Finally, in Figures 5.5(a), 5.5(b), 5.7(a) and 5.7(b) we show the amount of regenerators that
can be turned off (i.e., that are not used) during network operation under both the STATIC and
CLONE approaches. Results show that the CLONE network can provide substantial energy savings
as allows for a notable number of regeneration devices to be turned off during network operation.
5.4 Summary
In this chapter, we have shown that a network of CLONEs can achieve both greater energy efficiency
and dynamic adaptation to time-varying PLIs. We have also proposed real-time impairment aware
routing to minimize regenerator usage and to improve PLP due to the impact of time-varying
PLIs. The performance of the CLONE network has been compared against the STATIC approach
(see Chapters 2 and 3) which relies on offline estimations of the PLI impact. Furthermore, we
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Figure 5.4: Packet loss probability (left y axis) and average regenerations per-packet reduction (ppr)
(right y axis) as a function of the offered load in the Basic topology for both the CLONE and STATIC
networks under a) Sc1, and b) Sc2.
109






8 10 12 14
CLONE
7 9 11 13



















































Figure 5.5: Percentage of regeneration devices turned off during network operation as a function of
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Figure 5.6: Packet loss probability (left y axis) and average regenerations per-packet reduction (ppr)
(right y axis) as a function of the offered load in the Usa-Can topology for both the CLONE and
STATIC networks under a) Sc1, and b) Sc2.
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Figure 5.7: Percentage of regeneration devices turned off during network operation as a function of








Operations Research (OR) refers to a multi-disciplinary (i.e., involving mathematical, logical and
analytical techniques) scientific approach to decision-making. The main focus is on the optimal
allocation of scarce resources, and by this means, solve problems of cost minimization or of profit
maximization or what can be termed as optimization problems. In this chapter, we apply OR to
solve a variety of complex cross-layer (i.e., multi-layer) network optimization problems which are
currently identified as open issues among network operators and the research community, and hence,
whose solution is of great interest.
This part of the thesis is divided into three different chapters, each dealing with a different cross-
layer network optimization problem. Each of the problems have been previously modeled (either
within the context of this thesis or in the literature) by means of either an integer linear programming
(ILP) or mixed-integer linear programming (MILP) formulation. However, once applied to real
world scenarios, that is, considering real nation-wide/continental-scale backbone networks and traffic
instances, the solution of both ILP and MILP formulations becomes impractical, even if commercial
solvers such as CPLEX [98] are used. It is at this point where OR plays an important role by allowing
researchers to obtain good near-optimal solutions to real-sized problems within practical running
times. Specifically, we focus on two very well-known meta-heuristic strategies known as greedy
randomized adaptive search procedure (GRASP) [135] and biased random-key genetic algorithm
(BRKGA) [136]. Furthermore, and in order to enhance the GRASP and BRKGA performance,
we also introduce some intensification procedures such as path relinking (PR) [137] and variable
neighborhood descent (VND) [138].
These methodologies are used to solve the following problems:
• Chapter 6: Survivable multi-layer IP/MPLS-over-WSON (joint optimization of L3/L1/L0
network layers)
• Chapter 7: Multi-layer IP/MPLS-over-Flexgrid optical network (joint optimization of L3/L1/L0
network layers)
• Chapter 8: Regenerator placement and dimensioning problem in T-SWS optical networks
(joint optimization of L2/L0 network layers)
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Next, we provide the reader with a brief description of the main GRASP and PR features, hoping
this will help to ease the subsequent reading. As to the BRKGA, we refer to Section 3.3 for a detailed
description of the algorithm.
A brief GRASP overview
The GRASP procedure is an iterative two phase meta-heuristic method based on a multi-start
randomized search technique with a proven effectiveness in solving hard combinatorial optimization
problems. It was first presented in [135],[139], by Feo and Resende, and later formalized and given
its acronym in [140], by Feo et al.. Since then, it has been used to solve a wide range of problems
(see e.g.,[141], [142], [143], [144], [145] and [25]) with many and varied applications in the real life
such as the design of communication networks, collection and delivery operations and computational
biology. For recent and comprehensive surveys of GRASP we refer the reader to [146] and [147].
In the first phase of the multi-start GRASP procedure, a greedy randomized feasible solution
of the problem is built by means of a construction procedure. Then, in the second phase, a local
search technique to explore an appropriately defined neighborhood is applied in an attempt to
improve the current solution. VND and approximate local search (ALS) [148] are to well-known
local search algorithms. These two phases are repeated until a stopping criterion is met, and once
the procedure finishes the best solution found over all GRASP iterations is returned. Note that with
the basic GRASP methodology, iterations are independent from each other as previous solutions of
the algorithm do not have any influence on the current iteration. One approach to include memory
in the GRASP procedure is with PR, a method which was first introduced by Glover in [149], as an
strategy to integrate both intensification and diversification in the context of tabu search [150]. This
approach generates new solutions by exploring the trajectories connecting high-quality solutions.
The path evaluated starts at a so-called initiating solution and moves towards a so-called guiding
solution which is usually taken from an stored set of good quality solutions called the elite set.
PR was first applied in the context of GRASP by Laguna and Mart́ı in [137] (in the so-called
GRASP+PR algorithm), and widely applied ever since. Resende and Ribeiro present a wide variety
of examples and applications of GRASP+PR in [146]. After a solution is output from the multi-start
phase (i.e., construction plus local search), PR is applied between the current solution and a selected
solution from the elite set. Then, the best solution found in this iteration is candidate for inclusion
in the elite set and it is only added if a certain quality and diversity criteria is met.
Hence, PR is an intensification strategy which generates new solutions by exploring the trajec-
tories linking two high-quality solutions (starting at an initiating solution towards the guiding one).
The path connecting both solutions is generated by sequentially introducing attributes of the guiding
solution into the initiating one. To ensure that PR is only applied among high-quality solutions,
a set of elite solutions (ES) must be both maintained and cleverly managed during all GRASP
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iterations. Note that with the attribute high-quality we are not only referring to their cost function
value but also to the diversity they add to ES.
Since the PR algorithm operates on ES, its management and maintenance is, therefore, crucial to
the success of the PR procedure. Previous studies such as [151], have shown that a policy to include
solutions in ES only based on their individual quality does not lead to the best PR performance.








With the advance in optics and the commercialization of enhanced devices like wavelength selective
switches and tunable lasers, nowadays it is possible to remotely configure optical cross-connects
(OXCs), and thus, to deploy wavelength switched optical networks (WSON). Strictly speaking,
WSON extends the concept of automatically switched optical network (ASON) [153] by applying an
intelligent control plane based on generalized multi-protocol label switching (GMPLS) [154]. In fact,
WSONs standardization activities are currently in progress in the internet engineering task force
(IETF) within the common control and measurement plane (CCAMP) working group [2]. WSONs
enable to dynamically reconfigure networks, i.e. enable the automatization of the setup and tear-
down of end-to-end optical connections (known as lightpaths) and the recovery of such lightpaths in
case of failure. Thus, WSONs allow an efficient network operation which implies significant savings
in the core transport network. Today, the optical layer (managed by a network operator) is an
already deployed photonic infrastructure that provides, at the same time, different client networks
with transport services such as leased lines, packet-switched networks (e.g., Internet), virtual private
networks (VPNs), synchronous digital hierarchy (SDH) networks, etc. Our goal in this chapter is to
further improve its benefits by applying an intelligent interworking strategy between the packet and
WSON layers based on a multi-layer optimization process. Indeed, a multi-layer network can perform
an optimal load balancing between these two layers optimizing both the cost of the packet layer and
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the utilization of the WSON layer. Without loss of generality, we assume in this work a multi-
layer network which consists of an internet protocol (IP)/ multi-protocol label switching (MPLS)
packet layer over a photonic WSON transport layer, but the study herein presented is applicable
to other packet technologies such as the emerging multi-protocol label switching transport profile
(MPLS-TP) and provider backbone bridges traffic engineering (PBB-TE) transport alternatives.
Hence, in this chapter we tackle, for the first time to the best of our knowledge, the problem of a
joint optimization of survivable non-symmetrical network layers so to provide network operators with
a competitive multi-layer network planning tool which aims at minimizing the capital expenditures
(CAPEX) (i.e., those costs related with purchasing and installing fixed infrastructures, such as
equipments).
This multi-layer network is specifically designed to provide companies with premium layer 1
(L1) and L2 VPN services. These services have stringent availability requirements, and therefore,
ensuring network recovery in front of any kind of network component failure becomes crucial to the
services’ success. Indeed, in such high-capacity multi-layer network scenario, any single link or node
failure would lead to tremendous losses for both network operators and clients. Thus, the concept
of survivability, which allows a network to quickly recover from any kind of outage and restore the
affected traffic, becomes a critical objective in the design and planning of next-generation high-speed
multi-layer networks. Another advantage of the multi-layer approach is the fact that it allows the
application of specifically-designed multi-layer recovery mechanisms. These procedures are able to
trigger coordinated actions across both layers, thereby substantially reducing the over-dimensioning
of IP/MPLS nodes when compared to the single-layer approach (i.e., separate optimization of layers)
[155].
Therefore, and strictly speaking, in this work we deal with the so-called survivable IP/MPLS-
over-WSONmulti-layer network optimization (SIMNO) problem. To this end, and given the operator-
dependent input parameters, that is, the WSON network deployed and the traffic demands to be
satisfied, we design the IP/MPLS layer. It consists in the dimensioning of its nodes with the re-
quired opto-electronic (OE) interfaces and in the establishment of the virtual link connectivity at
the IP/MPLS level through the given WSON layer so that every traffic demand can be successfully
accommodated. Note that in the SIMNO problem, the over-dimensioning of IP/MPLS nodes re-
quired to guarantee recovery in front of any kind of network component outage is minimized thanks
to the application of multi-layer optimization techniques. Therefore, we provide a solution to a real
problem which is of great interest to network operators. Indeed, following the SIMNO approach,
operators will be able to deploy a survivable IP/MPLS layer on top of an already deployed WSON
infrastructure while minimizing their CAPEX investments. In this work, CAPEX involve the costs
of both IP/MPLS nodes and OE ports installed on them, as well as the cost of using both optical
ports and kilometers of optical fiber from an existing WSON network.
In order to deal with SIMNO, we present and evaluate a formal model of the problem by means
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of an integer linear programming (ILP) formulation. Since the resultant model is computationally
impractical, we make use of two well-known and powerful meta-heuristic models to help solve the
problem, these are, a greedy randomized adaptive search procedure (GRASP) together with a path-
relinking (PR) intensification method, and a biased random-key genetic algorithm (BRKGA). To
evaluate both heuristics, we carry out a set of experiments using both methodologies and assess their
respective performances. Furthermore, we evaluate the impact of introducing the PR intensification
strategy into GRASP in the so-called GRASP with path-relinking (GRASP+PR) meta-heuristic. To
conduct such experiments, we consider a set of network traffic models which are consistent with the
traffic profiles foreseen in the years to come and evaluate them in three different IP/MPLS network
configurations of a realistic Spanish telecommunications network.
6.2 Related work and contributions
Survivable multi-layer networks have traditionally been designed following the classical overlay ap-
proach where two redundant IP/MPLS networks are deployed over the photonic infrastructure.
However, operators are now facing the challenge of dimensioning networks able to cope with the ex-
pected huge IP traffic volumes, and at the same time, keeping constant or even reducing connectivity
prices. Hence, operators look for technologies providing the lowest possible network costs.
In protection and restoration schemes developed for legacy technologies, only optical links and
electronic ports/interfaces have been considered as points of failure. For this reason, networks
implement protection or restoration mechanisms to survive to such kind of failures. IP/MPLS nodes
are not, nevertheless, as trusty as legacy telecommunication equipments. This is mainly due to the
constant software and hardware upgrades they undergo ([155],[156]). To tackle this issue, backbone
nodes redundancy-based schemes have been proposed for operators willing to protect their networks
against IP/MPLS nodes failures [155]. However, this approach entails a substantial increase in
network CAPEX, thereby clearly demonstrating that the duplicate network scheme is far away
from being the optimal solution, and that the design and evaluation of novel survivable multi-layer
network optimization methods such as SIMNO has gained great momentum.
In the literature, multiple recovery schemes have been specifically designed and tailored for
multi-layer networks. For example, a comprehensive survey of them can be found in [156]. Another
interesting study involving the evaluation of a coordinated link restoration scheme to be used in
packet-over-optical networks can be found in [157]. In that work, authors illustrate a novel scheme
which is cost effective compared to duplicating nodes, though it has the disadvantage of requiring
the IP/MPLS and optical topologies to be symmetrical (i.e., every node has both packet and optical
switching capabilities). It is worth noticing that the underlying WSON, which supports a number of
heterogenous client networks and provides a range of services to residential and business customers,
needs to provide different availability degrees. Hence, if symmetrical topologies are considered, the
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IP/MPLS layer should be designed to cope with the requirements of the most constraining service,
thereby highly and unnecessarily increasing network CAPEX.
Accordingly, the SIMNO approach is aimed at defining orchestrated interworking recovery ac-
tions to avoid the duplication of IP/MPLS backbone nodes. However, in this case, no symmetrical
topologies are required, and hence, a number of client networks with different availability degrees
can be allocated on top of the WSON. In addition, we rely on lightpath restoration, a technique
which provides a finer granularity to recover selected lightpaths in very short times (e.g., on the
order of hundreds of ms [158]), and on a novel connectivity restoration scheme to deal, not only
with IP/MPLS node failures, but also with the rest of failures.
In the literature, we find a few interesting works addressing the IP/MPLS-over-WSONmulti-layer
network planning problem. In [159], the authors present an ILP formulation aimed at maximizing
a utility function for the network operator, that is, the difference between revenues and costs,
considering a scenario without failures. To this end, authors propose a Lagrangian relaxation-based
method. A similar approach is not, nonetheless, applicable to the SIMNO problem owing to both its
size and structure. Indeed, SIMNO includes a huge set of single failure scenarios (i.e., every IP/MPLS
node, OE port and optical link in the network). For this very reason, in this work we develop and
evaluate two different meta-heuristic methods to solve the SIMNO problem. Strictly speaking, an
heuristic based on GRASP and PR [137],[146] and another on BRKGA [136] are proposed to find
cost-effective solutions for the SIMNO problem within practical running times. As a matter of fact,
previous works have already considered evolutionary genetic algorithms (GA) for the planning of
optical networks. For instance, in [160] a GA-based heuristic for the single layer survivable optical
network planning is presented, and in [161], a GA is applied to dimension single layer dynamic optical
networks. In this study, by contrast, we consider the GRASP methodology to solve the SIMNO
problem and compare its performance to that of the novel BRKGA meta-heuristic. Moreover, we
evaluate the impact of the PR intensification strategy on the results obtained by GRASP, thereby
illustrating one more time a successful application of this combined meta-heuristic.
6.3 Multi-layer network architecture
The multi-layer network architecture considered in this work is depicted in Fig 6.1. In this reference
scenario, three types of IP/MPLS nodes can be distinguished at the packet layer (IP/MPLS), these
are, metro nodes performing client flow aggregation, transit nodes providing routing flexibility, and
interconnection nodes supporting inter-operator connection. Additionally, transport nodes (OXCs)
connected by fiber links create an WSON layer. In order to minimize the overall number of OE
ports in the network, metro-to-metro connections are avoided being every metro node connected to
one or more transit nodes. Moreover, while it is typical that a transit node is collocated with a
transport node, metro nodes are usually closer to clients, and thus, some ad-hoc connectivity is used
120
6.3. MULTI-LAYER NETWORK ARCHITECTURE
Figure 6.1: Metro and multi-layer network architecture
to connect metro to transport nodes. Figure 6.1 illustrates an exemplary end-to-end MPLS label
switched path (LSP) established between two metro nodes (orange line). Note that in this example,
the LSP makes use of interconnection nodes to pass from a network operated by one particular
carrier to another network operated by another different carrier.
Figure 6.2 depicts an example illustrating how a multi-layer network can be designed. To be
precise, Fig. 6.2a, shows a portion of the multi-layer network where each IP/MPLS metro node is
connected to a transit node through virtual links, and hence, a virtual topology is created. Each
virtual link is supported by a lightpath in the WSON layer. This lightpath is routed through the
minimum cost path over the WSON layer. In the example, metro router M1 is connected to transit
router T1 by means of only one lightpath. However, and in order to guarantee the survivability of
the network, extra-capacity has already been added to every node.
In multi-layer problems, the components that may fail are optical links, OE ports and both
optical and IP/MPLS nodes. We consider every component in the network as being mutually
failure-independent, and thus, multiple failure scenarios are not considered in this work since their
probability to happen is extremely low. Moreover, complete optical node failures are also highly
unlikely and thus are also neglected in this work. This is not, however, the case with IP/MPLS
nodes whose failures, mainly caused by software crashes, are a great deal more frequent.
On the one hand, in the event of an optical link failure, the multi-layer network can apply joint
recovery schemes to restore the affected traffic demands. For example, when the optical link O1-O2
fails (Fig. 6.2b) recovery actions are triggered to restore the metro-to-transit (M1-T1) connectivity.
Note that if a lightpath is restored at the optical layer, the connectivity at the IP/MPLS layer remains
unaltered (with the corresponding CAPEX savings implications). In contrast, if no restoration is
possible, a new lightpath has to be established to connect the IP/MPLS metro node to a different
transit node (e.g., M1-T2), thus restoring the metro-to-transit connectivity. Note, however, that in
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Figure 6.2: (a) Design of a multi-layer planned network portion; (b) Recovery from a link failure;
(c) from a port failure, and (d) from a node failure.
this case transit node T2 must be over-dimensioned with additional OE ports to be able to cope
with the requirements of this newly created lightpath. Once the connectivity is restored, the MPLS
LSP can be eventually rerouted over the reconfigured virtual topology. The same actions are taken
in the event of a port failure (Fig. 6.2c).
On the other hand, in the event of an IP/MPLS node failure (Fig. 6.2d), new lightpaths are
established between every metro node connected to the failed node and a different transit node in
order to properly restore the metro-to-transit connectivity. Therefore, in this failure scenario, setting
up new virtual links is required. In the example, virtual link M1-T2 is created. After reconfiguring
the virtual topology, the affected MPLS LSPs are rerouted.
6.4 SIMNO Problem statement
For the sake of clarity, the following information defines the problem input data:
• The WSON network topology consisting of both OXC nodes and fiber links;
• The correspondences between IP/MPLS nodes and OXC nodes are established beforehand;
• Each IP/MPLS node can establish a connection to each other so that all possible virtual links
needed to establish a mesh virtual connectivity are predefined;
• The origin/destination (O/D) matrix and the bandwidth of each demand.
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A solution to the problem must specify the configuration of each IP/MPLS node in terms of
switching capability and number and bit-rate of OE ports. For each virtual link used in the optimal
solution, a supporting lightpath must be established in the WSON network. Moreover, the route of
the MPLS LSP over the virtual topology must be determined for every demand.
For the ILP formulation as well as the benefits of the SIMNO approach (i.e., joint layer opti-
mization) with respect to the overlay survivability approach (i.e., redundant equipment), the reader
is referred to [162].
With respect to the complexity of the problem, it is worth mentioning that even simpler versions
of the survivable network planning model have been shown to be NP -hard [163]. For example,
taking into account the instances presented in Section 8.4, the problem size raises to 1010 variables
and 109 constraints, thereby making impractical its exact solution. Owing to this fact, in the
next section, metaheuristic methods are proposed to provide near-optimal solutions with reasonable
computational effort.
6.5 SIMNO meta-heuristic resolution methods
6.5.1 A GRASP with PR heuristic
In the next subsections we describe the different building blocks of the GRASP+PR heuristic de-
veloped to solve the SIMNO problem.
Construction procedure
Given the fact that our problem primarily consists in routing, one-by-one, a set of demands over a
virtual topology, the value of the cost function, g(·), for any constructed solution, strictly depends
on the selected set of virtual MPLS routes, R = {rd1,..., rdi , ..., rdj , ..., rd|D| }, to be followed by each
demand d ∈ D. Note, however, that the selection of these routes is, for its part, strongly dependent
on the ordering in which these demands are processed (i.e., ordering Ox=
{
d1, ..., di, ..., dj , ..., d|D|
}
).
Indeed, such ordering does have strong influence on resources utilization.
Let us first denote Cd as a set of pre-computed virtual routes available for every demand d ∈ D.
Then, in order to build a solution, we rely on a restricted candidate list (RCL) containing the
demands d ∈ D with the best (i.e., smallest) incremental costs (c(d)), that is, RCLd. To compute
the incremental cost c(d) for each demand d ∈ D, we first evaluate the incremental cost of the
virtual routes available in Cd, d ∈ D, and then, c(d) is given the cost of the less expensive route (i.e.,
c(d) = min r∈Cd{c(r)}). RCLd is associated with a threshold parameter in the real interval [0, 1]: α.
Hence, RCLd is dynamically formed by all elements (i.e., demands) which can be inserted into the
partial solution ensuring its feasibility and whose incremental cost falls within the interval defined
by the threshold parameter (see Procedure 8). However, after carrying out a number of tests, we
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realized that Procedure 8 becomes a really time-consuming process if real-sized, complex problem
instances are considered (see Section 6.6.1). Note that to generate RCLd, the cost c(r) for all routes
in Cd, d ∈ D must be recomputed at each iteration of the while loop (see lines 2-9 in Procedure 8).
In order to minimize this problem, we include an additional parameter (τ) which determines the
maximum number of demands that can be evaluated. Hence, at each iteration, a maximum of τ · |Q|
candidate demands are randomly selected from set Q. As shown in Procedure 8, once the demand to
be served is obtained (and added to the ordering vector), we select the route rd with the minimum
incremental cost to fill the set of selected routes R. Here it is worth noting that the selection of rd
could also have been made by means of a second RCL, in this case, however, containing the routes
with the smallest incremental costs, and controlled by another threshold parameter β. In fact, in
our preliminary experimentations we found that values of β > 0 always led to worst performance
results (see Section 6.6.2 for further details), and hence, we do not consider this second RCL in our
construction algorithm. Eventually, once the while loop ends, both the ordering Ox and the set of
routes R for all demands are obtained. Note that to calculate c(d) and build RCLd we take into
account the current state of the network (i.e., the resources already reserved by previous demands).
Moreover, if a route rd ∈ Cd results in an unfeasible solution, its cost c(r) is set to ∞, thereby
avoiding its selection. Hence, at this point, a feasible solution for the network dimensioning without
considering failures is obtained. The above-mentioned, is shown between lines 1 and 17 in the
pseudo-code of our greedy randomized construction (GRC) algorithm in Procedure 8. The routing
of demands is mainly performed over a virtual topology which is precomputed beforehand over the
given optical network topology. Virtual links are created between every pair of metro and transit,
transit and transit, and transit to interconnection IP/MPLS nodes satisfying that its distance is
lower than a given threshold. For each virtual link, a set of routes over the optical network are
computed: the shortest one and a number of restoration routes. In order to obtain Cd for each
demand d ∈ D, we consider a k-shortest path algorithm. In fact, two subsets of routes are pre-
computed, one over the virtual topology and another one over the optical topology, thus enabling
optical by-passing. Route pre-computation is performed just once at the heuristic startup.
Due to the fact that network components such as optical links, OE ports, and IP/MPLS nodes
are subject to failures, we build a set of simple failure scenarios where one component fails in each
one. Then, for each failure scenario, we remove the element in failure from the network and compute
the list of affected MPLS LSPs being each path subsequently rerouted. If additional OE ports need
to be installed in the IP/MPLS nodes (i.e., over-dimensioning), checks are performed to ensure the
feasibility of the solution. This process is illustrated between lines 18 and 29 in Procedure 8.
As it has been previously explained, in the event of an optical link failure, lightpath restoration
is tried as a first option by means of the predefined set of restoration routes. If this restoration
succeeds, the associated virtual link (and thus every MPLS LSP using it) is automatically restored.
On the contrary, MPLS LSPs are rerouted over the new virtual topology, thereby likely increasing
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Procedure 8 Greedy Randomized Construction Heuristic
INPUT: D, Cd ∀ d ∈ D, α, τ
OUTPUT: Ox,R, g(Ox,R)
1: R← ∅,Ox ← ∅
2: Initialize the candidate set: Q ← D
3: Initialize the restricted candidate set: Y with τ · |Q| demands randomly selected from Q
4: Evaluate the incremental cost c(d) for all d ∈ Y
5: while Q ̸= ∅ do
6: cmin ← min{c(d)| d ∈ Y}
7: cmax ← max{c(d)| d ∈ Y}
8: RCLd ← {d ∈ Y| c(d) ≤ cmin + α(cmax − cmin)}
9: Select an element d from RCLd at random
10: Ox ← Ox ∪ {d}
11: Take route rd ∈ Cd such that c(rd) = c(d), and route d through rd
12: R← R∪ {rd}
13: Update the candidate set Q
14: Y ← a maximum of τ · |Q| demands randomly selected from Q
15: Reevaluate the incremental cost c(d) for all d ∈ Y
16: end while
17: Dimension the network
18: Let Apf denote the set of affected paths under failure scenario f
19: for all failure scenario f ∈ F do
20: Apf ← ∅
21: Apf ← GenerateFailure(f)
22: if Apf == ∅ then
23: Recover from failure f
24: else
25: Reroute(Apf )
26: Increment IP/MPLS nodes capacity
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both IP/MPLS nodes switching capabilities and installed OE ports.
Therefore, a feasible solution must provide us with the set of virtual routes that are to be used to
carry the amount of traffic bd, ∀ d ∈ D as well as with the required over-dimensioning of IP/MPLS
nodes so that network survivability is guaranteed. Hence, once a set of routes R is obtained, cost
function g(Ox,R) accounts for the CAPEX investments required to serve all traffic demands and to
guarantee network recovery in front of any of the considered failures. Finally, and for the sake of
clarity, hereinafter in this study, we skip the set of routes R from the parameters in cost function
g(·). Note that once the order Ox for serving the demands is specified, the selection of routes is a
pure greedy process.
Local search
Recalling that a solution to our problem can be defined byOx (i.e., the ordering in which the demands
are to be served), and for the purpose of neighborhood creation, we refer to a feasible solution
obtained by Procedure 8 as Ox. Due to the fact that a feasible solution Ox has no guarantee
of being locally optimal, GRASP heuristics apply a local search procedure starting at Ox in the
hope of finding a better solution in its neighborhood. Then, let us denote with Nq(Ox), the set
of solutions in the qth neighborhood structure of Ox. Thus, assuming an ordering of |D| traffic
demands, Ox =
{
d1, ..., di, ..., dj , ..., d|D|
}
, we define the neighbor of this ordering as an ordering in
which di is interchanged with dj . Let us denote such interchange operation in Ox as I(di, dj)Ox . In
order to generate a random neighbor in the first neighborhood (i.e., a 1-move neighbor) of Ox (i.e.,
N1(Ox)), we choose pivots di and dj uniformly among the |D| demands. Hence, creating a q-move
neighbor implies that this random interchange of demands is performed q times, though always
ensuring that an interchange of the randomly selected pivots will bring the solution a neighborhood
further.
Several approaches have been proposed in the literature to perform local search. Among them, we
find techniques such as the variable neighborhood search (VNS) and variable neighborhood descent
(VND), and the approximate local search (ALS) procedures (see [138],[148]). In this work, we make
use the ALS procedure to implement the local search in the GRASP multi-start phase. ALS was first
proposed in [148] as a trade-off between the first-fit and best-fit approaches within the N1 and N2
neighborhoods of a solution. As shown in the pseudo-code of Procedure 9, this technique randomly
samples the 1-move and 2-move neighborhoods of Ox. This exploration is stopped when either the
set of improving solutions CS is full or a maximum of MaxSearch neighbors have been explored.
Then, the algorithm selects either in a greedy or a probabilistic fashion one of the solutions in CS
to continue the exploration. In [148], the greedy selection outperformed the probabilistic one, and
thus, in this analysis we consider the greedy choice to select a solution from CS as well as an equal
probability to generate a 1-move or a 2-move neighbor. The algorithm finishes when set CS is empty
and returns as output the best solution found OB .
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Procedure 9 Approximate Local Search (ALS) heuristic
INPUT: Ox,MaxCS,MaxSearch
OUTPUT: OB
1: OB ← Ox;
2: repeat
3: i← 0, CS ← ∅;
4: repeat
5: Ox′ ← Generate-1-or-2-move-neighbor(OB);
6: if g(Ox′) < g(OB) then
7: CS ← CS ∪ {Ox′};
8: end if
9: i← i+ 1;
10: until |CS| ≥MaxCS or i ≥MaxSearch
11: if CS ̸= ∅ then
12: Select Ox = minOk∈CS{g(Ok)};
13: OB ← Ox;
14: end if
15: until CS = ∅
Path-relinking
PR implementation Several approaches on how to perform PR have been proposed and evaluated
(see e.g., [164]). These techniques mainly deal with the process that is in charge of creating the path
towards the guiding solution. The most usual approach consists in building the path in a greedy
fashion (i.e., the most profitable or least costly move is selected). However, in this study, we have
developed a specific strategy to perform PR. Two main reasons support this modeling decision.
First, evaluating the cost of each possible move towards the guiding solution would entail extremely
long computation times, and second, and most compelling, is the fact that in our problem instances,
hundreds of demands are to be served (see Section 6.6.1), and therefore, the path connecting two
high-quality solutions may easily have hundreds of moves. Thus, the use of PR would be inadvisable
since it would require most of the time available, thereby drastically reducing the number of iterations
performed.




|D|} be two feasible solutions interpreted as vectors (i.e.,
O1(1) = d1, and O2(1) = d
′
1). For the sake of this example, let us define O1 as the initiating
solution (OINIT ), and O2 as the guiding one (OGUID). Then, let us also denote a move from OINIT
to OGUID as,
move(i)OINIT = I(OINIT (i),OGUID(i))OINIT ,
that is, an interchange of demand positions applied to ordering OINIT . Note that in the case that
OINIT (i) = OGUID(i) no move is performed. Thus, given OINIT and OGUID, we build the path by
progressively transforming OINIT into OGUID (i.e., by iteratively applying move(i), i = 1, ... |D|).
However, as aforementioned, the size of our problem instances is really high, thus making impractical
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Figure 6.3: Path-Relinking heuristic implementation.
the evaluation of each solution found along the path created by PR. Hence, we propose to sample
the path every T moves in the search for an improving solution, and if found, a thorough evaluation
of the nearby solutions is carried out. The value of T is defined by an input parameter NSAMPLE
that decides into how many regions the path between both solutions must be divided. Figure 6.3
illustrates this method by showing the path being evaluated between two high quality solutions
OINIT and OGUID. We uniformly sample the path built and when OGUID is reached the best
solution found during the sampling process (OBS) is selected.
If g(OBS) < min(g(OINIT ), g(OGUID)) a move to the right and to the left of OBS is assessed
(see dotted arrows in Fig. 6.3). Then, we take the improving direction and iteratively evaluate the
subsequent moves until no improvement is found. PR then returns the best solution found during
this intensification step (OBEST ). In this way, we have a relatively high probability of reaching the
best solution in the path connectingOINIT andOGUID. The pseudo-code for our PR implementation
is illustrated in Procedure 10.
Elite set management and distance measure Initially, the elite set (ES) is empty, then, each
locally optimal solution obtained and each solution resulting from a PR execution is candidate to
be inserted in ES. Let us consider Ox as such candidate solution. If ES is not yet full, then, Ox is
simply added to ES. Otherwise, if Ox improves the best solution in ES, it replaces an element of
the set. In addition, if Ox improves upon the worst in ES and its distance to ES is larger than a
pre-established threshold δth, it also replaces an element in ES. To this end, let us define δx,y as
the distance between two solutions Ox and Oy (i.e., the number of moves required to reach Oy from
Ox). Then, the distance between a solution Ox and the whole ES can be defined as,
δx,ES = minOi∈ES{δx,i}
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Procedure 10 Path-Relinking Heuristic
INPUT: OINIT ,OGUID, NSAMPLE
OUTPUT: OBEST
1: M ← number of moves from OINIT to OGUID
2: T ← ⌊ M
NSAMPLE
⌋
3: count← 1,OBEST ← ∅, S ← ∅
4: Ox ← OINIT
5: for i← 1,M do
6: Ox ← move(i)Ox
7: if count == T then
8: if Ox is feasible then




13: count← count+ 1
14: end for
15: Select ordering OBS ∈ S which minimizes cost function g(·)
16: if g(OBS) < min(g(OINIT ), g(OGUID)) then
17: Evaluate a move to the right and to the left of OBS
18: Take the improving direction and iteratively move until no improvement is found
19: Return the best feasible solution found OBEST
20: end if
Hence, when ES is full, Ox is inserted in ES if its quality is superior to the worst in ES and
δx,ES ≥ δth. This threshold is empirically adjusted in Section 8.4. With the same diversity objective,
and in order to maintain the size of the pool constant, whenever we add a solution to ES, another
one must be removed. As usual, we remove the closest solution to Ox, which we call Or, among
those with a worse quality. Thus, Or can be defined as follows,
Or = minOi∈ES:g(Oi)>g(Ox){δx,i}.
Selection policy Another important aspect regarding PR is that once a solution Ox is output
from the multi-start phase, another solution Oi must be selected from ES to be path-relinked
with Ox. In the literature, a common approach is to select a solution randomly from ES [146].
However, this may result in selections that are very close to Ox, thereby reducing the probability of
finding better solutions. In an attempt to minimize this issue, we adopt a biased [151] approach in
which solutions are selected with probabilities proportional to their distance to Ox. Therefore, the




In order to perform PR, we implement the back-and-forward (PRbf ) strategy, which explores the
path in both directions (see e.g., [151]). Once the PR finishes, if no improving solution is found, the
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best of both extremes is returned as output. Finally, the pseudo-code of our GRASP+PR heuristic is
shown in Procedure 11, which first executes the GRASP multi-start phase to fill ES, and then runs
a pre-defined number of GRASP+PR iterations. Procedure 11 returns as output the best solution
stored in ES. We point out that all input parameters required to call the construction, local search
and PR methods will be adjusted in Section 8.4.
Procedure 11 GRASP+PR Heuristic
INPUT: GlobalMaxItr,D, Cd ∀ d ∈ D, α, τ ,MaxCS,MaxSearch,NSAMPLE
OUTPUT: OBEST
1: OBEST ← ∅, ES ← ∅
2: Apply GRASP (GRC followed by ALS) for b = |ES| iterations to populate ES
3: count← 1
4: repeat
5: Ox ← GRC(D, Cd ∀ d ∈ D, α, τ)
6: Ox′ ← LocalSearch(Ox,MaxCS,MaxSearch)
7: Select elite solution OEL from ES
8: OB ← PRbf (OEL,Ox′ , NSAMPLE)
9: Try to insert OB in ES
10: count← count+ 1
11: until count > GlobalMaxItr
12: OBEST ← minOk∈ES{g(Ok)}
6.5.2 A BRKGA heuristic
In this section, we describe the implementation of the BRKGA heuristic developed to solve SIMNO
and which performance will be compared with that of the GRASP+PR described in the last section.
Again, the problem primarily consists in routing a set of demands over a virtual topology. In
this case, we make use of one gene per virtual link and per IP/MPLS node. These genes are used to
compute a metric for each element in order to perform the routing of each demand d ∈ D. Besides,
and recalling that the order in which the demands are served influences the goodness of the solution,
additional genes are required to specify it. For this purpose, we use one additional gene per demand
d ∈ D. Therefore, given a virtual network represented by graph G(N , E) and the set of demands D,
each individual is represented by an array of |N |+ |E|+ |D| genes.
Here it is worth noticing that both BRKGA and GRASP+PR (see Section 6.5.1) have the same
goal (minimize network CAPEX) and that this is achieved both by minimizing routing costs (i.e.,
using the cheapest links and nodes), and by grooming the demands so as to minimize the use of
resources. On the one hand, BRKGA uses the metrics and the ordering encoded in the chromosome.
Metrics are used as a means to stimulate or penalize the use of individual links and nodes so that
those resources minimizing the cost of the network are selected. Ordering, however, is used to
improve the grooming of demands, thus making the most of the network resources. On the other
hand, GRASP+PR relies on the ordering of demands not only to improve grooming, as in BRKGA,
but to minimize the cost of the network too. Since the GRASP construction algorithm deals directly
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with CAPEX incremental costs, its complexity is greater than that required to decode a chromosome
in BRKGA, however this comes at the benefit of solution quality. Finally, note that fast cost function
evaluations are crucial to a BRKGA algorithm, and so the differences among both heuristics when
it comes to solution encoding.
To decode chromosomes into feasible solutions, the metric of IP/MPLS nodes and virtual links is
initialized using the assigned gene of the input chromosome, and the order in which each demand will
be routed is given by the rest of genes. After initializing every element, the network is dimensioned
through the routing of the whole set of demands D. A solution to the network dimensioning without
considering failures is obtained at this step. To include failures, we use the steps already illustrated
in the GRASP construction algorithm (i.e., between lines 18 and 29 in Procedure 8 in Section 8.2.1).
Additionally, in this work, a multi-population strategy where a number of populations are evolved
independently has been implemented [165]. The algorithm was designed and implemented as a
multi-thread application, where each population runs in a single thread. Populations exchange elite
individuals after a pre-determined number of generations. In an initial phase, a data structure
representing the network graph is created. At this step, the network graph only contains IP/MPLS
and optical nodes and optical links. Afterwards, the virtual topology is generated; virtual links
between metro and transit and between transit and transit IP/MPLS nodes are created. Demands
pre-routing computation is then performed. To be precise, a set of k = 100 routes is pre-computed
for each demand. During the decoder process, route metric re-computation is performed ensuring
that the shortest route (in terms of that metric) is chosen at each step. The parameters considered
for the BRKGA algorithm are provided in the next section.
6.6 Computational experiments
This section describes the computational experiments carried out to both evaluate and compare the
efficiency and performance of the GRASP+PR and BRKGA heuristics proposed in this chapter to
solve the SIMNO problem. All methodologies have been implemented in Java SE 1.6.0 17 using a
sequential approach (though we consider parallel populations in BRKGA), and all experiments have
been conducted on Intel Core 2 Quad 2.67GHz based computers running Windows 7 Professional
Edition (64 bits) with 8 GB of RAM.
6.6.1 Problem instances
The performance of the proposed meta-heuristic algorithms has been compared over the realistic 21-
node Spanish national optical network topology shown in Fig. 6.4. In order to have a representative
range of multi-layer networks, we have considered three different IP/MPLS topologies which consist
of 40 metro nodes and a different number of transit and interconnection nodes. Table 6.1 specifies
the location of transit and interconnection nodes (identified by the associated OXC location) of
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each multi-layer network. Moreover, for each multi-layer network, the spatial position of metro
nodes is characterized by a uniform coverage degree (CD) based on the p-value of the uniformity
Kolmogorov-Smirnov test [166]. Note that whilst values close to 100 % indicate that metro nodes are
uniformly located on a 2D map, low values denote the presence of areas with high density of metro
nodes. Table 6.1 also contains the CD of the three network instances under study. For the traffic,
we assume two types of demands: national where both end metro nodes belong to the network, and
interconnection, where one of the end metro nodes is outside of the network (i.e., either the source
or the destination node of the demand is the virtual metro node as defined in Section 6.4). The mix
of national and interconnection traffic is also detailed in Table 6.1. Therefore, three different multi-
layer network scenarios can be identified, from the unbalanced network A, where 70 % of the total is
interconnection traffic with only 3 interconnection nodes and several high density metro areas, to the
well-balanced network C, with 50 % of interconnection traffic, 5 interconnection nodes and nearly
uniform metro areas. Network B is in between of networks A and C. In fact, a brief analysis of the
proposed instances identifies differences on the complexity of the problems. For instance, note that
the size of virtual topology is 326, 361, and 408 virtual links for networks 1, 2, and 3 respectively.
Thus, the mean number of feasible routes for a given demand significantly increases from network
A to network C, and consequently differences in the results can be anticipated for each network
instance.
Each multi-layer network has been planned taking into consideration several increasing traffic
loads, starting from an initial load of 4 Gb/s per metro node and with increments of 45 % at
each step (roughly representing a year-over-year traffic increase). However, since the complexity
of the problems strongly depends on the number of demands to be served, this number should
not be increased sharply. Instead, the average requested bandwidth in each demand is increased
at each step. Aiming at providing accuracy, each traffic load has been executed three times with
randomly generated demands following the above characteristics. This has resulted in a set of 21
traffic instances for each of the networks, that is, RA1...21, RB1...21, RC1...21, for networks A, B and
C respectively. Each of these sets, in blocks of three, represents the same traffic load but with three
independent randomly generated representations. Hence, traffic profiles are represented in 7 different
blocks in increasing order (e.g., RA1..3 and RA4..6 belong to blocks 1 and 2 respectively). Note that
the higher the index of the block, the higher the complexity of the problem. These traffic instances
have a minimum number of 120 demands and a maximum of 360. The bandwidth requested per
demand can be either 1, 10, 40 or 100 (Gb/s), this last being the minimum amount required to
perform optical by-passing. Hence, 100 Gb/s demands are the only ones allowed to perform optical
bypass. We assume the availability of 80 wavelengths at every optical link in the WSON network,
a maximum allowed lightpath length of 1000 kilometers, and that each metro node is connected to
every interconnection node and a maximum of 4 transit nodes (the nearest 4 transits). Moreover,
we fill set Cd with a maximum of 100 top shortest paths computed over the virtual topology for
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Figure 6.4: A realistic Spanish optical core transport network topology.
each demand d ∈ D. As mentioned in Section 6.5.1, a set of k routes at the optical level is also
pre-computed. In particular, the shortest-path route plus a restoration route per optical hop (note
that a number of hops may share the same restoration route). To compute the k-shortest paths we
make use of Yen’s algorithm implemented as in [167]. Aiming at accurately computing the network
CAPEX, we consider an adaptation of the equipment costs proposed in [168] to provide meaningful
values to the ILP formulation presented in [162]. The costs of IP/MPLS nodes and OE ports are
provided in Tables 6.2 and 7.4 respectively. In addition, we consider a cost per kilometer of restorable
lightpath equal to 1 cost unit (c.u.).
6.6.2 Tuning of GRASP+PR and BRKGA parameters
Recently, in [169], an interesting way to solve the problem of parameter tuning for GRASP+PR
heuristics has been proposed. This technique makes use of a BRKGA algorithm to explore the
GRASP+PR parameter space. In this case, and for each chromosome, a random-key solution vector
encodes the set of GRASP+PR parameters that we aim to tune. Then, to obtain the fitness for
each chromosome, a set of V independent runs of the GRASP+PR must be executed, each lasting
for U iterations. The fitness is calculated as the average objective function g(·) value found in these
V executions.
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Table 6.1: Network topologies and traffic parameters considered
Nodes Class 1 Class 2 Class 3 Class 4 Class 5
Aggregated switching capacity (Gb/s) 160 320 640 1280 2560
Max. number of ports 4 8 16 32 64
Cost (c.u.) 3 4.5 6.5 22.5 50.19
Table 6.2: IP/MPLS Nodes features and costs
In our problem, however, given the complexity of the real-sized problems studied (i.e., multi-layer
network size and traffic instances), we make use of the automatic tuning only for the parameters used
in the multi-start phase of GRASP, that is, those parameters required in Procedures 8 and 9 (GRC
and ALS). To perform this study, we consider a different set of 10 traffic instances per network.
These instances are generated as described in Section 6.6.1, with increasing load intensities and
with the number of demands limited to 40 so as to reduce complexity. The GRASP parameters
that are to be tuned and their respective allowed values are: (i) Construction Procedure: α =
{0.0,0.1,0.2,0.3,0.4,0.5}, τ = {0.1,0.2,0.3,0.4,0.5}, β = {0.0,0.1,0.2} (recall from section 8.2.1 that
although β is not shown in Procedure 8, it represents the threshold parameter for a hypothetical
second RCL used to select the route for each demand). (ii) Local Search: MaxCLS = {5,10,20},
MaxSearch = {10,20,40}. Our chromosome is therefore defined by these 5 parameters of the
GRASP multi-start phase. In contrast to the BRKGA defined in Section 6.5.2, here BRKGA does
not make use of parallel populations. In Table 6.4, we provide the set of fixed BRKGA parameters
that will be used by both BRKGAs (i.e., automatic tuning of GRASP parameters and the resolution
of SIMNO). In addition, to define the BRKGA for the automatic tuning of GRASP parameters,
we consider a population size equal to p = 20. The process is run for 10 generations. To obtain
the fitness of each chromosome we perform V = 10 independent GRASP (GRC+ALS) executions
with the time limit set to 2 hours. BRKGA tuning is applied to each of the networks (using the 10
OE Ports 1Gb 10Gb 40Gb 100Gb
Cost (c.u.) 0.45 1.5 8.125 24.625





Table 6.4: Fixed BRKGA parameter values
Network α τ β MaxCS MaxSearch
A 0.4 0.1 0.0 5 20
B 0.2 0.5 0.0 5 20
C 0.2 0.2 0.0 5 20
Table 6.5: GRASP automatically tuned parameters
different traffic instances), thus resulting in a specific combination of parameters for each network.
Table 6.5 reports, for each parameter and network, the values with higher frequencies of occurrence
among the 10 traffic instances. It is worth highlighting that the automatic tuning always reports
a value of β equal to 0, thereby eliminating the need for using an additional RCL to manage the
selection of routes.
Next, we focus on the tuning of the parameters required to specify the PR method, namely
the minimum distance to enter ES (δth) and the sampling parameter NSAMPLE . In this work, we
consider an elite set size (|ES|) equal to 6. Hereinafter in this chapter, and in order to quantitatively
evaluate and compare the results of each experiment, we provide the performance metrics proposed
in [164]. Specifically, we provide the number of times (#Best) that each method is able to obtain
the overall best solution value (BestV al) found among all methods being tested. Moreover, for each
method, we compute the relative percentage deviation (Dev(%)) between the best solution value
obtained by that particular method and BestV al for that instance. Finally, we report the statistic
called Score [164], [170]. In short, the Score parameter counts, for a particular method Mx and
for each problem instance, the number of methods that are able to find better solutions than Mx.
Hence, the lower the Score, the better the method.
In this experiment, we consider 4 different traffic instances per network, though this time with
the number of demands limited to 80. We increase the number of demands so as to obtain more
accurate values to execute GRASP+PR with the real-sized traffic instances described in Section
6.6.1. Since the maximum distance between two solutions depends on the size of the demands set
D, we evaluate percentages of this figure as possible δth values. Moreover, we also test the impact
of 4 different values for NSAMPLE , thus resulting in 16 different parameter combinations for PR.
For each traffic instance, we run 10 independent executions with the time limit set to 4 hours. The
results provided in Table 6.6 clearly report that the best values for δth and NSAMPLE are 0.1·|D|
and 10 respectively. Indeed, these values lead to results for the three statistics considered which
compare favorably with the other values tested.
Finally, to specify the parameters of the BRKGA developed to solve SIMNO, we decided to
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NSAMPLE 1 10 15 20 1 10 15 20 1 10 15 20 1 10 15 20
Dev(%) 2.6 2.7 2.4 2.7 2.7 1.8 2.5 2.7 2.1 2.6 2.8 3 3.4 3.1 2.6 3.1
#Best 0 0 0 0 2 3 0 0 3 2 1 1 1 1 0 0
Score 102 86 86 94 77 55 96 97 69 91 85 100 105 93 88 101
Table 6.6: PR parameters evaluation.
perform a manual tuning. To this end, we conducted a set of preliminary experiments using several
traffic instances for each of the networks evaluated, and took (after testing several combinations) the
combination of parameters, that is, (p, pe, pm, ρe, np, ie), that in average led to the best solutions in
all scenarios. The manually tuned parameter values found are those shown in Table 6.4 as well as a
number np = 3 of parallel populations, an inter-population elite exchange ie = 2 and a chromosome
length as described in Section 6.5.2. Here, it is worth highlighting that we use a reduced population
size (p = 20). As a consequence of the size of the problems, the length of the chromosome was higher
than 300 genes and the decoder algorithm took more than 50 ms to build a single solution from a
chromosome, that is, more than 15 seconds to build one generation when p = ng was used. Then,
the BRKGA heuristic required extremely long times to reach convergence. Reducing the size of
the population, the convergence time was reduced to acceptable values. As it has been mentioned,
3 populations were evolved in parallel and local elite individuals exchange was allowed every 15
generations.
6.6.3 BRKGA vs. GRASP vs. GRASP+PR performance comparison
Having tuned the parameters, we now carry out a performance analysis of the two meta-heuristic
models proposed to solve the SIMNO problem, that is, BRKGA and GRASP+PR. Moreover, in
order to highlight the benefits of PR, we include in the tests the results obtained by the basic
GRASP heuristic (i.e., construction followed by local search). Here it is worth mentioning that the
performance of both GRASP+PR and BRKGA was compared against the optimal solution obtained
by solving the ILP described in Section 6.4 over a small multi-layer topology (not included in this
chapter). In all the tests conducted, the optimal solution was found within running times of some
seconds, in contrast to several hours needed to find the optimal solution using the ILP model.
To evaluate the three different variants, we make use of the 21 traffic instances per network as defined
in Section 6.6.1. For each instance, we run 5 independent executions with the time limit set to 10
hours. The results are reported in Tables 6.7, 6.8 and 6.9, respectively for networks A, B and C.
As it can be observed, basic GRASP outperforms BRKGA in all networks, though more notably
in the most complex instances (i.e., networks B,C ). Note that the performance of BRKGA gradually
decreases from network A to C, with higher complexity resulting in BRKGA finding convergence at
very high CAPEX values when compared to both GRASP and GRASP+PR. In fact, in preliminary
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Method BRKGA GRASP GRASP+PR
Dev(%) 7.79 6.35 2.04
Score 28 25 10
#Best 10 4 15
Table 6.7: Results for traffic instances RA1...21
Method BRKGA GRASP GRASP+PR
Dev(%) 10.91 4.22 0.88
Score 33 22 8
#Best 6 5 18
Table 6.8: Results for traffic instances RB1...21
experiments with smaller problem instances, we noticed that BKRGA obtains very good results in
very short running times, outperforming GRASP in the trade-off between optimality and complexity.
However, in the complex instances considered in this study, it is very difficult for BRKGA to converge
to good quality solutions in short times. To illustrate this behavior, in Fig. 6.5, we plot the search
profile of both BRKGA and GRASP+PR in a 10 hours execution using traffic instance RC10. It is
easy to observe that due to the complexity of the problem, BRKGA finds it very difficult to converge
at good quality CAPEX values, whereas in GRASP+PR early results are already of good quality,
thereby showing that the use of GRASP+PR does really pay off when real-sized, complex instances
are considered.
Finally, GRASP+PR stands out as the best method providing in all networks the best results for
all three metrics considered, a fact which clearly highlights the impact that introducing PR has in
the meta-heuristic performance results. In order to graphically illustrate the performance difference
between GRASP and GRASP+PR, in Fig. 6.6, we plot the search profile of 3 independent runs of
both the GRASP and GRASP+PR algorithms considering traffic instance RC5. Note that in the
x-axis times are given in multiples of the average time it takes to perform a basic GRASP iteration
(i.e., construction followed by local search), and hence, are shown as relative time units. The results
provided claim to show the effectiveness and ability of PR to find regions of the space of solutions
that, with the basic GRASP methodology, are highly unlikely to be found. Indeed, in Fig. 6.6,
remarkable differences among the curves displayed by GRASP and GRASP+PR can be observed.
Method BRKGA GRASP GRASP+PR
Dev(%) 22.14 3.12 0.55
Score 42 16 5
#Best 0 9 21
Table 6.9: Results for traffic instances RC1...21
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Whilst the basic GRASP, after a few initial improvements, presents a rather flat profile, GRASP+PR
clearly shows a more successful and thorough exploration of the space of solutions. Therefore, we
consider that this study visibly shows to what extent can PR improve the results obtained by a basic
GRASP heuristic, and more important, in which problems/scenarios the application of PR is really
advisable. In the matter in hand, the application of GRASP+PR will definitely result in significant
savings for network operators.
6.7 Summary
The objective of this study has been the development of heuristic algorithms aimed at minimizing
the CAPEX investments required to plan a survivable IP/MPLS-over-WSON multi-layer network.
For this purpose, we proposed a novel multi-layer optimization scheme, and hence, eventually tackled
the so-called SIMNO problem. The resolution of this problem is indeed of great interest to network
operators. To deal with SIMNO, we have first detailed the multi-layer network architecture under
consideration as well as the novel recovery schemes proposed. Then, we have formalized the SIMNO
problem by means of an ILP formulation which provided an insight into the complexity of managing
the problem in hand. Finally, two powerful meta-heuristic models have been developed to help solve
the SIMNO problem within practical running times. To be precise, a BRKGA and a GRASP+PR
heuristic have been considered. After performing a set of exhaustive experiments, we have illustrated
the difficulty that the BRKGA heuristic has in finding good quality convergence values, particularly
when the problem instances are complex. At the same time, we have also shown the efficiency of
the GRASP meta-heuristic specifically designed for solving SIMNO, even without the use of PR.
However, the main outcome of this study has been the possibility to verify how powerful the PR
intensification strategy is. Indeed, GRASP+PR has achieved significant improvements with respect
to GRASP, particularly in the more complex network scenarios. In this chapter, GRASP+PR has
helped to solve a current issue for network operators considering real-sized, complex network and

























Figure 6.5: GRASP+PR vs. BRKGA performance comparison in a 10 hours execution (RC10).






















Figure 6.6: GRASP vs. GRASP+PR performance comparison using instance RC5.
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The dramatic increase in the use of new disruptive bandwidth intensive services and applications
has led to a huge surge of IP traffic which, ultimately, has brought to light the clear granularity
mismatch between the client layer and current wavelength-routed dense wavelength division multi-
plexing (DWDM)-based optical layer. This issue results in a highly inefficient use of the network
capacity, and consequently, in multi-layer networks requiring a large amount of highly expensive,
power-consuming IP/MPLS equipments to be installed for aggregation (at the edge) and grooming
(at the intermediate nodes) purposes.
In this context, the flexgrid technology [6], [7], provides higher spectrum efficiency and flexibil-
ity in comparison to traditional wavelength switched optical networks (WSON). By leveraging key
advances in optical multi-level modulation techniques and the design of both bandwidth-variable
transponders (BV-Ts) and bandwidth-variable wavelength selective switches (BV-WSSs), the main
component enabling the design of bandwidth-variable wavelength cross-connects (BV-WXCs), flex-
grid optical networks are able to provide both sub- and super-wavelength traffic accommodation.
Whilst BV-Ts may work under both single- and multi-carrier advanced modulation formats such
as QPSK, QAM, and O-OFDM [7], BV-WXCs can be assembled using existing devices like the
WaveShaper programmable optical processor [171]. Thanks to this flexible technology, a flexgrid
optical network can adjust to varying traffic conditions over time, space and bandwidth, thereby
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creating a network scenario where wavelength channels are both switched and dimensioned (bi-
trate/reach/signal bandwidth) according to temporary traffic requirements.
To this end, flexgrid optical networks divide the available optical spectrum into a set of frequency
slots (FSs) of a fixed finer spectral width in comparison to the current ITU-T DWDM rigid frequency
grid (50GHz) [5]. Current proposals for the slot size are 25GHz, 12.5GHz and 6.25GHz, the latter two
being mentioned in the industry as potential minimum bandwidth granularities. Therefore, traffic
demands are assigned a given number of FSs according to their requested bit-rate, the selected
modulation technique and the considered frequency grid (i.e., the slot width) [7].
Consequently, in this flexible and dynamic network scenario, the classic constraints found in
wavelength-routed networks, which are dealt with routing and wavelength assignment algorithms,
are not applicable anymore. Specifically, in flexgrid optical networks emerge the so-called routing
and spectrum assignment (RSA) problem where spectrum continuity along the links in the route
of a given path (i.e., the same slots must be used in all the links of the path) as well as spectrum
contiguity (i.e., the slots must be contiguous in the spectrum) must be guaranteed [172]. This
problem poses new challenges for the design of future flexgrid optical networks, and thus, has rapidly
aroused great interest within the research community. For instance, some recent works tackle the
RSA problem for either the static/off-line (traffic demands are known a priori) [172], [173], [174] or
the dynamic/on-line (connection requests are provisioned upon their arrival) network scenario [175],
[176]. The study and development of complex RSA models and algorithms is nevertheless out of the
scope of this work. In fact, here we make use of both a simplified RSA integer linear programming
(ILP) model proposed in [174], which removes spectrum contiguity constraints by pre-computing
demand-tailored channels (sets of spectrum contiguous slots), and an efficient RSA strategy similar
to the fixed-alternate and first-fit frequency allocation algorithm proposed in [7] and evaluated in
[177].
Our goal in this paper is, by contrast, to analyze for a number of candidate slot widths, the
capital expenditures (CAPEX) needed to deploy a multi-layer IP/MPLS-over-Flexgrid architecture.
To this end, we model the multi-layer IP/MPLS-over-Flexgrid optimization problem (hereinafter
referred to as the MIFO problem) by means of both an ILP formulation and a greedy randomized
adaptive search procedure (GRASP) algorithm, and solve it considering a range of real-sized network
and traffic instances.
It is clear that finer grids will allow for more efficient spectrum utilization, and as a result,
favor grooming data directly at the optical layer instead of requiring costly IP/MPLS equipment
for such functionality. Thus, given the fact that the network CAPEX, that is, those costs related
to purchasing and installing fixed infrastructures, is a figure network operators are always striving
to reduce, the introduction of flexgrid technology is of paramount importance for future multi-
layer networks [178]. However, it must be noted that while reducing the need for grooming at the
IP/MPLS layer, this more advanced optical technology will also imply higher costs at the optical layer
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given the highly demanding (grid-dependent) filtering characteristics that BV-WSSs are required to
have. In addition, due to the increased spectrum fragmentation (particularly for the 12.5 GHz and
6.25 GHz grids), more complex network management, and therefore, more advanced control planes
will be required, thereby leading to cost increases. Since exact costs for such components are still
not available, in this study we consider a relative cost value to approximately quantify both these
additional costs and, by this means, effectively determine which frequency grid will better address
network operator’s needs for cost-effective, spectrum-efficient network architectures.
7.2 Multi-layer IP/MPLS-over-Flexgrid optimization prob-
lem
In the literature, the multilayer network optimization problem has been tackled with a variety of
objectives (see e.g., [179], [180], [181], [162] and [182]). In fact, each time a novel optical trans-
port technology emerges such a problem has to be redefined. For example, in [182], authors propose
heuristics to minimize CAPEX for a multi-layer network based on synchronous digital hierarchy over
static point-to-point DWDM. More recently, in [162], authors deal with the survivable multi-layer
IP/MPLS-over-wavelength switched optical network (WSON) optimization problem. Nowadays, the
innovation is the replacement of the WSON technology with the emerging flexgrid paradigm. The
aim of the MIFO problem is to effectively exploit network resources while, at the same time, mini-
mizing CAPEX investments. This fact inevitably sets our focus on the size of the costly electronic
layer, and hence, on the reduction of IP/MPLS equipment.
As aforementioned, flexgrid optical networks divide the available optical spectrum into a set of
FSs. Then, the number of FSs each traffic demand is assigned depends on the network slot width
(sw), the demand bit-rate (bd), and the number of bits/symbol that the modulation format is able
to carry (Bmod). Note that Bmod determines both the spectral efficiency of the modulation format
(bits/s/Hz) and the symbol rate, and consequently, the spectral bandwidth required to transmit the
signal [7]. Hence, at a given, fixed data rate, spectral savings can be obtained by reducing the symbol
rate (i.e., increasing Bmod). For example, under good channel conditions, an advanced modulation
format such as 64-QAM (Bmod = 6), would only require 1/3 of the spectral bandwidth used if
QPSK (Bmod = 2) was used instead. However, these improvements come at the cost of reducing
optical path lengths, as higher Bmod implies higher signal to noise ratio penalties and worse receiver
sensitivity [7].
In order to estimate the number of FSs (nd) (i.e., spectral bandwidth) that each traffic demand
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Demand(Gb/s) 10 40 100 400
sw = 50 GHz 1 1 1 4
sw = 25 GHz 1 1 2 8
sw = 12.5 GHz 1 2 4 16
sw = 6.25 GHz 1 4 8 32
Table 7.1: FSs required per demand under each frequency grid.
It must be mentioned that Eq. (7.1) tends to under-estimate the number of FSs required, as it
assumes that bd consists only of payload data. However, in general, this is not the case, as different
overhead data (e.g., around 10% extra) may be required. Such overhead may vary according to the
modulation format selected. For instance, in OFDM-based systems, overhead symbols are required
to avoid inter-symbol interference. Additionally, the selection of the modulation format may depend
on each particular demand bit-rate. These issues, however, are left out of the scope of this work.
Specifically, in this analysis we consider QPSK (Bmod = 2) as the modulation format for all
traffic demands, which are assumed to be of 10, 40, 100 or 400 Gb/s each. This way, the focus
is set on the evaluation of the CAPEX savings that can be achieved through the use of narrower
slot widths. Using (7.1), Table 7.1 reports the number of FSs that each demand requires under
the different slot widths evaluated. One can observe that under the 50 GHz grid 10, 40 and 100
Gb/s demands will require the same amount of FSs, that is, one. However, under a 6.25 GHz grid,
the same set of demands would need, respectively, 1, 4 and 8 FSs, thereby clearly illustrating the
spectrum efficiency that can be obtained using finer BV-WSSs at the optical layer.
Note also that the demand to FS mapping shown in 7.1, not only has impact on the spectral
efficiency achieved, but also on the number and type of BV-Ts deployed. In this work, the grooming
of demands into lightpaths aims at minimizing the number of FSs used. Hence, considering the
type and BV-T costs provided in Section V.A, two demands of 10 Gb/s, following the same path,
would be groomed into a 40 Gb/s lightpath (requiring one 40Gb/s BV-T at each end) in both the 50
GHz and 25 Ghz grids. On the other hand, in both the 12.5 GHz and 6.25 GHz grids, two 10Gb/s
lightpaths (two 10 Gb/s BV-Ts at each end) would be set up. Note that in the 12.5 GHz grid the tie
in the number of FSs is broken by selecting the cheapest option, which in this case is two 10 Gb/s
BV-Ts. According to this discussion, it can be anticipated that networks using finer slot widths
would feature a larger number of BV-Ts but with a considerably lower average bit-rate.
In order to tackle MIFO, we assume that a network topology representing a set of geographical
locations as well as the interconnectivity among them (i.e. the fibers are already deployed) is given
in advance. In these sites, network equipment can be installed if necessary (see Fig. 7.1). Moreover,
we assume that only a limited number of locations can be source/destination of IP/MPLS demands
(blue locations). As required, nodes are equipped with BV-Ts so as to provide connectivity between
the electronic and optical layer. The remaining locations (intermediate locations) are candidate
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Figure 7.1: a) Geographical distribution for network topology locations. In blue, nodes that are
source/destination of IP/MPLS traffic demands. White circles represent candidate locations where
network equipment can be installed if necessary. b) A multi-layer network illustrating a possible
solution for the MIFO problem.
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spots where network equipment is installed according to the functionality required. Specifically, and
given a set of traffic demands to be accommodated, intermediate locations can be either: (1) a multi-
layer node with both IP/MPLS and BV-WXC functionality; (2) a BV-WXC node if no IP/MPLS
operation is required; (3) a patch panel connecting optical fibers if neither IP/MPLS nor BV-WXC
is required at such location; or (4) an empty location if no demand traverses such location. In Fig.
7.1(b), a multi-layer network exemplifying a possible solution to the MIFO problem applied to the
topology of Fig. 7.1(a) is shown. One can observe locations that are equipped with multi-layer nodes
providing either client flow aggregation (edge nodes) or routing flexibility (transit nodes). Other
locations, however, only operate as patch panels for fiber connectivity purposes, thereby minimizing
network CAPEX.
As an example, Fig. 7.1(b), illustrates one of the MPLS label switched paths (LSP) established
in the network, that is, LSP E1-E2. In this case, this LSP entails tearing up two lightpaths to
support virtual links E1-T1 and T1-E2. Recall that one lightpath, which is associated to two BV-Ts
(one at each end), can be used to transport several traffic demands, and, by this means, provide
the grooming functionality required to optimize the use of network resources. It is worth pointing
out that the solution obtained by solving the MIFO problem (i.e., the location, type and quantity
of network equipment deployed) will vary in accordance to the input traffic demands considered.
For the mathematical ILP formulation of the MIFO problem, the reader is referred to [27].
Although the ILP can be solved for small instances (see Section 7.3), its exact solving becomes
impractical for realistic backbone multi-layer networks (under appreciable load) such as those de-
scribed in Section 7.4, even using commercial solvers such as CPLEX [98]. Thus, aiming at providing
near-optimal solutions within reasonable computational effort, our contribution in this chapter is
the development of a metaheuristic method to solve the MIFO problem.
7.3 GRASP heuristic algorithm
In this Section, we provide a detailed description of GRASP heuristic algorithm that we have devel-
oped so as to efficiently solve the MIFO problem.
7.3.1 Construction algorithm
The resolution of the MIFO problem primarily consists in routing, one-by-one, a set of demands
over a virtual topology. For clarity, let us denote with g(·) the function that computes the CAPEX
required to deploy the multi-layer network. The CAPEX is computed using Eq. (2) in [27], and the
specific network equipment cost values provided in Section V. The construction algorithm developed
aims at generating demand orderings, Ox = {d1, d|D|}, that lead to the lowest possible CAPEX
values. Considering the given physical network topology and a full mesh virtual network computed
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on top, each demand d ∈ D, is associated to a sufficiently large set of pre-computed kv shortest-
path virtual routes, Rd = {r1, , rk}; each route r ∈ Rd is in turn associated to a set of ko optical
routes. Thus, in order to progressively generate an ordering vector, the incremental CAPEX cost
(c∗d = min {cd(r)}, ∀r ∈ Rd) of routing each demand is computed so that the demand leading to the
smallest incremental cost d∗ = min d∈D{cd(r)} is added to Ox. Note that cd(r) corresponds to the
incremental cost of routing demand d through the cheapest route r∗ ∈ Rd. For the sake of clarity, in
the GRASP-specific pseudo-codes shown in Procedures 12, 14, and 15, we assume that function g(·)
is able to compute CAPEX only receiving as input parameter ordering Ox. A detailed explanation
of the CAPEX computation is provided in Procedure 13.
Procedure 12 Sample Greedy Construction
INPUT: D,Rd, ∀ d ∈ D, τ
OUTPUT: Ox, g(Ox)
1: Initialize Ox ← ∅ and candidate set: Q← D
2: while Q ≠ ∅ do
3: Randomly sample min{τ ·D,Q} elements from Q and put them in RCL;
4: Evaluate the minimum incremental cost c∗d, ∀ d ∈ RCL;
5: Select d∗ = argmin{c∗d : d ∈ RCL};




In this work, given both the fact that computing cd(r), ∀ ,r ∈ Rd, ∀ d ∈ D, is a time consuming
task and that the size of the real-sized traffic and network instances is usually really large, we have
implemented the sample-greedy (SG) construction method [147]. In this alternative construction
algorithm, the greedy and randomization rules are balanced in an attempt to lower the worst case
complexity of the common greedy randomized (GR) construction [147], which in order to fill the
restricted candidate list (RCL) evaluates at each step all possible candidates. In contrast, as il-
lustrated by the pseudo-code in Procedure 12, SG only samples a subset of the candidates at each
iteration, and then, the element providing the best incremental cost (d∗) is added to the current
solution. The percentage of elements evaluated to fill the RCL is controlled by the input parameter
τ ∈ [0, 1]. Note that parameter τ here is used to balance between greediness and randomness in the
construction, with larger τ values leading to greedier solutions and higher time consumption.
To evaluate cost cd (i.e., CAPEX) for routing each demand d through any virtual route r ∈ Rd,
the heuristic algorithm proposed aims at determining the type of node to be deployed at each location
as well as the type and number of BV-Ts to be installed. To this end, the steps detailed in Procedure
13 are executed. First, in line 1, demand d is added to all virtual links belonging to virtual route r.
Then, for each virtual link e in the network, the loop in lines 2-6, determines the number and type
(Gb/s) of candidate lightpaths (CLs) that have to be established between each pair of locations in
the network. The term CL here is used emphasize that it is not until the node type to be installed
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Procedure 13 Construct multi-layer network
INPUT: V,E, d, r
OUTPUT: Multi-layer network infrastructure
1: Associate d to all virtual links e ∈ E
2: for all e ∈ E do
3: Take set of demands De using e (if any)
4: Groom demands in De and determine the number and type of candidate lightpaths (CL) required
5: Associate CL to both v ∈ V (e)
6: end for
7: for all v ∈ V do
8: According to the CLs ending or originating at v and the demands they groom, determine the type of
ndoe to be installed (IP/MPLS, BV-WXC, Patch-panel or Empty) and type and number of BV-Ts
required
9: end for
10: Compute COSTFO according to the installed BV-Ts, which determine the lightpaths actually established
in the network
11: Compute CAPEX using g(V,COSTFO)
at each location is known that the lightpaths are actually established. After grooming the demands
into CLs, the number of contiguous FSs required by each CL is obtained. Then, an efficient first-fit
RSA algorithm is run in order to allocate spectrum resources along all optical links in route ko =
1 supporting e. Specifically, we model optical links as binary vectors (x[i]), where each position
represents one FS (x[i] = 1 (used) or 0 (free)). Hence, given the number of contiguous FSs required,
a logic and operation considering all optical links supporting e is computed to find all the candidate
set of contiguous FSs where the groomed demand can be allocated. Among them, we select the set
of FSs to be used in a first-fit basis. If no candidate set of FSs is found, then ko = 2 is attempted.
As mentioned in Section 7.1, this strategy is similar to the fixed-alternate and first-fit frequency
allocation algorithm (see e.g., [177]). The main difference lies in the fact that in this work the order
in which these demands are served is controlled by the proposed GRASP methodology.
The subsequent for loop determines the equipment to be installed at each location. Finally,
according to the BV-Ts deployed, the algorithm is able to determine the actual lightpaths established
and the associated cost for using the fiber (COSTFO). Hence, in line 10, CAPEX can be easily
computed by applying g(·). Note that once the cheapest route r∗ is found (and hence so is d∗), d∗ is
routed through r∗ and the set of virtual links is updated accordingly to keep track of the demands
already served. As the loop in Procedure 12 progresses, the number of demands supported by the
set of virtual links E (input for the algorithm in Procedure 13) increases, and so does the size and
CAPEX of the multi-layer network.
In line 8 in Procedure 13), given the CLs ending or originating at node v ∈ V , the functionality
required at v can be determined. For instance, let us assume that v has only one originating (lo) and
one ending lightpath (le), none of the demands groomed in such lightpaths is originating or ending
at v, and both lightpaths groom exactly the same demands, it means that a patch-panel can be
placed at v, as only fiber connectivity is required. In contrast, assuming that another lightpath (le′)
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is also ending at v through the same input port as le, none of the demands it supports ends at v,
and le′ has its exact replica in one of the output ports (i.e., carrying the same groomed demands and
using the same FSs (same channel)), then a BV-WXC needs to be installed, as only optical switching
functionality is required. Finally, if any of the demands in such lightpaths ends or originates at v,
or if any of the ending lightpaths has not its exact replica in an originating one, then IP/MPLS
equipment needs to be installed, as electronic processing of the signals is required. Note that if no
lightpaths end or originate at v, the location is left empty.
7.3.2 Local search algorithm
Since a feasible solution to the problem (Ox) output by Procedure 12 has no guarantee of being
locally optimal, let us denote with Nq(Ox), the set of solutions in the qth neighborhood structure of
Ox. Thus, assuming an order Ox = {d1, , di, , dj , , d|D|}, we define the neighbor of this ordering as an
ordering in which di swaps its position with dj . In order to generate a random neighbor in the first
neighborhood of Ox (i.e., N1(Ox)), we choose pivots di and dj uniformly among the |D| demands.
Hence, creating a Nq neighbor implies that this random swap of demands is performed q times. In
this work, we have adopted the variable neighborhood descent (VND) [138] algorithm to perform
the local search within the GRASP methodology. Specifically, VND explores a limited number of
neighborhood structures (mxStr), by uniformly sampling a number of neighbors (mxSam) in each
of them. Starting with N1, VND performs local search until no further improvement is found. The
VND pseudo-code is shown in Procedure 14.
Procedure 14 Variable neighborhood descent
INPUT: Ox,mxStr,mxSam
OUTPUT: OBEST , g(OBEST )
1: Initialize Oy ← Ox, OBEST ← Ox and k ← 1
2: while k < mxStr do
3: Randomly sample mxSam elements in Nk(Ox) and let O
′
y be the best solution obtained
4: if g(Oy′) < g(Ox) then
5: OBEST ← O′y
6: Oy ← O′y
7: k ← 1
8: else




Finally, the pseudo-code for the GRASP algorithm is illustrated in Procedure 15, where it is possible
to observe that the multi-start phase (i.e., SG followed by VND) is executed for mxIter iterations.
The performance of the proposed GRASP methodology has been compared against the ILP model
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described in [27]. To be able to solve the ILP model, however, we had to consider a size-constrained
multi-layer network (e.g., limiting the size of the virtual topology) and a very small amount of
demands for each experiment. In all the experiments performed, the GRASP heuristic was able to
provide a much better trade-off between optimality and computation time due to the high difficulty
in solving the model. Although for these preliminary experiments the input GRASP parameters
were manually tuned, for the realistic network scenarios considered in this study a more advanced
approach is employed as explained in Section 7.4.
Procedure 15 GRASP algorithm
INPUT: D,Rd, ∀ d ∈ D, τ,mxStr,mxSam,mxIter
OUTPUT: OBEST , g(OBEST )
1: Initialize OBEST ← ∅, i← 0
2: while i < mxIter do
3: Ox ← SG(D,Rd, ∀ d ∈ D, τ)
4: O′x ← V ND(Ox,mxStr,mxSam)
5: if g(Ox′) < g(OBEST ) then
6: OBEST ← Ox′
7: end if
8: i← i+ 1
9: end while
7.4 Illustrative numerical results
In this section, we first present the network scenarios that we consider in order to carry out our
experiments. Second, we perform the tuning of the input parameters required to execute the GRASP
heuristic, and finally, solve the MIFO problem considering a set of realistic traffic instances.
7.4.1 Network scenario
In order to conduct all the experiments, we consider the three optical network topologies shown in
Fig. 7.2. In these networks, we assume that Vv = V , that is, that any location can host an IP/MPLS
node. Besides, only those locations in blue in Fig. 7.2, can be source or destination of IP/MPLS
demands (as explained in Section 7.2). The remaining locations (i.e., the intermediate locations)
will be equipped according to the MIFO problem solution.
As to the traffic profiles (TP) considered, we make use of three TPs as reported in Table 7.2.
Although each TP injects into the network the same average amount of Tb/s, the traffic scenarios
proposed feature lightly loaded demands in TP-1 (only 24.1 Gb/s on average), medium load demands
(52.0 Gb/s) in TP-2, and high bit-rate demands in TP-3 (80Gb/s). Hence, the number of demands
served decreases substantially from TP-1 to TP-3 in order to keep constant the total volume of Tb/s
injected. These TPs are a realistic representation of the expected evolution of bandwidth necessities
for the years to come in increasing order. Since our goal in this work is to evaluate the slot width
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Figure 7.2: Optical network topologies considered: the 21-node Spanish Telefónica (TEL), the 20-
node British Telecom (BT), and 21-node Deutsche Telecom (DT).
TP Avg. bit-rate Demands(%)
(Gb/s) 10 Gb/s 40 Gb/s 100 Gb/s 400 Gb/s
TP-1 24.1 80 13.4 5.4 1.3
TP-2 52 40 40 16 4
TP-3 80 0 66.7 26.7 6.7
Table 7.2: Traffic profiles (TPs) analyzed
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Node Class 1 Class 2 Class 3 Class 4 Class 5
Capacity (Gb/s) 160 320 640 1280 2560
Max. ports 4 8 16 32 64
Cost (c.u.) 9 13.5 19.5 67.5 150.7
Table 7.3: Cost and features of IP/MPLS nodes
BV-T 10Gb 40Gb 100Gb 400Gb
Reach (km) 2500 2000 1000 400
Cost (c.u.) 2.5 7.625 20.625 65.625
Table 7.4: Cost and reach of BV-Ts
impact on the network CAPEX, we considered a wide enough optical spectrum, taking into account
the demands to be served in each TP. To be exact, using 2 THz we corroborated that for all traffic
representations executed a feasible solution could be found. Table 7.3 (IP/MPLS nodes) and Table
7.4 (BV-Ts) provide the characteristics of the network equipment considered as well as their value
in cost units (c.u.) that we use to compute the CAPEX. All these values have been obtained from
discussions currently being held within the STRONGEST project [4].
In addition, we assume an optical amplifier cost of 5 c.u., and CFO = 0.02, that is, the cost
per km and GHz of using the already deployed optical fiber. As mentioned in Section 7.2, we
consider QPSK (Bmod = 2) as modulation format. Note that considering QPSK and the network
topologies shown in Fig. 7.2, it can be assumed that the number of cascaded BV-WXC traversed
by a demand does not need to be limited [7]. In order to route the demands, a set of k shortest
paths is pre-computed over both the physical (ko) and virtual network topology (kv). To this end,
we implemented the Yen’s algorithm as proposed in [167]. Specifically, we set respectively ko and
kv to a maximum of 200 and 400 shortest paths.
7.4.2 GRASP parameter tuning
In order to find appropriate values for the input parameters of the GRASP procedure, we make use
of the automatic biased random-key genetic algorithm (BRKGA) tuning for GRASP heuristics as
proposed in [169]. The parameters that need to be adjusted are τ in the SG construction algorithm
and both mxStr and mxSam for the VND local search heuristic. Thus, the chromosome used to
run BRKGA is defined by these three parameters. We test the following values for each of them:
τ = {0.1, 0.2, 0.3, 0.4}, mxStr = {5, 10, 15} and mxSam = {10, 15, 20}. To run BRKGA, we
use the same approach and input parameter values as in [25]. BRKGA tuning is run considering 5
reduced-size traffic instances for each TP and network, and as a result, a combination of parameters
is obtained for each of them. The parameters found to run GRASP are provided in Table 7.5.
151
CHAPTER 7. GRASP AND VND FOR THE IP/MPLS-OVER-FLEXGRID MULTI-LAYER
PROBLEM
Network τ mxStr mxSam
TEL 0.2 5 15
BT 0.3 10 10
DT 0.3 5 15
Table 7.5: GRASP automatically tuned parameters
7.4.3 CAPEX using relative (grid-dependent) BV-WSS costs
In this subsection, we solve the MIFO problem with the aim of finding, given a target CAPEX
investment and a set of relative cost values for the different bandwidth-variable wavelength selec-
tive switches (BV-WSSs), the maximum affordable cost for each of the (grid-dependent) BV-WSS.
Although the actual cost for these enhanced optical devices (also involving higher costs due to a
more complex control plane) is still not available, we assume that the finer the grid, the higher the
relative cost for a BV-WSS device should be.
In Fig. 7.3, we provide for each network topology, traffic profile (TP), and frequency grid, the
network CAPEX for the MIFO problem solution. Note that CAPEX here only accounts for the
network equipment costs (i.e., Eq. (2) in [27]). Each of the points in the plots corresponds to an
average over 10 independent runs (each lasting for 40 iterations) of the GRASP heuristic algorithm.
For the sake of a comprehensive analysis, we consider two traffic scenarios for each TP, these are,
a highly loaded scenario (4.5 Tb/s are injected into the network), and a medium one (3.5 Tb/s).
Thus, out of the 10 runs, 5 correspond to the highly loaded scenario and 5 to the medium one.
The plots in Fig. 7.3, clearly illustrate the effectiveness of narrower grids in grooming data
directly at the optical layer, thus reducing network CAPEX. Besides, such a positive effect is clearly
dependent on the TP considered. For the TP-1, one can observe that the introduction of finer grids
allows for the spectrum to be better exploited, and hence, to achieve further benefit. In TP-2, by
contrast, the 6.25GHz grid provides the same performance as the 12.5GHz in both the TEL and DT
networks, and the 25 GHz in the BT network. Eventually, in TP-3, the main benefit is obtained
just by considering a 25 GHz grid.
Complementing these results, Table 7.6 reports the average number and bit-rate of the installed
BV-Ts, and Table 7.7 provides the average reduction (with respect to the 50 GHz grid) in both
IP/MPLS node switching capacity and actual amount of traffic switched (flow switched). As ex-
pected, these values are strongly dependent on both the frequency grid and TP evaluated. As
anticipated in Section 7.2, and as long as the TP analyzed allows for it, the use of finer frequency
grids entails a higher number of BV-Ts due to the more fragmented spectrum, which eventually
results in a different grooming of demands into lightpaths (according to the mapping shown in Table
7.1 and the equipment costs provided this section). However, this increase comes at the benefit of
having a considerably much lower average bit-rate per BV-T, a fact which leads to lower switching
capacity, and therefore, to cheaper IP/MPLS equipment.
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Figure 7.3: Network CAPEX (IP/MPLS and optical equipment cost) as a function of the relative
cost for one BV-WSS. The three network topologies are analyzed under the four different slot widths.
BV-T number BV-T bit-rate
Network Grid TP-1 TP-2 TP-3 TP-1 TP-2 TP-3
TEL
50 158 148 119 64 70 70
25 190 179 118 50 49 67
12.5 229 219 117 37 39 66
6.25 277 260 118 30 32 66
BT
50 136 121 111 55 59 64
25 170 150 112 42 47 63
12.5 215 160 111 32 41 58
6.25 255 164 110 26 39 57
DT
50 147 117 115 59 58 62
25 183 140 117 49 50 61
12.5 235 157 116 41 45 60
6.25 257 170 117 31 41 61
Table 7.6: Avg. BV-T number and bit-rate (Gb/s)
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Capacity (%) Flow (%)
Network Grid TP-1 TP-2 TP-3 TP-1 TP-2 TP-3
TEL
25 13 11 8 10 8 4
12.5 20 13 8 16 9 4
6.25 24 13 8 24 11 4
BT
25 5 4 1 5 5 1
12.5 8 7 2 7 7 2
6.25 14 7 2 14 8 3
DT
25 4 6 1 4 12 1
12.5 11 10 1 11 13 2
6.25 17 14 1 17 14 2
Table 7.7: Avg. reduction per grid in node switching capacity and flow switched (with respect to
the 50 Ghz grid)
Grid TP-1 TP-2 TP-3
25 25.6 27.3 23.2
12.5 41.3 36.1 33.5
6.25 57.6 38.9 39.9
Table 7.8: Avg. BV-WSS affordable cost increment per frequency grid (%)
Finally, in order to estimate the maximum affordable cost increment for a BV-WSS in the 6.25
GHz grid, we use as benchmark reference a BV-WSS cost in the 50 GHz grid (see dotted lines in
Fig 3). In the TEL network under TP-1, the cost of the BV-WSSs can be, for the same network
CAPEX, as high as 43 c.u., that is, 72% more expensive than the one used in the 50 GHz grid (25
c.u.). However, when the on-average bit-rate of the demands increases in both TP-2 and TP-3, the
cost of a BV-WSS decreases to about 41 c.u. (64%) and 37 c.u. (23%), respectively. In Table 7.8,
the average BV-WSS affordable cost increment provided by each frequency grid is reported.
In light of the results shown in Table 7.8, which represent an average over the three network
topologies, it is clear that from a temporal perspective given by the on-average bit-rate of demands,
high cost increments can be assumed for a 6.25 GHz grid BV-WSS in the near future (57.6%).
However, considering the expected traffic evolution, which for the long-term estimates a TP similar
to the TP-3 analyzed in this chapter, these investments will not be profitable. Therefore, it can
be concluded that investments in flexgrid optical networks using the 12.5 GHz or even the 25 GHz
grid (considering the increased management complexity of the network in finer frequency grids), are




This paper addressed the design of a multi-layer IP/MPLS-over-flexgrid network. To this end, an
ILP formulation has been presented and, given its complexity, a GRASP meta-heuristic has been
developed. Through extensive numerical experiments, we have analyzed the cost implications that
the frequency grid (slot width) has on this emerging multi-layer network planning problem. For the
sake of a comprehensive study, we have considered a set of realistic network topologies, equipment
costs, and traffic instances.
The results have shown that the benefits that can be achieved through the use of finer slot
widths are strongly dependent on the actual traffic profile (TP) under which the network is operating.
Whilst investments in costly bandwidth-variable wavelength selective switches (BV-WSS) (finer grid)
devices are very well motivated under traffic conditions reporting a high number of light bit-rate
demands, which represent short-term traffic scenarios, they do not seem profitable in the long-term,
where a reduced number of higher bit-rate demands are expected. Consequently, this study reports
both the 12.5 GHz and the 25 GHz slot widths as potential candidates for the deployment of future




the RPD problem in T-SWS
optical networks
8.1 Introduction
As explained in Chapters 2 and 3 in Part I of this thesis, in translucent sub-wavelength switching
(T-SWS) networks, the routing and regenerators placement and dimensioning (RRPD) problem
emerges. We have shown that the joint RRPD problem leads to a very complex formulation, and
consequently, we have proposed to solve both the routing and RPD subproblems separately. To
be precise, we have provided a mixed integer linear programming (MILP) model for the routing
problem (minimizing congestion in network bottleneck links), and an optimal MILP formulation to
solve RPD. While the routing formulations proposed are optimal and can be efficiently solved, the
RPD formulation still results in a complex formulation for which only fairly small problem instances
can be solved exactly. Hence, we have also provided both MILP-based and heuristic RPD algorithms
and assessed their performance.
In the context of communication networks, operations research (OR) methodologies provide a
means of efficiently solving real life problems which are currently identified as open issues among
network operators, and consequently, their solution is of great interest. Indeed, by applying powerful
metaheuristic techniques one can gain a valuable insight into the problem in hand, as they allow
for the consideration of real-sized, complex network and traffic scenarios such as the ones used
in this thesis. Successful applications of OR in this field are, among others, efficient heuristics
for routing and wavelength assignment (RWA) in optical networks [183], optimization of network
design/planning problems [145], and multicast routing algorithms for IP networks [184].
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In this chapter, we restrict our attention to the modeling of efficient metaheuristic hybridiza-
tions to solve the complex RPD problem found in sub-wavelength switching networks. To this end,
a greedy randomized adaptive search procedure (GRASP) [139] and a biased random-key genetic
algorithm (BRKGA) [136] are proposed. GRASP-based heuristics have been used to solve a wide
range of problems with many and varied applications in the real life such as the design of com-
munication networks [141] and collection and delivery operations [142]. Similarly, BRKGAs, which
are a particular class of genetic algorithms (GAs), have also proven to be very effective at solv-
ing complex optimization problems. Indeed, we can find very recent works which apply BRKGAs
to complex communication network problems such as routing in IP networks [97], and RWA in
wavelength-routed optical networks [96].
In this study, we further enhance these methodologies by introducing an adaptation of the vari-
able neighborhood descent (VND), and the path-relinking (PR) intensification procedures. VND
was proposed as a search heuristic within the framework of variable neighborhood search methods
[138]. PR, by contrast, was first applied in the context of GRASP by [137], thereby developing the
powerful and widely used GRASP+PR algorithm. For a wide variety of examples and applications
of GRASP+PR, the reader is referred to [146]. Both VND and PR have proven to be efficient in
solving real life problems. For instance, in the field of optical networks, [185] have recently applied
VND to solve the RWA problem, and [25] have used GRASP+PR to tackle the complex multilayer
optical network optimization problem.
Through extensive experiments, we show that BRKGA-based hybridizations outperform those
based on GRASP and that the introduction of both VND and PR results in significant performance
improvement for both algorithms. Further, by comparing the results of the metaheuristic hybridiza-
tions with that of MILP optimal and heuristic algorithms, this work reports yet another successful
application of OR methods in the field of optical networks.
8.2 A GRASP-based RPD heuristic
The multi-start GRASP procedure basically consists of two phases. In the first phase, a greedy
randomized feasible solution of the problem is built by means of a construction procedure. Then,
in the second phase, a local search technique to explore an appropriately defined neighborhood is
applied in an attempt to improve the current solution.
8.2.1 Construction procedure
In order to construct a solution, our problem consists in selecting, for each path pi ∈ Po =
{p1, ..., p|Po|}, a regeneration option sj ∈ Spi = {s1, ..., s|Spi |}. For the sake of clarity, let us define
a path instantiation uij as the assignment of regeneration option sj ∈ Spi to path pi ∈ Po, that




i denote the complete set of path instantiations.
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Note that we are dealing with an unconstrained problem, and thus, any path p ∈ Po, can take any
s ∈ Sp independently of the decision taken by other paths (i.e., no path instantiation can lead to
an unfeasible solution). Hence, once U is generated, a feasible solution to the RPD problem can be
obtained. Let us denote with g(·) the cost function which aims at minimizing the total amount of
regenerators to be deployed given a BQoT target performance. Function g(·) makes use of Procedure
7 as defined in Section 3.1.4 to compute the number of regenerators. Note that set U helps determine
load ρov, v ∈ V, and thus, a solution to the problem can be obtained by applying g(U). However,
it must be noted that such an operation is required in every phase of the GRASP heuristic and
performed a very high number of times. In addition, parameter R (see Eq. (3.11)) can be extremely
high in some network scenarios. For this very reason, we use a binary search algorithm to reduce
the complexity of Procedure 7 to O(logR). Our approach to construct solutions takes into consider-
ation the order in which path instantiations are performed, as in fact, due to the already deployed
regenerators, such order has influence on subsequent path instantiations. Thus, we consider the
order Ox = {p1, ..., p|Po|} as a guide to iteratively perform, for each path p ∈ Po, the required path
instantiation and generate U . From this point on, it will be up to the subsequent intensification
strategies to improve set U .
Specifically, the construction procedure that we consider to solve the RPD problem is the greedy
randomized construction (GRC) as described in the next subsection.
Greedy randomized construction (GRC)
GRC relies on a restricted candidate list (RCL) which is made up of the paths p ∈ Po with the
best (smallest) incremental costs c(p). Paths are iteratively processed, and at each step, costs
c(p), p ∈ Po are recomputed to account for the paths already processed (i.e., path instantiations
previously performed). All regenerative options s ∈ Sp are considered, and c(p) is given the value of
the option s with the lowest incremental cost (i.e., c(p) = min s∈Sp{c(s)}). It is worth mentioning
that costs c(s) account for the increment in regenerators caused by the selection of s as regeneration
option for path p. Therefore, RCL is dynamically built with all paths p ∈ Po whose cost c(p) falls
within the interval defined by the real parameter α ∈ [0, 1] (see lines 5-7 in Procedure 16). Then,
one of the paths in the RCL (pi) is randomly chosen and the regeneration option sj ∈ Spi with the
lowest incremental cost is selected to perform the required path instantiation uji . Once Q becomes
an empty set, all paths in Po have been processed, and hence, we can finally obtain the total number
of regenerators deployed by applying g(U). Note that costs c(sj), sj ∈ Spi , are again recomputed
at each iteration in order to take into account previous path instantiations (i.e., regenerator sites
already distributed in the network). In this algorithm, parameter α needs to be adjusted as shown
in Section 8.4.
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Procedure 16 Greedy Randomized Construction (GRC)
INPUT: Po,Sp ∀ p ∈ Po, α
OUTPUT: Ox,Ux, g(Ux)
1: Ux ← ∅,Ox ← ∅;
2: Initialize the candidate set: Q ← Po;
3: Evaluate the incremental cost c(p) for all p ∈ Q;
4: while Q ̸= ∅ do
5: cmin ← min{c(p) | p ∈ Q};
6: cmax ← max{c(p) | p ∈ Q};
7: RCL← {p ∈ Q | c(p) ≤ cmin + α(cmax − cmin)};
8: Select an element pi from RCL at random;
9: Ox ← Ox ∪ {pi};
10: Take element sj ∈ Spi such that c(sj) = c(pi);
11: Perform path instantiation uji
12: Ux ← Ux ∪ {uji};
13: Update candidate set Q;
14: Reevaluate the incremental cost c(p) for all p ∈ Q;
15: end while
8.2.2 Local search
In this section, we provide the details concerning neighbor generation as well as the pseudo-code
and operation of the local search algorithm adopted, namely the VND technique.
Neighbor generation
Once the path instantiation set Ux is obtained by means of GRC, local search aims at improving
such a solution by exploring its neighborhood. Note that, due to the fact that path instantiations
are performed taking into account the current location and number of regenerators deployed, only
the last path to be instantiated takes its decision with a whole view of the problem. Changing one
regenerator selection may therefore impact on subsequent decisions and eventually provide a different
solution. Neighbor generation tries to exploit this issue. To this end, random neighbors in the first
neighborhood (i.e., 1−move neighbor) of Ux, that is, N1(Ux), are generated by uniformly selecting
a pair of pivots pi, pj among those in set Po. Then, we take their respective path instantiations
(umi , u
n
i ) and try to improve the selection of sm and sn as regeneration options for paths pi and
pj respectively. We evaluate the incremental costs of all sk ∈ Spi , sl ∈ Spj so that both path
instantiations are recomputed and inserted in Ux again. Note that a q−move neighbor is generated
by performing such a random pair selection and re-computation operation for q consecutive times
over the same set Ux.
Variable neighborhood descent (VND)
The pseudo-code for the VND algorithm is illustrated in Procedure 17. Starting at Ux, VND begins
the search by constructing a set ofMaxSearch neighbors in N1, and if among them all, an improving
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UN solution is found, the algorithm moves to UN and continues the search in N1. If no improvement
is found, by contrast, VND switches to N2 and so on. Due to the fact that VND switches back
to N1 every time an improvement is found, this algorithm is able to perform an exhaustive search
until the last allowed neighborhood NMAX is reached. Note that the intensity of the search in
each neighborhood structure depends on the number of neighbors sampled (MaxSearch). The
best solution found (UBEST ) is returned as output when neighborhood NMAX is reached and no
improvement is found.
Procedure 17 Variable Neighborhood Descent (VND)
INPUT: Ux,MaxSearch,NMAX ;
OUTPUT: UBEST ;
1: UB ← Ux, k ← 1,UBEST ← Ux;
2: repeat
3: i← 0,UN ← UB ;
4: repeat
5: Ux′ ← Create-Nk-neighbor(UB);
6: if g(Ux′) < g(UN ) then
7: UN ← Ux′ ;
8: end if
9: i← i+ 1;
10: until i ≥MaxSearch
11: if g(UN ) < g(UB) then
12: UB ← UN ;
13: k ← 1;
14: else
15: k ← k + 1;
16: end if
17: if g(UB) < g(UBEST ) then
18: UBEST ← UB ;
19: end if
20: until k ≥ NMAX
8.2.3 Path relinking
PR [149] generates new solutions by exploring the trajectories connecting pairs of high-quality so-
lutions. To ensure a proper PR operation, the management of the elite set (ES) has to balance
between quality and diversity attributes [151].
Greedy PR (GPR)
To perform PR, we make use of the path instantiation set U so as to easily detect solution differences.
Hence, given an initiating (Ui) and a guiding (Ug) solution, we obtain the set of divergences Ψi,g
by identifying those path instantiations in Ug which differ from those selected in Ui, that is, Ψi,g =
Ug\{Ug ∩ Ui}. In this work, we consider the greedy PR (GPR) approach [164] to build the path
from the initiating towards the guiding solution. Therefore, at each single movement we evaluate
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the impact that all path instantiations in Ψi,g have when introduced in Ui. Among them, we select
the one minimizing g(·), that is, u∗, and replace the corresponding path instantiation in Ui. Ties in
this case are broken randomly. Finally, u∗ is removed from set Ψi,g. In this way, we progressively
move towards Ug and until Ψi,g becomes an empty set (i.e., the guiding solution has been reached).
PR is implemented using the back-and-forward (PRbf ) strategy, which explores the path in both
directions [151].
Moreover, the selection of a solution from ES depends on both a distance measure and a selection
policy. We consider the approach presented in [151], where the authors propose to select the elite
solution with probabilities proportional to their distance to the solution on which to perform PR
(Ux). Note that the maximum distance between two solutions Ux and Uy, that is, dx,y, is equal
to |Po|. As to ES management (i.e., which solution can be inserted and which has to be removed
in order to keep |ES| constant), it is worth noticing that a solution whose quality is lower than
the best stored in ES and higher than the worst in ES, will be added iff its distance to ES (i.e.,
dx,ES = min Ui∈ES{dx,i}) is larger than a pre-established threshold dth, that is, dx,ES > dth, where
dx,ES = min Ui∈ES{dx,i}.
8.2.4 GRASP+PR algorithm
The GRASP+PR algorithm design considered in this study is the evolutionary GRASP+PR (EPR)
implementation [164]. Specifically, the authors propose three different hybridizations of GRASP+PR,
namely static, dynamic and evolutionary GRASP+PR. Among them, the evolutionary variant dis-
played better performances. For this reason, in order to tackle RPD, we consider the evolutionary
scheme. EPR is based on an evolutionary post-processing phase for GRASP+PR algorithms intro-
duced by [151]. The pseudo-code for EPR is shown in Procedure 18. After set ES becomes full, the
so-called dynamic GRASP+PR (DPR) algorithm is executed for LocalItr iterations (between lines
4 and 12 in Procedure 18). Then, the set of solutions in ES is evolved. This process is repeated for
a maximum of GlobItr iterations and eventually the best solution in ES is returned as output.
It is worth mentioning that we use a parallel implementation of the algorithm in order to better
exploit the capacity of our evaluation platform (see Section 8.4) and to both speed up the algorithm
execution time and enhance its performance. A pool of k threads is generated, each of them running
in parallel the inner loop of the EPR algorithm, that is, DPR. During LocalItr iterations all threads
share a common ES which is accessed following a mutual-exclusion policy. Once all threads have
finished their task, ES is evolved as dictated by the EPR method.
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Procedure 18 Evolutionary GRASP+PR (EPR)
INPUT: GlobItr, LocalItr, |ES|;
OUTPUT: UBEST ;
1: i← 0, j ← 0, ES ← ∅;
2: Execute multi-start GRASP phase until ES is full;
3: repeat
4: repeat
5: Ux ← ConstructionProcedure;
6: Ux′ ← Local Search starting at Ux;
7: Randomly select Ue from ES;
8: Uy ← PRbf (Ux′ ,Ue);
9: Uy′ ← Local Search starting at Uy;
10: Try to insert Uy′ in ES;
11: j ← j + 1;
12: until j ≥ LocalItr
13: Improvement ← 1;
14: while Improvement do
15: Improvement ← 0;
16: Apply PRbf (Ux,Ux′) for every pair (Ux,Ux′) ∈ ES and let Uy be the best solution found;
17: Uy′ ← Local Search starting at Uy;
18: if Uy′ can be inserted in ES then
19: Improvement ← 1;
20: end if
21: end while
22: i← i+ 1;
23: until i ≥ GlobalItr
24: UBEST = min Uk∈ES{g(Uk)};
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8.3 A BRKGA-based RPD heuristic
In BRKGA, a population of p individuals is evolved over a number of generations. Each individual
is represented by an array of n genes (called a chromosome), and where each gene can take any
value in the real interval [0,1]. Thus, each chromosome encodes a solution of the problem and a
fitness value, that is, the value of the objective function. In BRKGA, individuals of the population
are divided into the elite set pe (those individuals with the best fitness values), and a non-elite set.
Whilst the majority of new individuals are generated by crossover combining two elements, one elite
and another non-elite, elite individuals are copied unchanged from one generation to the next so
as to keep track of good solutions. With the very same objective, in the crossover operation an
inheritance probability (ρe) is defined as the probability that an offspring inherits the gene of its
elite parent. Finally, a small number of mutant individuals are introduced to complete a population.
A deterministic algorithm, named decoder, transforms any input chromosome into a feasible solution
of the optimization problem and computes its fitness value.
The decoder algorithm for our BRKGA was first presented in [18], where our aim was to develop
a simple and straightforward decoding algorithm, as fast cost function evaluations are crucial to
BRKGAs. For completeness, the decoder pseudo-code is illustrated in Procedure 19. Each chromo-
some contains as many genes as nodes in the network, and each gene assigns its random value to
the corresponding node (see line 2 in Procedure 19). Then, the regeneration option minimizing the
sum of such node metric is selected. Hence, a very fast fitness computation can be obtained with
this decoding algorithm, even if complex problem instances are considered. However, such simplicity
may also hinder the possibility of approaching optimality. This is indeed an important issue to be
tackled since the reduction of just one regenerator unit implies significant cost and energy savings
in the network, and thus, it cannot be neglected. For this very reason, in the next section, we
re-consider the implementation of BRKGA for the RPD problem, and propose an enhanced method
including VND and PR as intensification strategies, namely the BVR algorithm.
8.3.1 BRKGA with VND and PR (BVR) algorithm
Although in the literature several works report successful implementations of genetic algorithms
working in conjunction with PR (see e.g., [186], [187]), BVR proposes a novel algorithm implemen-
tation in which both a local search (VND) and a PR strategy are inserted into the basic BRKGA
methodology. The pseudo-code for BVR is illustrated in Procedure 20. The input parameters gens
and GlobItr define the maximum number of generations over which the initial population is evolved.
After BRKGA is run for gens generations, the chromosomes belonging to the elite set (pe) in the re-
sulting population Pop are all candidate to be inserted in ES. Then, following the same probabilistic
approach as in the GRASP+PR algorithm described in Section 8.2, a solution from ES is selected
to perform both PR with Ux and the subsequent local search intensification. Then, the evolution of
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Procedure 19 BRKGA decoder
INPUT: N , chromo, Po,Sp ∀ p ∈ Po;
OUTPUT: Ux, g(Ux);
1: for all node n ∈ N do
2: n.metric← chromo.getGene(n);
3: end for
4: Ux ← ∅;
5: for all path pi ∈ Po do
6: for all option sj ∈ Spi do
7: for all node n ∈ sj do
8: c(sj)← c(sj) + n.metric;
9: end for
10: end for
11: s∗ = min sj∈Spi {c(sj)};
12: Ux ← Ux ∪ {s∗};
13: end for
the current population is resumed for another gens generations. Finally, the best solution stored in
ES is returned as output.
Again, BVR is implemented following a parallel approach in which k threads run the algorithm
separately sharing a common ES. Note that the parallel approach not only allows to reduce time
complexity but also generates higher quality elite sets, as ES is concurrently fed by up to k threads.
Finally, all parameters needed to set up both the BVR and EPR algorithms will be adjusted in
Section 8.4.
Procedure 20 BVR algorithm
INPUT: gens, GlobItr;
OUTPUT: UBEST ;
1: i← 0, ES ← ∅;
2: init-BRKGA();
3: repeat
4: Pop ← run-BRKGA(gens);
5: Take pe from Pop;
6: for all chromosome ch ∈ pe do
7: Take Uch and try to insert it in ES;
8: end for
9: Randomly select Ue from ES;
10: Uy ← PRbf (Ux,Ue);
11: Uy′ ← Local Search starting at Uy;
12: Try to insert Uy′ in ES;
13: i← i+ 1;
14: until i ≥ GlobItr




This section describes the computational experiments conducted so as to both evaluate and compare
the performance of the MILP-based MP1 (optimal) and R-MP1 models with that of the EPR and
BVR hybridized heuristic models proposed in this study. The heuristic methodologies have all been
implemented in Java SE 1.6.0 17 using a parallel approach. The experiments have been conducted
on an Intel(R) Core(TM) i7 CPU 950 at 3.07GHz with 4GB RAM under Windows 7 Professional
Edition (64 bits). We use CPLEX (version 12.1) as the underlying MILP-solver. Note that with
this processor we can make use of up to 8 parallel threads, and thus, in all our problems we set k = 8.
8.4.1 Problem instances
The performance of the proposed metaheuristic hybridizations as well as that of the MILP models
has been compared considering the simulation scenario and the set of optical core transport networks
provided in Appendix A.
8.4.2 Sub-wavelength optical network scenario
As to the QoT model, we make use of method proposed in Chapter 2 to obtain the set of paths
Po that do not comply with the OSNR system specifications. Aiming at performing an exhaustive
evaluation of all the methods proposed, we consider a target QoT performance BQoT = 10−3 in
4 different network scenarios (see Table 8.1). These scenarios represent load values corresponding
to both a medium and a highly loaded network, and thresholds corresponding to realistic values.
Whilst an increase in load represents an increase in the number of regenerators required to support
each independent burst flow, rising Tosnr implies increasing the size of set Po as shown in Table
8.2. Further, Table 8.2 reports the total number of regeneration options C∗ (i.e., C∗ =
∪
p∈Po Sp)
under both Tosnr values, thus allowing for a fair estimation of the different problem complexities.
One can observe that in both the Basic and Large networks such amount of options decreases with
the increase of Tosnr. This can happen as higher thresholds may limit reachability in the resulting
transparent graph, and consequently reduce the number of regeneration options. It is also worth
mentioning that in the study provided in Chapter 3, the size of set C∗ was limited to a maximum of
|Sp| = 25, ∀p ∈ Po so as to reduce complexity. However, such an approach hinders the possibility
of approaching optimality, which is our primary objective.
In order to conduct a thorough analysis of all the RPD methods, we first obtain the results
for both MP1 and R-MP1 using CPLEX as solver. These results provide us with the best known
solutions for each of the scenarios evaluated. Afterwards, a set of preliminary experiments is carried
out so as to obtain the best set up for both the EPR and the BVR RPD metaheuristics. Finally, we
evaluate their performance in terms of solution quality and study the statistical significance of the
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Table 8.1: Network scenarios evaluated
Scenario A B C D
Erlangs 15 25 15 25
Tosnr[dB] 20 20 21 21
Table 8.2: Tosnr impact on |Po| and |C∗|
Tosnr Usa-Can German Core Basic Large
|Po| 20dB 421 338 18 349 746
21dB 657 752 55 462 919
|C∗| 20dB 21414 22987 328 7707 16438
21dB 23757 38615 596 6459 13616
results obtained through non-parametric tests.
8.4.3 Experimental analysis
MILP methods results
We use CPLEX to solve MP1 and R-MP1 under each network and scenario. Table 8.3 reports the
minimum number of regenerators to be deployed as well as the optimality GAP (%) of the solutions
provided by CPLEX. Note that the MILP optimality GAP is defined as: GAP (%) = best−lbbest , where
best refers to the best current solution, and lb to the best current lower bound found by the CPLEX
branch-and-bound process.
Each execution is stopped when either the running time reaches 24 hours or the tree size grows
up to 4GB. One can observe that MP1 is only able to reach optimality in the most simple problem
instance, that is, the CORE network. Indeed, optimality gaps of up to 11.9% are observed in the
German network. However, we can observe that with R-MP1 such gaps are brought to 0 in all
cases except for scenarios C and D in the German network. As aforementioned, however, this
is the consequence of introducing in MP1 two additional heuristic constraints, which definitely
reduce the search space, and thus, the complexity of the problem. Whilst R-MP1 works properly in
some scenarios (e.g., Basic(A,C )), in others, such a cut of the solution space excludes high-quality
solutions, thereby hindering the possibility of approaching optimality (Usa-Can(C,D), Large (B)).
The results in Table 8.3 are also in line with the different problem complexities given by the values
provided in Tables 8.1 and 8.2. First, we observe that load variations, which have an effect on
parameter R (see Eq(3.11)), do not have a significant impact on the results obtained, as there are no
notable differences among scenarios A-B and C-D. Indeed, as shown in Section 3.1.4, it is both the
number of regeneration options and the size of set Po what has the greater impact on the number
of variables and constraints of the problem. However, rising Tosnr does have a clear impact on the
problem complexities. As shown in Table 8.2, in both the Basic and Large topologies, it represents an
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Table 8.3: MP1 and R-MP1 results (total number of regenerators and optimality gaps).
Network A B C D
MP1 R-MP1 MP1 R-MP1 MP1 R-MP1 MP1 R-MP1
Core 44 44 62 62 115 115 166 166
Basic 385 384 572 574 580 579 874 873
Large 658 661 998 1139 942 937 1432 1430
Usa-Can 269 264 402 400 472 493 710 755
German 193 188 277 275 403 393 601 589
Gap (%)
Core 0 0 0 0 0 0 0 0
Basic 1.8 0 2.1 0 0.5 0 0.8 0
Large 4.1 0 4.1 0 2.2 0 2.7 0
Usa-Can 3.7 0 3.2 0 7.0 0 6.2 0
German 11.9 0 5.42 0 8.9 4.8 7.2 5.1
increase in Po, but, at the same time, a substantial reduction of |C∗|, thereby lowering the problem
complexity. This issue is reflected in the optimality gaps found by MP1 in these two topologies, as
they decrease from scenarios (A,B) to (C,D). In the Usa-Can and German networks, as expected,
complexities and gaps increase. We note however that in the German network there is a reduction
from scenario A to C. We attribute this behavior to the very high gap found in scenario A, which
may be due to a specific particularity of this problem instance.
In the rest of our experiments, we exclude the Core network instance as it does not provide any
way of differentiating the performance of the different methods.
EPR and BVR parameter tuning
To perform a comprehensive quantitative analysis of the results, we consider the statistics proposed
in [164]. Specifically, we provide the number of times (#Best) that each method is able to obtain
the overall best solution value (BestV al) found among all methods studied. Moreover, we compute
the relative percentage deviation (Dev) between the best solution value obtained by a particular
method and BestV al for that instance. Finally, we report the statistic called Score [170].
In our first preliminary experiment, our focus is on tuning α, that is, the value that controls the
access into the RCL in the construction algorithm. To this end, we construct, for each α value and
network scenario, 200 solutions with GRC. The results are shown in Table 8.4, where the best global
value for each parameter is shown in boldface. The results report α = 0.5 as the best method, as it
provides the best value for each of the statistic parameters evaluated. Therefore, we use GRC(α =
0.5) in the rest of our experiments.
The next preliminary experiment is devoted to the tuning of the two parameters required to set
up the VND local search algorithm, that is, MaxSearch and NMAX . For this experiment, we make
use of the so-called BRKGA tuning as proposed in [169], where authors use a BRKGA algorithm so
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Table 8.4: α performance evaluation in all networks and scenarios.
α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
#Best 2 0 3 1 5 4 1 2 3
Score 72 68 58 70 32 57 66 60 38
Dev(%) 1.68 1.08 1.03 1.31 0.43 1.19 1.41 1.19 0.89
Table 8.5: Determination of an adequate size for set ES using the DPR algorithm.
|ES| 4 6 8
#Best 9 17 4
Score 13 2 22
Dev(%) 1.77 0.42 2.86
as to find adequate parameter values for a GRASP+PR heuristic. In this case, however, and due to
the complexity of the instances considered, we only tune the VND parameters. Then, we perform
a more exhaustive evaluation of the key PR parameters, namely the size of set ES and dth, which
manages the access to ES.
We test the following values for each parameter: (a) NMAX = {5,8,12,15}; (b) MaxSearch =
{15,25,40,50,70}. Therefore, a chromosome is defined by 2 parameters. BRKGA in this experiment
makes use of: p = 20, pe = 0.2, pm = 0.2, ρe = 0.7. The fitness for each chromosome corresponds to
the average obtained over 5 independent executions of GRC plus VND, each lasting for 56 iterations
(7 iterations per thread). The automatic tuning sets parameters NMAX = 50 and MaxSearch = 8
(i.e., the values with higher frequencies of occurrence).
Next, we conduct two additional preliminary experiments in order to set up the parameters
corresponding to the PR procedure, namely the size of set ES, and the minimum distance dth.
First, we evaluate 4, 6, and 8 as candidate sizes for set ES. We note here that the size of set ES
represents a trade-off between quality and diversity that needs to be evaluated. To this end, we
run 20 independent executions of the DPR algorithm for all network scenarios, each lasting for 100
iterations. According to the statistics reported in Table 8.5, |ES| = 6 represents the best trade-off
to perform PR, and hence, we consider this value for the rest of our experiments requiring the PR
intensification procedure.
To analyze the impact of dth, and given the fact that the maximum distance between two solutions
is equal to |Po|, we compare the performance of three different percentages of this value as possible
distance thresholds, that is, 5%, 10%, and 15%. We perform 20 independent executions of the
algorithm each lasting for 200 iterations in all network scenarios. According to the statistics reported
in Table 8.6, the best value is dth = 10%, and hence, we select it for the rest of our experiments. Note
that both the VND and the PR parameters found will be used by both EPR and BVR algorithms.
Finally, to specify the parameters in BVR that deal with the evolution of the population, we
consider the values that after some preliminary experimentation we successfully tested in [18]. These
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#Best 8 12 6
Score 14 6 16
Dev(%) 1.8 0.52 2.1
values are the ones used in Section 8.4.3, though in this case the population size is set to p = |N |
and the chromosome structure as described in Section 8.3. In the next Section, we compare the
performance of the metaheuristic hybridizations for the RPD problem proposed in this chapter with
that of the MILP-based MP1 and R-MP1 models.
RPD methods performance comparison
In this final experiment, we compare the performances of all the RPD resolution methods proposed
throughout this chapter. Specifically, the following five algorithms configurations are executed (for
each method 20 independent executions are run each with 8 threads evolving in parallel):
• BRKGA: Run for a minimum of 1000 generations and stopped after a maximum of 200 gen-
erations without improvement.
• BVR: Run for 500 generations. Three different configurations for this method are tested,
namely BVR(1), BVR(3) and BVR(5). The number in brackets corresponds to GlobItr, that
is, the number of times that the evolution process is stopped so that both PR and VND can






• GRASP : The GRASP multi-start phase (i.e., GRC followed by VND). Each thread performs
36 multi-start iterations.
• DPR: The dynamic variant of GRASP+PR, each thread is run with LocalItr set to 36 itera-
tions. Note that in this case the evolutionary stage is not executed.
• EPR: In this algorithm, each thread is run with the parameters LocalItr and GlobItr set to
12 and 3 respectively.
The results provided in Table 8.7, report BVR(3) and BVR(5) as the best methods, thereby
showing the benefits achieved by incorporating both VND and PR into the basic BRKGA procedure.
Although one can observe that further iterations (BVR(5)) slightly increase #Best with respect to
BVR(3), it does so at the cost of substantially increasing computation times. Further, in BVR(5),
the remaining two parameters do not experience any improvement. Hence, considering that our
primary objective is to approach optimality, and that in this respect both BVR(3) and BVR(5)
provide the same performance, this experimental analysis reports BVR(3) as the most efficient RPD
169
CHAPTER 8. META-HEURISTIC HYBRIDIZATIONS FOR THE RPD PROBLEM IN T-SWS
OPTICAL NETWORKS
Table 8.7: Statistic results for all RPD methods
Method BRKGA BVR(1) BVR(3) BVR(5) GRASP DPR EPR MP1 R-MP1
#Best 40 162 168 175 0 0 0 0 140
Score 62 23 1 1 142 115 90 102 58
Dev(%) 0.35 0.1 0.02 0.02 5.46 2.08 1.5 1.23 2.14
Time(s) 100.6 75.9 88.1 149.9 1022.3 4008.8 5138.1 24h 8236
algorithm among the ones evaluated in this chapter. Results obtained by all three GRASP variants
also show the impact of introducing PR and in particular of the evolutionary stage. As expected,
EPR is able to provide better performance, though requiring more computation time. For the sake
of a fair comparison, if a MILP method obtains a BestV al for a particular instance, its counter of
#Best is incremented by 20 units.
Next, in order to be able to numerically compare the heuristic results with those of the MILP
methods, in Table 8.8, we provide the final results for the best methods in terms of the number
of regenerators. In this case, the numbers shown in boldface represent the problem instances in
which that particular method has not been able to at least equal the result obtained by the best of
MP1 and R-MP1 for that particular instance. One can note that BVR(3) improves upon the MILP
models in all cases except for the German(B) scenario, and that even EPR reports best values in
some instances compared to the MILP methods. In fact, considering all the problem instances,
BVR(3) using much less computation time, provides a reduction of 272 regenerators when compared
with R-MP1, 106 with MP1, and of 60 if compared with the best of both MILP methods. These
results also allow us to analyze the effect of the problem complexity on the performance of the
best BRKGA-based algorithm (BVR(3)), and the best GRASP-based method (EPR). Using the
values reported in Table 8.8, we compute the difference between the results of both heuristics (i.e.,
regs(EPR)-regs(BVR(3))). Whilst the total difference in the number of regenerators for scenarios
(A,B) is 22, it increases up to 94 for scenarios (C,D). Further, we confirm that the difference between
both algorithms does not change significantly under a load variation, as the aggregated difference is
56 and 60 respectively, for scenarios (A,C ) and (B,D).
Hence, considering only solution quality, these results report that BRKGA-based heuristics are
more appropriated for the RPD problem because of both their simple decoding algorithm and ability
to obtain high-quality solutions in short computational times. Further, we can notice that despite
the benefits generated by both VND and PR in GRASP are noticeable, they are not able to match
the fast genetic evolution. The size of both Po and C∗ make it necessary to introduce memory into
the process, and in this aspect, BVR clearly outperforms EPR thanks to the joint operation of the
genetic evolution and PR.
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Table 8.8: RPD methods results (number of regenerators deployed).
BRKGA BVR(1) BVR(3) EPR MP1 R-MP1
Basic
A 384 384 383 386 385 384
B 571 571 571 571 572 574
C 582 579 579 582 580 579
D 874 873 873 875 874 873
Large
A 655 653 652 657 658 661
B 985 984 983 986 998 1139
C 937 935 934 940 942 937
D 1419 1418 1417 1423 1432 1430
Usa-can
A 265 264 264 265 269 264
B 400 400 400 401 402 400
C 465 463 462 471 472 493
D 701 700 700 703 710 755
German
A 189 188 188 191 193 188
B 277 276 276 282 277 275
C 396 394 393 419 403 393
D 589 587 587 626 601 589
8.4.4 Statistical analysis of the results
In this section, we aim at confirming the results obtained in the last section. To this end, we
conduct tests to analyze whether the performance differences found among the RPD algorithms are
statistically significant.
[188] tackled the issue of statistical tests for comparison of algorithms on multiple problem
instances. In this thesis, we use the non-parametric Friedman Test [189], and the Nemenyi Post hoc
test [190] to evaluate our k = 9 algorithms under the N = 16 different problem instances as reported
in Table 8.1.
The Friedman test ranks the algorithms for each problem instance separately. By comparing the
average ranks of the algorithms, the statistical significance of differences between the methods is
examined. In this work, we use the enhanced version of the Friedman test developed by [191], which
uses the test statistic FF based on the F -distribution with degrees of freedom ((k−1),(k−1)(N−1)).
If the equivalence of the algorithms is rejected, the Nemenyi post hoc test is applied in order
to perform pairwise comparisons. The average ranks are reported in Table 8.9 for each of the
9 different RPD methods. Given the ranking obtained, BVR(3) and BVR(5) represent the best
performing algorithms closely followed by BVR(1). Then, we find BRKGA and R-MP1 providing
quite similar performance. The next group is formed by EPR and MP1, and finally the DPR and
GRASP algorithms reporting the worst results. The next step is devoted to analyzing the statistical
significance of differences between these ranks. In our scenario, the FF test statistic is distributed
according to the F -distribution with (8,120) degrees of freedom. In this case, FF = 44.543, a
value which is fairly greater than the critical value 2.66 obtained with the F -distribution and a
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Table 8.9: Rank results and pairwise differences of the RPD algorithms. (CD = 3.76)
Method BVR(3) BVR(5) BVR(1) BRKGA R-MP1 EPR MP1 DPR GRASP
Avg. Rank (2.125) (2.125) (2.93) (4.53) (4.781) (5.937) (6.5) (7.25) (8.875)
BVR(3) - 0 0.82 2.41 2.66 3.81 4.38 5.13 6.75
BVR(5) - - 0.82 2.41 2.66 3.81 4.38 5.13 6.75
BVR(1) - - - 1.59 1.84 3 3.56 4.31 5.94
BRKGA - - - - 0.25 1.4 1.97 2.72 4.34
R-MP1 - - - - - 1.15 1.72 2.47 4.09
EPR - - - - - - - 1.31 2.93
MP1 - - - - - - - 0.75 2.38
DPR - - - - - - - - 1.63
GRASP - - - - - - - - -
significance level of the test α = 0.01. Taking into account this test, a significant difference between
the performance of the different RPD methods exists, and thus, the equivalence can be rejected.
Hence, we can proceed with the Nemenyi Post hoc test to determine differences between the average
ranks for every pair of algorithms. To this end, we compute the critical difference (CD) (see [188])
between algorithm ranks. For a significance value α = 0.01, we have that CD = 3.76. Given the
results provided in Table 8.9, we can clearly identify two different groups. A first group consisting
of BRKGA-based methods plus R-MP1, and a second one with the remaining algorithms. Note
that algorithms within a group differ from best to worst in less than CD. Hence, the Friedman and
Nemenyi tests confirm the results obtained in the experimental analysis and reinforce the conclusion
that BRKGA-based algorithms are effective metaheuristics for the RPD problem.
8.5 Summary
The purpose of this chapter has been the development of efficient metaheuristic methods to solve
the RPD problem found in T-SWS networks. This problem deals with the minimization of the
number of regenerators required to mitigate the impact of the PLIs in the network. Due to both
their high cost and power-consumption, this problem is of great interest for network operators which
strive for cost-effective, energy-efficient architectures. We have developed two different hybridized
metaheuristics based on both GRASP and BRKGA algorithms. Moreover, we have introduced VND
and PR into their basic procedures, and finally implemented the EPR and BVR algorithms to solve
the RPD problem. We have compared their results with those of both an optimal and a heuristic
MILP formulation using CPLEX. Among them, BVR reported the best overall results in all the
scenarios evaluated except for one, thereby standing as an efficient and competitive algorithm to
be taken into consideration for the planning and design of future sub-wavelength OTNs. Further,
we also observed that genetic methods such as BVR are particularly recommended for the RPD






Conclusions and future works
Part I
This first part of the thesis has dealt with the modeling, optimization and performance analysis of
next-generation cross-layer OTNs based on SWS. To this end, this thesis has taken into account
the impact that L0 phenomena (i.e., PLIs) have on the optical end-to-end signal transmission (i.e.,
L2-L0 cross-layer optimization). A novel transmission mode, the QS, has been proposed for OBS
networks. QS has been shown to be able to provide substantial improvements in terms of the
BLP (wrt. the asynchronous transmission), while avoiding the hardware complexity of the pure
synchronous approach. Furthermore, we have modeled a novel translucent node architecture for T-
SWS networks by means of commercially available components and sub-systems. Through extensive
simulation experiments, we have proved that the T-SWS is able to perfectly mitigate the adverse
effect of PLIs, and therefore, that it represents a compelling model for future OTNs. Finally, we
introduced real-time OPM monitoring in the T-SWS network by means of the CLONE networking
model. We showed that CLONE based networks, thanks to their dynamic adaptation to time-
varying PLIs, provide substantial improvements in terms of both energy efficiency and packet loss
performance.
Future research within T-SWS networks should involve the development of more accurate an-
alytical models to account for the impact of non-linear PLIs [129], as future higher bit-rates and
more closely spaced channels will dramatically increase their impact. In addition, the modeling of
amplifier dynamics contributing to channel power excursions is a subject certainly deserving further
research [192], [193].
Another subject certainly deserving further research lies within the proposed CLONE networking
concept, where it will be necessary to conduct cost-tradeoff studies to compare the CAPEX savings
obtained due to the reduction in electrical regenerators and the additional cost of the equipment
required to perform the real-time OPM.
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Part II
In this part, we have presented a set of successful applications of OR methodologies in the plan-
ning/dimensioning of cross-layer OTNs. GRASP and BRKGA meta-heuristics are developed to solve
complex multi-layer optimization problems such as survivability in IP/MPLS-over-WSON, planning
of IP/MPLS-over-Flexgrid and RPD in T-SWS networks. By proving to be efficient in minimizing
network CAPEX, whilst, at the same time, optimizing resources usage, these methodologies repre-
sent efficient and competitive tools to be taken into consideration in future research dealing with




The simulation results for Part I of this thesis as well as Chapter 8 have all been obtained by
considering, if not specifically given differently, the following network scenario.
In our studies, we have used a set of backbone network topologies (see Fig. A.1): a set of Pan-
European [194] networks known as: Large (a), Basic (b) and Core (c) with 37, 28 and 16 nodes and
57, 41 and 23 links respectively; the NSFNET (a US network) [195] (d), with 14 nodes and 21 links;
the JANOS-US-CA [196] (e), a reference network that interconnects cities in the USA and Canada
with 39 nodes and 61 links, and a German backbone topology known as GERMAN50 [196] (f), with
50 nodes and 88 links. In addition, Table A.1 summarizes, for all the networks, some interesting
parameters regarding both the number of nodes (e.g., network diameter) and the distance of their
respective optical end-to-end paths. In the figure caption, the average node degree for the networks
evaluated in Chapter 4 are reported.
Network links are bidirectional and dimensioned with the same number of wavelengths M = 32.
The transmission bitrate of both transmitters at edge nodes and regenerators at core nodes is set to
10Gb/s.
We assume that the traffic is uniformly distributed between nodes and that each edge node offers
Network Max. nodes Avg. nodes Max. length Avg. length
NSFNET 6 3.22 6320 2713.79
Usa-Can 12 5.36 3297 1360.55
German 13 5.5 1037.6 421.1
Core 7 3.7 2912 1238.4
Basic 10 4.75 6505 2094.4
Large 12 5.1 7824 2410.1
Table A.1: Paths characteristics: number of nodes traversed and distance (km)
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Figure A.1: a) Large (37 nodes, 3.08 avg. node degree), b) Basic (28 nodes, 2.92 avg. node degree),
c) Core (16 nodes, 2.875 avg. node degree), d) NSFNET (14 nodes), e) Usa-Can (39 nodes, 3.128
avg. node degree), f) German (50 nodes).
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the same amount of traffic to the network; this offered traffic is normalized to the transmission
bit-rate and expressed in Erlangs. In our context, an Erlang corresponds to the amount of traffic
that occupies an entire wavelength (e.g., 20 Erlangs mean that each edge nodes generates 200Gb/s).
Packets are generated according to a Poisson arrival process and have exponentially distributed
lengths. The mean duration of a burst (1/µ) is 100µs (1Mb). Note that due to both the Poisson
assumption and the fact that we neglect both the switching and processing times of packets, the
packet size does not have any impact on the results obtained [51]. In obtaining the simulation
results, we have estimated 99% confidence intervals. However, since the confidence intervals found
are very narrow, we do not plot them in order to improve readability.
Throughout this thesis we consider an OSNRmin threshold equal to 19dB. This value is commonly
used as OSNRth for the experimental assessment of translucent WSONs with similar network link
configurations (i.e., 32 wavelengths and 10Gb/s) as well as NRZ (non-return to zero) modulation
format (see e.g., [77], [82]). Note that these 19dB already account for the OSNR penalties due
to the maximum acceptable PMD, residual CD, and nonlinearities degradation found in WSONs.
In this thesis, due to the higher impact of both non-linear impairments and amplifier dynamics in
SWS networks, we add on top of the OSNRmin = 19 dB, penalties of 1 and 2 dB to analyze the
performance of our RRPD algorithms.
All simulations have been conducted on the sub-wavelength switching JAVOBS [197] network
simulator on an Intel Core 2 Quad 2.67GHz with 4GB RAM. We use CPLEX (version 12.1) [98] as
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architectures with Dedicated and Shared wavelength resources,”in Proceedings of the 16th
European Conference on Networks and Optical Communications (NOC2011), Newcastle upon
Tyne, UK, July 20-22, 2011.
• O. Pedrola, D. Careglio, M. Klinkowski, and J. Solé-Pareta, “RRPD strategies for a T-OBS
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evaluation of a translucent OBS network architecture,”in Proceedings of 2010 IEEE Global
Communication Conference (Globecom 2010), Miami, Florida, USA, December 6-10, 2010.
• O. Pedrola, D. Careglio, M. Klinkowski and J. Solé-Pareta, “On the physical impairments
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