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Abstract
The focus of this work is the development of a Multi-degree Of Freedom (MOF)
model for simulation and control of the landing performances of the SAE Heavy Lift
Airplane model built by the Aerodynamics design team of RIT. From dynamic
considerations, the landing gear performance has two areas of interest: a) behavior during
touchdown impact, and b) response to excitation induced by track roughness during taxi,
take-off and later part of the landing runs.
As the problem at hand is highly nonlinear and complex, initially a simplified 1-
dof model of the same aircraft is derived and analyzed using Lagrange's equations and
energy methods. After understanding the basic dynamics of the system, a more complex
3-dof model is derived considering the dynamics of the wheels of the landing gear.
Analyses with and without the runway profile are carried out to study the effects of the
input signals on the derived model.
In order to achieve a controlled landing behavior of the aircraft, a linear damper or
shock absorber is incorporated into the analysis and simulation, even though it is not
available in the original prototype. The nonlinear models are linearized in Simulink and
control system designs are performed on the linearized models using Root Locus
techniques, Pole Placement methods, LQR approach, and Error Space approach. The
designed controllers are then applied on the original nonlinear 3-dofmodel of the landing
gear and a study of the effects of changing landing gear parameters is performed. Open
loop and Closed loop simulations are carried out to come up with an effective controller
type, which will ensure optimum landing performance in a normal landing situation.
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1.1 Overview ofLanding Gears
One of the many critical components that make an aircraft function is the landing gear.
The basic function of a landing gear on an aircraft is to maneuver it during its ground
operations which include taxi, takeoff and landing. Of these, the most critical phase is the
landing because it involves a massive amount of energy transfer and the system has to be
stable enough to operate under these conditions. Some of the constraints and
requirements for the performance of landing gears are crash survivability, riding
performance, weight, height, stroke length, retraction, and steering. All of the above
would have to be optimized for the reasonable performance of an aircraft on its ground
operations.
Although there are so many different variants of the landing gear models, the
conventional one has a tired wheel unit, a shock absorbing unit and a supporting structure
[1]. The wheel unit has a main wheel assembly attached to the fuselage and a nose wheel
assembly attached to the nose of the aircraft. There are three common types of landing
gear: conventional, tricycle, and tandem. This work has been confined to the tricycle type
of landing gear. During landing, the main wheels come in contact with the ground first
which is called the touchdown and then the nose wheel makes contact with the ground
[2]-
There are three commonly adopted arrangements for the nose gear geometry which are
telescopic, articulated, and semi articulated as shown in Fig. 1.1 (Conway, 1958).
\\v\ \ \ \ \\y\\\\ \\\\\ w
Telescopic Articulated Semi articulated
Fig. 1 . 1 Landing gear types
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The telescopic design is kinematically simpler but the geometry may not account for the
large strut forces. Since the shock strut in the articulated design has both ends hinged, it
produces only axial forces and so does minimize the journal frictional forces, but at the
cost of complex kinematics. The shock strut in the semi articulated gear design has only
one end hinged, but the performance can be optimized by proper selection of gear
parameters.
The two major concerns for landing gear performance are: (a) behavior during touch
down impact, (b) and performance excitation induced by track roughness during taxi,
takeoff and the later part of landing runs. The high level of transients induced during
touchdown have to be controlled smoothly in order to achieve the steady state in a
reasonable amount of time.
1.2 Developments in the Field ofLanding Gears
There has been considerable research in the field of landing gear design and development
and most of these works are specific to a particular case under consideration. The various
steps in landing gear design, its performance requirements and shock strut design are well
described by Currey [3], based on experience and experiments. Jocelyn [4] ofNASA has
explained in detail the landing gear dynamics, especially shimmy and brake-induced
vibration and has well summarized the work documented from the last ten years to
highlight the latest efforts in solving these vibration problems. According to their work,
the landing gear vibration includes self-induced oscillations called shimmy and
brake-
induced vibration. Possible causes for shimmy are low torsional stiffness, excessive
freeplay in the gear, wheel imbalance, or worn parts. Brake-induced vibration includes
gear walk, squeal and chatter, which are caused by the frictional characteristics between
the brake rotating and nonrotating parts. This paper also explains the work done by
Moreland [5] in landing gear dynamics and the theory of shimmy. Moreland found that
to precisely describe the system and the shimmy phenomena, the mathematical model
required 5 degrees of freedom: tire deflection, swivel angle, strut deflection, damper-
linkage strain, and airframe motion. Even though it may seem cumbersome to include
these degrees of freedom to the specific model of study, they play an important role if the
model has to be comprehensive enough to consider all the practical working conditions.
W. Kriiger et al. [6] documented the aircraft landing gear dynamics in a wider sense,
considering both landing and ground maneuvering with control aspects. There are two
control concepts which are of interest to automotive systems: (a) in a fully-active
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suspension an actuator provides force which is directly defined by a control law, (b) in a
semi-active suspension only the damping force in the direction of the momentary damper
displacement is modulated to control the damping coefficient. Their work analyzed the
problem from design requirements to the simulation of the system with all probable
variables.
Most of the earlier models were simplified to reduce the complexity of the resulting
equations due to lack of computational facilities and they assumed the gear geometry to
be telescopic. D. Yadav and R. P. Ramamoorthy [2] analyzed an extended version of the
heave model created by Yadav and Kapadia (1990). This model idealized the aircraft as a
rigid beam supported by the shock absorbers over two wheel springs. The masses of the
wheels and the linkages were approximated as lumped at the respective wheel axes and
the sprung masses were assumed to have heave and pitch degrees of freedom.
The heave model neglected the pitch degrees of freedom and its coupling with the model,
whereas the heave pitch model incorporated these effects into the analysis. The heave
pitch model used a two-wheeled articulated nose gear and telescopic main gear
geometries during landing impact. They also studied the influence of linkage dynamics
with oleo pneumatic shock struts for the first time. Theirmodel is shown in Fig. 1 .2.
Fig. 1 .2 Heave-pitch model [2]
In this study, three shock absorber parameters
- orifice discharge coefficient (Cd), initial
air pressure (Pa0) and pneumatic area (Aa) were selected for variation in the articulated
nose gear. By varying Cd for the nose gear, the system behavior indicated that the
touchdown should take place with a smaller damping (larger Cd)- This would not have
major effects on the maximum heave or pitch amplitudes of the sprung mass. They also
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summarized a smaller initial air pressure at touchdown, that could be made to increase
with time for the impact duration, could be used in active control of shock absorbers.
1.3 Objectives ofCurrentWork
1 . The focus of this work is to develop aMulti-Degree ofFreedom (MDF) model for
simulation and control of the landing performance of the SAE Heavy Lift
Airplane model built by the Aerodynamics Design Team ofRIT.
2. Initially, a simplified model of the same system is studied and the equations of
motion are derived. In this particular model, the equations are derived
considering only the pitch angle of the plane and the wheels are approximated
with massless points which move on the road surface. This leads to a single-
degree-of-freedom system which has the basic characteristics of the system
behavior. This simplified model also allows study of the energy equations and
their variation due to the pitch angle.
3. A Lagrangian formulation and energy methods are used throughout the study to
derive the equations ofmotion.
4. Both models, with and without the runway profile are studied and analyzed to
understand the effect of the road perturbations on the model. FFT analyses are
performed to find out the frequency content in the response signals.
5. The existing model has only a spring on the nose wheel, which induces oscillatory
behavior to the response. In order to achieve a controlled response behavior, the
system is analyzed with a linear damper or shock absorber to dissipate the
dynamics during the touchdown impact.
6. A Root Locus study is performed on the characteristic equations of the linearized
models to study the effects of changing gear parameters on the stability of the
landing gear. By analyzing the pole-zero placements of the characteristic
equation, it is possible to understand the effects of the characteristic roots on the
response behavior.
7. Because the model derived is highly nonlinear in nature, initially three types of
controllers are designed for the linearized version of the 1-dof model using root
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locus techniques and Matlab sisotool. These controllers are then modified to suit
the needs of the nonlinear model.
8. Open loop and Closed loop simulations are carried out to come up with an
effective controller type, which will ensure optimum landing performance in a
normal landing situation.
9. A discussion of the actual landing scenario is presented where the main wheels
contact and ride on the runway until the landing speed is lowered by the pilot. The
actual landing simulation is carried out in Simulink, considering both these cases.
10. A more sophisticated approach is followed in designing a controller for the 3-dof
model. The 3-dof model is linearized in Simulink and the linearized state space
model is used in designing the feedback gains and ensuring minimum steady state
error to a step input.
11. The linear controller is applied to the nonlinear 3-dofmodel and modified to suit
the design requirements of the overall landing situation.
12. To precisely describe the system, parameters like tire deflection, swivel angle,
strut deflection, damper-linkage strain, and airframe motion will have to be





The derivation of Newton's equations of motion require that a mechanical system
consisting of several components be broken apart into different elements and the forces
and moments acting on the components be identified on the free-body diagram of each
element. The dynamic equations are formed based upon the forces and moments acting
on that specific element of the system. In case of complicated multi-body systems, it is
advantageous to derive the equations of motion from a global perspective without
worrying about the forces at the interconnections. J. L. Lagrange (French mathematician,
1736-1813) came up with an effective method of deriving the equations of motion from
system energy considerations. Since energy is a scalar quantity, this method does not
require the often confusing sign conventions in assuming the force directions on the
freebody diagrams.
2.2 Lagrangian Formulation
Lagrangian mechanics uses generalized coordinates of a system, qi, instead of the
physical coordinates r^ [7]. This generalized approach enables one to derive the
equations of motion which are independent of any particular coordinate system or set of
generalized coordinates.
Consider a system of N particles with n degrees of freedom and we define a set of
generalized coordinates qi, i = 1, . . . n, which has a transformation from the physical
coordinates.




t = F- (2-2>
where p^ is the linearmomentum of the z-th particle, which is given by:
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Pi = rrniri (2.3)
Now let us find how these equations transform under the transformation from physical to
generalized coordinates. The time rate of change of the generalized momentum
corresponding to the k-th generalized coordinate qk is given by:
d .
,
d ( dT ,
where Tis the total kinetic energy of the system with respect to the physical coordinates
which is given by:
1
N
Now generalized momentum p^ can be written as:
AT
Pit = jrr = J^TOil ^i^+^i^ + ^i^T1 ] (2.6)
dT ir-^ ( . di dy\ dz
5gfc f V dqk dqk dqk
From chain rule we have:
dx{ ^ dxt . dx{
Taking partial derivatives of the above equation with respect to the generalized velocity





Using this relation Eqn. (2.6) becomes:
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dT
N




Taking the total time derivative ofEqn. (2.9) and applying the product rule to the terms in
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in which the right hand side is the generalized force Qk represented by the transformation
equations. The second summation can be interpreted as follows:
Eqn. (2.7) can be written as:
N




Taking partial derivative of a;, with respect to qk in Eqn. (2.7) we get:
page 23





d i^ydxi . dxi
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k = 1, 2, ... ,n
(2-11)
Eqn. (2.11) relates the generalized force Q^to the time rate of change generalized
momentum. Hence the equations ofmotion of the system in generalized coordinates qk
are:
d ( dT\ dT
dt\dqk) dqk
= Qk k = l,2,...,n (2.12)
Eqn. (2.12) is known as the general form ofLagrange's Equations ofMotion. There is
one equation corresponding to each generalized coordinate qk. It can be seen that the
dynamics of the system is characterized by the kinetic energy and the virtual work done
by the generalized forces.
For a conservative system, there exists a scalar potential function in terms of the
generalized coordinates:
V = V(quq2,...,qn)
The generalized forces can be derived from this potential function as:
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The scalar quantity in the parentheses is defined as the Lagrangian function:
L(q,q,t)=T(q,q,t)-V(q)
Thus it can be seen that the Lagrangian is a function of the generalized coordinates and
velocities. It represents the difference between the total kinetic energy and the total








It can be summarized that for a conservative system, all the dynamics are characterized by
a single scalar function, the Lagrangian of the system.
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2.3 Dissipative Systems
Forces which can not be derived from a potential function are called nonconservative
forces. For example, forces associated with friction cannot be conservative, due to
dissipation of energy. Consider a system with resistive damping forces, with components









sw = Yy Sr
1
N
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Therefore the generalized forces associated with the dissipative forces are:
QI
~
/ a . [C-xixi
*~
CyiVi ~T czizi J*hd<ikK
a . / A C-xyEj r Cyiyi
~~r CziZi I
dq\i-x




D = y ^ ( cxjXj + Cyiyi ~r cziZi I
i=i
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Substituting back into the equation for virtual work, the dissipative generalized forces are




where D is known as the Rayleigh's Dissipation Function. The most general form of
Lagrange's equations ofmotion can thus be written as:
d (dL\ 9L dD
in which L = T V is the Lagrangian, D is the dissipation function, and Q*k is a
generalized force not derivable from a potential function or a dissipation function. We
can note that Rayleigh's dissipation function represents one-half the rate at which energy




MODEL DESCRIPTION AND STATIC ANALYSIS
3.1 Introduction of theModel
3.1.1 Model Specifications
The model used in this study is the SAE Heavy Lift Airplane built by the Aerodynamics
Design Team of RIT. It uses a tricycle landing gear geometry with a nose wheel
operating on a spring and two cable reinforced main wheels. Table 3.1 shows the details
of the airplane. Formodeling and analysis purposes, the airplane body can be modeled as
a rigid body with mass concentrated at the center of gravity of the plane. The landing
gear model, which is of interest here, can be modeled as massless linkages consisting of a
nose wheel mounted on a spring and two main wheels.
Max Payload 14.5 lbs
Engine BrakeHP 1.9HP@ 16, 000 rpm
Airfoil Modified SeligA310
Thickness 14.5 % of Chord




WingControl Surfaces 24 inFlaperons
WingConstruction Fiberglass andBalsa




Fuselage Construction Carbon Fiber andBalsa
Tail Construction Balsa Truss andMonoKote
MainLandingGear Cable Reinforced Dubro Gear
Nose LandingGear 20 lbDual Strut Nose Gear
Receiver 6Channel Futaba FP - R127PF
Servos Tower Hobbies TS - 53 STD
Table 3.1 Details of the Plane
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\ ! i
Fig. 3.1(a) Solid Model of the SAE Airplane (IDEAS)
6
Fig. 3.1(b) Kinematic Model (IDEAS)
Fig. 3.2 shows the analytical model of the SAE Heavy Lift plane.
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Fig. 3.2 Analytical Model
3.1.2 Data Measured From theModel
To completely describe the system and analyze the response behavior, it is necessary to
have a reasonable amount of data of the actual system. The following Tables (Tables 3.2,
3.3, and 3.4) show the actual data measured from the physical system shown in Fig. 3.2.










Table 3.2 Inertia Parameters
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Table 3.4 Spring Constants
Here km and kn are the spring constants of the main and nose wheels respectively. For the
analysis purpose, a high stiffness value of 8000N/m is assumed for both the springs. ks,
which is the stiffness of the nose wheel mounting spring, is derived by performing the
load deflection test and plotting the Load vs. Deflection graph (Fig. 3.3). Table 3.5
shows the data of the test.









Table 3.5 Load vs. Deflection Data
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Load Vs Deflection
Deflection (inches)
Fig. 3.3 Load vs. Deflection of the Spring, ks
From the graph, the equation describing the line is:
y
= 32.415 x
Slope of the line gives the spring constant, ks = 32.415 lbs/in which is equivalent to
5676.7088 N/m.
3.2 Assumptions
1 . The analysis is performed assuming a two dimensional model. The effects of the road
perturbations across the width of the road are neglected.
2. The airplane body is modeled as rigid, with mass concentrated at the center of gravity.
All the connecting elements are assumed to be
massless linkages.
3. The tires are modeled as masses attached to linear springs of high stiffness values
because the prototype model has tires which have aluminum wheels and rubber rings
wound on them. During an actual landing, since the main wheels contact the runway
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first, a linear damper is included with the main wheel spring in order to make the
landing smoother.
4. In deriving the mathematical model of the system, it is assumed that all the forces are
two dimensional.
5. Since the Lagrangian formulation considers only those forces which contribute to the
total energy of the system, the reactions at the interconnections are not considered in
the analysis.
6. The road surface is modeled as a sine wave with small amplitude and the airplane
velocity during landing is assumed to be 10m/s.
7. The friction forces at the joints and on the road surfaces are not considered in the
analysis.
8. Taylor series expansions of order 3 are performed on the equations of potential
energy, and zh to cancel out the higher order terms which would make the equations
highly nonlinear.
9. An approximation of coscfi is used in deriving the equations of motion for the 3-dof
model.
10. The suspension is modified with a linear damper; where as the actual system may
have oleo-pneumatic shock absorber which is nonlinear.
1 1 . Actuator and sensor dynamics are not considered in designing the controllers for the
system.
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3.3 Static Analysis
In order to analyze the equilibrium value of the angle </> of the link CE, a static analysis
of the model is performed [8]. This model is a simplified approximation of the original
one in the sense that it approximates the wheels as massless points which move on the
road surface. When the system is in equilibrium, the forces acting are the reaction forces
from the ground and the weight of the plane as shown in Fig. 3.4. Since there is no
motion, the effect of friction on the road surface is neglected. Now we can apply the
equilibrium conditions to find out these reaction forces and the angle </> when the plane is
in static equilibrium.
Fig. 3.4 Static Analysis
Summing all the forces in y-direction yields:
^Fy = 0^Rm +Rn-W = 0
Substituting for the weight of the plane we get:
Rm + Rn = 116.1504N
Summing all the moments about the point F:
(3-1)
J^Mp = 0^Rn-(QP-ED- sincj)) -W-QG = 0
Simplifying for i^we get,
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Rn =
W-QG
(QP - ED sin<j))
Considering the equilibrium of the link CE (Fig. 3.5) we have:
Fig. 3.5 F.B.D of link EC
Taking moments about Dwe have:
^Md = 0 => -Rn-DE- sine/) + Fs DC sin<\> = 0
ED
S~DC'^




DC (QP - ED sine/))
Since the deflection of the spring ks is restricted by the points A and Cwe also have:
(3.3)
Fs = ks(BD
- DC cos(f) - Ls) (3.4)
Substituting for all known parameters and equating Eqns. (3.2) and (3.3) we get:
1.938
(0.3048 - 0.046 sin(f>)
= 5676.7088(0.033 - 0.035 cos<f))
Ifwe solve the above equation for 0, we can see that there are two real and two imaginary
roots. Since imaginary and negative values for (j) are not practically possible we have:
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4> = 24.67 degrees
This is the value of the angle <f> when the system is in static equilibrium. Now we can
find the static deflection of the spring ks from Eqn. (3.3) as:
BD-DC cos(f> -Ls = 0.0012m
We can also calculate the deflection of the spring ks from the load vs. deflection graph
(Fig. 3.3) by calculating the spring force in Eqn. (3.2). By substituting the value of ^ we
have:
Fs = 6.786N, which is equal to 1.525 lbs.
The equation of the line is:
y
= 32.415 x
Here y = 1.525 lbs and solving for x we get:
x = 0.00119m
which is very close to the static deflection value obtained by the static analysis.
Now the reactions from the ground can be found from Eqn. (3.2):
Rn = 5.165N
Rm = 110.985N
The above analysis shows that the assumptions made are reasonable and the formula for
the spring force is a good approximation of the actual situation.
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MODELING OF THE SYSTEM
4.1 Dynamic Systems
4.1.1 Introduction
This chapter focuses on deriving the equations of motion of the system under
consideration. Although we can represent the dynamics of a physical system in several
ways, the analysis is performed with equations which are compatible with the
mathematical and numerical methods to simplify the solutionmethods. The importance of
deriving equations ofmotion for a system is manifested by the fact that the dynamics of a
system can be characterized by the governing differential equations ofmotion. Unlike the
static analysis where the response of the system is independent of time, the dynamic
analysis involves characterizing the behavior of the system which responds to input
signals, disturbance signals, and initial conditions.
4.1.2 Definitions Related to Dynamic Systems
Before we proceed to derive the equations of motion, it is helpful to know some of the
definitions related to a dynamic system. The definitions of a dynamic system [9] are
described below.
A system is a set of interacting components connected together in such a way that the
variation or response in the state of one component affects the state of the others.
Modeling is the process of identifying the principal physical dynamic effects to be
considered in analyzing a system, writing the differential and algebraic equations from the
conservation laws and property laws of the relevant discipline, and reducing the equations
to a convenient differential equation form.
The major disciplines of engineering systems are mechanics, electricity and electronics,
fluid mechanics and fluid controls (including hydraulics and pneumatics), and
thermodynamics .
The behavior of a system is characterized by its response to external inputs, disturbances,
and initial conditions. Fig. 4.1 shows the simple description of a dynamic system. Here
outputs mean the dependent variables of the differential equation that represent the
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response of the system. Inputs mean functions of the independent variable of the
differential equation, the excitation, or the forcing function to the system. External
disturbances or perturbations mean those external environmental effects that may occur
randomly or unexpectedly. The Initial conditions are the initial values of the dynamic
variables of the system. The dynamic variables of a system are those variables whose






Fig. 4.1 Block Diagram of a Dynamic System
A dynamic system is described by differential equations and the response of the system
is determined by the present state of the system (the initial conditions) and the present
input. Thus, a dynamic system may continue to have a time-varying response after the
inputs are held constant.
The transient response of a dynamic system to an external input refers to the behavior of
the system as it makes a transition from the initial to the final condition. A dynamic
system will reach a steady state after all of the transients have died out. The time it takes
to reach the steady state is called the settling time.
A differential equation describing the characteristics of a dynamic system will have
dependent and independent variables, their derivatives and excitation or external forces.
In general, differential equations can be either linear or nonlinear. A linear differential
equation consists of a linear combination of the system variables and their derivatives.
On the other hand, a nonlinear differential equation has nonlinear combinations of the
variables and their derivatives. Typically, these equations may contain the product of two
variables, square of a variable, trigonometric functions of the variables, and so on. There
are numerous methods available for solving linear differential equations, but most
nonlinear systems do not have known analytic solutions. If an analytic solution is not
possible for a nonlinear system, we find an approximate solution by numerical integration
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methods which are normally done by digital simulation. These simulations are run with
small time increments and the solutions are typically approximations of the actual
solutions.
4.2 Modeling ofDynamic Systems
The following Fig. 4.2 describes the various steps in modeling a dynamic system.






























Fig. 4.2 Modeling Sequence
The first step is identifying the actual dynamic system of interest. It has all the inherent
dynamic response characteristics of the system that correspond to the exact linear or
nonlinear behavior of the system. The actual system has the true response which sets the
goal of the analysis.
Second is the engineer's perception of the system. For ease ofmodeling and analysis,
the modeler may neglect some of the nonlinearities or higher order dynamic
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characteristics; however, the actual system is a true representation of all of these effects
and characteristics. Therefore, the engineer's perception might not be a true
representation of the actual dynamic system.
The third stage, which is the mathematical model of the system represented by the
differential equations derived using physical laws and energy principles. If the system is
nonlinear, the mathematical representation could include some approximations to
simplify the analysis; therefore, the resulting equations may just be an approximation to
the engineer's perception of the real system.
In the fifth stage, the calculated response obtained by analytical solutions to the
governing differential equations of the system is an exact solution to those equations.
However, errors might exist between the response obtained by numerical or simulation
methods and the actual solution of the differential equation.
The fifth stage is the analysis of the performance of the dynamic system. Several
analytical methods could be used to analyze the performance of the system such as
frequency domain, time domain analysis, and stability analysis.
One of the most important steps is identification of the parameters which influence the
performance characteristics of the response of the system, and the adjustment of these
parameters until an acceptable performance is achieved. Thus the feedback and iterative
step in Fig. 4.2, in which the system is modified, is an important part of the engineering
process.
It should be noted that since the calculated response using numerical simulation is the
solution to the approximate mathematical model which was derived using simplifying
assumptions. It is three steps removed from the response of the actual system. This
means that the solutions to the governing differential equations might not be an exact
representation of the actual system of study; however, the trends in the response of the
system could be understood by doing a simulation. By looking at the response, one can
identify the parameters which influence these trends. Then by adjusting these parameters,
and making the appropriate modifications to the model and simulation, a reasonable
performance can be achieved.
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4.3 Derivation ofOne Degree ofFreedom Model
4.3 . 1 Coordinate System
The degrees of freedom of a system are the number of independent coordinates necessary
to describe the motion of the system at any instant of time. So as the name suggests a
One-degree Of Freedom system requires only one coordinate to describe the motion at
any instant of time. Initially, a simplified model is derived to find the response
characteristics and energy behavior of the system. In this particular model, the wheels are
approximated as massless points which slide on the road surface. So the degree of
freedom has been simplified to the pitch angle of the plane which describes the angular
motion of the plane with respect to time. Let 9 be the pitch angle of the system. The




Fig. 4.3 One-degree ofFreedom Model
Here xq and zq are the x and y coordinates of the point Fwith respect to a rectangular
coordinate system referred to as global coordinate system. These are basically x, y, z
coordinates with respect to an axis triad with fixed unit base vectors i , j, k or e"x, e"y, e"2.
However, in many cases it becomes useful to define other coordinate systems referred to
as a local coordinate systems with their origin fixed at the current position of a point. In
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our case, 0is defined as the angular motion about the center of gravity of the plane, which
is a local coordinate.
4.3.2 Velocity and Energy Analysis
Since the point F is tracing the road profile defined by the vertical coordinate zq, we can
write its vertical velocity as z'o, which is the time derivative of zq . Now the velocity of
point Q can be written as:
~$q =^f + -nr-^ 9 QF (4.1)
We have the velocity of the center of gravity as:
-V>G=^Q+ N0-QG (4.2)
Substituting for v q in Eqn. (4.2), we get:
-$G =^F + e^^ 9-QF+ N 0 QG
1?G =t0 + zVf + <-0 QF + 10 QF + <-0 QG + 1* QG









v2Gx + v2Gy (4.3)
The total kinetic energy of the system consists of both
translational and rotational kinetic
energies. So we have:
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2











+ (io -9-QF- sin9 + 9 QG +
-7G(
0 j
The total potential energy of the plane is due to gravity and the spring ks. Therefore, we
have:
i Hj Ugrav ~> Usp
where Ugrav is the potential energy of the plane due to the y coordinate of the center of
gravity of the plane yG and is given by:
U^av = M-g-(yF +
QF- cos9 + QG sin9) (4.6)




Substituting for As = BD
- DC cos<f> - Ls in Eqn. (4.7), we get:
Usp=\ ks(BD
- DC cos(f> (4.8)
Therefore, the total potential energy becomes:
PE = M- g(z0 + QF cos9 + QG sin9) (4.9)
+
- - ks(BD-DC cos(j) -
Ls)2
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where 0 is a function of 0. To find 4>, we have:
cos{6 - 9)
-
(QF ' cos9 + Qp sine ~ PD cos9)
)
ED
Taking inverse cosine of the above equation, we obtain:
((h-e) =
cos-1
(QF ' cosd +p ' sin0 ~ PD '
cos6\
,X(QFcosO + QP sin9 - PD cos9
(4.10)
4> = 0 +
ED
Now taking cosine of the above equation, we get:
_i
/QF cos9 + QP sin9 - PD cos9
COS(j) cos 9 +
ED
(4-11)
Expanding out the above identity:
. (QF cos9 + QP sin9 - PD cos9\






This expression for cos<p can be substituted in Eqn. (4.9) to find the total potential energy
of the system. By analyzing the equations for kinetic energy and potential energy, we can
see that the kinetic energy is a function of the angular position coordinate 0, its derivative
0, and the independent variable t. Therefore, we can write KE /(0, 9 ,f). The
potential energy is a function of 0 and time, that is PE
=
g(9, t). Now we can find the
total energy of the system which is a very important criterion in the analysis of a dynamic
system. Thus we have:
Etot = KE + PE
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Etot = \m (v0-9-QF-cos9- 9-QG-sin9) (4.13)
+ (i0 -9-QF- sin9 + 9 QG + -IG( 9
)*
M-g-(z0 + QF- cos9 + QG sin9) + \ ks(BD - DC coscj) -
Ls)2
Zt
Since there are no dissipative components in the above equation, it represents a
conservative system, which satisfies the law of conservation of energy. That is, energy
can neither be created nor destroyed, but can change from one form to another. Hence,
the total energy of the system is independent of position. It is an invariant of the motion
and its value depends only on the initial conditions. A conservative system is one for
which all working forces are derivable from a potential function.
The potential energy, which is a scalar function can be graphically represented by a curve
or a surface (depending on the number of variables). Ifwe draw horizontal lines parallel
to the axis representing the independent variables, we can collect points which have the
same value of potential energy corresponding to each line. These are called level sets,
which are defined as locations of constant potential energy in the physical domain of the
system. These level sets represent equipotential points, curves or surfaces depending
upon the number ofvariables.
In order to visualize the potential energy for the system of study, we first assume the road
perturbations are zero, that is z$ = 0. Substituting this in the equation for PE, we get:
PE =M-g- (QF cos9 + QG - sin9) +
- ks(BD - DC cos(f> - L
,2
Since the expanded form of the potential energy contains so many nonlinear terms, a
Taylor Series expansion of order 3 is carried out to come up with a simplified form for
the potential energy. By substituting for the parameters (please refer Appendix A.l for
energy derivation), we get the following equation:
PE = 19.3415 - 7.8215 0 + 103.0882
02
(4.14)
The above equation represents a curve in the physical domain of the system and is plotted
in the following Fig. 4.4.
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Potential Energy vs. Theta
38-
-0.3 -0.2 DA D.2 D.3
Theta
Fig. 4.4 Plot ofPotential Energy vs. 0
The horizontal lines represent level sets of total energy of the system for different initial
conditions. Since the potential energy can not exceed the total energy the allowable
motion of the system is restricted to regions in which:
PE <E
For a particular total energy level, the difference between total energy and the potential
energy is the kinetic energy. At the boundary where PE = E, the kinetic energy must be
zero. These are called turning points where the displacement is maximum and the
system is momentarily at rest and it changes direction. At the locations where the
potential energy is a relative minimum as compared to the kinetic energy, the dynamics is
described by a potential energy well.
But within the specified limit of total energy, depending on the initial conditions the
potential energy and kinetic energy counterbalance each other.
Substituting for the known parameters in Eqn. (4.13), we get the total energy as:
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R'tot 0.1621 cos29 + 0.1624 sz'n20 + 0.983
+ 19.3415 - 7.8215 9 + 103.0882
02
W (4.15)
The above equation represents an implicit relationship between the position of the
particle, 0, and the velocity of the particle, 0. It defines a family of closed curves in a
plane with axes denoted by 0 and 0. This equation is plotted in the following Fig. 4.5, for
different values of the parameter Rtot.
Fig. 4.5 Phase Curves
Each individual curve of velocity versus displacement is called a phase curve and it
shows the simultaneous evolution of the position and velocity of the particle. The
collection of all these curves associated with various values of the total energy is known
as the phase plane.
The locations where the velocity and acceleration of the particle are zero are called the
equilibrium points. In other words, these are locations of the physical domain where
the net force acting on the particle is zero. These points are found by setting:
d(PE)
d9
0= -7.8215 + 206.1764-0
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Solving this, we get 0 = 0.0379 rad and the corresponding value of potential energy is
given by, PE = 19.1932 Joules. These locations correspond to stationary values of
potential energy, that is infinitesimal changes in position cause no variation of the
potential energy. Since the net force is zero at these points, we have static equilibrium at
these locations. The location of these points are on the 0-axis because at an equilibrium
point the velocity is equal to zero.
The location of these equilibrium points on the potential energy curve helps us to
determine the stability of the system, that is how the system will respond to small
perturbations from the state of equilibrium. For a conservative system, if the equilibrium
point, say 0e lies at a local minimum of the potential energy then the resultant force on the
particle is an attracting force, where as if the equilibrium point lies at a local maximum,
then the resultant force is repelling. In other words, a physical system always tries to
achieve a position of lowest potential energy. So an equilibrium point 0e is stable if:
d92
whichmeans, the curve proceeds with a positive curvature at the point 0e.
and is unstable if:
^^<0
d92
or the curve has a negative curvature just after passing the point 0e.
If
d
^P = 0, then we need to do further analysis to find the stability of the system.
Now doing a contour plot (Fig. 4.6) of the total energy, we get concentric loops
associated with different values of energies.
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-0.4
Fig. 4.6 Contour Plot ofTotal Energy
A 3-dimensional plot (Fig. 4.7) of the total energy with respect to 6 and 9 can be done to
see the variation of energy more clearly.
thdot
Fig. 4.7 3-D Plot ofTotal Energy
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It is to be noted that the above analysis was performed by assuming zero velocity of the
plane (v0 = 0) and zero road perturbations or runway profile (z0 = 0). So the
displacement of the system is due to the gravitational force at the center of gravity since
there is no other external force acting on the system and the nose wheel mounting spring
induces an oscillatory motion with small amplitudes.
Ifwe incorporate the plane velocity and the runway profile into the analysis the energy
equations are modified as follows:
Let the runway profile be of the form:
'
2 7T Vq
zq a sin l t (4.16)
where a is the amplitude and I is the wavelength of the runway profile, vq, represents the
velocity of the plane during landing. Accordingly, the new potential energy becomes:
PE = 19.3415 + 0.2904 sin(20 n t)
- 7.8215 9 + 103.0882
92
(4.17)
Now the potential energy is a function of 9 and t and it describes a surface. As the time
varies the potential energy curve follows the sinusoidal pattern along the time axis. The
following graph (Fig. 4.8) shows this variation.
Fig. 4.8 Potential Energy Surface
It can be seen that the kinetic energy is now modified with
contributions from the plane
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velocity, vq and the velocity due to road perturbations, z0. So we get the new kinetic
energy as:
KE = 592 - 9 (19.536 cos9 + 1.504 sin9) + 0.146 cos2(62.83 t) (4.18)
+ 1.145(0) +9 cos(62.83 t) 0.0236 cos9
- 0.3068 sin9
By looking at the above equation we can see that there is a component of the kinetic
energy which is constant and is determined by the plane velocity. The total energy is
also modified with contributions from the plane velocity, vo, and the velocity due to road
perturbations, zq, and is given by:
Etot = 0.146 cos2(62.83 t)
- 9 (19.536 cos9 + 1.504 sin9)
+
1.145(0)2
+ 9 cos(62.83 - 1) [o.0236 cos9 - 0.3068 sin9
+ 0.2904 szn(62.83 t)




For a set of initial conditions, the energy is a fixed value and it describes a phase
curve
on a plane of 0 and 9 (phase plane) and the phase curve follows the
sinusoidal pattern
along the time axis. This can be clearly
seen from the following Fig. 4.9, which shows
the energy surface plotted for a specific
set of initial conditions.
thdot 12
Fig. 4.9 Implicit Plot ofTotal Energy
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By analyzing the system in terms of its energy aspects, we have seen that the total energy
is a fixed quantity for a given set of initial conditions. This represents a conservative
system, for which all the forces are derivable from a potential function. We have also
seen that there is always a balance between the potential energy and the kinetic energy of
the system, as any one of these can not exceed the total energy as imposed by the law of
conservation of energy.
4.3.3 Equation ofMotion for 1-DOF Model
Now we are ready to derive the equation of motion of the system based on the kinetic
energy and potential energy. The difference between the kinetic energy and the potential
energy of the system is called the Lagrangian, which is given by:
L =KE-PE (4.20)
By Substitution we have:
l=\m
2
(uo -9-QF- cos9 - 9QG- (4.21)
+ (z0 - 0 QF sin9 + 0 QG- +
2H)
M-g-(z0 + QF- cos9 + QG sin9) +
- ks(BD - DC cos<j> - Lsf




Assuming that the plane velocity and the road perturbations
are equal to zero, we obtain
the equation of motion describing the single degree of freedom system as (please refer
Appendix A.2 for derivation):
0 + 90.0234 0 = 3.415 (4.23)
This is the single second order ordinary differential equation describing the dynamics of
the simplified model with no tires and zero plane velocity and road perturbations.
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Equation (4.23) can be integrated to find the response of the system as time varies.
Taking Laplace Transform of eqn. (4.23), assuming zero initial conditions, we get:
(s2








Taking the Inverse Laplace Transform of the above equation we get:
9(t) = 0.0379 1 - cos(9.488 t) u(t) (4.25)
where u(i) is the unit step or Heaviside function which ensures that the response starts
when t = 0. Eqn. (4.25) represents a sinusoidal response and is plotted in the following
graph (Fig. 4.10).
Response vs. Time
Fig. 4.10 Response vs. Time
From the graph, it can be seen that if the initial conditions on 0 and 0 are equal to zero,
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then the response starts with 0 = 0 and proceeds sinusoidally with a maximum amplitude
of 0.0758 rad, which is equal to 4.34 deg.
Running an FFT (please refer Appendix A.3 for FFT codes) on the signal is useful in
finding the frequency content of the signal. For this purpose, the simulation is run to
generate 145 data points which give a reasonable amount of information about the
dominant frequencies contained in the signal. It is apparent that, the response signal has
two dominant frequencies; one at 0Hz and the second one at 1.51Hz. This is calculated
as follows:
In fact, the original signal can be written as:
0(f) = 0.0379 cos(2 tt 0 t)
- 0.0379 cos(2 tt 1.51 t)
So by ranning an FFT we expect two peaks where the amplitudes are collected; one at 0
Hz and the other at 1.51Hz. This has been verified by the output of the FFT algorithm
(Fig. 4.1 1(a) and 4. 11(b)).








Plot ofThdot vs. Theta
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Fig. 4.1 1 (a) GeneratedWaveform and Phase Plot
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Fig. 4.1 1 (b) Frequency Contents Shown by FFT
As expected, the FFT output shows that the dominant frequencies are 0 Hz and 1.51Hz.
We can also see that, there are minor frequencies of very small amplitudes present in the
signal as shown by the non-zero band between OHzand 1.51Hz, which maybe due to
noise present in the signal.
Now let us find the response of the system modified with the plane velocity and the road
perturbations. Introducing the plane velocity and the runway profile (Eqn. 4.16) into
equation (4.22) we get:
9 + 90.0234 0 = 3.415 + i-0(0.853 sin9
- 0.0656 cos9) (4.26)
The above differential equation can be numerically integrated in Simulink to find the
response. Results are shown in the following figures (Fig. 4.12(a) and 4.12(b)).
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Fig. 4.12 (a) Simulink Block Diagram
Response vs. Time
Time (sec)
Fig. 4.12(b) Response vs. Time
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This modified response looks very similar to the response without the plane velocity and
road perturbations, the reason being that the assumed road perturbations signal is of very
small amplitude and thus it does not cause major changes to the behavior of the system.
However, it is interesting to note the differences by superimposing the two responses as
















- Response with Road Profile
Response without Road Profile .
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Fig. 4.13 Superimposed Plots
Since the vertical axis in the phase plot represents 9, it can be noticed that there
are
relative variations of velocity as compared to
the graph with no perturbations. This
signifies the relative changes in kinetic energy and potential energy
as the total energy is
now a function of the road perturbations, as shown by the energy plots.
Now let us run the FFT on the response signal to find the dominant
frequencies present.
The results are shown in the following graphs (Fig. 4.14(a) and
4.14(b)).
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Generated waveform for N1 points
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Fig. 4.14(b) Dominant Frequency Contents Shown by FFT
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As earlier, the dominant frequencies of the parent signal are still at 0Hz and 1.51 Hz.
But we can see more minor frequencies present between 0Hz and 1.51 Hz and after
1.51 if2. Notice the frequency 2.92 #2, which has been introduced as a result of the
road perturbations signal. A comparison of the FFT outputs is shown in the following
Fig. 4.15.
Fig. 4.15 FFT Comparison
The qualitative analysis (energy methods) and the equations ofmotion, both describe the
inherent dynamic properties of the single degree of freedom system. Now that we have a






We have seen the system behavior with respect to one of the most important degrees of
freedom, that is the pitch angle. In order to analyze the system with its actual behavior,
we have to include the effects of tire dynamics as well. Ifwe incorporate the tires into the
original model, it introduces two more degrees of freedom, namely the displacements of
the center of the wheels. In a practical sense, the tires of an airplane play a very important
role during landing, taxi, and later parts of the landing run. Ned J Lindsley and Nitin B.
Talekar [10], in their tire model have described the tasks in deriving and discretizing the
equations of motion for the tire. Their other areas of interest included developing an
empirical model for the tire's inflation characteristics, loading and rolling of the tire in the
vertical plane, imposing out-of-plane deflections. Results of tire interaction were
analyzed with a landing gear model using ADAMS. The study of tires itself is a different
area of study.
The airplane in our present analysis makes use of aluminum wheels which have rubber
rings wrapped around them. As a good approximation, they can be modeled as lumped
masses with linear springs. The spring constants of these wheels are assumed to be high,
of the order of 8000N/m. No dampers are used in this tire model because the wheels
have very little damping.
5.2 Equations ofMotion
5.2.1 Velocity Analysis
The nose and main wheels are modeled as spring mass systems with masses Mand
Mm and with spring constants Kn and Km, respectively. Let rn and rm be the radii of the
nose and main landing gears and z\ and z2 be the displacements of the springs Km and
Kn, from the static equilibrium position of the system. The static equilibrium position
of a system is that position in which the weight of the system is balanced by the static
spring forces. Let (x0, z0) and (xh, zh) be the coordinates of the points J and H from
the origin of the global coordinate system. Let 0 be the pitch angle of the plane, and <f> the
angle between links BD and DC. Fig. 5.1 shows the geometric representation of the
model with tires added.
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Fig. 5.1 3-DOF Model
Assuming the displacements ziand z2 are vertical, the coordinates of the center of gravity
(Please refer Fig. 5.2) are given by:
xG xq QF sin9 + QG cos9 (5.1)
yG
= ZQ + Zl + QF cos9 + QG sin9 (5.2)
Taking the time derivatives of these position coordinates, we get the velocity components




- 9 QG sin9 (5.3)
vGy =z0 +
z1-9-QF- sin9 + 0 QG cos9 (5.4)
Therefore, the velocity of the center of gravity is:
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We notice that the total kinetic energy now has contributions from Mm and Mn.
Therefore we have:
KE=\M-#G+ \lG(ef + lMm(zi)2 + l-Mn(z2)2 (5.6)
Substituting for vG from equation (5.5), we get:
KE = \u {vq-9-QF- cos9 - 9QG- sin9)








As before, the potential energy has two components: (1) due to gravity, and (2) due to
spring forces. The potential energy due to gravity can be written as:
Ugrav = 9 M(zQ + 21 + QF cos9 + QG sin9) +Mm-Zl + Mn-z2 (5.8)
Before we find the potential energy due to the springs, we need to derive an expression
for cos(j) in terms of the coordinates 0, z\, and z2. Let us refer to the following Fig. 5.2.
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~}z}_ S^cEqwUbrium Position f
Fig. 5.2 Coordinates as a Function of 0
In the above figure, it can be seen that the link DCmakes an angle of (<j> 0) with the
vertical axis. So cos((j> 9) can be written as:
cos((j) 0) =
(21 + QF cos9 + QP sin9 - PD cos9 - z2)
ED
(5.9)
Taking inverse cosine ofboth sides of the above equation, we obtain:
(4> 0) = cos
4> = 9 + cos
_i
(z\ + QF cos9 + QP sin9 - PD cos9 - z2
., ,'zi +
QF- cos9 + QP sin9 - PD cos9 - z2
ED
Taking the cosine ofboth sides of the above equation, we get:
COS(j) = cos 9 + cos
-i
fzi + QF cos9 + QP sin9 - PD cos9 - z2
[ ED (5.10)
Expanding out the above identity:
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cos9 + QP sin9 - PD cos9 - z2
ED (5.11)
szn0 \ / 1 -
21 + QF cos9 + QP sin9 - PD cos9 - z2
ED
As found earlier, the potential energy of the spring, ks, is given by:
Uk3 =
g
ks(BD - DC coscf) -
Ls)2
(5.12)
Ifwe substitute for cos<f) in equation (5.12), we obtain an elaborate form for the potential
energy. Moreover, in deriving the equations ofmotion, we are required to evaluate the
partial derivative
afl
= ks(BD - DC cos<t> - LS)DC sin<f> ^
09 d9
where:
sincj) = sin 9 +
ifzi + QF cos9 + QP sin9









+ QF- cos9 + QP sin9 - PD cos9 - z2
ED




zx + QF cos9 + QP sin9
- PD cos9 - z2
ED
(5.13)
The displacements of the end points of the springs km and kn are 20, 21 and 2# , z2
respectively. Hence their deflections are given by (21 20) and (z2 zjf). Now the total
potential energy due to all the springs is given by the following expression:
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Hence, the total potential energy is:
PE = g M(z0 + 21 + QF cos9 + QG sin9) + Mm 21 + Mn z2
1 9 1 9 1
+ - ks(BD - DC coscj) - Lay +
- km(zi -z0y + --i
(5.15)
A Taylor series expansion of order 3 is carried out on the potential energy to come up
with a simplified form.
The Lagrangian of the system is given by:
L = KE-PE (5.16)
L=-M
2
(v0 - 9 QF cos9 - 9-QG- sin9)





M(z0 + zt +




, . ,.. . ^2









5.2.3 Lagrange's Equations ofMotion
There are three equations ofmotion, one each for 9, zx, and z2. These are given by the
Lagrange's Equations as:
page 65









dt \ dz2 J dz2
Initially, let us assume that there are no road perturbations (20 = zH = 0) and no plane
velocity (v0 = 0). By evaluating the terms in the above set of equations and substituting
for the data, we arrive at the following three equations ofmotion (please refer Appendix
B.l for the derivation of the Equations ofMotion):
Equation ofMotion 1 :
0 = 21 (0.853 szn0 - 0.065 cos9) + 21 (47.353 0
-
437.37) (5.17)
+ 22(437.37 - 47.353 0) + (3.892 - 125.43 0)
Equation ofMotion 2:
z\ = 0(0.1647 sin9 - 0.013 cos9) + (277.07 z2
- 951.55 21) (5.18)
+
(0)2
0.1647 cos9 + 0.013 sine] + (4.57
02
- 84.45 0 - 6.94)
Equation ofMotion 3:




+ (32312.48 0 - 1749.2 02)
The above three equations are the mathematical representation of the dynamic behavior of
the 3-DOF model with tires added. By looking at these equations, we can see that they
are dynamically coupled in the three coordinates 0, z\, and z2. In other words, the
differential equation for 0 has terms containing 21and 22 and vice versa. There are no
direct integration methods to solve this system of nonlinear ODE's. So we can use
approximate solutions calculated at definite time steps called numerical methods.
Reasonably accurate numerical methods for solving a system of nonlinear ODE's are
known as Runge-Kutta Methods. Of the many available Runge-Kutta Methods, the
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classic Fourth-Order Runge-Kutta Method has been found to be very efficient (very good
accuracy) for solving the system ofODE's (please refer Appendix B.2 forMatlab codes to
solve the 3-dofmodel using ode-45 function). However, the same system ofODE's can
be analyzed using block diagrams in Simulink. Fig. 5.3 and Table 5.1 show the block
diagram representations of the above system of ODE's in Simulink. The numerical
integration has been performed using the ODE-45 solver.
z1do12
th -
Simulation of the system with nomad









Fig. 5.3 Block Diagram Representation of the System ofODE's
The following Table 5.1 shows the individual subsystems defined in the above diagram.
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0.1647 -cos0 + 0.013 -szn0 (277.07 22
- 951.55 21)
Subsystem 7


























Table 5.1 Block Diagram Representation of the Subsystems
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5.2.4 Response Analysis
A computer simulation of the system can be performed in Simulink to find the responses.
The following Fig. 5.4 shows the responses of 0, zu and z2 obtained by running the






























Response of z2 vs. Time








Fig. 5.4 Responses of 9, z\, and 22
It can be seen that the response of0 has the highest amplitude oscillations (approximately
0.1662 rad = 9.52 deg), as expected from the model behavior. The response of 21 is
proceeding in the negative direction and is never positive because the center of gravity is
concentrated at a horizontal distance of 0.5 in from the center of the main wheel. The
lowest value of 21 is
- 0.0289m. The response of z2 has a maximum of 0.011 m and
minimum of - 0.0114m in the chosen time interval of the simulation.
page 69
Chapter 5 Multi-degree ofFreedomModel
A phase plot representation of velocity vs. position of the three coordinates is shown in
Fig 5.5.
-0.015 0.015
Fig. 5.5 Phase Plots
For a specific set of initial conditions on 0, z\, and z2 (here the simulation is done by
assuming zero initial conditions on 0, z\, and z2), the total energy of the system has a
specific value and the individual contributions from the three coordinates can be seen
from the above plots. It can be observed that the combination of the velocity and the
position to achieve that fixed amount of energy value changes between cycles. That is
whywe are not seeing concentric loops ofphase
curves.
It is interesting to see the interdependency of the three coordinates or the variation of one
coordinate with respect to the changes in the other two coordinates. This is depicted in
the following figure (Fig. 5.6).
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E,
CM
Plot ofTheta, z1 & z2
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Fig. 5.6 3-D Plot of 0, zu and 22
From the first graph, we can see that as 0 varies between 0 rad and 0.1662 rad , z\ varies
sinusoidally between 0m and 0.0289m. At the same time, 22 proceeds sinusoidally
with many lobes between the bounds 0.0114m and 0.011m. Another observation to
be noted is, a minor change in theta causes the response 22 react very quickly whereas 21
reacts slowly in comparison.
An FFT (please refer Appendix B.3 for FFT codes) is performed on the response signals
to analyze the frequency contents present. For this purpose, the Simulinkmodel is run for
3.158 sees to generate N =
211
= 2048 data points. The sampling frequency is chosen
as 670Hz, which is more than twice the value of any inherent frequency present in the
three signals to avoid aliasing. The magnitudes of the Fourier Coefficients of the three
signals are plotted in Fig 5.7.
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Frequency Contents in Theta, z1 & z2
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Fig 5.7 Results ofFFT
The two dominant frequencies seen in all the three responses of 0, z\, and z2 are 1.3 Hz
and 4.9Hz. This is quite predictable from the superimposed response plot of Fig. 5.4,
where we can see that all the three responses have the same period of 0.76 s. The second
dominant frequency, 4.9Hz is more present in the responses of 21 and z2, which is that
of the small peaks seen in their responses. The FFT of z2 shows that there is a sinusoid of
higher frequency (approx. 99.45Hz) present in its response, which is shown in Fig. 5.8.
These higher frequency sinusoids represent the ripples or the disturbance signals
present
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in the response of z2 where as these sinusoids are not seen in the responses of 0, and z\.
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Fig. 5.8 FFT of 22 Shows Higher Frequencies
5.2.5 Analysiswith Runway Profile
Now that we have analyzed the system in free vibration, i.e. without considering the
runway profile and the airplane velocity, we are now in a position to consider these
effects in to our analysis. Recall from Figure 5.1 that the coordinates of the points J and
H are (xq, zq) and (xh, zjf). As stated earlier, the assumed runway profile at the point J
is of the form:
20
= a- sin(X xq) (5.20)
where xq is the displacement of the point J measured from the origin of the global
coordinate system and is given as:
xQ = v0-t
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Here a and I represent the amplitude and wavelength of the runway profile and vo is the
airplane velocity during landing.
Similarly, at the point H, the runway profile is given by:
zh = a sin(X xh) (5-21)
To use the above equation we need to derive an expression for xh in terms of the plane
velocity and the pitch angle. The x-coordinate of the point H from the origin of the
global coordinate system is given by:
xH = xQ
- QF sin9 + QP cos9 + PD sin9
- ED sin(<f> - 9) (5.22)
where:










In the expression for sin(cj) - 0), the effects of 2i and z2 are neglected. Therefore,
equation 5.21 becomes:
. f 2 -tt
zh = o, sm<
-
x0 + (PD-QF)sin9 + QP-cos9 (5.25)
,
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A Taylor series expansion of order 3 is carried out on zH to obtain a simplified form.
Accordingly the equations ofmotion now become:
Equation ofMotion 1 :
0 = 21 (0.853 sin9 - 0.065 cos9) + 21 (47.353 0
-
437.37)
+ 22(437.37 - 47.353 0) + (3.892 - 125.43 0)
(5.26)
+ 0.65 cos9 - 8.42 sz'n0 szn(62.83 - 1)
Equation ofMotion 2:
z\ = 0(0.1647 sin9 - 0.013 cos9) + (277.07 z2
- 951.55 21) (5.27)
0.1647 -cos9 + 0.013 sin9
+ 11.54 sin(62.83 t)
+ (4.57
02
- 84.45 0 - 6.94)
Equation ofMotion 3:








645.16 - 1004.6 -
02




By looking at these equations, we can see that they have the same basic forms of the
equations ofmotion derived without considering the runway profile. The addition of the
runway profile has only introduced the inputs and its derivatives into these equations.
The system is again simulated in Simulink and the modified responses are shown in the
following Fig. 5.9.
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Response ofTheta vs. Time Response of z1 vs. Time
Time (sec)







Fig. 5.9 Responses of the System with Runway Profile
From the graphs, we can see that the amplitudes have been slightly changed. There is not
much change observed in the maximum value of 9. But the minimum value of 9 is
changed from 0 rad to 0.0049 rad as a result of the runway profile. As before, z\ is
proceeding in the negative direction. The amplitude changes in the response of 22 is very
small of the order of
j^
of a m. The phase plot representations of the three
coordinates are shown in Fig. 5.10.
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Fig. 5.10 Phase Plot Representations of 0, z\, and 22
By superimposing the responses of the system with and without the runway
profile we
can see graphically how the behavior of the
system is changed. The effect of the runway
profile on 0 is observed to be very small. But 21 and z2 have considerable changes
in their
behavior. It can be seen that the modified responses have the same trends of their
counterparts without the runway profile. In other words, the
new responses have the
same increasing and decreasing nature as seen in the case of the old
ones. In the case of
21 and 22, we can see that signals of
higher frequencies have been introduced, which
cause the responses to react with more peaks in a cycle as compared to that of the system
with no runway profile. These changes are clear
from the following superimposed plots
(Fig. 5.11).
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Response without the Runway Profile
















Fig. 5.11 Superimposed Responses
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As a final step of the analysis, let us perform the FFT on the modified signals. The
modified system is run for 6.024 sec in Simulink to generate N = 3750 data points. The
sampling rate is chosen as 600#2. The reason for choosing this particular combination
is, to make sure that all the relevant frequencies are included in the sampled signal. The
FFT output for the first 75 points are shown in Fig. 5.12.
400



























Fig. 5.12 FFT Outputs plotted for First 75 Points
It can be seen that the cyclic frequency of 1.3Hzwithout the runway profile has been
changed to 1.28 #2. This is clear from the graphs of the response comparison (5.11)
also, as the time periods of the modified responses
have increased by a small amount.
The second dominant frequency of 4.9 #2 has changed to AMHz although this
frequency is not clearly seen in the response of 0. The sinusoidal frequency of the runway
profile (i.e. w = 2 it 10 rad/'sec or / = 10Hz) can also be seen in the cases of 21 and
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z2. As we have seen before, the response of 22 shows higher frequency sinusoids ( 93
Hz), which is graphed in the following Fig. 5.13. These higher frequency sinusoids









FFT of z2 shows Higher Sinusoids
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Fig. 5.13 FFT of z2 Shows Higher Frequencies
A comparison between the calculated FFT coefficients of both the
systems can be
observed from the following superimposed plots (Fig. 5.14).
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Fig. 5.14 Superimposed FFT Plots





output from the FFT corresponds to the frequency of jj^Hz.
Therefore, it requires trial and error to decide the exact combination of the sampling
frequency, , and the number of data points, N, for the FFT to show the peaks exactly on
the dominant frequencies present in the signal. But even with this point in mind, we can
see that the peaks of the system with the runway profile are shifting towards the left side
of the graph, meaning that there has been an increase






The characteristic behavior of the response of a dynamic system relates to the stability of
the system. We saw that the response of the system without a damper is purely oscillatory
with constant amplitude because there were no dissipative forces considered in deriving
the equations of motion. For such a system, the poles of the characteristic equation lie on
the imaginary axis of the complex plane and this type of system is said to be neutrally
stable. In order to bring the system to a standstill the total energy of the system should be
converted to some other form of energy by dissipation. This is achieved by providing a
damper in the suspension assembly. Since the prototype model does not have a damper in
its nose gear assembly, a simple linear damper or dashpot is considered in the nose gear
assembly. For a linear damper, the damping force generated is directly proportional to the
difference in velocity of the two end points of the device.
6.2 Equations ofMotion of the Damped System
6.2.1 Forces Due to Dissipation
According to Lagrange's approach (Chapter 2), the loss due to viscous friction devices is
represented by an energy dissipation function, D, which depends upon the velocities of
the system and the damping constants. Therefore, we have
*=/(*?)
where qi axe the generalized velocity coordinates.
For optimum stability and performance, the damper is
placed along with the spring as
shown in the following Fig. 6.1.
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Fig. 6.1 Model with Damper
As shown earlier, the link AC is subjected to a displacement ofAs = BD DC coscj)




((QF - PD) cos9 + QP sin9 + zx - z2)
- Ls (6.1)
Since the damper is placed on the same link, the total velocity of the damper is given by
the time derivative ofAs. Therefore,
^^ = - ^ - ( - (QF - PD) sin9 -9 + QP- cos9 9 + zx - z2) (6.2)
dt ED
and the dissipation function is given by:
1 (DC
(
- (QF - PD) sin9 -9 +
QP- cos9 9 + zx
-
z2) j (6.3)
where c\ is the damping constant.
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The forces due to dissipation in the three coordinates can be found by taking the








- (QF - PD) sin9 + QP cos9





























By evaluating the terms in the above set of equations and substituting for the data, we
arrive at the three equations ofmotion representing the damped system.
Equation ofMotion 1:
0 = 21 (0.853 sin9




- 47.353 0) + (3.892
- 125.43 0)




+ Cl(2l-22) 0.00834 sin9
- 0.077 cos9
+ 0.65 cos9 - 8.42 sin9 sin(62.83 t)
(6.7)
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Equation ofMotion 2:
21 = 0(0.1647 sin9 - 0.013 cos9) + (277.07 z2
- 951.55 zx) (6.8)
+
(*)'
0.1647 -cos9 + 0.013 sin9 + (4.57
02
- 84.45 0 - 6.94)
+ ci 0(0.0016 n^ - 0.015 cos0) + 0.0488 ci(z2
-
*i)
4- 11.54 sm(62.83 t)
Equation ofMotion 3:




+ (32312.48 0 - 1749.2 02)












The above system of equations is simulated in Simulink using damping a constant,
ci = 20 N
-
s/m and the following responses are obtained (Fig. 6.2).
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Fig. 6.2 Responses of the Damped System
The nature of these responses shows that the system is underdamped and it
comes to a
stable state of steady oscillations after a reasonably
large amount of time. Even if we
increase the value ofV to introduce more damping to the system, it can be
seen that the
time to reach the steady oscillations decreases
but at the cost of a powerful damper which
can dissipate the energy more efficiently.
Another alternative to provide more damping to
the system is through a controller.
A comparison of the responses of the undamped and damped systems
(Fig. 6.3) is useful
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Fig. 6.3 Damped vs. Undamped System
6.3 Simulation of an Actual Landing Gear
6.3.1 Landing Scenario
The landing of an aircraft begins with an initial approach, [2] (see Fig. 6.4). Flaps are
used for most landings to permit a lower - approach speed and a steeper angle of descent.
The airspeed and rate of descent are stabilized, and the airplane is aligned with the
runway centerline as the final approach is begun [11]. When the airplane descends across
the threshold of the runway, power is reduced further and the rate ofdescent and airspeed
are slowed down by the pilot. The airplane is kept aligned with the center of the runway
mainly by use of the rudder.
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Fig. 6.4 Stages ofLanding
The pilot's objective is to keep the airplane safely flying just a few inches above the
runway's surface until it loses flying speed. In this condition, the airplane's main wheels
will either "squeak
on"
or strike the runway with a gentle bump. With the wheels of the
main landing gear firmly on the runway, the pilot applies more and more back pressure on
the control wheel. This holds the airplane in a nose-high attitude which keeps the nose
wheel from touching the runway until forward speed is much slower. The purpose here is
to avoid overstressing and damaging the nose gear when the nose wheel touches down on
the runway. The landing is a transition from flying to taxiing.
6.3.2 Landing Simulation
As far as the landing simulation is concerned, there are two cases of interest: (1) the
simulation which starts when the main wheels just touch the runway, and continues until
the nose wheel touches the runway (Fig. 6.5), (2) the simulation which starts when the
nose wheel touches the runway, and continues until the aircraft comes to a standstill.
Consider the first case, when the main wheels just contact the runway with the nose
wheel being still airborne. To actively dissipate the dynamics during the touchdown
impact, a linear damper is considered with the main wheel suspension spring. Since the
nose wheel is airborne, the displacement, 22, is zero and the pitch angle, 0, is a variable.
During an actual landing touchdown phase, a lift force at the tail wing is created by
controlling the flaps on the tail wing [12], [13]. This creates a nose down pitching
moment. The consideration of the pitching moment in the analysis is very essential during
the landing touchdown phase because the nose of the airplane is airborne. Since the center
of gravity of the plane is at the aft position, the resultant upward
force will lift the nose of
the plane upwards. However for the analysis purpose, we will consider the effect of the
pitching moment in terms of a variable (say Pm) in the equations ofmotion and a suitable
value will be determined when we discuss the simulation of the overall landing scenario.
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Another variable acting is the displacement of the center of the main wheel, 21 . The total
potential energy consists of the potential energy due to gravity and the potential energy
due to the main wheel spring. The height of the center of the nose wheel from the static
equilibrium position can be found as:
hnc = zi + (QF - PD)cos9 + QP sin9 - ED cos(cj) - 9) (6.10)
Fig. 6.5 LandingWith Nose Wheel Airborne
Therefore, we have:
P.E = (M(z0 + Z-L + QF- cos9 + QG sin9) +Mm-z1)-g (6.11)
+ Mn(zx + (QF
- PD)cos9 + QP sin9 - ED cos(cj)
-
9)) g
+ - km(zi -
z0)2




-M (vq-9-QF- cos9 - 9QG-



























Additionally, the dissipation function is given by:
D = - C2(ZX
-
Zq) (6.14)
where c2 is the damping constant of the main wheel suspension damper.






Since the coordinate 0 is measured positive in the anti-clockwise direction, the nose down
pitching moment Pm is negative. The Lagrangian represents a 2-dof system in 0, and 21
coordinates. Therefore, the two equations ofmotion are given by:
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which, after evaluation becomes:
Equation ofMotion 1:
0 = (zq + 2i)(0.853 - sin9 - 0.065 cos9) + 8.372 sin9 - 0.684 cos9 (6.17)
- 0.006 sin(
- 0.3397 + 0)
- 0.4366 Pm(t)
Equation ofMotion 2:
2j = 0(0.1647 sin9
- 0.013 cos9) +
(0)2
0.1647 cos9 + 0.013 - sin9\ (6.18)






The angle cj> is assumed to be constant from the time instant when the main wheels
contact the runway until the nose wheel touches the runway. The value of 4> in the
nosewheel airborne position can be found from the expression for the static deflection of
the spring ks given by:
AS = BD-DC coscj)
-
Ls (8.19)
Since the weight of the nose wheel is causing the spring to be unstretched, we have:
As = 0 = BD








The above equations are simulated for 1 sec, assuming the damping constant for the main
wheel damper, c2 = 5N s/m, and the responses are given in Fig. 6.6. The value of Pm
is determined in such a way that the pitch angle 0 becomes zero after 1 sec of simulation.
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Fig. 6.6 Responses at Touchdown
The 2-DOF system is simulated until the aircraft loses its forward speed. At this point, the
nose wheel touches the runway, which introduces the coordinate 22 into the model,
thereby making it a 3-DOF system. In Simulink, to simulate the system continuously
considering the two cases, we need to make use of the enable feature. If we place the
enable block in a subsystem, it means that the subsystem operates only when the control
signal is positive. In the first part of the simulation, i.e. when the main wheels are on the
runway, a positive control signal is fed to the 2-DOF system, making the system enabled.
Similarly in the later part, i.e. when the nose wheel touches the runway, a positive control
signal is fed to the 3-DOF system, making the system enabled. The two outputs are then
merged using a merge block. The complete landing simulation is shown in Fig. 6.7.
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3-DOF Subsystem Model (t>=d/vO)











































































Fig. 6.7 Landing Simulation
The purpose of the logic box (shown in yellow color) is to divide the time frame into two
segments. Basically, it compares the simulation time with the time taken for the aircraft to
travel a specific distance on the runway
(
;
where d is the distance traveled, and vq is the
landing speed) before the nose wheel lands on the runway. The output of the logic box is
used as the control signal to control the two subsystems representing the two cases of the
landing scenario. The orange color block represents the 2-DOF model, which runs in the
initial part of the simulation and the cyan color block represents the 3-DOF model, which
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Fig. 6.8 Landing Responses
It is to be noted that the above simulation is run with the initial condition on
9 = hdeg = 0.0873 rad. The initial conditions for 9, 9, zx, and zx in the 3-DOF model
are inherited from the final values of the responses of 9, 9, zx, and zx in the 2-DOF model
(Fig. 6.7). This is achieved by defining state ports in the integrator blocks of the 2-DOF
model and these signals are fed to the integrator blocks of 9, 9, zx, and zx in the 3-DOF
model. Another feature used in the simulation is the memory block. Since Matlab does
not allow the output of the merge block to be used for feedback, the partcular signal is
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is stored in a temporary memory block and then accessed using read frommemory
feature.
6.3.3 Energy Transition
It is helpful to study the behavior of the total energy of the system under the whole
landing scenario. The total energy, which is the sum of the potential energy and the
kinetic energy, has smaller amplitude in the initial stage of the landing as compared to the
later stage. This is because in the initial stage, there are only two variables (9, and zx)
contributing to the total energy. Since the main wheel damper is acting in the initial
stage, the total energy is dissipating, which is quite predictable from the nature of the
response of zx . As the nose wheel lands on the runway, there is a sudden increase in the
amplitude of oscillations of the total energy due to contributions from 9, and z2
coordinates. At the same time the damper starts dissipating the energy, thereby
converting the total energy of the system into other forms. So we can see that the
amplitude of total energy is continuously decreasing until it reaches the steady
oscillations. The energy models and the responses are shown in Figs. 6.9 and 6.10.
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Fig. 6.9 EnergyModels
Separate models are created to represent the total energy in each case of the simulation
and are run conditionally using the enable feature. The outputs are then merged using
merge blocks.
The average total energy of the system in the whole landing scenario can be found by
taking the mean of all the energy values. The mean energy in the initial stage of landing is
found to be 611.3 Joules and it settles down to a lower value of 610.5 Joules towards
the later part of the simulation. This shift is due to the effect of damping on the system. In
other words, as the damping forces are negative due to their inherent dissipative nature,
they carry away some part of the total energy for dissipation. If we take a look at the
potential and kinetic energies of the system, we can see that eventhough the potential
energy of the system is not much affected by the introduction of the coordinate z2, the
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The significance of control systems on modern machines/equipment can never be
underestimated because of their capability to influence a system to achieve some desired
performance. We have seen that the response behaviors of the multi-degree of freedom
aircraft landing gear model are oscillatory and require a considerable amount of time to
settle down. We could imagine, how uncomfortable it would be if this system were used
in a suspension model by itself. In general, a dynamic system is used with a controller in
order to achieve desired output requirements. The objective of designing a controller for
the developed aircraft supension model is to ensure smooth landing in a normal landing
situation.
Control systems are generally classified according to the information used to compute the
controlling action. If the controller does not use a measure of the system output being
controlled in computing the controller action, the system is called open-loop control. If
the controlled output signal is measured and fed back for use in the control computation,
the system is called closed-loop or feedback control [14]. In practice, most of the
dynamic control systems are feedback control systems due to their inherent input tracking













Fig. 7.1 Block Diagram of a Feedback Control System
page 103
Chapter 7 Controller Design Strategy
The central component of a feedback control system is the process, which is designed for
a specific purpose and whose output needs to be controlled. The disturbance to the
process is the extraneous input which enters the process. The term actuator refers to the
device that can influence the controlled variable of the process. The combination of
process and actuator is called the plant, and the component that actually computes the
desired control signal is called the controller.
7.2 Control System Design
7.2.1 Steps in the Design Process
The design of control systems is a specific field of engineering design. The goal is to
obtain the configuration, specifications, and identification of the key parameters of a
proposed system to meet an actual need. The control system design process is
summarized in the flow chart [15] shown in Fig. 7.2.
Establish control goals
Identify the variables to control
Write the specifications
for the variables
Establish the system configuration
and identify the actuator
Obtain a model of the process, the
actuator, and the sensor
Describe a controller and select
key parameters to be adjusted
Optimize the parameters and
analyze the performance
If the performance does not
meet the specifications, then
iterate the configuration and
the actuator.
If the performance meets
the specifications, then
finalize the design.
Fig 7.2 The Control System Design
Process
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For the aircraft landing gear model under consideration, the goal is to control the response
behaviors to ensure smooth landing in a normal landing situation. Therefore, our control
variables are 9, zx, and z2.
7.2.2 Transfer Functions
The knowledge of transfer functions is very essential before we detail the controller
design procedure. The transfer function of a linear system is defined as the ratio of the
Laplace transform of the output variable to the Laplace transform of the input variable,
with all initial conditions assumed to be zero. The transfer function of a system represents
the relationship describing the dynamics of the system under consideration. Generally, the
block diagram representations of linear dynamic systems use Laplace variables to
symbolize the different signals. We can represent the open loop and closed loop systems
in the block diagram forms as shown in Fig. 7.3.






Fig. 7.3 Block Diagram Representations ofOpen Loop and Closed Loop Systems
For an open loop system, the transfer function of the system is given by:
T^ = W)=c{syG(s) (7.1)





Y(s) = G(s) C(s) E(s) (7.3)
Substituting for E(s) in Eqn. (7.2) from Eqn. (7.3) and rearranging, we get:
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Eqns. (7.1 and 7.4) represent the open loop and closed loop transfer functions for the
block diagrams shown in Fig. 7.3. When the system equations are simultaneous ordinary
differential equations, the transfer function that results will be a ratio of polynomials. If
we set the denominator ofEqn. 7.4 equal to zero, then the resulting equation is called the
characteristic equation of the dynamic system. The corresponding values of s in the
complex plane, which render the denominator equal to zero, represent points where T(s)
is infinity. These s - values are called the poles ofT(s). Values of s which will make the
numerator of Eqn. 7.4 zero are called zeros of T(s). These poles and zeros, play very
important roles in determining the characteristic responses of a system. Since the Laplace
transform of an impulse function is unity, the impulse response of a system is given by
the time function corresponding to the transfer function of the system. So we call the
impulse response the natural response of the system. The poles and zeros can be used to
compute the corresponding time response and thus identify time histories with pole





and the impulse response is given by the exponential function:
h(t) = e^ty). (7.6)
When a > 0, the pole is located in the left half of the complex plane (i.e. s < 0), the
exponential expression decays and we say the impulse response is stable. If o < 0, the
pole is in the right half of the complex plane (i.e. s > 0). Because the exponential
expression here grows with time, the impulse response is referred to as unstable. The
time constant of a first order system is defined as the time when the response is \ times
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Hence it is a measure of the rate of decay of the response. To summarize, the coefficient
oft, in the exponential term of the response (o here), determines the rate of decay of the
response. The larger the o, the faster the decay and vice versa. In other words, the pole
locations corresponding to larger absolute values of s in the left halfof the complex plane
represent a faster decay and a stable system.
7.2.3 Time Domain Specifications
Specifications for a control system design often involve some requirements associated
with the time response of the system. The requirements for a step response are expressed










Fig. 7.4 Definition ofRise Time, Settling Time, and Overshoot
The rise time tr is ameasure of the swiftness of the response. For a second order system,
the rise time from y
= 0.1 to 0.9 is approximately untr




The above empirical form is only accurate for a second-order
system with no transfer
function zeros; for all other systems it is only a rough approximation to
the relationship
between the rise time, tT and the natural frequency, un.
The settling time ts is the time it takes the system transients to decay.
This is the time
required for the response, y(t) to reach the steady state. If we take a 1% steady
state
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envelope, we can define the settling time as the value of ts when the decaying exponential
reaches 1%. Thus we have:
4.6 4.6
ts . (7.9)
where a is the negative real part of the pole.
The overshoot Mp is the maximum amount the system overshoots its final value divided
by its final value (often expressed as a percentage). Analytically, overshoot occurs when
the derivative of the response is zero and from calculus we can arrive at the formula for
Mp as:
Mp = eV1-<2! 0 < C < 1, (7.10)






uny/l C,2, is the damped natural frequency.
(7.11)
It is to be kept in mind that these design requirements are only true for a second order
linear system; for more complicated real time nonlinear systems we can only use these as
guidelines in designing the controller. The graphical representations of the above criteria











Fig. 7.5 Regions in the s - plane delineated by the transient requirements: (a) rise time; (b)
overshoot; (c) settling time; and (d) composite of all three requirements
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1.2A Effects ofPole-Zero Patterns on the Dynamic Response
The basic idea of designing a controller is to influence the plant performance by placing
additional poles and zeros in the complex plane representing the root locations of the
system. By carefully manipulating these pole-zero locations, it is possible to influence the
system to achieve the desired performance requirements. We have already seen how poles
influence the dynamic response of a system. The effect of poles and zeros on dynamic
response can be summarized as follows [14]:
1 . Poles in the left half of the complex plane will cause the response to decay (or stable
response) whereas poles in the right half of the complex plane will cause unstable
response.
2. A zero in the left half of the complex plane will increase the overshoot if the zero is
within a factor of4 of the real part of the complex poles.
3. A zero in the right half plane will depress the overshoot and may cause the step
response to start out in the wrong direction.
4. An additional pole in the left half plane will increase the rise time significantly if the
extra pole is within a factor of4 of the real part of the complex poles.
7.2.5 A Perspective on Root Locus
The root locus method is a graphical representation of the migration of the roots of a
characteristic equation in the s - plane. The root locus technique depicts how changes in
one of a system's parameters will modify the roots of the characteristic
equation and thus
modify the system's dynamic
response.
Consider the closed-loop feedback control
system shown in Fig. 7.3. The closed loop







R(s) 1 + H(s) C(s) G(s)
The characteristic equation, whose roots are the poles of this
transfer function, is:
1 + H(s)-C(s)-G(s) = 0 (7.12)
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To come up with a form of the above equation suitable for analysis of the roots, we put
the equation in polynomial form and select a parameter of interest, say K. Assuming that
we can define component polynomials a(s) and b(s) so that the characteristic polynomial
is in the form a(s) + Kb(s), we can represent the transfer function by, L(s) = ^. Now
the characteristic equation can be written as:
1 + K-L(s) = 0 (7.13)
The above equation can be used for plotting the locus of all possible roots as K varies
from zero to infinity and use the plot to find out the best value of K. Furthermore, by
adding additional poles and zeros on this graph, we can study the consequences of
additional dynamics added to C(s) as compensation in the loop. The graph of all possible
roots relative to the parameter K is called the root locus. Some useful tips on root locus
are given below [16]:
1 . There is a single-valued branch of the root locus for each root of the characteristic
equation and the total number ofbranches is equal to either the number ofpoles or the
number of zeros, whichever is larger.
2. Each branch of the root locus starts at a pole, where K = 0, and ends at a zero, where
K = + oo. If the number ofpoles exceeds the number of zeros, there will be zeros at
infinity, equal in number to the excess. Excess zeros similarlymeans poles at infinity.
3. Along the real axis the locus includes all points to the left of an odd number of real
poles and zeros: no distinction is made between poles and zeros, and complex poles
and zeros are neglected.
4. If the number of poles np exceeds the number of zeros nz, then as K approaches
infinity, (np nz) branches will become asymptotic to straight lines intersecting the




lfnz exceeds np, then as K approaches zero, (nz
-
np) branches behave as above and
originate at infinity along asymptotes.
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5. Branches of the root locus are symmetrical with respect to the real axis since all
complex roots appear in conjugate pairs.
6. Addition of a zero tends to attract the locus into the left halfof the complex plane.
7. An additional pole moving in from the far left tends to push the locus branches to the
right as it approaches a given locus.
The review of control system theory provided here is very useful in analyzing the
response behavior of a dynamic system. As we have already derived the equations of
motion describing the dynamics of the aircraft landing gear system, we are now in a
position to design a controller to ensure smooth landing. Since the model under
consideration is nonlinear and complicated, most of the above described theory can be
used as only guidelines. In order to apply this theory to nonlinear systems, the method
followed here is to apply it to a simplified linear model of the same system, design a
controller for this linear model, and then make suitable modifications to the controller to
suit the needs of the nonlinear system. As an example to demonstrate this procedure, we
will consider the 1-DOF approximation (equation of motion in 9 coordinate) derived in
Chapter 4 as our nonlinearmodel.
7.3 Controller Design for 1-DOFModel
The single equation of motion (Eqn. 4.26) in the 9 coordinate derived in Chapter 4, is
modified into the following form if we add a linear damper along with the spring in the
nose wheel suspension:
9 = 20(0.853 sin9 - 0.0656 cos9) + 3.415
- 90.0234 - 9 (7.14)
-
cx 9 (0.0188 + 0.077 9 + 0.079 92)
Here z0 = A
sin^j^
t) is the runway profile. Eqn. (7.14) is simulated
in Simulink
and the following response is obtained.
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Response of the Damped 1 DOF Nonlinear Model
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Fig. 7.6 Response of the Damped 1-DOF NonlinearModel
To linearize the above nonlinear model, we can make use of the LTI (Linear Time
Invariant) analysis feature of Simulink. The LTI model is created by defining input-output
























Fig. 7.7 Linearization of the 1-DOF NonlinearModel
The LTI analysis linearizes only that portion of the model which is contained inside the
input and output ports created. So it does not consider the type of input to the system.
After creating the input-output ports, a default step response of the linearized model can
be obtained by clicking on the Get Linearized Model button on the toolbar [17]. The
response of the linearized model is plotted against the original nonlinear response in the
following Fig. 7.8.
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Fig. 7.8 Nonlinear vs. Linearized Model
From the superimposed responses, we can see that linearized model is just a
crude
approximation of the original nonlinear model. The steady state value of the
nonlinear
response is approximately 3.4 times the steady state
value of the linear response. Other
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Fig. 7.9 Characteristics of the LinearizedModel
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The pole-zero map of the linearized model shows that there is a complex conjugate pole
at 0.188 9.49 i, which causes the system to overshoot with 94%. At the same time
the settling time is 20.6 sec and DC gain is 0.0111. The asymptotes generated from the
two poles at 0.188 9.49 i seek zeros at infinity as per the root locus plot. Since we
know the poles of the system, we can create the open loop transfer function representing




- 0.188 + 9.49 i)
s-(- 0.188 - 9.49 i)
which after simplification becomes:
T(s) =
M. = l- (7.16)y
R(s)
s2
+ 0.376 s + 90.0954
The characteristic equation of the open loop system is:
s2
+ 0.376 s + 90.0954 = 0 (7.17)
Comparing the above equation with the generic form of a
second order system
s2
+ 2{uns + u2n
= 0, (7.18)









2Cwn = 0.376 => C = 0.0198, and u2n
= 90.0954 =? un
= 9.49 rad/sec. Therefore,
Cu)n = 0.188. To influence the system
performance we need to modify the damping ratio
C, and the natural frequency un. Since we have
no freedom to alter these values for the
system we will try to study the effects of adding
poles and zeros in the complex plane of
the system.
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Let us say that we set the design criteria which require the response to have 25 %
overshoot and 1 % settling time of not more than 2 sec. To put these two conditions into
mathematical representations we proceed as follows:
For Mp < 25 %we have:
0.25 >e^~i2, (7.19)
which after simplification yields, C > 0.4037. To achieve ts = 2 sec or lesser for 1 %
settling time, C,un > ^ > 2.3. This implies that un > 5.697 rad/sec. To design
controllers for the specific requirements, we will make use of the sisotool feature of
Matlab. The following three controllers are found to be successful to meet the specified
design criteria.
1. PD (ProportionalDerivative) Controller
Since we know that the addition of a zero tends to pull the locus into the left half of the
complex plane, we will add a zero in the left half of the complex plane. The effect of
adding this zero is immediately reflected in the root locus in such a way that one of the
complex conjugate poles seeks the newly added zero and the second pole seeks the zero
at infinity. The Matlab sisotool is very handy in designing a reasonable combination to
achieve the desired performance [18]. The following values are obtained after trial and
error.
C(s) = 647(1 + 0.0833s) = 53.8951(s + 12),
which is of the standard form of a proportional derivative controller kp + kr)S. Therefore
we have, kP = 647, and kD = 53.8951. The closed loop transfer function model, the
outputs of the sisotool, and the response characteristics are shown in Fig. 7.10, Fig. 7.1 1,
and Fig. 7.12 respectively. The zero is placed at
- 12. It can be seen that the response
meets the requirements on overshoot and settling time.
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Fig. 7.10 Transfer Function Model















Fig. 7.1 1 SISO Output of the PD Controller
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Fig. 7.12 Step Response ofPD Controller
2. Lead Compensation Controller





is called lead compensation if z < p and lag compensation if z > p. Only lead
compensation is considered here because of the nature of the design requirements. Lead
compensation approximates the function of PD control and acts mainly to speed up a
response by lowering rise time and to decrease the transient overshoot. The
objective here
is to come up with a pole-zero combination
such that z < p and adjust K accordingly to






s + 1751 J
(7.21)
page 119
Chapter 7 Controller Design Strategy
where K = 94950, z =
-
14.9, and p =
- 1751. The closed loop transfer function
model, the outputs of the sisotool, and the response are shown in Fig. 7.13, Fig. 7.14, and
Fig. 7.15 respectively.











Fig. 7.13 Transfer FunctionModel








































Fig. 7.14 SISO Output of the Lead Controller
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Fig. 7.15 Step Response ofLead Compensation Controller
3. PID Controller
The third type of controller suitable for the case under study is the classical PID
(Proportional, Integral, and Derivative) controller. It is generally seen that proportional
(P) controller can reduce the error responses to disturbances, but it still can allow a
nonzero steady-state error to constant inputs. If the controller includes a term proportional
to the integral of the error (I), then the steady-state error can be eliminated, although it
may deteriorate the dynamic response. Addition of a term proportional to the derivative of
the error (D) can often improve the dynamic response. Combination of these three terms
form the classical PID controller. The complete triple controller is described by the
following transform equation:
kr
C(s) = kp H h kns
s
kps2
+ kps + ki
(7.22)
The following values are arrived after trial and error:
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2500(1 + 0.143s) (1 + 0.0833s)
C(s) -,
which after simplification becomes:
C(s) =
29.78s2
+ 565.61s + 2499.02
(7.23)
Therefore the proportionality constants are: kr> = 29.78, kp = 565.61, and
fcj = 2499.02. The closed loop transfer function model, the outputs of the sisotool, and
the response characteristics are shown in Fig. 7.16, Fig. 7.17, and Fig. 7.13 respectively.













Fig. 7.16 Transfer FunctionModel
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Fig. 7.18 Step Response ofPID Controller
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A comparison of the three controllers is shown in the following Fig. 7.19. Although, all
the three controllers meet the overshoot and settling time criteria, only the PID controller
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Fig. 7.19 Comparison ofPD, Lead, and PID Controllers
As the next step towards modifying these controllers for the nonlinear system, the step
input is replaced with the sinusoidal runway profile and all the three controllers are used
with derivative feedback in order to stabilize the response. A pre-filter is used to
smoothen the input signal. The modified controllers for the nonlinear system and their
performances are given below:
1 . Proportional Feedforward andDerivative Feedback
After trial and error, we arrive at: kp = 2, and kn = 5. The block diagram representation
of the controller with the nonlinear model and the response of the system are shown in
Fig. 7.20 and Fig. 7.21.
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Proportional Feedforward and Derivative Feedback
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Fig 7.21 Controller Performance on the Nonlinear System
1. LeadFeedforward andDerivative Feedback
The tested values are kP = 3, kD 4, z = -1.5, and p =
- 2. The block diagram
representation of the controller and the response of the nonlinear system are shown in Fig.
7.22 and Fig. 7.23.
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Fig. 7.23 Controller Performance on the Nonlinear System
1. Proportional, Integral Feedforward andDerivative Feedback
The proportionality constants obtained after trial
and error are: kP 1.2, kT = 0.1, and
kD = 8. The block diagram representation of the controller and the response of the
nonlinear system are shown in Fig. 7.24 and Fig. 7.25.
page 126










"J- PD In th

























SS = 0.0376 j
' i i
0 0.5 1 1.5 2 2.5
Time
3 3.5 4 4.5 5
Fig. 7.25 Controller Performance on the Nonlinear System
A comparison of the three controller performances is shown in the following Fig. 7.26.
page 127





















i i i 1 i i i
0.5 1 1.5 2 2.5 3 3.5
Time
4.5
Fig. 7.26 Comparison of the Three Controller Performances
The controller design approach described above is only one of the many available
methods of design. In fact, for more complex multi-degree of freedom systems, the trial
and error method will be a lengthy process before we actually get a convergence of the
solutions. In the next chapter, a more sophisticated approach is taken for designing a
controller for the 3-dof model. This approach makes use of the state space design
techniques and full state feedbacks with the reference input. The design ensures
minimum steady state error to the reference input by choosing the feedback gain values
and the input scaling factor.
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8.1 Introduction
The control of a Single Input Single Output (SISO) system, described in the previous
chapter is straight forward and easy compared to the control of a Multi Input Multi
Output (MTMO) system. The reason is quite obvious that a MTMO system has multiple
control inputs, which produce multiple responses and these responses, as seen in most
cases, could be coupled in the different coordinates of the system [19]. In this chapter, we
will follow the state-space approach of designing a controller because it is more suitable
to complex systems with multiple inputs and multiple outputs. In state-space design, a
dynamic compensation for the system is designed by working directly with the state-
variable description of the system. A state variable description of a system is an
alternative way to represent the dynamic equations ofmotion. The differential equations
describing a dynamic system are organized as a set of first-order differential equations in
the vector-valued state of the system, and the solution is visualized as a trajectory of this
state vector in space. For example, a second order system can be equivalently represented
by two first order differential equations. This requires two state variables, the rate of
change of each state variable represents a single differential equation.
As an example, let us consider the equation of motion derived in Chapter 4 (Eqn. 4.23)
for the 1-dofmodel without considering the input runway profile:
9 + 90.0234 9 = 3.415 (8.1)
Since the order of the ODE is 2, we require two state variables to represent the dynamics
of the system in state variable format. Let us define two state variables xx, and x2 such
that we have:
9 = xx; and 9 = xx = x2,
x2= - 90.0234 xx + 3.415.
These three equations can be rearranged inmatrix form as:
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x = Ax + Bu,
y











D = 0, u= [3.415]. (8.4b)
In the state variable formulation A, B, C, and D represent the matrices of coefficients
and
x = vector of state variables
u = vector of inputs
y
= vector of outputs
Thus, an nth-order differential equation would be represented by n first-order differential
equations, and the system responses can be obtained by the single integration of n
simultaneous equations rather than n integrations of one equation. The initial conditions





In general, if the system is represented by an nth order differential equation with m
inputs; x will be an nth order vector, u will be an mfh order vector, A will be an (n * n)
matrix, and B will be an (n x rn) matrix. If k output variables are to be monitored, y will
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8.2 State Space Approach to Controller Design
Even though state space design techniques can be applied to nonlinear systems as well,
the analysis becomes complicated unless we know the nonlinear dynamics present in the
system. So it is always better to study the linearized version of the nonlinear system and
study the influence of the control parameters on the system. So in the next step we will
find out the equilibrium conditions of the system and do a linearization of the nonlinear
3-dofmodel about these equilibrium conditions.
8.2.1 Static Equilibrium Conditions
The nonlinear differential equations representing the dynamic equations ofmotion of the
3-dof aircraft landing gearmodel are reproduced below in input-output separate form:
Equation ofMotion 1 :
6=(z1 + zQ) (0.853 sin9




- 47.353 9) + (3.892
- 125.43 9)















[0.1647 cos9 + 0.013 sin9\ + (4.57
92
- 84.45 9 - 6.94)
+ cx (0.0016 sin9
- 0.015 cos9) + 0.0488 cx(z2
-
zx)








- 1749.2 92) + 32.258 kn(zH
-
z2)
+ cx f9(5.692 cos9
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To linearize these equations of motion, we need to first determine the appropriate
equilibrium conditions about which the linearization can be performed. Before we
proceed, we will define a state vector for the 3-dofmodel as follows:
9 = xx; 9 = xx = xtz, 9 = 4;
zx = x2; zx = 2 = 5; zx = x5;
z2 = x3; z2 = 3 = x6; z2 = 6;









To determine the equilibrium conditions on the state variables, we refer to Chapter 3,
where we did the static analysis of the system. The static analysis of the system showed
that the equilibrium condition on the angle cf) = 24.67 deg = 0.4306 rad. Now, we can
derive the equilibrium condition on 9 from the expression of coscj) as follows:
cos(4> 9)
(QF cos9 + QP sin9 - PD cos9)
ED
(8.10)
Substituting for the known parameters, we obtain:
9e= 1.765 = 0.0308 rad.
But a major assumption we made in this derivation is that zx and z2 are equal to zero.
Also, for the approximated version of coscj), i.e.
cos(cj))
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It can be seen that the static equilibrium value of 9 is different from zero and is slightly
positive. This is because the center of gravity of the plane is located at the rear of the
plane and this weight is causing the nose of the plane to be tilted upwards when the plane
is motionless. The static equilibrium condition of the plane is shown in Fig. 8.1. In order
to bring the angle 9 to zero when the plane is idle, the center of gravity of the plane or the
distance QG has to be 0.08m instead of 0.0127m. This is calculated from Eqn. 3.3 and
Eqn. 3.4 by substituting the value of0 corresponding to 9 = 0.
/ >i //////////// /^/
Fig. 8.1 Static Equilibrium of the Plane
Since we only have one equation relating the three coordinates 9, zx, and z2, we can not
find the values of zx and z2 corresponding to the equilibrium condition on 9. Moreover,
for a given input, the inherent dynamics of the system make it settle down to different sets
of steady state values. These steady state values can be obtained by running the
simulation of the nonlinear 3-dof model over a large period of time. By running the
simulation for 90 sec, we arrive at the following equilibrium conditions on the state
variables.
page 133





















where the inputs are:
zq = 0.0025 sm(62.83 t)
z0
= - 9.87 sm(62.83 t)
zH = 0.0025 sinl
- 10 t - 0.033 sin9 + 0.3048 cos9
(8.13)
- 0.046Wl




where zh is the Eqn. 5.25 derived in Chapter 5, modified to include the effects of the
displacements zx and z2 from the equation of coscj) given by Eqn. 5.13.










8.2.2 Linearization of the Nonlinear 3-dofModel
We can perform the linearization of the nonlinear 3-dof model about the equilibrium
conditions just obtained. To do this, we define input-output points in our Simulink block
diagram as shown in Fig. 8.1. The important thing to be considered here is, even though
we are giving only one input to the
ODE of zx, the derivatives of the inputs are occurring
in ODE's for 9, and z2. So we have to define input points for 9,
and z2 as well. Therefore,
we have three input and three output points. The equilibrium values
of the states can be
specified in the user defined Set Operating Point window of the LTI viewer tool box.
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Fig. 8.2 Linearization of the Nonlinear 3-dofModel
Once the linearization is performed, the state variable description of the linearized system
can be inherited by exporting the LTI viewer model into the Matlab workspace. The state
variable description of the system gives the coefficient matrices A, B, C, and D. The
three inputs to the system are zq in the ODE for zx, zq in the ODE for 9, and zh in the
ODE for z2. There are six states and three outputs for monitoring purposes. The output of
the Simulink linearized system is shown below:
a =
b =
th Z1 z2 thdot zldot Z2d0t
th 4.8193e-021 0 0 1 0 0
Z1 0 0 0 0 1 0
z2 0 0 0 0 0 1
thdot -140.16 -436.42 434.4 -0.45926 -1 .5259 1 . 5247
zldot -85.814 -951 .58 277 . 1 8 -0.29662 -1.3979 0 . 97637
z2dot 32077 1 .0614e+005 -3 6422e+005 112.49 373.5 -373.5
zO zOd zh
th 0 0 0
z1 0 0 0
z2 0 0 0
thdot 2.0182 5 9853e- 006 1 2735e-013
zldot 674.4 -0. 998 7.797e-014
z2dot 0 0 2 5806e+005
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Z1 Z2 thdot zldot z2dot
0 -2.2337e-015 3 8462e-020 -1 .5385e-019 0
1 5.4729e-016 6,,9792e-021 -2 .7917e-020 0






Now that we have obtained the matrix representation of the dynamics of the linearized
system, we can run a linear simulation using the sinusoidal inputs introduced earlier to
find the responses of the linearized system. A listing of the Matlab codes for rmming a
linear simulation with the system matrices is shown following the state variable
description of the system.
A=[4.8193e-021, 0, 0, 1, 0, 0;
0, 0, 0, 0, 1, 0;
0, 0, 0, 0, 0, 1;
-140.16, -436.42, 434.4, -0.45926, -1.5259, 1.5247;
-85.814, -951.58, 277.18, -0.29662, -1.3979, 0.97637;







C=[1, 0, -2.2337e-015, 3.8462e-020, -1 .5385e-019, 0;
0, 1, 5.4729e-016, 6.9792e-021, -2.7917e-020, 0;




















statename ', states, .. .
'inputname'






















ylabel( 'Response of Th (rad)');
subplot (3 , 1,2); plot ( time, z1,t,y2); grid;
ylabel( 'Response of z1 (m)');
subplot(3,1,3);plot(time,z2,t,y3);grid;













20 30 40 50 60
70 80 90
70 80 90
Fig. 8.3 Nonlinear vs. Linear Responses
A comparison of the nonlinear and linear responses (Fig. 8.3) shows that the linearmodel
is a good approximation in representing the dynamics
present in the system except for the
steady state values. This indicates
that the method of linearization has taken care ofmost
aspects of the dynamics of the original nonlinear model.
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The transfer function models are given below and the root locus plots of the transfer
function models are shown in Fig. 8.3.
Transfer function from input
"zO"
to output...




s"6 + 375.4 s'5 + 3.655e005 s"4 + 7.796e005 s'3 + 3.544e008 sA2 + 9.879e007 s + 2.539e010
674.4 s"4 + 2.522e005 s"3 + 2.457e008 S~2 + 8.202e007 s + 2.499e010
i\ : - -
SA6 + 375.4 s"5 + 3.655e005 s'4 + 7.796e005 S~3 + 3.544e008 S~2 + 9.879e007 S + 2.539e010
2.521e005 S~3 + 7.165e007 s~2 + 2.24e006 s + 6.35e008
z2:
-
S'6 + 375.4 s~5 + 3.655e005 s~4 + 7.796e005 S"3 + 3.544e008 SA2 + 9.879e007 s + 2.539e010
Transfer function from input
"zOd"
to output...
5.985e-006 s"4 + 1.525 S"3 + 438.2 s"2 + 3.939e005 s + 1.126e008
th: - -
S'6 + 375.4 s"5 + 3.655e005 s"4 + 7.796e005 s"3 + 3.544e008 sA2 + 9.879e007 s + 2.539e010





SA6 + 375.4 sA5 + 3.655e005 s~4 + 7.796e005 SA3 + 3.544e008 S~2 + 9.879e007 s + 2.539e010




s"6 + 375.4 S~5 + 3.655e005 S~4 + 7.796e005 s'3 + 3.544e008 sA2
+ 9.879e007 s + 2.539e010
Transfer function from input
"zh"
to output...
-5.729e-010 sA4 + 3.935e005 sA3 + 1.123e008 s~2
+ 3.12e008 s + 7.546e010
h: -
-
sA6 + 375.4 s"5 + 3.655e005 s~4 + 7.796e005 s'3
+ 3.544e008 sA2 + 9.879e007 s + 2.539e010
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zl:
2.52e005 s'3 + 7.153e007 s'2 + 1.149e006 s + 4.057e008
SA6 + 375.4 S'5 + 3.655e005 S"4 + 7.796e005 s"3 + 3.544e008 s'2 + 9.879e007 s + 2.539e010
z2:
2.581e005 s"4 + 4.793e005 S"3 + 2.818e008 sA2 + 9.614e007 s + 2.475e010
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Fig. 8.4 Root Locus Plots of the Transfer
FunctionModels
The eigenvalues or the poles of the
characteristic equation of the system are given below:
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A close observation of the root locus of the transfer function of 9 shows that there is an









The presence of the right half plane zero makes the system difficult to control. However,
we can examine the controllability and observability of the system associated with the
control input u(t) and the system outputs X{(t).
In general, a nth-order system is controllable if and only if the controllability matrix
P= [B AB A2B ... An~1B] = ctrb(A,B), has full rank n (where nis the
order of the state space model). If the rank of P is k < n, then the system has n k
uncontrollable modes [20].





= obsv(A, C), has full rank n. If the rank of Q is k < n, then the
CAn-\
system has n k unobservable modes.
To determine which modes are uncontrollable or unobservable, we can make use of the
modal transformation T. Let T be the matrix of eigenvectors of the system matrix A such
that we have:
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[T,A] = eig(A)
If we represent the eigen vectors of the system matrix by C, the state vector becomes
x(t)
= TC(t). This transformation will transform the state space description of the
system as described below:
x(t)
= Ax(t) + Bu(t)
y(t)
= Cx(t) + Du(t)
(8.15)
Substituting for x(t) we get:
C(t) = T-lATl(t) + T^BuW
y(t)= CT{(t) + Du(t)
(8.16)
The new coefficient matrices are represented by:
A-modal T AT , Bmodal T B
Cmodal CT j "modal -tJ
(8.17)
The transformation matrix T renders the system matrix A into the modal form which is
diagonal in nature. The generic form ofAmodai is given by:








When the system is in modal form, the system controllability can be determined by
checking whether any rows of the matrix B^dai are zeros. In other words, the mode A; is
uncontrollable if and only if the row Bmi
= 0.
Similarly, the observability of the system can be determined by checking whether any
columns of the matrix Cmodal are zeros. In other words, the mode A* is unobservable if
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and only if the column Cv
followingMatlab codes:






-1 .8711e+002 5 ,7364e+002 0 0 0 0
-5.7364e+002 -1 ,8711e+002 0 0 0 0
0 0 -6.7782e-002 8.8269e+000 0 0
0 0 -8.8269e+000 -6.7782e-002 0 0
0 0 0 0 -5 ,0253e-001 2.9913e+001





























































9. 3301 e- 004
-8.7326e-005
Since no rows of Bm or no columns of Cm are equal to zero, we can conclude that the
system is controllable and observable.
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8.3 Full State Feedback Control Design
In this section, we will study the design of a control law for full state feedback control.
The full state feedback assumes that all the states are available for measurement and
feedback. However this may not be true in practice, because in many cases we can not
measure all the states and make them available for feedback. This case has to be dealt
with separately by considering the estimates of the actual states of the system. The block




Fig. 8.5 Block Diagram Representation ofFull State Feedback
8.3.1 Control Law Design for Full State Feedback
The purpose of the control law is to allow us the flexibility to assign a set of
pole
locations for the closed loop system that will correspond to a satisfactory
response in
terms of the rise time and other measures of the transient
response.
Let us consider the linearized 3-dofmodel in state
space form as follows:
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1 0 -2.2337e-015 3.8462e-020 -1.5385e-019 0
0 1 5.4729e-016 6.9792e-021 -2.7917e-020 0






In this model, the state vector x(t) consists of the following state variables:
Pitch angle 9(t) = xx(t)
Displacement of the center of the main wheel zx(t)
=
x2(t)
Displacement of the center of the nose wheel z2(t)
=
x3(t)
Pitch angle rate 9(t) = x^(t)
Velocity of the center of the main wheel zx(t) = x$(t)
Velocity of the center of the nose wheel z2(t) = x^(t)
and the state equations are:
x(t)
= Ax(t) + Bu(t)
y(t)
= Cx(t) + Du(t)
(8.20)
The full state control feedback law is to find feedback gains K such that the control law
is of the form:
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u(t)= -Kx(t)=








As we have six states in our system, we have six feedback gains at our disposal to be
determined. There are two approaches in the design of the full state feedback gain matrix
K:
(1) Eigen assignment or pole placement method
(2) optimal control based on linear quadratic regulator (LQR) method
8.3.2 Eigen Assignment or Pole PlacementMethod
Given that the system is controllable, the full state feedback gain matrix K is determined
such that the eigenvalues of the closed loop system are at the desired pole locations.





Therefore, the characteristic equation of this closed loop system is:
det si -(A-BK) (8.23)
When evaluated, this will yield a 6 th-order polynomial in s containing the gains K{. The
control law design then requires picking the gains Ki so that the roots of the characteristic
equation are in desired locations. Suppose the desired closed loop pole locations are
^desired = {pi, P2, , P&] ^ order to place the closed loop
system poles at the desired
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This forces the system's characteristic equation to be identical to the desired characteristic
equation and the closed loop poles to be placed at the desired locations. The major
difficulty in this approach is that it takes a great amount of practice and trial and error to
come up with a desired characteristic equation which will ensure the performance
requirements. One way is to utilize Matlab's sisotool feature to design the desired pole
locations. Since the plant state space model is of 6th-order, we pick six pole locations to
design the feedback gains. The following six pole locations are picked at random and
manipulated by trial and error based on the performance requirements discussed in
Chapter 7, which were basically a 1 % settling time of not more than 2 sec and a




= - 40 + AOi
P4 =
- 40 - 40i
Pb
= - 100 + lOOi
P6 =
- 100 - lOOi
(8.25)
The root locus plot and the step response corresponding to the above set
of pole locations







Fig. 8.6 Root Locus Plot of the Desired
Pole Locations
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Fig. 8.7 Step Response of the Chosen Pole Locations
Once we know the desired pole locations of the closed loop system, we can use Matlab's
place command to find the gains Kz.
8.3.3 Introducing the Reference Input
In order to study the transient response of the pole placement designs to input commands
it is necessary to introduce the reference input r(t) into the system. This modifies the
control law as:
u Kx + r (8.26)
However, the system wil have a nearly nonzero steady state error to a reference input.
This can be corrected by computing the steady state values of the state and the control
input that will result in zero output error. If the desired final values of the state and the
control input are xss and uss, then the new control
law becomes:
u = uss
- K(x - xss) (8.27)
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When x = xss (no error), u uss. To apply this new control law to our state space model
given by Eqn. 8.20, we consider the case in steady state as:
0 = Axss + Buss
Uss = Cxss + Duss
(8.28)
In order for the steady state value of the output to be equal to the steady state value of the
reference input for zero steady state error, we should have yss = rss. To do this we make
the substitutions xss
= Nxrss and uss Nurss, which implicitly means we are scaling
the input to match the steady state values of the state and the control input. With these
















With these values of Nx and Nu we can modify the control law given by Eqn. 8.27 for
introducing the reference input to get zero steady state error to a step
input:




The coefficient of r in the parentheses is a constant, which is normally
represented by N.
Therefore we have:
u= -Kx + Nr. (8.31)
A user defined function called rscale [21] can be created inMatlab
to find the input gain
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% |Nx| |A B|-1 1 0 J
% 1 1 = 1 I I I
% |Nu| IC D| Ml
%
s = size(A,1); % To find the size of A matrix
[row, col] = size(B); % To find tf)e size Qf B matrix
Z - [zeros([1,s]) ones(1 ,col) ] ; % To create a column vector
N =_inv([A,B;C,D])*Z'; % To find the inverse
Nx - N(1:s); % Scaling factors for the states
Nu - N(1+s); % scaling factors for the control inputs
Nbar=Nu + K*Nx; % Combined scaling factor for the input
A linear simulation utilizing pole placement design to calculate the feedback gains is
carried out with step inputs in place of the sinusoidal inputs.
% Codes to Evaluate the Feedback Gains for the States
% State Space Model in Generic Form
A=[4.8193e-021, 0, 0, 1, 0, 0;
0, 0, 0, 0, 1, 0;
0, 0, 0, 0, 0, 1;
-140.16, -436.42, 434.4, -0.45926, -1.5259, 1.5247;
-85.814, -951.58, 277.18, -0.29662, -1.3979, 0.97637;







C=[1, 0, -2.2337e-015, 3.8462e-020, -1 .5385e-019, 0;
0, 1, 5.4729e-016, 6.9792e-021, -2.7917e-020, 0;










% First Column of B matrix Corresponding to Input zO
% Second Column of B matrix Corresponding to Input zO
% Third Column of B matrix Corresponding to Input zO
% First Row of C matrix Corresponding to Input zO
% First Column of D matrix Corresponding to Input zO
% For Ploe-zero feedback gains design we propose a Plant with Certain Design
Requirements
% Characteristic Eqn With Feedback Gains










K=place(A,B, [p1 p2 p3 p4 p5 p6])
t=0:0.01:2;




















The linear responses obtained by the pole placement design is shown in Fig. 8.9. The
figure shows that there is a lot of improvement needed in order to achieve a satisfactory
behavior. The chosen pole locations have ensured minimum settling time, but the steady
state values have suffered considerably. It requires extensive trial and error to design a set
of desired closed loop poles which will ensure the desired performance. Moreover, the
choices ofN gain will result in zero steady state error to a single step input, but in the
above simulation we have considered all the three inputs, which affect the plant dynamics
causing the error to be nonzero. It has been observed that integral control provides very
good tracking of the reference input. In the next section we will introduce an integral
control along with the full state feedback.
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Fig. 8.8 Linear Responses of the Pole Placement Design
8.3.4 Integral Controlwith Full State Feedback
From the basic nature of the dynamics of the landing gear system, ifwe can introduce a
state which will relate the displacements of the centers of the
main wheel and the nose
wheel, we can achieve better control
on the behavior of the system. Let us introduce an








This new state makes the original system that of
7th-order. The original system now can
be augmented to include this additional state,
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where C[2, :] and C[3, : ] are the 2nd and 3rd rows of the Cmatrix corresponding to
the states zx and z2. The feedback law becomes:
u=




In the pole placement design, it becomes necessary to design an additional closed loop
pole corresponding to the integral state and as discussed above, a satisfactory response
can only be achieved after considerable trial and error. In the next section, we will
describe a more powerful approach called the linear quadratic regulator (LQR) method in
designing the feedback gains.
8.3.5 Linear Quadratic Regulator (LQR)Method
In this method, the feedback gains Ki are determined from the minimization of a cost
objective function J. For the state space model described by the Eqn. 8.20, the LQR
method is based on the minimization of the cost function J defined as:
/oo
J= (xT(t)Qx(t) + uT(t)Ru(t))dt (8.35)
Jt=o
where Q is an n x n (n is the number of states) symmetric matrix and R is an m x m (m
is the number of control inputs) symmetric matrix. Usually Q is chosen as a diagonal
matrix with non-negative diagonal entries and R is also a diagonal matrix with
non-
negative diagonal entries. For optimum performance, we will choose the state weighting
matrix Q = CTC, which for the original system without the integral state is:
1 OOOOe+OOO 0 -2.2316e-015
3.8462e-020 -1.5385e-019 0
0 1. OOOOe+OOO 5.4729e-016
6.9792e-021 -2.7917e-020 0
-2 2316e-015 5.4729e-016 1 .0000e+000 -3.
5628e-020 1.4259e-019 0
3 8462e-020 6.9792e-021 -3.5628e-020
2.7974e-039 -1.1192e-038 0




The diagonal entries Qxx, Q22, and Q33 are replaced by the
scalar weighting factors p, q,
and r, which are manipulated to
determine the optimum weighting factors for the states 9,
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zx, and z2. The matrix R is chosen as a symmetric diagonal matrix with size equal to the
number of columns in the Bmatrix. A value of 0.1 for the diagonal entries of the R
matrix has been found to be optimal after trial and error to represent the weighting factors






Once we have defined the Q and R matrices, we can make use ofMatlab's Iqr function to
find out the feedback gains. The code using LQR design to evaluate the feedback gains
and running a linear simulation is given below:
% The Following Codes Calculate the LQR Based Controller for the SS Model
% The State Space Model of the MIMO Linear Model is Given Below:
A=[4.8193e-021, 0, 0, 1, 0, 0;
0, 0, 0, 0, 1, 0;
0, 0, 0, 0, 0, 1;
-140.16, -436.42, 434.4, -0.45926, -1.5259, 1.5247;
-85.814, -951.58, 277.18, -0.29662, -1.3979, 0.97637;







C=[1 0, -2.2337e-015, 3.8462e-020,
-1 .5385e-019, 0;
o', 1, 5.4729e-016, 6.9792e-021, -2.7917e-020, 0;




% The weighting factor for
theta
% The weighting factor
for z1
% The weighting factor
for z2
% First Column of B matrix Corresponding
to Input zO
% Second Column of B matrix Corresponding
to Input zO
% Third Column of B matrix Corresponding
to Input zO
% First Row of C matrix Corresponding
to Input zO






















5 4729e-016 6.9792e-021 -2 7917e-020 o;
r -3.5628e-020 1 4259e-019 0;
3 5628e-020 2.7974e-039 -1 1192e-038 o;
1 4259e-019 -1.1192e-038 4 4781 e -038 o;
0 0 0 0];









-4.2091e+001 2.2268e+002 5.7581e+000 -4.5014e+000 8.3617e-001 -2.3476e-005
1.2725e-001 -3.3028e-001 -1 .8444e-002 1.3569e-002 -1.2780e-003 8.7935e-008
















[ y , x ] =lsim (Ac , Ben , Cc , De , u , t , xO) ;
The results of the linear simulation using LQR design is shown in Fig. 8.9.
% Initial conditions
% Step Input
% Calling user defined function rscale
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Linear Responses Obtained by LQR design
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Fig. 8.9 Linear Responses of the LQR Design
It can be seen that the LQR design has clearly improved the responses
in terms of the
settling time and the steady
state errors. It also gives us the flexibility to randomly choose
the scalar weighting factors p, q, and
r as opposed to manipulating the roots of the closed
loop system as was done in the case of
pole placement design. In order to understand the
nature of the cost function J, a Simulink model is created as shown:
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Fig. 8.10 Simulink Diagram to Implement LQR design
A plot of the integrand and the cost function is
given in Fig. 8.11. The cost function is an
increasing function and attains steady
state values for each control input. In our case, the
steady state values
are found to be 0.0078067, 0.0077585, and 0.007766.
Ifwe increase
the weighting factors p, q,
or r (diagonal entries of the Qmatrix) it can be seen that the
transients in the corresponding state decrease,
but there may be couplings with other
states, which maybe
affected by this. At the same time, increasing
the weighting factors
will result in an increased cost function. Similarly, by increasing
the diagonal entries of
the R matrix, the gain corresponding
to that particular control input decreases.
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Fig. 8.1 1 Cost Function and the Integrand
8.3.6 LQR Design with Integral Control
Let us introduce the integral state defined earlier to our LQR design. Since the
introduction of the integral state renders the original system that of 7th-order, we will
need to augment the Q matrix to include a weighting factor (say p) to represent this state.
Therefore, our new Q matrix has the following form:
q= [ p 0 -2.2316e-015
3.8462e-020 -1.5385e-019 0 0;
0 q 5.4729e-016
6.9792e-021 -2.7917e-020 0 0;
-2.2316e-015 5.4729e-016 r -3.5628e-020
1.4259e-019 0 0;
3.8462e-020 6.9792e-021 -3.5628e-020 2.7974e-039
-1 .1192e-038 0 0;
-1.5385e-019 -2.7917e-020 1 .4259e-019 -1 . 1 192e-038
4.4781e-038 0 0;
0 0 0 0
0 0 0;
0 0 0 0
0 0 rho];
The Amatrix is modified to include the new state as:
Ae =
C[2, : }
- C[3, : }
(8.37)
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The integral state is not considered in calculating N because the 7th row of the A matrix
with the integral state added, which is nothing but C[2, : ] C[3, : ], is linearly
dependent on the rows of the original Amatrix thereby making it a singular matrix. The
rows of the Cmatrix are modified to include the weighting factors of the states before
passing it into the rscale function. The codes to calculate the feedback gain using LQR
design with integral control are shown below:
% To Find the State Space Model for the new system
Ae=[A, zeros(6,1);C(2, :)-C(3, :), 0]; % Augmented matrix with integral state
Be=[B; zeros(1,3)]; % Augmented matrix with integral state
rho=5000; % The weighting factor for the integral state
p=5; % The weighting factor for theta
q=30; % The weighting factor for z1
r=10; % The weighting factor for z2






3.8462e-020 6.9792e-021 -3.5628e-020 2.7974e-039 -1 . 1 192e-038
1.5385e-019 -2.7917e-020 1 .4259e-019
- 1 . 1 192e-038 4.4781e-038
0 0 0 0

































Kn=K(:,(1:6)); % Only the
gains of the original six states
% The C matrix is modified to
include the weighting factors
Ce=[p, 0, -2.2337e-015, 3.8462e-020,
-1 .5385e-019, 0;
0, q, 5.4729e-016, 6.9792e-021,
-2.7917e-020, 0;
2.0675e-018, 0, r, -3.5628e-020,
1.4259e-019, 0] ;
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Linear Responses Obtained by LQR design
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Fig. 8.12 Linear Simulation Results of the LQR Integral Control
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The effect of the integral state is not quite apparent in the case of linear simulation,
because we have only considered step inputs. But it has been included to make the
controller robust under varying input conditions. As a next step towards improving our
controller we will design an estimator which will provide an estimate of the states of the
system in case we do not have all the states available for feedback.
8.3.7 Estimator Based LQR Design with Integral Control
In most cases, not all the state variables are measured. The cost of the required sensors
may be very high, or it may be physically impossible to measure all the state variables. In
this case, an estimate of the actual state variables x(t) can be obtained by a few
measurements. If we represent the estimate of the actual state as x(t), the control law
without the reference input becomes:
u= -Kx. (8.38)
The plant equation with feedback is now:
x =
Ax- BKx, (8.39)
which can be rewritten in terms of the state error x = x x (actual state estimated
state) as:
x =
Ax- BK(x - x) (8.40)
= (A- BK)x + BKx
In order to find the error state equation, we build the plant dynamics in terms of the
estimate of the actual states as:
x = Ax+Bu (8.41)
If we consider feeding back the difference between
the measured and the estimated
outputs and correcting the model continuously
with this error signal, the above equation
will be modified as:
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x = Ax +Bu + L(y-Cx), (8.42)
where L is the proportional gain defined as:
L=[lx,l2,...,lnf (8.43)
and is chosen to achieve satisfactory error characteristics. The dynamics of the error
system can be obtained by subtracting Eqn. 8.42 from Eqn. 8.20 as:
x=(A- LC)x (8.44)
The overall system dynamics in state form with the estimator are obtained by combining
Eqn. 8.40 and Eqn 8.44 to get:
X A-BK BK X
X 0 A-LC X (8.45)
The characteristic equation of this closed loop system is:
det
sI-A + BK -BK
0 sI-A + LC
(8.46)
This particular form of the above matrix allows independent design of the control law and
the estimator. The combined control law and the estimator is called the compensator. The
block diagram representation of feedback control with the estimator is shown in Fig. 8.13.
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Fig. 8.13 Feedback Control with the Estimator
Ifwe include the integral control, Eqn. 8. 45 will be modified as follows:
X A 0
XI = C[2, : ]












The following Matlab codes are created to calculate
the proportional feedback gain L. In
order to design an estimator, the pole locations are
chosen such that they are 4-10 times
faster than the slowest pole of the closed loop system [14].




% Eigen values of the closed loop system
- 1 . 0752e+003 + 1 . 2042e+003i











P=[-20 -21 -22 -23 -24 -25];
% Chosen estimator pole
locations
L=place(A',C,,P)'
Ace=[Ae-Be*K Be*K( : , (1 :6) ) ;zeros(6,7)
(A-L C)];
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Bce=[Bcn; zeros(size(Be) ) ] ;
Cce=[C zeros(3,7) ] ;
Dce=[D];
[ y , x ]=lsim (Ace , Bee , Cce , Dee , u , t , xO ) ;
The estimator design is verified in Simulink (Fig. 8.14) and a comparison of the actual
states and the estimated states is shown in Fig. 8.15. The plot of the comparison shows
that the estimated and the actual states have a very good match.
LQR, integral Feedback
























































































Fig. 8.15 Comparison of the Actual and the Estimated States
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So far we have discussed the control of the linearized 3-dof model using the pole
placement method and the LQR method. It is quite obvious that the LQR method is faster
in terms of deciding the feedback gains necessary for optimum performance. We have
also improved the controller robustness by introducing the reference input and integral
feedback. Now we are ready to apply the designed controller to the original nonlinear 3-
dofmodel with all the inherent dynamics present in the original model.
8.4 Control of the Nonlinear 3-dofModel
8.4.1 Simulation with Step Input
We will first analyze the performance of the controller on the nonlinear model with step
inputs in place of the sinusoidal inputs [22]. Consider the case when the airplane is
taxiing on the runway after the initial stage of landing. Let us simulate this case by giving
two step inputs to the ODE's of zx, and z2. Even though, the ODE of 9 has a second
derivative of the input zq, given at zx, the effect of a step input is negligible on the
equation of 9. This apparently means that we need to calculate three input scaling factors
(N) and three feedback loops, one each for each input. One important thing to be kept in
mind is that due to the inherent dynamics of the airplane model and the approximations
taken while deriving the equations ofmotion, the steady state conditions of the states are
different from zero. The following Simulink diagram (Fig. 8.16) shows the
implementation of the LQR controller along with integral feedback for a step input
magnitude of 0.0025 m and the responses are compared with those of the linear model as
shown in Fig. 8.5.
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LQR Design with Integral Feedback
on the nonlinear 3-dofmodel
Integrator!
Fig. 8.16 Simulink Diagram ofLQR Controllerwith Integral
Feedback
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Fig. 8.17 Controller Performance on Nonlinear and Linear
Models
A comparison of the responses of the linear and
nonlinear 3-dof model shows that the
behavior of both models is very similar in terms
of the transient as well as the steady
state responses. This shows that the controller
developed based on the linearized version
of the nonlinear 3-dof model works well on the
nonlinear system. Due to the inherent
nonlinearities present in the nonlinear model, their steady
state values are different from
zero. It can be seen that the responses have
met the design requirement of 1 % settling
time of less than 2 sec. But the overshoots
have gone beyond the 25 % design benchmark
as there is always a trade off between the
overshoot and the settling time. The weighting
factors maybe manipulated to come up with
a reasonable overshoot limit. The above
simulation was carried with the following weighting
matrices:
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5,.OOOOe+OOO 0 -2.,2316e-015 3 ,8462e-020 -1 ,5385e-019 0 0
0 3.,0000e+001 5 .4729e-016 6,,9792e-021 -2 ,7917e-020 0 0
-2 ,2316e-015 5,,4729e-016 1 .0000e+001 -3, 5628e-020 1 .4259e-019 0 0
3 ,8462e-020 6 ,9792e-021 -3 ,5628e-020 2.,7974e-039 -1 ,1192e-038 0 0
-1 .5385e-019 -2.,7917e-020 1 .4259e-019 -1 .,1192e-038 4 . 4781 e -038 0 0
0 0 0 0 0 0 0









By increasing the weighting factor corresponding to a particular state, the transients in the
response due to that particular state can be reduced, but it may affect other states which
are coupled with the original state. Higher values are chosen for R22 and R33 compared to
Rxx to minimize the effects of the control inputs due to the inputs at zx and z2. The above
simulation with step input is only shown as an illustration of how the controller works
with the nonlinear system. In order to achieve the final objectives, the nonlinear system
has to be simulated with the assumed road profile sinusoidal inputs. Therefore, the issues
of overshoot and settling time will be dealt with in greater detail when we simulate the
final system. In order to apply the sinusoidal inputs, a more effective method is described
in the following section.
8.4.2 Robust Control Based on Error Space Approach
It should be noted that the input scaling factors (N) discussed in the previous section can
only be used with step inputs to obtain zero steady
state error. For sinusoidal inputs, a
good reference input tracking can be achieved by introducing an internal model of the
reference input in the compensator. The entire problem is formulated in an error space to
obtain zero steady state errors to non decaying reference inputs. To begin with, the
method is described in general first and then it is applied to the particular problem at
hand.
Suppose we have the system state equations with a disturbance, w, and a coefficient
matrix for disturbance, Bx, represented by:
x(t)
= Ax(t) + Bu(t) + Bxw
y(t)
= Cx(t) + Du(t),
(8.48)
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and a reference input r(t), which is known to satisfy a specific differential equation. The
initial conditions on the equations generating the input may not be known to us. The
objective is to design a controller for this system so that the closed loop system will have
the ability to track input command signals and to reject the disturbances without steady
state error. Suppose the reference input satisfies the relation:
r + axr + a2r = 0 (8.49)
and the disturbance satisfies exactly the same equation:
iv + axw + a2w = 0 (8.50)
The tracking error of the system is defined as:
e = y-r. (8.51)
The specific objective of tracking r and rejecting w can be described as regulation of
error, which means the error tends to zero as time gets large. The control must also be
robust enough that the regulation of error to zero occurs even in the presence of small
disturbances in the plant parameters. In practice we can not have a perfect model of the
plant and values for the parameters.
Substituting for r in Eqn. 8.49 from Eqn. 8.51, we get:
e + axe + a2e = y + axy + a2y (8.52)
= Cx + axCx + a2Cx + Du + axDii + a2Du
We now replace the plant state vector with the error space state defined by:
fa x + axx + a2x. (8.53)
Similarly, we replace the control input with the control in error space, defined as:
a fa u + ot\u + a2u. (8.54)
With these definitions we can replace Eqn. 8.52 with:
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e + axe + a2e = C + D/j,. (8.55)
The state equation for is given by:
= x+ axx + a2x =A + Bp. (8.56)
Notice that the disturbance as well as the reference cancels from Eqn. 8.56. Equations
8.55 and 8.56 now describe the overall system in an error space. In standard state variable
form the equations can be represented by:
z = Aez + Bep, (8.57)
rp
where z = [
r







Oi2 -ax , Be = D
1 0 0
(8.58)
Now a full state feedback can be designed for the error system (A, B) if it is controllable.
If the plant (A, B) is controllable and does not have a zero at any of the roots of the




+ axs + a2, (8.59)
then the error system is controllable. Assuming these conditions hold, there exists a
control law of the form:
H=
-[Kq Kx K2\ Kz. (8.60)
Where Kq are the feedback gains for the plant states and Kx and K2 are the feedback
gains for error signals. In the next section, we will implement the error space approach to
our nonlinear 3-dofmodel with sinusoidal reference inputs.
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8.4.3 Error Space Approach Applied to NonlinearModel with Sinusoidal Inputs
Since the error space approach is based on expressing the input signals in terms of
differential equations, we need to first come up with the state space model representing
the input signals. There are three sinusoidal input signals to our nonlinear model:










vo-t+ (PD - QF)sin9 + QP cos9
ED\ 1
(QF cos9 + QP sin9 - PD cos9 + zx-z2
V ED ))}
To get an idea of the amplitude and frequency of the above signals, a plot of the input
signals is shown in Fig. 8.5 in which the variable zOd represents zq.
x
ID-
Input Signals zO, zOd, and zh
V \.i.J Lj. J \.'--f l_L.i...J-l- J VJ-f V J--h l-L-t.-i-L
0.1 0.2 0.3 0.4 0.5 O.B
Time (sec)
0.7 O.B 0.9 1
Fig. 8.18 Input Signals Generated for 1 sec
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By looking at the three signals, even though the amplitudes are different, their frequencies
are nearly the same. The periods of the signals are 0.1 sec and the frequencies are 10 Hz.
The amplitudes of the three signals z0, z0, and zH are 0.0025m, 10m/s2, and 0.0025m.
This implies that all the three input signals can be written as second order differential
equations satisfying the relation described by Eqn. 8.49. Although, zH is represented by a
complex mathematical form, we can approximate it by a simple sinusoidal signal for our




a cos(ua -t + r), (8.62)
where r is the phase lag and the frequency ua is approximately equal to u.
Let us denote the three signals zq, zq, and zh by rx, r2, and r3. We first find the
derivatives of these signals as represented in the following Table 8.1 :
rx = a sin(ui t) ?"2 = a
oj2
sin(cu t) r3 = a cos(ua -t + r)
U fx= a oo cos(u t) r2 = a
to3





sin(u t) r2 = a a/ sin(uj t) r3 = a u\ cos(ua + r)





Table 8.1 Derivatives of the Input Signals



















which can be represented inmatrix form as:
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10 0 0 0 0
0 10 0 0 0






















0 0 0 Xt\
0 0 0 xTh
0 0 0_ _xTft_
(8.64)
In input-output form, the reference model in Eqn. 8.64 is given by:
T\ 0 0 rx
r2 = 0 0 7*2
rz 0 0 ?"3
(8.65)
Since there are three outputs and three inputs, the tracking error has nine components as

















= 8 ~ zh ez,ZH




Taking the time derivative of the generic form of the tracking error twice yields:
e = y r
= Cx + Du r,
(8.67)
Utilizing Eqns. 8.52 through 8.57, we can rewrite the overall system in matrix form as
follows:
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0 0 0 0 0
0 0 0 0 0 6x1 #6x3
0 0 0 0 0
a
e3xl + D
1 0 0 0 0 0 e3xi 0
0 1 0 0 0 0
0 0 1 0 0 0
/i.(8.68)
The overall system is now 12th-order. Assuming that the system is controllable, we can
design a control law of the form:
P
=
-[#0(3x6) #1(3x3) #2(3x3)] = -Kz. (8.69)
The error space approach in its original form as described above, can be implemented for
simple systems to track reference inputs and reject the disturbance signals. But it becomes
very difficult to apply the exact form to the particular problem at hand, because there are
three inputs. Moreover since the above model has 12 states, the overall system becomes
more coupled and thereby difficult to control. In order to avoid these difficulties, a
simplified form of the error space approach is used on the nonlinear 3-dofmodel. In this
model, integral feedbacks of the error signals are used. This can be done by considering



















The overall system is now 9th-order and easier to control. The following codes in Matlab
show the formulation of the new system and calculation of K. A linear simulation is
performed using the calculated
feedback gains. The responses are compared (Fig. 8.19)
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with that of the LQR design with one state integral feedback discussed in the previous
section.
% Codes to Evaluate the Feedback Gains for the Error State Space Design
% State Space Model in Generic Form for I.C on Theta=0.3048 rad/sec
A=[4.8193e-021, 0, 0, 1, 0, 0;
0, 0, 0, 0, 1, 0;
0, 0, 0, 0, 0, 1;
-140.16, -436.42, 434.4, -0.45926, -1.5259, 1.5247;
-85.814, -951.58, 277.18, -0.29662, -1.3979, 0.97637;







C=[1, 0, -2.2337e-015, 3.8462e-020, -1 .5385e-019, 0;
0, 1, 5.4729e-016, 6.9792e-021, -2.7917e-020, 0;












rho1=1; % The weighting
factor for zOd (edot)
rho2=5; % The weighting
factor for zO (edot)
rho3=5; % The weighting
factor for zh (edot)
p=5- % The weighting factor for
theta
q=20; % The weighting
factor for z1
r=50; % The weighting
factor for z2
n= r n o -2.2316e-015 3.8462e-020
-1 .5385e-019 0 0 0 0;
1
Q q 5.4729e-016
6.9792e-021 -2.7917e-020 0 0 0 0;
-2 2316e-015 5.4729e-016
r -3.5628e-020 1.4259e-019 0 0 0 0;
3 8462e^020 6.9792e-021
-3.5628e-020
2.7974e-039 -1 . 1192e-038 0 0 0 0;
-l'5385e-019
-2.7917e-020 1 .4259e-019 -1 .1192e-038







0 0 0 0 rhol 0 0;
0 0 0 0 0 rho2 0;
0 0 0 0 0 0 rho3] ;
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K=lqr(Ae,Be,Q,R);
K =
Columns 1 through 7
-1.0148e+001 4.5822e+001 1.4165e+000 -1.2592e+000 3.7775e-001 -1.8967e-005
1.3653e-009
1.8609e-002 -6.8604e-002 -2.6442e-003 2. 2651e- 003 -5.6580e-004 3.7726e-008
3.9581e-013
8.1119e+000 -8.0162e-001 6.8176e+001 8.3282e-001 -9.7500e-003 2.1796e-002
2.3488e-008



























[ y , x ] =lsim (Ac , Be , Cc , Dc , u , t , xOi) ;
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Linear Responses Obtained by LQR with Error Space Approach
u
LQR with Error Space
LQR with one state Integral FB
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Fig. 8.19 LQR Error Space vs. LQR Integral One State Feedback
The LQR error space approach has definitely improved the responses in terms of the
overshoot in case of 9, but has paid price in terms of the overshoot of zx. The main reason
why we are not able to
improve the three responses simultaneously is because the
dynamic equations ofmotion are coupled in the three coordinates of the system. Ifwe try
to reduce the overshoot in one coordinate by adjusting the corresponding weighting
factor, the responses of other coordinates suffer.
This means that it is not possible to
improve the responses after certain limits in terms of overshoot
and settling time with the
current dynamic equations ofmotion. As we know, a good control system design comes
after considerable practice and design iterations, the model can be
updated or modified to
include more damping or stiffness as per the
specific practical design requirements.
In order to apply the controller to
the nonlinear model, we need to design feedback loops
for the error signals in addition to the original state
feedback loops. There are three rows
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= zH. The first six columns of the Kmatrix are the gains for the 6
states of the plant model. The first six columns of the K matrix are multiplied with the
six plant state signals to obtain the three feedback control input signals from the six states
of the system. The feedback gain values corresponding to the error signals are the entries
from 7th to 9th-columns of the Kmatrix. The specific K value is multiplied with the
corresponding error signal to obtain the feedback signal for that corresponding reference
input signal. The following matrix equations show the multiplications of the feedback



























= ZX Zq eZ2ZQ
= Z2 Zq
eZlz0
= ZX Zq e^
= Z2 Zq
*ZlzH
= zx zh ez2zH
=
z2 zh
Fig. 8.20 shows the implementation of the LQR based error space approach on the
nonlinear 3-dof model and the responses are shown in Fig. 8.5. The subsystems for
multiplying the error signals with the corresponding feedback gains are shown below the
first block diagram. These subsystems are named as input scalings in the parent block
diagram. The control inputs going to the plant model are denoted by the variables u-zOd,

























































































on the nonlinear 3-dofmodel
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Fig. 8.20 Implementation ofLQR Error Space Approach onNonlinearModel




























Fig. 8.21 Control of the Nonlinear 3-dofModel
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The above responses are obtained after trying various combinations of the weighting
factors for the states of the system. A comparison of the performance of the controller on
the linear as well as the nonlinear models with the same tuning parameters is shown in
Fig. 8.23. The figure shows a close match between the linear and the nonlinear models in
terms of the trends of the responses, but differ in steady state values. The difference in
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Fig. 8.22 Linear vs. Nonlinear Responses
The performance of the LQR based controller can be improved further by introducing
weighting factors for the remaining 3
states (x4, x5, and x6) of the plant model in the Q
matrix. In fact, by doing this we are actually reducing the
transients due to that particular
state variable. Considerable improvement in the case of overshoots in this particular
example can be seen by introducing a weighting factor
for only x4. The Qmatrix is
modified to include a weighting factor for x4 (say s) and the new responses are plotted in
Figs. 8.23, 8.24, and 8.25.
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0= [ 0 -2.2316e-015 3.8462e-020 -1 .5385e-019 0 0 0
0 q 5.4729e-016 6.9792e-021 -2.7917e-020 0 0
-2.2316e-015 5.4729e-016 r -3.5628e-020 1.4259e-019 0 0
3.8462e-020 6.9792e-021 -3.5628e-020 s -1.1192e-038 0 0
-1.5385e-019 -2.7917e-020 1.4259e-019 -1.1192e-038 4.4781e-038 0 0
0 0 0 0 0 0 0
0 0 0 0






0 0 rhol 0 0
0 0 0 rho2 0
0 0 0 0 rho3];
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Fig. 8.23 Responses Obtained After Adding s = 0.031
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Fig. 8.25 Control Efforts
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A plot of the total energy (Fig. 8.26) with time shows that the total energy shoots up to
89.5 Joules due to the control actions taking place in the initial stage. The total energy is
then converted into dissipation and it decreases along a smooth curve to attain the steady
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Fig. 8.26 Total Energy Dissipated During the Control Action
The tuning of the controller points to that a
design requirement of 25 % overshoot on all
the three responses of the nonlinear model is very tight and difficult to
achieve with the
current dynamic equations of motion. The equations of motion
maybe modified to
achieve very tight overshoot
requirements. In terms of the settling time, the responses are
able to achieve the steady states in a fairly less amount of time.
The steady state values of
the responses show that after the initial stage of landing the airplane would come to a
standstill with the following equilibrium conditions on





= 2.88m.m; z2 =
- 1.08m.m.
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These values could be made zero after extensive design iterations involving modification
of the landing gear parameters and adjusting the weighting factors for the feedback gains.
Some of the issues like variation of the landing gear parameters and tuning the controller
subsequently are dealt in the following section, but further issues like modification of the
equations ofmotion are not considered in this study.
8.5 Performance of the Controller to Changes in Plant Dynamics
8.5.1 Variations in Initial Conditions
The overall procedure of control system design has been performed with zero initial
conditions for all the states except for xx(0)
= 9(0) =
5
= 0.8072 rad. A study of the
controller performance is carried out with change in initial condition of the variable 9,
whereas keeping the initial conditions for other states the same (Fig. 8.27). Let us vary
the initial conditions on 9 to 0, 2 , and 7 .
Responses of th, z1 , and z2
Fig. 8.27 Controller Behavior in Various Initial
Conditions
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The responses show that the controller is robust enough to bring the responses to the
same original steady state values. This is due to the integral action on the error signals of
the states of the system. It can be seen that as we increase the initial condition on 9 to a
higher value, the overshoot increases but in practical landing scenarios lower values of
the pitch angle are preferred as the aim of the pilot is to keep the nose of the plane lower
to decrease the landing speed [23].
8.5.2 Variations in Landing Gear Parameters
In order to study the effects of varying the landing gear parameters on the controller
performance, the simulations are performed with various values of the spring constants
km, and kn; the damping constants cx, and c2; and the landing speed v0. The various cases
are described below:
(a) Variations in km, and kn
The following plot (Fig. 8.28) shows the performance of the controller with different
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Fig. 8.28 Controller Performance under Various Values of km and kn
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The above simulation was performed by keeping the weighting factors for the states and
integral error states at their original values designed for the case when km kn = 8000
N/m. It can be seen that as we increase the spring constants of the wheel springs, the
suspension becomes more stiffer leading to a lower pitch angle and larger steady state
values for zx, and z2. It would need a very high stiffness value for km, and kn to bring 9,
and z2 to zero but it should be noted that zx increases in the positive direction with
increase in km, and kn.
(b) Variations in cx, and c2
The following plot (Fig. 8.29) shows the performance of the controller under various
values of the damping constants cx, and c2.
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Fig. 8.29 Controller Performance under Various Values
of cx and c2
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Even though not much variation is observed in the controlled responses, the overshoot
seems to decrease with increase in the damping constants. This is quite reasonable
because by increasing the damping constants we are increasing the inherent damping in
the system. But we can not increase the damping to very high values, as it may require
powerful dampers.
(c) Variations in landing speed, vq
Simulations of the model are performed with various landing speeds and the responses
are shown in Fig. 8.30. Even though the FAA (Federal Aviation Administration) requires
[24] that a transport type aircraft be able to withstand the shock of landing at 10 ft/s at
the design landing weight, the design of the control system for the landing gear model
has been done at very high landing speeds i.e. at 10m/s. The term vq has not shown up
in the equations of motion due to the nature of Lagrange's formulation used in deriving
the equations ofmotion. As far as the simulation of the landing is concerned, the landing
speed is playing a role only in the case of the input signals. Let us study the
behavior of
the model by varying the landing speeds.
0 1
O.-0.05






V/ i ! i



















Fig. 8.30 Simulation with Different Values of v0
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A close look at the controller behavior under various landing speeds reveals that the
model is not susceptible to changes in landing speed. This is predictable since the
controller uses feedback gains which are proportional to the landing speed.
On the basis of the control design analysis provided in this Chapter, the feedback control
design employing Linear Quadratic Regulator method along with the error space
approach has been found to provide the optimum performance requirements.
8.6 Control of the Actual Landing Scenario
The control design procedure outlined in this Chapter can be extended to the actual
landing scenario discussed in Chapter 6, where we derived a 2-dofmodel to represent the
landing touchdown case. A simple feedback loop is designed to control the initial stage
which begins when the main wheels touch the runway and continues until the nose wheel
touches the runway. The two outputs are then merged using the merge blocks. Let us
assume that the landing speed, v0 = 10 m/s, and the distance traveled by the main
wheels until the nose wheel touches the runway, d = 10m. Therefore the time required
to travel this distance is:
td =
- = lsec. (8.74)
^o
Hence the simulation representing the touchdown stage of landing has to be simulated for
1 sec. To design a controller for the initial stage, the 2-dof model is linearized in
Simulink and a set of feedback gains for the 4 states of the system is determined by the
same procedure used for calculating the feedback gains for
the 3-dof model. The
following Matlab codes show the calculation
of the feedback gains with the state space
form of the 2-dofmodel.
% Codes to Evaluate the Feedback Gains
for the Error State Space Design for
2-
dof Touchdown Model
% State Space Model in Generic Form for
I.C on Theta=0.0873 rad
A=[ 0 0
1 ;













C=[ 1 0 0 o;
0 1 0 01;
D=[0 o;
0 01;







rho1=5000; % The weighting factor for zOd (edot)
rho2=5000; % The weighting factor for zO (edot)
P=35; % The weighting factor for theta
q=500; % The weighting factor for z1
0= [ p 0 0 0 0 0;
0 q 0 0 0 0;
0 0 0 0 0 0;
0 0 0 0 0 0;
0 0 0 0 rhol 0;




-7.7690e-001 2.2360e+002 1.6199e-001 8.1285e-001 2.1452e-005 2.3853e-003











K1 1_th_z0d=K1 1_z0d ( 1 ) ;
K11_z1_z0d=K11_z0d(2);
In determining the optimal values of the gains, the variable representing the pitching
moment, Pm is manipulated such that the pitch angle follows a smooth curvilinear path
representing the smooth nose down pitching motion of the plane. A value of Pm = 0.18
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N m is selected after trial and error to suit the values of the feedback gains calculated
for the initial stage of landing. The block diagrams representing the control of the







th thdot z1 zldot































































Chapter 8 Control oftheMIMOModel

















ODE of zldotdot Derivative ODE ot22dotdot
page 193

































































Chapter 8 Control ofthe MIMOModel
Input Feedback Loop
t>=dM>
Fig. 8.31 Simulink Block Diagrams of the Actual Landing Scenario
Two separate feedback loops are required to control the system in both the cases of
landing. The responses of the overall landing simulation are plotted in Fig. 8.4 and Fig.
8.32.
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Fig. 8.32 Landing Responses in Touchdown and Taxiing
It can be seen that 9 is following the smooth curvilinear path followed by the nose of the
plane in the nose down pitching motion. Since the variable zx
is a function of 0, it is also
following the same path but with a smaller amplitude
until the nose wheel hits the
runway. At this point, the variable z2 is introduced into the
system producing a positive
overshoot for z2. At the same instant of time the variable zx is found to have an
undershoot. Therefore the overall situation means that when the nose wheel hits the
runway, there is an immediate lift at the nose
of the plane causing the variables zx to be
negative and z2 to be positive for a small instant
of time. Once the transients are over, the
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three variables settle down to their respective steady state values. The variations of the








Landing Responses in Touchdown and Taxiing
j
J\___jJ L 1 ! i J















I L I I 1 1
! L I ' 1 <
0.5 1.5 2.5 3.5




The SAE Heavy lift airplane built by the Aerodynamics design team of RIT was chosen
as the prototype model for this simulation and control system design procedure. A
lumped-parameter graphical representation of the prototype model was created with
dimensions measured from the actual model. Initially a 1-dofmodel considering only the
pitch degree of freedom was derived using Lagrange's equations. In this model, the
wheels of the plane were modeled as massless points moving on the runway. The
derivation of the simplified model was very useful and essential in analyzing the total
energy of the system which gave a sense of the actual dynamics represented by the
equation of motion. FFT analyses were performed on the response signals to identify the
inherent frequencies present in the response signals. A comparison of the responses with
and without the runway profile indicated that the addition of the runway profile did not
change the basic characteristics of the system as it was expected.
A more generalized model of the system was derived in Chapter 5 including two more
degrees of freedom; namely those introduced by the displacements of the centers of the
nose and main wheels. The 3-dof model was simulated in Simulink to obtain the three
responses of the system. The 3-dof model was updated to include the effects of the
runway profile and subsequently FFT analyses of the responses
were performed. The FFT
analyses were very useful in studying the dominant frequencies present in the three
signals. The equations of motion derived using Lagrange's equations intensified the
effectiveness of the method in terms of its simplicity and straight forwardness in applying
to complex dynamic systems.
In order to achieve control on the system damping was introduced in Chapter 6, where the
landing gear system of the prototype model had to be modified to
include a linear damper
along with its nose wheel mounted
spring. It also became necessary to add a linear
damper to the main wheel suspension system because during an actual landing case, the
main wheels are the first elements to dissipate the dynamics during the touchdown
impact. Equations of motion of the damped system were derived using Lagrange's
equations and the responses were obtained after Simulating the system in Simulink. A
discussion on the actual landing case was produced, which involves two
cases: 1) initial
touchdown, and 2) later landing runs. A simplified
2-dof model to represent the initial




The control design procedure outlined the various aspects needed to be considered while
designing a controller. Initially, the simplified 1-dof model was linearized in Simulink
and three types of controllers were designed using classical design techniques based on
root locus and transfer functions. The method of linearization of the nonlinear model was
carried out in order to study the dynamics in terms of the characteristic equations of the
linearized models. Three types of controllers were designed using the sisotool ofMatlab
for the linearized 1-dofmodel. These controllers were then applied on the nonlinear 1-dof
model and found to be successful in maintaining the performance requirements.
A more effective and powerful method was followed in designing a controller for the
3-
dof model using the state space design techniques. A 6th-order state space model was
created by linearizing the nonlinear 3-dofmodel in Simulink. Two methods of designing
the feedback gains were discussed such as the pole place or eigen assignmentmethod and
the Linear Quadratic Regulator method. The second method was found to be more
effective in terms of the convergence of the solutions as this method is based on the
principle ofminimization of a cost function. Moreover, it gave the user more freedom to
determine the weighting matrices Q, and R as opposed to manipulating the closed loop
eigen values as in the case of the pole placement method. Controller design was first
carried out on the linearized state space model of the original nonlinear 3-dof model.
Simulations with step inputs were carried out with
integral control on the nonlinear model
and the responses were compared with those of the linearized model. The comparison
indicated a close match between the two and also proved that the linearized model was a
very good approximation
of the actual nonlinear model in terms of the basic
characteristics of the system.
A more robust approach to introducing sinusoidal inputs was carried out and modified to
suit the requirement of the nonlinear model. This error space
approach provided integral
controls of the error signals and added 3 additional states to the already
6th-order plant
model. Out of the two types of the controllers designed for
this specific example, the
LQR design with error space approach was found to be the
most effective. The superior
performance of the controller is due to the integral action on
the error signals. A study of
the controller performance proved that the
controller is efficient even with variation of the
landing gear parameters and the landing
speed.
The controller designed for the 3-dofmodel was
applied on the actual landing simulation
discussed in Chapter 6. The control design for this
combined system consisted of two
parts: 1) initial touchdown stage, and 2) later
part of landing run or taxiing. To reasonably
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describe the touchdown case, a variable for the nose down pitching moment was defined
and manipulated until a smooth response of the pitch angle was obtained in the initial
stage. It became necessary to design a simple controller to control the 2-dof model
describing the initial stage of the landing. Then the two responses were successfully
merged to obtain the overall landing responses.
To further improve the landing responses, other combinations of the weighting factors
could be tried or the equations of motion could also be modified by studying the
controlled responses of the present model. Another important factor influencing the
accuracy of the developed model is the availability of an accurate measurement or data
describing the actual prototype model. In the present case, the data measured might not
have been accurate due to manual measurement error.
The overall approach in formulating the problem, deriving the mathematical differential
equations representing the dynamics of the system, and achieving the control of the
original nonlinear system proved to be a very successful approach in systematically
finding solutions to complicated problems.
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RECOMMENDATIONS FOR FUTURE WORK
The control of the landing gear system of the SAE Heavy lift Airplane showed that the
prototype model could be modified to provide a damper in the nose wheel suspension and
additional damping in the main wheel. Since the center of gravity of the plane was at the
rear end, the derived equations of motion could not provide zero equilibrium values for
all the states of the system. This maybe taken into consideration in effectively distributing
the weight of the plane to yield zero state values in static equilibrium conditions.
Actuator and sensor dynamics need to be considered in applying the controller to the
practical scenario. The three control inputs mentioned in Chapter 8 should be studied in
order to calculate the actuator forces. The knowledge of the actuator forces is necessary in
selecting the type of actuators required in controlling the system in practical
implementation.
A study of the controlled responses point to the need that the design has to be modified to
meet tight design requirements in terms of overshoot. As the successful design comes
only after many iterations of the design procedure, there is always room for improving the
equations ofmotion and subsequently modifying the controller.
An experimental set up maybe developed to test the designed controller before applying it
on the actual prototype model. The testing of the controller is very essential because the
actual working conditions may differ from the theoretical simulation background and
thereby reveal some design loop holes which might have to be sorted out before the
successful implementation of the controller.
The aircraft in real life makes use of oleo-pneumatic shock absorbers which are nonlinear
in behavior. To accurately model the real time situation of landing, an oleo-pneumatic
shock absorber model maybe used in place of the linear damper considered in this
analysis.
To precisely describe the system,
parameters like tire deflection, swivel angle, strut
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The Maple codes for deriving the total energy of the 1-dofmodel with the runway profile
are shown below. To avoid confusion, only the relevant outputs are shown (in italics).
> restart;
> # Analysis with road perturbations




































> PE2:=taylor( PE1, th=0, 3 );
> PEquad:=convert(PE2, polynom);
> Energy:=KE+PEquad;
> # Data in SI system
> QF:=0.165 : QG:=0.0127 : QP:= 0.3048 : DC:=0.035 : PD:=0.132 :
ED:= 0.046 : BD:=0.063 :
> M:= 11.84 : g:=9.81: IG:=1.966:
> A:=0.0025 : lambda:=1 : Ls:=0.03 :
v:= 10 :
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> implicitplot3d( {Energyl =624.31 3631 3}, th=-0.7..0.81, thdot=-0.65..18, t=0..Pi, axes=boxed,
color=grey, labels=[th,thdot,t]);
> animate3d(Energy1,th=-Pi/8..Pi/8, thdot=-5..20, t=0..Pi, frames=50, axes=boxed);
> Energy_no_t:=subs(t=0,Energyl);
> contourplot3d( {Energy_no_t}, th=-Pi/8..Pi/8, thdot=-0.5..15, axes=boxed, contours=15,
color=black);
> fieldplot3d([th,thdot,t], th=-Pi/8..Pi/8, thdot=-0.5..15, t=0..Pi, axes=boxed, arrows=SLIM,
color=black);
> gradplot3d(Energy1, th=-Pi/8..Pi/8, thdot=-5..20, t=0..10, grid=[5,5,5], color=blue, axes=boxed);
> plot3d( {Energy_no_t}, th=-Pi/8..Pi/8, thdot=-5..20,
color=[sin(th*thdot),cos(th*thdot),tan(th*thdot)], axes=boxed, contours=1 5);
> PEquad;
19.34156797+.29037600*sin(20*Pi*t)-7.82151 704*th+103.0881973*thA2
> plot3d(PEquad, th=-Pi/8..Pi/8, t=0..Pi, axes=boxed, contours=20, color=grey);
A.2 Derivation ofEquation ofMotion for 1-DOF Model
TheMaple codes for deriving the equation ofmotion for 1-dofmodel with the runway
















> # Differential w.r.t theta
> Lth:=diff(L,th);
> Lthdot:=diff(L,thdot);









> # EOM in theta co-ordinate
> Eqn_mot1 :=subs({th(t)=th,zO(t)=zO},{tLthdot-Lth=0});
> # Data in SI system
> QF:=0.165 : QG:=0.0127 : QP:= 0.3048 : DC:=0.035 : PD:=0.132 : ED:= 0.046 : BD:=0.063 :
> M:= 11.84 : g:=9.81: IG:=1.966:
> A:=0.0025 : l:=1 : Ls:=0.03 : v:= 10 :
> ks := 5676.7088;
> Eqn_mot1 :=subs({th(t)=th,z1 (t)=z1
,z2(t)=z2,zO(t)=zO,zh(t)=zh},{tLthdot-Lth=0});
Eqn_mot1 := {1 1.84000000*(.165*sin(th)*diff(th,t)A2-. 165*cos(th)*diff(th, '$'(t,2))-. 127e-
1*cos(th)*diff(th,t)A2-. 127e-1*sin(th)*diff(th, T(t,2)))*(-. 165*cos(th)-. 127e-1*sin(th))-
7.8215170+11. 84000000*(diff(z0Z$'(t,2))-.165*cos(th)*diff(th,t)A2-.165*sin(th)W^
. 127e-1*sin(th)*diff(th,t)A2+. 127e-1*cos(th)*diff(th, -$'(t,2)))*(-.165*sin(th)+. 127e-
1*cos(th))+1.966*diff(thZ$'(t,2))+206.1763946*th = 0}
> # Simplification of the EOM for 2 DOF Model
> # Equation of Motion Rewritten as a Function of Time
>Eqn_mot1_0:={11.84000000*(.165*sin(th(t)rdiff(th(t),t)A2-.165*cos(th(t))*diff(th(t);$'(t,2))-
1*sin(th(t)))-7.8215169+11.84000000*(diff(z0(t),-$'(t,2))-.165*cos(th(t))*diff(th(t),t)A2-
. 165*sin(th(t))*diff(th(t),T (t,2))-. 1 27e-1 *sin(th(t))*diff(th(t),t)A2+. 1
27e-





EOM1_0 := {2.290253674*diff(th(t), '$'(t,2))-7.821516900-










A.3 Codes for Running FFT on the Response Signal
The codes written inMatlab to run FFT on the response signal with the runway profile are
shown below:





title('Generated waveform forNl points');
xlabel('Time(sec)');ylabel('Theta');
subplot(2,l,2);plot(thl,thdotl);grid
title('Plot ofThdot vs. Theta');
xlabel('Theta');ylabel('Thdof);
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hertz=k*(l/(N*T));
figure(2);subplot(2, 1 , 1 );stem(hertz( 1 :N/2),magthl ( 1 :N/2));grid;
title('Magnitude ofTheta plotted against Hz');
xlabelCHz'XylabelCTheta');
subplot(2, 1 ,2);plot(hertz( 1 :N/2),magth 1 ( 1 :N/2));grid;
title('Magnitude ofTheta plotted against Hz');
xlabelCHz'^ylabelCTheta');
[y,y 1 ]=max(magth1 )
figure(3 );subplot(2, 1 , 1 );stem(k( 1 :N/2),magth 1 ( 1 :N/2));grid;
title('Magnitude ofTheta plotted against k');
xlabelCk');ylabel('Theta');
subplot(2,l,2);plot(k(l:N/2),magthl(l:N/2));grid;





B.l Derivation ofEquations ofMotion
The Maple codes for deriving the equations ofmotion of the 3-dofmodel are shown























> # KINETIC ENERGY TERMS
QF*sin(th)*thdot+QG*cos(th)*thdot)A2)+(IG/2)*thdotA2+(Mm/2)*z1dotA2+(Mn/2)*z2dotA2;










> # Differential w.r.t theta
> Lth:=diff(L,th);
># Differential w.r.t z1
>Lz1:=diff(L,z1);
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> # Lzldot redefined as a function of t
> Lz1 dot_t:=Mm*z1 dot+1/2*M*(2*z0dot+2*z1 dot-2*QF*sin(th(t))*thdot+2*QG*cos(th(t))*thdot);
> # Lz2dot redefined as a function of t
> Lz2dot_t:=Mn*z2dot;
> # Time Differential of thdot
> tLthdot:=diff(Lthdot_t,t);
> # Time differential of z1 dot
>tLz1dot:=diff(l_z1dot_t,t);
> # Time differential of z2dot
> tLz2dot:=diff(Lz2dot_t,t);
> # Data in SI system
> QF:=0.165 : QG:=0.0127 : QP:= 0.3048 : DC:=0.035 : PD:=0.132 :
ED:= 0.046 : BD:=0.063
> Ls:=0.03 : rm:=0.064262 : rn:=0.033655 :
> M:= 11.84 : g:=9.81: IG:=1.966: Mm:=0.021 : Mn:=0.031 :
> ks := 5676.7088;
> Eqn_mot1 :=subs({th(f)=th,z1 (t)=z1
Eqn_mot1 := {1 1.84000000*(.165*sin(th)*diff(th,t)A2-. 165*cos(th)*diff(th, T(t,2))-.
127e-




'$'(t,2))-. 127e-1*sin(th)*diff(th,t)A2+. 127e-1*cos(th)*diff(t ,
-$-(t,2)))*(-
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. 165*sin(th)+. 127e-1*cos(th))+1.966*diff(th, '$'(t,2))+2*(143.6370717+54.2251780*z2-
54.2251 780*z1)*th+1001. 686924*z1-1001. 686924*z2+. 5789224953*c*(-.33e-
1*sin(th)*diff(thJ)+.3048*cos(th)*diff(th,t)+diff(z1,t)-d^
> Eqn_mot2:=subs({th(f)=th,z1 (t)=z1 ,z2(t)=z2,z0(t)=z0,zh(t)=zh},{tLz1 dot-Lz1 +cz1 dot=0});
Eqn_mot2 := {1 1. 86100000*diff(z1
, '$'(t,2))+11. 84000000*diff(z0, '$'(t,2))-
1. 953600000*cos(th) *diff(th, t)A2- 1 . 953600000*sin(th)*diff(th, T(t,2))-
.1503680000*sin(th)*diff(th,t)A2+.1503680000*cos(th)*diff(thZr(t,2))+3286.374423*z1+82.272012
5-3286.374423*z2+km*(z1-z0)-54.2251780*thA2+1001.686924*th+.5789224953*c*(-.33e-
1 *sin(th)*diff(th, t)+.3048*cos(th)*diff(th, t)+diff(z1, t)-diff(z2, t)) = 0}
> Eqn_mot3:=subs({th(t)=th,z1 (t)=z1
,z2(t)=z2,zO(t)=zO,zh(t)=zh},{tLz2dot-Lz2+cz2dot=0});
Eqn_mot3 := {.31e-1*diff(z2, '$'(t,2))+3286.374423*z2+34.3885075-3286.374423*z1+kn*(z2-
zh)+54.2251780*thA2-1001.686924*th-.5789224953*c*(-.33e-
1*sin(th)*diff(th, t)+.3048*cos(th)*diff(th, t)+diff(z1, t)-diff(z2, t)) = 0}
> # Simplification of the EOM for 2 DOF Model




































h(t), '$'(t,2))+. 1267751454e-1*sin(th(t))*diff(th(t),t)A2-. 1267751454e-1*cos(th(t))*diff(th(t), '$'(t,2))-
6.936347062+277.0739755*z2(t)-277.0739755*z1(t)-84.45214771*th(t)+4.571720597*th(t)A2-
.
8430992328e- 1 *km*z1(t)+.8430992328e- 1 *km*z0(t)+. 1610694068e-2*c*sin(th(t)) *diff(th(t),
t)-
. 1487695613e-1*c*cos(th(t))*diff(th(t), t)-.4880891116e-1 *c*diff(z1(t), t)+.488089
1116e-
1*c*diff(z2(t),t)}



















>vO:=10:l:=1 : A:=0.0025 :
>xE:=xO-QF*sin(th)+QP*cos(th)+PD*sin(th)-ED*Sphi_th;
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2*sin(62. 83185308*t+1 . 713758643)+.4425076865e-
rcos(62.83185308*t+1.713758643))*th(t)*diff(th(t),t)
B.2 Matlab Codes to Verify the Simulation Done in Simulink
The following codes inMatlab compute the responses of the 3-dofmodel using ode-45
function.
% To Compare the Responses of the Simulink Model
"nonlin_model_3dof_no_z0"
with the Nonlinear
Simulation of the System done by ode45
% Both Models Assume Zero Road Perturbations
function odesolvel




































%To solve theNonlinear ODE's of3-dof System using ode45
tspan = [0 50];
sO




% Time Span of the Simulation ofode45
% Initial Conditions of the State Vector
% Simulation Command for ODE-45









Appendix B Derivation of3-dofFreedom Model




zl_2dot=s(:,4); % Assigning 4th Column of
's'
to the Variable 'zl
dot'















legend('SimulinkModel Response','Matlab Codes Response');
figure(2);
plot(time,th_l dot,t,th_2dot,'y');grid; % Comparison of the Responses
xlabel('Time');
ylabel('Response');
title('Response ofThetadot Vs Time');
legend('SimulinkModel Response','Matlab Codes Response');
figure(3);
plot(time,zl_l,t,zl_2,'y');grid; % Comparison of the Responses
xlabel('Time');
ylabel('Response');
title('Response ofzl Vs Time');
legend('SimulinkModel Response','Matlab Codes Response');
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figure(4);
plot(time,zl_ldot,t,zl_2dot,'y');grid; % Comparison of the Responses
xlabel('Time');
ylabel('Response');
title('Response ofzldot Vs Time');
legend('SimuIink Model Response','Matlab Codes Response');
figure(5);
plot(time,z2_l
,t,z2_2,'y');grid; % Comparison of the Responses
xlabel('Time');
ylabel('Response');
title("Response ofz2 Vs Time');
legend('SimulinkModel Response','Matlab Codes Response');
figure(6);
plot(time,z2_ldot,t,z2_2dot,'y');grid; % Comparison of the Responses
xlabel('Time');
ylabel('Response');
title('Response ofz2dot Vs Time');
legend('SimulinkModel Response','Matlab Codes Response');




Appendix B Derivation of3-dofFreedomModel
km=8000;
kn=8000;
dsdt = [ s(2)
(c*(s(6)-s(4))*(0.0738*cos(s( 1 ))+0.033*sin(s(l )))+s(2)A2*(0. 14*sin(s( 1 ))*cos(s( 1 ))-






(s(2)A2*(0. 165*cos(s( l))+0.0 1 3*sin(s(l )))+c*s(2)*(0.00 156*sin(s( 1 ))-
0.0039*sin(s( 1 ))*(cos(s( 1 )))A2-D.014*cos(s( l))-0.00054*(cos(s( 1 )))A3)+c*(s(6>
s(4))*(0.013*sin(s(l))*cos(s(l))+0.000397*(cos(s(l)))A2+0.0474)+s(l)A2*(0.2e-









A plot of the comparison of the responses is shown in Fig. B. 1 .
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Fig. B.l Comparison ofResponses
B.3 Matlab Codes to run FFT on the 3-dofResponses
% RUNNING FFT ON th
[N,p]=size(th2) %Measures the no: of data points in
the signal
T=1/617; %Sampling frequency 512 Hz, higher than the
highest sinusoidal frequency
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subplot(3,1,2);
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stem(freq(1 :N/2),magz2(1 :N/2));
grid;
xlabel('Frequency (Hz)');
ylabel('mag[z2]');
[y,y1]=max(magz2)
t=(0:N-1)/N*2*pi;
x=cos(t);
y=sin(t);
figure(2)
subplot(3,1,3);
plot3(x,y,magz2','d','fiir);
grid
xlabel('Real');
ylabel('lmaginary');
zlabel('Amplitude');
view([-65 30]);
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