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We present a new modeling method for use in large-scale physical systems, such as the Everglades ecosystem.
The current work that has been done in the ATLSS (Across-Trophic-Level System Simulation) project-which
focuses on simulating key Everglades system components-relies on code integration. While this represents a
necessary first step in analyzing the dynamics of species within the Everglades, it falls short of true model
integration. We have constructed a methodology called object-oriented physical modeling (OOPM), which al-
lows a comprehensive knowledge representation to be constructedfor large-scale systems. OOPM enforces the
idea that an implementation ofcomputer code can be accomplished in an incremental fashion by starting with a
conceptual model and progressing to more detailed models. During this evolutionary procedure, a minimal amount
of code is written, since the emphasis is on developing the conceptual model so that it not only represents the
intuitive aspects ofthe model, but is also executable. OOPM provides a kind of "blueprint" for ecologists, biolo-
gists and hydrologists to communicate and integrate models effectively.
1. Introduction
Modeling is an essential enterprise in ecology when combined
with empirical "in the field" studies. Field work and modeling
are being used in conjunction to evaluate proposed changes to
the Florida Everglades as part of a nationally supported resto-
ration effort. One problem with modeling is that most models
are at different abstraction levels. For example, in studying a
landscape such as the Everglades, some species' populations
are homogeneous, and so a continuum approach is warranted
to track time-dependent changes in density, mass and age struc-
ture. For other species, such as wading birds, panthers, deer
and other higher-trophic organisms, models capable of incor-
porating individual behavior are required. Three model types
have been proposed: general population, structured popula-
tion and individual-based models to model across-trophic-level
interactions. Historically, these models are coded, often using
different programming languages, and then executed for their
singular purpose. However, the definition of "system" is one
where interactions among species and with the landscape must
be considered. We need to begin with the meaning of the words
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"model" and "code." We define model as an abstract-often
visual-formal representation of a system. It is "formal" in
the sense that the representation is provided with a level of
clarity that affords execution of the representation on a com-
puter. Examples of model types are: finite state machines, Sys-
tem Dynamics models [I, 2, 3], Petri nets [4], Bond Graphs [5,
6, 7], and sets of ordinary or partial differential equations. A
drawing that is informal might exhibit the facade of a model,
but if it does not conform to strict syntactical rules, then we
label it as an informal, conceptual model. We define code as
representing a linear sequence of source lines written with a
programming language such as FORTRAN, C, C++ or Pascal.
Code modules represent packages or libraries of source lines.
Both models and code are translated, but they are at two dif-
ferent abstraction levels. Code is translated into machine-trans-
latable binaries-or object code. Models are translated into
code. While there is only one level of abstraction separating
the concepts of model and code, the distance traversed from
model to code is significant. Models are economic in their rep-
resentations of dynamics and represent powerful cognitive tools
for reasoning about system behavior.
With reference to "blueprint" in the Abstract, an analogy
will help to clarify the integration problem from a modeling
perspective. The problems facing model integration are analo-
gous to the carpenter, plumber and electrician constructing a
house. Each has separately created a working network: the
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carpenter has built the frame, the electrician has soldered wires
and boxes for a completely wired house circuit, and the plumber
has assembled the plumbing and heating. No blueprint has been
used to guide each of the three, and so arguments arise and fast
but inelegant fixes are made just to "make it all work." The
three work in isolation in performing their functions. The prob-
lem with this scenario is founded on a lack ofknowledge-shar-
ing. Without a blueprint to serve as a design of house
integration, the house cannot be constructed. To model the
Everglades properly, many models must be written and as-
sembled. We must find a way for the modelers to communi-
cate by specifying their models using a common framework.
Glue-and-paste methods may initially be necessary, but a
knowledge representation and design framework must eventu-
ally be created. Only then can we focus on models instead of
code. This will ease the burden on the ecologist who wishes to
use simulation while investigating species population growth
and decay.
Many of the above concerns are also discussed by Zeigler
[8], whose work shares a common interest with ours regarding
the importance of formal model representation over code speci-
fication. In particular, the System Entity Structure supports a
similar object-oriented knowledge representation with more
of a focus on integrating formal representations. Our work
concentrates on model types that represent large classes of
models that are used in practice. We develop a methodology to
achieve proper integration of models. First, we present back-
ground on the Everglades in Section 2 so that the reader knowl-
edgeable in simulation will gain some insight into the historical
and contextual reasons for why modeling is being done. We
follow with a brief discussion of the current state of ATLSS in
Section 3. We then proceed to a proposed model integration
procedure using OOPM, described in Sections 4 and 5. Meth-
ods described in these previous two sections are applied to an
Everglades example in Section 6. Conclusions are summarized
in Section 8.
2. Background and Motivation
2.1 Everglades Restoration History
In February 1996, Vice President Albert Gore and Carol M.
Browner, Environmental Protection Agency Administrator,
announced the Clinton administration's environmental resto-
ration plan for the south Florida Everglades. The restoration
of the greater Everglades landscape was declared a top envi-
ronmental priority. During this century, the Everglades were
successively divided and conquered. By the time the southern
Everglades became Everglades National Park in 1949, the con-
textual setting of the park made clear that management deci-
sions outside the park would eventually define what happened
inside the park. Today, much of the south Florida landscape
supports agriculture and large human populations whose de-
mands for fresh water define the goals of water management
in the region.
As a result of changes in the hydrology brought about by
the need to supply human demands, including flood control,
many regional features have been changed [9]. Natural eco-
logical processes were altered and organisms responded. What
was once uninterrupted sheet flow became a water flow frag-
mented by levees and impoundments. Extensive short
hydroperiod marshes were degraded by overdrainage or lost
altogether to development. Attenuated seasonal changes in
water depth became more pronounced. Major drydowns in the
sloughs, once rare, became more frequent. Because of water
diversions from Lake Okeechobee and the Everglades, reduced
flows into estuaries enabled sea water penetration further in-
land and also contributed to the demise of Florida Bay, a once
productive fishery. The oligotrophic water of the historical
Everglades became eutrophic in places through agricultural
runoff, and sparse sawgrass marshes changed to choked cattail
stands.
These freshwater alterations led not only to a change in the
spatial and temporal distribution of living organisms, but also
to a decline in numbers of native and endemic species. Animal
populations suffered dramatic declines and abnormal die-offs.
Before the turn of the century, millions of wading birds popu-
lated south Florida [10]. Now these populations are estimated
to be a mere 5% of their previous numbers [11].
Gunderson, et al. [12], discussed how government policy
directed increased control of the hydrological resources of south
Florida. The dramatic decline in wading bird populations has
been blamed on changes in the hydrology, in particular the
area and the length of time land is inundated by water. The
U.S. Army Corps of Engineers was given responsibility for
flood control and for insuring that agricultural interests were
protected [13]. Now, the U.S. Army Corps of Engineers is re-
sponsible for the restoration of the same landscape, which is
expected to require decades of work and cost hundreds of mil-
lions of dollars. Already, lands north of Lake Okeechobee along
the Kissimmee River have been allowed to return to a more
natural flood regime as a result of actions taken to reduce flood
control [14].
2.2 Ecosystem Modeling
Dale and Rauscher [IS] reviewed the state of biological mod-
eling. They discussed models that addressed the impacts of
forests at four levels of biological organization: global, regional
or landscape, community and tree. They suggest the develop-
ment of landscape-vegetation-dynamics models of functional
groups as a means to integrate the theory of both landscape
ecology and individual tree responses to climate change. Fur-
thermore, they recommend:
1. Linking socioeconomic and ecological models;
2. Interfacing forest models at different scales;
3. Obtaining data on susceptibility of trees and forests to
changes in climate and disturbance regimes; and
4. Relating information from different scales.
Hunsaker, et al. [16], reviewed terrestrial ecosystem mod-
els and stressed the use of geographic information system (GIS)
map layers. Though GIS is not time-dependent, the authors
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Figure 1. Planned collection of ATLSS modules (ATLSS 1997)
believed a macro language embedded in the GIS can be used
to implement time-dependent modeling. Languages such as
Arc Macro Language (AML) are cumbersome at best and of-
fer no special data structures beyond arrays. The authors note
that "...the problem of integrating models with different tem-
poral and spatial scales is not trivial and requires special meth-
odologies."
The development of models suggested by Dale and
Rauscher [15] and Hunsaker [16] depends upon a critical un-
derstanding of what is being modeled and the computing power
required to achieve the desired level of understanding. We con-
sider an ecosystem to be a relatively homogeneous area of veg-
etation that responds to governing physical processes fairly
uniformly across the areal extent [17]. In contrast, a landscape
consists of two or more ecosystems and responds to the gov-
erning physical processes in spatially and temporally varying
ways. We are interested here in developing a methodology that
facilitates modeling heterogeneous landscapes at different spa-
tial and temporal scales and across trophic levels.
3. The ATLSS Project
The Across-Trophic-Level System Simulation (ATLSS) [18]
is a landscape-scale ecosystem represented by conceptual
models, computer programs and code from several different
sources such as the U.S. Geological Survey, the University of
Tennessee, the University of Miami and the University of
Maryland. The plan for ATLSS is for it to be used to assist in
the evaluation of proposed system-wide changes in the hydrol-
ogy of south Florida. ATLSS will predict changes in landscape
vegetation and multi-level organism responses to proposed
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changes in the hydroperiod brought about by restoration ef-
forts. For example, ATLSS will predict the responses of wad-
ing birds to changes in system-wide water levels over a 20-year
period. One potential outcome might be that wading bird popu-
lations increase for 10 years and then decline because of some
unforeseen change that unfolds only after a decade of, say,
vegetation change. Such unforeseen outcomes can only be stud-
ied using complex, detailed models. Restoration attempts that
"do something" and then "correct it" based on short-term out-
comes might cause irreparable long-term damage [19].
To simulate abiotic and biotic processes of south Florida,
ATLSS was organized in a way that permitted the use of code
modules that represent ecological knowledge at widely vary-
ing levels of detail and across many different ecosystems, while
at the same time maintaining the ability to incorporate exist-
ing legacy code. Code integration development toward an in-
tegrated ATLSS has been accomplished by our ATLSS partners
at the University of Tennessee (UT) [18], with an initial code
integration "template" suggested by one of the authors
(Sanderson). ATLSSrequires different fidelity simulation codes
to be integrated in a top-down fashion. For instance, the hy-
drology code in ATLSS is cell-based, the lower trophic organ-
isms are coded using stable, time-dependent non-linear
differential equations, and the higher organisms are coded us-
ing structured population or individual-based codes [20,21].
Because appropriate scales are used to simulate organism re-
sponses at each trophic level, reliable qualitative predictions
across the south Florida landscape are possible and system-
wide integrity can be better understood [22].
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The underlying spatial structure of ATLSS is a grid of vary-
ing resolution down to 282m that covers the study area from
Lake Okeechobee in southcentral Florida to Florida Bay lying
south of the peninsula, and east-west from coast to coast. All
codes execute on some part of this grid, though not all codes
are grid-based. Figure 1 illustrates the implementation plan
for ATLSS code modules.
Individual-based codes are behavioral modules that use
realistic decision-making capabilities of the individual organ-
. isms of the species the codes represent. These decisions must
be made within the landscape occupied by the individuals. The
environmental infonnation-biotic and abiotic-available to
the individual varies as a function of position. Movement and
dispersal are functions of the information that is available and
perceived by the organism. Animal movement and habitat se-
lection have long been the subject of behavioral ecologists;
hence an organism's rules can be both complex and realistic.
ATLSS represents an attempt to code the behavioral ecology
of organisms at the scale of the landscape [23].
4. Toward Model Integration
Until the present time, the ATLSS project has evolved various
code modules that have been integrated by the University of
Tennessee (UT) team. A general lack of resources, and real
deadlines for simulation results, have made it difficult for the
UT team, and the overall ATLSS team as a whole, to research
the possibility of integrating models instead of large segments
of code. At the University of Florida, our purpose is to con-
struct a modeling language with two distinct objectives: (1) to
serve as a visual modeling interface for ecologists, and (2) to
serve as a potential model integration method thatATLSS might
adopt in the future if enough time and resources are provided.
ATLSS as it is defined and constructed today does not use
models in the sense that we have defined "model" in Section
1. The University of Florida initiative represents an explor-
atory project to determine whether ATLSS might use model
integration in the future, rather than remain an integrated sys-
tem of code modules.
The first objective is consistent with the current emphasis
on code module integration. The visual model is automatically
translated into a code module that can be integrated directly
with the remaining ATLSS code modules. All modules can then
be subsequently directed to "operate" over specific time and
landscape scales. The second objective is more ambitious, but
we feel that the OOPM methodology represents a potentially
strong candidate for a model integration method for ATLSS.
We now proceed to discuss the modeling approach that satis-
fies the above two objectives.
5. Object-Oriented Physical Modeling
5.1 Overview
The basis for physical modeling in a large-scale system such
as ATLSS begins with aggregation and object-oriented design
concepts. We will briefly explore the background on both of
these topics. The aggregation problem [24, 25, 26] has long
been a concern to simulationists and ecologists. Zeigler's DEVS
formalism and the related problem of multiple aggregation lev-
els have been applied to ecological problems, whether behav-
ioral or at the level of the landscape [27, 28, 29, 30, 31].
Multimodeling, as originally developed by Fishwick in a pa-
per on heterogeneity in high-level model integration [32], is a
method for integrating specific high-level model types most
often used by ecologists and others in science and engineering
contexts [33]. The taxonomy of models in [33] reflects the tax-
onomy of programming language styles used in computer sci-
ence [34]. Multimodeling is grounded in a more mathematical
systems formalism such as DEVS [35]. In this sense, multi-
modeling [33] and multifonnalism [24, 25] are co-related and
at different abstraction levels. Furthermore, multiformalism and
multimodeling techniques are founded on system theoretic
concepts and modeling methods.
With regard to object-oriented methodology, our approach
has been to employ a new methodology called Object-Oriented
Physical Modeling (OOPM) [36], which is an extension to
object-oriented (00) design as expressed by the software en-
gineering 00 community [37, 38]. The extension is made
Class
Attributes
Cl C2 C3 Cl C2 C3
Methods Generalization
Hierarchy
Aggregation
Hierarchy
Dual Relationship
Hierarchy
Note:
Ci = cardinality constraint such as "=4" or "<2"
Figure 2. Structure of a class with three relations
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specifically to define how physical models should be incorpo-
rated into the kind of object-oriented designs found in soft-
ware engineering [38, 39, 40]. Our work is not the first to
combine object-oriented design with simulation. Related work
in simulation has focused on objected-oriented techniques [41,
42,43]. Our specific contribution, relating to this work, is that
we build a detailed description of how physical object dynamic
and static models are mapped into an object-oriented design
framework using the model taxonomy presented in [33]. This
taxonomy divides models into categories reflective of program-
ming language styles: declarative, functional and constraint
[44]. Primitive models are created from these three types, and
then multimodels [32,45, 46, 35] are constructed to create the
larger models. To create each model within a potential next-
generation ATLSS, a class graph with relations among classes
was constructed. Furthermore, attributes and methods within
classes were identified. An object is an instance of a class. A
method is an action within a class and hence within an object.
For instance, there exists a base class Bird, and a wading_bird
Upper Trophic
Ii-
Panther Deer c~nY
Bird
1---9·· I
Nestling Fledgling Adult
Lower_Trophic
)~
Fish Periphyton
object is an instance of class Bird. Methodfly() is in class Bird,
and sofly() is also a method within object wading_bird. When
we instantiate, say, 1,000 wading bird objects, we are creating
1,000 individual wading birds that can be modeled separately
using a common set of attributes such as age, sex, location and
methods.
The act of coding in an object-oriented language is not ul-
timately a substitute for model design. As an example, C++
provides many object-oriented capabilities, but does not en-
force object-oriented design. Norman [47] suggests the need
for visual, conceptual models in general design for improved
user interfaces to physical instruments and devices. The im-
portance of design extends to all scientific modeling endeav-
ors. Models must provide a map between the physical world
and the virtual world produced by computers.
5.2 Conceptual Model
A key part of conceptual modeling is identifying classes. This
procedure is ill-defined, but some rules and approaches do exist
[33, 48] to aid the model engineering process. Figure 2 illus-
trates generalization ( 0 )and aggregation ( ) relations. We
also permit an analyst to specify any given relation as both
aggregation and generalization. This is delineated with a circle
inside a square. It is not necessary to group all relations into
one graph or hierarchy-multiple graphs or hierarchies are pos-
sible. Figures 3 and 4 provide the scenario for samples classes
necessary for integrated Everglades modeling. In Figure 3, we
show two trees of the conceptual model for class Habitat. In
the left tree, Landscape, Tidepool and Swamp are defined as
types of ecosystems or Habitat. Moreover, all Habitat-type
objects are aggregates of organic and inorganic objects. In Fig-
ure 4, there are two types of Organic class: LowerTrophic
and UpperTrophic.
Our extension of object-oriented design specifies that an
attribute is one of two types: variable or static model. Like-
wise, a method is one of two types: code or dynamic model. A
method can be of a functional (representing a function) or con-
straint (representing a relation) nature. Once the conceptual
model has been constructed, we identify the attributes and
methods for each class. An attribute is a variable, whose value
is one of the common data types, or a static model. A method
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can be code, whose form depends on the programming lan-
guage, or a dynamic model. The structure of a class is seen in
Figure 5. Variables and code are described in 00 languages
such as C++ [49]. We define a static model as "a graph of
objects" and a dynamic model as "a graph of attributes and
methods." The model types of interest here are dynamic. How-
ever, the concept of static model complements the concept of
Figure 5. Structure of a class
Class Name
Attributes
Methods
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"
"
"
Variables ""
, '-
Static Models ~ --- \
,
,
,
,
Code
Dynamic Models;
dynamic model: methods operate on attributes to effect change
in an object. Dynamic models operate on static models and
variable attributes to effect change.
5.3 Representing Dynamic Models
How are dynamic model components represented in the physi-
cal modeling methodology? We will illustrate two model types
(functional and declarative), each with two model sub-types.
For the functional model types, we use a block model and a
System Dynamics model. For the declarative model type, we
will use an FSA and a Petri net. The following notation, con-
sistent with the previous notations, will be used throughout
this discussion:
• Objects: An object is represented as obj. obj, represents a
sub-object of obj (in its aggregation hierarchy), and obi
represents a super-object that is composed, in part, of obj.
When indices i and j are used, it is possible that i = j or
i :7:j. This relation rests with the particular application.
• Attributes: obj.a represents a variable attribute and obj.A
represents a static model attribute. a is short for any string
beginning with a lower-case letter; A is short for any string
to
I
IL ~
r--------------------------------------------I
obj.DynModelO I
I
I
obj2·m20 II
I
1
I
---7>- or I
obj2·M20 I
obj4·m40 IobjrmlO I
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o
Figure 6. Functional block model
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Figure 7. System dynamics model
Volume 15, No.2 TRANSACTIONS 81
_._~.__ ..~-_....._---_._------------~----------------
June TRANSACTIONS 1998
obj.outputQ.
,
,
,
,
,
,
v2(obj.state)=m20:
or ,
v2(obj.state)=M20:
piO
p20
vl(obj.statel=
or
vI (obj.statejeMl 0
: obj.DynModelO
,
,
,
,
,
,
,
,
obj.inpuu) :
-~~~~
,
,
,
,
,
,
,
,
,
,
, ,
1 ---------------------------- 1
pit) = boolean valued predicate containing arguments
external event of the form obj.inputt)
or internal event of the form obji .state
Figure 8. A finite state automaton
: obj.DynModelO
obj.s~iel=m30 :obj.outputO
obj.statel=M30 :
obj.mi)
or
obj.MO
,
,
,
,
,
,
,
,
,
,
,
,
,
L _
obj.input~
Figure 9. Petri net
beginning with an upper-case letter. Attribute references
(i.e., names) and values are relevant: a name is just obj.a,
whereas the value of attribute a is denoted as v(obj.a). The
following special attributes are defined for all objects:
obj.input, obj.output and obj.state, and represent the input,
output and state of an object at the current time.
• Methods: obj.m() represents a code method and obj.M() a
dynamic model method. m is short for any string beginning
with a lower-case letter; M is short for any string beginning
with an upper-case letter. The following special methods
are defined for all objects: obj.input() and obj.output(), and
represent the input and output time trajectories.
The block model contains a collection of blocks coupled
together in a network. Each block calculates its input, performs
the method representing that block, and produces output. A
block is not an object since it represents a method within an
object. Without any refinement within a block, a function takes
no time to simulate. Time is ultimately associated with state
change. All obj, represent sub-objects of obj. Figure 6 displays
a sample functional model. Figure 7 shows a System Dynam-
ics model that is similar to the block model except that instead
of methods represented by the network nodes, a node repre-
sents an object's state (a variable attribute). The same kind of
multimodeling represented in Figure 6 (refining a block into a
dynamic model) can be done for the model in Figure 7; a block
is refined into a System Dynamics model. This multimodel
refinement is particularly useful for our two declarative model
types shown in Figures 8 and 9, where input() and output() are
not as obvious unless we capture the model inside a functional
block. Multimodeling is denoted by drawing a dashed func-
tional block around the model, denoting model refinement. The
methods input() and output() are essential to perform coupling
of models together. An FSA will have an input() method and a
state variable attribute obj.state, but we require coupling in-
formation somewhere if we are to decide where the input is
coming from and where the output is going to. This coupling
information for a method of obj is present in some obj', For
example, if the FSA belongs in a bird, defining the dynamics
of state change, the input must come from a physical object
outside of the bird, but within a more encapsulating object such
as the colony.
The predicates PI and P2 in the FSA model in Figure 8
require further explanation. A predicate is defined as a logical
proposition whose value is boolean, containing internal and
external events. External events are of the form obj.input() and
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internal events are of the form obj.state or obji.state. Rules are
another convenient dynamic model (of the declarative type)
that express changes of state and event. A rule-based model is
composed of a collection of rules within an object obi, each
rule i of the form: IF Pi (event,state) THEN obj.mi() orob}.Mi().
The phrase Pi (event,state) defines the same logical proposi-
tion discussed for the FSA.
Regarding coupling and closure under coupling of model
components, the rule is that coupling on a single level (i.e., for
components within a model at the same level of abstraction) is
performed by coupling the output of one function /1 into the
input of another I: to obtain I: (fJ 0). This operation repre-
sents functional composition. Inter-level coupling is achieved
by implementing any function as one of the MiO or miO that
are specified in the above figures. The outside of every model
type is a function with an input and output, and the inside has
multimodel entry points in the form of functions M, and mi.
For example, Figure 8 is a function with an input and output as
designated by the functional block surrounding it. However,
new functions may be substituted for the mi and M, defined as
part of the model. This makes it so that the FSA can be embed-
ded within a larger model as one if its components, and that
the FSA contains refined models of different types that are
refined through the m; and M, functions. Currently, no provi-
sion is made for type checking at the couplings, although this
would be a valuable addition in the implementation.
Multimodels are executed in the following manner. For any
given scenario, execution begins by invoking the method Ex-
ecute () within the most general composing object. Hybrid
behavior involving both event scheduling and numerical inte-
gration is handled uniformly by forcing all events to be routed
through a single future event list. Continuous behavior is in-
terpreted to involve discrete events with regular time spacing.
6. Everglades Modeling
To apply the OOPM methodology to the Everglades scenario,
we first construct a conceptual model using classes and the
aggregation and generalization relations. Figures 3 and 4 dis-
play hierarchies for two classes: Habitat and Organic. This
provides a logical structure to the physical objects found in the
Everglades. The following are sample relations drawn from
the conceptual models in Figures 3 and 4:
• Landscape that is composed of multiple Patches is a type
of Habitat. From this, we can create an object called
Everglades of type Landscape.
Colony is an aggregate of Bird, of which AdultBird is a
type (i.e., class).
• Fish represents a type of Lower_Trophic form of life.
This conceptual model serves as a base to define attributes
and methods. We proceed to focus mainly on dynamic model
methods of importance to the Everglades. There are three
prominent model types employed: (1) general population, (2)
structured population, and (3) individual-based models. In the
first type, one constructs a model that represents the dynamics
of an entire population without regard to transitions within the
population or species structure. General population models have
wide coverage in the literature, since they are by far the most
utilized model type, mainly due to the ease of closed-form so-
lution and simple form [50]. Unfortunately, this simplicity may
be artificial rather than reflective of true behavior. For more
accurate models, one can structure a population by physiologi-
cal attributes such as age or size [51, 52]. The third model type
encompasses models where each individual in the population
is modeled separately from the others. The modeling of per-
iphyton is a general population model, without structure,
whereas fish are modeled using structure. Upper-trophic ani-
mals such as panther, deer, alligators and wading birds such as
wood storks are modeled individually.
DeAngelis [20] and Caswell [53] create a structured hier-
archy for these model types. A p-state model corresponds to a
general population model. An i-state model has two sub-types:
distribution and configuration. An i-state distribution model
corresponds to the structured population model and an i-state
configuration model corresponds to modeling each individual.
Two sample papers deal with specific tradeoffs with the two
i-state approaches [54, 55]. Wolff [21] refines the individual
approach into two sub-categories: individually-based models
and individually-oriented models. An individually-based model
(IBM) is one where individuals are modeled, but generally with
equation structures that are common among all individuals.
An example of this is provided by Hallam, et al. [51] for the
change in biomass for an individual as a function of time and
age structure:
where m, represents the mass of individual i and a is age. Note
the homogeneity in this formulation for individuals; individu-
als are treated as being fundamentally the same and with simple
dynamics. Individually-oriented models (10M), instead, model
individuals in a way not possible with the continuous equa-
tions in IBM models, by adding discrete events, rules and more
elaborate model structures. The 10M, therefore, involves more
complex dynamics for the individual. Moreover, each individual
in an 10M model can conceivably be modeled with different
dynamics. In cases where the individuals are simple, as is gen-
erally the case towards the lower trophic end of the food web,
an IBM, or even a general population model, may be more
reasonable, but for higher-trophic level animals, such as birds,
panthers and deer, an 10M may be more appropriate.
A key aspect of the OOPM methodology is that we can
integrate each of these three modeling paradigms within the
same logical structure. Lower-trophic levels are generally
modeled with a population model because there are too many
individuals to make an individually-based model practical at
this level. Moreover, the individuals have a sufficiently coarse
type of aggregate behavior for which a population model is
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sufficient. Ulanowicz [56] discusses this modeling level in some
depth.
6.1 General Population Models
The lower trophic level within the Everglades has five key com-
ponents:
1. Periphyton: micro-algae attached to a plant and bottom
surfaces.
2. Macrophytes: submerged and emergent aquatic plants.
3. Detritus: dead organic matter.
4. Mesoinvertebrates: examples include water fleas and nema-
todes.
5. Macroinvertebrates: insect larvae.
Since Periphyton exists as a class in our conceptual model, we
create a population object periphyton from class Periphyton.
If we let the state variable (attribute) of periphyton be pop, and
define two parameters for periphyton growth a and death f3
and neglecting predation, then we arrive at the object periphy-
ton with the following attributes and methods:
• Attributes:
Variables: pop, a, f3
Static Models: not defined.
Methods:
Code: not defined.
Dynamic Models: (constraint-type)
d
- pop = a * pop - f3 * pop2dt
The dynamic model ofperiphyton specifies a simple popu-
lation model; in the special case above, a logistic growth model.
For many population models with competition for resources,
the equations are only slightly more involved. For example, a
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Figure 10. Lotka-Volterra population dynamics
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Lotka-Volterra model would be constructed for two popula-
tion objects preypop and predatorpop, each composed of
particular sub-populations by constructing the necessary classes
and objects. Such a model suggests that we have a physical
scenario composed of an environment (weather), landscape and
populations of organisms. There are two types of populations:
predator and prey. For the sake of the biological metaphor, we
choose Panther as the class of predator and Bird and Deer as
sample prey classes. Figure 10 illustrates the locations of other
models that we will now discuss (i-state and 10M model types).
Let's note the rules for generalization and aggregation:
Aggregation:
1. A specific aggregation rule for attribute count:
Population. count =PredatorPop.count +
PreyPop.count
A more general aggregation rule for count, keeping in
mind updates and additions to this conceptual model,
is:
Ccount = L Ci.count
i
where C matches any class containing count and C,
matches the sub-classes of C.
2. An aggregation rule for dynamic model method
Model() in Population:
PredatorPop.rate = PreyPop.birth()-
PredatorPop.death()
PreyPop.rate = PreyPop.birth() - interaction()
3. An aggregation rule for code method interaction() in
Population:
interaction() = PreyPop.count X PredatorPop.count
• Generalization: We let count be inherited (passed down),
but not any of the methods defined in Population,
PredatorPop or PreyPop.
In reviewing our model, we realize several important ben-
efits from the use of OOPM in creating this model. The main
benefit is one of knowledge representation that focuses on class
creation and the lexical naming of equational terms such as
birth() and interaction(). By making names explicit, we make
the model more comprehensible. The benefits of structure pass-
ing are inheritance and aggregation. The definition of
Population.Model() is invariant to additional PredatorPop or
PreyPop sub-classes we may choose to add in the future. For
example, we may later add AlligatorPop under PredatorPop.
Since AlligatorPop would pass count upward via the first ag-
gregation rule, the population model need not be redefined.
6.2 Structured Population Models
An important food source for wading birds, fish populations
in the estuaries and freshwater marshes of the Everglades are
modeled [9]. Abiotic factors such as water level and salinity
affect total fish biomass, as does the availability of resources.
Mortality, such as caused by periodic or sudden drydowns, and
predation, reduce fish populations.
Various fish species or groups of species are divided into
age- and size-class classes. Fish survival, growth, aging and
reproduction are modeled using continuous functions of the
age- and size-class of species. Movement is also modeled as a
function of age- and size-class and is species-specific. For in-
stance, movement of fish between mangrove swamps and in-
terior marshes during periods of inundation is age- and
size-specific for each species of fish. The hydrologic cycle is a
principal ecological forcing variable and the total biomass for
each class is updated.
Hallam, et al. [51], define a generic continuous structured
model as being of the McKendrick-von Foerster type:
op op 0 _at+ oa + om (pg)- -f1(t,a,m,p)p (2)
DeAngelis and Rose [54] use this type of structure for fish
cohorts (groups). This model is slightly more complex than
the general population model since time is not the only inde-
pendent variable; a and m specify the age and biomass of the
population. To "structure" a population by a physiological vari-
able such as age or mass, it is necessary to partition that di-
mension. For example, if we are modeling the age a of fish,
then we can structure along this dimension by discretizing age
into integral ages (0, 1,2, ...). A fish, for example, is in a larval
stage or an adult stage. This provides a structural division of
the age dimension into nominal values "larval" and "adult."
The method of incorporating structured models into the
OOPM methodology is similar to the general population ap-
proach. Mass m, age a and density p are attributes of the popu-
lation object. As in our Lotka-Volterra example, we can add
new sub-classes of fish to a conceptual model without touch-
ing the dynamics. This sort of "plug-and-play" operation pro-
vides a significant level of flexibility in modeling and coding.
6.3 Individual-Based Models
Upper-trophic level organisms (i.e., deer, panther, wading birds
and alligators) are modeled as individuals. Because deer are a
primary food resource for panthers, these two species are com-
bined and modeled in one sub-module. Their behavioral ac-
tivities, such as movement across the landscape, are modeled
in daily time-steps. The movement of deer is closely related to
the spatial vegetation pattern and, apart from hydrological con-
ditions, mainly determined by the occurrence and quality of
forage the vegetation can provide. On the other hand, wading
birds' movements, i.e., flights from their colony to their feed-
ing sites and back, are almost completely determined by the
hydrological patterns, because they primarily forage in shal-
low water areas.
In contrast to deer and panther, for which daily time steps
are sufficient, wading birds operate on much smaller time
scales. These time scales are determined by the various activi-
ties of the birds and can take several hours, e.g., for flying to a
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particular feeding site, or as little as several minutes for a bird
that arrives at a feeding site with little or no prey and leaves
almost immediately iffeeding is poor. Wading birds are there-
fore simulated using an event queue.
The "events" in the wading bird model are specified by the
various activities of the individual birds and are determined by
behavioral rules. These rules can be divided into two sets: rules
that determine what the bird is going to do after its current
activity has terminated, and rules that determine how a spe-
cific activity is performed. For example, after an adult bird has
returned to its nest, a behavioral rule determines whether it
will incubate eggs, or-if the eggs have hatched-whether the
bird will feed its nestlings. Similarly, a rule in the latter set
may be used to determine whether a bird must use flapping
flight-thus using more energy-or may soar and glide, which
is more energy-efficient. The behavioral rules are therefore
either ofthe type:
IF (PREDICATE) THEN (NEXT_ACTlVITY_OF_BIRD)
IF (PREDICATE) THEN (HOW_TO_DO_SOMETHING)
In general, the predicate depends on the current-some-
times even some past-activity, as well as the state or phase of
the particular bird, e.g., its location. Some rules also take into
account activities of other birds of the same or of different
species. For example, wading birds often forage in mixed-spe-
cies flocks that then attract other wading birds to forage at the
same location [57]. Rules that determine where a bird will for-
age must therefore take into account the foraging activities of
other wading birds, i.e., their locations.
The wading bird models execute using an event queue where
the events are determined by the duration of the activities of
the birds. A simple example is a flight from the colony to a
feeding site, where the duration of the flight is determined by
the distance between the colony and the feeding site, and the
bird's flight speed, which in turn depends on the kind of flight
the bird uses. Using a flight from a feeding site back to the
colony as an example, we can assign attributes and methods to
an object wadingjbird in much the same way as in Section
6.1. Ifwe let one of the state variables (attributes) be the amount
of energy the bird has stored in its body (e.g., as body fat),
fat, and define two parameters, the flight speed of the bird,
speed, and the specific energy expenditure (i.e., energy expen-
diture per distance flown), spec_en_ex, then we arrive at the
following attributes and methods for bird flight covering a dis-
tance d:
• Attributes:
Variables: fat, speed, specen_ex
Static Models: not defined
• Methods:
• Code: time = d * speed
Dynamic Model: Decrease fat by d * specen_ex
The dynamic model for a flight changes the state variable
fat of the bird after the flight has been completed. The code
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method specifies the flight time time and therefore determines
when the next event-its arrival at colony-is going to occur,
at which time the bird makes a decision about its next activity,
such as relieving its mate from incubating the eggs or feeding
their nestlings.
Various wading bird species can be incorporated into the
OOPM methodology in the same as way as for general popu-
lation and structured population models. Wood storks and white
ibis, for example, have different attributes such as weight and
size, exploit different food resources, and some of their behav-
ioral rules are different. The "plug-and-play" operation is, how-
ever, slightly more involved than for the previous model types
because some behavioral rules depend on the presence or ab-
sence of other wading species. Nevertheless, a new sub-class
of wading birds, i.e., a new species, can be added to or deleted
from the model without changing the conceptual framework.
7. Model Abstraction: Problems and Issues
The OOPM methodology and its implementation represent a
beginning in tackling the model abstraction problem. Object
Orientation, in general, even without the extension of model,
provides for a convenient vehicle for talking about abstraction
and dealing with its manifest issues. However, many problems
remain to be solved if true model abstraction is to be practical.
Let's first consider what is possible in the implementation of
OOPM. The crux of multimodeling is that it supports the hier-
archical refinement of heterogeneous models through func-
tional coupling. Each dynamic model is represented by the
method (i.e., function) of a class. Within each model, there are
the multimodel entry points defined in Section 5.3. These en-
try points differ for each model type. The entry points permit
coupling in the traditional sense, thereby achieving a multi-
level representation. Currently, MOOSE does not support type
checking to ensure that a function's output type exactly matches
the input type for another function's parameter; however, this
problem is not an acute one.
Consider two dynamic models: A and B. Our methodology
supports the basic case of B being defined as part of A, or vice
versa. It also supports the idea of identifying a behavioral (but
not necessarily structural) equivalent of B by using a neural
network [58] as the black box mechanism that captures the
input-output relation to some arbitrary degree of accuracy.
However, the Multimodeling Object-Oriented Simulation En-
vironment program (MOOSE; see Section 8) does not support
deriving A from B if A and B are independent. The derivability
of models, computationally, is a much harder problem, and is
discussed in more depth in [8] (Chapter 13) and [33] (Chapter
8). Ultimately, we would like to build a family of models, but
it is not clear whether these models can be practically related
since each model may have associated with it different under-
lying assumptions, state spaces and parameters. State and event
spaces, for instance, should not be arbitrarily defined since they
represent concepts in the minds of the modelers, and in the
cognitive representations of the physical system. Our approach
is not necessarily to "sweep the hard problems under the rug,"
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but to provide a path to the greater goal of true model
simplification. Heterogeneity in model creation and behavioral
function simplification are stepping stones toward this goal.
For a comprehensive survey of the state of the art in the model
abstraction area, the reader is referred to a recent edited jour-
nal on the subject [59].
8. Conclusions
We have discussed a proposed method of multimodeling that
has the potential to affect future ATLSS research. The attempt
is to create a framework that helps with model design and model
integration. The OOPM methodology has led to a multimod-
eling implementation program presently called MOOSE.
MOOSE-created models [60] can be used by ecologists to vi-
sually design models which are automatically translated into
computer code. This code can then be integrated into the exist-
ing ATLSS legacy code framework. However, we see OOPM
and MOOSE as having the far more important effect of pro-
moting model design and integration of models. A key prob-
lem, which we are beginning to address, is how to gradually
phase in visually structured models and phase out legacy code.
This is a difficult problem. It is not enough to assume that
legacy code will be abandoned, since that is impractical. In-
stead, we are looking into new approaches that foster a more
gradual transition from legacy code to visual, object-oriented
model.
The current state of MOOSE is that we have a working
graphical user interface (GUI) for the conceptual model and a
subset of the dynamic model types (FSA, functional block
model). However, a considerable amount of time is being spent
"cleaning up" the code to make it more robust and bug-free.
While it is premature to speculate whether OOPM and MOOSE
will solve all problems with legacy-code integration, we feel
that it is a step in the right direction. Concerning new code
development, the use of OOPM will be strongly encouraged
from the beginning so that the. code develops from a strong
model specification. Code integration is always a difficult and
time-consuming task. Creating models within an object-ori-
ented framework provides the modeler with much greater con-
trol and representation. OOPM goes beyond the software
engineering visual designs by explicitly organizing knowledge
about physical models. Even in the case where legacy code
must be used without any code rewriting, we have determined
that MOOSE can still be used to organize the legacy code,
even though no visual dynamic models are constructed ini-
tially.
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