This paper focuses on development of speech training system for Thai children with speech disorder. The system is used with our therapeutic robot, named Chang Phood. It is a small humanoid robot that can recognize whether a child correctly pronounces one to three consecutive words predefined by a teacher from developed GUI. Chang Phood is an interactive robot that can provide responses to the child in order to motivate speech training. Speech feature is initially extracted in terms of Mel Frequency Cepstral Coefficient (MFCC) and trained by multilayer perceptron with backpropagation neural network. Chang Phood can recognize words with the average accuracy of 79.5%. It is tested with twelve typical children, seven boys and five girls, for investigating problems before clinical trials.
Introduction
Speech or verbal communication is a natural way of communication that people usually use in daily life. Speech disorder denotes difficulty with pronunciation, stuttering etc. It can be found in children and adults. People with speech disorder normally have problems in social communication. They require speech training regularly under relaxed environment [1] . Using a therapeutic robot in the speech training is thus developed in order to allow frequently training for individual patient. The robot can be used at home or school or other environments. The patients can practise with the robot as much as they want without any stress. This research mainly focuses on building a therapeutic robot for patients with speech disorder, particularly Thai children. An interactive humanoid robot is designed to recognize correct and incorrect pronunciation. It can provide responses to the patients in order to motivate more training.
For Thai language, it has tones. Different tones have different meanings, such as "พอ" (enough) and "พ่ อ"
(father). They have the same pronunciation, i.e., "phø" but different tone and meaning. Cluster consonants are also difficult to pronounce, e.g., pr, pl, kr, kl kw phr phl etc [2] . This requires frequently practicing for Thai learners.
To develop speech training system for our therapeutic robot, Thai speech recognition is required. Speech recognition systems have been extensively studied, particularly in the last two decades. The systems can support various languages, such as English, Chinese, and Japanese etc. Thai speech recognition was initially developed in 1983 [2] . Various techniques have been proposed [3] , [4] , [5] , such as artificial neural networks, hidden markov model etc.
Currently, speech recognition has been used widely, such as banking services, E-mail accessing, emotion recognition [6] , entertainment etc. However, it is rarely used in speech therapy particularly with a therapeutic robot.
This paper aims to present a development of Thai speech training system for a therapeutic robot. The robot, named Chang Phood, is designed and built for using as a tool in speech training.
Materials and Methods

Thai Speech Therapeutic Robot: Chang Phood
Chang Phood is an interactive humanoid robot developed for Thai children with speech disorder. It has 1 degree of freedom for each arm and leg. The robot has 2 degrees of freedom for turning and lifting its neck. In total, there are 6 degrees of freedom. Chang Phood robot is shown in Fig.  1 . It can swing its arm to response the children and talk to them with predefined dialogs. The robot can recognize one to three consecutive words specified by the therapist. If the words are incorrectly pronounced, the robot moves its arm and asks the trainee for repeating his/her speech. When the trainee can correctly pronounce the words, the robot gives different responses in order to admire the trainee. 
Speech raining ystem t s
In this part, speech training system is presented. The system is composed of four main parts, i.e., preprocessing, endpoint detection, feature extraction, and recognition. Each part can be described as follows.
Pre-processing
Pre-processing part consists of two main steps, i.e., windowing and pre-emphasis. Because the speech is continuous signal, windowing process is required in order to separate the speech signal into several overlapping windows. To minimize the effect of edge discontinuities, Hamming window is applied as.
where ( ) is the window function at sample .
represents the window length.
Fig. 2 Hamming Window
The sound is multiplied by the Hamming window which its length is set to 11025 sample points. Overlap of ½ of the window length is used for maintaining continuity. The signal is sent to a high-pass filter to reduce noises and increase signal-to-noise ratio (SNR). Eq. (2) shows the filter. 
End-point detection
This part is to select core speech from background sound. Start and end point of the speech are identified. Spectral energy technique is used. Initially, Short Time Fourier Transform (STFT) is applied as
where
Sound input is multiplied by the hamming window with the length of 256. To maintain continuity, overlapping of ½ window length is used. Hamming window function is presented in Eq.
(1). Spectrogram can be computed from the magnitude squared of STFT as seen in Eq.(4).
Sum of the spectral energy is computed. The threshold is set in order to differentiate the speech from the background sound. Finally, inverse STFT is applied to get the start and end point in Time domain as.
Feature xtraction e
After the speech is excluded from background sound, its feature is extracted. In this study, Mel Frequency Cepstral Coefficient (MFCC) is employed. Three main steps are applied, i.e., Fast Fourier Transform (FFT Spectrum), Mel-Frequency Filter Bank and Mel-scale ceptral coefficient.
Hamming window with the length of 256 is applied to the pre-emphasis signal. The overlapping of ½ of the window length is used. FFT is employed to convert into frequency domain as
The frequency is then converted into Mel-scale from = 1125 log 10(1 + /700)
The sound is then passed through Filter bank as
In this study, L is set to 20. This results in 20 Mel spectrum values. Discrete Cosine Transform equation (DCT) is finally applied in order to get MFCC coefficients as. 
Recognition
For the recognition part, multilayer perceptron with backpropagation training is used. Each network is designed for recognizing a certain word or syllable; one network for one syllable. The network is composed of three layers, i.e., input, hidden, and output layers. Inputs of the network are the extracted features from the previous part. Output presents whether the given sound is a trained word or not. Training data consists of positive and negative examples. The positive examples are a given word spoken by 3 men and 2 women. The negative examples include different words that may or may not have similar sound or tone with the positive examples. Learning rate is adjusted from 0.05, 0.1 to 0.5. Momentum term is varied from 0.6 to 0.9. The number of hidden nodes is set from 2 to 30. Ten fold cross validation is used for acquiring the best training parameters.
Experiments
In the experiments, there are 20 trained words that are normally used in daily life or difficult to pronounce as summarized in Table 1 . From the experimental results, average accuracies of 0.795 can be achieved. The developed training system is installed onto Chang Phood robot. The robot is tested with twelve typical children (seven boys and five girls) with the age of 2.5 -5 year-old. For the first experiment, two children (a boy and a girl with the age of 2.5-3 year-old) are tested with Chang Phood robot at Artificial Intelligence in Medicine Lab (AIM Lab), Department of Biomedical Engineering, Mahidol University. These children know each other and they want to play with the robot together. The robot is placed on a table and the children sit on the same chair in front of Chang Phood robot. An operator sits behind the robot for selecting the words from GUI. After a word is selected, Chang Phood robot asks children to repeat the word. If they can pronounce correctly, the robot says "Great! It's correct". Otherwise, it says "It's not correct! Please try again". Predefined gaits for correct and incorrect word are also displayed. At the beginning period, the children do not understand that they have to repeat the word. They look at the robot without doing anything. Our staff has to give a demonstration how to play with the robot. After observing for 2-3 minutes, the boy starts touching and speaks with Chang Phood robot. The girl stills observes the boy and the robot. After 5 minutes, the girl starts repeating a given word. Her mother tries to cheer the girl up. The children speaks with the robot for only two words after that they are boring and want to do other activities. The experiment is run for approx. 8 minutes. Fig. 4 shows an experiment with two typical children.
Fig.4 Experiments with typical children
For the second experiment, the test is conducted at National Institute for Child and Family Development, Mahidol University. An operator remotely controls the robot to provide appropriate responses to the child. Each child is asked to individually play with Chang Phood robot. A teacher is allowed to stay within the testing room and can encourage or stimulate the child to interact with the robot. In this experiment, the children from different aged groups are tested. The first group has four children (1 girl and 3 boys) with the aged of 2.6 -3 year-old. The second group has three children (2 girls and 1 boy) with the age in between 3 and 4 year-old. The third group has three children (1 girl and 2 boys) with the age of 4-5 yearold. The experiments show that the children from the first group do not interact with the robot. They do not understand what they have to do, even though the teacher tries to give vocal prompts to them. The children only take a look at the robot and rarely touch with the robot. For the second group, two children (a girl and a boy) talk to the robot with some verbal prompts from the teacher. The girl can speak with the robot for 12 words and the boy can talk to the robot for only 4 words. Boredom of the test can be observed from the boy. For the rest girl in this group, she is not interested with the robot. She tries to observe other things in the room. For the last group, two boys give responses to the robot. They can speak and concentrate with the robot. For a girl, she is interested to the robot at first. However, after the robot starts movement, she is afraid of the robot and asks the teacher for going back to her class. The test is finally halted. Fig.  5 shows the second experiment. 
Discussion
From the first experiment, children do not understand how to play with the robot. This may be because they are only asked to sit and response to the robot command without any guidance. The introduction dialog of the robot may not be attractive enough for the children. It is their first time for meeting with the robot. They do not know what the robot wants. Because the children sit below the robot, this may be another issue that makes the robot become unattractive for the children. Microphone is placed beside the robot which is far from the children. The robot is thus difficult to clearly acquire their speech. Incorrect recognition is frequently found during the beginning period. The children are then asked to speak with the robot by talking to microphone directly. After that, correct recognition can be achieved.
For the second experiment, the operator remotely controls the robot because the child whispers to the robot and it is difficult to acquire and recognize his speech. Interacting with Chang Phood robot is thus mainly observed. From the results, the robot is suitable to use with children with the age of 4 -5 year-old. This is because they can understand the robot's conversation and concentrate with the robot better that the younger groups.
From the results, Chang phood robot should be improved in various issues. They should have more attractive dialog, position of the robot and the children should be in the same level. In addition, microphone should be installed on the robot for natural communication.
Conclusion
This paper presents a development of speech training system for a therapeutic robot. The humanoid robot, named Chang Phood, is designed and intended to use for speech training with speech disorder children. The speech training system based on MFCC feature extraction and multilayer perceptron with backpropagation training is developed to recognize Thai words which are generally used or difficult to pronounce. The accuracy of 79.5% could be achieved. Chang Phood robot is tested with twelve typical children; 7 boys and 5 girls. The test showed that there are many issues that the robot should be improved before clinical trials, such as introduction dialog, position of the robot and the child, installation of microphone.
