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CHAPITRE 1
Matrices ale´atoires : diffe´rents aspects et applications
1. Historique : version statique et indice de Dyson
Une re´ference de base et bien de´taille´e vers laquelle nous dirigeons les lecteurs
est le livre de Mehta ([88]). Pour un point de vue alge´brique ainsi que diverses
applications en physique, on renvoie au manuscrit de Caselle et Magnea ([26]).
D’autres re´fe´rences utiles seront fournies dans le cours du texte.
1.1. Motivations physiques. La physique, une source remarquable de proble´
mes, a e´te´ depuis plus d’un demi-sie`cle un terrain favorable ou` les matrices ale´atoires
jouent un roˆle majeur. D’un point de vue historique ([4], [18]), l’histoire commence
avec Wigner en 1955 et ensuite Dyson, meˆme si les premiers travaux remontent a`
Wishart en 1928 dans l’e´tude de la dynamique des populations ([113]). Wigner a
introduit les matrices ale´toires afin de de´crire les niveaux d’e´nergie d’un syste`me
complexe tel que le noyau atomique de l’isotope 239 de l’Uranium. En effet, leurs
valeurs et vecteurs propres permettent d’approcher respectivement le spectre dis-
cret et les fonctions propres d’un Hamiltonien H ope´rant sur un espace de Hilbert
de dimension infinie. Ce dernier satisfait l’e´quation de Schro¨dinger HΨ = EΨ ou`
E, Ψ de´signent l’e´nergie et la fonction propre correspondante. Ainsi, l’approxima-
tion par des matrices ale´atoires carre´es, justifie´e par les simulations nume´riques
(tel que la spectroscopie), nous rame`ne a` e´tudier un proble`me de valeurs propres
dans un espace de dimension grande, mais finie.
Wigner a commence´ avec des matrices re´elles syme´triques forme´es par des variables
ale´atoires de Bernoulli syme´triques et inde´pendantes. Il a montre´ la convergence
faible de l’espe´rance de la mesure empirique des valeurs propres (ale´atoire) vers
la loi du demi-cercle (ou loi de Wigner). Par contre, il a signale´ que son choix
repose essentiellement sur les syme´tries que pre´sentent le syste`me et non pas sur
la loi de chaque coefficient. Cela` a e´te´ affirme´ dans son papier en 1958 ou` son
re´sultat couvrait une classe plus large de matrices re´elles syme´triques a` coeffi-
cients inde´pendants ayant des lois syme´triques, des moments d’ordre 2 finis et
d’ordre 1 uniforme´ment borne´s. Plus exactement, si A est une matrice de Wigner
de taille m×m et si (λ1, . . . , λm) de´signent ses valeurs propres, alors :
E(Fm(x)) := E
{
1
m
m∑
k=1
1{λk≤x
√
m}
}
−→ F (x), m→∞
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ou` F est la fonction de re´partition de la loi de Wigner. Ame´liorant ce re´sultat,
Arnold a obtenu la convergence en probabilite´ et presque suˆre pour des matrices
complexes hermitiennes lorsque les coefficients diagonaux sont iid et les hors dia-
gonaux le sont aussi, toutes les variables e´tant inde´pendantes. Dans un premier
temps, la convergence en probabilite´ ne´cessite une variance finie pour les e´le´ments
de la diagonale et un moment d’ordre 4 fini ainsi qu’une espe´rance nulle pour les
autres coefficients. Dans un second temps, il a e´limine´ l’hypothe`se sur les e´le´ments
diagonaux ainsi que celle de l’espe´rance nulle et a affaibli les autres pour se res-
treindre a` des moments finis d’ordre au plus 4. Finalement, le re´sultat est maintenu
seulement en faisant une hypothe`se de variance finie. Plus tard, en 1988, Bai et
Yin ont donne´ les conditions ne´cessaires et suffisantes pour la convergence presque
suˆre de la plus grande valeur propre vers la borne supe´rieure du support de la
loi du demi cercle, la vitesse e´tant de
√
m. Il y a un re´sultat analogue pour la
plus petite valeur propre et la borne infe´rieure du support. Par rapport aux tra-
vaux d’Arnold, la finitude de la variance des e´le´ments diagonaux est requise. Une
re´fe´rence comple`te de ces faits avec des preuves a` la fois de´taille´es et commente´es
est [4]. Bien evidemment, il est tre´s naturel d’essayer d’e´tablir un TCL ainsi qu’un
PGD pour la plus grande valeur propre normalise´e par 1/
√
m. Dans le cas Gaus-
sien, le premier a fait l’objet des travaux de Tracy et Widom ([109], [110]), la
vitesse e´tant de m2/3. Le second se trouve dans les papiers de Ben Arous, Dembo
et Guionnet ([10]). L’universalite´ de la loi de Tracy-Widom pour des matrices a`
coefficients iid ayant des lois syme´triques a e´te´ e´tablie par Soshnikov : ceci requiert
une hypothe`se de croissance sur les moments pairs appele´s dans ce cas moments
sous-Gaussiens. Il y a aussi un PGD pour la mesure spectrale qui fait intervenir
une fonction de taux dont le minimum est atteint par la loi de Wigner ([9]).
Revenons a` la remarque pertinente de Wigner concernant les syme´tries : celles-
ci se re´sument en l’invariance par la conjugaison d’un certain groupe, ainsi qu’une
proprie´te´ connue chez les physiciens sous le nom d’invariance par retournement du
temps. En quelques mots, l’Hamiltonien ve´rifie une relation de commutation avec
un ope´rateur dit ”anti-unitaire”. La classification a e´te´ faˆıte ensuite par Dyson qui
a montre´ que le groupe d’invariance est soit le groupe orthogonal, unitaire ou sym-
plectique et que les matrices sont respectivement re´elles syme´triques, complexes
hermitiennes et hermitiennes auto-duales de taille paire dont les e´le´ments sont
des quaternions. Deux mode`les auxquels Dyson s’est inte´resse´ portent les noms de
Gaussien et circulaire. Le premier requiert, en plus de l’invariance, l’inde´pendance
des coefficients de la matrice. Les familles correspondantes sont note´es GOE (GUE,
GSE) comme abbre´viations de : ”Gaussian orthogonal ensemble” (unitary, sym-
plectic). L’inde´pendance entraˆıne que la densite´ s’e´crit sous la forme :
p(dA) = Ce−a tr(A−cI )
2
dA, a > 0, c ∈ R
ou` dA est la mesure de Lebesgue et C est une constante positive ne de´pendant
que de la taille de la matrice. Dans ce cas, p(dA) est invariante par translation et
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on peut se ramener a` :
(1) p(dA) = C(a)e− tr(A
2/2)dA.
La matrice peut eˆtre alors re´alise´e a` partir de lois normales inde´pendantes. Par
exemple, une matrice ∈ GUE est donne´e par :
Aij =
{ N 1ii(0, 1) si i = j
N 1ij(0, 1/2) +
√−1N 2ij(0, 1/2) si i < j
ou` (N 1ij)i,j, (N 2ij)i,j sont toutes inde´pendantes. Pour l’ensemble circulaire, on a
les COE, CUE et CSE qui correspondent a` des matrices unitaires syme´triques,
unitaires et unitaires a` e´le´ments quaternions. Elles sont choisies suivant la mesure
de Haar normalise´e (une telle mesure est finie puisque le groupe des matrices
unitaires est compact).
1.2. Les matrices triangulaires : ensembles chiraux. Dans ce qui pre´ce`de,
nous n’avons cite´ que des matrices carre´es. Ceci n’exclut e´videmment pas les ma-
trices rectangulaires de contribuer a` la mode´lisation de certains phe´nome`nes. Au
contraire, comme il est de´ja` indique´, les premiers travaux remontent a` ([113])
qui a e´tudie´ a` cette e´poque les matrices de covariance. Partant d’un e´chantillon
de taille N et si l’on voulait e´tudier m caracte`res dans une population donne´e,
chaque individu i est repre´sente´ par un vecteur colonne Ei. On forme alors la ma-
trice rectangulaire ET = (ETi )1≤i≤N . Posons n := N − 1, alors un estimateur non
biaise´ de la matrice de covariance est :
S =
1
n
N∑
i=1
(Ei − E)(Ei − E)T := 1
n
A, E :=
1
N
N∑
i=1
Ei
Il est montre´ dans [89] que, dans le cas ou` Ei sont des vecteurs Gaussiens iid, A a
la meˆme loi que NTN ou` N est une matrice n×m forme´e par des vecteurs lignes
Gaussiens inde´pendants. Cette nouvelle matrice carre´e re´elle syme´trique et positive
est appele´e matrice de Wishart W (n,m). Elle est caracte´rise´e par la matrice des
espe´rances M et celle des covariances Σ de chaque vecteur (En effet, Σ est une
matrice diagonale par blocs). Lorsque M est non-nulle, la loi de Wishart est dˆıte
de´centre´e, M et Σ sont les parame`tres de de´centrage. ll est a` noter que la somme
de matrices de Wishart inde´pendantesW (n1,m), W (n2,m) est encore une matrice
de Wishart (n1+n2,m) (additivite´). Quand m = 1, le re´sultat est bien connu et A
suit la loi de Chi-deux a` n degre´s de liberte´ χ2(n). L’analogue complexe hermitien
de NTN est appele´ matrice de Wishart complexe. Une vaste litte´rature couvrant
les moments et l’e´tude des valeurs propres de A se trouve dans les travaux de
James, Letac, Massam, Graczyk, Muirhead et Chikuze ([59], [60], [61], [31], [69],
[89]). Lorsque Σ = In (tous les coefficients sont iid) et la matrice de Wishart est
inversible (de´finie positive), la densite´ prend la forme :
(2) p(dA) = C(n,m) det(A)β(n−m+1)/2−1e− tr(A)/21{A>0}dA,
9
ou` β = 1, 2, 4 selon que la matrice multivarie´e de de´part est re´elle, complexe
ou auto-duale quaternionique. Le parame`tre β est connu sous le nom d’indice de
Dyson. On verra plus loin qu’il apparaˆıtra dans l’expression du Jacobien re´sultant
de la de´composition de la matrice en partie radiale (valeurs propres) et en par-
tie angulaire (vecteurs propres). Il nous permettra e´galement de caracte´riser cha-
cun des trois ensembles. Suivant la terminologie de Dyson, une matrice ayant la
densite´ (2) appartient a` LOE (β = 1), LUE (β = 2) et LSE (β = 4) : ”La-
guerre orthogonal, unitary, symplectic ensembles”. Cette appelation est relative
a` la pre´sence des polynoˆmes de Laguerre dans l’e´tude de ces mode`les. D’autres
applications apparaˆıssent aussi pour mode´liser divers phe´nome`nes physiques que
nous ne discuterons pas ici et qui sont a` l’origine du mot ”chiral”. Dans ces si-
tuations, l’indice de Dyson joue le roˆle de l’inverse de l’e´nergie thermique kT ou`
k est la constante de Boltzmann. Le choix entre orthogonal, unitaire et symplec-
tique de´pend comme d’habitude des syme´tries que pre´sentent le syste`me e´tudie´.
Les re´sultats asymptotiques analogues a` ceux du cas des matrices de Wigner sont
pre´sents. Commenc¸ons par Marchenko et Pastur qui ont montre´ la convergence de
la mesure spectrale, lorsque m/n → y ∈ (0,∞), vers la loi portant leurs noms.
Celle-ci peut e´ventuellement avoir une masse de Dirac en 0 de´pendant de y, suivant
que n ≥ m ou n < m. La surprise est que la mesure spectrale converge presque
suˆrement vers la loi de Wigner quand m/n → 0. Dans cette direction, une LGN,
un TCL et un PGD pour la plus grande valeur propre ont e´te´ e´tablis.
Terminons ce paragraphe par un mode`le classique e´troitement lie´ aux matrices
de Wishart : la matrice de Jacobi ou MANOVA. Etant donne´ deux matrices de
Wishart inde´pendantes W (n1,m), W (n2,m) tel que leur somme W (n1 + n2,m)
est inversible, cette matrice note´e J(n1, n2,m) est de´finie par
[W (n1,m) +W (n2,m)]
−1/2W (n1,m)[W (n1,m) +W (n2,m)]−1/2
Suivant qu’on a des e´le´ments du LOE, LUE et LSE, on obtient des e´le´ments du
JOE, JUE et JSE. Si W (n1,m), W (n2,m) sont inversibles, alors il en est de meˆme
pour J et Im − J et la densite´ de J s’e´crit :
(3)
p(dA) = C(n1, n2,m) det(A)
β(n1−m+1)/2−1 det(Im − A)β(n2−m+1)/2−11{0<A<Im}dA
ou` Im de´signe la matrice identite´.
1.3. Des matrices de´forme´es. Motive´s par des proble`mes de la the´orie de
l’apprentissage, de l’analyse des donne´es financie`res et du traitement du signal,
les chercheurs se sont affronte´s a` des matrices de´forme´es. La de´formation sous-
entend par exemple, la perturbation par une matrice de rang fini pour le cas
GUE ou GOE, ou bien une le´ge`re modification des valeurs propres de Σ = In
d’une matrice du LUE ou LOE (Wishart non blanc). Le mode`le est choisi de
fac¸on a` ce que le re´gime global reste invariant, c’est a` dire que la mesure spectrale
limite est la meˆme que dans le cas non de´forme´. Par contre, des changements au
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niveau de la convergence presque suˆre et les fluctuations concernent la plus grande
valeur propre ou bien meˆme les premie`res plus grandes, de´pendant du rang de
la perturbation. Dans le cas GUE et lorsque on ajoute une matrice de rang 1
(bien normalise´e), il est montre´ que la plus grande valeur propre pouvait sortir
du support et que ses fluctuations pouvait changer de loi (Tracy-Widom) et (ou)
de vitesse. Tout de´pend de la plus grande valeur propre de la matrice de´formante
et de sa multiplicite´. Des re´sultats similaires ont e´te´ e´tablis pour le mode`le du
Wishart non blanc. Pour les grandes de´viations, le cas rang fini 6= 1 reste encore
ouvert. Pour plus de de´tails et de re´sultats sur l’universalite´, nous renvoyons a` la
the`se de D. Fe´ral et les re´fe´rences qui y sont ([54]). Le manuscrit [4] renferme
d’autres mode`les assez inte´ressants que nous recommandons vivement au lecteur.
Terminons ce paragraphe par mentionner que les matrices ale´atoires interviennent
aussi en the´orie des nombres, en file d’attente et en combinatoire ([18], [43]).
1.4. Densite´ des valeurs propres. L’ingre´dient principal nous permettant
de mener les calculs est la densite´ de la loi jointe des valeurs propres. Celle-ci
peut eˆtre de´duite de celle de la matrice soit par un calcul diffe´rentiel ([89]), soit
moyennant la formule d’inte´gration de Weyl. Notons λ = (λ1, . . . , λm) les valeurs
propres de la matrice carre´e m × m. Les densite´s (1), (2) et (3) se transforment
en :
p(λ) = C(m)e−
Pm
i=1 λ
2
i /2
∏
i<j
|λi − λj|β,
p(λ) = C(n,m)e−
Pm
i=1 λi/2
m∏
i=1
λ
β(n−m+1)/2−1
i
∏
i<j
|λi − λj|β1{λ>0}
p(λ) = C(n1, n2,m)
m∏
i=1
λ
β(n1−m+1)/2−1
i
m∏
i=1
(1− λi)β(n2−m+1)/2−1
∏
i<j
|λi − λj|β1{0<λ<1}
ou` β = 1, 2, 4. Par un changement de variable si ne´cessaire, p(λ) peut se mettre
sous la forme C(m,β)e−βW (λ) ou`W de´signe l’e´nergie potentielle du syste`me. Cette
forme est connue sous le nom de ” facteur de Boltzmann”. Comme la tempe´rature
T est un parame`tre positif, il en est de meˆme pour β (β = 1/kT ) et il n’y a pas
de raison de faire la restriction β = 1, 2, 4. Ainsi, dans ce mode`le, les valeurs
propres se comportent comme des particules a` la tempe´rature T soumises au po-
tentiel W . En me´canique statistique, ce sont des charges ponctuelles d’un gaz en
e´quilibre thermodynamique : c’est un gaz de Coulomb. De plus, leurs interactions
sont donne´es par |λi − λj|β. Si β → 0, (T → ∞), ce terme disparaˆıt et les parti-
cules se meuvent inde´pendamment les unes des autres : le syste`me est tre`s chaud.
Si β → ∞(T → 0), le syste`me est gele´ et les particules sont immobilise´es. Il est
alors le´gitime de chercher des mode`les matriciels a` coefficients le moins correle´s
possibles, voire inde´pendantes, et dont les valeurs propres ont les densite´s ci des-
sus avec β > 0. Ce proble`me a e´te´ re´solu pour les deux premiers cas (Gaussien,
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Wishart) dans [45] et est par Killip et Nenciu ([77]) pour le cas circulaire et Ja-
cobi. Les mode`les mis en e´vidence sont triangulaires syme´triques et portent les
noms respectifs d’ensembles β-Hermite et β-Laguerre. Les variables constituant la
matrice sont des lois normales, χ pour le premier ensemble, des lois de χ2 pour
le deuxie`me et finalement des produit de lois Beta pour le dernier, e´videmment
toutes de´pendantes de β.
Retournons un instant a` l’expression deW . Celle-ci se de´compose en deux termes :
un potentiel harmonique attirant chaque valeur propre inde´pendamment des autres
et une re´pulsion e´lectrostatique :
W (λ) =
m∑
i=1
V1(λi) +
∑
1≤i<j≤m
V2(λi, λj)
Pour le premier cas, p(
√
βλ) correspond a`
(4) W (λ) =
1
2
m∑
i=1
λ2i −
∑
1≤i<j≤m
log |λi − λj|
Dans le deuxie`me cas, le changement de variable λi 7→ βλ2i nous donne :
(5) W (λ) =
1
2
m∑
i=1
λ2i − [(n−m+ 1)−
1
β
]
m∑
i=1
log(λi)−
∑
1≤i<j≤m
log |λ2i − λ2j |
Le dernier est soumis au changement λi 7→ sin2 λi. On peut aussi associer a` cette
e´nergie potentielle un Hamiltonien H admettant e−βW/2 comme fonction propre
associe´e a` l’e´nergie minimale, disons −E0. Elle porte le nom de fonction d’onde.
H a pour expression :
(6) H− E0 = −
m∑
i=1
∂2i −
β
2
m∑
i=1
(∂2iW ) +
β2
4
m∑
i=1
(∂iW )
2
Ceci fait la connection avec la famille ”Calogero-Moser-Sutherland” (CMS) de
certains syste`mes qui jouissent d’une proprie´te´ dˆıte ”d’inte´grabilite´” rendant leurs
e´tudes plus accessibles.
D’un point de vue alge´brique, p(λ) fait intervenir des termes du type < α, λ >
ou` <,> de´signe le produit scalaire euclidien dans Rm et pour certains α appele´es
racines. Ces racines de´finissent des hyperplans orthogonaux par rapport auquels on
exerce des re´flexions. Un ensemble de ces racines qui est globalement invariant par
ces re´flexions constitue le syste`me de racines et engendre un sous espace de Rm.
Ceci nous plonge dans un monde dans lequel interviennent des groupes de re´flexions
finis et de re´flexions affines infinis (translations). De plus, la statistique d’ordre des
valeurs propres est vue comme un e´le´ment d’un domaine convexe de´finie a` partir
des racines : chambres et cellules de Weyl. Par ailleurs, l’ensemble des matrices
associe´es constitue un groupe de Lie G d’une certaine alge`bre de Lie G (appele´e
alge`bre de Lie line´aire spe´ciale, [25]). Les valeurs propres sont alors vues comme la
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partie radiale lors du passage des coordonne´es locales du groupe aux coordonne´es
polaires.
2. La version dynamique : processus matriciels
Dans cette the`se, on s’inte´ressera principalement aux mode`les de´pendant du
temps, tout en remplac¸ant les variables ale´atoires par des processus stochastiques.
On parle alors de processus matriciels. Ce qui change par rapport au cas statique
est l’utilisation des outils probabilistes tels que le calcul stochastique, les semi-
groupes (e´quations backward ou Fokker-Planck), les ge´ne´rateurs et les the´ore`mes
limites afin de comprendre l’e´volution de notre processus. Ceci est un point fort
dans le sens ou`, par exemple, pour t fixe´ (= 1), en faisant partir le processus
de 0, on retrouve le cas statique. De plus, des EDS pour les processus matriciels
analogues aux cas univarie´s ainsi que pour leurs valeurs propres sont e´crites. Au ni-
veau matriciel, elles pre´sentent une sorte de syme´trie due a` la non commutativite´.
Cependant, certains outils classiques ne seront plus valables ce qui rend la preuve
de l’existence et de l’unicite´ des solutions assez complique´e. Au niveau spectral,
les EDS peuvent pre´senter (au moins dans les cas qu’on connaˆıt) une de´rive sin-
gulie`re qui explose lorsque deux particules se touchent ou une particule touche un
“mur”. Ceci justifie bien l’interaction entre les particules et nous oblige a` prendre
soin du premier temps de collision ainsi que de la condition initiale. Cette de´rive
montre aussi la corre´lation entres les diffe´rentes valeurs propres. Cependant, et
seulement dans le cas hermitien complexe, le processus des valeurs propres est une
h-transforme´e (pour une fonction h bien choisie, [101]) d’un processus a` com-
posantes inde´pendantes tue´ s’il y a collisions. Ceci se voit explicitement au niveau
des ge´ne´rateurs et nous permet d’e´crire, moyennant la formule de Karlin-McGregor
([72]), la densite´ du semi groupe sous forme de de´terminant ([78]). Citons quelques
exemples pour fixer les ide´es : le Mouvement brownien hermitien de Dyson ([48]).
Le processus est de´fini par :
Xij(t) =

Bii(t) si 1 ≤ i = j ≤ m(
B1ij(t) +
√−1B2ij(t)√
2
)
si 1 ≤ i < j ≤ m
ou` (Bii)i, (B
1
ij)i,j, (B
2
ij)i,j sont des familles inde´pendantes de mouvements brow-
niens inde´pendants. La densite´ s’e´crit alors :
pt(dX) = C(t,m)e
− trX2/2tdX
et donc celle des valeurs propres est
pt(λ) = C(m, t)e
−Pmi=1 λ2i /2t∏
i<j
|λi − λj|2
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Pour t = 1, on retrouve la densite´ du GUE. Si on part de λ1(0) > · · · > λm(0),
alors les valeurs propres ne se touchent plus presque suˆrement et
(7) dλi(t) = dνi(t) +
∑
j 6=i
dt
λi(t)− λj(t) , 1 ≤ i ≤ m,
ou` (νi)1≤i≤m est un mouvement brownien m-dimensionnel. La fonction de Vander-
monde
V (x) =
∏
i<j
(xi − xj), x1 > · · · > xm
ve´rifie 4V (x) = 0 (harmonique) et λ est la V -transforme´e d’un processus forme´
par m mouvements browniens inde´pendants tue´ lorsque deux composantes s’in-
tersectent ([78]). Ceci permet d’e´crire la densite´ du semi-groupe du processus
(λi(t), 1 ≤ i ≤ m)t≥0 sous la forme :
pt(η, λ) =
V (λ)
V (η)
det
[
(1/
√
2pit)e−(λi−ηj)
2/2t
]
i,j
, η = (λi(0), 1 ≤ i ≤ m).
Dans la litte´rature ([30] par exemple), on trouve la version stationnaire de ce
processus (Ornstein-Ulhenbeck) donne´e par une variance 1 − e−2t. Par analogie
avec les GOE, GUE et GSE, on peut parler des mouvements browniens syme´trique
et symplectique. Les EDS correspondantes s’e´crivent pour tout t ≥ 0 ([28])
(8) dλi(t) = dνi(t) +
β
2
∑
j 6=i
dt
λi(t)− λj(t) , β = 1, 4. 1 ≤ i ≤ m
et l’indice de Dyson apparait encore une nouvelle fois. A t = 1, on a des re´alisations
de matrices du GOE, GUE et GSE.
Plus tard, M. F. Bru ([19]) e´tudie le processus de Wishart de´fini par Xt = B
T
t Bt
ou` B est une matrice brownienne rectangulaire n ×m. Le processus ainsi obtenu
est positif, de taille m×m et ve´rifie l’EDS :
(9) dXt = B
T
t dBt + dB
T
t Bt + nImdt, X0 = B
T
0 B0.
n est sa dimension et on note W (n,m,X0). Pour m = 1, c’est un carre´ de Bessel
([101]) de dimension n. A t fixe´, la loi de Xt est la loi de Wishart de´centre´e de
parame`tresM = X0 et Σ = tIm ([69], [89]). Si de plus, X0 = 0, X1 est une matrice
du LOE. Il est a` noter que le processus jouit d’une proprie´te´ d’additivite´, c’est a`
dire que la somme de deux processus de Wishart inde´pendants de dimensions
n1, n2 et de taille m×m est aussi un processus de Wishart de dimension n1 + n2.
Malheureusement, la loi n’est pas inde´finiment divisiblea` cause de la forme de
l’ensemble de Gindikin : en effet, pour n ≥ m, Xt est presque suˆrement de´finie
positive pour tout t > 0 si X0 l’est, et donc inversible. (9) peut donc s’e´crire :
dXt =
√
XtdNt +N
T
t
√
Xt + nImdt
ou` N est une MB m × m. Cela` sugge`re de de´finir le processus de Wishart d’in-
dice δ > 0 comme solution de cette EDS, lorsqu’elle existe, en remplac¸ant n par
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δ > 0. D’apre´s ([19]), le W (δ,m,X0) existe pour δ dans l’ensemble de Gindikin
{1, . . . ,m− 1}∪]m− 1,∞[. Les valeurs propres du processus de Wishart satisfont
∀t < τ := inf{s, λi(s) = λj(s) pour un couple (i, j)} ([20]) :
(10) dλi(t) = 2
√
λi(t)dνi(t) +
[
δ +
∑
j 6=i
λi(t) + λj(t)
λi(t)− λj(t)
]
dt, 1 ≤ i ≤ m,
ou` (νi)i est un MB de dimension m et λ1(0) > · · · > λm(0). On voit bien qu’il y a
un terme qui correspond a` un carre´ de Bessel de dimension δ et un terme singulier
montrant les interactions. On montre que dans ce cas, le temps de collision est
infini presque suˆrement. D’autres processus matriciels tels que l’O-U et son carre´
figurent dans [19]. Dans le but d’e´tendre les proprie´te´s connues en dimension 1,
Donati et al. ont e´tabli des relations d’absolue-continuite´, l’inversion du temps
(t 7→ 1/t), la loi de Hartman-Watson ge´ne´ralise´e et la queue de re´partition de
T0 := inf{t > 0, det(Xt) = 0} ([40]). Il est aussi a` mentionner que le calcul des
moments de Xt a fait l’objet de [61].
Remarque. Le processus de Wishart a e´te´ conside´re´ par les physiciens ([30])
mais nous renvoyons son introduction a` M. F. Bru pour son e´tude probabiliste tre`s
de´taille´e.
La version complexe, appele´e myste´rieusement processus de Laguerre, est ap-
parue dans [78] ou` les auteurs se sont inte´resse´s a` ses valeurs propres et dans [74].
L’analogue de (10) est (le temps de collision est aussi infini p.s.)
(11) dλi(t) = 2
√
λi(t)dνi(t) + 2
[
δ +
∑
j 6=i
λi(t) + λj(t)
λi(t)− λj(t)
]
dt, 1 ≤ i ≤ m,
La fonction V est encore harmonique mais cette fois pour le ge´ne´rateur de m
carre´s de Bessel inde´pendants et la caracte´risation de V -processus a lieu aussi. Par
contre, nous n’avons pas rencontre´ d’e´tude analogue a` celle du cas re´el, chose qui
nous a encourage´ a` la faire dans cette the`se. Mais la vraie raison e´tait la souplesse
de la structure complexe qui dans un premier temps se manifeste a` travers les
valeurs propres et dans un second temps rend les calculs plus accessibles et donc
les re´sultats plus fins. Ceci est valable pour d’autres processus, le processus de
Jacobi matriciel par exemple ([43]). Commenc¸ons par introduire la cas univarie´ :
m = 1. Ce processus est l’unique solution forte de ([49])
dJt = 2
√
Jt(1− Jt)dBt + (p− (p+ q)Jt)dt, p, q > 0, J0 ∈ [0, 1].
Le cas matriciel re´el est de´fini comme suit : soientm, p, d ∈ N? tels quem, p ≤ d et
Y (d) une matrice brownienne orthogonale d× d. Notons X(m, p) le coin supe´rieur
gauche m × p de Y (d). Alors Jt := Xt(m, p)XTt (m, p) et est note´ J(p, q) avec
q = d− p. L’EDS s’e´crit alors :
dJt =
√
JtdBt
√
Im − Jt +
√
Im − JtdBTt
√
Jt + (pIm − (p+ q)Jt)dt
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ou` B est une matrice brownienne carre´e et 0 ≤ Jt ≤ Im. Ensuite, comme d’ha-
bitude, on e´tend cette de´finition au cas des parame`tres non entiers en e´tudiant
l’existence d’une solution pour cette EDS. Notons bien que les coefficients diago-
naux sont des processus de Jacobi univarie´s et que Im − J est un processus de
Jacobi J(q, p). La version complexe est de´finie de la meˆme manie`re en prenant une
matrice unitaire Y (d) et l’EDS est satisfaite avec un indice de Dyson β = 2 devant
le terme a` variation finie. Ceci se transmet aux valeurs propres et on a :
(12)
dλi(t) = 2
√
λi(1− λi)(t)dνi(t)+β
[
p− (p+ q)λi(t) +
∑
j 6=i
λi(1− λj)(t) + λj(1− λi)(t)
λi(t)− λj(t)
]
dt
pour β = 1, 2 et on voit bien la somme d’un processus de Jacobi univarie´ et d’un
terme d’interactions. Les lecteurs peuvent rencontrer (dans des travaux d’analystes
par exemple) un processus de Jacobi dont l’espace d’e´tat est l’intervalle [−1, 1] au
lieu de l’intervalle [0, 1] avec un ope´rateur de Jacobi e´gal au double du ge´ne´rateur
([114]). La transformation x 7→ 2x − 1 fait passer d’un processus a` l’autre et un
changement de temps de´terministe de l’ope´rateur de Jacobi au ge´ne´rateur. Ce qui
rend l’e´tude de ce processus assez difficile et parfois ennuyeuse est l’expression
du semi groupe ([100], [114]). En dimension 1, on connaˆıt une de´composition
spectrale avec des polynoˆmes de Jacobi qui sont a` la fois les fonctions propres du
ge´ne´rateur associe´ au processus et une base Hilbertienne de l’espace L2([−1, 1])
muni de la loi Beta comme mesure d’orthogonalite´. Plus simplement, si Pα,βn est
le polynoˆme de Jacobi de degre´ n ≥ 0 et de parame`tres α, β > −1, alors la densite´
du semi groupe s’e´crit pour x, y ∈ [0, 1] :
(13) pt(x, y) =
∑
n≥0
Cn,α,βe
−rntPα,βn (2x− 1)Pα,βn (2y − 1)yβ(1− y)α
ou` rn = n(n + α + β + 1) est la suite des valeurs propres. On ne connaˆıt pas
de formule ferme´e pour cette expression comme c’est le cas pour le mouvement
Brownien re´el (ou bien O-U) et les carre´s de Bessel (ou carre´s d’O-U), ou` les Pα,βn
sont remplace´s par des polynoˆmes de d’Hermite et de Laguerre respectivement.
Ce qui fait la diffe´rence est que dans ces deux derniers cas, la suite rn n’est plus
quadratique en n et vaut n. Les formules ainsi obtenues sont du type Mehler.
Rappelons a` titre d’information un mode`le de valeurs propres qui n’est pas ho-
moge`ne en temps (ce qui n’est pas le cas des autres mode`les cite´s ici). La densite´
de son semi groupe pt,s(η, λ) n’est pas une fonction de t − s. Ce mode`le est duˆ a`
Katori et Tanemura et est limite normalise´e de marches ale`atoires conditionne´es
a` ne pas se toucher jusqu’a` un instant T > 0 fini (appele´es marches“vicieuses”,
[74]). Dans un premier temps, les auteurs montrent que lorsqu’on part de 0 a`
t = 0, la loi du vecteur ale´atoire a` l’instant T est absolument continue par rap-
port a` celle du vecteur des valeurs propres du MB hermitien au meˆme instant. Il
est montre´ aussi (et c’est intuitif) que ce processus converge vers le processus des
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valeurs propres de Dyson quand T → ∞. Dans un second temps, un processus
matriciel hermitien forme´ de deux familles inde´pendantes de mouvements brow-
niens inde´pendants et de ponts browniens de longueur T inde´pendants est fourni
et correspond a` ce syste`me de particules. Un aspect inte´ressant de ce processus se
manifeste par l’EDS qui se de´compose en un premier terme qui n’est autre que
(7) et d’un autre terme faisant intervenir la densite´ d’une matrice du GOE. Il en
re´sulte qu’a` t fixe´, ce mode`le est une sorte d’interpolation entre le GUE et le GOE
([75]).
3. Principaux re´sultats
3.1. Re´sume´ du chapitre 3 : Laguerre processes and Generalized
Hartman-Watson Law. Etant intitule´ ainsi, ce travail fait l’objet d’e´tude de
la version complexe du processus de Wishart connu sous le nom de processus de
Laguerre. Ce processus est de´fini par Xt = B
?
tBt ou` B est une matrice brow-
nienne rectangulaire n ×m. le processus est de dimension n, de taille m et part
de X0 = B
?
0B0. Pour t fixe´, la loi de la matrice Xt est la loi de Wishart complexe
de´centre´e de parame`tres M = X0 et Σ = 2tIm ([69]). Ce travail a pour but de
donner des re´sultats plus pre´cis que ceux obtenus dans le cas re´el concernant cer-
taines lois de variables ale´toires de´finies a` partir de ces processus. En effet, comme
on verra plus loin, les fonctions spe´ciales multivarie´es qui interviennent dans le
cas complexe posse`dent des repre´sentations de´terminantales, proprie´te´ qu’on ne
trouve pas dans le cas re´el.
Dans un premier temps, on se limite au cas des dimensions entie`res : on de´termine
l’expression du ge´ne´rateur et on e´tablit d’une fac¸on de´taille´e l’EDS ve´rifie´e par les
valeurs propres pour n ≥ m. Ceci nous sera utile pour montrer que le processus
reste presque suˆrement de´fini positif siX0 est de´finie positive. En plus, si les valeurs
propres sont distinctes a` t = 0, alors elles resteront presque suˆrement distinctes
pour tout t et tout n ≥ m − 1. Ensuite, on utilise le ge´ne´rateur pour calculer
la transforme´e de Laplace et par conse´quent e´tablir l’expression du semi groupe
du processus. On en de´duit et on retrouve la densite´ du semi groupe des valeurs
propres moyennant la formule de Weyl et une des repre´sentations de´terminantales.
Dans un second temps, on e´tablit une EDS pour le processus X du type “carre´ de
Bessel”, plus pre´cisemment X est l’unique solution forte de
dXt =
√
XtdNt + dN
?
t
√
Xt + 2δImdt
pour tout re´el δ ≥ m, ou` N est une matrice brownienne carre´e m ×m et X0 est
de´finie positive. Pour X0 positive et δ > m−1, cette EDS a une unique solution en
loi. δ est encore la dimension deX. Ceci e´tant fait, on e´tend les re´sultats pre´ce´dents
au cas des dimensions non entie`res et on e´tablit les relations d’absolue-continuite´. A
partir de la`, on e´crit la queue de re´partition de la variable T0 := inf{t, det(Xt) = 0}
et on de´finit la loi de Hartman-Watson ge´ne´ralise´e d’une manie`re analogue a` celle
du cas re´el. En effet, cette dernie`re est de´finie par sa transforme´e de Laplace. Enfin,
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et pour m = 2, on utilise une autre repre´sentation de´terminantale pour expliciter
la densite´ de la loi de chacune de ces variables ale´atoires.
3.2. Re´sume´ du chapitre 4 : Radial Dunkl Processes : Existence and
uniqueness, Hitting time, Beta Processes and Random Matrices. Il est
de´ja` mentionne´ dans l’introduction que l’indice de Dyson β est vu comme l’inverse
de la tempe´rature T . A partir de cette observation, il est tout a fait le´gitime de
conside´rer toutes les valeurs positives que pourra prendre ce parame`tre, meˆme si
cela va nous e´loigner des cas “alge´briques” β = 1, 2, 4. Pour e´tudier les EDS (7),
(8), (10), (12) avec des indices β > 0, conduisant a` ce qu’on appellera β-processus,
on a eu recours au processus de Dunkl radial. Pour introduire ce processus,
quelques de´finitions sont requises. Soit (V,<>) un espace Euclidien de dimension
m. On appelle syste`me de racines et on note R, un ensemble de vecteurs non
nuls qui engendrent V et qui est globalement invariant par l’ensemble des re´flexions
σα(x) := x− 2< α, x >
< α, α >
α, α ∈ R, x ∈ V.
Il est re´duit si R ∩ Rα = {±α}. On de´finit une relation d’ordre dans R et on
parle de racines positives et ne´gatives. Ceci peut se faire de plusieurs fac¸ons. Par
exemple, on peut se donner un vecteur u ∈ V et dire qu’une racine α est positive
ssi < u, α >≥ 0. On peut aussi trouver une base telle que toute racine est une
combinaison line´aire positive ou ne´gative des e´le´ments de la base. Une telle base
est appele´e syste`me simple, note´ ∆, et ses e´le´ments sont les racines simples.
De plus, il partitionne R en deux : l’ensemble des racines positives est appele´
syste`me positif et est note´ R+. Le groupe engendre´ par toutes les re´flexions est
appele´ groupe de re´flexions ou bien parfois groupe de Weyl lorsqu’il stabilise un
re´seau. Il est fini, agit sur R et est note´ W . La chambre de Weyl positive C
est l’ensemble des vecteurs x de V tels que < α, x >> 0 pour tout α ∈ ∆. Son
adhe´rence est un coˆne convexe et tout de point de V est conjugue´ a` un et un seul
point de C.
Le processus de Dunkl radial est un processus de Markov a` trajectoires continues,
a` valeurs dans C et de ge´ne´rateur infinite´simal donne´ par :
(L f)(x) =
1
2
(∆f)(x) +
∑
α∈R+
k(α)
< α, (∇f)(x) >
< α, x >
ou` k est une fonction positive constante sur chaque orbite de R connue sous le
nom de fonction de multiplicite´. Nous avons commence´ par montrer que l’EDS
associe´ a` ce ge´ne´rateur admet une unique solution forte pourvu que k soit stricte-
ment positive. On connaˆıt d’autres preuves de ce re´sultat et qui sont analytiques
base´es sur des proble`mes de martingales ([33], [99]). Celle dont on dispose est
plutoˆt alge´berique et utilise un re´sultat de Ce´pa et Le´pingle sur l’existence et
l’unicite´ d’une solution forte a` une EDS avec un drift singulier ([28]). Ensuite,
on s’inte´ressera au premier temps d’atteinte de ∂C. Il est rede´montre´ via calcul
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stochastique que si 0 < k(α) < 1/2 pour une de ces racines, alors ce temps d’at-
teinte est fini presque suˆrement (voir [33] pour la preuve utilisant essentiellement
les martingales locales). La liaison avec les β-processus, entre autres les processus
des valeurs propres de´ja` cite´s, est par la suite e´claircie, chose qui nous a permis
d’expliciter les densite´s des semi groupes associe´s et de renforcer, au niveau des
valeurs propres, des re´sultats de´ja` e´tablis en e´tudiant les processus matriciels cor-
respondants (β = 1, 2, 4). Il est important de signaler que
(1) les fonctions spe´ciales qui apparaˆıssent deviennent plus difficiles a` mani-
puler de`s qu’on s’e´carte des cas β = 1, 2, 4. Ceci s’explique par le fait que
dans ces trois cas, les β-processus sont des processus de valeurs propres
de certains processus matriciels syme´triques, hermitien ou hermitien auto
dual. Par conse´quent, les groupes orthogonal, unitaire et symplectique
permettent le passage de Rm vers un espace de matrices, fait qui facilite
parfois les calculs.
(2) le β-processus associe´ a` l’EDS (12) sort du cadre du processus de Dunkl
radial. Cette liaison a e´te´ de´ja` e´tablie par Beerends et Opdam dans [8] ou`
les auteurs identifient les fonctions hyperge´ome´triques de Gauss avec des
fonctions hyperge´ome´triques associe´es au syste`me de racines non re´duit
BCm. Le cas ultrasphe´rique p = q se contente du syste`me re´duit Cm. La
meˆme chose est faˆıte pour les polynoˆmes de Jack et de Jacobi multivarie´s et
ceux de Jacobi associe´s au systm`e Am−1 et BCm respectivement. De plus,
on est en relation directe avec un groupe de re´flexions affines engendre´
par
σ˜α,k(x) = x− 2(< α, x > −k) α
< α, α >
, k ∈ Z,
et le processus vit dans une cellule de Weyl.
La fin du papier est consacre´e a` l’e´tude du temps d’atteinte de la frontie`re de
la cellule de Weyl, a` le´tude du mouvement brownien dans la cellule de Weyl et
a` l’e´criture de la densite´ du semi groupe du processus β-Jacobi. Celle-ci nous
permettra de re´pondre a` quelques questions qui e´taient ouvertes lors de l’e´tude du
cas re´el β = 1 ([43]).
3.3. Re´sume´ du Chapitre 5. Nous avons vu au cours du chapitre pre´ce´dent
que le processus de Dunkl radial permettait de mieux comprendre un syste`me
forme´ par m particules en interactions et en particulier, pour β = 1, 2, 4, le proces-
sus des valeurs propres de certains processus matriciels. Cependant, les re´sultats
obtenus restent valables au niveau spectral et on aimerait bien construire des pro-
cessus matriciels qui soient “les plus simples possible” et ayant pour valeurs propres
les β-processus. Par “plus simple”, on sous-entend un mode`le syme´trique ou her-
mitien a` coefficients le moins corre´le´s possible, voire inde´pendants. Conside´rons
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par exemple l’EDS du processus β-Dyson :
dλi(t) = dνi(t) +
β
2
∑
j 6=i
dt
λi(t)− λj(t) , β > 0.
avec la condition initiale λ1(0) > · · · > λm(0) et des νi inde´pendants. Nous avons
abouti, pour 0 < β ≤ 2, a` un mode`le hermitien qui ressemble au mouvement
brownien de Dyson de´fini par
Xij(t) =

Bii(t) si i = j√
β
2
(
B1ij(t) +
√−1B2ij(t)√
2
)
si i > j
ou` (Bii)1≤i≤m, (B1ij)1≤j<i≤m, (B
2
ij)1≤j<i≤m sont trois familles inde´pendantes de mou-
vements browniens tels que :
< dBii, dBkk >t=
(
1− β
2
)
dt := (1− ρ)dt 1 ≤ i 6= k ≤ m,
alors que l’inde´pendance est requise pour les deux autres familles. Chacune des
valeurs propres de ce processus satisfait l’EDS ci-dessus sauf que les νi, 1 ≤ i ≤ m
sont corre´le´s de la meˆme fac¸on que les Bii, 1 ≤ i ≤ m. Ce processus coincide avec
le mouvement brownien de Dyson pour β = 2. D’une manie`re ge´ne´rale, il peut
s’exprimer en fonction de ce dernier, disons K, de la fac¸on suivante :
Xt =
√
ρKt + θ0 tr(Kt)Im
ou` θ0 est une racine de mθ
2 + 2
√
ρθ − (1− ρ) = 0. Cependant, la corre´lation fait
que le temps de collision τ := inf{t, λi(t) = λj(t) pour un couple (i, j)} entre deux
valeurs propres de X est infini presque suˆrement, ce qui n’est pas le cas des valeurs
propres de K qui peuvent se toucher si 0 < β < 1.
3.4. Re´sume´ du chapitre 6 : Free Jacobi process. Ce travail rentre dans
le cadre des probabilite´s libres et plus exactement des processus libres de´finis
comme limite, dans un sens bien de´termine´, de processus matriciels. Cette limite
est au sens des moments non commutatifs : si X(m) de´signe le processus matriciel
de taille m, le processus limite X est de´fini par
lim
m→∞
E(trm(Xt1(m) . . . Xtk(m)) = Φ(Xt1 . . . Xt1)
pour toute collection t1, . . . , tk, ou` tr est la trace normalise´e et Φ est une forme
line´aire sur une alge`bre A qui sera l’espace d’e´tat de X. Il est connu dans la
litte´rature que le mouvement brownien hermitien converge vers le mouvement
brownien libre additif ([111]), le mouvement brownien unitaire vers le mou-
vement brownien libre multiplicatif ([12]) et le processus de Laguerre vers le
processus de Wishart libre ([24]). Le but est d’e´tablir une EDS libre pour la
limite du processus de Jacobi complexe : le processus de Jacobi libre.
Rappelons tout d’abord la construction du processus de Jacobi complexe J(m)
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([43]) : soit Y (d) une matrice brownienne unitaire de taille d. Celle ci peut eˆtre
de´finie via l’e´quation de la chaˆleur ou bien comme un processus unitaire partant de
la matrice identite´ et ayant des acroissements (a` gauche ou a` droite) inde´pendants
et stationnaires ([12]). Soit Xm,p le coin supe´rieur gauche m × p de Y (d). Alors
J(m) := Xm,pX
?
m,p et on peut e´crire
J(m)⊕ 0n−m = (Xm,pX?m,p)(m)⊕ 0n−m = PmY (d)QpY ?(d)Pm
ou` Pm et Qp sont les projections
Pm =
(
Im
0
)
, Qp =
(
Ip
0
)
Ce processus est l’unique solution forte de l’EDS suivante :
dJt =
√
JtdBt
√
Im − Jt +
√
Im − JtdB?t
√
Jt + 2(pIm − (p+ q)Jt)dt
ou` B est une matrice brownienne complexe m×m et q = d−p tels que p∧ q ≥ m.
Si d = d(m) et p = p(m) sont tels que :
λ := lim
m→∞
m
p(m)
> 0, θ := lim
m→∞
m
d(m)
∈ ]0, 1],
alors on montre dans un premier temps que J(m) converge au sens indique´ ci-
dessus vers un processus libre qu’on appellera processus de Jacobi libre partant
de J0 = PQP et on notera J . J s’e´crit sous la forme PY QY
?P ou` Y est le
mouvement brownien multiplicatif et P et Q sont respectivement deux projecteurs
tels que Φ(P ) = λθ et Φ(Q) = θ. Cette e´criture permet de voir que J peut
eˆtre conside´re´ comme un processus dans l’espace compresse´ PA P muni de la
forme Φ˜ := (1/Φ(P ))Φ. Le processus J˜ := PY ZQZ?Y ?P ou` Z est une variable
unitaire libre avec {Y, Y ?, P, Q}, de´finit le processus de Jacobi libre partant de
J˜0 = PZQZ
?P . On notera J au lieu de J˜ pour alle´ger les notations. Dans un
second temps, on utilise la formule d’Itoˆ libre [13]) ainsi que l’EDS libre satisfaˆıte
par Y pour e´tablir sous re´serve d’injectivite´ de J et de P − J dans PA P que :
dJt =
√
λθ
√
P − JtdWt
√
Jt +
√
λθ
√
JtdW
?
t
√
P − Jt + (θP − Jt) dt
ou` W est un mouvement brownien complexe libre ([24]). Il est a` noter que si J
est un processus de Jacobi de parame`tres λ, θ alors P − J l’est aussi mais avec les
parame`tres λθ/(1− θ), 1− θ.
Le reste du papier est consacre´ a` la de´termination des valeurs de λ, θ pour lesquelles
la condition d’injectivite´ requise est assure´e. Deux cas sont conside´re´s :
– Le cas stationnaire : Y suit la loi donne´e par la mesure de Haar et la loi de
Jt ne de´pend plus de t. De plus, la matrice Jt(m) n’est autre qu’une matrice
de Jacobi de loi Beta multivarie´e ([45]) et la loi du processus limite J figure
de´ja` dans [23]. Ne´anmoins, on utilise une technique diffe´rente pour retrouver
sa transforme´e de Cauchy et on de´taille le calcul de la mesure spectrale.
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L’injectivite´ est assure´e pour λ ∈]0, 1] et 1/θ ≥ λ + 1. On a meˆme que le
processus est inversible pour des ine´galite´s strictes.
– Le cas ge´ne´ral : On arrive a` e´tendre le re´sultat d’injectivite´ mais la situation
est loin d’eˆtre facile. Ceci requiert en plus l’inversibilite´ de J0 et P − J0
dans PA P . Pour cela, on s’est inspire´ du cas matriciel dans lequel on a
souvent recours a` la fonctionnelle log det. Plus pre´cise´mment, on conside`re
Φ˜(log(P − Jt)) qui est de´finie par le calcul fonctionnel. Pour aborder les
calculs, on e´tablit une relation de re´currence pour les moments Φ˜(Jnt ), n ≥ 2.
On montre alors que pour ces valeurs de λ, θ, Φ˜(log(P − Jt)) + (1 − λθ)t >
Φ˜(log(P − J0)). On utilise ensuite le fait que P − J est encore un processus
de Jacobi.
On exploite une seconde fois la formule de re´currence : on montre dans le
cas stationnaire que pour λ = 1, θ = 1/2 (la loi de Jt est alors une loi Beta
(1/2, 1/2)) et si Tk de´signe le polynoˆme de Chebycheff de premie`re espe`ce
de degre´ k de´fini par Tk(x) := cos(k arccos x) ([3]), alors Tk(2P − J) est une
martingale libre pour la filtration naturelle du processus. Enfin, une EDP est
e´tablie pour la transforme´e de Cauchy de la loi de Jt qui est en accord avec
le cas stationnaire.
3.5. Re´sume´ du chapitre 7. On continue avec le processus de Jacobi mais
cette fois on se contente du cas univarie´. Pour des raisons de cohe´rence, nous
introduisons des notations diffe´rentes de celles utilise´es avant. Ce processus est
l’unique solution forte de
dJt = 2
√
Jt(1− Jt)dWt + (d− (d+ d′)Jt)dt, d, d′ ≥ 0.
Comme nous l’avons signale´, le lecteur peut rencontrer deux autres de´finitions
e´quivalentes a` la pre´ce´dente : elles sont obtenues par un changement de l’espace
d’e´tat et (ou) un changement de temps de´terministe. La premie`re a e´te´ utilise´e par
M. Zani dans sa the`se ([117]) :
dYt =
√
1− Y 2t dWt + (bYt + c)dt.
avec d = 2(c − b), d′ = −2(c + b). La deuxie`me est celle qui figure dans [114] et
qui n’est autre que celle du processus (Xt := Y2t)t≥0 donne´e par son ge´ne´rateur :
L = (1− x2) ∂
2
∂2x
+ (px+ q)
∂
∂x
, x ∈ [−1, 1]
avec d = q − p, d′ = −(p + q). Notre premie`re intention e´tait de donner une
expression plus simple de la densite´ du semi groupe de (Xt)t≥0 qui est sous la
forme
pt(x, y) =
∑
n≥0
e−rntPα,βn (x)P
α,β
n (y)W (y), x, y ∈ [−1, 1],
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ou` Pα,βn de´signe le polynoˆme de Jacobi normalise´ de degre´ n et de parame`tres
α, β > −1 ([3]) et
rn = n(n+ α+ β + 1)
W (y) =
(1− y)α(1 + y)β
2α+β+1B(α, β)
,
B e´tant la fonction Beta d’Euler. De plus, d = 2(β + 1), d′ = 2(α + 1). Notre
technique est base´e sur la subordination de X par un temps ale´atoire (Tt)t≥0
convenablement choisi. Ceci se rame`ne a` calculer la transforme´e de Laplace en
rn de la densite´ νt de Tt. Ainsi, la nouvelle densite´, disons qt(x, y), s’e´crit :
qt(x, y) =
∑
n≥0
e−ntPα,βn (x)P
α,β
n (y)W (y) :=
∑
n≥0
rnPα,βn (x)P
α,β
n (y)W (y), r = e
−t
La mesure νt de´pend de deux parame`tres µ > 0, δ > 0 et a pour transforme´e de
Laplace ([1]) : ∫ ∞
0
e−usνµ,δt (ds) = e
−tδ(
√
2u+µ2−µ)
de laquelle on re´cupe`re la densite´
ft(s) =
δt√
2pi
eδtµs−3/2 exp
(
−1
2
(
t2δ2
s
+ µ2s)
)
1{s>0}
Cette densite´ correspond au subordinateur (T µ,δt )t≥0 de´fini par
T µ,δt := inf{s, Bs + µs = δt}
ou` B est un mouvement Brownian standard. Il est facile de voir qu’il faut prendre
δ = 1/
√
2, µ = (α + β + 1)/
√
2 pour α + β > −1. D’une part, la densite´ qt(x, y)
fait intervenir le produit des fonctions
t 7→ (1/ cosh(t/2))h, h = h(α, β) > 0, t 7→ tanh(t/2)/(t/2).
D’autre part, il faut observer, a` partir de l’expression de ft que t 7→ e−(α+β+1)t/2qt
est la transforme´e de Laplace en t2/4 (a` une constante pre´s) de
s 7→ p2/s(x, y)s−1/2e−µ2/2s.
Il nous reste alors a` inverser les transforme´es de Laplace des fonctions hyperbo-
liques ci-dessus, taˆche qui a e´te´ acheve´e dans [16] et [96]. A partir de la`, on arrive a`
une expression faisant intervenir un seul Pα,βn mais avec une de´pendance en temps
un peu complique´e. Ne´anmoins, et dans le cas ultrasphe´rique α = β > −1/2, les
facteurs sont plus simples, et spe´cialement pour x = 0. De plus, α = β ⇒ d =
d′ ⇒ c = 0, d = −2b. Ceci nous a permis de re´soudre un proble`me de grandes
de´viations pour une famille d’estimateurs {bˆt}t≥0 de b, chacun est base´ sur l’obser-
vation d’une trajectoire de Y jusqu’ a` l’instant t ([117]). Nous n’allons pas donner
les de´tails du calcul mais nous mentionnons quand meˆme que le the´ore`me de M.
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Zani rentre dans un cadre de grandes de´viations qui n’est pas classique : en effet,
la transforme´e log-Laplace qu’on calcule peut eˆtre non-escarpe´e.
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CHAPITRE 2
Useful Definitions and Notations
We present some facts we make use of later. The first part concerns multiva-
riate special functions while the second one collects algebraic tools needed in free
probability.
1. Multivariate Special Functions
1.1. Jack polynomials. Let τ be a partition of weight k and length m,
that is τ = (k1 ≥ · · · ≥ km) and |τ | := k1 + · · ·+ km = k. Let
ρτ =
m∑
i=1
ki(ki − 1− β(i− 1))
The Jack polynomial ([86]) J
(2/β)
τ (x1, . . . , xm), β > 0 is defined as the unique
(up to normalization) homogenous (of degree k) symmetric eigenfunction of the
operator :
m∑
i=1
x2i∂
2
i + β
∑
i6=j
x2i
xi − xj ∂i.
corresponding to the eigenvalue ρτ + k(m − 1). The Dyson index β is referred to
the inverse Jack parameter. Several normalizations are used in the literature and
the one adopted here and in papers we refer to is specified by requiring :
(x1 + · · ·+ xm)k =
∑
|τ |=k
J (2/β)τ (x1, . . . , xm).
For β = 1, this is the so-called zonal polynomial ([89]). For β = 2, this is (up to a
normalization) the Schur function defined by ([62], [86]) :
sτ (x1, . . . , xm) =
det(x
kj+m−j
i )
det(xm−ji )
For both cases, x1, · · · , xm can be viewed as eigenvalues of real symmetric or com-
plex Hermitian matrices respectively. In this way, a wide literature is developed
using the Haar measure on orthogonal and unitary groups acting on the correspon-
ding matrix spaces ([89], [62]). A different approach was investigated by Faraut
and Kora`nyi who dealt with spherical functions on Jordan algebras and recovered
well known results on this topic by specializing to particular algebras ([52]).
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1.2. Multivariate Gamma function and generalized Pochammer sym-
bol. The univariate Gamma function is defined as a one parameter-dependent
integral on the positive half-line :
Γ(x) =
∫ ∞
0
tx−1e−tdt, x > 0.
It extends to a meromorphic function on C\Z−. The Pochammer symbol is defined
by
(a)k = (a+ k − 1)(a+ k − 2) . . . (a+ 1)a.
When it makes sense, this writes Γ(a + k)/Γ(a). For negative integer, (−n)k = 0
for some k.
Notations :
– Hm : m×m Hermitian matrices space.
– H+m : m×m positive Hermitian matrices space.
– H˜+m : m×m positive definite Hermitian matrices space.
On Hm, the multivariate Gamma function is defined by ([69]) :
Γm(a) =
∫
H˜+m
e− tr(z)det(z)a−mdz, a > m− 1, z = x+√−1y,
where dz =
∏
i≤j dxij
∏
i<j dyij is the Lebesgue measure on Hm. Analogous
definition is given on the space of symmetric matrices ([89]). A more general
one is considered in [52] where the integration range is a symmetric cone. In the
Hermitian case, one has :
Γm(a) = pi
m(m−1)/2
m∏
i=1
Γ(a− i+ 1)
and a similar formula holds in the real symmetric case :
Γm(a) = pi
m(m−1)/4
m∏
i=1
Γ
(
a− 1
2
(i− 1)
)
With regard to both formulas, one can define the multivariate Gamma function
associated to the Jack parameter β by ([70]) :
Γ(β)m (a) = pi
βm(m−1)/4
m∏
i=1
Γ
(
a− β
2
(i− 1)
)
, β > 0.
Given a partition τ of length m, the generalized Pochammer symbol is defined by
([5]) :
(a)(β)τ =
m∏
i=1
(
a− β
2
(i− 1)
)
kj
.
For sake of clarity, we will omit β when writing this symbol as well as Γ
(β)
m .
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1.3. Multivariate Hypergeometric functions. Let p, q ∈ N and x =
(x1, . . . , xm). These are defined by ([70]) :
pF
(2/β)
q ((ai)1≤i≤p, (bj)1≤j≤q;x) =
∞∑
k=0
∑
|τ |=k
(a1)τ · · · (ap)τ
(b1)τ · · · (bq)τ
J
(2/β)
τ (x)
k!
provided that bj− (β/2)(i−1), 1 ≤ j ≤ q, 1 ≤ i ≤ m, is neither negative nor zero.
For m = 1, this reduces to the univariate hypergeometric series (see [85]) :
pFq((ai)1≤i≤p, (bj)1≤j≤q;x) =
∞∑
k=0
(a1)τ · · · (ap)τ
(b1)τ · · · (bq)τ
xk
k!
When p = q + 1, both series converge for ||x|| < 1 and diverge for ||x|| > 1.
When p < q, they converge for all x ∈ Rm. Else, they diverge ([8], [70]) unless it
terminates. For p = 2, q = 1, it is the so-called Gauss hypergeometric function. It
is the unique symmetric eigenfunction of
m∑
i=1
xi(1−xi)∂2,xi +β
∑
i6=j
xi(1− xi)
xi − xj ∂
x
i +
m∑
i=1
[
b1 − β
2
(m− 1)−
(
a1 + a2 + 1− β
2
(m− 1)
)
xi
]
∂xi
associated to the eigenvalue ma1b1 and that equals to 1 at 0 (see [8] p. 585 or [70]
p. 1097). For p = q = 1, it is the confluent hypergeometric function which can be
recovered from 2F
(2/β)
1 in the following way
1F
(2/β)
1 (a1, b1;x) = lim
a2→∞ 2
F
(2/β)
1 (a1, a2, b1;
x
b1
)
With regard to the product defining the generalized Pochammer symbol, one can
guess that the hypergeometric function simplifies to a polynomial for specific values
of (ai)1≤i≤p depending on β. In cases β = 1, 2, Jack polynomials reduce to zonal
polynomials and Schur functions respectively. As mentioned before, the latters
correspond to some underlying matrice ensembles. That is why functions above
are called in these cases of matrix argument. The reader should notice that owing
to orthogonal and unitary groups, pF
(2)
q and pF
(1)
q are more handable than those
corresponding to other Jack parameters ([89], [62]). Even more, in the complex
case, one has determinantal representations involving univariate functions ([62]).
Similar results hold for multivariate orthogonal polynomials as well ([7], [81], [82],
[83]).
The hypergeometric function of two arguments is defined by :
pF
(2/β)
q ((ai)1≤i≤p, (bj)1≤j≤q;x, y) =
∞∑
k=0
∑
|τ |=k
(a1)τ · · · (ap)τ
(b1)τ · · · (bq)τ
J
(2/β)
τ (x)J
(2/β)
τ (y)
J
(2/β)
τ (1m)k!
where 1m = (1, . . . , 1). When β = 1, 2, x, y can be viewed as eigenvalues vectors of
symmetric and Hermitian matrices. In this context, they are known as a function
of two matrix arguments. In the latter case, a determinantal representation holds
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([37]). Recently, Professor D. Richards tolds us that this was proved in [63] and
that authors discovered however that it is due to Khatri ([76]).
Remark. In [5], authors use α and C
(α)
τ to denote the Jack parameter and
Jack polynomials respectively. Keeping this in mind, one notices that β = 2/α.
1.4. Modified Bessel function of index ν. ([85])
Iν(x) :=
∞∑
k=0
1
Γ(ν + k + 1)k!
(x
2
)2k+ν
=
1
Γ(ν + 1)
(x
2
)ν
0F1
(
ν + 1;
x2
4
)
2. C? and von Neumann Algebras
We refer the reader to [38] and [39] for facts on algebras. A non-commutative
probability space is a pair (A ,Φ) where A is a unital algebra and
Φ : A 7→ C, Φ(1) = 1
a linear functional called state.
Examples
(1)
Am =
⋂
p>0
Lp(Ω,F , (Ft)t≥0,P)×Mm(C)
the set of m×m random matrices with all order finite moments endowed
with the normalized trace expectation :
Φm :=
1
m
E(tr) := E(trm)
(2) B(H) : the set of bounded linear operators on a Hilbert space H with the
pure state Φ(a) =< ax, x >, a ∈ B(H), where x ∈ H with unit norm.
– An involutive Banach algebra is equipped with an involution ? and a norm
|| · || s.t ||a?|| = ||a||, a ∈ A , the algebra is complete with respect to || · ||.
– A C?-algebra is an involutive Banach algebra s. t. ||aa?|| ≥ ||a||2 for all
a ∈ A . This implies that ||aa?|| = ||a||2. Note that in a C?-algebra, all states
are of the form given in the second example (GNS representation) : there
exist a Hilbert space H, a representation pi of A in H and a unit norm
element x ∈ H such that Φ(a) =< pi(a)x, x >, a ∈ A .
– A von Neumann algebra is a subalgebra B(H) (the algebra of bounded ope-
rators acting on a Hilbert space H) which is closed with respect to the weak
topology. The von Neumann commutant Theorem asserts that the bicom-
mutant A
′′
= A (recall that the commutant A
′
of A is the set of elements
that commute with the elements of A). Moreover, the tensor product of von
Neumann algebras is still a von Neumann algebra.
The state Φ can be :
– tracial : Φ(ab) = Φ(ba)
28
– faithful : Φ(aa?) = 0⇒ a = 0.
– normal : Φ(supi ai) = supiΦ(ai),
for all filtered bounded family (ai)i ∈ A . In example (1), involution has to be the
usual adjonction and properties above are obviously fulfilled. However, in example
(2), one needs some restrictions (see [12] for details). As in classical probability, we
endow our space with a family (At)t≥0 of increasing subalgebras called filtration.
When A is a C? or a von Neumann algebra and Φ is tracial, there exists a unique
conditional expectation that we shall denote by Φ(·/As), s ≤ t.
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CHAPITRE 3
Laguerre Process and generalized Hartman-Watson Law
This chapter is a detailed version of the paper that will appear in Bernoulli
Journal Volume 13, no. 2, p. 556-580.
1. Introduction
Real and complex Wishart matrices have been extensively studied along the
years by many statisticians such as Chikuze, James, Letac, Massam, Muirhead
and others ([89], [69], [31]). They trace back to Wishart ([113]) who used them
in multivariate statistical analysis as sample covariance matrices (see also the in-
troduction). The number of columns counts the variates and the number of rows
is the sample size. Furthermore, in Bayesian statistic, the Wishart law is known to
be a conjuguate family, that is prior and posterior distributions belong to the same
family. Then, a dynamic counterpart, called ”time-dependent Wishart matrices”,
appeared in physical literature ([30]) imitating the Hermitian Brownian motion
of Dyson. In the early ninetees, a probabilistic setting of these matrices was taken
at hand by Bru ([19]) replacing the multivariate n × m normal distribution by
a n ×m matrix Brownian motion, say (Bt)t≥0. The process (Xt)t≥0 is defined by
Xt = B
T
t Bt and denoted by W (n,m,X0). m is the size of (Xt)t≥0, n is its dimen-
sion and X0 its the starting point. For n ≥ m, it satisfies the stochastic differential
equation (SDE) below :
dXt = B
T
t dBt + dB
T
t Bt + nImdt
=
√
XtdNt + dN
T
t
√
Xt + nImdt, X0 = B
T
0 B0
where Im denotes the unit matrix, the superscript
T stands for the transpose,√
Xt is the matrix square root of the positive definite matrix Xt and (Nt)t≥0 is
a m × m Brownian matrix. Following the one dimensional case, this suggests to
define the W (δ,m,X0) as the unique solution of the latter SDE with δ instead of
n. Unfortunately, this was shown to hold for δ in the Gindikin ensemble defined by
{1, . . . ,m− 1}∪]m− 1,∞[. Thus, it can be viewed as an extension of the squared
Bessel process to higher dimension. In this way, Donati et al. ([40]) tried to derive
multivariate analogs of well known properties : absolute-continuity relations, gene-
ralized Hartman-Watson law defined by mean of its Laplace transform (see [115]
for the univariate case) , the first hitting time of 0 as well as its tail distribution
when finite. Expressions obtained there involve multivariate special functions of
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real symmetric argument, such as Gamma and hypergeometric functions (see [89]
for definitions). However, the latters, being defined in terms of zonal polynomials,
are quite complicated to deal with and to our best knowledge, there are no more
precise results on the law of these variables. Nevertheless, in the complex case,
things seem easier than they were in the real case and this was at the origin of this
work. Indeed, hypergeometric functions of complex Hermitian argument can be ex-
pressed as a determinant of a matrix whose entries are univariate hypergeometric
functions. More precisely, the following is due to Gross and Richards ([62]) :
pF
(1)
q ((a1, . . . , ap, b1, . . . , bq;X) =
det(xm−ji pFq(a1 − j + 1, . . . , ap − j + 1, . . . , bq − j + 1; xi))
V (X)
where X is a m × m complex Hermitian matrix with eigenvalues (xi) and V
is the Vandermonde function. This results from the fact that the corresponding
Jack polynomial of Jack parameter β = 2 fits the (normalized) Schur functions
and one of the famous Hua’s formulas ([51] p. 198). This together with some
properties of the univariate functions will allow us to deepen our results at least
whenm = 2. The rest of this paper consists of seven sections, which are respectively
devoted to the following topics : in section 2, we introduce the Laguerre process of
integer dimension and compute the infinitesimal generator. Section 3 is concerned
with the behaviour of the eigenvalue process from which we deduce the strict
positivity of Xt when n ≥ m and that eigenvalues never collide. Then, in section
4, existence and uniqueness results of Laguerre processes of positive real dimensions
are proved and previous results extend to this setting. At this end, we follow [19]
and [20] with minor modifications. Section 5 treats absolute-continuity relations,
the Laplace transform of the so-called generalized Hartman-Watson law as well as
the tail distribution of T0, the first hitting time of 0. Finally, we investigate the
particular case m = 2 : we invert this Laplace transform and compute the density
of S0 := 1/(2T0).
2. Laguerre Process of Integer Dimension
Let B be a n ×m complex Brownian matrix starting from B0 , ie, B = (Bij)
where the entries Bij are independent complex Brownian motions, so we can write
B = B1 + iB2. We are interested in the matrix-valued process Xt := B
?
tBt. Itoˆ’s
formula leads to :
(14) dXt = dB
?
tBt +B
?
t dBt + 2nI dt
Definition. (Xt)t≥0 is called the Laguerre process of size m, of dimension n
and starting at X0 = B
?
0B0, and will be denoted by L(n,m,X0).
Remarks. 1/ For m = 1, (Xt)t≥0 is a squared Bessel process of dimension
BESQ(2n,X0).
2/ Set X = (xij)i,j. We can easily check that
d(xii(t)) = 2
√
xii(t)dγi(t) + 2ndt 1 ≤ i ≤ m,
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where (γi) are independent Brownian motions, thus, each diagonal term is a
BESQ(2n,Xii(0)). Summing over i gives :
(15) d(tr(Xt)) = 2
√
tr(Xt)dβt + 2nmdt
where β is a Brownian motion. Consequently, (tr(Xt)) is a BESQ(2nm, tr(X0))
of dimension 2n starting from tr(X0).
4/ We can deduce from equation (1) that for every i, j, k, l ∈ {1, · · · ,m} :
< dxij, dxkl >t= 2(xilδkj + xkjδil)dt
Note that this is different from (I-1-5) in [19] : the difference is due to the fact
that, for a complex Brownian motion γ, one has d〈γ, γ〉t = 0 and d〈γ, γ〉t = 2t .
2.1. Infinitesimal generator. On the space of complex Hermitian argument
functions, we define the first order matrix-valued differential operators :
∂
∂x
:=
(
∂
∂xjk
)
j,k
,
∂
∂y
:=
(
∂
∂yjk
)
j,k
,
∂
∂z
:=
(
∂
∂xjk
− i ∂
∂yjk
)
j,k
,
Second order matrix-valued operators are define via matrix multiplication rule :(
∂
∂z
)2
ij
:=
∑
k
∂2
∂zik∂zkj
,
(
∂
∂x
∂
∂y
)
ij
:=
∑
k
∂2
∂xik∂ykj
Proposition 2.1. Let functions f satisfying :
∂f
∂xij
=
∂f
∂xji
,
∂f
∂yij
= − ∂f
∂yji
for all i, j.
Then, for such f , the infinitesimal generator of a Laguerre process L(n,m, x) is
given by :
(16) L = 2n tr(<
(
∂
∂z
)
) + 2[tr(x<
(
∂
∂z
)2
) + tr(y=
(
∂
∂z
)2
)]
where ∂/∂z is the operator defined above.
Remark. Using the fact that xT = x, yT = −y and tr(AB) = tr(BA) =
tr(BTAT ) for any two matrices A and B, it follows that :
tr
(
y
∂
∂y
∂
∂x
)
= tr
(
∂
∂x
∂
∂y
y
)
= tr
(
y
∂
∂x
∂
∂y
)
,
thus,
tr
(
y=( ∂
∂z
)2
)
= 2 tr
(
y
∂
∂x
∂
∂y
)
Proof : Let us first note that :(
∂
∂z
)2
=
(
∂
∂x
)2
−
(
∂
∂y
)2
− i
(
∂
∂y
∂
∂x
+
∂
∂x
∂
∂y
)
,
33
Now, consider two functions f and g defined on Hm and on M(n,m) respectively,
then :
g(Bt) = f(B
?
tBt) ⇒
1
2
∆g = L f
where ∆ denotes the Laplacian operator and L writes
L = 2n
m∑
k=1
∂
∂xkk
+ 2
m∑
p,j=1
xjp
m∑
i=1
∂2
∂xij∂xip
+ 2
m∑
p,j=1
xjp
m∑
i=1
∂2
∂yij∂yip
+ 2
m∑
p,j=1
yjp
m∑
i=1
∂2
∂xij∂yip
+ 2
m∑
p,j=1
yjp
m∑
i=1
∂2
∂yip∂xij
= 2n
m∑
k=1
∂
∂xkk
+ 2
m∑
p,j=1
xjp
(
(
∂
∂x
)T
∂
∂x
)
pj
+ 2
m∑
p,j=1
xjp
(
(
∂
∂y
)T
∂
∂y
)
pj
+ 2
m∑
p,j=1
yjp
(
(
∂
∂y
)T
∂
∂x
)
pj
− 2
m∑
p,j=1
ypj
(
(
∂
∂x
)T
∂
∂y
)
jp
Conditions
∂f
∂xjp
=
∂f
∂xpj
and
∂f
∂yjp
= − ∂f
∂ypj
⇒
(
∂
∂x
)T
=
∂
∂x
and
(
∂
∂y
)T
= − ∂
∂y
and (3) follows.
3. Eigenvalues Process
In the sequel, we will suppose that n ≥ m. The following result was derived in
[78] and [74] with no proof (see also [19] for the real case) :
Theorem 3.1. Let λ1(t), · · · , λm(t) denote the eigenvalues of Xt. Suppose that
at time t = 0, all the eigenvalues are distinct. Then, the eigenvalues process
(λ1, . . . , λm) satisfies the following stochastic differential system :
dλi(t) = 2
√
λi(t) dβi(t) + 2
[
n+
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
dt 1 ≤ i ≤ m, t < τ,
where the (βi)1≤i≤m are independent Brownian motions and τ is the first collision
time defined by τ := inf{t, λi(t) = λj(t) for some (i, j)}.
Proof : The proof is similar to the one given in (cf [19]) with slight modifica-
tions. Before proceeding, some notations are needed.
Notations. Given three matrix-valued semimartingales A, B, and C, we set :
(dAt)(dBt) =
(∑
k
< daik(t), dbkj(t) >
)
i,j
(dAt)Ct(dBt) =
(∑
k,l
ckl < daik(t), dblj(t) >
)
i,j
,
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where a, b and c are respectively the entries of A,B and C. Thus, the Itoˆ’s formula
writes :
AtBt = AtdBt + dAtBt + (dAt)(dBt).
Now, we go back to the proof. Since X is Hermitian, there exists a continuous
unitary process H which diagonalizes X, that is :
(17) H?tXtHt = Dt := diag(λi(t)).
Note that the Ht’s entries are continuous semimartingales since they are C
∞-
functions in (xij). The Itoˆ’s formula gives :
dDt = dH
?
tXtHt +H
?
tXtdHt +H
?
t dXtHt + (dH
?
t )(dXt)Ht +H
?
t (dXt)(dHt) + (dH
?
t )Xt(dHt)
= dH?tHtDt +DtH
?
t dHt +H
?
t dXtHt + (dH
?
t )(dXt)Ht +H
?
t (dXt)(dHt) + (dH
?
t )Xt(dHt)
Since H?tHt = Im , then dH
?
tHt +H
?
t dHt + (dH
?
t )(dHt) = 0. Hence, the matrix A
defined by :
dAt := H
?
t dHt +
1
2
(dH?t )(dHt),
is skew Hermitian so that all its entries are purely imaginary. The key point is to
express dDt by means of dAt and H
?
t dXtHt. Straightforward computations give :
(dH?t )(dHt) = (dA
?
tH
?
t )(HtdAt) = (dA
?
t )(H
?
tHtdAt) = −(dAt)(dAt),
H?t (dXt)(dHt) = H
?
t (dXt)Ht(dAt) := dΦt
(dH?t )(dXt)Ht = −(dAt)H?t (dXt)Ht = dΦ?t
(dH?t )Xt(dHt) = (dA
?
t )H
?
tXtHt(dAt) = (dA
?
t )Dt(dAt) := dµt
dHt = Ht(dAt +
1
2
(dAt)(dAt)).
Thus, setting dΓ := (1/2)(dA)(dA), (17) writes
dDt = H
?
t dXtHt + (dA
?
tDt +DtdAt) +
1
2
((dAt)(dAt)Dt +Dt(dAt)(dAt))
+ (dH?t )(dXt)Ht +H
?
t (dXt)(dHt) + (dH
?
t )Xt(dHt)
= H?t dXtHt + (dA
?
tDt +DtdAt) + (dΓtDt +DtdΓt)
+ (dH?t )(dXt)Ht +H
?
t (dXt)(dHt) + (dH
?
t )Xt(dHt)
= H?t dXtHt + (DtdAt − dAtDt) + (dΓtDt +DtdΓt) + dΦt + dΦ?t + dµt.
Writing down the diagonal terms, we get :
dλp(t) =
∑
k,l
hkp(t)hlp(t)dxkl(t) + 2λp(t)dγpp(t) + 2<(dφpp(t)) + dµpp(t)
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Hence, the local martingale part bracket equals to :
d〈λp, λp〉t =
(
2
∑
k,l,r
hkp(t)hlp(t)hlp(t)hrp(t)xkr(t) + 2
∑
k,l,r
hkp(t)hlp(t)hrp(t)hkp(t)xlr(t)
)
dt
=
(
2
∑
l
hlp(t)hlp(t)
∑
k,r
hkp(t)hrp(t)xkr(t) + 2
∑
k
hkp(t)hkp(t)
∑
l,r
hrp(t)hlp(t)xlr(t)
)
dt
=
(
2λp(t)
∑
l
hlp(t)hlp(t) + 2λp(t)
∑
k
hkp(t)hkp(t)
)
= 4λp(t) dt,
It follows that :
Local martingale part of (dλp(t)) = 2
√
λp(t)dβp(t)
where βp is a real Brownian motion. For the finite variation part, we start by
evaluating the finite variation term of
∑
k,l hkphlpdxkl which will be denoted by
dV .
dV = Finite Variation of{
∑
k,l
hkp(t)hlp(t)dxkl(t)} = 2n dt
∑
k,l
hkp(t)hkp(t)δkl = 2n dt.
The non-diagonal terms contribute :
(λm(t)− λj(t))dajm(t) =
∑
k,l
hkj(t)hlm(t)dxkl(t) + (λj(t) + λm(t))dγjm(t)
+ dφjm(t) + dφmj(t) + dµjm(t), t < τ
Consequently, if j 6= m and r 6= s, then :
(λm(t)− λj(t))(λs(t)− λr(t)) < dajm(t), dars(t) >= 2 δjsδrm(λj(t) + λm(t))dt,
where δ is the Kroneker symbol. It follows that dΓ and dµ are diagonal matrices.
Besides,
dγpp(t) =
1
2
∑
k
〈dapk, dakp〉t = 1
2
〈dapp, dapp〉t −
∑
k 6=p
λp(t) + λk(t)
(λp(t)− λk(t))2dt
dµpp(t) = −
∑
k
λk〈dapk, dakp〉t = 2
∑
k 6=p
λk(t)
λp(t) + λk(t)
(λp(t)− λk(t))2dt− λp(t)〈dapp, dapp〉t
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<(dφpp(t)) = <
(∑
q,l
∑
k
hqp(t)hlk(t)〈dxql, dakp〉t
)
= <
(
2
∑
q,l
∑
k 6=p
hqp(t)hlk(t)hlk(t)hqp(t)
λp(t) + λk(t)
λp(t)− λk(t)dt+ 〈(H
?dXH)pp, dapp〉t
)
= 2
∑
k 6=p
λp(t) + λk(t)
λp(t)− λk(t)dt,
since H?t dXtHt is Hermitian and At is skew-Hermitian which ends the proof. 
Corollary 3.1. If λ1(0) > · · · > λm(0), then the process (Ut)t<τ defined by
Ut = 1/V (λ(t)) is a local martingale.
Proof : The statement above is equivalent to :
m∑
i=1
xi
−(∂2i V )V 2 + 2(∂iV )2V
V 4
−
m∑
i=1
[
n+
∑
k 6=i
xi + xk
xi − xk
]
∂iV
V 2
= 0,
that is :
m∑
i=1
xi
−(∂2i V )V + 2(∂iV )2
V 2
−
m∑
i=1
[
n+
∑
k 6=i
xi + xk
xi − xk
]
∂iV
V
= 0,
In fact, we know that (cf [19])
(x1, . . . , xm) 7→ log V (x1, . . . , xm) =
∑
i<j
log(xi − xj)
is harmonic with respect to the infinitesimal generator of the Wishart eigenvalues
process. This gives :
2
m∑
i=1
xi
(∂2i V )V − (∂iV )2
V 2
+
m∑
i=1
[
n+
∑
k 6=i
xi + xk
xi − xk
]
∂iV
V
= 0,
The proof ends since (cf [43] p. 216)
m∑
i=1
xi∂
2
i V = 0. 
Remark. Another way of thinking is to use the following result due to Ko¨nig
and O’Connell ([78]) : the eigenvalues process is the V -transform of the process
consisting ofm independent BESQ(2(n−m+1)), n ≥ m. Thus, if G and Gˆ denote
respectively the infinitesimal generators of these two processes, then G(V ) = 0 and
forall C2-function f
Gˆ(f) =
1
V
G(V f)
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So, Gˆ(U) =
1
V
G(1) = 0 ([41]). We can also proceed as in the real case. Indeed,
we are looking for C2-functions U(x1, · · · , xm) such that :
m∑
i=1
xi
∂2U
∂x2i
+
m∑
i=1
[
n+
∑
k 6=i
xi + xk
xi − xk
]
∂U
∂xi
= 0,
on the set {x1 > · · · > xm ≥ 0}. For m = 2, we get :
∂U
∂x
[
n+
x+ y
x− y
]
+
∂U
∂y
[
n+
x+ y
y − x
]
+
[
x
∂2U
∂x2
+ y
∂2U
∂y2
]
= 0.
Hence setting :
z = x− y, U(x, y) = f(x− y) = f(z)
it follows that :
zf
′′
(z) + 2f
′
(z) = 0.
Integrations yield :
zf
′
(z) + f(z) = k, k ∈ R ⇒ f(z) = a+ b
z
, z > 0, a, b ∈ R
Hence, U(x, y) = 1/(x − y) and one similarly shows that U = 1/V in higher
dimensions.
Corollary 3.2. If at time t = 0, the eigenvalues of X are distinct, then, they
will never collide, i. e, τ =∞ a. s.
Proof : this result follows from the fact that the continuous process U tends to
infinity when t → τ which is possible only if τ = ∞ a. s. since every continuous
local martingale is a time-changed Brownian motion (McKean argument, see [68]).
Remark. Using Theorem 3.1, it is easy to see that for t < T0 := inf{t, det(Xt) =
0} and r ∈ R :
d(det(Xt)) = 2 det(Xt)
√
tr(X−1t )dνt + 2(n−m+ 1) det(Xt) tr(X−1t )dt
d(log(det(Xt)) = 2
√
tr(X−1t )dνt + 2(n−m) tr(X−1t )dt,
d(det(Xt)
r) = 2(det(Xt))
r
√
tr(X−1t )dνt + 2r(n−m+ r)(det(Xt))r tr(X−1t )dt
Lemma 3.1. Take X0 ∈ H˜+m. Then Xt ∈ H˜+m for all n ≥ m.
Proof : For n = m, log det(X) is a continuous local martingale and letting
r = m − n, the same holds for det(X)m−n. Both processes tend to infinity as
t→ T0. This can occur only if T0 =∞ a. s. by McKean argument. 
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3.1. Some skew-products. Let (aβt + µt)t≥0 be a Brownian motion with
drift. We set (Kt := e
aβt+µt)t≥0, then :
dKt = aKtdβt + (µ+
a2
2
)Ktdt
Define :
At =
∫ t
0
tr(X−1s )ds
Using this time-change, we can see that :
d(det(XAt)) = 2 det(XAt)dWt + 2(n−m+ 1) det(XAt)dt
d(log(det(XAt)) = 2dWt + 2(n−m)dt
where W is a real Brownian motion. Hence, we deduce that :
(det(XAt))t≥0
L
=
(
e2(βt+(n−m)t)
)
t≥0
L
=
(
R
(n−m)R t
0 e
2(βs+(n−m)s)ds
)
t≥0
(log(det(XAt)))t≥0
L
= (2(βt + (n−m)t))t≥0
where (Rt)t≥0 is a squared Bessel process of index (n − m) (by Lamperti repre-
sentation, [80]). We can also get a look at Brownian motions of ellipsoids already
studied by Norris, Rogers and Williams (cf [91]), who considered the processes
defined by :
Ft = G
T
t Gt and Lt = GtG
T
t
where (Gt)t≥0 is the right-invariant Brownian motion on Gl(n,R) (right-invariant
means that, for every t, u ≥ 0, the law of Gt+uG−1t does not depend on t and
this right increment is independent of σ(Gs, s ≤ u)). Let (γi)1≤i≤m denote the
eigenvalues of Ft (or Lt), then
1
2
d(log γi(t)) = dκi(t) +
1
2
∑
k 6=i
γi(t) + γk(t)
γi(t)− γk(t)dt ∀t ≥ 0, 1 ≤ i ≤ m
where (κi)1≤i≤m are independent Brownian motions, which implies that :
1
2
d log(det(Ft)) =
√
mNt
where N is a real Brownian motion and since
m∑
i=1
∑
k 6=i
γi + γk
γi − γk = 0
Then :
d(det(Ft)) = 2
√
m det(Ft)dNt + 2m det(Ft)dt
so that :
(det(Ft))t≥0
L
=
(
e2
√
mNt
)
t≥0
L
=
(
ρ
√
m,(0)R t
0 e
2Nsds
)
t≥0
where ρ is a squared Bessel process of index 0.
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3.2. Additivity Property.
Proposition 3.1. If (Xt)t≥0 and (Yt)t≥0 are two independent Laguerre pro-
cesses L(n,m,X0) and L(p,m, Y0) respectively, then (Xt+Yt)t≥0 is a L(n+p,m,X0+
Y0).
Proof : Let us write Xt = B
?
tBt and Yt = R
?
tRt, where (Bt) and (Rt) are,
respectively, n×m and p×m independent Brownian motions. Then Nt =
(
Bt
Rt
)
is a (n+ p)×m complex Brownian matrix and we have
Xt + Yt = B
?
tBt +R
?
tRt = N
?
t Nt. 
Now, we will introduce the Laguerre processes with noninteger dimension δ.
4. Laguerre Processes With Noninteger Dimension
Let (Xt)t≥0 be a L(n,m,X0) with n ≥ m. If X0 ∈ H˜+m, and if
√
Xt represent
the symmetric square root of Xt, it is easy to show that the matrix O defined by
Ot :=
√
Xt
−1
B?t , where Xt = B
?
tBt, verifies O
?O = OO? = Im. Thus,
dγt = OtdBt =
√
Xt
−1
B?t dBt
is a m×m complex Brownian matrix. Replacing in equation (14), we see that Xt
is governed by the following SDE :
dXt =
√
Xtdγt + dγ
?
t
√
Xt + 2nImdt
Theorem 4.1. If (Bt)t≥0 is a m×m complex Brownian matrix, then for every
X0 ∈ H˜+m and ∀δ ≥ m, the SDE
(18) dXt =
√
XtdBt + dB
?
t
√
Xt + 2δImdt
has a unique strong solution in H˜+m.
Furthermore, if at time t = 0 the eigenvalues are distinct, then they satisfy the
stochastic differential system :
dλi(t) = 2
√
λi(t) dβi(t) + 2
[
δ +
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
dt 1 ≤ i ≤ m,
where the (βi)1≤i≤m are independent real Brownian motions.
Proof : the proof of the second part of the Theorem is similar to that of integer
dimensions. Thus det(X), log det(X) and det(X)r satisfy the same SDE previously
derived with δ instead of n. It remains only to prove the first part. Arguing as
before, we claim that T0 = ∞ a.s. Furthermore, the map a 7→ a1/2 is analytic in
H˜+m (see [102], p 134) so that the SDE has a unique strong solution defined on
t < T0 =∞ a. s. 
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Definition. Such a process is called Laguerre process of dimension δ, size m
and starting from X0. It will be denoted by L(δ,m,X0).
Remarks. 1/ Any process (Xt)t≥0 solution of (18) is a diffusion whose infini-
tesimal generator is given by :
L = 2δ tr(<( ∂
∂z
)) + 2[tr(x<( ∂
∂z
)2) + tr(y=( ∂
∂z
)2)]
2/ A simple computation shows that for all i, j, k, l ∈ {1, . . . ,m},
d〈xij, xkl〉t = 2(xil(t)δkj + xkj(t)δil)dt,
3/ In order to show that γ is a complex Brownian matrix, it suffices to write
Ot = St + iVt, Bt = B
1
t + iB
2
t ,
which implies that :
dγt = (StdB
1
t − VtdB2t ) + i(StdB2t + VtdB1t ).
Then, from the fact that O is unitary, one has :
SST + V V T = Im , V S
T − SV T = 0.
from which we deduce that the real and imaginary parts are independent Brownian
matrices using the Le´vy characterisation of Brownian motion.
4.1. Some special functions. The infinitesimal generator of the Wishart
eigenvalues process is given by ([20]) :
A = 2
m∑
i=1
λi
∂2
∂λ2i
+
m∑
i=1
[
δ +
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
∂
∂λi
= 2
(
m∑
i=1
λi
∂2
∂λ2i
+
1
2
m∑
i=1
[
δ −m+ 1 + 2
∑
k 6=i
λi(t)
λi(t)− λk(t)
]
∂
∂λi
)
.
By the virtue of Eq. (36) p. 227 in [89], we deduce that : g(X) = 0F
(2)
1 (δ/2, X)
is an eigenfunction of A corresponding to the eigenvalue 2m, that is A g = 2mg.
When m = 1, another eigenfunction is : x 7→ (√x)1−bK1−b(2
√
x), where K is the
Macdonald function ([85]) and b = δ/2. For Laguerre processes, the infinitesimal
generator of (λ1, . . . , λm) is given by :
A = 2
m∑
i=1
λi
∂2
∂λ2i
+ 2
m∑
i=1
[
δ +
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
∂
∂λi
= 2
(
m∑
i=1
λi
∂2
∂λ2i
+
m∑
i=1
[
δ −m+ 1 +
∑
k 6=i
2λi(t)
λi(t)− λk(t)
]
∂
∂λi
)
.
Eq. 2. 13 p. 191 in [31] implies that 0F
(1)
1 (δ,X) is an eigenfunction corresponding
to the eigenvalue 2m.
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Remark. Using relations between 2F1, 1F1 and 0F1 and Th. XV. 3. 13 in [52],
we can derive the differential system satisfied by 0F1 in a more general setting
(Jordan algebra). For complex Hermitian matrices, take r = m and d = 2, for real
symmetric matrices, take r = m and d = 1).
The following subsection treats the existence and the uniqueness of a solution
when δ > m− 1 and X0 ∈ H+m (see [19] for the real case).
4.2. The Process X+. If X is a Hermitian matrix, let X+ be the Hermi-
tian matrix max(X, 0). If we denote by (λi) the eigenvalues of X, then (λ
+
i =
max(λi, 0)) are the eigenvalues of X
+ (see [53]).
Theorem 4.2. For all δ ∈ R+ and X0 = x ∈ Hm , the SDE
dXt =
√
X+t dBt + dB
?
t
√
X+t + 2δImdt
has a solution in Hm.
Proof : the mapping a 7→ √a+ is continuous on Hm, hence, by Th. 2. 3, p. 159
in [68], X exists up to its explosion time. Furthermore, from
||
√
X+||2 + ||δI ||2 ≤ δ2 + ||
√
X||2 ≤ C(1 + ||X||2),
it follows that this explosion time is infinite a. s. (cf [68] Th. 2. 4, page 163). 
Proposition 4.1. If λ1(0) > · · · > λm(0) ≥ 0, then, ∀ t < S := inf{t, λi =
λj for some (i, j)}, the eigenvalues of X+ satisfy the following differential system :
dλi(t) = 2
√
λ+i (t)dνi(t) + 2
(
δ +
∑
k 6=i
λ+i (t) + λ
+
k (t)
λi(t)− λk(t)
)
dt, 1 ≤ i ≤ m,
Proof : this differential system can be shown in the same way as in Theorem
3.1, using :
d〈xij, xkl〉t = 2(x+il (t)δkj + x+kj(t)δil)dt.
Corollary 4.1. S =∞ p. s.
Proof of the Corollary : following the lines of Bru’s proof , then
U(λ1(t), . . . , λm(t)) =
1∏
i<j(λi(t)− λj(t))
defines a local martingale. For instance, for m = 2, we are looking for C2 functions
U such that :
∂U
∂x
[
δ +
x+ + y+
x− y
]
+
∂U
∂y
[
δ +
x+ + y+
y − x
]
+
[
x+
∂2U
∂x2
+ y+
∂2U
∂y2
]
= 0.
on the set {x > y}. Thus, setting
z = x− y, U(x, y) = f(x− y) = f(z)
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we get :
zf
′′
(z) + 2f
′
(z) = 0.
so that U(x, y) = 1/(x − y) for x > y. However, by the virtue of Proposition 4.1
and the fact that, in the real case, log V is still a local martingale, the proof of
Corollary 3.1 applies and the result follows. 
Proposition 4.2. If λ1(0) > · · · > λm(0) ≥ 0, then ∀ δ > m − 1, ∀ t >
0, λm(t) ≥ 0.
Proof : the first step consists in showing that, if λ1 > · · · > λm−1 satisfy :
dλi(t) = 2
√
λ+i (t) dνi(t) + 2
(
δ +
∑
k 6=i
λ+i (t) + λ
+
k (t)
λi(t)− λk(t)
)
dt, 1 ≤ i ≤ m− 1,
then, the pathwise uniqueness holds for
dλm(t) = 2
√
λ+m(t) dνm(t) + 2
(
δ +
∑
k 6=m
λ+m(t) + λ
+
k (t)
λm(t)− λk(t)
)
dt.
To do this, we use the Yamada-Watanabe criterion (see Th. IX. 3. 5 in [101]) :
|
√
x+ −
√
y+|2 ≤ |x+ − y+| ≤ |x− y|
|b(t, x)− b(t, y)| := |
∑
λk>x,λk>y
(
x+ + λ+k (t)
x− λk(t) −
y+ + λ+k (t)
y − λk(t)
)
|
≤
∑
λk>x,λk>y
( |x+y − y+x|
(λk(t)− x)(λk(t)− y)
)
+
∑
λk>x,λk>y
(
λk(t)|x+ − y+|
(λk(t)− x)(λk(t)− y) +
λk(t)
+|x− y|
(λk(t)− x)(λk(t)− y)
)
≤
∑
λk>x,λk>y
( |x− y|2
(λk(t)− x)(λk(t)− y) +
2|λk(t)||x− y|
(λk(t)− x)(λk(t)− y)
)
,
since
|xy+ − yx+| = 0 if x > 0, y > 0 or x < 0, y < 0,
= −xy else.
Hence, if K is a compact set of R and if x, y ∈ K, then :
|b(t, x)− b(t, y)| ≤ C|x− y|
∑
λk>x,λk>y
( |λk(t)|+ 1
(λk(t)− x)(λk(t)− y)
)
≤ C1 1 + max1≤k≤m−1 |λk|
(λm−1(t)− x)(λm−1(t)− y) |x− y|.
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and the pathwise uniqueness holds using a suitable localisation. Next, for x < λk(t)
for all t, 1 ≤ k ≤ m− 1, we set :
g(t, x) = 2
(
δ −
m−1∑
k=1
λ+k (t) + x
λk(t)− x
)
1{x>0} + 2(δ −m+ 1)1{x≤0},
g is a continuous function in both t and x. Besides,
g(t, λm(t)) = 2
(
δ −
m−1∑
k=1
λ+k (t) + λm(t)
λk(t)− λm(t)
)
1{λm(t)≥0} + 2(δ −m+ 1)1{λm(t)<0},
Using a suitable localisation, we can define :
dYt = 2
√
Y +t dνm(t) + g(t, Yt)dt, Y0 = λm(0).
The second step consists in showing that Yt ≥ 0 a. s, ∀t ≥ 0, which implies that :
g(t, Yt) = 2
(
δ −
m−1∑
k=1
λ+k (t) + Yt
λk(t)− Yt
)
Together with the pathwise uniqueness give that λm(t) = Yt a. s, ∀t ≥ 0. Let
Ta := inf{t, Yt < a} for fixed a < 0. We will prove that Ta = ∞ a. s. Let T :=
inf{t ≥ Ta, Yt = 0}. On the set {Ta <∞}, YTa = a, so that ∀t ∈ [Ta, T [,
Yt − a = Yt − YTa =
∫ t
Ta
g(s, Ys)ds = 2(δ −m+ 1)(t− Ta) ≥ 0,
since δ > m− 1. Consequently, ∀t ∈ [Ta, T [, Yt ≥ a, which is in contradiction with
the definition of Ta. 
Theorem 4.3. If λ1(0) > · · · > λm(0) ≥ 0, then, for all δ > m − 1, (18) has
a unique solution in H+m in the sense of probability law.
Proof : by Proposition 4.2, the solution of the SDE in Th. 4.2 remains positive
for all t > 0, thus, it is a solution of (18). 
Theorem 4.4. Whenever the SDE (18) have a solution (Xt)t≥0 in H+m, its
distribution is given by its Laplace transform :
(19) EX0(exp−(truXt)) = (det(Im + 2tu))−δ exp(−tr(X0 (Im + 2tu)−1u)),
for all u in H+m.
Proof : for s ∈ H+m, set g(t, s) = ∆−δt exp(−V (t, s)) , where
∆t = det(Im + 2ut), Wt = (Im + 2ut)
−1u, V (t , s) = tr(sWt),
Note first that W ∈ Hm. Next, we need a Lemma :
Lemma 4.1. g satisfies the heat equation : L g =
∂g
∂t
where L is the infinite-
simal generator of X.
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Proof of the Lemma : Writing s = x + iy, and since x is symmetric, y skew-
symmetric and W is Hermitian, we can see that tr(sWt) = tr(xM + iyN) where
M =
W +W
2
N =
W −W
2
.
SinceMT =M and NT = −N , we deduce that g satisfies conditions of Proposition
2.1. Furthermore, one can see that :
∂g
∂t
= −g(2δ tr(Wt)− 2 tr(sW 2t )),
∂g
∂xpq
= −g ∂V
∂xpq
,
∂g
∂ypq
= −g ∂V
∂ypq
,
∂2g
∂xpqxkj
= g
∂V
∂xpq
∂V
∂xkj
,
∂2g
∂ypqykj
= g
∂V
∂ypq
∂V
∂ykj
,
which implie that :
∂g
∂x
= −g∂V
∂x
= −gM,
∂g
∂y
= −g∂V
∂y
= igN,
∂2g
∂x2
= g
(
∂V
∂x
)2
= gM2,
∂2g
∂y2
= g
(
∂V
∂y
)2
= −gN2,
∂2g
∂x∂y
= −igMN,
∂2g
∂y∂x
= −igNM
Second order derivatives give
tr(y
(
∂2g
∂x∂y
+
∂2g
∂y∂x
)
) = −ig tr(yW 2),
tr(x
(
∂2g
∂x2
− ∂
2g
∂y2
)
) = g tr(x(M2 +N2)) = g tr(xW 2).
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The result follows since tr(M) = tr(W ). 
Now, let us consider the process (Z(t,Xt)) defined by :
Z(t,Xt) = g(t1 − t,Xt), ∀ t ≤ t1
for a fixed t1. Z is a bounded local martingale by Lemma 4.1 and thus is a mar-
tingale. The result follows from a simple use of the optional stopping theorem. 
Remark. From the Laplace transform, we easily deduce the additivity pro-
perty for fixed t.
Corollary 4.2. Let (Xt)t≥0 be a Laguerre process L(δ,m, x) where x ∈ H˜m+.
For δ > m− 1, the semi-group of (Xt)t≥0 is given by the following density :
pδt (x, y) =
1
(2t)mδΓm(δ)
exp−( 1
2t
tr(x+ y)) (det y)δ−m0F
(1)
1 (δ;
xy
4t2
)1{y>0}
with respect to Lebesgue measure dy =
∏
p≤q dy
1
pq
∏
p<q dy
2
pq where y = y
1 + iy2.
Proof : this result can be easily deduced from the integer case for which Xt is
a non-central complex Wishart variable W (n, 2tIm, x) (cf [69]) with density given
by :
ft(x, y) =
1
(2t)mnΓm(n)
exp−( 1
2t
tr(x+ y)) (det y)n−m0F
(1)
1 (n;
xy
4t2
)1{y>0}
with respect to dy. Hence, writing δ instead of n and denoting by Wt this new
variable (starting from x), we can see that : (|y| denotes det(y))
Ex(e
− truWt) =
1
(2t)mδΓm(δ)
e−
tr x
2t
∫
y>0
exp
(
− 1
2t
tr((I + 2ut)y)
)
|y|δ−m0F (1)1 (δ;
xy
4t2
)dy
=
2tmδ|x|−δ
Γm(δ)
e−
tr x
2t
∫
z>0
exp(−2t tr(x− 12 (I + 2ut)x− 12 z)|z|δ−m0F (1)1 (δ; z)dz
= exp(−trx
2t
)|I + 2ut|−δ exp
(
tr(
x
2t
(I + 2ut)−1)
)
= |I + 2ut|−δ exp
(
− 1
2t
tr(x(I + 2ut)−1(I + 2ut− I ))
)
= |I + 2ut|−δ exp (− tr(x(I + 2ut)−1u))
which is equal to (19). 
Remarks. 1/ In the last proof, we used the change of variables z = x1/2yx1/2
which gives dz = |x|mdy. For the second integral, see [52], Proposition XV.1.3, p
319.
2/ The expression of the semi-group extends continuously to the degenerate case :
pδt (0m, y) =
1
(2t)mδΓm(δ)
exp−(tr(y)
2t
) (det y)δ−m1{y>0}
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where 0m denotes the null matrix.
Corollary 4.3. For δ > m− 1, the semi-group of the eigenvalues process is
given by :
qt(x, y) =
V (y)
V (x)
det
(
1
2t
(
yj
xi
)ν/2
e−
(xi+yj)
2t Iν(
√
xiyj
t
)
)
where δ = m+ ν, ν > −1, x = (x1, . . . , xm), y = (y1, . . . , ym) such that x1 > · · · >
xm > 0, y1 > · · · > ym > 0.
Proof : the expression of the semi-group can be computed using Karlin-MacGregor
formula ([72]) since, for δ > m− 1, the eigenvalues process is the V -transform of
the process obtained from m independent BESQ(2(δ −m + 1)) conditioned ne-
ver to collide (cf [78]). In fact, we can extend Ko¨nig and O’connell result for any
δ > m− 1.
Another proof is given by Pe´che´ (cf [94], p. 68). Here, we will deduce the expres-
sion of qt(x, y) from pt(x, y) following Muirhead (cf [89]), namely, by projection
on the unitary group : first, we will use the Weyl integration formula, then give
a determinantal representation of hypergeometric functions of two Hermitian ma-
trix arguments. Let us state the Weyl integration formula (cf [52]) in the complex
case : for any Borel function f ,∫
Hm
f(A)dA = Cm
∫
U(m)
∫
Rm
f(uau?)α(du)(V (a))2da1 . . . dam,
where Cm =
pim(m−1)
Γm(m)
, U(m) is the unitary group, α is the normalized Haar measure
on U(m), a = diag(ai) and A = uau
?. Hence, the semi-group of the eigenvalues
process is given by ([69]) :
qt(x, y) = CmV (y
2)
∫
U(m)
pt(x˜, uy˜u
?)α(du)
=
Cm(V (y)
2)
(2t)mδΓm(δ)
m∏
i,j=1
e−
xi+yj
2t
(
m∏
i=1
yj
)δ−m ∫
U(m)
0F
(1)
1 (δ;
x˜uy˜u?
4t2
)α(du)
=
pim(m−1)(V (y)2)
(2t)m(m+ν)Γm(m)Γm(m+ ν)
m∏
i,j=1
e−
xi+yj
2t
(
m∏
i=1
yj
)ν
0F
(1)
1 (m+ ν;
x˜
4t2
; y˜),
where y˜ = diag(yj) , x is a positive definite matrix with eigenvalues x1, . . . , xm,
δ = m+ ν, ν > −1. (For the last equality, see [69]). Next, we need a lemma.
47
Lemma 4.2. Let B,C ∈ Hm and let (bi), (ci) be respectively their eigenvalues.
Then,
pF
(1)
q ((m+ µi)1≤i≤p,(m+ φj)1≤j≤q;B,C) = pi
m(m−1)
2
(p−q−1)Γm(m)
p∏
i=1
(Γ(µi + 1))
m
Γm(m+ µi)
q∏
j=1
Γm(m+ φj)
(Γ(φj + 1))m
det (pFq((µi + 1)1≤i≤p, (1 + φj)1≤j≤q; blcf )l,f
h(B)h(C)
∀µi, φj > −1, 1 ≤ i ≤ p, 1 ≤ j ≤ q.
Proof : Recall that the hypergeometric function of two matrix arguments is
given by the following series :
pF
(1)
q ((ai)1≤i≤p, (ej)1≤j≤q;B,C) =
∞∑
k=0
∑
τ
∏p
i=1(ai)τ∏q
j=1(ej)τ
J
(1)
τ (B)J
(1)
τ (C)
J
(1)
τ (1m)k!
,
It is well known that :
J (1)τ (B) =
k!dτ
(m)τ
sτ (b1, . . . , bm),
where sτ is the Schur function and dτ = sτ (I) is the representation trace or degree
(cf [62] or [52]). The hypergeometric series of two matrix arguments is written :
pF
(1)
q ((m+ µi)1≤i≤p, (m+ φj)1≤j≤q;B,C) =
∞∑
k=0
∑
τ
∏p
i=1(m+ µi)τ∏q
j=1(m+ φj)τ
sτ (B)sτ (C)
(m)τ
,
Now, we write :
(m+ µi)τ =
m∏
r=1
Γ(µi +m+ kr − r + 1)
Γ(µi +m− r + 1) =
m∏
r=1
Γ(µi + 1 + kr + δr)
Γ(µi +m− r + 1)
= pim(m−1)/2
(Γ(µi + 1))
m
Γm(m+ µi)
m∏
r=1
(µi + 1)kr+δr
where δr = m− r. Doing the same thing for each (m+ φj)τ and for (m)τ give :
pF
(1)
q ((m+ µi)1≤i≤p, (m+ φj)1≤j≤q;B,C) = pi
βΓm(m)
p∏
i=1
(Γ(µi + 1))
m
Γm(m+ µi)
q∏
j=1
(Γ(φj + 1))
m
Γm(m+ φj)
∞∑
k=0
∑
τ
m∏
r=1
(∏p
i=1(µi + 1)kr+δr∏q
j=1(φj + 1)kr+δr
)
sτ (B)sτ (C)∏m
r=1(1)kr+δr
where β = m(m−1)(p−q−1)/2. The Lemma results from Hua formula (cf [51]) :
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Lemma 4.3. Given an entire function f, i.e, f(z) =
∑∞
k=0 ekz
k, then
det(f(bicj))i,j
h(B)h(C)
=
∞∑
k=0
∑
τ
(
m∏
r=1
ekr+δr
)
sτ (B)sτ (C)
sτ (Im)
.
Thus
pF
(1)
q ((m+ µi)1≤i≤p,(m+ φj)1≤j≤q;B,C) = pi
m(m−1)
2
(p−q−1)Γm(m)
p∏
i=1
Γ(µi + 1)
Γm(m+ µi)
q∏
j=1
Γm(m+ φj)
Γ(φj + 1)
det
(∑∞
k=0
Qp
i=1(µi+1)kQq
j=1(φj+1)k
(blcp)
k
k!
)
l,p
h(B)h(C)
= pi
m(m−1)
2
(p−q−1)Γm(m)
p∏
i=1
Γ(µi + 1)
Γm(m+ µi)
q∏
j=1
Γm(m+ φj)
Γ(φj + 1)
det (pFq((µi + 1)1≤i≤p, (1 + φj)1≤j≤q; blcf )l,f
h(B)h(C)

Remark. For p = 0 and q ≥ 1, we have :
0F
(1)
q ((m+ φj)1≤j≤q;B,C) = pi
−m(m−1)
2
(q+1)Γm(m)
q∏
j=1
Γm(m+ φj)
(Γ(φj + 1))m
det (0Fq((1 + φj)1≤j≤q; blcf )l,f
h(B)h(C)
,
and similarly,
0F
(1)
0 (B,C) =
Γm(m)
pi
m(m−1)
2
det(eblcf )l,f
h(B)h(C)
which can be viewed as Harish-Chandra formula for the ”Itzykson-Zuber” integral
([34]).
We now proceed to the end of the proof. Taking p = 0, q = 1, B = x˜/(4t2), C =
y˜, we get :
0F
(1)
1 (m+ ν;
x˜
4t2
, y˜) =
(4t2)m(m−1)/2Γm(m+ ν)Γm(m)
pim(m−1)(Γ(ν + 1))m
det
(
0F1((ν + 1);
xiyj
4t2
)
)
h(x)h(y)
The expression of qt(x, y) follows from a simple computation and from the fact
that :
0F1((ν + 1); xiyj/4t2))i,j
Γ(ν + 1)
=
(
2t√
xiyj
)ν
Iν(
√
xiyj
t
) 
Proposition 4.3. The measure defined by ρ(dx) = (det(x))δ−m dx on H˜m
+
is
invariant under the semi-group, i. e, ρPt = ρ.
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Proof : Denote by Pt the semi-group of a Laguerre process L(δ,m, x) with
δ > m− 1. Then, we have to show that :∫
x>0
Ptf(x)ρ(dx) =
∫
y>0
f(y)ρ(dy) ∀ f ∈ C0(H˜m+).
Indeed, by Corollary 4.2, it follows that∫
x>0
Ptf(x)ρ(dx) =
1
(2t)mδΓm(m)
∫
y>0
e− tr(
y
2t
)|y|δ−mf(y)
(∫
x>0
e− tr(
x
2t
)|x|δ−m0F (1)1 (δ,
xy
4t2
)dx
)
dy
=
(2t)mδ
Γm(m)
∫
y>0
e− tr(
y
2t
)|y|−mf(y)
(∫
x>0
e− tr(2ty
−1/2zy−1/2)|z|δ−m0F (1)1 (δ, z)dz
)
dy
=
∫
y>0
f(y)e− tr(
y
2t
)|y|δ−m1F (1)1 (δ, δ,
y
2t
)dy
=
∫
y>0
f(y)e− tr(
y
2t
)|y|δ−metr( y2t )dy =
∫
y>0
f(y)ρ(dy)
where we used the same change of variables as in the proof of Corollary 4.2 and
Proposition XV. 1. 3, p 319 in [52] (see remark below the proof). 
Remark. ForWishart processes, it is easy to see that µ(dx) := (det(x))
δ
2
−m+1
2 1{x>0}dx
is invariant under the semi-group.
4.3. Some Orthogonal Polynomials.
Proposition 4.4. Let L(m+ ν,m,X0), ν > −1, be a Laguerre process and let
Y = (λ1, . . . , λm) be its eigenvalues process starting at x ∈ Rm. Set :
Zt := e
2βt Y (
1− e−2βt
2β
) := e2βt YAt β ∈ R+,
then, the semi-group of (Zt)t≥0 is given by :
q˜t(x, y) = (rβ)
m(m+ν)e− tr(βx)W (y)
∑
k≥0
∑
τ
Lντ (βx)L
ν
τ (βy)
Nτ
e−2β|τ |t, y ∈ Rm
where , W (y) = (det(y))ν (V (y))2, τ is a partition of k, Lντ is the generalized
complex Laguerre polynomial ([?], see also [89] for the real case, [5], [52] for a
general setting), Nτ is the normalisation constant given by :
Nτ =
∫
[0,∞[m
(Lντ (x))
2 (det(y))νe− tr(y)(V (y))2dy,
Proof : Recall that the semi group of (Yt)t≥0 is given by :
qt(x, y) =
pim(m−1)(V (y)2)(det(y))ν
(2t)m(m+ν)Γm(m)Γm(m+ ν)
e−
tr(x+y)
2t 0F
(1)
1 (m+ ν;
x
4t2
; y)
50
Using the definition of Z and setting r = e−2βt, we have
q˜t(x, y) = e
−2βtmqAt(x, e
−2βty)
= Cm(y)
(
rβ
(1− r)
)m(m+ν)
exp
(
−β tr( x
1− r +
ry
1− r )
)
0F
(1)
1 (m+ ν;
βx
1− r ;
rβy
1− r )
= Cm(y)e
− tr(βx)
(
rβ
(1− r)
)m(m+ν)
exp
(
− rβ
1− r tr(x+ y)
)
0F
(1)
1 (m+ ν;
βx
1− r ;
rβy
1− r )
where Cm(y) =
pim(m−1)(h(y)2)(det(y))ν
Γm(m)Γm(m+ ν)
. Then, we use the generating function
([5], p 201) :∑
k≥0
∑
τ
Lντ (u)L
ν
τ (v)
Nτ
r|τ | =
pim(m−1)
Γm(m)Γm(m+ ν)
(
1
(1− r)
)m(m+ν)
exp
(
− r
1− r tr(u+ v)
)
0F
(1)
1 (m+ ν;
u
1− r ;
rv
1− r ), |r| < 1
An easy computation gives the result. 
Remarks. In the univariate case m = 1, Z is a squared Ornstein-Ulhenbeck
process ([96]). Its semi-group density is given by a similar bilinear series ([114]).
For the matrix case, define (Rt)t≥0 as the unique strong solution of :
dRt = dγt + βRtdt, R0 = γ0
where γ is a n × m complex matrix Brownian motion and β ∈ R+. Then, we
consider St := R
?
tRt. The process (St)t≥0 satisfies (using Itoˆ’s formula and that
(dBt :=
√
St
−1
R?tdγt)t≥0 defines a complex matrix Brownian motion) :
dSt =
√
StdBt + dB
?
t
√
St + (2βSt + 2nIm)dt, S0 = γ
?
0γ0
Thus, if (Xt = B
?
tBt)t≥0 is L(n,m, x), then we can easily see that :(
St
L
= e2βtXAt , t ≥ 0
)
Using Theorem 4.1 and Theorem 4.3, the following SDE :
dSt =
√
StdBt + dB
?
t
√
St + (2βSt + 2δIm)dt, S0 = s
has a unique strong solution. Such a process is the complex analog of the matrix
squared Ornstein-Ulhenbeck process already defined in [19], and (Zt)t≥0 is its
eigenvalues process.
5. Girsanov Formula and Absolute-continuity Relations
The index ν > −1 of a L(δ,m, x) is defined by ν = δ − m. In this section,
we will discuss in the same way as in [40] to derive absolute-continuity relations
between different indices.
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5.1. Positive Indices. Take a matrix-valued Hermitian predictable process
H. Let Qδx be the probability law of L(δ,m, x) for δ > m− 1 and x ∈ H˜+m. Define :
Lt =
∫ t
0
tr(HsdBs +Hs dBs)
2
,
Φt = exp (Lt − 1
2
∫ t
0
tr(H2s )ds),
where B is a complex Brownian matrix under Qδx. We can easily see that the
process β defined by βt = Bt−
∫ t
0
Hsds is a Brownian matrix under the probability
PHx |Ft := Φt ·Qδx|Ft ,
Furthermore, (Xt)t≥0 is a solution of
(20) dXt =
√
Xtdβt + dβ
?
t
√
Xt + (
√
XtHt +Ht
√
Xt + 2δIm)dt.
For Ht = ν
√
Xt
−1
, (20) becomes
dXt =
√
Xtdβt + dβ
?
t
√
Xt + 2(δ + ν)Imdt,
so that (Xt)t≥0 is a L(δ + ν,m, x) under PHx . Thus, we proved that :
Theorem 5.1. For δ > m− 1,
(21)
Qδ+νx |Ft = exp
(
ν
2
∫ t
0
tr(
√
Xs
−1
dBs +
√
Xs
−1
dBs)− ν
2
2
∫ t
0
tr(Xs
−1)ds
)
·Qδx|Ft .
Proposition 5.1.
(22) Qm+νx |Ft =
(
det(Xt)
det(x)
)ν/2
exp
(
−ν
2
2
∫ t
0
tr(Xs
−1)ds
)
·Qmx |Ft .
Proof : We know that ∇u(det(u)) = det(u)u−1, hence, ∇u(log(det(u))) = u−1.
Then, using the fact that for δ = m, log(det(X)) is a local martingale,
log(det(Xt)) = log(det(X0)) +
∫ t
0
tr(Xs
−1(
√
XsdBs + dB
?
s
√
Xs))
= log(det(X0)) +
∫ t
0
tr(
√
Xs
−1
dBs +
√
Xs
−1
dBs). 
From (22), it follows that :
Corollary 5.1.
Qmx (exp
(
−ν
2
2
∫ t
0
tr(X−1s )ds
)
|Xt = y) = det(y)
det(x)
−ν/2pm+νt (x, y)
pmt (x, y)
=
Γm(m)
Γm(m+ ν)
(det(z))ν/2
0F
(1)
1 (m+ ν, z)
0F
(1)
1 (m, z)
:=
I˜ν(z)
I˜0 (z)
,
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where z = xy/(4t2).
Corollary 5.2. Let X be a Laguerre process L(m,m, x), then, as t→∞ :
4
(m log t)2
∫ t
0
tr(Xs)
−1ds L→ T1 (β)
where T1 is the first hitting time of 1 by a standard Brownian motion β.
Proof : On one hand :
Qmx (exp
(
− 2ν
2
(m log t)2
∫ t
0
tr(X−1s )ds
)
|Xt = ty) = Γm(m)
Γm(m+ 2ν/m log t)
(det(xy/4t))ν/m log t
0F
(1)
1 (m+ 2ν/m log t, xy/4t)
0F
(1)
1 (m,xy/4t)
.
Noting that (tm)−ν/m log t = e−ν , and since both hypergeometric functions converge
to 1 as t→∞, we obtain :
Qmx
(
exp(− 2ν
2
(m log t)2
∫ t
0
tr(X−1s )ds|Xt = ty
)
t→∞−→ e−ν
On the other hand :
lim
t→∞
tm
2
pmt (x, 2y) = lim
t→∞
e− tr(x)/2t
Γm(m)
e− tr(y)0F
(1)
1 (m,
xy
2t
) =
e− tr(y)
Γm(m)
Finally :
Qmx
[
exp
(
− 2ν
2
(m log t)2
∫ t
0
tr(X−1s )ds
)]
=
∫
y>0
Qmx
(
exp(− 2ν
2
(m log t)2
∫ t
0
tr(X−1s )ds|Xt = y
)
pmt (x, y)dy
=
∫
y>0
Qmx
(
exp(− 2ν
2
(m log t)2
∫ t
0
tr(X−1s )ds|Xt = ty
)
tm
2
pmt (x, ty)dy
t→∞−→ e−ν ,
by dominated convergence Theorem. 
5.2. Negative Indices. Take 0 < a ≤ det(x). Similarly as in paragraph 5.1
with Ht = −ν
√
Xt
−1
, 0 < ν < 1, shows that
Qm−νx |Ft∧Ta =
(
det(x)
det(Xt∧Ta)
)ν/2
exp
(
−ν
2
2
∫ t∧Ta
0
tr(Xs
−1)ds
)
Qmx |Ft∧Ta
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where Ta := inf{t, det(Xt) = a}. Letting a → 0 and using the fact that T0 = ∞
a.s under Qmx , we get :
Qm−νx |Ft∧T0 =
(
det(x)
det(Xt)
)ν/2
exp
(
ν2
2
∫ t
0
tr(Xs
−1)ds
)
Qmx |Ft
=
(
det(x)
det(Xt)
)ν
Qm+νx |Ft
Proposition 5.2. For all t > 0 and 0 < ν < 1,
Qm−νx (T0 > t) =
Γm(m)
Γm(m+ ν)
det(
x
2t
)ν1F1(ν,m+ ν,− x
2t
)
Proof : From the absolute-continuity relation above, we deduce that :
Qm−νx (T0 > t) = Q
m+ν
x
((
det(x)
det(Xt)
)ν)
,
On the other hand, using the expression of the semi-group, one has :
Qδx(det(Xt)
s) = (2t)ms
Γm(s+ δ)
Γm(δ)
1F
(1)
1 (−s; δ;−
x
2t
)
= (2t)ms
Γm(s+ δ)
Γm(δ)
exp(− tr( x
2t
))1F
(1)
1 (δ + s; δ;
x
2t
)
by Kummer relation (see Th 7. 4. 3 in [52]). Taking s = −ν, we are done. 
6. Generalized Hartman-Watson Law
The generalized Hartman-Watson law is defined as the law of∫ t
0
tr(X−1s )ds under Q
m
x (·|Xt = y).
Its Laplace transform is given by :
(23)
Qmx (exp
(−ν2
2
∫ t
0
tr(X−1s )ds
)
|Xt = y) = Γm(m)
Γm(m+ ν)
det(z)ν/2
0F
(1)
1 (m+ ν, z)
0F
(1)
1 (m, z)
z = xy/4t2. Recall that for m = 1, this is the well-known Hartman-Watson law
which appears when computing asiatic options as the inverse of the random time
change involved in Lamperti representation ([80]). Its density was computed by
Yor (cf [115]). Here, we will investigate the case m = 2. First, the Gross and
Richards formula writes ([62]) :
0F
(1)
1 (m+ ν, z) =
det(zm−ji 0F1(m+ ν − j + 1, zi))
V (z)
,
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where (zi) denote the eigenvalues of z and V (z) =
∏
i<j(zi−zj) is the Vandermonde
determinant . Noting that Γm(m+ ν) =
∏m
j=1 Γ(m+ ν − j + 1), then :
(23) =
det(z
(m−j)/2
i Im+ν−j(2
√
zi))
det(z
(m−j)/2
i Im−j(2
√
zi))
Without loss of generality, we will take t = 1.
Proposition 6.1. For m = 2, let λ1 > λ2 be the eigenvalues of
√
xy. Then,
the density of the generalized Hartman-Watson law is given by :
f(v) =
√
λ1λ2v
ppi
√
2piv3
∫ 1
0
∫∞
0
z sinh(p
√
1− z2)e−2
√
λ1λ2z cosh ye−
2(y2−pi2)
v (sinh y) sin(4piy
v
)dzdy∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
,
for v > 0, where p = λ1 − λ2. Furthermore, if λ1 = λ2 := λ, then :
f(v) =
4λve
2pi2
v
pi2
√
2piv3
∫∞
0
g(y)e−
2y2
v (sinh y) sin(4piy
v
)dy
1F2(
1
2
; 1; 2;λ2)
,
where
g(y) =
1
3
+
pi
2
I2(2λ cosh y) + L2(2λ cosh y)
2λ cosh y
,
and L2 is the struve function ([21], [98]).
Proof : For m = 2 , (23) reads :
(23) =
λ1Iν+1(λ1)Iν(λ2)− λ2Iν+1(λ2)Iν(λ1)
λ1I1 (λ1 )I0 (λ2 )− λ2 I1 (λ2 )I0 (λ1 ) ,
hence, using the integral representations below (see [21], p 46) :
x(aIν+1 (ax )Iν(bx )− bIν+1 (bx )Iν(ax )) = (a2 − b2 )
∫ x
0
uIν(au)Iν(bu)du
with x = 1, a = λ1, b = λ2, and ([21] p 304, [98] p 734) :
pi
2
Iν(
a
2
(
√
b2 + c2 + b))Iν(
a
2
(
√
b2 + c2 − b)) =
∫ a
0
cosh(b
√
a2 − x 2 )√
a2 − x 2 I2ν(cx )dx
(a > 0,<(ν) > −1)
with a = 1, b = (λ1 − λ2)u := pu et c = 2
√
λ1λ2u, the numerator of (23) is then
equal to :
2
pi
(λ21 − λ22)
∫ 1
0
∫ 1
0
u cosh(pu
√
1− x2)√
1− x2 I2ν(2
√
λ1λ2ux )dudx .
Taking ν = 0, the denominator is then equal to :
2
pi
(λ21 − λ22)
∫ 1
0
∫ 1
0
u cosh(pu
√
1− x2)√
1− x2 I0 (2
√
λ1λ2ux )dudx .
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Thus, (23) becomes :∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I2ν(2
√
λ1λ2ux )dudx∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
Now, we only have to use the integral representation of I2ν (cf [115]) :
I2ν(2
√
λ1λ2ux ) =
1
2ipi
∫
C
e2
√
λ1λ2ux coshωe−2νωdω
=
1
2ipi
∫
C
e2
√
λ1λ2ux coshω
∫ ∞
0
2ωe−vν
2/2
(2piv3)1/2
e−
2ω2
v dvdω
where C is the contour indicated in [115] :
-
6
?
ﬀ
-
ipi
−ipi
As a result, the density function is given by :
f(v) =
1
ipi
√
2piv3
∫ 1
0
∫ 1
0
∫
C
uω cosh(pu
√
1−x2)√
1−x2 e
2
√
λ1λ2ux coshωe−
2ω2
v dudxdω∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
1{v>0}
We can simplify this expression by integrating over C (cf [115]) :
√
λ1λ2v
pi
√
2piv3
∫ 1
0
∫ 1
0
∫∞
0
u2x cosh(pu
√
1−x2)√
1−x2 e
−2√λ1λ2ux cosh ye−
−2(y2−pi2)
v (sinh y) sin(4piy
v
)dudxdy∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
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Setting z = ux, we obtain
√
λ1λ2v
pi
√
2piv3
∫ 1
0
∫ u
0
∫∞
0
z u cosh(p
√
u2−z2)√
u2−z2 e
−2√λ1λ2z cosh ye−
2(y2−pi2)
v (sinh y) sin(4piy
v
)dudzdy∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
,
that, an integration with respect to u gives
√
λ1λ2v
ppi
√
2piv3
∫ 1
0
∫∞
0
z sinh(p
√
1− z2)e−2
√
λ1λ2z cosh ye−
2(y2−pi2)
v (sinh y) sin(4piy
v
)dzdy∫ 1
0
∫ 1
0
u cosh(pu
√
1−x2)√
1−x2 I0 (2
√
λ1λ2ux )dudx
.
Now, we prove the second part. In this case, p = 0 and we shall compute :
λve
2pi2
v
pi
√
2piv3
∫∞
0
∫ 1
0
∫ 1
0
u2x√
1−x2 e
−2λux cosh ye−
2y2
v (sinh y) sin(4piy
v
)dudxdy∫ 1
0
∫ 1
0
u√
1−x2 I0 (2λux )dudx
Setting z = ux, this reads
λve
2pi2
v
pi
√
2piv3
∫∞
0
∫ 1
0
z
√
1− z2e−2λz cosh ye− 2y
2
v (shy)sin(4piy
v
)dzdy∫ 1
0
∫ 1
0
u√
1−x2 I0 (2λux )dudx
,
Integrating with respect to z, we get (cf [98] p 369) :
λve
2pi2
v
pi
√
2piv3
∫∞
0
g(y)e−
2y2
v (shy)sin(4piy
v
)dzdy∫ 1
0
∫ 1
0
u√
1−x2 I0(2λux)dudx
,
For the denominator, we use the fact that d
dz
(zI1 (z )) = zI0 (z ), which yields :∫ 1
0
∫ 1
0
uI0 (2λux )√
1− x2 dudx =
∫ 1
0
I1 (2λx )
2λx
√
1− x2dx
Then, the following formula
∫ a
0
xα−1(a2 − x2)β−1Iν(cx )dx = 2−ν−1a2β+α+ν−2cν Γ(β)Γ((α+ ν)/2)
Γ(β + (α+ ν)/2)Γ(ν + 1)
(24)
1F2(
α+ ν
2
; β +
α+ ν
2
; ν + 1;
a2c2
4
)
taken with α = 0, a = 1, β = 1/2, c = 2λ, ν = 1 gives :∫ 1
0
I1 (2λx )
2λx
√
1− x2dx =
pi
4
1F2(
1
2
; 1; 2;λ2)
We can proceed differently by letting λ1 = λ2 + h then substitute λ1 in (23) :
((λ2 + h)Iν+1 (λ2 + h)Iν(λ2)− λ2Iν+1 (λ2)Iν(λ2 + h))/h
((λ2 + h)I1 (λ2 + h)I0 (λ2)− λ2I1 (λ2)I0 (λ2 + h))/h .
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Next, we let h → 0. As usually, we first compute the numerator then take ν = 0.
Let :
A = lim
h→0
(λ2 + h)Iν+1 (λ2 + h)− λ2Iν+1 (λ2)
h
B = lim
h→0
Iν(λ2 + h)− Iν(λ2)
h
which are equal respectively to
d
dx
(xIν+1 (x)) et
d
dx
(Iν(x)) taken for x = λ. (We
will write λ instead of λ2).
Using the differentiation formula
d
dx
(xνIν(x)) = x
νIν−1 (x)(cf [85],p 110), we get :
d
dx
(xIν+1 (x)) = −νIν+1 (x) + xIν(x)
d
dx
(Iν(x)) = −ν
x
Iν(x) + Iν−1 (x),
thus :
N = Iν(λ)(−νIν+1 (λ) + λIν(λ))− λIν+1 (λ)(−ν
λ
Iν(λ) + Iν−1 (λ))
= λ(Iν
2(λ)− Iν+1 (λ)Iν−1 (λ))
so that :
A =
Iν
2(λ)− Iν+1 (λ)Iν−1 (λ)
I0
2(λ)− I1 (λ)I−1 (λ)
On the other hand, the product formula holds (see [98],p 757) :
Iµ(z)Iν(z) =
2
pi
∫ pi/2
0
cos((µ− ν)θ)Iµ+ν(2z cos θ)dθ, <(µ+ ν) > −1.
Consequently, the numerator is written :
N =
2
pi
∫ pi/2
0
(1− cos 2θ)I2ν(2λ cos θ)dθ
=
4
pi
∫ pi/2
0
(sin2 θ)I2ν(2λ cos θ)dθ
=
4
pi
∫ 1
0
√
1− r2I2ν(2λr)dr,
and similarly, the denominator equals to :
D =
4
pi
∫ 1
0
√
1− r2I0 (2λr)dr.
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Eventually, the integral representation of Iν gives :
f(u) =
λue2pi
2/u
pi
√
2piu3
∫∞
0
e−2y
2/u sinh(y) sin
(
4piy
u
)∫ 1
0
r
√
1− r2e−2λr cosh ydr du∫ 1
0
√
1− r2I0 (2λr)dr
=
λue2pi
2/u
pi
√
2piu3
∫∞
0
g(y)e−2y
2/u sinh(y) sin
(
4piy
u
)
du∫ 1
0
√
1− r2I0 (2λr)dr
,
We can use (24) to see that the denominator is equal to (pi/4)1F2(1/2; 2; 1;λ2),
which recover the result given in the first approach.
7. The Law of T0
Recall that for 0 < ν < 1,
Qm−νx (T0 > t) =
Γm(m)
Γm(m+ ν)
det(
x
2t
)ν1F1(ν,m+ ν,− x
2t
)
Proposition 7.1. Let m = 2 and λ1 > λ2 be the eigenvalues of x. The density
of S0 := 1/(2T0) under Q
m−ν
x is given by :
f(u) =
(λ1λ2)
νu2ν−2e−(λ1+λ2)u
Γ(ν + 1)Γ(ν)
1F1(2, ν + 1, λ1u)− 1F1(2, ν + 1, λ2u)
(λ1 − λ2)
Corollary 7.1. If λ1 = λ2 := λ, f writes :
f(u) =
2λ2νu2ν−1e−λu
Γ(ν + 2)Γ(ν)
1F1(ν − 1, ν + 2,−λu)
Proof : With the help of Gross-Richards Formula, it follows that :
Qm−νx (S0 ≤ u) =
(λ1λ2)
ν
(λ1 − λ2)Γ2(ν + 2)u
2ν(λ11F1(ν, ν + 2,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
− λ21F1(ν, ν + 2,−λ2u)1F1(ν − 1, ν + 1,−λ1u)),
with S0 defined above. This is a C
∞-function in u. Recall that :
d
dz
1F1(a, b, z) =
a
b
1F1(a+ 1, b+ 1, z),
thus :
f(u) =
d
du
Qm−νx (S0 ≤ u) = K(ν, λ1, λ2)u2ν−1(A−B)
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where
K(ν, λ1, λ2) =
(λ1λ2)
ν
Γ2(ν + 2)(λ1 − λ2)
A = 2ν((λ11F1(ν, ν + 2,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
− λ21F1(ν, ν + 2,−λ2u)1F1(ν − 1, ν + 1,−λ1u))
B =
ν
ν + 2
((λ21u1F1(ν + 1, ν + 3,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
− λ22u1F1(ν + 1, ν + 3,−λ2u)1F1(ν − 1, ν + 1,−λ1u)).
Then, we use the contiguous relation :
b 1F1(a, b, z)− b 1F1(a− 1, b, z) = z 1F1(a, b+ 1, z)
to see that
λ1u1F1(ν+1, ν+3,−λ1u) = (ν+2)(1F1(ν, ν+2,−λ1u)− 1F1(ν+1, ν+2,−λ1u))
λ2u1F1(ν+1, ν+3,−λ2u) = (ν+2)(1F1(ν, ν+2,−λ2u)− 1F1(ν+1, ν+2,−λ2u))
implies that :
f(u) = K1(ν, λ1, λ2)u
2ν−1(C +D − E − F )
where
K1(ν, λ1, λ2) =
ν(λ1λ2)
ν
Γ2(ν + 2)(λ1 − λ2)
C = λ11F1(ν, ν + 2,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
D = λ11F1(ν + 1, ν + 2,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
E = λ21F1(ν, ν + 2,−λ2u)1F1(ν − 1, ν + 1,−λ1u)
F = λ21F1(ν + 1, ν + 2,−λ2u)1F1(ν − 1, ν + 1,−λ1u),
Applying again the contiguous relation above, one has :
λ1u1F1(ν+1, ν+2,−λ1u) = (ν+1)(1F1(ν, ν+1,−λ1u)− 1F1(ν+1, ν+1,−λ1u))
λ2u1F1(ν+1, ν+2,−λ2u) = (ν+1)(1F1(ν, ν+1,−λ2u)− 1F1(ν+1, ν+1,−λ2u))
λ2u1F1(ν, ν + 2,−λ2u) = (ν + 1)(1F1(ν − 1, ν + 1,−λ2u)− 1F1(ν, ν + 1,−λ2u))
λ1u1F1(ν, ν + 2,−λ1u) = (ν + 1)(1F1(ν − 1, ν + 1,−λ1u)− 1F1(ν, ν + 1,−λ1u))
substituting in the expression of f , we obtain :
f(u) = K2(ν, λ1, λ2)u
2ν−2(G−H),
where
K2(ν, λ1, λ2) =
ν(ν + 1)(λ1λ2)
ν
Γ2(ν + 2)(λ1 − λ2)
G = 1F1(ν + 1, ν + 1,−λ2u)1F1(ν − 1, ν + 1,−λ1u)
H = 1F1(ν + 1, ν + 1,−λ1u)1F1(ν − 1, ν + 1,−λ2u)
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The density expression follows from :
Γ2(ν + 2) = Γ(ν + 2)Γ(ν + 1) = ν(ν + 1)Γ(ν + 1)Γ(ν)
1F1(a, a, z) = e
−z, 1F1(a, b,−z) = e−z1F1(b− a, b, z),
The case λ1 = λ2 is treated in the same way as before (for the Hartman-Watson
law). In fact , writing λ1 = λ2 + h and letting h → 0, we see that the density is
given by :
f(u) =
λ2νu2ν−2e−2λu
Γ(ν + 1)Γ(ν)
d
dλ
1F1(2, ν + 1, λu) =
2λ2νu2ν−1e−2λu
Γ(ν + 2)Γ(ν)
1F1(3, ν + 2, λu)
=
2λ2νu2ν−1e−λu
Γ(ν + 2)Γ(ν)
1F1(ν − 1, ν + 2,−λu) 
Remark. Noting that :
Qm−νx (e
−rS0) = r
∫ ∞
0
e−ruQm−νx (S0 ≤ u)du,
we can derive the Laplace transform of S0 from its distribution function. Integrals
of confluent hypergeometric products appear and give rise to the so-called Appell
function (or Lauricella function) F2. In fact, (see [98]) :∫ ∞
0
u2νe−(λ1+λ2+r)u1F1(2, ν + 2, λ1u)1F1(2, ν + 1, λ2u)du = K F2(a, b, c, d;x; y)
However, using the density function expression in the case λ1 = λ2, we get
Qm−νx (e
−rS0) =
2λ2ν
Γ(ν + 2)Γ(ν)
∫ ∞
0
u2ν−1e−(r+2λ)u1F1(3, ν + 2, λu)du
(1)
=
2λ2ν
Γ(ν + 2)Γ(ν)
∑
n≥0
(3)n
(ν + 2)n
λn
n!
∫ ∞
0
u2ν+n−1e−(r+2λ)udu
=
2λ2νΓ(2ν)
Γ(ν + 2)Γ(ν)(2λ+ r)2ν
∑
n≥0
(3)n(2ν)n
(ν + 2)nn!
(
λ
2λ+ r
)n
=
Γ(2ν)
22ν−1Γ(ν + 2)Γ(ν)
(
2λ
2λ+ r
)2ν
2F1(2ν, 3, ν + 2;
λ
2λ+ r
)
(2)
=
2Γ(2ν)
Γ(ν + 2)Γ(ν)
2F1(2ν, ν − 1, ν + 2;− λ
λ+ r
),
where in (1), we used Fubini-Tonelli theorem and in (2), the Pfaff transformation.
(see [85])
We close this paper by computing the law, under Qm+νx , of
At := inf{u,Hu :=
∫ u
0
tr(X−1s )ds > t}
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taken at an exponential random time with parameter µ2/2, say Tµ independent of
(Xt). Using absolute continuity relations, one gets :
Qm+νx (ATµ > u) = Q
m+ν
x
(
µ2
2
∫ ∞
0
e−µ
2t/21{At>u}du
)
= Qm+νx
(
µ2
2
∫ ∞
0
e−µ
2t/21{t>Hu}du
)
= Qm+νx (e
−µ2Hu/2)
= Qmx (
(
det(Xu)
det(x)
)ν/2
e−
µ2+ν2
2
Hu),
Setting σ2 = µ2 + ν2, it reads :
Qm+νx (ATµ > u) = Q
m+σ
x (
(
det(Xu)
det(x)
)(ν−σ)/2
)
= (det(x))(σ−ν)/2(2u)m(ν−σ)/2
Γm((m+ σ + ν)/2)
Γm(m+ σ)
1F
(1)
1 (
σ − ν
2
,m+ σ,− x
2u
).
Hence, the distribution function of Y := 1/(2ATµ) is given by :
Qm+νx (Y < t) = (det(x))
(σ−ν)/2tm(σ−ν)/2
Γm((m+ σ + ν)/2)
Γm(m+ σ)
1F
(1)
1 (
σ − ν
2
,m+ σ,−tx),
and for m = 2,
Qν+2x (Y < t) = (det(x))
(σ−ν)/2t(σ−ν)
Γm((σ + ν + 2)/2)
Γm(σ + 2)
1F
(1)
1 (
σ − ν
2
, σ + 2,−tx).
Then, applying Gross-Richards formula, we obtain :
Qm+νx (Y < t) =
(x1x2)
(σ−ν)/2)
x1 − x2
((σ + ν)/2)Γ2((σ + ν)/2)
(σ + 1)Γ2(σ + 1)
t(σ−ν)/2
[x11F1(
σ − ν
2
, σ + 2,−tx1)1F1(σ − ν
2
− 1, σ + 1,−tx2)−
x21F1(
σ − ν
2
, σ + 2,−tx2)1F1(σ − ν
2
− 1, σ + 1,−tx1)].
Where x1 > x2 denotes the eigenvalues of x. As usually, this is a C
∞ function,
thus, we shall compute its derivative to get the density. following the lines of the
previous proof, the density is given by :
f(t) =
(x1x2)
bab
x1 − x2
Γ2(a)
Γ(a+ b+ 1)
t2b−2[1F1(b+ 1, a+ b+ 1,−tx2)1F1(b− 1, a+ b+ 1,−tx1)
− 1F1(b+ 1, a+ b+ 1,−tx1)1F1(b− 1, a+ b+ 1,−tx2)],
where a =
σ + ν
2
and b =
σ − ν
2
.
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Remark. Recall that, in the one-dimensional case, ATµ = R/(2Z), where
R
L
= β(1, a) and Z =
L
= γb, both variables are independent (see [116], p. 68).
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CHAPITRE 4
Radial Dunkl Processes : Existence and uniqueness,
Hitting time, Beta Processes and Random Matrices
We begin with the study of some properties of radial Dunkl process associated
to a reduced root system. It is shown that this diffusion is the unique strong
solution for all t ≥ 0 of a SDE with singular drift. Then we study T0, the first hitting
time of the positive chamber : we prove via stochastic calculus an already set result
by Chybiryakov on the finiteness of T0. The second and new part part deals with
the law of T0 for which we compute the tail distribution, as well as some insight
via stochastic calculus on how root systems are connected with eigenvalues of
selfadjoint Brownian matrices, Wishart and matrix Jacobi processes. This gives rise
to the so-called β-processes, referring to the Dyson index, and allow us to recover
well known results from matrix theory. Next, we use determinantal representations
of some special functions to confirm results by Grabiner on BMs in Weyl chambers.
While doing this, we write down the generalized Bessel function for theD-type root
system. It is worth noting that the β-Jacobi goes beyond the Dunkl scope since on
one hand, it involves a non-reduced root system except in the ultraspherical case.
On the other hand, we can associate to it a non-flat positive curvature symmetric
space and an affine Weyl group. Nevertheless, our existence and uniqueness result
remains valid. Finally, we write down its semi group density.
1. Preliminaries
We begin by pointing out some facts on root systems and radial Dunkl pro-
cesses. We refer to [103] for the Dunkl theory, to both [25] and [67] for a back-
ground on root systems and [33], [55] for facts on radial Dunkl processes. Let
(V,<,>) be a finite real Euclidean space of dimension m. A reduced root system
R is a finite set of non zero vectors spanning V such that :
1 R ∩ Rα = {α,−α} for all α ∈ R.
2 σα(R) = R
where σα is the reflection with respect to the hyperplane Hα orthogonal to α :
σα(x) = x− 2< α, x >
< α, α >
α, x ∈ V
A simple system ∆ is a basis of V which induces a total ordering in R. A root α is
positive if it is a positive linear combination of elements of ∆. The set of positive
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roots is called a positive subsystem and is denoted by R+. Note that the choice of
∆ is not unique and that R+ is uniquely determined by ∆. The reflection group
W is the one generated by all the reflections σα for α ∈ R. Recall that W is finite
and the only reflections are of the form σα for α ∈ R. Given a root system R with
associated positive subsytem R+, let C be the positive Weyl chamber defined by :
C := {x ∈ V < α, x >> 0∀α ∈ R+} = {x ∈ V < α, x >> 0∀α ∈ ∆}
and C its closure. One of the most important properties is that the convex cone
C is a fundamental domain, that is each λ ∈ V is conjugate to one and only one
µ ∈ C.
The radial Dunkl process is defined as the C-valued continuous paths Markov
process whose generator is given by :
L u(x) =
1
2
∆u(x) +
∑
α∈R+
k(α)
< α,∇u(x) >
< α, x >
with boundary conditions ∇u(x) · α = 0 for all x ∈ Hα, α ∈ R+, k(α) ≥ 0 is the
multiplicity function (invariant under the action of W ), and u ∈ C2c (C). When
k(α) = 1 for all α ∈ R, we recover the BM constrained to stay in C, studied by
Grabiner ([58]). The semi-group density of X is given by :
(25) pkt (x, y) =
1
cktγ+m/2
e−(|x|
2+|y|2)/2tDWk (x, y)
∏
α∈R+
< α, y >2k(α)
for x, y ∈ C, where γ =∑α∈R+ k(α),
DWk (x, y) :=
∑
w∈W
Dk
(
x√
t
,
wy√
t
)
where Dk denotes the Dunkl kernel and ck is given by the Macdonald-Mehta inte-
gral ([103]). Indeed, as Dk(0, y) = 1 ([103]), one gets
tγ+m/2ck = |W |
∫
C
e−|y|
2/2t
∏
α∈R+
< α, y >2k(α) dy =
∫
Rm
e−|y|
2/2t
∏
α∈R+
| < α, y > |2k(α)dy
since Rm = ∪w∈WwC. DWk (x, y) is known as the generalized Bessel function (up to
the constant |W |). This process is obtained by projecting the Dunkl process valued
in Rm (which has right-continuous and left-limits paths, see [55]) on C. The latter
was already introduced by Ro¨sler ([103],[104]) and then studied by Gallardo and
Yor ([55],[56]) and Chybiryakov ([33]).
To illustrate all these facts and motivate the reader as well, we will provide
some well known examples. We start with the rank one case (m = 1) for which
R = B1 = {±1}. Hence k(α) := k0 ≥ 0 and X is a Bessel process ([101]) of index
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ν = k0 − 1/2. When k0 > 0, it is the unique strong solution of :
dXt = dBt +
k0
Xt
dt, t ≥ 0, X0 = x > 0.
where B is a standard BM. Another well known multivariate example is described
by the Am−1-type root system defined as :
Am−1 = {±(ei − ej) 1 ≤ i < j ≤ m},
with positive and simple systems given by :
R+ = {ei − ej, 1 ≤ i < j ≤ m} ∆ = {ei − ei+1, 1 ≤ i ≤ m}
where (ei)1≤i≤m is the standard basis of Rm. V is the hyperplane of Rm consisting
of vectors that coordinates sum to zero. Without loss of generality, one can take
Rm instead of V so that C = {x ∈ Rm, x1 > · · · > xm}. Besides, there is only one
orbit and k(α) := k1 ≥ 0. Thus, the corresponding radial Dunkl process satisfies :
(26) dX it = dν
i
t + k1
∑
j 6=i
dt
X it −Xjt
1 ≤ i ≤ m, t < τ
with X10 > · · · > Xm0 , where (νi)i are independent Brownian motions and τ is the
first collision time . For strictly positive k1, this process was deeply studied by
Ce´pa and Le´pingle ([27], [28], [29]) : it behaves as m-interacting particles on the
real line with electrostatic repulsions proportional to the inverse of the distance
separating them. Moreover, when k1 = 1, 1/2 respectively, this process evolves like
eigenvalues process of Hermitian (Dyson model) and symmetric Brownian motions
([48], [58]). It was shown in [27] that this SDE has a unique strong solution for all
t ≥ 0 and k1 > 0. When reading the proof in [27], one hopes to extend this result
for any root system since materials used there are not typical for the Am−1-type.
This was the original motivation of this work. Our first result claims that
dXt = dBt −∇Φ(Xt)dt, X0 ∈ C
where Φ(x) = −∑α∈R+ k(α) ln(< α, x >), k > 0 , has a unique strong solution for
all t ≥ 0. At the same time and independently, Chybiryakov and Schapira provide
two other proofs : both authors used well posed martingale problems associated
respectively with the Rm-valued Dunkl and the radial Heckman-Opdam processes
as well as geometric arguments ([33], [99]). The curious reader will wonder what
happens if k(α) = 0 for some α ? The answer is that the same result holds up to
the first hitting time of ∂C, say T0 ([33] p. 37). Next, we are mainly interested in
the tail distribution of T0. Before proceeding, we reprove via stochastic calculus
that T0 <∞ if k(α) < 1/2 for at least one α ∈ R+ (see [33] for the original proof
using local martingales). More precisely, for such an α, we prove that almost surely,
< α,Xt >≤ Yt for all t ≥ 0, where Y is a Bessel process of dimension strictly less
than 2. At this level, other proofs exist for the above results. To our knowledge,
the contents of the remainder of the paper are new. In [33], the author derived
67
absolute-continuity relations which allow us to write the tail distribution of T0
when starting from x ∈ C. A W -invariant analytic x-dependent integral, which
value at 0 is given by a Selberg integral, is involved. As far as we know, though
DWk (x, y) arises as hypergeometric functions for particular root systems (see the
end of [5]), forward computations are sophisticated and hard. More precisely, we
think that it is possible to use the integral formula given in Corollary 2 in [70]
with the integration range 0 < X1t < · · · < Xmt < 1, known as the Macdonald’s
conjecture, then perform limit and sums operations. The matrix cases for which
the Jack parameter equals to = 1, 2 are more handable with the use of properties
of zonal polynomials and Schur functions. However, we think that the approach
adopted here is more elegant since on one hand, it disgards the special values of
the multiplicity function and on the other hand, does not need long hard formulas.
It only relies on some properties picked from Dunkl theory. More precisely, it
will be shown that the x-dependent integral is an eigenfunction of some operator
which involves the generator L and the so-called Euler operator E1. For some
particular root systems, this eigenfunction is identified with some hypergeometric
series. A surprising fact is that the eigenoperator can be expressed in terms of a
Schro¨dinger operator H and its minimal eigenvalue Emin (minimal energy) (see
[103] page 18) :
L − E1 := L −
m∑
i=1
xi∂i = −e|x|2/4(H − Emin)e−|x|2/4
Moreover, (Xt)t≥0 specializes for some values of k to eigenvalues processes of self-
adjoint matrix processes such as symmetric and Hermitian Brownian motions,
Wishart and Laguerre and matrix Jacobi processes. In those cases, computations
can be performed using the action of orthogonal and unitary groups. Indeed, Jack
polynomials fit zonal polynomials and Schur functions when the Jack parameter
equals to 1, 2 respectively (see [86]). The two first ones are identified as Am−1-type
radial Dunkl processes while Wishart and Laguerre processes are related to the
Bm root system. The latter goes beyond the radial Dunkl setting : the reduced
root system Cm in a particular case (ultraspheric) is involved and more gene-
rally, the non reduced system BCm. This connection was deeply investigated in [8]
while identifying special functions associated with root systems with multivariate
hypergeometric series. Among them appear multivariate Gauss hypergeometric
series and Jacobi polynomials ([81]) and these are eigenfunctions of the β-Jacobi
generator. The state space is the so-called principal Weyl alcove which is now a
bounded convex domain and fundamental for the action of the affine Weyl group.
Hence, the process evolves like particles in an interval. Then, we extend the strong
uniqueness Theorem to the Jacobi context. In the remaining part, we derive some
properties : we briefly visit the Brownian motion in the principal Weyl alcove which
corresponds to multiplicities all equal to 1. Then, an analogous result on the finite-
ness of the first hitting time of alcoves walls is obtained using similar computations
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as those for T0. Finally, we derive the semi group density and discuss some open
questions left in [43].
2. Radial Dunkl Process : Existence and Uniqueness of a strong
solution
Theorem 2.1. Let R be a reduced root system. Let :
Φ(x) = −
∑
α∈R+
k(α) ln(< α, x >) :=
∑
α∈R+
k(α)θ(< α, x >), x ∈ C
where k(α) > 0 for all α ∈ R+. Then the SDE
(27) dXt = dBt −∇Φ(Xt)dt, X0 ∈ C
where X is an adapted continuous process valued in C and B is a Brownian motion
in Rm, has a unique strong solution.
Proof : From Theorem 2. 2 in [28], we deduce that :
(28) dXt = dBt −∇Φ(Xt)dt+ n(Xt)dLt, X0 ∈ C
where n(x) is a (unitary) inward normal vector to C at x , L is the boundary
process defined by :
dLt = 1{Xt∈∂C}dLt,
has a unique strong solution for all t ≥ 0. Moreover :
E
[∫ T
0
1{Xt∈∂C}dt
]
= 0(29)
E
[∫ T
0
|∇Φ(Xt)|dt
]
< ∞(30)
for all T > 0. Thus, it remains to prove that the boundary process vanishes. To
proceed, we need two Lemmas.
Remark. Both Lemmas below discard the reducedness of R. In fact, this as-
sumption figures in the definition of the Dunkl process and originates from analytic
purposes like the commutativity of Dunkl operators ([46]).
Lemma 2.1. Set dGt := n(Xt)dLt. Then, ∀α ∈ R+,
1{<Xt,α>=0} < dGt, α >= 0
Proof : The proof is roughly a generalization of the one in [27] for R = Am−1
. In order to convince the reader, we provide an outline. Using the occupation
density formula, we may write (< α,X >≥ 0) :∫ ∞
0
Lat (< α,X >)θ
′
(a)da =< α, α >
∫ t
0
θ
′
(< α,Xs >)ds
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where Lat (< α,X >) is the local time of the real continuous semimartingale <
α,X >. On the other hand, the following inequaliy holds (instead of (2.5) in [27])
for all a ∈ C :
< ∇Φ(x), x− a > =
∑
α∈R+
k(α)θ
′
(< α, x >) < α, x− a >
(1)
≥
∑
α∈R+
k(α)[bαθ
′
(< α, x >)− cα < α, x− a > −dα]
≥ min
α∈R+
(bαk(α))
∑
α∈R+
θ
′
(< α, x >)− |x− a|
∑
α∈R+
k(α)cα|α| −
∑
α∈R+
k(α)dα
:= A
∑
α∈R+
θ
′
(< α, x >)−B|x− a| − C
by Cauchy-Schwarz inequality, where in (1), we used eq. (2.1) in [27] : let g be
a convex C1-function on an open convex set D ⊂ Rm, then ∀a ∈ D, there exist
b, c, d > 0 such that for all x ∈ D :
< ∇g(x), x− a >≥ b|∇g(x)| − c|x− a| − d
Note also that A > 0 since bαk(α) > 0 for all α ∈ R+. Then, the continuity of X,
(30) and the inequality above yield :∫ t
0
θ
′
(< α,Xs >)ds <∞
which implies that : ∫ ∞
0
Lat (< α,X >)θ
′
(a)da <∞
Thus, L0t (< α,X >) = 0 since the function a 7→ θ′(a) is not integrable at 0. The
next step consists in using Tanaka formula to compute dZt :=< α,Xt > −(<
α,Xt >)
+ for α ∈ ∆ :
dZt = 1{<α,Xt>=0} < α, dBt > −1{<α,Xt>=0} < α,∇Φ(Xt) > dt+1{<α,Xt>=0} < α, dGt >
It is obvious that the second term vanishes. The first vanishes too since it is a
continuous local martingale with null bracket (occupation density formula). As
Xt ∈ C, then dZt = 0 a.s. which gives the result. 
Lemma 2.2. Let x ∈ ∂C. Then < n(x), α >6= 0 for some α ∈ ∆ such that
< x, α >= 0.
Proof : Let us assume that < n(x), α >= 0 for all α ∈ ∆ such that < x, α >=
0. Then, our assumption implies that < x, α >> 0 for all α ∈ ∆ such that
< n(x), α >6= 0. If < n(x), α >< 0 for these simple roots, then x− n(x) ∈ C. By
the virtue of the definition of the inward normal n(x) to C at x, i. e,
(31) < x− a, n(x) >≤ 0, ∀a ∈ C,
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it follows that n(x) is the null vector which is not possible. Otherwise, choosing :
0 <  < min
α/<n(x),α>>0
< x, α >
< n(x), α >
we claim that a := x− n(x) ∈ ∂C. Arguing as before, we are done. 
Now we proceed to end the proof of the Theorem. Note first that ∂C = ∪α∈∆Hα
so that :
1{Xt∈∂C}dLt ≤
∑
α∈∆
1{<Xt,α>=0}dLt.
If Xt ∈ Hα for one and only one α ∈ ∆. Then, n(Xt) = α/||α|| and Lemma 2.1
gives
1{<Xt,α>=0} < dGt, α >= 1{<Xt,α>=0}||α||dLt = 0
Hence, the boundary process vanishes. More generally, we can use the inequality
above and write
0 ≤ Lt ≤
∑
α∈∆
∫ t
0
1{<Xs,α>=0}1{<n(Xs),α> 6=0}dLs
=
∑
α∈∆
∫ t
0
1{<n(Xs),α> 6=0}
1
< n(Xs), α >
1{<Xs,α>=0} < dGs, α >= 0
by Lemma 2.1. 
Remark. When m = 1, (Xt)t≥0 is a Bessel process of dimension δ = 2k0 + 1
and k0 > 0 ⇔ δ > 1. It is well known that the local time vanishes (see Ch. XI in
[101]) which fits our result.
3. Finiteness of the first hitting time of the Weyl chamber
Let T0 := inf{t > 0, Xt ∈ ∂C} be the first hitting time of the Weyl chamber.
It was shown in [33] (see p. 30) that T0 = ∞ almost surely if k(α) ≥ 1/2 for all
α ∈ R+. In [28], where R = Am−1 and T0 = inf{t > 0, X it = Xjt for some (i, j)},
authors showed that T0 <∞ a.s. if and only if 0 < k1 < 1/2. More generally, the
following holds (see [33] p. 75 for the original proof) :
Proposition 3.1. Let α0 ∈ ∆ and Tα0 := inf{t > 0, < α0, Xt >= 0} such
that T0 = infα0∈∆ Tα0. If 0 < k(α0) < 1/2, then (< α0, Xt >)t≥0 hits almost surely
0. In particular, T0 < Tα0 <∞ a. s.
Proof : assume k(α) > 0 for all α ∈ R and let α0 ∈ ∆. Our scheme is roughly
the same as that used in [28], thus we shall show that the process < α0, X > is
almost surely less than or equal to a Bessel process with dimension 2k(α0) + 1.
The result follows from the fact that 2k(α0) + 1 < 2 when k(α) < 1/2. For this,
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we use the SDE (27). For all t ≥ 0,
d < α0, Xt > = ||α0||dγt +
∑
α∈R+
k(α)
< α, α0 >
< α,Xt >
dt
= ||α0||dγt + k0 ||α0||
2
< α0, Xt >
dt+
∑
α∈R+\α0
k(α)
< α, α0 >
< α,Xt >
dt
where k0 is the value of k(α0) corresponding to the conjugacy class of α0. Set
R = ∪pj=1Rj
where Rj, 1 ≤ j ≤ p denote the conjugacy classes of R under the W -action, then
R+ = ∪pi=1Rj+
so that :
d < α0, Xt >= ||α0||dγt + k0 ||α0||
2
< α0, Xt >
dt+
p∑
j=1
kj
∑
α∈Rj+\α0
< α, α0 >
< α,Xt >
dt
For a conjugacy class Rj and α ∈ Rj, if < α, α0 >= a(α) > 0 then, it is easy to
check that < σ0(α), α0 >= −a(α) where σ0 is the reflection with respect to the
orthogonal hyperplane Hα0 defined by :
σ0(x) = x− 2 < x, α0 >
< α0, α0 >
α0
Note that σ0(α) belongs to the same conjugacy class of α and that σ0(α) ∈ R+ for
α ∈ R+ \ α0. Indeed, σ0(R+ \ α0) = R+ \ α0 for all α0 ∈ ∆ (see Proposition 1. 4
in [67]). Hence,
d < α0, Xt >= ||α0||dγt+k0 ||α0||
2
< α0, Xt >
dt−
p∑
j=1
kj
∑
α∈Rj+\α0
a(α)>0
a(α) < α− σ0(α), Xt >
< α,Xt >< σ0(α), Xt >
dt
Furthermore,
α− σ0(α) = 2 < α, α0 >
< α0, α0 >
α0 ⇒ < α− σ0(α), Xt >= 2a(α)< α0, Xt >||α0||2
Consequently, one gets :
d < α0, Xt >= ||α0||dγt + k0 ||α0||
2
< α0, Xt >
dt+ Ft dt
where Ft < 0 on {Tα0 =∞}. Using the comparison Theorem in [71] (Proposition
2. 18. p. 293 and Exercice 2. 19. p. 294), one claims that < α0, Xt >≤ Y x||α0||2t
for all t ≥ 0 on {Tα0 = ∞}, where Y x is a Bessel process defined on the same
probability space with respect to the same Brownian motion, of dimension 2k0+1
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and starting at Y0 = x ≥< α0, X0 >> 0. This is not possible since a Bessel process
of dimension < 2 hits 0 a. s. ([101] Chap. XI) 
Remark. If we remove the assumption k(α) > 0 for all α ∈ R, then the SDE
(27) can be solved up to time T0 when starting from x ∈ C (see [33]).
4. The law of T0
Here, we focus on the tail distribution of T0 deduced from absolute continuity
relations derived in ([33]). Recall that (see [33]) the index of X is defined by
l(α) := k(α) − 1/2. The last result asserts that if −1/2 < l(α) < 0 for some
α ∈ ∆, then T0 < ∞ almost surely. Besides, if l(α) ≥ 0 for all α ∈ ∆ then
T0 = ∞ almost surely. Taking into account these statements, two major parts
are considered : l(α) ≥ 0 for all α ∈ R so that the process with index −l hits
0 almost surely, and l(α) < 0 for at least one α. The tail distribution involves a
W -invariant x-dependent integral. Our line of thinking relies on showing that it is
an eigenfunction of an appropriate differential operator. Then, using uniqueness
results for some differential equations, the tail distribution is written in Am−1 and
Bm cases by means of multivariate hypergeometric functions. In the last case, we
recover known results from matrix theory for Wishart and Laguerre processes.
However, we find it better to postpone this in the next section where links with
eigenvalues of matrix-valued processes are detailed.
4.1. A first formula. Let us denote by P lx the law of (Xt)t≥0 starting from
x ∈ C. Let Elx be the corresponding expectation. Recall that ([33], Proposition
2.15.c), if l(α) ≥ 0∀α ∈ R+, then :
P−lx (T0 > t) = E
l
x

 ∏
α∈R+
< α,Xt >
< α, x >
−2l(α)

=
∏
α∈R+
< α, x >2l(α)
e−|x|
2/2t
cktγ+m/2
∫
C
e−|y|
2/2tDWk (
x√
t
,
y√
t
)
∏
α∈R+
< α, y > dy
=
∏
α∈R+
< α, x >2l(α)
e−|x|
2/2t
cktγ
′
∫
C
e−|y|
2/2DWk (
x√
t
, y)
∏
α∈R+
< α, y > dy
:=
∏
α∈R+
< α, x >2l(α)
e−|x|
2/2t
cktγ
′ g
(
x√
t
)
where γ =
∑
α∈R+ k(α) and γ
′ = γ − |R+|/2.
Though DWk is given by hypergeometric functions in the special cases Am−1 and
Bm (see the end of [5]), the Jack polynomials defining them prevent us from making
computations. However, this may be possible when these polynomials fit, for some
values of k, Zonal polynomials and Schur functions (see [86] for definitions). Our
73
main result does not make these restrictions and uses some properties of the Dunkl
kernel Dk :
Theorem 4.1. Let Ti be the i-th difference Dunkl operator and ∆k =
∑m
i=1 T
2
i
the Dunkl Laplacian ([103]). Define :
J xk := −∆xk +
m∑
i=1
xi∂
x
i := −∆xk + Ex1
where Ex1 :=
∑m
i=1 xi∂
x
i is the Euler operator and the superscript indicates the
derivative action. Then
J xk
[
e−|y|
2/2DWk (x, y)
]
= Ey1
[
e−|y|
2/2DWk (x, y)
]
Proof : Recall that if f is W -invariant then T xi f = ∂
x
i f and that T
x
i Dk(x, y) =
yiDk(x, y) (see [103]). Then, on one hand :
∆xkD
W
k (x, y) =
∑
w∈W
m∑
i=1
(wy)iT
x
i Dk(x,wy) =
∑
w∈W
m∑
i=1
(wy)2iDk(x,wy)
=
m∑
i=1
y2i
∑
w∈W
Dk(x,wy) := p2(y)D
W
k (x, y)
On the other hand :
Ex1D
W
k (x, y) =
∑
w∈W
m∑
i=1
xiT
x
i Dk(x,wy) =
∑
w∈W
m∑
i=1
(xi)(wy)iDk(x,wy)
=
∑
w∈W
< x,wy > Dk(x,wy) =
∑
w∈W
< w−1x, y > Dk(x,wy)
= Ey1D
W
k (x, y)
where the last equality follows from Dk(x,wy) = Dk(w
−1x, y) since Dk(wx,wy) =
Dk(x, y) for all w ∈ W . The result follows from an easy computation.
Corollary 4.1. g is an eigenfunction of −Jk corresponding to the eigenvalue
m+ |R+|.
74
Proof : Theorem 1 and an integration by parts give :
−J xk g(x) = −
∫
C
Ey1
[
e−|y|
2/2DWk (x, y)
] ∏
α∈R+
< α, y > dy
= −
m∑
i=1
∫
C
yi
∏
α∈R+
< α, y > ∂yi
[
e−|y|
2/2DWk (x, y)
]
dy
=
m∑
i=1
∫
C
e−|y|
2/2DWk (x, y)∂i
yi ∏
α∈R+
< α, y >
 dy
=
∫
C
e−|y|
2/2DWk (x, y)
∏
α∈R+
< α, y >
m∑
i=1
1 + ∑
α∈R+
αiyi
< α, y >
 dy
and the proof ends by summing over i. 
– The Am−1 case : as mentioned in the introduction, the Am−1-type root system
is characterized by :
R = {±(ei − ej), 1 ≤ i < j ≤ m} R+ = {ei − ej, 1 ≤ i < j ≤ m}
∆ = {ei − ei+1, 1 ≤ i ≤ m} C = {y ∈ Rm, y1 > y2 > · · · > ym}
W = Sm is the permutations group and there is one conjugacy class so that
k = k1 > 0⇒ γ = k1m(m− 1)/2. Moreover, the generalized Bessel function
1 is given by ([5] p. 212-214, [30]) :
1
|W |D
W
k (x, y) = 0F
(1/k1)
0 (x, y) :=
∞∑
p=0
∑
τ
J
(1/k1)
τ (x)J
(1/k1)
τ (y)
J
(1/k1)
τ (1)p!
where τ = (τ1, . . . , τm) is a partition of weight |τ | = p and length m, J (1/k1)τ
is the Jack polynomial of Jack parameter 1/k1
2, (see [5], [86]). Hence, letting
V to be the Vandermonde function :
P−lx (T0 > t) = V (x)
2k0−1 |W |e−|x|
2/2t
cktk0m(m−1)/2
∫
C
e−|y|
2/2
0F
(1/k0)
0 (
x√
t
, y)V (y)dy
Besides, Jk writes on W -invariant functions
−J xk = Dx0 − Ex1 :=
m∑
i=1
∂2,xi + 2k1
∑
i6=j
1
xi − xj ∂i −
m∑
i=1
xi∂
x
i
1Authors use the change of variable x 7→ √2x, y 7→ √2y to fit the hypergeometric function
obtained when deriving the generating function for Hermite polynomials. This in turn will modify
the eigenoperator by a multiplying constant (see p. 183).
2With the same notations in [5], k1 = 2/α. This can be seen either from the eigenoperator
below or from the orthogonality weight function involved in the semi group density.
75
Finally, since g is W -invariant, then
(Dx0 − Ex1 ) g(x) = m
m+ 1
2
g(x),
g(0) =
∫
C
e−|y|
2/2V (y)dy =
1
m!
∫
Rm
e−|y|
2/2|V (y)|dy
Let us recall that the Gauss hypergeometric function
2F
(1/k1)
1 (e, b, c, z) =
∞∑
p=0
∑
τ
(e)τ (b)τ
(c)τ
J
(1/k1)
τ (z)
p!
is the unique symmetric eigenfunction that equals to 1 at 0 of (see [8] p. 585)
(32)
m∑
i=1
zi(1−zi)∂2,zi +2k1
∑
i6=j
zi(1− zi)
zi − zj ∂
z
i+
m∑
i=1
[c− k1(m− 1)− (e+ b+ 1− k1(m− 1)) zi] ∂zi
associated to the eigenvaluemeb. Letting z = (1/2)(1−x/√b), e = (m+1)/2
and
c = k1(m− 1) + 1
2
[e+ b+ 1− k1(m− 1)] = b
2
+
k1
2
(m− 1) + m+ 3
4
the resulting function is an eigenfunction of
m∑
i=1
(1− x
2
i
b
)∂2,xi + 2k1
∑
i6=j
(1− x2i /b)
xi − xj ∂
x
i −
m∑
i=1
(b+
m+ 3
2
− k1(m− 1))xi
b
∂xi
and Dx0 − Ex1 is the limiting operator as b tends to infinity. Hence,
Proposition 4.1. For k1 ≥ 1/2,
g(x) = g(0)C(m, k1) lim
b→∞ 2
F
(1/k1)
1
[
m+ 1, b,
b
2
+
k1
2
(m− 1) + m+ 3
2
,
1
2
(
1− x√
b
)]
where
C(m, k1)
−1 = lim
b→∞ 2
F
(1/k1)
1
(
m+ 1, b,
b
2
+
k1
2
(m− 1) + m+ 3
2
,
1
2
)
– The Bm case : This root system is defined by
R = {±ei,±ei ± ej, 1 ≤ i < j ≤ m} R+ = {ei, 1 ≤ i ≤ m, ei ± ej, 1 ≤ i < j ≤ m}
∆ = {ei − ei+1, 1 ≤ i ≤ m, em} C = {y ∈ Rm, y1 > y2 > · · · > ym > 0}
The Weyl group is generated by transpositions and ” change sign” reflections
(xi 7→ −xi) and there are two conjugacy classes so that k = (k0, k1) ⇒ γ =
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mk0+m(m−1)k1. The generalized Bessel function3 is given by ([5] p. 214) :
1
|W |D
W
k (x, y) = 0F
(1/k1)
1 (k0 + (m− 1)k1 +
1
2
,
x2
2t
,
y2
2t
)
where
0F
(1/k1)
1 (c, x, y) =
∞∑
p=0
∑
τ
(c)τ
J
(k1)
τ (x)J
(1/k1)
τ (y)
J
(1/k1)
τ (1)p!
and (c)τ :=
∏m
i=1(c− k1(i− 1))τi is the generalized Pochammer symbol (see
[5]). Then, one has :
g(x) = |W |
∫
C
e−|y|
2/2
0F
(1/k1)
1 (k0 + (m− 1)k1 +
1
2
,
x2
2
,
y2
2
)
m∏
i=1
(yi)V (y
2)dy
The eigenoperator writes on W -invariant functions :
−J xk =
m∑
i=1
∂2,xi + 2k0
m∑
i=1
1
xi
∂xi + 2k1
∑
i6=j
[
1
xi − xj +
1
xi + xj
]
∂xi − Ex1
−J xk g(x) = m(m+ 1)g(x), g(0) =
1
2mm!
∫
Rm
e−|y|
2
m∏
i=1
|yi||V (y2)|dy.
A change of variable xi =
√
2yi shows that u(y) := g(
√
2y) satisfies
−J˜ yk u(y) = m
(m+ 1)
2
u(y), g(0) = u(0)
−J˜ yk =
m∑
i=1
yi∂
2,y
i + 2k1
∑
i6=j
yi
yi − yj ∂
y
i +
(
k0 +
1
2
) m∑
i=1
∂yi − Ey1 .
which implies that :
u(y) = u(0)1F
(1/k1)
1 (
m+ 1
2
, k0 + (m− 1)k1 + 1
2
, y)
where
1F
(1/k1)
1 (b, c, z) =
∞∑
p=0
∑
τ
(b)τ
(c)τ
J
(1/k1)
τ (z)
p!
This can be seen from the differential equation (32) and using ([5]) :
lim
e→∞ 2
F
(1/k1)
1 (e, b, c,
z
e
) = 1F
(1/k1)
1 (b, c, z)
3there is an erroneous sign in one of the arguments in [5]. Moreover, to recover this expression
in the Bm case from that given in [5], one should make substitutions a = k0−1/2, k1 = 1/α, q =
1 + (m− 1)k1. We point to the reader that this is different from the one used in [30] p. 121.
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Finally
g
(
x√
t
)
= g(0)1F
(1/k1)
1 (
m+ 1
2
, k0 + (m− 1)k1 + 1
2
,
x2
2t
)
Hence, the tail distribution is given by :
Proposition 4.2. For k0, k1 ≥ 1/2,
P−lx (T0 > t) = Ck
m∏
i=1
(
x2i
2t
)k0−1/2(
V
(
x2
2t
))2k1−1
e−|x|
2/2t
1F
(1/k1)
1 (
m+ 1
2
, k0+(m−1)k1+1
2
,
x2
2t
)
Remark. 1/Adopting the notations used in [5], one has :
−J˜ yk = Dy1 + (a+ 1)Ey0 − Ey1 (R = Bm, y = x2),
Besides, Theorem 4.1 was derived there differently for both Am−1 and Bm
cases when proving a generating function Theorem for generalized Hermite
and Laguerre polynomials (page 183 and 192, see also [30]).
4.2. A second formula. In [33] (see Proposition 2.15.b), the author derived
another absolute-continuity relation from which we deduce that if l(α) < 0 for at
least one α ∈ R+, then
P lx(T0 > t) = E
0
x
 ∏
α∈R+
(
< α,Xt >
< α, x >
)l(α)
exp
−1
2
∑
α,γ∈R+
∫ t
0
< α, γ > l(α)l(γ)
< α,Xs >< γ,Xs >
ds

= Erx
 ∏
α∈R+
(
< α,Xt >
< α, x >
)l(α)−r(α)
exp
−1
2
∑
α,γ∈R+
∫ t
0
< α, γ > l(α, γ)
< α,Xs >< γ,Xs >
ds

where the last equality follows from part (c) of the same Proposition, l(α, γ) =
l(α)l(γ)− r(α)r(γ) and
r(α) =
{
l(α) if l(α) ≥ 0
−l(α) if l(α) < 0
Then l(α, γ) = 0 if l(α)l(γ) ≥ 0 and l(α, γ) = −2r(α)r(γ) else. As a result,
P lx(T0 > t) = E
r
x
 ∏
α∈R+
l(α)<0
(
< α, x >
< α,Xt >
)2r(α)
exp
 ∑
α,γ∈R+
l(α)l(γ)<0
∫ t
0
< α, γ > r(α)r(γ)
< α,Xs >< γ,Xs >
ds


Next, note that the exponential functional equals 1 for both root systems Am−1
and Bm. For the first, it is obvious since R consists of one orbit so that {α, γ ∈
R+, l(α)l(γ) < 0} is empty. This gives the same expression already considered in
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the previous subsection. For the second, writing R+ = {ei, 1 ≤ i ≤ m} ∪ {ej ±
ek, 1 ≤ j < k ≤ m} so that < ei, ej ± ek >= δij ± δik gives
S =
m∑
i=1
∑
i<k
1
X it
[
1
X it −Xkt
+
1
X it +X
k
t
]
+
m∑
i=1
∑
k<i
1
X it
[ −1
Xkt −X it
+
1
Xkt +X
i
t
]
=
m∑
i=1
∑
i<k
2
(X it)
2 − (Xkt )2
−
m∑
i=1
∑
k<i
2
(Xkt )
2 − (X it)2
= 0
where S stands for the sum between brackets. The reader can also check that
this holds for Cm and Dm root systems (see the end of the paper for definitions).
However, we restrict ourselves to the Bm -case since, for particular values of the
multiplicity function, we will recover a known result from matrix theory (see next
section). Let us investigate the case k0 < 1/2, k1 ≥ 1/2 for which l0 < 0, l1 ≥ 0.
One writes :
g(x) =
∫
C
e−|y|
2/2DWk (x, y)
m∏
i=1
(yi)V
2k1(y2)dy
The machinery used before still applies and gives :
−Jkg = 2m[1 + k1(m− 1)]g
Thus
Proposition 4.3. In the Bm case and for k0 < 1/2, k1 ≥ 1/2, one has :
P lx(T0 > t) = Ck
m∏
i=1
(
x2i
2t
)k0−1/2
e−|x|
2/2t
1F
(1/k1)
1 (1+k1(m−1), k0+(m−1)k1+
1
2
,
x2
2t
)
In the remaining case k0 ≥ 1/2, k1 < 1/2, the tail distribution writes :
g(x) =
∫
C
e−|y|
2/2DWk (x, y)
m∏
i=1
(yi)
2k0V (y2)dy
Thus
−Jkg = m[2k0 +m]g
so that
Proposition 4.4. For k0 ≥ 1/2, k1 < 1/2,
P lx(T0 > t) = CkV
(
x2
2t
)2k1−1
e−|x|
2/2t
1F
(1/k1)
1 (k0 +
m
2
, k0 + (m− 1)k1 + 1
2
,
x2
2t
)
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5. β-processes and random matrices
In the sequel, we will see how eigenvalues of some classical matrix-valued pro-
cesses and radial Dunkl processes are interelated using SDE. This connection was
already checked by physicists throughout eigenvalues probability densities and
Fokker-Planck equations for parameter-dependent random matrices ([30]). As we
mentioned in the introduction, the Am−1-type is connected to symmetric and Her-
mitian Brownain motions. Set k := β/2, β > 0, then such a process will be called
β-Dyson, referring to the Dyson model when β = 2. This parameter is called the
Dyson index. Henceforth, we will adopt new notation for the eigenvalues process,
we wil write λ instead of X.
5.1. The Bm-type : β-Laguerre processes. The Bm system turns out to
be related to eigenvalues of Wishart and Laguerre processes which satisfy the
following stochastic differential system (see [19],[37]) :
dλi(t) = 2
√
λi(t) dνi(t) + β
[
δ +
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
dt 1 ≤ i ≤ m.
for β = 1, 2 and δ ≥ m+ 1,m respectively, where (νi)i are independent Brownian
motions and λ1(0) > · · · > λm(0). Recall that the process remains strictly positive
if it is initially strictly positive. This suggests to define the β-Laguerre process as
the solution, when it exists, of :
dλi(t) = 2
√
λi(t) dνi(t)+β
[
δ +
∑
k 6=i
λi(t) + λk(t)
λi(t)− λk(t)
]
dt 1 ≤ i ≤ m, t < τ∧R0,
where R0 = inf{t, λm(t) = 0}, β, δ > 0 and with λ1(0) > · · · > λm(0) > 0. It is
very easy to see that :
dDt := d
(
m∏
i=1
λi(t)
)
= 2Dt
√√√√ m∑
i=1
1
λi(t)
dB˜t + β(δ −m+ 1)Dt
m∑
i=1
1
λi(t)
dt
for all t < τ ∧R0 where B˜ is a standard Brownian motion. It follows that ∀ r ∈ R :
d(ln(Dt)) = 2
√√√√ m∑
i=1
1
λi(t)
dB˜t + [β(δ −m) + β − 2]
m∑
i=1
1
λi(t)
dt
d(det(Dt)
r) = Mt + r[β(δ −m+ 1) + 2r − 2]Drt
m∑
i=1
1
λi(t)
dt
where Mt = 2rD
r
t
√∑m
i=1 1/λi(t)dB˜t. From these two SDE, we can argue as in
the Wishart and Laguerre cases that R0 > τ a.s. when δ ≥ m − 1 + 2/β (choose
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2r = 2− β(δ −m+ 1) < 0 when δ > m− 1 + 2/β then use McKean’s argument).
Set ri :=
√
λi, then, for t < τ ∧R0 :
dri(t) = dνi(t) +
1
2ri(t)
[
βδ − 1 + β
∑
j 6=i
r2i + r
2
j
r2i − r2j
]
dt
= dνi(t) +
β(δ −m+ 1)− 1
2ri(t)
dt+
β
2
∑
j 6=i
[
1
ri(t)− rj(t) +
1
ri(t) + rj(t)
]
dt
= dνi(t) +
k0
ri(t)
dt+ k1
∑
j 6=i
[
1
ri(t)− rj(t) +
1
ri(t) + rj(t)
]
dt
with 2k0 = β(δ −m+ 1)− 1, 2k1 = β. Consequently, the process r = (r1, . . . , rm)
defined for all t < τ ∧ R0 is a Bm-radial Dunkl process. Using Theorem 2.1, one
claim that the SDE above has a unique strong solution for all t ≥ 0 and all β, δ
such that k0, k1 > 0. This strengthen results from matrix theory : in the Wishart
setting (β = 1), the strong uniqueness holds for δ > m and in the Laguerre case
(β = 2), it holds for δ > m− 1/2. Besides, the generalized Bessel function is given
by ([5])4 :
1
|W |
∑
w∈W
Dk(x,wy) = 0F
(2/β)
1 (
βδ
2
,
x2
2
,
y2
2
) :=
∞∑
p=0
∑
τ
(
βδ
2
)
τ
J
(2/β)
τ (x2/2)J
(2/β)
τ (y2/2)
J
(2/β)
τ (1m)p!
so that (25) writes
(33) pk0,k1t (x, y) =
|W |
cktγ+m/2
e−(|x|
2+|y|2)/2t
0F
(2/β)
1 (
βδ
2
,
x2
2t
,
y2
2t
)
m∏
i=1
(yi)
2k0V 2k1(y2)dy
where V stands for the Vandermonde function. Using the variable change y 7→ √y,
the semi-group density of the β-Laguerre process writes :
qk0,k1t (x, y) =
Ck0,k1
tγ+2k1+m/2
e−(
Pm
i=1(xi+yi)/2t)
0F
(2/β)
1 (
βδ
2
,
x
2t
,
y
2t
)
m∏
i=1
(yi)
k0−1/2V 2k1(y)dy
For x = 0 and t = 1, we recover the same p.d.f. given in [45] for β-Laguerre
ensemble.
Remarks. 1/ Recall that for all α ∈ R, we set l(α) = k(α) − 1/2. Hence, in
the Bm-case, l0 = k0−1/2, l1 = k1−1/2. For −l, all corresponding parameters will
be primed. For instance, −l0 = k′0−1/2, −l1 = k′1−1/2. Let us consider a Wishart
process of dimension δ′ such that m−1 ≤ δ′ < m+1 ([19]), k′1 = 1/2 (β′ = 1) and
k′0 = (δ
′−m)/2⇒ −l1 = 0, −l0 = (δ′−m−1)/2 < 0. Set δ′ = m+1−2ν, 0 < ν <
4With the same notations used in [5], one has βa′/2 = k0, a = k0− 1/2, β = 2/α⇒ a+ q =
βδ/2.
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1/2, then, l1 = 0, l1 = ν ⇒ k1 = 1/2 (β = 1) and k0 = ν + 1/2 (δ = m + 1 + 2ν).
Results of 4.1 writes :
P−lx (T0 > t) = Ck
m∏
i=1
(
x2i
2t
)ν
e−|x|
2/2t
1F
(2)
1 (
m+ 1
2
,
δ
2
,
x2
2t
)
which fits the expression already derived in [40]. When k′0 = k
′
1 = 0 (−l0 = −l1 =
−1/2), then k0 = k1 = 1(β = 2, δ = m + 1/2) and the Jack polynomials fits the
Schur functions (see [86]). In that case, the following representation holds ([62])
1F
(1)
1 (a, b, z) =
det(zm−ji 1F1(a− j + 1, b− j + 1, zi)1≤i,j≤m
V (z)
where 1F1 denotes the univariate hypergeometric function. Hence, the tail distri-
bution writes :
P−lx (T0 > t) = Ck det
[(
x2i
2t
)m−j+1/2
e−x
2
i /2t
1F1(
m+ 1
2
− j + 1,m− j + 3
2
,
x2i
2t
)
]
1≤i,j,≤m
The corresponding process is the Brownian motion in the Weyl chamber of B-type.
For Laguerre processes ([37]) of dimension δ such thatm−1/2 ≤ δ < m, one should
apply results derived in section 4.2. Take k′1 = 1 (β
′ = 2) and k′0 = δ
′−m+1/2⇒
l1 = 1/2, l0 = δ
′ − m := −ν with 0 < ν < 1/2. Thus r1 = 1/2, r0 = ν ⇒ k1 =
1 (β = 2) and k0 = ν + 1/2 (δ = m+ ν) so that :
P lx(T0 > t) = Ck
m∏
i=1
(
x2i
2t
)ν
e−|x|
2/2t
1F
(1)
1 (m, δ,
x2
2t
)
2/Recall that when β = 2, 0F
(1)
1 has a determinantal representation (see [62])
yielding to Ko¨nig and O’Connell result on the V -transform ofm-independent squa-
red Bessel processes (BESQs) constrained never to collide (or stay in the Am−1-
type Weyl chamber, see [78]). Similar results holds for Am−1-type root system with
Brownian motions instead of BESQs. Nevertheless, when k0 = k1 = 1 (β = 2, δ =
m + 1/2), a similar interpretation involving m- independent Brownian motions
killed when they reaches 0 holds. However, the Vandermonde function may be
replaced by the product over positive roots. In this case, the eigenvalues process
is known as the BM in the Weyl chamber of type Bm (see [58] for further details
and other root systems). Since γ = m2 and from ([62], [37]) :
rF
(1)
s ((m+ai)1≤i≤r, (m+bj)1≤j≤s, x, y) =
det[rFs((ai + 1)1≤i≤r, (bj + 1)1≤j≤s, xlyf )]l,f
V (x)V (y)
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(33) transforms to :
p1,1t (x, y) = Cm
h(y)
h(x)
e−(|x|
2+|y|2)/2t
tm/2
m∏
i,j=1
(xiyj
t
)
det
[
0F1
(
1
2
+ 1,
(xiyj)
2
4t2
)]
i,j
= Cm
h(y)
h(x)
e−(|x|
2+|y|2)/2t
tm/2
det
[
xiyj
t
0F1
(
3
2
,
(xiyj)
2
4t2
)]
i,j
where h is the product over positive roots. Besides, the following holds (see [22]) :
0F1(
3
2
, z) =
C
2
√
z
sinh(2
√
z).
Thus,
p1,1t (x, y) = Cm
h(y)
h(x)
1
(2pit)m/2
e−(|x|
2+|y|2)/2t det
[
sinh
(xiyj
t
)]
i,j
=
h(y)
h(x)
det [Nt(yj − xi)−Nt(yj + xi)]i,j
where Nt(u) = (1/
√
2pit)e−u
2/2t, which fits Grabiner’s result ([58] page 186). This
is in agreement with the generator since ∆h = 0 ([58]) and
L f = ∆f + Γ(log h, f) = ∆f +
m∑
i=1
∂i(log h)∂if,
where Γ is the so-called ”ope´rateur du carre´ du champ” (see [101] Chap. VIII).
Besides, for m = 1, r is a Bessel process of dimension 2δ = 3 and the expression
inside the determinant in the second line is exactly the semi-group of the Brownian
motion killed when it reaches 0 (see [101] p. 87).
5.2. Generalized Bessel function in the Dm case. In the classification
of root systems, the Am−1 and Bm are known to be ”irreducible” and both of
them correspond to some matrix processes. Another one, yet with no underlying
matrices, is the Dm root system defined by (see [67] p. 42)
R = {±ei ± ej, 1 ≤ i < j ≤ m}, R+ = {ei ± ej, 1 ≤ i < j ≤ m}
There is one conjugacy class so that k(α) = k1. Grabiner’s result reads for the
Brownian motion in the Weyl chamber of Dm-type (k1 = 1) :
p1t (x, y) =
V (y2)
V (x2)
det[Nt(yi − xj)−Nt(yi + xj)] + det[Nt(yi − xj) +Nt(yi + xj)]
2
=
Cm
tγ+m/2
e−(|x|
2+|y|2)/2tdet [sinh(xiyj/t)] + det [cosh(xiyj/t)]
V (x2/4t2)V (y2)
V 2(y2)
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where γ = m(m− 1). The second term in the sum involves the transition density
of a reflected Brownian motion (|B|, see [101] p. 81). A natural way to interpret
the announced formula is that the Weyl chamber is given by :
C = {x ∈ Rm, x1 > · · · > xm−1 > |xm|},
so that C fits the Bm-Weyl chamber when xm > 0, otherwise, it is its conju-
guate with respect to sem since this simple reflection acts only on xm and retains
the others. With the help of the determinantal formula used before ([62], [37]),
0F1(
3
2
, z) = C sinh(2
√
z)/
√
z and 0F1(1/2, z) = cosh(2
√
z) ([22]), one writes :
p1t (x, y) =
e−(|x|
2+|y|2)/2t
cktγ+m/2
[
m∏
i=1
(xiyi
2t
)
0F
(1)
1
(
m+
1
2
,
x2
2t
,
y2
2t
)
+ 0F
(1)
1
(
m− 1
2
,
x2
2t
,
y2
2t
)]
V 2(y2)
With regard to (25) and setting q = 1 + (m− 1)k1, it is natural to prove that :
Proposition 5.1.
1
|W |
∑
w∈W
Dk(x,wy) =
m∏
i=1
(xiyi
2
)
0F
(1/k1)
1
(
q +
1
2
,
x2
2
,
y2
2
)
+0F
(1/k1)
1
(
q − 1
2
,
x2
2t
,
y2
2t
)
.
Proof : it relies on the following characterization ([103]) : given a reduced
root system R with finite reflection group W , DWk (x, ·) is the unique W -invariant
function valued 1 at x = 0 satisfying ∆kD
W
k (x, ·) = |x|2DWk (x, ·). It is easy to see
that the function above is W -invariant since W is the semi-direct product of the
symmetric group Sm and (Z/2Z)m−1 acting by even sign changes. However, it is
not for the finite reflection group associated to the Bm root system due to the term
multiplying the first hypergeometric series. In the Dm case, the Dunkl Laplacian
writes on W -invariant functions :
∆k =
m∑
i=1
∂2i + 2k1
∑
i6=j
[
1
yi − yj +
1
yi + yj
]
∂i
Let :
f(x, y) = 0F
(1/k1)
1
(
q +
1
2
,
x2
2
,
y2
2
)
g(x, y) = 0F
(1/k1)
1
(
q − 1
2
,
x2
2
,
y2
2
)
,
d(x, y) =
m∏
i=1
(xiyi/2)
considered as functions of the variable y such that the generalized Bessel function
is proportional to df + g and ∆k[df + g] = ∆k(df) + ∆k(g). Recall that :
1
|W |
∑
w∈W
D
(Bm)
k (x,wy) = 0F
(1/k1)
1 (k0 −
1
2
+ q,
x2
2
,
y2
2
)
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Note also that ∆k is a particular case of the Dunkl Laplacian considered for the
Bm root system when k0 = 0. As a result
∆kg(x, y) = ∆
(Bm)
k (k0 = 0)
[
1
|W |
∑
w∈W
D
(Bm)
k (x,wy)
]
=
1
|W | < x, x > g(x, y)
For the remaining term, note that both d and f are W -invariant. Write ∆k =∑m
i=1 T
2
i , where Ti is the difference Dunkl operator (see [103] p. 5). Then using
(see [103] p. 6), one has the derivation formula Ti(df) = dTi(f) + fTi(d). It gives
that
∆k(df) = d∆k(f) + f∆k(d) + 2
m∑
i=1
(Ti(d))(Ti(f))
Moreover, Ti(d) = ∂i(d) and Ti(f) = ∂i(f) by W -invariance. Next we compute :
∆k(d)(x, y) = 2k1d(x, y)
∑
i6=j
1
yi
[
1
yi − yj +
1
yi + yj
]
= 4k1d(x, y)
∑
i6=j
1
y2i − y2j
= 0
As a result :
∆k(df)(x, y) = [d∆k(f)](x, y) + 2
m∑
i=1
[(∂i(d))(∂i(f))](x, y)
= [d∆k(f)](x, y) + 2[d
m∑
i=1
1
yi
(∂i(f))](x, y)
= d(x, y)[∆k + 2
m∑
i=1
1
yi
∂i]f(x, y) = d(x, y)∆
(Bm)
k (k0 = 1)f(x, y)
When k0 = 1, f fits the generalized Bessel function in theBm case⇒ ∆k(df)(x, y) =
(1/|W |) < x, x > df(x, y). Finally :
∆k
[
1
|W |
∑
w∈W
Dk(x,wy)
]
=< x, x >
[
1
|W |
∑
w∈W
Dk(x,wy)
]

6. Alcove-valued process
6.1. β-Jacobi processes. Recall that the eigenvalues of the real Jacobi ma-
trix process of parameters (p, q) (see [43] for facts on this process) satisfy :
dλi(t) = 2
√
(λi(t)(1− λi(t))dνi(t)+
(p− (p+ q)λi(t)) +∑
j 6=i
λi(t)(1− λj(t)) + λj(t)(1− λi(t))
λi(t)− λj(t)
 dt
for 0 < λm(0) < · · · < λ1(0) < 1 and all t < inf{s > 0, λm(s) = 0 orλ1(s) = 1}∧τ .
The β-Jacobi process is defined as a solution, whenever it exists, of the SDE
differring from the one above by a parameter β > 0 in front of the bracket. It is
easy to see that if λ is a β-Jacobi process of parameters (p, q), then 1 − λ is a
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β-Jacobi process of parameters (q, p). As mentioned in the introductory part, the
connection with root systems is not new in its own ([8]) however we prefer giving
some details of this transition. Setting λi = sin
2 φi then φi = arcsin
√
λi := s(λi)
and 0 < φm < · · · < φ1 < pi/2. The first and second derivatives of s are given by :
s′(λi) =
1
sin 2φi
, s′′(λi) =
2(2 sin2 φi − 1)
sin3 2φi
= −2 cos 2φi
sin3 2φi
Using
sin2 φi − sin2 φj = 2 sin(φi + φj) sin(φi − φj)
sin2 φi cos
2 φj + cos
2 φi sin
2 φj = sin
2(φi + φj) + sin
2(φi − φj)
then, Ito’s formula gives :
dφi(t) = dνi(t) + β
(p− (p+ q) sin2 φi)
sin 2φi
− cot 2φidt
+
β
2
dt
sin 2φi(t)
∑
j 6=i
sin2(φi(t) + φj(t)) + sin
2(φi(t)− φj(t))
sin(φi(t) + φj(t)) sin(φi(t)− φj(t))
Writing sin2 φi = (1− cos 2φi)/2, then
dφi(t) = dνi(t) + β
(p− q)
2
dt
sin 2φi(t)
+
β(p+ q)− 2
2
cot 2φi(t)dt
+
β
2
dt
sin 2φi(t)
∑
j 6=i
sin2(φi(t) + φj(t)) + sin
2(φi(t)− φj(t))
sin(φi(t) + φj(t)) sin(φi(t)− φj(t))
where 0 < φm(0) < · · · < φ1(0) < pi/2. Moreover,
sin 2φi = [cot(φi + φj) + cot(φi − φj)] sin(φi + φj) sin(φi − φj)
which gives
dφi(t) = dνi(t) + β
(p− q)
2
dt
sin 2φi(t)
+
β(p+ q)− 2
2
cot 2φi(t)dt
+
β
2
∑
j 6=i
[1/ sin2(φi(t) + φj(t))] + [1/ sin
2(φi(t)− φj(t))]
cot(φi(t) + φj(t)) + cot(φi(t)− φj(t)) dt
86
Using 1 + cot2 z = 1/ sin2 z, then
dφi(t) = dνi(t) + β
(p− q)
2
dt
sin 2φi(t)
+
β(p+ q)− 2
2
cot 2φi(t)dt
+
β
2
∑
j 6=i
cot2(φi(t) + φj(t)) + cot
2(φi(t) + φj(t)) + 2
cot(φi(t) + φj(t)) + cot(φi(t)− φj(t)) dt
= dνi(t) + β
(p− q)
2
dt
sin 2φi(t)
+
β(p+ q)− 2
2
cot 2φi(t)dt+ β×∑
i6=j
{
1− cot(φi(t) + φj(t)) cot(φi(t)− φj(t))
cot(φi(t) + φj(t)) + cot(φi(t)− φj(t)) +
cot(φi(t) + φj(t)) + cot(φi(t)− φj(t))
2
}
dt
Using
− cot(u+ v) = 1− cot(u) cot(v)
cot(u) + cot(v)
.
and
1
sin 2φi
=
2 cos2 φi − cos 2φi
2 sinφi cosφi
= cotφi − cot 2φi
we finally obtain
dφi(t) = dνi(t) +
[
k0 cotφi + k1 cot 2φi(t)dt+ k2
∑
i6=j
[cot(φi + φj) + cot(φi − φj)]
]
dt
(34)
where
(35) 2k0 = β(p− q), k1 = β(q − (m− 1))− 1, 2k2 = β.
Easy computations show that pi/2− φ satisfies (34) with (p, q) intertwined.
6.2. Eigenfunctions and Heckman-Opdam’s functions. Let k2 > 0 and
L be the generator of φ, then the eigenfunctions of L are given by Gauss hyper-
geometric series : in fact, let A be the generator of (λ1, . . . , λm) (see [43] p. 135
for β = 1) :
A = 2
m∑
i=1
λi(1− λi)∂2i + β
m∑
i=1
[
p− (p+ q)λi +
∑
j 6=i
λi(1− λj) + λj(1− λi)
λi − λj
]
∂i
= 2
m∑
i=1
λi(1− λi)∂2i + β
m∑
i=1
[p− (m− 1)− (p+ q − 2(m− 1))λi]∂i + 2β
∑
i6=j
λi(1− λi)
λi − λj ∂i
From Equation (32) (k2 plays the role of k1), one can see that 2F
(1/k2)
1 (a, b, c;λ) is
the unique symmetric analytic function u such that u(0) = 1 which satisfies
A u(λ) = 2mab u(λ), 2c = βp = 2k0+ k1+2k2(m− 1)+1, 2a+2b+1− 2c = k1.
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with ki, 0 ≤ i ≤ 2 cited in (35). Setting sin2 φ := (sin2 φ1, . . . , sin2 φm), then A
transforms to L . Hence :
L [u(sin2 φ)] = 2mab [u(sin2 φ)]
In the same spirit, one can also interpret L as the “radial part” of the trigono-
metric version Dunkl-Cherednik Laplacian (with cot replacing coth, [8],[92]). By
radial part, we mean the restriction on W -invariant functions. Besides, this La-
placian arises, as for Dunkl and Cherednik-Dunkl ones, from differential-difference
first-order operators. However, this comes beyond the spirit of this work and will
not be done here.
6.3. Existence and uniqueness of a strong solution. The involved root
system is the non reduced BCm defined by
R = {±ei, ±2ei, 1 ≤ i ≤ m, ±(ei ± ej), 1 ≤ i < j ≤ m}
R+ = {ei, 2ei, 1 ≤ i ≤ m, (ei ± ej), 1 ≤ i < j ≤ m}
∆ = {ei − ei+1, 1 ≤ i ≤ m− 1, em}
When k0 = 0(p = q), it reduces to the reduced Cm system
R = {±ei ± ej, 1 ≤ i < j ≤ m, ±2ei, 1 ≤ i ≤ m}
R+ = {ei ± ej, 1 ≤ i < j ≤ m, 2ei, 1 ≤ i ≤ m}
∆ = {ei − ei+1, 1 ≤ i ≤ m− 1, 2em}
and it is known as the ultraspheric case. The Weyl group action on Rm gives rise
to three orbits so that the multiplicity function is given by k = (k0, k1, k2). Setting
φ˜i := φi/pi, then the process is valued in the positive Weyl alcove (see [67]) defined
by :
A˜ = {φ˜ ∈ Rm, < α, φ˜ >> 0∀α ∈ ∆ < α˜, φ˜ >< 1}
where α˜ = 2e1 is the highest positive root (that is α˜−α ∈ R+ ∀α ∈ R, see [67]). The
associated affineWeyl groupWa is the semi-direct product ofW and the translation
group corresponding to the coroot lattice (Z-span of {2α/||α||2, α ∈ R}). The
generator writes in this case :
L g(φ) :=
1
2
∆g(φ)− < ∇g(φ),∇Φ(φ) >, Φ(φ) = −
∑
α∈R+
k(α) log sin(< α, φ >)
Thus, with minor modifications, Theorem 2.1 states that (34) has a unique strong
solution for all t > 0 subject to k0 > 0, k1 > 0, k2 > 0 ⇔ β > 0, p > q >
(m−1)+1/β. Applying this to pi/2−φ, this holds for β > 0, q > p > (m−1)+1/β.
Since the ultraspheric case still involves a root system, then (34) has a unique
strong solution for p∧ q > (m− 1) + 1/β which simplifies to p∧ q > m in the real
case β = 1 and p∧q > m−1/2 in the complex one β = 2. Theorem 2.1 is modified
as follows : ∂A˜ = ∪α∈∆Hα ∪Hα,1 where
Hα,1 = {φ˜, < α˜, φ˜ >= 1} = {φ, pi− < α˜, φ >= 0}
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Compared with (28), the convex function x 7→ − ln(< α, x >) should be substitu-
ted by φ 7→ − ln(sin(< α, φ >)) and one has to deal with an additional term in the
expression of the boundary process (Lt)t≥0 : 1{pi−<α˜,φ>=0}. Then the occupation
density formula writes :∫ pi/2
0
Lat (pi− < α˜, φ >)|θ
′
(a)|da =< α˜, α˜ >
∫ t
0
|θ′(pi− < α˜,Xs >)|ds
=< α˜, α˜ >
∫ t
0
|θ′(< α˜,Xs >)|ds
since cot(pi − z) = − cot(z). Hence, the same proof applies and Lemma 1 remains
valid for α˜ ∈ R+. Besides, either it will exist α ∈ ∆ such that < α, x >= 0 and
Lemma 2.2 applies, or we will need to prove that < n(x), α˜ >6= 0 if x belongs only
to Hα˜,1. Let us first recall that the highest root is the unique positive root such
that α˜− α ∈ R+ for all α ∈ R+. Thus it may be written as α˜ =
∑
α∈∆ aαα where
aα ≥ 1. Else, if there exists α0 ∈ ∆ such that aα0 < 1 and since α˜ must be greater
than all simple roots (in particular greater than α0) then
α˜− α0 = (aα0 − 1)α0 +
∑
α0 6=α∈∆
aαα = cα0α0 +
∑
α0 6=α∈∆
cαα
for some cα ≥ 0. Our claim follows from the fact that ∆ is a basis. Next, it is not
difficult to see from the definition of n(x) and the fact that < α, x >> 0 for all
α ∈ ∆ that n(x) is colinear to −∑α∈∆ α. It follows that
< n(x), α˜ >= −c
∑
α∈∆
< α, α˜ >= −c
∑
α∈∆
∑
θ∈∆
aα < α, θ >
If < n(x), α˜ >= 0, then
||
∑
α∈∆
α||2 =
∑
α∈∆
∑
θ∈∆
< α, θ >≤
∑
α∈∆
∑
θ∈∆
aα < α, θ >= 0
which implies that n(x) = 0. 
6.4. Brownian motion in Weyl alcoves. Let
h1(φ) :=
∏
α∈R+
sin(< α, φ >)
Then, h1 is strictly positive on A˜ and vanishes for φ ∈ ∂A. One can also show
that (1/2)∆h1 = ch for some strictly negative constant c. Let P
h1
t denote the semi
group given by :
P h1t f(φ) := e
−ctPt(h1f)(φ)
h1(φ)
,
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where Pt denotes the semi group of the process consisting of m-independent BMs
in A killed when it first reaches ∂A. The corresponding generator writes :
L h1(f) =
1
h1
[
1
2
∆− c
]
(h1f) =
1
2
∆ +
m∑
i=1
(∂i log h1)∂if
which fits our generator for k2 = 1 (β = 2), k1 = 2 (q = m + 1/2), k0 = 1(p =
q + 1 = m+ 3/2). In the ultraspheric case, this becomes β = 2, p = q = m+ 1/2.
In both cases, these parameters correspond to the process consisting of m BMs
constrained to stay in the BCm and Cm- Weyl alcoves respectively. Note that
p, q are not integers which means that these processes BM can not be realized as
eigenvalues processes of complex matrix Jacobi processes which is also the case for
the BM in the Bm-Weyl chamber since δ = m+ 1/2.
6.5. The first hitting time T˜0. We define similarly the first hitting time of
alcove’s walls by T˜0 = inf{t > 0, (φ(t)/pi) ∈ ∂A˜} = T˜α˜ ∧ inf{T˜α, α ∈ ∆}, where
T˜α := inf{t > 0, < α, φ(t) >= 0},
T˜α˜ := inf{t > 0, < α˜, φ(t) >= 2φ1 = pi},
and φ is the unique strong solution for all t ≥ 0 of 5 :
dφ(t) = dν(t) +
∑
α∈R+
k(α) cot(< α, φ(t) >)α dt,
φ(0)
pi
∈ A˜,
for the non reduced root system R = BCm with k(α) > 0 for all α and p ∧ q >
(m − 1) + 1/β. Let us focus on T˜α0 for some α0 ∈ ∆. We shall distinguish two
cases :
6.5.1. α0 = ei − ei+1, 1 ≤ i ≤ m − 1. The same scheme described in the
proof of Proposition 3.1 applies here since the main ingredients used there are the
SDE and the fact that σ0(α) ∈ R+ if α 6= α0. The second assertion follows from
σ0(2ej) = 2σ0(ej) = 2(δijei+1 + δ(i+1)jei + 1{j 6=i,j 6=i+1}ej) ∈ R+. As a result, one
writes for all t ≥ 0 :
d < α0, φ(t) >= ||α0||dγt + k2||α0||2 cot < α0, φ(t) > dt+
∑
α∈R+
α 6=α0
k(α)a(α) cot < α, φ(t) > dt
where a(α) =< α0, α >.
d < α0, φ(t) >= ||α0||dγt + k2||α0||2 cot(< α0, φ(t) >)dt+ Ft
where
Ft =
∑
α∈R+\α0
a(α)>0
k(α)a(α)[cot(< α, φ(t) >)− cot(< σ0(α), φ(t) >)],
5k(2ei) = k1/2 for all 1 ≤ i ≤ m.
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where σ0 = σα0 . This drift is strictly negative on {T˜α0 = ∞} since φ 7→ cotφ is a
decreasing function, < α0, φ(t) >> 0 and since :
< α− σ0(α), φ(t) >= 2 a(α)||α||2 < α0, φ(t) >> 0.
This implies that Px(∀t ≥ 0, < α0, φ(t) >≤ Zt) = 1 where φ(0) = x and :
dZt = ||α0||dγt + ||α0||2k2 cot(Zt)dt, Z0 =< α0, φ(0) >= x
on the same probability space. Using (34) with β = 1,m = 1, one can easily see
that (Zt)t≥0 = (arcsin
√
J ||α0||2t)t≥0 where J is a one dimensional Jacobi process of
parameters d = 2k2 + 1, d
′ = 1 (see [112]) : that is :
dJt = 2
√
Jt(1− Jt)dγt + (d− (d+ 1)Jt)dt, 0 < k2 < 1/2⇔ 0 < d < 2.
As J hits 0 almost surely when 0 < d < 2 (use the skew product in [112] and
properties of squared Bessel processes), then so does Z and by the way < α0, φ >
for k2 < 1/2⇒ T˜α0 <∞ a. s.
6.5.2. α0 = em. Compared with the previous case, the difference arises from
the fact that σ0(α) ∈ R+ if α ∈ R+ \ {em, 2em} and the latter is easily checked
since for α = ei ± ej this amounts to consider the reduced root system Bm, else
for α = ei with i 6= m, σ0(ei) = ei. According to this, one gets :
d < α0, φ(t) >= dφm(t) = dγt + k0 cot(φm(t))dt+ k1 cot(2φm) + Ft
where
Ft =
∑
α∈R+\{em,2em}
a(α)>0
k(α)a(α)[cot(< α, φ(t) >)− cot(< σ0(α), φ(t) >)]
where R1+ = {ei − ej, 1 ≤ i < j ≤ m}. Using once again (34), we shall compare
this process with (arcsin
√
Jt)t≥0 where
dJt = 2
√
Jt(1− Jt)dγt + (d− (d+ d′)Jt)dt, d′ = k1 + 1, d = 2k0 + k1 + 1.
Hence, T˜em < ∞ a.s. if 0 < 2k0 + k1 < 1/2 ⇔ βp − (β(m − 1) < 2. This agrees
with the case m = 1 for which p < 2 (use the skew product in [112]). Finally,
note that since a(α) = 0 for α ∈ {ei, 2ei, 1 ≤ i ≤ m− 1}, F only involves k2 = β
which is independent from p, q. Keeping in mind that pi/2 − φ is still a β-Jacobi
process with (p, q) intertwined which has no effect on the strict negativity of F by
the above remark, we conclude that T˜α˜ <∞ for 0 < βq − β(m− 1) < 2. 
6.6. Semi-group density. We end this paper by giving the semi group den-
sity of the β-Jacobi process. Before proceeding, we briefly consider two cases for
which we can write down the semi-group density : the univariate case and the
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complex Hermitian one (β = 2). Let P r,sn denote the Jacobi polynomial of degree
n defined by ([3]) :
P r,sn (λ) :=
(r + 1)n
n!
2F1
(
−n, n+ r + s+ 1, r + 1; 1− λ
2
)
,
for λ ∈ [−1, 1], r, s > −1, where 2F1 is the univariate Gauss hypergeometric func-
tion. These polynomials are orthogonal with respect to the measure Zr,s(λ)dλ :=
(1− λ)r(1 + λ)sdλ and the associated inner product in L2([−1, 1]) given by
< f, g >L2([−1,1]):=
∫
[−1,1]
f(λ)g(λ)Zr,s(λ)dλ
Moreover, (P r,sn )n≥0 form a complete set of this Hilbert space and satisfy{√
1− λ2∂2λ + [(s− r)− (s+ r + 2)λ]∂λ
}
P r,sn (λ) = −n(n+ r + s+ 1)P r,sn (λ)
The above eigenoperator defines a diffusion which is related to the one we consi-
dered with m = 1 via the map λ 7→ (1 − λ)/2 and a deterministic time change
(t 7→ t/2). The semi group density w.r.t Lebesgue measure is written (see [114])
pr,st (θ, λ) =
∞∑
n=0
e−2rntP r,sn (θ)P
r,s
n (λ)W
r,s(λ)
where rn denotes the eigenvalues above, (P
r,s
n )n are orthonormal polynomials, p =
2(r + 1), q = 2(s + 1) and W r,s(λ)dλ is the probability measure corresponding
to the measure Zr,s(λ)dλ. No closed forms seems to be known for this density,
nonetheless an attempt to get a handier expression was tried in [?]. Multivariate
analogs appeared in literature ([8], [70], [81] for instance) and are obtained by
applying the Gram-Schmidt orthogonalization to the symmetric Jack polynomials
w.r.t. measure
Zr,s,βm (λ)dλ :=
m∏
i=1
λri (1− λi)s
∏
1≤i<j≤m
|λi − λj|βdλ1 . . . dλm
We shall denote them6 by P r,s,βτ for a given partition τ (instead of G
α,β
τ used in
literature) and stress that some of the properties cited above extend to the higher
dimensional case ([81]) : an expansion in terms of 2F
(2/β)
1 (−l, b, c, λ) exists for
τ = (lm) withm components all equal to l ; (P r,s,βτ ), where τ is a partition of length
≤ m, form a basis of the Hilbert space L2([0, 1]m,W r,s,βm (λ)dλ) where W r,s,βm (λ)dλ
is the normalization Zr,s,βm (λ)dλ in order to be a probability measure ([81]). The
normalizing constant is given by a McDonald-Selberg integral computed in [70].
Moreover, (P r,s,βτ )τ are the unique symmetric polynomial eigenfunctions of the
6The normalization is different from the one used in both [8] and [81].
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Laplace Beltrami operator −L (thus defined on [0, 1]m) with β(p − (m − 1)) =
2(r + 1), β(q − (m− 1)) = 2(s+ 1), associated with the eigenvalues
(36) 2rβn,τ := 2
[
m∑
i=1
τi(τi − 1− β(i− 1)) + |τ |(r + s+ β(m− 1) + 2)
]
, |τ | = n.
However, with regard to the strong uniqueness for all t ≥ 0 previously derived, we
shall restrict ourselves to p ∧ q > (m− 1) + 1/β. β(q − (m− 1)) > 1 is equivalent
to s > −1/2 and β(p − (m − 1)) > 1 is equivalent to r > −1/2. As a result,
r, s > −1/2.
It is known that the eigenvalues process of the complex Hermitian Jacobi process
(or 2-Jacobi process) is the h-transform (in the Doob sense) for h = V of a process
whose components are real Jacobi processes of parameters 2(p− (m− 1)) = 2(r+
1), 2(q − (m− 1)) = 2(s+ 1) constrained to never collide (or to stay in the Am−1-
type Weyl chamber). Here, V denotes as usual the Vandermonde function. More
precisely, V is an eigenfunction of the generator of the one dimensional Jacobi
process of parameters (p, q) (see appendix in [43]), say L, that is
LV = cV = −m(m− 1)
(
2(m− 2)
3
+
p+ q
2
)
V
Noting that the parameters r, s are the same both in the univariate and in the
multivariate cases, it follows by Karlin-McGregor formula ([71]) that the semi
group density writes on {0 < λm < · · · < λ1 < 1}
Kr,s,2t (θ, λ) := e
−ctV (λ)
V (θ)
det
( ∞∑
n=0
e−2n(n+r+s+1)tP r,sn (θi)P
r,s
n (λj)W
r,s(λj)
)
i,j
= e−ct det
( ∞∑
n=0
e−2n(n+r+s+1)tP r,sn (θi)P
r,s
n (λj)
)
i,j
W r,s,2m (λ)
V (θ)V (λ)
= e−ct
[ ∑
σ1∈Sm
(σ1)
∑
n1,...,nm≥0
e−2
Pm
i=1 ni(ni+r+s+1)t
m∏
i=1
P r,sni (θi)P
r,s
ni
(λσ1(i))
]
W r,s,2m (λ)
V (θ)V (λ)
= e−ct
[ ∑
σ1,σ2∈Sm
(σ1)
∑
n1≥···≥nm≥0
e−2
Pm
i=1 nσ2(i)(nσ2(i)+r+s+1)t
m∏
i=1
P r,snσ2(i)
(θi)P
r,s
nσ2(i)
(λσ1(i))
]
W r,s,2m (λ)
V (θ)V (λ)
Note that, for a given partition (n1 ≥ · · · ≥ nm ≥ 0) and a permutation σ2 ∈ Sm,
one has
m∑
i=1
nσ2(i)(nσ2(i) + r + s+ 1) =
m∑
i=1
ni(ni + r + s+ 1)
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Thus summing first over σ1 with the change of variables σ = σ1σ2, one gets :
Kr,s,2t (θ, λ) = e
−ct ∑
n1≥···≥nm≥0
e−2
Pm
i=1 ni(ni+r+s+1)t
det[P r,sni (θj)]i,j
V (θ)
det[P r,sni (λj)]i,j
V (λ)
W r,s,2m (λ)
= e−ct
∑
n1>···>nm≥0
e−2
Pm
i=1 ni(ni+r+s+1)t
det[P r,sni (θj)]i,j
V (θ)
det[P r,sni (λj)]i,j
V (λ)
W r,s,2m (λ)
Set ni = τi +m− i, then τ1 >≥ · · · ≥ τm ≥ 0. Moreover, with regard to (36), one
easily check that
r2n,τ =
m∑
i=1
τi(τi + r + s+ 1 + 2(m− i))
so that
m∑
i=1
ni(ni + r + s+ 1) = r
2
n,τ − c/2
The final result writes
Kr,s,2t (θ, λ) =
∑
τ1≥...τm≥0
e−2r
2
n,τ
det[P r,sτi+m−i(θj)]i,j
V (θ)
det[P r,sτi+m−i(λj)]i,j
V (λ)
W r,s,2m (λ)
=
∑
τ1≥...τm≥0
e−2r
2
n,τP r,s,2τ (θ)P
r,s,2
τ (λ)W
r,s,2
m (λ)
where we used the determinantal representation of the Jacobi multivariate poly-
nomials in the complex case7 (see [81]) :
P r,s,2τ (λ) =
det[P r,sτi+m−i(λj)]i,j
V (λ)
From these observations, it is natural to claim that :
Proposition 6.1. The semi group density of the β-Jacobi process is given by
(37) Kr,s,βt (θ, λ) :=
∞∑
n=0
∑
|τ |=n
e−rn,τ tP r,s,βτ (θ)P
r,s,β
τ (λ)W
r,s
m (λ)1{0<λm<···<λ1<1}
with respect to dλ. As a result, it is positive.
Proof : given a bounded symmetric function f on [0, 1]m, define
Ttf(θ) :=
∫
0<λm<···<λ1<1
f(λ)
∞∑
n=0
∑
|τ |=n
e−2r
β
n,τ tP r,s,βτ (θ)P
r,s,β
τ (λ)W
r,s
m (λ)dλ
for θ = (0 < θ1 < · · · < θm < 1) and T0f = f . The above expression makes
sense : this uses the boundness of f , the exponential term with strictly positive t
and Fubini Theorem. Besides, Tt1 = 1 and ||Tt|| is bounded for all t ≥ 0. The first
7We adopt a different normalization since we consider orthonormal polynomials.
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claim follows easily from the orthogonality of the Jacobi polynomials and P0 = 1
so that the only non zero term is that correponding to n = 0. The second one
is obvious for t = 0 and uses the exponential term when t ≥  > 0. One also
easily checks that TtTs = Tt+s and that L Ttf(λ) = ∂tTtf(λ) using the dominated
convergence theorem. Now, let us consider the Cauchy problem associated to L :{
∂uf
∂t
(t, λ) = L uf (t, λ)
uf (0, ·) = f,
where uf ∈ C1,2(R?+×S := {0 < λm < · · · < λ1 < 1})∩Cb(R+∩S) with reflecting
boundary condition :
< ∇u(t, λ), n(λ) >= 0, (t, λ) ∈ R?+ × ∂S
where n(λ) is a unitary inward normal vector at λ. Define ut(f)(λ) := uf (t, λ). It is
known ([108]) that the above Cauchy problem has a unique solution. Consequently,
(Tt)t≥0 is the semi group of the eigenvalues process (λ(t))t≥0 with density given by
Kr,s,βt . 
Remark. As the reader can check, the computations performed in the complex
Hermitian case do not restrict to Jacobi polynomials. We only used the determi-
nantal representation in terms of their univariate counterparts. As a result, one
gets similar formulas replacing Jacobi by Hermite and Laguerre polynomials.
Now, we are able to answer some open questions left in [43]. For the real Jacobi
matrix (β = 1), it is known that for p∧q ≥ m−1 and if the eigenvalues are distinct
at time t = 0, then they remain distinct forever. It is then natural to wonder if this
remains valid when starting from non distinct eigenvalues (see [43] p. 138-139).
The Markov property together with the previous result for distinct eigenvalues are
sufficient to claim that this is true provided that the eigenvalues semi group has a
density which is absolutely continuous with respect to Lebesgue measure on Rm.
By virtue of Kr,s,1t (θ, φ), for p ∧ q > m,
Pλ(0)(∀t ≥ 0, ∀i 6= j, λi(t) 6= λj(t)) = 1, λ1(0) ≥ · · · ≥ λm(0).
We argue in the same way to claim that for p ∧ q ≥ m+ 1, the process will never
hit the boundaries (0 and 1 for λ or 0 and pi/2 for φ) even if it did at time t = 0.
Acknowledgment : the author would to thank C. Donati Martin for useful re-
marks and her careful reading of the paper, and P. Bougerol for explanations of
some facts on root systems. A special thank to M. Yor for his intensive reading of
the manuscript.
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CHAPITRE 5
β-Hermitian Brownian motion
We provide a Hermitian matrix-valued process with correlated diagonal real
Brownian motions. Its eigenvalues satisfy a SDE with singular drift of Dyson-
type depending on a positive parameter β. The existing correlation is given by
1− (β/2). For β = 2, we recover the Hermitian Brownian motion (Dyson model).
It is worth-noting that for β 6= 2, these eigenvalues behave differently from the
Dyson eigenvalues : the Vandermonde function, say V is harmonic with respect to
the eigenvalues process generator for all β so that no collisions are allowed and a
V -transform property holds.
1. Introduction
Let us first introduce the m × m Hermitian Brownian motion known as the
Dyson model ([48]) :
Xij(t) =

Wii(t) if 1 ≤ i = j ≤ m(
W 1ij(t) +
√−1W 2ij(t)√
2
)
if 1 ≤ i < j ≤ m
where (Wij)i,j, (W
1
ij)i,j, (W
2
ij)i,j are independent families of independent standard
BMs. If (r1, . . . , rm) denote the eigenvalues of X, then, for all t ≥ 0
dri(t) = dWi(t) +
∑
i6=j
dt
ri(t)− rj(t) , 1 ≤ i ≤ m.
where r1(0) > . . . rm(0) and (Wi)1≤i≤m is a m-dimensional BM. The matrix above
is unitary invariant and its density writes :
p(dX) = Cm,te
−(tr(X)2/2t)
m∏
i≤j
d<(Xij)
∏
i<j
d=(Xij)
Hence, the eigenvalues density is :
p(r) = Cm,te
−Pmi=1 r2i /2t∏
i<j
|ri − rj|2
m∏
i=1
dri
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Analogous real symmetric and Hermitian self-dual ([88]) models give rise to SDE
below for all t ≥ 0 :
(38) dri(t) = dWi(t) +
β
2
∑
i6=j
dt
ri(t)− rj(t) , β = 1, 4, 1 ≤ i ≤ m.
with respective densities :
(39) p(r) = Cm,te
−Pmi=1 r2i /2t∏
i<j
|ri − rj|β
m∏
i=1
dri, β = 1, 4.
Let us consider (38) with arbitrary β > 0 : it was shown in [28] that the SDE
has a unique strong solution for all t ≥ 0. The particles model was called in
Chapter 4 ”β-Dyson”. It is quite natural to wonder if (39) do correspond to the
density of the process given by (38) in that case. The answer comes from the
Dunkl theory. For details, we refer the reader to our previous work on radial
Dunkl processes and references there in. In the static regime t = 1, the models
above are known to be matrices from GOE, GUE and GSE ([88]) whose entries
are independent Normal variables. Is there an underlying matrix ensemble with
independent entries whose eigenvalues density is given at t = 1 by (39) with
arbitrary Dyson index β > 0. The answer was already supplied in ([45]) with a
tridiagonal matrix involving independent Normal and χ distributions. This gave
rise to the so-called β-Hermite ensemble. Nevertheless, the method used there
fails when dealing with stochastic processes, i. e, with BMs instead of Normal
variables. That was at the origin of this work. Our aim was to give a ”suitable”
model corresponding to ”β-Dyson eigenvalues, in the sense that there are as less as
possible correlated entries. Unfortunately, we could set a little different Hermitian
model with similarly correlated diagonal entries. The correlation is given by 1 −
(β/2). Henceforth, it will be called β-Hermitian model. What is quite interesting
is that the correlation does not allow collision between particles while for the β-
Dyson model, this depends on β ([28]). Indeed, the Vandermonde function, say
V is harmonic with respect to the eigenvalues generator. Besides, we write this
matrix-valued process as a rank-one diagonal random perturbation of the Dyson-
model and we set a V -transform property.
2. The β-Hermitian Brownian Motion.
Proposition 2.1. Let us consider the Hermitian matrix-valued process (Xt)t≥0 =
(Xij(t))t≥0 defined by :
Xij(t) =

Bii(t) if i = j√
β
2
(
B1ij(t) +
√−1B2ij(t)√
2
)
if i > j
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where (Bii)1≤i≤m, (B1ij)1≤j<i≤m, (B
2
ij)1≤j<i≤m are three independent families of Brow-
nian motions such that :
d < Bii, Bkk >t=
(
1− β
2
)
dt := (1− ρ)dt 1 ≤ i 6= k ≤ m,
while independence is required for the two latters. Then, the eigenvalues process
(λi(t))t≥0 of (Xt)t≥0 satisfies :
(40) dλi(t) = dBi(t) +
β
2
∑
j 6=i
1
λi(t)− λj(t)dt, 1 ≤ i ≤ m, t < τ
where λ1(0) > · · · > λm(0), τ := inf{t > 0, λi(t) = λj(t), for some (i, j)} is
the first collision time and (Bi)1≤i≤m is a family of non-independent Brownian
motions. The existing correlation is given by : 〈Bi, Bj〉t = (1− ρ)t.
Proof : our strategy relies on Bru’s method ([20]) summarized in [74] : let
(Ut)t≥0 denote the unitary matrix-valued process that diagonalises (Xt)t≥0. Set :
(41) dΓij(t) = 〈(U?(dX)U)ij, (U?(dX)U)ji〉t
Then
dλi(t) = dMi(t) + dVi(t), t < τ, 1 ≤ i ≤ m,
where Mi and Vi denote respectively the local martingale and the finite variation
parts :
〈dMi〉t = dΓii(t)
dVi(t) =
∑
j 6=i
Γij(t)
λi(t)− λj(t)dt+ FV (U
?
t dXtUt)ii
The bracket of two entries is given by :
(42) 〈dxij, dxkl〉t = [(1− ρ)δijδkl + ρδilδjk]t
Using
∑
k ukiukj = δij, one gets :
dΓij(t) =
∑
k,l,r,s
ukiuljurjusid〈xkl, xrs〉t
=
[
(1− ρ)
∑
k,r
ukiukjurjuri + ρ
∑
k,l
ukiukiuliuli
]
dt = [(1− ρ)δij + ρ] dt
which yields Γij(t)dt = ρdt, i 6= j and Γii(t)dt = dt. Hence, since FV (U?t dXtUt) =
0, we finally get :
dλi(t) = dBi(t) + ρ
∑
j 6=i
1
λi(t)− λj(t)dt = dBi(t) +
β
2
∑
j 6=i
1
λi(t)− λj(t)dt(43)
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where (Bi)1≤i≤m is a family of non-independent Brownian motions. The correlation
is given by :
d〈Bp, Bq〉t = d〈λp, λq〉t =
∑
k,l,r,s
ukpulpurqusqd〈xkl, xrs〉t
=
[
(1− ρ)
∑
k,l
ukpukpurqurq + ρ
∑
k,l
ukpukqulqulp
]
dt = (1− ρ)dt
for p 6= q. 
Remarks. 1/ For β = 2 (ρ = 1), (Xt)t≥0 is the Hermitian Brownian motion.
2/ The β-Hermitian process can be expressed in terms of the Dyson model : indeed
the diagonal vector B := (Bii)1≤i≤m can be written as B = OW where O is a real
matrix and W = (Wii)1≤i≤m is the diagonal of the Dyson model. Moreover,
〈Bii, Bjj〉t = (1− ρ)t
〈Bii, Bii〉t = t
}
⇒ (OO
T )ij = (1− ρ)
(OOT )ii = 1
}
⇒ OOT = ρIm + (1− ρ)J
where J is the matrix whose all entries are equal to one. The last equality makes
sense if and only if ρ+m(1−ρ) ≥ 0, that is ρ ≤ m/(m−1). In addition, since JT = J
and J2 = mJ , then O =
√
ρIm+θ0J , where θ0 is a root ofmθ
2+2
√
ρθ−(1−ρ) = 0.
With this decomposition, Xt =
√
ρKt + θ0 tr(Kt)Im =
√
ρKt +
√
mθ0ΓtIm, where
K is the Hermitian Dyson model and Γ is a standard Brownian motion (
√
mΓt =∑m
i=1Wii(t)). As a result, X is invariant under conjugation by a unitary matrix U .
Since K commutes with Im, then λi(t) =
√
ρri(t) + θ0
∑m
j=1Wii(t) where ri is the
i-th eigenvalue of the Dyson Brownian motion satisfying. Note that the Wi’s are
determined by (41) with i = j and one can easily recover (40). This representation
extends even to the case where ρ+m(1− ρ) < 0, for θ0 is a complex number and
O is a complex matrix.
Conversely, let us consider Xt =
√
ρKt + θ tr(Kt)Imdt for some θ. Then, its eigen-
values satisfy
dλi(t) =
√
ρdWi(t) + θ
m∑
j=1
dWii(t)︸ ︷︷ ︸
dYi(t)
+ρ
∑
j 6=i
dt
λi(t)− λj(t)
One hope finding some value θ0 of θ such that (Yi)i are independent Brownian
motions. Nonetheless, this is not possible since on one hand 〈Yi〉t = (ρ + mθ2 +
2
√
ρθ)t and on the other hand 〈Yi, Yj〉t = (mθ2+2√ρθ)t. We can deepen our line of
thinking and look for a one-dimensional real local martingale Z (that may depend
on K) such that the eigenvalues of Xt =
√
ρKt + θZtImdt provides a β-Dyson
model for some θ. Proceeding as before, one gets :
〈θZ +√ρWi, θZ +√ρWi〉t = t 1 ≤ i ≤ m
〈θZ +√ρWi, θZ +√ρWj〉t = 0 1 ≤ i 6= j ≤ m,
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which is not possible since by Dubins-Schwarz theorem, θZ = νi −√ρWi = νj −√
ρWj for i 6= j, where νi, νj are independent Brownian motions.
2.1. Some properties of the eigenvalues process.
Proposition 2.2. Let V be the Vandermonde function :
V (x1, . . . , xm) =
∏
i<j
(xi − xj), x1 > . . . > xm
then, the process R defined by : Rt = (V (λ1(t), . . . , λm(t)))
−1 is a continuous local
martingale.
Proof : We have to prove that A (1/V ) = 0, where A is given by :
A =
1
2
[
m∑
i=1
∂2i + β
m∑
i=1
∑
j 6=i
1
xi − xj ∂i +
(
1− β
2
) m∑
i=1
∑
j 6=i
∂ij
]
=
1
2
[
m∑
i=1
∂2i + β
m∑
i=1
(∂i log V )∂i +
(
1− β
2
) m∑
i=1
∑
j 6=i
∂ij
]
On the other hand, using ∂iV = V ∂i log V , we have the following derivatives :
∂i(1/V ) = −∂i log V
V
, ∂i log V =
∑
k 6=i
1
(xi − xk)
∂2i (1/V ) =
(∂i log V )
2 − ∂2i log V
V
, ∂2i log V = −
∑
k 6=i
1
(xi − xk)2
∂ij(1/V ) =
(∂i log V )(∂j log V )− ∂ij log V
V
, ∂ij log V =
1
(xi − xj)2 , i 6= j.
Hence,
2hA (1/V ) = (1− β)
m∑
i=1
(∂i log V )
2 −
m∑
i=1
∂2i log V +
(
1− β
2
) m∑
i=1
∑
j 6=i
(∂i log V )(∂j log V )
−
(
1− β
2
) m∑
i=1
∑
j 6=i
(∂i log V )
2
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= (1− β)
m∑
i=1
(∑
k 6=i
1
(xi − xk)
)2
+
m∑
i=1
∑
k 6=i
1
(xi − xk)2 −
(
1− β
2
) m∑
i=1
∑
j 6=i
1
(xi − xk)2
+
(
1− β
2
) m∑
i=1
∑
j 6=i
∑
k 6=i
∑
p6=j
(
1
(xi − xk)
)(
1
(xj − xp)
)
= (1− β)
m∑
i=1
(∑
k 6=i
1
(xi − xk)
)2
+
m∑
i=1
∑
k 6=i
1
(xi − xk)2 −
(
1− β
2
) m∑
i=1
∑
j 6=i
1
(xi − xk)2
+
(
1− β
2
) ∑
i,j,k,p distinct
1
(xi − xk)(xj − xp) −
(
1− β
2
) m∑
i=1
∑
j 6=i
1
(xi − xk)2
As a result
2VA (1/V ) = (1− β)
∑
i,j,k distinct
1
(xi − xj)(xi − xk) +
(
1− β
2
) ∑
i,j,k,p distinct
1
(xi − xk)(xj − xp)
=: (1− β)U1 +
(
1− β
2
)
U2
since
m∑
i=1
(∑
k 6=i
1
(xi − xk)
)2
=
m∑
i=1
∑
k 6=i
1
(xi − xk)2 +
∑
i,j,k distinct
1
(xi − xj)(xi − xk)
Finally, it remains to show that U1 = U2 = 0. Indeed, these functions are invariant
under permutations and we can easily see that :
3U1 =
∑
i,j,k distinct
[
1
(xi − xj)(xi − xk) +
1
(xk − xj)(xk − xi) +
1
(xj − xi)(xj − xk)
]
= 0
2U2 =
∑
i,j,k,p distinct
[
1
(xi − xk)(xj − xp) +
1
(xk − xi)(xj − xp)
]
= 0
Corollary 2.1. If λ1(0) > · · · > λm(0), then τ =∞ a. s.
Proof : This follows from the fact that R is a time changed Brownian motion
and can not tend to infinity without infinite oscillations. 
Lemma 2.1. Let (γ1, . . . , γm) be a vector of m correlated Brownian motions
such that :
〈γi, γj〉t =
(
1− β
2
)
t, i 6= j
Let L denote its infinitesimal generator, then L(V ) = 0.
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Proof : we have :
L =
1
2
[
m∑
i=1
∂2i +
(
1− β
2
) m∑
i=1
∑
j 6=i
∂ij
]
Since4V = 0, we have to show that :∑mi=1∑j 6=i ∂ijV = 0. The same computations
as in Proposition 2.2 yield :
m∑
i=1
∑
j 6=i
∂ijV = V
m∑
i=1
∑
j 6=i
[(∂i log V )(∂j log V ) + ∂ij log V ]
= V
m∑
i=1
∑
j 6=i
[
− 1
(xi − xj)2 +
1
(xi − xj)2
]
+ U2 = 0 
Remark. We can see by a similar computation that, for α > 0, L(V α) = 0⇔
α = 1.
Proposition 2.3. The β-eigenvalues process (λ1, . . . , λm) is the V -transform
of (γ1, . . . , γm).
Proof : Let us recall that for a given function harmonic with respect to a
generator L ([101]), the generator of the h-process is given by :
L h :=
1
h
L h
which may take the form
L h = L + Γ(·, log h)
where Γ(·, ·) is the so-called ” ope´rateur du carre´ de champ” defined for any func-
tions f, g in the domain of L by :
Γ(f, g) = L(fg)− f L(g)− g L(f)
Specializing h = V , we shall show that :
Γ(f, log V ) =
β
2
m∑
i=1
∑
j 6=i
1
(xi − xj)∂if
Let G = 4/2. then, we have :
Γ(f, g) = G(gf)− f G(g)− g G(f) + 1− β/2
2
∑
i6=j
(∂ij(fg)− f ∂(g)− g ∂(f))
= Γ˜(f, g) +
1− β/2
2
∑
i6=j
(∂if∂jg + ∂jf∂ig) = Γ˜(f, g) +
(
1− β
2
)∑
i6=j
∂if∂jg
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where Γ˜ is the ” ope´rateur du carre´ de champ” associated to G. Since the eigenva-
lues process of the Dyson model (β = 2) is the V -transform of an m-dimensional
Brownian motion, one has :
Γ˜(f, log V ) =
∑
i6=j
1
xi − xj ∂if
Furthermore,∑
i6=j
∂if∂j log V =
∑
i6=j,k 6=j
1
xj − xk ∂if =
∑
i,j,k distinct
1
xj − xk ∂if −
∑
i6=j
1
xi − xj ∂if
=: U3 −
∑
i6=j
1
xi − xj ∂if
Finally,
2U3 =
∑
i,j,k distinct
[
1
xj − xk +
1
xk − xj
]
∂if = 0
which ends the proof. 
Remark. This implies that τ = ∞ almost surely. Indeed, from the first ex-
pression of L V , one deduce that 1/V (λ1, . . . , λm) is a local martingale.
Proposition 2.4. A real symmetric matrix-valued process with independent
continuous martinagles with the same law whose eigenvalues satisfy
dri(t) = dWi(t) +
1
2
∑
i6=j
dt
ri(t)− rj(t) , 1 ≤ i ≤ m
exists if and only if β = 1.
Proof : The sufficient condition is obvious since for β = 1, the β-process corres-
ponds to the symmetric Brownian motion. So, let us prove the necessary condition.
For symmetric processes, U is orthogonal and Γij(t) is written :
dΓij(t) =
∑
k,l,r,s
ukiuljurjusid〈xkl, xrs〉t
and we hope that it equals to
[(1− ρ)δij + ρ]dt
The required independence together with the symmetry implies
dΓij(t) =
∑
k,l
ukiuljukjulid〈xkl, xkl〉t +
∑
k,l
ukiuljuljukid〈xkl, xlk〉t
= [(UTU)ij]
2 + (UTU)ii(U
TU)jj]df(t)
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where we set 〈xkl, xkl〉t = 〈xkl, xlk〉t = f(t) for all 1 ≤ k, l ≤ m, while all other
brackets vanish. Specializing to both cases i = j and i 6= j gives f(t) = 1/2 = ρ
which finishes the proof. 
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CHAPITRE 6
Free Jacobi Process
This paper will appear in the Journal of Theoretical Probability.
In this paper, we define and study two parameters dependent free processes
(λ, θ) called free Jacobi, obtained as the limit of its matrix counterpart when the
size of the matrix goes to infinity. The main result we derive is a free SDE analogous
to that satisfied in the matrix setting, derived under injectivity assumptions. Once
we did, we examine a particular case for which the spectral measure is explicit
and does not depend on time (stationary). This allows us to determine easily the
parameters range ensuring our injectivity requirements so that our result applies.
Then, we show that under an additional condition of invertibility at time t = 0,
this range extends to the general setting. To proceed, we set a recurrence formula
for the moments of the process via free stochastic calculus.
1. Introduction
The classification of classical diffusions relies on three central and interrelated
processes : Brownian motion, squared Bessel and Jacobi processes. The two latters
can be defined as (see [101]) the unique strong solutions of
dRt = 2
√
ZtdWt + δ dt
dJt = 2
√
Jt(1− Jt)dBt + (p− (p+ q)Jt) dt
respectively, where δ, p, q are positive and W, B are two standard BMs. Except
for the BM, these names are referring to Laguerre and Jacobi polynomials which
are eigenfunctions of the corresponding generators (see [6], [114]). A similar sta-
tement holds for BMs with Hermite polynomials. Then, their matrix extensions
were developed through several works by Dyson for Hermitian Brownian matrices,
Bru ([19]) and others for Wishart and Laguerre processes and Doumerc for real
and complex matrix Jacobi processes([43]). A parallel interpretation using multi-
variate orthogonal polynomials can be found in [5] and [84]. Then, it was quite
natural to have an insight into the infinite dimensional case, that is when the size
of the matrix goes to infinity. This started with Voiculescu for independent large
random matrices in the so-called Gaussian unitary ensemble ([111]). In this way,
several results were derived for unitary matrices and in particular unitary processes
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([12], [65]). Few years later, free Wishart processes appeared in [24]. They are one
parameter-dependent processes defined as a limit of their matrix analogs, Laguerre
processes. Authors extend well-known results from matrix theory to this context
via free stochastic calculus. For instance, a free SDE of squared Bessel type was
derived. All what we said can be summarized in the array drawn below :
matrix size Hermite Laguerre Jacobi
d = 1 Br. motion Squared Bessel Jacobi
d > 1 Hermitian Br. matrix Wishart/Laguerre matrix Jacobi
d =∞ Free Br. motion Free Wishart ?
Our task consists in filling the remaining empty box. Our approach follows the
one in [24] however, as we will see and as always, the Jacobi setting is more so-
phisticated and needs more computations. Here, we do recall some definitions and
fix some notations that will be frequently used throughout the paper.
2. Definitions and Notations
2.1. Matrix Jacobi process. We refer to [43] for facts on real matrix Jacobi
processes. In the sequel, we are interested in its complex analog. Let Y (d) be a
d×d unitary Brownian matrix, that is a unitary matrix-valued process such that :
– Y0(d) = Id
– (Yti(d)Y
−1
ti−1(d), 1 ≤ i ≤ n) are independent for any collection 0 < t1 < . . . <
tn,
– Yt(d)Y
−1
s (d), s < t has the same distribution as Yt−s(d) ([12]).
Let 1 ≤ m, p ≤ d and denote by X the m× p upper left corner of Y (d) :
X ⊕ 0 = PmYt(d)Qp :=
(
Im
0
)
Yt(d)
(
Ip
0
)
Then J(m) := XX? is a m × m complex matrix Jacobi process of parameters
(p, d− p) such that 0 ≤ Jt(m) ≤ Im . If Xt is the m× p left corner of Z˜Yt(d) where
Z˜ is a d × d unitary random matrix independent of Y , then XX? is a m × m
complex matrix Jacobi process starting from X0X
?
0 . As for the real matrix case
([43]), Im − J is still a complex matrix Jacobi process of parameters (d− p, p).
2.2. Free probability. Recall that a non commutative probability space (NCPS)
is given by a unital algebra A with a linear functional Φ : A → C. An element in
(A ,Φ) is called a random variable. The subalgebras (Ai)i∈I are said to be free if
for all ai ∈ Aji such that Φ(ai) = 0 one has
Φ(
∏
j∈J
ai) = 0, ji ∈ I, ji 6= ji+1.
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a1, . . . an ∈ A are free if the subalgebras A generated by {1, ai} are free (1 de-
notes the unit of A ). The distribution of a random variable a ∈ A is given by
its moments Φ(ar), r ≥ 0. Similarly, the distribution of a1, . . . , an is given by
Φ(L(a1, . . . , an)) for all non commutative polynomial L ∈ C[a1, . . . , an]. When this
family is free, this factorizes into products of moments of ai so that it is enti-
rely determined by ai’s distributions. A famous realization of random variables is
illustrated by random matrices of all order finite moments : the algebra is
Ad :=
⋂
p>0
Lp (Ω,F , (Ft),P)⊗Md(C)
where (Ω,F , (Ft),P) is a filtered probability space andMd(C) stands for the set
of d×d complex matrices, equipped with the normalized trace expectation E⊗trd.
We say that the family of d×d random matrices (As(d))s∈S converge in distribution
to the family of random variables (as)s∈S in some NCPS (A ,Φ) if and only if :
lim
d→∞
E[trd(As1(d) . . . Asr(d))] = Φ(as1 · · · asr), s1, · · · sr ∈ S.
which implies that
lim
d→∞
E[trd(Aks(d)] = Φ(aks), k ≥ 1.
(As(d), s ∈ S) is said to be asymptotically free if (as)s∈S form a free family. As
stated before, independent random matrices enjoying some invariance properties
are shown to be asymptotically free random variables in some NCPS. The starting
point was with Voiculescu for independent d × d matrices belonging to the GUE
with variance 1/d ([111]). This is used to show that the normalized Hermitian BM
converges in distribution to the free additive Brownian motion : it is a collection
of self-adjoint random variables indexed by time, say (at)t≥0 (or process) with free
increments (at − as, s < t) and such that at − as has the same law as at−s given
by the semicircle law σt−s (free additive Le´vy process, [24]) where
σt(dx) =
1
2pit
√
4t− x21[−2√t,2√t](x)dx.
A similar result we will use later is due to Biane ([12]) : the unitary Brownian
matrix converges in distribution to the free multiplicative Brownian motion Y in
some NCPS (A ,Φ). Recall that Y is unitary, Y0 = 1, has free left increments, that
is, for a collection of times 0 < t1 < t2 < . . . < tn, YtnY
−1
tn−1 , . . . , Yt2Y
−1
t1 are free
and the law of Yt, say νt, is given by the so-called Σ-transform (see [12]) :
Σνt(z) = e
t
2
1+z
1−z , νt+s = νt  νs
where  denotes the free multiplicative convolution (free multiplicative Le´vy pro-
cess, see [11], [12]). For our purposes, we shall consider a von Neumann algebra
A endowed with a faithful tracial state Φ (see [38] for details). This is known as
a W ? NCPS. The Lq-norm is given by ||a||Lq := Φ[(aa?)q/2]1/q for 1 ≤ q <∞. The
109
L∞-norm or the algebra-norm is defined as the limit of the Lq-norm as q tends to
infinity. It will be denoted by || · ||L∞ or by || · || if there is no confusion.
3. Free Jacobi Process
Let Y (d(m)) be a d(m)×d(m) unitary Brownian matrix with m× p(m) upper
left corner X such that :
lim
m→∞
m
p(m)
= λ > 0, lim
m→∞
p(m)
d(m)
= θ ∈]0, 1] so that lim
m→∞
m
d(m)
= λθ.
Let Qm := Qp(m) with Qp defined in subsection 2.1. Then, Jt(m) = XtX
?
t and :
At(m) := Jt(m)⊕ 0d(m)−m = PmYt(d(m))QmY ?t (d(m))Pm
It follows that :
lim
m→∞
trd(m)(Pm) = λθ
lim
m→∞
trd(m)(Qm) = θ, θ ∈]0, 1]
lim
m→∞
E {trm[Jt1(m)Jt2(m) . . . Jtn(m)]} = lim
m→∞
d(m)
m
E
{
trd(m)[At1(m)At2(m) . . . Atn(m)]
}
for any collection t1, . . . , tn. Next, we make use of the following result ([65], p.
157) :
Theorem 3.1. Let (Us(m))s be a family of independent m × m unitary ran-
dom matrices such that the distribution of Us(m) is equal to that of V Us(m)V
?
for any unitary matrix V (unitary invariant) and such that Us(m) converges in
distribution. Let (Dt(m))t be a family of m ×m constant matrices converging in
distribution and such that supm ||Dt(m)|| <∞. Then the families
{Us(m), U?s (m)}s, {Dt(m), D?t (m), t ≥ 0}
are asymptotically free as m→∞.
Note that {Yt(d(m))Y −1s (d(m))}0≤s<t is a unitary invariant family since (Yt)t≥0
is right-left invariant. By the freeness of increments of Y mentionned above, Theo-
rem 3.1 claims that :
{(Yt(d(m)))t≥0, (Y ?t (d(m)))t≥0}, {Pm, Qm}
are asymptotically free. Thus, its limiting distribution in (Ad(m),E⊗ trd(m)) as m
goes to infinity is the distribution of {(Yt)t≥0, (Y ?t )t≥0}, {P,Q} in (A ,Φ) such that
– Y is a free multiplicative Brownian motion in (A ,Φ).
– P is a projection with Φ(P ) = λθ ≤ 1, θ ∈]0, 1].
– Q is a projection with Φ(Q) = θ.
– QP = PQ =
{
P if λ ≤ 1
Q if λ > 1
– {(Yt)t≥0, (Y ?t )t≥0} and {P,Q} are free.
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Hence, we deduce that the limiting distribution of the complex matrix Jacobi
process (Jt)t≥0 in (Am,E ⊗ trm) is the distribution of (PYtQY ?t P )t≥0 in PA P
equipped with the state
Φ˜ =
1
Φ(P )
Φ|PA P =
1
λθ
Φ|PA P .
(PA P, Φ˜) is called the compressed NCPS. This suggests to define the free Jacobi
process as follows :
Definition. Let (A ,Φ) be a W ? NCPS. Let θ ∈]0, 1] and λ > 0 such that
λθ ≤ 1. Let P and Q be two projections such that
Φ(Q) = θ, Φ(P ) = λθ, andPQ = QP =
{
P if λ ≤ 1
Q if λ > 1
Let Y be a free multiplicative Brownian motion such that {(Yt)t≥0, (Y ?t )t≥0} and
{P,Q} is a free family in (A ,Φ). We will say that a process J in a W ? NCPS
(B,Ψ) is a free Jacobi process with parameters (λ, θ), denoted by FJP (λ, θ), if its
distribution in (B,Ψ) is equal to the distribution of the process (PYtQY
?
t P )t≥0 in
(PA P, (1/Φ(P ))Φ|PA P ). This process starts from J0 = P if λ ≤ 1 and J0 = Q if
λ > 1.
Equivalently, the law of J is the limiting distribution of a complex matrix Jacobi
process when
m
p(m)
−→
m→∞
λ and
m
d(m)
−→
m→∞
λθ.
We also define the free Jacobi process starting from J0 :
Definition. Let Y be a free multiplicative Brownian motion and Z a unitary
operator free with Y . Then, the process defined by Y˜ = Y Z is a free multiplicative
Brownian motion starting at Y˜0 = Z. Moreover, if Z is free with {P,Q}, then the
process J˜ defined by :
J˜t := PY˜tQY˜
?
t P
is called a free Jacobi process with parameters (λ, θ) and starting from J˜0 =
PZQZ?P .
Since P − J = PYt(1−Q)Y ?t P and 1−Q is a projection, then :
Corollary 3.1. If J is a FJP (λ, θ) with λ, θ as above and starting from J0,
then P − J is still a FJP (λθ/(1− θ), 1− θ) starting from P − J0.
For the sake of simplicity, we will write Y for a free multiplicative Brownian
motion starting from Y0 and J for a free Jacobi process (FJP (λ, θ)) starting at J0
.
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4. Free Jacobi Process And Free Stochastic Calculus
We refer to [12] and [13] for free stochastic calculus and notations. Let (At)t≥0
be an increasing family of unital, weakly closed ?-subalgebras of the von Neumann
algebra A . Then, (A , (At),Φ) is called a filtered W ? NCPS. Since Φ is tracial,
there exists a unique conditional expectation denoted by Φ(·|At). Let A ⊗A op be
the von Neumann tensor product algebra equipped with the tracial state Φ⊗Φop.
A bi-process U is an element in A ⊗ A op and is written as (Ut =
∑
iA
i
t ⊗ Bit).
It is adapted if Ut ∈ At ⊗ At for all t ≥ 0. The prefix “bi” and the superscript
“op” refer to the fact that the integrator can be multiplied both to the left and to
the right due to the non-commutativity. Furthermore, adapted bi-processes form
a complex vector space that we endow with the norm :
||U ||∞ =
(∫ ∞
0
||Us||2L∞(A⊗A op)ds
)1/2
where the tensor algebra norm defined by :
|| · ||L∞(A⊗A op) := lim
p→∞
|| · ||Lp(A⊗A op)
The completion of this space is denoted by Ba∞ and || · ||Ba∞ will be denoted by|| · ||∞ . Recall also that, for fixed t > 0 and U ∈ Ba∞, we have :∫ t
0
Us]dXs =
∫ ∞
0
Us1[0,t](s)]dXs
where X is a free additive Brownian motion and
Us]dXs :=
∑
i
AisdXsB
i
s
For any two adapted bi-processes N and M belonging to Ba∞ :
(44) Φ
{∫ t
0
Ns]dXs
∫ t
0
Ms]dXs
}
=
∫ t
0
< Ns,M
?
s > ds,
where <> is the inner product in L2(A ,Φ)⊗L2(A ,Φ) (namely, if N = a⊗a′ and
M = b ⊗ b′, then M? = (b′)? ⊗ b? and < N,M? >= Φ(ab′)Φ(a′b)). Consider the
process (Jt := PYtQY
?
t P )t≥0, where P,Q are two projections as in the definition
above, Y is a free multiplicative Brownian motion in (A ,Φ). Recall that Y satisfies
the free SDE (see [12]) :
dYt = i dXt Yt − 1
2
Ytdt, Y0 ∈ A
where (Xt)t≥0 is a free additive Brownian motion in (A ,Φ). By free Itoˆ’s formula
([12], [13], [79]), we get :
d(YtQY
?
t ) = (dYt)QY
?
t + YtQ(dY
?
t ) + Φ(YtQY
?
t )dt
= idXtYtQY
?
t − iYtQY ?t dXt − YtQY ?t dt+ θdt
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since Xt is self-adjoint. Thus, the free Jacobi process satisfies :
dJt = Pd(YtQY
?
t )P = iPdXtYtQY
?
t P − iPYtQY ?t dXtP − Jt dt+ θPdt
= iPYt(Y
?
t dXtYt)QY
?
t P − iPYtQ(Y ?t dXtYt)Y ?t P − Jt dt+ θPdt,(45)
since Φ is tracial and Yt is unitary (by definition). The next step consists of cha-
racterizing the process (Y ?t dXtYt)t≥0. This needs the following characterization of
the free additive Brownian motion ([14], [24]) which is the free analogue of the
Le´vy characterization :
Theorem 4.1. Let (As, s ∈ [0, 1]) be an increasing family of von Neumann sub-
algebras in a non-commutative probability space (A ,Φ), and let (Zs = (Z1s , . . . , Z
m
s ); s ∈
[0, 1]) be an m-tuple of self-adjoint (As)-adapted processes such that :
– Z is bounded and Z0 = 0.
– Φ(Zit |As) = Zis for all 1 ≤ i ≤ m.
– Φ(|Zit − Zis|4) ≤ K(t− s)2 for some constant K and for all 1 ≤ i ≤ m.
– For any l, p ∈ {1, . . . ,m} and all A,B ∈ As, one has :
Φ(A(Zpt − Zps )B(Z lt − Z ls)) = 1{p=l}Φ(A)Φ(B)(t− s) + o(t− s),
then Z is a m-dimensional free Brownian motion.
It follows that :
Lemma 4.1. The process (St) := (
∫ t
0
Y ?s dXsYs)t≥0 is an At - free Brownian
motion.
Proof : one has to check the four conditions mentionned above are satisfied.
Note that for all T > 0, Y ?t ⊗ Yt1[0,T ] ∈ Ba∞ since ||Yt|| = ||Y ?t || = 1. Take
A, B ∈ A, then (using (44) in the second line) :
Φ(A(St − Ss)B(St − Ss)) = Φ
{∫ t
s
AY ?r dXrYr
∫ t
s
BY ?r dXrYr
}
= Φ
{∫ t
s
(AY ?r ⊗ Yr)]dXr
∫ t
s
(BY ?r ⊗ Yr)]dXr
}
=
∫ t
s
Φ(YrAY
?
r )Φ(YrBY
?
r )dr
= Φ(A)Φ(B)(t− s),
since Φ is tracial and Yt is unitary. Hence, the fourth condition is fullfilled. For the
third, we follow in the same way and use again the fact that Yt is unitary to get :
Φ(|St − Ss|4) ≤ (t− s)2,
The second condition results from the fact
(∫ t
0
Y ?s dXsYs
)
t≥0
defines an At - mar-
tingale. Finally, it is easily seen from the end of the proof of Theorem 3.2.1 in [13]
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that :
||
∫ t
0
Y ?s dXsYs||2 := ||
∫ t
0
Y ?s dXsYs||2L∞(A ) ≤ 8
∫ t
0
||Y ?s ⊗ Ys||2L∞(A⊗A op)ds = 8t
since the integrand’s norm is equal to 1 from the unitarity of Ys. 
Thus, (45) transforms to :
dJt = iPYt dStQY
?
t P − iPYtQdSt Y ?t P − Jt dt+ θPdt
= iPYt(1−Q) dStQY ?t P − iPYtQdSt (1−Q)Y ?t P − Jt dt+ θPdt
In order to use the polar decomposition of P − Jt, we write :
P − Jt = (PYt − PYtQ)(Y ?t P −QY ?t P ) := C?C
since Yt is unitary, Q
2 = Q and P 2 = P . Hence
QY ?t P = Rt
√
Jt C = (1−Q)Y ?t P = Vt
√
P − Jt,
which gives :
(46) dJt =
√
P − Jt(iV ?t dStRt)
√
Jt+
√
Jt((iRt)
? dSt Vt)
√
P − Jt+(θP − Jt) dt
Remark. An elemantary and needed relation is :
(47)
√
JtR
?
tVt
√
P − Jt = PYtQ(1−Q)Y ?t P = 0
since Q = Q2.
Proposition 4.1. Suppose that Jt and P−Jt are injective operators in PA P .
Then, the following holds :
– RtP = Rt and VtP = Vt.
– R?tRt = P and V
?
t Vt = P .
– PR?tVtP = PV
?
t RtP = 0.
Proof : Recall first that if T is an operator in A , then the support E of T
is the orthogonal projection on (ker T )⊥ = ImT ? and satisfies TE = T (see A.
III in [38]). Furthermore, if we consider the polar decomposition of T , namely
T = A|T | = A(T ?T )1/2, then E is also the support of A and the latter is partially
isometric, that is A?A = E and AA? = F where F is the support of T ?. Thus,
the two first assertions follow if we prove that P is the support of both Jt and
P − Jt. Indeed, the injectivity of Jt in PA P implies that ker Jt = ker P . Thus,
we claim that P is the support of Jt ((ker P )
⊥ = ImP ) and the same result holds
for P − Jt. The third is obvious when Jt and P − Jt are invertible. Else, (47) is
written in PA P :
0 =
√
JtR
?
tVt
√
P − Jt =
√
Jt(PR
?
tVtP )
√
P − Jt
Since both Jt and P − Jt are injective operators in PA P , then :
(PR?tVtP )
√
P − Jt = 0⇒
√
P − Jt(PV ?t RtP ) = 0⇒ (PV ?t RtP ) = 0 
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Corollary 4.1. Under the same assumption of Proposition 4.1 , the process
(Wt)t≥0 defined by Wt := (i/
√
Φ(P ))
∫ t
0
(PV ?s ⊗RsP )]dSs is a PAtP -complex free
Brownian motion.
Proof : Let us first recall that a process Z : R+ → A is a complex (At) -
Brownian motion if it can be written Z = (X1 +
√−1X2)/√2, where (X1, X2)
is a 2-dimensional (At) -free Brownian motion. Note also that (iZt)t≥0 is still a
complex (At) -Brownian motion since (−X2) is an (At) -free Brownian motion.
So, we shall show that :(
W˜t := (1/
√
Φ(P ))
∫ t
0
(PV ?s ⊗RsP )]dSs
)
t≥0
is a PAtP -complex free Brownian motion. To proceed, it suffices to show that :
X1t =
W˜t + W˜
?
t√
2
=
1√
2Φ(P )
(∫ t
0
(PV ?s ⊗RsP )]dSs +
∫ t
0
(PR?s ⊗ VsP )]dSs
)
X2t =
W˜t − W˜ ?t√
2i
=
1√
2Φ(P )i
(∫ t
0
(PV ?s ⊗RsP )]dSs −
∫ t
0
(PR?s ⊗ VsP )]dSs
)
define two free (At) -free Brownian motions using again the characterization given
in Theorem 4.1. We will do this for X1. Note that, since Rt and Vt are partially
isometric, then (PV ?t ⊗ RtP1[0,T ])t≥0 and (PR?t ⊗ VtP1[0,T ])t≥0 ∈ Ba∞ ∀T > 0.
Hence, the first condition follows since
(∫ t
0
(PV ?s ⊗RsP )dSs
)
t≥0
and
(∫ t
0
(PR?s ⊗ VsP )dSs
)
t≥0
are PAtP -martingales. For A,B ∈ As and using (44), one has :
Φ˜(PAP (X1t −X1s )PBP (X1t −X1s )) =
1
2Φ(P )
Φ˜
(∫ t
s
(PAPV ?u ⊗RuP )]dSu +
∫ t
s
(PAPR?u ⊗ VuP )]dSu
)
+
(∫ t
s
(PBPV ?u ⊗RuP )]dSu +
∫ t
s
(PBPR?u ⊗ VuP )]dSu
)
=
1
2Φ2(P )
Φ
(∫ t
s
(PAPV ?u ⊗RuP )]dSu +
∫ t
s
(PAPR?u ⊗ VuP )]dSu
)
+
(∫ t
s
(PBPV ?u ⊗RuP )]dSu +
∫ t
s
(PBPR?u ⊗ VuP )]dSu
)
=
1
2
∫ t
s
[Φ˜(PAPV ?u VuP )Φ˜(RuPBPR
?
u) + Φ˜(PAPR
?
uRuP )Φ˜(VuPBPV
?
u )]du
+
1
2
∫ t
s
[Φ˜(PAPV ?uRuP )Φ˜(RuPBPV
?
u ) + Φ˜(PAPR
?
uVuP )Φ˜(VuPBPR
?
u)]du
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=
1
2
∫ t
s
[Φ˜(PAP )Φ˜(PBP ) + Φ˜(PAP )Φ˜(PBP )]du+
1
2
∫ t
s
[Φ˜(APV ?uRuP )Φ˜(BPV
?
uRuP ) + Φ˜(APR
?
uVuP )Φ˜(BPR
?
uVuP )]du
= Φ˜(PAP )Φ˜(PBP )(t− s),
since PV ?uRuP = PR
?
uVuP = 0 and since Ru and Vu are partially isometric (Pro-
position 4.1). Similarly, the same result holds for X2. Furthermore, one has :
Φ˜(PAP (X1t −X1s )PBP (X2t −X2s )) =
1
2Φ(P )
Φ˜
(∫ t
s
(PAPV ?u ⊗RuP )]dSu +
∫ t
s
(PAPR?u ⊗ VuP )]dSu
)
+
(∫ t
s
(PBPV ?u ⊗RuP )]dSu −
∫ t
s
(PBPR?u ⊗ VuP )]dSu
)
=
1
2
∫ t
s
[−Φ˜(PAPV ?u VuP )Φ˜(RuPBPR?u) + Φ˜(PAPR?uRuP )Φ˜(VuPBPV ?u )]du
+
1
2
∫ t
s
[Φ˜(PAPV ?uRuP )Φ˜(RuPBPV
?
u )− Φ˜(PAPR?uVuP )Φ˜(VuPBPR?u)]du
=
1
2
∫ t
s
[−Φ˜(PAP )Φ˜(PBP ) + Φ˜(PAP )Φ˜(PBP )]du
+
1
2
∫ t
s
[Φ˜(APV ?uRuP )Φ˜(BPV
?
uRuP )− Φ˜(APR?uVuP )Φ˜(BPR?uVuP )]du = 0
which finishes the proof. Substituting Rt and Vt by RtP and VtP in (45) and using
Corollary 4.1, we proved :
Theorem 4.2. Given J0 such that J0 and P − J0 are injective operators in
PA P , let T := inf{s, ker(Js) 6= kerP or ker(P − Js) 6= kerP} > 0 by continuity
of the trajectories. Then, for all t < T ,
(48)
{
dJt =
√
λθ
√
P − JtdWt
√
Jt +
√
λθ
√
JtdW
?
t
√
P − Jt + (θP − Jt) dt
J0 = PY0QY
?
0 P
where (Wt)t≥0 is a PA P -complex free Brownian motion.
In the remainder of this paper, we will try to find the range of (λ, θ) ensuring
the injectivity of both Jt and P −Jt. This is equivalent to find (λ, θ) for which the
spectral measure of both Jt and P − Jt has no atoms in 0. We first investigate the
stationary case then deal with the general setting.
5. Free Jacobi process : the stationary case
In this section, we will give some interest in the particular case when Y0 is
Haar distributed, that is Φ(Y k0 ) = δk0. Then Yt remains Haar distributed for all
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t > 0. Thus, the law of Jt does not depend on time and such a process is called a
stationary free Jacobi process. Its law has already been computed by both Capi-
taine and Casalis using the so-called generalized free cumulants ([24]) and Collins
(P = Q, [34]). Here we will use Nica and Speicher’s result on compression by free
projections. More precisely, authors considered PaP for any operator a ∈ A free
with P (cf [90], [107]). This condition is fulfilled for a = YtQY
?
t since Yt is Haar
unitary. In fact, the following classical result holds (see [65]) :
Lemma 5.1. If U is Haar unitary and B is a sub-algebra which is free with U ,
then, ∀A,B ∈ B, A and UBU? are free.
From [107], the law of Jt in (PA P, Φ˜) writes :
µJt = rµλθa
where Φ(P ) = λθ = 1/r and  denotes the free additive convolution. Since Φ is
tracial and Q is a projection, then Φ(ak) = Φ(Q) = θ for all k ≥ 1. Thus,
µa = (1− θ)δ0 + θδ1
Furthermore, the Cauchy transform of a writes
Ga(z) :=
1
z
+
∑
k≥1
Φ(ak)
zk+1
=
z + θ − 1
z(z − 1) ,
Its inverse is then written :
Ka(z) =
z + 1 +
√
(z − 1)2 + 4θz
2z
,
and finally,
Ra(z) := Ka(z)− 1
z
=
z − 1 +√(z − 1)2 + 4θz
2z
.
R is known as the R-transform. It plays the role of the log-Laplace transform
in classical probability since it linearizes the free additive convolution. This means
that if a and b are free, then Ra+b = Ra +Rb. Hence
RJt(z) = rRλθa(z) = Ra(λθz)
where the last equality follows from the expression of the R-transform in terms of
free cumulants and the multilinearity of these latters. It follows that
RJt(z) =
λθz − 1 +√(λθz − 1)2 + 4λθ2z
2αz
=
z − r +√(z − r)2 + 4z/λ
2z
,
which implies that :
KJt(z) = RJt +
1
z
=
z + (2− r) +√(z − r)2 + 4z/λ
2z
.
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which inverse is :
GJt(z) =
(2− r)z + (1/λ− 1) +√Az2 −Bz + C
2z(z − 1) ,
where A = r2 = 1/(λθ)2, B = 2(r + (r − 2)/λ) et C = (1 − 1/λ)2. Since Jt is
selfadjoint and 0 ≤ Jt ≤ P then its spectrum lies in [0, 1]. Thus z ∈ C \ [0, 1] and
is constrained to =[G(z)] < 0 when =(z) > 0 which determines the square root.
The law of Jt takes the form :
µJt(dx) = a0δ0(dx) + a1δ1(dx) + g(x)dx,
where
a0 = lim
y→0+
−y=[G(iy)], a1 = lim
y→0+
−y=[G(1 + iy)]
g(x) = lim
y→0+
− 1
pi
=[G(x+ iy)] for somex ∈ (0, 1),
Remark. The last equality holds whenever limz∈D→x=(G(z)) = =(G(x))
where D is the upper half-plane and x ∈ R (cf [32]). In fact, from
GF (z) =
∫
dF (ζ)
z − ζ
for some distribution function F , the following inversion formula holds (cf [65],
[107]) :
F (b)− F (a) = lim
y→0+
− 1
pi
∫ b
a
=(G(x+ iy))dx
for any two continuity points a, b of F (weak convergence). Silverstein and Choi
showed that if the limit above exists, then F is differentiable and dF has the
density function with respect to the Lebesgue measure given by F ′(x) = limy→0+−
(1/pi)=(G(x+ iy)). See [32] for more details.
Proposition 5.1. a0 = 0 for all λ ≤ 1.
Proof :
GJt(iy) =
(2− r)iy + (1/λ− 1) +√C − Ay2 − iBy
−2y(y + i)
Thus,
−yGJt(iy) =
(2− r)iy +√C +√C − Ay2 − iBy
2(y2 + 1)
(y − i)
Since G maps C+ to C−, where C+ and C− denote respectively the set of complex
numbers with positive and negative imaginary part, then
−yGJt(iy) =
(E(y) + iF (y))(y − i)
2(y2 + 1)
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in a neighbourhood of 0, where
E(y) =
√
C −
√√
(C − Ay2)2 +B2y2 + (C − Ay2)
2
F (y) = (r − 2)y +
√√
(C − Ay2)2 +B2y2 − (C − Ay2)
2
Remark. We can easily see that E(y) < 0 and F (y) > 0 near 0. The first
assertion is equivalent to B2 > 4CA which is true since r > 1/λ (recall that
r = λθ, 0 < θ < 1). The second is equivalent to B2 > ((r − 2)C)2 which is very
easy to verify. Consequently,
−y=(GJt(iy)) =
F (y)y − E(y)
2(y2 + 1)
,
and the result follows by taking the limit. 
Proposition 5.2. For all λ ∈ [0, 1] and 1/θ ≥ λ+ 1, we have a1 = 0.
Proof : One has :
GJt(1 + iy) =
(2− r)(1 + iy) + (1/λ− 1) +√A(1 + iy)2 −B(1 + iy) + C
2iy(1 + iy)
=
1 + 1/λ− r − iy(r − 2) +√A(1 + iy)2 −B(1 + iy) + C
−2y(y − i)
Now, consider the square root term, then, (a+ ib)2 = A(1 + iy)2 −B(1 + iy) + C
is equivalent to
a2 + b2 =
√
(A(1− y2) + C −B)2 + y2(2A−B)2
a2 − b2 = A(1− y2) + C −B
2ab = (2A−B)y =
(
2
λθ
)2
(2λθ2 − θ(λ+ 1) + 1)y
Note that ab > 0∀θ ∈]0, 1[. In fact, let fλ(θ) := 2λθ2 − θ(λ+ 1) + 1, then,
f ′λ(θ) = 4λθ − (λ+ 1) so that f ′λ(θ) = 0⇔ θ =
λ+ 1
4λ
Since θ ∈]0, 1[, we deduce that, if λ > 1/3, then fλ(θ) ≥ 1− (λ+ 1)2/8λ > 0 since
8λ > (λ+ 1)2, else, f ′λ(θ) < 0 and fλ(θ) ≥ fλ(0) = 1.
Hence, we shall take a > 0 and b > 0 since =(−yG(1 + iy)) > 0. The two first
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equalities give :
a =
√√
(A(1− y2) + C −B)2 + y2(2A−B)2 + A(1− y2) + C −B
2
b =
√√
(A(1− y2) + C −B)2 + y2(2A−B)2 − A(1− y2) + C −B
2
which implies :
−yGJt(1 + iy) =
[a+ (1 + 1/λ)− r + i(b− (r − 2)y](y + i)
2pi(y2 + 1)
,
Next, we note that :
Lemma 5.2. A+ C −B ≥ 0.
Proof :
A+ C −B =
(
1
λθ
)2
+
(
1− 1
λ
)2
− 2
λθ
(
1 +
1
λ
)
+
4
λ
=
(
1
λθ
)2
(1 + θ2(λ+ 1)2 − 2θ(λ+ 1))
=
(
1
λθ
)2
(1− θ(λ+ 1))2 
Taking the limit, it follows that a1 =
√
A+ C −B − (r − 1 − 1/λ). Finally, it
remains to show that :
Lemma 5.3. If 1/θ ≥ λ+ 1, then √A+ C −B = r − (1 + 1/λ).
Proof : In this case, 1−θ(λ+1) ≥ 0. Hence, the result follows from the previous
Lemma and from :
r −
(
1 +
1
λ
)
=
1
λθ
(1− θ(λ+ 1)) 
Proposition 5.3. For all λ ∈ [0, 1] and all θ ∈]0, 1], the Jt’s law has a conti-
nuous part given by :
g(x) =
√
Bx− Ax2 − C
2pix(1− x)
for some x ∈ [x−, x+] ⊂ [0, 1] where x− and x+ denote the roots (when they exist)
of Ax2 −Bx+ C = 0 .
Proof : One has :
GJt(x+iy) = −
[(1/λ− 1)− (r − 2)x− i(r − 2)y + a+ ib][x(1− x) + y2 + iy(2x− 1)]
2[(x(x− 1)− y2)2 + 4y2(1− x)2]
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where (a+ ib)2 = A(x2 − y2)−Bx+ C + i(2A−B)y. Thus :
g(x) = − lim
y→0+
1
pi
=(GJt(x+ iy)) =
1
2pix(1− x) limy→0+ b
Hence, it suffices to compute the expression of b = b(x, y) and find x−, x+ ∈]0, 1[
such that b(x, y) > 0 for very small y and x ∈ [x−, x+]. From
b =
√√
(A(x2 − y2)−Bx+ C)2 + (2A−B)2y2 − (A(x2 − y2)−Bx+ C)
2
,
we get :
lim
y→0+
b(x, y) =
√√
(Ax2 −Bx+ C)2 − (Ax2 −Bx+ C)
2
,
Consequently,
lim
y→0+
b(x, y) > 0⇔ Ax2 −Bx+ C < 0
for some x ∈ [x−, x+] which is easy to see, since the infimum of h : x → Ax2 −
Bx+C is reached at B/2A < 1 (see Prop. 5.2) and h(0) > 0, h(1) > 0 (see Lemma
5.2), h(B/2A) = (4AC −B2)/4A < 0 (Prop. 5.1).
Remark. 1/It is easy to see that 4AC −B2 < 0 . Indeed,
4AC −B2 = 4
[
r2
(
1− 1
λ
)2
−
(
r
(
1 +
1
λ
)
− 2
λ
)2]
= 16
[
r
λ
(
1 +
1
λ
)
− (r
2 + 1)
λ2
]
=
16
λ2
(r(λ+ 1)− (r2 + 1)) < 0
for λ ∈ [0, 1].
5.1. Some links with Capitaine-Casalis results. In [23], authors proved
the following result : Given two independent complex Wishart matrices X and
Y with respective distributions W (m, p(m), (1/m)Im) and W (m, q(m), (1/m)Im),
then the limiting distribution of the Beta matrix Z := (X + Y )−1/2X(X + Y )−1/2
is given by :
να,β(dx) = max(0, 1− α)δ0(dx) + max(0, 1− β)δ1(dx) + g(x)1[x−,x+]dx
where α = limm→∞ p(m)/m , β = limm→∞ q(m)/m and
λ± =
(√
α
α+ β
(
1− 1
α+ β
)
±
√
1
α+ β
(
1− α
α+ β
))2
g(x) = K
√
(x− x−)(x+ − x)
x(1− x)
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They find that :
G(z) =
(α+ β − 2)z + 1− α−√(α+ 1− (α+ β)z)2 − 4α(1− z)
2z(1− z)
Comparing both results, we notice that
α =
1
λ
, α+ β = r, β = r − 1
λ
=
1
λ
(
1
θ
− 1
)
Besides, we can see that conditions λ ∈ [0, 1], 1/θ ≥ λ+1 implie that α ≥ 1, β ≥ 1
so that a0 = b0 = 0. On the other hand,
x± =
(√
1
λr
(
1− 1
r
)
±
√
1
r
(
1− 1
λr
))2
=
(√
θ(1− λθ)±
√
λθ(1− θ)
)2
Hence, for λ = 1, x− = 0 and if θ = 1/λ+ 1, then x+ = 1. As a result :
Proposition 5.4. ∀λ ∈]0, 1], 1/θ ≥ λ + 1 (θ ∈]0, 1/2] for instance) , Jt and
P − Jt are injective operators in the compressed space PA P . For λ ∈]0, 1[ and
1/θ > λ+ 1, these operators are invertible in PA P . Moreover, Jt is a solution of
(48).
Remarks. 1/In [23], authors omit the normalizing constant
√
A/2pi = (2piλθ)−1,
however one can compute it as follows : since√
(x+ − x)(x− x−)
x(1− x) =
√
(x+ − x)(x− x−)
x
+
√
(x+ − x)(x− x−)
1− x
Then , the normalizing constant is given by :
K−1 =
∫ x+
x−
√
(x+ − x)(x− x−)
x
dx+
∫ 1−x−
1−x+
√
(1− x− − x)(x− 1 + x+)
x
dx
:= I(x−, x+) + I(1− x+, 1− x−)
Moreover, using the variable change u = (x − x−)/(x+ − x−) and the integral
representation of 2F1 (cf [3]), one has :
I(x−, x+) =
(x+ − x−)2
x+
B(
3
2
,
3
2
) 2F1(1,
3
2
, 3,
x+ − x−
x+
)
(1)
=
pi
4
(x+ − x−)2
x+ + x−
2F1(
1
2
, 1, 2,
(
x+ − x−
x+ + x−
)2
)
(2)
=
pi
2
(x+ + x− − 2√x+x−)
where in (1) we used (see [3]) :
2F1(a, b, 2b, z) = (1− z/2)−a 2F1(a/2, (a+ 1)/2, b+ 1/2; (z/2− z)2), 0 < |z| < 1,
122
and in (2), we used
2F1(
1
2
, 1, 2; z) = 2
1−√1− z
z
, 0 < |z| < 1.
As a result, K−1 = pi(1 − √x+x− −
√
(1− x+)(1− x−)) = 2piλθ (see [106] for
another computation).
2/ In [43], Doumerc derived for p(m) ≥ m + 1 and q(m) ≥ m + 1 where q(m) =
d(m)− p(m), the following SDE for the real matrix Jacobi process :
dJt =
√
Im − JtdBt
√
Jt +
√
JtdB
T
t
√
Im − Jt + (p(m)Im − (p(m) + q(m))Jt) dt
where (Bt)t≥0 is a real m ×m Brownian matrix. When both J0 and Im − J0 are
invertible, a strong uniqueness holds for this SDE. The complex version satisfies :
dJt =
√
Im − JtdBt
√
Jt +
√
JtdB
?
t
√
Im − Jt + (p(m)Im − (p(m) + q(m))Jt) dt
where (Bt)t≥0 is a complex m ×m Brownian matrix. A similar uniqueness result
holds for p(m), q(m) ≥ m. Heuristically, if we consider the ratio dJt/(d(m)) and
let m go to infinity, then this SDE converges weakly (up to a constant) to its free
counterpart, since normalized complex Brownian matrix converges in distribution
to the free complex Brownian motion. It is also worth noting that conditions
p(m) ≥ m and q(m) ≥ m are in agreement with λ ∈ [0, 1] and 1/θ ≥ λ+ 1.
3/ From a combinatorial point of view, the result of Nica and Speicher reads :
Φ(Jnt ) =
∑
pi∈NC(n)
kpi(P, . . . , P )θ
n+1−|pi|
where NC(n) denotes the set of non-crossing partitions of {1, . . . , n}, |pi| is the
cardinality of pi and kpi is the corresponding mixed cumulant (see [107] for more
details).
6. Free Jacobi Process : the general case
In this section, we will suppose that λ ≤ 1 and 1/θ ≥ λ+ 1. Let Y0 ∈ A such
that 0 < J0 := PY0QY
?
0 P < P , that is J0 and P − J0 are invertible in PA P . By
continuity of paths, the result of Theorem 4.2 holds for t < T :{
dJt = Ut]dXt + Vt]dYt + (θP − Jt) dt
J0 = PY0QY
?
0 P, 0 < J0 < P
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where
Wt =
Xt +
√−1Yt√
2
Ut =
√
λθ
2
(
√
P − Jt ⊗
√
Jt +
√
Jt ⊗
√
P − Jt) =
2∑
i=1
Ait ⊗Bit
Vt = i
√
λθ
2
(
√
P − Jt ⊗
√
Jt −
√
Jt ⊗
√
P − Jt) =
2∑
i=1
Cit ⊗Dit
and X and Y are two free PAtP -free-Brownian motions. Now, let us recall that
for any operator Z ∈ PA P , we set (see [13]) :
∂Zn =
n−1∑
k=0
Zk ⊗ Zn−k−1
∆U(Z
n) = 2
∑
i,j
∑
k,l≥0
k+l≤n−2
ZkAitB
j
tZ
n−k−l−2Φ˜(BitZ
lAjt)
where U =
∑
iA
i ⊗Bi is an adapted bi-process.
Proposition 6.1. Let X, Y be two free free-Brownian motions, U, V be two
adapted integrable bi-processes and K an adapted process in PA P . Let
dMt = Ut]dXt + Vt]dYt +Ktdt
then, for every polynomial R, we have :
dR(Mt) = ∂R(Mt)](Ut]dXt) + ∂R(Mt)](Vt]dYt) + ∂R(Mt)]Ktdt
+
1
2
(∆UR(Mt) + ∆VR(Mt))dt
Proof : When V = 0⊗0, this is the free Itoˆ’s formula stated in [13]. By linearity,
it suffices to prove the formula for monomials. To do this, we shall proceed by
induction. Hence, assume that :
dMnt = ∂M
n
t ](Ut]dXt) + ∂M
n
t ](Vt]dYt) + ∂M
n
t ]Ktdt+
1
2
(∆UM
n
t +∆VM
n
t )dt
By free integration by parts formula (see [12]), we have :
dMn+1t = d(MtM
n
t ) = dMtM
n
t +Mt dM
n
t + (dMt)(dM
n
t )
= (1⊗Mnt +Mt∂Mnt )](Ut]dXt) + (1⊗Mnt +Mt∂Mnt )](Vt]dYt)
+ (1⊗Mt +Mt∂Mnt )]Ktdt+
1
2
Mt(∆UM
n
t +∆VM
n
t )dt+ (dMt)(dM
n
t )
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On the other hand, we can easily see that :
1⊗Mnt +Mt∂Mnt = 1⊗Mnt +
n∑
k=1
Mkt ⊗Mn−kt = ∂Mn+1t ,
Then, using the fact that (dX)(dY ) = 0 by the freeness of X and Y ([79]), we
get :
(dMt)(dM
n
t ) =
∑
i,j
n−1∑
l=0
AitB
j
tM
n−l−1
t Φ˜(B
i
tM
l
tA
j
t) +
∑
i,j
n−1∑
l=0
CitD
j
tM
n−l−1
t Φ˜(D
i
tM
l
tC
j
t )
Moreover,
Mt∆U(M
n
t ) = 2
∑
i,j
∑
k,l≥0
k+l≤n−2
Mk+1t A
i
tB
j
tM
n−k−l−2
t Φ˜(B
i
tM
l
tA
j
t)
= 2
∑
i,j
n−2∑
l=0
n−l−1∑
k=1
Mkt A
i
tB
j
tM
n−k−l−1
t Φ˜(B
i
tM
l
tA
j
t)
and the same holds for
Mt∆V (M
n
t ) = 2
∑
i,j
n−2∑
l=0
n−l−1∑
k=1
Mkt C
i
tD
j
tM
n−k−l−1
t Φ˜(C
i
tM
l
tD
j
t )
Consequently, we get :
1
2
Mt(∆V (M
n
t ) + ∆U(M
n
t )) + (dMt)(dM
n
t ) =
1
2
(∆V (M
n+1
t ) + ∆U(M
n+1
t )) 
6.1. A recurrence formula for free Jacobi moments.
Corollary 6.1. Let mn(t) := Φ˜(J
n
t ) for n ≥ 2 and t < T . Then, we have the
following recurrence relation :
mn(t) = mn(0)−n
∫ t
0
mn(s)ds+nθ
∫ t
0
mn−1(s)ds+λθn
n−2∑
k=0
∫ t
0
mn−k−1(s)(mk(s)−mk+1(s))ds
or equivalently,
dmn(t)
dt
= −nmn(t) + nθmn−1(t) + λθn
n−2∑
k=0
mn−k−1(t)(mk(t)−mk+1(t))
Proof : Using Proposition 6.1, we get :
dJnt = martingale +
n−1∑
k=0
Jkt (θP − Jt)Jn−k−1t dt+
1
2
(∆U(J
n
t ) + ∆V (J
n
t ))dt
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Next, we compute
∆U(J
n
t ) = 2
2∑
i,j=1
∑
k,l≥0
k+l≤n−2
Jkt A
i
tB
j
tJ
n−k−l−2
t Φ˜(B
i
tJ
l
tA
j
t)
(1)
= 2
2∑
i,j=1
∑
k,l≥0
k+l≤n−2
AitB
j
tJ
n−l−2
t Φ˜(B
i
tJ
l
tA
j
t)
= 2
2∑
i,j=1
n−2∑
l=0
(n− l − 1)AitBjtJn−l−2t Φ˜(BitJ ltAjt) = 2
2∑
i,j=1
n−2∑
l=0
(l + 1)AitB
j
tJ
l
tΦ˜(B
i
tJ
n−l−2
t A
j
t)
(2)
= 2
n−2∑
l=0
(l + 1)[
λθ
2
(P − Jt)J ltΦ˜(Jn−l−1t ) +
λθ
2
J l+1t Φ˜(J
n−l−2
t (P − Jt))
+ λθ
√
P − Jt
√
JtJ
l
tΦ˜(J
n−l−2
t
√
Jt
√
P − Jt)]
where in both (1) and (2), we used the fact that Ait, B
j
t and Jt commute ∀ i, j ∈
{1, 2}. Similarly,
∆V (J
n
t ) = 2
n−2∑
l=0
(l + 1)[
λθ
2
(P − Jt)J ltΦ˜(Jn−l−1t ) +
λθ
2
J l+1t Φ˜(J
n−l−2
t (P − Jt))
− λθ
√
P − Jt
√
JtJ
l
tΦ˜(J
n−l−2
t
√
Jt
√
P − Jt)]
Thus, we have :
1
2
(∆U(J
n
t )+∆V (J
n
t )) = λθ
n−2∑
l=0
(l+1)[(P −Jt)J ltΦ˜(Jn−l−1t )+J l+1t Φ˜(Jn−l−2t (P −Jt))]
Taking the expectation, it yields
1
2
Φ˜(∆U(J
n
t ) + ∆V (J
n
t )) = λθ×(
n−2∑
l=0
(l + 1)[Φ˜((P − Jt)J lt)Φ˜(Jn−l−1t )] +
n−2∑
l=0
(l + 1)[Φ˜(J l+1t )Φ˜(J
n−l−2
t (P − Jt))]
)
= λθ ×
(
n−2∑
l=0
(l + 1)[Φ˜((P − Jt)J lt)Φ˜(Jn−l−1t )] +
n−2∑
l=0
(n− l − 1)[Φ˜(Jn−l−1t )Φ˜(J lt(P − Jt))]
)
= nλθ
n−2∑
l=0
[Φ˜((P − Jt)J lt)Φ˜(Jn−l−1t )]
= nλθ
n−2∑
l=0
[mn−l−1(t)(ml(t)−ml+1(t)]
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Furthermore, since P − Jt and Jt commute, we can easily see that :
Φ˜
(
n−1∑
k=0
Jkt (θP − Jt)Jn−k−1t
)
= nΦ˜(Jn−1t (θP − Jt)) 
Proposition 6.2. If J0 and P−J0 are invertible in PA P , then for all λ ∈]0, 1]
, 1/θ ≥ 1 + λ and t ≥ 0, P − Jt and Jt are injective operators in PA P .
Proof : It is known that for a self - adjoint operator a ∈ PA P such that
0 < a < P ,
log(P − a) = −
∞∑
n=1
an
n
Since Φ˜(an) =
∫
xnµ(dx) for a positive compactly supported measure µ, we get :
Φ˜(log(P − a)) = −
∞∑
n=1
Φ˜(an)
n
= −Φ˜(a)−
∞∑
n=2
Φ˜(an)
n
Thus, substituting the moments of Jt, one has (Corollary 6.1) for all t < T :
Φ˜(log(P − Jt)) = Φ˜(log(P − J0))− θt+
∫ t
0
Φ˜
( ∞∑
n=1
Jns
)
ds− θ
∫ t
0
Φ˜
( ∞∑
n=1
Jns
)
ds
− λθ
∫ t
0
∞∑
n=2
n−2∑
k=0
Φ˜(Jn−1−ks )Φ˜(J
k
s (P − Js))ds
= Φ˜(log(P − J0))− θt+ (1− θ)
∫ t
0
Φ˜(Js(P − Js)−1)ds− λθ
∫ t
0
∞∑
k=0
∞∑
n=1
Φ˜(Jns )Φ˜(J
k
s (P − Js))ds
= Φ˜(log(P − J0))− θt+ (1− θ)
∫ t
0
Φ˜(Js(P − Js)−1)ds− λθ
∫ t
0
Φ˜(Js(P − Js)−1)Φ˜(P )ds
= Φ˜(log(P − J0))− θt+ (1− θ − λθ)
∫ t
0
Φ˜(Js(P − Js)−1)ds
= Φ˜(log(P − J0))− (1− λθ)t+ (1− θ − λθ)
∫ t
0
Φ˜((P − Js)−1)ds
When λ ∈]0, 1] and 1/θ ≥ 1 + λ then 1 − θ − λθ ≥ 0 and 1 − λθ ≥ 0. Hence if
P − J0 is invertible, then :
Φ˜(log(P − Jt)) + (1− λθ)t ≥ Φ˜(log(P − J0)) > −∞ ∀ t < T
which gives the injectivity of P − Jt, ∀t ≥ 0. The second assertion follows since
P −J is a FJP (λθ/(1−θ), 1−θ) and since J0 is invertible. Indeed, 1/θ ≥ λ+1⇒
λθ/(1−θ) ≤ 1 and λ ≤ 1⇒ (λ−1)θ ≤ 0⇒ (λθ)/(1−θ)+1 = (θ(λ−1)+1)/(1−θ) ≤
1/(1− θ). Thus, similar computations applies when replacing Jt by P − Jt. 
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Remark. 1/ One can also recover Rouault’s result on Φ˜(log(Jt)) (see [106]).
Let 0 ≤ z ≤ 1 and λ ∈]0, 1[, 1/θ > λ+ 1. Then, one can see that :
− d
dz
Φ˜(log(P − zJt)) = −1
z
(
1
z
GJt(
1
z
)− 1
)
=
(1 + 1/λ)z − r +√Cz2 −Bz + A
2z(1− z)
Note that this derivative is well defined for z = 0 and z = 1. It follows that :
(49) 2Φ˜(log(P − Jt)) = −
∫ 1
0
(1 + 1/λ)z − r +√Cz2 −Bz + A
z(1− z) dz
Note first that Cz2 − Bz + A > 0∀λ ∈]0, 1[, 1/θ > λ + 1 since x+, x− ∈]0, 1[ are
the roots of Az2−Bz+C (so that z < 1/x+) . In order to evaluate the integral in
the right, we use the variable change
√
A(1−uz) = √Cz2 −Bz + A, which gives :
z =
2Au−B
Au2 − C , 1− z =
Au2 − 2Au+B − C
Au2 − C , dz = −2A
Au2 −Bu+ C
(Au2 − C)2 du.
Moreover, since A−B+C = A(1−θ(λ+1))2 ≥ 0 and θ(1+λ) ≤ 1, then the roots
of Au2 − 2Au + B − C = 0 are given by : u± = 1 ± (1 − θ(λ + 1)). On the other
hand, B/2A = (1/2)(x+ + x−) = θ(λ + 1− 2λθ). Hence our expression factorizes
into :
Φ˜(log(P − Jt)) = − 1√
A
∫ θ(λ+1)
B/2A
(u− θ(λ+ 1))(Au2 −Bu+ C)
(u2 − C/A)(Au2 − 2Au+B − C)du
= − 1√
A
∫ θ(λ+1)
B/2A
(Au2 −Bu+ C)
(u2 − C/A)(u− u+)du
=
∫ θ(λ+1)
B/2A
C1
u− θ(1− λ) +
C2
u+ θ(1− λ) +
C3
u− u+du
for some constants C1, C2, C3 depending on both λ, θ, given by :
C1 = 1, C2 = 1/λ, C3 =
1− θ(λ+ 1)
λθ
Thus, one gets :
Φ˜(log(P − Jt)) = − [C1 log(u− θ(1− λ)) + C2 log(u+ θ(1− λ)) + C3 log(u+ − u)]θ(λ+1)B/2A
= log(1− θ) + 1
λ
log(1− λθ)− C3 log
[
(1− θ(λ+ 1))
1− θ(λ+ 1) + λθ2
]
= (1 + C3) log(1− θ) + (1
λ
+ C3) log(1− λθ)− C3 log(1− θ(λ+ 1))
=
(1− θ) log(1− θ) + (1− λθ) log(1− λθ)− (1− θ(λ+ 1)) log(1− θ(λ+ 1))
λθ
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Note that the result extends for all λ ∈]0, 1], 1/θ ≥ λ + 1. Since P − J is still a
FJP (λθ/(1− θ), 1− θ), then :
Φ˜(log(Jt)) =
θ log θ + (1− λθ) log(1− λθ)− θ(1− λ) log(θ(1− λ))
λθ

Corollary 6.2. Under the same conditions of Proposition 6.2, the FJP (λ, θ)
satisfies for all t ≥ 0 the following SDE :
dJt =
√
λθ
√
P − JtdWt
√
Jt +
√
λθ
√
JtdW
?
t
√
P − Jt + (θP − Jt) dt
where W is a complex free Brownian motion.
6.2. Free martingales polynomials. In this paragraph, we consider a sta-
tionary FJP (1, 1/2) starting at J0, the law of which is the Beta law B(1/2, 1/2).
Recall that a At-adapted free process (Xt)t≥0 is a At-free martingale if and only
if Φ(Xt|As) = Xs (see [2],[12], [15]).
Proposition 6.3. Let Jt denotes the von Neumann subalgebra generated by
(Js, s ≤ t) and let 0 < r < 1. Then, the process Rt := ((1 + ret)P − 2retJt)((1 +
ret)2P − 4retJt)−1)t<− ln r is a Jt-free martingale.
Proof : Rt can be written as :
Rt =
[
P
1 + ret
− 2 re
t
(1 + ret)2
Jt
] [
P − 4re
t
(1 + ret)2
Jt
]−1
=
[
1− ret
2(1 + ret)
P +
1
2
(
P − 4re
t
(1 + ret)2
Jt
)][
P − 4re
t
(1 + et)2
Jt
]−1
:=
1− ret
2(1 + ret)
Ht +
P
2
where
Ht =
[
P − 4re
t
(1 + ret)2
Jt
]−1
=
∑
n≥0
(4ret)n
(1 + ret)2n
Jnt
since 4ret < (1 + ret)2 and 0 ≤ Jt ≤ P for all t > 0. It follows that :
2dRt =
1− ret
1 + ret
dHt − 2re
t
(1 + ret)2
Htdt
On the other hand, one has for 1 ≤ l ≤ n− 1 and n ≥ 2 :
Φ˜(Jn−lt ) =
Γ(n− l + 1/2)√
pi(n− l)! , Φ˜(J
n−l−1
t (P − Jt)) =
Γ(n− l − 1/2)
2
√
pi(n− l)!
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From the proof of Proposition 6.1, we deduce that, for all t > 0 :
dJnt =Mt + n(
P
2
− Jt)Jn−1t dt+
1
2
(∆U(J
n
t ) + ∆V (J
n
t ))
=Mt +
[
n(
P
2
− Jt)Jn−1t +
1
2
n−1∑
l=1
l[(P − Jt)J l−1t Φ˜(Jn−lt ) + J ltΦ˜(Jn−l−1t (P − Jt))]
]
dt
=Mt +
[
n(
P
2
− Jt)Jn−1t +
n−1∑
l=1
l
[
(P − Jt)J l−1t
Γ(n− l + 1/2)
2
√
pi(n− l)! +
J lt
2
Γ(n− l − 1/2)
2
√
pi(n− l)!
]]
dt
=Mt +
[
n(
P
2
− Jt)Jn−1t +
n−1∑
l=1
[
l
Γ(n− l + 1/2)
2
√
pi(n− l)! J
l−1
t − l(n− l − 1)
Γ(n− l − 1/2)
2
√
pi(n− l)! J
l
t
]]
dt
=Mt +
[
n(
P
2
− Jt)Jn−1t +
[
n−1∑
l=1
l
Γ(n− l + 1/2)
2
√
pi(n− l)! J
l−1
t −
n−1∑
l=2
(l − 1)(n− l)Γ(n− l + 1/2)
2
√
pi(n− l + 1)! J
l−1
t
]]
dt
=Mt +
[
n(
P
2
− Jt)Jn−1t +
1
2
√
pi
[
n−1∑
l=2
n
Γ(n− l + 1/2)
(n− l + 1)! J
l−1
t +
Γ(n− 1/2)
(n− 1)! P
]]
dt
=Mt +
[
n(
P
2
− Jt)Jn−1t +
n
2
√
pi
n−1∑
l=1
Γ(n− l + 1/2)
(n− l + 1)! J
l−1
t
]
dt
=Mt − nJnt dt+
n
2
√
pi
n∑
l=1
Γ(n− l + 1/2)
(n− l + 1)! J
l−1
t dt
where Mt stands for the martingale part. Note that this is true for n = 1. Thus :
FV (dHt) =
∑
n≥0
(4ret)n
(1 + ret)2n
FV (dJnt ) +
1− ret
1 + ret
∑
n≥0
n(4ret)n
(1 + ret)2n
Jnt dt
= − 2re
t
1 + ret
∑
n≥0
n(4ret)n
(1 + ret)2n
Jnt dt+
1
2
√
pi
∑
n≥0
n(4ret)n
(1 + ret)2n
n∑
l=1
Γ(n− l + 1/2)
(n− l + 1)! J
l−1
t dt
= − 2re
t
1 + ret
∑
n≥0
n(4ret)n
(1 + ret)2n
Jnt dt+
1
2
∑
l≥1
(4ret)l
(1 + ret)2l
∑
n≥0
(n+ l)(1/2)n
(n+ 1)!
(4ret)n
(1 + ret)2n
J l−1t dt
= − 2re
t
1 + ret
∑
n≥0
n(4ret)n
(1 + ret)2n
Jnt dt+
2ret
(1 + ret)2
∑
l≥0
(4ret)l
(1 + ret)2l
∑
n≥0
(n+ l + 1)(1/2)n
(n+ 1)!
(4ret)n
(1 + ret)2n
J lt dt
= − 2re
t
1 + ret
∑
n≥0
n(4ret)n
(1 + ret)2n
Jnt dt+
2ret
(1 + ret)2
∑
l≥0
(4ret)l
(1 + ret)2l
J lt
∑
n≥0
(1/2)n
n!
(4ret)n
(1 + ret)2n
dt
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+
1
2
∑
l≥0
l(4ret)l
(1 + ret)2l
J lt
∑
n≥0
(1/2)n
(n+ 1)!
(4ret)n+1
(1 + ret)2n+2
dt
where FV stands for the finite variation part. From (see [3]) :
1F0(a, z) :=
∞∑
p=0
(a)p
zp
p!
= (1− z)−a, |z| < 1,
one has for all t such that ret < 1 :∑
n≥0
(1/2)n
n!
(4ret)n
(1 + ret)2n
dt =
(
1− 4re
t
(1 + ret)2
)−1/2
=
1 + ret
1− ret
and similarly, from
∫ u
0
dz/
√
1− z = 2− 2√1− u,
1
2
∑
n≥0
(1/2)n
(n+ 1)!
(4ret)n+1
(1 + ret)2n+2
= 1−
(
1− 4re
t
(1 + ret)2
)1/2
=
2ret
1 + ret
The result follows from an easy computation. 
Corollary 6.3. Let Tk denotes the k
th-Tchebycheff polynomial of the first
kind :
Tk(x) := cos(k arccos(x)), k ≥ 0, x ∈]− 1, 1[
Thus the process S(k) defined by St(k) := e
ktTk(2Jt − P ) is a Jt-free martingale.
Proof : Let us first point out the reader that these polynomials are orthogonal
with respect to Beta distribution B(1/2, 1/2) which is the law of FJP (1, 1/2).
The proof is standard (see [12] for the additive free BM) and uses the generating
function of (Tk)k≥0 which is given by ([3]) :
L(x, z) :=
∞∑
k=0
Tk(x)z
k =
1− zx
1− 2zx+ z2 , , |z| < 1
Letting z = ret with 0 < r < e−t < e−s for s < t, then both L(2Jt − P, ret) and
L(2Js − P, res) converge and an easy computation shows that :
L(2Jt − P, ret) = Rt is aJt − free martingale.
thus,
Φ˜(Rt|Js) = Rs ⇔ Φ˜[L(2Jt − P, ret)|Js] = L(2Js − P, res)
⇔
∞∑
k=0
Φ˜(ektTk(2Jt − P )|Js)rk =
∞∑
k=0
Tk(2Js − P )eksrk
Taking the derivative of both sides at r = 0, we are done.
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7. On The Cauchy transform of the free Jacobi process
The general hypothesis we made to derive (48) is injectivity of both J and
P − J . It is closely related to the weights of the Dirac masses involved in the
spectral measure. These weights are recovered from the Cauchy transform as stated
in section 5 :
a0 = lim
y→0+
−y=[G(iy)], a1 = lim
y→0+
−y=[G(1 + iy)]
Hopelessly, as the curious reader can guess, we are not able to do this due to the
unboundness of some terms obstructing the intertwining of limit and integral signs.
First, one has from (48) and under assumptions of the previous section :
Φ˜(Jt) = (Φ˜(J0)− θ)e−t + θ
Then, a similar computation as in Proposition 6.2 using Corollary 6.1 gives for all
u in the unit disk :
Φ˜(log(P − uJt)) = −
∑
n≥1
un
n
Φ˜(Jnt ) = −uΦ˜(Jt)−
∑
n≥2
un
n
Φ˜(Jnt )
= u(Φ˜(J0)− Φ˜(Jt)) + Φ˜(log(P − uJ0)) +
∫ t
0
Φ˜
(∑
n≥2
(uJs)
n
)
ds− θu
∫ t
0
Φ˜
(∑
n≥2
(uJs)
n−1
)
ds
− λθ
∫ t
0
∑
n≥2
n−2∑
k=0
unΦ˜(Jn−k−1s )Φ˜(J
k
s (P − Js))ds
= u(Φ˜(J0)− θ)(1− e−t) + Φ˜(log(P − uJ0)) +
∫ t
0
Φ˜(u2J2s (P − uJs)−1)ds
− θu
∫ t
0
Φ˜(uJs(P − uJs)−1)ds− λθu
∫ t
0
Φ˜
(∑
n≥0
(uJs)
n+1
)
Φ˜
(∑
k≥0
(uJs)
k(P − Js)
)
ds
Using the fact that u2J2s = (uJs − P )(uJs + P ) + P and uJs = (uJs − P ) + P , we
get :
Φ˜(log(P − uJt)) = u(Φ˜(J0)− θ)(1− e−t) + Φ˜(log(P − uJ0)) + (1− θu)
∫ t
0
Φ˜((P − uJs)−1)ds
+ θut−
∫ t
0
Φ˜((P + uJs))ds− λθu
∫ t
0
Φ˜(uJs(P − uJs)−1)Φ˜((P − Js)(P − uJs)−1)ds
= Φ˜(log(P − uJ0)) + (1− θu)
∫ t
0
Φ˜((P − uJs)−1)ds− t
− λθu
∫ t
0
[Φ˜((P − uJs)−1)− 1][1 + (u− 1)Φ˜(Js(P − uJs)−1)]ds
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= Φ˜(log(P − uJ0)) + (1− θu− λθu)
∫ t
0
Φ˜((P − uJs)−1)ds− (1− λθu)t
− λθ(u− 1)
∫ t
0
Φ˜((P − uJs)−1)Φ˜(uJs(P − uJs)−1)ds+ λθ(u− 1)
∫ t
0
Φ˜(uJs(P − uJs)−1)ds
= Φ˜(log(P − uJ0)) + (1− θu− λθu+ 2λθ(u− 1))
∫ t
0
Φ˜((P − uJs)−1)ds− (1− λθu)t
− λθ(u− 1)t− λθ(u− 1)
∫ t
0
Φ˜2((P − uJs)−1)ds
= Φ˜(log(P − uJ0)) + (1− θu+ λθ(u− 2))
∫ t
0
Φ˜((P − uJs)−1)ds− (1− λθ)t
− λθ(u− 1)
∫ t
0
Φ˜2((P − uJs)−1)ds
Setting ht(u) = Φ˜((P − uJt)−1), then ht(u) = (1/u)GJt(1/u) := (1/u)Gt(1/u) and
− d
du
Φ˜(log(P − uJt)) = Φ˜(Jt(P − uJt)−1) = 1
u
(ht(u)− 1)
Thus :
ht(u) = h0(u) + θ(1− λ)
∫ t
0
uhs(u)ds− (1− θu+ λθ(u− 2))
∫ t
0
uh′s(u)ds
+ λθ
∫ t
0
uh2s(u)ds+ 2λθ(u− 1)
∫ t
0
uhs(u)h
′
s(u)ds
or equivalently :
Gt(1/u) = G0(1/u) + θ(1− λ)u
∫ t
0
Gs(1/u)ds+ λθ
∫ t
0
G2s(1/u)ds+ (1− θu+ λθ(u− 2))×∫ t
0
[
Gs(1/u) +
1
u
G′s(1/u)
]
ds+ 2λθ
(
1− u
u2
)∫ t
0
[
uG2s(1/u) +G
′
s(1/u)Gs(1/u)
]
= G0(1/u) + (1− 2λθ)
∫ t
0
Gs(1/u)ds+ λθ
(
2
u
− 1
)∫ t
0
G2s(1/u)ds
+
1− θu+ λθ(u− 2)
u
∫ t
0
G′s(1/u)ds+
2λθ(1− u)
u2
∫ t
0
Gs(1/u)G
′
s(1/u)ds
As a consequence, G satisfies the p. d. e. :
Proposition 7.1.
Gt(z) = G0(z) + (1− 2λθ)
∫ t
0
Gs(z)ds+ λθ(2z − 1)
∫ t
0
G2s(z)ds
+ ((1− 2λθ)z − θ(1− λ))
∫ t
0
G′s(z)ds+ 2λθz(z − 1)
∫ t
0
Gs(z)G
′
s(z)ds
133
Remark. The expression above can be derived in a similar way by multiplying
both sides of the recurrence formula in Corollary (6.1) by un and summing over n.
Besides, it takes the p.d.e form :
∂tGt(z) = ∂z{[(1− 2λθ)z − θ(1− λ)]Gt(z) + λθz(z − 1)G2t (z)}
In the stationary case, one can see that [(1 − 2λθ)z − θ(1 − λ)]G(z) + λθz(z −
1)G2(z) = −λθ = −1/r with G := GJt derived in section 5. Thus the p.d.e. is
satisfied.
8. Conclusion and open questions
The curious reader can check after browsing chapter 3 in [43] that the study of
the free Jacobi process is more handable than the one of its matrix analog, in the
sense that, though both cases belong to a non commutative context, more precise
results on the law are derived in the infinite dimensional case, namely, the recur-
rence formula for the moments and the Cauchy transform though the nonlinear
p.d.e. it satisfies. Nevertheless, we can not prove uniqueness of the solution of (48)
as done for the matrix Jacobi process and for the free Wishart process as well.
When the SDE (or free) is driven by Ho¨lder-continuous coefficient operators, this
uses mainly an invertibility argument as well as Gronwall Lemma. Hence, this can
be done in the stationary case for λ ∈]0, 1[, 1/θ > λ + 1 (see Proposition 5.4). A
general result is still an open problem.
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CHAPITRE 7
Large deviations for statistics of Jacobi process
This paper is submitted in SPA.
This paper is aimed to derive large deviations for statistics of Jacobi process al-
ready conjectured by M. Zani in her Thesis. To proceed, we write in a more simple
way the Jacobi semi-group density. Being given by a bilinear sum involving Jacobi
polynomials, it differs from Hermite and Laguerre cases by the quadratic form of
its eigenvalues. Our attempt relies on subordinating the process using a suitable
random time-change. This will give an analogue of Mehler formula whence we can
recover the desired expression by inverting some Laplace transforms. Once we did,
an adaptation of Zani’s result in the non-steepness case will provide the required
large deviations principle.
1. Introduction
The Jacobi process is a Markov process on [−1, 1] given by the following infi-
nitesimal generator :
L = (1− x2) ∂
2
∂2x
+ (px+ q)
∂
∂x
, x ∈ [−1, 1]
for some real p, q, defined up to the first time when it hits the boundary. It appears
as an interest rate model in finance (see [35]) and in genetics ([49]). One of the
important feature is that it belongs to the class of diffusions associated to some
families of orthogonal polynomials, i.e. the infinitesmal generator admits an or-
thogonal polynomials basis as eigenfunctions ([6]) such as Hermite, Laguerre and
Jacobi polynomials . More precisely, if Pα,βn denotes the Jacobi polynomial with
parameters α, β > −1 defined by :
Pα,βn (x) =
(α+ 1)n
n!
2F1
(
−n, n+ α+ β + 1, α+ 1; 1− x
2
)
, x ∈ [−1, 1],
then we can see that :
L Pα,βn = −n(n+ α+ β + 1)Pα,βn
for p = −(β + α + 2) and q = β − α. The semi group density of the process first
appeared in [73] then in [114] where the author solved the forward Kolmogorov
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or Fokker-Planck equation (see [114], [101])
∂2y [B(y)p]− ∂y[A(y)p] = ∂tp, p = pt(x, y),
where B, A are polynomials of degree 2, 1 respectively, and gave the principal
solution (p0(x, y) = δx(y)) using the classical Sturm-Liouville theory. This gives
rise to a class of stationary Markov processes satisfying :
(50) lim
t→∞
pt(x, y) =
∫ x2
x1
W (x)pt(x, y)dx = W (y)
where W is the density function solution of the corresponding Pearson equation
([114]). In our case, pt has the discrete spectral decomposition :
(51) pt(x, y) =
(∑
n≥0
(Rn)
−1e−λntPα,βn (x)P
α,β
n (y)
)
W (y), x, y ∈ [−1, 1]
where
λn = n(n+ α+ β + 1), W (y) =
(1− y)α(1 + y)β
2α+β+1B(α+ 1, β + 1)
with B denoting the Beta function and1 ([3], p. 99) :
Rn = ||Pα,βn ||2L2([−1,1],W (y)dy) =
Γ(α+ β + 2)
2n+ α+ β + 1
(α+ 1)n(β + 1)n
Γ(α+ β + n+ 1)n!
Interested in total positivity, Karlin and McGregor showed the positivity of this
kernel for α, β > −1 ([73]). Few years later, Gasper ([57]) showed that, for α, β ≥
−1/2, this bilinear sum is the transition kernel of a diffusion and that is a solution
of the heat equation governed by a Jacobi operator, generalizing a previous result
of Bochner for ultraspherical polynomials ([17]). However, Gasper’s intention was
to study measure convolutions with respect to the kernel. It is worthnoting that
λn has a quadratic form while in the Hermite (Brownian) and Laguerre (squared
Bessel) cases λn = n. Hence, we will try to subordinate the Jacobi process by
the mean of a random time-change in order to get a Mehler type formula. What
is quite interesting is that subordinated Jacobi process semi-group, say qt(x, y),
is the Laplace transform of p2/t(x, y). Thus, we deduce an expression for pt(x, y)
by inverting some Laplace transforms already computed by Biane, Pitman and
Yor (see [16], [96]). This expression, more handable than (51) will allow us to
compute the normalized cumulant generating function, and then to derive a LDP
for the maximum likelihood estimate (MLE) for p in the ultraspherical case, i.
e. q = 0 (β = α), a fact conjectured by Zani in her thesis. Then, using a skew
product representation of the Jacobi process involving squared Bessel processes,
we construct a family {νˆt}t of estimators for the index ν of the squared Bessel
1(Pα,βn (x))n≥0 are normalized such that they form an orthogonal basis with respect to the
probability measure W (y)dy which is not the same used in [3].
136
process based on a Jacobi trajectory observed till time t. This satisfies a LDP with
the same rate function derived for the MLE based on a squared Bessel trajectory.
1.1. Inverse Gaussian subordinator. By an inverse Gaussian subordina-
tor, we mean the process of the first hitting time of a Brownian motion with drift
Bµt := Bt + µt, µ ∈ R, namely,
T µ,δt = inf{s > 0; Bµs = δt}, δ > 0.
Using martingale methods, we can show that for each t > 0, u ≥ 0,
E(e−uT
µ,δ
t ) = e−tδ(
√
2u+µ2−µ)
whence the density ft of T
µ,δ
t writes ([1]) :
(52) ft(s) =
δt√
2pi
eδtµs−3/2 exp
(
−1
2
(
t2δ2
s
+ µ2s)
)
1{s>0}
1.2. The subordinated Jacobi Process. Let us consider a Jacobi process
(Xt)t≥0. Then the semi-group of the subordinated Jacobi process (XTµ,δt )t≥0 is given
by :
qt(x, y) =
∫ ∞
0
ps(x, y)ft(s)ds
= W (y)
∑
n≥0
(Rn)
−1
(∫ ∞
0
e−λnsft(s)ds
)
Pα,βn (x)P
α,β
n (y)
= W (y)
∑
n≥0
(Rn)
−1E(e−λnT
µ,δ
t )Pα,βn (x)P
α,β
n (y)
Writing λn = (n + γ)
2 − γ2 where γ = α+ β + 1
2
, and substituting δ = 1/
√
2,
µ =
√
2γ for α+ β > −1 in the expression of ft, one gets :
E(e−λnT
µ,δ
t ) = e−nt
so that
qt(x, y) =W (y)
∑
n≥0
(Rn)
−1e−ntPα,βn (x)P
α,β
n (y)
The last sum has been already computed ([3], p. 385) :
∞∑
n=0
(Rn)
−1Pα,βn (x)P
α,β
n (y)r
n =
1− r
(1 + r)a
∑
m,n≥0
(
a
2
)
m+n
(
a+1
2
)
m+n
(α+ 1)m(β + 1)n
umvn
m!n!
=
1− r
(1 + r)a
F4(
a
2
,
a+ 1
2
, α+ 1, β + 1;u, v)(53)
137
where |r| < 1, a = α+ β + 2, F4 is the Appell function and
u =
(1− x)(1− y)r
(1 + r)2
v =
(1 + x)(1 + y)r
(1 + r)2
.
The integral representation of F4 (see [50], p 51) yields :
qt(x, y) =
W (y)
Γ(a)
1− r
(1 + r)a
∫ ∞
0
sa−1e−s0F1(α+ 1;
u
4
s2)0F1(β + 1;
v
4
s2)ds
Now, from a property of the function 0F1 (see [87], p 214)
0F1(c;w(1− r)/2)0F1(d;w(1 + r)/2) =
∑
n≥0
Pα,βn (r)
(c)n(d)n
wn, α = c− 1, β = d− 1,
one gets :
qt(x, y) =
W (y)
Γ(a)
1− r
(1 + r)a
∫ ∞
0
sa−1e−s
∑
n≥0
Pα,βn (z)
(α+ 1)n(β + 1)n
Ans2n ds
where we set
z =
x+ y
1 + xy
, A =
(1 + xy)r
2(1 + r)2
.
Applying Fubini’s Theorem gives :
qt(x, y) =W (y)
1− r
(1 + r)a
∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)A
n
Letting r = e−t, then
qt(x, y) =
W (y)e
a−1
2
t
2a−1
sinh(t/2)
(cosh(t/2))a
∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)
[
(1 + xy)
8 cosh2(t/2)
]n
=
W (y) tanh(t/2)e
a−1
2
t
2a−1
∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)
[
(1 + xy)
8
]n(
1
cosh(t/2)
)2n+a−1
.
Besides, from (52)
qt(x, y) =
t eγt
2
√
pi
∫ ∞
0
ps(x, y) s
−3/2e−γ
2s e−
t2
4sds =
t eγt
2
√
2pi
∫ ∞
0
p2/r(x, y) r
−1/2e−2γ
2/r e−
t2
8
rdr
Thus, noting that γ = (a− 1)/2, we get :∫ ∞
0
p2/r(x, y) r
−1/2e−2γ
2/r e−
t2
8
rdr =
√
2piW (y)
2a−1
tanh(t/2)
t/2∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)
[
(1 + xy)
8
]n(
1
cosh(t/2)
)2n+a−1
.
With regard to the integrand, one easily see that the RHS is the Laplace transform
of p2/r(x, y)r
−1/2e−2γ
2/r.
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1.3. The Jacobi semi-group. Let α, β satisfy α+ β + 1 > 0. The following
results are due to Biane, Pitman and Yor (see [16], [96]) :∫ ∞
0
e−
t2
8
sfCh(s) ds =
(
1
cosh(t/2)
)h
, h > 0(54) ∫ ∞
0
e−
t2
8
sfTh(s) ds =
(
tanh(t/2)
(t/2)
)h
, h > 0(55)
where (Ch) and (Th) are two families of Le´vy processes with respective density
functions fCh and fTh for fixed h > 0. The densities of Ch and T1 are given by
([16]) :
fCh(s) =
2h
Γ(h)
∑
p≥0
(−1)pΓ(p+ h)
p!
fτ(2p+h)(s)
fT1(s) =
∑
k≥0
e−
pi2
2
(k+ 1
2
)2s1{s>0}
where τ(c) = inf{r > 0;Br = c} is the Le´vy subordinator (the first hitting time of
a standard Brownian motion B) with corresponding density :
fτ(2p+h)(s) =
(2p+ h)√
2pis3
exp
(
−(2p+ h)
2
2s
)
1{s>0}.
Thus :
p2/r(x, y) =
√
2pirW (y)e2γ
2/r
2a−1
∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)
[
(1 + xy)
8
]n
× (fT1 ? fC2n+a−1) (r)
or equivalently (where B stands for the Beta function) :
pt(x, y) =
√
piW (y)
2α+β
eγ
2t
√
t
∑
n≥0
(a)2n
(α+ 1)n(β + 1)n
Pα,βn (z)
[
(1 + xy)
8
]n (
fT1 ? fC2n+α+β+1
)
(
2
t
).
1.4. The ultraspherical case. This case corresponds to α = β > −1
2
and
we will proceed slight differently. Indeed, a = 2α+ 2 and
(53) =
1− r
(1 + r)2α+2
F4(α+ 1, α+ 3/2, α+ 1, α+ 1;u, v)
=
1− r
(1 + r)2α+2
1
(1− u− v)α+3/2 2F1(
2α+ 3
4
,
2α+ 5
4
, α+ 1;
4uv
(1− u− v)2 )
where the last equality follows from (see [21])
F4(b, c, b, b;u, v) = (1− u− v)−c2F1(c/2, (c+ 1)/2, b; 4uv
(1− u− v)2 ).
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Hence,
qt(x, y) =
W (y)e
2α+1
2
t
2α+1/2
sinh(t)
(cosh t− xy)α+3/2 2F1(
2α+ 3
4
,
2α+ 5
4
, α+ 1;
(1− x2)(1− y2)
(cosh t− xy)2 )
=
W (y)e
2α+1
2
t
2α+1/2
sinh(t)
∑
n≥0
[(2α+ 3)/4]n[(2α+ 5)/4]n
(α+ 1)n
[(1− x2)(1− y2)]n
(cosh t− xy)2n+α+3/2 .
Besides, for h > 0, we may write :(
1
cosh t− xy
)h
=
∑
k≥0
(h)k
k!
(xy)k
(cosh t)k+h
since
∣∣∣ xy
cosh t
∣∣∣ < 1 ∀x, y ∈]− 1, 1[, ∀t ≥ 0 and where we used :
1
(1− r)h =
∑
k≥0
(h)k
k!
rk h > 0, |r| < 1.
Consequently, using Gauss duplication formula,
qt(x, y) = KαW (y)e
2α+1
2
t tanh(t)∑
n,k≥0
Γ(ν(n, k, α) + 1)(xy)k
k!n! Γ(α+ n+ 1)
[
(1− x2)(1− y2)
4
]n(
1
cosh t
)ν(n,k,α)
where
ν(n, k, α) = 2n+ k + α+ 1/2, Kα = Γ(α+ 1)/[2
α+1/2Γ(α+ 3/2)].
Thus, since γ = α+ 1/2 when α = β, one has :∫ ∞
0
ps(x, y) s
−3/2e−γ
2s e−
t2
4sds =
√
2piΓ(α+ 1)
2αΓ(α+ 3/2)
tanh(t)
t
W (y)
∑
n,k≥0
Γ(ν(n, k, α) + 1)(xy)k
k!n! Γ(α+ n+ 1)
[
(1− x2)(1− y2)
4
]n(
1
cosh t
)ν(n,k,α)
or equivalently :∫ ∞
0
p1/2s(x, y)e
− γ2
2s e−
t2
2
s ds√
s
=
√
piΓ(α+ 1)
2αΓ(α+ 3/2)
tanh(t)
t
W (y)
∑
n,k≥0
Γ(ν(n, k, α) + 1)(xy)k
k!n! Γ(α+ n+ 1)
[
(1− x2)(1− y2)
4
]n(
1
cosh t
)ν(n,k,α)
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Using (54), (55), fCh et fT1 (we take t
2/2 instead of t2/8), the density is written :
p1/2s(x, y) =
√
pisΓ(α+ 1)
2αΓ(α+ 3/2)
W (y)e
γ2
2s
∑
n,k≥0
Γ(ν(n, k, α) + 1)
k!n!Γ(α+ n+ 1)
(xy
2
)k [(1− x2)(1− y2)
4
]n
fT1 ? fCν(n,k,α)(s)
Finally
(56) pt(x, y) =
√
piKα
eγ
2t
√
t
W (y)
∑
n,k≥0
Γ(ν(n, k, α) + 1)(xy)k
k!n!Γ(α+ n+ 1)[
(1− x2)(1− y2)
4
]n
fT1 ? fCν(n,k,α)(
1
2t
)
2. Application to statistics for diffusions processes
2.1. Some properties of the Jacobi process. Usually in probability theory,
the Jacobi process is defined on [−1, 1] as the unique strong solution of the SDE :
dYt =
√
1− Y 2t dWt + (bYt + c)dt.
It is straightforward that (Yt)t≥0
L
= (Xt/2)t≥0 where X is the Jacobi process already
defined in section 1 with p = 2b, q = 2c. Using the variable change y 7→ (y+ 1)/2,
the equation above transforms to (t→ 4t) :
dJt = 2
√
Jt(1− Jt)dWt + [2(c− b) + 4bJt] dt
= 2
√
Jt(1− Jt)dWt + [d− (d+ d′)Jt] dt
where d = 2(c− b) = q − p = 2(β + 1) and d′ = −2(c+ b) = −(p+ q) = 2(α+ 1),
which is the Jacobi process of parameters (d, d′) already considered by Warren
and Yor ([112]). Moreover, authors provide the following skew-product : let Z1, Z2
be two independent Bessel processes of dimensions d, d′ and starting from z, z′
respectively. Then :(
Z21(t)
Z21(t) + Z
2
2(t)
)
t≥0
L
= (JAt)t≥0 , At :=
∫ t
0
ds
Z21(s) + Z
2
2(s)
, J0 =
z
z + z′
.
Using well known properties of squared Bessel processes (see [101]), one deduce
that if d ≥ 2 (β ≥ 0) and z > 0, then Jt > 0 almost surely for all t > 0. Since
1 − J is still a Jacobi process of parameters (d′, d), then for d′ ≥ 2, (α ≥ 0) and
z′ > 0, Jt < 1 almost surely for all t > 0. These results fit in the one dimensional
case those established in [?] for the matrix Jacobi process (Theorem 3.3.2, p.36).
Since 0 is a reflecting boundary for Z1, Z2 when 0 < d, d
′ < 2 (−1 < α, β < 0),
then both 0 and 1 are reflecting boundaries for J .
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2.2. LDP in the ultraspherical case. Let us consider the following SDE
corresponding to the ultraspherical Jacobi process :
(57)
{
dYt =
√
1− Y 2t dWt + bYtdt
Y0 = y0 ∈]− 1, 1[
Let Qby0 be the law of (Yt, t ≥ 0) on the canonical filtered probability space
(Ω, (Ft),F) where Ω is the space of ]− 1, 1[–valued functions. The parameter b is
such that b ≤ −1 (or α ≥ 0), so that −1 < Yt < 1 for all t > 0. The maximum like-
lihood estimate of b based on the observation of a single trajectory (Ys, 0 ≤ s ≤ t)
under Qb0 (see Overbeck [93] for more details) is given by
(58) bˆt =
∫ t
0
Ys
1− Y 2s
dYs∫ t
0
Y 2s
1− Y 2s
ds
.
The main result of this section is the following Theorem.
Theorem 2.1. When b ≤ −1, the family {bˆt}t satisfies a LDP with speed t
and good rate function
(59) Jb(x) =
−
1
4
(x− b)2
x+ 1
if x ≤ x0
x+ 2 +
√
(b− x)2 + 4(x+ 1) if x > x0 > b
where x0 is the unique solution of the equation (b− x)2 = 4x(x+ 1) = 0, x < −1.
Proof of Theorem 2.1 : we follow the scheme of Theorem 3.1 in [117]. Set :
St,x :=
∫ t
0
Ys
1− Y 2s
dYs − x
∫ t
0
Y 2s
1− Y 2s
ds,
so that for x > b (resp. x < b), P (bˆt ≥ x) = P (St,x ≥ 0) (resp. P (bˆt ≤ x) =
P (St,x ≤ 0)). Therefore, to derive a large deviation principle on {bˆt}, we seek a
LDP result for St,x/t at 0. Let us compute the normalized cumulant generating
function Λt,x of St,x :
(60) Λt,x(φ) =
1
t
logQb0(e
φSt,x)
From Girsanov formula, the generalized densities are given by
(61)
dQb0
dQb
′
0
∣∣∣
Ft
= exp
{
(b− b′)
∫ t
0
Ys
1− Y 2s
dYs − 1
2
(b2 − b′2)
∫ t
0
Y 2s
1− Y 2s
ds
}
Let
F (Yt) = −1
2
log(1− Y 2t ) .
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From Itoˆ formula,
F (Yt) =
∫ t
0
Ys
1− Y 2s
dYs +
1
2
∫ t
0
1 + Y 2s
1− Y 2s
ds =
∫ t
0
Ys
1− Y 2s
dYs +
∫ t
0
1
1− Y 2s
ds− t
2
.
Let us denote by
D1(x) = {φ : (b+ 1)2 + 2φ(x+ 1) ≥ 0} .
For any φ ∈ D1(x), we can define b(φ, x) = −1−
√
(b+ 1)2 + 2φ(x+ 1). With
the change of probability defined by (61) taking b′ = b(φ, x), the stochastic integrals
simplify to (see [117] p. 125 for the details) :
(62) Λt(φ, x) =
1
t
logQ
b(φ,x)
0 (exp({φ+ b− b(φ, x))[F (Yt)− t/2]})
When starting from y0 = 0, (56) reads (t→ t/2) :
p˜t(0, y) =
√
2piKα
eγ
2t/2
√
t
∑
n≥0
Γ(2n+ α+ 3
2
)
4nn!Γ(n+ α+ 1)
(1− y2)n+αfT1 ? fC2n+γ (1/t),
where p = −2(α+ 1) = 2b ≤ −2 and γ = −(p+ 1)/2 = α+ 1/2. Denote by
(63) D(x) = {φ ∈ D1(x) : G(φ, x) = b+ b(φ, x) + φ < 0} .
For any φ ∈ D(x), the expectation (62) is finite and a simple computation gives :
Λt(φ, x) = −φ+ b− b(φ, x)
2
+
1
t
logQ
b(φ,x)
0 ((1− Y 2t )−(φ+b−b(φ,x))/2)
= Λ(φ, x) +
1
t
log
√
2piKα(φ,x)Rt(φ, x)√
t
where
Rt(φ, x) =
∑
n≥0
Γ(2n− b(φ, x) + 1/2)
4nn!Γ(n− b(φ, x)) B
(
n− φ+ b+ b(φ, x)
2
,
1
2
)
eγ
2t/2fT1 ? fC2n+γ (
1
t
) ,
α(φ, x) = −b(φ, x)− 1
and B stands for the Beta function. With regard to (50), one has for φ ∈ D(x) :
lim
t→∞
Q
b(φ,x)
0 ((1− Y 2t )−(φ+b−b(φ,x))/2) = Cb,φ,x
∫ 1
−1
(1− y2)−[φ+b+b(φ,x)]/2−1 dy <∞
by dominated convergence Theorem. Hence Λt → Λ as t → ∞. The following
lemma, which proof is postponed to the appendix, details the domain D(x) (see
(63)) of Λt :
Lemma 2.1. Denote by
φ0(x) = − (b+ 1)
2
2(x+ 1)
.
i)If x < (b2 + 3)/2(b− 1) : then D = (−∞, φ0(x)).
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ii) If (b2 + 3)/2(b− 1) < x < −1 : then D(x) = (−∞, φ1(x)) where φ1(x) is solu-
tion of G(φ, x) = 0.
iii) If x > −1 : then D(x) = (φ0(x), φ1(x)).
In case i) of Lemma above, Λ is steep, i.e. its gradient is infinite at the boundary
of the domain (for a precise definition, see [36]). It achieves its unique minimum
in φm(x) solution of
∂Λ
∂φ
(φ, x) = 0 ,
i.e. b(φ(x), x) = x. It is easy to see that
φm(x) =
x+ 1
2
− (b+ 1)
2
2(x+ 1)
< φ0(x) .
Hence, Ga¨rtner-Ellis Theorem gives for x < b < (b2 + 3)/2(b− 1),
lim
t→∞
1
t
logP (bˆt ≤ x) = lim
t→∞
1
t
logP (St,x ≤ 0) = inf
φ≤φ0(x)
Λ(φ, x)
= Λ(φm(x), x) = −1
4
(x− b)2
x+ 1
.
If b < x < (b2 + 3)/2(b− 1), notice that φm(x) > 0 and
lim
t→∞
1
t
logP (bˆt ≥ x) = lim
t→∞
1
t
logP (St,x ≥ 0) = inf
φ∈(0,φ0(x)]
Λ(φ, x)
= Λ(φm(x), x) = −1
4
(x− b)2
x+ 1
.
In cases ii) and iii) of Lemma 2.1, Λ is not steep. Nevertheless, if the infimum
of Λ is reached in
◦
D(x), we can follow the scheme of Gartner–Ellis theorem for the
change of probability in the infimum bound. This infimum is reached if and only
if
(64)
∂Λ
∂φ
(φ1(x), x) > 0 , i.e. if φm(x) < φ1(x).
In case x + 1 > 0, we know (see proof of Lemma 2.1) that φ1(x) < φm(x). If
x+1 < 0, we check the sign of G(φm(x), x). We get the following dichotomy : Let
x0 denote the unique solution of g(x) := 4x(x+ 1)− (b− x)2 = 0, x < −1. Since
g is decreasing on ]−∞,−1] and g(b2 + 3/(2(b− 1)) = (3/4)(b+ 1)2 > 0 = g(x0),
then x0 > (b
2 + 3)/[2(b− 1)].
• if (b2 + 3)/2(b − 1) < x < x0 < −1, the derivative ∂Λ/∂φ(φ1(x), x) > 0, Λ
achieves its minimum on φm(x) and
lim
t→∞
1
t
logP (bˆt ≥ x) = Λ(φm(x), x) = − (x− b)
2
4(x+ 1)
.
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• if x0 < x < −1 or x > −1, then ∂Λ/∂φ(φ1(x), x) < 0. We apply Theorem 4.1
of the appendix, which is due to Zani [117]. Let us verify that the assumptions
are satisfied, and more precisely that Λt can take form (67). Indeed, the only
singularity φ1(x) of Rt comes from B (n− [φ+ b+ b(φ, x)]/2, 1/2) when n = 0,
and more precisely, from Γ(−[φ+ b+ b(φ, x)]/2) . We can write
(65) Λt(φ, x) = Λ(φ, x)+
1
t
log Γ
(
−φ+ b+ b(φ, x)
2
)
+
1
t
log
√
2piKα(φ,x)R˜t(φ, x)√
t
,
where
(66) R˜t(φ, x) = Rt(φ, x)/Γ(−[φ+ b+ b(φ, x)]/2).
Now
∀n ≥ 0, B
(
n− φ+ b+ b(φ, x)
2
,
1
2
)
/Γ
(
−φ+ b+ b(φ, x)
2
)
is analytic on some neighbourhood of φ1(x). Besides,
lim
φ→φ1(x) ,φ<φ1(x)
b+ φ+ b(φ, x)
φ− φ1(x) = c > 0 ,
and since limρ→0+ ρΓ(ρ) = 1, then φ1(x) is a pole of order one of Γ (φ+ b+ b(φ, x)/2)
and one writes :
1
t
log Γ
(
−φ+ b+ b(φ, x)
2
)
= − log(φ1(x)− φ)
t
+
h(φ)
t
.
The function h is analytic on D(x) and can be extended to an analytic function
on ]φ1(x)− ξ, φ1(x) + ξ[ for some positive ξ.
Finally, to satisfy Assumption 1 of the appendix, we focus on R˜t(φ, x)/
√
t and
show that it is bounded uniformly as t→∞. To proceed, we shall prove that this
ratio is bounded from above and below away from 0. Setting An(t) := e
γ2t/2fT1 ?
fC2n+γ (1/t), one has :
An(t)√
t
≤ e
γ2t/2
√
t
∑
k,l≥0
Uk,n
∫ 1/t
0
exp−1
2
[
(2n+ 2k + γ)2
s
+ pi2(l +
1
2
)2(
1
t
− s)
]
ds
s3/2
=
eγ
2t/2
√
t
∑
k,l≥0
Uk,n
∫ ∞
t
exp−1
2
[
(2n+ 2k + γ)2s+ pi2(l +
1
2
)2(
s− t
ts
)
]
ds√
s
< e−2n
2
∑
k,l≥0
Uk,ne
−2k2
∫ ∞
t
exp−1
2
[
(2n+ 2k + γ)2(s− t) + pi2(l + 1
2
)2(
s− t
ts
)
]
ds√
ts
= e−2n
2
∑
k,l≥0
Uk,ne
−2k2
∫ ∞
0
exp−1
2
[
(2n+ 2k + γ)2s+ pi2l2(
s
t(t+ s)
)
]
ds√
t(t+ s)
145
with
Uk,n =
Γ(2n+ k + γ)22n+γ(2n+ 2k + γ)
k!Γ(2n+ γ)
.
Let Θ(x) =
∑
l∈Z e
−pil2x = 1 + 2
∑
l≥1 e
−pil2x denote the Jacobi Theta function
([16]). Then
An(t)√
t
< e−2n
2
[∑
k≥0
Uk,ne
−2k2
∫ ∞
0
exp−
[
(2n+ 2k + γ)2s
2
]
Θ
(
pis
2t(t+ s)
)
ds√
t(t+ s)
]
+ e−2n
2
C(n, t)
where
C(n, t) =
1
2
√
t
∑
k,l≥0
Uk,ne
−2k2
∫ ∞
0
exp−
[
(2n+ 2k + γ)2s
2
]
ds√
t+ s
Recall that Θ(x) = (1/
√
x)Θ(1/x) ([16]), which yields :
An(t)√
t
< e−2n
2
∑
k≥0
Uk,ne
−2k2
∫ ∞
0
exp−
[
(2n+ 2k + γ)2s
2
]
Θ
(
2t(t+ s)
pis
)
ds√
s
+
C(n)
2
√
t
where
C(n) = e−2n
2
∑
k,l≥0
Uk,ne
−2k2
∫ ∞
0
exp−
[
(2n+ 2k + γ)2s
2
]
ds√
s
Since e−l
2z < e−lz, then Θ(z) ≤ 3 for z > 1. Hence, as 2t/pi ≤ 2t(t + s)/(pis),
then for t large enough :
An(t)√
t
< 3e−2n
2
∑
k≥0
Uk,ne
−2k2
∫ ∞
0
exp−
[
(2n+ 2k + γ)2s
2
]
ds√
s
+ C(n) < 4C(n).
The upper bound follows since
∑
nC(n) <∞. Besides,
R˜t(φ, x)√
t
>
√
piΓ(1/2− b(φ, x))
Γ(−b(φ, x))Γ{[1− (φ+ b+ b(φ, x)]/2}
A0(t)√
t
= C(b, φ, x)
∑
k,l≥0
(−1)kVk
∫ ∞
0
exp−1
2
[
(2k + γ)2s+ pi2(l +
1
2
)2(
s
t(t+ s)
)
]
ds√
t(t+ s)
where Vk(t) := Uk,0e
−2k(k+γ)t. One may choose t large enough independent of k
such that Vk(t) ≥ Vk+1(t) for all k ≥ 0. In fact, such t satisfies :
e2(2k+γ+1)t ≥ e2t ≥ sup
k≥0
Uk+1,0
Uk,0
= sup
k≥0
(k + γ)(2k + γ + 2)
(k + 1)(2k + γ)
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Then :
R˜t√
t
> C(b, φ, x)[V0(t)− V1(t)]
∑
l≥0
∫ ∞
0
exp−1
2
[
γ2s+ pi2(l +
1
2
)2(
s
t(t+ s)
)
]
ds√
t(t+ s)
> C(b, φ, x)[γ2γ − V1(t)]
∑
l≥0
∫ ∞
0
exp−1
2
[
γ2s+ pi2(l + 1)2(
s
t(t+ s)
)
]
ds√
t(t+ s)
=
C(b, φ, x)
2
[γ2γ − V1(t)]
{∫ ∞
0
e−γ
2s/2Θ
(
pis
2t(t+ s)
)
ds√
t(t+ s)
− C(t)
}
.
where
C(t) =
1
2
√
t
∫ ∞
0
e−γ
2s/2 ds√
(t+ s)
< c
∫ ∞
0
e−γ
2s/2 ds√
s
, c <
√
2
pi
.
for t large enough. Following the same scheme as for the upper bound, one gets :
R˜t√
t
>
C(b, φ, x)
2
γ2γ
{√
2
pi
∫ ∞
0
e−γ
2s/2Θ
(
2t(t+ s)
pis
)
ds√
s
− C(t)
}
>
C(b, φ, x)
2
γ2γ
(√
2
pi
− c
)∫ ∞
0
e−γ
2s/2 ds√
s
> 0. 
As a result,
lim
t→∞
1
t
logP (bˆt ≥ x) = Λ(φ1(x), x) = −(x+ 2 +
√
(b− x)2 + 4(x+ 1)),
which ends the proof of Theorem 2.1. 
2.3. Jacobi-squared Bessel processes duality. By Itoˆ’s formula and Le´vy
criterion, one claims that (Y 2t )t≥0 is a [0, 1]-valued Jacobi process of parameters
d = 1, d′ = −2b ≥ 2. Indeed :
dZt := d(Y
2
t ) = 2YtdYt + 〈Y 〉t = 2Yt
√
1− Y 2t dWt + [(2b− 1)Y 2t + 1]dt
= 2
√
Zt(1− Zt)sgn(Yt)dWt + [(2b− 1)Zt + 1]dt
= 2
√
Zt(1− Zt)dBt + [(2b− 1)Zt + 1]dt
Using the skew product previously stated, there exists R, a squared Bessel process
of dimension d′ = 2(ν + 1) = −2b and starting from 0 so that :
νˆt := −bˆt − 1 = log(1− Y
2
t ) + t
2
∫ t
0
Y 2s
1−Y 2s ds
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is another estimator of ν based on a Jacobi trajectory observed till time t. Set
t = log u, then
νˆlog u =
log[u(1− Y 2log u)]
2
∫ log u
0
Y 2s
1−Y 2s ds
=
log[u(1− Y 2log u)]
2
∫ u
1
Y 2log s
s(1−Y 2log s)
ds
and {νˆlog u}u satisfies a LDP with speed log u and rate function J−(ν+1)(−(x+1)).
When starting at R0 = 1, the MLE of ν based on a Bessel trajectory is given
by (cf [117], p. 132) :
νˆ1t =
∫ t
0
dXs
Xs
− 2 ∫ t
0
ds
Xs
2
∫ t
0
ds
Xs
=
log(Xt)
2
∫ t
0
ds
Xs
with associated rate function :
Iν(x) =
{
(x−ν)2
4x
if x ≥ x1 := −(ν+2)+2
√
ν2+ν+1
3
1− x+√(ν − x)2 − 4x if x < x1
A glance at both rate functions gives Iν(x) = J−(ν+1)(−(x+1)) and x0 = −(x1+1).
We end the paper with computing moments of the Jacobi process starting from 0.
3. On the moments of Jacobi process
In this section, we consider a Jacobi process (Jt)t≥0 defined on [0, 1], and star-
ting from J0 = 0 a. s, that is :
Jt =
∫ t
0
2
√
Js(1− Js)dWs +
∫ t
0
(d− (d′ + d)Js)ds.
By Itoˆ’s formula, one has for n ≥ 1 :
Jnt =
∫ t
0
nJn−1s dJs +
1
2
∫ t
0
n(n− 1)Jn−2s d〈J〉s
=Mt + n
∫ t
0
Jn−1s (d− (d′ + d)Js)ds+ 2n(n− 1)
∫ t
0
Jn−2s Js(1− Js)ds
=Mt − n(d′ + d+ 2n− 2)
∫ t
0
Jns ds+ n(d+ 2n− 2)
∫ t
0
Jn−1s ds
where Mt = 2n
∫ t
0
Jn−1s
√
Js(1− Js)dBs is the local martingale part. Since Js ∈
[0, 1], then E(〈M〉t) ≤ t and hence, (Mt)t≥0 is a martingale. Taking the expectation
and using Fubini Theorem, we get :
E(Jnt ) = −n(d′ + d+ 2n− 2)
∫ t
0
E(Jns )ds+ n(d+ 2n− 2)
∫ t
0
E(Jn−1s )ds.
Since s→ E(Jns ) is continuous, then
f ′n(t) :=
d
dt
E(Jnt ) = −n(d′+d+2n−2)fn(t)+n(d+2n−2)fn−1(t), fn(0) = 0.
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We shall show by induction that :
Proposition 3.1. For all n ≥ 1, the Jacobi moments are given by :
fn(t) ==
n−1∏
i=0
(d+ 2i)×
(
1∏n−1
i=0 (d
′ + d+ 2i)
+
n∑
k=1
(−1)k(n
k
)
(d′ + d+ 4k − 2)e−k(d′+d+2k−2)t∏k+n−1
i=k−1 (d
′ + d+ 2i)
)
Proof : we have to show that :
fn+1(t) =
n∏
i=0
(d+2i)×
(
1∏n
i=0(d
′ + d+ 2i)
+
n+1∑
k=1
(−1)k(n+1
k
)
(d′ + d+ 4k − 2)e−k(d′+d+2k−2)t∏k+n
i=k−1(d
′ + d+ 2i)
)
.
Indeed, the recurrence relation yields :
fn+1(t) = u(t)e
−(n+1)(d′+d+2n)t
which implies that :
u
′
(t) = (n+ 1)(d+ 2n)e(n+1)(d
′+d+2n)tfn(t) =
n∏
i=0
(d+ 2i)×
(
(n+ 1)e(n+1)(d
′+d+2n)t∏n−1
i=0 (d
′ + d+ 2i)
+
n∑
k=1
(−1)k(n+ 1)!(d′ + d+ 4k − 2)e(n+1−k)(d′+d+2(n+k))t
k!(n− k)!∏k+n−1i=k−1 (d′ + d+ 2i)
)
.
Thus, noting that :
(n+ 1)(d′ + d+ 2n)− k(d′ + d+ 2k − 2) = (d′ + d)(n+ 1− k) + 2(n− k)(n+ k) + 2(n+ k)
= (d′ + d)(n+ 1− k) + 2(n− k)(n+ 1− k)
= (n+ 1− k)(d′ + d+ 2(n− k)),
we get :
u(t) =
n∏
i=0
(d+ 2i)× ( e
(n+1)(d′+d+2n)t∏n
i=0(d
′ + d+ 2i)
+
n∑
k=1
(−1)k(n+1
k
)
(d′ + d+ 4k − 2)e(n+1−k)(d′+d+2(n+k))t∏k+n
i=k−1(d
′ + d+ 2i)
+K)
where
K = −
(
1∏n
i=0(d
′ + d+ 2i)
+
n∑
k=1
(−1)k(n+1
k
)
(d′ + d+ 4k − 2)∏k+n
i=k−1(d
′ + d+ 2i)
)
.
Now, it is very easy to see that :
K =
(−1)n+1∏2n
i=n(d
′ + d+ 2i)
.
The two first terms of the sum contribute to :
1∏n
i=0(d
′ + d+ 2i)
− (n+ 1)(d
′ + d+ 2)∏n+1
i=0 (d
′ + d+ 2i)
=
d′ + d+ 2n+ 2− (n+ 1)(d′ + d+ 2)∏n+1
i=0 (d
′ + d+ 2i)
= − n∏n+1
i=1 (d
′ + d+ 2i)
.
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Additionning the third term, we obtain :
n(n+ 1)(d′ + d+ 6)
2
∏n+2
i=1 (d
′ + d+ 2i)
− n∏n+1
i=1 (d
′ + d+ 2i)
=
n
2
(
(n+ 1)(d′ + d+ 6)− 2(d′ + d+ 2n+ 4)∏n+2
i=1 (d
′ + d+ 2i)
)
=
n(n− 1)
2
∏n+2
i=2 (d
′ + d+ 2i)
.
We follow in the same way to find the expression above which ends the proof.
4. Appendix
4.1. A large deviations principle in a non steep case. Let {Yt}t≥0 be
a family of real random variables defined on (Ω,F , P ), and denote by µt the
distribution of Yt. Suppose −∞ < mt := EYt < 0. We look for large deviations
bounds for P (Yt ≥ y). Let Λt be the n.c.g.f. of Yt :
Λt(φ) =
1
t
log E(exp{φtYt}) ,
and denote by Dt the domain of Λt. We assume that there exists 0 < φ1 <∞ such
that for any t
sup{φ : φ ∈ Dt} = φ1
and [0, φ1) ⊂ Dt. We assume also that for φ ∈ D
Assumption 1.
(67) Λt(φ) = Λ(φ)− α
t
log(φ1 − φ) + Rt(φ)
t
where
• α > 0
• Λ is analytic on (0, φ1), convex, with finite limits at endpoints, such that Λ′(0) <
0, Λ′(φ1) <∞, and Λ′′(φ1) > 0.
• Rt is analytic on (0, φ1) and admits an analytic extension on a strip Dγβ =
(φ1 − β, φ1 + β)× (−γ, γ), where β and γ are independent of t.
• Rt(φ) converges as t→∞ to some R(φ) uniformly on any compact of Dγβ.
Theorem 4.1. Under 1
For any Λ′(0) < y < Λ′(φ1),
(68) lim
t→+∞
1
t
log P (Yt ≥ y) = − sup
φ∈(0,φ1)
{yφ− Λ(φ)} .
For any y ≥ Λ′(φ1),
(69) lim
t→+∞
1
t
log P (Yt ≥ y) = −yφ1 + Λ(φ1) .
The rate function is continuously differentiable with a linear part.
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4.2. Proof of Lemma 2.1 : Note first that (b2+3)(2(b−1)) < −1 if b < −1
and that the condition φ ∈ D1(x)⇒ φ ≥ φ0(x) if x > −1 and φ ≤ φ0(x) if x < −1.
To examine the behaviour of G, we compute
∂G
∂φ
(φ, x) = 1− x+ 1√
(b+ 1)2 + 2φ(x+ 1)
.
• If x + 1 < 0, ∂G
∂φ
> 0 and G(·, x) is increasing. Then we see easily that
G(φ0(x), x) < 0 iff x < (b
2 + 3)(2(b− 1)), which determines cases i) and ii).
• If x+1 > 0, φ→ ∂G
∂φ
is increasing hence there exists φ˜(x) such that
∂G
∂φ
(φ˜(x), x) =
0. We compute
φ˜(x) =
x+ 1
2
− (b+ 1)
2
2(x+ 1)
= φm(x) .
We see that G(φ˜(x), x) < 0, and there exists φ1(x) < φ˜(x) such that G(φ1(x), x) =
0, and D(x) = (φ0(x), φ1(x)) .
Remark. This work was firstly motivated by an open question from matrix
theory and more precisely while studying the matrix Jacobi process ([43]).
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