Segmentation algorithms are prone to make topological errors on fine-scale structures, e.g., broken connections. We propose a novel method that learns to segment with correct topology. In particular, we design a continuous-valued loss function that enforces a segmentation to have the same topology as the ground truth, i.e., having the same Betti number. The proposed topology-preserving loss function is differentiable and we incorporate it into end-to-end training of a deep neural network. Our method achieves much better performance on the Betti number error, which directly accounts for the topological correctness. It also performs superiorly on other topology-relevant metrics, e.g., the Adjusted Rand Index and the Variation of Information. We illustrate the effectiveness of the proposed method on a broad spectrum of natural and biomedical datasets.
Introduction
Image segmentation, i.e., assigning labels to all pixels of an input image, is crucial in many computer vision tasks. State-of-the-art deep segmentation methods [23, 19, [8] [9] [10] ] learn high quality feature representations through an end-to-end trained deep network and achieve satisfactory per-pixel accuracy. However, these segmentation algorithms are still prone to make errors on fine-scale structures, such as small object instances, instances with multiple connected components, and thin connections. These fine-scale structures may be crucial in analyzing the functionality of the objects. For example, accurate extraction of thin parts such as ropes and handles is crucial in planning robot actions, e.g., dragging or grasping. In biomedical images, correct delineation of thin objects such as neuron membranes and vessels is crucial in providing accurate morphological and structural quantification of the underlying system. A broken connection or a missing component may only induce marginal per-pixel error, but can cause catastrophic functional mistakes. See Fig. 1 for an example.
We propose TopoNet, a novel deep segmentation method that learns to segment with correct topology. In particular, we propose a topological loss that enforces the segmentation results to have the same topology as the ground truth, i.e., having the same Betti number (number of connected components and handles). A neural network trained with such loss will achieve high topological fidelity without sacrificing per-pixel accuracy. The main challenge in designing such loss is that topological information, namely, Betti numbers, are discrete values. We need a continuous-valued measurement of the topological similarity between a prediction and the ground truth; and such measurement needs to be differentiable in order to backpropagate through the network.
To this end, we propose to use theory from computational topology [13] , which summarizes the topological information from a continuous-valued function (in our case, the likelihood function f is predicted by a neural network). Instead of acquiring the segmentation by thresholding f at 0.5 and inspecting its topology, persistent homology [13, 14, 40] captures topological information carried by f over all possible thresholds. This provides a unified, differentiable approach of measuring the topological similarity between f and the ground truth, called the topological loss. We derive the gradient of the loss so that the network predicting the likelihood function can be optimized w.r.t. the topological loss.
TopoNet is the first end-to-end deep segmentation network with guaranteed topological correctness.
We show that when the topological loss is decreased to zero, the segmentation is guaranteed to be topologically correct, i.e., have identical topology as the ground truth. Our method is empirically validated by comparing with state-of-the-arts on natural and biomedical datasets with fine-scale structures. It achieves superior performance on metrics that encourage structural accuracy. In particular, our method significantly outperforms others on the Betti number error which exactly measures the topological accuracy. Fig. 1 shows a qualitative result.
Our method demonstrates how topological computation and deep learning can be mutually beneficial. While our method empowers deep neural network with topological constraints, it also can be seen as a powerful approach on topological analysis in that the observation function is now learned with a highly nonlinear deep network. This enables topology to be estimated based on a semantically informed and denoised observation function.
Related work. The closest method to ours is by Mosinska et al. [25] , which also proposes a topologyaware loss. Instead of actually computing and comparing the topology, their approach uses the response of selected filters from a pretrained VGG19 network to construct the loss. These filters prefer elongated shapes and thus alleviate the broken connection issue. But this method is hard to generalize to more complex settings with connections of arbitrary shapes. Furthermore, even if this method achieves zero loss, its segmentation is not guaranteed to be topologically correct.
Different ideas have been proposed to capture fine details of objects, mostly revolving around deconvolution and upsampling [23, 8-10, 27, 32] . However these methods focus on the prediction accuracy of individual pixels and are intrinsically topology-agnostic. Topological constraints, e.g., connectivity and loop-freeness, have been incorporated into variational [18, 22, 36, 33] and MRF/CRFbased segmentation methods [38, 28, 39, 6, 2, 35, 29, 15] . However, these methods focus on enforcing topological constraints in the inference stage, while the trained model is agnostic of the topological prior. In neuron image segmentation, some methods [17, 37] directly find an optimal partition of the image into neurons, and thus avoid segmenting membranes. These methods cannot be generalized to other problems when the object of interest may not be closed loops, e.g., vessels, cracks and roads.
For completeness, we also refer to other existing works on extracting topological features and training kernel classifiers [1, 31, 21, 5, 7] . In graphics, topological similarity was used to simplify and align shapes [30] . As for deep neural networks, Hofer et al. [20] proposed a CNN-based topological classifier. This method directly extracts topological information from an input image/shape/graph as input for CNN, hence cannot generate segmentations that preserve topological priors learned from the training set. To the best of our knowledge, no existing work uses topological information as a loss for training an end-to-end deep neural network.
TopoNet
Our method, TopoNet, achieves both per-pixel accuracy and topological correctness by training a deep neural network with a new topological loss, L topo (f, g). Here f is the likelihood map predicted by the network and g is the ground truth. The loss function on each training image is a weighted sum of the per-pixel cross-entropy loss, L bce , and the topological loss:
in which λ controls the weight of the topological loss. We assume a binary segmentation task. Thus, there is one single likelihood function f , whose value ranges between 0 and 1.
In Sec. 2.1, we introduce the mathematical foundation of topology and how to measure topology of a likelihood map robustly using persistent homology. In Sec. 2.2, we formalize the topological loss as the difference between persistent homology of f and g. We derive the gradient of the loss and prove its correctness. In Sec. 2.3 we explain how to incorporate the loss into the training of a neural network. Although we fix one architecture in experiments, our method is general and can use any neural network that provides pixel-wise prediction. Fig. 2 illustrates the overview of our method.
Topology and Persistent Homology
Given a continuous image domain, Ω ⊆ R 2 (e.g., a 2D rectangle), we study a likelihood map f (x, ω) : Ω → R, which is predicted by a deep neural network ( Fig. 3(c) ). Note that in practice, we only have samples of f at all pixels. In such case, we extend f to the whole image domain Ω by linear interpolation. Therefore, f is piecewise-linear and is controlled by values at all pixels. A segmentation, X ⊆ Ω ( Fig. 3(a) ), is calculated by thresholding f at a given value α (often set to 0.5).
Given X, its d-dimension topological structure, called a homology class [13, 26] , is an equivalence class of d-manifolds which can be deformed into each other within X.
2 In particular, 0-dim and 1-dim structures are connected components and handles, respectively. For example, in Fig. 3(a) , the segmentation X has two connected components and one handle. Meanwhile, the ground truth ( Fig. 3(b) ) has one connected component and two handles. Given X, we can compute the number of topological structures, called the Betti number, and compare it with the topology of the ground truth.
However, simply comparing Betti numbers of X and g will result in a discrete number. In order to incorporate topological prior into deep neural networks, we need to construct a continuous-valued function that can reveal subtle difference between similar structures. Fig. 3 (c) and 3(d) show two likelihood maps f and f with identical segmentations, both different in topology w.r.t. the ground truth g (Fig. 3(b) ). However, f is more preferable as we need much less effort to change it so that the thresholded segmentation X is the same as g. In particular, look closely to Fig. 3 (c) and 3(d) near the broken handle and view the magnified view of the function. To restore the broken handle in Fig. 3(d) , we need to spend more effort to fill a much deeper gap than Fig. 3(c) . The same situation happens near the missing bridge between the two connected components.
To capture such subtle structural difference between different likelihood maps, we need a holistic view. In particular, we use the theory of persistent homology. Instead of choosing a fixed threshold, persistent homology theory captures all possible topological structures from all thresholds, and summarize all these information in a concise format, called persistence diagram. All different thresholds α constitute a filtration, i.e., a monotonically growing sequence induced by decreasing the threshold α : Instead of comparing discrete Betti numbers, we can use the information from persistence diagrams to compare a likelihood f with the ground truth g in terms of topology.
Topological loss and the Gradient
We are now ready to formalize the topological loss, which measures the topological similarity between the likelihood f and the ground truth g. We abuse the notation and also view g as a binary valued function. We use the dots in the persistence diagram of f as they capture all possible topological structures f potentially has. We slightly modified the Wasserstein distance for persistence diagram [12] . For persistence diagrams Dgm(f ) and Dgm(g), we find a best one-to-one correspondence between the two sets of dots, and measure the total squared distance between them. 4 Let Γ be the set of all possible bijections between Dgm(f ) and Dgm(g). The topological loss L topo (f, g) is:
2) where γ * is the optimal matching between two different point sets.
Intuitively, this loss measures the minimal amount of necessary effort to modify the diagram of Dgm(f ) to Dgm(g) by moving all dots toward their matches. Note there are more dots in Dgm(f ) (Fig. 4(c) ) than in Dgm(g) (Fig. 4(b) ); there will usually be some noise in predicted likelihood map. If a dot cannot be matched, we match it to its projection on the diagonal line, {(d, b)|d = b}. This means we consider it as noise that should be removed. In this example, the extra connected component (a blue cross) in Dgm(f ) will be removed. For comparison, we also show in Fig. 4 (f) the matching between diagrams of the worse likelihood f and g. The cost of the matching is obviously higher, i.e., L topo (f , g) > L topo (f, g). As a theoretical reassurance, it has been proven that this metric for diagrams is stable, and the loss function L topo (f, g) is Lipschitz with regard to the likelihood function f [11] . We state the following theorem regarding the correctness. The proof is relatively straightforward. Theorem 1 (Topological Correctness). When the loss function L topo (f, g) is zero, the segmentation by thresholding f at 0.5 has the same Betti number as g.
Proof.
Assume L topo (f, g) is zero. By Eq. (2.2), Dgm(f ) and Dgm(g) are matched perfectly, i.e., p = γ * (p), ∀p ∈ Dgm(f ). The two diagrams are identical and have the same number of dots.
Since g is a binary-valued function, as we decrease the threshold α continuously, all topological structures are created at α = 1. All of them except one are killed at α = 0. One remaining connected component will survive forever. The number of topological structures (Betti number) of g α for any 0 < α < 1 is the same as the number of dots in Dgm(g) plus 1. Note that for any α ∈ (0, 1), g α is the ground truth segmentation. Therefore, the Betti number of the ground truth is the number of dots in Dgm(g). Similarly, for any α ∈ (0, 1), the Betti number of f α equals to the number of dots in Dgm(f ) plus 1. Since the two diagrams Dgm(f ) and Dgm(g) are identical, the Betti number of the segmentation f 0.5 is the same as the ground truth segmentation. 5 Topological gradient. The loss function (Eq. (2.2)) depends on crucial thresholds at which topological changes happen, e.g., birth and death times of different dots in the diagram. These crucial thresholds are uniquely determined by the locations at which the topological changes happen. When the underlying function f is differentiable, these crucial locations are exactly critical points, i.e., points with zero gradients. In the training context, our likelihood function f is a piecewise-linear function controlled by the neural network predictions at pixels. For such f , a critical point is always a pixel, since topological changes always happen at pixels. Denote by ω the neural network parameters. For each dot p ∈ Dgm(f ) , we denote by c b (p) and c d (p) the birth and death critical points of the corresponding topological structure (See Fig. 3(c) for examples) .
Formally, we can show that the gradient of the topological loss ∇ ω L topo (f, g) is:
To see this, within a sufficiently small neighborhood of f , any other piecewise linear function will have the same super level set filtration as f . The critical points of each persistent dot in Dgm(f ) 5 Note that a more careful proof should be done for diagrams of different dimensions separately.
remains constant within such small neighborhood. So does the optimal mapping γ * . Therefore, the gradient can be straightforwardly computed based on the chain rule, as Eq. (2.3). When function values at different vertices are the same, the gradient does not exist. However, these cases constitute a measure zero subspace in the space of likelihood functions. In summary, L topo (f, g) is a piecewise differentiable loss function over the space of all possible likelihood functions f .
Intuition. During training, we take the negative gradient direction, i.e.,−∇ ω L topo (f, g). For each topological structure the gradient descent step is pushing the corresponding dot p ∈ Dgm(f ) toward its match γ * (p) ∈ Dgm(g). These coordinates are the function values of the critical points c b (p) and c d (p). They are both moved closer to the matched persistent dot in Dgm(g). We also show the negative gradient force in the landscape view of function f (blue arrow in Fig. 3(c) ). Intuitively, force from the topological gradient will push the saddle points up so that the broken bridge gets connected.
Training a Neural Network
We present some crucial details of our training algorithm. Although our method is architectureagnostic, we select one architecture inspired by DIVE [16] , which was designed for neuron image segmentation tasks. Our network contains six trainable weight layers, four convolutional layers and two fully connected layers. The first, second and fourth convolutional layers are followed by a single max pooling layer of size 2 × 2 and stride 2 by the end of the layer. Particularly, because of the computational complexity, we use a patch size of 65 × 65 during all the training process.
We use small patches (65 × 65) instead of big patches/whole image. The reason is two-folds. First, the computational complexity of topological information is relative high. The computational complexity of persistent homology is O(n 3 ), where n is the patch size. Second, the matching process between the persistence diagrams of predicted likelihood map and ground truth can be quite difficult. For example, if the patch size is too big, there will be many persistent dots in Fig. 4(b) and even more dots in Fig. 4(e) . The matching process in Fig. 4(c) is too complex and prone to errors. By focusing on smaller patches, we localize topological structures and fix them one by one.
Topology of small patches and relative homology. The small patches (65 × 65) often only contain partial branching structures rather than closed loops. To have meaningful topological measure on these small patches, we apply relative persistent homology as a more localized approach for the computation of topological structures. Particularly, for each patch, we consider the topological structures relative to the boundary. It is equivalent to padding a black frame to the boundary and compute the topology to avoid trivial topological structures. As shown in the figure on the right, with the additional frame, a Y -shaped branching structure cropped within the patch will create two handles and be captured by persistent homology. Training using these localized topological loss can be very efficient via random patch sampling.
Gradient of the topological loss. Eq. (2.3) shows that the topological loss function is defined on critical pixels. In each iteration, the predicted likelihood map from the neural network is different. Therefore, the topological structure and persistent dots will also be quite different. The topological loss is computed based on different pixels (critical points) at each iteration.
Experiments
We evaluate our method on six natural and biomedical datasets: [24] and DRIVE [34] . The first three are neuron image segmentation datasets. CREMI contains 125 images with resolution 1250*1250 with 4 × 4 × 40nm. We use a three fold cross validation and report the mean performance over the validation set. Same setting applies to the other datasets. ISBI12 [4] contains 30 images. The resolution is 512*512 with 4 × 4 × 50nm. ISBI13 [3] contains 100 images. The resolution is 1024*1024 with 3 × 3 × 30nm. These three datasets are neuron images (Electron Microscopy images). The task is to segment membranes and eventually partition the image into neuron regions. CrackTree [41] contains 206 images of cracks in road. The resolution is 600*800. Road [24] has 1108 images from the Massachusetts Roads Dataset. The resolution is 1500*1500. DRIVE [34] is a retinal vessel segmentation dataset with 20 images. The resolution is 584*565. Evaluation metrics. We use four different evaluation metrics. Pixel-wise accuracy is the percentage of correctly classified pixels. The remaining three metrics are more topology-relevant. The most important one is Betti number error, which directly compare the topology (number of handles) between the segmentation and the ground truth 7 . We randomly sample patches over the segmentation and report the average absolute difference between their Betti numbers and the corresponding ground truth patches. Two more metrics are used to indirectly evaluate the topological correctness: Adapted Rand Index (ARI) and Variation of Information (VOI). They are often used in neuron image segmentation to compare the partitioning of the image induced by the segmentation. ARI is defined as the maximal F-score of the foreground-restricted Rand index, a measure of similarity between two clusters. On this version of the Rand index we exclude the zero component of the original labels (background pixels of the ground truth). VOI is a measure of the distance between two clusterings. It is closely related to mutual information; indeed, it is a simple linear expression involving the mutual information.
Baselines. DIVE [16] is a state-of-the-art neural network that predicts the probability of every individual pixel in a given image being a membrane (border) pixel or not. U-Net [32] is a popular image segmentation method trained with cross-entropy loss. Mosin. [25] uses the response of selected filters from a pretrained CNN to construct the topology aware loss.
Quantitative and qualitative results. As stated above, we use pixel accuracy, and three topologyaware metrics: ARI, VOI and Betti Error. Tab. 1 shows the quantitative results for three different neuron image datasets, ISBI12, ISBI13 and CREMI. Tab. 2 shows the quantitative results for DRIVE, CrackTree and Road. We demonstrate that our method significantly outperforms existing methods in topological accuracy (in all three topology-aware metrics), without sacrificing pixel accuracy. Fig. 5 shows qualitative results. TopoNet demonstrates more consistency in terms of structures and topology. It correctly segments fine structures such as membranes, roads and vessels, while all other methods fail to do so. Computational time vs. patch size. When incorporating our topological loss into deep neural networks, we test our algorithm with different patch sizes. During the training process, for each predicted likelihood map, we are supposed to compute its persistence diagram and the corresponding ground truth persistence diagram. The bigger the patch size is, the longer time it will take for this computation. The matching process will also be more complex and prone to errors (Sec. 2.3). The empirical computation time in terms of patch size is illustrated in Fig. 6(a) . To balance the training time and performance of the model, finally we choose 65 × 65 for all our experiments.
Cross entropy and topological loss vs. training epochs. In this part, we explore the trend of cross entropy loss and topological loss in terms of training epochs. The topological loss, cross entropy loss and total loss are illustrated in Fig. 6(b) . From the figure, we can find that after some epochs (in particular, after 30 epochs in Fig. 6(b) ), the total loss becomes stable, while the cross entropy loss increases slightly as the topological loss decreases. This is reasonable; incorporating of topological loss may force the network to overtrain on certain locations (near critical pixels), and thus may hurt the overall pixel accuracy slightly. The pixel accuracy performance of our proposed method in Tab. 1 and 2 also confirms this finding.
The effectiveness of the topological loss We plot the thresholded results at different epochs to illustrate the effectiveness of our proposed topological loss ( Fig. 7 (b) to 7(f)). As the training goes on, the fine structure of the membrane becomes more topologically consistent. This means that our topological term improves the quality of the predictions in terms of topology. 
Conclusion
We introduce a new topological loss driven by persistent homology and incorporate it into end-to-end training of deep neural networks. Our method are particularly suitable for fine structure image segmentation. Quantitative and qualitative results show that the proposed topological loss term helps to achieve better performance in terms of topological-relevant metrics. Our proposed topological loss term is generic and can be incorporated into different architectures.
