Understanding the implication of genotype-by-environment (GE) interaction structure is an important consideration in plant breeding programs. A significant GE interaction for a quantitative trait such as yield can seriously limit efforts in selecting superior genotypes for both new crop introduction and improved cultivar development. Traditional statistical analyses of yield trials provide little or no insight into the particular pattern or structure of the GE interaction. The Additive Main Effects and Multiplicative Interaction (AMMI) statistical model incorporates both additive and multiplicative components of the two-way data structure which can account more effectively for the underlying interaction patterns. Integrating results obtained from biplot graphic displays with those of the genotypic stability analysis enables clustering of genotypes based on similarity of response and the degree of stability in performance across diverse environments. The AMMI model is presented, and its usage in diagnosing the GE interaction structure is discussed. Tai's stability statistics are employed to determine the stability of genotypes tested. Empirical applications are demonstrated using data from a national winter rapeseed variety trial.
I. INTRODUCTION
The Genotype-by-Environment (GE) interaction structure is an important aspect in both plant breeding programs and the introduction of new crop commodities. GE interaction can occur when specified genotypes are grown across diverse environments (Zobel, 1990) . Hence, selection of superior genotypes for both improved crop development and new crop introduction can be severely limited in the presence of a significant GE interaction. Statistically, the usefulness of subsequent analyses of means and inferences would be seriously reduced as a result of a significant interaction encountered in the analysis of two-way classification data.
The most commonly used statistical technique for analyzing two-way data structures is analysis of variance (ANOY A). While this technique is useful in identifying and testing sources of variability, it does not discern patterns of the underlying interaction. The additive nature of the ordinary ANOYA model allows adequate description of main effects, however, the interaction (residual from the additive model) is nonadditive and requires other techniques to identify interaction relationships.
Several regression techniques have been proposed which are based on some measure of the environment, usually an environmental index ( Yates and Cochran, 1938; Finlay and Wilkinson, 1963; Eberhart and Russel, 1966) . The use of the environmental index for regression can confound interaction and main effects. Furthermore, regression techniques are only effective when a particular pattern and model are assumed. Such approaches however, could be useful in calculating stability statistics (e. g. Tai, 1971) .
Principle Components Analysis (PCA) provides a multiplicative model which can be used to diagnose two-way data classifications. This technique fails to identify significant main effects.
A hybrid statistical model which incorporates both the additive and multiplicative components of the two-way data structure is the Additive Main Effects and Multiplicative Interaction (AMMI) model. In this model, the additive portion of the variance is separated from the multiplicative variance (interaction) by ANOVA. PCA analysis is then applied to the interaction (residual) portion from the ANOV A to extract a new set of coordinate axes which account more effectively for the interaction patterns. Estimation of the PCA axes is accomplished according to the least squares principle (Bradu and Gabriel, 1978) .
The purpose of this paper is to demonstrate the effectiveness of the AMMI statistical model (biplot analysis) in diagnosing the GE interaction patterns, and the usage of stability statistics in classifying genotypes based on similarity of response characteristics. Empirical results are illustrated with reference to a winter rapeseed variety trial.
II. METHODS The basic linear model used is of the form:
where Yij = observed response value of genotype i in environment j, J.l = grand mean, gi = effect for genotype i, i = 1, ... , k, lj = effect for environment j, j = 1, ... , n,
The residual component can be partitioned into the sum of multiplicative functions of i and j (Mandel, 1971) . Thus,
Here, Am is the square root of the eigenvalue for PCA axis m of the matrix E'E where E is the kxn matrix of interaction, <\j' from 0); Vrni and Pmj are the elements of the corresponding normalized eigenvectors of the matrices EE' and E 'E, respectively; m is the number of axes retained, m ~ minCk, n-l); Pij is a random error. The AMMI model for replicated experiments takes the form :
where b jr = effect of the rth replicate in the jth environment, Ejjr = error term . Biplot analysis (Gabriel, 1971; Bradu and Gabriel, 1978, Zobel et. al., 1988 ) of the GE interaction allows for visual inspection and interpretation of the underlying structure and causes of interaction. This includes biplots of PCA interaction axes against one another, as well as genotype and environment means.
The corresponding regression approach leads to the following linear model:
where, for genotypic stability analysis, the interaction term, Ojj (1), is partitioned into two components: the linear response to the environmental index, and the deviation from the linear response, i.e. oij = {jjlj + 'Yjj. The term ejjr represents random residuals.
The general analysis of variance for both the AMMI and regression models is given in Table 1 .
It can be shown that the least squares estimation of the {jj'S (regression coefficients) is equivalent to extracting the first principle component of the genotypic performances (Williams, 1952) . Given the linear model in (2) and provided that the majority of the genotypic variation is accounted for by the specified regression equation, the following expectation holds:
A/ = 'L{jj2 'LV (Williams, 1952; Perkins, 1972) where A/ is the largest eigenvalue of the matrix E 'E. Thus, the regression model may be considered as a special case of the AMMI model with only one important eigenvalue.
A regression based procedure for assessing genotypic stability and range of performance is outlined by Tai (1971) . Tai's stability statistics are as follows:
A Aj = MSD/(k-1)MSE/kr (6) where MSL, MSB, and MSE are the mean square location, block and error, respectively, and MSDj is the mean square deviation from regression for the i th genotype, O'j measures the linear response to the environmental component, while Aj measures the deviation from the linear response in terms of the error variance (Tai, 1971) . A genotype possessing (O' = 0, A = 1) is considered to have average stability, whereas values of (O' = -1, A = 1) indicate perfect stability. To assist in interpreting these statistics, a 100(1-a) % prediction interval for O'j =0 and a corresponding confidence interval for ~ ~ 1 may be constructed. Such a display enables classification of genotypes to different stability regions. Statistical computations, estimation and graphics were carried out using procedures GLM and IML .
III. EMPIRICAL RESULTS
Data used in this study are from the U. S. National Winter Rapeseed Variety trials conducted during the years 1986,1987, and 1988 at 12, 16 , and 17 locations, respectively (Mahler, et. al. 1989) . Six cultivars of Winter rapeseed [Bras sica napus L. spp. oleifera (Metzg.) Sinsk. f. biennis] were included as controls: Bienvenu, Bridger, Cascade, Dwarf Essex, Glacier, and Jet Neuf. The experiment included four replications at each location. Locations were chosen to represent areas of existing or potential rapeseed production as either an edible or industrial oil crop. The locations included: Georgia (GGA, TGA), Idaho (ID), Kansas (KS), Mississippi (MS), Montana (MT), New York (NY), North Carolina (NC), Oregon (OR), South Carolina (SC), Tennessee (TN), Texas (TX) , Virginia (VA), and Washington (W A). The measured responses (of adaptation) were seed yield and oil content. The combined data set consisted of twenty seven location-years (environments) for yield, and twenty five environments for oil content. Only the seed yield analysis is considered here [see Shafii et.a!. (1992) for further discussion].
Initial analysis of variance indicated a significant genotype by environment (GE) interaction for seed yield (Table 2) . Environments were a much larger source of variability than genotypes. In accordance with the AMMI model, principle components analysis was used to decompose the GE interaction into six components (Table 3) of which the first two were deemed significant (p = .0001). These two axes accounted for over 80% of the variability (interaction sum of squares) while using less than half of the degrees of freedom (Table 2 ). Residual analysis revealed that the remaining PCA axes conformed to the expected pattern of random noise and were therefore assigned to the residual term. Overall, the AMMI model accounted for 98.3 % of the total sum of squares.
Loadings of the PCA axes are good indicators of factors contributing to the variability. In the case of genotypes, the first PCA axis was dominated by cultivars Bienvenu and Bridger, suggesting that these cultivars exhibit a high degree of influence over the GE interaction. PCA axis 1 for environments, while not as clear in its loadings as genotypes, showed sizable scores for locations in the Pacific Northwest. The PCA scores of interaction could also be used to achieve more precise estimates of the true yield potential of both genotypes and specific environments (Shafii et. al. 1992) . AMMI biplots, as described earlier, are given in Figures 1 and 2 . Figure 1 plots PCA axis 1 vs PCA axis 2 for both genotypes and environments. For the sake of clarity, only points of interest have been labeled. Since the GE component of the AMMI model is based on the product of PCA scores, it follows that cultivars or environments with small interactions (smaller scores) will appear close to the center of the axes. Cultivar Glacier exhibits this trait, while cultivars Bienvenu and Bridger are further from the center and thus, show strong interaction effects. The direction of cu1tivars and environments from the axes center also contains important information on the interaction. As an example, cultivar Bienvenu (BIENVENU) and environment Washington 1989 (WA89) appear opposite from each other indicating their contributions to the interaction was in opposing directions, e.g. they are negatively correlated. By contrast, cultivar Dwarf Essex (DWARF) and the environment Idaho 1989 (ID89) both have the same relative direction, so that both contribute positively to the interaction. Thus, the biplot can give information on relative stability, as well as suggesting trends of similar or dissimilar cultivars and environments.
The second biplot (Figure 2) is of PCA axis 1 vs mean yield of both genotypes and environments. This figure illustrates the wide discrepancy between the variability of environments and genotypes. Genotypes are represented as a narrow band at or around 2.5 Mg ha-1 , while environments cover a larger yield range. As before, the position of genotypes or environments is important with those appearing closer to the vertical reference line at PCA1 =0 indicating a greater relative stability. Grouping and trends are also important. For example, environments in the Pacific Northwest generally produce higher yields and tend to have PCA scores opposite in signs compared to those of the Southeast. The differential vernalization requirements of the six cultivars is thought to be responsible for the observed trend. Hence, these biplots are useful in determining genotypic stability and range of performance, as well as providing insight into the causes of the underlying interaction.
In addition to Tai's stability statistics, five other frequently cited stability measures were also computed from the data and are reported for the purpose of comparison (Table 4 ). These were: S? -the variance of genotypes across environments, Wi -ecovalence (Wricke, 1962) , a} -stability variance (Shukla, 1972) , (3i -regression coefficient (Finlay and Wilkinson, 1963) , and Oi 2 -deviation from regression (Eberhart and Russel, 1966) . All stability measures give identical rankings to the six genotypes with the exception of Finlay and Wilkinson's regression coefficient. This is not surprising given that S?, Wi' a?, o?, and Ai are based on variability of the i th genotype across environments, while (3i is based on the linear response of the i th genotype to an environment. In spite of this difference, all six stability measures indicated the highest ranking cultivar (in terms of average stability) to be Glacier, and that the lowest rankings were consistently shared by cultivars Bienvenu and Bridger. This agrees with the results obtained from biplot analysis.
AMMI biplots were compared to a plot of distribution of Tai's stability statistics (Figure 3 ). There is strong agreement between the two graphic displays. Cultivar Glacier, which was close to the axes center in Figure 1 , is in the region defined as average stability (a=O, A= 1). Cultivars Jet Neuf and Cascade while having acceptable a levels have larger A values, and are therefore regarded as stable with lower reliability. These cultivars were a modest distance from the axes center in Figure 1 . Bridger and Bienvenu, both of which had large PCA scores, appear well outside the stability region in Figure 3 . Therefore, the AMMI model and stability estimates both concur on the stability of genotypes. While Tai's statistics give an easily interpretable report on the stability and reliability of genotypes, the AMMI model provides information on the stability and trends of environments, as well as the correlation between a genotype and environment.
IV. CONCLUDING REMARKS
The AMMI model provides a useful tool in diagnosing GE interaction patterns and improving the accuracy of response estimates. It enables clustering of genotypes based on similarity of response characteristics and identifying potential trends across environments. Tai' s stability statistics may be used, along with biplot analysis, to evaluate relative stability, reliability and ranking of genotypes in regional trials. The suggested strategy could extract more information from the GE interaction, thereby aiding researchers in identifying specific cultivars with competitive yields across diverse environments. Error df e-l e(b-1) g-l (e-1)(g-1) g + e -3 g + e -5 g + e -1 -2m (g-1)(e-1)meg + e -m -2) e(g-l) (b-l) t The degrees of freedom for axis m are determined by: df m = g + e -1 -2m, where g and e and the number of genotypes and environments, respectively (Gollob, 1968 ). Regression Residual Exp. Error df e-1 e(b-1) g-l (e-l)(g-l) g-l (g-1)(e-2) e(g-1)(b-1) 
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