Abstract-Inspired by mobile satellite communications systems, we consider a source coding system which consists of multiple sources, multiple encoders, and multiple decoders. Each encoder has access to a certain subset of the sources, each decoder has access to certain subset of the encoders, and each decoder reconstructs a certain subset of the sources almost perfectly. The connectivity between the sources and the encoders, the connectivity between the encoders and the decoders, and the reconstruction requirements for the decoders are all arbitrary. Our goal is to characterize the admissible coding rate region. Despite the generality of the problem, we have developed an approach which enables us to study all cases on the same footing. We obtain inner and outer bounds of the admissible coding N , so these bounds cannot be evaluated explicitly except for some special cases. Nevertheless, we obtain an alternative outer bound which can be evaluated explicitly. We show that this bound is tight for all the special cases for which the admissible coding rate region is known. The model we study in this paper is more general than all previously reported models on multilevel diversity coding, and the tools we use are new in multiuser information theory.
I. INTRODUCTION
A mobile satellite communication system, like Motorola's Iridium TM System and Qualcomm's GlobalStar TM System, provides telephone and data services to mobile users within a certain geographical range through satellite links. For example, the Iridium TM System covers users anywhere in the world, while the GlobalStar TM System covers users between 70 latitude. At any time, a mobile user is covered by one or more satellites. Through satellite links, the message from a mobile user is transmitted to a certain set of mobile users within the system.
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within the line of sight simultaneously; a satellite can combine, encode, and broadcast the information it receives from all the transmitters it covers; and a receiver can combine and decode the information it receives from all the satellites within the line of sight.
We are motivated to study a new problem called the distributed source coding problem. A distributed source coding system consists of multiple sources, multiple encoders, and multiple decoders. Each encoder has access to a certain subset of the sources, each decoder has access to a certain subset of the encoders, and each decoder reconstructs a certain subset of the sources almost perfectly. The connectivity between the sources and the encoders, the connectivity between the encoders and the decoders, and the reconstruction requirements for the decoders are all arbitrary.
The sources, the encoders, and the decoders in a distributed coding system correspond to the transmitters, the satellites, and the receivers in a mobile satellite communication system, respectively. The set of encoders connected to a source refers to the set of satellites within the line of sight of a transmitter, while the set of decoders connected to an encoder refers to the set of receivers covered by a satellite.
Throughout the paper, we will use a boldfaced letter to denote a vector. The th component of a vector is denoted by unless otherwise specified. For a random variable , we will use to denote the alphabet set of , and to denote a generic outcome of . For a set , we will use to denote the closure of . We will use to denote the probability of an event, and to denote the entropy of a set of random variables in base .
Let us now present the formal description of the problem. A distributed source coding system consists of the following elements: 1) , the index set of the information sources; 2) , the index set of the encoders; 3) , the index set of the decoders; 4) , the set of connections between the sources and the encoders; 5) , the set of connections between the encoders and the decoders; and 6)
, which specify the reconstruction requirements of the decoders.
The th source is denoted by , . We assume that are independent, and are independent and identically distributed (i. [10] . So far, there has not been a full characterization of either or , so explicit evaluation of and is not possible. Based on the geometrical interpretation of these regions, we obtain an outer bound for called the LP bound (for linear programming bound) which can be evaluated explicitly. This is described in Section V. In this section, we also show that the LP bound is tight for all the special cases for which the admissible coding rate region is known. Concluding remarks are in Section VI.
II. INNER BOUND
Before we define , we first introduce some notation from the framework for information inequalities developed in [10] . Let be a finite set of discrete random variables whose joint distribution is unspecified, and let . Note that . Let denote the coordinates of . A vector is said to be constructible if there exists a joint distribution for such that . We then define is constructible
To simplify notation in the sequel, for any nonempty , we further define where we have used juxtaposition to denote the union of two sets. In using the above definitions, we will not distinguish elements and singletons of ; i.e., for a random variable , is the same as . Let and be discrete random variables whose joint distribution is unspecified, and let i.e., the set containing all the random variables and .
is an auxiliary random variable associated with the source , and is an auxiliary random variable associated with , the output of the encoder . The actual meaning of and will become clear later. Let be the set of all such that there exists which satisfies the following conditions: (1) for (2) for (3) for (4) for (5) Note that (1)- (3) are hyperplanes, and (4) is an open halfspace in . We then define .
Theorem 1: .
Note that can be defined more conventionally as the set of all such that there exist auxiliary random variables and satisfying (6) for (7) for (8) for (9) for (10) Although this alternative definition is more intuitive, the region so defined appears to be totally different from case to case. On the other hand, defining in terms of enables us to study all cases on the same footing. In particular, if is an explicit inner bound on , upon replacing by in the definition of , we immediately obtain an explicit inner bound on for all cases. (Unfortunately, no explicit inner bound on for is available at this point; a nontrivial inner bound for has been obtained in [6] and [12] .) The introduction of in Section V as an explicit outer bound on is in the same spirit.
Let us give the motivations of the conditions in (1)- (5) before we prove the theorem, although the meaning of these conditions cannot be fully explained until we come to the proof. The condition (1) corresponds to the assumption that the sources are independent. The condition (2) corresponds to the fact that the encoder has access to the sources . The condition (3) corresponds to the requirement that the sources can be reconstructed by the decoder . The condition (4) means that the entropy of the auxiliary random variable is strictly greater than the entropy rate of the source , and the condition (5) means that the coding rate of the encoder is greater than or equal to the entropy of the auxiliary random variable .
We will state the following lemma before we present the proof of the theorem. Since this lemma is a standard result, its proof will be omitted. We first recall the definitions of strong typicality of sequences [2] . A sequence is -typical with respect to a distribution if for all where is the number of occurrences of the symbol in . Similarly, a pair of sequences is -typical with respect to a distribution if for all
In the sequel, the -typical notations in [4] will be adopted.
Lemma 1: Let be -vectors drawn according to (11) If , then where denotes any function such that for some constant in a neighborhood of .
Proof of Theorem 1:
We will prove the theorem by describing a random coding scheme and showing that it has the desired performance. Let be small positive quantities and be a large integer to be specified later. Let . Then there exist random variables and such that the left-hand sides of (1)- (5) are the corresponding Shannon information measures; i.e., (1)-(5) can be written as (6)- (10) .
The encoding scheme is described in the following steps: by (10) . We now introduce the following notations:
Define the events is the event that is -typical with respect to for all . is the event that Decoder decodes correctly the index assigned to for all . By the weak law of large numbers, we see that for sufficiently large for some
Let be the joint distribution of . By (6) and (7) 
The discussion that follows is a variation of the Channel Coding Theorem. We claim that can be obtained by sending through a discrete memoryless channel with transition probability , where is the conditional distribution of given . To simply notation, we assume and denote by in the following. To see that the claim is true, consider (27) at the top of the following page. Note that in in (27)
Assuming without loss of generality that for all (29) Therefore its reciprocal is well-defined.
We now bound the probability in (23 (36) (cf. the definition of the mutual information among more than two random variables in [8] ). We mark each of these atoms with measure zero by an asterisk. Then we see immediately 
From (30) We note that the definition of (recall that ) is very similar to the definition of except that 1) is replaced by . 2) The inequality in (4) The inequality in (53) is in fact an equality, which follows from the i.i.d. assumption of the source . We note the oneto-one correspondence between (50)- (54) and (41) We then let to conclude that there exists which satisfies (41)-(45), completing the proof.
IV. GEOMETRICAL INTERPRETATIONS OF AND
In Sections II and III, and are specified in a way which facilitates analysis. In this section, we will present geometrical interpretations of these regions which give further insight.
For a set , define for some where we write to mean greater than or equal to componentwise. For a set , define to be the projection of the set on the coordinates . Define the sets
for (66) for (67) for (68) Note that the independence relation in (1) is interpreted as the hyperplane in . Similarly, the Markov conditions and the functional dependencies in (2) and (3) are interpreted as the hyperplanes and , respectively. Then we see that
Similarly, we see that
The bounds and are specified in terms of and , respectively. So far, there exists no full characterization of either or [11] , [12] . Therefore, although these bounds are in single-letter form, they cannot be evaluated explicitly. Nevertheless, in view of the geometrical interpretation of , one can easily obtain an outer bound on which can be evaluated explicitly. This will be described in the next section.
V. THE LP BOUND
Following [10] , we define to be the set of such that for any nonempty (recall that ) (71) (72) (73) (74)
These inequalities are referred to as the basic inequalities, which are linear inequalities in . It is easy to see that . Since is a closed set, . Therefore, upon replacing in the definition of by , we immediately obtain an outer bound on . We call this outer bound the LP bound (for linear programming bound) and denote it by . Thus
The geometrical interpretation of in the last section can also be applied to , so it is not difficult to see that can be evaluated explicitly.
The multilevel diversity coding problem (with independent data streams) studied in [9] is a special case of the problem we study in the current paper. For such a problem with levels , there are sources, , whose importance decreases in the order . Each encoder has access to all the sources. Further, Decoder belongs to Level , where , and it reconstructs , the most important sources. The problem is specified by and for all So far, the coding rate region of the problem we study in this paper has been determined for certain special cases [5] , [7] , [9] , [13] , and these are all special cases of multilevel diversity coding. The coding rate region for each of these cases has the form for all
where , is some subset of , and , are some nonnegative functions depending only on . Further, the necessity of the coding rate region (i.e., the converse coding theorem) for all these cases can be proved by invoking the basic inequalities.
We claim that the LP bound is tight for all the special cases for which the coding rate region has the form in (76) and the converse coding theorem is a consequence of the basic inequalities. Among these is the -encoder symmetrical multilevel diversity coding (SMDC) problem recently studied by the authors [13] . In the rest of the section, we will prove the tightness of the LP bound for the SMDC problem; the techniques involved in proving the other cases are exactly the same. We further conjecture that the LP bound is tight for any special case as long as the converse coding theorem is a consequence of the basic inequalities, but we cannot prove it.
In the following we will use to denote the th component of a vector . In the SMDC problem and
With the above specifications, we implicitly have . From [13] , the coding rate region for the SMDC problem is given by for all
Comparing with (76), we see that for the SMDC problem. Note that the definition of implies for . This can be seen by letting be the -vector whose components are equal to except that the th component is equal to , so that is lower-bounded by .
Lemma 2:
. Proof: Trivial.
In the proof for the necessity of in [13] , the authors consider a code with blocklength . Careful examination of the proof for the zero-error case reveals that the same region can be obtained by considering a code with . (This is due to the assumption that the sources are i.i.d.) In the following, we use to denote the collection of random variables such that and . Basically, it is proved in [13] that Proposition 1: For any discrete random variables and , if
2) for all such that , then
for all .
Let us now state another proposition. Thus we see that 1) and 2) imply (77), which proves Proposition 1.
The constraints 1), 2), and 3) in Proposition 2 correspond to the sets , , and , respectively, defined in Section IV, which are subsets of . Since the Proof of Proposition 1 in [13] involves only the basic inequalities (i.e., Proposition 1, and hence Proposition 2, are implied by the basic inequalities), using the results in [10] 
VI. CONCLUSION
In this paper, we introduce a new multiterminal source coding problem called the distributed source coding problem. Our model is more general than all previously reported models on multilevel diversity coding [5] , [7] , [9] , [13] . We mention that an even more general model has been formulated in [1] .
We have obtained an inner bound and an outer bound on the coding rate region. Both and are implicit in the sense that they are specified in terms of and , respectively, which are fundamental regions in the entropy space yet to be determined. Our work is an application of the results in [10] to information theory problems.
We have also obtained an explicit outer bound for the coding rate region. We have shown that this bound is tight for a class of special cases, including all those for which the coding rate region is known.
would be tight if , but this has recently been disproved by the authors [11] , [12] . Nevertheless, we believe that it is tight for most cases. A problem for future research is to determine the conditions for which is tight. We point out that the random code we have constructed in Section III has an arbitrarily small probability of error which does not go away even if we are allowed to compress the sources first by variable rate codes. This characteristic is undesirable for many applications. A challenging problem for future research is to construct simple zero-error algebraic codes for distributed source coding.
