This paper considers the nature and the distribution of trade and FDI effects of a potential enlargement of the European Monetary Union (EMU) to the ten countries that obtained EU membership in 2004. Intuitively, the implementation of a single currency for these countries means replacing several fluctuating currencies by a common currency. This gives rise to both "level" and "risk" effects of reduced currency movements on trade and investment. Another factor is the nature of the link between trade and FDI. This is also important not only because cross-border factor flows are becoming increasingly important, but also the international trade literature has long recognized that cross-border factor flows and trade in goods and services can be substitutes or complements. Given this background, one-way and two-way error component gravity models are estimated to examine for these theoretical expectations within a dataset of unbalanced panel data that combines bilateral trade flows among 29 countries and the distribution of outward FDI stocks among these countries (including the 10 new EU members). The data generally cover the period from 1990 to 2004. Our empirical results convincingly support: (i) a complementarity between trade and investment, (ii) a relationship between trade and exchange rate volatility that depends on the sign of bilateral trade balances, (iii) a positive effect of EU on trade and investment, and (iv) a positive effect of EMU on foreign investment. Using a simulation-based technique, we find that estimates of FDI effects of EMU range between 18.5 percent for Poland and 30 percent for Hungary. JEL Classification: C33, F21, F31, F33, F36
Introduction
The Accession Treaty of the European Union (EU) that entered into force on May 1, 2004 accredited the accession of ten new countries into the EU. This represented the biggest enlargement in European integration with more than 100 million citizens joining the EU 1 .
Economic and political changes came dramatically fast in these countries as they, excepting
Cyprus and Malta, adjusted from planned to market economies in 15 years. The next step in the integration process is to join the European Monetary Union (EMU) 2 . On the one hand, the prospect of euro membership helps stabilize these economies and the effective adoption of the euro as a common currency would generate the microeconomic benefits of a currency union.
On the other hand, membership would imply the loss of macroeconomic flexibility of running an independent monetary policy. Hence, the question of what constitutes the benefits of EMU accession for new member countries assumes considerable importance.
An important factor affecting firms' foreign trade and investment decisions is the volatility in the major currencies of the world as illustrated by the behavior of the US dollar in the last two decades. Central to the issue is the popular conjecture that the floating exchange rate regime has led to a decrease in the volume of trade and in the investment flows by multinational firms. This view has been put forward repeatedly by governments and international organizations (see for example, UNCTAD, 1993, pp.224 , Table XI .2). This paper examines the empirical premises of such conjecture.
Foreign direct investments (FDI) have grown dramatically as a major form of international capital transfer over the last few decades. Between 1990 and 2005 world stocks of FDI have approximately quintupled. The emerging global economy is one increasingly dominated by multinational firms that contribute to the internationalization of production chains. Currently they account for about one-third of world trade, intra-firm trade constituting the major component of such trade flows. One of the important features of FDI is that it is prominent in industries where the classical competitive paradigm fits least well. Regarding the ten new EU members a characteristic of the data is that they lag behind in attracting FDI as evidenced by UNCTAD's FDI performance index. The latter computes the ratio of a country's share in global FDI inflows to its share in global GDP. An index value of 1 implies the equality of 1 The ten countries that became EU member in 2004 are: Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia and Slovenia. Slovenia joined the EMU on January 1, 2007. 2 The European Monetary Union (EMU) exists since January 1, 1999 and comprises 12 countries. It substituted the euro for the national currencies of Austria, Belgium, France, Finland, Germany, Ireland, Italy, Luxembourg, The Netherlands, Portugal and Spain. Greece joined the EMU on January 1, 2001.
both shares. In 2005, estimates range between 0.04 for Estonia to 0.92 for Slovenia (UNCTAD, 2006, Annex Table A.I.9) . Therefore, the question of what can be the role of EMU in the trans-boundary investment behavior of enterprises becomes important for these countries.
The analysis of this paper considers variables such as trade and foreign direct investment, which are closely linked to the exchange rate. To that end, we estimate gravity models based on a dataset of unbalanced panel data that consists of bilateral trade flows among 29 countries and of the distribution of outward FDI stocks among these countries (including the ten new EU members). The data generally cover the period from 1990 to 2004, thus including the 2004 EU membership of the new countries. Whereas the existing literature aims at measuring the general effects of a common currency on trade (see e.g. Rose, 2004) or FDI (see e.g. De Sousa and Lochard, 2006; Petroulas, 2007) , the contribution of the paper is to assess the The remainder of this paper is organized as follows. Section 2 provides a discussion of the empirical literature on the effects of the early introduction of EMU. Section 3 outlines the hypotheses to be tested. This is followed by the empirical tests in Section 4. Section 5 uses this evidence to compute the trade and FDI effects of a country-by-country enlargement of EMU. Section 6 discusses the consequences of the empirical results together with the scores of the ten new EU countries on the basis of the Maastricht criteria. Section 7 concludes. An
Appendix describes the data methods and sources, and includes panel least square estimates with deflated variables.
Related Literature
Rose (2000) initiated a new stream in the empirical literature. He uses the gravity equation to estimate the separate effects of exchange rate volatility and currency unions on international trade. He finds a significant effect on trade for both variables. More specifically, the conclusion is that countries with a common currency would trade three times as much as countries that do not share a common currency. Further, bringing down the exchange rate volatility hypothetically to zero increases trade by 13 percent. These results led to numerous reactions, most of them questioning the large common currency effects on trade.
In his interpretive survey of the literature, Baldwin (2006) mentions the following drawbacks.
First, a selection bias may arise because the data set used by Rose contains currency unions that involve many small and/or developing nations. As the EMU is exclusively built on developed countries his findings may not be applicable to Europe's single currency. Second, an important endogeneity issue may arise as well. If it were the case that countries that trade more with each other tend to form currency unions, then the estimated trade effects of currency unions cannot be interpreted as a pure currency union effect. Third, Rose's hypothesis is whether countries with a common currency trade more than countries without.
For the EMU, the question is different, namely, has the euro caused a structural break in the data? Finally, the estimated effects using the gravity equation could suffer from non-linearity and omitted variables.
Taking care of most shortcomings of the existing literature, Micco et al. (2003) find more realistic effects of a currency union on trade: by joining the EMU, any two participating countries may increase their bilateral trade by 5 to 20 percent. In addition, there is the no evidence of trade diversion with non-member countries. This is important because potential gains for both member and non-member countries generate broad support for a currency union like the EMU.
The gravity model is the predominant functional form to infer the effects of institutions like regional trading agreements and exchange rate regimes. It is commonly used, mainly because it shows a high explanatory power. It is therefore not surprising to observe several attempts to develop its theoretical foundation (see Anderson, 1979; Deardorff, 1995; Helpman and Krugman, 1985; Bergstrand, 1989; Anderson and van Wincoop, 2003) . For example, the insight of Anderson (1979) , Anderson and van Wincoop (2003) is to show that trade between any two countries, after controlling for size, depends on a multilateral resistance term namely, bilateral barriers between them relative to average trade barriers that both countries face with the world.
In contrast, there are fewer theoretical foundations for the gravity equation for foreign investment flows. For example, Martin and Rey (2004) propose a theory of asset trade from which a gravity equation emerges. Testing the model, Portes and Rey (2005) show that it explains international transactions in financial assets with the same explanatory power as trade transactions. Regarding FDI, De Sousa and Lochard (2006) derive and test a gravity model based on the tradeoff between the benefits of a foreign affiliate of a multinational enterprise and the cost of its remoteness. In the model's reduced form, FDI depends on an inward effect, an outward effect (both related to countries' GDP), a bilateral effect (linguistic ties, colonial, physical distance) and a multilateral effect that represents the relative attractiveness of alternative locations.
Main Testable Hypotheses
The theoretical literature has derived a number of hypotheses regarding the relationship between trade and FDI and the role of exchange rate volatility on trade and investment. Tests of these key propositions are important as most effects of EMU enlargement rest on the sign and value of these key estimates. These hypotheses are outlined below; the explanatory variables used to test each hypothesis are given within parentheses. Expected signs are summarized in Table 1 .
Significance of EMU (EMU2)
Rose (2004) performs a meta-analysis of all studies that had investigated the effect of a currency union on trade till that date, thirty-four in total. He concludes that the hypothesis that there is no effect of currency unions on trade can be rejected at conventional significance levels. It is therefore safe to assume that the EMU has increased trade.
Though such a meta-analysis is not yet available for FDI, most empirical studies show a positive effect. In De Sousa and Lochard (2006) for example, the introduction of the euro raises FDI stocks among EMU countries by about 29 percent on average. In Petroulas (2007) , it is estimated that the EMU increases inward FDI flows by about 16 percent within the euro area. There is also evidence of positive spillovers from EMU on partner countries within the European Union. Hence, these increases parallel those obtained for trade volumes. 3 
Significance of EU (EU2)
Several empirical studies have examined the hypothesis that a free trade agreement (FTA) increases members' trade and share of FDI. In a recent study of trade, Baier and Bergstrand (2007) use a gravity model and show that a FTA approximately doubles two members' bilateral trade after 10 years. Regarding FDI, it is a matter of empirical research to characterize this relationship. Besides that, though there are a number of theoretical studies that look at trade diversion (EU1), the empirical studies do not really support the hypothesis (see e.g. Bowen et al., 1998, chapter 12) . Mundell (1957) is credited with the first formal analysis of the interaction between the international flow of goods and factors. Adopting the neo-classical model of trade, but relaxing the assumption of international factor immobility, Mundell derived the result that an increase in trade impediments stimulates factor movements and an increase in restrictions to factor movements stimulates trade. More generally, the result states that goods trade and factor flows are substitutes. In contrast, some have searched for explanations for complementarity within the context of received trade models. Markusen's (1983) analysis offers one such attempt.
Trade and FDI: Substitutes or Complements (ln FDI)
Since alternative theoretical models predict opposite results concerning the relationship between the international trade in goods and in factors, it is a matter of empirical research to characterize this relationship. Previous research efforts have dealt with this issue but most recent studies conclude on a positive correlation between the international flow of goods and factors (see e.g. Wong, 1988; Brenton et al., 1999) . 4
Trade and Conditional Volatility of Exchange Rates (TB* ln volatility)
Fluctuations in foreign currencies matter for foreign investment because of the forwardlooking behavior of multinationals when they make decisions to locate abroad. They matter for trade because of the common practice in international trade to extent trade credits. Hence, there is a time gap between the delivery date of goods and the payment date. These fluctuations give rise to both "level" and "risk" effects.
Regarding risk, theory in this field is rather simple in the sense that there is one main result namely, the separation theorem: in the presence of forward markets, the volume of trade is independent of the distributions of the exchange rate and of the type of utility function of the exporter (Edor and Zilcha, 1991). The implication is that any two firms with the same cost function but with different attitudes toward risk, and with different probability beliefs about the future exchange rate, will produce the same level of output. This is the important contribution of a forward market. If the separation result holds, the exporter avoids exchange risk altogether and is indifferent between the EMU or a flexible exchange rate regime.
Several empirical studies have examined the hypothesis that increases in the conditional volatility of exchange rates reduce trade. The results differ depending on whether the analysis assumes the existence of a well-developed forward market. Studies of developing countries in which forward markets are absent generally find a negative relationship between trade and exchange rate volatility (Coes, 1981) . For countries with forward markets, no consistent link between volatility and trade has been found (Klaassen, 2004) .
In an attempt to reconcile the theory with empirics, Viaene and de Vries (1992) relax the assumption of exogenous forward rates necessary to derive the separation theorem and solve for the forward rate in terms exchange rate volatility whose sign is the negative of the net foreign currency exposure of an economy. Since importers and exporters are on opposite sides of the forward market, so is their exposure towards conditional exchange rate volatility.
As gravity models consider both bilateral exports and imports to a single country, they are the ideal setup to test this relationship. To that end, we take the bilateral trade balance (TB) as a proxy for net aggregate foreign currency exposure and multiply it by the natural logarithm of volatility (TB*ln volatility). Assume TB<0. An increase in volatility in this framework leads to a depreciation of the home currency, which in turn increases exports. In contrast, when TB>0, an increased volatility decreases exports. The expected sign is therefore negative.
FDI and Conditional Volatility of Exchange Rates (ln volatility)
Though there are numerous theoretical studies that look at how the conditional volatility of exchange rates affects foreign investment, no separation theorem has been derived for this case. For example, Broll and Zilcha (1992) show that in a model of horizontal product differentiation the effects of volatility (more precisely, a second-order decrease in the distribution of the exchange rate) depend on the shape of the profit function. Another interesting result is that in models of vertical product differentiation the reduced form expected gain from investment is a strictly convex function of the uncertain exchange rate.
Therefore, an increase in foreign exchange variability has a positive effect on vertical foreign direct investment (Roy and Viaene, 1998) . To the extent that strategic control of vertical production is an important motive for foreign investment, this last result indicates there is a theoretical basis for increased volatility of exchange rates having a positive effect on FDI.
Exchange Rates and Trade (XR change)
A robust result of models of trade and exchange rates is that the terms of trade effect has the correct sign and is significant. If the exchange rate is defined as the number of units of domestic currency per unit of foreign currency (an increase is a depreciation), the expected level of the exchange rate is positively correlated with exports. However, since gravity models consider both bilateral exports of country i to country j and of country j to i (imports of country i), the sign is expected to be null if trade balances are in equilibrium.
Exchange Rates and FDI: Hysteresis (XR depreciation, XR appreciation)
As for the effect of a change in the expected level of exchange rate on direct investment, the empirical literature has provided mixed answers. On the one hand, a depreciation of the domestic currency can decrease the relative wealth of domestic firms and therefore their relative ability to undertake mergers and acquisitions (see Froot and Stein, 1991) . In models of vertical integration, a depreciation of the investor's currency increases both the effective arms length price at which a unit of the intermediate good can be bought in the market and the unit cost of producing the good directly through a subsidiary: the net effect is always a reduction in the incentive to undertake FDI.
On the other hand, models on hysteresis like in Dixit (1992) look for possible asymmetries in the response to exchange rate movements: exchange rate depreciations are expected to lead to entry events in industries whereas exchange rate appreciations do not necessarily lead to exits.
In order to test for asymmetry in exchange rate changes we split our observations into exchange rate appreciations (XR appreciation) and exchange rate depreciations (XR depreciation). For hysteresis to hold, the sign of depreciations is expected to be positive and significantly different in absolute value of that of appreciations.
Model Specification and Estimates
The objective of this section is to outline the functional forms of the models to be estimated, to define the variables of the models, to report and discuss empirical results.
Functional Forms
In order to formally assess the effects of EMU on trade and FDI flows we use two different models that have been fairly used in the empirical literature (Baltagi, 2005 (1)
where N is the number of countries and T the number of yearly observations. ijt (2)
The estimation of (2) involves estimating N(N-1) country pair parameters ij α . Bilateral fixed effects between countries i and j are included to control for influences to the trade and investment of a country pair. Border transactions, seasonal trade, investment preferences, bilateral treaties, etc. are controlled for with these time-invariant specific effects. Micco et al. (2003) , Flam and Nordström (2003) have used such a specification.
The second model is the two-way error component model that accounts for any time-specific effect that is not included in the regression:
(3)
where t λ denotes the unobservable time effect. There are T such time effects. This model controls for omitted variables that vary over time but remain constant across countries.
Likewise, the counterpart of (2) with unobservable time effects is:
However, in panel data regressions, an alternative specification of (4) is also used:
where the country fixed effects are now made time dependent. Equation (5) includes 2NT dummies in the regression. It is unusual to estimate time dependent country pair effects in (5) since the specification includes N(N-1)T dummies and its estimation suffers from a too large loss of degrees of freedom.
Definition of Variables
As in Flam and Nordström (2003) , the dependent variable in the export equation is the natural log of bilateral export flows from country i to country j. 5 For FDI it is the natural log of the stock of outward FDI from country i in country j. Here, the concept of stocks is preferred to flows as they are more persistent through time. As in Anderson and van Wincoop (2003) , Portes and Rey (2005) dependent variables are expressed in nominal terms:
ln export = log of nominal bilateral exports from country i to country j in US $;
ln FDI = log of nominal outward FDI stock of country i in country j in US $.
To assess the direct effects of EMU on trade and FDI the K explanatory variables X ijt include a number of time-varying binary variables that are meant to measure the potential benefits of EMU: EMU2 = 1 when country i and j are both EMU members at date t; = 0 otherwise; EMU1(new) = 1 when country i is EMU member, country j is outside the EMU but belongs to the new "ten" at date t; = 0 otherwise; EMU1(ru) = 1 when country i is EMU member, country j is either Denmark, Sweden, U.K at date t; = 0 otherwise; EMU1(rw) = 1 when country i is EMU member, country j is outside EMU and EU at date t; = 0 otherwise; EU2 = 1 when country i and j are both EU members at date t; = 0 otherwise; EU1 = 1 when country i only is EU member at date t; = 0 otherwise.
The dummy variables EMU2 and EU2 are introduced separately as they represent two separate forms of economic integration: the first one, a first variable of interest, is an estimate of the marginal contribution of EMU for participating countries whereas the second is an estimate of the marginal contribution of EU for member countries. All other dummies are introduced to estimate the extent of trade diversion and the extent of FDI diversion for different country groupings. 6 Year of EU entry and/or EMU entry of each country is given in the Appendix.
As Our gravity equations include also standard gravity variables like distance, contiguity, and language:
6 In the case of trade, for example, trade diversion is traditionally the amount of trade diverted by a free trade area when imports from a non-member country are replaced by imports from a partner country.
Applied to the context of the EMU, trade diversion occurs if trade with non-EMU countries decreases namely, a significant negative sign is obtained for the EMU1 variables. A significant positive sign is indicative of external trade creation. ln distance = log of distance between capital cities of country i and j in kilometer; contiguity = 1 when countries i and j share a common border; = 0 otherwise; language = 1 when countries i and j share a common official language; = 0 otherwise.
These variables are usually not included in specifications with country pair fixed effects as they characterize bilateral transactions among source and destination countries. Otherwise, distance is a measure of transport costs in physical trade, and in investment decisions it is a proxy for costs in information transmission within multinationals.
The above set of explanatory variables gives rise to a sample with the broadest coverage, i.e., one that includes the internal market programme and the introduction of the euro. Variables that have been found to be significant in prior empirical investigations, like equity market capitalization (Portes and Rey, 2005) , the stock market indices and payoffs of investment (Petroulas, 2007) have not been included, usually because of too few observations if they exist. The inclusion of other variables like income per capita and real wages, that are largely available, did not lead to conclusive results.
Empirical Results
We use panel data to estimate equations (1) to (5). Our sample contains 29 countries (N =29):
all 25 countries that were EU member in 2004 and a control group that consists of Switzerland, Japan, Canada, and the United States. This gives 28 bilateral relationships per country over a period ranging from 1990 till 2004 and, in principle, a balanced dataset of 12180 observations. However, because of missing observations this dataset is unbalanced.
Unilateral data on exports are obtained from the IMF Direction of Trade Statistics. For FDI we use the outward stocks as published by the OECD. The limited availability of FDI data is the constraining factor since it limits the time span to fifteen years (T=15). Moreover it has a missing rate of approximately fifty percent. The Appendix provides more details regarding data methods and sources.
This section reports regression estimates of the models in value terms. Using panel data, special attention will therefore be given to the time dummies. For the sake of comparison the Appendix reproduces some of our results using deflated variables instead but differences are negligible.
Estimation results of equations (1) to (4), performed using panel least squares of Eviews 5.0, are reported in Tables 2, 3, 4 and 5. Estimates of equation (5) are not reproduced as they show almost no concordance with expected signs of Table 1 . The difficulty with this model lies in the estimation of about 870 dummies that give rise to numerous data problems. In particular, too few observations on some country pairs prevent the estimation of some dummy variables 7 .
In each table the first part reports the results for export and the second part the results for FDI. Across the four model specifications, we have a number of robust and significant parameter estimates. For example, it is clear that EMU has a positive effect on FDI. Less robust is the effect on trade since EMU2 has only a significant positive sign for exports in Tables 3 and 5 where country pair fixed effects are used. The sign of volatility on trade is consistently negative and significant. Regarding the EU2 dummy, the effects are systematically positive, which is indicative of the beneficial effects of EU for trade and investment. Another robust finding is the absence of trade and investment diversion for the ten new EU member states. This is seen from the estimates of the EMU1(new) dummy, which is non-negative throughout.
Since estimates of EMU1(new) are often larger than those of EMU2, they probably also capture the transition effects of the new EU countries, as they moved from a closed to an open economy. Also, FDI is negatively related to exchange rate depreciations (though not always significant), a result which does not support the hysteresis hypothesis. The sign of distance is negative for trade and investment, which suggests that in the latter case it captures the cost of information transmission within international firms. 7 Given the forward-looking behaviour of traders and investors, we estimate two separate versions of (1) to (5), one with current volatilities, another with expected volatilities. As a proxy for the latter, we use one-period ahead volatilities (at date t+1). It turns out that there is almost no difference in the outcomes, the reason being that volatilities constructed on a yearly basis show strong persistence through time. Hence, we only report results with current volatilities. . Finally, a crucial result of our empirical analysis is that the link between FDI and trade is positive and significant. This implies that the euro affects trade through two channels: (i) a direct effect due to the microeconomic benefits of a common currency and (ii) an indirect effect due to its stimulating effects on FDI.
These last results are consistent with the idea that industrial production can be more efficient if it splits into separate stages. Various stages need not be located in the same country if it is easy to ship products from place to place. Participation to EMU is a potential contributor to this international division of labor by lowering uncertainty and making markets more transparent. Competing firms in the same market tend also to invest upstream in a particular region because rival firms do. A typical outcome is that the decrease in the fixed cost of investment brought about by the EMU (because of lower transaction costs, lower interest rates, etc.) can trigger a jump in the volume of foreign investment. Trade with these regions increases as well and takes the form of intra-firm trade. 8
Given this let us now select the estimated equations to be used later in our simulation experiments. To that end we perform likelihood ratio tests of specification in Tables 6, 7 and 8. Based on Table 6 we reject the null hypothesis that the effects of GDP i and GDP j are null. This is also supported by the individual p-values in Tables 2 and 4. The contribution of both variables in the trade and investment equations is significant at any conventional significance level. Likewise in Table 7 , we reject the null hypothesis that the time-specific fixed effects are null. They are significant at any conventional significance level as well. Hence, we can conclude that the best models are those of Table 4 (columns 1 and 3) and of Table 5 . In contrast, firms with vertical FDI carry out unskilled-labor production in locations with relatively high endowments in unskilled labor. When countries join the EMU trade costs with member countries are expected to decrease. This gives more incentive for vertically integrated firms to expand and ship their goods across locations and less incentive for horizontally integrated firms to "jump" into the euro area, build a plant and sell their products directly. The net effect is an empirical question and our empirical results support the idea that vertical FDI dominates horizontal FDI. Finally, like in Baltagi et al. (2003) , we report the likelihood ratio tests that discern between these two models in Table 8 . It is clear that we can reject the null hypothesis that equation (3) is the true model. Equation (4) is preferred as the contribution of country pair fixed effects (together with time-specific fixed effects) is significant at any conventional significance level. 9
EMU Enlargement
The effects of EMU enlargement for each individual country can be approximated using a simulation-based technique that involves the following three steps:
Step 1: to simulate our estimated models to obtain the value of trade and FDI that arises in absence of EMU enlargement. This is our base scenario. 10
Step 2: to compute the counterfactual, that is, to compute the amount of trade and FDI that would arise if each of the ten new EU members had joined the euro zone in 2004, one by one. This is the counterfactual scenario.
Step 3: to compute percentage differences between the counterfactual and the base scenario. This gives our estimates of EMU enlargement.
These steps are reproduced for each of the ten possible entrants and results are shown in Table 9 . (a) . All numbers are percentage changes with respect to the base scenario, that is, data obtained from the static simulation of estimated equations. We are considering a country by country enlargement; (b) For FDI the cells are obtained as follows: column EMU effect = setting EMU2 at 1; column volatility = volatility with third countries is now that of the euro and volatility with the euro is set at zero (as ln 0 =-∞ we set estimated parameters of ln volatility and of TB* ln volatility equal to zero); column Change = setting exchange rate changes with the euro at zero; total= sum of all previous columns; (c) Likewise for exports except: column Indirect FDI = product of column (4) times elasticity of FDI in export equation.
Intuitively, the implementation of EMU for a candidate country means replacing a (managed) floating exchange rate regime by a common currency. Hence, a counterfactual scenario consists of bringing three major changes in our data. First, the true significance of the euro is obtained by setting the binary variable EMU2 to 1. It is important to note that EMU1(new) is not set to zero because this coefficient probably also captures transition effects on trade and 10 Base scenario is the solution of our model before the change to EMU without carrying over the estimation residuals. investment. Second, volatility with third countries becomes that of the euro. Also the bilateral exchange rate volatility with the euro should be set to zero. However, as ln 0 =-∞ it is similar to set the estimated parameters of ln volatility and of TB* ln volatility equal to zero. Third, the currency takes its central parity rate whereby exchange rate changes become null. For trade, a fourth effect is added which corresponds to the change in trade that is induced by its positive relationship with FDI. Table 9 are based on estimates of Table 5 . The direct FDI effect of EMU in Table 9 can be approximated by (e 0.192 -1) * 100 ≈ 21.17%. 11 Whereas this effect is common to all potential entrants, cross-country variations in the results emerge from exchange rate movements in 2004. Since exchange rate volatility has a negative effect on FDI, bringing down to zero the exchange rate volatility with the euro has a positive effect on FDI. The larger the observed volatility in 2004 is the larger the potential gain of volatility reduction. This is definitely the case for Hungary that experienced the largest exchange rate volatility among the new ten EU members. Changes in the level of the exchange rates are differentiated in both sign and absolute value. The direct export effect of EMU is (e 0.067 -1) * 100 ≈ 6.93% and is also common to all countries. Compared to FDI, other effects on trade differ in two respects. First, the volatility effect on trade depends also on the sign of the trade balance.
Results in
Second, there is the induced effect of FDI on exports. In total, trade effects vary between 0.84% for Lithuania to 13.3% for Malta. Some of these effects arise from the complementarity with FDI. A reason for the unusually weak elasticity of FDI in the trade equation might be that most cross-country variations are picked up by the country-pair binary variables.
Candidate Countries?
Besides the importance of trade and foreign investment, membership to EMU would imply the loss of the macroeconomic flexibility of running an independent monetary policy. For that reason, candidate EMU countries have to satisfy Maastricht criteria in order to minimize the macroeconomic costs of a common monetary policy: 11 In order to conduct a comparative static exercise, such as asking what the effects are of switching to a new exchange rate regime, three techniques are currently available to estimate the true effects of these institutional changes: a difference-in-differences approach, a general equilibrium analysis and a simulation-based analysis of a counterfactual scenario using mean estimates of a model. The multidimensional issues of EMU enlargement are too complex to be analyzed in a general equilibrium setting like in Anderson and van Wincoop (2003) . In contrast true effects can be approximated using the counterfactual analysis that is more general than the difference-in-differences approach. As a matter of fact the difference-in-differences estimates of EMU are given by columns "EMU effect" of Table 9 . These effects are common to all countries.
• an inflation no more than 1.5 percentage points above the average of the three countries with the lowest inflation rates;
• nominal long-term interest rates not exceeding by more than 2 percentage points those of the three countries with the lowest inflation rates;
• no exchange rate realignment for at least two years;
• a gross debt to GDP ratio that does not exceed 60 percent;
• a government budget deficit not in excess of 3 percent of each country's GDP.
The first three criteria are designed to cover the loss of an independent monetary policy. The last two restrictions on government budgets are in place to protect the EMU from threats of inflation and to avoid the displacement of economic activity through fiscal policies. Though the last criterion has been broken recently by a number of current EMU members, it remains a tight constraint for potential entrants. Regardless of Maastricht criteria, all countries of our analysis emerge as potential gainers in terms of foreign trade and investment. The reason is that besides the true significance of EMU exchange rates matter as well. We have shown that for most countries effects of exchange rate changes reinforce EMU effects. Therefore, based on our analysis, countries that almost meet Maastricht criteria (other than Slovenia) could be equally admitted to the EMU.
Conclusion
This paper has considered the nature and the distribution of trade and FDI effects of a potential enlargement of the European Monetary Union (EMU) to the ten countries that obtained EU membership in 2004. The above analysis provides evidence that EMU enlargement to the ten new EU countries can generate positive effects on the amount of FDI they are expected to receive. The evidence on trade is positive as well. Some of the trade effects arise from higher FDI stocks as our empirical results support the hypothesis of a positive correlation between trade and FDI.
Our framework includes some specific assumptions and, though numerous checks were performed, results are still subject to the issue of robustness. First, in order to conduct a comparative static exercise, such as asking what the effects are of switching to a new exchange rate regime, one should solve a general equilibrium model before and after the change. Since our analysis ignores price and income effects of EMU enlargement it is an approximation of its true effects. However, as income is supposed to rise and inflationary expectations to decrease with EMU, our results could be interpreted as lower bounds. Second, the numerous cells with zeroes in our panel data caused problems in the estimation of our models. Though this is an old issue in gravity models of trade, for which solutions are now available (see e.g. Helpman et al., 2007) , the new difficulty lied in the FDI data. Zero reported stocks could point out measurement problems or high setup costs of new foreign investment (see e.g. Razin et al., 2004) . Our solution was to exclude observations that were lower than a specific bound but other methods could be explored. Third, our empirical analysis had difficulties in distinguishing between the true effects of the early introduction of the euro and those resulting from the transition from closed to open economies. The ten new EU members are still in an evolution phase and our estimated coefficients probably capture this changeover. More empirical work should be able to clarify the relative contribution of each. However, it is hoped that the analysis presented here offers a convenient framework within which further research on such issues can be conducted.
B. Least Square Estimates with Deflated Variables
For the sake of comparison Table 11 gives the results of estimation in real terms. The specification is similar to that of Table 2 . The difference is in the definition of variables: X ij , GDP i and FDI ij are deflated by the GDP deflator of country i; GDP j by the GDP deflator of country j. From Tables 2 and 11 it is clear that signs and estimates of key variables are comparable. (1) and (2) 
