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ABSTRACT
The motion vectors take a large portion of the H.264/AVC en-
coded bitstream. This video coding standard employs predic-
tive coding to minimize the amount of motion vector infor-
mation to be transmitted. However, the motion vectors still
accounts for around 40% of the transmitted bitstream, which
suggests further research in this area.
This paper presents an algorithm which employs a fea-
ture selection process to select the neighboring motion vec-
tors which are most suitable to predict the motion vectorsmv
being encoded. The selected motion vectors are then used to
approximatemv using Linear Regression. Simulation results
have indicated a reduction in Mean Squared Error (MSE) of
around 22% which results in reducing the residual error of the
predictive coded motion vectors. This suggests that higher
compression efﬁciencies can be achieved using the proposed
Linear Regression based motion vector predictor.
Index Terms— H.264/AVC, linear regression, machine
learning, motion vector prediction, video compression,
1. INTRODUCTION
H.264/AVC [1] is the state of the art video coding standard
that is being extensively used for the compression and dis-
tribution of high deﬁnition video content. This is mainly at-
tributed to the fact that H.264/AVC achieves twice the com-
pression achieved by traditional MPEG-2 standard [2]. More-
over, it is more resilient to packet loss, which makes it more
attractive for Internet Protocol Television (IPTV) and Video
on Demand (VoD) services [3].
The motion vectors, which are transmitted within the
H.264/AVC bitstream, can reach up to 40% of the total trans-
mission bitrate [4]. This suggests that several research efforts
must be done in order to improve the motion vector predic-
tors that are currently being used by the standard. Several
heuristic approaches can be found in literature which tries to
combine a set of spatio-temporal neighboring motion vectors
to improve the prediction of the current motion vector to be
encoded [4, 5, 6, 7]. However, these heuristic approaches lack
the scientiﬁc rigor that is required to ensure that the optimal
set of parameters is being chosen. More recently, the author
in [8] has employed linear regression to predict the motion
vectors for sequences involving zoom motion. However, this
method only considers spatial neighboring motion vectors
and is only designed for sequences containing zooming.
This paper presents a novel motion vector prediction
which exploits the correlation between spatio-temporal neigh-
boring motion vectors to improve the performance of the mo-
tion vector predictor employed by the standard. A Genetic
Search was applied on the set of spatio-temporal neighbor-
ing motion vectors to identify to motion vectors which are
more suitable for prediction. The selected motion vectors
are then combined using a linear regression method to de-
rive the motion vector predictor. Simulation results have
demonstrated that the proposed method achieves a reduction
in Mean Square Error (MSE) of about 22%. This suggests
that higher compression efﬁciencies can be achieved relative
to the standard.
This paper is organized as follows: Section 2 presents the
neighboring motion vectors that can be used for prediction.
The following section describes the feature selection process
while Section 4 introduces the Linear Regression method.
Section 5 presents the proposed system followed by the simu-
lation results in Section 6. The concluding remarks are drawn
in Section 7.
2. MOTION VECTOR PREDICTION
The video compression standards available today need to
transmit the motion information to be able to decode the
video content. However, the overheads required to transmit
this information are substantial. For this reason, recent video
coding standards encode the motion vectors using lossless
predictive coding to reduce the energy of the motion vector
residual ξmv which is given by
ξmv = mv −mvp (1)
where mv is the original motion vector and mvp is the pre-
dicted motion vector. The H.264/AVC standard exploits the
correlation betweenmv and the spatially neighboring motion
vectors (Fig. 1) to derive mvp. This standard generally em-
ploys the median between mvA, mvB and mvC when all
the motion vectors are available. However, in the absence of
mvC , the median between mvA, mvB and mvD is com-
puted. To simplify the notation, the motion vector predictor
provided by the standard is deﬁned as mvM .
Fig. 1. Location of spatial and temporal motion vectors that
can be used for prediction.
The predictor adopted by the standard manages to pro-
vide a quite accurate motion vector prediction. However, the
authors in [4] have demonstrated that the motion vectors are
also temporally correlated, and that they can be used to im-
prove the prediction. Previous methods have considered the
implementation of heuristic methods in order to exploit the
spatiotemporal correlation of the motion vectors to improve
motion vector prediction and thus increasing the compression
efﬁciency.
This paper presents the motion vector prediction as a ma-
chine learning problem which can be solved using regression.
The set of featuresS available for prediction is made up of the
motion vectorsmvi,j where i ∈ {A,B,C,D,M, 0, 1, . . . , 8}
and j ∈ {x, y}. The aim of the presented method is to derive
two functions, one to predictmvx and another to predictmvy
respectively.
3. FEATURE SELECTION
The features residing in space Σ do not provide the same
amount of information. Some of the features are not corre-
lated to the class and are therefore irrelevant for the regression
function [9]. In addition, some features are highly correlated
with others and are therefore redundant [10].
Therefore, the feature selection process must choose a
subset σ ∈ Σ of features which maximize the correlation
to the class while minimizing the redundancy across the fea-
tures. The merit Mσ , which provides a measure of the corre-
lation of the subset, is calculated using
Mσ =
kr¯cf√
k + k (k − 1) r¯ff
(2)
where subset σ contains k features, r¯cf is the average of the
correlation between the components and the class variable
and r¯ff is the mean inter-correlation between features. The
merit provides a ranking of the feature subset in the search
space of all possible feature subsets, where subsets having
larger merit values are preferred.
Exhaustive enumeration of all possible feature subsets is
prohibitively expensive in terms of computation. The Ge-
netic Algorithm (GA) [11], which is a search algorithm that
models natural selection and natural genetics, can be used to
derive the subset which maximizes the merit Mσ . The GA
search starts with a population of subsets where the features
contained within each subset are selected at random from the
set Σ. Reproduction and crossover is executed according to
their merit which assigns higher probability of deriving one
or more healthy offspring in the following generations. In or-
der to avoid premature loss of important features, a mutation
process is used to occasionally generate subsets containing
randomly selected features.
4. LINEAR REGRESSION
Linear regression is an approach which models the relation-
ship between the category class y and a set of features x ofD
dimensions. This model involves a linear combination of the
input variables x and the corresponding weights w
y (x,w) = w0 + w1x1 + · · ·+ wDxD (3)
where x = (x1, . . . , xD)
T . The weights were estimated us-
ing the least squares method which ﬁnds the set of parameters
that minimize the sum of the squared difference between the
observed responses and the model [12] and is formally given
by
E =
N∑
i=1
[ti − y (xi,w)]2 (4)
where N is the number of training samples, ti are the corre-
sponding target values and xi is the ith training sample.
5. PROPOSED SYSTEM
The proposed system, illustrated in Fig. 2, considers all the
motion vectors available in the neighborhood mvi,j ∈ Sj to
attain the optimal predictors. However, in order to improve
accuracy and simultaneously reduce the computational com-
plexity of the system, the neighboring motion vectors were
processed using the Feature Selection process discussed in
section 3. The GA Search was executed using a crossover
probability of 0.6, mutation probability of 0.033, a population
size of 20 and a maximum number of generations of 20. This
parameters were heuristically derived after several simulation
tests.
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Fig. 2. Proposed motion vector prediction using Linear.
The selected set of motion vectors, mvi,x ∈ sx and
mvi,y ∈ sy , represent the set of motion vectors which pro-
vide the largest merit to predict the original motion vectors
mvx and mvy respectively. The set
sx = {mvA,x,mvB,x,mv1,x,mv7,x,mvM,x}
was selected to predict mvx while the set
sy = {mvA,y,mvB,y,mv4,y,mvM,x,mvM,y}
was selected to predict mvy .
The motion vector predictors, mvp,x and mvp,y , were
modeled using two different linear regression algorithms
using the subsets sx and sy respectively. For both cases, a
training set consisting of 10,000 samples was used. The linear
regression function was trained using 10-fold cross-validation
to derive the weights. Using this procedure, it was found that
the motion vector predictors can be approximated using
mvp,x = 0.0818mvA,x − 0.0414mvB,x − 0.0406mv1,x
+0.0527mv7,x + 0.9314mvM,x + 0.0016 (5)
mvp,y = 0.1035mvA,y + 0.0359mvB,y + 0.0463mv4,y
+0.0265mvM,x + 0.7861mvM,y + 0.0715 (6)
6. SIMULATION RESULTS
The training and testing samples used in this work were de-
rived using eight different CIF resolution video sequences{
Coastguard, Container, Football, Foreman, Garden, Hall,
Mobile and Tennis} at different data rates ranging from
128kbps up to 1Mbps. All these video sequences were en-
coded according to H.264/AVC using the JM software [13].
The JM software was conﬁgured to export trace ﬁles which
contain the information required about the motion vectors.
The codec was conﬁgured to enable only P-slice Inter block
search 16× 16 while disabled Bi-prediction coding.
Table 1. Performance of feature selection to predict mvx
Parameter mvi,x ∈ S mvi,x ∈ sx Gain
MAE 14.5287 7.8484 45.9800%
RMSE 32.0885 20.1213 37.2944%
Time (s) 87 3 96.5517%
Table 2. Performance of feature selection to predict mvy
Parameter mvi,y ∈ S mvi,y ∈ sy Gain
MAE 17.2711 6.9523 59.7460%
RMSE 33.2350 18.4123 44.5997%
Time (s) 64 3 95.3125%
A random sample of 20,000 samples was extracted from
this database, where half was used for training and the re-
maining samples were used for testing. The training set was
used to derive the features which are more descriptive and to
derive the weights of the classiﬁcation methods considered in
this work. Tables 1 and 2 show the performance of the feature
extraction method. It can be seen that for both predictions,
the application of the genetic search has achieved a signiﬁcant
gain in both reducing the residual error and also reducing the
complexity of the classiﬁer. The application of the feature se-
lection process has managed to provide a speedup of around
95% while reducing the Mean Absolute Error (MAE) up to
59%.
The performance of the proposed system was ﬁrst com-
pared to the predictor adopted by the H.264/AVC. The re-
sults are presented in Tables 3 and 4. It can be seen that the
proposed method outperforms the Median predictor in both
cases achieving an overall gain in terms of Mean Square Er-
ror (MSE) of 22%.
It was also considered the case that instead of using lin-
ear regression, two other robust regression functions are used.
The regression systems considered were the Multilayer Per-
ceptron [14] and the SMO Regression [15]. These classi-
ﬁcation methods were implemented using the Weka library
[16]. It can be seen from Table 3 and 4 that the Linear re-
gression method outperforms the Support Vector Machine ap-
proach in both cases. However, the neural approach outper-
forms the Linear regression to predict mvx while the Linear
regression outperforms the Multilayer Preceptron method to
predict mvy . However, when considering the overall perfor-
mance of the system and the complexity of both methods, it
is advisable to adopt the Linear regression in both cases.
7. COMMENTS AND CONCLUSION
This paper has presented a novel Linear Regression based
motion vector predictor. The proposed method ﬁrst applies
a genetic search to identify the neighboring motion vectors
Table 3. Performance of the proposed method to predictmvx
relative to other predictors
Method MSE CPearson CSpearman
H.264/AVC Median 577.731 0.5807 0.6667
Linear Regression 561.0433 0.5866 0.6648
Multilayer Perceptron 549.8567 0.5913 0.6687
SMO Regression 573.8248 0.582 0.6694
Table 4. Performance of the proposed method to predictmvy
relative to other predictors
Method MSE CPearson CSpearman
H.264/AVC Median 433.7536 0.3642 0.5597
Linear Regression 336.6011 0.6879 0.6189
Multilayer Perceptron 355.2771 0.7015 0.6136
SMO Regression 448.6092 0.368 0.5634
which are most appropriate to aid the prediction of the cur-
rent motion vector. The is done ofﬂine and does not have to
be applied during the prediciton process. The Linear regres-
sion function is then used to approximate the motion vector.
The linear regression function has a little affect on the codec’s
time complexity.
Simulation results have demonstrated that the proposed
method manages to outperform the H.264/AVC standard
achieving a MSE reduction of 22%. This suggests that fur-
ther compression can be achieved by the proposed system.
This paper also shows that the Linear regression system
outperfms both Multilayer Perceptron and SMO Regression
schemes. Furthermore, it was demonstrated that the genetic
search manages to reduce both complexity and prediction
capabilities of the system.
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