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Abstract
Due to its excellent shock-capturing capability and high resolution, the WENO
scheme family has been widely used in varieties of compressive flow sim-
ulation. However, for problems containing strong shocks and contact dis-
continuities, such as the Lax shock tube problem, the WENO scheme still
produces numerical oscillations. To avoid such numerical oscillations, the
characteristic-wise construction method should be applied. Compared to
component-wise reconstruction, characteristic-wise reconstruction leads to
much higher computational cost and thus is not suitable for large scale sim-
ulation such as direct numerical simulation of turbulence. In this paper,
an adaptive characteristic-wise reconstruction WENO-Z scheme, i.e. the
AdaWENO-Z scheme, is proposed to improve the computational efficiency of
the characteristic-wise reconstruction method. By defining shared smooth-
ness functions, shared smoothness indicators as well as shared WENO weights
are firstly introduced to reduce the computational cost of the component-
wise reconstruction procedure and to define a global switch function capa-
ble of detecting discontinuity. According to the given switch function, the
new scheme performs characteristic-wise reconstruction near discontinuities
and switches to component-wise reconstruction for smooth regions. Several
one dimensional and two dimensional numerical tests are performed to val-
idate and evaluate the AdaWENO-Z scheme. Numerical results show that
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AdaWENO-Z maintains essentially non-oscillatory flow field near disconti-
nuities as with the characteristic-wise reconstruction method. Besieds, com-
pared to the component-wise reconstruction method, AdaWENO-Z is about
20% to 40% faster which indicates its excellent efficiency.
Keywords: WENO scheme, characteristic-wise reconstruction, adaptive
method, Euler equations
1. Introduction
Numerical simulation of compressible flow levers engineering and scien-
tific researches by providing detailed and high-quality flow field information.
For high-resolution and accurate simulation of compressible flow, numerical
methods being applied shall be able to capture all important features, e.g.
turbulence and shock waves, in the flow field.
The family of weighted essentially non-oscillatory (WENO) finite differ-
ence schemes [1, 2] has been widely used in compressible flow simulations due
to its high resolution of small structures and good shock-capturing capabil-
ity. Within the general framework of smoothness indicators and non-linear
weights proposed by Jiang and Shu [2], many efforts have been made to im-
prove the accuracy and efficiency of the WENO scheme. Henrick et al. [3]
improved the accuracy of the WENO scheme at critical points by suggesting
a mapping function. Borges et al. [4] proposed the WENO-Z scheme which
calculates the non-linear weights with a high order smoothness indicator.
The WENO-Z scheme achieves lower dissipation and higher resolution than
the classical WENO scheme of Jiang and Shu and has lower computational
cost than the mapping function method of Henrick et al.. The accuracy of
the WENO-Z scheme was further improved in [5, 6] as well as by Yamaleev
and Carpenter [7, 8] and Fan et al. [9]. Fu et al.[10] proposed a family
of high-order targeted ENO schemes which combines the idea of both the
ENO scheme and the WENO scheme. While most methods mainly focus on
the improvement of the accuracy of WENO schemes at smooth regions. Shen
and Zha [11] showed that at transitional points, which connect smooth region
and discontinuity, the accuracy of fifth order WENO schemes is second order
and a multi-step weighting method [12, 13] was developed to improve the
accuracy. Except for these improvements for the fifth order WENO scheme,
higher order WENO schemes (higher than fifth order) were also developed
[14, 15, 16]. For the reconstruction of point values, the Central WENO
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(CWENO) schemes are proposed in [17] and extended in [18, 19]. Different
from WENO, CWENO reconstructs polynomials defined in the whole cell
instead of values at given points.
In spite of their excellent performances for scalar problems, WENO schemes
still produce numerical oscillations for problems like the Lax shock tube prob-
lem of the gas dynamic Euler equations. To get rid of such oscillations, the
characteristic-wise reconstruction method [20, 2, 21] should be applied. Com-
pared to the component-wise reconstruction method, the characteristic-wise
reconstruction method results in much higher computational cost. There-
fore, for efficiency consideration, in practical large scale simulations, the
component-wise reconstruction method is always preferred, e.g. [22], that
some numerical oscillations are tolerable. However, such compromise may
reduce the reliability of the simulation result that numerical oscillations dis-
turb the flow field and may change the whole flow structure. To prevent
numerical oscillations and avoid the use of characteristic-wise reconstruc-
tion, He et al. [23] analyzed the WENO weights and proposed a new method
to calculate the final smoothness indicators. This method reduces but is not
free of numerical oscillations. Hu et al.[24] proposed a discontinuity detec-
tor to combine characteristic-wise WENO with low dissipation linear scheme
that several free parameters were introduced. Puppo [25] proposed an adap-
tive method to combine the component-wise reconstruction method and the
characteristic-wise reconstruction method and showed good performance and
efficiency.
In this paper, we focus on developing a characteric-wise reconstruction
WENO scheme which is more efficient for large scale simulation of com-
pressible flow. Shared smoothness indicators and WENO weights are firstly
introduced to reduce the computational cost of the component-wise recon-
struction procedure. Based on the WENO-Z non-linear weights calculated
from the shared smoothness indicators, a global switch function is then in-
troduced to detect discontinuity. Utilizing the given switch function, a new
scheme is proposed that it performs the characteristic-wise reconstruction
near discontinuities and switches to the component-wise reconstruction for
smooth regions. This paper is organized as following. In Section 2, the
WENO scheme and its component-wise and characteristic-wise reconstruc-
tion implementations are introduced. In section 3, a new adaptive method
is developed based on the analysis of the two implementations. In section
4, several numerical tests are presented to illustrate the performance and
efficiency of the new method. Concluding remarks are given in Section 5.
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2. Solving the gas dynamic Euler equations with WENO
2.1. The gas dynamic Euler equations
The one dimensional Euler equations of inviscid ideal gas is given by:
∂~U
∂t
+
∂ ~F
∂x
= 0 (1)
in which ~U and ~F are the conserved variable and the convective flux vectors:
~U =
 ρρu
E
 , ~F =
 ρuρu2 + p
u(E + p)
 , (2)
where ρ is the density, u is the velocity, and E = p
γ−1 +
1
2
ρu2 is the total
energy with γ = 1.4.
For the convective flux vector ~F , its Jacobian matrix A is defined as:
∂ ~F (~U)
∂x
= A
∂~U
∂x
, (3)
where A is written as:
A = RΛL =
 0 1 0−3−γ
2
u2 (3− γ)u γ − 1
γ−2
2
u3 − uc2
γ−1
c2
γ−1 +
3−2γ
2
u2 γu
 (4)
where c =
√
γp/ρ is the sound speed. Here, Λ is the eigen matrix of A:
Λ =
u− c u
u+ c
 , (5)
and L and R are the left and right eigen vectors:
L =
l0l1
l2
 =
γ−14 u2c2 + 12 uc −γ−12 uc2 − 12 1c γ−12 1c21− γ−1
2
u2
c2
γ−1
2
u
c2
−γ−1
2
1
c2
γ−1
4
u2
c2
− 1
2
u
c
−γ−1
2
u
c2
+ 1
2
1
c
γ−1
2
1
c2
 (6)
R = [r0, r1, r2] =
 1 1 1u− c u u+ c
u2
2
+ c
2
γ−1 − uc u
2
2
u2
2
+ c
2
γ−1 + uc
 , (7)
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To introduce correct upwinding, the flux vector ~F is generally splitted
into two parts:
~F = ~F+ + ~F− (8)
where
d~F+
d~U
≥ 0, d
~F−
d~U
< 0.
In this paper, the Lax-Friedrichs splitting method [2] is used:
~F±i =
1
2
(~Fi ± αi~Ui). (9)
For the Euler equations, αi is taken as:
αi = α = max
i
(|ui|+ ci) (10)
for simplicity and robustness as being discussed in [2, 23].
2.2. The WENO scheme
To introduce the finite difference WENO scheme, let us consider the semi-
discrete form of eq.(1) on equally spaced grid, i.e. ∆x = xi+1 − xi:
∂~Ui
∂t
= −∂
~Fi
∂x
≈ − 1
∆x
(~Fi+1/2 − ~Fi−1/2) (11)
where ~Fi+1/2 = ~F
+
i+1/2 +
~F−i+1/2 is the numerical flux at cell interface. Each
component of the numerical fluxes ~F+i+1/2 and
~F−i+1/2, i.e.
kfˆ±
i+ 1
2
, is then recon-
structed by the WENO scheme. For simplicity, k and ± in the superscript
are dropped in the following parts of this paper.
The numerical flux component fˆi+ 1
2
can be obtained by high order schemes.
The fifth order upstream-biased scheme is written as:
fˆi+ 1
2
=
2
60
fi−2 − 13
60
fi−1 +
47
60
fi +
27
60
fi+1 − 3
60
fi+2, (12)
where fi = f( ~Ui) is the point value of the flux component. Eq.(12) is a
convex combination of three third order schemes on three substencils S0 =
5
(xi−2, xi−1, xi), S1 = (xi−1, xi, xi+1), and S2 = (xi, xi+1, xi+2):
fˆ0,i+1/2 =
1
3
fi−2 − 7
6
fi−1 +
11
6
fi, (13)
fˆ1,i+1/2 = −1
6
fi−1 +
5
6
fi +
1
3
fi+1, (14)
fˆ2,i+1/2 =
1
3
fi +
5
6
fi+1 − 1
6
fi+2. (15)
with linear weights c0 = 0.1, c1 = 0.6 , and c2 = 0.3 respectively. By
substituting the linear weights with the WENO weights, we have the fifth
order WENO scheme:
WENO5 : fˆi+1/2 = ω0fˆ0,i+1/2 + ω1fˆ1,i+1/2 + ω2fˆ2,i+1/2. (16)
The WENO weights ωk are given by:
ωk =
αk∑
i
αi
, (17)
where αk are the non-linear weights:
αk =
ck
(ε+ βk)p
, k = {0, 1, 2}, p = 1, 2, .., (18)
in which  is a small number to avoid dividing by zero. In this paper,  is
taken to be 1× 10−6. The smoothness indicators βi are:
β0 =
13
12
(fi−2 − 2fi−1 + fi)2 + 1
4
(fi−2 − 4fi−1 + 3fi)2, (19)
β1 =
13
12
(fi−1 − 2fi + fi+1)2 + 1
4
(fi−1 − fi+1)2, (20)
β2 =
13
12
(fi − 2fi+1 + fi+2)2 + 1
4
(3fi − 4fi+1 + fi+2)2. (21)
As shown by Henrick et al. [3], for the fifth order WENO scheme of
Jiang and Shu [2], the non-linear weights (18) do not satisfy the necessary
and sufficient conditions for fifth order convergence. A mapping function
was introduced to improve the accuracy of the final weights (the WENO-M
scheme). In [4], Borges et al. introduced a parameter τ5 = |β0 − β2| to
calculate the non-linear weights as:
αk = ck
(
1 + (
τ5
βk + ε
)q
)
, k = {0, 1, 2}, q = 1, 2, ... (22)
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This new scheme (the WENO-Z scheme) is less computational expensive than
the WENO-M scheme. Optimal definitions of different orders of accuracy for
τ can be found in [6]. In this paper, the fifth order WENO-Z scheme is used
as the base WENO scheme.
There are two ways to calculate the numerical fluxes of the Euler equa-
tions with WENO schemes, namely, the component-wise reconstruction method
and the characteristic-wise reconstruction method. The former method re-
constructs the numerical flux vector component-by-component while the lat-
ter method performs the reconstruction in the characteristic space. In the
following two subsections(2.3 and 2.4), details of these two methods will be
presented.
2.3. Component-wise reconstruction
By implementing the WENO reconstruction for the numerical flux vector
~F component-by-component, the resulted numerical flux at cell interface can
be written as:
~FCPi+1/2 =

0fˆCPi+1/2
1fˆCPi+1/2
2fˆCPi+1/2
 = 2∑
k=0
ωCPk fˆ
CP
k,i+1/2 (23)
in which
ωCPk =
0ωCPk 1ωCPk
2ωCPk
 (24)
and
fˆCPk,i+1/2 =
0fˆk,i+1/21fˆk,i+1/2
2fˆk,i+1/2
 , k = 0, 1, 2. (25)
The WENO weights in Eq.(24) are calculated according to the corresponding
flux component at each stencil:
sωCPk =
sωCPk (
sfi+k−2, · · · , sfi+k), k = 0, 1, 2, s = 0, 1, 2, (26)
where s is the component index and k is the stencil index. The right super-
script ’CP’ stands for component-wise reconstruction.
It can be observed that the component-wise reconstruction method is easy
to be implemented that only one single WENO reconstruction subroutine
is needed in one’s code. However, numerical oscillations may present in
7
solutions obtained by the component-wise reconstruction method. In the
following parts, the component-wise method will be referred to as the CP
method.
2.4. Characteristic-wise reconstruction
Compared to the CP method, the characteristic-wise method produces
less numerical oscillations. To perform reconstruction in the characteristic
space, the flux vector ~F should firstly be projected onto the left eigenvector of
its Jacobian (4) on cell interface xi+1/2. The left eigenvectors on cell interface
are obtained from Roe-averaged [26] primitive variables:
u¯ =
√
ρiui +
√
ρi+1ui+1√
ρi +
√
ρi+1
(27)
h¯ =
√
ρihi +
√
ρi+1hi+1√
ρi +
√
ρi+1
(28)
c¯ =
√
(γ − 1)(h¯− 1
2
u¯2) (29)
h =
p
(γ − 1)ρ +
1
2
u2 +
p
ρ
(30)
The averaged left eigenvector matrix is therefore written as:
L¯i+1/2=
l¯0l¯1
l¯2
 =
γ−14 u¯2c¯2 + 12 u¯c¯ −γ−12 u¯c¯2 − 12 1c¯ γ−12 1c¯21− γ−1
2
u¯2
c¯2
(γ−1)u¯
c¯2
−γ−1
c¯2
γ−1
4
u¯2
c¯2
− 1
2
u¯
c¯
−γ−1
2
u¯
c¯2
+ 1
2
1
c¯
γ−1
2
1
c¯2
 (31)
The WENO reconstruction is performed component-by-component to the
projected variable wˆ:
wˆCHk,i+1/2 =
0wˆk,i+1/21wˆk,i+1/2
2wˆk,i+1/2
 = L¯i+1/2fˆCPk,i+1/2, k = 0, 1, 2 (32)
W˜CHi+1/2 =
2∑
k=0
ωCHk wˆ
CH
k,i+1/2 (33)
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Different from the CP method, the WENO weights are computed according
to the projected variables on each stencil:
ωCHk =
0ωCHk 1ωCHk
2ωCHk
 (34)
sωCHk =
sωCHk (¯ls ~Fi+k−2, · · · , l¯s ~Fi+k), k = 0, 1, 2, s = 0, 1, 2 (35)
After the WENO reconstruction of the projected variables, the obtained
values need to be transformed back to the physical space by projecting onto
the averaged right eigenvectors on cell interface:
~FCHi+1/2 =

0fˆCHi+1/2
1fˆCHi+1/2
2fˆCHi+1/2
 = R¯i+1/2 ~WCHi+1/2 (36)
The averaged right eigenvectors are given by:
R¯i+1/2=[¯r0, r¯1, r¯2],=
 1 1 1u¯− c¯ u¯ u¯+ c¯
u¯2
2
+ c¯
2
γ−1 − u¯c¯ u¯
2
2
u¯2
2
+ c¯
2
γ−1 + u¯c¯
 (37)
The whole process of the characteristic-wise WENO reconstruction can be
summarized into one formula:
~FCHi+1/2 =

0fˆCHi+1/2
1fˆCHi+1/2
2fˆCHi+1/2
 = 2∑
k=0
R¯i+1/2ω
CH
k L¯i+1/2fˆ
CP
k,i+1/2, (38)
where the superscript ’CH’ stands for characteristic-wise reconstruction. In
the following parts, the characteristic-wise method will be referred to as the
CH method.
Compared to the CP method, the CH method requires several matrix
constructions and projections resulting in much higher computational cost.
Although the computational cost of the CH method is high, it produces less
numerical oscillations.
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3. The new scheme
On one hand, in spite of its high computational cost, the merit of the
CH method is that it leads to less spurious oscillations. On the other hand,
the advantage of the CP method is its computational efficiency regardless of
the numerical oscillations it brings. To get rid of their drawbacks and utilize
their advantages, the two methods can be combined in a dynamic way. In
this section, the two methods will be analyzed to show where their differences
and similarities lie. A new adaptive method that combines these two method
will be introduced according to our analysis.
3.1. Comparison of the two reconstruction methods
Eq.(38) can be written in a more compact form by considering:
ω˜CHk = R¯i+1/2ω
CH
k L¯i+1/2. (39)
Substituting Eq.(39) into Eq.(38), we have:
~FCHi+1/2 =

0fˆCHi+1/2
1fˆCHi+1/2
2fˆCHi+1/2
 = 2∑
k=0
ω˜CHk fˆ
CP
k,i+1/2 (40)
Comparing Eq.(23) and Eq.(40), one immediately finds that the difference
between the CP method and the CH method lies in their WENO weight
matrices: ω˜CHk and ω
CP
k .
For smooth region, the WENO weights approximate the linear weights.
Therefore, the WENO weight matrix ωCPk of the CP method becomes:
ωCPk ≈ ckI, (41)
where I is an identity matrix. For the CH method, its weight matrix ω˜CHk
reads:
ω˜CHk ≈ R¯i+1/2ckIL¯i+1/2 = ckR¯i+1/2IL¯i+1/2, (42)
Considering that
R¯i+1/2 = L¯
−1
i+1/2, (43)
we have:
ωCPk ≈ ckI ≈ ω˜CHk . (44)
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Eq.(44) reveals that for smooth flow the numerical fluxes obtained by the
two methods are approximately equal:{
ωCPk ≈ R¯i+1/2ωCHk L¯i+1/2
~FCPi+1/2 ≈ ~FCHi+1/2
(45)
3.2. Puppo’s method
According to the analysis above, the CP method and the CH method give
approximately equal results in smooth region. As the CH method results in
less numerical oscillations, it is preferred in discontinuous region. Although
the CP method produces oscillations in some discontinuous regions, it is more
computational efficient than the CH method. A straightforward strategy to
combine the advantages of these two methods is to use the CP method in
smooth region and to use the CH method in discontinuous region.
In [25], an adaptive projection method was proposed to select between
component-wise reconstructed and characteristic-wise reconstructed variables.
The switch being applied is a smoothness indicator that measures the smooth-
ness of the whole stencil:
βTOTi =
2∑
l=0
βl,i (46)
in which βl,i is the global smoothness indicator of the substencil S
l
i = (xi+l−2, xi+l−1, xi+l)
of the five-point stencil Si = (xi−2, xi−1, xi, xi+1, xi+2):
βl,i =
1
m
m∑
r=1
1
||rf ||2
rβl,i. (47)
Here, m is the number of components, ||rf ||2 is the L2 norm of the rth
component of the reconstruction candidate ~F (the splitted fluxes ~F± in our
implementation) :
||rf ||2 =
(∑
all i
|rfi|2h
)1/2
(48)
where h is the grid size, rfi is the r-th component of ~Fi, and
rβk,i is the
smoothness indicator given by (19)-(21) of rfi at stencil S
l
i. To avoid division
by zero, ||rf ||2 is set to be 1 when it is smaller than 1× 10−10.
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The switch criterion is then given by:
~Fi+1/2 =
{
~FCPi+1/2, β
TOT
i < 1
~FCHi+1/2, otherwise
(49)
In the following part of this paper, this method will be referred to as the
TOT method.
3.3. Adaptive WENO-Z method
The TOT method is faster than the CH method. However, TOT requires
the computation of the smoothness indicators for each flux component that
it still needs more computational time than the CP method[25].
The calculation of the smoothness indicators occupies most of the compu-
tational time of the WENO scheme according to [2] as well as our experiences.
To reduce the computational cost of the component-wise reconstruction, in-
stead of computing the smoothness indicators for each vector component,
we propose to use the following variable to compute a set of smoothness
indicators β±k,G for all components:
G± = ρ+ (ρu2 + p± αρu), (50)
where the ± sign denotes G and smoothness indicators for the positive and
the negative fluxes and α is given by Eq.(10). We refer to G± as the shared
smoothness functions and β±k,G as the shared smoothness indicators.
The non-linear weights α±k,G and WENO weights ω
±
k,G are then obtained
from β±k,G according to (22) and (17) respectively. We call α
±
k,G the shared
non-linear weights and ω±k,G the shared WENO weights. By computing the
shared smoothness indicators β±k,G based on G
±, the number of smoothness
indicators needed to be calculated is reduced to 6 (3 smoothness indicators×
2 splitted fluxes) from 18 (3 smoothness indicators×3 components×2 splitted fluxes)
for the one dimensional Euler equations. The number of non-linear weights
and WENO weights needed to be computed is also reduced accordingly.
To shift from the component-wise reconstruction to the characteristic-
wise reconstruction, a switch function capable of detecting discontinuities is
required. The switch function employed in this paper is:
θ(x, z) =
1
1 + |x|z , z ≥ 1. (51)
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It varies from 1 to 0 rapidly and smoothly with increasing x. Fig.1 illustrates
θ with different values of parameters. Detailed analysis of this function can
be found in [27].
Figure 1: θ(x) with different z values
Here, we take:
x = (
2∑
k=0
α±k,G − 1)
and get
θ± =
1
1 + (
2∑
k=0
α±k,G − 1)z
, (52)
where α±k,G are the shared non-linear weights for the positive and the negative
splitted fluxes respectively given by Eq.(22). Taking the properties of the
non-linear weights α±k,G into consideration (see [4, 6, 27] for more details), we
have: ∑
k
α±k,G ≈ 1 (53)
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for smooth region and ∑
k
α±k,G  1 (54)
for discontinuous region. This property leads to
θ ≈
{
1, smooth,
0, discontinuous.
(55)
Taking advantage of Eq.(55), we propose the following adaptive approach:
~Fi+1/2=
{
~FCPi+1/2, θ > θ0
~FCHi+1/2, θ ≤ θ0
(56)
where θ0 is a threshold which can be simply taken to be:
θ0 = θ(1, z) = 0.5. (57)
Bearing in mind that the θ function can be interpreted as how much we can
believe the function being measured is smooth, it is not hard to understand
the choice of θ0 made above.
The final adaptive characteristic-wise WENO-Z scheme (referred to as
AdaWENO-Z) algorithm is given in Algorithm 1. We refer to the component-
wise part of AdaWENO-Z as SWENO-Z(Shared-weight WENO-Z) for con-
venience. It is worth of noting that the shared WENO weights ω±k,G are only
used by the SWENO-Z part. For the characteristic-wise part, the calculation
method of the WENO weights is not changed.
4. Numerical tests
In this section, several numerical tests including one dimensional and
two dimensional problems are considered to validate and evaluate the per-
formance of the new method. Numerical results are compared between CP,
CH, TOT, and AdaWENO-Z. The WENO-Z non-linear weights are used for
all of the methods to make the results comparable.
The third order TVD Runge-Kutta method [28] is used for time advanc-
ing:
u(1) = un + ∆tL(un), (58)
u(2) =
3
4
un +
1
4
u(1) +
1
4
∆tL(u(1)), (59)
un+1 =
1
3
un +
2
3
u(2) +
2
3
∆tL(u(2)). (60)
14
Algorithm 1 The AdaWENO-Z algorithm
1: Calculate G±i for the positive and the negative splited fluxes ~F
±
i respec-
tively according to Eq.(50);
2: for Each stencil Si = (i− 2, i− 1, i, i+ 1, i+ 2), i = 1 to n do
3: Calculate β±k,G,i according to Eq.(19)-(22) for the positive and the
negative splitted fluxes ~F±i based on the calculated G
±
i ;
4: Calculate ω±k,G,i and θ
±
i according to Eq.(17) and Eq.(52).
5: for Each stencil Si = (i− 2, i− 1, i, i+ 1, i+ 2), i = 1 to n do
6: if θ±i ≥ 0.5 then
7: sfˆ±i+1/2 =
∑2
k=0 ω
±
k,G,i
sfˆ±,CPk,i+1/2, s = 0, 1, 2
8: else
9: sfˆ±i+1/2 =
sfˆ±,CHi+1/2 , s = 0, 1, 2
Unless specified, the time step ∆t is given by:
∆t = σ
∆x
max
i
(|ui|+ αi) (61)
for one dimensional cases and
∆t = σ
∆tx∆ty
∆tx + ∆ty
, ∆tx =
∆x
max
i,j
(|ui,j|+ αi,j) , ∆ty =
∆y
max
i,j
(|vi,j|+ αi,j) (62)
for two dimensional cases, where σ is the Courant-Friedrichs-Lewy number.
For the TOT method, considering that the CWENO framework is dif-
ferent from that of the finite difference WENO, we implement the criterion
(49) as the switch between the characteristic-wise and the component-wise
WENO-Z schemes instead of the CWENO counterparts. Hence, the compu-
tational results of TOT in the following part of the paper may be different
from those in [25]. Except the switch criterion calculation processes, the
remaining code for TOT and AdaWENO-Z are the same in our implemen-
tation.
To better demonstrate the performance of AdaWENO-Z, we also tested
SWENO-Z, i.e. the component-wise part of AdaWENO-Z, for the Sod prob-
lem, the Lax problem and the Shu-Osher problem.
The data in the following sections were obtained from running our code
compiled by the GCC-gfortran compiler with the ’-O2’ flag enabled on an
Intel Core i7 8700K 3.7GHz CPU.
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4.1. One dimensional cases
4.1.1. 1D Density perturbation advection
To measure the orders of accuracy of different schemes, the smooth den-
sity perturbation advection problem is considered. The initial condition of
this problem is given by:
ρ(x, 0) = 1 + 0.2sin(pix), u(x, 0) = 1, p(x, 0) = 1. (63)
The exact solution is:
ρ(x, t) = 1 + 0.2sin(pi(x− t)), u(x, t) = 1, p(x, t) = 1. (64)
The computational domain is [0, 2]. Solutions are integrated to t = 2.0. To
rule out the effect of the time integration method on the order of accuracy,
the time step is set to be ∆t = 0.05∆x5/3.
The L2 errors:
L2 =
√∑
i((ρi − ρi,exact)2 + (ui − ui,exact)2 + (pi − pi,exact)2)
N
(65)
and orders of accuracy of different methods at t = 2.0 are shown in Tab.1.
It can be observed that the L2 errors and orders of accuracy of the tested
methods are all the same for this smooth problem as essentially these methods
are the same method for smooth solution. The CPU time of each method is
shown in Tab.2. The CH method requires about 1.5 times more CPU time
than the CP method. TOT is faster than the CH method, however, as it
requires extra effort to compute the global weights along with computing
all the smoothness indicators of each flux component, it is slower than the
CP method. AdaWENO-Z is the fastest method as only one third of the
smoothness indicators are needed to be computed.
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Table 1: The L2 errors and orders of accuracy of different methods at t = 2.0 for problem
(63).
N
CP CH TOT AdaWENO-Z
L2 order L2 order L2 order L2 order
8 9.17E-03 - 9.17E-03 - 9.17E-03 - 9.17E-03 -
16 3.07E-04 4.90 3.07E-04 4.90 3.07E-04 4.90 3.07E-04 4.90
32 9.81E-06 4.97 9.81E-06 4.97 9.81E-06 4.97 9.81E-06 4.97
64 3.11E-07 4.98 3.11E-07 4.98 3.11E-07 4.98 3.11E-07 4.98
128 9.76E-09 4.99 9.76E-09 4.99 9.76E-09 4.99 9.76E-09 4.99
256 3.04E-10 5.00 3.04E-10 5.00 3.04E-10 5.00 3.04E-10 5.00
Table 2: The total CPU time (s) of different methods for problem (63).
N CP CH TOT AdaWENO-Z
8 9.385E-03 1.256E-02 1.104E-02 8.259E-03
16 4.804E-02 7.083E-02 5.607E-02 3.779E-02
32 0.324 0.488 0.376 0.241
64 2.405 3.638 2.790 1.722
128 18.471 28.088 21.355 13.120
256 144.67 219.973 166.724 101.069
4.1.2. The Sod problem
The initial condition of the Sod problem is given by:
(ρ, u, p) =
{
(1, 0, 1) x ≤ 0
(0.125, 0, 0.1) x > 0
(66)
The final solution time is t = 0.14. The CFL number is set to be 0.1.
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(a) N=200 (b) Zoom-in view of (a) near the contact
wave
(c) N=400 (d) Zoom-in view of (c) near the contact
wave
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(e) N=600 (f) Zoom-in view of (e) near the contact
wave
(g) N=800 (h) Zoom-in view of (g) near the contact
wave
Figure 2: Distributions of density and indicators where the characteristic-wise reconstruc-
tion is applied for the Sod problem at t=0.14.
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Table 3: The total CPU time (s) of different methods for problem (66)
N CP CH TOT SWENO-Z AdaWENO-Z
200 0.108 0.161 0.124 7.152E-02 8.782E-02
400 0.421 0.634 0.484 0.283 0.315
600 0.937 1.453 1.079 0.631 0.686
800 1.660 2.632 1.906 1.114 1.200
Figure 3: Percentage of grids treated by CH vs time of TOT and AdaWENO-Z for the
Sod problem.
Density distributions of each method with different grid numbers are
shown in Fig.2. The reference result is calculated by the CH method with
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N = 8000. From the zoom-in figures, it can be seen that the CP method pro-
duces obvious spurious oscillations near the contact wave. TOT also shows
slightly oscillatory results. AdaWENO-Z shows similar results with those of
the CH method that no obvious oscillations can be observed. Markers indi-
cating where characteristic-wise reconstruction is applied are also illustrated.
AdaWENO-Z shifts to the characteristic-wise reconstruction near the expan-
sion wave, the contact wave, and the shock wave. TOT does not mark any
grid to be treated with CH at t = 0.14. Ratios of grids that are treated by CH
for TOT and AdaWENO-Z at different time are shown in Fig.3. It reveals
that TOT treats a small portion of the grids by CH only at the beginning of
the computation. Due to higher resolution of discontinuities at smaller grid
size, AdaWENO-Z handles less grids with CH as the grid number increases.
The CPU time of different methods are given in Tab.3. TOT is more efficient
than CH but is slower than CP. Although performing characteristic-wise re-
construction at more grids, AdaWENO-Z is faster than TOT as the former
spends less time on computing the smoothness indicators.
The results and CPU time of SWENO-Z reveal that, when the characteristic-
wise part is cut off, AdaWENO-Z leads to faster but more oscillatory results
compared to the original one. Nevertheless, the SWENO-Z results are less
oscillatory than those of the CP method.
4.1.3. The Lax problem
The initial condition of the Lax problem is given by:
(ρ, u, p) =
{
(0.445, 0.698, 3.528) x ≤ 0
(0.5, 0, 0.571) x > 0
(67)
Solutions are integrated to t = 0.13. The CFL number is set to be 0.1.
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(a) N=200. (b) Zoom-in view of (a) near the contact
wave and the shock wave.
(c) N=400. (d) Zoom-in view of (c) near the contact
wave and the shock wave.
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(e) N=600. (f) Zoom-in view of (e) near the contact
wave and the shock wave.
(g) N=800. (h) Zoom-in view of (g) near the contact
wave and the shock wave.
Figure 4: Distributions of density and indicators where the characteristic-wise reconstruc-
tion is applied for the Lax problem at t=0.13.
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Table 4: The total CPU time (s) of different methods for problem (67).
N CP CH TOT SWENO-Z AdaWENO-Z
200 0.213 0.324 0.252 0.146 0.183
400 0.836 1.272 0.975 0.565 0.653
600 1.868 2.908 2.170 1.263 1.410
800 3.315 5.288 3.832 2.236 2.448
Figure 5: Percentage of grids treated by CH vs time of TOT and AdaWENO-Z for the
Lax problem.
Solutions at t = 0.13 with different grid sizes are illustrated in Fig.4. The
reference result is computed by the CH method with N = 8000. Similar
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to the sod problem results, both of the CP method and the TOT method
result in spurious oscillations near the contact wave. The solutions of the CH
method and AdaWENO-Z almost overlap each other. The indicators shown
in Fig.4 imply that, at t = 0.13, TOT treats the grids near the shock wave
with CH while AdaWENO-Z performs characteristic-wise reconstruction at
grids in the vicinity of both the contact wave and the shock wave. The per-
centage of grids solved by the CH part of TOT and AdaWENO-Z at different
time are given in Fig.5. Although more grids are marked, AdaWENO-Z is
still about 25% faster than CP and 35% faster than TOT according to the
CPU time given in Tab.4.
As with being observed from the Sod problem, without the adaptive
characteristic-wise reconstruction part, although faster, SWENO-Z results
to more numerical oscillations than AdaWENO-Z.
4.1.4. Shu-Osher problem
The initial condition of the Shu-Osher problem is given by:
(ρ, u, p) =
{
(27
7
, 4
√
35
9
, 31
3
) x < −4
(1 + 1
5
sin5x, 0, 1) x ≥ −4 (68)
Solutions are integrated to t = 1.8. The CFL number is set to be 0.1.
(a) N=200 (b) Zoom-in view of (a) near the post-
shock waves.
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(c) N=400 (d) Zoom-in view of (c) near the post-
shock waves.
(e) N=600 (f) Zoom-in view of (e) near the post-
shock waves.
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(g) N=800 (h) Zoom-in view of (g) near the post-
shock waves.
Figure 6: Distributions of density and indicators where the characteristic-wise reconstruc-
tion is applied for the Shu-Osher problem at t=1.8.
Table 5: The total CPU time (s) of different methods for problem (68)
N CP CH TOT SWENO-Z AdaWENO-Z
200 0.294 0.447 0.350 0.200 0.249
400 1.179 1.785 1.364 0.793 0.943
600 2.656 4.117 3.055 1.791 1.966
800 4.703 7.470 5.409 3.142 3.420
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Figure 7: Percentage of grids treated by CH vs time of TOT and AdaWENO-Z for the
Shu-Osher problem.
The CH method is used to give the reference result with grid number
N = 8000. Solutions of different methods at t = 1.8 are shown in Fig.6.
When the grid number N is 200, the CP method is unable to resolve the
short waves while the other three methods give better resolutions. The short
waves are well resolved when the grid number is more than 200 for these
fifth order schemes. However, the CP method leads to overshoot of the post-
shock waves as the grid size decreases. The CH method, the TOT method,
and AdaWENO-Z show almost coinciding solutions. The indicators drawn
in Fig.6 reveal that the TOT method discerns the main shock wave and
shifts to the characteristic-wise reconstruction at t = 1.8. AdaWENO-Z
marks grids near not only the main shock wave but also those weaker shock
waves behind the short-wave region to be treated with CH. Tab.5 shows
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the CPU time of different methods. AdaWENO-Z is more efficient than
the other three methods. The SWENO-Z results implies that although no
characteristic-wise reconstruction is performed, sharing the WENO weights
among each component reduce the overshoot.
4.2. Two dimensional cases
4.2.1. 2D Density perturbation advection
The initial condition of this problem is given by:
ρ(x, y, 0) = 1 + 0.2sin(pix), u(x, y, 0) = 1, v(x, y, 0) = 0, p(x, y, 0) = 1.
(69)
It is a simple extension of Eq.(63) to two dimensional. The exact solution is:
ρ(x, y, t) = 1 + 0.2sin(pi(x− t)), u(x, y, t) = 1, v(x, y, t) = 0, p(x, y, t) = 1.
(70)
The computational domain is [0, 2]× [0, 2]. Solution is integrated to t = 2.0.
To rule out the effect of the time integration method on the order of accuracy,
the time step is set to be ∆t = 0.05h5/3 where h = ∆x = ∆y.
The L2 errors:
L2 =
√∑
i((ρi − ρi,exact)2 + (ui − ui,exact)2 + (vi − vi,exact)2 + (pi − pi,exact)2)
NxNy
(71)
and orders of accuracy of different methods at t = 2.0 are shown in Tab.6. As
with the one dimensional results, for smooth problem, the four tested meth-
ods obtain approximately the same L2 error and order of accuracy. The total
CPU time of different methods are given in Tab.7. AdaWENO-Z requires
the least CPU time among all the methods.
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Table 6: The L2 errors and orders of accuracy of different methods at t = 2.0 for problem
(69).
(Nx, Ny)
CP CH TOT AdaWENO-Z
L2 order L2 order L2 order L2 order
(32,32) 1.11E-05 - 1.11E-05 - 1.11E-05 - 1.11E-05 -
(64,64) 3.48E-07 4.99 3.47E-07 4.99 3.47E-07 4.99 3.47E-04 4.99
(128,128) 1.09E-08 5.00 1.08E-08 5.00 1.08E-08 5.00 1.08E-08 5.00
(256,256) 3.39E-10 5.00 3.39E-10 5.00 3.39E-10 5.00 3.39E-10 5.00
Table 7: The total CPU time (s) of different methods for problem (69).
(Nx, Ny) CP CH TOT AdaWENO-Z
(32,32) 0.72 1.02 0.78 0.40
(64,64) 8.63 12.42 9.56 4.12
(128,128) 107.87 156.56 117.63 51.34
(256,256) 1368.26 1999.39 1487.42 667.04
4.2.2. Double Mach reflection
The double mach reflection test is a mimic of the planar shock reflection
in the air from wedges. It is a widely used benchmark to test the ability of
shock capturing and the small scale structure resolution of a certain scheme.
In the present simulation, the computation domain is taken as [0, 4]× [0, 1].
The lower boundary is set to be a reflecting wall starting from x = 1
6
. At
t = 0, a right-moving 60◦ inclined Mach 10 shock is positioned at (1
6
, 0). The
upper boundary is set to describe the exact motion of the Mach 10 shock.
The left boundary at x = 0 is assigned with post-shock values. Zero gradient
outflow condition is set at x = 4. Readers may refer to [29, 30] for detailed
descriptions of the double Mach reflection problem. An uniform grid is used
with ∆x = ∆y = 1
240
. The reference result is given by the CH method with
∆x = ∆y = 1
480
.
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(a) Component-wise reconstruction
(b) Characteristic-wise reconstruction
(c) TOT
31
(d) Present
(e) Reference
Figure 8: Density contours of the double Mach reflection problem at t=0.2, ranging from
ρ = 2.1379 to 24 with 90 equally separated levels
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(a) Component-wise reconstruction
(b) Characteristic-wise reconstruction
33
(c) TOT
(d) Present
34
(e) Reference
Figure 9: Density contours of the up-rolling region at t=0.2
(a) TOT
35
(b) Present
Figure 10: Grids treated with the characteristic-wise reconstruction at t=0.2
Table 8: The total CPU time for the double Mach reflection problem
Method CPU time(s)
CP 10921.189
CH 16646.573
TOT 12107.236
AdaWENO-Z 5858.64
Fig.8 shows the density contours of different methods at t = 0.2. All
methods capture discontinuities. The result of the CP method shows more
numerical noises behind the reflected shock than those of the other three.
Density contours of the up-rolling region of different methods are shown in
Fig.9. The CP method result shows obvious oscillations near the triple-wave
interaction point while the CH method, the TOT method, and the present
method give similar and clean structures. Compared to TOT, AdaWENO-Z
resolves the K-H instability structures better. The CPU time of different
methods are given in Tab.8, AdaWENO-Z is about 3 times faster than the
CH method and is about 40% faster than the CP method. Although marking
more grids to be treated with CH as shown in Fig.10, AdaWENO-Z is more
efficient than TOT due to the performance gain brought by the new shared
smoothness indicators.
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4.2.3. Shock/shear layer interaction
The shock wave impingement problem is designed to measure the reso-
lution of schemes when shock waves interact with vortices [31]. A Mach 0.6
shear layer evolves and impacts on an oblique shock. The vortices produced
by the shear layer instability pass, firstly, through the oblique shock and
then a second shock reflected from the slip wall at the lower boundary. The
computation domain is [0, 200] × [−20, 20]. At x = 0, the inlet condition is
specified as:
u = 2.5 + 0.5tanh(2y). (72)
For the upper stream (y > 0), ρ = 1.6374, p = 0.3327 and for lower
stream (y < 0), ρ = 0.3626, p = 0.3327. Post shock condition (ρ, u, v, p) =
(2.1101, 2.9709,−0.1367, 0.4754) is set at the upper boundary, and slip wall
condition is applied at the lower boundary. Besides, fluctuations are added
to the vertical velocity component at the inlet:
v′ =
2∑
k=1
akcos(2pikt/T + φk)exp(−y2/b) (73)
b = 10, a1 = a2 = 0.05, φ1 = 0, φ2 = pi/2 (74)
in which T = λ/uc is the period, λ = 30 is the wavelength, uc = 2.68 is
the convective velocity. To illustrate the performance of each method, the
two dimensional Euler equations instead of the Navier-Stokes equations are
solved. A equally spaced grid with grid number (Nx, Ny) = (500, 100) is
used. The reference result is calculated on a refined gird with (Nx, Ny) =
(2000, 400) by the CH method.
(a) Component-wise reconstruction
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(b) Characteristic-wise reconstruction
(c) TOT
(d) Present
38
(e) Reference
Figure 11: Density contours of the shock/shear layer interaction problem at t=120
Figure 12: Grids treated with the characteristic-wise reconstruction of AdaWENO-Z at
t=120
Table 9: The total CPU time for the shock/shear layer interaction problem
Method CPU time(s)
CP 2742.574
CH 3949.063
TOT 2968.359
AdaWENO-Z 1757.452
Density contours are shown in Fig.11 at t = 120. It can be observed
that the CH method, the TOT method, and AdaWENO-Z obtain similar
results which are very comparable to the reference result, while the self-
similar structures of the downstream vortices are twisted in the CP method
result. While the TOT method does not treat any grid with CH for this
problem, the grids treated by CH of the AdaWENO-Z result at t = 120 are
shown in Fig.12. It indicates that the switch method of AdaWENO-Z is able
to resolve both strong and weak discontinuities.
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5. Conclusion
In this paper, we present an adaptive characteristic-wise reconstruction
WENO scheme (AdaWENO-Z) for the gas dynamic Euler equations. By
defining shared smoothness functions, shared smoothness indicators are in-
troduced to reduce the computational cost of the component-wise reconstruc-
tion procedure and to develop a global switch function. The switch function is
based on the WENO-Z non-linear weights calculated from the shared smooth-
ness indicators and is capable of detecting discontinuities. With the help of
the switch function, the new method performs the component-wise recon-
struction in smooth region and shifts to the characteristic-wise reconstruction
near discontinuities. Numerical tests show that AdaWENO-Z achieves high
efficiency without producing obvious numerical oscillations. AdaWENO-Z
is about 2 to 3 times faster than the CH method and about 20% to 40%
faster than the CP method. With good performance and high efficiency,
AdaWENO-Z is suitable for large scale compressible flow simulation.
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