Kolmogorov complexity is the length of the ultimately compressed version of a file (that is, anything which can be put in a computer). Formally, it is the length of a shortest program from which the file can be reconstructed. We discuss the incomputabilty of Kolmogorov complexity, which formal loopholes this leaves us, recent approaches to compute or approximate Kolmogorov complexity, which approaches fail and which approaches are viable.
The papers by R.J. Solomonoff published in 1964, referenced as [18] , contain informal suggestions about the incomputability of Kolmogorov complexity. Says Kolmogorov, "I came to similar conclusions [as Solomonoff], before becoming aware of Solomonoff's work, in 1963 Solomonoff's work, in -1964 ." In his 1965 paper [10] Kolmogorov mentioned the incomputability of C(x) without giving a proof: "[. . .] the function C φ (x|y) cannot be effectively calculated (generally computable) even if it is known to be finite for all x and y." We give the formal proof of incomputability and discuss recent attempts to compute the Kolmogorov complexity partially, a popular failure and some serious options. The popular failure is discussed at length while the serious options are primarily restricted to brief citations explaining the methods gleaned from the introductions to the articles involved.
II. INCOMPUTABILITY
To find the shortest program (or rather its length) for a string x we can run all programs to see which one halts with output x and select the shortest. We need to consider only programs of length at most that of x plus a fixed constant. The problem with this process is known as the halting problem [23] : some programs do not halt and it is undecidable which ones they are. A further complication is that we have to show there are infinitely many such strings x for which C(x) is incomputable.
The first written proof of the incomputability of Kolmogorov complexity was perhaps in [26] and we reproduce it here following [12] in order to show what is and what is not proved. THEOREM 1. The function C(x) is not computable. Moreover, no partial computable function φ(x) defined on an infinite set of points can coincide with C(x) over the whole of its domain of definition.
Proof. We prove that there is no partial computable φ as in the statement of the theorem. Every infinite computably enumerable set contains an infinite computable subset, see e.g. [12] . Select an infinite computable subset A in the domain of definition of φ. The function ψ(m) = min{x :
, and takes arbitrarily large values, since it can obviously not be bounded for infinitely many x. Also, by definition of ψ, we have C(ψ(m)) ≥ m. On the other hand, C(ψ(m)) ≤ C ψ (ψ(m)) + c ψ by definition of C, and obviously C ψ (ψ(m)) ≤ l(m). Hence, m ≤ log m up to a constant independent of m, which is false from some m onward.
That was the bad news; the good news is that we can approximate C(x). THEOREM 2. There is a total computable function φ(t, x), monotonic decreasing in t, such that lim t→∞ φ(t, x) = C(x).
Proof. We define φ(t, x) as follows: For each x, we know that the shortest program for x has length at most l(x) + c with c a constant independant of x. Run the reference Turing machine U (an optimal universal one) for t steps on each program p of length at most l(x) + c. If for any such input p the computation halts with output x, then define the value of φ(t, x) as the length of the shortest such p, otherwise equal to l(x) + c. Clearly, φ(t, x) is computable, total, and monotonically nonincreasing with t (for all x, φ(t , x) ≤ φ(t, x) if t > t). The limit exists, since for each x there exists a t such that U halts with output x after computing t steps starting with input p with l(p) = C(x).
One cannot decide, given x and t, whether φ(t, x) = C(x). Since φ(t, x) is nondecreasing and goes to the limit C(x) for t → ∞, if there were a decision procedure to test φ(t, x) = C(x), given x and t, then we could compute C(x). But above we showed that C is not computable.
However this computable approximation has no convergence guaranties as we show now. Let g 1 , g 2 , . . . be a sequence of functions. We call f the limit of this sequence if f (x) = lim t→∞ g t (x) for all x. The limit is computably uniform if for every rational > 0 there exists a t( ), where t is a total computable function, such that |f (x) − g t( ) (x)| ≤ , for all x. Let the sequence of one-argument functions ψ 1 , ψ 2 , . . . be defined by ψ t (x) = φ(t, x), for each t for all x. Clearly, C is the limit of the sequence of ψ's. However, by Theorem 1, the limit is not computably uniform.
In fact, by the well-known halting problem, for each > 0 and t > 0 there exist infinitely many
x such that |C(x) − ψ t (x)| > . This means that for each > 0, for each t there are many x's such that our estimate φ(t, x) overestimates C(x) by an error of at least .
III. COMPUTING THE KOLMOGOROV COMPLEXITY
The incomputability of C(x) does not mean that we can not compute C(x) for some x's.
For example, if for individual string x we have C(C(x)|x) = c for some constant c, then this means that there is an algorithm of c bits which computes C(x) from x. We can express the incomputability of C(x) in terms of C(C(x)|x), which measures what we may call the "complexity of the complexity function." Let l(x) = n. It is easy to prove the upper bound C(C(x)|x)) ≤ log n + O(1). But it is quite difficult to prove the lower bound [6] : For each length n there are strings x of length n such that
or its improvement by a game-based proof in [2] : For each length n there are strings x of length n such that
This means that x only marginally helps to compute C(x); most information in C(x) is extra information related to the halting problem. Run T i (p) for all i and p in the following manner. As long as i is sufficiently small it is likely that T i (p) < ∞ for all p (the machine T i halts for every p). The Busy Beaver fuction BB(n) : N → N was introduced in [15] and has as value the maximal running time of n-state Turing machines in quadruple format (see [15] or [12] for details). This function is incomputable and rises faster than any computable function of n.
Reference [4] supplies the maximal running time for halting machines for all i < 5 and for i < 5 it is decidable which machines halt. For i ≥ 5 but still small there are heuristics [13] , [14] , [9] , [8] . A gigantic lower bound for all i is given in [7] . Using Turing machines and programs with outcome the target string x we can determine an upper bound on C(x) for reference machine U (by for each T i encoding i in self-delimiting format). Note that there exists no computable lower bound function approximating C(x) since C is incomputable and upper semicomputable.
Therefore it can not be lower semicomputable [12] .
For an approximation using small Turing machines we do not have to consider all programs.
If I is the set of indexes of de Turing machines and P is the set of halting (or wat we consider February 19, 2020 DRAFT halting) programs then 
IV. PROBLEMATIC USE OF THE CODING THEOREM
Fix an optimal universal prefix Turing machine U . The Universal distribution (with respect to U ) is m(x) = 2 −l(p) where p is a program (without input) for U that halts. The prefix complexity K(x) is with respect to the same machine U . The complexity K(x) is similar to C(x) but such that the set of strings for which the Turing machine concerned halts is prefix-free (no program is a proper prefix of any other program). This leads to a slightly larger complexity:
. The Coding theorem [11] states K(x) = − log m(x) + O(1). Since − log m(x) < K(x) (the term 2 −K(x) contributes to the sum and 2l(x) + O(log x) is also a program for x) we know that the O(1) term is greater than 0.
In his PhD thesis [24] H. Zenil proposed to compute the Kolmogorov complexity by experimentally approximating the Universal distribution and using the Coding theorem. This idea spawned numerous articles and applications before (often included in [24] ) and since, coauthored by Zenil, including many articles that developed the creed further. One of the last and most extensive of these is [17] . It contains numerous errors or inaccuracies for example:
"the shortest program" instead of "a shortest program," "universal Turing machine" instead of "optimal universal Turing machine" and so on. Explanation: there can be more than one shortest program, and Turing machines can be universal in many ways. For instance, if U (p) = x for a universal Turing machine, the Turing machine U such that U (qq) = U (q) for every q and U (r) = 0 for every string r =for some string q, is also universal. Yet if U serves to define the Kolmogorov complexity C(x) then U defines a complexity of x equal to 2C(x) which means that the invariance theorem does not hold for Universal Turing machines that are not optimal.
With some charity we can assume that the computer used in the experiments fills the rôle of the required optimal Universal Turing machine for both the desired Kolmogorov complexity, the target string, and the universal distribution involved. However, the O(1) term in the Coding theorem is mentioned but otherwise ignored in the experiments and conclusions about the value of the Kolmogorov complexity as reported in [24] , [17] . Yet the experiments only concern small values of the Kolmogorov complexity, say smaller than 20, so they are likely swamped by the constant hidden in the O(1) term. Let us expand on this issue briefly. In the proof of the Coding theorem, see e.g. [12] , a Turing machine T is used to decode a complicated code. The machine T is one of an acceptable enumeration T 1 , T 2 , . . . of all Turing machines. The target
Kolmogorov complexity K is shown to be smaller than the complexity K T associated with T plus a constant c representing the number of bits to represent T and other items:
Since T is complex since it serves to decode this code, the constant c is huge, that is, much larger than, say, 100 bits. The values of x for which K(x) is approximated by [24] , [17] are at most 5 bits, that is, at most 32. Unless there arises a way to prove the Coding theorem V. NATURAL DATA The Kolmogorov complexity of a file is a lower bound on the length of the ultimate compressed version of that file. We can approximate the Kolmogorov complexities involved by a real-world compressor. Since the Kolmogorov complexity is incomputable, in the approximation we never know how close we are to it. However, we assume in [5] that the natural data we are dealing with contain no complicated mathematical constructs like π = 3.1415 . . . or Universal Turing machines, see [19] . In fact, we assume that the natural data we are dealing with contains primarily effective regularities that a good compressor finds. Under those assumptions the Kolmogorov complexity of the object is not much smaller than the length of the compressed version of the object.
VI. SAFE COMPUTATIONS
A formal analysis of the the intuitive idea in Section V was subsequently and independently given in [3] . From the abstract of [3] : "Kolmogorov complexity is an incomputable function. . . .
By restricting the source of the data to a specific model class, we can construct a computable function to approximate it in a probabilistic sense: the probability that the error is greater than k decays exponentially with k." This analysis is carried out but its application yielding concrete model classes is not.
VII. SHORT LISTS
Quoting from [25] : "Given that the Kolmogorov complexity is not computable, it is natural to ask if given a string x it is possible to construct a short list containing a minimal (plus possibly a small overhead) description of x. Bauwens, Mahklin, Vereshchagin and Zimand [1] and Teutsch [21] show that, surprisingly, the answer is YES. Even more, in fact the short list can be computed in polynomial time. More precisely, the first reference showed that one can effectively compute lists of quadratic size guaranteed to contain a description of x whose size is additively O(1) from a minimal one (it is also shown that it is impossible to have such lists shorter than quadratic), and that one can compute in polynomial-time lists guaranteed to contain a descrip-tion that is additively O(log n) from minimal. Finally, [21] improved the latter result by reducing O(log n) to O(1)". See also [22] .
