This review paper offers both an overview of the recent developments in vortex statistics, and a detailed critical review of some of the advances as well as open problems in the area. A fruitful new direction in vortex dynamics concerns vortical systems with very large numbers of vortices in which statistical methods play a pivotal role. After a review of some of the older equilibrium statistical mechanics approaches, such as Onsager's Vortex gas theory, we survey the recent burst of interest and papers on the application of statistical mechanics to a wide range of problems. They include many interesting problems such as rotating stratified flows with natural applications to atmospheric and oceanic sciences. Special models that will be discussed include point vortex as well as vortex blob models in axisymmetric flows, in the plane, and in geophysical flows involving multi-layer baroclinic effects. A recent reverse application of a quantum path-integral Monte-Carlo algorithm to the Lions-Majda model for nearly parallel vortex filaments will be reviewed with numerical results. A connection between these statistical theories and the classical numerical method known as the vortex method will also be made. Many of these noteworthy advances are made possible by good Monte-Carlo algorithms, providing a cross-disciplinary aspect to the field. An important open problem in the field of the vortex gas is the exact partition function for any finite number of particles N and any finite temperature.
Introduction
Systems of point vortices has been used extensively to model a large variety of fluid flows with different degrees of success. The most famous of such applications is arguably the von Karman model for the wake behind a cylinder. He used it to compute the forces on a cylinder which sheds two nearly regular staggered rows of vortices. Later, many authors (cf. [57] , [58] and references therein) have used the von Karman model to predict various wake frequencies apart from the frequency at which vortices are shed. Many authors have used systems of vortices in a geophysical context, where the equations of motion have been extended in several directions including to the two layer model in the f -plane. Point vortex models for vortex dynamics on a sphere have been introduced by many authors and ably discussed in books. We will only review briefly the main points of point vortex dynamics and refer the reader to very readable accounts on this topic such as Newton [29] , [52] , [54] .
The particle approximation leading to a system of point vortices is only one of three main ways to study continuum vortex dynamics. The remaining two are Spectral Approximations or truncated Fourier expansions, and a Spatial Decomposition method which leads naturally to lattice models. In this article, we will focus on the particle method and related ideas in vortex statistics.
The central issue is actually a full understanding of invariant measures for turbulent flows in the Navier-Stokes equations, in the damped-driven setting where it is possible for statistically stationary behaviour to arise. This is naturally a very difficult problem on which the full power of functional analysis and stochastic PDEs have been used with some success (cf. the work of Y. Sinai, Weinan E. and cohorts [28] ).
A different approach has been tried since the work of Onsager [39] , Lee [53] , Leith [56] and Kraichnan [55] , namely, via the decomposition and approximation of the inviscid flow continuum statistics by one of the above three methods, study the equilibirum statistical mechanics of the resulting families of finite dimensional models under suitable continuum limits. To be precise, it is not easy to relate the results of the statistical equilibrium approach to the matter of invariant measures of statistically stationary damped-driven flows, apart from some heuristic physical arguments put forth by Kolmogorov, Obhoukov and others [1] and one promising rigorous connection. This connection which is based on the physical Principle of Selective Decay or Minimum Enstrophy, have been made rigorous, at least in the restricted setting of the damped 2D periodic Navier-Stokes equations, by Foias, Saut et al [63] in the 1990s. It states that under certain conditions, the Dirichlet Quotient of Enstrophy to Kinetic Energy in 2D periodic flows decreases asymptotically to a minimum value related to steady-states which are given by Poincare's inequality. The connection of this Principle with equilibrium statistical mechanics of the corresponding inviscid 2D periodic flows, is that, the minimizer of the Dirichlet Quotient agrees with the minimizer of the free energy of the equilibrium Gibbs ensembles. Furthermore, they are both connected, by a remarkable empirical relationship, to the steady-states or dynamic equilibria of the 2D periodic Euler equations. We discuss several instances of this remarkable relationship in the following topics, all of which are discovered via Monte-Carlo simulations of the relevant vortex systems.
Onsager advocated the point vortex gas approach while Kraichnan and Lee adopted the spectral method. Ultimately, these finite dimensional approximations or truncations fall into one parameter families where the parameter is the number of particles or the number of modes. It is essential to take the continuum limit in a sensible way that is different from the usual extensive thermodynamic limit. An easy way to see that the correct thermodynamic limit is a nonextensive continuum limit is to look at the vortex gas model for flow in a fixed 2D domain [1] : as more vortices are used to make the model more accurate, the area of the domain remains fixed, and the vortex strengths must be concurrently scaled to model fixed circulations and enstrophy. This will be discussed below in the form of a nonextensive mean field limit for the vortex gas and also for the Heton Gas.
The existence and asymptotic exactness of this mean field limit was accomplished in the 1990s by Caglioti et al [22] and Kiessling [23] . Subsequently, the convergence of the finite temperature mean field theory to the zero temperature ground state of the single-sign vortex gas in the unbounded plane was established by Kiessling and Spohn [25] . As will be discussed in the first topic below, the zero temperature ground state is related to Ginibre's exact expressions for random matrix theory. The only open problem left in the case of the single-sign vortex gas is an exact closed form partition function for the finite N vortex gas at finite temperatures since Ginibre's result holds only for a single special value of the temperature.
Returning now to the setting of the continuum problem of inviscid 2D flows such as those modelled by the Euler equations, there is clearly a different approach to the problem of the ground state. This approach does not even require the thermodynamic framework, because the ground state for 2D Euler flows is just the minimizer of an augmented energy functional given below in terms of the kinetic energy of flow and the moment of vorticity or angular momentum. The same energy functional arises in rotating flows and single species or electron plasmas. We give below, a simple calculation for this ground state. The rigorous details are based on a proof that the ground state has compact support (cf. Lim and Assad [20] ). This uniform ground state has support on disks whose radii follows a significant power law in the square-root of the quotient of the total circulation (or charge in plasmas) and the Lagrange multiplier in the augmented energy functional.
These ideas has been successfully applied to harder problems on 2.5D continuum vorticity fields such as the Gibbs mean field theory for the two-layer quasigeostrophic model. All the above results such as exactness of the nonsextensive mean field limit for finite temperatures and the convergence of the finite temperature free energy to zero temperature ground states are expected to go through much as in the Onsager point vortex gas, but has not be done as far as we know.
The main focus of this review is the equilibrium statistical mechanics of vortical flows in 2d and 2.5 d problems. Three topics will be reviewed in detail:
(1) Current status of the Onsager Vortex Gas Problem: new results in the low temperature regime and validity of the principle of minimum energy for most probable states in a statistical mechanics model. We will include the results on the heuristic derivation of the radially symmetric flat-top most probable vorticity distribution; the exact formula on the radii as a function of β, µ and the total circulation Ω. Despite the well-known fact that stable thermodynamic equilibria are usually located at minima of the free energy, we find that the extremals of an augmented continuum energy functional give excellent approximations of the most probable vortex states for a wide range of temperatures in the Onsager problem.
(2) Extensions of the Point Vortex Gas Method to a two layer f-plane model called the Heton Model: we will review the recent Monte Carlo simulations which show that a nearly flat-top solution in one layer can co-exist with a Gaussian like solution in the other layer.
(3) Statistics of nearly parallel Vortex filaments: we review work in progress on the application of a path-integral Monte-Carlo algorithm to the statistical equilibrium distributions of nearly parallel vortex filaments [62] . We will make a connection between the numerical results reviewed and Chorin's work [61] on the Vortex Method for slightly viscous fluids where a deterministic convective part alternates with a random diffusive part of the algorithm.
Onsager Point Vortex Gas
The equilibrium point vortex gas distribution of a finite number of point vortices in thermal contact with an energy reservoir can be described completely by a Gibbs canonical partition function. Interest in this problem has increased recently in view of its links to random matrix theory and to the distribution of zeroes of the Riemann zeta function [8] , [35] , [25] . Furthermore, plasma physicists have been interested in understanding the statistical properties of the cylindrical electron plasmas with a view towards the problem of magnetic confinement [33] .
The vortex gas is in principle free to occupy the whole plane subject to certain conserved quantities such as the moment of vorticity or angular momentum which serves to constrain the support of the most probable vorticity to a compact domain in the plane. One of the principle result discussed here is a power law for the radii R of the most probable vorticity distribution in terms of the total circulation, the inverse temperature and the chemical potential or Lagrange Multiplier associated with the conservation of angular momentum. Such a power law clearly reflects the above statement of a compact support. It also means that the support is radially symmetric which is not surprising given the rotational symmetries of the Onsager Vortex Gas [39] in the unbounded plane. What is surprising is that the most probable vorticity distribution is very nearly a uniform distribution on this disk of radius R.
The interaction of N point vortices on the plane is governed by the logarithmic Hamiltonian
where z j = (x j , y j ) ∈ C is the position of vortex j in the complex plane, λ j represents the strength of the j-th vortex and s represents the state of the entire system (vortex strengths and positions of all vortices). The Hamiltonian involves a sum taken over all possible vortex pairs. This expression is the finite dimensional approximation of the total kinetic energy of flow, namely
is the normal component of the vorticity, after using the fact that there is stream function ψ in this problem. Rotational invariance of H N implies that
is a first integral of motion. It is the finite dimensional particle approximation for the continuum moment of vorticity
The remaining first integrals are the linear momenta
associated with the translational invariance of H N . These can be neglected in a statistical mechanics formulation for the point vortex gas by virtue of the fact that a judicious choice of the origin of the coordinate system eliminates them. The potential energy of 2-D Coulombic interactions in a long cylindrical electron plasmas is also given by H N which means that the equilibrium statistical mechanics of the plasma is identical to that of the single species vortex gas [33] . For a different physical setting in which the plasma is contained, refer to [34] . This equilibrium statistical mechanics is completely prescribed by the Onsager Vortex Gas partition function [1] , [46] 
where β and µ are the Lagrange multipliers associated with the energy and moment of vorticity respectively. In other words, β is the inverse of a temperature for the vortex gas and µ is a chemical potential. The parameter µ is related to the Larmor frequency in the electron plasma [33] . When all λ j are positive, the partition function Z is bounded only if µ > 0. Then for a fixed β, µ and N , the probability of an arbitrary state s is given by
The positive-definiteness of Γ N implies that it effectively bounds the region in which the vortex gas density is nonzero. For β > 0, the form of H N implies that the most probable macrostate or vortex gas distribution is one where the vortices are widely separated within the constraint imposed by µ > 0.
Main results 1950 -2000
Although the partition function Z N is unknown for most values of β and µ, Ginibre [37] derived an exact solution for the one-particle reduced distribution function
when λ j = 1, β = 2 and µ = 1. His method was based on the Wigner-Dyson model of the statistics of the spectra of random matrices. From G N 1 we infer the distribution of a point vortex gas of N identical vortices in the canonical ensemble at an inverse temperature β = 2 and chemical potential µ = 1 has the form of a nearly uniform density in a disk of radius R ∼ √ N and exponentially decaying density outside. Ginibre's result for any finite N suggests that in the nonextensive continuum limit of N → ∞, the most probable vorticity distribution has radially symmetric compact support, which is moreover, uniform in a disk of radius R.
To summarize the substantial development in point vortex statistics since the classic 1947 paper of Onsager [39] , we outline the main lines of approach and main results. Many workers have contributed to various aspects of this problem; we include here several references on topics which are not directly related to the single-sign vortex gas problem that will be the subject of our discussion in this section of the paper. On the key topic of negative temperatures, we refer to the papers of Joyce and Montgomery [32] , Lundgren and Pointin [31] and Eyink and Spohn [59] . A mixed sign vortex gas at negative temperatures attain very high energies by separating the physical domain of occupation of the two species of vortices, with the most probable distribution taking the forms of dipoles, quadrupoles and others in a variety of cylindrical containers (cf. [34] for a discussion and further references on a related problem in contained cylindrical plasmas). For this reason, our Monte-Carlo numerical simulations of the single sign vortex gas are performed only at positive temperatures [19] . The single-sign vortex gas, on the other hand, will develop serious singularities at negative temperatures; at positive temperatures the single sign gas attains the largest entropy by separating the vortices but the positive value of the chemical potential µ constrains this tendency towards unlimited spreading of the vortices.
The second key development is on the thermodynamic limit, which is a problem complicated by the fact that this limit is not the standard one, but instead, is a nonextensive continuum limit when the number N → ∞. The best way that this author know, to introduce the notion of a nonextensive continuum limit is to invoke one of the precedents of the point vortex gas, namely the point vortex particle method for numerical simulations of 2D problems (cf. Chorin [1] , Hou and Lowengrub [43] , Beale and Majda [44] , Goodman [45] , Hald [47] ). In this numerical method carried out on for example, a fixed compact flow domain, the number of vortices is increased while their strengths are concurrently decreased to preserve circulations, enstrophy and other flow constrains. Thus, the proper thermodynamic limit is one where the domain size is fixed rather than increasing in step with the number N of vortices in the gas. This requires a concurrent scaling of vortex strengths and / or inverse temperatures β, known as the mean field limits (cf. Lundgren and Pointin [31] , Caglioti et al [22] , [3] and Kiessling [23] ).
Returning to the single sign vortex gas on the unbounded plane with the angular momentum constraint, the rigorous and highly technical result on the asymptotic exactness of this mean field continuum limit was proved in Chanillo and Kiessling [24] in the context of a class of differential geometric problems on prescribed Gaussian curvatures (cf. also the symmetry and moving plane techniques for nonlinear elliptic PDEs in for example [26] , [27] ). Apart from this result, another key rigorous result on the convergence of the finite temperature minimizer of the free energy F for this vortex gas to the corresponding zero temperature minimizer, was obtained by Kiessling and Spohn [25] . An equivalent statement of this result is that the most probable vorticity for any finite temperature (the entropy maximizer), that is, the minimizer of the free energy by Planck's famous theorem, is well -approximated by the minimizer of the internal energy, at least when T 1. In the context of these two rigorous convergence results, the above exact solution of Ginibre for special values of temperature and chemical potential, and any finite N , converges simultaneously as N → ∞, to the zero temperature minimizer of the free energy F or the minimizer of the internal energy
where the expectation is in the sense of the nonextensive continuum limit of the finite N expectation N defined in terms of (2.1). This then provides an outline of a rigorous proof that the minimizer of U is uniquely that suggested by Ginibre's result, namely it is a uniform vortex distribution on a disk of radius R.
(2.
3)
The formula for R will be derived below from other considerations. 
Variational approach
There is an alternative point of view to the above convergence results which presuppose a family of finite N vortex gas tending as N → ∞ to a continuum Euler flow. That is, we start with the wellknown 2D Euler equations [3] , and pose the variational problem: It can be shown that this variational problem has a minimizer which has compact support. Based on this fact, we proved in [20] that this minimizer has radial symmetry and is the uniform vorticity on a disk of radius R.
In Lim and Assad [20] , it was shown by variational methods that the uniform vortex density of 2µ/(πβ) inside a disk of radius R = βΩ/(2µ) attains the lowest augmented energy in the Hilbert space of all bounded positive vortex density functions including non-axisymmetric ones. Here we present a simplified derivation of this radius relationship using a continuous vortex density model and assuming that the equilibrium distribution is a uniform density inside a circular disk of some radius R.
Derivation of R
For a fixed value of β and µ, consider instead of N point vortices, a continuous vorticity distribution defined by a vortex density function ρ(r, θ). Moreover consider such a vortex density ρ(r) that depends only on r. We wish to find a unique value of R that maximizes the Gibbs factor exp(−βH − µΓ). We have the moment of vorticity 5) and the kinetic energy of flow
If we consider the specific case of a uniform vortex density N πR 2 of total circulation N within a disk D R of radius R and zero density outside the disk, we get
and
In order to maximize the Gibbs factor, we need
and thus the relationship we want, namely
Since the total vorticity Ω = N λ where λ = 1 is the vortex strength of the N identical charges we get
Keeping in mind that the continuous vorticity model differs from the singular point vortex or Coulomb gas problem, the exact match between the expression (2.8) and the numerical results that we present below is remarkable.
Monte-Carlo results
The main numerical result is that for other O(1) values of β and µ, the vortex density is almost constant in a disk of radius R ∼ √ N and drops exponentially to zero outside [19] . The exponential drop becomes sharper when the value of β and µ increases. The Monte -Carlo simulations strongly suggests the relationship R = βΩ/(4πµ) between the radius of the support for the nearly uniform vortex density function, the total vorticity or charge Ω and the Lagrange multipliers in the problem. A Monte Carlo algorithm following the Metropolis rule is used to generate a Markov chain of states { s i }. A sweep in the Metropolis rule consist of N proposed displacements, where N is the number of vortices. The vortices were subjected to a proposed displacement in a fixed order. A proposed displacement consist of moving the vortex by a random fraction of a predetermined small distance, in a random direction. The change in the augmented energy ∆E = ∆H + (µ/β)∆Γ that this proposed move would cause was then calculated. The move is then accepted or rejected based on a randomly chosen number r uniformly distributed on (0, 1). If r < exp(−β∆E), the move is be accepted. Otherwise the move is rejected. The process was then repeated for the next vortex.
The experiments involve positive β, and the Metropolis rule will accept all moves that results in a lowered augmented energy. A move that results in a higher augmented energy might still be accepted based on the value of β as well as the random number r. We allow the vortices to equilibrate with the energy reservoir by allowing a preselected number of sweeps (20000) to pass. An ensemble of states were then gathered by sampling the distribution after every 50 sweeps for a total of 100000 sweeps.
In this section, we present the statistical results obtained using the Monte Carlo algorithm. 
Two layer quasi-geostrophic vorticity equations
In this section, we review the application of Monte carlo methods to the discovery of a power law for the radii of compact vorticity supports in an equilibrium statistical mechanics model of the two layer baroclinic point vortex model on an unbounded plane, also known as the Heton model [21] . This model was first derived by Stommel and Hogg [12] to model the transport of heat in deep open ocean convection events such as those in the Labrador Sea.
DiBattista and Madja [9] presents a comprehensive discussion on the two species point vortex model of the two layer quasi-geostrophic vorticity equations. In the Heton model, the rotating stratified fluid which is permitted to evolve in the unbounded f-plane, is partitioned into two slabs, each of constant depth, density and temperature. The reader is referred to several relevant papers for the geophysical origins of this theory: [10] , [12] , [13] , [11] , [15] , [57] , [16] , [17] , [18] .
In the same paper, the authors give the mean-field equations for the equilibrium statistics of the Heton model, which they solve numerically based on an iterative algorithm adapted from Turkington and Whitaker. To solve the meanfield equation in this setting, the domain needs to be finite, and suitable boundary conditions applied based on the known exact solution for the far-field stream function and potential vorticity.
The point vortex Monte Carlo method we present here, provides an alternate approach to solving the mean field equations. Using this approach, we can do away with any assumptions on the far-field stream function and potential vorticity. Our approach offers a very fast and efficient numerical method to solve these nonlinear elliptic PDEs without having to deal with complicated boundary conditions, numerical or otherwise.
The two layer quasi-geostrophic vorticity model give rise to the following conserved quantities:
q 1 (x) and q 2 (x) are the vortex density of the upper and lower layers respectively. We shall only consider positive vorticity, q i (x) > 0 for all x. ψ 1 and ψ 2 are the stream functions on the upper and lower layers respectively. They are coupled through the relations:
where ∆ denotes the horizontal Laplacian operator and F is related to the Rossby radius L ρ by
Conserved quantities (3.1) and (3.2) follows from the separately conserved circulation of each layer. The quantity H is the pseudo-energy of the vortex system. Γ is the angular momentum which is conserved as a consequence of the rotational invariance of the infinite plane.
The important role of angular momentum in the confinement of the baroclinic vortices to a bounded region, highlighted in [9] , is based on a rigorous mathematical result for the Heton Model in [18] , which gives as sufficient condition for boundedness of baroclinic vortex dynamics, the nonzero sum of the total circulations of the two layers in the model.
Point vortex model
To allow numerical simulations of the two layer quasi-geostrophic model, we need to discretise the vortex field. We represent q 1 and q 2 with N discrete point vortices in each layer. That is, there are 2N numbers of point vortices. N of them belongs to the upper layer, each with vorticity ω 1 = Q 1 /N ; and the remaining N to the lower layer, each having vorticity ω 2 = Q 2 /N . This representation automatically ensures that the total circulation of each species is separately conserved. Using point vortices to represent a continuous density distribution leads to a deltafunction like vorticity profile. The probability of locating a point vortex in a certain finite area near x can be interpreted as the vortex density q(x) in that area. And as N → ∞, we expect this density to converge to the continuous vorticity densities q 1 and q 2 .
The discretised version of the pseudo-energy (3.3) would be:
and that for the angular momentum (3.4):
In the above, the subscript i and j denotes vortices of upper layer while m and n denotes the lower layer. G B and G T are the Green's functions for the barotropic, (q 1 + q 2 ) /2 and baroclinic, (q 1 − q 2 ) /2 vorticity field respectively. They are given by [9] :
K 0 is the zeroth order modified modified Bessel function of the second kind.
Equilibrium statistical mechanics
¿From the point of view of equilibrium statistical mechanics, the point vortices can take any accessible configuration, but each with a certain probability. The probability of a 2N vortex configuration z N is given by:
β and µ are the Lagrange multipliers associated with the conservation of H and Γ respectively. When a vortex is located far from the origin, the quantity Γ ( z N ) becomes large. From (3.7) we see that although the probability of a vortex being found far from the origin is non-zero (except when µ = ∞), it is exponentially small. Since each vortex lives in a two dimension space, the whole model has 4N dimensions. To explicitly calculate the probability of each configuration z N we need to find the denominator of (3.7). This involves an integration over 4N dimensions. Instead, we proceed in a different direction. We use a Monte Carlo algorithm to generate a Markov chain of states. And from this finite collection of states, we deduce the equilibrium statistical properties of the model.
The implemented monte carlo algorithm is the standard Metropolis algorithm. The algorithm begins with 2N vortices, N of each type, placed randomly on the disc of arbitrary radius. The formulation of the model in terms of point vortices ensures the conservation of total circulation in each layer. While not strictly necessary, we set the number of vortices of species A equal to the number of vortices of species B in all the simulations. The simulation proceeds as follows.
Step 1: From the initial distribution, Z N , one vortex is picked randomly from the 2N vortices.
Step 2: This vortex is then displaced in a random direction by a fraction of a preset maximum displacement. We call this new distribution Z N . This small displacement would cause the vortex distribution to have a new augmented energy
Step 3: This new distribution will be accepted or rejected based on the following rule:
∆E is the difference of augmented energy between the new distribution and the old distribution. I is a uniformly distributed number between 0 and 1. If the new distribution is accepted, set z N = z N , and repeat step 1. Otherwise discard z N and repeat step 1 with a new random vortex and displacement. N cycles of the loop constitute one sweep. The loop is exited after a large enough predetermined number of sweeps is reached.
The initial distribution is allowed to evolve for 100000 sweeps to relax, after which the simulation is sampled after every 50 subsequent sweeps.
At each sampled configuration, properties of the N vortex configuration like its energy, angular momentum and radial distribution was measured. The mean radial distribution for the whole run is then obtained by taking the average over all the sampled configurations.
When doing physical experiments, the energy and angular momentum of the system is fixed (although it may be fluctuating with time). Then the Lagrange multipliers β and µ are measured using some measuring devices. With this values, the physical quantities associated with each multiplier, energy and angular momentum is inferred. However in doing Monte Carlo simulations, we proceed the other way round. These multipliers are fixed, and the energy and momentum of the system is the quantity that is measured directly.
In all the simulations, we have set the Rossby radius to one.
Positive β
We find that the two most probable vorticity profiles differ; on average they are not equally mixed. Species A is more concentrated in the central region, while species B shows a more flat profile. As λ B increases both vortex density profiles gradually flattens and its kurtosis approaches 1.8, the value for a uniform distribution. Furthermore, when λ A and λ B are fixed as β increases, the vortices of both species tends to a uniform distribution of the same height. Plotting the distance of the furthest vortex from the origin in the final vortex configuration against β for large values of β yields a power law for the radii of vorticity supports in each layer which is very similar to the one for a vortex gas in the unbounded plane.
We conclude with a few specific physical points which are worth following up in future works:
(A) For any fixed vortex strength ratio, the radial profiles of both species tend towards the flat-top uniform one as the positive inverse temperature increases.
(B) The power law of the radii of vorticity supports suggests that they are proportional to the square root of the product of the respective circulations with the ratio of inverse temperature to chemical potential
As a direct result, this extended power law for the radii allows us to simulate the Heton statistics in any disk, at all values of the energy and total circulations, provided we are free to choose the chemical potential.
(C) This power law for the radial extent of the cold temperature and potential vorticity anomalies confirms that in a preconditioned barotropic gyre with sufficiently strong cyclonic signature, the baroclinic cooling is localized in an unbounded open ocean. DiBattista -Majda discovered a length scale L A for the radial extent which is directly related to the angular momentum in the barotropic component, and to the β = 0 exact solution. Our power law with exponent 1 2 in the quantity β µ extends the relationship they found between L A and angular momentum, to the β > 0 region. Through the power law's dependence on total circulations, inverse temperature beta and chemical potential µ, we are able to predict the radial extent of the equilibrium cold temperature and potential vorticity anomalies as a function of the mean kinetic energy and mean baroclinic angular momentum in the localized open ocean convection site. These quantities can be related back to the meteorological conditions that preconditioned the ocean site, such as the wind stress that caused the cyclonic gyre, and the cold air reservoir for potential vorticity anomaly. In short, the doubly -canonical Gibbs ensemble used in the DiBattista -Majda model is optimal for the modeling of the most probable localized response of a stratified rotating flow interacting with a heat bath and an angular momentum reservoir simultaneously.
Nearly parallel Vortex filaments
Like topic 2 on the statistics of the Heton model, the equilibrium statistics of nearly parallel filaments is a statistical vortex model in 2.5D. Although the origin of the model is the 3D Navier Stokes equations, the assumption of nearly parallel vortex filaments means that the vorticity field is nearly two dimensional. This dynamical model is governed by a nonlinear Schrodinger equation (NLS) in the displacement X(σ) where the linear part is given by the second partial derivative of X(σ) with respect to the arc-length parameter along a filament, and the nonlinearities are essentially the averaged interactions between N planar vortices:
represents the position in the plane of the ith filament, the parameter σ is the position along the filment; Γ j is the circulation; α j is the core structure, N is the number of filaments, and
Filaments are periodic, and, to simplify, Γ j = 1, α j = α [62] .
From the point of view of quantum path-integral techniques [2] , the nearly vortex filament model provides an exciting application of quantum methods to a well-known problem in classical physics. From this same viewpoint, the quantum mechanics of a single particle or a Bose-Einstein condensate is translated into the more tractable model of a virtual gas of polymer rings where the beads of a given ring (representing a boson in different time slices) interact through a virtual quadratic spring-mass law. And at each time slice, all beads on the different rings that are in the same time slice interact through a nonlinear potential. The quantum path-integral Monte-carlo algorithm simulates the equilibrium statistics of this virtual gas of polymer rings with the important additional move of cutting and rejoining the polymer rings under an action of the permutation group S N .
From the point of view of nearly parallel vortex filaments, we forego this last additional move of cutting and rejoining the polymers, and we treat the filaments as polymer chains with periodic displacements X(σ) instead of polymer rings. Then in the broken path model in Lions and Majda [62] , which approximates the full nearly parallel filament model, the linear part of the NLS, X (σ), takes the form of a self-interaction term in the corresponding Hamiltonian,
where δ is the length of each sement, x i are the positions of the filaments in the x-y plane, M is the number of segments, and L is the length of each filament. This self-induction is quadratic in the separation |X k (j + 1) − X k (j)|, and the nonlinearity in the NLS is now given at each segment j, by the standard N − body interactions with the segments j of the remaining N − 1 paths.
The self-interaction term in the Hamiltonian drives a constrained random walk for each segment of each path, where a limiting box is used to restrict the allowed Monte-Carlo moves to within a maximum displacement from the free but periodic end-points of the paths. This device essentially enforces the condition of nearly parallel filaments. The interaction term in the Hamiltonian H N acts much like a 2D N vortex term. The combined action of H N in an equilibrium Gibbs canonical ensemble is expected to integrate in an elegant way, a Brownian motion component acting on each point vortex (idealization of a nearly straight filament) with the deterministic nonlinear convection component from the interacting planar vortices.
But before we can make any useful comparisons with Chorin's vortex method for slightly viscous 2D flows, we need to impose a constraint in the canonical Gibbs ensemble. Indeed, for the thermodynamics of nearly parallel filaments to be well-defined, they must have compact support in planar cross-sections. This can be easily achieved because the generalized moment of vorticity or angular momentum functional is in fact conserved by the NLS dynamics. Addition of this angular momentum constraint will encourage the free (with periodic end-pts) filaments to have compact support in planar cross-section. This then is the Gibbs ensemble that was simulated by the path-integral Monte-Carlo method in our paper [60] .
Monte Carlo Setup
To speed up Monte Carlo simulations, we used the multilevel, bisection algorithm of Ceperley [2] to change the internal configurations of the filaments in combination with small, random movements of the endpoints. A coin flip determines which type of move is made.
In the multilevel algorithm, several different levels of moves are executed in series. In the first level a random point is chosen within a Gaussian box centered midway between the endpoints. The Gaussian box is distributed according to
where j is the filament, X 0 is one endpoint and X m is the midpoint. This sampling exactly models the free particle case, allowing for faster convergence. (Here our notation differs from Ceperley in that we remove β from our path integrals, using δ = 1/M rather than τ = β/M .) The next level chooses points between the midpoint and each of the endpoints in the same way and so on, with a smaller and smaller box, until a fixed number of levels is reached. At each level k the Gibbs ensemble is evaluated and the move is accepted with probability,
where s is the old state, s is the new one, and
recalling that each level has 2 k segments [2] . If all moves are accepted then the new state is kept, otherwise all the levels are rejected. This algorithm allows us to reject moves early and avoid evaluating the full path Gibbs ensemble. The overall acceptance probability is the telescoping product of the A k 's. Therefore,
where G is the Gibbs ensemble for the last level. This probability clearly satisfies detailed balance.
Numerical results
In our simulations we ran 20000 steps with β = 10, µ = 10, α = 1, L = 20, N = 50, and M = 17 (that is, four levels). The example in figure 4.1 shows how the vortices settle into a uniform circle, while the same paths, shown in perspective (4.2), indicate the fluctuations due to self-induction [60] . 
where w is 2D brownian motion and R is the Reynolds number. The key concept here is that the viscosity can be modeled by giving particles random pushes of the right amplitude ( 2/R) [1] . While models have been proposed that attempt to simulate this by alternately simulating convection in one step and viscosity in the next [61] , our filament model effectively simulates both simultaneously (if the z-axis is taken as time) for the special case where very little relative motion occurs in the system.
Concluding remarks
It is clearly impossible to give a comprehensive review of the mature field of vortex statistics and dynamics in 25 pages (within the context of a one hour lecture). Instead, we have discussed in a unified way, several strands of recent and current research on inviscid vortex statistics and connected them to other current efforts on for example, invariant measures for the damped-driven Navier-Stokes equations, steady-states of the Euler equations, and the Principle of Minimum Enstrophy for damped periodic 2D Navier -Stokes flows. Two common themes arise in this review. They are, (A) the success of robust Monte-Carlo methods in uncovering interesting physics and mathematics, and (B) the empirical discovery that in 2D and 2.5D inviscid vortex statistics, thermal equilibria associated with minimizers of the free energy (as stated in Planck's famous theorem on thermodynamics) are closely approximated by dynamic equilibria corresponding to minimizers of the energy, not only for near zero statistical temperatures, but also for O(1) finite temperatures. The practical conclusion from this empirical paradigm is that, one could replace the hard variational problem of optimizing the free energy with the easier problem of minimizing the energy.
