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of  critical  importance  to  obtain  representative  values  of  fuel  consumption  and  emissions  rates  that 
accurately  represent  the  vehicle  behavior  for  varying  vehicle  operation.  Unfortunately,  fuel 
consumption and emissions are often only known for a few test cycles which generally represent limited 
types  of  vehicle  activity.  It  is  known  that  distance‐specific  emissions  and  vehicle  fuel  consumption 
strongly depend on the vehicle activity and this dependency causes difficulties when trying to estimate 
fuel consumption and emissions over different vehicle activity than the original test cycle(s). The central 




activities  in  order  to  predict  fuel  consumption  and  emissions  over  “unseen”  driving  cycles  or  in‐use 
routes. The proposed modeling approach and method evaluation provides accurate oxides of nitrogen 
and  fuel  consumption  inventory  data  estimations  for  diverse  vehicle  operation  using  either  chassis 
dynamometer  or  in‐use  data  collected with  portable  emission measurement  systems.  The  predictive 
accuracy  of  the  in‐use  model  was  improved  when  using  grade‐related  metrics.  Fuel  consumption 
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Heavy‐duty diesel engines are  the primary power source  in  the United States  (US), and elsewhere,  to 
move  goods  and  services.    Although  these  engines  provide  the  means  for  economic  growth  and 







duty  (HD)  vehicles1  represents  26  percent  of  all  US  liquid  transportation  fuels  consumed  and  has 
increased more rapidly than consumption by other sectors (NRC, 2010). 
  
The  Energy  Independence  and  Security  Act,  Section  108,  was  passed  in  2007  and  requires  the  US 
Department  of  Transportation  (DOT),  for  the  first  time  in  history,  to  establish  fuel  consumption 
standards  for MD and HD vehicles.  In December 2009,  the US Environmental Protection Agency  (EPA) 
formally declared that GHG emissions endanger public health and the environment within the meaning 
of  the  Clean  Air  Act,  a  decision  that  compels  EPA  to  consider  establishing  first‐ever GHG  emissions 
standards  for new motor vehicles,  including MD and HD vehicles  (NRC, 2010). The  trucks, buses, and 
work  vehicles  included  under  this  regulation  are  the  fastest‐growing  contributor  to  the  transport 





duty passenger vehicles and  light‐duty  trucks  (Classes 1 and 2a) have a GVWR  less  than 8,500 pounds and are 
covered by  the GHG and Corporate Average Fuel Economy  (CAFE) standards. The remaining classes  (Class 2b  to 
Class 8,  see Table 1) are  the  subject of upcoming  regulations and  for  the purposes of  this document,  the  term 
medium‐ and heavy‐duty  (MD and HD) will be used for them. Note that a different classification by EPA may be 





It  is necessary  to consider how  fuel consumption and GHG emissions  for MD and HD vehicles can be 
regulated. These vehicles are used in almost every sector of the economy, in a large number of different 





configurations  and  duty  cycles  would  inevitably  lead  to  the  use  of  computer  simulation  as  a  cost‐






prediction  of  MD  and  HD  vehicle  fuel  consumption  and  emissions  during  operation  over  new  or 
“unseen” vehicle activity based on fuel consumption and emissions data which had been gathered from 
operation on known chassis dynamometer cycles or  in‐use  routes data. Statistical properties of  those 
cycles or routes (statistical descriptors of vehicle activity) were used. The technique focused on defined 
properties and their relationship to fuel consumption and emissions to develop predictions from a more 





The  following  sections discuss  issues  regarding MD  and HD  vehicles  emissions  and  fuel  consumption 







When  developing  fuel  consumption  and  emissions  models,  it  is  of  critical  importance  to  obtain 
representative data  that  accurately  represent  the  vehicle behavior  for  a particular  vehicle operation. 
Unfortunately, fuel consumption and emissions are often measured using only a few test cycles which 
represents  only  a  few  average  speed  and  specific  types  of  activity.  Engine  operation  envelopes  and 












computational  fluid  dynamics  (CFD)  model  with  full  emissions  modeling  could  provide  detailed 
emissions information but is computationally expensive and not a mature technology that lends itself to 
the modeling  required  as  a  regulatory  tool.  Simulations  using  complete  vehicle models may  be  too 





model based upon specific  input parameters for which data may not  likely to be readily available,  it  is 
important  to  seek  surrogate variables  that are  related  to  the key physical variable of  interest but  for 





From  a  regulatory perspective, one desirable  approach  to MD  and HD  vehicle  fuel  consumption  and 
GHG emissions testing would be to use the same test cycles to test all the vehicles, regardless of type, 
and using an appropriate weighting method  to project  fuel  consumption and emissions over a wider 
envelope of vehicle activity. This would be similar to current EPA fuel economy and emissions testing of 
light‐duty vehicles, which uses five different test cycles to determine City, Highway and combined fuel 






for  MD  and  HD  vehicles.  If  weighing  factors  are  to  be  applied  to  estimate  fuel  consumption  and 





appropriate  selection  and  weighing  of  test  cycles)  in  mind,  this  dissertation  proposes  a  modeling 
framework  that allows prediction of  fuel consumption and emissions over a wide envelope of vehicle 
activity based on measurements over a few predetermined test cycles, using simple but robust  inputs, 














The central hypothesis of  this proposed  research  is  that  the  relationship between vehicle activity and 
emissions  can be modeled  through  the use of  chassis dynamometer  driving  cycles’ or  in‐use  routes’ 
properties. The underlying assumption is that fuel consumption and emissions vary in the same way as 
the driving cycle or  in‐use route properties. These properties are related to the power consumption of 
the  vehicle  via  the external  loads placed on  the  vehicle, and  can be used  for  calculating  appropriate 
linear  combination weights  for  different  vehicle  activities,  in  order  to  predict  fuel  consumption  and 
emissions over new or “unseen” driving cycles or in‐use routes.  
 
This  research was based on a modeling methodology  to predict  fuel consumption and emissions over 




objective  also  includes  a  variability  analysis  of  the  input  parameters  used,  and  a  sensitivity 
analysis of the modeling methodology. The outcome of this objective provided a starting point 
for further development of the model. 















and  the  in‐use  routes  used  in  this  study,  respectively.  A  decision‐making  structure  (flowchart)  is 
presented in Appendix D as a reference guide for application of the modeling methodology. 
 
Please  note  that  while  the  general  terms  emissions  and  GHG  emissions  are  used  throughout  this 
document, only carbon dioxide (CO2) (as a surrogate for fuel consumption) and NOx are examined in this 







testing  requirements. A  limited number of baseline  test  cycles would be  sufficient  to predict 
emissions and fuel consumption for a broad range of vehicle activity. In this way, a unique set of 
driving cycles can be used by regulatory agencies to test different configurations of MD and HD 
vehicles,  and  then  apply  a different weighting of  the emissions  and  fuel  consumption  results 
depending on vehicle vocation.  
• Another  contribution  of  this  proposed  research  is  broadening  the  application  level  of  the 
methodology by assessing its use with in‐use data gathered with PEMS. This can generate a new 
approach  for  local  emissions  inventory  allowing  users  to  access  real‐world  emissions  from  a 
vehicle  that  is operated over a  roadway  route  that may be very different  from  the  schedules 
used for initial emissions and fuel consumption characterization.  
• Metrics were developed to include directly measurable parameters to capture the dependence 







Vehicle  fuel  consumption  and  engine  out  NOx  emissions  are  directly  related  to  the  vehicle  power 
consumption which depends heavily on the speed time trace or cycle under which the vehicle has been 
driven.    Other  regulated  emissions  for  MD  and  HD  engines  include  carbon  monoxide  (CO),  total 
hydrocarbons  (THC)  or  non‐methane  hydrocarbons  (NMHC),  and  total  particulate matter  (TPM)  and 
these  emissions  species  generally  are  more  dependent  on  transient  engine  activity.  It  is  therefore 










expected to account for 73% of total  liquid fuel consumption  in 2035. Heavy truck fuel consumption  is 
expected  to  increase  23%  between  2009  and  2020  because  of  economic  growth  drivers  for  freight 
transportation  (EIA 2011).   Because of  the energy density  that petroleum  fuels provide,  there are no 













combination  tractors  used  for  freight  transportation  can  travel  more  than  150,000  miles  per  year 
carrying up to 50,000 lb of payload (EPA, 2011). In between those classes, one can find a wide range of 
applications or vocations  including shuttle vans, delivery trucks, transit buses and refuse trucks. Usage 
pattern also  contributes  to  fleet diversity. For example, Class 8  combination  tractors may operate as 
short‐haul,  typically  into metropolitan areas or as  long‐haul  travelling  longer distances between cities 
and states. 
 
The  US  Energy  Information  Administration  (EIA,  2011)  estimates  that  Class  2b  vehicles  achieved 
approximately  14.5  to  15.6 mpg  in  2010, Class  3  to  6  vehicles  achieved  about  7.9 mpg,  and Class  8 
freight hauling trucks achieved approximately 6.1 mpg.  Note that fuel economy in units of distance per 
unit  volume  of  fuel  consumed may  not  sufficiently  describe  a  vehicle’s  vocation  and  that  a  further 




Class  Applications Typical Payload (lb) GVWR (lbs) 
2b  Large Pick‐Up, Utility  Van 3,700 8,501‐10,000 
3  Utility Van, Mini‐Bus 5,250 10,001‐14,000 
4  City Delivery, Large Walk‐in 7,250 14,001‐16,000 
5  City Delivery, Large Walk‐in 8,700 16,001‐19,500 
6  City Delivery, School Bus 11,500 19,501‐26,000 
7  City Bus, Tractor‐Trailer 18,500 26,001‐33,000 





































































power  requirement  for a given vehicle can be calculated  from  the  road  load equation which  includes 
rolling resistance, aerodynamic drag, road grade and  inertial power required to accelerate the vehicle. 
Equation 1 shows the road  load equation where P represents the propulsion power demanded by the 
vehicle  at  the  drive  wheels,  m  is  the  mass  of  the  vehicle,  µ  represents  the  coefficient  of  rolling 





4 The  rolling  resistance coefficient µ  is affected by many parameters  including vehicle speed,  tire structure,  tire 
material, wear, temperature, inflation pressure and load, aspect ratio and radius, road conditions, side slip angle, 
and  tractive and braking  forces  (Genta et al, 1997). The  tire  rolling  loss  force  is both elastic and hysteretic. The 
rubber compounds in the tire are subjected to deformations and dissipate energy into heat causing the tire to heat 
up.  To overcome this loss of energy, additional fuel must be consumed. 





























by  adding  an  equivalent mass  to  the  vehicle’s  total mass  but  has  been  neglected  here  since  it was 
assumed to be approximately 5% contribution6 (Giannelli, et al., 2005).  
 
Usually, chassis dynamometer  testing  is executed assuming  level grade neglecting  the contribution of 
road  grade.  Most  of  the  chassis  dynamometer  test  cycles  do  not  include  road  grade.  When  the 
simulated terrain  is flat, the dynamometer will pose a  load on the vehicle simulating aerodynamic and 
rolling  resistance, while  flywheels can simulate vehicle  inertia. During acceleration  the  inertial masses 
load  the drivetrain and  they provide motoring while decelerating.  If grade  is  to be  included, a similar 
way  of  storing  and  releasing  energy  should  be  considered.  The  dynamometer  should  have  enough 
capacity to provide the retarding and motoring loads associated with the grade. 
  





൅ ܸ݉݃ݏ݅݊ߠ                    (1) 
 
The contribution of each major element of the road load equation to the overall vehicle power demand 
will  change  based  on  the  duty  cycle  or  in‐use  activity.  For  example,  Table  2  shows  the  percentage 
contributions of  rolling  resistance, aerodynamic drag,  inertial power, and grade  for  the  in‐use  routes 
considered  in  this  study7. Only positive  accelerations  and  grades were  considered  for  the  calculation 
since  decelerations  and  downhill  slopes were  assumed  to  be  “closed  throttle”  operation with  zero 
fueling and hence zero emissions. On average, the contributions are ranked in the following order: road 
grade (36.3%), inertial power (24.7%), rolling resistance (24.1%), and aerodynamic drag (14.9%). Rolling 














Rolling Aerodynamic Inertial Grade 
WashPA2  25.8 11.1 26.6 36.5 
WashPA1  24.5 8.0 31.4 36.0 
BM2Sab  24.3 14.3 24.2 37.2 
Sab2BM  21.1 13.1 19.7 46.1 
Sab2SW  22.2 17.4 26.1 34.3 
SW2Sab  23.3 18.3 25.9 32.4 
WashPA3  27.6 22.2 18.9 31.4 
AVERAGE  24.1 14.9 24.7 36.3 
COV (%)  8.3 29.7 16.2 12.3 
 
2.3 Cycles and Routes 
A drive or  test cycle can be defined as a prescribed speed  trace  that  the vehicle must reproduce as a 
function of time. A cycle has defined test duration and target distance, and  it may or may not  include 
grade. A different kind of  schedule  is a drive  route which  is distance based,  similar  to how a vehicle 
would be driven  in the streets or on a test track (Nine et al., 1999). A route has defined total distance 







(or  route) will  have  a  significant  effect  on  vehicle  performance.  A  vehicle’s  fuel  efficiency  is  highly 
dependent on duty cycles or activities (Clark et al., 2002a). Emissions results from chassis‐dynamometer 
testing represent specific driving conditions set by the test schedule (speed‐time or speed‐distance) and 
are not easily extrapolated  for other drive  cycles  (Cappiello et al., 2002).  For example, McKain et al. 







average  velocity,  standard  deviation  of  velocity,  average  acceleration,  and  stops  per  distance.  These 
metrics provide some  information that the speed‐time trace cannot give by  itself. The most  important 
metric  to  analyze  fuel  consumption  and  emissions  is  believed  to  be  average  velocity,  because  in 
Equation 1 velocity appears  in each term.   Average velocity  is a robust  indicator of the type of activity 
exhibited during a given  cycle. A  low average velocity may  represent a very  transient cycle  similar  to 








values of  its extensive properties would be doubled. On  the other hand,  intensive properties do not 
depend on the size. The objective of this study was to predict fuel use or emissions in time‐specific units 
of  grams  per  second  and  hence  only  intensive  properties  were  used  in  this  study.  An  equivalent 
approach  would  be  to  use  extensive  cycle  properties  to  predict  fuel  use  or  emissions  in mass  (an 
extensive property), rather than mass rate.   
 
Cycle properties  are  also used  in  test  cycle development. Data  collection  is performed by measuring 
driving  patterns  in  the  field  (target  data)  and  the  objective  is  to  develop  a  test  cycle  to  represent 






In  the  US,  engines  for  on‐road,  HD  vehicle  automotive  applications  are  certified  over  the  engine 
dynamometer‐based  Federal  Test  Procedure  (FTP).  For  the  purposes  of  regulation,  emissions  are 
measured  in energy‐specific units such as grams per brake horsepower‐hour (g/bhp‐hr). Brake‐specific 
units represent a measure of work performed, so expressing emissions in this way allows comparison of 






proven  to  reduce  engine‐out  PM  levels  by  over  90%  (Hiranuma  et  al.,  2003).  The  0.2  g/bhp‐hr NOx 
standard  is  being  met  with  the  implementation  of  advanced  combustion  control,  exhaust  gas 
recirculation, and or selective catalytic reduction (SCR) urea injection systems. 
 
For HD  engine  emissions  certification, only  the  engine,  separate  from  the  vehicle,  is  tested using  an 





















1988  15.5  1.3 10.7 0.60 
1990  15.5  1.3 6.0 0.60 
1991  15.5  1.3 5.0 0.25 
1994  15.5  1.3 5.0 0.10 
1998  15.5  1.3 4.0 0.10 
2004A  15.5  1.3 0.5 2.5B 0.10 
2007  15.5  0.14 1.2‐1.5C 0.01 





In  August  2011,  the  EPA  and  the  NHTSA  finalized  the  first‐ever  program  in  the  US  to  reduce  GHG 





• Class 7 and 8  tractor  trucks:  tractor manufacturers would be  required  to certify  their vehicles 
using Greenhouse gas Emission Model (GEM) simulation model, and would be required to install 






use  chassis  dynamometer  for  certification  of  these  classes  as  complete  vehicles  in  a  fashion 
 16 
 
similar  to  light‐duty  passenger  vehicle  GHG  and  CAFE  program8.  There  will  be  no  separate 
regulation for their engines.  
• Class  2B‐8  Vocational  Vehicles:  This  category  includes  the MD  and HD  vehicles  that  are  not 
classified as a  tractor or HD pickup or van and  include bucket  trucks, urban delivery vehicles, 
refuse trucks, and buses.  As with the tractors, separate vehicle and engine standards exist, and 
the GEM  software will  be  used  for  vehicles.  The  engine  regulation  for  vocational  vehicles  is 





uses miles per gallon  (mpg). This measure  is not  the appropriate measure  for MD and HD vehicles. A 
partially loaded vehicle would consume less fuel per mile than a fully loaded one, but this would not be 
an accurate measurement of the fuel efficiency of moving goods (or passengers). However, normalizing 
fuel  consumption  by  the  payload  and  using  the  calculation  of  gallon/ton‐mile  (load  specific  fuel 
consumption  (LSFC))  the  fully  loaded vehicle would have a much  lower LSFC  than  the partially  loaded 
one, reflecting the actual ability to accomplish the task. 
 
As mentioned  in the previous chapter, current EPA HD certification  focuses on criteria pollutants  (i.e., 
NOx, PM, NMHC, CO) emitted from engine tests rather than from chassis tests. The testing burden from 
a  small number of engine  configurations  is manageable  from  a  compliance  and  certification point of 
view.  In  order  to  extend  the  certification  to  the  full  vehicle  level,  however,  there must  be  another 
approach  other  than  full  vehicle  testing  for  every  potential  vehicle  configuration.  Because  of  the 
multitude of truck combinations and applications, the agencies decided that manufacturers must certify 
                                                            
8  Fuel  economy  results  from  the  light‐duty  FTP  (city)  and  the HFET  (highway)  are  combined  to  determine  the 
vehicle’s fuel economy to be used for Corporate Average Fuel Economy (CAFE) using the following equation 







9 Vocational vehicles would be  required  to meet  their  respective standards based on  the heavy‐duty FTP  rather 
than the steady‐state SET test cycle.  







assessment and would reduce the potential  testing burden  incurred by  this broad and diverse market 
sector to a manageable level (Lee et al., 2011).  
 
Engine  testing  for compliance with GHG and  fuel efficiency  regulations will occur simultaneously with 
testing for criteria pollutants. Three more pollutants: CO2, methane (CH4), and nitrous oxide (N2O), must 
be measured and  reported11. Engines will be categorized as  light‐heavy  (Classes 2B‐5), medium heavy 
(Classes 6 and 7), and heavy‐heavy  (Class 8) based on  the vehicle class  in which  they are going  to be 
used (EPA and NHTSA, 2011). 
2.7 Emission Modeling Techniques 
To  assess  air  quality  benefits  of  transportation  control  and  emissions  regulation,  researchers  and 
regulators need accurate methods of predicting emissions  from  the current on‐road vehicle  fleet and 
the ability  to  track  changes  to  the emission  inventory. Emission models  can be  categorized based on 





In  the US,  the procedure  for estimating vehicle emissions  for a  fleet of heavy‐duty vehicles has  relied 
traditionally  on  mobile  source  emission‐factor  models  such  as  US  EPA’s  MOBILE  and  California  Air 
Resources Board’s EMFAC. These models,  along with  the COPERT model developed by  the European 
Environmental  Agency  (Ntziachristos  and  Samaras,  2000),  are  classified  as  macroscopic  emission 
models.  Emission  factors  in  distance‐specific  units  such  as  g/mile  (calculated  from  engine  emissions 
certification data  in energy‐specific units of g/bhp‐hr) are multiplied by  the activity variable of vehicle 
                                                            





miles  traveled  (VMT)  to predict  the  amount of emissions  that will be  associated with operation of  a 




formation.  An  important  drawback  of  the  average  speed methodology  is  that  instantaneous  speed 
fluctuation plays a great part in the resulting emissions generation. For the same average speed, one can 
observe  widely  different  transient  operation  (number  and  magnitude  of  accelerations  and 
decelerations),  each  resulting  in  very  different  fuel  consumption  and  emission  levels. The  extent  of 











Microscopic models  aim  to  provide  a more  precise  description  of  vehicle  energy  consumption  and 
emissions  production  by  relating  them  to  vehicle  operation  during  a  series  of  short  time  steps  (i.e. 
second by  second). This approach  takes  into account  the  transient operation of vehicles, which helps 











When  developing  microscopic  models,  correct  time  alignment  of  instantaneous  power  and  the 






Microscopic models can be classified  into activity‐based models,  regression‐based models,  load‐based 
models  and  non‐linear  models.    Various  approaches  exist  for  the  prediction  of  heavy‐duty  vehicle 
emissions and are discussed next. 
2.7.2.1 Activity Based Models (Speed‐Acceleration Binning) 
Activity based models are based on emission maps  that contain  the average emission  rates  for every 
combination  of  speed  and  acceleration  in  the  driving  cycle  used  for  the  emission  test.  For  a  given 




Kern  (2000) used data collected by West Virginia University  (WVU)  transportable  laboratory  to obtain 
emissions factors in distance‐specific units (grams per mile).  Emissions were then categorized by vehicle 




Clark et al.  (2003) used data  from WVU  transportable heavy‐duty  chassis dynamometer  to  create an 
instantaneous  emissions model using  a  speed‐acceleration binning  technique.  The  research provided 
tabular  factors  for use with vehicle activity  information  to describe  the  instantaneous emissions  from 







Weinblatt et al.  (2003) presented a procedure  for estimating  the emissions of HD vehicles combining 
second‐by‐second  speed  and  acceleration data  from  in‐use operation with data on  average emission 
rates. Validation  tests provided NOx differences of only  two  to  four percent between measured  and 
predicted values  for urban operation. NOx emissions estimates predicted using  study  results  for  rural 





Gajendran  (2005) studied  the effects of various parameters  (driving schedule, vehicle weight, and off‐




considered.  A  drive  cycle with  high  average  speed  (Inventory  Highway  Cycle  at  36.94 mph  average 
speed) was developed to extend the database which was limited on high speed information.  
 
Frey  et  al.  (2008)  developed  a  methodology  for  estimating  roadway  link‐based12  emission  rates  to 
evaluate  the effects of  vehicle  activity  and operation on emissions  from heavy‐duty  trucks. A  speed‐
acceleration modal emission  approach was developed  from  a database  gathered  via PEMS  for  single 
rear‐axle  and  tandem‐axle  dump  trucks.  Speed  profiles were  categorized  by  facility  type  (arterial  or 
freeway) and link mean speed. Five acceleration ranges and 13 speed ranges were constructed from the 
database.  Idling  was  categorized  as  a  separate  mode.  Modal  average  emission  rates  were  then 
estimated by using second‐by‐second PEMS measurements. Link‐based emission rates were estimated 
by averaging emission rates for all links on the same roadway type and across all speed profiles within a 
pre‐specified  range of  link mean  speed.  Link emission  rates were estimated  as  shown  in Equation 2, 
where i=speed‐acceleration mode index, j=link index, k=speed profile run index, ti,j,k=time spent in speed 
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The modal approach was compared with results from the MOBILE6 model for a range of average speeds 
on different roadway types. The results  indicated that NOx emission rates appear to  increase with  link 














vehicle  is  travelling  uphill,  the  acceleration  is  usually  low, while  the  axle  power  demand  is  high  as 
compared to the vehicle travelling on level ground. The full‐power emissions data that are gathered on 
the dynamometer are generally at high accelerations. This means  that  the predicted emissions of  the 
vehicle ascending  the grade will be  lower  than  the actual emissions produced. This will hold  true  for 
emissions species that correlate well with axle power, such as CO2 or NOx (Clark et al., 2003). Likewise, 
the  emissions  predicted  when  the  vehicle  descends  a  hill  will  be  higher  than  the  actual  emissions 







explanatory variables. These models overcome  some  limitations of  the emission maps  (activity‐based 
models), such as sparseness and non‐flexibility, but can lack a physical interpretation and can also over 
fit  the  calibration data as  they  typically use a  large number of explanatory variables  (Cappiello et al., 
2002).  
 
Ramamurthy et al.  (1998) used an approach where emissions data were  related  to  the  instantaneous 
power  output  from  the  vehicle  rear  axle.  Instantaneous  chassis  dynamometer  emissions  data  for  a 
particular vehicle were processed to yield the instantaneous emissions mass rate in grams per second as 
a  function of  a  single  variable: drive  axle power. Before  attempting  correlation,  a  time  alignment or 
shifting  between  the  emissions  and  axle  power  data  was  performed.  The  researchers  found  the 





and  emission  rates  for  LD  vehicles  and  LD  trucks.  Instantaneous  vehicle  speed  and  acceleration 
measurements were used as explanatory variables. The  statistical  results  indicated a good  fit  for  fuel 
consumption estimates (R2=0.99), an average fit for NOx estimates (R2=0.80), and a relatively poor fit (R2 
below 0.75)  for HC and CO emission estimates. The model was enhanced by  separating positive and 




model was  based  on  regression with  numerous  polynomial  combinations  of  speed  and  acceleration 
levels.  Specifically,  linear,  quadratic,  cubic,  and  4th  power  terms  of  speed  and  acceleration  were 
examined using chassis dynamometer data collected at the Oak Ridge National Laboratory (ORNL). The 





a  few driving cycles because  it  is difficult to cover the entire vehicle operational envelope with only a 
few driving cycles. 
 
Krishnamurthy  (2006) used Multivariate Adaptive Regression Splines  (MARS)  to predict NOx emissions 
for heavy‐duty diesel engines using  inputs  from  the electronic control unit  (ECU) broadcast.   The ECU 
parameters  used  were  engine  speed,  engine  torque,  injection  timing,  fueling  rate,  manifold  air 
temperature and pressure, and coolant and oil temperatures. NOx data were collected with the on‐road 






the  physical  phenomena  that  generate  emissions.  These  models  incorporate  a  detailed  physical 





al.  (2002)  developed  a model  of  a  HD  vehicle  driveline with  automatic  transmission  for  estimating 
engine speed and  load from vehicle speed. The model was validated using both chassis dynamometer 
and  engine  dynamometer  emissions  tests.  A  load‐based model  using  engine  test  data was  used  to 
predict chassis dynamometer NOx, PM, CO and HC emissions. The researchers found that NOx emissions 
were proportional to engine power on a second‐by‐second basis. HC emissions were not well predicted 




Barth  et  al.  (2004)  created  the  Comprehensive Modal  Emissions Model  CMEM  at  the  University  of 
California,  Riverside.  They  developed  a  HD  diesel  truck  model  that  used  a  parameterized  physical 
approach  in  which  the  entire  emissions  process  was  broken  down  into  different  components  that 
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correspond  to  physical  phenomena  associated with  vehicle  operation  and  emission  production.  The 
modal instantaneous emission model used a power‐demand approach that incorporated grade, variable 





engine  friction  factors).  A  total  of  31  static  parameters were  needed  for  the  different  sub models. 
Depending on the specific parameter, the values were determined either directly from measurements or 
















as a  function of  the power demand  for given  transit bus activities and environmental conditions. The 
approach made  use  of  vehicle  specific  power  (VSP)  (tractive  power  per  unit mass  of  the  vehicle),  a 
variable that is highly correlated with vehicle emissions and was originally reported by Jimenez‐Palacios 
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Zhai et al.  (2008) used VSP modes  to estimate  roadway  link average emission  rates  for diesel‐fueled 
transit buses based on  link mean  speeds  from data gathered by a PEMS. Validation of VSP modeling 
approach  for CO2  resulted  in  individual errors  from  ‐16%  to 24%, and  from  ‐29%  to 104%  for NOx, a 
substantial  inter‐vehicle  variability.  VSP  modal  average  emission  rates  and  the  time  spent  in  the 
corresponding VSP modes were used to make aggregate estimates of total and average emission rates 
for a  road  link. The authors  reported  fleet emission estimate errors of 2% and 17%  for CO2 and NOx, 
respectively. Some studies have  indicated that a bias  is  likely when using VSP as the only parameter of 
driving  conditions  to  simulate  vehicular  emissions,  particularly  under  high‐  or  low‐speed  driving 
conditions  (Wang  and  Fu, 2010).  In  addition, VSP  alone  cannot directly  correlate with  transportation 
demand models which usual output is average speed. 
2.7.2.3.1 Dynamic Vehicle Simulators 
Dynamic  vehicle  simulators  are  systems‐based  models  that  represent  all  vehicles’  components  and 
interactions.  ADVISOR  (Wipke  et  al.,  1999)  and  PSAT  (Karbowski  et  al.,  2010)  have  been  used  for 
modeling  energy  consumption  and  emissions. Driving  schedules  are  input  to  these  tools  to  simulate 









road  Peterbilt  tractor  truck with  a  410kW  1996 Caterpillar  3406E non‐EGR  engine.  Figure  5  shows  a 
schematic of a vehicle model in PSAT. Fuel rate was predicted by using a lookup table in terms of engine 
torque and engine speed. NOx emissions were predicted as a function of engine power, speed, torque 
and  their  derivatives.  The  model  was  validated  against  actual  test  data  showing  results  within  5% 
relative error. These full system simulations models are ideally suited to development of hardware and 
control  systems  (Simpson,  2005).  However,  these  models  require  component  models  (e.g.  control 
strategy,  engine  model,  fuel  maps,  emissions  maps,  transmission  model)  in  order  to  simulate 
performance.  The  availability  of  detailed well‐validated  component  performance maps  is  somewhat 
limited.  These  performance maps  are  usually  produced  through  steady‐state  testing,  requiring  a  fair 
amount of testing time and resources to be developed. Due to their steady‐state nature, some models 
are  not  useful  to  simulate  dynamic  effects.  Other  issues  of  these models  include  the  need  to  buy 
specialized software and their computational  intensity  (especially when many vehicles or technologies 














Some models  do  not  normally  include  a model  of  the  driving  pattern  and  therefore  cannot model 
dynamic effects  that would easily be  reproduced with a driving  cycle,  for example Sovran and Blaser 








consumption  and  emissions  factors.  The  matching  procedure  involved  finding  the  combination  of 






do  not  need  to  be  known.  They  reported  average  absolute  relative  errors  for  gasoline  and  diesel 
passenger vehicles of 42% for CO, 8% for CO2 and fuel consumption, 41% for HC and 20% for NOx. The 
bias was reported as 17% for CO, ‐3% for CO2 and fuel consumption, 21% for HC and 4% for NOx. A good 
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2.7.2.4 Non‐linear Models 
Artificial neural networks (NN) have been used to predict fuel consumption and emissions. NN are more 
appropriate when  imprecise or  fuzzy correlation exists between variables. NN can  identify highly non‐
linear relations between multiple input and output data, making them suitable for emissions prediction. 
A black‐box modeling approach between input and output variables is used, rather than hypothesize the 
physical  relationship  between  input  and  output.  Trained with  adequate  amount  of  relevant  data,  a 
suitably configured NN will mimic  the  function and  future events can be predicted. As  limitations, NN 
models  require  a  large  amount  of  training  data  (second‐by‐second)  and  the  black  box  modeling 
approach make it difficult to understand the inherent physical process occurring.  
 




large  number  of  engine  dynamometer  data  inputs  for NN  emissions  prediction.  The  inputs  included 
engine speed, intake air temperature and pressure, exhaust temperature, oil and coolant temperature, 
injection pressure  and pulse width,  start of  injection  and  accelerator position.   These  inputs  allowed 
prediction of NOx, CO2, CO, HC and PM emissions. Prediction errors for CO2 and NOx were  lower than 
5.1%  and  7.7%,  respectively.    Tóth‐Nagy  et  al.  (2006)  used NN  to model  CO2  and NOx  emissions  in 
conventional and hybrid  vehicles. The NN models were  trained with data  from engine dynamometer 




electric  bus.  It was  found  that  the main  error  factor  for  the  bus  simulation was  the  hybrid  control 
strategy.  It was also found that accessory  loads also have a considerable  impact on simulation results. 
Bedick  (2009)  developed  an  NN  heavy‐duty  diesel  engine  model  that  estimated  NOx,  exhaust 





Morris  (2011) developed a modular NN model  to predict  in‐use diesel emissions. Two modules were 
trained  independently,  the  first module was  trained with  data  from  in‐use  testing,  and  the  second 








Emission  Simulator  (MOVES).  The  model  estimates  emissions  of  on‐road  and  non‐road  sources  for 
multiple scale analysis, from fine‐scale analysis to national emissions inventory estimation. The model is 
used  by  state  and  local  agencies  to  calculate  emission  factors  and  emission  inventories  for  state 
implementation plans (SIP) and transportation conformity purposes. EPA has also  included  information 






2010b). This allowed  the EPA  to better understand how  real HD vehicles pollute at a  range of driving 
conditions. 
 
Figure 6  shows  the general  structure of MOVES. MOVES  is based on  four major  functions: an activity 
generator,  a  source  bin  distribution  generator,  an  operating  mode  distribution  generator,  and  an 
emissions  calculator.  The  activity  generator  estimates  total  activity  in  source  hours  operating  (SHO) 
based  on  vehicle  population  and  vehicle  miles  travelled  information.  The  source  bin  distribution 
generator classifies vehicles  into different source bins, defined as combinations of vehicle class, model 
year,  vehicle weight,  engine  size,  and  fuel  type.  The operating mode distribution  generator  classifies 































respectively. M  is the vehicle mass  in metric tons (t)13, fscale  is a scaling factor named fixed mass factor 
(17.1  t), g  is  the acceleration due  to gravity  (9.8 m/s2), v  is  the vehicle  speed  in m/s, a  is  the vehicle 
acceleration in m/s2 and sin θ is the road grade.  
 





Source Type  A (kW‐s/m)  B (kW‐s2/m2)  C (kW‐s3/m3)  M (t)  fscale (t) 
Intercity Bus  1.30 0 0.003715 19.59  17.1
Transit Bus  1.09 0 0.003587 16.56  17.1
School Bus  0.75 0 0.002176 9.07  17.1
Refuse Truck  1.42 0 0.003572 20.68  17.1
Single Unit Short‐haul Truck  0.56 0 0.001603 7.64  17.1
Single Unit Long‐haul Truck  0.50 0 0.001474 6.25  17.1
Motor Home  0.62 0 0.002105 6.73  17.1
Combination Short‐haul Truck  1.96 0 0.004031 29.33  17.1





the  simulation  through  driving  cycles  defined  by  the  user  and  outputs  second‐by‐second  fuel 















The model contains pre‐defined parameters and component  files  that cannot be modified by  the end 









combination  tractors  are  required  to  obtain  vehicle‐specific  parameters  and  component  data  via 
required test procedures. Manufacturers then input vehicle‐specific parameters and component data to 
run GEM which evaluates and  reports CO2 emissions and  fuel  consumption based on  required  inputs 
applicable to each subcategory (e.g. tire rolling resistance, tractor aerodynamics as well as features that 


















Based  on  the  general  truck  usage  pattern,  the  agencies  have  defined  three  sets  of  cycle weighting 
factors  for  use  in  the  regulations.  Table  6  shows  that  these weightings  are  specific  to  sleeper  cabs 
(typically  >  100 miles  cruising),  day  cab  (<~100 miles  cruising),  and  vocational  vehicles  (stop  and  go 
operation). 
Table 6 GEM weighing factors (US EPA and NHTSA, 2011) 
Drive Cycle  Sleeper Cab Day Cab Vocational Vehicle
Transient  5 19 42
55mph Cruise  9 17 21
65mph Cruise  86 64 37
 
This author has identified some issues with the current regulations: 
• For vocational vehicles  (Classes 2B to 8), the only  input to GEM  is rolling resistance.  It  is clear 
that  these vehicles mostly operate  in an urban setting with  transient  rather  than steady state 
operation.  However,  some  operation  may  be  at  high  continuous  cruising  speeds  (Table  6 
suggests  that  vocational  vehicles  operate  58%  of  the  time  at  high  speed  cruise).  Possible 


























the  four different predictive modes. The  relative weightings were based on properties of  the modes.  
The  properties  used  were  average  speed,  number  of  stops  per  unit  distance,  percentage  idle,  and 






a  technique which  proportions  emissions  for  an  “unseen”  cycle  based  on  emissions  from  cycle  data 
using  those metrics  for weighting.  The weighting  factors  for  the  linear  combination  of  cycles were 
determined  by  posing  a  simultaneous  set  of  equations  based  on  cycle  properties.  In  this way  each 
baseline cycle will contribute to a percentage of the emissions of the unseen cycle. The number (N) of 
baseline  test  cycles  determines  the  number  of  simultaneous  equations  and,  hence,  the  number  of 
properties that can be used. One of the equations will always constrain the sum of the coefficients to be 






it has a non‐linear  relationship with  fuel  consumption  that may generate misunderstandings  in  terms of actual 














the unseen  cycle emissions and  fuel  consumption. Two  cycle properties  should be used  for a unique 
solution because  the number of baseline cycles  is  three. Note  that a different number of metrics and 
baseline cycles may have been used.  
 
The prediction method consists of posing a set of  three  linearly  independent simultaneous equations, 
based on the selected cycle properties, to calculate the weights of each baseline cycle to the “unseen” 
cycle. The three unknowns are the weighting factors for each baseline cycle.  The equation set is shown 
in  matrix  form  in  Equation  7.  The  first  two  equations  are  linear  combinations  using  two  different 
properties (P1 and P2). The first equation uses P1, the second equation uses P2, and the third equation 






































ܧܴ௨௡௦௘௘௡ ௖௬௖௟௘ ൌ ݓ௖௬௖௟௘ଵܧܴ௖௬௖௟௘ଵ ൅ ݓ௖௬௖௟௘ଶ ܧܴ௖௬௖௟௘ଶ ൅ ݓ௖௬௖௟௘ଷܧܴ௖௬௖௟௘ଷ                              (8) 
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P2)  and  the measured  fuel  consumption  (FC)  from  a  vehicle  operating  on  three  different  “baseline 
cycles” are  shown as points  in  three‐dimensional  space. The plane  formed by connecting  these  three 
points forms a solution set for the interpolated fuel consumption from the same vehicle operating over 
any other route. In this way, fuel consumption can be determined for any unseen route using its values 
of  properties  to  then  project  upwards  vertically  until  intersecting  the  plane.  The  value  of  fuel 









The modeling approach  simplifies  the  real world  surface  (which may be  curvilinear)  to a plane, using 
minimum information. The plane is unique because one and only one plane can cross through any three 
points  (unless  the points  are  collinear).  Equation 10  is  the  general  equation of  a plane  in  the  three‐
dimensional space shown in Figure 7. Variables A, B, C, and D for a particular plane may be determined 





to  predict  other  cycle’s  fuel  consumption  (or  emissions)  a  priori,  by  just  knowing  these  new  cycle’s 
properties (P1 and P2 for any unseen cycle).   
 
ܣ · ଵܲ ൅ ܤ · ଶܲ ൅ ܥ · ܨܥ ൅ ܦ ൌ 0                                                                                                            (10) 
 
ܣ ൌ ଶܲ
௕௖ଵ · ൫ܨܥ௕௖ଶ െ ܨܥ௕௖ଷ൯ ൅ ଶܲ
௕௖ଶ · ൫ܨܥ௕௖ଷ െ ܨܥ௕௖ଵ൯ ൅ ଶܲ






ܤ ൌ ܨܥ௕௖ଵ · ൫ ଵܲ
௕௖ଶ െ ଵܲ
௕௖ଷ൯ ൅ ܨܥ௕௖ଶ · ൫ ଵܲ
௕௖ଷ െ ଵܲ





௕௖ଵ · ൫ ଶܲ
௕௖ଶ െ ଶܲ
௕௖ଷ൯ ൅ ଵܲ
௕௖ଶ · ൫ ଶܲ
௕௖ଷ െ ଶܲ
௕௖ଵ൯ ൅ ଵܲ




ܦ ൌ െൣ ଵܲ
௕௖ଵ · ൫ ଶܲ
௕௖ଶܨܥ௕௖ଷ െ ଶܲ
௕௖ଷܨܥ௕௖ଶ൯ ൅ ଵܲ




௕௖ଷ · ൫ ଶܲ
௕௖ଵܨܥ௕௖ଶ െ ଶܲ
௕௖ଶܨܥ௕௖ଵ൯൧                (14) 
           
ܨܥ ൌ ቀ ஺
ି஼
ቁ · ଵܲ ൅ ቀ
஻
ି஼









may use extrapolation,  for example predicting points on  the plane but outside  the  triangle  shown  in 
Figure 7. As with other models, extrapolation should be exercised with caution. Trying to predict vehicle 
activity  that  is  very  dissimilar  to  the  baseline  cycles  used  to  create  the  model  may  produce 
unrepresentative results. Therefore, it is desirable to use baseline cycles that cover a wide envelope of 
vehicle  activity  to  avoid performing  extrapolations, or  at  least  extrapolations  far outside  the bounds 
defined by the data. 
 
Negative weights will  result  if  the cycle being predicted  is outside  the  region defined by  the baseline 
cycles. Equations 16 and 17 show the set of equations to be solved for a simplified case where only two 



























Considering  the  three‐dimensional  case  (Equation  7),  note  that  the  solution  of  the  system  of  three 
simultaneous equations does not depend on  fuel  consumption or emission  rates values. The weights 
only depend on  the properties  (P1 and P2) of baseline and unseen  cycles. With  this  in mind  Figure 9 
illustrates a two dimensional projection of the plane  in the properties axis. Dotted  lines represent the 
points  in  the  region where one of  the weight coefficients has a value of zero.  It can be  seen  that  six 
different regions of extrapolation occur; each one  is shown with  its corresponding signs of the weight 










bounded  by  the  values  of  properties  for  the  baseline  cycles  (think  of  a  rectangular  box where  the 
triangle  is  inscribed within  this box). Going  from a 1‐dimensional  space  to a 2‐dimensional  space  the 




volumes  of  the  tetrahedron  and  the  sphere  is  0.1225  as  calculated  in  Equation  1919.  For  the  1‐
dimensional  case,  if  the  baseline  cycles  are  at  the  extreme  boundaries  of  the  space,  all  the  space 

































ൌ 0.1225                      (19) 
 
It is expected for the model to experience a loss of accuracy due to extrapolation. The magnitude of that 
loss will  be  higher  if  the  predicted  cycle  is  farther  from  the  interpolation  region.  A  good metric  to 
quantify the magnitude of extrapolation (i.e. distance from the triangle or tetrahedron)  is the absolute 
value of the highest weight coefficient.  If no extrapolation occurs, weight coefficients’ absolute values 
will be  less  than one.  If extrapolation occurs, one or more weight  coefficient absolute  values will be 
greater than one. The  longer the distance to the  interpolation region, the  larger the absolute value of 
the weight coefficients. An extrapolation parameter could be defined as shown in Equation 20. 
 
ܧݔݐݎܽ݌݋݈ܽݐ݅݋݊ ܲܽݎܽ݉݁ݐ݁ݎ ൌ  ൜
0                       ݂݅ |ݓ௠௔௫| ൑ 1
|ݓ௠௔௫| െ 1     ݂݅ |ݓ௠௔௫| ൐ 1 



















The main  idea of  the model  is  to produce  a plane  (or  a multidimensional hyper plane)  that  fits well 






baseline  cycle  are  a  linear  combination  of  other  baseline  cycles  (e.g. metrics  for  one  baseline  cycle 
having twice the value of other baseline cycle). That will create a non‐independent base and therefore a 
singular (i.e. without solution) system. In terms of the metrics, choosing two very similar metrics will not 






























were  used  to  predict  fuel  consumption  for  56  heavy‐duty  vehicles  over  the  UDDS  cycle,  based  on 
measurements  from  up  to  four  different  baseline  driving  cycles  (Idle,  Creep,  Transient,  and  Cruise 





















metrics  and  the  same  baseline  cycles),  but  the  Idle  cycle  information  is  lost  in  the  fuel  economy 
prediction  because  of  the  zero  fuel  economy  value  for  the  Idle  cycle.  Based  on  this  finding,  it was 
recommended that the prediction be made  in terms of CO2 mass rate, or equivalent units of fuel mass 
flow  rate. One may  then  compute  fuel economy using average  cycle  speed.  It was  found also  that  if 










































































































































Experimental uncertainties will  inevitably appear and affect model  response. The model  is  calibrated 






emissions  measurements  from  the  baseline  cycles  or  routes  are  an  important  part  of  the  model. 





















































traffic  congestion,  environmental  conditions  (wind,  wet  roads,  and  visibility),  and  the  need  to  pay 
attention to driving the vehicle in a safe manner. As an example, Figure 17 shows speed‐distance traces 
and altitude‐distance traces for three repeated tests of WashPA3 route for an over‐the‐road HD truck24. 
The  traces  are  similar  to  each other but  some discrepancies  indicate  that different  traffic  conditions 





















































Engine cooling systems and air conditioning  (AC)  loads may have an  impact on the emissions and  fuel 
consumption  of  HD  vehicles.  Because  of  the  difficulty  to  compare  one  test  to  another  when  the 
operating variables that affect AC  loads are not completely controlled (ambient temperature, ambient 
humidity, heat transfer coefficients, thermal  loads, etc.) the recommended practice for measuring fuel 
economy and emissions  for HD  vehicles  (SAE, 2002) does not  recommend  that  testing be  conducted 
with  the AC  in operation. However,  the engine  cooling  fan of a HD vehicle  could  take up  substantial 






test procedure used  to determine compliance with  the standards. For HD  trucks model years prior  to 
1999,  advanced  injection  timing  at  steady  cruise was  implemented  for  various HD manufacturers  in 
order to improve fuel economy with a corresponding substantial rise (order of 200%) in NOx emissions. 
















(Krishnamurthy,  2000). Additional  emission  testing  requirements were  also  introduced,  including  the 
Supplemental Emission Test (SET)26 and the Not‐to‐Exceed (NTE) testing27. 
 






























































If an oxidation catalyst  is used,  large NO2/NOx ratios may result, causing additional uncertainty  in NOx 
emissions measurements because  the chemiluminescence  technique was developed  for  low NO2/NOx 
ratios (Olsen et al., 2010).  
4.1.1.5 Idle 
A  large number of heavy‐duty vehicles spend their time  idling  in traffic, during deliveries, and at truck 
stops.  Electronically  controlled  engines  may  have  different  engine  timing  strategies  that  are 
temperature sensitive during idle and this could have affected emission results from test to test. 
4.1.2 Model Uncertainties 
Model  uncertainties  or  errors  could  arise  when  a  limited  number  of  descriptors  (i.e.  less  than  the 
optimum number of descriptors) are used within the model. For example, when using models with only 
one cycle or route property as input, it would be difficult to capture both the steady‐state losses and the 





Model  errors  can  occur when  the  actual  functional  form  of  the  properties‐emissions  relationship  is 
different to the functional form specified by the model (a plane in this work). This may occur when one 
or more  relevant  cycle  properties  are  omitted,  or  one  or more  unsuitable  metrics  are  included.  If 
unsuitable variables are included, the estimation will be inefficient in terms of number of test required. 
The user must be aware  that  some emission  species present non‐linear  functionality with  respect  to 













emission measurements between different  runs determines  the maximum achievable accuracy of  the 
predictive model. In other words, if run‐to‐run variability is 20%, it cannot be expected for any model to 
predict with errors  lower  than 20%. A  summary of chassis dynamometer data  from 15 over  the  road 
class 8 trucks28 was examined in order to determine typical test‐to‐test variation in measured emissions 










ranged  from  0.4%  to  about  93%.  It  can  be  seen  in  Table  7  that  the  average  variation  in  CO2 
measurements was about 4.4%.  It  is evident that the test cycle  influences the expected variation with 
higher  variations  at  lower  average  speeds.  Idle  cycle  variability  may  be  explained  by  test‐to‐test 
differences in ambient conditions and cooling fan (and or any other accessories) operation (Khan et al., 









Vehicle ID  Idle Creep Trans UDDS Cruise Average 
10  10.2 7.2 0.8 2.4 0.5 4.2
14  8.9 10.1 0.9 1.8 0.5 4.4
15  15.0 9.1 0.2 0.7 1.6 5.3
16  9.6 6.4 5.9 5.5 7.4 7.0
17  12.2 11.9 4.3 3.5 1.7 6.7
18  8.3 2.5 1.6 3.9 0.5 3.4
19  22.5 4.9 1.6 0.9 0.1 6.0
20  13.3 2.6 4.4 0.9 0.6 4.4
21  6.4 4.3 1.0 1.1 0.5 2.7
22  9.5 0.8 4.0 1.9 1.2 3.5
23  8.4 8.1 1.5 0.8 0.4 3.9
24  2.4 6.1 1.2 0.3 0.6 2.1
25  3.0 1.8 1.5 0.4 0.1 1.3
28  12.4 9.5 3.9 4.2 4.0 6.8
45  4.7 3.8 3.3 4.1 3.4 3.9





Vehicle ID  Idle Creep Trans UDDS Cruise Average 
10  21.2 10.1 6.1 11.9 19.0 12.3
14  92.9 47.4 1.6 1.3 0.4 35.8
15  72.8 6.2 4.6 0.5 2.1 21.0
16  38.2 4.5 12.4 5.3 16.2 15.1
17  36.9 9.4 4.5 3.1 1.6 13.5
18  7.0 5.2 2.1 3.2 1.4 4.4
19  55.1 3.1 1.7 1.9 1.3 15.5
20  4.1 2.9 3.6 0.7 2.3 2.8
21  29.0 1.6 2.2 3.7 2.5 9.1
22  12.4 7.6 6.2 2.1 2.2 7.1
23  20.7 12.6 7.7 3.3 1.8 11.1
24  6.7 9.5 5.5 2.3 6.4 6.0
25  10.5 5.1 4.0 4.2 7.0 6.0
28  25.5 20.6 15.0 9.5 22.8 17.6
45  10.6 10.3 3.6 5.5 18.3 7.5
Average  29.6 10.4 5.4 3.9 7.0 11.3
 
4.2.2 Variability in In­Use Testing 
Variability  of  in‐use  testing  data  is  expected  to  be  higher  than  for  chassis  dynamometer  data.  A 
summary of  in‐use data gathered with WVU’s MEMS  from 13 over  the  road class 8  trucks over eight 
different  routes29  was  examined  in  order  to  determine  typical  test‐to‐test  variation  in  measured 
emissions values. The engines in these vehicles were pre‐2002 (pre‐EGR) model year. CO2 and NOx mass 




for  the measured NOx  ranged  from 4.7%  to 18.3%  for different  routes, with an average of 8.6%. The 
emissions data were collected during different testing periods on the same route. Differences between 
tests  could  be  due  to  various  factors  such  as  ambient  weather  conditions,  traffic  conditions,  and 













Vehicle ID  Idle  WashPA2  WashPA1 BM2Sab Sab2BM Sab2SW SW2Sab  WashPA3  Average
12  11.7  16.4  4.0  3.9 8.1 12.9 2.0 3.5  7.8
17  22.0  9.5  3.0  0.7 5.3 4.4 3.2 5.6  6.7
21  9.3  3.1  10.8  6.5 3.1 4.1 5.5 4.0  5.8
24  11.2  7.2  11.4  5.9 3.2 13.6 0.9 8.1  7.7
25  12.4  0.4  3.2  4.2 17.2 6.2 1.8 0.7  5.8
26  10.5  6.1  9.9  9.1 6.7 9.5 1.0 1.4  6.8
27  12.2  5.4  6.0  4.6 6.0 3.5 3.2 2.2  5.4
28  11.2  13.4  2.7  2.5 4.7 5.9 1.7 7.2  6.2
29  17.0  9.7  4.3  6.7 3.7 9.9 1.6 6.4  7.4
32  25.1  7.1  6.4  2.6 3.7 1.9 5.5 12.4  8.1
37  6.3  7.5  5.1  4.1 6.8 5.4 3.7 2.1  5.1
42  12.7  7.8  4.7  7.1 2.3 3.7 5.9 4.8  6.1
44  10.8  7.9  0.6  7.9 5.0 0.6 2.9 3.1  4.9







Vehicle ID  Idle  WashPA2  WashPA1 BM2Sab Sab2BM Sab2SW SW2Sab  WashPA3  Average
12  20.1  18.2  4.8  4.7 10.7 13.1 8.5 6.3  10.8
17  16.2  10.7  7.1  1.1 5.2 10.3 3.1 11.1  8.1
21  19.8  4.6  18.3  10.9 5.6 1.9 4.2 5.7  8.9
24  11.6  11.9  11.7  7.3 6.6 12.6 3.6 7.2  9.1
25  11.5  6.6  15.1  5.9 14.7 4.4 10.1 3.2  8.9
26  10.5  4.9  4.5  5.4 5.7 8.7 4.0 3.5  5.9
27  23.8  6.4  15.2  4.6 6.1 6.3 5.9 0.4  8.6
28  17.6  17.4  8.7  7.0 3.4 4.1 3.6 11.1  9.1
29  17.7  13.7  4.2  6.6 2.5 15.1 6.9 6.8  9.2
32  36.1  9.8  15.1  7.1 3.9 5.1 2.8 10.0  11.2
37  18.3  11.3  6.0  4.3 9.1 5.4 1.9 2.8  7.4
42  16.4  9.8  2.7  6.9 3.5 3.9 6.2 9.9  7.4
44  18.7  10.6  3.6  6.9 7.4 1.9 0.6 5.1  6.9






of  emissions  testing.  The  analysis was  done  using  in‐use  data  for  a HD  truck30  for which  up  to  five 
repeated  tests  were  available.  Tables  11  and  12  show  the  variability  of  calculated  properties  over 
repeated  tests of Sab2SW and SW2Sab highway routes31, respectively. Average speed COV was 6.41% 
for Sab2SW  route and 2.14%  for SW2Sab  suggesting  that  the variation may be  route dependent. The 
property with  the highest variability  for  the  tests  considered was  standard deviation of  speed with a 
COV of 9.64%. In‐use variability is expected to be higher than chassis dynamometer variability because 
the speed‐time trace is not fixed since in‐use speed depends on various uncontrollable parameters such 










































1  46.44  25.32  0.22  3.80  206.0  347.6  0.33  4.45  29.24  0.32 
2  46.36  23.57  0.23  3.90  208.5  357.7  0.32  4.28  30.35  0.32 
3  41.05  26.57  0.19  3.28  175.2  318.4  0.28  4.72  24.38  0.26 
4  47.48  21.29  0.24  3.91  208.4  349.2  0.33  4.13  32.18  0.26 
5  48.78  21.65  0.23  3.81  208.2  333.2  0.34  4.60  29.68  0.37 
Average  46.02  23.68  0.22  3.74  201.3  341.2  0.32  4.44  29.17  0.31 
Std. Dev.  2.95  2.28  0.02  0.26  14.6  15.5  0.03  0.24  2.90  0.05 


































1  48.08  24.48  0.22  3.29  186.7  318.8  0.30  4.90  27.48  0.32 
2  49.90  22.61  0.21  3.32  189.9  313.4  0.31  4.93  28.33  0.35 
3  49.82  23.52  0.22  3.41  192.9  321.2  0.31  5.04  27.67  0.35 
4  47.83  22.44  0.24  3.21  181.7  304.8  0.29  4.70  28.53  0.30 
5  48.00  22.68  0.22  3.05  175.2  291.9  0.29  4.80  28.01  0.32 
Average  48.73  23.14  0.22  3.26  185.3  310.0  0.30  4.87  28.00  0.32 
Std. Dev.  1.04  0.86  0.01  0.14  7.01  11.95  0.01  0.13  0.44  0.02 
COV (%)  2.14  3.69  5.16  4.21  3.78  3.86  3.58  2.72  1.56  6.95 
 
4.3 Sensitivity Analysis 
An  essential  step  when  developing  a  modeling  methodology  is  to  analyze  the model  sensitivity  to 






The  input  parameters  to  the  model  may  be  divided  into  three  groups:  (1)  emissions  (or  fuel 
consumption) measurements over the baseline cycles, (2) cycle’s properties for the unseen cycle, and (3) 
cycle’s  properties  for  baseline  cycles.  There  are many ways  to  do  sensitivity  analyses.  An  analytical 











ܨܥ௨௡௦௘௘௡ ൌ ݓଵ · ܨܥଵ ൅ ݓଶ · ܨܥଶ ൅ ݓଷ · ܨܥଷ                            (21) 
 








                      (23) 
 











The  sensitivity  functions are used  to  calculate  changes  in  the output due  to  changes  in  the  inputs or 
model parameters. They are useful to compare the effects that different parameters have on the output 








properties  are  constants  so  the  sensitivities  to  changes  on  these  parameters  do  not  depend  on  the 
variability  of  other  input  parameters.    Note  that  the  linear  interpolation  methodology  produces  a 





















ൌ ܤ                       (29) 
 
Because of the linear nature of the model (a plane in this case), the partial derivatives at each point will 
remain constant regardless of where the point  is  in the surface. Variations  in emission measurements 











the  input‐output  relationship  in  this  case  are  complicated  (for  this  specific  example  there  are  three 
equations and three unknowns) a static sensitivity test was applied where a ±10% variation was applied 
to the property values and the change in predicted values was calculated and analyzed. A “typical” case 










to  standard  deviation  of  speed  (SF  between  0.15  and  0.24).  Individual  prediction  errors  varied  from 
1.69% to 8.82% for the different cases. Weight coefficient values showed more sensitivity varying from 
7%  to  148%. Note  that  if  all  the metrics  (baseline  and  unseen) were  varied  the model would  have 
produced the same results (being a linear model, the new system of equations would be the same as the 
original system multiplied by some factor). The use of relative‐sensitivity functions in this case allows a 



















0  0  0.15  0.58  0.27 
WashPA1
23.3  21.4  ‐8.3  0 
0  0  ‐0.07  0.82  0.25 
BM2Sab
27.0  25.3  ‐6.2  0 
0  0  ‐0.14  0.32  0.82 
Sab2BM
39.0  33.3  ‐14.7  0 
0  0  ‐0.24  0.40  0.83 
Sab2SW
34.6  35.2  1.8  0 
0  0  ‐0.16  0.38  0.79 
SW2Sab



















  10  0  0.22  0.44  0.34 
WashPA1
23.3  21.0  ‐10.0  0.19 
10  0  0.01  0.64  0.34 
BM2Sab
27.0  24.8  ‐8.1  0.20 
10  0  ‐0.06  0.14  0.92 
Sab2BM
39.0  32.8  ‐16.0  0.15 
10  0  ‐0.14  0.20  0.94 
Sab2SW
34.6  34.6  0.2  0.16 
10  0  ‐0.08  0.19  0.89 
SW2Sab
32.1  32.7  2.1  0.16 
‐10  0  0.07  0.76  0.17 
WashPA1
23.3  21.9  ‐6.2  0.23 
‐10  0  ‐0.17  1.05  0.13 
BM2Sab
27.0  26.0  ‐3.9  0.24 
‐10  0  ‐0.25  0.55  0.70 
Sab2BM
39.0  33.9  ‐13.1  0.19 
‐10  0  ‐0.35  0.65  0.70 
Sab2SW
34.6  35.9  3.7  0.19 
‐10  0  ‐0.27  0.61  0.66 
SW2Sab






















0  10  0.16  0.67  0.17 
WashPA1
23.3  20.0  ‐14.1  0.64 
0  10  ‐0.06  0.93  0.13 
BM2Sab
27.0  23.7  ‐12.2  0.64 
0  10  ‐0.13  0.48  0.65 
Sab2BM
39.0  31.0  ‐20.7  0.70 
0  10  ‐0.22  0.57  0.65 
Sab2SW
34.6  32.7  ‐5.3  0.70 
0  10  ‐0.14  0.53  0.61 
SW2Sab
32.1  30.9  ‐3.5  0.70 
0  ‐10  0.14  0.47  0.39 
WashPA1
23.3  23.0  ‐1.1  0.78 
0  ‐10  ‐0.09  0.69  0.39 
BM2Sab
27.0  27.3  1.1  0.78 
0  ‐10  ‐0.17  0.14  1.03 
Sab2BM
39.0  36.1  ‐7.4  0.85 
0  ‐10  ‐0.26  0.20  1.06 
Sab2SW
34.6  38.2  10.5  0.85 
0  ‐10  ‐0.19  0.19  1.00 
SW2Sab











measurements performed with PEMS units. The  criterion  for  selection of  these data  sources was  the 
availability of measurements of fuel consumption and emissions over sufficiently diverse driving activity. 
Acknowledgement  is given to the engineers, staff, faculty, and graduate students that were associated 
with  the  testing  campaigns within  the  Center  for  Alternative  Fuels,  Engines,  and  Emissions  (CAFEE) 
within WVU. 
5.1 Chassis Dynamometer Data 
The  linear  interpolation method was  applied  to  previously  published  data  gathered  using  the WVU 
heavy‐duty  chassis  dynamometer.  The  data were  available  from  the Washington Metropolitan  Area 
Transit Authority (WMATA) emission testing program32 (Melendez et al 2005; Wayne et al 2008). Note 
that preliminary  chassis dynamometer modeling was documented  in published  studies  (Taylor  et  al., 
2004; Clark et al., 2010; and Delgado et al., 2012) for on‐road Class 8 tractors using data from the CRC 













different  aftertreatment  devices  were  used.  The  two  CNG  buses  were  equipped  with  catalytic 



























































The  seventeen  available  chassis  dynamometer  cycles  are  listed  in  Table  15.  Some  cycles  are 
representative of typical transit bus operation in different metropolitan areas. Average velocities ranged 




















1  CARB Idle Cycle  Idle 0.00 0.00  0.00
2  New York Bus Cycle NYBus 3.54 0.25  18.71
3  Paris Bus Cycle (ADEME‐RATP)  PARIS 6.68 0.32  12.40
4  Manhattan Bus Cycle  Manhattan 6.86 0.37  9.76
5  Washington Metro Transit Authority Cycle WMATA 8.43 0.30  6.26
6  New York Composite Cycle  NY‐Comp 8.75 0.15  7.21
7  Orange County Transit Authority Cycle OCTA 12.22 0.41  4.87
8  Central Business District Cycle  CBD 13.08 0.52  6.80
9  Braunschweig City Bus Cycle  BRAUN 13.88 0.45  4.19
10  City Suburban Heavy Vehicle Cycle  CSHVC 14.02 0.27  2.29
11  Beeline Cycle (WCDOT)  Beeline 14.03 0.43  3.73
12  European Transient Cycle Urban  ETCURBAN 14.11 0.28  1.92
13  CARB Transient Cycle  TRANS 15.33 0.28  1.69
14  HD Urban Dynamometer Driving Schedule UDDS 18.71 0.20  2.04
15  King County Metro Bus Cycle (w/o grade) KCM 23.35 0.41  1.85
16  Arterial Cycle  ART 25.58 0.55  1.47















predefined  routes consisting of city, suburban, and highway driving. Additional  information about  the 




Veh. ID  Veh. Manuf.  Veh. Model Year Engine Model Year Test Weight (lb)  Odometer (miles)
A  Peterbilt  1996  1996 77940 3872427
B  Kenworth  1997  1996 77520 484619
C  Freightliner  1995  1995 79060 600877
D  Kenworth  1998  1998 79040 452680
E  Peterbilt  1996  1996 78060 332150
F  Freightliner  1995  1995 78120 12029
G  Navistar  1995  1995 78960 666088
H  Peterbilt  1999  1998 77900 378311
I  Kenworth  1998  1998 79520 478751
J  Peterbilt  1998  1998 78900 554404
K  Peterbilt  1998  1998 77900 476764
L  International  1999  1998 79180 598165
M  International  1998  1997 77960 625372
N  Volvo  1997  1997 76980 445332
O  Peterbilt  1997  1997 76860 482358
P  Freightliner  1999  1998 78680 176566
Q  Navistar  1996  1996 79480 519795
R  Navistar  1998  1998 78300 507857
 
The data was gathered with WVU’s MEMS. The MEMS consisted of an exhaust gas sample conditioning 
system  and  emissions  gas  analyzers  for  NOX  and  CO2  concentrations,  a  data  acquisition  system,  an 
exhaust flow‐rate measurement device, ECU interface hardware, ambient condition sensors and a global 
positioning  system  (GPS)  receiver.  Emissions  results  were  reported  in  time‐specific  (g/s),  distance‐
specific  (g/mi or g/km), and brake‐specific  (g/kW‐hr) units. Figure 20 shows a schematic of  the MEMS 
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This  route  was  split  into  outbound  (Sab2SW)  and  return  (SW2Sab)  journeys.  The  route 
originated at the WVU Sabraton facility located in Morgantown, WV, close to an entrance ramp 
accessing  I‐68 west. The  route proceeded  to  I‐79, and  followed  I‐79  south  to  the  turnaround 
point at the  I‐79 Saltwell Rd. exit near Clarksburg, WV. The total distance was 58.7 miles (94.5 
km). The interstate was posted at 70 mph (113 km/h), but there were two curves with advisory 









68 where  a  climb of  a  sustained 5%  grade  existed,  followed by  transient  road  grades  to  the 
turnaround point at Bruceton Mills, WV. The total distance was 39.7 miles. The  interstate was 
posted at 70 mph (113 km/h), but the 5% descent on the return journey was posted at 50 mph 
(80 km/h)  for  trucks and was preceded by a mandatory  truck stop  for checking brakes.  In  the 
high speed  freeway operation, dramatic  reductions  in vehicle speed were encountered as  the 
vehicle climbed the hills along the route. In the case of this route, truck speed restrictions and 



























WashPA1  and WashPA2  routes  have  the  lowest  average  speed  because  a  significant  amount  of  the 
route goes through city and suburban driving with low posted speed limits. Sab2BM and BM2Sab routes 
have  relatively  low average vehicle  speeds  (due  to  low  speed hill descent and  long hill ascents) even 
though posted speed  limit  is 70 mph  (113 km/h) for a  large portion of these routes. The hill climbs of 
these routes place a significant load on the vehicle’s engine. Note the strong difference in characteristic 
power  between  Sab2BM  (general  uphill  driving)  and  BM2Sab  (general  downhill  driving). Hill  ascents 
produce higher distance‐specific emission  levels than hill descents because of the  increased emissions 
produced  while  travelling  uphill  which  are  not  necessarily  fully  compensated  by  a  corresponding 
reduction in emissions when travelling downhill. The BM2Sab route had a slightly lower average vehicle 
speed  than  the  Sab2BM  due  to  the  difference  in  elevation  change  between  these  two  routes.  The 
Sab2SW and SW2Sab were also highway routes with a majority of the posted speed limit at 70 mph (113 










Idle  0  0 0 0 
WashPA2  36.9  41.7 0.25 0.52 
WashPA1  19.3  42.0 0.27 0.57 
BM2Sab  31.9  57.3 0.22 0.47 
Sab2BM  32.5  57.9 0.20 0.70 
Sab2SW  46.8  75.5 0.24 0.46 
SW2Sab  47.2  77.4 0.23 0.41 






al. applied  the method  to chassis dynamometer data  for heavy‐duty  trucks  (Delgado et al., 2012) and 
transit buses (Delgado et al., 2011a), and recommended the use of average speed and average positive 
acceleration  as  properties. One  of  the  purposes  of  this  study was  to  investigate  an  extended  set  of 
metrics  including  grade‐related  metrics  and  road  load‐related  metrics.  Properties  such  as  average 




power”  (Equation 32)  that  represents  the positive mechanical energy  supplied per unit mass per unit 
time to accelerate and/or raise the vehicle.  
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2/s3 or W/kg]                            (32) 
 
Cycle and route properties help quantify a particular vehicle activity through capturing the main features 
of  the  recorded  speed‐time, and  in  some  cases,  speed‐altitude‐time profiles. A  literature  review was 
conducted to select a set of candidate properties that may be used to translate fuel consumption and 
NOx emissions between driving cycles or  in‐use routes. Initially, a set of 74 properties was considered. 
Table  18  presents  a  summary  of  the  properties.  A  classification  framework  of  the  variables  is  also 
provided using eight different groups: speed related metrics, acceleration related metrics, variation of 
acceleration, driving mode, power demand, variation of power, grade  related metrics and other. This 
classification  is  somewhat arbitrary because  some metrics  could pertain  to  two different groups.  For 
example, average of speed to the second power and standard deviation of speed carry essentially the 













1  Average speed  mph  AvSpeed 
2  Average driving speed  mph  AvDriSpeed 
3  Relative positive speed  none  RPS 
4  Relative square speed  m/s  RSS 
5  Relative positive square speed  m/s  RPSS 
6  Relative cubic speed  m2/s2  RCS 
7  Relative positive cubic speed  m2/s2  RPCS 
8  Average of speed to the 1.5 power  mph1.5  AvSpeed1.5 
9  Average of speed to the 2 power  mph2  AvSpeed2 
10  Average of speed to the 2.5 power  mph2.5  AvSpeed2.5 
11  Average of speed to the 3 power  mph3  AvSpeed3 
12  Average of speed to the 3.5 power  mph3.5  AvSpeed3.5 












14  Standard deviation speed  mph  StdSpeed 
15  Coefficient of variation speed  %  CovSpeed 
16  Interquartile range speed  mph  IqrSpeed 
17  Root mean square speed  mph  RmsSpeed 
18  Standard deviation driving speed  mph  StdDriSpeed 
19  Coefficient of variation driving speed  %  CovDriSpeed 
20  Average acceleration  mph/s  AvAcc 
21  Average positive acceleration   mph/s  AvPosAcc 
22  Average negative acceleration  mph/s  AvNegAcc 
23  Average acceleration squared  mph2/s2  AvAcc2 














25  Standard deviation acceleration  mph/s  StdAcc 
26  Interquartile range acceleration  mph/s  IqrAcc 
27  Root mean square acceleration  mph/s  RmsAcc 
28  Standard deviation positive acceleration  mph/s  StdPosAcc 
29  Coefficient of variation positive acceleration  %  CovPosAcc 
30  Standard deviation negative acceleration  mph/s  StdNegAcc 
31  Coefficient of variation negative acceleration  mph/s  CovNegAcc 
32  Jerk  mph/s2  Jerk 
33  Number of accelerations per unit distance  mile‐1  FreqAccD 







e  35  Percent time at idle  %  PercIdle 
36  Percent time accelerating  %  PercAcc 
37  Percent time decelerating  %  PercDecel 
38  Kinetic intensity  km‐1  KI 
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   Property Name  Units  Abbreviation 








40  Relative positive acceleration  m/s2  RPA 
41  Inertial power surrogate  m2/s3  IPS 
42  Positive kinetic energy  m/s2  PKE 
43  Inertial power  kW  InePow 
44  Rolling resistance power  kW  RolPow 
45  Drag power surrogate  m3/s4  DPS 
46  Aerodynamic resistance power  kW  AeroPow 
47  Aerodynamic and rolling resistance power  kW  AeroRolPow 
48  Characteristic acceleration  m/s2  ChAcc 
49  Characteristic power  m2/s3 or W/kg  ChPower 
50  Characteristic energy  m2/s2 or J/kg  ChEnergy 
51  Average positive road load power  kW  AvPosRLP 
52  Average positive vehicle specific power  W/kg   AvPosVSP 












54  Standard deviation road load power  kW  StdRLP 
55  Coeficcient of variation road load power  %  CovRLP 
56  Time derivative of road load power  W/s  dRLP/dt 
57  Standard deviation inertial power  kW  StdInePow 









59  Average positive grade  %  AvPosGrade 
60  Average negative grade  %  AvNegGrade 
61  Average climb rate  m/s  AvClimbRate 
62  Average grade  %  AvGrade 
63  Standard deviation grade  %  StdGrade 
64  Average ascent  %  AvAsc 
65  Average descent  %  AvDes 
66  Altitude change per distance  %  AltDistance 





68  Average of (acceleration * speed3)  m4/s5  Acc1Speed3 
69  Average of (acceleration2 * speed)  m3/s5  Acc2Speed1 
70  Average of (acceleration2 * speed2)  m4/s6  Acc2Speed2 
71  Average of (acceleration2 * speed3)  m5/s7  Accel2Speed3 
72  Average of (acceleration3 * speed)  m4/s7  Acc3Speed1 
73  Average of (acceleration3 * speed2)  m5/s8  Acc3Speed2 
74  Average of (acceleration3 * speed3)  m6/s9  Acc3Speed3 
 
A  computer application was generated  in MATLAB  to  calculate  the  selected properties. The  software 
was designed  to  read a  file containing  time‐speed‐altitude  information as  input. The program applies 
 74 
 
smoothing  functions34  to  speed‐time  traces before  calculation of acceleration values, and  to altitude‐
distance  traces  before  calculation  of  grade.  The  time  resolution  of  the  input  file  can  vary  and  the 
calculation of some metrics can be sensitive to such differences. Consistency is important in order to be 




As  discussed  previously,  vehicle  speed  is  a  fundamental  parameter  to  describe  vehicle  activity.  This 
category  includes properties  that are calculated solely by using  time‐speed values. Average speed  is a 
robust indicator of the type of activity exhibited during a given cycle. A low average speed can represent 
a  very  transient  cycle,  similar  to  what  is  expected  in  city  traffic,  while  a  high  average  speed  can 
represent a more steady behavior, similar to what is expected in highway driving.  
 











34  A  Savitzky‐Golay  smoothing  filter  was  used  and  is  a  generalized  moving  average.  The  method  essentially 
performs a local polynomial regression of degree k (user selected) on a series of values of at least k+1 points which 
are  treated  as  being  equally  spaced  in  the  series  to  determine  the  smoothed  value  for  each  point.  The main 
advantage of this approach is that it reduces the distortion of essential features of the data like peak heights and 




Rolling resistance  force  is proportional  to speed, aerodynamic drag  force and rolling resistance power 
are proportional to squared speed, and aerodynamic resistance power  is proportional to cubed speed. 
In  order  to  explore  all  these  factors,  average  speeds  to  the  n  power when  n  equals  1.5  to  4  in  0.5 
increments were also explored and included in this category.  
5.3.2 Acceleration Related Metrics 
For  the  same average  speed, one  can observe widely different  instantaneous  speed and acceleration 





Acceleration‐related metrics  such  as  standard  deviation  of  speed,  interquartile  range35  of  speed,  or 
average positive acceleration are used  to quantify  the magnitude of  transient behavior. Accelerations 
were  calculated  from  speed‐time  traces  using  a  central  differences  scheme  after  smoothing  of  the 
speed‐time  trace. The only metric  in  this category which name  is not self explanatory  is  the  indicator 
factor. Zervas and Bikas (2008) analyzed the impact of driving cycle on NOx and PM for light‐duty diesel 
vehicles and  found a cycle property  (indicator  factor)  that normalizes  the acceleration events by  their 
corresponding  average  speeds.  They  found  that  indicator  factor  showed  better  correlation  with 
emissions than average velocity.  
5.3.3 Metrics Quantifying Variation in Acceleration 
This  category  includes  various  statistical  parameters  that  quantify  the  frequency  of  changes  in 
acceleration during driving activity. These metrics are not directly  linked to the road  load equation but 




is preferred  to  the  total  range.  It  represents  the distance between  the 25th percentile and  the 75th percentile 







Frequencies of acceleration metrics were also  included  in  this  category. The number of accelerations 


























have  a  physical  connection  to  energy  use.  Some  power  demand  metrics  require  knowledge  of 
parameters such as weight, aerodynamic drag coefficient, rolling resistance coefficient, or frontal area. 
Relative positive acceleration (RPA) represents the distance‐averaged inertial power per unit mass (Smit 
et al., 2006).  IPS  represents  the  time‐averaged  inertial power per unit mass  (Fomunung, 1999). Drag 
power  surrogate  (DPA)  was  defined  as  time‐averaged  product  of  acceleration  and  squared  velocity 
(Fomunung,  1999).  Positive  kinetic  energy  (PKE)  represents  the  change  in  kinetic  energy  per  unit 
distance which  is  a measure of  acceleration work  required. Krishnamurthy  et  al.  (2006) developed  a 
modal  emissions model  that  used  this  parameter  as  a  quantitative measure  to  distinguish  between 
different  driving  modes  (acceleration,  deceleration,  and  cruise).  O’Keefe  et  al.  (2007)  derived 
characteristic  acceleration  (ChAccel).  It  is  the  integrated  positive  mechanical  energy  (kinetic  and 
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potential energy)  supplied per unit mass per unit distance. This metric measures  the  inertial work  to 
accelerate and/or raise the vehicle per unit mass per unit distance over the cycle. It is the positive part 
of  specific  kinetic  and  potential  energy  per  distance  associated with moving  the  vehicle  over  a  duty 
cycle. If no grade information is available, characteristic acceleration is equivalent to PKE. Delgado et al. 
(2011) derived characteristic power (ChPower). It is the integrated positive mechanical energy supplied 












Parameter Units  Truck  Bus 
m  kg  25,400 16,800
CD  ‐  0.79  0.79 
Area  m2  7.7  7.4 








39  For Class 8  trucks,  the  frontal  areas  for high, mid,  and  low  roof were estimated  to be 10.4, 7.7, and 6.9m2, 
respectively.  Typical  CDA  values  for  Class  8  trucks  vary  from  5.1  to  7.6m





An equation  (Eq. 33) based on empirical  tractive  load parameters  (a, b, and  c) discussed  in  (US EPA, 
2005) and  (Petrushov, 1997) was used  to calculate a property  that  represents  tractive power without 
including  grade or  inertial power. This metric was  termed  “Petrushov power”  (AvPet). Dynamometer 
testing usually uses  this  kind of empirically determined parameters. They  are determined  from  track 
coast‐down tests. The “a” coefficient corresponds to the tire rolling resistance term. The “b” term tends 
to  be  small  and  describes  higher  order  rolling  resistance  factors.  The  “c”  term  represents  the 
aerodynamic drag coefficient  terms. Table 20  lists  the values of  the coefficients  for buses and heavy‐
duty  trucks  from  (Petrushov,  1997).  Comparisons made  in  (US  EPA,  2005)  revealed  that  the  tractor‐
trailer numbers are about 35% smaller than those typical values reported in the US fleet. 
 
ܲ݋ݓ݁ݎ ൌ ܽݒ ൅ ܾݒଶ ൅ ܿݒଷ                   (33) 
Table 20 Road load parameters (Petrushov, 1997)40 
















































Average positive grade  (AvPosGrade) and average ascent  (AvAsc) account only  for  the positive grade 
portions  of  driving  activity.  The  difference  between  them  is  that  AvPosGrade  normalizes  the  data 
dividing by the total distance of the route, while AvAsc normalized the data dividing by distance traveled 
going  uphill. A  similar  difference  occurs  between  average  negative  grade  (AvNegGrade)  and  average 
descent (AvDes). Figure 22 presents altitude‐distance traces for two simplified routes (unrealistic grades 
of 100% were  selected  for  illustrating purposes). Calculated metrics  for both  routes are presented  in 
































The  chassis  testing  performed  on  WVU’s  chassis  dynamometer  uses  power  absorbers  and  inertial 
flywheels  to  provide  a  load  to  the  vehicle  based  on  the  road  load  equation.  For  this  equation  it  is 













െ 1ቇ   (m)                (34) 
 
In  the  above  equation  h  represents  the  altitude,  To  represents  the  standard  temperature,  R  is  the 
universal gas constant for air, L is the standard temperature lapse rate, Po is the standard pressure, and 
g  represents  gravitational  acceleration.    The  derivation  of  Equation  34  is  based  on  a  subset  of  the 
International  Standard  Atmosphere  (ISA)  model  formulated  by  the  International  Civil  Aviation 










Symbol  Value  Unit Description
Po  101325  Pa  Pressure at zero altitude (base pressure) 
To  288.15  K  Temperature at zero altitude 
g  9.80665  m/s2 Acceleration due to gravity
L  ‐0.0065  K/m Lapse rate
R  287.053  J/kg K Gas constant for air
 
 
݄ ൌ 44330.8 െ 4946.54 ܲ଴.ଵଽ଴ଶ଺ଷଶ    (m)              (35) 
 
Some  of  the  assumptions  done  in  the  derivation  of  Equation  35  can  affect  the  accuracy  of  altitude 
calculation. In the real atmosphere, significant variation is observed in base pressure, temperature, and 
lapse rate. Lapse rate can change, for example, when there is a temperature inversion near the ground. 
The  perfect  gas  assumption  is  highly  accurate  for  air;  however,  the  behavior  of  a  perfect  gas  is 
influenced by the constant R, which in turns depends on mean molecular weight. The composition of the 
lower atmosphere is approximately constant, but a very wet atmosphere may have water content high 
enough  to appreciably  lower  the atmospheric density,  thus  changing  the R value and  influencing  the 
accuracy  of  the  calculations.  Finally,  the  parameters  chosen  for  ISA  are  based  on  averages  near  45° 
latitude. The accuracy will decline near the poles or the equator. 
 
The geometric  relationships  for  calculation of grade are  shown  in Figure 23. The  change  in elevation 
(Δh=h2‐h1)  during  the  time  interval  between  consecutive  time  steps  (Δt=t2‐t1)  is  calculated  based  on 
altitude data. The hypotenuse of the triangle represents the actual traveled distance (Δs). The traveled 
distance  is determined by employing Equation 36, which  is the product of vehicle speed and the time 









∆ݏ ൌ ݒҧ · ∆ݐ                                                                        (36) 
 
∆ݔ ൌ √∆ݏଶ െ ∆݄ଶ                                                   (37) 
 
ܩݎܽ݀݁ ሺ%ሻ ൌ ∆௛
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Some  instantaneous  grade  values  resulted  in  completely  unrealistic  values,  so  the  data  was  post‐
processed  to  eliminate  such  values  replacing  them with  values  of  grade  at  the  previous  time  step. 






Some of  the metrics  in Table 18 have different definitions but produce equivalent  results when used 
within  the modeling methodology.  This  occurs when  one metric  is  the  result  of  other metric  being 
multiplied by a  constant  factor. For example,  IPS multiplied by vehicle mass  is equivalent  to  InePow; 
AvSpeed  multiplied  by  the  factor  µm  (rolling  resistance  coefficient  multiplied  by  vehicle  mass)  is 
equivalent to RolPow; climb rate multiplied by the factor mg (vehicle mass multiplied by acceleration of 















Initially, a software  routine was developed  to open each  test  file,  retrieve necessary  information, and 
calculate the 74 properties listed in Table 18. Properties requiring grade information were not calculated 
for  chassis dynamometer data. However, properties  such  as  characteristic power or  average positive 






















columns  represented  cycle  combinations  and  their  rows  represented  metrics  combinations.  These 
matrices were further analyzed using a MATLAB routine to  identify combinations of columns and rows 





2. Columns and  rows with only  zero  values  (without predictions below  the  threshold  value) are 
removed. The resultant matrix size is lower than the original one (Figure 24c). 





This  routine  allowed discarding of metrics and  route  combinations  that were not  suitable  to achieve 





lower  than  when  using  two  baseline  activities.  Different  levels  of  accuracy  were  expected  for  the 
different groups of predictions and  that  justifies  the use of different  threshold  levels  for each one of 











For  each  vehicle,  CO2  and NOx mass  rate  emissions  for  each  individual  test  run were  predicted  and 
compared  to  actual measured  emissions. An  accurate model  generates  predictions  that  are  close  to 
“true” values. The main criterion to evaluate the goodness of fit between the experimentally‐measured 
data  and  the  model‐predicted  data  for  a  given  model  was  the  average  absolute  percentage  error 
(Equation 40, where xp are predicted values and xe are experimental values). Bias  is  the  tendency  for 





basis  of  a  different  number  of  predictions  (e.g.  while  seventeen  chassis  dynamometer  cycles  were 











௜ୀଵ ൈ 100%    (40) 
 













(or  routes)  used  on  the  predictive  capabilities  of  the model.  The  combinations  of  baseline  cycles  or 
routes and their properties that produced the lowest average percent error were identified. The average 
percent error of these cases provided an estimation of the highest achievable predictive accuracy. Figure 
25  shows  the minimum predictive error achieved when using  two,  three, and  four baseline  cycles or 
routes  for  prediction  of  CO2  and  NOx mass  rates  for  both  data  sets








expected  for  the  model  to  experience  a  loss  of  accuracy  due  to  extrapolation.  Another  possible 
explanation  of  this  behavior  is  that  two  cycle  properties  (or  routes)  are  enough  to  describe  vehicle 
activity,  and  using  a  third property may provide  redundant  information  to  the model. Based on  this 













The  following  sections discuss  the  results of applying  the methodology  to  chassis dynamometer data 
with  a  focus on  the  identification of  suitable  cycle properties.  Fuel  consumption  and NOx mass  rate 
predictions were performed on the basis of two and three baseline cycles. The data set  included up to 
seventeen  different  cycles  for  three  different  vehicle  technologies  (diesel,  lean‐burn  CNG  and  diesel 
hybrid  buses).  Fuel  consumption  predictions  were  consistent  across  the  different  technologies. 





to predict CO2 mass  rate  emissions over  the  remaining  fourteen or  fifteen  cycles  for  the  five  transit 
buses. Figure 26 shows the distribution of absolute percentage error for a total of 702,241 predictions. 
Note  that while  about  80%  of  the  predictions  produced  errors  lower  than  100%,  about  12%  of  the 
predictions  produced  errors  higher  than  200%.  This  was  expected  because  not  all  the  metrics  are 














































cases  that  consistently  produced  errors  lower  than  20%.  Table  23  summarizes  the  average  absolute 
percentage  error  for  the  combination  of  metrics  and  baseline  cycles  that  consistently  produced 
predictions with average absolute error below the threshold of 20% for the five transit buses.   
 
From  Table  23  it was  evident  that metrics  related  to  power  demand  such  as  characteristic  power44, 
average  positive  road  load  power,  and  inertial  power  have  good  potential  to  be  used  within  the 
modeling methodology  for  fuel consumption prediction.  Interestingly, metrics  related  to  the  transient 






























Idle  Idle  Idle  Idle  Idle  Idle  Idle  Idle  PARIS  PARIS 
AVERAGE OCTA  BRAUN  KCM  CSHVC  Beeline  ETCURB  WMATA  TRANS  OCTA  BRAUN 
ChPower  12.3  13.3  14.4  13.2  15.4  12.0  11.9  12.1  15.2  15.5  13.5 
AvPosRLP  14.5  12.5  14.0  13.4  12.5  12.6  18.0  14.1  14.5  14.6  14.1 
StdRLP  12.4  12.5  14.1  13.3  15.0  16.2  15.0  14.1  15.0  14.7  14.2 
AvDriSpeed  13.9  13.6  12.6  15.8  15.3  17.2  12.9  15.0  16.6  16.2  14.9 
StdInePow  13.2  13.3  17.1  13.7  15.6  17.0  15.9  14.3  15.7  15.3  15.1 
RmsSpeed  14.6  14.2  13.5  17.4  14.2  16.1  13.3  18.1  16.4  16.3  15.4 
RSS  15.5  16.0  13.7  18.6  13.7  14.2  15.6  18.3  16.3  17.4  15.9 
RPSS  14.8  13.8  13.2  18.3  13.1  13.0  14.7  22.5  18.2  17.9  16.0 
IPS  16.3  18.4  18.3  16.6  18.5  16.5  17.2  16.7  18.1  18.7  17.5 
AvSpeed  17.6  16.9  14.9  17.5  21.7  23.6  25.1  19.0  18.3  18.0  19.3 
AVERAGE  14.5  14.5  14.6  15.8  15.5  15.8  16.0  16.4  16.4  16.5  15.6  
 
The combination of the  Idle cycle with a transient cycle of  intermediate average speed  is observed for 
most of  the cases presented  in Table 23. The Paris cycle  (a  low average speed, highly  transient cycle) 
seemed to be a good choice to replace Idle cycle if measured idle data is not available. 
 
The  previous  analysis was  based  only  on  the  average  absolute  error.  Nothing  has  been mentioned 
regarding  possible  bias  and  outliers  in  the  predictions.  In  order  to  visualize more  clearly  the  results 
























showing any bias). An  illustration of  the bias  in  the predictions  is shown  in Figure 28. CO2 mass  rates 
were predicted using Idle and KCM as baseline cycles, and average positive road load power as metric. 
The  parity  plot  shows  that  the  prediction  is  far  from  being  satisfactory  with  38  out  of  72  of  the 
predictions being outside  the ±10% error bounds. Prediction errors as high as 45% were observed  for 


































were made.  Figure 29  shows  the distribution of absolute percentage error of  the predictions  for  the 
diesel buses. The overall results show better predictive accuracy when compared with the predictions 
made with only  two baseline  cycles. The number of predictions within 20%  absolute error  increased 
from 38% to about 50% when adding a third baseline cycle while 85% of the predictions produced errors 
lower  than  100%  (80%  for  two  baseline  cycles).  The  use  of  a  third  baseline  cycle  did  not  avoid  the 







































In order  to  identify  the most suitable metrics and combinations when using  three baseline cycles  the 
results were  filtered and organized using Microsoft Excel’s pivot  tables. A matrix of average absolute 
percentage  error46  was  generated  in  which  rows  represent  the  cycle  property  used  and  columns 
represent  the cycle  combinations used. The obtained matrix47 was  further analyzed using  the  routine 
discussed  in  Section 5.4  in order  to  identify  columns and  rows with  consistently good  results. Better 
predictions were expected when adding a third baseline cycle, so a  lower threshold value of 12% was 
selected  to perform  the processing of  the error matrix. Table 24 shows  the  identified cases  (property 
combinations and baseline cycle combinations) that generally produced errors lower than 12%.   
 
Average  positive  acceleration was  identified  as  a  suitable metric  for  translation  of  fuel  consumption 
since  it appears  in most of the cases presented  in Table 24. This  is an  interesting finding because that 
metric did not produce satisfactory results when used in the two‐baseline cycles models. AvPosAcc does 






















that  produced  consistently  good  results  include  characteristic  power  and  aerodynamic  and  rolling 
resistance power.  Interestingly, most of  the  combinations  include  either  a  speed‐related metric or  a 






Idle  Idle  Idle  Idle  Idle  Idle  Idle 
AVERAGE BRAUN  OCTA  BRAUN  OCTA  UDDS  Manhattan  CBD 







AeroRolPow  AvPosAcc  7.13  6.92  5.83  5.72  9.02  7.06  8.92  7.23 
RCS  AvPosAcc  7.16  7.29  6.79  6.90  7.36  7.31  8.18  7.28 
AvDriSpeed  AvPosAcc  6.76  7.02  8.08  8.37  6.90  7.03  7.02  7.31 
AvSpeed1.5   AvPosAcc  8.69  8.34  7.14  6.88  9.62  8.66  9.49  8.40 
RSS  AvPosAcc  8.14  8.16  11.23  11.46  12.02  7.93  8.03  9.57 
RPSS  AvPosAcc  7.99  8.19  12.78  12.71  10.78  7.77  8.18  9.77 
AvDriSpeed  StdRLP  8.54  8.90  8.94  9.49  9.07  11.64  12.18  9.82 
AvDriSpeed  ChPower  8.80  9.13  9.30  9.88  9.06  12.95  10.62  9.96 
ChPower  RmsSpeed  9.30  9.69  9.61  10.30  9.59  13.68  11.24  10.49 
AeroRolPow  StdRLP  9.52  9.76  9.62  9.89  9.56  12.50  12.86  10.53 
RSS  ChPower  9.16  9.56  10.95  11.12  10.59  12.22  12.08  10.81 
   AVERAGE  8.29  8.45  9.12  9.34  9.42  9.89  9.89  9.20 
 
At  first glance,  the only  identifiable  trend  in  the baseline cycle combinations of Table 24  is  that all of 
them  include  the  Idle  cycle. The  remaining  two  cycles  include  cycles with different  levels of  average 
speed and transient behavior. Table 25 shows the values of AeroRolPow and AvPosAcc for the two non‐
idle baseline cycles for the seven cycle combinations shown in Table 24. Highlighted cells represent the 
highest property value of  the  two  cycles. Opposite  relative values  for different metrics  (resembling a 
checkerboard  pattern)  were  observed  between  the  different  baseline  cycle  pairs.  Use  of  linearly 
independent  cycles  (in  terms of  their properties)  should avoid  ill‐posed models.  If  two properties are 
used, it will be better to select baseline activity with relative metrics values opposite to each other. For 
example, it is better to use a baseline cycle with relatively low speed and high acceleration and another 
baseline  cycle  with  relatively  high  speed  and  low  acceleration  than  using  one  baseline  cycle  with 
relatively low speed and low acceleration and another with relatively high speed and high acceleration. 








With  the objective of assessing possible bias and outliers  in  the predictions, Figure 30  show box and 
whisker plots for the distribution of prediction errors for each combination of metrics presented in Table 
24. Each box represents a total of 196 predictions. As discussed  in Section 6.2.1, for a reasonably good 
fuel consumption prediction at  least 50% of  the observations  should be within ±10% error  limits,  the 
maximum errors should be bounded by ±20% error, and the value of 0% error should be bounded by the 
interquartile  range  (not  showing  any  bias).  In  addition  to  the  AeroRolPow  and  AvPosAcc  metrics, 






































Figure  31  shows  a parity plot of  the  case with  lowest prediction  error  in  Table  24. AeroRolPow  and 
AvPosAcc were used and Idle, OCTA and KCM were used. Note that the combination of cycle properties 
contain  information  related  to  the  three components of  the  road  load equation considered  in chassis 
dynamometer  testing  (AeroRolPow  quantifies  the  rolling  resistance  and  aerodynamic  drag,  while 
AvPosAcc  quantifies  the  inertial  power).  The  predictions were made  for  the  five  transit  buses  even 
though  the  results presented  so  far were based only on data  from  the conventional diesel vehicles49. 







































cycle  property  to  predict  NOx  mass  rate  emissions  over  the  remaining  fourteen  or  fifteen  cycles. 
Predictions were made for the five transit buses  in Table 14 (two conventional diesel buses, two  lean‐





























































































find  a  single  case  that  complied with  such  value. Consequently,  a 25% error  threshold was  selected. 








IDLE  IDLE  IDLE  IDLE 
TOTAL 
OCTA  CSHVC  BRAUN  TRANS 
ChPower  21.38  23.62  24.68  22.52  23.05 
ChEnergy  21.40  23.64  24.70  22.54  23.07 
KI  22.07  23.39  23.19  23.88  23.13 
StdRLP  21.83  24.22  23.88  22.65  23.14 
CovInePow  22.26  24.60  23.42  24.32  23.65 
StdSpeed  25.86  24.88  22.94  21.32  23.75 
CovSpeed  22.60  24.65  23.54  24.24  23.76 
StdInePow  22.42  24.76  24.62  23.54  23.84 
RSS  27.83  23.95  24.40  21.36  24.39 
StdDriSpeed  26.49  24.87  24.55  22.40  24.58 
RPSS  26.58  24.93  23.93  23.52  24.74 
TOTAL  23.70  24.32  23.99  22.94  23.74 
 
Figure  34  show  box  and whisker  plots  for  the  distribution  of  prediction  errors  for  each  of  the  cycle 













The  method  was  applied  using  all  possible  combinations  of  three  baseline  cycles  and  two  cycle 
properties  to  predict  NOx  mass  rate  emissions  over  the  remaining  fourteen  cycles  of  the  chassis 
dynamometer data set. Only data from diesel buses 39 and 41 were considered. Nearly two million (2 x 
106)  predictions  were  made.  Figure  35  shows  the  distribution  of  absolute  percentage  error  of  the 
predictions made for the diesel buses. The error distribution was almost identical to the distribution of 
error obtained for the case of fuel consumption predictions with three baseline cycles. About 50% of the 
predictions were within 20% absolute error while 87% of  the predictions produced errors  lower  than 




bounded  by  ±20%  error,  and  third,  the  value  of  0%  error  should  be  bounded  by  the  interquartile  range  (not 
showing any bias). 

















In order  to  identify  the most suitable metrics and combinations when using  three baseline cycles  the 
results were  filtered and organized using Microsoft Excel’s pivot  tables. A matrix of average absolute 
percentage error51 was  generated which  rows  represent  the  cycle property used  and which  columns 
represent the cycle combinations used. The obtained matrix52 was further analyzed using the MATLAB 




baseline  cycles  combinations  that  consistently  produced  average  errors  lower  than  12%  for  the  two 































NYComp  NYComp  NYComp  NYComp  NYComp  NYComp  NYComp 
AV. Manhatt  OCTA  BRAUN  Manhatt  OCTA  Manhatt  BRAUN 







AvDriSpeed  AvPosAcc  10.22  10.40  10.59  10.58  10.82  10.63  11.03  10.61 
AvPosRLP  RSS  10.79  10.61  10.06  11.26  11.11  11.56  10.57  10.85 
AvDriSpeed  IF  10.73  10.82  10.97  10.89  11.32  10.93  11.74  11.06 
RmsSpeed  AvPosAcc  10.74  10.89  11.09  11.00  11.26  11.53  11.51  11.15 
RSS  AvPosAcc  10.94  10.88  11.04  11.74  10.65  12.60  10.93  11.25 
AvPosRLP  RmsSpeed  10.87  10.86  10.79  11.45  11.76  11.59  11.54  11.27 
RmsSpeed  IF  11.02  11.03  11.27  11.02  11.48  11.29  12.01  11.30 
AvPosRLP  RCS  11.25  11.08  11.02  11.17  11.97  11.54  11.66  11.39 
AvSpeed1.5  AvPosAcc  10.61  10.59  11.18  11.54  11.95  12.01  12.36  11.46 
RSS  IF  11.25  11.27  11.46  11.21  11.56  11.77  12.25  11.54 
AvPosRLP  AvPosAcc  11.02  11.15  11.72  11.10  12.69  11.27  12.94  11.70 
   AVERAGE  10.86  10.87  11.02  11.18  11.51  11.52  11.69  11.23 
 
The  only  identifiable  trend  in  the  baseline  cycle  combinations  is  that  all  of  them  include  NYComp. 
Surprisingly, the Idle cycle is not present in any of them. Idle cycle NOx emissions for diesel buses were 
found  to be outside  the general  trends observed  for  the other chassis dynamometer cycles.  In Figure 
39a, note  that  the  Idle cycle  (0 kW) NOx mass  rates  for  the  two diesel buses are  far  from  the  trends 
presented by the linear regression lines. This fact can explain the absence of the Idle cycle as a suitable 













of  these  outliers  were  obtained  when  attempting  to  predict  the  Idle  cycle.  From  the  author’s 
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buses  showed  an  average  error  of  about  12%, with  about  70%  of  the  predictions within  10%  error. 
However, very different results were observed for the two lean‐burn CNG buses (buses 32 and 35). Most 
of the outliers shown (with a strong bias towards over prediction) correspond to lean‐burn CNG buses. 
An average error of 270% was observed  for  these vehicles which are known  for  their NOx production 
sensitivity  to air/fuel  ratios54. Moreover, Figure 39 presents  the  relationship between power demand 
(using AvPosRLP as surrogate) and NOx mass rate production for a) diesel buses and b)  lean‐burn CNG 
buses. The correlation between NOx production and power demand is poor for lean‐burn CNG buses (R2 
values  of  about  0.35) when  compared  to  the  correlation  for  diesel  buses  (R2  values  of  about  0.75). 
Different metric combinations should be assessed to increase the NOx predictive accuracy for lean‐burn 










































































































































































The  combinations  of metrics  that  produced  the  lowest  average  errors  (of  about  20%)  for  lean‐burn 
natural  gas  vehicles  are  shown  in  Table  28.  Errors were  higher  than  the  values  observed  for  diesel 
vehicles by about 10% and only four combinations of baseline cycles were identified. Kinetic intensity in 
combination  with  a  speed‐related  metric  seems  to  be  an  appropriate  choice  for  NOx  mass  rate 
prediction  for  lean‐burn  spark‐ignited CNG vehicles. Figure 40  shows a parity plot with  the  results of 
NOx mass  rate prediction  for  the  two CNG  buses  using  kinetic  intensity  and  relative  positive  square 
speed  as metrics. More  than  50% of  the predictions  are outside  the  10%  error  limits. However,  the 
prediction bias has been reduced when compared to the results shown  in Figure 38. If the same set of 
metrics is to be used for prediction of diesel and lean‐burn CNG buses, a combination of metrics that is 





two  lean‐burn  CNG  vehicles  examined.  The  lack  of  correlation  between  NOx  emissions  and  power 
demand was attributed to two facts. First, the added uncertainty  in NOx emissions measurements due 
to aftertreatment effects55, and second,  the NOx production sensitivity  to  the degree of  throttling  for 
lean‐burn, natural gas spark ignited engines.  
 




gas  engines,  there  are  two  scenarios  in which  the  NO2/NOx  ratio  can  be  significant:  (1)  when  the  engine  is 
operated at very  lean conditions and  (2) when an oxidation catalyst  is used. Large NO2/NOx ratios may result  in 
additional uncertainty in NOx emissions measurements because the chemiluminescence technique was developed 
for low NO2/NOx ratios (Olsen et al., 2010) 
56 Closed  loop control systems use an oxygen sensor  feedback  to control  the air/fuel  ratio  for  lean‐burn, spark‐
ignited engines. Closed  loop  control attempts  to  run  the engine at  constant exhaust oxygen  content at a given 
point  in  its operating map. As some conditions change  (humidity,  temperature, or natural gas composition)  the 
engine changes the air mass flow to provide the same oxygen content, thus affecting in‐cylinder temperatures and 




as  the  engine  air‐to‐fuel  ratios  approach  stoichiometric  conditions  (Einewall  et  al.,  2005).  The  highly 
transient nature of some of  the chassis dynamometer cycles could have affected  the NOx production 
and  thus  the  corresponding NOx mass  rate  predictions. Moreover,  lean‐burn  engines  are  subject  to 
cyclic  variations  of  in‐cylinder  pressure  due  to  cyclic  variations  in  the  combustion  process.  These 
variations  also  results  in  variations  in NOx  emissions  especially  at  very  lean  conditions  (Cho  and He, 
2007).  It  should be noted  that natural  gas bus  engine  technology has  gradually moved  from  lean  to 







Beeline  Idle  Idle  Idle 
TOTAL TRANS  BRAUN  OCTA  OCTA 







RPSS  KI  17.83  17.88  18.23  18.28  18.05 
RSS  IF  18.05  18.44  18.20  18.63  18.33 
RSS  KI  18.07  17.99  18.60  18.99  18.41 
RPSS  IF  19.00  19.09  18.82  18.54  18.86 
RCS  KI  18.77  18.72  18.97  19.68  19.04 
RCS  RSS  18.32  19.02  19.17  19.79  19.08 
RSS  AvPosAcc  18.58  19.34  18.64  19.90  19.11 
RPSS  AvPosAcc  19.57  19.75  19.26  19.09  19.42 
RmsSpeed  KI  18.19  23.40  18.27  19.78  19.91 
AvSpeed2  KI  19.42  23.29  19.34  22.53  21.14 
AeroRolPow  KI  19.31  23.94  19.23  22.56  21.26 
AvSpeed1.5  KI  19.08  26.54  19.03  22.81  21.87 
AvDriSpeed  KI  18.70  30.34  18.84  22.01  22.48 














The  following  sections discuss  the  results of  applying  the methodology  to  in‐use data  gathered with 
PEMS with a focus on the identification of suitable route’s properties. The main difference between the 
chassis dynamometer and the in‐use data approaches is the presence of grade information for the latter 
case.  It  should  also  be  noted  that  while  chassis  dynamometer  data  included  buses  with  different 
technologies  (diesel  hybrid,  lean‐burn  CNG,  and  conventional  diesel);  the  in‐use  data  only  contain 




All  the possible  combinations of  two baseline  routes and one  route property were used  to generate 
linear models to predict CO2 mass rate emissions over the remaining six routes for the eighteen trucks 
summarized  in Table 16. The results were analyzed using the average of absolute percentage error as 







































An  error  matrix  was  obtained  using  Microsoft  Excel  pivot  tables.  For  the  error  matrix,  columns 
represented  route  combinations  and  rows  represented  the  properties  used.  The matrix was  further 
analyzed using  the MATLAB  routine discussed  in Section 5.4  to extract  the combinations of  rows and 































Idle  Idle  Idle  Idle  Idle  Idle  Idle 
AVERAGE 







AvPosRLP  5.26  7.01  5.73  6.47  6.95  7.23  6.03  6.38 
GradePow  9.76  9.41  8.95  14.77  13.14  13.01  11.55  11.51 
ChPower  9.10  12.50  14.12  9.44  10.62  14.34  11.56  11.67 
RSS  11.04  9.74  11.85  12.04  10.89  9.67  27.53  13.25 
RPSS  10.99  10.39  14.27  12.66  9.72  10.24  27.64  13.70 
RmsSpeed  10.15  11.14  10.84  9.39  12.54  11.90  31.12  13.87 
AvDriSpeed  9.96  11.72  10.51  10.16  11.21  14.28  33.64  14.50 
AvSpeed  12.39  14.99  12.23  13.81  15.56  18.65  35.23  17.55 
RPCS  14.74  20.07  14.23  16.43  42.19  15.36  25.72  21.25 
RCS  14.67  19.92  14.55  17.87  48.39  15.99  28.46  22.84 
StdInePow  16.04  17.81  15.38  16.72  20.66  37.09  36.58  22.90 
PercDecel  19.09  19.28  25.22  25.32  19.45  19.77  39.91  24.01 
StdSpeed  19.94  16.96  21.13  25.38  17.07  44.58  23.47  24.08 
CovPosAcc  19.35  19.32  19.50  23.67  27.15  28.31  42.69  25.71 
InePow  18.66  21.96  18.78  20.70  19.23  32.05  50.97  26.05 
IPS  18.73  22.01  18.83  20.79  19.31  32.02  51.05  26.11 
   AVERAGE  13.74  15.26  14.76  15.98  19.00  20.28  30.20  18.46 
 







RPSS, RMS  Speed,  and AvSpeed)  are  only  based  on  the  speed‐time  trace,  not  containing  any  grade‐
related information. Their results are not as consistent as the grade‐based metrics, especially when one 



















Overall,  when  compared  with  equivalent  results  obtained  with  chassis  dynamometer  data60,  the 
prediction results  for  in‐use data have  lower errors. However,  the results are not entirely comparable 
because  the  averages  are  calculated  on  the  basis  of  a  different  number  of  predictions  (seventeen 


























that produced the  lowest average error  (5.26%)  is presented  in Figure 43.  Idle and BM2Sab routes,  in 
conjunction with AvPosRLP property, were used to predict the remaining six routes’ CO2 mass rate. The 
plot  shows predicted values as a  function of measured values. The parity  line and  the  limits of ±10% 
error  in  the prediction are also  shown.  Interestingly,  the choice of a  route with a prolonged downhill 
grade did not negatively affect the prediction of routes without pronounced changes in altitude or of the 
route with prolonged uphill grade  (Sab2BM). Note also that while many of  the WashPA1  (city driving) 
predictions were below the parity line, many of the WashPA3 (highway driving) predictions were higher 
than  their measured CO2 mass  rate  values  suggesting a bias of under‐prediction  for a  city  route and 










































similar weight  coefficients.  This means  that  the  value  of  AvPosRLP  is  very  similar  between  them.  A 
second metric  should  be  added  to  the model  to  help  differentiate  between  these  dissimilar  routes 




Predicted Route  w (Idle)  w (BM2Sab)  Bias (%)  Error (%) 
WashPA2  0.21  0.79  ‐2.83  3.42 
WashPA1  0.19  0.81  ‐3.27  3.97 
Sab2BM  ‐0.38  1.38  ‐1.10  2.69 
Sab2SW  ‐0.45  1.45  4.06  5.42 
SW2Sab  ‐0.35  1.35  7.21  8.02 
WashPA3  ‐0.38  1.38  7.16  8.04 
 
6.3.2 Fuel Consumption Prediction Using Three Baseline Routes 
The modeling methodology was  applied  to  in‐use  data  using  all  the  possible  combinations  of  three 
baseline routes and two route properties to generate linear models to predict the remaining five routes. 
The  results  were  analyzed  using  the  average  absolute  percentage  error  as  the  main  parameter  to 
measure goodness of fit between predicted and measured values. A histogram showing the distribution 
of error for a total of 14,747,040 total predictions  is presented  in Figure 44. When compared with the 








An  error  matrix61  was  obtained  using  Excel  pivot  tables.  Matrix  columns  represent  baseline  route 
combinations and matrix rows represent routes’ properties combinations. The error matrix was further 
processed  by  using  the  routine  discussed  in  Section  5.4  to  identify  the  columns  and  rows  that 
consistently produced results with errors below a selected threshold value. Initially, the threshold value 
was set to 12% (the same value used for fuel consumption prediction using three baseline cycles). The 






The addition of a  third baseline  route  to  the model  increased predictive accuracy with average errors 
lower  than  the expected measurement  variation  (COV)  for  in‐use  testing. Average positive  road  load 
power  is present  in all  the combinations shown  in Table 31 and seems  to be  the metric of choice  for 
translation of fuel consumption between different driving routes. When this metric was combined with 





























Idle  Idle  Idle  Idle  Idle  Idle 
AVERAGE WashPA2  WashPA2  WashPA2  WashPA1  WashPA1  WashPA1 













AvPosRLP  ChAccel  3.58  3.82  3.71  3.86  3.66  3.81  3.74 
AvPosRLP  AvSpeed3  3.63  4.21  3.57  4.01  3.64  3.56  3.77 
AvPosRLP  AvSpeed3.5  3.70  4.12  3.55  3.98  3.73  3.56  3.77 
AvPosRLP  AvSpeed4  3.78  4.08  3.55  3.97  3.81  3.57  3.79 
AvPosRLP  AvSpeed2.5  3.58  4.42  3.66  4.09  3.55  3.58  3.81 
AvPosRLP  AvPosGrade  3.81  4.07  4.38  3.86  3.65  4.17  3.99 
AvPosRLP  StdGrade  3.97  4.05  4.60  4.18  4.04  4.76  4.27 
AvPosRLP  FreqAccD  4.18  4.06  4.54  4.10  4.20  4.59  4.28 
AvPosRLP  FreqAccT  4.06  4.20  4.69  4.24  4.16  4.89  4.37 




























The average prediction error  (3.6%)  is  lower  than  the estimated  run‐to‐run variability  for  in‐use data 
(6.4%). Table 32 shows average weight coefficients, bias and percent errors  for each predicted  route. 
































































































































































































Idle  Idle  Idle  Idle  Idle  Idle  Idle 
AVERAGE 







AvPosRLP  10.22  15.61  9.83  12.94  9.85  9.88  16.68  12.13 
GradePow  13.75  16.07  13.51  12.61  11.98  12.16  34.09  16.31 
RPCS  13.32  19.36  15.87  28.49  13.24  16.99  16.33  17.66 
AvSpeed  12.20  15.73  13.20  41.75  14.38  13.48  13.47  17.74 
RolPow  12.20  15.71  13.24  41.73  14.39  13.48  13.54  17.76 
RCS  13.37  22.37  15.02  30.26  12.51  16.43  15.44  17.91 
AvDriSpeed  13.90  18.57  13.45  40.69  15.51  13.98  15.40  18.79 
RmsSpeed  15.31  17.20  14.61  38.16  16.73  14.34  16.90  19.03 
AvSpeed1.5  17.00  16.43  13.84  42.31  13.04  16.98  15.45  19.29 
AeroRolPow  17.92  17.76  14.32  41.69  13.42  18.22  15.86  19.89 






and  route property  that produced  the  lowest average error  (9.83%)  in Table 33. Table 34  shows  the 
average weights  for  the baseline  routes,  the bias, and  the average absolute error  for each predicted 















Predicted Route  w (idle)  w (BM2Sab)  Bias (%)  Error (%) 
WashPA2  0.21  0.79  3.07  7.29 
WashPA1  0.19  0.81  13.90  14.33 
Sab2BM  ‐0.38  1.38  ‐8.38  8.97 
Sab2SW  ‐0.45  1.45  ‐3.81  7.20 
SW2Sab  ‐0.35  1.35  ‐1.05  8.16 






































The modeling methodology was  applied  to  in‐use  data  using  all  the  possible  combinations  of  three 
baseline routes and two route properties to generate linear models to predict the remaining five routes. 
The  results were analyzed using  the  average of absolute percentage error as  the main parameter  to 
measure goodness of fit between predicted and measured values. A histogram showing the distribution 
of error for a total of 14,747,040 total predictions  is presented  in Figure 50. When compared with the 






An  error  matrix  was  obtained  using  Excel  pivot  tables.  Matrix  columns  represent  baseline  route 
combinations and matrix rows represent routes’ properties combinations. The error matrix was further 
processed  by  using  Section  5.4 MATLAB  routine  to  identify  the  columns  and  rows  that  consistently 





using  two baseline  routes). Average positive  road  load power  is present  in  all  the  combinations  and 
seems to be the metric of choice for translation of NOx emissions rates between different driving routes. 
























Idle  Idle  Idle  Idle  Idle 
AVERAGE WashPA1  WashPA1  WashPA1  WashPA2  WashPA2 










AvPosRLP  AvPosAcc  7.48  7.16  8.35  9.10  8.61  8.14 
AvPosRLP  StdAcc  7.54  8.07  8.59  8.64  9.27  8.42 
AvPosRLP  RmsAcc  7.54  8.07  8.59  8.64  9.27  8.42 
AvPosRLP  CovPosAcc  8.19  7.45  8.86  9.76  8.45  8.54 
AvPosRLP  PercAcc  8.43  8.85  8.96  8.42  9.34  8.80 
AvPosRLP  CovRLP  8.30  9.09  8.72  8.55  9.53  8.84 
AvPosRLP  FreqAccT  8.17  9.25  8.80  8.74  9.35  8.86 
AvPosRLP  FreqAccD  8.00  9.19  8.86  8.68  9.74  8.89 
AvPosRLP  RPS  8.30  9.20  8.97  8.42  9.58  8.89 
































the  ±10%  error  boundaries.  Average weight  coefficients,  bias  and  percent  errors  for  each  predicted 
route  are  presented  in  Table  36.  Considerable  bias  was  observed  for  the  prediction  of  WashPA2 
(suburban‐highway)  route.  However,  the  average  prediction  errors  are  about  the  same  value  of 










































Predicted Route  w (Idle)  w (WashPA1)  w (Sab2BM)  Bias (%)  Error (%) 
WashPA2  0.07  0.88  0.05  ‐6.34  8.79 
BM2Sab  0.07  0.50  0.43  1.52  5.33 
Sab2SW  ‐0.18  0.31  0.87  2.29  7.61 
SW2Sab  ‐0.09  0.29  0.81  4.88  7.45 
WashPA3  0.13  ‐0.32  1.19  ‐0.21  8.67 
 
6.3.5 Effects of Including Grade­Related Properties 
For  in‐use  data,  all  the  suitable  combinations  of  metrics  included  at  least  one  metric  with  grade 
information. Figure 53 show parity plots of 540 CO2 mass rate predictions for two different approaches. 
The  first  approach  uses  driving  speed  and  average  positive  acceleration  as  suggested  by  a  previous 





The second approach  includes grade  information using average road  load power and average positive 

































  (which  is  a
































































EPA  has  programmed  GEM  with  predefined  parameters  such  as  electric  loads,  engine  maps, 
transmission configurations, and vehicle parameters for twelve regulatory subcategories. The regulatory 
class selected for this analysis was a Class 8 combination truck, sleeper cab, and high roof. GEM model 
uses a predefined 15L engine  fuel  consumption map. The vehicle parameters used  for  simulation are 



















The  last  column  of  Table  38  indicates  the  percentage  of  time  that  the  simulated  speed  failed  to  be 
within  2mph  from  the  target  speed.  Note  that  some  cycles  were  more  difficult  to  follow  by  the 
simulated GEM model driver. Figure 56  shows demanded and actual  speed  for  the NYBus  cycle. This 
cycle presented differences between target and simulated speed values higher than 2mph for 10.9% of 






















ART  26.59  1.01  96.72  1.99  2.74  195.80  27.47  10.66 
Beeline  14.19  0.91  52.36  6.80  2.40  222.87  16.69  10.11 
BRAUN  13.95  0.86  45.18  6.74  2.47  217.18  15.99  9.55 
CBD  12.33  0.98  38.44  2.01  2.27  236.31  15.37  5.85 
COMM  46.34  0.52  110.89  3.99  5.52  97.07  23.74  0.00 
CSHVC  13.58  0.56  34.77  6.72  3.20  167.62  12.02  0.45 
ETCURBAN  14.18  0.54  30.91  2.36  3.64  147.01  11.00  2.45 
KCM  23.42  0.78  65.50  12.78  3.29  162.98  20.15  6.24 
Manhattan  6.74  0.75  23.11  2.35  1.85  288.90  10.27  5.62 
NYBus  3.68  0.69  13.14  0.61  1.36  394.84  7.67  10.90 
NY‐Comp  8.76  0.35  15.96  2.50  2.28  234.72  10.86  2.05 
OCTA  12.07  0.76  36.99  6.54  2.49  214.86  13.69  6.56 
PARIS  6.62  0.66  19.16  3.51  1.98  270.87  9.46  3.31 
UDDS  18.81  0.39  44.69  5.54  3.70  144.80  14.37  3.39 
TRANS  14.90  0.50  37.81  2.85  3.50  153.30  12.05  0.92 
WMATA  8.34  0.70  26.31  4.26  2.46  217.51  9.57  2.33 
CREEP  1.64  0.19  2.04  0.12  2.18  246.22  2.13  1.32 




























































properties.  The  GEM‐simulated  Idle,  OCTA,  and  KCM  cycles  were  used  as  baseline  cycles  and  the 
remaining 16 cycles were predicted. Figure 58 shows a parity plot showing the prediction results. The 
results  are  encouraging  since  the model was  able  to  translate  fuel  consumption  between  different 








AvPosRLP  in Table 38) was  identified as being outside the region of safe extrapolation, with one of  its 



































































Sophisticated  engine  and  emissions  control  technologies  used  to  meet  stricter  emissions  and  fuel 
efficiency  regulations  (2007  and  newer  vehicles)  are  going  to  be  difficult  to  simulate  using  pure 
simulation with complete vehicle models such as GEM because new models should be developed and 
validated. The approach discussed  in this study may simplify regulations, without the need to develop 
new models  to  accommodate  for  newer  technologies67. Testing  is  still  going  to  be  necessary  in  the 















The  inputs  to  the  model  are  cycle‐averaged  (or  route‐averaged)  emissions  and  cycle  (or  route) 
properties. These inputs are more readily available than detailed component models required for other 
types of model  (e.g. dynamic vehicle simulators). By using averages,  the model also avoids  the use of 









The  accuracy  of  the modeling  approach  depends  heavily  on  the  baseline  cycles  (or  routes)  and  the 
properties being used.  Knowledge of  the  level of  accuracy  that  can be  expected  and  the  amount of 




emissions  at  a  higher  temporal  resolution.  This  modeling  approach  cannot  be  used  for  the  same 
purposes  of microscopic models  because  it  cannot  (or  has  not  been  shown  to)  produce  second‐by‐
second emissions or fuel consumption data.   
 
The  technique  has  been  verified  for  individual  vehicles.  Application  of  the  technique  to  a  group  of 









cycles  for  the various major  types of MD and HD vehicles.  In order  to develop appropriate weighting 
factors  for each  application  in‐use  testing may prove useful  to  capture  the  real world duty  cycles of 
different applications  such as  transit buses, delivery vehicles, utility  service  trucks,  refuse  trucks, and 
long‐haul tractor trailers. 
 








cycles  and  metrics  that  makes  the  predictive  approach  suitable  or  not.  However,  the  following 















Results  showed  that  inclusion  of  idle  information  as  a  baseline  cycle  or  route  produced  satisfactory 




The baseline cycles or  routes should cover a wide  range of operation.  Ideally, all  the predicted cycles 
should be  inside the envelope of operation (e.g. their properties should be between the minimum and 
maximum values of  the baseline properties). Weight  coefficient values  can be used as a quantitative 








baseline  cycle  with  relatively  high  speed  and  low  acceleration  than  using  one  baseline  cycle  with 






is  divided  between  chassis  dynamometer  and  in‐use  for  the  prediction  of  fuel  consumption  (CO2 
emission as surrogate) and NOx emissions. The “best” combinations of properties (as observed for the 
data sets used  in this study) are presented for each case. Users of this model should be able to obtain 
accurate predictions  for  fuel consumption and NOx emissions  from MD and HD diesel‐fueled on‐road 






diesel,  a  study  of  metrics  and  cycles/routes  for  the  specific  technology  should  be  performed. 





A model was extended  to predict HD vehicle  fuel  consumption and NOx emissions employing chassis 
dynamometer data and in‐use data gathered with PEMS. Data for five transit buses tested over up to 17 

















Topography  is  a  very  important  factor  in  determining  fuel  use  and  emissions  for  HD  vehicles.  Fuel 
consumption predictive accuracy improved from 10.4% to 3.7% and NOx mass rate predictive accuracy 
improved  from  21.7%  to  8.1% when  including  grade  information  into  the model.  The  use  of  in‐use 
measurements  including  grade  information  can  generate  a  new  approach  for  emissions  inventory 
allowing users to access real‐world emissions from a vehicle that is operated over a roadway route that 







absolute  error  of  8.8%.  The model  can  be  used  in  conjunction with more  detailed models  to  save 
simulation  time  and  to  fill  possible  gaps  of  information  instead  of  performing  simulations  for  each 
possible application and vehicle class.  
7.2 Recommendations for Future Work 




Use  of  shorter  pieces  of  vehicle  activity  would  provide  additional  opportunities  (even  less  tests 











Theoretically, other  influent  factors  (as weight, or accessory  loads) can be added  to  the model at  the 
cost of using an additional baseline cycle. Moreover, the method could be expanded to predict different 
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20. Average Acceleration 
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ܣݒܣ݈ܿܿ݁ଶ ൌ ܽଶതതത ൌ ଵ
்
׬ ܽ௜,௔வ଴

















































ܲ݁ݎܿܫ݈݀݁ ൌ  ଵ଴଴ൈ்೔೏೗೐
்
        [%] 
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47. Aerodynamic and Rolling Resistance Power 
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King County Metro cycle


































































ART  Beeline  BRAUN  CBD  COMM  CSHVC  ETCURBAN  Idle  KCM  Manhattan  NYBus  NYComp  OCTA  PARIS  UDDS  TRANS  WMATA 
1  AvSpeed  mph  25.55  14.04  13.75  13.11  44.37  14.02  14.11  0.00  23.34  6.86  3.51  8.75  12.17  6.64  18.73  15.33  8.45 
2  AvDriSpeed  mph  27.87  17.85  16.53  14.11  47.58  17.28  15.60  0.00  26.20  9.26  6.56  11.52  14.63  8.97  24.81  17.47  11.97 
3  RPS  none  0.63  0.57  0.60  0.55  0.59  0.56  0.54  0.00  0.56  0.53  0.55  0.48  0.59  0.52  0.63  0.58  0.55 
4  RSS  m/s  15.32  12.54  10.14  7.99  23.13  11.55  8.47  0.00  16.41  6.30  6.26  8.29  9.24  6.40  17.61  11.92  9.14 
5  RPSS  m/s  9.55  7.10  6.11  4.37  13.43  6.44  4.59  0.00  8.78  3.31  3.42  3.94  5.45  3.36  10.92  7.16  5.04 
6  RCS  m2/s2  249.00  186.07  113.08  67.12  546.07  149.91  77.86  0.00  311.67  45.64  48.07  82.15  95.72  49.80  356.33  170.76  99.68 
7  RPCS  m2/s2  153.03  105.60  68.34  36.46  313.59  82.24  41.92  0.00  161.22  23.70  25.50  38.57  56.06  26.02  217.43  106.28  54.63 
8  AvSpeed1.5  mph1.5  147.96  72.30  64.45  54.87  317.96  69.74  60.66  0.00  138.19  25.18  12.71  36.57  54.29  24.35  114.66  76.69  37.10 
9  AvSpeed2  mph2  8.8E02  3.9E02  3.1E02  2.3E02  2.3E03  3.6E02  2.7E02  0.0E00  8.6E02  9.7E01  4.9E01  1.6E02  2.5E02  9.5E01  7.4E02  4.1E02  1.7E02 
10  AvSpeed2.5  mph2.5  5.3E03  2.2E03  1.5E03  1.0E03  1.7E04  1.9E03  1.2E03  0.0E00  5.5E03  3.8E02  2.0E02  7.5E02  1.2E03  3.9E02  4.9E03  2.3E03  8.4E02 
11  AvSpeed3  mph3  3.2E04  1.3E04  7.8E03  4.4E03  1.2E05  1.1E04  5.5E03  0.0E00  3.6E04  1.6E03  8.5E02  3.6E03  5.8E03  1.7E03  3.3E04  1.3E04  4.2E03 
12  AvSpeed3.5  mph3.5  1.9E05  7.8E04  4.0E04  1.9E04  8.8E05  5.8E04  2.6E04  0.0E00  2.5E05  6.5E03  3.7E03  1.8E04  2.9E04  7.3E03  2.3E05  7.7E04  2.2E04 
13  AvSpeed4  mph4  1.2E06  4.8E05  2.1E05  8.5E04  6.5E06  3.3E05  1.2E05  0.0E00  1.7E06  2.8E04  1.7E04  8.9E04  1.5E05  3.3E04  1.6E06  4.6E05  1.2E05 
14  StdSpeed  mph  14.91  14.03  11.08  7.90  18.08  12.87  8.27  0.00  17.67  7.05  6.07  9.26  10.17  7.14  19.69  13.20  10.07 
15  CovSpeed  %  58.47  99.93  80.58  60.35  40.78  91.85  58.60  0.00  75.67  102.65  172.93  105.84  83.57  107.45  105.10  86.09  119.27 
16  IqrSpeed  mph  27.04  24.15  22.83  14.60  11.66  25.44  11.44  0.00  26.90  12.18  5.41  14.59  19.99  11.07  33.57  19.08  15.57 
17  RmsSpeed  mph  29.58  19.85  17.66  15.30  47.91  19.03  16.35  0.00  29.27  9.84  7.01  12.73  15.86  9.75  27.17  20.22  13.14 
18  StdDriSpeed  mph  13.35  13.49  10.08  7.29  14.08  12.15  7.23  0.00  16.60  6.69  6.99  8.99  9.40  6.92  19.04  12.69  10.08 
19  CovDriSpeed  %  47.94  75.63  60.98  51.70  29.59  70.43  46.36  0.00  63.35  72.24  106.70  78.06  64.21  77.14  76.77  72.66  84.23 
20  AvAcc  mph/s  ‐0.02  0.00  0.00  0.01  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00 
21  AvPosAcc  mph/s  0.89  0.78  0.81  0.97  0.32  0.53  0.53  0.00  0.72  0.71  0.49  0.30  0.74  0.63  0.35  0.51  0.59 
21  AvPosAcc  mph/s  0.55  0.43  0.46  0.52  0.19  0.28  0.28  0.00  0.41  0.37  0.25  0.15  0.41  0.32  0.20  0.28  0.30 
22  AvNegAcc  mph/s  1.49  0.97  1.06  1.11  0.45  0.59  0.61  0.00  0.94  0.78  0.51  0.30  0.94  0.65  0.48  0.62  0.62 
23  AvAcc2  mph2/s2  1.23  1.03  1.09  1.46  0.32  0.51  0.43  0.00  0.88  0.89  0.51  0.18  0.92  0.64  0.28  0.43  0.67 
24  IF  s‐1  0.05  0.05  0.06  0.08  0.01  0.03  0.03  0.00  0.04  0.06  0.04  0.02  0.06  0.05  0.02  0.03  0.04 
25  StdAcc  mph/s  1.49  1.15  1.18  1.27  0.78  0.80  0.73  0.00  1.11  0.99  0.76  0.43  1.08  0.83  0.67  0.78  0.88 
26  IqrAcc  mph/s  1.43  1.35  1.46  2.09  0.14  0.68  0.93  0.00  1.05  1.14  0.45  0.41  1.35  1.08  0.35  0.73  0.74 





ART  Beeline  BRAUN  CBD  COMM  CSHVC  ETCURBAN  Idle  KCM  Manhattan  NYBus  NYComp  OCTA  PARIS  UDDS  TRANS  WMATA 
28  StdPosAcc  mph/s  0.66  0.64  0.66  0.72  0.46  0.48  0.38  0.00  0.60  0.62  0.52  0.29  0.61  0.50  0.40  0.42  0.56 
29  CovPosAcc  %  136.07  121.73  123.25  133.69  68.39  110.70  138.70  0.00  120.68  114.66  94.78  103.26  122.99  126.29  87.63  120.71  105.40 
30  StdNegAcc  mph/s  1.28  0.88  0.83  0.77  0.91  0.67  0.53  0.00  0.90  0.68  0.62  0.33  0.76  0.56  0.68  0.65  0.72 
31  CovNegAcc  mph/s  116.48  110.13  127.40  144.71  49.63  88.90  114.79  0.00  105.04  114.22  82.30  92.89  124.04  117.44  71.27  94.99  87.25 
32  Jerk  mph/s2  ‐0.01  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00 
33  FreqAccD  mile‐1  18.14  24.33  28.22  48.86  2.08  5.29  0.25  0.00  12.29  36.10  23.95  0.00  24.64  18.20  3.29  3.03  20.45 
34  FreqAccT  s‐1  0.13  0.09  0.11  0.18  0.03  0.02  0.00  0.00  0.08  0.07  0.02  0.00  0.08  0.03  0.02  0.01  0.05 
35  PercIdle  %  7.39  23.64  16.23  4.84  6.44  23.58  10.82  100.00  10.05  28.19  53.06  33.17  15.33  26.31  30.74  14.57  35.58 
36  PercAcc  %  61.68  54.64  56.55  53.70  58.72  51.90  53.46  0.00  56.53  52.35  50.72  49.96  55.73  50.56  57.88  55.20  51.17 
37  PercDecel  %  38.32  44.39  43.24  46.30  41.28  46.46  46.54  0.00  43.46  47.65  49.25  49.96  44.21  48.77  41.82  44.71  48.71 
38  KI  km‐1  1.70  2.72  3.99  5.85  0.23  2.33  3.77  0.00  1.00  11.76  13.70  4.19  4.56  9.85  0.73  1.87  4.69 
39  FreqStopsD  mile‐1  1.36  3.66  4.41  6.78  0.15  2.27  1.96  0.00  1.85  9.68  18.86  7.22  4.82  12.44  2.05  1.62  6.20 
40  RPA  m/s2  0.20  0.22  0.20  0.19  0.05  0.15  0.12  0.00  0.14  0.21  0.22  0.09  0.19  0.18  0.09  0.14  0.19 
41  IPS  m2/s3  2.33  1.37  1.24  1.10  1.00  0.92  0.77  0.00  1.42  0.65  0.35  0.36  1.01  0.54  0.80  0.96  0.72 
42  PKE  m/s2  0.42  0.51  0.45  0.39  0.13  0.35  0.29  0.00  0.31  0.54  0.66  0.34  0.44  0.49  0.26  0.32  0.47 
43  InePow  kW  41.17  24.14  21.90  19.46  17.70  16.28  13.57  0.00  25.14  11.41  6.16  6.43  17.83  9.60  14.04  16.88  12.72 
44  RolPow  kW  15.07  8.28  8.11  7.73  26.17  8.27  8.32  0.00  13.77  4.05  2.07  5.16  7.18  3.92  11.05  9.04  4.98 
45  DPS  m3/s4  28.77  14.37  10.78  7.26  17.14  9.43  6.00  0.00  16.60  3.84  2.12  2.92  8.29  3.36  10.84  10.68  6.06 
46  AeroPow  kW  10.52  4.32  2.57  1.45  40.07  3.47  1.82  0.00  12.03  0.52  0.28  1.19  1.93  0.55  11.04  4.33  1.39 
47  AeroRolPow  kW  25.60  12.60  10.68  9.19  66.24  11.74  10.14  0.00  25.80  4.57  2.35  6.35  9.11  4.47  22.09  13.37  6.37 
48  ChAcc  m/s2  0.21  0.25  0.23  0.20  0.06  0.17  0.15  0.00  0.16  0.27  0.33  0.17  0.22  0.25  0.13  0.16  0.23 
49  ChPower  W/kg  2.42  1.59  1.39  1.15  1.27  1.10  0.93  0.00  1.63  0.82  0.52  0.67  1.19  0.73  1.09  1.10  0.88 
50  ChEnergy  J/kg  2.41  1.59  1.39  1.15  1.26  1.09  0.92  0.00  1.63  0.82  0.52  0.67  1.19  0.73  1.09  1.10  0.88 
51  AvPosRLP  kW  60.20  32.09  28.79  25.31  79.48  23.95  19.76  0.00  44.55  14.05  7.51  10.17  23.71  12.08  31.68  25.78  16.55 
52  AvPosVSP  W/kg  3.58  1.91  1.71  1.51  4.73  1.42  1.18  0.00  2.65  0.84  0.45  0.61  1.41  0.72  1.88  1.53  0.98 
53  AvPet  kW  9.2E03  3.8E03  2.2E03  1.3E03  3.5E04  3.0E03  1.6E03  0.0E00  1.0E04  4.5E02  2.4E02  1.0E03  1.7E03  4.8E02  9.6E03  3.8E03  1.2E03 
54  StdRLP  kW  115.72  77.65  65.59  53.65  82.88  54.65  37.83  0.00  78.01  39.51  29.01  24.53  57.37  34.02  59.81  57.91  48.61 
55  CovRLP  %  192.25  241.83  227.77  211.97  104.13  228.16  191.41  0.00  175.00  281.19  385.82  241.16  241.94  281.63  188.83  224.60  293.79 
56  dRLP/dt  W/s  5.6E03  3.9E03  3.7E03  3.6E03  1.8E03  2.5E03  2.2E03  0.0E00  3.4E03  2.4E03  1.3E03  1.0E03  3.1E03  1.8E03  1.8E03  2.1E03  2.3E03 





ART  Beeline  BRAUN  CBD  COMM  CSHVC  ETCURBAN  Idle  KCM  Manhattan  NYBus  NYComp  OCTA  PARIS  UDDS  TRANS  WMATA 
58  CovInePow  %  279.39  315.81  297.22  276.25  434.31  327.58  275.08  0.00  291.04  344.35  467.97  363.02  319.48  351.36  372.50  332.03  377.55 
68  Acc1Speed3  m4/s5  395.98  178.91  106.39  53.34  328.09  109.43  52.21  0.00  236.47  26.43  15.71  27.74  79.16  24.98  179.45  141.12  62.20 
69  Acc2Speed1  m3/s5  1.24  0.79  0.71  0.67  0.33  0.38  0.26  0.00  0.66  0.40  0.18  0.10  0.55  0.27  0.26  0.36  0.37 
70  Acc2Speed2  m4/s6  13.23  7.43  5.50  3.96  4.29  3.55  1.86  0.00  6.23  2.31  1.07  0.83  4.15  1.65  2.81  3.70  2.89 
71  Accel2Speed3  m5/s7  161.09  82.34  48.73  26.46  65.98  37.70  15.33  0.00  71.64  15.38  7.90  7.73  36.68  11.82  36.57  44.17  27.94 
72  Acc3Speed1  m4/s7  0.80  0.54  0.50  0.48  0.16  0.19  0.10  0.00  0.41  0.29  0.10  0.04  0.37  0.16  0.13  0.17  0.22 
73  Acc3Speed2  m5/s8  7.51  4.72  3.66  2.63  1.75  1.69  0.69  0.00  3.34  1.67  0.60  0.28  2.63  0.96  1.25  1.59  1.65 
74  Acc3Speed3  m6/s9  82.01  47.76  30.12  16.47  22.55  16.65  5.37  0.00  32.29  10.80  4.46  2.60  21.86  6.67  13.90  17.63  14.94 
75  Distance  mi  2.06  6.72  6.68  2.06  4.04  6.62  2.34  0.00  12.72  2.09  0.58  2.50  6.59  3.52  5.51  2.84  4.31 
76  CO2  g/s  13.58  8.88  8.19  7.88  18.41  6.81  6.51  1.71  11.44  6.47  5.33  5.68  7.65  5.42  9.59  7.43  6.23 
77  NOx  g/s  0.07  0.05  0.04  0.04  0.07  0.04  0.04  0.01  0.06  0.05  0.04  0.05  0.05  0.03  0.05  0.04  0.04 









































































































































































































































































































































WashPA2  WashPA1  BM2Sab  Sab2BM  Sab2SW  SW2Sab  WashPA3 
1  AvSpeed mph 25.94  26.13  35.60  36.01  46.94  48.06  52.19 
2  AvDriSpeed mph 30.29  30.70  39.11  40.45  51.72  51.84  55.24 
3  RPS none 0.51  0.54  0.50  0.50  0.49  0.51  0.49 
4  RSS m/s 17.82  15.98  21.59  22.10  25.91  26.20  25.82 
5  RPSS m/s 9.10  8.50  10.91  11.22  12.74  13.27  12.83 
6  RCS m2/s2 363.26  274.30  512.29  542.83  700.18  719.12  682.44 
7  RPCS m2/s2 185.31  145.16  262.14  280.98  344.67  365.11  340.78 
8  AvSpeed1.5 mph1.5 1.6E02  1.5E02  2.4E02  2.5E02  3.6E02  3.7E02  4.0E02 
9  AvSpeed2 mph2 1.0E03  9.4E02  1.7E03  1.8E03  2.7E03  2.8E03  3.0E03 
10  AvSpeed2.5 mph2.5 6.9E03  5.8E03  1.2E04  1.3E04  2.1E04  2.2E04  2.3E04 
11  AvSpeed3 mph3 4.7E04  3.6E04  9.2E04  9.9E04  1.7E05  1.7E05  1.8E05 
12  AvSpeed3.5 mph3.5 3.3E05  2.3E05  6.8E05  7.5E05  1.3E06  1.4E06  1.4E06 
13  AvSpeed4 mph4 2.3E06  1.4E06  5.2E06  5.8E06  1.0E07  1.1E07  1.1E07 
14  StdSpeed mph 18.93  15.73  21.18  21.83  22.53  22.43  16.69 
15  CovSpeed % 73.43  60.68  59.78  61.17  48.39  46.82  32.21 
16  IqrSpeed mph 30.36  25.94  35.44  34.72  29.24  31.23  14.12 
17  RmsSpeed mph 32.14  30.54  41.45  42.17  52.14  53.07  54.89 
18  StdDriSpeed mph 16.97  12.37  18.91  18.96  17.89  18.68  11.38 
19  CovDriSpeed % 56.26  40.49  48.47  47.28  34.68  36.14  20.77 
20  AvAcc mph/s 0.00  0.00  0.00  0.00  0.00  0.00  0.00 
21  AvPosAcc mph/s 0.51  0.56  0.45  0.39  0.51  0.48  0.29 
21  AvPosAcc mph/s 0.23  0.26  0.20  0.17  0.23  0.22  0.14 
22  AvNegAcc mph/s 0.55  0.68  0.44  0.43  0.50  0.49  0.29 
23  AvAcc2 mph2/s2 0.55  0.59  0.43  0.32  0.45  0.42  0.24 
24  IF s-1 0.02  0.02  0.01  0.01  0.01  0.01  0.00 
25  StdAcc mph/s 0.72  0.80  0.62  0.56  0.64  0.63  0.42 
26  IqrAcc mph/s 0.52  0.63  0.50  0.41  0.75  0.67  0.40 
27  RmsAcc mph/s 0.72  0.80  0.62  0.56  0.64  0.63  0.42 
28  StdPosAcc mph/s 0.52  0.51  0.46  0.39  0.41  0.42  0.31 
29  CovPosAcc % 100.54  111.88  98.69  101.51  131.56  119.01  107.18 
30  StdNegAcc mph/s 0.62  0.72  0.50  0.51  0.45  0.47  0.33 
31  CovNegAcc mph/s 89.04  94.85  92.44  84.06  115.33  107.00  97.19 
32  Jerk mph/s2 0.00  0.00  0.00  0.00  0.00  0.00  0.00 
33  FreqAccD mile-1 16.44  18.30  9.37  3.99  3.60  3.45  1.15 
34  FreqAccT s-1 0.12  0.13  0.09  0.04  0.05  0.05  0.02 
35  PercIdle % 14.40  14.82  9.00  10.93  9.28  7.28  5.49 
36  PercAcc % 44.65  46.28  44.55  44.14  45.00  46.99  46.58 
37  PercDecel % 41.56  38.51  44.98  40.65  46.04  45.93  46.15 
38  KI km-1 0.52  0.86  0.35  0.32  0.31  0.29  0.19 
39  FreqStopsD mile-1 0.69  0.50  0.24  0.26  0.12  0.12  0.03 





WashPA2  WashPA1  BM2Sab  Sab2BM  Sab2SW  SW2Sab  WashPA3 
41  IPS m2/s3 1.05  1.33  1.37  1.31  2.19  2.12  1.42 
42  PKE m/s2 0.19  0.24  0.18  0.17  0.22  0.21  0.13 
43  InePow kW 39.12  49.86  51.03  48.81  81.86  79.21  52.95 
44  RolPow kW 37.93  38.20  52.07  52.68  68.64  70.30  76.36 
45  DPS m3/s4 15.93  19.44  28.43  29.35  55.12  53.52  35.78 
46  AeroPow kW 14.21  10.80  27.53  29.60  49.63  52.11  53.60 
47  AeroRolPow kW 52.14  49.01  79.60  82.28  118.27  122.41  129.96 
48  ChAcc m/s2 0.16  0.17  0.14  0.21  0.14  0.12  0.11 
49  ChPower m2/s3 or W/kg 1.85  2.03  2.31  3.42  2.94  2.67  2.58 
50  ChEnergy m2/s2 or J/kg 0.37  0.41  0.46  0.68  0.59  0.53  0.52 
51  AvPosRLP kW 96.04  99.08  122.73  169.76  179.12  165.70  168.17 
52  AvPosVSP W/kg 2.70  2.79  3.45  4.77  5.04  4.66  4.73 
53  AvPet kW 1.2E04  9.3E03  2.4E04  2.5E04  4.3E04  4.5E04  4.6E04 
54  StdRLP kW 194.73  215.79  263.12  253.00  264.13  261.73  219.35 
55  CovRLP % 202.11  218.03  214.52  149.18  146.15  156.40  128.24 
56  dRLP/dt W/s 1.8E04  2.0E04  1.9E04  1.9E04  2.4E04  2.4E04  2.1E04 
57  StdInePow kW 127.05  153.36  163.39  163.51  225.13  223.94  159.25 
58  CovInePow % 320.41  308.20  318.14  334.28  272.53  279.89  290.09 
59  AvPosGrade % 1.33  1.40  1.44  2.06  1.46  1.30  1.06 
60  AvNegGrade % 1.36  1.65  2.09  1.42  1.31  1.45  0.99 
61  AvClimbRate m/s 0.15  0.16  0.23  0.33  0.31  0.28  0.25 
62  AvGrade % ‐0.07  ‐0.13  ‐0.48  1.24  0.41  ‐0.06  0.28 
63  StdGrade % 4.13  3.96  4.11  4.00  3.34  3.31  2.61 
64  AvAsc % 2.60  2.89  3.19  3.79  2.84  2.76  2.23 
65  AvDes % 2.82  3.22  3.81  3.13  2.70  2.76  1.89 
66  AltDistance % ‐0.03  ‐0.25  ‐0.65  0.64  0.15  ‐0.15  0.07 
67  GradePow kW 53.50  56.91  79.81  115.60  106.61  97.23  86.12 
68  Acc1Speed3 m4/s5 295.01  315.05  666.59  732.77  1463.98  1431.60  933.29 
69  Acc2Speed1 m3/s5 0.41  0.52  0.50  0.41  0.79  0.77  0.49 
70  Acc2Speed2 m4/s6 5.59  6.94  9.33  8.81  19.10  18.78  11.71 
71  Accel2Speed3 m5/s7 97.59  106.69  206.84  215.19  496.60  490.45  294.68 
72  Acc3Speed1 m4/s7 0.43  0.29  0.36  0.22  0.69  0.80  1.33 
73  Acc3Speed2 m5/s8 6.86  3.58  6.64  4.44  15.88  18.24  28.41 
74  Acc3Speed3 m6/s9 132.07  52.22  144.60  106.00  391.59  448.20  649.50 
75  Distance mi 22.90  12.03  19.77  20.16  29.07  29.30  51.42 
76  CO2 g/s 18.10  18.74  22.07  30.35  30.09  27.23  27.77 
77  NOx g/s 0.21  0.20  0.27  0.39  0.39  0.35  0.41 
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