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Abstract
This thesis comprises three essays on marketing in a dynamic context. The rst essay
focuses on optimal dynamic marketing budget allocation problem and proposes a novel
decomposition algorithm that allows forward-looking rms to optimize their customer
lifetime value (CLV) using simultaneously customized and mass marketing interventions.
In addition to showing the performance of the algorithm by using numerical simulations,
we provide an empirical application for a manufacturer of kitchen appliances. The second
essay deals with sales uncertainty problem from a strategic marketing point of view. We
model and forecast time-varying retail sales and marketing mix volatility. In particular,
we examine within-brand and between-brand e¤ects and trace the impact of marketing
mix actions on sales growth volatility through volatility impulse-response functions. For
the analysis, we use the data from six fast moving consumer product categories sold by
Dominicks Finer Foods. The third essay centers on the analysis of trends in advertising
media channels in the US. Using country-level annual time series data, we investigate
whether there is a long-run equilibrium relationship among ten di¤erent advertising media
channels.
The main contributions of this thesis can be summarized as follows:
 In the rst essay, the contributions of our study are three-fold: (i) we solve the high
dimensional stochastic dynamic programming (SDP) problem for a large number of
customers through our decomposition algorithm, (ii) our model accommodates cus-
tomized and mass marketing interventions simultaneously, (iii) we treat the CLV as
an output rather than a tool for optimal dynamic marketing budget allocation plan-
ning. The simulation results as well as the empirical application of the model show
that the proposed decomposition algorithm works well as the number of customers
increases in the model.
Thus, marketing managers can use the model to determine the level of the price,
how much money they should spend on each customer and on general advertising
to maximize their CLV even if they have a high number of customers.
 In the second essay, our contribution is that we investigate time varying volatility
which has been ignored in the sales response literature. The focus in the mar-
keting literature has been given on the expected sales, but on volatility which is
not a desired outcome. Using multivariate time series methodology, we nd that
lower price and promotional growth rates lead to less volatility in sales growth.
Brand managers can use price and promotional actions as useful tools to curb sales
volatility, and thus smoothing out the bullwhip e¤ect at the retail level.
 Academic research on advertising at the country-level is less extensive compared to
the company-level studies. In the third essay, we empirically investigate whether
the entries of new advertising media (TV, yellow pages, cable and internet) a¤ect
the incumbentsexpenditure level in the form of creating fundamental change in the
long-run evolution. We model the dynamic interrelationship among ten di¤erent
advertising media channels in the U.S. by using multivariate time series economet-
rics. Our results show that internet and cable media cause substantive shift only on
the evolution of newspapers and outdoor, respectively whereas TV and yellow pages
entries create fundamental change in the spending levels of all incumbents,except
for direct mail. We also nd that the long-run elasticity between total advertising
expenditures and the GDP is negative implying that total advertising has counter-
cyclical behavior. Furthermore, in the long-run, an increase in internet investment
results in a decrease in newspapers as well as magazines investment.
Resumen
Esta tesis está compuesta por tres ensayos sobre marketing en contexto dinámico. El
primero está enfocado en el problema de la asignación óptima y de forma dinámica del
presupuesto en marketing. En él se propone un algoritmo novedoso que permite a las
rmas con visión de futuro, optimizar su valor para el cliente de por vida (CLV) uti-
lizando simultáneamente intervenciones personalizadas y masivas de marketing. Además
de mostrar el desempeño de dicho algoritmo por medio de simulaciones numéricas, apor-
tamos una aplicación empírica relativa a un productor de aparatos de cocina. El segundo
ensayo trata el problema de la incertidumbre de las ventas desde el punto de vista del
marketing estratégico. Desarrollamos un modelo que permite predecir en el tiempo las
ventas al por menor y la volatilidad del marketing mix. En particular, examinamos los
efectos en las marcas y entre marcas e indagamos el impacto de las acciones relacionadas
al marketing mix en la volatilidad del crecimiento de las ventas a través de funciones
de impulso-respuesta. Para el análisis usamos datos sobre seis categorías de productos
de consumo envasados que se venden con rapidez y a relativamente bajo costo, en el de-
tallista Dominicks Finer Foods. El tercer ensayo se centra en el análisis de las tendencias
presentes en los medios de comunicación publicitaria en los Estados Unidos de América.
Utilizando datos anuales, investigamos si existe una relación de equilibrio de largo plazo
entre diez medios de comunicación publicitaria diferentes.
Las contribuciones principales de la tesis pueden resumirse así:
 En el primer ensayo las contribuciones giran alrededor de tres ejes: (i) nuestro
algoritmo resuelve un problema de gran dimensionalidad al considerar un elevado
número de clientes en un contexto de programación dinámica estocástica, (ii) nue-
stro modelo considera simultáneamente intervenciones masivas y personalizadas de
marketing, (iii) tratamos el CLV como un resultado y no como una herramienta
para la planicación óptima y dinámica del presupuesto en marketing. Tanto los
resultados de la simulación como la aplicación empírica del modelo demuestran que
el algoritmo de descomposición propuesto funciona bien, incluso cuando el número
de clientes aumenta.
Con esta propuesta, los gerentes de marketing pueden usar el modelo para determi-
nar el precio, cuánto dinero deberían gastar en cada cliente y cuánto en publicidad
general para maximizar su CVL aún cuando el número de clientes es elevado.
 En el segundo ensayo, nuestra contribución se centra en el análisis de la volatil-
idad, elemento ignorado en la literatura sobre la sensibilidad de las ventas a las
variables de marketing. La literatura de marketing ha otorgado un papel impor-
tante a las ventas esperadas pero no se ha centrado en el los efectos adversos de
la volatilidad de las ventas. Por medio del análisis de series temporales multivari-
ante encontramos que tasas de crecimiento de precio y de promoción más bajas
conllevan menor volatilidad en el crecimiento de las ventas. Los gerentes de marca
pueden usar el precio y las acciones promocionales como herramientas útiles para
reducir la volatilidad de las ventas y, por tanto, suavizar el efecto látigo a nivel de
los minoristas.
 Hay pocos trabajos de investigación en relación a la inversión de publicidad por
países comparado con el numero de estudios a nivel de empresa. En el tercer tra-
bajo de esta tesis, empíricamente investigamos si las entradas de nuevos medios de
comunicación (TV, páginas amarillas, cable e internet) afecta el nivel de inversión
de los canales de publicidad tradicional, de forma radical en su evolución a largo
plazo. En este trabajo, considerados un modelo de interrelación dinámica entre 10
medios de comunicación diferentes en los EE.UU. mediante el uso de la econometría
de series temporales multivariantes. Nuestros resultados muestran que los medios
de comunicación de Internet y de la TV por cable ocasionan un cambio estructural
en la evolución de la inversión en periódicos y en medios al aire libre, respectiva-
mente, mientras que el comienzo de la TV y las Páginas Amarillas crean un cambio
estructural en los niveles de gasto de todos los otros medios, a excepción de la Pub-
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licidad Directa. También encontramos que la elasticidad de largo plazo entre los
gastos de publicidad totales y el PIB es negativo lo que implica que la publicidad
total tiene un comportamiento anticíclico. Por otra parte, en el largo plazo, un
aumento en los resultados de la inversión en Internet implica en una disminución
de inversión en periódicos, así como en revistas.
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Chapter 1
Introduction
1.1 Marketing Models
Marketing modeling has become one of the main areas of marketing (Wierenga, 2008),
and also important tools for managers in many industries (Leeang, 2000). Prior to the
development of these models, most marketing decisions were mainly based on heuristic
notions, feeling or rules of thumb. When making their decisions, marketing managers
were usually using their judgement and experience rather than quantitative method.
Marketing models, also known as analytical marketing or marketing science, began
to emerge in the sixties with the purpose of helping companies support their market-
ing decisions by adopting mathematical models (Eliashberg and Lilien, 1993). Initially,
three books were highly inuential: Bass et al. (1961), Frank et al. (1962) and Buzzel
(1964). They were the rst authors developing and explaining how to implement mar-
keting models, useing them to support managers making marketing decisions such as
advertising, media planning, pricing, sales force allocation, forecasting and inventory
control (Wierenga, 2008).
Since then, the journey of the marketing models has witnessed many developments.
In the late sixties, Operations Research (OR) techniques became popular for optimizing
marketing mix decisions (Montgomery and Urban, 1969). In subsequent years, market
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response models arose to examine the relationship between advertising and sales using
di¤erent functional forms such as linear, concave or S-shape (Clarke, 1976; Little, 1979).
Fitting data with nonlinear and dynamic models demanded more sophisticated statistical
tools. As a consequence, modern econometric developments came into play to estimate
these models. Starting from the nineties, dynamic models were on the rise. In partic-
ular, multivariate time series techniques came to the fore with the emphasis given to
persistence modeling for making both short- and long-term inferences (e.g. Dekimpe and
Hanssens, 1999; Pauwels, 2004). In recent years, customer-focused approach led to Cus-
tomer Lifetime Value (CLV) models at the individual level as each customer was seen as
the lifeblood of the company (e.g. Gupta, Lehmann and Stuart, 2004). Among the cur-
rent CLV models, dynamic programming approach stood out as it considers customers
reactions to rms decisions over time and provides better understanding of how a rm
should set its marketing mix to maximize its CLV (e.g. Lewis, 2005a; 2005b).
Both advances in computer science and data availability also created many new op-
portunities that allowed marketing modelers to investigate di¤erent phenomena in the
eld. For instance, companies built huge databases within the Customer Relationship
Management (CRM) systems to keep track of each of their customers. This enabled
many researchers and rms to develop customer-based models using the latest computer
technology (e.g. Reinartz, Thomas and Kumar, 2005). In addition, store level scanner
data became widely available which triggered many of the studies on sales promotions
(e.g. Dekimpe et al. 2005; Pauwels, 2007). Also, with the advent of the internet, online
marketing data such as paid search, social media, visits, clicks, etc. became very impor-
tant to measure the e¤ectiveness of online marketing instruments (e.g. Rutz, Trusov and
Bucklin, 2011; Wiesel, Pauwels and Arts, 2011).
All in all, these developments in the eld of marketing models give us many oppor-
tunities to explore intriguing marketing problems in a dynamic context. As noted by
Hanssens, Parsons and Shultz (2001), marketing responses rarely takes place in a static
environment since customers and competitors anticipate and react to the rms actions.
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For example, Leeang et al. (2009) point out that the e¤ects of marketing e¤orts do not
necessarily end when an advertising campaign is over. Therefore, dynamic models are
particularly relevant as they allow us to study the evolution of sales, and the short and
long term e¤ectiveness of marketing actions. In this thesis, relying on particularly OR
techniques and time series econometrics, we attempt to shed some light on three di¤erent
marketing issues in a dynamic context.
1.2 Thesis Structure
In this section, we provide an overall perspective of the context of the thesis.
First article: CLV Maximization
In the rst chapter, using the state-of-the-art optimization tools we solve the CLV
maximization problem, by which marketing managers can allocate their CRM budget in
a dynamic context.
Recently, marketing eld has witnessed the shift from product-centered view to customer-
focused approach (Jain and Singh, 2002; Villanueva and Hanssens, 2007). According to
customer-focused approach customers are regarded as the primary assets of the rm
(Gupta and Lehmann, 2003). Therefore, rms spend huge amount of money in order to
create sustainable and protable long-term relationships with their customers. The chal-
lenge that marketing managers face is to show the return on their CRM expenditures in
order to justify their decisions and to make marketing nancially accountable (Gupta and
Zeithaml, 2006). Researchers develop marketing metrics and models to help marketers
manage and measure the success of their actions (Gupta et al., 2006). One of the metrics
that has gained much importance and been increasingly used in the literature is CLV
which is dened as the expected net present value of future cash-ows obtained from a
customer (Berger and Nasr, 1998). The CLV metric is often used to select customers and
to guide the marketing budget allocation across those customers (Reinartz and Kumar,
2003; Rust, Lemon and Zeithaml, 2004; Venkatesan and Kumar, 2004).
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Typically, in CRM programs, rms spend their advertising budget targeted to both
each customer (individual advertising) and the whole customer base (general advertising).
Therefore, in the rst chapter of this thesis, we aim to answer the following question:
How much should a rm invest simultaneously in individual advertising and general
advertising so as to maximize its CLV for a large number of customers in its database?
This is a large scale dimensional Stochastic Dynamic Programming (SDP) problem which
cannot be solved easily because of the curse of dimensionality, i.e. the computational
burden is very high as the dimension of the state variable increases. We develop a fully
personalized model and propose a novel decomposition algorithm to solve this large scale
SDP problem. Our model allows forward looking rms to design their optimal marketing
budget allocation through which the optimal CLV is achieved. Simulation results show
that standard algorithms, i.e. policy iteration and value iteration, cannot solve the
problem for more than 3 customers whereas our proposed decomposition algorithm does
not su¤er from curse of dimensionality and reaches until 100 customers without any
computational burden. The empirical application of the model is also successful for a
medium-size of kitchen appliances rm which operates in international markets.
Second article: Sales Uncertainty
The second chapter utilizes multivariate time series econometrics and incorporates
time varying volatility into the sales response models so as to examine sales uncertainty
problem for marketing management.
Marketing literature has also paid a great deal of attention to measuring the marketing
e¤ectiveness of products or brands in the marketplace (e.g., Dekimpe and Hanssens 1999;
Jedidi, Mela and Gupta, 1999; Dekimpe, Hanssens and Silva-Risso, 1999). In particular,
the main focus has been given on the e¤ects of price (e.g., Nijs et al., 2001), promotions
(e.g., Dekimpe et al, 2005), advertising (e.g., Dekimpe and Hanssens, 1995b) and new
products (e.g., Pauwels et al., 2004) on top- line performance (sales) or bottom-line
performance (prots). Although the e¤ects of these marketing actions on expected sales
or prots are well documented in the literature, little is known about the e¤ects of
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marketing mix on volatility which can be deemed as a second performance measure and
not a desired outcome. In the second chapter of this thesis, we address this issue: sales
uncertainty problem for marketing management.
Due to sales volatility, rms are exposed to some costs. For example, in the case of
demand peaks, rm has to invest in its inventory in order to avoid stock-out situation.
In the opposite scenario, when there is a fall in the demand, excessive inventory occurs
implying again an extra cost to the rm. Apart from the operational costs, failure to
manage sales volatility also gives rise to poor customer relationship, lower loyalty and
often distrust among supply chain members. Sales volatility can be even more dangerous
in the long supply-chain streams in which demand variability is amplied as one moves up
the chain, known as bullwhip e¤ect (Lee, Padmanabhan and Whang, 1997). As a result,
in the second chapter, we seek an answer to the following question: Can a marketing
manager mitigate sales volatility by using his marketing mix decisions?
Measuring the impact of marketing mix decisions on performance outcome metrics
such as brand sales, prots and market shares requires time. As noted by Hanssens,
Parsons and Shultz (2001) marketing responses rarely take place in a static environment
although in some cases customers can react immediately to advertising and the e¤ect
may disappear while advertising is running. To capture this type of dynamic e¤ects,
time series analysis is suitable as it allows for modeling response behavior over time with
the emphasis on the lag structures of variables and disturbances. Thus, for the above
research question, we use multivariate time series methodology so as to examine the
impact of marketing mix variables (price and promotions) not only on expected sales but
also on sales growth volatility. Using the store-level scanner data from the Dominicks
Finer Foods, provided by the James M. Kilts Center, University of Chicago, our results
show that there is signicant dependence in all analyzed fast moving consumer product
categories (cheese, refrigerated juice, laundry detergent, toilet tissue, paper towel and
toothpaste) for most of the brands in either mean, variance or both. Furthermore, lower
price and promotional growth rates lead to less sales volatility. Hence, marketing mix
5
can be helpful to curb sales volatility, and therefore reducing the bullwhip e¤ect at the
retail level.
Third article: Advertising Trends
As with the second chapter, the third chapter employs multivariate time series method-
ology in order to investigate the common trends in the US media channels.
Marketing managers observe closely the media channel expenditures to foresee long-
term trends in the advertising industry by following the reports of external organizations.
This information a¤ects their long-run strategies on advertising budget decisions. On the
other hand, advertising agencies try to convince the rms to advertise on their channels.
With the new media entries such as internet, the advocates of old traditional media
are concerned more about the possible future movements in the industry and about the
e¤ect of the new media entry on their channels. Academic research is less extensive on
the country level advertising research (Tellis and Tellis, 2009) and more research is called
for. Thus, understanding how the new players in the market a¤ect the incumbents
key marketing metrics as well as the underlying trends in advertising expenditures of
di¤erent media channels is important for advertising agencies, marketing managers and
academics. Thus, in the third paper, we aim to explore the impact of the new media
introduction on the long run equilibrium of the advertising industry. In particular, we
address the following questions: Is there any long-run equilibrium relationship among all
media channels? If any, which channel(s) responds more and faster to a deviation from
this long-run relationship? How sensitive is the total advertising expenditures to the
economic conditions in the long-run? More importantly, how are the old media a¤ected
by the introduction of new media according to the historical evidence?
We answer these questions by using annual time series data that cover the period
of 1935-2007 for ten di¤erent media channels. Relying on the Vector Error Correction
(VEC) modeling with multiple structural breaks, our results show that TV and yellow
pages entries create fundamental (structural) change in the spending levels of the incum-
bents, while internet and cable cause substantive shift only in newspapers and outdoor,
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respectively. Moreover, the long-run elasticity between total advertising expenditures
and the GDP is negative showing that total advertising has counter-cyclical behavior.
Furthermore, crossed long-run elasticities show that an increase in internet investment
results in a decrease in newspapers as well as magazines investment.
The structure of the thesis is as follows: In the second chapter, we focus on the es-
say entitled Valuing Customer Portfolios with Endogenous Mass and Direct Marketing
Interventions Using a Stochastic Dynamic Programming Approach. The third chapter
deals with the essay entitled Can We Curb Retail Sales Volatility Through Marketing
Mix Actions?. Finally, in the fourth chapter, we present the essay entitled US Adver-
tising Expenditure Trends: Long-run E¤ects and Structural Changes with New Media
Introductions.
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Chapter 2
Valuing customer portfolios with
endogenous mass-and-direct
marketing interventions using a
stochastic dynamic programming
decomposition
2.1 Introduction
Customers are central assets of the rm, and marketing departments increasingly adopt
Customer Relationship Management (CRM) schedules to improve customer acquisition,
expenditure and retention. Essentially, CRM involves a systematic allocation of di¤er-
ential resources to customers, based on the their individual value to the business. The
resources allocated to each customer can be channelled through a mix of alternative
interventions, and complemented by mass actions. Traditionally, marketing resource al-
location was based on heuristic rules (see Mantrala, 2002). But the benets of CRM
policies are nowadays justied by their impact on rmsreturn (Rust, Lemon and Zei-
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thaml, 2004). In order to plan the allocation of resources, managers should maximize
the value of its customer base. This concept is ideally measured by the summa of Cus-
tomer Lifetime Values (CLV), that is, the sum of the net present values of discounted
cash ows between a customer and the rm (Gupta, Lehmann and Stuart 2004, Gupta
and Lehmann 2006). The assessment of customersvalues, and the e¤ectiveness of a
marketing intervention is typically based on the econometric analysis of large customer
databases.
CRM requires planning a portfolio of alternative marketing mix interventions. The
literature on budget allocation typically considers mass interventions from the market-
ing mix (advertising promotion and sales force, reference prices and price-promotions,
product and production, and distribution channels). For a review see, e.g., Gupta and
Steenburgh (2008) and Shankar (2008). The direct marketing literature typically consid-
ers a single intervention customized, or at least tailored to small segments. For example,
it is common the use of certain pricing decisions (Lewis 2005), catalog mailing (see,
e.g., Bitran and Mondschein 1996; Gönül and Shi 1998; Gönül and Ter Hofstede 2006;
Simester et al. 2006), couponing decisions (e.g., Bawa and Shoemaker 1987; Rossi et
al. 1996), direct mailing (Roberts and Berger 1989) and relationship-oriented magazines
(Berry 1995, Bhattacharya and Bolton 1999, McDonald 1998).
Planning the optimal CRM interventions maximizing the global expected CLVs is,
by all means, a di¢ cult task. In an attempt to address it, the standard CRM procedure
allocates marketing budget to each individual customer, after ranking customers by its
CLV value (Reinartz and Kumar 2005, Rust, Lemon and Zeithaml 2004, Venkatesan
and Kumar 2004). Assessing new marketing interventions using CLVs computed from
historical data is potentially misleading. The planned CRM marketing interventions will
change the purchasing behavior of di¤erent customers, changing their CLVs, turning
upside-down the customers ranking and making our history-based decisions sub-optimal.
To cope with this inherent endogeneity, the objective of the allocation marketing models
should be a CLV measure computed as the optimal value achieved when the optimal
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CRM investment is implemented. The idea is that when the CLV is computed we should
take into account how customers will react to the changes in the CRM policies.
To avoid this endogeneity problem, some authors have tried to optimize the expected
CLVs. Rust and Verhoef (2005) optimize each individual customers protability year
by year (a myopic planning). Alternatively, other authors optimize the expected CLV
using Stochastic Dynamic Programming (SDP).This is a natural approach to solve this
problem, but SDP is a¤ected by the curse of dimensionality (the complexity increases
drastically with the size of the problems). Therefore, they consider a partial solution,
that consists of ignoring mass interventions (aimed to all the customers) focusing on
direct individual interventions, so that the investment decision for each customer is in-
dependent, and the standard SDP algorithms can be applied to at low computational
cost considering decoupleddecision problem. Gönül and Shi (1998) and Montoya et
al. (2007) study direct marketing problems. Khan et al. (2009) estimate the impact
of multiple promotional retail instruments, (discount coupons, free shipping o¤ers, and
a loyalty program) on customer behavior, designing a customized promotional schedule
solving a di¤erent SDP problem for each customer. Yet, how to optimize simultaneously
both types of interventions (mass, and direct ones) is an unsolved issue, as the SDP op-
timization problems are not separable among customers. Maximizing the expected CLVs
of a customers portfolio with multiple types of personalized and mass marketing inter-
ventions, accounting for long term returns, and solving the endogeneity issue is what
Rust and Chung (2006, p. 575) called the Holy Grailof CRM.
In this paper, we provide a fully tailored approach for planning policies that maximize
the expected CLV of all the customers in the market accounting for the endogeneity issues.
Our approach considers that customer behavior follows a Markov model in which sales
respond to mass and direct marketing interventions, and marketing expenditures are
allocated to maximize the sum of the expected CLVs for all its customers. Because such
models can become rather intractable in general, we propose a method to address this
problem by splitting it into manageable pieces (subproblems) and by coordinating the
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solutions of these subproblems. With this approach, we obtain two main computational
advantages. First, the subproblems are, by denition, smaller than the original problem
and therefore much faster to solve. Second, the uncertainty can be easily handled in
each subproblems. To validate the e¢ ciency of the approach, we provide a proof of
convergence and have solved several stochastic dynamic CLV models. The numerical
results show the e¤ectiveness of the method to solve large-scale problems.
We also present an empirical application. We consider a medium size international
wholesale company based in eastern Europe of built-in electric appliances for kitchens.
This is a rm with various forms of sales response so its marketing budget allocation
strategy involves general marketing investments (mainly advertising and promotions in
professional fairs) and personalized customer investments. In this research, we therefore
investigate whether these two types of interventions di¤er across customers. The results
show that companies should consider di¤erent strategies to di¤erent customers to achieve
long-term protability over all of the periods of time.
The paper proceeds as follows. In Section 2.1, we provide a model for dynamically
allocating marketing budgets in the context of CRM. The present model considers simul-
taneously direct marketing interventions tailored to each customer and mass marketing
interventions aimed to the customer base. In Section 2.2, we present the proposed decom-
position methodology. In section 2.3, we illustrate the performance of the algorithm using
numerical simulations, and provide a proof of convergence. In Section 2.4, we present
an empirical application to customers of manufacturer of kitchen appliances. Finally, in
Section 2.5, we discuss the results and provide some concluding remarks. The Appendix
provides technical details about the algorithm implementation.
A Model for optimal dynamic budget allocation in CRM
Planning marketing interventions in CRM requires managers to allocate budget dy-
namically by maximizing the sum of the expected CLVs from all customers based on
historical customer state information. To address the optimal budget allocation prob-
lem, the rm must carry out two tasks (see, e.g., Gupta et al. 2009):
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Task 1. Estimate the expected CLV by building analytical models to forecast future sales
response by customers (Gupta and Lehmann 2003, 2005, Kamakura et al. 2005,
Gupta and Zeithaml 2006); and
Task 2. Solve the stochastic dynamic optimization problem including all individual cus-
tomers (see, e.g., Rust and Verhoef 2005, Rust and Chung 2006).
The rst task requires the design of a dynamic panel sales response model. Let
I = f1; :::; Ig be a nite set of active customers and t 2 f0; 1; 2; :::g the time index. The
rm chooses a sequence of dynamic controls:
 eit is the direct marketing interventions on customer i 2 I at period of time t,
such as personalized advertising and directed promotional expenditures. We use
the notation et = (e01t; :::; e
0
It)
0 ; where e0 denotes the transpose of e:
 At is the mass marketing interventions at period of time t,
 Pt denotes the prices for the di¤erent products.
These controls (At; Pt; et) are dened on the a control set A, a Borel-measurable
subset of the Euclidean space.
The dynamic control variables have an e¤ect on the customer behavior state variables.
We will consider the following state model:
 Sit is the random vector describing the sales-level state of customer i 2 I at time t;
and we use the notation St = (S1t; :::; SIt)
0 : With probability one, St takes values
on a set of states S a Borel-measurable subset of the Euclidean space.
 We assume that St follows a Markovian process with transition probability
F (s0js; A; P; e) = Pr (St  s0jSt 1 = s; At 1 = A;Pt 1 = P; et 1 = e)
=
Q
i2I Fi (s
0
ijsi; A; P; ei)
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The typical example is when the company considers a dynamic panel model where
each customer satises
Sit = Sit 1 + gi (At 1; Pt 1; eit 1) + "it (2.1)
where jj < 1; the innovation "it is a strong white noise independent for each customer
with cumulative distribution Hi (). The functions gi () and Hi () are continuous and
can vary across customers to allow heterogeneity in the expected responses, so that
Fi (s
0
ijsi; A; P; ei) = Pr f"i  s0i   si   gi (A;P; ei)g = Hi (s0i   si   gi (A;P; ei)) :
The one-lag memory structure imposed by the Markov dependence assumption can
be relaxed by considering p-lags autoregressive models in the space-of-states.
The dynamic model can be estimated using standard econometric techniques for time
series cross-section and/or dynamic panels. Firms increasingly store large panel data
basis with information about their customers, including social information (such as socio-
demographic, geographic information, lifestyle habits) and trade internal data (such as
historical transaction records, customers feedback, or Web browsing records), see Bose
and Chen (2009). The econometric literature has developed a battery of linear and non-
linear models for the dynamic analysis of large data-panels, and the marketing researchers
have tailored these models for the prediction of future purchases at customer-level (e.g.,
Schmittlein and Peterson 1994). Using these tools, company managers often estimate
the expected CLV for each customer based on its past behavior, (generally in a ceteris
paribus context, omitting or xing the marketing mix variables).
The main contribution of this paper is to propose a methodology for solving Task
2. The rm should choose the CRM policy maximizing the expected sum of its CLVs,
constrained to the customer response to feasible marketing policies. This problem is a
large dimensional (discounted) SDP problem. In other words, we consider that a rational
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forward-looking rm has to decide on CRM budget allocation policies over time, drawing
prots
r (St; At; Pt; et) :=
X
i2I
ri (Sit; At; Pt; eit) (2.2)
at each period of time t > 0 from all of their customers1. Let  2 (0; 1) be a time discount
parameter, then we assume that the company maximizes the expected net present value
E0
P
t0 
tr (St; At; Pt; et)

.
Marketing budget decisions generally face corporate constraints settled by the inter-
actions between managers, bond holders, and stockholders. We consider that for each
state St 1, there is a non-empty compact set A (St 1)  A of admissible controls at time
t > 0 which depends upon the previous period sales; i.e. (At; Pt; et) 2 A (St 1) : The
admissible state-controls pairs are given by K := f(S;A; P; e) : S 2 S; (A;P; e) 2 A (S)g.
As usual, we assume that jr (S;A; P; e)j is bounded on K except for a null probability
set.
Problem 1 Given the initial state S0; the rm faces the following problem:
max
f(At;Pt;et)2A(St 1)gt>0
E0
"X
t0
tr (St; At; Pt; et)
#
:= V (S0)
As usual, we denote the maximum V (S0) as the value function.
This is a SDP problem in discrete time. Problem 1 is solved by the optimal policy
(A (s) ; P  (s) ; e (s)), which is a time-invariant function prescribing the best decision
for each state s, i.e.
V (S0) = E0
"X
t0
tr (St; A
 (St 1) ; P  (St 1) ; e (St 1))
#
:
Interestingly, for each period of time t; we can interpret V (St) as the expected present
discounted value of prots under the current state St: Under certain regularity conditions,
1We use the standard notation :=for denitions.
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the optimal policy function (A (s) ; P  (s) ; e (s)) are characterized by the value function
V () as the solution of the Jacobi-Bellman equation (Bellman, 1955, 1957):
V (St) = max
(At;Pt;et)2A(St 1)
fr (St; At; Pt; et) + Et [V (St+1)]g :
Given the optimal policy rule, managers can make optimal decisions on marketing ac-
tivities (A (s) ; P  (s) ; e (s)), that maximize their expected prots given the sales state s
observed in the previous period. Also, V (St) gives us the company value derived from the
CLVs customer portfolio at time t; provided that the rms are optimally managed. Using
optimal policies for solving the SDP problem has several advantages: they are Simple
(ease of understanding for managers) and Adaptive (the decisions can be automatically
updated as new state-information becomes available). Note that they can be used also
for simulation. For each period of time t; given St drawn from the conditional distribu-
tion F (sjSt 1; At 1; Pt 1; et 1), the values At+1 = A (St), Pt+1 = P  (St) ; et+1 = e (St)
can be used to simulate Monte Carlo scenarios, and then to compute numerically the
expected path for the optimal policies E [At] ; E [Pt] ; E [et] and states E [St], as well as
condence intervals.
The computation of large SDP remains one of the most challenging optimization
problem. Most problems can become intractable as the dimension of the state space
increases (the CPU time to calculate a value function increases exponentially in the
dimension of the state space), which is the well known curse of dimensionality" (Bellman,
1961). Due to the curse of dimensionality, SDP problems can be solved numerically for
decision problems in which only few state variables are considered. This implies that
CRM decision problems with more than 3 customers cannot be solved using the standard
approaches: value iteration and policy iteration (see Appendix A for an introduction).
One of the classical strategies to solve large decision problems are the decomposition
based approaches. There exists several mathematical programming decomposition algo-
rithms for large optimization problems with an appropriate structure (Danzting-Wolfe
and Benders-decomposition in convex problems, and augmented Lagrangian relaxation
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in nonconvex problems). Some attempts to solve large SDP problems combine traditional
decomposition algorithms and statistical sampling techniques. Sampling is used to create
a scenario tree that represents the uncertainty (Heitsch and Römisch, 2009). Then the
original problem is approximated by a nite deterministic one. The dimension of the
tree grows exponentially with the number of states variables, and so does the complexity
of the deterministic problem. To tackle this issue, a decomposition method is used such
as Benders and Lagrangian schemes (see Birge and Louveaux, 1997), but these methods
may converge slowly in practice (see Chun and S.M. Robinson, 1995). In contrast, the
current paper rst considers the decomposition of the original stochastic problem using
the law of iterated expectations, and then, each subproblem is solved either using value-
iteration or policy-iteration algorithms. It must be noted that this approach represents
a general and versatile tool, as it describes how marketing policies evolve over an innite
number of time periods, and the expected present value of those decisions.
2.2 Solving the SDP using a Bellman-decomposition
algorithm
In this section we present the decomposition approach to address large CRM problems.
To attain this goal, we rst assume,
Condition 2 There is a random vector St := h (St) where h () is a measurable function
from the state space to another Euclidean space of low dimension, such that the expected
e¤ect of St on r (St; At; Pt; et) can be summarized in the index St, i.e.
E0 [r (St; At; Pt; et) jSt; At; Pt; et] = E0

r (St; At; Pt; et) jSt; At; Pt; et

; a:e: (2.3)
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A relevant example in which this condition is satised, is the decision problems in
which managersobjectives are given by:
r (St; At; Pt; et) : = (Pt   c0) ISt  
X
i2I
ci (eit)  cm (At) ;
ri (Sit; At; Pt; eit) : = (Pt   c0)  Sit   ci (eit)  cm (At) =I; (2.4)
i.e., they optimize the value drawn from a measurement of total sales
P
i2I Sit = ISt,
where (Pt   c0) is the unit margin, cm ()  0 is the cost of mass advertising interventions
(when At are monetary units, cm is the identity function) and ci ()  0 is the cost of the
direct marketing interventions on customer i.
Next, we discuss the transition of the index St = h (St), given by
F (s0js; A; P; e) = Pr  St  s0jSt = s; A; P; e = Z
fh(s)s0g
F (ds0js; A; P; e) ;
where s = h (s) and F (s0js; A; P; e) = E [F (s0jSt; A; P; e) jh (St) = s; A; P; e] : In practice,
the computation of F (s0js; A; P; e) may require the use of numerical methods, but the
analysis is particularly simple when we consider dynamic panels as described in (2.1),
and St = I 1
P
i2I Sit as in (2.4), using that
St = St 1 + g (At 1; Pt 1; et 1) + "t;
where "t = I 1
P
i2I "it has probability distribution GI () = G
 (=I) with G = G1 
::GI the convolution of individual shocksdistributions, and g (A;P; e) =
P
i2I gi (A;P; ei) =I;
so that
F (s0js; A; P; e) = GI (s0   s  g (A;P; e)) :
Finally we assume that admissible prices, mass and direct marketing interventions
are bounded by a maximum level which can be adapted to the previous state of sales.
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Condition 3 The non-empty compact set A (S)  A is dened for all S as
A (S) :=
n
(A;P; e) 2 A : Al(S)  A  A
u
(S);
P l(S)  P  P
u
(S); e
l
i (Si)  ei  eui (Si)
o
;
Si is the i-th coordinate of S, and where S = h (S) and 0  Al  Au; 0  P l  P u;
0  eli  eui are bounded continuous functions in S.
Let us dene the subproblems:
Vi (si) : = maxfeitg
E0
"X
t0
tRi (Sit; eit)
#
; for all i 2 I;
V (s) = max
fAt;Ptg
E0
"X
t0
tR
 
St; At; Pt
#
;
where Ri (Sit; eit) and Ri (Sit; eit) are conditional expectations
Ri (Sit; eit) = I  E [ri (Sit; At ; P t ; eit) jSit; eit] ;
R
 
St; At; Pt

:= E

r (St; At; Pt; e

t ) jSt; At; Pt

;
(2.5)
with At ; P

t ; e

t the optimal decisions for time t.
Notice that any policy function (A;P; e) ; by the Law of Iterated Expectations is sat-
ised that
E0
"X
t0
X
i2I
tri (Sit; At; Pt; eit)
#
=
X
i2I
E0
"X
t0
tE [ri (Sit; At; Pt; eit) jSit; eit]
#
= E0
"X
t0
tE
"X
i2I
ri (Sit; At; Pt; eit) jSt; At; Pt
##
;
where At = A (St 1) ; Pt = P (St 1) ; et = e (St 1); which under conditions (2) and (3)
imply that V (s) = I 1
P
i2I Vi (si) and also that V (s) = V (s) almost everywhere.
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Therefore, the subproblems fVi (si)gi2I and V (s) characterize the value function V (),
the subproblems are, by denition, smaller than the original problem (Problem 1) and
therefore much faster to solve. In order to solve the subproblems separately, we need the
transition kernel for fVi (si) : i 2 Ig and V (s) respectively given by
Fi (s0ijsi; ei) = E

Fi
 
sijSit 1; At 1; P t 1; eit 1
 jSit 1 = si; eit 1 = ei ; for all i 2 I;
F (s0js; A; P ) = E F  s0jSt 1; At 1; Pt 1; et 1 jSt 1 = s; At 1 = A;Pt 1 = P  :
and we need also to know Ri (Sit; eit) and R
 
St; At; Pt

. The computation of the required
conditional probabilities and expectations is unfeasible since the optimal policy function
(A; P ; e) is unknown.
2.2.1 The algorithm
The general scheme of the algorithm is stated as follows.
ALGORITHM
1. Initialization: Choose a scenario set of states and a starting policy
Ak (s) ; P k (s) ; ek (s)
	
with ek (s) =
 
ek1 (s1) ; :::; e
k
I (sI)

. Set k = 0:
2. Repeat:
2.1 Generate recursively

Skt ; A
k
t ; P
k
t ; e
k
t
	T
t=1
where Skt is drawn from
F

sjSkt 1; Ak

S
k
t 1

; P k

S
k
t 1

; ek
 
Skt 1

;
and compute S
k
t = h
 
Skt

;
2.2. With the simulated data compute
Rki (Sit; eit) = I  E

ri
 
Sit; P
k
t ; A
k
t ; eit
 jSit; eit ;
Rk
 
St; At; Pt

= E

r
 
St; Pt; At; e
k
i
 jSt; At; Pt :
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and the kernels
Fk (s0ijsi; ei) = Pr
 
Skit  s0ijSkit 1 = si; eit 1 = ei

; i 2 I;
Fk (s0js; A; P ) = Pr

S
k
t  s0jS
k
t 1 = s; At 1 = A;Pt 1 = P

:
2.3 Solve the SDP subproblems
max
feit2Ai(Sit 1)gt>0
E
"X
t0
tRki (Sit; eit) jSi0 = si
#
:= V ki (si) ;
in

ekit
	
t>0
for each i 2 I; where Ai (Sit 1) = fei : 0  ei  ei (Sit 1)g :
2.4 Solve the SDP subproblem
max
fAt;Ptg2A(St 1)
E
"X
t0
tRk
 
St; At; Pt
 jS0 = s# := V k (s) ;
where
A
 
St 1

=
n
(p;A) : 0  A  A(St 1); 0  P  P (St 1)
o
:
2.5 Update

ekit; A
k
t ; P
k
t
	
to

ek+1it ; A
k+1
t ; P
k+1
t
	
; and set k    k + 1:
3. Until convergence: for some tolerance  > 0; when the stopping criteria
are satisfied
 Criterion 1:
max

supt
jAk+1t  Akt j
1+kAktk1 ; supt
jPk+1t  Pkt j
1+kPkt k1 ; supt;i
jek+1it  ekitj
1+kekitk1

< ;
 Criterion 2:
supS0
 I 1Pi2I V k+1i (Si0) V k+1(S0)
1+kI 1Pi2I V k+1i (Si0)k1 : S0 = I 1
P
i2I Si0

< ;
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where the superscript k denotes the current iteration and kk1 is the supremum
norm.
The algorithm iterates the solution of both types of subproblems. For one set of
subproblems, the decision variables are only the direct marketing intervention feitgt>0.
Once the solutions for these subproblems have been computed, price and mass marketing
intervention fPt; Atgt>0 are updated. An economic interpretation of the decomposition
draws on this partition of the decision variables into individual and general decisions
taken among customers. The convergence of the algorithm is discussed in Appendix B.
Any classical method to solve SDP such as value iteration or policy iteration can be
applied in steps 2.3 and 2.4, since the subproblems are small problems with just one state
variable, using the optimal policy computed in the previous iteration of the algorithm as
initial point. The specic details are described in Appendix C.
Note that the value function for the original problem V (S1; :::; SI) and the associated
policy functions [A;P; e] (S1; :::; SI) cannot be graphically represented for more than two
customers due to the dimension. However, graphical gures for these functions would be
intuitive user-friendly tools for marketing managers. Interestingly, our algorithm over-
comes this problem providing useful and visual tools for managers implementing CRM.
After convergence of the algorithm at step k to a numerical solution of the original
problem, we can depict graphically in the plane the reduced value function V k
  
S

and
the associated reduced optimal policy functions Ak
  
S

; P k
  
S

to provide graphical
rules for planning optimally mass advertising and price (provided that the optimal in-
dividual e is implemented). Furthermore, we can depict in the plane the reduced value
function V k

i (Si) and the associated reduced optimal policy function e
k
i (Si) for the i th
customer, which provide a graphical rule for planning optimally the marketing e¤ort on i-
individual (provided that the optimal mass advertising and price have been implemented
as well as the e¤ort on other individuals).
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2.3 Some numerical simulations
Let us consider a dynamic-regression model where sales follow a dynamic panel model
Sit = Sit 1 + 1i + 1i eit 1 + 2i At 1 + 3i P
4i
t 1 + "it
with f1i; 2ig > 0; and jj < 1; where feitgt1 denotes individual marketing e¤orts,
fAtgt1 is the mass marketing e¤ort, fPtgt1 is the price, and f"itgt1 are independent
white noise processes N (0; I). We assume that feitgt1 and fAtgt1 are given by a cost
function c (x) = x, with  > 0: Then, given  2 (0; 1) ; the rm aims to maximize the
expected net present value E0
P
t0 
tr (St; At; Pt; et)

with
r (St; At; Pt; et) := (Pt   c0)
X
i2I
Sit   c (At) 
X
i2I
c (eit) :
We have implemented our decomposition algorithm using MATLAB 7.6 on an Intel
Core vPro i7 with machine precision 10 16. The algorithm stops whenever  = 10 8:
First, we consider a simplied model in which prices are considered as given, i.e.
3i = 0 and using a constant exogenous margin m0 instead of (Pt   c0). For m0 = 50,
 = 0:2; i = 60, 1i = 1:2, 2i = 1:2,  = 5; Table 1 reports the running times (in
seconds) until convergence considering di¤erent number of customers I, and both policy
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iteration and value iteration algorithms to solve Steps 2.3 and 2.4 of the algorithm.
Table 1. Properties of the algorithm for di¤erent problem sizes
in a model without prices
Method
Number of
Customers
Stopping Criteria Number of
Iterations
Computational
Time (in seconds)Criterion 1 Criterion 2
Policy
Iteration
1 0.0000 0.0000 3 3.8922
5 0.0000 0.0007 4 11.0790
25 0.0000 0.0008 4 60.5070
50 0.0000 0.0009 4 166.9300
100 0.0000 0.0009 4 687.4300
Value
Iteration
1 0.0000 0.0000 4 3.5335
5 0.0000 0.0007 3 8.6160
25 0.0000 0.0008 4 61.1350
50 0.0000 0.0009 4 169.0700
100 0.0000 0.0009 3 545.9600
Then, we extend the basic model to the general case in which prices are considered as a
decision variable. For c0 = 50,  = 0:2; i = 60, 1i = 1:2, 2i = 1:2, 4i =  0:5; 3i =
0:5;  = 5; Table 2 reports the running times (in seconds) until convergence considering
di¤erent number of customers I. The results show that the proposed algorithm is capable
of solving the problem with many customers in a reasonable amount of computational
time.
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Table 2.Properties of the algorithm for di¤erent problem sizes
in a model with prices
Method
Number of
Customers
Stopping Criteria Number of
Iterations
Computational
Time (in seconds)Criterion 1 Criterion 2
Policy
Iteration
1 0.0000 0.0527 3 5.9819
5 0.0000 0.0202 4 29.5548
25 0.0000 0.0202 4 150.4374
50 0.0000 0.0202 4 404.8369
100 0.0000 0.0202 2 873.8870
Value
Iteration
1 0.0000 0.0115 6 11.2360
5 0.0000 0.0202 2 16.4847
25 0.0000 0.0202 2 83.7036
50 0.0000 0.0324 2 189.4250
100 0.0000 0.0202 2 663.1727
These results suggest that the proposed methodology is an e¤ective and useful tool
for solving this type of problems as it breaks down a high-dimensional problem into many
low-dimensional ones, hence reducing the curse of dimensionality. It is remarkable that
the standard policy iteration approach cannot solve a problem of more than 3 customers.
2.4 An empirical application of a manufacturer of
kitchen appliances
In this section we provide an application of the method. We consider a medium size
international wholesale company based in eastern Europe. This company distributes
and also manufactures a large range of built-in kitchen appliances for kitchens (such
as cookers, ovens and hobs, cooker and chimney hoods, external motors, microwaves,
dishwashers, washing machines, refrigerators, and related accessories). The company
invests in general marketing e¤ort (mainly advertising and promotions in professional
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fairs) and personalized investments in their customer relationships management. We do
not provide additional company information by condentiality requests of the company
managers.
We use a monthly customer-panel from this company spanning from January 2005
to December 2008. The panel is unbalance, although the vast majority of the clients
purchases practically every month within the sample period. As the company sells a wide
range of products with di¤erent sales to each client, they aggregated their data providing
us with the monthly net-prot drawn from each client. Therefore, in this section Yi;t is
regarded as the nancial value obtained from client i at time t; the individual marketing
e¤ort on this customer is denoted by ei;t; and the general marketing e¤ort is At: The
basic Markovian model is a dynamic-panel specication
Yi;t = Yi;t 1 + 1 ln At 1 + 2 ln ei;t 1 + (i + uit) ;
E [ui;tXi;t] = 0; E [ui;t] = 0; for all i,t,
where jj < 1; ui;t is white noise and i is a zero mean random coe¢ cient accounting
for individual heterogeneity in customer protability levels. The noise vit = i + ui;t is
autocorrelated due to the stability of i; and therefore the OLS and the Within-Group
estimators are both inconsistent (as Yi;t 1 is a regressor). Taking rst di¤erences in the
model, we eliminate the specic group e¤ects
4Yi;t = 4Yi;t 1 +4X 0i;t 1 +4ui;t; t = 2; :::; T;
whereX 0i;t 1 = (ln At 1; ln ei;t 1)
0: The errors f4uitg are no longer independent but follow
a non invertibleMA (1) : This equation can be estimated by Instrumental Variables (IV),
as proposed by Andersen and Hsiao (1982). It is convenient to use lags of the variable in
levels Yi;t 1 as instrument, as well as lags of other exogenous regressors. Nonetheless, the
IV estimator is not e¢ cient due to the fact that only a few moment conditions are used.
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Arellano and Bond (1991) proposed a GMM estimator dealing with this problem. The
Arellano and Bond (1991) estimators can perform poorly in certain cases, and the method
was rened by Blundell and Bond (1998) who included additional moment conditions
(building on previous work by Arellano and Bover, 1995). The model was estimated
in STATA using the Blundell-Bond renement. Table 2 reports the estimators of this
model. The Wald global signicance test is 169:73 distributed as a 23 with a p-value
0:0000:
Table 3. Main coe¢ cients in the dynamic-panel model for customer
protability.
Yt 1 Coef. Std. Err z P>jzj
Yi;t 1 :024 0:011 2:15 0:031
At 1 821:52 235:244 3:49 0:000
ei;t 1 1175:05 172:395 6:82 0:000
In order to improve the heterogeneity analysis, we have decided to include additional
information, classifying clients by continental location (4 large regions with dummies
fDkig4k=1), and a customersstrategic classication by the company (3 levels with dum-
mies fdjig3j=1), so that we have 12 basic segments. Therefore, we introduce heterogeneity
in the response to marketing e¤ort as
Yi;t = Yi;t 1 + 1 ln At 1 + 2 ln ei;t 1 +
+
X3
j=1
j (dji  lnAt 1) +
X3
j=1
0j (dji  ln ei;t 1)
+
X4
k=1
k (Dki  lnAt 1) +
X4
j=1
0k (Dki  ln ei;t 1) + (i + uit) :
To ensure identication, we impose that the dummy coe¢ cients sum up to zero by
classication factors. Substituting these parametric constraints in the mode, we obtain
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that
Yi;t = Yi;t 1 + 1 ln At 1 + 2 ln ei;t 1 +
+
X2
j=1
j (dji   d3i) lnAt 1 +
X2
j=1
0j (dji   d3i) ln ei;t 1
+
X3
k=1
k (Dki  D4i) lnAt 1 +
X3
j=1
0k (Dki  D4i) ln ei;t 1 + (i + uit)
with 3 =  
P2
j=1 j, 
0
3 =  
P2
j=1 
0
j, 4 =  
P3
k=1 k; and 
0
4 =  
P3
k=1 
0
k: The
nal model was estimated in STATA using the Blundell-Bond renement. We used 6; 728
observations with 260 customers, and 1:1e+03 instruments. The Wald global signicance
test is 195:43 distributed as a 211 with a p-value 0:0000: The individual marketing e¤ort
has a signicant impact, as well as the general advertising. The dummy coe¢ cients
0j
	2
j=1
are non signicant, and set them equal to zero in the optimization part. All
the other types of dummy coe¢ cients are signicant. After the model coe¢ cients have
been estimated, since T is large, we can consistently estimate each specic intercept i:
For each customer we need to take time-means on the panel regression equations, then
replace
PT
t=1 uit=T by zero (the expected value), and nally getting the estimator of i.
Next, consider a SDP problem for the returns function
r (Yt; At; et) =
IX
i=1
Yit   At  
IX
i=1
eit,
where the state variable fYitg are returns drawn from the i-th customer. The transition
equations for all customers in one of the identied segments are identical, but there are
relevant di¤erent across segments.
We have computed the optimal general advertising and marketing e¤ort policies for
a stylized version of the model with 12 representative customers, applying the proposed
decomposition method. The collocation algorithm was run using a state discretization
with 10 scenarios (sales levels, disguised by company request) for each individual-sales
variable and 20 equidistant knots for each control, applying policy iteration for each
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subproblem. It takes 7 iterations (about 11 minutes) of the full decomposition method
for the algorithm to converge. Figures 1 and 2 show fVi (si)g12i=1 and V (s), the individual
and mean reduced value functions respectively.
Figure 1. Individual reduced value functions
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Figure 2. Mean reduced value function
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Figures 3 and 4 show fei (si)g12i=1 and A (s) ; the optimal individual and general mar-
keting e¤ort reduced policy functions respectively.
Figure 3. Individual marketing e¤ort reduced policy functions
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Figure 4. General marketing e¤ort reduced policy functions
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These results show that the optimal budget allocated to mass marketing is decreasing
with respect to total sales. By contrast, the individual e¤ort is hold constant with sales
but, the level is di¤erent for each segment. In particular for the 3 segments which have a
negligible individual marketing coe¢ cient, the optimal solution prescribes not to invest
at all on them. Furthermore, notice that the ranking of individual e¤ort investments by
segments does not follow exactly the pattern given by individual reduced value functions.
This is not a surprising result as the optimal solution takes into account not just dif-
ferences in protability but also di¤erent sensibilities of the segments to the marketing
mix.
2.5 Conclusions
There is a growing interest for rms to customize their marketing activities to smaller
and smaller units  individual stores, customers and transactions(Buckling et al., 1998),
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implying an enormous number of decisions. This scale requires Decision Automation tools
based on dynamic optimization of small unit panels.
In this paper, we make a computational contribution for solving SDP problems, which
allows forward-looking rms to allocate the marketing budget optimizing the CLV of
their customer base, simultaneously using customized and mass marketing interventions.
The solvability of these models su¤ers from the curse of dimensionality, which limits
practitioners from the modelling standpoint. In this sense, we have introduced a novelty
decomposition methodology for the computation of solutions of CRM problems. The
proposed approach deates the dimensionality of the models by breaking the problem
into a set of smaller independent subproblems. The numerical results have revealed the
e¢ ciency of the methodology in terms of computing time and accuracy, concluding that
the proposed approach is promising for application in many marketing problems with
similar structure.
We have shown the decomposition method works very well in practice. The method-
ology has been successfully applied to value more than 260 customers of a medium size
international wholesale company. We have presented a customer protability analysis of
the company considering the e¤ect of direct marketing and mass marketing interventions
at the customer level, simultaneously.
Since often CRM databases do not involve panel data across several competitors,
no competitive e¤ects have been considered in this article. To include competition, we
should consider a behavioral model for several rms competing for the same customers
with mass and customized marketing actions, and the equilibrium would be given by the
Markov perfect equilibrium (see Dubé et al. 2005). The computational e¤ort to solve
this problem is formidable, and the decomposition algorithm presented in this article
could be a useful tool to address it. We leave this problem for future research.
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2.7 Appendix A: Value iteration and Policy iteration
for continuous problems
Continuous SDP problems are usually solved combining the ideas of value iteration and
policy iteration with collocation methods. The basic idea of Collocation methods is to
consider a sequence of functions fkgk1  B1 such that any function v 2 B1 can be
expressed asymptotically as a linear combination of these functions, or more formally for
all v 2 B1
inf
fkgKk=1
v (s) 
KX
k=1
k k (s)

1
K!1 ! 0;
and therefore we can express V (s)  PKk=1 k k (s) for some coe¢ cients fkg and a
large enough K: Several classes of functions that can be used for the approximation
(e.g., Chebyshev polynomial, splines, Neural Networks, etc.). When the state variable
is multidimensional, the base functions are generally obtained by tensor products on
univariate basis. The integer K is exponentially increased with the dimension to obtain
a good approximation (this is one type of the curse of dimensionality). Notice that
the continuous SDP problem can be approximated by another one with nite states (just
considering a nite partition fSkg of the Euclidean states space S, we can approximating
v by simple functions
PK
k=1 k I (s 2 Sk), choosing a representative scenario sk for each
element of the partition and interpreting k = v (sk)).
The coe¢ cients fkgKk=1 are unknown, the collocation method approximates a func-
tional equation in such a way that the approximated function ts exactly at the pre-
specied points of the domain. Then, Bellmans Equation becomes
KX
k=1
k k (s) = max
(A;P;e)2A(s)
(
r (s; A; P; e) + 
KX
k=1
k
Z
k (s
0)F (ds0js; A; P; e)
)
: (2.6)
Next, we evaluate the linear equation at K grid-points fs1; :::; sKg  S and solve the
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system in fkgKk=1. The system (2.6) can be expressed in matrix notation as
 =   () (2.7)
where KK matrix  has element mk = k (sm) and the K1 vector   () has m  th
element
 m () = max
(A;P;e)2A(sm)
(
r (sm; A; P; e) + 
KX
k=1
k
Z
k (s
0)F (ds0jsm; A; P; e) :
)
The solution of this system is not trivial, rst we need to evaluate the expectations
Z
k (s
0)F (ds0jsm; A; P; e) ; (2.8)
for m = 1; :::; K; often using a numerical integration method or a Monte Carlo approach.
When the integral is replaced by an average over a nite set of sampled points, the number
of required points required to have a good approach increases exponentially with the
dimension of the state variables (this is another type of curse of dimensionality). After
computing these expectations, it is generally impossible to attain closed form solution to
the collocation system (2.7), and some computational algorithm is required.
 The Value iteration method considers the system  =  1  (), and iterates the
following:
     1  ()
from an initial point 0: It was initially proposed by Bellman (1955, 1957) for
discrete problems.
 The Policy iteration method uses the Newton iterative updating,
       [   0 ()] 1 [     ()]
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where  0() is the Jacobian of the collocation function   at  that can be computed
by applying the Envelope Theorem to the optimization problem in the denition of
  () ; so that
 0mj () = 
Z
j (s
0)F (ds0jsm; A; P; e)
This method was initially proposed by Howard (1960).
Notice that when the approximation method is based on simple functions, then  is
the identity function, and we can omit this factor. Each time that the operator   () is
applied we must solve the maximization problem in  m () for all states sm 2 fs1; :::; sKg.
This can be done, e.g., using a global optimization algorithm. In many applications,
the maximization is carried out discretizing the decision space A (sm). Once we have
converged, V (s) =
PK
k=1 k k (s) ; and the optimal policy is computed at each state
sm 2 fs1; :::; sKg ; as the maximizing decision taken at  m () for the last iteration and
the function is computed interpolating these points. The main problem with the all
previous techniques is the curse of dimensionality (Bellman, 1961). So far, researchers
can solve numerically only SDP problems with very few state variables.
2.8 Appendix B: Convergence Analysis
In this section we discuss the convergence of the algorithm. We rst introduce some basic
notation. The convergence of classical Value Iteration method is based on central ideas
from functional analysis. Dene the operator
  (v) = max
(A;P;e)2A(s)

r (s; A; P; e) + 
Z
v (s0)F (ds0js; A; P; e)

transforming a function of the state variables v (s) into another function   (v) (s) : Obvi-
ously that value function is a xed point of  ; i.e. an element v such that   (v) = v:
The value iteration algorithm considers an arbitrary function v0; and compute recur-
sively vj =   (vj 1) : Under regularity conditions, the sequence fvjgj1 converges to a
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limit which is the value function v.
The argument uses basic concepts of functional analysis. Convergence can be ensured,
provided that   is a contractive operator in a complete metric space. If B is a complete2
metric space, an operator   : B ! B is called contractive if d (  (v) ;  (v0))  cd (v; v0)
for all v; v0 2 B with parameter c 2 (0; 1). Any contractive operator in a complete
metric space has a unique xed point v, and satises that v = limj!1  j (v0) for any
initial point v0 2 B; so that the sequence vj =   (vj 1) =  j (v0) converges to the
xed point. In particular we consider the Banach3 space B1 of bounded and Borel-
measurable real valued functions dened on the Euclidean states space S, and endowed
with the supremum norm kvk1 = supy jv (y)j. If the function jr (s; A; P; e)j is bounded
on K, then it is easy to prove that   (v) is a contractive operator on B1 with parameter
 2 (0; 1), and the xed point V =   (V ) solves the SDP4, see e.g. Denardo (1967), and
Blackwell (1965). Under stronger conditions on the SDP problem, the value function V
can be proved to be continuous, Lipschitz, once/twice continuously di¤erentiable.
Unfortunately, the implementation of the algorithms is unfeasible with more than 3-4
state variables, as the computation of   (v) requires approximation of the numerical inte-
gral
R
v (s0)F (ds0js; A; P; e) by an average at selected points, and the number of required
points to provide an accurate estimate increases exponentially with the dimension of the
state variables.
Next we discuss the convergence of the presented algorithm.
2A metric space B is complete if it is equal to its closure
3A Banach space is a normed linear space, which is complete with respect to the distance d (v; v0) =
kv   v0k dened from its norm.
4There are also extensions for the case where r (s;A; P; e) is bounded on compact subsets, by using
other distances (see Rincón-Zapatero and Rodríguez-Palmero, 2003).
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Recall that V (S0) = I 1
P
i2I Vi (S0i) = V
 
S0

; where
V (s) = max
fAt;Ptg
E0
"X
t0
tR
 
St; At; Pt
 jS0 = s# ;
Vi (si) = maxfetg
E0
"X
t0
tRi (Sit; eit) jSi0 = si
#
:
Consider the operators:
i (Vi; A; P ) (si) = maxfei2Ai(si)g

Ri (Sit; eit) + 
Z
Vi (s
0
i)F
A;P (s0ijsi; ei)

;

 
V ; e

(s) = max
fA;P2A(s)g

R
 
St; At; Pt

+ 
Z
V (s0)F e (ds0js; A; P )

:
where FA;P (s0ijsi; ei) ; F e (ds0js; A; P ) are dened as in the algorithm steps (2.1) and (2.3).
The arguments that maximize these two problems are fei (si)gIi=1 and (A (s) ; P (s)) ;
respectively. The convergence of the decomposition algorithm can be deduced similarly
to the proof of convergence of the policy iteration method, using the following arguments:
1) The solution to the functional equation system
i (Vi; A; P ) (si) = Vi (si) ; i = 1:::; n

 
V ; e

(s) = V (s)
satises by construction that V (s) = I 1
PI
i=1 Vi (si; A (s) ; P (s)) = V (s; fei (si)g) a.e.,
where V (s) is the value function of the original SDP problem.
2) The algorithm can be considered as a recursion dened by a contractive operator.
Consider some initial value V (s) 2 B1; then we can write V = 1I
PI
i=1 Vi for a vector
(V1; :::; VI) with coordinates Vi = iV (s) ; where the operator i is dened as:
iv (s) = E
"X
t0
tRiv (Sit; eiv (Sit)) jSi0 = si
#
;
Riv (Sit; eiv (Sit)) = E [I  ri (Sit; eiv (Sit) ; Pv (St) ; Av (Sit)) jSit]
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and Av (s) ; Pv (s) ; ev (S) are the policies rendering the value function v (s). These oper-
ators satisfy ki (v)k1  kvk1 :
The algorithm can be regarded as a sequence obtained alternating the operators
(1; :::; I) from B1 ! BI1 dened by i = i  iV , with the operator : In other
words, it is a recursion dened by the operator  =

  1
I
PI
i=1 i

from B1 ! B1.
The operator  is a contractive operator on B1, since  and i are Bellman operators
(contractive with parameter ),
k (v)k1 =
 
 
1
I
IX
i=1
i
!
(v)

1
 
1I
IX
i=1
i (v)

1
  1
I
IX
i=1
ki  i (v)k1
 2 1
I
IX
i=1
ki (v)k1  2 kvk1
and we can apply a xed point theorem to the alternating operator to prove convergence
to a xed point satisfying the conditions in 1).
2.9 Appendix C: Algorithm Implementation
The rst step follows the discretization technique. Mainly, we consider a grid of controls,
fA;P; e1; :::; eIg ; containing a discretization of the feasible decision set. In particular we
consider relatively large nite intervals for each decision, and introduce N equidistant
points for each decision.
The second step is the denition of the scenario nodes and transition probabilities
across scenario states. The unconditional distribution can be used to dene a grid of
representative state values, and the conditional distribution to compute the transition
matrix across the elements of the grid. In particular, when we consider the model 2.1
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Sit = Sit 1 + gi + "it where "it = i + uit  N
 
0; 2"i

with 2" = 
2
 + 
2
u, and
SitjSit 1; A; P; e  N
 
Sit 1 + gi; 2"

;
SItjSIt 1; A; P; e  N

SIt 1 + g;
2"
I

;
with gi = gi (A;P; ei) ; g (A;P; e) =
P
i gi (A;P; ei) =I: The stationary marginal distrib-
ution of Sti and St are N

gi(A;P;ei)
(1 ) ;
2"
(1 2)

and N

g(A;P;ei)
(1 ) ;
2"
I(1 2)

; respectively. For
the i-th customer, we set scenarios in the interval

Sli; S
u
i

; where
Sli = min
A;P;ei
gi (A;P; ei)
(1  )   5
s
2"
(1  2) ;
Sui = max
A;P;ei
gi (A;P; ei)
(1  ) + 5
s
2"
(1  2)
Therefore, we cover 5 times the standard deviation from the most extreme mean values.
After checking that max

Sli; 0
	
< Sui we generate N scenarios distributed uniformly as
si1 = max

Sli; 0
	
;
siN = S
u
i ;
sin = si1 +

siN   si1
N   1

(n  1) ; n = 2; 3; ::; N   1:
Then we dene the product space of states SI=QIi=1 fsi1; :::; siNg : The discrete scenario
grid SI be used to compute the Bellman problem, dening the value functions and the
policy functions as mappings dened on SI .
However, in our context it is convenient to think of an augmented space of states
including mean sales. Consider the mean interval

Sl; Su

; with Sl =
P
i2I S
l
i=I and S
u =P
i2I S
u
i =I, and generate N scenarios fs1; :::; sNg distributed uniformly in max

Sl; 0
	
<
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Su: Therefore, we can dene the augmented space as
SI+1 =
(
(s; s) : s = (s1; ::::; sI)
0 2 SI ; s ' 1
I
X
i2I
si
)
;
where ' means that s is the scenario in fs1; :::; sNg closest to
P
i2I si=I: Thus a specic
realization of the random vector
 
St; St

will be approached by a vector (s; s) 2 SI+1:
Given the structure of the problem, we can dene the policy functions
 
Ak; P k; ek

in the
augmented space as a mapping
 
Ak; P k; ek

: SI+1 3 s!  Ak (s) ; P k (s) ; ek1 (s1) ; :::; ekI (sI) 2 fA;P; e1; :::; eIg :
The value function can be approximated in SI+1 by a simple function,
v (s; s) =
X
n1;::::;nI ;nI+1
n1;::::;nI ;nI+1 
(
IY
i=1
I (bni 1 < si  bni)  I
 
bnI+1 1 < s  bnI+1
)
:
An smooth functional basis could be considered instead of simple functions, e.g. replacing
the bracket in the previous expression by a tensor product of orthonormal polynomials.
We need to compute Fk (s0ijsi; ei) and Fk (s0js; A; P ) in Step 2.2. In order to mar-
ginalize the e¤ect of some policy controls over the transition probabilities, we apply
the Monte Carlo method. First, given the policy
 
Ak; P k; ek

we generate recursively a
sample

Skt ; A
k
t ; P
k
t ; e
k
t
	T
t=1
as
Skit = S
k
it 1 + gi
 
Akt 1; P
k
t 1; e
k
it 1

+ "it; i 2 I
S
k
t 1 = I
 1X
i2I
Skit
with "i  N
 
0; 2"iIT

and Ski0 = 0, and compute recursively the associated controls as
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follows:
Akt =
NX
n=1
Ak (sn) I

bn 1 < S
k
t 1  bn

P kt =
NX
n=1
P k (sn) I

bn 1 < S
k
t 1  bn

ekit =
NX
n=1
eki (sin) I
 
bi;n 1 < Ski;t 1  bi;n

; i 2 I;
where bn = (sn+1 + sn) =2 and bi;n 1 = (si;n+1 + si;n) =2 for n = 1; :::; N   1; and we set
b0 = bi;0 =  1 and bN = bi;N = +1: The last expressions are used due to the fact that
the policy functions are dened for discrete scenarios, for example we set Akt = A
k (sn)
whenever S
k
t 1 2 (bn 1; bn] which is the interval centered in sn. We trow away the rst
100 observations to remove the e¤ect of the initial data, and continue to generate a large
sample with at least T = 3000 observations, but this gure could be doubled when the
diameter of the feasible decision set or N increases.
In order to dene properly the objective function for each subproblem, we com-
pute certain conditional expectations and transition kernels using the simulated sam-
ple

Skt ; A
k
t ; P
k
t ; e
k
t
	T
t=1
: First, for all i 2 I we compute the conditional expectations
P kin = E

P kt jSkit = sin

; Ckin = E

cm
 
Akt
 jSkit = sin, at the discrete scenarios fsingNn=1
and ckin = E
h
ci
 
ekit
 jSkt = sni at the scenarios fsngNn=1 : Then we compute an approx-
imation of the subproblem objective functions (2.5) evaluated at the discrete scenarios
as
Rki (sin; eit) = I 
  
P kin   c0
  sin   ci (eit)  I 1Ckin ;
Rk (sn; At; Pt) = (Pt   c0)  I  sn  
X
i2I
ckin   cm (At) :
The fastest method to compute the conditional expectations is based on a simple para-
metric regression model (e.g., specifying E

P kt jSkit = si

= p (si; )). The model is es-
timated by a least squares method (e.g., minimizing
PT
t=1
 
P kt   p
 
Skit; 
2
) for direct
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use (setting P kin = p

sin; bK for each discrete scenario sin). The parametric approach
works well in our application. Alternatively we can use a nonparametric estimator. For
example the Nadaraya-Watson estimator of E

P kt jSkit = sin

, is given by
E

P kt jSkit = sin

=
PT
t=1 P
k
t KhT
 
Skit   sin
PT
t=1KhT
 
Skit   sin

where KhT (u) = h
 1
T K (u=hT ) for an arbitrary kernel density K () (e.g. a standard
normal density), and a sequence of positive smoothing parameters hT such that hT +
(ThT )
 1 ! 0: This approach avoids specication assumptions, but it requires larger sam-
ple sizes T than the parametric approach. Besides, an optimal selection of the smoothing
parameter is crucial, which is time consuming. However, it might be convenient in some
applications.
Second we compute the marginal transition kernels Fk (s0ijsi; ei) and Fk (s0js; A; P ) :
There are several possibilities: parametric methods, semiparametric, and nonparamet-
ric. The fastest method is based on a parametric model, postulating regression model,
E

SkitjSkit 1; ekit 1

= mi
 
Skit 1; e
k
it 1; i

; E
h
S
k
t jS
k
t 1; A
k
t 1; P
k
t 1
i
= m

S
k
t 1; e
k
it 1; 

, es-
timating the model by a ordinary/nonlinear least squares method. In our applications
we consider this method for a linear in parameters model without intercept where rst
regressor is in levels and the controls are in logarithms. Assume that the errors are
conditionally independent of the state variables, we can use the residuals
buit = Skit  mi Skit 1; ekit 1; bibut = Skt  mSkt 1; Akt 1; P kt 1;b
to estimate the error densities gi (uit), g (ut) : In particular we have assumed Gaussian
distributions N
 
0; 2ui

and N (0; 2u) respectively, estimating the variances 
2
ui
and 2ut
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with the mean squared residuals, we get
Fi (s0ijsi; ei) =
1bui
Z s0i
 1

0@z  mi

si; ei; bibui
1A dz = 
0@s0i  mi

si; ei; bibui
1A ;
F (s0js; A; P ) = 1bu
Z s0
 1

0@z  m

s; A; P;bbu
1A dz = 
0@ but  

s0  m

s; A; P;bbu
1A
Notice that if it is di¢ cult to determine the residuals distribution, we could estimate
gi (uit), g (ut) nonparametrically. For example, integrating the Rosenblatt-Parzen kernel
density estimator we obtain a cumulative conditional distribution
Fi (s0ijsi; ei) =
Z s0i
 1
 
1
T   2
TX
t=2
KhT
buit   z  mi si; ei; bi
!
dz;
F (s0js; A; P ) =
Z s0
 1
 
1
T   2
TX
t=2
KhT
but   z  ms; A; P;b! dz;
where KhT (u) = h
 1
T K (u=hT ) : This semiparametric method slows down the algorithm
compared with the parametric case. The last alternative is a fully nonparametric esti-
mator such as the cumulated integral of the conditional density estimator by Roussas
(1967, 1969) and Chen, Linton and Robinson (2001),
Fi (s0ijsi; ei) =
Z s0i
 1
PT
t=2KhT
 
Skit   z

KhT
 
Skit 1   si

KhT
 
ekit 1   ei
PT
t=2KhT
 
Skit 1   si

KhT
 
ekit 1   ei
 dz
F (s0js; A; P ) =
Z s0
 1
PT
t=2KhT

S
k
t   z

KhT

S
k
t 1   s

KhT
 
Akt 1   A

KhT
 
P kt 1   P

PT
t=2KhT

S
k
t 1   s

KhT
 
Akt 1   A

KhT
 
P kt 1   P
 dz
This method requires very large simulated samples, and it is quite sensitive to the selec-
tion of the smoothing number that must be optimally determined. In general we do not
recommend it for this algorithm, but it might be useful in some applications.
To apply the collocation method for the Bellman equation associated to each subprob-
lem we have to integrate the basis functions with respect to Fi (s0ijsi; ei) and F (s0js; A; P ),
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which requires a numerical integration method. We use the Tauchens method (1986)
to approximate the continuous transition kernel Fk (s0ijsi; ei) and Fk (s0js; A; P ) by anal-
ogous nite-state transition matrix on the states grid fs1; :::; sNg, considering for all
n;m = 1; :::; N the transition from sn to sm
inm (ei) = Fi (bi;mjsin; ei)  Fi (bi;m 1jsin; ei) ;
meannm (A;P ) = F (bmjsn; A; P )  F (bm 1jsn; A; P ) ;
where bi;m = (si;m+1 + si;m) =2, bm = (sm+1 + sm) =2 for m = 1; :::; N   1; and we set
bi;0 = b0 =  1 and bi;N = bN = +1 so that in1 (A;P; e) = Fi (b1jsn; ei) ; inN (A;P; e) =
1 F (bN 1jsn; A; P ) ; and similarly for meann1 (A;P ) and meannN (A;P ). In order to apply
the collocation value iteration, or policy iteration method, the continuous-state expec-
tations of the basis functions (2.8) for each subproblem, namely
R
k (s
0)Fi (ds0jsm; ei)
and
R
k (s
0)F (ds0jsm; A; P ), are approximated by the expected values in the analogous
discrete Markov chain N 1
PN
n=1 k (s
0
n)
i
nm (ei) and N
 1PN
n=1 k (s
0
n)
mean
nm (A;P ) re-
spectively.
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Chapter 3
Can we curb retail sales volatility
through marketing mix actions?
3.1 Introduction
Do marketing managers care about sales volatility? Admittedly, they tend to focus on
sales trends and overlook short-term uctuations. But, retailers and suppliers agree that
the volatility of sales leads to signicant added costs at the retail and supplier level
(Cachon, Randall, Schmidt 2007) through, for example, the requirement of inventory
investments for avoiding stock-out in case of demand peaks (see Holt et al. 1960, Bo
2001), stock that will be redundant with demand falls, leading to excessive inventory
and ine¢ cient production with a row of nancial costs. The demand variability also
expands costs in human resources due to hiring, training, dismissals and possible payo¤s
of employees.
Recently, Capgemini consulting company has conducted an annual global supply chain
study that covers 300 leading companies from various sectors across Europe, the US and
Canada, Asia-Pacic and Latin America. The 2011 study reveals that 40% of respon-
dents answer that demand volatility is the number one business driver. Additionally, a
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2010 online survey prepared by Edge Research for IBM-Sterling Commerce shows that
managing sales volatility and risk is one of the top priorities for the majority of the
respondents (the survey is based on a screened panel of 301 sales, IT and supply chain
corporate decision makers). Today, companies spend billions of dollars annually on soft-
ware, personnel and consulting fees to achieve accurate demand forecasts (Aiyer and
Ledesma 2004). The analysis of real time demand is the most prominent information
black holeamong companies.
In practice, managers usually rely on estimations of future expected (mean) sales
conditional on historical data, but the magnitude of deviations (oscillations) around that
mean can evolve over time and nally become even a direr threat itself. The oscillating
(volatile) demand is often magnied when the product is brought to customers through
long distribution channel and supply chain streams. Down-stream echelons (retail) in-
crease (reduce or stop) orders under high (low) demand adapting their inventory bu¤er.
But, moving up-stream the demand oscillations are magnied as up-stream echelons
(manufacturers) try to fulll the demand of its predecessor in the chain (the Bullwhip
e¤ect). Literature rst recognizes the volatility of demand for Procter and Gambles
diapers, whose end consumer demand was reasonably stable (Lee, Padmanabhan, and
Whang, 1997, 2004). Since then, many authors suggest several managerial practices to
mitigate the volatility amplication, but even at retail level volatility is a challenging
threat.
Various issues related to volatility in marketing have been studied in the literature.
For example, Srivastava, Shervani, and Fahey (1998) study how marketing drivers (such
as retention, customer satisfaction, and loyalty) can reduce volatility by the direct stabi-
lization of revenues and cash-ow of the rm. Surprisingly, there has been little research
that considers the e¤ects of marketing actions on both expected (mean) sales and its
volatility. Raju (1992) examines the e¤ect of discounts and price on variability in weekly
category sales and nds that the magnitude of discounts is positively associated with
sales volatility. Vakratsas (2008) studies the e¤ects of marketing actions (advertising,
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price and distribution) on market share volatilities and their relevance to rm decision
making. Fischer, Shin, Hanssens (2012) show how marketing spending policies have an
impact on the level as well as the volatility of revenues and cash ows.
Unfortunately, to our knowledge, the marketing sales response literature has not paid
attention to volatility measured as a conditional variance. In this paper, we study retail
sales and marketing mix dynamics considering both conditional mean and covariance of
sales and marketing mix within brands and across brands. Modeling volatility of sales in
a particular brand seems important, but the co-movements of sales and marketing mix
decisions over di¤erent brands is relevant from a strategic perspective. This is why, in
this paper, we consider multivariate co-volatility models including all marketed brands
simultaneously.
The article is organized as follows: First, we explain the reasons for focusing on sales
conditional mean and variance. Next, we present the models that we will consider for
the empirical problem at hand. Then, we apply the model to six product categories sold
by Dominicks Finer Foods. The paper concludes with some strategic and managerial
implications for brand management.
3.2 Reasons for focusing on sales conditional mean
and variance (volatility)
Let us consider a stationary process fXtgt2Z where Xt is a random vector in Rd, with
rst moments  = E [Xt] ; H = V ar [Xt] positive denite. The vector Xt contains
sales of complementary/substitutive brands sold in the same market and the marketing
mix variables related to the studied brands (all variables in logarithmic di¤erences to
ensure stationarity). Denote by =t the past information available up to time t. As
the observations are generally dependent, the use of information in =t can improve the
quality of the forecast of Xt. Let us denote the conditional models by t = E [Xtj=t] ; and
Ht = V ar [Xtj=t]. The classical time series models (e.g., VAR, VARMA, VARMAX, and
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their extensions for integrated processes) are focused on the specication and estimation
of t; assuming that Ht = H for all periods of time, which is appropriate when there
is no volatility. But if that is not the case, Ht provides a much better intuition about
sales uctuations than H: To show this, recall that from the variance equation analysis,
H = E [Ht] + V ar [t] ; implying that H  E [Ht] (i.e., (H   E [Ht]) is positive denite)
so that the risk is on average overrated if we use a marginal or static variance, forcing
companies to have oversized safety stocks regularly. Moreover, H  E [Ht] is compatible
with reverse situations H  Ht in some scenarios, suggesting that the safety stocks
determined from H can be occasionally too short for insurance against the stock-out
risk.
Note also that uctuations in t are relatively easy to forecast. They can be caused
by seasonality (modeled with deterministic dummies, or modeled by seasonal unit roots
leading to more realistic stochastic approaches), or they can be caused by business cycles
(that can be modeled with sinusoidal deterministic trends, or a more exible linear ARMA
type model with complex roots leading to stochastic cycles). Expected sales uctuations
can be anticipated, and companies can adapt the production-inventory policies to t the
forecast. The actual risk is caused by deviations (Xt   t) that cannot be anticipated
previously, but its average magnitude is measured by H on the whole, and by Ht for
each specic period of time. Our central objective is the study of Ht: As the vector Xt
includes sales and marketing mix variables for several competitors in the same market,
by estimating Ht we study the crossed co-volatilities of marketing-mix on retail sales.
3.3 The Model
To model and forecast time-varying retail sales and marketing activities volatility and
their crossed e¤ects within brand and between competitive brands, we combine features
from classical time series models for the analysis of conditional means with recent mod-
els for conditional variances. There is an extensive literature on modeling volatility in
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nancial time series since the introduction of the Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) univariate model by Engle (1982) and Bollerslev (1986).
These models have been extended to multivariate time series.
In particular, we consider that sales and marketing mix variables dene a stochastic
Rd-vector process fXtgt2Z satisfying that
Xt = t + ut;
ut = H
1=2
t "t;
where E [utj=t] = E ["tj=t] = 0; V ar ["tj=t] = I: Typically t = E [Xtj=t] is dened by
a VAR or a vector ARMA model (or a more sophisticated model dealing with features
such as seasonality, unit roots, etc.) This is widely used in marketing (see Dekimpe and
Hanssens, 2000), and we do not delve into the analysis of the conditional mean. For the
conditional heteroskedasticity, we assume thatHt = V ar [Xtj=t] follows aBEKK (p; q; 1)
model (where BEKK stands for Baba-Engle-Kraft-Kroner) given by
Ht = e!e!0 + qX
j=1
eAjut ju0t j eA0j + pX
j=1
eBjHt j eB0j; (3.1)
where e! is a lower triangular Rdd matrix and eAj; eBj are Rdd matrices. The model
was introduced in Baba, Engle Kraft and Kroner (1991), and Engle and Kroner (1995).
This model is a multivariate generalization of the GARCH process guarantying that
Ht is positive denite. When the matrices eAj; eBj are diagonal, and the only nonzero
elements are those associated to square elements

u2jt 1
	
, then we have a process Xt
which conditional covariances are constant, and only the conditional variances evolve.
When this is not the case, it means that Xt has covolatility (the level of volatility in one
element Xjt a¤ects volatility in other element Xit).
Denote by vec the operator that stacks the column of a matrix, and vech the vector-
half operator which stacks the lower triangular portion of a matrix (on and below the
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main diagonal). The vec operator satises that vec (ABC) = (C 0 
 A) vec (B) ; where

 denotes the Kronecker product of two matrices. In order to handle the BEKK model,
we can rewrite (3.1) using the vec operator as follows
vec (Ht) = (e! 
 e!) vec ( I)+ qX
j=1
 eAj 
 eAj vec  ut ju0t j+ pX
j=1
 eBj 
 eBj vec (Ht j) :
The dimension of vec (Ht) is d2: Since the matrices involved in this representation are
symmetric, we can reduce the dimension. Using the vector-half operator vech we rewrite
(3.1) as
ht = w +
qX
j=1
Aj vech
 
ut ju0t j

+
pX
j=1
Bj ht j
= w +  (L) vech (utu
0
t) +  (L) ht: (3.2)
where ht = vech (Ht) has dimension d (d+ 1) =2; and we have used the matrices w =
D+d (e! 
 e!)Ddvec ( I) ; Aj = D+d  eAj 
 eAjDd, Bj = D+d  eBj 
 eBjDd; with Dd the
d2  d (d+ 1) =2 duplication matrix dened by the property vec(H) = Dd vech (H) for
any symmetric d d matrix H (i.e., Dd contains some columns from the identity matrix
Id2d2 extracting elements in vec (H) coming from the lower triangle of H) and D
+
d
denotes its Moore Penrose inverse. For the last equation (3.2) we have used a compact
notation with matrix polynomials  (L) =
Pq
j=1AjL
j and  (L) =
Pp
j=1BjL
j in the
lag operator L. In this paper we examine the marketing strategic implications that
can be used to curb volatility whilst increasing expected levels in t. We also analyze
crossed e¤ects among competitors, via mean and variance, and how this can be used as
a competitive advantage.
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3.4 Empirical setting
We use store-level scanner data made available by the James M. Kilts Center, Univer-
sity of Chicago, from Dominicks Finer Foods, the largest grocery retailer in the Chicago
market. The database includes all weekly sales, shelf price, possible presence of sales pro-
motions (coupons, bulk buy, or a special sale), retail margin, and daily store tra¢ c, by
individual item (referenced by UPC) for more than 25 product categories, and collected
for 96 stores operated in the Chicago area over a period of more than seven years from
1989 to 1997. For the analysis, we aggregate the weekly sales data across stores, com-
puting also the average price. We also compute a continuous promotion variable dened
as the percentage of stores implementing any sales promotion. We perform our empirical
analysis using six di¤erent fast moving consumer product categories(products are sold
quickly and at relatively low cost): cheese, refrigerated juice, laundry detergent, toilet
tissue, paper towel and toothpaste. As can be seen in Table 1, for cheese and refrigerated
juice categories, we consider two brands with the highest market share, forming 80%
and 82% of the total category volume respectively whereas for laundry detergent, toilet
tissue, paper towel and toothpaste categories we focus on the top three selling brands
constituting 70%, 66%, 60% and 73% of the market, respectively.
Table 1. Description of six categories used in the application
Category
Number of
analyzed brands
Total number
of brands in the
category
Market Share
of the analyzed
brands
Cheese 2 12 80%
Refrigerated juice 2 7 82%
LaundryDetergent 3 14 70%
Toilet tissue 3 10 66%
Paper towel 3 13 60%
Toothpaste 3 13 73%
Table 2 provides more details on the analyzed brands in each category. In the cheese
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category, the two competing brands Dominicks and Kraft do not di¤er much since their
average prices, promotions and sales are very close to each other. Also, the standard
deviations of those variables show very small di¤erence. In the refrigerated juice
category, the two brands, Minute Maid and Tropicana, are similar in terms of average
prices. The prices of those brands do not vary too much, i.e. the standard deviations are
very close to each other. However, the sales of Tropicana almost doubles that of Minute
Maid. For the laundry detergent we observe that brands promotion intensity, are
close to each other on average as well as their variabilities. The prices di¤er across the
three brands. This di¤erence may be perceived as signals of quality. This di¤erence may
make the brands di¤erentiate them from the competitors. Similarly, in the toilet tissue
category, brandsaverage promotions as well as the variability of the brands promotions
do not di¤er much, but prices are di¤erent and have di¤erent volatilities. Regarding the
paper towel category, the average prices di¤er across the brands Bounty, Scott and
Dominicks. Scott does more promotion on average, but we see almost no di¤erence in
the promotions variability. In the toothpaste category, the average prices of the three
brands are very close to each other. Aquafresh has the highest price variability and
the lowest average sales, while Crest has the moderate price variability, but the highest
average sales. The average promotion di¤ers across brands, but the level of the promotion
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is low.
Table 2. Descriptive statistics of the analyzed brands
Category Variable Mean Median Maximum Minimum Std. Dev. Observations
Cheese
Sales Dominick's 104123.20 101624.00 264441.00 53745.00 26753.70 392
Price Dominick's 2.10 2.11 2.71 1.26 0.21 392
Prom Dominick's 92.24 97.67 100.00 0.00 20.09 392
Sales Kraft 138445.50 122791.00 543061.00 83550.00 53543.57 392
Price Kraft 1.99 1.95 4.10 0.90 0.28 392
Prom Kraft 93.81 97.67 100.00 0.00 15.31 392
Refrigerated
Juice
Sales Minute Maid 38690.04 23664.00 263612.00 13651.00 35673.52 396
Price Minute Maid 2.14 2.17 3.49 1.06 0.35 396
Prom Minute Maid 69.93 94.12 100.00 0.00 40.51 396
Sales Tropicana 65726.83 48877.50 271965.00 26883.00 40931.44 396
Price Tropicana 2.47 2.55 3.44 1.21 0.35 396
Prom Tropicana 82.64 97.42 100.00 0.00 31.10 396
Laundry
detergent
Sales Wisk 7339.28 4841.50 52357.00 1967.00 7061.49 396
Price Wisk 5.31 5.24 8.88 2.81 0.87 396
Prom Wisk 65.11 92.96 100.00 0.00 42.59 396
Sales All 8332.82 5368.50 133703.00 2265.00 12171.34 396
Price All 4.51 4.55 7.05 2.48 0.56 396
Prom All 67.96 94.12 100.00 0.00 40.92 396
Sales Tide 26318.69 20320.50 135839.00 10586.00 19925.67 396
Price Tide 6.20 6.29 9.22 3.43 0.85 396
Prom Tide 68.04 94.12 100.00 0.00 41.12 396
Toilet Tissue
Sales Scott 86464.14 56745.50 2062849.00 26163.00 155969.67 384
Price Scott 0.70 0.66 1.88 0.25 0.20 384
Prom Scott 47.67 56.89 100.00 0.00 44.17 384
Sales Charmin 37143.97 19470.50 478101.00 9436.00 58301.06 384
Price Charmin 2.11 2.13 3.14 0.70 0.51 384
Prom Charmin 40.30 4.22 100.00 0.00 44.37 384
Sales Northern 31854.61 18358.00 314957.00 10125.00 38232.68 384
Price Northern 1.71 1.67 3.45 0.82 0.39 384
Prom Northern 49.55 61.76 100.00 0.00 46.12 384
Paper Towel
Sales Bounty 34452.86 29840.50 163198.00 17202.00 17121.08 388
Price Bounty 1.42 1.44 2.68 0.75 0.24 388
Prom Bounty 39.72 2.33 100.00 0.00 44.20 388
Sales Scott 22764.20 20314.00 112534.00 6115.00 15312.97 388
Price Scott 1.35 1.28 2.28 0.76 0.30 388
Prom Scott 61.15 86.04 100.00 0.00 42.96 388
Sales Dominick's 23822.99 18030.50 208968.00 1346.00 24810.48 388
Price Dominick's 0.76 0.71 2.31 0.34 0.21 388
Prom Dominick's 40.29 35.92 100.00 0.00 40.49 388
Toothpaste
Sales Aquafresh 3746.22 3159.00 20727.00 1642.00 2171.50 398
Price Aquafresh 2.24 2.31 3.24 1.05 0.50 398
Prom Aquafresh 36.43 1.18 100.00 0.00 43.25 398
Sales Colgate 9082.61 8297.00 25196.00 4926.00 3383.23 398
Price Colgate 2.21 2.25 2.60 1.56 0.24 398
Prom Colgate 49.72 48.54 100.00 0.00 44.31 398
Sales Crest 12176.40 11528.00 49820.00 6769.00 4144.69 398
Price Crest 2.30 2.37 2.80 1.18 0.32 398
Prom Crest 43.10 29.48 100.00 0.00 43.99 398
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3.5 Analysis of conditional sales mean and variance
So far, we have considered the BEKK model in sales and marketing activities Xt for
each period of time. However, several steps should be considered to specify the model:
In step 1, we perform preliminary analysis that includes exploratory data analysis, and
the analysis of the time series levels. In step 2, we estimate consistently a model for
the conditional mean (typically a VAR model parameters by OLS). Then, in step 3,
we explore the existence of volatility in the data and specify a BEKK model for the
residuals using a Maximum Likelihood Estimation (MLE) method. In step 4, we compute
preliminary estimations for the parameters of the BEKK model. Finally, in step 5, we
improve the e¢ ciency of the estimators. We simultaneously estimate the VAR and BEKK
parameters by full Gaussian Maximum Likelihood, using the consistent estimates from
step 2 and 4 as initial values for the Newton Method (this choice is crucial given the high
dimension of the problem). In Step 6, we analyze the estimation output and perform
specic tests of independence and Granger causality.
Step 1. Preliminary Analysis:
We perform the standard exploratory data analysis. Then, we study the usual prop-
erties such as stationarity and cointegration involving inspection of data graphs, Auto
Correlation Functions (ACF), crossed, and partial autocorrelations. We decide to take
natural logarithm for all variables. For most of the brands in all categories, we observe
that the ACFs decay very slowly which is typical of a nonstationary time series. This con-
clusion is also consistent with the results of the Augmented Dickey-Fuller, Phillips-Perron
and KwiatkowskiPhillipsSchmidtShin (KPSS) unit root tests. Given the evidence, we
opt for taking one di¤erence of all variables in logarithms, which can be interpreted as
growth ratios of the original series from period to period. Next, we conduct Johansens
cointegration test to study whether the integrated variables are cointegrated (i.e., if they
have a long-run equilibrium in levels). Cointegration would imply the specication of
a Vector Error Correction (VEC) model instead of a VAR model for variables in di¤er-
ences. For all categories, we fail to reject the null hypothesis that the variables are not
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cointegrated. Note that in general these tests (unit root and cointegration tests) do not
take into account conditional heteroskedasticity, and the output is somewhat exploratory,
but it conrms the graphical analysis suggestions. Therefore, we proceed to estimate a
VAR model for variables in logarithmic rst di¤erences. More complex models could be
used if the inspection of the data shows evidence of other alternative specications such
as VARMA or VECM.
Step 2. Conditional mean analysis:
Let us denote Xt the vector of log-di¤erenced variables. Here we focus on the analysis
of t = E [Xtj=t] : We model the dynamic interactions among the variables through a
VAR model (including all variables as endogenous). We choose the optimal lag length of
the VAR model to be 1 based on the visual inspection of the ACFs of the rst di¤erenced
log series. We also compute the information criteria (commonly used in the marketing
literature, see Dekimpe and Hanssens, 1999; Pauwels et al. 2004). Schwarz information
criterion (SIC) suggests one lag for all categories. As a result, we specify a VAR(1) model
t = Xt 1. We estimate b by OLS, minimizing
Q () = tr
(
TX
t=2
(Xt   Xt 1)0 (Xt   Xt 1)
)
(3.3)
where tr denotes the trace. The solution is b0 = PTt=2X 0t 1Xt 1 1PTt=2X 0t 1Xt: We
also obtain the residuals but = Xt   bXt 1 to be used as a preliminary tool for volatility
analysis.
Step 3. Volatility Modeling:
Before carrying out our volatility model estimation, we explore the presence of volatil-
ity in our data. We rst study the volatility of the residual series independently (uni-
variate analysis), and then study the appropriate multivariate BEKK model:
(i) visual inspection of the sales plots: As an example, Figure 1 shows the rst dif-
ferenced logarithm of one brand for each category. The plots show that in general the
volatility is higher at some periods than others indicating that the conditional variance
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is not constant over time.
Figure 1. First di¤erenced logged sales for some brands
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(ii) ACFs of the squared OLS residuals from the VAR(1) model: We nd substan-
tial evidence of Autoregressive Conditional Heteroscedasticity (ARCH) e¤ects as judged
by the autocorrelations of the squared residuals. As can be seen from Figure 2, even
though the magnitude of the autocorrelations sometimes are small after lag 1 or 2, the
ACF plots of the squared residuals of sales variables show the presence of autocorrela-
tion patterns. This suggests the existence of (Generalized) Auto Regressive Conditional
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Heteroskedasticity (ARCH/GARCH models).
Figure 2. ACFs of the squared residuals of sales for some brands
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(iii) ARCH test: We test formally the hypothesis of conditional heteroskedasticity
applying Engles (1982) ARCH test. The null hypothesis is that there is no autocor-
relation in the squared residuals (and therefore no ARCH e¤ect). For all brands (with
two exceptions: brand Wisk in the laundry detergent category and brand Colgate in the
toothpaste category), we reject the no-ARCH hypotheses, supporting our ndings in (i)
and (ii).
Finally, we study multivariate co-volatility relationships and specify a full BEKK
model. In order to decide how many lags to be included, we use the ACFs and partial
ACFs of the squared residuals. If we dene t = vech (utu
0
t)   ht; then we can write
model (3.2) as a V ARMA(r; p) with r = max (p; q) ; given by
vech (utu
0
t) = w + ( (L) +  (L)) vech (utu
0
t)   (L) t + t;
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where t are martingale di¤erences, and if Xt has four order moments
E [t
0
t] = V ar [vech (XtX
0
t)]   E [hth0t] : The model is covariance stationary if and only
the roots of j (L) +  (L)j = 1 lie outside the unit circle, which usually occurs when
( (1) +  (1)) has eigenvalues with modulus smaller than one. We also assume that
p; q are as small as possible given that the matrices Ar and Bp have full rank, and the
polynomials (I   ( (L) +  (L))) and (I    (L)) have neither unit roots nor common
left factors other than unimodular ones. The V ARMA(r; p) representation shows that
we can identify p; q with the classical tools. If we estimate t with standard time series
methods (i.e. without taking care of the heteroskedasticity), and we can use the residualsbut = (Xt   bt) to estimate autocorrelation functions for vech (butbu0t) ; which can be used to
determine an appropriate p; q orders. In our case, inspection of sample autocorrelations
for vech (butbu0t), subsequent estimation of the identied models, and implementation of a
diagnosis process, leaded us to accept that a BEKK(1,1,1) model is an appropriate choice
for all product categories.
Step 4. Preliminary BEKK model estimation:
The estimation of the volatility model, similar to that of a univariate GARCH. We
denote by  the parameter vector of the model, the matrices w = w () ; Aj = Aj () ;
Bj = Bj () are functions of  (in practice the components of  are precisely the entries
in these matrices). The parameters  can be estimated by conditional pseudo maximum
likelihood, i.e. minimizing
 2T  L () =
TX
t=1
 
ln jHt;j+ (Xt   t)0 H 1t; (Xt   t)

:
Results for the asymptotic properties of the estimator have been studied by Jeantheau
(1998) and Comte and Lieberman (2003). In order to simplify its computation, once
we have estimated t using (3.3), we replace t by bt in the likelihood function. This
estimation is consistent, but ine¢ cient as it is based on ine¢ cient OLS estimations for
the VAR model.
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Step 5. Simultaneous estimation of the VAR and BEKK parameters to
improve e¢ ciency:
We consider the estimated parameters from VAR(1) and BEKK(1,1) models as initial
values, and use them in the full likelihood function to estimate all parameters together
in order to achieve asymptotic e¢ ciency. Therefore, including the parameters in t in
the vector  we minimize
 2T  L () =
TX
t=1

ln jHt;j+
 
Xt   t;
0
H 1t;
 
Xt   t;

;
using the Newton-Raphson method from the preliminary estimators. Using Step 2 and
4 estimations as initial point is crucial for ensuring convergence given the high computa-
tional e¤ort caused by the large dimension of the parameters.
Step 6. Inference analysis:
We applied the analysis described above to the full vector of sales and marketing mix
actions (price, promotion) for all the selected leader brands on each of the six categories.
In all cases, the estimations are globally signicant, and their signs and magnitudes are
as expected.
The dimension of the tables with the estimators is too large, and we do not report them
in detail (they can be provided from the authors upon request). The dynamic structure
of the volatility can be visualized using appropriate impulse response functions. Notice
that we can expand (3.2) as
ht = (I    (1)) 1w +	p;q (L) vech (utu0t) :
where
	p;q (L) = (I    (L)) 1 ( (L)) =
1X
j=1
	jL
j;
the coe¢ cients f	jg can easily computed, they can be interpreted as an impulse-response
function explaining the e¤ect of previous unexpected changes of vech (utu0t) over current
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covolatility levels ht. In the particular case of a BEKK(1,1,1) we have
ht = (I  B1) 1w +	1;1 (L) vech (utu0t)
	1;1 (L) = (I  B1L) 1A1L =
 1X
j=0
Bj1L
j
!
A1L =
1X
j=0
Bj1A1L
j+1;
so that
	0 = 0;	1 = A1; 	2 = B1A1
	j = B
j 1
1 A1 = B1	j 1; j  2:
Inversion of the vech operator leads to an innite BEKK expansion. Figures depicting
coe¢ cients in the matrices	j provide a visual description of the volatility (or covolatility)
transmission of random shocks. Some of these graphs are shown in the main results
section.
Furthermore, we can obtain much more insightful features from the conditional max-
imum likelihood estimations by testing conditional independence and Granger causality
hypotheses. Consider a partition of Xt two groups of variables X1 and X2; then we can
study the crossed e¤ects between the di¤erent parts. In particular, we study the exo-
geneity and the independence of marketing mix (price and promotions) and sales within
the context of a brand. A similar analysis is carried out for several competitors (e.g. the
crossed relationship between sales of a brand and marketing mix of a competitor). From
the VAR model, Xt = Xt 1 + ut; we partition in two blocks:0@ X1t
X2t
1A =
0@ 11 12
21 22
1A0@ X1t 1
X2t 1
1A :
If we only consider mean-dependence, it is su¢ cient to test some of the following
hypotheses:
 If 12 = 0 holds (i.e.,  is block-triangular) with 21 signicant, then there is
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Granger causality from X1t to X2t:
 If 12 = 0; 21 = 0 holds, (i.e.,  is block-diagonal), then X1t and X2t are inde-
pendent conditionally on the past.
In order to test H0 : 12 = 0, (e.g. to test Granger causality of the marketing mix of
a brand on the sales of the same/other brand) one can consider a Wald test
T  vec(b12) hV ar(vec(b12))i 1 vec(b12)! 2k
where V ar(vec(b12)) is the block- component (1,2) of the Maximum Likelihood Estimator
covariance matrix (we estimate this matrix using a standard HAC estimator), and k is the
number of tested parameters in 12. Tests for conditional independence are analogous,
using estimators for 12 and 21; and it can be applied for example to test independence
between brands. The standard causality tests, including the presented Wald test consider
just in-mean e¤ects. Note that with conditional heteroskedasticity, the standard Granger
causality tests cannot be used as the concept involves causality in both mean (VAR) and
variance (BEKK) equations.
Note that any test based on the parameters of  ignores the conditional variance
dependencies. Under volatility patterns, we should also pay attention to the conditional
covariance model, testing if the appropriate parameters in eAj and eBj in (3.1) are zero.
Consider, for example, the matrix eA1. If the sub-matrix eA12 = 0 the conditional variance
of X1t does not depend on X2t which is a requirement for exogeneity. This is obvious
computing the symmetric matrix
0@ eA11 0eA21 eA22
1A0@ u1;t 1
u2;t 1
1A0@ u1;t 1
u2;t 1
1A00@ eA11 0eA21 eA22
1A0
and noticing that the element eA11u1t 1u01t 1 eA011 does not depend on X2t; and analogously
for the coe¢ cients in the matrices eBj. Therefore, an exogeneity Wald test in this context
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is given by,
T

vec(b12); vec(beA12); vec(beB12)0 V arvec(b12); vec(beA12); vec(beB12) 1
vec(b12); vec(beA12); vec(beB12) :
If both eA12 and eA21 are zero there is block independence between the conditional variance
of X1t and X2t: Therefore, for testing full conditional independence the Wald test is a
quadratic form including the estimators

vec(b12); vec(b21); vec(beA12); vec(beA21); vec(beB12); vec(beB21) :
If we are not interested in mean e¤ects, but just in co-volatility, we would compute a
Wald test with the estimators

vec(
beA12); vec(beA21); vec(beB12); vec(beB21) :
Summarizing, we consider total independence (exogeneity) test for all the parameters,
a mean-independence (exogeneity) test using the VAR parameters, and a variance-
independence (exogeneity) test using the BEKK parameters.
3.6 Mean-variance crossed-e¤ects of marketing mix
and sales
Upon our conditional maximum likelihood estimation for the complete model with condi-
tional mean (VAR model) and variance (BEKK model), we compute the Wald tests, and
discuss the results of Granger exogeneity1 for the marketing mix, and the independence2
tests of marketing mix variables and sales (all measured as logarithmic growth rates).
1Exogeneity test example: we test if marketing mix of brand A is independent of its sales (in our
context conditional mean and variance do not depend on sales), and not vice versa. Put it di¤erently,
causality is one-directional that goes from marketing mix to sales.
2Independence test example: we test the block independence between marketing mix and sales of
brand A. In other words, neither of them a¤ects the other through expectations or variances.
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First, we discuss the results of the exogeneity and independence tests of marketing mix
variables and sales for each brand separately, and then across brands. Note that given
the observed volatility, all standard parametric inferences based on VAR model would be
erroneous, as their usual tests do not account for conditional heteroskedasticity.
3.6.1 Within-brand Analysis
For each brand, we particularly test the exogeneity of the marketing mix of the brand
from its sales, and the independence between the sales and the marketing mix of the
same brand. The results show that, for all brands in all categories (laundry detergent,
toilet tissue, toothpaste, paper towel, cheese and refrigerated juice), we do reject the
exogeneity of marketing mix hypotheses and we do also reject the strongest conditional
independence hypotheses with a 95% of condence (meaning that for each brand, the
empirical evidence supports that sales means and variances depend on previous sales and
marketing mix actions, and vice versa marketing mix actions are set based on previous
sales and marketing actions). Table 3 contains a summary of these tests.
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Table 3. Within-brand Wald tests analysis
Category Brand Null hypothesis Wald Test d.f. Chi-square Critical
Value at 5%
Cheese Dominicks Marketing mix exogeneity 565,0 6 12,59
Conditional independence 3992,7 12 21,03
Kraft Marketing mix exogeneity 441,0 6 12,59
Conditional independence 5309,2 12 21,03
Refrigerated juice Minute Maid Marketing mix exogeneity 7383,7 6 12,59
Conditional independence 29949,0 12 21,03
Tropicana Marketing mix exogeneity 7556,7 6 12,59
Conditional independence 114770,0 12 21,03
Laundry Detergent Wisk Marketing mix exogeneity 1096,0 6 12,59
Conditional independence 5409,2 12 21,03
All Marketing mix exogeneity 1088,0 6 12,59
Conditional independence 12103,0 12 21,03
Tide Marketing mix exogeneity 3064,9 6 12,59
Conditional independence 10246,0 12 21,03
Toilet Tissue Scott Marketing mix exogeneity 513,1 6 12,59
Conditional independence 2970,7 12 21,03
Charmin Marketing mix exogeneity 90,0 6 12,59
Conditional independence 910,6 12 21,03
Northern Marketing mix exogeneity 262,0 6 12,59
Conditional independence 7584,2 12 21,03
Paper Towel Bounty Marketing mix exogeneity 1316,7 6 12,59
Conditional independence 3574,5 12 21,03
Scott Marketing mix exogeneity 2456,4 6 12,59
Conditional independence 15463,0 12 21,03
Dominicks Marketing mix exogeneity 593,3 6 12,59
Conditional independence 3892,9 12 21,03
Toothpaste Aquafresh Marketing mix exogeneity 8689,0 6 12,59
Conditional independence 20994,0 12 21,03
Colgate Marketing mix exogeneity 885,1 6 12,59
Conditional independence 3335,7 12 21,03
Crest Marketing mix exogeneity 965,5 6 12,59
Conditional independence 2462,6 12 21,03
We have also performed a narrowed version of the analysis to test the conditional
independence and exogeneity (particularized for the conditional mean and for the con-
ditional variance separately). In this setting, all but one null independence hypotheses
are rejected when they are carried our just for VAR and for BEKK parameters, in line
with the joint tests reported in Table 3, with just an exception: when we focus just on
the VAR parameters, we accept the mean-independence between the marketing mix and
sales of Northern in the Toilet Tissue category [4:8 (0:308)]3. Nevertheless, focusing on
the BEKK parameters the null hypotheses of volatility independence of Northerns sales
and marketing mix is rejected.
3The rst value is the Wald test statistic and the second value in parenthesis is the corresponding
p-value. From now on, we will show the results of the rejected hypotheses in this this format.
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In order to display estimation results and to show the impact of a unit shock to a
marketing mix element on sales volatility over time, we use the impulse-response analysis.
Because of the space limitation we do not provide all of them. As an example, Figure
3 shows the volatility impulse-response function (VIRF) plots for cheese, refrigerated
juice and paper towel categories. Notice that for Kraft brand in the Cheese category,
increasing price and promotion growth rate has a positive impact on the sales growth
volatility although the e¤ect decays in few periods. For Minute Maid brand in the juice
category, the e¤ect is longer for prices than for promotions, whereas for Scott paper towel
promotions have a longer e¤ect. Recall that all variables are in logarithmic di¤erences,
meaning that for the in-levels series the impact is permanent.
Figure 3. Within-brand volatility impulse response functions
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3.6.2 Between-brand Analysis
For all categories, we test the exogeneity of the focal brands marketing mix from the
competitorssales, the independence between the focal brands marketing mix and the
competitorssales, the exogeneity of the focal brands marketing mix from the competi-
torsmarketing mix, the independence between the focal brands marketing mix and the
competitors marketing mix, the exogeneity of the focal brands sales from the competi-
tors sales, and the independence between the focal brandsales and the competitors
sales.
When we consider jointly the VAR and BEKK model parameters in the Wald test,
we nd signicant crossed e¤ects for all brands in the all categories. We reject the
conditional independence between the sales of all competitors. We also reject the block
conditional dependence between sales and marketing mix for all pairs of competitors, see
Table 4. If we consider just exogeneity (unidirectional e¤ects), the results are analogous
with a few exceptions. For example, in the Cheese category we accept that Dominicks
sales are independent from Krafts sales [4:2 (0:2407)], but the opposite e¤ect is rejected
suggesting that Dominicks is a leader and Kraft is a follower in this market regardless of
the fact that Kraft average sales are slightly larger (see Table 2). Both use their marketing
mix as a competitive tool, since the block-independence between their marketing mix is
rejected [6055:3 (0:0001)]. Also, the exogeneity is rejected for any of them. Similar
conclusions can be drawn for the other product categories.
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Table 4. Between-brand Wald tests analysis
Category Null hypothesis (Block conditional independence) Wald Test d.f. Chi-square
Critical Value at
5%
Cheese Between Dominicks marketing mix and Kraft sales 4004,7 12 21,03
Between Dominicks marketing mix and Kraft marketing mix 6055,3 24 36,42
Between Dominicks sales and Kraft sales 591,6 6 12,59
Between Dominicks sales and Kraft marketing mix 2297,7 12 21,03
Refrigerated
juice
Between Minute Maid marketing mix and Tropicana sales 7117,9 12 21,03
Between Minute Maid marketing mix and Tropicana marketing mix 37997,0 24 36,42
Between Minute Maid sales and Tropicana sales 626,6 6 12,59
Between Minute Maid sales and Tropicana marketing mix 19314,0 12 21,03
Laundry
Detergent
Between Wisk marketing mix and competitors (All and Tide) sales 30939,0 24 36,42
Between Wisk marketing mix and competitors (All and Tide) marketing mix 88156,0 48 65,17
Between Wisk sales and competitors (All and Tide) sales 12564,0 12 21,03
Between Wisk sales and competitors (All and Tide) marketing mix 20854,0 24 36,42
Between All marketing mix and competitors (Wisk and Tide) sales 610400,0 24 36,42
Between All marketing mix and competitors (Wisk and Tide) marketing mix 270940,0 48 65,17
Between All sales and competitors (Wisk and Tide) sales 13794,0 12 21,03
Between All sales and competitors (Wisk and Tide) marketing mix 31793,0 24 36,42
Between Tide marketing mix and competitors (Wisk and All) sales 34891,0 24 36,42
Between Tide marketing mix and competitors (Wisk and All) marketing mix 254000,0 48 65,17
Between Tide sales and competitors (Wisk and All) sales 6978,8 12 21,03
Between Tide sales and competitors (Wisk and All) marketing mix 65035,0 24 36,42
Toilet Tissue Between Scott marketing mix and competitors (Charmin and Northern) sales 14614,0 24 36,42
Between Scott marketing mix and competitors (Charmin and Northern) marketing mix 100470,0 48 65,17
Between Scott sales and competitors (Charmin and Northern)sales 3729,0 12 21,03
Between Scott sales and competitors (Charmin and Northern) marketing mix 14181,0 24 36,42
Between Charmin marketing mix and competitors (Scott and Northern) sales 533520,0 24 36,42
Between Charmin marketing mix and competitors (Scott and Northern) marketing mix 88358,0 48 65,17
Between Charmin sales and competitors (Scott and Northern) sales 2947,3 12 21,03
Between Charmin sales and competitors (Scott and Northern) marketing mix 15391,0 24 36,42
Between Northern marketing mix and competitors (Scott and Charmin) sales 12160,0 24 36,42
Between Northern marketing mix and competitors (Scott and Charmin) marketing mix 119460,0 48 65,17
Between Northern sales and competitors (Scott and Charmin) sales 918,7 12 21,03
Between Northern sales and competitors (Scott and Charmin) marketing mix 21128,0 24 36,42
Paper Towel Between Bounty marketing mix and competitors (Scott and Dominicks) sales 19483,0 24 36,42
Between Bounty marketing mix and competitors (Scott and Dominicks) marketing mix 104160,0 48 65,17
Between Bounty sales and competitors (Scott and Dominicks)  sales 2310,5 12 21,03
Between Bounty sales and competitors (Scott and Dominicks)  marketing mix 27106,0 24 36,42
Between Scott marketing mix and competitors (Bounty and Dominicks) sales 33632,0 24 36,42
Between Scott marketing mix and competitors (Bounty and Dominicks) marketing mix 142900,0 48 65,17
Between Scott sales and competitors (Bounty and Dominicks) sales 5243,2 12 21,03
Between Scott sales and competitors (Bounty and Dominicks) marketing mix 15374,0 24 36,42
Between Dominicks marketing mix and competitors (Bounty and Scott) sales 39155,0 24 36,42
Between Dominicks marketing mix and competitors (Bounty and Scott) marketing mix 97228,0 48 65,17
Between Dominicks sales and competitors (Bounty and Scott) sales 4168,0 12 21,03
Between Dominicks sales and competitors (Bounty and Scott) marketing mix 16443,0 24 36,42
Tooth Paste Between Aquafresh marketing mix and competitors (Colgate and Crest) sales 10639,0 24 36,42
Between Aquafresh marketing mix and competitors (Colgate and Crest) marketing mix 42411,0 48 65,17
Between Aquafresh sales and competitors (Colgate and Crest)  sales 5946,1 12 21,03
Between Aquafresh sales and competitors (Colgate and Crest) marketing mix 34889,0 24 36,42
Between Colgate marketing mix and competitors (Aquafresh and Crest) sales 135270,0 24 36,42
Between Colgate marketing mix and competitors (Aquafresh and Crest) marketing mix 56618,0 48 65,17
Between Colgate sales and competitors (Aquafresh and Crest) sales 3864,9 12 21,03
Between Colgate sales and competitors (Aquafresh and Crest) marketing mix 9563,3 24 36,42
Between Crest marketing mix and competitors (Colgate and Aquafresh) sales 20942,0 24 36,42
Between Crest marketing mix and competitors (Colgate and Aquafresh) marketing mix 72844,0 48 65,17
Between Crest sales and competitors (Colgate and Aquafresh) sales 5374,4 12 21,03
Between Crest sales and competitors (Colgate and Aquafresh) marketing mix 18314,0 24 36,42
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We have also narrowed the analysis to just mean or just variance dependence. Most
conditional independence and exogeneity tests for volatility are rejected in all categories
with few exceptions. Reciprocally, if we only focus on the conditional mean parameters,
most conditional independence and exogeneity tests are also rejected which is well es-
tablished in the sales response models literature. The volatitlity analysis can shed some
additional insights. For example, in the cheese category (in spite of the fact that we
rejected that the sales of brand Kraft are independent from Dominicks sales), if we fo-
cus just on the volatility parameters we accept it [2:2 (0:3329)] (we reject for mean [204
(0:0001)]). This indicates that the leadership of Dominicks matters in terms of volatility
rather than average patterns. To sum up, the competitive e¤ects are transmitted either
through mean or variance, but usually both e¤ects are relevant.
We can depict some between-brands e¤ect using volatility impulse-response functions.
For example, Figure 4 shows VIRF plots for laundry detergent category. Notice that a
unit shock to the promotion change of the brandWisk leads to increase in the sales growth
volatility of the brand All, and a unit shock to brand Tides price growth rate generates
an increment on the sales growth volatility of All. Since all variables are in logarithmic
di¤erences, for the in-levels series the impact is permanent. An emergent conclusion is
that promotional actions can be used to increase sales volatility of a competitor, which
eventually can lead to a cost increment, and therefore to a competitive advantage. But,
aware competitors could apply a similar strategy. This suggests that some commercial
wars could be triggered by co-volatilities, rather than by the e¤ects on average sales.
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Figure 4. Between-brand co-volatility impulse response functions
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3.7 Strategic recommendations
Managers are aware that not all operational decisions work equally well in every setting.
What is right for a brand sales depends on its circumstances. We have developed a
potential solver framework for understanding the interplay between marketing mix ac-
tivities and sales response. Managers should be able to identify whether their actions can
generate potential logistic risks. Each decision must be assessed for each contribution to
company strategy, accounting for the expected results and risks.
Depending on the specic retail database and product category, we can specify dif-
ferent type of VAR and BEKK models. For these models one can compute the IRF.
For example, in a VAR(1) Xt = Xt 1 + ut as considered here, the IRF are implicit in
the Wold expansion Xt =
P1
j=0
jLj

ut: Also, we have discussed how to compute the
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VIRF. Summing up the coe¢ cients of these functions, i.e., evaluating the polynomial
lag lters at L = 1; we can compute the aggregate impact over time between a specic
marketing mix instrument and sales, which is also known as the lter gain in the time
series literature.
Looking at the e¤ectiveness of marketing mix to control sales (e.g. looking at the
gains but also looking at the economic value of sales gains), we can identify and discuss
4 strategic scenarios:
Sales mean up Sales mean down
Volatility up risk ambivalence worst-case
Volatility down best-case risk smoother
In other words,
1. Risk ambivalence: To greed, all nature is insu¢ cient(Seneca), when both sales-
mean and volatility are increased by marketing actions. In this no-risk no-gain
context, if managers are too greedy in terms of expected sales, they may end up
with a high risk at stake.
2. Risk smoother : An honest tale speeds best, being plainly told(William Shake-
speare, Richard III Quote, Act IV, Scene IV), when both are decreased by marketing
actions. Plain decent sales might perform better than volatile fancier ones.
3. Worst-case scenario: Abandon all hope ye who enter here(Inferno, Dante), when
mean is decreased and volatility is increased by marketing actions.
4. Best-case scenario: When you want something, all the universe conspires in help-
ing you to achieve it(The Alchemist, Paulo Coelho), when mean is increased and
volatility is decreased by marketing actions.
To succeed rms must cultivate business analytic capabilities to anticipate and adapt
quickly to market changes, and to control the random distribution of their market sales.
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Whatever the scenario is, managers should optimize their results (or at least minimize
their loss), as a general rule, managers should balance the positive e¤ects of higher
expected sales, and the negative e¤ects of higher volatility. A reasonable criteria for
short-term oriented managers would be maximizing a conditional mean-variance utility
function, using the VAR and BEKKmodels as inputs. For example, if we simply estimate
a rm model including rm own sales X1t and X2t = (pt; it)
0 are marketing instruments
price and promotion intensity respectively, then a myopic decision maker maximizes
Et [(pt   c)X1t   it]  V art [(pt   c)X1t   it] = (pt   c)1t   it    (pt   c)2 h1t;
where  2 (0; 1) is the risk penalty parameter. Notice that 1t; h1t depends on previous
sales and marketing interventions pt 1, it 1. Substituting the model for conditional mean
and variance, and setting stable decisions pt = pt 1 and it = it 1 the optimal marketing
interventions can be computed easily.
3.8 Conclusion
Sales data often have a high level or temporal aggregation which disguises their volatility.
The use of relatively short time aggregation windows, such as weekly, daily, and even
hourly for internet sales, allows marketers to capture short term uctuations impacting
production and stock management. In turbulent markets, it is possible to nd volatility
even with data aggregated over larger time windows, such as monthly and quarterly sales.
A closer analysis of sales volatility may lead to better management of distribution and
supply chain relationships, creating long-term competitive advantages for marketers.
In this paper, we analyze the presence of volatility in weekly retail sales and mar-
keting mix data. We build a VAR model for the conditional mean and a BEKK model
for the conditional variance. Based on the estimated parameters, we study conditional
independence and exogeneity using Wald tests. We observe signicant dependence in
all categories for most brands, either in mean, variance or both. The volatility impulse
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response analysis shows the impact of marketing mix changes (price or promotions) over
sales growth volatility, either for own marketing mix or a rivals action. One possibility
to alleviate the sales growth variability could be to lower the rate of change in promo-
tional intensity. Also, the retailer may choose more stable price policy because price
uctuations may result in stockpiling behavior of the customers which in turn leads to
sales volatility (Lee et al., 1997).
A managerial implication of this research is the fact that marketing mix (at least,
price and promotional actions) can be a useful tool for product and brand managers
to curb volatility for smoothing out eventually the Bullwhip e¤ect at the retail source
level. Lower price and promotional growth rates lead to less volatility in sales growth.
Managers should balance the positive e¤ects on expected sales, and the negative e¤ects
on volatility. The article complements the work by Hanssens (1998) in which better
expected sales data forecasts is proposed as an instrument to handle Bullwhip e¤ects.
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Chapter 4
US advertising expenditure trends:
long-run e¤ects and structural
changes with new media
introductions
4.1 Introduction
The battle among di¤erent media channels severely takes place in the market and trends
in advertising media channels is of great interest to both practitioners and researchers. A
substantial number of studies on advertising trends are conducted or sponsored by media
rms or advertising agencies (Tellis and Tellis, 2009). These agencies try to convince the
rms to advertise on their channels. This induces a severe competition among the media
channels in the market, particularly between the old traditional such as newspapers,
magazines, radio and the new entrants such as internet, cable and yellow pages.
Marketing managers of big-size companies look closely at the media channel expendi-
tures to foresee the long-term trends in the advertising industry by following the reports
of key organizations such as the Internet Advertising Bureau (IAB), the Newspaper As-
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sociation of America (NAA), and research companies such as Kantar Media Intelligence,
eMarketer and AC Nielsen. This information inuences marketing managers strategies
to allocate their advertising budget. For instance, if they expect a global upward trend
in internet advertising, they will be inclined to spend more on that channel rather than
the one that shows a downward trend, say, newspapers. When the majority of the com-
panies cut their advertising budget, this may result in a considerable drop in the overall
aggregated advertising spending (Deleersnyder et al., 2009). There is a vast body of
academic research on advertising at the company level, but the research at the aggre-
gated macroeconomic level is less extensive. The aggregated advertising expenditure has
a stable ratio with respect to real GDP (see Van der Wur¤ and Bakker, 2008). Recently,
more research has emerged to examine the relationship between business cycles and ad-
vertising spending at more disaggregated level, TV, magazine, newspaper and print (see
Deleersnyder et al. 2009).
Historically, U.S. marketers have increased exponentially their total advertising ex-
penditure. Simultaneously, they have been rebalancing their budget media shares to
match audience shifts when new media were introduced. Perhaps, the most recent exam-
ple is the growing trend on internets share which is partially replacing radio, newspapers
and magazines ad expenditures. But these phenomena often happened in the past as we
can observe in several historical landmarks.
 The rst newspaper in US appeared in Boston in 1690. Since them Newspaper
growth continued unabated until the rst third of the XX century. Between 1890
to 1920, the period known as the golden ageof print media, William Randolph
Hearst, Joseph Pulitzer, and Lord Northcli¤e built huge publishing empires. From
the 1920s, radio broadcast increasingly forced Newspapers to re-evaluate their busi-
ness, and the same happened in the 1950s when TV broadcast exploded onto the
media scene. During the second part of the XX century Newspaper circulation
dropped, and the ad expenditure budget show this impact.
 The rst radio broadcast was in 1906, but its golden age in the US spans from the
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early 1920s when the rst broadcast licenses were granted until the 1950s when it
was replaced by TV as the primary entertainment media. Initially individual radio
programs were sponsored by a single business, but gradually started to sell small
time allocations to multiple businesses. Commercial advertising was not generalized
until the 1940s.
 The TV business started out in the 30s but household penetration took-o¤ after
the Second World War, evolving slowly into an advertising based business when by
Procter & Gamble, Unilever and other companies started to develop ads for Soap
Operas. In the 1950s advertisement time was sold to multiple sponsors. From the
1960s big campaigns featured di¤erent mass media channels such as TV, radio and
magazine extensive ads.
The historical evidence shows that during the rst years after introduction, new media
generally have little impact on the ad industry. When this occurs, dramatic changes shake
the structure of the advertising industry. When we account for the impact of structural
changes, can we still nd persistent relationships and a global equilibrium?
Marketing researchers have studied how new product/brand entries and exits in a
market a¤ects the competitive setting faced by incumbent companies. For example, Nijs
et al. (2001) study the new product introductions as a way to expand permanently
the category demand. Fok and Franses (2004) analyze marketing mix e¤ectiveness of
incumbents resulting from a new brand introduction. Pauwels and Srinivasan (2004)
examine how store brand entry structurally changes the performance of and the interac-
tions among all market players. Moreover, Van Heerde et al. (2004) investigate how the
innovative product alters the market dynamics structure. Allowing for multiple breaks
at unknown points in time, Kornelis et al. (2008) explores to what extent competitive
entry creates structural change in incumbentsrevenues. Thus, understanding how the
new players in the market a¤ect the incumbentskey marketing metrics as well as the
underlying trends in advertising expenditures of di¤erent media channels is important
for advertising agencies, marketing managers and academics.
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In this paper, we address the following questions: Is there any long-run equilibrium
relationship among all media channels? If any, which channel(s) responds more and faster
to a deviation from this long-run relationship? How sensitive is the total advertising
expenditures to the economic conditions in the long-run? More importantly, how are the
old media a¤ected by the introduction of new media according to the historical evidence?
As Kornelis et al. (2008) discuss, competitive entry might not just be a temporal nuisance
to incumbents, but could also fundamentally change the latters performance evolution.
All in all, we study the impact of the new media introduction on the long run equilibrium
of the advertising industry.
The paper is organized as follows: In the next section, we introduce the data. We
study annual time series data ranging from 1935 to 2007 on ten di¤erent media channels:
newspapers, magazines, direct mail, business papers, outdoor, radio, TV, yellow pages,
cable, internet. In section 3, we present a preliminary analysis narrowing down the
analysis to the advertising expenditures in newspapers, magazines, direct mail, business
papers, outdoor and radio. We model the dynamic interactions among di¤erent media
channels through Vector Error Correction (VEC) models, capturing the systems gradual
adjustment toward a long-run equilibrium (see Dekimpe and Hanssens, 1999). In Section
4, we extend the model to include the advertising expenditures in new media (TV, yellow
pages, cable and internet), thus controling for the impact of new media introductions.
We take into account the fact that the impact of new entries on a market can produce
a persistent structural change (see Kornelis et al. 2008). In section 5, we conclude the
paper with the main ndings.
4.2 Data
There exists several sources to compile data for the US advertising expenditure. One of
the oldest databases is the McCann-Erickson-Magna database. In 1935, L.D.H. Weld,
Director of Research for McCann-Erickson and formerly professor of business admin-
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istration, She¢ eld Scientic School, Yale University, published advertising data in the
magazine PrintersInk. Robert J. Coen joined McCann-Erickson in 1948 and two years
after Weld died. Coen took up the compilation from 1950 until 2008 when he retired
as vice president and forecasting director at the media agency. An early version of this
work was published in the Census Bureau (1970, Part II, pages 855-7). The Television
Advertising Bureau has made a recent version of Coens data available online This recent
version covers the period from 1948 to 2007. Then, these data were completed by Dr.
Douglas A. Galbi, economist at Federal Communications Commission. He added Coens
data to the period from 1919 to 1947. He also included some categories of advertising
expenditures for the period spanning from 1919 to 1934. As a result, the nal version
of the compiled dataset covers the time period of 1919-2007 and contains the advertis-
ing expenditures on the following media: newspapers, magazines, direct mail, business
papers, billboards, out of home, yellow pages, radio, television, broadcast, cable, inter-
net and total ads. We sum up the ad expenditure on out of homeand billboardsas
the former was the antecedent of the latter, and called the new variable outdoor. We
followed the same approach for televisionand broadcast, and called the nal variable
TV. We also obtained the real GDP variable from the U.S. Department of Commerce,
Bureau of Economic Analysis for the period of 1929 and onwards in order to account for
the impact of economic crisis and expansions in the advertising industry.
Finally, our dataset is comprised of the following variables: newspapers, magazines,
direct mail, business papers, outdoor, radio, TV, yellow pages, cable, internet, total
ads and GDP. For the analysis, we choose the time period 1935-2007 so as to have less
missing variables in the system of variables. Figure 1 plots the series in their original
level. In general, we can observe trends in the series. However, after the year 2000, TV,
newspapers and radio advertising spending show a decreasing pattern. By contrast, direct
mail, cable and internet advertising spending exhibit an increasing pattern. Outdoor
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advertising spending shows a sharp increase in 1999 and keeps this increase afterwards.
Figure 1. USA advertising expenditures (in million $) over time
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In this paper, we consider a time series model for Xt = (lnGDPt; lnTAt; lnm
0
t)
0 where
TAt denotes total advertising expenditure, and GDPt the gross domestic product. The
column vector lnmt represents logarithms of expenditures on the di¤erent media by birth
order (newspapers, magazine, direct mail, business papers, outdoor, radio, TV, yellow
pages, cable, internet advertising spending in the United States). We use yearly data for
the period between 1935 and 2007. Figure 2 shows the variables of the analysis in log-
levels. For a given media, observations before the breaking time where the media takes-o¤
are recorded as zeros. We acknowledge that the introduction times can potentially change
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the cointegration structure.
Figure 2. Log. of USA Advertising and GDP (million $)
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4.3 Preliminary Model
In this section, we consider a preliminary analysis which considers the advertising expen-
diture (in logarithm) on incumbent media: newspapers, magazines, direct mail, business
papers, outdoor and radio, together with GDP and the total advertising expenditure.
Within this section, Xt will denote this vector of time series. We do not consider yet
any potential structural change, but we estimate this simplied model as a rst step.
Assume that fXt = Xt   tg is a Rk-valued stochastic time series process, written
in deviations from its unconditional mean t = E [X

t ], with X

t = 0 a.s. for t  0
(with nite autoregressive models sometimes other specic initial values are considered).
The mean t 2 Rk contains deterministic components (trends, intervention analysis
components, etc.). Then, we say that fXtg is integrated of order d 2 f0; 1; 2; ::g, also
denoted as I (d) ; if each coordinate in dXt follows an invertible stationary linear
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model, where d = (1  L)d and L is the lag operator (LjXt = Xt j). Our preliminary
analysis suggests that Xt is an I (1) process. First, we study the autocorrelation function
(ACF) plots as well as the Augmented Dickey Fuller (ADF) unit root tests (for a review
of unit root tests in marketing see Dekimpe, Hanssens and Silva-Risso (1999). We observe
that the ACFs of all series decay slowly, which is a signal of a nonstationary time series.
We perform the ADF tests by adopting two options: (i) only stochastic trend in the
series, (ii) both deterministic trend and stochastic trend in the series. We nd that tha
latter option suits better since the coe¢ cient of the deterministic trend is signicant
for all series, except for direct mail and outdoor. As can be seen from Table 1, for all
variables, we fail to reject the null hypothesis of the ADF test that the series contains
a unit root. Thus, the ADF unit root tests support our nding based on correlogram
analyis.
Table 1. ADF unit root tests
Variables ADF test result (p-value) Conclusion
Intercept Intercept and trend
LnNewspaper 0.7009 0.9584 I(1)
LnMagazines 0.7155 0.5891 I(1)
LnDirect Mail 0.9473 0.1819 I(1)
LnBusiness Papers 0.0993 0.8532 I(1)
LnOutdoor 0.9783 0.7350 I(1)
LnRadio 0.5179 0.7624 I(1)
LnTotal Ads 0.7927 0.8826 I(1)
LnGDP 0.7007 0.5149 I(1)
When fXt g is I (1), two possibilities emerge when we look at the whole system: (1)
fXtg is jointly integrated of order d, that is, it is integrated of order d and (1  L)dXt
follows an invertible vector Wold process
dXt = B (L) "t
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with "t white noise (actually "t is zero for t  0), B (L) =
P1
j=0BjL
j is a matrix-
coe¢ cient polynomial with B0 = I (where invertibility means that the roots of jB (L)j
are outside the unit circle, and the process admits a convergent autoregressive represen-
tation), or (2) fXtg is cointegrated of order d; b with b  d, and denote it by C (d; b),
that is the process is I (d) and there are r  k linear combinations dened by the k  r
matrix  such that 0Xt is jointly I (d  b) : The most important case is d = b = 1:
The idea goes back to Box and Tiao (1977), but it was popularized by Granger (1981).
Cointegrated C (1; 1) variables can be expressed with Grangers representation Vector
Error Correction Mechanism(VECM),
Xt =   (0Xt 1) +
1X
j=1
 jXt j +  + "t;
for details see the path-breaking article by Engle and Granger (1987). We include the
deterministic trend in the VEC model as E [Xt] = , based on our preliminary nding
from the ADF unit root tests.
To determine the number of cointegrating vectors, we follow Johansens (1995) ap-
proach. More specically, to determine the rank of the cointegrating matrix , we adopt
the following sequential hypothesis testing. By using STATA-10 and OX version 3.4 (see
Doornik, 2001), rst, we test the null hypothesis that there is no cointegration against
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the alternative hypothesis that there is at least one cointegrating vector.
Table 2. Johansens cointegration test
Maximum
Rank Parameters Loglikelihood Eigenvalue
Trace
Statistic
Critical
Value
0 7 712.0779 . 164.6590 124.2400
1 20 744.1711 0.5900 100.4728 94.1500
2 31 765.4818 0.4468 57.8514* 68.5200
3 40 778.8472 0.3101 31.1205 47.2100
4 47 785.3744 0.1658 18.0662 29.6800
5 52 790.1340 0.1238 8.5470 15.4100
6 55 793.9661 0.1010 0.8827 3.7600
7 56 794.4075 0.0122
As can be seen from Table 2, we reject the null hypothesis as the trace statistic
(164.66) is greater than its critical value (124.24). Next, we test the null hypothesis that
there is one cointegrating vector. Again, we reject the null hypothesis since the trace
statistic (100.47) is higher than its critical value (94.15). This implies that there might
be two cointegrating vectors. Further, we test the null hypothesis that there are two
cointegrating vectors. We fail to reject the null hypothesis as the trace statistic (57.85)
is less than its critical value (68.52). Therefore, Johansens cointegration test results
show that there are two-cointegrating vectors, i.e. the maximum rank is two. We also
tested whether  is signicant using the likelihood ratio test. The statistics is 35:92,
distributed under the null hypothesis as a 28. The corresponding p-value is 0:0000 and
the coe¢ cients are found signicant.
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4.4 Modeling the whole period with structural breaks:
Main Results
In this section, we consider the whole dataset including the new media. Notice that TV
and yellow pages were introduced in 1949 and 1980 while cable and internet in 1990 and
1997, respectively. As di¤erent media channels entered the market at di¤erent moments
of time, we set the investments on these media before its introduction equal to zero.
Therefore, we should consider structural breaks for the whole system, whenever a new
media starts to be exploited by the advertising industry. Persistence and cointegration
tests can be dramatically a¤ected by the presence of structural breaks. Perron (1989)
shows that structural changes can induce apparent unit roots. Structural breaks typically
have little e¤ect on the size of the usual cointegration tests, but they a¤ect the power
of the tests. There is a large literature studying cointegration under known or unknown
structural breaks. Maximum likelihood procedures, as the Johansen test, have better
power than the Dickey-Fuller based cointegration tests (see Campos et al. 1996). Jo-
hansen test requires modeling the break, but this is less restrictive in our context, where
the break time is observed. We use study the impact of the new media introduction on
the long run equilibria of the advertising industry.
Let us assume that there are structural changes associated to the introduction of
media introductions (TV, yellow pages, cable and internet). Let T = (T1; :::; Tk)
0 the time
origin 0 and the introduction times of the k di¤erent media, and I (t > 0) is the indicator
function (equal to 1 if t > 0 and zero otherwise). We consider that the introduction
times are deterministic (exogenous variables and we condition the process upon their
value). The introduction of a new media may cause a permanent structural change in
the growth rates of incumbent media (intervention analysis). Therefore, if the system
grows at an autonomous vector rate  until the structural breaks occur, and at a di¤erent
rate after the entrance of a new media, then we can consider a deterministic component
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t = E [X

t ] given by
t = 0 +  t+  (tI   T )+ ;
where (tIk   T )+ is a vector of shifts with j   th coordinate equal to max f(t  Tj) ; 0g :
Notice  contain the e¤ect of new media introductions modeled as permanent shifts.
Then, for t  1;
t = E [X

t ] =  +  Dt;
where Dt is a deterministic vector of step functions, such that the j   th coordinate is
dened as Djt = I (t  Tj) taking the value one if t  Tj and zero otherwise. We impose
some restrictions on the coe¢ cient matrix : It must have a triangular media-structure,
as we impose the restrictions that new media introductions in the advertising market
does not a¤ect investments on media introduced on the distant future. Therefore, (i)
TV introduction cannot cause any structural change in yellow pages since TV enters the
market before yellow pages, (ii) TV and yellow pages cannot cause any structural change
in cable series because TV and yellow pages enter the market before cable, (iii) TV,
yellow pages and cable cannot cause any structural change in internet as internet enter
the market after all these channels.
Next, we will follow the Johansen (1991, 1994) framework. Assume that Xt follows
an integrated V AR (p) vector autoregression
Xt = X

t 1 +
pX
j=1
 jX

t j + ( + Dt) + "t; (4.1)
where typically t > p. The error vectorsf"tg are assumed to be Gaussian white noise
N (0;
). Consider the characteristic lags matrix polynomial
A (L) = (1  L) Ik   L 
pX
j=1
 j (1  L)Lj:
If all the roots of the polynomial jA (L)j are outside the unit circle (so that A (1) =  
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has full rank), then the process is jointly integrated. However, if there are (k   r) of
the roots equal to 1 and the remaining roots are outside the complex unit circle, then
A (1) =   has rank r; and we can express  = 0; where ;  are k r matrix of rank
r < k: The VECM representation indicates that the current increment in Xt depends
on previous deviations from the long-run equilibrium 0Xt 1; the e¤ect of deterministic
components, and previous corrections Xt j
Xt =  
 
0Xt 1

+
pX
j=1
 jX

t j + ( + Dt) + "t: (4.2)
The parameters (; ; 1; ::; p; c;; 
) are freely varying, but we normalize  to estimate
the individual coe¢ cients. The cointegrating rank of the last system is usually determined
using Johansens (1988, 1991, 1995) maximum eigenvalue and trace tests. Johansen also
considered the Maximum Likelihood estimators of the full model, and the asymptotic
distribution. For details see Johansen et al. (2000) and Hungnes (2010). Pesaran et al.
(2000) extend these ideas about deterministic components t to models with exogenous
process.
Since we now include all series with zeros before the introduction times, we rst
update the unit root and cointegration tests with structural changes using Perron (1989)
and Johansens tests. We nd that TV, yellow pages, cable and internet variables also
contain unit root, and that there are two cointegrating vectors. Therefore, we conrm our
preliminary ndings. Hence, to capture the short-run dynamics towards the identied
long-run equilibrium, we estimate the VEC model with r = 2 (two cointegrating vectors)
and p = 1. The model is estimated by maximum likelihood method using OX version
3.4 and GRaM (see Hungnes, 2005). We run the models up to four lags and compute
the AIC and SIC criteria. Both information criteria suggest to use one lag in the nal
analysis. As in the previous steps of the analysis, we check whether  is signicant. We
perform likelihood ratio test. The resulting ratio is 118:99 and distributed as 212. The
corresponding p-value is 0:0000 supporting the signicance of  in the nal model.
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From the estimation output, parameters  are deemed as short-run adjustment pa-
rameters whereas parameters  are regarded as long-run equilibrium relationship para-
meters. Table 3 shows the estimated cointegration vectors (1; 2), and the estimated
(1; 2) measuring the response of each variable to deviations from each cointegration
equilibrium relationship. Among the old traditional media, the  coe¢ cients for news-
papers, direct mail and outdoor are signicant at 1%, 1% and 10% level, respectively
showing that they respond to the disequilibrium in the industry. Among the new media,
TV, yellow pages and cable show signicant results at 1%, 1% and 10% level, respec-
tively meaning that they also respond to the disequilibrium in the industry. As can be
seen from Table 3, the estimated  for yellow pages in the rst cointegration equation
(CE1) is higher than that of the rest of the media. Similarly, the estimated  for TV
in the second cointegration equation (CE2) is higher than that of the other media. This
nding shows us that the advertising investment in these new media is more sensitive to
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deviations from the long-run equilibrium than those in the other media.
Table 3. Estimated adjustment coe¢ cients  and cointegration parameters 
CE1 CE2 Vector 1 Vector 2
∆LnGDP 0.0153 0.0027 LnGDP 1.0000 2.8273
(0.0199) (0.0098) LnTotal Ads -5.3527 1.0000
∆LnTotal Ads 0.0015 -0.0446*** LnNewspapers 1.3294 -4.6309
(0.0237) (0.0117) LnMagazines 1.6715 -1.9134
∆LnNewspapers 0.0005 -0.0616*** LnDirect Mail 0.9422 3.1573
(0.0297) (0.0146) LnBusiness Papers -0.5296 0.5599
∆LnMagazines 0.0036 0.0008 LnOutdoor 1.0112 -0.8769
(0.0359) (0.0177) LnRadio -0.8504 0.1400
∆LnDirect Mail -0.0435 -0.0787*** LnTV 0.0994 0.8753
(0.0277) (0.0136) LnYellow Pages 0.4638 0.4887
∆LnBusiness Papers 0.0558 -0.0036 LnCable -0.4422 -1.0836
(0.0356) (0.0175) LnInternet -0.3393 0.9949
∆LnOutdoor -0.1209* -0.0111
(0.0686) (0.0337)
∆LnRadio -0.0003 0.0068
(0.0290) (0.0143)
∆Ln TV 0.0271 -0.2160***
(0.0468) (0.0230)
∆LnYellow Pages -0.1364*** -0.0059
(0.0081) (0.0040)
∆LnCable 0.0006 0.0260*
(0.0307) (0.0151)
∆LnInternet 0.0332 0.0161
(0.0719) (0.0354)
Notes: ***, * signs imply that the coefficients are
significant at 1% and 10% level, respectively.
Standard errors are given in parentheses.
In Table 3, the coe¢ cients of vector 1 can be interpreted as long-run elasticities of
advertising expenditures on di¤erent media with respect to the GDP. The coe¢ cient of
total advertising expenditures is negative ( 5:35) implying that in the long-run total
ads has a negative elasticity with respect to the economic conditions in the US. Thus,
total ads show counter-cyclical behavior, i.e. it rises when the economy is in contraction,
and falls when the economy is in expansion. Furthermore, the sensitivity of newspapers
and magazines to the GDP are higher than that of all new media, and the other old
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traditional media. The second vector 2 is normalized with respect to total advertising,
and the ratios between parameters associated to di¤erent media can be interpreted as
crossed long-run elasticities between investments on di¤erent media. For instance, the
ratio of 2;newspapers=2;internet shows the cross elasticity between newspapers and internet.
Focusing on the most recent and the oldest media, from Table 3, we can see that a
1% increase in internet spending results in a drop of 4:7% in newspapers in the long-
run. Similarly, a 1% increase in internet spending translates into a 1:9% decrease in the
spending level of magazines in the long-run.
Table 4 reports the estimates of ; the matrix of of the structural change e¤ects.
Focusing on relatively older media, TV and yellow pages, we notice that their entry
a¤ects the competitive setting faced by the incumbents inducing a signicant level shift for
almost all of them (newspapers, magazines, business papers outdoor and radio) and that
the sign is negative for all, except for the sign of yellow pages entry on outdoor. Moreover,
more recent media, cable and internet, induce signicant shift only for one incumbent.
Cable causes signicant shift for outdoor whereas internet leads to a signicant shift only
for newspapers. As to the magnitude of the impact, note that the shift caused by TV is
larger than that caused by yellow pages, followed by internet and cable.
Table 4. Estimated dummy coe¢ cients
LnNewspapers LnMagazines
LnDirect
Mail
LnBusiness
Paper LnOutdoor LnRadio LnTV
LnYellow
Pages LnCable LnInternet
LnTotal
Ads LnGDP
DTV -0.2550*** -0.3377*** -0.0729 -0.1966*** -0.3297*** -0.1728*** 3.8079*** 0.0000 0.0000 0.0000 -0.1972*** -0.0225
(0.0416) (0.0613) (0.0627) (0.0698) (0.0758) (0.0540) (0.1035) (0.0000) (0.0000) (0.0000) (0.0388) (0.0425)
DYellow Pages -0.1527*** -0.1343** 0.0170 -0.1836*** 0.4741*** -0.1004* -0.1200 7.9000*** 0.0000 0.0000 -0.1126*** -0.0149
(0.0419) (0.0624) (0.0634) (0.0701) (0.0757) (0.0540) (0.1077) (0.0120) (0.0000) (0.0000) (0.0388) (0.0425)
DCable -0.0008 0.0018 -0.0137 0.0370 -0.1778** 0.0176 -0.1064 0.0221* 7.8635*** 0.0000 0.0143 -0.0206
(0.0443) (0.0654) (0.0634) (0.0735) (0.0760) (0.0571) (0.1077) (0.0122) (0.0494) (0.0000) (0.0404) (0.0436)
DInternet 0.0793* 0.0967 -0.0394 0.0979 -0.1503 0.0913 -0.1327 0.0169 0.1300* 6.4245*** 0.0422 -0.0130
(0.0440) (0.0654) (0.0634) (0.0736) (0.1209) (0.0572) (0.1082) (0.0126) (0.0675) (0.1601) (0.0405) (0.0440)
Notes: ***, **, * signs imply that the associated coefficient is significant at 1%, 5% and 10% level, respectively. Standard errors are given in parentheses.
Overall, we can conclude that the incumbents, newspapers, magazines, business pa-
pers, outdoor and radio, are vulnerable to the entries of TV and yellow pages. Internet
and cable alter fundamentally only the evolution of newspapers and outdoor, respectively.
99
In addition, we have tested some linear hypothesis on the coe¢ cients of : We have
tested if there is a simultaneous level shift structural break in the system after the intro-
duction of the Internet. This requires testing simultaneously if the coe¢ cients of DInternet
are equal to zero for all the other variables. After estimating the model with this con-
straint, we apply likelihood ratio test to test the null hypothesis that there is a level shift
in all variables in the system. The resulting ratio is 286:63 and distributed as 212. The
corresponding p-value is 0:0000. Therefore, we reject the null hypothesis, i.e. there is a
level shift in all variables after the internet enters the industry. This nding shows us
how powerful the introduction of the internet is over the incumbents.
As can be seen from Figure 3, our model predicts well the system dynamics.
Figure 3. Actual versus predicted series
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4.5 Conclusions
In this paper, we empirically study whether the entries of new advertising media a¤ect the
incumbentsexpenditure level in the form of creating fundamental change in the long-run
evolution. We use the annual time series data on ten di¤erent advertising media channels
in the U.S. at the aggregate level and build Vector Error Correction (VEC) model with
break dummies. Our proposed methodology allows for modeling both short- and long-
run dynamics among the variables and takes into account multiple structural breaks that
occur at the entry times of TV, yellow pages, cable and internet advertising media.
Our results show that there is a long-run equilibrium among the series identied by the
two cointegrating vectors. In addition, recent media, TV and yellow pages, respond faster
to the disequilibrium. This implies that they are more reactive towards the disequilibrium
more than any other media channel.Furthermore, we nd that the long-run elasticity
between total advertising expenditures and the GDP is negative. Our nding supports
that total ads show counter-cyclical behavior, i.e. it increases when the economy weakens,
and decreases when the economy strengthens. This result is in line with the argument
that advertising behaves counter-cyclically in countries high on long-term orientation
(see Deleersnyder et al. 2009). Moreover, the long-run cross elasticity between the most
recent media, internet, and the oldest media, newspapers, is negative suggesting that an
increase in internet investment results in a decrease in newspapers investment. The same
nding holds for the cross elasticity between internet and magazines.
The main focus of this paper is given on whether the entry of new media changed
substantially the spending level of the old traditional media. Our results indicate that
the TV and yellow pages entries create fundamental (structural) change in the spending
levels of the incumbents and that their e¤ect is negative for almost all incumbents.
In other words, they fundamentally changed the incumbentsevolution by making them
permanently alter their spending levels. In addition, internet and cable cause substantive
shift only on the evolution of newspapers and outdoor, respectively. Moreover, the shift
caused by TV is larger than that caused by yellow pages, followed by internet and cable.
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By imposing restrictions on the coe¢ cients of internet dummy for all equations at the
same time, we also nd that internet has a profound impact on the subsequent evolution
of advertising media industry in the US.
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