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概要
ある文章に関連した対話中における質問（対話型質問）の生成は，近年の対話システムの
発展と普及を受け，直前の対話の内容を反映するために必要な研究分野である [3]．システ
ムから発される対話型質問は，対話の対象となる文章の理解が向上するという利点がある．
さらに，対話の文脈に沿った質問がシステム側から能動的に発生することに，システム自
身の興味という人間味を感じることができるという利点があると考えられる．これは，シ
ステムへの親しみの増加につながると見込まれる．
このような，文章に関する対話において質問するシステムを実現するために，従来の質
問生成手法は 2点の問題点がある．1つは，生成する質問の回答を使用して質問を生成す
る点である．質問の回答を使用することで，生成する質問の質は向上する．しかし，この
手法では，質問の回答が決定している状況下でしか質問生成を行うことはできず，前段階
に答えを決定する作業が必要になるなど，システムの実用時に何らかの制限を与えること
になる．もう 1点は，対話中の質問を生成の対象としていない点である．従来の質問生成
における生成対象の質問は，そのほとんどが対話中の質問ではなく 1問 1答形式の質問で
あり，質問間に依存関係のない独立した質問を生成していた．このような独立した質問生
成手法を用いて前述の質問するシステムを実現すると，前の対話と関連のない，脈略のな
い質問が生成されてしまう．従って，対話の履歴を考慮し，対話の文脈に沿った質問を生
成する手法が必要である．
そこで本研究では，答えを用いない条件の元で，対話の文脈に沿った質問を生成する手
法について提案した．提案手法では，文章と対話履歴から推定可能な補助情報として，質
問焦点と質問パターンを用いた．これらの補助情報は，従来の手法における答えなどの代
わりとして用いることができると仮定を元に用いた．つまり，提案フレームワークは，ま
ず文章と対話履歴から補助情報を推定し，補助情報から質問を生成するという多段フレー
ムワークである．質問焦点とは，対話の進行状況に応じた文章中の注目部分を表す補助情
報であり，質問パターンとは質問の観点を表す補助情報である．本論文では，質問パター
ンとして，具体的なデータ由来の質問の分類 2種 (Question Word Pattern 10/200)と，理論
的な質問の分類の 2種 (Question Conceptual Class, Answer Class)の計 4種をそれぞれ用い，
1
実験を行った．
提案したフレームワークを用いて，質問焦点のみを用いる場合と，質問焦点および質問
パターンを用いる場合の，2つの質問生成実験を行った．質問焦点のみを用いた質問生成の
結果，文章全体から質問を生成するより，あらかじめ質問焦点を推定したのち質問を生成
した方が良い質問を生成できることが判明した．このことから，質問焦点の推定は質問生
成に有用であることがわかった．質問焦点と質問パターンを使用した質問生成の結果，質
問パターンを使用しない場合と比較し，質問パターンを使用した方がいいとは言えない結
果となった．このことは，質問生成に有用であるとは言えないことを示す結果である．正
しい質問パターンを用いた場合，従来の質問生成手法に匹敵するほどの精度が向上したの
は，もっとも具体的な質問パターンである，Question Word Pattern 200のみであった．従っ
て，質問の答えに相当するほどに有効な質問パターンは，少なくともQuestion Word Pattern
200ほどの具体性が求められると判明した．この Question Word Pattern 200も，対話履歴
から推定するには困難であり，本研究で取り組んでいる問題の困難さが確認できた．質問
パターンの推定は，質問間の依存関係の抽出により大きく向上した．このことは，直前の
質問に依存した質問のデータが増えれば，質問パターンの推定の精度が向上する見込みが
あることを示唆する結果であった．
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1.1 研究背景と目的
本論文は，質問応答対話中における質問（対話型質問）を，それに対する答えを用いな
い条件下で生成する手法について述べる．
ある文章について，対話の文脈に沿った質問を投げかけるシステム（対話型質問生成シ
ステム）は，対話システムが発展しつつある現代において，非常に価値が高い．近年，ス
マートスピーカやバーチャルアシスタントなどの普及に伴い，対話システムは身近な存在
となった．求められる機能は，検索など便利なもののみならず，話し相手や楽しさの提供
など，より人間らしい機能に近づいていると感じる．システムの発する質問に人間が回答
することは，基本的な対話の一部である．特に，質問の内容が直前の対話の内容から発生
しているとわかるような質問（深掘りするような質問）の場合，システムが自分の発話を
理解しているように感じられることや，システム自身が興味を持って対話に参加している
ように感じられることから，喜びや楽しさを提供できると考えている．また，このような
対話を通じてシステムに対して親しみが増加すると考えられる．したがって，対話システ
ムがより重要な役割を果たすことが見込まれる今後の社会において，対話型質問生成シス
テムの実現は非常に重要な課題であると言える．また，ある文章に関する対話中の質問生
成の研究は，今後，過去の対話履歴を文章として保存し使用したり，対話の話題となるト
ピックに関連する文章をインターネット上から取得したりすることで，様々な場面に応用
可能だと考えている．
従来の質問生成の研究は，対話ではなく，主に質問応答のために行われてきた [4–10]．
質問生成技術を使用し質問を大量に生成することで，質問応答システムの学習用データと
して利用したり，強化学習に質問生成の技術を利用したりすることで質問応答の精度を向
上させることができる．また，文章の内容に適した質問を自動的に作る質問生成の技術は，
教育分野への活用も可能だと考えられており，その活用の幅は広く自然言語処理分野では
盛んに研究が行われてきた．データ収集や教育への活用が主な目的であるため，ほとんど
の提案手法が，質問の生成時に答えを用いた手法である．また，答えがあらかじめ定まっ
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ていない条件下における質問生成手法も提案されてきた [11, 12]が，これらは答えを用い
る質問生成手法の拡張であり，質問生成の前に答えを推定し，推定した答えを用いて質問
を生成する手法である．
従来の質問生成の手法を，対話中の質問生成に応用する試みがある [3]．文献 [3]は初め
て対話中の質問を対象に質問生成に取り組んだ研究であり，対話の流れの変化や代名詞の
使用など，対話中の質問に特有な問題に対して取り組んでいる．その精度は，従来の質問
応答中の質問を対象にした質問生成に引けを取らない．この提案手法は従来の質問生成手
法と同様に，生成する質問の答えが定まった状態で質問生成に取り組む手法であり，今後
の課題として，答えを推定することをあげている．
しかしながら，対話の中で生じる答えの推定は，従来の質問応答のデータ生成とは性質
が異なるために極めて難しい課題である．従来の質問生成が対象とする対話中でない質問
は，互いに依存関係のない，1問 1答形式の質問であった．したがって，質問の回答も他
の質問による制限を受けず，答えの推定は対象の文章からもっとも答えらしいものを選択
すればよい．一方で，対話中の質問は互いに依存した関係を持つ．つまり，対話の進行上
において出現し得ない質問や答えが存在する．このことから，対話中の答えの推定は非常
に困難であると考えられる．
そこで本研究では，対話の文脈に沿った質問を，答えを使用しないという条件のもと生
成することに取り組む．本論文では，文章と対話履歴を入力とし，途中で答えの代用とな
る補助情報を推定し，推定した補助情報を用いて質問を生成する手法を提案する．提案手
法は，推定可能な補助情報として質問焦点および質問パターンを使用する．質問焦点とは，
対話の文脈に基づく文章中のどこに注目しているかを表す情報であり，質問パターンとは，
質問の観点を表す情報である．これにより，本論文の提案手法は，文章と対話の履歴さえ
あれば，従来の手法では必要となるはずの事前準備（答えを決定する，対象とする文を文
章中から抜き出す）を必要とせずに，つまり人の介入を必要とせずに，対話の文脈に沿っ
た質問を生成できるという利点がある．
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1.2 関連研究
1.2.1 質問生成
質問生成とは，生の文章やナレッジグラフなどの意味表現，画像などから質問を自動的に
生成するタスクである [13]．現在もっとも研究が盛んに行われているのは，文章を入力し質
問を生成するタスクであり，これは，文章に対する質問応答の研究の盛り上がりによるも
のである．本研究における質問生成もこの文章を入力とする質問生成をさす．本節（1.2.1）
では，今もなお主流である一問一答形式の質問を生成する手法のみに言及し，本研究の対
象である対話中における質問の生成手法については次節（1.2.2）で説明する．
質問生成モデルは，自然言語処理分野の発展に伴い大きく変化を遂げてきた．ニュー
ラルネットが登場する前，もっとも質問生成は，入力文をルールに基づいて変換する手法
や [4]，テンプレートをあらかじめ用意して入力文の単語を当てはめる手法 [5]などであっ
た．ニューラルネットの登場，特にRNNの登場によって，生成できる質問の種類や表現に
限りのあるルールベース手法は廃れ，テキストを入力し質問を出力とするようなニューラ
ルネットワークモデルが次々と登場した．これらは全て RNNのエンコーダデコーダで構
成されたモデルがベースとなるものであった．
2017年の Transformer [14] や，続く 2018年の BERT [15] などの事前学習モデルの出現
によって自然言語処理分野の要素技術が大きく変化したことに伴い，これらの事前学習モ
デルを質問生成の分野にも活用しようという動きが現れ始めた．2019年に unilim [10]とい
うモデルが登場し，これが現在の質問生成分野における state-of-the-artである．
以下にそれぞれの質問生成手法における代表的なモデルについて説明する．
basic Neural Networkモデル
ニューラルネットワークモデルの登場によって，自然言語処理分野の要素技術は大きく
変化した．特に Reccurent Nerural Network（RNN）の登場は，データの文脈情報を取り出
せることから，自然言語処理分野で広く活用された．
ニューラルネットワークを用いた質問生成モデルは，[6]によって初めて提案された．こ
れは，両方向RNNによって構成されたエンコーダとと単方向RNNによるデコーダをを組
み合わせたエンコーダデコーダモデルである．エンコーダはアテンション機構がついたも
3
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のを使用している．このアテンション機構とは，デコード時により注目するべき部分に注
目できるようにエンコード情報を調節する機構である．入力は，質問の答えが存在する文
章中の 1文である．
[7]は，[6]で提案されたモデルの入力に語彙的な特徴量と答えの位置の特徴量を加え，
これらの情報が質問生成に効果的であることを示した．語彙的な特徴量として，品詞タグ
と固有名詞タグを使用し，答えの位置情報は，BIOタグとして付け加えた．BIOタグとは
開始位置 B，答えに内包されたことを示す I，答えに含まれないことを示す Oで構成され
た 1次元の特徴量である．[7]が提案されて以降，質問生成モデルは答えの情報を入力に用
いることが一般的になった．
[8]は，2018年に提案されて以降，長くベースラインモデルとして用いられてきた質問
生成モデルである．[8]以前に提案されたモデルは，文章中の 1文を入力として用いていた．
これに対し，[8]は，より良い質問を生成するためには文章全体を入力として使用すること
が必要だと主張し，実験の結果から，提案モデルが文単位の入力よりも文章全体を入力と
して使用した方が生成された質問の精度が良いことを示した．提案モデルは，上記 2つの
モデル同様，RNNによるエンコーダデコーダモデルを基本的な構成としており，長期文脈
の処理を可能にするため，既存の 2つの機能を加えている．1つは，Gated Self-Attentionで
ある．Self-Attentionとは，文章全体の情報を考慮して注目するべき部分に注目できるよう
に調節する機構であり，より長期の文脈を効率的に処理できることが知られている．また，
Gated Self-Attentionは，Self-Attention 機構によって出力された文脈情報を，通常の RNN
の出力と組み合わせることで，大局的な読解結果と，局所的な読解結果の両方を集約でき
る機構である．もう 1つは，Maxout Pointer機構である．これは，デコード時に，入力に
含まれる単語を優先的に出力できるようにする機能であり，さらに入力が長い場合に発生
しがちな同じ単語を繰り返し出力する現象を抑制する働きを持つ．
BERTを用いた質問生成
2017年の Transformer [14]の登場によって，事前学習済みの言語モデルの利用の研究が
盛んになった．これは，大量のデータコーパスで学習した言語モデルは，他の自然言語処
理タスク（質問応答や文章要約）に適用可能であることを示した論文である．様々なタス
クに適用可能であることや，適用時の転移学習は少量のデータでたった 3エポックでも良
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いという手軽さ，加えて各タスクに対して他のモデルを凌駕する精度が得られることから，
Transfomerを使用したり，拡張したりする研究が盛んに行われている．
BERTは，Transformerの拡張の 1つである．Transformerで提案された Transformer Block
を 12層積み上げた構造や，言語モデル学習時に双方向で学習することなどを提案し，多く
の自然言語処理タスクで Transfomerをさらに上回る精度を出した．学習済みの言語モデル
を公開したことで，自然言語処理分野において広く使われるモデルとなた．
[9]は，この BERTを使用した質問生成手法を提案した．言語モデル学習時に双方向
の情報を利用して学習することから，本来 BERTは生成タスクには適していない．そこ
で，[9]は，1単語ずつ逐次的に質問の単語を出力することでBERTを生成タスクへ適用し
た．SQuAD [1]を使用した質問生成実験では BLEU4が 22.17という精度で，2019年 9月
における最新の精度であった．
2020年1月現在の最新の精度は，[10]で提案されたunilmと呼ばれる質問生成手法である．
これは，BERTを生成タスクにも適用できるように拡張した提案手法であり，Transfomerや
BERTと同様に言語モデルを事前学習したモデルを提案している．この論文は，この事前学
習手法を提案しており，双方向の予測による事前学習を行うBERTに対して，単方向（右
から左，左から右)，双方向，Sequence-to-Sequenceの 3種類の方向で予測を行う．これに
より，BERTで効果的と示された双方向の学習を行いつつ，単方向や Sequence-to-Sequence
にも適用できるようになり，質問生成を含む多くの自然言語処理タスクで，BERTを上回る
精度を得た．質問生成の実験は SQuADを用いて行われ，BLEU4の精度は 23.75であった．
1.2.2 対話型質問生成
近年の，対話中の質問応答（対話型質問応答）への注目や [2] [16]，AIスピーカーなどの対
話システムの普及などを受け，対話型質問応答における質問への生成が試みられた [3]．[3]
は対話型質問応答に初めて取り組んだ研究であり，2020年 1月現在，対話中の質問を生成
する手法は他に提案されていない．対話型質問に見られる特徴を再現するため，対話の話
題である文章と対話の履歴（質問と回答の組）からそれぞれ双方向 LSTMエンコーダを用
いて文脈表現を獲得し，LSTMデコーダで質問を生成するという，従来のエンコーダデコー
ダモデルをベースとし，共参照アライメントと対話フローモデリングという仕組みを提案
している．
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共参照アラインメントは，対話中の質問には，代名詞が多く登場することに注目し，生
成された質問でもこれを再現するために提案された新しい仕組みである．これは 2段階に
分けた操作によって実現され，最初にデータ中の質問に共参照解決システムを実行するこ
とで，各対話間の共参照の関係を全て明らかにし，続く学習時に，デコーダが正しい代名
詞を出力するような損失関数を加える．
対話フローモデリングは，対話が進行するに従い，話題となる部分が文章中の最初の方
から後ろに向かって移動することに注目し，この文章中における話題の移動を学習するた
めの仕組みである．エンコーダに文章を入力する際に，対話のターン番号および文章の相
対的な位置，生成する質問の答えの位置も同時に入力する．さらに自己注意機構を導入し，
注意部分が，生成する質問への回答の根拠となる文に集まるように，また同時に，回答の
根拠よりも前半の部分には注意が集まらないように学習を行うことで実現されている．
CoQAデータセットに対する質問生成精度は，BLEU3が 18.44と非常に高い精度となっ
ているが，論文の著者らは生成時に回答を使用していることに触れ，実用的なシステム実
現のため，回答の推定を提案モデルに組み込むことを今後の課題の一つとして挙げている．
1.3 本論文の構成
本論文の構成について説明する. まず，第 2章では，質問生成分野で最も代表的なデータ
セット SQuADと，本論文で使用するデータセット CoQAについての説明と，本論文で使
用する生成文評価指標BLEUについての説明を行う．次に第 3章では，答えを用いない対
話型質問生成手法を提案する．提案手法を実現する質問生成フレームワークは，対話にお
ける文章中の注目部分である質問焦点を推定する質問焦点推定と，質問の観点である質問
パターンを同定する質問パターン同定，推定した質問焦点および質問パターンから質問を
生成する質問表層生成の 3つのモジュールから構成される．第 3章では，これら 3つのモ
ジュールについて，それぞれ各問題を定式化したのち，提案モジュールの詳細な構造につ
いて解説する．第 4章では，質問パターンとして使用した 4つの質問の分類体系について
説明する．第 5章では，CoQAデータセットに対して，直前の質問への依存関係の有無を
分類するデータ収集を行った手法と結果について述べる．これは，CoQAデータセット中
には，直前の質問に関連した質問と，関連のない話題が転換した質問とが混在しているた
めであり，収集したデータは，質問焦点推定および質問パターン同定に使用する．第 6章
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では，CoQAデータセットおよび収集したデータを用いて行った，質問生成実験を行うお
よびその結果を述べる．実験は，質問焦点推定のみを使用する場合と，質問焦点推定およ
び質問パターン同定を用いる場合の 2つの設定で行う．最後に第 7章では本研究の成果・
知見についてまとめ残された課題について述べる．
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本論文では，提案した質問生成手法の評価実験に Conversational Question Answering Chal-
lenge（CoQA）[2]を用いた．また，生成された質問はBLEUと呼ばれる生成文評価指標を
用いて評価した．
そこで本章では，まずCoQAを含む質問生成に用いられる主な質問応答データセットに
ついて説明し，次に質問生成における評価手法について解説する．
2.1 質問生成に使用されるデータセット
2.1.1 SQuAD
Stanford Question Answering Dataset（SQuAD）[1]は，質問に対する答えを対応する文章
から抜き出すタスクを持ち，文章理解および質問応答の技術促進を目的とするデータセッ
トである．一問一答形式の質問応答でもっとも代表的なデータセットである．
図 2.1に SQuADにおける文章,質問および答えの組の例を示す.
このデータセットは, English Wikipediaの記事を元にクラウドソーシングを利用して作成
されたデータセットであり，文章，質問とその答えを要素としてもつ．文章は，Wikipedia
の記事に含まれる 1パラグラフであり，23,215パラグラフがデータセット中に含まれる．ま
た，1つのパラグラフにつき，最大 5問の質問応答（QA）が与えられ，質問は 100,000含
まれている．質問に対して文章から抜き出す形で回答することが要求されるタスクであり，
したがって答えは常に文章中のスパンとして与えられる．評価指標には Exact Match (EM)
と,より柔軟な評価指標である F1 scoreの 2つが用いられる. EMは抜き出した回答推測が
真の答えと寸分違わず一致する場合についての評価であるのに対し, F1 score は回答推測
と真の答えが部分的に一致している場合も考慮に入れた評価である. 人間による回答結果
は EMスコアが 82.304, F1スコアが 91.221であった. 2016年に公開されて以降現在に至る
までそのベストスコアが更新され続け，2018年に人間のスコアを上回るモデルが公開され
た．2020年 1月現在，XLNet [17]の，EMスコア 89.898，F1スコア 95.080がもっとも良
いモデルであり，人間スコアを大きく上回る．なお，SQuADv2.0 [18]が現在公開されてい
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図 2.1: SQuADにおける文章,質問,回答例 (出典 [1])
るが，これは SQuADv1.1に文章中から答えが見つからない質問を追加したものである．
ニューラルネットを使用した最初の質問生成モデル [6]がこの SQuADデータセットを使
用して以降，質問生成分野においてもっとも代表的なデータセットとなった．出力が質問
であることは多くの手法（ [6], [7], [8], [11], [12], [10]）も共通しているが，入力は各手法
によって異なり，文章の入力として答えを含む一文のみを入力するか，パッセージ全体を
入力とするかが異なったり，生成する質問に対応する答えを利用するかしないかが異なっ
たりする．また，使用するデータセットの学習用，評価用，テスト用データ数が異なる 2
つの設定（学習用データから 9:1で学習用データと評価用データを用意し評価用データを
テスト用として用いる設定，評価用データを評価用とテスト用に分割する設定）が存在し
ていまっているのが現状であり，近年は両方の設定で実験を行っている論文が多い．
2.1.2 CoQA
本研究では，Conversational Question Answering (CoQA) [2] と呼ばれる対話型質問応答
のデータセットを使用し実験を行った．CoQAは，与えられた文章に対して質問側，回答
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側の 2人組のクラウドワーカー (Amazon Mechanical Turk)によって行われた質問応答対話
から作成されたデータセットであり，回答側は質問に対する答えを自由回答形式で回答す
る．この時，回答側は回答とともに回答の根拠（Rationale）を文章中から抜き出して提供
する．したがって，データセットには，文章と 2人の質問応答対話 (質問,回答)，および各
質問に対する回答根拠 Rationaleが含まれている．
データセット中に含まれる文章数は 8,000，質問応答の数は 127,000である．文章には，
English Wikipediaやニュース記事 (CNN/Daily Mail) Website，子供用文学，中高生用理科
のテスト など 7つの異なるドメインから取得した文章が含まれている．回答形式が自由
記述形式であることから，SQuADとは異なり，YES/NO回答や，「答えはわからない」と
回答するような質問応答が含まれている．また， [19] は SQuADと比べ，文章の長さが
CoQAの方が長いこと，一方質問の単語数はCoQAの方が短いことを指摘している．評価
指標は 2.1.1 における F1スコアのみを用いて評価する．また，文章の 7つのドメインの
うち 2つはテストセットにしか含まれず，学習用データにも含まれるドメインによる評価
（in-dmain）と，テストセットにしか含まれないドメインデータによる評価（out-of-dmain），
総合評価の 3種類の視点で評価を行う．人間による回答の総合 F1スコアは 88.8であった.
2018年に公開された翌年には人間のスコアを上回るモデルが公開され，2020年 1月現在，
RoBERTa+AT+KD [20]の 90.7がもっとも良いモデルである．
対話の例を図 2.2に示す．図 2.2で例示されているように，このデータセットは，省略表
現，代名詞による相互参照など，いくつかの対話現象を含んでいる．当然、質問は現在の
対話状況を反映することで提起される． [2], [19]が指摘したように回答根拠は，QAセッ
ションが進むにつれテキスト内の領域を徐々に移動する．
2.2 評価指標：BLEUスコア
BLEU（Bi-Lingual Evaluation Understudy）[21]とは生成文の自動評価指標の一つである．
この評価指標は，生成された文が人間が作成した文に近いほど良いものであるという前提
に基づいており，previsionベースの評価指標である．本来は自動翻訳の翻訳文評価のため
に作られた評価指標であったが，現在様々な文生成の評価に用いられている．あらかじめ
用意された参照文と生成文との ngram比較によって，人間が作成した文と自動生成文の近
さを評価したものであり，短い生成文にはペナルティBP が与えられる．生成文の長さを
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図 2.2: CoQAにおける文章,質問,回答例 (出典 [2])
c，参照文の長さを rとした場合の n-gram比較における算出式を以下に示す．
BLEU = BPBLEU · exp(
N∑
n=1
wnlogpn) (2.1)
BrevityPenalty : BP =
{
1 (c > r)
e1−r/c (c ≦ r)
(2.2)
ただし，
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pn =
∑
i生成文 iと参照文 iで一致した n− gram数∑
i生成文 i中の全 n− gram数
(2.3)
wn =
1
N
(2.4)
主に 1-gram, 2-gram, 3-gram, 4-gramの 4つが比較に用いられ，それぞれ BLEU1, BLEU2,
BLEU3, BLEU4と呼ばれる．なお，質問生成分野では，特にBLEU3, BLEU4が注目され，
モデルの性能比較の議論時には BLEU4が用いられる．
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本研究では, 対話型質問応答における質問を，それに対応する回答を使用せずに生成する
手法を提案する．提案手法は，回答の代わりに質問の焦点と，質問の観点に相当する質問
パターンを途中で推測し使用する．
本章では，提案手法について概要を述べた後，各構成要素が解く問題を定式化し，最後
に提案手法のモデルの構成要素について詳細に説明する．
3.1 概要
本研究における目的は，対話の文脈に沿った質問を答えを用いずに生成することである．
提案手法では，答えの役割を代替するものとして，質問の焦点と質問パターンの 2つの要
素を補助情報として用いる．ここで，質問焦点とは，対話の進行に応じた文章中における
注目部分であり，文章中の一部分として表すことができる．また，質問パターンとは，質
問の観点を表す何らかの具体的表現もしくは抽象的カテゴリである．提案手法は，文章か
ら直接質問を生成する従来の end-to-endな手法ではなく，上記の 2つの補助情報を文章お
よび対話履歴から推測したのち，これらの補助情報から質問を生成する多段フレームワー
クである．
図 3.1は提案するフレームワークの概要を示している．提案フレームワークは 3つの構
成要素 (1)質問焦点推定, (2)質問パターン同定, (3)質問表層生成から成り立つ．(1)質問焦
点推定は文章と対話履歴から質問焦点を推定する．続く (2)質問パターン同定は推定した
質問焦点と対話履歴から質問のパターンを推定する．最後の (3)質問表層生成では，推定
した質問焦点と質問パターンから質問を構成する．
本提案手法では，以下に挙げる項目を仮定している．
• 生成する質問に対応する答えを与えなくても，質問の焦点を与えることで，現在の対
話の文脈に沿った質問を生成可能である．
• 質問の焦点は，対話履歴を利用することで文章の特定の領域として推定可能である．
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• 質問パターンが特定されていれば，質問の質はさらに向上する．
• 質問のタイプを表現する質問パターンは，対話履歴と推定された質問の焦点を使用
することで推定可能である．
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図 3.1: 提案手法の概要図
3.2 問題の定式化
現在の (i番目の) QAターンにおける対話型質問 Q¯iの生成は，次のように定式化する．
Q¯i = arg max
Qi
Prob(Qi|P,Hi) (3.1)
ここで，P はQA対話セッションに提供された文章全体示す．また，Hiは現時刻における
対話履歴を示し，以下のように定式化される．Hi = ((Q1, A1), · · · , (Qi−1, Ai−1)). Ai は生
成する質問 Q¯iに対応する答えを表す．
3.2.1 質問焦点推定
質問焦点 Fiは，対応する文章 P の一部分として配置できると仮定する．これは，生成
される質問の回答がこの文章領域で見つかることを意味する．質問焦点の推定は，Ncで分
割されたパッセージ P = (P1、· · ·、PNC )から最も可能性の高い文章チャンク P¯i を識別す
る分類問題として定式化される．
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3.2.2 質問パターン同定
本研究では，生成する質問の質問のタイプが明らかな場合，生成される質問の精度が改
善することを期待する．質問パターンの特定を，質問パターンからの分類問題として定式
化し，各質問パターン Tiは，質問パターンセット TQ = {T1、· · ·、TNT }で定義された要素
として示す．質問パターンセットとして，分類方法および粒度の異なる 4種 (Question word
pattern 10, Question word pattern 200, Li’s Answer Class, Question Conceptual Class) を用意
し，実験的に比較する．各質問パターンの詳細および質問パターンの特定の詳細について
は次の節で説明する．
3.2.3 質問表層生成
Eq. 3.1で定式化された対話型質問の生成は，推定された質問焦点 Fi と識別された質問
パターン Ti を組み込むことにより，以下のようにさらに条件付けることができる．
Q¯i = arg max
Qi
Prob(Qi|P,Hi, Fi, Ti) (3.2)
この工程では、従来の LSTMを用いたエンコーダーデコーダーモデル [6]を採用している．
3.3 モデルの詳細説明
ここでは，提案モデルの 3つの構成要素 (1)質問焦点推定, (2)質問パターン同定,および
(3)質問表層生成について詳しく説明する．
以下の説明では，現在のタイムステップが t = iであると仮定する．質問生成システム
全体への入力は，対象の文章 P と，現時刻の対話履歴 Hiである．
文章 P は、一連のNcチャンク (P1, · · · , PNC )に分割される．i番目のQAターン対話履
歴Hiは， Hi = ((Q1, A1), · · · , (Qi−1, Ai−1))として定義され，セパレータで区切られた質
問と答えの単語列として以下のように実装する．ただし，以後 Hi = (wHi1 · · ·wHin )と略し
て使用する．Hi = (· · · , wtq1 · · ·wtq|Q| , 〈sep〉 , wta1 , · · · , wta|A| , · · · ).
i番目のQAターンの質問焦点 Fiは 1チャンクとして推定される．したがって，Fiはm
個の単語列であり，次のように表される: Fi = (wF1 , · · · , wFm)
生成される質問に対応する質問パターン Tiは，言語表現の事前定義セット TQから選択
される．これは，l個の単語シーケンスとして次のように表される: Ti = (wTi1 , · · · , wTil )
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3.3.1 質問焦点推定
質問焦点推定モデルの図を図 3.2に示す．これは，embedding layer, contextual layers, at-
tention layer, modeling layer, and output layerから構成される．
図 3.2: 質問焦点推定モデル
embedding layerは，文章に含まれるチャンクPcをベクトル列に変換する．Epc = (epc1 · · · epcm) ∈
Rm×d epci は，Epcに含まれる i番目の単語の d-次元ベクトルを表す．contextual layerは，2つ
の Bi-GRUを使用して実装され，1つは文章チャンク用，もう1つは対話履歴用である．チャ
ンクPcの contextual layerへの入力は，Epcと fQFi−1の連結であり，後者のベクトル fQFi−1は、
前のタイムステップ (t = i−1)で質問の焦点を指定する役割を果たしている．現在の対話履
歴EHiの単語ベクトル表現も contextual layerに送られる．attention Layerでは，対話履歴か
ら文章チャンクに対する attention weightsを獲得する．この層の出力 H˜ci(c = 1, · · · , NC)
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は対話履歴に関連する単語が強調された文脈表現である．ここで，WeおよびWeは学習パ
ラメータである．
eft,j = tanh(W
f
e [h
ci
t ;h
Hi
j ]) (3.3)
αft,j =
exp(eft,j)∑n
k=1 exp(e
f
t,k)
(3.4)
cft =
∑
j
αft,jh
ci
j (3.5)
h˜cit = tanh(W
f
h [c
f
t ;h
ci
t ]) (3.6)
Modeling Layerは1層の Bi-GRUから構成され，対話履歴への注意機構を経由した各チャ
ンクの文脈表現間の相互作用を捕捉する．結果として得られるM ci ∈ Rm×2∗v，(c = 1...NC)
はコン文章全体と対話履歴に関連する単語の文脈情報が含まれていることを期待する．
output layerは 2つの線形層で構成され、最も可能性の高いチャンク番号 yFiを推測する．
推測されたチャンクは，以降の工程で現時刻の質問焦点 Fiとして扱われる．
3.3.2 質問パターン同定
質問パターンを適切に識別することが可能であれば、生成される質問の品質が向上する．
5つの質問パターンのいずれかを使用してこのタスクに取り組み，実験的に比較する．
図 3.3に示す通り，質問パターン特定モデルの全体的な構造は質問焦点推定モデルに類
似しているが，推定された質問焦点のみを考慮する点が異なる．具体的には，質問焦点は
[EFi ;fNEFi ]と表現される．これは，元の質問焦点EFiが固有名詞タグ fNEFi ∈ Rm×18によっ
て拡張された表現である．固有名詞タグとして， spaCy 1における 18種類を用いた．
attention layer と modeling layer によって得られた，質問焦点と対話履歴の文脈表現は
output layerに入力され，最も可能性の高い質問パターンのインデックス yTi ∈ RNP が最終
的に取得される．NP は、事前に定義された質問パターンの数を表す．
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3.3.3 質問表層生成
質問デコードモデルとして従来の attention付きエンコーダーデコーダーモデル [6]を用
いる (図 3.4)．このモデルは推測された質問パターンを用いるか用いないかで異なる．つま
り，質問パターンを使用しない場合，エンコーダへの入力は質問焦点Fiのみである．一方
質問焦点を使用する場合，エンコーダへの入力は，推測された質問焦点Fiと，推測された
質問パターン Ti = (wTi1 , · · · , wTil )とを 〈sep〉で区切った連結したものである．
1https://spacy.io
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図 3.3: 質問パターン同定モデル
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図 3.4: 質問表層生成モデル
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本章では，質問パターンとして使用する 4種類の質問のタイプの分類について説明する．
質問パターンとは，質問の観点を表す何らかの具体的表現もしくは抽象的カテゴリであ
る．提案手法では，質問パターンセットをあらかじめ定め，対話履歴および対話の焦点か
ら現時刻の質問が質問パターンセットのうちのどのパターンかを推測し（Question Pattern
Identification），推測した質問パターンを用いて質問を生成する．したがって，質問パター
ンは対話履歴と対話の焦点から推測可能なほど抽象的でなくてはならず，同時に質問生成
に有効なほど具体的でなければならない．本論文では以下に説明する，抽象度の異なる 4
種の質問の分類を用いて実験を行った．
まず, 今回独自に作成，使用する Question word pattern10 および Question word pattern
200について説明する．これらは最も具体的な質問パターンであると言える．次に. Answer
Classという質問パターンを説明し，最後に Question Conceptual Classについて説明する．
これらは質問応答のために作成された質問の分類手法であり，前者は質問の答えに注目し
た分類方法，後者は質問の概念的な内容に注目した分類手法である．
4.1 Question Word Pattern 10/200（クラス数: 11/201）
この質問パターンは，質問に頻出する単語に注目した分類である．頻出する単語とは，
what, when, where, ...など質問に特有な単語である．これらのような頻出する単語を抽出す
るため，使用するデータセット（CoQA）の学習用データに対し，全ての質問を先頭から
最小で 1-gram,最大で 3-gramに分解し，多い方から順に並べることでパターンセットを決
定する手法をとった．
今回は抽象度の異なる 2つの組み合わせで質問パターンセットを決定した．1つは，先
頭から 1-gram, 2-gram, 3-gram,多い方から 200番目までの 200クラスの分類である．実際
には，UNKOWNクラスも含めた 201クラスとなる．これを Question Word Pattern 200と
名付ける．具体的なパターンとその数および頻度を表 4.1に示す．
もう 1つは，先頭から 1-gram，多い方から 10番目までを取り出した 11クラスの分類で
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ある．これを Question Word Pattern 10 とする．後述する質問間の依存関係を考慮しない
場合の学習時には一部のデータがサンプルに偏らないよう，サンプルの最大数がそれぞれ
5000, 500となるように調節して学習を行った．
表 4.1: Question Word Pattern 200の具体例，データ数と学習時に使用した数
Pattern Raw count train data
what 32098 500
who 15692 500
· · · · · · · · ·
what did 5636 500
what did he 1801 500
· · · · · · · · ·
UNKOWN 2898 500
4.2 Answer Class（クラス数: 6）
この質問パターンは，質問の答えに注目した分類であり，Li and Rath [22]によって定義
された．ルールベースの質問応答が主流であった時期，質問応答の精度を向上するために
質問から推定された答えの分類が用いられていた．この Answer Classも質問応答のための
分類であり，質問に対する答えを上位 6クラス，下位 40クラスに分類している．本論文で
は上位 6クラス (ABBREV, ENTITY, DESCRIPTION, HUMAN, LOCATION, NUMERIC)を
質問パターンセットとして用い，以降 Answer Classと呼ぶ．上位 6クラスおよび下位 40ク
ラスを図 4.1に示す
図 4.1: Answer Classの説明
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この Answer Classは CoQAに含まれる質問に対して付与されてはいない．そこで，識別
器を学習し，CoQAの質問に対して推測する手法をとった．具体的には，まず [22]で提供
されている質問分類データセット 1を用いて質問からAnswer Classを分類する識別器を学
習した．この識別器のテストセットに対する正解率は 86.2%であった．次に，CoQAデータ
セットに適用し，CoQAデータセットの質問に対する Answer Classを得た．CoQAのデー
タセットからランダムに取り出した 100個の質問に対し Answer Classのラベル付けをした．
これを CoQAの質問分類テストセットとして用いた結果，CoQAに対するこの識別器の精
度は 70.6% であった．CoQA データセット中の Answer Class の各クラス数および頻度を
表 4.2に示す．なお，依存関係を考慮しない場合の質問パターン学習時にはサンプルの最
大数を 5000として学習を行った．
表 4.2: Answer Class実際の数と学習時に使用した数
Pattern Raw count train data (%)
DESC 14009 5000
HUM 5513 5000
ENTY 4446 4446
NUM 4008 4008
LOC 1514 1514
ABBR 1403 1403
4.3 Question Conceptual Class（クラス数: 7）
この質問パターンは，Lehnert [23]によって定義された，質問の概念的な内容に注目した
分類である．表 4.3に具体的なクラスとその説明を示す．
Krishna & Iyyer [24]がCoQAを含む3つの質問応答データセット（CoQA，QuAC，SQuAD）
に含まれる質問に対してQuestion Conceptual Classの分類を行った．本論文では，この [24]
で提供されているデータセットを用いた．ただし，分類はすべてが手動で行われたわけで
はなく，一部の質問を手動で分類したのち，分類した質問を用いて学習した識別器によっ
て残りを自動的に分類する手法が取られている．なお識別器のCoQAに対する識別精度は
80%であったと報告される．
CoQA データセット中の Question Conceptual Classの各クラス数および頻度を表 4.4に
1https://cogcomp.seas.upenn.edu/Data/QA/QC
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示す．なお，依存関係を考慮しない質問パターン学習時にはサンプルの最大数を 5000と
して学習を行った．
表 4.3: Question Conceptual Classの説明
Conceptual Class Question Ask for... Sample Templates
specific concept completion fill in the blank information Where/When/Who
general concept completion
verification Yes-No answers first words is VERB
causal
the reason for occurrence of
an event and the consequences of it
Why..., What happened
after/before...,
What was the
cause/reason/purpose...,
instrumental a procedure/mechanism How question with VERB
quantification an amount How many/long...
表 4.4: Question Conceptual Class実際の数と学習時に使用した数
Pattern Raw count train data (%)
specific concept completion 16666 5000
general concept completion 6071 5000
verification 6719 5000
causal 1215 1215
instrumental 798 798
quantification 1270 1270
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本章では，CoQAデータセットに対する直前に行われた対話の依存関係データ収集につい
て説明する．なお本論文では，生成する質問を現時刻の質問とし，その直前に質問を前時
刻の質問と呼ぶ．まず，データ収集の目的および必要性について説明し，次にクラウドソー
シングを利用したデータ収集方法について述べる．最後に収集結果を報告する．
5.1 データ収集の目的
本研究の目的は，対話の流れに沿った質問を生成することである．つまり，生成する対
象の質問は，直前に行われた質問応答対話の内容に関連する質問に限定される．本論文で
は，質問生成実験でCoQAデータセット（2.1.2節参照）を学習データセットとして使用す
るが，このデータセットに含まれる質問応答対話には，前の対話に関連のある質問と関連
しない，話題が転換している対話が混在している．
具体例を図 5.1 に示す．図には上部の文章に関連する質問応答対話が 1ターン目から 6
ターン目まで表示されている．このうち，2ターン目の質問 ”Where?”はその直前（1ター
ン目）の質問応答 （”What are the candidates running for?”，”Governor” ) を受けて，答え
の ”Governor”に関してどこの知事なのかという，補足情報を得るために発生していること
がわかる．また，同様に 4ターン目の質問 ”Who is his opponent?” および 5ターン目の質
問 ”What party does he belong to?”はどちらも，3ターン目の答え，民主党の候補者である
”Terry McAuliffe”に関連する情報を獲得するために発生している．これら 2, 4,5ターン目
の質問のような，前の質問に起因して発生した質問を，前時刻の対話との間に関係のある
質問とする．
一方で，3ターン目の質問 ”Who is the democratic candidates?”は，前のターン（1, 2ター
ン）の質問に起因しているとは言い難い．むしろ，対話における話題が，”The governor’s
race”全体から，候補者へと転換したと考えることができる．このような，話題の転換とな
るような質問を，前の対話に関連しない質問とする．
ここで，6ターン目の質問 ”Which of them is winning?”は，4ターン目および 5ターン目
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図 5.1: CoQA質問間の依存関係
の両質問の答えに関連して発生している．データ収集では，2ターン前にまで遡り関連の
有無を判断するため，4ターン目はデータ収集時に比較されない．したがって，結果的に
6ターン目の質問は，データ収集時には前時刻の対話に関連のない質問として分類される．
このように，前の対話に関連のある質問と，関連しない質問が混在しているため，前の
対話に関連のある質問とない質問を識別し，関連する質問のみを研究の対象として用いる
必要がある．そこで，クラウドソーシングを利用して，前の対話への関連の有無を識別す
るアノテーションを付与した．ただし，前時刻に関係のある質問に限定して学習するのは，
前時刻からの予測を行う質問焦点推定と質問パターン同定であり，質問表層生成は CoQA
データセットに含まれる全ての質問で学習を行う．
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図 5.2: クラウドソーシング画面
5.2 データ収集方法
データ収集には Amazon Mechanical Turksを利用した．実際の画面を図 5.2に示す．ワー
カーは 1回のアノテーションにつき，1つの文章に関連する 17ターンの対話について分類
する．各ターンの質問の判断時には，関連の有無を判断する現時刻/前時刻の質問および回
答と，参考として前時刻のさらに 2ターン前からの質問応答対話履歴が表示される．2ター
ン前からの質問応答対話履歴も表示する目的は，対話の流れおよび質問の発生過程がより
わかりやすくするためである．ワーカーは，文章を読み，対話履歴と，前時刻/現時刻の質
問応答を読んだ上で，現時刻の質問は前時刻に関連があるか否かを，Yes/Noで判断しアノ
テーションを付与する．
1つの質問につき，3人のワーカーがアノテーションを行い，2人以上依存関係があると
判断した質問を依存があるとした．
5.3 収集結果
データ収集の結果，3743の質問を分類した．うち，前時刻の対話との関係があると分類
された質問は，1632，関係がないと分類された質問は，1045であった．前述の通り，前時
刻に関係のある質問を研究に使用する．つまり，1632を学習データとして用いた．1632の
データの内訳を表 5.1示す．
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表 5.1: クラウドソーシングによって取集した前時刻に関連する質問データ数
データ (QA)数
train 980
valid 326
test 326
total 1632
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本章では，まずはじめに質問焦点のみを使用した場合の質問生成実験の結果について述べ
る．次に質問焦点および質問パターンの両方を用いた質問実験結果について述べる．
6.1 実験設定
質問焦点推定は，あらかじめNC チャンクに分割した文章のうち，現時刻における対話
の焦点となる部分を選択する分類問題として定式化した．これは，パッセージの分割数が
質問焦点の識別精度に影響し，したがって最終結果にも影響することを意味する．つまり，
分割数が少ないほど質問フォーカスの推定精度は向上するが，入力するテキストの長さが
長くなり生成は困難になる．Nc = 5, 10の場合でそれぞれ予備実験を行った結果，最終的
な質問生成精度は優れていたのは，Nc = 5の場合であったため，本実験では Nc = 5とし
た．また，正しい質問焦点の位置は，生成する質問のRationale（2.1.2節参照）を含む 1部
分とした．質問焦点推定および，質問パターン同定では最大 2ターン前までの対話履歴を
入力に使用した．Embedding層では学習済み単語ベクトルGloVe [25]（d=300）を用いた．
モデルに含まれるRNNの隠れ層のサイズは 128とし，出力する質問の単語は最大 20単語
とした．
6.2 質問焦点のみを使用した質問生成実験
質問焦点の推定が質問生成に貢献するかどうかを確認するため，質問焦点のみを使用し
た質問生成実験を行った．文章全体を入力する場合より，推定した質問焦点を使用した場合
の方が精度が良いことが確認できれば，質問焦点の推定が質問生成に貢献すると言うこと
ができる．質問生成の結果を 6.1に示す．B1, ... , B4はそれぞれ BLEU1スコア，..., BELU4
スコアを表す．また，2列目の精度とは質問焦点が正しい位置と一致する割合を表す．
表 6.1は，質問フォーカスの推定精度が約 58%であること，文章全体を入力した場合や
ランダムに選択した質問焦点を入力するより，推定した質問焦点を入力した場合の方がよ
り良い精度であることを示している．このことから，質問の焦点が対話履歴を利用するこ
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とで推定可能であるという仮定，および質問焦点の推定が質問生成の精度向上に貢献する
という仮定が正しいことを示す．なお，依存関係を無視した，データセット中全ての対話
履歴および質問を使って学習した場合の質問焦点推定の精度は 59.78%であった．これは，
単純に学習データ数が増ることによる精度向上であると考えられ，質問焦点の推定に，質
問間の依存関係は大きく影響していないことを示すと捉えることができる．
表 6.1: 質問焦点のみを使用した質問生成結果 BLEUスコア
入力テキスト 精度 [%] B1 B2 B3 B4
文章全体 - 30.19 12.85 0.32 0.13
ランダム 20 33.83 16.08 0.59 0.13
推定した質問焦点 57.88 34.72 17.88 0.70 0.17
正しい質問焦点 100 34.19 16.30 0.71 0.21
6.3 質問焦点および質問パターンを使用した質問生成実験
真値の質問焦点，質問パターンを使用した質問生成結果
正しい質問焦点および正しい質問パターンを用いた場合の質問生成結果を表 6.2に示す．
表 6.2から，Question Word Pattern 200を使用した場合，文章全体から質問を生成した
場合に比べ，すべての BLEUスコアが勝っていることがわかる．また，4つのパターンす
べてにおいて，質問パターンを用いない場合（文章全体から質問を生成した場合）に比べ，
BELU3, BLEU4では勝っていることがわかる．通常，質問生成の生成結果の精度は，より
長期な連続を考慮したBLEU3，BLEU4に注目して判断される．このことから，正しい質
問パターンを入力することで，生成される質問の精度が向上すること，すなわち提案手法
が有望であることが示唆された．
表 6.2: 真値の質問フォーカス，質問パターンを使用した質問生成結果 BLEUスコア
パターン クラス数 B1 B2 B3 B4
Question Word Pattern 200 201 56.22 38.84 18.69 7.10
Question Word Pattern 10 11 34.49 7.82 2.53 1.00
Li’s Answer Class 6 25.33 2.73 0.736 0.301
Question Conceptual Class 7 24.03 3.13 0.750 0.318
質問パターンを使わない - 34.19 16.30 0.71 0.21
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推定した質問焦点，質問パターンを使用した質問生成結果
推定した質問焦点および推定した質問パターンを用いた質問生成結果を表 6.3に示す. ま
た，表 6.4に，質問パターン同定の正解率を示す．表 6.4の依存考慮なしおよび依存ありは
それぞれ，学習用データに質問間の依存関係の有無にかかわらずデータセット中の全ての
質問を使用したか，前時刻に依存関係のある質問のみを使用したかを表す．なお，表 6.3に
示す結果は，依存関係のあるデータのみで学習した質問パターン同定モデルを使用した結
果である．表 6.3および表 6.4の Question Word Pattern 200の行がNAとなっている．これ
は，依存関係のある質問だけを取り出した時，Question Word Pattern 200のクラス全てを
網羅することができず，質問パターンの同定が不可能になったこと，その結果質問生成の
結果も測定できなかったことが原因である．
表 6.3に示すように，推定した質問パターンを入力することで，真値の質問パターンを
使用した場合と比べ，質問生成の精度が大きく低下することがわかる．表 6.4の結果も考
慮すると，質問パターンの推定が非常に困難であり，その誤りは提案手法に大きな悪影響
を与えていることがわかる．また，質問パターン 4種のうち，Question Word Pattern（デー
タセット由来の分類，具体的）は質問生成に非常に有効であるが，対話履歴とテキストか
らでは推定が困難であるのに対し，他 2つのパターン（概念的分類，抽象的）は，比較的
推定は容易であるが質問生成良い効果を発揮しないことがわかる．これは，質問生成に有
効な情報は具体的で粒度が細かい情報であること，一方で具体的で粒度の細かい指標は推
定が難しくこの二つはトレードオフの関係であることを説明する結果と言える．
表 6.4の学習用データの違い（依存考慮なし，依存あり)に注目すると，Question Word
Pattern 200およびQuestion Conceptual Class以外の 2つの質問パターンで，前時刻に依存
のある質問に注目し学習を行った結果の方が優れている．Question Word Pattern 200は，前
述の通り全てのパターンをデータセット中で網羅することができず測定ができなかった．
Question Conceptual Classは，4.3節でも述べたように，アノテーションが付与されている
データセット数が限られている．従って，依存関係のある質問のみを取り出した結果，他
2つの質問パターンと比較し，データ数が非常に少なかった．このデータセット数の不足
が原因で，パターン同定の精度が向上しなかったと考えられる．データセットが比較的十
分にあった Question Word Pattern 10, Answer Classは，依存関係を考慮した方が精度が大
幅に向上した．このことから，質問パターンの推定には質問間の依存が大きく影響し，質
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問間の依存がある場合において，質問パターンの推定は可能であることが示唆された．
表 6.3: 推定した質問焦点，質問パターンを使用した質問生成結果 BLEUスコア
パターン B1 B2 B3 B4
Question Word Pattern 200 NA NA NA NA
Question Word Pattern 10 24.652 1.980 0.451 0.363
Question Conceptual Class 20.583 2.560 0.526 0.257
Answer Class 26.004 1.885 0.550 0.263
質問パターンを使わない 34.19 16.30 0.71 0.21
表 6.4: 質問パターン同定結果
パターン クラス数 依存考慮なし [%] 依存あり [%]
Question Word Pattern 200 201 0.45 NA
Question Word Pattern 10 11 8.984 20.312
Question Conceptual Class 7 45.266 45.112
Answer Class 6 22.203 34.766
6.3.1 他の質問生成手法との比較
真値の質問焦点，質問パターンを使用した質問生成結果および，推定した質問焦点，質
問パターンを使用した質問生成結果と，他の手法における質問生成結果との比較を表 6.5
に示す．
CFNet [3]は対話型の質問生成に，答えを用いて取り組んでいる手法である．また，MCF
[11]は，答えを用いないで，一問一答形式の質問生成に取り組んでいる手法である．ただ
し，MCFは入力する文章の単位を 1文としている．どちらの手法も本研究の目的である，
対話型の質問に，答えを用いずに取り組む手法とは目的が異なるため，単純な比較はでき
ないが，目指すべき最新の質問生成の精度の目安として扱う．
上記二つの手法と比較すると，提案手法は非常に悪い結果と言える．真値の質問焦点，
質問パターンを入力した場合であっても，Question Word Pattern 200を除いて，CFNetおよ
びMCFに匹敵する精度を出せていない．このことから，文章中の答えに相当するほど，あ
るいは，文章中の 1文に限定することと同様なほどに有用な質問パターンはQuestion Word
Pattern 200 のみであり，他の質問パターンは質問生成に有用とは言えないことがわかる．
しかし，6.4からわかる通り，Question Word Pattern 200の推定は非常に困難である．この
ことから，本研究の目的である，対話中の質問を，答えを用いずに自動生成するという問
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題は非常に困難であることが確認できる．結果としては，依存関係を考慮し具体的な質問
パターンの精度向上を達成すれば，最終的な質問生成の精度が向上することが見込まれる．
表 6.5: 質問焦点，質問パターンを使用した質問生成結果 BLEUスコア
パターン 入力 B1 B2 B3 B4
質問パターンを使わない - 34.19 16.30 0.71 0.21
Question Word Pattern 200 真値 56.22 38.84 18.69 7.10推定 NA NA NA NA
Question Word Pattern 10 真値 34.49 7.82 2.53 1.00推定 24.652 1.980 0.451 0.363
Question Conceptual Class 真値 24.03 3.13 0.750 0.318推定 20.583 2.560 0.526 0.257
Answer Class 真値 25.33 2.73 0.736 0.301推定 26.004 1.885 0.550 0.263
CFNet [3] - 37.38 22.81 16.25 -
MCF [11] - 45.70 25.87 16.33 10.56
6.3.2 生成された質問の例
Question Word Pattern 200を使用して生成された質問の例を図 6.1に示す．一番上の (良
い)例では，質問フォーカス推定と質問パターン識別の両方が正しく，真の質問と完全一致
する質問が生成された．
2番目の例は評価が難しい例である．生成された質問は真の質問とは大きく異なるため，
BLEUスコアは非常に低くなっているがQAの対話状況を考慮すると，生成された質問は
適切であると言えると考えられる．
3番目と 4番目の例は，失敗した質問生成例を示している．前者の例は，質問パターン
の識別に失敗したことを示し，後者の例は，質問フォーカスの識別および質問パターンの
識別に失敗した結果を例示している．その結果，それぞれ現時刻の焦点に対し意味をなさ
ない質問が生成された．
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図 6.1: 生成例
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7.1 まとめ
質問応答対話中における質問を，それに対する答えを用いない条件下で生成する手法に
ついて提案した．提案手法は，推定困難と考えられる対話中の答えの代わりに，推定可能
な補助情報として，質問焦点および質問パターンを用いる手法である．質問焦点とは，対
話の進行に応じた文章中の注目部分であり，質問パターンとは質問の観点を表す補助情報
である．
第 5章では，CoQAデータセット中の質問に対して，直前の質問への関連の有無を分類
するデータ収集を行い，第 6章で，収集したデータのうち直前の質問に関連のある質問を
用いて，提案手法に基づき質問生成実験を行った．提案手法のうち，文章および対話の履
歴から質問焦点を推定し，質問の焦点から質問を生成する手法は，文章全体から質問を生
成するよりも生成された質問の精度が向上した．また，ランダムに質問の焦点を定めて質
問を生成する場合と比較して精度がよかった．このことから，質問焦点の推定は質問の生
成に貢献することが示された．また，質問焦点推定の正解率は 58.88%であり，質問焦点が
一定の精度で推定可能であることがわかった．一方で，質問焦点を推定したのち質問焦点
と対話の履歴から質問パターンを推定し，質問焦点および質問パターンから質問を生成す
る手法は，質問焦点のみを使用する場合と比較して改善するとは言えない精度となった．
このことから，現時点で質問パターンの同定は質問生成に貢献しないことが判明した．正
しい質問パターンを用いて質問生成を行うと，質問生成の精度は向上することから，質問
パターンの推定が悪影響を及ぼしていることがわかった．質問パターンとして，本実験で
はQuestion Word Pattern 200/10，Question Conceptual Class, Answer Class,の 4種類を用い
た．このうち，正しい質問パターンを入力した場合に大きく質問生成の精度が向上したの
は，比較的具体的な表現を用いた Question Word Pattern200/10であり，特に最も具体的な
Question Word Pattern 200は，答えを用いた質問生成手法に匹敵するほどであった．しかし，
質問パターン同定の精度は，質問パターンが具体的であるほど困難であり，質問パターン
同定の精度と質問生成の精度はトレードオフの関係であることが確認できた．
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7.2 課題
質問生成実験の結果から，質問パターンの同定の精度が不十分であることが明らかになっ
た．質問パターン同定の精度を，直前の質問に関連する質問に限定した場合と限定しない
場合で比較すると，限定した場合の方が学習データ数が少ないにもかかわらず，精度が向
上する傾向にあることが明らかになった．このことは，直前の質問に関連する質問をさら
に収集し，十分なデータ量で学習することでさらに精度が向上する見込みがあることを示
唆しており，さらなるデータ収集が今後の課題の一つであると言える．
本論文における生成した質問の評価には，BLEUと呼ばれる正解文との比較をによる評価
指標を用いた．これは，質問生成の分野でこのBLEUが最も一般的であったためである．し
かし，対話の文脈に沿った質問を生成するという本研究の目的の達成具合の評価に，BLEU
を含む正解文との比較による評価がふさわしいとは言えない．対話の文脈に沿った質問で
あるかを評価するためには，対話の文脈に沿っているかを点数評価する人的評価や，あら
かじめ評価用のデータとして，生成されうる対話の文脈に沿った質問を網羅的に用意して
おくなどといった評価方法が考えられる．あるいは，上記の 2つの方法は大きなコストが
見込まれるため，新しい自動評価指標を開発する必要もあると言える．このように，研究
の目的に適した評価指標の設定は，今後の課題の一つである．
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