Glottal closure instants (GCI) also called as instants of significant excitation occur during abrupt closure of vocal folds is a well-studied problem for its many potential applications in speech processing. Speech signal or its transformed linear prediction residual (LPR) is the most popular signal representations for GCI detection. In this paper, we propose a supervised classification based GCI detection method, in which, we train multiple convolution neural networks to determine the suitable feature representation for efficient GCI detection. Also, we show that the combined model trained with joint acousticresidual deep features and the model trained with low pass filtered speech significantly increases the detection accuracy. We have manually annotated the speech signal for ground truth GCI using electroglottograph (EGG) as a reference signal. The evaluation results showed that the proposed model trained with very small and less diverse data performs significantly better than the traditional signal processing and most recent data-driven approaches.
Introduction
The human speech production can be represented as source (glottal source signal)/filter (vocal tract) model [1] , where a sequence of impulses (ideally) due to vocal fold vibrations excites the system to produce the voiced speech. The instants of impulse excitation to the system are termed as GCI because during which the vibrating vocal folds close momentarily, results in impulse-like excitation to vocal tract system. The GCI is also called as epochs [2] or instants of significant excitation due to the high signal-to-noise ratio of the signal during this event. Although GCI can be extracted directly from EGG signal recorded from a dedicated Electroglottograph device [3] , it is not always feasible or not so easy to record EGG as easily as speech, which we can record directly from any general purpose microphones attached to handheld devices such as smartphones. Also, most of the speech available at various sources do not contain simultaneously recorded EGG hence, there is a great need for extracting GCI directly from speech [4] .
The accurately extracted GCI finds applications in many speech related tasks [5] such as fundamental frequency extraction from vocal music [6, 7] , prosody modification of speech [8, 9] , neutral to target emotion conversion [10, 11] , speech synthesis [12] , speech segmentation [13] , speech enhancement and deverberation [14] , voice conversion [15] , glottal flow estimation [16] , speaker recognition [17] , voice source modeling [18] , speech pathology [19] .
We can broadly (not exhaustively) classify the available GCI detection methods into i) classical signal processing [20, 21, 22, 23, 2, 24, 25, 26] and ii) most recent classification based data driven [4, 27, 28] approaches. Most of the popular signal processing GCI detection methods relies on designing signal processing pipelines to obtain the exemplary signal which emphasizes the locations of GCIs in the speech signal [28] . Further, GCIs from the exemplary signal is obtained from hand-crafted heuristics. Two approaches are popular for exemplary signal extraction: a) source/filter modeling to extract the linear prediction residual whose peaks corresponds to the candidate epochs [20, 21, 22, 23] . b) Other methods which rely on the properties of excitation signal such as impulse nature [2, 24, 25, 26] to obtain the exemplary signal. All aforementioned methods work either on LPR or on speech signal but not on both to detect the GCI locations. Also, the hand-crafted heuristics are specific to extracted exemplary signal, requires manual tuning of many parameters. On the other hand, datadriven approaches automatically learn the required parameters from the data to predict the GCI locations [4, 27, 28] from the speech signal.
Existing signal processing and data-driven methods hinge either on LPR or on the raw speech signal to obtain the GCI locations by relying on the amplitude of the discontinuity of the signal near GCI location which results in missed GCI locations near low excitation regions. Also, existing methods use overlapping frames to detect the GCI locations [28] which requires additional post-processing methods to obtain the genuine GCI location from the multiple frames flagged as GCI frames near the actual GCI location. In this paper, we show an approach to improve the GCI detection accuracy even in the weak excitation regions such as transitions and weakly voiced regions by selecting suitable feature representation around the GCI location which is independent of the amplitude of GCI location. In this work, we treat GCI detection as two class classification problem [4] where each frame of the signal is classified as a GCI or non-GCI frame. We also show that the non-overlapping frames alleviate the need for additional post-processing method to obtain genuine GCI locations. Specifically, we explore the significance of various input representations to significantly improve the performance of GCI detection. We train several convolutional neural network (CNN) models one for each input feature representation to determine their significance of classifying a frame into GCI or non-GCI. In order to reduce the miss rates and false alarms, we train joint acoustic-residual models, combine their posterior probabilities in maximum likelihood sense to significantly improved the GCI identification rate. 
Dataset
The CMU ARCTIC dataset [29] consists of the simultaneously recorded EGG and speech from female (SLT) and male (BDL, JMK, and KED) speakers are used as training and testing data. The differenced EGG (dEGG) is taken as a reference signal after compensating delay between EGG and speech signal to mark GCI locations. All speech signals are downsampled to 16KHz, switched to negative polarity prior to annotation. An example illustrating the speech, EGG, and dEGG used to mark the GCI locations is shown in Fig. 2 . From Fig. 2 (c), we can observe that negative peaks in the dEGG signal are used as a reference to assign GCI markers for the corresponding speech signal.
Feature Representation
To leverage the advantages of both raw speech and LPR, we train CNN models on the following input representations: 1) Low pass filtered speech (LPF S). The signal is low pass filtered since high frequencies do not contribute to the low-frequency glottal signal.
2) The lowpass filtered LPR (LPF LPR) with LP order 12. LPR is a correlate of glottal source signal obtained after removing vocal tract resonances [30] contains high-frequency noise hence, it is low pass filtered.
3) The positive clipped low-pass filtered LPR (PC LPF LPR) and 4) The positive clipped low-pass filtered speech (PC LPF S). Signals are positive clipped since all speech signals are switched to negative polarity and the GCI information is mostly predominant at the negative portion of the signal. The low-pass filter used is a sixth order zero phase Butterworth filter with 1 KHz cut-off frequency. The training data is created by non-overlapping speech frames with 16 sam-ples (1msec) at 16 KHz sampling rate. Each frame is labeled with magnitude 0 or 1 which represents the presence or absence of the GCI location within that frame. The 16 samples around the glottal closure (we call it as GCI frame) is used as a feature for GCI detection shown in Fig. 3 with box plot on respective input signal representations. It should be noted that the non-overlapping GCI frame shown in Fig. 3 captures the overall shape, slope, and amplitude features. Reduces multiple frames being assigned with very high probabilities which requires post-processing to eliminate the spurious GCI frames. In an unreported experiment, we found that the overlapping frames (which captures the whole negative GCI peak lobe) result in multiple frames being assigned with very high-class probabilities. Also, the classifier predictions bias towards the amplitude of the negative peaks in the signal results in classifying frames with all secondary (spurious) peaks as GCI frames and also results in assigning weak or very low probabilities in the low voiced and transition regions of the speech signal.
Classification Model
The proposed multi-column/parallel deep CNN GCI classification model is shown in Fig. 1 . It consists of three CNN networks. Each network is trained with different input representation discussed in subsection 2.2 with input dimension of 16 samples around the GCI location as a GCI frame shown in Fig. 3 . Each CNN network consists of five convolutional layers. Each convolution layer is followed by batch normalization. The d-dimensional deep feature vector from the last convolution layer is connected densely to the sigmoid activation function to predict the output probability for each frame. In our model, we dropped max-pooling layers because we want to capture the variations in the GCI region which are due to quasi-stationary nature of vocal folds vibration (also, due to low dimension input feature, models trained without max-pooling layers gave better results than one with max-pooling layers). The network is trained to minimize the binary cross entropy loss between the target label y and the predicted labelŷ
The loss function is optimized by ADAM optimizer with learning rate 0.0001. The model is trained for 30 epochs with the batch size 2048 randomly selected from the training set.
Experiments
Initially, we have trained a single column CNN model for each feature representation separately discussed in subsection 2.2 to evaluate the significance of input representation in classifying the GCI frame efficiently. In an unreported experiment, we trained the models on male speaker and test on female speaker and vice-versa resulted in poor results. Hence, we trained the CNN models with a mixture of JMK (male) and SLT (female) datasets. The models are tested on BDL (male) dataset. We denote the models trained with inputs LPF S, LPF LPR, PC LPF S and PC LPF LPR as Model 1, Model 2, Model 3 and Model 4 respectively. Fig. 4 shows the F1score (F1-score is the harmonic average of precision and recall, higher the score better the model performance) for each model. From Fig. 4 , we can observe that the models trained with LPF S, PC LPF S and PC LPF LPR i.e., Model 1, Model 3
and Model 4 achieves high F1-score than model trained with LPF LPR i.e., Model 2. Further investigation into predicted probabilities of Model 1, Model 3 and Model 4 revealed that Model 3 predicts strong GCI frames i.e., frames with strong impulsive GCI with very high probabilities, also, assigns little high probability to the non-GCI frames where the secondary excitations or the peaks whose amplitudes are comparable to the GCI peaks (shown in Fig. 5 , marked with ellipses). Note that using Model 3 alone for GCI classification requires careful thresholding of predicted probability scores to reduce the false alarms. Where as Model 4 assigns very low probability scores in transition and low/weak voiced regions (shown in Fig. 5 , marked with boxes) which results in high miss rates. It should be also noted that Model 4 assigns very low probability scores for frames with spurious or secondary excitations which significantly reduces miss rates. From the predicted posterior class probabilities of Model 3 and Model 4, we can conclude that Model 3 trained with PC LPF S significantly reduces miss rates in the regions of weakly voiced and transitions regions where the excitation strength is very low. Where as Model 4 considerably reduces false alarms due to secondary or spurious peaks. Fig. 5 shows the predicted posterior class probabilities for Model 3 and Model 4. From Fig. 5 , we can observe that Model 3 assigns little high probabilities in the secondary excitation regions marked with ellipses, Model 4 assigns very low probabilities marked with boxes in the low excitation regions. We train a joint acoustic-residual model to reap the benefits of both the models shown in Fig. 1 . In this joint model, we concatenate d-dimensional feature vector from the last convolution layer of Model 3 and Model 4 to train densely connected sigmoid activation function to predict the class probabilities. Since the model (Model 1) trained with features from low pass filtered speech signal LPF S also gave good results, we combine the posterior probabilities of joint acoustic-residual model and model trained with LPF S i.e, Model 1 in maximum likelihood sense to predict the final class probability as
where p(1) and p(2) are the posterior probabilities of joint acoustic-residual model and Model 1, is a small value to prevent numerical underflow. The frames which achieves class probability greater than or equal to 0.1 are classified as GCI frames. The location of maximum negative peak in the classified GCI frame is considered as glottal closure instant. 
Evaluation and Results
The proposed classification based GCI method is assessed with reliability and accuracy measures given in [31] . Identification rate (IDR): measures the percentage of GCI detected exactly one per glottal cycle. False alarm rate (FAR): the percentage of glottal cycles for which more than one GCI is detected. Miss rate (MR): the percentage of glottal cycles for which no GCI is detected. Identification accuracy (IDA): the standard deviation of the timing error between the detected and the corresponding reference GCI. We compared our proposed method with recent state-of-the-art classification based data-driven approach VC [27] , ERT P3 [4] and popular unsupervised signal processing based methods: SEDREAMS [24] , MMF [26] , and DYPSA [20] . For comparison with other methods, the final model (combined joint acoustic-residual and Model 1) shown in Fig 1 is trained [27] , ERT P3 [4] , SEDREAMS [24] , MMF [26] , and DYPSA [20] are obtained from [27] and [4] . From Table 1 , we can observe that the IDA of the proposed method is significantly better than the state-of-the-art classification based method VC and other signal processing methods. It should be noted that the proposed CNN model is trained with less diverse (only two speakers) data and very low dimension raw features from the input data, whereas VC is trained with relatively large and diverse data, carefully selected handcrafted features after recursive elimination, classification based on voting classifiers. We can also observe that on average MR and FAR are significantly less compared to other methods. This can be attributed to the joint acoustic-residual model which significantly eliminates the miss rate and false alarm rates combined with the model trained with low pass filtered speech resulted in a high identification rate.
Summary and Conclusions
We proposed deep CNN classification based GCI detection method. Initially, we trained CNN models one for each input feature representation to determine its significance in classifying a frame into GCI and non-GCI frames. The F1-scores of the trained models revealed that the models trained with low-pass filtered speech, low-pass filtered positive clipped linear prediction residual and speech are the most significant input representations for GCI detection. In order to reduce the miss rates and false alarms, we trained a joint acoustic-residual model. The combined posterior probabilities of joint acoustic-residual and model trained with low-pass filtered speech significantly improved the GCI identification rate. In the future, we would like to explore the noise robustness of the model for various environmental noises, emotional speech, telephone and other modes of speech such as conversation, extempore, and shouted speech.
