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Abstract
In this note we are dealing with the problem of existence and asymptotic
behavior of solutions for the non-resonant singularly perturbed linear Neumann
boundary value problem
ǫy′′ + ky = f(t), k > 0, 0 < ǫ << 1, t ∈ 〈a, b〉
y′(a) = 0, y′(b) = 0.
Our approach is based on the analysis of an integral equation equivalent to this
problem.
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1 Introduction
In this brief paper we will study the singularly perturbed linear problem
ǫy′′ + ky = f(t), k > 0, 0 < ǫ << 1, f ∈ C3 (〈a, b〉) (1)
with the Neumann boundary condition
y′(a) = 0, y′(b) = 0. (2)
∗So far unpublished manuscript was originally written in 2010.
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The analysis of the problem under consideration is complicated by the fact that
characteristic equation of this differential equation has roots on the imaginary axis,
that is, the system is not hyperbolic. For the singularly perturbed dynamical systems
the dynamics near a normally-hyperbolic critical manifold is well–known, see e. g. [1]
for geometric approach to the singular perturbation theory and [3] for the lower and
upper solution method, but if the condition of normal hyperbolicity of a critical
manifold is not fulfilled then the problem of existence and asymptotic behavior of
solutions is hard solvable in general and leads to the principal technical difficulties
in the nonlinear cases, see for example [2]. Thus, the considerations below may be
instructive for an analysis of this class of problems.
Despite these difficulties we will prove, that there exists infinitely many sequences
{ǫn}∞n=0 , ǫn → 0+ such that yǫn(t) converge uniformly to u(t) on 〈a, b〉 for ǫn → 0+,
where yǫn is a solution of problem (1), (2) with ǫ = ǫn and u representing the critical
manifold for our system is a solution of the reduced problem ky = f(t) obtained from
(1) for ǫ = 0.
Henceforth in the paper we consider for the values of parameter ǫ only the sets Jn
defined as
Jn =
〈
k
(
b− a
(n + 1)π − λ
)2
, k
(
b− a
nπ + λ
)2〉
, n = 0, 1, 2, . . . ,
where λ > 0 is an arbitrarily small but fixed constant, which guarantees the existence
and uniqueness of solutions of (1), (2), that is, a non-resonant case.
Example 1. Consider the linear problem
ǫy′′ + ky = et, t ∈ 〈a, b〉, k > 0, 0 < ǫ << 1
y′(a) = 0, y′(b) = 0
and its solution
yǫ(t) =
−ea cos
[√
k
ǫ
(b− t)
]
+ eb cos
[√
k
ǫ
(t− a)
]
√
k
ǫ
(k + ǫ) sin
[√
k
ǫ
(b− a)
] + et
k + ǫ
.
Hence, for every sequence {ǫn}∞n=0 , ǫn ∈ Jn the solution of the problem under consid-
eration
yǫn(t) =
et
k + ǫn
+O(√ǫn)
and thus the solutions converge uniformly on the interval 〈a, b〉 to the solution u(t) =
et/k of the reduced problem for n→∞.
The main result of this note is the following theorem generalizing the Example 1
to all right-hand sides f(t).
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2 Main result
Theorem 2. For all f ∈ C3 (〈a, b〉) and for every sequence {ǫn}∞n=0 , ǫn ∈ Jn there
exists a unique sequence of the solutions {yǫn}∞n=0 of the problem (1), (2) satisfying
yǫn → u uniformly on 〈a, b〉 for n→∞.
More precisely,
yǫn(t) =
f(t)
k
+O (√ǫn) on 〈a, b〉.
Proof. As first we show that the function
yǫ(t)=
cos
[√
k
ǫ
(t− a)
] b∫
a
cos
[√
k
ǫ
(b− s)
]
f(s)
ǫ
ds√
k
ǫ
sin
[√
k
ǫ
(b− a)
]
+
t∫
a
sin
[√
k
ǫ
(t− s)
]
f(s)
ǫ√
k
ǫ
ds (3)
is a solution of (1), (2). Differentiating (3) twice, taking into consideration the
equality
d
dt
t∫
a
H(t, s)f(s)ds =
t∫
a
∂H(t, s)
∂t
f(s)ds+H(t, t)f(t)
we obtain that
y′ǫ(t) =−
√
k
ǫ
sin
[√
k
ǫ
(t− a)
] b∫
a
cos
[√
k
ǫ
(b− s)
]
f(s)
ǫ
ds√
k
ǫ
sin
[√
k
ǫ
(b− a)
]
+
t∫
a
√
k
ǫ
cos
[√
k
ǫ
(t− s)
]
f(s)
ǫ√
k
ǫ
ds, (4)
y′′ǫ (t) =−
(√
k
ǫ
)2
cos
[√
k
ǫ
(t− a)
] b∫
a
cos
[√
k
ǫ
(b− s)
]
f(s)
ǫ
ds√
k
ǫ
sin
[√
k
ǫ
(b− a)
]
−
t∫
a
(√
k
ǫ
)2
sin
[√
k
ǫ
(t− s)
]
f(s)
ǫ√
k
ǫ
ds+
f(t)
ǫ
. (5)
From (5) and (3), after little algebraic arrangement we get
y′′ǫ =
k
ǫ
(−yǫ) + f(t)
ǫ
,
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that is, yǫ is a solution of differential equation (1) and from (4) it is easy to verify
that this solution satisfies (2).
Let t0 ∈ 〈a, b〉 is arbitrary but fixed. Let us denote by I1 and I2 the integrals
I1 =:
b∫
a
cos
[√
k
ǫ
(b− s)
]
f(s)
ǫ
ds
and
I2 =:
t0∫
a
sin
[√
k
ǫ
(t0 − s)
]
f(s)
ǫ
ds.
Then
yǫ (t0) =
cos
[√
k
ǫ
(t0 − a)
]
I1√
k
ǫ
sin
[√
k
ǫ
(b− a)
] + I2√
k
ǫ
.
Integrating I1 and I2 by parts we obtain that
I1=
∣∣∣∣∣∣
h′ = cos
[√
k
ǫ
(b− s)
]
g = f(s)
ǫ
h = −√ ǫ
k
sin
[√
k
ǫ
(b− s)
]
g′ = f
′(s)
ǫ
∣∣∣∣∣∣ =
=
√
ǫ
k
sin
[√
k
ǫ
(b− a)
]
f(a)
ǫ
+
b∫
a
√
ǫ
k
sin
[√
k
ǫ
(b− s)
]
f ′(s)
ǫ
ds,
I2=
∣∣∣∣∣∣
h′ = sin
[√
k
ǫ
(t0 − s)
]
g = f(s)
ǫ
h =
√
ǫ
k
cos
[√
k
ǫ
(t0 − s)
]
g′ = f
′(s)
ǫ
∣∣∣∣∣∣ =
=
√
ǫ
k
f (t0)
ǫ
−
√
ǫ
k
cos
[√
k
ǫ
(t0 − a)
]
f(a)
ǫ
−
t0∫
a
√
ǫ
k
cos
[√
k
ǫ
(t0 − s)
]
f ′(s)
ǫ
ds.
Thus
yǫ (t0) =
f (t0)
k
+
cos
[√
k
ǫ
(t0 − a)
]
sin
[√
k
ǫ
(b− a)
]
b∫
a
sin
[√
k
ǫ
(b− s)
]
f ′(s)
k
ds
−
t0∫
a
cos
[√
k
ǫ
(t0 − s)
]
f ′(s)
k
ds.
4
Now we estimate the difference yǫ (t0)− f(t0)k . We obtain
∣∣∣∣yǫ (t0)− f (t0)k
∣∣∣∣≤ 1k sinλ
∣∣∣∣∣∣
b∫
a
sin
[√
k
ǫ
(b− s)
]
f ′(s)ds
∣∣∣∣∣∣
+
1
k
∣∣∣∣∣∣
t0∫
a
cos
[√
k
ǫ
(t0 − s)
]
f ′(s)ds
∣∣∣∣∣∣ . (6)
The integrals in (6) converge to zero for ǫ = ǫn ∈ Jn as n→∞. Indeed, with respect
to the assumption imposed on f we may integrate by parts in (6). Thus,
b∫
a
sin
[√
k
ǫ
(b− s)
]
f ′(s)ds =
[√
ǫ
k
cos
[√
k
ǫ
(b− s)
]
f ′(s)
]b
a
−
b∫
a
√
ǫ
k
cos
[√
k
ǫ
(b− s)
]
f ′′(s)ds
≤
√
ǫ
k

|f ′(a)|+ |f ′(b)|+
∣∣∣∣∣∣
b∫
a
cos
[√
k
ǫ
(b− s)
]
f ′′(s)ds
∣∣∣∣∣∣


≤
√
ǫ
k
{
|f ′(a)|+ |f ′(b)|+
√
ǫ
k
(|f ′′(a)|+ µ2(b− a))
}
(7)
and
t0∫
a
cos
[√
k
ǫ
(t0 − s)
]
f ′(s)ds =
[
−
√
ǫ
k
sin
[√
k
ǫ
(t0 − s)
]
f ′(s)
]t0
a
+
t0∫
a
√
ǫ
k
sin
[√
k
ǫ
(t0 − s)
]
f ′′(s)ds
≤
√
ǫ
k

|f ′(a)|+
∣∣∣∣∣∣
t0∫
a
sin
[√
k
ǫ
(t0 − s)
]
f ′′(s)ds
∣∣∣∣∣∣


≤
√
ǫ
k
{
|f ′(a)|+
√
ǫ
k
(µ1 + |f ′′(a)|+ µ2(b− a))
}
, (8)
where µ1 = sup
t∈〈a,b〉
|f ′′(t)| and µ2 = sup
t∈〈a,b〉
|f ′′′(t)| .
Substituting (7) and (8) into (6) we obtain the a priori estimate of solutions of
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the problem (1), (2) for all t0 ∈ 〈a, b〉 in the form∣∣∣∣yǫ (t0)− f (t0)k
∣∣∣∣
≤ 1
k sinλ
√
ǫ
k
{
|f ′(a)|+ |f ′(b)|+
√
ǫ
k
(|f ′′(a)|+ µ2(b− a))
}
+
1
k
√
ǫ
k
{
|f ′(a)|+
√
ǫ
k
(µ1 + |f ′′(a)|+ µ2(b− a))
}
. (9)
Because the right-hand side of the inequality (9) is independent on t0, the conver-
gence is uniform on 〈a, b〉. Theorem 2 is proved.
Remark 3. We conclude that in the case that f ′(a) = f ′(b) = 0, that is, the
solution u = f(t)/k of a reduced problem satisfies the prescribed boundary conditions
(2), the convergence rate of the solutions of (1), (2) to the function u on the interval
〈a, b〉 is even faster; namely, as O (ǫn) for ǫn ∈ Jn as follows from (9).
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