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 
Abstract— The main objective of this work is to provide an 
overview and evaluation of discrete model predictive control-
based maximum power point tracking (MPPT) for PV systems. A 
large number of MPC based MPPT methods have been recently 
introduced in the literature with very promising performance, 
however, an in-depth investigation and comparison of these 
methods have not been carried out yet. Therefore, this paper has 
set out to provide an in-depth analysis and evaluation of MPC 
based MPPT methods applied to various common power 
converter topologies. The performance of MPC based MPPT is 
directly linked with the converter topology, and it is also affected 
by the accurate determination of the converter parameters, 
sensitivity to converter parameter variations is also investigated. 
The static and dynamic performance of the trackers are assessed 
according to the EN 50530 standard, using detailed simulation 
models and validated by experimental tests. 
The analysis in this work aims to present a useful insight for 
practicing engineers and academic researchers when selecting the 
MPP tracker for their application. 
 
Index Terms— Boost, Flyback, EN 50530, Grid connected, 
MPC,  MPPT,  Photovoltaic, Z-source inverter. 
I. INTRODUCTION 
HOTOVOLTAIC (PV) systems are one among the fastest 
growing renewable energy generation technologies. 
Around half a million PV panels were installed every day all 
over the world in 2015 [1]. By 2050, the cumulative installed 
capacity of PV systems could reach 3000 GW, providing 4500 
TWh per year, i.e. around 11% of global electricity production 
[2]. Concerning the price, from 2009 to 2016, the cost of PV 
modules has been reduced by five times and the cost of full PV 
systems has been reduced by almost three times [2]. 
The output power characteristic of the PV module is non-
linear and it depends on the meteorological conditions, such as 
solar irradiance and temperature. Usually, there is one 
operating point where the PV panel generates its maximum 
power. Also, the PV system efficiency can be degraded if the 
PV panel is not forced to operate at its maximum power at all 
times regardless of the environmental conditions [3]. Hence, a 
means that makes the PV module operate at its maximum 
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power is required. Usually, a dc-dc or dc-ac converter is 
employed with an algorithm that control this later, this 
algorithm is called maximum power point tracker. The most 
well known MPPT algorithm is the Perturb and Observe 
(P&O) [4]-[6], but this algorithm does not converge to the true 
maximum power point (MPP) [7], [8], and occurs some 
oscillations around the MPP [9]. The Incremental Conduc-
tance (INC) method [10]-[12], was considered as an improved 
P&O method, until [4] proved that P&O and INC have 
equivalent performance. The step size in these two methods is 
defined by the conditions of the steady state calculation 
accuracy and the dynamic response time, which is a tradeoff 
[13]. Other classical methods also are reported in the literature 
such as fractional short-circuit current and fractional open-
circuit voltage [14], but these methods also do not converge to 
the true MPP. 
In the last few years, intelligent methods such as Fuzzy 
Logic [15], Neural Network [16] and Model Predictive Control 
(MPC) [3], were developed for better extraction of the 
maximum power from the PV arrays. The application of model 
predictive control on power electronics has started more than 
20 years ago, but this was only for low switching frequency 
due to the limitations of microprocessors at that time [17]. In 
the last decade, the application of MPC in power electronics 
has increased considerably with the development of multitask 
and high-frequency microprocessors [18], [19], [20], and [21]. 
The MPC methods used in power electronics are classified into 
two main classes [18], [22]: the first one is Continuous Control 
Set MPC (CCS-MPC) and the second is Finite control set 
(FSC-MPC, hereafter referred to as FMPC), also known as 
discrete MPC. In CCS-MPC, the continuous output of the 
predictive controller is used for the generation of the switching 
state by employing a modulator. Whereas, the optimization in 
FMPC is done by using the discrete-time model of the system 
for the available switching states of the power converter, and 
the appropriate switching state will be applied in the next 
sampling period. FMPC offers the advantages of being easy to 
implement and applicable on nonlinear systems [23], but, its 
application on nonlinear systems is still limited by the 
dynamics of the system, contrary to CCS-MPC [24]. Recently, 
both MPC classes CCS-MPC such as presented in [24], [25] 
and FMPC [26], [3] have been used for tracking the MPP of 
the PV strings on the basis that they offer fast tracking during 
transient state and low power oscillations in the steady state 
compared with the classical methods.  
MPC techniques provide a fast dynamic response with 
relatively high stability margin compared to classical control 
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schemes, which make them more suited for MPPT of PV 
systems operating under fast changing atmospheric conditions 
[27]. However, there are still several open instability 
problems. Generally, it is the case when the operating point is 
not in the neighborhood of the tracked reference [28]. In [29], 
the authors proposed Lyapunov function for setting the cost 
function parameters based on Lyapunov stability theory to 
overcome this problem in power electronics generally. This 
solution can be used also on MPPT since it is not a particular 
case. The FMPC algorithm for power electronic converters is 
summarized in the following steps [30]: measure the currents 
and the voltages, predict the currents and the voltages for the 
next sampling time, evaluate the cost functions, select the 
switching states according to the minimized cost function and 
finally apply the selected switching states to the converter. 
Concerning MPPTs, the cost function is calculated based on 
the predicted PV currents and/or the predicted PV voltages for 
all the switching states and the current and/or voltage 
reference. These references are usually calculated using P&O 
method such as in [26], [31] or INC as in [32], [33]. 
Eventually, the switching states corresponding to the reduced 
cost function will be applied. The application of MPC on 
MPPT in these papers is almost the same; the only difference 
is the converter topology: in [32] it has been applied on 
switched inductor quadratic boost converter, in [34] on boost 
converter, in [26] on flyback converter, in [31] on high gain 
multilevel dc-dc converter (multilevel boost converter), In 
[33] on grid tied multilevel boost converter, in [35] on ultra-
step-up boost converter, and in [36] on sub-multilevel inverter. 
However, in [3], [37], and [38] MPC on MPPT has been 
applied otherwise. In [3] and [37] the predicted voltages and 
currents for only two states have been calculated, the first state 
for voltage reference larger than the PV voltage and the 
second state for voltage reference smaller than the PV voltage. 
In the following, the PV currents using a Digital Observer 
(DO) corresponding to these two voltage states are calculated. 
At the end, the voltage corresponding to the largest predicted 
power is chosen as a reference. The only difference between 
these two is that in [3] MPC has been applied on Z-Source 
inverter (ZSI), while in [37] boost converter is the target 
application. In [38], the proposed voltage oriented MPPT by 
[39] has been improved to current and voltage oriented MPPT 
using MPC, where the used topology was a boost converter. 
Note that, in all these proposed schemes, the prediction of the 
PV current and voltage is performed within a static PV curve 
for the actions that could be made on the duty duty cycle of 
the gating signal. 
 
In the literature, it has been reported that the application of 
the MPC method on MPPTs compared to classical methods 
offers the following key advantages: robust control [36], a 
higher convergence speed under a changing environmental 
conditions [26], and less ripple during the steady state [38]. 
However, as shown later in this paper, the experimental results 
do not confirm with this statement, showing that the DO based 
MPC in fact produces higher ripple than P&O under low 
irradiance. Another important advantage of FMPC compared 
to the classical methods, is the application of the switching 
states directly from the control without using a modulation 
stage and without using a Proportional-Integral (PI) controller 
[18]. This latter, requires relatively a long time for the system 
to attain steady state operation. Also, increasing the response 
time between two successive reference outputs deteriorates the 
dynamic performance [40]. However, as found in the 
literature, the MPC method has three disadvantages. The first 
disadvantage is that it requires a microprocessor with high 
frequency and that, because it needs a small sampling time 
(Ts). The largest sampling time found in the literature is about 
75µs, which is reached by a calculation effort minimization 
algorithm done in [41]. The second one is that in some 
converters, it needs more than one voltage sensor and/or more 
than one current sensor, for example, in [33] authors used one 
current sensor and two voltage sensors. Also, the model 
parameter mismatch is another disadvantage, which influences 
the MPPT efficiency negatively as discussed and investigated 
in [3] and [42]. 
Tables I and II show the reported efficiencies of MPC-
MPPT by using different converter topologies under various 
constant irradiance levels and with model parameter 
mismatch. The efficiency of the MPPT can be improved 
enormously, by either improving the MPPT algorithm or the 
power converter [43]. Also the used PV simulator plays an 
important role in the assessment of the MPPT efficiency. 
Some PV simulators have some difficulties in adjusting the 
operating point compared to others, such as in [44]. Based on 
this, the results in these tables can not be compared to each 
others in term of control strategy. A detailed and thorough 
comparison of these proposed methods has not been carried 
out yet. In this regard, this paper has set out for detailed and 
fair comparison of these methods, by implementing them on 
the same test setup, under the same power range, and with the 
same updating rate.  
DO based MPC-MPPT (DMPC-MPPT) operation principle 
also is based on the discrete time model, and the cost function 
minimization; therefore, it can be classified into discrete 
MPC-MPPT as well. This class is the one described and 
analyzed in this paper. The choice of this class has been made 
on the basis that it is the most relevant, cited, and published 
compared to other predictive control MPPTs. 
This paper is organized in the following way: Section II 
shows the operational principles of both FMPC-MPPT and 
DMPC-MPPT. Section III presents examples of discrete MPC 
on a number of power converter topologies. Section IV 
explains in detail the simulation environment, experimental 
 
TABLE I  
REPORTED EFFICIENCIES (%) OF MPC-MPPT USING DIFFERENT CONVERTERS 
UNDER VARIOUS CONSTANT IRRADIANCE LEVELS 
 
Power Converter 
 Type 
 
MPC-MPPT 
Type 
 Solar irradiance   
Average 
Efficiency 1000 
W/m2 
750 
W/m2 
500 
W/m2 
250 
W/m2 
 
Flyback [7] 
 
FMPC-MPPT 
(P&O) 
 
99.60 
 
99.95 
 
99.71 
 
99.70 
 
99.74 
Z-Source inverter 
[3] 
 
 
DMPC- MPPT 
 
99.24 
 
99.07 
 
99.68 
 
99.58 
 
99.39 
 
Boost [38] 
Oriented Voltage 
and Current 
 
No Data provided  
 
Multilevel Boost 
[45] 
 
FMPC-MPPT 
(P&O) 
 
No Data provided 
 
Sensorless 
Flyback [42] 
 
 
FMPC-MPPT 
(INC) 
 
99.35 
 
99.45 
 
99.95 
 
99.90 
 
99.66 
 
Boost [34] 
(simulation) 
 
FMPC-MPPT 
(INC) 
 
    No Data provided 
 
99.86 
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TABLE II  
REPORTED EFFICIENCIES (%) OF MPC-MPPT USING DIFFERENT CONVERTERS 
WITH MODEL PARAMETER MISMATCH 
 
setup, and the test conditions. Section V shows the simulation 
and experimental results followed by a discussion. And in the 
final section (section VI), a conclusion of this work is 
presented. 
II. MODEL-PREDICTIVE-CONTROL BASED MPPT 
Predictive control denotes to a vast class of controllers which 
has been used in power electronics. All these controllers have 
been used for pursuing the MPP as well [3], [7], [42], and 
[46]-[49]. In this paper, we propose that these controllers are 
classified into  four major types as sketched in Fig. 1. The 
control action in trajectory based is performed by making the 
controlled variable track a predefined trajectory. In deadbeat 
control, the error is forced to be zero for the next sampling 
instant by the optimal actuation. The feature of hysteresis-
based MPPT, is to maintain the controlled variable within the 
barriers of a hysteresis area. The optimization criterion is 
based on the minimization of a cost function in both 
continuous and discrete MPC-MPPT. Continuous MPC-MPPT 
is based on the continuous-time model, where the prediction 
model is elaborated using Taylor series expansion. Discrete 
MPC-MPPT is explained in details in the following sub-
sections. 
A. Finite Control Set Model Predictive Control-based MPPT 
FMPC has been used as a very powerful method to control 
the electrical energy employing power converters [50]. FMPC 
is easy to apply and has the ability to predict the behavior of 
the controlled variable by N horizon length ahead, even in the 
existence of nonlinearities. In addition, it can avoid the use of 
 
 
 
Fig. 1.  A classification of Predictive Control based MPPT methods. 
 
 
Fig. 2.  General control block diagram of FMPC used for tracking the MPP. 
 
PI controllers and the whole modulation stage. The horizon 
length N, is the prediction length as function of the sample 
time. In general, using a larger horizon length for the 
implementation of FMPC produces better performance [22], 
and subsequently more accurate tracking of the provided 
reference (MPP). However, the computation complexity 
increases exponentially with the increase of the horizon 
length. This increase imposes the designer to tradeoff online 
computational effort versus MPP tracking performance. 
Generally, FMPC provides excellent performance by using 
small values of horizon length. In this paper, the horizon 
length N=1, which means the predictions are done by one 
sample time ahead as shown in Fig. 3. The aim of using this 
modification on MPPT is for both decrease the response time 
to achieve the MPP under variable meteorological conditions. 
And also, to operate with fewer oscillations under constant 
solar irradiation and temperature.  
The general control block diagram of a FMPC-MPPT 
method and the operation principle are illustrated in Fig. 2 and 
Fig. 3, respectively. The first step is to measure the system 
variables. The second step is to calculate the predicted 
 
 
 
Fig. 3.  The operation principle of a FMPC method on power electronics. 
Power  
Converter  
Type 
 
MPC-MPPT 
Type 
 
Parameters Mismatch 
 
Average 
Efficiency 
-30% -15% 0% +15% +30% 
 
Flyback [7] 
 
FMPC-MPPT 
(P&O) 
 
No Data provided 
Z-Source  
inverter [3] 
 
DMPC-MPPT 
 
98.30 
 
99.00 
 
99.25 
 
99.20 
 
98.90 
 
98.93 
 
Boost [38] 
Oriented Voltage 
and Current 
 
No Data provided 
 
Multilevel  
Boost [45] 
µ 
 
FMPC-MPPT 
(P&O) 
 
 
No Data provided 
 
Sensorless 
Flyback [42] 
 
 
FMPC-MPPT 
(INC) 
 
99.15 
 
99.85 
 
99.95 
 
99.85 
 
99.45 
 
99.65 
 
Boost [34] 
 
FMPC-MPPT 
(INC) 
 
No Data provided 
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Fig. 4.  A Flowchart of the general Finite control set MPC-based MPPT. 
 
variables based on the extracted equations from the system 
and the measured data. This calculation should be for all the 
possible switching states (voltage vectors) as shown in Fig. 3 
and Fig. 4. The next step is to minimize the cost function 
based on the predicted variables and their references. In a case 
of MPPT system, the variables are the PV current and voltage. 
Hence, the measurements consider the PV current I(k) (k 
indicates the current sample time) and voltage V(k) and the 
variables that are included in the predictive equations. 
The predicted variables should be the predicted PV currents 
ISi(k+1) and voltages VSi(k+1) for all the possible voltage 
vectors (k+1 indicates the next sample time). The cost 
function is minimized based on these predictions and their 
predicted references V*(k+1) and I*(k+1). Usually, the 
sampling time is in range of micro-seconds; thus, it is assumed 
that the predicted reference variable is equal to the instanta-
neous reference variable X*(k+1)= X*(k) [22]. Generally, The 
cost function used for tracking the MPP is written as follows: 
 
 (k + 1) I (k + 1) I      v Ii n Si SiV Vg 1 ,..., * *      (1) 
 
where I, V are the weighting factors, g is the cost function, Si 
is the switching state, and n is the number of the possible 
switching states (n = 8, in a case of a classical 3 phase 2 level 
Voltage Source Inverter). Until now there is no  exact model 
for the calculation of the weighting factors [18], indeed, they 
are still defined by empirical tests. The reference variables are 
obtained from another algorithm (For example, from P&O or 
INC algorithm). Since the time of executing the algorithm is 
less than Ts, the one before last step is to wait until the time 
from the previous application of the switching state (tk) reach 
Ts, as shown in Fig. 4. Eventually, the application of the 
switching state S(k) corresponding to the evaluated cost 
function. 
 
B. Digital observer MPPT-based Model Predictive Control  
Since DMPC emloys the PV characteristic for the 
construction of the predictive model. It has been used only for 
tracking the MPP, contrary to FMPC which has been used in 
many applications such as motor control [51], [52], tracking 
the MPP in renewable energy systems, electrical power quality 
improvement,...etc. DMPC-MPPT tracks the MPP by sliding 
the PV voltage to the voltage that makes the PV string 
generate its maximum power (VMPP). Fig. 6 shows the 
flowchart of the general DMPC-MPPT, such as x is the PV 
voltage and y is the PV current in case of voltage control, 
while in the other way around for current control. 
The first step is the calculation of the step size Δx (ΔV, 
voltage control is used in this section) by estimating the 
predicted average PV voltage, such as in [3]. Also, some 
examples of the estimation of the step size are elaborated in 
section III. However, as described in [37], a fixed voltage step 
size could also be set. 
The second step consists on the calculation of the predicted 
PV voltages, which are defined as the difference between the 
PV voltage and the step size for the first case, and the addition 
of the PV voltage and the step size for the second case.  
 1,2pv pvV V(k +1) ( Vk)                          (2) 
The third step consists on the calculation of the predicted 
PV currents by means of the DO [3], [37]. The DO models the 
PV array as two series elements Veq and Req as shown in Fig. 
5(b). The DO generates the values of these elements in order 
to allow the algorithm to calculate the predicted PV current 
corresponding to a given PV voltage. These elements are 
calculated based on Vpv(k-1) and Ipv(k-1), which are the PV 
voltage and current measured at the previous sampling time, 
respectively. Next, these elements will be substituted into a 
straight line equation (3), that is obtained by the application of 
Kirchoff´s voltage law on the equivalent PV module circuit. 
 
 
 
                              (a)                                              (b) 
Fig. 5.  (a) Extrapolation of the predicted PV current based on the predicted 
PV voltage and the straight line equation,  (b) PV module equivalent circuit 
model used for the prediction of the PV string power. 
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eq pv eq pv(k) (k) (k) (V k)V I  R                         (3) 
-
-
-
pv pv
eq
pv pv
V (k - 1) V (k)
(k)
(k - 1) (k)

I I
R                            (4) 
The shifting increment is small, that implies that the straight 
line used for the prediction is small. Hence, the predicted PV 
current Ipv(k+1) interpolated by this straight line equation will 
be on the PV curve as shown in Fig. 5(a). 
The fourth step is the evaluation of the cost function, that 
one is described as the difference between the predicted PV 
power “Ppv(k+1){1,2}=Vpv(k+1){1,2}.Ipv(k+1){1,2}” and the PV 
power at the present sampling instant, which can be written in 
the following form: 
   pv pvP (k +1) P (k) g 1,2 1,2                            (5) 
Finally, the application of the predicted PV voltage Vpv(k+1) 
corresponding to the chosen cost function. Hence, contrary to 
FMPC, a PI controller and a modulation stage are required in 
this method.  
 
III. EXAMPLES OF DISCRETE MODEL PREDICTIVE CONTROL-
MPPT ON SOME POWER CONVERTER TOPOLOGIES 
In order to give a comprehensive concept of discrete MPC-
MPPT methods already described in the previous section. And 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.  A Flowchart of the general DMPC-MPPT. 
 
Fig. 7.  Simplified schematic of the overall grid connected PV system 
configuration using dc-dc boost converter for withdrawing the maximum 
power. 
 
 
since the application of FMPC-MPPT and DMPC-MPPT 
substantially related to the converter topology, this section has 
been devoted to the presentation of some examples of these 
methods on some power converter topologies.  
A. DC-DC Boost Converter 
1) Finite Control Set MPC-based MPPT on boost 
converter: A flowchart of FMPC-MPPT used to control the 
boost converter can be performed by following the procedure 
of the flowchart presented in Fig. 4. Where the aim of this 
control is to withdraw the maximum power from the PV array 
under any environmental conditions. The first step of FMPC-
MPPT application procedure is the extraction of the system 
equations. By applying Kirchoff’s voltage law on Fig. 7, the 
continuous-time expressions of the boost converter for the two 
states can be found as follows: 
2
L
pv
C2
inv
dI
L = V
dt S = 1
dV
C = -I
dt
; for





..... ..               (6) 
and: 
2
L
pv C2
C2
pv inv
dI
L = V +V
dt S = 0
dV
C = I - I
dt
; for





..... ..               (7) 
where S=1 and S=0 denote to switch ON and switch OFF 
states, respectively. Generally, the discrete-time model is 
obtained by using Euler´s forward-difference law, which can 
be written as: 
Ts

( ) ( )dx x x
dt
k + 1 k‐                           (8) 
The application of Euler´s law on the boost switch ON 
equations yields: 
L pv L
C2 inv C2
2
V +
I
Ts
I (k + 1) (k) I (k)
L
Ts
V (k + 1)= - (k) V (k)
C
 

 

                 (9) 
The discrete-time model of the boost during switch OFF state 
was found similarly, as: 
 
 
L pv C2 L
C2 pv inv C2
2
V +V +
I - I
Ts
I (k +1)= (k) (k) I (k)
L
Ts
V (k +1)= (k) (k) +V (k)
C





           (10) 
The average value of the current through the capacitor C1 is 
zero. Thus, the average current through the inductor L is equal 
to the average value of the PV current. Therefore, The 
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estimated value of the PV current in the next sampling time 
can be expressed based on (9) and (10). 
The fact that: 
  C2pv DV (k +1)= 1- V (k +1)                     (11) 
the predicted PV voltages can be obtained by using (9) and 
(10). Such as D is the duty ratio. Now, the cost function can be 
minimized using the following equation (12) based on these 
predicted variables and their references 
I L v pvI (k +1) I V (k +1) V     +g *{0,1} {0,1} {0,1}*       (12) 
The one before last step is to wait until tk reaches Ts. At that 
moment, the switching state corresponding to the minimized 
cost function is ready to be applied directly to the converter. 
 
2) Digital observer MPC-based MPPT on boost converter:  
Fig. 6 illustrates the flowchart of DMPC-MPPT algorithm that 
can be used to control the boost converter. This control is 
performed by using the aforementioned steps. In this sub-
section, current control is used, and the current increment is 
chosen to be variable. This latter is described as the absolute 
difference between the average predicted PV current and the 
instantaneous PV current, which can be written as follows:  
~
. L pvI I (k + 1) I (k) .                      (13) 
The average predicted PV current is calculated by using the 
predicted current through the inductor in both cases switch ON 
(9) and switch OFF (10) multiplied by the switching state: 
 
~
L L LI (k +1) (k +1) (k) (k +1) (k) 1 0=  I   S  +  I   1 - S       (14) 
Once the predicted PV currents “Ipv(k+1){1,2}=Ipv(k)±ΔI ” are 
calculated, the DO will determine the predicted PV voltages, 
and the cost function can be calculated based on these 
predictions using (5). A PI controller is used to minimize the 
error between the predicted PV voltage matching the 
evaluated cost function and the PV voltage at the current 
sampling period. Then, the output of this controller is used to 
generate the pulses for the control of the boost converter 
through a modulator. 
 
B. Z-Source inverter 
The Z-source inverter has been introduced in 2003 [53]. 
Since then, the family of ZSI has been used in a wide range of 
power conversion as an interface between different types of 
sources and loads (dc-dc, ac-dc, dc-ac, and ac-ac). Contrary to 
the classical inverter, among its characteristics, is that it has a 
wide range of output voltage, in fact, it can step-up and step-
down the output voltage. In addition, the upper and lower 
power switches of each leg can be triggered simultaneously 
without any risk of damage [53]. This latter case is named as 
Shoot-Through (ST) state (Fig. 9(a)). As found in the 
literature, there are three modulation strategies of ZSI: Simple-
Boost modulation [53], Constant-Boost modulation [54], and 
Maximum-Boost modulation [55]. In this paper, Simple-Boost 
modulation is used for the generation of the switching signals. 
Equation (15) shows the rapport between the ac-side voltage 
and the PV side voltage: 
inv
B
pv
V
M B B
V

. =                                (15) 
where BB is the Buck-Boost factor, M is the modulation index, 
inv is the ac-side peak voltage, and B is the boosting factor. 
Being DST the ST duty ratio, the relation between the boosting 
factor and the modulation index can be expressed in the 
following form: 
ST
B
M D
 
 
1 1
2 1 / 1 2
                         (16) 
1) Finite Control Set MPC-based MPPT on Z-Source 
inverter: The determination of the cost function is a key part 
of the MPC scheme, since it is defined by the variables that 
needs to be controlled. In a single stage grid-connected PV 
system, one of the controlled variables is the injected current 
to the grid, which must be in phase and has the same 
frequency as the grid voltage. Moreover, the Total Harmonic 
Distortion (THD) of the current should respect the values 
prescribed by the IEEE 519 Standards. The second variable is 
the PV string voltage, that should be shifted to the target 
voltage at which the PV panel should work at its maximum 
power, whatever the meteorological conditions are present. 
Therefore, the cost function can be defined as follows: 
- -I v pviL1I (k+1)- I* V (k+1) V I (k+1) I    Gi iG Gig + * *   
 (17) 
where IL1(k+1) and VC1(k+1) are the predicted current through 
the inductor L1 and the predicted voltage at the terminals of the 
capacitor C1, respectively. Such as, the relationship between 
VC1(k+1) and the predicted PV voltage is as follows: 
1
2
1 Cpv
V (k +1) V (k +1)
B

 ii
                   (18) 
The purpose of including IL1(k+1) and VC1(k+1)  in the cost 
function is for shifting the PV voltage to VMPP. IG(k+1) is the 
predicted current injected to the grid, which is used in the cost 
function to fulfill the conditions of the injected current based 
on a given grid current IG* (Fig. 3). In order to define the 
predicted variables in the first and the second term of the cost 
function, the model of ZSI in discrete-time domain is needed. 
During the Non-ST state, the discretized equations of the ZSI 
are as follows [3]: 
 
 
 
Fig. 8.  Simplified schematic of the overall grid connected PV system 
configuration using Z-source inverter. 
 
 
   (a)                                                 (b) 
Fig. 9.  (a) ZSI equivalent circuit in a Shoot-Through state, (b) ZSI equivalent 
circuit in a  Non-Shoot-Through state. 
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      (19) 
whereas the ST state, the discrete-time model is formulated as: 
 1 1 1 1 1
1
1 1 1
1
L L C L L
C C L
Ts
I (k + 1) I (k) V (k) R I (k)
L
Ts
V (k + 1) V (k) I (k + 1)
C
   

  

           (20) 
inv a bI (k +1) I (k) S (k) S (k)  G                   (21) 
where Sa(k) and Sb(k) are the instantaneous switching states, 
RL1 the internal resistance of the inductor L1, and Iinv(k+1)  is 
the current going through the inverter in the next sampling 
period. In order to calculate the predicted variable in the third 
term of the cost function, the output inverter voltage Vinv as 
function of its current and filter parameters should be defined. 
The application of Kirchoff´s law on the ac-side of the system 
(Fig. 8) provides the following vector differential expression: 
inv f f
dI
V L R I V
dt
 G G G+                     (22) 
The substitution of Euler´s law into (22) gives the following 
discretized equation: 
 1 f inv
f f
R Ts
I (k +1) Ts I (k) V (k +1)-V (k )
L L

   
G G G= +
     (23) 
where Vinv(k+1) is the inverter voltage vector in the next 
sampling instant. Which can be defined as function of the 
switching states as follows: 
 inv pv B a bV (k +1) V (k)  B S (k) S (k)               (24) 
The cost function should be calculated for all the available 
voltage vectors including ST state. The combination of both 
the ac-side voltage vector and the PV voltage that minimizes 
the cost function will be applied in the next sampling cycle. 
This combination is based on the selected weighting factors, 
which requires a certain sort of tradeoff among the objectives 
since it may not be easy to determine which one is the 
optimum. 
 
2) Digital observer MPC-based MPPT on the Z-Source 
inverter: The voltage increment  in this sub-section is 
recalculated at each sampling time. According to Fig. 6, to 
define the step size in case of ZSI, the predicted average PV 
voltage pv(k+1) needs to be developed. This latter is 
calculated using the descritized equations of the converter 
during the ST state (19) and Non-ST states (20). By 
substituting (18) into (19) and (20), the average predicted PV 
voltage can be written as: 
   1 1
1
1 1
1
~
.......................... -.
2
1
.
-
.
pv C L inv ST
C L ST
Ts
V (k+1) V (k) I (k+1) I (k+1) 1 D
B C
Ts
V (k) I (k) D
C
 
     
 
     
+      (25) 
The voltage increment is defined as the difference between the 
current PV voltage and the predicted average PV voltage: 
~
. pv pvV V (k + 1) V (k) .                       (26) 
 
Fig. 10.  The overall procedure of defining  the  switching state based on the 
predicted PV voltage, and the desired power factor. 
 
The next step of DMPC-MPPT algorithm, is the calculation 
of the predicted PV voltages Vpv(k+1)1 and Vpv(k+1)2 by using 
(2). The predicted PV currents Ipv(k+1)1 and Ipv(k+1)2 can be 
calculated based on the predicted PV voltages using the DO. 
Hence, all the unknown variables of the cost function (5) are 
ready to be substituted, and the predicted PV voltage will be 
set based on the evaluated cost function as shown in Fig. 6. In 
this sub-section, it can be noted that the MPC is used only for 
tracking the MPP by defining the behavior of the PV power in 
the next sampling time Ppv(k+1). The power injection control 
is done separately by using classical methods. Fig. 10 
describes the overall procedure of defining the switching state 
based on the predicted PV voltage that needs to be applied at 
the next sampling time and the desired power factor. Where, 
DST and M are expressed as follows [54], [55]: 
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        (27) 
C. Flyback Converter 
Flyback is the third converter used in this paper as an 
example and for the evaluation of discrete MPC-MPPT. This 
latter, has been already applied on flyback converter using 
FMPC-MPPT [26], but is it has not been thoroughly 
investigated. In the next two sub-sections, both FMPC-MPPT 
and DMPC-MPPT using a flyback converter are described. 
 
1) Finite Control Set MPC-based MPPT on flyback 
converter: In a double stage grid-connected PV system, the 
tracking of the MPP is done apart by employing a dc-dc 
converter. Hence, the static cost function (1) can be used in 
this sub-section directly without any additional terms. In 
multiobjective control systems, and for more efficient refer- 
ences tracking, other works proposed the use of a dynamic 
cost function, in which the weighting factors are optimized 
 
Fig. 11.  Simplified schematic of the overall grid connected PV system 
configuration using flyback converter as an interface for tracking the MPP. 
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online [56]. Within simplicity, MPC depends on the mathe-
matical model of the variables that need to be predicted for 
each converter’s possible operation state. The following equa-
tions can be obtained by the application of Euler’s forward 
law on the dynamic model of the flyback converter (Fig. 11): 
.............. 1..
pv pv pv
C C inv
Ts
I (k + 1) I (k) V (k)
Lm ; for S
Ts
V (k + 1) V (k) I (k)
C
  
 

+
+
   (28) 
and: 
.
0
1
.... ..
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V (k + 1) V (k) I (k) I (k)
C n
       
-
+ -
   (29) 
where the relationship between the output voltage of the 
flyback converter and the PV voltage is given by: 
1
pv C
D
V (k + 1) V (k + 1)
n D



                     (30) 
Equation (28) and (29) are substituted into the cost function 
(1), and the switching action corresponding to the nearest 
predicted current/voltage to the current/voltage reference will 
be applied to the converter. A new switching state can be 
applied at every update instant and is maintained all along the 
update period. At the end of each updating period, the FMPC 
algorithm starts again, resulting in that named as receding 
horizon. 
 
2) Digital observer MPC-based MPPT on flyback converter: 
By using the predicted variables in both cases switch ON and 
switch OFF, the average predicted voltage pv(k+1) can be 
assessed. Which is deduced as function of the predicted PV 
voltage for the two operation states and the switching state at 
the current sampling cycle (31) [57] 

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+ S
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 (31) 
The predicted PV voltages Vpv(k+1)1 and Vpv(k+1)2 and the 
voltage step size can be calculated based on (2) and (26), 
repectively. The DO is used in this sub-section for the 
calculation of the predicted PV currents Ipv(k+1)1 and 
Ipv(k+1)2 corresponding to the calculated predicted PV 
voltages. The cost function (5) will be calculated based on the 
predicted PV powers Ppv(k+1)1 and Ppv(k+1)2 and the PV 
power at the current sampling instant Ppv(k). If g1 is greater 
than g2, then Vpv(k+1)1 will be chosen as the next PV voltage, 
otherwise Vpv(k+1)2 will be chosen as the next PV voltage as 
depicted in Fig. 6. And this, in order to choose the predicted 
PV voltage that leads to a greater power harvesting form the 
PV string in each sampling cycle. All it remains, is the control 
of the PV voltage on the chosen predicted PV voltage 
Vpv(k+1) by using a classical voltage regulation loop, in which 
a PI controller is employed. 
 
IV. SYSTEM DESCRIPTION  
To verify the theoretical analysis and to evaluate both FMPC-
MPPT and DMPC-MPPT methods, simulation models have 
been built with the configurations shown in Fig. 7, Fig. 8, and 
Fig. 11. These ideal simulations were validated further by an 
experimental implementation of the configuration illustrated 
in Fig. 7. 
A. Description of the Simulation-Environment  
The dynamic simulation was by using a developed 
mathematical model of the PV array and the data sheet of 
TOTAL ENERGY TE 600 PV module to emulate the 
behavior of a real PV string. To simulate the configurations in 
Fig. 7 and Fig. 11. An accurate models of the boost and 
flyback converters have been employed for withdrawing the 
maximum power from the emulated PV strings and injecting it 
to the grid through a single phase inverter and an LCL filter. 
Where the total string voltage was set to VMPP=300V and the 
power to PMPP=704W under the standard meteorological 
conditions (STC, 1000W/m2 of solar irradiance and 25℃ of 
temperature). Also, the configuration in Fig. 8 has been 
simulated, by connecting the ZSI to a PV string of VMPP=450V 
and PMPP=1350W. The MPPT used for providing the 
references in case of implementing FMPC-MPPT is P&O 
method. With a voltage increment of ΔV = 1V for the voltage 
reference and a current step size of ΔI = 0.025A for the current 
reference. The sampling time and the MPPT frequency were 
adjusted to 50µs and 40Hz, respectively.  
B. Description of the Experimental-Setup  
Fig. 12 shows the block scheme of the experimental setup, 
which considers the realization of the configuration shown in 
Fig. 7 in case of a standalone system. Where the used 
components were: an Agilent E4360A PV simulator with two 
channels, each channel provides up to 600-W power (120-V, 
5.1-A), a 400-W prototype dc-dc boost converter, which has 
been made to extract the local maximum power of a real PV 
panel, and a resistive load. The PV simulator emulates the 
uploaded I-V curve of a PV string with PMPP=122-W at 
VMPP=25-V under STC. The PV curve has been uploaded and 
updated in case of solar irradiance changes using Keysight 
commands through Matlab. The MPPT algorithms that control 
the boost have been implemented in Matlab/Simulink. Then, 
by using dSPACE real-time interface the program has been 
compiled and uploaded to dSPACE 1103 controller board. The 
MPPT used for providing the references in case of 
implementing FMPC-MPPT is P&O algorithm. The MPPT 
frequency was set to 25-Hz, with a voltage step size of ΔV = 
0.25-V for the voltage  reference and a current  step size of ΔI 
= 0.01-A for the current reference. The model of the boost 
converter used in the simulation model is designed for grid 
connected system, but the one used in the experimental setup 
is a smaller one (400-W power), with smaller inductor 
compared to the one used in the simulation model. The ideal 
operation of this boost converter is at 35kHz switching 
frequency, which corresponds approximately to 30µs 
switching/sampling period. 
 
C. Static tests according to EN 50530 standard 
The static tests were done under seven defined solar 
irradiation levels. In each level, the inverter voltage was set to 
the minimum MPP voltage (Vmin), the rated MPP voltage 
(Vrtd), and the maximum MPP voltage (Vmax). The static 
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efficiency was calculated based on these tests using the 
European weighting factors as follows [58]: 
05 10 20
30 50 100.....
0.03 0.06 0.13
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  
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         (32) 
 
As well as by California Energy Commission (CEC) 
weighting factors (33): 
10 20 30
50 75 100.....
0.04 0.05 0.12
0.21 0.53 0........ .05
CEC   
  
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       (33) 
 
Such as, 05% denotes to the efficiency of the MPPT for a PV 
string working under 5% of the solar irradiation in standard 
conditions. At each irradiation level, the efficiency was 
calculated by the following expression: 
1
1 n
pv
iav M
P T
P T


 
                       (34) 
Where Pav is the available power in the PV string, Ppv is the 
extracted power from the PV string, TM is the total 
measurement time, ΔT is the sampling period of the efficiency 
calculation loop, and n is the total number of periods. 
D. Dynamic tests according to EN 50530 standard 
The dynamic efficiency was calculated by applying to the 
emulated PV string a trapezoidal irradiation profiles executed 
in two successive tests. Very low to medium test, in a range of 
10% to 50% of the solar irradiance in STC. After a defined 
settling time, low to high irradiation test in a range of 30% to 
100% of the solar irradiance in STC as shown in Fig. 13. Each 
 
 
 
 
Fig. 12.  Global diagram of the experimental test bench, and the main control 
structure of both discrete MPC-MPPT methods using boost converter. 
 
Fig. 13.  The irradiance profiles used to calculate the dynamic efficiency of 
the MPPT, according to EN 50530 standard. The red and blue colors indicate 
to the solar irradiation ranges and slopes of very low to medium irradiance test 
and low to high solar irradiance test, respectively. 
 
test was done in several defined sequences, and in each 
sequence, the irradiation profile has been repeated several 
defined times. The slope in the very low to medium irradiance 
test was varying from 0.5W/m2/s in the first sequence (slopeL1) 
up to 50W/m2/s in the last sequence (slopeLm). Whereas the 
slope in low to high irradiance test, was varying from 
10W/m2/s in the first sequence (slopeH1) up to 100W/m2/s in 
the last sequence (slopeHm) [59]. In every separate repetition, 
the dynamic efficiency was calculated by using the following 
expression: 
,
1
1
1
. .
n
Dyn i pvn
j
av
j
P T
P T



   
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

            (35) 
Being nm the number of repetitions, the dynamic efficiency 
corresponding to EN50530 standards can be written as: 
,
1
1 m
Dyn i
n
Dyn
imn
 

                          (36) 
The aim of repeating the irradiation profiles in each 
sequence is not to estimate the average MPPT efficiency. 
These repetitions are by reason of calculating the efficiency of 
an MPPT integrated into the whole system under test [58]. 
Based on this, the simulation model was constructed to 
execute only one irradiation profile per sequence. 
E. Model parameter mismatch 
It is well known that the presence of modeling errors can 
affect MPC controllers. The mismatch between the real value 
of the parameter and the value that has been set in the 
mathematical model, causes to a deviated prediction of the 
controlled variable. This may lead to a wrong decision for the 
selection of the switching state when reaching a certain 
threshold of model parameter mismatch. This threshold varied 
according to the MPC control type and the power converter 
topology. For this purpose, we have performed several tests 
using the aforementioned converters. The values of the 
parameters were adjusted for different mismatch levels, in a 
range of -30% to +30%. Note that these tests have been 
performed under the STC. 
V. RESULTS AND DISCUSSION  
A. Simulation results  
For comparison purposes P&O also has been implemented 
on the same system and tested under  the  static and  dynamic 
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conditions. Tables III and IV show the efficiencies of P&O, 
FMPC, and DMPC calculated by using both the European and 
California´s formulas, respectively. Unlike the efficiency of 
the inverter, the efficiency of the MPPT normally is calculated 
with a resolution of two decimals [4]. It can be seen from 
these tables that the efficiencies of these methods are the same 
in some cases; extremely close in the other cases. With a 
maximum difference of 0.03%. However, in only one case 
(Euro of Z-source inverter), DMPC shows a relatively better 
efficiency with a difference of 0.06% compared to other 
methods. 
 
TABLE  III 
SIMULATION RESULTS OF THE MPPT EFFICIENCY CALCULATED USING THE 
EUROPEAN FORMULA (%) 
Power 
Converter 
 
Voltage 
 
 
P&O 
FMPC-       
MPPT 
DMPC-
MPPT 
 
 
Boost 
VMPP_min 
VMPP_rated 
VMPP_max 
   Average 
99.81 
99.95 
99.93 
99.89 
99.80 
99.97 
99.96 
99.91 
99.83 
99.98 
99.95 
99.92 
 
Z-source 
inverter 
VMPP_min 
VMPP_rated 
VMPP_max 
Average 
99.92 
99.91 
99.88 
99.90 
99.83 
99.93 
99.95 
99.90 
99.95 
99.96 
99.97 
99.96 
 
Flyback 
VMPP_min 
VMPP_rated 
VMPP_max 
Average 
99.92 
99.92 
99.89 
99.91 
99.93 
99.94 
99.91 
99.92 
99.93 
99.94 
99.92 
99.93 
 
TABLE  IV 
SIMULATION RESULTS OF THE MPPT EFFICIENCY CALCULATED USING 
CALIFORNIA´S FORMULA (%) 
 
 
 
 
 
As can be seen from Table V, there is a clear difference 
between P&O and DMPC dynamic performances. DMPC has 
a better dynamic efficiency for all the converters. The 
minimum difference is 0.65%, which correspond to the 
flyback converter. Whereas the dynamic efficiency of FMPC 
is very close to the efficiency of P&O with a maximum 
difference of 0.12%. 
The results shown in Fig. 14(a), Fig. 14(b), and Fig. 14(c) 
were obtained where the system was working with model 
parameter inaccuracy. As observed from these figures, the 
efficiency of FMPC decreases to 99.80s% when the system is 
working with ±30% model parameter mismatch. DMPC’s 
efficiency decreases to 99.90s% when it is working with ±30% 
parameter mismatch. It can be concluded that, FMPC-MPPT 
is the more influenced by the parameter mismatch. Whereas 
DMPC-MPPT shows a robustness for this test. Also, it is 
worth mentioning that the overestimation of the parameters in 
all these converters is less influencing than their 
underestimation. 
B. Experimental results 
In order to confirm the results found by the simulation 
models, experimental tests have been carried out. Table VI 
summarizes both EN 50530 static and dynamic efficiencies 
using a boost converter in case of a standalone system (see 
Fig. 12). It can be seen from this table that the static 
efficiencies of FMPC-MPPT are very close to P&O, showing 
a difference of 0.03% and 0.02% for Euro and CEC, 
respectively, which is still within the statical range between 
 
 
TABLE  V 
SIMULATION RESULTS OF THE MPPT EFFICIENCIES UNDER EN50530 
STANDARDS DYNAMIC CONDITIONS (%) AND TIME CONVERGENCE UNDER 
THE STC (S) 
Power 
Converter 
 
Voltage 
 
P&O 
FMPC-
MPPT 
DMPC-
MPPT 
 
 
Boost 
VMPP_min 
VMPP_rated 
VMPP_max 
Average 
99.87 
99.96 
99.94 
99.92 
99.87 
99.98 
99.97 
99.94 
99.91 
99.94 
99.96 
99.94 
 
Z-source 
inverter 
VMPP_min 
VMPP_rated 
VMPP_max 
Average 
99.95 
99.92 
99.90 
99.92 
99.91 
99.93 
99.96 
99.93 
99.95 
99.96 
99.96 
99.95 
       
 
Flyback 
VMPP_min 
VMPP_rated 
VMPP_max 
Average 
99.93 
99.93 
99.90 
99.92 
99.94 
99.95 
99.93 
99.94 
99.95 
99.95 
99.94 
99.95 
 
 
 
Power 
Converter 
Dyn 
 
 
 
Time Convergence 
 
P&O  FMPC-
MPPT 
DMPC-
MPPT 
 
 
P&O  FMPC-
MPPT 
DMPC-
MPPT 
 
Boost 
 
98.50 
 
98.62 
 
99.18 
   
0.42 
 
0.39 
 
0.27 
Z-source 
inverter 
 
98.11 
 
98.23 
 
99.03 
   
0.36 
 
0.31 
 
0.26 
 
Flyback 
 
98.37 
 
98.48 
 
99.02 
   
0.25 
 
0.26 
 
0.13 
 
Fig. 14.  Simulation results of FMPC-MPPT and DMPC-MPPT efficiencies under STC, and in case of model parameter mismatch using:  (a)  Boost converter “L
and C2”,  (b)  Z-source inverter “C1 and L1”,and  (c)  Flyback converter “C and Lm”. 
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two successive tests. Regarding DMPC-MPPT static 
efficiencies, they are less than P&O static efficiencies, with a 
difference of 0.05% and 0.06% for Euro and CEC, 
respectively. However, they are within the agreement of the 
outdoor results reported in [60]. 
Also, the difference between the dynamic efficiency of 
FMPC-MPPT and P&O is within the statical range between 
two successive tests. Whereas, there is a significant difference 
between the dynamic efficiency of DMPC-MPPT and the 
others. Therefore, some figures of some repetitions of these 
MPPTs working under EN50530 standard dynamic conditions 
are presented (Fig. 15 and Fig. 16). These figures are 
corresponding to repetitions from the last three sequences.  
Again, it can be seen from these figures that FMPC-MPPT 
has the same behavior as P&O, and FMPC-MPPT fails to 
pursue the MPP in the same sequences the P&O fails. Except 
in Fig. 15.(a) and Fig. 16.(b), FMPC-MPPT failed at first and 
then it converged to the MPP. DMPC-MPPT shows a better 
performance compared to FMPC-MPPT in this test. Actually, 
it did not fail for pursuing the MPP in all the sequences, 
except in the last sequence from very low to medium 
irradiance test (Fig. 15.(c)), Also it did not track the MPP well 
in the last sequence from low to high insolation test Fig. 16(c). 
In this paper, only repetitions from the last three sequences 
from EN 50530 standard dynamic conditions have been 
presented, because P&O and FMPC-MPPT start fail to pursue  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the MPP in these sequences. 
As it can be seen from Fig. 15 and Fig. 16, DMPC-MPPT 
operates with a significant oscillation under low irradiance 
levels, these oscillations are even bigger than the oscillations 
of P&O. And that justifies why the statical efficiencies of this 
method are less than the efficiencies of the other methods 
presented in Table VI. But, from Tables III and IV, the 
simulation model did not reveal these oscillations. During low 
insolation levels the fill form factor decrease, and since the 
prediction model of DMPC-MPPT is performed based on the 
PV characteristic, some measurement noise, will cause to a 
deviation of the predicted variable out of the PV characteristic. 
Fig. 17 shows the experimental results of FMPC-MPPT and 
DMPC-MPT where the system was operating under the STC 
and with model parameter misestimated. This figure shows 
that the efficiency of FMPC-MPPT decreased to 99.38% when  
 
 
TABLE  VI 
EXPERIMENTAL RESULTS OF THE MPPT EFFICIENCIES UNDER EN50530 
 STANDARDS CONDITIONS USING BOOST CONVERTER (%) 
 
 
P&O 
 
FMPC-MPPT 
 
DMPC-MPPT 
Euro 
 
99.73 
 
99.76 
 
99.68 
CEC 
 
99.85 
 
99.87 
 
99.79 
Dyn
 
98.12 
 
98.19 
 
98.57 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15.  Experimental results of P&O, FMPC-MPPT, and DMPC-MPPT,
respectively, under very low to medium irradiance EN50530 standard test
“10% - 50%”: (a) one repetition from the sequence before the last two
sequences “20W/m2/s”, (b) one repetition from the one before the last
sequence “30W/m2/s”, and (c) one repetition from the last sequence
“50W/m2/s”. 
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Fig. 16.  Experimental results of P&O, FMPC-MPPT, and DMPC-MPPT,
respectively, under low to high irradiance EN50530 standard test “30% -
100%”: (a) one repetition from the sequence before the last two sequences
“30W/m2/s”, (b) one repetition from the one before the last sequence
“50W/m2/s”, and (c) one repetition from the last sequence “100W/m2/s”. 
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the system was working with -30% model parameter 
mismatch, whereas DMPC-MPPT decreased to 99.86%. When 
the parameters of the system were overestimated by 30%, 
FMPC-MPPT exhibits a decreased efficiency of 99.50%, 
whereas DMPC-MPPT decreased to 99.87%. Also, It is worth 
noting that sensitivity to model parameter inaccuracy is 
asymmetrical. We can conclude from this figure that FMPC-
MPPT is again more influenced by the model parameter 
mismatch. And that, because FMPC-MPPT uses the model of 
the converter for the decision based on the difference between 
the references and the predicted variables, whereas DMPC-
MPPT uses the converter parameters just for the estimation of 
the shifting step size. 
Table VII shows a summarized comparison of these 
methods, in terms of computational cost, dynamic perfor-
mance, oscillation under low insolation levels, and model 
parameter dependency. During one sample period Ts, the 
measurement, algorithm execution, and actuation times added 
all together should fit in. Also, since the gating pulses used to 
control the converter are generated directly from the control 
algorithm, the sampling frequency must be greater than or 
equal to the switching frequency [24]. These two aforemen-
tioned conditions are the boundaries that should be taken into 
account when selecting the sampling frequency. The use of the 
modulation stage makes the choice of the sampling time when 
implementing DMPC more flexible. Hence, the computation 
cost is highly dependent on the switching frequency of 
 
 
the converter rather than the used approach.  
The processing time has been calculated by using dSpace 
Profiler program during the operation of the system, as can be 
seen from this table (VII), the processing time of the 
conventional P&O is less than the processing of MPC-MPPTs. 
On the other hand, the difference between FMPC and DMPC 
is only 0.35 µs. But, it can be estimated that in case of a 3-
phase converter, the difference between these two methods 
will extend, since the prediction in FMPC is going to be for 
each phase apart. It is worth noting that the below computation 
times include the full control algorithm and additional 
overhead by the dSpace system, not only the MPPT algorithm 
itself. We also expect that in case of implementation on a 
microcontroller with dedicated interrupts for the different 
control functions, differences in computational cost between 
P&O and MPC methods will increase. 
 
IV. CONCLUSION 
In FMPC-MPPT, only the behavior of the converter based 
on its mathematical model is considered for performing the 
predictions. Since the reference tracked by FMPC is generated 
by using P&O/INC algorithm, the oscillation in the output PV 
power under steady meteorological conditions will be 
inherited from P&O/INC. Also, under changing atmospheric 
conditions, the dynamic performance of FMPC-MPPT will be 
inherited from P&O as well. Hence, the application of FMPC  
on MPPT does not conquer the problems of the classical 
MPPTs. Indeed, the application of FMPC on MPPT overcome 
the drawbacks of the PI controller used in the voltage control 
loop of the MPPT (in case of voltage control). 
DMPC-MPPT is less sensitive to model parameter 
mismatch, and it has a better dynamics compared to FMPC-
MPPT during rapid environmental condition changes. 
However, during low solar irradiance levels (when the PV 
curve's knee is flatter), and  in real application, some noise 
measurement may lead to an extrapolation with a slope’s sign 
opposite to the PV curve's slope sign. Therefore, the 
prediction will be in the wrong direction. After running 
several loops under these circumstances, a relatively high 
power oscillation will be produced at the terminals of the PV 
array. 
As a general conclusion, the DMPC-MPPT method is 
advised for implementation instead of FMPC-MPPT, 
especially in sudden environmental conditions changing areas.  
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Fig. 17.  Experimental results of FMPC-MPPT and DMPC-MPPT
efficiencies under STC in case of model parameter mismatch “L and C2”. The
red dush line represents FMPC efficiencies with load value misestimated
“Rload”. 
 
TABLE  VII 
COMPARISON OF DISCRETE MODEL PREDICTIVE CONTROL BASED MPPTS  
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