Abstract. There are two ways of speeding up MCMC algorithms: (1) construct more complex samplers that use gradient and higher order information about the target and (2) design a control variate to reduce the asymptotic variance. While the efficiency of (1) as a function of dimension has been studied extensively, this paper provides the first results linking the efficiency of (2) with dimension. Specifically, we construct a control variate for a d-dimensional Random walk Metropolis chain with an IID target using the solution of the Poisson equation for the scaling limit in [RGG97] . We prove that the asymptotic variance of the corresponding estimator is bounded above by a multiple of logpdq{d over the spectral gap of the chain. The proof hinges on large deviations theory, optimal Young's inequality and Berry-Esseen type bounds. Extensions of the result to non-product targets are discussed.
Introduction
Markov Chain Monte Carlo (MCMC) methods are designed to approximate expectations of high dimensional random vectors, see e.g. [BGJM11, Tie94] . It is hence important to understand how the efficiency of MCMC algorithms scales with dimension. The optimal scaling literature, initiated by the seminal paper [RGG97] , indicates that for the high-dimensional algorithms it is the growth of the asymptotic variance with dimension that provides perhaps the most natural measure of efficiency for MCMC (see [RR01,  This paper constructs a dimension-dependent estimator (see (1) below) and proves a bound on its asymptotic variance, suggesting the order Oplogpdqq, for a RWM chain with an IID target.
The idea is to exploit the following facts: (I) the law of the diffusion scaling limit for the RWM chain (as d Ñ 8) from [RGG97] is close (in the weak sense) to that of the law of the chain itself and (II) the Poisson equation for the limiting Langevin diffusion has an explicit solution.
Following ideas from [MV16] , we construct and analyse the estimator using (I) and (II).
Specifically, let ρ be a density on R and ρ d px d q :" Here Var ρ pf q :" ρpf 2 q´ρpf q 2 and 1´λ d denotes the spectral gap of the chain X d . The inequality follows by the spectral representation of σ 2 f,d in [Gey92, KV86] . The reasoning analogous to that applied to the integrated autocorrelation time in [RR01, Sec. 2.2] can be used to argue that the spectral gap 1´λ d is of the order Op1{dq. Hence the asymptotic variance σ 2 f,d is Opdq. The Poisson equation for the Langevin diffusion arising in the scaling limit of X d in [RGG97] is a second order linear ODE with solutionf given explicitly in terms of f and the density ρ, Theorem 1 also gives the explicit dependence of the constant C on the function f .
This result suggests that to achieve the same level of accuracy as when estimating ρ d pf q by an average over an IID sample form ρ d , only Oplog dq times as many RWM samples are needed if the control variate dpP df´f q is added. This should be contrasted to Opdq (resp. Opd 1{3 q, Opd 1{4 q, Opd 1{5 q) times as many samples for the RWM (resp. MALA, Hamiltonian Monte Carlo, fast-MALA) without the control variate, see [RR01, RR98, BPR`13, DRVZ16].
The optimal scaling for the proposal variance of a d-dimensional RWM chain is Op1{dq, see [RR01] for a review and [BRS09, Thm. 4] for the proof that other scalings lead to suboptimal behaviour. To get a non-trivial scaling limit in [RGG97] , it is necessary to accelerate the chains to construct a control variate for a RWM chain from a weakly convergent sequence in [RGG97] .
Since the complexity of the RWM increases arbitrarily as dimension d Ñ 8, it is infeasible to get an arbitrary variance reduction as in [MV16] . However, heuristically, the amount of variance reduction measured by the ratio σ 2 f,d {σ 2 f,d still tends to infinity at the rate d{ logpdq. If the solution of the Poisson equation for X d and f were available, we could construct an estimator for ρ d pf q with zero variance (see e.g. [MV16] ). Put differently, in this case there would be no need for the chain to explore its state space at all. In our setting, since the jumps of We conclude the introduction with a comment on how the present paper fits into the literature. Since, as discussed above, the asymptotic variance σ 2 f,d is approximately equal to the product 2Var ρ pf q{p1´λ d q, two "orthogonal" approaches to speeding up MCMC algorithms are feasible. (a) The MCMC method itself can be modified, with the aim of increasing the spectral gap, leading to many well-known reversible samplers such as MALA and Hamiltonian Monte Carlo [DKPR87] as well as non-reversible ones [BR17, DLP16] . There is a plethora of papers (see [RR98, BPR`13, DRVZ16] and the references therein) studying the asymptotic properties of such sampling algorithms as dimension increases to infinity. (b) A control variate g, satisfying ρpgq " 0, may be added to f with the aim of reducing Var ρ pf q to Var ρ pf`gq without modifying the MCMC algorithm. A number of control variates have been proposed in the MCMC literature [AC99, PMG14, OGC17, DK12]. Thematically, the present paper fits under (b) and, to the best of our knowledge, is the first to investigate the growth of the asymptotic variance as the dimension d Ñ 8 in this context. Moreover, it is feasible that our method could be generalised to some of the algorithms under (a), see Section 3.2 below for a discussion of possible extensions.
The remainder of paper is structured as follows. Section 2 gives a detailed description of the assumptions and states the results. Section 3 illustrates algorithms based on our main result with numerical examples and discusses (without proof) potential extensions of our results for other MCMC methods, more general targets, etc. In Section 4 we prove our results. Section 5 develops the tools needed for the proofs of Section 4. Section 5 uses results from probability and analysis but is independent of all that precedes it in the paper.
Results

Let
Let S n consists of all the functions with their first n derivatives growing slower then any exponential function. More precisely, for any n P N Y t0u, define (3) S n :" nd C n pRq (resp. C 0 pRq) denotes n-times continuously differentiable (resp. continuous) functions. Our main result (Theorem 1 below) applies to the space S 1 , containing functions f for which ρpf q :" ş R f pxqρpxqdx is typically of interest in applications (e.g. polynomials). In addition, spaces in (3) are closed for solving Poisson's equation in (6), see Proposition 21 below.
Throughout the paper ρ denotes a strictly positive density on R with logpρq P S 4 and (4) lim |x|Ñ8 x |x|¨l ogpρpxqq 1 "´8, unless otherwise stated. Assumption (4) implies that the tails of ρ decay faster then any exponential, i.e. E " e sX ‰ ă 8 for any s P R for X " ρ (cf. [JH00, Sec. 4]). The assumption logpρq P S 4 prohibits ρ from decaying to quickly, e.g. proportionally to e´e |x| . Both of these assumptions serve brevity and clarity of the proofs and it is feasible they can be relaxed. Nevertheless, a large class of densities of interest satisfy these assumptions, e.g. mixtures of Gaussian densities or any density proportional to e´p pxq for a positive polynomial p. nd Φ is the distribution of N p0, 1q. Poisson's equation for U and a function f takes the form (6) Gf pxq " ρpf q´f pxq.
It is immediate that a solutionf of (6) is given by the formula (7)f pxq :"
In the remainder of the paperf denotes the particular solution in (7) of the equation in (6).
As usual, for p P r1, 8q, f : 
The proof of Theorem 1 is given in Section 4.4 below. It is based on the spectral-gap estimate of the asymptotic varianceσ 2 f,d ď 2}G df´Gf } 2 2 {p1´λ d q from [Gey92, KV86] , the uniform ergodicity of the chain X d and the following proposition.
Proposition 2. There exists a constant C 2 such that for every f P S 3 and all d P Nzt1u we have: (6) is preserved it is possible to define an estimator like the one in (1) and it seems feasible that a version of Theorem 3 can be established in this context using methods analogous to the ones in this paper.
IID target in the transient phase for the RWM chain.
Theorem 1 is a result only about the stationary behaviour of the chain. As in practice MCMC chains are typically started away from stationarity it is important to understand the transient behaviour. In [JLM15] it is shown that the scaling limit described in Section 2 above has mean-field behaviour of the McKean type, i.e. the limiting process is a continuous semimartingale with characteristics that at time t depend on the law of the process at t. This suggests that an appropriately chosen time-dependent function f in the estimator in (1) could further reduce the constant in the bound of Theorem 1.
3.1.3. General product target density. The class of target distributions considered in [Béd07, BR08] , preserves the independence (i.e. product) structure but allows for a different, dimension dependent, scaling of each of the components of the target law. If the proposal variances appropriately reflect the scaling in the target, each component in the infinite dimensional limit is a Langevin diffusion. Again, as in Section 3.1.1 above, the estimator in (1) can be applied directly and an extension of Theorem 1 to this setting appears feasible. 
, is then a linear combination of the control variates for the means in eigen-directions. Specifically,f : R d Ñ R in the estimator analogous to the one in (1) (see the numerical example for h " 0 in Section 3.2.2) takes the form
Note thatf does not depend on the mean of the target, a special feature of the Gaussian setting. Understanding in which settings does it lead to significant variance reduction is another relevant and important question.
Numerical examples.
The basic message of the present paper is that the process in the scaling limit of an MCMC algorithm contains useful information that can be utilised to achieve significant savings in high dimensions.
In both examples presented below the problem is to estimate the mean of the first coordinate
A run of T steps of a well-tuned RWM algorithm with kernel P d , defined in the beginning of Section 2, started in stationarity, produces a RWM sample tX d n u n"1,2,¨¨¨T and an estimateρ d pf q :"
Takef to be the associated solution of the Poisson equation, that we obtain numerically in the first example 3.2.1 and using formula (8) in the second example 3.2.2. In both cases we estimate the required unknown quantities (ρ d pf q and Σ) from the sample tX d n u n"1,2,¨¨¨T . Using the same sample, defineρ d pf q :"
Since the function P df´f is not accessible in closed form, for every n ď T we use IID Monte Carlo to estimate
This estimation step can be parallelised (i.e. run on n M C cores simultaneously).
We measure the variance reduction due to the post processing above by comparing the mean square errors ofρ d pf q andρ d pf q as estimators of ρ d pf q over n R independent runs of the RWM chain,
VRpρ, f q :"
where pρ d pfk and pρ d pfk are the averages in the k-th run of the chain. Heuristically, this means the estimatorρ d pf q of ρ d pf q based on T sample points is as good as estimatorρ d pf q based on VRpρ, f q¨T sample points.
Multi-modal product target.
To verify that what theory predicts also happens in practice we first present an example of an IID target with each coordinate a bimodal mixture of two Gaussian densities. Given the results in Table 1 , we wish to highlight the robustness of the method with respect to numerically estimatingf and pP df´f qpX d n q for each n ď T . Let ρ be a mixture of two normal densities N pµ 1 , σ 2 1 q and N pµ 2 , σ 2 2 q, with the first arising in the mixture with probability 2{5 and µ 1 "´3, µ 2 " 4 and σ 1 " σ 2 " 7{4. The potential of the density ρ has two wells and is in a well know class arising in models of molecular dynamics, see Table 1 . All the entries were computed using n R " 500 independent runs of length T " 2¨10 5 .
To numerically solve the Poisson equation in (6), substitute the derivatives of f and logpρq with symmetric finite differences and use the estimateρpf q for ρpf q. Recall that the standard deviation of the proposal in our RWM algorithm is l{ ? d. The solver uses a grid of hundred points equally spaced in the interval X d n,1 is the first coordinate of the n-th sample point. We use the Moore-Penrose pseudoinverse as the linear system is not of full rank. Finally, we takef to be the linear interpolation of the solution on the grid. Note that this is a crude approximation of the solution of (6), which does not exploit analytical properties of either f or ρ.
The results in Table 1 contain a lot of noise due to numerically solving the ODE, using an approximationρ d pf q for ρ d pf q and using IID Monte Carlo to estimateρ d pf q. It is interesting to note, that despite these additional sources of error, the variance reduction is considerable and behaves as the theoretical results predict. The estimatorρ d pf q improves with dimension, and with n M C . Increasing n M C , however, has diminishing effect which is particularly clear in the case d " 5. Due to the asymptotic nature of our result we can only expect limited gain for any fixed d, even if P df´f could be evaluated exactly (corresponding to n M C " 8).
Bi-modal non-product target.
Can the theoretical findings of this paper help us construct control variates in more realistic cases with non-product target densities? It is unreasonable to expect a simple general answer to this question. A more realistic approach for future work seems to be trying to establish specific forms of control variates that work well for classes of targets of certain type. We briefly explore one such instance in this section. Sections 3.1.4 and 3.1.5 as well as the results in Table 2 suggest we can construct useful control variates when the target is close to a Gaussian.
Let µ d,h be a d-dimensional vector with entries ph{2, 0, . . . , 0q for h ě 0 and let Σ pdq be a dˆd covariance matrix with the largest eigenvalue equal to λ " 25 with the corresponding eigenvector being p1, 1 . . . 1q and all other eigenvalues being equal to one. Take Π d,h to be the mixture of two d-dimensional normal densities N p´µ d,h , Σ pdand N pµ d,h , Σ pdq q, both arising in the mixture with probability 1{2.
We wish to estimate the mean of the first coordinate Π d,h pf q " 0 (for f px d q " x d 1 ). To produce a control variate we simply pretend, that we are dealing with a Gaussian target instead
n q, according to variance reduction (9). Table 2 shows the results across a range of dimensions d and distances between modes h, which measures the 'non-Gaussianity' of the target. Note that when h " 0 the target is Gaussian N p0, Σ pdwhich we include to demonstrate the validity of control variate (8) for Gaussian targets. All the entries were calculated using n R " 500 independent runs of length T " 2¨10 5
and n M C " 50 IID Monte Carlo steps for computing P df´f at each time step. The quality of results decays with dimension because the proposal is scaled as 1{d in each coordinate. This results in the first coordinate mixing slower and for h ‰ 0 also being less able to cross between modes, hence our estimateΣ Π d,h of the covariance becomes worse as we are working with fixed RWM sample length T . When h " 10 (and some cases of h " 8) it is unlikely that the RWM sample will reach the other mode at all which results in no gain from the method.
If we use the true covariance Σ Π d,h of the target in the control variate (8), instead of learning it from the sampleΣ Π d,h , the corresponding results for d " 50 are presented in Table 3 . Table 3 . Variance reduction for dimension d " 50 and different distances between modes h using the true covariance of the target.
Unsurprisingly the estimatorΠ d,h pf q does not perform well when the distance between modes h is large. Interestingly though, the method does offer considerable gain in cases h " 2 and h " 4, even a noticeable gain in h " 6. For h " 4 and h " 6 the target is already clearly bimodal and different from the Gaussian, the RWM sample stays in the same mode for hundreds, respectively thousands of time-steps at a time.
Proofs
Throughout this section we assume the sluggish sequence a " ta d u dPN is given and fixed and, as mentioned above, the density ρ satisfies logpρq P S 4 and has sub-exponential tails (4). A :" tx P R; | logpρq 2 pxq| ă plogpρq 1 pxqq 2 , 1{c A ă | logpρq 1 pxq| ă c A u, satisfies ρpAq ą 0.
Let A satisfy the conclusion of Proposition 4 and recall the notation ρpf q " ş R f pxqρpxqdx for any appropriate function f : R Ñ R. Recall J " ρppplog ρq 1 q 2 q "´ρpplog ρq 2 q, where the equality follows from assumptions logpρq P S 4 and (4). Define the sets A d as follows. 
Remark 2. The precise form of the constants in Definition 2 is chosen purely for convenience.
It is important that ş R e |x| ρpxqdx ă 8 by (4), ρpAq ą 0 by Proposition 4 and that the constants in (12)-(13) are in p0, 8q. Moreover, for any x d P A d there are no restrictions on its first coordinate x d 1 and the sets A d are typical in the following sense.
Using the theory of large deviations and classical inequalities, the proof of the proposition bounds the probabilities of sets where each of the above four assumptions in Definition 2 fails (see Sections 4.2 and 5.2 below for details).
Pick any f P S 3 and express the generator G d , defined in (2), as follows:
where E Y d´r¨s is the expectation with respect to all the coordinates of the proposal
except the first one (identify f P L 1 pρq with f P L 1 pρ d q by ignoring the last d´1 coordinates).
The strategy of the proof of Theorem 3 is to define a sequence of operators, "connecting" G d
and G, such that each approximation can be controlled for f P S 3 and
where for any y P R,
and for any px, yq P R 2 we define
In (16), the set A satisfies the conclusion of Proposition 4 and the coefficient before py´xq 3 is chosen so that it is uniformly bounded for all x P R. This property plays an important role in proving that we have uniform control over the supremum norms of certain densities, cf.
Lemmas 10 and 11 below. We can now prove the following.
Proposition 6. There exists a constant C, such that for every f P S 3 and all d P N we have:ˇˇG
The proof of Proposition 6 relies only on the elementary bounds from Section 5.1 below. The idea is to use the Taylor series of logpρqpY i q around x d i for every i P t1, . . . , du and then prove that modifying terms of order higher then two if i P t2, . . . , du (resp. one if i " 1) is inconsequential.
Define the operatorĜ d f px d q for any f P S 3 and
ı .
We can now prove the following fact.
Proposition 7. There exists a constant C, such that for every f P S 3 , and all d P N we have:ˇˇĜ
Note that, if we freeze the coordinates Introduce the following normal random variable with mean µ N px d q "
Define the operatorG d f px d q for f P S 3 and x d P R d by:
Proposition 8. There exists a constant C, such that for every f P S 3 and all d P N we have:ˇˇG
First we show that |E Y d´r1^e 
. Using these formulae, Proposition 9, which implies Theorem 3, can be deduced from assumptions (12)-(13).
Proposition 9. There exists a constant C, such that for every f P S 3 and all d P N we have:ˇˇG Assume thatÃ " H, i.e. |u 1 | ě u 2 on R, where u :" logpρq 1 . Since ρ satisfies (4), there exists x 0 ă 0 and C ą 0 such that u ą C on the interval p´8, x 0 q. Moreover, since |u 1 | ě u 2 ą C 2 ą 0, u 1 has no zeros on p´8, x 0 q and satisfies either u 1 ě u 2 or´u 1 ě u 2 on the half-infinite interval.
Since p1{uq 1 "´u 1 {u 2 , integrating the inequalities´u 1 {u 2 ď´1 or´u 1 {u 2 ě 1 from any x P p´8, x 0 q to x 0 , we get 1{upx 0 q`x 0´x ď 1{upxq and 1{upx 0 q`x´x 0 ě 1{upxq. Since by assumption it holds 0 ă 1{u ă 1{C on p´8, x 0 q, we get a contradiction in both cases. 
Proof of Proposition
5. Let B d 1 , B d 2 , B d 3 and B d 4 be the subsets of R d where assumptions (10), (11), (12) and (13) are not satisfied, respectively. Note that R d zA d " B d 1 Y B d 2 Y B d 3 Y B d 4 . Recall that by (4), the L'Hospital's rule implies lim |x|Ñ8 log ρpxq x Ñ´8 and hence ρpe s|x| q ă 8 for any s ą 0. Since ta d u dPN is sluggish, there exists n P N such that a d ď ? n log d for all d P N. Then, by Proposition 26 applied to functions x Þ Ñ pe |x|´ρ pe |x| qq{ρpe |x| q and x Þ Ñ 2pρpAq´1 A pxqq{ρpAq, respectively, there exist constants c 1 1 , c 1 2 such that the inequalities ρpB d 1 q ď c 1 1 d´n ď c 1 1 e´a 2 d and ρpB d 2 q ď c 1 2 d´n ď c 1 2 e´a 2 d hold for all d P N. Likewise, there exist constants c 1 3 , c 1 4 such that ρpB d 3 q ď c 1 3 e´a 2 d and ρpB d 4 q ď c 1 4 e´a 2 d . This follows by Proposition 24, applied to the sequence ta d u dPN and functions g 3 pxq :" plogpρq 1 pxqq 2J (with t :" a 3ρpg 2 3 q) and g 4 pxq :" logpρq 2 pxq`J (with t :" a 3ρpg 2 4 q), respectively. HenceρpR d zA d q ď ρpB d 1 q`ρpB d 2 q`ρpB d 3 q`ρpB d 4 q ď c 1 e´a 2 d for c 1 :" maxtc 1 1 , c 1 2 , c 1 3 , c 1 4 u.
Proof of Proposition 6. Pick an arbitrary x
Since |1^e x´1^ey | ď |x´y| for all x, y P R, for every realization
Here
i is normal N p0, l 2 {dq, for some constant l ą 0, and logpρq P S 4 . Hence we may apply Proposition 23 to the function x Þ Ñ logpρq 3 pxq´2plogpρq 1 pxqq 3 1 A pxq to get
for some constant C 1 ą 0, independent of x d . Since
the assumption in (10) yields T d 1 px d q ď C 1 l 3 p2ρpe |x|1{2 {d. Similarly, we apply Proposition 22 (with f " log ρ, n " k " 4, m " 1, s " 1 and σ 2 " l 2 {d) and assumption (10) to get
for some constant C 2 ą 0 and all x d P A d . Recall f P S 3 and letW d 1 be as in Proposition 22, satisfying
The bound in (20), Taylor's theorem applied to f and Cauchy's inequality yield:ˇˇG
The last inequality follows by three applications of Proposition 22, whereC ą 0 is a constant that does not depend on f or x d P A d . This concludes the proof of the proposition.
Before tackling the proof of Proposition 7, we need the following three lemmas. Recall that Kpx, Y q is defined in (16) and the set A satisfies the conclusion of Proposition 4.
Lemma 10. Pick x P A and let Y " N px, l 2 {dq for some constant l ą 0. where the second inequality holds since |logpρq 2 pxq| ă plogpρq 1 pxqq 2 and the third follows from inf zPR t1´|z|`z 2 u " 3{4 and |logpρq 1 pxq| ą 1{c A . The lemma now follows by Proposition 29.
Recall that the proposal is normal
Lemma 11. For any
Proof. 
By 2 βpx d , yqˇˇďˇˇlogpρq 1 px d 1 qˇˇ2 pC K`1 q for all y P R and constant C K from Lemma 11.
Proof. (i) and (ii) follow from the definition in (15). Since x Þ Ñ 1^e x is Lipschitz (with Lipschitz constant 1) on R, the family of functions tx Þ Ñ p1^e x`h´1^ex q{h; h P Rzt0uu is bounded by one and converges pointwise to 1 txă0u e x for all x P Rzt0u, as h Ñ 0. Hence the DCT implies that B By βpx d , yq exists and can be expressed as
implying (iii) and (iv). Let Φ d K denote the distribution of By 2 βpx d , yq also exists and takes the form:
Part (v) follows from this representation of
By 2 βpx d , yq and Lemma 11.
Proof of Proposition 7.
Fix an arbitrary x d P A d . Let Z 1 , W 1 be random variables, as in Proposition 22, that satisfy
Then, by the definition ofG d f px d q in (14) and the fact Y d 1´x d
1 " N p0, l 2 {dq, we find
ff . 
By parts (ii) and (iv) in Lemma 12 and the definition ofĜ
Proposition 22 yields
e |x d 1 | as logpρq P S 4 and f P S 3 . Hence
d´1 {2 for some C 1 ą 0. Similarly, it follows that the second and third expectations above decay as d´1 and d´3 {2 , respectively. This concludes the proof of the proposition. 
Proof. The difference in question is smaller than the sum of the following two terms:
Note that X i :" pY d 
ď C 2 d´1 for some constants C 1 , C 2 ą 0 and all d P N.
Lemma 14. There exist constants c 1 , c 1 1 ą 0, such that for any d P N, i P t2,¨¨¨, du,
where 
Moreover, the constants C 1 and C 2 do not depend on the choice of x P A.
Proof. By definition of A in Proposition 4 we have |logpρq 1 pxq| ď c A and |logpρq 2 pxq| ď c 2 A for x P A. By (16), µ K " l 2 2d logpρq 2 pxq and (a) follows. Recall E Y rpY´xq n s is either zero (if n is odd) or of order d´n {2 (if n is even) and E Y rpY´xq 2 s " l 2 {d. Hence the definition of K in (16), the fact x P A and part (a) imply the inequality in part (b). For part (c), note that an analogous argument yields E Y " pKpx, Y q´µ K q 6 ‰ ď C 1 d´3 for some constant C 1 ą 0. Cauchy's inequality concludes the proof of the lemma.
Lemma 16. Let assumptions of Lemma 15 hold and denote by ϕ the characteristic function of
Kpx, Y q. There exist positive constants c 2 and c 1 2 , such that the following holds for all x P A:
2d logpρq 2 pxq. By Lemma 31 we have
By Lemma 15(b) we have |σ 2 K´l 2 logpρq 1 pxq 2 {d| ď C 1 d´2. Hence σ 2 K ď d´1{ a c 1 2 , where c 1 2 :" 1{pl 2 c 2 A`C 1 q 2 , and σ 4 K ď C 1 1 d´2 for some C 1 1 ą 0. This, together with Lemma 15(c), implies that there exists a constant c 2 ą 0, such that the inequality in (24) follows from (25) for all |t| ď c 1 2 d 1{2 ď 1{σ K and x P A.
Lemma 17. For any d P N and
Proof. Let ϕ K and ϕ N be the CFs of
By assumption (12), there exists 
where
Since the left-hand side of the inequality in the lemma is bounded above by 1, the inequality holds for all d P N if we define
Proof of Proposition 8. Since |1^e y´1^ex | ď |x´y| for all x, y P R, by Lemma 13 we havěˇˇE
for some constant C 1 ą 0 and all d P N. Recall e x 1 txă0u " 1^e x´1`1 txď0u for all x P Rzt0u. Hence Lemmas 13 and 17 yielďˇˇE
for some C 2 ą 0 and all d P N. The proposition follows.
Proof of Proposition 9. For any
where Φ is the distribution of a standard normal random variable. Note first that it is sufficient to prove the inequality in the proposition for all d ą d 0 for some d 0 P N, since the expectations above are bounded by 1 and we can hence increase the constant C so that the first d 0 inequalities are also satisfied.
Recall the formulas for µ N px d q and σ 2 N px d q from (18). By assumptions (12) and (13) 
on r´cS a , cS a s with constant e cSa . Consequentlyˇˇe
By assumption (12), for all large d P N and all
since the function x Þ Ñ ? x is Lipschitz with constant c 1 :
d, where constant c 2 ą 0 exists by (12). 
holds for all large d and all
for some C 1 2 ą 0 all large d and all x d P A d , and the proposition follows.
4.3. Proof of Proposition 2. We will now prove the following result.
Proposition 18. Let a " ta d u dPN be a sluggish sequence and p P r1, 8q. There exists a constant C 4 (depending on a and p) such that for every f P S 3 and all d P N we have:
In the case p " 2, define a d :" a 2 logpdq for d P Nzt1u and note that Proposition 2 then follows as a special case of Proposition 18.
Lemma 19. There exists a constant C such that for all f P S 3 and all d P N we have:
Assumption (4) implies that the expression x{|x|¨logpρq 1 pxq is bounded above and takes arbitrarily large negative values as |x| Ñ 8. This yields (29), since |x d | Ñ 8 implies that |x d i | Ñ 8 holds for at least one i P t1, . . . , du.
Condition (30) states that the acceptance probability in the RWM chain is bounded away from zero sufficiently far from the origin. To prove this, recall that Y d " N px d , l 2 {d¨I d q and define the set
where we interpret .
We now prove that the ratio ρpy Moreover the following holds Proposition 21. If a strictly positive ρ satisfies (4) and logpρq P S nρ and f P S n f for some integers n ρ , n f P N Y t0u, then the functionf , defined in (7), satisfiesf P S minpn f`2 ,nρ`1q .
Proof. Clearly, if f P C n f and ρ P C nρ and if ρ is strictly positive, thenf P C minpn f`2 ,nρ`1q . Pick ρpf q´f pxq se sx`esx plogpρqq 1 pxq .
The last limit is zero by (4). An analogous argument shows lim xÑ´8f pxq{e s|x| " 0. Hence }f } 8,s ă 8 holds for all s ą 0. Since hplqf 1 pxq{2 "´ş x 8 ρpyqpρpf q´f pyqqdy¯{ρpxq, this argument implies that }f 1 } 8,s ă 8 holds for all s ą 0. Hencef P S 1 .
Proceed by induction: assume that for all k ď n (where 1 ď n ă minpn f`2 , n ρ`1 q) we have }f pkq } 8,s ă 8 for any s ą 0. Pick an arbitrary u ą 0. By differentiating (6) we obtain
k˙p logpρqq pk`1qf pn´kq`2 hplq pρpf q´f q pn´1q .
Since n ď minpn ρ , n f`1 q, the induction hypothesis implies }f pkq } 8,u{2 ă 8 for all 1 ď k ď n.
By assumption we have }f pn´1q } 8,u ă 8 and }plogpρqq pkq } 8,u{2 ă 8 for all 1 ď k ď n. Hence }f pn`1q } 8,u ă 8 holds for an arbitrary u ą 0 and the proposition follows.
Proof of Theorem 1. By Lemma 20, the RWM chain X d with the transition kernel P d is Vuniformly ergodic with V " ρ´1 
where Λ d Ă r´λ d , λ d s denotes the spectrum of the self-adjoint operator P d acting on the Hilbert space tg P L 2 pρ d q : ρ d pgq " 0u. By the definition of the spectral measure E d pdλq we obtain We can bound
Finally, the result follows by Proposition 2.
Technical results
The results in Section 5 use the ideas of Berry-Esseen theory and large deviations as well as the optimal Young inequality, and do not depend on anything in this paper that precedes them.
5.1. Bounds on the expectations of test functions. We start with elementary observations.
Remark 6. Recall that S n , n P N Y t0u, is defined in (3). The following statements hold.
(a) If n ď m, then S m Ă S n .
(b) For n P N, f P S n if and only if f 1 P S n´1 .
(c) If f P S n and g P S m then f`g, f g P S minpn,mq .
Proposition 22. Pick an arbitrary n P N. Assume f P S n , k ď n, x P R and Y " N px, σ 2 q.
Then there exists measurable Z satisfying f pkq pZqpY´xq k {k! " f pY q´ř k´1 i"0 f piq pxqpY´xq i {i! and |Z´x| ă |Y´x|. Furthermore there exists a constant C ą 0 (depending on n) such that, for any m P N and s ą 0 we have
Proof. A random variable Z, defined via the integral form of the remainder in Taylor's theorem, lies a.s. between Y and x, implying |Z´x| ă |Y´x|. Cauchy's inequality yields
Since f P S n Ă S k , we have sup xPRˇf pkq pxqˇˇ2 m e´2 s|x| " }f pkq } 2m 8,s{m ă 8. As Y " N px, σ 2 q, the 
Remark 7. Note that the assumptions of Proposition 23 imply that, if X is a non-zero random variable, then n P N has to be odd.
Proof. By Jensen's inequality, the fact that ErXs " 0 and the assumption on f we get
5.2. Deviations of the sums of IID random variables.
Proposition 24. Let f P S 0 be such that ρpf q " 0 and let a " ta d u dPN be a sluggish sequence.
If the random vector pX 1,d , . . . , X d,d q follows the density ρ d for all d P N, then for every t ą 0 the following inequality holds for all but finitely many d P N: 
Proof. The moderate deviations results [EL03, Thm 2.2, Lem. 2.5, Rem. 2.6] yield a sufficient condition for the above inequality. More precisely, for X " ρ, we need to establish:
Fix an arbitrary m P N. Since f P S 0 , we have |f pxq| ď }f } 8,1{m e |x|{m for every x P R.
Consequently, for all large d, we get
for all large d P N. Since m was arbitrary, (33) follows.
Proof of Proposition 24. Note that the proposition holds if ρpf 2 q " 0. Assume now ρpf 2 q ą 0 and fix an arbitrary t ą 0. Note that since ta d u dPN is sluggish, so is ta
a d{pd`1q. Apply Lemma 25 to F " Rzp´t, tq and ta 1 d u dPN to get the following inequality
or all large enough d P N. Since 3pa 1 d´1 q 2 {4 ě 2a 2 d {3 for all but finitely many d P N, the right-hand side in (34) is bounded above by expp´pa d q 2 t 2 {p3ρpf 2. Recall
Hence the left-hand side in inequality (34)
ds and the proposition follows.
The next result is based on a combinatorial argument. A special case of Proposition 26 was used in [RGG97] .
Proposition 26. Let n P N and a measurable f : R Ñ R satisfy ρpf q " 0 and ρpf 2n q ă 8. If
Remark 9. The constant C in Proposition 26 may depend on n P N and the function f .
Proof. Fix n P N and let N 0 :" N Y t0u. Markov's inequality and the Multinomial theorem yield:
where last equality holds, because the expectation of any summand of the form ś d i"2 f pX i,d q k i is zero if any of the indices k i " 1 since ρ d has a product structure and ρpf q " 0. By Jensen's inequality,
2n " ρpf 2n q, and hence
where |N d | stands for the cardinality of the set
Inequality (35) and the next Claim prove the proposition.
Proof of Claim. Consider a function ζ :
2 uq, that rounds each entry down to the nearest even number. Every element in the image ζpN d q is a pd´1q-tuple of non-negative even integers with sum at most 2n. Recall the number of k-combinations with repetition, chosen from a set of d´1 objects, equals`k`d´2 k˘. There exists
Note that the pre-image of a singleton under ζ contains at most 2 n elements (i.e. pd´1q-tuples) of N d . Indeed, by the definition of N d , at most n coordinates of an element are not zero and each can either reduce by one or stay the same. Hence, for C 1 :" C 2 2 n , we have
5.3. Bounds on the densities of certain random variables. The key step in the proof of Proposition 27 below is the optimal Young's inequality: for p, q ě 1 and r P r1, 8s, such that 1{p`1{q " 1`1{r, and functions f P L p pRq and g P L q pRq, their convolution f˚g satisfies the inequality (36) }f˚g} r ď C p C q C r }f } p }g} q , where C s :"
s 11{s 1 , if s P p1, 8q and 1{s`1{s 1 " 1, 1, if s P t1, 8u. Proof of Proposition 27. Since random variables X i are independent, the density of their sum is a convolution of the respective densities, Q d "˚d i"1 q i . For all i and each t ą 1 we have
Moreover, the following inequality holds for every k ď d´1:
We prove (37) by induction on k. For k " 1, note that d and Since pd{pd´1qq´1`pd{pk`1qq´1 " 1`pd{kq´1, the inequality in (36) implies
. This inequality and the induction hypothesis (i.e. (37) for k) implies (37) for k`1.
Since q 1 is a density, we have }q i } 1 " 1. Proof. The set B :" p`pp 1 q´1 pt0uq˘has finitely many points. Moreover, p is locally invertible on
RzB by the inverse function theorem and the inverses are differentiable. Hence, for any x R B, the set p´1 pp´8, xsq is a disjoint union of intervals with boundaries that depend smoothly on
x. Since PrppXq ď xs " PrX P p´1 pp´8, xsqs, the proposition follows.
Proposition 29. Let N " N pµ, σ 2 q be a normal random variable and p a polynomial satisfying inf xPR |p 1 pxq| ě c p for some constant c p ą 0. Then the random variable ppN q has a probability density function q ppN q , which satisfies }q ppN q } 8 ď pc p σ ? 2πq´1.
Proof. Obviously, p is strictly monotonic and thus a bijection. Moreover, the distribution Φ ppN q p¨q of ppN q takes the form P " N ď p´1p¨q ‰ or P " N ą p´1p¨q ‰ . Hence, for any x P R, the density q ppN q of ppN q satisfies q ppN q pxq " q N`p´1 pxq˘ˇˇ`p´1˘1 pxqˇˇ" q N`p´1 pxq˘{ˇˇp 1`p´1 pxq˘ˇˇď 1{pc p σ ? 2πq, as the density of N , q N , is bounded above by pσ ? 2πq´1.
5.4. CFs and distributions of near normal random variables. Note that, for any z P C, it holds |e z´1 | ď |z|e |z| . For z :" logpϕ X ptq{ϕ N ptqq, this implies |ϕ X ptq´ϕ N ptq| ď |ϕ N ptq|| log ϕ X ptq´log ϕ N ptq| expp| log ϕ X ptq´log ϕ N ptq|q @t P R. 
