Surles and Padgett recently introduced two-parameter Burr Type X distribution, which can also be described as the generalized Rayleigh distribution. It is observed that the generalized Rayleigh and log-normal distributions have many common properties and both the distributions can be used quite effectively to analyze skewed data set. For a given data set the problem of selecting either generalized Rayleigh or log-normal distribution is discussed in this paper. The ratio of maximized likelihood is used in discriminating between the two distributing functions. Asymptotic distributions of the ratio of the maximized likelihoods under null hypotheses are obtained and they are used to determine the minimum sample size required in discriminating between these two families of distributions for a used specified probability of correct selection and the tolerance limit.
Introduction
Recently, Surles and Padgett [6] introduced the two-parameter Burr Type X distribution and correctly named as the generalized Rayleigh (GR) distribution. The two-parameter GR distribution for α > 0 and λ > 0 has the distribution function F GR (x; α, λ) = 1 − e −(λx) 2 α ; for x > 0,
and the density function f GR (x; α, λ) = 2αλ 2 xe −(λx) 2 1 − e −(λx) 2 α−1 ; for x > 0.
Here α and λ are the shape and scale parameters respectively. From now on the the generalized Rayleigh distribution with the shape parameter α and scale parameter λ will be denoted by GR(α, λ). The shapes of the density functions or hazard functions do not depend on λ, they only depend on α. It is known that for α ≤ 1 2 , the density function is strictly decreasing and for α > 1 2 , it is unimodal. It is also observed that the hazard function of a GR distribution can be either bathtub type or an increasing function depending on the shape parameter α. For α ≤ 1 2 , the hazard function of GR(α, λ) is inverted bathtub type and for α > 1 2 , it has an increasing hazard function.
It is known that the GR density functions are always right skewed and they can be used quite effectively to analyze skewed data set. Among several other distributions two parameter log-normal distribution is also used quite effectively to analyze skewed data set.
Log-normal density function is always unimodal and it has the inverted bathtub type hazard function. Shapes of the different log-normal density functions can be found in Johnson, Kotz and Balakrishnan [3] . At least for certain ranges of the parameters, shapes of these Although, these two models may provide similar data fit for moderate sample sizes, it is still desirable to choose the correct or nearly correct order model, since the inferences based on a particular model will often involve tail probabilities, where effect of model assumptions will be more crucial. Therefore, even if large sample sizes are not available, it is still very important to make the best possible decision based on the given observation.
In this paper we use the ratio of the maximized likelihoods (RML) in discriminating between the GR and log-normal distributions. Using the basic ideas of White [7, 8] and following similar steps as of Gupta and Kundu [2] , the asymptotic distribution of RML has been obtained. It is observed by extensive Monte Carlo simulations that the asymptotic distributions work quite well in discriminating between the two distribution functions, even when the sample size is not very large. Based on the asymptotic distributions and the distance between the two distribution functions, we obtain the minimum sample size required to discriminate between the two distribution functions as a user specified protection level.
The rest of the paper is organized as follows. In Section 2, we obtain the RML of the two distribution functions. The asymptotic distributions of the logarithm of RML are provided in Section 3. The minimum sample size required to discriminate between the two distribution functions at a user specified probability of correct selection and a tolerance level are presented in Section 4. Numerical results based on Monte Carlo simulations are presented in Section 5. For illustrative purposes, one data analysis is performed and presented in Section 6 and finally the conclusions appear in Section 7.
Ratio of the Maximized Likelihoods
Suppose X 1 , . . . , X n are independent and identically distributed (i.i.d.) random variables from any of the two distribution functions. The density function of a GR random variable with shape parameter α and scale parameter λ is provided in (2) . The density function of a log-normal random variable with scale parameter β and shape parameter σ > 0 is as follows;
A GR distribution with shape parameter α and scale parameter λ will be denoted by GR(α, λ). Similarly, a log-normal distribution with shape parameter σ and scale parameter β will be denoted by LN (σ, β).
Suppose, the data come from GR(α, λ), then the log-likelihood function of the observed data is
Similarly, if the data are coming from the log-normal distribution, the likelihood function becomes;
In this case RML can be defined as follows;
where (α,λ) and (σ,β) are the maximum likelihood estimators of (α, λ) and (σ, β) respec-
n . Moreover,α has the following expression in
For log-normal distribution,σ andβ have the explicit expressions as follows;
The following simple discrimination procedure can be used to discriminate between the two distribution functions. For a given data set if T > 0, then choose GR distribution as the preferred model, otherwise choose the log-normal distribution. Note that this discrimination procedure is intuitively very appealing provided we do not have any preference over any model.
Comments: Suppose the data come from GR(α, λ) distribution. In this case the distribution of λX i is independent of λ. It is also known (see Bain and Engelhardt [1] ) that since λ is the scale parameter,λ λ is independent of λ. Since the distribution of
is independent of λ, therefore, the distribution ofσ is independent of λ. It implies, the distribution of T is independent of λ. Similarly, when the data come from LN (σ, β), then the distribution of T is independent of β.
Asymptotic Properties of the Logarithm of RML
In this section, we derive the asymptotic distribution of the logarithm of RML when the data come from (a) GR distribution or (b) Log-normal distribution. We will be using the following notations/abbreviations for the rest of the paper. For any Borel measurable func-
) denote the mean, variance of g(U ) respectively and cov GR (g(U ), h(U )) denotes the covariance between g(U ) and h(U ) under the assumption
and cov LN (g(U ), h(U )) are also defined. We also abbreviate almost surely by a.s..
Suppose the data come from GR(α, λ) then along the same line as Gupta and Kundu [2] , it can be shown that as n → ∞,
, where
(ii)σ 2 →σ 2 , a.s.,β →β a.s., wherẽ
(iii) T is asymptotically normally distributed with mean E GR (T ) and variance V GR (T ).
Now we provide the expressions for E GR (T ) and V GR (T ), as they will be useful. Note that
and lim n→∞ V GR (T ) n exist and we denote them as AM GR (α) and AV GR (α)
respectively. Therefore, for large n
Now let us consider the case when the data come from LN (σ, β). In this case again along the same line as Gupta and Kundu [2] , it can be shown that as n → ∞.
(i)σ → σ a.s,β → β a.s., where
(ii)α → α a.s,λ → λ a.s., where
(iii) T is asymptotically normally distributed with mean E LN (T ) and variance V LN (T ).
Now we discuss how to obtainα andλ. Let us define
where
Therefore,α andλ can be obtained as solutions of
here U 2 (a, b) is the derivative U (a, b) with respect to b. From (10), it is clear (βλ) is a function ofα and σ only. From (11) it follows thatα is a function σ only, therefore, (βλ) is a function of σ only.
Now we provide the expression for E LN (T ) and V LN (T ). Since lim n→∞
exist, we denote them as AM LN (σ) and AV LN (σ) respectively. Therefore, for large n, Also
Note thatα,λ, AM LN (σ), AV LN (σ),β,σ, AM GR (α) and AV GR (α) are quite difficult to compute numerically. We present them in Tables 1 and 2 for convenience.
Determination Of Sample Size:
We propose a method to determine the minimum sample size required to discriminate between the log-normal and GR distributions, for a given user specified probability of correct selection (PCS) similarly as proposed in Gupta and Kundu [2] . To discriminate between two distribution functions it is important to know how close they are. There are several ways to measure the distance (inversely proportional to closeness) between them. Of course, the most popular one is the Kolmogorov-Smirnov (K-S) distance. The K-S distance between two distribution functions, say F (x) and G(x) is defined as
If two distributions are very close then it is natural that a very large sample size is needed to discriminate between them for a given PCS. It may be also true that if the distance between two distribution functions are small, then one may not need to differentiate the two distributions from any practical point of view. Therefore, it is expected that the user will specify before hand the PCS and also the tolerance limit in terms of the distance between two distribution functions. The tolerance limit simply indicates that the user does not want to make the distinction between two distribution functions if their distance is less than the tolerance limit. Based on the probability of correct selection and the tolerance limit, the required minimum sample size can be determined. Here we use the K-S distance to discriminate between two distribution functions but similar methodology can be developed for any other distance function also.
We observed in Section 3 that the RML statistics follow normal distribution approxi- Table 3 : The minimum sample size n = z 2 0.90 AV GR (α) (AM GR (α)) 2 , for p * = 0.9 and when the data are coming from a GR distribution is presented. The K-S distance between GR(α, 1) and LN (σ,β) for different values of α is reported. mately for large n. Now it will be used with the help of K-S distance to determine the required sample size n such that the PCS achieves a certain protection level p * for a given tolerance level D * . We explain the procedure assuming case 1, case 2 follows exactly along the same line. Since T is asymptotically normally distributed with mean E GR (T ) and variance V GR (T ), therefore the probability of correct selection (PCS) is
Here Φ is the distribution function of the standard normal random variable. AM GR (α) and AV GR (α) are same as defined before. Now to determine the sample size needed to achieve at least a p * protection level, equate
and solve for n. It provides
Here z p * is the 100p * percentile point of a standard normal distribution. For p * = 0.9 and for different α, the values of n are reported in Table 3 . Similarly for case 2, we need
We report n, with the help of Table 2 for different values of α when p * = 0.9 in Table 4 . We report the K-S distance between GR(α, 1) and GR(σ,β) for different values of α in Table Table 4 : The minimum sample size n = z 2 0.90 AV LN (σ) (AM LN (σ)) 2 , for p * = 0.9 and when the data are coming from a log-normal distribution is presented. The K-S distance between GR(α,λ) and LN (σ, 1) for different values of σ is reported. Table 4 . From Table 3 , it is clear that as α increases the required sample size increases for a given PCS. It implies that the distance between the two distribution functions decreases. Similarly, in Table 4 , it is observed that as σ increases the required sample size decreases, i.e the distance between them increases. Therefore, if one knows the ranges of the shape parameters of the two distribution functions, then the minimum sample size can be obtained using (15) or (16) and using the fact that n is a monotone function of the shape parameters for both cases. But unfortunately in practice it may be completely unknown. Therefore, to have some idea of the shape parameter of the null distribution we make the following assumptions. It is assumed that the experimenter would like to choose the minimum sample size needed for a given protection level when the distance between two distribution functions is greater than a pre-specified tolerance level. Now we use similar methodology as used in Gupta and Kundu [2] to determine the minimum sample size required to discriminate between GR and log-normal distribution functions for a user specified protection level and for a given tolerance level between them. Suppose the protection level is p * = 0.9 and the tolerance level is given in terms of K-S distance as D * = 0.05. Here tolerance level D * = 0.05 means that the practitioner wants to discriminate between the GR and log-normal distribution functions only when their K-S distance is more than 0.05. From Table 3 , it is observed that the K-S distance will be more than 0.05 if α < 2.0 (conservative). Similarly from Table 4 , it is clear that the K-S distance will be more than 0.05 if σ ≤ 0.15. Therefore, if the data come from the GR distribution, then for the tolerance level D * = 0.05, one needs at most n = 115 to meet the PCS, p * = 0.9. Similarly if the data come from the log-normal distribution then one needs at most n = 145 to meet the above protection level p * = 0.9 for the same tolerance level D * = 0.05. Therefore, for the given tolerance level 0.05 one needs max(115, 145) = 145 to meet the protection level p * = 0.9 simultaneously for both cases. Although Tables 3 and 4 provide the required sample size for p * = 0.9, but they can be used for any other p * values also. For any other p * value, the corresponding n will be multiplied by z 
Numerical Experiments
We perform some numerical experiments and present the results in this section. We mainly try to observe how the asymptotic results derived in Section 3 behave for different sizes. We perform all the computations at the Indian Institute of Technology Kanpur, using Pentium-IV processor. We use the random deviate generator of Press et al. [5] and all the programs are written in FORTRAN. We compute the PCS based on simulations and we also compute it based on asymptotic results derived in Section 3. We consider different sample sizes and different shape parameters for both the distributions. We consider both the cases separately, namely when the null distribution is (i) GR or (ii) log-normal. Since the PCS is independent of the scale parameter in both the cases, therefore, without loss of generality we consider them to be 1.
First we consider the case when the null distribution is GR. In this case we consider n = 20, 40, 60, 80, 100 and α = 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0. For a fixed α and n we generate a random sample of size n from GR(α, 1), and check whether T is positive or negative. We replicate the process 10,000 times and obtain an estimate of the PCS. We also Table 5 . Similarly, we obtain the results when the data are generated from the log-normal distribution. In this case we consider the same set of n and σ 2 = 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35. In this case the results are reported in Table 6 . In each box the first element represents the result obtained by using Monte Carlo simulations and the element in the bracket represents the result obtained by using the asymptotic theory.
As sample size increases the PCS increases in both the cases. It is also clear that when α increases for the GR distribution the PCS decreases and when σ increases for the log-normal distribution the PCS increases. Moreover when the null distribution is GR, the asymptotic results work better than the case when the null distribution is log-normal. The asymptotic results work reasonably well even for small sample sizes. Now let us see how the two distribution functions fit the above data set. It is observed that the K-S distance between the data and the fitted GR distribution is 0.1941 and the corresponding p-value is 0.2082. The K-S distance between the data and the fitted log-normal distribution is 0.1047 and the corresponding p-value is 0.88. We also present the observed, expected frequencies for different groups and for both the distributions in Table 7 . The χ 2 values are 4.632 and 3.562 and the corresponding p-values are 0.33 and 0.47 for the GR and log-normal distributions respectively. Therefore, from the K-S distance measures and also from the χ 2 values, it is clear that although both the distributions fit the data reasonably well, but log-normal is the preferred one.
Conclusions
In this paper we consider discriminating between two over-lapping distributions using the statistic based on RML. We also obtain the asymptotic distributions of the statistics under two different conditions. Note that the above problem can be put as a testing hypothesis problem also and the asymptotic distribution of the likelihood ratio test statistic can be easily obtained using the asymptotic results of T . Therefore, the power functions of the corresponding test statistics also can be obtained.
We have already observed that if two distribution functions are very close then the sample size must be very large to discriminate between the two. In Figure 2 it is observed that the two distribution functions are almost indistinguishable. Therefore, in this situation if the sample size is not very large and the data are generated from the GR distribution, then it will be very difficult to judge whether they have been generated from the GR or from the log-normal distribution. It implies that the GR distribution can be used to generate log-normal and in turn normal random numbers. Work is in progress and it will be reported elsewhere.
