Abstract. We investigate random, discrete Schrödiner operators which arise naturally in the theory of random matrices, and depend parametrically on Dyson's Coulomb gas inverse temperature β. They belong to the class of "critical" random Schrödiner operators with random potentials which diminish as |x| − 1 2 . We show that as a function of β their eigenstates undergo a transition from extended (β ≥ 1) to power-law localized (0 < β < 1).
Introduction
Dyson's Coulomb gas model for the spectral fluctuations of random matrix ensembles was recently formulated in terms of ensembles of symmetric, real tridiagonal matrices [1] ; see also [2, 3, 4] . These ensembles share the property that the diagonal matrix elements are independent, identically distributed Gaussian random variables, while the off diagonal elements are independent random variables whose probability distribution function (PDF) depends both on the position within the matrix and on the inverse ‡ On sabbatical leave from the Department of Physics of Complex Systems, The Weizmann Institute of Science, Rehovot, 76100 Israel. temperature β. We consider these matrix ensembles as ensemble of discrete Schrödinger operators, with random on-site potentials (diagonal matrix elements) and random hopping amplitudes (off-diagonal elements) with prescribed PDF.
The interest in these operators stems also from the fact that they belong to a class of operators for which the random potential diminishes as a power law |x| −α , where x marks the position along the chain. Similar systems were thoroughly discussed in the mathematical literature (see e.g, [5, 6, 7] ), where it was proved that a decaying diagonal disorder with α < 1/2 induces exponential localization and the spectrum is pure point.
However, for α > 1/2 the states are extended and the spectrum is absolutely continuous.
The behavior at the critical power α = 1/2 depends on the details of the potential, and the eigenstates can be either power-law localized or extended. The model we study here is related to this critical class, but not exactly, since in the present case the transition amplitudes are also random variables. In spite of this difference, the eigenstates behave in the expected way: on average the eigenfunctions decay as |x|
. Thus, they are power-law localized for β < 1 and they are extended for β ≥ 1.
We start with a short survey of the relevant information from Random Matrix Theory (RMT). The random matrix ensembles GOE, GUE and GSE are ensembles of N × N real symmetric, complex hermitian or hermitian real quaternion matrices, respectively, whose matrix elements are independently distributed random Gaussian variables with joint distribution proportional to
The probability distribution functions of their eigenvalues λ 1 , · · · , λ N can be written in a concise form
Here, β = 1, 2, 4 is used for the GOE, GUE, GSE ensembles, respectively, G βN are known normalization constants, and c in (1) has been chosen to equal 1/2, 1/2, 1/4 for the GOE, GUE, GSE, respectively. It can be shown from (2), or alternatively directly from the definitions of the ensembles by studying their resolvent, that to leading order the normalized spectral density is supported in the interval [− √ 2βN, √ 2βN] and it assumes the "semi-circle" law
Recently, a systematic way to construct the ensembles corresponding to arbitrary (positive) β was introduced [1] , and it is based on the following observation [8, 9, 10] .
Any real symmetric matrix A ∈ GOE can be orthogonally transformed to a tridiagonal form
The probability distribution function of the matrix elements of the corresponding tridiagonal matrix H N has the following properties:
• The diagonal elements {a n } are real, independent, identically distributed, Gaussian random variables.
• The off-diagonal elements {b n } are non-negative, independently distributed random variables, with PDF
The surprising new result is that by distributing the off diagonal matrix elements using the PDF
the eigenvalue PDF of H N is given by (2) for any positive β. Thus, the study of the tridiagonal ensembles (denoted by GβE) provides a convenient way to interpolate between the classical random matrix ensembles with the discrete β = 1, 2, 4.
Denoting by · β the expectation value with respect to the GβE measures, we can easily find,
and,
Thus, for large n, the PDF (6) limits to the Dirac distribution δ(u n −1) in the normalized
u n . This also shows that by scaling the matrix elements 
subject to the initial conditions
We remark that by computing the zeros of the characteristic polynomial for the tridiagonal matrices (4) one is sampling from the correlated PDF (2).
The matrix H N , in the limit N → ∞ can be considered as a representation of a discrete quantum hamiltonian which governs the dynamics of a quantum particle hopping randomly between sites on the half line. The distribution of the "on-site potentials" and "hopping amplitudes" are provided by the PDF of the a n and the b n respectively. In the mathematics literature, this is referred to as a discrete random
Schrödinger operator, or a random Jacobi matrix. We address the following questions:
i. Whether, for almost all realizations, the eigenfunctions of the random hamiltonian are localized, or in other words, if the spectrum is continuous or discrete.
ii. In what way the localization depends on the parameter β, and what do we learn. iii. What are the consequences of these findings to the theory of random matrices which is the starting point of this work.
Consider the matrix (4) for a finite N. The eigenvectors x = (x 1 , · · · , x N ) satisfy
with the boundary conditions
The homogenous boundary conditions (12) can be satisfied only for N discrete values of λ, and this set coincides with the zeros of the characteristic polynomial p N (λ). The x n are determined up to a constant, and we can choose it so that x 1 = 1.
The recursion relation (11), subject to the initial conditions
can be solved for arbitrary values of λ. Comparing the two initial value problems (9) , (12) and (11), (13), we find that
which can be proved by direct substitution.
It is useful and instructive to study first the mean hamiltonians which are obtained by replacing a n and b n in (4) by their GβE expectation values. This way we can better appreciate the effect of randomness on the quantum dynamics. We shall show that the eigenfunctions of the mean hamiltonians are extended, and the spectra are absolutely continuous for all β > 0.
The mean hamiltonians H β are tridiagonal matrices with vanishing diagonal matrix elements. The off diagonal terms are given by (7) , and, to leading order, are proportional to √ n. Thus, for large n, the recursion relations for the components of an eigenvector are:
. The solution of this recursion relation subject to the initial condition x 0 = 0, x 1 = 1 can be written in terms of the normalized eigenfunctions of the one dimensional harmonic oscillator
with u −1 (λ) = 0. The completeness and orthonormality of the Hermite polynomials implies that for any real λ, µ,
This proves that the spectrum of the operator H N β for N → ∞ are absolutely continuous and supported on the entire real line, for all β > 0.
For finite matrices, the boundary condition at x N +1 = 0 is satisfied ifλ is chosen as one of the zeros of the Hermite polynomial H N (λ). For finite but large N the spectrum is located in an interval of size 2 √ 2N centered at λ = 0. For large N, the normalized spectral density ρ(µ =λ/ √ 2N) is supported on the interval [−1, 1], and approaches the semi-circle law
in the limit N → ∞.
In the subsequent paragraphs, we shall show that, in contrast with the eigenfunctions of the mean Schrödinger operators which are delocalized, the eigenfunctions of the disordered operators are power law localized for the GβE ensembles with β < 1. Beyond the critical value β = 1 the eigenfunctions of H N cannot be normalized.
A prominent quantity of interest in the study of random Schrödinger operators is the mean growth rate of the eigenvectors x. It is related to the properties of the characteristic polynomial by
Thus, the mean Lyapunov exponent L β which characterizes the Anderson model, is expressed in terms of the expectation value of the logarithm of the characteristic polynomial of the GβE ensemble. Since the latter is known from RMT, and the mean value of the rightmost term in (19) can be evaluated directly, the mean Lyapunov exponent for this model can be written down for any value of λ. Using the exact PDF for the b n , we get
The GβE expectation value of log |D N −1 (λ)| is given by
where the exact spectral density was replaced by its semi-circle limit (3), and λ ≪ √ 2Nβ
is assumed (λ being a zero of D N (λ)). Substituting in (19), we find that
Thus, on average, the components of the eigenvectors x are decreasing as
Only when β < 1, the power exceeds 1 2 and only then x is square normalizable. This is the main result of the present work. As was mentioned in the introductory paragraph, the random operators emerging from RMT are similar to the class of critically diminishing random potentials, which fall off as inverse square root of the distance. This is evident from the fact that the mean values of the b n scale as √ n and that their variance is O(1), (7, 8) . However, the off diagonal matrix elements have a random component.
The present results show that the discrete Schrödinger operators which stem from RMT, have a power-law localized states or delocalized states, depending on the value of the Coulomb gas temperature. The transition from localized to extended states occurs at β = 1 and it demonstrates the sensitive dependence to the details which characterize such critical problems. The consequences of this result for the theory of random matrices can be formulated e.g., in terms of the participation ratio ξ, defined by
ξ measures the average number of basis states required to span an eigenvector. For β ≥ 1, ξ diverges, which implies that the (normalized) eigenvectors are evenly distributed on S N −1 . This is not the case for the GβE with β < 1. ξ takes a finite value, which indicate that typical eigenvalues are spanned by a finite number of basis states, in other words, the eigenvectors point at discrete directions.
