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ABSTRACT
The evaluation via pairwise comparison matrices offers a natural way of express-
ing preferences among alternatives in decision making process. Complete and in-
complete pairwise comparison matrices have been applied in multi-criteria decision
making, as well as in scoring and ranking. Although ordinal information is crucial
in both theory and practice, there is a bias in the literature: cardinal models domi-
nate. Purely ordinal models usually lead to non-unique solutions, therefore, a dual
approach that takes ordinal and cardinal data into consideration is needed. In this
work, we address the problem of identifying a set of weights from pairwise compar-
ison matrices by fusing ordinal information and cardinal information. To this end,
the incomplete (sparse) logarithmic least squares method is extended by constraints
on ordinal consistency. The effectiveness of the proposed method is analyzed and
compared with respect to other approaches and criteria at the state of the art.
KEYWORDS
pairwise comparison matrix, sparse data, logarithmic least squares, ordinal
constraints, decision making process
1. Introduction
Pairwise comparisons are applied in several areas among which decision theory
and decision support, preference modeling, multi-criteria decision making, voting,
ranking, scoring and estimating subjective probabilities of future events. We fo-
cus on multiplicative or reciprocal (Wij = 1/Wji) pairwise comparison matrices,
where the elements are chosen from a ratio scale, usually composed by the values
1/9, 1/8, . . . , 1/2, 1, 2, . . . , 8, 9. The use of such matrices has become popular due to
the Analytic Hierarchy Process (AHP) (Saaty 1977), see (Golden et al. 1989; Ho 2008;
Saaty and Vargas 2012; Subramanian and Ramanathan 2012; Vaidya and Kumar 2006)
for a wide variety of applications. Another important and relevant class of decision
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problems involves incomplete (sparse) pairwise comparison matrices (e.g., see (Fedrizzi
and Giove 2007; Bozo´ki et al. 2010)), which allow the absence of ratios among some
couples of alternatives.
In both cases, obtaining a weight vector w from the (sparse) pairwise comparison
matrix W is a fundamental task in the decision making process. In the literature,
approaches able to obtaining a vector of absolute weights from rations matrices are
divided in two fundamental classes. The first class includes a set of approaches based
on the eigenvalues and the associated eigenvectors of the pairwise comparison matri-
ces. Starting from the preliminary results of Wei (Wei 1952), Saaty (Saaty 1988) and
Cogger (Cogger and Yu 1985) propose their approaches based on the principle eigen-
vector of the pairwise comparison matrix. The main issue of this class of approaches is
related to the inconsistency in the filling process of the matrices. An accurate analysis
about the data sensitivity problem in AHP is presented in (Huang 2002).The second
class of approaches for the identification of absolute weights involves the methods
based on optimization problems. Such problems aim at minimizing a distance func-
tion between the entries of the pairwise comparison matrix and the absolute weights.
One of the most common approach in literature is the Direct Least Squares (DLS)
proposed in (Chu et al. 1979; Barzilai and Golany 1990). The author aims to find a
vector of weights in order to minimize the Euclidean distance form the pairwise com-
parison matrix. The same author proposes a modified version of this approach, the
Weighted Least Squares (WLS). WLS is a non-linear optimization problem based on
the minimization of the L2 distance. The Logarithmic Least Squares (LLS) problem
(Crawford and Williams 1985; de Graan 1980; de Jong 1984; Bozo´ki and Tsyganok
2019), originally defined for complete matrices, is extended to the incomplete case in a
natural way: taking only the known elements into consideration (Kwiesielewicz 1996;
Takeda and Yu 1995). The Incomplete/Sparse Logarithmic Least Squares problem has
been applied for weighting criteria (Ben´ıtez et al. 2019) and ranking (tennis players
(Bozo´ki et al. 2016), chess teams (Csato´ 2013) and Go players (Chao et al. 2018)).
Other relevant approaches are: the Fuzzy Programming Method (FPM) (Mikhailov
2000; Bu¨yu¨ko¨zkan et al. 2004) which transforms the problem to find the vector of
weights into a fuzzy programming problem, that can easily be solved as a standard lin-
ear programme, the Robust Estimation Method (REM)(Lipovetsky and Conklin 2002)
able to provide solution vectors not prone to influence of possible errors among the el-
ements of a pairwise comparison matrix, the Singular Value Decomposition (Gass and
Rapcsa´k 2004) approach which considers a matrix of shares starting from the pairwise
comparison matrix and solves an associated eigenproblem, the Correlation Coefficient
Maximization Approach (CCMA)(Wang et al. 2007) based on two optimization prob-
lems, one of which leads to an analytic solution, and the Linear Programming Models
(LPM)(Chandran et al. 2005) based on a linear programming formulation, and finally,
Srdjevic (Srdjevic 2005) suggests to combine different prioritization methods for de-
riving the weights vector. Finally, it is worth mentioning that there are methods in
the literature that aim at reconstructing the missing entries of the pairwise compari-
son matrix; for instance in (Bozo´ki et al. 2010) the missing entries that minimize the
dominant eigenvalue are chosen, and then the classical dominant eigenvector criterion
is adopted to compute the ranking.
1.1. Contribution of the Paper
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The largest part of the previously described approaches for the identification of a
weights vector is focused on the minimization of a distance between the ratios, given by
the pairwise comparison matrix, and the set of absolute weights. This kind of methods
does not guarantee the fulfillment of constraints about the relative preferences. In
more details, these approaches provide a solution able to approximate the ratios but,
at the same time, considering any two alternatives, there is no guarantee about to
respect the ordinal preferences that are encoded by the pairwise comparison matrix
entries. In other terms, such approaches implicitly discard the relevance of the ordinal
information with the goal to identify a solution which approximates the relative ratios.
In some situation such an assumptions are not acceptable. To this end, the models
and solutions proposed in our paper consider ordinal information as constraints to
the cardinal ordering problem. In more details, the proposed approach consists of an
extension of the LLS problem with a procedure composed by two steps (optimization
problems). The first problem ensures the respect of the ordinal priorities among each
couple of possible alternatives expressed in the pairwise comparison matrix. Starting
from the results of the first optimization problems, the second optimization problem
corresponds to a LLS by considering a set of additional constraints about the ordinal
priorities, based on the results of the first step.
The outline of the paper is as follows. Notations and preliminaries about the sparse
AHP problem, solution models in literature, and evaluation criteria are given in Sec-
tion 2. In Section 3 we propose our approach to solve the sparse AHP problem by
preserving ordinal constraints. Moreover, we introduce the Overall Ordinal Satisfac-
tion Index, this measure captures the inconsistencies due to ordinal violations in the
solutions of the sparse AHP problem. The proposed method are presented on numer-
ical examples in Section 4 with an accurate comparison with alternative methods in
literature. Finally, Section 5 collects some conclusive remarks and future work direc-
tions.
2. Notation and Preliminaries
2.1. General Notation
We denote vectors via boldface letters, while matrices are shown with uppercase letters.
We use Aij to address the (i, j)-th entry of a matrix A and xi for the i-th entry of
a vector x. Moreover, we write 1n and 0n to denote a vector with n components,
all equal to one and zero, respectively; similarly, we use 1n×m and 0n×m to denote
n×m matrices all equal to one and zero, respectively. We denote by In the n × n
identity matrix. We express by exp(x) and ln(x) the component-wise exponentiation
or logarithm of the vector x, i.e., a vector such that exp(x)i = e
xi and ln(x)i =
ln(xi), respectively. Finally, with adopt the notation sign(A) to denote the entry-wise
sign of a matrix A, i.e., a matrix sign(A) having (i, j)-th entry that corresponds to
(sign(X))ij = sign(Xij), where sign(Xij) = 1 if Xij > 0, sign(Xij) = 0 if Xij = 0
and sign(Xij) = −1, otherwise.
2.2. Graph Theory
Let G = {V,E} be a graph with n nodes V = {v1, . . . , vn} and e edges
E ⊆ V × V \ {(vi, vi) | vi ∈ V }, where (vi, vj) ∈ E captures the existence of a link
from node vi to node vj . A graph is said to be undirected if (vi, vj) ∈ E whenever
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(vj , vi) ∈ E, and is said to be directed otherwise. In the following we will consider only
undirected graphs. A graph is connected if for each pair of nodes vi, vj there is a path
over G that connects them. Let the neighborhood Ni of a node vi be the set of nodes
vj that are connected to vi via an edge (vi, vj) in E. The degree di of a node vi is the
number of its incoming edges1, i.e., di = |Ni|. The weighted adjacency matrix A of a
graph G = {V,E} with n nodes is the n×n matrix such that Aij > 0 if (vj , vi) ∈ E and
Aij = 0 otherwise. The weighted Laplacian matrix associated to a graph G, described
by a weighted adjacency matrix A is the n × n matrix L(A), having the following
structure.
Lij(A) =
{
−Aij if i 6= j∑
j∈Ni Aij , if i = j.
It is well known that L(A) has an eigenvalue equal to zero, and that, in the case
of undirected graphs, the multiplicity of such an eigenvalue corresponds to the num-
ber of connected components of G (Godsil 2001). Therefore, the eigenvalue zero has
multiplicity one if and only if the graph is connected.
2.3. Incomplete Analytic Hierarchy Process
In this subsection we review the Analytic Hierarchy Process (AHP) problem when the
available information is incomplete (sparse). Specifically, we review the problem and
discuss the Logarithmic Least Squares approach for solving it.
Let us consider a set of n alternatives, and suppose that each alternative is charac-
terized by an unknown utility or value wi > 0. Within the AHP problem, the aim is to
compute an estimate of the unknown utilities, based on information on relative pref-
erences. In the incomplete information case, we are given a value wij = ijwi/wj for
selected pairs of alternatives i, j; such a piece of information corresponds to an estimate
of the ratio wi/wj , where ij > 0 is a multiplicative perturbation that represents the es-
timation error. Moreover, for all available wij , we assume that wji = w
−1
ij = 
−1
ij wj/wi,
i.e., the available terms wij and wji are always consistent and satisfy wijwji = 1.
We point out that, while traditional AHP approaches (Saaty 1977; Crawford 1987;
Barzilai et al. 1987) require knowledge on every pair of alternative, in the partial in-
formation setting we are able to estimate the vector w = [w1, . . . , wn]
T of the utilities,
knowing just a subset of the perturbed ratios. Specifically, let us consider a graph
G = {V,E} with |V | = n nodes; in this view, each alternative i is associated to a node
vi ∈ V , while the knowledge of wij corresponds to an edge (vi, vj) ∈ E. Clearly, since
we assume to know wji whenever we know wij , the graph G is undirected. Let W be
the n × n matrix such that Wij = wij for all (vi, vj) ∈ E and Wij = 0 if it holds
(vi, vj) 6∈ E.
Notice that, in the AHP literature, there is no universal consent on how to estimate
the utilities in the presence of perturbations (see for instance the debate in (Dyer
1990; Saaty 1990) for the original AHP problem). This is true also in the incomplete
information case, see, for instance, (Bozo´ki et al. 2010; Oliva et al. 2017; Menci et al.
2018). While the debate is still open, we point out that the logarithmic leasts squares
approach appears particularly appealing, since it focuses on error minimization.
For these reasons, in Section 2.4 we review the Sparse Logarithmic Least Squares
(SLLS) Method (Bozo´ki et al. 2010; Menci et al. 2018), which represents an extension
1Over undirected graphs, for each node vi the number of its incoming and outgoing edges coincide.
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of the classical Logarithmic Least Squares (LLS) Method developed in (Crawford 1987;
Barzilai et al. 1987) for solving the AHP problem in the complete information case.
Moreover, for the sake of completeness, we summarize the main aspects of the Sparse
Direct Least Squares (Section 2.5), the Sparse Weighted Least Squares (Section 2.6),
and the Eigenvector Approach (Section 2.7). These methods are compared with our
proposed approach in Section 4.2.
2.4. Sparse Logarithmic Least Squares (SLLS) Approach to AHP
Within the LLS algorithm, the aim is to find a logarithmic least-squares approximation
w∗ to the unknown utility vector w, i.e., to find the vector that solves
w∗ = arg min
x∈Rn+
12
n∑
i=1
∑
j∈Ni
(
ln(Wij)− ln
(
xi
xj
))2 . (1)
An effective strategy to solve the above problem is to operate the substitution y =
ln(x), where ln(·) is the component-wise logarithm, so that Eq. (1) can be rearranged
as
w∗ = exp
arg min
y∈Rn
12
n∑
i=1
∑
j∈Ni
(ln(Wij)− yi + yj)2

 , (2)
where exp(·) is the component-wise exponential. Let us define
κ(y) =
1
2
n∑
i=1
∑
j∈Ni
(ln(Wij)− yi + yj)2 ;
because of the substitution y = ln(x), the problem becomes convex and unconstrained,
and its global minimum is in the form w∗ = exp(y∗), where y∗ satisfies
∂κ(y)
∂yi
∣∣∣
y=y∗
=
∑
j∈Ni
(ln(Wij)− y∗i + y∗j ) = 0, ∀i = 1, . . . , n.
Let us consider the n × n matrix P such that Pij = ln(Wij) if Wij > 0 and Pij = 0,
otherwise; we can express the above conditions in a compact form as
L(A)y∗ = P1n, (3)
where L(A) is the Laplacian matrix associated to the graph G, considering an adja-
cency matrix A with unitary weights, i.e., Aij ∈ {0, 1}. Notice that, since for hypothesis
G is undirected and connected, the Laplacian matrix L(A) has rank n−1 (Godsil 2001).
Therefore, a possible way to calculate a vector y∗ that satisfies the above equation is
to fix one arbitrary component of y∗ and then solve a reduced size system by simply
inverting the resulting nonsingular (n − 1) × (n − 1) matrix (Bozo´ki and Tsyganok
2019).
Vector y∗ can also be written as the arithmetic mean of vectors calculated from the
spanning trees of the graph of comparisons, corresponding to the incomplete additive
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pairwise comparison matrix lnW (Bozo´ki and Tsyganok 2019). Finally, it is worth
mentioning that, when the graph G is connected, the differential equation
y˙(t) = −Ly(t) + P1n
asymptotically converges to y∗ (see (Olfati-Saber et al. 2007)), and represents yet
another way to compute it. Notably, the latter approach is typically used by the control
system community for formation control of mobile robots, since the computations are
distributed in nature and can be performed cooperatively by different mobile robots.
Therefore, such an approach appears particularly appealing in a distributed computing
setting.
2.5. Sparse Direct Least Squares (SDLS)
In this section we illustrate an alternative approach as solution for AHP. Starting from
the theory of the DLS method (Chu et al. 1979; Barzilai 1997; Barzilai and Golany
1990), we now summarize the approach applicable in a sparse scenario. The objective
of this method is the minimization of the Euclidean distance between the solution and
the distribution of the relative weights in the sparse pairwise comparison matrix. That
is:
Problem 1. Find the vector w that solves
min
n∑
i=1
n∑
j=1
sign(Wij)
(
Wij − wi
wj
)2
subject to
n∑
i=1
wi = 1
(4)
Note that solving the Sparse Direct Least Squares (SDLS) is a rather difficult task,
since the objective function is nonlinear and usually nonconvex; moreover the prob-
lem might not admit a unique solution. Finally, approximation schemes such as the
Newton’s method may require a a good initial point to be successfully applied (see
(Bozo´ki 2008) and references therein for a more detailed discussion on this issue).
2.6. Sparse Weighted Least Squares (SWLS)
Starting from the classic formulation of the WLS (Blankmeyer 1987), in this section
we summarize the main characteristics of the Sparse Weighted Least Squares (SWLS)
which is applicable in a sperse setting. More precisely, a solution for the AHP problem
is given by the solution to the following problem:
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Problem 2. Find the vector w that solves
min
n∑
i=1
n∑
j=1
sign(Wij)
(
Wijwj − wj
)2
subject to
n∑
i=1
wi = 1
(5)
Note that, similarly to SDLS, also SWLS has nonlinear (i.e., quadratic) objective
function. Moreover, by simple computations, it can be noted that the Hessian matrix
is not, in general, positive semidefinite; hence, there are no guarantees, in general, that
the objective function is convex.
2.7. Eigenvector Approach (EV)
This approach (Oliva et al. 2017) is a generalization of the original eigenvector ap-
proach from Saaty. Specifically, in the Eigenvector Approach (EV), assuming the un-
derlying graph is connected, the ranking is approximated by the dominant eigenvector
of the sparse matrix
D−1(W − In)
where D is the degree matrix, i.e., a diagonal matrix such that Dii is equal to the
degree of node i (i..e, the amount of available comparisons involving node i).
2.8. Evaluation Criteria
As introduced in Section 1, the main methods for the identification of the weights
vector from the the pairwise comparison matrices, disagree on the definition of the
result, because each method is focused on a different aspect of the problem (although
there is recent work in the literature aimed at allowing for tunable performance indices
(Brunelli and Fedrizzi 2019)). To this end, with the aim to compare the effectiveness
of multiple results from multiple approaches, we summarize the main aspect of the
following comparison criteria (the interested reader is referred to (Brunelli 2018) for a
comprehensive survey on this topic).
2.8.1. Minimum Violations (MV)
Minimum Violations (MV) (Golany and Kress 1993, p. 213) also known as the Number
of Judgment Reversals (NJR) in (Abel et al. 2018, p. 217) was introduced to check
whether relations Wij > 1 and xi > xj are fulfilled together. Specifically, each pair of
alternatives i, j such that i is preferred to j but Wij > 1 contributes with a score equal
to one to the MV indicator, while each pair of equally important alternatives i, j such
that Wij 6= 1 (or vice versa) contributes with a score 1/2; in other words, considering
a set of n alternatives, the MV index is defined as
MV =
n∑
i=1
n∑
j=1
Vij , (6)
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where Vij =

1 if wi > wj and Wij < 1,
1
2 if wi = wj and Wij 6= 1,
1
2 if wi 6= wj and Wij = 1,
0 otherwise.
In this view, the larger is MV, the larger the number of ordinal violations in the
vector of utilites w. Note that, the approach presented in this paper aims at minimizing
this kind of metrics in order to respect the preferences expressed in the pairwise
comparison matrices. With the aim to apply such criterion also in the sparse context
we propose the following modification of Equation 6:
MV s =
n∑
i=1
n∑
j=1
sign(Wij)Vij (7)
In this way we avoid to consider ordinal violations due to the absence of preferences
in the pairwise comparison matrix.
2.8.2. Total Deviation (TD)
A large number of approaches for the definition of the utility vector w is formulated in
terms of an optimization problem characterized by the minimization of some distance
measure between the ratios wiwj and the corresponding entries of the pairwise compar-
ison matrix Wij . Considering n alternatives, the error between the two measures is
defined by Takeda et al. (Takeda et al. 1987) and is computed as
TD =
n∑
i=1
n∑
j=1
(
Wij − wi
wj
)2
(8)
This criterion measures the Euclidean distance between the ratios obtained from the
entries of the weights vector and the initial relative measures. With the aim to apply
this criterion also in the sparse case, we take into account the distances only if Wij 6= 0:
TDs =
n∑
i=1
n∑
j=1
sign(Wij)
(
Wij − wi
wj
)2
(9)
3. LLS Problem with Minimum Ordinal Violations
In this section, we develop a novel framework, namely Logarithmic Least Squares with
Minimum Ordinal Violations (LLS-MOV) applicable in both complete and sparse set-
tings. Specifically, let us consider a situation where we are given a possibly incomplete
matrix W for n alternatives, corresponding to a connected undirected graph G with n
nodes. The proposed framework consists of two subsequent steps: first of all, we find
an ordinal ranking; then, we find a cardinal ranking that does not violate the ordinal
one defined during the first step.
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3.1. Pairwise Ordinal Preferences with Maximum Ordinal Satisfaction
In view of the developments in this paper, it is convenient to provide the following
definitions.
Definition 1 (Pairwise ordinal preference). A pairwise ordinal preference for a pair
of alternatives i, j is expressed by the pair xij , xji ∈ {0, 1}, where
xij =
{
1 if i preferred to j
0 otherwise
and it holds
xij + xji ≤ 1. (10)
Notice that the condition in Eq. (10) guarantees to avoid inconsistent situations
where the i-th alternative is preferred to the j-th one and the j-th one is preferred to
the i-th one. Moreover, we point out that Eq. (10) allows situations where xij = 0 and
xji = 0, i.e., the absence of preferences between i and j.
Let us now develop an indicator of ordinal violation that will be the basis for the
proposed optimization problem. Notice that the proposed metric generates a penalty
with magnitude equal to one whenever the variables xij , xji are in contrast with the
ordinal information encoded in the ratio Wij ; moreover, it considers a reward with
magnitude equal to one whenever the variables xij , xji agree with the ordinal informa-
tion encoded in the ratio Wij . This penalty/reward scheme fundamentally differs from
the MVs approach, where only violations are considered and violations involving ratios
Wij > 1 generate a penalty with magnitude equal to one while violations involving
ratios Wij = 1 correspond to a penalty with magnitude 0.5.
Definition 2 (Ordinal Satisfaction Index for i, j). Let us consider a pair of alterna-
tives i, j such that Wij > 0. Moreover, suppose that an ordinal pairwise preference,
expressed as the pair xij , xji ∈ {0, 1}, is defined for i, j. The ordinal satisfaction index
σij for the pair i, j is
σij =

1 if Wij > 1 and xij = 1
1 if Wij < 1 and xji = 1 and Wij 6= 0
−1 if Wij > 1 and xji = 1
−1 if Wij < 1 and xij = 1 and Wij 6= 0
−1 if Wij = 1 and ( xij = 1 or xji = 1)
0 otherwise
.
Definition 3 (Overall Ordinal Satisfaction Index). Let us denote by {xij} the set
of all xij for i, j ∈ {1, . . . , n}, s.t. i 6= j. Suppose that an ordinal pairwise preference,
expressed in terms of the pair xij , xji ∈ {0, 1}, is defined for all pairs i, j of alternatives
such that Wij 6= 0. The overall ordinal satisfaction index σ is defined as
σ =
∑
(vi,vj)∈E, i<j
σij .
9
Based on the above index, we now define the following optimization problem.
Problem 3. Find the set {x∗ij} that solves
max
{xij}∈{0,1}n2
σ
subject to
xij + xji ≤ 1, ∀i, j s.t. i 6= j
xij ≥ xikxkj , ∀i, j, k s.t. i 6= j 6= k
(11)
The above problem, aims at finding the ordinal pairwise preference that maximizes
the global ordinal satisfaction index and guarantees transitivity of the ordinal prefer-
ences. Notice that the first constraint is required for xij , xji to represent a pairwise
ordinal preference. This constraint directly derives from the relation discussed in Def-
inition 1 and it is necessary to prevent the case xij = xji = 1 from happening.
Moreover, the constraint xij ≥ xikxkj models the requirement that the ordinal rank-
ing encoded by the variables {xij} is transitive. In other words, if the i-th alternative is
preferred to the k-th one and the k-th one is preferred to the j-th one, then alternative
i must be preferred to alternative j.
Before discussing the second problem, let us rearrange Problem 3 as an Integer
Linear Programming (ILP) formulation; this is done by transforming each nonlinear
constraint in the form xij ≥ xikxkj into a set of linear constraints featuring additional
Boolean variables zijk and by suitably expressing σ as a linear combination of the
variables xij , as shown in Problem 4.
Problem 4. Find the sets {xij} ∈ {0, 1}n2 and {zijk} ∈ {0, 1}n3 that solve
max
{xij}∈{0,1}n2 , {zijk}∈{0,1}n3
∑
(vi,vj)∈E, i<j
(sij − pij)xij
subject to
xij + xji ≤ 1, ∀i, j s.t. i 6= j
xij ≥ zijk ∀i, j, k s.t. i 6= j 6= k
zijk ≥ xik + xkj − 1, ∀i, j, k s.t. i 6= j 6= k
zijk ≤ xik, ∀i, j, k s.t. i 6= j 6= k
zijk ≤ xkj , ∀i, j, k s.t. i 6= j 6= k
(12)
where sij = sign(ln(Wij)) and
pij =
{
1, if Wij = 1
0, otherwise.
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Notice that, by construction, it holds
σij = (sij − pij)xij ;
moreover, we point out that Problem 3 features O(n2) variables and O(n2) constraints;
conversely, due to the presence of additional variables zijk, the ILP formulation in
Problem 4 requires of O(n3) variables and constraints.
3.2. LLS Ranking with Prescribed Pairwise Ordinal Preferences
Let us assume we solved the first subproblem, thus obtaining optimal pairwise ordinal
relations {x∗ij}. Within the second subproblem, our aim is to find a utility vector
w∗ = exp(y∗), where y∗ solves the following problem.
Problem 5. Let 0 <  1 be given. Find y∗ ∈ Rn that solves
min
y∈Rn
n∑
i=1
∑
j∈Ni
(ln(Wij)− yi + yj)2
subject to{
yi ≥ yj+, ∀i, j, i 6= j s.t. x∗ij = 1.
(13)
The above quadratic optimization problem is essentially the classical logarithmic
least-squares problem discussed in Section 2.4, with the additional constraint able to
guarantee that wi>wj whenever x
∗
ij = 1; the strict inequality in the constraint is
implemented by introducing a small positive .
Let us conclude the section by providing a necessary and sufficient global optimality
condition for Problem 5.
Theorem 1. Let us consider the AHP problem with incomplete information and let
us assume that the graph G corresponding to the ratio matrix W is connected and let
{x∗ij} be the optimal solution to Problem 3. The global optimal solution y∗ of Problem 5
satisfies
L(A)y∗ =
1
2
(Λ∗ − Λ∗T )1n + r (14)
where L(A) is the Laplacian matrix corresponding to the graph G and Λ∗ is the n× n
matrix of Lagrange multipliers, such that for each pair of alternatives i, j such that
x∗ij = 1 it holds
Λ∗ij = max
0, 2 ∑
h∈Ni, h 6=j
(y∗i − y∗h)−
∑
h6=j |x∗ih=1
Λ∗ih +
∑
h |x∗hi=1
Λ∗hi − 2ri + 2
 , (15)
while Λ∗ij = 0, otherwise, with ri =
∑
j∈Ni ln(Wij) and r = [r1, . . . , rn]
T .
Proof. Notice that, by construction, the problem is convex and has linear inequality
constraints. Moreover, since {x∗ij} is the optimal solution to Problem 3, by construction
it is possible to assign values yi that satisfy the constraints in Problem 5; we conclude
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therefore, that the set of admissible solutions to Problem 5 is nonempty. In order
to find the global optimal solution, we can therefore resort to the KKT first order
criterion, which represents a necessary and sufficient global optimality condition2.
The Lagrangian function associated to the problem at hand is:
L(y,Λ) =
n∑
i=1
∑
h∈Ni
(ln(Wih)− yi + yh)2 +
n∑
i=1
∑
h |x∗ih=1
Λij(yh − yi + )
Following standard KKT theory, a necessary and sufficient optimality condition for y∗
to be the global optimum is that there is Λ∗ such that
∂L(y,Λ)
∂yi
∣∣∣
y=y∗,Λ=Λ∗
= 0, ∀i ∈ {1, . . . , n},
Λ∗ij(y
∗
j − y∗i + ) = 0, ∀i, j s.t. x∗ij ,
Λ∗ij ≥ 0, ∀i, j s.t. x∗ij .
(16)
Note that, for all i ∈ {1, . . . , n} the fist of the above condition corresponds to
2
∑
h∈Ni
(y∗i − y∗h) =
∑
h |x∗ih=1
Λ∗ih −
∑
h |x∗hi=1
Λ∗hi + 2
∑
h∈Ni
ln(Wih). (17)
Let us now consider the second condition in Eq. (16); for all pairs of alternatives i, j
such that x∗ij = 1 it either holds Λ
∗
ij = 0 or
yj − yi +  = 0. (18)
In the latter case, since by combining Eq. (17) it holds
2(yj − yi) = 2
∑
h∈Ni, h 6=j
(y∗i − y∗h)−
∑
h |x∗ih=1
Λ∗ih +
∑
h |x∗hi=1
Λ∗hi − 2
∑
h∈Ni
ln(Wih),
Eq. (18) is equivalent to requiring that
2
∑
h∈Ni, h 6=j
(y∗i − y∗h)−
∑
h |x∗ih=1
Λ∗ih +
∑
h |x∗hi=1
Λ∗hi − 2
∑
h∈Ni
ln(Wih) + 2 = 0,
i.e.,
Λ∗ij = 2
∑
h∈Ni, h 6=j
(y∗i − y∗h)−
∑
h6=j |x∗ih=1
Λ∗ih +
∑
h |x∗hi=1
Λ∗hi − 2
∑
h∈Ni
ln(Wih) + 2.
2When the objective function is convex and the constraints are linear, in order to guarantee that the KKT first
order criterion is a necessary and sufficient global optimality conditoin, there is no need to check for constraint
qualification conditions such as the Slater’s condition, (see, for instance, (Zangwill 1969)); it is sufficient to
show that the set of admissible solutions is nonempty.
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(b) Rankings obtained via the Sparse Logarithmic Least-squares
(wSLLS) and the proposed approach for the ordinal ranking w∗.
Figure 1.: Incomplete data comparisons (on the left) and absolute weight vector ac-
cording to SLLS and our proposed approach (on the right). Notice that the in the graph
we represent a situation where the i-th alternative is preferred to the j-th one by a
directed arrow from node vi to node vj . See (Csato´ and Ro´nyai 2016) for additional
details about the instance.
We conclude that, since by the third condition in Eq. (16) it must hold Λ∗ij ≥ 0, the
Lagrange multiplier Λ∗ij satisfies Eq. (15) for all i, j such that x
∗
ij = 1. The proof is
complete.
4. Experimental Results
4.1. Illustrative Example
In order to demonstrate the LLS-MOV methodology, let us consider the example in
(Csato´ and Ro´nyai 2016, Example 3.4), for which the SLLS approach is known to yield
an ordering wSLLS that contradicts the ordinally consistent preferences {xSLLSij }, in
that W12 > 1 but w
SLLS
1 < w
SLLS
2 . Specifically, with reference to the results in (Csato´
and Ro´nyai 2016), the example encompasses 7 alternatives and the graph underlying
the available ratios is given in Figure 1.(a), concerning the the weight matrix3 W , it
is defined as:
W =

1 2 0 0 0 2 2
1/2 1 2 2 0 0 0
0 1/2 1 2 2 0 0
0 1/2 1/2 1 2 2 0
0 0 1/2 1/2 1 2 2
1/2 0 0 1/2 1/2 1 0
1/2 0 0 0 1/2 0 1

.
Figure 1.(b) shows the ranking wSLLS and w∗ obtained via the sparse logarithmic least
squares approach and via the LLS-MOV approach (considering  = 0.1), with blue and
3The example in (Csato´ and Ro´nyai 2016) is given for generic coefficients b, 1/b, in this case we set b = 2.
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red bars, respectively. Notice that the ranking wSLLS results in one violation of the
ordering, since W12 > 1 but w
SLLS
1 < w
SLLS
2 ; in other words, it holds σ
SLLS
12 = −1.
We observe that the SLLS approach yields σSLLS = 9, while the objective function
of Problem 5 is equal to 1.6963. Let us now consider the result of the LLS-MOV.
Specifically, by solving Problem 4, we obtain a pairwise ordering {x∗ij} that can be
summarized by the n× n matrix X∗ such that X∗ij = x∗ij , i.e.,
X∗ =

0 1 1 1 1 1 1
0 0 1 1 1 1 1
0 0 0 1 1 1 1
0 0 0 0 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
Notice that X∗ is in accordance with the pairwise ordinal preferences induced by W .
Moreover, it holds σ∗ = 11. Let us now consider the solution of Problem 5, where the
constraints depend on the above choice for {x∗ij}; the resulting ranking is shown in
Figure 1.(b). Notice that, in contrast to the relation wSLLS1 < w
SLLS
2 , the result of
the proposed LLS-MOV approach is characterized by w∗1 > w∗2; hence, it preserves the
relations between the two alternatives. Notably, the objective function of Problem 5
is equal to 1.7232, i.e., an increase of just +1.6% with respect to the results obtained
for wSLLS . We can affirm that the distribution of the weights w∗, with respect to the
distribution wSLLS , is slightly suboptimal but also preserves the ordinal constraints.
For the sake of completeness, we adopt the criteria described in Section 2.8 in order
to evaluate the performance of the proposed LLS-MOV approach with respect to the
classic SLLS method. Concerning the MVs criterion (see Section 2.8.1), it confirms
the results obtained by analyzing the ordinal satisfaction index σ; in fact, the criterion
computed for both the approaches yields MV sSLLS = 1 (due to the incorrect order
between the first two alternatives) and MV sLLS−MOV = 0 (because of the correct
ordering between the first two alternatives).
Let us compare the two approaches in terms of the TDs criterion (see Section 2.8.2).
In this case we obtain TDsSLLS = 5.71, while TDsLLS−MOV = 6.17. This result is
expected due to the additional constraints introduced in the proposed formulation.
Let us now analyze the element-wise absolute differences ∆ij for the available entries,
which we define as
∆ij =
{∣∣∣wSLLSiwSLLSj − w∗iw∗j ∣∣∣ , if Wij 6= 0
0, otherwise.
Collecting all entries ∆ij into the n× n matrix ∆ we have that
∆ =

0 0.133 0 0 0 0.150 0.093
0.124 0 0.042 0.072 0 0 0
0 0.031 0 0.011 0.046 0 0
0 0.028 0.006 0 0.023 0.061 0
0 0 0.016 0.015 0 0.022 0.045
0.017 0 0 0.019 0.010 0 0
0.011 0 0 0 0.023 0 0

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and we observe that the largest absolute differences are attained for entries that involve
v1 or v2 (in particular, the largest attained values are ∆16 = 0.15, ∆12 = 0.133 and
∆21 = 0.124), i.e., the pair for which the ordinal preferences encoded in W are violated
using the SLLS approach.
4.2. Comparison with the State of the Art
In order to experimentally validate the proposed approach, we compare in this section
the LLS-MOV methodology with SLLS (see Section 2.4), SDLS (see Section 2.5),
SWLS (see Section 2.6) and EV (see Section 2.7) in terms of metrics related to the
ordinal violations (i..e, σ and MVs) and in terms of cardinal violations (i.e., TDs). Such
a comparison is undertaken by considering the effect of growing levels of inconsistency
and varying the density of the graph in terms of number of links. In more detail,
we consider random instances encompassing n = 7 alternatives; for each instance we
build a connected random graph with the desired density in terms of links (i.e., the
percentage of links with respect to those in a complete graph with the same number
of nodes) and we generate a nominal weight vector w, which we use to generate a
nominal matrix W such that Wij = wi/wj whenever (vi, vj) ∈ E. Then, we perturbate
each nominal ratio Wij by setting
W˜ij = Wije
ηij ,
ηij being a normal random variable with zero mean and standard deviation γ, which we
refer to as the degree of inconsistency. In other words, eηij is a log-normal perturbation
which has the effect to attenuate the ratio Wij (i.e., when ηij assumes negative values)
or to enhance the ratio Wij (i.e., when ηij assumes positive values). Notice that, in
order to ensure local consistency (i.e., consistency at the level of each single pair of
alternatives), we only directly perturbate W˜ij , while we set W˜ji = 1/W˜ij . In the trials,
we set the parameter  in LLS-MOV to  = 10−4, and we show the results in terms of
average and standard deviation over m = 100 trials for each choice of inconsistency
and density.
Let us now consider the performances in terms of σ (we recall that the larger is σ,
the more the result matches with the ordinal preferences encoded by the ratios Wij),
considering graphs with different densities (Figure 2) and different degrees of inconsis-
tency (Figure 3). In particular, we observe that the proposed approach, being aimed
at maximizing σ, clearly outperforms the others in terms of maximization of σ; the
other methods are all comparable, except for SDLS which as the worst performance.
Notice that, according to Figure 2, we observe that when the inconsistency is constant
and the density grows, the index σ tends to grow for all considered methods (this is
due to the increased number of links, which results in an increased number of pairs for
which a reward is obtained within σ). As for the effect of growing inconsistencies with
fixed density, we observe in Figure 3 that the proposed method outperforms all oth-
ers, especially when the inconsistency is large. In fact, the increased amount of links
is likely to introduce further violations of the ordinal preferences, which are better
managed with the proposed method.
In order to validate the ability of the proposed method to provide a ranking that
is in agreement with the ordinal preferences, we now focus our attention on the MVs
metric (in this case, the smaller is MVs the more the ranking is in accordance with the
available ordinal information), considering the effect of increasing the graph density
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Figure 2.: Overall Ordinal Satisfaction Index σ comparison among LLS-MOV, SLLS,
EV, SDLS and SWLS for multiple values of graph density. For each choice of density
we show the results in terms of average and standard deviation over m = 100 trials,
setting  = 10−1 and γ = 0.2.
Figure 3.: Overall Ordinal Satisfaction Index σ comparison among LLS-MOV, SLLS,
EV, SDLS and SWLS for multiple values of data inconsistency γ. For each choice of
the inconsistency we show the results in terms of average and standard deviation over
m = 100 trials, setting  = 10−1 and the graph density to 0.5.
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Figure 4.: Maximum Violations (MVs) comparison among LLS-MOV, SLLS, EV,
SDLS and SWLS for multiple values of graph density. For each choice of density
we show the results in terms of average and standard deviation over m = 100 trials,
setting  = 10−1 and γ = 0.2.
Figure 5.: Maximum Violations (MVs) comparison among LLS-MOV, SLLS, EV,
SDLS and SWLS for multiple values of data inconsistency γ. For each choice of the
inconsistency we show the results in terms of average and standard deviation over
m = 100 trials, setting  = 10−1 and the graph density to 0.5.
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Figure 6.: Total Deviation (TDs) comparison among LLS-MOV, SLLS, EV, SDLS
and SWLS for multiple values of graph density. For each choice of density we show
the results in terms of average and standard deviation over m = 100 trials, setting
 = 10−1 and γ = 0.2.
(Figure 4) and the effect of increasing the inconsistencies (Figure 5).
We point out that, differently from all other methods, SDLS has been specifically
designed to optimize TDs. Notice that none of the considered methods, including
the proposed one, has been specifically designed to optimize MVs. According to the
figures, in all cases the proposed LLS-MOV approach shows the best performance; the
divide is particularly evident as the density and inconsistency grows. Notice that the
performance of all other methods is comparable, except for the SDLS approach which
yields the worst results.
Let us now consider the results obtained by the different methodologies in terms
of satisfaction of the cardinal information encoded in the ratios Wij ; to this end we
compare the methods in terms of the TDs metric, considering the effect of increasing
the graph density (Figure 6) and the effect of increasing the inconsistencies (Figure 7).
It can be noted that, although the proposed LLS-MOV approach is focused on the
ordinal dimension, the results obtained are in all cases comparable but slightly worse
than SLLS, EV and SWLS.
Overall, these simulations suggest that LLS-MOV is very effective in minimizing
violation of ordinal preferences; moreover, it is comparable to most of the approaches
in the literature in terms of violation of cardinal preferences, while being outperformed
only by an approach that explicitly focuses on cardinal information. Figure 8 summa-
rizes such a situation by providing a synoptic view of the performance of the different
algorithms in terms of ordinal and cardinal violations. Specifically, SLLS, EV and
SWLS have substantially comparable performance, and represent a tradeoff between
ordinal and cardinal effectiveness. On the other and, as mentioned before, SDLS is
focused on cardinal information and consequently it significantly suboptimal in terms
of ordinal information. Finally, the proposed approach exhibits a “specular” perfor-
mance with respect to SDLS, emphasizing the agreement of the ranking with ordinal
information.
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Figure 7.: Total Deviations (TDs) comparison among LLS-MOV, SLLS, EV, SDLS and
SWLS for multiple values of data inconsistency γ. For each choice of the inconsistency
we show the results in terms of average and standard deviation over m = 100 trials,
setting  = 10−1 and the graph density to 0.5.
Figure 8.: At-a-glance view of the performance of the considered methodologies in
terms of both MVs and TDs. For each method we consider m = 100 graphs with
fixed density equal to 0.5 and we plot the results in terms of the average MVs and
TDs scores obtained for different levels of inconsistency using different markers (the
continuous curves represent an interpolation of such values).
19
5. Conclusions
In this paper we develop a novel approach to reconstruct the ranking of a set of alter-
natives based on incomplete pairwise comparisons. Specifically, the proposed approach
emphasizes the satisfaction of the ordinal preferences encoded by the available infor-
mation over the cardinal ones. This is done by considering two cascading optimization
problems: first, we aim at finding an ordinal ranking that maximizes the accordance
with the available information, then we seek a cardinal ranking via the logarithmic
least-squares approach, with the additional constraint that the previously chosen or-
dinal ranking is satisfied. Simulations show that the proposed approach is able to
generate rankings that are not in contrast with the available information, while tradi-
tional approaches from the state of the art (i.e., sparse logarithmic least squares, the
sparse direct least squares, the weighted least squares, and approaches based on the
eigenvectors) may fail. The proposed approach has been evaluated and compared, in
terms of two common criteria, with respect to the other approaches from the state of
the art. Our approach is able to guarantee the best results in terms of MVs (ordinal
violations). Concerning the TDs criterion, our approach proposes solutions compara-
ble to the classic SLLS approach. In this analysis, the gap between our solution and
the SLLS solution is due to the presence of additional constraint necessary to preserve
the ordinal ranking. The simulation campaigns show that our approach proposes good
solutions by varying both data inconsistency and graph density (i.e. the number of
given ratios in W ). Future work will aim at applying the proposed methodology to
real-world situations, as well as considering a distributed computing setting.
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