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Abstract. In this paper, we introduce a new error measure, integrated reconstruction error
(IRE) and show that the minimization of IRE leads to principal eigenvectors (without rota-
tional ambiguity) of the data covariance matrix. Then, we present iterative algorithms for
the IRE minimization, where we use the projection approximation. The proposed algorithm
is referred to as COnstrained Projection Approximation (COPA) algorithm and its limiting
case is called COPAL. Numerical experiments demonstrate that these algorithms successfully
ﬁnd exact principal eigenvectors of the data covariance matrix.
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1. Introduction
Principal component analysis (PCA) or principal subspace analysis (PSA) is a fun-
damental multivariate data analysis method which is encountered into a variety of
areas in neural networks, signal processing, and machine learning [10]. A variety
of adaptive (on-line) algorithms for PCA or PSA can be found in literature [4, 5,
7, 11, 13, 15] (see also [8] and references therein). Most of these algorithms are
gradient-based learning algorithms, hence the convergence is slow.
The power iteration is a classical method for estimating the largest eigenvector
of a symmetric matrix. The subspace iteration is a direct extension of the power
iteration, computing subspace spanned by principal eigenvectors of a symmetric
matrix. The natural power method is an exemplary instance of the subspace iter-
ation, where the invariant subspace spanned by the n largest eigenvectors of the
data covariance matrix, is determined [9]. The natural power iteration provides
a general framework for several well-known subspace algorithms, including Oja’s
subspace rule [11], PAST [16], and OPAST [1].
 Correspondence author.
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A common derivation of PSA, is terms of a linear (orthogonal) projection W =
[w1, . . . ,wn]∈Rm×n such that given a centered data matrix X= [x(1), . . . ,x(N)]∈
R
m×N , the reconstruction error ‖X−WWX‖2F is minimized, where ‖ ·‖F denotes
the Frobenius norm (Euclidean norm). It is known that the reconstruction error is
blind to an arbitrary rotation of the representation space. The minimization of the
reconstruction error leads to W =U1Q, where Q∈Rn×n is an arbitrary orthogonal
matrix and the eigendecomposition of the covariance matrix C =XX is given by








where U1∈Rm×n contains n largest eigenvectors, U2∈Rm×(m−n) consists of the rest
of eigenvectors, and associated eigenvalues are in 1,2 with λ1 >λ2 > · · ·>λm.
Probabilistic model-based method for PCA was developed, where the linear
generative model was considered and expectation maximization (EM) optimization
was used to derive iterative PCA algorithms, including probabilistic PCA (PPCA)
[14] and EM-PCA [12]. These algorithms are batch algorithms that ﬁnd principal
subspace. Hence, further post-processing is required to determine exact principal
eigenvectors of the data covariance matrix, without rotational ambiguity. The nat-
ural power iteration is also a PSA-type algorithm, unless the deﬂation method is
used.
In this paper, we present iterative algorithms which determine the principal
eigenvectors of the data covariance matrix in a parallel fashion (in contrast to
the deﬂation method). To this end, we ﬁrst introduce the integrated reconstruc-
tion error (IRE) and show that its minimization leads to exact principal eigenvec-
tors (without rotational ambiguity). Proposed iterative algorithms emerge from the
minimization of the IRE and are referred to as COPA algorithm and COPAL (the
limiting case of COPA). These algorithms are the recognition model counterpart
of the constrained EM algorithm in [2, 3] where principal directions are estimated
through alternating two steps (E and M steps) in the context of the linear cou-
pled generative model. In contrast, our algorithms COPA and COPAL, need not
go through two steps, which is a major advantage over EM type algorithms.
2. Integrated Reconstruction Error
It was shown in [16] that the reconstruction error JRE =‖X −WWX‖2F attains
the global minimum if and only if W =U1Q. Now, we introduce the IRE that is
summarized below.
DEFINITION 1 (IRE). The integrated reconstruction error, JIRE, is deﬁned as a

























1 for j =1, . . . , i,
0 for j = i +1, . . . , n.
THEOREM 1 (Main Theorem). The IRE is minimized if and only if W =U1.
Proof. See Appendix.
Remarks:
– The last term in IRE, Jn, is the standard reconstruction error. It was shown in
[16] that W is a stationary point of Jn if and only if W =U1Q (hence WW =
I is satisﬁed). All stationary points of Jn are saddle points, except when U1
contains the n dominant eigenvectors of C. In that case, Jn attains the global
minimum.
– The standard reconstruction error Jn is invariant to an orthogonal transform
Q because WQQW =WW. In contrast, the IRE is not invariant under an
orthogonal transform, since QEiQ =Ei . This provides an intuitive idea why
the IRE minimization leads to the principal eigenvectors of the data covariance
matrix, without rotational ambiguity.













where wi represents the ith column vector of W . The PRE i + 1, Ji+1, repre-
sents the reconstruction error for (i + 1)-dimensional principal subspace which
completely includes i-dimensional principal subspace. Therefore, the minimiza-
tion of JIRE implies that each PRE Ji for i=1, . . . , n, is minimized. The graph-
ical representation is shown in Figure 1, where a coupled linear recognition
model is described, with a link of the IRE minimization.
– Minimizing each Ji is reminiscent of the deﬂation method where the eigenvec-
tors of C are extracted one by one. Thus, it is expected that the minimiza-
tion of IRE leads to principal eigenvectors of C. However, a major difference
between the deﬂation method and our method is that the former extracts
principal components one by one and the latter ﬁnd principal components
simultaneously.
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Figure 1. A coupled linear recognition model is shown, where it consists of n sub-models coupled
through sharing the weights arriving at the same yi for each sub-model. The ith sub-model is described
by yj =
∑m
l=1 Wlj xl =wj x for j =1, . . . , i. The reconstruction error for the ith model is given by Ji . The
weight matrix W is learned in such a way that the reconstruction errors, J1, . . . ,Jn are minimized.
3. Iterative Algorithms
The projection approximation [16] assumes that the difference between W
(k+1)X







where Y (k) =W(k)X.
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and  is the Hadamard product (element-wise product).













































, if i >j,
Yij , if i ≤ j .
(6)
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Replacing Y (k) by W(k)X, leads to the updating rule for COPA:







In the limit of αi+1
αi
→0 for i=1, . . . , n−1, U(·) becomes the conventional upper-
triangularization operator UT which is given by
UT (Yij )=
{
0, if i >j,
Yij , if i ≤ j . (8)
This leads to the COPAL algorithm







Algorithms are summarized in Table 1, where the constrained natural power iter-
ation is a variation of the natural power iteration [9], while incorporating with
the upper-triangularization operator UT . The validity of the COPAL algorithm is
justiﬁed by the following theorem where the ﬁxed point of (9) is shown to corre-
spond to the eigenvector matrix U1.
THEOREM 2. The ﬁxed point W of the COPAL (9) satisﬁes W =U1ϒ (after each
column vector of W is normalized ), where ϒ is a diagonal matrix with its diago-
nal entries being 1 or −1, provided that the nth and (n+ 1)th eigenvalues of C are
distinct and the initial weight matrix W (0) meets a mild condition, saying that there
exists a nonsingular matrix L∈R(m−n)×n such that U2 W (0) =LU1 W (0) for a ran-
domly chosen W (0).
Proof. See Appendix.
Table 1. The outline of updating rules and the characteristics of algorithms, is summarized, where
PAST and NP (natural power) are given as their batch version and CNP stands for the constrained
natural power.
Algorithm Updating rule Type
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4. Numerical Experiments
Numerical examples are provided, in order to verify that the weight matrix W in
COPA as well as COPAL converges to the true eigenvectors of the data covariance
matrix C.
4.1. example 1
The ﬁrst experiment was carried out with 2-dimensional vector sequences of length
1000. Figure 2 shows the data scatter plots and principal directions computed by
the PAST algorithm and by our algorithms (COPA and COPAL). One can see that
principal directions estimated by the PAST algorithm are rotated eigenvectors of
the data covariance matrix (i.e., principal subspace). On the other hand, COPA or
COPAL ﬁnds exact principal directions (see Figure 2(b)).
4.2. example 2
In this example, we show different convergence behavior of the COPA algorithm,
depending on the choice of αi . Regardless of the values of αi , the minimum of the
IRE stays the same. However, the convergence behavior of the COPA algorithm is
different, especially according to the ratio αi+1
αi
for i = 1, . . . , n − 1 (see Figure 3).
In this example, 5-dimensional Gaussian random vectors with 1000 samples, were
linearly transformed to generate the 10-dimensional data matrix X ∈ R10×1000.
Figure 3 shows the convergence behavior of the COPA algorithm with different
choice of αi , as well as the COPAL algorithm. What was found here that the conver-
gence of the COPA becomes faster, as the ratio, αi+1
αi
for i =1, . . . , n−1 decreases.
4.3. example 3
This example involves the useful behavior of our algorithms for high-dimensional
data, showing that even for the case of high-dimensional data, our algorithms suc-
(b)(a)
Figure 2. Principal directions computed by: (a) PAST algorithm (or the natural power); (b) COPA
(or COPAL). The PAST (or NP) algorithm ﬁnds rotated principal directions, whereas our algorithms
(COPA and COPAL) estimate exact principal directions of the 2-dimensional data.
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Figure 3. Evolution of weight vectors is shown in terms of the absolute value of the inner produce
between a weight vector and a true eigenvector (computed by SVD): (a) COPA with αi+1
αi
=1 and α1 =1;
(b) COPA with αi+1
αi
=0.5 and α1 =1; (c) COPA with αi+1αi =0.1 and α1 =1; (d) COPAL.
cessfully estimate exact ﬁrst few principal directions of data. To this end, we gener-
ated 5000 5-dimensional Gaussian vectors (with zero mean and unit variance) and
applied a linear transform to construct the data matrix X∈R1000×5000. The rank of
the covariance matrix C is 5. COPA and COPAL algorithms in (7) and (9) were
applied to ﬁnd three principal eigenvectors from this data matrix. For the case of
COPA, we used α1 =1, α2 =0.1, α3 =0.01. Results are shown in Figure 4.
4.4. example 4
As a real-world data example, we applied the COPAL algorithm to USPS hand-
written digit data, in order to determine eigen-digits (see Figure 5). Each image is
the size of 16×16, which is converted to a 256-dimensional vector. First 100 prin-
cipal components were estimated by the COPAL algorithm as well as SVD and
the batch version of PASTd (PAST with deﬂation). Although the deﬂation method
determines eigenvectors without rotational ambiguity, however, error accumulation
is propagated as n increases.
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Figure 4. Evolution of weight vectors: (a) COPA; (b) COPAL. Correlations represent the absolute value
of the inner product between a weight vector and a true eigenvector (computed by SVD).
Figure 5. USPS hand-written digit data, ‘2’, is shown in (a). The rest are corresponding principal com-
ponents estimated by: (b) SVD; (c) COPAL; (d) PASTd (PAST with deﬂation). The eigen-digits esti-
mated by COPAL is exactly same as ones found by SVD. On the other hand, ﬁrst 10–20 eigen-digits
computed by the deﬂation methtod are same as true eigen-digits, but eigen-digits are deteriorated as n
increases.
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5. Conclusions
We have presented two iterative algorithms, COPA and COPAL, which deter-
mine principal eigenvectors of the data covariance matrix. In contrast to PPCA,
EM-PCA, PAST, and NP, the algorithms COPA and COPAL could determine the
eigenvectors without rotational ambiguity, since they were derived from the mini-
mization of the integrated reconstruction error that was introduced in this paper.
The COPAL algorithm emerged as a limiting case of COPA and its ﬁxed point
analysis was provided. The validity of two algorithms was demonstrated through
several numerical examples where a few principal eigenvectors were required to
be computed from very high-dimensional data. The useful behavior of COPA and
COPAL was also shown, compared to the deﬂation method where eigenvectors of
the data covariance matrix are extracted one by one.
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Appendix: Proofs of Theorems
Proof of Main Theorem. The sufﬁciency (if part) can be proved in a straightfor-
ward manner. The necessity (only if part) is proved in an induction-like manner.
As mentioned in Section 2, the IRE is minimized if and only if each PRE Ji is
minimized, since the IRE is a linear sum of PREs with positive coefﬁcients {αi}
and i-dimensional subspace (determined by the minimization of Ji) is completely
included in (i +1)-dimensional subspace. Recall that true normalized eigenvectors
of C are denoted by u1, . . . ,un with associated eigenvalues λ1 >λ2 > · · ·>λn.
We ﬁrst consider J1 and show that its minimization implies w1‖w1‖ =u1. It follows
from ∂J1
∂W






which implies w1 =u(k), i.e., w1 is one of the normalized eigenvectors of C. Then



















APPROXIMATION ALGORITHMS FOR PRINCIPAL COMPONENT ANALYSIS 63
where the third equality directly comes from the spectral decomposition of C,
replacing C by
∑n
i=1 λiuiui . Since λ1 > λ2 > · · · > λn, the J1 is minimized when
k=1. Hence, w1 =u1.
Suppose that the minimization of
∑i
j=1 αjJj leads to wj =uj for j = 1, . . . , i.
Then, we show that wi+1 =ui+1 emerges from the minimization of Ji+1. Solving
∂Ji+1
∂W
=0 for W , leads to
CWEi+1 =WEi+1WCWEi+1, (12)
which can be re-written as
C [W i wi+1]= [W i wi+1]
[









where W i = [w1 . . . wi ] . It follows from (13) that we have










Note that the stationary points of Ji satisfy





Taking this relation into account in (14), leads to the orthogonality
wi+1CW i =0. (16)






which implies that wi+1 is one of eigenvectors, {ui+1, . . . ,un}. Once again using





Thus, Ji+1 is minimized when k = i + 1, leading to wi+1 = ui+1. This proves the
main theorem. 	unionsq
Proof of Theorem 2. We deﬁne (k) =U1 W (k) and (k) =U2 W (k). With these























As in the convergence proof of the natural power iteration in [9], one can show
that (k) goes to zero. Assume that (0) ∈Rn×n is a nonsingular matrix, then it
implies that (0) =L(0) for some matrix L. Then it follows from (19) that, we
can write
(k) =t2L−t1 (k). (21)
The assumption that ﬁrst n eigenvalues of C are strictly larger than the others,




)t where λn and λn+1 (<λn) are nth and (n+1)th largest eigen-
values of C.






Note that 1 is a diagonal matrix with diagonal entries λi for i =1, . . . , n. Thus,





eigenvalues in 1. Note that the eigenvalues of an upper-triangular matrix are the




=λi, i =1, . . . , n, (23)






ij =λj , j =1, . . . , n, (24)
where ϕij is the (i, j)-element of . Assume n≤ rank(C), then λi =0, i =1, . . . , n.
For positive values λi , the only  satisfying (24) is =ϒ. Therefore, W =U1ϒ,
implying that the ﬁxed point of (9) is the true eigenvector matrix U1 up to a sign
ambiguity. 	unionsq
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