Abstract-This paper compares the performance of three evolutionary multi-objective algorithms on the multiobjective knapsack problem. The three algorithms are SPEA2 (strength Pareto evolutionary algorithm, version 2), MOGLS (multi objective genetic local search) and SEAM02 (simple evolutionary algorithm for multiobjective optimization, version 2). For each algorithm, we try two representations: bit-string and order-based. Our results suggest that a bit-string representation works best for MOGLS, but that SPEA2 and SEAM02 perform better with an order-based approach. Although MOGLS outperforms the other algorithms in terms of solution quality, SEAM02 runs much faster than its competitors and produces results of a similar standard to SPEA2.
Introduction
The multi-objective knapsack problem (MKP) is a popular test-bed with researchers developing evolutionary multiobjective algorithms (EMOs). The present paper compares the performance of three EMOs on some large instances of this problem, trying two different representations on each EMO. The EMOs chosen for this study are SPEA2 (strength Pareto evolutionary algorithm, version 2) [17] , MOGLS (multi-objective genetic local search) [5] and SEAM02 (simple evolutionary algorithm for multiobjective optimization, version 2) [13] . The study builds on earlier work in which Mumford [12] used the SEAMO algorithm [14, 16] (the precursor of SEAM02) as a framework to explore a number of different representations and operators for the 0-1 multi-objective knapsack problem. The approaches tested by Mumford on the SEAMO framework, covered bit-string and order-based representations, with various penalty functions, repair mechanisms and decoders, all adapted from the single objective case [3, 4, 10, 11] . Results published in [12] favor an order-based approach with a first fit decoder over the bit-string representations. Notwithstanding the apparent success of the order-based approach in this particular study, the favorite method of representation for the MKP is a bit-string chromosome with a greedy repair mechanism [5, 8, 17, 18] . However, the implications drawn from the comparative study must remain tentative, given the experiments were limited to the SEAMO algorithm. Bit-string representations may indeed produce better results for other EMOs.
The present study takes the most promising approaches [12] , and tries them on the three above mentioned EMOs. In addition, our paper assesses the relative merits of the EMOs in terms of solution quality and run time.
The remainder of the paper is organized as follows. Sections 2 to 5 cover the essential background to our study, including the MKP and an outline of the representations, operators and algorithms. In Section 6 we describe our experimental method, and in Section 7 we present our results. Finally, we summarize the paper and suggest future work in Section 8.
The 0-1 Multi-Objective Knapsack Problem
The 0-1 multi-objective knapsack problem (MKP) is a generalization of the 0-1 simple knapsack problem, and is a well known member of the NP-hard class of problems. In the simple knapsack problem, a set of objects, 0 = {fo, 02, 03, ., on}, and a knapsack of capacity C are given.
Each object, oi, has an associated profit pi and weight wi.
The objective is to find a subset S C 0 such that the weight sum over the objects in S does not exceed the knapsack capacity and yields a maximum profit. The 0-1 MKP involves m knapsacks of capacities cl, C2, c3, ..., cm. Every selected object must be placed in all m knapsacks simultaneously, although neither the weight of an object nor its profit is fixed, and will probably have different values in each knapsack. The present study covers problems with between two and four objectives (i.e. knapsacks).
Representations for the Multiple Objective Problem
For our experiments we have selected the two best performing approaches from [12] : a bit-string representation with greedy repair [18] , and an order-based representation with a first-fit decoder [12] . More details of these approaches are given below. Initially, a greedy repair routine is presented with knapsacks packed with all the objects that have their bits set. Repair proceeds by the sequential removal of objects from the knapsacks, until all the capacity constraints are satisfied. In the repair method of Zitzler and Thiele [18] , used in SPEA2, the order in which the items are removed is determined by the maximum profit/weight ratio per object (taken over all the knapsacks), with the object which is least profitable, per unit weight, being the first to be removed. The repair mechanism of [12] used in SEAM02 is similar to this but here the removal of objects from the knapsacks is sequenced on average profit to weight ratio taken over all the knapsacks. Our implementations of SPEA2 and SEAM02 do not write back the repaired chromosomes into the population.
The repair mechanism for MOGLS, although similar to the approach described for SPEA2 and SEAM02, takes account of the weighted scalarized functions that MOGLS uses to fuel the local search phase of the algorithm, [5] . In this case the replacement of repaired chromosomes into the population forms a constituent part of the algorithm.
One-point crossover and point mutation (i.e. bit flips) are used for all our bit-string experiments.
The Order-Based Representation
In the order-based representation the genes represent the objects themselves and the chromosomes consist of orderings of all the objects. Because every object is included on each chromosome, a decoder is required to produce legal solutions. Hinterding [3] used a first fit heuristic for his orderbased representation in the single objective case. Starting with an empty knapsack, he selected objects in sequence from a permutation list, starting with the first object on the list, then working through to the second, then the third and so on. Whenever inclusion of an object from the list would result in a constraint violation, that object was skipped over and the next object tried. Assume we are given an orderbased sequence of (1, 5, 2, 4, 3, 6) for a six object problem in the single objective case. A first-fit decoder will attempt to pack object 1, then object 5, then object 2 etc., until it reaches an object that, if packed, would exceed the capacity constraint. If this occurs, for example, when object 4 is tried, the first-fit decoder would skip over object 4 and try object 3, then 6.
Adapting a decoder based on the first fit algorithm for the multi-objective knapsack problem simply requires that the constraints are tested for all the knapsacks each time an object is considered for inclusion in the solution, and this is the approach adopted here.
Cycle crossover, CX, [15] is used as the recombination operator for all the order-based experiments, and the mutation operator swaps two arbitrarily selected objects within a single permutation list. CX was selected as the recombination operator because it produced better results than other permutation crossovers in some test runs described in [12] . 4 The Evolutionary Multi-Objective Algorithms
We justify our choice of SPEA2, MOGLS and SEAM02 as follows: Figure 1 .
In more detail, the procedure for fitness assignment can be expressed as follows: approximately the same range, it is not necessary to normalize the scalarizing function, [5] .) Outline pseudocode for MOGLS can be found in Figure 2 .
The MOGLS algorithm begins by initializing the current set, CS, with S random bit-strings, or permutations, depending on the representation scheme. In the case of the bitstring representation, a local search heuristic (i.e. greedy repair) is applied to each newly generated string, but this stage is inappropriate for the order-based scheme and is therefore omitted. The lack of opportunity for local search is a potential disadvantage of the order-based approach in the case of MOGLS.
In addition to the current set, CS, MOGLS maintains two further populations: PP, the set of potentially nondominated solutions, and TEP a temporary elite population. At the start of each iteration of the main loop, a new random weight vector, (A1, A2 ... Am), is generated and this is used to select K different solutions from CS to make up TEP. The K solutions selected are the best on the current scalarizing function, (AiPi + A2P2 + ... + AmPm).
Two solutions, xl and x2, are next selected at random from TEP. These are recombined to produce an offspring, X3.
Mutation is then applied, followed by the greedy repair heuristic in the case of the bit-string representation, or the decoder applied to the order-based scheme, giving x3. x3 is then added to CS if it is better on the linear scalarizing function than the worst solution in TEP and different in the de-1270 j-1 EA, 1 1=1 cision space (i.e., the chromosomes) from all the solutions in TEP. Finally PP, the set of potentially non-dominated solutions, is updated.
As already mentioned in Section 3.1, the local search heuristic used for the bit-string representation involves a form of greedy repair heuristic that takes into account the current value of the linear scalarizing function. In more detail, each new offspring, x, is checked for feasibility, and if the capacity is exceeded for one or more of the knapsacks, objects are removed (i.e. bits reset from "1" to "O") until the constraints are satisfied. The order in which the objects are removed corresponds with their profit to weight ratios amalgamated according to the random vector, (A1, A2, ... I Am). Assuming that object i has profit to weight ratios, pi,/wii, p1 2 w/W2 ... , Pim/wim, in knapsacks 1, 2, ... , m respectively, the amalgamated profit to weight ratio for object i will be Alpil/wul + A2Pi2/Wi2 + ... + AmPim/Wim. The local search heuristic will remove objects in non-decreasing sequence of these amalgamated values (thus removing the least promising objects first). In the case of the order-based representation, the decoder described in Section 3.2 will produce a feasible solution from any given permutation, making the local repair heuristic redundant. As mentioned previously, the lack of a weighted local search in MOGLS when using the order based representation, is a potential disadvantage (and we shall see later that this is borne out by our results).
CS is organized as a queue of maximum size K x S,
where K is the size of the temporary elite populations and S is the size of initial population. New solutions are added to the front of the queue, and old solutions deleted from the back of the queue to prevent CS exceeding its maximum size.
SEAM02
The SEAM02 framework, outlined in Figure 3 , illustrates a simple steady-state approach, which sequentially selects every individual in the population to serve as the first parent once, and pairs it with a second parent that is selected at random (uniformly).
A single crossover is applied to produce each offspring, and this is followed by a single mutation. Each new offspring will either replace a parent, or another population member, or it will die, depending on the outcome of a number of tests. Essentially, an offspring will replace a parent if it is deemed to be better than that parent. This occurs if the offspring dominates one of the parents, or if produces a new global best profit in one of the knapsacks. If the offspring neither dominates either of its parents, nor is it dominated by either of them, the offspring will replace a random individual in the population, if one can be found that it dominates. Any offspring that duplicates any member of the population in its objective space will be deleted, regardless of its ability to dominate its parents. Unfortunately there is no general agreement amongst researchers on how best to assess the quality of a nondominated set of points produced by a particular multiobjective algorithm. Of the multitude of metrics from the literature which attempt to express the solution quality as a single number, the S metric of Zitzler and Thiele [18] has been recommended in [9] as a good all-round choice, provided the problem involves relatively few dimensions, and the non-dominated sets are not overlarge. For (2,3,4) . On all problems, runs were extended for 5000 generations for SPEA2 and SEAMO2, and for 5000 x S evaluations in the case of MOGLS. Each EMO performed exactly the same number of objective function evaluations on a given problem. For SPEA2 the regular population (Pt) and archive (Pt) were set to the same size, N = N. MOGLS was initialized with a current set, CS, of S = N, and we set the size of TEP to 20, the same as [5] .
Crossover was applied at a rate of 100 % in MOGLS and SEAMO2 and at a rate of 80 % in SPEA2, and the mutation rate was 0.6 % in SPEA2, 1 % in MOGLS and one mutation per offspring in SEAMO2. Guidelines for crossover and mutation rates were based on those given in the original papers, validated by us in some pilot studies. To give each algorithm a fair chance in the contest, we set crossover and mutation rates favorable to each technique, rather than use a "'one size fits all" approach.
In adapting MOGLS for an order-based implementation, we found it necessary to deviate slightly from the published version of the algorithm. The standard version of MOGLS checks the temporary elite population, TEP, for duplicates in the decision space. However, the order-based encoding has a very high level of redundancy (i.e. many orderings produce identical solutions) and deleting duplicates in the decision space tends to be ineffective and leaves too many individuals that are identical in the objective space. For [1] . The performances of the algorithms are assessed using the S metric described in [18] and outlined in Section 5 of the present paper. In addition, 2D graphical plots, run time measurements and the sizes of non-dominated sets provide additional information. Experiments were conducted using Java 2, version 1.4.2 (J2SE) on a PC with 2.99 GHz Intel Pentium 4 and 1 GB RAM.
Results
We shall now attempt to answer the three questions posed in the previous section, beginning with the effect of representation. A visual impression of the algorithms' performance on kn750.2 can be obtained from Figure 4 , which plots non-dominated solutions extracted from five replicate runs, comparing bit-string and order-based representations for each EMO. The traces in Figure 4 indicate that MOGLS performs better with a bit-string representation but that the order-based representation works best for SEAMO2. The results appear less clear cut for SPEA2, although the orderbased approach seems to give a better spread of results. Figure 5 shows box plots for the S metric on kn250.2, kn500.2 and kn750.2. Each plot gives the distribution of the dominated space for 30 replicate runs, covering a particular EMO, representation and knapsack instance. The plots provide strong supporting evidence in favor of bitstrings for MOGLS and order-based representations for both SEAMO2 and SPEA2. The box plots in Figure 6 for kn750.3 and kn750.4 add further support in favor of a bit-string approach for MOGLS, and furthermore, the gap between the two approaches appears to grow quite considerably for MOGLS, as the number of objectives increases from two to four. This is consistent with expectations, considering the absence of the local search phase in the orderbased approach. As the number of objectives increase, so the problems get harder to solve, and it is possible that the role of local search becomes increasingly important. The order-based approach performs consistently better than the bit-string for SEAMO2. However, the case is not quite so clear cut for SPEA2, which still favors an order-based approach for kn750.3 but performs slightly better with a bitstring representation on kn750.4.
We shall now try to answer the second question we posed, and compare the three EMOs with respect to solution quality. Examination of Figures 5 and 6 , indicate that MOGLS is the best performer, using a bit-string representation. Figures 5 and 6 This paper compares the performance of the three EMOs: SPEA2, MOGLS and SEAMO2, using the multi-objective knapsack problem as a test-bed. For each algorithm, we try two representation schemes: bit-string and order-based. Our results provide strong evidence that a bit-string representation works best for MOGLS, but that SEAMO2 performs better if an order-based approach is used. The relative performance of the two approaches is less well defined for SPEA2, however. MOGLS appears to benefit from the bit-string representation because it is able to apply its weighted scalarizing function at the repair stage, thus biasing the search towards the chosen region of the Pareto front. Furthermore, it would seem that the relative benefit of applying the bit-string approach to MOGLS increases as the problems get harder with more objectives. Over all, MOGLS produces better results than either SPEA2 or SEAMO2. SPEA2 and SEAMO2 produce rather similar results, with SPEA2 performing slightly better than SEAM02 on the instances with two objective problems, and SEAMO2 doing better on kn750.3 and kn750. 4 Future plans include extending our comparative studies (covering representations, solution quality and run time) to more EMOs, for example PESA (Pareto envelope-based selection algorithm) [7] , NSGA II (non-dominated sorting algorithm II) [2] , and PMA (Pareto memetic algorithm) [6] . PMA is of particular interest because it operates in a similar fashion to MOGLS (using scalarizing functions), and thus promises high quality results. Yet, because it uses a simple tournament selection instead of TEP used by MOGLS, it promises to be much faster.
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