We show that the interaction of adjacent fiber-optic solitons can be reduced by the Raman self-frequency shift. As the frequency slides, the interaction periodically alternates between attraction and repulsion. If this happens sufficiently rapidly, the forces largely average out. We present a simplified analytical model and compare its predictions to numerical simulations.
I. INTRODUCTION
Bound optical solitons appear in various contexts, including spatial solitons ͑self-trapping beams͒ in nonlinear crystals or waveguides ͓1͔, even with incoherent light ͓2͔, and temporal fiber-optic soliton pairs. Here we will concentrate on the latter. There are soliton molecules in dispersionmanaged fibers ͓3-5͔, and interacting soliton pairs were described in fiber lasers ͓6-8͔. Recently in a study of supercontinuum formation in photonic-crystal fiber it was observed in numerical simulations that two solitons kept an apparently constant mutual distance in spite of strong common motion ͓9,10͔. This may be another candidate for soliton bound-pair formation; clarification is the subject of this contribution. We derive a simple model to describe the interaction in that case, and will conclude that the situation is more closely related to the case of incoherent soliton interaction.
Let us first consider panels B and E of Fig. 10 in Ref. ͓9͔ which we reproduce here as Fig. 1 . It shows the simulated propagation of solitons in supercontinuum formation in both the temporal ͑E͒ and spectral domain ͑B͒. Specifically, here solitons escape from the supercontinuum due to soliton fission, and what appears like a bound state is formed between the second and third soliton from right. These two solitons seem to propagate jointly, i.e., at fixed mutual separation, even as they are strongly shifted by the Raman effect. At the same time, in the spectral domain there is the typical double pulse spectrum with the characteristic fringes.
This simulation has been calculated for a photonic-crystal fiber, i.e., a fiber which has constant dispersion along its length ͑as opposed to a dispersion-managed fiber͒. In the spectral region of interest the dispersion was anomalous. In such situation it is well known that soliton interaction produces attraction for in-phase pulses, and repulsion for opposite-phase pulses ͓11͔. In the present situation there is strong Raman frequency shift acting simultaneously. Therefore, all solitons individually are frequency-shifted toward longer wavelengths ͓12,13͔. This is quite apparent in Fig.  1͑B͒ . The spectral trace with characteristic interference fringes ͑second from right͒ surely arises from the two solitons forming the pair.
If, in a somewhat oversimplified view, one would consider the soliton pair as a linear superposition of two individual solitons, their temporal phase functions would obtain a tilt from the Raman frequency shift. Since this is true for either pulse of the pair, their initial relative phase is not maintained but cycles through 2. This can be seen from the evolution of the spectrum in B where even as the spectral envelope shifts toward longer wavelengths the fringes stay put. This, however, implies that the interaction of the solitons must cycle between repulsion and attraction as they propagate, which may on average more or less cancel out the interaction forces.
In order to put this heuristic consideration on a firmer footing, we will develop here a simple model in which we consider single fundamental solitons with fixed soliton parameters at a certain separation. We calculate changes of their center frequencies which, in the presence of group velocity dispersion can be interpreted as interaction forces producing movement of the pulses. The velocities thus produced, plus those arising from the Raman self-frequency shift, produce a tilt of the temporal phase functions which in turn affects the interaction. We finally obtain the position of both pulses during propagation, and their mutual distance in particular. It will turn out that due to the rapid rotation of the relative phase there is indeed a modification of the interaction which results in an overall reduction of force, but not necessarily a cancellation to zero. * fedor.mitschke@uni-rostock.de; www.physik.uni-rostock.de/ optik FIG. 1. Numerical simulation of the propagation in the spectral ͑left plot͒ and time domain ͑right plot͒ of bound solitons appearing in photonic-crystal fiber ͑PCF͒ ͑arrows͒. Picture taken from ͓9͔ but color converted to grayscale, cropped, axes relabeled, and arrows added.
II. MODEL OF SOLITON INTERACTION
The propagation of an optical pulse w in a lossless fiber in the simplest case ͑only second-order dispersion and Kerr effect, no higher-order corrections͒ is described by the nonlinear Schrödinger equation, here given in its normalized, dimensionless form
where w denotes the pulse envelope. Time is normalized to T 0 which is the 1 / e half width of the launched pulse. is the propagation distance, scaled by the dispersion length L D = T 0 2 / ͉␤ 2 ͉, where ␤ 2 describes the dispersion. For a pulse pair we write a superposition of two optical pulses as w = u + v and insert this in Eq. ͑1͒. Considering v as a small perturbation of u and vice versa, we get a symmetric pair of perturbed equations for the pulses u and v,
The equation for v has the same form with u and v swapped. The equation for u contains on the RHS the first two terms for the unperturbed pulse, a perturbation term depending on intensity envelope of the perturbing pulse ͉v͉ 2 , and a term describing interference between u and v. Due to dispersion, any modification of the average frequency ͗͘ of a pulse will result in a movement with respect to the frame of reference. The average frequency ͗͘ can be expressed as ͓14,15͔
with the soliton energy W = ͐ −ϱ ϱ u ‫ء‬ ud. Because for an unperturbed pulse the average frequency does not change, it is only the perturbation term which contributes to a frequency shift. As derived in ͓5͔, the interaction force on u can be expressed by
and similarly for v.
A. Interaction force of a soliton pair
Now we turn to "real world" units in formulating the two interacting solitons which we wrote in upper case. The fundamental soliton solution of Eq. ͑1͒ is well known ͓16͔; we can therefore write for U and V
͑5͒
Here T 0 is the pulse duration again, P the peak power, the temporal separation of the pair, and 0 the initial relative phase. ⍀ U,V are the instantaneous center frequencies of U and V with respect to the center frequency in the frame of reference. We also introduce here the Raman induced center frequency shift as ⍀ R . This is justified because it is known that in a fiber with no higher-order dispersion the Raman shift maintains the soliton's shape, and merely shifts it in frequency. The Raman term has the same value for both pulses in that case. Then, the force depending on both pulses is given by
Let us introduce a few abbreviations for convenience: the average instantaneous center frequency is ⍀ = ͑⍀ V + ⍀ U ͒ / 2 and the relative instantaneous center frequency difference is
Then, the superposition of both pulses can be written as
͑7͒
To determine the interaction forces in Eq. ͑6͒, we obtain the denominator as the energy of a single fundamental soliton U,
Using Eqs. ͑5͒-͑8͒ the force acting on U can be written as
The last term will break the symmetry of the impact of the force on U and V except when either the relative velocity ⌬⍀ vanishes, or when the relative phase −͑⍀ R + ⍀ ͒ + 0 is either 0 or according to the definition of above. Since an asymmetry is possible, the force acting on V has the same form but with Ã and B swapped. The broken symmetry for double pulses with ⍀ U =−⍀ V 0 which are neither in phase nor in opposite phase results from a nonsymmetric interference pattern. For in-between phase values one of the pulses will undergo more constructive interference while the other experiences more local destructive interference.
B. Raman induced frequency shift
We now derive an approximated expression for the Raman induced frequency shift ⍀ R . The Raman gain was first measured in ͓17͔; it grows with frequency offset almost lin-early until it peaks at Ϸ13 THz. For pulses of less than Ϸ100 fs the pulse spectrum is sufficiently narrow so that frequencies beyond the peak do not contribute. Then, using the linear rise approximation, one obtains for the phase evolution by the Raman effect
where T R is the Raman response time. Using
and the stable soliton shape and energy
we obtain after some calculations
ͪͬ. ͑14͒
The integral can be solved analytically, and we obtain for the Raman induced center frequency shift,
Specifically, for fundamental ͑N =1͒ solitons there is the condition
so that the shift then takes the form
This reproduces the well known scaling of the soliton selffrequency shift with the inverse fourth power of the pulse width ͓12,13,15͔. With this the relative phase during propagation is given by
C. Spectral fringe position
If the separation were fixed, ⍀ ͑z͒ = 0 and ⌽ rel ͑z͒ would evolve linearly in z. It is easy to see that the smaller the separation, the smaller the relative phase change: In the spectrum of Fig. 1͑B͒ the spectral envelope passes over spectral fringes. The spectral fringe separation ⌬ is, of course, given by the inverse of the temporal separation . For narrow pairs, the spectral fringe spacing is wide, and the spectral envelope passes over fewer fringes in any given distance than for wider pairs. Therefore the relative phase changes more slowly with z for narrow pairs.
For fixed and in-phase pulse pairs, the spectral position of the double pulse fringes would remain at
Together with Eq. ͑15͒ and ͑18͒ it follows that
ͪ⌬.
͑20͒
The evolution of the relative phase with z has the same value as the Raman induced self-frequency shift. Therefore the spectral fringes stay at their position. This is consistent with Fig. 1 and our own simulations.
D. Predictions of the model
In our model we neglected pulse chirp. Therefore the interference structure depends only on the relative phase ⌽ rel ͑z͒ and the relative frequency which corresponds to the respective velocity ⌬⍀. We consider solitons in an anomalous dispersion fiber; then the value of the force in Eq. ͑9͒ pertains to the leading pulse U. For a symmetric double pulse shape any blueshift of U would induce a redshift of the trailing pulse V. Then there is mutual repulsion of the pulses. On the other hand, a redshift of U and blueshift of V produces attraction.
In Fig. 2 the force acting on U is plotted for different values of ⌬⍀T 0 . Depending on the relative phase ⌽ rel and the separation the force may either attract U toward V, or repel it. ͑Whether both pulses actually come closer together also depends on the motion of V͒. Contours of the forces are shown; solid lines refer to the attractive case; dashed lines, the repulsive case. The zero force contour is indicated by a bolder line.
In plotting Fig. 2 we found it advantageous to apply a normalization. The necessity arises from interference between both pulses in our model which modifies the total energy of the pair. Therefore we normalize the constructed pulse pairs in Fig. 2 to twice the fundamental soliton energy.
The left panel of Fig. 2 shows the case of vanishing relative velocity ͑⌬⍀T 0 =0͒. At ⌽ rel = 0 there is attraction for any separation; at ⌽ rel = there is repulsion at any separation. Also, the maximum absolute values are obtained at ⌽ rel = , 0, respectively. The region of repulsion has a cusp at ⌽ rel = , → 0 because antiphase pulses undergo destructive interference when close. Similarly, the maximum attraction is obtained for Ϸ 1.4T 0 ; for smaller the force is reduced and tends to zero for → 0, i.e., perfectly overlapping pulses. The picture is symmetric about ⌽ rel = 0 and ⌽ rel = .
The center panel is for the case of a relative velocity ⌬⍀T 0 = 2. Obviously this case does not have the same symmetries. For ⌬⍀T 0 =−2 ͑not shown͒, the picture is a mirror image, with the sign of the force also reversed.
If the relative velocity is further increased ͑right plot, ⍀ U T 0 =−⍀ V T 0 =−3͒, the repulsive regime shrinks and eventually disappears. The force becomes more and more independent of ⌽ rel , i.e., the contours approach horizontal lines. This happens when the relative phase alternates very rapidly across the temporal pulse profile so that the interference pattern also oscillates rapidly: the net effect is, on average, similar to that of a constant quadrature phase without relative velocity. A net attractive force remains; one may therefore anticipate that the pulses will eventually collide. Figure 3 is intended to illustrate the rapid succession of the local phase difference across the pulse pair. The individual pulses have a phase profile which is given by a slanted line because they have different frequencies by virtue of ⍀ U,V . If the phase profiles were slanted even more steeply, the undulations in the power profile would get more rapid, and their impact would increasingly wash out.
As pointed out above, the force on V is usually not just the negative of the force acting on U. We therefore evaluated the force on V just as in Fig. 2 ͑not shown͒ and obtain the total force as the difference
this is shown in Fig. 4 . The three parts repeat the situations from Fig. 2 . Here the regions of thin solid lines are contours for residual attraction of both pulses with respect to the common center of mass. Similarly, thin dashed lines are contours for repulsion. For nonmoving pulses ͑left plot͒ the picture is almost identical to the corresponding panel of Fig. 2 ; only the absolute values are twice as large. For pulses with nonvanishing relative velocity, Fig. 4 agrees with the corresponding case in Fig. 2 only at ⌽ rel = 0 and where the force is simply doubled; everywhere else the picture is different. Overall, however, symmetry of the figure is restored: while the individual pulse may undergo an asymmetric perturbation, the system as a whole is symmetric again with respect to the center of mass. In the center panel, again the maximum attractive or repulsive force is obtained at ⌽ rel =0 or , respectively. For → 0, the forces tends to zero. However, in contrast to above, the repulsive regime does not maintain its cusp shape because due to the tilted phase profile, there can never be a complete destructive annihilation. Moreover, at Ͼ 3T 0 , the repulsion ends. Similarly, at ⌽ rel = 0 the attraction ends at Ͼ 3.8T 0 . From the right panel one sees that Bold lines are for the pair; thin lines for individual pulses. The slanted phase profiles of both pulses result in an alternation of constructive and destructive interference ͑see circular symbols͒. This results in a rapid modulation of the power profile ͑maxima are highlighted by vertical arrows͒. If sufficiently rapid, this modulation will lead to an effective averaging out, independent of the stationary part of the relative phase. again for rapidly moving pulses a net attraction remains which is largely independent of the relative phase.
III. MOVEMENT OF THE PULSES
We have shown so far that the pulses are subject to forces. These forces shift the center frequencies; by virtue of dispersion this implies a velocity with respect to the frame of reference. We will illustrate this in a specific example; numerical values for the example are listed in Table I . We run simulations of pulse pair propagation where at each position we evaluate center frequencies and velocities, to obtain the moving positions. The frequency shift with respect to the frame of reference over a length increment ⌬z is given by
The position of U and V during propagation for sufficiently small steps ⌬z is then given by
and the separation is
In Fig. 5 three examples are given. In either case it is shown how the pulse separation evolves with z. In the first case the phase difference is 0, and there is no initial velocity. Since this simulation does not include the Raman term, the relative phase ⌽ rel = 0 is preserved, and there is the periodic bouncing of the pulse pair also known as a breather. It was first noted in ͓11͔ that this is not actually observed in a real world experiment. In ͓18͔ it was shown that higher-order corrections prevent the repetitive bouncing. The center panel shows the same situation but for antiphase solitons. As expected, there is repulsion, and the pulses move away from each other.
The right panel illustrates reduced interaction between both solitons when the relative phase varies during propaga -FIG. 4 . Center-of-mass force for the same relative velocities as in Fig. 2 . Shown are the dependencies on separation and relative phase. Solid lines are contours for attractive force; dashed, repulsive.
FIG. 5. Forces acting on the pulse pair during propagation, and evolution of their separation. Local force is indicated by solid ͑attraction͒ and dashed ͑repulsion͒ contours, respectively. The bold dashed curve represents the resulting pulse pair separation. In the calculation we enforced that the initial energy is conserved; at each point local velocity and relative phase were evaluated for a continuation of the trajectory. Left: 0 =0, 0 = 6.6T 0 , ⌬⍀ 0 = 0. The pulses are in phase throughout. Center: As left except 0 = : pulses are always in opposite phase. Right: 0 = 0.66. This case is for solitons with varying relative phase.
tion. This happens here by the impact of the Raman effect. The relative phase ⌽ rel ͑z͒ evolves along with the separation ͑z͒ and relative velocity ⌬⍀͑z͒. For smaller separation the relative phase evolves slower in z than for higher separations as noted above. The calculation started with a double pulse without relative velocity ͑⌬⍀ 0 =0͒ and with phase difference ⌽ rel = 0.66. Initially the force is repulsive; as the trajectory passes through alternating sections of attraction and repulsion, the path is slightly wobbly, but an overall weak repulsion remains.
As pointed out repeatedly, the averaging of attraction and repulsion works quickest for wide separations. It is therefore worthwhile to look at relatively close spacing where local effects can dominate before averaging becomes effective. We repeat a similar case as in the right panel of Fig. 5 for different parameters ͑see Fig. 6͒ : the initial separation is reduced to 3.8T 0 , and the initial phase is varied as indicated. In the left panel, after initial attraction it comes to a collision and subsequently to a split. In the center panel the wobbly trajectory betrays some of the averaging described above, while in the right panel there is overwhelming repulsion.
IV. COMPARISON WITH NUMERICAL SIMULATIONS
To test the predictions of the model we ran simulations based on Eq. ͑1͒, using the parameters given in Table I . We employed a symmetrized split-step Fourier method ͓16,19͔. Initial conditions were chosen in correspondence to those of the model; in particular, the launch shape was a superposition of two sech-shaped pulses. Let us check the cases shown in Fig. 5: Fig. 7 shows results in comparison to predictions of the model.
In the first column, the temporal evolution is shown, in the third, the spectral evolution. For comparison, the second and fourth columns show the corresponding predictions of the model. These data were obtained by using the calculated parameters ⍀ U,V ͑z͒, ⍀ R ͑z͒, T 0 , P, t 0͑U,V͒ ͑z͒, and ⌽ rel ͑z͒. We must mention that for optimized agreement we chose the initial separation 5% larger for the simulation.
The first row is for in-phase pulses; the second for antiphase. It is clear that the agreement is remarkable.
In the third row we included a Raman term into the nonlinear Schrödinger equation so that we can follow the Raman shift of the pulse pair in the rest frame ͑group velocity in the fiber͒. The reader may want to compare with Fig. 1 . ͑Note that Fig. 7 uses frequency where Fig. 1 uses wavelength͒. The qualitative behavior is certainly described very well: due to the reduced interaction the pulse separation is almost constant even at considerable Raman shift. Also, the spectral fringes stay at their spectral positions as noted above. Due to simplifications involved, the model overestimates the frequency shift by Ϸ5%.
Finally, in Fig. 8 we compare the mutual separation from numerical simulation ͑solid lines͒ and the model ͑dashed lines͒. The two previously known cases of fixed phase difference at ⌽ rel = 0 and , respectively, are shown together with the case described here where the Raman frequency shift causes a rapid phase rotation: it is quite obvious how the interaction is greatly reduced.
V. CONCLUSIONS
In conclusion we have derived a model based on perturbation theory which can explain the reduced interaction of adjacent optical solitons in fibers with anomalous dispersion. The reduced interaction had been noted to occur for optical pulses which copropagated over long distances without apparent change of their separation. Our model provides a physical interpretation:
It has been known for many years that solitons with a fixed phase relation experience attractive ͑⌽ rel =0͒ or repulsive ͑⌽ rel = ͒ interaction, respectively. We show that Raman induced frequency shift leads to a rotating phase between the L Fiber =50 z sol ͑87.5 m͒ T R =20 fs solitons which in turn partially washes out the net effect of the interaction force. In the presence of Raman shift, regions of repulsion and of attraction alternate along the fiber. The averaging of the interaction leads to a decrease of the relative movement. Note that a soliton pair in phase quadrature ͑⌽ rel = Ϯ / 2͒ also results in an interaction force of the same amount as for rapidly cycling phase. Here, however, the rapid phase evolution is at the core of our consideration. The ratio of the relative phase change d⌽ rel / dz is proportional to the relative separation . Therefore, wide pulse pairs will be subject to more rapid averaging of the interaction than close pulse pairs.
In the interest of tractability, our model is simplified. Among the assumptions that go into it is that both pulses have equal peak power and duration. Asymmetries as they arise for relative phases between 0 and will cause different nonlinear phase shifts of the single pulses and also different Raman frequency shifts; this was not considered.
It is reasonable to assume that any evolution of the relative phase, be it caused by Raman shift, unequal amplitudes, or any other cause, will result in some averaging of the interaction force depending on the rate of evolution. It was already pointed out in ͓20͔ that a changing relative phase suppresses soliton interaction. In particular, it stands to reason that the same phenomenon would occur for mutually incoherent solitons. It is interesting to note that in the context of spatial solitons, the interaction of incoherent solitons has already been studied ͓2͔. Our interpretation of the observation of a soliton pair in Fig. 1 from ͓9͔ is not that this is a bound pair: there is no trapping potential or finite binding force; rather, the situation resembles an indifferent equilibrium. This also sets it apart from soliton molecules as they were reported for dispersionmanaged fibers ͓3-5͔.
