On reconstructing a volume, the exact reconstruction algorithm for spiral cone-beam CT accesses the memory many times while all the filtered projection data has to be arrived.
Introduction
X-ray computed tomography is a technique closely combined with the X-ray radiation. With the technique, the inner structure of an N dimensional object can be reconstructed from the 1 N  dimensional projections [1] . Different from X-ray radiograph, the inner structure of the FOV can be detected with CT, or the CT image has much better space resolution than tradition X-ray radiograph [2] . With this feature, CT has gain widely use as a tool not only in medical as medical imaging, noninvasive diagnostics and surgical planning but also in industry for nondestructive inspection [3] .
Since the first clinic CT scanner was setup in 1972, there are several generations of CT scanners [4] . The main motivation for the improvement is the demand for higher scanning speed and better image quality. Nowadays, the spiral cone-beam CT is not only the mainstream for its really fast scanning speed and the ability to produce truly 3D image and [5, 6] .
The image reconstruction algorithm for spiral cone-beam CT can be divided into two categories, the approximate and the exact. Typically, the former one contains various kinds of FDK-type algorithm transformed from the classic FDK algorithm for circular cone-beam CT which is widely used in clinic nowadays [7] The advantage of the FDK algorithm includes its fast computation speed and good image quality. But the disadvantage is also obvious, that is the cone-beam angle could not be too big, or the artifact becomes very serious. Besides the various FDK-type algorithm, there are numerous other algorithms [8, 9, 10, 11] derived from Grangeat's theory that relating the cone-beam projections to the three dimensional Radon transform of the object [12] .
In 2002, Katsevich proposed the first theoretically exact reconstruction formula for spiral conebeam CT [13, 14] . It is of truly FBP type with one-dimensional shift-invariant filtering, as a result, the computation is more efficient than the radon-transform based reconstruction algorithm. It has the feature of solving the long object problem and uses the data inside the Tam-Danielssson window [15] and some more outside of the window. Though its numerous advantage, the bottle neck is still obvious for its intensive computation. After the formula come out, several numerical study and implementation for the formula has been report. Later, Noo gave an numerical study on Katsevich's formula [16] . The algorithm and implementation detail of the reconstruction formula is given for flat panel detector and curve panel detector. Almost at the same time, Yu and Wang gave another similar numerical study and performance evaluation [17] . They also implement the formula on a cluster with up to 32 general CPUs with a parallel algorithm [18] . The experiment results show that on reconstructing a VOI, more than 3 minutes is needed with 32 64-bit processors.
In 2007, Jiang proposed a fast algorithm for Katsevich's formula, the cone-beam cover method [19] .
Different from the  -line method, the new method adopts the new concept cone beam cover. The method can update the voxel defined in the cone beam cover for each projection frame, so a parallel computing can be achieved. Then, then implement the new method with a Linux cluster [20] . Each frame occupies a computation node. With 32 processors, the speedup can be up to 30.4. It is widely accepted that hardware acceleration, like ASIC or FPGA, should be adopted in CT image reconstruction. Hardware acceleration, especially using VLSI, for CT reconstruction has been used in implementing various algorithms. Agi implements almost the first chip for implementing the radon transform and inverse radon transform [21, 22, 23] . Using FPGA, Trepanier implements the FBP algorithm for parallel beam CT [24] . A speedup of 100 can be achieved compared to a 1GHz processor.
But none such work has been reported for Katsevich's spiral cone-beam CT exact reconstruction yet, though much speedup can be achieved at the same cost as software implementation. All the implementations or new methods are aimed at parallel computing in super computers or clusters.
In this paper, we propose an implementation method for Katsevich's exact reconstruction formula using projection data pixel by pixel which is quite for hardware acceleration. Only projection data inside the Katsevich-window is used. Also, how to extend the method its implementation in VLSI is introduced.
The rest of the paper is organized as follows. In section II, the mathematical background of the spiral cone-beam geometry and Katsevich's formula is introduced. Important concepts and some implementation methods are also given. In section III, the new implementation method is introduced first. Then the implementation of the method is given in detail. At last, how to extend the implementation of the method to VLSI is given in this part. Experiment results and certain performance evaluation appear at section IV. At last, the contribution of this work is given at section V.  is the voxel to be reconstructed.
In the Cartesian coordinate system O-xyz, y  denotes the X-ray source position which can be denoted as
where s is the rotation angel of the source and R is the radius of the support cylinder.
Then, the unit vector pointing from ( )
Now, a rotating coordinate is adopted at source position ( ) y s  with its two axises ˆu e and ˆv e parallel to the detector plane while the axis ˆw e perpendicular to the detector plane, defined by: On the detector plane, a third coordinate is defined with origin at the projection of the X-ray source on the detector plane and the two axises parallel to ˆu e and ˆv e . In this way, the detector plane is expanded by the two vectos.
Important concepts

π-line
π-line is proposed by Danielsson. It is defines as a intersection line in the ROI with its two endpoints s b and s t on the spiral satisfying (s t -s b ) < 2π. Meanwhile, the spiral section between s b and s t is named π parametic interval. It has the following import features: (1) Each voxel inside the gantry belongs to one π-line (2) The π-line is identical (3) If the projection of one voxel at the source point on the π parametic interval is given, then the voxel can be exactly reconstructed. This can be named the sufficient condition. 
The Tam-Danielsson window
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The k-plane and the k-line
For one voxel, each plane passed is a k-plane and the plane has several intersection points with the spiral. We use the one that has three intersection points with spiral, that is the k-plane passes
The uinit normal vector of the plane is: 
Furthurmore, the intersection line of the k-plane with the detector plane is named k-line. From Fig. 2 ., we can see there are several k-lines in the Tam-Danielsson window.
The exact reconstruction formula
The exact formula proposed by Katsevich can be expressed as following:
Here, , , ) ( , ( , , )) 
Obviously, s FP is the filtreed projection data at source position s . Furthermore, let's make the following definition:
Then, Eqn.1 can be re-expressed as: As shown in Fig. 3 ., let i x  to be the voxels on the ray connecting source s and voxel x  . Obviously, the following equation holds:
According to the sufficient condition of  -line, we can make the projection not at the source on the  parametic interval to be 0.Then, the following equation holds:
This indicates that if the projection data of a ray is given, then all the voxels on the ray can be updated. Here, we define the voxels on a ray to be: Ray . Now, Eqn. 5 can be changed to:
Then the exact reconstruction formula (1) can be expressed as: Ray . Then we come to the parallel reconstruction formula:
We can see from the equation that the voxels in s X can be updated if one frame of filtered projection arrives. When the next frame of filtered projection arrives, another set of s X can be updated.
The voxel to be updated has the following features:
(1) the voxel is in the support cylinder (2) the source s is on the  parametic interval decided by voxel 3.2 Solve the problem using the pixel data 
Procedure GenVolume
The procedure finds the voxels that are to be updated. The voxel ( , , ) x x y z  must follow the following two conditions:
(1) the voxel is in the support cylinder, that is 
Experiment results
In this part, we evaluate the performance of the proposed algorithm by reconstructing a stand phantom. We reconstruct the 3-D Shepp-Logan phantom [25] . The parameters are shown in Tab. 1. Here, we reconstruct the phantom by Noo's algorithm(Algorithm I) and the proposed algorithm (Algorithm II) with flat detector plane. The import configuration, including the total source quantities and the size of the detector, are shown in Tab. 2. The slices reconstructed are shown in Fig. 5 . On the left column are the ones reconstructed with Noo's algorithm while the ones with the proposed algorithm are shown on the right column. From the three slices on different axis, we can see that the image quality is attractive. Meanwhile, the artifact outside the phantom is improved. Also the profile of one slice is shown here, it can be seen from the figure that the reconstructed phantom using the new method is satisfactory.
Conclusion
The implementation of the exact reconstruction algorithm for spiral cone-beam CT is quite timeconsuming for its intensive computation. Among them, the frequent access of the memory is quite a bottle neck to improve the performance. In this paper, we propose a parallel backprojection algorithm that can reduce the memory accessing times from many times down to once. As some certain attenuation value can be updated once a filtered backprojection data arrives, a pipeline can be achieved for the reconstruction. From the experiment results, we can see that the image quality reconstructed by the new algorithm is satisfactory. The new method may provide some suggestions to engineers or researchers intending to implement the exact reconstruction algorithms in hardware.
Though, there are some further works to be done. The most important one is to develop some more interpolation methods for the filtered projection data, and find some new paralle algorithm as the artifact can be greatly reduced if proper interpolation can be employed.
Thanks
The author would like to thank his supervisor for guiding him into the world of science.
