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We develop a mathematical framework for determining the stability of steady
states of generic nonlinear reaction-diffusion equations with periodic source terms,
in one spatial dimension. We formulate an a priori condition for the stability of
such steady states, which relies only on the properties of the steady state itself.
The mathematical framework is based on Bloch’s theorem and Poincare´’s inequality
for mean-zero periodic functions. Our framework can be used for stability analysis
to determine the regions in an appropriate parameter space for which steady-state
solutions are stable.
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I. INTRODUCTION AND PROBLEM STATEMENT
We introduce a mathematical framework for analyzing the stability of equilibrium
solutions of generic reaction-diffusion equations with a periodic source term. Nonlinear
reaction-diffusion equations occur in the context of pattern formation, chemical reac-
tions, mathematical biology, and phase separation of binary alloys [1–3]). The addition
of a forcing term in such systems of equations can be used effectively to drive a chemical
reaction to a desired outcome [4]. Equally, a source term of travelling-wave type can be
used to control the naturally-occurring travelling waves in such systems [5]. Motivated
by these applications, in this article we consider the generic nonlinear reaction-diffusion
equation
∂C
∂t
= σ(x) +N(C) + ∂2C
∂x2
, x ∈ (−∞,∞), t > 0, (1)
where N(C) is a smooth nonlinear function of the variable C, and σ(x) is a periodic
source term, with σ(x +L) = σ(x). We seek periodic steady-state solutions C0(x) that
satisfy
0 = σ(x) +N(C0) + ∂2C0
∂x2
, x ∈ (0, L), C0(x +L) = C0(x). (2)
If such solutions can be found, it is of interest to classify their stability according to
linear stability theory. As such, in this article we consider a solution
C(x, t) = C0(x) + δC(x, t), (3)
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2where δC(x, t) is a small perturbation. By substituting Equation (3) into Equation (1)
and linearizing the nonlinear term N(C), a linearized partial differential equation for
the perturbation δC(x, t) is obtained, which is valid provided the magnitude of the
perturbation remains small in the sense that ∣δC ∣ ≪ ∣N ′′(C0)/N ′(C0)∣, for all x and
t > 0 (here, N ′ denotes the derivative of N with respect to its argument and N ′′ denotes
the second derivative). As such, the following linearized partial differential equation for
δC is obtained:
∂
∂t
δC = N ′(C0)δC + ∂2
∂x2
δC, x ∈ (−∞,∞), t > 0. (4)
The boundary conditions for Equation (4) are provided based on physical intuition,
namely that the perturbations should vanish as ∣x∣ → ∞. In this article, we introduce
a mathematical framework that enables us to derive sufficient conditions such that the
solution C0(x) is stable, i.e. such that limt→∞ ∣δC(x, t)∣ = 0. As such, we emphasize that
the purpose of this article is not to construct base-state solutions C0(x) corresponding to
Equation (2), but rather to determine a priori the stability of such solutions, once C0(x)
is known. General results concerning the existence of periodic solutions of Equation (2)
can be found elsewhere in the literature [6, 7].
This article is organized as follows. In Section II we reduce Equation (4) to an eigen-
value problem, and we characterize the eigenvalues and eigenfunctions. We formulate
the condition for linear stability of the solution C0(x) in terms of eigenvalues of a cer-
tain linear operator. In Section III we formulate sufficient conditions such that C0(x)
is a stable equilibrium solution of Equation (1). In Section IV we compare our com-
puted conditions with prior work in the literature. We also apply our conditions in one
specific case which is relevant to applications, and where an exact strability criterion
in terms of a series expansion is known (Matthieu’s equation). Concluding remarks are
presented in Section V.
II. EIGENVALUE ANALYSIS
We consider Equation (4), written here in abstract terms as follows:
∂φ
∂t
= s(x)φ + ∂2φ
∂x2
, x ∈ (−∞,∞), t > 0, (5a)
with smooth square-integrable initial condition
φ(x, t = 0) = φ0(x), φ0 ∈ L2(−∞,∞), (5b)
and where s(x) is an L-periodic function, with s(x +L) = s(x). We further specify the
behavioral boundary condition
φ(x)→ 0 as ∣x∣→∞. (5c)
We apply separation of variables to Equation (5), with φ(x, t) = e−λtψ(x). This yields
− λψ(x) = [s(x) + ∂2
∂x2
]ψ(x), (6)
3The linear operator L = s(x) + ∂xx is translation-invariant under the group operation
x → x + L. The corresponding group action on functions can be written in terms of a
translation operator TLf(x) = f(x + L), for a generic function f(x). Thus, L and TL
commute, and are therefore simultaneously diagonalizable. As such, the eigenfunctions
of L can be written as
ψ(x) = ψnp(x) = eipxunp(x), p ∈ [−κ/2, κ/2], n ∈ {0,1,⋯}, κ = 2pi/L, (7)
where unp(x) is an L-periodic function and solves the self-adjoint problem
− λnpunp = [s(x) − p2 + 2ip ∂
∂x
+ ∂2
∂x2
]unp (8)
Remark 1 Equation (7) is a particular application of Bloch’s Theorem.
By self-adjointness of the operator in Equation (8) the eigenfunctions unp can be nor-
malized to satisfy ∫ L
0
u∗np(x)un′p(x)dx = (L/2pi)δnn′ , (9)
where the star indicates complex conjugation. Hence also,
∫ ∞−∞ ψ∗np(x)ψn′p′(x)dx = ∞∑j=−∞∫ (j+1)LjL ei(p−p′)xu∗np(x)un′p′(x)dx,= ∞∑
j=−∞ ei(jL)(p−p
′)∫ L
0
ei(p−p′)xu∗np(x)un′p′(x)dx,
= (2pi/L)δ(p − p′)∫ L
0
ei(p−p′)xu∗np(x)un′p′(x)dx,= δ(p − p′)δnn′ ,
which is a completeness relation for the Bloch eigenfunctions. As such,
φ0(x) = ∫ κ/2−κ/2 [ ∞∑n=0⟨ψnp, φ0⟩ψnp(x)]dp,
where ⟨ψnp, φ0⟩ = ∫ ∞−∞ [eipxunp(x)]∗ φ0(x)dx
denotes the inner product of ψnp with ψ0 (the integral makes sense because φ0(x) ∈
L2(−∞,∞)). Hence, the general solution of Equation (5) reads
φ(x, t) = ∫ κ/2−κ/2 [ ∞∑n=0⟨ψnp, φ0⟩ψnp(x)e−λnpt]dp.
Hence, in order for the solution φ(x, t) to remain bounded for all time, we require
λnp ≥ 0, for all p ∈ [−κ/2, κ/2] and all n ∈ {0,1,⋯}, in Equation (8). This is precisely
the condition for the steady-state solution of Equation (1) in Section I to be linearly
stable.
4III. SUFFICIENT CONDITIONS FOR STABILITY
In this section, we use known results in the literature on the spectral theory for
linear operators with periodic boundary conditions and determine criteria for s(x) such
that λnp ≥ 0, for all p ∈ [−κ/2, κ/2] and all n ∈ {0,1,⋯}, in Equation (8). For these
purposes, it suffices to notice that Equation (6) is in the form of a one-dimensional
Schro¨dinger equation with periodic potential −s(x). Due to the importance of the
Schro¨dinger equation with periodic potential in applications [8], the spectral properties
of this equation are well studied [9–11]; in particular it has been shown rigorously that
the minimum eigenvalue occurs at p = 0 and n = 0 [11], such that
λnp ≥ λ00, p ∈ [−κ/2, κ/2], n ∈ {0,1,⋯}.
Therefore, in order to establish the positivity of λnp, it suffices to establish the positivity
of λ00.
Motivated by this discussion, we return to the eigenvalue analysis of Equation (8)
with both p = 0 and n = 0, to determine sufficient conditions for λ00 ≥ 0. As such, we
multiply Equation (8) (with p = 0 and n = 0) by u∗00 and integrate from x = 0 to x = L,
applying the periodic boundary conditions to u00(x). We obtain (after suppressing the
subscripts p = 0 and n = 0):
λ∥u∥22 = −⟨u, su⟩ + ∥du/dx∥22, (10)
where in this context the angle brackets ⟨⋅, ⋅⟩ denote the usual L2 inner product,
⟨f, g⟩ = ∫ L
0
(f∗)g dx, f, g, ∈ L2([0, L]).
Similarly, ∥f∥22 = ⟨f, f⟩, for all f ∈ L2([0, L]). Clearly, if s(x) ≤ 0 for all x ∈ [0, L],
then λ ≥ 0. This is certainly a sufficient condition for stability, however, it is highly
prescriptive. As such, introduce the mean value of a function,
⟨f⟩ = 1
L ∫ L0 f(x)dx,
for any integrable f function on [0, L]. Accordingly, we examine ⟨s⟩, and we look at the
possibility that ⟨s⟩ < 0 but that max[0,L] s(x) = s0 ≥ 0. We therefore derive constraints
on ⟨s⟩ and s0 such that λ ≥ 0. We summarize the results here:
Theorem 1 Let ⟨s⟩ = L−1∫ L
0
s(x)dx, δs = s − ⟨s⟩.
Suppose that ⟨s⟩ ≤ 0. The minimum eigenvalue λ (λ00 with subscripts restored) of
Equation (8) is positive if
• s(x) ≤ 0 for all x ∈ [0, L], or less restrictively,
5• If s0 = max[0,L] s(x) is positive, but
s0 ≤ κ2, (11a)∥δs∥22 ≤ (κ2 − s0) ∣⟨s⟩∣. (11b)
Proof The starting-point for the proof is Equation (8) (with p = 0 and n = 0) and its
averaged version, written here with subscripts suppressed as
−λu = su +Du,−λ⟨u⟩ = ⟨su⟩,
where D = d2/dx2; here we have used the periodic boundary conditions on u to write⟨Du⟩ = 0.
We would like to apply Poincare´’s inequality for mean-zero functions on the periodic
domain [0, L] to obtain an estimate on the eigenvalue λ, however, we are precluded
from doing so directly, as it cannot be assumed that ⟨u⟩ = 0. We therefore proceed by
further decomposing s and u in terms of mean components and fluctuations:
s = ⟨s⟩ + δs, u = ⟨u⟩ + δu.
Hence, −λ⟨u⟩ = ⟨s⟩⟨u⟩ + ⟨δsδu⟩.
We identify two cases:
• If λ + ⟨s⟩ = 0, then λ = −⟨s⟩ ≥ 0 and the eigenvalue λ is non-negative.
• Otherwise, λ + ⟨s⟩ ≠ 0.
If Case 1 pertains, the eigenvalue λ is positive, and we are done. We therefore assume
that Case 2 pertains, hence ⟨u⟩ = − ⟨δsδu⟩
λ + ⟨s⟩ . (12)
We now further rewrite the eigenvalue problem (8) in terms of δu and δs:
−λδu = ⟨s⟩δu + ⟨u⟩δs + δsδu − ⟨δsδu⟩ +Dδu.
We multiply both sides by δu∗ and integrate from x = 0 to x = L. We obtain
− λ∥δu∥22 = ⟨s⟩∥δu∥22 + ⟨u⟩⟨δu, δs⟩ + ⟨δu, δsδu⟩ + ⟨δu,Dδu⟩. (13)
This can furthermore be written as
− λ∥δu∥22 = ⟨δu, sδu⟩ + ⟨u⟩⟨δu, δs⟩ + ⟨δu,Dδu⟩. (14)
6We use Equation (12) to eliminate ⟨u⟩ from Equation (13):
λ∥δu∥22 = −⟨δu, sδu⟩ − ⟨δu,Dδu⟩ + ⟨δsδu⟩λ + ⟨s⟩⟨δu, δs⟩.
Since s(x) is real-valued, we have
⟨δsδu⟩⟨δu, δs⟩ = ∣⟨δu, δs⟩∣2,
hence
λ∥δu∥22 = −⟨δu, sδu⟩ − ⟨δu,Dδu⟩´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=Q +
∣⟨δs, δu⟩∣2
λ + ⟨s⟩ . (15)
In what follows, it will be necessary to have Q ≥ 0. We now formulate conditions on
s(x) such that Q ≥ 0. We have
Q = −⟨δu, sδu⟩ − ⟨δu,Dδu⟩,= −⟨δu, sδu⟩ + ∥ d
dx
δu∥22,
≥ −s0∥δu∥22 + ∥ ddxδu∥22.
We notice that δu is a mean-zero differentiable function on the periodic domain [0, L].
We therefore use Poincare´’s inequality ∥(d/dx)δu∥22 ≥ κ2∥δu∥22 to write
Q ≥ (−s0 + κ2) ∥δu∥22.
Hence, we require
s0 ≤ κ2,
which is exactly Equation (11a)
Continuing, Equation (15) can be written as
λ = a + b
λ − c, (16)
where a, b, and c are positive real numbers:
a = −⟨δu, sδu⟩ + ⟨δu,Dδu⟩∥δu∥22 = −⟨δu, sδu⟩∥δu∥22 + ∥
d
dxδu∥22∥δu∥22 ,
and
b = ∣⟨δu, δs⟩∣2∥δu∥22 , c = ∣⟨s⟩∣.
Equation (16) has solutions
λ = a + c
2
⎡⎢⎢⎢⎢⎣1 ±
¿ÁÁÀ1 − 4(ac − b)(a + c)2 ⎤⎥⎥⎥⎥⎦ . (17)
7Since Equation (8) is a self-adjoint problem, the eigenvalues λ are real-valued. Fur-
thermore, to make λ ≥ 0 for both signs in Equation (17), it suffices to make b ≤ ac,
hence ∣⟨δu, δs⟩∣2∥δu∥22 ≤ [−⟨δu, sδu⟩∥δu∥22 + ∥
d
dxδu∥22∥δu∥22 ] ∣⟨s⟩∣.
A sufficient condition for this to be true for δu is if
sup
φ≠0
∣⟨φ, δs⟩∣2∥φ∥22 ≤ infφ≠0 [−s0 + ∥
dφ
dx∥22∥φ∥22 ] ∣⟨s⟩∣,
where the sup and inf are taken over all mean-zero differentiable functions on [0, L].
The sup and inf can be calculated using the Cauchy–Schwarz and Poincare´ inequalities
respectively: ∥δs∥22 ≤ (−s0 + κ2) ∣⟨s⟩∣.
This condition is precisely Equation (11b). This concludes the proof.
IV. DISCUSSION
In this section we compare the computed bound (11) with prior work in the literature.
We also apply the bound in one specific case which is relevant to applications, and where
an exact series solution for the stability boundary is known (Matthieu’s equation).
A. Comparison with other works
Equation (8) with p = 0 amounts to a standard Sturm–Liouville eigenvalue prob-
lem with periodic boundary conditions. There is much prior work in the literature
concerning upper and lower bounds for the eigenvalues of Sturm–Liouville systems.
However, much of this literature is for separated eigenvalue problems (for instance,
Reference [12] have computed a lower bound for the eigenvalue in the case of Dirichlet
boundary conditions using the Sturm–Picone comparison theorem). However, it is not
immediately obvious that such work carries over to the periodic case. Instead, we look
at a more specific literature, since the eigenvalue problem [s(x) + ∂xx]u = −λu (with
periodic boundary conditions) is precisely Hill’s equation, which is also well studied. In
particular, the least eigenvalue λ00 is known to satisfy [13]
λ00 ≥ −⟨s⟩ − 1
8L
∥δs∥22.
Therefore, with ⟨s⟩ ≤ 0, λ00 is positive provided∥δs∥22 ≤ 8L∣⟨s⟩∣. (18)
Equation (18) is an additional criterion for stability, i.e. a further condition on s(x) such
that φ(x, t) in Equation (5) remains bounded for all time. Equation (18) is useful as it
8highlights the importance of working with ⟨s⟩ ≤ 0: a negative mean value of s(x) term
gives a positive contribution to the eigenvalue λ00, this then counteracts the negative
contribution by ∥δs∥22 such that an overall positive eigenvalue λ00 can be achieved. This
fact underlies our previous assumption in Section III wherein we worked with ⟨s⟩ ≤ 0
throughout.
B. Specific application – Mathieu’s equation
To illustrate how the conditions in Theorem 1 may apply, we consider the following
specific form for s(x):
s = −α + β cos(2κx), (19)
where α and β are positive constants. Equation (19) corresponds to some notional
base state C0(x) in Equation (2). For example, for a certain choice of source term
σ(x), Equation (19) corresponds to the linearization of the inhomogeneous Allen–
Cahn reaction–diffusion equation. This is illustrated in Appendix A. Equally, Equa-
tion (19) corresponds to Mathieu’s differential equation with eigenvalue λ, i.e. y′′ +[−α + β cos(2κx)]y = −λy. Using the computed bound in Equation (11), the following
sufficient condition for stability can be derived for the present specific form of s(x):
β = −α +√3α2 + 2κ2α (20)
Looking at the Mathieu equation is useful not only for the applications, but also be-
cause it is a standard equation for which an exact criterion for stability can be extracted
from known results in the literature, in terms of a Taylor series in β. Specifically, the
exact criterion for stability for the functional form s(x) = −α+β cos(2κx) can be worked
out as follows [14]:
α
κ2
= 12(β/κ2)2 − 7128(β/κ2)4 + 292304(β/κ2)6 −⋯. (21)
The results of this comparison are shown in Figure 1. Our own bound (20) is very close
to the exact stability boundary for the Mathieu equation. It is also much sharper than
the one given by Equation (18). In other words, our own bound predicts stability for a
wider range of values of α and β when compared with Equation (18), and is therefore
less restrictive.
V. CONCLUSIONS
Summarizing, we have formulated a model reaction-diffusion equation, posed on
the entire real line, in the presence of a periodic source term, denoted by σ(x). We
have introduced steady periodic solutions of the reaction-diffusion equation (the steady
periodic solutions are referred to as the ‘base state’). We have performed a linear
stability analysis of the base state. In principle, the linear stability analysis relies on
the solution of a linearized reaction-diffusion equation, with the base state appearing
9FIG. 1. Region of stability for the Mathieu equation, i.e. the functional form s(x) =−α + β cos(2κx). The exact stability boundary is computed using Equation (21). This is
compared with our own estimated stability criterion (20), as well as a prior estimate from the
literature [13].
parametrically therein. However, by formulating the linear-stability analysis in terms
of Bloch functions, we have outlined an a priori criterion for the base state to be stable,
based only on the base-state solution itself, i.e. without needing to solve the linearized
equation explicitly. We have compared our approach with an approach obtainable from
prior results in the literature, and have demonstrated that our approach outlined herein
compares favourably with the prior works. We anticipate that our results will be of
use in the study of reaction-diffusion equations where the base state contains multiple
parameters (reaction rate, diffusivity, source amplitude, source lengthscale), since the
a priori stability criterion will then provide immediate answers as to which parameter
values give rise to a stable base state.
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Appendix A: The inhomogeneous Allen–Cahn equation with a highly specific
source term
In this section we demonstrate how the functional form s(x) = −α + β cos(2κx)
in Equation (19) corresponds to the linearization of the inhomogeneous Allen–Cahn
reaction diffusion equation [3] with a specified periodic source term σ(x). The approach
is slightly contrived and amounts to a ‘manufactured solution’ [15], however, it does
demonstrate the applicability of the methods considered in the main part of the paper.
We start with Equations (2) and (19) which we assemble here as follows:
N ′(C0) = s(x) = −α + β cos(2κx), (A1a)
0 = σ(x) +N(C0) + ∂2C0
∂x2
. (A1b)
We take ∂x(A1b) to obtain σ′(x) + N ′(C0)C ′0 + C ′′′0 = 0. We substitute for N ′(C0) =−α + β cos(2κx) to obtain σ′ + [−α + β cos(2κx)]C ′0 + C ′′′0 = 0. We propose a solution
C0 = sin(κx); this corresponds to a ‘manufactured solution’ for a highly specific soure
term, specifically,
σ′(x) = [α − β cos(2κx)][κ cos(κx)] + κ3 cos(κx). (A2)
As such, we have N ′(C0) = dN/dC0 = −α + β cos(2κx). But C0 = sin(κx), hence
cos(2κx) = 1 − 2C20 , hence
dN
dC0
= −α + β(1 − 2C20).
Integrating once gives
N(C0) = (β − α)C0 − 23βC30 +Const.
We set the constant of integration to zero. We then refer back to the original reaction-
diffusion equation (1) – this now corresponds to an Allen–Cahn equation with a periodic
source term σ(x) given by the integral of (A2). The specific form of this Allen–Cahn-
type equation is as follows:
∂C
∂t
= σ(x) + [(β − α)C − 23βC3] + ∂2C∂x2 . (A3)
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