Abstract-Methods for estimating motion in video sequences that are based on the optical flow equation (OFE) assume that the scene illumination is uniform and that the imaging optics are ideal. When these assumptions are appropriate, these methods can be very accurate, but when they are not, the accuracy of the motion field drops off accordingly. This paper extends the models upon which the OFE methods are based to include irregular, time-varying illumination models and models for imperfect optics that introduce vignetting, gamma, and geometric warping, such as are likely to be found with inexpensive PC cameras. The resulting optimization framework estimates the motion parameters, illumination parameters, and camera parameters simultaneously. In some cases these models can lead to nonlinear equations which must be solved iteratively; in other cases, the resulting optimization problem is linear. For the former case an efficient, hierarchical, iterative framework is provided that can be used to implement the motion estimator.
I. INTRODUCTION
T WO-DIMENSIONAL (2-D) motion estimation is the process of determining the displacements or velocities of pixels from one frame to another. Motion is implied when a physical point on the surface of an object in three-dimensional (3-D) space (object space) is mapped to different locations on the imaging plane at different times. In the sampled image domain, motion manifests itself as the same reference point appearing at different pixel locations (indices) on different frames. The difference in pixel indices taken relative to one of the frames is called the motion vector. Each pixel in the image has a 2-D motion vector representing its horizontal and vertical displacements. The collection of all motion vectors is sometimes called the motion vector field, or simply the motion field. An interested reader is referred to [1] - [5] for an extensive review of methods for computing motion vectors from sequences of images.
Motion estimation is an inherent component of many video processing procedures. Almost all video compression algorithms, including the well-known MPEG-1 and MPEG-2 standards, use motion estimation followed by motion compensation to reduce the temporal redundancy inherent in the video signal, and thereby to increase their compression efficiency. Similarly, video filtering algorithms that target creating still images from video are most effective when motion estimation is applied prior to using multiple-frame resolution enhancement algorithms. In 3-D structure estimation from motion, the projection of the 3-D motion onto the image plane is analyzed and projected back into 3-D space to infer object shapes. Motion estimation also aids in point, feature, and object tracking in multimedia and military applications. Methods for estimating motion that are based on the optical flow equation (OFE) assume that the illumination of the scene is uniform and that the imaging optics are ideal. When these assumptions are appropriate, these methods can be very accurate, but when they are not, performance can degrade considerably. These assumptions are particularly tested when inexpensive PC cameras, which introduce vignetting, gamma distortion, and geometric warping, are used for image capture. In this paper we show that by incorporating the camera distortion and irregular illumination into the motion model, the OFE framework can be extended to provide robust performance under nonideal conditions. Our framework jointly estimates the camera parameters, illumination parameters, and motion parameters. Because the resulting system of equations is nonlinear, a nonlinear optimization method and a linearized matrix equation method are provided to solve these equations. To further improve the process, iterative and hierarchical motion estimation methods are also presented. These estimate the motion parameters more reliably and can deal with large displacements, when methods based on Taylor series expansions are not accurate. Finally, some comparative results and conclusions are included.
II. OFE MOTION MODELS
This section reviews OFE-based parametric motion estimation. This is done to place the extensions of this procedure in context and to provide a greater understanding of the underlying assumptions. Additionally, [3] , [5] provide excellent reviews of optic-flow estimation.
A. Optic Flow Equation
We shall look at optical flow from a discrete perspective. To that end we assume from the onset that we have two captured video frames taken at times and . The optical flow equation assumes intensity invariance along the motion trajectories. This means that if the same point in object space is imaged at location in the first frame and at location in the second frame, then (1) 1057-7149/03$17.00 © 2003 IEEE where refers to the image intensity at pixel in the first frame (captured at time ), and refers to the intensity at the point in the second frame. The indices in the first frame are assumed to be integer valued, but in the second frame are real valued. Both and are assumed to be continuous and differentiable functions with respect to their variables and .
Using the definition of a motion vector, we can write (2) where and are the horizontal and vertical components of the motion vector, respectively. Combining (1) and (2), we can construct a Taylor series expansion of the differentiable function at the pixel location . This gives
We can neglect the higher-order terms if and are small. This allows (3) to be rewritten as (4) Defining , , and , we arrive at the optical flow equation ( 
5)

B. Motion Field Parameterizations
In many realistic imaging scenarios a 2-D motion field is induced either by motion of the camera or by rigid objects that move in object space. Each of these effects produces a smoothly varying 2-D motion field as long as the distance of the moving objects to the camera does not change rapidly. Exploiting the fact that the motion field is smoothly varying, several attempts have been made to describe it using a parametric model described by a few parameters [6] - [9] . In these cases, the motion vector of a pixel is completely represented by the model parameters and its location.
Given a vector of model parameters , the motion may be expressed as and , where and determine the motion model. Common parametric motion models are as follows.
1) The translational motion model
2) The affine motion model
3) The bilinear motion model (8) 4) The perspective model
The classical approach to motion estimation using the OFE incorporates the motion model into the OFE and establishes a cost function, . Then, the model parameters are estimated by minimizing (10) Of particular interest are the first order (in ) parametric motion fields and squared error metrics, since the resulting optimization can be solved using simple matrix inversion. 1 When prior information about the motion field parameters is available, it can be incorporated into a second-order constraint function , which can be combined with the cost function without affecting the simplicity of the solution Here, as an example, we derive the equations to estimate the global translational motion model parameters under such constraints. 2 Incorporating the global translational motion model and into the cost function, taking partial derivatives with respect to the model parameters and , and setting the results to zero yields (11) Now we assume that the constraint cost function is a quadratic function of and . This assumption allows us to find the optimal motion parameter estimates by solving a linear matrix equation. Although any differentiable cost function would be acceptable, the model parameter solution may otherwise require more complex nonlinear optimization techniques. Thus, we assume that the constraint cost function has the form (12) 1 Other error metrics and more complex motion fields have also been proposed in the literature for robust motion estimation [10] - [14] . 2 Derivations with other second-order parametric motion field models follow the same procedure.
Then, (11) can be rewritten as (13) The solution of this simple 2 2 matrix equation yields the optimal translational motion model parameters and under the quadratic constraint cost function. Of particular importance is the constraint function (14) where we know the expected translational parameters . Similar constraint functions arise in systems where motion is intentionally, but inaccurately or uncontrollably, introduced.
We need to point out that other error metrics and nonleast squares estimators are also frequently used at the expense of increased computational complexity. For instance, [10] explicitly assumes multiple motion layers within a region, [11] and [12] searches for the dominant motion through a Hough Transform-based approach, and [15] treats noisy image observations. M-Estimators [8] , [13] and least median of squares estimators [14] have also been suggested to enhance robustness against inaccuracies in motion modeling and estimating the spatio-temporal derivatives. In this paper, we confine ourselves to mean squared error metrics, since our primary goal is to propose a computationally efficient motion estimation algorithm that is capable of handling illumination changes and geometric lens distortions that are common with low-cost cameras.
III. EXTENSIONS FOR NON-UNIFORM ILLUMINATION AND LENS DISTORTIONS
In this section, we extend the parametric motion estimation methods in Section II-B to incorporate illumination changes along the motion trajectories as well as geometric lens distortions. Particular emphasis has been given to formulations that only require simple matrix inversions.
A. Illumination Change Model
The derivation of the optical flow equation assumes that the intensity of a pixel does not change along the motion trajectory. This assumption is generally applicable, but it is not true all the time. The external illumination may change between times and . Furthermore, the gain or offset of the image capture device may change during this interval. The 3-D motion of the object may also induce intensity changes as it changes the angle of incidence of light rays. To take these illumination effects into account while retaining a linear model, we modify (1) to have the form (15) Using this model, we can perform an optimization to determine the motion vectors as before in Section II-B, except that the parameters and need to be estimated along with the motion vectors. Since the derivations are very similar for all first-order parametric motion models, we limit our presentation to the affine motion model.
Incorporating the affine motion model equations given by (7) into (15), we write (16) from which a Taylor Series expansion yields (17) To solve for the unknown parameters, we define a quadratic a cost function (18) and take partial derivatives of with respect to the affine and illumination parameters contained in the parameter vector . These derivatives are then set to zero. After carrying out the algebraic steps, we obtain (19) where (20) and (21) These are written in terms of the variables (see (22) and (23) at the bottom of the page) and (24) where is the number of pixels used in motion estimation. This particular illumination change model (i.e., the model of (15)) and similar ones have been suggested in the literature [16] - [25] . (22) (23) The global multiplicative/additive model of (15) is adequate for many cases since the frame-to-frame changes in illumination are often small, but this procedure can be used with any second-order illumination change model, and still yield a simple linear matrix equation. It can also be extended to space-varying models.
In (15) the illumination parameters are the same for all pixels; there is no spatial dependence. Alternatively, we can view as a vector field, as we did for the motion fields. Since the illumination changes very slowly spatially, it can also be parameterized. We can use parametric models for that are similar to the ones we used for the motion vector field in Section II-B. In particular, when a more comprehensive illumination change correction model is desired, we can use a piecewise affine (bilinear or perspective) illumination change model. In this approach, the frame is divided into triangular or quadrilateral patches, as illustrated in Fig. 1 . Letting denote the affine illumination change model parameters within the triangular patch, we can redefine the cost function as (25) where (26) Again taking the partial derivatives of with respect to both the motion and the illumination change parameters and , and setting them equal to zero yields (27) where and are still given by (20) and (21), except that is now defined by (see (28) at the bottom of the page).
Although this procedure lets us estimate both the motion and illumination change parameters at the same time, its application requires careful attention. This is because of the fact that once the affine illumination change model parameters are estimated for a patch, then, a pair would be associated with all points along the sides (of the triangle), including the three nodes. The re-application of this estimation procedure to the neighboring patches should not result in different values along their common boundaries. We refer to these constraints as connectivity constraints. In [26] , Altunbasak et al. introduced four different ways of estimating the parametric motion fields under such connectivity constraints. All four of these approaches can be readily extended to satisfy the connectivity constraints both for the motion and for the illumination change models. Another alternative to satisfy the connectivity constraints is to solve for all the model parameters of all the patches at the same time. This formulation would still result in a linear matrix equation, but the matrix dimensions would be much larger than for the patch-by-patch approach.
B. Geometric Lens Distortion Model
In this section, we develop methods for motion estimation between images that are captured by an imperfect lens that introduces geometric distortions. We first introduce a nonlinear optimization framework to solve for the distortion parameters. Linearization of this model results in OFE-like equations.
The geometric lens distortions can be modeled as (29) where is the lens geometric distortion parameter [27] . The geometric lens distortion is usually cited as a characteristic of the lens, which does not change as a function of time. Thus, the question naturally arises as to whether there is an advantage to estimating the geometric distortion parameters within the motion estimation framework as opposed to a prior calibration of these parameters. There are several advantages to the former (28) approach. First, for consumer-market applications, casual users may find the calibration process for their PC cameras difficult. User-friendly human-computer interfaces can be designed, but even with these tools, camera calibration may be a deterrent for many users. The proposed approach enables seamless camera calibration that is oblivious to the user. Second, the geometric distortion models that we have found so far are not perfect and the lens distortion parameters are not constant, but vary from one video sequence to another. In particular, we have observed that the lens distortion parameters seem to vary with respect to depth (i.e., the object's distance to the imaging plane) in practical settings with low-quality PC cameras.
The geometric lens distortion captured in the model of (29) represents a more accurate description of lens physics than the more widely used lens distortion model, which is (30) This model is proposed in [28] , [32] . In fact, this quadratic model is nothing but a first-order approximation to our model (31) The derivation of our model using geometrical optics is well explained in [27] . In addition, the model in (30) gives rise to more complicated equations, which require the calculation of the roots of a cubic polynomial (see [28] ). On the other hand, as we shall see shortly, our model yields quadratic equations for which closed-form solutions are readily available.
The model in (29) may look deceptively simple, since it is a single-parameter radial lens distortion model, causing one to question its efficacy. However, the number of parameters is dictated by the rules of geometrical optics. Fortunately, these result in a single parameter model. We have observed that this model is very effective at reducing the lens distortion and enabling accurate motion estimation when used within the proposed joint motion estimation and lens distortion correction framework. However, we have also noticed that in some cameras, the lens is not centered correctly. In these cases, the following variation of our model performs better: (32) where the center coordinates are also included as part of the lens distortion model. An interested reader is referred to [27] - [33] for more comprehensive geometric lens distortion models. The derivations that follow are equally applicable to most other lens distortion models, with the difference that the resulting equations will be more complicated. However, the approach is general. Now, we incorporate the lens distortion model into the motion estimation process. Using (29), we can write (33) and, if we insert this result into (29), we get (34) This quadratic equation has two solutions (35) but only one of these solves the original problem. As goes to zero, should approach . Since this cannot be a solution. On the other hand, the second solution satisfies this requirement. Hence, it is the true solution As we have seen in previous sections, there are many parametric motion models that can be used to map pixels from one frame to another. We shall use an affine model for subsequent derivations in this section. The translational, bilinear, and perspective motion models follow exactly the same procedure, and are, therefore, not treated.
Next, we need to establish a mapping between the pixels and of the geometrically distorted first and second frames, as illustrated in Fig. 2 . The subscript denotes the pixel locations in the observed images. Thus, the original parametric motion fields are not directly applicable, since these describe the parametric motion field using the undistorted pixel locations and . We must incorporate the geometric distortion with the motion model to estimate the mapping. Using the geometric distortion model given by (29), we write (36) where (37) and and are as given by (35) . The result is a nonlinear mapping from one frame to another that is characterized by seven parameters. Under the assumption that intensity does not change along the motion trajectory, we write (38)
In the following, we offer three approaches to proceed further in estimating both the motion and lens distortion parameters.
1) Nonlinear Approach to Geometric Lens Distortion Correction:
We can define a cost function given by (39) This is a function of the affine and lens-distortion parameters,
. We use a variant of Powell's method for multivariable nonlinear optimization to find the parameters that minimize . To speed up the calculation, rather than summing over all , we sum over several small rectangular regions located within the image. The performance of this approach was observed to depend on the size, location, and number of regions used. The accuracy of the estimate may be improved by choosing regions with features such as corners, rather than uniform regions, and by choosing regions located close the periphery of the image where the geometric distortion is more pronounced. The selection of these regions is further discussed in Section IV-C. Nonlinear optimization methods benefit from a good initial guess. We use the affine-motion estimation method described in Section II-B in the middle portions of the images (where the warping is relatively mild) for our initial estimate of the affine parameters.
2) Hybrid Approach to Geometric Lens Distortion Correction:
We have also developed a hybrid system that alternates between an estimator for the six affine-motion parameters and a one-dimensional (1-D) nonlinear optimization technique to estimate the lens-distortion parameter. For the 1-D optimization, the Golden Search method is used to minimize the cost function defined in Section III-B1, here considered as a function of the single parameter with the affine parameters -clamped.
3) Linearized Approach to Geometric Lens Distortion Correction:
We can also use a Taylor Series approximation to generate a set of linear equations with a closed-form solution, but we need to use care in selecting the expansion point. If we were to center the Taylor Series around the parameter set , we would get no information about the lens-distortion parameter , since and . This is expected, since induces zero motion, and with no motion, both images are the same and the lens distortion parameter is not measurable. Likewise, a Taylor Series approximation around a parameter-set corresponding to a rotation around the center of the image provides no information about the lens distortion, as the distortion is radial. But other affine-parameter sets do yield an observable system for the lens-distortion parameter. More precisely, a Taylor Series approximation of around the parameters yields
where and We used the method described in Section II-B to obtain an initial estimate of the affine parameters, which were then used as the center of the Taylor series expansion. If the initial estimate is almost entirely translational, we may expand the Taylor 
C. Illumination and Vignetting Model
With the incorporation of provisions for external illumination changes and offset variations in the image capture devices as explained in Section III-A, we can modify (38) to (42) and we can redefine the cost function in terms of the motion, lens distortion, and illumination change parameters as (43) To account for the vignetting effect, we introduce the vignetting correction function, and further modify (42) as (44) where (45) Here is the camera focal length, and are the camera imaging plane coordinates of the pixel . Then, we can define a cost function in terms of (46) This cost function can again be minimized using nonlinear optimization techniques. Alternatively, we can again perform a Taylor Series approximation to arrive at a set of linear equations that can be solved with less complexity.
IV. IMPLEMENTATION ISSUES
A. Iterative Motion Estimation Implementation
In all the optic-flow-equation based motion estimation techniques covered so far, we have made use of a Taylor series expansion in some form or another. A Taylor series approximation becomes more viable if the motion is small. Therefore, all optic-flow-equation based methods will likely benefit from an iterative approach of the following form. We hope to find a parameter set that yields a residual between the first frame and the motion-compensated second frame that is smaller than the residual between the first frame and the uncompensated second frame. Then, the Taylor approximation stage of the proposed algorithms will be a better approximation and will yield more accurate motion estimates. Similar iterative procedures have been suggested in the literature [6] , [7] . Here, the main difference lies in step 4, where we combine the residual parameter set from to with the current parameter set to get an updated estimate. For parametric models, this step is equivalent to finding a single set of parameters that corresponds to first applying the parameter set , then the second set . Since this is, in general, not possible if the motion, illumination change, and lens distortion model parameters are all considered at once, we have adopted a suboptimal approach that first combines the motion parameter sets, then the illumination change parameters, and finally the geometric lens distortion parameter.
For affine and perspective motion, incorporating the residual motion is straightforward, since the composition of two affine (perspective) transformations is again an affine (perspective) transformation. This is not the case for bilinear motion, however, since the composition of two bilinear transformations is not in general a bilinear transformation. Thus, an approximation is required. If and , then, ignoring the , , , and terms in the composition, we can show that (47) where , , and . When the parametric motion models are augmented with illumination change models, the illumination model parameters also need to be combined. If the gain and offset parameters are for , and for , then they compose to for . When the motion models are similarly augmented with the lens-distortion models, these cannot be updated exactly. If the lens-distortion parameter is for the motion parameter vector and for the update parameter , one reasonable approach is to use a weighted average of and for the lens distortion parameter of , with weights that are proportional to the magnitudes of the corresponding motion fields (since the parameter estimates may be inaccurate when the motion is small).
With the linearized method for geometric correction, we also implemented a variant of the iterative method described above. Both the first and second images were unwarped using the estimate of the lens distortion parameter. Then the lens distortion was estimated between the corrected images, and this estimate was added to the previous estimate. (The parameters were added together since, for and small, geometric warping with parameter can be approximated reasonably well by warping with parameter followed by warping with parameter .) Iterating this process, we incrementally unwarp the images while simultaneously estimating the motion. An alternative would have been to perform Taylor expansions centered on points with nonzero lens-distortion in Section III-B3, but this causes the equations for the partial derivatives to become much more complicated.
B. Hierarchical Motion Estimation Implementation
The Taylor Series expansion stage in the development of the parametric motion estimation algorithms in Section IV-A requires that the motion vectors be small. The iterative approach introduced in Section IV-A may help to achieve this goal, but it too may fail if the amount of motion between the initial frames is too large. In this case the motion estimates may fail to converge. A hierarchical (pyramidal) approach appears to help substantially in these cases.
When using a parametric motion model, some of the parameters for the motion at one level of the hierarchy may need to be re-scaled to properly represent the motion at another level. Specifically, if images and are decimated by a factor of c to get images and , and if the motion parameters from to are denoted by , then the two sets of motion parameters should satisfy . For example, if represents the affine motion parameters , then, the affine parameters for should be Similarly, for the bilinear motion model, we would have and for the perspective motion model, we would have Additionally, if any of the above motion models included a lens distortion parameter, it would need to be divided by . The illumination gain and offset parameters would remain unchanged.
C. Region Selection
In all of the proposed methods, a set of points is used in calculating the summations required for the matrix entries. The selection of these points is important for two reasons: i) it affects the accuracy and the robustness of the proposed algorithms and ii) it speeds up the calculations. In order to circumvent the aperture problem, points at which the spatial gradients are high should be selected. These points usually correspond to edges. In addition, points closer to the periphery of the image rather than the ones closer to the center should be chosen if the geometric lens distortion parameters are being estimated. Following these guidelines, we have used the following point selection algorithm.
1) Divide the image into
horizontal and vertical stripes such that the height (width) of each stripe decreases linearly with its vertical (horizontal) distance from the center.
2) Within each rectangular region, find the point with the highest spatial gradient. The pixels within the neighborhood around this point are selected.
V. RESULTS
We have designed three sets of experiments: the first uses synthetic motion, the second uses real motion, and the third involves an application to mosaicking. In the first two sets we measure the performance of the motion estimation algorithms for five different parametric motion models: affine, bilinear, perspective, affine with illumination correction (LC Affine), and affine with lens-distortion correction (GC Affine). For the first four motion models the parameters are estimated using a three-level hierarchical approach, with three iterations per level. For the GC Affine algorithm, we use the nonlinear approach described in Section III-B1. Again, we use a three-level hierarchical approach. The quantities in the equations that define the cost function (39) are estimated using twenty rectangular regions, each of which is seven pixels by seven pixels at each level of the hierarchy. All of the image frames are 640 pixels 480 lines. In what follows we describe each experiment in greater detail and provide results.
For the first set of experiments, a partial image of a $10 bill was digitally transformed using each of the parametric models. Six images were produced, the first using translational motion, and the other five using motion corresponding to the algorithms being tested: affine, bilinear, perspective, LC affine, and GC affine. Then, each of the five algorithms was used to estimate the motion between the original image and each of the six synthetically generated images. While each model was expected to perform well on the images that corresponded to that model exactly, the goal was to see how sensitive the various algorithms were to other types of motion.
Since the parametric motion is generated synthetically, we know the exact value of the motion vectors in addition to the motion vectors obtained from the motion estimation algorithms. As an error measure, we use the mean squared difference (in pixels) between the actual motion vectors and the estimated motion vectors pixels These values are given in Table I , where the columns correspond to the type of synthetic motion applied to the image and the rows correspond to the parametric motion estimation algorithm used. (The first row gives the exact parameters used for generating the synthetic motion.)
As seen from Table I , for the case of synthetically generated affine and translational motion, the affine, bilinear, perspective, and LC-affine motion estimators perform about equally well. This is not surprising, since all of the models on which these are based are capable of modeling this kind of motion exactly. The GC affine estimator's performance is significantly lower for translational motion when compared to the others, but it is still a very good motion estimator. When the actual motion field is constructed using a perspective model, then the perspective estimation procedure performs the best, as expected. Its performance is better than than when a bilinear model is assumed, which, in turn, is better than when the affine and LC affine models are assumed. The case with actual bilinear motion is similar to that for perspective motion except that the roles of the bilinear and perspective estimators are reversed, i.e., bilinear estimation does better than perspective estimation, which, in turn, performs better than all the others. We note that the performance of the LC-affine model is very similar to that of the affine model except when there is an illumination change between the frames. In this case, the LC-affine model performs significantly better, as might be expected. Table I also clearly shows that modeling the geometric lens distortion greatly affects the motion estimation performance when a significant geometric lens distortion is present. If there is negligible lens distortion, using either the simpler affine, bilinear, or perspective estimators yields slightly better results. Noting that the computational cost of using the GC-affine model is relatively high, one should probably not use the GC-affine estimators in the certain absence of geometric lens distortions.
For the second set of experiments, we again estimated the motion between pairs of images using the same five algorithms, but here the motion was not synthetic, but instead was induced by movement of the camera or the object being photographed. Since the true motion is not known, the error measure used for the earlier synthetic motion is not appropriate. So, after estimating the motion from the first image to the second, we motion compensated the second image, and used the error (measured as a PSNR) between the first image and the motion-compensated second image as the error measure. These values are reported in the tables that follow, which correspond to three different groups of images each of which was chosen to demonstrate certain effects. The first group consists of five images that were used to measure the effectiveness of the illumination compensation. The first is an image of a poster that was printed on glossy paper, the second is an image of the same poster with a nearby desk-lamp shining on it (TEST A), then with some camera movement in addition to the lamp (TEST B), then with some zoom in addition to the lamp (TEST C), then with the lamp moved closer (TEST D). The affine and LC-affine algorithms were used to estimate the motion between the first image and each of the four others. The PSNR values are given in Table II. The first image and the image of TEST B are shown in Fig. 3(a) and (b) , respectively. The motion compensated frame differences using the affine and LC-affine motion estimators are depicted in Fig. 3(c) and (d) . Although the error images look similar, a close examination reveals that the motion compensated difference image is darker (corresponding to less error) at the bottom-right for the LC-affine case.
The second group of images is similar to the first, with the lamp (TEST E), motion (TEST F), zoom (TEST G), and brighter lamp (TEST H). In this case, however, the images are of a map on printed on matte paper. The illumination correction model only has terms for a global gain and offset, but the light cast on the shiny poster was uneven. We hypothesized that the map's matte surface might better demonstrate the utility of the LC-Affine model. The camera's auto-light-balance feature was disabled for this set, so that the differences in brightness between the images would be more pronounced. The PSNR values are given in Table III. A close examination of Tables II and III indicates that the LC-affine model helps not only to correct the motion estimation, but also reduces the intensity mismatch when there is a severe illumination change between frames. The affine estimator performs reasonably well when the illumination change between the frames is small. The motion estimates obtained using the affine and LC-affine algorithms are quite similar in this case. However, when the illumination between the frames is larger, the affine estimator fails completely and its motion estimates are totally erroneous. However, the LC-affine model is able to compensate for the illumination changes. Notice that the illumination change between frames was induced by placing a lamp on one side of the object being imaged. The illumination change induced between the frames was probably not a simple gain and an offset. However, this simple model was still able to approximate the actual illumination change reasonably. Fig. 4(a) and (b) show the reference image and the image of TEST H. The motion compensated frame differences using the affine and LC affine motion estimators are shown in Fig. 4(c) and (d) , respectively.
With the third group of images, we would like to evaluate the performance of the LC-affine motion estimator in the absence of illumination changes. To this end, we shot a short video sequence with 102 frames while doing our best to keep the external illumination constant. (There may be small illumination changes beyond our control.) We calculated the frame difference PSNR value for each pair of frames. The average frame difference PSNR was 24.56 dB (averaged over 101 pairs). We then estimated the parametric motion field between the successive frames using both the affine and the LC-affine estimators. The average PSNR values of the motion compensated frame differences were 34.27 dB and 34.13 dB, respectively. For visual comparison, we selected two images depicted in Fig. 5(a) and (b) . III  SIMILAR EXPERIMENTS AS IN TABLE II EXCEPT THAT THE IMAGES WERE  RECORDED ON MATTE PAPER AND THE AUTO-LIGHT-BALANCE FEATURE OF  THE CAMERA WAS TURNED The PSNR value of the frame difference between those two images was 24.71 dB. The motion compensated frame difference images corresponding to the affine and the LC-affine motion estimators are shown in Fig. 5 (c) and (d), with the PSNR values of 34.89 dB and 34.73 dB, respectively. As can be seen from the results that the LC-affine estimator performs almost as well as the affine estimator in the absence of illumination changes. The slight decrease in performance results from the fact that the LC-affine estimator assumes a more general model than what we constructed in this experiment (affine), and thus, it needs to estimate more model parameters. The fourth group or images consists of four images captured with a small video conferencing camera that introduced considerable geometric distortion. These were intended to assess the performance of the geometric correction algorithm. The affine and GC-affine algorithms were used to estimate the motion between the first image and the other three, which added translation (TEST I), rotation (TEST J), and zoom (TEST K). The PSNR values are given in Table IV , for the three implementations of the GC-Affine that were described earlier. Table IV shows two important results. First, if there is a geometric lens distortion, it needs to be modeled in the motion estimation process and accounted for. Otherwise, the accuracy of the motion estimates will be greatly reduced. Second, although all of the versions of the GC affine algorithm performed better than the affine estimator, there were performance differences among them. In general, the nonlinear implementation performs the best, followed by the hybrid implementation. The linearized implementation performs the worst. However, the performance differences between these is minor. Thus, if the time required to perform motion estimation is critical and geometric distortion in present, one should probably use the linearized implementation of the GC-Affine estimator, since its execution time is a fraction of that of the nonlinear implementation. The relative execution times are given in Table V . The results shown in Fig. 6 support these two conclusions. The two images of TEST J are depicted in Fig. 6(a) and (b) . The motion compensated frame difference image obtained using the affine motion estimator [ Fig. 6(c) ] is much brighter than the one obtained using the GC-Affine estimator [ Fig. 6(d) ], indicating the improved performance of the latter method.
The third set of experiments demonstrates an application of the affine and GC-Affine algorithms to mosaicing [28] , [34] - [36] . In mosaicing, one attempts to combine multiple images with overlapping content seamlessly into a larger image. To do so successfully, it is necessary to have an accurate estimate of the motion (displacements) between the images, so that they can be aligned properly when forming the composite image. Two such mosaics were constructed from the same set of 13 images. For the first, we used the affine motion estimation algorithm to align the images, which were then merged together to form a single image. For the second, we used the GC affine algorithm on two of the images to estimate the lens-distortion parameter, then unwarped each of the 13 images by this amount to "undo" the geometric distortion. Then the same affine-motion estimation and merging operations were performed as for the first mosaic. Fig. 7(a) shows the mosaic obtained using original image frames. For the mosaic depicted in Fig. 7(b) , the geometric distortion was first estimated, and removed from all the frames, then the mosaic was constructed. Although the mosaic in Fig. 7(b) is not distorted (e.g., the text lines are not curved), the mosaic keeps getting darker toward the edges because of vignetting. Finally, we estimated the vignetting as well as the geometric lens distortion, using the approach outlined in Section III-C, and accounted for them in creating the mosaic shown in Fig. 7(c) .
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we have extended 2-D motion estimation techniques based on the well-known optical-flow equation to account for and compensate for frame-to-frame changes in external illumination and camera parameters. The resulting, sometimes nonlinear, optimization framework can perform accurate motion-model parameter estimation in the presence of external illumination changes and lens distortions such as vignetting, gamma, and geometric warping. Linearization, when necessary, results in an OFE-like motion estimation method. Several issues that hinder the efficacy and accuracy of motion estimation methods are also discussed. Finally, an efficient hierarchical iterative motion estimation framework is provided for completeness. A brief list of the contributions as well as the significant observations follows.
• We have shown that if there exist significant illumination changes between frames, or if the camera causes geometric distortion, than these effects must be modeled and incorporated into the motion estimation algorithms for accurate estimation of the velocity fields. All three sets of experiments show that considering these effects results in significantly better motion estimates when such distortions are present.
• A method for incorporating geometric lens distortion and illumination effects is proposed. A nonlinear optimization method to solve for the motion parameters and the lens distortion/illumination change model parameters is given. Noting that the nonlinear optimization methods are comparatively slow, we have also proposed two approximate solutions: a) a linearization approach and b) a hybrid approach. The linearization of the combined motion and geometric distortion (and possibly illumination change), models yields OFE-like equations that can be solved by a simple matrix inversion. The hybrid model is a compromise between the nonlinear optimization and linearization approaches. Although the accuracy of the approximate solutions is slightly less, the execution time is much faster, making them feasible in time-critical applications.
• It is shown that the geometric lens distortion model given by (29) yields quadratic equations. The most widely used lens distortion model given by is not only a cruder approximation of the physics of the lens, but also gives rise to more complicated equations which require the calculation of cubic roots.
