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Abstract
This thesis deals with climate variability in the Nordic Seas during the
Holocene derived from numerical model simulations, and compared to
proxy-based reconstructions. The main focus of the research presented
in this thesis aims at describing and understanding climate variability
involving decaying ice sheets, in particular the effect of the Greenland
ice sheet and its corresponding melt water during times of warmer than
present-day climates. Another aspect of melting ice sheets is the effect
of rising sea levels and the corresponding flooding of former land areas,
such as the Siberian shelf in the Arctic Ocean. These two influences on
the variability of the Nordic Seas climate have been studied in this thesis
during the Holocene period, using numerical simulations performed with
the LOVECLIM global climate model of intermediate complexity. The
Holocene started about 11.700 yrs before present (BP, 1950 A.D.) and
followed the preceding cold period, the last glacial. During the transition
from a glacial to an interglacial state the climate system reorganises
and large land-based ice sheets start to melt and release huge amounts
of freshwater to the surrounding oceans. Initiated by the impact of
increased orbital-based summer insolation on the Northern Hemisphere,
the ice sheets decay and a thermal maximum is reached in the early
Holocene. This thermal maximum is found in numerous proxy-based
reconstructions of the Northern Hemisphere and it has been previously
shown by Renssen et al. (2009) that the decaying ice sheets affected
the spatial and temporal structure of the thermal maximum. Including
such a factor improves the comparison to proxy-based reconstructions
viii
around the North Atlantic. However, the Greenland ice sheet (GIS) has
been mostly neglected in this context, leading to the following question,
addressed in the second chapter.
What is the impact of GIS melting on the Holocene Ther-
mal Maximum?
Our model results show that the effect of melt water on the surface
ocean is a stratification and subsequent cooling (up to 2◦C), as well as
an increase of sea-ice cover. The cooling is stronger in the western Nordic
Seas compared to the eastern, thus altering the spatial structure of the
warmest temperatures and the timing of the Holocene thermal maximum
in the Nordic Seas. The simulation results agree better with proxy-based
reconstructions from this area and confirm that the Greenland ice sheet
is important on a regional scale during its time of melting in the early
Holocene.
Related to effects of melt water from ice sheets is the rise of global
sea level. However, there are regional differences and lower sea level
stands have been reconstructed for the Siberian shelf during the early
Holocene. An extrapolation of regional sea level stands to the whole
Arctic indicates that large shelf areas must have been land in the early
Holocene. Thus, the question arises:
What impact does the flooding of an Arctic shelf introduce
in the Nordic Seas?
The Arctic shelf areas are zones of sea-ice production and supply the
Arctic ocean and it’s main gateway, the Fram Strait, with sea ice. This
major route of sea-ice export through Fram Strait and along the East
Greenland current as far as the tip of Greenland posses a strong influence
on the climate of the Nordic Seas. These cold and sea-ice covered waters
on the western side are opposed by warm and salty Atlantic waters on the
eastern side of the Nordic Seas. Our model results show that the flooding
of the shelf increases the sea-ice production (15%), but decreases the
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Fram Strait sea-ice export (-15%). Contrary to our hypothesis, changes
to the Nordic Seas’ climate are not caused by increased sea-ice export,
but by local sea-ice production and forcing from the atmospheric winds.
The conversion of land to ocean impacts the atmospheric circulation
and enforces the Greenland winter High, yielding stronger winds. In
response, the production and transport of sea-ice is increased, resulting
in lower surface temperatures (up to 4◦C) during the whole year in
the Nordic Seas. Related to all feedbacks the transport of heat to the
higher latitudes is reduced, thus showing the importance of this in reality
dynamic feedback to an orbitally-induced warming and rising of sea
level. In direct consequence of results from our previous questions, we
found that melting of the Greenland ice sheet has impacted the Atlantic
Meridional Overturning Circulation (AMOC). The AMOC transports
heat and salt from the tropical Atlantic to the Northern high latitudes
and thereby contributes to a warmer climate over Europe compared to
similar latitudes such as for example in North America.
The recent efforts to measure the AMOC’s strength allow better insights
into the complex ocean circulation and proves to be valuable information
for assessing future changes. Expanding the history of measurements is
a much-needed effort to increase confidence into future projections. Em-
ploying proxy relations to reconstruct past ocean circulation properties
is a valuable tool that allows giving qualitative estimates of changes and
indicates long-term trends. However, given the nature of these recon-
structions, trends differ by proxy and location. Therefore, using numeri-
cal model simulations to compare to proxy-based reconstructions, allows
us to address the following question in Chapter 4.
What was the strength of the AMOC and its subcompo-
nents during the Holocene?
The climate and the ocean circulation in the North Atlantic region
changed over the course of the Holocene, partly because of disintegrating
ice sheets and partly because of an orbitally-induced summer insolation
xtrend. In the early Holocene, the Laurentide ice sheet in North America,
cooled large parts of the Northern Hemisphere by melt fluxes into the
North Atlantic and by the cooling effect of the remnant ice sheet itself. In
the Nordic Seas, this impact was accompanied by a rather small, but sig-
nificant, amount of Greenland ice sheet melting that reduced local ocean
surface temperatures even further. We compared transient simulations
of the Holocene AMOC strength with proxy-based reconstructions. The
modelled ocean circulation in the North Atlantic evolved from a melt
water-impacted reduced state in the early Holocene to an evenly strong
present-day state by 7,000 yrs BP. This evolution is partly confirmed by
proxy-based reconstructions employing carbon isotopes, however show-
ing a weaker response during the melting phase in the early Holocene
compared to the model, whereas a comparison to proxy-based recon-
structions focusing on the deep ocean currents is more problematic and
only a few records agree with model results. The overall comparison
shows that different trends in subcomponents of the AMOC can agree
with each other and represent a long-term evolution of the AMOC sim-
ilar to our model simulations. These results thus suggest that the evo-
lution of the AMOC was mostly stable over the Holocene, with reduced
values only in the early part.
Our results on the early Holocene are relevant in the context of present-
day warming and its impact on the contemporary Greenland ice sheet.
However, the early Holocene was not the only time period in the past,
when the Greenland ice sheet was melting and in particular the Last
Interglacial is often referred to as a period of extreme Greenland ice
sheet melting. Given the fact that there is evidence of Greenland ice
sheet melting in the past and a large likelihood in future projections, we
address the fourth and final question in Chapter 5.
What is the impact of GIS melting beyond the Holocene
and what can we learn for the future?
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The climate system responds to, for example, a radiative forcing in ev-
ery component of the climate system with certain positive or negative
responses, called feedbacks. Thus, the sensitivity of the climate system
to a forcing is determined by the response of the individual compo-
nents. When comparing past and future warm climates, it is important
to account for the forcing that makes the climate warm. In the case of
the considered past climates, the orbitally-induced insolation is redis-
tributed to cause for example warmer summers as well as cooler winters
in the Northern Hemisphere. The response of the climate system, how-
ever is than seasonally dependent and not as straight forward as one
might anticipate. In the case of the future climate, with the projected
increases in greenhouse gas concentrations, the forcing is more globally
uniform compared to the Holocene and the Last Interglacial. When we
consider the impact of Greenland ice sheet melting in these past and
future climates in our climate model, we find different responses in the
melt-water-reduced AMOC strength for the past climates compared to
the future projections. This indicates that the origin of this difference
is likely to be related to the nature of the radiative forcing and melt
water-related feedbacks in the different components of the climate sys-
tem. The most likely candidate is the dynamic response of the sea ice to
Greenland ice sheet melting in a set of differently warm climates. How-
ever, this highlights that a simplified extrapolation from past climates
towards the future might be misleading, as this dynamic feedback is
likely to be different in the future compared to the past.
This thesis provides a detailed introduction into the field of climate as
well as individual introductions to the specific questions asked before
and a final chapter summarising the major findings and future research
suggestions.
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Samenvatting
Holocene klimaatvariabiliteit in de
Noord-Atlantische regio: numerieke
simulaties in vergelijking tot
reconstructies
Dit proefschrift gaat over klimaatschommelingen tijdens het Holoceen in
de Noordelijke IJszee en het noordelijke deel van de Atlantische Oceaan,
waaronder de Groenlandzee en Noorse Zee (hierna tezamen aangeduid
met GNZ). Deze klimaatschommelingen zijn afgeleid uit numerieke mod-
elsimulaties, en worden vergeleken met klimaatreconstructies welke zijn
gebaseerd op geologische gegevens, de zogeheten proxies. De belangrijk-
ste focus van dit proefschrift is op het beschrijven en begrijpen van de
klimaatvariabiliteit onder invloed van smeltende ijskappen, met name
het effect van de Groenlandse ijskap en het bijbehorende smeltwater in
periodes met een warmer klimaat dan tegenwoordig. Een ander aspect
van het smelten van ijskappen is het stijgen van de zeespiegel en de bi-
jbehorende overstroming van kustgebieden, zoals het overstromen van
het Siberisch continentaal plat in de Noordelijke IJszee na de laatste
ijstijd. Deze twee invloeden op de Holocene klimaatvariabiliteit in de
Noordelijke IJszee en het noordelijke deel van de Atlantische Oceaan
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zijn onderzocht in dit proefschrift met behulp van numerieke model-
simulaties, uitgevoerd met het wereldomvattende LOVECLIM klimaat-
model. Het Holoceen is het huidige interglaciaal en begon ongeveer
11.700 jaar geleden en volgde op de laatste ijstijd. Tijdens de overgang
van een ijstijd naar een interglaciaal reorganiseert het klimaatsysteem
zich en beginnen de grote ijskappen in Europa en Noord-Amerika te
smelten, waardoor een enorme hoeveelheid zoet smeltwater naar de om-
ringende oceanen stroomt. Deze grootschalige smelt wordt genitieerd
door de toegenomen zomerse instraling van de zon op het noordelijk
halfrond, welke het gevolg is van een verandering in de baanparameters
van de aarde, de zogeheten orbitale forcering. Deze zomerse instral-
ing zorgt voor een periode met maximale zomertemperaturen in het
vroege Holoceen. Dit Holocene thermische maximum is te vinden in tal
van op proxies gebaseerde temperatuurreconstructies op het noordelijk
halfrond en eerder werd door Renssen et al. (2009) aangetoond dat de
smeltende ijskappen resulteerden in variaties in de expressie van dit ther-
mische maximum in ruimte en tijd. Het in beschouwing nemen van deze
processen verbetert de gelijkenis van modelresultaten met de op prox-
ies gebaseerde klimaatreconstructies rond de Noord-Atlantische Oceaan.
Echter, veranderingen in de Groenlandse ijskap (in het Engels ’Green-
land Ice Sheet’, of GIS) zijn tot op heden meestal niet meegenomen
in deze context, wat leidt tot de volgende vraag, welke in het tweede
hoofdstuk aan bod komt.
Wat was de impact van het smelten van de GIS op het
Holocene thermische maximum?
Onze modelresultaten laten zien dat het toevoegen van smeltwater aan
het oceaanoppervlak leidt tot een sterkere stratificatie, samengaand met
afkoeling (tot 2◦C) en tot een toename van de zee-ijsbedekking. De
afkoeling is sterker in het westelijke dan in het oostelijke deel van de
GNZ, waardoor de ruimtelijke structuur en het tijdstip van het Holocene
thermische maximum in deze regio verandert. De modelresultaten komen
beter overeen met de op proxies gebaseerde temperatuurreconstructies
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uit dit gebied en bevestigen dat het gedeeltelijk smelten van de Groen-
landse IJskap in het vroege Holoceen van groot belang is voor de re-
gionale klimaatveranderingen.
Gedurende de ijstijd was de zeespiegel wereldwijd aanzienlijk lager dan
de huidige (ongeveer 120 meter). Het smelten van de ijskappen aan
het einde van de ijstijd en in het vroege Holoceen veroorzaakte een
wereldwijde stijging van de zeespiegel en vele laaggelegen kustgebieden
kwamen hierdoor onder water te staan. Echter, hierin zijn belangri-
jke regionale verschillen. Zo blijkt bijvoorbeeld uit gereconstrueerde
zeespiegelstanden dat delen van het Siberisch continentaal plat tijdens
het vroege Holoceen nog droog stonden. En een extrapolatie van de
regionale zeespiegel voor het gehele Arctische gebied geeft aan dat grote
delen van het continentale plat in deze regio droog hebben gestaan in
het vroege Holoceen. Hieruit volgt de volgende vraag (hoofdstuk 3):
Welke impact had de Holocene overstroming van het Arc-
tisch continentaal plat op het klimaat in het noordelijk deel
van de Atlantische Oceaan?
Het Arctisch continentaal plat bestaat tegenwoordig uit gebieden waar
veel zeeijs wordt gevormd. Dit zeeijs verlaat uiteindelijk de Noordelijke
IJszee via de Fram Straat, en vervolgt zijn weg naar het zuiden langs de
kust van Oost-Groenland tot aan de zuidelijkste puntje van Groenland.
Dit zeeijs heeft een sterke invloed op het klimaat van de noordelijke At-
lantische Oceaan, met name in de GNZ. De koude en met zeeijs bedekte
wateren aan de oostkant van Groenland ontmoeten in de GNZ de warme
en zoute Atlantische wateren welke langs de Noorse kust naar het no-
orden stromen. Onze modelresultaten tonen aan dat de overstroming
van het Arctisch continentaal plat de zeeijsproductie verhoogt (15%),
maar ook de zeeijsexport door Fram Straat verlaagt (-15%). In tegen-
stelling tot onze vooraf opgestelde hypothese, worden veranderingen in
het klimaat tussen Noorwegen en Groenland niet veroorzaakt door een
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verhoogde zeeijsexport, maar door de lokale zeeijsproductie en de in-
vloed hiervan op de atmosferische stroming. De verandering van land
naar oceaan benvloedt namelijk de atmosferische circulatie en versterkt
het winterse hogedrukgebied over Groenland, wat weer leidt tot sterkere
winden. In reactie daarop neemt de productie en het transport van
zeeijs toe, wat resulteert in lagere oppervlaktetemperaturen (tot 4◦C)
gedurende het hele jaar in noordelijkste deel van de Atlantische Oceaan.
Door terugkoppelingen in het klimaatsysteem wordt het transport van
warm water naar de hogere breedtegraden verminderd, daarmee het be-
lang aangevend van deze in werkelijkheid dynamische terugkoppeling,
welke op gang wordt gebracht door opwarming als gevolg van orbitale
forcering en het stijgen van de zeespiegel.
Eerder vonden we al dat het smelten van de Groenlandse IJskap de
Atlantische meridionale oceaancirculatie (AMOC) heeft benvloed. De
AMOC transporteert warmte en zout uit de tropische Atlantische Oceaan
naar de noordelijke hoge breedtegraden en draagt daarmee bij aan een
relatief warm klimaat in Europa in vergelijking met soortgelijke breedte-
graden in bijvoorbeeld Noord-Amerika.
De recente inspanningen om de sterkte van de AMOC te meten, om zo
een beter inzicht te krijgen in de complexiteit van oceaanstromingen,
heeft veel waardevolle informatie opgeleverd die gebruikt kan worden
om beter in te schatten wat er in de toekomst is te verwachten. Het
verlengen van de meetreeksen tot ver in het verleden is een noodza-
kelijke inspanning om het vertrouwen in de toekomstprojecties te ver-
hogen. Aan de hand van op proxies gebaseerde verbanden kunnen de
eigenschappen van oceaanstromingen in het verleden gereconstrueerd
worden. Dit geeft kwalitatieve informatie over veranderingen die plaats
vinden op lange tijdschalen. Echter, gezien de aard van deze reconstruc-
ties, verschillen deze gereconstrueerde veranderingen per proxy en per
locatie. Het vergelijken van modelsimulaties met op proxies gebaseerde
reconstructies, stelt ons in staat om de volgende vraag in hoofdstuk 4 te
beantwoorden.
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Wat was de sterkte van de AMOC en zijn componenten
tijdens het Holoceen?
Het klimaat en de oceaancirculatie in de Noord-Atlantische regio zijn
veranderd in de loop van het Holoceen, deels ten gevolge van het uiteen-
vallen van ijskappen en deels ten gevolge van orbitale forcering van ve-
randeringen in de zomerse instraling. In het vroege Holoceen hadden de
restanten van de Noord-Amerikaanse IJskap nog steeds een afkoelend
effect op grote delen van het noordelijk halfrond. Dit kwam door het
temperende effect van smeltwaterstromen op de AMOC en door de koe-
lende werking van de ijskap zelf. In noordelijk deel van de Atlantische
Oceaan ging dit gepaard met een vrij kleine, maar significante hoeveel-
heid smeltwater van de Groenlandse IJskap dat lokaal de temperatuur
van het oppervlaktewater nog verder reduceerde. We vergeleken tijd-
safhankelijke simulaties van de AMOC-sterkte gedurende het Holoceen
met op proxies gebaseerde reconstructies van de diepe oceaancirculatie.
De gesimuleerde Atlantische Oceaancirculatie in het vroege Holoceen is
gelijkmatig veranderd van een relatief zwakke toestand onder invloed van
het smeltwater, tot een op de huidige toestand gelijkende relatief sterke
circulatie rond 7000 jaar geleden. Deze evolutie komt deels overeen met
op proxies gebaseerde reconstructies aan de hand van koolstofisotopen,
zij het met een zwakkere respons in het vroege Holoceen ten opzichte van
het model. Uit ons onderzoek is gebleken dat een vergelijking met op
proxies gebaseerde reconstructies van diepe oceaancirculatie problema-
tisch is, aangezien slechts enkele reconstructies overeenkomsten vertonen
met de modelresultaten. Het blijkt wel dat verschillende trends in on-
derdelen van de AMOC overeenkomen. Ook de lange termijn trend in de
AMOC is vergelijkbaar met onze modelsimulaties. Deze resultaten sug-
gereren dat de evolutie van de AMOC overwegend stabiel was gedurende
het Holoceen, met alleen een relatief zwakke fase in het vroege deel.
Onze resultaten voor het vroege Holoceen zijn relevant in de context van
het huidige opwarming en de invloed hiervan op de huidige Groenlandse
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IJskap. Echter, deze ijskap smolt niet alleen tijdens het vroege Holo-
ceen, maar ook in eerdere warme perioden. In het bijzonder het laatste
interglaciaal (het Eemien) wordt vaak aangeduid als een periode met
aanzienlijke smelt in Groenland, resulterend in een substantieel kleinere
ijskap dan tegenwoordig. Deze gegevens uit het geologisch verleden kun-
nen wellicht gebruikt worden om een beter inzicht te krijgen over de
invloed van de GIS in een toekomstig warm klimaat. Dit komt aan bod
in de vierde en laatste vraag in hoofdstuk 5:
Wat is de impact van GIS smelt in een warm klimaat
voorafgaand aan het Holoceen en wat kunnen we hiervan
leren voor de toekomst?
In het klimaatsysteem spelen allerlei positieve en negatieve terugkop-
pelingen een rol, waardoor het effect van een verandering in, bjivoor-
beeld, een stralingsforcering versterkt of verzwakt kan worden in on-
derdelen van het klimaatsysteem (zoals oceaan en atmosfeer). De gevoe-
ligheid van het klimaatsysteem voor een forcering wordt daarom bepaald
door de reacties van deze individuele componenten. Voor onze vergeli-
jking van warme klimaten uit het verleden (Eemien en Holoceen) en
met die uit de toekomst, is het belangrijk om rekening te houden met
de forcing die de opwarming genereert. In het geval van klimaten uit
het Eemien en het Holoceen, werd de opwarming veroorzaakt door or-
bitale forcering, welke de seizoenaliteit op het noordelijk halfrond ver-
sterkte, met warmere zomers en koudere winters tot gevolg. Maar in
deze gevallen is de reactie van het klimaatsysteem afhankelijk van de
seizoenen en daardoor niet zo eenvoudig als men zou verwachten. In
het geval van het toekomstige klimaat, met de verwachte toename van
de concentratie van broeikasgassen, is de forcering wereldwijd uniform
vergeleken met die van het Holoceen en Eemien, en niet seizoensafhanke-
lijk. Onze modelanalyse van de invloed van het smelten van de GIS in
warme klimaten uit het verleden en de toekomst laat zien dat de AMOC
verschillend reageert. De oorsprong van dit verschil ligt in de aard van de
stralingsforcering en van de reactie op het smeltwater in de verschillende
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componenten van het klimaatsysteem. We concluderen dat met name de
dynamische respons van het zeeijs op het smelten van de Groenlandse
IJskap van belang is. Dit wijst erop dat een eenvoudige extrapolatie
van een warm klimaat uit het verleden naar de toekomst misleidend zou
kunnen zijn, want deze dynamische feedback reageert in de toekomst
waarschijnlijk anders dan in het verleden.
Dit proefschrift begint met een gedetailleerde inleiding in de onder-
zoeksproblematiek, en geeft ook specifieke introducties op de eerder
beschreven specifieke vragen. Het laatste hoofdstuk, tenslotte, geeft een
samenvatting van de belangrijkste bevindingen en ook suggesties voor
toekomstig onderzoek.
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Introduction
The discussion on climate, climate change and impacts from human
emissions is a global topic, which has been recently addressed in the
recent, 5th assessment report (AR5) by the Intergovernmental Panel of
Climate Change (IPCC). The AR5 summary for policymakers clearly
states that the warming of the climate system is unequivocal and that
many of the observed changes are unprecedented over decades to mil-
lennia (IPCC, 2013). Further, it clearly says that human influence on
the climate system is clear and that this human influence has been the
dominant cause of observed warming since the mid-20th century (IPCC,
2013). It thus seems clear that recent events are only the beginning of
what we are about to experience in the next 50 yrs or so. This thesis
is a contribution to better understanding climate change and climate
variability from past climates.
1.1 Climate, Climate Change and Climate Vari-
ability
In order to discuss climate, we have to define what climate means. Ev-
eryone knows about weather and its sudden changes (predicted or not)
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from a perfectly sunny Sunday afternoon to a water pouring hell, but
that is not climate. As Edward N. Lorenz (1995) expressed it in a single
sentence: ”Climate is what you expect and weather is what you get”.
In this sense, climate represents the long-term statistics of the short-
term weather. Weather is concerned with the formation, movement and
prediction of an individual storm, whereas climate addresses the ques-
tion of how many storms will occur in the next years. Easily connected
to near-future changes, we speak of climate change when the ”weather
statistics” over a longer timescale (decades to million of years) change
and of climate variability when there are deviations from the long-term
statistics. For example, a single decadal-scale extreme event is referred
to as climate variability, but a series of such extreme events is called cli-
mate change. The terminology ”climate” describes not only atmospheric
conditions, but the conditions of the whole climate system. The climate
system (Fig. 1.1) consists of the atmosphere, the hydrosphere (ocean,
lakes, rivers), the cryosphere (ice sheets, glaciers), land surfaces (pedo-
sphere and lithosphere) and the biosphere. All of these components are
undergoing changes at different timescales.
It has been shown by Mitchell (1976) that climate varies on all timescales
in response to random and periodic forcings (Fig. 1.2 Ghil, 2002). A
forcing is a factor that affects the climate or a component of the cli-
mate system and can be either external or internal to the earth system.
For instance, internal forcings are the winds’ impact on the ocean sur-
face or greenhouse gas concentrations. However, these are also dynamic
processes and their strength co-evolves with the whole climate system.
This is in contrast to an external forcing, which is not influenced by the
climate system, and is usually considered a boundary condition in for
instance climate model experiments. External forcings include volcanic
eruptions, solar variability and orbital variations. A forcing can have
an internal cycle originating from a certain mechanism, such periodic
forcings are denoted by peaks in Fig. 1.2. Examples of periodic forcings
include variations in the Earth’s orbital parameters (ranging from 100 to
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Figure 1.1: The climate system and its components. ©maribus, Bosch
et al. (2010)
20 kyr, Milankovitch, 1941; Berger and Loutre, 1991) or the annual and
daily cycle. The understanding of periodic forcings makes it possible
to predict past and future climate change. However, the random forc-
ings are caused by internal processes and associated feedbacks (Goodess
et al., 1992). Thus, they arise from the complex and chaotic behaviour
of the climate system in response to forcing (Lorenz, 1991; Palmer and
Stoffer, 1989; Ghil, 2002; Rial et al., 2004). The overall response of the
climate system to a forcing depends on the response time of the compo-
nents of the climate system (Fig. 1.3). Within the climate system, the
atmosphere, for example, has a response time in the range of minutes to
days and might respond relatively quickly to a given forcing, whereas the
deep ocean responds over hundreds of years and will smooth the overall
response at longer timescales. A change in one component will naturally
cascade through the coupled components and the effect will be trans-
ferred and modified in character or scale. In some cases the effect will
be amplified (positive feedback) and in others it will be weakened (neg-
ative feedback). Feedbacks can be considered internal forcings, which
4 CHAPTER 1. INTRODUCTION
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Figure 1.3: The response time of components of the climate system to a
forcing. Red bar denotes the life span of a human being. ©maribus,
(Bosch et al., 2010)
depend on the dynamics of the climate system and are the most likely
processes behind most nonlinearities in climate (Rial et al., 2004), which
lead to a threshold behaviour and abrupt climate change. Specifically,
positive feedback mechanisms, which amplify the climate response to a
forcing, lead the climate away from its natural balance. Therefore, pos-
itive feedbacks cause the climate system to adapt and modify the states
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of its components to restore the balance, whereas a negative feedback
mechanism makes the system less responsive to a forcing, thus stabil-
ising its balance. An example of a positive feedback is the ice-albedo
feedback. Consider an increased radiative forcing, inducing warming,
that will decrease the surface ice cover by melting snow cover, glaciers
and sea-ice. This in turn decreases the surface albedo and allows ab-
sorbing more shortwave radiation, which accelerates the initial warming
and closes the positive feedback loop. When we speak of the climate
system, we have to remember the complexity of the climate system and
that climate change is also a natural process, which happens at different
timescales in all components of the climate system.
During the Earth’s history, the climate has experienced cold glacial and
warm interglacial states over the past 2.58 million years (Fig. 1.4, Grad-
stein et al., 2005) and since the Mid-Quaternary (800 ka before present,
BP), glacial-interglacial cycles show a periodicity of about 100,000 yrs.
In 1920, M. Milankovitch proposed that the variations in the Earth’s or-
bital parameters modify the distribution of solar radiation that is season-
ally received by the Earth and that these variations are the main source
of glacial-interglacial climate change. The periodicities in the Earth’s
orbit, described by the main orbital parameters, eccentricity (100,000
yrs), obliquity (41,000 yrs) and precession (23,000yrs) are sometimes
called the ”pacemakers” of the glacial-interglacial cycles (Fig. 1.5, Hays
et al., 1976). At present it seems clear that these external forcings have
6 CHAPTER 1. INTRODUCTION
Figure 1.5: Orbital pa-
rameters, eccentricity,
obliquity and preces-
sion. Source: ©2014
Climatica.org.uk
influenced the climate system, but large transitions from glacials to in-
terglacials require the interaction between the components of the climate
system.
The recent direction of explaining glacial-interglacial cycles involves the
non-linear interaction between the climate system’s components, in par-
ticular the ice sheets and the ocean, and external forcings (Kukla and
Gavin, 2004; Wunsch, 2004; Crucifix, 2013). However, climate variabil-
ity happens as well at time scales much shorter than glacial-interglacial
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time scales. For example, the present interglacial period started about
11,700 years BP, when the last glacial period was terminated by a strong
Northern Hemisphere summer insolation maximum (Berger and Loutre,
1991). Increased summer temperatures caused the melt down of North-
ern Hemisphere ice sheets (Fig. 1.6, North America and Scandinavia)
and a subsequent warming of the climate into the interglacial state.
The present interglacial is called the Holocene and it is one of the most
studied geological periods of time, simply because it is recent, and there-
fore easily accessible in the billions of years the Earth existed and the
climate changed. The climate system is in constant transition, however
during terminations, when the climate system moves from a glacial to an
interglacial period, then the whole climate system has to adapt and its
components align in a new balance. Hence, this time of reorganisation
is the time of large and abrupt shifts in the climate system (Ganopolski
and Rahmstorf, 2001; Roche et al., 2012).
For the present interglacial (the Holocene) and the last deglaciation,
there have been at least three events that are interesting in the sense
that they exhibit abrupt changes and are related to the interactions of
the components of the climate system. We will outline two of them here,
the Bølling-Allerød and the 8.2 ka cooling event.
Coming from cold glacial times, the start of the Bølling-Allerød (14.7
ka BP) warm phase around 14.7 ka BP is recorded in the Greenland
ice core as a 15 K warming (Liu et al., 2009), indicating a fast rise in
Northern Hemisphere temperatures to almost interglacial levels. This
transition occurs within a few hundred years and has been found to re-
late to an abrupt ending of melt water supply to the North Atlantic (Liu
et al., 2009). The basic concept behind this abrupt warming is a com-
bination of the general warming trend from glacial to interglacial state
and the recovery of the ocean circulation, which was perturbed by the
melting of the land-based ice sheets on the North American continent.
The melt water inhibits convection in the ocean, where it freshens the
ocean surface enough to reduce its density and prevent surface waters
8 CHAPTER 1. INTRODUCTION
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Figure 1.6: Icesheet Reconstruction at the Last Glacial Maximum (21
kyr BP) , showing the Northern Hemisphere glaciation over North
America and Scandinavia and corresponding lower sea level (-120 m
relative sea level) and coastline regression. Sources: Peltier (2004),
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from sinking into the deep ocean. This process is critical for the ocean
circulation and a major process in the transport of heat from the tropics
to the poles. In the Atlantic basin this is called the Atlantic Meridional
Overturning circulation (AMOC, Fig. 1.7). The AMOC is part of the
global transport system of water masses and heat. At present the AMOC
transports about 25 % of the total meridional heat flux (Trenberth and
Caron, 2001; Ganachaud and Wunsch, 2003; Johns et al., 2011) from
both ocean and atmosphere at 26◦N. This heat release results in rela-
tively warm conditions, over the greater North Atlantic region compared
to similar latitudes of the North Pacific, with an air temperature increase
of up to 10◦C relative to the zonal mean climatology (Rahmstorf and
Ganopolski, 1999; Vellinga and Wood, 2002), demonstrating the climatic
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Figure 1.7: The Global Ocean Circulation. Atlantic Meridonal Overturn-
ing Circulation (AMOC) after Kuhlbrodt et al. (2007)
importance of the AMOC. There are two distinct driving mechanisms
of the AMOC: the thermohaline circulation and wind-driven upwelling
(Kuhlbrodt et al., 2007). The first describes the conversion of surface
waters to deep waters by increasing their density through cooling and/or
increasing salinity and is essential for the deep-water formation (Huang,
2004; Kuhlbrodt et al., 2007). If the density of a surface water mass
becomes significantly higher than the density of the surrounding water
masses, then a threshold density can be crossed and deep convection
can occur. The deep mixing associated with this process leads to the
formation of relatively dense, deep waters, which flow southward and
sum up to form the North Atlantic Deep Water (NADW, Kuhlbrodt
et al., 2007). In the present North Atlantic basin, deep convection oc-
curs preferentially in the Labrador, the Irminger and the Nordic Seas
(e.g. Marshall and Schott, 1999; Pickart et al., 2003). A disruption of
convection in these areas by, for example, melt water from ice sheets
will slow down the AMOC, hence the transport of heat to the Northern
Hemisphere.
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Episodic melt water discharges into the North Atlantic provide a mecha-
nism that can explain the observed climate variability during these times
of climate change from glacial to interglacial (Clark et al., 2001). An-
other example of a rapid event, depicting climate variability, is linked to
a melt water injection into the North Atlantic from a catastrophic lake
drainage event at about 8.2 ka BP (Alley et al., 1997). During this rel-
atively late phase of the deglaciation, large amounts of freshwater were
stored in a lake that was dammed by the ice, which drained within a
short interval (∼160 yrs, Alley et al. (1997)) into the North Atlantic
(Hillaire-Marcel et al., 2007) and caused a cool event recorded in nu-
merous Northern Hemisphere reconstructions (e.g. Alley et al., 1997;
Kleiven et al., 2008; Thornalley et al., 2009). However, a recent study,
Carlson and Clark (2012), rejects the simple hypothesis of a drainage
event and indicates the complex nature of interactions between ice sheets
and ocean circulation that is not yet fully revealed to the scientific com-
munity. Further research of these vital processes is needed to better
understand past reconstructions and apply lessons learnt to future pro-
jections.
We can summarise from these examples of the recent geological past that
at least interactions of land-based ice sheets and ocean circulation can
have a significant impact on the climate and affect climate variability.
In a more general sense, all components of the climate system will be
involved in these changes and interactions, and will respond in positive or
negative feedbacks to the external forcings such as the orbital insolation
forcing.
The Holocene climate exhibits a large variety of climatic factors, which
makes it a perfect time period to study climate variability in more detail.
In this thesis we will investigate the Holocene climate and its variability.
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1.2 This Thesis
This thesis is part of the European Commission’s 7th Framework Project
”Changing Arctic and Subarctic Environment” (CASE) that started in
April 2010 and was set up as an Initial Training Network (ITN) with 6
partner institutes/universities. The project allowed all 12 early career
researchers (ESR) to visit the partner institutes and to get to know their
way of working. The partners are
• Universite´ Bordeaux (EPOC)
• Norges Geologiske Undersøkelse (NGU)
• Helmholtz Zentrum fu¨r Ozeanforschung Kiel (GEOMAR)
• University of Plymouth
• Universitetet i Tromsø
• Vrije Universiteit Amsterdam
The project emphasises the need for further research in the Arctic and
the Nordic Seas region, because of the vulnerability of these regions to
future climate change. One important reason is the polar amplifica-
tion of future greenhouse-gas driven warming that will warm the Polar
Regions more intensely than the rest of the globe. Because of this am-
plification changes in Arctic climate are already visible. The Arctic has
warmed twice the global rate (1-2◦C, McBean et al., 2005) in the last 50
yrs, Arctic sea-ice area has considerably retreated (7.4 %, Johannessen
et al., 2004) and the melting of the Greenland ice sheet has accelerated
since 1992. Thus, ice sheet melting will be a major contributor to global
sea level rise in the 21st century (Rignot et al., 2011). The goal of the
CASE project was to employ a multi-disciplinary approach to investigate
these aspects of Arctic and Nordic Seas climate change in past climates
and provide a wider view of changes that happened and are predicted
to happen in the future.
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1.3 Reconstructing Past Climates – Proxies and
Modelling
The modern perspective of climate relies on direct observations of for
example temperature and as direct observations are not available earlier
than the 17th century (1659 AD, Manley, 1974), an indirect observation
of for example temperature is needed. This is called a proxy, an indirect
indicator of climate that is recorded in proxy-archives like tree rings,
pollen, stalagmites in caves, ice cores (Greenland and Antarctica), corals,
lake- and ocean-sediments. For example, the actual proxy that links
with temperature, in ice cores is the ratio of heavy (18O) vs. light
(16O) oxygen isotopes, called δ18O . This isotopic ratio is a function
of the temperature at which condensation occurs (Dansgaard, 1964),
which indicates climate conditions at that time. Sampling the ice core
at certain intervals results in a time series.
Another method that is commonly used is to analyse ocean sediments,
which contain skeletons of millions of marine organisms. The most com-
monly used ones in palaeoceanography are foraminifera (calcareous zoo-
plankton), coccoliths (calcareous algae), radiolarians and silicoflagellates
(siliceous zooplankton), and diatoms (siliceous algae). Using these mi-
crofossils, there are many methods that can be applied to obtain palaeo-
climatic information from marine sediments. We briefly discuss here
two of these methods that are commonly used: Oxygen isotope compo-
sition of calcium carbonate (e.g. Emiliani, 1977, 1978; Shackleton, 1977)
and relative abundance of warm- and cold-water species (e.g. Williams
and Johnson, 1975). The reconstruction of past climate conditions from
oxygen isotopes is a lot more complex than from ice cores, because of
numerous effects that act on the recorded signal, such as the vital effect
of the organisms (Urey, 1948) or changes of the isotopic composition of
the ocean reservoirs (Fontugne and Duplessy, 1978). Despite these un-
certainties, oxygen isotope records have proven to be a reliable source of
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information and given us an indication of million of years of Earth his-
tory (as in Fig. 1.4, Emiliani, 1955; Shackleton, 1967; Hays et al., 1976;
Lisiecki and Raymo, 2005). The second method aims at understanding
the abundance of a certain species, which can tell you a lot more than
just climate conditions, such as environmental conditions (e.g. food sup-
ply or acidity of the ocean). Despite this additional information on the
ocean environment, a transfer function is often applied to these abun-
dances, which allows transferring past species compositions to present-
day and corresponding to certain temperatures (Imbrie et al., 1973) of,
for example, the sea surface. This method is often applied in sub polar
regions, where different species depend on different water masses and
can therefore indicate changes in the ocean surface conditions.
All these proxy reconstruction methods are extremely useful to go back
in time as far as million of years. However, there are several uncertainties
associated with these reconstructions that limit their quantitative use.
First of all, the relationship that connects to the physical climate param-
eter (e.g. temperature (air, sea surface) or precipitation) and secondly,
the timing of these reconstructions as expressed in the age model. Every
reconstruction depends on the quality of its age-depth model (Telford
et al., 2004; Huybers and Wunsch, 2010). Proxy-based reconstructions
are a good way to gain information on past climates and apply our
knowledge of physical relations to past times, but of course they do not
allow making useful predictions of future climate change. Fortunately
our physical understanding can be described by mathematical equations
and with the capabilities of modern computers, it is possible to create a
physical approximation of our understanding, a numerical model.
These numerical climate models have come from a long history of at-
mospheric models used to predict weather and evolved into fully cou-
pled models covering all components of the climate system in all kind
of complexities. Hence, it is fair to say that these models are among
the most complicated machineries that have ever been assembled and
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consist of millions of lines of code, the equivalent of moving parts (Wun-
sch, 2010). But every model is a simplification of the real world and
although potentially seen as a disability, it is the model’s great power
to simplify and make things understandable, as a completely realistic
machinery would be as complex as the real climate system itself. The
challenge is to find a balance between physical completeness and costs
in terms of computing power. Therefore, a large variety of models have
emerged from these limitations that sufficiently comply with different
applications. Claussen et al. (2002) distinguishes three classes of mod-
els, comprehensive models (Coupled Global Climate Models, CGCMs),
Earth system Models of Intermediate Complexity (EMICs) and con-
ceptual models (mostly energy balance models). The above order in-
dicates their integration of processes or complexity. Thus, the most
complex models are at present CGCMs, including at least a physically
and spatially detailed, 3-dimensional description of the coupled ocean
and atmosphere system. These models are extensively used in future
climate projections (IPCC, 2013). However, their application to longer
timescales is rather limited, as an integration of several thousand years
would simply take too long to be feasible, even on the fastest computer
systems. Therefore, to make multi-millennial scale experiments it is nec-
essary to reduce the complexity and use EMICs. Simulations on even
longer time-scales require a further reduction in complexity (as in energy
balance models) to calculate millions of years into the past or the future.
Hence, all these models have a comfort zone, where they are useful to
apply.
The development of climate models involves several principal steps: Sim-
plification of the mathematical expressions describing physical laws, im-
plementing these mathematical expressions in a computer requiring nu-
merical algorithms, and finally building and implementing conceptual
models (parameterizations) for processes that cannot be represented be-
cause of their complexity or because of their spatial and temporal scales
(Flato et al., 2013). For example, atmospheric convection or clouds
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would require unrealistically high (∼1km) horizontal, vertical and tem-
poral (seconds) resolutions and thus, cloud physics are commonly pa-
rameterized in global climate models. Trade-offs in the model param-
eterizations are guided by the intended model application and lead to
the mentioned several classes of models of different complexity. Ev-
ery model development includes a verification step, which compares the
model results with direct observations. This is usually done for each
component of the coupled climate model individually and when assem-
bled to a comprehensive model it is done even more so. At this stage it is
not uncommon to tune the coupled model to better represent the large-
scale observational constrains and correct for un-natural drifts (Flato
et al., 2013).
Originating from this problem of representativeness, studies focusing on
longer time-scales are limited to the use of simplified models, thereby
accepting certain trade-offs. In this thesis, the focus is on centennial-
millennial time-scales and only simulations with the EMIC LOVECLIM
are used and analysed.
1.4 LOVECLIM
LOch-Vecode-Ecbilt-CLio-agIsm Model (LOVECLIM, Fig. 1.8) is an
Earth System Model (ESM) of intermediate complexity including a 3-
dimensional, global representation of the atmosphere, the ocean and sea
ice and the vegetation that is simplified compared to CGCMs (Goosse
et al., 2010). There are additional dynamical components available that
have not been used in this thesis, such as the carbon cycle, ice sheets
and icebergs. The atmospheric component of the model is called EcBilt
a 3-layer quasi-geostrophic, spectral model truncated at wavenumber 21
(T21), translating to a horizontal resolution of about 5.6◦ in latitude
and in longitude (Opsteegh et al., 1998). Due to the low resolution
of the model, convection has to be parameterized (Held and Suarez,
1978) and cloud cover is prescribed from climatology, and is thus not
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treated dynamically (Rossow, 1996). Precipitation in the Arctic and
North Atlantic is systematically overestimated and, to keep the ocean
circulation from being sluggish, this precipitation surplus is artificially
removed and redistributed over the North Pacific, where precipitation is
systematically underestimated (a so-called flux correction, Goosse et al.,
2010). EcBilt includes a land-surface model calculating snow cover and
handling the runoff of excess precipitation to the adjacent ocean. The
ocean-sea ice component of LOVECLIM is called CLIO and consists of
a free-surface ocean general circulation model with a horizontal resolu-
tion of 3◦ in latitude and longitude (Goosse and Fichefet, 1999; Goosse
et al., 2010) and a vertical resolution of 20 levels. The effects of small-
scale processes such as isopycnal1 mixing, vertical mixing and convection
are parameterized (Goosse et al., 2010). To improve the representation
of dense water flow a downslope parameterization has been included
(Campin and Goosse, 1999). The sea-ice component of CLIO is a three-
layer thermodynamic model with an elaborate scheme to determine the
sea-ice edge more precisely in a coarse resolution grid (Fichefet and
Maqueda, 1997, 1999). The free surface of the model requires the sea-
ice component to exchange freshwater as positive or negative virtual
salt fluxes. The vegetation component of LOVECLIM is called VE-
CODE and simulates the dynamics of two plant functional types, trees
and grasses, as well as desert (Brovkin et al., 2002), under influence of
changes in temperature and precipitation that are obtained from EcBilt.
In principle LOVECLIM includes a dynamic ice sheet (Huybrechts,
2002) that is coupled to the other components and it has been applied
in numerous studies of the past and future climate (Ridley et al., 2005;
Simpson et al., 2009; Huybrechts et al., 2011). The advantage of includ-
ing an ice sheet model in simulations of past climates is the complete-
ness of the dynamic climate system components in respect to a fixed
pre-industrial ice sheet extent and interaction. However, including dy-
namical ice sheets is a lot more complex, because of the slow response
1Isopycnal is a surface of constant potential density of water.
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Figure 1.8: Summary of the coupled components in LOVECLIM. ECBilt
is the atmospheric model. CLIO is the ocean and sea-ice model.
VECODE is the vegetation model. GRISLI is the dynamical ice-
sheet model. ICB is the iceberg model. VAMPER is the permafrost
and MEDUSA the sedimention model. ©Roche (2013) additional
information in Goosse et al. (2010)
time of this component (Fig. 1.3) and the additional degrees of freedom
of the coupled system. Thus, the problem would be to make the ice
sheet and therefore the whole coupled climate model behave according
to known reconstructions of past ice sheet extent and volume (Peltier,
2004; Zweck and Huybrechts, 2005; Charbit et al., 2007). This can be
considered to be still an open challenge. Therefore, we have chosen to
prescribe the ice sheets from reconstructions rather than dynamically
modelling them throughout this thesis. This bears the advantage of be-
ing able to control the influence of the ice sheet on climate and in our
simulations and regard it as a forcing, rather than a dynamic component
of the climate system. Of course this methodology can only be applied
when reconstructions of ice sheets from geological data are available,
which is the case for the past 21.000 years (Peltier, 2004).
Despite its low resolution, LOVECLIM reproduces the major character-
istics of the observed climate both for present-day and past conditions,
such as the Last Glacial Maximum (LGM, Roche et al., 2007) or the
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Mid-Holocene (Braconnot et al., 2007). LOVECLIM has been applied
in numerous paleoclimatic studies, for instance investigating the 8.2 ka
BP event (Wiersma and Renssen, 2006), the Holocene (Renssen et al.,
2009; Blaschek and Renssen, 2013a) and the Last Interglacial (Bakker
et al., 2013b).
However, there are some serious biases still present in the model (Goosse
et al., 2010): most prominently an overestimation of temperature in
the tropics, a too symmetric distribution of precipitation between the
two hemispheres and an overestimation of precipitation and vegetation
cover in the subtropics (Goosse et al., 2010). Overall the atmospheric
circulation is too weak and the model tends to underestimate surface
temperature changes, mainly in the tropics, and to overestimate oceanic
heat uptake compared to observations of the last decades.
The ocean circulation in LOVECLIM performs reasonably well with
slightly higher values of the absolute AMOC strength and a weaker re-
sponse to future warming scenarios, in a comparison of 25 Atmosphere-
Ocean Global Circulation Models (AOGCM) and 5 EMICs in the Cou-
pled Model Intercomparison Project (CMIP5, Weaver et al., 2012). How-
ever, Huybers and Wunsch (2010) emphasise that the exact value of the
AMOC is unknown and that the ability to represent a good estimate
of the recently observed AMOC strength (Kanzow et al., 2010) of 18.7
±2.1 Sv inside a model does not necessarily proof to be a reliable esti-
mate of the real ocean and its circulation. Anyhow, an application on
longer timescales considering large-scale changes is regarded a valuable
purpose of LOVECLIM and its dynamic subcomponents.
1.5 Research Questions
The ITN-CASE project defined in its goals that the Arctic and the Sub-
polar Regions are important in the context of understanding the climate
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system and its response to natural and human induced changes. There-
fore, the overall topic of this thesis is set to investigate Holocene climate
change and variability by employing a climate model and compare re-
sults to proxy based reconstructions. The advantage of employing a
climate model compared to proxy-based reconstructions is the ability
to make predictions. However, to make predictions it is necessary to
understand how well the model is able to reproduce past climates and
events that can be constrained by proxy-based reconstructions.
The recent past seems to be a good starting point for investigating cli-
mate variability in the Arctic and sub-Arctic environment. In simula-
tions of for example the mid-Holocene (6,000 yrs BP) the Arctic sea-ice
extent has been found to be very different between 25 climate mod-
els (Berger et al., 2013), showing both decreases and increases due to
slightly warmer summers as well as cooler winters. These experiments
have been performed within the framework of the Paleoclimate Mod-
elling Intercomparison Project (PMIP) Phase 2 and 3 (Braconnot et al.,
2007; Braconnot et al., 2012), which aims to test climate models em-
ployed for future projections under palaeo situations. The results high-
light the Arctic as a key region among others (e.g. Asian Monsoon) of
climate variability and therefore of dynamical processes relevant for un-
derstanding and predicting climate change in past and future climates.
Previous Holocene modelling studies such as Crucifix et al. (2002) for
example showed employing the EMIC MoBidiC over the past 9.000 yrs a
long-term cooling trend in line with orbitally-induced insolation changes
over the Northern Hemisphere. Their results indicated that vegeta-
tion changes increase Arctic sea-ice extent due to cooling and highlight
the relevance of this dynamic vegetation feedback on longer timescales.
Building on these results Renssen et al. (2005b) showed employing a pre-
vious version of LOVECLIM (ECBilt-CLIO-VECODE) similar cooling
trends over the past 9.000 yrs, which showed spatial differences com-
pared to proxy-based reconstructions. Results indicate that the interac-
tion of sea-ice and convective activity in the Nordic Seas and Labrador
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Sea enhances inter annual variability following the cooling trend. They
further considered topography and albedo changes from the Laurentide
Ice Sheet (LIS) before 7 kyr BP, which resulted in extended cooling and
contributed to the later work of Renssen et al. (2009), who showed that
the early Holocene was significantly influenced by the remnant Lauren-
tide Ice Sheet (LIS). The LIS covered large parts of North America and
released huge amounts of melt water (up to 0.09 Sv, 1 Sv = 106 m3/s)
to the surface ocean. This large land-based ice sheet affected the large-
scale atmospheric circulation by cooling due to higher surface albedo
and by redirecting the atmospheric flow due to the large topographic
barrier the ice sheet constitutes. Hence it has been shown by Renssen
et al. (2009) that the LIS had a significant impact on the timing and the
spatial distribution of the Holocene Thermal Maximum (HTM). The
warmest period during an interglacial period is usually referred to as
the Thermal Maximum. It was shown by Renssen et al. (2009) that the
HTM was delayed due to melt water and downwind cooling from the
ice sheet and that simulations including these feedbacks corresponded
better to proxy-based reconstructions (Kaufman et al., 2004). The early
Holocene differs due to the melting of ice sheets from the rest of the
Holocene, but the LIS was not the only ice sheet that was melting at
that time. The Greenland ice sheet (GIS) was also considerably larger
during the LGM (65% larger than at present-day, Funder et al., 2011a)
and contributed to the sea level rise. Although the estimated melt water
flux from the GIS is at least a magnitude smaller compared to the LIS,
the location of the GIS is closer to convection areas in the Labrador,
the Irminger and the Nordic Sea. Therefore, it is important to estimate
the impact of GIS melting in the early Holocene and on the HTM. Ad-
ditionally, related to the HTM, Andersen et al. (2004b) reconstructed
Nordic Seas’ sea surface temperatures, which show an early HTM in the
eastern part of the Nordic Seas and no or relatively late in the western
part. This zonal difference is not well explained and it seems likely that
the GIS melt water might be a key witness to this unexplained spatial
discontinuity. Hence we formulate the following more general question,
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but will focus in our analysis on the Nordic Seas:
1st Research Question – What is the impact of GIS melting on
the Holocene Thermal Maximum?
During the deglaciation, the melting of the ice sheets does not only affect
the ocean circulation, but it also affects the sea level stand. The LGM
had a 120 m lower sea level stand (Siddall et al., 2003) with considerable
impacts on global coastlines. The Arctic Ocean for example was reduced
by 53% of its present-day area (Jakobsson, 2002; Darby et al., 2006, cf.
Fig. 1.6) and large shelf areas that are presently flooded, became land
and partly glaciated (e.g. Barent Sea Ice Sheet, Svendsen et al., 2004).
Few reconstructions of Arctic coastline transgression exist (e.g. Bauch
et al., 2001; Taldenkova et al., 2010) and few modeling studies have
taken these changes of bathymetry into considerations and then mostly
during the LGM (Roche et al., 2007; Friedrich et al., 2010; Roche et al.,
2012) when the changes have been most dramatic. However, considering
a record from the Laptev Sea (Bauch et al., 2001) and extrapolating its
lower sea level stand to the whole Arctic Ocean bathymetry indicates
a large area, the East Siberian Sea, to become dry land in the early
Holocene. Here, the sea level rose from 8.9 ka BP to 7.5 ka BP by 24 m
(Bauch et al., 2001; Taldenkova et al., 2010), resulting in the flooding of
the East Siberian shelf area. At present-day the Arctic shelves, and the
Laptev Sea, are important as sea-ice production areas and relate to the
export of Arctic sea ice into the Nordic Seas (Dethleff and Kuhlmann,
2010). The relation of Arctic shelf flooding, Fram Strait sea-ice export
and climate variability in the Nordic Seas remains unknown and leads
to the following question:
2nd Research Question – What impact does the flooding of an
Arctic shelf introduce in the Nordic Seas?
When we investigate the Holocene and its climatic changes due to melt
water and ice sheet decay, and introduce GIS melting as a new forc-
ing, then we have to investigate changes in the AMOC. The impact of
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melting ice sheets has been considered in numerous modelling studies
(e.g. Rahmstorf, 1996; Renssen et al., 2009) and can be found in nu-
merous proxy-based reconstructions (McManus et al., 2004; Alley and
A´gu´stsdo´ttir, 2005; Thornalley et al., 2013), thus allow insights into
the highly variable nature of the AMOC and its mode of operation on
short (decadal) and long (millenial) time scales (Srokosz et al., 2012).
Unfortunately, the period of direct observations is rather short (∼4yrs,
Kanzow et al., 2010) and the long-term evolution of the AMOC is un-
certain, both its past and future. It has been once said (F.P. Shepard,
1948) that mankind knows more about the moon’s surface than about
the deep ocean floor. The statement is of course an exaggeration of
the complex problem of observing an ever-changing system, but a short
summary of the present-day challenge to explain the driving mecha-
nisms of the AMOC in detail (Kuhlbrodt et al., 2007). Nevertheless,
there exists a large number of reconstructions using different kind of
proxy relationships to investigate past AMOC changes. Past proxy-
based reconstructions focus on deep water transport and mostly on sub-
components of the lower limb of the AMOC, such as the overflow waters
across the Greenland-Scotland Ridge, via the Denmark Strait or the
Iceland-Scotland Ridge. Changes in flow speeds (Bianchi and McCave,
1999) for example can be recorded in ocean sediments and qualitatively
reconstructed to estimate large-scale or small-scale changes. However,
the information available from proxy-based reconstructions and previ-
ous model results do not provide a consistent view on the history of the
AMOC and its variability. Hence, we propose the following question:
3rd Research Question – What was the strength of the AMOC
and its subcomponents during the Holocene?
Of course the investigation of past changes in the climate system can be
seen as an academic endeavour to acquire knowledge, but it certainly
is also an elaborate way to improve projections of climate change. A
greater understanding of past climates allows saying what is probable
and what is improbable, thus increasing the confidence one puts into
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future climate model projections. It has been often said that the fu-
ture will be in many ways different from the past and for the climate
system this is certainly true, considering future anthropogenic green-
house gas emissions. The amount of greenhouse gases pumped into the
earth system by various industries and transportation means is already
exceeding the 800 kyr record from Antarctica (Masson-Delmotte et al.,
2013). Given the implications to all components of the climate system
at different timescales, the following question emerges: How different
will the future be? Certainly this is not a question that can be easily
answered or answered at all, but we have to assume that the past and
the future climate are connected and knowing about the past will help
to answer this question. However, given the complexity of this problem
and our previous investigations, we focus on a more detailed question
that relates to changes of the AMOC in future climates and melt water
from the Greenland ice sheet. Today, the increasing temperatures in
Greenland cause the ice sheet to lose mass and release relatively large
volumes of melt water and ice bergs to the surrounding ocean (Rignot
et al., 2011). Given present-day melt rates (18 mSv, Dickson et al., 2007)
and future increases, the fate of the Greenland ice sheet is uncertain and
the implications of its melt water to the North Atlantic and the global
ocean circulation as well. Thus, to understand in what ways the future
will be different from the past we propose to investigate the sensitivity of
the AMOC to GIS melt water in the early Holocene, the last interglacial
period and in future emission scenarios. The last interglacial period is
particularly interesting as recent studies indicated a sea level rise from
Greenland melting of up to 2 m compared to present-day (Dahl-Jensen
et al., 2013). Thus, leading to the following question:
4th Research Question – What is the impact of GIS melting
beyond the Holocene and what can we learn for the future?
Our research questions make clear that our focus lies on the Nordic
Seas and impacts in the Nordic Seas from various ice sheets (LIS, GIS)
and Arctic impacts related to sea level rise due to ice sheet melting.
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The interaction of atmosphere, ocean and ice sheets is one of the most
complicated and nonlinear interplays that determined changes in the
climate system since the beginning of land-based glaciations 35 million
years ago.
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Chapter 2
The Holocene thermal
maximum in the Nordic Seas:
the impact of Greenland Ice
Sheet melt and other forcings
in a coupled atmosphere-sea
ice-ocean model
Based on: Blaschek, M. and Renssen, H.: The Holocene ther-
mal maximum in the Nordic Seas: the impact of Greenland Ice
Sheet melt and other forcings in a coupled atmosphere–sea-ice–
ocean model, Climate of the Past, 9, 1629–1643, doi: 10.5194/
cp-9-1629-2013, 2013a
The relatively warm early Holocene climate in the Nordic Seas,
known as the HTM, is often associated with an orbitally forced sum-
mer insolation maximum at 10 kaBP. The spatial and temporal re-
sponse recorded in proxy data in the North Atlantic and the Nordic
Seas reveals a complex interaction of mechanisms active in the HTM.
Previous studies have investigated the impact of the Laurentide Ice
Sheet (LIS), as a remnant from the previous glacial period, altering
climate conditions with a continuous supply of melt water to the
28 CHAPTER 2. HOLOCENE THERMAL MAXIMUM AND THE GIS
Labrador Sea and adjacent seas and with a downwind cooling effect
from the remnant LIS. In our present work we extend this approach
by investigating the impact of the Greenland Ice Sheet (GIS) on the
early Holocene climate and the HTM. Reconstructions suggest melt
rates of 13mSv for 9 kaBP, which result in our model in an ocean
surface cooling of up to 2K near Greenland. Reconstructed summer
SST gradients agree best with our simulation including GIS melt,
confirming that the impact of the early Holocene GIS is crucial for
understanding the HTM characteristics in the Nordic Seas area. This
implies that modern and near-future GIS melt can be expected to
play an active role in the climate system in the centuries to come.
2.1 Introduction
In the early Holocene a period of relatively warm climate, the Holocene
Thermal Maximum (HTM), has been associated with the orbitally-
forced Northern Hemisphere summer insolation maximum at approxi-
mately 10 ka BP (Jansen et al., 2008). Indeed, detailed analyses of proxy
data and model results have confirmed that orbital forcing is the dom-
inant long-term forcing considering temperature response at the scale
of the Arctic (Renssen et al., 2009). Compared to this impact of or-
bital forcing, the effect of variations in atmospheric greenhouse gases
on the temperature response is relatively small (Renssen et al., 2009).
Although the HTM is mainly orbitally forced, the spatial and tempo-
ral response of the climate system is diverse. Maximum temperatures
were often delayed by several thousand years compared to the summer
insolation maximum, as evidenced by numerous terrestrial and marine
proxy records (e.g. Jansen et al., 2007). The causes of this spatial and
temporal complexity of the HTM have not been resolved for all regions,
for instance the Nordic Seas. This region is the transition zone of two
major ocean currents: the North Atlantic Current (NAC) to the East,
transporting warm and saline waters to the North and the EGC to the
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West, transporting cool and less saline waters to the South. In this pa-
per we evaluate the characteristics of the HTM in this important region
by analysing the impact of potential forcing factors in numerical climate
model simulations and by comparisons with available proxy evidence.
In a previous study, Renssen et al. (2009) have shown in transient climate
model simulations, combined with summer temperature reconstructions
based on terrestrial proxies, that the Laurentide Ice Sheet (LIS) delayed
the HTM over the North Atlantic and down-wind continents (Europe
and Asia) by up to 3000 yr. This ice sheet persisted until around 6 kaBP
and caused regional cooling by inducing melt water discharges and by
altering the surface albedo and topography. An important effect of the
LIS melt flux was that it suppressed deep convection in the Labrador
Sea, causing expanded sea ice cover and cooler surface conditions com-
pared to today. An important part of this spatio-temporal complexity
can be explained by the impact of the remnant LIS in North America
(Kaufman et al., 2004; Kaplan and Wolfe, 2006). However, the simulated
characteristics of the HTM of Renssen et al. (2009) were not specifically
compared to reconstructions of sea surface conditions so that it remained
unclear what the impact of the LIS was on modelled Holocene sea sur-
face temperatures (SSTs) in the North Atlantic Ocean and the Nordic
Seas, and if the model results were consistent with marine proxies from
this region.
The characteristics of the HTM (timing and magnitude) in the Nordic
Seas are rather unclear, as different marine proxies suggest different SST
evolutions during the Holocene. Sea surface reconstructions based on di-
atoms show a non-uniform response of SSTs in the eastern and western
parts of the Nordic Seas over the last 10 000 yr (Andersen et al., 2004a).
These diatom-based reconstructions indicate that over the Vøring Plateau
(in the east), maximum warming occurred between 10 and 9 kaBP, with
summer SSTs being 4–5K above the pre-industrial mean, while on the
western side the thermal maximum was later (between 8.5 and 6.5 kaBP)
and less expressed (1K above the pre-industrial mean). Consequently,
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SSTs based on diatoms show an earlier (by 1.5–2.5 ka) and warmer HTM
(3–4K difference) on the eastern than on the western side. This east-
west contrast has been explained by a stronger cooling impact by post-
glacial sea ice and melt water in the West before 8.5 ka BP, leading to a
clearer expression of the early Holocene warming influence by insolation
in the East (Andersen et al., 2004a). However, it has been argued by Koc¸
et al. (1993) and other studies (Kaufman et al., 2004; Jansen et al., 2008;
Risebrobakken et al., 2011) that these warmer temperatures cannot be
due to insolation alone. Eastern SSTs reconstructed from alkenones
(Calvo et al., 2002) show a behaviour similar to the orbital trend, but are
considerably lower at the thermal maximum (by 2–3K) and yield a later
HTM (i.e. between 8.5 and 5.5 kaBP) at the Vøring Plateau. Moreover,
at the same site SST reconstructions based on foraminifera and radio-
larians also lack this early HTM suggested by diatoms (Risebrobakken
et al., 2003, 2011; Cortese et al., 2005; Dolven et al., 2002). Jansen et al.
(2008) suggest that the SST maximum recorded in proxy data above the
seasonal thermocline (diatoms, alkenones) is forced by the summer in-
solation maximum and that deeper dwelling species (foraminifera and
radiolarians) are not influenced. Andersson et al. (2010) support this hy-
pothesis in a comparison with climate model simulations of the 6 kaBP
climate performed with the CCSM3 model. These model results sug-
gest that seasonal summer warming, related to the orbitally-forced sum-
mer insolation maximum, is restricted to the upper 30m in the Nordic
Seas during the early Holocene. Recently, Risebrobakken et al. (2011)
separated the impact of orbitally-forced summer insolation and early
Holocene warm surface waters associated with increased advection of
Atlantic waters (Kaufman et al., 2004; Koc¸ et al., 1993) and emphasized
the effect of both horizontal heat advection and radiative forcing on
overall conditions in the Nordic Seas. The non-uniform response across
the Nordic Seas as reconstructed by Andersen et al. (2004a) seems to
be a robust feature in palaeoceanographic reconstructions, thus raising
the question of the origin of this zonal difference. Consequently, the
expression of the HTM in the Nordic Seas and the impact of possible
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feedbacks like increased heat advection by the NAC or Greenland melt
water are still unclear.
In principle, climate model simulations could shed light on the role of dif-
ferent forcings and the SST response during the Holocene in the Nordic
Seas. The model results of Renssen et al. (2009) suggest an earlier (8–
7 kaBP) and warmer (more than 2K above pre-industrial level) thermal
maximum in the western part of the Nordic Seas than in the eastern
part (7–6 kaBP and up to 1K above pre-industrial level). Hence, these
simulations did not capture the timing of the HTM and the gradient in
the Nordic Seas as indicated by the diatom-based SST reconstructions.
However, in the experiments of Renssen et al. (2009), the impact of the
Greenland Ice Sheet (GIS) was not included, while potentially sea sur-
face conditions in the Western Nordic Seas were strongly influenced by
GIS melt. Geological records (as reviewed in Funder et al., 2011a) and
modelling studies (Simpson et al., 2009) agree that the GIS was bigger
in the early Holocene compared to present-day and may have reached
its Holocene minimum at 6 ka BP, followed by a regrowth. Estimates
from Peltier’s (2004) ICE5G model suggest a 25% larger GIS at 9 kaBP
that loses mass until 7 kaBP and expands again before returning to
its present-day extension at ∼ 5 kaBP. Reconstructed GIS borehole site
elevations from Vinther et al. (2009) indicate that these sites were 100–
300m higher for 9 kaBP compared to today. Lower elevation sites like
Camp Century and Dye3 show a fast decrease in elevation in the early
Holocene, whereas NGRIP and GRIP give a steady decrease from the
early to the late Holocene. Consequently, both these estimates support
the idea that in the early Holocene the GIS melt flux was larger than
today. No quantified estimates of this early Holocene melt flux have yet
been published, but based on Peltier (2004) we could infer a best guess
additional flux of 13mSv (1 Sv=1× 106m3 s−1 ) for 9 kaBP.
How does this early Holocene GIS melt flux compare to projections of
GIS melt for the present and the near future? Dickson et al. (2007)
give a modern day estimate of GIS melt of 18 mSv including melt and
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ice berg calving. For the past two decades Rignot et al. (2011) find
an acceleration of Greenland mass loss of 21.9 ±1 Gt yr−2, converting
into 12.5 mSv additional melt water during that period. Schrama and
Wouters (2011) derive a similar estimate of mass loss acceleration (22± 4
Gt yr−2), which converts into 4.9 mSv between 2003 and 2010. A simple
extrapolation of these estimates yields 35 ±1.5 cm of sea level rise by
2100, resulting from a steady increase of melt water flux of up to 80mSv
at 2100. Using a climate model coupled to a dynamical GIS model,
Driesschaert et al. (2007) simulate a future retreat of the GIS within
3000 yr under an extreme warming scenario, peaking with a relatively
large melt rate of 0.1 Sv after 1000 yr, which has a noticeable weakening
effect on the Atlantic Meridional Overturning Circulation (AMOC) in
the model. However, when extrapolating the estimates from Rignot
et al. (2011), such high melt rates would be reached soon after 2100 AD.
Although these estimates assume a fixed acceleration rate, the impact
on the AMOC highlights the importance of the GIS in future and in
warmer past climates.
It is our objective in this paper to quantify the effect of GIS melt on
the early Holocene climate in the Nordic Seas and to compare this im-
pact with that of other important forcings by extending the modelling
approach of Renssen et al. (2009). We present several transient simula-
tions and force our model with a transient LIS deglaciation and a GIS
melt water flux derived from Peltier (2004). We use an updated version
of the model (ECBilt-CLIO-VECODE) previously employed by Renssen
et al. (2009). This model has now been renamed to LOVECLIM (Goosse
et al., 2010). We focus on the expression of the HTM in the Nordic Seas
and aim to distinguish the impact of different forcings on SSTs. We
will also evaluate which expression of SSTs in the Nordic Seas, as re-
constructed using the different marine proxies, appears most consistent
with our model results. In other words, does our model reproduce the
clear east–west gradient and early timing of the HTM suggested by the
diatom-based SST reconstructions, or rather a more uniform response
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across the Nordic Seas?
2.2 Experimental design
2.2.1 The model
We performed our experiments with the Earth system model of inter-
mediate complexity (EMIC) LOVECLIM (version 1.2; Goosse et al.,
2010), which includes a representation of the atmosphere, the ocean and
sea ice, the land surface and its vegetation. We have not activated the
components for dynamical ice sheets and the carbon cycle that are also
included in LOVECLIM. We present here a brief summary of its key
components, and more details can be found in Goosse et al. (2010). The
sea-ice–ocean component is CLIO3 (Goosse and Fichefet, 1999), consist-
ing of a free-surface ocean general circulation model with a horizontal
resolution of 3◦× 3◦ latitude–longitude and 20 vertical levels, coupled
to a sea ice component (Fichefet and Maqueda, 1997, 1999) employing
a three-layer dynamic–thermodynamic model that simulates reasonably
well the present-day Arctic sea ice distribution (Goosse et al., 2007).
The atmospheric component is ECBILT (Opsteegh et al., 1998), a spec-
tral T21, three-level quasi-geostrophic model including a bucket-type
hydrological model for soil moisture and runoff. Cloud cover is climato-
logically prescribed. The vegetation is handled by VECODE (Brovkin
et al., 2002) a dynamical vegetation model simulating two plant types,
trees and grasses and desert as a dummy type. We prescribed the ice
sheets manually. The climate sensitivity of LOVECLIM (version 1.2) to
a doubling of the atmospheric CO2 concentration is at the lower end of
the range found in global climate models (1.9K after 1000 yr; Goosse
et al., 2010). The simulated deep-ocean circulation in LOVECLIM1.2
compares reasonably well with other model results (Schmittner et al.,
2005), with deep convection taking place in both the Nordic Seas and
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the Labrador Sea (Goosse et al., 2010). The model has been applied suc-
cessfully in different palaeoclimatological modelling studies for settings
like the 8.2 kaBP event (Wiersma and Renssen, 2006) and the Holocene
(Renssen et al., 2009).
2.2.2 Experimental design
In this study we discuss the results of four transient experiments that
cover the last 9000 yr and eight quasi-equilibrium snapshot experiments,
seven with forcings fixed at 9 kaBP and one with forcings for the pre-
industrial era (Summary in Tab. 2.1). Except for the experiment with
pre-industrial forcings, the simulations were started at 9 kaBP because
before that time the influence of the Younger Dryas cold period may
still have an important influence on the climate through the long-term
memory of the deep ocean. We forced all simulations with orbital and
greenhouse-gas concentrations in line with the PMIP3 protocol (http:
//pmip3.lsce.ipsl.fr). An overview of the forcings is provided in
Fig. 2.1.
2.2.3 Snapshot experiments
We performed one control snapshot experiment for background condi-
tions at 9 kaBP with orbital and greenhouse gas forcing (9kOG). This
experiment was spun up for 1000 model years to ensure quasi-equilibrium
conditions in all components of the model to the forcings (cf. Renssen
et al., 2006), implying that the mean global ocean temperature is sta-
bilised. The final results of 9kOG have been used as initial conditions
for all other 9kBP snapshot simulations which have a duration of 500
model years during which forcings were kept fixed. In PI and 9kOG,
the land-sea-mask, GIS topography, albedo, solar constant and aerosol
content were fixed at PI configuration. The fixed land-sea mask will
not likely impact the results as the difference in sea level between the
2.2. EXPERIMENTAL DESIGN 35
Experiment
name
Initial conditions GIS Melt
flux (Sv)
LIS Melt
flux (Sv)
9kOG Orbital (9000BP), greenhouse gases
(9000BP)
0 0
PI Orbital (1950 AD), greenhouse gases
(1750 AD)
0 0
9kOGx1 9kOG + Greenland ice sheet melt 0.013 0
9kOGx2 9kOG + Greenland ice sheet melt 0.026 0
9kOGx4 9kOG + Greenland ice sheet melt 0.052 0
9kOGMELT 9kOG + Laurentide Ice Sheet melt
water
0 0.09
9kOGMELTICE 9kOGMELT + ice sheet (albedo +
topography)
0 0.09
9kOGGIS 9kOGMELTICE + GIS melt water 0.013 0.09
OG Transient orbital and greenhouse
gases (9–0 kaBP) from PMIP3 tran-
sient simulation setup
0 0
OGMELT OG + Laurentide Ice Sheet melt wa-
ter
0 0.09 – 0
OGMELTICE OGMELT + ice sheet (albedo + to-
pography)
0 0.09 – 0
OGGIS OGMELTICE + GIS melt water 0.026 – 0 0.09 – 0
Table 2.1: Summary of the experimental design. Transient forcings are
shown in Fig. 2.1. Orbital parameters and Greenhouse Gases are in
line with the PMIP3 protocol (http://pmip3.lsce.ipsl.fr/) for
transient simulations. Laurentide Ice Sheet melt water fluxes are
from Licciardi et al. (1999). Greenland Ice Sheet melt water fluxes
are calculated from Peltier (2004) ice thickness changes.
two periods is only 19.71m (9 kaBP; Siddall et al., 2003), implying that
only a few grid cells are affected at the relatively low resolution of our
model (i.e. T21 or about 560 km × 560 km in the horizontal grid space
for the atmosphere and 3◦ by 3◦ latitude-longitude in the ocean). We
neglect changes to bathymetry in our simulations. Our analysis is based
on averages that are calculated over the last 100 yr of the simulations.
We performed three 9 kaBP snapshot experiments to assess the sensi-
tivity to the early Holocene GIS melt water flux (Tab. 2.1, 9kOGx1,
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9kOGx2, 9kOGx4). In these experiments, we prescribed multiples of
a best-guess estimate of the early Holocene GIS melt flux of 13mSv.
This melt flux is derived from ice thickness changes provided at 500-yr
time steps by the Peltier (2004) ICE-5G model. We add the additional
melt water to the normally calculated surface runoff (i.e., sum of ex-
cess precipitation and snow melt), which is then evenly distributed over
10 major runoff points (c.f. Bakker et al., 2012) for locations of river
outflow points).
In two additional snapshot experiments (9kOGMELT, 9kOGMELTICE)
we added the LIS forcing to the impact of 9kaBP orbital and greenhouse
forcing, identical to Renssen et al. (2009). In these experiments, we
separately investigate the effect of an additional freshwater flux (0.09 Sv,
denoted by MELT), representing the background melting of the LIS
introduced at the St. Lawrence River outlet and Hudson Bay outlet, and
the total effect of the remnant LIS (i.e. additional freshwater, albedo and
topography changes) indicated by the name MELTICE. In agreement
with palaeoceanographic evidence (Hillaire-Marcel et al., 2001, 2007)
Labrador Sea convection was suppressed by the LIS background melt
flux.
Finally, we performed an equilibrium experiment (9kOGGIS) in which
we combined all forcings of the previous one (9kOGMELTICE), and in
addition included the best-guess GIS melt flux of 13mSv.
2.2.4 Transient experiments
We performed one transient control simulation (OG) including only tran-
sient orbital and greenhouse gases and two transient simulations includ-
ing additionally either LIS melt water (OGMELT) or the full LIS forc-
ing (OGMELTICE). Following the setup of Renssen et al. (2009), the
additional freshwater flux was set to 0.09 Sv between 9 to 8.4 kaBP, de-
creasing slightly to 0.08 Sv between 8.4 and 7.8 kaBP, and dropping to
0.01 Sv between 7.8 and 6.8 kaBP (Fig. 2.1). These freshwater rates are
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Figure 2.1: Equilibrium and transient forcings applied in simulations.
Shown are melt water forcings and orbital and greenhouse gas changes
compared to pre-industrial. Topography changes of the LIS are not
shown. Blue is the total LIS melt water flux applied in simulation
OGMELT, OGMELTICE and OGGIS (left axis). The Green curve
denotes the calculated GIS melt water from Peltier (2004) prescribed
in OGGIS (left axis). Black gives the radiative forcing due to green-
house gas concentrations as anomaly to pre-industrial and the red
curve gives the July 65◦N insolation anomaly after Berger and Loutre
(1991) (right axis). Greenhouse gas radiative forcing is calculated us-
ing IPCC (2001) formulation.
based on adapted estimates of Licciardi et al. (1999) and do not include
short-term freshwater drainage events like the 8.2 ka BP event because
the focus of our study is on multi-centennial to millennial timescales.
In OGMELTICE the effect of the disintegrating LIS was accounted for
by changing the surface albedo and topography at 50-yr time steps, in-
terpolated from reconstructions provided by Peltier (2004), during the
period 9 to 7 kaBP.
Finally, we performed a transient experiment (OGGIS) that included
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the GIS melt water flux, in addition to all forcings prescribed in OG-
MELTICE. As shown in Fig. 2.1, the additional melt water was set to
13mSv for 9 kaBP and increases to 23mSv from 9 to 8 kaBP and then
rapidly decreases to 3mSv before vanishing completely at 7 kaBP (es-
timates derived from Peltier, 2004). Considering the coarse model grid
resolution (T21), early Holocene GIS topography changes in the model
are relatively small and are therefore neglected in this study.
2.3 Results and discussion
We separate our results into two sections. Section 2.3.1 presents the re-
sults of the equilibrium experiments on the early Holocene and discusses
the impact of different forcings, and Section 2.3.2 presents the results
for the transient simulations and the timing of the HTM together with
some proxy estimates of the timing.
2.3.1 Early Holocene response
2.3.1.1 Simulated Sea Surface Temperature and Salinity
Simulations including GIS melt (9kOGx1,2,4) show a clear August SST
response near the southern part of Greenland although the GIS melt is
evenly distributed around Greenland. Compared to experiment 9kOG,
in 9kOGx1 (Fig. 2.2a, 2.3a) 13mSv of melt water reduces SSTs and
SSSs around the southern tip of Greenland, especially the region near
Denmark Strait is affected, with lowest values at about −3K and −2 psu,
respectively. For a doubling of GIS melt (26mSv) in experiment 9kOGx2
(Fig. 2.2b, 2.3b) the geographical pattern is quite similar to 9kOGx1,
but with a more pronounced cooling of up to 3K near Denmark Strait
and a SSS reduction of up to −3 psu. Noticeable is also the development
of a cold tongue across the Nordic Seas to the eastern side accompanied
by a decrease in salinity as well. Changes in 9kOGx4 (52mSv, Fig. 2.2c,
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Figure 2.2: Sea Surface Temperature Maps (Caption on Page 41.)
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Figure 2.3: Sea Surface Salinity Maps (Caption on Page 41.)
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Figure 2.2: (Continuing from Page 39) Sea Surface Temperature (SST,
scale in K) anomaly compared to 9kOG for 9 kaBP snapshot simula-
tions. Values are calculated from the last 100 yr of each experiment.
Shaded area denotes insignificant changes compared to 9kOG ac-
cording to a student-t test. (a) 9kOGx1 SST anomaly for GIS melt
(13mSv). (b) 9kOGx2 SST anomaly for GIS melt (26mSv). (c)
9kOGx4 SST anomaly for GIS melt (52mSv). (d) 9kOGMELT SST
anomaly for LIS melt (0.09 Sv). (e) 9kOGMELTICE SST anomaly
for LIS melt (0.09 Sv) + remnant ice sheet (albedo + topography).
(f) 9kOGGIS SST anomaly for LIS melt + remnant ice sheet + ad-
ditional GIS melt (13mSv).
Figure 2.3: (Continuing from Page 40) Sea Surface Salinity (SSS, scale in
p.s.u.) anomaly compared to OG for 9 kaBP snapshot simulations.
Values are calculated from the last 100 yr of each experiment. Shaded
area denotes insignificant changes compared to 9kOG according to
a student-t test. (a) 9kOGx1 SSS anomaly for GIS melt (13mSv).
(b) 9kOGx2 SSS anomaly for GIS melt (26mSv). (c) 9kOGx4 SSS
anomaly for GIS melt (52mSv). (d) 9kOGMELT SSS anomaly for
LIS melt (0.09 Sv). (e) 9kOGMELTICE SSS anomaly for LIS melt
(0.09 Sv) + remnant ice sheet (albedo + topography). (f) 9kOGGIS
SSS anomaly for LIS melt + remnant ice sheet + additional GIS melt
(13mSv).
2.3c) are hugely different from previous experiments. The core area of
cooling is now in the Labrador Sea with more than 5K cooling as the
deep convection is locally shut down here. The reduction of SSSs is
strongest inside Hudson Bay and to the south–east of Greenland. This
affects most of the North Atlantic as well as the northern Nordic Seas.
In the early Holocene the Laurentide ice sheet puts great amounts (50mSv
in Hudson Strait and 40mSv in the St. Laurence outlet) of freshwater
into the adjacent ocean. In experiment 9kOGMELT (Fig. 2.2d, 2.3d)
cooling due to this LIS melt water is affecting primarily the Labrador
Sea with a cooling of up to 5K and a freshening of more than 3 psu. This
cooling is due to the local shutdown of deep convection in the Labrador
Sea (as expressed by Mixed Layer Depth (MLD) changes in Fig. 2.5c in
the Labrador Sea), similar to what is seen here in 9kOGx4. However,
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compared to the latter experiment, there is less cooling impact on the
rest of the North Atlantic and the Nordic Seas in 9kOGMELT. Includ-
ing the remnant LIS into experiment 9kOGMELTICE (Fig. 2.2e) further
reduces SSTs (by more than 6K) in the Labrador Sea and enhances cool-
ing down-wind of the ice sheet. Additional cooling affects the northern
Nordic Seas, whereas a more than 2K warming appears in a small area
in the western Nordic Seas, near Denmark Strait. The comparison with
Fig. 2.3e shows that SSSs are increased near Denmark Strait resulting
from an increase of convective activity there as previously discussed in
Renssen et al. (2010). This can be seen as well in Fig. 2.5c by an increase
in MLD compared to Fig. 2.5a. Ultimately combining the LIS forcing
with one time GIS melt (13mSv) in experiment 9kOGGIS (Fig. 2.2f,
2.3f) further reduces western Nordic Seas SSTs. Compared to 9kOG-
MELTICE, the warming near Denmark Strait is reversed into a cooling
that now expands across the Nordic Seas. SSS values near Denmark
Strait are very similar in 9kOGGIS and 9kOG.
2.3.1.2 Comparison with proxy-based SSTs
Based on diatoms, Andersen et al. (2004a) find a positive east–west Au-
gust SST difference of 6 to 7K for the early Holocene, whereas using
alkenone based summer SSTs (Calvo et al., 2002) for the eastern side
yields a difference of 3 to 4K. We find in our experiment 9kOG an annual
difference of ∼ 6K and ∼ 4K for August SSTs (Fig. 2.4). Modelling sug-
gests zonal differences are greatest in winter when the contrast between
eastern and western water masses is greatest, as can be seen in Fig. 2.4
by February east–west differences of 7 to 8K. Including GIS melt in
9kOGx1 increases August and annual SST differences by 0.5K as com-
pared to 9kOG. Experiment 9kOGx2 and 9kOGx4 reveal that a larger
GIS melt leads to a slightly smaller east–west difference, caused by an
eastward spreading of the cold anomaly (compare with Fig. 2.4). In ex-
periment 9kOGMELT the difference is almost not affected as compared
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Figure 2.4: Simulated east–west SST differences across the Nordic Seas
for 9 kaBP snapshot simulations and an additional present day (PI)
simulation for comparison. Corresponding eastern model area 47.5–
10◦W, 68.75–81.25◦N and western 2.5–20◦ E, 66.25–78.75◦N. Points
mark the annual mean difference, grey bars give associated standard
deviation, red line gives August value, light blue line gives February
value. Values are calculated from the last 100 yr of each experiment.
Dark blue line at the bottom gives the total amount of freshwater
added to the simulations inmSv. Orange bar indicates diatom based
SST differences. The value shown in purple is constructed from An-
dersen et al. (2004a) by combining the diatom-based SST-estimate in
the western Nordic Seas and the alkenone-based value (Calvo et al.,
2002) in the eastern Nordic Seas. Red square indicates modern day
value from Smith et al. (2008) in the period of 1854 to 1950 AD.
to 9kOG, but in 9kOGMELTICE a clear reduction of the difference is ev-
ident, with annual mean values around ∼ 4K compared to 6K in 9kOG.
Along with this smaller difference, a decrease in variability can be noted
by smaller standard deviations. Finally, in 9kOGGIS the east–west SST
difference increases again to similar values as in 9kOGx1. However note
that all simulations are significantly different from 9kOG according to a
student t-test (c.f. Tab. 2.2) and that the mentioned reduced variability
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Overturning Stream function Sea Ice
Nordic Seas [Sv] North Atlantic [Sv] Area [106 km2] Volume [103 km3]
9kOG 2.78 ± 0.15 13.93 ± 2.31 8.80 ± 0.24 8.86 ± 0.62
9kOGx1 2.80 ± 0.15 12.83 ± 2.35 8.94 ± 0.22 9.00 ± 0.52
9kOGx2 2.88 ± 0.16 12.47 ± 2.33 9.00 ± 0.26 9.16 ± 0.60
9kOGx4 2.72 ± 0.28 9.78 ± 2.45 9.72 ± 0.41 10.06 ± 0.88
9kOGMELT 2.75 ± 0.17 9.27 ± 2.40 9.58 ± 0.30 9.87 ± 0.79
9kOGMELTICE 2.53 ± 0.21 10.10 ± 2.50 10.26 ± 0.29 11.29 ± 0.80
9kOGGIS 2.65 ± 0.19 9.47 ± 2.50 10.37 ± 0.26 11.36 ± 0.71
NADW Export [Sv]
Oceanic Meridional
Heat Flux 0◦ N [PW]
East–West August
SST Difference [K]
9kOG 9.78 ± 0.50 0.447 ± 1.001 3.82 ± 0.60
9kOGx1 9.81 ± 0.47 0.423 ± 0.994 4.39 ± 0.57
9kOGx2 9.55 ± 0.42 0.414 ± 1.018 4.25 ± 0.53
9kOGx4 9.66 ± 0.63 0.338 ± 1.041 4.08 ± 0.87
9kOGMELT 9.41 ± 0.67 0.331 ± 1.037 4.07 ± 0.81
9kOGMELTICE 9.60 ± 0.74 0.347 ± 1.059 2.80 ± 0.88
9kOGGIS 9.52 ± 0.56 0.334 ± 1.052 4.51 ± 1.05
Table 2.2: Summary of key variables from all snapshot simulations. Mean
and standard deviation of the (1) Maximum meridional overturning
stream function in the Nordic Seas and the North Atlantic at 27◦N,
(2) Sea ice area and volume in the Northern Hemisphere, (3) North
Atlantic Deep Water exported south at 20◦ S, (4) Meridional heat flux
in the Atlantic ocean at the equator and (5) Nordic Seas east–west
August SST difference. Values are calculated from the last 100 yr of
each experiment. Bold numbers are significant changes as compared
to 9kOG according to a student-t test.
is insignificant.
We find that GIS melt increases the east–west difference and generates
a model climate closer to the proxy-based reconstructions. Our simula-
tions have not been able to fully reproduce the diatom-based east-west
difference, because in our model it was not possible to increase summer
SSTs to values as high as reconstructed based on diatoms in the eastern
Nordic Seas. However, if we take the alkenone-based SSTs in the east
and combine this with diatom-based SSTs in the west, there is good
agreement with the simulated August SST differences. One could argue
that it is preferable to compare model results to reconstructions based
on a single proxy, but on the other hand a particular proxy could also
be more suited for SST reconstructions at one location than another
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proxy. MARGO Project Members et al. (2009) have shown for the Last
Glacial Maximum that in the Nordic Seas large discrepancies exist in
paleotemperature reconstructions based on mircofossil proxies and that
it is unclear how to reconcile. We thus propose that this may also be
true for the Early Holocene. In any case, a lower east-west difference
compares better to our model results. The difference is strongest in
winter. In conclusion, the better model-data fit in the experiments with
the GIS melt indicates that it is important to include the GIS melt in
simulations of Holocene climate in the Nordic Seas. In other words, we
propose that the impact of GIS melt has been registered in the prox-
ies, producing the observed SST difference across the Nordic Seas in the
early Holocene. Simulation 9kOGGIS includes all presented forcings and
still agrees to some extent to the proxy reconstructions, meaning that
the results are more complete as compared to the other simulations.
Regarding the foraminifera-based SSTs, our model shows that seasonal
summer warming in the early Holocene is mainly active in the upper
∼ 100 m (not shown), in line with findings of Andersson et al. (2010)
for the Mid-Holocene. Our model further shows that GIS melt affects
only the uppermost 50m of the water column (not shown). Therefore,
it is likely that deeper dwelling foraminifera species were less affected
by orbitally-forced summer warming and GIS melt as compared to sur-
face dwellers. According to Risebrobakken et al. (2011), this was likely
the case, implying that these deeper species record an early Holocene
increase of horizontal heat advection that weakens towards the present.
However, in our experiments an increase of horizontal heat advection
cannot be found.
2.3.1.3 Mechanisms behind SST patterns
As discussed in Section 2.3.1.1, we have simulated clear cooling patterns
in the Labrador Sea, the Irminger Sea and the Nordic Seas. What has
caused these cooling patterns?
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In our simulations we find the impacts of the following forcings on Au-
gust SSTs: F1 GIS melt near Greenland, F2 LIS melt water in the
Labrador Sea, F3 the topography and surface albedo of the remnant
LIS and F4 the combination of all forcings.
We would like to give a brief summary of the mechanisms connected
to these forcings. We find that forcings F1 and F2 freshen the upper
ocean and reduce oceanic vertical heat transfer by limiting downward
summer heat transfer. Connected to this freshening of the ocean surface
we find increased sea ice growth accompanied by stratification of the
upper water column and inhibiting convection in winter. This is clearly
related to forcing F2 and in a smaller scale also to F1, near the Denmark
Strait. We find an amplification of the sea ice expansion and associated
stratification by the downwind atmospheric cooling from a large ice-
sheet, which is mainly related to forcing F3. These three effects (i.e. 1)
upper ocean freshening, 2) sea-ice expansion, 3) downwind cooling from
the LIS) will be discussed in more detail in the following paragraphs and
are mostly active in combination with each other.
The pattern found in SSTs from Greenland melt water (Fig. 2.2a, b,
9kOGx1, 2) is a result of freshening and stratifying the upper ocean
column. Surface waters become more buoyant and the density difference
with the subsurface increases (up to 0.18 kgm−3 from 5 to 100m depth
for 9kOGx1), thus reducing vertical heat transfer and causing surface
cooling (note that we do not show this directly, but it can be inferred
from Fig. 2.5a,b as changes in MLD near the southern tip of Greenland).
In general, the southern tip of Greenland is where the freshwater (runoff,
sea ice) from the Arctic and Greenland results in the largest cooling in
9kOGx1 and 9kOGx2. In the Arctic Ocean, however, surface waters are
already quite fresh (c.f. Fig. 2.3a,b) and stratified, minimising the effect
of additional melt water. As a consequence of cooler and fresher surface
waters, sea ice growth is facilitated at the southern tip of Greenland
and local convection in winter is reduced (9kOGx1) by up to −200m of
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Figure 2.5: March Mixed Layer Depth and sea-ice extent (Caption on
Page 48)
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Figure 2.5: March Mixed Layer Depth (MMLD, in meters) and winter
maximum Sea-Ice Concentration (SIC) over 15%, denoting sea-ice
extent. Values are calculated from the last 100 yr of each experi-
ment. (a) Shows MMLDs for simulation 9kOG and SIC for simula-
tion 9kOG. (b) Shows MMLDs for simulation 9kOGx1 and SIC. (c)
Shows MMLDs for simulation 9kOGMELTICE and SIC. (d) Shows
MMLDs for simulation 9kOGGIS and SIC.
maximum convection depth relative to 9kOG (not shown, but note the
reduction in MLD Fig. 2.5b), assisting in an overall cooling effect.
Considering the combined effect of all mentioned forcings (by comparing
9kOGGIS to 9kOG), the Northern Hemisphere sea ice area and volume
increase by up to 18% and 28% (Tab. 2.2), respectively, with the biggest
changes in the Labrador Sea area (c.f. Fig. 2.5a,d sea ice extent), while
the increases are minor in the Nordic Seas. The strong cooling in the
Labrador Sea is linked to a local collapse of deep convection and ex-
pansion of sea ice cover as a result of strong surface freshening here.
In 9kOGGIS this freshening is primarily resulting from LIS melt (c.f.
Renssen et al., 2005b, 2009), but the same effect is seen when GIS melt
is increased, as in 9kOGx4 (Fig. 2.3c). The absence of deep convec-
tion in the Labrador Sea results in a reduction of meridional overturn-
ing strength in the North Atlantic (Fig. 2.5c,d). The simulated deep
ocean circulation for 9kOG has a maximum overturning stream func-
tion at 27◦N of 13.9 ± 2.3 Sv (AMOC, Tab. 2.2) and an export of
North Atlantic Deep Water (NADW) towards the Southern Ocean of
9.8 ± 0.5 Sv. Observed values for the AMOC strength at 26.5◦N for
2004–2008 by Kanzow et al. (2010) are somewhat higher (18.7 Sv) but
variable alike (±2.1 Sv). In LOVECLIM, deep convection takes place in
both the Nordic Seas and the Labrador Sea, similar to the conditions in
a simulation with pre-industrial forcings (Goosse et al., 2010). In our
experiments the GIS melt has a discernible impact on convection depth
near Denmark Strait which is contributing to the North Atlantic over-
turning. In 9kOGx1 a reduction of ∼ 8% (12.8 Sv vs 13.9 Sv, Tab. 2.2) of
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the maximum meridional overturning strength is simulated as compared
to 9kOG. As expected, the AMOC weakens further when also LIS melt
is included, resulting in similarly reduced values of the maximum merid-
ional overturning strength in 9kOGMELTICE (10.1 Sv) and in 9kOGGIS
(9.5 Sv). This weakening corresponds to a reduced annual northward
heat transport in the ocean at the equator in the Atlantic basin of 25%
for 9kOGGIS (0.334 PW) as compared to 9kOG (0.447PW), contribut-
ing to the cooling of the Northern Hemisphere. This is best expressed
in 9kOGx4 (∼ 24% reduction) and 9kOGMELT (∼ 26% reduction), as
in these experiments the impact on meridional overturning strength is
the largest.
Another superimposed effect contributes to cooler North Atlantic SSTs
in 9kOGMELTICE and 9kOGGIS, which is the enhanced cooling (by
2K in 9kOGMELTICE vs 0.5K in 9kOGMELT, Fig. 2.2e, f) downwind
of the remnant LIS as discussed in detail in Renssen et al. (2009). Merid-
ional overturning in the Nordic Seas and therefore NwAC (Norwegian
Atlantic Current) strength are weakly affected (c.f. Tab. 2.2) by over-
all cooling and freshening (2.65 Sv in 9kOGGIS vs 2.78 Sv in 9kOG),
because of their competing effects on surface density and therefore con-
vective activity. In the Nordic Seas at the main deep convection site
south-west of Svalbard, the freshening is relatively modest (as compared
to the Labrador Sea, Fig. 2.3). The reduction in surface density re-
sulting from this freshening is almost compensated by the increase in
density caused by the surface cooling (not shown, c.f. Fig. 2.2, 2.3). As
a consequence, maximum winter convection depth is reduced by 200m
in 9kOGGIS as compared to 9kOG at the convection site (not shown).
These findings are accompanied by a slight (5%) reduction of the north-
ward heat flux into the Nordic Seas (at 60◦N) in simulation 9kOGGIS
as compared to 9kOG. Therefore, our model experiments do not support
the idea that higher summer SSTs were caused by increased inflow of
warm Atlantic waters as proposed by Risebrobakken et al. (2011). How-
ever, in other modelling studies, for instance Swingedouw et al. (2012),
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Kleinen et al. (2009) and Stouffer et al. (2006), such increase in warm
inflow is simulated in response to surface ocean freshening.
2.3.2 Transient Holocene response
From our snapshot simulations we could derive a discernible response
to GIS melt that seems to be visible also in the proxy-based reconstruc-
tions and is denoted by an increased August SST gradient across the
Nordic Seas in the early Holocene. Therefore we want to investigate the
temporal evolution of this impact on the HTM.
2.3.2.1 Simulated SST trends
The modelled Nordic Seas’ SST difference responds stronger to GIS
melt water than to effects inflicted by the remnant Laurentide ice sheet.
The Eastern Nordic Seas SSTs in OG show a clear early HTM (before
8 kaBP) and a subsequent decline towards pre-industrial temperatures.
LIS melt water in OGMELT has a minor effect on the Nordic Seas (less
than 0.5K difference). In contrast, in OGMELTICE the additional rem-
nant ice sheet reduces SSTs by 1.5K in the early Holocene (Fig. 2.6a)
relative to OG. With the ice sheet vanishing at around 7 kaBP, temper-
atures return to the general orbitally forced trend during the remainder
of the Holocene, depicted by simulation OG. The GIS melt affects pre-
viously mentioned results only in the first 500 yr, when GIS melt is at
its peak, causing warmer conditions by 0.5K. In contrast, SSTs in the
western Nordic Seas (Fig. 2.6b) are more strongly reduced by GIS melt
(by ∼ 3K) in OGGIS than by the influence of the LIS in OGMELTICE
(∼ 2K). This impact wears off at 7.5 kaBP, when temperatures return
to the general cooling trend displayed by OG.
The noted different effects in the western and eastern Nordic Seas clearly
indicate that the difference across the Nordic Seas is more influenced by
GIS melt and less by the remnant LIS. Simulated SSTs for the East
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Figure 2.6: (Caption on next Page)
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Figure 2.6: Transient area weighted August SSTs for Eastern and West-
ern Nordic Seas and the difference from four transient simulations.
(a) August SST in the Eastern Nordic Seas (2.5–20◦ E, 66.25–
78.75◦N) from 9 to 0 kaBP. (b) August SST in the Western Nordic
Seas (47.5–10◦W, 68.75–81.25◦N) from 9 to 0 kaBP. (c) August east–
west SST difference across the Nordic Seas from 9 to 0 kaBP. Grey
OG, Blue OGMELT, Red OGMELTICE and Green OGGIS. The
grey area denotes the standard deviation of simulation OG. Orange
dots represent approximate values from Andersen et al. (2004a) for
diatom based SST gradient. The values shown in purple are con-
structed from Andersen et al. (2004a) by combining the diatom-based
SST-estimate in the western Nordic Seas and the alkenone-based val-
ues (Calvo et al., 2002) in the eastern Nordic Seas. Error bars denote
approximate errors of mean values in time (default 200 yrs) and mag-
nitude.
(Fig. 2.6a) and West (Fig. 2.6b) decrease over time, whereas in Fig. 2.6c
the difference is mostly constant over the Holocene, except for the early
and late Holocene. The east-west difference is clearly stronger in OGGIS
than in OGMELTICE, because of the strong impact of GIS melt water.
As soon as GIS melt vanishes, the difference in OGGIS returns to the
same level as the other experiments. A more gradual decrease, as seen
in proxy reconstructions (Andersen et al., 2004a), would only have been
simulated with continued additional GIS melt water fluxes after 7 ka
BP. We could thus speculate that we underestimated GIS melt and/or
increase of sea ice cover over the western side in our experiments.
2.3.2.2 Impact on the HTM
The spatial pattern of the HTM timing is mainly influenced by the rem-
nant LIS and secondly, but fundamentally in the Nordic Seas, by GIS
melt (Fig. 2.7). Our main interest here is in the millennial-scale trend.
To filter out decadal to centennial variability, we used a 1000 yr running
mean and calculated the timing (in yrBP) of the maximum for August
SSTs. Relative to OG, peak warmth is delayed by up to 3500 yr in the
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Nordic Seas and is highly variable between the four transient simula-
tions. In OGMELT, the LIS delays the timing of the HTM over the
whole North Atlantic by ∼ 1000 yr (Fig. 2.7a, b). The Denmark Strait
and the region south of it show HTM timings ∼ 2000 yr later than in
OG. A major step happens by including the remnant ice sheet in OG-
MELTICE, which further increases the timing delay to 2000–2500 yr for
large parts of the North Atlantic. The eastern Nordic Seas are delayed
by 2000 yr, whereas the delay on the western side ranges between 500
to 2500 yrs, suggesting a west-east spatial timing difference, rather than
an east–west difference. Including the GIS melt in OGGIS uniformly
delays the HTM on the western side, resulting in a spatial timing differ-
ence of 2000 yr across the Nordic Seas. It should be noted that the HTM
timing in our transient experiment depends strongly on the time-scale of
the applied forcings. Therefore, it is preferable to consider the relative
timings (i.e. timing delays compared to orbital and freshwater forcing)
when comparing with proxy data, as explained in Section 2.3.2.3.
2.3.2.3 Proxy trends and timings
Despite uncertainties in model and proxy results, the combination of
LIS and GIS forcings link reconstructed and modelled estimates of SST
trends and the timing of the HTM. The zonal Nordic Seas SST difference
in Andersen et al. (2004a) decreases less abruptly than our associated
modelled SST difference. However, given the step-like nature of our
prescribed melt fluxes an abrupt termination is inevitable. We calcu-
late SST trends from the early Holocene maximum to the pre-industrial
minimum for both proxy and model results. Therefore the time inter-
val of the trends vary. Reconstructed proxy SST trends from Andersen
et al. (2004a) are 5K/8ka (eastern) as compared to 1–2K/7ka for the
model and 1–2K/8ka (western) as compared to 1K/7ka for the model.
SST trends from Calvo et al. (2002) with 2–3K/8ka compare better to
1–2K/7ka for the model. Marine sites from Kaufman et al. (2004) in
the Nordic Seas give SST trends between 2.5 and 6.6K/8− 10ka, based
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Figure 2.7: Timing of the Holocene
Thermal Maximum (in yrBP) based
on simulated August SSTs in the
Northern Hemisphere. The tim-
ing is taken to be the maximum of
a 1000 yr running mean filtered Au-
gust SST time series. Proxy core lo-
cations are indicated by stars: BS-
88-06-5A (near Greenland); MD99-
2269 (North Iceland); MD95-2011
(near Norway); MD95-2015 (Gardar
Drift). The colours of the stars rep-
resent the minimum of the HTM
timing (a) and the maximum of the
HTM delay (b,c,d). Estimates of
HTM timing are shown in the top
figure. (a) Shows simulation OG in
absolute timing; (b) Shows simula-
tion OGMELT as delays compared
to OG; (c) Shows simulation OG-
MELTICE as delays compared to
OG; (d) Shows simulation OGGIS
as delays compared to OG.
a)OG
b)OGMELT
c)OGMELTICE
d)OGGIS
9-5 ka BP
9-6 ka BP
9-8 ka BP
7-6 ka BP
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mostly on diatom proxies and also coccoliths (1 core). Despite this weak
consistency in absolute temperatures, the proxies give east–west differ-
ences that vary more (between ∼ 2K for present-day and ∼ 6–8K for the
early Holocene (Calvo et al., 2002; Andersen et al., 2004a) as compared
to the model (2.5–4.5 for present-day and ∼ 5K for the early Holocene).
It is hard to determine the cause of this mismatch, as it can be partly
attributed to our model having a too low sensitivity to applied forcings
and partly to uncertainties in proxy reconstructions.
The spatial complexity of the HTM is best expressed by estimating
delays and spatial timing differences (c.f. Fig. 2.7, stars indicate core
locations of Kaufman et al., 2004). According to Kaufman et al. (2004)
the timing of the HTM at the eastern Greenland shelf ranges between
9 and 5 kaBP, translating into a 0 to 4 ka delay relative to 9 kaBP. We
take 9 kaBP as a reference because our simulations start at this time,
enabling us to compare these proxy estimates to our model. At the South
Iceland shelf the timing is between 7 and 6 kaBP according to Kaufman
et al. (2004), whereas the reconstructed timing on the North Iceland
shelf is between 9 and 6 kaBP, resulting in delays between 0 and 3 ka
and a spatial timing-difference of 0 to 2 ka from south to north. Similar
results can be obtained from Andersen et al. (2004a) for Greenland and
Iceland sites, however for the eastern side the timing delay is ∼ 1 ka.
Our model results for OGGIS seem to be in the range of most of these
timing differences, except for the spatial difference between the areas
north and south of Iceland that is unmatched. We find it reversed.
2.4 Conclusions
We have applied a fully coupled atmosphere-ocean-sea-ice-vegetation
model to study the impact of early Holocene GIS melt on the climate of
the Nordic Seas. Our results suggest the following.
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1. From our sensitivity experiments we find that GIS melt has a dis-
cernible impact on the AMOC strength and facilitates sea-ice growth
along the EGC and the Denmark Strait. August SSTs are up
to 3K lower near the Denmark Strait, overturning is reduced by
2–3 Sv and the winter sea-ice margin expands south of Denmark
Strait in a simulation with 13mSv GIS melt as compared to a sim-
ulation forced by changes in orbital parameters and greenhouse gas
concentrations.
2. GIS melt can explain some of the spatial differences across the
Nordic Seas as reconstructed in several proxy records for the early
Holocene. Absolute model temperatures do not compare well with
absolute reconstructed temperatures at core locations because of
the coarse resolution of our model, but the model seems to catch
well the spatial difference across the Nordic Seas. Our model was
not able to reproduce the warmth in the early Holocene as sug-
gested by diatom reconstructions near the Norwegian Shelf and
agrees better with alkenone-derived SSTs.
3. The spatial distribution of the timing of the HTM in the Nordic
Seas is better reproduced in a simulation with GIS melt as com-
pared to a simulation without additional GIS influence. We find
delays between the eastern and western sides of ∼ 2000 yr.
4. We find in our experiments that GIS melt plays an active role in
the Nordic Seas environment. The GIS evolution therefore has to
be considered in the evolution of the early Holocene climate and
future melting scenarios.
In the context of future climate change this study underlines the im-
portance of GIS melt water and its active role in the climate system.
Compared to today, in the early Holocene the annual and summer inso-
lation forcing at 65◦N (i.e. in South Greenland) was 2.4 and 42 Wm−2,
respectively (Berger and Loutre, 1991). This value of 2.4 Wm−2 is close
to the lower range of the annual radiative forcing of proposed future
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anthropogenic emission scenarios, that varies between 3 and 8.5 Wm−2
(Meinshausen et al., 2011). Therefore it is not surprising that recently
Rignot et al. (2011) reported an acceleration of GIS melt rates that
could soon exceed those of the early Holocene, thereby stressing the
importance of GIS melt for Nordic Seas future climate evolution.
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Chapter 3
The impact of Early Holocene
Arctic Shelf flooding on
climate in an
atmosphere-ocean-sea-ice
model
Based on: Blaschek, M. and Renssen, H.: The impact of early
Holocene Arctic shelf flooding on climate in an atmosphere-ocean-
sea-ice model, Climate of the Past, 9, 2651–2667, doi: 10.5194/
cp-9-2651-2013, 2013b
Glacial terminations are characterized by a strong rise in sea level
related to melting ice sheets. This rise in sea level is not uniform
all over the world, because regional effects (uplift and subsidence
of coastal zones) are superimposed on global trends. During the
early Holocene the Siberian Shelf became flooded before 7.5 ka BP
and the coastline reached modern-day high stands at 5 ka BP. This
area is currently known as a sea-ice production area and contributes
significantly to the sea ice exported from the Arctic through the
Fram Strait. This leads to the following hypothesis: during times of
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rising sea levels, shelves become flooded, increasing sea-ice produc-
tion on these shelves, increasing sea-ice volume and export through
Fram Strait and causing the sea-ice extent to advance in the Nordic
Seas, yielding cooler and fresher sea surface conditions. We have
tested this hypothesis in an ocean-sea ice-atmosphere coupled model
of intermediate complexity (LOVECLIM). Our experiment on early
Holocene Siberian Shelf flooding shows that in our model the North-
ern Hemisphere sea-ice production is increased (15%) and that the
Northern Hemisphere sea-ice extent increases (14%) but sea-ice ex-
port decreases (-15%) contrary to our hypothesis. The reason of
this unexpected behaviour has its origin in a weakened polar vortex,
induced by the land-ocean changes due to the shelf flooding, and a
resulting decrease of zonality in the Nordic Seas pressure regime.
Hence the winter Greenland High and the Icelandic Low strengthen,
yielding stronger winds on both sides of the Nordic Seas. Increased
winds along the East Greenland Current support local sea-ice pro-
duction and transport towards the South, resulting in a wider sea-ice
cover and a southward shift of convection areas. The overall strength
of the Atlantic Meridional Overturning Circulation is reduced by 4%
and the heat transport in the Atlantic basin by 7%, resulting in an
annual cooling pattern over the Nordic Seas by up to -4◦ C. We
find that the flooding of the Siberian shelf resulting from an orbital-
ly-induced warming and related glacioeustatic sea level rise causes a
Nordic Seas cooling feedback opposed to this warming.
3.1 Introduction
The melting of land-based ice sheets during the last deglaciation (ap-
proximately 21 to 7 kaBP) caused a prominent rise in global sea level of
about 120m (Siddall et al., 2003), with about half of this rise (∼ 60m)
taking place during the early Holocene (11.5 to 7 kaBP). This rise in
global sea level caused flooding of many exposed shelves around the
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world, although considerable regional differences in the timing of this
shelf flooding existed due to the local uplift and subsidence of coastal
zones (Lambeck and Chappell, 2001; Carlson and Clark, 2012), espe-
cially due to isostatic effects of the main ice sheets. This is especially
important for the Arctic Ocean, where major shelves existed near these
ice sheets, with some shelves actually being ice covered (e.g. Barents
Shelf). Estimates for the Laptev Sea (i.e. a shelf not covered by ice
sheets during the last glacial), illustrate the rapid rise in the sea level in
the Arctic, from 31m to 7m below the present level between 8.9 kaBP
and 7.5 kaBP (Bauch et al., 2001; Taldenkova et al., 2010), leading to a
completely flooded shelf at 5 ka BP. A tentative extrapolation of these
sea level stands to other shallow seas in the Arctic suggests that large
areas were affected by similar flooding during the early Holocene, such
as the large shelf areas in the East Siberian Sea, the Kara Sea and parts
of the Bering Sea (Fig. 3.1). This raises the question what the impact of
such large scale flooding of shelves was on the climate during the early
Holocene.
At present-day Arctic shelves are zones for numerous processes in the
ocean, like ocean–atmosphere heat exchange, upper ocean stratification,
deep-water formation and freshening of the upper ocean from river input.
And most importantly, Arctic shelves are zones of sea-ice production.
Sea-ice processes and feedbacks dominate the Arctic Ocean, the only
polar ocean. Sea ice is formed all over the Arctic Ocean and sea-ice pro-
duction rates are highly variable and location dependent (Tamura and
Ohshima, 2011). Most literature divides sea-ice production into total
and polynya-based sea-ice production. In a current study by Tamura
and Ohshima (2011), 10 zones of considerable polynya-based sea-ice
production are listed in the Arctic for present day. They find high
ice production rates in the Canadian Archipelago (842± 243 km3 yr−1),
the Northern Baffin Bay (353± 69 km3 yr−1, NBB) and the Kara Sea
(342± 71 km3 yr−1). The rates for the East Siberian Sea (195± 46 km3 yr−1)
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Figure 3.1: Topographic map showing modern day bathymetry (National
Geophysical Data Center, 2001) in the Arctic and 9 kaBP ICE5G ice
mask from Peltier (2004). Contour level −31 (white) is chosen to
reflect lower sea-level stand for the Laptev Sea as reconstructed by
Bauch et al. (2001) (their study area is indicated by a red star). Other
stars show study locations referred to in the discussion: the orange
star is the study area from Andrews et al. (2009), the purple star
near the Fram Strait is from Mu¨ller et al. (2009) and the yellow star
denotes the core location from Jennings et al. (2002). Yellow boxes
indicate shelf areas and blue boxes indicate regions used in Fig. 3.5,
north-western and south-western Nordic Seas.
and the Laptev Sea (152± 43 km3 yr−1) are ranked 7th and 9th individ-
ually, but taken together they are similar to the rate for the Kara Sea.
However, estimates for ice production rates vary substantially between
different studies. For instance, estimates of the polynya-based sea-ice
production in the Laptev Sea range from 55 km3 yr−1 (Willmes et al.,
2011) to 258 km3 yr−1 (Dethleff et al., 1998). In a similar way total
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sea-ice production in the Laptev Sea varies between 845 km3 yr−1 (Za-
kharov, 1966) and 950± 350 km3 yr−1 (Dmitrenko et al., 2009). Despite
the uncertainty in these estimates and therefore relative importance,
a striking feature of most of these polynya-based production zones is
that they are shelf regions. Polyak et al. (2010) summarize that for the
present day most first-year ice is formed over continental shelves. An-
other study by Dethleff and Kuhlmann (2010) connects deposited sea-ice
rafted sediments near the Fram Strait to shelves in the Kara and Laptev
Sea, indicating these regions as a major origin of Fram Strait sea-ice ex-
port. Just like Rigor and Colony (1997), who have identified that 20%
of the sea ice leaving the Fram Strait originates in the Laptev Sea. The
Transpolar Drift transports sea ice across the pole into the Nordic Seas
passing through the Fram Strait. Transported along the East Green-
land Current (EGC) southward, melting of the sea ice is subsequently
expected to release relatively cool freshwater, cooling the upper ocean
and reducing surface salinities in the Nordic Seas. To summarize, a dy-
namic link between Arctic shelves and sea-ice production is evident and
its implications on Arctic sea-ice volume and extent are probably closely
related to the climate in the Nordic Seas.
Bauch et al. (2001) have suggested that, in the early Holocene, the
flooding of the Arctic shelves increased sea-ice production, impacting
the transport and export of sea ice to the Nordic Seas. Recently Werner
et al. (2013) suggested such a stepwise response of Fram Strait sea-ice
conditions due to postglacial Siberian shelf flooding before 5 ka BP. This
leads to the following hypothesis: the flooding of the Arctic shelves re-
sulted in a major increase in sea-ice production, leading to enhanced ice
volume and export through the Fram Strait. Following this hypothesis,
we expect that during times of lower sea levels (e.g. before the flood-
ing at 7.5 kaBP), the lower sea-ice cover was associated with relatively
high sea surface temperatures (SSTs) and sea surface salinities (SSSs)
along the EGC, compared to the case when the shelves are flooded (e.g.
later in the Holocene). Thus, the shelf flooding is expected to have had
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a cooling influence in the Nordic Seas, implying that flooding of the
Arctic shelves could have acted as a negative feedback, during a warm-
ing climate. This feedback might have been active during terminations
when global climate is responding to an orbital-induced warming, lead-
ing to melting of land-based ice sheets and rising sea level. The shallow
Arctic shelves facilitate sea-ice production compared to the deep Arc-
tic Ocean and counteract high latitude warming, possibly reversing the
long-term warming trend and resulting in a cold reversal. Important
for the severity of the impact on climate seems to be the speed of this
transgression.
The dynamic relationship between sea-ice production and dry shelves
can be tested with an ocean–atmosphere coupled climate model to evalu-
ate the significance of such changes on past climates. Previous modelling
studies focusing on the last deglaciation have either kept the land-sea
mask fixed (e.g. Roche et al., 2007; Friedrich et al., 2010; Roche et al.,
2012) or have not specifically analysed the impact of the changes in land-
sea distribution (Singarayer and Valdes, 2010). Thus, to our knowledge
the impact of shelf flooding has not yet been addressed in modelling
studies.
Our aim in this study is to address changes induced by Arctic shelf
flooding with the help of LOVECLIM, a fully coupled climate model
of intermediate complexity (Goosse et al., 2010). We designed simula-
tions for the early Holocene with and without dry shelves. From pre-
vious studies of the early Holocene, the Laurentide ice sheet (LIS, e.g.
Renssen et al., 2009) and the Greenland ice sheet (GIS, e.g. Blaschek
and Renssen, 2013a) have been recognized as important factors in the
Nordic Seas climate. Together with the downwind cooling effect of the
LIS and its melt water and additional melt water from the GIS, sea-ice
conditions are considerably altered and sea-ice production is facilitated
by atmospheric cooling and shutdown of local convection. Therefore, we
extend on the study of Blaschek and Renssen (2013a) and include an
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analysis of simulations for the early Holocene including both LIS and
GIS forcings together with and without flooded Arctic shelves.
3.2 Methods
3.2.1 The LOVECLIM Model
We extend the modelling approach applied by Blaschek and Renssen
(2013a), using the same Earth system Model of Intermediate Complex-
ity (EMIC) LOVECLIM (version 1.2; Goosse et al., 2010) for our ex-
periments. The model includes a representation of the atmosphere, the
ocean and sea ice, the land-surface and its vegetation. The components
not activated in our LOVECLIM version are the dynamical ice sheet
model and the carbon cycle model. As a detailed description of the
model can be found in Goosse et al. (2010), we only provide a brief sum-
mary and highlight relevant features. The ocean-sea ice component is
CLIO3 (Goosse and Fichefet, 1999), a ocean general circulation model
with a horizontal resolution of 3◦x3◦latitude-longitude and 20 vertical
levels, coupled to a three-layer dynamic-thermodynamic sea ice model
(Fichefet and Maqueda, 1997, 1999) with an advanced scheme to de-
termine the sea-ice edge more precisely in a coarse resolution model as
explained by Goosse et al. (2010). For present-day it simulates a rea-
sonably well Arctic sea-ice distribution, although the magnitude of the
seasonal cycle is too weak (Goosse et al., 2010; Goosse et al., 2007).
Mass exchanges between the ocean and sea ice are treated as negative
and positive salt fluxes, implying that ice-related freshwater fluxes are
virtual salt fluxes. As detailed by Goosse et al. (2010), this is a simpli-
fication that originates in CLIO’s free-surface. The ocean bathymetry
and the land-sea mask are derived from modern observations and re-
duced to the lower resolution of our model. To mimic dry shelves in
the model, we converted ocean cells in selected shelf areas from verti-
cal level 4 (-38 to -45 m depth) upwards to land cells, consistent with
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sea level estimates of Bauch et al. (2001) for 8.9 ka BP of -31 m. As
the coupling between ocean and atmosphere depends thoroughly on the
land-sea mask, we had to recalculate coupling parameters to account for
the changes in the prescribed land-sea distribution.
The atmospheric model is called ECBILT (Opsteegh et al., 1998) a spec-
tral T21 three-level quasi-geostrophic model with a built-in bucket-type
hydrological model for soil moisture and runoff. Cloud cover is climato-
logically prescribed. The vegetation is handled by VECODE (Brovkin
et al., 2002), a dynamical vegetation model simulating two plant func-
tional types (trees and grasses), and desert as a dummy type. As in
Blaschek and Renssen (2013a), the extent and elevation of ice sheets are
manually prescribed and consistent with sea level as in Peltier’s (2004)
ICE-5G model. The climate sensitivity of LOVECLIM (version 1.2) to
a doubling of the atmospheric CO2 concentration is at the lower end of
the range found in global climate models (1.9 K after 1000 yr; Goosse
et al. (2010)). Deep convection takes place in both the Nordic Seas and
the Labrador Sea (Goosse et al., 2010) and the simulated characteristics
of the deep ocean circulation compare reasonably well with other model
results (e.g. Weaver et al. (2012)). The model has been used success-
fully in numerous palaeoclimatological modelling studies for example in
Wiersma and Renssen (2006) investigating the 8.2 ka BP event or by
Renssen et al. (2009, 2010, 2012) in studies of the Holocene Thermal
Maximum.
3.2.2 Experimental Design
In this study we use the experiments 9kOG and 9kOGGIS from Blaschek
and Renssen (2013a) and an additional five quasi-equilibrium snapshot
experiments with fixed forcings at 9 ka BP and one with fixed pre-
industrial forcings. In all experiments, orbital parameters and greenhouse-
gas concentrations are taken from the PMIP3 protocol (http://pmip3.
lsce.ipsl.fr/). Our snapshot experiments have been run for 500
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Table 3.1: Summary of experiments. Shelf areas according to Fig. 3.1.
Experiment name Initial conditions Changes
0kOG Orbital (0BP), Greenhouse Gases (1750 AD) no
9kOG Orbital (9 kaBP), Greenhouse Gases (9 kaBP) no
9kOGBAR 9kOG + Dry Barent Sea Shelf Land-Sea mask + Bathymetry
9kOGCAN 9kOG + Dry Canadian Arctic Archipelago Shelf Land-Sea mask + Bathymetry
9kOGSIB 9kOG + Dry Siberian Shelf Land-Sea mask + Bathymetry
9kOGSHELF 9kOG + Dry Arctic Shelves Land-Sea mask + Bathymetry
Additional experiments
9kOGGIS 9kOG + Laurentide ice sheet (LIS, remnant ice sheet Topography, Melt water
+ Melt water (0.09 Sv)) + Greenland ice
sheet (GIS) melt water (13mSv)
9kOGSIBGIS 9kOGGIS + Dry Siberian Shelf Land-Sea mask +
Bathymetry, Topography,
Melt water
PRE2005 Transient simulation including orbital and greenhouse gases from 1765 to 2005 no
model years, and the analysis is based on the last 100 yrs of each sim-
ulation. Key features about our experimental setup are summarized in
Tab. 3.1.
We use the same control snapshot experiment for 9 kaBP background
conditions with orbital and greenhouse-gas forcing (9kOG) and an ex-
periment that includes the impacts of LIS and GIS (9kOGGIS) as in
Blaschek and Renssen (2013a). In order to test our hypothesis, we de-
signed five experiments to affect sea-ice production zones relevant in
our model, mimicking dry shelf areas. In all our simulations the Bering
Strait remains open, consistent with palaeoceanographic evidence indi-
cating that this strait already became active again at 11.1 kaBP when
sea level was 50m below the current level (Elias et al., 1996). The ”new”
land cells at the shelves are set to behave like adjacent land cells with
seasonal changes in albedo and vegetation.
In the five additional experiments, we prescribed different combinations
of land-sea masks in the Arctic region, which correspond in each exper-
iment to a different land area added, to represent a specific dry shelf
area. These simulations are named 9kOGBAR, 9kOGCAN, 9kOGSIB,
9kOGSHELF and 9kOGSIBGIS. In 9kOGBAR changes in the land-sea
mask in the bigger Kara and Barents sea area (cf. Fig. 3.1, Barents Sea
Shelf) result in five ocean cells becoming land and four being lowered. In
9kOGCAN the existing shelf region in the Canadian Arctic Archipelago
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(CAA) is removed and four ocean cells are converted to land (cf. Fig. 3.1,
CAA). In 9kOGSIB the new land-sea mask for the East Siberian Shelf
(cf. Fig. 3.1) converts 10 coastal ocean cells to land and lowers two sur-
rounding ocean cells. Simulation 9kOGSHELF combines the impact of
the three shelf areas (9kOGBAR, 9kOGCAN, 9kOGSIB). Coming from
the glacial, shelf areas in the Barents Sea and the CAA are likely to be
subject to subsidence from the Barents and Laurentide ice sheets, respec-
tively (Bauch et al., 2001; Svendsen et al., 2004), lowering the relevance
of our 9kOGBAR, 9kOGCAN and 9kOGSHELF simulation. From sur-
face altitude differences between 9 and 0 kaBP derived from Peltier’s
(2004) ICE-5G model, it can be inferred that the Barents Sea and the
CAA were already flooded at 9 kaBP. Therefore simulations 9kOGBAR
and 9kOGCAN should be considered as sensitivity experiments, and are
only used for evaluating the impact on sea-ice production in our model.
Likewise, experiment 9kOGSHELF overestimates the total exposed Arc-
tic shelf area at 9 kaBP, and should thus be interpreted as a maximum
impact simulation. For the early Holocene it has been shown that during
the Holocene Thermal Maximum (HTM) the Laurentide ice sheet (LIS)
(cf. Fig. 3.1, Renssen et al., 2009) and the Greenland ice sheet (GIS)
(Blaschek and Renssen, 2013a) had a significant impact on the climate,
especially on sea ice and convection depth in the Nordic Seas. These
important climate features are relevant for the early Holocene climate
but not necessarily for our hypothesis to test, but in order to have a
complete overview of the response to the combination of all forcings, we
also simulated the impact of the Siberian shelf on the early Holocene
background climate affected by the LIS (melt flux to the St. Lawrence
outlet (50mSv) and Hudson Bay (40mSv), as well as the remnant ice
sheet as in Renssen et al., 2009) and melt water from the GIS (13mSv)
(Blaschek and Renssen, 2013a) in simulation 9kOGSIBGIS. A compari-
son between 9kOGGIS (Blaschek and Renssen, 2013a) and 9kOGSIBGIS
therefore provides an idea of the relative importance of shelf flooding
compared to all other forcings, including additional ice sheet topogra-
phy, albedo and background melt fluxes, whereas a comparison of 9kOG
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and 9kOGSIB shows the effects of shelf flooding without this influence
of the ice sheets.
To compare observed sea-ice volumes (Fig. 3.2), we also performed a
transient simulation (PRE2005) that follows the Representative Con-
centration Pathways (RCP) (Meinshausen et al., 2011) greenhouse-gas
concentrations from 1765 to 2005 AD.
3.3 Results
In order to test our hypothesis, we conducted experiments with differ-
ent dry shelves to estimate the impact of these changes to the climate
and the sea-ice conditions. We will first discuss the performance of
our model for the present climate (Section 3.3.1.1), then analyse the
impacts of the flooding of these shelf areas on sea-ice production and
volume (Section 3.3.1.2) and proceed with impacts on the Nordic Seas
(Section 3.3.2) and Northern Hemisphere (Section 3.3.3).
3.3.1 Impact on Arctic sea-ice
3.3.1.1 Modern climate
Our model simulates the modern seasonal cycle of Arctic sea-ice volume
reasonably well, as is shown by a direct comparison with observations
(Zhang and Rothrock, 2003, Fig. 3.2). The simulated seasonal cycle
in sea-ice volume in our pre-industrial experiment 0kOG is very close
to the observed mean for 1979–2010. However, our recent-past simula-
tion (PRE2005) underestimates sea-ice volumes compared to these mean
observations by 7.12× 103km3 (∼ 34%), with values that are closer to
recent sea-ice minima observed in 2011 and 2012. A major difference
between PRE2005 and 0kOG is the radiative forcing (approx. 2Wm−2
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Figure 3.2: Daily Arctic sea-ice volume from PIOMAS (Zhang and
Rothrock, 2003) and monthly means for model experiments at 9 kaBP
and 0 kaBP. Separated lines for most recent years 2011 and 2012.
Grey areas denote one (two) standard deviations from 1979 to 2010
climatological mean. Please notice that LOVECLIM uses a fixed
calendar with 360 days and the data embodies leap years. Model val-
ues are monthly means of the last 100 yr of each simulation, except
for simulation PRE2005 giving monthly means of the period 1976 to
2005 AD.
globally higher for 1976 to 2005 as compared to 1750) due to greenhouse-
gas concentrations. Goosse et al. (2007) found for LOVECLIM that the
simulated sea-ice area fits reasonably well with modern-day observa-
tions. Our results confirm this, as we find that the simulated annual
sea-ice area in our PRE2005 and 0kOG simulations (9.6× 1012 km2 and
10.6× 1012 km2, respectively) agree well with observations (10.6× 1012 km2,
cf. Tab. 3.2).
However observed Fram Strait sea-ice export shows considerable lower
(2.6 × 103 km3, Spreen et al., 2009) volumes compared to 10.6× 103 km3
of annual cumulative sea-ice export in our model. Consequently, the
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export of sea ice through the Fram Strait is likely to be too large in our
model. The distribution of sea-ice production in the model is different
from observations, because in our model the transpolar drift transports
sea-ice from the western to the eastern side of the Arctic (Goosse et al.,
2001; cf. Fig. 3.8, 9kOG, distribution is similar to present-day). This
model bias results from the low resolution of the atmospheric component
(Goosse et al., 2003; Goosse and Renssen, 2001), although Goosse et al.
(2001) found that the atmospheric circulation in the Arctic and the
position of Icelandic and Aleutian low is relatively close to observed
ones under present-day conditions. The opposite wind direction is a
result of an overestimation of the Aleutian low. Despite this deficiency
we conclude that our model is able to produce sea-ice quantities at larger
scale in a reasonable range at pre-industrial, suggesting that our model
is suitable for a study of the impact of early Holocene shelf flooding on
sea ice (cf. Fig. 3.2).
3.3.1.2 Early Holocene
Comparison of our orbital and greenhouse-gas simulations for 9k and
0k BP (9kOG and 0kOG, respectively), reveals that annual cumulative
Arctic sea-ice production was higher (+24 %) in the experiment with
early Holocene forcings (Tab. 3.2), while the values for both sea-ice area
and volume are reduced for 9 ka BP. This counter-intuitive result can
be explained by insolation differences of the early Holocene compared
to present day. Associated with orbitally forced insolation anomalies
(−15Wm−2 in October), the early Holocene had a bigger seasonal con-
trast than today, allowing more sea ice to grow during the winter half
year, but decay faster in summer. Thus, the reduced annual mean sea-
ice area and volume reflect the response to summer conditions, while
the enhanced annual sea-ice production reflects the impact of reduced
insolation in the winter half year.
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Table 3.2: Summary of annual mean and standard deviation of sea-ice
parameters in nine different model simulations. Northern Hemisphere
sea-ice volume in km3. Northern Hemisphere and Arctic annual cu-
mulative sea-ice production (0–360◦ E and 40–90◦N, 20–280◦ E and
65–90◦N) in km3. Northern Hemisphere annual mean sea-ice area
in 1012km2. Annual cumulative Fram Strait sea-ice export in km3.
Meridional overturning strength in the North Atlantic (AMOC) at
27◦N in Sv. All values are calculated from the last 100 yr of the
simulations except for PRE2005 over 1976 to 2005 as Fig. 3.2. The
corresponding data source for Northern Hemisphere sea-ice volume is
the PIOMAS data from Zhang and Rothrock (2003). For Northern
Hemisphere annual cumulative sea-ice production there are two esti-
mates, the first one derived from Zhang and Rothrock (2003) and the
second one from Tamura and Ohshima (2011), the latter denoting
only polynya-based sea-ice production. Northern Hemisphere sea-ice
area is taken from HadISST data (Rayner et al., 2003). Fram Strait
sea-ice export estimates are taken from Spreen et al. (2009) (1st) and
Kwok et al. (2004) (2nd). Recent estimates of the AMOC strength
have been published by Kanzow et al. (2010).
Sea ice [103km3]
Annual volume Annual cumulative production
Experiments Northern Hemisphere Arctic
Observations 20.66± 6.72 16.08± 6.18 –
(mul. Sources) – 2.94± 0.37 –
Flooded
shelves
PRE2005 13.54± 5.40 13.89± 5.19 11.76± 4.27
0kOG 19.65± 5.49 13.54± 5.11 11.16± 4.07
9kOG 8.83± 5.99 16.09± 6.10 13.81± 5.08
Dry
shelves
9kOGBAR 8.36± 5.77 15.48± 5.88 13.29± 4.88
9kOGCAN 8.44± 5.84 15.73± 5.97 13.46± 4.94
9kOGSIB 7.88± 5.29 13.99± 5.33 11.90± 4.41
9kOGSHELF 6.95± 4.88 12.89± 4.93 10.99± 4.08
Flooded 9kOGGIS 11.37± 6.32 17.25± 6.41 14.23± 5.12
Dry 9kOGSIBGIS 9.58± 5.48 14.88± 5.55 12.35± 4.46
Annual
sea-ice area
[1012km2]
Annual cumul.
Fram Strait sea-ice
export [103km3]
Atlantic Merid-
ional Overturning
Streamfunction
[Sv]
Observations 10.58± 3.16 1.54± 0.18 18.70± 2.10
(mul. Sources) 2.22± 0.50
Flooded
shelves
PRE2005 9.64± 3.67 7.07± 1.88 14.32± 2.28
0kOG 10.65± 3.08 10.64± 3.33 15.27± 2.18
9kOG 8.82± 4.65 6.36± 1.89 13.93± 2.31
Dry
shelves
9kOGBAR 8.44± 4.50 6.30± 2.07 13.68± 2.42
9kOGCAN 8.51± 4.60 6.58± 1.95 13.26± 2.37
9kOGSIB 7.74± 4.15 7.49± 1.92 14.54± 2.39
9kOGSHELF 7.00± 3.90 6.55± 1.77 14.54± 2.40
Flooded 9kOGGIS 10.40± 4.44 7.06± 2.14 9.47± 2.50
Dry 9kOGSIBGIS 9.02± 4.12 7.56± 2.23 10.59± 2.43
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As expected, flooding of the Arctic shelves results in an increase in sim-
ulated Arctic sea-ice production, as is clearly shown by the comparison
of 9kOG with the experiments with dry shelves. For the Siberian shelf
this increase due to flooding is 16% (i.e. 9kOG 13.8× 103 km3 com-
pared to 9kOGSIB 11.9× 103 km3), accompanied by an increase of 12%
in sea-ice volume over the whole Northern Hemisphere (Tab. 3.2). How-
ever, this difference in volume is mainly related to changes in winter, as
in summer (August–September) our model simulates an almost ice-free
Arctic Ocean for 9kOG and any other shelf experiment (cf. Fig. 3.2).
Impacts of shelf flooding on sea-ice production, sea-ice volume and sea-
ice area are in the range of 2 to 5% for simulations 9kOGBAR and
9kOGCAN compared to 9kOG. This is quite surprising as the associ-
ated shelves are categorized as high production areas by Tamura and
Ohshima (2011) and one would expect a greater impact from these shelf
areas, meaning that sea-ice production is obviously very robust there.
The potential total impact of Arctic shelf flooding, as indicated by the
difference between 9kOG and 9kOGSHELF, is a strong increase in sea-
ice production (+25%), and sea-ice volume (+27%). When the impact
of the remnant ice sheets is taken into account (i.e. by comparing 9kOG-
GIS and 9kOGSIBGIS), the impact of the flooding of the Siberian shelf
on sea-ice production (+15%) is similar to the results without this ice
sheet effect (+16%).
3.3.2 Impacts on Nordic Seas
The flooding of the Arctic shelves and the combined increase in sea-ice
production have an indirect impact on the Nordic Seas via the export
of sea ice through the Fram Strait. Despite the increase in sea-ice vol-
ume and area due to shelf flooding, the export of Arctic sea ice through
the Fram Strait into the Nordic Seas (Fig. 3.3) decreased in simulation
9kOG from January to May relative to 9kOGSIB and shows a maximum
of 41mSv (1293 km3 yr−1) in April compared to 52mSv in 9kOGSIB.
However, the reduced mean values are not significantly different for those
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Figure 3.3: Monthly mean Fram Strait sea-ice export for different sim-
ulations in Sv of the last 100 yr. The more negative the values are
the more southward transport occurs. In the literature values are
normally given as yearly exports, resulting from a sum of monthly
values (cf. Tab. 3.2). Shaded area gives an estimation of the standard
deviation of the monthly means for simulation 9kOG.
months given the large inter-annual variability in these exports. This
seasonal response is much weaker in the results showing the impact of
flooding of the shelves in CAA and the Barents Sea on the Fram Strait
sea-ice export. This indicates that the discussed response in sea-ice ex-
port, with a reduction from January to May, is mainly connected to
flooding of the Siberian shelf. This reduction in Fram Strait sea-ice ex-
port due to shelf flooding is in contradiction with our hypothesis and
counter-intuitive, raising the following question: what caused this re-
sponse? The first step in explaining this response is to take a closer
look at the changes induced in the Nordic Seas, followed by an anal-
ysis of polar atmospheric circulation changes and finally Arctic sea-ice
transport.
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Figure 3.4: Maximum winter
sea-ice extent and March
mixed layer depth for
different simulations. (a)
Simulation 9kOGSIB,
and sea-ice extent con-
tours for additional
simulations 9kOGSHELF
(purple), 9kOGBAR
(green) and 9kOGCAN
(blue). (b) simulation
9kOG and contours for
simulation 9kOGSIB.
(c) Simulation 9kOGSI-
BGIS and sea-ice extent
contour for simulation
9kOGGIS (Blaschek and
Renssen, 2013a).
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The discussed expansion of Northern Hemisphere sea-ice cover in 9kOG
causes the sea-ice edge along the EGC to advance, leading to a southward
shift of local deep convection from 70◦N in 9kOGSIB (Fig. 3.4b) to
the southern tip of Greenland at 63◦N (Fig. 3.4a). These changes in
deep convection also affect the overall Atlantic meridional overturning
circulation (AMOC), decreasing its strength by 4%, from 14.5 Sv in
9kOGSIB to 13.9 Sv in 9kOG.
The southward shift of convection results in cooler and fresher surface
waters near the Denmark Strait (Fig. 3.5d–f) and along the east coast of
Greenland as far north as the Fram Strait (Fig. 3.5a–c). The southward
expansion of sea ice along the EGC increases sea-ice cover and sea-ice
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melting in the western Nordic Seas. Although less sea ice is transported
out of the Arctic Ocean (15%), the sea-ice thickness on the northern
part of the EGC is higher in 9kOG compared to 9kOGSIB (Fig. 3.5a),
implying that more sea ice is produced there. In our simulation with
a dry shelf (9kOGSIB) sea-ice production in the Arctic is reduced, but
also the area of ocean covered with sea ice, with the net effect that
more sea ice is available for export rather than piling up in the Arc-
tic Ocean. Annual Arctic sea-ice volume increases due to shelf flooding
(+933 km3), as a result of both an increase in annual cumulative ice
production and a decrease in annual cumulative ice export through the
Fram Strait (Tab. 3.2). However, it should be noted that this surplus
of ice is divided over a larger area in 9kOG, since the available ocean
area increases by 12% due to the shelf flooding. This shows that a dry
Siberian shelf has a clear impact on sea-ice production and on the export
to the Nordic Seas. However, given the fact that we find a reduction
in ice export through the Fram Strait, the increase of sea-ice cover and
related cooling and freshening of the ocean surface in the Nordic Seas is
only indirectly caused by the flooding of the shelf rather than a direct
consequence of an increase in sea-ice export as was suggested in the orig-
inal hypothesis. Thus, an additional mechanism is required to explain
the changes in the Nordic Seas. This additional mechanism is associated
with an atmospheric feedback that is incorporated in the response to the
flooding.
3.3.3 Impact on Northern Hemisphere climate
3.3.3.1 Atmospheric changes
The flooding of the shelf decreases the pole-to-equator temperature gra-
dient in the winter atmosphere resulting in a weakened polar vortex
and increased mid-latitude North Atlantic pressure system, amplifying
zonal pressure differences across the Nordic Seas and increasing the sur-
face winds in this area. The winter warming in the Arctic (2 to 8 ◦C,
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Figure 3.5: Monthly means of the last 100 yr of each simulation for the
north-western Nordic Seas (20–15◦W, 73.75–81.25◦N) in the upper
panel and for the south-western Nordic Seas (47.5–22.5◦W, 68.75–
71.25◦N) as denoted in Fig. 3.1 blue boxes. (a/d) sea-ice thickness
in metres, (b/e) sea surface salinities (SSS) in p.s.u., (c/f) sea surface
temperatures in degree Celsius. Shaded areas give an estimation of
the standard deviation of the monthly means for simulation 9kOG.
Fig. 3.6a) by the shelf flooding in 9kOG as compared to 9kOGSIB is
directly related to changes in the land-sea mask. In summer, a cooling
of 2 to 8 ◦C is noted over Siberia (Fig. 3.6b). On an annual basis the
flooding results in a cooling only over the Nordic Seas (up to −4 ◦C)
as contrasting seasonal changes (Fig. 3.6 a, b) balance each other out
over the Siberian shelf. In summer the cooling in Siberia influences a
strong summer Siberian low pressure system, but results in hardly any
feedback on sea ice. In winter the flooded shelf is only relatively warmer,
as it is still far below zero there, but the meridional temperature gra-
dient is somewhat reduced (by −1.4 ◦C). The polar vortex is strongest
in winter when the pole-to-equator temperature gradient is strongest.
A weakening of the polar vortex and a strengthening of a mid-latitude
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Seasonal Surface Air Temperatures
9kOG vs. 9kOGSIB
9kOGGIS vs. 9kOGSIBGIS
a) (b
Figure 3.6: Seasonal surface temperature anomalies of simulation 9kOG
as compared to 9kOGSIB (upper panel) and simulation 9kOGGIS as
compared to 9kOGSIBGIS (lower panel). Winter is DJF (a), Summer
is JJA (b). Shaded area denotes insignificant changes compared to
9kOGSIB or 9kOGSIBGIS according to a Student t test.
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North Atlantic high (Fig. 3.7a), increase the zonal pressure difference
across the Nordic Seas by strengthening both the Greenland high and
the Icelandic low (Fig. 3.7b). As a result, the associated surface winds
are also strengthened, both the southward winds in the western part of
the Nordic Seas and the northward winds in the eastern part (Fig. 3.7c).
Despite the substantial difference in mean climate between 9kOG and
9kOGGIS (−0.5K globally cooler) the impact of the shelf flooding re-
mains clearly present as an atmospheric pattern in Fig. 3.7, indicating
that the impact is robust. The previously mentioned bias in the Arctic
atmospheric circulation in our model is affecting the transport of sea-ice
in the Arctic due to changed winds, whereas one can argue that the
meridional thermodynamic structure of the atmosphere is likely to be
less affected by this bias, because the polar atmospheric circulation is
mainly governed by its meridional component.
3.3.3.2 Arctic sea-ice transport
The flooding of the Siberian shelf alters the sea-ice transport in the
Arctic (compare 9kOG with 9kOGSIB, Fig. 3.8) in a way that more
sea ice is transported away from the production centres on the western
side towards the eastern Arctic (Fig. 3.8) and leading to reduced export
through the Fram Strait (Fig. 3.3). These changes in Arctic sea-ice
transport are mainly associated with the new sea-ice production area
over the flooded shelf. Lower export rates at the Fram Strait are mainly
caused by redirection of sea ice towards the eastern side of the Arctic
(Fig. 3.8). The impact of the shelf flooding on the ice export can be seen
in the ratio of Fram Strait sea-ice export and Arctic sea-ice production,
which is a measure of the Arctic sea-ice balance (e.g. for simulation
0kOG this ratio is 95%, meaning that 95% of the volume that has been
produced until spring was also exported). This ratio decreases by 17%
for simulation 9kOG (46%) as compared to 9kOGSIB (63%) and by
11% for 9kOGGIS (50%) as compared to 9kOGSIBGIS (61%). The
response to the flooding of the Barents or the CAA shelf do not show
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Figure 3.7: Atmospheric circulation at 500 and 800 hPa (Caption on Page
81.)
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Figure 3.7: (Continuing from Page 80) Atmospheric circulation shown
as heights of the 500 hPa and 800 hPa level. Left column represents
results from simulation 9kOG and anomalies to 9kOGSIB, indicating
the impact of shelf flooding. Right column shows results from simu-
lation 9kOGGIS and anomalies to 9kOGSIBGIS, indicating again
the impact of shelf flooding but with a complete set of forcings
(LIS topography and melt water and GIS melt water). (a) upper
panel shows middle atmosphere, 500 hPa geopotential heights (gray
filled contours) and anomalies (coloured contours) of geopotential
height. (b) middle panel shows lower atmosphere, 800 hPa geopo-
tential heights (gray filled contours) and anomalies (coloured con-
tours) of geopotential height. (c) lower panel shows 800 hPa geopo-
tential heights (same as middle panel) and wind magnitude anomalies
(coloured contour) as well as streamlines.
such decreases. An increase of Arctic sea-ice production and a decrease
of Fram Strait export represents a unique combination of cause and
effect in our model that is connected to the flooding of Siberian shelf.
In the northern EGC, higher values of sea-ice thickness are related to a
local increase in sea-ice production that is mainly caused by increased
southward winds (see Sect. 3.3.3.1) bringing cold polar air to the area.
Subsequently, this locally produced ice is then transported further South
to regions close to the Denmark Strait.
3.3.3.3 Summary
Feedbacks from the Siberian shelf flooding as revealed in our model are
illustrated in Fig. 3.9 and relate our findings to the bigger picture. We
find a 10-step way to arrive from an orbital induced summer warming to
a cooling over the Nordic Seas. The summer warming causes Northern
Hemisphere ice sheets to melt (1) and raise global sea level (2). This
results in flooding of the Arctic shelves (3) and thus changes land into
ocean (4), which impacts both ocean and atmosphere. In the Arctic
Ocean, sea-ice production is increased and Arctic sea-ice transport is
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Arctic Sea-ice Transport
Dry Sib. Shelf Flooded Sib. Shelf
[m]
Figure 3.8: Winter (December to April) cumulative sea-ice production (in
m, colour shaded), sea-ice velocity (in m s−1) as curly vectors (blue)
and atmospheric winds (in m s−1) as streamlines (grey). Left panel
shows the dry Siberian shelf simulation 9kOGSIB. Right panel shows
the flooded Siberian shelf simulation 9kOG.
changed resulting in decreased Fram Strait export. This reduced ex-
port was not expected in our original hypothesis (as indicated in red in
Fig. 3.9), implying that the direct impact of the shelf flooding on the
Nordic Seas through sea-ice export is not present in our simulations.
However, it should be noted that our model has a low spatial resolution
potentially leading to a biased atmospheric circulation over the Arctic
(Goosse et al., 2003; Goosse and Renssen, 2001). In the atmosphere, the
polar vortex is weakened (5) and increased pressure difference across the
Nordic Seas yield stronger winds bringing relatively cold air to the area
that increase the Nordic Seas sea-ice production and transport of sea ice
along the EGC (6). As a result, the sea-ice margin expands further south
(7), resulting in a southward shift of deep convection (8) in the western
Nordic Seas. Convection and sea-ice margin are closely bound to each
other and migrate north and south together. Nonetheless these changes
to convection in the western Nordic Seas reduces the Atlantic meridional
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Figure 3.9: Schematic 10 step way showing the connections between found
feedbacks due to Arctic shelf flooding. In red is indicated where our
results do not match our original hypothesis (we proposed increased
Fram Strait sea-ice export and therefore an increase of Nordic Seas
sea-ice area).
overturning strength (9) at 27◦N by 4% (3.2) and the Atlantic oceanic
heat transport at the equator by 7% (not shown), but produce no sig-
nificant change in atmospheric heat transport (not shown). This chain
of processes due to a flooding of the Siberian shelf is also active in our
simulations including LIS and GIS background forcings and give a 11%
reduction of the overturning strength and a 12% decrease of Atlantic
oceanic heat transport. Finally, the flooding leads to a significant an-
nual cooling over the Nordic Seas connected to sea-ice expansion south
along the EGC (Fig. 3.4) as opposed to an orbitally induced warming
that is usually associated with the early Holocene.
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3.4 Discussion
An important result from our early Holocene simulations is that the
impact of the flooding of the Siberian shelf on the Arctic sea-ice pro-
duction cycle remains even with major forcings as the LIS and the GIS
being included in 9kOGGIS as compared to 9kOGSIBGIS. Given that
the flooding of the Siberian shelf proved to have important effects on
the climate in the Arctic, and in particular in the Nordic Seas, we want
to compare our results in the following section with proxy estimates of
sea-ice conditions and try to relate our found feedbacks of the Siberian
shelf flooding to the reconstructed transgression of Bauch et al. (2001)
and Taldenkova et al. (2010), which gives our simulated impacts a time
frame from 9 ka, a dry shelf as in 9kOGSIB / 9kOGSIBGIS, to 7.5 kaBP,
a flooded shelf as in 9kOG/ 9kOGGIS.
The early Holocene is a period that is still strongly influenced by deglacia-
tion, with pronounced melting of the Laurentide and Greenland ice
sheets, resulting in relatively cold conditions in large parts of the North-
ern Hemisphere (Renssen et al., 2009; Blaschek and Renssen, 2013a) and
a rise in sea level across the globe. As these impacts begin to fade out,
the orbitally induced changes in summer insolation become the main
driver of Northern Hemisphere climate, leading first to a thermal maxi-
mum, followed by a long-term cooling. Connected to our results a direct
impact can be seen in the Nordic Seas sea-ice extent which can be in-
ferred by sea-ice proxies near the Denmark Strait. Andrews et al. (2009)
present a drift ice record from North Iceland (Fig. 3.1, 3.4, orange star)
showing a decrease from 12 to 10 ka BP, followed by an increase with a
maximum around 8.2 kaBP, a slight reduction thereafter and a contin-
uous increase from 6 kaBP until pre-industrial. The increase between
10 and 7 kaBP seems odd, as this period is also known as the Holocene
Thermal Maximum (HTM) and reduced drift ice would be expected.
Following the reconstructions by Bauch et al. (2001), the Siberian shelf
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must have been dry before 7 ka BP, followed by flooding. From our sim-
ulations with a dry Siberian shelf (9kOGSIB, 9kOGSIBGIS) the sea-ice
expansion should have been relatively small until 7 ka BP, followed by
an increase, assuming that this was related to the shelf flooding. As
reconstructed drift ice values by Andrews et al. (2009) between 10 and
7 ka cannot be explained by orbital forcing or Siberian shelf flooding,
another mechanism should be responsible, and it seems likely that the
early Holocene LIS and the GIS have played a role. This is consistent
with Blaschek and Renssen (2013a), who have investigated the impact
of both ice sheets on the early Holocene climate and found an advance
of the sea-ice margin southward past the Denmark Strait, as can be seen
in our simulation 9kOGGIS (Fig. 3.4c) as well. Another record from the
Nansen Trough (Fig. 3.1, 3.4, green star) from Jennings et al. (2002)
shows an increase in ice-rafted debris (IRD) from around 5 ka BP after
relatively low values for the early Holocene. This low IRD content in-
dicates either that ice margins must have retreated or that the icebergs
melted in the fjords (Jennings et al., 2002). In simulation 9kOG the
sea-ice margin reaches beyond the Nansen Fjord and including LIS and
GIS into the simulations (9kOGGIS) increases the likelihood of a sea-ice
margin in that region (Fig. 3.4c). Thus, including a dry Siberian shelf
in simulation 9kOGSIBGIS (Fig. 3.4c) forces the sea-ice margin in that
particular area to retreat and could potentially explain these lower IRD
reconstructions in the early Holocene.
Another way of retrieving information on past sea-ice conditions are
biomarkers produced by sea-ice diatoms, such as IP25 (isoprenoid lipid)
and sterol brassicasterol derived from phytoplankton (Mu¨ller et al.,
2009). In combination with brassicasterol, IP25 can be used to esti-
mate sea-ice cover for spring and its seasonal behaviour. Mu¨ller et al.
(2009) used these proxies to reconstruct sea-ice conditions at the Fram
Strait over the last 30 ka (Fig. 3.1, 3.4, purple star). They find that IP25
was higher from 11.5 to 8.4 kaBP and strong fluctuations in the IP25
flux occurred from 8.4 to 8.2 kaBP, followed by a period of relatively low
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IP25 from 8 to 5 kaBP. Higher IP25 values indicate less persistent sea-ice
cover in spring, while lower values refer to more persistent sea-ice cover
in spring. Although it is difficult to find a model variable that is compa-
rable to these reconstructed values, we find an increase in the seasonal
sea-ice cover over the north-western Nordic Seas (Fig. 3.5a) in response
to the Siberian shelf flooding in simulation 9kOGGIS as compared to
9kOGSIBGIS. This equilibrium response of sea-ice cover near the Fram
Strait and the northern EGC can be seen as a temporal evolution of sea-
ice cover from 9 to 7.5 kaBP from reduced (9kOGSIBGIS) to increased
sea-ice cover after the flooding (9kOGGIS). The flooding of the Siberian
shelf from 9 to 7.5 kaBP increased the sea-ice cover at the Fram Strait,
especially during summer. From our early Holocene simulations, we can
see that the Northern Hemisphere becomes almost sea-ice free (Fig. 3.2,
3.5a, d), allowing insolation to warm surface waters, thus delaying the
subsequent winter cooling and sea-ice production. This is also impor-
tant because it means that in the early Holocene Arctic sea-ice cover
had to build up each winter and that in comparison to present day the
Arctic Ocean was not a reservoir for sea ice, which could then affect
reconstructed sea-ice quantities. Nevertheless one has to keep in mind
that LOVECLIM underestimates present-day sea-ice volume and that
early Holocene sea-ice loss is likely to be less severe.
Additional reconstructions of past sea-ice conditions would be required
to shed more light on the sequence of events in the early Holocene and in
particular on the impact of shelf flooding. This relates also to times of
rising sea levels during terminations, when Arctic shelves became flooded
and cooled Nordic Seas surface temperatures, possibly impacting mois-
ture transport to adjacent ice sheets and altering Northern Hemisphere
climate response to orbital-induced insolation maxima. The opposite re-
sponse could be proposed during times of relatively low sea levels when
a warming of the Nordic Seas could increase moisture transport to ad-
jacent ice sheets.
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3.5 Conclusions
In this paper we tested the following hypothesis in simulations with early
Holocene forcings, performed with the LOVECLIM model: the flooding
of Arctic shelves results in a major increase in sea-ice production, leading
to enhanced sea-ice volume and export through the Fram Strait. Fol-
lowing this hypothesis, we expected to find in the early Holocene (before
the flooding at 8.9 kaBP) a reduction of sea-ice production and lower
sea-ice cover along the EGC together with increased SSTs and SSSs.
Our model results indicate the following:
• There is 15% (3100 km3) more sea-ice produced in a simulation
with flooded Siberian shelf (9kOG) relative to an experiment with
a dry Siberian shelf (9kOGSIB), accompanied by an increase of
12% (943 km3) in Northern Hemisphere mean sea-ice volume and
14 % (1.08× 1012 km2) area.
• In contrast to the hypothesis, sea-ice export through the Fram
Strait is reduced by 15% (1138 km3, annual sum) in a simulation
with a flooded shelf (9kOG) compared to an experiment with a dry
shelf (9kOGSIB). This annual decrease is statistically significant
and originates from changes in the Arctic sea-ice transport.
• The reduction of high latitude land surface area in a simulation
with a flooded shelf reduces the seasonal temperature contrast
by 2–10 ◦C at the shelf and reduces the winter pole-to-equator
temperature gradient by 1.4 ◦C.
• A weakening of the polar vortex due to the noted weaker merid-
ional temperature gradient, results in a strengthening of the Green-
land winter high and Icelandic winter low. Increased zonal pres-
sure differences in the Nordic Seas yield stronger southward winds
along the EGC, bringing relatively cold air, and stronger north-
ward winds along the Norwegian Atlantic Current.
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• Stronger, relatively cold, southward winds along the EGC enhance
local sea-ice production and push the sea-ice extent in the Nordic
Seas further south, thereby shifting convective activity, to a site
closer to the new ice edge near the Denmark Strait (63◦N), and
reducing local SSTs and SSSs along the EGC.
• In a simulation with only a flooded shelf, the Nordic Seas region
is cooled up to −4 ◦C. In a simulation with a more complete set
of forcings (i.e. also including Laurentide ice sheet topography
and melt water and Greenland ice sheet melt water) in the early
Holocene, the flooding of the shelf results in a similar cooling.
We find that our hypothesis can be mostly confirmed from our model
sensitivity study, despite the unforeseen decrease of Fram Strait sea-ice
export. The atmosphere–ocean interaction shows clearly that changes
in land-sea distribution are able to force changes in sea-ice production
and affect sea surface conditions in the Nordic Seas, which is the major
pathway of Arctic sea-ice export. Changes in Nordic Seas sea-ice ex-
tent affect local convection and alter ocean–atmosphere heat exchange,
modifying seasonal atmospheric circulation. This finding underlines the
importance of the Nordic Seas for the global climate and its influences
originating from Arctic shores. It is likely that during previous termina-
tions of glacial periods, a rising sea level must have also triggered Arctic
shelf flooding events, temporarily pausing the progress of a termination
by an external forcing, possibly even causing a reversal event. There-
fore, global sea level and in particular regional sea level rise is of high
significance for all terminations and must be considered in modelling of
terminations.


91
Chapter 4
Holocene North Atlantic
Overturning in an
atmosphere-ocean-sea-ice
model compared to
proxy-based reconstructions
Based on: Blaschek, M., C. Kissel, D. Thornalley and H. Renssen.
Holocene North Atlantic Overturning in an atmosphere-ocean-sea
ice model compared to proxy-based reconstructions. In preparation
for Climate of the Past.
Climate and ocean circulation in the North Atlantic region changed
over the course of the Holocene, partly because of disintegrating ice
sheets and partly because of an orbitally-induced summer insolation
trend. In the early Holocene, the Laurentide ice sheet cooled large
parts of the Northern Hemisphere through melt fluxes into the North
Atlantic and by the cooling effect of the remnant ice sheet itself. In
the Nordic Seas, this impact was accompanied by a rather small, but
significant, amount of Greenland ice sheet melting that reduced local
ocean surface temperatures even further. After about 7 ka BP, these
ice-sheet impacts vanished, marking the start of a relatively warm
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period (known as the Holocene Thermal Maximum period) under
influence of the orbitally-forced, relatively high summer insolation.
This was the warmest period in the Northern Hemisphere in the
Holocene before the climate continued to follow the orbital induced
cooling trend towards present-day. We have compared our model
simulations with proxy-based reconstructions using δ13C , sortable
silt (SS) and magnetic susceptibility (κ ) allowing to infer changes of
past ocean circulation over the last 9000 years. The various recon-
structions exhibit different long-term evolutions suggesting changes
of either the overturning in the Atlantic in total or of subcompo-
nents of the ocean circulation, such as the overflow waters across the
Greenland-Scotland ridge (GSR). Thus, the question arises whether
these reconstructions are consistent with each other or not? A com-
parison with model results indicates that δ13C , employed as an in-
dicator of overturning, agrees well with the long-term evolution of
the modelled Atlantic meridional overturning circulation (AMOC).
Regional differences in the reconstructions are most likely originat-
ing from influences of 13C depleted water masses, such as Antarctic
Bottom Water. The modelled AMOC evolution corresponds well to
a δ13C record in the Norwegian Sea, but the recorded magnitude is
much smaller than suggested by the model. In a further step to trace
Nordic Seas deep water across the GSR, we compared our model re-
sults to reconstructions employing SS and κ to infer changes in the
Iceland-Scotland Overflow Waters (ISOW). Reconstructions at the
Gardar Drift correspond well with modelled Nordic Seas normalised
convective volume, representing overflow source waters. However,
a direct comparison of modelled flow speed at the location and re-
constructed deep water flow strength from SS do not agree on the
long-term evolution from 7 kyr BP towards present. In summary,
the model results including early Holocene ice sheet impacts suggest
that different long-term trends in subcomponents of the AMOC, such
as ISOW, are consistent with proxy-based reconstructions and allow
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reconciling some of the reconstructions with each other. The mod-
elled and reconstructed (from δ13C ) AMOC strength over the past
9000 years, showed an early Holocene weakening and a fast recovery
until about 7 kyr BP and a weak increasing trend of 12 mSv/kyr
towards present, with relatively low variability on centennial to mil-
lennial time scales.
4.1 Introduction
The Atlantic meridional overturning circulation (AMOC) is critical to
the global climate system. This circulation transports important amounts
of heat (1.33 ±0.4 PW at 26◦N, Johns et al., 2011) in the near-surface
layer from the tropical Atlantic northwards to the mid- and high-latitudes
of the Northern Hemisphere. In winter, part of this heat is released to
the relatively cold atmosphere in the sub-polar North Atlantic. This
heat release results in relatively warm conditions over the greater North
Atlantic region compared to similar latitudes of the North Pacific, with
an air temperature increase of up to 10◦C relative to the zonal mean
climatology (Rahmstorf and Ganopolski, 1999), demonstrating the cli-
matic importance of the AMOC.
There are two distinct driving mechanisms of the AMOC: the tradi-
tional thermohaline circulation and wind-driven upwelling (Kuhlbrodt
et al., 2007). On smaller scales a larger variety of processes including
horizontal gyre circulation, local atmospheric cooling and Greenland ice
sheet melting play a role in driving its strength (Kuhlbrodt et al., 2007).
However, from Sandstro¨m (1908) theorem it is clear that surface buoy-
ancy fluxes alone cannot supply the energy needed to sustain the AMOC
(Kuhlbrodt et al., 2007). Nonetheless, these surface fluxes are essential
for deep-water formation (Huang, 2004) and thus the lower limb of the
AMOC, hence the conversion of surface waters to deep waters by increas-
ing their density by cooling and/or increasing salinity. If the density of
a surface water mass becomes significantly higher than the density of
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surrounding water masses, then a threshold density can be crossed and
deep convection can occur. The deep mixing associated with this process
leads to the formation of relatively dense, deep waters, which flow south-
ward and sum up to form the North Atlantic Deep Water (NADW). In
the present North Atlantic basin, deep convection occurs preferentially
in the Labrador Sea, the Irminger Sea and the Nordic Seas. The deep
waters that form in the Nordic Seas flow southwards at depth and have
to cross a major sill, the Greenland-Scotland Ridge (GSR), to enter the
North Atlantic Ocean as overflow waters. These waters are known as
Denmark Strait overflow water (DSOW) and Iceland-Scotland overflow
water (ISOW), and are named after the two main locations of the over-
flow. The modern rates for DSOW and ISOW have been estimated at
2-3.5 Sv (1 Sv = 1x106m3s-1) and 3-5.7 Sv, respectively (Dickson and
Brown, 1994; Hansen and Østerhus, 2000; Macrander et al., 2005; Sme-
thie et al., 2013). In addition, deep water formed in the Labrador Sea (so
called Labrador Sea Water, LSW) contributes 11.7±1.6 Sv to NADW
(LeBel et al., 2008; Smethie et al., 2013). Although deep convection
has been observed in the Irminger Sea, quantified estimates of the con-
tribution to the NADW are not yet available (Kuhlbrodt et al., 2007).
Together with some entrainment of intermediate waters (about one third
of the NADW flux, Hansen and Østerhus, 2000), this adds up to a total
southward NADW flux of 15-19 ±2Sv (Ganachaud and Wunsch, 2003;
Kanzow et al., 2010; Smethie et al., 2013). From this summary, it is clear
that changes in the rates of overflow waters or LSW formation will affect
the strength of the NADW flow. A recent review by Lozier (2012) points
out that from modern observations it is not clear whether the overturn-
ing strength in the North Atlantic can be directly linked to the intensity
of deep-water formation. The biggest problem in this respect is under-
sampling. For example, the measurement period of the strength of the
AMOC from a moored array near the Florida Strait is relatively short
(∼4 yrs, Kanzow et al., 2010), making its long-term evolution uncertain.
However, modelling studies (e.g. Straneo, 2006; Rhein et al., 2011) have
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shown the impact of deep-water formation on the overturning circula-
tion, such as Jungclaus et al. (2008), who found in a modelling study
that 30% of the entire AMOC volume is directly coming from the Nordic
Seas and that these waters together with considerable entrainment (ap-
proximately the same volume) form the backbone of the overturning.
This discrepancy between modelled and observed results has not been
resolved so far (Lozier, 2012). However, considering longer times scales,
numerous proxy-based reconstruction studies have attempted to extend
these short present-day observations of AMOC strength into the past,
and to expand the knowledge of this so important climatic indicator.
Basically, there are two categories of reconstructions of past North At-
lantic Ocean circulation: for the surface and the deep ocean. We will
focus in this paper on deep ocean circulation reconstructions, which are
based on a number of proxies: ratios of carbon and oxygen isotopes
(δ13Cand δ18O) measured in shells of benthic foraminifera (Oppo et al.,
2003; Kleiven et al., 2008; Hoogakker et al., 2011), deep ocean sedi-
ment characteristics, such as the sortable silt (SS) content (Bianchi and
McCave, 1999; Hoogakker et al., 2011; Thornalley et al., 2013; Kissel
et al., 2013), magnetic properties of grains (abbreviated as ”κ ”,Kleiven
et al., 2008; Kissel et al., 2009, 2013), geochemical data such as the
Pa/Th ratio (McManus et al., 2004; Gherardi et al., 2009) and bulk
mineralogy and isotopic composition of sediments (such as Nd, Sm, Pb;
Fagel and Mattielli, 2011). The deep-ocean-circulation reconstructions
are mainly influenced by the region, the water depth and the assump-
tions contained in the reconstruction of the proxy itself. The proxies for
deep ocean circulation can be separated into proxies representing a local
property of the deep water, such as its water speed, or representing the
larger scale of a water-mass property, that will link the recorded signal
to the production of the deep water. SS and the magnetic properties
of grains belong to the first category, while δ13C , δ18O, Pa/Th ratio
and the geochemical data belong to the second category. Three of these
proxies have been most widely applied: SS, κ and δ13C .
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The SS proxy is based on the grain size of silt, which can be used to
reconstruct bottom-current strength on the basis of depositional sorting
associated with variable flow speeds (Praetorius et al., 2008). Coarser
grain sizes would indicate faster near-bottom flow speeds. The physi-
cal connection is based on Stokes’s settling principle, implying that the
grain size distribution of the sediment reflects the mean kinetic energy
of the flow (McCave et al., 1995, 2006; Praetorius et al., 2008), and that
the strength of a certain bottom current is proportional to the amount
of sortable silt at a certain location. Uncertainty in the SS proxy is con-
nected to source effects, spatial variability of the flow, downslope supply
at continental margins and the influence of ice-rafted detritus (McCave
and Hall, 2006; Thornalley et al., 2013). This method has, for instance,
been successfully applied to drift deposits, involving high sedimentation
rates, from South of Iceland to reconstruct past rates of ISOW during
the last glacial and present interglacial (McCave et al., 1995; Thornalley
et al., 2013; Kissel et al., 2013).
The second proxy κ is the volume-normalized magnetic susceptibility
measured on sediments in which titanomagnetites are the main mag-
netic carrier with uniform grain size. The transport of magnetic miner-
als from an identified source to the core location allows to deduce the
flow strength of bottom currents and its deposition along the flow path
(Kissel et al., 2009). This has been especially fruitful in determining the
ISOW strength given a source of magnetic minerals at the Greenland-
Scotland Ridge. The measurement of κ is therefore an additional source
of information complementary to SS. Uncertainties in κ are connected
to the supply of magnetic source material and spatial variability of the
flow (Kissel et al., 2013).
The third proxy δ13C is the ratio of stable isotopes 13C and 12C and is
measured in the carbonate of benthic foraminifera shells (mostly Cibi-
cidoides wuellerstorfi) and indicates the strength of ventilation includ-
ing convection. During times of convection, surface waters that are
enriched in carbon-13 compared to the deep ocean, sink and supply
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carbon-13 to the deep ocean and its fauna. Hence, higher δ13Cvalues
in benthic foraminifera are usually interpreted to indicate more down-
ward transport and subsequent mixing, and are therefore indicative of
the ventilation strength. The second most important process that acts
on the δ13Cvalues of deep ocean waters is re-mineralization of organic
carbon and is seen as a source of error (0.1-0.3‰ present ocean, Curry
et al., 1988). In the North Atlantic, deep waters have a different iso-
topic composition depending on the source region of the water masses.
For example, Antarctic bottom water (AABW) is more depleted than
NADW.
The long-term evolution of the AMOC is uncertain and mostly only the
evolution of its subcomponents, upper and lower limb or further sub-
components, such as the Florida Strait flow or the Greenland-Scotland
Ridge overflow, is estimated by proxy-based reconstructions. For ex-
ample, (Thornalley et al., 2013) measured SS in drift deposits along
a depth transect South of Iceland to reconstruct the ISOW strength
over the past 9,000 yrs. Their results show an early Holocene mini-
mum followed by a maximum of ISOW at 7,000 yrs before present (7
ka BP) and a subsequent decrease towards present-day. (Thornalley
et al., 2013) subsequently compared these reconstructions to our mod-
elling results discussed in Blaschek and Renssen (2013a), and found a
good match between the reconstructed trend in ISOW strength and the
simulated Nordic Seas winter convection layer depth (CLD). However,
convection or deep water mixing in the Nordic Seas can also be recon-
structed from δ13C . For instance, a reconstruction of Sarnthein et al.
(2003) from a site near the western Barents Sea, shows a continuous
supply of carbon-13 to the deep ocean over the Holocene,indicating a
steady long-term trend in convection without long-term changes. This
steady supply of deep waters,indicated by δ13C , towards the Iceland-
Scotland Ridge seems to be in conflict with an unsteady flow strength
South of Iceland, indicated by SS. Consequently, at first sight, different
proxy-based reconstructions suggest different trends in Holocene deep
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ocean flow. This raises the question if they are really in conflict or if
they can be reconciled? Further investigation is thus required to better
understand what these proxies represent, and to analyse how the proxy-
based reconstructions relate to model results. A first step, however, is
to discuss previous, similar modelling studies on Holocene deep ocean
circulation to see if these are consistent with the results of Blaschek and
Renssen (2013a).
Previous modelling studies have shown different trends in the simulated
Holocene ocean circulation. Renssen et al. (2005a) found a decreasing
trend of deep convection in the Nordic Seas over the last 9,000 yrs and
an increasing trend in the Labrador Sea, hence stabilizing the strength
of the AMOC by compensation. The deep convection decrease in the
Nordic Seas was attributed to the expansion of Arctic sea ice as the cli-
mate was cooling towards present-day and more sea ice interfered with
convective activity there. Renssen et al. (2005a) explained the Labrador
Sea increasing convection trend by a response to the orbitally-forced
surface cooling that enhanced surface density, and as a compensation
of the decrease in the Nordic Seas. However, they have not considered
the impact of early Holocene ice sheet melting. A more recent study by
Ritz et al. (2013), who used a hind cast modelling approach allowing to
estimate the AMOC strength from surface proxy-based reconstructions
and to compare to 231Pa/230Th ratios (McManus et al., 2004), indicative
of deep water circulation strength, found a weak decrease of the AMOC
strength over the past 10,000 yrs in agreement with the 231Pa/230Th
ratios. Incompatible to the previously presented results are simulations
from Lunt et al. (2006) employing an EMIC (GENIE-1) forced with
transient ice sheet topography (Peltier, 1994; ICE-4G) showing an in-
creasing AMOC strength over the last 10,000 yrs, only interrupted by
an abrupt event at about 9 ka BP. These results are relatively similar
to an accelerated transient simulation over the past 120 kyr employing
the FAMOUS GCM (Smith and Gregory, 2012), with the model being
forced with different ice sheet topographies (Peltier, 2004; Zweck and
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Huybrechts, 2005) showing for the past 10 kyr an increasing trend in
AMOC strength. Results indicated that the model and the subsequent
AMOC strength responded strongly to the different ice sheet configura-
tions. However, the impact of melt water was not included in the study
of Smith and Gregory (2012). In summary, different modelling studies
that included different forcings (orbital parameters, Greenhouse gases,
ice sheet topographies, melt water) indicate that the AMOC depends
strongly on these forcings and on the model employed, mainly due to
differences in model sensitivity. Hence, no consistent view on Holocene
deep ocean circulation emerges from different proxy-based and model-
based studies. Therefore we think it is useful to study this in more detail.
We focus on the following questions: What are the contributions of dif-
ferent convection areas to overflow waters and to the simulated AMOC
strength? To what extent are these model results for the AMOC con-
sistent with proxy-based reconstructions? And finally, can we explain
differences between proxies and model results, and uncover potential
biases?
To answer these questions, we provide here a more detailed analysis
of the simulated AMOC dynamics and compare these simulations with
selected proxy-based reconstructions.
In our present study, we will focus on SS, κ and δ13C , because the first
two proxies focus on the speed of bottom-water masses, whereas the
third one focuses on the activity of ventilation, therefore supply of deep
water. Thus, these three proxies describe two characteristics of the over-
turning in the North Atlantic, the density of deep water and the overall
transport or circulation of water. We compare SS, κ and δ13C recon-
structions and their long-term evolution to our model simulations that
cover the past 9kyr. These simulations were performed with a fully
coupled atmosphere-ocean sea-ice-model of intermediate complexity by
Blaschek and Renssen (2013a). The Holocene started about 11.7 kyr
BP and was dominated in its early phase by the decaying ice sheet rem-
nants from the last glacial period until about 7 kyr BP (Blaschek and
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Renssen, 2013a). During the past 7 kyrs, the Northern Hemisphere cli-
mate followed more or less the orbitally-forced summer insolation trends
(e.g. Kaufman et al., 2004; Kaplan and Wolfe, 2006; Lorenz et al., 2006),
and were only slightly affected by trends in atmospheric greenhouse gas
levels. Therefore, it is important to account for changes in ice sheets, or-
bital parameters and greenhouse gases in our simulations. We designed
four simulations including remnant ice sheet decay of the Laurentide
ice sheet (LIS), described by melt water and ice sheet topography on
land, as well as melting of the Greenland ice sheet (GIS). The LIS is
known to have released huge amounts of melt water into the Labrador
Sea and surroundings, preventing deep convection in the Labrador Sea
until about 7 kyr BP (Hillaire-Marcel et al., 2001).
In the following we highlight important features of our model (Sec-
tion 4.2.1) and give detailed information on the experimental setup
(Section 4.2.2). In Section 4.3 we introduce the results of our numerical
simulations. In Section 4.4.1 we present the proxy-based reconstructions
and discuss the reconstructions in the light of our modelling results in
Section 4.4.2.
4.2 Methods
4.2.1 The Model
We performed our experiments with the Earth system model of inter-
mediate complexity LOVECLIM (version 1.2; Goosse et al., 2010). We
employed a version of this model that includes dynamical representa-
tions of atmosphere, ocean and sea ice, land surfaces and vegetation.
Additional components, such as a dynamical ice sheet, the carbon cycle
or ice bergs have not been activated in the present study. We present
here a brief summary of the key components and refer to Goosse et al.
(2010) for more details.
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The ocean-sea-ice component is CLIO3 (Goosse and Fichefet, 1999), con-
sisting of a free-surface ocean general circulation model with a horizon-
tal resolution of 3◦x3◦ latitude-longitude and 20 vertical levels. Smaller
scale processes not explicitly resolved by the model are parameterized.
Vertical mixing and convection are parameterized via an approxima-
tion of the turbulent kinetic energy, calculating viscosity and diffusiv-
ity, and an additional convective adjustment scheme, which increases
vertical diffusivity in a statically unstable water column. To further
improve the representation of dense water flows, Campin and Goosse
(1999) included a parameterization of downslope currents within the
grid-box resolution. These approximations for sub grid ocean processes
require numerous parameters of which the isopycnal mixing is one of
the most crucial (Stone, 2004). The resolution of the model has im-
plications on the amount of details being resolved by the bathymetry
in the model compared to the real ocean. For example the Greenland-
Scotland Ridge is uniformly about 1200 m deep compared to 400-800
m in the real ocean with canyons and trenches changing on scales far
below what the model resolution does permit. The ocean model is cou-
pled to a sea-ice component (Fichefet and Maqueda, 1997, 1999) em-
ploying a three-layer dynamic-thermodynamic model. The atmospheric
component is ECBILT (Opsteegh et al., 1998), a spectral T21, three-
level quasi-geostrophic model coupled to a land-surface model that con-
tains a bucket-type hydrological model for soil moisture and runoff.
Cloud cover is prescribed according to observed present-day climatology
(Rossow, 1996). The dynamical vegetation model, VECODE (Brovkin
et al., 2002), simulates two plant types (trees and grasses) and desert as
a dummy type. In our simulations we prescribed the ice sheets manually.
LOVECLIM has been shown to have a climate sensitivity to a doubling
of CO2 concentrations just outside the lower end (1.9K after 1000yr;
Goosse et al., 2010) as found in global climate models (2.1 to 4.5 K,
Meehl et al., 2007). Deep convection takes place in both the Nordic
Seas and the Labrador Sea (Goosse et al., 2010) and the simulated deep
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Name Forcings
OG Orbitals and Greenhouse Gases
OGMELT OG + Laurentide Ice sheet melt water (0.09 - 0 Sv)
OGMELTICE OGMELT + Laurentide Ice sheet topography + albedo
OGGIS OGMELTICE + Greenland Ice sheet melt water (0.025 - 0 Sv)
Table 4.1: Summary of experimental setup
ocean circulation is in good agreement with other model results (Weaver
et al., 2012). The model has been used successfully in numerous palaeo-
climatological modelling studies, for example by Wiersma and Renssen
(2006) to investigate the 8.2 kyr BP event and by Renssen et al. (2009,
2010, 2012) and Blaschek and Renssen (2013a) in studies of the Holocene
Thermal Maximum.
4.2.2 Experimental Setup
In this study we use the results of four transient experiments OG, OG-
MELT, OGMELTICE and OGGIS that cover the last 9 kyr and have
been discussed in detail by Blaschek and Renssen (2013a) and Thornal-
ley et al. (2013). All simulations have been forced with orbital param-
eters and atmospheric greenhouse gas concentrations in line with the
PMIP3 protocol (http://pmip3.lsce.ipsl.fr). An overview of the
forcings is provided in Fig. 4.1.
We have performed one control simulation (OG) including only tran-
sient orbital and greenhouse gases and two simulations including addi-
tionally either LIS melt water (OGMELT) or the full LIS forcing (OG-
MELTICE). Following the setup of Renssen et al. (2009), the additional
freshwater flux was set to 0.09 Sv between 9 to 8.4 kyr BP, decreas-
ing slightly to 0.08 Sv between 8.4 and 7.8 kyr BP, and dropping to
0.01 Sv between 7.8 and 6.8 kyr BP (Fig. 4.1). These freshwater rates
are based on adapted estimates of Licciardi et al. (1999) and do not
include short-term drainage events like the one centred at 8.2 kyr BP
(Alley and A´gu´stsdo´ttir, 2005), because the focus of our study is on
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Figure 4.1: Summary of forcings applied in different simulations. Shown
are melt water forcings and orbital and greenhouse gas changes com-
pared to pre-industrial. Topography changes of the LIS are not
shown. Blue is the total LIS melt water flux applied in simula-
tion OGMELT, OGMELTICE and OGGIS (left axis). The Green
curve denotes the calculated GIS melt water from Peltier (2004) pre-
scribed in OGGIS (left axis). Black gives the radiative forcing due
to greenhouse gas concentrations as anomaly to pre-industrial and
the red curve gives the July 65◦N insolation anomaly after Berger
and Loutre (1991) (right axis). Greenhouse gas radiative forcing is
calculated using IPCC (2001) formulation.
multi-centennial to millennial time scales. In OGMELTICE the effect of
the disintegrating LIS was accounted for by changing the surface albedo
and topography at 50-yr time steps, interpolated from reconstructions
provided by Peltier (2004), during the period 9 to 7 kyr BP. Finally, we
have performed a experiment (OGGIS) that included the GIS melt water
flux, in addition to all forcings prescribed in OGMELTICE. As shown in
Fig. 4.1, this additional GIS melt water was set to 13 mSv for 9 kyr BP
and increases to 23 mSv from 9 to 8 kyr BP and then rapidly decreases
to 3 mSv before vanishing completely at 7 kyr BP (estimates derived
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from Peltier, 2004). Considering the coarse model grid resolution (T21),
early Holocene GIS topography changes in the model are relatively small
(Blaschek and Renssen, 2013a) and are therefore neglected in this study.
4.3 Results from transient model simulations
We propose to structure our results from the larger to the smaller scales
in the following way: First we will look at the Atlantic overturning
strength in our simulations (Section 4.3.1), which should compare well
with δ13C in Section 4.4.1.1, because both represent the overturning of
water and are likely to be in good agreement with each other (c.f. Sec-
tion 4.4.2). Secondly, we will investigate the contribution of different
convection areas to the overturning circulation (Section 4.3.2), which
will allow us to estimate the importance of these convection areas and
make connections to the overflow waters as reconstructed by SS and κ at
the Gardar Drift. Finally, we will investigate the exchange between the
Nordic Seas and the Subpolar North Atlantic as well as the balance be-
tween NADW and AABW (Section 4.3.3), which will be compared to SS-
based reconstructions at the Orphan Knoll site and δ13C reconstructions
in the eastern North Atlantic.
4.3.1 Atlantic Meridional Overturning Circulation
In our simulations, long-term changes of the AMOC strength are mainly
driven by variations in the prescribed melt water flux. Our experimental
set-up with a considerable additional freshwater input related to the LIS
and GIS melt from 9 to7 kyr, implies already that there is a difference be-
tween the early Holocene and the last 7,000 yrs. We have to distinguish
between simulations including only orbital parameters and greenhouse
gases (OG), additional melt water from the LIS (OGMELT), addi-
tional effects (albedo and topography changes on land) of the remnant
LIS (OGMELTICE) and additional GIS melt (OGGIS), as summarised
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Figure 4.2: Simulated Overturning in the North Atlantic and the South-
ern Ocean in Sv. Shown are 100 yr averages of the maximum merid-
ional stream function in the North Atlantic and Southern Ocean for 4
transient simulations. Thick lines indicate smoothed long-term trends
for OG and OGGIS (n=9).
in Tab. 4.1. The simulated AMOC strength depends therefore on these
choices and allows us to separate our analysis into an early Holocene (9
to 7 kyr), influenced by melting ice sheets and a later part (past 7 kyr),
representing the transient climate change towards present-day.
We present in Fig. 4.2 the maximum overturning strength in the North
Atlantic and the Southern Ocean, with the latter acting as a reference for
inter-hemispherical changes. The strength in the North Atlantic follows
the prescribed melt forcing in timing very precisely, indicating the rapid
response due to melt water from both the LIS and the GIS. However, we
can see different reductions in OGMELT and OGMELTICE from 8.5 to
7 kyr BP originating from changes in the topography and albedo of the
LIS, which modify the atmospheric circulation and the interaction with
the ocean. It has been previously reported (Renssen et al., 2009; Smith
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and Gregory, 2012), that the remnant ice sheet produced a downwind
cooling effect on the North Atlantic, therefore cooling the surface ocean
and allowing sea ice to expand in the whole Northern Hemisphere and
especially in the Labrador Sea (as depicted for OGGIS compared to OG
in Fig. 4.3). In the Labrador Sea at 9 kyr BP, the sea-ice area increases
by 100 ±10 % in OGMELT, OGMELTICE and OGGIS compared to OG
(sea-ice area 3.6x1011 m2) and decreases for OGMELT already at 8.7 kyr
BP. Some of the differences in AMOC strength (8.5-7 kyr BP, Fig. 4.2)
between OGMELT and OGMELTICE are related to this change in sea-
ice extent. However, this effect is not always constant and evolves with
the melt water forcing and the decay of the land-based ice sheet. For
example in the beginning (i.e. at 9 kyr BP), simulation OGMELT shows
a weaker AMOC strength (by -3 Sv) compared to OGMELTICE, because
of the positive feedback the cooling effect of the remnant ice sheet in
OGMELTICE has on the AMOC (i.e. strengthening, due to enhanced
surface density). This has been attributed to a shift of convection from
the Labrador Sea to the Irminger Sea by Renssen et al. (2009). Likewise,
as melt water from the LIS decreases at 8.4 kyr BP, the AMOC strength
increases in OGMELT (+6.2 Sv), but remains lower in OGMELTICE
(+0.6 Sv), because of the expansion of sea ice in the Labrador and the
Nordic Seas. Hence, we find that the combined forcing of melt water
and land-based ice sheet changes (topography and albedo) produce a
stronger and less melt water-dependent AMOC compared to melt-only
forcing. However, including GIS melt in OGGIS reduces the AMOC
between 9 and 8.5 kyr BP again, because of the relative closeness of
the GIS melt water to the convection area in the Irminger Sea. The
additional GIS melt water (13 mSv at 9kyr BP, Fig. 4.1) suppresses
convection there. Therefore, we can see in the early Holocene a stepwise
increase of the AMOC strength (OGGIS, 13.3 ±0.5 (>8.5 kyr BP), 16.1
±0.5 (8.5 - 7.8 kyr BP), 20.1 ±0.8 (7 kyr BP - present)) related to the ice
sheet forcing until it reaches present-day values at about 7 kyr BP (22.9
±0.6 Sv). The latter part shows a statistically significant increasing
long-term trend (consistent with the long-term orbitally-forced surface
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Figure 4.3: Deep convection areas in the North Atlantic in our model.
Shown are 50yr averages of winter maximum convection depth in
meters and maximum (red) and minimum (blue) sea-ice extent for
simulations OG and OGGIS.
cooling, +7.8 mSv/kyr), which is relatively weak compared to the much
larger changes in the early Holocene. Consequently, we conclude that
the early Holocene shows reduced AMOC strength, which comes to its
full strength at about 7 kyr BP, followed by relatively weak increase
towards present. In the Southern Hemisphere the overturning circulation
is hardly affected by the Northern Hemisphere melt water and remnant
ice sheet decay.
4.3.2 Convection areas and contribution to the overall
deep water production
The strength of the overturning circulation (Section 4.3.1) is associ-
ated with the intensity of deep convection at the different convection
areas in the North Atlantic (Kuhlbrodt et al., 2007; Jungclaus et al.,
2008). Therefore, it is important to investigate convection areas and
their contribution to the overall deep water circulation in the North At-
lantic Ocean. We have three main deep convection areas in our model:
the Labrador Sea, the Irminger Sea and the Nordic Seas, as shown in
Fig. 4.3a for simulation OG. In the early Holocene, the melt water from
the LIS and GIS (simulation OGGIS, Fig. 4.3b) reduces convective ac-
tivity in these areas, especially convection in the Labrador Sea. Due
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to the drainage of ice sheet melt water from both the LIS and GIS,
convection in the Labrador Sea, the Irminger Sea and the Nordic Seas
are reduced in the early Holocene (Fig. 4.4). In order to investigate
this transient behaviour, we calculated a first-order estimate of the nor-
malised convective volume (NCV), using the convection layer depth and
grid box area for the three convection areas normalised against their sum
(Fig. 4.4), which should give an estimation of deep water production.
Although not directly related, we find that the changes in the overturn-
ing strength (Fig. 4.2) agree well with the changes in NCV for the whole
North Atlantic in the early part (Fig. 4.4d, until 7ka BP), giving lower
values and a fast recovery. However, the long-term evolution in the
second phase towards present-day is reversed compared to overturning
strength. The results show a substantial decrease of convection (and
NCV as well), in the Nordic Seas (Fig. 4.4c) in the early Holocene, thus
potentially reducing the Greenland-Scotland overflow waters as well. It
has been previously indicated by Thornalley et al. (2013) that reduced
winter convection in the Nordic Seas (here represented by NCV in the
Nordic Seas, Fig. 4.4c) resembles flow speed changes of the ISOW, re-
sulting in less intense overflow before the major drop in ice sheet melt
at 7 kyr BP. The results support the idea that the strength of the over-
flow is linked to water-mass properties, such as the density difference
between the convected water and the surrounding waters. The question
is if this link is also visible in flow speeds South of Iceland as recorded
by SS.
4.3.3 The Subpolar North Atlantic
The subpolar North Atlantic is strongly affected by ice sheet melting
during the early Holocene, resulting in a larger density difference with
the Nordic Seas. We present the meridional velocities (negative is south-
wards) from two of our simulations (OG, OGGIS) at different depths
(Fig. 4.5). From the direction of the flow we can easily distinguish be-
tween what is flowing out of the Nordic Seas (below 1225 m) and what is
4.3. RESULTS FROM TRANSIENT MODEL SIMULATIONS 109
0.16
0.20
0.24
0.28
0.05
0.10
0.15
0.20
0.25
0.50
0.55
0.60
0.65
0.8
0.9
1.0
1.1
Around Iceland
Labrador Sea
N
ordic Seas
N
orth Atlantic R
egion
9 8 7 6 5 4 3 2 1 0
Time BP [kyr]
An
nu
a
l m
ea
n 
no
rm
a
liz
e
d 
po
te
nt
ia
l c
on
ve
ct
ive
 v
o
lu
m
e 
[1]
 (1
00
yr)
Simulations OG OGMELT OGMELTICE OGGIS
Contribution of major convection areas to North Atlantic convective volume
Figure 4.4: Estimated convection site contribution to the overall simu-
lated deep convection in the North Atlantic for three convection areas
(Labrador Sea, Around Iceland and Norwegian Sea) and the sum of
the three areas. Shown are 100yr averages of the maximum of the
convective volume, which is calculated from convection layer depth
(m) multiplied by the grid-area (m2) and normalized by the sum of
all convection areas. Boxes in Fig. 4.3a indicate the areas.
flowing into it (above 850m). These results are accompanied by density
differences between the Nordic Seas and the subpolar North Atlantic at
different depths. Before 7 kyr BP we find a higher inflow of lighter wa-
ters into the Nordic Seas, and a weaker outflow of denser waters from the
Nordic Seas at greater depth (1225-1705 m) in our simulation including
all ice sheet impacts (OGGIS) compared to OG. After 7 kyr BP there is
hardly any difference between the simulations and long-term trends do
not significantly exist in both density-difference and flow speeds. The
Nordic Seas are always denser (not explicitly shown, but indicated by
the map in Fig. 4.6) below 850 m in our model than the subpolar North
Atlantic and during the early Holocene the subpolar NorthAtlantic was
more affected by the freshening than the Nordic Seas.
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Figure 4.5: Comparison of simulated flow speeds South of Iceland and
density differences between the Nordic Seas and the Subpolar North
Atlantic from the 4 dimensional model output of our simulations
OG and OGGIS. Shown are 50yr averages of the density difference
(kgm-3) and the meridional velocity (mm/s), as well as smoothed
lines (n=9) to represent the long-term trends.
The density (Fig. 4.6) of the 1225 m level in our model between OG
and OGGIS shows that at this level the Arctic Ocean and the Nordic
Seas are denser compared to the subpolar North Atlantic. The com-
parison shows us that in OGGIS reduced convection, forced by melting
ice sheets (melt water and topography), affect the density field at this
depth in the North Atlantic considerably, especially in the Labrador Sea
and in the subpolar North Atlantic. In addition, speed and direction of
the flow are changed in OGGIS compared to OG, most noticeably South
of the Denmark Strait, where overflow waters are directed towards the
West. As expected, the density difference between the Nordic Seas and
the Subpolar North Atlantic results in stronger flow, but only across
the Denmark Strait, and clearly not across the Iceland Scotland Ridge
(ISR), otherwise we would have found this in Fig. 4.5b. To investigate
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Nordic Seas - Subpolar North Atlantic Exchange
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Figure 4.6: Simulated exchange between the Nordic Seas and the Sub-
polar North Atlantic at 1225 m depth at 9k BP. Shown are 50 yr
averages of sea water density (kgm-3, filled contours) and water flow
speeds (vectors) in the North Atlantic at the 1225 m depth level of
our model for simulations OG and OGGIS.
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this further we show in Fig. 4.7 the deep water flow across the Fram
Strait, the Denmark Strait and ISR. First, we find only small changes
in OGGIS compared to OG of deep water exchange between the Arctic
and Nordic Seas, confirming that the Arctic Ocean is not a source or a
sink of NS deep water. Second, we find a stronger overflow in OGGIS
compared to OG before 7 kyr BP in the Denmark Strait. ISOW flow
is slightly reduced before 7 kyr BP, followed by an increasing long-term
trend towards present-day. Contrary to present-day observations, ISOW
is weaker than DSOW in our model. This difference arises from the sim-
plification of the bathymetry in our model and from the fact that a flux
increases further away from the sill as more water is entrained. Never-
theless, the results indicate that in the early Holocene, the deep water
flow is redirected and increased towards the Denmark Strait. The early
Holocene increase is potentially linked to lower densities in the west-
ern North Atlantic (Fig. 4.6) compared to the eastern North Atlantic,
therefore reinforcing the flow by a steeper density gradient.
The combined deep water production of the North Atlantic results into
an export of deep waters towards the Southern Hemisphere. At present
the observed overflow waters across the GSR contribute about 40 %
(7.9 Sv, Smethie et al., 2013) of the deep waters to the total NADW
(19.6±2 Sv, Smethie et al., 2013). In Fig. 4.8 we show the strength of
the bottom cell in the Atlantic at 20◦S over the Holocene, represent-
ing either the northward AABW or the southward NADW. The export
of NADW follows closely the maximum strength of the AMOC, which
follows closely the prescribed melt water forcing and gives a weak but
steady increase towards present-day. The AABW flow strength shows in
general much less variations, and during the enhanced melting phase of
the Northern Hemisphere ice sheets, a decreased northward flow (up to
-0.9 Sv in OGGIS compared to OG), in agreement with reduced export
of NADW. However the long-term trend of AABW in OGGIS seems
to suggest a maximum at about 6 kyr BP with a continuous decrease
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Figure 4.7: Modelled flow across the major pathways in the North At-
lantic, the Fram Strait, the Denmark Strait and the Iceland-Scotland
Ridge. Shown are 100 yr averages of bottom current strength in Sv
for four simulations (OG, OGMELT, OGMELTICE and OGGIS).
Thick lines represent smoothed values (n=9) and red bars indicate
the standard deviation of simulation OG.
towards present-day (-5.2 mSv/kyr) as opposed to the long-term increas-
ing trend in NADW (+10.9 mSv/kyr). However, it should be noted that
the changes in AABW strength are relatively small (within 1 Sv).
4.4 Discussion: comparison to proxy-based re-
constructions
We would like to introduce the proxy-based reconstructions used in this
study first and describe in short what the corresponding authors have
found, and then continue with a discussion of our model results in con-
text of these proxy-based reconstructions to answer our questions from
the introduction: What are the contributions of different convection
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Figure 4.8: Export and Import of deep waters in the North Atlantic in
our model. Shown are 100 yr averages of the maximum (minimum)
of the meridional stream function of the bottom cell at 20◦S in Sv
indicating the northward flow of AABW (max) and the southward
flow of NADW (min). Thick lines show the smoothed long-term
trends (n=9) for simulations OG and OGGIS.
areas to overflow waters and to the simulated AMOC strength? And
to what extent are these model results for the AMOC consistent with
proxy-based reconstructions available? Can we explain differences be-
tween proxies and model results and potentially uncover biases?
4.4.1 Proxy-based reconstructions over the Holocene
The large number of reconstruction studies that have been published
over the past few years, have improved our understanding of deep water
circulation in the North Atlantic (Hoogakker et al., 2011; Kissel et al.,
2013; Thornalley et al., 2013). The combined interest is to extend the
limited time-period covered by observations of a major part of the cli-
mate system, the AMOC. In our study we focus on a set of SS-based
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reconstructions from Praetorius et al. (2008), Hoogakker et al. (2011),
Kissel et al. (2013) and Thornalley et al. (2013), reconstructions based
on magnetic properties from Kissel et al. (2013) as well as δ13C from
Sarnthein et al. (2003), Oppo et al. (2003), Praetorius et al. (2008) and
Kissel et al. (2013) to compare to our model results over the past 9000
yrs. The locations are shown in Fig. 4.9 and additional information on
the exact locations is presented in Tab. 4.2, as well as information on the
mean temporal resolution of the data. The time series are presented in
Fig. 4.10, grouped together by type (δ13C , SS, κ ). For individual time
series and other details we refer to the corresponding original papers and
the supplementary Fig. SI.A.1 on page 184.
In the following we summarize key aspects of each reconstruction, as
each location has some oceanographic factors that are relevant to its
interpretation.
Shackleton et al. (2000) - Iberian Margin
The authors present a δ13C record measured in benthic foraminifera
derived from a core from the Iberian margin (Fig. 4.9, MD95-2042,
3146m). Unfortunately the Holocene part of this record was not studied
in much detail in the presented study, because the focus of that study
was on phase relation between Northern and Southern Hemisphere cli-
mate change. Their results show for the Holocene an early increase of
δ13Cvalues until 7 kyr BP, followed by a strong decrease until 5 kyr
BP, a subsequent recovery by 4.5 kyr BP and a weak decrease towards
present-day. The interpretation of these variations during the Holocene
are likely to be similar to results from Oppo et al. (2003) (see below),
that show a similar decrease at about 5 kyr BP.
Sarnthein et al. (2003) - Western continental margin of the Barents Sea
Sarnthein et al. (2003) present a δ13C record from benthic foraminifera
from the Western continental margin of the Barents Sea (GIK23258-
2 at 1768m depth), near the present-day Nordic Seas convection area.
The interpretation of their results indicate that the AMOC during the
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Figure 4.9: Map of proxy core locations and schematic depiction of the
bottom-current locations, relevant for this area.
Holocene was much more stable compared to glacial times, hence the
relatively stable δ13Cvalues of 1.21 ±0.09 ‰
Oppo et al. (2003) - Feni Drift
Oppo et al. (2003) published a δ13C record from benthic foraminifera
from the ODP Site 980 at Feni Drift (Fig. 4.9, ODP980, 2179m). The
record shows increasing values (1.2‰) until 7 kyr BP, followed by long-
term fluctuations with two minima at about 5 kyr and 2.8 kyr BP.
The location of this core allows to monitor the influence of NADW ver-
sus Southern originating waters, such as Lower Deep Water (LDW) or
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Antarctic Bottom Water (AABW), therefore showing times of enhanced
or reduced NADW production. The authors conclude that strong vari-
ations (mostly a decrease) of NADW (at about 5 kyr BP) can occur
without the interference of large ice sheets, therefore NADW seems to
be more sensitive to larger changes than has been previously anticipated
in interglacials.
Praetorius et al. (2008) - Gardar Drift
The authors present the core of the Ocean Drilling Program Site 984
(Fig. 4.9, ODP984, 1648m), with reconstructions based on both δ13Cand
sortable silt. The location allows reconstructing ISOW at a certain
depth. The authors find that during the Holocene variations in the cur-
rent strength (SS) are observed without corresponding variations in the
source water (δ13C ). For example the record shows a rise of δ13C from
10 to 5 kyr BP, a subsequent drop until 3 kyr BP followed by higher
values again by 1 kyr BP. The corresponding SS record shows hardly
any variations but a weak long-term increasing trend. This indicates
that δ13Cvalues are not always associated with changes in the current
strength, thus according to these authors it is important to pair both
proxies for an integrated view of the dynamics of the overturning circu-
lation (Praetorius et al., 2008).
Hoogakker et al. (2011) - Orphan Knoll and Gardar Drift
Hoogakker et al. (2011) present two high-resolution sortable silt records
from the Gardar Drift (2620m) and the Orphan Knoll (3448m; Fig. 4.9,
named MD99-2251 and MD95-2024) sites. The flow speeds near the
Gardar Drift site are likely to represent changes in the ISOW at a certain
depth and give a long-term decreasing trend towards the present. Kissel
et al. (2013) have raised some doubts about the reliability of the results
from MD99-2251, due to influences from the coring process. However,
flow speeds at the Orphan Knoll represent the deepest North Atlantic
water-mass and describe the characteristics of a kind of final NADW
mass, after ISOW, DSOW and LSW have been incorporated. Still, there
are potentially more water masses that can influence flow speeds at that
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location such as the Lower Deep Water (LDW), Antarctic BottomWater
(AABW) and Subpolar Mode Water (SPMW). The long-term trend at
the Orphan Knoll is weak, but increasing over the past 10,000 yrs.
Kissel et al. (2013) - Charlie-Gibbs Fracture Zone (CGFZ) and Gardar
Drift
This study introduces a new and updated (compared to Kissel et al.,
2009) reconstruction based on magnetic property records at the Gardar
Drift (2607m) and at the CGFZ (3757m), where the ISOW flow west-
wards. The core at the Gardar Drift is in close proximity of Hoogakker
et al. (2011)’s core MD99-2251, allowing a close comparison between
SS and the reconstructed κ . The second core lies further south at
the CGFZ, providing sortable silt, κ and δ13C . The combination of all
three proxies from one core is a good anchor in the comparison towards
each other. The record at the Gardar Drift, representing ISOW current
strength, shows higher values in the early Holocene, with a minimum at
8.2 kyr BP, followed by a new maximum at 6.5 kyr BP and a subsequent
decrease towards present. The second core further south shows similar
trends in magnetic properties, but reconstructed values of SS differ es-
pecially in the earliest part of the Holocene. The δ13Cvalues are lower
in the early Holocene and remain relatively constant after 7 kyr BP.
The core near the CGFZ is likely to show not only ISOW influences,
but some impacts from other water masses such as LDW as well (Mc-
Cartney, 1992; LeBel et al., 2008; Kissel et al., 2013). The polynomial
fit is different between the original paper (n=5) and the data presented
here (n=13).
Thornalley et al. (2013) - Gardar Drift
Thornalley et al. (2013) introduce a new reconstruction based on sortable
silt from multiple cores at different depth along the main axis of the
ISOW over the past 9,000 yrs (Fig. 4.9, named by us as Gardar-stack). In
total 13 cores (in a depth range of 1200-2400m, including the Praetorius
et al., 2008 data) have been used to reconstruct the strength of the
ISOW. The multi-core setup allows the reconstruction to account for
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Core Investigator Parameter Location Depth Temporal Res.
Gardar-Stack Thornalley et al. (2013) Mean SS Gardar Drift 1200 -
2400m
1000 yr (bins)
MD99-2251 Hoogakker et al. (2011) SS Gardar Drift 2620m 13 ± 5 yr
MD95-2024 Hoogakker et al. (2011) SS Orphan
Knoll
3448m 50 ±15 yr
ODP984 Praetorius et al. (2008) SS, Gardar Drift 1648m 770 ±680 yr
δ
13C 380 ±440 yr
MD08-3182Cq Kissel et al. (2013) SS, CGFZ 3757m 50 ±90 yr
κ 40 ±70 yr
δ
13C 40 ±25 yr
MD03-2767Cq Kissel et al. (2013) Mag. Sus. Gardar Drift 2607m 25 ±10 yr
GIK23258-2 Sarnthein et al. (2003) δ13C W. Barent
Shelf
1768m 60 ±60 yr
ODP980 Oppo et al. (2003) δ13C Feni Drift 2179m 80 ±50 yr
MD95-2042 Shackleton et al. (2000) δ13C Iberian Mar-
gin
3146m 710 ±300 yr
Table 4.2: Summary of proxy-based reconstruction studies and their core
information as displayed in Fig. 4.9. The temporal resolution is given
as means and standard deviation from the spacing between points.
the vertical migration of the main axis of the ISOW. The authors have
shown that their reconstructed overflow strength from SS corresponds
well with winter convection layer depth in the Nordic Seas modelled
by Blaschek and Renssen (2013a), employing the very same model as
this study. The concept behind is that denser waters, as indicated by
a deeper mixed layer depth, will overflow faster across the ISR and will
be recorded by SS after the sill. The SS-based reconstruction reveals
a maximum ISOW strength at 7 kyr BP with a subsequent decrease
towards present-day.
We conclude that in all records some impacts have been found that re-
late to their specific location and can influence the reconstructed values
on different time-scales. However, what these impacts are and how these
have evolved over time, is uncertain. Our interest in the present study is
on long-term trends, such as millennial changes in the AMOC strength.
When we compare δ13Cand SS records in Fig. 4.10, we can see that
some long-term trends agree with our simulation results and some dis-
agree. We propose to look at the three proxies separately first,before we
continue with the combined discussion in Section 4.4.2.
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Figure 4.10: Holocene proxy-records δ13C , Magnetic Susceptibility (κ )
and Sortable Silt (SS) from the 9 different locations shown in Fig. 4.9.
The upper panel shows δ13Cvalues for GIK23258-2 (Sarnthein et al.,
2003), MD95-2042 (Shackleton et al., 2000), ODP980 (Oppo et al.,
2003) and ODP984 (Praetorius et al., 2008). The middle panel shows
normalized κ records for MD03-2676Cq and MD08-3182Cq (Kissel
et al., 2013). The lower panel shows normalized SS records for
Gardar-stack (Thornalley et al., 2013), MD95-2024 and MD99-2251
(Hoogakker et al., 2011) and ODP984 (Oppo et al., 2003). Thick lines
denote smoothed splines (n=9 or n=13) to give longer term trends.
The normalized values are divided by their corresponding range. For
absolute values we refer to the supplementary information A on page
183.
4.4.1.1 Reconstructions based on Carbon 13
From 10 to 7 kyr BP the δ13C records of the various locations share a rel-
atively similar upward trend that originates from numerous feedbacks
such as less vegetation, a cooler and saltier ocean, ocean circulation
and changes in the calcification budget of the ocean on glacial to inter-
glacial time scales (Broecker and Peng, 1986; Ko¨hler et al., 2005; Jansen
et al., 2007). Lower values are in general found during glacial times,
rising to higher values during interglacials. At about 7 kyr BP the cores
to the eastern North Atlantic (MD95-2042, ODP980) show lower val-
ues and higher variability compared to the one core near the western
Barent Sea margin, in the Norwegian Sea. This difference has been dis-
cussed by Hoogakker et al. (2011) and they propose that this difference
emerges due to an increase of LDW volume (low δ13Cvalues originat-
ing from AABW) and the onset of deep eastward advection of LSW,
as the Labrador Sea convection started at about 7 kyr BP (Hillaire-
Marcel et al., 2001). Oppo et al. (2003) interpreted δ13Cfluctuations
on millennial timescales in core ODP980 as an indicator of northern vs.
southern deep water influence, arguing as well that a strong reduction in
δ13Cmust be the result of mixing with a depleted δ13Cwater mass such
as LDW originating from AABW. Oppo et al. (2003) have argued that
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it is likely that these variations in δ13Care originating from a Southern
source rather than a Northern source. In the Norwegian Sea (GIK23258-
2) the reconstructed δ13Cvalues are relative constant for the rest of the
Holocene, with minor variations, thus indicating that a continuous sup-
ply of deep water must have reached the site. The core MD08-3183Cq
near the CGFZ shows overall lower values in the early Holocene, particu-
larly at about 8.8 kyr BP, followed by relative constant values from 7 kyr
BP towards present. The offset compared to the other reconstructions
can potentially indicate the mixing of LDW and ISOW.
In summary, the δ13C records from different locations in the North At-
lantic show an early Holocene increase and from 7 kyr BP onwards higher
variability in the sub-polar North Atlantic compared to the Nordic Seas.
This indicates weaker vertical mixing or convective activity in the early
phase and evenly strong activity towards the present with influences
from AABW at the core locations South of Iceland impacting the recorded
signal there. The early Holocene phase is, however, potentially impacted
by the glacial to interglacial differences and not only by changes in the
ocean circulation.
4.4.1.2 Reconstructions based on Sortable Silt
The long-term trends in the SS-based reconstructions from different sites
do not exhibit a common trend, but some of the reconstructions agree
with each other. Therefore we have to make a distinction based on their
location. In our comparison, four out of five sites are from the area South
of Iceland at the Gardar Drift (MD99-2251, ODP984, Gardar-stack) and
at CGFZ (MD03-3182Cq) and one is from the Orphan Knoll site near
the Labrador Sea (MD95-2024). The latter one is thus representing a
”down-stream” water mass, including ISOW, DSOW, LDW and LSW.
Four of the SS-based reconstructions are created from a single core and
one uses multiple cores at different depth (Gardar-stack). The advan-
tage of a multi-core reconstruction is that a potential migration of the
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main flow can be considered and an overall strength can be calculated by
weighting normalised sortable silt by its depth (Thornalley et al., 2013).
Thornalley et al. (2013) have reported that the core of the ISOW was
shallower (∼1400m) in the early Holocene, deepest at about 5 kyr BP
(∼2200m) and again becoming shallower (∼1800m) towards the present-
day. This suggests that the interpretation of long-term trends in a single
core should consider its depth and position. In Fig. 4.10 we present nor-
malised SS records (divided by their range) that are comparable to each
other. Regardless of their actual position, we find that there are dif-
ferent long-term trends in all reconstructions. The Gardar-stack shows
weaker values in the early Holocene followed by a maximum around 7
kyr BP and a decrease towards present-day. The Labrador Sea core
(MD95-2024) gives a weak but variable increase towards present-day.
MD99-2251 gives a steady but variable decrease towards present-day,
similar to the decrease in MD08-3182Cq from 8 kyr BP towards present
and ODP984 exhibits hardly any long-term trend. Despite the rela-
tively coarse temporal resolution (∼1000 yr) of the Gardar-stack, the
long-term decrease after 7 kyr BP agrees with a decrease in MD99-2251
and MD08-3182Cq, but before 7 kyr BP only MD08-3182Cq and the
Gardar-stack agree.
4.4.1.3 Reconstructions based on Magnetic Susceptibility
The two reconstructions from a core at the Gardar Drift (MD03-2676Cq)
and a core near the CGFZ (MD08-3182Cq) show remarkably similar
long-term evolutions (Fig. 4.10). Both records show an early Holocene
decrease with a local minimum at about 8.5 kyr BP followed by an inter-
mediate maximum between 7 and 6 kyr BP and a subsequent decrease
towards present-day. The core at the Gardar Drift is in close proxim-
ity to the SS record of core MD99-2251 and indicates similar variability
and long-term trends. The Gardar-stack SS record agrees even closer
to the κ from MD03-2676Cq from 8.5 kyr BP towards present. Thus,
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supporting the reconstruction of deep water flow from both proxies, SS
and κ .
In summary, the strength of the deep ocean circulation during the Holocene
is not clear from all the reconstructions we looked at. Most of the
δ13C records seem to agree to some extent that the overturning strength
increased from the early Holocene to present-day, whereas the sortable
silt records South of Iceland seem to show that the ISOW strength de-
creased over the Holocene and the strength of deep water flow increased
in the Labrador Sea over the Holocene. The κ -based reconstruction
agrees relatively well with some of the SS-based reconstructions, sup-
porting the early Holocene decrease, a maximum at about 7-6 kyr BP
and the long-term decrease in ISOW strength. The question is if and
how these results can be actually reconciled. Our model results might
be helpful to answer this question.
4.4.2 Discussion of model results and proxy-based recon-
structions
The goal of this study is to get a better understanding of Holocene
changes of the North Atlantic ocean circulation and compare model re-
sults to reconstructions from proxies. We have introduced reconstruc-
tions based on δ13C , SS and κ records from the subpolar North Atlantic
and the Nordic Seas in Section 4.4.1 (Fig. 4.10) and have shown results
from four transient model simulations in Section 4.3. In this section we
discuss modelled and reconstructed deep water circulation.
Carbon Isotopes
From the δ13C -based reconstructions we might conclude that there is an
early part, where all records presented give increasing values until about
7 kyr BP, when different signals start to emerge. In our first attempt we
compare these reconstructions with the stream function of the AMOC
to represent the volume transport on a large scale. Indeed there are
some similarities, a relatively weak early part followed by a relatively
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stable part, with higher values until present. However cores MD95-2042
(Iberian Margin) and ODP980 (Feni Drift), which are located in the
eastern North Atlantic, seem to show much higher variability within
the last 7,000 yrs than the core in the Norwegian Sea (GIK23258-2).
It has been argued by the authors of these reconstruction studies that
the δ13Cvalues are likely to have been affected by the supply of LDW,
originating from AABW, which is particularly low in carbon isotopes.
This is potentially also visible in the overall lower δ13Cvalues from core
MD08-3182Cq (3757m), which shows a strong minimum at 8.8 kyr BP
and some variations 6 and 4 kyr BP, similar to cores in the eastern North
Atlantic. Thus, strong variations in δ13Ccould indicate the balance be-
tween LDW and ISOW and as we showed in Fig. 4.8 the strength of the
simulated AABW flux shows some small changes (0.9 Sv) and gives a
maximum at around 6 kyr BP. Therefore our model results seem con-
sistent with the δ13C records, with variability induced by the supply of
deep waters from the Southern Hemisphere. Therefore, a site that is
not influenced by these impacts from the Southern Hemisphere could
correspond better to the strength of the AMOC in our model. For this,
we could use core GIK23258-8 from the shelf of the Western Barent Sea.
Indeed there seems to be a better correspondence between simulated
AMOC strength (as in Fig. 4.2a) and δ13Cof the benthic foraminifera
from this core. The question remains, however, why the magnitude of
the early decrease in AMOC strength is not that well recorded at this
site, as changes in the modelled AMOC strength are stronger and would
suggest stronger impacts in δ13Cas well. However, from our analysis of
the convection areas (Fig. 4.3), it has become clear that the NS site is
not shutdown, but its ventilation depth is reduced in the early Holocene
(Fig. 4.4c), which is potentially still sufficient to supply enough 13C to
the bottom. Therefore, changes that are to be recorded in δ13Chave
to affect the supply of deep waters, or the magnitude of changes to
the overall AMOC strength is underestimated. However, the long-term
downward trend in convective volume from NS is as well not recorded in
GIK23258-8, because the signal is probably too weak to show up in this
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ventilation proxy. Thus, it can be concluded that the site is a good in-
dicator of NS convection, but changes in the strength of the AMOC are
only represented when the NS convection area is affected, showing po-
tentially strong variations when it is shut down or restarted. Variations
in δ13C in the subpolar NA are likely to be influenced by AABW supply,
but it cannot be said with certainty from a comparison to our model re-
sults. Changes in the total solar irradiance (TSI) or volcanic eruptions
or other potentially unknown changes are not included in our simula-
tions, which might be responsible for stronger variations in these proxies
(Oppo et al., 2003; Praetorius et al., 2008) or the AMOC strength.
Sortable Silt
The SS-based reconstructions at different core locations in the subpolar
North Atlantic, give different long-term trends that are influenced by
their location and their depth. For the reconstructions near the Gardar
Drift (MD99-2251, ODP984, Gardar-stack) we find that the long-term
trends vary substantially between the reconstructions. It has been noted
by Thornalley et al. (2013) that single core reconstructions have a po-
tential weakness, as the position of the main flow axis can migrate with
depth, potentially creating a signal that is not necessarily related to
changes in flow speed. However, long-term trends in SS hardly compare
to the evolution of the AMOC strength in our model (Fig. 4.2). A closer
match was found between, on the one hand, simulated changes in mixed
layer depth or convective volume in the NS (Fig. 4.4c), and on the other
hand the reconstructed SS-based overflow evolution at the Gardar Drift
from the Gardar-stack. This suggests that a link between deep water
production, its water mass properties and the recorded SS South of Ice-
land exists. Therefore, when convection is shallower, less dense waters
are produced and exported via the ISR and result in less deep water
flow, leading to a maximum of SS that is recorded in a shallower core.
The ISOW is influenced by the actual depth of convection in the NS, but
also by the density structure of the subpolar North Atlantic (Thornal-
ley et al., 2013), which will influence how deep overflowing waters will
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sink and mix. Thus, it is important to know what the density difference
between the subpolar North Atlantic and the Nordic Seas was during
theHolocene. Our analysis shows that the density difference (Fig. 4.5)
increased before 7 kyr BP in a simulation including remnant ice sheet
melt waters (OGGIS) compared to a simulation including only orbital
and greenhouse gases (OG). From Fig. 4.6 it is clear that the density in
OGGIS decreased compared to OG all over the North Atlantic at that
depth and most likely in the whole water column as well due to ice sheet
melting. During this early phase, the potential for overflow waters was
actually increased and in Fig. 4.7, we find that the modelled DSOW
strength is increased, whereas the ISOW strength is decreased. Our
model shows higher DSOW strength at present-day compared to recent
observations (Smethie et al., 2013), which might indicate an unsuited
comparison of reconstructed and modelled deep water flow strength at a
site influenced by either DSOW or ISOW. A potential source of this bias
could be the simplified bathymetry in the model. However, the origin
of these waters is undeniably the NS convection site and changes will
be exported either via the Denmark Strait or the ISR. Thornalley et al.
(2013) used this argumentation already and more information from the
same model does not help to explain these reconstructions better. The
relatively low resolution of our model does not allow looking at depth
changes along the main axis of the ISOW. Nevertheless, we find that
simulated lower flow speeds at the Gardar Drift site (Fig. 4.5b) agree
with lower SS-based flow estimates in the early part before 7kyr BP, but
modelled long-term trends do not correspond to trends seen in either
mean SS or modelled NS convection depth.
Considering all our results presented in this study, we cannot find a
consistent explanation for the long-term decreasing trend of SS in MD99-
2251 at the Gardar Drift, especially as values at about 9.4 kyr BP are
highest. It has been noted by Kissel et al. (2013) that this core might
have some perturbation due to the coring process itself, implying that
the results may be less reliable. Some of the SS-based reconstructions
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have a higher variability compared to the δ13C -based records as well as
some other SS records, partly because of a higher temporal resolution
(Tab. 4.2). However, the long-term increasing trend in MD95-2024 in
the Labrador Sea is consistent with the simulated trend in Labrador Sea
convective volume (Fig. 4.4b). The location of the core and its depth
(3448 m) would also suggest that there might be a link to the NADW
flow (Fig. 4.8b) and its strength over the Holocene. Indeed weak long-
term increasing trends can be found in both simulated NADW strength
and SS-based flow speed in the second phase (after 7 kyr BP), in contrast
to the early phase. Nevertheless this similarity is rather small.
Magnetic Susceptibility
Reconstructions from the Gardar Drift and the CGFZ indicate simi-
lar long-term trends and correspond well with SS-based reconstructions
from the Gardar Drift, indicating a close relationship to ISOW. Given
this similarity, κ values correspond as well with NS convection depth
(Fig. 4.5b), showing an early Holocene low (8.8-8 kyr BP), followed by
a maximum (7-6 kyr BP) and a subsequent decrease towards present.
At this point it is unclear whether the mismatch between modelled
AMOC strength and reconstructed deep water flow can be attributed to
localised effects that are important for the proxy signals, but cannot be
resolved by the model, or to a more fundamental problem in the model
and its deep water production, flow and overturning. Considering that
we employed this model, we think it is appropriate to conclude with a
discussion of our model’s performance and emphasise the need for higher
resolution models to conduct long-term experiments including several
different forcings. In a present-day comparison of CMIP5 and EMIC
models (Weaver et al., 2012), LOVECLIM produces a maximum of the
AMOC flow (23.2 Sv) that is somewhat higher than the majority of
the models, while the decrease of the AMOC strength to future warm-
ing is comparable to most models used in that study. Unfortunately,
there are hardly any comparisons of deep water flow including multiple
models, as well as palaeo-modelling studies discussing past deep water
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circulation changes in details (besides Thornalley et al., 2013). From
present-day observations (Smethie et al., 2013) we know that our model
shows weaker ISOW and stronger DSOW and that a comparison to re-
constructions depending only on one of these components alone might be
impacted by this specific bias. However, we have to emphasise that the
agreement between the ISOW strength recorded from SS in the Gardar-
stack and the convective volume in the NS is still valid, as the source
signal is likely to be transported to the location of the reconstruction.
4.5 Conclusions
We have compared four transient simulations over the past 9,000 yrs
including early Holocene remnant ice sheet decay to proxy-based recon-
structions using δ13C , κ and SS in the North Atlantic. We have in detail
tried to reconcile the different long-term trends in the reconstructions
with the help of our model results, to gain a better understanding of the
AMOC changes of the past 9,000 yrs. In summary our results indicate
the following:
• δ13C in the Norwegian Sea allows reconstructing convective activ-
ity in the Norwegian Sea. The record shows an increasing trend
from the glacial until about 7 kyr BP, followed by relatively stable
values towards present-day. However, the actual strength of the
deep ocean flow is not recorded, and only stronger changes that
affect the supply of deep water can alter the recorded δ13Csignal.
• δ13C in the subpolar North Atlantic is influenced by 13C-depleted
waters originating from AABW, leading to low values at North
Atlantic sites. Our investigation partly supports the idea that
long-term variations seen in δ13C -values are likely to be caused
by the influence of AABW in the deep North Atlantic. However,
the corresponding variations in AABW advances and retreats are
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weak in the model and give therefore only an indication of these
dynamics.
• We find a good agreement between depth-weighted SS and κ at
the Gardar Drift with simulated Nordic Seas normalized convective
volume, suggesting a direct link between ISOW and NS convection
activity. The combined results suggest weaker ISOW at 9 kyr BP,
followed by a maximum at about 7-6 kyr BP and a subsequent
decrease towards present-day.
We can conclude from this comparison that localized changes recorded
in proxy-based reconstructions are difficult to assess in a relatively low-
resolution model like LOVECLIM, because most local features that
might be important are likely to be missing. It is uncertain if using
higher spatial resolutions would resolve this discrepancy, because local
impacts can be defined from narrow changes in bathymetry in the real
ocean that will be under represented in even the highest resolved model.
However, in terms of the origin of deep water and dynamical water
mass properties, the model showed promising results in agreement with
highly complex SS reconstructions at the Gardar Drift. Considering the
long-term evolution of the AMOC, we have shown that despite the early
Holocene melt water-induced reduction, the long-term trend is relatively
stable, contrary to trends from reconstructed subcomponents, thus sug-
gesting either a balancing mechanism or a localization of reconstructed
values.
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Chapter 5
The influence of Greenland
Ice sheet melting on the
Atlantic meridional
overturning circulation during
past and future warm
periods: a model study
Based on: Blaschek, M., Bakker, P., and Renssen, H.: The influence
of Greenland ice sheet melting on the Atlantic meridional overturn-
ing circulation during past and future warm periods: a model study,
Climate Dynamics, pp. 1–21, doi: 10.1007/s00382-014-2279-1, 2014
The sensitivity of the climate system to changes in radiative forcing
is crucial for our understanding of past and future climates. Espe-
cially important are feedbacks related to melting of ice sheets like the
Greenland Ice Sheet (GIS) and its potential impact on the Atlantic
meridional overturning circulation (AMOC). These effects are likely
to delay and dampen predicted long-term warming trends. Estimates
of climate sensitivity may be deduced from palaeoclimate-reconstruc-
tions, but this raises the question whether past climate sensitivity is
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applicable to the future. Therefore we have analysed the impact of
GIS melt water on the AMOC strength in two past warm climates
(Last Interglacial and early Present Interglacial) and three future
scenarios with three different model parameter sets. These model
parameter sets represent three different model sensitivities to fresh-
water perturbation: low, moderate and high. In both the moderate
and high sensitivity versions, we find for lower GIS melt rates (below
54 mSv, Sv = 106 m3/s) a clear difference between past and future
warm climates in the sensitivity of the AMOC to GIS melt. This dif-
ference is connected to the convective activity in the Labrador Sea
and the amount of additional surface freshening by sea ice melting.
In contrast, for higher GIS melt rates (over 54 mSv) we find similar
reductions of the AMOC strength in all cases. Considering the low
sensitivity version of our model, we find that for all GIS melt rates
the influence of freshwater forcing on the AMOC is independent
of the background climate. Our results and implications are thus
strongly determined by the parameter set considered in our model.
Nonetheless, our results from two out of three model versions suggest
that proxy-based reconstructions of past AMOC sensitivity to GIS
melt are likely to be misleading if interpreted for future applications.
5.1 Introduction
It is fundamental to know the climate system response to changes in
radiative forcing in order to understand future climate change. This re-
sponse involves different feedbacks and recent studies (Roe, 2009; Ko¨hler
et al., 2010; Lunt et al., 2010; Palaeosens Project Members et al., 2012;
Zeebe, 2013) emphasize the importance of so-called slow feedbacks, in-
volving changes in ice sheets, vegetation, ocean circulation and biogeo-
chemical cycles, to have a considerable effect on long-term climate sen-
sitivity and result in a prolonged warming in simulations forced by fu-
ture emission scenarios. One such feedback is related to the melting of
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the Greenland Ice Sheet (GIS) and its potential to weaken the Atlantic
Ocean circulation strength. However, the impact of this slow feedback
has until now hardly been taken into account in the IPCC AR4 ensem-
ble projections of future climate change, with the exception of IPSLCM4
(Swingedouw et al., 2006, 2007; Schneider et al., 2007). Therefore, in
this paper we study the impact of GIS melt on the behaviour of the
Atlantic Meridional Overturning Circulation (AMOC) under warm past
and future climate conditions.
The AMOC is part of the global ocean circulation and transports heat in
the near-surface layer from the Tropics to the Northern Hemisphere mid-
and high-latitudes. Today the northward heat transport of 1.33±0.4
PW at 26◦N (Johns et al., 2011) in this current system contributes
to a relatively warm Northern Hemisphere climate, in particular over
Europe. This oceanic heat transport is dominated by the AMOC (88%
or 1.18 PW, Johns et al., 2011), that transforms northward moving
relatively saline waters into North Atlantic Deep Water (NADW) and
returns these waters southward in the deep ocean. Convection of waters
from the surface to the deep ocean is largely determined by the heat
exchange between ocean and atmosphere that is in turn sensitive to a
stratification of the ocean surface and to the insulation effect of sea ice
(Ganopolski and Rahmstorf, 2001; Kuhlbrodt et al., 2007). In the North
Atlantic basin there are at present three main regions where deep water
formation occurs, in the Nordic Seas, Labrador Seas (e.g. Marshall and
Schott, 1999) and the Irminger Sea (Pickart et al., 2003).
Climate model simulations indicate that a projected temperature rise of
up to 4.4 K by 2100 AD outlined by the IPCC AR4 (scenario A1B) is
accompanied by more precipitation (globally 1 to 6% more, Meehl et al.,
2007) over the North Atlantic, higher river inflow as well as increased
melt water discharge from the GIS (3 to 24 mSv until 2100 AD, Meehl
et al., 2007). The expected increases in sea surface temperatures and
precipitation over convection areas will lower sea surface density, and is
expected to weaken deep convection, and thereby potentially decreasing
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the AMOC strength by 25% at the end of this century (Schmittner et al.,
2005; Meehl et al., 2007). The northward meridional heat transport is
likely to follow this trend, unless it is compensated by a strengthened
baroclinic gyre circulation as found by Drijfhout and Hazeleger (2006)
in ensemble predictions of the near future. In simulations of the next
century, the impact of enhanced melting of the GIS has mostly been
neglected in IPCC AR4-type models (Meehl et al., 2007; Srokosz et al.,
2012) as well as in the recent update AR5 (CMIP5, Weaver et al., 2012).
There are a few exceptions, such as the studies by Fichefet et al. (2003),
Swingedouw et al. (2007) or Hu et al. (2011). The latter found that
only high GIS melt rates (a total of ∼0.3 Sv over 100 yrs) will cause a
significant weakening of the AMOC and indicate that AMOC-induced
cooling is not likely to overcome greenhouse-induced warming. This con-
firms a previous result from Ridley et al. (2005), who found a complete
retreat of the GIS within 3,000 yrs, but only small long-term effects on
the global climate employing a GCM coupled to a dynamical ice sheet
model.
All climate model predictions crucially depend on the Earth system’s
sensitivity of the model under consideration. In climate models, Earth
system’s sensitivity is not a single tuneable parameter, but the net ef-
fect of all included processes and their parameterizations, as well as all
internal feedbacks. The AMOC’s sensitivity to GIS melt is one part
of the Earth system sensitivity and thus relevant for evaluation of fu-
ture projections. However, large uncertainty remains concerning the
AMOC’s sensitivity (Stouffer et al., 2006), its stability (Hofmann et al.,
2009) and its long-term impact on the Earth system’s sensitivity (Meehl
et al., 2007; Zeebe, 2013). Studying the relation between the AMOC
and GIS melt in the past can help constrain the impact of GIS melt on
the climate sensitivity to freshwater perturbations. In a model study
of past, present and future AMOC strength and its sensitivity to GIS
melting, Swingedouw et al. (2009) reported that the background climate
state is important for the AMOC’s sensitivity and that the response is
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not linear with the freshwater forcing. This has been previously in-
vestigated by Ganopolski and Rahmstorf (2001), who found the cooler
glacial climate to be more sensitive to freshwater input than the warmer
interglacial climate, partly because of the ice-albedo feedback involving
sea ice and the position of deep convection sites. Indeed, palaeoclima-
tological reconstructions provide strong evidence for higher sensitivity
of the AMOC under glacial conditions, instabilities (e.g., Bianchi and
McCave, 1999; Elliot et al., 2002; Rahmstorf, 2002; Alley, 2007; Srokosz
et al., 2012) and abrupt shifts between different modes of operation
(Rahmstorf, 2002). An important question is whether climate models
are sensitive enough to reproduce such abrupt behaviour (Valdes, 2011).
However, abrupt changes in the strength of the AMOC appear largely
absent during interglacial periods, with the exception of a number of
events during the early deglaciation phases of the interglacials (Alley
et al., 1997; Lang et al., 2010; Irval et al., 2012). All the above gives
rise to the question whether we can relate past changes in GIS melt and
AMOC strength to evaluate future scenarios.
We present a systematic investigation of changes in the AMOC’s re-
sponse in simulations covering different warmer than present-day back-
ground climates (Last Interglacial, Present Interglacial, Future) and dif-
ferent GIS melt scenarios (ranging between 0 and 100% GIS mass loss),
performed with a coupled global climate model. Indeed, estimates of
GIS melt rates during the LIG and PIG (respectively 12.7 mSv at 125
kiloyear before present, hereafter ka BP; van de Berg et al. (2011); up to
26 mSv at 9 ka BP, Peltier, 2004; Blaschek and Renssen, 2013a) suggest
that these were within the middle to upper range of what is expected
for the future (3 to 24 mSv by 2100 AD, scenario A1B, Meehl et al.,
2007). We argue that, with the time dependence of Earth systems sen-
sitivity in mind, our approach enables us to estimate to what extent
future AMOC changes are going to be similar to past changes. To take
into consideration the importance of the model-dependent AMOC sen-
sitivity to freshwater forcing, we include three different model versions
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with different AMOC sensitivities (low, medium and high). In short, our
objective is to quantify three different aspects of the AMOC response to
GIS melt: 1) characteristics of the warm background climate, related to
the corresponding radiative forcing, 2) different magnitudes of GIS melt,
and 3) different model sensitivities of the AMOC’s response to a melt
water perturbation. Investigating these aspects will enable us to assess
the underlying question to what extent we can use past warm climates
to infer the AMOC’s response to future climate warming.
In the following we review the important features of our model (Sec-
tion 5.2.1) and outline the experimental set-up in Section 5.2.2. In Sec-
tion 5.2.3 we provide a description of the considered three time periods
and the main characteristics of the simulated background climates. Sec-
tion 5.3 presents the simulated AMOC characteristics, the role of sea-ice
feedbacks and the discussion of the results and the context.
5.2 Methods
5.2.1 The Model
We performed experiments with the Earth system model of intermedi-
ate complexity (EMIC) LOVECLIM (version 1.2; Goosse et al., 2010).
We included the interactive atmospheric, oceanic, sea ice and land sur-
face components, but disabled the dynamical ice sheet model. In our
approach GIS melt rates are prescribed and therefore allows a system-
atic analysis of its impacts as well as a precise control of the forcing,
which is harder or even impossible to achieve when using a dynami-
cal ice sheet component in a coupled model set-up. The elevation and
extent of the GIS are fixed at present-day conditions, therefore snow
and liquid precipitation accumulated on the ice sheet will be drained
back to the ocean. Consequently, we do not take into account the neg-
ative impact of AMOC weakening on the GIS melt rate or atmospheric
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changes due to a diminished ice sheet. It has been previously shown that
feedbacks involve changes in sea-ice cover, precipitation patterns and at-
mospheric circulation (Lunt et al., 2004; Junge et al., 2005; Stone and
Lunt, 2013), which affect the GIS itself, but also its surroundings. Lunt
et al. (2004) argue that due to the decreased orography and change
in albedo, temperatures rise in Greenland and reduce the meridional
temperature gradient resulting in a reduced meridional heat transport.
Arguably this is not to be neglected. However, Junge et al. (2005) find
the atmospheric resolution of a model to be an important criteria of the
potential impacts of a lowered GIS. Therefore, it is uncertain whether
these effects are competing on the sensitivity of the AMOC to GIS melt
or not. Future research including interactive ice sheets could address
these uncertainties and their impact on AMOC stability. Here we in-
troduce only key-aspects of the model and refer for more details and a
discussion of the performance of LOVECLIM under present-day, past
and future forcings to Goosse et al. (2010).
The sea-ice-ocean component of LOVECLIM (CLIO3; Goosse and Fichefet,
1999) is a free-surface ocean general circulation model with a horizontal
resolution of 3 x 3 degrees latitude-longitude and 20 vertical levels, cou-
pled to a sea-ice component (Fichefet and Maqueda, 1997, 1999). The
atmospheric component (ECBILT; Opsteegh et al., 1998) is a spectral
T21, three-level quasi-geostrophic model coupled to a land-surface mod-
ule that employs a bucket-type hydrological model for soil moisture and
runoff. Global cloud cover is prescribed from climatological seasonal
means at present-day (Rossow, 1996). As a result of an overestimation
of precipitation over the North Atlantic and the Arctic, a fixed precip-
itation correction (8.5% and 25%) is applied that removes part of this
freshwater and repositions it to the North Pacific, where precipitation
is underestimated. The dynamical vegetation model is called VECODE
(Brovkin et al., 2002) and simulates two plant-functional types, trees
and grasses and desert as a dummy type. The climate sensitivity to a
doubling of the atmospheric CO2 concentration is 1.9 K after 1000 yr
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(Goosse et al., 2010) in the default version of LOVECLIM (version 1.2;
using its standard parameter set). This is just outside the lower end of
the range found in global climate models (2.1 to 4.4 K, Meehl et al.,
2007). The simulated deep ocean circulation in LOVECLIM compares
reasonably well with other model results (Schmittner et al., 2005), with
deep convection taking place in both the Nordic Seas and the Labrador
Sea (Goosse et al., 2010) and a maximum of the overturning stream
function in the North Atlantic at 27◦N of 15.6 ±2.2 Sv (compared to
observations at similar latitude of 18.7 ±2.1 Sv in Kanzow et al., 2010).
Like any other climate model, LOVECLIM has numerous parameters
that can be tuned to represent parameterized processes. Loutre et al.
(2011) present different parameter sets for the LOVECLIM model, pro-
ducing different model versions that span the full range of CO2 sen-
sitivities as well as cover a broad range of sensitivities of the AMOC
to freshwater forcing. Yet, all these model versions produce results for
present-day climate that are consistent and within the uncertainty of ob-
servations (global mean temperature, AMOC strength, sea-ice extent as
in the supplementary of Loutre et al., 2011). In a comparison of model
results with recent sea-ice extent decreases, the low sensitivity version
was rejected by Goosse et al. (2007), because the sea-ice response was
too slow. In this study we consider it as the lower range sensitivity.
We use two of their alternative parameter sets that correspond to model
versions that are more (high) or less sensitive (low) to freshwater forcing
compared to the standard version (medium), but have almost the same
CO2 sensitivity. The corresponding naming in Loutre et al. (2011) is
112 for the less sensitive version and 222 for the more sensitive version.
The differences in parameter values compared with the standard param-
eter set are shown in Table SI.1 and are summarised as follows. There
are common differences of the low and the high parameter set compared
to the medium, such as a higher sensitivity to greenhouse gases (up to
+0.42 K) and a reduced Gent-McWilliams thickness diffusion coefficient,
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but also individual differences of each version that mark its character-
istics. In the low version a major change is the lower diffusivity of the
ocean compared to the medium and the high version, whereas in the
high version an important change is a lower precipitation correction in
the North Atlantic, resulting in a fresher surface ocean there. A simpli-
fied overview of the differences of the parameter sets and the impact on
the sensitivity to greenhouse gas changes and sensitivity to freshwater
forcing can be found in Fig. SI.B.1 (on page 189) and more information
is provided by Loutre et al. (2011).
5.2.2 Experiment Set-up
With the three versions of our model (low, medium and high) we per-
formed quasi-equilibrium simulations for two past warm periods (Last
and early Present Interglacial) and three future cases that are based on
the 2100 AD values of the so-called Representative Concentration Path-
ways (RCP3, RCP6 and RCP85 as in Meinshausen et al., 2011), with
9 different GIS melt fluxes for each of these periods. The total num-
ber of simulations is thus 135 (3x5x9), with 27 for the Last Interglacial
(LIG), 27 for the early Present Interglacial (PIG) and 81 for three future
cases. Initial conditions for the snapshot experiments were spun up for
2000 model years to reach quasi-equilibrium conditions in all compo-
nents of our model to applied forcings (cf. Renssen et al., 2006). The
individual simulations have a duration of 500 model years with constant
forcings. Although the duration of the simulations should ideally be
about 1000 yrs to ensure quasi-equilibrium in all model components,
this was not feasible given the computational expense this large num-
ber of simulations would require. However, we argue that 500 years
of simulation are sufficient to provide a reasonable estimate of equilib-
rium climate sensitivity. We forced all palaeoclimate simulations with
orbital and greenhouse-gas concentrations in line with the PMIP3 pro-
tocol (http://pmip3.lsce.ipsl.fr). An overview of the simulations
and their forcings is presented in Tab. 5.1.
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Period Name Initial Conditions Radiative Forcing
Anomaly (W/m-2)
Global 65◦N GHG
Annual Max
PI Orbital (0 BP), PRE2005
1850 to 1950 AD
0 0,51 0,51
Future RCP85 PI + RCP85 (2100 AD) 0 0 8,09
RCP6 PI + RCP6 (2100 AD) 0 0 5,57
RCP3 PI + RCP3 (2100 AD) 0 0 2,74
Present
Interglacial
PIG Orbital (7 ka BP), Green-
house Gases from PMIP
0,22 31,98 -0,44
Last
Interglacial
LIG Orbital (128 ka BP),
Greenhouse Gases from
PMIP
0,8 75,19 -0,06
Table 5.1: Summary of forcings in control and freshwater experiments.
Insolation values (Wm-2) are global annual weighted mean radiative
forcings and 65◦N maxima, calculated from Huybers (2006) daily in-
solation data. GHG radiative forcing is calculated after IPCC (2001)
formulation (reference values for 1750 AD).
The nine GIS melt scenarios consist of one control simulation with fixed
orbital and greenhouse gases and eight GIS melt water scenarios that
represent the melting of different percentages of the present-day GIS
volume (2.911.080 km3) over a period of 500 yrs. These percentages are:
5, 10, 20, 30, 40, 50, 75 and 100 %. These ice volumes are converted to a
melt flux as they are equally distributed over 500 yrs of model simulation,
e.g. 5% (145.554 km3) per 500 yrs ∼ 9 mSv. The melt water is added
as additional runoff to the existing runoff from Greenland (precipitation
and snow melt) that is distributed to the oceans around Greenland as
is illustrated in Bakker et al. (2012).
5.2.3 Periods - Background Climate
We chose our different time periods because they all resemble warm
periods in the past or potentially in the future and in order to compare
them with one another, we focus on the radiative forcing as a measure
of how warm a certain climate was or is going to be. Past periods are
forced by orbitally-induced insolation changes, but in near-future warm
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Figure 5.1: Comparison of insolation anomalies and background climate
states. a) cumulative insolation anomalies over the year (Jm-2), rep-
resenting the annual radiative forcing input at 65◦N. b) cumulative
insolation anomalies (Jm-2) and Northern Hemisphere (0-90◦N) an-
nual surface temperature anomalies. c) the daily insolation anomaly
and season length anomaly in days for 65◦N, defined as the days of
the year with more than 300 Wm-2 insolation, representing the equi-
librium temperature of a black body at 0◦C (as in Huybers, 2006).
Shaded area is the summer season radiative forcing for the LIG and
PIG. d) the seasonal insolation difference (SID) compared to the
seasonal difference in Northern Hemisphere surface air temperature
anomalies.
climates these are negligible compared to the radiative forcing induced
by greenhouse gas emissions. Thus, a first obvious distinction can be
made between future and past climates on the basis of the radiative
forcing. Here we introduce the three periods and provide the first results
concerning the background climate state.
The Last Interglacial
The last interglacial lasted from about 130 to 115 ka BP. Its thermal
maximum is recorded as one of the warmest periods during the last
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250,000 years (Members, 2006). We have chosen 128 ka BP as our time
slice because it corresponds to the timing of the maximum orbitally-
forced insolation anomaly during summer in the Northern Hemisphere
(+75 W/m2 at 65◦N compared to present-day, Fig. 5.1c; Huybers, 2006),
potentially leading to highest melting of the GIS. van de Berg et al.
(2011) showed that in a regional climate model coupled to an ice sheet
model 45% of the GIS melt is directly related to insolation and 55% to
the ambient temperature change. The contribution of GIS mass loss to
the sea-level peak (6.6-8.4 m, Kopp et al., 2009; 2-4 m Dutton and Lam-
beck, 2012) in the last interglacial has been recently confined to about 2
m (Dahl-Jensen et al., 2013), which represents approximately 30% vol-
ume loss compared to the present-day ice volume (Tarasov and Peltier,
2003; Overpeck et al., 2006). However, the exact value remains uncer-
tain and is within the range of 1.4 to 4.3 m (Robinson et al., 2011; Helsen
et al., 2013; Stone and Lunt, 2013). Last interglacial reconstructions of
GIS melt and ice-berg discharge yield about 12.7 ±0.1 mSv (∼400 Gt/yr
at 125 ka BP, van de Berg et al., 2011) and are likely to have increased
as the ice sheet lowered. In our last interglacial equilibrium control sim-
ulations (LIG, low to high) the Northern Hemisphere annual surface air
temperatures are 0.3 to 0.7 K higher than at present-day (Fig. 5.1b) and
the seasonal temperature difference, as defined by the annual range of
monthly means, is 2.4 to 2.8 K higher than at present day (Fig. 5.1d).
The increase in seasonality is mostly due to an increase in summer tem-
peratures (1.8 to 2.1 K), whereas Fig. 5.1c shows as well lower insolation
during early winter (-56 Wm-2) and a 4 day shorter summer season. We
define the summer season by the period during which daily insolation is
above 300 Wm-2, which corresponds to an equilibrium temperature of
0◦C at 65◦N as in Huybers (2006). This allows a dynamical definition
of summer and winter half year as the length and starting point of the
seasons are allowed to change over time.
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The present interglacial started at 11.7 ka BP and experienced an orbitally-
induced summer insolation maximum at about 10 ka BP (Berger and
Loutre, 1991). However, the timing of the warmest part of the present
interglacial, the so-called Holocene Thermal Maximum, was delayed rel-
ative to the insolation maximum over large parts of the Northern Hemi-
sphere to 7 to 5 ka BP. This delay was caused by the impact of remnants
of the Laurentide Ice Sheet (LIS, Renssen et al., 2009) and related melt
fluxes into the Atlantic Ocean. To circumvent such complexities we de-
cided not to include remnant ice sheets and use 7 ka BP conditions,
a period with a positive orbitally-induced insolation anomaly of + 32
Wm-2 at 65◦N (Fig. 5.1c; Huybers, 2006) and still considerable GIS
melt. Early Present Interglacial GIS melt fluxes can be inferred from ice
thickness changes from Peltier’s 2004 ICE5G model that is constrained
by sea-level reconstructions and glacioeustatic adjustment, resulting in
values ranging between 3 and 26 mSv (in the period of 9 to 7ka BP;
Peltier, 2004; Blaschek and Renssen, 2013a). Other modelled estimates
have been summarised in Funder et al. (2011b)(cf. Fleming and Lam-
beck, 2004; Simpson et al., 2009) and indicate a clear early Holocene
retreat of the GIS, with contributions of up to 1.8 m of relative sea
level from 10 to 7 ka BP. The minimum extent of the GIS was probably
reached around 5 ka BP at the latest (Funder et al., 2011b). In our
present interglacial equilibrium control simulations (PIG, low to high)
the Northern Hemisphere annual surface air temperatures are 0 to 0.15
K warmer than at present-day (Fig. 5.1b), and the seasonal tempera-
ture ranges are 0.8 to 1.1 K larger than at present-day (Fig. 5.1d). The
increase in seasonality is mostly due to increased summer temperatures
(∼0.7 K), since Fig. 5.1c shows a small spring (-10 Wm-2 ) and autumn
(-16 Wm-2 ) insolation anomaly minimum.
The Future Representative Concentration Pathways
The Future scenarios are based on the Representative Concentration
Pathways (RCP) from Meinshausen et al. (2011) and represent fixed
greenhouse-gas concentrations at 2100 AD from RCP3, RCP6 and RCP85.
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To keep our approach simple and straightforward, we applied only changes
of anthropogenic induced radiative forcing from greenhouse-gas concen-
trations. This forcing accounts for the majority of future anthropogenic
induced changes (cf. Tab. 5.1) and represent a slightly reduced an-
thropogenic radiative forcing compared to the full emission scenarios
presented by Meinshausen et al. (2011). The corresponding radiative
forcing at 2100 AD is 2.7 Wm-2 for RCP3, 5.6 Wm-2 for RCP6 and
8 Wm-2 for RCP85. Note that, in our simulations we investigate the
equilibrium response rather than the transient response, which is lag-
ging the forcing. In our future equilibrium control simulations (RCP3,
RCP6, RCP8, low to high) the Northern Hemisphere annual surface air
temperatures are 1.1 to 3.8 K warmer than at present-day (Fig. 5.1b).
We find that the seasonal temperature range decreases by 0.5 to 1.7 K
(Fig. 5.1d), because winter temperatures rise stronger (1.2-4.4 K) than
summer temperatures (0.7-2.6 K). Consequently, the summer season be-
comes longer as well (2-4 days, Fig. 5.1c). Connected to the temperature
rise is the predicted contribution of future GIS melt to sea-level rise in
the range of 0.03 to 0.21 m per century, translating to a melt flux of
about 3 to 24 mSv (Meehl et al., 2007) in addition to a present-day flux
of 22.2 ±0.1 mSv (van de Berg et al., 2011; 18 mSv in Dickson et al., 2007
for pre-industrial). These predictions can be considered conservative, as
recent increases in GIS melt rate (Rignot et al., 2011; Bamber et al.,
2012) suggest that this continuing trend will lead to near-future GIS
melt rates that are likely to exceed previous projections (Meehl et al.,
2007). Previous studies, such as Ridley et al. (2005), suggested a peak
rate of 60 mSv in the early phase of a 3000 yr long complete retreat of
the GIS under increasing greenhouse-gas forcing. Overall the GIS will
become a major contributor to future sea level rise (Rignot et al., 2011)
and is likely an important source of freshwater in the North Atlantic
region.
Comparison of past and future climates
In order to compare the three periods (LIG, PIG, future) we show in
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Fig. 5.1 the radiative forcing from daily insolation data (Huybers, 2006)
at 65◦N and radiative forcing from greenhouse-gas emissions for the fu-
ture cases (Tab. 5.1). The cumulative insolation anomaly (defined as the
integrated insolation from January to December) in Fig. 5.1a shows that
the LIG and the PIG have strong positive summer insolation anomalies
compared to present day (cf. Fig. 5.1c), but also negative anomalies
in spring and autumn. Therefore, accumulated over a whole year, LIG
and PIG insolation anomalies add up to about 750 Jm-2 (here we ne-
glect PIG and LIG greenhouse-gas changes), but for the future cases,
greenhouse-gases induced radiative forcing anomalies add up to much
higher yearly sums (1008 Jm-2 for RCP3, 2016 Jm-2 for RCP6 and 2880
Jm-2 for RCP85). When we compare the annual insolation accumula-
tion with annual mean Northern Hemisphere surface air temperatures,
we find a consistent pattern (Fig. 5.1b), indicating that more annual cu-
mulative radiation forcing leads to higher annual Northern Hemisphere
temperatures in our model. One has to keep in mind that this is par-
ticularly true for higher Northern latitudes, as past orbital insolation
values varied substantially per latitude. On the one hand, it is possible
that the annually warmer climates are less freshwater sensitive climates
in line with previous findings of Ganopolski and Rahmstorf (2001). On
the other hand, we have shown that the past climates are characterised
by larger seasonal ranges in both insolation (Fig. 5.1c) and temperature
(Fig. 5.1d), whereas for future climates we find reduced seasonal ranges.
Arguably, seasonality is relevant to the strength of the AMOC because
cooler winter temperatures result in more suitable conditions for both
convection in deep water formation areas and more sea-ice formation.
Relevant in this context are both the severity of winter cooling and the
duration of the period with cold temperatures that are closely linked
to orbital insolation for the past climates (Fig. 5.1c). On the one hand,
cooler winter temperatures allow sea ice to grow faster and foster convec-
tion by brine rejection, while on the other hand, expanded sea ice might
be shielding the ocean from the atmosphere and thus reducing convective
activity. However, despite these local effects of sea ice and convection,
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transport of freshwater from outside the vicinity of the convection area
by increased sea-ice expansion would result in more surface freshening
and stratification in the convection area, thus reducing convection and
bringing that convection site closer to a collapse. This transport of fresh-
water would result from the sea ice melting during summer and winter
transport of sea ice. This may indicate, therefore, that in climates with
a larger seasonal contrast, such as the LIG and PIG, the AMOC could
be more sensitive to freshwater forcing. Both interpretations, the annual
and the seasonal, as well as the two mechanisms, the sea ice shielding
convection and more freshwater being transported into convection areas,
are valid at this point and it is in the next section, that we shall discuss
this together with results of the AMOC strength.
Note that in the LOVECLIM model, the spring equinox is fixed to the
21st of March, which impacts the definition of monthly means used in
our comparison to daily insolation data (Fig. 5.1d, e.g. further informa-
tion in Joussaume and Braconnot, 1997). Our monthly model output
includes this bias whereas our dynamic definition of the seasons based on
daily insolation, allowing them to shift inside the year, does not. Note
that we apply GIS melt water throughout the year without seasonal
differences. Recently Hu et al. (2011) described a minor difference in
AMOC strength between simulations with annual and summer only GIS
melt forcing. However, in a study using the same LOVECLIM model,
Bakker et al. (2013a) did not find any notable impact of seasonality.
5.3 Results & Discussion
We will first discuss our results in terms of impact of the background
climate state on the unperturbed AMOC strength (Section 5.3.1), and
continue with the impact of GIS melt on the AMOC strength and the
importance of model parameter sets (Section 5.3.2), then we take a more
detailed look at the mechanisms involved in Section 5.3.3 and finally we
discuss our results in context of climate sensitivity in Section 5.3.4.
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Figure 5.2: Comparison of the background climate state showing the
mean unperturbed AMOC strength (a) in Sv, as well as the standard
deviation, and the mean sea-ice extent of the Northern Hemisphere in
km2 (b), as well as the minimum and maximum of the sea-ice extent.
(c) shows the salt inflow at 30◦S in the North Atlantic northward in
psuSv and the standard deviation. (d) shows the sea surface density
in the North Atlantic (90-30◦W, 35-90◦N) as anomaly to 1026.5 kgm-3
to show the changes more clearly.
5.3.1 AMOC state in the background climates
The AMOC strength in the unperturbed background climates is rel-
evant for our estimation of its sensitivity to GIS melt water. We find
that the mean AMOC strength (14 ±1.6 Sv) at 27◦N differs more by pa-
rameter set (1.4 to 2.5 Sv differences within one climate) than by time
period (0.6 to 1 Sv differences per parameter set), with the strongest
circulation in the low parameter set (15.9 Sv) and the weakest in the
high parameter set (12.5 Sv, Fig. 5.2a). The early PIG is mostly the
strongest within the range of simulations (∼14.8 Sv) and the LIG the
weakest (∼13 Sv). The latter shows a particular minimum in our high
148 CHAPTER 5. INFLUENCE OF THE GIS ON WARM CLIMATES
parameter set, which is potentially linked to the strong decrease in sum-
mer sea-ice extent in the Arctic (Fig. 5.2b). However, it is uncertain
whether the unperturbed strength of the AMOC was stronger or weaker
during the early LIG (Born et al., 2011; Bakker et al., 2013b). The mean
AMOC strength is dependent on the parameter set showing a decrease
with higher freshwater sensitivity, however the variability within each
parameter set remains similar. Convection from the surface to the deep
ocean depends mainly on the buoyancy of the surface waters and the
stability of the water column itself. Impacts from salt fluxes, precipi-
tation, evaporation, temperature and sea ice affect convection at these
convection areas and are thus relevant for the AMOC in total. Seasonal
changes in sea-ice extent (error bars in Fig. 5.2b) are large for all simula-
tions, however the largest for the LIG (∼13.2x1012 km2). The salt flux
at 30◦S northward in the Atlantic Ocean (Fig. 5.1c) indicates that in
the future scenarios the salt import is higher compared to PIG and LIG
and that a large difference exists between the high sensitivity version
and the other parameter sets. The combined impacts are visible in the
sea surface densities (SSD) in the North Atlantic (90-30◦W, 35-90◦N,
Fig. 5.1d). In the future scenarios SSDs are mostly lower compared
to LIG and PIG. The highest densities are found in the PIG, and the
lowest in RCP85. The lower SSDs in the future scenarios show that,
despite higher salt import into the North Atlantic, SSDs are decreasing
due to lower sea-ice area, higher temperatures and a more negative E-P
balance (not shown). Despite these differences, the presence of convec-
tion (reaching more than 200m depth) at the three major convection
sites (Nordic Seas, Labrador Sea and around Iceland; Fig. SI.B.3 on
page 193) and the relatively similar AMOC strength in all unperturbed
background climates suggests, that the AMOC state in the background
climate is of minor importance for the sensitivity of the AMOC to GIS
melt water.
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5.3.2 Impact of freshwater forcing on the AMOC strength
In Section 5.2.3 we have summarized forcings and temperatures of our
control experiments for each period and found that there is a difference
between past and future climates that originates from their forcings.
Therefore, we have decided to look more into the differences of past and
future climates, rather than at each simulation separately. Individual
results are available as supplementary information (Fig. SI.B.2 on page
191).
The results show (Fig. 5.3a) that the relative AMOC sensitivity (size of
anomaly relative to control) to freshwater forcing depends strongly on
the used model parameter set. As expected, our three model versions
diverge into a more (medium, high) and a less (low) sensitive configura-
tion that is consistent over all time periods and suggests that parameter
changes are very relevant to the results and implications deduced. We
will discuss this result in more detail in Section 5.3.4 and focus now
on the differences of past and future climates per model parameter set.
From Fig. 5.3b-c it is apparent that the difference in AMOC sensitivity
to GIS melt between past and future is not constant, but changes as a
function of the imposed GIS melt. This difference arrives at a maximum
at 54 mSv GIS melt in the medium and high sensitivity parameter sets,
before the difference decreases again with higher melt rates (Fig. 5.4a).
The slopes of past AMOC changes for the medium and the high sensitiv-
ity parameter sets are steeper than their future counterparts before 54
mSv (Fig. 5.4b), weaker between 72 and 90 mSv and relatively similar at
higher GIS melt rates. The difference between past and future, and the
change of slope are both relevant for the interpretation, but do not pro-
vide a single melt rate value. Therefore, we define a transition zone from
36 to 72 mSv. This zone marks the transition in the AMOC response in
past and future climates: with GIS melt rates lower than 36 mSv, the
past and future climates respond very differently, while above 72 mSv
they respond rather similarly. This transition zone is not valid for the
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Figure 5.3: (Caption on next Page)
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low-sensitivity version of our model that hardly shows these differences
between past and future climates, as well as slope changes (Fig. 5.4b).
The changes in response of the AMOC to GIS melt water is not unlike a
separation that has been reported by Bakker et al. (2012) with the same
model in different LIG GIS melting scenarios. They made a separation
into three regimes (0-39 mSv, 52-130 mSv, 143-300 mSv) of AMOC re-
sponse to GIS melt water. However, the distinction between regimes
was based on the shutdown of convection areas and sea-ice extent us-
ing a finer GIS melt stepping to distinguish between regimes, which are
potentially hidden as we have less simulations with high melt rates. Nev-
ertheless a difference is visible in the lower GIS melt ranges in Fig. 5.3b-c
or Fig. 5.4a between the future scenarios and the past climates, suggest-
ing that the future climates change within the transition zone from being
less sensitive to more sensitive with higher melt rates and come closer
to the past climates. When we look at the absolute values of AMOC
strength then the picture shifts a bit, because the periods and espe-
cially the model parameter sets have different mean values (Fig. 5.2,
Figure 5.3: Summary of the AMOC changes due to GIS freshwater forcing
per model realization. All panels show percentages of AMOC reduc-
tion and GIS melt water flux in mSv. a) all simulations, past and
future ones. b) only past simulations, LIG and PIG. c) only future
simulations, RCP3, RCP6 and RCP85. Values are taken from 27◦N
and have been calculated over the last 100 yrs of each simulation and
the percentages are presented as anomalies compared to the control
simulation for each parameter set and period. The changes depicted
by the percentages represent the AMOC’s sensitivity to freshwater
forcing. For individual simulations and absolute values of AMOC
strength we refer to the SI. The shaded bands represent one standard
deviation around the corresponding means. The area between 36 and
72 mSv is denoted as the transition zone and the black dashed line (at
54 mSv) indicates the maximum difference of past and future AMOC
changes, as shown in Fig. 5.4. Solid black line (10% AMOC reduction
vs. 18 mSv GIS melt) and dashed black line (5% AMOC reduction
vs. 18 mSv GIS melt) give lines of constant AMOC sensitivity for
reference.
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Figure 5.4: AMOC response to GIS melting per model parameter set,
shown as difference between past and future scenarios (a) and slopes
of AMOC changes for past and future climates (b). Black lines indi-
cate the transition zone as in Fig. 5.3. Values used for the calculation
of slopes and differences are shown in Fig. 5.3.
low: 15.9 Sv, medium: 13.5 Sv, high: 12.5 Sv, all time periods) and
impacts differ especially for the past periods (Fig. SI.B.2 on page 191).
Nonetheless, the similarity between the medium and the high version
remains. Differences in the absolute values of AMOC strength indicate
primarily differences in the parameter sets, such as the initial value of
AMOC strength or how large the differences are between the different
periods. We find that the high parameter set produces absolute values
that are much lower for LIG and PIG compared to the future scenarios.
In the medium set this is not the case. When using the high sensitive
version, the LIG simulation remains below all other simulations, inde-
pendent of melt rates. In accordance with Swingedouw et al. (2009) this
shows already the importance of the background climate on the AMOC
state and its sensitivity to GIS melt. When we consider for a moment
that the low parameter set produces the same sensitivity to freshwater
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forcing in all climates investigated (Fig. 5.3), then the absolute values
(Fig. SI.B.2 on page 191) tell us that this is even possible with different
mean values of AMOC strength. For the high version we find that the
most sensitive time periods (LIG, PIG) are also the time periods with
the weakest initial AMOC strength before perturbation with freshwater
(Fig. 5.2a). As expected the medium version gives us an intermediate
picture that shows weaker reductions compared to the high version, but
still distinguishes between past and future climates.
The change in response to freshwater forcing within the transition zone
seems to be linked to the actual setting and the background climate
state of the different time periods. We can see in Fig. 5.4b that in the
lower GIS melt range the past climates (PIG and LIG) are more sensi-
tive compared to the future scenarios for both the medium and the high
parameter sets. We have previously shown that Northern Hemisphere
annual mean surface air temperatures align well with annual cumulative
insolation forcing (Fig. 5.1b) and that applying these results to the sensi-
tivity of the AMOC to GIS melt water suggests that the AMOC is more
sensitive in climates with less annual mean insolation, such as the LIG
and PIG. This interpretation is in general agreement with Swingedouw
et al. (2009), however they also found that the response of the convec-
tion sites to freshwater forcing is critical in combination with the sea-ice
cover. Therefore, it is not unlikely that both the seasonal (Fig. 5.1c) and
annual mean insolation forcing are relevant for the AMOC sensitivity to
freshwater forcing. A potential explanation for a connection to mean
annual forcing could be the energy distribution in the climate system,
making transport processes relatively more important, thus the climate
system more sensitive to disruption, such as to GIS melt water slowing
down the AMOC. Applied to, for example the LGM, a cooler climate
with a higher meridional temperature gradient (e.g. Shakun and Carl-
son, 2010), depends more on the transport of heat from the tropics to
the poles, thus resulting in a more sensitive AMOC to freshwater forcing
(Swingedouw et al., 2009). However, this relationship between AMOC
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sensitivity and annual mean forcing does not explain why the warmer
future climates become more sensitive with higher GIS melt rates com-
pared to past climates (cf. Fig. 5.3b-c), suggesting a dynamic response.
We have reported on the seasonality of the forcing for LIG and PIG
(Section 5.2.3), which implies cooler (-0.1 to -0.8 K) and longer winters
(in LIG 4 days). In the model, these conditions lead to an increase in
sea-ice cover (Fig. 5.2b). In a comparison between Northern Hemisphere
seasonal surface air temperature differences and seasonal insolation dif-
ference (SID, Fig. 5.1d), we find that the future cases show the opposite
response relative to the past climates. LIG and PIG show larger seasonal
temperature differences, whereas in the future cases the difference de-
creases as the result of higher winter temperatures. The results suggest
that not only the Northern Hemisphere annual mean temperatures are
important, but that the seasonality of the background state is relevant
for the strength of the AMOC, as climates with higher seasonality seem
to be more sensitive to freshwater forcing as can be seen in Fig. 5.3b,
lower GIS melt range. However, from seasonal temperatures or insola-
tion forcing alone, it is not possible to explain why future cases become
more sensitive above 54 mSv GIS melt (Fig. 5.3c). Therefore, we will
analyse in the following section the impact of changes in seasonality
on winter convection and sea-ice cover in the convection areas and its
dependency on the amount of GIS melt water.
Figure 5.5: Summary of the sea-ice area response to GIS melting per
model parameter set. All panels show percentages of sea-ice cover
change and GIS melt water flux in mSv. a) all simulations, past
and future ones. b) only past simulations, LIG and PIG. c) only
future simulations, RCP3, RCP6 and RCP85. Values give Northern
Hemisphere sea-ice cover over the last 100 yrs of each simulation and
the percentages are presented as anomalies compared to the control
simulation for each parameter set and period. Solid black line (5%
sea-ice cover change vs. 18 mSv GIS melt) and dashed black line
(5% sea-ice cover change vs. 9 mSv GIS melt) give lines of constant
sea-ice cover change for reference.
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Figure 5.5: Caption on previous Page
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5.3.3 Convective activity and sea-ice feedback
Connected by the strong cooling during winter, convection and sea ice
formation are seasonal processes that interact with each other and make
it hard to distinguish between feedback and forcing. Nevertheless we
find in Fig. 5.5 (sea-ice extent anomaly compared to control), a differ-
ence that corresponds well with the separation made in Fig. 5.3. Before
54 mSv GIS melt, the future scenarios have hardly any sea-ice feedback
(Fig. 5.5c), compared to the past climates (Fig. 5.5b) in the medium
and high sensitivity parameter sets. In order to connect better to the
convection areas and analyse the different response in the lower and the
higher GIS melt range, we take two example GIS melt scenarios, one
at 36 mSv (20% GIS mass loss) and one at 135 mSv (75% GIS mass
loss), and the corresponding control simulation. Furthermore, we focus
only on LIG, PIG and RCP6, because RCP3 and RCP85 show minimal
differences in convection depth and sea-ice margin patterns compared
to RCP6 and only for the medium model parameter set. The maps
show absolute annual sea surface salinities (SSS) for the control simu-
lations (Fig. 5.6,column 1) and anomalies for the freshwater perturbed
simulations (columns 2 and 3), as well as winter maximum and summer
minimum sea-ice extent and winter maximum convection layer depth
as black contours. For the control simulation, results show some differ-
ences between different time periods mostly south of Denmark Strait.
For example, this area is in the LIG and RCP6 much fresher compared
to the PIG most likely related to a more southern sea-ice extent and
related melting during summer. Convective activity can be found in the
Labrador Sea (LS), Around Iceland (AI), such as in the Irminger Sea,
and in the Norwegian Sea (NS). In the control simulations convection
is active in all regions (Fig. 5.6, black contours). Once we added 36
mSv of GIS melt water (Fig. 5.6, column 2), the LIG has no convec-
tion and an enhanced sea-ice extent in the LS compared to PIG and
RCP6. The freshening signal in SSS in LS is much more expressed in
the LIG compared to PIG or RCP6 given the same amount of GIS melt.
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In the PIG and RCP6, LS convection remains active, though reduced.
However, the response and spatial pattern of freshening is quite differ-
ent between the three periods. In the PIG the centre of freshening is
close to the Denmark Strait, reducing convection and expanding sea ice
to the tip of Greenland. In the LIG the freshening is centred on the
west coast of Greenland in the LS, shutting down convection there and
covering the LS with sea ice. In RCP6 the surface freshening is weakest
compared to the past periods with a centre close to the tip of Green-
land and weaker impacts on convective activity (Fig. 5.3c) and minor
changes in sea-ice extent. The sea-ice extent, the amount of freshening
and the corresponding location of active convection characterize some
of the differences between the past climates and the future cases. Major
differences between PIG and LIG are the freshening in the LS and the
maximum and minimum sea-ice extent, as the Arctic becomes almost
ice-free at the end of summer in the LIG. At this point it seems clear
that the LS and the origin of this extended freshening in the LS is key
in explaining the different response seen in Fig. 5.3 between past and fu-
ture climates. We continue with the higher GIS melt simulations before
we focus more on convection in the LS.
In our simulations with a higher GIS melt flux (135 mSv; Fig. 5.6, col-
umn 3) we find a relatively similar picture for all periods (LIG, PIG,
RCP6) in terms of surface freshening of the North Atlantic, but a dif-
ferent one for the past climates (LIG, PIG) and RCP6 in terms of sea-
ice extent. Convective activity is reduced in all convection areas and
no LS convection is present in any of the presented simulations (cf.
Fig. 5.7a). AMOC reductions in Fig. 5.3 indicate that past climates
are relatively close together and share almost the same sea-ice extent
(Fig. 5.5, Fig. 5.6a-b). While the sea-ice advance in RCP6 is different
compared to the PIG, convective activity is comparable except for a
slight weakening in NS in RCP6. A detailed analysis of each melt case
(cf. Fig. 5.7a and Fig. SI.B.3 on page 193) suggests that LS is the most
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Figure 5.6: Convection areas and sea-ice margin for the control simula-
tions, 36 mSv or 20% and 135 mSv or 75% GIS melt. Maps show
annual sea surface salinities (SSS), winter maximum convection depth
(m) as well as winter maximum (red striped) and summer minimum
(blue striped) sea-ice extent (described by the lead fraction above 15
%) over the last 100 yrs of each simulation considering the medium
sensitivity version of our model. a) simulations of the PIG, b) simu-
lations of the LIG, c) simulations of RCP6.
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Figure 5.7: Labrador Sea normalized convective volume resembling con-
vection activity and sea-ice cover. a) Normalized convective volume,
that is calculated using the convective layer depth (above 200m) mul-
tiplied by the area and then normalized using the unperturbed volume
(with total volume of all 5 experiments being 1.0). Additional infor-
mation in Fig. SI.B.3 on page 193. b) Annual mean sea-ice cover.
The values are calculated from the last 100 yrs of each simulation in
the Labrador Sea (LS, 90-45◦W, 50-70◦N).
sensitive convection region in terms of freshwater needed to inhibit con-
vection there. Beyond a certain amount of GIS melt, the LS becomes
sea ice covered for the past climates and stratified in the future cases
(Fig. 5.7b). This result is independent of model realization. Whereas
this higher sensitivity exists in the past climates at different GIS melt
rates, LIG 36 mSv and PIG 54 mSv, in the future scenarios this seems
to be missing. However as we have seen in Fig. 5.6 a major difference
between LIG and PIG is the freshening of LS as well as extensive sea-ice
cover. At this point it is unclear whether surface freshening or sea-ice
cover shielding convective activity in the LS in the LIG is more relevant,
as the leading and lagging of the two processes is hard to distinguish.
160 CHAPTER 5. INFLUENCE OF THE GIS ON WARM CLIMATES
However, in combination with results seen in Fig. 5.7, we find that in the
PIG just a bit more GIS melt water is needed to give a similar response
in the LS. This thus suggests, that the amount of freshening in the LS
is different between the two climates. Vertical profiles in the Labrador
Sea (Fig. 5.8) exhibit more stratification in the LIG compared to any
other model simulation and support the idea that indeed surface fresh-
ening is more relevant as opposed to sea-ice cover shielding convection.
Indicated by the advancing sea-ice cover towards the tip of Greenland
in Fig. 5.6a in the PIG, it seems likely that the expansion of sea-ice acts
as a freshwater transport to the South and into the LS. This additional
freshening causes LS convection to collapse at lower GIS melt rates in
the LIG compared to the PIG and RCP6.
The response seen in Fig. 5.3 between the past and future simulations is
clearly impacted by the circumstances in the LS, but as well by the activ-
ities in the other convection areas. Convective activity around Iceland is
rather robust and again relatively independent of the model parameter
set. Related to a weakening of convection in LS, the AI strength in-
creases as a result of a shift of convection outside LS and sea-ice related
cooling and advection of relatively cooler air. Therefore a slight increase
in convective activity in all simulations can be seen in AI. However, the
biggest changes can be seen in the NS in terms of model parameter set,
time period and GIS melt flux. The NS convection region, the most
important convection site in our model, is found just southwest of Sval-
bard, so relatively close to the sea-ice edge. This makes this region, on
one hand, prone to advancing sea ice that can hamper ocean-atmosphere
heat exchange, but on the other hand, resistant because of the low tem-
peratures at this extremely northern position. Medium and high model
parameter sets show both a considerable decrease of convection depth
in NS with high GIS melt rates, in agreement with results from Fig. 5.3.
Whereas for lower GIS melt rates all model versions give weak increases
in convection layer depth in NS, potentially related to decreases of other
convection sites and the overall increase of sea ice and related cooling.
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Figure 5.8: March Labrador Sea vertical profiles of density, temperature
and salinity. Simulations LIG, PIG and RCP6 include 36 mSv of GIS
melt water as seen in Fig.6, simulation PI represents a pre-industrial
reference simulation that does not include additional GIS melt water.
All model simulation values have been calculated from the last 100
yrs of each simulation in the Labrador Sea (LS, 90-45◦W, 50-70◦N).
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Figure 5.9: Caption on next page
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Summarizing, for the past warm periods we find that the different re-
sponse of the AMOC in the lower GIS melt range relates to the con-
vective activity in the convection areas (as summarized in Fig. 5.7a, the
North Atlantic) and the seasonal cycle of sea-ice formation and melt
(Fig. 5.7a). The response of the sea-ice expansion due to GIS melting
depends on the climatic conditions of the background climate and it is
only in such cases when the expansion of sea ice reaches far enough to
affect convection in the LS, that a different response in AMOC strength
can be found. In the future scenarios, this sea-ice response and transport
of freshwater into the LS is only a minor process, most likely because
of higher winter temperatures (up to 4.4K in RCP8.5, Section 5.2.3)
and subsequent smaller expansion of sea ice (Fig. 5.5c). At higher GIS
melt rates the stratification of the ocean surface inhibits or weakens
convection at different convection sites, resulting in cooling and sea-ice
expansion and reduced AMOC values alike (Fig. 5.3b-c). However, there
are still important differences between the periods. For example, in the
future scenarios at higher GIS melt rates, the LS is stratified, rather
than covered by sea ice as in the LIG or the PIG (Fig. 5.6c), whereas
the NS convection site is impacted by both freshening and sea-ice cover
in all climates alike.
Other mechanisms that have been suggested to explain differences in the
AMOC sensitivity to melt water input are discussed in the next section.
Figure 5.9: Scatterplot of relevant variables compared to AMOC reduc-
tion to GIS melt water for past and future simulations and per model
parameter set. a) Northern Hemisphere sea-ice area, as anomaly
compared to the control simulation, as in Fig. 5.5. b) North At-
lantic normalized convective volume, as in Fig. SI.B.3. c) Salt flux
at 30◦S northward in the North Atlantic, as anomaly compared to
the control simulation, as in Fig. 5.2c. d) Sea surface density of the
North Atlantic as anomaly compared to the control simulation, as in
Fig. 5.2d. e) Fram Strait sea-ice export as anomaly compared to the
control simulations.
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5.3.4 Discussion and Context
The comparison of past and future AMOC sensitivity can be done on the
basis of annual mean insolation, or radiative forcing for future emission
scenarios respectively, and yield higher values for climates that have less
forcing. We argue that this is related to the fact that cooler climates
depend stronger on the heat transport northward, as has been previously
shown by Swingedouw et al. (2009). However, our results also show, that
future climates can become more sensitive to higher GIS melt (Fig. 5.3c),
hence it is more likely that a dynamic feedback interacts with the GIS
melt water and the AMOC. We find the sea-ice response in past and
future climates to be different just like the response of the AMOC to
GIS melting (Fig. 5.5) in the lower GIS melt range. Our results further
show that this different response is caused mainly by the sensitivity of
the LS convection site to freshwater entering the LS, thus the amount of
freshening. The transport of freshwater by the sea-ice expansion into the
LS brings convection there closer to a collapse and modifies the overall
response to a given GIS melt rate. The expansion of sea ice is most likely
driven locally by surface cooling and freshwater stratifying the surface
ocean as well as globally by the heat transport and the seasonality of
the climate. Not unlikely, but inconclusive is the idea that changes in
Fram Strait sea-ice export (autorefcha4:fig.9e) could cause the reported
sea-ice expansion and highlight the Arctic Ocean as the source of this
different response. Modeling results give weak changes (5-10%) but large
inter-annual variability (30%).
Other studies (Rahmstorf, 1996; Latif et al., 2000; Swingedouw et al.,
2007) have shown that the salt import into the North Atlantic is crucial
for the stability of convection and the AMOC sensitivity to melt water
forcing. Our results agree with this interpretation to some extent, as
the salt import into the North Atlantic (Fig. 5.7c) relates as well to the
AMOC strength. However, SSDs for the unperturbed states (Fig. 5.2d)
are lower in the future scenarios and decrease even further with higher
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GIS melt rates (Fig. 5.7d). Increased inflow of salty waters in the fu-
ture scenarios is counteracted by more local sea-ice melting and surface
warming, yielding lower SSDs in the convection areas (Fig. SI.B.4 on
page 194). Therefore, it is reasonable to argue that this stabilizing effect
(Rahmstorf, 1996; Latif et al., 2000; Swingedouw et al., 2007) is not the
main mechanism that controls the difference between past (LIG, PIG)
and future (RCP3, RCP6, RCP85) AMOC sensitivity in the lower GIS
melt ranges. The difference in sea-ice expansion, freshwater transport
and its interaction with convection, most prominently in the LS, allows
explaining this difference in AMOC response to GIS melting. Ultimately
this difference lies in the seasonality of the climate, which determines
the amount of sea ice formation and modifies the oceanic response to a
land-based ice sheet melting.
To better understand how future climate change compares with changes
that occurred in past warm periods, we have investigated the relation-
ship between the background climate state, the AMOC’s strength and
GIS melt. We have systematically analysed the sensitivity of the AMOC
to freshwater forcing from the GIS and found that the model parameter
set, which describes mainly the sensitivity of the model to freshwater
forcing, plays a major role in determining what consequences can be
expected from using past reconstructions in future predictions. If we
consider a freshwater-sensitive parameter set, our results suggest that,
at lower GIS melt rates (less than 54 mSv), the relation between the
AMOC and GIS melt differs considerably between past and future warm
periods. However, they are very similar when a parameter set with lower
freshwater sensitivity is used. Unfortunately there is little constraint on
the sensitivity of the AMOC to freshwater forcing in the real world.
Nonetheless, in two out of three cases (medium, high) impacts on past
climates are different from future ones in terms of ocean circulation.
This could imply that the differences in the seasonal distribution of the
radiative forcing make past climates very different from present and
future climates in terms of convection depth and sea-ice feedback and
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therewith the overall AMOC response.
Climate sensitivity describes the response of global temperatures to
changes in global radiation modified by numerous feedbacks from all
components of the climate system. Our primary interest is the AMOC
as a feedback and whether our climate-related AMOC sensitivity in the
lower GIS melt range is impacting global climate sensitivity. An esti-
mation of climate sensitivity (defined as the annual mean global tem-
perature change divided by the radiative forcing) in all our future cases,
including all GIS melting scenarios, yields relatively constant values per
parameter set (0.39, 0.42, 0.51 K/Wm-2 for low, medium and high pa-
rameter sets), varying weakly (0.04 K/Wm-2) by emission scenario or
GIS melt. This near constancy of the climate sensitivity in the future
scenarios is a result of the relatively large simulated global warming
of 1 to 4 K compared to an up to 0.6 K decrease due to GIS melting
(depending on parameter set). The stronger impacts are found in the
weaker warming scenarios and in the medium to high parameter sets.
The melting of the GIS weakens the AMOC and therewith the northward
transport of heat and causes an expansion of the sea-ice cover, resulting
in global cooling. Similar temperature impacts of 0.7 K (LIG) to 0.9
K (PIG) due to GIS melting are found in the past simulations. Due to
the relatively small magnitude of the annual mean warming (LIG: 0.5
K, PIG: 0.2 K) it is in the same order of magnitude with the cooling.
However, following the methodology of climate sensitivity to compare
global annual mean temperatures with global annual mean radiation
changes, we find that for our past warm climates the corresponding cli-
mate sensitivity varies strongly as a function of GIS melt amount and
AMOC strength (-1 to +3 K/Wm-2). Furthermore, we find that the GIS
melt related reductions in global temperatures are consistently larger,
even though the differences are relatively small, in the past simulations
compared to the future scenarios, mainly caused by stronger feedbacks
related to the Arctic sea-ice cover in the past climates (e.g., ice-albedo
and ice-insulation feedbacks). The application of the climate sensit
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concept to small annual forcings (LIG, PIG) has to be seen with caution.
Firstly, it can be argued that in climates, such as the future, that are
strongly forced by changes in greenhouse gases, the feedback from a GIS-
melt-reduced AMOC on climate sensitivity can be regarded as of only
minor importance within the 500yr of our experiment length. On longer
time scales its importance can potentially be much larger. Secondly, our
results indicate that it is not straightforward to use reconstructions of
past warm climates that are characterised by changes in the seasonal
forcing, such as the PIG and LIG, to infer the climate sensitivity of the
future warm climate that is dominated by greenhouse-gas forcing.
Because of the seasonality in the orbital forcing, it has been argued (e.g.
Zeebe, 2013) that the Paleocene-Eocene Thermal Maximum (PETM)
would be more suited to estimate climate sensitivity for future pro-
jections, because the PETM was also primarily greenhouse-gas driven.
However, the PETM (about 55 million yrs ago) is about 50 million
years before glaciation in the Northern Hemisphere occurred, making
it unsuitable to study the feedback related to GIS melt. Another pe-
riod sometimes referred to as a good analogue, in terms of insolation,
is Marine Isotope Stage 11 because it had a similar seasonal distribu-
tion of insolation (Loutre and Berger, 2003). However, there are some
uncertainties concerning whether it was generally warmer (Milker et al.,
2013) than present-day climate or not (Loutre and Berger, 2003). Milker
et al. (2013) indicate that regional differences are quite large, but on
a global scale the surface ocean underwent deglacial warming in pace
with CO2 rise. However, it is unlikely that there was a period that
matched ”anthropogenic” development exactly, including all boundary
conditions, such as ice sheets. Therefore, the problem of a correct ana-
logue for future changes is very challenging and is accompanied by prac-
tical concerns about using data from periods so far back in time like
data availability, uncertainties in the reconstructions and an overall lack
of information about the boundary conditions in those climates.
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Besides the discussion whether the early PIG and LIG are appropri-
ate analogues for future changes, Valdes (2011) pointed out that the
AMOC in the GCMs used for predictions of future warming, might not
be sensitive enough to show abrupt changes such as cold stadial events
recorded in the Greenland ice cores. However, according to our model
experiments, the future AMOC is in two out of three cases less sensitive
to GIS melt water than during the LIG and PIG, particularly because
of reduced seasonal differences and winter warming. Our results partly
suggest that future predictions are less impacted by freshwater sensi-
tivity than the LIG and PIG, and that the insensitivity suggested by
Valdes (2011) is thus possibly of less importance for future predictions.
However, in our model this difference in sensitivity is mainly related to
sea ice and Stroeve et al. (2007) found an overestimation of IPCC AR4
(2007) models and observed sea-ice cover over the last decades, that
suggests, consistent with our results, that GCM’s insensitivity is poten-
tially related to sea-ice processes. This argumentation is supported by
Goosse et al. (2007), who found that using different model parameter
sets allowed a closer match to observed sea-ice extent. Their results
suggest (based on a slightly different version of LOVECLIM and partly
different parameter sets) that our least sensitive version (low; compara-
ble to their parameter version E1) is likely to be too insensitive in terms
of sea-ice response to recent reductions in sea-ice extent. Despite some
differences between their parameter sets and ours, their findings suggest
that the medium and high parameter sets are likely to result in a better
representation of the climate. Therefore, we argue that the AMOC’s
sensitivity to GIS melt found in the medium and high parameter set is
more trustworthy than results of the low version.
The close relation of sea-ice formation and deep convection accounts for
a large part for the higher sensitivity of the AMOC to GIS melt in past
climates compared to the future. At present we cannot assess how im-
portant the low complexity and resolution of our model is in relation
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with sea-ice distribution and deep convection and therefore AMOC sen-
sitivity. We thus encourage testing this result with higher complexity
models, as the found threshold is model specific and is dependent on
the physical approximations within a model. The parameterization of
sub-grid processes such as convection or mixing is one example of that
dependency, as observed values of these parameters are poorly known for
the global ocean (Stone, 2004). Dalan et al. (2005) report for an EMIC
that varying the diapycnal mixing, a parameter crucial for the ocean
circulation, modifies the freshwater sensitivity of the ocean circulation
and changes the threshold for a shutdown of the thermohaline circula-
tion. Therefore, further testing could help us to better understand the
parameterization of physical processes in our model that influence the
interactions of convection and sea-ice formation, as these interactions
appear to be clearly different in past and future climate scenarios.
The future will be in many ways different from the past. Catastrophic
cooling events as recorded in the past are unlikely to happen within the
next century (Meehl et al., 2007), but the question on how long the
warming will continue remains important. The role of slow feedbacks,
such as the interaction between the GIS and the AMOC, are critical to
long-term changes in the climate system.
5.4 Conclusions
We have systematically analysed the impact of various GIS melt rates on
the AMOC strength in two past warm climates and three future warming
cases, and with three different model parameter sets that yield different
sensitivities of the AMOC to a freshwater perturbation. Results with
the two freshwater-sensitive model versions (medium and high) suggest:
The AMOC sensitivity to GIS melt can be separated into two GIS melt
ranges.
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• In the first GIS melt range (<54 mSv), the AMOC’s sensitivity differs
between past and future climates and thus depends on the background
climate.
– The high/low AMOC sensitivity in the past/future climates cor-
responds well with larger/smaller seasonal temperature ranges.
– This difference in AMOC sensitivity between past and future
climates is strongly dependent on amount of freshwater being
supplied to the Labrador Sea convection site. In climates with
a stronger (past climates) or weaker (future climates) sea-ice ex-
pansion, more (past) or less (future) freshwater is being trans-
ported into the Labrador Sea, bringing the convection site closer
to a local shutdown, given the same amount of GIS melting.
– The increased freshwater transport by sea ice in the past climates
compared to the future projections is a result of the enhanced
seasonality. Both winter and summer temperatures act on the
expansion of sea ice and the release of freshwater during summer.
– Due to the difference of past and future AMOC sensitivity, it is
likely that, for GIS melt fluxes <54 mSv, proxy-based reconstruc-
tions of past AMOC sensitivity will overestimate the importance
of GIS melting if interpreted for future applications.
• In the second GIS melt range (>54 mSv), the AMOC’s sensitivity is
similar in all time periods investigated and thus independent of the
background climate state.
– The sea-ice extent varies stronger between model parameter sets
(low, medium and high) than between past and future climates.
– Proxy-based reconstructions of past AMOC sensitivity are likely
to be applicable to future cases for GIS melt fluxes >54 mSv.
Results with the freshwater-insensitive version (low) suggest:
• The AMOC’s sensitivity to GIS melt water is insensitive to the
background climate state and the GIS melt water forcing.
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• Proxy-based reconstructions of past AMOC sensitivity are likely
to be applicable to future cases regardless of the applied GIS melt
flux.
• However, the parameters in the low version are similar to a pa-
rameter set that was rejected by Goosse et al. (2007) for being
too insensitive to simulate the observed recent decrease in sea-ice
extent, rendering its predictions as less reliable for future interpre-
tations.
Overall our results indicate that the AMOC’s sensitivity in a model can
be altered considerably by tuning its parameterized processes and that
results are not independent of these choices. Furthermore, our results
suggest that, in contrast to the past warm periods, the feedback from a
GIS-melt-reduced AMOC has relatively little impact on future climate
sensitivity because of the overwhelming GHG forced warming. However,
this can potentially change if the balance between the magnitude of the
warming and the climate feedback changes on the long run.
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Chapter 6
Synthesis and Perspective
6.1 Synthesis
This thesis deals with climate variability in the Nordic Seas from numer-
ical model simulations compared to proxy-based reconstructions during
the Holocene. In the climate system, climate variability can be created
by the components of the climate system and their response to forcings.
We have shown in the previous chapters examples of the complex interac-
tion between the atmosphere (chapter 3 - shelf flooding), the ocean and
melting ice sheets (chapter 2,4,5). Our results show that changes forced
to take place in one component of the climate system (e.g. fixed ice sheet
melting, land-ocean changes) results in substantial changes in the other
components and the overall climate, thus highlighting the strong inter-
activity between components of the climate system. Our results further
indicate that the melting of the Greenland ice sheet and the shelf flood-
ing in the Arctic influence the Nordic Seas climate considerably, thus
highlighting this region as a region of climatic importance.
In the following section we give summaries and answers to the questions
raised in the introduction before we extend a bit more on the assump-
tions and implications of our approach and future research challenges.
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1st Research Question – What is the impact of GIS melting on
the Holocene Thermal Maximum?
In one sentence: In our model the GIS melt water cools the
western Nordic Seas, and thus modifies the spatial structure
of the HTM in the Nordic Seas, which compares better to
proxy-based reconstructions of SSTs in the Nordic Seas.
In chapter 2, we investigated in LOVECLIM experiments the impact of
Greenland ice sheet (GIS) melting on the spatial and temporal expres-
sion of the Holocene Thermal Maximum, a period of relatively warm
early Holocene climate in response to an orbitally forced summer in-
solation maximum. Proxy-based reconstructions in the North Atlantic
and Nordic Seas region reveal a complex interaction of mechanisms and
expression of the HTM. Previous studies have investigated the impact of
the Laurentide ice sheet (LIS), as a remnant from the preceding glacia-
tion, altering climate conditions with a continuous supply of melt water
to the Labrador Sea and adjacent seas, and with a downwind cooling
effect from the remnant LIS. The additional GIS melt water (up to 26
mSv) results in an additional ocean surface cooling of up to 2 K in the
western Nordic Seas and a weak temperature reduction (0.5 K) in the
eastern Nordic Seas. This thus alters the spatial structure of the HTM
in the Nordic Seas considerably, delaying the response to the insolation
maximum in western part longer (up to 1000 yrs) than the eastern part
and aligning better with proxy-based reconstructions in the area. Our
results confirm the regional importance of the GIS for understanding
the HTM in the early Holocene.
The second effect the melting of the early Holocene ice sheets had on
the climate, was the rising sea level. Melting of land-based ice sheets is
directly linked to changes in sea level and the steady increase from low
glacial to high interglacial levels, caused present-day shelf areas to be
flooded. Hence the question:
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2nd Research Question – What impact does the flooding of an
Arctic shelf introduce in the Nordic Seas?
In one sentence: In our model the flooding of the Siberian Shelf
results in an annual cooling in the Nordic Seas, caused by a
reduction of the meridional temperature gradient from land-
ocean conversion.
Glacial terminations are characterised by a strong rise in global sea level
related to ice sheet melting. However this sea level rise is not uniform
all over the world, because of regional effects (uplift and subsidence of
coastal zones) are superimposed on global trends. In the early Holocene
the Siberian shelf, Arctic continental shelf area, became flooded by 7.5
kyr BP and the coastline reached the modern-day high stand at about
5 kyr BP. This area is presently considered as one of the major sea-
ice production zones in the Arctic Ocean and contributes to the sea-ice
export through Fram Strait. In chapter 3, we investigated the flooding of
this Siberian shelf and found a complex interplay of ocean-atmosphere
interaction, which alters the Nordic Seas climate as a teleconnection
transported via the atmosphere. The flooding of the shelf produces more
Northern Hemisphere sea-ice (15%) and less Fram Strait sea-ice export
(-15%). The changes in land-sea mask alter the atmospheric circulation,
in particular the strength of the Polar Vortex, which transports the
signal into the Nordic Seas, increasing the meridional component of the
atmospheric flow. Hence the winter Greenland High and the Icelandic
Low strengthen, yielding stronger winds on both sides of the Nordic Seas.
Increased winds along the East Greenland Current support the local
production of sea ice and transport southward, resulting in a southward
shift of the convection area. A 4% decrease of the AMOC and the heat
transport in the Atlantic basin (7%), result in an annual cooling pattern
over the Nordic Seas by up to 4 K. Our results suggest that the flooding
of Arctic shelf and in particular the Siberian Shelf, result in an negative
feedback to orbitally-induced warming and related glacio-eustatic sea
level rise.
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Following from the investigation in research question #1 and the im-
portance of the AMOC for the Nordic Seas climate as partly shown in
the results of research question #2, we investigate further and ask the
question:
3rd Research Question – What was the strength of the AMOC
and its subcomponents during the Holocene?
In one sentence: The modelled AMOC was lower in the early
Holocene and reached modern-day values at about 7 kyr BP,
which is partly confirmed by proxy-based reconstructions com-
pared to different subcomponents of the AMOC in our model.
The climate and the ocean circulation in the North Atlantic region
changed over the course of the Holocene, partly because of disintegrat-
ing ice sheets and partly because of an orbital induced insolation trend.
In the early Holocene, the Laurentide ice sheet cooled large parts of
the Northern Hemisphere by melt fluxes into the North Atlantic and by
the cooling effect of the remnant ice sheet itself. In the Nordic Seas,
this impact was accompanied by a rather small, but significant, amount
of Greenland ice sheet melting that reduced local ocean surface tem-
peratures even further. After about 7 ka BP, these ice-sheet impacts
vanished, marking the start of a relatively warm period (known as the
Holocene Thermal Maximum period) under influence of the orbitally-
forced, relatively high summer insolation. This was the warmest period
in the Northern Hemisphere in the Holocene before the climate contin-
ued to follow the orbital induced cooling trend towards present-day. We
have compared our model simulations with proxy-based reconstructions
of δ13C , sortable silt (SS) and magnetic susceptibility (κ ) allowing to
infer changes of past ocean circulation over the last 9000 years. The
various reconstructions exhibit different long-term evolutions suggesting
changes of either the overturning in the Atlantic in total or of subcom-
ponents of the ocean circulation, such as the overflow waters across the
Greenland-Scotland ridge (GSR). Thus the question rises whether these
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reconstructions agree with each other or not? A comparison with model
results indicates that δ13C , employed as an indicator of overturning,
agrees well with the long-term evolution of the modelled overturning
strength in the North Atlantic (AMOC). Regional differences in the
reconstructions are most likely originating from influences of 13C de-
pleted water masses, such as Antarctic Bottom Water. The modelled
AMOC evolution corresponds well to a δ13C reconstruction in the Nor-
wegian Sea, but the recorded magnitude is much smaller compared to
the model. In a further step to trace Nordic Seas deep water across
the GSR, we compared our model results to reconstructions employ-
ing SS and κ to infer changes in the Iceland-Scotland Overflow Waters
(ISOW). Reconstructions at the Gardar Drift correspond well with mod-
elled Nordic Seas normalized convective volume, representing overflow
source waters. However, a direct comparison of modelled flow speed
at the location and reconstructed deep-water flow strength from SS do
not agree on the long-term evolution from 7 kyr BP towards present.
In summary, the model results including early Holocene ice sheet im-
pacts suggest that different long-term trends in subcomponents of the
AMOC, such as ISOW, are consistent with proxy-based reconstructions
and allow reconciling some of the reconstructions with each other. The
modelled and reconstructed (from δ13C ) AMOC strength over the past
9000 years, showed an early Holocene weakening and a fast recovery un-
til about 7 kyr BP and a weak increasing trend of 12 mSv/kyr towards
present, with relatively low variability on centennial to millennial time
scales.
Following up from the results of question #1, showing the relatively
large impact of GIS melting on the early Holocene climate (x1, x2, x4
GIS), and question #3, showing the long-term stability of the AMOC
over the past 7,000 yrs, and given the likelihood of increased melt from
the GIS under future emission scenarios, we ask the final question:
178 CHAPTER 6. SYNTHESIS AND PERSPECTIVE
4th Research Question – What is the impact of GIS melting
beyond the Holocene and what can we learn for the future?
In one sentence: The modelled AMOC response to GIS melting,
below 54 mSv (30% GIS ice volume), is weaker in climates
with a weaker seasonal contrast, such as the future, compared
to orbitally-forced warm past climates.
The sensitivity of the climate system to changes in radiative forcing is
crucial for our understanding of past and future climates. Especially
important are feedbacks related to melting of ice sheets like the Green-
land Ice Sheet (GIS) and its potential impact on the Atlantic meridional
overturning circulation (AMOC). These effects are likely to delay and
dampen predicted long-term warming trends. Estimates of climate sen-
sitivity may be deduced from palaeoclimate-reconstructions, but this
raises the question whether past climate sensitivity is applicable to the
future. Therefore we have analysed the impact of GIS melt water on
the AMOC strength in two past warm climates (Last Interglacial and
early Present Interglacial) and three future scenarios with three differ-
ent model parameter sets. These model parameter sets represent three
different model sensitivities to freshwater perturbation: low, moderate
and high. In both the moderate and high sensitivity versions, we find
for lower GIS melt rates (below 54 mSv) a clear differences between past
and future warm climates in the sensitivity of the AMOC to GIS melt.
These differences are connected to the sea-ice cover extent. In contrast,
for higher GIS melt rates (over 54 mSv) we find similar reductions of the
AMOC strength in all cases. Considering the low sensitivity version of
our model, we find that for all GIS melt rates the influence of freshwater
forcing on the AMOC is independent of the background climate. Our
results and implications are thus strongly determined by the parameter
set considered in our model. Nonetheless, our results from two out of
three model versions suggest that proxy-based reconstructions of past
AMOC sensitivity to GIS melt are likely to be misleading if interpreted
for future applications.
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The thesis has provided detailed results to answer the above-mentioned
questions with the help of the intermediate complexity model LOVE-
CLIM. In particular this thesis has dealt with the impact of GIS melting
on the early Holocene, the Last Interglacial and future climates, as well
as impacts from Arctic shelf flooding.
6.2 Perspective
A fundamental question is to which extent weather and climate can be
predicted? The nonlinear and chaotic nature of the climate system im-
poses natural limits on the extent to which skilful predictions of climate
statistics can be done (Kirtman et al., 2013). For example, the pre-
dictability of weather is largely determined by uncertainty in a forecasts
starting conditions, whilst the predictability of climate variations is also
influenced by uncertainty in representing computationally the equations
that govern climate (for example, how to represent the effects of convec-
tive instabilities in a model that cannot resolve individual cloud systems)
and the boundary conditions (Palmer, 2000; Sun and Wang, 2013). Thus
as Palmer (2000) writes: ”Chaos theory implies that all such environ-
mental forecasts must be expressed probabilistically; the laws of physics
dictate that society cannot expect arbitrarily accurate weather and cli-
mate forecasts.” Estimates of predictability are achieved by running
ensemble forecasts, which quantify uncertainty in weather and climate
prediction. In practice, the economic value of a reliable probability fore-
cast (produced from an ensemble prediction system) exceeds the value of
a single deterministic forecast with uncertain accuracy (Palmer, 2000).
While such ensemble simulations can address uncertainties in initial con-
ditions and boundary conditions, uncertainties in model formulation are
harder to account for. Multi-model ensembles such as in the 5th Coupled
Model Intercomparison Project (CMIP5, Taylor et al., 2012) or the 3rd
Palaeoclimate Modelling Intercomparison Project (PMIP3, Braconnot
et al., 2012) are a first and necessary step towards better understanding
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uncertainties. However, it can be argued that these models do not cover
the full range of model uncertainties (Lambert and Boer, 2001; Knutti
et al., 2013; Collins et al., 2013), as the different model definitions are
not fully independent of each other. A particular problem of past cli-
mates and associated uncertainties reside on the initial and boundary
conditions. For example, one possibility is to exclude the ice sheets as a
dynamic component and make them a forcing, thus a boundary condi-
tion problem. Or another possibility is to make ice sheets a dynamical
component and deal with the initialization of the ice sheet component,
which is sensitive to the boundary conditions. For example, the ice sheet
extent at the last glacial maximum is relatively well known (e.g. Dyke
et al., 2002), but large uncertainties remain in the ice sheet thickness
(Carlson and Clark, 2012). There is not simply one solution that can
be reconstructed from geological evidence nor is there just one solution
from a coupled dynamical ice sheet model. Obviously the changes in ice
sheet topography make a difference in the rest of the climate system,
thus indicating how crucial initial or boundary conditions can be for
past climates as well. This is not only true for the ice sheet extent and
topography, but also for the ice sheet melt water. Related to the volume
of the ice sheets on land should be the corresponding sea level lowering
and then as the ice starts to melt also the sea level rise and the melt
water to the ocean surface. The implications of such sea level rise will be
the flooding of shelf areas and most dramatically the opening or closing
of the Bering Strait for example. Thus it is quite surprising how few
of such features are represented in modeling frameworks, as there are
numerous palaeoclimate applications and occurrences of such changes in
the past. We can only hope that brilliant minds are at work as you read
this to solve the corresponding problems to integrate such dynamical
transformation of land and ocean into future modeling frameworks, as
this transformation is clearly another climatic feedback in the response
of the climate system to a forcing.
Inspired by the results summarized in this thesis and the challenges that
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have been overcome to produce these results, I find myself drawn to the
following future research directions and model developments:
1. The estimation of uncertainty in results is key in making reliable
statements about past and future climate change, as well as variabil-
ity. In climate modelling a good practice is to use ensembles applying
slightly different initial conditions or forcings to address errors in the
prescribed forcings and show dependencies in the results. The way
these ensembles are created is critical as one would like to address
uncertainty in all components of the climate system. This is likely to
improve comparisons to proxy-based reconstructions as well.
2. Motivated by the results from chapter 3, on the shelf flooding in
the Arctic, the atmospheric circulation and sea-ice production in the
Arctic are key processes towards a better understanding of the dy-
namic floodings of past and future climate change. In particular the
atmospheric circulation is relatively coarse in the results presented
in this thesis and should be conducted with higher resolution models
to validate the presented results. Related to this and to results from
chapter 4, on the AMOC over the Holocene, it became clear that the
resolution of the ocean model needs to be higher to represent overflow
proxy-based reconstructions such as sortable silt. Regardless of local-
ized effects, a higher resolution in the Nordic Seas and the sub-polar
North Atlantic could be useful in the comparison to reconstructions
and of course in representing ocean dynamics. This might also help
to distinguish misleading information from useful.
3. A next step from the results presented in this thesis is to use dynamic
ice sheets and their interaction with ocean and atmosphere. More
specifically ice sheets should be coupled to ocean and atmosphere in
a way that land-sea conversions can be simulated.
4. Although I am not an expert on proxy-based reconstructions or the
involved data production techniques, I am a user and from a user
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perspective I have to say that timing is everything. It should be
considered standard practice to make ”ensembles” of proxy-based
reconstructions with uncertainties connected to the age model, the
reconstructed values and the proxy itself, such as is done in proxy
system modelling. This information would allow making better com-
parisons between model and proxy data.
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Supplementary Information A
Holocene North Atlantic Overturning in an
atmosphere-ocean-sea-ice model compared to
proxy-based reconstructions
Individual records as presented in Fig. 4.9 in the main text.
Figure SI.A.1: Holocene proxy records of δ13C , Magnetic Susceptibil-
ity (κ ) and Sortable Silt (SS) from 9 different locations shown in
Fig. 4.9 and summarized in Fig. 4.10 in the manuscript. The panels
give individual core location in absolute values as supplied by the
corresponding authors. a) SS from MD95-2024 (Hoogakker et al.,
2011), b) SS from MD99-2251 (Hoogakker et al., 2011), c) SS from
ODP984C (Praetorius et al., 2008), d) SS from MD08-3182Cq (Kissel
et al., 2013), e) SS from Gardar-stack (Thornalley et al., 2013), f)
δ13C from MD08-3182Cq (Kissel et al., 2013), g) δ13C from ODP980
(Oppo et al., 2003), h) δ13C from MD95-2042 (Shackleton et al.,
2000), i) δ13C from ODP984C (Praetorius et al., 2008), j) δ13C from
GIK23258-2 (Sarnthein et al., 2003), k) κ from MD03-2676Cq (Kissel
et al., 2013) and l) κ from MD08-3182Cq (Kissel et al., 2013). Thick
lines denote smoothed splines (n=9 or n=21) to give longer term
trends.
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Figure SI.A.1: Sortable Silt Records (Caption on Page 183)
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Supplementary Information B
The influence of Greenland Ice sheet melting on the
Atlantic meridional overturning circulation during
past and future warm periods: a model study
Contents:
1. Table of model parameter sets
2. Figure of impacts of some parameters on the model’s freshwater and
greenhouse-gas sensitivity
3. Figures of impacts of AMOC reductions vs. freshwater forcing from
the GIS, as percentage and absolute values for individual simulations,
as summarized in Fig. 5.3 in the main text.
4. Figure of changes of norm. convection volume at the different con-
vection sites
5. Figure of sea surface density at the different convection sites
188 SUPPLEMENTARY INFORMATION B. PAST AND FUTURE
Additional Information for Section 5.2.1
The Model
Sensitivity of LOVECLIM to freshwater forcing with three different pa-
rameter sets (low, medium, high) and to a doubling of CO2 concentra-
tions, as defined by Loutre et al. (2011) and Goosse et al. (2010). We
summarize the different effects of Tab. SI.B.1 and give indications of
contributions to the observed differences. The main difference between
the medium and the low version is the vertical diffusivity of the ocean,
however other changes such as long-wave radiation are also likely to im-
pact the difference between the two model versions. The main difference
between the medium and the high version is the precipitation correction
in the North Atlantic.
Table SI.B.1: Summary of model parameter sets and their corresponding
names and values (c.f. Description of LOVECLIM in Goosse et al.,
2010). A summary of these changes and their most likely impact on
the sensitivity of the model is also given in Fig. SI.B.1.
ModifiedParameter medium low high Unit
O
Diffusivity avkb 1.50E-05 1.00E-05 - [m2/s]
Albedo of the Ocean albocef 0.95 1.00 0.90
A
Exponent in LW Radiation Scheme expir 0.40 0.33 -
Amplification of Moisture Profile in the
Tropics affecting IR flux
hproftrop 1.25 1.00 1.20
C Precipitation Correction in Atlantic corAN -0.085 - -0.0425
lo
w
a
n
d
h
ig
h
c
o
m
m
o
n
Coefficient of isopycnal diffusion ai 300 200 200 [m2/s]
Gent-McWilliams thickness diffusion co-
efficient
aitd 300 200 200 [m2/s]
Rossby radii of deformation
λ2 0.131 0.125 0.125
λ4 0.071 0.07 0.07
Amplification of LW radiation feedback
at 0◦N
ampeqir 1.8 1.5 1.5
Amplification of Humidity Profile at the
Equator
hprofeq 1.02 1.00 1.00
Amplification of Humidity Profile North
Atlantic
hprofan 0.75 1.00 1.00
Albedo of snow alphd 0.72 0.70 0.70
Albedo of bare ice alphdi 0.62 0.60 0.60
Albedo of melting snow alphs 0.53 0.51 0.51
Albedo of melting ice albice 0.44 0.42 0.42
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Figure SI.B.1: Schematic summary of impacts of parameter sets on fresh-
water and greenhouse-gas sensitivity of the model. We summarize the
different changes of parameters in Tab. SI.B.1 and give indications
of their possible impacts and separate them into differences between
low and high (1st Order Effect) and common changes (2nd Order
Effects). Unfortunately it is not possible to completely disentangle
the impact of changes in each individual parameter. However, the
1st order effects are clear differences and are likely to stand out as a
major difference towards the others. The 3% denote the temperature
range converted to relative change similar to the values of the AMOC
reductions.
Additional Information for Section 5.3.1 Impact
of freshwater forcing on the AMOC strength
We show the individual simulations (LIG, HOL, RCP3 ,RCP6 ,RCP85)
per model parameter set as anomalies compared to the control simula-
tions and as absolute values.
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Figure SI.B.2: AMOC changes due to GIS freshwater forcing per model
realization. In the first sub-figure AMOC reductions are in percentage
for individual simulations. In the second sub-figure absolute values
of AMOC strength are shown. AMOC strength is at 27◦N and the
mean value as well as the standard deviation (error bars) are based
on the last 100 yrs of each simulation.
Figure SI.B.3: Summary of convection areas and normalized convective
volume, that is calculated using the convective layer depth (above
200m) multiplied by the area and then normalized using the unper-
turbed volume. The advantage of using this potential volume is to
get an idea of the importance of convective activity at a certain loca-
tion and its contribution to the total convective volume production.
Therefore have we included a total volume, represented by the red
line. We further defined three convection areas, the Around Iceland
(AI, 45◦W-30◦E, 50-64◦N) including Irminger Sea convection, the
Labrador Sea (LS, 90-45◦W, 50-70◦N) and the Norwegian Sea (NS,
45◦W-30◦E, 64-90◦N). Shown are normalized values per region and
model realization. The data used here is comparable to Fig. 5.4 in
the main text and is based on the last 100 yrs of each simulation.
Figure SI.B.4: Summary of convection areas and sea surface density. We
define a whole North Atlantic box (90-30◦W, 35-90◦N) and three
convection areas, the Around Iceland (AI, 45◦W-30◦E, 50-64◦N) in-
cluding Irminger Sea convection, the Labrador Sea (LS, 90-45◦W,
50-70◦N) and the Norwegian Sea (NS, 45◦W-30◦E, 64-90◦N). Shown
are absolute values per region and model realization. The data used
here is comparable to Fig. 5.1d in the main text and is based on the
last 100 yrs of each simulation.
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Figure SI.B.2: Relative AMOC Changes vs. GIS freshwater forcing.
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