We study the anticipative backward stochastic differential equations (BSDEs, for short) driven by fractional Brownian motion with Hurst parameter H greater than 1/2. The stochastic integral used throughout the paper is the divergence operator type integral. We obtain the existence and uniqueness theorem to these equations under the Lipschitz condition. A comparison theorem for this type of anticipative BSDE is also established.
Introduction
Fractional Brownian motion (fBm, for short) with Hurst parameter H ∈ (0, 1) is a zero mean Gaussian process B H = {B H t , t ≥ 0} whose covariance is given by
For H = 1 2 , the process B H is a classical Brownian motion. In the case H > 1 2 , the process B H exhibits long range dependence. These properties make this process a useful driving noise in models arising in finance, physics, telecommunication networks and other fields. However, since B H with H > 1 2 is not a semimartingale, we cannot use the classical theory of stochastic calculus to define the fractional stochastic integral. Essentially, two different types of integrals with respect to fBm have been defined and developed. The first one is the pathwise RiemannStieltjes integral which exists if the integrand has a continuous paths of order α > 1 − H (see Young [18] ). This type of integral has the properties of Stratonovich integral, which can lead to difficulties in applications. The second one, introduced by Decreusefond-Üstünel [5] , is the divergence operator (Skorohod integral), defined as the adjoint of the derivative operator in the framework of Malliavin calculus. Since this stochastic integral satisfies the zero mean property and it can be expressed as the limit of Riemann sums by using Wick products, it was later developed by many authors. We refer to the works of Biagini-Hu-Øksendal-Zhang [2] and Nualart [15] . Backward stochastic differential equations (BSDEs in short) driven by Brownian motion were introduced by Bismut [3] for the linear case and by Pardoux-Peng [16] in the general case. Since then, these pioneer works are extensively used in many fields like mathematical finance [7] , stochastic optimal control and stochastic games [8] . Recently, Peng-Yang [17] introduced a new type of BSDEs, called anticipative BSDEs, which can be regarded as a new duality type of stochastic differential delay equations. BSDEs driven by fBm were firstly studied by Hu [9] and Hu-Peng [12] , where they obtained the existence and uniqueness of the solution. Then Hu-Ocone-Song [11] established a comparison result for fractional BSDEs. Some other recent developments of fractional BSDEs can be found in Bender [1] , Borkowska [4] and Jing [13] , etc.
Motivated by the above works, the purpose of this paper is to study the anticipative BSDEs driven by fBm with Hurst parameter H > 1 2 . Under the Lipschitz condition, we prove this type of equation admits a unique solution. As a fundamental tool, the comparison theorem plays an important role in the theory and applications of BSDEs. We also establish a comparison theorem for this class of anticipative BSDEs.
This paper is organized as follows. In Section 2, we provide some basic results on fractional Brownian motions. Section 3 contains the definition of anticipative BSDEs with respect to the fBm. The existence and uniqueness result is proved here. We give a comparison theorem for the solutions of anticipative BSDEs in Section 4.
Fractional calculus
Let (Ω, F, P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a fractional Brownian motion B H = {B H t , t ≥ 0}. We assume H > 1 2 throughout this paper. Denote φ(x) = H(2H − 1)|x| 2H−2 , x ∈ R. Let ξ and η be two continuous functions on [0, T ]. We define
and ξ 2 t = ξ, ξ t . Note that, for any t ∈ [0, T ], ξ, η t is a Hilbert scalar product. Let H be the completion of the continuous functions under this Hilbert norm. The elements of H may be distributions.
We denote by P T the set of all polynomials of fractional Brownian motion in [0, T ], i.e., it contains all elements of the form
where f is a polynomial function of n variables. The Malliavin derivative operator D H s of an element F ∈ P T is defined as follows:
where X 0 is a constant and
Anticipative BSDEs
In this section, we study the anticipative BSDEs driven by fBm. The existence and uniqueness theorem is proved here. In the following, let
where η 0 is a constant, b and σ are two deterministic differentiable functions, such that σ t = 0 (then either σ t < 0 or σ t > 0), t ∈ [0, T ]. Note that, since
Motivated by Hu-Peng [12] , we now introduce the anticipative BSDEs driven by fBm as follows:
where δ(·) and ζ(·) are two deterministic R + -valued continuous functions defined on [0, T ] such that:
(ii) There exists a constant L ≥ 0 such that, for all t ∈ [0, T ] and for all nonnegative and integrable m(·),
We introduce the following sets:
is the space of all C 1,3 -functions over [0, T ] × R, which together with their derivatives are of polynomial growth; 
. The setting of our problem is as follows: to find a pair of processes (
satisfying the anticipative BSDE (3.1).
(H1) g and h are given elements in C 2 pol (R) such that
pol -continuous function, where r ′ , r ∈ [t, T + K] and f satisfies the following condition:
Lemma 3.1. Suppose g is a given differentiable function with polynomial growth, and
, and the following estimate holds,
where M > 0 is a suitable constant and β > 0. Then we obtain the estimate (3.3).
The following theorem is the main result of this section: an existence and uniqueness theorem for anticipative BSDEs with respect to the fBm. 
where R is a positive constant which may be different from line to line, and
Proof. The method used here is similar to that in the proof of Proposition 19 in Maticiuc-Nie [14] . For any given (
, we consider the following BSDE:
From Lemma 3.1, we know (3.6) has a unique solution (
Note that since Y t = g(η t ) and Z t = h(η t ) are given when t ∈ [T, T + K], we essentially need to prove 
. We denote their differences by
From the Itô formula, for t ∈ [t n , T ], similarly as (3.4), Therefore for t ∈ [t n , T ],
Now we compute
For the term A 2 in (3.9), 
Similarly, for the term A 1 in (3.9),
Combining (3.9-3.11), it follows that
. And similarly,
Now from (3.7),
where v > 0. Using the inequalities (3.12) and (3.13), and note that M > 2, we obtain
, and taking n large enough such that 2CGM By Lipschitz continuity of f ,
Combining (3.14) and (3.15),
By Gronwall's inequality,
And by (3.16) one also has
Hence the estimate (3.5) is obtained. This completes the proof.
Comparison Theorem
In this section we study a comparison theorem for the anticipative BSDEs of the following form: 
. We use (H3) to replace (H2) here for the reason that (H3) is more convenient for the proof of the following result.
Theorem 4.2. Let δ and ζ satisfy (i)-(ii). For i = 1, 2, suppose g i satisfies (H1), and f i and f i y satisfy (H3). Let f = f (t, x, y, z, θ · ) such that f and f y satisfy (H3), and for all (t, x, y, z) ∈ [0, T ] × R 3 , f (t, x, y, z, ·) is increasing, i.e., f (t, x, y, z, θ r ) ≤ f (t, x, y, z, θ ′ r ), if θ r ≤ θ ′ r , θ r , θ ′ r ∈ L 2 F (t, T + K; R), r ∈ [t, T + K]. Moreover, for all (t, x, y, z) ∈ [0, T ] × R 3 , θ r ∈ L 2 F (t, T + K; R), f 1 (t, x, y, z, θ r ) ≤ f (t, x, y, z, θ r ) ≤ f 2 (t, x, y, z, θ r ).
Then, if g 1 (x) ≤ g 2 (x), x ∈ R, we have Similarly, we can prove that Y 1 (t) ≤ Y (t), a.e., a.s.
Therefore, the desired result is obtained.
