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Abstract
In this paper we consider a class of problems related to variable knockout. Given an
optimisation problem formulated as an integer program the question we face in problems
of this type is what might be an appropriate set of variables to delete, i.e. knockout of
the problem, in order that the optimal solution to the problem that remains after variable
knockout has a desired property.
We present an algorithm for the optimal solution of the problem. We indicate how our
algorithm can be adapted when the number of variables knocked out is specified (i.e. when
we have a cardinality constraint).
Computational results are given for the problem of finding the minimal number of arcs
to knockout from a directed network such that, after knockout, the shortest path from an
origin node to a destination node is of length at least a specified value. We also present
results for shortest path cardinality constrained knockout.
Keywords: Bilevel optimisation; Integer program; Shortest path; Variable deletion; Variable
knockout
1 Introduction
In this paper we consider problems related to variable knockout within the context of an opti-
misation problem formulated as an integer program. For simplicity we will refer in this paper
purely to integer programs formulated using binary (zero-one) variables, but the approaches out-
lined apply (with minor modifications) both to general integer programs and to mixed-integer
programs.
To illustrate the problem suppose that we have an optimisation problems involving n zero-one
variables [xi, i = 1, . . . , n] and m constraints where the optimisation problem is:
min
n∑
i=1
cixi (1)
subject to:
n∑
j=1
aijxj ≥ bi i = 1, . . . ,m (2)
xi = 0 or 1 i = 1, . . . , n (3)
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Then the class of problems considered in this paper relate to what might be an appropriate
set of variables to delete, i.e. knockout of the problem, in order that the optimal solution to the
problem that remains after variable knockout has a desired property. Here by variable knockout
we mean explicitly set any variable knocked out to zero, i.e. effectively delete that variable from
the problem. So if D is the set of variables to be knocked out we have the constraint:
xi = 0 ∀i ∈ D (4)
So the optimisation problem with the knocked out variables is now optimise Equation (1)
subject to Equations (2)-(4). We wish to choose D such that the optimal solution to this problem
has a desired property. This property might be:
• the optimised (minimal) objective function value after knockout is at least (so greater than
or equal to) a particular value; or
• the optimisation problem that remains after knockout is infeasible (i.e. one or more con-
straints cannot be satisfied).
Clearly for either of these properties there might be many sets of knocked out variables D
such that the resulting optimisation problem, optimise Equation (1) subject to Equations (2)-
(4), has the required property. However, since we are in an optimisation context, it would be
natural to assign a value di to each variable i that is knocked out and consider the problem of
choosing the set D such that it minimises
∑
i∈D dixi. For example setting di = 1 i = 1, . . . , n
would correspond to choosing the minimal set of variables D to knockout such that the resulting
optimisation problem has the desired property.
To formulate the variable knockout problem introduce variables [αi, i = 1, . . . , n] where
αi = 1 if variable i is knocked out, zero otherwise. Then we have:
xi + αi ≤ 1 i = 1, . . . , n (5)
αi = 0 or 1 i = 1, . . . , n (6)
Equation (5) ensures that if αi = 1 then xi = 0, so the variable is knocked out. If αi = 0
then Equation (5) has no effect on the value of xi adopted, since it can be either zero or one.
Note here that if instead of being a zero-one variable we have that xi is either a non-negative
integer variable, or a non-negative continuous variable, then provided we have a valid upper
bound Mi on its value we simply change Equation (5) to xi +Miαi ≤Mi.
Taking the first property above for illustration suppose that we wish to knockout variables
such that the optimal solution to the problem that remains after knockout has value of at least
C∗. The variable knockout problem considered in this paper can then be stated as:
min
n∑
i=1
diαi (7)
subject to:
{
optimise Equation (1) subject to Equations (2),(3),(5),(6)
}
has value ≥ C∗ (8)
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This problem differs from standard bilevel optimisation problems considered in the litera-
ture [11,12,14,18] in that we have a constraint on the value of the optimal solution in the
lower level optimisation, Equation (8).
Clearly we could add a constraint on the lower level objective function (Equation (1),∑n
i=1 cixi) of the form
∑n
i=1 cixi ≥ C
∗ to the lower level optimisation. However adding such a
constraint would not ensure that Equation (8) is satisfied since there could be solutions with
value less than C∗ that have been precluded by adding
∑n
i=1 cixi ≥ C
∗. This difficulty in
representing the constraint, Equation (8), that the optimal solution of the problem has value
≥ C∗ is what distinguishes the knockout problem considered in this paper from standard bilevel
optimisation.
The structure of this paper is as follows. In Section 2 we illustrate variable knockout for
an example problem in order to demonstrate the reasoning behind our algorithm. In Section 3
we present our algorithm for the optimal solution of the variable knockout problem. We also
illustrate indicate how our algorithm can be adapted when the number of variables knocked out
is specified (i.e. when we have a cardinality constraint). In Section 4 computational results are
given for a shortest path example involving the knocking out of arcs. We also present results for
shortest path cardinality constrained knockout. Finally in Section 5 we present our conclusions.
2 Knockout example
To illustrate variable knockout consider the following four variable zero-one integer program:
min 4x1 + 2x2 + x3 + 4x4 (9)
subject to:
3x1 + 5x2 + 2x3 + 3x4 ≥ 6 (10)
x1 + 3x2 + 5x3 + 3x4 ≥ 7 (11)
4x1 + 3x2 + 5x3 + 2x4 ≥ 8 (12)
3x1 + 5x2 + 4x3 + 5x4 ≥ 9 (13)
xi = 0 or 1 i = 1, . . . , 4 (14)
With four binary variables there are only 24 = 16 possible solutions and Table 1 enumerates
(in ascending solution value order) all possible feasible solutions for this problem. It is clear
from Table 1 that there six possible feasible solutions and that the optimal solution is x1 = 0,
x2 = 1, x3 = 1, x4 = 0 of value 3.
In the introduction above we distinguished two cases for the problem after variable knockout,
these were:
• the optimised (minimal) objective function value after knockout is at least a particular
value; or
• the optimisation problem that remains after knockout is infeasible
We deal with each of these below in turn. For simplicity of explanation we shall just consider
here finding the minimal set of variables to knockout. In order to do this we need some further
notation.
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Solution x1 x2 x3 x4 Solution
number value
1 0 1 1 0 3
2 0 1 1 1 7
3 1 1 1 0 7
4 1 0 1 1 9
5 1 1 0 1 10
6 1 1 1 1 11
Table 1: Feasible solution enumeration
Let S be the number of feasible solutions known for the problem optimise Equation (1)
subject to Equations (2),(3) and let F (s) be the set of non-zero variables [i | xi = 1 i = 1 . . . , n]
in feasible solution s (s = 1, . . . , S). For example, referring to Table 1, we have S = 6 and
F (1) = [2, 3].
2.1 Objective function value
With reference to our example problem with n = 4 suppose that we wish to find the minimal
set of variables to knockout such that the (minimal) objective function value after knockout is
at least 8.
It is clear from Table 1 that this means that solutions 1, 2 and 3 cannot be allowed to occur,
since all these solutions have associated values less than 8.
Now to eliminate solutions 1, 2 and 3 we must ensure that at least one of the non-zero
variables in each solution is knocked out. This can be achieved using:
∑
i∈F (s)
αi ≥ 1 s = 1, 2, 3 (15)
To find the minimal set of variables to knockout to ensure that the resulting problem has
a solution value of at least 8 we simply minimise
∑4
i=1 αi subject to Equations (6),(15). The
optimal solution to this problem has value one, indicating that just one variable needs to be
knocked out, e.g. variable x2. Note that there is an alternative optimal solution here associated
with knocking out just variable x3.
2.2 Infeasible problem
Suppose that we wish to find the minimal set of variables to knockout such that the problem
that remains after knockout is infeasible. Then it is clear that every one of the solutions seen in
Table 1 cannot be allowed to occur. In other words we must have:∑
i∈F (s)
αi ≥ 1 s = 1, . . . , 6 (16)
To find the minimal set of variables to knockout then we simply minimise
∑4
i=1 αi subject
to Equations (6),(16). The optimal solution to this problem has value two, indicating that
two variables need to be knocked out, e.g. variables x2 and x3. There are alternative optimal
solutions here, e.g. knockout variables x1 and x2.
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With regard to a technical issue here note that Equations (5),(16) depend on αi and xi being
zero-one variables to ensure that we eliminate all possible integer feasible solutions. If we were
to relax the integrality requirement on these variables in a standard linear programming (LP)
fashion, so 0 ≤ αi ≤ 1 i = 1, . . . , 4 and 0 ≤ xi ≤ 1 i = 1, . . . , 4, then the LP relaxation of
the problem is feasible. In other words the LP relaxation of optimise Equation (9) subject to
Equations (5),(10)-(14),(16) is feasible. In fact the optimal solution to this LP is x1 =
1
2 , x2 =
1
6 ,
x3 =
5
6 , x4 =
2
3 and αi = 1−xi i = 1, . . . , 4. The reason for emphasising this here is to illustrate
that attempting to identify variables to knockout that render the underlying integer program
infeasible via assuming that the LP relaxation is also infeasible is not an appropriate approach.
2.3 Avoiding complete feasible solution enumeration
Clearly the example considered here is just a small one in which it is easy to completely enumerate
all feasible solutions. Obviously in a larger problem this may be computationally much more
challenging. However it is possible to avoid complete enumeration and still solve the knockout
problem. We illustrate this below.
2.3.1 Objective function value
Consider the four variable problem given above and suppose (as above) that we wish to find
the minimal set of variables to knockout such that the (minimal) objective function value after
knockout is at least 8.
If we first solve optimise Equation (9) subject to Equations (10)-(14) we will generate the
optimal solution x1 = 0, x2 = 1, x3 = 1, x4 = 0 of value 3 (denoted as F(1) with respect to
Table 1).
Now clearly this solution must be eliminated if we need a solution with value of at least 8.
Therefore we can add the constraint: ∑
i∈F (1)
αi ≥ 1 (17)
Since F (1) = [2, 3] this constraint imposes the condition that at least one of x2 or x3 must be
knocked out.
If we now optimise Equation (9) subject to Equations (5),(6),(10)-(14),(17) we will generate
a new solution. This new optimal solution cannot be either the second or third solution in
Table 1. This is because these solutions would not satisfy Equations (5),(6),(17). The new
optimal solution will in fact be the fourth solution F (4) in Table 1, of value 9.
As this solution has value at least 8, as desired, we now know that minimal set of variables to
knockout can be found by solving minimise
∑4
i=1 αi subject to Equations (6),(17). This solution
will be of value one, as before when we used complete enumeration.
Note here that we have solved the knockout problem without enumerating all three solutions
of value less than 8, rather we solved the problem by finding a single feasible solution and adding
an appropriate knockout equation (here Equation (17)).
2.3.2 Infeasible problem
Consider the four variable problem given above and suppose (as above) that we wish to find
the minimal set of variables to knockout such that the problem that remains after knockout is
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infeasible.
Proceeding as for the objective function case we first find solution F (1) and after adding
Equation (17) find solution F (4) of value 9. We now add:
∑
i∈F (4)
αi ≥ 1 (18)
Optimising Equation (9) subject to Equations (5),(6),(10)-(14),(17),(18) gives solution F (5) in
Table 1 of value 10.
Repeating the process we now add: ∑
i∈F (5)
αi ≥ 1 (19)
Optimising Equation (9) subject to Equations (5),(6),(10)-(14),(17)-(19) we find that the prob-
lem is infeasible.
As we have infeasibility, as desired, we now know that minimal set of variables to knockout
can be found by solving minimise
∑4
i=1 αi subject to Equations (6),(17)-(19). This solution will
be of value two, as before when we used complete enumeration.
Note here that we have solved the knockout problem without enumerating all six possible
feasible solutions, rather we solved the problem by by finding three feasible solutions and adding
appropriate knockout equations (here Equations (17),(18),(19)).
2.3.3 Comment
Clearly this example is a small one, but it does indicate how we can solve the knockout problem
algorithmically. We solve the problem, add a knockout equation for the feasible solution so
identified, and repeat until the solution has the desired property. Then we use the knockout
equations added to identify an appropriate minimal set of knockout variables. We formalise this
algorithm in the next section.
3 Solution algorithms
In this section we first present our algorithm for solving the knockout problem optimally. We
indicate how our algorithm can be adapted when the number of variables knocked out is specified
(i.e. when we have a cardinality constraint).
3.1 Optimal algorithm
In the light of the example presented in the last section the pseudocode for our algorithm for
optimally solving the knockout problem is shown in Algorithm 1. In that algorithm we start by
first solving the problem being considered and initialising the number of feasible solutions (S)
to one, with the corresponding solution being F (1).
As long as we do not have a solution with the required property (either being at least a certain
value, or infeasible, as discussed above) we continue solving, but with knockout constraints added
for all previously identified solutions. Each new solution found is included as F (S).
Once we have a solution with the required property then we find the optimal knockout set.
Note here that the optimisation problem to determine the optimal knockout set, namely optimise
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∑n
i=1 diαi subject to Equation (6) and
∑
i∈F (s) αi ≥ 1 s = 1, . . . , S is a set covering problem
which can be solved, either optimally or heuristically, for very large problems [2, 4, 7–10,15].
With regard to a minor technical issue here the final optimisation in Algorithm 1 finds the
minimal knockout set which will eliminate all solutions [F (s), s = 1, . . . , S]. If the desired
property is that the solution value after knockout has value ≥ C∗ then this optimisation implic-
itly assumes that once the chosen variables have been knocked out there will remain at least
one feasible solution to the original problem with this desired property. If we wish to ensure
that this is indeed the case then we simply add Equations (2),(3),(5) as constraints to this final
optimisation.
Algorithm 1 Pseudocode for the knockout algorithm
Optimise Equation (1) subject to Equations (2),(3) {Solve the problem under consideration}
S ← 1
F (S)← non-zero variables in the current solution {Record the solution}
while solution does not have the desired property do
Optimise Equation (1) subject to Equations (2),(3),(5),(6) and
∑
i∈F (s) αi ≥ 1 s = 1, . . . , S
{Solve the problem with the knockout constraints added}
S ← S + 1
F (S)← non-zero variables in the current solution {Record the solution}
end while
Optimise
∑n
i=1 diαi subject to Equation (6) and
∑
i∈F (s) αi ≥ 1 s = 1, . . . , S
{Find the optimal knockout set}
Note here that, as far as we are aware, the algorithm given in Algorithm 1
for the optimal solution of the variable knockout problem has not been presented
previously in the literature .
Clearly the computational effectiveness of this knockout algorithm in identifying the optimal
set of knockout variables will depend both upon the underlying problem under consideration and
the required property. For example it is clear that identifying knockout variables to render the
problem infeasible would be more challenging than identifying knockout variables that simply
raise the objective function value slightly from the minimal value achieved with no knockout.
3.2 Cardinality constrained knockout
Suppose that we wish to constrain the number of variables knocked out, i.e. impose the cardi-
nality constraint:
n∑
i=1
αi = K (20)
In this case an obvious objective is to choose the K best variables to knock out so as to
maximise the (minimal) value of original problem after elimination of the knocked out variables.
To achieve this we simply modify Algorithm 1, as shown in Algorithm 2.
The logic underlying Algorithm 2 is similar to that underlying Algorithm 1. In order to
maximise the (minimal) value of the original problem after variable knockout we need to succes-
sively eliminate (knockout) solutions F (1), F (2), etc; where we can only knockout K variables
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in total (Equation (20)).
Algorithm 2 is the same as Algorithm 1 except that we add Equation (20) to the optimisation
and repeat the solution process until the problem is infeasible. We then know that adding
knockout constraints for the S solutions found, in conjunction with the cardinality constraint
(Equation (20)), renders the problem infeasible. Hence the maximal value that can be achieved
of the (minimised) objective can be found by solving the problem with (S−1) solutions knocked
out.
On a technical note here Algorithm 2 maximises the (minimal) value of a feasible solution
to the original problem when K variables are knocked out. If a feasible solution exists with
K variables knocked out then it is possible that the original problem could also be rendered
infeasible by judicious choice of K variables to knockout, but this would not be detected by
Algorithm 2.
Algorithm 2 Pseudocode for cardinality constrained knockout
Optimise Equation (1) subject to Equations (2),(3) {Solve the problem under consideration}
S ← 1
F (S)← non-zero variables in the current solution {Record the solution}
while problem is not infeasible do
Optimise Equation (1) subject to Equations (2),(3),(5),(6),(20) and
∑
i∈F (s) αi ≥ 1 s =
1, . . . , S
{Solve the problem with the knockout constraints added}
S ← S + 1
F (S)← non-zero variables in the current solution {Record the solution}
end while
S ← S − 1 {Reduce S by one}
Optimise Equation (1) subject to Equations (2),(3),(5),(6),(20) and
∑
i∈F (s) αi ≥ 1 s =
1, . . . , S
{Find the optimal knockout set and objective function value}
4 Computational results
To illustrate computationally the optimal knockout algorithm presented in this paper we consider
the problem of finding the minimal number of arcs to knockout from a directed network such
that, after knockout, the shortest path from an origin node to a destination node is of length at
least a specified value. Problems of this type have been considered previously in the literature,
e.g. see [3, 13,16].
Note here that we are using this shortest path problem purely to illustrate computationally
our optimal knockout algorithm. Our knockout algorithm is completely general, and requires
no problem-specific information. As for all such general algorithms making use of problem-
specific information (e.g. information relating to the structure of the constraint matrix [aij ], see
Equation (2)) may result in an improved algorithm. However this is outside the scope of this
paper.
We made use of directed network instances given (albeit in a different context) in [6], which
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have the advantage for future workers studying knockout algorithms that these instances are
publicly available from OR-Library [5]. The computational results presented below (Windows
2.50GHz pc, Intel i5-2400S processor, 6Gb memory) are for our optimal knockout algorithms
(Algorithm 1 and Algorithm 2) as coded in FORTRAN using SCIP (Solving Constraint Integer
Programs, version 4.0.0) [1, 17] as the integer solver.
Table 2 shows the results obtained for Algorithm 1. In that table we show the number of
nodes and arcs in the instances considered, as well as the length of the shortest path from the
origin node to the destination node. We considered the problem of knocking out the minimal
number of arcs such that, after knockout, the length of the remaining shortest path from the
origin node to the destination node was at least a multiplier γ of the length of the original
(unknocked out) shortest path. Table 2 shows results for γ=1.5 and γ=2.
In that table we can see that for the first problem with 100 nodes and 955 arcs the shortest
path (from node 1 to node 100) is of length 80. The minimal number of arcs to knockout in
order that the shortest path is of length at least 1.5(80)=120 is 2 and our algorithm required
(in total) 17.4 seconds to prove this, with S=21 solutions being found. The minimal number of
arcs to knockout in order that the shortest path is of length at least 2(80)=160 is 4, requiring
(in total) 783.3 seconds, with S=281 solutions being found.
Number Number Shortest Multiplier γ=1.5 Multiplier γ=2
of nodes of arcs path Number of Minimal number Total time Number of Minimal number Total time
length solutions of arcs (secs) solutions of arcs (secs)
(S) knocked out (S) knocked out
100 955 80 21 2 17.4 281 4 783.3
990 79 10 1 5.8 135 4 310.9
200 2040 230 30 4 113.9 852 7 10532.4
2080 200 16 3 42.5 322 6 2305.8
500 4858 455 2 1 44.8 28 3 445.3
4847 611 18 5 284.9 1325 8 53061.9
Table 2: Shortest path results
Table 3 shows, for the same problems as considered in Table 2, the results for cardinality
constrained knockout (Algorithm 2) for K = 1, 2, 3, 4, 5, 10. To illustrate this table consider the
first problem with 100 nodes, 955 arcs and shortest path length 80. For K = 1, i.e. a single arc
knocked out so as to maximise the length of the shortest path in the network that remains after
knockout, the shortest path length increases to 110, requiring S = 3 solutions and 3.2 seconds
in total. For K = 2, i.e. two arcs knocked out so as to maximise the length of the shortest path
in the network that remains after knockout, the shortest path length increases to 139, requiring
S = 6 solutions and 5.2 seconds in total. Examining Table 3 we can see that, as we would
expect, for any particular problem as K increases the number of solutions S also increases.
5 Conclusions
In this paper we have considered a class of problems related to variable knockout. In problems
of this type we need to decide an appropriate set of variables to delete, i.e. knockout of the
problem, in order that the optimal solution to the problem that remains after variable knockout
has a desired property.
We presented an algorithm for the optimal solution of the problem. We also illustrated how
our algorithm could be adapted when the number of variables knocked out is specified (i.e. when
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Number of nodes 100 100 200 200 500 500
Number of arcs 955 990 2040 2080 4858 4847
Shortest path length 80 79 230 200 455 611
K = 1 Number of solutions (S) 3 2 2 3 3 1
Shortest path length 110 119 260 258 779 689
Total time (secs) 3.2 2.6 10.4 14.4 76.7 51.7
K = 2 Number of solutions (S) 6 5 6 4 9 2
Shortest path length 139 122 308 266 906 715
Total time (secs) 5.2 4.7 20.7 15.5 169.8 69.3
K = 3 Number of solutions (S) 12 10 11 7 15 6
Shortest path length 142 154 321 317 913 838
Total time (secs) 8.8 7.6 34.0 23.4 275.4 118.7
K = 4 Number of solutions (S) 22 18 20 11 24 9
Shortest path length 185 212 360 334 986 866
Total time (secs) 19.9 13.8 61.6 31.4 473.4 168.5
K = 5 Number of solutions (S) 40 30 34 14 31 16
Shortest path length 209 232 418 339 1070 979
Total time (secs) 60.6 34.7 164.9 41.9 671.6 294.0
K = 10 Number of solutions (S) 255 160 267 136 260 144
Shortest path length 263 275 619 498 1334 1389
Total time (secs) 833.7 531.5 2908.8 913.8 11130.7 3651.3
Table 3: Cardinality constrained knockout results
we have a cardinality constraint).
To illustrate our knockout approach computational results were given for the problem of
finding the minimal number of arcs to knockout from a directed network such that, after knock-
out, the shortest path from an origin node to a destination node was of length at least a specified
value. We also presented results for shortest path cardinality constrained knockout.
10
References
[1] Achterberg T. SCIP: Solving constraint integer programs. Mathematical Programming
Computation 2009;1(1):1–41.
[2] Al-Shihabi S, Arafeh M, Barghash M. An improved hybrid algorithm for the set covering
problem. Computers & Industrial Engineering 2015;85:328–334.
[3] Bayrak H, Bailey MD. Shortest path network interdiction with asymmetric information.
Networks 2008;52(3):133–140.
[4] Beasley JE. An algorithm for set covering problem. European Journal of Operational Re-
search 1987;31(1):85–93.
[5] Beasley JE. OR-Library: distributing test problems by electronic mail. Journal of the Op-
erational Research Society 1990;41(11):1069–1072.
[6] Beasley JE, Christofides N. An algorithm for the resource constrained shortest path prob-
lem. Networks 1989;19(4):379–394.
[7] Beasley JE, Chu PC. A genetic algorithm for the set covering problem. European Journal
of Operational Research 1996;94(2):392–404.
[8] Beasley JE, Jornsten K. Enhancing an algorithm for set covering problems. European Jour-
nal of Operational Research 1992;58(2):293–300.
[9] Caprara A, Fischetti M, Toth P. A heuristic method for the set covering problem. Operations
Research 1999;47(5):730–743.
[10] Caprara A, Toth P, Fischetti M. Algorithms for the set covering problem. Annals of Oper-
ations Research 2000;98:353–371.
[11] Colson B, Marcotte P, Savard G. An overview of bilevel optimization. Annals of Operations
Research 2007;153(1):235–256.
[12] Dempe S. Annotated bibliography on bilevel programming and mathematical programs
with equilibrium constraints. Optimization 2003;52(3):333–359.
[13] Israeli E, Wood RK. Shortest-path network interdiction. Networks 2002;40(2):97–111.
[14] Kalashnikov VV, Dempe S, Perez-Valdes GA, Kalashnykova NI, Camacho-Vallejo JF.
Bilevel programming and applications. Mathematical Problems in Engineering 2015;Article
ID 310301. Available from http://dx.doi.org/10.1155/2015/310301 Last accessed August 4
2019.
[15] Lan GH, DePuy GW, Whitehouse GE. An effective and simple heuristic for the set covering
problem. European Journal of Operational Research 2007;176(3):1387–1403.
[16] Rocco CM, Ramirez-Marquez JE. A bi-objective approach for shortest-path network inter-
diction. Computers & Industrial Engineering 2010;59(2):232–240.
[17] SCIP: Solving constraint integer programs. Available from http://scip.zib.de/ Last accessed
August 4 2019.
[18] Vicente LN, Calamai PH. Bilevel and multilevel programming: a bibliography review. Jour-
nal of Global Optimization 1994;5(3):291–306.
