Abstract. We consider a stochastic Klein-Gordon wave equation modeling heat flow in a linear field that is coupled to thermal reservoirs at different temperatures. We discuss, in a perturbative context, the approach to a stationary, non-equilibrium state, and show that the state is supported on field configurations which are Hölder continuous, with any exponent less than 1/2. We determine the heat flux to lowest order in perturbation theory.
Introduction
In this article we consider the question of ergodicity and the existence of an invariant Gaussian measure for the system of linear stochastic partial differential equations ∂ t φ(x, t) = π(x, t) ∂ t π(x, t) = (∂ 2 x − 1)φ(x, t) − βr(t)α(x) dr(t) = − (r(t) − β α, π(t) ) dt + √
T dω(t) . (1.1)
In these equations (φ, π) is a pair of scalar fields satisfying periodic boundary conditions with x ∈ [0, 2π]. Here α will be taken to be a pair of functions, α = (α 1 , α 2 ) with α j in the Sobolev space H γ , for some γ > −1/4, j = 1, 2, and β is simply a coupling parameter. The vector r = (r 1 , r 2 ) is in R 2 , and ω = (ω 1 , ω 2 ) is a 2-dimensional standard Brownian motion. The matrix T is given by T = diag(T 1 , T 2 ), and T j will be interpreted as a temperature. Higher (finite) dimensional α's, r's and matrix T can be accommodated, but for simplicity we treat just the two-dimensional case.
The equations are interpreted as those for a Klein-Gordon field coupled to two thermal reservoirs. These particular equations have their origin in models for nonequilibrium statistical mechanics introduced and analyzed by Eckmann, Pillet, and Rey-Bellet, in which a finite chain of (non)-linear oscillators is coupled to a finite number of linear fields (the heat reservoirs ) [13, 14] , see also [22] . At the outset the systems are purely Hamiltonian. The linear fields are given Gaussian random initial conditions with, in general, different covariances. The equations for the linear fields are then integrated, leaving stochastic equations for the chain, with driving terms which are artifacts of the reservoirs. For special couplings, the equations are in fact Markovian rather than the integro-differential equations one would generally expect. The above equations are thus analogous to those for chain models in which the chain of oscillators has been replaced by a Klein-Gordon field.
As in the chain case, the goal here is to show existence of an invariant measure and to delineate some of its physical properties. Particularly for the case where the covariances of the reservoirs are different (corresponding to different temperatures T 1 = T 2 ), such a state models non-equilibrium but steady state heat flow. By showing convergence of the solution to the above equations t → ∞ in a suitable sense, we will establish such an invariant measure. We provide estimates on the covariance of the random field φ with respect to this measure showing that φ is almost surely Hölder continuous with any exponent < 1/2; These estimates also give the expected steady state heat flux to lowest order in the perturbation parameter β. In addition, our analysis shows that the equations are weakly mixing, i.e. that field expectations are driven in time to expectations with respect to the invariant measure. It is, however, the primary intention of this work to provide useful estimates on the semigroup associated with Eqs.(1.1) without noise that will be of utility in attacking associated non-linear problems.
Study of this particular system of equations (1.1)-including an additional defocusing non-linear −φ 3 -term in the ∂ t π equation-was initiated by Rey-Bellet and Thomas [26] . It was shown using methods of Bourgain [2] , see also [8, 16] , that the equations have global solutions in spaces of low regularity (e.g. with φ in H s with s > 1/3), to be contrasted with the energy norm of essentially H 1 . It was appropriate to seek solutions in these spaces of lower regularity: for the case of equilibrium T 1 = T 2 , an invariant (Gibbs state) measure actually was established. The resulting marginal measure for φ is absolutely continuous with respect to Wiener measure and is supported on Hölder continuous functions that are a.s. nowhere differentiable, whence the need to understand the equations in spaces of lower regularity. For the non-equilibrium linear problem studied here, we again find the invariant measure with support properties similar to those of the equilibrium case.
There is a considerable literature on invariant measures for wave equations with no noise, c.f. Lebowitz, Rose and Speer [19] , Zhidkov [27] , McKean and Vaninsky [20] , Bourgain [3, 4] , Brydges and Slade [7] . In the last few years there has also been a substantial amount of work on invariant measures for parabolic and hyperbolic equations with dissipation and noise, for example, that concerning Navier-Stokes equations, c.f. Bricmont, Kupiainern, and Lefevere [6] , E, Mattingly, and Sinai [9] , Kuksin and Shirikyan [17] , and most recently Hairer and Mattingly [15] , who treat (2-dimensional) Navier-Stokes with low dimensional stochastic forcing terms, showing uniqueness of an invariant measure. Da Prato and Zabczyk [28] show existence and uniqueness of invariant measures for both a one-dimensional Burger's equation and 2-dimensional Navier-Stokes equations. See also work on stochastic parabolic problems by Eckmann and Hairer [12] and Masmoudi and Young [21] . Finally, a recent article of Bricmont and Kupiainen [5] investigates a truncated system of equations for correlation functions associated with a coupled system of oscillators and shows a Fourier law for heat flow. In their 1966 article, Lebowitz, Lieb, and Rieder [18] examined a chain of harmonic oscillators; they noted that Fourier's law did not hold because the heat flux was independent of the chain length. At the end of our article, we remark on the flux of the field and its differences from the chain case considered by these authors.
Concerning non-linear wave equations with dissipation and noise, Barbu and Da Prato [1] treat a non-linear wave equation with stochastic forcing and with a damping term −π(x, t) in the field equation. At least for the linearized version of their equation, such a term results in dissipation of each Fourier mode uniform in the mode number n. For the case including a Lipschitz bounded non-linearity they exhibit a Liapunov function, essentially the energy, in order to show existence of an invariant measure supported on fields with finite energy. Our situation, although related, is somewhat different: briefly stated, high n Fourier modes decay very slowly, exponentially as ∝ exp (−β 2 |α(n)| 2 /n 2 ) , thus with rates going rapidly to zero, n → ∞. (For expository purposes here, |α(n)| can be thought of as roughly a supremum of the n th -Fourier coefficients of the α's.) On the other hand, the coupling between the noise and these high frequency modes is very weak; the upshot is that in fact weak mixing obtains, but there is no uniform decay rate. The resulting invariant measure is certainly not supported on field configurations of finite energy, but rather is supported on Hölder continuous functions.. There is no obvious Liapunov function.
To summarize the results in this article, let us write the equations (1.1) symbolically as an equation for an Ornstein-Uhlenbeck process [28] ,
with dω = (0, 0, dω 1 , dω 2 ) and with solution Φ = (φ, π, r 1 , r 2 ) in terms of a stochastic integral
We obtain, in perturbation theory, a spectral analysis of the operator A(β). This operator has compact resolvent; its eigenvalues tend to ±i∞ and have small negative real parts tending to zero in the limit. We give estimates on the (nonorthogonal) projections corresponding to these eigenvalues. The field Φ(t) of Eq.(1.3) is of course Gaussian. Our estimates imply that Φ(t) converges in distribution to a random field Φ ∞ that has as its measure the invariant measure for the equations (1.1). We also obtain estimates on the covariance for Φ ∞ which show that φ, the first component of Φ ∞ , is almost surely Hölder continuous with exponent less than 1/2. In addition, these same estimates provide a means of estimating the heat flux. We find a residual non-zero flux for different temperatures, in the limit of the coupling constant β going to zero. This perhaps surprising result is discussed at the end of the article.
Again, the bulk of this article is simply an account of the fairly tedious estimation of the eigenvalues and projections for A(β). We hope these estimates serve as a useful basis for exploring the non-linear problem, in which the momentum equation for ∂ t π has an additional non-linear term in the field φ.
Estimates on Eigenvalues and Eigenvectors of A(β)
2.1. Notation. The linear operators we will be considering act in
with β a coupling constant,
Note that α . is a linear functional; α is to be integrated against the function it is acting on (to obtain a real number). Our goal is to obtain perturbative information on the eigenvalues and eigenvectors of A(β), with estimates on the remainders. The eigenvalues and eigenvectors of B, i.e., with β = 0 are easily determined, and are given by: For the eigenvalue λ = −1 there are two corresponding eigenvectors,
For n = 0, 1, 2, ... we have unperturbed eigenvalues λ ± n (0) ≡ ±i √ n 2 + 1, which, unless n = 0, are also doubly degenerate, with corresponding H 1 -normalized eigenvectors which are taken to be a particular linear combination of the eigenvectors
We will use the notation:
• λ −1,σ (β) and λ ± n,σ (β), n = 0, 1, 2, ..., σ = 1, 2, are the perturbed eigenvalues of A(β) with limits lim β→0 λ −1,σ = −1 and lim β→0 λ ± n,σ (β) = λ ± n (0) respectively.
• e −1,σ (β) and e ± n,σ (β) are the associated perturbed right eigenfunctions. When β → 0 they typically converge to a non-trivial linear combination of the e ± n,σ,0 's given above.
• P ± n,σ (β) is the (generally non-orthogonal) projection onto the subspace spanned by e ± n,σ (β) and that reduces A(β). P ± n (β) is the projection onto the subspace spanned by the e ± n,σ (β), σ = 1, 2 and also reducing A(β). Note that for fixed n and choice of ±, P ± n (β) is two-dimensional for n ≥ 1 and one-dimensional for n = 0. P ± n (0) ≡ lim β→0 P ± n (β) is projection onto the subspace spanned by the two vectors defined above in Eqs.(2.4) and (2.5). P −1 = P −1 (0) will be the projection onto the span of the vectors e −1,1,0 and e −1,2,0 defined in Eq.(2.3).
Perturbation Estimates.
In this subsection, we estimate the eigenvalues, λ ± n,σ (β) and the corresponding projections, P ± n (β). We also obtain estimates on the leading order behavior of the eigenfunctions e ± n,σ (β) showing that they are nearly orthogonal. This assures that for β small, the reduced operators A(β)P
Lemma 2.2. We have the following order of magnitude estimates for the respective operators, regarded as mapping H s to itself;
for n = 0, 1, ... where in the above, z is such that |z − λ ± n (0)| = 1/2. Proof: These estimates are straight-forward though tedious to check. Their proof just uses the definition of the respective operators, and that sup k>0:k =n
Proposition 2.3. The projections P ± n (β), n = 0, 1, 2, ... have expansions in β, valid for β sufficiently small:
where
) with the remainder term estimated, and considered as an operator acting in H s ,
and, in particular,
.
Proof:
We have the Cauchy integral representation for P ± n (β),
which we will see converges for β sufficiently small. Now the perturbation C maps the π(x) component of the field Φ to the "lower"(0, 0, 1, 0), and (0, 0, 0, 1) components of the field only, i.e., states which have eigenvalue −1 only under the operator B; and C maps these "lower" states to "upper states" (0, α . (x), 0, 0). The formulae for the β 0 ,β and β 2 -terms of Eq.(2.7) are immediate from this observation and the Cauchy residue theorem.
In order to estimate the terms in the series, we exploit the fact that we have a finite rank perturbation. The key point here is to note that in powers of the sort [C(B − z)
−1 ] j appearing in the integrand of a term in the series on the right side of Eq.(2.10) every other factor visits a "lower" state where B has eigenvalue −1. For example, if j is even, then
If |z − λ ± n (0)| = 1/2, and we regard this product as acting in H s , then the last bound of the lemma, Eq.(2.6) gives that (2.12) [C(B − z)
The cases with j odd, and with other leading or trailing factors can be handled similarly with the aid of the other inequalities of the lemma. Of course, in the integrals, at least one of the denominators, with (B − z) −1 written in its spectral representation must include the factor P ± n (0)(λ ± n (0)−z) −1 , or the integral will vanish by Cauchy's theorem; this latter observation accounts for theα(n) factors in the estimates. In particular, the estimates on the remainderP ± n (β) in Eqs.(2.8, 2.9) are just those of the β 3 terms. One sees that the expansions are convergent, provided |β α H γ < c, for some positive c. The calculations again are straight-forward, if tedious. . Assumption 2.4. In the following we need that the perturbed eigenvalues be non-degenerate, and that indeed the real part of the β 2 -terms are non-zero and dominate the remainder O(β 4 ) part. Thus we assume that all Fourier coefficients of the α's are non-zero. We Also make the somewhat technical assumption that there exists a positive constant, c (independent of n) so that for a =α 1 (n) and b =α 2 (n), (2.13) c(|a|
Proposition 2.5. We have the eigenvalue estimates, n = 0, 1, 2, ..., σ = 1, 2 and γ > −1/2;
where the remainderλ
Proof: We consider the eigenvalue equation in the subspace spanned by the range of P + n (β) (the argument for P − n (β) is similar), A(β)P + n (β)(a n,σ,1 e + n,1,0 + a n,σ,2 e + n,2,0 ) = λ + n,σ (β)P + n (β)(a n,σ,1 e + n,1,0 + a n,σ,2 e + n,2,0 ) (2.16) which is to be solved for the coefficients a n,σ (β) = (a n,σ,1 , a n,σ,2 )(β), and for the two eigenvalues λ + n,σ , σ = 1, 2. Define the two 2 × 2 matrices
(Here, which H s -inner product used is immaterial.) Computing matrix elements of the eigenvalue equation (2.16), we obtain (2.18) λ + n (0)N n + M n a n,σ = λ n,σ (β)N n a n,σ from which one sees that the eigenvalue differences λ n M n (β). Using Proposition 2.3 and methods developed there for its proof, we find that
where P +(1) n is the operator coefficient of β in the expansion for P + n (β), and
Here, the leading order behavior of Q n (β) in β and the other remainder term is obtained from the fourth order term of M n and the product of the second order terms of N n and M n .
The first line of the right side of this last equation is given by
with a =α 1 (n) and b =α 2 (n) and, again, Q n (β) Hermitian. The eigenvalue estimate Eq.(2.14) follows from these last two equations. Remark 2.6. Our assumption on the Fourier coefficients of the α's assure that the eigenvalues indeed have real parts dominated by their leading O(β 2 |α(n)| 2 n −2 ) parts. The assumption also implies that the eigenvectors with nearly degenerate eigenvalues β = 0 are also nearly orthogonal. We discuss this point next.
The two-dimensional matrix in the previous equation Eq. (2.20) is normal, and so the eigenvectors a σ , to leading order, are actually orthogonal. It follows that the eigenvectors e ± n,σ (β) can be taken to have the limiting form
(ψ n does not depend on the ± index). This orthogonality implies that the operators A(β)P ± n (β) do not develop nilpotent parts for β small.
Remarks on the Limiting Behavior of Φ(t)
3.1. Asymptotics of the Field Φ(t). In this sub-section, we investigate the asymptotics of Φ(t), t → ∞ represented as the stochastic integral (OrnsteinUhlenbeck process) given in the introduction Eq. (1.3) . We show that the mean of the field goes to zero, t → ∞, and that its covariance approaches a limit, thus guaranteeing existence and uniqueness of an invariant measure (see [28] , p.177). This measure is simply the Gaussian measure with covariance that of Φ(t) in the t → ∞-limit. It is the measure for the random field Φ ∞ , representable as
We first show that the mean of Φ(t), e tA Φ 0 , goes to zero, for t → ∞ for suitable initial data. Towards this end, the following lemma can be interpreted as a completeness result for the projections {P ± n (β)}, β small; one can use it to show that the sum of the projections really is the identity. 
where δ = min{s + γ, 1/2 + 2γ}
Proof: We refer to Eq.(2.7) of Proposition 2.3 for the projections P ± n (β) and the estimates of Lemma 2.2. The idea is simply to estimate each term in the expansion of the projections.
For example, the O(β)-terms are estimated by the first and second of Eqs.(2.6),
Here, in the second term on the right side of the first line, P |n|≥N is just the projection onto Fourier modes |n| ≥ N . The other terms in the expansion are estimated similarly. The β 2 -terms are seen to be bounded by O(
The largest of the terms involved is O(N −δ ), where δ = min{s + γ, 1/2 + 2γ}. The assumption that γ > −1/4 assures positivity of the exponent δ, since s + γ is already assumed positive.
Proof: We have that for N > 0,
Now e tA is uniformly bounded as an operator acting in H s , cf. Lemma 2.2 of [26] . (The proof given there extends to γ > −1/2). Given , pick N so large that the latter two terms are each < /3. This is possible since in the second term the P ± n (0)'s are orthogonal and the last term is small for N large as shown in the previous lemma. The first term is < /3 for t sufficiently large, since it in fact decays exponentially. .
Next, we estimate the covariance of Φ(t) in perturbation theory, given by (3.6) in the limit t → ∞. The expectation here is of a 4 × 4-matrix. (Again there is abuse of notation; the two ±'s associated with the mode numbers m and n are to be regarded as independent of each other.)
Here, we just focus on the field part (φ, π) of Φ(t), in the t → ∞ limit; moreover we only compute the leading O(β 0 ) behavior.These O(β 0 ) contributions occur only from "diagonal" n = m-terms and the two ±'s the same, with the small denominators involving the eigenvalues O(β 2 ). Otherwise, these denominators are O(1), and the decay of the projection terms assures convergence of the double sum.
Referring to the expansions for the projection, see Lemma 2.3, we have that a fixed (n, ±) and O(β 0 ) contribution (summing just over σ and σ ) to the above expectation is given by
with the matrix R n,σ,σ (T 1 , T 2 ) defined by
Note that R n does not depend on the ± index. We also note that in the equilibrium situation T = T 1 = T 2 , the matrix R n (T, T ) reduces to the diagonal matrix, 
, and thus φ(x, ω) is almost surely Hölder continuous with any exponent < 1/2, via the Kolmogorov criteria, using the argument of Garsia, Rademich, and Rumsey, (cf. [29] , section 2.1). In the equilibrium case T = T 1 = T 2 , we find the well-known result that (3.11) E[φ(x)φ(y)] = T n≥0 cos(n(x − y)) n 2 + 1 .
Finally, we briefly discuss the heat flux. The leading order O(β 0 ) contribution to E[π(x)φ(y)] is given by (3.12) E[π(x)φ(y)] = lim β→0 n β 2 R n,1,2 (T 1 , T 2 ) sin(n(y − x)) π(n 2 + 2)(n 2 + 1) 1/2 Im 1 λ + n,1 (β) +λ + n,2 (β) which vanishes if the temperatures are equal, since, again, R n,1,2 is zero in this case, by Eq.(3.9). Differentiating this with respect to y and setting y = x gives the leading order behavior of the flux, which is constant in x and, in general, nonzero. (Some care is needed here, since the sum over n is not generally absolutely convergent.) That the flux is constant independent of x is not surprising, since otherwise it would signal an expected build up, or depletion, of energy of the field in certain intervals x ∈ (x 0 , x 1 ), which would contradict stationarity. That it is non-zero in general, even having turned off the coupling is the surprise. Recall that we are using periodic boundary conditions here; Neumann boundary conditions would lead to zero flux. In fact, Lebowitz, Lieb and Rieder, [18] consider a chain of harmonic oscillators, and also find this constant heat flux, but which however goes to zero for the bath couplings going to zero. But their chain is linear, not a loop of oscillators, and so rather more analogous to the Neumann boundary condition case.
Evidently when β is non-zero, there is correlation between φ and π, and this correlation persists, β → 0. We note that the degeneracy between the unperturbed modes e ± n,σ,0 for σ = 1, 2 both having eigenvalue λ ± n (0) plays a crucial role in the phenomenon. If there were no degeneracy, the denominators λ ± n,1 +λ ± n,2 would be O(1) instead of O(β 2 |α(n)| 2 /n 2 ) as we have remarked above, and the leading asymptotics of the flux would be O(β 2 ) instead of O(1). In this case, the flux would clearly go to zero, β → 0 as one might expect.
