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문서 요약이란 주어진 문서로부터 특정 사용자나 작업에 적합하게 축약한 형태의 문서를 생성하는 과제를 의미한다. 
인터넷이 발달함에 텍스트를 포함한 여러 종류의 데이터들이 폭발적으로 증가하고 있고, 이러한 상황에서 문서 요약 기술이
지니는 가치는 점점 증대되고 있다. 또한 기계가 언어를 어떻게 이해하는지에 대한 연구의 한 갈래로써 중요한 가치를
지니고 있다.
과거에는 그래프 기반 방법론이나 통계 기반 방법론을 이용한 문서 요약 기법들이 일반적이었으나, 최신의 다양한
딥러닝 기반의 방법론을 이용한 문서 요약 모델들이 주로 연구되고 있다. 이러한 다양한 모델들이 사람이 직접 생성한
요약에 비견될 정도의 좋은 요약 성능들을 보이지만, 학습 데이터들의 양과 질에 따라 성능이 좌우된다는 문제점이 있다.
문서 요약의 대상이 되는 텍스트로는 일반적으로 뉴스 기사, 웹 사이트, 상품 리뷰 등이 있다. 대다수의 연구는 학습
데이터들의 양과 질 모두 좋은 뉴스 기사를 토대로 연구하나, 본 연구에서는 상대적으로 학습 데이터의 양과 질이 열악한
상품 리뷰에 대한 요약 기법을 다루고자 한다.
따라서 본 연구에서는 이러한 데이터의 양과 질의 열악함을 해결하기 위해, 주어진 상품 리뷰들에 대한 추가적인
정보를 더해서 더 좋은 품질의 요약을 제공하는 요약 모델을 제안한다. 본 논문에서 제안한 모델과 기준 모델이 생성한 요약
결과를 비교하고, 또 사용자 평가를 포함한 다양한 실험 결과, 본 연구에서 제안한 상품 리뷰 요약의 품질이 다른
모델보다 관련성과 가독성 모두 더 좋은 품질을 보였으며 추가적인 실험을 통해 추가 정보가 문서 요약에 어떤 영향을 주는
지에 대해 확인했다.
주요어: 문서 요약, 시퀀스-투-시퀀스 모델, 주목 메커니즘, 기억 신경망, 인공 신경망
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제 1장 서론
1.1 연구의 배경 및 내용
문서 요약(Text Summarization)은 긴 텍스트로 이루어진 문서의 정보를 목표 사용자와 목표 작업에 적합하게 압축한
문서를 생성하는 것을 목표로 하는 과제이다. 대량의 정보를 압축해 요약함으로써, 뉴스 요약문 작성, 문서 제목 생성 등
다양한 분야에 사용되고 있다. 또한 문서 요약 기법은 기계 번역(Machine Translation)[2][3][4], 텍스트 질의
응답(Text Question Answering)과 함께 기계 학습(Machine Learning)의 자연어 이해(Reading Comprehension)의
토대가 되는 중요한 분야이다.
문서 요약은 요약 방식에 따라 추출 요약(Extractive Summarization)[8][9]과 생성 요약(Abstractive 
Summarization)[10][11]으로 구분한다. 추출 요약은 대상 문서에 이미 존재하는 문장이나 구절 중 의미 있는 부분을
선택하고 추출해서 요약을 하는 방법론이고, 생성 요약은 문서의 내용을 압축해서 새로운 문장들을 생성하는 방법론이다. 
과거에는 이 두 가지 방법론 각각에 대해 연구가 이루어졌지만, 현재는 두 가지 방법론을 같이 사용하는 혼합
모델(Hybrid Model)[12][13]에 대한 연구가 주로 이루어지고 있다. 
딥러닝 이전의 문서 요약 기법들은 단어 빈도수를 위한 통계 기반[14] 혹은 그래프 기반[10] 기법들의 연구가 주가
되었지만 활용할 수 있는 분야가 적었고, 생성한 요약의 결과가 사람에 의한 요악보다 질이 좋지 않다는 문제가
있었다  하지만 최근의 시퀀스-투-시퀀스 모델(Sequence-To Sequence-Model)[2], 주목 메커니즘(Attention 
Mechanism)[4]과 같은 딥러닝 기반의 모델이 등장함으로써 문서 요약 기법의 성능은 사람에 근접한 요약 성능을 보여주고
있다.
２
하지만 이러한 딥러닝 기반의 모델들은 많은 양의 정제된 학습 데이터가 필요하고, 모델 성능이 데이터의 양과 질에
좌우되는 특징이 있다. 대다수의 연구가 CNN/Daily Mail[1]을 학습 데이터로 사용하고 학습 데이터의 양과 질이 풍족한
상황을 가정하고 있다. 이 때문에 데이터가 풍부한 주제에 대해서는 좋은 결과를 이끌어 내지만 그렇지 못한 학습
데이터들에 대해서는 좋은 성능을 보장하지 못하는 문제점이 있다. 또한 실제 데이터들은 대부분 양과 질이 모두 부족한
것이 현실이다.
따라서 본 연구에서는 양과 질 모두 부족한 상품 리뷰 데이터에서 좋은 요약을 생성하기 위해 추가적인 정보를 이용하는
새로운 상품 리뷰 요약 모델을 제안한다. 기존 모델에 비해서 본 연구에서 제안하는 추가 정보를 이용한 문서 요약 모델이
상품 리뷰 데이터셋에 대해서 더 좋은 요약을 생성함을 보였으며 추가 정보가 요약 생성에 어떤 영향을 주는지 실험을
통해 확인했다.
1.2 논문의 구성
본 논문의 구성은 다음과 같이 이루어져 있다. 2 장에서는 자연 언어 처리 분야의 대표적인 생성 모델과 외부 정보를
이용하는 모델들에 대해 소개하고, 3 장에서는 본 논문에서 기준이 되는 요약 신경망 모델에 대해 설명한다. 4 장에서는
기존 연구의 한계를 보완하는 추가 정보를 활용한 문서 요약 시스템을 제안한다. 5 장에서는 실험을 하기 위해 온라인
쇼핑몰에서 수집한 상품 리뷰 데이터 셋에 대해 소개하고, 다양한 환경에서의 모델들의 성능을 비교 및 평가한다. 
마지막 6 장에서는 본 논문의 결론을 맺으며 향후 연구 방향에 대해 논의한다.
３
제 2장 관련 연구
딥러닝 기술들이 자연 언어 처리 분야에 적용되면서 문서 요약에 대해서도 다양한 방법론들이 제안되었다. 본 장에서
는 최근의 자연어 생성 모델을 설명한다. 또 본 논문에서 제안하는 모델의 기반이 되는 모델을 소개한다.
2.1 시퀀스-투-시퀀스 주목 모델
기존의 시퀀스-투-시퀀스 모델(Sequence to Sequence Model)[2]의 문제 중 하나는 입력 값을 인코딩 하는 과정에
서 전체 작업에서 필요가 없는 정보까지 인코딩 할 수밖에 없다는 문제가 존재한다. 입력 시퀀스의 길이가 길거나 포
함된 정보가 많은 경우, 그리고 선택적 인코딩이 불가능할 경우 문제가 발생한다.
시퀀스-투-시퀀스 주목 모델은 이러한 문제를 하기 위해 시퀀스-투-시퀀스 신경망에 주목 메커니즘을 결합한 모델이다. 주
로 기계 번역, 문서 요약 분야에서 널리 쓰이고 있다. 시퀀스-투-시퀀스 주목 모델은 크게 다음과 같은 4가지 모듈(Module)
으로 구성되어 있다.
1. 인코더 순환 신경망
인코더 순환 신경망(Encoder Recurrent Neural Network)는 요약의 목표가 되는 텍스트로부터 각 토큰을 읽고 이 토큰들의
임베딩을 입력으로 받는 모듈이다. 입력 시퀀스의 끝에 도달하면 순환 신경망의 마지막 은닉 상태를 디코더에 전달한다.
４
2. 디코더 순환 신경망
앞서 인코더로부터 전달받은 은닉 상태(Hidden State)를 이용해 디코더를 초기화한다. 요약을 구성하는 단어들의 시퀀스 형
태로 결과값을 반환하게 된다. 디코더 순환 신경망(Decoder Recurrent Neural Network)는 인코더와 다르게 단방향
순환 신경망을 활용하며, 이전 단계의 단어들을 입력값으로 받게 된다.
3. 주목 분포와 문맥 벡터
대상 문서로부터 다음 단어를 생성할 때, 대상 문서의 단어에 대한 확률인 주목 분포는 인코더 순환 신경망과 디코더 순
환 신경망의 은닉 상태를 입력 값으로 하는 함수로 표현된다. 이는 직관적으로 해당 신경망이 다음 순서의 단어를 생성
시 대상 문서의 어느 단어를 주목해서 봐야 할 지를 표현해 주는 것이다.
4. 어휘 분포
최종적으로 문맥 벡터와 디코더 은닉 상태(Hidden State)의 출력 값을 결합하여 2개의 선형결합 층을 통해서 단
어의 분포를 표현한다. 이는 원문 텍스트가 아닌 전체 단어 요약을 통해 생성될 단어들을 순서대로 표현된다.
５
2.2 기억 신경망
기억 신경망(Memory Network)는 자연 언어 처리의 과제 중 텍스트 질의응답(Text Question Answering) 문제를
해결하고자 제안된 신경망 모델이다. 일반적으로 쓰이는 신경망 모델인 CNN, RNN은 분류나 번역 등의 과제에서는 좋은
성능을 보여준다. 그러나 입력 시퀀스 길이가 길어지는 질의 응답, 문서 요약 등의 문제에서는 취약한 성능을 보인다. 왜냐
하면 입력의 길이가 길어질수록 담아내야 할 정보의 크기가 커지므로 은닉 유닛의 크기가 커져야 하고, 데이터가 입력됨
에 따라 입력 시퀀스 앞 부분의 위치한 정보들이 손실되기 때문이다. 이러한 문제를 해결하기 위해 제안된 모델이 기억
신경망[15] 모델이다. 기억 신경망은 기존의 신경망 이외에 별도의 외부 메모리를 갖고 있어 입력 시퀀스 길이에 상관
없이 오랜 시간 정보를 저장할 수 있고, 결과값을 생성할 때 학습 모델과 외부 메모리가 상호 작용할 수 있도록 설계했
다.
본 연구에서는 기본적인 기억 신경망을 응용한 키-밸류 기억 신경망(Key-Value Memory Networks)[16]에서 영감을
얻었다. 키-밸류 기억 신경망의 기본 구조는 다음과 같다.
그림 1 키-밸류 기억 신경망의 구조
６
원래의 기억 신경망은 입력 메모리와 출력 메모리로 구성되어 있지만, 키-밸류 기억 신경망은 키 메모리와 밸류 메모
리로 구성되어 있는 것이 특징이다.
７
제 3장 배경 지식
3장에서는 이 논문에서 기준 모델로 삼고 있는 문서 요약 신경망에 대해 설명하도록 한다.
3.1 문서 요약 신경망
먼저 다음 조건들을 만족하는 텍스트들의 쌍의 집합 (X, Y)을 고려한다. 	X는 대상 문서의 토큰들 x , . . . , x   대응
되는 x	 ∈ 	X를 만족하는 문자열이고 Y는 요약의 토큰들 y , . . . , y 에 대응되는 y	 ∈ 	Y를 만족하는 문자열이다. 여
기 n과 m은 n << m이다.
생성 요약은 요약을 생성할 때 한 번에 한 단어씩 생성한다. 이 때, 모델은 매 생성 단계마다 이전에 생성했
던 단어들이 무엇인지를 알고 있다. 여기서 요약 신경망의 목표는 정확한 요약을 생성할 확률을 최대화하는 θ를 모수
(Parameter)로 가지는 f(x)를 학습하는 것이 문서 요약 신경망의 목표이다.
본 논문에서 기존 연구들을 토대로 시퀀스-투-시퀀스 주목 모델을 기준 모델로 설정했다. 신경망 내의 생성(Decoding) 
단계 j에서 주목 분포 p a  x, y :   )	는 모든 대상 문서의 토큰들에 대한 느슨한 분포(Soft Distribution)을 표현하며,
이는 현재 모델이 어디를 주시하고 있는 지로도 해석할 수 있다.
또한 본 논문에서 사용한 기준 모델은 대상 문서에서 필요한 토큰을 가져오기 위해 복사 메커니즘[17]을 사용한다. 복사
메커니즘을 사용하는 경우 복사 확률 분포는 다음과 같은 결합 확률 분포로 표현할 수 있다.
p y  	y :   , x) = p(z  = 1|	y :    , x) × p(y     = 1, y :   , x  +
																																	p(z  = 0|	y :   , x) × p(y     = 0, y :   , x 
８
이 결합 확률 분포는 z 의 값에 따라 각 단계별로 요약을 위한 단어를 생성할 지 아니면 대상 문서에서 복사를 할
지에 대한 여부가 결정된다.
９
제 4장 추가 정보를 고려한 문서 요약 모델
이번 장에서는 요약의 목표가 되는 문서 외에 별도의 추가 정보를 이용해 문서 요약의 질을 향상시키는 문서 요약 모델을
제안한다. 1절에서는 기존 문서 요약 연구들에 대한 한계점을 살펴보고, 2절에서는 이를 해결하기 위한 추가 정보를 위한
추가 정보 인코딩 방법론을 제안한다. 그리고 마지막 3절에서는 지식 인코딩을 기존 모델에 어떻게 결합시키는 방법을 제
안한다.
4.1 기존 연구의 한계점
앞서 소개했던 문서 요약 모델들은 모두 CNN/Daily Mail 데이터셋을 학습 데이터를 기준으로 성능을 평가하고 있다. 이
CNN/Daily Mail 데이터 셋의 경우 CNN과 Daily mail의 뉴스 데이터들을 모아 놓은 데이터 셋으로, 총 287,226의 학습 셋과
13,368의 검증 셋, 11,490의 평가 셋으로 구성되어 있다. 또한 뉴스를 기반으로 한 데이터 셋이기 때문에 문서 텍스트의 품
질이 매우 우수하다. 또한 뉴스의 목적을 고려하면 뉴스 자체가 완결된 문서이므로 요약을 하는데 있어 별도의 추가 정보가
필요하지 않는 경우가 많다. 그러나 현실의 데이터들은 이렇게 양이 많지도, 질이 좋지도 않다. 기존의 문서 요약들은 현
실의 텍스트 데이터에 대해 잘 다루려고 하지 않으려고 한다. 그렇기 때문에 현실의 데이터들에 대해서 충분히 검증되지
않았음을 알 수 있다.
그러므로 본 연구에서는 실제 데이터들에 대해 대표적인 기존 모델의 요약 성능을 검증하고 추가 정보를 이용해 기존 모델보
다 어떻게 더 나은 성능을 낼 수 있는지에 대해 제안하도록 한다.
１０
4.2 추가 정보 인코더
먼저 대상 문서와 같이 입력으로 들어오는 추가 정보의 형식에 대해 정의한다. 입력으로 들어오는 추가 정보는 고정된
항목들과 그 항목에 대한 텍스트들이 나열되어 있다고 가정한다. 또한 추가 정보의 항목 수는 모든 대상 문서에 대해 다
같은 크기를 가지는 것으로 가정한다. 각 항목의 추가 정보는 키(Key)와 밸류(Value)의 쌍인 (K, V)로 정의한다. K는
추가 정보의 항목이 가지는 개별적인 키고, {k , . . . , k } 	 ∈ K를 만족하는 개별 키 k들을 정의할 수 있다. 여기서
n은 추가 정보 항목의 숫자이다. V는 각 항목이 가지고 있는 추가 정보 토큰들의 집합으로, 각 키에 들어가 있는 값들을
표현한다. 또한 키 k 에 포함된 추가 정보 토큰들은 {v  , . . . , v  }으로 표현할 수 있다.
앞서 소개했던 키-밸류 기억 신경망과는 다르게 추가 정보 항목의 크기가 고정되어 있으므로 별도의 키 임베딩을
사용하지 않는다. 추가 정보들의 토큰들 {v  , . . . , v  } 을 각각 BoW(Bag-of-Words) 기법을 이용해 One-hot 
vector {x  , . . . , x  } 로 만든다. 그리고 이 벡터들을 밸류 임베딩 행렬(Value embedding matrix)를 통해
인코딩한다. 여기서 요약 문서의 입력 토큰과 추가 정보들의 토큰은 같은 단어라고 하더라도 시멘틱(Semantic)이 다르다고
생각해서 임베딩 공간을 공유하지 않는 것으로 설계했다. 또한 별도의 미리 학습된 임베딩을 사용하지 않고 랜덤하게
초기화된 임베딩 행렬을 사용했다.
그림 2 추가 정보 인코더의 구조
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 는 키 k 의 메모리 벡터(Memory vector)를 의미하고, A는 밸류를 임베딩하기 위한 행렬이다. 이를 통해
각각의 키 k 에 대한 메모리 벡터들을 생성할 수 있다. 이 메모리 벡터는 각 키들에 대응되는 추가 정보의 임베딩으로 볼
수 있다.
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4.3 기존 모델과 결합
현재 널리 쓰이는 먼저 소개했던 요약 신경망 모델의 구조는 다음과 같다.
그림 3 요약 신경망의 기본적인 구조
이 모델은 기본적인 시퀀스-투-시퀀스 모델에 주목 메커니즘이 포함된 모델이다. 앞서 제안했던 추가 정보 임베딩을 위
구조에 어떻게 적용할 지 본 절에서 살펴보도록 한다.
1. 추가 정보 별 가중치 설정
각 대상 문서에 대해 필요한 추가 정보가 다를 것이다. 그렇기 때문에 대상 문서가 어떠한 추가 정보가 필요한지에
따라 추가 정보 각 항목별로 얼마만큼의 비중을 주어야 하는지 판단해야 한다. 본 모델에서는 이러한 비중을 구하기 위해
다음과 같은 구조를 제시한다.
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그림 4 추가 정보 임베딩 생성 과정
입력 시퀀스 끝나면, 인코더의 마지막 은닉 상태가 디코더에 전달된다. 이 은닉 상태는 요약 문서가 인코딩을 거쳐간
후 생성된 결과물로써 입력 시퀀스의 정보가 내재되어 있는 벡터로 볼 수 있다. 일반적인 시퀀스-투-시퀀스 모델에서는
이 벡터를 디코더에 전달해서 요약을 생성한다. 본 논문에서 제안하는 모델에서도 디코더에 전달하는 부분은 동일하지만,
입력 시퀀스의 정보가 내재되어 있다는 점을 이용해 추가 정보 선별에 사용한다.
먼저 벡터를 [은닉 상태 차원 크기]*[밸류 항목의 종류 수] 크기의 완전연결 레이어(Fully Connected Layer)를 통과
시킨다. 여기서 완전 연결 레이어도 학습에 포함시켜서, 대상 문서에 따라 각 항목마다 얼마만큼 비중을 부여할 지
결정한다. 이렇게 통과한 벡터에 대해 소프트맥스(Softmax) 함수를 통과시켜 분포화 시켰다. 그리고 마지막으로 이렇
게 분포화된 벡터를 가중치로 삼아 미리 인코딩 된 추가 정보 항목 벡터들을 가중치 합을 통해 하나로 합쳤다. 이를 통
해 입력 시퀀스가 각각의 추가 정보 항목의 필요한 정도를 결정할 수 있게 하도록 의도했다.
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2. 추가 정보 임베딩 결합
마지막으로 인코딩된 추가 정보 임베딩을 다음과 같이 디코더에 결합해준다.
그림 5 추가 정보 임베딩이 추가된 디코더 구조
디코더의 은닉 유닛에 추가 정보 임베딩를 접합(Concatnation)시킨다. 그리고 주목 벡터의 차원도 같이 증가시켜서 단어
생성 확률 분포에 추가 정보가 반영될 수 있도록 모델을 수정한다. 이러한 구조를 통해 추가 정보가 요약 생성에 영향을 주
는 것을 기대할 수 있도록 의도했다.
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제 5장 실험 방법 및 결과
4장에서는 본 논문에서 제안한 추가 정보를 이용한 문서 요약 모델의 성능을 평가한다. 1절에서는 데이터셋과 전처리에
대해 설명한다. 2절에서는 실험 설계에 대해 설명하고 3절에서는 실험 결과에 대한 분석을 진행하고 4절에서는 추
가 정보가 요약에 어떤 영향을 주는지 그 결과에 대해 살펴본다. 
5.1 데이터 셋
5.1.1 학습 데이터 셋
요약이 필요한 대상 문서와 추가 정보가 같이 존재하는 데이터는 여러 가지 종료가 있지만, 그 중 상품 후기 데이터를 실
험에 사용하기로 결정했다. 상품 후기를 대상 문서로 설정하고 상품 후기의 제목을 요약으로 가정했다.
본 연구에서 문서 요약에 사용하기 위해 패션 쇼핑몰 무신사(Musinsa)1 에서 상품 리뷰를 1,265,311건 수집했다. 그 중
대상 문서와 요약 길이를 조건으로 161,759건의 항목을 추출했다. 데이터의 상세는 <표 1>와 같다.
표 1 수집한 데이터 셋에 대한 정보
총 항목수 대상 문서의 평균 단어 수 요약의 평균 단어 수
161,759개 3.27개 17.57개
                                                  
1 https://store.musinsa.com
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대상 문서와 요약 이외에 모델에 사용하기 위해 수집한 추가 정보는 <표 2>와 같다.
표 2 상품 후기 데이터 셋의 추가 정보 표
항목 설명 누락값 수 누락값 비율
Brand 상품의 브랜드 명 9,238 5.71%
Category 상품의 카테고리 0 0%
Title 상품의 제목 0 0%
Sub title 상품의 부제 3 0.001%
Season 상품의 시즌 73,373 45.36%
Gender 상품의 대상 성별 73,373 45.36%
Rate 상품 후기의 평점 0 0%
위와 같은 형식으로 수집한 데이터의 한 항목의 예시는 <표 3>와 같다.
표 3 상품 후기 데이터 항목 예시
항목 예시
대상 문서
오버핏이고 따뜻하고 재질도 좋아요
조기팬치에 레이어드로 입으면 이뻐요   넘 편해서 운동용으로 검은색도 추가구매할려구용
요약 오버핏이고 따뜻하고 재질도 좋아요
Brand HALBKREIS
Category 맨투맨 스웨트셔츠 상의
Title 기모 지퍼맨투맨 TA-17_GR







본 연구에서는 수집한 데이터들은 가공되지 않은 텍스트들이라서 부정확한 띄어쓰기, 이모티콘 등의 특징이 있다. 이러한
특징들이 문서 요약 학습을 방해하는 노이즈가 될 수 있기 때문에 이모티콘을 비롯한 특수 문자와 ‘ㅠ’와 ‘ㅋ’등의
문자를 제거하는 데이터 전처리(Data Preprocessing) 과정을 진행했다. 또한 띄어쓰기 문제 해결 및 토큰화를 위해
Komoran2 라이브러리를 이용해서 형태소 단위로 파싱(Parsing)을 진행했다. 전처리 전후의 결과물은 다음 <표 4>와 같
다.
표 4 데이터 전처리 예시
항목 예시
원문
바지 되게 편하고 따뜻해요ㅠㅠ독서실갈때나 도서관갈때 자주입는데 요즘같은 날씨에 입기 좋아
요!
전처리 결과
바지 되 게 편하 고 따뜻 하 어요 독서실 갈 때 나 도서관 갈 때 자주 입 는데 요즘 같 은 날씨
에 입 기 좋 아요
실험에 사용한 데이터 셋은 155,759개의 학습 셋과 5,000개의 검증 셋, 1,000개의 평가 셋으로 구성하였다.
5.2 실험 설계
앞서 구축한 데이터 셋에 대해 다음과 같이 4가지 모델에 대해 실험을 진행했고 그 결과를 여러 가지 관점으로




1. 기준 모델(Baseline Model)
일반적으로 문서 요약에 사용되는 시퀀스-투-시퀀스 모델에 주목 메커니즘을 적용한 모델을 기준 모델로 정했다.
2. 기준 모델에 추가 정보 접합
그 다음으로는 입력 시퀀스의 뒤에 추가 정보를 추가시켜서 기준 모델에 학습시키고 그 결과를 확인했다. 이는 단순하게
기준 모델에 추가 정보를 추가시키는 것과 추가 정보를 인코딩해서 추가하는 것의 차이를 확인하기 위해서 설정한
모델이다.
3. 추가 정보 인코딩 모델
본 논문에서 제시한 추가 정보를 별도의 인코딩을 통해 추가 정보 임베딩을 만들고 그 임베딩을 디코더에 추가시키는 모델을
사용했다. 추가 정보의 개수에 따라 각각 실험을 진행했는데 첫번째로는 데이터 셋의 수집한 추가 정보 7개 모두를
사용하는 모델을 실험 모델로 선정했다. 그리고 누락 값이 많은 2개(시즌, 성별)의 추가 정보 항목이 오히려 학습과
생성에 노이즈로 작용할 수 있다고 생각해서 해당 항목을 제외한 추가 정보 5개만을 사용하는 모델 또한 실험 모델에
포함시켰다.
실험에 사용한 기기의 GPU는 NVIDIA GeForce GTX 1080을 사용했으며, 구현 언어는 Python, 딥 러닝(Deep Learning) 
라이브러리(Library)로는 Pytorch3를 사용했다. 그리고 대상 문서와 요약의 어휘들의 단어 임베딩은 미리 학습된 FastText 
                                                  
3 https://pytorch.org/
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한글 임베딩4 값을 사용했다.
5.3 실험 결과 및 분석
학습한 모델을 통해 생성한 요약과 평가 셋의 요약을 대상으로 블루 스코어(BLEU Score)를 통한 평가와 사용자
평가(Human Evaluation)을 진행하였다.
1. 블루 스코어
문서 요약 성능의 자동 평가에는 여러 가지 방법이 있는데, 그중 많이 사용하는 방법 중 하나는 블루(BLEU: Bilingual 
Evaluation Understudy) 스코어이다. 이는 모델이 생성한 문장과 정답 문장 간의 정확도(Precision)를 평가하는











각 모델이 생성한 요약과 평가 셋의 요약의 블루 스코어 값은 다음의 <표5>와 같다.
                                                  
4 https://fasttext.cc/docs/en/crawl-vectors.html
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표 5 각 모델의 블루 스코어
Model BLEU
기준 모델 9.64
추가 정보 접합 10.51
추가 정보(7 항목) 11.86
추가 정보(5 항목) 11.51
추가 정보를 포함시켜서 같이 학습시킨 모델이 기준 모델보다 더 좋은 블루 스코어를 내는 것을 알 수 있었다.
2. 사용자 평가(Human Evaluation)
블루 스코어는 생성 모델이 생성한 결과와 정답이 얼마나 많이 겹치는지를 가지고 평가하는 척도이다. 즉, 요약
모델에서는 생성한 요약과 평가 셋의 요약의 토큰이 몇 개나 겹치는지를 가지고 평가를 한다. 이는 생성한 요약과 평가
셋의 요약이 같은 의미(Semantic)을 가지지만 다른 방식으로 표현될 때는 정확하지 않은 평가가 된다는 문제가 있다. 
이를 극복하기 위해 각각의 생성된 요약에 대해 사용자 평가를 진행하였다.
사용자 평가는 각 요약에 대해 2가지 척도로 채점을 한다. 첫번째 척도는 연관성(Relevance)로 생성한 요약이
얼마만큼 본문의 정보를 잘 담고 있는가를 평가하는 척도이다. 두번째 척도는 가독성(Readability)로 생성한 요약이
얼마만큼 잘 생성되었는지를 평가하는 척도이다. 평가 셋에서 각 모델에서 생성한 요약 100개를 대상으로 총
5명에게서 각 요약에 대해 평가를 실시하였다. 사용자 평가의 결과는 다음 <표 6>와 같다.
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표 6 사용자 평가 결과
모델 관련성 가독성
기준 모델 3.53 4.65
추가 정보 접합 3.25 4.49
추가 정보(7개) 3.62 4.55
추가 정보(5개) 3.67 4.79
추가 정보를 5개만 사용한 것이 관련성과 가독성에서 가장 좋은 결과를 냈음을 확인할 수 있었다. <표 7>이 각
모델과 추가 정보에 따른 요약의 결과이다.
표 7 각 모델별 요약 결과
항목 내용
대상 문서
핏도 너무너무 좋고 원단도 좋고 다좋은데 배송이 한달걸림   시켜놓고 까먹었는데
와서 반가웠네요
추가 정보
Vastic /셔츠 블라우스 상의 / 코튼 워크셔츠 베이지 / vastic cotton work shirts 
beige / all all / 남 / 5
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요약(제목) 진짜너무너무너무 이쁜데
기준 모델 다 좋은데 배송이
추가 정보 접합 다 좋은데 배송이
추가 정보
인코딩
5개 배송 빼고 다 좋아요
7개 너무 너무 좋아요
5.4 추가 정보 영향 평가
5.4.1 추가 정보 가중치 실험
1,000개의 평가 셋에 대해, 각각의 추가 정보가 가지는 가중치들의 평균을 계산해보았다. 이는 추가 정보들이 각각
얼마의 비율만큼 반영되는지 알기 위해서이다. 그 결과는 아래 <표 8>과 같다.










예상한 것과 다르게 시즌과 부제목이 가장 큰 비중을 차지하고 있었다. 그 다음으로 영향을 많이 주는 추가 정보 항목은
사용자 평점으로 이는 대상 문서의 극성을 요약에 더 잘 반영하기 위해 많은 가중치를 가져가도록 학습했음을 알 수 있었
다.
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5.4.2 추가 정보 제어 실험
이번 절에서는 추가 정보가 실제로 요약 생성에 영향을 주는지 확인해보는 실험을 진행하였다. 먼저 사용자 평점
(Rate) 정보의 특성은 구매자가 상품에 대한 전체적인 감성을 대표하는 정보이다. 1, 2점의 경우 구매자가 상품에 대하
부정적인(Negative) 감정 극성을 가진다고 볼 수 있고, 반대로 4, 5점의 경우 구매자가 상품에 대해 긍정적인(Positive) 
감정 극성을 가진다고 볼 수 있다.
이번 실험에서 살펴보고자 하는 3점의 경우, 구매자는 상품에 대해 복합적인(Complex) 감정 극성을 가지고 있으며, 대
상 문서에 상품의 장점과 단점이 모두 포함되어 있을 것이라 예상된다.
이를 이용해서 추가 정보가 요약에 주는 영향을 확인하기 위해, 사용자 평점이 3인 요약 항목들을 추출한 후, 사용자 평
점 값을 직접 1~5점으로 변화시켜가면서 모델에 입력했을 때 생성된 요약을 확인했다. 그 결과 중 하나는 아래 <표
9>와 같다.
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표 9 추가 정보 제어 요약 생성 결과
먼저 후기를 살펴보면 ‘두께도 사이즈도 좋습니다’의 긍정적인 내용과 ‘냄새가 너무 나네요’라는 부정적인
의견이 혼합되어 있는 것을 확인할 수 있다. 그리고 실험 결과를 살펴 보면, 별점에 따라 1,2,3점은 부정적인 내용을 위
주로 요약을 했고, 5점의 경우 긍정적인 내용만을 요약했음을 확인할 수 있다. 이를 통해 간접적으로나마 추가 정보가 요약
을 생성하는데 영향을 주었음을 확인할 수 있다.
대상 문서
두께도 사이즈도 좋습니다  179 70 L 잘맞아요    근데 문제가 냄새가 너무 나네요   
베란다에 걸어놓고 냄새 빼는데 한참 걸리네요
사용자 평점
1 냄새가 너무 심하네요
2 냄새가 너무 나네요
3 냄새가 너무 나네요
4 옷은 괜찮은데 냄새 가
5 사이즈도 좋고 이쁘네요
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5.4.3 추가 정보 영향력 실험
이번 절에서는 각각의 추가 정보가 어떤 식으로 리뷰 요약에 도움을 주는지 실험을 해봤다. 먼저 추가 정보를 요약에 영
향을 주는 다음과 같이 2개의 그룹으로 나누었다.
표 9 비교를 위한 추가 정보 분할








그룹 1에는 상품 요약에 직접적으로 도움이 될 거라 생각하는 추가 정보들을 분류했고, 그룹 2에는 그룹 1에 비해 상대적으로
도움이 되기 어려운 추가 정보들로 묶었다. 각 그룹별 요약 결과 예시는 아래 <표 10>과 같다.
표 10 각 그룹별 요약 결과 예시
항목 내용
대상 문서
제 생각보다 두껍지 않아서 봄에 이거만 입고 다니기 좋을 것 같아요 색깔도
뭔가 새파래서 더 마음에 드네요
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추가 정보
costume o’clock / 맨투맨 스웨트셔츠 상의 / 티25에이치 에프 스웻 셔츠 블루




그룹 1 색깔이 이쁘네요
그룹 2 봄에 입기 좋을 것 같아요
위의 <표 10>을 살펴보면, 그룹 2의 계절 정보가 요약 결과에 반영되었음을 확인할 수 있었다.
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제 6장 결론 및 향후 연구
6.1 결론
본 논문에서는 기억 신경망을 응용해 추가 정보를 학습에 포함시키는 문서 요약 모델을 제시하였다. 문서 요약에 대한 기존
의 많은 연구들이 정제된 데이터를 기반으로 연구가 진행되어 왔지만, 이는 현실의 데이터들에 적용하는데 있어서 한계
가 있다는 문제점을 지닌다.
이러한 문제들을 해결하기 위해 추가 정보를 인코딩하는 방법을 제안했다. 이렇게 인코딩한 임베딩을 기준 모델에 적
용시키는 기법을 제시했다. 이를 통해 쇼핑몰 리뷰 데이터셋에서 기준 모델보다 요약 대상인 상품 리뷰와 연관된 추가 정보
를 통해 요약의 품질이 향상된 것을 확인할 수 있었다.
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6.2 향후 연구
향후에는 다음과 같은 사항들에 대해 연구 및 보완할 계획이다. 첫째로는 본 연구에서는 추가 정보를 임베딩으로 인코딩
하고, 인코딩된 임베딩들의 가중치 합으로 추가 정보 임베딩을 생성하였다. 하지만 이런 방법 외에도 추가 정보를 인코
딩을 하는 많은 방법들이 있다. 추후에는 이러한 방법들을 적용해서 본 논문의 모델과 성능을 비교해볼 수 있을 것이다.
또한 본 연구는 디코딩 단계에서 대상 문서의 정보와 추가 정보의 비중을 동일하게 가져가지만, 별도의 선별(Gating)을
통해 원문과 추가 정보의 비중을 조절해서 실험해볼 수 있을 것이다. 현재는 모든 학습과 생성을 모델에 위임한 상태지만
선별의 패러매터를 조절함으로써 더 좋은 품질의 요약을 생성해낼 수 있을 것이라 생각한다.
본 연구에서는 추가 정보를 인코딩한 임베딩을 디코더의 초기화에서만 사용하지만 이는 요약의 길이가 길어질수록 정보가
손실되는 문제가 있다. 이러한 문제를 해결하기 위해 각 디코딩 단계별로 추가 정보 인코딩을 적용하는 구조를 생각해볼 수
있다. 이를 통해 요약 길이가 길어지더라도 추가 정보가 더 잘 반영되므로 더 좋은 성능을 기대할 수 있을 것이다.
평가 척도에 대한 추가 연구도 생각해볼 수 있다. 문서 요약 모델의 성능 평가에 일반적으로 BLEU 스코어나 ROUGE 스
코어 등의 평가 척도를 사용하지만, 이러한 평가 척도들은 대상 문서에서 어떤 내용을 선택했는 지만을 평가하고 일관성,
유창성, 문법 등과 같은 다른 품질 측면을 고려하지 않는다는 문제가 있다. 그래서 최신의 문서 요약 연구들은 상기한 평가
척도 외에도 사용자 평가로 별도의 성능 평가를 하는 것을 확인할 수 있다. 이런 문제를 해결하기 위해 자동 평가 척도
에 대한 추가적인 연구를 통해 문서 요약 분야에 도움을 줄 수 있을 것이라 생각한다.
또한 ‘문서 요약’에 대한 평가 척도와 ‘리뷰 요약’에 대한 평가 척도는 다른 평가 기준을 통해서 정해져야
할 것이다. 본 연구에서는 충분히 다루지 못했지만 요약의 ‘목적성’이 충분히 반영된 평가 척도에 대한 연구도 큰 도움
이 될 수 있을 것이라 생각한다.
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Abstract
A Product Review Summarization 
Considering Additional Information
Jaeyeun Yoon
Department of Computer Science and Engineering
The Graduate School
Seoul National University
Automatic document summarization is a task of creating a document in a form that is suitable for a 
particular user or task from a given document. With the development of the Internet, various kinds of 
data including texts are explosively increasing, and in this situation, the value of document summarization
is increasing. It also has important value as a way of studying how machines understand language.
In a previous study, document summarization using graph-based model or statistical based model were 
common. However document summarization models using various deep-learning models are mainly studied. 
３４
Although these various models show good summarization performance comparable to a human-generated 
summary, there is a problem that the performance depends on the quantity and quality of the training data.
Text to be summarized in the document generally includes news articles, websites, and product reviews. 
Most studies are based on news articles that are both good in terms of both quantity and quality of 
training data. In this study, we will focus on summary techniques for product reviews that have relatively 
poor quality and quantity of training data.
Therefore, in this study, we propose a document summarization model that provides a better quality 
summary by adding additional information about given product reviews to solve the problem of the quantity 
and quality of such data. In this paper, we compare the results of the proposed model with the summaries 
generated by baseline model, and the results of various experiments including human evaluation, the 
quality of the product review summary proposed in this study showed better quality of both relevance and 
readability than the other models, Experiments have shown how additional information can affect document 
summaries.
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