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Abstract
In this paper, unstable metric entropy, unstable topological entropy and unstable pres-
sure for partially hyperbolic endomorphisms are introduced and investigated. A version of
Shannon-McMillan-Breiman Theorem is established, and a variational principle is formulated,
which gives a relationship between unstable metric entropy and unstable pressure (unstable
topological entropy). As an application of the variational principle, some results on the u-
equilibrium states are given.
1 Introduction
In order to describe the complexity of a dynamical system from different points of view, some
invariants are introduced, among which, entropy including metric entropy and topological entropy
is a crucial one. The metric entropy gives the maximum amount of average information one can
get from a system with respect to an invariant measure, while the topological entropy describes
the exponential growth rate of the number of orbits. A variational principle relating them says
that topological entropy is equal to the supremum of metric entropy over all invariant measures.
The pressure with respect to a potential function is a generalization of topological entropy, and a
variational principle relating metric entropy and it can also be formulated.
Concerning smooth ergodic theory, the Lyapunov exponent can be introduced and there has
been a system of results related with entropy for diffeomorphisms (the invertible case). Pesin’s
entropy formula relating metric entropy and Lyapunov exponents with respect to an SRB measure
is established for both deterministic and random cases (cf. [4], [6]). Moreover, a generalized entropy
formula (dimension formula) with respect to a general invariant measure is formulated (cf. [5]).
Plenty of physical processes are irreversible, so it is interesting to investigate corresponding
results as in [4, 5] for non-invertible case, i.e. endomorphisms. However, for endomorphisms, there
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are some difficulties to establish similar results. Due to non-invertibility, the preimage of a given
point is usually not a single point, hence the notion of unstable manifolds is not well defined and
therefore it is a problem to formulate the SRB property. Further more, the non-invertibility leads
to some subtle difficulties such that it is not convenient to consider problems concerning entropies
on the phase space. In order to overcome this difficulty, in [14], Zhu introduced the inverse limit
space (see Section 2, for details), which makes it possible to define the unstable manifolds and
borrow some ideas from the smooth ergodic theory for random dynamical systems. In [9], Qian
and Zhu gave the necessary and sufficient condition for Pesin’s entropy formula in the case of
endomorphisms. Moreover, a series of results on ergodic theory of endomorphisms are obtained,
see [8] for a complete discussion of this topic.
Via the inverse limit space, the unstable manifolds can be well defined, which implies us that
the unstable entropy and unstable pressure can be introduced for endomorphisms. The concept of
unstable entropy is originally introduced by Hu, Hua and Wu in [1] for partially hyperbolic diffeo-
morphisms, which gives a description of the complexity of a system along unstable manifolds. In
[1], a complete discussion is given, including the relationship between unstable metric entropy and
Ledrappier and Young’s entropy, a version of Shannon-McMillan-Breiman Theorem and a varia-
tional principle relating unstable metric entropy and unstable topological entropy. It is important
to point out that in [1] the unstable metric entropy is given by the conditional entropy of a finite
partition with respect to a measurable partition, instead of the form in Ledrappier and Young’s
papers [4, 5]. The latter form of metric entropy is introduced to establish connection with SRB
measures, which is not suitable for giving an unstable version of variational principle; while the for-
mer one makes it possible to formulate the variational principle using a classical method. However,
both of the two forms give the same thing but from different points of view (see Theorem A in [1]
for more details). As a generalization of unstable topological entropy, unstable pressure is defined
in [2], where the so-called u-equilibrium states are introduced and investigated finely. Recently, a
version of local variational principle and Katok’s entropy formula for unstable metric entropy are
given in [12] and [3] respectively.
Our main purpose in this paper is to establish unstable entropy and unstable pressure for
endomorphisms and try to give a system of results as in [1]. Inspired by the argument in [9, 8], we
introduce the concepts via the inverse limit space.
For an endomorphism f on a Riemannian manifoldM with an f -invariant measure µ, the inverse
limit space Mf ⊂ MZ is introduced, and a dynamical system (Mf , τ, µ˜) is established, where τ
is the left shift operator on Mf and µ˜ is a τ -invariant measure corresponding to µ. Thanks to
(Mf , τ, µ˜), we can give two types of definitions of unstable metric entropy, one is introduced via a
“pointwise” way (see Definition 3.1), which is denoted by h˜uµ(f), and the other one is defined using
finite partitions (see Definition 3.3), which is in the classical form and denoted by huµ(f). Then
we show that h˜uµ(f) and h
u
µ(f) are equivalent when µ˜ is ergodic (Theorem A). Then a version of
Shannon-McMillan-Breiman Theorem is established for our case (Theorem B), which makes our
unstable metric entropy meaningful. Again using (Mf , τ, µ˜), we define the unstable pressure and
unstable topological entropy, the latter one can be viewed as a special case of the former one. And we
show that the variational principle for classical entropy and pressure also holds in our case (Theorem
C), which makes it possible to consider the so-called u-equilibrium states for endomorphisms.
This paper is organized as follows. In Section 2, we give some preliminaries, including the
concept of partial hyperbolicity for endomorphisms, the inverse limit space and other necessary
definitions for our results. And in the end of this section, our main results are also given. In
Section 3, we give the precise definitions of unstable metric entropy for endomorphisms via two
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methods, following which, Theorem A is proved. And Theorem B is also proved in this section. In
section 4, definitions of unstable pressure and unstable topological entropy are introduced, some
properties of unstable pressure are also listed in the end of this section. In section 5, we prove
our main result, i.e., the variational principle (Theorem C), and as an application, the so-called
u-equilibrium states for endomorphisms are introduced.
2 Preliminaries and statements of main results
Throughout this paper, let M be a compact C∞ Riemannian manifold without boundary endowed
with metric d(·, ·) and f :M →M a C1 endomorphism. Denote TM the tangent bundle ofM with
norm ‖ · ‖. Both d(·, ·) and ‖ · ‖ are induced by the Riemannian metric.
For a metric space X , denote B(X) the Borel σ-algebra of X . Let MZ be the infinite product
space ofM endowed with the product topology and the metric d˜(x˜, y˜) =
∑∞
n=−∞ 2
−|n|d(xn, yn) for
x˜ = {xn}∞n=−∞ and y˜ = {yn}
∞
n=−∞. In order to define unstable manifolds, we need the concept
of inverse limit space denoted by Mf , which means it is a subspace of the product space MZ, and
fxn = xn+1, n ∈ Z, for x˜ = {xn}
+∞
n=−∞ ∈M
f . It is clear that Mf is a closed subspace of MZ. Let
Π: Mf →M be the projection such that for x˜ = {xn}
+∞
n=−∞, Π(x˜) = x0.
Let τ : Mf → Mf be the left shift operator. Denote M(f) the set of all f -invariant Borel
measures on M , and denote M(τ) the set of all τ -invariant measures on Mf . On one hand, for
any µ ∈ M(f), there is a unique τ -invariant measure µ˜ on Mf corresponding to µ with Π(µ˜) = µ
(see Proposition I.3.1 in [8]); on the other hand, for any µ˜ ∈ M(τ), µ : = Π(µ˜) is an f -invariant
measure on M . In addition, µ is ergodic with respect to f if and only if µ˜ is ergodic with respect to
τ . For more details on the relationship betweenM(f) and M(τ), the reader can refer to I.3 in [8].
In the remaining of this paper, we always denote µ and µ˜ the measures on M and Mf respectively
with Π(µ˜) = µ.
Consider the pull back bundle E = Π∗TM . The tangent map Df induces a fiber preserving
map on E with respect to the left shift map τ , defined by Π∗ ◦Df ◦ Π∗, and still denoted by Df
for simplicity. Now, we give the definition of partial hyperbolicity.
Definition 2.1 f is said to be (uniformly) partially hyperbolic if there exist a continuous splitting
of the pull back bundle E into three subbundles, i.e., E(x˜) = Es(x˜)⊕Ec(x˜)⊕Eu(x˜) for all x˜ ∈Mf
and constants λ1, λ
′
1, λ2, λ2
′ and C with 0 < λ1 < 1 < λ2, λ1 < λ1
′ ≤ λ2
′ < λ2 and C > 0 such
that for each x˜ ∈Mf ,
(i) Dx˜f(E
k(x˜)) = Ek(τ(x˜)), for k = s, c, u;
(ii) for vs ∈ Es(x˜) and n ∈ Z+, ‖Dx˜fnvs‖ ≤ Cλ1
n‖vs‖;
(iii) for vc ∈ Ec(x˜) and n ∈ Z+, C−1(λ1
′)
n
‖vc‖ ≤ ‖Dx˜fnvc‖ ≤ C(λ2
′)n‖vc‖;
(iv) for vu ∈ Eu(x˜) and n ∈ Z+, ‖Dx˜fnvu‖ ≥ C−1λ2
n‖vu‖.
From now on, let (f,M, µ) be a dynamical system, where f is a partially hyperbolic endomor-
phism, and µ is an f -invariant Borel measure. Let µ˜ be the corresponding measure on Mf .
For x˜ = {xn}∞n=−∞ ∈M
f and ǫ > 0 small enough, define
Wuǫ (x˜, f) : = {z0 ∈M : there exists z˜ ∈M
f with Π(z˜) = z0,
d(z−n, x−n) < ǫ for n ∈ N and lim sup
n→∞
1
n
log d(z−n, x−n) ≤ − logλ2},
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where λ2 is the constant in Definition 2.1. W
u
ǫ (x˜, f) is called a local unstable manifold of f at x˜.
Now we have the following theorem, which is stated for hyperbolic endomorphisms, while it is still
valid for our partially hyperbolic case. The reader can also refer to [7, 11, 13] for more details.
Theorem 2.1 (Theorem IV.2.1 in [8]) Let f be a partially hyperbolic endomorphism. Then
there exists a continuous family of C1 embedded disks {Dux˜}x˜∈Mf in M and constants 0 < λ < 1
and ǫ > 0 such that
(i) Tx0D
u
x˜ = E
u(x0), for any x˜ ∈Mf ;
(ii) for any z0 ∈ Dux˜, there exists unique z˜ ∈M
f such that Π(z˜) = z0 and
d(z−n, x−n) ≤ λ
nd(z0, x0), (1)
for n ∈ Z+;
(iii) Dux˜ ∩B(x0, ǫ) =W
u
ǫ (x˜, f), where B(x0, ǫ) = {y ∈M : d(y, x) < ǫ}.
Then we can define
W˜uǫ (x˜, f) : = {z˜ ∈M
f : Π(z˜) ∈ Wuǫ (x˜, f) and z˜ satisfies (1)}.
Sometimes, we will use the notation Wuloc(x˜, f) and W˜
u
loc(x˜, f) for W
u
ǫ (x˜, f) and W˜
u
ǫ (x˜, f) respec-
tively.
Remark 1 According to Theorem 2.1, it is clear that
Π|
W˜u
loc
(x˜,f)
: W˜uloc(x˜, f)→ W
u
loc(x˜, f)
is a bijection, which is crucial for our subsequent proofs.
Now we define
Wu(x˜, f) = {z0 ∈M : there exits z˜ with Π(z˜) = z0
and lim sup
n→+∞
1
n
d(z−n, x−n) ≤ − logλ2},
and
W˜u(x˜, f) = {z˜ ∈Mf : Π(z˜) ∈ Wu(x˜, f) with lim sup
n→+∞
1
n
d(z−n, x−n) ≤ − logλ2},
where λ2 is the constant in Definition 2.1. We call W
u(x˜, f) the global unstable set at x˜.
It can also be proved as in [14] that there exists a sequence of C1 embedded disks {W−n(x˜)}
+∞
n=0
in M such that fW−n(x˜) ⊃W−(n−1)(x˜) for n ∈ Z
+ and
Wu(x˜, f) =
+∞⋃
n=0
fnW−n(x˜),
which shows that Wu(x˜, f) is in fact an immersed submanifold of M tangent at Π(x˜) to Eu(Π(x˜)).
Then we denote the set {Wu(x˜, f) : x˜ ∈Mf} by Wu, which is called Wu-foliation.
For a measurable partition η of Mf , η(x˜) means the element in η containing x˜. Now we give
some definitions related to measurable partitions.
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Definition 2.2 A measurable partition η of Mf is said to be subordinate to Wu-foliation if for
µ˜-a.e. x˜, η(x˜) has the following properties:
(i) Π|η(x˜) : η(x˜)→ Π(η(x˜)) is bijective;
(ii) There exists a k(x˜)-dimensional (where k(x˜) = dimEu(x0)) C
1 embedded submanifold Wx˜ of
M with Wx˜ ⊂Wu(x˜), such that Π(η(x˜)) ⊂Wx˜, and Π(η(x˜)) contains an open neighborhood
of x0 in Wx˜.
Given µ˜ ∈M(τ). For a measurable partition η ofMf , there exists a canonical system {µ˜ηx˜}x˜∈Mf
of conditional measures of µ˜ associated with η, satisfying
(i) for every measurable set B˜ ⊂Mf , x˜ 7→ µ˜ηx˜(B˜) is measurable;
(ii) µ˜(B˜) =
∫
Mf
µ˜ηx˜(B˜)dµ˜(x˜).
See e.g. [10] for more details.
Let α be a measurable partition of Mf . The diameter of α is defined as follows:
diam(α) = sup
A∈α
diam(Π(A)),
where for a subset B of M ,
diam(B) := sup
x,y∈B
d(x, y).
In the following, we construct a type of measurable partitions subordinate to Wu-foliation. Fix
ǫ > 0. Let α be a finite partition of Mf with diameter small enough such that the diameter of α is
less than ǫ. We can construct a finer partition η such that for each x˜ ∈Mf
η(x˜) = α(x˜) ∩ W˜uǫ (x˜, f).
Clearly η is a measurable partition of Mf (cf. p34 in [1] for more details). In addition, by the
definition of W˜uǫ (x˜, f) and Theorem 2.1, if µ(∂(Π(α))) = 0, η is a measurable partition subordinate
to Wu-foliation, where ∂(Π(α)) =
⋃
A∈α ∂(Π(A)) and for B ⊂ M , ∂B means the boundary of B.
Let P(Mf) denote the set of all finite partitions with diameter small enough and Pu(Mf ) denote
the set of measurable partitions of Mf subordinate to Wu-foliation which are induced by finite
partitions in P(Mf).
In the following, we consider a special type of measurable partitions.
Definition 2.3 A measurable partition ξ of Mf is said to be increasing if τ−1ξ ≥ ξ.
Consider a measurable partition ξ = {Ai}i∈I of Mf . A measurable set B is called a ξ-set if
B = ∪i∈I′Ai, where I ′ ⊂ I. Denote B(ξ) the σ-algebra of Mf consisting of all measurable ξ-sets.
Given µ˜ ∈M(τ), define
Bu : = {B˜ ∈ Bµ˜(M
f ) : x˜ ∈ B˜ implies W˜u(x˜) ⊂ B˜},
where Bµ˜(Mf ) is the completion of B(Mf) with respect to µ˜.
The following proposition ensures the existence of increasing measurable partitions, the reader
can see Section IX.2.2 in [8] for details.
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Propositon 2.2 There exists a measurable partition ξ of Mf which has the following properties:
(i) τ−1ξ ≥ ξ;
(ii)
∨∞
n=0 τ
−nξ is equal to the partition into single points;
(iii) B(
∧∞
n=0 τ
n(ξ)) = Bu, µ˜-mod 0;
(iv) ξ is subordinate to Wu-foliation of f .
We denote byQu(Mf ) the set of all increasing measurable partitions subordinate toWu-foliation
as in Proposition 2.2.
Now we can introduce the unstable metric entropy alongWu-foliation for a partially hyperbolic
endomorphism. Two types of unstable metric entropy will be given, one is defined via the average
decreasing rate of the Bowen balls which is denoted by h˜uµ(f), and the other one is defined by
the conditional entropy of f along Wu-foliation, which is denoted by huµ(f). Both of their precise
definitions are stated in Section 3. When µ is ergodic, it can be showed that h˜uµ(f) and h
u
µ(f)
describe the same thing from different points of view essentially, i.e., we have the following theorem.
Theorem A Let f be a C1 partially hyperbolic endomorphism and µ an ergodic measure of f .
Then
h˜uµ(f) = h
u
µ(f).
The classical Shannon-McMillan-Breiman Theorem expresses the metric entropy as the limit of
certain conditional information functions, which interprets the metric entropy from the viewpoint
of information theory. Moreover, there is a corresponding version of Shannon-McMillan-Breiman
Theorem in our case. Specially, for two measurable partitions β and γ of Mf , the conditional
entropy of β with respect to γ for a τ -invariant measure µ˜ can be given, which is denoted by Iµ˜(β|γ).
Meanwhile, the conditional entropy hµ(f, β|γ) of f for β with respect to γ can be introduced. Precise
definitions of above concepts are stated in Section 3. Then we have the following theorem.
Theorem B Let f be a C1 partially hyperbolic endomorphism, and suppose µ is an ergodic measure
of f . For any α ∈ P(Mf), η ∈ Pu(Mf ), we have
lim
n→∞
1
n
Iµ˜(α
n−1
0 |η)(x˜) = hµ(f, α|η),
where for integers k < j, τ−jβ ∨ τ−(j−1)β ∨ · · · ∨ τ−kβ is denoted by βjk.
Taking account of the topological structure, we can establish the concepts of unstable topological
entropy and unstable pressure with respect to a continuous potential function ϕ, whose definitions
will be given in Section 4. We denote unstable topological entropy and unstable pressure by hutop(f)
and Pu(f, ϕ) respectively.
It is natural to consider the relationship between unstable pressure and unstable metric entropy,
a version of variational principle can be formulated as follows. Denote C(M) the set of all continuous
functions on M .
Theorem C Let f be a C1 partially hyperbolic endomorphism and ϕ ∈ C(M). Then we have
sup
µ∈M(f)
{
huµ(f) +
∫
M
ϕdµ
}
= Pu(f, ϕ).
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A direct corollary of Theorem C is the following variational principle for unstable topological
entropy.
Corollary C.1 Let f be a C1 partially hyperbolic endomorphism, then we have
sup
µ∈M(f)
{
huµ(f)
}
= hutop(f).
3 Unstable metric entropy for endomorphisms
3.1 Definitions of unstable metric entropy
In this subsection, we give the definition of unstable metric entropy for endomorphisms via two
methods. The equivalence of the two definitions will be proved in the next subsection. Firstly, we
give the definition by “pointwise” approach.
Let dux˜ be the metric on W
u(x˜, f) induced by the Riemannian structure on M . Denote the
dun-Bowen ball in W˜
u(x˜, f) with center x˜ and radius ǫ > 0 by V˜ u(f, x˜, n, ǫ), i.e.,
V˜ u(f, x˜, n, ǫ) := {y˜ ∈ W˜u(x˜, f) : d˜un(y˜, x˜) < ǫ},
where
d˜un(x˜, y˜) := max
0≤j≤n−1
{duτ jx˜(Π(τ
j x˜),Π(τ j y˜))}.
Definition 3.1 Given an increasing partition ξu of M
f subordinate to Wu-foliation, we define the
unstable metric entropy along Wu-foliation as follows:
hµ(f, ξu) =
∫
Mf
hµ(f, x˜, ξu)dµ˜(x˜),
where
hµ(f, x˜, ξu) = lim
ǫ→0
lim sup
n→∞
−
1
n
log µ˜ξux˜ V˜
u(f, x˜, n, ǫ).
It can be proved that hµ(f, x˜, ξu) is independent of the choice of ξu, hence we also denote
h˜uµ(f) = hµ(f, ξu). Moreover, hµ(f, x˜, ξu) is τ -invariant, so when µ˜ is ergodic, we have h˜
u
µ(f) =
hµ(f, ξu) = hµ(f, x˜, ξu), for µ˜-a.e. x˜ ∈Mf . The reader can refer to Section IX.3 in [8] for details.
Remark 2 In fact, in Definition 3.1, “lim sup” can be replaced by “lim” and “limǫ→0” can be
dropped. Indeed, denote
h(f, x˜, ǫ, ξu) = lim inf
n→∞
−
1
n
log µ˜ξux˜ V˜
u(f, x˜, n, ǫ)
and
h(f, x˜, ǫ, ξu) = lim sup
n→∞
−
1
n
log µ˜ξux˜ V˜
u(f, x˜, n, ǫ).
It has been proved in Section IX.3 of [8] that
lim
ǫ→0
h(f, x˜, ǫ, ξu) = lim
ǫ→0
h(f, x˜, ǫ, ξu).
Then following the proof of Lemma 3.1 in [1], we can prove the above claim since f is uniformly
expanding along Wu-foliation.
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In order to give the definition of unstable metric entropy via measurable partitions, firstly we
give some definitions on information function, which is slightly modified in our context. Some
properties concerning information function will be also listed in the end of this subsection.
Definition 3.2 Let α and η be two measurable partitions of Mf . The information function of α
with respect to µ˜ is defined as
Iµ˜(α)(x˜) := − log µ˜(α(x˜)),
and the entropy of α with respect to µ˜ is defined as
Hµ˜(α) :=
∫
Mf
Iµ˜(α)(x˜)dµ˜(x˜) = −
∫
Mf
log µ˜(α(x˜))dµ˜(x˜).
The conditional information function of α with respect to η is defined as
Iµ˜(α|η)(x˜) := − log µ˜
η
x˜(α(x˜)),
where {µ˜η(x˜)}x˜∈Mf is a canonical system of conditional measures of µ˜ with respect to η. Then the
conditional entropy of α with respect to η is defined as
Hµ˜(α|η) :=
∫
Mf
Iµ˜(α|η)(x˜)dµ˜(x˜) = −
∫
Mf
log µ˜ηx˜(α(x˜))dµ˜(x˜).
Now we can give the definition of unstable metric entropy by finite partitions.
Definition 3.3 The conditional entropy of f for a finite measurable partition α ofMf with respect
to η ∈ Pu(Mf ) is defined as
hµ(f, α|η) = lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η).
The conditional entropy of f with respect to η is defined as
hµ(f |η) = sup
α∈P(Mf )
hµ(f, α|η),
and the conditional entropy of f along Wu-foliation is defined as
huµ(f) = sup
η∈Pu(Mf )
hµ(f |η).
To end this subsection, we list the following lemmas which are derived from [1] with slight
adaption and will be useful for the proofs of our main results.
Lemma 3.1 Given µ˜ ∈ M(τ) and let α, β and γ be measurable partitions of Mf with Hµ˜(α|γ),
Hµ˜(β|γ) <∞.
(i) If α ≤ β, then Iµ˜(α|γ)(x˜) ≤ Iµ˜(β|γ)(x˜) and Hµ˜(α|γ) ≤ Hµ˜(β|γ);
(ii) Iµ˜(α ∨ β|γ)(x˜) = Iµ˜(α|γ)(x˜) + Iµ˜(β|α ∨ γ)(x˜) and Hµ˜(α ∨ β|γ) = Hµ˜(α|γ) +Hµ˜(β|α ∨ γ);
(iii) Hµ˜(α ∨ β|γ) ≤ Hµ˜(α|γ) +Hµ˜(β|γ);
8
(iv) if β ≤ γ, then Hµ˜(α|β) ≥ Hµ˜(α|γ).
Lemma 3.2 Let µ˜ ∈ M(τ), and α, β and γ measurable partitions of Mf .
(i)
Iµ˜(β
n−1
0 |γ)(x˜) = Iµ˜(β|γ)(x˜) +
n−1∑
i=1
Iµ˜(β|τ
i(βi−10 ∨ γ))(τ
i(x˜)),
hence
Hµ˜(β
n−1
0 |γ) = Hµ˜(β|γ) +
n−1∑
i=1
Hµ˜(β|τ
i(βi−10 ∨ γ));
(ii)
Iµ˜(α
n−1
0 |γ)(x˜)
=Iµ˜(α|τ
n−1γ)(τn−1(x˜)) +
n−2∑
i=0
Iµ˜(α|α
n−1−i
1 ∨ τ
iγ)(τ i(x˜)),
hence
Hµ˜(α
n−1
0 |γ) = Hµ˜(α|τ
n−1γ) +
n−2∑
i=0
Hµ˜(α|α
n−1−i
1 ∨ τ
iγ).
Lemma 3.3 Let α ∈ P(Mf ) and {ζn} be a sequence of increasing measurable partitions of Mf
with ζn ր ζ. Then for ϕn(x˜) = Iµ˜(α|ζn)(x˜), ϕ∗ := supn ϕn ∈ L
1(µ).
Lemma 3.4 Let α ∈ P(Mf ) and {ζn} be a sequence of increasing measurable partitions of Mf
with ζn ր ζ. Then
(i) limn→∞ Iµ˜(α|ζn)(x˜) = Iµ˜(α|ζ)(x˜) for µ-a.e. x˜ ∈Mf , and
(ii) limn→∞Hµ˜(α|ζn) = Hµ˜(α|ζ).
3.2 Equivalence of two definitions of unstable metric entropy
In this subsection, we give the proof of Theorem A, that is, we prove that the two definitions
of unstable metric entropy are equivalent when µ˜ is ergodic. The proof involves the relationship
between two types of measurable partitions, η and ξ, where the first one is a measurable partition
subordinate to Wu-foliation constructed as in Section 2, and the latter is an increasing measurable
partition subordinate to Wu-foliation as in Proposition 2.2.
Proof of Theorem A The proof will be divided into five steps.
Step 1. In this step, we show that huµ(f, α|η) is independent of η and α. Firstly, let us show that
for η1 and η2 ∈ Pu(Mf), we have
hµ(f, α|η1) = hµ(f, α|η2).
By Lemma 3.1, we have
Hµ˜(α
n−1
0 |η1) +Hµ˜(η2|α
n−1
0 ∨ η1) =Hµ˜(α
n−1
0 |η2 ∨ η1) +Hµ˜(η2|η1),
Hµ˜(α
n−1
0 |η2) +Hµ˜(η1|α
n−1
0 ∨ η2) =Hµ˜(α
n−1
0 |η1 ∨ η2) +Hµ˜(η1|η2). (2)
By the construction of η1 and η2, we know that there are two finite partitions α1 and α2 such that
ηj(x˜) = αj(x˜) ∩ W˜uloc(x˜), j = 1, 2, for all x˜ ∈ M
f . Let N1 and N2 be the cardinality of α1 and α2
respectively. For any x˜ ∈Mf , η1(x˜) intersects at most N2 elements of α2, hence intersects at most
N2 elements of η2. Thus, we have
lim
n→∞
1
n
Hµ˜(η2|α
n−1
0 ∨ η1) ≤ lim
n→∞
1
n
Hµ˜(η2|η1) ≤ lim
n→∞
1
n
logN2 = 0.
Similarly, we have
lim
n→∞
1
n
Hµ˜(η1|α
n−1
0 ∨ η2) ≤ lim
n→∞
1
n
Hµ˜(η1|η2) ≤ lim
n→∞
1
n
logN1 = 0.
Hence we by (2), we get
lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η1) = lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η2).
Then we show that for any β, γ ∈ P(Mf),
lim sup
n→∞
1
n
Hµ˜(β
n−1
0 |η) = lim sup
n→∞
1
n
Hµ˜(γ
n−1
0 |η).
Again, by Lemma 3.1, we have
Hµ˜(β
n−1
0 |η) ≤ Hµ˜(γ
n−1
0 |η) +Hµ˜(β
n−1
0 |γ
n−1
0 ∨ η), (3)
and similar to the proof of Lemma 2.7 (ii) in [1], we can show that
lim
n→∞
1
n
Hµ˜(β
n−1
0 |γ
n−1
0 ∨ η) = 0. (4)
By (3) and (4), we have
lim sup
n→∞
1
n
Hµ˜(β
n−1
0 |η) ≤ lim sup
n→∞
1
n
Hµ˜(γ
n−1
0 |η).
Interchanging β with γ, we obtain
lim sup
n→∞
1
n
Hµ˜(β
n−1
0 |η) ≥ lim sup
n→∞
1
n
Hµ˜(γ
n−1
0 |η).
Step 2. In this step, we present a construction of the increasing partition ξ, which will be crucial
in subsequent steps. The reader can refer to Section IX.2.2 in [8] for more details. Given an ergodic
µ˜ ∈ M(τ), we can choose a set Λ˜ ⊂Mf , x˜∗ ∈ Λ˜ and positive constants ǫˆ, rˆ such that
BΛ˜ := BΛ˜(x˜∗, ǫˆrˆ/2) = {x˜ ∈M
f : d˜(x˜, x˜∗) < ǫˆrˆ/2}
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has positive µ˜ measure and the following construction of a partition ξu satisfies Proposition 2.2.
For each r ∈ [rˆ/2, rˆ], put
Su,r =
⋃
x˜∈BΛ˜
Su(x˜, r),
where Su(x˜, r) = {y˜ ∈ W˜uloc(x˜)|Π(y˜) ∈ B(Π(x˜∗), r)}. Then we can define a partition ξˆu,x˜∗ of M
f
such that
(ξˆu,x˜∗)(y˜) =
{
Su(x˜, r), y˜ ∈ Su(x˜, r) for some x˜ ∈ BΛ˜,
Mf \ Su,r, otherwise.
Next we can choose an appropriate r ∈ [rˆ/2, rˆ] such that
ξu =
∞∨
j=0
τ j ξˆu,x˜∗
is subordinate to Wu-foliation. The notation ξˆu,−k =
∨k
j=0 τ
j ξˆu,x˜∗ will be used in the following
steps.
Step 3. In this step, some facts concerning ξˆu,−k will be given, which are useful for the proof of
our results.
Fact 1 Let µ˜ ∈ M(τ) be an ergodic measure. Suppose η ∈ Pu(Mf ) is subordinate to Wu-foliation,
and ξˆu,−k is a partition described in Step 2., where k ∈ N∪{∞}. Then for µ˜-almost every x˜, there
exists N = N(x˜) > 0 such that for any j > N , we have
(ξˆu,−k−j ∨ τ
jη)(τ j x˜) = (ξˆu,−k−j)(τ
j x˜).
Hence, for any partition β of Mf with Hµ˜(β|ξˆu,−k) <∞,
Iµ˜(β|ξˆu,−k−j ∨ τ
jη)(τ j x˜) = Iµ˜(β|ξˆu,−k−j)(τ
j x˜),
which implies that
lim
j→∞
Hµ˜(β|ξˆu,−k−j ∨ τ
jη) = Hµ˜(β|ξu).
Particularly, if we take k =∞, then the above two equalities become
Iµ˜(β|ξu ∨ τ
jη)(τ j x˜) = Iµ˜(β|ξu)(τ
j x˜),
and
lim
j→∞
Hµ˜(β|ξu ∨ τ
jη) = Hµ˜(β|ξu).
Proof of Fact 1 Define B˜(x˜, ρ) as follows:
B˜u(x˜, ρ) : = {y˜ ∈ W˜uloc(x˜, f) : d
u
x˜(Π(y˜),Π(x˜)) < ρ}.
Since η is subordinate toWu, for µ˜-a.e. x˜, there exists ρ = ρ(x˜) > 0 such that B˜u(x˜, ρ) ⊂ η(x˜).
Since µ˜ is ergodic, for µ˜-a.e. x˜ ∈ Mf , there are infinitely many n > 0 such that τnx˜ ∈ Su,r. Take
N = N(x˜) large enough such that
τN x˜ ∈ Su,r
11
and
τ−N (ξˆu,x˜∗(τ
N x˜)) ⊂ B˜u(x˜, ρ) ⊂ η(x˜).
Then we have
τ−j
(
τ j−N (ξˆu,x˜∗(τ
N x˜))
)
⊂ η(x˜)
for any j ≥ N . Since
ξˆu,−k−j =
k+j∨
l=0
τ l(ξˆu,x˜∗) ≥ τ
j−N (ξˆu,x˜∗),
so we have
τ−j
(
(ξˆu,−k−j)(τ
j(x˜))
)
⊂ η(x˜).
Thus we have
(ξˆu,−k−j)(τ
j(x˜)) ⊂ (τ jη)(τ j(x˜)),
which implies that (
(ξˆu,−k−j) ∨ τ
jη
)
(τ j(x˜)) = (ξˆu,−k−j)(τ
j(x˜)).
This proves the first statement in Fact 1.
Then following the line of the proof for Lemma 2.11 in [1], we can prove the remaining results
in Fact 1, where Fatou’s Lemma and Lemma 3.4 are needed. 
The proof of the following fact is analogous to that in [1], the reader can refer to the proof of
Lemma 2.10 in [1] for more details.
Fact 2 Suppose that µ˜ ∈ M(τ) is an ergodic measure and α ∈ P(Mf ) is finite. For any ǫ > 0,
there exists K > 0 such that for any k ≥ K,
lim sup
n→∞
Hµ˜(α|α
n
1 ∨ (ξˆu,−k)
n
1 ) ≤ ǫ.
The following fact comes from [8].
Fact 3 (Proposition IX.3.1 in [8]) When µ˜ ∈ M(τ) is an ergodic measure, we have
h˜uµ(f) = Hµ˜(ξu|τξu).
Step 4. In this step, we prove that hµ(f, α|η) ≤ h˜uµ(f). By Lemma 3.2 (i), with γ = η and
β = ξˆu,−k, we have for any η ∈ Pu(Mf ), n > 0,
1
n
Hµ˜((ξˆu,−k)
n−1
0 |η) =
1
n
Hµ˜(ξˆu,−k|η) +
1
n
n−1∑
j=0
Hµ˜(ξˆu,−k|τ ξˆu,−k−j+1 ∨ τ
jη). (5)
By Fact 1, the second term of the right side of (5) converges to Hµ˜(ξˆu,−k|τξu) as j →∞. It is clear
that each elements of η intersects at most 2k+1 elements of ξˆu,−k. So we have
Hµ˜(ξˆu,−k|η) ≤ log 2
k+1,
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which implies that
lim
n→∞
1
n
Hµ˜(ξˆu,−k|η) = 0.
Thus we get
lim
n→∞
1
n
Hµ˜((ξˆu,−k)
n−1
0 |η) = Hµ˜(ξˆu,−k|τξu) ≤ Hµ˜(ξu|τξu). (6)
By Lemma 3.2 (ii) with γ = (ξˆu,−k)
n−1
0 and the fact that
τ j(ξˆu,−k)
n−1
0 = (ξˆu,−k−j)
n−j−1
0 ,
we know that
Hµ˜(α
n−1
0 |(ξˆu,−k)
n−1
0 ) = Hµ˜(α|ξˆu,−n−k+1) +
n−2∑
j=0
Hµ˜(α|α
n−1−j
1 ∨ (ξˆu,−k−j)
n−1−j
0 )
= Hµ˜(α|ξˆu,−n−k+1) +
n−1∑
j=1
Hµ˜(α|α
j
1 ∨ ξˆ
j
u,−k−n+1+j)
≤ Hµ˜(α) +
n−1∑
j=1
Hµ˜(α|α
j
1 ∨ (ξˆu,−k)
j
1).
For any ǫ > 0, take k > 0 as in Fact 2, thus we have
lim sup
n→∞
Hµ˜(α|α
n−1
1 ∨ (ξˆu,−k)
n−1
1 ) ≤ ǫ.
Then we get
lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |(ξˆu,−k)
n−1
0 ) ≤ ǫ. (7)
By Lemma 3.1, we have
Hµ˜(α
n−1
0 |η) ≤ Hµ˜((ξˆu,−k)
n−1
0 |η) +Hµ˜(α
n−1
0 |(ξˆu,−k)
n−1
0 ). (8)
Thus, by (7), (8), then by (6) and Fact 3 we have
hµ(f, α|η) = lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η)
≤ lim
n→∞
1
n
Hµ˜((ξˆu,−k)
n−1
0 |η) + ǫ
≤ Hµ˜(ξu|τξu) + ǫ
= h˜uµ(f) + ǫ.
Let ǫ→ 0, we have hµ(f, α|η) ≤ h˜uµ(f).
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Step 5. In this step, we complete the proof of Theorem A. By a similar treatment in the proof of
Proposition 2.13 in [1], we can construct an increasing measurable partition ξ˜ satisfying Proposition
2.2 with diameter bounded above. And we know that hµ(f, ξ˜) = hµ(f, ξu). So we only need to
prove hµ(f, α|η) ≤ h˜uµ(f) for ξ˜.
We can choose a sequence of partitions αn ∈ P(Mf ) such that
B(αn)ր B(τ
−1ξ˜) as n→∞,
which implies
lim
n→∞
Hµ˜(αn|ξ˜) = Hµ˜(τ
−1ξ˜|ξ˜).
Thus, we have
sup
α∈P(Mf ),α<τ−1ξ˜
Hµ˜(α|ξ˜) = Hµ˜(τ
−1ξ˜|ξ˜).
For any α ∈ P(Mf ) with α < τ−1ξ˜, we have that for any j > 0, τ jαj−10 < τ
j(τ−1ξ˜)j−10 = ξ˜.
Then by Lemma 3.2 (i), we have
Hµ˜(α
n−1
0 |η) = Hµ˜(α|η) +
n−1∑
j=1
Hµ˜(α|τ
j(αj−10 ∨ η))
≥ Hµ˜(α|η) +
n−1∑
j=1
Hµ˜(α|ξ˜ ∨ τ
jη).
Then by Fact 1 we have
lim
j→∞
Hµ˜(α|ξ˜ ∨ τ
jη) = Hµ˜(α|ξ˜),
which implies that
lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η) ≥ lim inf
n→∞
1
n
Hµ˜(α
n−1
0 |η) ≥ Hµ˜(α|ξ˜).
So we have
sup
α∈P(Mf )
hµ(f, α|η) ≥ sup
α∈P(Mf ),α<τ−1ξ˜
hµ(f, α|η)
= sup
α∈P(Mf ),α<τ−1ξ˜
lim sup
n→∞
1
n
Hµ˜(α
n−1
0 |η)
≥ sup
α∈P(Mf ),α<τ−1ξ˜
lim inf
n→∞
1
n
Hµ˜(α
n−1
0 |η)
≥ sup
α∈P(Mf ),α<τ−1ξ˜
Hµ˜(α|ξ˜)
= Hµ˜(τ
−1 ξ˜|ξ˜).
By the statement in Step 1., hµ(f, α|η) is independent of α, meaning
hµ(f, α|η) = sup
β∈P(Mf )
hµ(f, β|η)
for any α ∈ P(Mf). This finishes the proof of Theorem A. 
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A corollary can be obtained directly as follows.
Corollary 3.5 Suppose that µ˜ ∈ M(τ) is ergodic, then for any α ∈ P(Mf) and η ∈ Pu(Mf ), we
have
huµ(f) = hµ(f, α|η) = lim
n→∞
1
n
Hµ˜(α
n−1
0 |η).
3.3 Shannon-McMillan-Breiman Theorem for unstable metric entropy
In this subsection, we give the proof of Theorem B. We always assume that µ˜ ∈ M(τ) is ergodic.
Firstly, we need some lemmas.
Lemma 3.6 Let α ∈ P(Mf ), η ∈ Pu(Mf ). Then for any ξ ∈ Qu(Mf ), we have
hµ(f, α|η) ≤ lim inf
n→∞
1
n
Iµ˜(α
n−1
0 |ξ)(x˜) for µ˜-a.e. x˜.
Proof For any ǫ > 0, there exists k > 0 such that diam(αk0 ∨ ξ) ≤ ǫ. Then for n > 0, we have
(αk+n−10 ∨ ξ)(x˜) =
n−1∨
j=0
(τ−jαk0 ∨ ξ)(x˜) ⊂ V˜
u(f, x˜, n, ǫ).
By Theorem A and Remark 2 we know that for µ˜-a.e. x˜,
hµ(f, α|η) = hµ(f, x˜, ξ)
= lim
n→∞
−
1
n
logµξx˜V˜
u(f, x˜, n, ǫ)
≤ lim inf
n→∞
−
1
n
logµξx˜((α
k+n−1
0 )(x˜))
= lim inf
n→∞
−
1
n
logµξx˜((α
n−1
0 )(x˜))
= lim inf
n→∞
1
n
Iµ˜(α
n−1
0 |ξ)(x˜). 
The following lemmas are counterparts of those in [1], which are completely parallel to the
treatment in [1], so we omit the proofs.
Lemma 3.7 (Lemma 3.4 in [1]) Let η ∈ Pu(Mf ) and ξ ∈ Qu(Mf ). Then for µ˜-a.e. x˜, we have
lim inf
n→∞
1
n
Iµ˜(α
n−1
0 |ξ)(x˜) = lim inf
n→∞
1
n
Iµ˜(α
n−1
0 |η)(x˜),
lim sup
n→∞
1
n
Iµ˜(α
n−1
0 |ξ)(x˜) = lim sup
n→∞
1
n
Iµ˜(α
n−1
0 |η)(x˜).
Lemma 3.8 (Lemma 3.7 in [1]) For any η ∈ Pu(Mf ) and ξ ∈ Qu(Mf ), we have
lim
n→∞
1
n
Iµ˜(τ
−nξ|η)(x˜) = lim
n→∞
1
n
Iµ˜(τ
−nξ|ξ)(x˜) = hµ(f, x˜, ξ).
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Lemma 3.9 (Lemma 3.8 in [1]) ) Let α ∈ P(Mf), η ∈ Pu(Mf ). Then for µ˜-a.e. x˜, we have
lim
n→∞
1
n
Iµ˜(α
n−1
0 |ξ
n−1
0 ∨ η)(x˜) = 0.
Now, we begin to prove Theorem B.
Proof of Theorem B By Lemma 3.6 and Lemma 3.7 we can get directly
hµ(f, α|η) ≤ lim inf
n→∞
1
n
Iµ˜(α
n−1
0 |η)(x˜). (9)
By Lemma 3.1, we have
Iµ˜(α
n−1
0 |η)(x˜) ≤Iµ˜(α
n−1
0 ∨ ξ
n−1
0 |η)(x˜)
=Iµ˜(ξ
n−1
0 |η)(x˜) + Iµ˜(α
n−1
0 |ξ
n−1
0 ∨ η)(x˜).
Then by Lemma 3.9, Lemma 3.8, and Theorem A, we have
lim sup
n→∞
1
n
Iµ˜(α
n−1
0 |η)(x˜) ≤ lim sup
n→∞
1
n
Iµ˜(ξ
n−1
0 |η)(x˜)
= huµ(f) = hµ(f, α|η). (10)
Combining (9) and (10), we complete the proof of Theorem B. 
4 Unstable topological entropy and unstable pressure for
endomorphisms
In this section, we give the definition of unstable topological entropy and unstable pressure for a
potential function ϕ ∈ C(M) for endomorphisms.
Similar to the classical pressure, there are several ways to define unstable pressure. Here we
use Wu-separated sets. Fix δ > 0, for x˜ ∈ Mf , Let Wu(x˜, δ) be the δ-neighborhood of x0 in
Wu(x˜, f). A subset E of Wu(x˜, δ) is called an (n, ǫ) Wu-separated set if for any y1, y2 ∈ E, we
have dun(y1, y2) > ǫ, where d
u
n(y1, y2) is defined by
dun(y1, y2) := max
0≤j≤n−1
{duτ jx˜(f
j(y1), f
j(y2))}.
Recall that dux˜ is the metric on W
u(x˜, f) induced by the Riemannian structure on M .
Now we can define Pu(f, ϕ, x˜, δ, n, ǫ) as follows,
Pu(f, ϕ, x˜, δ, n, ǫ) = sup
{∑
y∈E
exp((Snϕ)(y)) :
E is an (n, ǫ) Wu-separated set of Wu(x˜, δ)
}
,
where (Snϕ)(y) =
∑n−1
j=0 ϕ(f
j(y)). Then Pu(f, ϕ, x˜, δ) is defined as
Pu(f, ϕ, x˜, δ) = lim
ǫ→0
lim sup
n→∞
1
n
logPu(f, ϕ, x˜, δ, n, ǫ).
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Next, we define
Pu(f, ϕ, δ) = sup
x˜∈Mf
Pu(f, ϕ, x˜, δ)
Let ϕ˜(x˜) = ϕ(Π(x˜)). It is easy to check that∫
Mf
ϕ˜dµ˜ =
∫
M
ϕdµ.
Denote
W˜u(x˜, δ) = {y˜ ∈Mf : Π(y˜) ∈Wu(x˜, δ) and satisfies (1)}.
A subset E˜ of W˜u(x˜, δ) is called an (n, ǫ) Wu-separated set if for any y˜1, y˜2 ∈ E˜, we have
d˜un(y˜1, y˜2) > ǫ.
Then we can define
P˜ (τ, ϕ˜, x˜, δ, n, ǫ) : = sup
{∑
y˜∈E˜
exp((S˜nϕ˜)(y˜)) :
E˜ is an (n, ǫ) Wu-separated set of W˜u(x˜, δ)
}
,
where (S˜nϕ)(y˜) =
∑n−1
j=0 ϕ˜(τ
j(y˜)).
It is clear that for an (n, δ) Wu-separated set E˜ of W˜u(x˜, δ), there is an (n, δ) Wu-separated
set E with the same cardinality as E˜, and vice versa. Then noticing that ϕ(f j(Π(x˜))) = ϕ˜(τ j(x˜))
we have P˜ (τ, ϕ˜, x˜, δ, n, ǫ) = Pu(f, ϕ, x˜, δ, n, ǫ). Then P˜ (τ, ϕ˜, x˜, δ) and P˜ (τ, ϕ˜, δ) can be formulated
similarly.
Finally, we can give the definition of unstable pressure for f .
Definition 4.1 The unstable pressure for f is defined as
Pu(f, ϕ) = lim
δ→0
Pu(f, ϕ, δ) = lim
δ→0
P˜ (τ, ϕ˜, δ).
We can prove that Pu(f, ϕ) is independent of δ > 0. Indeed, notice that for given δ1 < δ and
x˜ ∈ Mf , there exists a positive number N = N(δ, δ1) depending on the Riemannian structure on
W˜u(x˜, δ) such that
W˜u(x˜, δ) ⊂
N⋃
j=1
W˜u(y˜j , δ1)
for some y˜j ∈ W˜u(x˜, δ), j = 1, 2, · · · , N . Then following the calculation in the proof of Lemma 4.1
in [1], we can prove that Pu(f, ϕ, δ) ≤ Pu(f, ϕ), and it is clear that Pu(f, ϕ, δ) ≥ Pu(f, ϕ), which
means Pu(f, ϕ) is independent of δ.
Definition 4.2 The unstable topological entropy of f is defined as
hutop(f) = P
u(f, 0).
The following proposition can be obtained directly from the definitions.
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Propositon 4.1 For any ϕ, ψ ∈ C(M) and constant c ∈ R, the following properties hold.
(i) If ϕ ≤ ψ, then Pu(f, ϕ) ≤ Pu(f, ψ);
(ii) Pu(f, ϕ+ c) = Pu(f, ϕ) + c;
(iii) hutop(f) + inf ϕ ≤ P
u(f, ϕ) ≤ hutop(f) + supϕ;
(iv) if Pu(f, ·) <∞, |Pu(f, ϕ)− Pu(f, ψ)| ≤ ‖ϕ− ψ‖;
(v) if Pu(f, ·) <∞, then the map Pu(f, ·) : C(M)→ R ∪ {∞} is convex;
(vi) Pu(f, ϕ+ ψ ◦ f − ψ) = Pu(f, ϕ);
(vii) Pu(f, ϕ+ ψ) ≤ Pu(f, ϕ) + Pu(f, ψ).
5 Variational principle
5.1 Variational principle for unstable pressure
In this subsection, we prove our main result of this paper, i.e. Theorem C, whose proof consists of
two parts.
Proof of Theorem C Let ϕ ∈ C(M).
Part I. In this part, we prove that For µ ∈ M(f),
huµ(f) +
∫
M
ϕdµ ≤ Pu(f, ϕ).
Firstly, we give a useful lemma from [2].
Lemma 5.1 Suppose 0 ≤ p1, · · · , pm ≤ 1, s = p1 + · · ·+ pm and a1, · · · , am ∈ R. Then
m∑
i=1
pi(ai − log pi) ≤ s
(
log
m∑
i=1
eai − log s
)
.
The following two lemmas are also important, whose proofs are analogous to those in [1].
Lemma 5.2 (Proposition 2.14 in [1]) For any α ∈ P(Mf ) and η ∈ Pu(Mf ), the map µ˜ 7→
Hµ˜(α|η) from M(τ) to R+∪{0} is concave. Moreover, the map µ˜ 7→ huµ(f) from M(τ) to R
+∪{0}
is affine.
Lemma 5.3 (Proposition 2.15 in [1]) Let µ˜ ∈ M(τ) and η ∈ Pu(Mf ). Assume that there
exists a sequence of partitions {βn}∞n=1 ⊂ P(M
f ) such that β1 < β2 < · · · < βn < · · · and B(βn)ր
B(η), and moreover, µ(∂(Π(βn))) = 0, for n = 1, 2, · · · . Let α ∈ P(M
f ) satisfy µ(∂(Π(α))) = 0.
Then the function µ˜′ 7→ Hµ˜′(α|η) is upper semi-continuous at µ˜, i.e.,
lim sup
µ˜′→µ˜
Hµ˜′(α|η) ≤ Hµ˜(α|η).
Moreover, the function µ˜′ 7→ huµ′(f) is upper semi-continuous at µ˜, i.e.,
lim sup
µ˜′→µ˜
huµ′(f) ≤ h
u
µ(f).
18
By the definition of unstable pressure and ϕ˜, we only need to prove that
huµ(f) +
∫
Mf
ϕ˜dµ˜ ≤ Pu(f, ϕ). (11)
Let µ˜ =
∫
Me(τ) ν˜dm(ν˜) be the unique ergodic decomposition whereM
e(τ) is the set of ergodic
measures inM(τ) and m is a Borel probability measure such that m(Me(τ)) = 1. Since µ˜ 7→ huµ(f)
is affine and upper semi-continuous by Lemma 5.2 and 5.3, so is µ˜ 7→ huµ(f) +
∫
Mf
ϕ˜dµ˜ and hence
huµ(f) +
∫
Mf
ϕ˜dµ˜ =
∫
Me(τ)
(
huν (f) +
∫
Mf
ϕ˜dν˜
)
dm(ν˜)
So we only need to prove (11) for ergodic measures.
We assume µ˜ is ergodic. Let ξ ∈ Qu(Mf ), Then we can pick x˜ ∈Mf satisfying
(i) µ˜ξx˜(ξ(x˜)) = 1;
(ii) there exists B˜ ⊂ ξ(x˜) such that
(a) µ˜ξx˜(B˜) = 1;
(b) hµ(f, ξ) = hµ(f, y˜, ξ) = limn→∞−
1
n
log µ˜ξy˜(V˜
u(f, y˜, n, ǫ)) for any y˜ ∈ B˜ and ǫ > 0, accord-
ing to Remark 2;
(c) limn→∞
1
n
(S˜nϕ˜)(y˜) =
∫
Mf
ϕ˜dµ˜ for any y˜ ∈ B˜, which can be obtained using the Birkhoff
ergodic theorem on (Mf , τ).
Fix ρ > 0. By property (ii) we know that for any y˜ ∈ B˜, there exists N(y˜) = N(y˜, ǫ) > 0 such
that if n ≥ N(y˜) then we have
µ˜ξy˜(V˜
u(f, y˜, n, ǫ)) ≤ e−n(hµ(f,ξ)−ρ)
and
1
n
(S˜nϕ˜)(y˜) ≥
∫
Mf
ϕ˜dµ˜− ρ. (12)
Denote B˜n = {y˜ ∈ B˜ : N(y˜) ≤ n}. Then B˜ =
⋃∞
n=1 B˜n. So we can choose n > 0 such that
µ˜ξx˜(B˜n) > µ˜
ξ
x˜(B˜)− ρ = 1− ρ. If y˜ ∈ B˜n ⊂ ξ(x˜), then µ˜
ξ
y˜ = µ˜
ξ
x˜. So for any y˜ ∈ B˜n we have
µ˜ξx˜(V˜
u(f, y˜, n, ǫ)) ≤ e−n(hµ(f,ξ)−ρ). (13)
Now we can choose δ > 0 such that W˜u(x˜, δ) ⊃ ξ(x˜). Let F˜ be an (n, ǫ/2) Wu-spanning set of
W˜u(x˜, δ) ∩ B˜n (i.e. for any z˜ ∈ W˜u(x˜, δ) ∩ B˜n, there is y˜ ∈ F˜ such that d˜un(y˜, z˜) < ǫ/2.) satisfying
W˜u(x˜, δ) ∩ B˜n ⊂
⋃
z˜∈F˜
V˜ u(f, z˜, n, ǫ/2),
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and V˜ u(f, z˜, n, ǫ/2)∩B˜n 6= ∅ for any z˜ ∈ F˜ . Then choose an arbitrary point in V˜ u(f, z˜, n, ǫ/2)∩B˜n,
which is denoted by y˜(z˜). Then we have
1− ρ < µ˜ξx˜(W˜
u(x˜, δ) ∩ B˜n)
≤ µ˜ξx˜(
⋃
z˜∈F˜
V˜ u(f, z˜, n, ǫ/2))
≤
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, z˜, n, ǫ/2))
≤
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ)). (14)
Using (12), (13) and Lemma 5.1 with
pi = µ˜
ξ
x˜(V˜
u(f, y˜(z˜), n, ǫ)) and ai = (S˜nϕ˜)(y˜(z˜)),
we have ∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ))
(
n
(∫
Mf
ϕ˜dµ˜− ρ
)
+ n(hµ(f, ξ)− ρ)
)
≤
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ))
(
(S˜nϕ˜)(y(z))− log µ˜
ξ
x˜(V˜
u(f, y˜(z˜), n, ǫ))
)
≤
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ))
log∑
z˜∈F˜
exp((S˜nϕ˜)(y˜(z˜)))−
log
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ))
 .
Combining (14),
n
(∫
Mf
ϕ˜dµ˜− ρ
)
+ n(hµ(f, ξ)− ρ)
≤ log
∑
z˜∈F˜
exp((S˜nϕ˜)(y˜(z˜)))− log
∑
z˜∈F˜
µ˜ξx˜(V˜
u(f, y˜(z˜), n, ǫ))
≤ log
∑
z˜∈F˜
exp((S˜nϕ˜)(y˜(z˜)))− log(1 − ρ). (15)
Let ∆ǫ := sup{|ϕ˜(x˜)− ϕ˜(y˜)| : d(Π(x˜),Π(y˜)) ≤ ǫ}. For any z˜ ∈ F˜ , we have
exp((S˜nϕ˜)(y˜(z˜))) ≤ exp((S˜nϕ˜)(z˜) + n∆ǫ).
Dividing by n and taking the lim sup on both sides of (15), we have∫
Mf
ϕ˜dµ˜+ hµ(f, ξ)− 2ρ ≤ lim sup
n→∞
1
n
log
∑
z˜∈F˜
exp((S˜nϕ˜)(z˜)) + ∆ǫ.
20
We can choose a sequence {F˜n} of such F˜ such that
lim sup
n→∞
1
n
log
∑
z˜∈F˜n
exp((S˜nϕ˜)(z˜)) ≤ P˜
u(τ, ϕ˜, δ).
Since ρ is arbitrary, and ∆ǫ → 0 as ǫ→ 0, we have∫
Mf
ϕ˜dµ˜+ hµ(f, ξ) ≤ P˜
u(τ, ϕ˜, δ),
which implies what we need.
Part II. In this part, we prove that
sup
µ∈M(f)
{
huµ(f) +
∫
M
ϕdµ
}
= Pu(f, ϕ),
which completes the proof of Theorem C. In fact, we only need to prove that for any ρ > 0, there
exists µ˜ ∈ M(τ) such that huµ(f) +
∫
Mf
ϕ˜dµ˜ ≥ Pu(f, ϕ)− ρ.
Given δ > 0, we can choose x˜0 ∈Mf such that
P˜u(τ, ϕ˜, x˜0, δ) ≥ P˜
u(τ, ϕ˜, δ)− ρ.
Take ǫ > 0 small enough. Then let E˜n be an (n, ǫ) W
u-separated set of W˜u(x˜0, δ) such that
log
∑
y˜∈E˜n
exp((S˜nϕ˜)(y˜)) ≥ log P˜
u(τ, ϕ˜, x˜0, δ, n, ǫ)− 1.
Then we construct measures ν˜n as follows:
ν˜n :=
∑
y˜∈E˜n
exp((S˜nϕ˜)(y˜))δ˜y˜∑
z˜∈E˜n
exp((S˜nϕ˜)(z˜))
,
where δ˜· denotes a Dirac measure. Let
µ˜n =
1
n
n−1∑
i=0
τ iν˜n.
Then there exists a subsequence {ni} such that
lim
i→∞
µ˜ni = µ˜.
It is easy to check that µ˜ ∈ M(τ).
We can choose a partition η ∈ Pu(Mf ) such that W˜u(x˜0, δ) ⊂ η(x˜0) (by shrinking δ if
necessary). Then choose a finite partition α of Mf with sufficiently small diameter such that
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µ(∂Π(α)) = 0 and suppose that α contains K elements. Let αu denote the corresponding measur-
able partition in Pu(Mf ) constructed via α.
Fix q, n ∈ N with 1 < q ≤ n − 1. Put a(j) =
[
n−j
q
]
, j = 0, 1, · · · , q − 1, where we denote by
[a] the integer part of a. Then
n−1∨
u=0
τ−iα =
a(j)−1∨
r=0
τ−(rq+j)αq−10 ∨
∨
t∈Tj
τ−tα,
where Tj = {0, 1, · · · , j−1}∪{j+aq(j), · · · , n−1}. Note that Card Tj ≤ 2q. Moreover, we require
that diam(α)≪ ǫ. Then
log
∑
y˜∈E˜n
exp((S˜nϕ˜)(y˜))
=
∑
y˜∈E˜n
ν˜n({y˜})
(
− log ν˜n({y˜}) + (S˜nϕ˜)(y˜)
)
=Hν˜n(α
n−1
0 |η) +
∫
Mf
(S˜nϕ˜)dν˜n.
Then following the same calculation in [2], we have that
log
∑
y˜∈E˜n
exp((S˜nϕ˜)(y˜))
≤2q logK +Hτ j ν˜n(α
q−1
0 |τ
jη)
+
a(j)−1∑
r=1
Hτrq+j ν˜n(α
q−1
0 |τα
u) +
∫
Mf
(S˜nϕ˜)dν˜n.
Summing the inequality above over j from 0 to q−1 and dividing by n, by Lemma 5.2 we have
q
n
log
∑
y˜∈E˜n
exp((S˜nϕ˜)(y˜))
≤
2q2
n
logK +
1
n
q−1∑
j=0
Hτ j ν˜n(α
q−1
0 |τ
jη)
+Hµ˜n(α
q−1
0 |τα
u) + q
∫
Mf
ϕ˜dµ˜n. (16)
Then we can choose a sequence {nk} such that
(i) µ˜nk → µ˜ as k →∞;
(ii) the following equality holds
lim
k→∞
1
nk
log P˜u(τ, ϕ˜, x˜0, δ, nk, ǫ)
= lim sup
n→∞
1
n
log P˜u(τ, ϕ˜, x˜0, δ, n, ǫ);
22
(iii) ν˜nk → ν˜ as k →∞ for some measure ν˜ on M
f .
Since µ˜(∂Π(α)) = 0, by Lemma 5.3,
lim sup
k→∞
Hµ˜nk (α
q−1
0 |τα
u) ≤ Hµ˜(α
q−1
0 |τα
u).
As ν˜n is supported on W˜u(x˜0, δ), for each j = 0, · · · , q − 1, we can choose α, βn ∈ P(M
f ) such
that β1 < β2 < · · · < βn < · · · and B(βn) ր B(τ jη), and moreover, (Πτ j ν˜)(∂(Π(α
q−1
0 ))) = 0,
(Πτ jν)(∂(Π(βn)
q−1
0 )) = 0. Then applying Lemma 5.3 we have
lim sup
k→∞
1
nk
q−1∑
j=0
Hτ j ν˜nk (α
q−1
0 |τ
jη) ≤ lim sup
k→∞
1
nk
q−1∑
j=0
Hτ j ν˜(α
q−1
0 |τ
jη) = 0.
Thus replacing n by nk in (16) and letting k →∞, by the above claim and discussions, we get
q lim sup
n→∞
1
n
log P˜u(τ, ϕ˜, x˜0, δ, n, ǫ)
≤Hµ˜(α
q−1
0 |τα
u) + q
∫
Mf
ϕ˜dµ˜.
By Theorem A,
lim sup
n→∞
1
n
log P˜u(τ, ϕ˜, x˜0, δ, n, ǫ)
≤ lim
q→∞
1
q
Hµ˜(α
q−1
0 |τα
u) +
∫
Mf
ϕ˜dµ˜
=huµ(f) +
∫
Mf
ϕ˜dµ˜.
Let ǫ → 0, we have P˜u(τ, ϕ˜, x˜0, δ) ≤ huµ(f) +
∫
Mf
ϕ˜dµ˜. Recall that Pu(f, ϕ) = P˜u(τ, ϕ˜, δ) ≤
P˜u(τ, ϕ˜, x˜0, δ) + ρ. The proof of Theorem C is complete. 
5.2 u-equilibrium states for endomorphisms
In this subsection, we introduce the notion of u-equilibrium state and list some results concerning
it, whose proofs are similar to those in [2]. Let ϕ ∈ C(M).
Definition 5.1 µ ∈ M(f) is said to be a u-equilibrium state for ϕ, if it satisfies
huµ(f) +
∫
Mf
ϕdµ = Pu(f, ϕ).
We denote by Mu(f, ϕ) the set of all u-equilibrium states for ϕ.
Propositon 5.4 Let ϕ ∈ C(M), then we have the following properties related with u-equilibrium
states.
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(i) Mu(f, ϕ) is non-empty, and it is convex, in particular, the measure of maximal unstable
metric entropy always exists;
(ii) the extreme points of Mu(f, ϕ) are precisely ergodic members of Mu(f, ϕ);
(iii) Mu(f, ϕ) is compact and has an ergodic u-equilibrium state;
(iv) assume ϕ, ψ ∈ C(M) are cohomologous, i.e. ϕ = ψ + σ − σ ◦ τ − c for some c ∈ R and
σ ∈ C(M). Then ϕ and ψ have the same u-equilibrium states, and
Pu(f, ϕ) = Pu(f, ψ)− c.
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