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1. INTRODUCTION 
The singular Cauchy problem 
4% 0) = f(X), au/at(x, 0) = 0; x = (Xl ,...) x,-J (1) 
has been investigated in a number of recent papers [I], [7], [9], (14]-[16] for 
the homogeneous Euler-Poisson-Darboux (EPD) equation 
g+$-Au=O, (2) 
where K is a real parameter and A is a Laplacian in the variables x, ,..., x,,+~ .
This problem has been extended by Bureau [2] and Olevskii [11] to a 
generalized EPD equation in which the Laplacian is replaced by a differential 
operator with coefficients depending on the variables x1 ,..., xmel . In another 
paper [12] published very recently, Olevskii extended the problem for the 
more general equation 
g++e+ . . . + gj g + cu = X(u), 
where X(u) is any linear second order differential operator of the elliptic 
type in the variables x1 ,..., xmF1 , and obtained a correspondence relations 
among the solutions corresponding to two systems of values of the constants 
k 1 ,..., kn-, , c. 
The solution of the regular Cauchy problem 
(au/at)(x, t) = 0 when t = to > 0 13) 
* The present research was supported by the Army Office of Ordnance Research; 
the preparation of this paper was supported by NSF research grant GP-817. 
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for Eq. (2) was first obtained by Davis [4] by an extension of a method of 
Riesz [13]. The essential point of Davis’s work lies in the determination of 
a function V(x, t; E, T) depending on a parameter 01 which satisfies the 
conditions 
where M is the operator adjoint to L [see Eq. (6)]. The solution depends on 
analytic continuation with respect to 01. As pointed out by Davis, having 
found the Riesz elementary solution of the EPD equation one can then 
obtain solution of any regular Cauchy problem for the EPD equation, even 
a solution of such a problem for the non-homogeneous EPD equation where 
the right-hand side of (2) is replaced by a given function f(x, t). In 1956, 
Copson [.?I gave another solution of the problem (2), (3) in any space of 
even number of dimensions without making use of any device for evaluating 
divergent integrals. 
In the present paper we shall give a solution of the singular Cauchy 
problem 
u(5,O) = 0, @/a+& 0) = 0 
for the nonhomogeneous EPD equation 
for all values of K. The function f(E, ) T is assumed to be defined for all 
(.$, T), 7 > 0 and to have continuous derivatives up to certain order which will 
be formulated later as the need arises. In the particular case when m = 2, 
K = i, the problem was solved by P. Germain and R. Bader [S] using 
Riemann’s method. The case m = 3, k > 0 was considered by Diaz and 
Ludford [6] using Hadamard’s method which in this case did not lead to 
divergent integrals. 
Our procedure in this paper consists in first showing that the integral 
formula which gives a solution of the corresponding regular Cauchy problem 
for (6) (vanishing initial data on t = t, > 0) yields a solution of the problem 
(5), (6) for k > m - 2 (k > m - 3 if m is odd, m > 3) when t, = 0. 
The result thus obtained represents an extension of Riesz theory to the 
singular Cauchy problem for non-self-adjoint differential equation. For 
k < m - 2 we use a method which reduces the problem to one in which 
the right-hand member of (6) is a function of order 7’ at 7 = 0, p being 
a positive integer depending on m and k. 
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Of particular interest here is that, for k = -1, -2, -3,..., our solution 
of the problem may have logarithmic singularity in certain of its derivatives 
at 7 = 0 as was observed by Weinstein for the problem (l), (2) for k = - 1, 
-3, -5,.... In the particular case where f([, T) is independent of 7 and 
k = -1, -3, -5 ,...) the partial derivative (a/&)l-“u of our solution may 
become infinite like log 7 at 7 = 0 unless f(t) is polyharmonic of order 
41 + 4/2. 
The solution of our problem is unique for k > 0 since (5) and (6) with 
f(f, T) = 0 imply ~(4, S-) = 0; see [7], [16]. 
Throughout this paper we make extensive use of the techniques of Davis 
[4] and Diaz and Ludford [6]. 
2. SoLUTIoNOF(5),(6)FORk>m-2;k>m-3IFmIsODD,m>3 
We begin with the integral formula 
I=u((, T) = j- V=+2(x, t; f, ~)f(x, t) dx dt, ff > 112, (7) 
D 
where (x, t) = (x1 ,..., x,-r , t), dx = dxl . . . dx,-r ; D is the domain 
bounded by the retrogade characteristic cone 
m-1 
r = (T - t)2 - 1 (& - X$)2 = 0, T-t>o, 
i=l 
with vertex (I, T) and the hyperplane t = 0, and where 
f/%+2 = 
2ktk~W24/2 
H&a + 2) Pkf2 %’ 2 
k a-+2-j-k-m;a+4-m 
2 ; &) (8) 
with 
H,(a) = 2a-1rr(m-2)‘2r(~/2)r[(~ + 2 - m)/2] 
and 
nZ-1 
r' = (T + t)” - c (& - Xi)2. 
61 
Note that there r is used to denote characteristic cone but when it has an 
argument it denotes gamma function. The integral (7), when taken over the 
domain bounded by the retrogade cone r = 0,~ - t > 0 and the hyperplane 
t = t, > 0, gives a solution of the regular Cauchy problem for (6) with 
vanishing initial data on t = to . This may be deduced from Davis’ paper or 
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obtained by a method of embedding of Professor Stellmacher [see Eq. (15)]. 
By either a transformation of the hypergeometric function [IO], p. 8 or 
a correspondence principle of Weinstein ([Ia, p. 138, (4)), (7) can be written 
in an equivalent form where the function P+2 is replaced by 
phi+2 = 
22-ktr(a+2-m)/2 
fJm(a + 2) Tk-lr’(2-k)12 
xF 2-k 
( -, 2 
a-+4--m-k;a+4-m r 
2 2 ;--- r’ 1 (9) 
Our object in this section is to show that (7) gives a solution of (5), (6) for 
k > m - 2 or k > m - 3 if m is odd, m > 3 when it is continued analytically 
to 01 = 0. This means that 
(4 L[Pu(& T)] = Pu(.$, T), a > 112, T>O 
(b) ;$ I=-zu(t, T) = f(5, T), T>O (10) 
and 
satisfies the initial conditions (5). For this purpose we shall use the following 
lemma which is an immediate consequence of the first relation in (4). 
LEMMA: Define 
Jp+yx, t; 5, T) = (Tk’2/t”‘“)v~+yX, t; 8, T), 
where VU+2 is the function given in (8) OY (9). Then 
L*[w=+2(x, t; [, T)] = wqx, t; 5, T), 
where 
A. Proof of (lOa) 
Let us write (7) in the form 
k([, T) = T-‘I2 1, s, wm+2(X, t; f, T) tk’2f(X, t) dx dt, (11) 
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where Q is an (m - I)-dimensional sphere of radius (7 - t). Consider the 
inner integral in (1 I), 
wa+yx, t; 5, T) = s FPf2(x, t; 6, T) tk’2f(~, t) dx, OL > m. Q 
Since Var+2 vanishes together with its first derivatives on the characteristic 
cone r = 0 when r > t > 0 and 01 > m (see [4]), we have 
L*[w=+~(x, t; 5, T)] = j L*[?W+“] tk’2f(~, t) dx 
R 
XYz s W(x, t; 6, T) tk’2f(~, t) dx (12) R 
= wqx, t; [T) 
using the lemma. Now let xi = fi + j$(~ - t) define the new coordinates 
pi , i = l,..., m - 1 and write j3 = (& ,...) pm-r), p2 = CE;’ /Ii”. Then (11) 
becomes 
h(.$, T) = T-~'~ jT ~3+~(t; T, p) dt, (13) 
0 
where 
1 
EP+2 = H,(a + 2) J t”‘y(f + B(T - t), t) Um+2(c 7, P> 4 (14) 2Sl 
with dp = d& ,..., d&-l , r = (T - t)“(l - p”), r’ = (T + t)2 - (T - t)“p” 
and 
Uu+2(t; T  
> 
p) = (4Tt)k’2(T - t),+l(l - ,c?~)~~+~-~“~~ 
r'kl2 (15) 
Here F(I’/r’) represents the hypergeometric function in W+2(x, t; 6, T). 
Following Diaz and Ludford we now obtain bounds for 6Ppf2 and certain 
of its derivatives. For this we need some bounds for Uaf2 and UT+“. Thus 
differentiating (15) with respect to 7 we have 
+ 2k+2(Tt)k/2(T - ++I(1 - p2)(u+4--m)/2(T2 _ t") t 
p/2+2 F'(;j (16) 
where F’(I’/r’) denotes derivative of F with respect to its argument. For 
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0 < t < 7, 0 < p < 1 we notice that 0 < r/I” < I so that we can apply 
the following bounds on F(a, b; c; z) for 0 < l-‘/r’ < 1 ([5], pp. 10, 15), 
(9 I @, k c; 41 < M, c--a-zJ>o, 
(ii) 1 F(a, b; c; x)1 < A?(1 - .+a--b, c--a--b<o. (17) 
The constants M and Il?I depend on the parameters a, b, c. The estimates 
that follow are obtained by using either (17i) or (17ii) and replacing p by 
0 or 1, and ft by 7 in appropriate places. 
Cusel:O<k<l;c-a-k==l-k>O 
For this range of k we have from (15) and (17i) 
/ j’Ja+Z / < M(’ - t)OL+l(l - p2)(&-m)/2 
< j&z+l(l _ p2)(a+2-77W2~ (18) 
For the hypergeometric function F’(r/r’) in (16), c - a - b = -k < 0, 
so that, by (17ii) and (1 S), 
/ U;+2 ) < M(T - tp+l(l - P~)(=+~-~)‘~ k(T + t) $ + g + T] 
+ 21-kk(a + k + 2 - m)(Tt)-L’2(T - t)“+l(? - t2) t(1 - P~)(~+~-~)‘~ H 
(Lx + 4 - rn)[(T + t)2 - (T - t)2p212-“‘2 1 
< M(, _ t)Cl+l(l _ p2)(a+2-m)/2 T(k + 01 + 1) 
t(’ - t) I 
+ 21-Kk(a + k + 2 - m)(d)-“‘2(, - t)“Lf1(T2 - t”) t(1 - P~)(=+~-~)‘~ n 
(a + 4 - m)(4Tt)2-L’2 1 
< Ml 
Ta+l 
( 
1 - p2)(e+2-m)/2 To+l( 1 _ p2)b+4-m)/2 
t 
+ Mz 
t 
with 
Ml = M(k + a + I>, 
M =&+2+k--)a 
2 
8(” + 4 - m) l. 
Cuse2:k>l;c-u-k=l-k<O 
For this range of k we have, from (17ii), 
) jp+2 ) < (g)1-k’2 (T _ t>a+l(1 _ p2)(lu+2-m)/2~ 
~ (&t)1-7q7 - t)“+l(l - p2)(~+2-7w2jQ 
(t + q--k [l - (S)” ps]1’2 
< 
+1)/2(7 _ t)OL+l(l - p2)b+2--nz)/2j@ 
t’k-1,‘2 
_ 7m+1)/2+s(1 - p2)(a+2--m)/2 
<M t(k-1)/2 
(20) 
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For the function F’(T/I”) in (16), again c - a - b = --K < 0, so that, 
from (17ii) and the estimate for UU+~, we have 
x (44~/2(~ _ t)“+lt($ _ t”)(l _ p2)(=+4-WJ ~
[(T + t)2 - (T - t)2py+-k’2 I 
< 1 u*+2 / (k + 0: + 1)~ I I 
+ 21--kk(a + k + 2 - m) 
t(r - t) (a + 4 - m) 
(+“++3t(l _ p2)b+4-m)/2 _ ~ 
x (T + t)4-k [l - (L&2]2-k’2 l (21) 
(,t)-kDT3+“t( 1 - p2)(a+4--nz)/2 _ , 
(T + ty [ 1 - (G)” ps]3’2 M1 
d Nl 
7a+(l+k)/2(1 - p2)bx+2-m)/2 
t(k+1,/2 
+ N2 bt)- 
k/2+x+3+ + t)k-1( 1 _ ,,2)(a+4-W/2 
(,t)3’2 
d Nl 
7u+(l+k)/2( 1 _ p2)b+2-m)/2 + N ++(i+k)/2( 1 - /,2)(a+4-W2 
t(k+1)/2 2 t’k+1,/2 , 
with 
For k = 1, in which case c - a - b = 0, we note that tW(I’/r’) and 
tW’(I’/r’) remain bounded in the vicinity of t = 0 for some p > 0. 
Now let N be a bound of f(t, ) T in some finite region that contains D. 
For LY > m, we have from (14) 
tk/2 1 
’ E=+z ’ d H& + 2) ss If(t + B(T - t), t)l I w+~ I P~-~ dw dp, o om--1 
In which we have introduced polar coordinates in the unit sphere p = 1. 
By (20) this simplifies to 
W,-*ATiN 1 .++2 1 < H,(or + 2) ,~+(k+l)l2tll” 
s 
’ (1 - p2)b+2-m)/2pm-2 dp o 
W,-JZN 
’ H,(a + 2) B 
m-l a+4---m 
> 
(22) 
?i- ’ 2 
ru+(k+l,12t1/2 , 
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where B(a, b) denotes Beta function and w,-~ is the surface area of the unit 
sphere in (m - 1) dimensions. Also from (14) 
l 
cPi2 = H,(cu + 2) 7 
- j gGl t”‘2 [ u;+“f + UN+2 m&p*J d/3, 61 
which, using (20) and (21), yields 
+ 
w’+lN2NT(y”1+“)/2 j: (1 _ p2)(cr+4-m)/2pm--2 dp 
H,(ci + 2) w 
+ cm - ') wd@N Tti+(l+k,12t1/2 
fLL(~ + 2) s 
'(1 _ p2)~or+2-m)/2pn--2 d 
P 
0 
ci+4-m 
(23) 
2 
Thtk+1,/2t-1/2 
a+6-m 
2 
,a+(k+l)12t-l/2 
a+4-m 
2 
~+tk+l)l2t1/2, 
Moreover, by (12) we obtain the additional estimate 
W,-,iQN 
%,‘” I 9 Hm(cu) B 
m--l a+2-m 2 9 2 fl+(k-3)/2t1/2 
w,J?Nk(2 k) - m - + 
fL(~ + 2) 
B i -, 1 a+4-m 
2 2 
,u+(k-3)/2t1/2 
+ c+&rn - 1)JZV B(+, 
a+4-m 
(24) 
fL(~ + 2) 2 
p+(k+l)l2t1/2~ 
From the estimates (22), (23), and (24) we see that, when k > m - 2, 
01 > m (13) converges uniformly with respect to (5, T), T > 0, and that we 
can perform the derivatives of L under the integral sign. Because all boundary 
terms vanish, we then have by the lemma and (12) 
L[h(f, T)] = .vklzL* 1: iiw+2(t; T, p) dt (cx > m) 
=T -k’2 ‘L*[W”+2(t; T, p)] dt 
0 
7 
=T -kl2 +(t; 7, p) dt 
” 
This proves (1Oa). 
= I”-“t@, T). 
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II. Proof of (lob) 
We shall now show that P2u(f, T) can be continued analytically to 01 = 0 
and yields IO-“u(.$, T) =f([, 7). For this purpose we requiref([, T) to have 
continuous derivatives up to order [Km + 2)]. Following Davis [4] we write 
the hypergeometric function appearing in Ia-%([, r) in infinite series and 
consider first the leading term 
2” 
Im-2”o = H,(a) j 
t’“f(xp t, r(a-7nn)/2 dx dt, 
D r’ki2 
01 > m. (25) 
It will be shown that lim,,, E-‘ko = f([, T). Write 
2” 
I 
tkf(x, t) - ~ Ia-2uo = H,,(a) D, rrk,2 r(“-m”2 dx dt 
2” 
+ &(4 s 
t”f(x, t) 
D2 rrkl2 
r(a-m) I2 dx dt 
= I~l”UO + 12%o , 
where D, is the domain bounded by the characteristic cone and the plane 
t = 6 > 0, and D, = D - D, . The integral Ir*uo over D, is identical with 
the generalized Riemann-Liouville integral considered by Riesz for which 
he proved lim,,, Pg([, T) = g([, T). Hence 
iii Il”UO = 2kT(g T, = f(& T), 
To show li~,,Is~u, = 0, we notice after introducing polar coordinates 
that 
2” 8 
12wuo - fJm(a) o tk 
s s 
R (R2 - ,.2)L-W/2 $.!$ rm-2 & dt, 
o (26) 
where R = (T - t), r’ = (T + t)” - r2, M(f) = Ju,-J(t + /?t, t) du. Here 
we distinguish between the cases m even and m odd, concerning ourselves 
only with m even, m > 4, since the same procedure holds for m odd. Consider 
the inner integral in (26) 
Y(R) = s,” (R2 - ,2)(w-n2”2Go(r, T, t) v’-~ dr, 
with Go(y, 7, t) = M(f)/PkJ2. 
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This is convergent for 01 > m - 2. Integrating by parts (m - 2)/2 times 
with respect to r, we obtain 
Y(R) = 
r( 
a-m+2 
2 ) 
pl-2)12p ” 
0 
s: (R2 - T-2)‘2 [%rw, + y ; %w2] dr, 
2 
(27) 
where 
%-4~2 = 3 * 5 ..a (m - 3) Go + alr 2 + . . . + +-4)/2 (-&)(m-4”2 Go, 
with aj denoting numerical constants. Here we note that since 01 > m, the 
boundary terms arising from the integration vanish. Further, we see that 
(27) is now convergent for (Y > 0. To continue Y(R) to (Y = 0 we integrate 
(27) by parts one more time. Doing this and substituting the results back 
in (26), we finally have 
%4,2] dt 
r=o 
+ /” tk 1” (R - ,y12 k [(R + r)(w-2)/2G~,,+4,,2] dr dt 
0 0 
+ ; ( t” ,: (R2 - r2p’2 g Gtnz-4,,2 dr dt. 
These integrals are all convergent for 01 > -2 when Iz > m - 2. Hence 
letting 01+ 0, we see that 12~uo -+ 0 in view of the factor r($x) in H,(a). 
There remains to be shown that the integrals of the remaining terms in the 
expansion of P-%(E, G-) approach the limit 0 as 01 is continued analytically 
to 0. This, however, follows by adopting the same proof as in [4], for then 
the integrals involved, though improper, are convergent when k > m - 2. 
Thus we have shown that 
C. Analytic Continuation of Ia([, T) and The Explicit Solution 
We shall now continue P([, T) analytically to 01 = 0 to obtain an explicit 
formula for our solution of problem (5), (6) for k > m - 2, and show that 
in this case the initial data (5) are satisfied. In the cases m = 2, 3 we readily 
505/3/4-6 
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obtain the solution by simply setting (II = 0. In fact when m = 2, the 
solution of the problem (5), (6) that is valid for k >, 0 is 
where r = (T - Q2 - (f - x)” and r’ = (T + t)2 - (5 - x)“. This agrees 
with the result of Germain and Bader when characteristic coordinates are 
introduced and k is set to 4. When m = 3, we obtain the result of Diaz and 
Ludford, 
u(& ‘I, T) = 2”-1/, T;Tk;; F (+ , ; ; ; ; +) dx dy dt, (29) 
?r 
valid for k > 0. Here r = (T - t)2 - (5 - x)” - (7 - Y)~, I” = (r + t)2 
- (f - x)” - (7 - Y)~, and D is the domain bounded by r = 0 and the 
plane t = 0. 
Therefore we shall consider only the case when m > 3. Since k > m - 2 
> 1 it is convenient to use (9) for V a+2 in (7) and then, by the Weinstein 
correspondence principle, we can arrive at the corresponding analytic 
continuation of (7) with F’u+~ given by (8). We shall confine ourselves to the 
case when m is even, m > 4 since the same procedure yields the result for 
m odd, m > 5. Again we expand Pu([, ) 7 in an infinite series and consider 
the general term of the first (m - 4)/2 terms, namely 
U1”(a) = 
c”b> s tfh, t)r(a+2-m)/2+v r "+;em+u) 
( 
p2-k)/2+v 
dx dt, (30) 
D 
where 
22-kr ( 
o1+4-m 
cy(c6) = 2 1 ( 
r?$+V)r(G+4~m-k+t) 
H,("+2).!r(~)r(a+42m--) * 
Introducing the new coordinates 
m-l 
R2 = c (& - xJ2 = y, 
i=l 
xi = 6, + PiR i = l,..., m - 1, 
(T - t)2 = s, 
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where & ,..., prnel represent the components of a unit vector in (m - l)- 
dimensional space, (30) becomes 
Ul+l) = w4 r a.+4-m s ‘tdt 
( 2 i-v) O 
X 
s 
CT4 
=q a-/-4-m s 
TZ (T --f’Z) 
2 +uj a 
x :@ _ y)ca+2-m,12+v Wf 1 Y(m-a”2 4 A 
[(& _ ,1/2)2 _ y](z-k)/2+Y 
lr --f") Ior12-(m-4-2v,/2~l,,(Y, s, f) ds, 
in which 
1~12-(m-4-2~)/2Q~,~(~, s, f) (31) 
denotes the Riemann-Liouville integral of order (a + 4 + 2v - m)/2 with 
y'm-a'/2q f) 
Q1.d~) s,f) = r-z7 _ s1/2)2 _ y](2-kV2+v 
and 
M(f) = j- f(t + PP2, T - s~‘~) dw. 
%x-l 
(32) 
When k > m - 2, (31) can be continued analytically to ~~12 = -(m - 4 - 2v)/2, 
and since (m - 4 - 2u)/2 is even, we obtain the result 
with 
214r 
C(O) = 
( 
y + v) r ( 4 - ; - k + u) 71-k 
P(m-el,2r(22k)r(4-~-k)v! ’ O-y 
This integral which converges for k > m - 2,0 < Y < (m - 4)/2, provides 
the analytic continuation of each of the first (m - 4)/2 terms in the expansion 
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of I”((, T). To see that (33) converges for k > m - 2, we need only look at 
the term 
= I’ CT _ s1,2) s s(m-4)‘2JW) ds [4T(7 - p)](m-k-2)/2 
= (a,‘-- J; 
(T - SU2)(k-m+4)/2 s(m-4)/2M( f ) & 
which clearly exists when k > m - 2. 
Now let a = (2 - k)/2, b = (a + 4 - m - k)/2, c = (a + 4 - m)/2, 
v = (m - 2)/2, and put z = r/r’. Then, in the series expansion ofPu(f, T), 
the remaining terms of the hypergeometric functionF(I’/r’) in ~+a(x, t; I, 7) 
[defined by (9)] can be expressed as 
+v;z) 
where (A), = r(A + v)/r(h) and 3F2(z) is a generalized hypergeometric 
function. We observe that the series 3F2(z) converges uniformly in z for 
z < o with any 0 < 1, and since k > 1 it converges absolutely when 
z = 1 (i.e., t = 0) independently of 01. Substituting F,(z) for F(x) in (9) we 
obtain for the rest of the terms of P(f, T) 
x 3F2 ( 
a+2-k m-k 
2 2 
1.a+2 m T------Y, - , z- ; $) dx dt, 2 
where C(a) denotes all the constant factors. This integral converges uniformly 
in a: for a > -2 and k > m - 2. Hence letting a -+ 0, we obtain 
with 
21-kr[(m - k)/2] 
‘(‘) = dm-2)‘2r[(4 - m - k)/2] r(m/2) 
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Therefore for m even, m >, 4, and k > m - 2, the solution of the Cauchy 
problem (5), (6) is 
(m-4)/2 
45, 7) = c 
r (y + v) r (" - "2 - m + v) 71-k g (T _ s1,2) 
"=O 21+k&n-2"2~ 
( 
4-",-mjr(2Jv! Jo s112 
X (m-4-2”)‘2 Q1,” lyzs\ ds 
+ 
r (%;d?) Tl--k 
2k-l&n-2)/2r (34) 
xF 2-k 
( 
--,--,T;+)dxdt, 
m-k .rn 
2 2 
where Qr,” is defined by (32). 
The case m odd, m 3 5 is treated in exactly the same manner fork > m - 3. 
We consider instead the first (m - 5)/2 terms in the expansion of P(t, T). 
We have the result 
(m-5)/2 r 
45 4 = c 
?$ + v) r ( 4 - y - k + v) +k 
v=o 21+kn'm-2'/2T 4-~-k)r(?$)y! 
X 
s 
qT - p2) 
$1/2 
~(2~+4-m)/2Q~,~d~ 
0 
+ 
r(q)r( “-i -k)T~-k 
21-k?r(~-2)12r (y)r(“-y-“)r(Jf+)r($ 
X 
I 
t fcx, t) r-112 
Dr 
r(m-lc-1),2 8’2 ($7) dx 4 
with 
l-k m-l-k 
Now by Weinstein’s correspondence principle, in (34), (35), we replace k 
by 2 - k andf(x, t) by t”-lf(x, t), and then multiply the result by 71-k to 
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arrive at the corresponding analytic continuation of 
even and m odd, respectively. Doing this we obtain 
h-4)/2 r(;+v)r(2+",-m 
v=O 23-kn’“-2’/21m 
(7) for the cases of m 
xFR k-j-m-2 m 
( 
r 
2’ 2 ;----;--- 2 rf dxdt ) 
for m even, m > 4, k > m - 2, and 
(34’) 
(m-5),2 k-3r(~+v)r(2+~-m +v) 
f46,d = c 
u-0 m(m-2)/2r g r k + t - m v! 
0 ( 1 
X 
I 
T= (T - ,1/2)k 
$12 
I(2~+4-m)12Q~,~d~ 
0 
+ 
2k-‘r(!$)r( “-2 ‘“) 
nb2v2r 4 r 
0 ( 
2py+k)r(+)r(.$ 
with 
tyx,tp/2 
+ 1, r’(m+k-3)/Z SF2 ($) dx dt (35’) 
for m odd, m > 5, k > m - 3, where 
,(m-"'/"M(f) 
Q2.d~ St-f> = p -,1/2)2 _ ,,]klZ+v * 
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D. Proof of (1Oc) 
Finally, we shall show that ~(6, ) T as given by (34), (35) or (347, (35’) 
satisfies the initial conditions (5). Consider first the case of m even, m > 4 
and take u([, T) as given by (34’) for convenience. For the first term in (34’) 
involving finite sum, we observe that after the indicated differentiation is 
carried out for each Y, 0 < Y < (m - 4)/2, all resulting terms involve non- 
negative powers of s so that it suffices to consider only the term which involves 
the highest power in (T - s112) in its denominator. This arises for v = (m - 4)/2 
and is, apart from constant factor 
i 
p-3’/2M( f) 
[(zT _ s112)2 _ y](k+m-4)/2 
= (4T)- (k+m-4)/2 s 
‘d (T _ S1/2)(k-m+4)/2 s(m-4)/2M( f) ds. 
Setting s ‘I2 = t, 5 = t/T successively, we obtain 
A=Lf 
2k+m-5 o (1 - {)(L-m+4)‘2 {m-3M( f ) ds, 
which converges since k > m - 2. Thus A and aA/& vanish when 7 = 0. 
Hence the first term in (34’) satisfies (5). 
The second term in (34’) can be written in polar coordinates as, omitting 
constant factors, 
B= ’ ss f(t + & - t), t> v(t; 7, P> 43 dt, 0 P2$1 
where 
with r’ and I’ as in( 14). Following the same procedure as in the proof of (lOa), 
wefindforkam-2+2c,O<c< l,that 
and 
1 v 1 < M,(T - t)m-1T2--m+rte 
< Ml~l+~te 
where the M’s are some constants. 
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With these bounds for V and V, , we readily obtain 
1 B 1 < c172+2r 
and 
( B, 1 < c29+2 + C,P@f 
Thus B and as/& vanish when 7 = 0. Therefore u(.$, 7) as given by (34’) 
for m even satisfies (5). 
For m odd, m 2 5 it is convenient to use formula (35). In the first term 
involving finite sum the Riemann-Liouville integral of negative order 
1(2vf4-m)/2Q1,y can be written as 
(m-b-Z”)/2 
I(2vf4-n~)/2Q~,~ = C 
S(2u-m+4)/2+i 
i=o q 
2v-m+4 
+i+l) 
5 Q1.v lyzo 
2 
+ $1; (s - P/2 ($)rm-3-2”“2 Ql,v dy 
= & j-1 (s - ~)-l’~ (;)(m-3-2”)‘2 Qlsv dy, 
since WWiQl,nly-o vanishes, 0 < j < (m - 5)/2. Thus the general term 
of the finite sum becomes, apart from a constant factor 
T1-k T2(T- P) s 0 $2 j-1 (s - ~)-l’~ (~)‘m-3-2”)‘2Ql,v dy ds. 
To show that this vanishes when 7 = 0 for 0 < v < (m - 5)/Z, it suffices 
to consider only the term in (a/ay)(“-3-2u)‘2Q,,,(y, ~,f) which involves the 
highest power in [(27 - s1/2)2 - v]. Omitting constant factor, this term is 
s 
7% (T - 9/2) s 
/i = 71-k 
0 
9/2 s 0 (s - y)-1’2 
. 
When k > m - 1, we note that 
jj = $-k 
s 
T2 (T - $112) s 
0 
$12 s 0 ($ - lY2 
Y(m-3)‘2M(f) d ds 
C&T7 - ,1/2)2 _ y]bn-k-1,/2 y 
< 71-k 
s 
Te (T --f'2)(2T - S112)k+l--m ds j-1 (s _ ,,-l/2 Yh-3)/2~(f)dy 
0 
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andwhenm-3<k<m-1,wenotethat 
s 
7% (T - ,112) 8 
jj = T1-k F3Wf > 
0 g2 s 0 @ - yY'2 
[4,(7 _ s1/2)](n-k-l)/2 dyds 
< 2k+1-" 
' +tk-V/2 I 
7' (T _ s1/2)(k+3-m)/2 s 
0 $12 I 
o (s - y)-l’2 y(m-3)‘W( f ) dy ds. 
Introducing the new variables s = r2y2, v = -r2y2<, we have 
A < 272 
i 
I, (1 - r1)(2 - #+r--m7m-2 dT s’ (1 - &1’2 Qm--3)W( f ) d{ 
0 
= O(G) for k>m-1. 
and 
A < 2k+2--mT2 s :, (1 _ #“+3-““2 y7-2 dT 1’ (1 - 5)-W &‘WWJf( f ) & 0 
= O(P) for m--3<k<m-1. 
In similar manner we find that aA/% = O(T). Hence the first term in (35) 
vanishes when T = 0. 
Let B denote the second term in (35). Introducing polar coordinates and 
proceeding as in the case m even, we fmd that 
I B 1 < o(?+y and 1 B, 1 < o(T-) 
for k > m - 3 + 2~, 0 < E < 1. Thus for m odd, the initial conditions are 
also satisfied. 
3. SOLUTION OF(~), (6) FOR k < m - 2(k < m - 3 IF m IS ODD), 
k # -1, -2,... 
The procedure in the preceding section fails when k < m - 2 for then 
the integrals involved diverge and analytic continuation to 01 = 0 is not 
possible. However, we find that the procedure remains valid for k < m - 2 
providedf([, T) is of the form T%(~, T), where 
[(m - 2 - k)/21 +1, 
’ = /L-k] + 1, 
-(m - 2) < k < (m - 2) 
k < -(m - 2) (36) 
and h([, T) satisfies the same differentiability condition as f(c, T) in $2. 
(If m is odd, it suffices to take p = [(m - 3 - k)/2] + 1 for -(m - 3) < k 
540 YOUNG 
< (m - 3) and p = [-k] + 1 for k < -(m - 3)). To see this one need 
only retrace the reasoning in 92 with f([, T) replaced by A(~, 7). Thus in 
the case when k < m - 2 let f(f, T) h ave continuous derivatives of order 
up to [(m + 2)/2] for T > 0 and of order up to [(m + 2)/2] +p + 1 at 7 = 0. 
Then the function 
where 
e-1 
w, T) = 1 f’j’(5,O) f 
j=o 
withf(j)(t, 0) denoting thejth T-derivative off([, T) at 7 = 0, is [(m + 2)/2] 
times continuously differentiable for 7 > 0 and is of order 7’ near 7 = 0. 
For definiteness let p = 2n + 1 and write 
= h&T) + h2(& + 
The problem (5), (6) is then reduced to corresponding problem for the 
equations 
(37) 
cc) L(“s) = g(t, T> + g&i, T) + Ad’!, 7)~ 
where g, and g, are functions to be determined which must be at least of 
order 7’ near 7 = 0. 
Consider first (37a) and assume a solution of the form 
7-2i+2’#2r(6->. 
i=O 
Substituting this in (37a) we obtain the recurrence relations 
2( 1 + k)& = f’O’(f, 0)/O! 
4(3 + &5, - ~~0 = f’2’(4,0)/2! 
(2n + 2)(2n + 1 +‘kj& &en-; =f’2”‘(& 0)/(2n)!, (38) 
g,(‘t, 7) = 72n+2452n , 
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from which the functions 4% and g,(f, T) can be determined in terms of the 
even order T-derivatives off(f, T) at 7 = 0 for K f -1, -3,..., -(2n + 1). 
We find 
& = C,drf(& 0) + C.#‘f(2)& 0) + --- + C&@j)([, 0), 
where Ai denotes the ith iterated Laplacian and 
C2i = [(2i)!(2i + 2) “’ (Z!i + 2)(2i + 1 + R) ‘.* (2j + 1 + K)]-‘9 
0 < i < j, 0 < j < n. Hence we have 
%(5,T) = 2 ~~3‘+2 i$ C2i A+y(2i)([, 0) (39) 
j=o 
as a solution of (37a) with g,( 5, T) = T~~+~A~J~~,, . Similarly, assuming a solution 
of (37b) of the form 
u,(& 4 = f ~2j+1d25-l(~), 
j=l 
we obtain the following recurrence relations: 
3(2 + 44, =fw, oh 
5(4 + &$s - 4, =f(3)(5, 0)/3!, 
. . . . . . . . . . . . 
(2n + I)(272 + k)&+l - A+,,-, =fc2+l)(f, 0)/(2n - l)!, 
g2G 4 = ~~~+Wrn-1(5) 
for the functions &-r and g2(.$, T), for k # -2, -4 ,..., -2n. We find 
qitibl = CIAj-lf(l)(e, 0) + C3Ai-2f(3)(f, 0) + *** + C,,ffc25-1)([, 0) where 
C2<-1 = [(2i - 1)!(2i + 1) *a* (2j + 1)(2i + k) a** (2j + k)]-l, 
1 < i Q j, 1 < j < it. Hence we have 
U,(& T) = f T2’+l ’ zl C2,-1 Aj-if’2i-1)(5, 0) (41) 
j=l 
as a solution of (37b) with g,([, T) = T2n+1+2,&). 
To solve (37~) we observe from (38), (40) and the differentiability assump- 
tions on f(t, T) that g,([, T) and g,(f, T) are at least of the order T* near 
7 = 0 and are [(m + 2)/2] times continuously differentiable. By the remarks 
at the beginning of this sections, a solution of (37~) can be obtained by 
means of the formulas (34) and (35) or their equivalent (34’) and (35’) for m 
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even and m odd, respectively. Let a,([, T) = lirn,,Pua(~, T) denote such 
a solution. Then 
45 4 = %(E, 7) + u&t, T> + U&T) (42) 
solves our Cauchy problem (5), (6) for k < m - 2, k f -1, -2, -3,..., 
ur([, T) and ua(f, T) being given by (39) and (41), respectively. 
4. THE EXCEPTIONAL NEGATIVE VALUES OF k 
Suppose that k = -(2r + l), r = 0, I,... (or k = -2r, Y = 1, 2 ,...) and 
p = 2n + 1 (or p = 2n), where p is defined by (36). Then Y < n so that for 
k = -1, -2, -3,... the method in the preceding section fails to give a 
solution of (37a) or (37b) according as k = -1, -3,... or K = -2, -4,... 
We therefore modify the method for these exceptional values of k. Consider 
the case when K = -(2r + l), r = 0, l,..., and let p = 2n + 1 as before. 
A solution of (37a) in this case can be obtained by assuming (see [24]) 
q(i5 7) = i T”~‘“4,i(S) + .2T+z(log 7) 42,(&T). 
j=o 
i#S” 
This leads to the following recurrence relations 
2u + 440 =f(E, Oh 
. . . . . . . . . . . . . 
2r(2v - 1 + k)42T--2 - dl#,,-, =f@-2’(& 0)/(2r - 2)!, 
[2(3 + 2) - 1 + MT - 42,-2 =Pr’(& 0>/(2r>!, 
(2~ + 4)(2r + 3 + w42T+2 - (log ++a, = f(ar+a)(& 0)/(2Y + 2)!, 
. . . . . . . . 
(2n + 2)(2n + ‘1’; i)qi,i - A$,,-, = fc2”)(4, 0)/(2n)!, 
A%5 4 = ~““+~4&>, 
from which we find 
T-1 
WI& T) = c T2jf2 ii C2i Aj-yf’2i’(& 0) + T~v+~ log 7 i c2$ Ar-y(2i)(t, 0) 
j=O i=O 
+ j=$+l [(2r + 4) --a (2 + )( 
log 7 
2 2r+3+k)**.(2j+1+fc) 
2 c2i Aj-y’2i’(4, 0) + ij+l c,< LW(~Y~, ‘I] T23’+2* 
(43) 
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Here the coefficients Csi are as in (39) while the coefficients cai are obtained 
from Csi by replacing the factor (2j + 1 + k)(2j + 2) forj = r by [2(2r + 2) 
-1 + k]. Hence for k = -(2r + l), r = 0, 1, 2,... a solution of the problem 
(5), (6) is 
where u,([, T) is defined by (41) and ~a([, T) denotes the solution of (37~) 
by the method of 92 with gi([, T) replaced by &([, T). 
Similarly, for k = -2r, r = 1, 2 ,..., we obtain a solution for (37b) of the 
form 
T-l 
Z12(& T) = c Tzj+1 
i=l 
& c2i-l d~-if'2i-l'(‘$, 0) 
+ Tzr+’ log 7 i c,,g dr-if(2i-1)(& 0) 
i=O 
+ j=-g+l I(21 + 3) 0.. (2j + 1,:;; 2 + k) *-. (2j + q 
x g c2i-l ~j-!P-"(5,o) + i=$+, c,i-l dj-lf'2i-"(4,0)]72i+1, 
where the coefficients Csi-r are as in (41) and e,,-, are obtained from C2i-l 
by replacing the factor (2j + k)(2j + 1) for j = Y by [2(2r + 1) - 1 + k]. 
This function, together with u,(f, ) 7 as defined by (39) and the solution of 
(37~) withg,([, T) determined accordingly, gives a solution of the problem (5), 
(6) for k = -2r, r = 1, 2 ,.... 
5. REMARKS AND EXAMPLES 
In the preceding section a solution of our problem has been obtained for 
k < m - 2 with the additional assumption that f([, T) be [(m + 2)/2] 
+ p + 1 times continuously differentiable at T = 0. Our solution (42) for 
k + -1, -2, -3,... involves integral powers of 7 in ~~(5, T) and u,(&, T) 
so that we may differentiate the solution with respect to T for 7 = 0 as often 
as is possible with the solution ~a([, T) of (37~). The situation is quite different 
in the exceptional cases k # 1. -2, -3 ,... For k = -1, -3, -5 ,... we see 
from (43) that the partial derivative (a/a~)~-%(f, T) of the solution (44), 
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providing that the corresponding derivative of a,([, T) exists, becomes infinite 
like log r at 7 = 0 unless 
&f(,g, 0) = A’-‘f’2’(5, 0) = *-***. =fW(f, 0) = 0, (45) 
where r is such that K = -(2r + 1). In the particular case wheref(6, T) is 
independent of 7, say f(f), (45) im pl ies thatf(5) be polyharmonic of order 
-( 1 + K)/2. The same logarithmic singularity in the T-derivative of (1 - K)th 
order of the solution may occur for K = -2, -4,... unless 
&lfU)(f, 0) = dr-3f(3)(& 0) = -*- ,f(2r-yf, 0) = 0, 
where Y is such that k = -2~. Further, we note that z+ z 0 or ~a = 0 
according as f (5, T) is an odd or even function of r. 
We illustrate these remarks with the following examples. 
is4 2 au 8-u 
L(u) = p - ; z - ag" = f2, 
when T = 0. 
Here m = 2 and K = -2 so that by (36)~ = 2. Equation (37) thus reduces to 
Wl) = I” - g(5,4, ‘%) = E(6 T>- 
By the method in the preceding section, we find 4 = --)(a and g = 
~~Lbj = -TV. By the formula (289, we find u3 = -&r4. Hence our solution is 
U((, T) = -i&“sf”) - $T”. 
For R = --I and f(t) = 5, we obtain the solution ~(6, T) = HfT;” log T), 
for which (a/aT)‘-%4 = a2U/aT 2 has a logarithmic singularity at T = 0. 
For m = 4, k = 4 which is of some interest, we have from (34’) 
U(t, T) = & j:’ (T - S1’2)2 j f(f + @1’2, 7 - s~‘~) dw ds 
% 
+Ij 457-7-3 D 
tf(x, t) dx dt 
=;s’C(l - 5)2Mx(f)d5 
0 
+; j: 5"(1 - 5) dij)Wf)F2d?l, 
where 
Ml(f) = j f(t + ,@T, $1 - 1;)) dw 
% 
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and 
Mz(f ) = J f(t + 8d11’2, 4 - 5)) d.0. 
OS 
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