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0. INTRODUCTION 
In this paper we give a complete classification of the complete K,,-categorical 
theories of rings with 1 and without nonzero nilpotent elements. 
It is not feasible to state the main result at the outset, so we simply give 
a sketch of our analysis. 
First we show that if A is any ring with Th(R) N,,-categorical then the 
additive group of R has bounded order, and there exists a manic f in Z[X] 
which vanishes identically on R. Both results are consequences of Ryll- 
Nardzewski’s theorem [ 191. 
Next, we reduce the general case to the case of R whose additive group 
is a p-group for some prime p. The main tool here is Grzegorczyk’s theorem 
[7, 221 on products of No-categorical theories. 
Next, we suppose R has no nonzero nilpotent elements. Then R has 
characteristic p, so is an algebra over the field F, of p elements. But R 
* The main theorems of this paper were proved independently by the two authors. 
This article is based on Macintyre’s 1972-1973 draft. Rosenstein’s 1971 draft also 
containeda proof that the categories of countable subrings of &,Fz(p”) and &JF~(~“) 
are equivalent whenever the lattices of divisors of m and n are isomorphic (where 
F,(t) is the field with t elements); this generalizes a theorem of R. W. Stringall (The 
categories of p-rings are equivalent, Proc. Amer. Math. Sac. 29 (1971), pp. 229-235). 
+Partially supported by NSF Grant GP-28348. 
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satisfies the polynomial identity f = 0 described above, so by a theorem 
of McCoy [14] R is commutative. 
So by now we are considering commutative algebras R over F, , satisfying 
a polynomial identity f = 0, with a unit and without nonzero nilpotent 
elements. Arens and Kaplansky [I] g ave an important structure theorem 
for countabh R satisfying these conditions. Their theorem is a generalization 
of Stone’s theorem [8]. To R they associate a Boolean space X, a finite 
sequence X, , i < n, of closed subspaces of X, a finite field F, and a sequence 
Fi , i < n, of subfields of F. They give F the discrete topology, and consider 
C(X, F; Xi , i < n; Fi , i < n), the ring of continuous functions g: S + F 
such that g(XJ C E; for i < n. Then 
Rs C(X,F; X,,i <n;F,,i <n). (*I 
The problem is to find out what the No-categoricity of Th(R) tells us 
about X and Xi , i < n. The key idea is to use Stone duality. Let B be the 
dual algebra of X. Then Xi, i < n, correspond to ideals Ii, i < n, of B. 
So to R we have associated a relational system d(R) consisting of the Boolean 
algebra B with distinguished ideals Ii, i < n. We show how to to interpret 
d(R) in R, and conclude that if Th(R) is No-categorical then Th(.d(R)) 
is &-categorical. 
Then we prove a general theorem, which can be construed as a relative 
of a theorem of Waskiewicz and Weglorz [22], which enables us to conclude 
that, for R satisfying (*), if Th(.d(R)) is H,,-categorical then Th(R) is N,,- 
categorical. So we have reduced our problem to one about s,-categoricity 
of systems consisting of a Boolean algebra and a finite sequence of dis- 
tinguished ideals. Finally we solve this problem about Boolean algebras. 
Other articles in the literature dealing with No-categoricity are [2, 6, 12, 
17, 18, 221. 
1. MODEL-THEORETIC PRELIMINARIES 
1 .l. We assume familiarity with the basic material of model theory 
up to the Ryll-Nardzewski theorem [19]. A good reference is [20]. 
We will begin by listing some known general results about No-categoricity, 
and then add one new result to the list. 
Throughout, L will be a countable first-order language and T will be an 
L-theory. Usually T will be complete, and then S,(T) will be the space 
of complete n-types over T. 
It is convenient to make the definition that an L-structure J&? is &,- 
categorical if Th(d) is No-categorical. Note that any finite &! is N,,-categorical. 
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1.2. The fundamental theorem is 
THEOREM 1 (Ryll-Nardzewski [19]). Suppose T is complete. Then T is 
&,-categorical if and only if S,(T) is jkite for each n. 
In algebraic investigations the following is very useful. 
THEOREM 2 (Grzegorcyck [7, 221). Suppose J&‘~ and ~4’~ are H,-categorical. 
Then &I, x A, is No-categorical. 
1.3. Grzegorcyzk’s theorem should be thought of as a preservation 
theorem. Another important preservation theorem in this direction was 
found by Waskiewicz and Weglorz [22]. 
Suppose X is a topological space, and JZ an L-structure. Give J&? the 
discrete topology, and consider the set of continuous functions f: X - J%‘. 
It is easily seen that this set forms a substructure of the L-structure J@‘. 
In this way we get an L-structure C(X, A). 
For general X, little is known about the model theory of C(X, &‘). When 
X is Boolean, however, the situation is much better understood [5]. When 
J? is finite, and X Boolean, the structures C(X, .M) are just a dual version 
of the Boolean extensions [2]. 
In order to make natural the theorem of Waskiewicz and Weglorz, we 
have to look at NO-categorical theories of Boolean algebras. 
THEOREM 3 (Folklore). A Boolean algebra B is NO-categorical if and 
only if B has only$nitely many atoms. 
Proof. Sufficiency is well known. 
For necessity, we apply Theorem 1. For each n < w, consider the formula 
an(z+,) which expresses that q, is a join of n atoms. Dn and Dm are incom- 
patible relative to the theory of Boolean algebras, if 1z f m. So if B has 
infinitely many atoms, S,(Th(B)) is infinite, and so, by Theorem 1, B is not 
No-categorical. 1 
Now we look back at C(X, M), where X is Boolean. Suppose J& is H,,- 
categorical. When is C(X, J@) No-categorical ? Now, with X we have associated 
B(X), its dual algebra of clopen sets. Waskiewicz and Weglorz proved 
THEOREM 4 (Waskiewicz and Weglorz [22]). Suppose X is BooZean, 
and B(X) is No-categorical. Suppose &Y is ~O-categorical. Then C(X, &‘) is 
Ho-categorical. 
COROLLARY. Suppose X is Boolean, with only finitely many isolated points. 
Suppose J&? is NO-categorical. Then C(X, J&‘) is NO-categorical. 
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Proof. By Stone duality, B(X) has n atoms if and only if X has n isolated 
points. Now apply Theorem 3. 1 
1.4. To analyze the Ho-categorical theories of rings, we need a 
generalization of the construction used in 1.3. 
Let X be Boolean, and J&’ an L-structure. Let Xi , i < n, be closed subsets 
of X, and Ai, i < n, substructures of A!. Suppose that the map Xi H Ai 
is order-preserving. Then it is clear that we get a substructure of C(X, A’) 
if we restrict to those f in C(X, A) such that j(X,) C Ai for i < n. In this 
way we get a structure C(X, JZZ; Xi , i < n; &Yi, i < n). 
For this type of structure we will produce an analog of Theorem 4. In 
order to formulate it, we need to use Stone duality. 
For each closed Xi above, define 
Xf ={aEB(X):anXi =O}. 
Then Xi is an ideal in B(X). 
In this way we get a system &(X; Xi , i < n) consisting of the Boolean 
algebra B(X) and the distinguished ideals Xi, i < n. 
THEOREM 5. Suppose X is Boolean, and Xi , i < n, are closed subsets 
of X. Suppose J&’ is a finite L-structure, and ~4’~) i < n, are substructures 
of&‘. Suppose &(X; Xi , i < n) is No-categorical. Then C(X, .A’; Xi , i < n; 
Ai , i < n) is No-categorical. 
Proof. We shall just outline the proof. It is sufficient to show that 
C(X, A%‘; Xi , i < n; di , i < n) is interpretable in .&(X, Xi , i < n), for 
then the result is immediate from Theorem 1. 
The key point is the finiteness of J&‘. Let K be the cardinality of A%‘. Let 
m, ,..., rnk-i be an enumeration of AZ. Suppose Jo C(X, .A’). Then to f 
we associate the K-tuple (j-i(m,),..., j-l(m,..,)) of clopen subsets of X. 
These clopen sets form a partition of X. 
Conversely, let b, ,..., b,-, be elements of B(X) such that b, u ... u 
b ~ 1, and 6, n bj = 0 if i # j. Then there is a unique element j of Ic-1 -~ 
C(X, ~7) such that f -l(mJ = b, for i < K. 
Thus we can interpret the elements of C(X, J&‘) as k-tuples (b, ,..., b,_,j 
of elements of B(X) satisfying the conditions of the previous paragraph. 
Because of the finiteness of A, it is clear that the relational and opera- 
tional structure of C(X, J%‘) is interpretable in B(X). 
Finally, (b, ,..., b,-,) corresponds to an element of C(X, A%‘; Xi, i < n; 
Ai , i < n) if and only if the following condition is satisfied. If mi $ A%‘~ 
then b, E &. 
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It follows that C(X, A; Xi, i < n; Mi, i < n) is interpretable in 
&‘(X; Xi, i < n), and the theorem is proved. 1 
Notes. (1) This proof is based on a remark of Dana Scott. An earlier 
proof used ideas related to Comer’s [5]. 
(2) We do not know what the possibilities are if JZ is infinite. 
(3) Using Stone duality, it is clear that there is a natural correspondence 
between systems consisting of a Boolean algebra B with distinguished 
ideals 4, i < n, and Boolean spaces X with closed subsets Xi, i < n. 
(4) Theorem 4 raises the problem: Classify the systems (B; 1i , i < n) 
which are Ho-categorical. 
This problem is discussed in Section 4. The answer is a generalization 
of Theorem 2. Systems (B; I1 ,..., In,) have been treated by Rabin in [16], 
but we do not see how to get information on x0-categoricity by this approach. 
2. RING THEORY 
2.1. We formalize ring theory in the usual language L with f, ., 0. 
We shall be trying to classify rings R which are K,,-categorical (relative to L). 
We shall make a cumulative series of assumptions about R. In a given 
subsection 2.-, the lemmas will be proved relative to all assumptions made 
previously. 
2.2. Assumption: R is No-categorical. 
LEMMA 1. There exists an integer n > 0 such that for all x in R, nx = 0. 
Proof. Consider the formulas @,,(v, , q): 
v. = VI + VI + *.. 
mtimes 
By Theorem 1, there exists N such that 
Thus, 
R I= W4Cnvl = 01, where n = N! 1 
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LEMMA 2. There exists an integer N > 0 such that for each x in R either 
xN+l = XN 
or 
XN+l = xN-l 9 
OY 
. . . , 
OY 
@‘+I zz x. 
Proof. This is essentially the same idea as in Lemma 1, and we omit 
the details. m 
COROLLARY. There is a manic f E Z[x] such that f(r) = 0 for all Y in R. 
Proof. Let f(x) = IJ(j~N (xN+’ - xi). 1 
2.3. Now we decompose R as a product of ideals. Select n > 0 
as in Lemma 1, and let n = nip:* be the prime factorization of 71. Let 
Ri = {x E R: @X = O}. Then Ri is an ideal in R, and by familiar arguments 
R E l-Ii Ri . 
LEMMA 3. Each Ri is No-categorical. 
Proof. Each Ri is definable in R. Now apply Theorem 1. 1 
Reduction of the Problem. By Theorem 2, R will be No-categorical 
provided each Ri is x,-categorical. So we may now confine ourselves without 
loss of generality to rings R for which there is a prime power pk such that 
pkx = 0 for all x in R. 
Note. R has a 1 if and only if each R, has a 1. 
2.4. Assumption: R has no nonzero nilpotent elements. 
LEMMA 4. (i) px = 0 for all x in R. (ii) For some j, xp’ = x for all x in R. 
(iii) R is commutative. 
Proof. (i) p2y = 0 * (py)” = 0 * py = 0 since there are no nonzero 
idempotents. 
(ii) Fix x in R, and consider the subring S generated by x. S is com- 
mutative and without nilpotent elements, so semisimple. By Lemma 2, and 
(i), S is finite, so artinian. So S is a finite product of finite fields, so for some j, 
XPj = x. 
(iii) This follows from (ii) by [9, p. 731. 1 
2.5. Now we can apply a theorem of Arens and Kaplansky [l] and 
get to the heart of the matter. In [l, Theorem 8.1, Corollary], they proved: 
Suppose .G! is a ring of characteristic p in which every element satisfies 
UP” = a, and in which every ideal is countably generated. There there 
exists a locally compact zero-dimensional space X, with a closed subset X, 
for each divisor k of n, such that & is isomorphic to the ring of all continuous 
functions from X to F,, , vanishing outside a compact set, and on X, taking 
values in F,r . 
Suppose ~2 has 1. Then by a routine argument X must be compact and 
so Boolean. 
2.6. Assumptions: R has 1. R is countable. 
LEMMA 5. R is of the form C(X, F; Xi , i < n; Fi , i < n), &eye X is 
Boolean, F is a finite field, the Fi are sub$elds of F, and each X, is closed. 
Proof. By Arens and Kaplansky [l]. 1 
2.7. Now suppose R is of the form given in Lemma 6. For i < 71, 
define 
Since F is finite, each Yi is closed. Clearly Xi C Yi . It is readily seen that 
thatR=C(X,F;Y,,i<n;Fi,i<n). 
So we can now assume without loss of generality that 
R=C(X,F;Xi,i<n;Fi,i<n), 
where Xi = {x E X: f (x) EF~ , Vf E R). 
Define d(R) to be the system consisting of the Boolean algebra R(X) 
with the distinguished ideals 8,, i < n. 
LEMMA 6. d(R) is interpretable in R. 
Proof. Let E(R) be the Boolean algebra of idempotents of R [9]. E(R) 
is isomorphic to B(X) via the correspondence 4 e ++ (x E X: e(x) = l}. 
What does it mean for e to be in 4-l(&) ? 
Suppose b E Xj , and b # 0. For each point t in b there exists ft in R 
such that ft(t) $ Fj . On some clopen b, C b, with t E b, , ft takes only the value 
ft(t). By compactness, b is covered by finitely many of the b, . 
Let N be the cardinality of F. There are at most N possible values for 
ft(t). Let T be a finite subset of b such that b = UteT b, . Let 01 EF. Let 
T, = {t E T:f,(t) = CL>. Let /3, = &r, 6,. Then it is a routine argument 
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(cf. [l]) to show that there exists g, in R such that g, is identically zero outside 
,& and g, takes the value 01 identically on /3E . 
We have b = UrreF /3a and with each & we have associated g, . Note 
that if ,$ # 0 then a $Fj. Let q be the cardinality of Fj . Then 01 E Fj if 
and only if a!Q = CII. 
Suppose ,& # 0. Then 01 #Fi, so 014 # 01. Define h, on X by 
h,(x) = (a” - c+’ if xE&; 
h,(x) = 0 if xE&. 
Then h, E R. Clearly h,(g,* - g,J is the characteristic function xor of pa . 
Suppose 4(e) = 6. Then e = Ua +-l&9,) = Ua xa . We have g,x, = g, , 
and h,kg - goi) = xa . 
Thus we have shown: 
If e ~+-l(&) then e is of the form UKcN ek , where each e, 
is an idempotent, and there exist uk, V~ in R such that 
vk(ukg - uk) = e, . 
(#I 
Conversely suppose e E E(R) and there exist e, (R < N) in E(R), and 
uk, vuk in R, so that (#) is satisfied. Suppose t I+ and t E Xj . Then for 
some K, t g$(eJ. e, is of course the characteristic function of $(e,J. Since 
t E Xj , uJt) EF, . Thus u,~(t) = am. Since zfk(uKQ - uk) = e, , e,(t) = 0, 
so t ~$(e,). This is a contradiction. Thus 4(e) n Xj = 0, so e E $-‘(Xj). 
We have shown that +-I(&) is first-order definable in R. The lemma 
is proved. 1 
2.8. A direct consequence of Lemma 6 is 
LEMMA 7. d(R) is &,-categorical. 
Proof. Theorem 1 and Lemma 6. 1 
But conversely we have 
LEMMA 8. Suppose R is of the form C(X,F; X, , i < n; Fa , i < n), 
where X is Boolean, F is a jkite field, and the Fi are subfields of F. Let d(R) 
be the system consisting of B(X) with the distinguished ideals Xi , i < n. Suppose 
G?(R) is No-categorical. Then R is x,,-categorical. 
Proof. Immediate from Theorem 5. 1 
2.9. We have now solved our main problem. 
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THEOREM 6. Suppose R is a countable ring with 1 and no nonzero nilpotent 
elements. Then, R is g,-categorical if and only if R is of the form Rlx,..., xR, , 
where each Ri is of the form C(Xj , Fj ; Xj, , i < nj ; Fji , i < nj), where 
each Xi is Boolean, each Fj is a $nite Jield, and each Fji is a subfield of Fj , 
and each system (B(X,), gii , i < ni) is Ho-categorical. 
Proof. Necessity. 2.3, Lemma 5, Lemma 7. 
Sufficiency. Lemma 8, Theorem 2. 1 
Notes. (1) We can classify the systems (B, Ij , j < n) which are ~a- 
categorical (see Sect. 3). 
(2) At present without Section 4, we can classify the systems (B, Ii, 
j < n) when n = 0. This is Theorem 3. This yields examples of N,,- 
categorical theories of rings, e.g., Th(C(X,F)), where X has only finitely 
many isolated points, and F is a finite field. 
(3) By Lowenheim-Skolem, there is no loss of generality, in classifying 
No-categorical Th(R), in assuming that R is countable. 
3. N,,-CATEGORICITY FOR BOOLEAN ALGEBRAS WITH DISTINGUISHED IDEALS 
3.1. We are dealing with systems 
A’ = (M, n, V, ‘, 0, 1, Ji, i < n), 
where (M, n, U, ‘, 0, 1) is a Boolean algebra &,, , and the Ji are ideals 
in .,&‘a. Such a system will be called an augmented Boolean algebra of rank n. 
We will make fundamental use of Stone’s work [8]. To begin with, the 
equivalence of Boolean rings and Boolean algebras will be needed. Thus 
any Boolean algebra can be canonically converted to a Boolean ring, and 
conversely [8]. The main point for us is the functoriality of the construction, 
and the fact that the notions of homomorphism and ideal are independent 
of whether we are in the algebra or ring setup. Note, too, that a Boolean 
ring is naturally an algebra over F, . Towards the end of this section we shall 
use the topological duality. 
Our problem is: Classify all augmented Boolean algebras J&! such that 
&$? is &-categorical. 
3.2. Limitations on A?. 
In this subsection, J? is an augmented Boolean algebra of rank n, as 
above, and &a is its underlying Boolean algebra. We assume J&’ is N,,- 
categorical. 
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LEMMA 9. A0 has only finitely many atoms. 
Proof. See proof of Theorem 3. 1 
LEMMA 10. For each i, MO/ Ji has only finitely many atoms. 
Proof. .A’,,/ Ji is interpretable in &a. Now apply Theorem 3. m 
These necessary conditions on A’ will not be sufficient for x,,-categoricity. 
We now find a final necessary condition, which will also give us a sufficient 
condition for A to be K,,-categorical. 
Recall that a Heyting algebra (or Brouwer lattice) is a structure (H, A, v, +) 
such that (H, A, v> is a lattice. a A (a -+ b) < b, and a -+ b = V (x: 
x A a < 6}, for all a, b in H (see [3]). 
The basic point for our purposes is that the set of ideals of a Boolean 
algebra forms a Heyting algebra. Thus, suppose Ii and 1s are ideals in the 
Boolean algebra B. We define 
It can easily be verified that with these operations the set of ideals of B 
forms a Heyting algebra. Moreover, the Heyting algebra has a 0 and 1, 
namely, the ideals 0 and B, respectively. 
Now let H(A) be the Heyting algebra of ideals of ~9s , and let H,,(A) 
be the subalgebra of H(A) generated by 0, 1, Ji , i < n. 
LEMMA 11. H,(A) is Jinite, and for each J in H&A%‘), A,,/ J has only 
jnitely many atoms. 
Proof. Each member of H,,(4) is first-order definable in A&‘. So if 
H&A’) were infinite, Th(A) would have infinitely many l-types, con- 
tradicting Theorem 1. If J E H,(A), &,-,/J is interpretable in =A’, so apply 
Theorem 3. 1 
We can now state the main result. 
THEOREM 7. Th(&) is K,,-categorical if and only if Ho(A) is finite and 
for each J in H,(d), A‘,,/ J has only Jinitely many atoms. 
We have proved necessity. Sufficiency will take some time. 
3.3. Extension of Isomorphisms 
We now have to prove some isomorphism theorems for augmented 
Boolean algebras. As always with K,,-categoricity, the problem is: Given 
a monomorphism f: A1 - A’, , where d, is finite, and given a finite 
extension JZ%‘~’ of A1 , extend f to a monomorphism g: dI’ + J%‘, . 
We have to find necessary and sufficient conditions for the existence of g. 
3.3.1. The basic lemmas. 
LEMMA 12. Let B be a jinite Boolean algebra, and B, a Boolean algebra 
which is a proper extension of B. Then some atom of B is not an atom of B, . 
Proof. Let a, ,..., a, be the atoms of B. Then 1 = a, U ... u a, . Let 
xEB1. Then x=xnl=(xna,)u.-.u(xna,). If each ai is an 
atom of B, , each x n aj is 0 or aj , so x E B. .*. B = B, , contradiction. m 
DEFINITION. Suppose B is a subalgebra of B, , and x E B, . Let (B, x) 
be the subalgebra of B, generated by B and x. 
LEMMA 13. Let B, , B, be finite Boolean algebras, and f: B, s B, an 
isomorphism. Let B,’ = <B, , x), and B,’ = (B, , y) be extensions of B, , B, , 
respectively. Suppose 0 < x < a, where a is an atom of B, , and 0 < y < f(a). 
Then f extends to a unique isomorphism g: B,’ z B,’ with g(x) = y. 
Proof. Let a = a, , a, ,..., a, be the atoms of B, . Let bi = f(aJ, i < n. 
Then the bi are the atoms of B, . For i > 1, x n ai < a,, n ai = 0, so 
x n a, ::= 0. Similarly y n bi = 0. 
LettEB,.Thent=tnl =(tna,)u..*u(tna,),so 
xnt=xntna, 
= 0 if t n a, = 0; 
= x if t n a, = a, . 
Similarly, 
y nf(t) = 0 if f(t) n b, = 0; 
==Y if f(t) n b, = b, . 
Now we switch to the ring formulation. 
Every element of B,’ is uniquely of the form /3r + h, . x, p1 E B, , A, = 0 
or 1. Similarly for B,‘. We have calculated x . /3r for each /3r E B, , and since 
x2 = x the multiplication table of B,’ is uniquely determined. Similarly, 
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the multiplication table for B, ’ is uniquely determined, and f extends to a 
unique Boolean-ring isomorphism g: B,’ g B,’ with g(x) == JJ. 1 
Now we extend Lemma 13 a little, to enable us to handle isomorphisms 
between augmented Boolean algebras. First we need a definition. 
DEFINITION. Supposef: B, g B, is an isomorphism of Boolean algebras. 
Let Zr be an ideal in B, , and Zz an ideal in B, . Then, f is an (Zr , I,)-map 
if f(Zt) = Zz . 
We shall use the notation x =1 a (mod Z) to mean x - a E I. 
LEMMA 14. Let B, , B, be finite Boolean algebras with ideals Z1 , Zz , 
respectively. Let B,’ = (B, , x), B,’ = (B, , y), be extensions of B, , B, , 
respectively, with ideals Z1’, I,‘, respectively, such that 11’ n B, == Z1 , Z2’ I-J 
B, = I, . Suppose f: B, g B, is an (I1 , I,)-map. Suppose 0 < x < a, where 
a is an atom of B, , and 0 < y <f(a). 
Suppose that one of the following conditions holds. 
(1) x EZ~’ and y EZZ’; 
(2) x = a (mod I,‘), and y = f (a) (mod Is’); 
(3) x $I,‘, x $ a (mod I,‘), y #I,‘, andy + f(a) (mod 4'). 
Then f extends to a unique (I,‘, I,‘)-map g: B,’ G B,’ with g(x) =.= y. 
Proof. Clearly we have only to verify that the g given by Lemma 13 
is an (I,‘, I,‘)-map. 
Every element of B,’ is uniquely of the form PI + h, . X, where /3r E B, 
and A1 = 0 or 1. We have g(& + h, . x) = f (&) + A1 . y. 
Assume (1). Then fir + ;\1 . x = /Jr (mod I,‘), so /3r + /\r . x E Zr’ if and 
only if ,8, E II’. But Zr’ n B, = Zr , so /!$ + /\r . x E Zr’ if and only /3t EZ~ . 
Similarly, f&) + /\r y EZ~ if and only if f (8,) E I, . Since f is an (Zr , I&- 
map, it follows that g is an (I,‘, I,‘)-map, as required. 
Assume (2). Then, essentially as in the proof of (I), we can show 
that g is an (I,‘, Za’)-map. 
Assume (3). Suppose PI + x EZ~‘. Then 
x GE -& (mod II*), 
so 
x = p, (mod I,‘), 
so 
x=xna-&na (mod I,‘). 
Since ,8i A a = a or J3i n a = 0, we get x = 0 (mod I,‘), or x = a (mod I,‘). 
Either conclusion gives a contradiction. Thus pi + x $ Ii’. Similarly 
f(&) + 4’ $I/. Thus g is an (Ii’, Ia’)-map. i 
The preceding lemmas will be our main tools. We give one more lemma 
of the same type, designed to show that the hypotheses of the preceding 
lemmas are natural. 
LEMMA 15. Let B be a finite Boolean algebra with an ideal I. Let B’ be a 
proper extension of B, of the form (B, y). Let I’ be an ideal of B’, with 
I’ n B = I. Then there is an atom a of B, and an element x of B’ such that 
0 < x < a and B’ = (B, x>. Moreover, either 
(1) XEI’, or 
(2) X-aeI’,or 
(3) forallbinB,x-beI’. 
Proof. Suppose B has n atoms. Then B has cardinality 2%. Then clearly, 
B’ has cardinality 2n+1. 
By Lemma 12, we can select an atom a of B such that a is not an atom 
of B’. Select x in B’ with 0 < x < a. Then clearly (B, x) has cardinality 
2”-l, so B’ = (B, x). 
Suppose bEB, and x--bEI’. Then x=xna=bna (modI’). But 
b n a x 0 or a. Therefore x - 0 (mod I’) or x = a (mod I’). This proves 
the lemma. 1 
We have now assembled the apparatus for extending isomorphisms. 
The problem is to get them started. 
3.3.2. Frames. For the remainder of this section we restrict our attention 
to augmented Boolean algebras &? such that Ho(&) is finite, and for each 1 
in H,,(M), k’0/J has only jkitely many atoms. 
For J E H,(d), let Q be the canonical quotient map A0 - A’,/J. 
DEFINITION. An element a of &?’ is a J-atom if ~,(a) is an atom of A?s/ J. 
DEFIKITION. A frame for A is a Boolean algebra B such that 
(i) BCA,; 
(ii) for each J E H,(d), and each J-atom a, there is a b in B such that 
a = b (mod J). 
LEMMA 16. k’ has a$nite frame. 
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Proof. Since A’s/ J has only finitely many atoms, for each J in H&A!), 
we can select for each J a finite set &J such that each J-atom is congruent 
modulo J to an element of &‘J . Let B be the algebra generated by the union 
of the sets dJ. Since H,(A) is finite, B is finitely generated, and so finite. 
B is clearly a frame for A?. i 
3.3.3. Suppose .&Y(l) and A%‘@) are augmented Boolean algebras 
(B(l), Jill, i < n) and (Bc2), Jj2’, i < n), satisfying the conditions set down 
at the beginning of 3.3.2. 
Suppose in this subsection that &(r) I A%‘(~). We will deduce certain 
conditions on A? and A&‘(~), and in due course prove that these conditions 
imply that A(r) -Ic,w ~49~). 
CONDITION 1. There is a Heyting algebra isomorphism #: H,,(A?(“)) g 
H&A%!(~)) such that +( J:“) = Ji”‘, i < n. 
To see this, recall that the Heyting algebra operations A, v, and +, 
are first-order definable in A’P) and A’t2). Condition 1 now follows since 
&q(l) E &g(2). u 
We note also that the map (c, is unique, and henceforward we reserve the 
notation “4” for this particular map. 
CONDITION 2. For each J in HO(AF), 
(a) either B(l)/ J and ZF2)/#( J) h ave the same finite cardinality, or both 
are injkite; 
(b) B(l)/ J and Bt2)/#( J) have the same number of atoms. 
This is clear. 1 
CONDITION 3. There is a finite frame z&l) of&‘(l), and a (Boolean algebra) 
isomorphism @ of d’(l) into Bf2) such that @(d(l)) is a frame for Bc2), and 
@(d(l) n J) = @(A?(~)) n yC( J) for each J in H,(d). 
To prove this, we first note that M(l) has a finite frame d(r), by Lemma 16. 
Let x0 ,..., xk be the elements of ~0). It is an easy exercise to construct a 
first-order sentence S which expresses the following: 
The Heyting algebra H generated by Ji , i < n, is isomorphic to HO(&) 
by the correspondence 7 sending Ji to Ji”‘. There are elements V, ,..., vk 
which form a frame, such that the augmented Boolean algebra consisting 
of 21s )...) r!k , with the ideals {v,, ,..., v,} n J for JE H, is isomorphic to 
the augmented algebra consisting of x,, ,..., xk , with the ideals {x,, ,..., xk} n 
C-(J) for JE H. 
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Then &.‘(i) + S, so J?@) + S, whence Condition 3 follows easily. 1 
3.3.4. In this subsection we suppose that J&‘(‘) and k!@) satisfy 
Conditions l-3. We fix a frame JF!P) and a map @ as in Condition 3, and let 
a?‘2 = @(d(l)). 
Note the symmetry of the situation. If we interchange J&P and JZc2), 
Ml) and &t2), and replace 4, @ by #-I, Q-l, respectively, then we are again 
in the situation of the previous paragraph. 
We wish to prove that&P) G,,~ J&‘(~). We will show that Karp’s criterion 
[l I] applies. 
Let .%? be the set of maps f such that 
(i) f is an isomorphism of a finite subalgebra of P) to a finite sub- 
algebra of P2); 
(ii) f extends @; 
(iii) if y E dom( f) and J E H&&?‘(l)), then y E J of(y) E #(/). 
We claim that &‘- satisfies the conditions of Karp’s criterion. By Condi- 
tion 3, x # @. Because of the symmetry of the situation, to verify that 
Karp’s criteria are met, we need only prove: If f~ Z, and t E B(i), there 
exists g E &‘“, with f C g and t E dam(g). 
So, suppose f E Z, and t E B(l). Let D(i) = dom( f). If t E D(l) there is 
nothing to prove. So suppose t + D (l). By Lemma 1.5, there is an atom a 
of B(i), and an element x E B(l) with 0 < x < a, such that (D(l), t) == 
(D(l), x). Also, for each JE H&H), either x E J or x - a E J, or x - b # J 
for all b E D(l). 
By the proof of Lemma 14, if we can find y in Bc2) with 0 < y <f(a), 
and such that, for all JE H,,(&P)), x E J +y E #(I) and x - a E J o 
y -f(a) E 4(J), then f extends to an isomorphism g of (D(l), x) into B(a), 
and g will be an element of &“. 
We have at last isolated the main difficulty. In the next subsection, we 
show that we have arranged matters so that this difficulty can be oversome. 
3.3.5. (Notation as in 3.3.4). Let f, a, x be as above. We now prove 
that there exists y in P2) meeting the above requirements. 
Let X, Y, 2 be, respectively, the sets of JE H,,(k’(l)) such that 
6) x E .I, 
(ii) x - a E J, 
(iii) x $ J and x - a rj J. 
Neither X nor Y is empty, since the ideal B(l) belongs to them. 
481/43/I-10 
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Let U be the intersection of the ideals in X, and V the intersection of 
the ideals in Y. Then U E X and V E Y, and our requirements on y become 
0 <Y <f(a); 
Y EICr(U)i 
Y -f(u) f2 W); 
Y ##(/I and Y - f(4 6 4(J) if JEZ. 
Now a = x + (u - x) E U + V, so f(a) E #(U + V) = $(U) + 4(V). 
Also, for JEZ, XEU and x =a*~$ J, so u$U+ J. Similarly, by 
considering a - x, we see that a I$ V + J. Thus f(u) $ #(U + J) = 
tcl(u> - 4(J) and f(a) 4 W’7 - #(J>. 
As we shall see, the problem in getting y to satisfy the requirements 
is that, for certain J in Z, a may be a (U + J)-atom or a (V --+ J)-atom. 
It seems to us that the best way to look at the given conditions on x, 
and the requirements on y, is from a topological standpoint, using Stone 
duality. So we transcribe the problem. 
The elements of Pi) are now clopen subsets of Boolean spaces Xi . To 
an ideal & in EW there corresponds an open set & = (J {x E P): x E &), 
and x C & o x E Ki for each x E Bci) by compactness. 
It is readily seen that the requirements on y are equivalent to: 
Decompose f(u) into two nonempty clopen subsets y and f(u) - y so that 
Now, f(u) E #(U) + 4(V), so that f(u) is the disjoint union of clopen 
n n 
subsets of #(U) and z/(V), respectively. So using T, we see that the require- 
ments on y can be met if and only if the following holds: 
There are points p, , q5 (J E Z) such that 
(ii> PJ E $3, Pd4t3; 
(iii) qJ E $3, 4JeG; 
(iv) {p,: JEZ}n{q,: JEZ} = la. 
Requirements (i)-(iii) present no difficulty, since we know that f(u) $ 
#(u) - 4(J) and fW + VW - #(J). 
Requirement (iv) is, however, trickier. The problem is to exclude the 
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possibility that, for some JA, J, E 2, f(u) n @) contains exactly one 
point p which is not in a), f(a) n $) contains exactly one point q which 
is not in a), and p = q. If this can happen, then (i)-(iv) cannot be satisfied. 
Suppose the situation described in the last paragraph occurs. Then f(a) 
is a ($(V) + 4(L))-atom, and a (I#( V) - #(J,))-atom. Also, since 
so f(u) # MU) n SLW - ML) + +(JA since P E 6% n 6% Further, 
f(a) is a [(4(U) n #(V)) -+ (#(JA) + (J,))]-atom. For, if not, there would 
be distinct points Y, s inf(a) such that 
and 
But then y, s $$$, and r, s $a), so r = p = q = s, a contradiction. 
So we now have 
f(4 is a (W4 - #(Id-atom; 
f(a) is a (WY - #(I,))-atom; 
f(a) is a N(U) n VW) - (#(IA> + ~(Jdl-atom~ 
Because f extends @, and because of our assumption about the frames 
.&‘(l) and LZ@), we can readily deduce 
a is a (U -+ J&atom; 
uisa(V -+ J,)-atom; 
a is a [(U n V) 3 (JA + J&)1-atom. 
It follows directly that a contains exactly one point p’ which is in fl but 
not in JA , one point q’ which is in V but not in JP , and p’ = q’. Since 
x E U and x $ J,, , p’ E x’. Since a - x E V and a - x 4 J,, , q’ E a - x. 
Since x n (u - x) = 0, this gives a contradiction. 
We have proved 
For each JA , J, E 2, 
either f (a) is not a (#(U) + #( IA))-atom, 
or f (a) is not a (#(V) ---f #(J,))-atom 
or f (u) is not a MU) n WY)- (#(IA) + ICI(Ju>)l-atom. 
(#I 
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Next we observe that if K, L E H&d(r)), and f(a) is not a (g(K) + #(L))- 
atom, and f(a) is not%+(K) -+ 4% then f(u) contains infinitely many 
points p such that p E 4(K) and p $ #(L). F or suppose there are only finitely 
many such points. Then there is a (4(K) -+ #(L))-atom y with y <f(a). 
Now, since f(Du)) contains a frame, there is an element y1 in f(P)) such 
that yr = y (mod(#(K) + #(L))). Th en either yr *f(u) = f(a) or yr . f(a) = 0, 
since f(u) is an atom of f(IP). Thus either y .f(a) =f(a) (mod(#(K) 4 
4(L))) or y .f(u) = 0 (mod(#(K) + 4(L))). But y <f(u), so either y -f(u) 
(mod($(K) + #(L))) or y = 0 (mod(#(K) ---f #(L))). Since y is a [4(K) + 
4(L)]-atom, the second case cannot occur. But since f(u) is not a [4(K) + 
#(L)]-atom and y is, the first case cannot occur. 
In particular, suppose J E 2. Thenf(u) $4(U) + #(J), andf(a) $ #(V) + 
Z/J(~). Thus either f(u) is a (#(U) + #(J))- atom, or f(u) contains infinitely 
many points p such that p E 3) and p $@). Similarly for V. 
Call a point p off(u) U-critical for J if p is the unique point off(u) n &?j 
n 
not in I/J(J). Similarly for V-critical. (#) tells us that if JA , 1, E 2, then 
no point of f(u) can be both U-critical for J,, and V-critical for J,, . 
At last we can define the required p, and qJ . 
First we make a partial definition: 
PJ =P if p is U-critical for J; 
45 = q if q is V-critical for J. 
We note that if p, is not yet defined then there are infinitely many points 
of f(u) in $) but not in G. Similarly for qJ . 
Because of this infinite freedom of choice, it is trivial to extend the above 
definition to get a suitable total definition of the p, and qJ . 
We have at last shown that X satisfies Karp’s criterion. So we have 
THEOREM 8. Suppose A’(l) and A?@) satisfy Conditions 1-3. Then 
Jf(l) --m w &'2'. 
Theorem 7 is an immediate corollary, since for countable structure 
J?Pl’ zw w &p2, => &p) N &q’2’. 
1’ 
4. SOME &,-CATEGORICAL RINGS AND BOOLEAN ALGEBRAS 
We want to display some cases more complex than atomless Boolean 
rings or atomless p-rings. Of course, Theorems 6 and 7 give a complete 
classification, but they do not provide explicit examples. 
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4.0. Basic Results 
We first observe that two slight modifications of Lemma 5 yield the 
observation that any K,,-categorical ring R of our type can be written as a 
product of finitely many rings of the form C(X, F; Xi ,..., X, ; Fl ,..., F,,), 
where X is a Boolean space, where Fl ,..., F, are all the subfields of the 
finite field F, and where 
Suppose now that F has cardinality plc, where p is a prime. Then {Fl , 
F, ,..., F,} forms a lattice of finite fields isomorphic to the distributive lattice 
D, of divisors of k. Thus we may use the divisors of k as indices for these 
fields (instead of the numbers l,..., n), and we may assume that Fi v Fj = 
Fl.c.m.(i.~) 3 Fi A F, = Fg.C.d.Lj) > and that Fl and Fk are, respectively, the 
fields with p and pk elements. 
Also {Xi ,..., X,} can be construed as a lattice L, of closed subsets of X, 
where 
Xi v Xj = {x If(x) EF~ v Fj for allfE R}, 
Xi~Xj =(~If(~)~F~hF~forallf~R}, 
0 = {x If(x) EF~ for allfE R}, 
1 = {x If(x) EFk for allfE R}. 
The verifications that L, is indeed a lattice, that it is distributive, (using 
the number-theoretic identity 
l.c.m.(g.c.d.(i, k), g.c.d.(j, k)) = g.c.d.(l.c.m.(i,j), k)), 
and that the map Fi 4 Xi is a lattice homomorphism from D, onto L, 
are all straightforward. 
In order to gain further information about L, we shall give a complete 
analysis of all epimorphisms from D, to a (distributive) lattice L. 
First, some examples. Let m = j$=, p? and let n = &=, pp, where 
each ni < m, . An mi-to-n{ map is a function 
fi: (0, I,..., mil + (0, I,..., ni}, 
which is onto and order-preserving; that is, x < y implies f(x) <f(y). 
An m-to-n system of maps is a sequence (fi , fi ,..., ft) of maps such that 
fi is an mi-to-ni map for each i. 
Then given an m-to-n system of maps (fi , fi ,..., ft) there is a unique 
lattice epimorphism X: D,, --) D, such that h(p;i) = pif,(‘z) for all i and all 
ei < mi . For it is easily verified that X(l$,r pp) must be equal to I-I:=, pifi@) 
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if it is to be a homomorphism and that, conversely, this definition provides 
an epimorphism from D, to D, . This epimorphism is said to be the one 
determined by the given m-to-n system of maps. 
We shall show that, in a certain sense, every epimorphism from D, is 
of this type. 
Suppose then that k D, + L is a lattice epimorphism, that L is distributive 
and that m = n:=, pp. Then since every element of D, is a join of prime 
powers, the values of A on arbitrary elements of D, are completely deter- 
mined by its values on prime powers. Furthermore since p,“i A pp = 1 
if i # i, it follows that h(pF) A /\(pjB’) = Ot for i # i. Also, h(l) < h(p,) < 
WP,“) G ... < A(p,“i) for each i. Let ni + 1 be the number of different 
elements in {h(pti) / 0 < /3i < mi} for each i. We claim that L E D, , 
where n = l&r p:i. For define a map CL: D, --f L by specifying its values 
for prime power arguments as follows. &iO is the Qh different term in 
the sequence {/\(I), X(p,), A@:),..., A(pp)} (where h(1) is counted as the 
0th term.) We then extend p to all of D, by defining~(n:=lp~~) = Vi”=, p(p$); 
this is easily verified to be a lattice epimorphism-using the distributivity 
of L and the fact that ~(pfz) A p(p:j) = OL if i # i. To verify that p is a 
lattice isomorphism it suffices to show that if &$=,p$) = &=lpfi) 
then &$t) = &ii) f or each i. But since p is a lattice homomorphism, 
p(n:=r p,“i A p~@i*‘~)) = p(n:=r ptz A p~(‘i*‘~)) for each i, so that 
P(Pisf) = P(PfC) f or each i; hence p is a lattice isomorphism. 
Furthermore, if we define for each i an mi-to-n, map fi by f,(O) = 0 and 
fi(C + 1) = fit<) if X(p,‘) = h(pz++l); 
= fi(4 + 1 if h(p,‘) < X(p:“) 
for each E < mi , then the original map h: D,, + L is the composition of the 
epimorphism determined by the m-to-n system of maps and the isomorphism 
constructed above. 
Summarizing, we have thus proved the following proposition. 
PROPOSITION 17. Let A: D, + L be a lattice homomorphism from D, 
onto a distributive lattice L. Then for some divisor n of m and some m-to-n 
system of maps (fly fi ,..., ft>, X is the composition of the epimorphism from D, 
to D, determined by the system of maps (called the epimorphism associated 
with A) with an isomorphism from D, onto L. 
In particular, L, is actually isomorphic to some D, . We will use this 
description of LF to apply the following lemma. 
LEMMA 18. For any natural number n, there is a Heyting algebra H,, 
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of ideals of an atomless Boolean algebra B such that B/I is atomless for every 
I E H, and such that H, is Heyting algebra isomorphic to D, . 
Proof. We first observe that it suffices to prove this result for n a prime 
power. For suppose that n = n:=,p;i and that we have found for each 
i < t an atomless Boolean algebra Bi and ideals 0 = Ia” z IrB $ *.* $Z I$ = Bi 
of Bi so that B,/I,i is atomless for each E < ni and so that Hi = (1: 1 
0 < E < ni} is a Heyting algebra of ideals of B which is isomorphic to 0,~~. 
We can then let B be the formal direct product B, x B, x ..- x B,, 
whose elements are all formal unions b, u b, u .*. u b, , where bi E Bi 
for each i; B is then a Boolean algebra with coordinatewise operations 
b, u b, u ... u b t 1 Cl u c2 u ... u Ct 
= (4 1 4 u (b, ; 4 u ... u (4 :: 4, 
with 0 = 0 u 0 u +-+uO and 1 =lulu ... U 1. Furthermore, B is 
atomless if each Bi is atomless. Finally, if Ii is an ideal of B, for each i, 
then11u12u ... u It = {b, u b, u . ..~b.jb,~I~foralli}isanidealofB, 
and if each B,/Ii is atomless so is B/I. Of course, we claim that H = 
{Cl u c2 u 
(Ii1 u 
... u I:$ / 0 < ci < n, for all i} [noting that, as ideals of B, 
... U It,> x (I& U 1.. U Ii,> = (I:: )( I$ U ... U (Iti ): I,“,,] is Heyting 
algebra isomorphic to D, . They are clearly isomorphic as lattices, so we 
need only verify that H is closed under +. But Ii1 u I:* u ... u It -+ 
Ii1 u Iiz u ... U I:, = (Ii1 + I,‘,) U (I:* --f Ii2) U ... U (I,“, --f I:,> so that skce 
Hi is closed under +, so is H. 
We turn now to the case where n is a prime power. If n = p then 0 = 
I0 s I1 = B suffices. Suppose now that n = p2 so that we need to find 
an ideal I of an atomless Boolean algebra B so that B/I is atomless and (0, I, B) 
is Heyting algebra isomorphic to D,a . It clearly suffices to find an I so that 
B/I is atomless and I + 0 = 0. W e 1 eave the construction of such an I 
as an exercise. Proceeding inductively we assume that we can prove the 
result for n = pm and proceed to the case n = pm+l. We first find Is B 
as in the case for n = p2. We then find a sequence of m ideals in B/I as in 
the case for n = p”. Thus, 0 $ JJI g Jz/I C ... 2 l-.JI S. B/I is a Heyting 
algebra of ideals of B/I which is Heyting algebra isomorphic to D,, . We 
claim that O$I~JlS-..~JmP2~B is a Heyting algebra of ideals of B 
which is Heyting algebra isomorphic to D,,+l . To prove this, we need 
only verify that 
(9 1, - _T, = .Jz, if u>v; 
(ii) JU + I = I, 
(iii) JU -+ 0 = 0. 
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As to (i), suppose that x E JU + J,, . Then, x JU _C J;, so that (x + I) . JU/I _C 
Jv/I so x + I E ( JU/I -+ Jv/I) = JV/I and x E JV . As to (ii), if x E JU -+ I 
then x’ JUu_CI so that (x+I). JU/I=O so x+IE(J,/I-+O) =0 and 
x E I. As to (iii), if x E JU +Othenx~I+O=Oso.z==O. 
Finally we claim that B/J, is atomless for each i. But if x is an atom of 
B/ Ji then every element less than x is either in Ji or differs from x by an 
element of Ji ; hence any element of B/I less than x + I is either in Ji/I 
or differs from x + I by an element of Ji/I, so that x + I is an atom of 
B/I/ Ji/I. This is impossible, since the ideals Ji/I were chosen so that B/I/ /,/I 
were atomless. This completes the proof. 1 
We now apply Proposition 17 and Lemma 18 to display the desired 
examples. 
4.1. Totally Atomless x,-Categorical Rings 
DEFINITION. Let 5kY be an augmented Boolean algebra (B; Ji, i < n), 
where { Ji / i < n} is in fact a Heyting algebra of ideals of B. We say that 29 
is totally atomless if B/ Ji is atomless for each i. 
It is clear from Conditions l-3 of Section 3 that a totally atomless 
augmented Boolean algebra is completely determined by the Heyting algebra 
of ideals. That is, if 99 = <B; Ji , i < n) and fl = (3’; Ii, i < n) are 
augmented Boolean algebras and the map Ji + Ii is a Heyting algebra 
isomorphism, then g =m,w 9’. 
DEFINITION. Let R be a ring of the form C(X, F; (Xi 1 j E I}, (Fj 1 j E I}) 
where X is Boolean, F is finite, {Fj 1 j E I> are all subfields of F and Xj = 
{zc 1 f(z) E Fj for all f E I?}. We say that R is totally atomless if d(R) is totally 
atomless. (Recall that d(R) = (B(x); (zj 1 j E I}).) 
THEOREM 9. Given any pm, where m = I$=,py~, any number n 1 m, 
and any m - n system of maps (fi ,..., f&, there is a totally atomless N,,- 
categorical ring 
R =C(x,F;(xjlilm>,(F3.jjlm}), 
where F is the field with p” elements, and if X: D, + L, is the lattice epimorphism 
defined earlier then the epimorphism from D, to Dm associated with h (us in 
Proposition 17) is determined by the given m-to-n system of maps. Furthermore 
R is unique up to L,,- equivalence. That is, ;f 
S = W’,F; U’j li~Il,{Fr lieI>> 
has these properties, then R =m,w S. 
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Conversely any totally atomless HO-categorical ring is in this form. In par- 
ticular, if &I = (B, I1 , . . . , I*) is a totally atomless &,-categorical augmented 
Boolean algebra, so that {I1 ,..., IT,} is a Heyting algebra of ideals of B then, 
{II 3.0.) In) N D, for some k. 
Proof. First use Lemma 18 to construct an augmented Boolean algebra 
~=<B;(Jj(jln)),where{JjIjl > n is in fact a Heyting algebra of ideals 
of B isomorphic to D, and where each B/ Jj is atomless. By the earlier 
remarks, this augmented Boolean structure is unique up to L,,-equivalence. 
Then let 
Then R is totally atomless, Eta-categorical and has the required invariants. 
Furthermore R is unique up to L,,-equivalence. 
The remaining parts of the theorem follow from our earlier analysis. 1 
It should be noted that we have dealt only with the totally atomless case, 
i.e., where B/I is atomless for each relevant ideal I. In the general case 
each B/I could have an arbitrary finite number of atoms or could be finite. 
We believe that there are no surprises in the general case, that the kind 
of analysis given here in the totally atomless case will generalize, but we 
have not carried it out. This applies also to the results of Section 4.2. 
Especially in view of Saracino’s result [21] linking &,-categoricity with 
model-completeness, there is interest in classifying the model-complete 
NO-categorical theories in our class. It is easily seen, using the ideas of 
Lemma 6 and Theorem 9, that if R is in our class and totally atomless then 
Th(R) is V3, so by Lindstrom’s theorem (see Chang [4]) Th(R) is model- 
complete. If atoms are present, the situation is murkier. (For the role of 
atoms in failure of model-completeness, see [13].) However, it seems likely 
that for R in our class, Th(R) is model-complete precisely in those cases 
where B/I is atomless or finite for each relevant ideal I. 
4.2. x,,-Categorical Augmented Boolean Structures 
To obtain a still more specific classification of all totally atomless us- 
categorical augmented Boolean structures of the form (B, I) (where not 
all of the ideals in the Heyting algebra generated by 1 are displayed), and 
thereby also of all totally atomless No-categorical rings of the form 
(where not all subfields of F are displayed) we must first classify all finite 
one-generator Heyting algebras. 
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This can be done using the methods of Nishimura [15] (or of Dana Scott, 
who kindly provided the required information). Nishimura [15], in his 
investigations on formulas of one free variable in the intuitionistic proposi- 
tional calculus, showed, in effect, that the free Heyting algebra on one- 
generator I can be pictured as in Fig. 1, where 
153 
II = I, 
&-I+0 (denoted I), 
I3 = I v 1, 
I4 = (I v I) + I, 
and, more generally, 
I 2n+3 = I2rLfl v I2n+2 
and 
I2n+4 = I2n+3 - La+1 * 
Suppose now that H is a one-generator Heyting algebra which is also 
isomorphic to some D, . Then, H is a homomorphic image of the free 
Heyting algebra A pictured above; let A: A + H be the homomorphism. 
If h(I,) = 0 then X(I,J = A(Il + 0) = 0 --f 0 = 1; furthermore h(I,) = 
X((I, v I,) -+ II) = 0 so that His isomorphic as a lattice to D, . If A&) = 0 
then A&) = h(I,) v A(&) = X(I,), A&) = X(I,) + X(I,) = 1, and A(&) = 
X(&I,) + A(&,) = 1 --f A(&) = A(&), so that H is isomorphic as a lattice 
to D,z . On the other hand, if X(Il) # 0 and A(&) # 0 then we can show 
that 71 has at most two prime factors, i.e., for if p, ,p, , p, 1 71 and p, cor- 
responds to hi E H then if hi = h(oli) it would follow that 01~ , (us, and as 
are pairwise incomparable in A (and could in fact be chosen to be atoms 
in A), a clear impossibility. If n has just one prime factor, then since D, 
is linearly ordered it follows that h(I,) is comparable with X(I,); but since 
neither can be 0 we must have A@,) = h(I,) and hence A(&,) = A@,) --+ 
0 = h(I,) so that X(I,) = 0; hence in this case either A@,) = 0 or A(&) = 0, 
so that D, is D, or D,z . Suppose then that 1z has two prime factors p and q; 
since h(I,) # 0 and A(.&) # 0 it follows that p and q correspond to the 
elements X(I,) and h(IJ of H. Without loss of generality, we may assume 
that p corresponds to h(I,) E H and q corresponds to A(&) E H. If qz 1 n 
then q2 corresponds to X((Y), where 01 > I3 or a: 3 I4 ; in any case a! > Ii 
so that X(a) 3 h(I,). Hence q2 3 p in D, , which is impossible. Thus q2 e n. 
If p2 1 n then p2 cannot correspond to any h(a), where 01 > I, lest we have 
p2 3 q in D, ; thus p2 must correspond to I4 . If p3 1 n then whatever X(a) 
were to correspond to p3 we would find that p3 2 q in D. Hence ps does 
not divide n. 
Thus if H is a one-generator Heyting algebra which is also isomorphic 
to some D, then the only possibilities for H are 
D &a ’ D P2 ’ D PP 9 D 9’ 
Let us call an augmented Boolean structure g = (B, I1 ,..., I,) totally 
atomless if for every ideal I in the Heyting algebra of ideals generated by 
{II I.“, I,}, B/I is atomless. 
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THEOREM 10. The only totally atomless Ho-categorical augmented Boolean 
structures (B, I) are those where the Heyting algebra generated by I is isomorphic 
to 
D 9% ’ D .2 ’ D 9Q 9 or D 2)’ 
This gives an explicit description of all totally atomless x0-categorical 
structures of form (B, I), where I is an ideal of B. 
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