Abstract. We analyze the strength of the existence of idempotent ultrafilters in higher-order reverse mathematics.
Abstract. We analyze the strength of the existence of idempotent ultrafilters in higher-order reverse mathematics.
Let (U idem ) be the statement that an idempotent ultrafilter on N exists. We show that over ACA ω 0 , the higher-order extension of ACA 0 , the statement (U idem ) implies the iterated Hindman's theorem (IHT) and we show that ACA ω 0 + (U idem ) is Π 1 2 -conservative over ACA ω 0 + IHT and thus over ACA + 0 .
In [17] we developed a technique to extract programs of proofs using non-principal ultrafilters. Along these lines, we also proved a conservativity result for the statement that a non-principal ultrafilter exists.
In this paper we apply this technique to idempotent ultrafilters. An idempotent ultrafilter U (over N) is an ultrafilter such that U = U + U where the addition is given by U + V = { X ⊆ N | { n ∈ N | X − n ∈ V } ∈ U }. The set of all ultrafilters on N can be identified with the Stone-Čech compactification of N. One can show that the addition defined above is the extension of the addition of N to βN. Together with it βN becomes a left topological compact semigroup. The existence of idempotent elements follows then from Ellis' Theorem. See [10, 3] for an overview.
We will show that the existence of idempotent ultrafilters is Π 1 2 -conservative over the iterated Hindman's theorem (IHT) as defined by Blass, Hirst, Simpson in [6] , see also [11] .
Let (U), (U idem ) be the statements that a non-principal resp. idempotent nonprincipal ultrafilter on N exists. Let RCA and let (µ) be the statement that such a functional exists. Clearly, (µ) implies arithmetical comprehension. However, µ is not definable in ACA ω 0 . In [17] we showed that • ACA ω 0 + (µ) + (U) is Π 1 2 -conservative over ACA ω 0 . Moreover, we proved a program extraction result for this system. The purpose of this paper is to analyze (U idem ) in the same way. We obtain
We also obtain a program extraction result for this system. Many theorems from combinatorics and Ergodic theory are established using idempotent ultrafilter, see for instance [10, 2, 3, 5] . Our result provides a method to eliminate the use of idempotent ultrafilters and to extract constructive content of such proofs.
Previously idempotent ultrafilters were considered in reverse mathematics by Hirst in [11] . He considered countable approximations of idempotent ultrafilters, similar to those we will use below. He showed that the existence of these approximations already implies IHT. However, his concept of downward translation invariant ultrafilter is too weak to interpret iterated uses of an idempotent ultrafilter even on countably many sets. (This is due to the fact that for a downward translation invariant ultrafilter U appr he does not investigate the structure of the set { n ∈ N | X − n ∈ U appr } used in the addition on βN.)
In an excursus (Section 5) we will show that we can use the technique developed in this paper also to eliminated the stronger statement that strongly summable ultrafilter exists. The existence of strongly summable ultrafilters is beyond ZFC.
Logical Systems
We will work in fragments of Peano arithmetic in all finite types. The set of all finite types T is defined to be the smallest set that satisfies
The type 0 denotes the type of natural numbers and the type τ (ρ) denotes the type of functions from ρ to τ . The type 0(0) is abbreviated by 1 the type 0(0(0)) by 2. The degree of a type is defined by
The type of a variable or term will sometimes be written as superscript. Equality = 0 for type 0 objects will be added as a primitive notion to the systems together with the usual equality axioms. Higher type equality = τ ρ will be treated as abbreviation:
. Similar define the recursor R ρ of type ρ to be the functional satisfying
Let Gödel's system T be the T-sorted set of closed terms that can be build up from 0 0 , the successor function S 1 , the λ-combinators and the recursors R ρ for all finite types ρ. Using the λ-combinators one easily sees that T is closed under λ-abstraction, see [20] . Denote by T 0 and T 1 the fragments of Gödel's system T , where primitive recursion is restricted to recursors R 0 resp. R 0 and R 1 . The system T 0 corresponds to the extension of Kleene's primitive recursive functionals to mixed types, see [13] , whereas full system T corresponds to Gödel's primitive recursive functionals, see [8] . By T 0 [F ] we will denote the system resulting from adding a function(al) F to T 0 . See Kohlenbach [16] for a general introduction and more background on these systems.
The system RCA ω 0 is defined to be the extension of the term system T 0 by Σ 0 1 -induction, the extensionality axioms
for all τ, ρ ∈ T, and the schema of quantifier free choice restricted to choice of numbers over functions (QF-AC
), i.e.
This schema is the higher-order equivalent to recursive comprehension (∆ All of these systems are conservative over their second-order counterparts, where the second-order part is given by functions instead of sets. These second-order systems can then be interpreted in RCA 0 , resp. WKL 0 , ACA 0 . See [15] .
We will also use the following result by Hunter. Note that this result was proven using a model construction and thus does not provide any method which would translate a proof of an analytic statement in RCA ω 0 + (µ) to a proof in ACA 0 . However, for Π 1 2 -statements there is such a method, see [1, Theorem 8.3.4] and [7] . Definition 2 (non-principal ultrafilter, (U)). Let (U) be the statement that there exists a non-principal ultrafilter (on N):
Here X ∈ U is an abbreviation for U(X) = 0 0. The type 1 variables X, Y are viewed as characteristic functions of sets, where n ∈ X is defined to be X(n) = 0. The operation ∩ is defined as taking the pointwise maximum of the characteristic functions. With this, the intersection of two sets can be expressed in a quantifier free way. The last line of the definition states that U yields the same value for different characteristic functions of the same set and that U(X) ≤ 1.
For notational ease we will usually add a Skolem constant U and denote this also with (U).
The second line in the definition of (U) is equivalent to the following axiom usually found in the axiomatization of (ultra)filters:
We avoided this statement in (U) since ⊆ cannot be expressed in a quantifier free way.
Definition 3 (idempotent ultrafilter, (U idem )). An idempotent ultrafilter is a nonprincipal ultrafilter U such that
Let (U idem ) be that statement that an idempotent ultrafilter exists, i.e. (1) where U is also required to satisfy (2).
Iterated Hindman's theorem
Let X be a finite or infinite set of natural numbers and (x i ) i be a strictly ascending enumeration of it. We will write
for the set of finite sums of X.
Definition 4 ([9]). Hindman's theorem (HT) is the statement that for each coloring c : N −→ 2 of the natural numbers there exists an infinite set X such that FS(X) is homogeneous for c.
Hindman's theorem is implied by ACA + 0 that is ACA 0 plus the statement that for each set X the ω-Turing jump X (ω) exists, and it implies ACA 0 , see [6] . It is open whether HT is equivalent to ACA 0 or ACA + 0 or whether it lies strictly between, see [18] . Proof. (i) follows from Lemma 2.1 of [4] , see also [3] , and noting that the proof of the equivalences formalizes in RCA 0 . (ii) follows by iterating the construction of (i).
To prove this theorem we will use the following notation and lemma. For an X ⊆ N we set X ⋆ := { n ∈ X | X − n ∈ U }. It is easy to see that if U is idempotent we have that X ∈ U implies that X ⋆ ∈ U.
Proof of Theorem 7. Let U be an idempotent ultrafilter and let c i be a sequence of colorings. Set A i to be a set such that c i is constant on A i and A i ∈ U. For instance one may take either c
This is a finite intersection of-by Lemma 8-sets in U. Thus, B i ∈ U and in particular i≤k+1 B i is in U and therefore not empty. Let x k+1 be an element of this set. Then
The main results of this paper are the following theorems. 
Theorem 10 (program extraction). Let ∀f ∃g
Theorem 9 is optimal in the sense that (U idem ) cannot be Π The strategy of the proofs of these theorems is similar to the strategy in [17] . We will proceed roughly in the following steps.
(1) Let ∀f ∃g A(f, g) be a Π IHT and thus we can explicitly describe the downward translation partial ultrafilter we construction in the second step. With this we get a program witnessing g.
Downward translation partial ultrafilter
In [17] we built a-so called-partial non-principal ultrafilter which acted on the algebra of sets that were used in a proof like a non-principal ultrafilter. We will now briefly recall the notions of algebra and partial non-principal ultrafilter. After this, we will introduce the notions of downward translation algebra and downward translation partial ultrafilter which will be suitable for handling idempotent ultrafilters.
Definition 11.
• An algebra is a set A ⊆ P(N) that is closed under complement, finite unions, and finite intersection.
• For an algebra A we call a set F a partial non-principal ultrafilter for A if F satisfies the axioms for a non-principal ultrafilter relativized to A, i.e.
(Note that we do not require F to be a subset of A as we did in [17] . This restriction was actually not used in [17] and could have been omitted.)
Definition 12.
• An algebra A is called downward translation algebra if it is closed under downward translations, i.e.
X ∈ A ⇒ ∀n ∈ N (X − n ∈ A) .
• A downward translation partial ultrafilter is a partial non-principal ultrafilter F for a downward translation algebra A which in addition to (4) satisfies the following axiom
In other words, a downward translation partial ultrafilter for A is an object which satisfies the axioms (U idem ) but where X, Y is restricted to A.
Like in [17] we will mostly work with countable downward translation algebras A which are given by a sequence of sets (A i ) i∈N . The characteristic function of χ A of A is then given by χ A (X) = 0 if ∃i (A i = X), 1 otherwise. Such a characteristic function can be defined using µ.
It is easy to see that in RCA ω 0 each sequence of sets (A i ) i∈N can be extended to form a countable downward translation algebra.
The downward translation partial ultrafilters we will build will be of the following form
⊆ X } where (x i ) i∈N is a strictly ascending sequence of natural numbers.
One checks that F ((x i ) i ) is closed under finite intersections, taking supersets, and contains only infinite sets. Thus, it is a filter.
Lemma 13. Let (x i ) i∈N be an ascending sequence of natural numbers. Then
In
particular, if F ((x i ) i ) is a partial non-principal ultrafilter for a downward translation algebra A then it is already a downward translation partial ultrafilter for A.

Proof. Let X ∈ F((x i ) i ). By definition there is an m, such that FS((x
, and the lemma follows.
Lemma 14. Let A be a downward translation algebra. If for a sequence (x i ) i∈N the set F ((x i ) i ) is a downward translation partial ultrafilter for A then for any sequence
Proof. By definition of F ((x i ) i ) we have that F ((x i ) i ) ⊆ F((y i ) i ). Moreover, the set F ((y i ) i ) is a filter and, therefore, contains for each X at most one of X and X. Now F ((x i ) i ) is maximal in A in the sense that for each X ∈ A either X or X is an element in F ((x i ) i ). Thus, both filters must be equal on A.
Theorem 15. Let A be a countable downward translation algebra and let (x
Thus, for each k the filter F ((y i ) i ) contains eitherÃ k orÃ k and is, therefore, a downward translation partial ultrafilter forÃ.
Remark 16 (Stone-Čech compactification). The sets of filters of the form F ((x i ) i ) can be viewed as the following closed sets of the Stone-Čech compactification βN:
The use of such closed sets is inspired by [3, Theorem 2.5], [10, Lemma 5.11] where it is shown that each such set contains an idempotent ultrafilter.
Proof theory
We proceed like in [17] . The elimination of extensionality [17, Lemma 7] is also applicable to (U idem ) instead of (U) since
and the added axiom contains only quantification over variables of degree ≤ 1. Therefore, it is not changed by the elimination of extensionality translation. We obtain the following lemma.
Lemma 17 (elimination of extensionality, cf. [16, Section 10.4]). If A is a sentence that contains only quantification over variables of degree ≤ 1 and
Here WE-PA ω ↾ + QF-AC 1,0 is the weakly extensional counterpart to RCA ω
. Since µ is provably extensional this lemma remains true if one adds (µ) to both systems.
We will also use the following term normalization result. For every term
and such that every occurrence of an F i int is of the form
Here k is the arity of
] are fixed terms whose only free variable is y 0 .
The axiom (U idem ) can be prenexed to the following statement.
By coding the sets X, Y together we obtain the following
where (U idem ) qf is the quantifier free matrix of the above statement. An application of QF-AC
The variable K may always be chosen to be the following functional definable using µ.
Therefore, the real difficulty is the construction of a suitable U.
Proof of Theorem 9. Let ∀f ∃g A(f, g) a Π 1 2 -statement not containing U or µ and provable in ACA ω 0 + (µ) + IHT + (U idem ). Since (U idem ) implies (µ), ACA 0 , and IHT we arrive at RCA
Together with the deduction theorem we arrive at the following.
RCA
) Applying the elimination of extensionality we get
). After reintroducing a variable U for the ultrafilter and using (6) we obtain
). Pulling out the quantifiers we get
). Applying Theorem 18 to t Z , t n , t g we obtain terms t ′ Z , t ′ n , t ′ g , which are provably equal and where every occurrence of U, K is of the form
Let (t i ) i<n be the list of all of these terms t to which U and K are applied. Assume that this list is partially ordered according to the subterm ordering, i.e. if t i is a subterm of t j then i < j.
We will now build for each f a downward translation partial ultrafilter F , which acts on these occurrences like a real idempotent non-principal ultrafilter. For this fix an arbitrary f .
The filter F is build by iterated applications of Theorem 15: We start with the trivial downward translation algebra A −1 := { X ⊆ N | X is finite or cofinite } and the Frèchet filter
It is clear that F −1 is a partial non-principal ultrafilter for A −1 . By Lemma 13 it is also a downward translation partial ultrafilter for A −1 .
Assume now that A i−1 and F i−1 are already defined. Let A i be the downward translation algebra spanned by A i−1 and the sets described by t i where U, K are replaced by
Since U is in t i only applied to subterms of t i we obtain by the construction of the filter and Lemma 14 that
For the resulting downward translation partial ultrafilter F := F n we obtain that
In total we get
Combining this with (8) we get Remark 19. Theorems 9 and 10 remain true if U idem is replaced by the statement that an idempotent ultrafilter for a countable semigroup G exists. This follows simply from the fact that Hindman's theorem and iterated Hindman's theorem for N imply their variants for any countable semigroup, see [4, Lemma 2.1] , and the fact that we did not use any property of the natural numbers. In fact, we carefully formulated the definitions and proofs such that we did not even use commutativity of addition.
Remark 20. Theorem 10 remains true if one replaces (3) by the following.
where t F is a closed term such that t F (f ) codes a downward translation partial ultrafilter. A similar statement also holds for Theorem 9. This follows by taking t F (f ) instead of the trivial filter for F −1 in the proof of Theorem 9.
Strongly Summable Ultrafilters
A strongly summable ultrafilter is an ultrafilter U such that for each X ∈ U there exists a strictly ascending sequence (
It is known that each strongly summable ultrafilter is idempotent. However, the reverse is not true-while each set in an idempotent ultrafilter contains a set of the form FS((x i ) i∈N ) in general this set is not contained in the ultrafilter. The existence of strongly summable ultrafilters is not provable in ZFC. The existence follows for instance from Martin's Axiom. See Chapter 12 of [10] for details.
We will now show how to modify the above proofs to obtain conservativity and program extraction for strongly summable ultrafilters. Let (U ss ) be that statement that a strongly summable ultrafilter exists, i.e. (1) from Definition 2 plus the requirement
Theorem 21. The Theorems 9 and 10 hold with (U idem ) replaced by (U ss ).
Proof. We proceed like in the original proof for idempotent ultrafilter. After the application of Lemma 17 we get
Here we slightly diverge from the original proof and strength (U ss ) by adding a uniform functional which yields the finite sum set, i.e.
(10)
whereÎ(x) := max(I(x), max x ′ <x (Î(x ′ ) + 1)) ensures that it describes a strictly increasing enumeration.
After prenexation and the application of QF-AC we see that this statement is equivalent to a statement of the following form, cf. (6).
Now the only thing we have to take care of is to build an approximation to the functional I along with the construction of the approximation for U. Let (t i ) i<j be the list of terms to which U, I and K are applied to after normalizing the extracted terms. Again we assume that these terms are ordered with respect to the subterm ordering.
Let E i (X) be the functional which extracts the maximal part contained in X of the generating sequence (x k ) k∈N of F i = F ((x k ) k ) if X ∈ F i , i.e. Then we will set I i (X) := E j (X) where j ≤ i minimal with X ∈ F j if such a j exists, (0) k otherwise.
It is clear that E i and I i can be defined with the help of µ. It is also clear that I i (X) = I i ′ (X) if F i (X) = F i ′ (X). Now we can proceed to build the filters F i as we did in the original proof. The functional I can be interpreted in each step using I i . The only thing we change in the generation of F i is that the algebras A i will be extended by the sets I i (F i ) after each step to ensure that the finite sum subsets are included. By construction F i remains a downward translation partial ultrafilter for the extension of A i . Thus, F i and I i prove (10) relativized to this algebra.
Concluding remarks.
In [19] Towsner also considers ultrafilters in reverse mathematics. He works with second order systems and formalizes an ultrafilter as a predicate on the second order sort of the system. This extension of ACA 0 is denoted by ACA 0 + ∃U. It is easy to see that ACA 0 + ∃U can be embedded into ACA ω 0 + (U). It is not known whether ACA ω 0 + (U) is conservative over ACA 0 + ∃U. The techniques usually used to show that finite type systems are conservative over second order systems (like the interpretation in ECF) require continuity and U obviously is not continuous. However, it might be possible to adapt Hunter's proof (Theorem 1) to obtain conservativity.
Towsner asked whether ACA 0 +∃U+"every element of U is an IP-set" does imply ACA + 0 (Question 4.4). Since this system implies IHT and idempotent ultrafilters contain only IP-sets, Theorem 9 reduces this question to the open problem whether IHT implies ACA + 0 . Also, Towsner asks over which theories of reverse mathematics the existence of an idempotent ultrafilter is conservative (Question 4.6). Theorem 9 answers this question to a large extend.
