The Signorini problem for the Laplace operator is considered in a general polygonal domain. It is proved that the coincidence set consists of a finite number of boundary parts plus isolated points. The regularity of the solution is described. In particular, we show that the leading singularity is in general r π/(2α i ) i at transition points of Signorini to Dirichlet or Neumann conditions but r π/α i i at kinks of the Signorini boundary, with α i being the internal angle of the domain at these critical points.
Introduction
In this paper we consider the Signorini problem −∆y = 0 in Ω, (1.1)
2)
∂ n y = 0 on Γ N , (1.3)
∂ n y = u on Γ U , (1.4) y ≥ 0, ∂ n y ≥ 0, y∂ n y = 0 on Γ S , (1.5) with a boundary datum u ∈ L 2 (Γ U ). We assume that the mutually disjoint, relatively open sets Γ D , Γ N , Γ U , and Γ S satisfȳ
with Γ being the boundary of the bounded polygonal domain Ω ⊂ R 2 . The boundary parts Γ N and Γ U are distinguished because of the second assumption in (1.6) . The condition Γ D = ∅ is assumed to obtain a unique solution. The notation and our interest in the problem comes from an optimal control problem where y is the state variable and u is the control variable. Problem (1.1)-(1.5) is sometimes considered as the scalar version of the more important Signorini problem for the Lamé equations ("linear elasticity with unilateral boundary condition") but it has its own application describing a steady-state fluid mechanics problem in media with a semi-permeable boundary, see [8, Section 1.1.1].
Let C = {c i } n i=1 be the set of critical boundary points, namely all points where the type of the boundary condition changes, that is Γ \ (Γ D ∪ Γ N ∪ Γ U ∪ Γ S ), and all corners of the domain. Brézis [2] (see also [7] for the elasticity system) showed for the inhomogeneous equation in smooth domains with purely Signorini boundary condition that the solution is H 2 -regular, Grisvard and Iooss [10] extended this result to the case of convex domains. Moussaoui and Khodja [14] showed C 1,λ -regularity away from C for λ < 1 2 , see also Theorem 2.1; they further discussed possible singular behavior near the critical points, see also Theorem 3.1. This last description suggests the H t -regularity with t ∈ (2, 5/2) of the solution near Γ S . Consequently some authors [1, 6, 16] assume such a regularity without a complete proof, and use it for their numerical analysis of the problem. However, for the analysis of the behavior near the extremal points of Γ S and for sharper regularity results one needs that the coincidence set
consists of a finite number of connected boundary parts ("intervals") plus isolated points. Otherwise the set of endpoints of the coincidence set (the set of points where the condition u = 0 changes to u > 0) could possess accumulation points while the analysis of the regularity near such points (or near corners of the domain) assumes the existence of a δ-neighborhood where the type of the boundary condition does not change. As a consequence there are publications where the structure of the coincidence set is formulated as an assumption, see, e.g., [3, Condition (A)]. One important result of our paper is the proof of this proposition in Section 2. Such a result was previously obtained for the Signorini problem with the Lamé equations by Kinderlehrer in [11, 12] under the assumptions • that the boundary of Ω is flat in a neighborhood of Γ S , more precisely that
for some positive constants c andc such that c <c, and
While the transfer to the Laplace equation and to the case thatΓ \ Γ C ⊂ Γ D can be done with similar ideas, the avoidance of the the first assumption above is not straightforward. The main tool for our proof is a special conformal mapping which preserves the differential operator in (1.1) and the normal derivative. It is not clear how to analyze other equations or a domain with curved boundary. For simplicity of presentation we assumed that the differential equation in (1.1) and the gap function in (1.5) are homogeneous. We admit that we cannot treat the general case but we discuss examples in Remark 2.5.
With the knowledge of the structure of the coincidence set one can analyze the regularity of the solution, see, e. g., the already mentioned paper [14] by Moussaoui and Khodja for results in Hölder spaces. We discuss the regularity in Sobolev spaces in Section 3 where we use a form which is useful for our forthcoming numerical analysis. 
The coincidence set
The solution of (2.1) exists and is unique, see for instance [13, Section II.2.1]. Let us start with a first regularity result of this solution. In particular it shows that the solution is continuous near the Signorini boundary such that the definition of Γ C in (1.7) makes sense. To this end, introduce a domain
2) see the illustration in Figure 1 , and let
where the set C = {c i } n i=1 of centers of balls with radius δ > 0 is introduced in the introduction. 
for any δ > 0.
Proof. We start with the proof of the property
using localization arguments.
• • For the remaining case x ∈ Γ S ∩W δ we fix a rotationally symmetric cut-off function η ∈ D(R 2 ) such that η = 1 in a neighborhood of x with a small support such that supp η ∩Ω ⊂ W δ/2 , see the illustration in Figure 2 . Let now O x = B(x, ε x )∩Ω with appropriately chosen ε x be a convex domain containing the support of η. Then v = ηw − η 2 y + y with arbitrary
due to (2.5). Hence ηy ∈ K x can be seen as the unique solution of 
We conclude that
With the same procedure as above we can now prove that y ∈ C 1,λ (W δ ∩ B(x, ε x )) for all x ∈W 2δ . The point is that now g x ∈ L p (O x ) for all p < ∞ such that we can use a theorem from Khodja and Moussaoui, [14, Theorem 2] (see also [15] ), to deduce that η x y belongs to C 1,λ (O x ) for all λ ∈ (0, 1 2 ). As above we conclude y ∈ C 1,λ (W 2δ ). Since δ > 0 was arbitrary we are done.
The following lemma is inspired from [11, §6] , see also [14, Lemma III.1.3].
Lemma 2.2. Denote by ∂ t y and ∂ n y the tangential and normal derivatives along the boundary. Then the equality
holds.
Remark 2.3. This result extends even to Γ D and Γ N since ∂ t y = 0 on Γ D and ∂ n y = 0 a.e. on Γ N .
Proof. Introduce the compact set
for some > 0. Then according to Theorem 2.1, ∂ n y is continuous on Γ S, , hence we can introduce the sets
and notice that Γ S, = Γ + S, ∪ Γ 0 S, . At this stage, we distinguish two cases:
2. In the other case, x ∈ Γ + S,δ , we have y(x) = 0 due to the Signorini conditions. Observe that the continuity of ∂ n y implies that Γ + S, is an open subset of Γ S, . Hence, if x ∈ Γ + S,δ , then y = 0 holds in a neighborhood of x, and the tangential derivative is also zero in this neighborhood and consequently ∂ t y(x) = 0, which shows that (2.7) also holds in that case.
We have just shown that (2.7) is valid for all x ∈ Γ S, and letting tend to zero we find (2.6).
We prove now the main result of this section, namely the characterization of the coincidence set Γ C , see (1.7) . For that purpose, we adapt the method of Kinderlehrer in [11, §6] who treated the case of the elasticity system. Theorem 2.4. Let y ∈ K be the unique solution of (2.1), then the coincidence set Γ C is the union of a finite numbers of intervals and finitely many isolated points.
Proof. We localize the problem by considering a finite covering of Γ S . Introduce a finite number of open balls B(c i , i ), i ∈ J. The index set J is chosen such that J ⊃ {i ∈ C : x i ∈Γ S } and the radii i > 0 are chosen such that Γ S ⊂ i∈J B(c i , i ) and c j ∈ B(c i , i ) for i = j, see Figure 3 . Note that the index set may contain further points c i ∈ Γ S \ C.
We consider now any ball B(c i , i ) and omit the index i for better readability. Introduce a local polar coordinate system (r, θ) centered in c, such that
where α is the angle of the domain at c. Consider now the situation where
The other leg Γ α := {(r cos θ, r sin θ) ∈ R 2 : 0 < r < , θ = α} may be contained in Γ D , Γ N or Γ S but not in Γ U because ofΓ S ∩Γ U = ∅, see (1.6) . Note that the situation where Γ α ⊂ Γ S and Γ 0 ⊂ Γ S can be treated in a similar way. Since a conformal mapping preserves the Laplace operator (up to a factor) and since the normal derivative is up to a factor again the θ-derivative we get −∆ŷ = 0 in O π,α , y ≥ 0,∂ nŷ ≥ 0,ŷ∂ nŷ = 0 onΓ 0 , and the appropriate Dirichlet, Neumann or Signorini boundary condition onΓ π . Moreover, we can compute 
which is analytic in U by the Schwarz reflection principle, see [4, §IX.1]. Hence F is meromorphic in U . As additionally F belongs to L 1 (U ) we conclude that F admits the Laurent expansion
with c ∈ C and a function F H which is an analytic in B(0,ˆ ). (Terms z −j with j > 1 are not in L 1 (U ).) This implies that the function
is holomorphic on B(0,ˆ ). Therefore Φ has a finite number of zeroes onΓ := {z ∈Ū : z = 0} if Φ is not identically equal to 0. Let us analyze two cases:
1. If Φ is identically equal to 0, then by (2.6) we get
which again by (2.6) implies
Consequently y is constant onΓ, so either this constant is zero andΓ C := {z ∈Γ : y(z) = 0} =Γ, or this constant is different from zero andΓ C = ∅.
2. If Φ is not identically equal to 0, the sets {z ∈Γ : Φ(z) > 0} and {z ∈Γ : Φ(z) < 0} are unions of a finite number of intervals I. We are looking for the behavior of y on any of these intervals I. Depending on the sign of z ∈Γ we find that Φ(z) = zF (z) is positive or negative in I, hence (∂ 2 y) 2 − (∂ 1 y) 2 does not change sign in I, and moreover (∂ 2 y) 2 > 0 or (∂ 1 y) 2 > 0 in I. If (∂ 2 y(z)) 2 > 0 then we get by the Signorini condition that y ≡ 0 in I. If (∂ 1 y(z)) 2 > 0 then the function y is nowhere constant in I, hence y has no or a finite number of zeros in I, and we get by the Signorini condition that ∂ n y = 0 a.e. in I.
In conclusion, in this caseΓ C is the union of a finite number of intervals plus eventually a finite number of points. Since the mapping h is continuous this result is valid also for Γ C .
Remark 2.5. Let us finish this section with a discussion of our assumption that we assumed a homogeneous differential equation in (1.1) and a homogeneous gap function in (1.5).
• The assumption of a homogeneous differential equation in (1.1) was made to simplify the discussion. For Lemma 2.1 a right hand side f ∈ L ∞ (Ω) could be admitted. Recall also the introduction of the domain W in (2.2). The whole analysis is untouched if the equation is homogeneous in a neighborhood of Γ S only since then the set W could be defined accordingly.
• In particular cases the solution of non-homogeneous problem could be homogenized. Assume that the differential equation in (1. Example 2.6. Christof and Haubner investigated in [3] a square domain and the case Γ = Γ S . In the case of a homogeneous differential equation, Condition (A) in this paper is now proven in Theorem 2.4, namely that the relative boundary of Γ C has onedimensional Hausdorff measure zero and the relative interior of Γ C consists of at most finitely many connected components.
Regularity of the solution
We formulate now a regularity result in the spirit of Theorem 2.3 of the paper [3] by Christof and Haubner where the regular part of the solution is considered in W 2,p , p > 2, p = 4. But we like to note that the regular part could also be smoother; the prize is that possibly more singular terms have to be included and the datum u at the Neumann boundary must be sufficiently regular.
Theorem 3.1. Let y be the solution of problem (1.1)-(1.5). Recall the set {c i } n i=1 of critical points and the interior angles α i . Recall also that there are points {c i } m i=n+1 ⊂ Γ S \ C of unknown location which are the endpoints of the intervals in the coincidence set and in that case, set α i = π. Furthermore denote by (r i , θ i ) local polar coordinates at all these points.
Let p > 2, p ∈ P , where the finite set P of exceptional values is a subset of the countable set
Then there is a representation of y
with y R ∈ W 2,p (Ω), coefficients d i,j and d i , smooth functions Φ i,j and Φ i , and exponents
where D-N means that one boundary edge at c i is contained in Γ D and the other in Γ N , and so on.
The compatibility conditions could be omitted, but then a singularity of the form r(Φ 1 (θ) + log rΦ 2 (θ)) with Φ i smooth has to be added, see [9, p. 263] .
Proof. Since we have a finite number of critical boundary points c i due to Theorem 2.4 we can treat them separately and use classical theory as described for instance in [9, Corollary 4.4.4.14] . Let us discuss shortly the situation near the Signorini boundary. For i ≤ n and c i ∈Γ S ∩Γ D or c i ∈Γ S ∩Γ N we do not know whether a Dirichlet or Neumann boundary condition occurs on Γ S near c i . Therefore we consider the worst situation of mixed boundary conditions.
In the remaining cases some singularities disappear at c i ∈Γ S :
1. For i = n + 1, . . . , m the leading singularity is r 3/2 i since the term r 1/2 i is not in H 2 (Ω), compare the result in Lemma 3.1, and see the discussion in e. g. [3, 14] .
2. For i ≤ n and c i ∈ Γ S the worst situation could be mixed. Let us consider the case that Dirichlet conditions is valid for θ i = 0. Then we have in the vicinity of c i y = y r + dr
We show now y r = o(r π/(2α i ) i ) such that this term is neglectable sufficiently close to c i . Indeed from [9, Corollary 4.4.4.14] near c i , we have
with y R ∈ W 2,p (Ω ∩ B(c i , ρ)) for ρ small enough and d i,j ∈ R. Consequently, near c i ,
Notice that the Sobolev embedding theorem guarantees that
We now notice that the second term in the sum in (3.2) (if any) is trivially o(r π/(2α i ) i ), hence it remains to check the same behavior for y R . We note that ∇y R (c i ) = 0 except in the cases α i = 1 2 π or α i = 3 2 π, and that r (j+1/2)π/α i i is smooth when α i = 1 2 π. For that purpose, we distinguish three cases. a) If π/(2α i ) < 1, then by Taylor's theorem (and since y R (c i ) = 0), we have as π/(2α i ) < β + 1. (In the case π/(2α i ) > β + 1 = 2 − 2/p the solution y is W 2,p -regular in the vicinity of c i . Equality is excluded by assumption.) Coming back to (3.1), for θ i = 0 we get ∂ n y = ∂ n y r − dr π/(2α i )−1 i , hence d ≤ 0 in order to satisfy the Signorini condition ∂ n y ≥ 0. For θ i = α i we get y = y r + dr π/(2α i ) i , hence d ≥ 0 in order to satisfy the Signorini condition y ≥ 0. So we can have only d = 0.
Since all cases are treated the proof is complete. Example 3.3. Let us shortly discuss the L-domain; that is a hexahedron with one interior angle α = 3 2 π and all others being of size 1 2 π. The leading singular term near the non-convex corner is of type r λ with λ = 2 3 if Signorini conditions are given at both legs of this angle, but with λ = 1 3 if a Signorini condition is given on one leg only, and a Dirichlet or Neumann condition at the other leg. These terms are in H s (Ω) for s < 1 + λ or in a suitable weighted Sobolev space. The set of exception values for p is P = {3, 6}.
