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On hybrid point sets stemming from
Halton-type Hammersley point sets and
polynomial lattice point sets
Roswitha Hofer∗
Abstract
In this paper we consider finite hybrid point sets that are the digital analogs to
finite hybrid point sets introduced by Kritzer. Kritzer considered hybrid point sets
that are a combination of lattice point sets and Hammersley point sets constructed
using the ring of integers and the field of rational numbers. In this paper we consider
finite hybrid point sets whose components stem from Halton-type Hammersley point
sets and lattice point sets which are constructed using the arithmetic of the ring
of polynomials and the field of rational functions over a finite field. We present
existence results for such finite hybrid point sets with low discrepancy.
1 Introduction and preliminaries
This work is motivated by applications of the theory of uniform distribution modulo one
to numerical integration that is based on the Koksma–Hlawka inequality. This inequality
states an upper bound for the integration error for a probably very high dimensional
function f : [0, 1]s → R when using a simple, equally weighted quadrature rule with N
nodes z0, z1, . . . , zN−1. More exactly,∣∣∣∣∣
∫
[0,1]s
f(z)dz − 1
N
N−1∑
n=0
f(zn)
∣∣∣∣∣ ≤ V (f)D∗N(zn).
Here V (f) denotes the variation of f in the sense of Hardy and Krause and D∗N(zn)
denotes the star discrepancy of the node set z0, z1, . . . , zN−1 which is defined in the
following.
The star discrepancy D∗N of a point set P = (zn)n=0,1,...,N−1 in [0, 1)s is given by
D∗N(P) = D∗N(zn) = sup
J
∣∣∣∣A(J,N)N − λs(J)
∣∣∣∣
where the supremum is extended over all half-open subintervals J of [0, 1)s with the lower
left corner in the origin, λs denotes the s-dimensional Lebesgue measure, and the counting
function A(J,N) stands for
#{0 ≤ n < N : zn ∈ J}.
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We define Log(x) := max(1, log(x)) for real numbers x > 0. Furthermore we use the
Landau symbol h(N) = O(H(N)) to express |h(N)| ≤ CH(N) for all N ∈ N with some
positive constant C independent of N and a function H : N→ R+. If the implied constant
C depends on some parameters, then these parameters will appear as a subscript in the
Landau symbol. A symbol O without a subscript indicates, if nothing else is written, an
absolute implied constant.
So far the best known upper bounds for the star discrepancy of concrete examples of
point sets (zn)0≤n<N are of the form
ND∗N (zn) = O(Log
s−1N)
where the implied constant might depend on some parameters but is independent of N .
Examples of such low-discrepancy point sets are Hammersley point sets and (t,m, s)-nets.
A slightly weaker discrepancy bound, i.e. ND∗N (zn) = O(Log
sN), holds for good lattice
point sets and good polynomial lattice point sets.
Numerical integration based on low-discrepancy point sets, is well established as quasi-
Monte Carlo (qMC) method. The stochastic counterparts of quasi-Monte Carlo methods,
namely Monte Carlo (MC) methods, work with sequences of pseudorandom numbers. For
more details on qMC and MC integration and low-discrepancy point sets we refer to [1]
and [27].
The potency of qMC methods and MC methods for multidimensional numerical inte-
gration depends on the nature and the dimensionality of the integrand. As a general rule
of thumb, qMC methods are more effective in low dimensions and Monte Carlo methods
work reasonably well in arbitrarily high dimensions. This has led to the idea, first sug-
gested and applied by Spanier [32], of melding the advantages of qMC methods and MC
methods by using so-called hybrid sequences. The principle here is to sample a relatively
small number of dominating variables of the integrand by low-discrepancy sequences and
the remaining variables by pseudorandom sequences. Application of hybrid sequences to
challenging computational problems can be found in the literature (see e.g. [2, 30, 31, 32]).
In view of the Koksma–Hlawka inequality the analysis of numerical integration meth-
ods based on hybrid sequences requires the study of their discrepancy. There are proba-
bilistic results on the discrepancy of hybrid sequences, e.g., in [4, 29]. Niederreiter [22] was
the first one who established nontrivial deterministic discrepancy bounds for hybrid se-
quences, where the qMC components are Halton sequences or Kronecker sequences. Those
results where improved, extended, and unified in a series of papers [5, 23, 24, 25, 26, 28].
In these and in several other papers, see e.g. [3, 8, 10, 13, 14, 15, 16, 17, 19, 20], also
hybrid sequences and hybrid point sets made by combining different qMC sequences were
treated. The motivation is here to combine the advantages of different qMC point sets and
sequences. The challenge is to handle the different structures of the qMC point sets and
sequences when studying the discrepancy of such hybrid point sets and hybrid sequences.
In this paper we mention results of Kritzer [19] on hybrid point sets where the com-
ponents stem from Hammersley point sets on the one hand, and lattice point sets in the
sense of Hlawka [9] and Korobov [18] on the other hand.
For the definition of Hammersley point sets we need the radical inverse function ϕb :
N0 → [0, 1) where b is a natural number greater or equal to 2. To compute ϕb(n) represent
2
n in base b of the form n = n0 + n1b+ n2b
2 + · · · with ni ∈ {0, 1, . . . , b− 1} and set
ϕb(n) =
∞∑
i=0
ni
bi+1
.
For an s-dimensional Halton sequence (xn)n≥0 (introduced in [6]) we choose s pairwise
coprime bases b1, . . . , bs ≥ 2 and set
xn := (ϕb1(n), . . . , ϕbs(n)).
Now for an (s + 1)-dimensional Hammersley point set we choose in addition a natural
number N and define the point set (yn)0≤n<N by
yn := (n/N, ϕb1(n), . . . , ϕbs(n)).
For a t-dimensional lattice point set (yn)0≤n<N choose first a positive integer N and t
integers g1, . . . , gt. Then set
yn := ({ng1/N} , . . . , {ngt/N}) , 0 ≤ n < N.
If (g1, . . . , gs) are of the specific form (g, . . . , g
t) then we speak of a lattice point set of
Korobov type.
Kritzer ensured existence of lattice point sets and lattice point sets of Korobov type
as well, such that they can be combined with Hammersley point sets, and the obtained
hybrid point sets satisfy low discrepancy bounds.
Theorem 1 ([19, Theorem 1] ) Let s, t ∈ N. Let p1, . . . , ps be distinct prime numbers
and let N be a prime number that is different from p1, . . . , ps. Let (xn)n≥0 be the Halton
sequence in bases p1, . . . , ps. Then there exist generating g1, . . . , gt ∈ {1, . . . , N − 1} such
that the point set
SN := (n/N,xn,yn)0≤n<N
in [0, 1]1+s+t with yn := ({ng1/N}, . . . , {ngt/N}), satisfies
ND∗N (SN) = O(logs+t+1N)
with an implied constant independent of N .
Theorem 2 ([19, Theorem 3] ) Let s, t ∈ N. Let p1, . . . , ps be distinct prime numbers
and let N be a prime number that is different from p1, . . . , ps. Let (xn)n≥0 be the Halton
sequence in bases p1, . . . , ps. Then there exists a generating g ∈ {1, . . . , N − 1} such that
the point set
SN := (n/N,xn,yn)0≤n<N
in [0, 1]1+s+t with yn := ({ng/N}, . . . , {ngt/N}), satisfies
ND∗N (SN) = O(logs+t+1N)
with an implied constant independent of N .
Kritzer used a slightly different lattice point set of Korobov type by setting (g1, . . . , gt) =
(g, . . . , gt) instead of (1, g, . . . , gt−1). Note that g1 = 1 won’t mix well with the first com-
ponent n/N .
In the next section we will define the analogs to Hammersley point sets and lattice
point sets that are using the arithmetics in the ring of polynomials and the field of rational
functions over a finite field instead of the arithmetic in the ring of integers and the field of
rational numbers, before we state two theorems that represent analogs to the two theorems
of Kritzer.
3
2 Halton-type Hammersley point sets, polynomial
lattice point sets, and results on the star discrep-
ancy of their hybrid point sets
Let p be a prime number. Let Fp be the finite field with p elements. Let Fp[X ] be the
ring of polynomials over Fp, Fp(X) the field of rational functions over Fp, and Fp((X
−1))
the field of formal Laurent series over Fp.
Let s ∈ N, and let b1(X) . . . , bs(X) be distinct monic pairwise coprime nonconstant
polynomials over Fp with degrees e1, . . . , es. We define the Halton type sequence (xn)n≥0
in bases (b1(X), . . . , bs(X)) by
xn := (ϕb1(X)(n(X)), . . . , ϕbs(X)(n(X))).
Here ϕb(X)(n(X)) is the radical inverse function in the ring Fp[X ] defined as follows.
Expand n in base p, n = n0+n1p+n2p
2+ · · · with ni ∈ {0, 1, . . . , p−1} and associate the
polynomial n(X) = n0X
0+n1X+n2X
2+ · · · where we do not distinguish between the set
Fp and the set {0, 1, . . . , p− 1}. Now expand n(X) in base b(X) with deg(b(X)) = e ≥ 1
as
n(X) = ρ0(X)b
0(X) + ρ1(X)b
1(X) + ρ2(X)b
2(X) + · · ·
with deg(ρj(X)) < e for j ∈ N0. Finally, define a bijection
σ : {ρ(X) ∈ Fp[X ] : deg(ρ(X)) < e} → {0, 1, . . . , pe − 1}
and set
ϕb(X)(n(X)) :=
∞∑
j=0
σ(ρj(X))
pe(j+1)
.
To avoid technical effort we restrict to bijections σ that are mapping 0 to 0.
Let m ∈ N. Using the Halton type sequence in bases b1(X) . . . , bs(X) we can define
a (s + 1)-dimensional Halton-type Hammersley point set of N = pm points by using the
nth point of the form ( n
N
,xn
)
and letting n range in {0, 1, . . . , N − 1}.
For the definition of polynomial lattice point sets we identify Fp again with the set
{0, 1, . . . , p− 1}.
Let t, m ∈ N. Let p(X) ∈ Fp[X ] be irreducible, monic, and with degree m. Further-
more, let q(X) = (q1(X), . . . , qt(X)) ∈ Ftp[X ]. The ith component y(i)n of the nth point
yn is computed as follows. Expand {n(X)qi(X)/p(X)} in its formal Laurent series{
n(X)qi(X)
p(X)
}
=
∞∑
j=1
ujX
−j
and evaluate it by exchanging X with p and summing up to the index m. Hence
y(i)n =
m∑
j=1
ujp
−j.
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We can also compute the ith component y
(i)
n of the nth point yn by using the base p
representation of n =
∑∞
j=0 njp
j and a generating matrix Ci ∈ Fm×mp . Let
∑∞
j=1 ajX
−j
be the formal Laurent series of
{
qi(X)
p(X)
}
. Define
Ci :=


a1 a2 · · · am
a2 a3 · · · am+1
...
... · · · ...
am am+1 · · · a2m−1

 .
Compute Ci · (n0, n1, . . . , nm−1)T = (u1, u2, . . . , um)T ∈ Fmq and set
y(i)n =
m∑
j=1
ujp
−j.
Finally letting n range in the set {0, 1, . . . , pm − 1} we obtain the polynomial lattice
point set P(q(X), p(X)) = {y0,y1, . . . ,ypm−1} ⊂ [0, 1]t.
If we choose q(X) of the specific form (g(X), g2(X), . . . , gt(X)) with g(X) ∈ Fp[X ], we
will speak of a polynomial lattice point set of Korobov type abbreviated toK(t, g(X), p(X)).
In the following two theorems we ensure existence of polynomial lattice point sets as
well as polynomial lattice point sets of Korobov type, such that they can be combined
with a Halton-type Hammersley point set and result in hybrid point sets satisfying low
discrepancy bounds. Theorem 3 represents an analog to [19, Theorem 1] and Theorem 4
is the pendant to [19, Theorem 3].
Theorem 3 Let s, t ∈ N and p ∈ P, let b1(X), . . . , bs(X) be monic pairwise coprime non-
constant polynomials in Fp[X ] and (xn)n≥0 be a Halton type sequence in bases (b1(X), . . . , bs(X)).
Furthermore, let p(X) be a monic, irreducible polynomial in Fp[X ] of degree m, coprime
with all base polynomials of the Halton-type sequence, and set N = pm. Then there exists
a t-tuple of polynomials q(X) ∈ Ftp(X) with degrees < m such that the star discrepancy
D∗N of the point set (n/p
m,xn,yn)0≤n<pm ∈ [0, 1]s+t+1 satisfies
ND∗N (n/p
m,xn,yn) = Ob1(X),...,bs(X),p,t(Log
s+t+1N).
Here {y0,y1, . . . ,ypm−1} is the polynomial lattice point set P(q(X), p(X)).
Theorem 4 Let s, t ∈ N and p ∈ P, let b1(X), . . . , bs(X) be monic pairwise coprime non-
constant polynomials in Fp[X ] and (xn)n≥0 be a Halton type sequence in bases (b1(X), . . . , bs(X)).
Furthermore, let p(X) be a monic, irreducible polynomial in Fp[X ] of degree m, coprime
with all base polynomials of the Halton-type sequence, and set N = pm. Then there exists
a polynomial g(X) over Fp with degree < m such that the star discrepancy D
∗
N of the
point set (n/pm,xn,yn)0≤n<pm ∈ [0, 1]s+t+1 satisfies
ND∗N (n/p
m,xn,yn) = Ob1(X),...,bs(X),p,t(Log
s+t+1N).
Here {y0,y1, . . . ,ypm−1} is the polynomial lattice point set of Korobov type K(t, g(X), p(X)).
The rest of the paper is organized as follows. Section 3 collects auxiliary results
needed for the proofs of Theorem 3 and Theorem 4, which are formulated in Section 4
and Section 5.
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3 Auxiliary results
From the construction of the Halton-type sequence we immediately obtain the following
lemma.
Lemma 1 Let (xn)n≥0 be a Halton type sequence in pairwise coprime bases b1(X), . . . , bs(X)
with degrees e1, . . . , es, and let
I :=
s∏
i=1
[
ai
peili
,
ai + 1
peili
)
with li ≥ 0, 0 ≤ ai < peili for i = 1, . . . , s. Then xn ∈ I if and only if
n(X) ≡ R(X) (mod
s∏
i=1
blii (X))
where the R(X) depends on the ai and deg(R(X)) <
∑s
i=1 eili. Furthermore there is a
one-to-one correspondence between all possible choices for a1, . . . , as and R(X).
Let e(x) := exp(2pi
√−1x) for x ∈ R. We define the kth Walsh function walk in base
p on [0, 1)t as follows. Let Φ0 : {0, 1, . . . , p − 1} → {z ∈ C : |z| = 1}, a 7→ e(a/p). Note
that for a given b ∈ {0, 1 . . . , p − 1} we have that ∑p−1a=0(Φ0(a))b equals p if b = 0 and 0
else.
The kth Walsh function walk, for k ≥ 0, to the base p is defined by
walk(x) :=
∞∏
j=0
(Φ0(xj))
kj
where x = x0x1 . . . is the base p expansion of x ∈ [0, 1) and k =
∑∞
j=0 kjp
j is the base p
expansion of k ∈ N0. For vectors k = (k1, . . . , kt) ∈ Nt0 and x = (x1, . . . , xt) ∈ [0, 1)t the
Walsh function walk on [0, 1)
t denotes
walk(x) :=
t∏
i=1
walki(xi).
Lemma 2 ([7, Theorem 1]) Let P = {y0,y1, . . . ,yN−1} be a finite point set in [0, 1)t
with yn of the form yn = {wn/M}, wn ∈ Zt. Suppose that M = pm, where m is positive
integer. Then the following estimate holds:
D∗N(yn) ≤ 1− (1− 1/M)t︸ ︷︷ ︸
≤t/M
+
∑
k∈∆∗m
ρwal(k)|SN(walk)|,
where
SN(walk) :=
1
N
N−1∑
n=0
walk(yn),
∆m := {k ∈ Zt : 0 ≤ ki < pm, for i = 1, . . . , t}
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∆∗m = ∆m \ {0}, and
ρwal(k) :=
t∏
i=1
ρwal(ki)
with
ρwal(k) =
{
1 if k = 0,
1
pg+1 sinpikg/p
if pg ≤ k < pg+1, g ≥ 0. ,
where kg is the gth digit of k in the base p expansion of k.
Lemma 3 ([1, Lemma 10.22]) Let t, m ∈ N. For any prime number p, we have∑
k∈∆m
ρwal(k) =
(
1 +m
p2 − 1
3p
)t
.
For the statement of the next auxiliary result we define the following magnitudes:
Gp,m = {f(X) ∈ Fp[X ] : deg(f(X)) < m} and G∗p,m = Gp,m \ {0}.
Furthermore for the rational function p(X)/q(X) in Fp(X) \ {0} we define the degree
evaluation ν by
ν(p(X)/q(X)) := deg(p(X))− deg(q(X))
and we set ν(0) = −∞.
Lemma 4 Let p(X) be a monic irreducible polynomial in Fp(X) with degree m. Let
u ∈ N0 such that u ≤ m. Then
#{a(X) ∈ G∗p,m : ν(a(X)/p(X)) < −u} ≤ pm−u − 1.
Proof. The restriction ν(a(X)/p(X)) < −u means deg(a(X)) < deg(p(X))− u = m− u
and the result follows. ✷
With a number k ∈ {0, 1, . . . , pm−1} we associate the polynomial k(X) =∑m−1i=0 kiX i
where the coefficients are determined by the base p representation of k =
∑m−1
i=0 kip
i. For
a tuple k ∈ ∆m we associate a polynomial with each component and write k(X) for the
t-tuple of polynomials.
Lemma 5 ([12, Lemma 1]) Let e ∈ N0, B(X), R(X) ∈ Fp[X ] with deg(R(X)) <
deg(B(X)) = e, and let B(X) be monic. Furthermore, let u ∈ N and K ∈ N0. Let
n = Kpu+e, Kpu+e + 1, . . . , (K + 1)pu+e − 1. We regard all associated polynomials n(X)
that satisfy n(X) ≡ R(X) (mod B(X)). Then they are of the form
n(X) = k(X)B(X) +R(X)
with k(X) out of the set
k(X) = r(X) +XuC(X)
with a fixed C(X) ∈ Fp[X ] and r(X) ranges over all polynomials of degree < u.
Lemma 6 ([21, Theorem 2.6]) For 1 ≤ i ≤ k let wi be a point set of Ni elements in
[0, 1]s. Let w be the superposition of w1, . . . , wk, that is a point set of N = N1 + · · ·+Nk
points. Then
ND∗N (w) ≤
k∑
i=1
NiD
∗
Ni
(wi).
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4 Proof of Theorem 3
In this section we investigate the distribution of the point set (zn)0≤n<pm ∈ [0, 1)1+s+t
with m, s, t ∈ N and
zn := (n/p
m,xn,yn)
where (yn)0≤n<pm is a polynomial lattice point set P(q(X), p(X)) in [0, 1)t with p(X)
monic, irreducible, and with degree m and where (xn)n≥0 is a Halton-type sequence
in bases (b1(X), . . . , bs(X)), all monic, pairwise coprime, coprime with p(X), and with
degrees e1, . . . , es.
We set N = pm. Using a well-known result in discrepancy theory (see, e.g. [27,
Lemma 3.7]), we have
ND∗N (zn) ≤ max
1≤N˜≤N
N˜D∗
N˜
((xn,yn)) + 1.
Let N˜ ∈ {1, . . . , N} be fixed.
We expand N˜ in base p, N˜ = N0 +N1p + · · ·+Nrpr with Ni ∈ {0, 1, . . . , p− 1} and
r ≤ m. For u = 0, . . . , r and v = 1, . . . , Nu we define the point set
wu,v := {(xn,yn) : n ∈ N0, (v − 1)pu + · · ·+Nrpr ≤ n < vpu + · · ·+Nrpr}.
Then |wu,v| = pu and
{0, 1, . . . , N˜ − 1}
is obtained by the disjoint union
r⋃
u=0
Nu⋃
v=1
{n ∈ N0 : (v − 1)pu + · · ·+Nrpr ≤ n < vpu + · · ·+Nrpr}
of at most pm = p logpN sets.
We apply Lemma 6, which results in one log N factor in Theorem 3 with a constant
depending on p. Then we have have to estimate
puD∗pu(wu,v).
We define
fi :=
⌈
u
ei
⌉
for 1 ≤ i ≤ s.
The first aim in the proof is to compute or estimate the counting function A(J, pu)
relative to the pointset wu,v, where J ⊆ [0, 1)s+t is an interval of the form
J =
s∏
i=1
[0, vip
−eifi)×
t∏
j=1
[0, βj) (1)
with v1, . . . , vs ∈ Z, 1 ≤ vi ≤ peifi for 1 ≤ i ≤ s, and 0 < βj ≤ 1 for 1 ≤ j ≤ t.
The crucial step is to exploit special properties of the Halton-type sequence. By
Lemma 1, for any integer n ≥ 0 we have
(ϕb1(X)(n(X)), . . . , ϕbs(X)(n(X))) ∈
s∏
i=1
[0, vip
−eifi) if and only if n(X) ∈
M⋃
k=1
Rk,
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where
1 ≤M ≤ pe1 · · ·pesf1 · · ·fs = Op,b1(X),...,bs(X)(logsN).
Each Rk is a residue class in Fp[X ], and R1, . . . ,RM are (pairwise) disjoint. The moduli
Bk(X) of the residue classesRk are of the form b1(X)j1 · · · bs(X)js with integers 1 ≤ ji ≤ fi
for 1 ≤ i ≤ s and the residues Rk(X) satisfy deg(Rk(X)) < deg(Bk(X)) for 1 ≤ k ≤
M . The sets R1, . . . ,RM depend only on b1(X), . . . , bs(X), v1, . . . , vs, f1, . . . , fs and are
thus independent of n. Furthermore, one can easily prove for the Lebesgue measure of∏s
i=1[0, vip
−eifi) that
λs
(
s∏
i=1
[0, vip
−eifi)
)
=
s∏
i=1
vip
−eifi
= lim
N→∞
#{0 ≤ n < N : (ϕb1(X)(n(X)), . . . , ϕbs(X)(n(X))) ∈
s∏
i=1
[0, vip
−eifi)}
= lim
N→∞
#{0 ≤ n < N : n(X) ∈
M⋃
k=1
Rk}
=
M∑
k=1
lim
N→∞
#{0 ≤ n < N : n(X) ≡ Rk(X) (mod Bk(X))}
=
M∑
k=1
1
pdeg(Bk(X))
,
by applying the uniform distribution of the Halton type sequence and the disjointness of
R1, . . . ,RM .
Now we split up the counting function A(J, pu) into M parts as follows: A(J, pu) =∑M
k=1 Sk, where
Sk = #{(v − 1)pu + · · ·+Nrpr ≤ n < vpu + · · ·+Nrpr : n(X) ≡ Rk(X) (mod Bk(X))
and yn ∈
t∏
j=1
[0, βj)}
for 1 ≤ k ≤M . Then
|A(J, pu)− puλs+t(J)| ≤
M∑
k=1
∣∣∣∣∣Sk − pu 1pdeg(Bk(X))
t∏
j=1
βj
∣∣∣∣∣︸ ︷︷ ︸
=:δk
.
This summation over k then results in s log N factors in Theorem 3 with a constant
depending in p, b1(X), . . . , bs(X).
We fix k with 1 ≤ k ≤ M for the moment.
Note that if pu < pdeg(Bk(X)), then Sk = 0 or 1, and so in this case δk ≤ 1.
Assume now that pu ≥ pdeg(Bk(X)). We define the set
Lk := {(v − 1)pu + · · ·+Nrpr ≤ n < vpu + · · ·+Nrpr : n(X) ≡ Rk(X) (mod Bk(X))} .
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Then by Lemma 5, we know |Lk| = pu−deg(Bk(X)) =: Lk. We define the point set
Pk = {yn : n ∈ Lk}.
Then
δk ≤ LkD∗Lk(Pk).
We summarize
|A(J, pu)− puλs+t(J)| ≤ O(M) +
M∑
k=1
deg(Bk(X))≤u
LkD
∗
Lk
(Pk)
An arbitrary interval I ⊆ [0, 1)s+t of the form
I =
s∏
i=1
[0, αi)×
t∏
j=1
[0, βj) (2)
with 0 < αi ≤ 1 for 1 ≤ i ≤ s and 0 < βj ≤ 1 for 1 ≤ j ≤ t can be approximated from
below and above by an interval J of the form (1), by taking the nearest fraction to the
left and to the right, respectively, of αi of the form viq
−eifi with vi ∈ Z. We easily get
|A(I, pu)− puλs+t(I)| ≤ pu
s∑
i=1
p−eifi︸ ︷︷ ︸
≤s
+ |A(J,N)−Nλs+t(J)| .
The core of the proof is the study of the average
1
|(G∗p,m)|t
∑
q(X)∈(G∗p,m)
t
LkD
∗
Lk
(Pk), (3)
after exchanging the order of summation.
Note that Bk(X) is monic and coprime with p(X), and deg(Bk(X)) ≤ u. In the
following we set d := u− deg(Bk(X)) and we will omit the index k.
First we compute the subset P of the polynomial lattice point set P(q(X), p(X)) using
the corresponding n(X) ≡ R(X) (mod B(X)) and bearing in mind Lemma 5.
Choose l ∈ {0, 1, . . . , pd − 1}, regard

((
l(X) +XdC(X)
)
B(X) +R(X)
)
qi(X)
p(X)


=
{
l(X)B(X)qi(X)
p(X)
}
+
{
(XdC(X)B(X) +R(X))qi(X)
p(X)
}
.
Let
∑∞
j=1 r
(i)
j X
−j be the formal Laurent series of
{
(XdC(X)B(X)+R(X))qi (X)
p(X)
}
and
∑∞
j=1 a
(i)
j X
−j
be the Laurent series of
{
B(X)qi(X)
p(X)
}
then compute

a
(i)
1 · · · a(i)d
...
. . .
...
a
(i)
d · · · a(i)2d−1
...
. . .
...
a
(i)
m · · · a(i)m+d−1




l0
l1
...
ld−1


︸ ︷︷ ︸
=:l
+


r
(i)
1
...
r
(i)
d
...
r
(i)
m

 =


y
(i)
l,1
...
y
(i)
l,d
...
y
(i)
l,m

 ∈ F
m
p .
10
Set
y(i)nl =
m∑
j=1
y
(i)
l,j p
−j.
Finally, letting l range between 0 and pd − 1.
We define
Ci,d =


a
(i)
1 · · · a(i)d
...
. . .
...
a
(i)
d · · · a(i)2d−1
...
. . .
...
a
(i)
m · · · a(i)m+d−1

 .
We apply Lemma 2 to LD∗L(P) and obtain
1
|(G∗p,m)|t
∑
q(X)∈(G∗p,m)
t
LD∗L(P) ≤
tpd
pm
+
1
|(G∗p,m)|t
∑
q(X)∈(G∗p,m)
t
∑
k∈∆∗m
ρwal(k)
∣∣∣∣∣∣
pd−1∑
l=0
walk(ynl)
∣∣∣∣∣∣ .
We concentrate on ∣∣∣∣∣∣
pd−1∑
l=0
walk(ynl)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
pd−1∑
l=0
e
(
t∑
i=1
m∑
j=1
y
(i)
l,j k
(i)
j−1
)∣∣∣∣∣∣ .
where we expanded ki =
∑m−1
j=0 k
(i)
j p
j in base p. We abbreviate the jth row of Ci,d to c
(i)
j
and remember that
y
(i)
l,j = r
(i)
j + c
(i)
j · l (mod p).
Hence∣∣∣∣∣∣
pd−1∑
l=0
walk(ynl)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
pd−1∑
l=0
e
((
t∑
i=1
m∑
j=1
k
(i)
j−1c
(i)
j
)
· l
)∣∣∣∣∣∣ =
{
pd if CT1,dk1 + · · ·+ CTt,dkt = 0 ∈ Fdp
0 else.
Here ki denotes the m-dimensional column vector (k
(i)
0 , . . . , k
(i)
m−1)
T built up by the base
p digits of the ith component of k.
Now a crucial point is that
CT1,dk1 + · · ·+ CTt,dkt = 0 ∈ Fdp (4)
is equivalent to
ν
({
k(X)B(X)q(X)
p(X)
})
< −d. (5)
Note that (4) denotes
t∑
i=1

a
(i)
1 · · · a(i)m
...
. . .
...
a
(i)
d · · · a(i)m+d−1

 ·

 k
(i)
0
...
k
(i)
m−1

 = 0 ∈ Fdp.
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Following the argumentations of [1, Proof of Lemma 10.6] we end up with
k(X)B(X)q(X)
p(X)
= g +H
with g ∈ Fp[X ] and H ∈ Fp((X−1)) of the form
∑∞
j=d+1 hjX
−j which is equivalent to (5).
We define
D′q,p,B = {k ∈ {0, 1, . . . , pm − 1}t : ν
({
k(X) · B(X) · q(X)
p(X)
})
< −d} \ {0}.
and its subset
D′q,p = {k ∈ {0, 1, . . . , pm − 1}t : k(X) · q(X) ≡ 0 (mod p(X))} \ {0}.
Using the above considerations we obtain for
1
|(G∗p,m)|t
∑
q(X)∈(G∗p,m)
t
∑
k∈∆∗m
ρwal(k)
∣∣∣∣∣∣
pd−1∑
l=0
walk(ynl)
∣∣∣∣∣∣ =
∑
k∈∆∗m
ρwal(k)
1
|(G∗p,m)|t
∑
q(X)∈(G∗p,m)
t
k∈D′
q,p,B
pd.
Altogether we have to compute for k ∈ ∆∗m the number
#{q(X) ∈ (G∗p,m)t : k ∈ D′q,p,B} = #{q(X) ∈ (G∗p,m)t : k ∈ D′q,p}︸ ︷︷ ︸
=:K1
+#{q(X) ∈ (G∗p,m)t : k ∈ D′q,p,B \ D′q,p}︸ ︷︷ ︸
=:K2
.
The easy part is to compute K1 which equals (p
m − 1)t−1 (confer, e.g., [1, Proof of
Theorem 10.21]).
We now concentrate on K2.
Let t0 be maximal such that kt0 6= 0. We denote by b(i) the projection of b onto the
first i components of b. Then
K2
(pm − 1)t−t0
= #{q(t0)(X) ∈ (G∗p,m)t0 : ν
({
k(t0)(X)B(X)q(t0)(X)
p(X)
})
< −d
and k(t0)(X) · q(t0)(X) 6≡ 0 (mod p(X))}
≤
∑
q(t0−1)(X)∈(G∗p,m)
t0−1
#{qt0(X) ∈ Gp,m :
ν({(k(t0−1)(X)B(X)q(t0−1)(X) + kt0(X)B(X)qt0(X))/p(X)}) < −d
and k(t0−1)(X) · q(t0−1)(X) 6≡ −kt0(X)qt0(X) (mod p(X))}.
Since p(X) is irreducible there is exactly one a(X) ∈ Gp,m such that
k(t0−1)(X) · q(t0−1)(X) ≡ −kt0(X)a(X) (mod p(X)).
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Thus
K2
(pm − 1)t−t0
≤
∑
q(t0−1)(X)∈(G∗p,m)
t0−1
#{qt0(X) ∈ Gp,m \ {a(X)} :
ν({(k(t0−1)(X)B(X)q(t0−1)(X) + kt0(X)B(X)qt0(X))/p(X)}) < −d}.
Now as qt0(X) runs through Gp,m \ {a(X)},
k(t0−1)(X) · q(t0−1)(X) + kt0(X)qt0(X) (mod p(X))
runs through all polynomials in G∗p,m. As B(X) and p(X) were assumed coprime we have
that
B(X)k(t0−1)(X) · q(t0−1)(X) +B(X)kt0(X)qt0(X) (mod p(X))
runs through all polynomials in G∗p,m.
Hence
K2
(pm − 1)t−t0 ≤
∑
q(t0−1)∈(G∗p,m)
t0−1
#{b(X) ∈ G∗p,m : ν(b(X)/p(X)) < −d}.
Altogether the core estimate provides Lemma 4 which states
#{b(X) ∈ G∗p,m : ν(b(X)/p(X)) < −u} ≤ pm−d − 1.
Thus
K2 ≤ (pm − 1)t−1(pm−d − 1).
So we can summarize
K1 +K2 ≤ (pm − 1)t−1pm−d.
Finally, application of Lemma 3 yields
1
|G∗p,m|t
∑
q∈(G∗p,m)
t
LD∗L(P) ≤ t +
pm
pm − 1
(
1 +m
p2 − 1
3p
)t
= Op,t(log
tN).
5 Proof of Theorem 4
The proof follows the same steps as the proof of Theorem 3, until we have to compute
the average
1
|(G∗p,m)|
∑
g(X)∈(G∗p,m)
LkD
∗
Lk
(Pk).
We show again that it is of the form Op,t(log
tN).
Using the same argumentation as in the proof of Theorem 3 we end up with treating
#{g(X) ∈ G∗p,m : k ∈ D′g,p,B,t} = #{g(X) ∈ G∗p,m : k ∈ D′g,p,t}︸ ︷︷ ︸
=:K1
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+#{g(X) ∈ G∗p,m : k ∈ D′g,p,B,t \ D′g,p,t}︸ ︷︷ ︸
=:K2
where
D′g,p,B,t = {k ∈ {0, 1, . . . , pm−1}t : ν
({
k(X) · B(X) · (g(X), g2(X) . . . , gt(X))
p(X)
})
< −d}\{0}.
and
D′q,p,t := {k ∈ {0, 1, . . . , pu−1}t : k(X)·(g(X), g2(X) . . . , gt(X)) ≡ 0 (mod p(X))}\{0}.
The easy part is again to estimate K1, which is ≤ t, since
k1(X)Y + k2(X)Y
2 + · · ·+ kt(X)Y t ≡ 0 (mod p(X))
has at most t solutions for Y modulo p(X).
In the following we show that K2 ≤ t(pm−d − 1).
We know that for each a(X) ∈ G∗p,m the congruence
k1(X)Y + k2(X)Y
2 + · · ·+ kt(X)Y t ≡ a(X) (mod p(X))
has at most t solutions for Y modulo p(X). As B(X) and p(X) are coprime
B(X)k1(X)Y +B(X)k2(X)Y
2 + · · ·+B(X)kt(X)Y t ≡ b(X) (mod p(X))
has at most t solutions for each b(X) ∈ G∗p,m. By Lemma 4 only pm−d − 1 values of
b(X) have to be considered. Hence we have K2 ≤ t(pm−d − 1).
Then the result follows exactly by the same arguments as in the proof of Theorem 3.
Remark 1 Note that bounding K2 in the proof of Theorem 4 would not work if we con-
sider generating tuples of the form (1, g(X), . . . , gt−1(X)) instead of (g(X), g2(X), . . . , gt(X)).
This is the reason why we defined Korobov polynomial lattice point sets in this way. Fur-
thermore, mixing a polynomial point set P(1, p(X)) with the first component (n/pm)n=0,1,...,pm−1
won’t result in good discrepancy bounds.
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