An early result of optical focusing theory is the Lommel field, resulting from a uniformly illuminated lens; the dark rings in the focal plane, the Airy rings, have been recognized as phase singularities. On the other hand, it is well known that Gaussian illumination leads to a Gaussian beam in the focal region without phase singularities. We report a theoretical and experimental study of the transition between the two cases. Theoretically, we studied this transition both within and outside the paraxial limit by means of diffraction theory. We show that in the gradual transition from uniform toward Gaussian illumination, the Airy rings reorganize themselves by means of a creation/annihilation process of the singularities. The most pronounced effect is the occurrence of extra dark rings (phase singularities) in front of and behind the focal plane. We demonstrate theoretically that one can bring these rings arbitrarily close together, thus leading to structures on a scale arbitrarily smaller than 1 wavelength, although at low intensities. Experimentally, we have studied the consequences of the reorganization process in the paraxial limit at optical wavelengths. To this end, we developed a technique to measure the three-dimensional intensity (3D) distribution of a focal field. We applied this technique in the study of truncated Gaussian beams; the experimentally obtained 3D intensity distributions confirm the existence and the reorganization of extra dark rings outside the focal plane. © 1998 Optical Society of America [S0740-3232(98) 
INTRODUCTION
The focal field produced by a lens has been extensively studied in the past by many researchers. A very early result is the so-called Lommel field, which is the focal field that results when one uniformly illuminates the lens in the paraxial limit. In this limit one can analytically solve the Huygens-Fresnel diffraction integral in terms of so-called Lommel functions. 1 A prominent feature of the Lommel field is the Airy pattern in the focal plane: a pattern of concentric dark and bright rings. In the past these dark rings have been recognized as phase singularities. 2, 3 The concept of phase singularities in wave fields was emphasized by Nye and Berry 4, 5 ; phase singularities are defined as points in space where the gradient of the phase diverges and where the phase itself is undefined. A consequence is that at such a point the amplitude of the wave field is identically zero. Another example of a phase singularity in optics is the axis of a Laguerre-Gaussian donut beam. As Nye and Berry showed, phase singularities are very general topological properties of wave fields and therefore intrinsically stable against small perturbations. It turns out that a description in terms of phase singularities is extremely useful to understanding both the global and local properties of diffracted wave fields.
Using a laser beam, which generally has a Gaussianbeam profile, is of course a most common focusing approach. Gaussian illumination of a lens results, in principle, again in a Gaussian beam behind the lens. 6 What is important here is that such a Gaussian focal field contains no phase singularities, in contrast to the focal field produced by uniform illumination. However, it is generally known that singularities can disappear only when two singularities of opposite charge annihilate. Therefore an obvious question to ask is how the gradual transition from uniform toward Gaussian illumination affects the presence and the spatial distribution of the phase singularities in the focal field.
In this paper we address this question in detail, both theoretically and experimentally. We study the distribution of phase singularities in the focal region of a lens illuminated by a Gaussian beam and truncated by the aperture of the lens.
Theoretically, we discuss the structure of the focal region, by means of numerical calculations based on diffraction theory, in terms of phase singularities, and we study their distribution as a function of the amount of truncation of the beam by the aperture. As we will show, in the case of partial truncation, the Airy rings reorganize themselves by means of a creation/annihilation process of the singularities. This process leads to extra dark rings outside the focal plane and, surprisingly, to structures on a subwavelength scale (in this paper we use the word subwavelength in the sense of arbitrarily smaller than 1 wavelength). As we will see, this can be specially relevant in the case of strong focusing.
In our theoretical study of the focal field, we will rely heavily on the use of diffraction theory. We will not discuss the different diffraction theories that we use in detail but refer to the literature for more details. An overview of the major theories can be found in Refs. 1 and 7. For completeness, we mention Ref. 8 , in which one of the present authors initiated the theoretical part of this study, and Ref. 9 , in which the preliminary results have been published.
Experimentally, we studied the three-dimensional (3D) intensity distribution of the focal region; to this end, we applied a recently developed technique that enables us to measure this 3D intensity distribution with high resolution and large dynamic range. The details of this technique have been published in Ref. 10 . This paper is organized as follows: In section 2 we discuss the nature of the problem and address the paraxial limit by means of numerical calculations of the focal field, using scalar diffraction theory. In Section 3 we extend our analysis into the nonparaxial regime by means of vector diffraction theory and discuss in detail the subwavelength aspects. In Section 4 we discuss the experiments done to verify the various predictions made for the paraxial regime. Finally, in Section 5 we summarize our results.
PARAXIAL CASE
In this section we state the nature of the problem, give a theoretical analysis in the paraxial regime, and present the numerical calculations by using scalar diffraction theory. The situation that we address is depicted in Fig. 1 .
We consider the field produced by focusing a monochromatic Gaussian beam of light (1/e amplitude width w, x polarized), truncated by an aperture. The lens is assumed to be aberration free, meaning that the wave front S after refraction is spherical and centered around the geometrical focal point. The relevant parameters are the focal length f, the lens radius a, and the half-aperture angle . The numerical aperture NA of the configuration is defined as NA ϵ sin , and the Fresnel number N as N ϵ a 2 /f. In the paraxial regime (a Ӷ f, i.e., NA Ӷ 1), one component of the electromagnetic field is dominant, and a description in terms of a scalar wave field V(r, t) is adequate. In this regime V(r, t) satisfies the scalar wave equation
and obeys specific boundary conditions. Assuming a monochromatic field V(r, t) ϵ u(r)exp(Ϫi t), the timeindependent field amplitude u(r) has to obey the scalar Helmholtz equation
with k ϵ /c. In the remainder of this section, we will numerically solve this equation in the paraxial limit.
A. Scalar Debye Diffraction Theory
We will use the scalar Debye diffraction theory to find solutions of Eq. (2). The Debye theory has been shown to be adequate in the limit kf ӷ /sin 2 (/2).
11
In the paraxial regime (NA Ϸ Ӷ 1), this is equivalent to the statement that the Fresnel number N should be much larger than unity. In practical optical focusing configurations, this is often the case; the consequences of small Fresnel numbers are discussed in Appendix A. We briefly remind the reader of the relevant formulas but refer to the literature for an extensive treatment of the Debye theory. 1, 7 The Debye theory expands the focal field u(r) in a superposition of plane waves, which are the simplest exact solutions of Eq. (2):
with the restriction k x 2 ϩ k y 2 ϩ k z 2 ϭ k 2 . Here k denotes the propagation vector of the plane wave. In principle, k is allowed to be complex; in that case Eq. (3) does not describe a traveling wave but represents an evanescent wave. The Debye approximation states that only those plane waves are taken into account that have a k vector lying in the cone formed by the aperture seen from the focal point:
where ⍀ is the solid angle that the aperture subtends as seen from the focal point. Evanescent waves are obviously not included in the angular superposition of relation (4) . The relative weights U(k x , k y ) in relation (4) can be determined from the field u a (x, y) inside the aperture, which we assume to be known:
When we assume that the input field has circular symmetry around the optical axis [i.e., u a (x, y) ϭ u a (), where ϵ ͱ x 2 ϩ y 2 is the distance to the optical axis], we can perform one integration in relation (4) analytically and the Debye integral reduces to
Fig. 1. Schematic focusing configuration. The lens is assumed to be aberration free; the focal distance f and the aperture radius a are assumed to be large as compared with the wavelength. The origin of the coordinate system is placed in the geometrical focal point. The incoming wave is assumed to be x polarized and propagates in the positive z direction. Refraction at the lens causes the E vector to rotate toward the focal point. E S is the field on the wave front S after refraction. The aperture is placed at z ϭ Ϫf. The wave vector of the incoming beam is denoted by k.
From this expression one sees that the intensity distribution of the focal field is symmetric with respect to the focal plane 12 ; this property is typical for Debye theories and is lost in a Kirchhoff theory. Note that this integral solves the scalar Helmholtz equation (2) for any value of NA. The reason that we reject the solutions outside the paraxial limit is that in that case a scalar description is inadequate. In the paraxial limit, one can approximate relation (6) and Eq. (7) through k z Ϸ (k Ϫ k t 2 /2k) and sin Ϸ , leading to
In the remainder of this section, we will numerically evaluate the paraxial Debye integral (8) .
B. Various Input Illuminations
First, we discuss two focal fields that are well known from literature, the Lommel field and the Gaussian field, and answer the question of how to relate them in terms of phase singularities.
The Lommel field is the focal field of a uniformly illuminated circular aperture u a () ϭ 1, calculated by means of paraxial Debye theory. For this case the paraxial Debye integral can be expressed analytically in Lommel functions. 1 The focal field and the amplitude in the focal plane are plotted in Fig. 2 for the case NA ϭ 0.1.
As can be seen from relation (4), the field in the focal plane z ϭ 0 can be expressed analytically as the Fourier transform in cylindrical coordinates of the circular aperture:
This function corresponds to the well-known Airy ring pattern [see Fig. 2(a) ]. The field has a bright spot in the center, surrounded by an infinite number of bright rings and dark rings (of zero intensity) in between. The field outside the focal plane is shown in Fig. 2 (b) in the form of an intensity contour plot, calculated by using relation (8) .
The dark rings can be identified as phase singularities, 2, 3 as illustrated in Fig. 3 , where phase contour lines are plotted in the neighborhood of the first dark Airy ring. In the point of zero intensity, the phase contours join, indicating that the phase is undefined there, thus forming a phase singularity. This singularity is accompanied by a phase saddle point S, where the gradient of the phase vanishes.
A phase singularity is a point around which the phase increases by 2n over any closed path that encircles the singularity; since the wave field is single valued, n is restricted to integer values. 4 This number n, the topological charge, can be used to label a phase singularity. The phase contours in Fig. 3 show that the dark Airy rings are stationary edge dislocations in the phase fronts, around which the phase surface is helical (phase vortex); the phase increases by 2 in one round trip, giving a topological charge of ϩ1. The dislocation line coincides with the dark Airy ring, a closed circle in the focal plane, centered around the optical axis; the dark point in the figure is the intersection of this circle with a plane through the optical axis. It can be shown that, in general, singularities connected by the same phase contour line must have opposite charge. 13 In the case of the Airy rings, which all have the same charge, the singularities are not connected, because of the presence of the phase saddle point S, which is discussed in more detail in Ref. 4 .
When considering the case of Gaussian illumination, u a () ϭ exp(Ϫ 2 /w 2 ), with w Ӷ a (no truncation), one can analytically solve the diffraction integral in relation (4) . The result is that the field after the lens is the Fourier transform of a Gaussian, which is another Gaussian beam. Obviously, phase singularities are absent in this case. An example of a Gaussian field distribution is shown in Fig. 4 .
The field in each transverse plane has a Gaussian distribution, as shown in Fig. 4(a) . The width of the Gauss- ian is a function of the z coordinate and has a minimum w 0 in the focal plane z ϭ 0. 6 We now ask ourselves the question of what happens in the intermediate case: we illuminate the lens with a Gaussian beam, having a 1/e amplitude width w, which is of the order of the lens radius a, i.e., the beam is partially truncated or apodized. 14 We are not in the regime of uniform illumination (w ӷ a), giving the Lommel field with phase singularities, and neither are we in the regime of Gaussian illumination (w Ӷ a), giving a Gaussian-beam waist without phase singularities. Will the focal field contain phase singularities or not, and if so, what is their spatial distribution? The answer to this question is to be found in the field outside the focal plane. Using the paraxial Debye diffraction integral in relation (8), we will continue the field in the (, z) plane. As we have an interest in the Airy ring pattern or its remnants, we concentrate on the region close to the focal plane but outside the geometrical cone.
C. Reorganization of Singularities
We now describe the gradual conversion from a uniform amplitude toward a Gaussian by introducing a truncated Gaussian amplitude distribution in the aperture:
In the limit a/w ↓ 0, the focal field is equivalent to the Lommel field (Fig. 2) . The intensity in the focal plane is thus the Airy ring pattern [relation (9) ]. In the other limit, a/w → ϱ, the intensity that is cut off by the aperture goes to zero, and we obtain a Gaussian distribution as in the waist of a paraxial Gaussian beam (Fig. 4) . The field distribution in the focal plane in the intermediate case (finite aperture, finite Gaussian width) is shown in Fig. 5(a) . For w ӷ a the Airy ring structure dominates. As the input amplitude starts to deviate from a uniform distribution, the central spot grows. This is related to the reduced spread of the beam in the aperture, which gives a larger spread in the focal plane. This is accompanied by a smaller distance between the Airy rings (marked A and B) close to the focus. The rings far from the focal point do not move, but their intensity is reduced. Between a/w ϭ 1.563 and a/w ϭ 1.621, the innermost two zero points (A and B) approach and coalesce [see Fig. 5(b) ]. Beyond a/w ϭ 1.621 the innermost two dark rings (zero points) have disappeared. This process continues with the next pair. As a/w becomes larger, the zero point that is then closest to the axis appears further from the axis ϭ 0 and the next maximum has still lower intensity. In this way the Airy rings disappear, and the beam distribution gradually approaches that of a Gaussian.
The question is now how to understand the disappearance of the rings in terms of phase singularities. To study what happens with the Airy rings, we have calculated the focal field in the (, z) plane for the input field given by Eq. (10). In the limit a/w ↓ 0, we obtain the Lommel field as depicted in Fig. 2(b) . The opposite limit, a/w → ϱ, gives the Gaussian beam as depicted in Fig.  4 (b). Two intermediate cases (finite aperture, finite Gaussian width) have been depicted in Fig. 6 . From these plots we can see that the zero points that disappear . Shown is the region close to the first dark Airy ring at Ϸ 6.098. Thick curves are contours of constant intensity, with adjacent lines differing by a factor of 10 (and normalized to 1 in the focal point ϭ z ϭ 0). Thin curves are phase contours; the phase difference between adjacent phase contours is /4. The point through which all phase contours cross (the first Airy ring) is a phase singularity, and the point S slightly above it is a phase saddle point. The fact that eight phase contours spaced by /4 collapse into the dark Airy ring shows that the charge of the singularity is ϩ1. from the focal plane can be found outside the focal plane. Analysis shows that this occurs by means of a creation/ annihilation process, as illustrated in Fig. 7 , which shows the field near the first two Airy rings as a function of the parameter a/w.
If a/w is increased from zero to some finite value, then the two innermost singularities come closer together. As the two rings closest to the axis ϭ 0 approach, the second one (labeled B) is split into three rings. This occurs through the creation of two new singularity rings that During this process the various saddle points (as in Fig.  3 ) accompanying the singularities behave similarly, as shown in more detail in Fig. 8 . When the singularities A and B approach each other, the saddle points, indicated by crosses, first approach each other, then bounce off and end up outside the focal plane, and finally approach each other again and annihilate together with the singularities. This behavior of the saddle points during the annihilation of two singularities can be described analytically, as has been demonstrated in Ref. 15 (see, in particular, Fig. 4 of this reference). Various topological constraints that exist for singularities and saddle points have been described in Ref. 16 .
The result is thus that the innermost two Airy rings, which seem to have disappeared in Fig. 5 , have in fact not disappeared but have reorganized and end up outside the focal plane. As long as these two extrafocal singularities are close to the focal plane, their presence is still visible as a local minimum in the upper curve in Fig. 5(b) . As can be seen from Fig. 9 , this process continues with the next pair of singularities in the focal plane. In the limit of large a/w (right-hand side of Fig. 9 ), many singularities will have left the focal plane; they are found far from the optical axis at extremely low intensities.
Note that the intensity in the first bright ring is already very small for moderate values of a/w. The fact that these phenomena occur at very low intensity is presumably the reason that they have never been recognized before. For example, Fig. 12 .38 of Ref. 7 shows the intensity distribution near the focus for a value of a/w such that the second singularity counted from the optical axis is about to split up into three, according to our calculations. The lowest-intensity contour in that plot, however, corresponds to an intensity that is well above the intensity of the first bright Airy ring.
In the paraxial examples above, we have calculated the field in the case NA ϭ 0.1. Within the paraxial approximation, the result for other values of the NA can be obtained with a trivial scaling: the transverse size scales proportionally to (NA) Ϫ1 and the longitudinal size scales proportionally to (NA) Ϫ2 , as can be deduced from relation (8) .
The reader may have gotten the impression that the particular choice of a Gaussian illumination is essential; this is not the case. We have studied many amplitude distributions u a () other than the truncated Gaussian. In most cases we could observe the reorganization process. The field patterns become, however, more complicated than in the Gaussian examples presented above, so that interpretation becomes more difficult. Furthermore, since Gaussian beams are widely used in practice, we have restricted our presentation to truncated Gaussian beams.
D. Subwavelength Aspects
From the fact that, during the creation/annihilation process, the distance between singularities decreases to infinitesimal values, one sees that this naturally leads to structures on a scale arbitrarily smaller than 1 wavelength. This remarkable fact was already pointed out by Berry 5, 17 : the topological nature of phase singularities ensures their stability and their survival in the subwavelength regime. Of course, decreasing the distance between neighboring singularities has its consequences for the intensity in this region of the field: e.g., in Fig. 7 at a/w ϭ 1.621, the distance between A and B is smaller than /2, but the intensity in this region is also very small (Ͻ10 Ϫ9 ). As will become clear in Section 3, this intensity depends on the distance between the singularities and can be increased by stronger focusing. Therefore we will postpone a detailed discussion of the subwavelength aspects to Subsection 3.E.
NONPARAXIAL CASE
It is clear that, outside the paraxial regime, vector aspects of light are important on account of the large angles in the problem. Therefore a scalar description is inadequate, and vectorial diffraction theory has to be used. The purpose of this section is to study the problem of Section 2 outside the paraxial limit by means of vector calculations. Although a vector problem has in general a high degree of complexity and the calculations are much more elaborate, we will show that the distribution of phase singularities remains a useful concept to describe the properties of the field. To keep the discussion clear, this section is organized along the same lines as those of Section 2, but, of course, now with the use of vector theory.
A. Vector Debye Diffraction Theory
To calculate the electric-field vector E in the focal region, we employ electromagnetic diffraction theory, based on a vectorial equivalent of the Debye integral. A description of this theory can be found in Refs. 7, 18, and 19. Again, this is allowed in the case of a large Fresnel number N, leading to a focal field that is symmetric with respect to the focal plane. Since N ϭ (NA) 2 f/, one sees that for large NA the Fresnel number is of the order of f/, which is, of course, much larger than unity in most practical cases. The case of small Fresnel numbers is discussed in Appendix A. When the polar coordinates and are defined in the usual way, the vectorial equivalent of the Debye diffraction integral of relation (4) reads as
where E S (, ) is the electric field on the refracted wave front S in Fig. 1, k(, ) is the wave vector pointing from the wave front S toward the focal point, and the integration extends over the wave front S in Fig. 1 . Expressions for the field E S (, ) can be found by applying the Fresnel equations, describing the refraction of the electric field at the surface of the lens. We consider the incoming E field to be x polarized, having a Gaussian-beam profile and propagating in the positive z direction, leading to the following expression for E S (r):
with ϭ f sin and w ӷ .
In these equations E in () describes the Gaussian-beam profile, the factor ͱcos takes into account that the energy flux of the incident plane wave front is projected onto the spherical wave front S, and the terms inside the large parentheses describe the rotation of the E vector at the lens surface as follows from the Fresnel equations. The ͱcos factor describing the energy projection corresponds to a so-called aplanatic focusing system. In the literature two other types of projection are frequently encountered: uniform and parabolic projection. 7 We restrict ourselves to the aplanatic energy projection; the other cases can be modeled by assuming a nonGaussian input profile on an aplanatic projection system. From Eq. (12) one clearly sees that in the paraxial limit (0 Ͻ Ͻ with Ϸ NA Ӷ 1), E y and E z are negligible when compared with E x . To be precise, Eq. (12) then reduces to
and one sees that only the x component of the electric field survives; this is the justification of the use of scalar theory in Section 2. In fact, relations (11) and (14) are identical to the scalar paraxial Debye diffraction integral with the role of u a () played by E in (). In general, as can be seen from relation (14) , the field components in the x, y, and z directions will be of the order of 1, (kw 0 ) Ϫ2 , and (kw 0 )
Ϫ1 , respectively, where w 0 is the beam radius in the focal region. 20 This means that in the case of strong focusing (w 0 Ϸ ) the y and z components cannot be neglected.
The integration in the two-dimensional integral in relation (11) can be performed analytically, leading to expressions involving Bessel functions:
with
where (r, Ј, Ј) denote the polar coordinates of the observation point r. Similar expressions in terms of I 0 , I 1 , and I 2 can be found for the magnetic field, the Poynting vector, and the energy density. 7 From the dependence on the azimuthal coordinate Ј in relation (15) , one sees that in general the focal field is not cylindrically symmetric, which complicates the presentation of the results. For example, the fields in the x -z plane differ from those in the y -z plane. We will show the field distribution in the x -z plane only, since this plane turns out to be representative for the structures found.
In the case of a vector field, it is not immediately clear what the proper generalization of a phase singularity is. Since we consider an x-polarized beam, E x will be dominant and can be treated as a scalar field; furthermore, since in the paraxial limit E x naturally goes over in the scalar wave field u in relation (6), phase singularities in E x are an obvious choice. At this point we mention the so-called disclinations, points at which the transverse part of E completely vanishes and the direction of the polarization ellipse is singular. Disclinations have been put forward by Nye as a vector generalization of a scalar phase dislocation. 21 From relation (15) we have E y ϭ 0 in the x -z plane, which means that zeros of E x in the x -z plane coincide with the disclinations introduced by Nye.
B. Various Input Illuminations
We assume a lens with NA ϭ 0.9 ( ϭ 64°), f ϭ 1000, and a ϭ 2065. Uniform illumination, E in () ϭ 1, leads to a focal field as depicted in Fig. 10 . Shown are the total energy density (E • E* ϩ B • B*) and the intensity and phase contours of the x component of the E field. The difference between the two is a result of the fact that y and z components cannot be neglected. One clearly sees the familiar Airy pattern in the focal plane, as formed by the zeros of E x , just as in the scalar paraxial case. Note that E • E* ϩ B • B* has no zeros. In the remainder of this section, we will concentrate on the x component as shown in Fig. 10(b) .
The case of a Gaussian illumination, E in () ϭ exp(Ϫ 2 /w 2 ) with w Ӷ a, is shown in Fig. 11 . We conclude that, outside the paraxial limit, Gaussian illumination (with w Ӷ a, i.e., no truncation) leads to a focal field that contains no singularities (zeros of E x ). From this we expect that in the intermediate case (w Ϸ a) a reorganization process will occur, similar to that in the paraxial case.
C. Reorganization
Now we consider an intermediate case: we use the same lens, but the Gaussian beam has now a 1/e amplitude radius of w ϭ 570 and is thus truncated by the lens (a/w ϭ 3.62). The amplitude and the phase of E x in the focal region are displayed in Figs. 12 and 13.
As illustrated in Figs. 12 and 13, the Airy rings reorganize themselves in the same way as in the paraxial case ( Fig. 6 ): starting from a uniform illumination (a/w ↓ 0), we have the Airy rings A and B in the focal plane. When a/w increases, B is split into three (B, C, and D); upon further increasing a/w, we see that A and B approach each other, and C and D move away from the focal plane. This stage is depicted in Fig. 13 . Finally, at still larger a/w, A and B annihilate. The vorticity of the phase contour curves encircling the singularities defines the associated topological charge (the charges of A, B, C, and D, are respectively ϩ1, Ϫ1, ϩ1, and ϩ1). Note that the creation/annihilation process conserves the total topological charge.
This reorganization process occurs on a subwavelength scale: in Fig. 13 the singularities are separated by distances of approximately 0.15. Note that the intensity ͉E x ͉ 2 in this region of the focal field is very low: the intensity midway between the singularities A and B is approximately 2 ϫ 10 Ϫ6 . Although low, it is much higher than that in the paraxial case shown in Fig. 6 : increasing the NA also increases the intensity of the region in which the subwavelength structures are embedded. This aspect will be discussed in detail in Subsection 3.E.
D. Transition from the Paraxial to the Nonparaxial Case
The reorganization process seems to be independent of the NA of the system. To study this in more detail, we have plotted in Fig. 14 Of course, for NAϭ0.1, we recover the paraxial result of Fig. 9 , as can also be seen by making the paraxial approximation in relation (15), leading to 2 ), with adjacent curves differing by a factor of 10 and normalized to 1 in the focal point. Thin curves are curves of constant phase, with adjacent curves differing by /4. A series of dark (Airy) rings appears in the focal plane; the region around the first dark ring is enlarged in Fig. 13 below, showing the reorganization process. (19) which is identical to the paraxial relation (8) for z ϭ 0.
One sees that in the gradual transition from uniform toward Gaussian illumination the Airy rings reorganize themselves by means of a creation/annihilation process, independent of the NA: the only difference that the value of NA makes is that it alters the a/w value at which the reorganization process starts. Paraxially, the reorganization starts at a/w Ϸ 1.5, whereas for NAϭ0.9 the process starts at a/w Ϸ 3.4; in both cases the larger a/w is, the more the rings reorganize themselves until all rings have left the focal plane. The fact that the reorganization starts at larger a/w for larger NA can be understood from the presence of the factor ͱcos in Eq. (12) describing the aplanatic energy projection. This factor multiplies the Gaussian-beam profile E in () and thereby effectively decreases its width (the larger the NA, the stronger this effect), thus leading to a larger a/w value.
The fact that the reorganization process is independent of the NA does not mean that the vector character of light is irrelevant. So far, we have concentrated on the x component only; however, since the y and z components of the field are nonzero, the total intensity does not show the same behavior as that of the x component. To illustrate this, we have plotted in Fig. 15 the different field components along the x axis for the specific case of Figs. 12 and 13 (where reorganization is in progress).
From Fig. 15 one sees that the total energy density exhibits no subwavelength structure (neither does the electric energy density, not shown).
E. Subwavelength Aspects
Subwavelength structures in a wave field are well known in the form of evanescent waves (in which the wave vector is complex). However, these structures are limited to the near field of a material object; this is exploited in techniques such as near-field optical microscopy, where one scans a probe through the near field of an object to make an image on a subwavelength scale. We have found that a wave field can contain structure in its far field on a scale smaller than 1 wavelength; this seems to be fundamentally different from subwavelength structure that is due to evanescent waves.
On the one hand, the fact that subwavelength structures can exist in the far field can be understood from the topological nature of the singularities: the creation/ annihilation process allows for an arbitrarily small distance between the edge dislocations A Ϫ B and B Ϫ C Ϫ D in Figs. 6(b), 7, and 13. On the other hand, this seems to be in conflict with Fourier theory: wave fields of wavelength cannot show structures oscillating on a scale smaller than , since this is the highest Fourier component present. As pointed out by Berry, 17, 22 topological structures separated by distances much smaller than the wavelength of the light can be described by socalled superoscillating functions, i.e., functions that oscil- Fig. 9) ; the other plots show the results for NA ϭ 0.3, 0.7, and 0.9. As in Fig. 9 , the joining of two curves indicates annihilation of two singularities.
late arbitrarily faster than their highest Fourier component. The price paid for having such superoscillations is that the field amplitude becomes very low in this region of the field. See Appendix B for a brief description of superoscillating functions.
We will show in this subsection that the resolution of these subwavelength structures, by which we mean the distance between neighboring singularities, has consequences for the intensity of the region in which the singularities are embedded. We will focus on the question of what determines the value of the embedding intensity and address in particular the role of the NA of the focusing system.
As can be deduced from Fig. 13 , the intensity between two phase singularities has a saddle point; the saddlepoint intensity is a good measure for the visibility of the subwavelength structures. To investigate the consequences of reducing the distance between the phase singularities for the saddle-point intensity, we have calculated the intensity in the saddle point as a function of the distance. Figure 16 shows the intensity of the x component of the electric field in the saddle-point between the singularities A and B as a function of their separation ⌬x. This distance was changed by changing the width w of the input Gaussian beam (in the range w ϭ 560 to 580) while keeping NAϭ0.9 and f ϭ 1000 constant. The curve obeys a simple power law: I ϰ (⌬x) 4 . This result can be easily understood as follows: the field amplitude near an isolated singularity with charge Ϯ1 is locally linear in the distance to the singularity. 4 Between the two singularities, the field has to have a maximum. The simplest field fulfilling these requirements is described by a parabola, having an amplitude quadratic in the distance. This quadratic term is of course the first higher-order term in a Taylor expansion; in fact, we have checked this by computation for distances as displayed in Fig. 16 and found that the field between the singularities A and B is almost a perfect parabola. The maximum of the parabola coincides with the saddle point. Since the intensity is proportional to the square of the field, this gives I ϰ (⌬x) 4 . This result can be extended to phase singularities of higher topological charges, revealing the general rule I ϰ (⌬x) 2(͉m͉ϩ͉n͉) , where m and n are the topological charges of the singularities; that is, the higher are the charges involved, the faster the field decays. We observed in Fig. 14 that the reorganization process is quite independent of NA. What does change is the intensity of the region in which the subwavelength structures are embedded. Even in the paraxial limit (NAӶ1), subwavelength structure remains present, although at extremely low intensities; the only result of lowering NA is a decrease of the intensity in the saddle point between the singularities. To investigate this effect, we varied NA while keeping ⌬x ϭ 0.15 constant; the result is shown in Fig. 17 .
We observe again a power law: I ϰ (NA) 4 . It illustrates the major difference between the paraxial and nonparaxial cases: the NA determines the intensity of the region of the field in which the subwavelength structures are embedded. From an experimental point of view, it is clear that to observe these structures in the subwavelength regime, it is necessary to strongly focus the beam in order to maximize the intensity in the saddle point.
By combining the two results, we find I ϰ (NA ϫ ⌬x) 4 for the saddle-point intensity. The fact that the exponent of the two power laws is the same suggests a common origin of the two power laws. However, the fourth power in I ϰ (⌬x) 4 has its origin in the local topological properties Fig. 15 . Different field components along the x axis for the case depicted in Figs. 12 and 13 : the x component of the electric field, ͉E x ͉ 2 (dashed curve); the z component ͉E z ͉ 2 (solid curve); and the total energy density E • E* ϩ B • B* (dotted curve). E • E* has been normalized to 1 in the focal point. The first two zeros of E x are separated by a distance of 0.15 and correspond to the singularities A and B in Fig. 13 . Fig. 16 . Calculated intensity I ϵ ͉E x ͉ 2 in the saddle point between the neighboring phase singularities A and B as a function of their distance ⌬x. The distance was changed by slightly changing the width w of the beam (while keeping NA ϭ 0.9 constant). Each intensity value was divided by the intensity in the focal point, so the values plotted are relative intensities. Note the double logarithmic scale. The line is a linear fit to the calculated points and has a slope of 4.02 Ϯ 0.03. of the phase singularities, whereas the fourth power in I ϰ (NA) 4 is related to the global structure of the field, as dictated by the NA.
EXPERIMENTAL VERIFICATION
In this section we describe an experimental study of the reorganization effects. In Sections 2 and 3, we showed theoretically that the most pronounced effect of the reorganization process is the existence of extra dark rings outside the focal plane; they occur in both the paraxial and nonparaxial regimes. These extrafocal dark rings seem the most promising aspect for experimental verification. To this end, we developed an experimental technique to measure the 3D intensity distribution of a focal field; our goal is to measure an intensity map as in Fig. 6 . We first describe the experimental setup and technique used to perform measurements of the 3D intensity distribution of the focal field. Then we discuss the experimental results and compare them with theory.
A. Experimental Setup
The details on the experimental technique to measure 3D intensity distributions in the neighborhood of a paraxial focus have been published elsewhere 10 ; therefore we will give only a brief description.
As shown in Fig. 18 , we illuminate an apertured lens with a linearly polarized Gaussian laser beam and place a two-dimensional CCD image sensor in the focal region to make an image of the beam profile at a certain z coordinate. This is repeated many times for different z coordinates (typically at 500 z coordinates); to this end, the CCD sensor was mounted on top of a translation stage, allowing us to move the sensor along the z axis. From the data obtained in this way, we construct an intensity map of the -z plane. This map can then be compared with the various theoretical results as shown in the previous sections.
For successful implementation of this concept, special caution should be taken to ensure the mechanical stability of the setup. When the beam-pointing stability of the laser and the mechanical stability of the translation stage are good enough, intensity maps accurate to the size of 1 pixel on the CCD chip (9 m ϫ 9m) can be obtained. Using a CCD image sensor having a large intrinsic dynamic range, combined with overexposing to extend this dynamic range, we were able to produce intensity maps showing a dynamic range of more than 5 orders of magnitude. 10 To increase the signal-to-noise ratio of the signal, we averaged the intensity distribution in the azimuthal direction; this is allowed because the intensity distribution is circularly symmetric in the paraxial limit. A further increase in signal-to-noise ratio can be accomplished by averaging multiple pictures at each z position. To achieve high-resolution intensity maps, the use of this technique is again restricted to paraxial circumstances: the size of the diffraction pattern scales proportionally to (NA) Ϫ1 in the transverse direction and proportionally to (NA) Ϫ2 in the longitudinal direction. Therefore a small value of NA is desired. Pixel sizes of the order of 9 m limit the NA to values below 10 Ϫ2 . However, a value below 10 Ϫ3 leads to a longitudinal extent of the diffraction pattern that exceeds 1 m, which is unpractical; therefore the NA is limited to values of NA ϭ 10 Ϫ3 to 10 Ϫ2 . This makes the technique especially suitable for verification of the reorganization phenomena in the paraxial limit, as discussed in Section 2.
From the fact that the pixel size of the CCD chip (9 m) is much larger than the wavelength of the laser beam ( ϭ 632.9 nm), it is clear that the smallest detail that our method can resolve is 1 pixel. This is sufficient to detect the presence of the extra singularities outside the focal plane. The subwavelength aspects of the reorganization process cannot be verified; this would require a detector much smaller than 1 wavelength, e.g., a single fluorescent molecule.
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B. Experimental Results
First, we measured the positions of the singularities in the geometrical focal plane as a function of the truncation ratio a/w. As an aperture we used an iris diaphragm, allowing an easy adjustment of its size; in this way we can adjust the a/w ratio. The fact that the diaphragm was not perfectly circular (instead, it is a dodecahedron, whose ''radius'' varies by 2%) was not problematic because we averaged the intensity distribution in the azimuthal direction. The result is shown in Fig. 19 .
The position of the singularities is shown in Fig. 19 as a function of a/w; this ratio was varied by changing a. A Fig. 18 . Experimental setup. The following acronyms are used: P ϭ polarizer, SF ϭ spatial filter/telescope, L ϭ lens, A ϭ aperture, and CCD ϭ CCD image sensor. The origin of the coordinate system is located at the geometrical focal point. consequence is that the NA also changes; the higher a is, the higher NA is and the closer the singularities are to the optical axis. So the trend ϰ 1/NA ϰ 1/a is understandable; to correct for this trend, we have shown vertically in Fig. 19 a, which is more or less constant. We see that for increasing a/w the first two Airy rings (A and B) approach, until at a/w Ϸ 1.6 they annihilate. From Fig. 19 one sees the good agreement with theory (cf. Fig. 9 ). From this result it is clear that the two singularities A and B disappear from the focal plane.
The next step is to check whether these singularities can indeed be found outside the focal plane. To this end, we measured the 3D intensity distribution in the neighborhood of the focal point.
In Fig. 20 the experimentally obtained intensity distribution in the focal region is shown in the form of an intensity contour plot. The figure contains 500 ϫ 100 pixels in, respectively, the horizontal and vertical directions. Linear interpolation was used to draw contour lines between pixels; in this way the underlying grid is hardly visible. The ratio a/w ϭ 0.59 is such that the familiar Airy pattern in the focal plane can be observed: seven singularities can be seen in the plane z ϭ 0. The asymmetry with respect to the focal plane is due to the finite Fresnel number N ϭ 8.5. 24 Remarkable is the almost total absence of noise in the various contours; this is caused by the averaging in the azimuthal direction and the use of many (500) pictures. The use of overexposed images leads to an intensity map showing a dynamic range of 5 decades.
To observe the reorganization phenomenon, we concentrate on the boxed region in Fig. 20 near the first two Airy rings. For different values of a/w, this region is shown in Fig. 21 .
From Fig. 21 we conclude that in the gradual transition from uniform toward Gaussian illumination of the lens L, the Airy rings, labeled A and B, do indeed disappear from the focal plane z ϭ 0.
By means of a creation/ annihilation process, extra singularities (labeled C and D) are created outside the focal plane, and the remnants of the Airy rings annihilate. These experimental results are in full agreement with the theory as discussed in Section 2.
The fact that the experimentally obtained intensity distributions in Figs. 20 and 21 are somewhat asymmetric with respect to the focal plane can be understood from the fact that, on account of the finite Fresnel number (N Ϸ 8), the Debye theory is not strictly applicable. Instead, a Kirchhoff diffraction theory should be used (see Appendix A). We have found that the experimental results are in good agreement with computations based on the Kirchhoff theory (not shown, but see Ref. 10) .
It should be noted that the exact size of the aperture is quite important. From Fig. 7 one sees that to proceed from the Airy pattern toward the situation in which the singularities in the focal plane have annihilated (leaving only singularities outside the focal plane), it is sufficient to increase the ratio a/w by only 15%. Therefore, to observe the intermediate stages of the reorganization process, one should adjust the aperture size carefully; we found that this was still possible by using a dodecahedral diaphragm (circular to 2%).
From our experience we found that special attention ought to be paid to two experimental problems: alignment and the cover glass of the CCD sensor. First, it is crucial that the alignment of the setup is such that the beam profile is circularly symmetric everywhere; astigmatism caused by misalignment of the optical elements should especially be avoided. Only then can one average in the azimuthal direction, which is necessary to obtain a large enough signal-to-noise ratio to observe the detailed singularity structure as in Fig. 21 . We found that results obtained by averaging over a small sector (instead of over the full 360°) were of poorer quality, which, however, can be compensated for by making more pictures at each z position and subsequent averaging. We used this last procedure in Fig. 21 , since we found it to be a practical compromise. A second problem is that most CCD chips are equipped with a cover glass to protect the chip from the environment. This cover glass causes undesired reflections: when the laser beam hits the CCD chip, the backreflected beam contains a diffraction pattern of the chip itself (which has square symmetry because of the square pixels). This diffraction pattern is reflected by the cover glass back onto the CCD chip. Thus the result is that the CCD chip registers a superposition of this undesired diffraction pattern and the laser beam itself, instead of only the beam profile. Normally, when one is not interested in the very-low-intensity regions of the field, this effect poses hardly any problems. But we have a special interest in the regions of low intensity; furthermore, since we strongly illuminate the CCD chip (to overexpose it in order to increase the dynamic range), we found this effect to be troublesome. Three solutions to this problem exist: (1) removing the cover glass and leaving the CCD chip unprotected, (2) antireflex coating the cover glass, and (3) adjusting the NA of the lens L (within the range 10 Ϫ3 -10 Ϫ2 ) such that the diffraction pattern that is due to the chip itself does not coincide with the region near the first two Airy rings. Furthermore, the main maxima of the undesired diffraction pattern are located on axes parallel and perpendicular to the square grid structure of the pixels on the chip; avoiding these regions in the azimuthal averaging procedure also helps to eliminate this problem. This last option was chosen to obtain the results in Figs. 20 and 21 .
At first glance one could expect that problems such as those mentioned above could have a devastating effect on the fine singularity structure. We believe, however, that the topological nature of the singularities ensures their stability under all kinds of changes in the boundary conditions. Therefore we expect (and qualitatively observed) the singularity structure to be highly stable against lens aberrations, poor beam quality, noncircular symmetry of the aperture, misalignment, etc.
CONCLUSIONS
We studied the effects of truncation of a Gaussian beam on the structure of the focal field. We showed that the concept of phase singularities is useful in analyzing the 3D structure of the field. The dark rings in the wellknown Airy pattern are examples of phase singularities. We found that, in general, when proceeding from uniform toward Gaussian illumination of the lens, the well-known Airy rings reorganize themselves by means of a creation/ annihilation process of phase singularities, independent of the NA. The most pronounced effect is the occurrence of extra dark rings outside the focal plane of the lens. We developed an experimental technique to map the 3D intensity distribution of the focal field to verify these predictions in the paraxial regime. The experiments confirm the existence of extra dark rings outside the focal plane, and their reorganization was observed.
The consequences of this reorganization process are most interesting outside the paraxial limit, since they naturally lead to subwavelength structures in the far field. We clarified the connection with similar results obtained by Berry; our results constitute the translation of Berry's work into optics. 17, 22 Although, in principle, these subwavelength structures can be present in the paraxial limit as well, a large NA is necessary to bring them into a region of larger (measurable) intensities. Typically, structures on a scale of ⌬x ϭ 0.15 exist at relative intensities of ͉E x ͉ 2 Ϸ 2 ϫ 10 Ϫ6 for a NA of 0.9. The relation between the various parameters is ͉E x ͉ 2 ϰ (NA ϫ ⌬x) 4 .
APPENDIX A: CONSEQUENCES OF SMALL FRESNEL NUMBERS
This appendix discusses the effect of small Fresnel numbers on the results obtained in Sections 2 and 3. One can question the validity of these results in the case of a small Fresnel number, since then the use of the Debye theory is inappropriate; instead, a Kirchhoff theory should be used.
To this end, we computed all cases of Sections 2 and 3 again by using Kirchhoff theory instead of Debye theory. We include this generalization as an appendix, since the consequences of a small Fresnel number are relatively minor and do not affect the essence of our results.
Scalar Case
The most important difference between the Kirchhoff theory and the Debye theory is that the symmetry of the focal field with respect to the focal plane is lost. This is accompanied by the so-called focal shift 24 : the point of maximum intensity lies not in the geometrical focal point but between the focal plane and the lens. A description of the scalar Kirchhoff theory can be found in Refs. 7 and 25. Maps showing the field distribution for different Fresnel numbers can be found in Refs. 7 and 24. As we are interested in the spatial distribution of the phase singularities, we show in Fig. 22 , for a Fresnel number N ϭ 3, this distribution in the case where the first two Airy rings have reorganized into four singularities.
One sees that the symmetry with respect to the focal plane z ϭ 0 is severely broken: the figure is transversely compressed toward the side of the lens. This deformation is stronger the lower the Fresnel number is. Important here is that the (extra) singularities are still present: the topology of the pattern remains unchanged. Further-more, in the limit of small distances between the singularities B Ϫ C Ϫ D, the asymmetry of the pattern is hardly noticeable. From this we conclude that the description with the Debye theory in Section 2 is accurate with respect to the reorganization process.
Vector Case
Outside the paraxial limit, the case of low Fresnel numbers is somewhat artificial: from N ϭ (NA) 2 f/, one sees that for large NA one has N Ϸ f/, which is, in practice, much larger than unity. However, for completeness, we repeated the vector calculations with the use of a Kirchhoff vector theory. For details on this theory, we refer to the work of Visser and Wiersma 18, 19 ; their theory can be used to study lens aberrations as well. These calculations lead us to the same conclusion as that in the scalar case in Appendix A.1: the focal field loses its symmetry with respect to the focal plane, but the topological features with respect to the spatial distribution of the phase singularities remain unchanged.
APPENDIX B: SUPEROSCILLATING FUNCTIONS
To make clear how it is possible that functions can oscillate faster than their highest Fourier components, consider the following one-dimensional example:
where ␦ is small and A is real and positive. It is a superposition of plane waves, with the second exponential acting as a weight factor. Note that ͉k(u)͉ р 1 for real u; i.e., the highest Fourier component is k ϭ 1. The idea is that for small ␦ the second exponential acts like a delta function that selects u ϭ iA. Then f(x) oscillates as f(x) Ϸ exp(iKx), which is much faster than exp(ix), since K ϭ k(iA) ϭ cosh (A) can be much larger than unity. In this way one can construct functions that oscillate arbitrarily faster than their highest Fourier component in an arbitrarily long interval. For more details on superoscillating functions, we refer to the work of Berry.
17,22
Note added in proof. After completion of this paper, a paper appeared by Totzeck and Tiziani, 26 discussing phase singularities in the near field of a structured substrate. As in the case of our far-field singularities, the authors predict creation/annihilation processes.
