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Abstract. The wide-spread adoption of representation learning tech-
nologies in clinical decision making strongly emphasizes the need for
characterizing model reliability and enabling rigorous introspection of
model behavior. While the former need is often addressed by incorporat-
ing uncertainty quantification strategies, the latter challenge is addressed
using a broad class of interpretability techniques. In this paper, we argue
that these two objectives are not necessarily disparate and propose to
utilize prediction calibration to meet both objectives. More specifically,
our approach is comprised of a calibration-driven learning method, which
is also used to design an interpretability technique based on counter-
factual reasoning. Furthermore, we introduce reliability plots, a holistic
evaluation mechanism for model reliability. Using a lesion classification
problem with dermoscopy images, we demonstrate the effectiveness of
our approach and infer interesting insights about the model behavior.
Keywords: Calibration · deep learning · counterfactual evidence · inter-
pretability · healthcare AI.
1 Motivation
Artificial intelligence (AI) techniques such as deep learning have achieved un-
precedented success with critical decision-making, from diagnosing diseases to
prescribing treatments, in healthcare [6,11,16]. However, to prioritize patient
safety, one must ensure such methods are accurate and reliable [4]. For example,
a neural network model can produce highly concentrated softmax probabilities –
suggesting a reliable class assignment – even for out-of-distribution test samples,
which indicates that the confidences are not well-calibrated. This strongly em-
phasizes the need to both reliably assess model’s confidences, and enable rigorous
introspection of model behavior [3,4,26]. While the former objective can be han-
dled by incorporating a variety of prediction calibration strategies [10,14], a large
class of interpretability tools are used to support model introspection [1,17,2,9].
Broadly, prediction calibration is the process of adjusting predictions to
improve the error distribution of a predictive model – example range from
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data augmentation techniques [25] and regularization strategies [21] to more
sophisticated methods that quantify the epistemic (or model) uncertainties and
aleatoric (or data) uncertainties for calibrating model confidences [7,8,12,22]. On
the other hand, widely adopted interpretability tools have focused on accumulating
evidences (e.g. saliency maps or feature importances) to explain local (single
sample) [19,15] or global (groups of samples or the entire dataset) behavior of a
trained model [18,29]. In this paper, we hypothesize that the two objectives of
improving model reliability and enabling rigorous introspection are not necessarily
disparate and that prediction calibration can be used to achieve both.
Contributions. First, we propose a novel calibration-driven learning approach,
which produces prediction intervals for each image instead of point estimates,
and utilizes an interval calibration objective to learn the model parameters.
Second, we introduce reliability plots, which quantify the trade-off between model
autonomy and improved generalization by including experts in the loop during
inference, as a holistic evaluation mechanism of model reliability. Third and more
importantly, we develop a novel interpretability technique that enables us to
rigorously explore model behavior (local) via counterfactual evidences generated
in a disentangled latent space through prediction calibration.
Findings. We use a lesion classification problem with dermoscopy images to
evaluate the proposed methods. Using both conventional metrics, as well as
our reliability plots, we find that our approach produces superior models when
compared to commonly adopted solutions, including deep networks and ensem-
bling methods. Finally, using the proposed interpretability technique, we make a
number of key findings about the model behavior, that would not be apparent
otherwise - our findings include spurious correlations, intricate relationships be-
tween different classes, regimes of uncertainty and a comprehensive understanding
of model strengths and weaknesses. Together, the proposed methods provide a
completely new way to build and analyze models in healthcare applications.
2 Dataset and Problem Description
In this paper, we use the ISIC 2018 lesion diagnosis challenge dataset [5,27],
which contains a total of 10, 015 dermoscopic lesion images (corresponding to
the labeled training set) from the HAM10000 database [27]. The images were
acquired with a variety of dermatoscope types from a historical sample of patients
presented for skin cancer screening from multiple institutions. Each image is
associated with one out of 7 disease states: Melanoma, Melanocytic nevus, Basal
cell carcinoma, Actinic keratosis, Benign keratosis, Dermatofibroma and Vascular
lesion. The goal is to build a classifier to predict the disease type from the image,
while satisfying the key design objectives of improved model reliability and being
interpretable. Dermatologists use rules of thumb when initially investigating a
skin lesion, for example the widely adopted ABCD signatures: asymmetry, border,
color, and diameter. This naturally motivates the use of representation learning
approaches that can automatically infer latent concepts to effectively describe
the distribution of images in different classes.
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Fig. 1: Distribution of latent features in each class obtained using DIP-VAE [13].
3 Calibration-Driven Predictive Modeling
3.1 Disentangled Latent Representations
Supervised models built upon representations that align well with true generative
factors of data have been found to be robust and interpretable. Most real-world
problems involve raw observations without any supervision about the generative
factors. Consequently, the use of latent generative models with disentanglement
has become popular, wherein the goal is to recover a latent space with statisti-
cally independent dimensions. A small change in one of the dimensions of such
representations often produces interpretable change in the generated data sample.
In our approach, we use DIP-VAE [13], a variant of Variational Autoen-
coders (VAE), which has been shown to be effective on standard disentanglement
benchmarks. The conventional VAE works with a relatively simple and disentan-
gled prior p(z) with no explicit interaction among the latent dimensions (e.g.,
the standard normal N (0, I)). The complexity of the observed data x, mod-
eled by the decoder, is absorbed in the conditional distribution p(x|z) which
infers the interactions among latent dimensions. Even though the prior is dis-
entangled, it is possible that the variational distribution q(z) =
∫
q(z|x)p(x)dx
(aggregated-posterior), induced over the latent space, modeled by the encoder, is
not disentangled. DIP-VAE encourages a disentangled aggregated-posterior by
matching the covariance of the two distributions q(z) and p(z). This amounts
to decorrelating the dimensions of the inferred latent space. Figure 1 shows the
distribution of latent features obtained using DIP-VAE (10 latent dimensions)
for each of the 7 classes. We also show the decoder reconstruction for the average
latent representation in each class.
3.2 Learning Deep Models via Interval Calibration
Our approach utilizes the notion of interval calibration [23] to design predictive
models. First, we begin by assuming that our model produces prediction intervals
instead of simple point estimates, i.e., [yˆ − δ, yˆ + δ], for each image x from
its latent representation z. Our model is comprised of two modules f and g,
implemented as neural networks, to produce estimates yˆ = f(z) and δ = g(z)
respectively. Here, yˆ ∈ RK is a vector of predicted logits for each of the K classes.
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Since we operate on the logits directly, we also transform the ground truth labels
into logits. In practice, we found that smoothing the labels before converting them
into logits led to improved convergence. For example, a sample belonging to class
1 was assigned logits [+1,−2,−2,−2,−2,−2,−2], which allows a small non-zero
probability (≈ 0.04) to the negative classes. Suppose that the likelihood for the
true y to be contained in the interval is p(yˆ − δ ≤ y ≤ yˆ + δ), the intervals are
considered to be well calibrated if the likelihood matches the expected confidence
level. For a confidence level α, we expect the interval to contain the true target
for 100× α% of the samples from the unknown distribution p(x).
We design an alternating optimization strategy to infer θ and φ, parameters of
models f and g respectively, using labeled data {(xi,yi)}Ni=1. In order to update
the parameters of g, we use an empirical interval calibration error, similar to [24],
evaluated using mini-batches:
φ∗ = argmin
φ
K∑
k=1
∣∣∣∣∣α− 1N
N∑
i=1
1
[
(yˆi[k]− δi[k]) ≤ yi[k] ≤ (yˆi[k] + δi[k])
]∣∣∣∣∣ , (1)
where δi = g(zi;φ), yi[k] is the kth element of the vector yi and the desired
confidence level α is an input to the algorithm. When updating the parameters φ,
we assume that the estimator f(.; θ) is known and fixed. Now, given the updated
φ, we learn the parameters θ using the following hinge-loss objective:
θ∗ = argmin
θ
K∑
k=1
1
N
N∑
i=1
[
max
(
0, (yˆi[k]− δi[k])− yi[k] + τ
)
+
max
(
0,yi[k]− (yˆi[k] + δi[k]) + τ
)]
, (2)
where yˆi = f(z; θ) and τ is a threshold set to 0.05 in our experiments. Intuitively,
for a fixed φ, obtaining improved estimates for yˆ can increase the empirical
calibration error in (1) by achieving higher likelihoods even for lower confidence
levels. However, in the subsequent step of updating φ, we expect δ
′
s to become
sharper in order to reduce the calibration error. This collaborative optimization
process thus leads to superior quality point estimates and highly calibrated
intervals. We repeat the two steps (eqns. (1) and (2)) until convergence. In
our experiments, we set the desired confidence level α = 0.7. Further, both
f and g were designed as 5−layer fully connected networks with hidden sizes
[64, 128, 256, 64, 7] and ReLU activations. We use the Adam optimizier with
learning rates 3e− 4 and 1e− 4 for the two models.
3.3 Evaluating Model Reliability
While metrics such as accuracy and area under ROC have been widely adopted
for evaluating model performance, we argue that it is critical to understand
how calibrated the confidences of a model are, in order to quantify its reliability.
In particular, we study the trade-off between model autonomy and expected
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Fig. 2: Performance Evaluation - Comparing prediction performance averaged
from 3-fold cross validation (left); Reliability plots for different approaches (right).
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Fig. 3: Proposed approach for model introspection - Illustration of the optimization
strategy for generating counterfactual evidences (left); Description of components
in the visual layout used for showing our results.
test-time performance by including experts in the loop during inference. We
use the held-out validation set to construct a reliability plot as follows: We first
measure the model’s confidence on a prediction for each sample using the entropy
of the softmax probabilities, H(ρ) =∑Kk=1−ρ[k] logρ[k]. where ρ = Softmax(yˆ).
Subsequently, we rank the samples based on their confidences, and hypothesize
that one can use the model’s predictions for the most confident cases and engage
the expert to label less confident samples (i.e. use the true labels from the
validation set). The overall performance is obtained by combining the predictions
from both the model and the expert. In an ideal scenario, one would expect high
validation accuracies for the model, while requiring minimal expert involvement.
A reliability plot summarizes this trade-off by varying the % Samples deferred by
the model to an expert and measuring the validation accuracy in each case.
3.4 Empirical Results
In Figure 2, we report the average performance from 3−fold cross validation of
the proposed approach, in comparison to different popular baselines including
logistic regression, random forests, gradient boosting and a deep network with
the cross-entropy loss. Note, we used only the labeled training set from the
ISIC 2018 dataset for our evaluation and all baselines were trained with the
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disentangled latent representations from DIP-VAE. The results clearly show
that the proposed approach consistently outperforms the baselines, in terms of
conventional evaluation metrics such as weighted-AUC and macro accuracy, as
well as the proposed reliability plots. More specifically, when compared to standard
cross-entropy based training, calibration-driven learning produces more reliable
models. For example, our approach achieves 80% accuracy on this challenging
benchmark with only 10% samples being deferred to the expert, in contrast to
the 74% accuracy of the standard neural network.
4 Model Introspection via Counterfactual Reasoning
An important hypothesis of this paper is that prediction calibration can elucidate
the behavior of a trained model. In addition to enabling practitioners build trust on
AI systems, our introspection approach can shed light on strengths and weaknesses
of the model. While there has been considerable effort in quantifying uncertainties
in machine learning models and presenting users with expected variability in the
predictions [7,8], they are not human interpretable unless they can be mapped to
patterns in the input data. Hence, we propose to generate counterfactual evidences
for a given sample, through exploration in the disentangled latent space, which
enable users to quickly grasp the regimes of confidence and uncertainty.
Figure 3(left) illustrates the proposed approach. Given a test image xt, we
first compute its latent representation zt using the DIP-VAE encoder. We then
use the pre-trained models f (label predictor) and g (interval estimator) from the
proposed calibration-driven learning approach to invoke our exploratory analysis.
In general, counterfactual reasoning refers to the process of identifying alternative
possibilities of events that could lead to completely different outcomes [20].
For example, adversarial attacks are routinely designed in machine learning by
identifying imperceptible image perturbations that can fool a pre-trained classifier.
For the first time, we show that counterfactual reasoning can be effectively utilized
to introspect models by enabling predictions with varying levels of confidence,
and performing this optimization in the disentangled latent space will ensure
that the counterfactual examples are indeed physically plausible. We propose the
following inference-time optimization to generate counterfactual evidences:
zˆt = argmin
z
η1‖zt−z‖22− η2g(z;φ)+ η3H(ρ),where ρ = Softmax(f(z; θ)). (3)
Here η1, η2, η3 are user-defined hyper-parameters. The first term ensures that
the generated evidence is not semantically different from the given image. The
second term attempts to increase the interval width to improve the likelihood
of the true prediction to be contained in the interval. Finally, the third term
directly controls the confidence of the prediction (in terms of entropy). In essence,
this optimization searches for an evidence in the latent space that is semantically
similar to a given image, likely to be well calibrated and can produce prediction
probabilities with low entropy (more confident). Optionally, one can change the
sign of the third term and search for evidences with high entropy (less confident).
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Fig. 4: Counterfactual evidences with low semantic discrepancy (as shown by the
high SSIM scores) but significantly higher confidence predictions.
(a) (b)
Fig. 5: Using the proposed approach, we can identify how subtle differences in
image statistics can produce very different disease outcomes.
In our analysis, we fixed η2 = 0.5 and η3 = 0.2, and varied η1 to generate
evidences with increasing amounts of disparity with respect to the given image.
Figure 3(right) describes the components of the visual layout that we use to
show results from our analysis. While the top row shows the generated evidence
(using the DIP-VAE decoder on zˆ), the bottom row shows its softmax probabilities
(7 classes) from the label predictor. Since we have access to the true labels for the
held-out validation set, we indicate the predicted class in green when it matches
the ground truth and in red otherwise. Furthermore, we show the discrepancy
between the given image and the evidence in the latent space, via the average
`1 error AE(z), and in the image space, via the structural similarity metric
(SSIM) [28].
Key Findings. Using the proposed introspection approach, we made a number
of interesting observations about the lesion classification model: (i) As showed
in Figure 4, we are able to generate counterfactual evidences with low
semantic discrepancy but significantly lower entropy. This indicates that
8 Authors Suppressed Due to Excessive Length
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Fig. 6: We find that even a well-performing classifier picks up spurious correlations
by responding to the irrelevant corner regions along with the actual lesions.
More ConfidentLess Confident
(a) (b)
More ConfidentLess Confident
Fig. 7: By simultaneously viewing the evidences in different confidence regimes,
one can obtain a holistic understanding of the model.
the model has inferred statistical patterns specific to each of the classes, which
can be emphasized to produce highly confident predictions. This includes adding
patterns that are correlated with the disease condition (see Figure 4(c) where
the lesion region intensities are emphasized) or removing patterns that are
uncorrelated to the suspected condition (see Figure 4(b) where the apparent tail
pattern is leading to highly uncertain prediction); (ii) We are able to identify
intricate relationships between classes through evidences (see Figure
5). Through the inference-time calibration, we are able to generate evidences
with very different disease outcomes for subtle differences in the image statistics.
For example in Figure 5(b), we are able to completely eliminate the possibility
of Melanocytic nevus through minimal movement in the disentangled latent
space; (iii) Our analysis shows that even a well-performing classifier can
still pick up spurious correlations and identifying them is essential for
enabling model trust. As showed in Figure 6, the model can produce different
outcomes (Figure 6(a)) or more confident predictions (Figure 6(b)) by relying on
irrelevant corner regions, in addition to the actual lesion pixels; (iv) Finally, by
generating evidences for different confidence regimes (by changing the sign of the
entropy term in eqn. (3)), one can understand how different image patterns
contribute to increasing or decreasing the prediction confidences. As
showed in Figure 7, easily interpretable factors such as asymmetry, border, color
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and diameter can be used to analyze the characteristics of evidences in different
confidence regimes and obtain a holistic understanding of the model’s behavior.
In summary, prediction calibration is an effective principle for designing reli-
able models as well as building tools for rigorous model introspection. Our analysis
with the lesion classification dataset clearly demonstrates the different kinds
of insights one can infer by performing counterfactual reasoning via prediction
calibration with disentangled latent spaces.
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