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Abstract
A matrix is called strictly sign regular if for each k all its k × k minors are nonzero and have the same
sign. We study several decompositions of strictly sign regular matrices, including QR decomposition, Schur
decomposition, SVD and symmetric-triangular decomposition. Several characterizations are provided.
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1. Introduction
Ann × nmatrixA is strictly sign regular (SSR) if, for each k (1  k  n), all k × k submatrices
of A have determinant with the same strict sign. These matrices are characterizated as variation-
diminishing linear maps: the maximum number of sign changes in the consecutive components
of the image of a nonzero vector is bounded above by the minimum number of sign changes in the
consecutive components of the vector (see Theorem 5.3 of [1]). These matrices appear in many
fields: see, for instance, [1,2] (for statistical applications), [12,14] (for applications to computer
aided geometric design). A very important subclass of the strictly sign regular matrices is formed
by the totally positive matrices. A matrix is totally positive (TP) if all its minors are positive
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(see [4]). This terminology is more frequent nowadays, although these matrices also have been
called strictly totally positive matrices.
Decompositions of TP matrices have been analyzed in several papers: [1,3,8,9,10,13,15]. The
LDU decomposition of an SSR matrix was described in [7] (see Theorem 2.2 below). This paper
considers other decompositions of SSR matrices. Section 2 contains basic notation and auxiliary
results, and shows some difficulties arisen in the SSR case which did not occur in the TP case.
Section 3 characterizes the QR decomposition of SSR matrices. Singular value decomposition is a
powerful tool in linear algebra. This factorization of SSR matrices, in addition to the Schur decom-
position, is analyzed in Section 4. In Section 5 we characterize the SSR matrices by their symmet-
ric-triangular decomposition, a decomposition recently introduced by Golub and Yuan in [11].
Finally we have included an Appendix, where we characterize, in an algorithmic way, some
classes of matrices appearing in the characterizations of this paper. The application of the corre-
sponding tests to a matrix of order n has a computational cost of O(n3) elementary operations.
2. Basic notation and auxiliary results
Following the notations of [1,5], for k, n ∈ N , 1  k  n, Qk,n will denote the set of all
increasing sequences of k natural numbers not greater than n. For each α ∈ Qk,n, its disper-
sion number d(α) is defined by d(α) :=∑k−1i=1 (αi+1 − αi − 1) = αk − α1 − (k − 1), with the
convention d(α) = 0 for α ∈ Q1,n. Let us observe that d(α) = 0 means that α consists of k
consecutive integers.
For α = (α1, α2, . . . , αk), β = (β1, β2, . . . , βk) ∈ Qk,n and A an n × n matrix, we denote by
A[α|β] the k × k submatrix of A containing rows α1, α2, . . . , αk and columns β1, β2, . . . , βk of
A. If α = β, we denote by A[α] := A[α|α] the corresponding principal submatrix. A column-
initial minor of A is a minor of the form det A[α|1, . . . , k], where α ∈ Qk,n with d(α) = 0 and
1  k  n. Analogously, a row-initial minor of A is a minor of the form det A[1, . . . , k|α], where
α and k are given as above. Let A be an n × n lower (resp., upper) triangular matrix. Following
[3], the minors det A[α|β] with αk  βk (resp., αk  βk ∀k) are called nontrivial minors of A
because all the remaining minors are obviously equal to zero. A triangular matrix A is called TP
if its nontrivial minors are all positive. We remark that these matrices are also called STP in
other papers (see [8]).
The following result will be very useful. The first part of the result comes from Theorem 3.1
of [3] and the second part is provided by Theorem 4.1 of [6].
Theorem 2.1
(i) A lower (resp., upper) triangular matrix M is TP if and only if all column-initial (resp.,
row-initial) minors of M are positive.
(ii) A matrix is TP if and only if all its column-initial and row-initial minors are positive.
By a signature sequence we mean an (infinite) real sequence ε = (εi) with |εi | = 1, i =
1, 2, . . . An n × n matrix A verifying εk det A[α|β] > 0 for all α, β ∈ Qk,n and k = 1, . . . , n is
called strictly sign regular with signature ε1, . . . , εn, and will be denoted by SSR.
In contrast to TP matrices (see Theorem 2.1(ii)), knowing the sign of column-initial and row-
initial minors is not enough to ensure strict sign regularity. This explains the greater difficulty of
obtaining characterizations for SSR matrices than in the totally positive case.
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An LDU -factorization of a matrix A is the decomposition A = LDU where L (resp., U ) is
a lower (resp., upper) triangular, unit diagonal matrix (i.e., with all diagonal entries equal to 1),
and D is a diagonal matrix. From now on, A = LDU will refer to this decomposition.
Let us recall the following result, which will be used in the following sections. The proof can
be seen in Proposition 2.1 of [7].
Theorem 2.2. If A is SSR, then A = LDU with L (resp., U) a TP and lower (resp., upper)
triangular, unit diagonal matrix and D a diagonal nonsingular matrix.
Finally, let us recall the well-known Cauchy–Binet formula. If A, B are n × n matrices, then
we have the following determinantal identity:
det(AB)[α|β] =
∑
w∈Qk,n
det A[α|w] det B[w|β], α, β ∈ Qk,n.
3. A characterization of SSR matrices by their QR factorization
We are going to define some special classes of matrices which will play a key role in the
characterizations of this paper.
Definition 3.1. A nonsingular matrix A is said to be lowerly signed with signature ε1, . . . , εn if it
can be decomposed in the form A = LDU and LD is TP, where  is a diagonal matrix with
diagonal entries ε1, ε1ε2, . . . , εn−1εn. If, in addition, U−1 satisfies that U−1 is TP, then the
matrix is called strictly signed γ -matrix with signature ε1, . . . , εn.
In the previous definitions, since L is unit diagonal, the fact that LD is TP implies that L
and D are TP. Besides, observe that if εi = +1 for all i = 1, . . . , n, the previous definitions
coincide with the definitions introduced in [9] of lowerly STP matrix and strict γ -matrix. For
reasons given in Section 1, we will use the term lowerly TP matrices for matrices that are called
lowerly STP in [9]. The following result relates the two concepts introduced in the previous
definition.
Proposition 3.2. If A = LDU and (AT)−1 are lowerly signed with signature ε1, . . . , εn, then
A is a strictly signed γ -matrix with signature ε1, . . . , εn. Therefore, an orthogonal matrix is
lowerly signed with signature ε1, . . . , εn if and only if it is strictly signed γ -matrix with the same
signature.
Proof. We have to see that, under the conditions of the proposition, U−1 is TP. From the
factorizations A = LDU and (AT)−1 = L˜D˜U˜ we get
(UT)−1 = DLT(AT)−1 = DLT(L˜D˜U˜). (1)
Since A and (AT)−1 are lowerly signed matrices with the same signature, we have from (1)
that
(UT)−1 = (DLT)(L˜D˜)(U˜), (2)
where the upper triangular matrix DLT and the lower triangular matrix L˜D˜ are TP.
Moreover, U˜ is an upper triangular, unit diagonal matrix.
1074 V. Cortés, J.M. Peña / Linear Algebra and its Applications 429 (2008) 1071–1081
By the Cauchy–Binet formula, for all α ∈ Qk,n with 1  k  n and d(α) = 0 we can derive
from (2)
det B[α|1, . . . , k] = det C[α|1, . . . , k] det F [1, . . . , k] = det C[α|1, . . . , k], (3)
where B := (UT)−1, C := (DLT)(L˜D˜) and F := U˜.
Again by the Cauchy–Binet formula, for all α ∈ Qk,n with d(α) = 0, we have
det C[α|1, . . . , k] =
∑
β∈Qk,n
det(DLT)[α|β] det(L˜D˜)[β|1, . . . , k]. (4)
Taking into account that DLT and L˜D˜ are TP, we obtain from (4) det C[α|1, . . . , k] > 0
for all α ∈ Qk,n with d(α) = 0. Then, by (3), we have det B[α|1, . . . , k] > 0 for all α ∈ Qk,n with
d(α) = 0 and, by Theorem 2.1(i), B = (UT)−1 is TP, which implies U−1 is TP. 
The following characterization of lowerly signed matrices will be very useful in this paper.
Proposition 3.3. Let A be an n × n matrix. Then the following properties are equivalent:
(i) A = CV with C lowerly signed with signature ε1, . . . , εn and V upper triangular with
positive diagonal.
(ii) All column-initial minors of order k (1  k  n) of A have strict sign εk.
(iii) A is lowerly signed with signature ε1, . . . , εn.
Proof. (i) ⇒ (ii) Since C is lowerly signed with signature ε1, . . . , εn, we have that C =
LCDCUC and the matrix LCDC is TP, where  is a diagonal matrix with diagonal entries
ε1, ε1ε2, . . . , εn−1εn. Then, by the Cauchy–Binet formula, we get for k = 1, . . . , n
0 < det(LCDC)[α|1, . . . , k] = det(LCDC)[α|1, . . . , k] det[1, . . . , k]
= det(LCDC)[α|1, . . . , k]εk
for all α ∈ Qk,n and d(α) = 0. So, the sign of det(LCDC)[α|1, . . . , k] is εk .
Again by the Cauchy–Binet formula, we get
det C[α|1, . . . , k] = det(LCDC)[α|1, . . . , k] det UC[1, . . . , k]
= det(LCDC)[α|1, . . . , k]
for all α ∈ Qk,n and d(α) = 0. So, all column-initial minors of order k of C have the same strict
sign εk . Applying again the Cauchy–Binet formula to A = CV , we obtain
det A[α|1, . . . , k] = det C[α|1, . . . , k] det V [1, . . . , k] (5)
for all α ∈ Qk,n and d(α) = 0. Since V has positive diagonal entries, we deduce from (5) that all
column-initial minors of order k (1  k  n) of A have the same strict sign εk .
(ii) ⇒ (iii) Since the leading principal minors of A are nonzero, we can factorize A = LDU .
By the Cauchy–Binet formula, we get for k = 1, . . . , n
det A[α|1, . . . , k] = det(LD)[α|1, . . . , k] det U [1, . . . , k] = det(LD)[α|1, . . . , k]
for all α ∈ Qk,n and d(α) = 0. So, the sign of det(LD)[α|1, . . . , k] is εk . Again by the Cauchy–
Binet formula, we obtain
det(LD)[α|1, . . . , k] = det(LD)[α|1, . . . , k] det[1, . . . , k] > 0 (6)
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for all α ∈ Qk,n and d(α) = 0. Then, by Theorem 2.1(i), LD is TP and we can conclude that
A is lowerly signed with signature ε1, . . . , εn.
(iii) ⇒ (i) The part (i) follows from (iii) by taking C := A and V := I , the identity
matrix. 
The following theorem characterizes SSR matrices by their QR factorization.
Theorem 3.4. Let A be an n × n matrix. Then A is SSR with signature ε1, . . . , εn if and only if
for each i = 1, . . . , n,
A[i, . . . , n] = QiRi, (A[i, . . . , n])T = Q˜iR˜i , (7)
whereQi, Q˜i are orthogonal strictly signed γ -matrices with signature ε1, . . . , εn−i+1, andRi, R˜i
are nonsingular and upper triangular TP matrices.
Proof. Let B be an n × n SSR matrix with signature ε1, . . . , εn. Since B is nonsingular, B = QR
with Q orthogonal and R upper triangular with positive diagonal entries. If Q = LQDQUQ is its
LDU -factorization, then we have
B = LQDQ(UQR). (8)
Since R is upper triangular matrix with positive diagonal, we can write UQR = D¯U¯ , where U¯
is upper triangular, unit diagonal matrix and D¯ is a diagonal matrix with positive diagonal. So,
from (8) we get
B = LQ(DQD¯)U¯ . (9)
Since B is SSR, by Theorem 2.2, B = LDU with D a diagonal nonsingular matrix and L (resp.,
U ) TP and lower (resp., upper) triangular with unit diagonal. The uniqueness of the LDU -
factorization implies by (9) that LQ = L, D = DQD¯, U = U¯ , and so LQ is TP. The diagonal
entries di of D satisfy
di = det B[1, . . . , i]det B[1, . . . , i − 1] (10)
and so sign(di) = εi/εi−1 = εi−1εi , i = 1, . . . , n, taking ε0 := +1. Hence D = DQD¯ has
positive diagonal entries and so DQ is also a diagonal matrix with positive diagonal. Therefore,
Q is lowerly signed with signature ε1, . . . , εn and by Proposition 3.2 it is a strictly signed γ -matrix
with signature ε1, . . . , εn.
Since B = QR,
BTB = RTR (11)
and RTR can be computed from R by multiplying each row by a positive number and adding a
linear combination of the previous rows. Therefore, the row-initial minors of RTR have the same
sign as the corresponding minors of R. Since the product of two SSR matrices with the same
signature is TP by Theorem 3.1 of [1], we deduce from (11) that RTR is TP. Then the row-initial
minors of RTR and R are positive, and by Theorem 2.1(i), R is TP.
Now, since all matrices A[i, . . . , n] and (A[i, . . . , n])T are submatrices of A, they are SSR
with signature ε1, . . . , εn−i+1. Applying the previous reasoning to all these matrices, (7) follows
with the properties presented in the theorem.
Conversely, applying Proposition 3.3 to all matrices A[i, . . . , n], (A[i, . . . , n])T satisfying
(7) for all i = 1, . . . , n, we conclude that all row-initial and column-initial minors of order k of
A[i, . . . , n] for all i = 1, . . . , n have the same strict sign given by εk .
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Taking into account that a minor of A with consecutive rows and columns is either a row-
initial or a column-initial minor of some matrix A[i, . . . , n], we conclude that the minors of A
using k(1  k  n − i + 1) consecutive rows and columns have the same strict sign εk . Then, by
Fekete’s Lemma (see Theorem 2.5 of [1]), A is SSR with signature ε1, . . . , εn. 
The following example shows that, in contrast to the corresponding characterization of TP
matrices (see Theorem 4.7 of [9]), condition (7) for i = 1 is not a sufficient condition for SSR.
Example 3.5. Let A be a nonsingular matrix given by
A =
⎛
⎝
1 1 1
1 2 3
1 3 4
⎞
⎠ .
Then A = QR with Q orthogonal and R upper triangular with positive diagonal entries given by
Q =
⎛
⎝
1/
√
3 −1/√2 −1/√6
1/
√
3 0
√
6/3
1/
√
3 1/
√
2 −1/√6
⎞
⎠ , R =
⎛
⎝
√
3 2
√
3 8/
√
3
0
√
2 3/
√
2
0 0 1/
√
6
⎞
⎠ .
We also have AT = A = QR. The matrix R is TP. Besides, Q = LQDQUQ where
LQ =
⎛
⎝
1 0 0
1 1 0
1 2 1
⎞
⎠ , DQ =
⎛
⎝
1/
√
3 0 0
0 1/
√
2 0
0 0 −√6
⎞
⎠
and
UQ =
⎛
⎝
1 −√3/2 −1/√2
0 1
√
3
0 0 1
⎞
⎠ .
We can check that the matrices
LQDQ =
⎛
⎝
1/
√
3 0 0
1/
√
3 1/
√
2 0
1/
√
3
√
2
√
6
⎞
⎠ , U−1Q  =
⎛
⎝
1
√
3/2
√
2
0 1
√
3
0 0 1
⎞
⎠
with  = diag{+1,+1,−1}, are TP, and so Q is a strictly signed γ -matrix with signature
+1,+1,−1. However, A is not SSR because detA[1, 2] > 0 and detA[2, 3] < 0.
4. On the Schur and singular value decompositions of SSR matrices
It is well-known that a square complex matrix is similar to a triangular matrix by means of
a unitary matrix of change of basis. The corresponding matrix factorization is usually known as
Schur decomposition. If A is an n × n SSR matrix with signature ε1, . . . , εn, then, by Theorem
6.2 of [1], all its eigenvalues λi are real and distinct, and
εk
εk−1
λk > |λk+1|, k = 1, . . . , n, (12)
where ε0 := 1 and λn+1 := 0, and the corresponding eigenvectors ui can be chosen real with
certain sign variations in the sequence of their components.
The next theorem considers the Schur decomposition of SSR matrices.
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Theorem 4.1
(i) Let A be an SSR matrix with eigenvalues λ1, . . . , λn. Then A = QTQ−1, where Q is an
orthogonal strict γ -matrix and T = (tij )1i,jn is an upper triangular real matrix with
|t11| > · · · > |tnn| > 0. Furthermore, there exists a nonsingular upper triangular matrix
R such that QR and Q(R−1)T are also strict γ -matrices and T = RR−1, where  =
diag(λ1, . . . , λn).
(ii) Let us assume that a matrix A admits a Schur decomposition A = QTQ−1, where Q is an
orthogonal strict γ -matrix and T = (tij )1i,jn is an upper triangular matrix with |t11| >
· · · > |tnn| > 0. Let us assume also that QR and Q(R−1)T are strict γ -matrices, where R is
a nonsingular upper triangular matrix such that T = RR−1, = diag(λ1, . . . , λn). Then
there exists a positive integer p such that Ap is SSR with signature εk = sign
((∏k
i=1 λi
)p)
for all k = 1, . . . , n.
Proof. (i) Since A is SSR, |λ1| > · · · > |λn| > 0 by (12). Let P be a matrix whose kth column
contains an eigenvector corresponding to λk . Then
A = P · diag(λ1, . . . , λn) · P−1, AT = (P T)−1 · diag(λ1, . . . , λn) · P T. (13)
In Theorem 6.2 of [1] it is shown that P and (P T)−1 satisfy det P [α|1, . . . , k] > 0 and
det(P T)−1[α|1, . . . , k] > 0 for all α ∈ Qk,n and d(α) = 0. Then, by Proposition 3.3, we deduce
that P and (P T)−1 are lowerly signed with signature εi = +1 for all i = 1, . . . , n, that is, they
are lowerly TP matrices. Hence they are strict γ -matrices (that is, strictly signed γ -matrices with
signature εi = +1 for all i) by Proposition 3.2.
Since P is nonsingular, P = QR with Q orthogonal and R upper triangular with positive
diagonal entries. We have seen that P = QR and (P−1)T = Q(R−1)T are strict γ -matrices.
Since P = QR is lowerly TP, by applying Proposition 3.3 with C = Q, V = R, we deduce that
Q is also lowerly TP, and, since it is orthogonal, by Proposition 3.2 Q is a strict γ -matrix. Finally
Q−1AQ = Q−1PP−1Q = RR−1 =: T is an upper triangular matrix satisfying the required
properties (by (12)).
(ii) Let us observe that the facts T = RR−1 and |t11| > · · · > |tnn| > 0 imply that |λ1| >
· · · > |λn| > 0. Since Q−1AQ = RR−1, we derive P−1AP = , where P := QR. By hypoth-
esis, P and (P T)−1 = Q(RT)−1 are strict γ -matrices and, in particular, lowerly TP matri-
ces. Taking into account Proposition 3.3, (ii) is a consequence of Theorem 6.4 of [1] and its
proof. 
When the matrix A is symmetric it is well-known that the Schur decomposition leads to the
factorization (13). Then we can derive the following corollary by applying the previous result and
(12) to a symmetric matrix.
Corollary 4.2. Let A be a symmetric SSR matrix with signature ε1, . . . , εn. Then there exists an
orthogonal strict γ -matrix P such that
A = PP−1, AT = (P T)−1P T,
where  = diag(λ1, . . . , λn) with εkεk−1 λk > |λk+1|, k = 1, . . . , n.
The next result describes the singular value decomposition of an SSR matrix.
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Corollary 4.3. Let A be an n × n SSR matrix. Then there exist orthogonal strict γ -matrices
Q1,Q2 such that
A = Q1QT2 , (14)
where σ = diag(σ1, . . . , σn) with σ1 > · · · > σn > 0.
Proof. Let us observe that, by Theorem 3.1 of [1], ATA and AAT are symmetric TP matrices.
Then, by Corollary 4.2, there exist orthogonal strict γ -matrices Q1,Q2 such that
AAT = Q1QT1 , ATA = Q2QT2 , (15)
where = diag(λ1, . . . , λn)withλ1 > · · · > λn > 0. Let = diag(σ1, . . . , σn)withσi := λ1/2i ,
i = 1, . . . , n. Now it is well-known that the singular value decomposition of A is of the form (14),
and the result follows. 
5. Symmetric-triangular decomposition of SSR matrices
Recently, Golub and Yuan have introduced in [11] a symmetric-triangular decomposition of a
nonsingular matrix. We now characterize SSR matrices in terms of this decomposition.
Theorem 5.1. Let A be an n × n matrix. Then A is SSR with signature ε1, . . . , εn if and only if
for each i = 1, . . . , n,
A[i, . . . , n] = SiRi, (A[i, . . . , n])T = S˜i R˜i i = 1, . . . , n,
where Si and S˜i are symmetric and lowerly signed matrices with signature ε1, . . . , εn−i+1 and
Ri and R˜i are upper triangular, unit diagonal matrices.
Proof. Let B be an n × n SSR matrix with signature ε1, . . . , εn. By Theorem 2.2, B = LDU
with D a diagonal nonsingular matrix and L (resp., U ) TP and lower (resp., upper) triangular
with unit diagonal. If we write B = (LDLT)(LT)−1U , we can consider
S := LDLT, R := (LT)−1U, (16)
where S is a nonsingular symmetric matrix and R is an upper triangular, unit diagonal matrix.
Now, let us see that S is lowerly signed with signature ε1, . . . , εn. So, we have to prove
that LD is TP, where  is a diagonal matrix with diagonal elements ε1, ε1ε2, . . . , εn−1εn.
Reasoning through (10) as in the proof of Theorem 3.4, it can be deduced that D is a diagonal
matrix with positive diagonal. So, LD is TP because L is TP. Then, by (16), we conclude
that S is lowerly signed with signature ε1, . . . , εn.
Since all matrices A[i, . . . , n] and (A[i, . . . , n])T are submatrices of A, they are SSR with
signature ε1, . . . , εn−i+1. Applying the previous reasoning to all these matrices, the result follows.
Conversely, applying Proposition 3.3 to all matrices A[i, . . . , n], (A[i, . . . , n])T for all i =
1, . . . , n with C = Si, S˜i and V = Ri, R˜i (respectively), we conclude that all row-initial and
column-initial minors of order k of A[i, . . . , n] for all i = 1, . . . , n have the same strict sign
given by εk .
Taking into account that a minor of A with consecutive rows and columns is either a row-initial
or a column-initial minor of some matrix A[i, . . . , n] with i ∈ {1, . . . , n}, we conclude that the
minors of A using k (1  k  n − i + 1) consecutive rows and columns have the same strict sign
εk . Then, by Fekete’s Lemma (see Theorem 2.5 of [1]), A is SSR with signature ε1, . . . , εn. 
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Analogously to Definition 3.1, a nonsingular matrix An × n is said to be upperly signed with
signature ε1, . . . , εn if it can be decomposed in the form A = LDU and DU is TP, where 
is a diagonal matrix with diagonal elements ε1, ε1ε2, . . . , εn−1εn.
Remark 5.2. Taking into account that the symmetric and lowerly signed matrices Si and S˜i of
Theorem 5.1 can be written Si = LSiDSiLTSi and S˜i = LS˜iDS˜iLTS˜i , we conclude that they are also
upperly signed with the same signature ε1, . . . , εn.
Appendix A. Tests for lowerly signed and strictly signed γ -matrices
Lowerly signed and strictly signed γ -matrices have played a key role in the decompositions of
SSR matrices provided in this paper. This appendix presents tests of O(n3) elementary operations
to check if a given n × n matrix belongs to these classes of matrices. The main tool of the tests is
an elimination procedure alternative to Gauss elimination and called in [6] Neville elimination.
For the sake of completeness, let us start by recalling some notations and properties related to
Neville elimination.
Neville elimination (NE) is a procedure to create zeros in a matrix by means of adding to a given
row a suitable multiple of the previous one. Assuming that no row exchanges are necessary, for
a nonsingular matrix A = (aij )1i,jn, NE consists of n − 1 major steps resulting in a sequence
of matrices as follows:
A = A(1) −→ A(2) −→ · · · −→ A(n),
where A(t) = (a(t)ij )1i,jn has zeros below its main diagonal in the first t − 1 columns. The
matrix A(t+1) is obtained from A(t) (1  t  n − 1) according to the formula
a
(t+1)
ij :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a
(t)
ij , if i  t,
a
(t)
ij − (a(t)it /a(t)i−1,t )a(t)i−1,j , if i, j  t + 1,
a
(t)
ij , otherwise.
(17)
Observe that the computational cost of NE coincides with the computational cost of Gauss
elimination, and so it requires O(n3) elementary operations. In this process the element
pij := a(j)ij , 1  j  n, j  i  n (18)
will be called the (i, j) pivot of the NE of A. The pivots pii will be referred to as diagonal pivots.
The element
mij := pij /pi−1,j , 1  j  n, j < i  n (19)
is called the (i, j) multiplier of the NE of A.
The matrix U := A(n) is upper triangular and has the diagonal pivots on its main diagonal.
The complete Neville elimination (CNE) of a nonsingular matrix A consists in performing the
NE of A until getting the upper triangular matrix U and, afterwards, proceeding with the NE of
UT until one obtains a diagonal matrix with the diagonal pivots on its main diagonal. Finally, the
(i, j) pivot of the CNE of A is the (i, j) pivot of the NE of A if i  j and the (j, i) of the NE of
UT if i  j . The multipliers of the CNE of A can be defined analogously.
The first part of the following result is a consequence of Lemma 2.6 of [6], and the second part
is obvious by (17) and (18).
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Lemma A.1. Let A be an n × n matrix. Then
(i) If all column-initial minors of A are nonzero, then all the pivots of its NE are nonzero and
then pi1 = ai1 for all i = 1, . . . , n and
pij = det A[i − j + 1, . . . , i|1, . . . , j ]det A[i − j + 1, . . . , i − 1|1, . . . , j − 1] 1 < j  i  n.
(ii) If all the pivots are nonzero, the NE of A can be performed without row exchanges.
The following result is a consequence of using Theorem 4.3 of [8] and applying Theorem 3.3
of [8] to a triangular matrix.
Theorem A.2. Let L be a lower triangular, unit diagonal matrix. Then L is TP if and only if
the NE of L−1 can be carried out without row exchanges and all multipliers are negative.
From Theorems 2.2 and 4.3 of [8] we can derive the following result.
Theorem A.3. LetAbe a nonsingular matrix. If the NE ofA can be applied without row exchanges
with all multipliers positive, then we get A = LDU with L a TP matrix.
The following result characterizes lowerly signed and strictly signed γ -matrices in terms of
their Neville elimination.
Proposition A.4. Let A be an n × n matrix. Then
(i) A is lowerly signed with signature ε1, . . . , εn if and only if all the pivots pij of the NE of A
are nonzero and sign(pij ) = εj−1εj for all j = 1, . . . , n, i  j (taking ε0 := +1).
(ii) A is a strictly signed γ -matrix with signature ε1, . . . , εn if and only (i) holds and all the
multipliers of the NE of UT are negative, where  is the diagonal matrix of Definition
3.1.
Proof. (i) Let A be a lowerly signed matrix with signature ε1, . . . , εn. By Proposition 3.3 all
columm-initial minors of order k of A have the same strict sign εk for all k. Now, by Lemma
A.1(i), all the pivots pij of the NE of A are nonzero and satisfy sign(pij ) = εj /εj−1 = εj−1εj
for all j = 1, . . . , n, i  j .
Conversely, if all the pivots of the NE of A are nonzero, then by Lemma A.1(ii), we know that
the NE of A can be carried out without row exchanges. Moreover, since sign(pij ) = εj−1εj for
all j = 1, . . . , n, i  j , by (19) all the multipliers of the NE of A are positive. By Theorem A.3,
A = LDU and L is TP.
Since D has the diagonal pivots on its main diagonal, we can deduce that D is a diagonal
matrix with positive diagonal, and we conclude that LD is TP and so A is lowerly signed with
signature ε1, . . . , εn.
(ii) Let A = LDU be a strictly signed γ -matrix. Then (UT)−1 = (U−1)T is TP
because U−1 is TP. By applying Theorem A.2 to the lower triangular, unit diagonal matrix
(UT)−1 = (UT)−1, we deduce that all the multipliers of the NE of UT are negative.
As for the converse, by (i) A is lowerly signed with signature ε1, . . . , εn. Furthermore, since
all the multipliers of the NE of UT are negative, all its pivots are nonzero. Then, by Lemma
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A.1(ii), the NE of UT can be performed without row exchanges. Applying Theorem A.2 to
the lower triangular, unit diagonal matrix (UT)−1, we have that (UT)−1 = (U−1)T is
TP, and so, U−1 is TP. Then A is a strictly signed γ -matrix with signature ε1, . . . , εn. 
The following example illustrates the use of Proposition A.4 to check if a matrix is lowerly
signed or a strictly signed γ -matrix.
Example A.5. Let A be the matrix of Example 3.5. When performing the NE of A we obtain the
sequence of matrices
A = A(1) =
⎛
⎝
1 1 1
1 2 3
1 3 4
⎞
⎠ −→ A(2) =
⎛
⎝
1 1 1
0 1 2
0 1 1
⎞
⎠ −→ U =
⎛
⎝
1 1 1
0 1 2
0 0 −1
⎞
⎠ .
The pivots of its NE are p11 = p21 = p31 = 1, p22 = p32 = 1, p33 = −1. So, by Proposition
A.4(i), A is lowerly signed with signature +1,+1,−1. Since  = diag(+1,+1 − 1), then the
NE of V := UT produces the sequence of matrices
V =
⎛
⎝
1 0 0
1 1 0
−1 −2 −1
⎞
⎠ −→ V (2) =
⎛
⎝
1 0 0
0 1 0
0 −1 −1
⎞
⎠ −→ V (3) =
⎛
⎝
1 0 0
0 1 0
0 0 −1
⎞
⎠
and then the multipliers of its NE are m21 = 1,m31 = −1, m32 = −1. Therefore, by Proposition
A.4(ii), A is not a strictly signed γ -matrix.
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