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A local theory of weak solutions of first-order noniinear systems of conserva- 
tion laws is presented. In the systems considered, two of the characteristic 
speeds become complex for some achieved values of the dependent variable. 
The transonic “small disturbance” equation is an example of this class of systems. 
Some familiar concepts from the purely hyperbolic case are extended to such 
systems of mixed type, including genuine nonlinearity, classification of shocks 
into distinct fields and entropy inequalities. However, the associated entropy 
functions are not everywhere locally convex, shock and characteristic speeds are 
not bounded in the usual sense, and closed loops and disjoint segments are 
possible in the set of states which can be connected to a given state by a shock. 
With various assumptions, we show (1) that the state on one side of a shock 
plus the shock speed determine the state on the other side uniquely, as in the 
hyperbolic case; (2) that the “small disturbance” equation is a local model for 
a class of such systems; and (3) that entropy inequalities and/or the existence 
of viscous profiles can still be used to select the “physically relevant” weak 
solution of such a system. 
I. INTRODUCTION 
Let f, g, u denote n-dimensional vectors, with f, g smooth functilns of U, 
and u a function of x, y. A first-order system of nonlinear conservation laws 
&>a! + fM/ = 0 (1.1) 
is said to be hyperbolic at a point us if the values of X such that the matrix 
g%(u,,) + Xfu(us) is singular are all real. Strict hyperbolicity requires, in addition, 
that the h,(u), i = 1, 2 ,..., n, called characteristic speeds, be distinct. 
A solution of (1.1) assumes values u E D C [wo. Our concern here is with 
systems which are strictly hyperbolic in only part of D, i.e., D = H u B u E, 
where (1.1) is strictly hyperbolic in H, but two of the &(u) are a complex pair 
for u E E. E will be called the elliptic region, analogous to the case rz = 2. The 
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boundary B between E and H is assumed to be a smooth manifold of dimension 
n- 1. 
Such systems arise, for example, as descriptions of stationary, transonic 
fluid flow. As in the case of purely hyperbolic systems, smooth solutions of 
(1.1) are not expected in general (c.f. [IS]). Weak solutions, possibly piecewise 
smooth but admitting jump discontinuities (shocks) are anticipated. An essential 
feature of mixed type nonlinear systems is the possibility of shocks between 
values of u one of which is in E and the other in H. Such discontinuities are 
routinely observed in transonic flow, but are not described by linear systems 
of mixed type, e.g., the Tricomi equation, or by purely hyperbolic nonlinear 
systems. 
The primary objective of this paper is a local description of weak solutions of 
(1.1). Such weak solutions are in general not unique; an entropy condition is 
needed to determine which shocks are admissible on physical grounds. The 
classical entropy condition of [13] is obviously inappropriate for shocks con- 
necting states in E with states in H. However, a number of ideas from the theory 
of hyperbolic systems can be extended to such systems of mixed type, such as 
genuine nonlinearity, classification into distinct fields (k-shocks), and the 
existence of entropy inequalities. There are also, of course, essential differences 
from the purely hyperbolic case, which include nonconvex entropy functions, 
unbounded characteristic speeds and shock speeds, and closed curves in the set 
of states which can be connected to a given state by a shock. 
A brief outline of our discussion follows: in Sections 2 and 3, we briefly 
review some of the theory of nonlinear conservation laws, as applied to systems 
of the form (1.1). We also obtain some additional results; for example, we show 
that the system (1.1) is hyperbolic at any point where a locally convex entropy 
function exists. Nonetheless, entropy inequalities for nonconvex entropy func- 
tions are motivated by consideration of regularization of the system (l.l), 
as in the hyperbolic case [14]. With various assumptions, we show that if the 
state on one side of a shock and the shock speed are prescribed, there exists 
at most one state which can be on the other side of the shock. 
In Section 5 we prove a representation theorem; with a number of assumptions, 
we show that in a small neighborhood of a point in B(u = 0), the leading part 
of that portion of the system which is changing type corresponds to the transonic 
“small disturbance’ problem [ 1 ] 
(P”)o - QY = 0, 
4x -P, = 0, 
(1.2) 
with x acting as a time-like variable. We note in passing that the pair, (1.2) 
has also been studied separately in the hyperbolic region p > 0, with y the 
time-like variable [21], as a problem arising in mechanics. 
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Thereafter we adopt a modest generalization of (1.2) as a prototype problem. 
In Section 6 we classify the possible discontinuities for such a problem, and prove 
theorems on the equivalence of different forms of entropy conditions: one-sided 
bounds on the spatial derivatives, entropy inequalites, and the existence or 
nonexistence of viscous profiles. These results can be applied to the construction 
of difference schemes for this type of problem, as it is easier to construct dif- 
difference schemes satisfying entropy inequalities than schemes satisfying one- 
sided bounds on the spatial derivatives [2, 10, 201. Also, the results on existence 
of viscous profiles suggest some suitable forms of regularization for higher- 
order difference schemes. 
II. ENTROPY FUNCTIONS, HYPERBOLICITY, AND REGULARIZATION 
Throughout this paper, we shall assume that smooth solutions of (1.1) 
satisfy an additional scalar conservation law, of the form [5, 9, 141 
This will be the case if there exists a vector function W(U) such that 
gu=v = u, ) fu’v = v lb0 (2.2) 
for scalar functions U, V. Where g;;‘, f;;’ exist we have, respectively, 
v = u,, v = v,. (2.3) 
We next assume that the mapping u -+ w is locally invertible; i.e., that V;‘(U) 
exists for all u E D. Then (1.1) can be written in symmetric form with w as the 
dependent variable [5, 81. For u E D, let the scalar functions 0, !P be given by 
@(f-44) = 44 * g(4 - U(4, Y(a(u)) = v(u) . f(u) - V(u); (2.4) 
then from (2.2) it follows that 
@p, =g, u; =f, (2.5) 
so that if I( is a solution of (l.l), W(U) satisfies 
We note that in view of (2.5) the equivalence of the systems (1.1) and (2.6) 
holds even for weak solutions, and independently of any adopted entropy con- 
dition. For systems which change type, an entropy condition is obtained some- 
what more naturally for the symmetric form (2.6). 
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The characteristic speeds hj and associated eigenvectors rj , j = 1, 2,..., n, 
for the system (2.6) may be obtained from the mixed symmetric eigenvalue 
problem 
@,pJj + XjYvJj = 0. (2.7) 
A directional bias may be given to the system (1.1) by requiring that U be 
a locally convex function of g, possibly after a rotation in the x - y plane. If 
U,, >, 0, then weak solutions of (1.1) w ic are limits of smooth solutions as h h 
E + O+ of a regularized problem such as 
du,)z + f WV = E 4(%), (2.8) 
satisfy an entropy inequality [14] 
in the sense of distributions. In this context, there is considerable freedom in 
the choice of the regularization term, i.e., the right side of (2.8). It suffices that 
the solutions of (2.8) be sufficiently smooth that multiplication of (2.8) by UV(u,) 
be defined, and that the right side of (2.Q multiplied by U,(u,) and integrated 
over the X, y plane, be nonpositive in the limit c -+ O+. However, a single 
second derivative of g(Q, or second derivatives of U,(U,), etc., may be used in 
principle, depending on the particular problem under consideration. 
With suitable hypotheses, (2.9) is equivalent to the classical entropy condition 
for shocks [13]. Assuming that g;’ exists, the independent variable x may be 
considered time-like. (In this context, the characteristic speeds hj given in (2.7) 
are the reciprocals of those as usually defined. This convention will also be 
adopted for shock speeds, for reasons of boundedness, which will become clear 
in Section 3.) 
The following lemma shows how the directional bias is inherited by the sym- 
metric form (2.6). 
LEMMA 2.1. 1f UJUJ > 0 and g$(u,,) exists, then @,+,(n(uJ) > 0. 
Proof. From (2.3, 2.5), it follows easily that Qp,, = U&l . 
Since Qua and Y,,, are symmetric, however, an immediate consequence of 
(2.7) and Lemma 2.1 is 
THEOREM 2.2. If U,,(u,) > 0 and g$(u,) exists, then the system (1.1) is 
hyperbolic at u = u0 . 
Thus the local convexity of U cannot hold everywhere in systems which 
change type. The entropy inequality (2.9) may remain valid, however; such an 
example will be described in Section 6. 
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THEOREM 2.3. Assume that the mapping II -+ v is invertible over D, and that 
as .S -+ O-j- the solutions v6 of 
PWJL + P’&N, = E Av, (2.10) 
converge boundedly almost everywhere, to a limit function v. Then (2.9) holds, in 
the sense of distributions, with u = u(v), whether or not U is locally convex. 
Proof. Let 6 be a non-negative Cam function of x, y; multiply (2.10) by 
Iv, and integrate with respect to x, y, over a region in the x, y plane containing 
the support of 5. The result follows by the usual partial integrations, using (2.2) 
and (2.5). 
In symmetric systems where hyperbolicity fails, Cp,, must become singular. 
Thus if the mapping u -+ a is invertible and v;;’ exists globally, it follows from 
(2.5) that g, must become singular. In particular, the explicit case g(u) = u 
is precluded under these conditions. 
We also note that any negative semidefinite form of regularization may be 
used in (2.10), leading to the entropy inequality (2.9). It is not known what 
additional hypotheses are needed so that (2.9) uniquely determines weak 
solutions. Even in the purely hyperbolic case, it is known that different 
forms of such regularization can lead to different weak solutions obtained as 
limits [4, 221. 
A system (1.1) may admit several additional conservation laws of the form 
(2.1), for different pairs U, V. To each such pair there corresponds a symmetric 
form (2.6) and an entropy inequality (2.9), obtained by regularization such as 
(2.10). The entropy inequalities (2.9) for different pairs U, Y will in several, 
admit different shocks in weak solutions. In such cases, it is clear that some 
additional knowledge of the dissipation mechanisms is necessary to select the 
“physically correct” weak solution. This difficulty does not arise in the strictly 
hyperbolic, genuinely nonlinear case when the solutions are piecewise smooth 
and the shocks are sufficiently weak [14], b ecause the entropy functions can be 
assumed to be locally convex for all assumed values of U. 
III. PAIRS OF STATES WHICH CAN BE CONNECTED BY A SHOCK 
We specialize to a symmetric system 
(@u(u)), + (Y&N, = 09 (3.1) 
with IA assuming values in D as described above. We assume BUU(u) > 0 and 
strict hyperbolicity for u E H, but QU, becomes singular and two of the charac- 
teristic speeds are equal for u E B. For u E E, two of the characteristic speeds 
are complex; we assume that the real characteristic speeds remain distinct. 
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We also assume that !P;~(u) exists for all u E D, which implies that the charac- 
teristic speeds, as obtained from (2.7), are bounded. With these assumptions, 
the real characteristic speeds can be consistently labeled. For u E H, we simply 
take the Xj in increasing order as usual. For u,, E E, we label the real h,(us) 
by continuity, i.e., move u along a path y into H, and assign to real A(us) the 
corresponding index in H. The continuity of h along the path y follows from the 
assumed existence of !P;t . It remains to show that such an assignment is inde- 
pendent of path. Suppose not, i.e., that for two paths y1 , ys , different indices 
are obtained for the same characteristic speed X(U,), u,, E E. Let X,(U), x,(u), 
denote the characteristic speeds at a point u on y1 , ys , respectively, obtained by 
continuity, with &(u,) = %(us) = h(u,,). Suppose that K , ys cross B at or , u2 , 
respectively; let X,(q), h,(u,) denote the double characteristic speed at u1 , ua . 
The real characteristic speeds are assumed distinct within E, and since only two 
of the characteristic speeds become equal in B, and these are complex in E, 
it is clear thet x1(%) # X,(u,), &(~a) # X,(U,). Therefore the only way that 
y1 , ~a can lead to different indices for h(u,,) is for x1(~) < h,(z+) and h,(u,) > 
h,(u,), or vice versa. But in such a case strict hyperbolicity fails in H, at some 
point along a line within B v H connecting u1 , ua . 
We shall call a value of K passive if hl, is real in E, and essential if h,(u) becomes 
complex as u enters E. Since only two characteristic speeds (the ones corre- 
sponding to essential K) are equal in B, it is clear that the essential values of k 
are independent of U. Since the essential values are necessarily consecutive, we 
denote them by V, v + 1. 
The Rankine-Hugoniot relations, describing pairs of points u+ , u- which 
can be connected by a shock of speed u(u+ , u-), are given by 
@&+> - @t&L) + @(U+ , u->(W+) - u;(u-)) = 0. (3.2) 
The condition of genuine nonlinearity which we adopt is as follows: let u+ , u- 
be any two states in D for which (3.2) is satisfied, for some scalar value 
of u(u+ , u-); then C(U+ , U-) is not to be a characteristic speed at u+ or u- . 
This conditions is briefly mentioned in [6] and analyzed in some detail in [16]. 
In general, it is stronger than the classical condition of [13], although for many 
systems it is equivalent. It is applicable to states in nonhyperbolic regions; 
indeed in purely elliptic regions a real shock speed will never be characteristic, 
even if the system is locally linear. 
A number of implications follow from this assumption [13, 16J. Let r(u,,) 
be the set of states in D which can be connected to u, by a shock, i.e., for which 
(3.2) is satisfied. Differentiating (3.2) ,we obtain 
P&4 + 4% %I) ul,&)> 11’ = -4% %)(Y&) - ul,(%,)> (3.3) 
for u E P(u,,), where primes denote differentiation within I’(u,,). From (3.3) 
and the assumption of genuine nonlinearity, it follows that u’ # 0 and that 
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r(u,,) is composed of distinct l-manifolds. For u,, E H, corresponding to each 
k = 1, 2,..., n there exist two l-manifolds Pb+(uO), r,-(us) C r(u,,), which have 
us as one endpoint. As u + u,, along rk*(tiO), O(U, us) ---f &(~a); a(u, uO) increases 
(decreases) as u moves away from us along P,+(u,)(r,-(uJ). Globally, O(U, us) 
always lies between h,(u,,) and h,(u), so that the boundedness of characteristic 
speeds implies boundedness of shock speeds. These results also hold for 
u, E B u E, if k is passive. 
For u0 E H LJ B, we assume explicitly that this is all of r(u,), i.e., that there 
are no detached branches. With this assumed form of genuine nonlinearity, 
in particular the requirement u’ # 0 in (3.3), this will be the case if there are 
no solutions of (3.2) with u+ = us and u- on the boundary of D (or arbitrarily 
far from u,,), other than U- E r,*(z+,) for some k. 
With this form of genuine nonlinearity, the entropy inequality (2.9) and the 
classical entropy condition of [ 131 are equivalent, in the following sense: 
THEOREM 3.1. Let u+ , u- satisfy (3.2), with u- E r(u+); let U, V be an entropy 
function pair, with U locally convex as a function of @,, , for u in the convex hull 
of that portion of r(u+) or r(u) between u+ and u- . Then the entropy jump 
condition 
Vu+) - U(u-) + ++ 7 u-)( V(u+) - V(u-)) < 0 (3.4) 
and the entropy condition of [13] are equivalent. 
This theorem is only a slight generalization of Theorem 3.1 of [17], and so 
a proof ~111 be omitted. 
For j, k both passive, any u,, E D, the proof of Theorem 2.1 of [16] and its 
corollary remain valid, and so ri(r+,), r,(u,,) are distinct, where rk(u) = r,+(u) u 
r,-(u). For k passive, it follows from [16] that 
11 E r&J 0 u(J E r,(u). (3.5) 
For j and/or k essential, it follows from (3.3) that the direction of u’ is unique 
at each point u E r(u,). Thus rj(u,,) and P,(u,) do not cross, but r,+(u,) 
and c+,(u,,) might form a closed loop, if us E H, and r,+(u,), Ps+r(u,) both enter 
E. This in fact does typically occur; in such cases we consider r,+(u,) and 
J’;-,,(Q) to both consist of the entire closed loop (except for the point u = u,,). 
For us E E and j essential, rj(u,,) cannot have u,, as an endpoint, because h,(u,,) 
is complex. We consider rj*(u,), us E E, j essential, to be the connected subsets 
of r(u,,) such that (3.5) and (3.8) below hold for all u E H. It turns out that for 
us E E, r;+,(u,J and J’“+(u,,) frequently do not exist, and TV-(u,), ~s,,(u,,) lie 
within H and may overlap or coincide entirely. 
We assume that there are no other detached branches of I’(u,,), u,, E E. 
Typical curves for r(%), corresponding to n = 4, are shown in Figs. 1-3. 
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To make these results precise, we first claim 
LEMMA 3.2. For ti G 23, h,(u) = h,+l(ti) = 0, (3.6) 
the proof of which is deferred. For zq, E H, such that I’,+(u,) and P;-,,(u,) from 
a closed loop, it follows from the assumption of genuine nonlinearity and Lemma 
3.2 that 
wo> < 0 < 4+&l), (3.7) 
and thus that for such u, E H, u E I’,+,,(+,), 
Thus hv+l(~) # 0, and I$(u,,) cannot enter E. A similar argument shows that 
rv-(u,J cannot enter E. 
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For all us E H, u E D, we have [16] 
24 E ~“L(~O) * uo E J-34 u E r,-(u,) =h 24, E r”+(u). (3.8; 
However, the converses need not hold r,+(q) and r;,(uo) form a closed loop. 
For u E r,+(u,) u r;r(u,), u. E H, &(uO) < u(u, uo) < h,+,(u,,) so that thie 
part of r(u,) is distinct from all the others. Thus for u,, E H, rk*(u) are all distinct, 
except that r,+(u,,) and r;-,,(z+,) may form a closed loop. For us E 3, r,+(lc,) 
and I’;-, do not exist, and I’-(uo), I’,+,,(ti,,) behave essentially as for u,, E H. 
The arguments are quite similar. We next show 
LEMMA 3.3. For u, E E v B and k essential, I’,(u,) lies entirely within H. 
Proof. First we consider U, E B. If r,(u,) enters E, there will be some point 
ur E B, u, E r,(u,). Since h,(uo) = hk(ur) = 0 by Lemma 3.2, the requirement 
that a(uo , ur) lies strictly between X,(u,) and h,(q) will be violated. 
For us E E, we first note that I’,(u,) and rj(uo) cannot overlap or coincide for 
any passive value ofj. Since (3.5) applies to all passive fields, we would then have 
the existence of points U, E H such that u,, E r,(u,) and ?I, E rk(ul). This is also 
impossible by genuine nonlinearity. Thus if r,(u,) enters E, with U, E E, there 
exists a point u, E B, u, E rk(uo). Clearly us E I’(uJ, and U, $ rj(q) for any passive 
j. This in contradiction with the case u,, E B discussed above. 
We have thus shown the following: 
LEMMA 3 A. Let u, u, E D, with u E I’(u,). Then for some value of k, either 
u E r7c+(uo) and uo E rk-(u), (3.9) 
or vice versa. The condition u E rj(uo), u, $ Pj(u) is possible only if u. E H, 
u E H v B, j is essential, FV+(uo) and PAI form a closed loop, and (3.9) (or 
vice versa) holds with j + k = 2v + 1. 
Lemma 3.4 is the essential ingredient used to show that u. and u(u, uo) 
determine u E r(u,) uniquely. 
THEOREM 3.5. For all u, E D and all real 7, there exists at most one point 
u E F(u,) such that O(U, uo) = 7. 
Remark. As in the purely hyperbolic case, there are some values of 7, for 
example the real characteristic speeds at u. , for which no such point exists. 
Proof. Suppose not, let u, , a u be two such points. First assume that u, , u1 , up 
are all in H u B or all in E. By genuine nonlinearity, ui E Pi(uo), u2 E Pk(uO), 
with j # k; if u, , u1 , ua are in E, thenj, k are both passive as rV(uo) and ~,+,(u,,) 
lie entirely within H. Using Lemma 3.4, we may assume that u. E rj(ul), 
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ua E rk(ua); this will require pickingj, k properly if j or K is essential and a closed 
loop is formed. Clearly ur E r(u,). Since Xj(u), hk(u) are real for u = ~a, ur , u, , 
it follows that u1 E rj(u,) or ur E r,(u,). In the former case, we then also have 
~a E rj(ul), which is impossible, because u,, is the unique point in rj(u,) corre- 
sponding to shock speed 7. Similarly, u, E r,(u,) is impossible, because u0 
is the unique point in r,(u,) corresponding to speed 7. 
For one of the points in E and two in H u B, the same argument applies with 
uo E ~7 ~1, 2 u E H u B. In fact, the only failure of the above argument occurs 
when u. E H, u1 , u2 E E, u, E TV+(~), u2 E Fv$(u,,), in the case where r,+(u,) 
and r;+l(uo) do not form a closed loop. Because X, , h,+r are complex in E, 
it is possible in principle that U, , 2 u are connected in one of the passive fields 
Y - 1 or Y + 2. Consider the case uZ E r;-Jur), ur E r:Ju,). By genuine non- 
linearity, we then have 
Go> < 3 < Ll(UO), (3.10) 
L&2) < 77 < LlW (3.11) 
Consider what happens to U(U, uo), as u moves along r,+(zr,) from u. towards 
ur . For u near u. , a(u, u,) w X,(u) > &-r(u). But for u near ur , U(U, uo) M 
17 < &-r(u). Thus u(u, uo) becomes equal to X,-,(u) at some point, violating 
genuine nonlinearity. The case where u1 E P,+,(u,) is entirely similar, completing 
the proof. 
IV. PROOF OF LEMMA 3.2 
Let 4 = GU, and $ = YU, be partitioned as shown in (4.1) and let OL 
represent (in generic sense) vectors of dimension rz - 1. At a point u. E B, 
take 4 diagonal; one of the diagonal entries, taken to be +11, must be zero. 
(If two or more of the diagonal entries are zero, then the conclusion is obvious, 
as two eigenvectors corresponding to h = 0 are easily constructed.) 
We first claim that for u. E B, 4 diagonal with &r = 0 and the other diagonal 
entries of 4 positive, either the conclusion holds or else #rr must be zero. Suppose 
not, and suppose that the conclusion of the lemma is not true. Then there exist 
eigenvalues &(u), X,+,(U) becoming equal and nonzero’at u = u. E B. and com- 
plex as u enters E. In this case X,(U,) = 0 is of multiplicity one, with eigenvector 
505/37/1-6 
80 M. S. MOCK 
T&J = (1,0, 0 )...I 0)r. Furthermore, since A, is distinct at u,, , ri(u) is continuous 
there. From (2.7), rewritten in present notation as 
it easily follows that for j # i, f,(u) * #(zJ) r$(~) = 0, and so for u close to u, , 
1 &r(u)/ > c > 0 implies that 
Yj(U) = (O(&l”), with 11 LY jj 3 c > 0. 
If A, is one of a complex pair of eigenvalues, then from (4.2) we also readily 
obtain 
MV - Ji&4-1)(w4 . be4 d4) = 0. (4.4) 
But for u close to U, , ( &i 1, (1 $rs (1, and I( &,r (( are o(l), whereas &% is strictly 
positive definite and bounded away from zero. Thus from (4.3), fk . $yk > 0 
in (4.4), providing a contradiction. 
Now move ti to a point in H, a distance E from us . The reciprocals of the eigen- 
values Aj are the stationary points of the functional 
where a is a scalar and v = (a, IX)‘. By smoothness, we have 1 #rr j, 1 Cp,, 1 
and j @r2 1) < O(E), and ]J $r2 11 bounded away from zero by the invertibility 
of $. Setting a = 1 in (4.5), we have 
@) = w + 2&4 . $12 + WI a II”) 
w + II a II”) * (4.6) 
Clearly, we can choose 01 so that as E ---f 0, R(o) assumes arbitrarily large 
positive maximum and negative minimum values. These extrema are the reci- 
procals of the two eigenvalues approaching zero as E + 0. Since the corre- 
sponding 1) LY II--+ 0 as E -+ 0, both of the corresponding eigenvectors approach 
rz(tlg), as expected. 
Lemma 3.2 admits the following physical interpretation: in regions of the 
X, y plane where u is smoth and the system (3.1) changes type, the characteristic 
curves corresponding to the essential fields given by 
become parallel to they (space-like) axis, i.e., the effective signal speeds become 
infinite. 
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V. A LOCAL MODEL 
THEOREM 5.1. Suppose that a smooth symmetric system (3.1) sati$es the 
following propmties, for u E D = H v B u E, where B is a smooth manzjCoId of 
dimension n - 1: 
(i) The system is strictly hyperbolic in H, with two characteristkc speeds 
coinciding in B and becoming complex in E. 
(ii) CD is locally convex in U, for u E H. 
(iii) The system is genuinely nonlinear, in the sense that 
Iri*V4I 2cllrjlL c > 0,foralljandalluEH~ B. (5.1) 
(iv) !P;z exists for all u E D. 
Then in a small netghborhood of ug , [without loss of generality we take u,, = 0) 
cqu) = @l)” + (1 + O((ff’)Z)) O((u2)2 + ... + (u”)‘) (5.2) 
P(u) = -uw + (1 + O(l ul I)) O((zP)2 + a-- + (u”)‘q (5.3) 
after a suitable rotation and scaling of the dependent variables, where 
u = (ul, u2 ,**., Us)= and u1 is perpendicular to B at u0 . 
Several remarks precede the proof. From (5.2, 5.3), the leading terms in the 
first two variables correspond to a pair of equations of the form 
((u1)2), - u2$/ = 0, 
uz2 - uly - bu2, = 0 
(5.4) 
for some constant b. However, the term bu2, in (5.4) is in some sense a higher- 
order effect. Scaling the variables via 
ul = p/3p1 9 zzz &-p 2 = 6113~ y =s, 
which makes the (22’)” and (ii”)” contributions to 0 in (5.2) the same order of 
magnitude, has the effect of multiplying b by PI3 in (5.4), with respect to the 
scaled variables. For b = 0, (5.4) is the small disturbance problem (1.2). 
As noted above, the local convexity of @ is equivalent to the existence of 
a locally convex entropy function for u E H. The requirement (5.1) is slightly 
stronger than implied by the genuine nonlinearity assumption of Section 3. 
However, this assumption has a physical interpretation. If rj . VXj becomes zero 
for u E B, then rarefraction waves may have unbounded spatial derivations away 
from their centers. 
The assumption of invertible lu,, implies bounded characteristic speeds, in 
the sense described above. 
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This theorem is essentially a corollary of Lemma 3.2. The facts that two of 
the characteristic speeds (as defined here) become zero as B is approached from 
H and that @ is locally convex in H provide the thrust of the argument. 
There are, of course, other interesting examples of systems in which hyper- 
bolicity fails. In the system for stationary compressible fluid flow in two or 
three space dimensions, the passive fields are linearly degenerate, but much of 
the local behavior is as described here. Also, there are applications leading to 
systems with parabolic degeneracies [I 11. 
Proof. Choose u so that + = a,, is diagonal at u = ua . Since two of the 
characteristic speeds are zero by Lemma 3.2, it follows that at least one of the 
diagonal entries, say $il , is zero. Our first cleim is that the other & are positive. 
If not, there will be two independent eigenvectors corresponding to X = 0. 
At u = U, , Vhj will be perpendicular to B for each hi = 0, so that by taking 
an appropriate linear combination of the eigenvectors, (5.1) can be made to fail. 
Thus the direction of ~1 is uniquely determined. From (4.2), it follows that 
the single eigenvector Y”(u,,) corresponding to X = 0 is in the &direction. By 
assumption (iii), VX,(u,), which is normal to B, has a nonzero first component. 
We next claim that V$,,(u,) is not identically zero. From (4.2) we may infer 
that 
I det+(u)l 3 O(u * e)2, (5.5) 
where e is the unit normal to B at u, . Assumption (ii) requires 
I dllo4 3 WLW) (5.6) 
for any j. Thus V+,,(U,) can vanish only if +rr = O(ll u 11”) and $ii = O(ll u 11) 
for some j -# 1. In this case, the leading part of 4 must be singular; otherwise, 
assumption (i) fails when u E H is replaced by --?I E E, u sufficiently close to u,, . 
However, if the leading part of 4 is singular, then (5.5) fails. 
Thus V4,,(u0) is not identically zero, and indeed is also normal to B. We set 
+11(U) = Cd + z/3ju5 + O(ll u l12)s c # 0, (5.7) 
and claim that all the /?, are zero. If not, the corresponding off-diagonal element 
$ri N &s,il’, and assumption (ii), in the context of (5.6), will fail at points in H 
where cul + Z/l@ = E, / E 1 sufficiently small compated with ) u1 j. Thus u’ 
is normal to B at U, , and 
I&~(U) = const . u1 + O(ll u II”). (5.8) 
Next we consider the off-diagonal components +rj , for j > 2. By assumption 
(ii), the only term which could appear is proportional to d. Such would imply 
a term of O((U~)~ uj) in @, which would imply a term of O(uj) in &, . This is 
inconsistent with (5.8) so 1 +ij 1 < 0(/l u 112), for j 3 2. This establishes (5.2). 
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To obtain (5.3) we first claim that &r(u,,) = 0. Otherwise, there will not be 
two characteristic speeds h, , h,+r approaching zero as u E H approaches us . 
This may be inferred either from (4.5) or by partitioning $,# as in (4.1) and 
writing out (4.2), obtaining after some simple computation 
Al + 441 = ($12 + ~f2)(422 + @22)-Y~12 + Wl2). (5.9) 
From (5.9) only one value of X will approach zero as +ir , $rr - 0, unless 
#il also approaches zero. Then from assumption (iv), the vector #ia (of dimen- 
sion rz - 1) is not zero at u = ua . We may rotate and scale the coordinates 
u2 ,... ,u” so that z,/&(u,,) = (- 1, 0, 0 ,... , O)r, which establishes (5.3) and so corn- 
pletes the proof. 
VI. A PROTOTYPE PROBLEM 
In view of the results of Sections 4 and 5, we adopt a prototype problem of the 
form 
e’(P), - Qw = 0, 
40 - PY = 0, 
(6.1) 
which corresponds to 
@(P, 4) = e( P> + k2, Y( P, 4) = -Pq. (6.2) 
Let e(O) = e’(0) = e”(0) = 0; then H, B, E correspond simply to 8”(p) > 0, 
=0, (0, respectively. The assumption of genuine nonlinearity requires 
eyp) > 0, P 3 0, (6.3) 
so that p > 0 corresponds to H and p = 0 to B; in some of the results below 
we shall assume e”‘(p) positive for p < 0 as well. Throughout we assume 
e”(p) < 0 for p < 0, which thus corresponds to the region E. 
Smooth solutions of (6.1) satisfy various additional conservation laws of form 
(2.1), some examples of which correspond to 
Ul( PP 4) = Pe’( PI - O(P) + frn2> Vl( P, 4) = -P% 
U2( P, 4) = @Y P>, v2( P, 4) = -w - e(p); 
(6.4) 
(6.5) 
u3( P, 8) = S,' e(t) w dt + ww, v, = -qe(p) - $43. (6.6) 
The system (6.1) is in the symmetric form corresponding to U, , V, and this 
is the entropy function pair generally identified with this system. 
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The characteristic speeds are easily obtained from (2.7), and satisfy 
x2 = P(p). 
The Rankine-Hugoniot relations (3.2) are in this case 
VP,) - qp-) = “(U+ 9 u-)(P+ - cl-); 
q+ - q- = u(u+ , u-)(p+ - p-); 
where u+ = (p+ , p*)r. Combining (6.8, 6.9) we easily obtain 
u(u+ Q = UP+> - e’(P-1 , P+--P- ’ 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
from which we easily infer 
THEOREM 6.1. For the system (6. I), there are no shocks connecting two points 
in E, or a point in E with one in B. 
Consider now piecewise smooth solutions of (6.1), with a shock between two 
states u+. , u- , on opposite sides of a curve in the x, y described by 
(6.11) 
An entropy condition is needed to determine which shocks are physically admis- 
sible; the commonly adopted one is 
P* < a7 (6.12) 
i.e., p decreases across shocks. For U, , u- both in H, the condition (6.12) is 
equivalent to the classical entropy condition of [13]. The entropy jump con- 
dition (3.4), applied to the pair U, , VI , becomes 
0 > 4(u+) - w-) + “(U+ 9 U-WI;(%) - ~I(~-)) 
= ?2( P+ - P-M P+) + f( P-N - et P+> + 4 P-J 
= A( P, - p-13 efw, (6.13) 
using (6.8, 6.9, 6.10) and the mean value theorem in the last step. Thus if we 
identify u+ , u- by the convention that U+ lies to the right (larger value of x) 
of u- , we have 
THEOREM 6.2. Suppose that 0”‘(p) > 0 for almost ails p; then the entropy 
conditions (6.12) and (2.9) (or (3.4)) are equiwalent. 
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The equivalence of the entropy conditions thus remains valid in this case, 
even though U, is not locally convex (in the variables 0’(p), 4) for p < 0. 
Another method of applying an entropy condition is to require that the physi- 
cally admissible shocks be limits of viscous profiles [6J The existence of such 
viscous profiles has been extensively studied, especially for pairs of equations [3]. 
For the system (6.1) in the regularized form 
VP>, - qr = E AP, 
qs--PpY = EAq 
the viscous profiIes are solutions of the autonomous system 
j = O’( P> - e’( PA - ++ 9 u-)(9 - P+>, 
P = 4 - 4+ - U(U+ 9 UP - P+>, 
(6.14) 
(6.15) 
with boundary conditions 
P(+a) =P+, P(-00) =P-, q(+cfJ) = !I+-> 4(--“) = q- > 
where p*, qh , U(U+ , ZL) satisfy (6.8, 6.9). In (6.15), . denotes differentiation 
with respect to t = x/6(1 + a(~+ , uJ2). Ag ain, freedom exists in the specific 
form of regularization. Replacing Ap, Aq in (6.14) by p,, , qzz , respectively, 
leaves (6.15) intact with a change of the scaling between x, t. However, the 
replacement of Ap, Aq by p,, , qwd2/ is inappropriate, as u(u+ , U-) can be zero 
if one state is in Hand the other in E. Our next result is: 
THEOREM 6.3. Suppose that P’(p) > 0 for almost all p; then the system 
(6.15, 6.16) has a solution if and only if p, <p- . 
Theorem 6.3 shows that the existence or nonexistence of viscous profiles 
is equivalent to the entropy inequality (2.9) or to (6.12) as an entropy condition. 
FIG. 4. Existence of viscous profile. 
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Proof. First we consider p.+ < p- ; from (6.9) q+ - Q- has the opposite 
sign from a(U+ , _ u ). It is no real restriction to take q+ < q- as the case a = 0, 
q+ = q- is trivial. Consider the rectangle Sz,, , with sides parallel to the p, q 
axes and opposite corners at u+ , u- , as shown in Fig. 4. From (6.8, 6.9), it is 
readily seen that the vector field determined by the right side of (6.15) points 
out of Q, , at all points on the boundary except the two critical points u+ , u- . 
We next claim that with respect to the system (6.15), u+ is a saddle and U- 
a repulsive improper node. This is easily shown, using (6.10) and noting that 
e,l( p+) < oyu, , u-) < e”( p-) (6.17) 
by hypothesis. It is also readily seen that the various eigenvectors are oriented 
as shown in Fig. 4. There are no other critical points in Q,, , as may be seen either 
by direct calulation or by appeal to Theorem 3.5. Clearly the orbit entering II+ 
from the interior of Q,, originates at u- , which gives existence of a solution of 
(6.15) (6.16). The orbit is clearly unique up to translation. Also, there is no 
orbit from u, to u- , so that there is no viscous profile if the boundary conditions 
are reversed. 
Other forms of regularization of (6.1) are of course possible. Another such 
form, which is attractive in the construction of difference schemes of second- 
or third-order accuracy, is 
(6.18) 
Limits of solutions of (6.18) will satisfy the entropy inequalities (2.9) or (3.4), 
for the entropy function pair U, , Vi . This form of regularization has also been 
successfully applied to difference schemes for purely hyperbolic equations [17]. 
For the system (6.18), viscous profiles correspond to solutions of 
. . . 
p = -O’(P) + @(P+) + ++ 9 u->“(P -P+), (6.19) 
with boundary conditions 
P(4W) =P+* p(--co) =p-. (6.20) 
THEOREM 6.4. Suppose that e”‘(p) > 0 for almost all p; then there exists 
a solution of (6.19, 6.20) if and only if p, < p- . 
Thus also for this form of regularization, the existence or nonexistence of 
viscous profiles in an entropy condition equivalent to the other forms discussed. 
Proof. For p, < p- , the existence of a solution follows from the existence 
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theorem proved in [15]. For p, > p- , multiply (6.19) by I, and integrate, 
obtaining - s -1 (#(t))2 dt = +&+ - p-)” O”‘(5) (6.21) 
by the same calculation leading to (6.13). 
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