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Abstract
Time Divison Duplex (TDD) wireless communication systems are inherently bidirectional, which
facilitates exploiting channel reciprocity for pilot based channel estimation of both uplink and downlink.
However, there exists a gross asymmetry in channel estimation complexity for the uplink and downlink,
particularly for Multiple Input Multiple Output (MIMO) TDD systems. Usually, Base Stations (BS) with
more antennas need to estimate fewer parameters from each antenna, whereas the estimation requirement
is disproportionately higher at the User Equipment (UE). Unlike the UE, the BS has powerful hardware,
computational resources and energy to accurately estimate and track channel profiles. To overcome this
asymmetry, we propose a solution for MIMO-TDD downlink communication, wherein the post-coder
part of the channel matrix is quantized at the BS, and is communicated to the UE via a low-rate channel.
Using asymptotically tight lower bounds on the downlink achievable rates, we quantify the performance
of the proposed scheme. Simulations reveal that a moderate number of quantization bits are sufficient to
achieve rates close to the the link capacity. We further show that, when the BS has many more antennas
at than the UE, the channel can be compensated by appropriate transmit domain precoding without
post-coder knowledge at the UE.
I. Introduction
The use of Multiple Input Multiple Output (MIMO) techniques has been pioneered as one
of the key approaches to enhance data rates of wireless systems. When the Base Station (BS)
possesses a large number of antennas, the use of time-division duplex (TDD) communication with
uplink training can significantly enhance downlink data rates and link reliability [1]. This concept
has been explored in great detail and has been shown to work effectively in practice. However,
most considerations assume the receiving user equipment (UE) to possess a single antenna. In
such systems, the base station can effectively precode to compensate for channel effects, so that
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the receiver detection is significantly simplified. In particular, once the channel vector is known
at the BS, knowing its norm at the UE is sufficient to decode the downlink transmissions. In other
words, UE need not perform full fledged channel estimation using downlink pilots, since this is
a waste of effort. However, the situation drastically changes when there are multiple antennas
at the UE, since estimating the channel norm at each UE antenna is now insufficient for rate
maximization. On the other hand, training to estimate the full channel is not only wasteful, but
also an onerous task for a battery powered, low form-factor UE. Notice that the computational
and hardware resources available at the BS allows it to near accurately estimate and track the
uplink channel, where only a few parameters per antenna need to be estimated. The reverse link,
through reciprocal in TDD, requires estimating several coefficients per antenna, that too with
less resources, leading to a ‘curse of asymmetry’ in pilot based training. Moreover, different UEs
may be equipped with varying number of antenna and hardware, making a single-size-fits-all
pilot training infeasible and inaccurate. In order to address this, we propose a solution based on
the feedback of partial channel state information (CSI) measured at the base station to the UE,
and demonstrate that this enhances the system throughput significantly, without compromising
on simplicity. Our feedback approach is particularly suitable for practical r × t MIMO systems
where the number t of antennas at BS ranges from 4 to 12, whereas the UE may be equipped
with 2 to 4 antennas.
Typical wireless systems employ pre-processing of the transmitted symbols, leading to reduced
receiver complexity as well as higher data rates [2]. Acquiring receiver CSI places a huge burden
on the UE in Frequency Division Duplex (FDD) links, particularly for MIMO systems. The
alternative TDD systems have scope for efficient workarounds, once the BS has acquired the
full CSI vector of the reciprocal channel. It is of crucial importance to then convey the channel
singular values as well as the left unitary matrix (called post-coder) of the downlink, under
Singular Value Decomposition (SVD), to the UE. The low rate control channels present in the
standards [3] can be exploited for such CSI feedback. Notice that the feedback bit budget is
critical for block fading channels, where frequent channel updates using a small number of bits
are required, while adaptive feedback can reduce this load for smoother channel variations. In
any case, it is essential to understand the loss of performance due to the quantization of CSI.
Let us focus on conveying the post-coder matrix to the UE. This requires efficient quantization
of unitary matrices. Typical approaches to quantize unitary matrices involve the use of vector
quantization on manifolds, such as the Grassmannian and Stiefel manifolds. These approaches
primarily exploit the algebraic structure of the precoder to obtain quantization schemes (unit
vectors [4], semi unitary matrices [5] and unitary matrices [6]). Though these methods have
been shown effective in theory, they involve operations on high dimensional manifolds, often an
overkill due to the complex processing requirements. On the other hand, it is known that unitary
matrices can be efficiently decomposed into independent parameters using Givens rotations
and Householder transformations [7]. The utility of this decomposition is epitomized by their
adoption in several wireless standards [8]. Moreover, the parameters obtained in this approach
are independent and can be quantized using scalar quantizers. Another advantage is that in
slowly varying channels, the temporal evolution of these scalar parameters can be tracked using
single-bit adaptive quantizers [9].
The main objective of the current paper is to propose efficient post-coder quantization schemes
for TDD MIMO using Givens rotation, which not only fit the bit budget, but also significantly
enhance the downlink achievable rates. In order to characterize the quantizer performance, we
perform an information theoretic analysis, assuming the availability of channel singular values
and quantized post-coder CSI at the UE. We will show that rate gap between our scheme and
the capacity with full CSI vanishes exponentially in the number of feedback bits. Furthermore,
numerical computations reveal that a small number of feedback bits suffices to achieve rates
close to the ergodic capacity using full CSI. The approaches suggested here are also attractive
due to the fact that several standards already use the Givens rotations to quantize precoder
information [8], and the enhancements proposed here can be realistically adopted in practical
systems.
For UEs having a few antennas, channel estimation and feedback requirements may behave
differently as we add more and more antennas at the BS. More specifically, channel hardening will
have a big impact in systems with hundreds of transmit antennas. However, to reap the benefits
of such massive MIMO systems, without the receiver having access to the post-coder, non-
convenional techniques may be required. For example, conventional water-filling based transmit
power allocation approaches appear to perform worse in the absence of full receiver CSI. For
completeness, we also propose efficient precoding based communication schemes for massive
MIMO systems without post-coder information at the receiver, and analyze the resulting rates.
The remaining part of this paper is organized as follows: Section II describes the system model.
In Section III, we propose an efficient post-coder quantization scheme, and analytically charac-
terize the achievable rate performance as a function of the number of feedback bits. Furthermore,
we propose schemes for massive MIMO with very limited feedback of CSI from the BS to the
UE. Section IV numerically compares the performance for various MIMO configurations, and
shows that the suggested schemes are very efficient. Finally, Section V concludes the paper with
some future directions.
II. System model
Fig. 1: Training and feedback in the MIMO TDD system. The base station first learns the channel
from uplink pilots (Step 1), and sends back just the compressed (as CSI feedback) post-coder to
the UE (Step 2), which uses it to decode data (Step 3).
We consider a TDD-MIMO system with t antennas at the transmitter and r antennas at the
receiver. In this system, the channel is estimated at the base station using uplink pilots, and due to
channel reciprocity, the downlink channel is assumed to possess the same channel coefficients.
We assume a block fading model with Rayleigh distributed channel coefficients, wherein the
MIMO channel is modeled by a channel matrix H ∈ Cr×t whose entries are i.i.d. unit normal
complex Gaussian random variables. That is, when the input x˜ ∈ Ct is sent by the transmitter
(base-station) to the receiver (UE), the received symbols y˜ ∈ Cr are given by
y˜ =Hx˜+η. (1)
Here η ∈ Cr is the additive white Gaussian noise vector with i.i.d. entries, each having unit
variance. We assume that t > r , thus making the rank(H) = r with high probability. Due to
reciprocity, the channel from the UE to the BS is then HT [1]. The singular value decomposition
(SVD) of the H is given by H = UΣV† where U ∈ Cr×r and V ∈ Ct×r are unitary matrices
and Σ ∈ Rr×r contains the non-negative singular values σ1 ≥ · · · ≥ σr of H. Also, an average
transmit power constraint is imposed by stipulating E[x˜†x˜] ≤ PT , where the expectation is over
the transmitted codewords, across fading blocks.
As shown in Fig. 1, the transmission within each coherence interval occurs in three steps [1].
The first step involves uplink training for channel estimation. Here, the pilot symbols p1,p2, . . .pτ
(all belonging to Cr), are sent over τ time instances. The signal received at the base station when
the UE transmits these pilots is described by
yB,i =HTpi +ηB,i , i = 1,2, . . . τ. (2)
The channel can then be estimated at the base station using yB,i, i = 1, · · · , τ. We assume that the
CSI obtained by this approach is error-free, i.e. full CSI at Transmitter (CSIT). If full CSI is
also available at Reciever (CSIR), then the capacity of this model is well known [10–12]. In
particular, r parallel channels are effectively available in each fading block [10], and the average
transmit power is optimally divided over these parallel channels, and also across fading blocks, to
achieve the ergodic capacity. Observe that once the BS knows H =UΣV†, the UE needs to know
σ1,σ2, · · · ,σr as well as U, to achieve this capacity. The key question is how to communicate the
relevant information to the UE. Employing downlink pilots is one such option, but can really
be a burden to the UE. Instead, notice that TDD permits another natural feedback mechanism
as follows. The BS can perform simple channel inversion using the pseudo-inverse of H, and
create low-rate parallel channels to convey the feedback bits. While this inversion technique
can be suboptimal from a capacity perspective, the BS can now reliably convey the relevant
channel parameters in a small number of transmissions. Selective inversion, after ignoring the
low singular values of H, is another tangible technique. Alternately, feedback can be done using
the available downlink control channels as well. Since U has more parameters than Σ, we will
focus on feeding back a quantized version Uˆ. Once the post-coder is reconstructed at the receiver,
simple strategies like energy detection can be used to estimate the effective singular values. For
simplicity, we assume in our analysis that Σ is conveyed correctly to the receiver or known by
other techniques.
Quantization of U to obtain Uˆ results in some loss of information, thereby causing the receiver
to not compensate for U completely. On the other hand, since the quantized feedback necessitates
some additional transmissions, it is essential to minimize overheads while maximizing the data
rate. We thus explore the trade-off between the overheads for transmitting Uˆ, and the achievable
downlink rates. To this end, we propose efficient quantization schemes for U under a specified
bit constraint, and then attempt to maximize the resulting achievable rate. Under full CSIT and
the knowledge of (Uˆ,Σ) at the receiver, the maximum achievable rate can be computed by [12]
max
p(x˜ |Σ,Uˆ,V)
I(x˜; y |Σ, Uˆ) s.t. E
[
x˜†x˜
]
≤ PT . (3)
Since full CSIR is not available, it is unclear whether a continuous valued distribution can
maximize (3), let alone the Gaussian distribution. In spite of this difficulty, we will show that
appropriate Gaussian codebooks perform very well, and achieve rates close to the capacity with
full CSI, even while using a moderate number of quantization bits. Notice the difference between
conventional fading models where the receiver is typically assumed to have a better version of
CSI than that available at the transmitter [12], this adds to the novelty of our analysis. Our
numerical results identify good rules of thumb for effectively utilising the feedback bits.
III. CSI Feedback Scheme and Achievable Rates
A. Codebook to Compress Unitary Post-coders
To effectively feedback information about the matrix U to the UE, a codebook to compress
unitary matrices is needed. While several codebook design methods exist, we use the Givens
rotation and Householder transformation based decomposition to parameterize the unitary matrix,
and compress the parameters. This approach has the advantage that the matrix is represented
using scalar angle parameters that are all independent and have well characterized probability
distributions [13]. The independence of these parameters converts the compression problem to
one where the optimal quantizers for single dimensional random variables needs to be found.
These are well known, and thus, this approach is an effective method to quantize the unitary
matrices for feedback to the UE.
The Givens rotation and Householder transformations use rotation matrices to null out off-
diagonal elements of the unitary matrix. Since rotation matrices do not change the norm of the
matrix, the orthogonality of the unitary matrix U is preserved in the parametrization phase. First,
the angles of each element of the first column of the matrix are stored, and then the entries of the
column are made real. Subsequently, each of the elements other than the first element are made
zero using the appropriate rotation matrix obtained from Givens rotations, and all such angles
are stored. These angles form the set of parameters needed for reconstructing the U matrix. Now,
the above two steps are repeated for all the columns in the matrix, making the resulting matrix
to be an identity matrix and the corresponding parameters are fed back for reconstruction at the
receiver.
A unitary matrix U ∈ Cr×r with orthonormal columns can be decomposed as
U =

r−1∏
k=1
Dk(φk,1, · · · , φk,k)
r−k∏
l=1
Gr−l,r−l+1(θk,l)
Dr(φr,1, . . . φr,r), (4)
where Dk(φk,1, · · · , φk,k) = diag(1r−k, {e jφk, j,1 ≤ j ≤ k}) and
Gp−1,p(θ) =

Ip−2
cosθ −sinθ
sinθ cosθ
It−p

.
We note that this is just the transposed representation of the unitary matrix decomposition given
in [13]. Here Iq represents the q × q (block) identity matrix and 1r−k represents a vector of
r − k ones. We remark that this expansion is obtained by just taking the transposed form of
the expansion in [13]. The matrices Di and G j,k contain parameters {(φk,i, θi,l)} which, after
quantization, are fed back to the receiver. Reconstruction of the matrix is a similar process,
in which the operations are performed in reverse. We note that the decomposition can also be
performed by performing the operations described above using the rows of the matrix, as opposed
to the columns, as we have done in the discussions below.
The number of parameters required to be fed back can be reduced by using the fact that the
SVD is not unique. Since the angle information in the left-singular matrix is required for the
reconstruction of the unitary matrix at the receiver, both the left and right singular matrices are
non-unique [14], and can be replaced with an equivalent pair of unitary matrices. Specifically,
for a matrix H which is of size r × t and has rank m, we have:
H =
m∑
i=1
σiuiv†i =
m∑
i=1
σi(e jαi )ui(e jαivi)† (5)
where ui,vi represent the left and right singular vectors of H respectively, and the phase factors
αi can taken to be any values in (−pi, pi] without altering the SVD. Therefore, we can choose
αi to make the first row of the unitary matrix U real, thereby fixing the m parameters to be
zero and eliminating the need to feed it back. For an r × t system having rank r , the number of
parameters needed to effectively feed back information about the post-coder is r2− r . This can
be observed for a system having 2 antennas at UE as follows. First, any 2×2 unitary matrix can
be uniquely described by the real parameters θ and φ1, φ2, φ3 as follows [13]:
U =

1 0
0 e jφ1
︸        ︷︷        ︸
U1

cosθ sinθ
−sinθ cosθ
︸                ︷︷                ︸
U2

e jφ2 0
0 e jφ3
︸            ︷︷            ︸
U3
.
Notice that
H = U1U2U3ΣV† = U1U2ΣU3V† = U1U2Σ (VU†3)†.
We can observe that matrix U3 is the diagonal matrix Dr(·) in Equation (4). Thus U1U2 can be
taken as the effective post-coder matrix, and VU†3 becomes the precoder matrix, the latter having
no effect on the received signal due to precoding [10]. Thus only r(r −1) = 2 parameters need
to be conveyed for r = 2. To simplify the parameter representation, notations introduced here for
angle parameters (i.e., θ and φ j j = 1,2,3) will be used for any further discussions on systems
with only 2 antennas at the UE. In general, the effective post-coder matrix to be communicated
to the UE can be taken as
U =

r−1∏
k=1
Dk(φk,1, · · · , φk,k)
r−k∏
l=1
Gr−l,r−l+1(θk,l)
 I. (6)
Subsequent to the parameterization of the unitary matrix, we focus on effective quantization
of the angle parameters (φi, j, θl,m). We use individual scalar quantizers for each independent
parameter. Since φi, j 1 ≤ j ≤ r, j ≤ i ≤ r are distributed uniformly in (−pi, pi], uniform quantizers
are suitable. The values θi,l ∀ i = {1, . . .,r −1}, l = {1, . . .,r − i} have the probability density
p(θi,l) = 2l (sinθi,l)(2l−1) cosθi,l , 0 ≤ θi,l < pi2 , (7)
which only depends on the index l. The optimal scalar quantizer given by the Lloyd’s algo-
rithm [15] can now be used to quantize each of these parameters. Let 2θl be the Mean Squared
Error (MSE) of the scalar quantizer for the parameter θi,l in (7). The MSE between the post-coder
matrix U and its quantization Uˆ, denoted as 2Lloyd, can be computed as
2Lloyd = E| |U− Uˆ| |2F = E
[
Tr(Uˆ†U− Ir)†(Uˆ†U− Ir)
]
, (8)
where | |A| |F denotes the Frobenius norm.
Theorem 1. For the post-coder matrix U represented by (4), let Uˆ be the unitary matrix
reconstructed from the quantized values of φi, j and θi, j obtained as per the Lloyd’s algorithm,
with b1 bits used to quantize each φi, j . Then the quantization MSE satisfies
2Lloyd ≤ r(r −1)(1− sinc(2−b1))+
r−1∑
l=1
2(r − l)2θl . (9)
Proof. The proof can be found in Appendix A. 
While the MSE 2θl in quantizing θi,l can be evaluated numerically using (7), efficient closed
form approximations are also available. In particular, the results in [16] suggest that using b2
bits for quantization will yield an MSE
2θl ≈
1
12(22b2)
(∫ pi
2
0
p(θk,l) 13dθk,l
)3
.
Using (7) in the above expression, we get
2θl ≈
β
(
2
3,
l+1
3
)3
l
12(22b2+2) , (10)
where β(x, y), x ∈ R+, y ∈ R+ is the beta function defined by [17],
β(x, y) =
∫ 1
0
t x−1(1− t)y−1dt.
Using (9) and (10)
2Lloyd ≈ r(r −1)(1− sinc(2−b1))+
r−1∑
l=1
β
(
2
3,
l+1
3
)3
l(r − l)
3(22b2(l)+3) , (11)
where b2(l) bits were used to quantize the parameter θi,l as per the Lloyd’s algorithm. Clearly the
Lloyd’s algorithm achieves an exponential decay of MSE as more quantization bits are employed
for each scalar parameter. This is also evident in (11) as the functions 1− sinc(2−b) as well as
β
(
2
3 ,
l+1
3
)3
l(r−l)
3(22b+3) decrease as O(2−2b). While (11) was introduced as an approximate bound along
the lines of [16], numerical results show that the RHS indeed gives a close upperbound to the
MSE, as shown in Figure 2.
Thus, given a total bit budget of b bits, we can allocate b1 bits for quantizing each φi, and
b2(l) bits to each θi,l , in such a way that the MSE in (11) is minimized. By relaxing the integer
constraints, straightforward solutions are possible for this minimization.
For particular configurations, the bound from Theorem 1 can be made even more tight. For
instance, the following theorem computes the exact MSE when r = 2.
Theorem 2. For a 2× 2 MIMO system, let the unitary post-coder matrix U be parameterized
by φ1 and θ. Let each of these parameters be quantized using b bits, and Uˆ be the post-coder
reconstruction from the quantized values. Then,
2Lloyd = 4−2E
[
cos(θ − θˆ)
]
(1+ sinc(2−b)) (12)
where θˆ is the quantized value of θ.
Proof. The proof is given in Appendix B. 
Fig. 2: Average post-coder quantization error: Actual Vs Equation (11).
Our main objective now is to characterize the ergodic downlink rates under quantized post-
coder feedback to the receiver, in terms of the MSE 2Lloyd.
B. Power Allocation and Ergodic Achievable Rates
To obtain the ergodic capacity of the system, it is necessary to allocate power in an optimal
manner across blocks, based on the distribution of the channel and its current realization, while
maintaining a long term average power of PT . Notice that we assumed r ≤ t, i.e. the number of
antennas at the UE r is at most that at the BS, which has t antennas. Let us start by recollecting
the optimal power control law when there is full CSI at the transmitter as well as receiver, this is
based on the singular values of the fading matrix [10]. The pdf of the unordered singular values
of HH† is given by [18]:
gr,t (σ) = 1r
r−1∑
k=0
k!
(k + t − r)!
[
Lt−rk (σ)
]2
σt−re−σ,
where L(σ) is the Laguerre polynomial given by
Lnk (σ) =
eσ
k!σn
dk
dσk
(
e−σσn+k
)
.
The optimal power control is then given by the celebrated water-filling law [12], which appro-
priately allocates power over the r parallel channels (one corresponding to each singular value)
in each block, and across blocks as well. More specifically, a positive parameter λ such that∫ ∞
λ
(
1
λ
− 1
σ2
)
gr,t(σ)dσ = PTr (13)
is chosen, and P(σ) = max{0, (λ−1 −σ−2)} is the power allocated to the channel with singular
value σ. The ergodic rate achievable with full CSI is then [12]
Cfull CSI = log
(
r
∫ ∞
λ
σ2
λ
gr,t(σ)
)
dσ. (14)
For future use, let us denote the average received power in each of the r parallel channels as
Prx =
∫ ∞
λ
(
σ2
λ
−1
)
gr,t(σ)dσ. (15)
We now characterize the gap between the achievable rates obtained by the proposed quantization
scheme, and the capacity evaluated by (3).
C. Gap to Ergodic Capacity
It turns out that the proposed communication scheme under quantized feedback can achieve
rates close to (14) itself, when a sufficient number of quantization bits are available. The following
theorem characterizes the rate gap to Cfull CSI in terms of the quantization MSE.
Theorem 3. For a MIMO channel matrix H with i.i.d Rayleigh entries, the proposed quantization
scheme can achieve a rate of
max
p(x |Σ,Uˆ)
I(x;y|Σ, Uˆ) ≥ Cfull CSI− r log2
(
1+
Prx
r
2Lloyd
)
, (16)
where 2Lloyd and Pr x are given in (8) and (15) respectively, and Σ = diag(σ1, · · · ,σr).
Proof. The proof is relegated to Appendix C. 
While Theorem 3 provides a convenient lower bound on the achievable rate for the downlink
system, an astute reader might have observed that (38) can give even tighter bounds. In any case,
since the MSE 2Lloyd decreases exponentially fast as more and more bits are used for quantization,
the average rates quickly reach Cfull CSI.
D. Massive MIMO Systems
While the techniques suggested so far enable us to achieve full CSI capacity as finer quan-
tizations of the post-coder become available, they do not explicitly take into account the effect
of channel hardening present in massive MIMO systems. More specifically, for a fixed number
of UE antennas, the singular values and singular vectors of the channel hardens or concentrates
as the number t of antennas at the BS increases [1, 19]. While channel hardening can lead to
better quantizers having lower mean square error, this may not always translate to an increase in
achievable rates. The major reason is that in order to reap the benefits of a significant boost in
receive signal strength achieved with massive MIMO, a post-coder matrix without any mismatch
at the receiver is required. Thus achieving rates approaching the full CSI capacity will happen at
the expense of more quantization bits. However, if a constant gap to capacity is admissible, then
the burden on feedback can be considerably reduced. In particular, the transmitter can precode
to avoid any receiver mismatch, thereby avoiding the post-coder requirement. This is particularly
appealing for massive MIMO, as the gap to full CSI capacity is a small constant then.
Our communication scheme works as follows. Consider r code-books of equal rate, where
the entries of each codebook are generated according to unit variance zero mean Gaussian
distribution. Thus r transmitted data symbols at each instant is denoted by the vector d. In order
to convey d, the transmitter sends x˜ =
√
α(Σ)H†(HH†)−1d in (1), where √α(Σ) is a positive
real number that depends on Σ. This translates to pre-multiplying the transmitted signal by the
scaled pseudoinverse of the channel. Notice that this is not same as channel inversion, as the
non-negative scaling factor α(Σ) is a function of the singular values of H, and this is crucial to
our scheme. The receiver obtains
y =
√
α(Σ)HH†(HH†)−1d+η =
√
α(Σ)d+η, (17)
where the choice of α(Σ) ensures that the average power constraint is satisfied. W.l.o.g assume
that η ∼ NC(0, I). The constraint E [Tr(xx†)] ≤ PT will imply that
E
[
α(Σ)Tr(Σ−2)
]
≤ PT .
The choice of α(Σ) can now be made to maximize the resulting achievable rate. Using the
Lagrange multiplier λ, one can optimize by applying KKT conditions on the unconstrained cost
function
R(α(Σ), λ) = rE [log(1+α(Σ))] −λ (E [α(Σ) Tr(Σ−2)] −PT ) . (18)
Differentiating with respect to α(Σ) for each channel realization, and equating to zero, we get
r
1+α(Σ) = λ Tr(Σ
−2).
Incorporating this back into the constraint and eliminating λ, the rate expression simplifies to
RZF = r E
log
(
PT +E[Tr(Σ−2)]
Tr(Σ−2)
) . (19)
Remarkably, this rate is achieved without any CSI feedback to the receiver at all. We will show
that this scheme performs reasonably well, albeit with a small gap to capacity, when there are
hundreds of transmit antennas at the BS. We call this the ZF precoding approach.
For the particular case where the number of transmit and receive antennas are the same, i.e.
r = t, the above optimization does not yield a bounded solution. In this situation, we selectively
invert the channel to transmit data only one stream of data that corresponds to the largest singular
value.
IV. Simulation results
We now present simulation results that characterize the downlink rate based on the amount
of feedback used to represent the post-coder U at the receiver. We consider situations where the
BS has several antennas and a UE with 2 or 3 receive antennas. Quantized post-coder feedback
is beneficial here to approach the full CSI capacity. Finally, we comment on the performance of
precoding in the case of massive MIMO systems.
A. Quantization of unitary post-coder
The first step in MIMO systems with quantized feedback is to have codebooks for the unitary
post-coder matrix. More specifically, θi, j in (4) is quantized as described in Section III-A, using
the conventional Lloyd’s algorithm [15]. Since the distribution of each φi, j is uniform, a uniform
quantizer was used for these parameters. Given a total feedback bit budget, a bit allocation
maximizing the rate bound of (38) is used for each plot using our quantization scheme. As an
example, for a 2×2 post-coder matrix U, we need to quantize two phase parameters, say θ and
φ. If b bits are available, we find the best combination of b1 bits to quantize φ and b2 bits to
quantize θ such that the maximum of (38) is obtained and plotted in Fig. 2. The reconstructed
matrix obtained from the quantized parameters, viz. φˆ and θˆ is denoted as Uˆ. The quantization
error is now measured as E
[U− Uˆ2
F
]
. The mean squared error in reconstruction is illustrated
in Fig. 2 for 2 and 3 antennas at the UE, as a function of the total number of quantization bits
used to represent Uˆ. Observe that about a dozen bits can make the MSE sufficiently small for
systems with 2 antennas at UE.
B. Downlink Data Rates with post-coder feedback
We now study how the quantization of U impacts the achieved rate. As discussed in Sec-
tion III-D, the post-coder approach is expected to be beneficial when the number of antennas at
the BS is not very large, whereas the ZF precoding approach can be useful for massive MIMO
systems where the number of transmit antennas (t) far exceeds that at the UE (r). However,
observe that the optimization specified in (19) as such has no solution for t = r .
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Fig. 3: Lower bound on achievable rate when optimal number of bits are allocated to φ3 and
θ compared with rate achieved using zero forcing precoding for 6×2 (R6×2,ZF), 4×2 (R4×2,ZF)
and 2×2 (R2×2,ZF) systems, where C6×2, C4×2 and C2×2 are the respective system capacities at
10 dB and R2×2,si is the rate achieved using only the best Eigen mode for a 2×2 system.
For systems with 2 antenna UEs, from Fig. 3, we see that the achievable rate is almost the
downlink capacity (i.e. when perfect CSI is available) if about 10 bits are used for quantization
of the parameters φ, θ for the 2×2 post-coder matrix. More significantly, when compared to the
ZF precoding based approach, we find that the significant gains in rate can be observed when the
post-coder is used with 4 or more bits of quantization. In the 2×2 case, since the optimization to
perform transmit domain ZF precoding does not yield a feasible solution, we selectively invert
only the best channel as a comparison with the feedback based approach. We find that even with
just 3 bits of quantization, the performance using feedback far exceeds that achievable using
purely transmitter compensation, thereby justifying the use of post-coder feedback.
For systems with 3 antennas at the UE, the performance trends are similar to those of systems
with 2 antennas, except that it requires a larger number of bits to achieve rates close to the
upperbound, as seen in Fig. 4. From Observe that the effect of quantization becomes small after
24 bits in Fig. 2. This manifests as enhanced achievable rates in Fig. 4. For the 3×3 case, we also
find that selectively inverting to use only the best channel yields a much poorer performance.
Clearly, post-coder feedback is always better in these systems.
The variation of the achievable rate with SNR for a 4×2 MIMO system is shown in Fig. 5,
10 15 20 25 30
Number of bits for quantizing U
4
6
8
10
12
14
16
18
R
at
e
(b
it
s/
s/
H
z)
R3×3,si
R6×3,ZF
R9×3,ZF
C3×3
C6×3
C9×3
Rate using postcoder Uˆ for 3× 3 system
Rate using postcoder Uˆ for 6× 3 system
Rate using postcoder Uˆ for 9× 3 system
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where the ratio of the achievable rate using Uˆ against the downlink capacity is shown as a
percentage. Observe that, as the SNR increases, achieving a rate close to capacity requires a
larger number of bits. This is mainly because efficient allocation of resources at high SNR
requires a more accurate Uˆ at the receiver.
C. Effective utilization of bits alloted
As discussed in the previous section, when the quantization bit budget is low, allotting bits to all
the singular vectors of the channel may not be effective for systems having more than 3 antennas
at UE, since inaccurate quantization of singular vectors would reduce the rate significantly. An
alternate approach is to allocate all power to a single singular vector and quantize only that, since
the benefit from more accurate quantization could outweigh the benefit from using all channels
in this situation. Therefore, we also study the effect of quantizing just one singular vector, rather
than the full matrix. Notice that our quantization scheme using Givens rotation cannot directly
yield individual quantizers for each of the singular vectors. We, therefore, parameterize only the
best singular vector with all available bits to study the performance, as described in Section IV-B.
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Fig. 5: Percentage of capacity achieved for a 4×2 MIMO system at different SNRs.
In Fig. 6 we see that, when using fewer than 8 bits for quantizing the post-coder U, the rate
achieved using a single channel is higher than the rate achieved using three channels. This is
because, for one channel, the number of parameters required to be fed back are just 4 i.e, φ2,2,
φ2,3, θ1,1 and θ1,2, whereas 6 parameters are needed for the full matrix, viz. φ2,2, φ2,3, φ3,3,
θ1,1, θ1,2 and θ2,1. Therefore, when the number bits is small, quantizing only the best singular
vector’s parameters results in more useful CSI than when quantizing all channel parameters
simultaneously with the same bit budget. This benefit diminishes as the number of bits used
for quantization increases, and the rate achieved using one channel saturates, while using three
channels yields better performance.
D. Bit error rate
In addition to high achievable rates, we now show that our communication schemes maintain
a low BER on each parallel eigen mode of the MIMO channel. Thus the adverse effects due
to the inaccurate post-coder are kept low. In Fig. 7, we observe that the BER obtained when
transmitting a QPSK signal over the spatial channel that corresponds to the larger singular value
of a 4× 2 MIMO system with post-coder feedback is sensitive to the number of bits used to
quantize U. We see that the use of fewer than 10 bits results in poor performance, since the Uˆ
at the receiver is not sufficiently accurate to diagonalize the channel. However, with 12 bits, the
performance is close to that obtained using the perfect post-coder.
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Although we considered the case where the post-coder is fully estimated only at the BS and fed
back to the UE, one could also estimate the post-coders via downlink pilots at the UE. However,
in this case, refining the estimate at the UE may require more resources. We further remark that
an additional reduction in the quantization bit requirement is feasible by adaptive quantization
approaches, particularly for slowly varying channels, as described in [13]. For example, using
just 1 bit per parameter with an adaptive tracking mechanism may further reduce the bit budget.
The convergence of Uˆ to U is still governed by the analysis presented here.
V. Conclusion
We have considered downlink transmission in MIMO-TDD systems where UEs possess mul-
tiple antennas, where post-coder information is used to enhance performance. Achieving the
capacity and enabling channel parallelization requires that the receiver know the right singular
vectors of the MIMO channel matrix. We take the approach of using the Givens rotations
and Householder transformations to parameterize the unitary post-coders, which permits us
to represent unitary matrices in terms of independent scalar parameters that represent rotation
angles. When the UE has 2 antennas, we show that about 8 bits suffice to quantize the post-coder
accurately. This requirement can be reduced to less than 2 bits per training instant when adaptive
tracking of the parameters is employed. When the UE has 3 antennas 26 bits are sufficient to
accurately represent the post-coder, with adaptive refinement requiring only 6 bits per instant. We
further show that, when fewer bits are available, quantizing the dominant singular vector alone
achieves higher rates than quantizing and feeding back the complete post-coder. Our simulations
reveal that the proposed quantization approach yields performance close to that achieved using
the accurate post-coder, both in terms of being close to the link capacity as well as achieving
low BER. Future work would focus on extending these techniques to UEs to multi-user scenarios
where post-coder feedback can be used for eliminating interference and aligning transmissions
for various users.
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Appendix A
Proof of Theorem 1
Denoting Dk(φk,1, . . ., φk,k) in (6) as Dk , and Gr−l,r−l+1(θk,l) as Gk,lr−l , we have
U =

r−1∏
k=1
Dk
r−k∏
l=1
Gk,lr−l
 I.
Similarly, the quantized post-coder matrix Uˆ is given as
Uˆ =

r−1∏
k=1
Dˆk
r−k∏
l=1
Gˆk,lr−l
 I,
where Dk(φˆk,1, · · · , φˆk,k) = Dˆk and Gr−l,r−l+1(θˆr,l) = Gˆk,lr−l . Letting Q = (Uˆ†U− Ir)†(Uˆ†U− Ir),
Tr(Q) =
U− Uˆ2
F
=


r−1∏
k=1
Dk
r−k∏
l=1
Gk,lr−l
 −

r−1∏
k=1
Dˆk
r−k∏
l=1
Gˆk,lr−l


2
F
Taking E1 = D1− Dˆ1, and applying triangle inequality on the above expression
Tr(Q) ≤


r−1∏
l=1
G1,lr−l
r−1∏
k=2
Dk
r−k∏
l=1
Gk,lr−l
 −

r−1∏
l=1
Gˆ1,lr−l
r−1∏
k=2
Dˆk
r−k∏
l=1
Gˆk,lr−l


2
F
+
E1D1Dˆ12
F
=


r−1∏
l=1
G1,lr−l
r−1∏
k=2
Dk
r−k∏
l=1
Gk,lr−l
 −

r−1∏
l=1
Gˆ1,lr−l
r−1∏
k=2
Dˆk
r−k∏
l=1
Gˆk,lr−l


2
F
+‖E1‖2F .
Now, taking E′1,r−1 =G
1,r−1
1 − Gˆ1,r−11 ,
Tr(Q) ≤


r−2∏
l=1
G1,lr−l
r−1∏
k=2
Dk
r−k∏
l=1
Gk,lr−l
 −

r−2∏
l=1
Gˆ1,lr−l
r−1∏
k=2
Dˆk
r−k∏
l=1
Gˆk,lr−l


2
F
+‖E1‖2F +
E′1,r−1G1,r−11 Gˆ1,r−11 2F
=


r−2∏
l=1
G1,lr−l
r−1∏
k=2
Dk
r−k∏
l=1
Gk,lr−l
 −

r−2∏
l=1
Gˆ1,lr−l
r−1∏
k=2
Dˆk
r−k∏
l=1
Gˆk,lr−l


2
F
+‖E1‖2F +
E′1,r−12F
We now observe that successive application of the triangle inequality yields norms of matrices
of the form Ei and E′k,l . These are easy to characterize. Ei is a diagonal matrix whose diagonal
entries consist of r − k 1s followed by terms eφk,k − eφˆk,k, eφk,+1 − eφˆk,k+1 . . . eφk,r − eφˆk,r . The E′k,l
matrix has all zeros except for four entries, where two of them are cosθk,l − cos θˆk,l , and the
other two sinθk,l − sin θˆk,l . Using this, on further simplification, we get
Tr(Q) ≤
r−1∑
i=1
‖Ei‖2F +
r−1∑
k=1
r−k∑
l=1
E′k,l2F (20)
where Ei = Di − Dˆi and E′k,l =Gk,lr−l − Gˆk,lr−l . We now note that each of
E
[
‖Ei‖2F
]
= E
[
Tr(Di − Dˆi)(Di − Dˆi)†
]
= E

r∑
l=i
e jφi,l − e j φˆi,l2
=
r∑
l=i
E
[e jφi,l − e j φˆi,l2] .
Under uniform quantization of φi, j
E
[e jφi,l − e j φˆi,l2] = 2−2sinc(2−b1), ∀ l = 1 . . .r, i = l . . .r −1.
Thus, we get
E
[
‖Ei‖2F
]
= 2r(1− sinc(2−b1)). (21)
Now E
[E′k,l2F ] = E [Gk,li − Gˆk,li 2F ] can be evaluated as
E
[E′k,l2F ] = 2E [cosθk,l − cos θˆk,l2+sinθk,l − sin θˆk,l2]
= 4E[1− cos(θk,l − θˆk,l)]
= 8E
sin
(
θk,l − θˆk,l
2
)2 .
(22)
Then, from (20), (21) and (22), we get
E[Tr(Q)] = 2Lloyd ≤ r(r −1)(1− sinc(2−b1))+
r−1∑
k=1
r−k∑
l=1
8
©­­«E
sin
(
θk,l − θˆk,l
2
)2
ª®®¬ . (23)
Since
θk,l − θˆk,l
2
≥ sin
(
θk,l − θˆk,l
2
)
,
the MSE 2θl for θk,l can be bounded as
2θl = E
[
(θk,l − θˆk,l)2
]
≥ 4E
sin
(
θk,l − θˆk,l
2
)
2
. (24)
Recall that the density function of θk,l is independent of k, from Equation (7). Combining (23)
and (24) completes the proof of the theorem.
Appendix B
Expected Post-coder Quantization Error for r = 2
In the following proof, we consider the decomposition for the precoder to be similar to the
one in [13], which involves the form that we have used in Section III-A.
Denoting the post-coder quantization error Q = (U†Uˆ− Ir)†(U†Uˆ− Ir) by the matrix Q,
E[Q] = 2Ir −E[U†Uˆ]−E[Uˆ†U] (25)
To evaluate the above, we use the fact that all 2× 2 unitary matrices can be represented using
Givens rotations and Householder transformations as follows (with the final diagonal unitary
matrix not represented due to redundancy, as discussed shown in Equation (6)):
U =

1 0
0 e jφ1
︸        ︷︷        ︸
U1

cosθ sinθ
−sinθ cosθ
︸                ︷︷                ︸
U2
. (26)
Note that we refer to the component matrices as U1 and U2 as marked in the equation (26) for
convenience. Therefore, φ1, and θ uniquely parameterize all 2×2 unitary post-coders. Since we
use scalar quantization to quantize these parameters, the matrix Uˆ obtained by reconstruction
using the corresponding quantized φˆ1 and θˆ is
Uˆ =

1 0
0 e j φˆ1
︸        ︷︷        ︸
Uˆ1

cos θˆ sin θˆ
−sin θˆ cos θˆ
︸                ︷︷                ︸
Uˆ2
. (27)
We can use the component matrices U1 and U2 in Equation (26) and Uˆ1 and Uˆ2 in Equation (27)
to evaluate the expectation in Equation (25). This allows us to exploit the independence of the
parameters in computing the expectation. We first consider the matrix U†Uˆ =U†2U
†
1Uˆ1Uˆ2. Since
Uˆ†1U1 depends only on φ1, this expectation can be evaluated separately as
E
[
U†1Uˆ1
]
=

1 0
0 E[e j(φˆ1−φ1)].
 (28)
If we use a uniform b-bit quantizer for each φ1 that has 2b equi-spaced levels in (−pi, pi], then
we obtain E
[
U†1Uˆ1
]
= diag{1, sinc(2−b)}. This simplifies the evaluation of the expectation of Q,
since, using the rule of iterated expectations and that E[Q] = E
[
U†2E[U†1Uˆ1 |U2]Uˆ2
]
, we get
E[Q] =

E[cos(θ)cos(θˆ)+ sin(θ)sin(θˆ)sinc(2−b)] E[cos(θˆ)sin(θ)− cos(θ)sin(θˆ)sinc(2−b)]
E[cos(θ)sin(θˆ)− cos(θˆ)sin(θ)sinc(2−b)] E[sin(θ)sin(θˆ)+ cos(θ)cos(θˆ)sinc(2−b)]

Therefore, substituting this into Equation (25), and taking trace, we get
2Lloyd = E[Tr(Q)] = 4−2E
[
cos(θ − θˆ)
]
(1+ sinc(2−b))
which is the desired result.
Appendix C
Lower bound on Achievable rates
Expressing H = UΣV† by SVD, and taking x˜ = Vx, we get
y˜ = UΣV†x˜+ η˜ = UΣx+η.
Let y = Uˆ†y˜, where Uˆ is the quantized version of U available at the UE. We have
y = Uˆ†UΣx+ Uˆ†η˜ = Uˆ†UΣx+w, (29)
where w = Uˆ†η. Notice that w and η are identically distributed, and independent of (x,H).
We have assumed η ∼ NC(0, I). Now, instead of the optimization in (3), one can equivalently
consider maximizing the mutual information I(x;y|Σ, Uˆ), under the constraint E[x†x] ≤ PT . As
mentioned earlier, the exact nature of the optimal distribution is unclear in the absence of full
CSIR, and appears difficult to characterize. Nevertheless, notice that Cfull CSI is an upperbound
to the achievable rate here, thus, we can focus on a lowerbound which is close enough to Cfull CSI
itself. In particular, the choice x ∼ CN(0,KΣ), for an appropriate covariance matrix KΣ, will be
shown to achieve rates close to the capacity as the quantization gets finer. The achievable rate
R then is given by
R = I(x;y|Σ, Uˆ) = h(y|Σ, Uˆ)− h(y|Σ, Uˆ,x) (30)
≥ h(y|Σ, Uˆ,U)− h(y|Σ, Uˆ,x) (31)
= h(UΣx+η |Σ,U, Uˆ)− h(y|Σ, Uˆ,x). (32)
The inequality follows from the fact that conditioning reduces differential entropy. Notice that
(Σ,U, Uˆ) → UΣ→ UΣx+η forms a Markov chain in this order. Thus,
R ≥ h(UΣx+η |UΣ)− h(y|Σ, Uˆ,x)
= h(UΣx+η |UΣ)− r log(pie)−
[
h(y|Σ, Uˆ,x)− r log(pie)
]
= Rfull-CSI− h(y|Σ, Uˆ,x)+ r log(pie), (33)
where Rfull-CSI is the achievable rate when H is known fully at the transmitter and receiver, while
taking x ∼ CN(0,KΣ). Let us now find a suitable upperbound to the term h(y|Σ, Uˆ,x). Rewriting
(29) we get,
h(y|Σ, Uˆ,x) = h(Σx+ (Uˆ†U− Ir)Σx+w|Σ, Uˆ,x)
= h
(
(Uˆ†U− Ir)Σx+w|Σ, Uˆ,x
)
≤ h(Uˆ†U− Ir)Σx+w). (34)
Applying the entropy maximizing property of Gaussian distribution under a covariance constraint
h(y|Σ, Uˆ,x) ≤ E
[
log |pie((Uˆ†U− Ir)ΣKΣΣ†(Uˆ†U− Ir)†+NoIr)|
]
.
Let us denote B = Uˆ†U− Ir . Since det(I+AD) = det(I+DA) when both AD and DA exist,
h(y|Σ, Uˆ,x) ≤ E
log2
{
det
(
pie
(
Ir +ΣKΣΣ†B†B
))}
Notice that B†B =Q is a matrix that captures the error between U and Uˆ. Denoting J = ΣKΣΣ†,
h(y|Σ, Uˆ,x) ≤ E
[
log2
{
det
(
pie (Ir +JQ)
)}]
(35)
≤ E log2

r∏
i=1
pie (1+JiiQii)
 , (36)
by applying the Hadamard’s inequality [20] for positive semidefinite matrices. Now applying
Jensen’s inequality
h(y|Σ, Uˆ,x) ≤
r∑
i=1
[
log2
(
1+E {Jii}E{Qii}
) ]
+ r log(pie), (37)
since the logarithm is a concave function. Notice that the expectations over Jii and Qii can be
separated since they are independent (J depends only on Σ, while Q depends only on U). From
(33) and (37)
I(x;y|Σ) ≥ Rfull-CSI−
r∑
ii=1
[
log2
(
1+E {Jii}E{Qii}
) ]
. (38)
Let us take the covariance of x as KΣ = diag [P1, · · · ,Pr], with
Pn =
(
1
λ
− 1
σ2n
)+
, (39)
where λ is determined by (13), and (a)+ B max{0,a}. Using (15), we get E[Jii] = Prx,1 ≤ i ≤ r .
Thus
r∑
i=1
log2
(
1+E {Jii}E{Qii}
)
=
r∑
i=1
log2 (1+PrxEQii) . (40)
Now, Jensen’s inequality for logsum implies that
r∑
i=1
log2
(
1+PrxE{Qii}
) ≤ r log2 ©­«1r
r∑
i=1
(1+PrxE{Qii)}ª®¬ (41)
= r log2
(
1+
Prx
r
ETr(Q)
)
. (42)
Since Tr(Q) = | |U− Uˆ| |2F , and Rfull-CSI = Cfull CSI under (39), the rate expression in (38) yields
I(x;y|Σ) ≥ Cfull CSI− r log2
(
1+
Prx
r
E
U− Uˆ2
F
)
. (43)
This completes the proof of Theorem 3.
