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Abstract
Electron and energy transfer processes between an atom or molecule
and a surface are extremely important for many applications in physics
and chemistry. Therefore a profound understanding of these processes
is essential in order to analyze a large variety of physical systems. The
microscopic description of the two-electron Auger processes, leading
to neutralization/ionization of an ion/neutral atom in front of a solid
surface, has been a long-standing problem. It can be dated back to
the 1950s when H. D. Hagstrum proposed to use the information con-
tained in the spectrum of the electrons emitted during the neutraliza-
tion of slow noble gas ions as a surface analytical tool complementing
photoelectron spectroscopy. However, only recently a comprehensive
description of the Auger neutralization mechanism has been achieved
by the combined efforts of theoretical and experimental methods. In
this article we review the theoretical models for this problem, stress-
ing how their outcome compare with experimental results. We also
analyze the inverse problem of Auger ionization. We emphasize the
understanding of the key quantities governing the processes and out-
line the challenges remaining. This opens new perspectives for future
developments of theoretical and experimental work in this field.
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1 Introduction
Electron and energy transfer processes between an atom or molecule and a
surface are extremely important for many applications in physics and chem-
istry. In nanoscience, ion implantation in microelectronics has become an
often used technique for fabrication of nanostructures and focused ion beams
are used today for nano-patterning and nano-lithography. In plasma physics,
the knowledge of plasma wall interactions is of paramount importance to
achieve high temperatures and confined plasmas and also, the sputtering
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and ionization properties of the vessel walls and the plasma have a strong
influence on the plasma temperature. In space science and astrophysics, solar
wind exchanges charge and energy with satellites. In surface science, Low
Energy Ion Scattering (LEIS) has become a powerful tool for the analysis and
characterization of surfaces and chemical composition. Likewise, Ion Neutral-
ization Spectroscopy (INS) is considered to be a technique complementary to
photoemission electron spectroscopy (PES). In chemistry, catalytic reactions
are extremely sensitive to charge exchange. All these applications make the
field of particle-surface interactions a very interesting field. However, from
the theoretical point of view, this is in general a problem of great complexity.
On the one hand, target and projectile have a complicated internal structure
which is revealed during the collision. On the other hand, new structure
appears in the interaction of the particle with the surface which in turn is a
dynamical (time-dependent) situation. Therefore, a substantial body of work
is devoted to the understanding of the relevant microscopic mechanisms lead-
ing to charge transfer [1, 2, 3, 4, 5, 6, 7].
The two basic charge transfer mechanisms between an atom or molecule
and a solid surface are known as resonant and Auger processes. Resonant pro-
cesses are single electron mechanisms in which an electron tunnels from/to
the atom to/from the solid when the energy level of the atom is in reso-
nance with the continuum of states of the solid (see Fig. 1). Resonant
processes, being one-electron ones, have been described abundantly in the
literature, practically for any atom/solid combination, using different tech-
niques [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38].
Besides resonant tunneling, the two-electron Auger processes comprise the
other fundamental electron transfer processes for ion-surface interactions. In
the Auger Neutralization (AN) process depicted in Fig. 2a, one electron from
the surface is transferred to a bound state (often the ground state) of the
atom while, by virtue of electron-electron interaction, energy and momentum
are transferred to the solid creating surface excitations (electron-hole pairs
and plasmons). In the inverse process of Auger Ionization (AI) (Fig. 2b), an
electron bound to the atom is transferred to a state above the Fermi energy
with the creation of surface excitations. Energy conservation requires kinetic
energy from the atom and therefore AI is only possible above a threshold
kinetic energy. Auger deexcitation (AD) is another two-electron mechanism
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of charge and energy transfer. Here an atom initially in an excited state
decays to its ground state via electron emission. This process can proceed in
a direct or indirect way. In the direct AD (Fig. 2c) the excited atom decays
to the atomic ground state with energy and momentum taken by an electron
from the solid, while in the indirect AD (Fig. 2d) an electron from the solid
is transferred to the ground state and the atomic excited electron is emitted.
In contrast to resonant, the Auger two-electron processes are much more dif-
ficult to describe theoretically for two reasons: i) they involve four different
electronic states and ii) the long range of the Coulomb electron-electron in-
teraction has to be appropriately screened which is particularly important
at metal surfaces. Then, Auger processes actually do not involve only two
but many electrons in the system. These problems, added to the breaking of
spatial symmetry brought about by the surface and the atom, have made the
path to a thorough theory for these processes to be long and full of different
approximations, leading in some cases to apparent discrepancies with experi-
ments. In this respect, it is desirable to realize experimentally systems where
single processes can be studied under well defined and controlled conditions.
This is the case for singly charged noble gas ions in the ground state and
metal surfaces of high work function. For these systems the atomic ground
state is non-degenerate with the occupied electronic states of the surface and
the atomic excited states are resonant with the empty states of the metal.
Fig. 3 illustrates schematically the relative positions of the different energy
levels for the case of He+. This is a case study system since Auger neutraliza-
tion is the only possible mechanism of charge transfer. However, in spite of
its apparent simplicity, a complete microscopic understanding of this system
has been achieved only recently.
This article is devoted to review the progress made during the last years
in the theoretical description of Auger charge transfer processes between slow
singly charged noble gas ions and metal surfaces of high work function. The
manuscript is organized in the following way. Section 2 gives a historical
overview of the problem, describing briefly both the experimental methods
and the theoretical approaches to Auger neutralization employed until the
1990s. Section 3 reviews in detail the general formalism of a multielectron
theory of Auger neutralization, presenting first the theory and calculations
for the Auger neutralization rate of He+ in front of a jellium surface and
then on a corrugated surface. After addressing the problem of energy level
variation in Section 4, Section 5 is devoted to show the comparison between
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theory and experiment for ion fractions and energy gains of He+ interacting
with Al and also with noble metal surfaces, both under grazing scattering
and in the LEIS regime. In Section 6 we discuss the inverse problem of
Auger ionization, providing comparison with measurements of ion fractions.
Finally the conclusions and outlook are presented in Section 7. Atomic units
(e = ~ = me = 1) are used throughout this article unless otherwise stated.
2 Historical Overview
2.1 Experimental Methods
Since Shekhter [39] proposed the two-electron Auger mechanism, different
theoretical work was performed until the 1950s [39, 40]. In that decade the
pioneering work by Hagstrum [41, 42, 43, 44, 45, 46, 47, 48] developed the
experimental technique for INS and also established the ingredients neces-
sary to describe ion neutralization in the same way we use today. It took
him several years of research to design and construct a new apparatus that
incorporated a low-energy electron-diffraction insert for being able to inves-
tigate the surface symmetry and reconstruction. He introduced the concept
of a turret within which the sample could be manipulated to allow a num-
ber of different probes or coatings to be applied to the same surface. In the
experiments, Hagstrum directed slow noble gas ions (usually in the ground
state) at a metal surface at normal incidence, and the emitted electrons were
collected using a hemi-spherical cup and analyzed in energy.
In addition to his experimental work, Hagstrum interpreted his results
using a minimum number of assumptions [44]. By comparing the energy
spectra of the electrons emitted under impact of different noble gas ions, he
noticed that the high energy end of the electron distribution was directly
related to the ionization potential of the noble gas atom and assumed these
electrons were emitted in the Auger neutralization of the impinging ion.
Then, the maximum energy of an emitted electron, Emax, should correspond
to a transition in which the two electrons involved in the process are at the
Fermi level (see Fig. 2a), Emax = −Ea − 2W , where −Ea is the ionization
potential of the atom and W is the work function of the metal surface.
However the experimental value of Emax was lower by about 2 eV with respect
to the value one would obtain using the ionization potentials of free atoms.
This fact was interpreted in terms of a change in the energy level of the active
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atomic electron due to the its interaction with the surface. In the simplest
approximation, the electron interacts with its own image charge and with
that of the nucleus, resulting in a distance-dependent energy level of the
form
Ea(z) = Ea(∞) + e2/4z, (1)
where it has been assumed that the interaction energy of the neutral atom
and the surface is essentially of the van der Waals type and thus negligibly
small at the distances were neutralization occurs. In Eq. (1), e is the electron
charge and z is the perpendicular distance between the ion and the surface.
Then, the observed change of 2 eV in the ionization potential has to be
approximately the value of the image potential energy at the distance zm
where the ions were most probable neutralized, obtaining in this way zm ' 3.5
a.u.
Hagstrum also introduced the Auger transition rate which is the prob-
ability per unit time that an electron at a given band energy in the solid
will be involved in the neutralization process. It depends upon the initial
and final densities of states and upon the transition matrix elements and
final state interactions as in PES. It also depends on the overlap between the
wave functions of the solid electron and those of the ion outside the surface
and is thus more surface sensitive than other spectroscopies. Actually the
Auger transition rate Γ has to decay exponentially away of the surface as the
overlap does
Γ(z) = Γ0e
− z
d , (2)
with Γ0 and d being the parameters describing the Auger interaction for a
given ion-solid combination. The most probable distance of neutralization is
related to these parameters in a simple way. The fraction of the incoming
ions that have survived Auger neutralization at a distance z, n+(z), has to
fulfill the rate equation,
dn+(z)
dz
= −Γ(z)
v
n+(z), (3)
where v is the ion velocity perpendicular to the surface. With Γ(z) given by
Eq. (2), the integration of the rate equation gives
n+(z) = exp[−Γ0d
v
exp(−z
d
)] (4)
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Note in Eq. (4) that vc = Γ0d plays the role of a characteristic velocity
for the AN process. Finally, the most probable distance for neutralization
zm is the maximum of the function n+(z)Γ(z), since this function is directly
proportional to the probability that an ion be neutralized at a distance z
from the surface. Eqs. (2) and (4) give zm = d ln(
vc
v
). Then for a 10 eV
He+ ion and taking zm = 3.5a.u. and d ' 1a.u., the experimental estimate of
the characteristic velocity is vc ' 109cm/s. When comparing to theoretical
calculations by Shekhter [39] and Cobas and Lamb [40], Hagstrum pointed
out that in general the experimental estimates of vc were considerably larger
than the theoretical and that the much shorter theoretical estimates of zm
appeared unrealistic. It was also noticed that with these experimental val-
ues of the parameters virtually no ions would survive Auger neutralization
already in the incoming part of the trajectory. The concepts of distance
dependent energy level (or ionization potential), which is today known as
”levelshift”, and Auger transition rates introduced by Hagstrum have been
almost invariable used in all the subsequent work. Moreover, the belief that
slow ions are Auger-neutralized far from the surface, at typical distances of
3-4 a.u. with respect to the image plane (6-7 a.u. with respect to the first
atomic layer), has been at the core of the interpretation of many experi-
ments concerning ion neutralization of slow ions at surfaces until recently.
Subsequent experiments by different groups measuring electrons emitted in
the interaction of incident ions or excited atoms of noble gases and different
metal surfaces [48, 49, 50, 51] did not substantially alter Hagstrum’s earlier
findings.
Other experiments measured the spin-polarization of the electrons emit-
ted when a beam of metastable He (2 3S) atoms are scattered off metal
surfaces [52, 53, 54]. The basic idea in these experiments is that He∗ loses
resonantly the excited electron at a large distance from the surface, leaving
a He+ ion with a well defined electron spin. When this ion is Auger- neu-
tralized the emitted Auger electron has information on the spin dependence
of the surface density of states. This kind of experiments were generally in-
terpreted in terms of Hagstrum’s model with the same assumptions.
A different kind of experimental work has been conducted to deduce
charge transfer rates and interaction potentials from the analysis of the an-
gular distributions of scattered particles in grazing collisions [55, 56, 57]. The
basic idea is to bombard the metal surface with ions and neutrals at a very
grazing angle of incidence Φin of typically 1
◦ with respect to the surface and
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along high-index (”random”) direction. Under these conditions scattering
proceeds in the surface channeling regime [4, 58] where the projectiles spend
a long time traveling well above the topmost layer of atoms and parallel and
perpendicular motions are widely decoupled. The parallel motion takes place
with constant velocity while the perpendicular velocity of the ions changes
due to the electric force exerted by the metal surface before neutralization.
Since incident neutral atoms do not experience such Coulomb forces, the tra-
jectories of ions and neutrals with identical energies and angles of incidence
will differ after scattering with the surface, see Fig. 4. Thus, by measuring
polar angular distributions of the neutral atoms collected from the scattering
of incident ions and neutrals, it is possible to directly obtain the amount of
kinetic energy gained by the ions prior to their neutralization in the follow-
ing way. The polar angular distribution for incident neutrals has a nearly
gaussian shape, peaking at a scattering angle Φ0 which is close to the elastic
value 2Φin, and having a width controlled essentially by lattice vibrations.
The peak of the distribution for incident ions is at a different scattering angle
Φ+, usually larger than Φ0 for the smaller incident normal energies, and the
width of the distribution is larger, reflecting the width in the the distribution
of neutralizing distances (Fig. 4). From the peak positions, the amount of
energy gained by the ions prior to neutralization is obtained via
Egain = E
out
⊥ − Ein⊥ = E0[sin2(Φ+ − Φ0/2)− sin2(Φ0/2)] (5)
where Eout⊥ is the normal energy of the outgoing neutralized ions and E
in
⊥ is
their incident normal energy. Experiments in which a beam of 4He+ projec-
tiles at grazing incidence and with typical perpendicular incident energies of
a few eV were scattered off Al(111) surfaces [56, 59], gave values of the energy
gain close to 2eV, in agreement with Hagstrum findings. In fact, since the ion
and surface interact via the electric charges they constitute a conservative
system in which the increase in the ion kinetic energy due to its attraction by
the surface has to be compensated by a decrease in its potential energy. The
increase in kinetic energy was again interpreted in terms of a pure ion- image
charge Coulomb interaction similar to Eq. (1). With this assumption, and
using an Auger transition rate of the exponential form Eq. (2), molecular
dynamics simulations of trajectories and polar angular distributions of scat-
tered particles were performed with Γ0 and d as adjustable parameters. In
this way, the Auger neutralization rate Γ(z) for He+ on Al was retrieved from
the experiments in [59] and compared to the most sophisticated calculations
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existing to that date [60] with identical conclusion as by Hagstrum: theory
gave too small values of the AN rates to account for the experiments.
A widely used technique for surface analysis is Low Energy Ions Scatter-
ing (LEIS), also known as Ion Scattering Spectroscopy (ISS). This technique
operates in a very different regime of incident normal energies than INS. In
LEIS the sample is bombarded with noble gas ions at nearly normal inci-
dence and the particles which are back-scattered at a certain solid angle are
analyzed. Typical incident energies range from 0.5 keV to 10 keV and the
angle of incidence, measured with respect to the surface normal, is smaller
than 60◦. In a common experimental setup the ions are incident normal to
the surface and the backscattered particles are collected at a large scattering
angle, of the order of 140◦ (40◦ with respect to the surface normal). Un-
der these conditions, the scattering of the incident projectiles takes place
at the outermost atomic layers and this is the basic reason why LEIS is a
non-destructive technique with pronounced surface sensitivity. Its field of ap-
plication is mostly analysis of surface structure or surface composition [3, 7].
There are two standard ways to analyze the energy of the back-scattered
particles. One is to measure their Time of Flight (TOF) and to calculate
from it the corresponding energies of all scattered particles (ions and neu-
trals) and the other is to determine directly the energy using an Electrostatic
Energy Analyzer (ESA) in which case only ions are selected. The ESA setup
is mostly used for analysis of the surface composition while TOF is used for
analysis of surface structure. From the energy spectra of scattered particles,
one can obtain the charge fraction P+ which is the fraction of the particles
that reach the detector in an ionic state and therefore depends on the neu-
tralization probability. In order to obtain quantitative results with LEIS,
detailed knowledge of charge exchange processes at surfaces is of crucial im-
portance [61, 62]. In the AN regime of LEIS it is common practice to use
Hagstrum’s model and Eq. (3), yielding the ion fraction as
P+ = exp(−
∫
Γ(z)
dz
v⊥
) ' exp(−2Γ0d
v⊥
) (6)
where the factor of 2 in the second exponential on the right hand side ac-
counts for survival in the incoming and outgoing trajectories, assuming for
simplicity that the perpendicular velocity v⊥ is the same. Then, a plot of
the experimental results for P+ as a function of 1
v⊥
fitted to the exponential
form provided by Eq. (6) yields the value of the characteristic velocity which
10
can be compared to theory [63]. It has been commonly assumed in LEIS
that the neutralization probability only depends upon the chemical species
of the incident ion and target atom and is independent of the environment
where the target atom is placed. This particular behavior is often termed as
”absence of matrix-effects” in LEIS [7]. One might ask, however, why band
structure and density of states of the solid play no role in LEIS while this is
not the case in INS.
2.2 Theoretical Models
As we have already stressed, the understanding of the Auger neutralization
processes at surfaces has been a long standing problem. The first works by
Shekhter and Cobas and Lamb [39, 40] were later improved by Propst [64].
He calculated the Auger matrix elements using a WKB approximation for
the tunneling through the ion-surface barrier, considered as one-dimensional
problem. Later on, Heine [65] established some basic properties of Auger neu-
tralization. He pointed out the importance of the screening of the Coulomb
potential at the surface and argued that the emitted electron came from the
first atomic layer.
Many works concentrated on the calculations of the spectrum of the elec-
trons emitted in the neutralization process in order to ascertain to which
extent they carry information on the surface electronic structure. Following
Appelbaum and Hamman [66], Modinos and Easa [67] calculated electron
spectra assuming that one of the two-electrons was localized near the ion
while the second one was emitted from the surface. However, other works
[68] parametrized the density of states and assumed an Auger interaction
to be fully local in the sense that the wave functions of both electrons are
sensitive to the spatial region around the ion. In other cases, both tran-
sition rates and transition energies were taken as adjustable parameters to
fit the whole electron emission spectra, particularly when the projectiles are
metastable atoms or doubly charged ions, due to the fact that different res-
onant and Auger processes can happen in the most common atom/surface
combinations [69, 70, 71].
In the case of experiments measuring the spin polarization of the emitted
electrons, the experimental spin-asymmetry found for magnetic Ni surfaces
[52], was analyzed by Penn and Apell [72] on the basis of Hagstrum’s model
of image-potential energy level shift, using two adjustable parameters. The
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authors conclude that the spin-asymmetry measures the Ni magnetization
outside the surface at an ion position of about 9 a.u., a value of the most
probable distance of neutralization which is even larger than Hagstrum’s es-
timates. For the case of non-magnetic surfaces, the experiments of [53] were
analyzed in terms of the exchange interaction at the surface [73, 74]. Other
experiments [54] have been analyzed in terms of the exchange interaction
not at the surface but in the volume of a free-electron gas, including the pro-
duction of secondary (cascade) electrons and the transport to the surface [75].
In this article we will be mainly concerned with calculations of the Auger
neutralization rate of slow ions at metal surfaces. This means that the ion
velocity is much smaller than the Fermi velocity of the electrons in the metal
and thus the ion is considered to be ”at rest” at a position ~Ra with respect to
the surface. To first order in perturbation theory the rate is given by Fermi’s
golden rule as
Γ( ~Ra) = 2pi
∑
~k1
∑
~k2
∑
~kA
∑
σ
f~k1f~k2(1−f~kA)|M~kA,a,~k1,~k2,σ(~Ra)|2δ(E~kA,σ+Ea(~Ra)−E~k2,σ−E~k1),
(7)
with the matrix elements given by
M~kA,a,~k1,~k2,σ(
~Ra) =
∫
d~r1
∫
d~r2Ψ
∗
~kA,σ
(~r2)Ψ
∗
a(~Ra, ~r1)VSC(~r2, ~r1)Ψ~k1(~r1)Ψ~k2,σ(~r2).
(8)
Eq. (8) is the matrix element representing an Auger neutralization event
in which an electron of the solid in a state ~k1 of energy E~k1 below the Fermi
level (wave vector kF and energy EF ) , described by the wave function Ψ~k1 ,
is transferred to an atomic state of energy Ea(~Ra) described by the wave
function Ψa which is localized around the atomic position ~Ra, while another
electron in a state of wave vector ~k2 and spin σ of energy E~k2,σ below the Fermi
level, described by the wave function Ψ~k2,σ is excited above the Fermi level
to a state of the same spin, momentum ~kA, energy E~kA,σ and wave function
Ψ~kA,σ. The two-electron scattering potential VSC(~r2, ~r1) is a Coulombic one
with appropriate screening. In Eq. (7), f~k is the Fermi-Dirac distribution
function and the δ-function expresses energy conservation in the scattering
process. One can appreciate the difficulty of the problem by noting that,
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first, the calculation of the matrix elements involve a 6-dimensional integral
in coordinate space and then the calculation of Γ a 9-dimensional integral in
momentum space.
Snowdon et al. [76, 77] performed one of the first ”modern” calculations of
the Auger neutralization rate. They used a free-electron model for the metal
in which the electron wave functions were that of a simple step-potential
surface. Screening was introduced by using a parametrized Thomas-Fermi
type of potential which allowed the authors to calculate matrix elements
analytically. Furthermore some simplifications in the summations over elec-
tronic states had to be done, as to consider only states having momentum
perpendicular to the surface. Janev and Nedeljkovic [78] reduced drastically
the phase space of integration by considering only the dipolar term in an
expansion of the Coulomb electron-electron interaction, thus obtaining an
analytical expression for the Auger rate.
Other authors were interested in the effects of the ion velocity under
grazing incidence conditions. Miskovic and Janev [79, 80] introduced the
effect of the ion motion in the Auger rates, and Zimny et al. [81] derived an
”universal” function of the ion velocity to be included in the calculation of
the rate. Effects of the corrugation of the solid surface, have been studied by
Kaji et al. [82, 83] using simplified wave functions.
A major step forward was taken in the work by Fonde´n and Zwartkruis
[84, 85, 86] who used realistic wave functions for the electrons, obtained
within the jellium model in the Local Density Approximation (LDA) and
computed the multidimensional integrals using Monte Carlo techniques. How-
ever, like many of the approaches above, these authors used a bare Coulomb
potential or described the screening of the electron-electron interaction in
the static Thomas-Fermi approximation. They showed that the Auger rate
is strongly sensitive to the value of the Thomas-Fermi screening length and
thus could lead to unphysical results [86]. This made evident that a proper
treatment of screening, essential to get reliable results, was still lacking.
3 Multielectron Theory of Auger Neutraliza-
tion
The most striking effect of the screening properties of a many-electron system
to a dynamical perturbation is the building up of collective excitations known
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as plasmons. These are charge oscillations of the electrons with frequency
ωp =
√
4pie2n
m
where n is the electronic density. The quantum nature of
plasmons was discovered in 1941 as multiple discrete energy losses of electrons
traversing thin films [87] and first explained theoretically using quantum
theory by Pines and Bohm in 1952 [88]. These excitations are evidenced not
only as electron energy losses but also in the ”shake-up” excitation produced
by sudden changes in the occupation of localized electron states [89, 90], eg.,
in the photoionization and decay of inner shells [91, 92].
The presence of a boundary between the metal and its surroundings in-
troduces charge oscillations at the surface, known as surface plasmons. They
were first predicted by Ritchie in 1957 [93] and have been the object of an
intense research ever since [94, 95, 96, 97, 98], giving rise in our days to the
emergent field of plasmonics [99, 100, 101]. The frequency of a surface plas-
mon depends, of course, on the geometry of the boundary. For the case of
a planar surface we are interested in, and assuming the external perturba-
tion to be of infinite wavelength or, equivalently very short wave vector, it
is given by ωsp = ωp/
√
2. It can be shown from general grounds [102] that
the frequency of the surface plasmon depends on the component of the wave
vector parallel to the surface q as
ωsp(q) =
ωp√
2
(1 +
1
2
qRe[d⊥]), (9)
where the length d⊥ is in general a complex quantity describing the screen-
ing properties of the metal surface. Its real part, Re[d⊥], which is directly
responsible for the surface plasmon relation of dispersion expressed by Eq.
(9), is related to the center of gravity of the charge density induced at the
surface, and its imaginary part describes the absorption of energy by the
surface [95]. The fact that the surface plasmon energy acquires an imaginary
part indicates that the collective mode decays into the incoherent excitation
of electron-hole pairs. When an ion undergoes Auger neutralization close
to a metal surface, energy and momentum are transferred from the ion to
the surface that can excite not only electron-hole pairs (Auger electrons) but
surface plasmons as well. This last mechanism is only possible if the associ-
ated frequency ω and wave vector parallel to the surface q match those of the
plasmon. The surface-plasmon assisted channel for Auger neutralization was
first introduced by Apell in the case of the direct Auger deexcitation process
[103] and later by Almulhem and Girardeau for studying neutralization of
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protons in Al [104]. Even though this mechanism has been assumed to be im-
portant for Auger neutralization, it has not been properly taken into account
[104, 105]. The main reason for it is that surface plasmons and electron-hole
pairs are coupled surface excitations (except at q = 0) and the coupling inten-
sities are not arbitrary, since they have to fulfill sum rules. Therefore surface
plasmons and electron-hole pairs cannot be considered as different kinds of
surface excitations and treated in an independent way. In other words, any
appropriate theory of the so-called plasmon-assisted neutralization channel
should take into account the multielectron (many-body) nature of the system.
3.1 General Formalism
Inspired by the formulation in [1] for the bulk problem, a general theory
for multielectron Auger neutralization of ions at metal surfaces, based on a
dielectric formalism, was developed by Monreal and Lorente [60, 106, 107].
The basic formula for the Auger transition rate of Eq. (7) (denoted by
1
τAN
hereafter) is first written in an equivalent way as
Γ ≡ 1
τAN
= 2pi
∑
i,j
|〈f |Vˆ |i〉|2δ(Ef − Ei) (10)
with |i〉 and |f〉 being the initial and final states of the system atom plus
metal with energies Ei and Ef respectively and Vˆ is the Coulomb scattering
potential. Now we separate the electron which neutralizes the ion core from
the rest of the system of N − 1 electrons. These N − 1 electrons are initially
in their ground state |0〉 and end up in an excited state |n〉 upon ion neutral-
ization while the metal electron, which initially is in a state | ~kor〉 of energy
E~k, ends up in an atomic state |a〉 of energy Ea. Under this approximation
the initial and final states of the N - electron system are written as
|i〉 = |0〉 ⊗ |~kor〉
|f〉 = |n〉 ⊗ |a〉 (11)
In this equation, the subindex of ~kor reminds us that states |~kor〉 and |a〉
have to be orthogonal, since they should be eigenstates of the same initial
Hamiltonian and Ef − Ei = Ea + En − E0 − E~k.
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The interaction potential Vˆ can be viewed as a density-density Coulomb
interaction,
Vˆ =
∫
d~r1
∫
d~r2
δnˆ(~r1)ρˆ(~r2)
|~r1 − ~r2| , (12)
where δnˆ(~r1) is the density operator of the N − 1 electron system and ρˆ(~r2)
is the density associated to the transition from |~kor〉 to |a〉. We will assume
the ion to be outside the surface of a semi-infinite metal described in the
jellium model, the advantage being that the system has translational invari-
ance parallel to the surface. Then, it is convenient to Fourier-transform in
the coordinates ~x parallel to the surface and, using Eqs. (12) and (11), write
down the matrix elements of Eq. (10) as
〈f |Vˆ |i〉 =
∫
d~q
(2pi)2
∫
dz1〈n|δnˆ(~q, z1)|0〉Φ(~k; ~q, z1), (13)
where we have defined
Φ(~k; ~q, z1) =
2pi
q
〈a|ei~q·~x2e−q|z1−z2||~kor〉. (14)
In this equation Φ(~k; ~q, z1) is a potential depending on the initial state |~kor〉,
the wave vector parallel to the surface ~q, the coordinate perpendicular to the
surface z1 and also implicitly on the atomic position za because the wave
function of the atomic state is localized around that point. In Eq. (14) the
internal integration implied in the matrix element is in the coordinates ~x2
and z2.
Now, by substituting Eq. (13) into Eq. (10) and making use of the
definition of the susceptibility of the many-electron system χ(q, ω; z, z′) in
terms of the density operators, we obtain our final expression for the Auger
rate as
1
τAN
(za) = 2
∑
k<kF
∫ ∞
0
dω
∫
d~q
(2pi)2
∫
dz
∫
dz′Im(−χ(q, ω; z, z′))
× Φ(~k; ~q, z)Φ∗(~k; ~q, z′)δ(Ea(za)− E~k + ω). (15)
The physical interpretation of the computationally involved Eq. (15) is
simple. One can consider the magnitude Φ(~k; ~q, z)e−i(E~k−Ea)t, where Φ(~k; ~q, z)
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is given by Eq. (14), as an effective Coulomb potential caused by the transi-
tion of one electron from the initial metallic state |~k〉e−iE~kt to the final atomic
state |a〉e−iEat. This potential oscillates in time with frequency ω = E~k −Ea
inducing fluctuations in the charge density of the electronic system. The
magnitude of these fluctuations is determined by the surface susceptibility of
the many-body electron system χ(q, ω; z, z′) and given by
δn(~q, ω; z) =
∫
dz′χ(q, ω; z, z′)Φ(~k; ~q, z′). (16)
The density given by Eq. (16) is a complex magnitude whose real part
describes the screening charge and whose imaginary part is related to energy
losses. Actually, the quantity Im(− ∫ dzδn(~q, ω; z)Φ∗(~k; ~q, z)) gives the rate
at which the potential Φ(~k; ~q, z)e−iωt produces metal excitations of energy ω
and momentum ~q. When adding all possible contributions of all neutralizing
states |~k〉, Eq. (15) expresses the total rate at which metal excitations are
produced in the Auger process.
The important physical magnitude in this theory is the surface suscep-
tibility for interacting electrons (also called surface screened susceptibility)
χ(q, ω; z, z′), which can be obtained from the susceptibility χ0(q, ω; z, z′) for
non-interacting electrons by means of a self-consistent-field approximation.
The charge density induced in a system of interacting electrons by an
external potential Uext(~r)e
−iωt is in general defined as
δn(ω;~r) =
∫
d~r′χ(ω;~r, ~r′)Uext(~r′). (17)
The self-consistent-field approximation introduces a self-consistent-field. This
field is the sum of the external potential plus the potential produced by the
induced charge
USCF (ω;~r) = Uext(~r) + Uind(ω;~r), (18)
with
Uind(ω;~r) =
∫
d~r′
1
|~r − ~r′|δn(ω;
~r′). (19)
Then, the approximation assumes that the interacting electrons respond
to the external perturbation as if they were non-interacting electrons in the
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presence of the self-consistent-field:
δn(ω;~r) =
∫
d~r′ χ0(ω;~r, ~r′)USCF (ω; ~r′), (20)
where χ0(ω;~r, ~r′) is the susceptibility for non-interacting electrons. Thus,
Eqs. (17)-(20) imply that χ(ω;~r, ~r′) has to fulfill the self-consistent equation
χ(ω;~r, ~r′) = χ0(ω;~r, ~r′) +
∫
d~r1
∫
d~r2 χ0(ω;~r, ~r1)
1
|~r1 − ~r2|χ(ω;~r2,
~r′). (21)
To obtain χ only a set of one-electron wave functions φ~k(~r) with energies
E~k are needed, since from those one first calculates χ0 by means of the
equation [108]
χ0(ω;~r, ~r′) = 2
∑
~k,~k′
f~k − f~k′
E~k − E~k′ − ω − iη
φ~k(~r)φ
∗
~k′(~r)φ~k′(
~r′)φ∗~k(
~r′), (22)
and then solves Eq. (21) self-consistently. In Eq. (22) f~k = Θ(EF−E~k) is the
Fermi-Dirac distribution function at zero temperature, η is an infinitesimal
and the factor of 2 comes from spin summation.
In the case of the semi-infinite jellium model, the wave functions and
energies are of the form φ~k(~r) = φkz(z)e
i~k‖·~x and E~k =
1
2
~k2‖+Ekz respectively.
Then χ and χ0 only depend on the difference of coordinates ~x− ~x′ and it is
convenient to Fourier-transform as
χ0(ω;~r, ~r′) =
∫
d~q
(2pi)2
ei~q·(~x−~x
′)χ0(q, ω; z, z
′). (23)
The self-consistent equation thus reads
χ(q, ω, z, z′) = χ0(q, ω, z, z′)+
∫
dz1
∫
dz2 χ0(q, ω, z, z1)R(q, ω, z1, z2)χ(q, ω, z2, z
′).
(24)
There kernel R appearing in the integral of the right-hand-side of Eq.
(24) has been defined in the literature in two ways. The random phase
approximation (RPA) exactly follows the derivation above and consequently
R is the Fourier-transformed Coulomb potential [109, 110]
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RRPA(q, ω, z1, z2) =
2pi
q
e−q|z1−z2|. (25)
However, when using the eigenstates of a Lang-Kohn jellium surface [111]
in Eq. (22), it has been argued that the exchange-correlation potential used
for calculating these eigenstates should also contribute to the self-consistent-
field. Then, in the time-dependent local density approximation (TDLDA)
one has [112]
RTDLDA(q, ω, z1, z2) =
2pi
q
e−q|z1−z2| + µ′xc(z1)δ(z1 − z2), (26)
where µ′xc is the derivative of the exchange-correlation potential.
The screened susceptibility χ(q, ω, z, z′) obtained in the self-consistent-
field approximation is a continuous function of the spatial coordinates that
smoothly connects the vacuum outside the surface with the volume of the
metal. It contains the whole spectrum of metal excitations, single-particle
and collective modes, and the coupling among them. The use of χ0 instead
of χ in Eq. (15) recovers Eq. (7) when the one-electron wave functions φ~k(~r)
are used in the calculation of the matrix elements and VSC is substituted by
the bare Coulomb interaction 1/|~r2 − ~r1|. In this case collective modes are
obviously not present in the formulation and therefore one should expect this
approximation to be good only in cases when the energies transferred in the
Auger process are well above the energies of these modes. On the opposite
limit, the substitution of VSC by a static Thomas-Fermi screened Coulomb
potential is only approximately valid when ω << ωp, which is rarely the case
for Auger neutralization of noble gas ions at metal surfaces.
3.2 Jellium Model
Calculations of the Auger neutralization rate of slow He+ scattered off alu-
minum and sodium surfaces using Eq. (15) and the jellium model have
been performed in Refs. [60, 106, 107]. These metals are prototypes of
free-electron-like metals and thus well described by a jellium. In these cal-
culations the state |~kor〉 neutralizing the ion is taken as a one-electron state
of the jellium surface orthogonalized to the atomic state |a〉
|~kor〉 = |~k〉 − 〈a|~k〉 |a〉, (27)
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where the one-electron states |~k〉 are the same ones used in the calculation
of χ. These calculations are therefore fully consistent. One should note,
however, that the evaluation of Eq. (15) is computationally very demanding
since the self-consistent equation for χ(q, ω, z, z′) has to be solved for many
values of q and ω. Energy conservation limits the values of ω between ωmin =
Ebottom−Ea and ωmax = EF−Ea, Ebottom being the bottom of the conduction
band, but q is unrestricted.
As a first step, in [106] the input metallic wave functions of the calculation
were those of a simple step-potential barrier at the surface, which allowed one
to perform a great deal of analytical work. Within this simple model, it was
already shown that the excitation of surface plasmons makes an important
contribution to the Auger neutralization rate of He+ on aluminum. In order
to unravel the contributions of collective modes and electron-hole pairs, it
is convenient to look at the Auger rate per unit frequency and wave vector,
γ(q, ω; za) which is defined from Eq. (15) as,
1
τAN
(za) =
∫
dω
1
τAN
(ω, za) =
∫
dω
∫
dqγ(q, ω; za). (28)
Fig. 5 shows γ for ω = 0.78ωp, for (a) za = 4a.u. and (b) za = −1a.u.,
where distances are measured with respect to the jellium edge. The strong
peak at q ' 0.2kF is due to the excitation of the surface plasmon and it gives
almost the full contribution to the Auger rate at large distances between ion
and surface. In Fig. 5(b), the ion is inside the jellium, the surface plasmon
is still excited but the excitation of the continuum of electron-hole pairs is
important as well.
In subsequent works [60, 107], the Lang-Kohn jellium surface was con-
sidered and χ was calculated using TDLDA. One should note that in this
description of the interacting electrons other collective modes appear in addi-
tion to the surface plasmons which are called multipole surface plasmons. Fig.
6 shows 1
τAN
(ω; za) (Eq. (28)) for He
+ on Al at a distance of za = 5a.u. with
respect to the jellium edge, comparing the results when the interacting and
non-interacting susceptibilities are used. It can be appreciated that, while
the independent-particle calculation produces a smooth increase of 1
τAN
(ω)
with frequency, the interacting calculation shows a sharp increase when the
frequency reaches ω ' 0.65ωp. This is the region of frequencies were col-
lective modes exist which practically give the full contribution to the rate.
It is worth to note that in the region of small frequencies, ω < 0.65ωp the
non-interacting calculation overestimates the values of the rate because it
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does not take into account the efficient electronic screening of any pertur-
bation in the quasi-static limit. As shown in Fig. 7, the overall effect in
the total Auger neutralization rate is not so dramatic, however, due to the
compensation of the single particle and collective channels when integrating
in ω. Nevertheless one has to remember that such a compensation does not
exist in other systems, such as H+ on Al, where the energy transfer is always
below 0.65ωp and surface plasmons cannot be excited.
Fig. 8 shows the Auger rate for He+ on Na as a function of the distance
between the ion and the jellium edge, comparing the results of interacting
and non-interacting calculations. In this case, the range of energy transfer is
well above the energies of the surface modes and both calculations give very
similar results for all energies and distances because the system responds as
independent electron-hole pairs.
In spite of all this theoretical effort, the calculations of the Auger neu-
tralization rate for He+ on Al just presented were considered to be in poor
agreement with experiment. As shown in Fig. 9, the rates retrieved from the
experiments in [59], using the classical concept of image charge acceleration,
were at least two orders of magnitude larger than the theoretical ones at the
distances of about 3-4 a.u. with respect to the image plane were ion neutral-
ization was believed to take place. The reason for the discrepancy was sought
in the neglect of the lowering of the surface potential barrier by the presence
of the strong ionic potential. These effects were first introduced by Propst
[64] and later invoked in [72] in connection to the spin-asymmetry of the
emitted Auger electrons. Using a simple one-dimensional model, the effects
were found important in the calculations of the Auger rate presented in [113].
A ”piling up” of metallic charge on the ion was considered in the calculations
of neutralization rates of multiply charged ion inside metals [114]. A detailed
investigation of the effect for the case of Auger neutralization of He+ at a
jellium surface, was tackled by Cazalilla et al. [115] who considered the 3D
nature of the problem, including excited terms of the He atom. In this way
they included not only the pure AN process of Fig. 2a but the processes
of direct and indirect Auger deexcitation of Figs. 2c and 2d as well. They
found a huge effect at very large distances caused by the non-negligible prob-
ability of tunneling of metal electrons to excited terms of the He atom, but
the effect decreases quickly with decreasing distance and the difference found
with calculations that do not take these effects into account is not enough to
bring theory in accord with experiment. Consequently none of the existing
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theories seemed to be able to agree with the experiments and the reasons for
the discrepancy remained a mystery.
We have already shown that the excitation of surface plasmons is an
important mechanism for Auger neutralization. Also, surface plasmons and
electron-hole pairs are coupled excitations so that surface plasmons decay into
electron hole pairs. Consequently, the excitation of surface plasmons in Auger
neutralization can show up in the spectra of the emitted electrons. First
experimental evidence for plasmon excitation in the Auger neutralization
of slow incident He+ and Ne+ ions on Al and Mg surfaces was given by
Baragiola and Dukes in 1996 [116] and subsequently measured and analyzed
in different systems by several authors [117, 118, 119, 120, 121]. On the
theoretical side, calculations of the electron emission spectra by Monreal
[122] using the theory expounded in this subsection, showed that theory and
experiment would agree if one admits that the incident ions are neutralized
exciting plasmons near or even inside the jellium edge. Then, this was a
first evidence that ion neutralization may occur near the metal surface. For
a discussion of the surface plasmon-assisted neutralization mechanism and
its connection to electron emission, we refer the reader to Ref. [123] and
references therein.
Other interesting many-body effects appear in the neutralization process
of slow ions. An example is the so-called Fermi edge singularity, a final-state
effect that manifests itself in the tails of the electron emission distributions,
which decrease exponentially with the energy of the emitted electron [124,
125]. However, these effects have very little effect on the AN rate and will
not be discussed here.
3.3 Corrugated Surface
Even though the jellium model for the metal surface provides insight into
the impact that surface screening has in the Auger neutralization rate, it
is obvious that it cannot describe real corrugated surfaces. The need to go
beyond the jellium model actually came from experimental investigations,
since precise measurements of the very small surviving scattered ion fractions
of He+ in grazing collisions with Ag(111) [126, 127] and Ag(110) surfaces
revealed strong differences in the Auger neutralization probability of He+
at different faces of the same metal [127, 128]. The only way in which a
jellium can model different crystallographic faces of the same metal is to
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withdraw the jellium edge with respect to the first atomic layer by half an
interplanar spacing, as required by charge neutrality [111], and in this way
good agreement between theory and experiment was achieved in [127, 128].
The jellium model is, however, not suitable for describing the azimuthal
orientation characteristics of ion neutralization seen in the experiments.
Although the influence of the crystal structure on the ion fractions of slow
ions scattered from metals have been known for a long time [129, 130, 131,
132, 133], rather simple and general models [76, 77, 134] cannot explain the
details of the experimental results. Therefore, a more realistic description
of the metal surface is needed to account for observed crystal effects in the
Auger rate. Moreover a theory of the corrugated Auger rate contains infor-
mation on the atomic structure and composition of the surface and is then
useful for investigating the ”absence of matrix effects” in the Auger neutral-
ization regime of LEIS.
To introduce corrugation in the theory of the Auger neutralization rate in
a simple way, the basic idea is to start from Eq. (11) defining the initial and
final states and consider that the electron of the solid neutralizing the ion
has now to be described by a Bloch state whereas the rest of the electrons
in the system are still described in the jellium model. In this way we take
into account the ”local” environment seen by the ion when it is neutralized
even though we will neglect band structure effects in the calculation of the
screened susceptibility. Hence the formula for the Auger transition rate Eq.
(15) applies with the potential of Eq. (14) expressed in terms of the Bloch
states.
The Bloch states of wave function φ~k,n(~r) and energy E~k,n, where n is the
band index and ~k is the wave vector restricted to the first Brillouin zone, are
written in a linear combination of atomic orbitals (LCAO) basis
φ~k,n(~r) =
1√
N
∑
α
C(n)α (
~k)
∑
~R
eı
~k·~Rϕα(~r − ~R), (29)
where ϕα(~r − ~R) are atomic orbitals of symmetry α centered at the lattice
points ~R, N being the number of lattice points, and C
(n)
α (~k) are the coefficients
of the linear combination. Then, the potential of Eq. (14) takes the form
Φ(~k, n; ~q, z) =
1√
N
∑
α
C(n)α (
~k)
∑
~R
eı
~k·~RΦα,~R(~q, z), (30)
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where we have defined
Φα,~R(~q, z) ≡
2pi
q
〈a|eı~q·~x2e−q|z−z2||ϕα(~r2 − ~R)〉. (31)
The Auger transition rate, Eq. (15), thus reads
1
τAN
(~Ra) = 2
∑
~k,n
∫ ∞
0
dω
∫
d~q
(2pi)2
∫ ∞
−∞
dz
∫ ∞
−∞
dz′Im(−χ(q, ω; z, z′))
× Φ(~k, n; ~q, z)Φ∗(~k, n; ~q, z′)δ(ω + Ea − E~k,n). (32)
If we now use the identities
∑
~k,n
∫ ∞
0
dωδ(ω + Ea − E~k,n) =
∑
~k,n
δ(− E~k,n)
∫ ∞
0
dωδ(ω + Ea − ), (33)
and
∑
~k,n
δ(− ~k,n)
1
N
∑
α,~R
C(n)α (
~k)eı
~k·~R∑
α′, ~R′
C
(n)∗
α′ (
~k)e−ı
~k· ~R′
≡
∑
α,α′
∑
~R, ~R′
1
N
∑
~k,n
δ(− ~k,n)C(n)α (~k)C(n)∗α′ (~k)eı
~k(~R− ~R′)
≡
∑
α,~R
∑
α′, ~R′
ρα~R,α′ ~R′(), (34)
where ρα~R,α′ ~R′() are the densities of states (DOS) projected in the local basis
{α, ~R}, Eq. (32) can be worked out finally yielding
1
τAN
( ~Ra) = 2
∑
α,~R
∑
α′, ~R′
∫ EF
−∞
d
∫ ∞
0
dω
∫
d~q
(2pi)2
∫ ∞
−∞
dz
∫ ∞
−∞
dz′Im(−χ(q, ω; z, z′))
× Φα,~R(~q, z) Φ∗α′, ~R′(~q, z′) ρα~R,α′ ~R′()δ(ω + Ea( ~Ra)− ). (35)
In this equation the upper limit of the energy  is the Fermi energy be-
cause only electrons in occupied states can neutralize the ion. Also, energy
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conservation prevents electrons in bands below Ea (such as core levels) to
contribute directly to the Auger process. Notice that in this formulation the
rate depends on the position ~Ra of the ion with respect to the crystal unit
cell and not only on its coordinate perpendicular to the surface za like in the
jellium model.
The wave functions appearing in Eq. (31) should be orthonormal. To
construct an orthonormal basis from an initial set of atomic orbitals cen-
tered at different sites, ψν , we follow the Lo¨wdin method [135] in which the
orthonormal basis is obtained as
ϕµ =
∑
ν
(S−
1
2 )µνψν , (36)
where S is the overlap matrix having matrix elements Sαβ = 〈ψα|ψβ〉.
In all the calculations, we start with a set ψν of Hartree-Fock atomic
orbitals for He and the metal atoms expressed in the gaussian basis of Ref.
[136]. We include all atoms within a certain cut-off radius centered at the
projectile position. This cut-off radius is chosen large enough to warrant
that all important contributions to the AN-rate are considered. Densities of
states are calculated ab initio using the FIREBALL code of Ref.[137].
The other ingredient in the theory of the Auger rate is the dielectric sus-
ceptibility χ(~q, ω; z, z′). A consistent treatment of this function in terms of
Bloch wave functions is not possible at present, mainly because it requires
inclusion of a large number of reciprocal lattice vectors in the surface plane.
Moreover, as we said above, we need to evaluate χ numerically for many
values of ω and q and therefore the calculation has to be simplified. Hence,
χ(~q, ω; z, z′) is obtained for a jellium within the self-consistent-field approxi-
mation, with the jellium edge canonically placed at 1
2
d above the first atomic
layer in all the cases , d being the interplanar distance, to ensure charge neu-
trality [111]. Therefore, in this procedure corrugation enters in the AN rate
through the basis set of atomic orbitals centered at different lattice points
but we do not include corrugation effects in the surface susceptibility, apart
from the position of the jellium edge.
3.3.1 Results: Aluminum Surfaces
The present formulation for the corrugated Auger neutralization rate is first
compared with the jellium model for He+ on Al [138]. The calculation in-
cludes the 1s orbital of He and all orbitals of Al. However, we have checked
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that the results do not change if we only include the valence 3s and 3p or-
bitals. This is because the overlap of the core-levels of Al with He is small and
so is their weight in the orthogonal orbitals defined by Eq. (36). Figs. 10 and
11 show the results for Al(111) and Al(110), respectively. In each figure the
rates for different lateral positions of He are compared to the jellium results.
One finds two types of behavior depending on the perpendicular distance. At
distances much larger than the jellium edge the corrugated rates are orders of
magnitude larger than the jellium ones. This is due to the different procedure
for constructing orthogonal states: Lo¨wdin’s symmetrical orthogonalization
versus metal states orthogonalized to the ion state. These huge differences
in the rates at large distances are, however, of little consequence, since their
absolute values are still very small in order to produce an efficient neutraliza-
tion of He+. Efficient neutralization of slow He+ ions occurs near the jellium
edge, where, interestingly, the jellium and the corrugated rates cross. One
should remember that any measurable magnitude requires integration along
the trajectory. Consequently, the impact of corrugation in the neutralization
probability of He+ at Al surfaces is not very dramatic and do not change
the conclusions reached in the previous subsection. Pointing to the same
direction, notice how the corrugated rates are not too sensitive to lateral po-
sition. This is due to the fact that extit many atoms of Al contribute in the
first and also in the second atomic layers, due to the large spatial extension
of the atomic orbitals, as illustrated in Fig. 12 where the contributions of
different neighbors to the total rate for He on Al(110) is shown. However,
corrugation has to be taken into account for a detailed quantitative analysis
of experiments, as we will see in subsection 5.1.2.
3.3.2 Results: Noble Metal Surfaces
The three noble metals Ag, Cu and Au have sp-bands extending about 10
eV below the Fermi level and much narrower d-bands starting around 4 eV
below the Fermi level in Ag and around 2 eV below the Fermi level in Cu
and Au and having a width of ca. 4 eV. These localized d electrons can
therefore contribute to Auger neutralization of noble gas ions and provide
strongly corrugated Auger rates, as we will show in this subsection.
In the calculation of the AN rates of He+ on noble metals, we only use the
4s, 3d, 3p and 3s- orbitals of Cu, the 5s, 4d, 4p and 4s orbitals of Ag, and the
6s, 5d, 5p and 5s orbitals of Au. Other orbitals are neglected because their
overlap with He is too small to give any appreciable contribution to Eq. (36),
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as was the case of the core orbitals of Al. The dielectric susceptibility χ will
be evaluated by using the jellium model, with suitable modifications to take
into account that either s or d electrons can be excited in the Auger process.
From optical data [139], we know the number of electrons that contribute
to the optical properties of noble metals at each frequency ω. We can thus
define an effective electronic density neff (ω) and an effective value of the one-
electron radius rs as rs(ω) = (
3
4pineff (ω)
)1/3. Then for each ω, χ(~q, ω; z, z′) is
evaluated within the self-consistent-field approximation for a jellium surface
described by that rs(ω).
Fig. 13 shows the Auger rates for He on Cu(111), Ag(111) and Au(111)
surfaces on-top position [140, 141]. The qualitative behavior of the three
metals is very similar. The rate presents a maximum at ca. 1 a.u. that is
due to Auger neutralization of He+ by the d electrons of the atom on-top.
The extended sp electrons mainly contribute at distances larger than ca. 4
a.u. where they make the full rate. Moreover, the AN rates of the noble
metals present a huge corrugation, which is absent in Al. This is illustrated
in Fig. 14 which compares AN rates of Au(111) and Al(111) respectively,
assuming the He atom to be at different lateral positions with respect to the
surface unit cell [142] . We can appreciate that the rate of Al shows a weak
dependence on lateral position compared to Au. The reason is, again, that
the electrons contributing to the rate of Al are the extended 3sp electrons
while the localized d electrons are the important ones in the Au case at short
distances, producing in addition a rate larger by a factor of 3-4 than that of
Al. In contrast, the long distance values of the rate are determined by the
extended sp electrons in all cases. It is also interesting to note that in the
case of Au, the on-top rate is the smallest one close enough to the surface
due to the strong decrease in overlap between the 1s electron of He and the
5d electrons of Au.
The same physics seen at the (111) surfaces occurs at all surfaces of the
noble metals. We illustrate this fact with a few examples. The corrugated
rate for He on Ag(110) is plotted in Fig. 15 as a function of the lateral
distance d‖ along the [111] direction and a fixed perpendicular distance of
za = 2 a.u. with respect to the first atomic layer. While the contribution of
s-electrons is rather flat, the total rate reflects the spatial localization of the
d-electrons. It is remarkable that the rate can change by a factor of 2 along
the azimuth. The corrugation of the Auger neutralization rate of Cu(100) is
illustrated in Fig. 16 as contour plots [143]. Notice that corrugation exist
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above the first atomic layer (lower panel) as well as in the middle of the first
and the second layers (upper panel).
4 Energy Level Variation
The question of how well any theory of AN is able to quantitatively reproduce
the experiments is closely connected to the problem of how the energy levels
of atoms change in the proximity of a solid surface. This has been at the
origin of a historical controversy only solved recently, when consideration of
energy level variation (level shift) of ions approaching solid surfaces has been
the key point for advancing the understanding of neutralization of ions at
solid surfaces.
As mentioned in Sec. 2.1, measurements of the high-energy tails of the
electron distributions [43] and measurements of energy gains of ions prior to
neutralization [59] showed changes in the energy level of the incident ions
of about 2 eV. From this value and making use of concepts of the classical
image potential, He+ was assumed to be neutralized at distances of ca .4 a.u.
from the image plane which required AN rates orders of magnitude larger
than theoretically predicted. However, Merino et al. [144], More et al. [145],
and van Someren et al. [146] pointed out that the He-1s level shift might be
substantially reduced compared to the classical behavior for distances of some
atomic units in front of the surface, as a consequence of a breaking down of
the classical image-potential concept at close distances. Actually, theoretical
calculations of the He-1s level energy shift showed reduced values or even
negative shifts close to the surface as a result of chemical interactions with
the surface [36, 144, 145, 147]. Similar deviations from the classical behavior
were also calculated for the 1s state of H [30, 31], for excited states of He in
front of an Al surface [148], and predicted for other systems [37]. A similar
downward shift was found for the ground state of Ar in front of a KCl(001)
surface [149].
Fig.17 shows the diabatic and adiabatic levels for He approaching Al(111)
on a top position. (We refer the reader to Refs.[30, 144, 145] for details on
the theoretical approach to this problem). This is the relevant configuration
to look at since scattering of He is produced in the collision with a target
atom. The diabatic level is taken from [36] and the different adiabatic levels
are obtained when the hopping interactions between the 1s level of He and
the different orbitals of Al are connected. At distances larger that ca. 7 a.u.
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from the first atomic layer we find the classical image potential behavior. As
He approaches the surface it feels the hopping interaction with the 3sp elec-
trons of Al which pushes the level down in energy. At closer distances, the
interaction with the core 2sp levels of Al sets in. This is strongly repulsive
and promotes the level very quickly. One can reveal in the figure an upward
level shift of ca. 2 eV obtained at a distance of 7 a.u., the region of the
image-shift, but also at distances of ca. 4 a.u. and 1.5 a.u.. Since the theo-
retical calculations of the Auger neutralization rate presented in section 3.2
predicted most probable distances of neutralization for slow ions of ca. 3 a.u.
from the first atomic layer (1 a.u. from the jellium edge), it was suggested
in [145] that experiments should be re-interpreted in terms of energy level
variations beyond the classical image potential concept, which is only valid
in the limit of large distances, taking into account the chemical interactions
that appear at closer distances from the surface. Comparison between theory
and experiment to be presented in the following section will show that this
is indeed the case.
5 Comparison of Theory and Experiment
Clear-cut experimental evidence that He+ ions are Auger neutralized close
to the surface in agreement with the theoretical predictions was provided by
the finding that small fractions of He+ ions scattered from a metal surface
under grazing conditions survive the whole scattering event in their initial
charge state [126, 127, 128, 150]. The surviving ion fractions would have
been negligibly small (of the order of 10−8) for the Auger neutralization rates
retrieved from experiments using the concept of classical image charges [59].
The isotope effect for the surviving ion fractions demonstrates the existence
of a well-defined neutralization rate such that transient populations of excited
states during the neutralization process can be neglected [151] in accord with
the results of Ref. [145]. The picture was completed by measurements of
shifts of the high-energy tails of Auger electron distributions [54] and shifts
of angular distributions for incident neutrals and ions for different energies
(different distances of neutralization) [152, 153], an experiment proposed by
More et al. [145], that directly measured reduced (and even negative) energy
shifts of the He-1s level close to the surface.
Of particular interest are works that compare the neutralization of He+
ions at different faces of the same metal, where pronounced variations of
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the surviving ion fractions are observed. These variations are found under
grazing scattering conditions [128, 154, 155] and, surprisingly, also in the
LEIS regime. The studies in [156] revealed non-negligible differences in the
ion fractions of He+ after scattering from Cu (110), (100) and polycrystalline
surfaces, demonstrating that the so-called “matrix effects” have indeed to be
considered in the analysis of low-energy ion scattering data for studies on the
composition of solid surfaces. In this section we will compare experimental
measurements of ion fractions and energy gains with theoretical calculations
for these magnitudes using the Auger neutralization rates presented in section
3. The comparison is made in subsections for grazing scattering and LEIS
regime. A unified picture emerges from this analysis: the calculated Auger
neutralization rates are sufficiently accurate and, at the distances to the
surface where neutralization occurs, the distance-dependent position of the
He 1s level plays a dominant role for obtaining good agreement with the
measured values of the ion fractions.
5.1 Grazing Scattering
In this subsection we discuss Auger neutralization of He+ on Ag(111) and
Ag(110) surfaces exhibiting ion fractions that depend on the azimuthal di-
rection of the projectiles with respect to the surface unit cell. Also we will
discuss the case of Al surfaces where, surprisingly, one also needs to invoke
corrugation in the Auger rates.
5.1.1 Silver Surfaces.
We first present a comparative study of Auger neutralization of He+ ions on
Ag(111) and Ag(110) surfaces at grazing incidence [128]. In the experiment,
the angle of incidence with respect to the surface is 3.5◦ and ions scattered
along a random direction are collected in the specular direction. The number
of surviving ions is always small and the remarkable and important feature
of the experimental results shown if Fig. 18 is an order of magnitude dif-
ference in the number of ions surviving Auger neutralization on Ag(110) as
compared to Ag(111). At first glance, this is surprising from the point of
view of Auger neutralization, since the electronic structure of these surfaces
would not appear to present major differences. In order to comprehend this
difference, we performed molecular dynamics simulation of scattered ion tra-
jectories and then calculated the neutralization probability of scattered ions
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using theoretically derived Auger neutralization rates. Trajectories are cal-
culated using the code KALYPSO [157] in which Ziegler-Biersack-Littmark
(ZBL) potentials [158] are used. As a first step, the Auger neutralization
rates for He/Ag were calculated within the jellium model, with the jellium
edge placed above the first atomic layer by half the interplanar distance. The
He-1s level was assumed to to be shifted up in energy by a constant value
of 2 eV. Some of the simulated trajectories are plotted in Fig. 19 where one
can appreciate that, at the same incident energy, the trajectories followed by
the ions at the Ag(111) or (110) surfaces do not present large differences and
ions are deflected at approximately the same distance above the outermost
atomic layer. Therefore, the strong difference in ion survival is related to
changes in atomic interlayer spacing, which leads to a different spill out of
the electron density beyond the surface and, hence, strong differences in the
Auger neutralization rate. The good agreement between theory and experi-
mental data shown in Fig. 18 is achieved without any adjustable parameter.
The surviving ion fractions of He+ on Ag(110) also exhibit a strong de-
pendence on the azimuthal orientation of the surface with respect to the
initial beam direction which cannot be accounted for in the jellium model
[150, 154] . This is shown in Figs. 20 and 21 for ion incident energies of 1
to 4 keV and the same angles of incidence and scattering as in Fig. 18. In
order to account for this dependence, the calculation of the corrugated Auger
rates presented in subsection 3.3 were applied to this system in conjunction
with molecular dynamic simulations from KALYPSO, including in the code
lattice vibrations at room temperature. Out of all the simulated trajecto-
ries, we select those that reach the detector. Then, for each trajectory we
calculate the ion survival probability along that trajectory as
P+i = exp{−
∫ tf
ti
dt
τAN
[~Ra(t)]} (37)
where ti and tf are the initial and final times in the simulation. Hence, the
fraction of surviving ions to be compared to the experiment is given by
P+ =
∑N
i=1 P
+
i
N
(38)
with N being the number of trajectories that reach the detector. In the case
of grazing scattering, we find that the inclusion of lattice vibrations is very
important for obtaining N and then the theoretical ion fraction.
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The deep minima in ion fraction at 0◦ and 90◦ are due to the fact that
many particles penetrate the first atomic layer and get completely neutral-
ized. Out of these symmetry directions, the scattered trajectories stay above
the surface (see Fig. 19). The apexes of these trajectories present a nearly
Gaussian distribution, the maximum of which we identify with the most
probable distance of closest approach. For a random direction, the values
of this distance are in the range of 0.7 - 2.3 a.u. for the incident energies
of 1 - 4 keV used in the experiment. Hence, the projectiles reach distances
where the contribution of 4d electrons to the total Auger neutralization rate
is important at all incident energies. This is clearly demonstrated in Fig.
20 where the contribution of the 5s electrons to the ion fraction is shown
separately: one can appreciate that they underestimate the ion fraction by
one order of magnitude. In contrast, the full calculation including s and d
electrons reproduce quantitatively the experiment at all incident energies. It
is worth to note the small variations of the ion fractions with azimuth out of
the symmetry directions which partially reflects the weak dependence of the
Auger neutralization rate on lateral position in the unit cell around a surface
atom (see the contour plots in Fig. 16).
It is also interesting to compare the theoretical ion fractions obtained
within the jellium model shown in Fig. 18, to the ones we get using the cor-
rugated rates, for random directions. This is presented in Fig. 22 together
with the experimental results, demonstrating the accuracy of the LCAO ap-
proximation to the calculation of the Auger neutralization rate.
The quantitative agreement between theory and experiment found for
scattering of He+ on Ag(110) is not fortuitous. A similar analysis of the
azimuthal dependence of the fraction of ions surviving scattering off Ag(111)
reveals an equally good agreement, as shown in Fig. 23.
Another important output of the calculations presented so far is the neces-
sity of a correct description of the surface dielectric screening. Even though
in the present formulation screening by the d electrons is treated in an ef-
fective way, the self-consistent-field evaluation of χ ensuring that the jellium
edge is placed at half the interplanar distance as required by charge neutrality
is essential to yield quantitative agreement between theory and experiment.
Fig. 24 shows the Auger neutralization rate of He+ on-top and on-center
positions with respect to the Ag(110) unit cell, calculated when placing the
jellium edge at half the interplanar distance of the (110) planes (as it should)
and at half the interplanar distance of the (111) planes. The differences of
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30-35 % found for the on-top position are enough to destroy the quantitative
agreement with the experiment shown in Figs. 20 and 21.
5.1.2 Aluminum Surfaces
In this subsection we present results on ion fractions and energy level shifts
for He+ scattered at Al(111), Al(100) and Al(110) surfaces at random direc-
tions and with very low normal incident energies [155]. The experimental
technique was briefly described in subsection 2.1 and measures polar angular
distributions of scattered projectiles from which the energy gain (or energy
level shift) can be obtained via Eq. (5). Ion fractions are also measured in
the same experimental set-up. Details can be found in [155] and references
therein.
Theoretical calculations of ion fractions and polar angular distributions
are performed using 3D molecular dynamics simulations of trajectories fol-
lowed by neutral atoms He0 and ions He+. Correlated thermal displacements
are included in the simulations within the Debye model at T=300 K, as in
Ref. [153]. For the calculation of trajectories for He0 atoms we made use
of a Moliere potential with a screening length modified by O’Connor and
Biersack (OCB) [159]. This choice is different from Refs. [152, 153], where
an interaction potential derived from data for rainbow scattering under axial
surface channeling [160] was used. Although being very sensitive to the in-
teraction potential, the rainbow data does not yield enough information for
an unequivocal derivation of the potential and, without further input, very
different potentials can be constructed from the data. The potential for ions
V+(~r) is constructed from the potential for neutrals V0(~r) and the theoretical
energy level shift of He. We should remember that the level shift is defined
as the change in the ionization potential of He due to its interaction with the
metal:
∆E1s(~r) = E1s(~r)− E1s(∞) = V0(~r)− V+(~r). (39)
To construct E1s(~r), the energy shift of Fig. 17 calculated for the on-top
position is evaluated as a function of distance to the closest target atom (with
slight modifications to ensure continuity).
The curves in Fig. 25(a) depict the level shift averaged parallel to Al(111),
Al(100), and Al(110). The energy shifts coincide for large distances, which
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is the correct behavior due to the small differences of the image plane po-
sitions, and show the expected relative behavior close to the surface. This
averaged value is the one that has to be related to the energy gain measured
in the present experiments. At very grazing angles of incidence and random
azimuthal directions, ions spend a long time traveling parallel to the sur-
face and therefore probe many different lateral positions within the unit cell.
With respect to the AN rates, we use our calculations for the corrugated rates
of He at Al surfaces presented in subsection 3.3.1, considering the on-top and
the hollow (on-center) rates, in order to enlighten the effects of corrugation.
The averaged potentials V0(~r) and V+(~r) are displayed in Fig. 25(b).
Fig. 26 shows the measured surviving ion fractions for He+ ions scattered
from Al(111), Al(100) and Al(110), compared to simulations based on the on-
top AN rates as well as AN rates for the hollow position. As in the case of Ag
surfaces, the order of magnitude and relative dependence of the ion fractions
with crystal face is reproduced by the simulations. However, the absolute
magnitude of the ion fractions depend on lateral position within the unit
cell: the on-top rates give ion fractions much larger than in the experiment,
while use of the hollow rates yields much better agreement, especially in the
case of the open Al(110) surface. This is to be expected because at random
directions an ion is most of the time above hollow site positions in the unit
cell.
The results of Fig. 26 clearly show the extreme sensitivity of the ion
fractions to the values of the AN rate. Due to the exponential dependence
of the ion fractions with AN rate, an increase of the rates by 30% reduces
the ion fractions by factors of about 5 to 10. Therefore, the fact that the
agreement between theory and experiment is systematically improved by
using the hollow position rates, shows the importance of a proper description
of the face dependence of the AN rate beyond the simple ”jellium edge”
concept, the same conclusion reached for Ag in Fig. 22.
Fig. 27 compares experimental and simulated polar angular distribu-
tions. The distributions in panel (a) for incident ions, which correspond to
an incident normal energy of about 0.8 eV, are clearly shifted towards larger
outgoing angles compared to the distributions for incident atoms. Via Eq.
(5) this is related to a positive normal energy gain due to neutralization at
large distances from the surface where the energy shift is positive. Panel (b)
shows data for a larger incident normal energy of about 17 eV where shifts
of the distributions for incident ions and neutrals are absent. The normal
energy gain is close to zero which means neutralization at about 3 a.u. in
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front of the surface where the energy shift changes sign (see Fig. 17). The
overall agreement of measured and simulated distributions including the tails
is good, which shows that the simulations catch the main ingredients of the
physics involved. In addition it can be concluded that the density of surface
defects is negligibly small [161].
Measured and simulated normal energy gains as function of incident nor-
mal energy for scattering of He+ ions from Al(111), Al(100) and Al(110)
surface for the on-top rates are compared in Fig. 28(a) and Fig. 28(b) shows
the comparison of the experiments and simulations based on the hollow site
rates. The differences between the normal energy gain for different faces can
be understood from an energy level shift with a weaker face dependence than
the AN rate. As the AN rate for Al(111) is larger than for Al(110) (see sub-
section 3.3.1), the incident normal energy that results in the same distance of
neutralization is larger for Al(111) than for Al(110). Therefore, for Al(111),
the downward shift of the level is seen at larger incident normal energies.
Measured and simulated normal energy gains agree on a quantitative level
which shows that the calculated level shifts are accurate. Only the simu-
lations for Al(110) for large normal energies, where also the relative effects
get very small, show small deviations from the experimental data. This is
a result of our implementation of the energy level shift for the three faces,
based on the on-top level shift for Al(111) evaluated as function to the closest
target atom. This ansatz will be least valid for Al(110), as it represents the
most open surface with the smallest AN rate and therefore closest distance of
neutralization for incident ions. However, in the region before the zero cross-
ing for the energy gain, where the effects of the downward shift are most
pronounced, the agreement is very good. Also, the fact that the measured
energy gains are smaller than -1 eV is consistent with our interpretation of
the energy gain as average of level shifts parallel to the surface, plotted in
Fig. 25(a).
The good overall agreement of experimental data and theoretical predic-
tions for Ag and Al shown in this subsection, obtained without adjustable
parameters, demonstrates that a detailed microscopic understanding of He-
metal surface interactions has finally been achieved. It is rooted on two basic
physical concepts: i) modification of the atomic energy levels beyond the
simple image-potential concept due to the close interaction with the metal
surface and ii) the many-body character of the Coulomb electron-electron in-
teractions causing the Auger neutralization process, in and at metal surfaces.
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We can unequivocally conclude that neutralization of slow He+ ions at metal
surfaces takes place at distances between 2 a.u. and 4 a.u. from the first
atomic layer, for perpendicular energies smaller than 20 eV. At these close
distances to the image plane, the classical image-potential concept breaks
down and the close interactions between He and the metal atoms have to be
considered in the analysis of experiments.
5.2 LEIS Regime.
To proceed one step further in the understanding of noble gas-metal surface
interactions, we investigate in this subsection how the electronic properties
of the target influence Auger neutralization of He+ ions in low energy ion
scattering, where single scattering events between He and a target atom
prevail. Important differences with respect to grazing scattering are i) the
turning points of the trajectories are smaller than 1 a.u. from the first atomic
layer and ii) except for very low incident energies, more than 10% of the
incident ions survive neutralization. Here we will compare calculations of ion
fractions for the different surfaces of the three noble metals with experimental
results. Ion fractions are in general presented as a function of 1
v⊥
= 1
v⊥,in
+
1
v⊥,out
, where v⊥,in and v⊥,out are the components of the velocity perpendicular
to the surface for the ingoing and outgoing trajectories, respectively. From
Eq. (6), a fit of the data to a single exponential retrieves the characteristic
velocity for the ion-surface combination under study.
Most of the experiments presented here for the (100) and (110) surfaces
were performed in double alignment geometry, which corresponds to normal
incidence and exit in [001] and [1 1¯ 2] azimuth direction, respectively, which
ensures that collected particles have been scattered from the first atomic
layer. We refer the reader to Refs. [156, 162] and references therein for
experimental details. In the simulations we use the molecular dynamics sim-
ulation code KALYPSO [157] and calculate ion survival probabilities using
the corrugated Auger rates in Eq. (37).
We start by analyzing the case of Cu, where the presence of physical
matrix-effects in LEIS was first observed [156]. Three different crystal orien-
tations are investigated: (110), (100), and polycrystalline Cu. As a first step,
the AN rates were calculated with a constant upward shift of the He level of
2 eV, similar to the case of Ag investigated in grazing collisions in subsection
5.1.1. However, unlike that case, for Cu we only find qualitative agreement
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between theory and experiment: the relative differences in ion fractions be-
tween the different faces are reproduced, but the rates have to be increased
by more than 30% to get a quantitative agreement. Uncertainties in the ex-
ternal parameters (DOS, effective number of electrons, work function) do not
have a sufficiently high impact on the resulting AN rate to explain this dis-
crepancy. However, it turns out that the Auger rate reacts very sensitively to
an energy shift of the He 1s level. Unfortunately, detailed calculations of the
distance dependent level shift for He interacting with noble metal surfaces
are not available nowadays. Therefore, in the calculations to be presented
below, the level position is independent of distance and chosen as a fitting
parameter.
In Fig. 29 ion fractions for three crystal orientations of Cu are compared
[140]. In the simulations, the He level was set to - 20.5 eV with respect to the
Fermi level which results in almost perfect agreement with the experimental
data for the polycrystalline surface. As a reference, the standard upward
shift of 2 eV will correspond to a level placed - 17.5 eV below the Fermi
level. Then, we have to invoke a extit downward level shift of -1 eV in this
case. As can be seen in the figure, the data for the (100) and (110) surfaces
do not fit equally well and we need to use other values of the level shift. For
the case of Cu(110) [143], the data shown in Fig. 30 fit for a He level at -19.5
eV below the Fermi level and it is important to note that the same value is
valid for two different azimuthal directions at the surface shown in the figure.
To fit the data for Cu(100) at random directions the level has to be at -20.0
eV with respect to the Fermi level. Thus, we find a difference of 1 eV among
the three faces at most, which seems reasonable in view of the findings of
subsection 5.1.2 for He on Al. However, we have to keep in mind that in LEIS
the turning points of the trajectories are smaller than 0.6 a.u. from the first
atomic layer, which is the region close to the surface were the interaction of
He with the metal atoms is very strong (Fig.17). Then, we would expect the
level shift to be basically influenced by one target atom and, consequently, a
unique value independent of the azimuthal direction, and also independent
of whether the scattering has taken place in the first or in the second atomic
layers. This is the case for Cu(110) already noted in Fig. 30 and the same
behavior is found for Ag(110) in [141]. Fig. 31 shows azimuthal scans for
ion and neutral fractions of He+ scattered from Cu(100) at 2 keV incident
energy. One should note here that 0◦ corresponds to particles exiting along
the [001] direction after scattering with a Cu atom of the first atomic layer,
while for 45◦ particles are scattered from first and second atomic layers. In
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the simulations a single value of the level position is used and the excellent
agreement between theory and experiment for both neutral and ion yields
supports our interpretation. The slight disagreement in the neutral yields at
45◦ can be corrected when subtracting the background contribution to the
experimental data, see Ref. [143] for details.
The profound influence of the position of the He level on the calculated
AN rates of the noble metals was not found for Al. The origin for this
phenomenon has been recently examined in [142]. Figs. 32 (a) and (b) show
the AN rates of He+ on Au and Ag, respectively, for several values of the
position of the He-1s level with respect to the Fermi level. Here the rates
are presented in a linear scale to better reveal the changes. The values of
the level position near -18eV correspond to the standard upward level shift
of 2eV. We note that, for Au and Ag (and also for Cu, not shown here) the
rates increase notably as the He- level goes down in energies. The reason is
the following. The value of Ea, measured with respect to the Fermi level,
determines the range of energies transferred to the metal, ωmin = bottom−Ea,
ωmax = −Ea, where bottom is the energy at the bottom of the conduction
band. This range moves toward higher energies when the level goes down.
In our approximation for the screened susceptibility χ(ω) we increase the
density of the electron gas, neff (ω), with increasing excitation energy, which
also causes an increase in the plasma frequency. As stressed in section 3,
when the plasmons of the metal can be excited they make an important
contribution to the rate. Therefore our approximation makes the metal to
screen very efficiently at high frequencies. Thus, the rates can change by
30% when the level changes by 2 eV. This is not the case for free-electron
metals of similar band width.
Figs. 33 (a) and (b) show the comparison of experimental [163, 164] and
calculated ion fractions of He+ scattered from polycrystalline Ag and poly-
crystalline Au, respectively, for different values of the energy level position
of He with respect to the Fermi level. The polycrystalline samples, were
approximated as a surface with randomly oriented (111) domains [165], and,
consequently, the ion fractions were obtained as an average over trajectories
scattered from a (111) surface with normal incidence and arbitrary azimuth
exit directions. The order of magnitude of the ion fractions is well reproduced
by theory and almost perfect agreement with experiment can be obtained by
fitting the values of the level position, as in the case of Cu. In the light
of our discussion above, given our approximate treatment of the dielectric
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susceptibility of noble metal surfaces, we cannot assess how accurate these
values are. We deem them to be not too unrealistic because, as commented
before, these values are independent of azimuth and experimental ion yields
for scattering along symmetry directions have contributions from the first
and the second atomic layers. If band structure effects were very important
in the calculation of χ(ω), they would produce significant differences in the
rates for the first and second atomic layers. Then these differences had to be
somehow compensated by differences in the level shifts. We do not see these
differences in the level shift, since our approximations yield good agreement
with experiments for both Ag and Cu surfaces. With respect to the magni-
tude of the shifts, we note that, while the value that fits the experimental
results for He/ polycrystalline Au is -1.5 eV, which is similar to the value
for He/ polycrystalline Cu quoted above, in the case of polycrystalline Ag
we need to invoke a level shift of 4 eV. This large and positive value of the
shift could be an indication that these ions probe the region of distances
to a surface atom where the He level is being strongly promoted, since the
experimental incident energies are near the threshold for collision induced
neutralization and reionization processes in the system He/Ag. Since an ex-
act treatment of the surface screened susceptibility is not feasible nowadays,
we conclude that first principles theoretical calculations of the level shift
variation of ions in front of noble metal surfaces are of prime importance to
improve our understanding of ion surface interactions.
6 Mutielectron Theory of Auger Ionization
The detailed understanding achieved for AN processes allows us to address
the inverse problem of AI. This is motivated by the fact that in the grazing
scattering regime ionization of neutral atoms is experimentally seen even at
low perpendicular energies, with a threshold in parallel energy of 5 keV for
the system He/Al. Earlier experimental results on the ionization of neutral
atoms [153, 166, 167] seemed to agree with theoretical estimates [168] for the
existence of a kinetic energy threshold below which AI is forbidden, but a
detailed theory have been lacking until recently.
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6.1 General Formalism
The theory for Auger ionization follows closely that of Auger neutralization
expounded in subsection 3.1, since they are inverse processes. For AI we
follow a similar approach, however, take into account the kinetic energy of
the projectile. We will start by using the jellium model because it has the
advantage that the surface is translationally invariant and this makes the
problem of Auger ionization mathematically simpler [169, 170] . Since we
are concerned with grazing incident experiments, we assume a projectile mo-
tion parallel to the surface with velocity ~v, at a perpendicular distance za.
Working in the restframe of the solid, we write the initial state of the electron
bound to the atom as
|Φa〉 = φa(~x− ~vt, z − za)ei~x·~ve−i(Ea+ 12v2)t, (40)
with φa(~x, z) being the wave function of the bound electron in the restframe
of the ion, (~x, z) are the electron coordinates parallel and perpendicular to
the surface, respectively, and Ea the electron binding energy. Eq.(40) shows
the translation factor ei~x·~v as well as the addition of the kinetic energy v2/2
to the potential energy of the projectile. In its final state, this electron is in
the empty part of the conduction band of the metal and is described by
|~k〉 = 1√
2pi
ei
~k‖·~xφkz(z)e
−iE~kt, (41)
representing an electron of wave vector ~k = (~k‖, kz) and energy Ek = k2/2.
Simultaneously, the electron-electron Coulomb interaction Vˆ causes the ex-
citation of the metal from its many-body ground state |0〉 , of energy E0,
to a state |n〉, of energy En, with matrix elements having exactly the form
of Eq. (13). Due to the translational invariance of the metal surface, the
time-dependence of the matrix elements can be completely factored out as
e−i(E0−En+Ea−v
2/2−E~k+(~k‖−~q)·~v)t, which allows us to write down the Fermi’s
golden-rule for the process as
1
τAI
= 2pi
∑
n
∑
k>kF
∫∞
0
dω|〈f |Vˆ |i〉|2δ(ω − (En − E0))
×δ(−ω + Ea − v2/2− E~k + (~k‖ − ~q) · v), (42)
where 〈f |Vˆ |i〉 denotes now only the spatial part of Eq. (13). Then, the
sum over excited states |n〉 can be again related to the imaginary part of
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the dielectric susceptibility of the metal surface χ(q, ω; z, z′). Also, it is
possible to perform the Galilean transformation k → ~k + ~v, yielding our
final expression for the Auger ionization rate as
1
τAI
(~v, za, Ea) = 2
∑
|~k+~v|>kF
∫ ∞
0
dω
∫
d~q
(2pi)2
∫
dz
∫
dz′[−Imχ(q, ω; z, z′)]
×Φ(~k; ~q, z)Φ∗(~k; ~q, z′)δ(Ea − Ek − ω − ~q · ~v), (43)
where the potential Φ(~k; ~q, z) has the same expression as for AN, given by
Eq. (14).
In Eq.(43), energy conservation implies that the frequency and the wave
vector are related via the Doppler relation ω′ = ω + ~q · ~v. As a consequence,
different from previous assumptions [166, 167, 168] there is not a clear-cut
threshold for the kinetic energy of the projectile below which the AI process
is energetically forbidden. Rather, the δ-function of Eq.(43) can be used to
give the cosine of the angle between vectors q and v and therefore imposes
the constraint
− 1 ≤ Ea − E~k − ω
qv
≤ 1. (44)
Also, the fact that the bound electron has to be excited to an empty state
of the shifted Fermi sphere implies the restriction in energies E~k
1
2
(kF − v)2 ≤ E~k (45)
Then Eqs. (44) and (45), together with the condition ω ≥ 0, imply that:
q ≥
1
2
(kF − v)2 − Ea
v
. (46)
Therefore, according to Eq. (46), if v is small or Ea has a large and nega-
tive value, the allowed values of the parallel wave vector q will be much larger
than kF . The surface response function strongly disfavors excitations of such
large wave vectors and, consequently, the efficiency of the Auger ionization
process can be very small in these cases. This is illustrated in Fig. 34, where
we plot the Auger ionization rate of He on Al as a function of the projectile
velocity, for two values of the energy level of He. Instead of a threshold like
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behavior, the AI rate shows an overall exponential increase with velocity. We
also find the nearly exponential increase with Ea shown in Fig. 35. However,
the increase is steeper for the smaller values of velocity and energy level, as
expected from our discussion above. With respect to the dependence of the
AI rate with distance to the surface, it is nearly exponentially decreasing
with distance, as for AN. Fig. 34 shows results for two distances illustrating
that the spatial decay length depends mainly on Ea and it is not so much
dependent on velocity, since, for a given value of Ea the curves for different
za are nearly parallel. Note also in this figure that the AI rates can get
large values. As a reference, the largest values of the calculated AN rates for
He/Al are 0.01-0.02 a.u. at the distances shown in Fig. 34. Consequently, we
expect efficient Auger ionization of neutral He when atoms with a velocity of
about 0.25 a.u. approach the Al surface closer than about 1 a.u., where the
calculated values of Ea presented in Fig. 17 show level shifts greater than 10
eV. We will show next that this is indeed the case.
6.2 Comparison to experiments
In the experiments, a beam of 4He0 atoms with energies of 1-11 keV under
grazing angles of incidence is scattered along a random direction from a
flat and atomically clean Al(111) surface. Using the experimental set-up
described in Ref. [155], polar angular distributions of the scattered neutral
and ion projectiles are recorded. Also, we performed 3D molecular dynamic
simulations of the trajectories using the same interaction potential as for
AN described in subsection 5.1.2. Since ionized projectiles can be Auger-
neutralized in their way out from the surface, we need to include in the
simulations the rate for AN as well. We will use the AN rates calculated
within the LCAO method which give more precise results. Since the main
difference between the jellium and the LCAO calculations of the AN rate is
due to differences in the orthogonalization procedure, we consistently correct
the rates for AI by the same factor that brings the AN rate from the jellium
to the LCAO value. From the simulations we can also extract the fractions of
projectiles that were never ionized and those that were ionized at least once,
as well as their distribution with respect to the polar exit angle, gaining
further insight into the physics of the AI process.
Comparison of measured and calculated ion fractions are shown in Fig.
36 (a). In the simulations we find that incident neutrals can reach distances
to the surface where the energy level of He is substantially promoted and
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efficient Auger loss is present, the ionization efficiency can reach 35% at
the highest energies and angles of incidence shown in this figure. We note
that the simulations reproduce the experimental trends on a quantitative
level. The largest discrepancies occur at the larges values of energy and
angle of incidence, where the projectiles can get near to the surface, and the
interaction potentials are more uncertain. Another source on uncertainty
is related to the accuracy of the Auger neutralization rates, which already
lead to the larger discrepancy between theory and experiment in the survival
regime for the (111) surface (see Fig. 26). When we multiply the AN rate
by a factor of 1.2 we get a perfect agreement between theory and experiment
in the survival regime and this also tends to improve the agreement in the
ionization regime, as shown in Fig. 36 (b).
We note that the theory gives too low ion fractions for the smaller angles
of incidence. This is due to the existence of surface defects whose effects are
more pronounced for the longer trajectories. Further evidence of it is given
in Fig. 37 (a) where we present polar angular distributions for neutral and
ionized projectiles, with a kinetic energy of 7.5 keV and several angles on
incidence, the corresponding simulated distributions are shown in Fig. 37
(b). For the two smallest angles of incidence the distributions for ions are
broad and have a long tail extending to small exit angles, so this indicates
that surface defects play an important role. However, for the largest angles of
incidence, the discrepancy between experimental and simulated distributions
for ions are most probably due to deficiencies in the interaction potentials,
which are more important at the small distances of approach reached for
a He atom. Fig. 37 (c) shows simulated distributions of projectiles that
have never been ionized and projectiles that have been ionized at least once.
Ionized projectiles have been scattered toward larger exit angles also indi-
cating that the ionization processes has been produced in a close collision
between He and a target atom. Further evidence for it is given in Fig. 38
which shows the distributions of projectiles versus the minimum distance
to a target atom. The distributions are normalized so that they give the
calculated ion fractions. Here we can appreciate that these incident neutral
atoms that reach distances shorter than ca. 1.0 a.u. are ionized with ap-
preciable probability. At these distances, the promotion of the He-level is
large enough to make the Auger process an efficient ionization mechanism
for kinetic energies larger than 5 keV. Since the interaction potentials and
the lattice vibrations control the distances of closest approach, they are cru-
cial magnitudes, together with ionization and neutralization rates, to give
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ion fractions and polar distributions.
Given that, in the range of distances between He and the Al surface where
the AI process occurs, the He-level is in resonance with the conduction band
of Al, the contribution of the one-electron resonant processes cannot be ruled
out. Actually, when they are introduced by means of a simple model [170],
one finds that they are as important as Auger processes. Fig. 39 summa-
rizes these findings. The remarkable agreement achieved between theory and
experiment should not be overemphasized in view of the limitations and ap-
proximations of the theory. A realistic theory should be based on improved
calculations of level shifts and interaction potentials, thermal displacements
and transition rates including resonant and Auger processes for a quantitative
description of charge transfer.
7 Conclusions and Outlook
In spite of its apparent simplicity, a microscopic understanding of Auger neu-
tralization and ionization processes of ions at metal surfaces has only been
achieved recently. The key physical concepts involved are: i) modification
of the atomic energy levels beyond the classical image potential approxima-
tion that occurs near the surface and ii) the many body character of the
electron-electron Coulomb interaction requires a detailed description of the
screening properties of the surface. Calculations of the Auger transition
rates using these concepts have provided quantitative agreement with exper-
imental measurements of ion fractions for He interacting with metal surfaces
under grazing scattering conditions and in the Auger neutralization regime
of LEIS. Measured energy gains for the He/Al system are also in accord with
theoretical predictions.
The theoretical methods presented here should be equally applicable to
the analysis of charge transfer at semiconductor surfaces, since experiments
are usually performed at room temperature. With suitable modifications
these methods can be applied to the characterization of oxidized surfaces, a
problem of renewed interest nowadays [171, 172, 173, 174]. Further progress
in this field requires, first, realistic ”ab initio” calculations for the interaction
energies of different atomic terms in the proximity of the surface and, second,
a detailed evaluation of the surface response function by improving on the
simple jellium model with the inclusion of the band structure of the surface.
Ion-surface interactions are very sensitive to the electronic properties of
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the target. Hence one should take advantage of previous knowledge and use
atoms/ions as a tool to investigate and characterize new materials such as
graphene, nanoparticles, nanostructured, organic materials, etc, that exhibit
new interesting properties and are promising for technological applications.
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Fig. 1: Schematic energy diagram for the one-electron resonant processes.
Fig. 2: Schematic energy diagram for the two-electron Auger processes.
(a) Auger neutralization, (b) Auger ionization, (c) direct Auger deexcitation,
(d) indirect Auger deexcitation.
Fig. 3: Schematic energy diagram for interaction of He with a high work
function metal surface. W : work function; blue shaded area: occupied states
of conduction band; brown curves: energy levels of He as function of distance
from the surface for states indicated. Green arrow: resonant neutralization
(RN), blue arrows: Auger neutralization (AN). Reprinted with permission
from [142]. c©(2013) by Elsevier.
Fig. 4: Schematic diagram of the experimental method for measuring en-
ergy gains. Reproduced with permission from H. Winter, J. Phys.: Condens.
Matter 5 (1993) p. A295 [56]. c©(1993) by IOP Publishing.
Fig. 5: The Auger neutralization rate of He+ on a jellium representa-
tive of Al as a function of parallel momentum transfer, for fixed value of the
energy transfer ω = 0.78ωp for (a) za = 4 a.u. and (b) za = −1a.u. with
respect to the jellium edge. Reprinted with permission from R. Monreal, N.
Lorente, Phys. Rev. B 52 (1995) p. 4760 [106]. c©(1995) by the American
Physical Society.
Fig. 6: The Auger neutralization rate of He+ on a jellium representa-
tive of Al as a function of the energy transfer ω, for za = 5 a.u. and with
respect to the jellium edge. Crosses: full interacting calculation, squares:
non-interacting calculation. Reprinted with permission from N. Lorente, R.
Monreal, Phys. Rev. B 53 (1996) p. 9622 [107]. c©(1996) by the American
Physical Society.
Fig. 7: The Auger neutralization rate of He+ on a jellium representative
of Al as a function of distance with respect to the jellium edge. Continuous
line: full interacting calculation, dashed-line: non-interacting calculation.
Reprinted with permission from N. Lorente, R. Monreal, Phys. Rev. B 53
(1996) p. 9622 [107]. c©(1996) by the American Physical Society.
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Fig. 8: The Auger neutralization rate of He+ on a jellium representative
of Na as a function of distance with respect to the jellium edge. Continuous
line: full interacting calculation, dashed-line: non-interacting calculation.
Reprinted with permission from [60]. c©(1997) by Elsevier.
Fig. 9: The AN, AD, and RI transition rates obtained/used in the sim-
ulation of experimental data as function of distance from the image plane.
Dotted curve: calculation of the Auger rate in[60]. Reprinted with permis-
sion from [59]. c©(1998) by Elsevier.
Fig. 10: The Auger neutralization rate of He+ on Al(111) as a function
of distance with respect to the first atomic layer compared to the jellium rate
(blue line). Several positions of He within the surface unit cell are consid-
ered: on-top (black triangles), center (red dots) and bridge (blue asterisks).
Reprinted with permission from Diego Valde´s et al., Phys Rev. B 71 (2005)
p. 245417 [138]. c©(2005) by the American Physical Society.
Fig. 11: The Auger neutralization rate of He+ on Al(110) as a function
of distance with respect to the first atomic layer compared to the jellium
rate (blue line). Several positions of He within the surface unit cell are
considered: on-top (black squares), and center (red dots). Reprinted with
permission from Diego Valde´s et al., Phys Rev. B 71 (2005) p. 245417 [138].
c©(2005) by the American Physical Society.
Fig. 12: The total Auger neutralization rate of He+ approaching the
Al(110) surface on-top of an atom of the first atomic layer (black squares)
is decomposed in the contributions of neighboring atoms of Al: on-top atom
(red dots), first neighbors (blue up triangles ) and second neighbors (black
triangles) in the first atomic layer and first neighbors (blue down triangles)
on the second atomic layer. Adapted with permission from Diego Valde´s
et al., Phys Rev. B 71 (2005) p. 245417 [138]. c©(2005) by the American
Physical Society.
Fig. 13: The Auger neutralization rate of He+ on-top of an atom of the
Cu(111) (a), Ag(111) (b), and Au(111) (c) surfaces as a function of distance
with respect to the first atomic layer (black squares) is decomposed in the
contributions of s-electrons (blue triangles) and d-electrons (green diamonds).
The contribution of the atom on-top is shown as red dots. Reprinted with
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permission from D. Goebl et al., Phys. Rev. B 84 (2011) p. 165428 [140].
c©(2011) by the American Physical Society.
Fig. 14: The Auger neutralization rates of He+ on Au(111) (a), and
Al(111) (b) assuming the He atom to be at the following lateral positions
within the (111) unit cell: on-top, the two non-equivalent center positions
and in the mid point between two neighbor atoms (Pos 1). Reprinted with
permission from [142]. c©(2013) by Elsevier.
Fig. 15: The Auger neutralization rate of He+ on Ag(110) as a function of
the lateral distance to a surface atom along the azimuthal direction [111], at
fixed perpendicular distance za = 2 a.u., is shown by the black line. The blue
dashed line represents the contribution of s-electrons and the thin straight
line is the jellium result.
Fig. 16: Contour plots of the Auger neutralization rate of He+ on Cu(100)
at za = −2.4 a.u (upper graph) and za = 1.0 a.u. (lower graph). z-distances
are given with respect to the first atomic layer. Reprinted with permission
from [143]. c©(2013) by Elsevier.
Fig. 17: The energy of He 1s-level on Al as a function of distance with re-
spect to the first atomic layer. Reprinted with permission from Diego Valde´s
et al., Phys Rev. B 71 (2005) p. 245417 [138]. c©(2005) by the American
Physical Society.
Fig. 18: The experimental ion fractions for grazing scattering of He+
ions on Ag(111) and (110) surfaces as a function of the incident energy are
compared to theoretical predictions using the jellium model. Reprinted with
permission from Yu Bandurin et al., Phys. Rev. Lett. 92 (2004) p. 017601
[128]. c©(2004) by the American Physical Society.
Fig. 19: Calculated trajectories for scattering of He on Ag(110) and
(111) surfaces for the incident energies indicated in the figure. The position
of the jellium edges for both surfaces are indicated by the lines at the right.
Reprinted with permission from Yu Bandurin et al., Phys. Rev. Lett. 92
(2004) 017601 [128]. c©(2004) by the American Physical Society.
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Fig. 20: Experimental ion fractions for scattering of He ions on Ag(110)
as a function of azimuth for incident energies of 1 keV (a) and 2 keV (b).
The experimental data are shown by blue squares. The results of theory
including only s electrons are shown by green diamonds and those including
s and d electrons by open triangles. Reprinted with permission from Diego
Valde´s et al., Phys. Rev. Lett. 97 (2006) 047601 [150]. c©(2006) by the
American Physical Society.
Fig. 21: Experimental ion fractions for scattering of He ions on Ag(110)
as a function of azimuth for incident energies of 3 keV (a) and 4 keV (b).
The experimental data are shown by black dots and the results of theory
including s and d electrons by open triangles. Reprinted with permission
from Diego Valde´s et al. Phys. Rev. B 75 (2007) 165404 [154]. c©(2007) by
the American Physical Society.
Fig. 22: Comparison between LCAO (continuous line) and jellium ap-
proaches (dotted line) for the calculation of the ion fraction for He+ on
Ag(110) at random directions. Experimental points are also shown as circles
with error bars. Reprinted with permission from Diego Valde´s et al., Phys.
Rev. Lett. 97 (2006) 047601 [150]. c©(2006) by the American Physical So-
ciety.
Fig. 23: The experimental ion fractions for scattering of He ions on
Ag(111) as a function of azimuth and 4 keV of incident energy (closed
squares) are compared with theoretical calculations, using the LCAO model
including s and d-electrons (open circles). Reprinted with permission from
Diego Valde´s et al., Phys. Rev. B 75 (2007) 165404 [154]. c©(2007) by the
American Physical Society.
Fig. 24: Auger neutralization rate for He+ on Ag(110) with χ calculated
using the jellium edge placed at half the interplanar distance of the (100) for
the on-top (black squares) and on-center (black dots) positions and and using
the interplanar distance of the (111) planes for the on-top (blue triangles up)
and on-center (blue triangles down) positions.
Fig. 25: Panel a: He-1s energy shift as a function of distance from Al(111)
surface calculated for on-top position (green dots) and values used in the sim-
ulations (green dash-dotted curve). Black solid, red dashed, and blue dotted
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curves: level shifts averaged parallel to surface for Al(111), Al(100), and
Al(110). Panel b: potential energy averaged parallel to surface as function
of distance for He0 (thin curves) and He+ (thick curves) in front of Al(111)
(black solid curves), Al(100) (red dashed curves), and Al(110) (blue dotted
curves). Reprinted with permission from S. Wethekam et al., Phys. Rev. B
78 (2008) 75423 [155]. c©(2008) by the American Physical Society.
Fig. 26: The experimental ion fraction for scattering of He+ on Al(111),
Al(110) and Al(100) surfaces are compared to theoretical results using the
calculated position dependent values of the rates indicated in the figure.
Reprinted with permission from S. Wethekam et al., Phys. Rev. B 78 (2008)
75423 [155]. c©(2008) by the American Physical Society.
Fig. 27: Polar angular distributions for scattering of 1 keV (panel a)
and 10 keV (panel b) He+ ions (full symbols) and He0 atoms (open symbols)
from Al(111). Black dots (red squares) show experimental data (simulation
for on-top rates). Reprinted with permission from S. Wethekam et al., Phys.
Rev. B 78 (2008) 75423 [155]. c©(2008) by the American Physical Society.
Fig. 28: Experimental normal energy gains as function of incident nor-
mal energy for He+ scattered from Al(111) (black open squares), Al(100) (red
open dots), and Al(110) (blue open squares) compared to simulations using
on-top AN rates (panel a) for Al(111) (black full squares), Al(100) (red full
dots), and Al(110) (blue full upward triangles) as well as AN rates for the
hollow position (panel b) for Al(111) (black full diamonds) and Al(110) (blue
full downward triangles). Reprinted with permission from S. Wethekam et
al., Phys. Rev. B 78 (2008) 75423 [155]. c©(2008) by the American Physical
Society.
Fig. 29: Experimental (open symbols) and theoretical (full symbols)
ion fractions for He+ scattered from Cu(100) (squares), Cu(110) (circles and
polycrystalline Cu (triangles). The straight lines represent single exponential
fits to the data yielding the characteristics velocities indicated in the figure.
Fig. 30: Experimental (open symbols) and theoretical (full symbols) ion
fractions for He+ scattered from Cu(110) in [1 1¯ 2] (black squares) and [1
1¯ 0] (red circles) directions. The straight lines represent single exponential
fits to the data yielding the characteristics velocities indicated in the figure.
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Reprinted with permission from [143]. c©(2013) by Elsevier.
Fig. 31: Experimental (open symbols) and theoretical (full symbols)
neutral (dots) and ion (squares) yields for He+ scattered from Cu(100) as
a function of azimuth. Experimental data without background subtraction.
Reprinted with permission from [143]. c©(2013) by Elsevier.
Fig. 32: The AN rates for He+ on Au(111) (a) and Ag(111) (b) on-top
position as a function of the distance to the first atomic layer, for the values
of the He- level position specified in the figure. Reprinted with permission
from [142]. c©(2013) by Elsevier.
Fig. 33: Experimental and theoretical ion fractions for He+ on poly-
crystalline Ag (a) and Au (b) for different values of the He-level position.
Reprinted with permission from [142]. c©(2013) by Elsevier.
Fig. 34: The Auger ionization rate of 4He0 on Al(111) is shown as a func-
tion of the projectile velocity for the values of the level shift and the distance
to the first atomic layer indicated in the figure. Reprinted with permission
from S. Wethekam et al., Phys. Rev. B 79 (2009) 195408 [170]. c©(2009) by
the American Physical Society.
Fig. 35: The Auger ionization rate of 4He0 on Al(111) is shown as a
function of the He level shift for a fixed distance of 1.21 a.u. with respect
to the first atomic layer and different values of the kinetic energy indicated
in the figure. The inset shows the calculated He- level shift as a function of
the distance. The conduction band of Al is indicated by the shaded area.
Reprinted with permission from S. Wethekam et al., Phys. Rev. B 78 (2008)
033105 [169]. c©(2008) by the American Physical Society.
Fig. 36: Measured (full symbols) and simulated (open symbols with lines)
ion fractions as a function of the kinetic energy of the projectiles for scatter-
ing of 4He0 atoms from Al(111) along random directions under grazing angles
of incidence indicated in the figure. Simulations including AN and AI pro-
cesses with the original values of the rates (panel a) and with the AN rates
multiplied by a factor of 1.2 (panel b). The inset shows a simple sketch of
the experimental setup. Reprinted with permission from S. Wethekam et al.,
Phys. Rev. B 79 (2009) 195408 [170]. c©(2009) by the American Physical
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Society.
Fig. 37: Panel a: experimental angular distributions as function of polar
exit angle for scattering of 7.5 keV 4He0 atoms from Al(111) under angles of
incidence as indicated. Open black circles (full red circles): outgoing atoms
‘0’ (ions ‘+’). Panel b: simulated angular distributions for the same condi-
tions based on AI and AN as charge transfer mechanisms. Panel c (same
conditions): Normalized angular distributions for projectiles that have never
been ionized (blue open triangles) and projectiles that have been ionized at
least once (magenta full triangles with solid curve). Ion survival probability
P+,outAN on the outgoing trajectory (full green squares) as function of the exit
angle. All distributions are normalized to 1. Data is offset by multiples of
1.1. Reprinted with permission from S. Wethekam et al., Phys. Rev. B 79
(2009) 195408 [170]. c©(2009) by the American Physical Society.
Fig. 38: Simulated distributions of projectiles that have been never ion-
ized (blue, open triangles), of projectiles that have been ionized at least once
(red, full triangles) and of all projectiles that reach the detector versus the
minimum distance to a target atom. The incident energy of He is 7.5 keV and
the incidence angles are indicated in the figure. Reprinted with permission
from S. Wethekam et al., Phys. Rev. B 79 (2009) 195408 [170]. c©(2009) by
the American Physical Society.
Fig. 39: Measured (full symbols) and simulated (open symbols with lines)
ion fractions as a function of the kinetic energy of the projectiles for scat-
tering of 4He0 atoms from Al(111) along random directions under grazing
angles of incidence indicated in the figure. Simulations including AN, AI
and resonant processes with the original values of the rates (panel a) and
with the AN rates multiplied by a factor of 1.2 (panel b). Reprinted with
permission from S. Wethekam et al., Phys. Rev. B 79 (2009) 195408 [170].
c©(2009) by the American Physical Society.
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--_ Figure 1. Sketch illustrating the experimonhl method. -_ 
plane of scattering are well defined and clearly reveal a shift towards larger angles of 
scattering and a broadening for the He+ projectiles. The Heo distribution peaks at an 
angle of scattering CJ; = 2.2". whereas for He+ ions we find CJ$ = 3.3". Assuming 
specular reflection for the neutral beam (checked with the help of a collinear laser beam), 
we obtain for the energies of the normal motion E; = Eosin2(O:/2) = 0.5 eV and 
- Eosin2(CJPf - CJ;/2) = 2.2 eV. Thus the He+-ions gain on the incident trajectoly 
an average image energy of Vi, = 1.7 eV = 0.063 au, which corresponds to a mean 
distance of neutralization calculated from the classical expression for the image potential 
ys = 1/4!&, % 4 au. 
EY - 
.. 
. .  
H ~ O + H ~ '  
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Figure 2. Angular distributions for 1.5 keV Heo 
projectiles (upper pat) and for a 1.5 keV Hen-He+ 
beam(lowerpart)afterscatterhgf"aclean AI(111)- 
surface. The signals on the  fa^ left are strongly 
saturated and stem from residual fractions of the direct 
beam. which has passed the top of the target without 
interaction. These signals are used as a reference for 
the angle of scattekg. 
1 
In figure 3 we display the angular distributions for Heo projectiles (open circles) and 
for He+ projectiles (full circles), where the distribution for the ions is obtained from 
the difference of the two data sets shown in figure 1. The lines represent results of 
simulations based on the concept of neutralization described by Hagstrum [I]  and on 
the effect of a dynamical image potential [41, which can be well approximated here by 
a static 1/4y dependence. Similar work has been performed by us for the outgoing 
trajectories of fast protons and neutral hydrogen atoms [5]. In the numerical procedure 
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above quantities, this is to say, the square of the 
electron wave-function e -kza times the square of ~0 
which scales like the electron density at z,. Then, 
the total rate approximately scales with the square 
of the electron density. In Fig. 1 we compare the 
local model (dashed line) with the non-interacting 
calculation (full line) for an He + ion scattered 
off a jellium surface of r, = 4ao. In this system, 
the average energy transfer is about 20 eV, much 
bigger than the plasma frequency of this system 
(ogr~6eV) ,  so that we are in the range of 
applicability of both models, because the non- 
interacting susceptibility converges with the inter- 
acting one asymptotically at large frequencies. The 
local model, and the non-interacting calculations, 
agree within a factor which is smaller than 2. Thus, 
we expect that the local model is an excellent 
model to calculate the Auger neutralization 
probabilities in systems where the energies involved 
are bigger than the plasma frequency, which, 
together with its ease of use, renders it a very 
advisable technique [12].  
The calculations of Fig. 1 are performed for a 
variational wave function for He 
~(r) = ~ e -~ 
with ct = 1.687, and energy Eo = - 24.6 eV. The atom 
level is shifted by a classical image ( 1 / 4 ( z -  Zo), 
where Zo is the image plane location) in its inter- 
action with the surface. 
3.2. Interacting calculation 
The above system is thus well approximated by 
a non-interacting calculation. However, in systems 
with a higher plasma frequency, many-body effects 
will be important  (as plasmon excitation) and the 
non-interacting treatment ceases to be good. This 
is the case of He + scattered off aluminum. We 
have simulated this system by the above variational 
wave function, although we have left the ion level 
frozen at Eo = -20 .5  eV, in order to avoid the 
1,10 -5 
1,10 -0 
{/) 
¢) 
o 
=,E., 
I-. 
1,10-7 
I , I 0  -8  i I I i I 
2.0 2.5 3.0 5.5 4.0 4.5 5.0 
z (o.u.) 
Fig. 1. Neutralization of He + on an LDA surface of r, = 4ao. The full line is a surface calculation with non-interacting electrons. 
The dashed line shows the results of a local model presented in Ref. 1-12]. The local results lie within a factor smaller than two of 
the unscreened or non-interacting calculation. The typical energy transfer in the electron capture is about four times the plasma 
frequency, so that an unscreened treatment is realistic. Figure 8:
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representative distributions are shown in Fig. 5 of AN the simulation is more sensitive to a varia-
(dashed–dotted curves). We convolute the simu- tion of the AN rate parameters, and we will focus
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lated distributions derived for an ideal planar our discussion on these results.
scattering potential with the experimental data for We consider the transition rates for AN (and to
corresponding ‘‘microscopic’’ angles of incidence. a lesser extent for AD) as important data for tests
We consider this approach as more reliable than a of theoretical calculations1. As mentioned above
simulation of the angular broadening by e.g. corru- ab initio calculations of Auger rates are nowadays
gation of the scattering potential, surface defects, still a challenge and seem generally not to have
thermal vibrations of surface atoms, collisions with achieved a quantitative level. As an example, the
conduction electrons, etc. dotted curve in Fig. 6 represents a He+ neutraliza-
After convolution, our simulation (solid curve) tion rate calculated in LDA by Lorente and
reproduces the experimental angular distribution Monreal [19] for a jellium metal with rs=2 a.u.(full squares) fairly well. Note the asymmetric This rate is clearly smaller than the AN rate
broadening and the slight shift of the maximum deduced by us and would result in clearly larger
of the angular distribution after the convolution angles of scattering for He+–ions than experimen-
procedure. The corresponding transition rates as tally observed. A possible origin of this discrepancy
a function of distance from the image plane are might be based on the ‘‘realistic’’ modelling of the
displayed in Fig. 6. The rate for RI of 2s 3S is atom–surface potential barrier which has a pro-
taken from theory [37,38] and has not been varied nounced effect on AN rates [18]. Finally we note
in the simulation. The rates for AN and AD result that the ratios between the AN and AD rates are
from a variation of rates in order to reproduce the comparable with calculations by Salmi for He in
experimental data best. The dashed lines indicate front of a Cu surface [22].
our estimates of the uncertainties for the AN rates In conclusion, we have presented a detailed
inherent in our analysis of data. In this analysis analysis of angular distributions for He+ ions
AD, as a second channel for neutralization, scattered from an Al(111) surface and derived
increases the complexity and thus reduces the Auger transition rates on a level of reliability not
accuracy of the rates. Owing to the dominant role achieved so far by other experimental techniques.
We hope that our work will stimulate theoretical
calculations for this problem and will contribute
to progress in a quantitative description of charge
transfer between noble gas ions and metal surfaces.
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Fig. 6. AN, AD, and RI transition rates obtained/used in our
simulation of experimental data as function of distance from
1 The velocity parallel to the surface is v#0.1–0.2 a.u. Effectsthe image plane. The dashed lines indicate our estimate on the
uncertainties for the AN rates. Dotted curve: calculations of v on the transition rates are not observed for v<0.2 a.u. in
our experiments.from Ref. [19].
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surface, resulting from different atomic packing. Because
this is a common feature which strongly distinguishes the,
e.g., (110) and (111) surfaces in the case of fcc metals, it
should be taken into account in general when analyzing
information about processes when Auger neutralization
are important.
The experiments were performed on the ultrahigh vac-
uum setup described in detail elsewhere [21] using a
standard experimental procedure [2,3,13,16]. He! ion
fraction measurements were made for a fixed scattering
angle of 7" using a position sensitive channelplate detec-
tor equipped with three discrete anodes, which simulta-
neously counts particles of different charge states [21].
The positive ion fractions are defined as the ratio of the
scattered He! flux to the total scattered flux into a given
angle with respect to the surface plane. Measurements
were performed for specular scattering conditions. The
Ag surface preparation included multiple cycles of graz-
ing incidence ion beam sputtering and annealing, and
time of flight recoil spectroscopy was used to check for
absence of contaminants such as H, C, and O [16,19,21].
Note here that the clean surface work function was found
to be 4.5 eV for Ag(111) and 4.3 eV for Ag(110) [16]. The
crystal azimuthal setting is determined by measuring the
scattered intensity of the ion beam in the forward direc-
tion during an azimuthal scan. This allows a precision
better than 0:2". In this Letter, for brevity, we will discuss
only results for a random scattering direction, which does
not correspond to one of the main axes [[001], #1!10$
for Ag(110)].
The measured ion fractions are shown in Fig. 1 for the
Ag(111) and Ag(110) targets for various incident ion
energies. The error bars represent typical statistical scat-
ter in the series of ion fraction measurements. The first
important feature that one has to delineate is that the ion
fractions for Ag(110) are an order of magnitude higher
than for Ag(111). A general feature in both cases is
that the ion fractions are small and the highest fraction
is obtained at low energies. This result is surprising since,
according to Hagstrum’s law [9], one would expect the
ion fraction to decrease exponentially with decreasing
velocity.
In order to analyze these results, we performed calcu-
lations of the scattered ion trajectories. Since we deal
with grazing ion scattering, we performed classical mo-
lecular dynamics calculations which are known to be
more accurate in these conditions than simple binary
collision codes which include only the interaction with
a single surface atom and, hence, can be reasonable only
for large angle impact.We used the program KALYPSO [22]
in which Ziegler-Biersack-Littmark (ZBL) potentials
(see, e.g., [23]) are used. Here we shall discuss only
calculations for the random scattering directions. Note
here that the calculated trajectories do not vary signifi-
cantly for different ‘‘random’’ angles for a given surface.
An important source of uncertainty for studies of ion
survival probabilities is introduced by the effect of image
charge acceleration on the trajectory. To investigate how
these effects may influence the analysis of the present
experimental results, two sets of simulations are per-
formed. The first set of trajectories is run for neutral
conditions, that is, the incident particles are scattered by
the repulsive ZBL potential. However, before the repulsive
potential sets in, the incident ions are first accelerated
by the attractive image potential in their way towards the
surface and the surviving ions finally decelerated in the
way out so that their trajectories near the surface will
be affected by this change of kinetic energy. We take
into account this effect approximately by running a sec-
ond set of trajectories in which the perpendicular energy
(Ep, obtained from the perpendicular component of
the ion velocity) has been increased by 2 eV (ion condi-
tions). Although the actual value of the ion energy near
the surface could depend on the specific ion-solid
combination, 2 eV has turned out to be a remarkable
universal figure for low energy He! on a variety of solid
surfaces [5].
Figure 2 shows the trajectories calculated for neutral
conditions for scattering on Ag(110) and Ag(111) for
some incident ion energies. The graphs represent the ion
surface distance as a function of time in atomic units. As
may be seen with increasing energy, the ion approaches
closer to the surface and at the same time the trajectories
become narrower in the time scale. It may be seen in the
figure that for the same ion energy the trajectories on the
two surfaces do not differ strongly and the atoms pass at
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FIG. 1 (color online). Ion fractions for random scattering
direction for the Ag(110) and Ag(111). The lines labeled ion
and neutral correspond to the two types of calculations that
were performed. The top and bottom sets correspond to
Ag(110) and Ag(111), respectively.
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roughly the same distance above the outermost atomic
layer. The same trends are obtained for ion conditions.
Note that in our case of a 3:5! ncidence angle, the effect
of increasing Ep by 2 eV is not very large. Thus, Ep is
3.7 eVat 1 keV, and for the ion trajectories we consider an
incident angles of 4:3! at 1 keV. This leads to somewhat
closer distances of approach; e.g., from 2.78 to 2.43 a.u.
at 1 keV.
These trajectories are used to calculate the He" ion
survival probability using a rate equation approach, where
we include only Auger capture processes. Other charge
exchange processes are ruled out in the present experi-
ment. Resonant capture and loss to excited states of He
have been proven to be negligible both theoretically [25]
and experimentally [27] for the grazing incidence of He"
on Al, and this should also be the case for Ag with a
similar or higher work function. On the basis of earlier
studies [26,27], we exclude collision-induced neutraliza-
tion and reionization of He.
Realistic calculations of the Auger neutralization rate
of He" on free-electron metal surfaces have been per-
formed in [7,10,12], and good agreement between theory
and experiment was obtained in [11,22]. A similar cal-
culation for noble metals is too demanding because it is
necessary to account for the d-band structure at the
surface. Therefore in this work we treat Ag within the
jellium model but with suitable modifications to describe
appropriately both electrons participating in the Auger
process, as explained in the following.
As suggested by the self-consistent calculations of [7],
the rate for Auger capture is assumed to decay exponen-
tially away from the jellium edge and to saturate inside
the jellium edge according to
!#z$ % Ae&#z&zj$=dA ; (1)
if z ' zj, and !#z$ % A if z < zj, where zj is the position
of the jellium edge. A is the bulk value of the Auger
neutralization rate and dA is the decay length, which
determines the decrease of the neutralization rate as a
function of ion-surface distance. A is given by [28]
A % 2X
~k<kf
Z 1
0
d!
Z d3 ~q
#2!$3 Im
&1
"#q;!$
(
!!!!!!!!
Z
d3 ~r )a ~ke
&i ~q*~r
!!!!!!!!
2
("#Ek & Ea &!$: (2)
In Eq. (2), " ~k is a metal wave function of energy E~k
orthogonalized to the Hartree-Fock wave function "a of
He [6] of energy Ea, kf is the Fermi wave vector, and
"#q;!$ is the dielectric function of Ag. In our approxi-
mation, we consider that only the s electrons of Ag
neutralize the ion and are described by a free-electron
gas of rs % 3:02 a:u:, corresponding to one electron per
Ag atom. This is because d electrons are very localized
around Ag atoms, with typical decay lengths of 0.25 a.u.,
and in our calculated trajectories He never gets that close
to the surface. On the other hand, the possibility that
either an s electron or a d electron is ejected in the
Auger process is taken into account via the dielectric
function. Here, we will consider this possibility by defin-
ing the number of effective electrons that can be excited
with a given amount of energy !. Optical properties of
noble metals have been investigated for a long time
[29–31]. In [29] it is shown experimentally that the
effective number of electrons per atom contributing to
the optical properties of Ag depends strongly on the range
of incident energies. Thus, we take an effective number of
electrons as a function of ! from [29] and define an
energy depending effective rs. Then "#q;!$ is the Lind-
hard dielectric function for the effective rs. Moreover, the
value of Ea should be taken consistently with ion or
neutral conditions. For ion conditions, an increase in the
perpendicular kinetic energy of 2 eV should be accompa-
nied by a decrease in the potential energy by the same
amount; we then take Ea % &22:6 eV with respect to the
vacuum level. In the opposite case of neutral conditions,
the attractive interaction between He and metal is ne-
glected and Ea % &24:6 eV, corresponding to the ioniza-
tion potential of He in vacuum. The values of A we obtain
in this way are A % 0:0186 a:u: for neutral conditions and
A % 0:0169 a:u: for ion conditions. With respect to the
decay length dA, it should not be very different from the
value dA % 1:1 a:u: found for Al [7,10]. This is because
only s electrons of Ag neutralize He" and the decay
length is mainly controlled by the overlap between metal
wave functions near the Fermi level, and the wave func-
tion of He and work functions of Ag and Al differ by
only 0.25 eV.
In Fig. 1, we compare the results of our calculation for
the ion survival probability for neutral and ion conditions
with experimental data. The ion survival probability is
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FIG. 2 (color online). Trajectories calculated for the neutral
(see text) scattering conditions of He on Ag(110) and Ag(111).
The jellium edge positions for both surfaces are indicated by
the lines at the right and set as usual above the topmost atomic
layer at half the atomic interlayer spacing [24].
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the few ions that follow trajectories above the surface can
survive. At the azimuth of 35.2! (this is the direction along
the diagonal of the unit surface cell) ions are scattered off
the first atomic layer but with distances of closest approach
that are significantly shorter than the ones found for ran-
dom (out of symmetry) directions. Consequently, the ion
fraction tends to develop a minimum at 35.2!. The magni-
tude of the ion fraction is very dependent on the values of
the Auger rate. We are able to reproduce the experimental
results only when we include in the calculation the neu-
tralization of He by a d electron of Ag. In particular, the
importance of the d electron contribution is clearly seen at
random directions, where penetration effects do not exist
and where the best agreement between theory and experi-
ment is obtained for many values of the azimuth. The
results of the present calculation, using a corrugated
Auger rate that includes neutralization by s and d electrons
in conjunction with a proper simulation of trajectories, are
in excellent agreement with experiment for all azimuths,
showing the important role played by d electrons in the
survival of He" on Ag.
In conclusion, we have presented a generalized theory of
Auger neutralization of ions on arbitrary metal surfaces,
including the previously ignored role of d electrons, ex-
tremely important for, e.g., the case of noble and transition
metal surfaces important in surface chemistry. We are thus
able to show for the first time that a correct and accurate
description of Auger neutralization at noble metal surfaces
has to account for the contribution of d electrons, as this is
illustrated on the case ofHe" ion neutralization on Ag. The
up to now used jellium model, being translationally invari-
ant with respect to the surface, represents an average of the
contributions due to s and d electrons. Our treatment can
be generalized to the analysis of other charge transfer
processes such as resonant neutralization and Auger deex-
citation. It is an important step towards an accurate de-
scription of molecule interaction with chemically
important transition metal surfaces.
We thank M. A. Karolewski and E. C. Goldberg for
many interesting discussions. This work has been funded
by the Spanish Comisio´n Interministerial de Ciencia y
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FIG. 3 (color online). The ion fraction versus azimuthal angle
for (a) 1 and (b) 2 keV incident energy. The experimental results
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only s electrons (diamonds), s and d electrons of Ag (triangles).
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31 for small incident energies is kept for the higher kinetic
energies as well. The deep minima in ion fraction at 0° and
90° are due to the fact that many particles penetrate the first
atomic layer and get completely neutralized. Out of these
symmetry directions the scattered trajectories stay above the
surface. The weak dependence of the ion fraction with azi-
muthal angle for random directions can be understood by
looking to the values of the Auger rates shown in Fig. 6. At
grazing conditions the trajectory lengths are large, of the
order of 10 unit cells, but for random directions the He+ ion
passes seldom on top of a Ag atom. Therefore most of the
time the value of the Auger neutralization rate it experiences
is that of the flattest part of Fig. 6, which do not change
much with azimuth. The largest differences between theory
and experiment are obtained at the highest energy of 4 keV.
We think this is due to the worse statistics of useful trajec-
tories we get when we increase the incident energy, because
our LCAO theory should be more accurate for the shorter
distances between ion and surface attained at these energies.
In the simulation, for a given number of incident trajectories,
the number of them that reach the “detector” decreases
quickly with incident energy. Therefore, to have reliable re-
sults, we have to increase the number of simulated trajecto-
ries with the consequent increase of computer time. In our
experience, differences in ion fraction with azimuth tend to
wash out when we improve the calculation along this line
and also the theory gets closer to the experiment. Neverthe-
less, the results already presented for the !110" surface to-
gether with the results for the !111" surface we will present
next clearly show the importance of d electrons and the
accuracy of our approximation for describing Auger neutral-
ization.
B. Ag„111… surface
All the characteristics already discussed for the !110" sur-
face apply to the !111" surface as well. In Fig. 8 we plot the
Auger neutralization rate versus distance perpendicular to the
first atomic layer for three lateral positions: on top, center
hollow !the two nonequivalent center hollow positions are
virtually indistinguishable", and bridge. Again, the Auger
rate is sensitive to lateral position only for perpendicular dis-
tances shorter than 4 a .u., when the contribution of d elec-
trons is not negligible. Also, when the rate is plotted versus
parallel distance, we obtain a pattern similar to the one
shown in Fig. 6 for the !110" surface. However, the effects of
lateral corrugation are less pronounced than for the !110"
surface due to the closer packing of the !111" surface.
Figure 9 shows results for the surviving ion fraction for
He+ scattering on Ag!111". As may be seen this is very small
being about 0.04% for random scattering directions. A fairly
strong variation in the ion fraction is only observed near the
0° direction around which a significantly higher fraction of
surviving ions may be noted. The results of our theoretical
calculation are represented by open dots in this figure. At 0°
we find two groups of trajectories, one group corresponding
to particles traveling far from the surface above atomic
chains and the other group traveling very close to the surface
in between two atomic chains. This is similar to what we
found for the !110" surface at symmetry directions, and we
also find a minimum of the ion fraction. This situation
changes very rapidly with azimuth, and at an angle of 4° we
only find one kind of trajectories and consequently an in-
crease in the ion fraction. For higher values of the azimuth,
the ion fraction tends to decrease as the secondary channel
shown in Fig. 3!a" is approached. It is remarkable that the
theory reproduces the experimental trend and the magnitude
FIG. 7. The ion fraction versus azimuthal angle for He+ of !a"
3 keV and !b" 4 keV of incident energy on the Ag!110" surface.
The experimental results !dots" are compared with our theoretical
results !triangles".
FIG. 8. !Color online" The Auger neutralization rate of He+
approaching perpendicularly the Ag!111" surface at the lateral po-
sitions on top !squares", center hollow !dots", and bridge !up
triangles".
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lated as I !
P
i
Pi
N , where N is the total number of trajecto-
ries that reach the detector. Inclusion of thermal vibrations
is very important for obtaining N [12,16] and thus the
theoretical ion fraction.
The experiments were mostly described previously
[14,16] and a description of the apparatus and experimental
procedure can be found in these papers.
Figure 1 shows the Auger neutralization rate of He" on
Ag(110) as a function of the distance perpendicular to the
surface assuming that He" approaches the surface (a) on
top of a Ag atom, (b) on the central hollow position. We
show the total results of Eq. (1) including s and d electrons
and the results of Eq. (1) when considering s electrons
only. The contributions of s and d electrons to the total rate
of Eq. (1) are nearly additive since crossed terms such as
! ! s, !0 ! d are very small in general. For comparison,
we also show in this figure the jelliumlike Auger rate used
in [14]. The relative role of s and d electrons enter in the
calculation basically trough two magnitudes: (i) densities
of states and (ii) matrix elements for the transition, Eq. (2).
Densities of states give the number of electrons in each
orbital of Ag and the matrix elements depend on the spatial
localization of the orbital and its overlap with He, yielding
and exponential decrease with distance. Then, at large
distances between He and the surface, only the relatively
delocalized s electrons of many atoms of Ag contribute to
the rate, similarly to the case of He=Al analyzed in [19].
The on-top calculations of Fig. 1(a) show that neutraliza-
tion of the He" ion by a d electron of Ag starts to be
operative at atom-atom distances shorter than 4 a.u. Conse-
quently, we find practically no difference between calcu-
lations with and without d electrons if He is in a central
hollow position, for the distances shown in Fig. 1(b). How-
ever, at the shorter atom-atom distances shown in Fig. 1(a),
the Auger neutralization rate is completely dominated by
the contribution of d electrons: their matrix elements can
be as large as the one of s electrons and they are more
numerous. The comparison with the jelliumlike Auger rate
yields the interesting observation that the jellium model is
very similar to the LCAO calculations when d electrons
play essentially no role [Fig. 1(b)], while it is a kind of
average between the LCAO calculations with and without
d electrons when He" is near a Ag atom [Fig. 1(a)]. The
jellium model, being translationally invariant with respect
to the surface, can at best describe strong corrugation in an
average way. Figure 2 shows the experimental ion fraction
for a direction of#15$ with respect to the [110] direction,
compared with the results of the present calculation for an
azimuthal angle of 19.5$, as a function of the incident en-
ergy. The excellent agreement between theory and experi-
ment, better than the one obtained in [14] using a jellium-
like description, also shown in this figure, shows the ac-
curacy of our present approach. This good agreement is not
a consequence of the choice of azimuthal angles because
differences in ion fraction with azimuth are small out of the
symmetry directions as can be appreciated in Fig. 3. In this
figure we compare theory and experiment for the ion
fraction versus azimuth for He"-incident energies of 1
and 2 keV. We show the theoretical results we obtain for
the cases: (i) the LCAO calculation including s and d
electrons, (ii) the LCAO calculation that only considers s
electrons. The deep minima t 0$ an 90$ are due to the
fact that many incident ions penetrate the first atomic layer
[12,16] and they do not su vive Auger neutralizat on: only
FIG. 1 (color online). The Auger neutralization rate of He"
approaching the Ag(110) surface (a) on top of an Ag atom and
(b) on the center hollow position is plotted as a function of the
distance to the first atomic layer. Dots: results of Eq. (1) includ-
ing s electrons only, triangles: calculation including s and d
electrons. The jellium values used in [14] are also shown as a
continuous line.
FIG. 2 (color online). The experimental ion fraction versus
incident kinetic energy is compared with the present theoretical
results (continuous line). Results o tained in [14], using the
jellium model, are shown as a dotted line. The xperiment
angle of incidence in of 3.5$ with respect to the surface.
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of the ion fraction as well, which shows the accuracy of the
present calculation.
V. CONCLUSIONS
In this article we have analyzed the problem of Auger
neutralization of He+ scattered off Ag!110" and Ag!111" sur-
faces, including the previously ignored role of d electrons
and focusing on azimuthal effects. We have shown theoreti-
cally that the matrix elements for the Auger transition are
approximately proportional to the overlap integral between
the atomic orbitals of the metal and the ion. This allows us to
infer the relative role played by different types of atomic
orbitals in the neutralization process. The theory shows that
the contribution of d electrons to the Auger rate starts to be
of increasing importance for interatomic distances shorter
than #3 a .u. Thus, while the contribution of s electrons ba-
sically only depends on the distance perpendicular to the
surface, the contribution of d electrons depends on the lateral
position of He with respect to the surface unit cell, producing
strongly corrugated values of the total Auger neutralization
rate. When comparing our calculated Auger rate for the !111"
and !110" surfaces, we find larger values and less corrugation
for the former surface than for the latter, as it should be,
since the fcc !111" surface is the closest-packed one. Our
position-dependent Auger rate is used along with molecular
dynamics simulation of scattered trajectories, yielding a cal-
culated ion fraction which is compared to the experiment.
The excellent agreement between theory and experiment we
find for many values of the azimuth and ion incident energies
and for both Ag!110" and Ag!111" surfaces, without adjust-
able parameters, shows the important role played by local-
ized electrons in Auger neutralization processes even under
grazing scattering conditions.
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Figure 29:
related to C via vc =
R
Cdz. Thus, vc is a convenient measure of neu-
tralization efficiency for a given surface-projectile combination.
3. Results and discussion
Fig. 1 presents experimentally obtained (open symbols) and
simulated (full symbols) P+ for He+ scattered from a Cu(110) sur-
face. Experiment and simulations were conducted for two different
azimuth directions: [1 !12] (black squares) and [1 !10] (red circles).
Straight lines correspond to single-exponential fits with vc values
of 1.18 ! 105 m/s ([1 !12] direction) and 1.58 ! 105 m/s ([1 !10]
direction). Note that due to the crystal structure, the single scatter-
ing yields originate from projectiles backscattered by first layer
atoms in the case of scattering along the [1 !12] direction and by
first and second layer atoms for the [1 !10] direction. Simulations
were performed with a hard wall level shift and best agreement
between experiment and simulations is reached with the He 1s le-
vel at "19.5 eV below EF (Ea = "19.5 eV). It can be seen that both
azimuthal directions and, consequently, projectiles which are
backscattered from first and second layer atoms are equally well
described with a single model for the level shift.
Simulations were also performed for Cu(100) crystal in [001]
direction, where only projectiles scattered from first layer atoms
contribute to the single scattering peaks. Here, the He 1s level
was shifted to "20.0 eV w.r.t EF in order to obtain optimal agree-
ment with experimental data. Fig. 2 presents the results of the sim-
ulation (full symbols) together with experimental data (open
symbols). Again, the simulations were performed with the hard
wall level shift. The straight line corresponds to a single-exponen-
tial fit with a vc value of .62 ! 105 m/s.
In combination with results from [11] the following summary
for different Cu surfaces can be given. AN of He+ at Cu can be de-
scribed very well with a hard wall level shift at approximately
"20 eV w.r.t EF. (Cu(110): "19.5 eV, Cu(100): "20.0 eV, polycrys-
talline Cu: "20.5 eV). Note, that this observed difference in the le-
vel shift may be a result of band structure effects in the response of
the electronic system to an excitation, which are not considered in
the calculation.
Simulations in Ref. [11] were performed using a hard wall level
shift with the He 1s level at "20.5 eV. Thus, a comparison of sim-
ulated data for Cu(100) and Cu(110) between the present study
and Ref. [11] gives information on the sensitivity of the ion fraction
on the level position. In the case of Cu(100) an increase in level po-
sition of 0.5 eV leads to a decrease in the ion fraction of #10% at
2 keV and #15% at 850 eV. In the case of Cu(110) an increase in
the level position of 1.0 eV leads to a decrease in the ion fraction
of #16% at 2 keV and #25% at 850 eV.
As a next step results for the azimuthal scans at Cu(100) are
presented. To get a better understanding of the results, the spatial
distribution of AN is discussed beforehand. AN-rates were calcu-
lated for positions within the first two atomic layers of the sample.
Fig. 3 presents contour plots of the AN-rate for two specific z-dis-
tances with respect to the first atomic layer: "2.4 a.u. and
+1.0 a.u. Since the second atomic layer is located at z # "3.4 a.u.,
the chosen plots correspond to AN-rates at 1 a.u. in front of the first
and second layer, respectively. This figure should illustrate, that
the highest neutralization probability is in the vicinity of the target
Fig. 1. P+ of He+ scattered from Cu(110) in [ 1 !12] (black squares) and [1 !10] (red
circles) direction. Full symbols correspond to simulated data, experimental data is
represented by open symbols. Straight lines correspond to single-exponential fits of
experimental data. Simulations were performed with a hard wall level shift
(Ea = "19.5 eV). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
0
Fig. 2. P+ of He+ scattered from Cu(100) in [001] direction. Full symbols
correspond to simulated data; experimental data is represented by open symbols.
Straight lines correspond to single-exponential fits of experimental data. Simula-
tions were performed with a hard wall level shift (Ea = "20.0 eV).
Fig. 3. Contour plots of the Cu(100) AN-rate at z = "2.4 a.u (upper graph) and z =
+1.0 a.u. (lower graph). z-distances are given with respect to the first atomic layer.
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