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Abstract
In this paper, we show that the clique-transversal number C(G) and the clique-independence number C(G) are equal for any
distance-hereditary graph G. As a byproduct of proving that C(G) = C(G), we give a linear-time algorithm to ﬁnd a minimum
clique-transversal set and a maximum clique-independent set simultaneously for distance-hereditary graphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V ,E) be a ﬁnite, simple, undirected graph with |V | = n and |E| = m. A clique is a subset of pairwise
adjacent vertices of V. A maximal clique is a clique that is not a proper subset of any other clique. A clique-transversal
set of G is a subset of vertices intersecting all maximal cliques of G. The clique-transversal set problem is to ﬁnd a
clique-transversal set of G of minimum cardinality. The cardinality C(G) of a minimum clique-transversal set of G is
called the clique-transversal number of G. A clique-independent set of G is a collection of pairwise disjoint maximal
cliques. The clique-independent set problem is to ﬁnd a clique-independent set of G of maximum cardinality. The
cardinality C(G) of a maximum clique-independent set of G is called the clique-independence number of G. It is clear
that the weak duality inequality C(G)C(G) holds for any graph G.
The clique-transversal set problem is a special case of the generalized clique-transversal problem [9], the clique r-
domination problem [6], and k-fold clique-transversal problem [14], respectively. The clique-independent set problem
is a special case of the clique r-packing problem [6]. Following the algorithm of [14] with k = 1, the clique-transversal
set problem is polynomial-time solvable on balanced graphs. In [6], an efﬁcient algorithm was proposed to solve the
clique r-domination problem and the clique r-packing problem on dually chordal graphs. We can use this algorithm to
solve the clique-transversal and the clique-independent set problems on a dually chordal graph, but the time complexity
of this algorithm is proportional to the sum of the sizes of all maximal cliques of a dually chordal graph. Notice that a
dually chordal graph may have a exponential number of maximal cliques.
The clique-transversal set problem has been widely studied in [1–3,17,23,25]. Eades et al. [16] showed that the
problem of deciding whether a chordal graph has two disjoint minimum clique-transversal sets is NP-complete. Both
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Fig. 1. The Hajös graph H.
the clique-transversal and the clique-independent set problems are NP-hard for cocomparability graphs, planar graphs,
line graphs, total graphs, split graphs, undirected path graphs, and k-trees with unbounded k [8,9,19]. Furthermore,
both problems are polynomial-time solvable for comparability graphs, strongly chordal graphs, and Helly circular-arc
graphs [4,8,9,19]. In [24], Sheu extended the algorithm of [4] to solve the weighted version of the clique-transversal
set problem on weighted comparability graphs in O(m
√
n+M(n)) time, where M(n) is the complexity of multiplying
two n × n matrices.
The maximum-clique transversal set problem is closely related to the clique-transversal set problem. The maximum-
clique transversal set problem is, given a graph G = (V ,E), to ﬁnd a minimum subset of V to intersect all maximum
cliques of G. In [11], Chang et al. revealed that this problem is NP-hard for planar graphs, and proposed ﬁxed parameter
and approximation results for this problem on planar graphs. They also investigated comparability graphs, graphs with
few P ′4s, distance-hereditary graphs, and some common subclasses of chordal graphs.
A graph G is clique-perfect if C(F ) = C(F ) for every induced subgraph F of G [19]. The following are examples
of clique-perfect graph classes: chordal graphs without odd suns [22], strongly chordal graphs [8], and comparability
graphs [4]. Durán et al. [15] demonstrated that C(G) and C(G) can be computed in polynomial time for any clique-
perfect graph G by using integer linear programming. The clique-width of a graph G is deﬁned in [12]. Cographs, trees,
and distance-hereditary graphs are of bounded clique-width, while chordal graphs, interval graphs, and permutation
graphs are of unbounded clique-width [13,18]. The Hajös graph, as shown in Fig. 1, is a graph of clique-width 4. H
is obviously chordal and split. However, it is not clique-perfect because C(H) = 2 and C(H) = 1. Hence, graphs
of clique-width 4, chordal graphs, and split graphs are not clique-perfect classes. A cycle C5 of ﬁve vertices is of
clique-width 3. It is easy to see that C(C5) = 3 and C(C5) = 2. Therefore, graphs of clique-width 3 are not a clique-
perfect class. The graphs of at most clique-width 2 are precisely cographs [13]. Since cographs form a subclass of
comparability graphs, graphs of at most clique-width 2 are clique-perfect.
A graph G= (V ,E) is called distance-hereditary if every pair of vertices are equidistant in every connected induced
subgraph containing them. Distance-hereditary graphs form a subclass of graphs of at most clique-width 3 [18] and
a superclass of cographs. For other features of distance-hereditary graphs, please refer to [5,7,20]. It has been shown
[21] that ﬁnding a minimum-weighted clique-transversal set on weighted distance-hereditary graphs can be solved in
O(n+m) time and the clique-independence number of a distance-hereditary graph can be computed in O(n3) time, but
it remains open whether distance-hereditary graphs are clique-perfect. In this paper, we prove that C(G) = C(G) for
any distance-hereditary graph G. Following the deﬁnition of distance-hereditary graphs, every induced subgraph of a
distance-hereditary graph is distance-hereditary, too. The equation C(F ) = C(F ) holds for every induced subgraph
F of G. Therefore, distance-hereditary graphs are clique-perfect. As a byproduct of proving that distance-hereditary
graphs are clique-perfect, we give a linear-time algorithm to ﬁnd a minimum clique-transversal set and a maximum
clique-independent set simultaneously for distance-hereditary graphs.
2. Preliminaries
The following theorem shows that distance-hereditary graphs can be deﬁned recursively.
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Fig. 2. (a) A distance-hereditary graph G. (b) A PTF-tree of G.
Theorem 1 (Chang et al. [10]). Distance-hereditary graphs can be deﬁned recursively as follows:
1. A graph consisting of only one vertex is distance-hereditary, and the twin set is the vertex itself.
2. If G1 and G2 are disjoint distance-hereditary graphs with the twin sets T S(G1) and T S(G2), respectively, then
the graph G = G1 ∪ G2 is a distance-hereditary graph and the twin set of G is T S(G1) ∪ T S(G2). G is said to be
obtained from G1 and G2 by a false twin operation.
3. If G1 and G2 are disjoint distance-hereditary graphs with the twin sets T S(G1) and T S(G2), respectively, then the
graph G obtained by connecting every vertex of T S(G1) to all vertices of T S(G2) is a distance-hereditary graph,
and the twin set of G is T S(G1) ∪ T S(G2). G is said to be obtained from G1 and G2 by a true twin operation.
4. If G1 and G2 are disjoint distance-hereditary graphs with the twin sets T S(G1) and T S(G2), respectively, then the
graph G obtained by connecting every vertex of T S(G1) to all vertices of T S(G2) is a distance-hereditary graph,
and the twin set of G is T S(G1). G is said to be obtained from G1 and G2 by a pendant vertex operation. (In the rest
of the paper, we assume that T S(G) = T S(G1) whenever we say that G is obtained from G1 and G2 by a pendant
vertex operation.)
By Theorem 1, a distance-hereditary graph G has its own twin set T S(G), the twin set T S(G) is a subset of vertices of
G, and it is deﬁned recursively. The construction of G from disjoint distance-hereditary graphs G1 and G2 as described
in Theorem 1 involves only the twin sets of G1 and G2.
Following Theorem 1, a binary ordered decomposition tree can be obtained in linear-time [10]. In this decomposition
tree, each leaf is a single vertex graph, and each internal node represents one of the three operations: pendant vertex
operation (labelled by P), true twin operation (labelled by T), and false twin operation (labelled by F). This ordered
decomposition tree is called a PTF-tree. It has 2n − 1 tree nodes. Fig. 2 illustrates an example of a PTF-tree. Hence, a
PTF-tree of a distance-hereditary graph can be obtained in linear-time [10].
3. Distance-hereditary graphs are clique-perfect
In this section, we will prove that distance-hereditary graphs are clique-perfect by induction. We observe that a graph
G of a single vertex holds the duality equality C(G) = C(G). Suppose that G1 and G2 are two distance-hereditary
graphs that hold the duality equality. We will show that a graph G obtained from G1 and G2 by any one of operations
mentioned in Theorem 1 always holds the duality equality. It will reveal that distance-hereditary graphs hold the
duality equality. Since an induced subgraph of a distance-hereditary graph is also distance-hereditary, it will follow
that distance-hereditary graphs are clique-perfect.
Throughout this section, we assume that G= (V ,E) is a distance-hereditary graph. For a subset V ′ of V, G[V ′] is the
subgraph induced by V ′. Before proving that distance-hereditary graphs are clique-perfect, we give some observations
about maximal cliques based upon the recursive deﬁnition of distance-hereditary graphs.
Deﬁnition 1. We use C(G) to denote the collection of all maximal cliques of G. Hence C(G[T S(G)]) is the collection
of all maximal cliques of G[T S(G)]. We use CT S(G) to denote the collection of all maximal cliques of G which are
maximal cliques of G[T S(G)] and use CT S(G) to denote the collection of all maximal cliques of G which are not
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maximal cliques of G[T S(G)]. Hence C(G) = CT S(G) ∪ CT S(G). Let CE(G) = C(G) ∪ C(G[T S(G)]). CE(G)
denotes the collection of all maximal cliques of G and all maximal cliques of G[T S(G)].
Remark 1. Suppose that G is a graph of single vertex and v is the vertex of G. Then, C(G) = C(G[T S(G)]) =
CT S(G) = CE(G) = {{v}} and CT S(G) = ∅.
Remark 2. A maximal clique of G[T S(G)] is not necessarily a maximal clique of G. If all maximal cliques of
G[T S(G)] are maximal cliques of G, then C(G)=CE(G). On the other hand, if all maximal cliques of G[T S(G)] are
not maximal cliques of G, then C(G) = CT S(G).
Lemma 1. Suppose that G is a graph obtained from two disjoint distance-hereditary graphs G1 and G2 by a false
twin operation. Then, we have
(1) C(G[T S(G)]) = C(G1[T S(G1)]) ∪ C(G2[T S(G2)]),
(2) C(G) = C(G1) ∪ C(G2),
(3) CT S(G) = CT S(G1) ∪ CT S(G2),
(4) CT S(G) = CT S(G1) ∪ CT S(G2), and
(5) CE(G) = CE(G1) ∪ CE(G2).
Proof. By deﬁnition. 
Deﬁnition 2. Suppose that G is a graph obtained from two disjoint distance-hereditary graphs G1 and G2 by a true
twin operation or a pendant vertex operation. We use C12(G) to denote {c1 ∪ c2|c1 ∈ C(G1[T S(G1)]) and c2 ∈
C(G2[T S(G2)])}.
Lemma 2. Suppose that G is a graph obtained from two disjoint distance-hereditary graphs G1 and G2 by a true twin
operation. Then, we have
(1) C(G[T S(G)]) = C12(G),
(2) C(G) = CT S(G1) ∪ CT S(G2) ∪ C12(G),
(3) CT S(G) = C(G[T S(G)]),
(4) CT S(G) = CT S(G1) ∪ CT S(G2), and
(5) CE(G) = C(G).
Proof. In the following, we just show the correctness of statement (1). The other statements of this lemma can be easily
veriﬁed by deﬁnition. In this case, G is obtained by connecting every vertex of T S(G1) to all vertices of T S(G2), and
T S(G)=T S(G1)∪T S(G2). Note that every clique in C12(G) is also a clique of G[T S(G)]. Let c be a maximal clique
in C(G[T S(G)]). It is easy to see that c ∩ T S(G1) is a maximal clique of G1[T S(G1)] and c ∩ T S(G2) is a maximal
clique of G2[T S(G2)]. Otherwise, there is a clique c′ ∈ C12(G) such that c ⊂ c′, which contradicts that c is a maximal
clique of G[T S(G)]. Therefore c ∈ C12(G). Let c1 be a maximal clique in C(G1[T S(G1)]) and c2 be a maximal
clique in C(G2[T S(G2)]). Suppose that c1 ∪ c2 is not a maximal clique of G[T S(G)]. There is a maximal clique
c ∈ C(G[T S(G)]) such that (c1 ∪ c2) ⊂ c. Then either c1 ⊂ (c ∩ T S(G1)) or c2 ⊂ (c ∩ T S(G2)), which contradicts
that c1 and c2 are maximal cliques ofG1[T S(G1)] andG2[T S(G2)], respectively. Therefore, (c1∪c2) ∈ C(G[T S(G)]).
Following the discussion above, C(G[T S(G)]) = C12(G). 
Lemma 3. Suppose that G is a graph obtained from two disjoint distance-hereditary graphs G1 and G2 by a pendant
vertex operation. Then, we have
(1) C(G[T S(G)]) = C(G1[T S(G1)]),
(2) C(G) = CT S(G1) ∪ CT S(G2) ∪ C12(G),
(3) CT S(G) = ∅,
(4) CT S(G) = C(G),
(5) CE(G) = C(G) ∪ C(G1[T S(G1)]).
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Proof. In this case, G is obtained by connecting every vertex ofT S(G1) to all vertices ofT S(G2), butT S(G)=T S(G1).
By arguments similar to those for proving Lemma 2, this lemma can be easily proved. 
Lemma 4. Suppose that G is a graph obtained from two disjoint distance-hereditary graphs G1 and G2 by a true
twin operation or a pendant vertex operation. If S is a clique-transversal set of G, then either S ∩ T S(G1) is a
clique-transversal set of G1[T S(G1)] or S ∩ T S(G2) is a clique-transversal set of G2[T S(G2)].
Proof. Assume for contrary that neither S ∩ T S(G1) is a clique-transversal set of G1[T S(G1)] nor S ∩ T S(G2) is
a clique-transversal set of G2[T S(G2)]. There exist maximal cliques c1 and c2 of G1[T S(G1)] and G2[T S(G2)],
respectively, such that S does not contain any vertex in them. By Lemmas 2 and 3, c1 ∪ c2 is a maximal clique of G.
However, S does not contain any vertex in c1 ∪ c2, which contradicts the assumption that S is a clique-transversal set
of G. 
To prove that distance-hereditary graphs are clique-perfect, we introduce the following deﬁnitions.
Deﬁnition 3. A strong clique-transversal set of G is a subset of V that intersects all cliques in CE(G). We use SCT(G)
to represent a strong clique-transversal set of G.
Deﬁnition 4. A weak clique-transversal set of G is a subset of V that intersects all maximal cliques in CT S(G). We
use WCT (G) to represent a weak clique-transversal set of G.
Deﬁnition 5. A weak clique-independent set of G is a collection of pairwise disjoint cliques in CT S(G). We use
WCI(G) to represent a weak clique-independent set of G.
Deﬁnition 6. An expanded clique-independent set of G is a collection of pairwise disjoint cliques in CE(G). We use
ECI(G) to represent an expanded clique-independent set of G.
Deﬁnition 7. Let CT (G) and CI(G) denote a clique-transversal set and a clique-independent set of G, respectively.
We say that a distance-hereditary graph G holds the strong duality if there exist a CT (G), a CI(G), a WCT (G), a
WCI(G), an SCT(G), and an ECI(G) such that the following four conditions are satisﬁed:
(1) |CT (G)| = |CI(G)|,
(2) |WCT (G)| = |WCI(G)|,
(3) |SCT (G)| = |ECI(G)|, and
(4) WCI(G) ⊆ ECI(G).
For simplicity, let XI(G) denote ECI(G)\WCI(G).
Remark 3. Suppose that G holds the strong duality. Since |WCT (G)| = |WCI(G)|, such a WCT (G) and a WCI(G)
are a minimum weak clique-transversal set and a maximum weak clique-independent set of G, respectively. Hence
XI(G) ⊆ C(G[T S(G)]).
Remark 4. Since |CI(G)|C(G)C(G) |CT (G)|, G holds the duality equality if there exist a clique-transversal
set CT (G) and a clique-independent set CI(G) satisfying the condition that |CT (G)| = |CI(G)|.
Instead of proving that distance-hereditary graphs hold the duality equality, we prove that they hold the strong duality.
We will show how to ﬁnd a CT (G), a CI(G), a WCT (G), a WCI(G), an SCT(G), and an ECI(G) such that the four
conditions of strong duality are satisﬁed.
Lemma 5. Assume that G is a graph of single vertex and v is the vertex of G. There exist the following sets:
(1) CT (G) = {v},
(2) SCT(G) = {v},
(3) WCT (G) = ∅,
(4) WCI(G) = ∅,
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(5) ECI(G) = {{v}}, and
(6) CI(G) = {{v}}
such that G holds the strong duality.
Proof. The lemma can be easily veriﬁed by the deﬁnition. 
Deﬁnition 8. Assume that S is a family of sets. Let min S denote a set of minimum cardinality in S.
Lemma 6. Assume that G is formed from two disjoint distance-hereditary graphs G1 and G2 by a pendant vertex
operation, and both G1 and G2 hold the strong duality. Suppose that XI(G1)={c1, . . . , ck1}, XI(G2)={d1, . . . , dk2},
and k = min{k1, k2}. Let X = {ci ∪ di |1 ik}. Let X˜ = {ck+1, . . . , ck1} if k1 >k and X˜ = ∅ otherwise. There exist
the following sets:
(1) CT (G) = min{SCT (G1) ∪ WCT (G2), SCT (G2) ∪ WCT (G1)},
(2) SCT(G) = SCT (G1) ∪ WCT (G2),
(3) WCT (G) = CT (G),
(4) WCI(G) = WCI(G1) ∪ WCI(G2) ∪ X,
(5) ECI(G) = WCI(G1) ∪ WCI(G2) ∪ X ∪ X˜, and
(6) CI(G) = WCI(G)
such that G holds the strong duality.
Proof. (1) By (2) of Lemma 3, both SCT(G1) ∪ WCT (G2) and SCT(G2) ∪ WCT (G1) are clique-transversal sets of
G. We let CT (G) = min{SCT (G1) ∪ WCT (G2), SCT (G2) ∪ WCT (G1)}.
(2) Notice that T S(G) = T S(G1). Since SCT(G1) intersects all maximal cliques of C(G1[T S(G1)]), it intersects
all maximal cliques of C(G1[T S(G)]). Hence SCT(G1) ∪ WCT (G2) is a strong clique-transversal set of G. We let
SCT(G) = SCT (G1) ∪ WCT (G2).
(3) By (4) of Lemma 3, a weak clique-transversal set of G is also a clique-transversal set of G. We let WCT (G) =
CT (G).
(4) By (2) and (4) of Lemma 3, X is a clique-independent set of G and WCI(G1) ∪ WCI(G2) ∪ X is a weak
clique-independent set of G. We let WCI(G) = WCI(G1) ∪ WCI(G2) ∪ X.
(5) It is easy to verify that WCI(G1) ∪ WCI(G2) ∪ X ∪ X˜ is an expanded clique-independent set of G. We let
ECI(G) = WCI(G1) ∪ WCI(G2) ∪ X ∪ X˜.
(6) By (4) of Lemma 3, a clique-independent set of G is also a weak clique-independent set of G. We let CI(G) =
WCI(G).
In the following, we show that CT (G), CI(G), WCT (G), WCI(G), SCT(G), and ECI(G) satisfy the conditions
of strong duality.
Since G1 and G2 hold the strong duality, by (2) and (3) of Deﬁnition 7, k1 =|SCT (G1)|− |WCT (G1)|= |XI(G1)|
and k2 =|SCT (G2)|− |WCT (G2)|= |XI(G2)|. Clearly |CT (G)|= |WCT (G)|= |WCT (G1)|+ |WCT (G2)|+ k=
|WCI(G1)|+ |WCI(G2)|+ k=|WCI(G)|= |CI(G)|. Next we verify that |SCT (G)|= |ECI(G)|. If k= k1, then X˜
is empty, |SCT (G)|=k1 +|WCT (G1)|+|WCT (G2)|, and |ECI(G)|=|WCI(G1)|+|WCI(G2)|+k1. On the other
hand, suppose that k = k2. We have |SCT (G)| = |SCT (G1)| + |WCT (G2)| = k1 + |WCT (G1)| + |WCT (G2)| and
|ECI(G)| = |WCI(G1)| + |WCI(G2)| + |X| + |X˜| = |WCI(G1)| + |WCI(G2)| + k1. We can see that |SCT (G)| =
|ECI(G)| in both cases. Finally, WCI(G) ⊆ ECI(G) is obvious. Thus G holds the strong duality. 
Lemma 7. Assume that G is formed from two disjoint distance-hereditary graphs G1 and G2 by a true twin operation,
and both G1 and G2 hold the strong duality. Suppose that XI(G1) = {c1, . . . , ck1}, XI(G2) = {d1, . . . , dk2}, and
k = min{k1, k2}. Let X = {ci ∪ di |1 ik}. There exist the following sets:
(1) CT (G) = min{SCT (G1) ∪ WCT (G2), SCT (G2) ∪ WCT (G1)},
(2) SCT(G) = CT (G),
(3) WCT (G) = WCT (G1) ∪ WCT (G2),
(4) WCI(G) = WCI(G1) ∪ WCI(G2),
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(5) ECI(G) = WCI(G1) ∪ WCI(G2) ∪ X, and
(6) CI(G) = ECI(G)
such that G holds the strong duality.
Proof. By (2) and (5) of Lemma 2, we see that both SCT(G1) ∪ WCT (G2) and SCT(G2) ∪ WCT (G1) are not only
clique-transversal sets of G but also strong clique-transversal sets of G. Besides, X is a clique-independent set of G and
WCI(G1)∪WCI(G2)∪X is not only a clique-independent set of G but also an expanded clique-independent set of G.
Furthermore, by (4) of Lemma 2, WCT (G1) ∪ WCT (G2) and WCI(G1) ∪ WCI(G2) are a weak clique-transversal
set and a weak clique-independent set of G, respectively. Therefore we let
(1) CT (G) = min{SCT (G1) ∪ WCT (G2), SCT (G2) ∪ WCT (G1)},
(2) SCT(G) = CT (G),
(3) WCT (G) = WCT (G1) ∪ WCT (G2),
(4) WCI(G) = WCI(G1) ∪ WCI(G2),
(5) ECI(G) = WCI(G1) ∪ WCI(G2) ∪ X, and
(6) CI(G) = ECI(G).
Since G1 and G2 hold the strong duality, by (2) and (3) of Deﬁnition 7, k1 =|SCT (G1)|−|WCT (G1)|=|XI(G1)| and
k2 =|SCT (G2)|−|WCT (G2)|=|XI(G2)|. Hence |CT (G)|=|SCT (G)|=|ECI(G)|=|CI(G)|=k+|WCI(G1)|+
|WCI(G2)|. Besides, |WCT (G)| = |WCI(G)|. Finally, WCI(G) ⊆ ECI(G) is obvious. Following the discussion
above, G holds the strong duality. 
Lemma 8. Assume thatG is obtained from two disjoint distance-hereditary graphsG1 andG2 by a false twin operation,
and both G1 and G2 hold the strong duality. There exist the following sets:
(1) CT (G) = CT (G1) ∪ CT (G2),
(2) SCT(G) = SCT (G1) ∪ SCT (G2),
(3) WCT (G) = WCT (G1) ∪ WCT (G2),
(4) WCI(G) = WCI(G1) ∪ WCI(G2),
(5) ECI(G) = ECI(G1) ∪ ECI(G2), and
(6) CI(G) = CI(G1) ∪ CI(G2)
such that G holds the strong duality.
Proof. Following Lemma 1, CT (G1) ∪ CT (G2) is a clique-transversal set of G, and SCT(G1) ∪ SCT (G2) a strong
clique-transversal set of G, …, etc. So we let
(1) CT (G) = CT (G1) ∪ CT (G2),
(2) SCT(G) = SCT (G1) ∪ SCT (G2),
(3) WCT (G) = WCT (G1) ∪ WCT (G2),
(4) WCI(G) = WCI(G1) ∪ WCI(G2),
(5) ECI(G) = ECI(G1) ∪ ECI(G2), and
(6) CI(G) = CI(G1) ∪ CI(G2).
Since G1 and G2 hold the strong duality, it is easy to verify that all four conditions of the strong duality are
satisﬁed. 
Now we are ready to prove the main theorem.
Theorem 2. Distance-hereditary graphs are clique-perfect.
Proof. We have explained the reasons that distance-hereditary graphs are clique-perfect if they hold the strong duality.
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Based upon the recursive deﬁnition of distance-hereditary graphs, and Lemmas 5–8, we can prove that distance-
hereditary graphs hold strong duality by induction. Hence, distance-hereditary graphs are clique-perfect. 
4. A linear-time algorithm
In this section, we show how to ﬁnd a minimum clique-transversal set and a maximum clique-independent set in
linear-time for distance-hereditary graphs based upon the results given in the previous section. Throughout this section,
we assume that G= (V ,E) is a distance-hereditary graph. If |V |=1, then we can obtain a minimum clique-transversal
set (resp. a maximum clique-independent set) easily by Lemma 5. If G is not connected, by Lemma 8 we can ﬁnd a
minimum clique-transversal set (resp. a maximum clique-independent set) for each connected component of G and
then the union of these clique-transversal sets (resp. clique-independent sets) is a minimum clique-transversal set (resp.
a maximum clique-independent set) of G. Assume that G and G′ are formed from G1 and G2 by a true-twin and a
pendant-vertex operation, respectively. Clearly G and G′ are isomorphic. In the rest of this section, we assume that G
is connected, |V |> 1 and the root of a PTF-tree of G is labelled by T.
Assume that G is formed from two disjoint distance-hereditary graphs G1 and G2 by a true-twin operation, XI(G1)=
{c1, . . . , ck1}, and XI(G2) = {d1, . . . , dk2}. Let X = {ci ∪ di |1 ik}, and k = min{k1, k2}. By Lemma 7, we have
(1) CT (G) = SCT (G) = min{SCT (G1) ∪ WCT (G2), SCT (G2) ∪ WCT (G1)}, and
(2) CI(G) = WCI(G) ∪ X = WCI(G1) ∪ WCI(G2) ∪ X.
That is, we can compute CT (G) and CI(G) by computing SCT(G1), WCT (G1), WCI(G1), XI(G1), SCT(G2),
WCT (G2), WCI(G2), and XI(G2).
The following lemmas are derived from Lemmas 5–8. These lemmas provide recursive formulas for us to compute
SCT(G),WCT (G),WCI(G), andXI(G) for a distance-hereditary graphG=(V ,E) formed from two disjoint distance-
hereditary graphs G1 and G2 by a true-twin, false-twin or pendant-vertex operation.
Lemma 9. Assume that G is a graph of single vertex and v is the vertex of G. Then, SCT(G) = {v}, WCT (G) = ∅,
XI(G) = {{v}} and WCI(G) = ∅.
Proof. It immediately follows Lemma 5. 
Lemma 10. Assume that G is formed from two disjoint distance-hereditary graphs G1 and G2 by a pendant vertex
operation, XI(G1) = {c1, . . . , ck1}, XI(G2) = {d1, . . . , dk2}, and k = min{k1, k2}. Let X = {ci ∪ di |1 ik}. Let
X˜={ck+1, . . . , ck1} if k1 >k and X˜=∅otherwise.Then,SCT(G)=SCT (G1)∪WCT (G2),WCT (G)=min{SCT (G1)∪
WCT (G2), SCT (G2) ∪ WCT (G1)}, XI(G) = X˜, WCI(G) = WCI(G1) ∪ WCI(G2) ∪ X.
Proof. We ﬁrst show the correctness of XI(G). By Lemma 6, WCI(G) = WCI(G1) ∪ WCI(G2) ∪ X, ECI(G) =
WCI(G1) ∪ WCI(G2) ∪ X ∪ X˜, we have XI(G) = ECI(G)\WCI(G) = X˜. Other recursive formulas immediately
follow Lemma 6. 
Lemma 11. Assume that G is formed from two disjoint distance-hereditary graphsG1 andG2 by a true twin operation,
XI(G1)= {c1, . . . , ck1}, XI(G2)= {d1, . . . , dk2}, and k = min{k1, k2}. Let X = {ci ∪ di |1 ik}. Then, WCT (G)=
WCT (G1)∪WCT (G2), SCT(G)= min{SCT (G1)∪WCT (G2), SCT (G2)∪WCT (G1)}, XI(G)=X, WCI(G)=
WCI(G1) ∪ WCI(G2).
Proof. We ﬁrst show the correctness of XI(G). By Lemma 7, WCI(G) = WCI(G1) ∪ WCI(G2), ECI(G) =
WCI(G1) ∪ WCI(G2) ∪ X, we have XI(G) = ECI(G)\WCI(G) = X. Other recursive formulas immediately
follow Lemma 7. 
Lemma 12. Assume that G is obtained from two disjoint distance-hereditary graphs G1 and G2 by a false twin
operation. Then, SCT(G)=SCT (G1)∪SCT (G2), WCT (G)=WCT (G1)∪WCT (G2), XI(G)=XI(G1)∪XI(G2),
WCI(G) = WCI(G1) ∪ WCI(G2).
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Proof. We ﬁrst show the correctness of XI(G). By Lemma 8, WCI(G) = WCI(G1) ∪ WCI(G2) and ECI(G) =
ECI(G1) ∪ ECI(G2), we have XI(G) = ECI(G)\WCI(G) = (ECI(G1) ∪ ECI(G2))\(WCI(G1) ∪ WCI(G2))
= XI(G1) ∪ XI(G2). Other recursive formulas immediately follow Lemma 8. 
Based upon Lemmas 9–12, we give Algorithm M to compute a minimum clique-transversal set and a maximum
clique-independent set of G using the dynamic-programming technique. Given a PTF-tree, PTF(G), rooted at node r,
Algorithm M starts from the leaves of PTF(G) and works upward to the root. For each node i of PTF(G), let Ti be the
subtree of PTF(G) rooted at node i, and let Gi represent the subgraph of G induced by the leaves of Ti . Therefore, a
node i represents either a single vertex of G or a subgraph Gi of G obtained by applying one of pendant vertex, true
twin, or false twin operations to children of node i. We use i1 and i2 to denote the left and right children of node i,
respectively, if node i is a non-leaf node of PTF(G). For each node i, the algorithm computes SCT(Gi), WCT (Gi),
WCI(Gi), and XI(Gi) based upon Lemmas 9–12. We have assumed that the root of a PTF-tree of G is labelled by T.
By Lemmas 7 and 11, we have that CT (G) = SCT (Gr) and CI(G) = WCI(Gr) ∪ XI(Gr). Notice that there are
2n − 1 nodes in the PTF-tree of G. Details of the algorithm are as follows.
Algorithm M
Input: A PTF-tree, PTF(G), of a connected distance-hereditary graph G = (V ,E) where
|V |> 1 and the root r of PTF(G) is labelled by T.
Output: CT (G) and CI(G).
Step 1: Sort the nodes of PTF(G) in the post order of the tree traversal.
Step 2: For i = 1 to 2n − 1 do
Assume that i1 and i2 are the left and right children of node i, respectively,
if node i is a non-leaf node.
case 1: Node i is a leaf node of PTF(G) which corresponds to vertex v then
SCT(Gi) = {v}; WCT (Gi) = ∅; XI(Gi) = {{v}}; WCI(Gi) = ∅;
case 2: Node i is labelled by P (Assume that T S(Gi) = T S(Gi1)) then
Assume that XI(Gi1) = {c1, . . . , ck1} and XI(Gi2) = {d1, . . . , dk2};
Let k = min{k1, k2} and Xi = {cj ∪ dj |1jk};
If k1 >k, then X˜i = {ck+1, . . . , ck1}, else X˜i = ∅
XI(Gi) = X˜i and WCI(Gi) = WCI(Gi1) ∪ WCI(Gi2) ∪ Xi ;
SCT(Gi) = SCT (Gi1) ∪ WCT (Gi2);
WCT (Gi) = min{SCT (Gi1) ∪ WCT (Gi2),WCT (Gi1) ∪ SCT (Gi2)};
case 3: Node i is labelled by T then
Assume that XI(Gi1) = {c1, . . . , ck1} and XI(Gi2) = {d1, . . . , dk2};
Let k = min{k1, k2} and Xi = {cj ∪ dj |1jk};
XI(Gi) = Xi and WCI(Gi) = WCI(Gi1) ∪ WCI(Gi2);
SCT(Gi) = min{SCT (Gi1) ∪ WCT (Gi2), SCT (Gi2) ∪ WCT (Gi1)};
WCT (Gi) = WCT (Gi1) ∪ WCT (Gi2);
case 4: Node i is labelled by F then
WCI(Gi) = WCI(Gi1) ∪ WCI(Gi2); XI(Gi) = XI(Gi1) ∪ XI(Gi2);
SCT(Gi) = SCT (Gi1) ∪ SCT (Gi2); WCT (Gi) = WCT (Gi1) ∪ WCT (Gi2);
end for
Step 3: Output CT (G) = SCT (Gr) and CI(G) = WCI(Gr) ∪ XI(Gr) where r is the root of PTF(G).
In the following, we show how to implement the above algorithm in O(|V |) time. We observe that the main operation
used in the algorithm is disjoint-set union, i.e. the operation used to unite two disjoint sets. Notice that cliques and
clique-transversal sets are sets of vertices. And a clique-independent set is a set of independent cliques. We store a set
of vertices in a rooted tree deﬁned recursively as follows: the representation of a set of single vertex is a tree of single
node storing the only vertex of the set. For a set S that is the union of two disjoint sets S1 and S2, we create a node as
the root of the tree T for S and make the roots of trees T1 and T2 for S1 and S2 be the left and right children of the root
node of T, respectively. In this way, we can unite two disjoint vertex sets in constant time. To represent SCT(Gi), we
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s1 s2 s1 + s2
D1
D1
D2
T1
T1
T2
T2
D3 = D1 ∪ D2
s1 s2
D2
(a) (b) (c)
Fig. 3. Assume (a) D1 represents either SCT(Gi1 ) or WCT (Gi1 ), (b) D2 represents either SCT(Gi2 ) or WCT (Gi2 ), and (c) D3 represents either
SCT(Gi) or WCT (Gi) that is the union of D1 and D2. Triangles T1 and T2 represent the trees storing the vertices in D1 and D2, respectively.
create a record with two ﬁelds. The ﬁrst ﬁeld is the size ﬁeld storing the number of vertices in SCT(Gi) and the other
ﬁeld is a pointer pointing to the root of the tree for the set of vertices in SCT(Gi). All WCT (Gi)’s are represented
in the same way. Fig. 3 illustrates how to obtain SCT(Gi) and WCT (Gi). In Fig. 3, assume (a) D1 represents either
SCT(Gi1) or WCT (Gi1), (b) D2 represents either SCT(Gi2) or WCT (Gi2), and (c) D3 represents either SCT(Gi) or
WCT (Gi) that is obtained from the union of D1 and D2. Notice that the computation for D3 does not destroy D1
and D2. In this way we allow that SCT(Gi) and WCT (Gi) have vertices in common. Besides, the computation for
D3 takes O(1) time. Thus for each node i of the PTF(G), we can compute SCT(Gi) and WCT (Gi) in O(1) time. We
can obtain all elements in SCT(G) or WCT (G) by traversing the tree for the set and visiting all leaf nodes since all
vertices are stored in leaf nodes. We can also easily obtain the size of SCT(Gi) or WCT (Gi) from the size ﬁled of
its record.
A clique-independent set such as WCI(Gi) or XI(Gi) of a node i in PTF(G) is a set of independent cliques. The
set of vertices of a clique is represented by a tree for a set of vertices as described above. A set of cliques then can
be represented by a list of nodes pointing to trees for the cliques. To represent XI(Gi), we create a record of three
ﬁelds. The ﬁrst ﬁeld is the size ﬁeld storing the number of independent cliques in XI(Gi), the second and third ﬁelds
are pointers pointing to the list tail and list head of the list of nodes pointing to all cliques in XI(Gi), respectively.
Fig. 4(a) illustrates how we represent XI(Gi1) of node i of PTF(G). All WCI(Gi)’s are represented in the same way.
Next we show how to obtain Xi and X˜i from XI(Gi1) and XI(Gi2) in both cases 2 and 3 of Step 2 in the algorithm.
Assume that XI(Gi1)={c1, . . . , ck1} and XI(Gi2)={d1, . . . , dk2}. Without loss of generality we also assume k1 >k2.
Figs. 4(a) and (b) show the representations of XI(Gi1) and XI(Gi2), respectively. As shown in Fig. 4(c), we can
traverse the two lists for XI(Gi1) and XI(Gi2) to compute Xi = {cj ∪ dj |1jk} where k = min{k1, k2} in O(k)
time. Clearly cj ∪ dj can be done in O(1) time for each j, 1jk. We visit the ﬁrst k elements of the two lists for
XI(Gi1) and XI(Gi2) only. Thus the computation of Xi takes O(k) time. Now we can compute X˜i = {ck+1, . . . , ck1}
by creating a record of three ﬁelds, storing k1 − k in the ﬁrst ﬁeld, letting the pointers in the second and third ﬁelds
point to the list nodes pointing to tree ck1 and tree ck+1, respectively. The location of the list node pointing to tree ck+1
can be located at the same time while we are computing Xi and the location of the list node pointing to tree ck1 can be
obtained from the second ﬁeld of the records for XI(Gi1). Therefore the total time for computing Xi and X˜i is O(k).
Fig. 5 illustrates how to unite two clique-independent sets represented in the following way. Figs. 5(a) and (b) show
two disjoint clique-independent sets W1 and W2 of k1 and k2 cliques, respectively. To obtain W3, i.e. the union of W1
and W2, we create a record of three ﬁelds. The ﬁrst ﬁeld stores the number of independent cliques in W3, i.e. k1 + k2.
The second and third ﬁelds are pointers pointing to the list tail and list head of the lists for the cliques in W2 and W1,
respectively. And then let the pointer of the list tail of the list for cliques in W1 point to the list head of the list for cliques
in W2. In this way, the union of two disjoint clique-independent sets can obtained in O(1) time. Notice that W1 and
W2 will no longer exist after the computation for W3. But this does not affect the correctness of our algorithm because
WCI(Gi) and XI(Gi) are disjoint and all cliques in WCI(Gi) and XI(Gi) are independent for all node i of PTF(G).
Now we are ready to show the correctness and complexity of Algorithm M.
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(d)
Fig. 4. An illustration of the computation of Xi and X˜i from XI(Gi1 ) and XI(Gi2 ) under the assumption that k1 >k2. (a) The representation
for XI(Gi1 ) = {c1, . . . , ck1 }. (b) The representation for XI(Gi2 ) = {d1, . . . , dk2 }. (c) The representation for Xi = {cj ∪ dj |1jk2}. (d) The
representation for X˜i = {ck2+1, . . . , ck1 }. Notice that all triangles represent trees for cliques.
k1 k2
c1 c2
c1 c2
ck1
ck1
d1 d2
d1 d2
dk2
dk2
k1+k2
W1 W2
W3 = W1∪W2
(a) (b)
(c)
Fig. 5. The representations of three clique-independent sets: W1, W2, and W1 ∪ W2. Triangles represent trees for cliques. The sets W1 and W2 have
k1 and k2 independent cliques, respectively, and they are disjoint. (a) The representation for W1 of k1 independent cliques. (b) The representation
for W2 of k2 independent cliques. (c) The representation for the result of W1 ∪ W2.
Theorem 3. Let G= (V ,E) be a distance-hereditary graph with |V | = n and |E| =m. Algorithm M ﬁnds a minimum
clique-transversal set and a maximum clique-independent set of G in O(n) time.
Proof. The correctness of Algorithm M can be seen from Lemmas 5–12. For each node i of PTF(G), the computation
of Xi and X˜i from XI(Gi1) and XI(Gi2) takes O(k) time where k = min{|XI(Gi1)|, |XI(Gi2)|}. Notice that k is the
number of union operations of two independent cliques to obtain Xi from XI(Gi1) and XI(Gi2). Since all cliques
in WCI(G) and XI(G) are independent (or disjoint) and they are obtained by disjoint-set unions from single vertex
sets, the total number of vertices of them is no greater than |V |. In other words, they are disjoint vertex-sets and they
are obtained from single-vertex sets by disjoint-set union operations. Hence the total number of union operations to
compute Xi and X˜i from XI(Gi1) and XI(Gi2) for all node i in PTF(G) is O(|V |). For each node i of PTF(G), the
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computation of XI(Gi), WCI(Gi), SCT(Gi), and WCT (Gi) takes O(1) time since they are obtained by disjoint-set
union operations. Therefore Algorithm M computes CT (G) and CI(G) in O(n) time. 
Since PTF(G) can be obtained in O(n + m) time, we have the following corollary immediately.
Corollary 1. Let G = (V ,E) be a distance-hereditary graph with |V | = n and |E| = m. The clique-transversal set
and clique-independent set problems can be solved in O(n + m) time.
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