Abstract. Let 
Note that G d 0 is the semi-direct product of R + and R d i n particular G 1 0 is the a ne group of the real line.
We consider a probability measure on G we denote by n its n th power of convolution. Under quite general assumptions on we show that there exists ( ) 2 ]0 1 such that the sequence n n (N+3)=2 ( ) n n o n 0 converges weakly to a non-degenerate measure. This problem has already been tackled by P h . Bougerol in 3] where were established local limit theorems on some solvable groups with exponential growth in particular, for a class R of probability measures on the a ne group of the real line (that is d = 1 and N = 0 ) he showed that the sequence n n 3=2 ( ) n n o n 0 converges weakly to a non-degenerate measure. In 7] we extend this result to a quite large class of probability measures the new ingredient in our proof was the fact that there exists closed connections between this problem and the theory of the uctuations of a random walk on the real line. In the present paper, we extend this result to the case N 1 we rst obtain uniform upperbounds in the Local limit theorem for a random walk on R d and, secondly, we use a generalisation of the Wiener-Hopf's factorisation due to Ch. Sunyach 9] . This study is also related with the work by N. T. Varopoulos 10] , 11] where upperbounds and lowerbounds for the asymptotic behaviour Local limit theorems on some non unimodular groups 119 of the convolution powers n of a large class of probability measures are given.
From now on, we will suppose that N 1 and we set G = G d N . We introduce the following conditions on : Hypothesis G1. There exists > 0 such that Z G (e j log aj + kuk + kbk 2 ) (da du db) < +1 :
Hypothesis G2. for some and q in ]1 +1 :
We have the Theorem 1.1. Let be a p r obability measure o n G satisfying hypotheses G1, G2 and G3 (or G'3). Then, the sequence of nite measures fn (N+3)=2 n g n 0 converges weakly to a non-degenerate Radon measure on G. weakly converges to a non-degenerate Radon measure on G.
The demonstration of Theorem 2.1 is closely related to the study of the uctuations of a random walk (X n 1 Y n 1 ) n 0 on R N+1 . In Section 2, we rst state the classical local limit theorem on R N+1 but we add in its statement uniform upperbounds relatively to the starting point o f the random walk (X n 1 Y n 1 ) n 0 . This result is thus very usefull to obtain a precise equivalent in Theorem 2.5 of the joint l a w of the random walk (X n 1 Y n 1 ) n 0 with its rst entrance time T + in the half space R + R N a local limit theorem for the process (X n 1 max f0 X 1 1 : : : X n 1 g Y n 1 ) n 0 is thus obtained (Theorem 2.6). In Section 3 w e g i v e t h e main steps of the proof of Theorem 1.1.
2. Fluctuations of a random walk on R N+1 .
Fix an integer N 1 and let (X 1 Y 1 ) (X 2 Y 2 ) : : : be independent R R N -valued random variables with distribution p de ned on a probability space ( F P). Let (X n 1 Y n 1 ) n 0 be the associated random walk on R R N starting from (0 0) and de ned by X 0 1 = 0 Y 0 1 = 0 and X n 1 = X 1 + +X n Y n 1 = Y 1 + +Y n for n 1 the distribution of the couple (X n 1 Y n 1 ) is the n th power of convolution p n of the measure p.
Denote by F n the -algebra generated by ( X 1 Y 1 ) : : : (X n Y n ) n 1. A are stopping times with respect to the ltration fF n g n 1 .
We will associate to (p A) the transition kernel 2.1. Preliminaries.
The local limit theorem gives the asymptotic behaviour of the sequence fp n (')g n 1 for any continuous function ' with compact supportonR N+1 w e state it here and we precise some uniform upperbound for the sequence fp n (')g n 1 when ' belongs to H (R N+1 ) with > 4. Theorem 2.2. Assume that :
i) the common distribution p of the variables (X n Y n ), n 1, is aperiodic on R N+1 , one has
'(x y) 1 
Now s e t x y (x 0 y 0 ) = (x+x 0 y +y 0 ) for any ( x y) 2 R R N and note that^ x y (u v) = e iux+ihv yi^ (u v) the functions^ x y and^ thus have the same compact support and satis es the equalities k^ x y k 1 = k^ k 1 and k^ x y k 1 = k^ k 1 . For any (x y) 2 R R N one thus has
The assertion ii) thus holds for any function whose Fourier transform has a compact support. To achieve the proof of ii) it su ces to show that for any function ' in H (R N+1 ) w i t h > 4 there exists a function whose Fourier transform has a compact support and j'j . It is an immediate consequence of the following result we thank here J. P. Conze for helpfull discussions about this fact.
Lemma 2.3. Set h " (x) = 1 1 + jxj 4+" for any x 2 R. If " > 0 there exists a function h " greater than h " and whose Fourier transform has a compact support in R.
Proof. Set h " (x) = C sin 2 x x 2 + sin 2 x x 2 for some and C in R + which will depend on ". Assume = 2 Q , the function h " is strictly positive on R it thus su ces to show that there exists = 2 Q such that lim x!+1
x 2+" (sin 2 x + sin 2 ( x )) = +1 :
Local limit theorems on some non unimodular groups 125 If such a real did not exist, then for any = 2 Q there should exist a sequence fx n g n 1 which tends to +1 and a constant C " > 0 such t h a t for all n 1, sin 2 x n + s i n 2 ( x n ) C x 2+" n :
So there should exist two strictly increasing sequences of integers fk n g n 1 and fl n g n 1 such that jx n ; k n j C 0
x 1+"=2 n j x n ; l n j C 0 x 1+"=2 n which implies ; l n k n C 00 k 2+"=2 n for some positive constants C 0 and C 00 . This leads to a contradiction because for almost all 2 R (with respect with the Lebesgue measure), this last inequality has at most a nite numberof solutions in N 2 2]. The lemma is proved.
2.2. A local limit theorem for a killed random walk on a half space. Proof. We p r o ve this theorem by induction over N. Theorem 2.2 deals with the case N = 0 w e will suppose that this result hold for some N 0 and we consider a sequence (X n Y n Z n ) n 1 of independent identically distributed random variables on R R N R. By a classical argument in probability theory, it su ces to show the above convergence hold The proof of Theorem 1.1 is closed to the one of the local limit theorem for the a ne group of the real line given in 7] we just give here the main steps of the demonstration.
Let us rst introduce some helpfull notations. Let g n = ( a n u n b n ), n = 1 2 : : : be independent and identically distributed random variables with distribution . Denote by F n the -algebra generated by the variables g 1 g 2 : : : g n , n 1. For any n 1, set G n 1 = g 1 g n = (A n 1 U n 1 B n 1 ) we have A n 1 = a 1 a n , U n for all n 1 :
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In the same way, set A 0 = fg 2 G : a(g) 1g, l e t P A 0 bethe operator associated with (~ A 0 ) and denote byT A 0 the rst entrance time in A 0 of the random walk fG n 1 g n 1 one has P n A 0(e B) = P T A 0 > n ] \ G n 1 It is the more technical part of the proof and it uses and idea due to Afanasev 1] . Without loss of generality, one may suppose = 1, u = 0 and = 0 . For any n 1, set E n (') = n (N+3)=2 E T A > n ] '(A n 1 U n 1 B n 1 )] :
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Fix i 2 N such that 1 i n=2 and consider E n (' i) = n (N+3)=2 E T A > n ] '(A n 1 U i 1 + A n;i 1 U n n;i+1 B n 1 )] : To obtain the claim, it su ces to prove that a) lim sup i!+1 lim sup n!+1 jE n (') ; E n (' i)j = 0 , b) for any xed n 2 N, the sequence fE n (' i)g n 1 converges to a nite limit.
Proof of convergence a). We use the equality U n 1 = U i 1 + A i 1 U n;i i+1 + A n;i 1 U n n;i+1
without loss of generality one may suppose that ' is continuously differentiable, and so, for any " > Using Theorem 2.6, one may see that, for any g h 1 : : : h i 2 G, the sequence fn (N+3)=2 E n (' g h 1 h 2 h i )g n 1 converges to a nite limit. To obtain the convergence b), we have to use Lebesgue dominated convergence theorem and therefore, we h a ve t o obtain an appropriate upperbound for n (N+3)=2 E n (' g h 1 h 2 : : : h i ).
