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We implement and benchmark tensor network algorithms with SU(2) symmetry for systems in
two spatial dimensions and in the thermodynamic limit. Specifically, we implement SU(2)-invariant
versions of the infinite Projected Entangled Pair States (iPEPS) and infinite Projected Entangled
Simplex States (iPESS) methods. Our implementation of SU(2) symmetry follows the formalism
based on fusion trees from [P. Schmoll, S. Singh, M. Rizzi, R. Oru´s, arXiv:1809.08180]. In order to
assess the utility of implementing SU(2) symmetry the algorithms are benchmarked for three models
with different local spin: the spin-1 bilinear-biquadratic model on the square lattice, and the Kagome
Heisenberg antiferromagnets (KHAF) for spin-1/2 and spin-2. We observe that the implementation
of SU(2) symmetry provides better energies in general than non-symmetric simulations, with smooth
scalings with respect to the number of parameters in the ansatz, and with the actual improvement
depending on the specifics of the model. In particular, for the spin-2 KHAF model, our SU(2)
simulations are compatible with a quantum spin liquid ground state.
Introduction.- Tensor networks [1] (TN) are mathemat-
ical objects tailored to describe highly-correlated struc-
tures in an efficient way. In condensed matter physics
they have been used to describe the structure of relevant
quantum many-body wave functions, such as low-energy
states of quantum matter. Recently, TNs have also found
applications in other fields of science, such as machine
learning [2] and quantum gravity [3].
The success of TN methods has been particularly
impressive for one-dimensional (1d) systems, mostly
thanks to the Density Matrix Renormalization Group
(DMRG) [4] and related methods. On top of that, many
applications of TN methods have also been developed to
tackle strongly correlated systems in two spatial dimen-
sions (2d), with increasing success. Those systems are
generally difficult to simulate, and moreover, they pose
some of the most important challenges in condensed mat-
ter physics. Archetypical examples are the determination
of the ground state properties of the 2d Hubbard model,
as well as of the spin-1/2 Kagome Heisenberg antiferro-
magnet (KHAF). Determining the properties of such low-
energy states (superconductivity, topological order...) is
a great numerical challenge. In this context, Projected
Entangled Pair States (PEPS) [5] were proposed as a TN
to tackle such problems. In the thermodynamic limit,
the infinite-PEPS (iPEPS) algorithm [6] has been ap-
plied with success. Moreover, infinite Projected Entan-
gled Simplex States (iPESS) [7] have also been applied
with success to deal with several problems in the Kagome
lattice [8].
An important technical problem in tensor networks, es-
pecially in 2d algorithms like iPEPS and iPESS, is how
to deal with global non-abelian symmetries, SU(2) being
a common example. Many important 2d systems have
SU(2)-invariant Hamiltonians, and their ground state is
sometimes expected to preserve this symmetry. As an
example, numerical simulations of the spin-1/2 KHAF
seem to indicate [9] that its ground state is a quantum
spin liquid and therefore an SU(2) singlet. One would
therefore expect, a priori, that the study of such a ground
state with a TN algorithm would benefit from the explicit
preservation of SU(2) symmetry. While this has been
done already using an SU(2)-invariant implementation of
DMRG [10], the generalization to true 2d TN algorithms
such as iPEPS and iPESS has proven to be a great tech-
nical challenge, and has been achieved only in very few
and specific cases [11]. Moreover, the benefits of the im-
plementation of SU(2) symmetry in 2d TN algorithms
are by far not obvious, since the number of variational
parameters in the TN is much more constrained by the
symmetry in 2d compared to, e.g., 1d Matrix Product
State (MPS) simulations.
In this paper we implement SU(2) symmetry in iPEPS
and iPESS algorithms using the formalism from Ref. [12],
which is based on fusion trees. We benchmark our imple-
mentation by computing ground state properties of three
2d models: the spin-1 bilinear-biquadratic model on the
square lattice, and the spin-1/2 and spin-2 KHAF. We
observe that the implementation of SU(2) in the 2d sim-
ulations in general allows to produce lower energies than
the ones obtained using non-symmetric TN algorithms.
However, since SU(2)-invariant tensors are highly con-
strained, we find that the actual improvement depends a
lot on the specifics of the model. In particular, for the
spin-2 KHAF model, the SU(2) simulations produce a
ground state structure compatible with that of a quan-
tum spin liquid to the best of our computational power.
Methods.- As discussed above, we implemented SU(2)-
invariant versions of iPEPS and iPESS algorithms. The
details of both iPEPS and iPESS have already been dis-
cussed extensively in the literature and will not be ex-
plained here. We refer the interested reader to Ref. [6]
for details about iPEPS, and to Ref. [7] about iPESS.
Let us just mention that, in this paper, we stick to the
so-called simple update [14], which provides an efficient
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FIG. 1: (Color online) (a) Decomposition of an SU(2)-
symmetric 2× 2 iPEPS unit cell on a square lattice, in terms
of degeneracy tensors and a network of fusion trees. The fu-
sion tree structure of every tensor is shown on the right-hand
side, where arrows correspond to incoming/outgoing indices.
Every three-index tensor in the fusion trees is an intertwiner
of SU(2), i.e., a tensor of Clebsch-Gordan coefficients. (b)
Decomposition of an SU(2)-symmetric iPESS unit cell on the
honeycomb lattice, which is used to simulate its dual Kagome
lattice.
tensor update for an imaginary-time evolution algorithm,
also when combined with SU(2) symmetry. The accuracy
of our calculations could always be improved by more pre-
cise tensor optimization schemes [6, 15, 16], but at the
cost of extra computational expense. Expectation values
in all cases are approximated using well-known Corner
Transfer Matrix (CTM) techniques [17], which can also
be easily adapted to deal with SU(2).
Concerning SU(2) itself, we decide to work here with
the implementation from Ref. [12], based on fusion trees.
In this implementation, a generic TN is decomposed into
a degeneracy and a structural part, the structural part
being only dependent on symmetries. In our implemen-
tation this structural part is codified in terms of the
fusion trees of the corresponding symmetry group: the
trees are stored in memory as analytical structures, but
never the structural tensors in terms of Clebsch-Gordan
coefficients themselves. This implementation allows for
clean, accurate calculations, which is of particular im-
portance when dealing with 2d TN algorithms. As an
example, in Fig. 1 we show the SU(2)-symmetric decom-
position of a 2 × 2 iPEPS unit cell on a square lattice
as well as a three-site iPESS unit cell on the honeycomb
lattice in terms of degeneracy tensors and fusion trees.
Notice that the iPESS ansatz uses a honeycomb lattice
to simulate its dual Kagome lattice. Concerning nota-
tion, in the following we call Deff the effective bond di-
mension of the PEPS or PESS, i.e., Deff = D for non-
symmetric TNs (with D the usual bond dimension) and
Deff =
∑
ji
tji×|mji | for symmetric ones (with tji the de-
generacy of symmetry sector ji and |mji | = 2ji+1 for an
index i ≡ (ji, tj ,mji) [12]). The symmetric bond dimen-
sion is Dsym =
∑
ji
tji and N the number of variational
parameters in the ansatz.
Results.- Let us now discuss the performance of SU(2)-
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FIG. 2: (Color online) Ground state energy of the spin-1
bilinear-biquadratic model on the square lattice at θ = 0.21pi,
as a function of (a) 1/Deff, (b) 1/N , and (c) the discarded
weight δ, with the lines denoting the extrapolation to infinite
bond dimension for SU(2) and U(1) simulations. (d) Ground
state energy per link in the unit cell. The structure is com-
patible with vertical Haldane chains coupled in the horizontal
direction. The differences in the fourth relevant digit between
the upper and lower horizontal link energies is due to trun-
cation effects. U(1) results in (a) are from Ref.[18] (replotted
with permission).
invariant iPEPS and iPESS. We focus first on the spin-1
bilinear-biquadratic model on the square lattice. Its
Hamiltonian is given by
H =
∑
〈i,j〉
(
cos(θ) (Si · Sj) + sin(θ) (Si · Sj)2
)
, (1)
where 〈i, j〉 are nearest-neighbour interactions, Si is the
vector of spin-1 matrices, and θ tunes the relative cou-
pling strength of the bilinear and biquadratic terms. The
phase diagram of this model has already been computed
previously with iPEPS, both without symmetries but
also including U(1) symmetry [18]. Here, we tune the
coupling parameter to θ = 0.21pi, for which the ground
state is believed to be in an SU(2)-symmetric Haldane
phase corresponding to coupled spin-1 chains [18]. Thus,
this point is a paradigmatic non-trivial benchmark for a
2d SU(2)-invariant gapped phase. In our simulation, we
choose to work with the simple update, a 2× 2 unit cell,
and Trotter steps of the imaginary-time evolution down
to 10−4.
The ground state energy of the system is shown in
Fig. 2(a) as a function 1/Deff, in Fig. 2(b) as a function
of 1/N , and in Fig. 2(c) as a function of the discarded
weight in the truncations δ [19]. The plot shows the per-
formance for SU(2)-iPEPS as well as for iPEPS with no
symmetry, and we also compare with the results from
Ref. [18] using U(1)-iPEPS (results replotted with per-
mission). In the figure, for the SU(2) simulations we
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FIG. 3: (Color online) Ratio of ansatz variational param-
eters between SU(2)-symmetric and non-symmetric simula-
tions, for iPEPS and iMPS, as a function of their respective
bond dimensions Deff and χeff.
include results obtained by using a CTM environment
to compute expectation values, as well as using a mean-
field (MF) environment estimation. This last option does
not provide variational energies, but allows us to see the
overall tendency for large bond dimension (for which the
calculations using SU(2)-CTM algorithms are computa-
tionally costly). We see that the extrapolation 1/N → 0
is better behaved than the one for 1/Deff → 0, and is ac-
tually comparable for SU(2) to the extrapolation in the
discarded weight. In this last extrapolation one can also
clearly see that the non-symmetric simulation is far from
converged. Our extrapolated data for the ground state
energy e0 is e0(1/Deff → 0) = 0.309 ± 0.003, e0(1/N →
0) = 0.311± 0.004, and e0(δ → 0) = 0.310± 0.002.
We notice from our plots that the simulations without
symmetry yield the lowest ground state energy for small
bond dimensions and the data points with SU(2) sym-
metry are considerably higher than those with lower or
no symmetry. We take this as a first indication that
the SU(2)-symmetric ansatz in 2d may sometimes be
too restrictive, which is especially true for small bond
dimension. However, for large bond dimension the sit-
uation is the opposite, and the SU(2) simulation pro-
duces lower energies. It is interesting, though, that the
SU(2) numbers computed by CTM (which are varia-
tional, since the CTM bond dimension is converged [17])
tend to be always slightly above those obtained with
an U(1)-symmetric ansatz, which we take as an indi-
cation that the SU(2)-invariant ansatz may actually be
too constrained, and/or that more accurate tensor up-
date schemes are needed. For the record, the obtained
extrapolated energy with U(1) symmetry in Fig. 2(a) is
e0(1/Deff → 0) = 0.307± 0.001, and therefore very close
to the SU(2) number. Finally, in order to understand
better the nature of the SU(2)-invariant ground state
that we obtain, we also plot its energy on each link of
the iPEPS unit cell in Fig. 2(d). The observed structure
with different energies in x- and y-directions is compat-
ible with vertical coupled Haldane 1d chains, in accor-
dance with the results from Ref. [18]. This difference in
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FIG. 4: (Color online) Ground state energy of the spin-1/2
KHAF, as a function of (a) 1/Deff and (b) 1/N , with the yel-
low line denoting the extrapolation to infinite bond dimen-
sion. (c,d,e) Spin-spin correlation 〈SiSj〉 on each link of the
unit cell respectively for the non-symmetric 3-PESS, the non-
symmetric 6-PESS and the SU(2)-invariant 6-PESS.
bond energies is also compatible with having half-integer
spin representations on the vertical bonds, and integer
ones on the horizontal bonds leading to different effec-
tive bond dimensions. Let us stress, for completeness,
that there is some room for algorithmic improvement:
one could for instance use more sophisticated tensor up-
dates and/or CTM truncation schemes, as well as other
unit cells.
These findings point towards an interesting fact:
SU(2) symmetry in 2d, even if generically useful, can be
highly restrictive in some cases. The variational space is
highly constrained, and in some situations this could be
too limited to find a good approximation to the ground
state with “simple” tensor updates. In order to get an
idea of the effect of the symmetry on the size of the vari-
ational space we evaluated the ratio between remaining
variational parameters in the SU(2)-iPEPS and the num-
ber of variational parameters in the corresponding un-
constrained TN for different bond dimensions. This is
shown in Fig. 3, alongside with the same information for
an SU(2)-symmetric infinite MPS simulation of a criti-
cal spin-1/2 ladder system [13]. The comparison between
both cases allows us to understand better the effect of di-
mensionality in the reduction of variational parameters
in a SU(2)-invariant TN ansatz. What we conclude from
the plot is that the SU(2)-invariant ansatz becomes very
restrictive with the bond dimension, as expected, but at a
much faster rate in 2d than in 1d. In other words, SU(2)
in 2d restricts the variational space faster than in 1d. A
priori, this could be good news, since the number of pa-
4(b)(a)
FIG. 5: (Color online) Difference between the strongest and
the weakest bond in the unit cell (correlator skewness) of a 6-
PESS, for the spin-1/2 KHAF simulations, with no symmetry
and with SU(2) symmetry, as a function of (a) 1/Deff and (b)
1/N .
rameters to optimize is much more drastically reduced
in 2d than in 1d. However, this needs to be taken into
account with care when assessing symmetric TN simula-
tions since the optimization space may actually be too
constrained in some cases for finding low variational en-
ergies.
The next model that we considered was the spin-1/2
KHAF. The Hamiltonian is given by
H =
∑
〈i,j〉
Si · Sj , (2)
where 〈i, j〉 denotes nearest-neighbour interactions be-
tween sites of the Kagome lattice, and Si is the spin-
1/2 (vector) operator at site i. The Kagome lattice ex-
hibits corner-sharing triangles resulting in huge quantum
fluctuations around the ground state due to strong geo-
metric frustration, with many states very close in energy
and competing to be the true ground state. This makes
the simulation of the model very challenging. For the
sake of this study, our goal here is not to provide bet-
ter ground-state numbers than those obtained by other
simulations [9], but rather to benchmark the utility of
SU(2) symmetry in 2d TN algorithms, and in particular
in iPESS. Previous results have shown that using three-
site iPESS without symmetries produces reasonably good
numbers for the ground state energy [7]. For the SU(2)-
symmetric simulations, however, we need to resort to the
six-site unit cell in order to accommodate consistently
the SU(2) quantum numbers on all the indices of the
symmetric TN ansatz. Since the physical sites carry spin
1/2, the geometry and the unit cell force us to use mixed
spins (integer and half-integer) on the bond indices of
the iPESS.
We computed the ground state energy of the model
for a 3-site and a 6-site unit cell without symmetry, and
for a 6-site unit cell with SU(2) symmetry. The results
are shown in Fig. 4. The symmetric results are com-
patible with those obtained without symmetries, with
an algebraic convergence of the ground state energy as
a function of 1/Deff (see Fig. 4(a)), in turn reinforc-
ing the observation that the ground state is a quan-
tum spin liquid and therefore SU(2)-invariant. How-
FIG. 6: (Color online) Ground state energy of the spin-2
KHAF, as a function of (a) 1/Deff and (b) 1/N , with the
red line denoting the extrapolation to infinite bond dimen-
sion. Notice that in this case, this extrapolation is just for
completeness since the numbers still do not show convergence
for the achievable bond dimensions due to the large local spin
at every site. (c,d) Spin-spin correlation 〈SiSj〉 on each link
of the unit cell for the non-symmetric and the SU(2)-invariant
3-PESS respectively.
ever, one can see again that the limit of infinite bond
dimension is better achieved by the SU(2)-invariant sim-
ulations as a function of 1/N (see Fig. 4(b)), with ex-
trapolated values e0(1/Deff → 0) = −0.435 ± 0.004 and
e0(1/N → 0) = −0.435± 0.002. Let us mention that for
all the iPESS simulations that we performed, the extrap-
olation in the discarded weight was not possible because
the discarded weight was always too small. The spin-
spin correlators for each link of the unit cell are shown
in Fig. 4(c-e), for the non-symmetric 3-PESS, the non-
symmetric 6-PESS and the SU(2)-invariant 6-PESS re-
spectively. While the 3-site unit cell produces a state that
seems compatible with a quantum spin liquid, the 6-site
unit cells seem to produce valence-bond crystal structures
with strong and weak links, thus breaking invariance un-
der translations and lattice rotations. We observe, in any
case, that the valence bond crystal tends to melt when we
increase the bond dimension of the iPESS ansatz, both
for the non-symmetric and the SU(2)-invariant simula-
tions, thus slowly recovering translation invariance (see
Fig. 5 for plots of the correlator skewness as Deff in-
creases). Interestingly, we also observe in the figure that
the non-symmetric simulations tend to melt faster than
the SU(2)-symmetric ones. The observed pattern of lo-
cal correlations for the non-symmetric 6-site iPESS in
Fig. 4(d) is expected, since TN simulations tend to trade
symmetry for injectivity of the target state. For the
symmetric 6-site iPESS the correlators are even more
skewed presumably due to non-uniform effective bond
dimensions caused by the mixture of integer and half-
5Model No symmetry SU(2)
s = 1 BLBQ (7, 0.3188) (6, 19.5, 0.3108)
s = 1/2 KHAF (10,−0.4348) (7, 17.75,−0.4349)
s = 2 KHAF (10,−4.7975) (5, 19,−4.8227)
TABLE I: Ground state energies obtained for the maxi-
mum achievable bond dimension for the bilinear-biquadratic
(BLBQ) and KHAF models that we considered. We show
(D, e0) for non-symmetric simulations and (Dsym, Deff, e0) for
SU(2)-invariant ones, with D the non-symmetric bond di-
mension, Dsym the symmetric bond dimension and Deff the
effective bond dimension when using SU(2) averaged for all
bonds, which can be integer or fractional.
integer representations. This effect is expected to vanish
in the limit of large bond dimensions, and also explains
the slower melting in Fig. 5.
Finally, we computed the ground state energy of the
spin-2 KHAF for a 3-site unit cell without and with
SU(2) symmetry. Unlike in the spin-1/2 case, the fact
that we have spin 2 in the physical indices allows us to use
the 3-site unit cell (this, in fact, is true for all integer-spin
Heisenberg models on the Kagome lattice). The results
are shown in Fig. 6. This time, due to the large dimension
of the physical spin at every site, we cannot reach values
of Dsym as large as for the spin-1/2 case. However, the ef-
fective bond dimension is larger for the spin-2 KHAF, as
shown in Table I. We see in Figs. 6(a,b) that the SU(2)-
invariant simulations can handle larger Deff and produce
lower variational energy than the non-symmetric simula-
tions. Moreover, both in the non-symmetric and symmet-
ric cases we observe in Figs. 6(c,d) a structure of spin-
spin correlators in the unit cell that seems compatible
with that of a quantum spin liquid, which is also com-
patible with the algebraic behaviour of the ground state
energy with Deff in Fig. 6(a). The energies are, however,
difficult to extrapolate to infinite bond dimension, and
hence we cannot be sure whether this is the true nature
of the ground state. But we can claim that, to the best
of our calculations, here the SU(2)-invariant iPESS with
a 3-site unit cell produces the best variational energy for
the ground state, which seems compatible with a quan-
tum spin liquid. Moreover, we computed the expectation
value of the chiral correlators Si · (Sj × Sk) on all tri-
angles, and obtained exactly 0 everywhere, in turn also
compatible with the structure of a non-chiral quantum
spin liquid.
Conclusions.- In Table I we make a comparison of the
computed ground state energies for the maximum achiev-
able bond dimensions, for the three models considered
here, and for non-symmetric and SU(2)-symmetric sim-
ulations. The improvement due to SU(2) seems to de-
pend on the gap: large for the spin-1 model (Haldane
phase, large gap), and small for the spin-1/2 KHAF
(quantum spin liquid, tiny gap). For the spin-2 model,
the SU(2) simulations point towards a quantum spin liq-
uid as a plausible ground state. From the results that
we presented here, we can conclude that implementing
SU(2) symmetry in 2d TN algorithms usually produces
better energies than non-symmetric simulations, but the
actual performance strongly depends on the specifics of
the model and in particular on the gap of the phase being
targeted. We expect that the full potential of symmetries
in 2d TN methods will unfold once larger bond dimen-
sions become accessible, in turn allowing to include many
SU(2) quantum numbers.
Acknowledgments.- We acknowledge Andreas
Haller, Saeed Jahromi, Matteo Rizzi, and Sukhbinder
Singh for insightful discussions. We also acknowledge
DFG funding through project GZ OR 381/3-1, as well
as the MAINZ Graduate School of Excellence.
[1] R. Oru´s, Ann. Phys. 349, 117 (2014); R. Oru´s, Nat. Rev.
Phys. 1, 538 (2019).
[2] Y. Levine, O. Sharir, N. Cohen, A. Shashua, Phys. Rev.
Lett. 122, 065301 (2019); J. Chen, S. Cheng, H. Xie,
L. Wang, T. Xiang, Phys. Rev. B 97, 085104 (2018); I.
Glasser, N. Pancotti, M. August, I. D. Rodriguez, J.I.
Cirac, Phys. Rev. X 8, 011006 (2018); E. M. Stouden-
mire, D. J. Schwab, Adv. Neur. Inf. Proc. Syst. 29, 4799
(2016); E. M. Stoudenmire, Quant. Sci. and Tech. 3,
034003 (2018); D. Liu, S.-J. Ran, P. Wittek, C. Peng,
R. Bla´zquez Garc´ıa, G. Su, M. Lewenstein, New J. Phys.
21, 073059 (2019); Z.-Y. Han, J. Wang, H. Fan, L. Wang,
P. Zhang, Phys. Rev. X 8, 031012 (2018); W. Huggins,
P. Patel, K. B. Whaley, E. M. Stoudenmire, Quant. Sci.
and Tech. 4, 024001 (2019); I. Glasser, N. Pancotti,
J. I. Cirac, arXiv:1806.05964; A. J. Ga´llego, R. Oru´s,
arXiv:1708.01525.
[3] B. Swingle, Phys. Rev. D 86, 065007 (2012); G.
Evenbly, G. Vidal, J Stat Phys 145:891-918 (2011);
B. Swingle, arXiv:1209.3304; M. Nozaki, S. Ryu, T.
Takayanagi, JHEP 10 (2012) 193; A. Mollabashi, M.
Nozaki, S. Ryu, T. Takayanagi, JHEP 03 (2014)
098; A. Milsted, G. Vidal, arXiv:1812.00529; H. Mat-
sueda, arXiv:1208.5103; H. Matsueda, arXiv:1208.5305;
J. Molina-Vilaplana, P. Sodano, JHEP10011 (2011); J.
Molina-Vilaplana, arXiv:1109.5592; H. Matsueda, M.
Ishihara, Y. Hashizume, arXiv:1208.0206; H. Matsueda,
arXiv:1208.5106; J. Molina-Vilaplana, JHEP05024
(2013); J. Molina-Vilaplana, J. Prior, Gen. Relativ.
Gravit 46:1823 (2014); N. Bao, G.Penington, J. Sorce,
A. Wall, arXiv:1812.01171; P. Hayden, S. Nezami, X.-
L. Qi, N. Thomas, M. Walter, Z. Yang, JHEP11009
(2016); X.-L. Qi, Z. Yang, arXiv:1801.05289; R.
Vasseur, A. C. Potter, Y.-Z. You, A. W. W. Ludwig,
arXiv:1807.07082; F. Pastawski, B. Yoshida, D. Harlow,
J. Preskill, JHEP06149 (2015); T. Hartman, J. Malda-
cena, JHEP05014 (2013).
[4] S. R. White, Phys. Rev. Lett.69, 28632866 (1992); S. R.
6White, Phys. Rev. B 48, 10345 (1992).
[5] F. Verstraete, J. I. Cirac, cond-mat/0407066.
[6] J. Jordan, R. Oru´s, G. Vidal, F. Verstraete, J. I. Cirac,
Phys. Rev. Lett. 101, 250602 (2008); J. Jordan, R. Oru´s,
G. Vidal, Phys. Rev. B 79, 174515 (2009).
[7] Z. Y. Xie, J. Chen, J. F. Yu, X. Kong, B. Normand, T.
Xiang, Phys. Rev. X 4, 011025 (2014).
[8] S. S. Jahromi, R. Oru´s, D. Poilblanc, F. Mila,
arXiv:1912.10756; A. Kshetrimayum, T. Picot, R. Oru´s,
D. Poilblanc, Phys. Rev. B 94, 235146 (2016).
[9] H. C. Jiang, Z. Y. Weng, D. N. Sheng, Phys. Rev. Lett.
101, 117203 (2008); S. Yan, D. A. Huse, S. White, Sci-
ence 332, 1173 (2011); S. Depenbrock, I. P. McCulloch,
U. Schollwo¨ck, Phys. Rev. Lett. 109, 067201 (2012); G.
Evenbly, G. Vidal, Phys. Rev. Lett. 104, 187203 (2010);
T. Picot, M. Ziegler, R. Oru´s, D. Poilblanc, Phys. Rev.
B 93, 060407 (2016).
[10] I. McCulloch, M. Gulacsi, Eur. Phys. Lett. 57, 852
(2002); S. Singh, H.-Q. Zhou, G. Vidal, New J. Phys.
033029 (2010).
[11] T. Liu, W. Li, A. Weichselbaum, J. von Delft, G. Su,
Phys. Rev. B 91, 060403 (2015); W. Li, A. Weichsel-
baum, J. von Delft, H.-H. Tu, Phys. Rev. B 91, 224414
(2015); J.-W. Mei, J.-Y. Chen, H. He, X.-G. Wen, Phys.
Rev. B 95, 235107 (2017); S.-J. Ran, W. Li, S.-S. Gong,
A. Weichselbaum, J. von Delft, G. Su, Phys. Rev. B
97, 075146 (2018); M. Mambrini, R. Oru´s, D. Poilblanc,
Phys. Rev. B 94, 205124 (2016); D. Poilblanc, M. Mam-
brini, Phys. Rev. B 96, 014414 (2017); C. Hubig, SciPost
Phys. 5, 047 (2018) ; J.-Y. Chen, L. Vanderstraeten, S.
Capponi, D. Poilblanc, Phys. Rev. B 98, 184409 (2018).
[12] P. Schmoll, S. Singh, M. Rizzi, R. Oru´s,
arXiv:1809.08180.
[13] P. Schmoll, A. Haller, M. Rizzi, R. Oru´s, Phys. Rev. B
99, 205121 (2019).
[14] H. C. Jiang, Z. Y. Weng, T. Xiang, Phys. Rev. Lett. 101,
090603 (2008).
[15] M. Lubasch, I. Cirac, M.C. Ban˜uls, Phys. Rev. B 90,
064425 (2014); H. N. Phien, J. A. Bengua, H. D. Tuan,
P. Corboz, R. Oru´s, Phys. Rev. B 92, 035142 (2015).
[16] L. Vanderstraeten, J. Haegeman, P. Corboz, F. Ver-
straete, Phys. Rev. B 94, 155123 (2016); P. Corboz,
Phys. Rev. B 94, 035133 (2016).
[17] R. J. Baxter, Physica A 106, pp18-27 (1981); R. J. Bax-
ter, Exactly Solved Models in Statistical Mechanics, Aca-
demic Press, London, (1982); R. J. Baxter, J. Math.
Phys. 9, 650 (1968); R. J. Baxter, J. Stat. Phys. 19461
(1978); T. Nishino, K. Okunishi, J. Phys. Soc. Jpn. 65,
pp. 891-894 (1996); T. Nishino, K. Okunishi, J. Phys.
Soc. Jp. 66, 3040 (1997); R. Oru´s, G. Vidal, Phys. Rev.
B 80, 094403 (2009); R. Oru´s, Phys. Rev. B 85, 205117
(2012); L. Vanderstraeten, M. Mari´’en, F. Verstraete, J.
Haegeman, Phys. Rev. B 92, 201111 (2015).
[18] I. Niesen, P. Corboz, SciPost Phys. 3, 030 (2017).
[19] P. Corboz, Phys. Rev. B 93, 045116 (2016).
