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Abstract
Let K denote a field of characteristic 0 and let V denote a vector space over K with positive
finite dimension. Consider an ordered pair of linear transformations A : V → V and A∗ :
V → V that satisfies both conditions below:
(i) There exists a basis for V with respect to which the matrix representing A is diagonal
and the matrix representing A∗ is irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is diagonal
and the matrix representing A is irreducible tridiagonal.
We call such a pair a Leonard pair on V . Let (A,A∗) denote a Leonard pair on V . A basis for
V is said to be standard for (A,A∗) whenever it satisfies (i) or (ii) above. A basis for V is said
to be split for (A,A∗) whenever with respect to this basis the matrix representing one of A,A∗
is lower bidiagonal and the matrix representing the other is upper bidiagonal. Let (A,A∗) and
(B,B∗) denote Leonard pairs on V . We say these pairs are adjacent whenever each basis for
V which is standard for (A,A∗) (resp. (B,B∗)) is split for (B,B∗) (resp. (A,A∗)). Our main
results are as follows.
Theorem 1. There exist at most 3 mutually adjacent Leonard pairs on V provided the dimen-
sion of V is at least 2.
Theorem 2. Let (A,A∗), (B, B∗), and (C,C∗) denote three mutually adjacent Leonard pairs
on V. Then for each of these pairs, the eigenvalue sequence and dual eigenvalue sequence are
in arithmetic progression.
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Theorem 3. Let (A,A∗) denote a Leonard pair on V whose eigenvalue sequence and dual
eigenvalue sequence are in arithmetic progression. Then there exist Leonard pairs (B,B∗)
and (C,C∗) on V such that (A,A∗), (B, B∗), and (C,C∗) are mutually adjacent.
© 2005 Elsevier Inc. All rights reserved.
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1. Leonard pairs
Throughout the paper, K will denote a field of characteristic 0 and V will denote
a vector space over K with positive finite dimension.
We begin by recalling the notion of a Leonard pair [2–4,6–10]. We will use the fol-
lowing terms. Let M denote a square matrix. Then M is called tridiagonal whenever
each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal.
Assume M is tridiagonal. Then M is called irreducible whenever each entry on the
subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
Definition 1.1 [2]. By a Leonard pair on V , we mean an ordered pair (A,A∗), where
A : V → V and A∗ : V → V are linear transformations that satisfy both (i) and (ii)
below:
(i) There exists a basis for V with respect to which the matrix representing A is
diagonal and the matrix representing A∗ is irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is
diagonal and the matrix representing A is irreducible tridiagonal.
Note 1.2. It is a common notational convention to use A∗ to represent the conjugate-
transpose of A. We are not using this convention. In a Leonard pair (A,A∗), the
linear transformations A and A∗ are arbitrary subject to (i) and (ii) above.
In this paper we introduce the notion of adjacency for Leonard pairs. Our main
results are summarized as follows. We show that there exist at most three mutually
adjacent Leonard pairs on V provided that dimV  2. Given three mutually adjacent
Leonard pairs on V , we show that the eigenvalue sequence and dual eigenvalue
sequence of each is in arithmetic progression. Given a Leonard pair on V whose
eigenvalue sequence and dual eigenvalue sequence are in arithmetic progression, we
show that there exist two additional Leonard pairs on V such that all three Leonard
pairs are mutually adjacent.
For the rest of this section we recall some basic results concerning Leonard pairs.
Definition 1.3. Let (A,A∗) denote a Leonard pair on V . Let W denote a vector
space over K with positive finite dimension and let (B, B∗) denote a Leonard pair
on W . By an isomorphism of Leonard pairs from (A,A∗) to (B, B∗), we mean an
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isomorphism of vector spaces σ : V → W such that σAσ−1 = B and σA∗σ−1 =
B∗. We say (A,A∗) and (B, B∗) are isomorphic whenever there exists an isomorph-
ism of Leonard pairs from (A,A∗) to (B, B∗).
Lemma 1.4 [2, Lemma 1.3]. Let (A,A∗) denote a Leonard pair on V. Then the
eigenvalues of A (resp. A∗) are mutually distinct and contained in K.
Lemma 1.5 [2, Lemma 3.3]. Let (A,A∗) denote a Leonard pair on V. Then there
does not exist a proper nonzero subspace W of V such that AW ⊆ W and A∗W ⊆
W.
By a decomposition of V we mean a sequence V0, V1, . . . , Vd of one-dimensional
subspaces of V such that
V = V0 + V1 + · · · + Vd (direct sum).
Let v0, v1, . . . , vd denote a basis for V and let V0, V1, . . . , Vd denote a decompos-
ition of V . We say V0, V1, . . . , Vd is induced by v0, v1, . . . , vd whenever Vi =
span(vi) for 0  i  d .
Definition 1.6. Let (A,A∗) denote a Leonard pair on V . A basis for V is said to
be A-standard (resp. A∗-standard) whenever with respect to this basis the mat-
rix representing A (resp. A∗) is diagonal and the matrix representing A∗ (resp. A)
is irreducible tridiagonal. A decomposition of V is said to be A-standard (resp.
A∗-standard) whenever it is induced by an A-standard basis (resp. A∗-standard
basis). A basis (resp. decomposition) for V is said to be standard for (A,A∗)
whenever it is either A-standard or A∗-standard.
Let a0, a1, . . . , an be a finite sequence. By the inversion of a0, a1, . . . , an we
mean the sequence an, an−1, . . . , a0.
Let (A,A∗) denote a Leonard pair on V and let V0, V1, . . . , Vd denote a decom-
position of V . Observe that the inversion Vd, Vd−1, . . . , V0 is also a decomposition
of V . One easily verifies that V0, V1, . . . , Vd is A-standard (resp. A∗-standard) if and
only if the inversion Vd, Vd−1, . . . , V0 is A-standard (resp. A∗-standard). Moreover,
by [5, p. 388] there is no other A-standard (resp. A∗-standard) decomposition of V .
2. Flags
In this section we will discuss the notion of a standard flag for a Leonard pair.
Definition 2.1. By a flag on V , we mean a sequence F0, F1, . . . , Fd of subspaces
of V such that Fi−1 ⊂ Fi for 1  i  d , Fi has dimension i + 1 for 0  i  d , and
Fd = V . We call Fi the ith component of the flag.
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The following construction yields a flag on V . Let V0, V1, . . . , Vd denote
a decomposition of V . Set
Fi = V0 + V1 + · · · + Vi
for 0  i  d . Observe that the sequence F0, F1, . . . , Fd is a flag on V . We say
F0, F1, . . . , Fd is induced by V0, V1, . . . , Vd .
For each Leonard pair, we will define a set of flags as follows.
Definition 2.2. Let (A,A∗) denote a Leonard pair on V . A flag on V is said to
be A-standard (resp. A∗-standard) whenever it is induced by an A-standard (resp.
A∗-standard) decomposition of V . A flag on V is said to be standard for (A,A∗)
whenever it is either A-standard or A∗-standard. We define F(A,A∗) to be the set
of the flags on V which are standard for (A,A∗).
Lemma 2.3. Let (A,A∗) denote a Leonard pair on V. No flag on V is both A-
standard and A∗-standard provided dimV  2.
Proof. Assume dimV  2. Suppose there exists a flag on V that is both A-standard
and A∗-standard. For this flag the 0th component is a one-dimensional subspace of
V that is invariant for A and A∗. This contradicts Lemma 1.5. 
Corollary 2.4. Let (A,A∗) denote a Leonard pair on V. Then (i)–(iii) below are
true:
(i) The number of A-standard flags on V is two if dimV  2 and one if dimV =
1.
(ii) The number of A∗-standard flags on V is two if dimV  2 and one if dimV =
1.
(iii) |F(A,A∗)| = 4 if dimV  2 and |F(A,A∗)| = 1 if dimV = 1.
Proof. Assume dimV  2; otherwise the result is trivial.
Recall from the last paragraph of Section 2 that there are exactly two A-standard
decompositions of V and these decompositions are inversions of each other. The two
A-standard flags induced by these decompositions are distinct since their 0th com-
ponents are distinct. A similar argument shows there are two A∗-standard
flags. By Lemma 2.3 no flag on V is both A-standard and A∗-standard, so
|F(A,A∗)| = 4. 
We now discuss the notion of opposite flags. Let F0, F1, . . . , Fd and G0,G1, . . . ,
Gd denote flags on V . These flags are said to be opposite whenever
Fi ∩Gj = 0 if i + j < d, 0  i, j  d.
The following construction produces an ordered pair of opposite flags on V . Let
V0, V1, . . . , Vd denote a decomposition of V . Set
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Fi = V0 + V1 + · · · + Vi,
Gi = Vd + Vd−1 + · · · + Vd−i
for 0  i  d . Observe that the sequences F0, F1, . . . , Fd and G0,G1, . . . ,Gd are
opposite flags on V .
Given an ordered pair of opposite flags on V , the following construction produces
a decomposition of V . Let F0, F1, . . . , Fd and G0,G1, . . . ,Gd denote an ordered
pair of opposite flags on V . Set
Vi = Fi ∩Gd−i
for 0  i  d . One easily verifies that V0, V1, . . . , Vd is a decomposition of V .
Remark 2.5. Let D denote the set of all decompositions of V , and let F denote the
set of all ordered pairs of opposite flags on V . In the previous two paragraphs, we
defined a map from D to F and a map from F to D. It is routine to show that these
maps are inverses of one another. In particular, each of these maps is a bijection.
We will use the following notation.
Definition 2.6. Let f, g denote an ordered pair of opposite flags on V . Set
Vi = Fi ∩Gd−i , 0  i  d,
where Fj (resp. Gj ) denotes the j th component of f (resp. g) for 0  j  d . Since
f and g are opposite, V0, V1, . . . , Vd is a decomposition of V . We denote this de-
composition by [fg].
We now return our attention to Leonard pairs.
Theorem 2.7 [3, Theorem 7.3]. Let (A,A∗) denote a Leonard pair on V . Then the
flags in F(A,A∗) are mutually opposite.
We will find the following result useful.
Corollary 2.8. Let (A,A∗) denote a Leonard pair on V. Let x, y denote distinct
flags on V. Then the following are equivalent:
(i) Each of x, y is A-standard.
(ii) The flags x, y are opposite and [xy] is an A-standard decomposition.
Proof. (i)⇒ (ii): Observe that x, y are distinct elements of F(A,A∗), so by The-
orem 2.7, x, y are opposite. Since x is an A-standard flag, by Definition 2.2 there
exists an A-standard decomposition V0, V1, . . . , Vd that induces x. Similarly there
exists an A-standard decomposition that induces y. This decomposition must be
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Vd, Vd−1, . . . , V0 by Corollary 2.4(i) and since x /= y. Observe that the decomposi-
tion [xy] is equal to V0, V1, . . . , Vd and is therefore A-standard.
(ii)⇒ (i): Combine Remark 2.5 and Definition 2.2. 
3. The split decomposition
In this section we discuss the split decompositions for a Leonard pair. We will use
the following terms. Let M denote a square matrix. We say M is lower bidiagonal
whenever each nonzero entry lies on either the diagonal or the subdiagonal. We say
M is upper bidiagonal whenever the transpose of M is lower bidiagonal.
Definition 3.1. Let (A,A∗) denote a Leonard pair on V . A basis for V is said to be
LU -split for (A,A∗) whenever with respect to this basis the matrix representing A
is lower bidiagonal and the matrix representing A∗ is upper bidiagonal. A decom-
position of V is said to be LU -split for (A,A∗) whenever it is induced by a basis for
V that is LU -split for (A,A∗).
Lemma 3.2 [1, Theorem 4.6; 4, Corollary 7.6]. Let (A,A∗) denote a Leonard
pair on V. Let V0, V1, . . . , Vd denote a decomposition of V. Then the following are
equivalent:
(i) V0, V1, . . . , Vd is LU -split for (A,A∗).
(ii) There exist an A∗-standard flag x and an A-standard flag y such that [xy] is
equal to V0, V1, . . . , Vd .
Definition 3.3. Let (A,A∗) denote a Leonard pair on V . A basis for V is said to be
UL-split for (A,A∗) whenever with respect to this basis the matrix representing A
is upper bidiagonal and the matrix representing A∗ is lower bidiagonal. A decom-
position of V is said to be UL-split for (A,A∗) whenever it is induced by a basis for
V that is UL-split for (A,A∗).
Let (A,A∗) denote a Leonard pair on V . One easily verifies that a decomposition
(resp. basis) of V is LU -split for (A,A∗) if and only if the inversion of that decom-
position (resp. basis) is UL-split for (A,A∗). By this and Lemma 3.2 we obtain the
following result.
Lemma 3.4. Let (A,A∗) denote a Leonard pair on V. Let V0, V1, . . . , Vd denote a
decomposition of V. Then the following are equivalent:
(i) V0, V1, . . . , Vd is UL-split for (A,A∗).
(ii) There exist an A-standard flag x and an A∗-standard flag y such that [xy] is
equal to V0, V1, . . . , Vd .
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Definition 3.5. Let (A,A∗) denote a Leonard pair on V . A basis (resp. decomposi-
tion) of V is said to be split for (A,A∗) whenever it is either LU -split or UL-split
for (A,A∗).
4. Adjacent Leonard pairs
In this section we define what it means for two Leonard pairs on V to be adjacent.
We begin with a lemma.
Lemma 4.1. Let (A,A∗) and (B, B∗) denote Leonard pairs on V. Then the follow-
ing are equivalent:
(i) Each decomposition of V that is standard for (A,A∗) is split for (B, B∗).
(ii) Each decomposition of V that is standard for (B, B∗) is split for (A,A∗).
Proof. Assume dimV  2; otherwise the result is trivial.
(i)⇒ (ii): Consider an A-standard decomposition of V . By assumption this de-
composition is split for (B, B∗). Inverting this decomposition if necessary, we can
assume that it is UL-split for (B, B∗). By Lemma 3.4, there exists a B-standard
flag x and a B∗-standard flag y such that [xy] is this A-standard decomposition.
By Corollary 2.8, we find x, y are the A-standard flags. Consider an A∗-standard
decomposition of V . By assumption this decomposition is split for (B, B∗). Inverting
this decomposition if necessary, we can assume that it is UL-split for (B, B∗). By
Lemma 3.4, there exists a B-standard flag w and a B∗-standard flag z such that
[wz] is this A∗-standard decomposition. By Corollary 2.8, we find w, z are the A∗-
standard flags. By Lemma 2.3 and since dimV  2, no flag on V is both A-standard
and A∗-standard. Therefore w, x, y, z are distinct. We now see that x,w are the B-
standard flags and y, z are the B∗-standard flags. Apparently the decompositions of
V that are standard for (B, B∗) are [xw], [wx], [yz], [zy]. By Lemma 3.2 and 3.4,
each of these is split for (A,A∗).
(ii)⇒ (i): Reverse the roles of (A,A∗) and (B, B∗) in the proof of (i)⇒ (ii). 
Rephrasing Lemma 4.1 in terms of bases, we obtain the following result.
Corollary 4.2. Let (A,A∗) and (B, B∗) denote Leonard pairs on V. Then the fol-
lowing are equivalent:
(i) Each basis for V that is standard for (A,A∗) is split for (B, B∗).
(ii) Each basis for V that is standard for (B, B∗) is split for (A,A∗).
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Definition 4.3. Let (A,A∗) and (B, B∗) denote Leonard pairs on V . We say these
pairs are adjacent whenever they satisfy conditions (i) and (ii) in Lemma 4.1 (equiv-
alently, they satisfy conditions (i) and (ii) in Corollary 4.2.)
Lemma 4.4. Let (A,A∗) and (B, B∗) denote adjacent Leonard pairs on V. Then
each of the following (i)–(iv) are adjacent Leonard pairs on V :
(i) (A,A∗) and (B, B∗).
(ii) (A∗, A) and (B, B∗).
(iii) (A,A∗) and (B∗, B).
(iv) (A∗, A) and (B∗, B).
Proof. Observe that a basis for V is standard (resp. split) for (A,A∗) if and only if
that basis is standard (resp. split) for (A∗, A). A similar statement applies for (B, B∗)
and (B∗, B). The result follows. 
Our next goal is to show that there exist at most three mutually adjacent Leonard
pairs on V provided dimV  2. To do this, we first introduce some notation.
Let (A,A∗) denote a Leonard pair on V and assume dimV  2. We define a rela-
tion ∼ on the setF(A,A∗) as follows. Let x, y ∈F(A,A∗). Then x ∼ y whenever
either x and y are both A-standard flags or x and y are both A∗-standard flags. We
observe that ∼ is an equivalence relation on F(A,A∗). The relation ∼ partitions
F(A,A∗) into two equivalence classes, each containing two elements. We call ∼
the principal relation induced by (A,A∗).
Lemma 4.5. Assume dimV  2. Let (A,A∗) and (B, B∗) denote Leonard pairs on
V. Then the following are equivalent:
(i) (A,A∗) and (B, B∗) are adjacent.
(ii) F(A,A∗) =F(B, B∗) and the principal relation induced by (A,A∗) is dif-
ferent from the principal relation induced by (B, B∗).
Proof. (i)⇒ (ii): By Definition 4.3 we find Lemma 4.1(i) holds. We argue as in the
proof of (i)⇒ (ii) from Lemma 4.1. Using the same notation as in that proof, we
see thatF(A,A∗) andF(B, B∗) are both equal to {w, x, y, z}. Recall that x,w are
the B-standard flags, that y, z are the B∗-standard flags, that x, y are the A-standard
flags, and thatw, z are theA∗-standard flags. Therefore the principal relation induced
by (A,A∗) is different from the principal relation induced by (B, B∗).
(ii)⇒ (i): The decompositions of V that are standard for (A,A∗) are split for
(B, B∗). Therefore (A,A∗) and (B, B∗) are adjacent by Definition 4.3. 
We now present our first main result.
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Theorem 4.6. Assume dimV  2. Then there exist at most three mutually adjacent
Leonard pairs on V.
Proof. There are three ways to partition a four element set into two sets, each of size
two. The result follows from this and Lemma 4.5. 
5. The eigenvalue and dual eigenvalue sequences for a Leonard pair
In this section we discuss the eigenvalues of a Leonard pair.
Definition 5.1. Let (A,A∗) denote a Leonard pair on V and let V0, V1, . . . , Vd de-
note an A-standard decomposition of V . Recall that for 0  i  d , Vi is an eigen-
space for A; let θi denote the corresponding eigenvalue. We call θ0, θ1, . . . , θd the
eigenvalue sequence for (A,A∗) that corresponds to V0, V1, . . . , Vd .
Definition 5.2. Let (A,A∗) denote a Leonard pair on V and let V ∗0 , V ∗1 , . . . , V ∗d de-
note an A∗-standard decomposition of V . For 0  i  d , recall V ∗i is an eigenspace
for A∗; let θ∗i denote the corresponding eigenvalue. We call θ∗0 , θ∗1 , . . . , θ∗d the dual
eigenvalue sequence for (A,A∗) that corresponds to V ∗0 , V ∗1 , . . . , V ∗d .
Let (A,A∗) denote a Leonard pair on V . Observe that if θ0, θ1, . . . , θd is an
eigenvalue sequence for (A,A∗) then so is θd, θd−1, . . . , θ0 and there is no other
eigenvalue sequence for (A,A∗). A similar result holds for the dual eigenvalue
sequences of (A,A∗).
We recall a basic property of the eigenvalue and dual eigenvalue sequences.
Lemma 5.3 [1, Theorem 11.1]. Let (A,A∗) denote a Leonard pair on V. Let θ0,
θ1, . . . , θd (resp. θ∗0 , θ∗1 , . . . , θ∗d ) denote an eigenvalue sequence (resp. dual eigen-
value sequence) for (A,A∗). Then the scalars
θi−2 − θi+1
θi−1 − θi ,
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
are equal and independent of i for 2  i  d − 1.
Parametric expressions for the eigenvalue sequences and dual eigenvalue
sequences of a Leonard pair can be found in [1, Theorem 11.2].
Let (A,A∗) denote a Leonard pair on V . Let θ0, θ1, . . . , θd (resp. θ∗0 , θ∗1 , . . . , θ∗d )
denote an eigenvalue sequence (resp. dual eigenvalue sequence) for (A,A∗). In this
paper we will encounter the special case in which the scalars
θi − θi+1
θi−1 − θi ,
θ∗i − θ∗i+1
θ∗i−1 − θ∗i
,
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are equal and independent of i for 1  i  d − 1. The next three lemmas prepare us
for this special case.
Lemma 5.4. Let d denote a nonnegative integer and let θ0, θ1, . . . , θd denote a se-
quence of mutually distinct scalars in K. Given q ∈ K such that q /= 0 and q /= 1,
the following are equivalent:
(i) For 1  i  d − 1,
θi − θi+1
θi−1 − θi = q.
(ii) There exists α, β ∈ K such that α /= 0 and θi = αqi + β for 0  i  d.
Proof. (i)⇒ (ii): Observe θi+1 − (1 + q)θi + qθi−1 = 0 for 1  i  d − 1. The
characteristic polynomial of this recursion is x2 − (1 + q)x + q = 0 and this poly-
nomial has roots at x = 1 and x = q. We conclude that there exists α, β ∈ K such
that θi = αqi + β for 0  i  d . Furthermore, α /= 0 since θ0, θ1, . . . , θd are mutu-
ally distinct.
(ii)⇒ (i): This direction is clear. 
Definition 5.5. Let d denote a nonnegative integer and let θ0, θ1, . . . , θd denote a
sequence of mutually distinct scalars in K. Given q ∈ K such that q /= 0 and q /= 1,
we call this sequence q-classical whenever it satisfies the equivalent conditions (i),
(ii) from Lemma 5.4.
Note 5.6. Referring to Definition 5.5, assume the sequence θ0, θ1, . . . , θd is q-
classical. Then qi /= 1 for 1  i  d .
Proof. Immediate from Lemma 5.4(ii) and the fact that θ0, θ1, . . . , θd are mutually
distinct. 
Note 5.7. Referring to Definition 5.5, the sequence θ0, θ1, . . . , θd is q-classical if
and only if the sequence θd, θd−1, . . . , θ0 is q−1-classical.
Lemma 5.8. Let d denote a nonnegative integer and let θ0, θ1, . . . , θd denote a
sequence of mutually distinct scalars in K. The following are equivalent:
(i) For 1  i  d − 1,
θi − θi+1
θi−1 − θi = 1.
(ii) There exists α, β ∈ K such that α /= 0 and θi = αi + β for 0  i  d.
Proof. Routine. 
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Definition 5.9. Let d denote a nonnegative integer and let θ0, θ1, . . . , θd denote a se-
quence of mutually distinct scalars in K. We call this sequence arithmetic whenever
it satisfies the equivalent conditions (i), (ii) from Lemma 5.8.
Note 5.10. Referring to Definition 5.9, the sequence θ0, θ1, . . . , θd is arithmetic if
and only if the sequence θd, θd−1, . . . , θ0 is arithmetic.
We now return our attention to Leonard pairs.
Lemma 5.11. Let (A,A∗) denote a Leonard pair on V. Let θ0, θ1, . . . , θd denote an
eigenvalue sequence for (A,A∗). Assume d  3 and
θ1 − θ2
θ0 − θ1 =
θ2 − θ3
θ1 − θ2 . (1)
Then
θi − θi+1
θi−1 − θi
is independent of i for 1  i  d − 1.
Proof. We show
θ1 − θ2
θ0 − θ1 =
θi − θi+1
θi−1 − θi (2)
for 1  i  d − 1. We proceed by induction. Let i be given. If i = 1 then (2) holds
so assume 2  i  d − 1. By Lemma 5.3,
θ0 − θ3
θ1 − θ2 =
θi−2 − θi+1
θi−1 − θi .
Using this and induction we find
−θ0 − θ1
θ1 − θ2 +
θ0 − θ3
θ1 − θ2 − 1 = −
θi−2 − θi−1
θi−1 − θi +
θi−2 − θi+1
θi−1 − θi − 1.
Reducing we get
θ2 − θ3
θ1 − θ2 =
θi − θi+1
θi−1 − θi .
Evaluating this equation using (1) we obtain (2). The result follows. 
6. Eigenvalue and dual eigenvalue sequences for adjacent Leonard pairs
In this section we will discuss the eigenvalues and dual eigenvalues of adjacent
Leonard pairs. We use the following notation.
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Definition 6.1. Let (A,A∗) and (B, B∗) denote adjacent Leonard pairs on V , and
assume dimV  2. Recall by Lemma 4.5 thatF(A,A∗) =F(B, B∗) and the prin-
cipal relations induced by (A,A∗) and (B, B∗) are distinct. Let w, x, y, z denote
the elements of F(A,A∗) =F(B, B∗), ordered so that the flag types are given as
follows.
B-standard flags B∗-standard flags
A-standard flags w x
A∗-standard flags z y
With respect to this labeling,
(i) Let θ0, θ1, . . . , θd denote the eigenvalue sequence for (A,A∗) associated with
the decomposition [wx].
(ii) Let θ∗0 , θ∗1 , . . . , θ∗d denote the dual eigenvalue sequence for (A,A∗) associated
with the decomposition [yz].
(iii) Let η0, η1, . . . , ηd denote the eigenvalue sequence for (B, B∗) associated with
the decomposition [zw].
(iv) Let η∗0, η∗1, . . . , η∗d denote the dual eigenvalue sequence for (B, B∗) associated
with the decomposition [xy].
Lemma 6.2. With reference to Definition 6.1,
(θd−i − θd)(θd−i − θd−1) · · · (θd−i − θd−j+1)
(θd−j − θd)(θd−j − θd−1) · · · (θd−j − θd−j+1)
= (η0 − ηj+1)(η0 − ηj+2) · · · (η0 − ηi)
(ηj − ηj+1)(ηj − ηj+2) · · · (ηj − ηi) (3)
for 0  j  i  d.
Proof. Let V0, V1, . . . , Vd denote the decomposition [wx] and let U0, U1, . . . , Ud
denote the decomposition [zw]. Let 0 /= u ∈ U0. Observe that u is an eigenvector
for A∗ with eigenvalue θ∗d . Define ui = (A− θd) · · · (A− θd−i+1)u for 0  i  d .
By [3, p. 841], ui is a basis for Ui for 0  i  d . Moreover, u0, u1, . . . , ud is a
basis for V . By [4, Section 19], there exists a basis v0, v1, . . . , vd for V such that
vi ∈ Vi for 0  i  d and∑di=0 vi = u. Let T1 denote the transition matrix from the
basis vd, vd−1, . . . , v0 to the basis u0, u1, . . . , ud . By [3, Theorem 15.2], T1 is lower
triangular with entries
T1(i, j) = (θd−i − θd) · · · (θd−i − θd−j+1) 0  j  i  d.
Observe that vd is an eigenvector for B∗ with eigenvalue η∗0. Define v′i = (B −
η0) · · · (B − ηd−i−1)vd for 0  i  d . By [3, p. 841], v′i is a basis for Vi for 0  i 
d . Moreover, v′0, v′1, . . . , v′d is a basis for V. By [4, Section 19], there exists a basis
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u′0, u′1, . . . , u′d for V such that u′i ∈ Ui for 0  i  d and
∑d
i=0u′i = vd . Let T2 de-
note the transition matrix from the basis v′d, v′d−1, . . . , v′0 to the basis u′0, u′1, . . . , u′d .
By [3, Theorem 15.2], T2 is lower triangular with entries
T2(i, j) = 1
(ηj − η0) · · · (ηj − ηj−1)
1
(ηj − ηj+1) · · · (ηj − ηi)
0  j  i  d.
Let D1 denote the transition matrix from the basis vd, vd−1, . . . , v0 to the basis
v′d , v′d−1, . . . , v′0. Since vi, v′i ∈ Vi for 0  i  d , we find D1 is diagonal. For 0 
i  d , let αi denote the (i, i) entry of D1. Observe that v′d = vd , so α0 = 1. Let D2
denote the transition matrix from the basis u′0, u′1, . . . , u′d to the basis u0, u1, . . . , ud .
Since ui, u′i ∈ Ui for 0  i  d , we find D2 is diagonal. For 0  i  d , let βi denote
the (i, i) entry of D2.
Observe that D1T2D2 is the transition matrix from the basis vd, vd−1, . . . , v0 to
the basis u0, u1, . . . , ud . This transition matrix is also given by T1, so T1 = D1T2D2.
Pick i, j ∈ Z with 0  j  i  d . Equating the (i, j) entries of T1 and D1T2D2 we
find
(θd−i − θd) · · · (θd−i − θd−j+1)
= αiβj 1
(ηj − η0) · · · (ηj − ηj−1)
1
(ηj − ηj+1) · · · (ηj − ηi) . (4)
Setting i = 0, j = 0 in (4), we find that α0β0 = 1, and therefore β0 = 1. Setting
j = 0 in (4), we find
αi = (η0 − η1) · · · (η0 − ηi) 0  i  d. (5)
Setting j = i in (4) and using (5), we find
βi = (θd−i − θd) . . . (θd−i − θd−i+1) (ηi − η0) · · · (ηi − ηi−1)
(η0 − η1) · · · (η0 − ηi) , 0  i  d.
(6)
Evaluating (4) using (5) and (6), we get (3) for 0  j  i  d . 
Lemma 6.3. With reference to Definition 6.1, the scalars
θi − θi+1
θi−1 − θi ,
ηi − ηi+1
ηi−1 − ηi (7)
are equal and independent of i for 1  i  d − 1.
Proof. Assume d  2; otherwise the result is trivial.
For 1  i  d − 1, let (i (resp. δi) denote the fraction on the left (resp. right) in
(7). We show (i, δi are equal and independent of i for 1  i  d − 1.
We first show (d−1 = δ1. Setting (i, j) = (2, 1) in (3), we find
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θd−2 − θd
θd−1 − θd =
η0 − η2
η1 − η2 . (8)
In this equation, the left-hand side (resp. right-hand side) is equal to 1 + (−1d−1 (resp.
1 + δ−11 ), so (d−1 = δ1. From now on assume d  3; otherwise we are done.
We will need the fact that (d−1 = (d−2 = δ1 = δ2. We already showed that (d−1 =
δ1. We will show (d−2 = δ2 and (d−1 = δ2. We start by showing (d−2 = δ2. Setting
(i, j) = (3, 1) in (3) we find
θd−3 − θd
θd−1 − θd =
(η0 − η2)
(η1 − η2)
(η0 − η3)
(η1 − η3) . (9)
Setting (i, j) = (3, 2) in (3) we find
(θd−3 − θd)
(θd−2 − θd)
(θd−3 − θd−1)
(θd−2 − θd−1) =
η0 − η3
η2 − η3 . (10)
Multiplying (8) by (10) and dividing the result by (9) we find
θd−3 − θd−1
θd−2 − θd−1 =
η1 − η3
η2 − η3 .
In this equation, the left-hand side (resp. right-hand side) is equal to 1 + (−1d−2 (resp.
1 + δ−12 ), so (d−2 = δ2.
We now show (d−1 = δ2. Dividing (9) by (8) and subtracting 1 from the result we
find
θd−3 − θd−2
θd−2 − θd =
η0 − η1
η1 − η3 .
In this equation, the left-hand side (resp. right-hand side) is equal to (−1d−1(−1d−2(1 +
(−1d−1)−1 (resp. δ−11 δ−12 (1 + δ−12 )−1). From our above comments (d−1(d−2 = δ1δ2.
Therefore 1 + (−1d−1 = 1 + δ−12 so (d−1 = δ2. We have now shown (d−1 = (d−2 =
δ1 = δ2.
Applying Lemma 5.11 to the eigenvalue sequence η0, η1, . . . , ηd and since δ1 =
δ2 we find δi is independent of i for 1  i  d − 1. Applying Lemma 5.11 to the ei-
genvalue sequence θd, θd−1, . . . , θ0 and since (d−1 = (d−2 we find (i is independent
of i for 1  i  d − 1. Since (d−1 = δ1 we find (i , δi are equal and independent of
i for 1  i  d − 1. 
Theorem 6.4. With reference to Definition 6.1, either (i) or (ii) below holds:
(i) Each of the sequences
θ0, θ1, . . . , θd; θ∗0 , θ∗1 , . . . , θ∗d ; η0, η1, . . . , ηd; η∗0, η∗1, . . . , η∗d
is arithmetic.
(ii) There exists q ∈ K such that q /= 0, q /= 1 and each of the sequences
θ0, θ1, . . . , θd; θ∗0 , θ∗1 , . . . , θ∗d ; η0, η1, . . . , ηd; η∗0, η∗1, . . . , η∗d
is q-classical.
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Proof. Assume d  2; otherwise (i) holds trivially.
By Lemma 4.4, (A∗, A) is adjacent to (B∗, B). Apply Lemma 6.3 to this pair by
replacing θi with θ∗i and ηi with η∗i . We find
θ∗i − θ∗i+1
θ∗i−1 − θ∗i
,
η∗i − η∗i+1
η∗i−1 − η∗i
(11)
are equal and independent of i for 1  i  d − 1.
By Lemma 4.4, (A,A∗) is adjacent to (B∗, B). Apply Lemma 6.3 to this pair by
replacing θi with θd−i and ηi with η∗d−i . We find
θi − θi+1
θi−1 − θi ,
η∗i − η∗i+1
η∗i−1 − η∗i
(12)
are equal and independent of i for 1  i  d − 1.
Combining Lemma 6.3 and lines (11), (12) we find the scalars
θi − θi+1
θi−1 − θi ,
θ∗i − θ∗i+1
θ∗i−1 − θ∗i
,
ηi − ηi+1
ηi−1 − ηi ,
η∗i − η∗i+1
η∗i−1 − η∗i
(13)
are equal and independent of i for 1  i  d − 1.
Let q denote the common value of (13) and observe q /= 0. If q = 1 then (i)
holds by Lemma 5.8 and Definition 5.9. If q /= 1 then (ii) holds by Lemma 5.4 and
Definition 5.5. 
7. Three mutually adjacent Leonard pairs
We now present our second main result.
Theorem 7.1. Let (A,A∗), (B, B∗), and (C,C∗) denote three mutually adjacent
Leonard pairs on V. Then for each of these pairs, the eigenvalue sequences and dual
eigenvalue sequences are arithmetic.
Proof. Assume dimV  3; otherwise the result is trivial.
Assume the theorem is false. Then relabeling the Leonard pairs if necessary we
can assume that the eigenvalue sequences or dual eigenvalue sequences of (A,A∗)
are not arithmetic. Since the Leonard pairs (A,A∗) and (B, B∗) are adjacent, we
adopt the notation of Definition 6.1. Since Theorem 6.4(i) does not hold for (A,A∗)
and (B, B∗), Theorem 6.4(ii)must hold. By Theorem 6.4(ii), there exists q ∈ K such
that q /= 0, q /= 1 and the eigenvalue sequence for (A,A∗) corresponding to [wx]
and the dual eigenvalue sequence for (A,A∗) corresponding to [yz] are q-classical.
By Lemma 4.5, we find F(A,A∗) =F(B, B∗) =F(C,C∗); call this common
setF. Also by Lemma 4.5, the principal relations induced onF by (A,A∗),(B,B∗),
and (C,C∗) are mutually distinct. From the construction, the principal relation
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induced by (A,A∗) partitions F into the equivalence classes {w, x} and {y, z}.
Similarly, the principal relation induced by (B, B∗) partitions F into the equival-
ence classes {w, z} and {x, y}. Therefore the principal relation induced by (C,C∗)
must partitionF into the equivalence classes {w, y} and {x, z}. Interchanging C and
C∗ if necessary, we can assume that w, y are the C-standard flags and x, z are the
C∗-standard flags.
Now apply Theorem 6.4 to the adjacent Leonard pairs (A,A∗) and (C,C∗). We
find Theorem 6.4(ii) holds and there exists q ′ ∈ K (q ′ /= 0, q ′ /= 1) such that the
eigenvalue sequence for (A,A∗) corresponding to [wx] and the dual eigenvalue
sequence for (A,A∗) corresponding to [zy] is q ′-classical. Since the eigenvalue
sequence for (A,A∗) corresponding to [wx] is both q-classical and q ′-classical we
have q = q ′. Since the decomposition [yz] is the inversion of the decomposition [zy],
the dual eigenvalue sequence for (A,A∗) corresponding to [zy] is both q−1-classical
and q ′-classical. Therefore q−1 = q ′. Since q = q ′ and q−1 = q ′, we find q = 1 or
q = −1. By construction q /= 1. Observe q /= −1 by Note 5.6 and since d  2. We
now have a contradiction. 
8. Example
In this section we give an example of three mutually adjacent Leonard pairs.
Our discussion will start with the Lie algebra sl2(K). This algebra has a basis
e, f, h that satisfies [e, f ] = h, [e, h] = −2e, and [f, h] = 2f , where [, ] denotes
the Lie bracket. Such a basis is called a Chevalley basis.
We recall the irreducible, finite dimensional sl2(K)-modules. For an integer d 
0, up to isomorphism there exists a unique irreducible sl2(K)-module with dimen-
sion d + 1. We call this module V d . Given a Chevalley basis e, f, h for sl2(K) there
exists a basis for V d with respect to which the matrices representing e, f , and h are
as follows:
e :


0 d 0
0 d − 1
0 ·
· ·
· 1
0 0


, f :


0 0
1 0
2 0
· ·
· ·
0 d 0


, (14)
h : diag(d, d − 2, . . . ,−d). (15)
We have a comment about the two-dimensional irreducible sl2(K)-module.
Lemma 8.1. Let v0, v1 denote a basis for V 1. Then there exists a Chevalley basis
e, f, h for sl2(K) such that
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ev0 = 0, ev1 = v0,
f v0 = v1, f v1 = 0,
hv0 = v0, hv1 = −v1.
Proof. Let e : V 1 → V 1 denote the linear transformation that sends v0 to 0 and v1
to v0. Let f : V 1 → V 1 denote the linear transformation that sends v0 to v1 and v1
to 0. Let h : V 1 → V 1 denote the linear transformation that sends v0 to v0 and v1 to
−v1. We see that e, f, h have trace 0 on V 1 and therefore can be viewed as elements
of sl2(K). Notice that e, f, h are linearly independent and hence form a basis for
sl2(K). We check that [e, f ] = h, [e, h] = −2e, and [f, h] = 2f . Therefore e, f, h
is a Chevalley basis for sl2(K). 
Lemma 8.2. Let a, a∗ ∈ sl2(K). Then the following (i)–(iii) are equivalent:
(i) There exist pairwise linearly independent vectors v0, v1, w0, w1 in V 1 such
that
av0 = v0, av1 = −v1,
a∗w0 = w0, a∗w1 = −w1.
(ii) a, a∗ generate sl2(K), and on V 1 we have det(a) = det(a∗) = −1.
(iii) There exists a Chevalley basis e, f , h for sl2(K) and there exist α, β, γ ∈ K
such that
a = h, a∗ = αh+ βe + γf, (16)
and βγ = 1 − α2 /= 0.
Proof. (ii)⇒ (i): Observe that the action of a on V 1 has determinant −1 and trace
0, so the characteristic polynomial of a on V 1 is x2 − 1. Therefore the eigenvalues
of a on V 1 are 1 and −1. Let v0 ∈ V 1 denote an eigenvector of a with eigenvalue 1
and let v1 ∈ V 1 denote an eigenvector of a with eigenvalue −1. Note that v0, v1 are
linearly independent and that av0 = v0, av1 = −v1. Similarly, there exist linearly
independent vectors w0, w1 ∈ V 1 such that a∗w0 = w0 and a∗w1 = −w1.
It remains to show that vi, wj are linearly independent for i, j ∈ {0, 1}. Suppose
there exist i, j ∈ {0, 1} such that vi , wj are linearly dependent. Then span(vi) =
span(wj ) is a proper nonzero subspace of V 1 which is invariant under the actions
of a, a∗. This is impossible since a, a∗ generate sl2(K) and V 1 is irreducible as an
sl2(K)-module.
(i)⇒ (iii): By assumption v0, v1 are linearly independent so they form a basis for
V 1. Let e, f , h denote the corresponding Chevalley basis for sl2(K) from Lemma
8.1. Comparing the actions of a and h on the basis v0, v1 we find a = h. Since e, f , h
form a basis for sl2(K) there exist α, β, γ ∈ K such that a∗ = αh+ βe + γf . Note
that β /= 0; otherwise v1 is an eigenvector of a∗ and therefore is a scalar multiple
of w0 or w1. Similarly γ /= 0. Therefore βγ /= 0. We show βγ = 1 − α2. Observe
w0, w1 is a basis for V 1. From the action of a∗ on this basis we find the determinant
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of a∗ on V 1 is−1. Using a∗ = αh+ βe + γf and the data in Lemma 8.1 we find the
determinant of a∗ on V 1 is−α2 − βγ . Therefore−1 = −α2 − βγ so βγ = 1 − α2.
(iii)⇒ (ii): Since e, f, h is a Chevalley basis for sl2(K), there exists a basis v0,
v1 for V 1 such that ev1 = v0, ev0 = 0, f v0 = v1, f v1 = 0, hv0 = v0, hv1 = −v1.
With respect to the basis v0, v1 the matrices representing a, a∗ are
a :
(
1 0
0 −1
)
, a∗ :
(
α β
γ −α
)
. (17)
We show a, a∗ generate sl2(K). From (17) we find [a, a∗] = 2βe − 2γf . Compar-
ing this with (16) we find a, a∗, [a, a∗] are linearly independent and therefore span
sl2(K). This shows a, a∗ generate sl2(K). From (17) we find that on V 1 we have
det(a) = det(a∗) = −1. 
Lemma 8.3. Let a, a∗ ∈ sl2(K) satisfy the equivalent conditions (i)–(iii) in Lemma
8.2. Let d denote a nonnegative integer. Then a, a∗ act on V d as a Leonard pair. The
sequence d − 2i (0  i  d) is both an eigenvalue sequence and a dual eigenvalue
sequence for this pair.
Proof. By Lemma 8.2(iii) there exists a Chevalley basis e, f , h for sl2(K) and there
exist α, β, γ ∈ K with β, γ nonzero such that a = h and a∗ = αh+ βe + γf .
Consider the basis for V d with respect to which the matrices representating e, f ,
h are given in (14) and (15). With respect to this basis, the matrices representating a
and a∗ are:
a : diag(d, d − 2, . . . ,−d), (18)
a∗ :


dα dβ 0
γ (d − 2)α (d − 1)β
2γ (d − 4)α (d − 2)β
3γ · ·
· · ·
· · β
0 dγ −dα


.
Since β, γ are nonzero, the matrix representing a∗ is irreducible tridiagonal.
Replacing (a, a∗) by (a∗, a) in the argument so far, we find there exists a basis
for V d with respect to which a∗ acts as diag(d, d − 2, . . . ,−d) and a is irreducible
tridiagonal. The result follows. 
Definition 8.4. Let v0, v1, w0, w1 denote pairwise linearly independent vectors in
V 1. We let a, a∗, b, b∗, c, c∗ denote the elements of sl2(K) that satisfy the following:
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av0 = v0, av1 = −v1,
a∗w0 = w0, a∗w1 = −w1,
bv0 = v0, bw0 = −w0,
b∗w1 = w1, b∗v1 = −v1,
cv0 = v0, cw1 = −w1,
c∗w0 = w0, c∗v1 = −v1.
Theorem 8.5. Let d denote a nonnegative integer. With reference to Definition 8.4,
the pairs (a, a∗), (b, b∗), (c, c∗) act on V d as mutually adjacent Leonard pairs.
Proof. Abbreviate V = V d . By Lemma 8.3 each of the pairs (a, a∗), (b, b∗), (c, c∗)
acts on V as a Leonard pair. We show that these Leonard pairs are mutually adjacent.
We start by showing the first two are adjacent.
By assumption v0, v1 are linear independent so they form a basis for V 1. Let
e, f, h denote the corresponding Chevalley basis from Lemma 8.1. Observe that
a = h. We write each of a∗, b, b∗ as a linear combination of e, f , h and consider the
corresponding coefficients. For a∗, the coefficient of e (resp. f ) is nonzero; otherwise
v1 (resp. v0) is an eigenvector of a∗ and therefore is a scalar multiple of w0 or w1.
For b, the coefficient of e is nonzero since v1 is not an eigenvector of b and the
coefficient of f is zero since v0 is an eigenvector of b. For b∗, the coefficient of e
is zero since v1 is an eigenvector of b∗ and the coefficient of f is nonzero since v0
is not an eigenvector of b∗. Now consider the basis for V with respect to which the
matrices representing e, f, h are given by (14) and (15). By our above comments,
with respect to this basis a is diagonal, a∗ is irreducible tridiagonal, b is upper
bidiagonal, and b∗ is lower bidiagonal. Let V0, V1, . . . , Vd denote the decomposition
of V induced by this basis. Then V0, V1, . . . , Vd is a-standard and UL-split for
(b, b∗). Observe the decomposition Vd, Vd−1, . . . , V0 is a-standard and LU -split for
(b, b∗). Given a decomposition of V that is a-standard, this decomposition is either
V0, V1, . . . , Vd or Vd , Vd−1, . . . , V0. In either case, this decomposition is split for
(b, b∗). We have now shown that each a-standard decomposition of V is split for
(b, b∗). In a similar fashion, we find that each a∗-standard decomposition of V is
split for (b, b∗). Now each decomposition of V that is standard for (a, a∗) is split
for (b, b∗). Therefore (a, a∗) and (b, b∗) satisfy Lemma 4.1(ii). Applying Definition
4.3, we find the actions of (a, a∗) and (b, b∗) on V are adjacent Leonard pairs.
The proofs that (a, a∗) is adjacent to (c, c∗) and (b, b∗) is adjacent to (c, c∗) are
similar and are left to the reader. 
9. Leonard pairs with arithmetic eigenvalue and dual eigenvalue sequences
In this section we will show that if (A,A∗) is a Leonard pair on V with arithmetic
eigenvalue and dual eigenvalue sequences, then there exist Leonard pairs (B, B∗)
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and (C,C∗) on V such that (A,A∗), (B, B∗) and (C,C∗) are mutually adjacent. Be-
fore we present our result, we will first discuss the notion of an affine transformation
of a Leonard pair.
Let (A,A∗) denote a Leonard pair on V . Let α, β, α∗, β∗ denote scalars in K
such that α /= 0, α∗ /= 0. One easily verifies that
(αA+ βI, α∗A∗ + β∗I ) (19)
is a Leonard pair on V . We call (19) an affine transformation of (A,A∗). Observe
that (A,A∗) and (19) have the same eigenspace and dual eigenspace decompositions.
Therefore a Leonard pair on V is adjacent to (A,A∗) if and only if it is adjacent
to (19). Let θi (resp. θ∗i ) (0  i  d) denote an eigenvalue sequence (resp. dual
eigenvalue sequence) of (A,A∗). Then αθi + β (resp. α∗θ∗i + β∗) (0  i  d) is
an eigenvalue sequence (resp. dual eigenvalue sequence) of (19).
We now present our third main result.
Theorem 9.1. Let (A,A∗) denote a Leonard pair on V with an arithmetic eigen-
value sequence and an arithmetic dual eigenvalue sequence. Then there exist Le-
onard pairs (B, B∗) and (C,C∗) on V such that (A,A∗), (B, B∗) and (C,C∗) are
mutually adjacent.
Proof. Let d = dimV − 1. Applying an affine transformation to (A,A∗) if neces-
sary, we can assume that d − 2i (0  i  d) is an eigenvalue sequence and a dual
eigenvalue sequence of (A,A∗). We will first show that there exist a, a∗ ∈ sl2(K)
satisfying the equivalent conditions (i)–(iii) of Lemma 8.2 such that the action of
a, a∗ on V d is a Leonard pair isomorphic to (A,A∗).
By [9, Example 5.13], we see that (A,A∗) is of Krawtchouk type; now by [9,
Theorems 9.1 and 9.3], there exists a scalar p ∈ K (p /= 0, p /= 1) and there exists a
basis for V with respect to which the matrices representing A and A∗ are
A : diag(d, d − 2, . . . ,−d), (20)
A∗ :


α0 β0 0
γ1 α1 β1
γ2 · ·
· · ·
· · βd−1
0 γd αd


, (21)
where αi = (1 − 2p)(d − 2i), βi = 2p(d − i), and γi = 2(1 − p)i.
Let e, f , h denote a Chevalley basis for sl2(K). Define a = h and a∗ = (1 −
2p)h+ 2pe + 2(1 − p)f . Notice that a, a∗ satisfy Lemma 8.2(iii), so by Lemma
8.3, (a, a∗) acts as a Leonard pair on V d . Consider the basis for V d with respect to
which the matrices representing e, f, h are given in (14) and (15). With respect to
this basis the matrices representing a and a∗ are given in (20) and (21) respectively.
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It is now apparent that the Leonard pair (A,A∗) is isomorphic to the Leonard pair
(a, a∗) on V d . Because of this, it suffices to show the Leonard pair (a, a∗) on V d
is part of three mutually adjacent Leonard pairs. From Lemma 8.2(i), there exist
pairwise linearly independent vectors v0, v1, w0, w1 in V 1 such that
av0 = v0, av1 = −v1,
a∗w0 = w0, a∗w1 = −w1.
Define b, b∗, c, c∗ ∈ sl2(K) as in Definition 8.4. By Theorem 8.5, (a, a∗), (b, b∗),
(c, c∗) act on V d as mutually adjacent Leonard pairs. The result follows. 
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