We propose a construction of frequentist confidence intervals that is effective near unphysical regions and unifies the treatment of two-sided and upper limit intervals. It is rigorous, has coverage, is computationally simple and avoids the pathologies that affect some other constructions. Away from nonphysical regions, the results are exactly the usual central two-sided intervals.
Obtaining confidence intervals near physical boundaries is a long-standing problem. The difficulty arises when the estimator for the Gaussian or Poisson mean, as obtained from the data, is near or beyond the physical boundary, in which case the usual result of Neyman's construction is an unphysical or null interval. In the Review of Particle Properties (PDG96 [1] and PDG98 [2] ), the Particle Data Group has described methods for obtaining both frequentist and Bayesian confidence intervals that are physically and intuitively meaningful.
A recent paper [3] proposes a Neyman construction which does not permit null intervals, unifies the treatment of upper confidence limits and two-sided confidence intervals and is currently recommended by the PDG. However it and similar approaches do not eliminate the following difficulty: The classical estimator for the Gaussian or Poisson mean is obtained from the usual Maximum Likelihood Equation, not taking physical boundaries into account, and is thus the mean of the measured values. In the formulation using central confidence intervals, illustrated in Fig. 1 for the Gaussian case with a mean constrained to be nonnegative, a value of the estimator that is sufficiently negative leads to the null interval.
Despite the fact that the construction has N% coverage, which means that, for any given true value, the confidence interval includes that value with N% probability, the null interval cannot contain the true value of the mean. It is one of the (100-N)% of the measured intervals that fail to contain the true value, whatever that true value is. Even the nonnull intervals obtained for some negative values of the estimator are unphysically small in that for most true values the confidence interval does not contain the true value. PDG96 [1] addresses this difficulty by suggesting several options for revising the intervals to make them conservative leading to overcoverage for small true values. PDG98 [2] offers the choice between a "Bayesian upper limit, which must necessarily contain subjective feelings about the possible values of the parameter" and the Feldman-Cousins approach described below.
II. CENTRAL AND FELDMAN-COUSINS CONFIDENCE INTERVALS
The method of Feldman and Cousins(FC) [3] exploits the freedom in the Neyman construction to obtain finite confidence intervals for all values of the estimator. However, the FC interval is small for unphysical estimators and shares with the classical central construction the difficulty that for very small estimators the confidence interval approaches the null set. Thus, for the Gaussian case, a very negative measured mean, even if derived from only several measurements, yields a very small confidence interval beginning at zero. The computed confidence interval, while formally correct, is unphysically small. It does not imply, in the words of the authors, a high "degree of belief" that the true value is within the interval. Our construction, which is described below, yields [0, 1.0].
The other difficult case is that of Poisson distributed data with known mean background.
We consider the 90% confidence interval for the unknown Poisson signal mean µ, in the presence of a Poisson background with known mean b; n is the result of a single observation. The intervals are given in Table II 
III. INTERVALS BASED ON A LIKELIHOOD FUNCTION THAT CONTAINS THE PHYSICAL CONSTRAINTS
The confidence belt depends both on the properties of the estimator and the ordering principle. Other authors [3, 4] have focused on modifying the ordering principle to make the confidence intervals more physical, or believable. However the reason that the classical Neyman construction and its variants lead to unphysically small confidence intervals near the boundary of a physical region is that the Likelihood Function used to obtain the estimator does not limit the parameter of interest to the physical domain and the resulting estimator is thus the same as if there were no boundary. Even though the resulting estimator is efficient, it is appropriate for a problem other than the one under consideration. We propose a frequentist method in which the Likelihood Function explicitly contains the physical constraint and leads to an estimator within the physical domain that is appropriate for the problem. The confidence intervals obtained consequently by the Neyman construction are more physical and support a higher degree of belief that the parameter of interest lies within the interval.
A. Gaussian variates
We assume that x is normally distributed with non-negative mean µ and variance σ 2 .
The likelihood function, when there are N measurements x 1 , x 2 , ....x n , is:
where θ(µ) is the step function; θ(µ) = 0 for µ < 0, θ(µ) = 1 for µ ≥ 0. The estimator for µ, which we denote by µ * , is that value which maximizes w. Since w = −∞ for µ < 0,
< 0 for all µ ≥ 0, so the maximum value of w is at µ * = 0 and µ * is non-negative. The probability distribution for µ * is normal with the usual normalization for µ * > 0 and a delta function at µ * = 0 normalized to the remaining probability
The probability distribution for µ * is given by:
where
The mean and variance are given by:
E(µ * ) approaches µ and V (µ * ) approaches σ [7] . In our formulation, the necessary "lift up" [1] of the estimator comes naturally from the Likelihood Function, as compared to the approach of references [3, 4] where the "lift-up" is obtained somewhat arbitrarily by specifying an ordering principle.
The latter method does not solve the problem that, in the words of PDG96 [1] , "in some (rare) cases it is necessary to quote an interval known to be wrong."
We demonstrate the construction of the 68.27% central confidence belt, in units of that for x 0 < 0 we obtain for µ the upper limit 1; for 0 ≤ x 0 < δ µ the upper limit x 0 + 1;
and for
B. Poisson variates with background
We consider n to be a single Poisson distributed variate with signal mean µ and known mean background b. Let p(n|m) = m n e −m /n! denote the Poisson probability for obtaining the measurement n when the mean is m. Then
µ * is the value that maximizes L and is thus the estimator for µ. For n > b, µ * = n − b.
For n ≤ b, µ * = 0. Thus the estimator for µ is non-negative. The probability distribution * The discontinuity in the µ * probability interval arises because for µ < 1 the probability for µ * = 0 must be taken into account in order to achieve correct coverage.
of µ * for a given µ is P (µ * |µ, b) = p(µ * + b|µ + b) for µ * > 0 and a value at µ * = 0 given by
We demonstrate the construction of the 90% confidence belt for known mean background b=2.8 in Fig. 3 , where we also show the confidence belt consisting of central intervals [n 1 (µ 0 ),
† containing at least 90% of the probability for unknown Poisson mean µ 0 in the absence of any known background (dotted) and the 90% one-sided belt consisting of intervals [0, n ′ (µ 0 )](dashed). Our 90% confidence belt is defined only for µ ≥ 0 and µ * ≥ 0. We define a coordinate system (n * , µ) by placing the ordinate µ = 0 at µ 0 = b and choosing the integer abscissa value n * = 0 to coincide with n = b − , where b − is the largest integer less than limit for m observed events. For b < n ≤ n ′ (b) we obtain the upper limit c 2 (n) − b; for
, where c ′ (m) denotes the usual Poisson 90% lower limit for m observed events; and for n > n
. We note that any Poisson interval with known background can be obtained from a single figure or table. † There is some arbitrariness in the choice of a central interval for a discrete variate. We choose the smallest interval such that there is ≥ 90% of the probability in the center and ≤5%, but as close as possible to 5%, on the right. The alternative of requiring ≤5%, but as close as possible to 5%, on the left gives slightly less symmetrical intervals. For the latter choice the 90% Poisson upper limit for n = 0 is µ 0 = 3.0 compared to µ 0 = 2.6 for our choice.
It is straightforward to generalize to the case of N independent measurements. For measured meann ≥ b, µ * =n. Forn < b, µ * = 0. The probability distribution for µ * is
Poisson for µ * > 0 plus a value at µ * = 0 normalized to the remaining probability.
In this case we can find the confidence interval for µ * by relabeling the axes in Fig. 3 as follows: n → Nn, µ 0 → Nµ 0 , n * → Nn * , µ → Nµ, and the origin of the inner coordinate system is (Nb − , Nb).
IV. MASS SQUARED OF THE ELECTRON NEUTRINO
As an example we obtain the 68.27% confidence interval for the mass squared of the electron neutrino, disregarding the possibility that the source of negative measurements is physics (fitting to the wrong function) rather than statistical variation. Using the measurement quoting the smallest error, that of Ref. [8] giving −22 ± 4. 
V. CONCLUSION
We have demonstrated a rigorous method for obtaining frequentist confidence intervals that incorporates the physical constraints of the problem into the Likelihood Function, thus ‡ To compute the FC intervals [x 1 , x 2 ] at significance α for small µ, we use µ = x 2 2 /(2(x 2 − x 1 )) and the approximation erf (
yielding an estimator that is suitable to the presence of physical boundaries. Using a central ordering principle, we obtain either upper limits or central intervals with a smooth transition.
The intervals are physical in that they support a high degree of belief that the true value is within the interval, avoiding the pathologies of null or unphysically small intervals and the consequent possibility of obtaining a better result (smaller confidence interval) for a worse experiment.
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