Motivation: Although full-text articles are provided by the publishers in electronic formats, it remains a challenge to find related work beyond the title and abstract context. Identifying related articles based on their abstract is indeed a good starting point; this process is straightforward and does not consume as many resources as full-text based similarity would require. However, further analyses may require in-depth understanding of the full content. Two articles with highly related abstracts can be substantially different regarding the full content. How similarity differs when considering title-and-abstract versus full-text and which semantic similarity metric provides better results when dealing with full-text articles are the main issues addressed in this manuscript.
INTRODUCTION
The scientific literature is nowadays distributed in electronic form; publishers make PDF and HTML versions available over the web.
Although an improvement over previous channels of distribution, the knowledge remains embedded in unstructured natural language text surrounded by meta-data information. Searching within collections of documents largely remains a keyword-based experience [1] . In Life Sciences, advanced queries against the PubMed repository often rely on the use of Boolean operators; however, the lack of support for queries based on semantic annotations limits the retrieval results that can be obtained [1] . Unlike Web documents, for which there is an explicit linking structure, scientific papers lack such highly hyperlinked arrangement [2] ; this makes it difficult to use Web search technologies based on link analysis. Search and retrieval should move from finding documents to finding relationships, facts, and actionable intelligence [3] ; all this remains difficult as the core information contained in scientific publications is encoded in natural language within monolithic documents. Scientific papers are naturally related to each other in ways beyond sharing authors or bibliographic references; conceptbased relations are also important when establishing the associations across collections of documents. However, such relations are usually hidden for practical purposes.
Co-citation analysis is a measure of the relatedness across documents; if at least one other document cites two documents in common, these documents are said to be co-cited. The more co-citations two documents receive, the higher their co-citation strength, and the more likely they are related [4, 5] . However, co-citation analysis does not provide enough information regarding the concept-based connectivity tissue between articles. Despite the existence and wide usage of standardized public resources such as Medical Subject Headings (MeSH) [6] , the Systematized Nomenclature of Medicine Clinical Terms (SNOMED) [7] , and the Unified Medical Language System (UMLS) [8] , concept-based connectivity across scientific publications in the biomedical domain is still underexploited. We argue that the concept-based connectivity tissue could be revealed by analyzing the semantics of the articles; for instance, by using semantic annotations and similarity metrics. Semantic similarity is a measure used to estimate the likeness between documents or terms based on their meaning, i.e., semantic, rather than their syntactic [9] . When applied to documents, the similarity can be estimated by measuring the distance between the relevant concepts contained in both articles; such an approach, using word stems or complete words rather than concepts, has been reported in the literature [10, 11] . Relevancy usually takes into account the occurrence in the collection as well as the frequency in the analyzed documents. Semantic similarity plays an important role in a variety of text processing tasks [12] , including document classification [13] [14] [15] [16] , information extraction [17] , and information retrieval [18, 19] .
Our investigation focuses on semantic similarity across full-text articles. We are interested in finding out which similarity metric should be used with UMLS annotations on full-text documents; we are also interested in the differences between title-and-abstract versus full-text based similarity approaches. Here we present a systematic analysis on different similarity metrics based on word stems and concepts identified in title and abstract, as well as concepts identified in the full-text. Particularly, we consider the PubMed Related Articles metric (PMRA) [11] , BM25 [20] [21] [22] , and Cosine Similarity [23, 24] . The method we follow considers a well-known collection of articles manually grouped according to relevance judgments; such a collection is used with a base line to assess how similarity metrics are capturing relations across articles that are, in principle, relevant to each other. We have performed experiments using the test collection from the Text Retrieval Conference 2005 (TREC-05) Genomics Track [25] . Our experiments aim to determine which similarity metric works best with our annotations in terms of correlation, precision, and recall regarding a baseline. Such baseline consists of a similarity matrix generated by applying the PubMed Related Articles algorithm on word stems (PMRA-stems) extracted from titles and abstracts [11] . Furthermore, we explore variations on title-and-abstract similarity versus full-text. Our results indicate that similarities based on annotations covering solely concepts identified in title and abstract differ from those covering the full-text; thus, in-depth similarity analyses may benefit from full-text annotations.
This article is organized as follows: in the Materials and Methods section, we introduce our test dataset, an overview of our method, and some definitions. Then we provide a detailed explanation of the different tasks carried on as part of our method. In the Results section, we present our findings, including a comparison between title-and-abstract based similarities against full-text based ones. We then discuss related work as well as our findings, particularly the best performing algorithm for UMLS-based annotations. We finish with conclusions and future work. Three appendixes providing additional information related to materials and results are included at the end of the article.
MATERIALS AND METHODS
Similarity between two articles (c, d) is defined as the probability of being interested in article C given a known interest in article D. Such probability is calculated based on the terms identified in article D as well as those present in article C [11] . A term is either a single word like "phosphorylation" or several words associated with a single idea like "adenosine triphosphate (ATP)". As similarity metrics, we used PMRA [11] , BM25 [20] [21] [22] , and Cosine similarity [23, 24] . Other well-known similarity metrics such as Latent Semantic Analysis (LSA) [26] and Topic Modeling [27] have not been considered. LSA heavily relies on singular value decomposition (SVD), a computationally intensive algorithm. SVD is still difficult to update as new documents appear, although new and more efficient algorithms have appeared since the first implementation of SVD. Different from PMRA and BM25, LSA relies on a Gaussian distribution. The topic modeling approach describes a collection as a list of topics and assigns a small number of these topics to each article within the collection. The topic modeling could be considered a probabilistic version of LSA [10] .
PMRA is a ranking measure used to calculate the "Related articles" in the PubMed interface; it is usually accepted as a de facto standard as it has been selected by the National Institutes of Health (NIH) for PubMed. Similar to PMRA, BM25 is also a Poisson-based model; it is used for ranking matching documents according to their relevance regarding a given query. In our case, such a query corresponds to the article for which an interest has been already expressed. The Cosine Similarity corresponds to the inner product space that measures the cosine angle between two vectors; for the case of document similarity, such vectors comprise the relevant terms in the document. We calculated the similarity for each article (from article 1 to article 4240) against all other articles as well as itself, disregarding the topic they belong to. In such a way, we obtained similarity square matrixes of 4240 X 4240 where each row represents an article A while cells contain the similarity between all other articles and article A. As similarity matrixes depend on the terms contained in the documents, in order to obtain such a matrix, it is first necessary to profile all the participating documents. A document profile is a vector with all the relevant terms identified in the article with their term frequency tf and inverse document frequency idf; depending on the approach, terms can be identified solely in title and abstract or in the full-text. As tf, we use the raw frequency of a term in a document, i.e., the number of times that such a term occurs in the profiled document.
PubMed Central (PMC) [28] is a free full-text digital repository of biomedical literature provided by the National Center for Biotechnology Information (NCBI); currently, it includes more than 1600 journals and 2.9 million articles. PMC-OA consists of a subset of PMC where articles are still protected by copyright but are also available under the Creative Commons license; i.e., a more liberal redistribution is allowed, which makes the collection ideal for text-mining purposes. UMLS [8] is a collection of multiple controlled vocabularies in the biomedical domain; its meta-thesaurus (version 2012AA) covers more than 2.5 million concepts from over 150 terminological resources, including Medical Subject Headings, NCI Thesaurus, and some others. Both PMC-OA and UMLS are within the most comprehensive knowledge resources in the biomedical domain; therefore, we have narrowed our research question to publications available in PMC-OA and concepts comprised in the 2012AA UMLS release.
Materials
We used the test collection provided by TREC-05 Genomics Track, which comprises a ten-year subset of MEDLINE. This test collection includes 34,633 unique PubMed identifiers (PMID) grouped in 50 topics corresponding to different information needs. For each PMID within a particular topic, human assessors, i.e., domain experts, assigned a relevance judgment depending on whether the PMID was not relevant, partially relevant, or relevant for the topic, i.e., information need. 4584 PMIDs corresponding to 4232 unique articles were categorized as relevant or partially relevant; a summary of all the topics can be found in Appendix A. We used the NCBI's Entrez Programming
Utilities (e-Utils) web services [29] to retrieve title and abstract for those 4232 PMIDs judged to be relevant or partially relevant. e-Utils are a set of web services providing programmatic access to databases hosted by NCBI, particularly PubMed and PMC. Our title-and-abstract test dataset comprises those articles for which the retrieval was successful, i.e., 4240 articles, and their corresponding topics.
Additionally, we selected articles from the initial test dataset for which there is an entry in PMC-OA; i.e., full-text is freely available.
From the 4240 articles, 94 can be mapped to a PMC identifier; however, only for 62 of them it was actually possible to retrieve the full-text using NCBI's e-Utils web services. Those 62 articles correspond to our full-text test dataset. In Fig. 1 we present a graphical summary of the process followed in order to build our test datasets, i.e., title-and-abstract test dataset and full-text test dataset. 
Methods
Our workflow can be summarized in the following main tasks; a detailed explanation is provided in this subsection:
• Baseline generation using PMRA-stems algorithm, including word stem extraction, and stem-based document profiling;
• Annotation-based similarity matrixes generation using PMRA, BM25 and Cosine algorithms, also including annotation, and annotation-based document profiling;
• Full-text annotation-based similarity matrixes;
• Correlation, precision, recall, F1 score, and scattered plot analyses.
Baseline similarity matrix
Our baseline consists of a similarity matrix obtained by applying the PMRA-stems algorithm on all PMIDs in our test dataset, see Fig. 2. In order to build our test dataset, we initially retrieved the TREC-05 collection, particularly relevant and partially relevant documents per topic. Then, we retrieved the title and abstract for those documents, which were later used to generate document profiles based on word stems. A word stem is that part left after taking off the ending, for instance the stem "pigment" covers words such as "pigmented", "pigment", "pigmentations", and "pigmentation". For PMRA-stems, a relevant term included in a document profile consists of a stem present in title or abstract. In order to obtain stems from our test collection, we used the Porter's algorithm [22] Profile documents obtained from stems in title and abstract were used to generate our baseline similarity matrix. The PMRA-stems formula used is the one reported by [11] and presented in the Equation 
Similarity metrics based on annotations over title and abstract
Using the same input as that of the baseline, we semantically annotated title and abstract for all articles in our test dataset; see Fig. 3 . A semantic annotation consists of a term associated with a concept coined in a controlled vocabulary. We performed the semantic annotation with the Concept Mapping Annotator (CMA) [31] . CMA aims to automatically identify biological entities by associating expressions in the text with entries in a given controlled vocabulary, i.e., lexicon. For this work, CMA was configured to deal with the UMLS® MetaThesaurus (2012AA release). More specifically, a lexicon was extracted from the MRCONSO file by cleaning the Meta-thesaurus entries and by rejecting those not appearing in PMC-OA. Additionally, we enriched this lexicon with words that appear in the concept definitions but have no entry in the Meta-thesaurus, i.e., they do not have any Concept Unique Identifier (CUI) associated. For each of these words, a CUI was automatically generated, and the most likely semantic type according to its occurrences within UMLS was assigned. We refer to these added concepts as UMLS-derived concepts. The total number of entries in this lexicon is around 2,037,998, from which 97,286 were new concepts.
Same as MetaMap [32] , CMA assigns a score to each annotation related to the similarity between the lexicon associated with each concept and the chunk of text where the annotation occurs. In this way, it is possible to select a threshold to specify the minimum level of confidence of the generated annotations. In our case, we used a low setting in order to induce high recall. CMA also provides tf and idf statistics of the annotations. We used these annotations to profile the documents in our test dataset. As in the stems case, terms in the title were accounted for twice while terms in the abstract were accounted for once.
Fig. 3.
Annotation-based similarity matrixes generation using title and abstract.
Using the document profiles as input, we generated the similarity matrix for three algorithms: PMRA-annotations, BM25 -see Equation
2
, and Cosine -see Equation 3 . We use the suffixes "stems" and "annotations" in order to distinguish whether stems or annotations were used to identify terms when using PMRA; for BM25 and Cosine only annotations were used. For BM25, we used values from 1. 
In order to select the best performing algorithm based on UMLS semantic annotations, we performed a correlation analysis for every annotation-based similarity matrix against our baseline as well as a precision and recall analysis for all similarity matrixes; see We also performed analyses based on precision and recall for all similarity matrixes, including our baseline. In order to assess the precision and recall, we used the topics from the TREC-2005 articles to define a gold standard. Articles belonging to a topic and categorized as relevant or partially relevant in TREC-2005 were considered as the relevant documents set for precision and recall metrics. We first separated the articles according to the topics for which they were categorized as relevant or partially relevant in TREC2005. Therefore, for a topic with T articles, we had similarity matrixes of T X 4240; only T of the 4240 articles were known to be relevant or partially relevant in TREC-2005. From our gold standard with respect to precision and recall, it follows that precisely those T articles should have been scored with the highest values of similarity. Any article in our test dataset not belonging to a particular topic should have been scored with a low similarity metric.
For each article in a topic, we calculated the precision for the highest five similarity values, then the highest fifteen, then the highest twenty-fifth, and so on until reaching the number of articles in the topic; such precision is referred to as P@N -see Equation 4 , with N between [5, T] . P@N for a particular topic and a particular similarity metric is the mean for all its articles. For the corpus, we only analyzed P@5, which was calculated as the mean of the topic means.
Additionally, we carried on analyses for precision -see Equation 5 , recall -see Equation 6 , and F1 score -see Equation 7 , for different thresholds, i.e., similarity values between [0.1, 0.9] with incremental steps of 0.1. Precision measure corresponds to the portion of retrieved articles indeed relevant or partially relevant while recall corresponds to the portion of the relevant instances -or partially relevant in our case, that are retrieved. F1 score combines precision and recall providing a weighted average of them; the best scores are closer to 1 while the worst scores are closer to 0. In the equations, the variable th refers to the similarity threshold above which documents are retrieved.
Similar to P@N, we also separated the articles according to the topics they belong to; precision, recall, and F1 for a topic is calculated as the mean of its articles, while for the whole corpus it is calculated as the mean of the topic means.
Similarity metrics based on full-text annotations
We used CMA to annotate the 62 full-text articles. Later, we used those annotations to generate the document profiles; two sets of document profiles were generated. The first set of document profiles comprised annotations only on title and abstract, just as previous annotations on title were accounted for twice. The second set contained annotations for the full-text; in this case, all terms, whether in the title, abstract, or body, were accounted for once. We used a scattered plot to analyze the differences between the two approaches; such differences were also considered in the selection of the best performing algorithm. This whole process is summarized in Fig. 5 . 
RESULTS
Here we present our results. Document profiles were generated for stems and annotations on title-and-abstract for the test dataset, i.e., 4240 articles, as well as for annotations on title-and-abstract and full-text for the full-text test dataset, i.e., 62 articles. For the similarity matrixes obtained by applying the analyzed similarity algorithms on title-and-abstract, we present analyses based on correlation, precision, recall, and F1 score. For the similarity matrixes obtained from full-text articles, we present analyses based on dispersion and common statistical values such as mean, median, and standard deviation.
Document Profiles

Profiles from title and abstract
We found a total of 13,157 stems and 17,487 semantic annotations corresponding to UMLS concepts in titles and abstracts for articles in our test dataset. For both stems and semantic annotations, the term with a highest coverage was "gene" -UMLS concept C0017337;
coverage here refers to the number of articles where the term occurred. However, when working with stems, "gene" was found in about 56% of the articles while it was only found in about 38% of the articles when working with semantic annotations. Some other coincidences in terminology but with differences in the article coverage are, for instance, "proteins" occurred in 49% of the articles in stems and 26% in annotations, "cell" occurred in 47% in stems and 33% in annotations, and "studi/study" occurred in 37% in stems and 30% in annotations.
These coverage discrepancies are produced due to multi-word concepts including these words. Some coincidences in both terminology and percentages are also present, for instance "human/homo sapiens", occurring in 27% in stems and 28% in annotations, or "role/social role", occurring 28% in stems and 27% in annotations. We will analyze these results further in the Discussion section. The coverage for stems and semantic annotations can be found in Appendix B.
Profiles from full-text
For those articles with full content available and retrieved, a total of 62, the differences between the profiles when annotating only titleand-abstract versus full-text are wider. We found a total of 1,419 UMLS concepts only in title and abstracts while 6,023 were found when annotating the whole content. Only 12 concepts were found in more than 20% of the articles for the title-and-abstract case; many more were found for the full-text case -a total of 308 concepts. With a coverage above 50% of the articles, only one concept was found for the title and abstracts while 22 were found in the full content. In both cases, most common concepts are UMLS-derived concepts (i.e., concepts that are mentioned but not defined in UMLS). The coverage for UMLS concepts in title-and-abstract as well as full-text can be found in Appendix C.
Analyses for document profiles obtained from title and abstract
Correlation analyses
PMRA-annotations was the similarity algorithm that correlated best to PMRA-stems with a correlation mean of 0.91537. In Fig. 6 , we present the Pearson's correlation results for the twenty similarity matrixes analyzed; this correlation includes all topics in our corpus. Correlation for BM25 can be split in two groups: a first group with correlations between averages of 0.03 and 0.06 corresponding to b=1.0, and a second group with correlations between averages of 0.003 and 0.02 corresponding to b=0.75. Cosine similarity correlation average was 0.15, slightly higher than that of BM25 but still much lower than that of PMRA. for some topics BM25 and Cosine exhibit a high correlation, e.g., topic 117, for others the correlation is poor, e.g., topic 108. Both global and by-topic correlations are available at [33] , where further instructions on how to use the visualization script can be found.
Fig. 7.
Pearson's correlation for three of the eleven topics with more than 100 relevant or partially relevant articles.
Precision, recall, and F1 analyses
Our initial analysis regarding precision aims to mimic the related article search feature in PubMed. While reading a document, PubMed interface presents on the right side the top five related citations, i.e., articles, in PubMed. Therefore, we analyzed the top five results for each article in the twenty similarity matrixes plus the baseline similarity matrix, i.e. the precision at five or P@5. The global precision per algorithm was obtained as the mean of precisions across all articles for that algorithm; results are presented in Fig. 8 where BM25 variations have been grouped as they exhibited similar values. We also analyzed P@N for those eleven topics with more than 100 relevant and partially relevant articles (from now on referred to as selected topics; see Fig. 9 ). In all cases, BM25 family got the highest precision for N between [5, T] where T is the total number of relevant and partially relevant articles in the topic. Similar to findings at a global level, PMRA-annotations surpassed PMRA-stems while Cosine tendency was closer to BM25. Fig. 9 . P@N for three of the eleven topics with more than 100 relevant or partially relevant articles.
In order to assess which similarity metric performs best for high similarity values, we carried on further analysis using thresholds be- F1 combines precision and recall; thus, we focused on this score, which was usually under 50% except for some TREC topics such as Results indicate that BM25 and Cosine are good metrics to retrieve a few relevant documents -although not necessarily similar to the query document, whereas PMRA-stems and PMRA-annotations promote highly similar documents to the query document. Somehow the metrics are complementary: if the main interest is in diversity, BM25 and Cosine might be better than PMRA; conversely, if the interest is in finding out highly similar documents PMRA would be a better choice. In addition, PMRA-annotations metric performs better than PMRA-stems in all metrics. PMRA-stems and PMRA-annotations also exhibit better recall than BM25 and Cosine; thus, PMRA has better coverage for relevant articles than the other two. PMRA also shows a lower concentration of documents in the corresponding metric space, as it occurs with BM25. Results also show that BM25 similarity values are mainly concentrated around low values; see Fig. 10 and Fig. 11 . 
Analyses for document profiles obtained from full-text
Scattered plot analyses for full-text versus title-and-abstract
Regardless of the metric, PMRA, BM25, or Cosine, similarities vary for title-and-abstract versus full-content based annotations. However, based on our findings, it is not clear how they exactly differ one from another, i.e., whether or not the differences follow a pattern or formula. PMRA presents more dispersion than BM25 and Cosine; nonetheless, for all of them, it was possible to find articles for which the similarity was close between title-and-abstract and full-content. In some cases, the similarity for full-content was higher than that for titleand-abstract, but the opposite case was also present. Fig. 12 shows the scattered plots for PMID:12537560 "Bayesian analysis of gene expression levels: statistical quantification of relative mRNA level across multiple strains or treatments" [34] ; similarities are calculated given an interest in PMID:12049663 "Bayesian analysis of gene expression levels: statistical quantification of relative mRNA level across multiple strains or treatments" [35] . These two articles were randomly selected; both of them belong to the same TREC topic whose information need was defined as "Describe the procedure or methods for normalization procedures that are used for microarray data". This TREC topic comprises 19 of the 62 full-text articles analyzed and corresponds to the topic with more articles from the full-text dataset.
Both articles were published in the journal Genome Biology in the same year -2002, but in different volumes; they do not cite each other.
Scattered plots for all the 62 PMC-OA analyzed articles are available at a GitHub repository [33] , where instructions on how to use the visualization script may also be found. 
DISCUSSION
Citing articles is one of the most direct ways to interlink and relate articles to one another [5] ; articles sharing citations are considered similar to some extent. In addition to citations, text-based approaches such as tf-idf and LSA have also been used to find out how similar one article is to another [10] . Clustering approaches have also been explored. For instance, Lewis [36] groups articles by using a keyword- Using semantic annotations in scientific publications opens up wider possibilities. While working with our test dataset, we found that for both stems and annotations, the term "gene" was the most common in titles and abstracts; the stem "express" was found as the fourth most common stem. The word "gene" is part of the UMLs concept C0017262, i.e., "gene expression"; therefore, while all occurrences of "gene expression" in a text would have been associated with two different stems "gene" and "express", when working with annotations, "gene expression" would be considered a single term. In the biomedical domain, "gene expression" results are more significant than those for "gene" and "expression" separately. In fact, the word "expression" not related to genes may not be interesting. Another interesting finding involves the stem "human" and the concept "homo sapiens". When dealing with annotations, both expressions are associated with "homo sapiens", which is not captured with stems.
The association between terms and articles using controlled vocabularies instead of stems has been already explored [38] [39] [40] . In fact, the version of PMRA implemented in the PubMed repository, used to identify the articles related to the one currently being read, includes
MeSH terms. Other efforts identifying concepts associated with controlled vocabularies in scientific publications are the Resource Index [38] and Europe PubMed Central [39] . The Resource Index is an ontology-based index covering more than twenty biomedical resources.
Text contained in title and abstract is annotated with concepts coined in ontologies; such annotation is used to improve the search and retrieval. Europe PubMed Central is based on PMC; however, it offers not only PubMed abstracts but also full text articles, patent abstracts, clinical guidelines, and biomedical research grants. It uses text-mining technologies, particularly Whatizit [40] , in order to identify and highlight gene names, organisms, and diseases in abstracts; searching by those concepts is also possible. To our knowledge, the identified concepts are not currently being used by either of these efforts in order to find related articles, nor are they applied to full-text collections.
In this manuscript, we have focused on similarity across PubMed articles; such similarity has been studied before. PMRA experimentation [11] defines the related document search problem as the retrieval of documents that a user may also want to examine given a known interest to a certain document. Documents of interest are similar in terms of topics or concepts; in PMRA, concepts are word stems taken from the title and abstract. Similar to PMRA experiments, we also use the TREC-2005 Genomic Track test collection. While PMRA focuses on document ranking, our concern is related to similarity metrics with values between [0, 1.0]. Thus, we transform PMRA ranking metric into a similarity metric by normalizing the obtained rank values; i.e., the ranking value between a document and itself turns to a similarity value of 1.0 while the rest of the values are calculated by cross-multiplication.
Similar to PMRA experimentation, we analyze P@5; however, the precision is applied to different datasets. In the experiments reported at [11] , BM25 with default parameter settings (k = 1.2, b = 0.75) is used to retrieve related articles; then PMRA is used to re-rank the top 100 documents. The precision is calculated on the top 5 documents of those 100. In our experiments, we use all the related and partially related articles from the TREC collection, regardless the TREC topic. We calculate the similarity between any document pair in that TREC subset; i.e., our precision calculation takes into account 4,230 documents. Different from the results reported at [11] , our results show a better performance regarding P@5 for BM25, independently of the parameter settings. In addition to the difference between the datasets used to calculate P@5, other differences could come from the method used to extract the stems from titles and abstracts; however, this point is not clear as the extraction of stems is not detailed by PMRA [11] . PMRA with annotations, i.e., PMRA-annotations, shows an improvement for P@5 regarding PMRA-stems; however, it is still about 30% lower than BM25 and Cosine metrics.
PMRA, BM25, LSA, self-organizing mapping, and topic modeling have been analyzed and compared over a set of two million biomedical publications in [10] . In this study, the authors use the ordered list of related articles provided by PubMed and normalized the results to a similarity value between [0, 1.0] by assigning a value of 1.0 to the first on the list, 0.98 to the second one, 0.96 to the third one, and so on; that is how PMRA similarity values are calculated. In contrast to this work, we use the PMRA formula as originally defined at [11] . Moreover, we do not aim at massively clustering documents with these metrics, but at analyzing their behavior over the TREC topics. Clusters in [10] are based on the grant-to-articles linkages indexed in MEDLINE reporter, which is based on a previous study of the authors [41] .
Boyack and colleagues found that PMRA and BM25 applied to title-and-abstract had the highest precisions; precisions for PMRA were slightly higher than those for BM25. Using TREC topics as pre-defined clusters for our test collection. We found that precisions calculated for BM25 and Cosine were much higher than those calculated for PMRA-stems and PMRA annotations methods. The maximum F1 for Boyack's clusters was found around a recall of 0.6. In our case F1 showed two tendencies, (i) a maximum value for recalls around 0.6 for BM25 and Cosine, and (ii) a maximum F1 value for recalls around 0.3 for PMRA-stems and PMRA-annotations. A fair comparison between the two studies is hard to achieve as we do not calculate clusters, and, even using TREC topics as clusters, articles are grouped based on different criteria.
In addition to P@5, we also analyzed precision and recall for thresholds from [0.1, 0.9]. Taking into account solely the precision, BM25 and Cosine perform better than PMRA-stems and PMRA-annotations; however, PMRA-annotations performs better than PMRAstems. The picture changed when involving the recall. The F1 score gives us a combined picture of these two values. When looking for similar articles, users are more interested in those with the higher similarity values. PubMed can return more than 100 related articles, but unless a crawler is used, human users will mainly focus on the top results; in fact, PubMed initially displays only the top 5. Therefore, we are more interested in those similarity metrics that perform better for higher similarity values. F1 score shows that both PMRA-stems and PMRA-annotations perform better than BM25 and Cosine for similarities above a threshold of 0.6.
Similar to other authors [42, 43] , we are interested in information extraction from full-text documents. Thus, beyond global and topicbased analysis, we also explored differences between title-and-abstract and full-text based similarities. With a different purpose, uncovering potential duplicate citations, Sun and colleagues [44] have also explored similarity for full-text articles. Different from the present work, similarity was measured in terms of words rather than stems or concepts found in the text. The text similarity algorithm eTBLAST was used. Findings show that articles that are highly similar based on words found in the abstract are likely to be highly similar based on words found in the full-text as well. Their experiments exhibited a high sensitivity (99%), i.e., recall, and a low specificity (20%). However, in order to truly uncover duplications, a comprehensive analysis of the full text is still necessary. Similarly, we have found that when using PMRA-annotations, similarity values could be alike regardless of using title-and-abstract or full-text, but they could also be different. The scattered plot analyses show that for about 50% of the 62 full-text articles, the similarity values based on title-and-abstract are close to 0 while they are above 0.5 when based on full-text.
In a previous work [43] , we had already explored relations across full-text articles. Eleven articles randomly selected from a Biotea repository were analyzed regarding MeSH and UMLS concepts found along their full content. Biotea [45] provides MeSH annotations, among others, for articles in PMC-OA; annotations in Biotea are delivered as statements following the model proposed by the Resource Description Framework (RDF) [46] . The CMA annotator [31] was used in order to extract UMLS concepts. Our findings then showed that it is possible to find connections between articles beyond those reported as related articles in PubMed; however, new connections were only found for those articles without MeSH terms reported in PubMed. This current work is a step forward; not only have we worked with a and-abstract or full-text. Unlike PMRA-annotations, the values for title-and-abstract are usually greater than those for full-text. Variations might be significant for knowledge retrieval and knowledge discovery. For instance, in the biomedical domain, it has been reported that more linked data, associated with controlled vocabularies, could lead to the identification of novel associations [47] , such as pathways associated with a particular disease or drug or the evaluation of hypotheses against experimental data [48] .
Based on our results, we find that PMRA-annotations is the algorithm that best adjusts to the UMLS based on annotations. The PMRAannotations present the best correlation to PMRA-stems independently of the TREC topic. The F1 score for PMRA-annotations consistently increases as the similarity values do; therefore, PMRA-annotations metric works better than BM25 and cosine for high similarity values.
In addition to analyses carried over the whole test dataset collection, i.e., 4240 articles, we also performed analyses at a TREC topic level.
Once again, PMRA-annotations shows the highest correlations while BM25 and Cosine show more variability depending on the topic. The PMRA-annotations are consistent for F1 scores at TREC topic level. PMRA-annotations metric also presents a significant variation between title-and-abstract versus full-text based similarities; however it is not too disperse as Cosine nor it concentrates similarities on low values as BM25. PMRA-annotations based on full-text also exhibits a better correlation for articles within the same TREC topic than Cosine or BM25. As mentioned before, full-text analysis opens up further analysis.
Finally, we have identified some limitations of our approach. We have worked with a well-known collection of articles, TREC-2005.
This collection is restricted to genomics; thus, it is unknown whether the study results are broadly generalizable. However, due to the detailed description that we have included for the method we followed, it should be possible to reproduce the experiment with a different corpus. The lack of manually curated corpora in the biomedical domain, including a significant number of full-text articles, makes it difficult to evaluate the validity of similarity metrics. Also, PMRA has been tested within the scope of PubMed; it is not well understood how this metric could behave for articles in other domains. The use of an annotator such as CMA also imposes some constrains; different results might be obtained with other annotators such as Whatizit and the NCBO Annotator. By the same token, results would likely vary if a vocabulary different from UMLS is used. In addition, getting full-text could be challenging, and processing it is computationally expensive.
However, within the digital publication, the importance of processing full-text has already been acknowledged. For instance, Europe PubMed Central offers an advance search feature enabling users to specify a section type. The exceptions to copyright in the United Kingdom for research purposes [49] also illustrate the value of full content. These exceptions allow researchers to copy material, e.g., from scientific publications, without infringing the copyright; such material can then be processed by text and data mining tools.
CONCLUSIONS AND FUTURE WORK
We have presented a benchmark on different similarity metrics applied to scientific articles. Such metrics have been applied to stems and concepts found either in title and abstract or the full content. We have worked with the TREC-05 Genomics track test collection where articles have been manually grouped regarding relevance judgments. We narrowed the collection to only relevant and partially relevant articles for all 50 relevance judgments. Our baseline consisted of the similarity for such articles according to a normalized version of the PMRA algorithm as reported in the literature [11] .
Similar to previous works [10, 11] , our findings show that PMRA is the similarity metric that performs best for PubMed articles, not only when applied to stems or words but also when applied to semantic annotations -particularly UMLS-based annotations. Our results
show that depending on the aim, e.g., similarity, coverage, or diversity, different metrics could be needed. Furthermore, a better integration of BM25, Cosine and PMRA might be useful. In the past, an integration between BM25 and PMRA has already been studied [11] . There, PMRA was used to re-rank articles for which BM25 has been already applied.
Using semantic annotations is a step forward when it comes to similarity between articles. Stems are simpler and straightforward but an in-depth analysis requires the precision provided by controlled vocabularies. When working with annotations, PMRA shows a high precision for high similarity values, i.e., those corresponding to the top articles in the PubMed related articles list. Thus, rather than calculating similarities from scratch, it would be possible to take the PubMed related articles list and enrich it with concept-based connections by applying PMRA-annotations metric. Our future work will go in that direction.
Additionally, similarity values based on terms found solely in title-and-abstract versus those found in full-text vary regardless the similarity metric used; a more significant variation was found for Cosine and PMRA-annotations. The exact nature, i.e., dispersion formula, of such variation is beyond the scope of this article; however, our findings show that there is indeed a significant difference. Although working with full-text articles consumes more resources, having concepts identified along the whole article opens up new and interesting possibilities. For instance, it becomes possible to analyze the similarity between a pair of documents from different perspectives such us how similar they are regarding a particular UMLS group or a particular section. We intend to use PMRA based on annotations for full-text articles in order to better understand the liaison between articles. We will focus on semantically linking articles within PMC-OA. By doing so, we aim at the long-term goal to contribute to recommendation systems.
A concept-based approach also makes it possible to explore and analyze documents from a semantic perspective. Concepts are related, and relations range from the common ones, e.g., is-a and part-of, to the more complex and domain specific ones, e.g., transcripts-to or inhibits. These relations could then be harnessed so that ancestors are included in the similarity metric. For instance, a concept A, not explicitly present in the text, could be taken into account for the similarity score if a descendant concept D is found in the text. The tf-idf of A could be smoothed in order to reduce the impact of this ancestor expansion. Special attention should be paid to ancestors originally present in the text as well as to generic concepts. Such concepts could introduce noise to the similarity score. Our preliminary work in this regard, not discussed in this manuscript, shows that including ancestors does not have a significant impact in the final similarity score.
Another issue to be studied is the weighting schema for multi-word annotations. This subject has been reported in the literature by multiple authors, e.g., Damerau [50] , Frantzi, Anadiadou, & Mima [51] , and Deane [52] ; a comparative evaluation on term recognition algorithms can be found at [53] . Part of-speech tagging and weighting schemas for multi-word terms could improve the identification of chunk boundaries such as noun phrases in CMA; thus it could also improve the coverage of concepts associated to multi-word terms.
Finally, approaches such as the one presented in this manuscript could benefit from corpora that include a significant number of fulltext articles. To date, PMC-OA provides about 1 million articles, i.e., less than 5% of the 24 million provided by PubMed and about 30% of 
A. APPENDIX -TREC05 TOPICS
The following table, Table A .1, presents a summary of the TREC05 topics. 
