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Abstract 
We construct a random walk with continuous time taking values in the p-adic numbers. We 
compute its transition semigroup and infinitesimal generator and exhibits its spectrum. We also 
give the associated Dirichlet form, which is of the jump type. 
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1. Introduction 
p-adic numbers were introduced by Hensel at the end of the last century and p-adic 
analysis is now a well developed domain within nonarchimedian analysis (see e.g. 
Koblitz, 1984; Schikhof, 1984). p-adic numbers form a complete metric commutative 
field Q,,, with a nonarchimedian norm. Topologically it is a locally compact separable 
totally disconnected space with the cardinality of the continuum, containing the 
(incomplete) field Q of rationals as a closed subset and the ring Z of integers as 
a totally bounded subset. 
Whereas some parts of classical analysis, like Fourier analysis and function theory, 
have found natural extensions to p-adic analysis not so much has been undertaken to 
study stochastic processes with values in p-adics. Recently however there has been an 
increasing interest in mathematical physics to introduce p-adic numbers in quantum 
theory, as underlying space-time or as a field of values for the wave function (see e.g. 
Vladimirov and Volovich, 1989a, b; Parisi, 1988; Everett and Ulam, 1966; Evans, 1989; 
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Beltrametti and Cassinelh, 1972; Grossman, 1989; Khrennikov, 1991; Kochubei, 1991; 
Meurice, 1989; Zelenov, 1991) and references therein. 
Due to the well known multiform relations between the theory of stochastic 
processes and quantum theory, see e.g. Albeverio, 1986; Streit, 1985, it is quite natural 
then to study from this point of view stochastic processes with state space the p-adic 
numbers. There is yet another connection which motivates this study. p-adic numbers 
can be looked upon as an infinite regular tree, with every branch at each level splitting 
into p other branches. Thus the study of stochastic processes on p-adics can be 
connected with the study of stochastic processes on trees. The latter has been 
enhanced in the physical literature by arguments showing the relevance of ultrametric 
structures in solid state physics and biology (see e.g. Brekke and Olson, 1989; 
Dominicis and Schreckenberg, 1986; Doyle and Snell, 1984; Grossmann, Wegner and 
Hoffman, 1985; Ogielski and Stein, 1985; Schikhof, 1984; Rammal and Toulouse, 
1986; Schreckenberg, 1985) and references therein. However, despite the existence of 
general mathematical studies of stochastic processes on trees (see e.g. T. Lyons, 1983; 
R. Lyons, 1990; Preston, 1974; Sawyer, 1987; Serre, 1977; Cartier, 1972; Figa and 
Talamanca, 1984) apparently a direct connection between these processes and the 
ones relevant for the above applications has not been made. Let us mention however 
that path properties of general Levy processes on totally disconnected abelian groups, 
in particular on Qp, have been recently studied in (Evans, 1989) (this author also 
studies Gaussian processes, indexed by local fields). 
Our paper is a continuation of (Albeverio and Karwowski, 1991). As in (Albeverio 
and Karwowski, 1991) we construct (in Section 2) a continuous time random walk on 
Q, by determining suitable transition probabilities for a ball centered at the origin to 
equidistant balls of the same radius. Using translation invariance we extend then the 
transition probabilities to any starting ball and finally let the balls shrink to their 
centers, obtaining transition probabilities for a process running on the points of Q,. 
The process on Q, is then obtained by the usual Kolmogorov construction. As already 
mentioned in (Albeverio and Karwowski 1991) it can essentially be identified with the one 
constructed in (Brekke and Olson, 1989) by other means (namely by identifying Q, with 
an infinite tree, setting up a process on the tree and using p-adic Fourier transform for 
solving the corresponding equations for the distribution of the process). 
In Section 3 we study the transition semigroup associated with the process as 
a semi-group in the space L’(Q,,) of real-valued square integrable functions over 
p-adics, (Q, being equipped with its Haar measure). We find that it is a strongly 
continuous symmetric Markov semigroup in L’(Q,,), with generator - H. We give an 
explicit formula for H on a core (in the terminology of, e.g. (Reed and Simon, X)). 
Moreover we compute the spectrum of H, which consists of eigenvalues, and we 
exhibit the corresponding eigenfunctions. H is bounded (respective unbounded) if all 
states of the process are stable (resp. instantaneous) (in the terminology of e.g. 
(Bharucha-Reid, 1960)). 
In Section 4 we study the Dirichlet form corresponding to the generator ~ H (fol- 
lowing the terminology of e.g. (Fukushima, 1980)). We show that it is a regular 
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Dirichlet form on the separable locally compact metric space Qp, so that the standard 
theory of Dirichlet forms, (see e.g. Fukushima, 1980) applies. We also show that the 
diffusion and killing parts of the form are zero, so that the form is a pure jump 
Dirichlet form (i.e. associated with a pure jump process). 
2. The construction of the process 
Let p > 1 stand for a prime number. A p-adic number x can be defined through the 
formal power series 
X = ~ yipi, (2.1) 
i=N 
where N is an integer (i.e., N E Z), and yi assume values 
With addition and multiplication defined in the natural way for formal power series, 
Q, the set of all p-adic numbers, becomes a field (Koblitz, 1984; Schikhof, 1984). 
Let x be given by (2.1) and i0 the smallest value of i such that yiO # 0. Then we define 
/IxlIp= p-io. (2.2) 
It is well known that the map x + 11 x Ilp defines a norm in Q,. This norm has in 
addition the non Archimedian triangle property 
II x + Y Ilp I max { II x lip, II Y II,}. (2.3) 
Q, with this norm is a complete separable metric locally compact totally disconnected 
space (with the cardinality of the continuum). The series (2.1) is convergent to x in I/ lip 
norm. Q is densely contained in Qp, and it is a subfield of Q,. 
Let a E Q, and M E Z. The set 
K(a, p”) = {x E Q,; l/x - all, 5 P"> (2.4) 
is called a sphere of radius pM centered at a. It is both open and compact. 
As an immediate consequence of the non Archimedian property we have that if 
x E K(a, p”) then K(a, p”) = K(x, p”). 
We also have that if 
a= f a_M+jp-M+i, 
j=_, 
then the sphere K(a, p”) is completely determined by the numbers 
CL-(M+m)> C1p(M+m-l), . . . , “m(M+l). This justifies the notation 
K(a,PM) = {a-(,+,,,...,a-(M+,)}. (2.5) 
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Note that 
ia- (M+mb~~~~~-(M+l)} = {O,CI~(M+m),...,C(~(M+l)} (2.6) 
and also 
D- 1 
{z- (M+~J>...,~-(M+~) = u 1~(~(~+rn,,...,r-(~+1)} = K(~,P~+‘). (2.7) 
3.IH+,)=o 
Iterating latter formula we conclude that Q, is a countable union of disjoint spheres of 
radius p”, and this is true for any M E Z. 
Let XXM = {K,~}im_, be the family of disjoint spheres of radius pM such that 
Q,=$rK/? 
Our aim is to construct a stationary process with Qp as state space. We begin by 
constructing a process with XM as state space. This can be done by solving following 
system of forward and backward Kolmogorov equations: 
pK,K,(r) = - z(Kj)PK,K,(f) + f c(Kt3 Kj)PKzK,(t), 
I=1 
!#I 
(2.8a) 
IjK,K, (t) = - fi(Ki)P K,K,(t) + f G(Ki3 Kl)PKfK,(t)3 
I=1 
I #j 
(2.8b) 
t E [0, m) i, j E N with the initial condition P K,K,(O) = 6ij. Z(Kj) is interpreted as 
intensity of the state Kj and G(Ki, Kj) as the infinitesimal transition probability. TO 
simplify the notation we dropped the index M in KM. 
Sometimes it is convenient to write Eqs. (2.8) in the matrix form. If we put A = (Uij) 
with 
Uii = - d(Ki), Uij = Li(Ki, Kj), i#j (2.9) 
and 
P(t) = (Pij(t)) with Pij(t) = PK,K,(t), i, j E N (2.10) 
then Eqs. (2.8) become 
F(t) = P(t)A, P(t) = AP(t). (2.11) 
Following facts concerning existence and uniqueness of the solution of (2.11) and 
hence of (2.8) are well known (see e.g. Bharucha-Reid, 1960). 
Theorem 2.1. If the elements aij(t) are continuous functions of t with 
Uij(t) 2 0, i #j, Uii(t) I 0, i E N , (2.12) 
C Uij(t) 5 0 for Cl11 i E N, (2.13) 
j= 1 
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then there is a matrix P(t) such that each Pij(t) is a continuous function with continuous 
first derivative and 
Pij(t) = f Pik(t)akj, (2.14) 
k=l k=l 
Pij(t) 2 0, Pij(0) = 6ij, (2.15) 
jz, Pij(t) I 1 for all i E N, (2.16) 
Pij(t + z) = f Pik(t)Pkj(T). (2.17) 
k=l 
If moreouer C,JY= 1 Pij(t) = 1 for some i E N then Pij(t) is unique. 
To proceed further we have to determine the matrix A, i.e. the coefficients a’(Kj) and 
u”(Ki, Kj). Define the natural p-adic distance between Ki, Kj, i #j by 
dist,(Ki, Kj) = 11 xi - xj lip where xi E Ki and xj E Kj. Note that /I Xi - xj I/p is indepen- 
dent of the choice of xi, xi. We shall assume that C(Ki, Kj) depends only on the 
distance between Ki, Kj. We shall also require 
a”(Kr) = f Li(K,F, K,!). (2.18) 
i=l 
I #j 
More precisely let a(M), M E Z be a sequence of real numbers such that 
(a) a(M) 2 a(M + 1) (2.19) 
(b) limM, +cc a(M) = 0, lim,, _a a(M) = W, where W is a positive number or + co. 
For any M, m E N we put 
U(M) = a(M - 1) - a(M) 
and 
(2.20) 
u(M, m) = (p - l))‘p~“‘+‘U(M + m). 
Then we get by direct computations the following lemma. 
(2.21) 
Lemma 2.2. Following relations hold: 
a(M + m) = (p - 1) f pi-’ u(M, i), mENo-{O}uN, (2.22) 
i=m+l 
u(M + 1, m - 1) = pu(M, m), m E N, 
Note that if i #j then dist,(K”, KY) = 
iZ(Ky, KJv) E u(M, m), where m = n 
m > 1. 
p” with n > M. We now choose 
- M. 
(2.23) 
(2.24) 
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We then have the following lemma. 
Lemma 2.3. 
a”(K]y = a(M). (2.25) 
Proof. Given j E N the number of spheres KM such that dist,(K,!‘, K,!) = p”+” is 
(p - 1)~“~ ‘. Thus by (2.18) and (2.22) we have 
a”(K,F) = 1 iT(Kp, K,!) = (p - 1) f pimlu(M, i) = a(M). 0 
i=l i=l 
i #j 
Since a(M) is decreasing it follows from (2.20), (2.21) and (2.18), (2.24), (2.25) that the 
elements aij defined by (2.9) satisfy conditions (2.12) (2.13). Thus by Theorem 1 there 
exists a solution of (2.11) or equivalently (2.8) with the properties (2.14)-(2.17). In fact 
we shall find the unique solution satisfying CT= 1 pij(t) = 1. 
Let b E Q, and define 
Kj+b=(yEQp;y=x+b,xEKj). 
Note the following simple facts: 
(1) If Kj E XA, b E Q, then there is j’ E N so that Kj + b = Kj, E ~7~. 
(2) ~6.~ is invariant under translations in Q,. 
(3) Given j,j’ E N, there is b E Q, such that Kj + b = Kj.. 
(4) For any pair i, j E N and any b E Q, we have dist,(Ki, Kj) = dist,(Ki + b, Kj + b). 
These observations together with the fact that I = a(M) is j-independent and 
1Z(Ki, Kj) depends only on dist,(Ki, Kj) imply that the Eqs. (2.8a) and (2.8b) are 
invariant under p-adic translations in the sense that if the spheres Kj, j E N are 
substituted by Kj + b, b E Q, then the resulting system coincides with (2.8a) resp. 
(2.8b). 
Direct verification yields the following proposition. 
Proposition 2.4. Let i E N bejxed and P K,K,(t), j E N, f > 0 satisfy, (2.8a) (resp. (2.8b)) 
. 
with the vutuzl condmon PK,K, (0) = 6ij. Put PK, K, (t) E PK,K,(t) where i’, j’ are such 
that Ki, = Ki + b, Kj, = Kj + b then P,y, K,(t) SYII~S$~S (2.8a) (resp. (2.8b)) and the 
initial condition PK, K,(O) = ~3,~~. 
Remark. This proposition combined with (3) shows that if we find a solution of (2.8a) 
(resp. (2.8b)) for one value of i then by p-adic translations we can construct complete 
solutions of (2.8a) (resp. (2.8b). 
According to our choice the matrix A is symmetric, i.e. A = AT (T meaning 
transpose). IfP(t) fulfills P(t) = P(t)A and P(t) = Pi, then P(t) = P(t)T = (P(c),~)~ 
= AT P(t)T = AP(t) i.e. P(t) satisfies both forward and backward Kolmogorov equa- 
tions. Thus we shall be looking for a symmetric solution of the forward Kolmogorov 
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equations (2.8a). Suppose the spheres Ki, i E N are numbered SO that Ki = K(0, p”). 
Consider (2.8a) for i = 1. If we find a solution of this system satisfying PKIK,(0) = 6rj 
then by the remark following Proposition 2.4 we can construct the complete solution 
of (2.8a). To simplify notation we drop the index Kr, writing thus PK, for PKIK,. 
In our discussion we shall occasionally consider the Eq. (2.8a) for i # 1, i.e. for 
PK, with other initial conditions than PK,(0) = 6,j. It will be explicitly stated when this 
occurs. 
Using the notation given by (2.5) and taking into account (2.24) and (2.25) we can 
write the equations for PK,(t) in the following form: 
= - a(M)P( ~-,M+m,l...r~-(M+l, i 
+ uw, 1) c P{?_ ,hi+m ,.... rGhf+*,J 
a’,hf+,, z ~-,M+Il 
+ ... + u(M, m) c p{as-,,+, ,,..., I’+f+,,) 
~-f.w+~~~~~~.~ihf+n-I~ 
~-,,w+,d z Y-,.M+“q 
+ f u(M,m+i) 1 qc,,_ 
,M+m+c, 
)’ m E No. 
i=l ~&f+,“+,, #O 
We remark that in the case m = 0 the equation simply reads 
PK(O.pM) = - 4wPK(O,P~) + f u(Mt 4 c P{,J_ ,M+t)l’ 
i=l 
GM+,) z 0 
In the last sum we used (2.7) and the fact that 
pKi UK, = PK, + PK,. 
By exactly the same reason we have 
= -(ew + u(M, ‘))~{~~(M+m,r...rI_,M+*)} 
+ jFl WW) - 0A.i + l))p~l.,,+, ,,, _, a_ w+,+*1J 
+ f (24(M, m + i) - u(M, m + i + l))PM,,+i, rnEN, 
i=O 
(2.26) 
(2.27a) 
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where 
P M,m+i e c p ;q:,u+,“+,j . . .. .L,,w+1,) 
a’,,+, ,1... .~~,,utm+,, 
is the probability to find the process at time t in the sphere of radius P~+“‘+~ centered 
at zero. Moreover we have the equation 
PK(lxp+J) = - (a(M) + u(M, 1))PW.P~) + f (U(M, i) - U(“, i + 1))PM.i. 
i=l 
(2.27b) 
Note that given WlglL Eqs. (2.27) are identical for all values 
c(_(~+~) ,..., L(~+,,-~) = 0, l,..., p - 1 and x_(~+,,,) = l,..., p - 1. If the (x’s run 
over those values then {c(_(~+,,,,, . .. , c(_(~+~~} run over the set of all spheres Kj E XXM 
satisfying 
dist,(Kj, K(0, p”)) = p”‘+“‘. 
Hence if dist,(Kj, K(0, PM)) = dist,(Ki, K (0, p”)) then PK,(t) = PK,(t). 
Thus the solution of (2.8a) constructed by translations of the solution of (2.27a), 
(2.27b) has the property 
PK,K,(t) = PK,K,(t) whenever dist,(K,, Kj) = dist,(Ki, K,). 
Given i,j E N, there is h E Q, such that Ki + b = Kj. Put K, = Kj + h. Then 
P K,K, = PK,+,K,,, = PK,Kt = PK,K,. The last equality follows from dist,(Ki, Kj) = 
dist,(Ki + h, Kj + h) = dist,(Kj, K,). Thus we have proven the following proposition. 
Proposition 2.5. If the solution qf (2.8a) is obtained by applying p-adic translations to 
the solution of (2.27a), (2.27b) then PK,K, depends only on dist,(Ki, Kj). In particular 
P K,K, = P K,K,> i.e. the matrix P(t) is symmetric. 
Thus the problem of solving (2.8a) and (2.8b) with the initial conditions 
PK,K,(O) = 6ij reduces to solving the system (2.27a), (2.27b) with the initial condition 
PK,(O) = 6,j. SO let US concentrate on (2.27). 
If we sum it up over c(_(,+i) we get 
= - (a(M) - (P - l)u(M, 1) + pu(M, 2)) P~I~,M+m,,,,,,l~~U+*~j 
n-1 
+ 1 p(u(M,j) - u(M,j + l))Pln 
j=2 
(Mt”,,...., 2-W+,*,,; 
+ P i u(M, m + i) - u(M, m + i + l))PM,m+i, rnE N, m 2 2. 
i=o 
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For ?rr = 1 we have the equation 
&(o,p) = - MM) - (P - l)uW, 1) + PU(M, 2)) PK(O,pM+l) 
+p f (u(M,2+i)-u(M,3+i))P~,2+i. 
i=O 
By Lemma 2.2 these formulas can be written as 
P{,_ ,C(+“3n)r.~.,~-W+2) I 
= - (a(M + 1) + u(M + 1, 1)) ~{I~,M+ml,...,l~~M+l,} 
m-2 
+ C (04 + LA - uW + Lj + 1)) Pi,_ (M+m,r..., =,M+j+ltJ 
j=l 
+ 2 (~(M+l,m+i-l)-~(M+l,m+i))P,+,,,_~+~,m~~,m22 
i=O 
or 
P{,_ ,M+l+“,....,I~,M+l+l,j 
= - (a(M + 1) + u(M + 1, 1)) p{,L(.M+l+m ,,..., z_(M+,+,)) 
m-1 
+ c (wf + LA - u(M + l,j + 1)) ~{n-(M+,+m,....rC(~,M+,+~~} 
j= 1 
+ 1 (u(M + 1, m + i) - u(M + 1, m + i + l))PM+l,m+i, m E N. (2.28) 
i=O 
Moreover we have the equation 
PK(O.pM”) = - (a(M + 1) + u(M + 1, 1)) PK(o,p”‘l) 
+ f (U(M + 1, i) - U((M + 1, i + l))PM+r,i. 
i=O 
Thus we have the following theorem. 
Theorem 2.6. If the sequence (a(M), M E Z) satisjies conditions (2.19)(a) and (b) and 
u(M, m), m E N are given by (2.20) and (2.21) the system (2.28) of equations obtained 
from the systems (2.27) by summing over cx _ (M + 1, is identical with the system (2.27) with 
M substituted by M + 1. 
LetPI~,M+l~~~&+l) = (A..., p - 1 denote the solution of the system (2.27) corres- 
ponding to the initial conditions 
P{lI,M+l,J(o) = 1, 
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PI, ,*,+1,) (0) = 03 CL (Mtlj z ~‘-(M+l,> 
P{s-,,v +?% ,...., a_,,w+,,}(0) = , m E N m > 1. 
By Proposition 2.5 the functions P;,_,,+m,,,,. a_,,+,,;(t), m > 1 are independent of 
x’-(~+ r). Observing moreover that the system (2.27) is invariant under permutation of 
spheres {x-(M+I)}, ~~(M+~) = O,...,P - 1,weconclude that C~,,‘,+,,=oPi,~(M+,,)(t)is 
also independent of cxLcM + 1j. 
These considerations prove the following corollary to Theorem 2.6. 
Corollary 2.7. Given M E Z, any of the solutions of the system (2.27) corresponding to 
one of the boundary conditions 
P{N,.,*,+,,;(O) = 1, r’L&f+,, = 0, l,...,P - 1, 
PI ,2_,,+,,j(0) = 0 for R-(M+~) f ~‘04+r), 
P&*,+,. ,..... BUM+,>) (O)=O, MEN, m>l 
dejines the same solution for the system (2.28), namely the solution satisfying the initial 
conditions 
P K(O,p”+l)(O) = 1, 
P{z_,,V+z,](o) = 0, M-(M+2) f 0, 
Pi ,a-(M+lim ,,..., x_,,+,,;(O) = 0, m c N, m > 2. 
To solve the system (2.27) we apply the following procedure: For any m E N we sum 
up the corresponding equations over the x_(~+,,,), . . . , rxcM+ 1J, recalling that 
CL(~+~, takes values (0, . . . , p - 1) for allj = 1, . . . , m. This together with the equa- 
tion 
P M,o = - (a(M) + u(M, 1)) PM,O + f (u(M, 4 - u(M, i + l))PM,i, 
i=l 
where PM,o = PKcO,p~j = P+.,,,+,,= oj yields following system of equations: 
PM., = - (a(M + m) -t pmu(M, m + 1)) PM., 
+ pm f (u(M, m + i) - u(M, m + i + l))PM,,+i, mENO. (2.29) 
i=l 
Direct computations show that the following equality holds: 
P&4,wl - fLn+ 1 = (04 + ml + pmu(M, m + l))(pP,~,, - PM,~+I)- 
Taking into account our initial condition we obtain 
pPM,m(r) - PM,,+,(t) z (p - ])e~[“‘“+m)+~mu(M~m+l)lt. 
S. Albeuerio, W. KarwowskilStochastic Processes and their Applications 53 (1994) l-22 11 
Observe that, for arbitrary i E N: 
p-ipol,~+i(~)_-p(i+l)Pu,+i+l(f)=~j-[”(”+~+ii+P~+‘~(M.m+i+l)lt. 
Summingupoverifromi=Otoi=k-l,kEfIweget 
PM,m(r) - P-kf%fM,m+k(t) 
(p - ilk-’ pi 
= p izop e - [a(M + m + I) + p”+‘u(M,m + i + l)]t 
which for k + cc converges absolutely and uniformly on 0 5 t < or: to 
pM,m(t)zp6_1 f p~ie-Ca(M+m+i)+pm+‘u(M,m+~+l)]t~ 
i=O 
Formulas (2.20) and (2.21) imply 
a(M + m + i) + P(~+~)u(M, m + i + 1) 
= (p - 1)-l [pa(M + m + i) - a(A4 + m + i + l)]. 
Hence 
pM,,(r)_P,l f p-ie-(p-I)-‘[pa(M+m+i)-o(M+m+l+l)]t. 
i=O 
(2.30) 
(Note that the series is convergent, since a(M) is monotone decreasing and p > 1). 
Thus the probability to find the process at time t in the sphere K(0, p”+“‘) provided 
Pxco,p~w,(0) = 1, is independent of M, i.e. of the radius of the elementary sphere, but 
depends on M + m, i.e. on the radius of the sphere in question. This justifies the new 
notation 
p,+,(t) = PM,,(t). (2.31) 
Let us consider PN(t). This could have been obtained as the solution of the system 
(2.27) with A4 = N but also for instance with M = N - 1. If in the first case the initial 
condition is 
PN(O) = ~{z_,,+,,=O}(O) = 1, 
then by Corollary 2.7 in the second case the process starting from any sphere (0, CI _ N}r 
M_~ = 0, . . . . p - 1 yields the same PN(t). 
Let x E K(0, p”), for some N E Z. For any M < N define KM = {y E Q,; 
I/x - ~11,~ ~“1. Then 1x1 = nMCN KM. By multiple application of Corollary 2.7 
we get 
PN(t) = Pt(K”; K(O, pN)). 
12 S. Albrurrio. W. KarM,o,vskiJStochastic Processes and their Applicutions 53 (1994j I- 22 
This motivates us to define 
Pt(x; K(O, P”)) = PN(f) 
for all x E K (0, pN). By Proposition 2.5 we have 
P,(-“; K (a, pN)) = PN(t) 
for all x E K(a, pN). 
(2.32) 
(2.33) 
To find P,(x; K(a, p”‘)) for x F$ K(a, p”) we begin by solving the following problem: 
Compute 
P (9~1Y+m,,....l~,l.+l,) (t) (2.34) 
with Mm(N+,,,) # 0, the process starting at K(0, p"). Observe that the spheres 
(xm (M+m,, . , a-,,.,,} with LX - (A4 + m) # 0 fill the set K(O,p"+")\K(O, pN+"-') 
and since they are all equidistant from K(0, p”) the functions (2.34) are all equal, by 
Proposition 2.5. The number of such spheres is (p - 1)~“~ ’ thus 
P r,~,,,,,,...,.~,,+,,r(t) = (P - l)~l~‘~“(PN+n,(f) - PN+m-l(t)). 
Since 
P,(K(O,P”), j~~(.v+rn), . . . . ~~,,v+,j)) = PI1 JO ,r+mt . . lm,\+l), 
Proposition 2.5 and Corollary 2.7 imply 
P,(x,K@,P”)) = (P - l)-‘P1~“(PN+,(~) - P~+rn-l(t)) (2.35) 
for x E Q, such that dist, (x, K (a, pN)) = pN+*. 
For A = U,t 1 Ki where Ki are disjoint spheres of not necessarily equal radii, we have 
Pr(x, A) = f PJx, Ki), 
i=l 
(2.36) 
where Pf(x, Ki) is given by formula (2.33) if x E Ki and by (2.35) when x 6 Ki. The 
transition probability is determined by the unique solution of the Kolmogorov 
equations (2.8). The uniqueness follows from the fact that the condition 
I,‘= 1 Pij(t) = 1 holds. Indeed 
= lim tiigo -i 
m-3( p 
p exp{-(p-1))‘[pa(M+m+i) 
-u(M+m+i+ l)]t)=l. 
As we shall show in the next section Pt(x, A) is a semigroup of Markov kernels on Q,. 
By Kolmogorov theorem for any start measure v on Q, there is a Markov process 
x, on Q, associated with it, in the sense that P,(x, A) are the transition probabilities of 
xt. Hence we have proven the following theorem. 
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Theorem 2.8. Let a(M) be as in Theorem 6. Then there is a continuous time Markov 
stochastic process X,, t 2 0 with state space Q, given by the transition probabilities 
Pt(x, A), t 2 0, x E Qp, A a countable union of p-adic spheres, dejined by (2.30)-(2.36). 
Remark. In the theory of Markov chains usually only nearest neighbours transitions 
are considered, i.e. one assumes that for some m0 E N one has 
u(M, m) = 0, m > m,. 
As a consequence the summations in (2.8) and (2.27) are finite. 
(2.37) 
By properties of the p-adic metric such an assumption results in a “confinement” of 
the process. Indeed if (2.37) holds then by (2.20), (2.21) and property b) one gets 
a(M+m-1)-O for all m>mO. This according to formula (2.29) yields 
PK?&) = PM,,, (t). Hence by (2.35) Pr(x, K(a, p”)) = 0 whenever dist,(x, K(a, p”)) 
> pM+m. 
Remark. Let us sketch shortly how the process on p-adics we have constructed can be 
looked upon as a process on a regular, infinite tree, following a procedure of (Brekke 
and Olson, 1989). Consider a regular tree, in which at each “level” every branch splits 
into p other branches, numbered 0 to p - 1. After n levels, the endpoints 
zj, j = 1, . . . , p” can be mapped naturally into the field Qp, in the following way. Label 
each level for the tree by an integer i, with i = m for the apex of the tree and 
i = m + n - 1 for the last branch. To the branch number a E (0, . . . , p - l> associate 
the number up’. The map z from endpoints to p-adics is defined by 
Z(Zi) = acre Ui,m+jpm+? Between the endpoints we can define an ultrametric distance 
11 Jzi - zj /I 1 by setting it equal to the number of levels one must move up the tree before 
zi and zj are connected to a common branch. We then have, for (1 Izi - zj 11 # 0, 
Il+z.)- z(zj)~~p~pllI~~~~,l~I~“~” with 11 lip the p-adic norm. For 11 Izi - zj /I I = 0 we 
havd II7(Zi) - t(zj) Ilp = CO. In he limit n -+ CC the S(zi) become the subset K(0, pm) of 
Q,,, hence by letting m run over Z, we recover Q,. 
3. The Markovian semigroup and its generator 
In Section 2 we constructed a continuous time Markov stochastic process X,, t 2 0 
with Q, as the state space. The process was defined by the transition probabilities 
Pt(x, A), t 2 0, x E Qp, A a countable union of p-adic spheres. 
According to formulas (2.30) and (2.35) 
Pt(x, K(% PM)) = 
p-l(p - 1) f pmiexp{ -(p - l)-‘[pa(M + i) - a(M + i + l)]t} 
i=O 
(3.1) 
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if x E K(u, p”). If dist,(x, K(a, p”)) = p”+m, m E N then 
Pt(x, K(a,p”) = pmm 
L 
p-‘(p - 1) i: p-i 
i=O 
xexp{-(p-1))‘[pa(M+m+i)-u(M+m+i+l)]tj 
-exp{-(p- 1))‘[pa(M+m- l)-u(M+m)]t} 1 . (3.2) 
For any t > 0 PC(x, A) is symmetric for the Haar measure on Q,, i.e. for any pairf; 
g E L2(Qp) the equality 
(3.3) 
holds. Indeed if xK, stands for the characteristic function of KJy E YXM then 
s X~,(Y)pt(x, dy) = Pt(X, Kj) 
and 
i 
X~,(x)Pt(x, Kj)dx = f’t(Ki, Kj)P”. 
Since P,(Ki, Kj) = P,(Kj, Ki) (3.3) holds for J’= xKI, g = xK, and hence for any 
.A g E L2(Qp). Thus (Fukushima, 1980, p. 28) Pt(x, A) determines a Markovian semi- 
group on L2(Qp). 
The Markovian semigroup T,, t 2 0 in L2(Q,) defined by Pr(x, A) is strongly 
continuous. In fact for j” E L2 (Q,) of the form .f= xi”=, ai xK,, Ui E R we have, by an 
easy computation, using the semigroup property of the kernel P,: 
II T,.f-.fll’ = i [uiuj(p”P2t(Ki, Kj) - 2p”Pt(Ki, Kj))] + pM i ~2. 
i,j=l i=l 
Hence, as t J 0 
II Ttf-0’ + P"' 
[. 
i $, UiUj(dij - 26ij) + i U: = 0. 
i=l 1 
But for an arbitraryf‘ E L’(Q) and for given e > 0 we can find a sequence fn of the 
above form s.t. for II larger than some no(c) > 0, 11 f- fn 11 < SC, as well as, by the above 
convergence, /I T, fn - fn 11 < SE for any 0 < t < t,,(e). 
Hence 11 T,f -,f I/ 5 e, using an q-argument, together with the contractivity of 7;. 
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As is well known, (see e.g. (Fukushima, 1980) there is a one to one correspondence 
between the family of nonnegative self adjoint operators H and the family of strongly 
continuous contraction semigroups T,. Namely T, = emHt, t 2 0 where -H is the 
generator of T,. 
Now we shall study the generator -H of the symmetric Markov semigroup 
determined by P,(x, A). 
Let f E Lz (Q,). Then by definition 
(Hf)(x) = lim t-’ [f(x) - T,f)(x)] = lim t-’ f(x) - f(y)P,(x, dy) 
tl0 cl0 I s 1 
whenever the strong limit exists. Denote by D, the linear hull spanned by the 
characteristic functions of all spheres in Q,. Then Do c D(H) with D(H) the domain of 
H. Indeed let a E Qp, M E Z and x E K(a, p”). Then 
WX K(a.pM,)w = ‘I’; t-l Cl - Ptk K(U> PM)1 
= -f p-‘[u(M + i) - p-lu(M + i + l)] = a(M). 
i=O 
If dist,(x, K(a, p”)) = pMim, m E N, then 
(Hx K(o.~M,)(x) = f; t-l Pt(x, K(a, P”)) 
[ 
cc 
=P -m 2 p-‘[u(M+m+i)-pp’a(M+m+i+ l)] 
i=o 
-p(p- 1))‘u(M+m- l)+(p- l)-‘u(M+m) 1 
= - p-“‘+l(p - 1))’ [u(M + m - 1) - u(M + m)]. 
Thus we have the following formula 
WX,,,,,M, )(x) = 
i 
u(M) if x E K(u, p”), 
_ p-m+ 1 (p - 1))’ [u(M + m - 1) - u(M + m)] 
if dist,(x, K(u, p”)) = pMfm. (3.4) 
Due to linearity of H formula (3.4) determines H on Do. Hence Do c D(H). 
Theorem 3.1. Do is a core for H. 
Proof. Do is dense in L2(Qp). Since H is selfadjoint its restriction to Do is symmetric. 
Due to nonnegativity of H it will be sufficient to prove that for some 1~ 0 the set 
(H - IZ)Do is dense in L2(Qp). 
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Let f be a nonzero element of L’(Q,,). Then there are a E Qp and M E Z such that 
s Kca,,,,f(~)dx # 0. Let XM be as in Section 2 and set 
f;(x) = f(x) XK, (x) 
for any Ki E X”. 
Then v = SUpi ( [.fi (x) dx ( > 0. 
In fact there is i0 such that lSfi,(x)dx 1 = u. Indeed otherwise there would be 
a sequence i,, n E N such that ) j’J,,, (x) dx I > f 11. We would then have 
ll.fll’ = jl/(x)l”dx = jiT/l(x)l’dx = T jl/I(x)l’dx 
>C IJ;:,(x)12dx~p+'~ _&,,(x>dx >p+x+v= M, 
” j n is I n 
which contradicts the fact that f’ E L2(Q,). Without loss of generality we can assume 
K,, = K(0, p”) and L’ = 
I 
f&(x) dx > 0. 
We shall show that if i, -C 0 then 
Let us first estimate (.I; Hx,,,~,~,,,)). The function WX~,~,~,,, ) is strictly positive for 
x E K (0, p”) and nonpositive for x 4 KCO,~~ ). Moreover it is constant on any K i. Thus 
(.L HXK,“.,? )=a(M)v+ c j f‘C4dx(H~~~o.~,v, )(~)IIl~lI,=dist,(O,~,) i#io Kt 
Since r 2 JR, f (x)dxJ for all i the right side is not less than 
[a(M) + 2 (Hx,,,.,,,, )(Y)l’~,,l.~=dist,lO.K,~l c’ 
, # i” 
= [a(M) - i pm-’ (p - l)[p-“+’ (p - l)-‘(a(M + m - 1) - a(M + m))llv 
If=1 
= c’ lim a(M + m) = 0 i.e. (J; H,y,,,,,,.,) 2 0. 
m-T 
Hence (.1; [H - ;II]x~~~,~~)) 2 - i(.f; XKCO.,,~) = - 1.u~~ > 0. 
This concludes the proof. 0 
Our next task will be to describe the spectrum of H. It is clear from (3.4) and 
(219a, b) that the characteristic function of a sphere K (a, p”) can be an eigenvector of 
H only when a(M) = 0, in which case the eigenvalue is zero. Otherwise x~,~.~,v)) 
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cannot be an eigenvector because XK(a,pM ) is nonzero away from K(a, p”). We shall 
see however that some finite linear combinations of characteristic functions give the 
eigenfunctions of H. 
According to the notation of Section 2 {s(_(~+~), . . . , CL cM+ 1,} denotes the sphere 
of radius pM centered at 
a = “-(M+N)P -(MCN) + . . . + “_(M+l)p-‘M+l’. 
As before we Put X{,_,,,,~,,...,,~,,,,,} for the corresponding characteristic function. Let 
b,ER,cc=O,...,p- 1 andset 
We have wWd4) = {@-(.bf+N)? ... , z_(~+~)}. It is crucial for further studies to 
note that also 
suppWeM(4) = {~-(M+N), . . . . qMf2)}, if c b, = 0. (3.5) 
a=0 
Indeed if x$ (C((_(M+N)), . ..) tx(M+2)} h t en th ere is m E N independent of c1_ (,,, + 1j such 
that dist,(x, (c+(~+~)), . . . , ~((~+~)j) = pMfm+l. 
Thus according to (3.4) 
(He,(a))(x) = - pm”(p - 1)-l [a(M + m) - u(M + m + l)] 1 b,. (3.6) 
This vanishes for all N E N either if u(M) = 0 or if (3.5) holds. The first case corres- 
ponds to eigenvalue zero, the second provides a chance to find a nonvanishing 
eigenvalue. The condition 
He,(a) = h,+(a), 
where h, > 0 is equivalent to the following system of algebraic equations: 
(3.7) 
1 a,pb,=O, a=0 ,..., p-l, 
D=O 
p-1 
1 b, = 0, 
a=0 
(3.8) 
where aa,, = u(M)-h,,cx=O,...,p- 1 andanD= -(p- l))‘[u(M)-u(M+ l)], 
x # p. By elementary algebra there is a nonzero solution of the system (3.8) iff 
hH = u(M) + (p - l)- l [u(M) - a(M + l)] (3.9) 
but then the system reduces to Eq. (3.5). Thus any a E Q, and M E Z define the p - 1 
dimensional eigenspace corresponding to eigenvalue h, given by (3.9). 
The main result of this section is the following theorem. 
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Theorem 3.2. Let - H denote the generator of the strongly continuous semigroup 
T, with the kernel defined by (3.1) and (3.2). Then 
(a) For any M E Z and a = C,L’?;d+,,, cc,p’ there corresponds an eigenvalue hw of 
H given by 
hM = a(M) + (p - l))‘[a(M) - a(M + I)] 
and a p - 1 dimensional eigenspace spanned by vectors of the form 
P- 1 
eda) = c L+,l X(n-,,+,v ,...., n ,%c+,,j) (3.10) 
a-i,+,, 
where Ci~i b, = 0. 
(b) The linear hull spanned by the vectors eM(a), M E L, a E Q, is dense in L2(Qp). 
Proof. It remains to prove (b). For this it is sufficient to show that for any a E Q, and 
N E Z the function x~(~,~v, can be approximated by the vectors eM(a). We shall present 
a construction of the approximation for a = 0 (other cases can be obtained by an 
appropriate shift of the variables). We have for a = 0 
Condition (3.8) implies that for any M E L there are p - 1 lineary independent vectors 
eM(0) determined by b’s, Consequently we drop the argument 0 and instead introduce 
an additional index to distinguish between those vectors. Thus we put 
wherek=O,...,p_2and 
1, cc=O,...,k, 
b,k = -(k+ l), x=k+ 1, 
0, otherwise. 
With this choice of bk, we have CXzi b: = 0 for k = 0, . . . , p - 2 and the vectors eft, are 
pairwise orthogonal. We also have 
II& 11’ = p”[k + 1 + (k + l)‘] = p”(k + l)(k + 2). 
Given N E Z, the theorem will be proven if we shall show that 
pN = lIXK(0.p”) II2 = f EZ loIK~O.P”, , 4) II 4 II -‘)I’. 
M=N k=O 
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For M 2 N we have (x~(~,~v), eL) = pN. Hence 
e~)I/ef;,1Jr)12=pN f pN-“p~ZC(k+l)(k+2)]-’ 
M=N k=O 
= PN(P - l)p’ f p-i = PN. 
i=O 
Here we used the formula I,“!!, l/n(n + 1) = n&no + 1) which can be easily verified 
by induction. This completes the proof. 0 
As a consequence of Theorem 3.2 we have the following corollary. 
Corollary 3.3. The operator H has a pure point spectrum given by the numbers 
h,,., = a(M - 1) + (p - l))‘[a(M - 1) - a(M)]. 
Zf all states of the process are stable, i.e. lim,, _ ar a(M) < GO then the operator H is 
bounded. If all the states are instantaneous, i.e. lim,, 3. a(M) = cc then H is un- 
bounded. 
4. The Dirichlet form 
Let -H be the generator of the strongly continuous Markov semigroup T,, t > 0 of 
Section 3. Put D(H ‘12) for the domain of H ‘I2 and define 
8(f;g)=(H1’2f,H112g) forf,gED(H’/‘). (4.1) 
Then by (Fukushima, 1980, Th. 1.4.1) d with the domain D [a] = D(H 1/2) is a closed, 
symmetric Markovian quadratic form, i.e. a Dirichlet form. 
As we have seen in Section 3, D, is a core for H and hence for H1’2. Thus the 
symmetric form 
is closable and its closure satisfies 9 = b. 
In other words Do is dense in D [&‘I in the norm (8, (. , .))‘j2 = [F(. , .) 
+ (.,.)]1’2. 
Moreover Do c C,(Q,), with C,(Q,) the set of all continuous functions of compact 
support. By the Weierstrass-Stone theorem Do is dense in C,(Q,) in the uniform norm 
topology. Hence Do is dense in C,(Q,) in both sup and El norms. In the terminology 
of (Fukushima, 1980) Do is a core for d and hence 8 is regular. By (Fukushima, 1980, 
Th. 2.2.1) a regular Dirichlet form admits the representation according to the 
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Beurling-Deny formula. Namely 
au; 9) = ~“‘U 4) + 3 I s p Q Ed U-(x) -.f(y)Mx) - dy))J(dx> d.d PX I 
(4.2) 
where cP’ is a symmetric form with domain D [&‘@)I = D [S] n C,, (Q,) satisfying 
following condition: 
Scc’(,J g) = 0 for ,A g E D [SC”] 
and g such that g(x) = constant for x in a neighbourhood of supp.1: J is a symmetric 
positive Radon measure off the diagonal d and k is a positive Radon measure on Q,. 
The form %?(‘) and measures J, k are uniquely determined by &. 
Formula (4.2) has an interpretation in terms of the corresponding stochastic 
process. According to this interpretation d w is called the diffusion part, J the jumping 
measure and k the killing measure. To find the Beurling-Deny representation for the 
form d defined by (4.1) note that since Q, is totally disconnected the diffusion part 
vanishes identically. Indeed, any sphere Ki is both closed and open. Thus xK, is 
constant in Ki which is a neighbourhood of supp xK,. Thus 
and hence @“(.f; g) = 0 for any pair,/; g E Do. Let K(a, p”), K(h, p”) be disjoint, i.e. 
dist,(K(a,p”), K(h,p”)) = p” with n > max(M, N) and setf= x~(~,~,\,, g = XK(b,p”). 
Setting m = n - M we obtain from (3.4) 
a($ g) = - pN-m+l (p - l))‘[a(M + m - 1) - u(M + m)], 
= - p”+“-“+‘(p - I)-‘[a(n - 1) - u(n)]. 
On the other hand since suppf n suppg = 0 we have 
a(.t g) = - 2 
I 
f(x)g(y)J(dx, dy) = - 2J(K(u, p”‘), K(h, p“‘)) 
or 
J(K(u, p”), K(h, p”)) = +P”f”-n+‘(p - l))‘[u(n - 1) - u(n)], 
which determines the measure J uniquely. 
Now choosef= g = x~(~,~v,. Then 
(4.3) 
8(X 9) = 
s 
I~K(a,~w)(.x) - ~lc(a.P+I’ J(dx, dy) + 
s 
ztK(a.PM)(x)k(dx). (4.4) 
Eq. (3.4) yields &(,f; g) = u(M)f. 
S. Albeverio, W. Karwowski/Stochastic Processes and their Applications 53 11994) I-22 21 
To compute the right hand side of (4.4) observe that the integrand of J differs from 
zero (and then equals 1) if either x E K(a, p”) y # K(a, p”) or x 4 K(a, p”), 
y E K(a, p”). Thus 
s Ix Kto.p~j(4 - xtq,,p~(~)l~ J(dxt dy) 
= 2 2 J(K(u, p”),K(u, p”+“)\K(u, pMfm- ‘)) 
!?I=1 
= pM mz, [u(M + m - 1) - u(M + m)] = p”u(M) 
Since 1 xKto,p~l(x)kW) = W(a, P”)) we conclude that k vanishes identically on Q,. 
Hence we have the following. 
Theorem 4.1. The process described by the trunsitionjiinctions defined by (3.1) and (3.2) 
is a pure jump process, i.e. the corresponding Dirichlet form d has only the jumping part 
in the Beurling-Deny representation formula, i.e. 
au 9) = I Q Q _d(f(4 --f(y)Mx) - g(y))J(dx>dy) PX P 
for all f, g E D [B] and some symmetric positive Radon measure J off the diagonal d, 
uniquely determined by &‘. 
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