The validity of parametric functional magnetic resonance imaging (fMRI) analysis has only been reported for simulated data. Recent advances in computer science and data sharing make it possible to analyze large amounts of real fMRI data. In this study, 1484 rest datasets have been analyzed in SPM8, to estimate true familywise error rates. For a familywise significance threshold of 5%, significant activity was found in 1% -70% of the 1484 rest datasets, depending on repetition time, paradigm and parameter settings. This means that parametric significance thresholds in SPM both can be conservative or very liberal. The main reason for the high familywise error rates seems to be that the global AR(1) auto correlation correction in SPM fails to model the spectra of the residuals, especially for short repetition times. The findings that are reported in this study cannot be generalized to parametric fMRI analysis in general, other software packages may give different results. By using the computational power of the graphics processing unit (GPU), the 1484 rest datasets were also analyzed with a random permutation test. Significant activity was then found in 1% -19% of the datasets. These findings speak to the need for a better model of temporal correlations in fMRI timeseries.
Introduction
It has been debated for a long time if the assumptions that are required for standard parametric approaches really are appropriate for functional magnetic resonance imaging (fMRI) data. It has also been debated how the problem of multiple testing should be solved. This debate gained new momentum when significant brain activity was found in a dead salmon (Bennett et al., 2010) . The recent advances in computer science, e.g. graphics processing units (GPUs), make it possible to perform conventional fMRI analysis in a few seconds (Eklund et al., 2011a (Eklund et al., , 2012 . This permits using thousands of studies in the evaluation of analysis and inference procedures in fMRI data analysis, which was not previously possible. In this study, a large number of rest datasets have been analyzed to show that temporal correlations in resting state fMRI timeseries may show a more complicated structure, than previously assumed in conventional statistical models. Specifically, the autoregression models used by SPM are shown to fail to accommodate a preponderance of low frequencies in resting fMRI timeseries. The result of this is familywise error rates that are higher than the expected ones, especially for short repetition times.
There have been some studies that show that parametric significance thresholds from random field theory are conservative, mainly for multi subject fMRI (Poline et al., 1997; Nichols and Holmes, 2001; Nichols and Hayasaka, 2003; Hayasaka and Nichols, 2003a) but also for single subject fMRI (Friston et al., 1994; Hayasaka and Nichols, 2003b) . These studies are mainly based on simulated data, which never can capture all properties of real data. The only study that used real data to estimate familywise error rates (Zarahn et al., 1997 ) merely used 17 datasets, which is inadequate for a good estimate.
The idea of the empirical study is to analyze a large number of rest (Null) datasets and simply count the number of datasets with significant activity. If a familywise significance threshold of 5% is used, activity should be found in 5 out of 100 rest datasets. The empirical study is thus a way to investigate if the assumptions about the null distribution hold. An important note is that the null hypothesis does not state that there is not any brain activity in rest data (there is always activity in the brain), but that the rest data do not contain any brain activity that is correlated with a randomly selected regressor. The main difficulty of doing such a study is how to get hold of a large number of rest datasets.
Data
Resting state fMRI data is commonly collected to study functional connectivity (Biswal et al., 1995) . As the aim of this study is to investigate Null distributions, resting state fMRI data is what we need. For these reasons, the freely available resting state fMRI datasets in the Neuroimaging Informatics Tools and Resources Clearinghouse (NITRC) 1000 functional connectomes project (Biswal et al., 2010) have been used. The data is fully anonymized and is released under a license that allows unrestricted non-commercial use, researchers are free to publish any portion of the data set. The enthusiastic researcher can thus repeat the study by using the same data. More information about the project can be found at http://fcon_1000.projects.nitrc.org/ .
A total of 1484 resting state fMRI datasets were downloaded from the website, see Table 1 for more information about the datasets, requiring about 85 GB of storage. For each subject there is also a high resolution anatomical volume. The number of subjects is not 1484, but 1253. For the New Haven data there are 2 or 4 rest datasets per subject and for the ICBM data there are 3 rest datasets per subject. We believe that these datasets are a good representation of different subjects, MR scanners and MR settings.
Methods
The 1484 rest datasets were analyzed in SPM8 1 (updated to version 4290), by using a Matlab batch script. We chose to use the SPM software as it, to our knowledge, is the most common software for fMRI analysis. The findings that are reported in this study cannot be generalized to parametric fMRI analysis in general, as other fMRI software packages (e.g. FSL 2 , AFNI 3 , fmristat 4 ), for example, use other models of the auto correlation.
Preprocessing
Each dataset was first motion corrected and then seven amounts of smoothing (4, 6, 8, 10, 12, 14, 16 mm FWHM) were applied to the motion corrected volumes. Slice timing correction was not applied to the volumes since information about the slice order (i.e. continuous or interleaved) is not available.
The analysis was performed both with and without estimated motion parameters as additional regressors in the design matrix. The additional regressors will reduce the variance of the residuals, and can thereby increase the test values. At the same time, the residual energy at low frequencies can be reduced, as estimated motion parameters often are dominated by low frequencies. The spectrum of the residuals can thereby become 1 http://www.fil.ion.ucl.ac.uk/spm/ 2 http://www.fmrib.ox.ac.uk/fsl/ 3 http://afni.nimh.nih.gov/afni/ 4 http://www.math.mcgill.ca/keith/fmristat/ more flat (white), resulting in a decrease of the test values. Motion regressors can also reduce spikes and jumps in the data, resulting in a better estimate of the non-sphericity.
The high resolution anatomical volume could have been used to segment the brain into gray and white matter, but in a number of cases the registration between the functional dataset and the anatomical dataset failed. The reason for this seems to be that the functional and the anatomical data are stored in different coordinate systems. Due to this, only the functional datasets were used in the analysis. As this study is about single subject fMRI analysis, the datasets were not warped into a standard brain space.
Statistical analysis with SPM
The statistical analysis was performed in eight different ways, four block based designs (B1, B2, B3, B4) and four event related designs (E1, E2, E3, E4) were used. The length of activity and rest periods are given in Table 2 . For data that conforms to Gaussian white noise, the choice of regressors does not matter. The significance threshold will always be the same, as white noise has the same energy for all frequencies and phases. This is, however, not necessarily true for resting state fMRI data. Two regressors were used for all designs, the stimulus paradigm convolved with the hemodynamic response function (canonical) and its temporal derivative. 
A t-test value was calculated in each voxel, then a voxelwise as well as a cluster based threshold, for a familywise error rate of 5%, was applied. For the cluster based threshold, the activity map was first thresholded at p = 0.001 (uncorrected). The size of the largest cluster was then compared to the random field theory cluster extent threshold (Friston et al., 1994) . The number of datasets with significant activity was finally divided by the number of analyzed datasets, to obtain the familywise error rate.
SPM settings
Except for the small modification of adding time derivatives, the default SPM settings were used in all processing steps (e.g. global AR(1) auto correlation correction, high pass filtering with a cutoff period of 128 seconds). The variable defaults.stats.fmri.ufp was changed from 0.001 to 0.05, to make sure that the rest datasets pass the first overall F-test that is applied in SPM. Without this modification, the error message "please check your data, there are no significant voxels" will arrise for rather many of the analyses and then no further analysis will be performed. Global normalisation is not always used for activation data but is commonly applied for resting state data. The analysis was therefore performed both with and without global normalization.
Non-parametric analysis
To compare SPM8 to a non-parametric approach (Eklund et al., 2011a) , a random permutation test, with 10 000 permutations, was also applied to each dataset. This was only done for 8 mm of smoothing, as it would take several months to repeat the random permutation test for all amounts of smoothing. The significance thresholds from the random permutation test can, however, not be directly compared to the ones from SPM, as, for example, the motion correction is performed in a different way (Eklund et al., 2010) . The random permutation test does not use global normalization or motion regressors.
The random permutation test applies whitening with a voxelwise AR(4) model prior to the permutations, since the permutation test requires the samples to be exchangeable under the null hypothesis. Prior to the whitening, a cubic detrending (Friman et al., 2004 ) is first applied to remove the mean and any polynomial trend up to the third order. The AR(4) coefficients are then independently estimated for each voxel timeseries, by solving the Yule-Walker equations. To improve the estimates, the coefficients are spatially smoothed with a Gaussian kernel of 8 mm FWHM. Our amount of smoothing is less than the amount (15 mm FWHM) proposed by (Worsley et al., 2002) , but close to the optimal amount (6.5 -7.5 mm FWHM) found by further investigation (Gautama and Hulle, 2004) . Normalized convolution (Knutsson and Westin, 1993 ) is used to prevent that the smoothing is affected by voxels outside the brain. Normalized convolution produces a result that is weighted with a voxel-wise certainty, in our case the certainty is set to 1 for brain voxels and 0 otherwise. The result of our whitening is a flexible and spatially non-stationary model of temporal correlations.
Power spectra
To estimate power spectra of fMRI rest data, smoothed with a 8 mm kernel, standardized residual timeseries from SPM were Fourier transformed and average power spectra were calculated. Windowing is normally considered to be an important operation in signal processing, a window function is as a rule applied to the timeseries prior to the Fourier transform. This was not done in our case, as SPM does not apply a window function prior to the estimation of the AR model. To avoid conversion between different sampling rates, the study was separately done for three different repetition times, 1 s (97 datasets), 2 s (796 datasets) and 3 s (214 datasets). Two spectra were estimated for each repetition time, spectrum of the original residuals (auto correlation correction turned off in SPM) and the whitened residuals (auto correlation correction turned on in SPM). To give the reader an idea of the spectrum that is estimated by SPM, the ratio of the original and the residual spectra were calculated. Note that these ratio spectra are not actual estimates from SPM, they are only used to increase the understanding of SPM's whitening for different repetition times.
Power spectra were also calculated for the random permutation test, to see the result of the voxel-wise AR(4) whitening prior to the permutations. All the timeseries were, as standardized residuals from SPM8, normalized to have a variance of 1.
Which parameters affect the familywise error rate?
The GLM framework is based on several assumptions about the residuals. One important assumption is that residuals are white (sphericity). This assumption is, for example, related to the repetition time and if motion regressors are used or not. The whitening that is used in SPM assumes that the temporal correlations of the residuals are stationary over voxels. This assumption could be tested indirectly, by changing the F-test threshold (defaults.stats.fmri.ufp) that determines which voxels that are used to estimate the non-sphericity. In our opinion, it is however clear that this assumption is violated. Estimated AR(1) parameters often yield a spatial pattern that is similar to the default mode network (Worsley et al., 2002) . The whitening performance is not likely to be affected by the number of voxels that are used to estimate the non-sphericity, as long as the same whitening is applied to all timeseries.
Random field theory requires the activity map to be smooth, to be a good lattice approximation to random fields. This is related to the amount of smoothing that is applied to the volumes. The smoothing also affects the assumption that the residuals are normally distributed, as smoothing, by the central limit theorem, will make the data more Gaussian.
A good fMRI software should, for example, be invariant to the repetition time and the paradigm design and always give valid results. To determine the analysis parameters that have the greatest effect on the familywise error rate, we used a binary logistic regression analysis looking at the effects of smoothing, paradigm, repetition time, inference level and the application of motion regressors and global normalisation (see Table 3 ). We repeated a similar analysis for both the SPM8 results and the non-parametric results (omitting the smoothing, motion regressors and global normalisation parameters for the non-parametric results). The number of analyses (trials) and false positives (events) for each level combination were analyzed in Minitab. A significance level of 5% was used to test the significance of each parameter.
To get independent measurements, it would be necessary to use different datasets for each level combination. The reported results are not corrected for dependence between the measurements, the significance of each parameter may therefore be overestimated.
Results
Two of the datasets (number 905 and 1310) were removed from the study, due to empty brain masks. For some of the 82 992 analyses (1482 datasets × 7 amounts of smoothing × 8 paradigms) the error message "please check your data, there are no significant voxels" appeared in the SPM software and no Table 4 . The error message especially appeared for high amounts of smoothing. For these cases, the datasets were classified as inactive, i.e. counted as true negatives. The thresholds for these cases are therefore plotted as zeros. Figures 1(a) -1(b) . Familywise error rates for SPM8, with global normalization and motion regressors, are given in Figures 2(a) -2(b) . A parallel coordinate approach (Inselberg, 1985) was used to plot the familywise error rate as function of paradigm, smoothing and repetition time in a 2D plot. Familywise error rates for the random permutation test are given in Figures 3(a) -3(b) . The estimated familywise error rates follow a binomial distribution. Approximate 95% confidence intervals for a familywise error rate of 5%, for different repetition times, are included in the figures. The confidence intervals are also given in Table 5 . Repetition time 95% Confidence interval 1 s (97 datasets)
1.0% -9.0% 2 s (796 datasets) 3.5% -6.5% 3 s (214 datasets) 2.0% -8.0%
The maximum test values/cluster sizes, the random field theory significance thresholds and the random permutation test significance thresholds, for 8 mm smoothing, are given in Figures 4(a) -7(d) . The data for these plots were generated without global normalization and without motion regressors in the design matrix, as the random permutation test does not use these settings.
Power spectra
The estimated power spectra, for SPM8 and the first block based design, are given in Figures 8(a) -11(c) . Similar results were obtained for the other designs. Power spectra for the voxel-wise AR(4) whitening prior to the permutation test are given in Figures 12(a) -13(c) .
Regression analysis
The result of the regression analysis is for SPM8 given in Table 6 and for the random permutation test given in Table 7 . The maximum t-test values, the random field theory (RFT) t-thresholds and the random permutation test (RPT) t-thresholds, for block based designs and 8 mm of smoothing. Note that the significance thresholds from the random permutation test are highest for datasets with a repetition time of 1 s (datasets 1 -59 and 1005 -1042).
(a) (b)
(c) (d) Figure 5 : The maximum t-test values, the random field theory (RFT) t-thresholds and the random permutation test (RPT) t-thresholds, for event related designs and 8 mm of smoothing. Figure 6 : The extent of the largest clusters, the random field theory (RFT) cluster extent thresholds and the random permutation test (RPT) cluster extent thresholds, for block based designs and 8 mm of smoothing.
Figure 7: The extent of the largest clusters, the random field theory (RFT) cluster extent thresholds and the random permutation test (RPT) cluster extent thresholds, for event related designs and 8 mm of smoothing. 
(c) Figure 8 : Average power spectra of standardized original residuals from SPM8 and ratio between the original and the whitened spectra, for different repetition times. Global normalization was not used and motion regressors were not included.
(c) Figure 9 : Average power spectra of standardized whitened residuals from SPM8, for different repetition times. Global normalization was not used and motion regressors were not included.
(c) Figure 10 : Average power spectra of standardized original residuals from SPM8 and ratio between the original and the whitened spectra, for different repetition times. Global normalization was used and motion regressors were included. 
Discussion
In brief, our analysis of false positive rates reveals some striking and intuitive effects. Overall, a simple AR(1) model for temporal correlations appears to be adequate for fast designs (E1 and E2) at all three TRs. However, there is a massive inflation of false positive rates at short TRs that is particularly pronounced for slower (block) designs. At a TR of 1 s, the false positive rate can reach up to 70% for block designs. The effect of smoothing is consistent and universal -increasing the smoothing reduces number of false positives. Furthermore, this effect is more pronounced at a shorter TR.
The results are intuitive if we look at the modelling of temporal correlations in the frequency domain. The spectra show a failure of the AR(1) model used in SPM to accommodate low frequencies, a failure that is exacerbated by short TRs. In other words, the AR(1) model fails to account for slow fluctuations in the residuals that appear to be more prevalent at short TRs. Our results are intuitive, because regressors (designs) with lower frequency components are clearly more sensitive to the failure of non-sphericity modelling in the low frequency range. In what follows we unpack these results and discuss their implications for future modelling work.
Related studies
We have only found one previous study that estimates familywise error rates using real data (Zarahn et al., 1997) . The rest datasets were analyzed with a block based design with blocks of 40 seconds and the activity maps were thresholded at p = 0.05 (Bonferroni corrected for multiple testing). When independence was assumed between the time samples, activity was found in 10 out of 17 subjects. For a 1/ f auto correlation model, activity was found in 5 subjects. When the sequences were smoothed with an estimated BOLD impulse response function, and the 1/ f model of intrinsic auto correlation was included, activity was found in 1 subject. The same test without the auto correlation model resulted in activity in 3 subjects.
Another study on rest data from 8 subjects (Smith et al., 2007) used a block based design with blocks of 20 seconds and estimated voxel-wise error rates. When not performing whitening, an uncorrected threshold of p = 0.001 resulted in 862 false positives, compared to the expected 58 for 58 000 brain voxels. When a global AR(1) whitening was applied (as in SPM8), the number of false positives dropped to 109. Similar results were found in another study (Purdon and Weisskoff, 1998) and the problem was found to be more severe for low frequency block based designs and short repetition times. A final example is a semi-parametric approach to calculate significance thresholds (Nandy and Cordes, 2007) which includes a discussion about the problems with low frequencies in resting state fMRI data. When rest data were analyzed with a gamma-convolved boxcar function with blocks of 30 s (B4), activity was found even after correcting for multiple testing. The random field theory t-threshold was 4.70 and the semi-parametric approach resulted in a t-threshold of 6.61.
The results of these studies are consistent with the results of the present study, but it is hard to draw strong conclusions as only a few datasets were used.
Which parameters affect the familywise error rate?
As can be seen in the plots and in the logistic regression analysis, the familywise error rate for SPM8 is significantly affected by the amount of smoothing (p < 0.0001, z = -6.86), the paradigm used (p < 0.0001, z = -14.08), the repetition time (p < 0.0001, z = -21.50), the inference level (p = 0.004) and if motion regressors are used or not (p = 0.01). There is also two-way interactions between paradigm and repetition time (p < 0.0001, z = 5.81), between paradigm and motion regressors (p = 0.001) and between repetition time and inference level (p < 0.0001, z = 6.51). Three-way interaction was found between paradigm, repetition time and inference level (p = 0.005), between paradigm, repetition time and motion regressors (p = 0.042) and between paradigm, repetition time and global normalization (p = 0.024). If multiple testing is considered, and each test is seen as independent (i.e. Bonferroni adjustment), smoothing, paradigm and repetition time are still significant. The two-way interactions between paradigm and repetition time and between repetition time and inference level are also still significant.
The random permutation test is also significantly affected by the repetition time (p = 0.008), the paradigm (p = 0.016) and the inference level (p = 0.026). The z-values for these parameters are, however, lower than for SPM8.
Non-white noise
The familywise error rates are higher for block based designs with longer periods; this is consistent with the 1/ f model that is often used for fMRI noise (Zarahn et al., 1997; Smith et al., 1999; Friston et al., 2000) . One problem in fMRI is that the sampling rate normally is too low to accurately represent physiological noise, such as breathing and heartbeats (Mitra and Pesaran, 1999; Dagli et al., 1999; Lund et al., 2006) . Temporal aliasing is thereby introduced, which invalidates the 1/ f model. Aliasing is probably the reason why the residuals have relatively high energy for high frequencies. The familywise error rates are higher for short repetition times, which previously has been reported for voxel-vise error rates (Purdon and Weisskoff, 1998) . This is explained by the fact that the auto correlation of a signal, as function of the sample distance, increases with the sampling frequency (Purdon and Weisskoff, 1998) (but the auto correlation as function of the time distance is constant). As subsecond repetition times are becoming possible in fMRI (Feinberg et al., 2010) , it is rather alarming that results from SPM are less valid for short repetition times.
The non-white noise Lund et al., 2006) can yield p-values that are too low (Purdon and Weisskoff, 1998; Lund et al., 2006; Smith et al., 2007) . SPM uses high pass filtering as a first remedy. One could remove more of the low frequencies, by increasing the cutoff frequency of the high pass filter. This can, however, increase the number of false positives even further (Smith et al., 2007) . After the high pass filtering, a global AR(1) auto correlation correction is applied (Friston et al., 2000) . The reason why the same AR parameter is used for all the brain voxels, is that the effective degrees of freedom varies between the voxels if an individual whitening is used. As can be seen in Figures 9(a) -9(c) and 11(a) -11(c), the global AR(1) model used in SPM fails to whiten the residuals for short repetition times. An explanation for this can be that the SPM software was designed when it was common to use very long repetition times, for which the global AR(1) whitening works rather well. Other software packages for fMRI analysis (e.g. FSL, AFNI, fmristat) use more sophisticated modelling of the auto correlation and may potentially yield familywise error rates that are closer to the expected ones.
Our work suggests a need to improve, or extend, the models of temporal correlations or stationary dependencies in single subject fMRI timeseries. This is a non-trivial problem, since one cannot simply estimate the auto correlation function of the residuals. This follows from the fact that one needs to estimate the non-sphericity of the underlying random errors, as opposed to the residuals of a general linear model. However, one cannot simply measure the auto correlations in the raw data, because these include dependencies due to signal. This is why one has to use estimates (for example restricted maximum likelihood estimators) of the underlying smoothness by making particular assumptions about the form of the unobserved correlations among the real errors. Here, the assumption is temporal stationarity, which allows us to represent the non-sphericity in terms of an auto correlation function or spectral density. The problem of non-sphericity is made more acute by the fact that estimating auto correlation functions, from single voxel timeseries, can lead to inefficient (variable) estimates. This is why we smoothed the estimated AR(4) coefficients in the non-parametric analyses, as for example proposed by (Worsley et al., 2002) . In summary, the advent of very short TR capabilities (Feinberg et al., 2010) may call for a re-appraisal of existing assumptions about the form and stationarity of temporal correlations in fMRI.
Non-parametric fMRI analysis
If the exact noise structure was known, a lot of problems in fMRI would be solved, but not all of them. Non-parametric fMRI analysis (Siegel, 1957; Dwass, 1957; Holmes et al., 1996; Brammer et al., 1997; Bullmore et al., 2001; Nichols and Holmes, 2001; Nichols and Hayasaka, 2003; Tillikainen et al., 2006; Eklund et al., 2011a) can be required in order to calculate significance thresholds and p-values for detection statistics that are more advanced than the GLM, for example multi-voxel approaches, which do not necessarily have a known parametric null distribution (Friman et al., 2001 (Friman et al., , 2003 Nandy and Cordes, 2003; Mourao-Miranda et al., 2005; Kriegeskorte et al., 2006; Norman et al., 2006; Martino et al., 2008; Björnsdotter et al., 2011) . The beauty of the random permutation test is that it can be used to calculate significance thresholds and p-values for any test statistics, for example fMRI analysis by restricted canonical correlation analysis (Das and Sen, 1994; Friman et al., 2003; Eklund et al., 2011a Eklund et al., , 2012 .
As previously mentioned, the thresholds from the random permutation test cannot directly be compared to the RFT thresholds, as the preprocessing and the statistical analysis is not performed exactly as in SPM8. It is, however, clear that the random permutation test, for voxel level inference, gives higher thresholds for the block based designs and slightly lower thresholds for the event related designs. Note that the significance thresholds from the random permutation test, are highest for datasets with a repetition time of 1 s (datasets 1 -59 and 1005 -1042). The reason why the random permutation test works better for block based designs, than for event related designs, is probably that the regressors for the randomized event related designs (E3 and E4) have a wider spectra than the other regressors. These designs are thereby more sensitive to that the whitening prior to the permutations is correct.
For cluster level inference, the thresholds from the random permutation test are in general too high. A possible explanation for this is that cluster based thresholds are more sensitive to a perfect whitening, than voxel-wise thresholds. The whitened spectra, Figures 13(a) -13(c), are rather flat, but this does not necessarily mean that the whitening works for all datasets (and timeseries). It only means that the whitening works well on average. The standard deviation of the whitened spectra from the voxel-vise AR(4) whitening is clearly smaller than for the whitened spectra from SPM.
Rest vs activity data
It is not straight forward to generalize our findings to standard analyses of activation studies with SPM8. This is because resting state data was analyzed, which deliberately promotes slow fluctuations in activity (to estimate functional connectivity or coherence at low temporal frequencies). This means that the residuals may be dominated by low frequencies that confound standard (simple AR) models of serial correlations. A solution to this problem could be to analyse activity data with a regressor that is orthogonal to the used paradigm. To give an example, if fMRI activity data has been collected with a block based design, analyse the data with an event related design and count the number of "false positives". Data from the OpenfMRI project, http://www.openfmri.org, can be used for this purpose.
Computational complexity
To analyze an fMRI dataset with 7 amounts of smoothing and 8 statistical designs on average takes 10 minutes with SPM8, on an Intel Core i7 3,4 GHz with 16 GB of memory. For 1482 datasets this gives a total of 82 992 analyses and a processing time of about 10 days. The analysis was done with and without global normalization and motion regressors, yielding a total of 331 968 analyses. By instead using the computational power of the graphics processing unit (GPU) (Gembris et al., 2011; A. R. Ferreira da Silva, 2011 Eklund et al., 2011a Eklund et al., , 2012 Eklund et al., , 2011b ) the processing time can be reduced to 5 -10 seconds per dataset, giving a total processing time of 2 -4 hours.
The main drawback of non-parametric statistical approaches is their computational complexity, which so far has limited their use in fMRI. Thresholding techniques for single subject fMRI are more complicated than for multi subject fMRI, as the fMRI time series contain auto correlation (Woolrich et al., 2001) . To be able to perform a permutation test on single subject fMRI data, the auto correlations have to be removed prior to the resampling (Locascio et al., 1997; Bullmore et al., 2001; , in order to not violate the exchangeability criterion. Single subject fMRI is further complicated by the fact that the spatial smoothing changes the auto correlation structure of the data. This problem is more obvious for CCA based fMRI analysis, where several filters are applied to the fMRI volumes (Friman et al., 2003) . The only solution to always have null data with the same properties, is to perform the spatial smoothing in each permutation, which significantly increases the processing time. This problem was recently solved, by doing random permutation tests on the GPU (Eklund et al., 2011a (Eklund et al., , 2012 . A random permutation test with 10 000 permutations, for the 8 statistical designs, takes 5-15 minutes per dataset with a multi-GPU implementation, giving a total processing time of about 10 days. Note that 10 000 permutations of 85 GB of data is equivalent to analyse 850 TB of data. To perform 11 856 permutation tests (1482 datasets × 8 paradigms) with SPM8 would take something like 100 years. We believe that the GPU will become an important tool for fMRI analysis.
Future work
This study has only considered single subject fMRI analysis, but the problems of non-white noise can also affect the results of a second-level analysis (Bianciardi et al., 2004) . We therefore intend to repeat the empirical study for multi-subject fMRI. It would also be interesting to repeat the study with other programs for fMRI analysis, such as FSL, AFNI and fmristat, to see if the more advanced auto correlation modelling results in more accurate familywise error rates.
To improve the random permutation test, it is possible to use noise models that are temporally non-stationary (Milosavljevic et al., 1995; Long et al., 2005; Luo and Puthusserypady, 2007) . The important aspect is that there now exists an objective way to compare the correctness of different parametric and non-parametric approaches.
Conclusions
We have presented the results of an empirical study, based on 1484 rest datasets, which shows that parametric fMRI analysis with SPM can give invalid results. The results that are reported in this paper can, however, not be generalized to parametric fMRI analysis in general, other fMRI software packages may give different results. The random permutation test works well in some cases, but indicates that more advanced whitening is necessary. We challenge other researchers to get better results, and encourage them to repeat the study to verify our findings. To facilitate this, we have put all the datasets, the Matlab scripts and the results at http://people.imt.liu.se/andek/rest_fMRI/ .
