Introduction
Let (X t ) t2Z be a stationary process with autocovariance function (h) and spectral density f (!) = 1 2 P +1 k= 1 (k)e ik! . We suppose a sample of size n is available to the econometrician. We consider in this paper the following hypothesis:
where is a …xed frequency. The motivation for this problem is not purely theoretical. Indeed, it is well-known now that seasonal adjustment procedures, including X11-Arima and SEATS can induce spurious moving-averages unit root in seasonally adjusted series (see Maravall (1995) ). But it is important to note that any macroeconomic aggregate is obtained by summation of seasonal adjusted series, and then is not the direct result of some seasonal adjustment procedure. It means that, although disaggregated series may have some moving average unit roots, it is not clear whether they are still present after aggregation.. So, in the case of monthly data, testing lack of power at the seasonal frequencies n6 ; n3 ; n2 ; 2 n3 ; 5 n6 and is an important issue prior to econometric modelling.
We study in this paper the performance of non parametric tests of H 0 which have been proposed by under some classical regularity assumptions. The paper is organized as follows. Section 2 recalls the test statistics used in this exercise and their associated asymptotic distribution. Section 3 examines the power of the tests against sequences of local alternatives. Section 4 is devoted to small sample distribution of the tests under H 0 through a Monte Carlo experiment. In section 5 the empirical power of the tests is investigated through a limited Monte Carlo experiment. A brief application to French GDP is presented in section 6. An appendix collects technical details.
We turn now to the statistical framework used throughout the paper. Though our theoretical results do not suppose that f is inde…nitely di¤erentiable, we will only consider the special case where X t follows an ARMA model. Then, under the null hypothesis, we recall that X t can be expressed as:
2 ) u t if 6 = 0 [ ] = (1 cos B) u t if = 0 [ ] and u t follows also an ARMA model. We write the Wold representation of X t as X t = C X (B) " t where the rational complex function C X (z) can be factorized as:
D( ; z) is a polynomial. It should be noted that the hypothesis to be tested is in fact more restrictive:
In other words, we test for a single moving-average unit root for X t . We denote by n a sequence converging to , written as:
W c (t) will denote a complex Brownian motion de…ned on [0; 1]. The sign ) always means "convergence in law when n goes to in…nity". Let n (u) = P n 1 k=0 e iku be the Dirichlet kernel,; it satis…es R j n (x)j 2 dx = n and:
2 The test statistics
In this part, the reader is referred to for details and properties of the statistics listed below. We keep the same notations as in this paper. First:
where
I u (!) is an estimate of the periodogram of (u t ) ;and:
With e (n) = p n we get the statistic:
With e (n) = n we get the statistic:
is another sequence converging to then let r n be the ratio:
n is a least square estimation of the random variable u 0 (see ). The limiting properties of these statistics are recalled in the next theorem, which is stated here without proof. We denote by L p ; L s ; : : : some limit laws which depend upon nuisance parameters, and that we do not need to specify in this paper.
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Power of the test
Under the null hypothesis, we have seen that X t can be expressed as:
We consider the sequence of local alternatives H loc a de…ned by the double indexed process:
X t;n = 1 2 1 + a n
for t = 1; 2; : : : n, > 0 and a …xed. The parameter "a" summarizes the closeness between X t;n and X t . We prioritize in this part the statistics p n . So, we suppose that e(n) = n C for some < and C constant. The following technical lemma gives the behavior of the periodogram under the local alternatives under consideration. Let
Proof: see the appendix.
We turn now to the denominator of p n : Let Z t be a non-stationary process such as 1 :
We calculate the estimator \ f u ( ) from:
u 0 and u 1 are new "initial conditions"which are derived from u 0 and u 1 . We de…ne:
The …ltering procedure for deterministic terms yields the modi…ed Fourier transform:
It is clear that:
Now, if ! = ; we know that:
1 Z t is obtained explicitely by the recurrence : Z 1 = u 1 , Z 2 = u 2 + 2 cos Z 1 , Z 3 = u 3 + 2 cos Z 2 Z 1 and so on.
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whereas J u ( ) = W n ( ; 1) ) W c (1) and
, and for > 1, J u ( ) = O p (1) : Suppose now 1. Then, if j 6 = 0, then we get:
Remember that, for j = 0 :
From these considerations, we have:
Now, (9) yields:
, and, for < 1:
n 2 : Hence, from the de…nition of the spectral estimator:
Under the assumptions of theorem 12 of Lacroix (1999),
converges in law to
It follows from lemma 2, (11) and the continuous mapping theorem that:
(12) (12) shows that at least asymptotically, we don't make false decision for alternatives of the form n with < 1. We turn now to the case = 1: Now J u ( ) verify:
This result seems to indicate that \ f u ( ) converges, which is actually true.
Proof: see the appendix. :
From lemmas (2) and (3) we obtain immediately:
p n has the same limit law than under H 0 : The same method can now be applied to the statistic s n for < , so we omit details. From lemma 3:
in probability under H loc a , whereas (we note n;t = + t n
nJ X;n ( n;t ) = nJ X;n ( n;t ) + 2ae
Cn 1 e i n;t
If > 1, then nJ X;n ( n;t ) = nJ X;n ( n;t ) + o p (1), the terms o p is uniform in t: If = 1: from the proof of theorem 8, and theorem 17 of Lacroix (1999), we have the convergence in C [ ; ]:
V(t) Then we get, using the normality of V(t) :
If < 1, then s n diverge with rate n 2 2 : The power of p n is very low for alternatives which converge with rate1/ n. Indeed, if
Now, for the test to be consistent against such local alternatives, the following condition should be satis…ed: as it can be seen from (14) . Note also that l ( ) is an increasing function on [0; ] for a > c, which means that the power function converges faster to one when comes close to from above:
Let us consider now the statistic ) and g e(n) = log(n) e C ; C and e C constant. It is easily seen that under the sequence of local alternatives (8), the test is consistent when . Indeed:
r n diverges with rate n .
If
, and the convergence for the couple yields:
( ; a) = lim
( ; a) = 1:
3. If = and = : we obtain likewise:
and lim a!1
4 Small sample properties of the statistics under H 0
We consider two distinct processes for simulation purpose:
The " t are iid T (5), Student law with 5 degrees of freedom 2 . The case of ARCH or GARCH models for " t is left for future experiment (we recall that our tests are not asymptotically a¤ected by conditional heteroskedasticity, see ). The spectrum of model 1 is concentrated at law frequencies: : : : : :whereas the spectrum of model 2 has a peak around the frequency 0 = n3 : 
We consider for a given value of the seasonal-di¤erenced process Y it :
The …rst question we have to deal with is: under H 0 , how accurate is the approximation of the …nite sample distribution of our statistics by their asymptotic counterpart? To this end, we replicate 2000 samples of n = 150 points for both models: This is typically the sample size available for most macroeconometric models. Secondly, we want to investigate the robustness of the …nite sample distribution to the presence of a seasonal intercept in the model, that is:
It is shown in 
is also shown for s n :We begin with time series without seasonal intercepts.
Model 1, low frequency
In all graphics, the thin line represents the density of the standard normal distribution. It is clear that serious distortion are present for p n , which can't be attributed to the poor quality of the nuisance parameter estimator (see …gure 1 and 2). These distortions are quite reduced with s n (recall that convergence to is assumed at the faster rate n 1 for this test).
r n , which is by construction free of nuisance parameters does not indicate size distortions due to …nite sample properties. ; e r n
The behavior of the statistics are less satisfactory for frequencies associated with low values of the spectral density: of u t . Indeed, one may expect the …nite sample law to be close to the law associated with two roots in the spectrum. In this case, the asymptotic approximation may be quite poor. Note also that the error on the nuisance parameter, whose true value is small has an important e¤ect on the distribution of s n The peak at a¤ects the precision of f u ( ), and then s n . On the contrary, r n , by de…nition, not sensitive to this problem, a property which appear here to be quite attractive. It is worth noting that non parametric bias correction, which would entail the estimation of the second derivative of f isn't very useful here. Indeed, the order of magnitude of the sample size under consideration implies very poor properties of this estimator, whose best rate of convergence is about n 1 7 (see Prewitt (1998)). We turn now to the model with a seasonal intercept. ; e r n
Model 2, frequency with high power
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The statistics show dramatic distortions of the distribution especially for low value of the spectrum (see …gures [22] [23] [24] . In this case, the stochastic signal is clearly dominated by the deterministic component. We note in particular that the estimator of the nuisance parameter performs very poorly in the case of e s n : Note also that e p n is always the worst estimator. In this case, the distortions appear to be less signi…cant compared to the model without intercept. Indeed, the stochastic component has high spectral power at n3, which makes the in ‡uence of the deterministic part for this frequency less in ‡uent.
Model 2, frequency with high power
21
We de…ne, for i 2 f1; 2g : . As expected from the previous part, r n shows the better properties in term of size, but its power is particularly low (this is a bit surprising, because the test diverges with rate n under the alternative). The conclusions are reversed for s n : the distortions of size may be quite signi…cant, but its power is almost all the time the best among the three tests under consideration, and is comparable to corresponding results for unit roots tests, see e.g. DeJong et al. (1992) . Results for p n are quite disappointing, for both size and power. This justi…es, ex-post, the need for the introduction of statistics involving frequencies which converges fast enough to . Note that the results depend on the value of , except perhaps for r n . As in the previous section, the shape of the spectrum of u t explains certainly these variations. For instance, in model 1, the power of s n is very low for = 5 / 6 (f u ( ) w 0), but it is higher for = / 6 (f u ( ) 0).
An empirical application to French GDP
The series which we investigate now is French GDP released by the French Statistical Institute. It is well-known now that seasonal adjustment procedures, including X11-Arima and SEATS induce spurious moving-averages unit root in seasonally adjusted series (see Maravall (1995) ). But it is important to note that any macroeconomic aggregate is obtained by summation of seasonal adjusted series, and then is not the direct result of some seasonal adjustment procedure. It means that, although disaggregated series may have some MA unit roots, it is not clear wether they are still present after aggregation.. So, we are left with the problem of testing lack of power at seasonal frequencies 2 and . Granted to non stationarity at frequency zero, we work with the …rst di¤erence of the logarithm of the series. The graph below shows an estimation of the spectrum . The estimator uses data-dependent bandwidth (see Robinson (1994) ) and Parzen's kernel. Con…dence intervals are omitted since they are very large, a situation commonly encountered in the …eld of applied spectral analysis.
Fig. 30. Spectral density for Quarterly French GDP
The properties of the spectrum are not very easy to interpret. It is particularly dif…cult, at least visually, to make some decision about the dips at /2 for log (P IB) : Moreover, similar dip occur at ' /3 ; 2 /3 ; 5 /6. We perform now our tests From the previous section, we expect this test to have better power in …nite samples. So, we may conclude to a moving average unit root frequency for GDP. This seasonal frequency is associated with semestrial cycles. The explication for such a surprising result probably lies in the statistical methods used in the the calculation of quarterly accounts: this subject is currently under investigation. Finally, we remark that the hypothesis of a unit root at frequency zero can't be rejected by the three tests at the conventional level =5%.
Concluding remarks
This paper presents results related to some statistical tests of the moving average unit root hypothesis. Both theoretical study of sequences of local alternatives and (limited) …nite sample experiment suggest that the simple test considered here, p n , appears to be of little interest for econometric applications. The same conclusion is obtained for the statistic r n : Indeed, despite its good properties under the null hypothesis, its power is very low. On the contrary, s n which uses sequences converging to with rate n 1 may be useful. It is indeed convergent for local alternatives of the form +Cn 1 , and its …nite sample properties (size and power) are encouraging. However, under the null hypothesis, the properties of the test appear to be less satisfactory in three cases. Firstly, when the spectrum of the di¤erenced series is very low, the series looks like is a model with two MA unit roots, and a di¤erent limit theory applies. Secondly, when this spectrum has a peak at , the nuisance parameter estimator can be severely biased. Lastly, under the null hypothesis, deterministic seasonal intercept at frequency can seriously a¤ect the law of the statistic. Naturally, the distorsion is particularly important when the di¤erenced series has low spectral power at compared to the deterministic signal. Now, it would be interesting to compare the performance of this test with other procedures which are known to be satisfactory. However, itspower properties appear to be less attractive in …nite sample. Another simulation work is now needed in order to examine the power of the test in various speci…cations allowed by our theoretical results. For instance, seasonal intercept and conditional heteroskedasticity should be considered, as well as stationary linear models which are not ARMA. It seems also interesting to compare these results which other procedures which are known to be locally optimal under some simple ARMA speci…cation (see Saikkonen and Luukkonen (1996) ).
Appendix
Proof of lemma 2
Suppose 6 = . Starting with X t;n = X t + 2a n (u t 2 cos u t 1 ) we get immediately, with the notation
If = then from the proof of theorem 8 and lemma 5 of Lacroix (1999), we have:
1 W c (1) If = , we have X t;n = X t + a n u t 1 , and:
Proof of lemma 3
We write
with C 1 (!) and C 2 (!; n) uniformly bounded in ! and n. From u t = (1 2 cos B + B
2 ) Z t we get:
with j;n = + we get:
We treat separately each of the three terms of right-hand side of this inequality. First:
uniformly in j (see the proof of lemma 5 of Lacroix (1999)). Next:
by stationarity of u t :
E (jZ n+1 j + jZ n j) jJ u ( j;n )j = O p n uniformly in j, and …nally:
The same argument yields E I u ( j;n ) = I u ( j;n ) + jC 1 ( j;n )j 2 J Z ( j;n ) n 2 + jC 2 ( j;n ; n)j 2 Z n 1 n p n 2 + R (j; n)
with R (j; n) = Re h C 1 ( j;n ) J Z ( j;n ) n J n u ( j;n ) i + 2 Re h C 2 ( j;n ; n)
J Z ( j;n ) n C 2 ( j;n ; n) f u ( ). Then, the result for \ f u ( ) follows as in lemma 11. We turn now to the case = : Details will be omitted X t;n = X t + a n u t 1 . De…ne Z t a process such as u t = (1 + B) Z t and Z t = 0 if t 0: With u t;n = S t X; = u t + a n Z t 1 ; we get: J u ( j;n ) + e in j;n Zn p n n (1 + e i j;n ) C j jJ u ( j;n )j + Z n p n As before, E (jZ n j) = O ( p n) and E (jJ 
