Various methods have been proposed to conduct simulation optimization for discrete event systems such as manufacturing systems and telecommunications systems.
INTRODUCTION
The problem of interest involves inventory control of an item -which we assume is measured in continuous units (e.g., pounds) -where once every period the inventory is reviewed and, if necessar y, orders are placed to replenish depleted inventory.
An (s, S) ordering policy specifies that an order be placed when the level of inventory on hand plus that on ordercalled the inventory position -falls below the level s, and that the amount of the order be the difference between S and the inventory position, i.e., order amounts are placed "up to S." In this paper, we consider an infinite horizon problem and use simulation to find the values of the parameters s and S that minimize the average cost per period, where costs are associated with ordering, holding, and short ages.
We assume general independent and identically distributed (i.i.d.) continuous demands, zero lead times, full backlogging of orders, and linear ordering, holding and short age costs. We investigate experimentally two simulation optimization methods: a deterministic "retrospective" algorithm and a gradient-based, steepest-descent algorithm.
Reviews of techniques for simulation optimization can be found in Jacobsen and Schruben (1989) , Safizadeh (1990), and Fu (1994) .
The retrospective approach to simulation optimization was introduced in Healy and Schruben (1991) , with a more detailed development to be found in Healy (1992) . The basic idea is to solve a determin- istic optimization problem with respect to given realizations of the stochastic effects as if the outcomes of all uncertainties were known in advance. A similar idea is proposed in Rubinstein (1991) . In the context of the inventory problem, the idea is to estimate the optimal reorder and order-up-to values by solving the deterministic optimization problem associated with an observed or artificially generated n-period realization of the demand process. The applicability of the technique depends on the limiting properties of the estimator as the length of the trajectory on which the solution is based increases as well as the effort involved in solving the corresponding deterministic optimization problem.
The second approach involves estimating the gradient of the performance measure of interest and adjusting the parameters according to the gradient during the evolution of the simulation. The simulation is terminated when the gradient is "close enough" to zero. Because the parameters are adjusted during the actual simulation, yielding the optimal values at the conclusion of a single simulation, this approach has been called single-run optimization (Suri and Zazanis, 1988 We define w. = inventory level (on-hand minus on-backorder in period n), X. = inventory position (inventory level plus outstanding orders in period n), Dn = demand in period n (i.i.d, for all n),
We assume throughout that F(.) is absolutely continuous with density function~(.).
We consider the long-run average cost per period, which consists of three components:
ordering, holding, and short age costs. First, we define the one- Also, since we have assumed zero lead times, we have Wn = X.. The performance measure of interest is the long-run average cost per period function, i.e., the limit of the the n-period (random) average cost per period function: 
The eight test cases considered, each with c = h = 1, are given in Table 1 below. 
Note that these estimators correspond to the lead time L = 1 in Fu (1990b), because here {X. } is defined after the demand for the period is subtracted, i.e., the recursive equation for {Xn } is given by
Perturbation analysis derivative estimators for more complicated (s, S) inventory systems can be found in Bashyam and Fu (1991) .
An explicit algorithm for both derivatives, (6) and (7), is given below.
PA Algorithm
for dJ/tIs and 8J/8A. and {bn } is a scalar series modifying the step sizes.
We choose {bn} to be the following two-dimensional adapt ation of the accelerated harmonic series:
("sgn" denoting the sign function) with bO = 1.Thus, the step size is reduced only if both components of the estimated gradient change sign. A more "accurate" adapt ation might involve the angle measure between the previous and new gradients.
Since A must be positive, we project back to the previous point whenever the algorithm brings A less than zero. We also restricted s~O, so if this constraint were violated, again a projection was employed. We chose the set of coefficients for the matrix A corresponding to a decoupling of the two gradients, i.e., all = a22 = 1 and alz = azl = O, so our algorithm is simply with updates done every N periods, i.e., every N periods, the values ofs and A are changed according to (8) and the PA algorithm reinitialized.
Obviously the performance of the algorithm, in terms of convergence speed, will depend on all of the above choices.
We "naively" chose starting points
The simulation results for the eight cases over 16 replications of 100,000 periods are given in Table 2, presenting mean A (asymptotically  valid) 9570 confidence widths for fl(s., An) at progressive phases of the algorithm, with the value given for # periods equal to O corresponding to Z(SO, Ao) and the theoretical minimum given by Y" = z(sOPi, AoPt).
Of course, in practice, a stopping rule of some sort would have to be specified.
Various different values of a and N were tried to get some idea as to the sensitivity of the algorithm to the choices of these parameters. The results for Case 1 are also included in Figure 5 gives the N = 50 case for the four different values of a, whereas Figure 5 gives the N = 500 case.
It is clear that the early behavior depends heavily on the choice of a, with too small a choice leading to very slow movement, whereas too large a choice may lead to erratic behavior. For example, for the N = 5, a = 1000 case, 9 of the 16 replications ended (at 100,000 periods) with f. under 751 -reasonably close to optimal, whereas the remaining 7 replications were above 2500, which is actually worse than the starting value !
We have not attempted to give any convergence proofs here. For a regenerative version of the algorithm -where order points constitute regenerative points, a proof along the lines of Fu (1990a) could be obtained.
For the version of the algorithm studied here, it is likely that convergence could be estab- 
Realizations of (~, S) are obtained by simulating n period demands, {dl, dz ,..., d~}, and optimizing over the corresponding deterministic cost function. In the the process, it is necessary to restrict ourselves to stat ionary (s, S) solutions since the solution to the unconstrained sample path problem is trivially nonstationary. That is, knowing the demand values we can do no better costwise than ordering exactly the amount in each period necessary to satisfy the demand in the coming period.
In general, a key requirement of the retrospective technique is that the underlying sample space of the stochastic component (the demand values in this case) and its driving distribution be independent of the decision parameters.
Otherwise, realizations of stochastic effects could only be obtained by fixing values of the decision parameters a priori.
We briefly outline the solution to the deterministic problem, referring the reader to Healy (1992) for details. A key observation is that the periods in which an order is placed are completely determined by the value of A = S -s. Furthermore, for fixed A, $. is continuous, piecewise linear, and convex in S with probability one. These observations suggest an algorithm employing a search over values of A starting with A = O (in which case an order is placed in each of the n periods) and ending with A =~~=1 di (beyond w~ch point no orders are placed).
Let S~represent the optimal order-up-to quantity for a given value of A in the n-period sample path problem and $. (SA, A) be the corresponding cost of this policy. The structure of the deterministic problem is such that 3A is a piecewise constant function of A so that there exists only a finite number of subintervals intervals over [0, eo) on which the value of 3A differs. The idea is to identify these intervals, compute the corresponding values s~and fln (sa, A) and choose the solution with minimum cost. If di:n represents the ith smallest of the n demand values, then for O < A < dl ,n, orders will be placed in each of the n periods and n~n = nl< +c~~=l(S'-
Since orders are placed in each period, Xi = S -di (with XO = S by assumption) so that
The continuity, piecewise linearity and convexity in S can be justified by examining the behavior of 3n over ranges of S corresponding to the intervals between the ordered values of the demands [0, all:"), [dl:n, dz:n),...,
[dn:n, CO). It then becomes straightforward to establish the following result:
where k = [*1. One is tempted to conclude that after each stage in which the demands are coalesced there is one less period in which an order is placed so that there are exactly n + 1 separate intervals of A over which fn is constant. If this were the case, the running time of the algorithm would be 0(n2 log n) since the Whiie loop (within which an O(n' log n') sort of the pseudo demands is performed) would be executed only n times. A careful analysis, however, reveals that there may exist for a given realization of demands as many as (n -n' + 1) alternate configurations or intervals of 
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