Abstract. Quantum graphs with leads to infinity serve as convenient models for studying various aspects of systems which are usually attributed to chaotic scattering. They are also studied in several experimental systems and practical applications. In the present manuscript we investigate the effect of a time dependent random noise on the transmission of such graphs, and in particular on the resonances which dominate the scattering observable such as e.g., the transmission and reflection intensities. We model the noise by a potential αδ(x − (x 0 + γ(t))) localized at an arbitrary point x 0 on any of the graph bonds, that fluctuates in time as a Brownian particle bounded in a harmonic potential described by the Ornstein-Uhlenbeck statistics. This statistics, which binds the Brownian motion within a finite interval, enables the use of a second order time-dependent perturbation theory, which can be applied whenever the strength parameter α is sufficiently small. The theoretical frame-work will be explained in full generality, and will be explicitly solved for a simple, yet nontrivial example.
Introduction
Quantum graphs provide very convenient models for studying various phenomena which are usually associated with quantum chaotic systems [1] . In particular, they were proven to display universal spectral statistics [2, 3] and transport properties [4, 5] which are characteristic of quantum chaos [6, 7] . Quantum graphs are amply introduced and discussed in the literature, such as e.g., [8] and [9] . Here we shall be mainly concerned with their being a paradigm for quantum chaotic scattering, namely, the study of scattering through open quantum systems whose classical analogues display chaotic features [10] . Quantum graphs attract also experimental work, where the transmission through networks of quasi-one dimensional channels are considered. So far, most of the work was carried out with electro-magnetic microwaves [11, 12, 13, 14] . However, networks of optical fibers or sound waves are also considered [15] .
Scattering on graphs occurs when some of the graph vertices are connected to infinite leads. Incoming waves on the leads are multiply reflected on the finite bonds in the graph, until they emerge as outgoing waves which propagate to infinity on the leads. Stationary scattering theory can be applied and an explicit expression for the unitary scattering matrix can be computed, based on the structure and metric parameters of the graph and the vertex scattering matrices [4] . The scattering within the finite part of the graph results in a complex sequence of resonances -typical for chaotic scattering of waves, but which can also display idiosyncratic effects such as the recently introduced "topological resonances" [16, 17] .
In the present note we would like to extend the study of scattering through graphs, by examining the effect of noise modeled as a random, time-dependent perturbation coupled locally to the graph. This is motivated by experimental realizations of scattering graphs, which are affected by e.g., pickup of electromagnetic noise in microwave experiments. We expected that this perturbation -even when week -is likely to affect the delicate balance of phases which are responsible for the emergence of narrow resonances.
The noise pick-up mechanism is modeled here by adding to the graph a delta potential on any of its edges, at a position that fluctuates randomly in time. The position fluctuations are governed by an Ornstein-Uhlenbeck process [18, 19, 20] . That is, it performs a one-dimensional Brownian motion which is confined by a harmonic potential. Our treatment is perturbative in the strength of the added potential, we however do not assume the position of the potential to change slowly (adiabatically) in time.
The introduction of the time-dependent perturbation makes it necessary to address the problem using the time-dependent Schrödinger equation. One cannot use the scattering-matrix formalism, but rather compute the mean outgoing current which emerges at each of the outgoing edges when a constant flux of mono-energetic waves is scattered on the graph. As expected, we find that the effect of noise is especially strong in the vicinity of the recently studied narrow topological resonances [16, 17] , that arise from the weak coupling of quasi bound states on the graph to the outside. We study the effect of noise as a function of the noise memory time, and its coupling strength (to be chosen within the limitations set by our perturbation theory) and find quantitatively different behavior depending on these parameters. In this context we derive expressions for the current corrections that hold for an arbitrary open quantum graph and analyze them numerically for a special graph to illustrate the effect of the perturbation on resonances.
The outline of the article is as follows: In the next section we recall some methods common in time dependent perturbation theory, and use them in a preparatory computation where the graph is taken as a single infinite line with a randomly fluctuating αδ(x − γ(t)) potential which induces the scattering. The general problem is discussed in section 3, where the fluctuating delta potential is positioned on one of the bonds of the graph. The essential features of the general theory are studied in detail for a simple yet nontrivial graph -the loop graph -which displays narrow and broad resonances. Section 4 describes some numerical results where the effect of noise on the width and position of the resonances is studied. In section 5 we finally provide further details on the calculations leading to the results given in sections 2.4 and 3. The perturbative procedure used to solve the Schrödinger equation with a time dependent spatially and temporally localized scattering potential V (x, t) is briefly described in the following lines. (For details see [21] ). We consider the Schrödinger equation
with the parameter α that will be considered small and taken as an expansion parameter for our result. Our solution is subject to the boundary condition that at the starting time t 0 Ψ(x, t 0 ) is obtained as solution of Eq. (1) for α = 0. We expand Ψ(x, t) in terms of the stationary eigenfunctions Ψ k (x) obtained in the case α = 0
with the expansion coefficients β k (ω) to be determined perturbatively in α. The integration variable ω contains here a small positive imaginary part that can be taken to zero at the end of the calculation in order to obtain only outgoing corrections to Ψ(x, t). The stationary eigenfunctions Ψ k (x) considered above solve here the equation
with incoming boundary condition at x → ∞. Inserting the expansion (2) into (1), we obtain with (3)
Multiplying the last equation by e iω ′ t Ψ * k (x) and integrating with respect to t and x, one obtains
with β
k ′ (ω ′ ) the expansion coefficient in the case α = 0. In the last step, the orthogonality of the stationary eigenfunctions
was used. As Eq. (5) is independent of α on the left hand side and the second term on the right hand side is linear in α it can be used to determine β k (ω) in a recursive manner by inserting the solution for α = 0 on the right and thus calculating the solution linear in α, inserting this again on the right to determine the solution quadratic in α and so on.
Scattering induced by a fluctuating delta potential
We now compute the current through a delta potential located at the position γ(t) fluctuating randomly in time with the perturbation starting to act from time t = 0 on. For further reference, we quote the transmission probability |t k | 2 through a stationary potential of the form αδ(x):
expanded in the rightmost equation up to quadratic order in α. We now analyze this quantity for the potential
where Θ(t) stands for the Heaviside function. The initial condition is the unperturbed solution
Inserting this on the right hand side of Eq. (5) yields (10) and the correction linear in α is obtained from β
Performing the ω ′ -integral by the residual theorem, we get
Finally we will not be interested in the current density for a specific realization of γ(t) but in calculating the noise-averaged current density j(x, t) perturbatively in α given by
with c.c. denoting the complex conjugate and where . . . stands for the noise average. We will give details on how to perform it in the first subsection of section 5. Starting from the unperturbed current density
the leading correction due to noise in α, ∆j (1) (x, t), is given by
As Ψ (0) (x, t) does not depend on the fluctuating potential, calculating this contribution is equivalent to considering the noise average of Ψ (1) (x, t) in Eq. (11). As we will see below, ∆j
(1) (x, t) will vanish for this configuration. Therefore we need to consider also the second order correction to the wave function. We insert the expression for β k ′ (ω ′ ) from Eq. (10) into the right hand side of Eq. (5) yielding finally for Ψ (2) (x, t) by using (2)
The noise averaged second order correction to the unperturbed current density is then obtained as
In order to calculate ∆j (1) (x, t) and ∆j (2) (x, t) we now discuss how to perform the noise average.
Noise average
From Eqs. (12, 16) we obtain in ∆j (1) (x, t) and ∆j (2) (x, t) the noise dependent functions
where a and b are functions of k 0 , k and k ′ in Eqs. (12, 16) and t 1 and t 2 are two time variables. We assume that the statistics of possible paths of γ(t 1 ) and γ(t 2 ) is described by an Ornstein-Uhlenbeck process [18, 19, 20] , i.e. Brownian motion confined by a harmonic force. The advantage of this process compared to the Wiener process [20, 22] is that the variance of γ(t i ) remains bounded also for large t i
with the parameter θ characterizing the time necessary to obtain a stationary distribution and the parameter σ which is determined by the strength of the harmonic potential whereas we have for a Wiener process
We can thus assume that the perturbation remains localized for the Ornstein Uhlenbeck process within a certain region, e.g. one bond of a graph. For an Ornstein Uhlenbeck process, the transition probability P (γ 2 , t 2 ; γ 1 , t 1 ) from position γ 1 and time t 1 to position γ 2 and time t 2 is given by [20] 
that yields for large θ(t 2 − t 1 )
In this limit the average of Eq. (18) is obtained by integrating it with a Gaussian measure according to Eq. (22):
The regime of σ 2 /(2θ)-values where this analysis is valid is restricted by Eq. (19): In case the interval where the delta-potential is allowed to move possesses length L, this can be regarded in a graph as the length of the bond where the perturber is placed, we obtain σ
In the next subsection we use Eq. (23) to calculate the average contributions to the current density.
Noise averaged current correction
Using (23) we calculate the noise averaged quantities appearing in the current corrections in Eqs. (15, 17) :
. We give details of this calculation in section 5.
For
we get a real contribution as shown before Eq. (46) leading to ∆j (1) (x, t) = 0 fir the configuration considered here. Next we consider ∆j (2) (x, t): Here we need to add the contributions from
(46,47) and from Ψ (2) (x, t) in Eq. (51). We obtain in total for ∆j (2) 
Note that for σ = 0 this result agrees with the correction obtained for a static delta potential (7) up to quadratic order in α. Increasing the variance of the fluctuations, i.e. increasing σ 2 /θ, the effect of the delta potential on the current is reduced compared to the static setup. We obtain for σ 2 /θ = ln 2/(2k This can be understood by noting that this current decrease results from the additional phase e
that the second order correction to the wave function acquires in Eq. (16) . The residual integrations set k ′ = k 0 and k = ±k 0 . For γ(t 1 ) = γ(t 2 ) we obtain an additional phase in the wave function for k = −k 0 that reduces its contribution to the current density. This phase fluctuates stronger with increasing k 0 inducing a stronger suppression of this current density contribution. The computation for the effect of the noisy perturbation on the transmission through an arbitrary quantum graph use essentially the same tools as described above. However, the existence of resonances in the transmission spectrum of the unperturbed spectrum leads to richer effects.
Time dependent perturbations on graphs
We shall now consider an open quantum graph where the set of bonds consists of l leads connecting vertices to the outside and B inner bonds connecting between vertices as prescribed by the graph adjacency matrix. Random noise is introduced by a δ-potential on one of the interior bonds with its position fluctuating with time. One can also consider this as an extra vertex placed on the bond at a time dependent position. The noise averaged current density through the graph will be computed to second order in the coupling strength.
General formalism
The stationary wave functions at wave number k 0 in the absence of a time dependent potential consist of incoming and outgoing waves on the leads,
The wave function on the interior bonds can again be written as a superposition of counter propagating waves:
The coefficients
and B j (k 0 ) can be determined [23] for any set of boundary conditions which renders the problem self adjoint [9] . The boundary conditions imposed here require that the wave functions are continuous at the vertices
for all bonds e and e ′ reaching vertex v. Additionally the outgoing derivatives of all the wave functions at each vertex sum to a certain value α v Ψ(v), implying
for a vertex connected to d bonds.
The noise inducing time dependent δ-potential (8) is now attached to one interior bond at a mean position x 0 and the time dependent fluctuations given by γ(t). This function should obey the condition 0 < x 0 + γ(t) < L with L the length of the bond where the perturbation is placed, this condition is again translated into the one given in Eq. (24) when we will later consider the dynamics of γ(t) to be described by an Ornstein Uhlenbeck process.
Compared to the calculation in the last section we need to insert the unperturbed scattering solutions to obtain the first two order corrections in α instead of the plane wave solutions. To be more precise, for any fixed k 0 there are l scattering states with the i-th state taking on lead j the form in a coordinate system pointing towards the scattering region
i.e. there is an incoming wave only on lead i and outgoing waves on all leads. These functions are complete and orthogonal [24] as required in Eq. (2) in the sense
with G denoting the whole graph. The fact that the conditions (31) are fulfilled makes the relations derived in section 2 applicable. The main difficulty in using these data in the formulation of section 2 is the k 0 dependence of the coefficients A j , B j , C in/out i (26, 27) . The k 0 dependence of these coefficients reflects the presence of resonances and renders the required integrations very complicated (albeit numerically accessible). In order to illustrate the effect of the noise in the presence of resonances we shall analyze a simple yet not trivial system which can be addressed analytically, and will defer the discussion of the general situation to the last part of this section. The system to be used is described in the next subsection.
Scattering from a Loop
The loop graph is shown in Fig. 1 , with two bonds (2,3) joining to make a loop, and two leads (1,4) emerging from them. The length of bond 2 will be denoted byL = L 1 + L 2
and that of bond 3 will be denoted by L. (The time averaged position of the δ interaction will be on the bond 2 at a distance L 1 from the left vertex, and L 2 =L − L 1 away from the right vertex). The components of the scattering solutions for the unperturbed loop on the different bonds read:
i.e. an incoming wave only on the left lead. From the conditions (28) and (29) with α v = 0 we get the following results for
with
The wave function is a meromorphic function of k 0 with poles at the complex zeros of D(k 0 ). These poles induce the resonances in this scattering system, and their distance from the real axis determines the resonance widths. It was shown in [17] that arbitrarily narrow resonances can be found when the ratio of the lengths of the two parts of the loop differ slightly from integer values. These are the "topological resonances" in the present system. At rational values ofL/L the resonances which dominate the scattering process are the broad "shape resonances" which result from the poles which are away from the real axis. The two cases are illustrated in We shall now return to the main issue of the paper and show how the introduction of noise affects the two kinds of resonances which appear in scattering from the loop.
Scattering from a noisy loop
The noise is introduced by adding a δ potential on bond "2". Its position is fluctuating in time, but centered at a distance L 1 from the left vertex, as indicated by the dot in Fig 1. Assuming an incident wave with wave number k 0 coming from the left lead, we use the expressions derived in the previous section to derive the mean current through the loop to second order in α. The stationary solution on bond "2" is given by
With this we get instead of Eq. (11) for the first order correction to the wave function on right lead "4" in Fig. 1
where the term proportional to C(k ′ ) results from the scattering state with an incoming wave on the left lead and the other term from a scattering eigenstate with an incoming wave on the right lead. Remember that according to Eq. (31) we only have a complete orthogonal basis when considering incoming waves on every lead. Due to the left right symmetry of the considered graph in the latter case the wave function where the additional delta potential is placed takes the same form as in Eq. (35) however now in a coordinate system pointing leftwards instead of rightwards with origin at the right vertex instead of at the left vertex. The perturbing delta potential is in this coordinate system placed at L 2 − γ(t). To generalize Eq. (36) to an arbitrary graph we need to add the contributions from all scattering eigenstates instead of two as introduced above and consider the corresponding wave functions where the perturbation is placed. For the second order correction we get instead of Eq. (16) in an analogous way as in Eq. (36)
Also here the expression must include all contributions from scattering eigenstates and the corresponding wave functions at the place of the perturber in the case of a general graph.
Finally we again are not interested in the corrections to the wave functions for a specific γ(t) but its average behavior when the dynamics of γ(t) is described by an Ornstein Uhlenbeck process. Technically the expressions for Ψ
(1) (x, t) and Ψ (2) (x, t) for a graph induce two changes compared to before when averaging that we explain in detail in section 5. First, we get due to the fact that each stationary eigenfunction consists of two counter propagating waves several contributions. Second, the coefficients C(k), R(k), A(k) and B(k) possess poles in the complex k plane leading to additional contributions when performing the integrations with respect to the wavenumbers.
After performing these averages according to Eq. (23) and the remaining integrals in Eq. (36) we get the first order correction Ψ
(1) (x, t) as calculated in detail in Eq. (52). This results in the following contribution to the current density linear in α, Eq. (15),
.
Next the contribution ∆j (2) (x, t) defined in Eq. (17) is evaluated, we get
We need therefore the contributions Ψ (1) * (x, t) Ψ (1) (x, t) obtained from Eqs. (47,52)
and the ones resulting from Ψ (2) (x, t) given in Eqs. (56-61). We split this contribution into three parts, the first one results from all terms proportional to C(k 0 ) in Eq. (37) indexed by C
the next one from terms proportional to R(k 0 ) in Eq. (37) obtained when considering the poles at
and the final one resulting from terms proportional to R(k 0 ) in Eq. (37) obtained when considering the potential poles atk 1 and −k * 1 of A(k 1 ), wherek 1 is assumed to be situated in the upper right complex plane
We introduced here the notation A(k 1 ) and B(k 1 ). In the case of several zeros of D(k 1 ) we need to sum the contribution (42) resulting from the different poles.
Before coming to a numerical illustration of these expressions for the current density we comment on how to make this formalism applicable to a general graph: In a first step we need to determine Ψ 1 (x, t) and Ψ 2 (x, t), therefore we calculate all scattering eigenstates and the form of the wave function where the fluctuating delta potential is placed using the conditions (28) and (29). In a next step the functions of Ψ 1 (x, t) and Ψ 2 (x, t) relevant for the current density corrections in Eqs. (15, 17) need to be averaged with respect to the noise. From this procedure we get the current correction resulting from the noise in terms of the coefficients of the stationary wave functions on the graph. These complex expressions can be analyzed numerically.
Numerical illustrations
The derived expressions above are too complicated to provide a clear view of the effect of the noise on the transmission. In the present section we show a few numerical computations of the current density corrections (38-42) for the loop graph. Note, that in order to avoid spurious effects resulting from the integration with respect to γ 2 from −∞ to ∞ with the measure given in Eq. (22) as done in Eq. (23), we base the numerical results shown in the following on expressions obtained by integrations with respect to γ 2 from −L 1 to L 2 and normalize it by division by
In our numerical illustration of Eqs. (38-42), we first consider L =L = 2L 0 with L 0 a quantity with the dimension of a length, in this case the resonances are at k = (nπ/2 − i ln 3/2)/L 0 with n ∈ N. We consider first the resonance at k = (45π − i ln 3/2)/L 0 and study its k-dependence for different values of α and σ 2 /θ. We consider in Fig. 3 σ 2 k 2 0 /θ = 0 and mα/(
We observe that the resonance is shifted in k by the perturbation with the shift increasing with increasing strength of the perturbation and that it looses its symmetry with respect to its maximum. Considering small nonzero values for σ 2 /θ, σk 0 / √ θ = 0.005k 0 L 0 in Fig. 4 , we obtain when considering the same α-values as in Fig.  3 again a shift and an asymmetry of the resonance that are however reduced compared to Fig. 1 for L =L get weakly coupled to the leads [17] . This leads to resonances with much smaller width, so called topological resonances [16] . For these bond lengths the denominators in Eq. (33) possess zeros that come in pairs with both elements in the pair having approximately the same real parts [17] . We consider the resonances situated at k ≈ (140.8 − 0.14 i)/L 0 and k ≈ (140.8 − 0.40 i)/L 0 and describe again its shape in dependence of α and σ 2 . We plot first its k-dependence for σ 2 /θ = 0 and mα/( Fig. 6 . For σ 2 /θ = 0 the effect of the perturbation is similar as for the broad resonance; also here a shift and the lost symmetry with respect to its maximum are observed that both decrease with increasing σ 2 /θ, see Figs. 7, 8 . In this regime we obtain here additionally compared to the broad resonance a change of the shape of the resonance, i.e. a reduction of the overall height of the resonance and a broadening.
For a sharper topological resonance smaller values of α were necessary to obtain an effect (shift, asymmetry) of a comparable size as for for the broad resonance. This is especially pronounced for a very sharp topological resonance shown without perturbation as blue full line in Fig. 9 : The violet dashed curve is obtained for mα/(
Unfortunately it is not possible to increase α further in this case as the perturbation theory applied breaks down in this regime which manifests by the fact that negative values are obtained for the transmission. Thus it is not possible to observe an expected broadening of the resonance as in Fig. 8 .
We obtain a better intuitive understanding of the behavior observed by noting that a static perturbation leads essentially to asymmetric shifts of the resonance positions with the size of the shift depending on the position where the delta potential is placed on bond "2", see Fig. 10 , where the transmission spectrum is shown for different values 
Details on the derivation of the results given above
In this section we explain mainly technical details leading to the results explained in sections 2.4 and 3.
Current through a delta potential at a randomly fluctuating position
We calculate Ψ (1) (x, t) and Ψ (2) (x, t) for the setting of a single delta potential fluctuating randomly in position around x = 0 as introduced in Eq. (8) .
Starting with Ψ (1) (x, t) we obtain for the noise average of the γ(t ′ ) from Eq. (23)
Inserting this averaged noise contribution into Eq. (12) and performing the t ′ -integral we get
The remaining k ′ -integral we will perform by residual integration, its result depends on the considered regime: for small times t and large x-values the perturbation has not yet any effect at considered position. In this case we need to close the integration contour in the upper half plane, the two contributions in the curved bracket cancel. Increasing t, we need to integrate the first term in the curved bracket in the same way yielding no contribution and choose for the second term a contour situated such that the product of real and imaginary part of k ′ is negative. This regime will always be considered in the following. Finally, this yields
and by this a purely imaginary contribution to Ψ (0) * (x, t)∂ x Ψ (1) (x, t) and no contribution to ∆j (1) (x, t) given in Eq. (15) . The quantity Ψ (1) * (x, t)∂ x Ψ (1) (x, t) can be obtained by noting that our averages can be considered as two independent Gaussian averages yielding
The last quantity to be analyzed is Ψ 2 (x, t) . Here we get from Eq. (16) when performing the noise average by means of Eq. (23)
After performing the time integrations we get
Again only the first term in the curved brackets is relevant, here we close the integration contour of the k 2 -integration in the upper half plane. For the k 1 -integration we note that only the real part of e −ik 0 x e i k 2 0 t/(2m) Ψ (2) (x, t) is needed for computing the current contribution implying that in
only the term containing the delta function will be relevant. We obtain
We now exchange the unperturbed system, a freely propagating plane wave above, against a quantum graph.
Current through a noisy graph
Here give details on the calculation of the effect of a fluctuating delta potential located on a quantum graph. Again we consider
Starting from Eq. (36) we get for Ψ (1) (x, t) :
where we omitted in the second step the contributions from the lower limit of the timeintegrations as they cancel in the same way as in the previous subsection. Contrary to the last subsection we get here from the term proportional to R(k 0 ) a contribution linear in α to the current as here e −ik 0 x e
is not real. The quantity Ψ
(1) * (x, t)∂ x Ψ (1) (x, t) we obtain again by using relation (47). Finally we evaluate the contributions originating from Ψ (2) (x, t) : We start with the term in (37) containing the factor A(k 0 )A * (k 1 )A(k 1 )A * (k 2 ) that we denote by Ψ (2) a (x, t). We label the different contributions with roman letters in alphabetical order. Performing the t i -integrals as in the last subsection, we obtain
where we again omitted the contributions from the other limits of the time integral. The k 2 -integral is performed in the upper complex plane with the contribution resulting from the pole at k 2 = k 0 yielding
When performing the k 1 -integral the contribution relevant for the current density resulting from the term proportional to C(k 0 ) is obtained in the same way as explained after Eq. (49). For the term proportional to R(k 0 ) we rewrite the Gaussians in the following way
Inserting this in Eq. (54), we split the x-and y-integral into the regions x + y > 0 and x + y < 0. In the first region we close the contour for the k 1 -integral in the upper and in the second in the lower half plane, respectively. In the upper half plane we have the pole at
with ǫ ′ a small positive constant and the pole of A(k 1 ) at k 1 =k 1 that we assume to be situated in the upper right complex plane. The latter pole implies that there is also a pole of A(k) at −k * 1 as also the complex conjugate of the denominator of A(k) vanishes atk 1 . In the lower half plane we have a pole at
. The function A * (k 1 ) has poles atk * 1 and −k 1 . We make use here of the notation A(k) = A o (k)/D(k) introduced after Eq. (42). Performing the x-and y-integrals afterwards we get
with the error function defined as Erf(x) ≡ 2 √ π x 0 dye −y 2 . All other contributions resulting from Eq. (37) can be evaluated in a similar manner, the changes are that at least some of the A(k) are replaced by B(k) and the σ-dependent Gaussians are altered. We will only give for each contribution the form of the σ-dependent Gaussian and the final result. Next we consider the contribution in Eq. (37) containing the factor
. The calculation is completely analogous to the one above as there is no change in the σ-dependent Gaussians and we obtain the result by replacing proportional to C(k 0 ) and e −σ 2 (k 1 −k 0 ) 2 /θ in the term proportional to R(k 0 ). For the last term we again introduce an auxiliary integral as explained in Eq. (55) and finally get
The same σ-dependent Gaussians are obtained for the summand in Eq. (37) containing
, this contribution is obtained by exchanging A(k) and B(k) and complex conjugating e
we have the same σ-dependent Gaussian as in the last contribution in the term proportional to C(k 0 ) and the term e −σ 2 (k 0 +k 1 ) 2 /θ in the term proportional to R(k 0 ) in Eq. (56) and get
The contribution containing the factor A(k 0 )B * (k 1 )B(k 1 )B * (k 2 ) is obtained from the last one by exchanging A(k) and B(k) and complex conjugating e
, here the σ-dependent Gaussians are exchanged compared to Eq. (58) and get
The contribution resulting from the term containing
is obtained from the last equation by exchanging A(k) and B(k) and complex conjugating e −ik 0 (L 2 −L 1 ) . In the case of the summands
in Eq. (37) we obtain the σ-dependent Gaussians e −σ 2 [(k1+k0 
Again a complementary contribution is obtained by exchanging A(k) and B(k) and complex conjugating the σ-independent exponentials.
Conclusions
We studied the impact of noise on the propagation of waves in scattering systems. We considered as free parameters the wavenumber k, the strength of the perturbation α and the memory time of the noise determined by θ/σ 2 and calculated the effect of the noise on the current density through the system. Here, for modeling noise we add a potential V (x, t) = Θ(t)δ(x − γ(t)) and perturbatively calculate corrections to the current with respect to α. The dynamics of γ(t) is described by an Ornstein Uhlenbeck process.
We start by considering a free wave that is perturbed by a delta potential located at a time-dependent position. In this case we obtain an exponential decay of the current correction induced by the perturbation with σ 2 /θ: Starting out with σ 2 = 0, i.e. a static setup, we get the current correction induced by a single static delta potential. With increasing σ 2 , i.e. decreasing the memory time of the noise, this correction is reduced exponentially by the factor exp (−σ 2 k 2 0 /θ). Afterwards we add the same noise to a quantum graph. Similar to [25] , where the effect of nonlinearities on sharp resonances is studied, we find that the resonances are retained also under the influence of the perturbation and the shape and the position of the resonances depends in a complex way on the parameters α, k and σ 2 as described in the text. As in [25] the effect of the perturbation is getting stronger with decreasing width of the unperturbed resonance.
One major drawback of our analysis is its perturbative nature. This restricts especially for very sharp resonances the regime of allowed values for α quite strongly. The regime of large values of α where especially strong deformations of the resonances are to be expected cannot be assessed. A nonperturbative method to analyze the impact of noise on resonances would thus be highly desirable. Other possible extensions are to consider the impact of noise on other properties of quantum graphs as on the spectral features of closed systems. Furthermore an extension of this calculation to higher dimensional systems would be desirable. In this context a comparison with the effect of noise found within other models [26] , that considered the impact of the noise on the transmission expressed within a semiclassical framework, would be interesting.
