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Abstract 
In our approach, we use condition slicing and generate test cases from UML interaction diagrams. A novel testing 
methodology, to test object oriented software based on UML interaction diagrams is presented here. In our method, we 
identify the message guards on interaction diagrams and create condition slices with respect to each conditional 
predicates. We have proposed conditioned slicing as a general slicing framework for test case generation from interaction 
diagrams. To generate test cases, our approach, first builds a message flow dependence graph from an ordinary UML 
sequence diagram and then applies conditioned slicing on a predicate node of the graph. By this it minimizes the number 
of test cases generated while deriving all practically useful test cases. The effectiveness of a test case is based on how well 
the test modeled behaviors are covered and exercised. Test cases that we generate satisfy slice test coverage as well 
message path coverage. Our proposed method satisfies high path coverage criterion. Our technique also describes how 
condition slicing is used in testing and it achieves adequate test coverage without increasing the number of test cases. 
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1. Introduction 
Generally, large software products is that it be decomposed into manageable pieces and that an 
accurate dependency among different parts of the software. In this context, program slicing is a powerful tool 
that can be used to tackle the problem of size and automatically generate test cases based on the various 
dependency relations existing among different components. Program slicing is essentially a decomposition 
technique that extracts only those program statements that are relevant to a particular computation [Canfora, 
98].  Dynamic slicing considers a particular execution of the program and hence significantly reduces the size 
of the computed slice. A dynamic program slice can be thought of as that part of a program that affects the 
computation of a variable of interest during a program execution on a specific program input [Korel, 98]. A 
dynamic slice is no larger than and usually smaller than a static slice, because run time information collected 
during execution is used to compute the slice. Since, manual testing is time-consuming and error-prone, 
therefore it is necessary to automate the testing effort.  
In this paper we are presenting a novel approach for generating test case at the design level by the 
help of slicing of UML 2.0 model. This has the advantage of allowing test cases to be available early in the 
software development cycle, thereby making test planning more effective. Generally we derive test cases from 
program source code. An alternative approach is to generate test cases from specifications like UML models. 
With this, test cases are generated from analysis or design phase itself. This has the added advantage of 
allowing test cases to be available early in the software development life cycle, which makes test planning 
more effective.   
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
UML models are an important source of information for test case design. In our approach, first we 
select a conditional predicate on an message during the execution of an activity diagram with a random input 
data set. Subsequently, we are checking each path in the flow dependency graph by slicing the path and 
checking the simplicity of the path. With this motivation, we fix our objective on test case generation using 
UML interaction diagram. The rest of the paper is organized as follows. Section 2 presents an overview of 
UML 2.0 interaction diagram. In the next section we give some basic concepts and definitions for the rest of 
the paper, with some coverage criteria. The overview of our proposed slicing technique and test case 
generation, is described in section 4.  Section 5 deals with an example and Message flow Dependency Graph.  
Next section describes Comparison with related work. Finally section 7 concludes the paper.  
Seqd2
Seqd3
Fig. 1:   An example of UML 2.0 Interaction Diagram 
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2. UML 2.0 Interaction Diagram 
Interaction diagram provides the dynamic view of a system. It represents various possible interactions 
among different objects during an operation [OMG, 05]. There are 12 types of combined fragments in UML 
2.0. A Combined fragment has one or more processing sequence.  Each combined fragment has one operator 
called Interaction operator, one or more operands called Interaction operands and zero or more guard 
conditions. Depending on the guard condition, the decision is made on what all operands need to be 
processed.  
 
 
3. Basic Concepts and Definitions 
Here, in this section, we describe some basic concepts,  notations, definitions and some test adequacy 
criteria which are relevant to our discussion.  
 
 Definition 1 Message Dependency Graph (MDG): We define MDG as a directed graph with (V, E), where 
V is a set of vertices or nodes and E is a set of edges. MDG shows the dependency of a given node on the 
others. Here a node represents either a message or a note in the sequence diagram and edges represent either 
control or data dependency among nodes. Here we have assumed that notes are attached to objects and the 
statements on the notes are executed when its corresponding lifeline is activated. Let M be a message in a 
sequence diagram. An outgoing edge (M, Mi) in the dependency graph is said to be unstable edge if there 
exists an outgoing dependence edge (M, Mj ) with Mi not equal to Mj such that the statements Mi and Mj both 
define the same variable used at M.  
Stable Edge: An edge in a dependency graph is said to be stable, if it is not an unstable edge. The 
induced subgraph of MDG of the sequence diagram in on the Node Set (3,4,5,6,7,8,9,10,11,12,13) is shown in 
Fig.  2. 
 
Definition 2 UseVar(x) and DefVar(x):  UseVar(x) is the set of all nodes that use the value of variable 
[Danicic, 01]. Here nodes mean the message points in our sequence diagram. DefVar(x) is the set of all nodes 
that defines the variable x. If a conditional  guard specifying a condition for variable x is modified in another 
message, such conditional guards are also treated as members of DefVar(x). Node number is usually the 
message timing sequence numbers in the sequence diagram. 
 
Definition 3 Slice Condition:  Consider a slice S of a sequence diagram for the slicing criterion (m, V). The 
slice condition of the slice S is the conjunction of all the individual predicates present in the dynamic slice for 
a given execution.  
Definition 4 Slice Domain & Boundary: The slice domain of slice S is the set of all input data values for 
which the slice condition of S is satisfied. A slice domain is surrounded by Fig. 2. An example showing slice 
of a program w.r.t (11, c) a boundary. A boundary is a set of data points. A boundary might consist of several 
segments and each segment of the boundary is called a border [Hajnal, 93]. Each border is determined by a 
single simple predicate in the slice condition. A border crossing occurs for some input where the conditional 
predicate changes its Boolean value from true to false or vice versa.  
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Fig. 2. An example showing slice of a program w.r.t (11, c) 
 
Definition 5 Dynamic Slice and Slicing Criteria:   slicing criterion consisted of a set of variables of 
interest and a point of interest within the original program. Statements which cannot affect the values of 
variables at a point of interest in the program are removed to form the slice. In our case, the slicing criterion 
(m, V) specifies the location (identity) of a message m in its corresponding MDG and V is a set of variables 
that are used by the conditional predicate on the message at m.  
 
Definition 6 Conditioned Slicing:  It forms a bridge between the two extremes of Static and Dynamic slicing. 
It was first introduced by Canfora [Canfora, 98]. Conditioned slicing is a technique for identifying those 
statements and predicates which contribute to the computation of a selected set of variables when some 
chosen condition is satisfied [Bertolino, 2000], [Lucia, 96], [Danicic, 01]. The conditioned slice for the 
criteria (grade, 11, C) is only one statement as shown in the Fig. 3. 
3.1 Test Coverage Criteria 
In this sub section, we discuss some coverage criteria which are relevant to our approach. Test data 
adequacy criterion (or coverage criterion) can be used to find out whether a set of test cases is sufficient, or 
adequate, for testing a given software.  
 
Message path coverage criterion: A message sequence path represents the behaviour to be tested and 
describes the interactions among the objects necessary to realize the corresponding functionality.  A message 
sequence path begins at the entry of the tree and ends at the exit node. A message path is an overall process of 
message sending. 
 
Slice Coverage Criterion: We define slice coverage criterion for sequence diagram as follows: Given a test 
set T  and sequence diagram SqD corresponding to a use case, there must be at least one test case t such that 
when the software is executed using t, the part that implements the slice of the sequence diagram must be 
executed.  
 
Boundary Testing Criterion: Whenever the test input domain is subdivided into sub domains by decisions 
(conditional predicates), boundary testing criterion is applicable. Let us consider an arbitrary border for each 
predicate p. We assume that the conditional predicates on the sequence diagram are relational expressions 
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(inequalities). That is, all conditional predicates are of the following form:  E1 op E2, where E1 and E2 are 
arithmetic expressions and op is one of <, <=, >, >=.   
 
Basic Interaction Coverage Criterion: A basic path is a complete path through an interaction diagram where 
each loop is exercised either zero or one time. This ensures that all iterations in an interaction diagram are 
exercised.  
4. Overview Of Our Approach 
In this section we present an overview of our proposed approach. Our scheme comprises of the 
following steps.  
Step 1: Construction of the UML interaction diagram. 
Step 2: Construction of dependency graph from the interaction diagram. 
Step 3: Selection of conditional predicates on the interaction diagram. 
Step 4: Computation of slices corresponding to each conditional predicate. 
Step 5: Generation of test data with respect to slicing criterion. 
 
4.1 . Construction of the UML Interaction Diagram 
A sequence diagram also called interaction diagram (in UML 2.0) graphically displays a sequence of 
messages among collaborating objects for various scenarios of a use case. A set of such messages forms an 
interaction. First, we construct the UML sequence diagram.  We  use both sequence and  interaction diagram  
alternatively throughout the paper. 
 
4.2 . Construction of dependency graph from the Interaction Diagram. 
 
 MDG is a directed graph with (V,  E), where V is a set of nodes and E is a set of edges. MDG shows 
the dependency of a given node on the others. Here a node represents either a message or a note in the 
sequence diagram and edges represent either control or data dependency among nodes. Here we have assumed 
that notes are attached to objects and the statements on the notes are executed when its corresponding lifeline 
is activated. MDG does not distinguish between control or data dependence edges.  
 
4.3 . Selection of conditional predicates on the interaction diagram. 
The next step in the test data generation is to select a conditional predicate on the interaction or 
sequence diagram. Here, we select predicates in the chronological order of messages. For each conditional 
predicate, we create the dynamic slice. Testing at the boarders, generates test data for each predicate 
corresponding to the true or false values of the conditional predicate which also satisfy the slice condition. If 
the predicate p is of the form (E1 op E2), where E1 and E2 are arithmetic expressions and op is a relational 
operator,  then F = (E1 - E2) for the data B0. 
 
4.4.  Computation of slices corresponding to each conditional predicate. 
In this approach, the slices are generated keeping track of the dependencies from the dependency 
graph, for all the variables at each message point in the sequence diagram. For creating dynamic slices we use 
edge marking methods. Edge marking methods are reported in [Danicic, 01] for generating dynamic slices in 
the context of procedural programs. Edge marking algorithm is based on marking and unmarking the unstable 
edges appropriately as and when dependencies arise and cease at run time. After an execution of the node a at 
run-time, an unstable edge (a, b) is marked, if the node a uses the value of the variable defined at node b. A 
marked unstable edge (a, b) is unmarked after an execution of a node c, if the nodes b and c define the same 
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variable var, and the value of var computed at the node b does not affect the present value of var defined at 
the node c [Danicic, 01].  
 
Now, we present the Edge Marking Dynamic Slicing Algorithm for sequence diagrams in pseudo 
code form. 
 
Edge Marking Dynamic Slicing Algorithm for Interaction Diagrams 
 
1.  Make MDG 
2.  Initialize the message sequence:- 
i. Unmark all the unstable edges. 
ii. Set dslice(n) = NULL for every node n of the Dependency Graph. 
3.  Do For each node n of the message sequence 
i. For every variable used at n, mark the unstable edge corresponding to its most recent allotment. 
(Suppose there is a predicate (m > 40) which is true for the given execution step and inputs then the edge to 
that predicate is marked.  If  the predicate is false then it remains unmarked). 
ii. Update dslice(n). 
iii. If  n  is a member of AllotVar(x) and n is not a UseVar(x) node, then do the following: 
 
4.5. Generation of test data with respect to slicing criterion 
 We generate test data that satisfies all constraints corresponding to a slice. The dependence 
associated with an unstable edge keeps on changing with the execution of the node. Then, we mark an 
unstable edge when its associated dependence exists, and unmark when its associated dependence ceases to 
exist. Each stable edge is marked and each unstable edge is unmarked at the time of construction of the MDG. 
We mark and unmark edges during the execution of the message sequences, as and when a dependency arises 
or cease and a stable edge is never unmarked. Let dslice(n) denote the dynamic slice with respect to the most 
recent execution of the node n [Samuel, 08]. Let (n, x1), (n, x2 , . . . , (n, xn) be all the marked outgoing 
dependence edges of n in the updated MDG after an execution of the node n. It is clear that the dynamic slice 
with respect to the present execution of the node is:  dslice(n) = x1, x2, . . ., xn[dslice(x1)[ . . . [dslice(xn)]] . 
For generating test data automatically, we transform the predicates to a predicate function and use 
function minimization on it. We generate test data that satisfies all constraints corresponding to a slice.  As 
already mentioned in our approach, based on the slice we generate, we compute two points named ON and 
OFF for a given border satisfying the boundary testing criterion. For this, we transform a predicate p to a 
function F called a predicate function. If the predicate p is of the form ( E1 op E2), where E1 and E2 are 
arithmetic expressions, and op is a relational operator, then F = (E1 - E2) for the data B0. Next, we 
successively modify the input data B0 such that the function F decreases and finally turns negative. We start 
searching for a minimum with an input variable while keeping all the other input variables constant until the 
solution is found (the predicate function becomes negative) or the positive minimum of the predicate function 
is located. Finally, the search continues from this minimum with the next input variable.  
 
5. An Example 
Let us take an example interaction diagram as shown in Fig. 3. We have selected this example as it 
demonstrates the concepts in our approach. We present our methodology by explaining the test data 
generation for the predicate (s < 400) shown in Fig.3. Its corresponding MDG is shown in Fig.4.  
Let the slicing criterion be (6, s). For this slicing criterion, the slice contains of the set of nodes that 
corresponds to predicates (a > 10), (b < 30), (s = a X b). The function F will be the expression (s - 100).  Let 
B0 be the initial data: [15, 30] where (a = 15,  b = 30). The condition (s < 100) is false for B0 as (300 > 100). 
The function F will be the expression (n - 100) and F(B0) = 200. Hence, we decrease the value of data a in 
steps. In the first step,  we take a = 14,  b = 20 and the value of  F is calculated as 180 for [a, b] = [14, 20]. 
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Step 1: In the first step, a = 14, b = 20. So s = 14 X 20 = 280 and F = 280 - 100 = 180. So, for [a, b] = [14, 
20],  the  function  F = 180. Hence, we observed that F decreases with reduced a. 
 
                           
Fig. 3. An example of interaction diagram  Fig. 4. Corresponding MDG of interaction diagram 
 
 
Step 2: In the next step, the step size is doubled,  i.e. the value of a is decreased by 2. Now, [a, b] = [12, 20]. 
So, F further reduces to F = 240 - 100) = 140. 
 
Step 3: As we double the step size in the next iteration, a becomes a = a - 4 = 12 - 4 = 8, which results in 
violation of  the constraint as (a > 10). 
 
Table I.   Generated Test Cases 
 
Slice condition Predicates Test case 
(6,  s)   s < 100 object1,  [11, 9],  object2 
(6,  s) s < 100 object1,  [10,  10],  object2 
(7,  m) m < = 120 object1,  [120,  7],  object2 
(7,  m) m < = 120 object1,  [121,  7],  object2 
(7,  m) m < = 120 object1,  [119,  7],  object2 
 
 
In this way, we proceed step by step and since F has turned  negative with reduced step size, we take 
two initial test data points as Bin: [10, 10] which makes F zero and  Bout: [11, 9] which makes F negative. 
Finally, the generated test cases, for the predicate (s < 100) are (object1, [11, 9], object2) and (object1, [10, 
10], object1) correspond to different truth values of the predicate (s < 100). Here, test cases has the form 
(source object, [test data], target object). Test data has the values of [a, b] for the predicate (s < 100). These 
test cases are generated satisfying the slice condition of the slice. The test cases we generate for the predicate 
(m <= 120) are (object B, [120,7], object C) and (object B, [121, 7], object B) correspond to different Boolean 
outcomes of predicate (m <= 120).  
Here test cases has the form (sender object,  [test data],  receiver object). Test data has the  values of  
[ m, n] for the predicate (m <= 120). These test cases satisfy the slice condition of the slice. We generate test 
cases for each such conditional predicates on the interaction or sequence diagram with our proposed method.  
Table I shows the test cases for some conditional predicates generated from our example. 
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6. Comparison with Related Work 
 In this section we provide a comparison of our work with other UML based test generation methods. 
When test data is generated manually as in the case of many related work, the achieved test coverage is 
usually poor. This is especially true for large systems. For large systems, it is practically impossible to 
generate test data by hand that achieves path based coverage criteria. To generate these values by hand in this 
simple example itself is cumbersome and time consuming as these generated test values have to satisfy all 
constraints in the slice condition. Our method can achieve complete path coverage if all executions for all 
inputs are considered. This is not practical and hence a test designer has to judiciously limit the number of 
input sets to be considered for an sequence diagram to achieve high path coverage. Currently there is no work 
on the implementation of conditioned slice in UML model.  
 Andrews et al. [Andrews, 03]  provided several useful test adequacy criteria for testing executable 
forms of UML. The interaction diagram criteria like condition coverage, full predicate coverage, each 
message on link, all message paths and collection coverage criteria are used to determine the sequences of 
messages that should be tested. They also describe a test process.  
Bertolino and Basanieri [Bertolino, 2000] discussed a method to generate test cases following the 
sequence of messages between components in a UML sequence diagram. But the limitation is that they did 
not find the total number of input sets that is required for achieving complete path coverage.  
In contrast with the above discussed approaches, we generate actual test cases from slicing of 
interaction diagrams.  As we use interaction diagrams,  therefore it detects interaction faults.  In our approach, 
no redundant test cases are generated. As compared to other related work, in our approach, we have proposed 
a method for generating test cases for concurrent systems and our technique achieves slice coverage criteria as 
well as message path coverage criteria.  
7.  Conclusion 
In this section, we have presented a method to generate test cases from UML interaction diagram 
using slicing technique. Our approach is meant for cluster level testing where object interactions are tested. 
Generation of MDG is the only static part in our approach. We identify the conditional predicates associated 
with messages in a sequence diagram and create dynamic slice with respect to each conditional predicate. We 
generate test data with respect to each constructed slice and the test data is generated satisfying slice 
condition. The slicing approach was found to be especially advantageous when the number of messages in the 
sequence diagram is large. We need to consider only the slices for finding test cases instead of having to look 
at the whole sequence diagram. If the sequence diagram is large it becomes very complex and difficult to find 
test cases manually. If we know where to look for errors it becomes a great simplification and saves a lot of 
time and resources. The slices help to achieve this simplification. The generated test cases are found to 
achieve slice coverage. We are investigating test case generation based on other UML models and also plan to 
generate test cases by slicing of combination of any two models. 
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