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Introduction
Plusieurs approches étaient envisageables pour présenter ces travaux de re-
cherche : contrainte et statistique des équations diﬀérentielles dirigées par le mou-
vement brownien fractionnaire (mBf) puis sélection de modèle, ou bien contrainte
des équations diﬀérentielles dirigées par le mBf puis estimation non-paramétrique
et sélection de modèle. Finalement, la seconde approche a été retenue pour mieux
équilibrer le contenu des chapitres.
Le premier chapitre porte sur la contrainte des solutions d’équations diﬀérentielles
dirigées par le mBf.
Dans le contexte du calcul d’Itô, la contrainte des solutions d’équations diﬀéren-
tielles stochastiques (EDS) a largement été étudiée depuis la fin des années 1970.
Il existe au moins trois façons de contraindre la solution d’une EDS à évoluer dans
un sous-ensemble de l’espace. Pour un ensemble contrainte convexe et fermé, dyna-
mique ou non, il convient d’imposer au champ de vecteurs de l’équation de satisfaire
une condition d’invariance ou d’y associer un problème de réflexion de Skorokhod.
Pour ne citer qu’une référence sur chacune de ces techniques, les autres viendront
ensuite, le lecteur pourra se référer à Aubin et Da Prato [6] et Lions et Sznitman
[57]. En dimension 1, pour un intervalle contrainte ouvert, il convient d’imposer à
la fonction de drift de l’équation d’exercer une force de rappel sur la solution tandis
que la fonction de volatilité présente des singularités aux bornes de l’intervalle en
question. C’est le cas du modèle de Cox-Ingersoll-Ross.
Depuis la fin des années 1990, grâce aux travaux de T. Lyons (cf. Lyons [58]) sur la
théorie des trajectoires rugueuses qui n’a cessée d’évoluer depuis, il est possible de
donner un sens et d’étudier les équations diﬀérentielles multidimensionnelles diri-
gées par le mBf. Dans ce contexte, les trois premières sections du premier chapitre
présentent des travaux généralisant les trois méthodes de contrainte mentionnées ci-
dessus aux équations diﬀérentielles dirigées par le mBf. Le premier chapitre s’achève
par deux applications de modèles d’équations diﬀérentielles dirigées par le mBf avec
contrainte en sciences du vivant.
Le second chapitre porte sur trois travaux en estimation non-paramétrique et sé-
lection de modèle.
De façon à assurer une continuité avec ce qui précède, la première section porte
sur la consistance et une vitesse de convergence pour un estimateur de Nadaraya-
Watson de la fonction de drift d’une équation diﬀérentielle perturbée par un bruit
additif fractionnaire sous une condition de dissipativité. L’estimateur en question
est défini à l’aide de l’intégrale de Skorokhod, construite à partir de l’opérateur
divergence du calcul de Malliavin.
Les deux sections suivantes portent sur des travaux en sélection de modèle. La se-
conde section présente de nouveaux résultats sur l’estimateur de Wolverton-Wagner
(cf. Wolverton et Wagner [93]) de la densité parente d’un n-échantillon. Il s’agit
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d’une généralisation récursive de l’estimateur de Parzen-Rosenblatt particulière-
ment adaptée au traitement de données en temps réel. Sous une condition de régu-
larité de Nikolski sur la densité considérée, un contrôle du risque quadratique intégré
de l’estimateur de Wolverton-Wagner analogue à celui connu pour l’estimateur de
Parzen-Rosenblatt est établi. Ensuite, pour des fenêtres dépendant d’un paramètre
réel, des estimateurs de ce dernier obtenus par une méthode type Goldenshluger-
Lepski (cf. Goldenshluger et Lepski [37]) et par une méthode type Lacour-Massart-
Rivoirard (cf. Lacour et al. [54]) sont étudiés.
La troisième section porte sur l’estimation de la tendance d’une série temporelle
multivariée en grande dimension. Pour une matrice de bruit dont les lignes sont
indépendantes et sous-gaussiennes, supposer que la matrice des tendances de la sé-
rie temporelle considérée est de faible rang r et qu’elle dépend d’un paramètre ⌧
caractérisant une propriété spécifique à la tendance d’une série temporelle comme
la ⌧ -périodicité, améliore le contrôle connu (cf. Koltchinskii et al. [42]) du risque
quadratique de l’estimateur des moindres carrés de cette matrice des tendances. Ce
contrôle permet de constuire un estimateur de (r, ⌧) par pénalisation étudié en fin
de section.
Il y a deux chapitres dans ce mémoire, mais en réalité il y a trois axes théma-
tiques. Le dernier axe thématique intervient dans les deux chapitres : l’étude du
comportement en temps long des solutions d’équations diﬀérentielles dirigées par le
mBf en vue d’applications statistiques. Au premier chapitre, un théorème ergodique
est établi pour les équations dont le champ de vecteurs présente des singularités
dans le contexte de la théorie des systèmes dynamiques aléatoires de L. Arnold (cf.
Arnold [5]). Au second chapitre, des résultats connus sur le comportement en temps
long d’équations diﬀérentielles avec bruit additif fractionnaire dans le contexte de
la théorie des systèmes dynamiques stochastiques de M. Hairer (cf. Hairer [43] et
Hairer et Ohashi [44]) sont utilisés pour étudier la convergence de l’estimateur de
Nadaraya-Watson mentionné précédemment.
Chaque chapitre commence par une introduction positionnant le problème, pré-
sentant brièvement le contenu de chacune de ses sections et listant les notations
fréquemment utilisées. Les sections présentent de façon concise un ou plusieurs
travaux eﬀectués depuis 2012. Les résultats sont énoncés et expliqués sans démons-
tration détaillée, mais avec un schéma de preuve mettant en évidence les diﬃcultés
techniques et les principales références utilisées. La plupart des sections s’achèvent
par quelques perspectives indiquées en gras.
Chapitre 1
Contrainte des solutions d’équations diﬀérentielles
dirigées par le mouvement brownien fractionnaire
et applications
Soit l’équation diﬀérentielle
(1) X(t) = x0 +
Z t
0
b(X(s))ds+
Z t
0
 (X(s))dB(s),
où x0 2 Re avec e 2 N⇤, B est un mouvement brownien fractionnaire d-dimensionnel
(d 2 N⇤) et d’indice de Hurst H 2]1/4, 1[, (b, ) 2 C0(Re,Re ⇥Me,d(R)) et l’inté-
grale par rapport à B est prise au sens des trajectoires rugueuses (cf. p.ex. Friz et
Hairer [32] ou Friz et Victoir [33]).
Il existe essentiellement deux façons de contraindre la solution de l’Equation (1) à
évoluer dans un sous-ensemble convexe et fermé de l’espace. La première consiste
à choisir b et   de sorte qu’au bord de l’ensemble contrainte, le bruit devienne né-
gligeable et qu’une force de rappel s’exerce sur la solution. Il s’agit d’une condition
d’invariance. La Section 1 présente une condition nécessaire et suﬃsante d’inva-
riance d’une partie convexe et fermée de Re par l’Equation (1). Il en découle un
théorème de comparaison. Les résultats de cette section sont démontrés dans Cou-
tin et Marie [22].
La seconde méthode consiste à ajouter à la solution de l’Equation (1) un processus
repoussant cette dernière à l’intérieur avec une force minimale chaque fois qu’elle
touche le bord de l’ensemble contrainte. Il s’agit d’un problème de réflexion de Sko-
rokhod. La Section 2 porte sur l’existence, l’unicité et l’approximation de la solution
d’un problème de réflexion de Skorokhod associé à l’Equation (1) et à un processus
de rafle de Moreau pour un ensemble contrainte convexe, compact et dépendant
continûment du temps au sens de la distance de Hausdorﬀ. Les résultats de cette
section sont démontrés dans Castaing, Marie et Raynaud de Fitte [14] dans le cas
H 2]1/3, 1[.
En dimension 1, une méthode permettant de contraindre la solution de l’Equa-
tion (1) à évoluer dans un intervalle ouvert I consiste à choisir une fonction  
admettant des singularités aux bornes de I et une fonction b de sorte qu’une force
de rappel s’exerce sur la solution. Dans ce contexte, la Section 3 porte sur l’exis-
tence et l’unicité de la solution, la convergence d’un schéma d’approximation, un
théorème ergodique et la régularité de l’application d’Itô pour l’Equation (1). Les
résultats de cette section sont démontrés dans Marie [60], [61] et [62].
Le grand atout des modèles d’équations diﬀérentielles dirigées par le mBf dans les
applications est la possibilité de contrôler la régularité des trajectoires de la solution
via le paramètre de Hurst du mBf. La Section 4 porte sur des modèles d’équations
diﬀérentielles dirigées par le mBf avec contraintes en sciences du vivant. Les résul-
tats de cette section sont démontrés dans Marie [59] et Coutin, Guglielmi et Marie
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[23].
Pour simplifier l’exposé, les Sections 1, 2 et 3 présentent les résultats de Coutin
et Marie [22], Castaing, Marie et Raynaud de Fitte [14] et Marie [60], [61] et [62]
pour un signal brownien fractionnaire et un ensemble contrainte convexe. Néan-
moins, ces résultats ont été obtenus dans un contexte plus général.
Sauf mention du contraire, (⌦,A,P) désigne l’espace probabilisé canonique pour
le processus B et les fonctions b et   satisfont la condition suivante sous-laquelle
l’Equation (1) admet une unique solution.
Hypothèse 0.1. Soit p := 1/H. Les fonctions b et   sont [p]+1 fois continûment
diﬀérentiables sur Re et de diﬀérentielles successives bornées.
La définition suivante est utilisée dans plusieurs sections de ce chapitre.
Définition 0.2. Soit C un sous-ensemble convexe et fermé de Re. Pour tout
x 2 Re,
NC(x) := {s 2 Re : 8y 2 C, hs, y   xi 6 0}
est le cone normal à C en x et
TC(x) := {  2 Re : 8s 2 NC(x), hs,  i 6 0}
est le cone tangent à C en x.
La figure suivante illustre la Définition 0.2 :
C
TC(x)
NC(x)
x
Enfin, quelques notations fréquemment utilisées dans ce chapitre :
— (e1, . . . , ed) désigne la base canonique de Rd.
— pC désigne la projection orthogonale sur la partie convexe et fermée C d’un
espace de Hilbert donné.
— ck(Rd) désigne l’ensemble des parties convexes et compactes de Rd.
— dH désigne la distance de Hausdorﬀ sur ck(Rd).
— Pour s, t 2 R tels que s < t,  s,t := {(u, v) 2 R2 : s 6 u < v 6 t} et
 t :=  0,t.
— Pour q > 1 et T > 0, Cq-var([0, T ],Rd) désigne l’espace des fonctions conti-
nues de [0, T ] dans Rd et de q-variation finie. La (semi-)norme en q-variation
est notée k.kq-var,T .
— Pour ↵ 2]0, 1] et T > 0, C↵([0, T ],Rd) désigne l’espace des fonctions ↵-
höldériennes de [0, T ] dans Rd. La (semi-)norme ↵-höldérienne est notée
k.k↵,T .
— Pour q > 1 et T > 0, G⌦q,T (Rd) désigne l’espace des q-trajectoires (ru-
gueuses) géométriques définies sur [0, T ].
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1. Condition d’invariance pour les équations diﬀérentielles dirigées par
le mBf et théorème de comparaison
Dans cette section, les résultats sont présentés à horizon de temps fini T > 0.
Tout d’abord, il convient de définir ce qu’est un sous-ensemble fermé de Re invariant
par l’Equation (1).
Définition 1.1. Soit un sous-ensemble fermé C de Re. Sous l’Hypothèse 0.1,
(1) La solution X de l’Equation (1) est viable dans C si et seulement si,
8! 2 ⌦, 8t 2 [0, T ], X(!, t) ⇢ C.
(2) C est invariant par l’Equation (1) si et seulement si, pour tout x0 2 C, si
X désigne la solution de l’Equation (1) avec la condition initiale x0, alors
X est viable dans C.
Une condition nécessaire et suﬃsante d’invariance d’un sous-ensemble convexe et
fermé de l’espace par une équation diﬀérentielle ordinaire est démontrée par Na-
gumo dans [74]. Une extension de ce résultat aux équations diﬀérentielles dirigées
par le mouvement brownien dans le contexte du calcul d’Itô est démontrée par
Aubin et Da Prato dans [6]. Dans [68], Milian obtient des résultats plus expli-
cites dans le cas particulier où l’ensemble contrainte est un polyèdre convexe. Dans
[7], les résultats de [6] sont étendus par Aubin et Da Prato aux inclusions diﬀé-
rentielles stochastiques. Enfin, une condition nécessaire et suﬃsante d’invariance
s’appliquant à la fois aux équations diﬀérentielles stochastiques, aux équations dif-
férentielles stochastiques rétrogrades et aux équations aux dérivées partielles est
établie dans Buckdahn et al. [11].
L’invariance d’un sous-ensemble fermé de l’espace par une équation diﬀérentielle
dirigée par un signal ↵-höldérien avec ↵ 2]1/2, 1[ a été étudiée par plusieurs au-
teurs en intégrant par rapport au signal au sens du calcul fractionnaire (cf. Nualart
et Rascanu [78]). Dans Ciotir et Rascanu [16] et Nie et Rascanu [76], les auteurs
démontrent une condition nécessaire et suﬃsante d’invariance pour une équation
diﬀérentielle dirigée par un mBf d’indice de Hurst H 2]1/2, 1[. Dans [66], Mel-
nikov, Mishura et Shevchenko démontrent une condition nécessaire et suﬃsante
d’invariance d’un sous-ensemble fermé et à bord lisse de l’espace pour un signal
mixte (i.e. un couple dont l’une des composantes est un mouvement brownien et
l’autre un processus à trajectoires ↵-höldériennes avec ↵ 2]1/2, 1[).
Dans la suite de cette section, C désigne un sous-ensemble convexe et fermé de
Re. Pour tout E ⇢ Re, soit
I(E) := {(b, ) : 8x 2 E, 8k 2 J1, dK, b(x),± .,k(x) 2 TC(x)}.
Le théorème suivant est le résultat central de Coutin et Marie [22]. Il étend les
conditions nécessaires et suﬃsantes d’invariance mentionnées ci-dessus au cas d’une
équation diﬀérentielle dirigée par un mBf d’indice de Hurst H 2]1/4, 1[ par rapport
auquel l’intégrale est prise au sens des trajectoires rugueuses.
Théorème 1.2. Sous l’Hypothèse 0.1, C est invariant par l’Equation (1) si et
seulement si (b, ) 2 I(@C).
La figure suivante illustre le Théorème 1.2 :
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C
TC(x)
b,
±  .
,k
x
Exemple 1.3. Ci-dessous, une formulation plus explicite de I(@C) pour quelques
sous-ensembles convexes et fermés simples de Re :
(1) Si C est un sous-espace vectoriel de Re, alors (b, ) 2 I(@C) si et seulement
si,
b(C) ⇢ C
et
 .,k(C) ⇢ C ; 8k 2 J1, eK.
(2) Si C est la boule unité fermée de Re, alors (b, ) 2 I(@C) si et seulement
si, pour tout x 2 Re tel que kxk = 1,
hx, b(x)i 6 0
et
hx, .,k(x)i = 0 ; 8k 2 J1, eK.
(3) Si
C =
\
i2I
{x 2 Re : hsi, x  aii 6 0},
où I est une partie finie et non vide de N et (ai)i2I et (si)i2I sont deux
familles d’éléments de Re tels que si 6= 0 pour tout i 2 I, alors (b, ) 2 I(@C)
si et seulement si pour tous x 2 Re et i 2 I tels que hsi, x  aii = 0,
hsi, b(x)i 6 0
et
hsi, .,k(x)i = 0 ; 8k 2 J1, eK.
Pour une preuve détaillée du Théorème 1.2, se référer à Coutin et Marie [22], Sous-
sections 3.1 et 3.3 pour les conditions suﬃsante et nécessaire respectivement. Sous
l’Hypothèse 0.1, la suite de processus (Xn)n2N définie par
(2) Xn(t) = x0 +
Z t
0
b(Xn(s))ds+
Z t
0
 (Xn(s))dBn(s) ; t 2 [0, T ],
où Bn désigne une approximation lipschitzienne et de signature d’ordre [p] conver-
geant dans G⌦p+",T (Re), " > 0 (interpolée linéaire, convoluée avec un noyau, etc.),
converge uniformément vers la solution X de l’Equation (1). La preuve de la condi-
tion suﬃsante du Théorème 1.2 se décompose en trois étapes :
(1) Montrer que si (b, ) 2 I(Re), alors C est invariant par l’Equation (2). Pour
cela, montrer qu’il existe une constante c > 0 telle que pour tous n 2 N,
t 2 [0, T ] et h > 0,
d2C(Xn(t+ h))  d2C(Xn(t)) 6 ch2,
puis conclure de la même manière qu’Aubin et Da Prato au Théorème 1.5
de [6].
(2) Montrer que si (b, ) 2 I(@C), alors C est invariant par l’Equation (2) en
remplaçant (b, ) par (b, )   pC dans l’Equation (2).
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(3) Montrer que si (b, ) 2 I(@C), alors C est invariant par l’Equation (1) car
lim
n!1 kXn  Xk1,T = 0.
La preuve de la condition nécessaire du Théorème 1.2, plus technique, se décompose
également en trois étapes :
(1) Montrer que si le demi-hyperplan D⌫ := {x 2 Re : x⌫ > 0} avec ⌫ 2 J1, eK
est invariant par l’Equation (1), alors (b, ) 2 I(@D⌫). D’une part, montrer
que s’il existe x0 2 D⌫ tel que
(3) lim inf
t!0+
bX⌫(t)
tH
p
2 log(log(1/t))
< 0,
où bX(t) avec t 2 [0, T ] est le schéma d’Euler (rugueux) associé à l’Equation
(1) avec la condition initiale x0 sur la subdivision (0, t) de l’intervalle [0, t]
(cf. Friz et Victoir [33], Section 10.3.5), alors D⌫ n’est pas invariant par
l’Equation (1). D’autre part, via la loi du logarithme itéré pour le mouve-
ment brownien fractionnaire (cf. Arcones [4] et Viitasaari [91], Remarque
2.3.3), montrer que si (b, ) 62 I(@D⌫), alors l’inégalité (3) est satisfaite.
(2) Montrer que si le demi-espace Ha,s := {x 2 Re : hs, x   ai 6 0} avec
(a, s) 2 Re⇥Re\{0} est invariant par l’Equation (1), alors (b, ) 2 I(@Ha,s)
en se ramenant au résultat de l’étape 1 par un changement de variable
analogue à celui de la preuve du Théorème 1 de Milian [68].
(3) Montrer que si C est invariant par l’Equation (1), alors (b, ) 2 I(@C). Pour
cela, supposer que (b, ) 62 I(@C), ce qui entraîne qu’il existe x0 2 @C et
s 2 NC(x0) tels que
hb(x0), si > 0 ou (9k 2 J1, dK : h .,k(x0), si 6= 0).
Alors, (b, ) 62 I(@Hx0,s) et d’après l’étape 2, il existe t 2 [0, T ] tel que
X(t) 62 Hx0,s. Puisque C ⇢ Hx0,s, C n’est pas invariant par l’Equation (1).
Le corollaire suivant permet de relaxer l’Hypothèse 0.1 de régularité sur b et  
lorsque C est compact.
Corollaire 1.4. Si C est compact, x0 2 C, b et   sont [p]+1 fois continûment
diﬀérentiables sur Re et (b, ) 2 I(@C), alors l’Equation (1) admet une unique
solution viable dans C.
La preuve du Corollaire 1.4 est simple (cf. Coutin et Marie [22], Corollaire 3.7).
C’est une conséquence de la compacité de C, du Théorème 1.2 et de Friz et Victoir
[33], Theorem 10.21.
La Section 1 s’achève par un théorème de comparaison. Soient les équations diﬀé-
rentielles
(4) X1(t) = x10 +
Z t
0
b1(X1(s))ds+
Z t
0
 1(X1(s))dB1(s)
et
(5) X2(t) = x20 +
Z t
0
b2(X2(s))ds+
Z t
0
 2(X2(s))dB2(s)
où, pour j 2 {1, 2}, xj0 2 Re, Bj est un mouvement brownien fractionnaire d-
dimensionnel d’indice de Hurst H 2]1/4, 1[, bj 2 C0(Re),  j 2 C0(Re,Me,d(R)) et
l’intégrale par rapport à Bj est prise au sens des trajectoires rugueuses. Par ailleurs,
soient I ⇢ J1, eK et
C := {(x1, x2) 2 (Re)2 : 8i 2 I, x1i 6 x2i }.
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Corollaire 1.5. Sous l’Hypothèse 0.1, les assertions suivantes sont équiva-
lentes.
(1) Pour tous (x10, x20) 2 C, i 2 I, ! 2 ⌦ et t 2 [0, T ], X1i (!, t) 6 X2i (!, t), où
X1 (resp. X2) est la solution de l’Equation (4) (resp. (5)) avec la condition
initiale x10 (resp. x20).
(2) Pour tous (x1, x2) 2 C et i 2 I, si x1i = x2i , alors
b1i (x
1) 6 b2i (x2)
et
8k 2 J1, dK,  1i,k(x1) =  2i,k(x2).
La preuve du Corollaire 1.5 est simple (cf. Coutin et Marie [22], Proposition 4.1). Il
suﬃt d’écrire l’énoncé du Théorème 1.2 pour l’Equation (4)-(5) et C en remarquant
que
C ⇠=
\
i2I
{x 2 R2e : hsi, xi 6 0},
où si := ei   ee+i pour tout i 2 I.
2. Problème de réflexion de Skorokhod associé à une équation
diﬀérentielle dirigée par le mBf et à un processus de rafle de Moreau
Dans cette section, les résultats sont présentés à horizon de temps fini T > 0.
Le processus de rafle est défini par l’inclusion diﬀérentielle
(6)
⇢ x˙(t) 2 NC(t)(x(t)) |Dx|-p.p.
x(0) = x0 2 C(0) ,
où C : [0, T ] ◆ Re est une multi-fonction à valeurs dans ck(Re) et continue pour
la distance de Hausdorﬀ. Pour tout f 2 C1-var([0, T ],Re), f˙ désigne la dérivée de
Radon-Nikodym de la mesure diﬀérentielle Df de f par rapport à sa variation to-
tale |Df |.
L’Inclusion (6) fut introduite par J-J. Moreau en 1976 (cf. Moreau [73]) pour modé-
liser des problèmes d’élasto-plasticité. Concrètement, si elle en admet une unique,
alors la solution de l’Inclusion (6) est un point immobile de l’ensemble contrainte,
excepté lorsque le bord de ce dernier le touche. Dans ce cas, le point est maintenu
à l’intérieur de l’ensemble contrainte avec une force minimale. Deux situations sont
donc possibles :
C(t)
x(t)
C(t)
NC(t)(x(t))
.x˙(t)
.x(t)
L’existence, l’unicité et l’approximation de la solution de l’Inclusion (6) ont large-
ment été étudiés sous diverses conditions sur la multi-fonction C (cf. p.ex. Moreau
[73], Valadier [89] ou Monteiro Marques [72]). Le théorème d’existence et d’unicité
suivant, utile dans ce qui suit, est dû à Monteiro Marques (cf. Monteiro Marques
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[70], [71] et [72]) et s’appuie sur un résultat de Valadier (cf. Castaing [13] et
Valadier [89]).
Théorème 2.1. S’il existe a 2 Re et r > 0 tels que
Be(a, r) ⇢ C(t) ; 8t 2 [0, T ],
alors l’Inclusion (6) admet une unique solution continue et à variation bornée x
telle que
kxk1-var,T 6 1
2r
kx0   ak2.
Sous l’Hypothèse 0.1, en désignant par X la solution de l’Equation (1), une façon
naturelle de s’assurer que X(t) 2 C(t) pour tout t 2 [0, T ] est de poser le problème
de réflexion de Skorokhod suivant :
(7)
8>><>>:
X(t) = H(t) + Y (t)
H(t) =
Z t
0
b(X(s))ds+
Z t
0
 (X(s))dB(s)
 Y˙ (t) 2 NC(t)(X(t)) |DY |-p.p. avec Y (0) = x0
.
La définition du cône normal entraine que l’inclusion diﬀérentielle du Problème (7)
définit un processus de rafle :
(8)
⇢ Y˙ (t) 2 NCH(t)(Y (t)) |DY |-p.p.
Y (0) = x0
,
où CH(t) := C(t) H(t) pour tout t 2 [0, T ].
L’existence, l’unicité et l’approximation de la solution du problème de réflexion
de Skorokhod associé à une équation diﬀérentielle dirigée par le mouvement brow-
nien pour un ensemble contrainte convexe et compact ont largement été étudiés
dans le contexte du calcul d’Itô. Dans le cas d’un ensemble contrainte convexe,
compact et constant en temps, l’existence et l’unicité de la solution est démontrée
par Lions et Sznitman dans [57]. Sur l’existence et l’unicité de la solution dans le
cas d’un ensemble contrainte convexe, compact et dépendant du temps, se référer à
Bernicot et Venel [8] et Castaing et al. [15]. Dans [8], Bernicot et Venel démontrent
également la convergence d’un schéma d’approximation de la solution.
Récemment, plusieurs auteurs se sont intéressés à l’existence et à l’unicité de la so-
lution du problème de réflexion de Skorokhod associé à une équation diﬀérentielle
dirigée par un mouvement brownien fractionnaire d’indice de Hurst H 2]1/3, 1[
pour un ensemble contrainte convexe et compact en intégrant par rapport au signal
au sens des trajectoires rugueuses. Dans le cas d’un ensemble contrainte convexe,
compact et constant en temps, l’existence d’une solution est démontrée par Aida
dans [1] et [2]. L’unicité est une question beaucoup plus délicate et c’est pourquoi
elle n’a été traitée que dans des cas particuliers. Dans [9], Besalu et al. démontrent
l’existence et l’unicité de la solution pour une contrainte de positivité et dans [28],
Deya et al. démontrent l’existence et l’unicité de la solution dans le cas unidimen-
sionnel. Dans le cas d’un ensemble contrainte rectangulaire et dépendant du temps,
pour H 2]1/2, 1[, Falkowski et Słominski démontrent l’existence et l’unicité de la
solution dans [31].
Dans Castaing, Marie et Raynaud de Fitte [14], l’existence de solutions du Pro-
blème (7) est démontrée pour un bruit multiplicatif et l’unicité et la convergence
d’un schéma d’approximation de la solution sont établies pour un bruit additif avec
H 2]1/3, 1[ et sous la condition sur C suivante.
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Hypothèse 2.2. (Condition d’intérieur non vide) C est une multi-fonction à
valeurs dans ck(Re), continue pour la distance de Hausdorﬀ et telle qu’il existe une
sélection continue   : [0, T ] ! Re satisfaisant
Be( (t), r) ⇢ int(C(t)) ; 8t 2 [0, T ].
Théorème 2.3. Sous les Hypothèses 0.1 et 2.2, le Problème (7) admet au
moins une solution à trajectoires continues et de (p + ")-variation finie pour tout
" > 0.
Pour une preuve détaillée du Théorème 2.3, se référer à Castaing, Marie et Raynaud
de Fitte [14], Section 3. Le cas H 2]1/2, 1[ (resp. H 2]1/3, 1/2]) est traité au
Théorème 3.1 (resp. Théorème 3.2) de [14]. Dans les deux cas, la preuve consiste
à établir que la suite (Xn)n2N définie par le schéma de Picard suivant admet une
valeur d’adhérence dans (C(p+")-var([0, T ],Re), k.k1,T ), " > 0 :8>><>>:
Xn(t) = Hn(t) + Yn(t)
Hn(t) =
Z t
0
b(Xn 1(s))ds+
Z t
0
 (Xn 1(s))dB(s)
 Y˙n(t) 2 NCHn (t)(Yn(t)) |DYn|-p.p. avec Yn(0) = x0
.
La preuve se fait par récurrence et repose sur un argument de compacité utilisant les
contrôles usuels de l’intégrale de Young et de l’intégrale des trajectoires rugueuses
(cf. Friz et Hairer [32], Chapitres 4, 7 et 8), le Théorème 2.1 et un résultat de
continuité pour le processus de rafle perturbé général (cf. Castaing et al. [15],
Lemme 5.3).
Proposition 2.4. Sous les Hypothèses 0.1 et 2.2, si la fonction   est constante,
alors le Problème (7) admet une unique solution à trajectoires continues et de (p+")-
variation finie pour tout " > 0.
Pour une preuve détaillée de la Proposition 2.4, se référer à Castaing, Marie et Ray-
naud de Fitte [14], Proposition 4.1. La preuve de la Proposition 2.4 se décompose
en trois étapes : en désignant par (X,Y ) et (X⇤, Y ⇤) deux solutions du Problème
(7),
(1) Montrer qu’il existe un contrôle ! :  T ! R+ et une constante c > 0 tels
que
kX(t) X⇤(t)k2 6 !(0, t)kX  X⇤k21,t + c
Z t
0
hX(s) X⇤(s), d(Y   Y ⇤)(s)i
pour tout t 2 [0, T ].
(2) Remarquer que
(9)
Z t
0
hX(s) X⇤(s), d(Y   Y ⇤)(s)i 6 0 ; 8t 2 [0, T ]
par monotonie du cône normal.
(3) Puisque ! est un contrôle sur [0, T ], en déduire qu’il existe ⌧1 2]0, T ] tel que
!(0, ⌧1) 2]0, 1[ et donc (X,Y ) = (X⇤, Y ⇤) sur [0, ⌧1].
Par récurrence, (X,Y ) = (X⇤, Y ⇤) sur [0, T ].
Lorsque   n’est pas constante, la construction de l’intégrale de Young et de l’in-
tégrale des trajectoires rugueuses suggère qu’il faut contrôler la norme en (p + ")-
variation (" > 0) de X  X⇤ et non sa norme uniforme. Un terme analogue à celui
du membre de gauche de l’Inégalité (9) apparait, mais la monotonie du cone normal
ne suﬃt pas à assurer qu’il est négatif.
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Pour H = 1/2, dans le contexte du calcul d’Itô, l’inégalité de Doob permet de
conclure. Pour C constant en temps, se référer à Tanaka [84], Lions et Sznitman
[57] et Saisho [80]. Pour C dépendant du temps, se référer à Bernicot et Venel [8]
et Castaing et al. [15].
La proposition suivante établit une condition nécessaire et suﬃsante d’unicité de la
solution du Problème (7) proche de l’Inégalité (9). Malheureusement, celle-ci semble
diﬃcile à vérifier en pratique sans arguments probabilistes complémentaires.
Proposition 2.5. Soient (s, t) 2  T et (X,Y ) et (X⇤, Y ⇤) deux solutions du
Problème (7) sous les Hypothèses 0.1 et 2.2.
(1) Sur [s, t], si H 2]1/2, 1[, alors (X,Y ) = (X⇤, Y ⇤) si et seulement si X(s) =
X⇤(s) etZ v
u
hX(u, r) X⇤(u, r), d(Y   Y ⇤)(r)i 6 0 ; 8(u, v) 2  s,t.
(2) Sur [s, t], si H 2]1/3, 1/2[, alors (X,Y ) = (X⇤, Y ⇤) si et seulement si
X(s) = X⇤(s) etZ v
u
hRX(u, r) RX⇤(u, r), d(Y   Y ⇤)(r)i 6 0 ; 8(u, v) 2  s,t.
Pour une preuve détaillée de la Proposition 2.5, se référer à Castaing, Marie et
Raynaud de Fitte [14], Propositions 4.2 et 4.3. Les arguments sont proches de ceux
de la preuve de la Proposition 2.4, mais pour contrôler
kX(v) X(u)  (X⇤(v) X⇤(u))k ; (u, v) 2  s,t
et non plus
kX(v) X⇤(v)k ; v 2 [0, T ].
La Section 2 s’achève par un théorème de convergence pour le schéma d’approxi-
mation suivant de la solution du Problème (7) sous les conditions de la Proposition
2.4 :
(10)
⇢
Xn0 = x0
Xnk+1 = pC(tnk+1)(X
n
k +H
n(tnk+1) Hn(tnk )) ,
où n 2 N⇤, (tn0 , . . . , tnn) désigne la subdivision de l’intervalle [0, T ] de pas régulier
T/n et Hn le processus défini par
Hn(t) :=
k 1X
i=0
b(Xni )(t
n
i+1   tni ) + b(Xnk )(t  tnk ) +  B(t)
pour tous k 2 J0, n  1K et t 2 [tnk , tnk+1].
Concrètement, Xn coïncide avec le schéma d’Euler d’ordre n pour l’Equation (1)
jusqu’à ce que l’un de ses termes, disons le k-ème avec k 2 J1, nK, n’appartienne
pas à C(tnk ). Dans ce cas, le k-ème terme du schéma d’Euler d’ordre n est remplacé
par son projeté orthogonal sur C(tnk ).
Soient les processus Xn et Y n définis par
Xn :=
n 2X
k=0
Xnk 1[tnk ,tnk+1[ +X
n
n 11[tnn 1,T ]
et
Y n :=
n 2X
k=0
(Xn  Hn(tnk ))1[tnk ,tnk+1[ + (Xn  Hn(tnn 1))1[tnn 1,T ].
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Théorème 2.6. Sous les Hypothèses 0.1 et 2.2, si la fonction   est constante
et qu’il existe c > 0 et ↵ 2]0, 1[ tels que
(11) dH(C(s), C(t)) 6 c|t  s|↵ ; 8(s, t) 2  T ,
alors (Xn, Y n)n2N⇤ converge uniformément vers l’unique solution (X,Y ) du Pro-
blème (7).
Pour une preuve détaillée du Théorème 2.6, se référer à Castaing, Marie et Raynaud
de Fitte [14], Théorème 5.4. La preuve du Théorème 2.6 se décompose en quatre
étapes :
(1) Montrer par un argument de compacité que de toute sous-suite de (Hn)n2N⇤
uniformément convergente il est possible d’extraire une suite (H (n))n2N⇤
uniformément convergente. Sa limite est notée H⇤.
(2) Montrer que (Y  (n))n2N⇤ est une suite de Cauchy de C0m([0, T ],Re) en re-
marquant que
Y n(tnk+1) = pCHn (tnk+1)(Y
n(tnk )) ; 8k 2 J0, n  1K.
C’est dans cette étape que la condition de Hölder (11) sur la multi-fonction
C intervient.
(3) Montrer que la limite Y ⇤ de la suite (Y  (n))n2N⇤ satisfait
(12) hz  H⇤(⌧), Y ⇤(t)  Y ⇤(s)i > 1
2
(kY ⇤(t)k2   kY ⇤(s)k2)
pour tous (s, t) 2  T , ⌧ 2 [s, t] et v 2 \⌧2[s,t]C(v). Puisque l’Inégalité (12)
caractérise le processus de rafle Y défini par l’Inclusion (8) (cf. Monteiro
Marques [72], Chapitre 2), nécessairement Y ⇤ = Y .
(4) En désignant par X⇤ la limite uniforme de (X (n))n2N⇤ , par définition de
(H (n))n2N⇤ ,
H⇤(t) =
Z t
0
b(X⇤(s))ds+  B(t) ; 8t 2 [0, T ].
L’unicité de la solution du Problème (7), garantie par la Proposition 2.4,
entraîne que X⇤ = X.
Quelques perspectives. L’unicité et la convergence du schéma d’approximation
de la solution du Problème (7) sont encore à établir lorsque   n’est pas constante.
Le comportement en temps long de la solution et la statistique du Problème (7)
n’ont pas du tout été étudiés.
3. Equations diﬀérentielles dirigées par le mBf et dont le champ de
vecteurs admet des singularités
Dans les applications, le modèle de Cox-Ingersoll-Ross (CIR) défini par l’équa-
tion diﬀérentielle stochastique suivante est très fréquemment utilisé :
(13) X(t) = x0 + ✓
Z t
0
(m X(s))ds+  
Z t
0
p
X(s)dW (s),
où x0, ✓,m > 0,   2 R⇤, W est un mouvement brownien et l’intégrale par rapport
à W est prise au sens d’Itô. Sa solution est à valeurs positives, ce qui découle de la
singularité en 0 de la fonction racine carrée et de la force de rappel vers la moyenne
assurée par la fonction de drift x 2 R 7! ✓(m   x). En partie pour cette raison, le
modèle CIR est utilisé en finance pour modéliser les taux d’intérêt ou la volatilité
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dans le modèle de prix d’actifs d’Heston (cf. Lamberton et Lapeyre [55]). Pour des
raisons analogues, l’équation de Jacobi
(14) Y (t) = y0 + ✓
Z t
0
(µ  Y (s))ds+  
Z t
0
p
Y (s)(1  Y (s))dW (s)
avec y0, µ 2]0, 1[ est souvent utilisée pour modéliser des proportions, par exemple
dans la version stochastique du modèle de neurone de Morris-Lecar étudiée par
Ditlevsen et Greenwood dans [29].
Marie [60] et [62] proposent une étude (existence, unicité et contrainte de la so-
lution, régularité de l’application d’Itô, convergence d’un schéma d’approximation,
comportement en temps long, etc.) des Equations (13) et (14) pour un signal brow-
nien fractionnaire par rapport auquel l’intégrale est prise au sens des trajectoires
rugueuses. Dans les deux cas, il convient de se ramener à l’étude d’une équation
avec bruit additif fractionnaire par un changement de variable. Marie [61] porte
sur l’étude d’une classe d’équations diﬀérentielles avec bruit additif fractionnaire et
dont la fonction de drift admet une singularité en 0. Cette section présente les ré-
sultats de Marie [61] car celui-ci généralise les résultats de Marie [60] sur le modèle
CIR fractionnaire et que les arguments employés dans Marie [62] pour l’équation
de Jacobi fractionnaire sont analogues.
Dans la suite, d = e = 1, x0 > 0, ↵ 2]0, H[,   est une constante de ]0,1[ et
lim
x!0+
b(x) = 1.
Afin de garantir l’existence et l’unicité de la solution de l’Equation (1), la fonction
b satisfait l’hypothèse suivante.
Hypothèse 3.1. La fonction b est [p]+1 continûment diﬀérentiable sur ]0,1[ et
de diﬀérentielles successives bornées sur [",1[ pour tout " > 0. Afin de compenser
son comportement singulier en 0, la fonction b satisfait également les conditions
suivantes :
(1) Il existe une constante K > 0 telle que
8x > 0, b0(x) <  K.
(2) Il existe une constante R > 0 telle que
8x > 0, b(x) >  Rx.
(3) Pour tout C > 0, Z T
0
b(Ct↵)dt = 1 ; 8T > 0
ou
lim
T!0+
1
T↵
Z T
0
b(Ct↵)dt = 1.
Pour H 2]1/2, 1[, l’existence, l’unicité et l’absolue continuité de la loi de la solution
de l’Equation (1) sont étudiés par Hu, Nualart et Song dans [47] sous une hypothèse
analogue. Récemment, dans [34], Gassiat et Gess ont étudié le comportement de
la solution de l’Equation (1) au voisinage de 0 et mis en évidence qu’un majorant
de la norme L1 de la diﬀérentielle seconde en espace d’une solution de l’équation
d’Hamilton-Jacobi stochastique s’exprime en fonction de solutions d’équations sin-
gulières de ce type.
L’exemple suivant présente quelques fonctions satisfaisant l’Hypothèse 3.1.
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Exemple 3.2. Soient u, v, w,  , , µ > 0.
(1) Soit b1(x) := u(vx   wx) pour tout x > 0. Si 1 ↵ < ↵ , alors b1 satisfait
l’Hypothèse 3.1.
(2) Soit b2(x) := u/(evx
   1) wx pour tout x > 0. Si 1 6 ↵ , alors b2 satisfait
l’Hypothèse 3.1.
(3) Soit b⇤1(x) :=   sin(µx) pour tout x > 0. Si 1   ↵ < ↵  (resp. 1 6 ↵ ) et
 µ < uw (resp.  µ < w), alors b1 + b⇤1 (resp. b2 + b⇤1) satisfait l’Hypothèse
3.1.
(4) Soit b⇤2(x) :=   log(µx) pour tout x > 0. Si 1 ↵ < ↵  (resp. 1 6 ↵ ), alors
b1 + b⇤2 (resp. b2 + b⇤2) satisfait l’Hypothèse 3.1.
Sous l’Hypothèse 3.1, la Sous-section 3.1 porte sur l’existence, l’unicité et les pro-
priétés trajectorielles de la solution de l’Equation (1). La Sous-section 3.2 porte sur
ses propriétés probabilistes et son comportement en temps long. L’absolue conti-
nuité de la loi de la solution, traitée à la Sous-section 3.2 de Marie [61], n’est
pas abordée par souci de concision. Enfin, la Sous-section 3.3 présente une famille
d’équations avec bruit multiplicatif fractionnaire dont l’étude se ramène, par un
changement de variable, à celle d’une équation avec bruit additif fractionnaire et
dont la fonction de drift satisfait l’Hypothèse 3.1
3.1. Existence, unicité et propriétés trajectorielles de la solution de
l’Equation (1). Sous l’Hypothèse 3.1, cette section présente des résultats sur
l’existence, l’unicité, la régularité et l’approximation des trajectoires de la solu-
tion de l’Equation (1). Comme en témoignent les résultats de cette section, outre
le fait de garantir l’existence, l’unicité et la positivité de la solution de l’Equation
(1) malgré la singularité de la fonction b en 0, l’Hypothèse 3.1 permet d’obtenir des
contrôles de la solution et de ses dérivées plus fins que ceux connus sous l’Hypothèse
0.1.
Proposition 3.3. Sous l’Hypothèse 3.1, l’Equation (1) admet une unique so-
lution définie sur R+, à valeurs strictement positives, à trajectoires ↵-höldériennes
et telle que
(15) kXk1,T 6 x0 + |b(x0)|T + 2 kBk1,T
pour tout T > 0.
Pour une preuve détaillée de la Proposition 3.3, se référer à Marie [61], Propositions
2.2 et 2.3. La preuve de la Proposition 3.3 se décompose en trois étapes :
(1) D’après les conditions de régularité sur b de l’Hypothèse 3.1, l’Equation (1)
admet une unique solution sur [0, T0] avec T0 := inf{t > 0 : X(t) = 0}. Par
ailleurs, en posant Y (t) := eRtX(t), t 2 [0, T0],
Y (t) = x0 +
Z t
0
bR(s, Y (s))ds+  BR(t)
où
BR(t) :=
Z t
0
eRsdB(s) ; 8t 2 R+
et
bR(t, x) := Rx+ e
Rtb(e Rtx) ; 8x > 0, 8t 2 R+.
(2) Puisque Y (T0) = 0, pour t 2 [0, T0] quelconque,
Y (t) +
Z T0
t
bR(s, Y (s))ds =  (BR(t) BR(T0)).
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La régularité des trajectoires de B et l’Hypothèse 3.1.(1,2) entraînent queZ T0 t
0
b(kBRk↵,T0s↵)ds 6
Z T0
t
bR(s, Y (s))ds 6  kBRk↵,T0(T0   t)↵.
Il y a contradiction avec l’Hypothèse 3.1.(3). Ainsi, T0 = 1.
(3) Pour t 2 R+ quelconque, soit Tx0(t) := inf{s 2 [0, t] : X(s) 6 x0}. Alors,
0 < X(t) 6 x0 +
Z t
Tx0 (t)
b(X(s))ds+  (B(t) B(Tx0(t)))
6 x0 + |b(x0)|T + 2 kBk1,T .
Dans la suite,X(x0,!) désigne la trajectoire de la solution de l’Equation (1) associée
à la condition initiale x0 > 0 et à la trajectoire ! du processus B. Pour tout T > 0,
la restriction de l’application d’Itô X(.) à ]0,1[⇥C↵([0, T ],R) est également notée
X(.). Alors,
X(x0,!)|[0,T ] = X(x0,!|[0,T ])
pour tous x0, T > 0 et ! 2 C↵loc(R+,R).
Sous l’Hypothèse 3.1, la proposition suivante fournit plusieurs résultats de régu-
larité pour l’application d’Itô X(.).
Proposition 3.4. Soit T > 0. Sous l’Hypothèse 3.1,
(1) Pour tous x10, x20 > 0 et !1,!2 2 C↵([0, T ],R),
kX(x10,!1) X(x20,!2)k1,T 6 |x10   x20|+ 2 k!1   !2k1,T .
(2) L’application d’Itô X(.) est continûment diﬀérentiable de
]0,1[⇥C↵([0, T ],R) dans C0([0, T ], ]0,1[).
De plus, pour tous (x0,!), (⇠, h) 2]0,1[⇥C↵([0, T ],R),
D(⇠,h)X(x0,!) =
Z .
0
(⇠ +  h(s)) exp
✓Z .
s
b0(X(x0,!, u))du
◆
ds
et
|D(⇠,h)X(x0,!, t)| 6 T (⇠ +  khk1,T ) ; 8t 2 [0, T ].
Pour une preuve détaillée de la Proposition 3.4, se référer à Marie [61], Propositions
2.4 et 2.6. La preuve du point 1 de la Proposition 3.4 s’appuie sur un raisonnement
proche de celui utilisé pour démontrer l’Inégalité (15) de la Proposition 3.3. Au
point 2 de la Proposition 3.4, la continue diﬀérentiabilité de l’application d’Itô
s’obtient en appliquant Friz et Victoir [33], Théorèmes 11.3 et 11.6 sur les boules
ouvertes de ]0,1[⇥C↵([0, T ],R).
Pour une trajectoire ! du processus B fixée, le corollaire suivant fournit des résul-
tats complémentaires pour X(.,!). Ceux-ci sont essentiels pour l’étude du système
dynamique aléatoire associé à l’Equation (1) à la Sous-section 3.2.
Corollaire 3.5. Soit ! 2 C↵loc(R+,R). Sous l’Hypothèse 3.1,
(1) Pour tout t > 0, X(.,!, t) est strictement croissante sur ]0,1[.
(2) Il existe une fonction X(0,!) 2 C↵loc(R+, ]0,1[) telle que
lim
x0!0
kX(x0,!) X(0,!)k1,T = 0 ; 8T > 0.
(3) Pour tous x10, x20, t 2 R+,
|X(x10,!, t) X(x20,!, t)| 6 |x10   x20|e Kt.
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Pour une preuve détaillée du Corollaire 3.5, se référer à Marie [61], Corollaires 2.8,
2.9 et 2.10. La preuve du point 1 du Corollaire 3.5 est une conséquence immédiate du
point 2 de la Proposition 3.4. La preuve du point 2 du Corollaire 3.5 se décompose
en deux étapes :
(1) Montrer qu’en 0, X(.,!) admet une limite à trajectoires continues en utili-
sant le point 1 de la Proposition 3.4 et le fait que les (C0([0, T ],R), k.k1,T ),
T > 0 sont des espaces de Banach.
(2) Montrer que X(0,!) est à valeurs strictement positives sur ]0,1[. D’une
part, pour tous s > t > 0, il existe u 2 [s, t] tel que X(0,!, u) > 0 car dans
le cas contraire, d’après l’Hypothèse 3.1.(1,3),
lim
x0!0
X(x0,!, t) X(x0,!, s)   (!(t)  !(s)) > lim
x0!0
(t  s)b(kX(x0,!)k1,T )
= 1.
En particulier, il existe une suite (tn)n2N de réels strictement positifs, dé-
croissante, de limite nulle et telle que X(0,!, tn) > 0 pour tout n 2 N.
D’autre part, montrer que pour n 2 N quelconque,
X(0,!, tn + ·) = X(X(0,!, tn),!(tn + ·)  !(tn))
sur [0, ⌧0(tn)  tn[, où ⌧0(tn) := inf{t > 0 : X(0,!, tn + t) = 0}. D’après la
Proposition 3.3,
⌧0(tn) = inf{t > 0 : X(X(0,!, tn),!(tn + ·)  !(tn), t) = 0} = 1.
La preuve du point 3 du Corollaire 3.5 est simple. D’après l’Hypothèse 3.1.(1) et
le théorème des accroissements finis, pour tous t 2 R+ et x10, x20 2]0,1[ tels que
x10 6= x20,
@
@t
(X(x10,!, t) X(x20,!, t))2 = 2(X(x10,!, t) X(x20,!, t))2
⇥b(X(x
1
0,!, t))  b(X(x20,!, t))
X(x10,!, t) X(x20,!, t)
6  2K(X(x10,!, t) X(x20,!, t))2.
La Sous-section 3.1 s’achève par un théorème de convergence pour le schéma d’Euler
implicite associé à l’Equation (1) sous l’Hypothèse 3.1 :
(16)
⇢
Xn0 = x0
Xnk+1 = X
n
k + b(X
n
k+1)(t
n
k+1   tnk ) +  (B(tnk+1) B(tnk )) ,
où T > 0, n 2 N⇤ et (tn0 , . . . , tnn) désigne la subdivision de l’intervalle [0, T ] de pas
régulier T/n. Par ailleurs, soit le processus Xn défini par
Xn(t) :=
n 1X
k=0
✓
Xnk +
Xnk+1  Xnk
tnk+1   tnk
(t  tnk )
◆
1[tnk ,tnk+1](t)
pour tout t 2 [0, T ].
Théorème 3.6. Sous l’Hypothèse 3.1,
(1) L’Equation (16) admet une unique solution définie sur J0, nK et à valeurs
strictement positives telle que
(17) max
k2J0,nKXnk 6 x0 + |b(x0)|T + 2 kBk1,T .
(2) Xn converge uniformément vers la solution X de l’Equation (1) en O(n ↵).
Plus précisément,
kXn  Xk1,T 6 ((kb0k21,[X⇤,X⇤] + kb0k1,[X⇤,X⇤] + 1)kXk↵,T +
kbk1,[X⇤,X⇤] + kBk↵,T )(T↵ _ T↵+2)n ↵
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avec
X⇤ := inf
t2[0,T ]
X(t) et X⇤ := sup
t2[0,T ]
X(t).
Pour une preuve détaillée du Théorème 3.6, se référer à Marie [61], Propositions
2.11 et 2.12 et Théorème 2.13. Au point 1 du Théorème 3.6, pour établir l’existence
et l’unicité de la solution de l’Equation (16), il suﬃt de démontrer que pour tout
( , µ) 2]0,1[⇥R, l’équation x =  b(x) + µ admet une unique solution. La preuve
de l’Inégalité (17) est analogue à celle de l’Inégalité (15) de la Proposition 3.3. La
preuve du point 2 du Théorème 3.6 est proche de celle de Lejay [56], Proposition
5.
3.2. Propriétés probabilistes et comportement en temps long de la
solution de l’Equation (1). Tout d’abord, sous l’Hypothèse 3.1, la Proposition
3.3, le Théorème 3.6.(1) et le théorème de Fernique entraînent que pour p > 1 et
T > 0 quelconques,
kXk1,T , sup
n2N⇤
kXnk1,T 2 Lp(⌦,A,P).
De plus, d’après le Théorème 3.6.(2) et le théorème de Vitali,
lim
n!1E(kX
n  Xkp1,T ) = 0.
Le reste de cette sous-section est consacré au comportement en temps long de la
solution de l’Equation (1) sous l’Hypothèse 3.1.
Dans la suite, B est un mouvement brownien fractionnaire défini sur R et d’indice
de Hurst H 2]0, 1[. Par ailleurs, ✓ := (✓t)t2R désigne le shift de Wiener, c’est-à-dire
le système dynamique défini sur (⌦,A) par
✓t! := !(t+ ·)  !(t)
pour tous ! 2 ⌦ et t 2 R. D’après Maslowski et Schmalfuss [64], (⌦,A,P, ✓) est un
système dynamique métrique ergodique. De plus, d’après Gess et al. [35], Lemme
3.3, il existe un sous-ensemble ✓-invariant ⌦⇤ 2 A tel que P(⌦⇤) = 1 et
(18) 8! 2 ⌦⇤, 9C(!) > 0 : 8t 2 R, |B(!, t)| 6 C(!)(1 + t2).
Enfin, soit A⇤ := {A \ ⌦⇤ ; A 2 A} la tribu trace de A sur ⌦⇤. Le quadruplet
(⌦⇤,A⇤,P, ✓) est également un système dynamique métrique ergodique et le pro-
longement par continuité de l’application d’Itô
X(.) : (x0,!, t) 2 R+ ⇥ ⌦⇥ R+ 7 ! X(x0,!, t)
du point 2 du Corollaire 3.5 est un système dynamique aléatoire continu sur R+
relativement aux systèmes dynamiques métriques (⌦,A,P, ✓) et (⌦⇤,A⇤,P, ✓).
Lemme 3.7. Sous l’Hypothèse 3.1, pour tout ! 2 ⌦⇤, il existe C(!) > 0 tel que
pour tous t, T, x0 2 R+ et " > x0,
|X(x0, ✓ T!, t)  "| 6 "+ |b(")|t+ C(!)(1 + t+ T )2.
Pour une preuve détaillée du Lemme 3.7, se référer à Marie [61], Proposition 3.3.
La preuve s’appuie sur un raisonnement proche de celui utilisé pour démontrer
l’Inégalité (15) de la Proposition 3.3 et sur l’Inégalité (18).
Théorème 3.8. Sous l’Hypothèse 3.1,
(1) Il existe une variable aléatoire X⇤ : ⌦! R+ appartenant à Lp(⌦,A,P) pour
tout p > 1 et telle que pour tout x0 2 R+,
|X(x0, ., T ) X⇤   ✓T |     !
T!1
0
presque surement et dans Lp(⌦,A,P) pour tout p > 1.
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(2) Pour toute fonction uniformément continue à croissance au plus polyno-
miale ' : R+ ! R et tout x0 2 R+,
1
T
Z T
0
'(X(x0, ., t))dt     !
T!1
E('(X⇤))
presque surement et dans Lp(⌦,A,P) pour tout p > 1.
Pour une preuve détaillée du Théorème 3.8, se référer à Marie [61], Théorème 3.4
et Corollaire 3.5. La preuve du point 1 du Théorème 3.8 se décompose en deux
étapes :
(1) Montrer l’existence d’une solution stationnaire de l’Equation (1) attirant les
autres en temps long. La cocyclicité de X(.), le point 3 du Corollaire 3.5
et le Lemme 3.7 entraînent que pour ! 2 ⌦⇤ et " > x0 > 0 quelconques et
tous n 2 N,
|X(x0, ✓ n!, n) X(x0, ✓ (n+1)!, n+ 1)| 6 e Kn(|x0   "|(19)
+"+ |b(")|+ C(!)(3 + n)2).
La suite de réels positifs (X(x0, ✓ n!, n))n2N est donc de Cauchy. Sa limite
X⇤(!) ne dépend pas de x0 d’après le point 3 du Corollaire 3.5. Un rai-
sonnement analogue à celui employé pour démontrer l’Inégalité (19) permet
d’établir que
(20) lim
t!1 |X(x0, ✓ t!, t) X
⇤(!)| = 0.
Par cocyclicité et continuité du système dynamique aléatoire X(.), le point
2 du Corollaire 3.5 et l’Egalité (20),
X(X⇤(!),!, t) = X⇤(✓t!) ; 8t 2 R+.
Puisque (⌦⇤,A⇤,P, ✓) est un système dynamique métrique ergodique, il s’en-
suit que X⇤   ✓ est une solution stationnaire de l’Equation (1). De plus,
d’après le point 3 du Corollaire 3.5,
lim
t!1 |X(x0,!, t) X
⇤(✓t!)| = 0 ; 8x0 2 R+.
(2) Pour tous x0 2 R+ et p > 1, par un raisonnement analogue à celui de la
première étape,
lim
t!1E(|X(x0, ., t) X
⇤   ✓t|p) = lim
t!1E(|X(x0, ✓ t(.), t) X
⇤|p) = 0.
La preuve du point 2 du Théorème 3.8 à partir du premier et du théorème ergodique
de Birkhoﬀ est classique.
3.3. Modèles CIR et logistique fractionnaires. Cette sous-section pré-
sente une famille d’équations avec bruit multiplicatif fractionnaire dont l’étude se
ramène, par un changement de variable, à celle d’une équation avec bruit additif
fractionnaire et dont la fonction de drift satisfait l’Hypothèse 3.1. En particulier,
cette famille d’équations couvre des modèles type CIR et logistique fractionnaires.
Le Théorème 3.10 synthétise l’ensemble des propriétés obtenues dans Marie [61],
Section 4 sur ces équations.
Soit F :]0,1[! R une fonction satisfaisant l’hypothèse suivante.
Hypothèse 3.9. La fonction F est [p] + 1 fois continûment diﬀérentiable sur
]0,1[ et strictement monotone.
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Sous les Hypothèses 3.1 et 3.9, par la formule de changement de variable pour
l’intégrale des trajectoires rugueuses, pour tout t 2 R+,
F (X(t)) = F (x0) +
Z t
0
F 0(X(s))dX(s)
= F (x0) +
Z t
0
F 0(X(s))b(X(s))ds+  
Z t
0
F 0(X(s))dB(s).
Ainsi, en posant I := F (]0,1[), G := b   F 1 et H := F 0   F 1, avec la condition
initiale z0 2 I, Z = F   X(F 1(z0), .) est l’unique solution définie sur R+ et à
valeurs dans I de l’équation
(21) Z(t) = z0 +
Z t
0
G(Z(s))H(Z(s))ds+  
Z t
0
H(Z(s))dB(s).
Soient  2 R⇤ et u, v, w,   > 0 tels que 1   ↵ < ↵ . Soient également b(x) :=
u(vx     wx) et F (x) := x pour tout x > 0. Les fonctions b et F satisfont les
Hypothèses 3.1 et 3.9 respectivement. Dans ce cas, l’Equation (21) devient
Z(t) = z0 + u
Z t
0
(vZ(s)1 ( +1)/   wZ(s))ds+  
Z t
0
Z(s)1 1/dB(s).
D’une part, soient  =  +1, u = 1/( +1) et   = ⇣/( +1) avec ⇣ 2 R⇤. En posant
  := 1  1/(  + 1) 2]1  ↵, 1[, l’Equation (21) devient
Z(t) = z0 +
Z t
0
(v   wZ(s))ds+ ⇣
Z t
0
Z(s) dB(s).
Dans ce cas, l’Equation (21) correspond au model de Cox-Ingersoll-Ross fraction-
naire étudié dans Marie [60]. D’autre part, soient  =  (  + 1), u = 1/(  + 1) et
  =  ⇣⇤/(  + 1) avec ⇣⇤ 2 R⇤. En posant  ⇤ := 1/(  + 1) 2]0,↵[, l’Equation (21)
devient
Z(t) = z0 +
Z t
0
Z(s)(w   vZ(s))ds+ ⇣⇤
Z t
0
Z(s)1+ 
⇤
dB(s).
Dans ce cas, l’Equation (21) correspond au modèle logistique étudié pour  ⇤ = 0
dans Huy et Nguyen [48].
Le théorème suivant synthétise l’ensemble des propriétés obtenues dans Marie [61],
Section 4 sur l’Equation (21) à partir des résultats des Sous-sections 3.1 et 3.2.
Théorème 3.10. Sous les Hypothèses 3.1 et 3.9,
(1) Pour tous T > 0 et p > 1,
kZk1,T 2 Lp(⌦,A,P)
et
sup
n2N⇤
kZnk1,T 2 Lp(⌦,A,P),
où (Zn)n2N⇤ désigne le schéma d’approximation pour l’Equation (21) défini
par
Zn := F  Xn(F 1(z0), .) ; 8n 2 N⇤.
(2) Zn converge uniformément vers la solution Z de l’Equation (21) en O(n ↵).
De plus,
lim
n!1E(|Z
n   Z|p) = 0 ; 8p > 1.
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(3) Pour toute fonction uniformément continue à croissance au plus polyno-
miale ' : I ! R+ et tout z0 2 I,
1
T
Z T
0
'(Z(z0, ., t))dt     !
T!1
E('(F (X⇤)))
presque surement et dans Lp(⌦,A,P) pour tout p > 1.
La preuve du Théorème 3.10 est simple (cf. Marie [61], Propositions 4.6, 4.7 et 4.11).
Quelques perspectives. Sous l’Hypothèse 3.1 et pour   constante, les résultats
sur le comportement en temps long de la solution de l’Equation (1) établis à la
Sous-section 3.2 permettront d’étudier la consistance d’estimateurs de la fonction
b.
4. Contrainte des solutions d’équations diﬀérentielles dirigées par le
mBf en sciences du vivant
Cette section présente deux applications des résultats des Sections 1 et 3 en
sciences du vivant. La Sous-section 4.1 est consacrée à un modèle (de neurone)
d’Hodgkin-Huxley dans lequel les équations modélisant les variables de portes des
canaux ioniques sont perturbées par un bruit multiplicatif fractionnaire et le champ
de vecteurs satisfait la condition d’invariance de la Section 1 pour le convexe fermé
[0, 1]3 ⇥ R (cf. Coutin, Guglielmi et Marie [23]). Une application en finance de la
condition d’invariance de la Section 1 est proposée dans Marie [63], mais n’est pas
abordée par souci de concision. La Sous-section 4.2 présente une application du mo-
dèle CIR fractionnaire de la Sous-section 3.3 en pharmacocinétique (cf. Marie [59]).
Comme évoqué en introduction de ce chapitre, le grand atout des modèles d’équa-
tions diﬀérentielles dirigées par le mBf dans les applications est la possibilité de
contrôler la régularité des trajectoires de la solution via le paramètre de Hurst du
mBf. En eﬀet, sous l’Hypothèse 0.1, la régularité de l’application d’Itô entraîne que
les trajectoires de la solution X de l’Equation (1) sont localement ↵-höldériennes
pour tout ↵ 2]0, H[. Néanmoins, les trajectoires de X sont-elles H-höldériennes sur
tous les segments de R+ ? La proposition suivante, prouvée dans Coutin, Guglielmi
et Marie [23], assure que non dans deux cas particuliers. C’est important dans la
suite de cette section.
Proposition 4.1. Sous l’Hypothèse 0.1,
(1) Si   est constante, alors les trajectoires de X ne sont H-höldériennes sur
aucun segment de R+.
(2) Si H 2]1/2, 1[, d = e et  k,l = 0 pour tout (k, l) 2 J1, eK2 tel que k 6= l, alors
pour tous ! 2 ⌦ et (s, t) 2 R2+ tels que s < t et
( k,k  X(!))([s, t]) ⇢ R⇤ ; 8k 2 J1, eK,
la trajectoire X(!) de X n’est pas H-höldérienne sur [s, t].
La preuve de la Proposition 4.1 est simple (cf. Coutin, Guglielmi et Marie [23],
Propositions A.6 et A.7).
4.1. Modèle d’Hodgkin-Huxley fractionnaire. Dans le modèle d’Hodgkin-
Huxley (cf. Hodgkin et Huxley [39]), le potentiel membranaire V du neurone est
modélisé par l’équation diﬀérentielle
(22) cV˙ + INa + IK + IL = I,
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où Ik := Gk(V  Ek) est l’intensité du courant ionique k (Na, K ou L), Gk désigne
sa conductance et Ek son potentiel d’équilibre. Plus précisément, GL := gL, GK :=
gKn
4 avec
(23) n˙ = ↵n(V )(1  n)   n(V )n
et GNa := gNam3h avec
(24)
⇢
m˙ = ↵m(V )(1 m)   m(V )m
h˙ = ↵h(V )(1  h)   h(V )h ,
où les fonctions ↵n, n,↵m, m,↵h et  h sont de la forme
v 7 ! a+ bv
exp(a0 + b0v) + c0
et les constantes a, b, a0, b0 et c0 sont précisées dans Hodgkin et Huxley [39]. Les fonc-
tions n, m et h sont les variables de portes des canaux ioniques et correspondent à
des proportions de molécules activatrices et inhibitrices présentes de part et d’autre
de la membrane du neurone.
l’Equation (22)-(23)-(24) s’écrit X˙(t) = bHH(X(t)), où X = (m,h, n, V ) et bHH
est une fonction de C1([0, 1]3 ⇥ R) satisfaisant la condition d’invariance du théo-
rème de Nagumo (cf. Nagumo [74]) pour le convexe fermé C := [0, 1]3 ⇥ R. Ainsi,
l’Equation (22)-(23)-(24) admet une unique solution définie sur R+ et à valeurs
dans C. Ce dernier point est essentiel car n, m et h sont des proportions.
Par ailleurs, le modèle d’Hodgkin-Huxley a une bifurcation de Hopf de paramètre
I. Si I 2 [0, I1] avec I1 ⇡ 3 µA/cm2, alors le neurone ne décharge pas de potentiel
d’action. Si I 2]I1, I2] avec I2 ⇡ 6 µA/cm2, alors le neurone décharge un unique
potentiel d’action. Si I > I2, alors le neurone décharge une succession de potentiels
d’action. Ci-dessous, la solution de l’Equation (22)-(23)-(24) est simulée pour trois
valeurs du paramètre de bifurcation I :
Figure 1. Comportements du modèle d’Hodgkin-Huxley.
Dans [67], Meunier et Segev prouvent que le comportement de n, m et h est en
partie aléatoire. Dans Saarinen et al. [79], les Equations (23) et (24) sont pertur-
bées par un bruit additif brownien. Malheureusement, dans ce cas, les processus n,
m et h ne sont plus à valeurs dans [0, 1] comme souhaité. Dans Cresson et al. [24],
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les Equations (23) et (24) sont perturbées par un bruit multiplicatif dirigé par le
mouvement brownien dans le contexte du calcul d’Itô et le champ de vecteurs du
modèle ainsi obtenu satisfait la condition d’invariance d’Aubin et Da Prato [6] pour
C.
Dans Coutin, Guglielmi et Marie [23], X = (m,h, n, V ) est modélisé par l’Equation
(1) avec d = 3, e = 4, H 2]1/2, 1[, b = bHH et, pour tout (p, v) 2 [0, 1]3 ⇥ R,
 (p, v) :=
0BB@
 1p1(1  p1) 0 0
0  2p2(1  p2) 0
0 0  3p3(1  p3)
0 0 0
1CCA ;  1, 2, 3 > 0.
Dans ce cas, (b, ) 2 I(@C) et d’après une variante du Corollaire 1.4 (cf. [23],
Corollaire A.13), l’Equation (1) admet une unique solution X définie sur R+ et à
valeurs dans C. Par ailleurs, d’après le point 2 de la Proposition 4.1, les trajec-
toires des processus m, h et n sont ↵-höldériennes pour tout ↵ 2]0, H[, mais pas
H-höldériennes sur les segments sur lesquels elles n’atteignent pas 0 ou 1. Ainsi,
H contrôle la régularité des trajectoires de (m,h, n) et par incidence la forme des
trajectoires du potentiel membranaire.
Au cours de certaines neuropathies, le tracé du potentiel membranaire d’une fibre
nerveuse endommagée se déforme (cf. Tasaki [85]). A la Section 3.2 de Coutin, Gu-
glielmi et Marie [23], compte-tenu de ce qui précède sur le contrôle de la régularité
des trajectoires de X via le paramètre de Hurst du mBf, il est suggéré d’utiliser
l’Equation (1) pour modéliser le potentiel membranaire d’une fibre nerveuse en-
dommagée et de prendre en compte la déformation de son tracé en sélectionnant
une valeur de H plus ou moins proche de 1 selon le niveau d’atteinte.
Ci-dessous, la solution de l’Equation (1) est simulée pour deux valeurs de H et
I = 10 :
Figure 2. Déformation de V dans le modèle d’Hodgkin-Huxley fractionnaire.
Considérer une fonction   constante aurait bien des avantages. D’une part, d’après
le point 1 de la Proposition 4.1, le contrôle de la régularité des trajectoires de m, h
et n par H ne serait plus conditionné par le fait qu’elles atteignent 0 ou 1 sur un
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segment donné. D’autre part, sur le plan statistique, le modèle serait plus simple à
ajuster sur des données réelles. Cependant, (b, ) 62 I(@C) et il apparaît clairement
sur la figure suivante que les trajectoires de (m,h, n) ne sont pas à valeurs dans
[0, 1]3 comme souhaité :
Figure 3. Modèle d’Hodgkin-Huxley avec bruit additif fractionnaire.
4.2. Le modèle CIR fractionnaire en pharmacocinétique. En pharma-
cocinétique, le corps humain est considéré comme une succession de compartiments
et la concentration du médicament dans l’organisme au cours du temps est mo-
délisée par une équation diﬀérentielle (cf. Jacomet [50]). Dans le cas d’un modèle
mono-compartimental, la concentration est modélisée par une équation diﬀérentielle
linéaire prenant en compte les phases d’absorption et d’élimination du médicament.
D’après d’Argenio et Park [25], le processus d’élimination d’un médicament par
l’organisme est en partie aléatoire. Une façon naturelle de le prendre en compte
dans le modèle mono-compartimental est d’ajouter un bruit dans l’équation dif-
férentielle modélisant le processus de concentration. Ce type de modèles a déjà
été étudié dans le contexte du calcul d’Itô pour un signal brownien par plusieurs
auteurs (cf. Sen et Bell [82] et Donnet et Samson [30]). Cependant, comme mis
en évidence par Delattre et Lavielle dans [27], les processus de diﬀusion ont des
trajectoires trop irrégulières pour modéliser de façon réaliste la concentration au
cours du temps. Pour contourner cette diﬃculté, Delattre et Lavielle proposent de
modéliser le processus de concentration par la solution d’une équation diﬀérentielle
ordinaire dépendant d’un processus de diﬀusion.
Une autre façon de contourner la diﬃculté mise en évidence dans Delattre et La-
vielle [27], justifiée par la Proposition 4.1, est de perturber l’équation diﬀérentielle
modélisant le processus de concentration par un bruit multiplicatif fractionnaire.
Dans Marie [59], pour un médicament administré par voie intra-veineuse, le pro-
cessus de concentration est modélisé par le modèle CIR fractionnaire présenté à la
Sous-section 3.3 :
(25) C(t) = C0    
Z t
0
C(s)ds+  
Z t
0
C(s) dB(s) ; t 2 [0, ⌧0]
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avec
⌧0 := inf{t 2 R+ : C(t) = 0}
le temps total d’élimination du médicament par l’organisme,   2 [0, 1[,   > 0 la
vitesse d’élimination du médicament et C0 := A0/V , où A0 > 0 désigne la dose
de médicament administrée et V > 0 le volume du compartiment d’élimination.
Puisque le champ de vecteurs de l’Equation (25) est de classe C1 sur les segments
de ]0,1[, celle-ci admet une unique solution sur [0, ⌧0] telle que C = X +1, où
  :=  /(1   ) et X est la solution de l’équation de Langevin fractionnaire
(26) X(t) = C1  0    (1   )
Z t
0
X(s)ds+  (1   )B(t).
L’Equation (26) s’obtient en appliquant la formule de changement de variable pour
l’intégrale des trajectoires rugueuses au processus C et à la fonction x 2 R+ 7! x1  
sur [0, ⌧0]. Ainsi,
C(t) =
✓
C1  0 +  (1   )
Z t
0
e (1  )sdB(s)
◆ +1
e  t ; 8t 2 [0, ⌧0].
L’étude du comportement en temps long et l’estimation dans les équations diﬀé-
rentielles dirigées par le mBf est une question délicate car leurs solutions ne sont
généralement pas markoviennes. Heureusement, puisque C = X +1 et compte-tenu
des résultats statistiques connus sur le processus d’Ornstein-Uhlenbeck fraction-
naire (cf. Hu et Nualart [45], Brouste et Iacus [10], etc.), il est possible d’ajuster le
processus C sur des données réelles à partir d’estimateurs bien maîtrisés (cf. Marie
[59], Sections 2 et 3).
Pour conclure, ci-dessous, la solution de l’Equation (25) est simulée pour H = 0.9
et H = 0.6 afin de mettre en évidence que moins l’indice de Hurst est proche de 1,
moins le modèle pharmacocinétique proposé dans cette section est réaliste :
Figure 4. H = 0.9 Figure 5. H = 0.6
Quelques perspectives. Il serait intéressant d’ajuster les deux modèles présentés
dans cette section sur des données réelles et d’en discuter la pertinence dans des
applications cliniques avec des équipes médicales.
Chapitre 2
Estimation non-paramétrique et sélection de
modèle
Ce chapitre présente plusieurs travaux en estimation non-paramétrique et sé-
lection de modèle sur des données i.i.d. ou temporelles avec dépendance.
En premier lieu, soit l’équation diﬀérentielle
(27) X(t) = X0 +
Z t
0
b(X(s))ds+  B(t),
où B est un mouvement brownien fractionnaire d’indice de Hurst H 2]1/2, 1[, b 2
C0(R) et   2 R⇤. A la Section 1, sous une condition de dissipativité, la consistance
et une vitesse de convergence sont établis pour l’estimateur de Nadaraya-Watson
bbT,h(x) :=
Z T
0
K
✓
X(s)  x
h
◆
 X(s)Z T
0
K
✓
X(s)  x
h
◆
ds
; x 2 R
de b, où T, h > 0, K : R! R+ est un noyau et l’intégrale par rapport à X est prise
au sens de Skorokhod. L’intégrale de Skorokhod est une généralisation de l’inté-
grale d’Itô construite à partir de l’opérateur divergence du calcul de Malliavin (cf.
Nualart [77]). Les résultats de cette section sont démontrés dans Comte et Marie
[19].
En second lieu, soient n 2 N⇤ et Y1, . . . , Yn un n-échantillon de densité parente
f : R! R. Soit l’estimateur de Wolverton-Wagner
bfn,hn(x) := 1n
nX
k=1
1
hk
K
✓
Yk   x
hk
◆
; x 2 R
de f , où hn = (h1, . . . , hn) avec 0 < hn < · · · < h1. Il s’agit d’une généralisation
de l’estimateur de Parzen-Rosenblatt particulièrement adaptée au traitement de
données en temps réel car il satisfait la relation de récurrence
bfn+1,hn+1(x) = nn+ 1 bfn,hn(x) + 1(n+ 1)hn+1K
✓
Yn+1   x
hn+1
◆
.
Sous une condition de régularité de Nikolski sur f , la Section 2 présente un contrôle
du risque quadratique intégré de bfn,hn analogue à celui connu pour l’estimateur de
Parzen-Rosenblatt. Pour hk = hk( ), k 2 J1, nK avec   2]0, 1[, des estimateurs de
  obtenus par une méthode type Goldenshluger-Lepski et par une méthode type
Lacour-Massart-Rivoirard sont également étudiés à la Section 2. Les résultats de
cette section sont démontrés dans Comte et Marie [20].
En troisième lieu, soit le modèle
(28) X =Mr,⌧ + ",
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où X 2 Md,T(R) (d,T 2 N⇤) est une matrice dont les lignes sont des séries tem-
porelles, " est une matrice aléatoire dont les lignes sont indépendantes et sous-
gaussiennes, Mr,⌧ est la matrice dont les lignes sont les tendances des séries tem-
porelles considérées, r 2 N⇤ est le rang de Mr,⌧ supposé faible et ⌧ 2 N⇤ est un
paramètre caractérisant une propriété spécifique à la tendance d’une série tempo-
relle comme la ⌧ -périodicité.
La Section 3 présente un contrôle en O(r(d + ⌧)) du risque quadratique de l’es-
timateur des moindres carrés cMr,⌧ de Mr,⌧ . Il en découle un contrôle du risque
quadratique de cMbr,b⌧ , où (br, b⌧) désigne un estimateur de (r, ⌧) obtenu par pénali-
sation. Les résultats de cette section sont démontrés dans Alquier et Marie [3].
Enfin, quelques notations fréquemment utilisées dans ce chapitre :
— Le produit scalaire usuel sur L2(R, dy) est noté h., .i2.
— k.kF (resp. k.kop) désigne la norme de Fröbenius (resp. la norme spectrale)
sur Md,T(R).
— Pour tout sous-ensemble K de Md,T(R), rk(K) := sup{rg(A) ; A 2 K}.
— Pour tout sous-ensemble S de Md,T(R),  (S) := {A B ; A,B 2 S}.
— Pour tout sous-ensemble K de Md,T(R), K1 := {A 2 K : kAkF = 1}.
1. Estimateur de Nadaraya-Watson de la fonction de drift d’une
équation diﬀérentielle dirigée par le mBf
Depuis la fin des années 1990, de nombreux auteurs se sont intéressés au com-
portement en temps long et à l’estimation dans les équations diﬀérentielles dirigées
par le mouvement brownien fractionnaire.
La plupart des travaux sur le sujet portent sur l’estimation de la tendance de
l’Equation (27) dans le contexte paramétrique. Kleptsyna et Le Breton [41] et Hu
et Nualart [45] proposent des estimateurs consistants de la constante de drift de
l’équation de Langevin fractionnaire. Dans [41], Kleptsyna et Le Breton étudient
un estimateur du maximum de vraisemblance dont le numérateur est une intégrale
par rapport à la solution de l’Equation (27) se ramenant à une intégrale d’Itô. Dans
[45], Hu et Nualart étudient un estimateur des moindres carrés dont le numérateur
est une intégrale par rapport à la solution de l’Equation (27) prise au sens de Sko-
rokhod. Tudor et Viens [87] (resp. Hu et al. [46]) étend l’estimateur de [41] (resp.
[45]) au cas d’une fonction de drift dépendant linéairement du paramètre à estimer.
Dans Neuenkirch et Tindel [75], les auteurs étudient un estimateur type moindres
carrés défini par une fonction de contraste tenant compte du contrôle de la varia-
tion quadratique du mouvement brownien fractionnaire établi dans Tudor et Viens
[88]. Dans [75], la fonction de drift de l’Equation (27) ne dépend pas linéairement
du paramètre à estimer. Chronopoulou et Tindel [17] porte sur une méthode nu-
mérique utilisant la vraisemblance pour estimer un paramètre dont dépendent la
fonction de drift et la fonction de volatilité d’une équation diﬀérentielle avec bruit
multiplicatif fractionnaire.
Il y a peu de références sur l’estimation non-paramétrique dans les équations diﬀé-
rentielles dirigées par le mBf. Saussereau [81] et Mishra et Prakasa Rao [69] pro-
posent des estimateurs type Nadaraya-Watson consistants de la fonction de drift de
l’Equation (27). Sur l’estimation non-paramétrique dans le contexte du calcul d’Itô,
se référer à Kutoyants [53]. Cette section porte sur la consistance et une vitesse de
convergence pour un autre estimateur de Nadaraya-Watson de la fonction b :
bbT,h(x) = 1bfT,h(x) ⇥ 1Th
Z T
0
K
✓
X(s)  x
h
◆
 X(s) ; x 2 R,
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où bfT,h(x) := 1
Th
Z T
0
K
✓
X(s)  x
h
◆
ds.
Dans la suite, le noyau K satisfait l’hypothèse suivante.
Hypothèse 1.1. supp(K) = [ 1, 1] et K 2 C1b (R,R+).
Etant donné que le calcul de l’intégrale de Skorokhod au numérateur de l’estimateur
de Nadaraya-Watson précédent pose des diﬃcultés en pratique, la variante suivante
de l’estimateur bbT,h est également étudiée dans Comte et Marie [19] :
bbT,h,"(x) := 1bfT,h(x)
✓
1
Th
Z T
0
K
✓
Xx0(s)  x
h
◆
dXx0(s)
 ↵H 
2
Th2
Z T
0
Z u
0
K0
✓
Xx0(u)  x
h
◆
Xx0+"(u) Xx0(u)
Xx0+"(v) Xx0(v)
|u  v|2H 2dvdu
◆
,
où " > 0 et Xx0 désigne la solution de l’Equation (27) avec la condition initiale
x0 2 R. Cet estimateur reste imparfait puisque son calcul nécessite l’observation
de deux solutions de l’Equation (27) pour deux conditions initiales proches. Dans
Comte et Marie [19], une application en pharmacocinétique est néanmoins suggérée.
Dans la suite, la fonction b satisfait l’hypothèse suivante.
Hypothèse 1.2. La fonction b est de classe C1 sur R, de dérivées successives
bornées et il existe une constante M > 0 telle que
b0(y) 6  M ; 8y 2 R.
Sous l’Hypothèse 1.2, la fonction b satisfait les conditions de dissipativité de Hairer
[43], Hairer et Ohashi [44] et Hu et al. [46].
Soient   2]1/2, H[,   2]H    , 1    [ et ⌦ := ⌦  ⇥ ⌦+, où ⌦  (resp. ⌦+) est
le completé de C10 (R ,R) (resp. C10 (R+,R)) relativement à la norme k.k  (resp.
k.k+) définie par
k! k  := sup
s<t60
|! (t)  ! (s)|
|t  s| (1 + |s|+ |t|)  ; 8!  2 ⌦ 
(resp.
k!+k+ := sup
06s<t
|!+(t)  !+(s)|
|t  s| (1 + |s|+ |t|)  ; 8!+ 2 ⌦+).
D’après Hairer et Ohashi [44], Lemmes 4.1 et 4.2, il existe une mesure de probabilité
P sur (⌦,B(⌦)) et un noyau de transition P de ⌦  dans B(⌦+) tels que :
— Le processus généré par (⌦,B(⌦),P) est un mouvement brownien fraction-
naire B défini sur R.
— Pour tous U 2 B(⌦ ) et V 2 B(⌦+),
P(U ⇥ V ) =
Z
U
P (! , V )P (d! ),
où P  est la loi de (B(t))t2R  .
La proposition suivante fournit un résultat sur le comportement en temps long de
la solution de l’Equation (27) découlant de Hairer [43] et Hairer et Ohashi [44].
Proposition 1.3. Soit ' : R ! R+ une fonction borélienne pour laquelle
il existe une partie compacte et non vide C de R telle que '(C) ⇢]0,1[. Sous
l’Hypothèse 1.2, il existe une constante déterministe l(') > 0 telle que
1
T
Z T
0
'(X(t))dt     !
T!1
l(')
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presque surement et dans L2(⌦,B(⌦),P).
Pour une preuve détaillée de la Proposition 1.3, se référer à Comte et Marie [19],
Proposition 2.11. Dans Hairer [43] et Hairer et Ohashi [44], les auteurs considèrent
un semi-groupe de Feller Q = (Q(t))t2R+ sur R⇥⌦  tel que la première composante
du processus généré par Q est une solution de l’Equation (27). Ils montrent alors
qu’il existe ⌧ 2]0,1[ tel que pour tout (x,! ) 2 R⇥⌦  et tout ouvert non vide U
de R, Q(⌧ ; (x,! ), U⇥⌦ ) > 0, puis que Q admet une unique mesure de probabilité
invariante µ. Donc,
1
T
Z T
0
'(X(t))dt
p.s./L2    !
T!1
µ('   pR)
et
µ('   pR) =
Z
R⇥⌦ 
'(x)
Z
R⇥⌦ 
Q(⌧ ; (x,! ), (dx, d! ))µ(dx, d! )
> min
x2C
'(x) ·
Z
C⇥⌦ 
Q(⌧ ; (x,! ), int(C)⇥ ⌦ )µ(dx, d! ) > 0.
Excepté dans le cas particulier de l’équation de Langevin fractionnaire, même s’il
est connu que l’Equation (27) admet une unique solution stationnaire au sens de
Hairer [43] sous l’Hypothèse 1.2, il n’est pas assuré en général que sa loi admette une
densité. Ainsi, la seule information disponible sur le comportement en temps long
de bfT,h est que pour h > 0 quelconque fixé, bfT,h(x) converge presque surement et en
moyenne quadratique vers une constante strictement positive d’après la Proposition
1.3. Avec les propriétés connues de l’intégrale de Skorokhod, cela permet d’établir
le résultat de convergence partiel suivant pour les estimateurs bbT,h et bbT,h,".
Proposition 1.4. Soit
ST,h(x) :=
 
Th
Z T
0
K
✓
X(s)  x
h
◆
 B(s).
Sous les Hypothèses 1.1 et 1.2,
(29) |bbT,h(x)  b(x)| 6 kb0k1h+ |ST,h(x)|bfT,h(x)
et il existe une constante c1 > 0, ne dépendant pas de T et h, telle que
(30) E(ST,h(x)2) 6
c1
h4T 2(1 H)
.
En conséquence, pour h > 0 quelconque,
(31) T  VT,h(x)
P    !
T!1
0 ; 8  2 [0, 1 H[,
où
VT,h(x) :=
     ST,h(x)bfT,h(x)
      .
Enfin, il existe une constante c2 > 0, ne dépendant pas de T et h, telle que pour
tout " > 0,
(32) |bbT,h,"(x) bbT,h(x)| 6 c2 "h 2T 2H 2bfT,h(x) .
Pour une preuve détaillée de la Proposition 1.4, se référer à Comte et Marie [19],
Proposition 3.4. La preuve de la Proposition 1.4 se décompose en deux étapes :
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(1) La décomposition
bbT,h(x)  b(x) = 1bfT,h(x)
 
1
Th
Z T
0
K
✓
X(s)  x
h
◆
(b(X(s))  b(x))ds+ ST,h(x)
!
permet de montrer l’Inégalité (29), la Proposition 4.4 de Hu et al. [46]
permet de montrer l’Inégalité (30) et la Proposition 1.3 permet d’en déduire
le résultat de convergence (31).
(2) Soient
Rh,"(T ) :=
↵H 2
Th2
Z T
0
Z u
0
K 0
✓
Xx0(u)  x
h
◆
Xx0+"(u) Xx0(u)
Xx0+"(v) Xx0(v)
|u  v|2H 2dvdu
et
Rh(T ) :=
↵H 
Th2
Z T
0
Z T
0
K 0
✓
Xx0(u)  x
h
◆
DvXx0(u)|u  v|2H 2dvdu,
où DXx0(u), u 2 R+ désigne la dérivée de Malliavin de Xx0(u). Puisque
DvXx0(u) =  1[0,u](v)
@x0Xx0(u)
@x0Xx0(v)
; 8(u, v) 2 [0, T ]2,
en utilisant Nualart [77], Proposition 5.2.3, montrer qu’il existe une constante
c > 0, ne dépendant que de T , h et ", telle que
|Rh(T ) Rh,"(T )| 6 c"T 2H 1,
puis en déduire l’Inégalité (32).
La Proposition 1.4 suggère que le risque quadratique de l’estimateur bbT,h(x) se dé-
compose en un terme de biais d’ordre h2 et un terme de variance d’ordre h 4T 2H 2.
La vitesse de convergence optimale de l’estimateur de Nadaraya-Watson serait donc
T 2/3(1 H) pour une fenêtre d’ordre T 1/3(1 H).
La proposition suivante fournit un résultat négatif mais intéressant : l’estimateur
de Nadaraya-Watson trajectoriel n’est pas consistant.
Proposition 1.5. Sous les Hypothèses 1.1 et 1.2,
ebT,h(x) := 1bfT,h(x) ⇥ 1Th
Z T
0
K
✓
X(s)  x
h
◆
dX(s)
P    !
T!1
0.
Pour une preuve détaillée de la Proposition 1.5, se référer à Comte et Marie [19],
Proposition 3.3. La preuve de la Proposition 1.5 se décompose en deux étapes :
(1) Soit K une primitive de K. Par la formule de changement de variable pour
l’intégrale de Young,
ebT,h(x) = 1
T bfT,h(x)
✓
K
✓
X(T )  x
h
◆
 K
✓
X(0)  x
h
◆◆
.
(2) D’après la Proposition 1.3,
|ebT,h(x)| 6 kKk1
Th bfT,h(x) |X(T ) X(0)| P    !T!1 0.
Finalement, pour une fenêtre dépendant du temps, la proposition suivante fournit
un résultat de convergence dont les conditions sont au moins satisfaites lorsque
l’Equation (27) est l’équation de Langevin fractionnaire, comme établi à la Section
3.3 de Comte et Marie [19] en usant d’idées proches de celles de Taqqu [83] pour
vérifier la Condition (33).
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Proposition 1.6. Soient   2]0, 1 H[,   2]0, [, T0 > 0 et h : [T0,1[!]0, 1[
tels que 8<: T
   = o(h(T )2)
TH 1+  = o(h(T )2)
h(T ) = o(T  )
.
Sous les Hypothèses 1.1 et 1.2, si
(33) bfT,h(T )(x) P    !
T!1
l(x) > 0,
alors
T   |bbT,h(T )(x)  b(x)| P    !
T!1
0.
De plus, si " : [T0,1[!]0,1[ satisfait
lim
T!1
"(T ) = 0 et "(T ) = o(h(T ) 2T 2H 2+ ),
alors
T   |bbT,h(T ),"(T )(x)  b(x)| P    !
T!1
0.
Pour une preuve détaillée de la Proposition 1.6, se référer à Comte et Marie [19],
Proposition 3.6 et Corollaire 3.7. La preuve s’appuie sur un raisonnement analogue
à celui utilisé pour démontrer la Proposition 1.4.
Exemple 1.7. h(T ) = T 1/3(1 H) et "(T ) = h(T )2 satisfont les conditions de
la Proposition 1.6 pour tout   2]2/3(1 H), 1 H[.
Quelques perspectives. L’analogue à temps discret de l’estimateur de Nadaraya-
Watson étudié dans cette section, beaucoup plus simple à calculer et implémenter,
fait l’objet d’un travail en cours avec Fabien Panloup et Alexandre Richard.
2. Sélection de fenêtre pour l’estimateur de Wolverton-Wagner
En 1969, Wolverton et Wagner introduisent l’estimateur
bfn,hn(x) = 1n
nX
k=1
1
hk
K
✓
Yk   x
hk
◆
; x 2 R
dans [93]. Comme mentionné dans l’introduction de ce chapitre, bfn,hn est une
généralisation de l’estimateur de Parzen-Rosenblatt particulièrement adaptée au
traitement de données en temps réel. Il en existe plusieurs variantes étudiées dans
Yamato [94], Wegman et Davies [92] et Hall et Patil [38].
Pour l’estimateur de Parzen-Rosenblatt, plusieurs méthodes ont été développées
ces dernières années pour en sélectionner la fenêtre à partir des observations. Tout
d’abord, la méthode de Goldenshluger-Lespki introduite dans Goldenshluger et
Lepski [37] qui, malheureusement, est particulièrement coûteuse en temps de calcul
car elle implique la résolution numérique d’un problème d’optimisation à deux va-
riables (cf. Comte et Rebafka [21]). Plus récemment, Lacour, Massart et Rivoirard
ont proposé un estimateur de la fenêtre par pénalisation dans [54] en s’appuyant
sur une inégalité de concentration pour les U-statistiques démontrée dans Houdré
et Reynaud-Bouret [40]. Pour hk = hk( ), k 2 J1, nK avec   2]0, 1[, cette section
présente des variantes de ces deux méthodes pour sélectionner   à partir des obser-
vations.
Dans la suite, le noyau K et la densité de probabilité f satisfont les hypothèses
suivantes.
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Hypothèse 2.1. Le noyau K est de carré intégrable et il existe   > 0 tel que
pour tout i 2 J1, b cK, y 2 R 7! yiK(y) est intégrable etZ 1
 1
yiK(y)dy = 0.
Hypothèse 2.2. (Condition de Nikolski) La fonction f est de classe Cb c sur
R et il existe une constante N (f) > 0 telle que✓Z 1
 1
|f (b c)(y + ")  f (b c)(y)|2dy
◆1/2
6 N (f)|"|  b c ; 8" 2 R.
La proposition suivante fournit un contrôle du risque quadratique intégré de bfn,hn
qui, lorsque h1 = · · · = hn, coïncide avec le contrôle connu sous les Hypothèses
2.1 et 2.2 pour l’estimateur de Parzen-Rosenblatt (cf. Tsybakov [86], Section 1.2.1,
Théorème 1.3).
Proposition 2.3. Sous les Hypothèses 2.1 et 2.2, il existe une constante c > 0,
ne dépendant pas de n et hn, telle que
E(k bfn,hn   fk22) 6 c(Bn + Vn),
où
Bn :=
1
n2
     
nX
k=1
h k
     
2
, Vn :=
1
nhn
et
1
hn
:=
1
n
nX
k=1
1
hk
.
Pour une preuve détaillée de la Proposition 2.3, se référer à Comte et Marie [20],
Proposition 2.5. Le contrôle du terme de variance s’obtient par un raisonnement
analogue à celui utilisé pour l’estimateur de Parzen-Rosenblatt (cf. Tsybakov [86],
Section 1.2.1, Théorème 1.3). Le contrôle du terme de biais s’obtient par un rai-
sonnement proche de celui utilisé pour l’estimateur de Parzen-Rosenblatt, mais le
résultat préliminaire complémentaire suivant est nécessaire : pour toute fonction
borélienne ' : R2 ! R telle que '(., z), z 2 R est intégrable et
y 2 R 7 !
Z 1
 1
'(y, z)dz
est borélienne, Z 1
 1
     
nX
k=1
'(k, z)
     
2
dz 6
     
nX
k=1
✓Z 1
 1
'(k, z)2dz
◆1/2     
2
.
Dans la preuve de la Proposition 2.3, ce résultat permet de montrer queZ 1
 1
|E( bfn,hn(x))  f(x)|2dx 6
      1(b c   1)!n
nX
k=1
hb ck u
1/2
k
     
2
,
où
uk :=
Z 1
 1
    Z 1 1 zb cK(z)
Z 1
0
(1  t)b c 1(f (b c)(thkz + x)  f (b c)(x))dtdz
    2 dx
pour tout k 2 J1, nK.
Dans la suite de cette section, le vecteur hn satisfait l’hypothèse suivante.
Hypothèse 2.4. Pour tout k 2 J1, nK,
hk = hk( )
avec   2]0, 1[ et h1(.), . . . , hn(.) 2 C0([0, 1], ]0,1[) satisfaisant
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(1) Pour tout  0 2]0, 1],
0 < hn( 
0) < · · · < h1( 0).
(2) hn(.) est décroissante et bijective de [0, 1] dans ]0, 1].
Sous l’Hypothèse 2.4, hn, Bn et Vn sont respectivement notés hn( ), Bn( ) et
Vn( ).
L’exemple suivant présente un vecteur hn satisfaisant l’Hypothèse 2.4 et explicite,
pour celui-ci, le contrôle du risque quadratique intégré de l’estimateur de Wolverton-
Wagner obtenu à la Proposition 2.3.
Exemple 2.5. Soit hn := (h1, . . . , hn), où
hk = k
   ; 8k 2 J1, nK
avec   2]0, 1[. Le vecteur hn( ) satisfait l’Hypothèse 2.4,
Bn( ) =
8<: O(n
 2) si    > 1
O(log(n)n 2) si    = 1
O(n 2  ) si    < 1
et Vn( ) = O(n  1).
Alors, sous les Hypothèses 2.1 et 2.2, comme établi au Corollaire 2.6 de Comte
et Marie [20],  opt = 1/(2  + 1) fournit la vitesse de convergence optimale de
l’estimateur de Wolverton-Wagner :
E(k bfn,hn( opt)   fk22) 6 cn  2 2 +1 ,
où c > 0 désigne une constante ne dépendant pas de n.
Soit  n := { 1, . . . ,  n(n)}, où n(n) 2 J1, nK et
0 <  1 < · · · <  n(n) 6 h 1n (1/n).
A la Section 3 de Comte et Marie [20], il est proposé de sélectionner   dans  n via
la méthode type Goldenshluger-Lepski suivante :
(34) b n 2 arg min
 2 n
{An( ) +  Vn( )},
où   > 0 ne dépend pas de n,
An( ) := sup
 02 n
(k bfn,hn( 0)   bfn, , 0k22    Vn( 0))+
et bfn, , 0(x) := 1
n
nX
k=1
(Khk( 0) ⇤Khk( ))(Yk   x) ;  0 2 [0, 1].
Le théorème suivant fournit un contrôle du risque quadratique intégré de l’estima-
teur bfn,hn(b n).
Théorème 2.6. Sous les Hypothèses 2.1, 2.2 et 2.4, si f est bornée et que pour
tous t > 0 et r 2 {1/2, 1},
(35) sup
n2N⇤
X
 02 n
exp
✓
  t
hn( 0)r
◆
<1,
alors il existe une constante c > 0, ne dépendant pas de n, telle que
E(k bfn,hn(b n)   fk22) 6 c✓ inf 2 n{Bn( ) + Vn( )}+ 1n
◆
.
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Pour une preuve détaillée du Théorème 2.6, se référer à Comte et Marie [20],
Proposition 3.3. La preuve du Théorème 2.6 s’appuie sur un raisonnement proche
de celui utilisé lorsque   = h1 = · · · = hn (cf. Comte [18], Théorème 4.2), mais
pour contrôler E(An( )), et plus précisément
an( ) := E
✓
sup
 02 n
(k bfn,hn( 0)   fn, 0k22   c1 Vn( 0))+◆ ,
où c1 > 0 est une constante universelle et
fn, 0 :=
1
n
nX
k=1
Khk( 0) ⇤ f ;  0 2 [0, 1],
l’inégalité de Talagrand est appliquée à des variables aléatoires non identiquement
distribuées. En désignant par S une partie dénombrable et dense de la sphère unité
de L2(R, dy),
(36) an( ) 6
X
 02 n
E
  
sup
 2S
vn, 0( )
2   c1 Vn( 0)
!
+
!
où, pour tout  2 S,
vn, 0( ) := h , bfn,hn( 0)   fn, 0i2 = 1n
nX
k=1
(v (hk( 
0), Yk)  E(v (hk( 0), Yk)))
et
v (h, y) :=
Z 1
 1
 (z)Kh(y   z)dz ; 8(h, y) 2]1/n, 1[⇥R.
En appliquant la version de l’inégalité de Talagrand démontrée dans Klein et Rio
[52] à la famille dénombrable (v ) 2S et aux variables aléatoires indépendantes
(h1( 0), Y1), . . . , (hn( 0), Yn), il existe deux constantes  ⇤, c2 > 0, dépendant seule-
ment de f , K et c1, telles que :
E
 ✓
sup
 2S
vn, 0( )
2   c1 ⇤Vn( 0)
◆
+
!
6 c2
n
✓
exp
✓
  c2
hn( 0)
◆
+ exp
✓
  c2
hn( 0)1/2
◆◆
.
Ainsi, d’après la Condition (35) et l’Inégalité (36), il existe une constante c3 > 0,
ne dépendant pas de n, telle que
an( 
⇤) 6 c3
n
.
Pour le vecteur hn introduit à l’Exemple 2.5, l’exemple suivant présente un ensemble
 n satisfaisant les conditions du Théorème 2.6.
Exemple 2.7. Soit
 n :=
(✓
i
log(n)
◆1/2
; i 2 J1, [log(n)]K) .
Pour tout  0 2  n,
1
hn( 0)
= n 
0 1
nX
k=1
✓
k
n
◆ 0
> 1
2
exp(log(n)1/2).
Donc, pour tous t > 0 et r 2 {1/2, 1},
sup
n2N⇤
X
 02 n
exp
✓
  t
hn( 0)r
◆
6 sup
n2N⇤
log(n) exp
✓
  t
2r
exp(r log(n)1/2)
◆
<1.
Comme établi à l’Exemple 2.5,  opt = 1/(2  + 1) fournit la vitesse de convergence
optimale de l’estimateur de Wolverton-Wagner. D’après le Théorème 2.6, la valeur
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de   sélectionnée dans  n par la méthode type Goldenshluger-Lepski précédente
est proche de  opt. Pour l’ensemble  n introduit dans cet exemple,
| opt   b n| = O(log(n) 1/2).
Ainsi, au moins pour n grand, b n := (b  1n  1)/2 fournit une estimation du paramètre
de régularité de Nikolski   de f .
La méthode type Goldenshluger-Lepski précédente est coûteuse en temps de calcul
car elle implique la résolution numérique du problème d’optimisation à deux va-
riables (34) et la calibration de la constante  . C’est pourquoi, à la Section 4 de
Comte et Marie [20], il est proposé de sélectionner   dans  n via la méthode type
Lacour-Massart-Rivoirard suivante :e n 2 arg min
 2 n
{k bfn,hn( )   bfn,hn( max)k22 + pen( )},
où  max := max( n) et
pen( ) :=
2
n2
nX
k=1
hKhk( max),Khk( )i2.
Le théorème suivant fournit un contrôle de la perte quadratique intégrée de l’esti-
mateur bfn,hn(e n).
Théorème 2.8. Soient s 2 [1,1[ et " 2]0, 1[. Sous les Hypothèses 2.1, 2.2 et
2.4, si f est bornée, K est symétrique, K(0) > 0 et
kKk1kKk1
nhn( max)
6 1,
alors il existe trois constantes c1, c2, c3 > 0, ne dépendant pas de n, s et  , telles
qu’avec une probabilité supérieure ou égale à 1  c1| n|e s,
k bfn,hn(e n)   fk22 6 (1 + ") min 2 n k bfn,hn( )   fk22
+
c2
"
kfn, max   fk22 +
c3
"
✓
s2
n
+
s3
n2hn( max)
◆
.
Pour une preuve détaillée du Théorème 2.8, se référer à Comte et Marie [20],
Proposition 4.2. La preuve du Théorème 2.8 s’appuie sur un raisonnement proche
de celui utilisé lorsque   = h1 = · · · = hn (cf. Lacour et al. [54], Théorème 2),
mais les résultats préliminaires suivants s’obtiennent en appliquant l’inégalité de
concentration pour les U-statistiques du Théorème 3.4 de Houdré et Reynaud-
Bouret [40] et l’inégalité de Bernstein à des variables aléatoires non identiquement
distribuées.
— Comte et Marie [20], Lemme 6.2. Soient s 2 [1,1[, ✓ 2]0, 1[ et la
U-statistique
Un( ,  max) :=
X
k 6=l
hKhk( )(Yk   ·)  fhk( ),Khl( max)(Yl   ·)  fhl( max)i2,
où fh := f ⇤Kh, h > 0. Il existe une constante universelle c > 0 telle qu’avec
une probabilité supérieure ou égale à 1  5.54| n|e s,
|Un( ,  max)|
n2
6 ✓kKk
2
2
nhn( )
+
c
✓
✓kKk21kfk1
n
s2 +
kKk1kKk1
n2hn( max)
s3
◆
.
— Comte et Marie [20], Lemme 6.3. Soient s 2 [1,1[, ✓ 2]0, 1[ et  0 2  n.
Il existe une constante c > 0, ne dépendant pas de n, s, ✓,   et  0, telle
qu’avec une probabilité supérieure ou égale à 1  2e s,
|h bfn,hn( )   fn,  , fn, 0   fi2| 6 ✓kfn, 0   fk22 + cs✓n.
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— Comte et Marie [20], Lemme 6.4. Sous les conditions du Théorème 2.8,
il existe deux constantes c1, c2 > 0, ne dépendant pas de n, s, " et  , telles
qu’avec une probabilité supérieure ou égale à 1  c1| n|e s,
kfn,    fk22 +
kKk22
nhn( )
6 (1 + ")k bfn,hn( )   fk22 + c2 (1 + ")2"
✓
s2
n
+
s3
n2hn( max)
◆
.
Dans la preuve du Théorème 2.8, k bfn,hn(e n)  fk22 est décomposé de la même façon
que lorsque   = h1 = · · · = hn, puis chaque terme de cette décomposition est
contrôlé via les Lemmes 6.2, 6.3 et 6.4 de Comte et Marie [20] énoncés précédem-
ment.
La Section 2 s’achève par une application de la méthode type Lacour-Massart-
Rivoirard précédente sur des données générées à partir de deux lois usuelles. Dans
la suite,
K(x) = 4⌫1(x)  6⌫2(x) + 4⌫3(x)  ⌫4(x) ; 8x 2 R,
où ⌫i, i 2 N⇤ désigne la densité normale d’espérance nulle et de variance i. Soit f1
la densité de la loi 0.5N ( 2, 1)+ 0.5N (2, 1). Pour un jeu de n = 1000 observations
indépendantes d’une variable aléatoire de densité f1,
— A gauche sur la Figure 2, f1 est représentée en rouge, bfn,hn(e n) avec hk( ) =
k   , k 2 J1, nK et   2  n = {0.5i/n(n) ; i 2 J1, n(n)K} (n(n) = 40)
est représenté en pointillés bleus, l’estimateur de Parzen-Rosenblatt de fe-
nêtre sélectionnée par la méthode de Lacour-Massart-Rivoirard dans Hn =
{i/n(n) ; i 2 J1, n(n)K} est représenté en pointillés verts et l’estimateur de
f1 implémenté dans la fonction ksdensity de Matlab est représenté en
pointillés noirs.
— Au milieu sur la Figure 2, f1 est représentée en rouge et les bfn,hn( ),   2  n
sont représentés en pointillés bleus.
— A droite sur la Figure 2, f1 est représentée en rouge et, pour chaque fenêtre
de Hn, l’estimateur de Parzen-Rosenblatt est représenté en pointillés bleus.
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Figure 1. 1 jeu de données et n = 1000 pour f1.
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La figure suivante est l’analogue de la Figure 2 pour n = 250 et la densité f2 de la
loi  (3, 3).
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Figure 2. 1 jeu de données et n = 250 pour f2.
A la figure suivante, f2 est représentée en rouge de gauche à droite et pour 30
jeux de n = 250 observations indépendantes d’une variable aléatoire de densité
f2, bfn,hn(e n) est représenté en pointillés verts à gauche, l’estimateur de Parzen-
Rosenblatt de fenêtre sélectionnée par la méthode de Lacour-Massart-Rivoirard
dans Hn est représenté en pointillés verts au milieu et l’estimateur de f2 implé-
menté dans la fonction ksdensity de Matlab est représenté en pointillés verts à
droite.
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Figure 3. 30 jeux de données et n = 250 pour f2.
A la Sous-section 4.2 de Comte et Marie [20], il est mis en évidence que bfn,hn(e n)
fournit une estimation sensiblement meilleure que l’estimateur de Parzen-Rosenblatt
de fenêtre sélectionnée dans Hn par la méthode de Lacour-Massart-Rivoirard.
Quelques perspectives. Les méthodes de sélection du paramètre   présentées
dans cette section ne tirent pas pleinement parti du caractère récursif de l’estima-
teur de Wolverton-Wagner. La méthode type Lacour-Massart-Rivoirard présentée
dans cette section pourrait être améliorée dans ce sens.
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3. Estimateur de la tendance d’une série temporelle multivariée en
grande dimension
Par souci de clarté, excepté en fin de section pour la sélection de modèle, r et
⌧ ne seront pas mis en indices des ensembles et matrices qui en dépendent.
Comme mentionné dans l’introduction de ce chapitre, dans Alquier et Marie [3], la
matriceM du Modèle (28) satisfait deux conditions : elle s’écrit comme un produit
de matrices de faible rang r et ses lignes satisfont une propriété spécifique à la ten-
dance d’une série temporelle. D’une part,M = UW, où U 2Md,r(R) et les lignes
de W 2Mr,T(R) peuvent s’interpréter comme des facteurs latents ; c’est un inté-
rêt pratique de la première condition. La factorisation de matrices, classiquement
utilisée en économétrie depuis les années 1970 (cf. Geweke [36], Izenman [49] ou
Kleibergen et Van Dijk [51]), est déjà appliquée à l’analyse de données temporelles
multidimensionnelles (cf. p.ex. De Castro et al. [26] ou Mei et al. [65]). D’autre
part, supposer que les lignes de M satisfont une propriété spécifique à la tendance
d’une série temporelle caractérisée par le paramètre ⌧ permet d’obtenir un contrôle
du risque quadratique de l’estimateur des moindres carrés de M en O(r(d + ⌧)).
Sans cette condition, celui-ci serait en O(r(d + T)) (cf. Koltchinskii et al. [42]).
Rigoureusement, dans la suite, la matrice M satisfait l’hypothèse suivante.
Hypothèse 3.1. M = UV⇤, oùU 2Md,r(R),V 2Mr,⌧ (R) et ⇤ 2M⌧,T(C)
avec rg(⇤) = ⌧ .
Dans la décomposition deM à l’Hypothèse 3.5, le paramètre ⌧ et la matrice ⇤ per-
mettent d’imposer aux lignes de la matriceM de satisfaire une propriété spécifique
à la tendance d’une série temporelle.
Exemple 3.2. D’une part, si la tendance de X est ⌧ -périodique et que T est un
multiple de ⌧ , alorsM = UV⇤ avec ⇤ := (I⌧ | · · · |I⌧ ). D’autre part, si la tendance
de X est de la forme t 2 J1,TK 7! f(t/T) avec f 2 L2([0, 1],Rd), alors M = UV⇤
avec
⇤ :=
✓
en
✓
t
T
◆◆
(n,t)2J n⌧ ,n⌧ K⇥J1,TK ,
où ⌧ est impair, n⌧ := (⌧   1)/2 et (en)n2Z désigne la base de Fourier.
Dans la suite, la matrice " satisfait l’hypothèse suivante.
Hypothèse 3.3. Les lignes de la matrice aléatoire " sont indépendantes, cen-
trées et de même loi sous-gaussienne de matrice de covariance ⌃". De plus, les
vecteurs aléatoires
"i,.⌃
 1/2
" , i 2 J1, dK
sont isotropes et de norme sous-gaussienne finie (i.e.
g" := sup
x2@BT(0,1)
sup
p2[1,1[
p 1/2E(|h"i,.⌃ 1/2" , xi|p)1/p <1).
La constante G" := g2" _ g4" intervient dans l’inégalité de concentration sur les
matrices aléatoires utilisée dans la suite (cf. Vershynin [90], Théorème 5.39 et Re-
marque 5.40.2).
Pour obtenir un contrôle en O(r(d + ⌧)) du risque quadratique de l’estimateur
des moindres carrés de M, il convient d’introduire le modèle auxiliaire suivant.
Soit ⇤+ l’inverse généralisée de ⇤. Sous l’Hypothèse 3.1, ⇤+ = ⇤⇤(⇤⇤⇤) 1. Donc,
X := X⇤+, M := UV et " := "⇤+ satisfont
(37) X =M+ ".
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Soit l’estimateur cM := cM⇤ de M, oùcM 2 arg min
A2S
kA Xk2F
et S est un sous-ensemble de Md,⌧ (R).
Le théorème suivant fournit un contrôle de la perte quadratique kcM  Mk2F en
l’absence de propriété spécifique à la tendance d’une série temporelle des lignes de
M (i.e. ⌧ = T et ⇤ = IT).
Théorème 3.4. Sous les Hypothèses 3.1 et 3.3, il existe une constante c > 0,
ne dépendant pas de ", d et T, telle que pour tous   2]0, 1[ et s 2 R+, avec une
probabilité supérieure ou égale à 1  2e s,
kcM Mk2F 6 1 +  1    · minA2S kA Mk2F + 4cr (1   )G"k⌃"kop(d+ T+ s).
Pour une preuve détaillée du Théorème 3.4, se référer à Alquier et Marie [3], Théo-
rème 3.4. La preuve du Théorème 3.4 se décompose en trois étapes :
(1) Montrer que pour tout   2]0, 1[,
kcM Mk2F 6 1 +  1    · minA2S kA Mk2F + 2 (1   ) supA2 (S)1h",Ai2F .
(2) Pour tout K ⇢Md,T(R), puisque
sup
A2K1
h",Ai2F 6 rk(K1) 1(")2
et     1d 1(")2   k⌃"kop
     6     1d"⇤" ⌃"
    
op
,
d’après Vershynin [90], Théorème 5.39 et Remarque 5.40.2, avec une pro-
babilité supérieure ou égale à 1  2e s,
sup
A2K1
h",Ai2F 6 c · rk(K1)G"k⌃"kop(d+ T+ s).
Ce résultat de Vershynin [90] s’applique car " satisfait l’Hypothèse 3.3.
(3) Conclure à l’aide des points 1 et 2.
Il est désormais supposé que ⌧ < T. Avant tout, il faut s’assurer que k⌃"kop, g" et
⇢(⇤⇤⇤)k(⇤⇤⇤) 1kop sont majorés par des constantes ne dépendant pas de d, T, r
et ⌧ . Comme établi à la Remarque 3.3 de Alquier et Marie [3], c’est le cas de k⌃"kop
lorsque "1,1, . . . , "1,T sont décorrélés ou lorsque "1,. est la restriction d’un MA(1)
ou d’un AR(1) à J1,TK. Par ailleurs, dans la suite, ⇤ et " satisfont les hypothèses
suivantes.
Hypothèse 3.5. Il existe une constante c(⌧,T) > 0 telle que ⇤⇤⇤ = c(⌧,T)I⌧ .
Hypothèse 3.6. Il existe une constante m 2 [1,1[, ne dépendant pas de d, T,
r et ⌧ , telle que g" 6 g" 6 m.
A la Sous-section 3.2 de Alquier et Marie [3], il est établi que si "1,. est un vecteur
gaussien ou s’il existe une constante   > 0 telle que ⌃" =  2IT et que ⇤ satisfait
l’Hypothèse 3.5, alors " satisfait l’Hypothèse 3.6. De plus, aux Sous-sections 3.3 et
3.4 de Alquier et Marie [3], il est établi que les matrices
(I⌧ | · · · |I⌧ ) et
✓
en
✓
t
T
◆◆
(n,t)2J n⌧ ,n⌧ K⇥J1,TK
introduites à l’Exemple 3.2 satisfont l’Hypothèse 3.5.
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Corollaire 3.7. Sous les Hypothèses 3.1, 3.3, 3.5 et 3.6, pour tous   2]0, 1[
et s 2 R+, avec une probabilité supérieure ou égale à 1  2e s,
kcM Mk2F 6 1 +  1    · minA2S kA⇤ Mk2F + 4cm4r (1   )k⌃"kop(d+ ⌧ + s).
Pour une preuve détaillée du Corollaire 3.7, se référer à Alquier et Marie [3], Co-
rollaire 3.7. Appliqué au Modèle (37), le Théorème 3.4 fournit un contrôle de
kcM Mk2F ,
puis les trois inégalités suivantes, avec les Hypothèses 3.5 et 3.6, permettent de
conclure :
(38) k⌃"1,.Ckop 6 k⌃"kopkC⇤Ckop
pour tout C 2MT,⌧ (C),
kA Mk2F 6 kA⇤ Mk2Fk(⇤⇤⇤) 1kop
pour tout A 2 S, et
kcM Mk2F 6 kcM Mk2Fk⇤⇤⇤kop.
La Section 3 s’achève par le contrôle du risque quadratique de cMbrs,b⌧s , où s 2 R+,
(brs, b⌧s) 2 arg min
(r,⌧)2R⇥T
{kcMr,⌧  Xk2F + pens+r+⌧ (r, ⌧)},
R ⇢ J1, d ^ TK, T ⇢ J1,TK et
pens(r, ⌧) :=
2cm4r
 
k⌃"kop(d+ ⌧ + s) ; 8(r, ⌧) 2 R⇥ T .
Théorème 3.8. Sous les Hypothèses 3.1, 3.3, 3.5 et 3.6, pour tous   2]0, 1[ et
s 2 R+, avec une probabilité supérieure ou égale à 1  2e s,
kcMbrs,b⌧s  Mk2F 6 min
(r,⌧)2R⇥T
min
A2Sr,⌧
(✓
1 +  
1   
◆2
kA⇤⌧  Mk2F
+
16cm4r
 (1   )2 k⌃"kop(d+ ⌧ + s)
 
.
Pour une preuve détaillée du Théorème 3.8, se référer à Alquier et Marie [3], Théo-
rème 4.1. La preuve du Théorème 3.8 se décompose en trois étapes :
(1) Par un raisonnement proche de celui utilisé à l’étape 1 de la preuve du
Théorème 3.4, montrer que
kcMbrs,b⌧s  Mk2F 6 11    · min(r,⌧)2R⇥T {(1 +  )kcMr,⌧  Mk2F + pens+r+⌧ (r, ⌧)
+ "(cMr,⌧ )}+ 1
1    ( pens+brs+b⌧s(brs, b⌧s) +  "(cMbrs,b⌧s)),
où
 "(cMr,⌧ ) := 1
 
*
",
cMr,⌧  M
kcMr,⌧  MkF
+2
F
pour tout (r, ⌧) 2 R⇥ T .
(2) Montrer que pour (r, ⌧) 2 R⇥ T quelconque,
 "(cMr,⌧ ) 6 1
 
sup
A2 (Sr,⌧ )1
h",A⇤⇤⌧ i2F
6 1
 
k⇤⇤⌧k2op · rk( (Sr,⌧ )1) ·  1(")2.
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De plus, d’après l’Inégalité (38) et l’Hypothèse 3.5,
k⌃"1,.⇤+⌧ kopk⇤⇤⌧k2op 6 k⌃"kopk(⇤⌧⇤⇤⌧ ) 1kopk⇤⌧⇤⇤⌧kop = k⌃"kop.
Donc, d’après Vershynin [90], Théorème 5.39 et Remarque 5.40.2, avec une
probabilité supérieure ou égale à 1  2e s r ⌧ ,
 "(cMr,⌧ ) 6 pens+r+⌧ (r, ⌧).
Ainsi,
P( "(cMbrs,b⌧s) 6 pens+brs+b⌧s(brs, b⌧s)) = P
0@ [
(r,⌧)2R⇥T
{ "(cMr,⌧ ) 6 pens+r+⌧ (r, ⌧)} \ {(brs, b⌧s) = (r, ⌧)}
1A
> P
0@ \
(r,⌧)2R⇥T
{ "(cMr,⌧ ) 6 pens+r+⌧ (r, ⌧)}
1A > 1  2e s.
(3) D’après les étapes 1 et 2, avec une probabilité supérieure ou égale à 1 2e s,
kcMbrs,b⌧s  Mk2F 6 11    · min(r,⌧)2R⇥T {(1 +  )kcMr,⌧  Mk2F + 2pens+r+⌧ (r, ⌧)}.
Le contrôle de kcMr,⌧  Mk2F , (r, ⌧) 2 R ⇥ T fourni par le Corollaire 3.7
permet de conclure.
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