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Distinct Difference Configurations: Multihop Paths
and Key Predistribution in Sensor Networks
Simon R. Blackburn, Tuvi Etzion, Keith M. Martin and Maura B. Paterson
Abstract—A distinct difference configuration is a set of points
in Z2 with the property that the vectors (difference vectors)
connecting any two of the points are all distinct. Many specific
examples of these configurations have been previously studied:
the class of distinct difference configurations includes both Costas
arrays and sonar sequences, for example.
Motivated by an application of these structures in key pre-
distribution for wireless sensor networks, we define the k-hop
coverage of a distinct difference configuration to be the number
of distinct vectors that can be expressed as the sum of k or
fewer difference vectors. This is an important parameter when
distinct difference configurations are used in the wireless sensor
application, as this parameter describes the density of nodes that
can be reached by a short secure path in the network. We provide
upper and lower bounds for the k-hop coverage of a distinct
difference configuration with m points, and exploit a connection
with Bh sequences to construct configurations with maximal k-
hop coverage. We also construct distinct difference configurations
that enable all small vectors to be expressed as the sum of two
of the difference vectors of the configuration, an important task
for local secure connectivity in the application.
Index Terms—Data Security, Key Predistribution, Wireless
Sensor Networks
I. INTRODUCTION
A distinct difference configuration DD(m) is a set of mdots in a square grid, with the property that the linesjoining distinct pairs of dots are all different in length or slope.
For instance, the dots depicted in the following array form a
DD(3):
•
•
•
If we pick a position on the square grid to be the origin, we
may think of the dots in a DD(m) as a set {v1,v2, . . . ,vm}
of vectors in Z2. The condition that the dots form a DD(m)
is then the same as the condition that the difference vectors
vi − vj with i 6= j are all distinct. So we may think of the
dots in the example above as the set {(0, 0), (1, 2), (2, 1)} of
vectors; it is easy to verify that the six difference vectors are
all different in this case.
Many special classes of distinct difference configurations
have been studied previously: these include B2 sequences
over Z and Golomb rulers in the one-dimensional case, and
Costas arrays, Golomb rectangles and sonar sequences in
the two-dimensional case. See [1] for a summary of these
configurations.
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This paper is concerned with the k-hop properties of distinct
difference configurations. Before we explain this, we first need
to discuss an application to key predistribution in grid-based
wireless sensor networks due to Blackburn, Etzion, Martin and
Paterson [2] that motivates our work.
A. Wireless Sensor Networks
A wireless sensor network is a large collection of small
sensor nodes that are equipped with wireless communication
capability. Sensor nodes have limited communication range
and thus data transmitted over the network is typically passed
from node to node in a series of hops in order to reach
its end destination. Such networks can be employed for a
wide range of applications [3], whether scientific, commercial,
humanitarian or military. The data being transmitted over the
wireless medium is frequently valuable or sensitive; hence,
there is a need for cryptographic techniques to provide data
integrity, confidentiality and authentication.
On deployment, the sensor nodes aim to form a secure and
connected network. In other words, we desire a significant
proportion of nodes within communication range to share
cryptographic keys. The nodes’ size limits their computa-
tional power and battery capacity, so it is assumed that the
sensor nodes are unable to use public key cryptography to
establish shared keys. So symmetric cryptographic keys are
preloaded onto each node before deployment: methods for
deciding which keys are assigned to a node are known as
key predistribution schemes (see [4]–[6] for surveys of this
subject). The sensor nodes are assumed to be highly vulnerable
to compromise, so a single key should not be given to too
many nodes. A balancing constraint is that each node can
only store a limited number of keys. The aim is to design
an efficient and secure key predistribution scheme so that a
sensor node can establish secure wireless links with many of
its neighbours: it is important to establish as many short secure
links in the network as possible, since the nodes’ capacity to
relay information is very limited.
Key predistribution schemes for wireless sensor networks
generally assume that the precise location of nodes is not
known before deployment, hence schemes such as [7] aim to
provide reasonable levels of “average” connectivity across the
entire network. However in many applications the location of
sensor nodes can be determined prior to deployment. In such
cases this knowledge can be used to improve the efficiency of
the underlying key predistribution scheme. One such scenario
is that of networks consisting of a large number of sensor
nodes arranged in a square grid. Grid-based networks can
arise in many applications, including soil moisture sensing [8],
2monitoring conditions in an orchard [9], and measuring the
efficiency of water use during irrigation [10].
B. Key Predistribution for a Grid-based Network
In [2] a key predistribution scheme for a grid-based network
was proposed and analysed. This scheme was shown to be
significantly more efficient than using general approaches such
as that of [7]. We now discuss this scheme in more detail.
Although the number of sensor nodes is evidently finite in
practice, it is convenient to model the physical location of the
nodes by the set of points of Z2. The scheme in [2] employs a
distinct difference configuration to create a key predistribution
scheme in the following way.
Scheme 1 Let D = {v1,v2, . . . ,vm} be a distinct difference
configuration. Allocate keys to nodes as follows:
• Label each node with its position in Z2.
• For every ‘shift’ u ∈ Z2, generate a key ku and assign ku
to the nodes labelled by u+ vi, for i = 1, 2, . . . ,m.
More informally, we can think of the scheme as covering Z2
with all possible translations of the dots in D. We generate
one key per translation, and assign that key to all dots in
the corresponding translation of D. Distributing keys in this
manner ensures that each node stores m keys and each key is
shared by m nodes. In addition, the distinct difference property
of the configuration implies that any pair of nodes shares at
most one key, since the vector representing the difference in
two nodes’ positions can occur at most once as a difference
vector of D. This leads to an efficient distribution of keys,
since for a fixed number of stored keys the number of distinct
pairs of nodes that share a key is maximised.
As an example, consider the distinct difference configu-
ration given at the start of this introduction. If we use this
configuration for key distribution in Scheme 1, each node
stores three keys. Figure 1 illustrates this key distribution:
each square in the grid represents a node, and each symbol
contained in a square represents a key possessed by that node.
The central square stores keys marked by the letters A, B
and C; two further nodes share each of these keys, which are
marked in bold. Letters in standard type represent keys used to
connect the central node to one of its neighbours via a two-hop
path, other keys are marked in grey. Note that we have only
illustrated some of the keys; the pattern of key sharing extends
in a similar manner throughout the entire network. See [2]
for a comparison of how Scheme 1 outperforms related key
predistribution schemes in the literature.
Note that the sensors’ strictly limited battery power limits
the range over which they can feasibly communicate. In
support of Scheme 1, distinct difference configurations with
bounds on the distance between any two dots in the configu-
ration were considered in [2]. Supposing that each sensor has
a fixed communication range r, a DD(m, r) is defined to be
a DD(m) in which the Euclidean distance between any two
points of the configuration is at most r. From an application
point of view, it is only necessary for a pair of nodes to share
a key if they are located within communication range of each
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Fig. 1. Key distribution using a distinct difference configuration.
other; the use of a DD(m, r) in Scheme 1 ensures that this is
the case.
While Scheme 1 was designed to suit wireless sensor
networks in which the sensors are arranged in a square grid, for
certain applications a hexagonal arrangement of sensor nodes
may be preferred, as it yields the most efficient packing of
sensors (see [11] for details of circle packings in the plane).
Section II defines the hexagonal model more precisely and
discusses the relationship between the two models. Scheme 1
is easily adapted to suit sensors arranged in a hexagonal grid
by replacing the DD(m) by a DD∗(m), which we informally
define to be a set of m dots on a hexagonal grid such that the
vector differences between pairs of dots are distinct. We define
a DD∗(m, r) to be a DD∗(m) in which the Euclidean distance
between any pair of dots is at most r. Another model that is
natural when working with either the square or hexagonal grids
is to replace the Euclidean metric by its discrete equivalent: the
Manhattan metric (in the case of square grids), or an analogous
metric on the hexagonal grid; in this case, we use the notation
DD(m, r) and DD∗(m, r), respectively. Constructions and
bounds on the parameters for such configurations were studied
in [1]. Section II contains a summary of the relationships
between configurations based on different grids when using
different metrics.
C. Contributions
Recall that wireless sensor networks rely on data being
relayed via intermediate nodes using a series of hops. From
an efficiency perspective it is thus of interest to consider
properties relating to the nodes that can be reached from a
specific node by means of a restricted number of hops.
If two nodes A and B are within communication range and
share a key we say there is a one-hop path between A and B.
If they do not share a key, however, they may still be able to
establish a secure connection if there is a node C that is within
range of A and B and shares a key with each of them. This is
referred to as a two-hop path; more generally we consider k-
hop paths of the form A−C1−C2 . . .−Ck−1−B, where there
is a one-hop path between any two adjacent users in the chain.
A significant, and widely studied, measure of the performance
of a key predistribution scheme for a wireless sensor network
is the expected number of nodes with which a given node
can communicate via a one hop or two-hop path (we do not
count the given node in this total). As in [2], we refer to
this parameter as the two-hop coverage of the scheme. More
3generally, we can define the k-hop coverage to be the expected
number of nodes with which a given node can communicate
via some ℓ-hop path with 1 ≤ ℓ ≤ k (where we do not count
the given node itself).
This measure is important from the point of view of our
application, since it captures the ability of the network to
transmit information in the context of the nodes’ limited
capacity to relay messages. The case when k = 2 is the most
studied situation in the literature, since results are often easier
to establish than in the general k-hop case. Lee and Stinson
use the notation Pr1+Pr2 to describe this quantity, referring
to it as the local connectivity [12]; similar metrics are used
in [13], [14], and various related measures of the expected
number of hops required for secure communication between
two nodes are prevalent in the sensor network literature [7],
[15], [16].
We define the k-hop coverage of a distinct difference con-
figuration to be the k-hop coverage of the resulting instance of
Scheme 1. In [2] a number of distinct difference configurations
with good two-hop coverage were found by computer search.
However no concrete construction techniques were provided.
In this paper we provide an exposition of the two-hop coverage
case, as well as consider the generalisation to k-hop coverage.
Section III is devoted to a study of the k-hop coverage
Ck(D) obtained by the use of the distinct difference configu-
ration D = {v1,v2, . . . ,vm} in Scheme 1. Subsection III-A
shows how to calculate the k-hop coverage from the vectors
v1,v2, . . . ,vm. In Subsection III-B we study configurations
where Ck(D) is as large as possible, and show a connection
between such configurations and Bh sequences (a well studied
concept in combinatorial number theory). We determine the
maximum value of the k-hop coverage Ck(D) where D is a
DD(m) (or a DD∗(m)), and show that D achieves this level
of k-hop coverage if and only if D is a B2k sequence. If we
restrict D to be a DD(m, r) for some small integer r, we might
no longer be able to achieve this maximum value of Ck(D):
we provide bounds on the smallest value of r for which there
exists a configuration D which is a DD(m, r) with Ck(D)
maximal. We also provide similar bounds on this smallest
value of r when we consider configurations DD∗(m, r) in
the hexagonal grid. Finally, in Subsection III-C, we provide a
lower bound on Ck(D) and characterise those configurations
that meet this lower bound.
Using a distinct difference configuration with maximal k-
hop coverage ensures that as many users as possible are
connected by k-hop paths. However, in many applications
these paths are used to establish keys which are later used
for direct communication between the two end nodes: thus we
are only interested in k-hop paths whose start and end nodes
are within communication range. For these applications, rather
than optimising the total number of pairs of users connected by
k-hop paths we wish to optimise coverage in a locally defined
region: We say that a DD(m) or DD∗(m) achieves complete
k-hop coverage with respect to a region R and point p ∈ R
if every point in R can be reached by a two-hop path from p.
This means that every node u can communicate via a k-hop
path with the nodes in the region corresponding to a shift of R
that moves p to u, giving Scheme 1 good local connectivity. In
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Fig. 2. A transformation from a hexagonal grid to a square grid (grid points
are represented by the centres of the cells).
Section IV we give a construction for a DD(m) that achieves
complete two-hop coverage with respect to the centre of a
(2p− 3)× (2p− 1) rectangle when p is prime.
II. DIFFERENT GRIDS AND DIFFERENT METRICS
A. Square and Hexagonal Grids
Suppose that the sensor nodes are arranged in a square grid,
and the shortest distance between a pair of nodes is 1. So we
tile the plane by unit squares, and think of the nodes as lying
at the centres of these squares. By supposing one of the nodes
is at the origin, the location of a node can be identified with
a vector in Z2. Because of this, we call Z2 the square grid.
A hexagonal arrangement of sensor nodes is obtained by
tiling the plane with regular hexagons and placing a node
at the centre of each hexagon. We suppose that one of the
nodes is located at the origin and the shortest distance between
two nodes is 1. In a similar way to the square grid, the
locations of the nodes can be represented by vectors in the
set ΛH = {λ(1, 0) + µ(−1/2,
√
3/2)|λ, µ ∈ Z}, which we
call the hexagonal grid.
We have already defined a (square) distinct difference
configuration DD(m) to be a set D = {v1,v2, . . . ,vm} ⊆ Z2
of m dots with the property that the difference vectors vi−vj
for i 6= j between any pair of dots are distinct. In the same
way, we define a (hexagonal) distinct difference configuration
DD∗(m) to be a set D = {v1,v2, . . . ,vm} ⊆ ΛH of m dots
in the hexagonal grid with the property that the difference
vectors vi − vj for i 6= j are distinct. A hexagonal distinct
difference configuration can be used in Scheme 1 for sensors
arranged in a hexagonal grid, provided that shifts u ∈ ΛH are
used: as in the square grid, every node is assigned m keys and
the distinct difference property implies that any pair of nodes
has at most one key in common. We define a DD∗(m, r) to be
a DD∗(m) in which the Euclidean distance between any pair
of dots in the configuration is at most r: these configurations
must be used when the wireless communication range of a
sensor node is r.
The map ξ : R2 → R2 defined by
ξ : (x, y) 7→ (x+ y√
3
,
2y√
3
)
induces a bijection from ΛH to Z. This is illustrated in Fig. 2,
in which the cells whose centres form the points of the grid
are depicted. We can use ξ and ξ−1 to convert a DD∗(m) into
a DD(m) and vice versa:
4(a) Lee sphere of radius 2 (b) Hexagonal ball of radius 1
Theorem 1. If D = {v1,v2, . . . ,vm} is a DD∗(m), then
ξ(D) = {ξ(v1), ξ(v2), . . . , ξ(vm)} is a DD(m). Similarly, if
D′ is a DD(m), then ξ−1(D′) is a DD∗(m).
Proof: Since ξ is a linear bijection, we have that vi−vj =
vk − vℓ if and only if ξ(vi) − ξ(vj) = ξ(vk) − ξ(vℓ); the
first statement of the theorem follows directly. The second
statement follows as ξ−1 is also a linear bijection.
Despite Theorem 1, the square and hexagonal models differ
once we are interested in distances between dots, since ξ does
not preserve Euclidean distances. Fig. 2 shows a line segment
of length
√
3 that transforms into one of length
√
2, and one
of length 1 that also transforms into one of length
√
2. It is
straightforward to show that these line segments represent the
maximum extent to which ξ can extend or contract the length
of a vector; we formalise this in the following theorem:
Theorem 2. If D is a DD∗(m, r) then ξ(D) is a DD(m, r
√
2).
If D′ is a DD(m, r), then ξ−1(D′) is a DD∗(m, r
√
3/2).
Thus we can convert between results about DD(m, r) and re-
sults about DD∗(m, r) (although the bounds on the converted
lengths are not tight in general).
B. Alternative Metrics on Grids
In [2], the need to take sensor nodes’ communication range
into account when using distinct difference configurations to
distribute keys to sensors arranged in a square grid motivated
the definition of a DD(m, r) based on a Euclidean measure
of distance. However, when working with a square grid it
is natural to consider the Manhattan metric (also known as
the Lee metric), in which the distance between dots with
coordinates (i1, j1) and (i2, j2) is given by |i1−i2|+ |j1−j2|.
Distinct difference configurations DD(m, r) in which the
distance between dots in the configuration is at most r in the
Manhattan metric were studied in [1]. A ball of radius r in this
metric is referred to as a Lee sphere (Fig. 3a), and for small
r gives a reasonable approximation of a Euclidean circle. The
well-known relation between these two metrics is expressed
in the following theorem, which permits conversion between
results about DD(m, r) and results about DD(m, r).
Theorem 3. For r ∈ Z, a DD(m, r) is a DD(m, r) and a
DD(m, r) is a DD(m, ⌈√2r⌉).
For the hexagonal grid, we say that a given point is adjacent
to the six grid points that lie at Euclidean distance 1 from
that point (for example, in Fig. 2 the points at the centres
of cells 1, 2, . . . , 6 are adjacent to the point at the centre
of cell 0). We can then define a graph in which the grid
points correspond to vertices, with edges connecting vertices
whose grid points are adjacent. This gives rise to a hexagonal
metric in which the distance between two points is the length
of the shortest path between the corresponding vertices in
the graph. A distinct difference configuration in which the
hexagonal distance between any two points is at most r is
denoted DD∗(m, r). The relation between the hexagonal and
Euclidean metrics can be used to prove the following theorem:
Theorem 4. For r ∈ Z, a DD∗(m, r) is a DD∗(m, r) and a
DD∗(m, r) is a DD∗(m, ⌈ 2√
3
r⌉).
We note that the hexagonal metric gives a closer approxima-
tion to the Euclidean distance than the Manhattan metric.
III. k-HOP COVERAGE
In this section we investigate the properties of distinct
difference configurations with respect to their k-hop coverage.
While the motivation for this work comes from the application,
the results are of independent combinatorial interest.
A. Characterising k-hop coverage
Let D be a (square or hexagonal) distinct difference config-
uration given by D = {v1,v2, . . . ,vm}. Define Ck(D) to be
the number of non-zero vectors that can be written as the sum
of k or fewer difference vectors. So Ck(D) is the number of
non-zero vectors of the form
ℓ∑
i=1
(vαi − vβi) (1)
where αi, βi ∈ {1, 2, . . . ,m} with αi 6= βi and where 0 ≤
ℓ ≤ k.
Theorem 5. Suppose that D is used in Scheme 1. Then the k-
hop coverage of the scheme is equal to Ck(D).
Proof: Let x be any fixed node. Two nodes that share
a key are located at points of the form vi + u and vj + u
for some i, j ∈ {1, 2, . . . ,m} and some shift u. This implies
that the vector difference between their positions is vi − vj ,
which is a difference vector of D. Hence a one-hop path
between nodes with keys distributed according to Scheme 1
corresponds to a difference vector of the underlying distinct
difference configuration. So there is an ℓ-hop path from x to
another node y if and only if the vector difference between
their positions is the sum of ℓ difference vectors. Note also
that x = y if and only if this sum is the zero vector: since we
do not count x in the k-hop coverage, we are only interested in
sums of the form (1) which are non-zero. So Ck(D) is equal
to the k-hop coverage of Scheme 1 implemented using D, as
required.
Theorem 6. Let ξ : R2 → R2 be the map defined in Section II.
Let D be a DD∗(m) and let D′ be a DD(m) such that
D′ = ξ(D). Then the k-hop coverage ofD is equal to the k-hop
coverage of D′.
5Proof: Theorem 5 shows that we must show that
Ck(D) = Ck(D
′). But Ck(D) and Ck(D′) both count the
number of non-zero vectors that can be expressed as the sum
of k or fewer difference vectors (of D or D′ respectively).
The theorem now follows, since ξ is a linear bijection.
B. Maximal k-hop coverage
In this subsection we determine the maximal k-hop coverage
of a DD(m). By Theorem 6, these results apply equally to
a DD∗(m). We begin with some preliminary notation and
lemmas.
For a non-negative integer k we define a set Hk of m-tuples
of integers as follows:
Hk =
{
(a1, a2, . . . , am) ∈ Zm
∣∣∣∣∣
m∑
i=1
ai = 0,
∑
{i:ai>0}
ai = k
}
.
For example, when m = 3 the triple (0, 0, 0) is the unique
element of H0, the triple (1,−1, 0) is a typical element of
H1, and the triples (2,−2, 0), (2,−1,−1) and (1, 1,−2) are
typical elements of H2. The following results about the sets
Hk are easily proved.
Lemma 7. Define the sets Hk as above.
(i) Let a ∈ Hk1 and b ∈ Hk2 . Then a + b ∈ Hk3 where k3
is an integer satisfying 0 ≤ k3 ≤ k1 + k2. In particular,
if a non-zero m-tuple v is a sum of k m-tuples from H1,
then v ∈ Hk3 for some k3 satisfying 1 ≤ k3 ≤ k.
(ii) Let a ∈ Hk1 and b ∈ Hk2 with a 6= b. Then a−b ∈ Hk3
where k3 is an integer satisfying 1 ≤ k3 ≤ k1 + k2.
(iii) Any element of Hk1 may be written as the sum of k1
elements from H1.
The connection between Hk and the k-hop coverage of
DD(m) is given by the following theorem:
Theorem 8. The k-hop coverage of a DD(m) is at most∑k
i=1 |Hi|, with equality if and only if all the vectors∑m
i=1 aivi with (a1, a2, . . . , am) ∈
⋃k
j=0Hj are distinct.
Proof: The difference vectors of D are precisely the
vectors of the form
∑m
i=1 aivi where a ∈ H1. By Lemma 7 (i)
and (iii), a vector is a sum of k or fewer difference vectors
if and only if it can be written in the form
∑m
i=1 aivi
with (a1, a2, . . . , am) ∈
⋃k
j=0Hj . The zero vector can al-
ways be written in this form, since the sum is zero when
(a1, a2, . . . , am) ∈ H0. Since and we are only interested in
non-zero vectors, we find that
Ck(D) + 1 =
∣∣∣∣∣∣


m∑
i=1
aivi where a ∈
k⋃
j=0
Hj


∣∣∣∣∣∣
≤
(
k∑
i=0
|Hi|
)
= 1 +
(
k∑
i=1
|Hi|
)
,
TABLE I
COUNTING ELEMENTS IN H2
Type Non-zero coeffs Symm Number
(a) 1, 1,−1,−1 4 1
4
m(m − 1)(m − 2)(m − 3)
(b) 2,−1,−1 2 1
2
m(m − 1)(m − 2)
(c) 1, 1,−2 2 1
2
m(m − 1)(m − 2)
(d) 2,−2 1 m(m − 1)
and it is clear that equality is satisfied if and only if the vectors∑m
i=1 aivi where a ∈
⋃k
j=0Hj are distinct. Thus the theorem
follows.
Corollary 9. The two-hop coverage of a DD(m) is at most
1
4
m(m− 1)(m− 2)(m− 3) +m(m− 1)(m− 2)
+ 2m(m− 1) = 1
4
m(m− 1)(m2 −m+ 6).
Proof: By Theorem 8 the two-hop coverage is at most
|H1| + |H2|. It is clear that |H1| = m(m − 1), since the m-
tuples in H1 have exactly two non-zero components, one equal
to 1 and one equal to −1. To determine |H2|, note that there
are four types of element in H2, corresponding to the four
possibilities for the multiset of non-zero coefficients in an m-
tuple a ∈ H2 (see Table I). The number of elements in H2 of
each type is equal to (1/s)m!/(m− t)!, where t is the number
of non-zero components in an m-tuple of this type, and s is
the number of symmetries that preserve such m-tuples. Thus
|H2| = 14m(m − 1)(m − 2)(m − 3) +m(m − 1)(m − 2) +
m(m− 1), and so the bound of the corollary follows.
In order to show that the bound of Theorem 8 and Corol-
lary 9 is tight, we must show that there exists a DD(m) given
by D = {v1,v2, . . . ,vm} such that the vectors
∑m
i=1 aivi,
where a ∈ H0 ∪ H1 ∪ · · · ∪ Hk, are all distinct. This is not
difficult to do: for example we may choose vi = ((2k+1)i, 0)
for i = 1, 2, . . . ,m. We say that a configuration meeting the
bound of Theorem 8 has maximal k-hop coverage. Note that
the example we have just given of a configuration with max-
imal k-hop coverage is not useful for our application, as the
dots in the configuration are exponentially far apart: we would
like to construct a DD(m, r) with r small having maximal k-
hop coverage. In order to do this, we now aim to characterise
those configurations with maximal k-hop coverage in terms of
the much studied concept of Bh sequences (see below). First,
we make the following observation.
Lemma 10. The k-hop coverage of a DD(m) given by D =
{v1,v2, . . . ,vm} meets the bound of Theorem 8 if and only if∑m
i=1 civi 6= 0 for all c ∈
⋃2k
i=1Hi.
Proof: Suppose that D does not meet the bound of Theo-
rem 8. Then Theorem 8 implies that
∑m
i=1 aivi =
∑m
i=1 bivi,
where a,b ∈ ⋃ki=0Hi and a 6= b. Writing c = a − b we
have that
∑m
i=1 civi = 0, and c ∈
⋃2k
i=1Hi by Lemma 7 (ii)
above.
Conversely, suppose that there exists ℓ ∈ {1, 2, . . . , 2k} and
c ∈ Hℓ such that
∑m
i=1 civi = 0. By Lemma 7 (iii), we may
6write c as the sum of ℓ difference vectors. Since multiplying a
difference vector by the scalar −1 produces another difference
vector, we may write c = a − b, where a,b are the sum
of ⌊ℓ/2⌋ and ⌈ℓ/2⌉ difference vectors respectively. Note that
a 6= b since c 6= 0. But a ∈ H⌊ℓ/2⌋ and b ∈ H⌈ℓ/2⌉, where
0 ≤ ⌊ℓ/2⌋ ≤ ⌈ℓ/2⌉ ≤ ⌈2k/2⌉ = k, and so Theorem 8 implies
that D does not meet the bound, as required.
Definition 1. Let A be an abelian group. Let D =
{v1,v2, . . . ,vm} ⊆ A be a sequence of elements of A. We
say that D is a Bh sequence over A if all the sums
vi1 + vi2 + · · ·+ vih with 1 ≤ i1 ≤ · · · ≤ ih ≤ m (2)
are distinct.
Bh sequences (sometimes known as Bh-sets) have been
studied for many years, mainly in the case where A = Z.
See Graham [17], Halberstam and Roth [18], Lindstro¨m [19],
O’Bryant [20], for example.
Example 1. Let q be a prime power, let h be an integer such
that h ≥ 2 and let α be a primitive element of GF(qh). Bose
and Chowla [21] have shown that the set {a ∈ Zqh−1|αa−α ∈
GF(q)} is a Bh set in Zqh−1 containing q elements.
The following theorem demonstrates the relation between Bh
sequences and distinct difference configurations.
Theorem 11. Let k be a fixed integer, where k ≥ 2. Let D =
{v1,v2, . . . ,vm} ⊆ Z2. Then D is a DD(m) with maximal
k-hop coverage if and only if D is a B2k sequence over Z2.
Proof: Suppose D is a B2k sequence over Z2. We aim
to show that D is a DD(m) with maximal k-hop coverage.
If vi = vj for i 6= j then (2k−1)v1+vi = (2k−1)v1+vj
and so D cannot be a B2k sequence. This contradiction implies
that the vectors are all distinct.
Suppose that vi − vj = vi′ − vj′ , where i 6= j, i′ 6= j′.
Then (2k − 2)v1 + vi + vj′ = (2k − 2)v1 + vi′ + vj . This
contradicts the fact that D is a B2k sequence, unless i = i′ and
j′ = j. Thus D has the distinct differences property. Hence
D is a DD(m).
Suppose, for a contradiction, that D does not have max-
imal k-hop coverage. By Lemma 10 there exists a =
(a1, a2, . . . , am) ∈ H1 ∪ · · · ∪H2k such that
∑m
i=1 aivi = 0.
Define b by
bi =
{
ai when ai ≥ 0
0 otherwise.
Define c by the equation a = b−c. Then the components of b
and c are all non-negative. Writing t =
∑m
i=1 bi =
∑m
i=1 ci =∑
ai>0
ai, the definition of H1, H2, . . . , H2k implies that 1 ≤
t ≤ 2k. Since a is non-zero, b 6= c. But then our choice of a
implies that
(2k − t)v1 +
m∑
i=1
bivi = (2k − t)v1 +
m∑
i=1
civi.
There are exactly 2k summands on both sides of this equality,
so D cannot be a B2k sequence. This contradiction shows that
D has maximal k-hop coverage, as required.
Now suppose that D is a DD(m) with maximal k-hop
coverage. Assume that D is not a B2k sequence, so there exist
two distinct sums of the form (2) that are equal. By cancelling
terms that occur in both sums, we find that
∑m
i=1 bivi =∑m
i=1 civi, where the coefficients bi, ci are all non-negative
and where
∑m
i=1 bi =
∑m
i=1 ci = t for some integer t such
that 1 ≤ t ≤ 2k. But defining ai = bi − ci we find that
(a1, a2, . . . , am) ∈ Ht and
∑m
i=1 aivi = 0. Hence D does
not have maximal k-hop coverage, by Lemma 10, as required.
The following construction converts a known construction for
a B2k sequence in Zq2k−1 into a B2k sequence in Z2, which
is a DD(m) with maximal k-hop coverage by Theorem 11.
Construction 1 Let k be a fixed integer such that k ≥ 2. Let
q be a prime power, and let q2k − 1 = ab where a and b are
coprime. Then there exists a set X ⊆ Z2 of dots that is doubly
periodic with periods a and b, and such that the intersection of
X with any b × a rectangle is a DD(q) with maximal k-hop
coverage.
Proof: The construction of Bose and Chowla [21] de-
scribed in Example 1 shows there is a B2k sequence over
Zq2k−1 consisting of q elements. Note that by the Chinese
Remainder Theorem there is a group isomorphism Zq2k−1 →
Za × Zb given by x 7→ (x mod a, x mod b). Thus there are
elements v1,v2, . . . ,vq ∈ Za ×Zb that form a B2k sequence
over Za × Zb. Let ρ : Z2 → Za × Zb be the map defined by
ρ((x, y)) = (x mod a, y mod b). We define X ⊆ Z2 to be the
set of vectors v ∈ Z2 such that ρ(v) ∈ {v1,v2, . . . ,vq}.
Since ρ((x, y)) = ρ((x+ia, y+jb)) for any i, j ∈ Z, we see
that X is doubly periodic with periods a and b respectively.
Let R be an b× a rectangle in Z2. For all i ∈ {1, 2, . . . ,m},
there is a unique vi ∈ R such that ρ(vi) = vi. Hence X ∩
R = {v1,v2, . . .vq}. Moreover, v1,v2, . . . ,vq form a B2k
sequence over Z2, since if there are two sums of the form (2)
that are equal, then the images of these sums under ρ are also
equal, which contradicts the fact that v1,v2, . . . ,vq form a
B2k sequence over Za×Zb. Thus v1,v2, . . . ,vq form a DD(q)
with maximal k-hop coverage by Theorem 11, as required.
This construction can be used to prove the existence of a
DD(m, r) with maximal k-hop coverage where r is small:
Theorem 12. Let k be a fixed integer such that k ≥ 2. Define
c = (π/16)21/k. Then there exists a DD(m, r) with maximal
k-hop coverage such that m ∼ cr1/k .
Proof: Let S ⊆ Z2 be the set of points in Z2 contained
in a circle of radius ⌊r/2⌋ about the origin. Note that |S| =
(π/4)r2 +O(r) (by the Gauss Circle Problem).
Let q be the smallest prime power such that qk > 2r. We
have that q ≤ (2r)1/k+((2r)1/k)5/8 whenever r is sufficiently
large by a classical result of Ingham [22] on the gaps between
primes. In particular, q ∼ (2r)1/k .
Define the integer a by
a =


qk − 1 when q is even,
(qk − 1)/2 when qk ≡ 3 mod 4,
(qk + 1)/2 when qk ≡ 1 mod 4.
7Define b = (q2k − 1)/a. Since gcd(qk − 1, qk + 1) = 1 when
q is even and gcd(qk − 1, qk+1) = 2 when q is odd, we find
that a and b are coprime. Moreover, our choice of q shows
that r ≤ a ≤ b. Let X be the set of dots in Z2 given in
Construction 1.
The average number of dots in a shift of S by an element
of Z2 is |S|q/(ab), and so we can find a shift T of S
such that |T ∩ X | ≥ |S|q/(ab). Define D ⊆ T ∩ X to
be a subset of size m, where m = ⌈|S|q/(ab)⌉. Note that
m ∼ (π/4)r2q/(2r)2 ∼ (π/16)21/kr1/k . Since T is a sphere
of radius ⌊r/2⌋, any pair of dots in D are at distance at most r.
Moreover, the fact that r ≤ a ≤ b implies that T is contained
in a b× a rectangle R. By Construction 1, R∩X is a DD(q)
with maximal k-hop coverage. Since D ⊆ T ∩ X ⊆ R ∩ S,
we see that D is a DD(m, r) with maximal k-hop coverage.
So the theorem follows, as required.
Combining Theorems 2, 6 and 12, we have the analogous
result for the hexagonal grid:
Corollary 13. Let k be a fixed integer such that k ≥ 2. Define
c′ = (π/16)21/k
(
2
3
)1/2k
. Then there exists a DD∗(m, r) with
maximal k-hop coverage such that m ∼ c′r1/k .
For any fixed values of m and k, we define r(k,m) to
be the smallest value of r such that there exists a DD(m, r)
with maximal k-hop coverage. It is an important problem to
determine r(k,m). The construction in Theorem 12 provides
an upper bound on r(k,m), showing that when k is fixed
and m → ∞ we have r(k,m) = O(mk). We now provide a
corresponding lower bound on r(k,m), which shows that the
construction in Theorem 12 is reasonable:
Theorem 14. Let k be an integer such that k ≥ 2. Then
mk√
πk!·k + o(m
k) ≤ r(k,m) ≤ 12
(
16
π
)k
mk + o(mk).
Proof: The upper bound is proved in Theorem 12.
To prove the lower bound, let D be a DD(m, r) with
maximal k-hop coverage, where r = r(k,m). The definition of
maximal k-hop coverage and Theorem 5 show that Ck(D) =∑k
i=1 |Hi|. Let B = {(a1, a2, . . . , am) ∈ Hk : |{i : ai 6=
0}| = 2k}. Clearly |B| = m!(m−2k)!k!2 and
k∑
i=1
|Hi| = m!
(m− 2k)!k!2 + o(m
2k) =
m2k
k!2
+ o(m2k).
So Ck(D) = m
2k
k!2 + o(m
2k).
Every vector counted by Ck(D) is the sum of at most k
difference vectors of D. Each difference vector has length at
most r, and so every vector counted by Ck(D) is contained
in a circle of radius kr centred at the origin. Such a circle
contains at most π(kr)2 + O(r) vectors in Z2 (by Gauss’s
solution to the Gauss circle problem). Thus
m2k
k!2
+ o(m2k) = Ck(D) ≤ π(kr)2 +O(r),
which implies the lower bound of the theorem, as required.
For the hexagonal grid, we denote the smallest r for which
there exists a DD∗(m, r) with complete k-hop coverage by
r∗(m, k). Combining Theorems 14 and 2, we have the fol-
lowing.
Theorem 15. If k ≥ 2 then
√
3
2
mk√
πk!·k + o(m
k) ≤ r∗(k,m) ≤√
3
2
1
2
(
16
π
)k
mk + o(mk).
In the case k = 1, we can use the results of [1] to give tighter
bounds, as every distinct difference configuration has a one-
hop coverage of m(m− 1), which is thus maximal.
Theorem 16. We have that
2√
π
m+ o(m) ≤ r(1,m) ≤ 2
µ
m+ o(m),
where µ ≈ 0.914769 is the maximum value of ((π/2) − 2θ +
sin 2θ)/ cos θ on the interval 0 ≤ θ ≤ π/4.
Proof: It is proved in [1] that if a DD(m, r) exists,
then m ≤
√
π
2 r + O(r
2/3), which gives rise to the lower
bound on r(1,m). Furthermore, [1] contains a construction
of a DD(m, r) with m = (µ/2)r+ o(r) dots, from which we
derive the upper bound.
The paper [1] also contains analogous results in the hexagonal
grid. From these, we can deduce the following bounds on
r∗(1,m):
Theorem 17. We have that√
2 31/4√
π
m+ o(m) ≤ r∗(1,m) ≤ 2
1/231/4
µ
m+ o(m),
where µ is defined as in Theorem 16.
Recall that we introduced the Manhattan and hexagonal
metrics on the square and hexagonal grids respectively in
Section II. We conclude this subsection with a brief discussion
about the situation when we use these metrics rather than
Euclidean distance. For integers k and m, define r(k,m) to
be the smallest integer r such that there exists a DD(m, r)
with maximal k-hop coverage, and define r∗(k,m) to be the
smallest integer r such that there exists a DD∗(m, r) with
maximal k-hop coverage.
Theorem 18. Let k be a fixed integer, k ≥ 2. There exist
constants c1, c2, c3 and c4 such that for all sufficiently large
integers m
c1m
k ≤ r(k,m) ≤ c2mk and
c3m
k ≤ r∗(k,m) ≤ c4mk.
Proof: By Theorem 3, a DD(m, r) with maximal k-hop
coverage is also a DD(m, r) with maximal k-hop coverage.
So r(k,m) ≤ r(k,m). Moreover, a DD(m, r) with maximal
k-hop coverage is a DD(m, ⌈√2r⌉) with maximal k-hop
coverage, so r(k,m) ≤ ⌈√2 r(k,m)⌉. The first statement of
the theorem now follows by Theorem 14.
The proof of the second statement of the theorem is similar,
using Theorems 4 and 15 in place of Theorems 3 and 14
respectively.
The results in [1] can be used to establish the following:
8Theorem 19. We have that
r(1,m) =
√
2m+ o(m).
Moreover,
(2/
√
3)m+ o(m) ≤ r∗(1,m) ≤ (2/µ)m+ o(m),
where µ = (2/3)3/2(1 + 2
√
7)/(
√
2 +
√
7) ≈ 1.58887.
C. Minimum k-hop coverage
Having established an upper bound for the k-hop coverage
of a DD(m) (and hence of a DD∗(m)), we now consider the
smallest values it can take.
Theorem 20. The k-hop coverage of a DD(m) is at least
km(m− 1).
Proof: The one-hop coverage of a DD(m) is m(m− 1).
For D = {v1,v2, . . . ,vm} a DD(m), let u = (d, e) be the
difference vector with |d| as large as possible. If there is more
than one choice for u, choose u with |e| as large as possible
subject to |d| being maximal. Without loss of generality, we
can assume that d > 0 and e ≥ 0 (if not we can flip and rotate
the array to obtain an equivalent array with such vector).
Let S1 be the set of m(m− 1) vectors that can be reached
by one-hop paths from the origin. Then S1 can be written as
the disjoint union of the two sets
S+1 = {(x, y)|(x, y) ∈ S1, x > 0 or (x = 0 and y > 0)}
and S−1 = {−(x, y)|(x, y) ∈ S+1 }.
For i > 1, we define
Si = {w + (i− 1)u|w ∈ S+1 } ∪
{(−w− (i− 1)u|w ∈ S+1 }.
As u is a difference vector of D, the vectors of Si can all be
reached by i-hop paths from the origin. Furthermore, Si∩Sj =
∅ for i 6= j and |Si| = m(m−1). Hence, the theorem is proved.
For certain values of m there exist DD(m) for which the
above bound is tight. For example, consider the following
DD(3):
• • •
The difference vectors in this example are
{±(1, 0),±(2, 0),±(3, 0)}, and hence any of the 6k
vectors of the form ±(t, 0) for 0 < t ≤ 3k can be reached by
a k-hop path.
We can construct more examples where the bound is tight
as follows. A Golomb ruler is a set M of m integers such
that the differences x− y where x, y ∈ M and x 6= y are all
distinct. A Golomb ruler is perfect if
{u− v : u, v ∈ S} = {i ∈ Z : |i| ≤ m(m− 1)/2}.
For example, the sequence {0, 1, 3} is a perfect Golomb
ruler. The DD(3) above was constructed from this sequence
by taking appropriate multiples of the vector (1, 0). More
generally, if M is a perfect Golomb ruler then a configuration
D consisting of the vectors r+ is where i ∈M is a DD(m)
with a k-hop coverage of km(m−1), and so meets the bound
of Theorem 20. We say that D is equivalent to a perfect
Golomb ruler if we can construct it in this way. In fact, we
will now show that a DD(m) meets the bound of Theorem 20
if and only if it is equivalent to a perfect Golomb ruler.
Lemma 21. Let k be an integer, k ≥ 2. Suppose D is a DD(m)
in which there are differences d and d′ that are not parallel.
Then the k-hop coverage of D is strictly greater than km(m−
1).
Proof: Define the difference vector u and the sets Si as
in the proof of Theorem 20. The set of difference vectors not
parallel to u is non-empty by assumption. Let v be a difference
vector whose projection in the direction perpendicular to u
has length p(v) as large as possible. Since k ≥ 2, the k-hop
coverage of D is at least
|S1 ∪ S2 ∪ · · · ∪ Sk ∪ {2v}| .
The argument in Theorem 20 shows the sets Si are disjoint
and have order m(m− 1). So the theorem follows if we can
show that 2v 6∈ S1 ∪ S2 ∪ · · · ∪ Sk. But any vector in Si can
be written in the form w ± (i− 1)u where w is a difference
vector, and therefore
p(w ± (i − 1)u) = p(w) ≤ p(v) < 2p(v) = p(2v).
Hence 2v does not lie in any of the sets Si, as required.
Theorem 22. Let k be an integer such that k ≥ 2, and let D be
a DD(m). Then D meets the bound of Theorem 20 if and only
if it is equivalent to a perfect Golomb ruler.
Proof: It is easy to see that if D is equivalent to a perfect
Golomb ruler, then D meets the bound of Theorem 20.
Let D be a DD(m) that meets the bound of Theorem 20.
The set Sℓ defined in the proof of Theorem 20 is a set of
m(m− 1) vectors that can be reached by an ℓ-hop path from
the origin, but cannot be reached by a path of length ℓ − 1.
Thus Ck(D) ≥ C2(D) + (k − 2)m(m − 1), so D meets the
bound of Theorem 20 in the case k = 2. So to prove the
theorem, we need only consider the case k = 2.
Let r be a vector in D. Lemma 21 implies that all the
difference vectors in D are parallel to a fixed vector u. Let s
be the shortest vector in Z2 that is parallel to u. Then (since
Z
2 is a lattice) D ⊆ {r+ is | i ∈ Z}. Thus D is equivalent to
a Golomb ruler M ⊆ Z. Without loss of generality, we may
assume that the greatest common divisor of the elements of
M is 1, for if the greatest common divisor is a then we can
replace s by as and M by (1/a)M .
It remains to show that M is perfect. The set S = {x −
y|x, y ∈ M} contains m(m − 1) + 1 elements, since M is a
Golomb ruler. A square reachable from the origin by a one-hop
or two-hop path corresponds to an element of S + S = {a+
b|a, b ∈ S}. It is a well-known result of additive combinatorics
that for a set A of integers with |A| = n it holds that |A+A| =
2n − 1 if and only if the elements of A are in arithmetic
progression. The bound of Theorem 20 requires S+S to have
size 2m(m−1)+1 (due to the inclusion of 0); as this is equal
to 2|S| − 1 it follows that the elements of S are in arithmetic
9progression. Since S = −S and the greatest common divisor
of the elements of M is 1 we find that S = {x ∈ Z | |x| ≤
m(m − 1)/2}. So M is a perfect Golomb ruler, as required.
IV. A DD(m) WITH COMPLETE TWO-HOP COVERAGE IN
A RECTANGLE
In Section III we explored the range of values that the k-
hop coverage of a distinct difference configuration can take.
When choosing a distinct difference configuration for use in
Scheme 1 it may seem desirable to select a configuration
with maximal two-hop coverage. However, from Theorem 14
we see that a DD(m, r) with maximal two-hop coverage has
“approximately” m2 = r, which places too great a restriction
on the maximum number of keys that each node can store in
the resulting scheme. From a practical perspective it thus may
be desirable to focus on connectivity within a localised region.
In this section we give a construction of a DD(m) that
ensures a two-hop path between a given point x and any other
grid point within a (2p− 3)× (2p− 1) rectangle centred at x,
where p is any prime greater than or equal to five. This allows
the region to be tailored to the requirements of a specific
application environment.
Our construction can be thought of as being based on the
periodicity properties of a B2 sequence in Z(p2−p) proposed by
Ruzsa in [23], or as a consequence of a periodic generalisation
of the Welch construction of a Costas array [24]. In Sub-
section IV-A we discuss some properties of a related doubly
periodic array that we will exploit later. In Subsection IV-B
we present the construction and demonstrate that it achieves
complete two-hop coverage.
A. The Welch Periodic Array
Definition 2. (Welch Periodic Array) Let α be a primitive root
modulo a prime p. We define the Welch periodic array to be the
set
Rp = {(i, j) ∈ Z2|αj ≡ i mod p}.
This array is doubly periodic in the sense that if Rp contains
a dot at position (i, j) then it also contains dots at all positions
of the form (i + λp, j + µ(p − 1)) where λ, µ ∈ Z. It has a
distinct difference property “up to periodicity”: see the lemma
below. We say that dots A and A′ at positions (i, j) and (i′, j′)
are equivalent, and we write A ≡ A′, if i′ = i + λp and
j′ = j + µ(p− 1) for some λ, µ ∈ Z.
Lemma 23. Let d and e be integers such that d 6≡ 0 mod p and
e 6≡ 0 mod (p − 1). Suppose that Rp contains dots A and B
at positions (i1, j1) and (i1 + d, j1 + e) respectively, and dots
A′ and B′ at positions (i2, j2) and (i2+ d, j2+ e) respectively.
Then A ≡ A′ and B ≡ B′.
Proof: By the definition of Rp we have
i1 ≡ αj1 mod p
i2 ≡ αj2 mod p
i1 + d ≡ αj1+e mod p
i2 + d ≡ αj2+e mod p.
Eliminating i1, i2 and d from these equations we get
(αe − 1)(αj1 − αj2) ≡ 0 mod p.
Since e 6≡ 0 mod (p−1), this implies that j1 ≡ j2 mod (p−1).
The first two equations above then imply that i1 ≡ i2 mod p.
We note that in addition, if Rp contains dots at (i, j) and
(i + d, j) then d ≡ 0 mod p and if it contains dots at (i, j)
and (i, j + e) then e ≡ 0 mod (p − 1). Thus we see that a
vector (d, e) can occur at most once as a difference between
two of the dots of Rp that lie within any particular (p−1)×p
rectangle.
B. Construction of the DD(m)
We now define a DD(m) by choosing a finite subset of the
dots in Rp, as follows.
Construction 2 Let p be an odd prime. Let (i, j) ∈ Z2 be such
that Rp has dots at (i, j) and (i + 1, j + 1). Note that such a
position (i, j) exists. To see this, let i and j be integers such that
αj ≡ i ≡ 1
α− 1 mod p.
The right-hand side of this equality is well-defined and non-
zero modulo p, and so there is a suitable choice for i and j.
Clearly Rp has a dot at the position (i, j). But there is also a
dot at (i + 1, j + 1) since
αj+1 ≡ α
α− 1 ≡
1
α− 1 + 1 ≡ i+ 1 mod p.
Consider the (p− 1)× p rectangle S bounded by the positions
(i, j), (i+ p− 1, j), (i, j + p− 2) and (i + p− 1, j + p− 2).
By construction, Rp has p − 1 dots in S. Due to its periodic
nature, Rp also has dots at positions (i, j + (p− 1)), (i+ p, j)
and (i+p+1, j+p). We construct a configurationB by adding
these three dots to the set of dots in Rp ∩ S.
Our configuration B is shown in Fig. 3. The configuration
is contained in a (p+1)×(p+2) rectangle. The border region
of width 2 contains exactly 5 dots: A,A′, A′′, B and B′. The
central region is a (p − 3) × (p − 2) rectangle. This region
contains p − 3 dots: one column is empty, but every other
column and every row contains exactly one dot. Note that
A ≡ A′ ≡ A′′ and B ≡ B′, but there are no other equivalent
pairs of dots in B.
Lemma 24. The configuration B is a DD(p + 2), all of whose
points lie in a (p+ 1)× (p+ 2) rectangle.
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p− 3
p− 2
central region
A
B
A′
A′′
B′
Fig. 3. The configuration B. The five dots shown are the dots that lie
the border of width 2 of the (p + 1) × (p + 2) rectangle containing the
configuration.
Proof: We have already remarked that B contains p+ 2
dots, all lying in a (p+ 1)× (p+ 2) rectangle. So it remains
to show that B satisfies the distinct differences property.
Suppose, for a contradiction, that X and Y , and X ′ and Y ′,
are distinct pairs of dots in B with the same difference vector
(d, e).
Suppose that d ∈ {0,−p, p} or e ∈ {0,−(p− 1), (p− 1)}.
A difference vector between a dot in the central region of our
configuration and any other dot has x− and y−coordinates of
absolute value at most p− 1 or p− 2 respectively. Moreover,
a central dot is the only dot in its row and column. So our
assumption implies that none of X,X ′, Y, Y ′ can lie in the
central region of our configuration. But the 5×4 ordered pairs
of dots in the border region all have distinct difference vectors,
and so we have a contradiction in this case.
So we may assume that d 6∈ {0,−p, p} and e 6∈ {0,−(p−
1), (p−1)}. In particular, since all dots lie in a (p+1)×(p+2)
rectangle, we see that d 6≡ 0 mod p and e 6≡ 0 mod (p − 1).
Lemma 23 now implies that X ≡ X ′ and Y ≡ Y . If X =
X ′ then Y = Y ′ which contradicts the fact that our pairs
of dots are distinct. Hence X 6= X ′. The fact that X ≡ X ′
now implies that X and X ′ must lie in the border of our
configuration. A similar argument implies the same is true
for Y and Y ′. As in the paragraph above, we now have a
contradiction. Thus the lemma follows.
Our aim is to show (Theorem 27) that B achieves complete
two-hop coverage on a (2p− 3)× (2p− 1) rectangle relative
to the central point of the rectangle. In order to demonstrate
this, it is necessary to show that every vector (d, e) with |d| ≤
p− 1 and |e| ≤ p− 2 can be expressed as a two-hop path of
difference vectors from B. The following lemma proves this
for the majority of such vectors (d, e).
Lemma 25. Any vector of the form (d, e), where d and e are
non-zero integers satisfying |d| ≤ p− 1 and |e| ≤ p− 2, can be
expressed as the sum of two difference vectors from B.
Proof: Consider the (p − 1) × p rectangle S defined in
Construction 2, and let A be the restriction of Rp to the (2p−
2)× 2p subarray whose lower leftmost corner coincides with
that of S.
We partition A into four (p− 1)× p subarrays as follows:( D3 D4
D1 D2
)
The periodicity of Rp means that the set of dots of Rp
contained in each subarray is a translation of the set of dots
of Rp contained in D1. Moreover, since D1 = S, all the dots
in D1 are contained in B.
We claim that each of the vectors (d, e) appears as the dif-
ference of two points in A. Since the negative of a difference
vector is always a difference vector, we may assume without
loss of generality that d > 0. Suppose that e > 0. There is a
unique position (i′, j′) ∈ D1 such that
αj
′ ≡ i′ ≡ d
αe − 1 mod p.
It is easy to check, just as in Construction 2, that Rp has dots
at (i′, j′) and (i′+ d, j′ + e). Since d and e are both positive,
(i′+d, j′+e) lies in A, and so our claim follows in this case.
The argument for the case when e < 0 is exactly the same,
except now we choose (i′, j′) ∈ D3. So the claim follows.
To prove the lemma, we need to show that each difference
vector (d, e) can be written as the sum of two difference
vectors of B. This follows from the paragraph above and the
following observations:
• Any vector connecting two dots of D1 is a difference
vector of B by construction.
• Due to the periodicity of Rp, a vector connecting a dot
in D1 with a dot in D3 (or, similarly, a dot in D2 with
a dot in D4) can be expressed as the sum of the vector
(0, p− 1) (which occurs as a difference between the dots
A and A′ in B) and some other difference vector of B.
• A vector connecting a dot in D1 with a dot in D2 (or,
similarly, a dot in D3 with a dot in D4) can be expressed
as the sum of the difference vector (p, 0) (which occurs
between A and A′′) and some other difference vector of
B.
• A vector connecting a dot in D1 with a dot in D4 is
the sum of the difference vector (p, p− 1) (which occurs
between B and B′) and some other difference vector of
B.
• A vector connecting a dot in D3 with a dot in D2 is the
sum of the difference vector (p,−(p− 1)) (which occurs
between A′ and A′′) and some other difference vector of
B.
It remains to consider vectors that have a zero co-ordinate.
We will use the following lemma in our proof that such vectors
all occur as the sum of two difference vectors from B.
Lemma 26. Let t be a positive integer with t ≥ 3. Let F be a
set of integers satisfying the following properties:
(a) |F| = t+ 1,
(b) F ⊂ {−(t − 1),−(t − 2), . . . ,−1} ∪ {1, 2, . . . , t − 1} ∪
{t+ 1},
(c) {1,−(t− 1), t+ 1} ⊂ F ,
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(d) ∃i ∈ F \ {1,−(t− 1), t+ 1} with i < 0,
(e) if i > 0 and i ∈ F \ {1,−(t− 1), t+ 1} then i− t /∈ F .
Then each positive integer γ with 1 ≤ γ ≤ t − 1 has a
representation of the form γ = j − i where i, j ∈ F .
Proof: Since F \ {1,−(t− 1), t+ 1} contains t− 2 ele-
ments, (e) implies that F must contain precisely one element
of each pair {i, i− t} for i = 2, 3, . . . , t − 1. Suppose, for a
contradiction, that there exists a positive integer γ ≤ t−1 that
cannot be expressed as the difference between two elements
of F .
Suppose that γ > 1. Since 1, t + 1 ∈ F , our assumption
implies that 1 − γ /∈ F and t + 1 − γ /∈ F . But 1 − γ =
(t+1−γ)− t, hence one of these numbers must be contained
in F , which gives a contradiction in this case.
Suppose that γ = 1. The assumption implies that F does
not contain a pair of integers that differ by 1. If t is odd this
implies that F \ {t + 1} contains at most (t − 1)/2 positive
integers, and at most (t − 1)/2 negative integers, hence F
contains at most (t − 1) + 1 = t integers, which contradicts
(a). If t is even, then in order for the size of F to be t + 1,
F \ {t + 1} must contain t/2 positive integers, all of which
are odd, and t/2 negative integers that are also all odd. This
implies that for each positive odd integer 1 < i < t we have
that i ∈ F and i− t ∈ F , which contradicts (e). So the lemma
follows.
We can now combine these two lemmas to obtain our desired
result:
Theorem 27. Let p be a prime, p ≥ 5. The distinct difference
configuration B achieves complete two-hop coverage on a
(2p − 3) × (2p − 1) rectangle relative to the central point of
the rectangle.
Proof: By Lemma 25, any vector (d, e) from the centre of
a (2p−3)×(2p−1) rectangle to another point of the rectangle
can be expressed as the sum of two difference vectors of B if
d and e are non-zero.
We now consider vectors of the form (0, e) with 0 < e ≤
p − 2. Such a vector can be expressed as the sum of two
difference vectors of B if B has difference vectors of the form
(1, y′) and (1, y) with y′ − y = e. The second coordinates of
the set of difference vectors of B of the form (1, y) with y 6= 0
satisfy the conditions of Lemma 26 for t = p− 1, since:
(a) The left-most column of the array contains two dots; all
other columns contain a single dot apart from a single
central column which is empty. So B has p difference
vectors of the form (1, y) with y 6= 0.
(b) Except for the vector (1, p), all difference vectors of B of
the form (1, y) with y 6= 0 satisfy |y| ≤ p− 2.
(c) The vectors (1, 1), (1,−(p − 2)) and (1, p + 1) are all
difference vectors of B (as they occur as differences
between dots in the border region of B, see Fig. 3).
(d) The difference vectors of B of the form (1, y) cannot all
satisfy y > 0. This is obvious if the right-most central
column contains a dot. If this column is empty and y
is always positive, then the remaining (p − 3) × (p − 3)
central region must contain dots along a lower-left to top-
right diagonal. Since p ≥ 5, two central dots have the
difference vector (1, 1). Since dots A and B also have
this difference vector, the distinct difference property is
violated and so we have a contradiction, as required.
(e) If (1, y) with y 6= 1, p is a difference vector of B then
(1, y − (p − 1)) is not. For Lemma 23 implies that the
dots involved must be equivalent, and so must be in the
border region of our construction.
Lemma 26 now implies that any vector (0, e) with 0 < e ≤
p−2 has an expression in the form (0, e) = (1, y′)+(−1,−y)
where (1, y′) and (1, y) are difference vectors of B. Vectors
of the form (0, e) with −(p − 2) < e < 0 can be written as
(1, y) + (−1,−y′).
In a similar manner, we can show that the first coordinates
of the difference vectors of B of the form (x, 1) satisfy the
conditions of Lemma 26 with t = p, and hence any vector of
the form (d, 0) with 0 < |d| ≤ p − 1 can be written as the
sum of two difference vectors of B. Thus the result is proved.
We can thus apply the DD(m) specified in Construction 2
to Scheme 1 in order to establish a key predistribution scheme
which guarantees two-hop paths between a node and all of
its neighbours within a surrounding rectangular region. This
provides a powerful notion of local connectivity in order to
facilitate connectivity across the wider network. The resulting
scheme is also highly configurable, since the value of p can
be adjusted in order to tradeoff storage against the size of the
fully connected local region.
V. CONCLUSION AND OPEN PROBLEMS
In this paper we have studied properties of distinct differ-
ence configurations, which can be used to design efficient key
predistribution schemes for wireless sensor networks based on
grids.
In Section III we explored the k-hop coverage of a
DD(m, r). We characterised maximal k-hop coverage in terms
of B2k sequences over Z2, and we used a known construction
of B2k sequences over Z to produce a DD(m, r) with maximal
k-hop coverage and of the order of r1/k dots. We provided an
argument that shows that the order of magnitude of the number
of dots is correct (by bounding the functions r(k,m)). These
results indicate the range of achievable parameters, which
in turn determine the connectivity properties of the resulting
key predistribution schemes. It would be interesting to find
better bounds on the leading coefficient of r(k,m), and it
would be worthwhile determining r(k,m) precisely for small
values of k and m. Similar comments hold for the function
r∗(k,m), and for the analogous situations using the Manhattan
or hexagonal metric.
In Section IV we constructed a DD(m, r) with complete 2-
hop coverage within a large rectangular region centred on the
origin. This DD(m, r) can be used to design key predistri-
bution schemes with excellent local connectivity properties.
The area of the fully connected region is of the order of
m2. It would be interesting to investigate whether there are
any constructions that achieve complete two-hop coverage in
significantly larger rectangles. Constructions that are optimised
with respect to two-hop coverage for other natural regions, for
12
example a circle of large radius, would also be of practical
interest. A further open problem is whether there exist any
good constructions, for any natural region, achieving complete
k-hop coverage for k ≥ 3.
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