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Abstract
Syntax-incorporated machine translation mod-
els have been proven successful in improv-
ing the model’s reasoning and meaning preser-
vation ability. In this paper, we propose a
simple yet effective graph-structured encoder,
the Recurrent Graph Syntax Encoder, dubbed
RGSE, which enhances the ability to cap-
ture useful syntactic information. The RGSE
is done over a standard encoder (recurrent
or self-attention encoder), regarding recurrent
network units as graph nodes and injects syn-
tactic dependencies as edges, such that RGSE
models syntactic dependencies and sequential
information (i.e., word order) simultaneously.
Our approach achieves considerable improve-
ments over several syntax-aware NMT mod-
els in English⇒German and English⇒Czech
translation tasks. And RGSE-equipped big
model obtains competitive result compared
with the state-of-the-art model in WMT14 En-
De task. Extensive analysis further verifies
that RGSE could benefit long sentence mod-
eling, and produces better translations.
1 Introduction
Neural machine translation (NMT), proposed as
a novel end-to-end paradigm (Kalchbrenner and
Blunsom, 2013; Sutskever et al., 2014; Bahdanau
et al., 2015; Gehring et al., 2017; Wu et al.,
2016; Vaswani et al., 2017), has obtained com-
petitive performance compared to statistical ma-
chine translation (SMT). Although the attentional
encoder-decoder model can recognize most of the
structure information, there is still a certain degree
of syntactic information missing, potentially re-
sulting in syntactic errors (Shi et al., 2016; Linzen
et al., 2016; Raganato and Tiedemann, 2018). Re-
searches on leveraging explicit linguistic informa-
tion have been proven helpful in obtaining better
sentence modeling results (Kuncoro et al., 2018;
Strubell et al., 2018). We therefore argue that ex-
plicit syntactic information (here we mainly focus-
ing on utilizing syntactic dependencies) could en-
hance the translation quality of recent state-of-the-
art NMT models.
Existing works incorporating explicit syntac-
tic information in NMT models has been an
active topic (Stahlberg et al., 2016; Aharoni
and Goldberg, 2017; Li et al., 2017; Bastings
et al., 2017; Chen et al., 2017; Wu et al., 2017,
2018; Zhang et al., 2019). However, they are
mostly sophisticated in designing and have not
proven their effectiveness in the latest struc-
ture(i.e., Transformer). Recent studies have shown
that graph neural networks (GNN) (Scarselli
et al., 2009) and its variants (e.g., graph convo-
lutional network(GCN) (Kipf and Welling, 2016),
graph recurrent network(GRN) (Zhang et al.,
2018)) have benefited natural language represen-
tation (Battaglia et al., 2016; Hamilton et al.,
2017; Marcheggiani and Titov, 2017; Marcheg-
giani et al., 2018; Beck et al., 2018; Song et al.,
2018a,b, 2019) with high interpretability for non-
Euclidean data structures. Despite these appar-
ent successes, it still suffers from a major weak-
ness: their graph layer assumes that nodes are dis-
tributed independently without explicit word order
(i.e., nodes within a graph layer essentially act-
ing as non-recursive quasi-RNNCell in formula),
overlooking internal sequential knowledge.
To overcome above issues, we presents a novel
Recurrent Graph Syntax Encoder (RGSE), casting
nodes in graph layer as RNNCells, which has the
central approach of capturing syntactic dependen-
cies and word order information simultaneously.
Specifically, RGSE first receives each word’s rep-
resentation of the original encoder and then makes
each RNN node in RGSE layer obtain its depen-
dency nodes (i.e., words dependencies from the
original encoder) and the previously hidden state
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in the RGSE layer. RGSE could not only flexibly
deployed over original encoder of recurrent NMT
but also can be utilized on Transformer. Further-
more, RGSE could enhance the inductive learning
ability for models since more syntax connections
are provided to guide source-side meaning preser-
vation and target-side word prediction. Our main
contributions are summarized as follows:
• We propose a simple yet effective representa-
tion method, RGSE for NMT, which is done
over a standard encoder (recurrent or trans-
former) and could informs the NMT model
with comprehensive syntactic dependencies.
The edge-wise integration, on the other hand,
enables attentional decoder to pick essential
source words for prediction.
• We develop a novel Transformer architecture
that alternates the self-attention component
with RGSE in the lower layers. The alter-
nation allows the encoder capture more prior
knowledge (i.e., syntactic dependency infor-
mation), improving the representation and in-
duction ability for Transformer. The gated
residual connection, on the other hand, yields
fast convergence speed.
• Experiments on English-German (standard
WMT14 and WMT16 News Commentary
V11) and English-Czech (WMT16 News
Commentary V11) translation tasks show
consistent improvements over several strong
syntax aware baselines, validating the effec-
tiveness and universality of RGSE.
We conduct extensive experiments with different
setups to find the optimal setting: having RGSE
in one direction and in both directions; integrat-
ing incoming edges with different functions; and
including dependencies from past (previous) or fu-
ture (following) words. For the Transformer-based
NMT (Vaswani et al., 2017), empirical experi-
ments on validation set showed that replacing the
self-attention component in the lower layers with
RGSE performed better, probably because Trans-
former tend to capture some complex and long de-
pendencies at higher layers but showing relatively
poor dependencies modeling ability in lower lay-
ers (Raganato and Tiedemann, 2018). In doing so,
our bidirectional edge-wise RGSE-equipped NMT
models could achieve further improvements over
several strong syntax-aware NMT models.
2 Background
Our model is based on the sequence-to-sequence
framework (Sutskever et al., 2014; Bahdanau
et al., 2015; Luong et al., 2016; Vaswani et al.,
2017). In NMT, we normally employ an encoder
with the assumption that it can adequately repre-
sent the source sentence. Then, the decoder can
autoregressively predict each target word. This
section will briefly review the “neural encoder”
and “graph syntax encoder” respectively.
2.1 Neural Encoder
The NMT encoder intents to summarize the source
semantics and dependencies such that the de-
coder could generate them with target words. We
will describe two kinds of popular encoders (i.e.,
RNN encoder (Kalchbrenner and Blunsom, 2013;
Sutskever et al., 2014; Bahdanau et al., 2015; Wu
et al., 2016) and Self-Attentional Transformer en-
coder (Vaswani et al., 2017)) in succession.
…
(a) Bi-RNN (b) Self-A ttention
Figure 1: Simplified illustration of BiRNN (a) and Self-
Attention encoder (b), the black dotted rectangle repre-
sents the node of current step, and the red line denotes
the hidden state that can be perceived at that moment.
2.1.1 RNN encoder
As is shown in Fig. 1, given an RNN encoder, we
can bidirectionally model a sentence as follows:
−→
ht =
−−−→
RNN(Esrcxt,
−−→
ht−1),
←−
ht =
←−−−
RNN(Esrcxt,
←−−
ht+1)
where xt ∈ {0, 1}|Vsrc| is the one-hot vector and
Esrcxt ∈ R|demb| indicates the embedding of the
tth source word. Then, the above two vectors will
be concatenated as h˜t = [
−→
ht ;
←−
ht ] to represent the
contextual information.
2.1.2 Self-Attentional Transformer encoder
On the other hand, self-attention in Trans-
former (Vaswani et al., 2017) allows the encoder
to model sentence representation parallelly. Each
sub-layer consists of two main components: self-
attention layer and feed-forward network. the self-
attention layer receives a list of vectors as in-
puts(See Fig. 1). For any sequence with length L
containing m steps, the tth word in the ith layer
can be denoted as:
z
(i)
t =

L∑
m=1
softmax(<qt,km>√
d
)vt i ≥ 1
√
d× Esrcxt + PEt i = 0
where qt, km and vt are equal to θqh
(i−1)
t ,
θkh
(i−1)
m , and θvh
(i−1)
t ; specifically, they refer to
the query, key, and value in the i − 1 layer and
θ stands for trainable weight matrix. The similar-
ity between query and key can be evaluated by
dot-production attention. PE is the fixed position
embedding and its dimension d is consistent with
the word embedding, defined as:
PEt,j = sin(t/10000
2j/d)
PEt,2j+1 = cos(t/10000
2j/d)
2.2 Graph Syntax Encoder
In NLP tasks, besides consecutive word order in-
formation, non-local neighbor relations (e.g., de-
pendency relations) are also crucial. To inform
the model with non-local information, the graph
structure networks are employed (Marcheggiani
and Titov, 2017; Bastings et al., 2017; Song et al.,
2018a; Beck et al., 2018; Song et al., 2019).
The syntax GCN layer is adopted to connect
words with semantic dependencies over the origi-
nal encoder (Bastings et al., 2017). Formally, the
hidden state of node ν with neighbor dependency
nodes collection µ ∈ N(ν) can be described as:
hν = ρ
(∑
µ
Wdir(µ,ν)h(µ) + blab(µ,ν)
)
where dir and lab refer to directionality and la-
bels, ρ is the non-linear activation function, and
trainable parameters were defined as W and b.
To capture non-local dependencies while prop-
agating information in the recurrent network, we
can sum the incoming and outgoing edges as in-
put. For example, Song et al. (2018a, 2019) de-
notes the inputs for the input gate and output gates
as xiν =
∑
µ∈Nin(ν) xµ, x
o
ν =
∑
µ∈Nout(ν) xµ in
the transitioning process of the graph-state LSTM
with a similar operation for hidden states hiν and
hoν , where incoming and outgoing neighbors of ν
are denoted by Nin(ν) and Nout(ν).
Similarly, Beck et al. (2018) applied gated GNN
layer that directly received word and positional
embeddings to represent dependency information.
With these effective graph structure strategies,
the encoder can incorporate explicit non-local de-
pendency information. However, their graph lay-
ers are essentially different with ours, assuming
that nodes in each graph layer are orthogonal (i.e.,
there is no sequential information propagation be-
tween nodes). Our RGSE could model both word
order information and syntactic dependencies.
3 Recurrent Graph Syntax Encoder
Here, we present RGSE and explain how it is as-
sembled in Recurrent NMT and Transformer.
3.1 RGSE for Recurrent NMT
As mentioned above, we choose RNN as the ac-
tivation cell (more specifically GRU, as we fol-
lows the Recurrent NMT model settings of Bah-
danau et al. (2015)), which means RGSE layer
not only conveys non-local dependencies but also
records the consecutiveness. Meanwhile, inspired
by Wu et al. (2017, 2018) where they bidirection-
ally model the in-order sequence of the depen-
dency tree, we believe that bidirectional propaga-
tion will enhance its representation ability.
For any input graphG = 〈V,E〉, we define vec-
tors h˜, −→s and←−s for each word ν ∈ V , where h˜ is
from the previous encoder, bidirectional s repre-
sent forward and backward states in RGSE layer,
and |V | is the length of the source sentence. For
any pair of dependent words wi 7→ wj in a sen-
tence, nodes−→sj ,←−sj will be activated; concurrently,
two edges ξ
(h˜i,
−→s j) and ξ(h˜i,←−s j) will be generated.
All incoming edges ξ ∈ Ein(sj) for node sj are
integrated through three types of functions:
φ(sj) =

∑
Ein(sj)
hξ
(h˜i,sj)
sum∑
Ein(sj)
1/|Nin(sj)| · hξ
(h˜i,sj)
average∑
Ein(sj)
Whξ
(h˜i,sj)
· hξ
(h˜i,sj)
gated
where hidden vector h is the value of h˜i and W
is trainable gating parameter. Then, the propaga-
tion processes in bidirectional RGSE are:
−→z t = σ(−→W z−→s t−1 +−→U zφ(νt) +−→b z),
←−z t = σ(←−W z←−s t+1 +←−U zφ(νt) +←−b z),
−→r t = σ(−→W r−→s t−1 +−→U rφ(νt) +−→b r),
←−r t = σ(←−W r←−s t+1 +←−U rφ(νt) +←−b r),
−→s ′t = tanh(
−→
W hφ(νt) +
−→
U h(
−→r t−→s t−1)),
←−s ′t = tanh(
←−
W hφ(νt) +
←−
U h(
←−r t←−s t+1)),
−→s t = −→z t · −→s t−1 + (1−−→z t) · −→s ′t,←−s t =←−z t · ←−s t+1 + (1−←−z t) · ←−s ′t,
ηt = τ(
−→s t,←−s t, h˜t)
where −→s t and←−s t are the outputs of forward and
backward RGSE, ηt is the final state of encoder
at time t, and τ refers to the residual concatena-
tion. Here we employ normal residual connection
τn(·) (He et al., 2016):
τn(
−→s ,←−s , h˜) = concat(−→s + h˜,←−s + h˜)
and another alternative gated residual connection:
τg(
−→s ,←−s , h˜) = concat(λ1−→s + (1− λ1)h˜,
λ2
←−s + (1− λ2)h˜)
where λ can be calculated as:
λ = σ(ω · s+ ψ · h)
ω and ψ are gating parameters. To further distin-
guish which directional RGSE layer is better and
whether using past information or future informa-
tion alone could enhance RGSE performance, we
design the following four RGSE models: (In the
following models, we give an example sentence
“monkey likes eating bananas”, in which there ex-
ists three pairs of dependencies: “monkey 7→
like, eating 7→ like, and bananas 7→ eating”)
(i) Forward RGSE: Fig. 2 illustrates the uni-
layer forward-RGSE model (forward-RGSE,
within the dashed rectangle). The original encoder
reads embedded word vectors before connecting
with the RGSE layer. As mentioned above, the
integration function φ(·) was employed for each
node to properly capture the incoming edges,
where green edges represent past information and
red edges show future information. For example,
node −→s 2 in Fig. 2 receives both RGSE hidden
state −→s 1 and dependency information, which in-
cludes current word “like” from the original en-
coder, past information “monkey”, and future in-
formation “eating”. After original encoding and
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Figure 2: Uni-layer RGSE upon RNMT encoder.
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Figure 3: Bidirectional RGSE upon RNMT encoder.
RGSE modeling, uppermost layer τ(·) will com-
bine them position-wisely.
(ii) Bidirectional Total RGSE: In order to
make full use of the property of recurrent
network, we intuitively add a reverse RGSE
layer. Fig. 3 shows the bidirectional RGSE(called
bi-total-RGSE). Both forward and backward
RGSE layers read the hidden state and dependen-
cies from the original encoder.
(iii) Bidirectional Past RGSE: Bidirec-
tional past RGSE (bi-past-RGSE), unlike
bi-total-RGSE, only gathers past edges
(marked as green arrows). For example, although
the backward node ←−s 2 has dependent relation-
ships with “monkey” and “eating”,←−s 2 only reads
dependent edge ξ(h3,←−s 2) because, in reverse order,
“eating” is the past information of “like”.
(iv) Bidirectional Future RGSE: Contrary to
bi-past-RGSE, bi-future-RGSE reads fu-
ture dependencies (marked as red arrows) only.
Figure 4: Illustration of RGSE-based Transformer encoder. (a) is the simplified ith encoder layer of the Trans-
former, which receives the hidden state of each word from previous layer. FFN refers to the feed forward networks
and k is multi-head number. (b) shows how the bi-total-RGSE upon bi-GRU layer replace the self-attention.
3.2 RGSE for Transformer
Although Transformer has achieved the state-of-
the-art performance, it possesses the innate dis-
advantage on sequential modeling. Taking sen-
tence “I bought a new book with a new friend”
for instance, during modeling word “book” with
positional embedding removed self-attention, it
will pay same attention on two “new” while the
true case is it only needs to pay attention to the
first “new”. To improve this issue, Shaw et al.
(2018) proposed relative position for Transformer
and Yang et al. (2018) introduced Gaussian bias
into encoder layers as prior constraint.
It is linguistic intuition that the syntax in-
formation could enhance the representation
ability. Domhan (2018) reported that replacing
the self-attention layer with RNN in the en-
coder could deliver comparable results to the
vanilla Transformer. We assume that adding
bi-total-RGSE to the bi-GRU-replaced
Transformer (see Fig. 4) could be helpful. In
addition, we also investigated which level of
layers benefit most from RGSE in experiments.
4 Experiments
The aims of experiments are (1) finding the op-
timal structure of RGSE on validation data set
(2) proving the superiority of RGSE over exist-
ing tree&graph-structure syntax-aware models (3)
assessing the effectiveness of RGSE-based Trans-
former compared with several SOTA models.
4.1 Setup
To compare with the results reported by previous
works (Bastings et al., 2017; Beck et al., 2018)
under the recurrent NMT scenario, we conduct
experiments on News Commentary V11 corpora
from WMT161, comprising approximate 226K
En-De and 118K En-Cs sentence pairs respec-
tively, where the data and settings are consistent
with them. We employ SyntaxNet2 to tokenize
and parse English side data while German and
Czech corpora are segmented by byte-pair encod-
ings (BPE) (Sennrich et al., 2016), where we use
8K BPE merges to avoid OOV problem. Further
preprossing details follow Bastings et al. (2017).
As comparison, we reimplemented SE-NMT (Wu
et al., 2017, 2018) where they employed MLP
function to concatenate four hidden states (for-
ward/reverse in-order traversal, pre-order traversal
and post-order traversal from syntax dependency
tree) and trained Tree2Seq (Chen et al., 2017)
model with their released code3. We also con-
duct Transformer-based experiments on NC-v11
dataset as reference.
To assess the effectiveness of RGSE on ad-
vanced Transformer-based model (Vaswani et al.,
2017) and fairly compare with other state-of-the-
art models (Shaw et al., 2018; Yang et al., 2018),
we implement RGSE equipped Transformer on
top of an open-source toolkit OpenNMT4 (Klein
et al., 2017). We followed Vaswani et al. (2017)
to set the configurations and report results on
1http://www.statmt.org/wmt16/
translation-task.html
2https://github.com/tensorflow/models/
tree/master/research/syntaxnet
3https://github.com/howardchenhd/
Syntax-awared-NMT
4https://github.com/OpenNMT/OpenNMT-py
standard WMT14 English⇒German task5, which
consists of 4.5M sentences pairs. Here we pro-
cessed the BPE with 32K merge operations for
both language pairs6. For fair comparison, here
we also implement the key idea of Bastings et al.
(2017) into Transformer framework in two ways:
one is similar to our approach, replacing self-
attention with “BiRNN+GCN”, another is sim-
ply adding GCN upon self-attention layer (fol-
lowed the same edge dropout rate 0.2) before feed-
forward-network processing. All models were
trained on 6 NVIDIA V100 GPUs, where the
batch size is 4096 tokens. Note thea the 4-gram
NIST BLEU score (Papineni et al., 2002) is ap-
plied as the evaluation metric for all models.
4.2 Ablation Study
To achieve the aim (1), we first evaluated the ef-
fects of internal functions on RGSE, then assessed
which level of layers is most beneficial to be ap-
plied RGSE on Transformer. The results are re-
ported on validation set and trained with News
Commentary V11 English⇒German corpora.
Effects of internal functions. Which integra-
tion function φ(·) is more helpful? What kind of
residual connection method τ(·) helps to improve
translation? Fig. 5 illustrates the performance of
different integration functions on the NC-v11 En-
De validation set. Comparisons show that the
combination of the edge-wise integration function
and gated residual connection most benefits our
task. Therefore, the following experiments will
use the edge-wise integration function and gated
residual connection as the default configuration.
Effects of different level of layers. Anasta-
sopoulos and Chiang (2018) stated that high-
level layers exploit more structure information and
more long-distance dependencies than lower lay-
ers. We thus design ablation study to investigate if
it is necessary to deploy RGSE on every layer. As
is shown in Tab. 1, modeling the first three layers
with RGSE in Transformer can achieve the best
performance. This result is consistent with Yang
et al. (2018)’s findings, validating our assumption.
4.3 Main Results
To achieve aim (2), we first report and analyze the
BLEU scores on NC-v11 En-De and En-Cs test
5https://nlp.stanford.edu/projects/nmt
6The label will remain on each substring if a word is split-
ted by BPE.
Recurrent	based Transformer	based
Baseline	Settings 14 17.5
RGSE(sum+N) 15.9 18.7
RGSE(sum+G) 16.3 19
RGSE(ave.+N) 16.1 18.6
RGSE(ave.+G) 16.2 18.8
RGSE(gated+N) 17.1 19.4
RGSE(gated+G) 17.7 19.9
10
11
12
13
14
15
16
17
18
19
20
21
22 Recurrent	based
Transformer	based
Figure 5: Validation BLEU of different settings for
En-De NC-v11, where the baselines are Recurrent and
Transformer NMT. Beyond baselines, other RGSE sys-
tems mean bi-total-RGSE structure. sum, ave., and
gated refer to three types of integration function φ(·),
symbols +N and +G signify normal residual connec-
tion τn(·) and gated residual connection τg(·), respec-
tively. Note that RGSE component applied to every
layer for Transformer-based model in ablation study.
# Layers Speed Val. ∆
1 [1-6] 1.52 19.80 -
2 [1-1] 1.41 19.89 +0.09
3 [1-2] 1.43 19.94 +0.14
4 [1-3] 1.43 20.01 +0.21
5 [1-4] 1.46 19.89 +0.19
6 [4-6] 1.42 19.91 +0.11
Table 1: Different settings that employed RGSE on dif-
ferent layer combinations in Transformer. “speed” de-
notes training speed measured in steps per second.
sets. Then we would compare with several SOTA
systems on standard WMT14 En-De dataset to ac-
complish aim (3).
Tab.2 proves the effectiveness of RGSE model
on NC-v11 dataset and its superiority over existing
works (both tree-based and graph-based syntax-
aware models). Unsurprisingly, SMT performs the
worst. The tree-based models (i.e.,Tree2Seq(Chen
et al., 2017), SE-NMT(Wu et al., 2018)) and
graph-based models (i.e.,BiRNN+GCN(Bastings
et al., 2017), Gated-GNN(Beck et al., 2018)) eas-
ily outperform the SMT and BiRNN as expected.
In this work, for proving that the performance
gains are not due to increased number of param-
eters, we employ Bi-RNN with 2 layers encoder
as baseline system as its parameter scale is larger
than ours, and besides this, other settings all em-
ployed 1 layer BiRNN encoder. Results of several
System En-De En-Cs
BLEU #para. BLEU #para.
existing works
PB-SMT (Beck et al., 2018) 12.8 n/a 8.6 n/a
Bi-RNN (Bastings et al., 2017) 14.9 n/a 8.9 n/a
Bi-RNN + GCN (Bastings et al., 2017) 16.1 n/a 9.6 n/a
Tree2Seq (Chen et al., 2017) 15.9 40.8M 9.4 38.1M
SE-NMT (Wu et al., 2018) 16.4 42.5M 9.7 39.1M
Gated-GNN2S (Beck et al., 2018) 16.7 41.2M 9.8 38.8M
this work
Bi-RNN (2 layers encoder) 15.5 62.3M 9.3 58.2M
Bi-RNN + forward RGSE 16.0 41.4M 9.7 39.2M
Bi-RNN + bi past RGSE 16.5↑ 45.6M 10.1↑ 42.1M
Bi-RNN + bi future RGSE 16.8↑ 45.4M 10.3↑ 42.5M
Bi-RNN + bi total RGSE 17.7⇑ 52.2M 11.1⇑ 49.8M
Transformer-base 18.9 80.7M 11.6 76.0M
+bi total RGSE 19.8⇑ 83.2M 12.4⇑ 78.4M
Table 2: Experiments on NC-v11 dataset. “↑ / ⇑”: significantly outperform their counterpart (p < 0.05/0.01).
GRSE models confirm that forward-RGSE, bi-
past-RGSE, bi-future-RGSE and bi-total-RGSE
are progressively improve translation. Most no-
tably, it outperforms the strong baseline by +2.2
and + 1.8 points on En-De and En-Cs tasks respec-
tively and bi-total-RGSE significantly exceeds ex-
isting syntax-aware models. To verify universality
of RGSE, we also conduct experiments on Trans-
former and compare with RGSE-equipped Trans-
former. Experiments show adding RGSE could
make the Transformer obtain +0.9 BLEU on En-
De and +0.8 BLEU on En-Cs.
In addition, we also conducted experiments on
WMT14 En-De dataset to assess our model perfor-
mance compared with several state-of-the-art sys-
tems. Tab. 3 presents recent popular models (Wu
et al., 2016; Gehring et al., 2017; Vaswani et al.,
2017; Shaw et al., 2018; Yang et al., 2018; Ahmed
et al., 2018; Wu et al., 2019). For fairly comparing
with existing syntax incorporating method (Bast-
ings et al., 2017), we reproduce BiRNN Trans-
former, BiRNN+GCN Transformer in lower layers
([1-3]). Notably, RGSE-based Transformer-big
model surpasses several existing powerful models,
and even achieves the competitive result compared
to the most advanced DYNAMCONV model (Wu
et al., 2019).
4.4 Analysis
We further analyze two questions in this section:
(1) which type of dependency information is more
important? past or future? and (2) can RGSE im-
prove the translation quality of long sentences?
System BLEU #para.
GNMT(Wu et al., 2016) 26.30 n/a
ConvS2S(Gehring et al., 2017) 26.36 n/a
Transformer-base 27.64 88.0M
+Rel Pos(Shaw et al., 2018) 27.94 88.1M
+Localness(Yang et al., 2018) 28.11 88.8M
Weighted(Ahmed et al., 2018) 28.40 n/a
Transformer-big 28.58 264.1M
+Localness(Yang et al., 2018) 28.89 267.4M
Weighted(Ahmed et al., 2018) 28.90 n/a
LightConv(Wu et al., 2019) 28.90 n/a
DynamConv(Wu et al., 2019) 29.70 n/a
this work (below)
Transformer-base 27.65 90.2M
+ GCN 27.87 90.4M
+ BiRNN+GCN 27.92 91.2M
+ RGSE (ours) 28.62⇑ 91.76M
Transformer-big 28.60 272.1M
+ RGSE(ours) 29.47⇑ 278.3M
Table 3: Comparing with several SOTA models on
WMT14 En-De test sets. “↑ / ⇑”: significantly out-
perform their counterpart (p < 0.05/0.01).
4.4.1 Past vs. Future
Interesting results in Tab.2 show that future infor-
mation is somewhat more instructive compared to
past information. We assume the reason is that
for Subject-Verb-Object languages (e.g., English)
future dependencies make the encoder preserve
more meaningful presentations, the decoder hence
can have more far-sighted predictions.
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Figure 6: BLEU scores of the generated translations on
NC-v11 En-De test set.
4.4.2 Long Sentence Translation
Following Bahdanau et al. (2015), we divide test
sentences w.r.t their lengths. Fig. 6 indicates
that RGSE-based system outperforms others when
tackling long sentences, verifying our assumption
that the graph nodes with recurrent dependencies
can better represent long distance information.
The reason why they perform poorly when the
length exceeds 50 is that the length limitation of
the training corpus is 50, making it hard for the
model to cope with long sentences.
5 Related Work
The RGSE is inspired by two research themes:
Incorporating linguistic features : Several ap-
proaches have incorporated linguistic features into
NMT models since Tai et al. (2015) demonstrated
that incorporating structured semantic information
could enhance the representations. Sennrich and
Haddow (2016) fed the encoder cell combined em-
beddings of linguistic features including lemmas,
subword tags, etc. Eriguchi et al. (2016) employed
the tree-based encoder to model syntactic struc-
ture. Li et al. (2017) showed that stitching the
word and linearization of parse tree is a effec-
tive method to incorporate syntax. Zaremoodi
and Haffari (2018); Ma et al. (2018) utilized a
forest-to-sequence model, which encoded a col-
lection of packed parse trees to compensate for the
parser errors, which was superior to the tree-based
model. But their works does not utilize graph net-
work to model structured data. Jointly learning of
both semantic information and attentional transla-
tion is another prevalent approach that appropri-
ately introduces linguistic knowledge. To the best
of our knowledge, Luong et al. (2016) first pro-
posed adding source syntax into NMT with a shar-
ing encoder. Niehues and Cho (2017) trained the
machine translation system with POS and named-
entities(NE) tasks at the same time, gaining con-
siderable improvements in multiple tasks. Zhang
et al. (2019) concatenated the original NMT word
representation and the syntax-aware word repre-
sentation derived from the well-trained depen-
dency parser. However, they considered more
implicit information, overlooking the importance
of explicit prior knowledge, and have not proven
their effectiveness in the Transformer.
NMT with graph representation : This paper
mainly extends the idea of (Bastings et al., 2017),
which regarded encoded vectors of each word as
graph nodes and took them with syntactic depen-
dencies as GCN inputs. Following this, Marcheg-
giani et al. (2018) obtained better performance by
using syntactic and semantic (semantic-role struc-
tures) GCNs together, and Beck et al. (2018)
improved the representing ability of the encoder
through gated GNN with AMR information in-
cluded. Although they realized that explicit lin-
guistic information could enhance the natural lan-
guage modeling, their graph node essentially act
as a non-recursive quasi-RNNCell in formula,
overlooking the internal sequential information
between nodes.
In this study, we introduce more flexible strate-
gies for both Recurrent NMT and Transformer,
yielding better results than above independent-
node graph modelings.
6 Conclusions and Future Work
We present a simple yet effective approach, Re-
current Graph Syntax Encoder (RGSE), to inform
NMT models with explicit syntactic dependency
information. The proposed RGSE is a migratable
component on the encoder side which regards RN-
NCells as graph nodes and injects syntactic de-
pendencies as edges, thereby capturing syntactic
information and word order information simulta-
neously. Our experiments on En-De and En-Cs
tasks show that RGSE consistently enhances re-
current NMT (Bahdanau et al., 2015) and Trans-
former (Vaswani et al., 2017), achieving the com-
petitive results on par with the SOTA model.
In future work, it will be interesting to apply
RGSE to other natural language generation tasks,
such as text summarization and conversation.
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