Abstract. The object of this paper is to investigate some inclusion relationships and a number of other useful properties among certain subclasses of analytic and p-valent functions, which are defined here by certain integral operator.
Introduction and preliminaries
Let A(p) denote the class of functions of the form f (z) = z p + ∞ n=p+1 a n z n , (p, n ∈ N = {1, 2, . . . }) , (1.1) which are analytic and p-valent in the unit disc U = {z ∈ C : |z| < 1}. If f and g are analytic in U, we say that f is subordinate to g, written symbolically as follows: f ≺ g or f (z) ≺ g(z), if there exists a Schwarz function w, which (by definition) is analytic in U with w(0) = 0 and |w(z)| < 1, z ∈ U, such that f (z) = g(w(z)), z ∈ U. In particular, if the function g is univalent in U, then we have the following equivalency (cf., e.g. [4] ; see also [6, p. 4 
]):
f (z) ≺ g(z) ⇔ f (0) = g(0) and f (U) ⊂ g(U). For the functions f ∈ A(p) given by (1.1) and g ∈ A(p) defined by
the Hadamard (or convolution) product of f and g is given by
(f * g)(z) = z p + ∞ n=p+1 a n b n z n = (g * f )(z).
Motivated essentially by Jung et al. [2] , Shams et al. [10] introduced the operator I Using the above definition relation, it is easy verify that the operator becomes an integral operator
, for α = 0, and, moreover
We mention that the one-parameter family of integral operator I α ≡ I α 1 was defined by Jung et al. [2] . Definition 1.1. For fixed parameters A and B (−1 ≤ B < A ≤ 1) and β ∈ [0, p), we say that a function f ∈ A(p) is in the class S α p (β; A, B) if it satisfies the following subordination condition:
In particular, for A = 1 and B = −1 we write S α p (β; 1, −1) = S α p (β), where
Preliminaries
We begin by recalling each of the following lemmas which will be required in our present investigation.
Lemma 2.1. [5] , [6] Let a function h be analytic and convex (univalent) in U, with h(0) = 1. Suppose also that the function ϕ given by
and Ψ is the best dominant of (2.2).
Lemma 2.2. [6] Suppose that the function Ψ :
for all x ∈ R and y ≤ − 1 2 (1 + x 2 ), and for all z ∈ U. If the function ϕ of the form (2.1) is analytic in U and
Note that a more general form of this Lemma is given by the first part of Theorem 2.3i [6, p. 35 ].
Lemma 2.3. [3]
Let λ = 0 be a real number, a λ > 0 and 0 ≤ β < 1. Suppose also that the function Ψ(z) = 1 + c n z n + c n+1 z n+1 + . . . is analytic in U and that
If the function θ(z) = 1 + e n z n + e n+1 z n+1 + . . . is analytic in U and satisfies the following subordination condition:
With a view to stating a well-known result (Lemma 2.4 below), we denote by P (γ) the class of function ϕ given by (2.1) which are analytic in U and satisfy the inequality Re ϕ(z) > γ, z ∈ U (γ < 1).
Lemma 2.4. [8]
Let the function ϕ given by (2.1) be in the class P (γ). Then
Lemma 2.5.
[11] For 0 ≤ γ 1 < γ 2 < 1,
The result is the best possible.
For any complex numbers α 1 , α 2 , β 1 (β 1 / ∈ Z − 0 ), the Gauss hypergeometric function is defined by
The above series converges absolutely for all z ∈ U, and hence represents an analytic function in the unit disc U (see, for details, [12, Chapter 14] 
, the next equalities hold:
Properties involving the operator I α p
Unless otherwise mentioned, we assume throughout this paper that −1 ≤ B < A ≤ 1, λ > 0 and p ∈ N. By using the above lemmas, first we will prove the next result:
If the functions f j ∈ A(p) satisfy the following subordination condition:
where
The result is the best possible when B 1 = B 2 = −1.
Proof. Suppose that the functions f j ∈ A(p), j = 1, 2, satisfy the condition (3.1). Setting
we see that
Thus, by making use of the identity (1.2) and (3.3), we obtain
Now, if we let
then, by using (3.4) and the fact that
a simple computation shows that
Since ϕ j ∈ P (γ j ), j = 1, 2, it follows from Lemma 2.5 that
and the bound γ 3 is the best possible. Hence, by using Lemma 2.4 in (3.5), we deduce that
where η 0 is given by (3.2). When B 1 = B 2 = −1, we consider the functions f j ∈ A(p) which satisfy the hypothesis (3.1) and are given by
Then it follows from (3.5) and Lemma 2.4 that
as z → −1, which completes the proof of Theorem 3.1.
2) and α = 1 in Theorem 3.1, we obtain the following result.
Corollary 3.2. Let λ > 0 and let the functions f j ∈ A(p), j = 1, 2, satisfy the following inequality:
and the result is the best possible.
Putting A j = 1 − 2η j , B j = −1 (0 ≤ η j < 1, j = 1, 2), and α = λ = 1 in Theorem 3.1, we obtain the following result. Corollary 3.3. If the functions f j ∈ A(p), j = 1, 2, satisfy the following inequality:
and the result is the best possible. is a decreasing function in p, and 1 < F (p) ≤ F (1) = 4(1 − log 2) = 1.2274 . . . . Moreover, F (p) can be computed explicitly for each p ∈ N, that is
Theorem 3.5. Let λ > 0, α ∈ R, −1 ≤ B ≤ 1 and B < A. If f ∈ A(p) satisfy the following subordination condition:
Proof. If we let
then ϕ is of the form (2.1) and is analytic in U. Differentiating (3.8) with respect to z and using the identity (1.2), we obtain
From (3.6), (3.8) and (3.9), we get
Now, by applying Lemma 2.1, we get
where we have also made a change of variables followed by the use of the identities Upon letting r → 1 − in the above inequality, we obtain the assertion (3.10). Now, the estimation (3.7) follows directly from (3.10).
In order to show that the estimate (3.7) is the best possible, we consider the function f ∈ A(p) defined by
from which it is easily seen that
and that
as z → −1, and the proof of Theorem 3.5 is thus completed. we could similarly prove that the assumptions of the above theorem implies
whenever ζ ≥ 0.
Putting A = 1 − 2η (η < 1), B = −1 and α = 1 in Theorem 3.5, we obtain the following result.
Corollary 3.7. Let λ > 0 and let a function f ∈ A(p) satisfy the following inequality:
Putting λ = γ = 1 in Theorem 3.5, for the special case A = 1 − 2γ (γ < 1), and B = −1 we obtain the following result. 
For a function f ∈ A(p), the integral operator F µ,p : A(p) → A(p) is defined by (cf., e.g. [1] )
Theorem 3.9. Let λ > 0, α ∈ R, −1 ≤ B ≤ 1, B < A and µ > −p. Suppose that f ∈ A(p) and F µ,p (f ) is given by (3.11). If
Proof. It follows from the definition (3.11) that
If we let
14)
then the hypothesis (3.12) in conjunction with (3.13) and (3.14) would yield
The remaining part of the proof of Theorem 3.9 is similar to that of Theorem 3.5 and we omit the details.
Theorem 3.10. Let λ > 0, α ∈ R, 0 ≤ β < p and p ∈ N, and let a function f ∈ A(p) satisfy the following subordination condition:
16)
Proof. Putting
then ϕ is of the form (2.1) and is analytic in U. From Theorem 3.5 with A = M 1 , B = 0 and m = 1, we have
which is equivalent to
If we set
then, by using the identity (1.2) followed by (3.17), we obtain
In view of (3.20), the assumption (3.15) can be written as follows:
We need to show that (3.21) yields
Re P (z) > 0, z ∈ U. If we suppose that Re P (z) > 0, z ∈ U, then there exists a point z 0 ∈ U such that P (z 0 ) = ix for some x ∈ R. To prove (3.22) , it is sufficient to obtain a contradiction from the following inequality:
Letting ϕ(z 0 ) = u + iv, then, by using (3.18) and the triangle inequality, we obtain that which is equivalent to
where the powers are understood as the principal value, and
