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Abstract. We prove that multiplying two third degree polynomials over Z 2 requires nine multiplica- 
tions. This bound is tight. 
Int roduct ion 
Let M(k) denote the number of multiplications required to multiply two poly- 
nomials of degree k over Z:. Since Z2 has only two elements, it easily follows from 
[11] that 
M(1)~>3, M(2)w6,  and M(3)~>8. 
The inequalities above can also be obtained using lower bounds on the length of 
linear codes of the same weight and dimension: 2, 3 and 4 respectively (see [1, 2, 6]). 
A straightforward modification of the algorithm in [4] from integers to polynomials 
gives M(1) = 3, and M(3) ~<9. One can also show that M(2) = 6. 
Modifying the method used in [2] we prove that the number of multiplications 
needed to multiply two polynomials of degree n - 1 over some field F is not smaller 
than the minimum code length of linear codes of weight k and dimension 2n-  k 
over the field F, where n <~ k < 2n. The same bound for the case k = n was established 
in [ 1, 2, 6]. This bound is the best known for a large n, but if n is equal to 4, it gives 
a lower bound 8 for the multiplication over Zz, whereas taking k = 5 we obtain the 
tight bound 9. 
* The result of this paper was first presented at the 25th annual IEEE Symposium on Foundations 
of Computer S~ience. 
** Supported by NSERC Grant No. A0254. 
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1. A lower bound 
To state our main result we need the following definition. 
Definition 1.1. Let F be a field, F m be the m-dimensional vector space over F, and 
{e~,... ,  era} be a fixed basis of Fm. Let v =~%1 a~e~e Fm. Define oJ(v), the weight 
of v, as the number of nonzero components a~ of v. If L c_ F m is a subspace of F m 
of dimension 1, we shall say that L is a linear code of dimension l and length m. 
Define ~o(L), the weight of L, by oJ(L) =min{oJ(v) [0 ~ v~ L}. 
Theorem 1.2. Let MF( n) denote the number of multiplications necessary to multiply 
two polynomials of degree n over F. Let n <~ k < 2n. MF( n - 1) is not smaller than the 
minimum code length of linear codes of weight 2n - k and dimension k over the fieId F. 
n- - I  " For the proof we need some preliminary. Let f (a  ) = E i =o x,a' and g(a ) = E ~-~ yta' 
be polynomials in F[a], with {x~y~}~=0,...,,-~ regarded as variables. Let P(a)= 
k __ x-.,k--1 i a "2.,~=o c~a (k >I n) be somefixed polynomial in F[a]. We consider the computa- 
tion of res(f(a)g(a), P(a)), where res(u, v) denotes the residue of u modulo v. 
Since the coefficients of P(a)  are constants, this computation does not require more 
(nonscalar) multiplications than the computation of the product f (a )g(a)  itself. 
Similarly to [11], we explicitly describe the set of bilinear forms given by the 
coefficients of res(f(a)g(a), P(a)). 
Let 
0 0 
1 0 
Cp=01 
00  
• " O-co 1 • • • - -  C 1 
• • • O- -  C 2 
• . . l - - ck_  1 
be the companion matrix of P[a]. For every column vector t = (to, . . . ,  tk_l) T, the 
column vector of the coefficients of res(a k-I i Y~ffio t~a,P(a)) is Cpt. Further, 
res(f(a)g(a), P(a) )  = res(Y~-~ y~a~(a), P(a) )  =Y~,~-~ y, res(a~f(a), P(a)) .  Thus, 
the column vector z = (Zo,..., Zk_l) T of the coefficients of res(f(a)g(a), P(a)) is 
n- - I  ~i=o Y~C~ x+ = ( x+, Cpx+, -.- , Cg-lx+)Y, where x +T is (:Co,..., x,_~, 0 , . . . ,  0) e F k, 
and y is (Yo,...,  Y,,-~). 
Lemma 1.3. I f  P( a ) is irreducible, then any straight line algorithm for computing any 
nontrivial linear combination of zfls requires at least 2n-  k multiplications. 
k- -1  
Proof. Let az =Y-,fto aizi be a nontrivial inear combination of z~'s (i.e., a # 0). Let 
n- -1  
az=Y~iffi o (h~)y~, where x=(Xo,... ,x,._l) T and hi~F" for i=0 , . . . ,  n -1 .  Let r 
denote the column rank of the matrix (hox,..., h,_~x). It is sufficient o show that 
r>>-2n-k (see [10]). 
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Let H be the n x n matrix whose ith row is h~_~. Obviously, rank H = r. We can 
describe H as follows: az = a(x +, Cpx+,..., C~-Ix+)y = (hox,..., h,,_lx)y. Hence, 
h~x = aC~x +, i = 0 , . . . ,  n - 1. Let M be the n x k matrix whose ith row is aCpi-l. 
Then, H consists of the first n columns of M. Hence r = rank H I> rank M - (k - n). 
We shall prove that rank M n, i.e., i = (aCp}i=o....,,-~ are linearly independent. 
n- - I  i 
Suppose ~=o biaCe 0 (b~ F not all zero); then a(~,7=- ~ b~C~) =0. But this is 
n- - I  i impossible because the matrix Y'-~=o b~C p is regular, since P (a )  is irreducible (and 
is, therefore, the minimal polynomial of Cp, see [5]), and a ~ 8 by assumption. This 
proves the last assertion. Finally, we have 
r = rank H t> rank M - (k - n ) - n - (k - n ) = 2 n - k~ [] 
Remark. It is known that, for each positive integer l, there exists an irreducible 
polynomial of degree l over F (see [5]). 
Proof of Theorem 1.2. It is known from [9, 10] that if a set of bilinear forms can 
be computed in m multiplications/divisions, then there exists an algorithm for 
computing the same set in m multiplications such that every multiplication is of 
the form lil~, where {/i, l~}~ ..... ,, are linear forms. (This algorithm increases the 
number of additions and scalar multiplications at most by a factor of 9.) Now, if 
m is the minimum number of multiplications required to compute res(f(a)g(,~), 
P(a)) ,  where P(a) is as in the lemma, then every z~ is a vector in the space generated 
by {l~l~}~=~ ..... m- I f  u is any nontrivial linear combination of the z:s, then the 
representation f u in the basis {lil~}~=l .....,I has at least 2n - k nonzero components. 
(Otherwise, we could compute u using fewer than 2n-  k multiplications, which 
:ontradicts the lemma.) Let L denote the subspace generated by {zi}~=0,...,k-~. Then, 
~(L) = 2n - k, dim L = k: [] 
Corollary 1.4. M(3)=9.  
Proof. ~ There is no linear code over Z2 of length 8, dimension 5and weight 3 (n = 4, 
Cc = 5), since that violates the Hamming bound, which states the following: 
If F is a finite field with q elements, and L_  F"  is a linear code, then 
/ L(o,(L)-I)/2J 1)i) 
m-d im L>~lgq~ i~o (7 )  (q -  
see [7, p. 83]). 
Indeed, 8 -5<192(1+8) .  [] 
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