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Abstract
Two sets of new characterizations for normal matrices and EP matrices are presented,
which are derived through ranks and generalized inverses of matrices.
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1. New characterizations for normal matrices
Anm×m complex matrixA is said to be normal ifAA∗ = A∗A, whereA∗ = AT
denotes the conjugate transpose of A; said to be EP if range(A∗) = range(A). There
are many equivalent conditions in the literature for a square matrix to be normal and
EP, respectively. The two papers [8,9] collect nearly 90 conditions on a square com-
plex matrix equivalent to its being normal. Various equivalent conditions for matrix
to be EP are scattered in the literature; see, e.g., [1–4,10–15,17–24]. In this paper,
we present two sets of new equivalent conditions for a matrix to be normal and EP
respectively through the Moore–Penrose inverse and group inverse of matrix. Most
of the results are found when we consider ranks and ranges of matrix expressions
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consisting of square matrices and their Moore–Penrose inverses and group inverses.
These new characterizations for normal matrices and EP matrices can be used to
simplify various matrix expressions involving Moore–Penrose inverses and group
inverses of matrices.
For anm× n complex matrixA, the Moore–Penrose inverseA† ofA is the unique
n×m matrix X satisfying the following four Penrose equations:
(i) AXA = A, (ii) XAX = X, (iii) (AX)∗ = AX, (iv) (XA)∗ = XA,
where (·)∗ denotes the conjugate transpose of a matrix. The group inverse of a square
matrix A with rank(A) = rank(A2) is the unique matrix X satisfying the following
three matrix equations:
(i) AXA = A, (ii) XAX = X, (iii) AX = XA
and is denoted by X = A#.
Throughout this paper, r(A) and R(A) denote the rank and the range (column
space) of matrix A, respectively; PA = AA† denotes the orthogonal projector onto
the range of A; [A,B] denotes a row block matrix consisting of the two blocks A
and B.
We first present some equivalent conditions which have appeared in the literature
for a square matrix to be normal. They will be used in the sequel.
Lemma 1.1. Let A be an m×m complex matrix. Then the following five statements
are equivalent:
(a) A is normal,
(b) [9] there are unitary U and diagonal D such that A = U∗DU,
(c) [9] tr[(AA∗)2] = tr[A2(A∗)2],
(d) [17,19] A†A = AA† and A†A∗ = A∗A†,
(e) R(A∗) = R(A) and AA∗A2 = A2A∗A.
The equivalence of Lemma 1.1(d) and (e) follows from the two facts that A†A =
AA† is equivalent to R(A∗) = R(A) (see [2]) and A†A∗ = A∗A† is equivalent to
AA∗A2 = A2A∗A (see [12]). Lemma 1.1(d) implies that the normality of matrix can
be characterized by some equalities involving the Moore–Penrose.
Lemma 1.2 [16]. Let A, B, C and D be m× n, m× k, l × n and l × k matrices,
respectively. Then
r
[
A B
C 0
]
= r(B)+ r(C)+ r[(Im − BB†)A(In − C†C)]. (1.1)
If R(B) ⊆ R(A) and R(C∗) ⊆ R(A∗), then
r
[
A B
C D
]
= r(A)+ r(D − CA†B). (1.2)
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The matrix D − CA†B is called the Schur complement of A in
[
A B
C D
]
; see [5].
Since A∗(A∗AA∗)†A∗ = A† (see [38]), R(A∗) = R(A∗AA∗) and R(A) =
R(AA∗A), it can be derived from (1.2) that
r(D − CA†B) = r
[
A∗AA∗ A∗B
CA∗ D
]
− r(A). (1.3)
Let C = [C1, C2], B =
[
B1
B2
]
and A =
[
A1 0
0 A2
]
. Then (1.3) becomes
r(D − C1A†1B1 − C2A†2B2)
= r

A
∗
1A1A
∗
1 0 A
∗
1B1
0 A∗2A2A∗2 A∗2B2
C1A
∗
1 C2A
∗
2 D

− r(A1)− r(A2), (1.4)
see also [24,33].
Another rank formula used in the sequel is
r
[
A B
B A
]
= r(A+ B)+ r(A− B), (1.5)
which is derived from the following decomposition:
1
2
[
Im Im
Im −Im
] [
A B
B A
] [
In In
In −In
]
=
[
A+ B 0
0 A− B
]
.
In addition, the following properties (see [2,4,23]) are used for simplifying vari-
ous matrix expressions:
R(B) ⊆ R(A)⇐⇒ AA†B = B, (1.6)
r(AB) = r(A)⇐⇒ R(AB) = R(A), (1.7)
r(AB) = r(B)⇐⇒ R[(AB)∗] = R(B∗), (1.8)
R(A) = R(AA∗) = R(AA∗A) = R(AA†) = R[(A†)∗], (1.9)
R(A∗) = R(A∗A) = R(A∗AA∗) = R(A†) = R(A†A), (1.10)
AA† = A†A⇐⇒ R(A) = R(A∗), i.e., A is EP, (1.11)
R(A) ⊆ R(P ∗) and R(A∗) ⊆ R(Q) ⇒ r(PAQ) = r(A), (1.12)
R(A1) = R(A2) and R(B1) = R(B2) ⇒ r[A1, B1] = r[A2, B2]. (1.13)
Theorem 1.3. Let A be an m×m complex matrix. Then the following ten state-
ments are equivalent:
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(a) A is normal,
(b) A(AA∗A)† = (AA∗A)†A,
(c) PAA
∗APA = AA∗ (or PA∗A∗APA∗ = AA∗),
(d) A(A∗ + A†) = (A∗ + A†)A,
(e) A†(A+ λA∗) = (A+ λA∗)A† for some complex number λ /= 0,
(f) A# exists and A#A∗ = A∗A#,
(g) A∗A(AA∗)†A∗A = AA∗ (or AA∗(A∗A)†AA∗ = A∗A),
(h) 2AA∗(AA∗ + A∗A)†AA∗ = AA∗ (or 2A∗A(AA∗ + A∗A)†A∗A = A∗A),
(i) R
[
AA∗
A∗A
]
= R
[
A∗A
AA∗
]
, i.e., there is X such that AA∗X = A∗A and A∗AX =
AA∗,
(j) R
[
A
(A†)∗
]
= R
[
A∗
A†
]
, i.e., there is X such that AX = A∗ and (A†)∗X = A†.
Proof. (a)⇔ (b). IfA is normal, then it can factor asA = U∗DU by Lemma 1.1(b).
Hence AA∗A = U∗DDDU , (AA∗A)† = U∗D†D†D†U and
A(AA∗A)† = U∗D†D†U = U∗D†D†U = (AA∗A)†A.
Thus (b) is implied by (a). It can be seen by (1.7), (1.9) and (1.10) that
R[A(AA∗A)†] = R[A(AA∗A)∗] = R(AA∗AA∗) = R(A) (1.14)
and
R[(AA∗A)†A] = R[(AA∗A)†(AA∗A)] = R[(AA∗A)∗] = R(A∗). (1.15)
If A satisfies (b), then R(A) = R(A∗) by (1.9) and (1.10), and then A†A = AA†
by (1.11). Take conjugate transpose of A(AA∗A)† = (AA∗A)†A to yield (A∗AA∗)†
A∗ = A∗(A∗AA∗)†. Pre- and post-multiply both sides byA∗ and applyA∗(A∗AA∗)†
A∗ = A† to yield A†A∗ = A∗A†. Hence A is normal according to Lemma 1.1(d).
Also by (1.4):
r[A(AA∗A)† − (AA∗A)†A]
= r

(A
∗AA∗)(AA∗A)(A∗AA∗) 0 A∗AA∗
0 −(A∗AA∗)(AA∗A)(A∗AA∗) (A∗AA∗)A
A(A∗AA∗) A∗AA∗ 0


− 2r(A∗AA∗)
= r



A
∗A 0 0
0 A∗AA∗ 0
0 0 Im



A
∗AA∗A 0 A∗
0 −AA∗AA∗ A
A A∗ 0


×

A
∗AA∗ 0 0
0 AA∗ 0
0 0 Im



− 2r(A)
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= r

A
∗AA∗A 0 A∗
0 −AA∗AA∗ A
A A∗ 0

− 2r(A) (by (1.12))
= r

A
∗AA∗A 0 A∗
AA∗A2 0 A
A A∗ 0

− 2r(A)
= r

(A
∗A)2 − (A∗)2A2 0 A∗
0 0 A
A A∗ 0

− 2r(A)
= r

(A
∗A)2 − (A∗)2A2 A∗ 0
A 0 A∗
0 A 0

− 2r(A)
= r
[
(A∗A)2 − (A∗)2A2 A∗(Im − A†A)
(Im − A†A)A 0
]
(by (1.1)). (1.16)
This rank equality implies that A(AA∗A)† = (AA∗A)†A if and only if (A∗A)2 =
(A∗)2A2 and R(A∗) = R(A), which is equivalent to the normality of A by Lemma
1.1(c).
(a)⇔ (c). IfA is normal, then PAA∗APA = AA†A∗AAA† = A∗A = AA∗, which
is the equality in (c). Pre- and post-multiply both sides of (c) by A∗ and A to
yield (A∗)2A2 = (A∗A)2, which implies the normality of A by Lemma 1.1(c). The
equivalence of (a) and (c) can also be derived from the following rank equality
r(PAA
∗APA − AA∗) = r[(A∗A)2 − (A∗)2A2].
This equality can be proved by (1.3).
(a) ⇔ (d). If A is normal, it satisfies (d). Note that both AA∗ and AA† are Hermi-
tian and nonnegative definite. Hence
r[A(A∗ + A†)] r(A) and r[A(A∗ + A†)] = r(AA∗ + AA†)
 r(AA∗) = r(A),
which implies r[A(A∗ + A†)] = r(A) and thenR[A(A∗ + A†)] = R(A). Similarly,
one can show r[(A∗ + A†)A] = r(A). Also note that
(A∗ + A†)A = [A∗ + A∗(A∗AA∗)†A∗]A = A∗[Im + (A∗AA∗)†A∗]A.
Thus,R[(A∗ + A†)A] = R(A∗). Hence if A satisfies (d), thenR(A) = R(A∗), i.e.,
AA† = A†A, and (d) reduces to AA∗ = A∗A.
(a) ⇔ (e). By (1.4) and block Gaussian elimination,
r[A†(A+ λA∗)− (A+ λA∗)A†]
= r

A
∗AA∗ 0 A∗(A+ λA∗)
0 −A∗AA∗ A∗
A∗ (A+ λA∗)A∗ 0

− 2r(A)
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= r

A
∗AA∗ A∗(A+ λA∗)AA∗ A∗(A+ λA∗)
0 0 A∗
A∗ (A+ λA∗)A∗ 0

− 2r(A)
= r

 0 A
∗(A+ λA∗)AA∗ − A∗A(A+ λA∗)A∗ A∗(A+ λA∗)
0 0 A∗
A∗ (A+ λA∗)A∗ 0

− 2r(A)
= r

 0 λ(A
∗)2AA∗ − λA∗A(A∗)2 A∗A
0 0 A∗
A∗ AA∗ 0

− 2r(A)
= r

AA
∗A2 − A2A∗A 0 AA∗
0 0 A
A∗A A 0

− 2r(A) (cancel λ and take conjugate
transpose)
= r

AA
∗A2 − A2A∗A AA∗ 0
A∗A 0 A
0 A 0

− 2r(A)
= r
[
AA∗A2 − A2A∗A AA∗(Im − A†A)
(Im − AA†)A∗A 0
]
(by (1.1)). (1.17)
Thus it can be seen by (1.6) that the equality in (d) holds if and only if AA∗A2 =
A2A∗A and R(A) = R(A∗), which is equivalent to the normality of A by Lemma
1.1(e).
(e) ⇔ (f). If A# exists, then r(A) = r(A2). Hence R(A) = R(A2) = R(A3) and
R(A∗) = R[(A2)∗] = R[(A3)∗]. In addition,A# can be expressed asA# = A(A3)†A
(see, e.g., [2, p. 165]). Hence by (1.4)
r(A∗A# − A#A∗) = r[A∗A(A3)†A− A(A3)†AA∗]
= r

 A
3 0 A
0 −A3 AA∗
A∗A A 0

− 2r(A3)
= r

 A
3 0 A
A2A∗A 0 AA∗
A∗A A 0

− 2r(A)
= r

 0 0 AA2A∗A− AA∗A2 0 AA∗
A∗A A 0

− 2r(A)
= r

A
2A∗A− AA∗A2 AA∗ 0
A∗A 0 A
0 A 0

− 2r(A)
S. Cheng, Y. Tian / Linear Algebra and its Applications 375 (2003) 181–195 187
= r
[
A2A∗A− AA∗A2 AA∗(Im − A†A)
(Im − AA†)A∗A 0
]
(by (1.1)). (1.18)
When λ /= 0 and A# exists, combining (1.17) and (1.18) gives an interesting rank
equality
r[A†(A+ λA∗)− (A+ λA∗)A†] = r(A∗A# − A#A∗). (1.19)
The equality (1.19) implies that (e) and (f) are equivalent.
(a) ⇔ (g). If A is normal, the equality in (g) is satisfied. On the contrary,
(g) clearly implies R(A) = R(A∗). Hence it follows by (1.2) that
r
[
AA∗ A∗A
A∗A AA∗
]
= r(AA∗)+ r[AA∗ − A∗A(AA∗)†A∗A] = r(A). (1.20)
On the other hand, it can be seen from (1.5) and R(A) = R(A∗) that
r
[
AA∗ A∗A
A∗A AA∗
]
=r(AA∗ + A∗A)+ r(AA∗ − A∗A)
=r[A, A∗] + r(AA∗ − A∗A)
=r(A)+ r(AA∗ − A∗A). (1.21)
The combination of (1.20) and (1.21) yields AA∗ − A∗A = 0, i.e., A is normal.
(a) ⇔ (h). Normality of A implies (h). Note that R(AA∗) ⊆ R(AA∗ + A∗A).
Thus by (1.2)
r[AA∗ − 2AA∗(AA∗ + A∗A)†AA∗] = r
[
AA∗ + A∗A AA∗
2AA∗ AA∗
]
− r(AA∗ + A∗A)
= r
[
A∗A− AA∗ 0
0 AA∗
]
− r[A,A∗]
= r(A∗A− AA∗)+ r(A)− r[A, A∗]. (1.22)
Applying (1.6) to R(AA∗) ⊆ R(AA∗ + A∗A) gives
AA∗(AA∗ + A∗A)†(AA∗ + A∗A) = AA∗.
Thus
AA∗(AA∗ + A∗A)†AA∗ = AA∗ − AA∗(AA∗ + A∗A)†A∗A
and
AA∗ − 2AA∗(AA∗ + A∗A)†AA∗
= AA∗ − 2AA∗ + 2AA∗(AA∗ + A∗A)†A∗A
= −AA∗ + 2AA∗(AA∗ + A∗A)†A∗A.
Hence 2AA∗(AA∗ + A∗A)†AA∗ = AA∗ is equivalent to 2AA∗(AA∗ + A∗A)†
A∗A = AA∗. The latter implies R(A) = R(A∗). Combining this fact and the rank
equality (1.22) shows that if A satisfies (h), then AA∗ = A∗A.
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(a) ⇔ (i). Normality of A implies (i). If A satisfies the range equality in (i), then
r
[
AA∗ A∗A
A∗A AA∗
]
= r
[
AA∗
A∗A
]
= r[A, A∗]. (1.23)
On the other hand, we also obtain by (1.5) that
r
[
AA∗ A∗A
A∗A AA∗
]
=r(AA∗ + A∗A)+ r(AA∗ − A∗A)
=r[A,A∗] + r(AA∗ − A∗A). (1.24)
Combining (1.23) and (1.24) yields AA∗ = A∗A.
(a) ⇔ (j). It is easy to verify that
r
[
A
(A†)∗
]
= r
[
AA∗AA∗
(A†)∗A∗AA∗
]
= r
[
AA∗AA∗
AA∗
]
,
r
[
A∗
A†
]
= r
[
A∗AA∗A
A†AA∗A
]
= r
[
A∗AA∗A
A∗A
]
.
Hence
R
[
A
(A†)∗
]
= R
[
AA∗AA∗
AA∗
]
and R
[
A∗
A†
]
= R
[
A∗AA∗A
A∗A
]
.
Thus the range equality in (j) is equivalent to
R
[
AA∗AA∗
AA∗
]
= R
[
A∗AA∗A
A∗A
]
, (1.25)
which, in turn, is equivalent to
r
[
AA∗ A∗A
AA∗AA∗ A∗AA∗A
]
= r
[
AA∗
AA∗AA∗
]
.
Simplifying the both sides yields
r
[
AA∗ 0
0 AA∗AA∗ − AA∗A∗A
]
= r(A).
Hence (AA∗)2 = AA∗A∗A and tr[(AA∗)2] = tr(AA∗A∗A) = tr[A2(A∗)2], which
implies the normality of A by Lemma 1.1(c). If A is normal, then (1.25) holds. 
The conditions in Theorem 1.3 can be extended to some general forms. For
example, Theorem 1.3(b) can be extended to
A(AA∗AA∗A)† = (AA∗AA∗A)†A, (1.26)
which is also equivalent to the normality of A. Theorem 1.3(d) can be extended to
A(A∗AA∗ + A†) = (A∗AA∗ + A†)A. (1.27)
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Theorem 1.3(e) can be extended to
A†(Ak + λA∗) = (Ak + λA∗)A† for some integer k  2 and λ /= 0 (1.28)
and
A†(A# + λA∗) = (A# + λA∗)A† for some λ /= 0. (1.29)
Theorem 1.3(f) can be extended to
A#(A∗AA∗) = (A∗AA∗)A#. (1.30)
The conditions (1.27)–(1.30) are all equivalent to the normality of A.
A matrix M is called a partial isometry if M† = M∗, i.e., M = MM∗M . The
condition 61 in [9] asserts that A is normal if and only if A†A∗ is a partial isometry.
This equivalence, however, is not true in general. For example, let A =
[
0 1
0 0
]
.
Then A†A∗ = (A∗)2 = 0. Hence A†A∗ is a partial isometry, but AA∗ /= A∗A. Note
that a matrix M is a partial isometry if and only if r(M −MM∗M) = 0. When
M = A†A∗,
M −MM∗M = A†A∗ − A†A∗(A†A∗)∗A†A∗
= A†A∗ − A†A∗A(A†)∗A†A∗
= A†A∗ − A†A∗A(AA∗)†A∗.
It can be found by (1.3) or (1.4) that
r[A†A∗ − A†A∗A(AA∗)†A∗] = r[(AA∗)2 − (A∗)2A2] + r(A2)− r(A).
This rank equality implies that A†A∗ is a partial isometry if and only if r[(AA∗)2 −
(A∗)2A2] = r(A)− r(A2). Therefore, the condition 61 in [9] should be improved
as: A is normal if and only if r(A) = r(A2) and A†A∗ is a partial isometry.
2. New characterizations for EP matrices
In this section, we present a set of new characterizations for EP matrices through
the Moore–Penrose inverse and group inverse. Some known equivalent conditions
for a matrix to be EP are listed.
Lemma 2.1. Let A be an m×m complex matrix. Then the following statements are
equivalent:
(a) A is EP,
(b) A∗ is EP,
(c) r[A,A∗] = r(A),
(d) A† is EP,
(e) AA† = A†A,
(f) A† = A#.
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Lemma 2.1(e) and (f) imply that EP matrix can be characterized by some equali-
ties involving the Moore–Penrose inverse and group inverse. More results like them
are given in Theorem 2.3.
Lemma 2.2 [24, 35]. Let A be an m× n matrix and P and Q be two m×m and
n× n idempotent matrices, respectively. Then PA− AQ satisfies the rank equality
r(PA− AQ) = r
[
PA
Q
]
+ r[AQ,P ] − r(P )− r(Q). (2.1)
The rank formula (2.1) implies that PA = AQ if and only ifR(AQ) ⊆ R(P ) and
R[(PA)∗] ⊆ R(Q∗). Eq. (2.1) can also be used to establish various rank equalities
for matrix expressions involving the Moore–Penrose inverse and group inverse.
Theorem 2.3. Let A be an m×m complex matrix. Then the following twelve state-
ments are equivalent:
(a) A is EP,
(b) (AA†)2 = A2(A†)2,
(c) (A†A)2 = (A†)2A2,
(d) r(A) = r(A2) and PAA∗A = A∗APA,
(e) r(A) = r(A2) and PA∗AA∗ = AA∗PA∗ ,
(f) r(A) = r(A2) and PA(AA∗ − A∗A) = (AA∗ − A∗A)PA,
(g) r(A) = r(A2) and PA∗(AA∗ − A∗A) = (AA∗ − A∗A)PA∗ ,
(h) A∗A#A+ AA#A∗ = 2A∗,
(i) A†A#A+ AA#A† = 2A†,
(j) APA + PA∗A = 2A,
(k) APA + (APA)∗ = A+ A∗,
(l) PA∗A+ (PA∗A)∗ = A+ A∗.
Proof. (a) ⇔ (b) and (a) ⇔ (c). If A is EP, then AA† = A†A by Lemma 2.1(e).
Hence (AA†)2 = A(A†A)A† = A2(A†)2. Thus (b) is implied by (a). Note that
(AA†)2 = AA†. If A satisfies (b), then AA† = A2(A†)2. Post-multiply both sides
by AA∗ and apply AA†A = A and A†AA∗ = A∗ to yield AA∗ = A2A†A∗. Then it
follows by (1.4) that
r(AA∗ − A2A†A∗) = r
[
A∗AA∗ A∗A∗
A2A∗ AA∗
]
− r(A). (2.2)
Observe that[
A∗AA∗
A2A∗
]
(A†)∗ =
[
A∗A
A2
]
and
[
A∗A
A2
]
A∗ =
[
A∗AA∗
A2A∗
]
.
Hence R
[
A∗AA∗
A2A∗
]
= R
[
A∗A
A2
]
. According to (1.12), (2.2) is reduced to
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r(AA∗ − A2A†A∗)= r
[
A∗A A∗A∗
A2 AA∗
]
− r(A)
= r
([
A∗
A
]
[A,A∗]
)
− r(A)
= r([A,A∗]∗[A,A∗])− r(A)
= r[A,A∗] − r(A).
Hence AA∗ = A2A†A∗ is equivalent to r[A,A∗] = r(A). The latter implies (a) by
Lemma 2.1(a) and (c). The equivalence of (a) and (c) can be shown through the rank
equality r(A∗A− A∗A†A2) = r[A∗, A] − r(A).
(a) ⇔ (d). Note that PA is idempotent. It follows by (2.1) that
r(PAA
∗A− A∗APA)=r
[
PAA
∗A
PA
]
+ r[A∗APA, PA] − 2r(PA)
=r
[
(A∗)2A
A∗
]
+ r[A∗A2, A] − 2r(A)
=2r[A∗A2, A] − 2r(A). (2.3)
If A is EP, then the right side of (2.3) is zero. Hence (d) follows. If PAA∗A =
A∗APA, then r[A∗A2, A] = r(A) by (2.3). If r(A2) = r(A), then A# exits. Hence
r[A∗A2, A] = r[A∗A2A#A†, A] = r[A∗, A]. Thus if (d) holds, then A is normal by
Lemma 2.1(a) and (c). The equivalence of (a) and (e) can be shown similarly.
(a) ⇔ (f) and (a) ⇔ (g). It can also be found by (2.1) that
r[PA(AA∗ − A∗A)− (AA∗ − A∗A)PA] = 2r[A∗, A] − 2r(A),
r[PA∗(AA∗ − A∗A)− (AA∗ − A∗A)PA∗ ] = 2r[A∗, A] − 2r(A).
Let the right sides of the above two rank equalities be zero. Then the equivalences
of (a), (f) and (g) follow.
(a) ⇔ (h) and (a) ⇔ (i). By (1.4) and block Gaussian elimination:
r(2A∗ − A∗A#A− AA#A∗)= r[2A∗ − A∗A(A3)†A2 − A2(A3)†AA∗]
= r

 A
3 0 A2
0 A3 AA∗
A∗A A2 2A∗

− 2r(A3)
= r

 0 0 A
2
−AA∗A A3 AA∗
A∗A A2 2A∗

− 2r(A)
= r

 0 0 A
2
0 0 −AA∗
−A∗A A2 2A∗

− 2r(A)
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= r

 0 0 A0 0 A∗
A∗ A 0

− 2r(A)
= 2r[A∗, A] − 2r(A).
Let the right side be zero. Then the equivalence of (a) and (h) follows from Lemma
2.1(a) and (c). The equivalence of (a) and (i) can be shown by a similar approach.
(a) ⇔ (j). If A is EP, then A2A† = A†A2 = A. Thus A2A† + A†A2 = 2A, the
equality in (j). Conversely, by (1.4), (1.1) and block Gaussian elimination:
r(2A− A2A† − A†A2)
= r

A
∗A 0 A∗
0 AA∗ A2
A2 A∗ 2A

− 2r(A)
= r

 0 0 A
∗
−A3 AA∗ A2
−A2 A∗ 2A

− 2r(A)
= r

 0 0 A
∗
0 0 −A2
−A2 A∗ 2A

− 2r(A)
= r

 0 0 A
∗
0 0 A2
A∗ A2 A

− 2r(A)
= r
[
0 A2(Im − AA†)
(Im − A†A)A2 (Im − A†A)A(Im − AA†)
]
(by (1.1)).
If A2A† + A†A2 = 2A, then the three blocks on the right side of the above equality
are zero. Hence
A3A† = A2, A†A3 = A2 and A+ A†A3A† = A†A2 + A2A†. (2.4)
Substitute A3A† = A2 into the third equality in (2.4) to yield A = A†A2, which
implies that R(A∗) = R(A), i.e., A is EP.
(a) ⇔ (k) and (a) ⇔ (l). Write A+ A∗ − A2A† − (A2A†)∗ as
A+ A∗ − A2A† − (A2A†)∗ = A(Im − AA†)+ (Im − AA†)A∗.
Note that
R[A(Im − AA†)] ∩R[(Im − AA†)A∗] = {0}.
Hence
r[A+ A∗ − A2A† − (A2A†)∗] = r[A(Im − AA†)] + r[(Im − AA†)A∗]
= 2r[A∗, A] − 2r(A).
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Let the equality be zero. Then the equivalence of (a) and (k) follows from Lemma
2.1(a) and (c). The equivalence of (a) and (l) can be shown similarly. 
Remark 2.4. The equivalent conditions presented in the paper for normal and EP
matrices are found when we consider ranks and ranges of various matrix expres-
sions involving generalized inverses. It is expected that many more results can be
derived for normal and EP matrices through various rank equalities. Moreover, one
can also use rank equalities to characterize bi-normal matrices (i.e., (AA∗)(A∗A) =
(A∗A)(AA∗)), star-dagger matrices (i.e., A∗A† = A†A∗), bi-dagger matrices (i.e.,
(A2)† = (A†)2), bi-EP matrices (i.e., (AA†)(A†A) = (A†A)(AA†)), conjugate EP
matrices (i.e., AA† = A†A), K-EP matrices (i.e., R(A) = R(KA∗)) and power EP
matrices (i.e.,R(Ak) ⊆ R(A∗) andR[(Ak)∗] ⊆ R(A)). Also observe that the results
in Theorems 1.3 and 2.3 are just equalities consisting of A, A∗, A† and A#. It is
natural to consider their possible extension to normal and EP operators on Hilbert
spaces and C∗-algebras.
Remark 2.5. A common work in matrix theory is to give necessary and sufficient
conditions such that two matrices equal. This kind of problems can be widely pro-
posed and studied in theory and practice. Obviously, any two matrices A and B
of the same size are equal if and only if r(A− B) = 0. This statement seems quite
trivial. If, however, one can find some nontrivial formulas for the rank ofA− B, then
necessary and sufficient conditions such that A = B can be derived from these rank
formulas. The basic tool for establishing rank equalities is block Gaussian elimina-
tion. This simple and universal method can be applied to investigate the relationship
between any two matrix expressions that involve generalized inverses of matrices.
Several known results are listed:
r(AkA† − A†Ak) = r
[
Ak
A∗
]
+ r[Ak,A∗] − 2r(A),
r(A†A# − A#A†) = 2r[A,A∗] − 2r(A),
r(A∗A† − A†A∗) = r(AA∗A2 − A2A∗A),
r(AA∗A# − A#A∗A) = r(A3A∗A− AA∗A3),
r(AB − ABB†A†AB) = r[A∗, B] + r(AB)− r(A)− r(B),
r(A†ABB† − BB†A†A) = 2r[A∗, B] + 2r(AB)− 2r(A)− 2r(B),
r[(AB)† − B†A† + B†T †A†] = r
[
AB
ABB∗B
]
+ r[AB,AA∗AB] − 2r(AB),
r[(AB)† −B†(A†ABB†)†A†] = r
[
AB
ABB∗B
]
+ r[AB, AA∗AB] − 2r(AB),
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r
(
[A,B]† −
[
A†
B†
])
= r[AA∗B,BB∗A],
r
(
[A,B]†[A, B] −
[
A†A 0
0 B†B
])
= r(A)+ r(B)− r[A,B],
where T = (In − BB†)(In − A†A) (see [24,25,30,31,34]). Let the right sides of the
above rank equalities be zero and simplify, one can immediately obtain necessary and
sufficient conditions such that the matrices on the left sides are zero. Needless to say,
this is a quite fertile research field in the theory of generalized inverses. Hundreds of
rank equalities and their consequences have been derived by Tian and his co-authors.
It is expected that many more valuable rank equalities for matrices and their gener-
alized inverses can be found routinely, and various remarkable consequences for
matrices and generalized inverses can be derived from these rank equalities. Various
matrix techniques for establishing rank equalities can be found in a series of recent
papers [6,7,24–37].
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