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Abstract—This paper proposes a novel load balancing scheme,
for an operator-deployed cellular-WLAN heterogeneous network
(HetNet), where the user association is controlled by employing
cell breathing technique for the WLAN network. This scheme,
eliminates the complex coordination and additional signalling
overheads between the users and the network, by allowing the
users to simply associate with the available WLAN networks
similar to the traditional WLAN-first association, without making
complex association decisions. Thus, this scheme can be easily
implemented in an existing operator-deployed cellular-WLAN
HetNet. The performance of the proposed scheme is evaluated in
terms of load distribution between cellular and WLAN networks,
user fairness, and system throughput, which demonstrates the
superiority of the proposed scheme in load distribution and user
fairness while optimising the system throughput. In addition, a
cellular-WLAN interworking architecture and signalling proce-
dures are proposed for implementing the proposed load balancing
schemes in an operator-deployed cellular-WLAN HetNet.
Index Terms—Heterogeneous Networks, Multi-RAT, Cellular,
WLAN, Load Balancing, Cell Breathing.
I. INTRODUCTION
The explosive growth of wireless data-traffic causes huge
challenges for the wireless network operators to significantly
increase the network capacity. One of the most promising
solutions for this challenge is the heterogeneous network
(HetNet) architecture. A HetNet may consist of different sizes
of cells with different radio access technologies (RATs), with
overlapping coverage that complement each other [1]. In
this regard, off-loading mobile data traffic to Wireless Local
Area Network (WLAN) becomes increasingly popular among
cellular network operators. This is due to the fact that the
utilisation of unlicensed spectrum in WiFi brings additional
bandwidth resources, instead of sharing the much scared
and costly cellular frequency spectrum for small cells. Thus,
cellular network operators have already started using WiFi
to meet the capacity demands in their cellular networks [2].
However, there are many challenges related to the operation
of such integrated cellular-WLAN HetNet. One of the major
challenges is optimally balancing the load between cellular
and WLAN networks [3]–[5].
Traditionally, in cellular-WLAN HetNet, the user equipment
(UE) always tries to connect to WiFi, if there is a WiFi cov-
erage available, regardless of the status of the WiFi network,
which is known as WLAN-first network selection [6]. This
kind of simple scheme can be beneficial to legacy cellular
networks (e.g., 2G and 3G networks), which have relatively
low system capacity compared to WiFi. However, capacity
of the latest cellular network (e.g., LTE) is relatively higher.
Moreover, latest cellular networks are relatively more efficient
in terms of the spectral-efficiency (SE). Therefore, off-loading
all data traffic to WiFi in the dual coverage area may not
always be advantageous; especially, when the user density is
much higher under the WiFi coverage.
In order to overcome the shortcoming of mainstream
WLAN-first scheme, some load balancing schemes have been
proposed in literature. Notably, a load balancing scheme based
on fuzzy logic algorithm is proposed in [3] for a 3G and
WLAN HetNet, which focuses on the utilisation fairness. In
[4], the authors propose a load balancing algorithm to improve
network utilisation and call blocking probability. A policy
based resource management framework is presented in [5]
for cellular-WLAN integrated networks, which improves the
network utilisation by dynamically balancing the offered traffic
load via admission control and vertical handoff.
However, most of the existing schemes are user-centric. Al-
though, such distributed user-centric schemes can be advanta-
geous for uncoordinated cellular-WLAN HetNet, they impose
additional complexity to the limited hardware resources on
user terminals. In addition, such schemes add more signalling
overhead to the network and the scared wireless link, in
order to enable distributed decision making process. However,
in a coordinated (i.e., an operator-deployed) cellular-WLAN
HetNet, it is beneficial to balance the network load in a
centralised network-centric scheme. This is due to the fact
that the up-to-date network and user related information can be
efficiently gathered within the network without overloading the
scared wireless link. In addition, the network-centric approach
alleviates complex decision making process on the UE, which
has much less hardware resources compared to the network
equipment (NE).
Recently, in [7] the authors investigate the application of
Cell Range Expansion (CRE) in WiFi network to optimise the
load balance in a cellular-WiFi HetNet. The CRE technique is
2primarily developed to balance the load in single-RAT HetNet
(e.g., LTE macro-femto HetNet), where small-cells in a single
RAT HetNet have relatively very small coverage compared
to the macro-cells; and thus, attract very few users. In such
circumstances, the load can be balanced by applying some
biasing to the received power from small-cells (i.e, the received
signal from the small cell is multiplied by a bias-factor before
comparing it for cell association), which is referred to as CRE
[8], [9].
However, applying CRE in multi-RAT HetNet such as
cellular-WLAN HetNet is questionable, due to the fact that this
technique can only work for a system where the user terminal
compares the received signal strength (RSS) from all potential
point of attachments (POAs) in order to make the association
decision. However, just comparing RSS to make association
decision in multi-RAT HetNet is not practical due to the fact
that in reality, different RATs employ different multiple access
schemes at MAC layer, even though they may employ the
same physical layer (PHY) technique (e.g., OFDM-PHY in
LTE and WiFi). The difference between cellular and WLAN in
MAC layer techniques has a considerable impact on the users’
perceived throughput as well as on the system performance
of each RAT. In addition, the study in [7] does not consider
hot-spot deployment of WiFi APs. Moreover, it assumes that
the WiFi access points (APs) operate same as femto-cells
except they utilise different carrier frequency. However, since
WiFi is a random access technology, these assumptions are
questionable in practical cellular-WLAN HetNet.
Considering the above limitations in the existing solutions,
in this paper, we propose a novel load balancing scheme,
where the user association is controlled by employing cell
breathing technique to the WLAN networks. In this scheme,
the coverage of the WiFi AP is optimally adjusted according to
the objective of the optimisation. Thus, the users can associate
to the available strongest WiFi AP similar to the traditional
WLAN-first scheme, without making any complex network
selection decisions.
The rest of the paper is organised as follows. Section II
describes the considered system model and user association
schemes in detail. The optimisation problem is formulated in
Section III. A suboptimal heuristic algorithm with less com-
putational complexity is proposed in Section IV. In Section
V, the performances of the considered association schemes
are compared and analysed. Then in Section VI, a practical
implementation scenario of the proposed scheme is presented.
Finally, Section VII concludes the paper.
II. SYSTEM MODEL
In this section, first, we discuss the considered cellular-
WLAN HetNet and the main assumptions in detail; then the
considered user association method and the user throughput
estimation model are provided. Fig. 1 depicts the considered
system model. The main assumptions are as follows:
1) Network architecture: A cellular-WLAN HetNet that
comprises of Orthogonal Frequency Division Multiplexing
(OFDM) based cellular macro-cells overlaid with the coverage
of multiple WiFi APs per macro-cell. The macro base stations
Fig. 1: Considered system model
(BSs) are deployed in a hexagonal grid with a fixed inter site
distance (ISD) of D. The WiFi APs are randomly deployed
with the average density of λw APs per macro-cell. Typically,
in an operator-deployed cellular-WLAN HetNet, the WiFi APs
are deployed in areas where the user density is high (i.e., hot-
spot zones), in order to ease traffic burden on the cellular
network. Hence, the users in the coverage area are divided
into two categories: one is the hot-spot users who have both
cellular and WiFi coverage; and the other one is non-hot-spot
users who have only cellular coverage.
2) User distribution: The users are assumed to be randomly
deployed with the total density of λu per macro-cell, with
the ratio of hot-spot users to non-hot-spot users being r. This
scenario coincides with the evaluation scenario 2a of 3GPP
specification TR 36.872 [10].
3) Traffic model: According to Ericsson Mobility Report
[11], by the end of 2016 mobile data traffic accounted for
more than 95% of total mobile traffic (voice + data). The data
traffic grew around 50% year-on-year from 2011 to 2016, and
it is expected to grow around the same rate in the future.
At the same time, the growth of voice traffic was almost
flat during the same period, and expected to be same in the
future. In addition, most of the mobile data traffic is best-effort
traffic such as video, audio, social networking, web browsing,
software download, and file sharing. Only a small fraction of
data traffic is real-time (e.g., VoIP). Thus, in our work we only
consider best-effort data traffic, which is some times referred
to as saturated or full-buffer traffic. We consider a downlink
scenario, where each user downloads data from its serving cell
(i.e., BS or AP) at a maximum achievable data-rate.
4) Resource allocation in cellular system: Typically, in
cellular network, the resources are allocated by a centralised
network entity, such as BS. Thus, it is assumed that the system
bandwidth in cellular network is allocated by the BS according
to the underlying resource allocation scheme (i.e., according
to the outcome of optimisation process).
5) Resource allocation in WiFi system: In contrast to the
cellular network, in WiFi, the resources are randomly accessed
by the UEs. Thus, it is assumed that WiFi operates under the
default random access scheme, called Distributed Coordination
Function (DCF).
3A. User association
In this subsection, first, we introduce the notations that
are used for the following analysis. To this end, we denote
C = {1, ......,M} and A = {1, ......, N} be the set of cellular
macro-cells and WiFi APs in the considered coverage area,
respectively. Let U = {1, ......,K} denote the set of users
within the considered coverage area. In our system model,
there is a total number of (M + N ) POAs (i.e., BS or
AP), which refers to both macro-cells and the WiFi access
points. We use index i to identify each of these POAs.
To this end, i = 1, ...,M are used for macro-cells, while
i = M + 1, ...,M + N are used for WiFi access points. We
assume that a user is associated to a single POA at a time
(also referred to as unique association). A binary variable xi,k
indicates the user association such that xi,k = 1 when the user
k is associated with POA i, otherwise xi,k = 0.
In this paper, the user association is considered to be
similar to the traditional association scheme for cellular-
WLAN HetNet, called WLAN-first. In WLAN-first scheme,
the users always select WiFi whenever the WiFi coverage is
available [6]. However, the association region of a WiFi AP
can be controlled by cell breathing, where the power of beacon
signal of the AP is reduced, thus limiting the coverage of the
AP without reducing the transmit power of the traffic signal
[12]. This will allow the AP to control the number of users
associated with it, without suffering degraded signal quality.
Fig. 1 shows an example of congested WiFi AP limiting the
number of associated users with cell breathing.
The following analysis describes the above user association
for the considered system model. Let P ri,k represent the
received power of user k from POA i which is given as
P ri,k = P
t
i gi,k, (1)
where P ti is the transmit power of POA i and gi,k is the
channel power gain from the POA i to user k, which is given
by
gi,k = L0
(
di,k
d0
)−αi
, (2)
where L0 is the path loss at the reference distance d0, αi is
the pathloss exponent, and di,k is the distance from POA i to
user k. The reference path loss L0 is typically considered as
a free space path loss at unit distance; hence,
L0 =
( ω
4π
)2
, (3)
where ω is the wavelength of the signal. The above channel
model is a simple yet sufficient tool to characterise the multi-
RAT system for trade-off analysis without the complexity
of small-scale power fluctuations caused by shadowing and
fast fading, thus leading to simpler analysis [13]. However,
the short term fading effects can be taken into account by
introducing an appropriate fading margin or an additional
random variable directly into the channel power gain function
(2).
From the received power obtained by (1), the POA of user
k can be identified as follows:
POAk =
arg maxi:i∈AyiP
r
i,k, if max(yiP ri,k) ≥ P rth ∀i ∈ A,
arg max
i:i∈C
P ri,k, otherwise,
(4)
where yi (≤ 1) is the power reduction factor that is used
to reduce the beacon power of the AP i. P rth represents the
minimum required received power threshold (i.e., receiver
sensitivity) to successfully establish the connection with the
WiFi AP.
B. User throughput
In this subsection, we model the user achieved throughput.
First, lets find the value of the association indicator xi,k ∀i, k,
which is given as
xi,k =
{
1, if POAk = i,
0, otherwise.
(5)
Since the resource allocation amongst the attached users in cel-
lular and WiFi is different (i.e., centralised scheduled resource
allocation in macro-cell, while the resources are randomly
accessed in WiFi), the user achieved throughput model for
cellular and WiFi will be different. Therefore, first, we model
the user throughput of a user associated with a cellular BS.
Hence, for the analysis that follows, let γj,k represent the
perceived Signal to Interference plus Noise Ratio (SINR) of
the user k associated with the macro-cell j ∈ C, which is given
by
γj,k =
P rj,k
Ij,k + σ2j,k
, (6)
where Ij,k is the total interference power and σ2j,k is the noise
power. Considering frequency re-use of one for the macro-
cells, the interference power will be
Ij,k =
∑
l∈C\j
P rl,k. (7)
Note that here the interference is only considered from the
neighbouring macro-cells, not within the macro-cell, since we
assume orthogonal resource allocation amongst the associated
users within the macro-cell. In addition, there is no interfer-
ence between cellular and WiFi, since typically different RATs
utilise orthogonal carrier frequency. Let bj,k be the portion
of the bandwidth allocated to the user k from the system
bandwidth Bj of macro-cell j. Thus, the noise power will
be
σ2j,k = bj,kBjN0, (8)
where N0 is the noise power spectral density. Thus, the
throughput of user k associated with the macro-cell j will
be
Rj,k = bj,kBj log2(1 +
γj,k
ηcphy
)ηcmac, (9)
where ηcphy is the system efficiency of cellular network, which
is determined by the efficiency of the practical modulation and
coding scheme used in the PHY layer, and ηcmac reflects the
system efficiency at MAC layer due to the signaling overheads.
4In contrast to the cellular network, the radio channel is
randomly accessed in WiFi network. This random access
method is called DCF. A detailed theoretical analysis of DCF
mechanism is given in [14]. However, in [14], only single
physical layer (PHY) transmission rate is considered. The
performance analysis of multi-rate WiFi is carried out in [15]
and [16]. In these works, it has been shown that under the DCF
mechanism, the throughput of all users attached to the same
WiFi AP will be equal and lower than the PHY rate of the
lowest rate user. This is referred to as Performance anomaly.
The reason for this performance anomaly is that the underlying
CSMA/CA mechanism of WiFi, which guarantees equal long
term channel access probability for all users [15]. Hence, the
WiFi is classified as the throughput fair access network in
[17]. Although the users attached to the same AP achieve
same throughput, different user combinations (i.e., number of
users attached to the AP and their channel conditions) result
in distinct throughput values [17]. Hence, the users associated
with different WiFi AP may have different throughput. Thus,
in this paper, it is considered that within an AP coverage,
the channel is randomly accessed with equal opportunity, and
there is no interference amongst the users attached to the same
AP. However, similar to the cellular system, there will be
interference from the neighbouring APs, since all APs utilise
the same frequency spectrum. Hence, similar to the cellular
system, the perceived SINR of a user k associated with the
WiFi AP jˆ ∈ A, can be obtained by
γjˆ,k =
P r
jˆ,k
Ijˆ,k + σ
2
jˆ
, (10)
where σ2
jˆ
is the noise power and Ijˆ,k is the total interference
power, which is given by
Ijˆ,k =
∑
l∈A\jˆ
P rl,k. (11)
However, in contrast to the cellular system, the whole band-
width is dedicated to a single user at a given instant of time.
Thus, the instantaneous noise power will be
σ2
jˆ
= BjˆN0, (12)
where Bjˆ is the system bandwidth of WiFi AP jˆ. Hence, the
instantaneous achievable rate of the user k associated with the
WiFi AP jˆ during the reception of the data frame is
βjˆ,k = Bjˆ log2(1 +
γjˆ,k
ηaphy
)ηamac, (13)
where ηaphy is the PHY layer efficiency of WiFi system, which
is determined by the efficiency of the practical modulation
and coding scheme, and ηamac reflects the system efficiency
at MAC layer of WiFi network due to the DCF access
mechanism. Let L be the frame length in bits; hence, the time
duration of the user k to receive a frame from AP jˆ is
τjˆ,k =
L
βjˆ,k
. (14)
Thus, the total throughput of WiFi AP jˆ will be
Rjˆ =
∑
kˆ∈U
xjˆ,kˆL∑
kˆ∈U
xjˆ,kˆτjˆ,kˆ
=
∑
kˆ∈U
xjˆ,kˆ∑
kˆ∈U
xjˆ,kˆ
βjˆ,kˆ
.
(15)
Hence, the throughput of a user k associated with the AP jˆ is
Rjˆ,k =
1∑
kˆ∈U
xjˆ,kˆ
βjˆ,kˆ
. (16)
Therefore, the general expression of throughput of user k will
be
Rk =

xi,kbi,kBi log2(1 +
γi,k
ηc
phy
)ηcmac, if i ∈ C,
xi,kBiη
a
mac∑
k∈U
xi,k
log2(1 +
γi,k
ηa
phy
)
, if i ∈ A. (17)
III. PROBLEM FORMULATION
Considering a utility function perspective, we assume that
user k obtains utility Uk(Rk) when the user throughput is
Rk, where Uk(.) is a utility function. Thus, we formulate the
general optimisation problem that maximises the aggregated
utility function, which involves jointly finding the optimal
power reduction factor yi for WiFi AP i ∈ A and bandwidth
allocation factor bi,k for each user k associated with cellular
BS i ∈ C as follows:
max
y,b
∑
k∈U
Uk(Rk),
s.t.
∑
i∈A∪C
xi,k = 1, ∀ k ∈ U ,∑
k∈U
bi,k ≤ 1, ∀ i ∈ C,
0 < yi ≤ 1, ∀ i ∈ A.
(18)
Using a linear utility function for the above optimisation
problem results in a trivial solution, where each AP serves
only one UE which has the strongest channel condition,
while the BS allocates all the resources to one user with
the best channel condition. Although, the linear utility can
produce optimal system throughput, it will lead to very unfair
resource allocation, as a result most of the users will have
zero throughput. Thus, it is not a desirable solution. However,
instead of using linear utility function, using a logarithmic
utility function naturally achieve load balancing and some
5fairness among the user throughput (i.e., proportional-fair).
Hence, the utility function can be updated as follows:
Uk(Rk) = log(Rk). (19)
In addition, it has been proven that the logarithmic utility
function reduces the complexity of the optimisation, since
the optimal bandwidth allocation for logarithmic utility is
equal allocation [8]. Hence, the user throughput with equal
bandwidth allocation will be
ck =

xi,kBi log2(1 +
γi,k
ηc
phy
)ηcmac∑
k∈U
xi,k
, if i ∈ C,
xi,kBiη
a
mac∑
k∈U
xi,k
log2(1 +
γi,k
ηa
phy
)
, if i ∈ A.
(20)
As a result, the optimisation problem is reduced to only finding
the optimal power reduction factor yi for WiFi AP i ∈ A.
Thus, the new optimisation problem is
max
y
∑
k∈U
Uk(Rk) =
∑
k∈U
log(Rk),
s.t.
∑
i∈A∪C
xi,k = 1, ∀ k ∈ U
0 < yi ≤ 1, ∀ i ∈ A.
(21)
IV. SUB-OPTIMAL HEURISTIC APPROACH
The problem in the above section is combinatorial due
to the binary variable xi,k (i.e., unique association). Hence,
the complexity of brute force algorithm to find the optimal
solution y is O((ymax/δ)N ) where ymax is the maximum
power reduction factor and δ is the step size of power reduction
per iteration. In order to reduce the complexity of the above
problem, we propose a heuristic algorithm where the power
reduction is carried out to all APs at each iteration, based
on a weighted approximation. Typically, the optimal power
reduction factor is influenced by two main factors: one is the
AP location relative to BS location; and the second one is the
current load of the AP relative to the BS load (i.e., ratio of
users attached to AP and BS). Hence, we define two weighting
factors wdi and wli that represent the weights associated to the
AP location relative to BS location and the current load of the
AP relative to the BS load, respectively, such that:
wdi = c1di,j + c2, (22)
wli(t) = c3
∑
k∈U
xi,k(t− 1)∑
k∈U
xj,k(t− 1)
, (23)
where j ∈ C is the corresponding macro BS of AP i ∈ A, and
di,j is the distance of AP i from BS j, and c1, c2 and c3 are
some constants. Note, that the parameter wdi is independent
from the current load, hence it will be constant (assuming that
the locations of APs and BS are constant). However, wli can
change depending on the current load, which in turn can vary
depending on the applied power reduction to the AP. Hence,
wli will change for every iteration t. Thus, the power reduction
factor will be incremented for all APs i ∈ A for each iteration
t as follows:
yi(t) = yi(t− 1) + {ψdwdi + ψlwli(t− 1)}δ, (24)
where ψd and ψl are some weighting constants that are used to
adjust the importance of wdi and wli according to their influence
over the optimal power reduction factor; such that ψd+ψl = 1.
The proposed heuristic algorithm is given in Algorithm 1.
Algorithm 1 Proposed Heuristic Algorithm
1: Input: Channel State Information (CSI) of all UEs
2: Initialise the iteration ID t = 0
3: Initialise the power reduction factor yi(t) = 0, ∀i ∈ A
4: Set power reduction factor incremental step size δ
5: Compute wdi , ∀i ∈ A by (22)
6: Set a termination flag TermFlag = FALSE
7: Obtain xi,k ∀k ∈ U from (4) and (5)
8: Compute utility U(t) =
∑
k∈U
log(Rk) by (20)
9: do
10: {
11: t = t+ 1
12: Compute wli(t), ∀i ∈ A by (23)
13: Update yi(t), ∀i ∈ A by (24)
14: Obtain xi,k ∀k ∈ U from (4) and (5)
15: Compute utility U(t) =
∑
k∈U
log(Rk) by (20)
16: if max{yi(t)} > ymax then
17: TermFlag = TRUE
18: end if
19: }
20: while (TermFlag);
21: yi(t∗) = argmax
t
U(t)
22: Output yi(t∗), ∀i ∈ A
V. PERFORMANCE EVALUATION
In this section, performance of the proposed scheme is
evaluated, and the results are analysed and compared with
three benchmark schemes, namely; WLAN-first, Max-RX, and
CRE. In addition, the complexity of the proposed heuristic
algorithm is analysed and compared to the optimal algorithm.
The performances are evaluated through multiple random
simulations and the results are averaged over the random
iterations. Three performance metrics are analysed, namely;
system throughput, user fairness, and load distribution between
the cellular and WLAN, which reflect the system performance,
fairness among the users, and load balancing in the network,
respectively. Three different scenarios are considered for this
evaluation. In the first scenario, the user density λu varies
from 50 to 250 users per BS with a fixed AP density of 3
6APs per BS (i.e., λw = 3) and a fixed hot-spot user ratio of
10 (i.e., r = 10). In the second scenario, the user density and
AP density are fixed such that λu = 100 and λw = 3, but the
hot-spot user ratio r varies from 2.5-25. Similarly, in the third
scenario, the user density and the hot-spot user ratio are fixed
such that λu = 100 and r = 10, but the WiFi AP density λw
varies from 1-5.
For the system efficiency parameters of cellular network
ηcmac and ηcphy , the values of 0.75 and 1.25 dB are used
(same as the bandwidth and SINR efficiencies of AWGN
channel as given in [18]), respectively. For the WiFi network,
the value of ηaphy is considered to be equal to ηcphy , since
WiFi also has OFDM PHY. However, the value of ηamac
is considered to be much lower than ηbmac due the high
overheads of CSMA/CA and DCF mechanisms of WiFi [15].
In [19], it has been observed that the achieved throughput of an
802.11g WiFi AP is nearly 50% lower compared to the given
transmission rate. Therefore, the value of ηamac is considered
as 0.5. Moreover, for the proposed heuristic algorithm, the
values for the constants and the weighting factors are set as
follows: c1 = 0.02, c2 = 10, c3 = 0.3, ψd = 0.2 and ψl = 0.8.
The rest of the system parameters are listed in Table I.
For the benchmark scheme of WLAN-first, it is assumed
that the UE will always be associated to WiFi if there is
a WiFi coverage. In the Max-RX scheme, the UE will be
associated to the POA (i.e., either cellular or WiFi) that has
the strongest received signal. Similarly, in CRE scheme the UE
will be associated to the POA that has the strongest biased
received signal. In [7], it has been shown that the optimal
biasing values for out-of-band (e.g., cellular-WiFi) off-loading
is about 20-25dB for a small cell density five times that of a
macrocell. Thus, for this evaluations, we apply 20dB biasing
towards WiFi signals for CRE scheme.
TABLE I: System Parameter Settings
Parameter Notation Value
Macro BS ISD D 1000 m
AP density per BS λw Variable (1-5)
User density per BS λu Variable (50-250)
Hot-spot user ratio r Variable (2.5-25)
Cellular carrier wave length ωc 0.150m (2GHz)
WiFi carrier wave length ωa 0.125m (2.4GHz)
Path loss exponent of cellular αi(∀i ∈ C) 3.5
Path loss exponent of WiFi αi(∀i ∈ A) 4
Cellular carrier bandwidth Bj(∀j ∈ C) 10 MHz
WiFi carrier bandwidth Bjˆ(∀jˆ ∈ A) 10 MHz
Noise power spectral density N0 -174 dBm/Hz
BS transmit power P tj (∀j ∈ C) 46 dBm
AP transmit power P t
jˆ
(∀jˆ ∈ A) 23 dBm
WiFi receiver sensitivity P r
th
-100 dBm
A. System throughput
Fig. 2-4 show the system performance in terms of system
throughput against varying user density λu, hot-spot user
ratio r, and AP density λw, respectively. In these figures,
the considered network association schemes are denoted as
follows: the optimal system throughput scheme in (18) is
denoted as “Opt-SysTP”; the optimal log utility scheme in
(21) is denoted as “Opt-Util”; the proposed heuristic scheme
in Algorithm 1 is denoted as “Heu-Alg”, respectively.
In Fig. 2, we can observe that the system throughput is
almost fixed for the Opt-Util, Heu-Alg, CRE and WLAN-First
schemes, regardless of the number of users in the system. This
is due to the fact that the considered traffic model is full-
buffer. However, in the Opt-SysTP and Max-RX schemes, the
system throughput increases as the number of users increases
at the beginning and then it tends to saturates to a fixed value.
The increment at the beginning is seen as a result of increased
spacial diversity of users that provides better channel condition
between some users and the BS/AP. Moreover, this figure
clearly demonstrates the inefficiency of mainstream WLAN-
first scheme in terms of system performance. This is due to
the fact that in WLAN-first scheme, all users under WiFi
coverage will be served by the WiFi AP. In addition, WiFi AP
will be highly congested due to high user density in the hot-
spot area. This leads to unbalanced load distribution between
BS and APs, where the WiFi APs are highly loaded while
the cellular BS is not fully utilised. Similarly, performance
of the CRE scheme also very low, and it is almost equal
to the WLAN-first. This is due to the fact that in CRE,
UEs are steered toward WiFi, which leads to more UEs
attached to the WiFi than cellular in the considered scenario.
The performance of Opt-SysTP is superior as expected, and
the Max-RX also performs very well in terms of system
throughput. However, they significantly lack in terms of user
fairness, which will be discussed in detail in the following
subsection. The performance of the Opt-Util and the Heu-
Alg fall between the two extreme of Opt-SysTP and WLAN-
First. This is due to the fact that both of these schemes try to
maximise the system throughput while attaining certain level
of fairness among the users. In addition, we can observe from
all these figures that the performance of the proposed heuristic
scheme is almost identical to the optimal log utility scheme,
which is achieved with much less complexity as explained
later in this section.
In Fig. 3, we can observe that the system throughput of
WLAN-first scheme does not change against the increased
hot-spot user ratio. In the other schemes, there is a slight
improvement at the beginning and then it tends to saturate.
In addition, we can observe that the performance of Opt-Util
and the Heu-Alg is equal to the performance of WLAN-first at
low hot-spot user ratio. This is due to the fact that at low hot-
spot user ratio, the number of users under the WIFi coverage
will be very low due to relatively small coverage of WiFi
AP compared to the cellular BS. Hence, serving all the users
within the coverage of WiFi AP will be the best option for the
considered utility optimisation. At the same time, extending
the coverage of WiFi degrade the performance even below
WLAN-First as seen in the case of CRE, at the beginning. In
contrast to the Fig. 2 and 3, in Fig. 4, we can see that the
system performance in terms of system throughput continues
to increase as the number of WiFi AP per BS increases. This
is due to the fact that the increased number of APs introduces
additional resources into the system, hence the overall system
performance increases in all schemes. In summary, the relative
performances of all the schemes in the considered three
7scenarios are similar (i.e., WLAN-First scheme demonstrates
the worst performance, while the performance of CRE is closer
to WLAN-First, and the Opt-SysTP demonstrates the best
performance, while the performance of Max-RX is closer to
Opt-SysTP, and the performance of the Opt-Util and Heu-Alg
fall between those cases).
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Fig. 2: System throughput vs. Number of users
0 5 10 15 20 25
0
2
4
6
8
10
12
14
16
18
x 107
Hot-spot user density ratio (r)
Sy
st
em
 th
ro
ug
hp
ut
 (b
ps
)
 
 
WLAN-First
Max-RX
CRE
Opt-SysTP
Opt-Util
Heu-Alg
Fig. 3: System throughput vs. Hot-spot user density ratio
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Fig. 4: System throughput vs. Number of WiFi AP per BS
B. Fairness of user throughput
The user fairness is evaluated in terms of GINI coefficient
of user throughput. Fig. 5-7 show the performance in terms
of GINI coefficients against varying user density λu, hot-spot
user ratio r, and AP density λw, respectively. From Fig. 5-
7, we can notice that WLAN-First scheme demonstrates the
best performance in terms of fairness. Note that the lower
the GINI coefficient the fairer the system. The reason behind
this observation is that the users served by the WiFi APs will
inherently have equal throughput due to the underlying random
access scheme. Since most of the users will be served by WiFi
APs in WLAN-First, most of the users will be served with
equal throughput. As a result, the WLAN-First demonstrates
better fairness. However, it leads to lower system throughput
as explained earlier. On the other hand, in the Opt-SysTP and
Max-RX schemes, only few UEs will be served by the WiFi
APs. Hence, those users will have much higher throughput
than the users served by the BS. As a result, these schemes
demonstrates the worst performance in terms of fairness. The
performances of Opt-Util and Heu-Alg are lower than WLAN-
First, however they are much closer to WLAN-First. Although,
the performance of CRE is much better than Max-RX and
lower than Opt-Util and Heu-Alg. This is due to the fact that
in the proposed Opt-Util and Heu-Alg, the coverage of each
AP optimally adjusted based on the current load and their
location relative to the BS, whereas in CRE, a fixed bias is
applied to all APs regardless of their load and location. Thus,
the proposed scheme performs better.
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Fig. 5: GINI coefficient of user rate vs. Number of users
C. Load distribution between cellular and WiFi
We evaluate the load distribution between the cellular and
WiFi in terms of the percentage of the users served by WiFi
APs in the system. Fig. 8-10 show the performance in terms of
percentage of the users served by WiFi APs against varying
user density λu, hot-spot user ratio r, and AP density λw,
respectively. From Fig. 8, we can observe that the percentage
of WiFi users does not change with increased number of users
for all schemes as expected. As we can see in this figure, about
65% and 61% of the users are served by the WiFi in WLAN-
First and CRE schemes, respectively. On the other hand, only
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Fig. 6: GINI coefficient of user rate vs. Hot-spot user
density ratio
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Fig. 7: GINI coefficient of user rate vs. Number of WiFi
AP per BS
less than 10% is served by WiFi in Opt-SysTP and Max-RX. In
Opt-Util and Heu-Alg schemes the percentage of WiFi users
is about 50%. Considering that in this scenario, there are 3
WiFi APs per cellular BS and the BS has high transmission
power with higher system efficiency than the WiFi APs, this
load distribution can be considered as a fair load distribution.
In Fig. 9, we can observe that the percentage of WiFi users
increases with increased hot-spot user ratio in all schemes.
This is due to the fact that there will be more users under the
WiFi coverage area with increased hot-spot user ratio. Simi-
larly, in Fig. 10 also the percentage of WiFi users increases
with the increased WiFi APs in all schemes. However, this
is due to the increased WiFi resources in the system. In both
these scenarios, Opt-Util and Heu-Alg schemes demonstrate
better load balancing between cellular and WiFi compared to
the other schemes.
D. Analysis of computational complexity
In this subsection, we analyse the computational complexity
of the Heu-Alg scheme and compare it with Opt-Util scheme,
since both of the schemes demonstrate desired system per-
formances. Fig. 11 shows the computational complexity of
both schemes in terms of number of iteration required to find
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users
0 5 10 15 20 25
0
10
20
30
40
50
60
70
80
90
Hot-spot user density ratio (r)
%
 o
f u
se
rs
 s
er
ve
d 
by
 W
iF
i
 
 
WLAN-First
Max-RX
CRE
Opt-SysTP
Opt-Util
Heu-Alg
Fig. 9: Percentage of users served by WiFi vs. Hot-spot
user density ratio
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Fig. 10: Percentage of users served by WiFi vs. Number of
WiFi AP per BS
the optimal solution with increased number of APs per BS.
The complexity of the Opt-Util exponentially increases with
respect to the number of APs per BS, where as in the Heu-
Alg scheme it decreases with increased APs. Notably, the
complexity is higher for the Heu-Alg when the AP density
is less than 2 per BS. However, with higher AP density, the
Heu-Alg scheme requires much less iterations compared to
9the Opt-Util scheme. This is due to the fact that in the Heu-
Alg scheme, the power reduction factor is incremented based
on the current load distribution and the location of AP with
respect to the BS. Hence, if there are only few APs per BS,
the power reduction factor will be incremented with smaller
value due to much less variation of the load distribution in each
iteration. However, with higher number of APs per BS the load
variation for each iteration will be considerably higher. Hence
the power reduction factor will be incremented at higher rate,
until it reaches to the maximum value for at least one AP. Thus,
the number of iteration required decreases with the increased
AP density for the proposed Heu-Alg scheme.
1 1.5 2 2.5 3 3.5 4 4.5 5
101
102
103
104
105
106
WiFi AP density per BS (λ
w
)
Av
er
ag
e 
nu
m
be
r o
f i
te
ra
tio
n
 
 Opt-Util
Heu-Alg
Fig. 11: Percentage of users served by WiFi vs. Number of
WiFi AP per BS
VI. PRACTICAL IMPLEMENTATION SCENARIO
In this section, we propose an interworking architecture for
implementing the proposed load balancing schemes. To this
end, this section first describes the existing cellular-WLAN
interworking solutions, followed by the proposed cellular-
WLAN (particularly, LTE-WiFi). Then the detailed descrip-
tion of signalling procedures for the proposed interworking
architecture is given.
A. Existing Cellular-WLAN Interworking Solutions
As mentioned earlier, in order to cope with the dramatic
growth of cellular data traffic, mobile operators seek for
cost-effective and easily deployable solutions to increase the
capacity of their networks. One of these solutions is to use
WiFi networks to off-load the cellular network. However,
there are several challenges in integrating WiFi network to
the cellular network, due to the architectural and technical
differences of both RATs. To this end, the latest standardiza-
tion work by 3GPP pays lots of attention to the integration of
WiFi to LTE, including trusted access to cellular services for
WiFi-only devices, seamless WiFi-LTE handover, and ANDSF.
Especially, in 3GPP Release 12 and 13 solutions for tighter
coupling between LTE and WiFi at RAN level have been
investigated. The are numerous advantages of such integration,
ranging from transfer of simple network assistance information
to fully centralised radio resource management [20]–[22].
Although, the current 3GPP integration options can provide
better integration of multi-RAT network, they are not as
flexible to enable efficient multi-RAT connectivity at the RAN
level of an already deployed cellular-WLAN HetNet as one
would expect. For example, by convention, all user data in
LTE is represented as IP packets, and all IP packets are
hauled with a fixed QoS level through their respective EPS-
bearers, which act like virtual circuits. As a result, the LTE
network internally operates as a circuit-switched system, while
externally appearing to be packet-switched [13]. Although,
this provides the flexibility that the cellular system requires,
it is very different from how IP works. As a result, no
external IP traffic from the users is actually allowed inside
the LTE network, which has significant implications on LTE-
WiFi integration [13].
Moreover, most of the existing solutions for integrating cel-
lular network with WLAN network, such as 3GPP I-WLAN,
ANDSF, and HotSpot2.0 mainly focus on the integration of
the core network [2]. Although, this kind of integration is
beneficial for integrating multiple networks that are owned
by different network operators, the lack of integration in the
RAN leads to a suboptimal system performance gain from off-
loading process of the cellular traffic to the WLAN. This is
due to the fact that the current solutions in the standard mainly
provide long term network centric information to the users in
order to facilitate intelligent network selection by the users.
However, the dynamic network status such as current network
load and channel conditions are not shared with the users to
make such intelligent network selection decision. For example,
ANDSF provides a useful framework for distributing flexible
operator-defined network selection information and policies.
However, the dynamic network status information which could
be used to improve the network selection decisions by the UE
is not captured in the current iteration of ANDSF [2].
To this end, in [13] the authors have introduced an network
entity called AAGW, which mirrors 3GPP functionalities into a
WLAN RAT and vice-versa. As a result, the WiFi AP appears
as an eNodeB to the LTE core network, which enables tighter
integration of WiFi to LTE network. However, to realise the
proposed solution, there is a need for change in the network
architecture due to the introduction of AAGW. In addition,
UE will need a special driver installed, and the UE needs to
know the IP address of the nearest AAGW through an external
mechanism such as ANDSF. Thus, in the following subsection,
we propose an interworking architecture to implement the
proposed off-loading scheme, which does not require any
changes to the UE, and only requires a software update to
the network entity such as eNodeB and AP. Therefore, the
proposed solution can be easily implemented in an already
deployed cellular-WLAN HetNet.
B. Proposed Cellular-WLAN Interworking Architecture
In this subsection, a network architecture is proposed, which
comply with the current standard approach for integrating
WLAN network with the 3GPP network according to the
current 3GPP standard. Notably, a logical signalling link
is introduced in the interworking architecture between the
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Fig. 12: Cellular-WLAN Interworking Architecture
eNodeB and the WiFi APs under the converge of that eNodeB.
This link is called WLAN Logical Signalling Link (WLSL).
Fig. 12 depicts the proposed architecture with WLSL. Since
LTE is an all IP network, and the considered HetNet is an
operator deployed one, it is possible to create a signalling
link between the WiFi APs and the eNodeB with logical IP
or VPN, through existing backhaul transport network. Thus,
the proposed WLSL does not require any additional direct
physical communication links between the eNodeB and WiFi
AP; hence, it can be implemented cost effectively in the
existing HetNet.
The main advantage of this WLSL is that it enables close co-
ordination at the RAN side of the network, without introducing
any external entity or complex network upgrades. Moreover,
this link enables the eNodeB to act as a central controller
to perform optimal traffic steering between the eNodeB and
the WiFi APs. For example, the eNodeB can be updated
dynamically with the information regarding the current load
of the APs and the channel condition of the attached UEs of
the APs. With these information, the eNodeB can perform
optimal traffic steering by optimising the coverage area of
each AP under the coverage of that eNodeB by updating the
power reduction factor of each AP for cell breathing. However,
to make use of the proposed WLSL, the AP and eNodeB
require some software changes. In addition, there will be some
difficulties in implementing the WLSL, when the LTE, WLAN
and backhaul networks are owned and operated by different
providers. Moreover, for the future deployments of integrated
cellular-WLAN HetNet, this interworking architecture may
not be necessary to implement the proposed load balancing
scheme, since the future cellular networks are expected to
have tighter coordination with WLAN including the RAN side.
In such networks, the proposed load balancing scheme can
be easily incorporated as a part of network operation. Nev-
ertheless, the proposed architecture provides a cost-effective
and immediate solution for the existing (i.e., already deployed
and operational) cellular-WLAN HetNet, to implement the
proposed cell breathing scheme.
C. Signalling Procedure for the Proposed Interworking Archi-
tecture
Fig. 13 shows the signaling procedure for two use cases; one
is the service arrival at the WiFi coverage area; and the other
one is the handover of active secession from eNodeB to WiFi
AP. In the case of new session arrival at WLAN coverage
area, first, the UE listen to the WiFi beacons to find the
availability of WLAN networks. If there is a WiFi coverage,
the UE sends connection request to the WiFi AP. Since this is
a new service request, the UE has to be authenticated for the
purpose of security and billing. Therefore, the WiFi AP sends
an authentication request to the core network (i.e., EPC). This
authentication procedure can follow the standard approach
such as the one defined in 3GPP I-WNAL standard. Once
the UE is authenticated, the EPC sends the acknowledgement
to the WiFi AP. Then the AP responds to the connection
request to the UE. Once the connection between the UE and
the AP is established, the user traffic is routed to the EPC
via the WAG according to the standard procedure. At this
point, the WiFi AP updates its current status to the eNodeB
via the WLSL. This triggers the optimisation process in the
eNodeB, which optimises the coverage of the APs under its
coverage. Then the eNodeB sends the updated AP coverage
adjustment (e.g., power reduction factor) to each AP. Then the
APs adjust their coverage accordingly. It is worth noting that
the coverage of WiFi AP is adjusted by only changing the
beacon power. Hence, if the coverage of a WiFi AP become
small, the existing active sessions will not be effected by this
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Fig. 13: Signalling Procedure for new Service Arrival at WLAN, and Handover from Cellular to WLAN
action. However, any new session arrivals or handover requests
will be effected.
In the case of active secession handover, when the UE
enters to the WLAN coverage area, it scans for the WiFi
beacons to find the available WiFi APs. Once the UE identifies
the availability of WiFi coverage, it sends the connection
request to the WiFi AP. In this case, the AP does not need
to authenticate the UE since it is already have authenticated
with EPC via eNodeB. Therefore, the WiFi AP immediately
responds to the connection request of the UE and establishes
the connection with the UE. Note that at this point, the UE
have active connections with both eNodeB and WiFi AP. This
kind of handover is called “soft handover”. Then the UE
requests the eNodeB to handover the active session to the
new connection via WiFi. Since this is a inter-RAT handover,
the eNodeB cannot simply switch the connection. Hence,
the eNodeB forwards the request to EPC. The EPC re-route
the traffic through the new connection, and notify the UE,
and completes the handover. The traffic re-routing of this
handover can be done according to the existing protocols such
as “mobile IP”. Once the handover is completed, similar to
the previous case, the AP updated its status to the eNodeB via
WLSL, and the eNodeB carries out the optimisation process
and update the coverage of the APs.
VII. CONCLUSION
In this paper, we proposed a novel load balancing scheme
for an operator-deployed cellular-WLAN HetNet. In this
scheme, the user association is controlled by employing cell
breathing technique for the WLAN network. Hence, the users
can simply associate with available strong WiFi AP without
making complex association decision, since the computational
complexity is limited to the network only. This makes this
scheme easily implementable in existing cellular-WLAN Het-
Net. The objective of the proposed scheme is to optimise
the system throughput while ensuring certain level of fairness
amongst the users and balance the load between cellular and
WLAN. We proposed a suboptimal heuristic algorithm in order
to reduce the complexity of the optimisation process. The
performance of the proposed scheme is evaluated in terms of
system throughput, user fairness and load distribution between
cellular and WLAN networks, and compared with three bench-
mark schemes such as WLAN-First, Max-RX and CRE. The
simulation results show that the proposed scheme demonstrates
better load distribution and user fairness while optimising the
system throughput. For example, in the proposed scheme about
50% of the users are served by the WiFi APs compared to
65% and 61% of the users are served by the WiFi in WLAN-
First and CRE schemes, respectively. On the other hand, just
less than 10% is served by WiFi in Max-RX. In addition,
the proposed heuristic algorithm achieves similar performance
with reduced complexity compared to the optimal scheme. For
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example, with 5 APs in the system, the proposed heuristic
algorithm only requires less than 100 iterations, while the ex-
haustive search requires more than 105 iterations. Moreover, an
interworking architecture is proposed with detailed signalling
procedures in order to facilitate the implementation of the
proposed scheme on an existing operator-deployed cellular-
WLAN HetNet.
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