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Використання базової основи модуля для факторизації великих чисел 
методом ферма  
С. Д. Винничук, Є. В. Максименко, В. П. Романенко 
Метод Ферма вважається кращим при факторизації чисел N=pq у 
випадку близьких p і q. Обчислювальна складність базового алгоритму методу 
визначається кількістю пробних значень Х при вирішенні рівняння Y2=X2-N, а 
також складністю арифметичних операцій. Для її зниження запропоновано в 
якості допустимих розглядати ті з пробних Х, для яких (X2-N)modbb є 
квадратним залишком по модулю bb, названого базовым. При використанні 
базової основи модуля bb число пробних Х зменшується в число раз, близьке до 
Z(N,bb)=bb/bb





-Nmodb)modb, а Z – коефіцієнт прискорення.  
Визначено, що на величину Z(N,bb) впливають значения залишків Nmodp 
(при р=2 використовуються залишки Nmod8). Запропоновано постановку 
задачі пошуку bb з максимальным Z(N,bb) при обмеженях на обсяг пам’яті 
ЕОМ, де визначаються показники степенів простих чисел – множників bb, та 
спосіб її вирішення.  
Для зменшення числа арифметичних операцій з великими числами 
попонується замість таких виконувати операції зі значеннями різниць між 
найближчими значеннями елементів множини Т. Тоді арифметичні операції 
множення і додавання з великими числами виконуються рідко. А якщо 
квадратний корінь з X2-N визначати тільки у випадках, коли значення 
(X
2
-N)modb будуть квадратними залишками для багатьох різних основ модуля 
b, то обчислювальною складністю цієї операції можна знехтувати.  
Встановлено, що тоді запропонований модифікований алгоритм методу 
Ферма для чисел 21024 забезпечує зниження обчислювальної складності в 
порівнянні з базовим алгоритмом в середньому в 107 раз 
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1. Вступ
На даний час питання захисту інформації відносяться до одних з
найбільш актуальних. Одним зі способів її вирішення є зашифрування 
інформації. Серед способів шифрування широке застосування набув 
асиметричний криптоалгоритм (АКА) RSA. Його криптографічна стійкість 
зумовлена складністю розкладання на множники великих чисел N= ,p q  де p і q 
– прості. В роботах [1, 2] показано, що відомі приклади компрометації RSA
алгоритму працюють тільки для окремих його реалізацій, та, як правило, у









На даний час розроблено багато методів факторизації, серед яких до 
найбільш вживаних відносять методи решета числового поля (GNFS), 
квадратичного решета (QS), -метод Поларда та метод Ферма [3–6]. При цьому 
вважається, що кожен з цих методів є найкращим (найбільш ефективним в 
смислі обчислювальної складності) для своєї області використання. Так метод 
Ферма є найбільш ефективним при достатньо близьких значеннях простих 
множників p і q. -метод Поларда найбільш ефективний при достатньо малому 
значенні одного з множників. За виключенням областей значень N, де найбільш 
ефективними є методи Ферма чи -метод Поларда, метод квадратичного решета 
найбільш ефективний для N<10110 [4], а при N>10110 найбільш ефективним є 
метод решета числового поля. Тому розробка модифікацій таких методів, що 
дозволяють знизити обчислювальну складність довільного з таких методів, на 
етапі криптографічного аналізу АКА RSA забезпечить більшу надійність ключа 
шифрування. Слід також відмітити, що і QS і GNFS є різновидностями методу 
факторних баз, що є узагальненням методу факторизації Ферма. Тому метод 
Ферма займає особливе положення серед відомих методів факторизації, а 
дослідження, пов’язані зі зниженням обчислювальної складності алгоритму 
його реалізації можуть бути актуальними і для інших методів. 
 
2. Аналіз літературних даних та постановка проблеми 
Загальновідомо, що метод Ферма використовується тільки для близьких за 
значенням множників p і q числа N. Область його застосування є достатньо 
вузькою. Основні ідеї, пов’язані зі зниженням обчислювальної складності 
алгоритму, що його реалізує, пропонувалися та досліжувалися відносно давно і 
приведені в роботі [9]. 
Згідно класичного варіанту алгоритму методу Ферма [10, 11], для 
визначення значень p і q вирішується рівняння 
 
2 2, X N Y            (1) 
 
де X і Y – цілі додатні числа. 
Невідома Х представляється у вигляді 
 
  01 .      i iX N x x k          (2) 
 
Рішення рівняння (1) отримують перебором значень k=0, 1, 2, …, до тих 
пір, поки залишок 2 X N  не виявиться повним квадратом цілого числа. Якщо 
рішення (1) отримано при  
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Основним недоліком методу факторизації Ферма є необхідність 
багатократного виконання арифметично-складних операцій піднесення до 
квадрату, віднімання та обчислення квадратного кореня для великих чисел, що 
визначає його обчислювальну складність. При цьому слід розрізняти такі 
складові проблеми високої обчислювальної складності базового алгоритму: 
1) велика кількість Х, для яких слід перевіряти співвідношення (1); 
2) значна обчислювальна складність операції визначення квадратного 
кореня з багаторозрядних чисел; 
3) висока обчислювальна складність операцій множення та додавання 
багаторозрядних чисел. 
У більшості відомих варіантів зниження обчислювальної складності 
методу факторізації Ферма використовується процедура попереднього 
просіювання або значень Х, що аналізуються, або скорочення перевірочних 
операцій обчислення квадратного кореня. Один із способів вирішення першої 
проблеми заснований на результах аналізу значень m молодших розрядів числа, 
що факторизується [12]. В [9] розглядається можливість збільшення кроку 
проріджування, однак значення такого кроку є величиною постійною. Такий 
постійний крок може дорівнювати значенням 2, 4, 6 та, в рідких випадках, 12. 
Але це не може суттєво вплинути на зменшення обчислювальної складності 
алгоритму методу Ферма. Тому пошук способів зменшення числа пробних Х, 
для яких перевіряється співвідношення (1), є одним із завдань, що 
розглядаються в даному дослідженні. 
Варіанти вирішення другої проблеми запропоновані в [13, 14], де 
скорочення числа операцій обчислення квадратного кореня досягається за 
результатами аналізу найменших значущих розрядів y2. Модифікований варіант 
даних алгоритмів представлено в [15]. В [16] запропоновано спосіб визначення, 
що квадратний корінь не є цілим числом без проведення процедури обчислення 
кореня. 
В роботах [17, 18] зниження обчислювальної складності методу 
факторизації Ферма забезпечується за рахунок використання модульної 
арифметики і апарату неперервних дробів відповідно. 
В [9] пропонується перевіряти чи буде квадратним лишком різниця X2–N 
по модулю деякої множини основ модулів b, що є простими числами.  
 
При виконанні співвідношення (1) для довільної основи модуля буде 









  2 2mod mod , Y b X N b          (4) 
 
що еквівалентно виконанню співвідношення 
 
    2 2mod mod mod mod mod mod . Y b b X b b N b b      (5) 
 
Cлід зазначити, що якщо виконується співвідношення (1), то для 
довільного b має місце рівність (4) та (5). Зворотне невірно, тобто з виконання 
(5) не випливає виконання (1). Однак якщо не виконується співвідношення (5), 
то не буде виконуватися і (1). Тому для тих Х, для яких не виконується (5), 
можна не визначати квадратний корінь, оскільки він не може бути точним 
квадратом цілого числа.  
За рахунок виконання перевірок (5) для множини 1{ } 
m
k kMB b  основ 
модулів знижується обчислювальна складність методу Ферма. Якщо кожен з 
модулів є простим числом, то, як відмічається в [9], при використанні в (5) 
одного додаткового модуля практично вдвічі зменшується число Х, для яких 
різниця X2–N може бути повним квадратом. Такі Х надалі будемо називати 
допустимими.  
Проте при використанні першої з основ модулів, яку надалі будемо 
називати базовою та позначати bb, число Х, для яких будуть аналізуватися 
співвідношення (5) при інших значеннях модулів, зменшиться всього 
приблизно вдвічі.  
Нехай bb – деяка основа модуля, а bb* – число коренів рівняння (5) при 
b=bb. Якщо в подальшому при аналізі пробних Х будуть аналізуватися тільки 
bb
*
 з них, то кількість аналізованих Х зменшиться в число раз, рівне 
 
( ,  )  / *,Z N bb bb bb           (6) 
 
де надалі Z(N, bb) будемо називати коефіцієнтом прискорення.  
Способи ж використання в якості базової основи модуля bb чисел, що є 
добутком простих чисел чи степенів таких простих чисел, при використанні 
якої крок для Х буде нерівномірним, та оцінки значення Z(N, bb) в науковій 
літературі не виявлено. Така ідея пропонувалася авторами в роботах [19–21], де 
значення bb визначалися з умови забезпечення мінімально можливого 
зменшення числа допустимих Х та не оцінювався вплив числа N на кількість 
допустимих Х в (5) при b=bb. Такі дослідження є одним із завдань, що 
вирішуються. 
На даний час значно зросли потужності апаратних засобів обчислень, 
наприклад, графічних карт. Оскільки алгоритм методу Ферма легко 
розпаралелити, то завдання розкладання чисел на множники можна було б 
виконувати з використанням графічних процесорів. Проте типи даних, які в них 












багаторозрядними числами. Способи виконання операцій з числами типу long 
замість аналогічних операцій з великими числами – ще одне із завдань, 
важливих при розробці модифікацій алгоритму Ферма.  
Тому доцільним є проведення досліджень стосовно використання базової 
основи модуля у співвідношеннях (5) як в плані досягнення значного 
зменшення числа допустимих Х, так і для зниження обчислювальної складності 
операцій множення та додавання багаторозрядних чисел на основі операцій з 
числами типу long.  
 
3. Мета і завдання дослідження 
Метою досліджень є забезпечення зниження обчислювальної складності 
алгоритму методу Ферма факторизації великих чисел при використанні базової 
основи модуля, що є добутком степенів простих чисел. Це дозволить 
проектувати більш ефективні, з точки зору швидкодії, апаратно-програмні 
засоби проведення криптоаналізу АКА та, як наслідок, підвищити якість оцінки 
криптостійкості АКА RSA. 
Для досягнення поставленої мети було визначено такі завдання: 
– встановити, як прості числа (множники bb) впливають на визначене 
згідно (6) значення коефіцієнта прискорення Z(N, bb) при фіксованому N; 
– вияснити, як на значення Z(N, bb) впливають числа N; 
– запропонувати спосіб зменшення числа операцій множення та додавання 
багаторозрядних чисел на основі використання операцій з числами типу long 
при виконанні арифметичних операцій з великими числами. 
 
4. Аналіз впливу числа N та показників степенів простих чисел в 
структурі базової основи 
Результати досліджень впливу числа N та показників степенів простих 
чисел в структурі bb отримувалися на основі проведення чисельних 
експериментів. Аналіз та узагальнення результатів приведено далі.  
Загальне уявлення про зміну коефіцієнта прискорення при змінах bb і 
фіксованому значенні N можна отримати на основі даних табл. 1, 2, де 
представлена інформація для всіх Nmodbb<60, взаємно простих з 2, 3 і 5. 
 
Таблиця 1 
Значення коефіцієнтів прискорення Z(bb, Nmodbb) для різних bb як добутків 
числа 60 на степені 2, 3 і 5 для взаємно простих з 2, 3 і 5 значень Nmodbb<60  
Nmodbb 
Варіанти значень bb 
60 240 180 300 720 900 1200 960 540 1500 8640 24000 
*1 *4 *3 *5 *12 *15 *20 *16 *9 *25 *144 *400 
1 5 10 15 10,71 30 32,14 21,43 20 22,5 12,1 90 48,39 
7 7,5 15 22,5 7,5 45 22,50 15,00 15 33,75 7,5 67,5 15,00 
11 10 20 10 21,43 20 21,43 42,86 20 10 24,19 20 48,39 
13 7,5 15 22,5 7,5 45 22,5 15 30 33,75 7,5 135 30 








19 5 10 15 10,71 30 32,14 21,43 10 22,5 12,1 45 24,19 
23 15 30 15 15 30 15 30 30 15 15 30 30 
29 10 20 10 21,43 20 21,43 42,86 40 10 24,19 40 96,77 
31 5 10 15 10,71 30 32,14 21,43 10 22,5 12,1 45 24,19 
37 7,5 15 22,5 7,5 45 22,5 15 30 33,75 7,5 135 30 
41 10 20 10 21,43 20 21,43 42,86 40 10 24,19 40 96,77 
43 7,5 15 22,5 7,5 45 22,5 15 15 33,75 7,5 67,5 15 
47 15 30 15 15 30 15 30 30 15 15 30 30 
49 5 10 15 10,71 30 32,14 21,43 20 22,5 12,1 90 48,39 
53 15 30 15 15 30 15 30 60 15 15 60 60 
59 10 20 10 21,43 20 21,43 42,86 20 10 24,19 20 48,39 
 
Таблиця 2 
Зміни коефіцієнтів прискорення Z(bb, Nmodbb) при змінах bb в порівнянні з 
bb=60 для Nmodbb<60, взаємно простих з 2, 3 и 5 
Nmodbb 
Варіанти значень bb 
60 240 180 300 720 900 1200 960 540 1500 8640 24000 
*1 *4 *3 *5 *12 *15 *20 *16 *9 *25 *144 *400 
1 1 2 3 2,14 6 6,43 4,29 4 4,5 2,42 18 9,68 
7 1 2 3 1 6 3 2 2 4,5 1 9 2 
11 1 2 1 2,14 2 2,14 4,29 2 1 2,42 2 4,84 
13 1 2 3 1 6 3 2 4 4,5 1 18 4 
17 1 2 1 1 2 1 2 4 1 1 4 4 
19 1 2 3 2,14 6 6,43 4,29 2 4,5 2,42 9 4,84 
23 1 2 1 1 2 1 2 2 1 1 2 2 
29 1 2 1 2,14 2 2,14 4,29 4 1 2,42 4 9,68 
31 1 2 3 2,14 6 6,43 4,29 2 4,5 2,42 9 4,84 
37 1 2 3 1 6 3 2 4 4,5 1 18 4 
41 1 2 1 2,14 2 2,14 4,29 4 1 2,42 4 9,68 
43 1 2 3 1 6 3 2 2 4,5 1 9 2 
47 1 2 1 1 2 1 2 2 1 1 2 2 
49 1 2 3 2,14 6 6,43 4,29 4 4,5 2,42 18 9,68 
53 1 2 1 1 2 1 2 4 1 1 4 4 
59 1 2 1 2,14 2 2,14 4,29 2 1 2,42 2 4,84 
 
На основі аналізу даних табл. 1, 2 можна зробити два основних висновки: 
– при зміні bb коефіцієнт прискорення змінюється в залежності від 
значення додаткового множника в ньому; 
– коефіцієнти прискорення приймають ряд одинакових значень для 
множини величин Nmodbb, яка при різних bb є різною. 
Так, при збільшенні bb в 3 рази (bb=180) коефіцієнт прискорення 
збільшується або в три рази, або залишається незмінним. А при збільшенні bb в 
9 разів (bb=540) коефіцієнт прискорення збільшується або в 4.5 рази, або 












при bb=180. У разі збільшення bb в 5 або 25 разів збільшення коефіцієнта 
прискорення також має місце для тих же Nmod5. Збільшення ж bb в 2с1*3с2*5с3 
раз призводить до збільшення коефіцієнта прискорення, рівного добутку 
прискорень, пов'язаних зі збільшенням в bb показника ступеня числа 2 на с1, 
показника ступеня числа 3 на с2 і показника ступеня числа 5 на с3. 
Отже, можна припустити, що для множників bb, рівних pt, можна 
визначити множину значень Nmodpt, для яких при зміні показника ступеня t 
значення коефіцієнтів прискорення не змінюються, а також тих, для яких вони 
змінюються. Перевірка такого припущення проводилася з використанням 
чисельних експериментів для множників bb – простих р від р=2 до р=31. Нижче 
наведено результати таких досліджень. 
а) Множник bb р=2. На основі чисельних експериментів було 
встановлено, що для 2t доцільно використовувати значення показника ступеня 
t2, оскільки при t=1, Nmod2 прискорення дорівнює 1. У табл. 3 представлено 
значення коефіцієнтів прискорення для всіх взаємно простих з bb непарних 
значень Nmod2t при t=3÷7. 
 
Таблиця 3 
Коефіцієнти прискорення Z(bb, Nmodbb) для непарних Nmod2t при t=37 
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На основі даних табл. 3 можна зробити висновок, що характер зміни 
значень коефіцієнтів прискорення для bb=2t при t>3 визначається величиною 
залишку Nmod8, що було підтверджено при додаткових чисельних 
експериментів з bb=2t при t≤14 Для таких значень bb при t=114 в табл. 4 
наведені значення коефіцієнтів прискорення в залежності від Nmod8. 
 
Таблиця 4 
Коефіцієнти прискорення Z(bb, Nmodbb) для непарних Nmod8 при bb=2t t=114 
Nmod8 1 3 5 7 Nmod8 1 3 5 7 
t=1 1 – – – t=8 16 4 8 4 
t=2 2 2 – – t=9 18.2857 4 8 4 
t=3 2 4 2 4 t=10 21.3333 4 8 4 
t=4 4 4 4 4 t=11 22.2609 4 8 4 
t=5 4 4 8 4 t=12 23.2727 4 8 4 
t=6 8 4 8 4 t=13 23.5402 4 8 4 
t=7 10.6667 4 8 4 t=14 23.8140 4 8 4 
 
Згідно з даними табл. 4 величина коефіцієнта прискорення для bb=2t при 
t>2 визначається показником степеня t та значенням Nmod8. Це 
підтверджується даними табл. 3 при t=37, де, наприклад, при t=7 і Nmod8=1 
однаковими (рівними 32/3) будуть коефіцієнти прискорень для значень Nmod27, 
рівних 1, 9, 17, 25, 33, 41, 49, 57, 65, 73, 81, 89, 97, 105 і 113, тобто для тих, що 
(Nmod2
7)mod8=1. Тому дані табл. 4 дозволяють оцінити можливості побудови 
ефективної первинної основи bb для випадків, коли серед простих множників 
bb є число 2. Так при Nmod8=3 і Nmod8=7 при bb=2t і t≥3 коефіцієнт 
прискорення завжди дорівнює 4 і в bb не має сенсу використовувати ступінь 2 з 
показником вище 3. Якщо Nmod8=5, то в bb оптимальним буде 
використовувати ступінь 2 з показником 5. Але якщо Nmod8=1, то в bb можна 
використовувати ступінь 2 з показником 8 і більше. 
б) Множник bb р=3. У разі, коли до складу bb входить множник 3, було 
встановлено, що при Nmod3=2 співпадають значення коефіцієнтів прискорення 
для bb=3t при t1, що підтверджено чисельними експериментами з bb=3t при  
 
t=18. Для таких значень bb в табл. 5 наведені значення коефіцієнтів 
прискорення в залежності від Nmod3 при t=18. 












первинної основи bb для випадків, коли серед простих множників bb є число 3. 
Так, при Nmod3=2 при bb=3t і t>0 коефіцієнт прискорення завжди дорівнює 3. 
Тому в bb не має сенсу використовувати ступінь 3 з показником вище 1. Якщо 





, Nmod3) для взаємно простих з 3 Nmod3 при bb=3t і t=18 
Nmod3 1 2 Nmod3 1 2 
t=1 1.5 3 t=5 11.0455 3 
t=2 4.5 3 t=6 11.7581 3 
t=3 6.75 3 t=7 11.8859 3 
t=4 10.125 3 t=8 11.9726 3 
 
в) Множник bb р=5. Якщо до складу bb входить множник 5, було 
встановлено, що значення коефіцієнтів прискорення для bb=5t при t1 
співпадають для всіх Nmod5=2 і Nmod5=3, що було підтверджено чисельними 
експериментами з bb=5t при t=16. Але при t>1 та Nmod5=1 і Nmod5=4 
значення коефіцієнта прискорення зростає. Таке значення при кожному t є 
однаковим при Nmod5=1 і Nmod5=4. Для таких значень bb в табл. 6 наведені 





, Nmod5) для взаємно простих з 5 Nmod5 при bb=5t і t=16 
Nmod5 1 2 3 4 Nmod5 1 2 3 4 
t=1 1.6667 2.5 2.5 1.6667 t=4 4.2517 2.5 2.5 4.2517 
t=2 3.5714 2.5 2.5 3.5714 t=5 4.2750 2.5 2.5 4.2750 
t=3 4.0323 2.5 2.5 4.0323 t=6 4.2843 2.5 2.5 4.2843 
 
На основі даних табл. 6 можна більш точно оцінити можливості побудови 
ефективної первинної основи bb для випадків, коли серед простих множників 
bb є число 5. Так при Nmod5=2 або Nmod5=3 при bb=5t и t>0 
(5 , mod 2 5.5) .tZ N  Тому доцільно використати показник степеня t=1. Якщо 
Nmod5=1 або Nmod5=4, то в bb можна використовувати ступінь 5 з показником 
2 і вище. 
г) Множник bb р=7. Якщо до складу bb входить множник 7, було 
встановлено, що значення коефіцієнтів прискорення для bb=7t при t1 
співпадають для всіх Nmod7=3, Nmod7=5 і Nmod7=6, що було підтверджено 
чисельними експериментами з bb=7t при t=13. Але при t>1 та Nmod7=1 
Nmod7=2 і Nmod7=4 значення коефіцієнта прискорення зростає та приймає  
 
одинакове значення. Для таких значень bb в табл. 7 наведені значення 
коефіцієнтів прискорення в залежності від Nmod7 при t=14. 
На основі даних табл. 7 можна більш точно оцінити можливості побудови 









bb є число 7. Так, при Nmod7=3, Nmod7=5 або Nmod7=6 при bb=7t і t>0 
коефіцієнт прискорення завжди дорівнює 2.3333. Тому в bb не має сенсу 
використовувати ступінь 7 з показником вище 1. Якщо Nmod7=1, Nmod7=2 або 
Nmod7=4, то в bb можна використовувати ступінь 7 з показником 2 і вище. 
 
Таблиця 7 
Коефіцієнти прискорення для Nmod7, взаємно простих з 7 
Nmod7 1 2 3 4 5 6 
t=1 1.75 1.75 2.3333 1.75 2.3333 2.3333 
t=2 3.0625 3.0625 2.3333 3.0625 2.3333 2.3333 
t=3 3.2358 3.2890 2.3333 3.2890 2.3333 2.3333 
 
д) Множники bb р>7 і р≤23. Для простих р – множників bb, рівних 11, 13, 
17, 19, 23 було встановлено, що характер зміни значень коефіцієнтів 
прискорення для bb=рt при t1 визначається значенням Nmodр, що було 
підтверджено чисельними експериментами з bb=рt при t=14. Для таких 
значень bb в табл. 8 наведені значення коефіцієнтів прискорення в залежності 
від Nmodр при t=1, 2. 
 
Таблиця 8 
Значення i=Nmodp, для яких Z(p, 1)=Z(p2, i) і Z(p, i)<Z(p2, i) 
p 
Значення i=Nmodp, для 




Значення i=Nmodp, для 




11 2, 6, 7, 8, 10 
1 2.2000 
1, 3, 4, 5, 9 
1 1.8333 
2 2.2000 2 2.6300 
13 2, 5, 6, 7, 8, 11 
1 2.1667 
1, 3, 4, 9, 10, 12 
1 1.8571 
2 2.1667 2 2.5224 
17 3, 5, 6, 7, 10, 11, 12, 14 
1 2.1250 
1, 2, 4, 8, 9, 13, 15, 16 
1 1.9000 
2 2.1250 2 2.3884 
19 2, 3. 8, 10, 12, 13, 14, 15, 18 
1 2.1111 
1, 4, 5, 6, 7, 9, 11, 16, 17 
1 1.8889 
2 2.1111 2 2.3442 
23 
5, 7, 10, 11, 14, 15, 17, 19, 
20, 21, 22 
1 2.0909 1, 2, 3, 4, 6, 8, 9, 12, 
13, 16, 18 
1 1.9167 
2 2.0909 2 2.2902 
 
На прикладах чисел N, представлених в табл. 9, покажемо, що врахування 
специфіки чисел N, а саме залишків від ділення N на 8 і на прості p від 3 до 23, 
дозволяє побудувати нове bb, при якому множина D(bb, N) міститиме число 
допустимих Х, що не перевищує його значення для bb=277200, рівне 2880 
коміркам пам’яті типу int. Первинна основа bb=277200 є добутком ступенів 
простих чисел 2, 3, 5, 7, 11: bb=24 * 32 * 52 * 7 * 11 та характеризується 
значенням коефіцієнта прискорення для всіх наведених в табл. 9 чисел N 
величиною 96.25. Згідно даних, наведених в табл. 4–8, сформуємо нові, більш 














Значення Nj modp для p=2
3
=8 і простих p=323 
j N 
p 
8 3 5 7 11 13 17 19 23 
1 2 190 107 742 436 404 740 487 152 427 983 7 2 3 2 5 1 5 15 22 
2 115 103 357 258 699 743 681 239 319 283 3 2 3 1 5 1 13 11 17 
3 24 197 500 008 691 435 623 032 029 847 7 2 2 2 4 3 13 16 12 
4 7 193 959 711 947 061 718 333 522 687 7 2 2 1 9 2 1 10 2 
5 3 024 687 551 113 421 119 054 532 273 1 2 3 2 1 12 4 13 21 
6 1 798 489 957 219 681 011 882 800 933 5 2 3 1 3 1 13 13 1 
 
З урахуванням наведених вище рекомендацій щодо вибору показників 
ступенів простих р – множників bb в табл. 10 наведено уточнені значення bb, 
які враховують специфіку числа N, що факторизується. 
 
Таблиця 10 
Уточнені первинні основи bb, сформовані для чисел N з урахуванням даних 
табл. 4–6 
j 
Показники ступенів для простих чисел, що 





/z 2 3 5 7 11 13 17 19 23 
1 3 1 1 2 1 1 – – – 840840 312.812 2688 
2 3 1 1 2 1 1 – – – 840840 312.812 2688 
3 3 1 1 2 1 1 – – – 840840 312.812 2688 
4 3 1 1 2 1 1 – – – 840840 364.948 2304 
5 10 1 1 2 – – – – – 752640 490 1536 
6 5 1 1 2 – – – 1 – 446880 387.917 1152 
 
Як випливає з даних табл. 10, для уточнених bb за рахунок врахування 
специфіки числа N знижено обсяг необхідної пам’яті ЕОМ та одночасно 
збільшено значення коефіцієнта прискорення в 3.25÷5.091 разів, що приблизно 
в стільки раз зменшує час розкладання чисел на множники. Тому доцільно 
розглянути задачу пошуку оптимального bb, що враховує специфіку чисел N. 
 
5. Визначення оптимальної первинної основи bb з урахуванням 
специфіки числа, що факторизується 
При постановці завдання пошуку оптимальної первинної основи модуля 
bb будемо використовувати інформацію про структуру bb, про властивості 





























Z bb N z p N                  (10) 
 
кількість елементів масиву D(bb, Nmodbb) дорівнює: 
 
1







bb Z bb N p Z p N                (11) 
 
Згідно (9)–(11) для визначення bb досить визначити показники ступенів 
простих чисел – множників bb, де необхідно враховувати співвідношення між 
значенням простого числа і зростанням прискорення при збільшенні показника 
його ступеня. Для простих р від 2 до 23 відповідні їм значення коефіцієнтів 
прискорення визначаються за даними табл. 4–8. При постановці завдання 
пошуку оптимального bb з урахуванням N, будемо розглядати можливі типи 
варіантів значень показників ступенів залежно від р, серед яких буде і варіант 
коли множник р не використовується в bb і тоді z(p0, N)=1. 
Для p=2 можливі три типи варіантів: 
1) при Nmod8=3 або Nmod8=7 показник ступеня t завжди дорівнює 3; 
2) при Nmod8=5 показник ступеня t завжди дорівнює 5; 
3) при Nmod8=1 значення показника ступеня t необхідно визначати. 
У разі простих p>2 також необхідно розглядати три типи варіантів: 
1) Nmodp приймає значення таке, що Z(p, Nmodp)=Z(p2, Nmodp) і t=1; 
2) t=0 і Z(p0, N)=1 (множник р не використовується в bb); 
3) Nmodp приймає значення таке, що Z(p, Nmodp)<Z(p2, Nmodp) і t1. 
Отже, при виборі показника ступеня простого р – множника bb тільки для 
третього з варіантів показник ступеня не визначений. Для оцінки можливого 
діапазону показників ступенів у варіанті 3 використаємо функцію відносного 






, 1)–1)/р,                (12) 
 
що дозволяє дати наближену оцінку ефективності первинної основи модуля, 
пов'язану з домножуванням bb на простий множник р. Значення функції s(p, t) 

































5 4 8 0.5 
7 
0 1 1.75 0.10714 
6 8 10.66667 0.16667 1 1.75 3.0625 0.10714 
7 10.66667 16 0.25 2 3.0625 3.2358 0.00808 
8 16 18.2857 0.07143 3 3.2358 3.2890 0.002349 
9 18.2857 21.3333 0.08333 
11 
0 1 1.8333 0.07576 
10 21.3333 22.2609 0.02174 1 1.8333 2.6300 0.03953 
11 22.2609 23.2727 0.02273 
13 
0 1 1.8571 0.06593 
12 23.2727 23.5402 0.00575 1 1.8571 2.5224 0.02755 
3 
0 1 1.5 0.16667 
17 
0 1 1.8889 0.05229 
1 1.5 4.5 0.66667 1 1.8889 2.3884 0.01556 
2 4.5 6.75 0.16667 
19 
0 1 1.9000 0.04737 
3 6.75 10.125 0.16667 1 1.9000 2.3442 0.01230 
4 10.125 11.0455 0.03031 
23 
0 1 1.9167 0.03986 
5 11.0455 11.7581 0.02151 1 1.9167 2.2902 0.00847 
5 
0 1 1.6667 0.13333 
29 
0 1 1.9333 0.03218 
1 1.6667 3.5714 0.22857 1 1.9333 2.2190 0.00510 
2 3.5714 4.0323 0.02581 
31 
0 1 1.9375 0.03024 
3 4.0323 4.2517 0.01088 1 1.9375 2.2041 0.00444 
 
Сортування в порядку спадання значень s(p, t) дає можливість оцінити 
наскільки ефективним буде додавання множника р в bb. Чим більше s(p, t), тим 
ефективність вище. Якщо ж s(p, t) близьке до нуля, то при збільшенні bb 
коефіцієнт прискорення зростає незначно, але істотно зростає обсяг пам'яті 
ЕОМ, що використовується для зберігання приростів для допустимих Х. Для 
пошуку оптимального bb з урахуванням специфіки N і способів скорочення 
пам'яті ЕОМ використовуються: співвідношення (9)–(11) та обмеження на 
обсяг пам'яті ЕОМ. Пошук максимального коефіцієнта прискорення за рахунок 
перебору допустимих варіантів показників ступенів простих р – множників N. 
При чисельних розрахунках з визначення оптимального bb з урахуванням 
допустимого обсягу пам'яті, необхідного для зберігання приростів допустимих 
Х було прийнято, що первинна основа модуля bb є добутком ступенів простих 
чисел p, рівних 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31 де множина варіантів 
показників ступенів простих чисел p – множників bb, вибиралася на підставі 
даних табл. 5–8 і 11 з умови s(p, t)>0.03 (t – показник ступеня для р). При цьому 
враховувалися такі варіанти впливу на коефіцієнт прискорення: 
– для р=2 по Nmod8 вибирався один з можливих типів варіантів, де в разі 
Nmod8=1 розглядалися показники степеня t=312; 
– для p≥3 і p31 вибиралися два типи варіантів: тип 2, а також один з 
типів 1 або 3 в залежності від значення Nmodp. 
 
Крім того, при визначенні необхідного обсягу пам'яті ЕОМ враховувалося 
те, що bb завжди ділиться на 4, тобто циклічна послідовність приростів для bb 
повторюється як мінімум двічі. 





















 для кожного з варіантів впливу на коефіцієнт прискорення 
визначалося максимальне значення коефіцієнта прискорення. Оскільки число 
таких варіантів виявляється досить великим (рівним 3*28=768), то в табл. 12 
далі наведені дані тільки про Zmin, Zmax, та середнє Zср, яке дорівнює середньому 
значенню для всіх варіантів, де для досягнення рівнозначності варіантів при 
р=2 і типі варіанту 1, присвоювався коефіцієнт 2, а для типів варіантів 2 і 3 – 
коефіцієнт 1. Тоді зважена сума всіх отриманих максимальних коефіцієнтів 
прискорення ділилася на 1024. Отримані значення Zmin, Zmax і Zср представлені в 
табл. 12 та у вигляді діаграми на рис. 1. 
 
Таблиця 12 
Значення: Zmin, Zmax, Zср i необхідного обсягу пам'яті ЕОМ Zq(Z) для різних 




Рис. 1. Значення коефіцієнтів прискорення Z(bb) при обмеженнях на об’єм 
Q(max) доступної пам’яті 
 
Згідно даних табл.12, при використанні оптимальних значень базової 
основи модуля, визначеної з умови наявного обсягу пам’яті ЕОМ, який не 
перевищує 107 клітинок типу long, число пробних Х зменшиться в порівнянні з 
базовим алгоритмом методу Ферма в 2.41034.2104 раз, де середнє значення 
Qmax Zmin Zq(Zmin) bb(Zmin) Zmax Zq(Zmax) bb(Zmax) Zcp 
10
2
 89.610 77 13800 472.5 96 90720 214.520 
10
3
 213.571 924 394680 1386 960 2661120 579.731 
10
4
 405.786 9240 7498920 3003 8640 51891840 1365.952 
10
5
 822.833 92736 152612460 9572.063 92160 1764322560 2976.528 
10
6
 1563.382 927360 2899636740 20207.687 829440 33522128640 6007.030 
10
7













дорівнює 1.1104 раз. В таке ж число раз зменшиться і обчислювальна 
складність базового алгоритму методу Ферма. Подальше зниження 
обчислювальної складності можна досягнути за рахунок зменшення числа 
операцій множення та віднімання чисел, які перевищують граничні значення 
для типу long, що розглядається далі. 
 
6. Зменшення числа арифметичних операцій з числами, які 
перевищують граничні значення для даних типу long 
Алгоритм методу Ферма парадбачає виконання двох основних операцій 
для пробного Х: обчислення різниці 2 X N  та перевірку чи буде ця різниця 
квадратом цілого числа. На основі використання в якості пробних тільки 
значень Х, які допустимі для bb, кількість пробних Х зменшилася. Але це не 
виключає виконання операцій обчислення різниці 2 X N  та перевірку чи буде 
вона квадратом цілого числа. Крім того, корені рівняння (5) при b=bb можуть 
бути великими числами, що можна побачити в даних табл. 12. Тому при 
реалізації модифікованого алгоритму методу Ферма пропонується. 
1. Замість значень коренів рівняння (5) при b=bb використовувати 
прирости – різниці двох найближчих значень коренів рівняння (5). 
2. Для кожної з основ модулів множини 1{ } 
m
k kMB b  визначати корені 
равняння (5) при b=bk (k=1m) та сформувати масив MK ознак для чисел від 0 до 
bk–1, в якому 1 означатиме, що  2 mod kX N b  є квадратним лишком, а нуль, 
що це не так. 








        
i
i i i j i
j
X X x X x X X               (13) 
 
де Xi+1 (Xi) – наступне (попередне) пробне Х, допустиме для bb; xi – й приріст 
для поточного допустимого Х; X* – деяке проміжне фіксоване значення, 
допустиме для bb, яке змінюється, коли величина Хі близька до граничої для 
даних типу long. В таких випадках виконуються операції: X*=X*+Хі, Хі=0, а 
також обчислюються залишки sk=X*modbk (k=1m). 
Друга з пропозицій дозволяє значно зменшити кількість операцій 
обчислення кореня по відношенню до базового алгоритму методу Ферма. Для 
цього при оцінці можливості того, що різниця 2 X N  може бути повним 
квадратом, обчислюються значення 
 
*
,mod ( )mod ( )mod ( 1 ),        k i k k i k k iX b X X b s X b r k m           (14) 
 
де сума  k is X  є числом типу long, а числа rk,i менші за bk. Це дозволяє знайти 








2 X N  не може бути повним квадратом і здійснюється перехід до нового 
пробного Х, допустимого для bb. При MK[rk, i]=1 аналізується аналогічна 
величина для k+1 – го модуля з множини 
1{ } 
m
k kMB b . За умови, що значення 
MK[rk, i]=1 для всіх k=1m обчислюється квадратний корінь з 
2 .X N  
При такому алгоритмі обчислень значення пробного Х (багаторозрядне 
число) виконується в двох випадках: 
– при обчисленні кореня з 2 X N , коли також обчислюється і 2 ;X N  
– при перерахунку X*=X*+Хі, де Хі – число типу long. 
Оскільки при достатньому числі модулів у множині 
1{ } 
m
k kMB b  перший 
варіант зустрічається настільки рідко, що ним можна знехтувати, то 
обчислювальна складність пропонованого модифікованого алгоритму 
визначається операціями присвоєння X* значення X*+Хі, де Хі – число типу 
long та обчисленнями залишків sk=X*modbk (k=1m). 
При представленні багаторозрядних чисел його коефіцієнтами за основою 
1000 чи 1024 при обчисленні значення X*+Хі будуть виконані в середньому 
4÷5 операцій додавання чисел типу long та 8÷10 операцій ділення суми на 
основу. Оцінимо наскільки часто зустрічаються випадки обчислень значень 
X
*
+Хі. Середнє значення приростів xi оцінюється величиною коефіцієнта 
прискорення. Якщо користуватися оптимальними значеннями bb, отриманими 
при обмеженнях на обсяг доступної пам’яті ЕОМ порядку 107 клітинок типу 
long, то досягнути величини граничного значення числа типу long (2.147109) 
можна за число кроків в межах від 50000 до 900000, де в середньому число 
таких кроків рівне 2.147109/11088.624193630. 
Оцінимо тепер середнє число операцій з числами типу long для значень N 
близьких до 21024, які виконуються в пропонованому модифікованому методі 
Ферма при числі пробних значень для базового його алгоритму, рівного 
2.147109, коли обчислювальною складністю операцій обчислення 2 X N  і 
кореня з 2 X N  можна знехтувати. 
Для модифікованого алгоритму методу маємо: 
1. Одна операція X*+Хі будуть виконані в середньому 4–5 операцій 
додавання чисел типу long та 8–10 операцій ділення суми на основу. 
2. При виконанні операції X*+Хі один раз обчислюються значення 
*( )mod ( )mod    i k k i kX X b s X b  (k=1m), де числа sk, Хі та сума sk+Хі не 
виходять за обмеження типу даних long. Тобто сумарне число операцій: m 
додавань та m обчислень остач ( )mod ( 1 ).   k i ks X b k m  Первинні значення 
( 1 ) ks k m  обчислюються перед входом в основний цикл перебору 
допустимих для bb значень пробних Х і тут не враховуються. 
3. В середньому близько 1.95105 операцій Хі=Хі-1+xi, кожна з яких 
виконується для чисел типу long, що при поданні багаторозрядних чисел 
масивом коефіцієнтів при розкладанні за основою 1024 потребує кожен раз в 
середньому 2 операції додавання та ділення. 












додавань – близько 4105, ділень та визначень остачі від ділення – близько 4105, 
що приблизно дорівнює 22.147109/Z(N, bb). 
1. 2.147109 операцій збільшення X на одиницю складністю якої знехтуємо. 
2. 2.147109 операцій обчислюються значення 
2 X N . Вважатимем, що зі 
рахунок співвідношення  
 
2 2( 1) 2 1 2 1        X N X N X Y X   
 
обчислювальна складність визначення значення 2 X N  може бути величиною 
порядку O(logN). 
3. 2.147109 операцій обчислення квадратного кореня, обчислювальна 
складність для якого оцінюється величиною O(log2N). 
Отже, в середньому, на одне пробне значення Х серед 2.147109 операцій 
модифікований алгоритм потребує 2/Z(N, bb) операцій додавання та ділення 
чисел типу long (включаючи ділення з остачею), а базовий алгоритм методу 
Ферма – O(logN+log2N) операцій. Якщо вважати середнє значення Z(N, bb) 
рівним 1.1104, а N близьким до 21024, то тоді обчислювальна складність 
модифікованого алгоритму методу Ферма знижується не менше ніж в 107 раз. 
 
7. Обговорення результатів зниження обчислювальної складності 
модифікованого алгоритму методу факторизації Ферма 
Аналіз факторів, що суттєво впливають на обчислювальну складність 
алгоритму методу Ферма та його модифікацій, показав, що до них можна 
віднести: 
а) відносне число значень k у співвідношенні (2), при яких зараньше 
можна встановити, що  
2
0  x k N  не буде квадратом цілого числа (середнє 
значення дорівнює (z(N,bb)-1) / z(N,bb)); 
б) відносне число значень k у співвідношенні (2), при яких на основі 
перевірок співвідношень (4) для ряду значень основ модулів можна встановити, 
що  
2
0  x k N  не буде квадратом цілого числа (середнє значення дорівнює 
(1/z(N, bb)*(1–2-m), де m – кількість простих чисел у взаємно простих модулях, 
що використовуються у співвідношеннях (4)); 
в) відносне число значень k у співвідношенні (2), при яких при виконанні 
співвідношень (4) для вибраної множини значень основ модулів слід перевірити 
чи буде багаторозрядне число  
2
0  x k N  квадратом цілого на основі 
обчислення кореня з нього (середнє значення дорівнює (1/z(N, bb)*2-m, де m –
кількість простих чисел у взаємно простих модулях, що використовуються у 
співвідношеннях (4)); 
г) відносне число кроків алгоритму, при яких слід виконувати операції з 
багаторозрядними числами.  
Дослідження, результати яких представлені в статті, були направлені на 








значення коефіцієнта прискорення z(N, bb)), а також якомога меншого числа 
кроків, при яких виконуються операції з багаторозрядними числами (фактор г).  
Для отримання максимальних значень коефіцієнта прискорення було 
встановлено співвідношення (10) для z(N, bb) та (11) для обсягу пам’яті, 
необхідної для зберігання приростів до допустимих Х, як різниці двох 
послідовних їх значень (в порядку зростання). На їх основі було сформульовано 
задачу визначення оптимальної первинної основи bb з урахуванням специфіки 
числа, що факторизується, в якій однією з умов є обмеження на обсяг доступної 
пам’яті ЕОМ. Використання ж приростів до допустимих Х замість їх значень 
дозволило замінити більшість з операцій, що в алгоритмі методу Ферма 
виконуються з багаторозрядними числами, на операції з числами типу long. Це 
дозволило вирішити проблемні питання, відображені в розділі 2. 
Слід відмітити, що в модифікованих алгоритмах методу Ферма, 
представлених в [9], вирішуються проблемні питання стосовно фактору б). 
Обсяг доступної пам’яті ЕОМ (чи розподілених систем обчислень) є 
основним обмеженням при практичному використанні запропонованого 
модифікованого алгоритму Ферма, оскільки на основі цієї інформації 
вирішуються завдання:  
– визначення оптимальної первинної основи bb з урахуванням специфіки 
N, якій відповідає максимальне значення z(N, bb); 
– визначення множини основ модулів, які використовуються для перевірки 
співвідношень (4), де для кожної з основ зберігається інформація про квадратні 
лишки. 
До обмежень можна також віднести те, що при z(N, bb)>1000 його 
зростання вдвічі можливе, як правило, при появі в bb нового простого числа. А 
так як bb – це добуток степенів простих чисел, то на практиці стає неможливим 
отримання коефіцієнтів прискорення Zmax>10
7




Представлені рішення та загальний алгоритм модифікованого алгоритму 
Ферма орієнтувалися на можливості їх використання як для однопроцесорних 
ЕОМ, так і для сучасних засобів високопродуктивних розподілених систем 
обчислень. В останньому випадку важливо враховувати обсяг доступної пам’яті 
для кожного з процесорів, що в роботі не розглядалося. 
Методи факторизації багаторозрядних чисел можна розглядати як деяку 
ітераційну процедуру, при якій на пробному кроці k реалізується перевірка 
виконання певної умови. У випадку методу Ферма перевіряється умова: чи буде 
квадратом цілого числа різниця  
2
0 . x k N  При цьому для методу Ферма 
встановлено, що для цього не обов’язково визначати квадратний корінь (умови 
фактору в)), а в більшості випадків достатньо використати алгоритми 
проріджування пробних значень (фактори а) і б)). Можна ставити завдання 
пошуку способів використання такої ідеї і для інших методів факторизації. 
Проте у випадку кожного з методів факторизації слід виявити умови, які слід 













1. Встановлено, що степені простих чисел – множники bb формують 
складову коефіцієнта прискорення, яка не залежить від інших простих чисел чи 
степенів таких чисел, а загальний коефіцієнт прискорення Z(N, bb) при 
фіксованому N є добутком таких коефіцієнтів для стапенів простих чисел.  
2. На основі чисельних експериментів встановлено, що в залежності від 
остач від ділення N на прості числа – множники N для кожного з простих чисел 
р формуються множини Nmodp для яких при фіксованому bb коефіцієнт 
прискорення Z(N, bb) приймає одне і те ж значення. Для простих р від 3 до 31 
на основі чисельних експериментів показано, що таких груп значень Nmodp є 
лише дві. Для першої з них, що містить значення Nmodр=1 має місце нерівність 
Z(N, p
2
)>Z(N, p), а для другої рівність Z(N, pk)=Z(N, p), де k>1. Для степенів 
простого р=2 формуються три групи:  
1) Nmod8=1;  
2) Nmod8=5;  
3) Nmod8=3 і Nmod8=7.  




5), для третього Z(N, 23+k)=Z(N, 23), де k>0. Це дозволило 
суттєво скоротити число можливих варіантів значень bb при вирішенні задачі 
визначення його оптимального значення. 
3. При використанні великих значень базової основи модуля виявилося 
доцільним представити корені рівняння (5) через різниці двох послідовних 
значень (в порядку зростання). Це дозволило замість операцій з 
багаторозрядними числами в більшості випадків виконувати операції з числами 
типу long. 
4. На основі отриманих результатів описано модифікований алгоритм 
методу Ферма, який в порівнянні з базовим алгоритмом забезпечує зниження 
обчислювальної складності в середньому не менше ніж в 107 раз для чисел 
порядку 21024 при використанні оптимальних значень Z(N, bb) за умови, що в 
пам’яті комп’ютера можна записати до 107 чисел типу long. 
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