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We investigate the role of the geometric phase (GP) in an internal conversion process when the system changes
its electronic state by passing through a conical intersection (CI). Local analysis of a two-dimensional linear
vibronic coupling (LVC) model Hamiltonian near the CI shows that the role of the GP is twofold. First, it
compensates for a repulsion created by the so-called diagonal Born–Oppenheimer correction (DBOC). Second,
the GP enhances the non-adiabatic transition probability for a wave-packet part that experiences a central
collision with the CI. To assess the significance of both GP contributions we propose two indicators that
can be computed from parameters of electronic surfaces and initial conditions. To generalize our analysis to
N -dimensional systems we introduce a reduction of a general N -dimensional LVC model to an effective 2D
LVC model using a mode transformation that preserves short-time dynamics of the original N -dimensional
model. Using examples of the bis(methylene) adamantyl and butatriene cations, and the pyrazine molecule
we have demonstrated that their effective 2D models reproduce the short-time dynamics of the corresponding
full dimensional models, and the introduced indicators are very reliable in assessing GP effects.
I. INTRODUCTION
Conical intersections (CIs) of electronic states provide
an efficient mechanism for radiationless electronic tran-
sitions.1–3 CIs act as “funnels”4 for the nuclear density
and enables rapid conversion of the excessive electronic
energy into nuclear motion. Owing to the ubiquity of
CIs in molecules,3,5–16 an adequate theoretical descrip-
tion of this conversion mechanism is an important task
in theoretical physical chemistry.
Conical intersections of potential energy surfaces lead
not only to non-adiabatic transitions but also to the ap-
pearance of the geometric phase (GP)17–19 in both elec-
tronic and nuclear wave-functions. The GP manifests in
a sign change of adiabatic electronic wave-functions along
a closed path of nuclear configurations encircling the CI
seam.18,20 This sign change must be compensated by cor-
responding nuclear wave-functions in order to preserve
the singe-valued character of the total wave-function.
The GP poses a challenge for modelling non-adiabatic
dynamics because nuclear wave-functions must be sim-
ulated with double value boundary conditions (DVBC).
Neglecting DVBC for low energy nuclear dynamics on the
ground electronic state near the CI can result in quali-
tatively wrong predictions.21,22 The GP causes an extra
phase accumulation for fragments of the nuclear wave-
packet that skirt the CI on opposite sides.23,24 Resulting
destructive interference can lead either to a spontaneous
localization of the nuclear density24 or slower nuclear
dynamics25 than in the case where the GP is neglected.
A question arises about the role of the GP in the ex-
cited state nuclear dynamics through the CI. Recently,
Althorpe and co-workers put forward a topological anal-
ysis considering Feynman path integral trajectories and
their “winding numbers”.26–28 Practically, for photo-
induced interconversion processes this analysis involves
numerical simulation of quantum nuclear wave-packet
dynamics with and without GP-induced DVBC and eval-
uation of wave-packet components that are even and odd
with respect to the 2π rotation around the CI. The spatial
overlap between the even and odd components provides
a measure of GP significance. The obvious difficulty with
this analysis is a necessity of quantum dynamics with and
without GP-induced DVBC, such simulations cannot be
easily done for a general molecular system.
Recent studies28,29 of non-adiabatic transitions in pho-
todissociation of pyrrole have shown that the impact of
the GP on the dynamics near 1B1 – S0 and
1A2 – S0 CIs
is quite different. For 1B1 – S0 it changed the branching
ratio between two fragmentation products only slightly,
while for 1A2 – S0 stronger GP effects were found. To
date, no satisfactory explanation of this difference has
been given. On the other hand, several research groups
are actively develop on-the-fly non-adiabatic dynamics
techniques following mixed quantum-classical approach
that neglects GP effects. It is not clear how results
of these techniques would change if GP effects were in-
cluded. Thus, it is highly desirable to build a theory that
can predict the significance of the GP without performing
full dimensional quantum nuclear dynamics simulations.
To address this challenge we begin our consideration
with analysis of one of the simplest two-dimensional di-
abatic models that can provide the CI in the adiabatic
representation.20,30–32 In the 2D model we demonstrate
that for excited state dynamics mostly local properties in
a vicinity of the CI define significance of the GP, and a
great body of system-specific information on a periphery
of the CI is secondary. Considering an N -dimensional
extension of our model we propose a transformation that
reduces the system dimensionality back to two while pre-
2serving short-time dynamics of the N -dimensional case.
Using this reduction transformation we extend the 2D
analysis to N -dimensional models. Finally, from the lo-
cal analysis we devise characteristics that can be obtained
from electronic structure calculations for molecules and
can predict significance of GP effects for molecular non-
adiabatic dynamics.
Note that the GP appears only in the adiabatic repre-
sentation because it is a property of adiabatic electronic
and nuclear wave-functions. In the diabatic represen-
tation33–35 the GP is absent. Still, due to equivalence
of the diabatic and adiabatic representations, dynamical
features that appear only when the GP is included in the
adiabatic representation are present in the diabatic dy-
namics but constitute its indiscernible from other effects
part. Thus, due to absence of the GP in the diabatic
representation, it is easier numerically to perform exact
dynamics in that representation. The main problem with
the diabatic representation is that it cannot be rigorously
defined for a finite number of electronic states in a general
molecular system.34,35 The adiabatic representation is a
primary representation available from the first-principles
(ab initio) calculations for molecules, and the diabatic
representation is usually obtained from the adiabatic rep-
resentation in some approximate way.13,36–39 However,
since the reversed transformation from the diabatic to
the adiabatic representation is always exact, we use dia-
batic models and the associated adiabatic representation
to analyze GP effects.
This paper is organized as follows. First, by analyz-
ing the difference between model Hamiltonians with and
without account for the GP we identify two main GP
effects that modify non-adiabatic dynamics. Second, we
discuss two indicators that allow us to assess the im-
portance of GP effects without simulating quantum dy-
namics. Third, we simulate and analyze non-adiabatic
dynamics for a few molecular systems that provide a va-
riety of dynamical regimes and allows us to probe limita-
tions of our theoretical analysis. Finally, we conclude the
paper with a summary and an outlook for future work.
Atomic units are used throughout this paper.
II. THEORETICAL ANALYSIS
A. Two-dimensional linear vibronic coupling model
We begin our consideration of the two-dimensional lin-
ear vibronic coupling (LVC) model with its Hamiltonian
Hˆ = Tˆ12 +
(
V11 V12
V12 V22
)
, (1)
where Tˆ = − 12∇2 ≡ − 12 (∂2/∂x2+ ∂2/∂y2) is the nuclear
kinetic energy operator, and 12 is a 2 × 2 unit matrix.
V11 and V22 are the diabatic potentials represented by
identical 2D parabolas shifted in the x-direction by a, in
energy by ∆
V11 =
ω21
2
(
x+
a
2
)2
+
ω22
2
y2 +
∆
2
, (2)
V22 =
ω21
2
(
x− a
2
)2
+
ω22
2
y2 − ∆
2
. (3)
To have the CI in the adiabatic representation V11 and
V22 are coupled by the linear V12 = cy potential. Switch-
ing to the adiabatic representation for the 2D LVCHamil-
tonian in Eq. (1) is done by diagonalizing the potential
matrix using a unitary transformation
U =
(
cos θ sin θ
− sin θ cos θ
)
, (4)
where θ is a mixing angle between the diabatic electronic
states states |1〉 and |2〉
θ =
1
2
arctan
2V12
V11 − V22 =
1
2
arctan
γy
x+ b
. (5)
Here, b = ∆/(ω21a) is the x-coordinate of the CI point,
and γ = 2c/(ω21a) is dimensionless coupling strength. For
simplicity of the subsequent analysis we set b = 0, which
corresponds to centering the coordinates at the CI point.
The transformation in Eq. (4) gives rise to the 2D
LVC Hamiltonian in the adiabatic representation Hˆadi =
UHˆU †,
Hˆadi =
(
Tˆ + τˆ11 iτˆ12
−iτˆ21 Tˆ + τˆ22
)
+
(
W− 0
0 W+
)
, (6)
where
W± =
1
2
(V11 + V22)± 1
2
√
(V11 − V22)2 + 4V 212, (7)
are the adiabatic potentials and τˆij are the non-adiabatic
couplings. For our model we can further express τˆij as
τˆ11 = τˆ22 =
1
2
∇θ · ∇θ = x
2 + y2
8(γ−1x2 + γy2)2
, (8)
τˆ12 = τˆ21 =
i
2
(←−∇ · ∇θ −∇θ · −→∇)
=
(
−→
L z −←−Lz)
4(γ−1x2 + γy2)
, (9)
where Lz = xpy − ypx is the z component of the angular
momentum operator, and the overhead arrows indicate
the directions in which the differential operators act.40
The diagonal non-adiabatic couplings, τˆ11 and τˆ22, rep-
resent a repulsive potential known as the diagonal Born–
Oppenheimer correction (DBOC).41,42 The DBOC is the
parametric function of the coupling strength parameter
γ. Figure 1 illustrates the DBOC for representative val-
ues of γ. The off-diagonal elements, τˆ12 and τˆ21 in Eq. (9),
couple dynamics on the adiabatic potentials W± and are
responsible for non-adiabatic transitions.
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FIG. 1. The diagonal Born-Oppenheimer correction, Eq. (8), for different values of γ.
If we simulate the spectrum or nuclear dynamics for
Hˆadi using single-valued basis functions, the outcome can
be very different from that for the original full Hamilto-
nian Hˆ .24 This difference arises as a result of ignoring
proper DVBC for the Hˆadi Hamiltonian. The unitary
transformation U changes its sign if one encircles the CI
point using the parametric dependence of θ on the nuclear
coordinates x and y. Since the adiabatic electronic states
are columns of the U matrix in the diabatic basis, this
sign change is a manifestation of the GP that is acquired
by the adiabatic electronic wave-functions.17–19 The to-
tal electron-nuclear wave-function is always single-valued
and thus DVBC for the electronic part impose the DVBC
for the corresponding nuclear part. As a consequence, to
simulate the nuclear dynamics of Hˆadi with a proper ac-
count of GP effects, one needs to impose DVBC. To assess
the importance of GP effects we use simulations of the
Hˆadi non-adiabatic dynamics without imposing DVBC
as a reference which will be referred to as the “no GP”
model.
To account for GP effects in the adiabatic representa-
tion we follow the Mead and Truhlar 18 technique that
introduces a position-dependent phase factor eiθ with θ
given by Eq. (5). This phase factor changes the sign
upon encircling the CI and can be either attached to nu-
clear basis functions to introduce DVBC or alternatively
used to transform Hˆadi into HˆGP = e
−iθHˆadieiθ. We will
follow the second path because GP effects in the HˆGP
Hamiltonian have a concrete operator representation that
will facilitate our analysis. Since the eiθ transformation
of Hˆadi contains only functions of nuclear coordinates,
HˆGP is different from Hˆadi only in the kinetic energy
part
HˆGP =
(
Tˆ + τˆGP11 iτˆ
GP
12
−iτˆGP21 Tˆ + τˆGP22
)
+
(
W− 0
0 W+
)
, (10)
where
τˆGP11 = τˆ
GP
22 = τˆ11 +
(
e−iθTˆ eiθ − Tˆ
)
= τˆ11 +
i
2
(←−∇ · ∇θ −∇θ · −→∇)+ 1
2
∇θ · ∇θ
=
(
−→
L z −←−Lz)
4(γ−1x2 + γy2)
+
x2 + y2
4(γ−1x2 + γy2)2
, (11)
τˆGP12 = τˆ
GP
21 = e
−iθτˆ12eiθ
=
(
−→
Lz −←−Lz)
4(γ−1x2 + γy2)
− x
2 + y2
4(γ−1x2 + γy2)2
. (12)
Comparison of Eqs. (11)–(12) with Eqs. (8)–(9) shows
that the GP modifies the non-adiabatic coupling matrix
elements and thus changes probabilities of non-adiabatic
transitions.
B. The role of the geometric phase in non-adiabatic
transitions
Below we further separate individual physical mecha-
nisms that stem from the mathematical differences in τˆ
operators for models with and without the GP.
1. Compensation of the DBOC repulsion
The non-adiabatic couplings τˆij and τˆ
GP
ij are singular
at the CI, therefore we can neglect any regular operator
in a vicinity of the CI. In particular, the difference of
the adiabatic potentials is not only a regular operator
but also vanishes at the CI [W+(rCI) = W−(rCI)]. This
allows us to consider the kinetic matrix in Eq. (6) alone.
Applying a unitary rotation in the electronic subspace
4we can diagonalize the kinetic matrix
1
2
(
1 i
1 −i
)(
Tˆ + τˆ11 iτˆ12
−iτˆ21 Tˆ + τˆ22
)(
1 1
−i i
)
(13)
=
(
Tˆ + τˆ− 0
0 Tˆ + τˆ+
)
,
where τˆ± = τˆ11± τˆ12 (note that τˆ11 = τˆ22 and τˆ12 = τˆ21).
Eigenstates of decoupled sub problems
(Tˆ + τˆ±)χ±n = ǫ
±
i χ
±
i , i = 1, . . . (14)
represent a convenient complete set of functions to ex-
pand any wave-function in a vicinity of the CI. However,
properties of the eigenstates χ±i are quite different for
the models with and without the GP. Using Eqs. (8) and
(9), we can write τˆ± for the “no GP” case as
τˆ± =
(x2 + y2)± (−→L z −←−Lz)
8(γ−1x2 + γy2)2
, (15)
where both coupling and DBOC terms are intermixed.
The singular DBOC term gives rise to a cusp behavior
at the CI point for the eigenstates χ±i to maintain finite
energy. A cusp-less wave-packet of finite energy cannot
reach the CI, since any finite-energy expansion in terms
of the eigenstates χ±i must have a node at the CI. In
contrast, with the GP [Eqs. (11) and (12)] we have
τˆGP+ =
−→
L z −←−Lz
2(γ−1x2 + γy2)2
, (16)
τˆGP− =
x2 + y2
2(γ−1x2 + γy2)2
, (17)
where there is a clear separation on the operator term
τˆGP+ and the scaled DBOC term τˆ
GP
− . Since τˆ
GP
+ does
not contain the DBOC, functions that satisfy Lzχ
+
i = 0
form a suitable subset of the eigenstates which can be
finite at the CI. Therefore, in the presence of the GP a
cusp-less wave-packet can access the CI point.
Interpreting the DBOC as physical repulsion, we can
say that this repulsion does not allow a wave-packet to
reach the CI in the “no GP” case, whereas in the pres-
ence of the GP this repulsion is compensated and the
wave-packet can reach the CI. This compensation is es-
pecially important in the small coupling case, γ ≪ 1 (see
Fig. 1 γ = 1/4), because the DBOC represents a repulsive
wall that can block all parts of an incoming wave-packet
from accessing regions where the off-diagonal couplings,
Eq. (9), are large. If γ ≈ 1 (see Fig. 1 γ = 1), the
DBOC repulsion and its GP compensation become less
important because only a central part of the wave-packet
is significantly repelled while peripheral parts can reach
large coupling areas.
The idea of compensation of the DBOC repulsion by
the GP can be further explored by introducing a simpli-
fied “no GP, no DBOC” Hamiltonian without the diag-
onal non-adiabatic terms τˆii
Hˆ
(s)
adi =
(
Tˆ iτˆ12
−iτˆ21 Tˆ
)
+
(
W− 0
0 W+
)
. (18)
If the compensation mechanism is significant, the dynam-
ics produced by Hˆ
(s)
adi will be closer to that of the full
Hamiltonian [Eq. (1)] than to the “no GP” Hamiltonian
[Eq. (6)].
2. Non-adiabatic transfer enhancement
The non-adiabatic couplings τˆij in models with or
without the GP contain the z-component of the angu-
lar momentum operator Lz [see Eqs. (9) and (12)]. Al-
though the 2D LVC has cylindrical symmetry only when
γ = 1 (see Fig. 1), the presence of Lz suggests to ana-
lyze dynamics of a wave-packet ψ by expanding it in the
eigenstates of Lz
ψ(x, y, t) =
∞∑
m=−∞
Cm(r, t)e
−imφ, (19)
where r and φ are the polar coordinates centered at the
CI. Action of the coupling on ψ can be analyzed starting
from the Lz operator
Lzψ(x, y, t) =
∞∑
m=−∞
mCm(r, t)e
−imφ. (20)
Considering non-adiabatic transition for the m = 0 com-
ponent of ψ we have
τˆ12C0(r, t) =
(
−→
L z −←−Lz)
4(γ−1x2 + γy2)
C0(r, t) (21)
=
−←−LzC0(r, t)
4(γ−1x2 + γy2)
. (22)
Introducing a resolution of the identity in the angular
coordinate
1φ =
1
2π
∫ 2pi
0
dφ
+∞∑
m′=−∞
eim
′(φ′−φ) (23)
into Eq. (22) we obtain
τˆ12C0(r, t) =
1
2π
∫ 2pi
0
dφ
+∞∑
m′=−∞
eim
′(φ′−φ)
× −
←−
LzC0(r, t)
4(γ−1x2 + γy2)
(24)
=
1
2π
+∞∑
m′=−∞
eim
′φ′m′C0(r, t)
×
∫ 2pi
0
e−im
′φdφ
4[γr2 + (γ−1 − γ)r2 cos2 φ] .(25)
5If γ = 1, the angular integral in Eq. (25) becomes zero
and there is no transfer for the m = 0 component in
the cylindrical symmetric case. For γ 6= 1, the angular
integral in Eq. (25) is non-zero, and only m′ 6= 0 con-
tributions survive in the sum over m′. Therefore, even
if cylindrical symmetry is broken, τˆ12 can transfer the
m = 0 component only to the m′ 6= 0 components. Due
to an increase in kinetic energy associated with this pro-
cess, the transfer probability is reduced compared to that
for the m 6= 0 components of the initial wave-packet.
For the model with GP, τˆGP12 in Eq. (12) contains the
Lz-independent contribution. Thus, when γ 6= 1 them =
0 component can be transferred into both m′ 6= 0 and
m′ = 0 components
τˆGP12 C0(r, t) =
−←−LzC0(r, t)
4(γ−1x2 + γy2)
− r
2C0(r, t)
4(γ−1x2 + γy2)
(26)
=
1
2π
+∞∑
m′=−∞
eim
′φ′(m′ − r2)C0(r, t)
×
∫ 2pi
0
e−im
′φdφ
4[γr2 + (γ−1 − γ)r2 cos2 φ] .(27)
Opening the m = 0 to m′ = 0 channel enhances the
m = 0 component transfer in the presence of the GP.
If the m = 0 component dominates in the cylindrical
wave expansion (CWE) Eq. (19), including the GP will
significantly alter non-adiabatic dynamics.
To estimate the significance of the GP effect due to the
m = 0 transfer enhancement we compute the CWE at the
moment tCI of the closest proximity of a wave-packet to
the CI point. Once the coefficient C0(r, tCI) is found, we
evaluate the average weight of the m = 0 component as
w¯ =
∫
r|C0(r, tCI)|2 dr. (28)
If w¯ is much smaller than 50%, the m = 0 component
is not dominant and including the GP will not produce
significant change in nuclear dynamics.
Although w¯ contains all necessary information about
the m = 0 component, dynamical simulations are re-
quired to compute it. However, for cases when the energy
splitting (tuning) coordinate is strictly orthogonal to the
coupling coordinate we can devise a simpler characteristic
to assess the importance of the m = 0 GP effect without
running simulations. For that we resort to a semiclas-
sical consideration assuming a frozen Gaussian form of
the nuclear wave function. Due to the orthogonality of
the tuning and coupling coordinates the Franck-Condon
(FC) point is shifted along the x coordinate. Hence the
nuclear wave function will have a momentum p = (px, 0)
upon arrival at the CI and the form
Ψ(x, y) =
√
2
πσxσy
exp
(
−x
2
σ2x
− y
2
σ2y
)
exp (−ipxx).
(29)
Considering |Ψ(x, y)|2 as the density of an ensemble of
classical particles, each particle of this ensemble has an
absolute value of the classical angular momentum |lz| =
|pxy| with respect to the CI point. Using the relation
between the momentum and kinetic energy p2x/2 = Ekin,
and the estimate of Ekin as the difference between the po-
tential energies of the wave-packet in the initial position
W+(rini) and in the CI point W+(rCI), we have
px =
√
2 [W+(rini)−W+(rCI)]. (30)
The angular momentum quantum number of the classical
particle can be estimated as m ≈ |pxy|, so that a region
−reff < y < reff, where
reff = p
−1
x . (31)
corresponds to |pxy| < 1 values and is assigned to the
quantum value m = 0. Therefore, the average weight of
the m = 0 component in Eq. (28) can be approximated
as
w¯ ≈ w¯app =
∫ ∞
−∞
dx
∫ reff
−reff
|Ψ(x, y)|2 dy
= erf
(√
2reff
σx
)
(32)
= erf
(
1
σx
√
W+(rini)−W+(rCI)
)
. (33)
Thus, evaluation of w¯app in Eq. (33) does not require
dynamical simulations and uses only the σx parameter
of the initial Gaussian and the adiabatic potential values
W+(rini) and W+(rCI).
C. Extension to N-dimensional LVC model
To extend our analysis to realistic molecular models we
consider a generalN -dimensional linear vibronic coupling
model1 with the Hamiltonian
HˆND =
N∑
j
1
2
(
p2j + ω
2
j q
2
j
)
12 +
(
κjqj cjqj
cjqj κ˜jqj
)
+
(
−δ/2 0
0 δ/2
)
, (34)
where qj and pj are mass-weighted coordinates and con-
jugated momenta, ωj are frequencies, κj ,κ˜j, and cj are
linear coupling constants, and δ is the energy differ-
ence between the two diabatic electronic potentials in
the FC point. As shown in previous studies43–45 the
N -dimensional LVC model can adequately reproduce
vibronic spectra of molecular systems with CIs. An-
other advantage of the N -dimensional LVC model is that
its short time dynamics can be obtained from effective
Hamiltonians of a lower dimensionality.46–48 There exist
unitary transformations that rotate nuclear coordinates
of HND so that after a truncation of all but a few col-
lective DOF essential dynamical characteristics of HND
6⊕
⊕
FIG. 2. The bis(methylene) adamantyl cation has two charge-
localized conformation that are the result of a Jahn-Teller dis-
tortion from a symmetric configuration of the CI seam mini-
mum.
(e.g., auto-correlation functions, electronic populations)
can still be reproduced. In this work we use a reduc-
tion procedure that is similar in spirit to those used in
Refs. 25, 46–48 but different in its focus on recovering
a few lowest time derivatives of diabatic electronic pop-
ulations of the full N -dimensional LVC Hamiltonian by
its reduced counterpart. After the unitary rotation and
truncation detailed in the Appendix we obtain the fol-
lowing effective 2D Hamiltonian
Hˆ2D =
(
P 2X + P
2
Y
2
+
Ω21X
2 +Ω22Y
2
2
)
12 +
(
1
2∆ ∆12
∆12 − 12∆
)
+
(
D1X +D2Y C1X + C2Y
C1X + C2Y −D1X −D2Y
)
, (35)
where X,Y and PX , PY are collective coordinates and
corresponding momenta, and Di, Ci,Ωi,∆,∆12 are con-
stants defined in the Appendix. The Hamiltonian Hˆ2D
[Eq. (35)] can be seen as the generalization of the 2D
LVC Hamiltonian. Due to molecular symmetry all sys-
tems studied in this work have C1 = D2 = ∆12 = 0 and
thus, the 2D consideration can be extended directly to
short-term dynamics of such N -dimensional systems.
III. NUMERICAL EXAMPLES
Here we consider three molecular systems with CIs
that are well described by multi-dimentional LVC mod-
els: the bis(methylene) adamantyl (BMA)49(Fig. 2)
and butatriene1,5,9,12,47,50 cations, and the pyrazine
molecule.6,7,11,51 N -dimensional LVC models for these
systems are taken from literature9,52,53. Our dimen-
sionality reduction procedure is applied to obtain pa-
rameters of 2D effective LVC Hamiltonians Eq. (1) (see
Table I). To quantify GP effects we solve the time-
dependent Schro¨dinger equation in a finite basis for three
model Hamiltonians derived from the effective 2D LVC
Hamiltonian: 1) the full Hamiltonian [Eq. (1)], 2) the
“no GP” Hamiltonian [Eq. (6)], and 3) the “no GP, no
DBOC” Hamiltonian [Eq. (18)]. For all three models
we compare the adiabatic population dynamics Padi(t) =
〈ψ(e)adi(t)|ψ(e)adi(t)〉, where ψ(e)adi(x, y, t) is a time-dependent
nuclear wave-function that corresponds to the excited
TABLE I. Parameters of the 2D effective LVC Hamiltonian,
Eq. (1), for the studied systems.
ω1 ω2 a c ∆
Bis(methylene) adamantyl cation
7.743 × 10−3 6.680 × 10−3 31.05 8.092 × 10−5 0.00000
Butatriene cation
9.557 × 10−3 3.3515 × 10−3 20.07 6.127 × 10−4 0.01984
Pyrazine
3.650 × 10−3 4.186 × 10−3 48.45 4.946 × 10−4 0.02757
TABLE II. Parameters characterizing the importance of GP
effects in the studied systems. The values have been obtained
using 2D effective Hamiltonian parameters and Eqs. (5), (28),
and (33).
γ |γ−1 − γ| w¯, % w¯app, %
Bis(methylene) adamantyl cation
0.09 11.4 42.2 42.1
Butatriene cation
0.67 0.83 87.8 86.4
Pyrazine
1.5 0.82 89.5 73.5
adiabatic electronic state. There are two sets of the ini-
tial conditions employed in this work: i) a wave-packet
is taken as a Gaussian function Eq. (29) with widths
σx =
√
2/ω1 and σy =
√
2/ω2 and ii) the same Gaussian
function as in (i) but multiplied by the y coordinate. In
both sets the initial position of a wave-packet is chosen
at the FC point of the ground state of the corresponding
full-dimensional models, and the initial momentum is set
to zero. If the first set of initial conditions corresponds to
a regular setup of an ultrafast laser photo experiment, the
second setup has been designed to assess the importance
of the GP effect associated with non-adiabatic transfer
of the m = 0 component. Multiplication of the Gaussian
function by y creates the nodal line y = 0 in the wave-
packet and eliminates the m = 0 component from the
corresponding CWE (19).
To connect the results of our numerical calculations to
our theoretical analysis in Table II we present parame-
ters that are most relevant to GP effects for all studied
systems. Among other parameters we found it useful to
characterize anisotropy of the DBOC by the absolute dif-
ference |γ−1−γ| that was inspired by the angular integral
consideration in Eq. (25). For systems where the DBOC
has cylindrical symmetry |γ−1 − γ| = 0, while deviation
from the cylindrical symmetry increases |γ−1 − γ|.
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FIG. 3. Excited state population dynamics of the BMA
cation with different initial wave-packets: a) Gaussian wave-
packet (29), b) the same as (a) but multiplied by the coupling
coordinate.
A. Bis(methylene) adamantyl cation
A high DBOC anisotropy for the BMA cation (Ta-
ble II) suggests importance of GP effects via the DBOC
compensation mechanism. As evident from the adia-
batic population dynamics for all three models given in
Fig. 3a this is indeed the case. The full model with the
GP demonstrates the fastest initial population decay fol-
lowed closely by the simplified model with no GP and
no DBOC. The model without the GP (but with the
DBOC) shows the slowest transfer since the wave-packet
cannot reach a strong coupling region due to the DBOC
repulsion.
Based on the average weight of the m = 0 component
of the CWE [Eq. (19)] w¯ = 42.2% (see Table II), GP
modification of the m = 0 transfer can play a role in
deviation of the simplified model dynamics from that of
the full model. Comparing dynamics without the m =
0 component (Fig. 3b) shows that even in this highly
anisotropic case removing the m = 0 component visibly
increases the overall transfer in the simplified model and
makes it closer to the exact result.
The frozen Gaussian estimate of the m = 0 component
weight w¯app = 42.1% is in excellent agreement with the
exact value w¯ = 42.2%. Due to a high energy excess
the wave-packet slides quickly along the tuning coordi-
nate toward the CI point, preserving the Gaussian form.
Thus, all assumptions made in the derivation of Eq. (33)
are satisfied in this system.
A distinct feature of the full model is coherent oscil-
lations of the adiabatic population. They can be easily
understood considering the dynamics in the diabatic rep-
resentation where, due to very weak linear couplings, the
initial wave-packet oscillates coherently on a single dia-
batic potential. These oscillations result in the oscillatory
adiabatic population dynamics because regions of the di-
abatic potential before and after an intersection region
correspond to different adiabatic states. In the simplified
(“no GP, no DBOC”) model the adiabatic population os-
cillations have similar frequency as in the full model but
have quite different amplitude and more fine structural
elements. The first CI passage dynamics is very simi-
lar in both models but the difference increases when the
wave-packet reflected by the repulsive part of the ground
state potential returns to the CI point. On this returning
trajectory absence of the DBOC in the simplified model
allows the wave-packet not only to transfer back to the
excited state but also to pass through the CI point re-
maining on the ground adiabatic surface. Thus, in the
simplified model, the wave-packet bifurcates at the CI,
and this bifurcation gives rise to nuclear decoherence that
damps the coherent oscillations.
B. Butatriene cation
The butatriene cation has a relatively low anisotropy
of the DBOC (see Table II) and is not expected to exhibit
large GP effects due to the DBOC compensation mecha-
nism. Indeed, short-time adiabatic population dynamics
(Fig. 4a) shows almost no difference between models with
and without the DBOC, whereas dynamics in both mod-
els are quite different from that of the full model with the
GP. The CWE according to Eq. (19) at the closest to the
CI position, shows dominance of the m = 0 component
with its average weight of w¯ = 87.8%. Thus, as it is
also seen from the dynamics with nodal initial Gaussian
(Fig. 4b), a role of the GP for the butatriene cation is in
facilitating transfer of the m = 0 component. Figure 4a
illustrates that including the GP can reduce an initial
population transfer time-scale in 2-3 times with respect
to those of models without the GP.
The frozen Gaussian estimate of the m = 0 component
weight (w¯app = 86.4%) is in excellent agreement with
the exact value due to spatial proximity of the initial FC
position of the wave-packet and the CI point. The FC
point, which corresponds to the ground-state minimum of
the neutral molecule, is located only 8.8 a.u. apart from
the CI point. The initial Gaussian distribution simply
does not have time to change its shape appreciably.
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FIG. 4. Excited state population dynamics of C4H
+
4 with
different initial wave-packets: a) Gaussian wave-packet (29),
b) the same as (a) but multiplied by the coupling coordinate.
C. Pyrazine molecule
Comparing parameters for pyrazine and the butatriene
cation in Table II we find surprising similarity that should
result in similar dynamical trends: relative insignificance
of the DBOC compensation and dominance of the m = 0
transfer correction. Indeed, the excited state adiabatic
population dynamics given in Fig. 5a confirms that the
DBOC repulsion does not contribute much to the differ-
ence between models with and without the GP. Also, if
we remove the m = 0 component from the initial wave-
packet the adiabatic populations of all three models be-
come similar (see Fig. 5b).
The only small difference between the pyrazine
molecule and butatriene cation according to Table II is
that the approximate weight of the m = 0 component for
pyrazine has somewhat poorer agreement with its exact
value. This deviation can be explained by a relatively
long 48 a.u. spatial separation between the FC and CI
points in pyrazine. The nuclear wave-packet does not go
directly to the CI point and spends substantial time in
other regions of space, changing the shape. Thus, the
frozen Gaussian approximation is less accurate in this
case.
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FIG. 5. Excited state population dynamics of pyrazine with
different initial wave-packets: a) Gaussian wave-packet (29),
b) the same as (a) but multiplied by the coupling coordinate.
IV. CONCLUDING REMARKS
Two cornerstones of our analysis of GP effects in radia-
tionless transitions of molecular systems through CIs are
the transformation of the N -dimensional LVC model to
the effective 2D LVC model, and the local analysis of the
latter in the adiabatic representation. For the effective
2D Hamiltonian the GP has been introduced by trans-
forming the Hamiltonian with the Mead and Truhlar 18
position-dependent phase factor.
Our local analysis revealed two main mechanisms of
the GP contribution to non-adiabatic transitions. First,
the GP compensates for repulsion caused by the DBOC,
and second, it enhances transfer probability for a com-
ponent of a nuclear wave-packet that corresponds to the
zero eigenvalue of the Lz operator defined with respect
to the CI point.
Two indicators have been introduced to quickly assess
both GP effects: the anisotropy of the dimensionless cou-
pling strength |γ−1 − γ|, and the weight w¯ of the m = 0
component in cylindrical wave expansion (19). The for-
mer can be readily calculated from parameters of the
nuclear Hamiltonian, whereas the latter requires a dy-
namical simulation with the effective 2D Hamiltonian.
Considering dynamics of a frozen Gaussian wave-packet
with the assumption of orthogonality between coupling
9and tuning modes we have proposed the estimate of w¯
[Eq. (33)] that can be evaluated without dynamical sim-
ulations but using only a wave-packet width and the po-
tential energy difference between an initial and CI points.
Using numerical simulations of adiabatic population
dynamics for the BMA and butatriene C4H
+
4 cations
and the pyrazine molecule, it is shown that the intro-
duced indicators allow a reliable prediction of the GP
role for studied systems. All systems exhibited substan-
tial GP effects that can alter initial population transfer
time-scales by factor of 2 to 3. Interestingly, GP effects
in the studied systems modify non-adiabatic dynamics
through different mechanisms. For the BMA cation the
GP compensates for the DBOC repulsion, and for the
butatriene cation and pyrazine molecule it strongly en-
hances non-adiabatic transition for them = 0 component
of an incident wave-packet.
All systems treated in this paper were chosen so that
the N -dimensional LVC model would be adequate for
them. An interesting question is whether our treatment
can be extended to more general non-LVC Hamiltonians.
Since the core of our analysis is the local consideration
in the vicinity of a CI point we can claim that as long
as a nuclear wave-function approaches the CI seam close
enough for the LVC parametrization to be accurate our
analysis will be adequate. To confirm these ideas through
numerical simulations we plan to apply the developed
analysis to non-LVC models of CIs in pyrrole.28,29
Finally, in view of the DBOC compensating role of the
GP it is clear why common approximations omitting the
DBOC and GP contributions work quite well together in
mixed quantum-classical non-adiabatic dynamics simula-
tions. In addition, for non-adiabatic dynamics near the
CI, adding the DBOC term should be accompanied by in-
cluding the GP. Adding only the DBOC term without the
GP in the best case will not affect dynamics appreciably
but in the worst case can create uncompensated artifi-
cial repulsion and qualitatively incorrect dynamics. We
hope that the proposed analysis will stimulate develop-
ments of new approximate methods for non-adiabatic dy-
namics in the adiabatic representation and will be of use
in understanding results of simulations of non-adiabatic
processes.
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Appendix: Effective reduced dimensional model
Below we describe the transformation from the N -
dimensional LVC Hamiltonian [Eq. (34)] to the effective
2D Hamiltonian [Eq. (35)], and show that the reduced
model can reproduce the short time population dynam-
ics of the full model.
1. Reduction procedure
Recently, there has been significant progress in under-
standing how short time dynamics of the N -dimensional
LVC model can be simulated using low dimensional
Hamiltonians.46–48 Cederbaum and coworkers47 have
shown several approaches to building low dimensional ef-
fective Hamiltonians that reproduce short-time dynamic
of the full Hamiltonian. The reason for this success
was found comparing cumulant expansions of the auto-
correlation functions of the effective and full Hamiltoni-
ans. With only three effective modes it is possible to
construct an effective Hamiltonian that will reproduce
three first cumulants of the total Hamiltonian. In our
previous work on GP effects for low energy dynamics
we developed a transformation similar to those proposed
by Cederbaum and coworkers with the crucial difference
that our transformation resulted in only a two dimen-
sional subsystem.25 In the current work the dynamical
properties of our transformation have been improved by
introducing a frequency weighting step. As shown below,
this step creates better agreement between time deriva-
tives of electronic population dynamics for the effective
and full Hamiltonians.
a. Frequency weighting.— Starting with the N -
dimensional LVC Hamiltonian [Eq. (34)] we modify its
coordinates q˜j =
√
ωjqj and momenta p˜j = pj/
√
ωj . The
resulting Hamiltonian is
H1 =
[
1
2
(
p˜†ωp˜+ q˜†ωq˜
)
+ f˜†q˜
]
12
+
(
d˜†q˜ c˜†q˜
c˜†q˜ −d˜†q˜
)
+
(
δ/2 0
0 −δ/2
)
, (A.1)
where a vector notation is introduced: q˜ = {q˜j}Nj=1,
p˜ = {p˜j}Nj=1, d˜ = {κj−κ˜j2√ωj }Nj=1, f˜ = {
κj+κ˜j
2
√
ωj
}Nj=1, c˜ =
{cj/√ωj}Nj=1, and ω = diag {ω1, . . . , ωN} is a diagonal
matrix of frequencies.
b. Definition of the effective coordinates.— To per-
form a truncation that would keep all non-adiabatic
effects within a two-dimensional subspace we define a
new set of coordinates {Q˜1, Q˜2, . . . , Q˜N} obtained from
{q˜1, q˜2, . . . , q˜N} by an orthogonal transformation O1:
Q˜ = O1q˜. The first two rows of O1 define a 2D sub-
system of the effective coordinates Q˜1 and Q˜2(
eTd
(c˜T − C˜1eTd )/C˜2
)
, (A.2)
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where
ed =d˜/||d˜||,
C˜1 =c˜ · ed,
C˜2 =
√
||c˜||2 − (c˜ · ed)2. (A.3)
The remainder of O1 and coordinates {Q˜j}Nj=3 are de-
fined by the Gram-Schmidt orthogonalization procedure
with respect to the {Q˜1, Q˜2} subspace. In the {Q˜i} rep-
resentation the Hamiltonian becomes
H2 =
[
1
2
(
P˜†ΛP˜+ Q˜†ΛQ˜
)
+ F˜†Q˜
]
12 +
(
δ/2 0
0 −δ/2
)
+
(
D˜1Q˜1 C˜1Q˜1 + C˜2Q˜2
C˜1Q˜1 + C˜2Q˜2 −D˜1Q˜1
)
, (A.4)
where Λ = O1ωO
†
1, F˜ = O1f˜ , and D˜1 = ||d˜||. A conve-
nient feature of the H2 Hamiltonian is that all differences
between electronic surfaces and couplings are concen-
trated in the two-dimensional {Q˜1, Q˜2} subspace. Next,
we truncate the full set of coordinates Q˜S =
(
Q˜1
Q˜2
)
= ΠQ˜
and momenta P˜S =
(
P˜1
P˜2
)
= ΠP˜ to the two-dimensional
subspace using a projector Π. This truncation leads to
the two-dimensional effective Hamiltonian
H3 =
[
1
2
(
P˜
†
SΛSP˜S + Q˜
†
SΛSQ˜S
)
+ F˜†SQ˜S
]
12
+
(
D˜
†
SQ˜S C˜
†
SQ˜S
C˜
†
SQ˜S −D˜†SQ˜S
)
+
(
δ/2 0
0 −δ/2
)
. (A.5)
All vectors and matrices are assigned the subscript S to
indicate their two-dimensional character.
c. Extra transformations to the 2D LVC
Hamiltonian.— To arrive at a subsystem Hamil-
tonian that is closer in form to the 2D LVC Hamiltonian
[Eq. (1)] we diagonalize the frequency matrix ΛS with
the orthogonal transformation O2, Ω = O2ΛSO
†
2,
and reverse the frequency weighting of coordinates.
These transformations lead to new effective coordinates
Q = Ω−
1
2O2Q˜S, momenta P = Ω
1
2O2P˜S, and the
Hamiltonian
H4 =
[
1
2
(
P†P+Q†Ω2Q
)
+ F†Q
]
12
+
(
D†Q C†Q
C†Q −D†Q
)
+
(
δ/2 0
0 −δ/2
)
, (A.6)
where F = Ω
1
2O2F˜S, D = Ω
1
2O2D˜S, C = Ω
1
2O2C˜S.
Finally, we translate the origin of the the 2D subspace
X = Q1 + Ω1
−2F1, Y = Q2 + Ω2−2F2 and obtain the
Hamiltonian given in Eq. (35)
H2D =
(
P 2X + P
2
Y
2
+
Ω21X
2 +Ω22Y
2
2
)
12 +
(
∆
2 ∆12
∆12 −∆2
)
+
(
D1X +D2Y C1X + C2Y
C1X + C2Y −D1X −D2Y
)
, (A.7)
where ∆ = δ − 2D†Ω−2F, and ∆12 = −C†Ω−2F. Note
that the FC point, initially at the origin of the coordinate
system in the N -dimensional space, is now shifted by the
vector Ω−2F.
2. Short-time population dynamics
To assess the difference in short time population dy-
namics for the full [Eq. (A.4)] and reduced [Eq. (A.5)]
models we compare low order terms of population Taylor
time series for both models. However, due to a non-
polynomial form of the adiabatic Hamiltonian [Eq. (6)],
derivation of analytical expressions for adiabatic popula-
tions becomes intractable. To avoid this complication we
focus on the diabatic population Pdia(t):
Pdia(t) = 〈Ψ(0)|eiHˆdiatPˆdiae−iHˆdiat|Ψ(0)〉 . (A.8)
Here, Pˆdia = ( 1 00 0 ) is the projector to the diabatic state
that has higher energy in the FC point, Hˆdia is a gen-
eral diabatic Hamiltonian that can be either H2 or H3,
and |Ψ(0)〉 is the initial total wave-function. We expand
Pdia(t) (A.8) in a Taylor series
Pdia(t) =
∞∑
k=0
tk
k!
Mk (A.9)
where Mk = d
kPdia(t)/dt
k|t=0. First few terms of this
expansion define short-time dynamics and for the re-
duced model to reproduce the full model dynamics, corre-
sponding terms of two expansions should be close. Using
Eq. (A.8) Mk’s can be alternatively defined as
Mk =i
k
l=k∑
l=0
(−1)lk!
l!(k − l)! 〈Ψ(0)|Hˆ
k−l
dia PˆdiaHˆ
l
dia|Ψ(0)〉 .
(A.10)
Due to time reversal symmetry of the population dy-
namics at t = 0 all odd derivatives are zero. Using
N -dimensional Gaussian wave-packet in the initial con-
ditions [Ψ(0) ∝ (exp
{
−Q˜†Q˜/2
}
, 0)†] and Gaussian in-
tegration the first three even orders of Mk for the N -
dimensional Hamiltonian (A.4) are obtained
M0 = 1, (A.11)
M2 = − C˜†C˜, (A.12)
M4 = C˜
† (Λ− δ1N )2 C˜+ 4
(
C˜†D˜
)2
(A.13)
+ C˜†C˜
(
6C˜†C˜+ 2D˜†D˜
)
.
Corresponding terms for the reduced model [Eq. (A.5)]
are evaluated similarly using the 2D Gaussian wave-
11
packet Ψ(0) ∝ (exp
{
−Q˜†SQ˜S/2
}
, 0)†
M0,S = 1, (A.14)
M2,S = − C˜†SC˜S , (A.15)
M4,S = C˜
†
S (ΛS − δ12)2 C˜S + 4
(
C˜
†
SD˜S
)2
(A.16)
+ C˜†SC˜S
(
6C˜†SC˜S + 2D˜
†
SD˜S
)
.
The zeroth-order terms are the same in both expansions,
while relations between the corresponding second- and
fourth-order terms need some elaboration. By construc-
tion of the orthogonal transformation O1 [Eq. (A.2)],
D˜ and C˜ have N − 2 zero entries: C˜j = D˜j = 0,
j = 3, . . . , N . Therefore, we have the following identity
C˜†C˜ = C˜†ΠC˜ = C˜†SC˜S (A.17)
which proves that M2,S =M2. Similarly, all terms of M4
but C˜†Λ2C˜ coincide with corresponding terms of M4,S.
Generally we have
C˜†Λ2C˜ = C˜†ΠΛ2ΠC˜ = C˜†SΛ
2C˜S
6= C˜†SΛ2SC˜S = C˜†S(ΠΛΠ)2C˜S, (A.18)
where the inequality is due to the existence of couplings
between the two-dimensional subspace and the comple-
mentary space in Λ. In the BMA case, the relative er-
ror in M4 due to the inequality turns out to be small
(M4 − M4,S)/M4 = 8 · 10−3. Moreover, for the buta-
triene cation and the pyrazine molecule, because the c˜
vector in Eq. (A.1) contains only a single non-zero com-
ponent the transformations from H1 to H3 leave C˜S de-
coupled from the other coordinates. Therefore, for these
systems, the inequality in Eq. (A.18) becomes an equality
and M4 =M4,S.
Comparison of diabatic populations obtained with the
full and reduced models are shown in Fig. 6. To simulate
dynamics in the full dimensional diabatic models we used
the MCTDH package.54 For all systems there is a very
good agreement between results of the full and reduced
model dynamics until the end of the first CI passage: 15 fs
for BMA (see Fig. 3), 35 fs for the butatriene cation (see
Fig. 4), and 45 fs for the pyrazine molecule (see Fig. 5).
Similar trends we see for the adiabatic populations in
Fig. 7, and thus we can conclude that the mode reducing
transformation preserves the short-time non-adiabatics
dynamics in the studied systems very well.
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