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1CHAPTER 1
INTRODUCTION
In computer graphics, mesh is widely used in modelling and visualization of 3D objects.
It is a simple and versatile representation of 3D geometries compared to splines and other
analytical models. In particular, deformable meshes are meshes which can take the deformation
of deformable objects. They extend the modelling ability of meshes. Although the research of
meshes has been active for decades the latest development of computer graphics continues to
bring new challenges for mesh based applications where further work is needed.
1.1 Problem Statement
With the advance of scanning and imaging technology, more and more 3D objects become
available. In design and manufacture industry, 3D models are used as making prototypes and
for simulation. Scanned models are also important resources for reverse engineering. In en-
tertainment industry, such models are also prevailing in producing special effects and making
virtual worlds/characters. In health and medical fields, accurate quantitative analysis is key
to better dose prescription and surgery path planning; compared to traditional 2D images, 3D
reconstruction of certain organs and lesion areas can provide field experts not only with bet-
ter visual feedback for diagnosis but also with accurate information such as location, size,
and shape of the region of interest (ROI) for historical and cross-subject comparison. Among
these 3D data, deformable objects have gained increasing interests. They include medical in-
stances such as organs, a sequence of objects in motion, and objects of similar shapes where a
meaningful correspondence can be established between each other. On one hand, it is because
the traditional expert hardware such as 3D cameras and tagged MRI equipment is becoming
prevailing in recent years; thus a significant number of deformable objects are captured and
stored, which provides good testing databases and easy-to-fetch construction components. On
2the other hand, there is an increasing demand of more advanced applications of 3D techniques
in graphics and imaging involving deformable objects; with one dimensional increase, a lot of
research begins to realize some of the algorithms which are successful on 2D images or other
types of data on these new 3D models in an efficient and robust way. However, before any
high level application can be put into practice, with so many 3D objects digitalized, it requires
tools to store, compare, and retrieve them in the first place. In another word, we need “Google
Shape” to start the journey. Rather than just searching, a more general and fundamental group
of operations called shape recovery is needed. Shape recovery is the task to retrieve an object
from the environment where its geometry is hidden or implicitly known. The shape informa-
tion can be hidden in images or a group of similar shapes. Shape recovery usually begins with
a query that is a description of a target shape. It can be a similar shape of the target or an initial
guess based on prior knowledge. The recovering process is the searching for the target based
on the query. The main challenges involved are:
1. Measure the similarity between two shapes or between a shape and the prior knowledge
about a shape.
2. Increase the efficiency of the searching based on a certain similarity measurement.
Both of the problems can be approached through a shape deformation framework. The
shape similarity can be measured in the process of deforming one shape to another while the
efficiency issue will be addressed by designing proper deformation strategies.
It is worth noting that meshes are ideal tools for modelling 3D objects under general defor-
mation. Meshes can model both manifold and non-manifold. It can also satisfy many different
smoothness constrains. It can handle surface deformation in a direct and most “natural” way.
In fact meshes are widely used every field mentioned above even in CAD where parametrized
surfaces take up a significant portion. In this dissertation, deformable meshes are used to solve
the aforementioned challenges in shape recovery under different conditions.
31.2 Contributions
A polygon mesh can be used as the explicit representation of a shape. The topology of
the shape is modelled as the connectivity of the mesh while the area and internal angles of
each polygon reflects its geometry. Besides, the differential measurements can be computed
via these quantities [52]. Through the mesh representation, a shape can be easily changed
by splitting/merging/transforming mesh elements. In our research, triangle meshes are used
instead of general polygon meshes since triangle meshes are the most versatile and well studied.
They are especially good for shape editing and deforming due to the simplex property.
Two major methods for modelling deformable meshes are: space modelling, for example,
free form deformation (FFD) and surface based modelling. This dissertation mainly adopts the
latter approach where the global deformation of a mesh is treated as the result of a series of
local deformations of the mesh surface. Different approaches are taken under several different
conditions. When the deformation is unknown, it is modelled in a way that the deforming mesh
is kept regular so that the same type of deformation can continue until some criteria are fulfilled.
This is useful in segmenting deformable objects where only little prior knowledge is known
about the hidden shape. When the deformation is known implicitly, for example, one instance
of the object similar to the shape being recovered is given; a feature extraction method is used
to pick the shape out of the crowd. The features are organized using a graph which maintains
the topological information of the shape and is efficient to compare. When the deformation is
explicitly known, a clustering algorithm is designed to figure out the minimum/representative
set of transformations that can recover the shape most faithfully for efficiency purposes. The
contributions of the included work are listed below.
1. A novel mesh deformation framework based on geometric flow is devised (Chapter 3).
It allows geometry changes under internal and external forces as well as topological
changes such as splitting and merging. It outperforms other deformable models by its
simple implementation using meshes and its versatility of modeling arbitrary non-smooth
4shapes. The model is successfully applied to robust medical image segmentation.
2. A novel shape abstraction framework is devised for deformable meshes (Chapter 4). A
manifold mesh is simplified to a graph of geometry features of interest. A new similarity
measurement based on graph matching is proposed for comparing deformable objects
more efficiently. The model is successfully applied to 3D shape retrieval.
3. By extending the shape abstraction algorithm, a generic motion abstraction framework
is presented for deformable meshes based on local transformation clustering. It can
model detailed geometry changes of the mesh instead of only some properties. Thus,
it provides a novel approach for 3D motion compression (Chapter 5). It differs from
previous work in that it is totally based on local geometry transformation rather than
global vertex displacement. It can also be used on non-skeleton driven motions directly.
This work can be seen as an extension of our shape abstraction algorithm where motion
abstraction is achieved.
Although most of the applications use two manifold triangle meshes, most of the methods
developed in this dissertation can be extended to arbitrary polygon meshes.
1.3 Dissertation Organization
The following contents are organized as below:
∙ Chapter 2 reviews the related work to the main techniques used in the dissertation.
∙ Chapter 3 presents a PDE deformable model and its application in medical image seg-
mentation.
∙ Chapter 4 presents a surface abstraction framework for 3D shape retrieval.
∙ Chapter 5 describes a generic motion abstraction framework for 3D motion compression
framework based on local transformation.
5∙ Chapter 6 concludes the contributions of the dissertation and points out the future work
along this research direction.
6CHAPTER 2
BACKGROUND
In this chapter, the latest development of mesh deformation methods and some representa-
tive work of deformable models are reviewed for the purpose of understanding the techniques
used in the following chapters.
2.1 Mesh Deformation Methods
Mesh based deformations are widely used in computer animation since meshes are easy to
acquire, store and render. Mesh deformation methods can be classified into space deformation
methods and surface deformation methods. Space deformation methods directly deform the
embedding space (usually a subspace) of the mesh, i.e., the coordinates. Classical methods in
this category use some control nets to manipulate the embedding space. For example, Radial
basis function (RBF) based deformation interpolates the displacements of a few handles over
the embedded space to achieve global deformation; skeleton based methods associate the sur-
face mesh with a skeleton subspace to make the mesh follow the motion of the skeleton. Spatial
deformation methods do not directly work with the mesh so they are versatile with respect to
inputs and the embedding space; however they lack control of more precise surface properties,
where surface deformation methods offer a remedy. On the contrary, it is challenging for the
surface deformation methods to maintain global properties of the mesh. The applications in
this dissertation require the surface geometry to be preserved, thus surface deformation meth-
ods are favored. Some of the representative works are reviewed in the following section.
2.1.1 Displacement Based Methods
Displacement based methods model the mesh deformation by moving mesh vertices di-
rectly. When the displacements cannot be defined for some vertices, they have to be estimated
or constrained according to the application. Most of the literature use displacement based
7methods for mesh editing when only a few vertex displacements are known while the geom-
etry of the shape at certain scales is to be preserved. A popular criterion is to preserve the
local differential coordinates of the vertices. The most commonly used differential coordinates
are based on the Laplacian operator [4]. This operator results in a differential equation of the
following kind:
∇2u = 훿F(U)u∥∂Ω = u0∥∂Ω (2.1)
where∇2is the vector Laplacian, u is an unknown vector function, 훿 is a known vector, F is an
unknown vector of linear functions applied to u. u0 is the boundary condition of u on Ω.
However, local rotation and scaling will not be reflected by naively preserving the Lapla-
cian coordinates. Thus, Yaron and et al. first explored the following property of differential
coordinates [43]:
푅 ⋅ 퐿(푝푗) = 퐿(푅 ⋅ 푝푗) (2.2)
where 퐿 is the transformation from absolute to differential coordinates and R a global rota-
tion(in fact affine transformation) applied to the entire mesh. In order to deform the differential
coordinates to reflect the rotation of absolute coordinates, the authors proposed to correct the
Laplacian coordinates by explicitly apply a rotation matrix to each vertex. These matrices are
estimated by comparing the normals of the original mesh and the deformed mesh. Since the
global differential coordinates are not affine invariant in general, Oscar et al. [7] proposed an-
other method which decomposes the vertex coordinates into two parts, namely, geometric part
and parametrization part. For a vertex 푣푖, let 푞푖 be its projection on the plane defined by its
one-ring neighborhood. The geometric part is defined as 푙푖 = 푣푖 − 푞푖, and the parametrization
is the encoding of 푞푖 with respect to the vertices in the one-ring neighborhood in the plane.
The geometric part is actually the Laplacian coordinates calculated using a different weighing
scheme, the weights are treated as the parametrization of vertex w.r.t. its neighbors. During
the deformation, instead of preserving the Laplacian coordinates directly, these two parts are
8preserved individually. Another nonlinear variation of vertex based method is depicted in [44].
The paper presents two discrete forms for triangle meshes. The first one encodes the relation-
ship between local frames and the second one encodes the vertex positions in the local frames.
The system is similar to that in [7]; however the global shape is constrained by the discrete
forms rather than the Laplacian coordinates. The main advantage of [44] is that the global and
local deformation can be separated the modeled respectively.
2.1.2 Transformation Based Methods
Transformation based methods model the surface deformation in terms of the transforma-
tions of mesh elements (vertices, faces, and etc.). All the transformations have to be known
in advance. One representative work is by Yu [82]. In [82], vertex coordinates are used to
build three gradient fields on the mesh. The local transformations are then applied to the gradi-
ent fields to obtain the new configurations after the deformation. Three poisson equations are
solved based on the transformed gradient fields to recover the new coordinates of the vertices.
Compared to the Poisson approach, Sumner et al. [66] directly applied the desired transforma-
tions to the faces of a triangle mesh. Such transformations called deformation gradients are
consistent for each triangle facet. Similar to solving Poisson equations, the transformed faces
have to be glued together through a reconnect process by forcing their common vertices to
coincide. These methods were mainly used for motion transformation. When we want to use
them for shape editing where only a few transformations are known in prior, the rest of them
have to be estimated by enforcing certain smoothness constrains. Besides using geodesic dis-
tances, Zayer et al uses a harmonic guidance field to interpolate the unknown transformations.
Since transformation based methods directly change the shape of mesh elements, the geometry
change during the deformation can be controlled by constraining the transformations.
2.1.3 Comparison
A comparison of the two types of mesh deformation method is listed in Table 2.1.
9Table 2.1: A comparison of displacement and transformation based mesh deformation methods
Method Pros Cons
Displacement
based 1. Ideal for modeling arbi-
trary non-smooth shapes by
splitting and merging;
2. Local vertex movement is
straightforward to define,
connectivity is guaranteed.
1. Difficult to control the local
shape, ie., angles and areas
of the surface;
2. Easy to generate singulari-
ties during deformation due
to the lack of local shape
constrains.
Transformation
based 1. Can constrain the local
shape in terms of face trans-
formation parameters;
2. Global shape is well de-
fined due to the reconnect
procedure.
1. A reconnect procedure is
essential for maintaining
the connectivity;
2. Some complex shape
changes cannot be easily
modeled by solely face
transformation.
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2.2 Deformable Models
Deformable models have been widely used in graphics and image processing for decades.
The main idea is to deform a seed shape to fit certain data mainly for the purpose of segmenta-
tion and tracking. Much of related research discussed the dynamic behavior and optimization
methods during the deformation process, and these techniques can be used for mesh deforma-
tion.
Deformable models can be broadly categorized as parametric deformable models and ge-
ometric deformable models. Parametric deformable models represent curves and surfaces ex-
plicitly in their parametric forms, and their deformation are modeled by lagrangian formulas.
This representation allows direct interaction with the model and can lead to a compact repre-
sentation for fast real-time implementation. Adaptation of the model topology, however, such
as splitting or merging parts during the deformation, can be difficult using parametric models.
Parametric deformable models are also called active contours or “snakes” in 2D and “balloons”
in 3D. Geometric deformable models, on the other hand, can handle topological changes natu-
rally. These models, based on the theory of curve evolution and the level set method, represent
curves and surfaces implicitly as a level set of a higher-dimensional scalar function. Their
motions are modeled by Eulerian formulas.
The first revolutionary paper was written by Demetri Terzopoulos and et al. [71, 34] The
basic idea in deformable models is to evolve a curve subject to constraints from a given image
푢0 in order to detect objects in that image. The classical snakes model involves an edge detector,
which depends on the gradient of the image 푢0, to stop the evolving curve at the boundary of
the object.
Let 푢0(푥, 푦) map the square 0 ≤ 푥, 푦 ≤ 1 into푅, where 푢0 is the image and 퐶(퐼) : [0, 1]→
푅2 is the parameterized curve. The snake model is to minimize
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퐹1(퐶) = 푆(퐶) + 푃 (퐶)
푆(퐶) = 훼
∫ 1
0
∣퐶 ′(푠)∣2푑푠+ 훽
∫ 1
0
∣퐶 ′′(푠)∣2푑푠
푃 (퐶) = −휆
∫ 1
0
∣ ▽ 푢0(퐶(푠))∣2푑푠
(2.3)
where 훼, 훽, 휆 are positive parameters. The first two terms control the smoothness of the
contour, while the third attracts the contour toward the energy. The curve is located at the
points of maximum▽∣푢0∣, which act as an edge detector, while keeping the curve smooth.
An edge detector can be defined by a positive decreasing function 푔(−→푧 ), depending on the
gradient of the image 푢0, such that lim∣−→푧 ∣→∞ 푔(
−→푧 ) = 0
A typical example is
푔(▽푢0(−→푥 )) = 1
1 + ∣퐽 ∗ ▽푢0∣푝 (2.4)
for 푝 ≥ 1 where 퐽 is a Gaussian of variance 휎.
Rather than using the energy defined in (2.4), we can define a compact version as in [9, 36]
via
퐹2(퐶) =
∫ 1
0
푔(▽(푢0(푠)))푑푠 (2.5)
The application of deformable model in shape recovery is extensively studied during the
last two decades. Typically, users initialize a deformable model near the object of interest and
allow it to deform into place. Users can then use the interactive capabilities of these models
and fine-tune them later. Furthermore, once the user is satisfied with the result on an initial
image slice, the fitted contour model may then be used as the initial boundary approximation
for neighboring slices. These models are then deformed into place and propagated again until
all slices have been processed.
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(a) (b) (c) (d)
Figure 2.1: (a) (b) (c) (d) show the convergence of a deformable surface to recover a shape,
reprinted from [51]
The typical approach is described as follows. Let 퐼 be the object domain of dimension 푛.
A level set function 휑 of dimension 푚 > 푛 is embedded into 퐼 . Also a velocity field will be
defined to guide the motion of 휑. Since the projection of 휑 onto 퐼 will deform as 휑 changes
across time, the zero level set is supposed to rest on the object’s boundary. An alternative
algorithm is to fix 휑 and change the level set values across time, and finally the 푘 level set
will be the solution. Explicit boundary representation can be obtained using algorithms such
as Marching Cubes [46].
The convergent process of the deformable model is illustrated in Figure 2.1.
As applied in shape extraction deformable models do not inherently consider the type of
shapes to be extracted. However, as pointed out by McInerney and et al [50]:“ A deformable
model should be able to easily incorporate added constraints and any other a priori anatomic
knowledge of object shape and motion.” Many studies aimed at providing the deformable
model with prior-shape information which will guide the system’s convergence. In [54], a
variation called generalized cylinder was devised to extract tube shaped structures in the image.
This study added the shape constrain directly on the dynamic behavior of the model so that
certain results could be expected. However, it also limited the application of the algorithm to
extract tube-like shapes. In [39], a training procedure was added to active contour models to
cope with objects with specific shapes. In [81] a snake was designed to optimally separate
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the values of certain image statistics over a known number of region types. In [26], an active
contour model was used for heart ventricle recovery, but with its deformations constrained
according to prior knowledge of ventricular shape. When arbitrary shapes are considered, the
prior-knowledge has to be provided in a more direct way. In [12, 56], the authors added shape
similarity terms into the target functions. Besides threshold parameters, a shape prior given by
another level set function 휑푀 and a shape distortion tolerance factor must be provided. This
was done by coding shape into the distance function.
To obtain highly accurate vessel borders for fluid flow simulations, two different deformable
models were combined to handle topological changes while a certain degree of interaction was
retained to make further refinement [13]. Similar work can be found in [80]. These approaches
showed us how to integrate different deformable models when there was a trade off between
topology control and geometric flexibility. In the latter paper boundaries of structures were
considered as minimal paths, and prior shape knowledge was incorporated into the shape re-
covery process to achieve more robust and accurate results. The shape priors were implicitly
represented and the estimated shapes of the structures could be conveniently obtained. In order
to increase speed, the narrow band approach can be adopted. In [9], the authors made the level
set rest on locus of high gradient while looking for a solution with minimum surface area. As
the algorithm was conducted on 3D image data, a fast march algorithm was used to achieve
better efficiency. A fast narrow band algorithm was proposed by Shuntaro and et al. [83] to
further make the complexity tractable in case of high dimensions.
Numerical problems are always the main concerns in real world applications. They have
to be handled properly in implementations. In [68] a fuzzy model was integrated into the level
set framework to prevent leakage caused by weak stopping or clamping forces in noisy images
which were common in medical imaging applications. The forces in the level-set approach used
four kinds of speed control functions based on shape, region, edge and curvature. Regional and
shape speed functions were determined based on the fuzzy membership function computed
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using the fuzzy clustering technique, while the edge and curvature speed functions were based
on gradient and signed distance transform functions, respectively. Similar approaches can also
be found in [42]. In order to cope with ambiguous boundaries Kadir and et al. [31] proposed
an algorithm which added a region competition process to the original level set method. Ad-
jacent regions generate internal forces to compete for the boundaries. The original idea was
borrowed from an statistic model but was implemented using the level set method. Another
powerful application used Mumford-Shah model. The original model was proposed by Tony
Chan and et al. [10, 11] in the form of an active contour model. Since it was a region based al-
gorithm, a level set approach was used to solve the dynamic system involved. This framework
was further studied by other researchers [24, 76] and achieved success in preventing leakage
and in situations of high noises. In [72] a training procedure was added to account for the
variations within a shape category. Some systematic work with careful implementations can be
found in [79, 53].On the other hand, for explicit(parametric) representations, the topological
changes of evolving surface must always be handled properly with additional efforts. Besides
the reinitialization proposed in [49, 51].
The main difference between traditional deformable models and the deformable mesh
model is that latter uses an explicit mesh representation for the surface/volume. Thus, the
deformable mesh model inherits all the benefits from parametric models while is able to model
any non-smooth shapes. It is also more efficient than geometric models. The following chap-
ters will show how some of the above techniques can be used in mesh deformations with novel
insights.
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CHAPTER 3
PDE DEFORMABLE MODEL AND ITS APPLICATION
IN MEDICAL IMAGING
The recovery of objects from images is a fundamental task in image processing. It is
also critical in many graphical visualization systems since the successful rendering of multiple
objects usually depends on the existence of their geometric information. This is especially
important when we want to highlight a subset of the objects buried in others. Many of these
applications can be found in medical imaging where the objects have to be recovered from
images. Medical instances such as human organs are often of arbitrary shapes while their
topology is usually simple compared to the geometry. Thus, it is often favorable to use para-
metric deformable models to carry out the segmentation task. This chapter describes a novel
PDE deformable model which has a user-controlled topology and is directly in the mesh rep-
resentation. The algorithm is successfully applied to build a brain tumor visualization system.
3.1 Introduction
The following work is motivated by the recent development of Susceptibility Weighted
Imaging (SWI) and Magnetic Resonance Angiography (MRA), while the former highlights
the veins in the body and the latter gives a clearer picture of the arteries. Imaging plays a
critical role in the diagnosis and treatment planning of brain tumors and also serves as a means
for evaluation during or after therapy. Tumors are well visualized thanks to the uptake of the
contrast agent into the tumor, but it provides little differentiation of structure within the tumor.
By combining instances from T1-weighed MRI and SWI we can extract the information of
both the tumor and the corresponding vessels. First we acquire the T1-weighted MRIs taken
before and after contrast agent was injected. After registration we can get the difference image
of the two, in which the brain tumor is much more highlighted. Using some statistic analysis
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we are able to fine the approximate location of the tumor in the data. Followed by a PDE
dynamic surface flow algorithm we can get the surface mesh of the tumor. With this mesh aa
seed and the registered SWI in hand, we then track the vessels that are coming in and out of the
tumor. Another tracking algorithm along the vessels is then carried out to find the information
of the blood products. After all segmentation tasks have been done, a blended rendering can
be realized.
The following contents are organized as follows: Chapter 3.2 shows the previous work of
related techniques in use; Chapter 3.3 introduces the basic procedure of the proposed approach;
Chapter 3.4 describes the partial differential equation we use to extract the surface of the brain
tumor; Chapter 3.5 discusses an automatic pipeline and implementation details; Chapter 3.6
gives the results of the proposed approach in neuroimaging; Chapter 3.7 summarizes this chap-
ter.
3.2 Related Work
Extracting brain tumors and the related structures from 3D volume data is difficult due
to the sheer size of the datasets, the complexity and variability of the tumors, and the spatial
variability of signal response especially in high fields [35, 64]. In addition, the shortcomings
typical of medical data (defect data), such as sampling artifacts, spatial aliasing, partial volume
effect, and noise, may cause the boundaries of brain tumors to be indistinct [64, 30].
Many different segmentation algorithms have been devised/applied over the years to make
the process more accurate, efficient and robust. Some of the recent representative work will be
discussed here. Compared to deformable models, intensity based methods are becoming pop-
ular mainly due to accuracy considerations. Statistical models are devised to conquer intensity
ambiguities and noise [16, 77]. As a comparison, our method aims at extracting the region
and shape of the tumor system in an efficient and robust way. In [37], Kuhnigk et al. devised
a morphological algorithm to deal with the partial volume effect, which is considered to be a
main cause of inaccurate segmentation. It will affect the segmentation by producing ambiguous
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boundaries. We use heuristics and geometric interpolation to solve this problem. Fatakdawala
et al. [20] incorporated expectationmaximization method into geodesic active contour model
to segment overlapping objects. Similarly, our PDE driven deformable model uses different
evolution strategies to segment different objects with different shapes. Most recently, Ahmed
et al. [2] published their segmentation results based on feature fusion from multiple image
modalities. Our framework also employs different modalities include T1 weighted MRI and
Susceptibility Weighted Image (SWI) but only with the purpose of segmenting different in-
stances in the tumor system. However, we believe the method in [2] can also be incorporated
into our framework to better guide the deformation of the mesh. It is also worth mention that
traditional parametric deformable models are not very suitable for tumor segmentation due to
the representation limitation of parametric surfaces. Our model can be seen as a variation of
deformable model with mesh representation, which is ideal to model irregular geometry such
as tumors.
The most related work was proposed in [17]. Delingette devised a deformable model based
on simplex meshes and applied it to object reconstruction. Our model differs from [17] in
two aspects. First, our model uses a triangle mesh representation, which is more versatile and
well studied. Thus, many mature methods can be adopted to maintain its quality during the
deformation. Second, we use PDE to guide the mesh deformation rather than Newtonian laws
so that it is more efficient. Giving the segmentation task is more challenging than surface
reconstruction in terms of shape complexity and efficiency, we believe that our model is more
suitable.
3.3 Framework Overview
Our isosurface extraction algorithm is designed to handle general tasks while retaining
the adaptivity among different applications. Our experiment is carried out to deal with brain
tumor system which includes tumor, vessel, blood product and etc. The scheme consists of
a series of surface extraction and rendering tasks. The research work is also motivated by
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the recent development of Susceptibility Weighted Imaging (SWI) and Magnetic Resonance
Angiography (MRA), while the former highlights the veins in the body and the latter gives
a clearer picture of the arteries. Imaging plays a critical role in the diagnosis and treatment
planning of brain tumors and also serves as a means for evaluation during or after therapy.
Tumors can be detected thanks to the uptake of the contrast agent into the tumor, but it provides
little differentiation of structure within the tumor. By using modalities such as T1-weighed
MRI and SWI we can easily obtain the information of both the tumor and the corresponding
vessels. First we acquire the volumes from T1-weighted MRIs taken before and after contrast
agent was injected. After registering the two we get the difference volume, in which the brain
tumor is much more highlighted. Using some statistic analysis we are able to approximately
locate the tumor in the volume. Followed by a PDE dynamic surface flow algorithm the surface
mesh of the tumor is obtained. By using the tumor mesh as a seed and the registered volume
from SWI , the vessels that are coming in and out of the tumor can be tracked. Another
tracking algorithm is then carried out to extract the blood products along the vessels. After all
segmentation tasks are done, a composite rendering can be realized displaying all the related
visual components.
3.4 PDE Deformable Model
In order to build an robust system which can segment objects of different shapes without
much user intervention, we present an adaptive PDE-based deformable model in this section.
The model uses a mesh to represent the surface of the object. By carefully designing the
dynamic behaviour of the mesh, it is feasible to make its evolution efficient and robust while
keeping model versatile. The following subsections describe two types of explicit mesh surface
flow which can be used in brain tumor surface extraction as well as surface extraction of the
feeding blood vessels. Much like sibling works, in our approach, a triangle mesh with simple
geometry is placed into the original data domain as a seed, which is driven by the surface flow
to evolve toward the object’s boundary.
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3.4.1 Normal Surface Flow
The normal surface flow is driven by the gradient force of the image data. The seed model
needs to be initially placed either inside or outside the object or partially overlapping the object,
and then the model will grow or shrink until it reaches the boundary of the object. Hence, the
recovered object has to be a closed manifold so that the deformable model can stop by itself
when it reaches the boundary.
Mathematical concepts The normal surface flow is depicted as follows: between two adja-
cent time steps, every vertex of the mesh moves in the direction of its normal. The mathematical
representation is
∂푠
∂푡
= (푔(푠)(푣 +퐻)−∇푔(푠) ⋅ −→푛 )−→푛 (3.1)
푠(0) = 푠0 (3.2)
푔(푠) =
1
1 + ∣∇(퐺휎 ∗ 퐼(푠))∣2 (3.3)
Where 푠 = 푠(푡) is the 3D deformable surface, 푡 is the time variable, and 푠0 is the initial shape
of the surface. Note that 퐻 is the mean curvature of the surface, −→푛 is the unit normal of the
surface, and 푣 is the constant velocity that will enable the convex initial shape to capture non-
convex, arbitrary complicated shapes. The non-zero velocity term is useful to avoid the model
getting stuck into the local minimum during the evolution process. Also, 푔 is a monotonic, non-
increasing, non-negative function that enables the model to interact with the image and will
stop the model deformation when it reaches the object’s boundary, which has great gradients.
퐼 is the volumetric density function, and 퐺휎 is the smoothed density function by convolution
with a Gaussian filter of variance 휎.
Implementation Details There are a number of issues that we need to consider in the im-
plementation of normal surface flow on a mesh. In order to obtain good mesh quality, mesh
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optimization is carried out when necessary. To achieve good distribution of the triangles in
the mesh, edge splitting and edge swapping are needed. These are illustrated in Figure 3.1
and Figure 3.2. When an edge is too long we divide it into two halves and when two adjacent
triangles ”squeeze” together we swap their common edge to form two new triangles. At certain
steps in the surface evolution process the mesh might form a very irregular shape. For example,
sharp angles of some mesh triangles will appear at some local areas. These are artifacts which
can keep the evolution from convergence. Therefore, after a certain number of iterations, a
Gaussian smooth algorithm is applied to “release” some vertices of the mesh.
Due to the nature of most tumors, the topology of PDE surface model is unlikely to change
during the mesh evolution process. However, there are still some local determinations the
algorithm needs to take care of. The first issue is regarding the moving direction of each vertex
at each step: whether a vertex should move in the direction of its normal or negative direction
depends on the current properties of the vertex. The data used in this chapter highlights the
tumor by using contrast agents, which makes it easy to find a threshold. Chapter 3.5.2 depicts
a way to find a good threshold. To avoid the instability of using a single threshold calculated
globally, we update it by using the average intensity at the mesh vertices inside the tumor
during the evolution. If the intensity at the current location is higher then this threshold, the
vertex has a higher possibility to be inside the tumor, it then moves in its normal direction,
otherwise it should move in the negative direction of its normal.
Figure 3.1: Edge splitting. The edge in dashed line on the left exceeds the length limit and is
splitted, a new vertex (filled) and three new edges (in bold) are created to form two new faces.
Before updating a vertex, the algorithm needs to check if its intended move will violate the
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Figure 3.2: Edge swapping. The edge in bold on the left is relatively too long for both adjacent
faces and is removed, the bolded edge on the right is added to form two new faces.
current topology of the mesh, i.e. to check if self-collision is at risk. At this stage, self-collision
detection is carried out. If there is possible collision the algorithm will have to make a choice
based on the topology verification, either collapsing this vertex if not changing topology or
freezing it temporarily until its action will not cause topology violation any more. A collapsing
is illustrated in Figure 3.3. This kind of collapsing is usually reasonable since it will not affect
the following procedures as new vertices will come out at this location if necessary. If at this
time the algorithm marks this vertex as frozen, then it will be processed some time later. After
a certain number of iterations, all the vertices are either halting at the boundary of the tumor
or are frozen due to possible self-collision. The frozen vertices are usually at locations where
tiny features occur. In order to differentiate these tiny features the algorithm will adaptively
increase the mesh resolution in the corresponding areas by splitting and necessary collapsing.
Sometimes a vertex may oscillate around a position as shown in Figure 3.4. This indicates a
potential boundary where the vertex speed may not be diminished at either side. In order to
increase performance an aging test is implemented in the algorithm. If a certain number of
consecutive oscillations is detected, the algorithm forces the corresponding vertex to stop on
the point where the smallest speed can be achieved along its path between the current position
and last position (see Figure 3.5).
3.4.2 Tangential Surface Flow
For segmentation purposes, the normal flow is universal but not optimal. According to
Ye2001[19] a new 2.5D active contour based on tangential flow is suitable for extracting both
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Figure 3.3: Vertex collapse. Due to minimum edge criterion or collision, vertex 푣1 is collapsed
into 푣2, all the associated edges are deleted accordingly and results in the creation of three new
edges (in bold) and the corresponding faces on the right.
Figure 3.4: Oscillation. The vertex is oscillating about a boundary due to the direction ambi-
guity around the boundary.
Figure 3.5: Aging, the dashed curve indicates the oscillation of a vertex, and the formula on
the right gives the stop criterion.
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manifold and non-manifold structures, which is ideal for segmentation of tube-shaped objects
such as blood vessels. In order to achieve faster speed and higher mesh quality we made some
modifications to its numerical implementation.
Mathematical Concepts Let us first consider a family of smooth planar curves퐶(푝, 푡) which
evolve according to the evolution equation:
∂퐶(푝, 푡)
∂푡
= 퐹푢(푝, 푡), (3.4)
퐶(푝, 0) = 퐶0(푝) (3.5)
where 푢(푝, 푡) is the unit directional vector for 퐶(푝, 푡), 퐹 is the speed function. The family
parameter 푡 can be considered as the time duration of the evolution, and 푝 parameterizes the
curve. For our tangential flow, the active boundary vertices will evolve along the tangential
direction −→푛 during each iteration while its speed is determined by the boundary curvature 푘.
The corresponding equation is:
Δ퐶 = 훼푘−→푛 (3.6)
where 훼 is a constant.
3.4.3 Implementation Details
Implementing the tangential flow on a mesh involves two issues. One is the numerical
computation; the other is the topology maintenance.
1. Numerical Calculation
The tangential direction is decided locally by the current vertex and its two neighbors
on the boundary, which is depicted in Figure 3.7. The tangential normal vector −→푛 is
calculated as
−→푛 =
−→푛푙 +−→푛푟
∥−→푛푙 +−→푛푟∥ (3.7)
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−→푛푙 and−→푛푟 are unit vectors perpendicular to 푉 푉푙 and 푉 푉푟. In the tangential direction of an
active boundary vertex 푉 , a new vertex 푉 ′푛 is located. In order to make the mesh attach
to the vessel boundary 푉 ′푛 is further pulled to the nearest grid point with a prominent
gradient. After this, a new vertex 푉푛 along with two new faces 푉푛푉 푉푙 and 푉푛푉 푉푟 are
added to the mesh. Figure 3.6 depicts this procedure. Furthermore, when adding a
certain vertex will cause topology inconsistency, this action will be abandoned and the
corresponding boundary vertex will be marked inactive (ex. collision happens). The
local curvature is defined as:
−→
퐾 = 푘−→푛 (3.8)
as shown in Figure 3.7 The scalar of the curvature is calculated as:
푘 =
4 ∗ 푆△푉푙푉 푉푟
∥푉 푉푙∥ ∗ ∥푉푙푉푟∥ ∗ ∥푉푟푉 ∥ (3.9)
where 푆△푉푙푉 푉푟 is the area of the triangle determined by 푉푙, 푉 and 푉푟.
Figure 3.6: New vertex generation, the new vertex is not in the tangential direction but pulled
back to the objects boundary
The evolution ends when no active boundary vertex can be found any more or a user-set
threshold is met. In our application, the tangential flow is used to extract blood vessels;
since the number of vertices is proportional to the length of the vessel, the maximum
number of vertices is set to stop the evolution.
2. Topology Maintenance
Topology maintenance is carried out to ensure that the final mesh will best represent
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Figure 3.7: Boundary tangential direction
Figure 3.8: Boundary curvature
the geometry of the object. In the case of vessel extraction, the final mesh is a closed
manifold of genus one. However due to noise and low space resolution, sometimes it
is hard to get the ideal result. Instead we require the resulting mesh to be a manifold
or non-manifold with no holes. Two kinds of stitching are used to best achieve this
goal. On-site stitching occurs when there is an active boundary vertex that is adjacent to
two chains of inactive boundary vertices. The movement of the active boundary vertex
and the aforementioned mesh optimization operations will iteratively generate triangles
with three adjacent vertices until active boundary vertices are encountered or topology
inconsistency occurs. On-site stitching is shown in Figure 3.9.
Figure 3.9: On-site stitching
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Post stitching will be carried out some inactive boundary vertices are found after the sim-
ulation stops. These vertices will form holes in the mesh. Much like the On-site stitch-
ing, we patch these holes by iteratively adding faces defined by three adjacent boundary
vertices. Post stitching is shown in Figure 3.10.
Figure 3.10: Post stitching
3.4.4 Efficiency and Robustness Improvement
The regular deformation of the mesh driven by the PDE is very simple and efficient. It
is also very robust for well sampled data; However, experiments show that defect data will
increase the occurrence of oscillation and affect the convergence of the evolution, especially
for the normal flow. In the general case, some of the vertices will convergent very quickly while
others need more steps. Since vertices are updated one by one, an arbitrary updating order will
cause the evolution to be unstable, e.x., an oscillating vertex may prevent neighboring vertices
from converging. Another issue is regarding when to launch the tangential flow to achieve the
best efficiency. The following methods are used to gain improvement.
Geometric Interpolation
When a certain number of vertices (fixed vertices) rest on the object’s boundary with high
confidence , instead of updating other vertices according to the PDE, we interpolate their po-
sitions in a geometric least-squares sense. The following algorithm is inspired by [65] with
modifications. In a mesh with 푛 vertices, let the fixed vertices be:
푣푠 = (푥푠, 푦푠, 푧푠), 푠 ∈ 퐶 (3.10)
where 퐶 = {푠1, 푠2, ⋅ ⋅ ⋅ , 푠푚}. The linear system to solve for the 푥 component of all the vertices
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is:
Ax = b (3.11)
where A is a (푛+푚)× 푛 matrix of the form:
A =
⎛⎜⎝ L
F
⎞⎟⎠ , 퐹푖푗 = { 1 푗 = 푠푖 ∈ 퐶
0 표푡ℎ푒푟푤푖푠푒
(3.12)
푏푘 = {
0 푘 ≤ 푛
푥푠푘−푛 푛 < 푘 ≤ 푛+푚
(3.13)
and L is the 푛× 푛 graph Laplacian matrix defined as:
L푖푗 = {
1 푖 = 푗
− 1
푑푖
(푖, 푗) ∈ 퐸
0 표푡ℎ푒푟푤푖푠푒
(3.14)
where 푑푖 is the valence of vertex 푖 and 퐸 is the edge set of the mesh.
Solving 3.11 is equivalent to minimizing the following:
∥ Ax− b ∥2=∥ Lx ∥2 +
∑
푠∈퐶
∥푥푠 − v(푥)푠 ∥2 (3.15)
a modification would be:
∥ Ax− b ∥2=∥ Lx ∥2 +
∑
푠∈퐶
휔2푠∥푥푠 − v(푥)푠 ∥2 (3.16)
where 휔푠, 푠 ∈ 퐶 are the weights denoting the confidence of the fixed vertices. In our experi-
ment, the weights are normalized gradients interpolated at the mesh vertices.
Equation 3.11 can be applied to 푦 and 푧 component of the mesh vertices in the same way.
Since, the system is sparse, it can be solved very efficiently. The solution will result in a smooth
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mesh satisfying the constrains (fixed vertices). This algorithm updates all the vertices at the
same time according to global smoothing criteria. It resets non-convergent vertices to stable
positions that will produce robust results and good mesh quality.
The geometric interpolation is carried when the ratio of oscillating vertices exceeds a
threshold. If some vertices do not converge due to data defection, they are forced to rest
on the point with maximum gradient along its normal direction within a range, and they are
considered as fixed vertices in the next iteration.
Model Selection
We have presented two types of PDE deform models. Compared to normal flow, the sim-
ulation of tangential flow is much faster for tube-like shapes such as blood vessels. However
normal flow will guarantee to a closed manifold of genus zero, which gives a better representa-
tion of many brain structures. Another good aspect of normal flow in our application is that it
does not need a strict initialization. For this reason, an ideal automatic scheme is to use normal
flow in the initial phase of surface extraction then followed by a model selection procedure to
employ appropriate surface flow for extracting different shapes of objects.
The numerical simulation with model selection can be expressed as follows:
Step1 Initially run the simulation with normal flow on a closed seed mesh for a certain number
of steps.
Step2 Detect the moving front by tracking all the active vertices. If the moving front is consist-
ing of clusters of adjacent vertices while the majority of vertices are inactive, it is time
to switch the model.
Step3 Break the mesh at the moving front by removing the corresponding vertices to form an
open mesh. Mark the vertices on the boundary active.
Step4 Resume the simulation by using tangential flow as described above until it ends up with
the final mesh.
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The model selection proposed here is a good way to combine two major flows while retain-
ing the privileges of both.
3.5 Automatic Segmentation and Visualization of Brain Tu-
mor System
Based on the PDE deformable model, we have developed an automatic software tool to
segment and visualize the brain tumor system. Our main targets will be the tumor, the feed-
ing blood vessels and the microhemorrhage. In this section, we want to address some issues
regarding preprocessing, data structure, automatic seeding, and the segmentation of multiple
objects in the tumor system.
3.5.1 Preprocessing
In order to combine the information extracted from data of different modalities, co-registration
is need first. Second, a series of PDE-based surface flow evolutions are carried out to extract
object-of-interests and the corresponding visualization can be performed afterwards.
Accurate localization of tumor is known to be a very difficult task in general. Instead, we
only estimate the position of the tumor automatically since our PDE model is not sensitive to
initialization. This is achieved by multiple-scale searching. The idea is to do octree-based sub-
division of the image volume. It is practical under the assumption that the regions around the
tumor should have some properties distinguishable from those of other regions. The algorithm
first obtains 4 by 4 by 4 equally spaced octree nodes. If no sign of possible tumors can be
found it goes to the next level with 8 by 8 by 8 nodes. To carry out a valid statistical analysis
with enough samples, the octree partition goes on until node contains no less than 16× 16× 5
voxels for a volume of 256 × 256 × 100. To determine if a certain partition contains tumor
tissues, we perform the histogram analysis.
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3.5.2 Histogram Analysis for Seeding
Histogram analysis tries to identify the tumor by searching for distinctive intensity distribu-
tions among the octree nodes. In order to highlight the tumor, the intensity value of T1 weighed
MRI is subtracted from that with contrast agent injected to form a difference image data. In the
difference image, experiments show that the intensity distribution function in the area around
the tumor tends to have two peaks. The comparison between histograms of partitions with
and without tumor tissues is shown in Figure 3.11(e) and (f). A data fitting algorithm is used
to automatically detect this bi-normal distribution in the intensity histograms. The partition
and histogram analysis process is shown in Figure 3.11. The false-alarmed partitioning nodes
at this stage can be eliminated by the later PDE surface evolution and shape analysis. When
neighboring cells are identified to contain the tumor tissues, they are merged.
Besides, the histogram analysis also provides a threshold of the tumor. The intensity of
the second peak in the histogram is used as the initial threshold. The thresholds for the blood
vessels and microhemorrhage is pre-defined by the domain experts.
3.5.3 Segmentation and Visualization Pipeline
After the location of the tumor is identified, a seed mesh is initialized into this region in the
form of a sphere whose radius is determined by the size of the cell. A normal flow it carried out
to drive the seed to rest on the boundary of the tumor. Even if the initial seed mesh does not lie
inside or contain the tumor, we can still obtain a robust result due to the fine numerical solution
of our PDE based algorithm stated above. When the tumor is extracted, we seed several meshes
around it according to the intensity of the corresponding SWI data. They will then evolve based
on the model selection procedure described in 3.4.4 to ensure the best performance. Though
the microhemorrhage has a different intensity in SWI, they are hard to segment as the lesion
usually contains many clusters.
Using a voxel-based tracking approach, it is easy to segment the major cluster of the micro-
hemorrhage. The algorithm works as follows: check for voxels with intensities below a certain
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Figure 3.11: Octree-partition and histogram analysis. (a) depicts an 2 by 2 by 2 octree-based
subdivision; (b), (c) and (d) are MRI with and without contrast agents and the difference vol-
ume respectively; (e) and (f) are histograms of a normal partitioning cube and one containing
tumor tissues respectively; analysis of (g) and (h) can give us many information about the
tumor and the surrounding tissues.
threshold around the vessel and tumor, push them in a queue and check their neighborhood
voxels with the same criteria until no more voxels can be found. Then a volume with only mi-
crohemorrhage can be obtained. The major cluster is then enlarged by including neighboring
voxels with similar intensities. The result is good enough for visualization purposes. In our
current approach, the microhemorrhage is visualized using volume rendering offered by the
Visualization ToolKit (VTK) [1].
The pipeline of our system is shown in Figure 3.12.
3.6 Experiments
This section will show some results from our segmentation and visualization tool. The
prototype system is implemented in Pentium 4 PC with 3.0GHz CPU and 2GB memory. The
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Figure 3.12: Segmentation and visualization pipeline
visualization tool is implemented with OpenGL and VTK. Figure 3.13 shows how the seed
grows to reach the boundary of the tumor. By a standard triangle test, it is easy to extract the
region in side the tumor. We tested our algorithm on 18 patient data sets and compared the
results with those from manual segmentation by domain experts. Figure 3.14 shows one case
where the segmentation result using the automatic tool is compared with that from a doctor.
Table 3.1 shows the tumor segmentation results for all 18 data sets. The accuracy is calculated
by ∥퐶푎푙∩퐶푔푑∥∥퐶푎푙∪퐶푔푑∥ , where 퐶푎푙 is the voxel set segmented by the algorithm, and 퐶푔푑 is the voxel set
segmented by domain experts. The results have very promising clinical application according
to domain experts.
The vessel tracking process is shown in Figure 3.15.
Based on the segmentation results, the visualization tool creates an illustrative image by
overlaying the surface rendering of the tumor/blood vessels and the volume rendering of the
mircohemorrhage. The results are shown in Figure 3.16. All the users in the radiology de-
partment gave highly positive feedback on the composed rendering which improves the tumor
diagnosis greatly. Quantitative evaluation of the visualization system is being conducted.
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Table 3.1: Tumor segmentation results: the accuracy is calculated by ∥퐶푎푙∩퐶푔푑∥∥퐶푎푙∪퐶푔푑∥ , where퐶푎푙 is the
voxel set segmented by the algorithm, and 퐶푔푑 is the voxel set segmented by domain experts.
Data set 1 2 3 4 5 6 7 8 9
# of tumors 1 1 2 1 1 1 2 1 2
Accuracy 0.87 0.73 0.82 0.81 0.91 0.88 0.82 0.79 0.82
Data set 10 11 12 13 14 15 16 17 18
# of tumors 1 2 1 1 1 2 1 2 1
Accuracy 0.86 0.85 0.84 0.90 0.76 0.87 0.82 0.89 0.83
(a) (b) (c) (d)
Figure 3.13: Visualization of the tumor segmentation process. The bright region in the middle
of the cross-sections indicates where the tumor occurs, (a) through (d) illustrates the formula-
tion of the tumor mesh form the initial seed (an Icosahedron).
(a) (b)
Figure 3.14: The dark region in the left image shows the tumor segmented using our automatic
tool; the red mask in the right image shows the ground truth marked by a doctor.
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(a) (b) (c) (d)
Figure 3.15: Visualization of the vessel tracking process. The process starts from the tumor
and simultaneously extends to find all the vessels attached to it. Depending on the vessel length
needed, we may obtain different results shown from (a) to (d).
(a) (b) (c) (d)
Figure 3.16: Visualization of the tumor system. (a) and (b) are different views of a brain tumor
system. (c) and (d) show another example. (d) also shows a slice of the original data
35
3.7 Summary
In this chapter, a novel iso surface extraction method based on PDE surface flows is pre-
sented. The technique is displacement based and is very effective in recovery arbitrary non-
smooth shapes from images. Based on this technique, a new visualization framework is pro-
posed to facilitate neuroimaging. The application in brain tumor visualization demonstrates
the effectiveness of our framework.
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CHAPTER 4
HIERARCHICAL SURFACE ABSTRACTION FOR
DEFORMABLE MESHES
The PDE model presented in Chapter 3 is very versatile for arbitrary non-smooth shape
recovery and can be “blind” of the shape itself. However, when more information is known
about the object, it does not provide the optimal solution. For example, when the initial seed is
provided as a similar shape to the object being recovered, the PDE model is not able to utilize
this information, therefore, it will not be efficient. This can be the case in shape retrieval and
matching. The rapid development of 3D object digitalization equipments and ever increasing
demand of shape animation applications have driven the pertinent shape retrieval and matching
to become a very active research field in computer graphics. Giving a template shape, the main
task of shape retrieval and matching is to recover the similar/partially similar shapes from a
bank of shapes. When the shapes are represented by meshes, similar shapes can be modelled
by deformable meshes. Consider the large shape bank, the algorithm in Chapter 3 will be slow
and hard to measure. In this chapter, a novel framework is proposed to simplify the meshes so
that the deformation between them can be efficiently carried out by comparisons of graphs. To
differentiate the work from classical mesh simplification, it is referred to as surface abstraction
since it abstracts surface patches into graph nodes.
4.1 Introduction
Shape matching becomes increasingly popular in many animation applications in the past
few years. For example, it was used in motion synthesis [5] and motion capture [75]. Tan-
gelder et al. classified all existing 3D shape retrieval methods into several categories [70]. It
was shown that even though global feature-based methods are more efficient, only algorithms
based on local features can support accurate detailed matching. The prior work again raises the
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question of how to effectively integrate local and global features in a single framework. The
solution to this question will certainly lead to a better understanding of a given shape. To facili-
tate most shape comparison tasks, global appearance, local variance and topological features of
shapes should be considered together in a systematic way. Taking efficiency into consideration,
redundancies should be hidden from execution. Therefore, an automatic abstraction algorithm
is a very appealing solution for shape description, which can retain both global and local shape
characteristics.
In most cases, a complex shape is composed of relatively simple components. Recent hu-
man perception study proved that visual content is recognized by components or parts [55, 74].
We observed that, on one hand, the global feature of a shape can be treated as the composition
of the features from its components, on the other hand, partial matching is usually documented
as the task of identifying non-trivial, similar components of more complex shapes. These com-
ponents either have similar semantical meaning from a global point of view or simply share
similar local properties. Overall, it requires a systematic approach to represent global compo-
sition and local feature information of the components properly. In this chapter, we present a
hierarchical surface abstraction framework based on adaptive Mean Shift for automatic con-
struction of such a shape representation. Through hierarchical abstraction, we can describe the
shape in different levels-of-details. At each level, we only focus on a specific scale of compo-
nents. This hierarchical abstraction approach is an ideal way to organize shape characteristics
towards a representation for all-purpose retrieval tasks. The surface abstraction is achieved
through an adaptive mean shift-based decomposition and a graph-based organization, which
together form a powerful description of the shape even in case of deficient and noisy features.
The main contributions of this work are summarized as follow:
1. We propose a novel adaptive manifold mean shift approach to automatically decompose
the surface into meaningful subregions, which are called Feature Enriched Components
(FECs), based on its global and local statistics in the feature space. Since geometry and
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topology information can both be encoded into the feature space, FEC decomposition is a
more general way to characterize the shape. It can handle surfaces of complex geometry
and arbitrary topology.
2. We present a hierarchical surface abstraction framework. The surface subregions are
hierarchically organized into an attributed relational graph (ARG) which reflects both
global structures and local levels-of-details of the shape in terms of topology and geom-
etry. The compact shape description facilitates efficient matching and comparison.
3. The shape representation enables many different shape matching and retrieval tasks.
Both the partial matching and deformable model retrieval can be achieved using FECs
and ARG. Objects with high-genus shapes can be handled without extra efforts.
The rest of the chapter is organized as follows. Chapter 4.2 reviews the major work that
is related to our approaches. In Chapter 4.3, we present the adaptive mean shift method and
demonstrate how to use it to decompose a surface shape represented by triangular mesh into
FECs. In Chapter 4.6, we explain how to use an attributed relational graph based representation
to achieve global and local abstraction of a shape. In Chapter 4.7, we show the results of
different shape retrieval applications based on our techniques. Finally, in Chapter 4.8, we
discuss the advantages and disadvantages of our framework with a summary of this chapter
4.2 Related Work
Our work is motivated by the state of art in the shape matching field. This section reviews
some most related work.
The basic operation of partial matching is to match similar geometries between a query
input object and samples in the database. Therefore, the subregions of the sample must be
properly defined. To avoid exhaustive search, some research work focused partial matching
on “salient” region detection and comparison. One of the typical work was done by Gal and
Cohen-Or [23]. They tried to find subregions that are “salient” based on local curvature vari-
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ances. However, without considerable modification, it may not give the same discriminative
power when features other than curvatures are considered. As an alternative, Shilane et al. [62]
focused on finding distinctive regions on 3D surfaces. Unlike the salient region method, which
measures how much a region sticks out from the rest of the object rather than how important
the region is for defining the object type, the distinctive regions are obtained by searching for
unique regions among the whole query set. The main problem of this method is its efficiency,
the distinctive regions need to be recomputed when the query set is changed. Some other work
proposed to extract salient points rather than subregions [45, 78]. Although these points can
also take properties such as scales [38], they seem to be too local and not semantic enough for
matching purposes. And they are error prone without careful local feature calculation.
Deformable shape retrieval methods are usually skeleton based or graph-based [67, 47, 48].
Although these approaches achieved certain success when models with similar skeletons are
considered as in the same class, the skeleton is good at representing shape topology but not at
describing surface geometry, thus, they are not accurate for detail matching. Furthermore, the
nodes defined on the skeletons are too local to have enough representative power, thus intra-
class dissimilarity can not be measured precisely. The idea of combining both topological and
geometric surface representations of a shape had motivated Gary et al. to build a “surface skele-
ton” based on Level Set Diagram (LSD) [69]. In their implementation, the nodes are defined
as surface subregions, which form an atlas of the surface. Geometry features are extracted
from these subregions, so that they are more suitable for intra-class comparison. However,
the algorithm can only handle genus-zero manifold, and may perform poorly when noise is
present.
To overcome the difficulties of previous methods, we developed a method to extract FECs
of a shape, which can support both partial and deformable model retrieval.
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4.3 Surface Decomposition Based on Adaptive Mean Shift
We believe that the existing component-based shape representations are not suitable for
universal tasks, since the component definitions are either not simple enough to be stable, or
not having enough discriminative power.
As a summery, the components should have at least two properties to form a good shape
representation for common applications such as matching:
1. The component should not be too small or too local. Otherwise, it is statistically unstable,
and not semantically meaningful. The component should not contain a large and complex
region either.
2. The samples inside a component should share the same geometric or physical features,
thus, the components can be easily found by clustering. This also implies certain sim-
plicities of the components.
These two properties ensure strong discriminative power, good robustness, and high efficiency.
Although in our implementation, the decomposition is base on general geometric features,
such as curvature and normal, other features can be easily embedded to make the patches
feature enriched. Thus, we name components satisfying the above two properties as feature
enriched components (FECs). A modified mean shift algorithm is used to extract FECs from a
shape.
4.4 Manifold Mean Shift and Mode Seeking
Mean shift is a robust approach for feature space analysis [15, 14]. It is widely applied in
computer vision applications such as filtering ,segmentation and tracking. It is a statistical ap-
proach which is independent of resolution and noise competing. Shamir et al. in [60] extended
the mean shift method for feature space analysis of triangular meshes.
The basic idea of mean shift is to find the statistical modes of the sample data, which are
usually determined in a high dimensional feature space. The probability density function (PDF)
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of the data is estimated using a multivariate kernel density estimator:
푓(푥) =
1
푛
푛∑
푖=1
퐾(푥− 푥푖), (4.1)
where 퐾 is the 푑-variate kernel which usually takes the form of 퐾(푥) = 푐푘,푑푘(∥푥∥2), where
푐푘,푑 is a normalization constant.
To find the mode of each sample, in each step, the current sample point moves toward the
mean value of a certain neighborhood along the gradient direction. The offset is calculated as:
훿(푥) =
∑푛
푖=1 푥푖푔(∥푥−푥푖ℎ ∥2)∑푛
푖=1 푔(∥푥−푥푖ℎ ∥2)
− 푥, (4.2)
where 푔(푥) = −푘′(푥) and ℎ is the bandwidth. In [15], Comaniciu and Meer further modified
the 푑-variate kernel to be퐾ℎ푠,ℎ푟(푥) =
퐶
ℎ2푠ℎ
푝
푟
푘(∥푥푠
ℎ푠
∥2)푘(∥푥푟
ℎ푟
∥2), so that the spatial part 푥푠 (stands
for locations) can be separated from the range part 푥푟 (stands for properties) for respective
controls.
Due to the sound robustness of mean shift, Shamir et.al had extended this framework onto
triangular meshes [60]. However, directly move the metric for meanshift calculation onto a
closed manifold will cause bad localization of the modes, and generate sibling modes 4.1.
Furthermore, kernel size should be determined wisely since neighborhood query becomes ex-
pensive on a nonparametric surface.
To solve the above problems, we present a two-stage approach based on our novel adaptive
mean shift, and the normalized cut.
4.4.1 Adaptive Manifold Mean Shift for Shape Decomposition
The adaptive manifold mean shift is designed to find the best kernel size for each sample
(vertex) as follows:
1. Run manifold mean shift with a small window size 푤푀퐼푁 , which determines the smallest
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Figure 4.1: Sibling modes detected by manifold mean shift: the cylinder is colored by mean
curvature, multiple modes are found on its mother lines, these modes represent the same cluster.
possible clusters in the final atlas. Set the repeatability 푟 of each mode to be 1.
2. Increase the window size by 훿푤 and center windows at the modes found in step 1. Cal-
culate the stability (will be discussed later) of the mode under the current kernel setting.
If the corresponding mode is still a “basin of attraction”, ie. an extremum, increase its
repeatability 푟 by 1.
3. Repeat step 2 until the mode is not stable any more, or the window size reaches the
predefined maximum 푤푀퐴푋 , which determines the largest possible clusters. For each
mode, store the maximum window size 푤푚푎푥 under which the mode is still stable.
In order to decide the stability of a mode given a certain truncated kernel function, two
terms are calculated:
1. The mean shift offset 훿(푚) from equation 4.2 by centering the window at the mode.
2. The estimated probability density 푓(푚) calculated by equation 4.1.
If the mode is still stable, 훿(푚) should not be too large and 푓(푚) shouldn’t be too small.
The decision is made by thresholding both of them.
After the above stability test, each vertex will be covered by windows with sizes, 푑푤1푚푎푥, 푑푤
2
푚푎푥, ⋅ ⋅ ⋅ ,
and 푑푤푝푚푎푥, determined by adjacent modes 푚1,푚2, ⋅ ⋅ ⋅ ,푚푝. The largest window size is se-
lected at the vertex for its mean shift calculation. In this first stage, the initial FECs are obtained
by grouping vertices converging to the same mode.
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4.4.2 Second Stage Clustering and Hierarchical FEC Decomposition
To deal with the bad localization of modes, a second stage clustering is carried out. After
the adaptive manifold mean shift, we further cluster the modes according to their Euclidean
distances between each other. This problem could be easily transformed to a graph partition
problem, which has a robust solution by normalized cut [61]. Given an initial FEC decom-
position with 푀 clusters represented by 푀 ′ modes, a weight matrix 푊 for normalized cut is
constructed as follows:
푊 = {푤푖,푗∣푖 = 0, 1, ⋅ ⋅ ⋅ ,푀 − 1; 푗 = 0, 1,
⋅ ⋅ ⋅ ,푀 − 1}
푤푖,푗 = 푒푥푝(−푑푖푠(퐶푖, 퐶푗)),
(4.3)
where 푑푖푠(푚푖,푚푗) is the average Euclidean distance between modes in cluster 퐶푖 and 퐶푗 .
Some FECs are merged after the second stage clustering to eliminate bad mode localization.
Another important aspect of using normalized cut is that, by implementing the recursive n-
way cut [61], it is easy to achieve a hierarchical FEC decomposition. By simply adjusting the
Ncut value, the number of levels and the number of FECs in each level will be automatically
determined, which is ideal for our automatic hierarchical surface abstraction.
4.5 Shape Descriptors for Matching
Once the decomposition is completed, the FECs can be compared for matching purposes.
One way to do it is based geometry hashing [23]. In order to facilitate fast matching, we
define a feature vector for each FEC. Two types of feature vector are designed and tested in our
experiments, namely:
1. Type 1 feature vector (FV1) is defined as:
푉 푐 ={푛푑푒푣, 푔푐푑푒푣, 푔푐푚푒푎푛,푚푐푑푒푣,
푚푐푚푒푎푛, 푔푑푑푒푣, 푔푑푚푒푎푛},
(4.4)
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where 푛푣푎푟 is the deviation of the surface normal, 푔푐푑푒푣 and 푚푐푑푒푣 are the deviations of
Gaussian curvature and mean curvature respectively, 푔푐푚푒푎푛 and 푚푐푚푒푎푛 are the mean
of Gaussian curvature and mean curvature respectively, 푔푑푚푒푎푛 is the mean geodesic
distance of all vertices from the center of the patch normalized by patch size, and 푔푑푑푒푣
is the corresponding deviation of the geodesic distances. Note that 푉 푐 is affine and scale
invariant.
2. Type 2 feature vector (FV2) is the heat kernel signature defined in [28]:
푉 푐 = {
푚∑
푖=1
푒푥푝−휆푖푡휙푖∣푡 = 푡1, 푡2, ⋅ ⋅ ⋅ , 푡푛} (4.5)
where 휆푖, 푖 = 1, 2, ⋅ ⋅ ⋅ ,푚 and 휙푖, 푖 = 1, 2, ⋅ ⋅ ⋅ ,푚 are the first smallest 푚 eigen val-
ues and corresponding eigen vectors of the mesh Laplacian matrix, which is isometric
invariant; 푡 is the discrete time variable.
From the definition we can see that FV1 combines intrinsic (mean curvature) and extrinsic
(Gaussian curvature) properties of a surface while FV2 only contains intrinsic properties. As a
comparison, FV1 is more computational efficient and FV2 is more stable. Experiment shows
that although the FEC decompositions are different based on FE1 and FE2, the retrieval results
are comparable.
4.6 Surface Abstraction Based on Attributed Relational Graph
The last step of the shape abstraction procedure is to organize the FECs to form a complete
and hierarchical description of the shape. An attributed relational graph is a good choice [85,
84]. Attributed Graph (AG) or Attributed Relational Graph (ARG) is a kind of part-based
representation. An ARG is a graph 퐺 = (푉,퐸,퐴), where 푉 is the vertex set, 퐸 is the edge
set, and 퐴 is the attribute set. 퐴 consists of unary attribute 푎푖 attaching to each node 푣푖 ∈ 푉
and binary attribute 푎푖푗 attaching to each edge 푒푖푗 = (푣푖, 푣푗) ∈ 퐸. ARG can convert shape
matching problems into graph matching problems.
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Figure 4.2: Splitting of vertices to build a hierarchical ARG: circles are graph nodes in the
current level, diamonds are graph nodes in the child level. Solid and dashed lines indicate the
edges in the current and child level.
In our framework, each node of the ARG is an FEC, and the associated attribute is the
feature vector 푉 푐 defined in Chapter 4.5. Adjacent FECs are connected by an edge with 푒푖푗
being the average geodesic distance between node 푖 and 푗. The abstraction is achieved by
splitting the vertices of the ARG, from the coarsest level to the finest level. This process is
illustrated in Figure 4.2.
The abstraction is extremely useful in tasks such as shape matching and retrieval, since this
representation systematically integrate geometric and topological information, which makes it
easy to handle deformable models and models of high genus. Matching scores from different
levels are stored for further queries, ie., surface shapes exhibit different extents of similarity in
different levels, which is implied by the abstraction hierarchy. The similarity of two shapes can
be measured using the following standards for two different matching purposes:
1. Partial Matching: The highest matching score among different levels of FECs. The level
producing the maximum score is called the best matching level.
2. Global Matching: The summation of the scores from all levels.
The following section demonstrates some matching results in order to show the superiority
of our method.
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Figure 4.3: FEC decomposition at 3 different levels
Figure 4.4: The red points are modes detected by the adaptive manifold mean shift. The model
is viewed in three different angles in order to show all the detected modes.
4.7 Experiments
We have evaluated our algorithm on SHREC2008 dataset. Both rigid model and deformable
model are tested. Figure 4.3 shows the decomposition of an airplane model at different levels
using FE1.
Figure 4.4 demonstrates modes found on an airplane model (rigid model) with our adaptive
manifold mean shift algorithm. Note that this model is quite noisy, even areas on the wings are
quite bumpy. Figure 4.5 shows the result of FEC-based decomposition and matching, where
two bird models are automatically decomposed into FECs and generate the matching corre-
spondence. As for deformable model matching, we demonstrate the FEC decomposition on
two horse models with different poses. They are matched based on their ARG representations.
The FEC decomposition and matching correspondence is illustrated in Figure 4.6. Figure 4.7
shows that our FEC based graph can handle models with high genus as well, which is very
difficult for many algorithms, e.g., the one presented in [69].
We have tested inter- and intra- class matching scores. We selected totally 50 objects from
5 categories. Each category contains 10 objects. We did the inter- and intra-class matching
using the hierarchical surface abstraction based on adaptive mean shift and ARGs. The average
47
Figure 4.5: Two bird models matched based on hierarchical FEC decomposition and ARGs.
The colors show the decomposition.
Figure 4.6: Two horse models with different poses matched with FEC decomposition and
ARGs. The FEC decomposition and matching correspondence is illustrated (the matched FECs
have the same color).
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Figure 4.7: Two objects of genus one matched based on FECs and ARGs.
matching scores between each pair of categories are shown in Figure 4.8. From Figure 4.8 we
can see that similar shapes have higher matching scores. We have also collected the average
recall and precision rate for the whole SHREC2008 dataset with 20 categories with 20 objects
in each category. The two rates are defined as 푝푟푒푐푖푠푖표푛 = ∥푆푙∩푆푡∥∥푆푡∥ and 푟푒푐푎푙푙 =
∥푆푙∩푆푡∥
∥푆푙∥ , where
푆푙 is the set of relevant objects and 푆푡 is the set of matched objects. Figure 4.9 shows the change
of precision and recall rate against the number of objects retrieved. Table 4.1 shows the best
precision and recall rate from our algorithm and compared to the results from SHREC2008.
Note that all the data used in the experiments contain partial shapes that are considered to be
in the same category with the complete shapes. The results of our algorithm are comparable to
those from SHREC2008, and we also retrieved many partial matched shapes.
4.8 Summary
In this chapter, we have designed a novel framework for surface abstraction which is well
suitable for shape matching and retrieval. Compared to [69], our decomposition is in the com-
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Figure 4.8: Matching scores placed in a matrix. Each row/column stands for one category,
each cell of the matrix indicates the average matching score between two categories. Darker
squares stand for higher scores.
Figure 4.9: The change of precision and recall rate against the number of objects retrieved
based on FV1.
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Table 4.1: Comparison of the best precision and recall rate from our algorithm and the results
from SHREC2008
Methods FV1 FV2 SHREC (non-supervised) SHREC (supervised)
Average Precision 60.01 62.80 54.36 63.10
Average Recall 60.01 62.80 60 65.14
posite feature space rather than in the physical space. This gives the possibility to make the
components geometric and topological feature enriched instead of only topologically meaning-
ful. In addition, our method can handle objects with high-genus topologies, and is insensitive
to resolution and noise. Furthermore, our ARG is built in a hierarchical way towards a full
abstraction of the input surface. The surface objects can be compared at different levels for fast
computation.
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CHAPTER 5
GENERIC MOTION ABSTRACTION FOR
DEFORMABLE MESHES
The abstraction framework in the Chapter 4 provides an efficient way to approach mesh de-
formation by using a graph at the cost of losing the explicit geometry of the original shape in the
meantime. Furthermore, by using feature vectors as graph nodes, the surface details are only
represented statistically from the abstraction. Consider the case when the dense correspon-
dences between shapes are available, It is feasible to achieve an abstraction of the deforming
sequence where this abstraction should not only retain the original shape for recovery purposes
but also provide a way to control the loss of geometric details. In this chapter we extend the
surface abstraction framework to carry out motion abstraction by addressing the problem of
motion compression based on deformable meshes.
5.1 Introduction
With the advance of 3D acquisition techniques [22, 25], more and more 3D models are
available. On one hand, high resolution range scanners make 3D large terrain and cityscape
data available; on the other hand, fast depth camera arrays enable us to capture 3D motion or
facial expressions at a comparable speed with traditional video recorders [41]. Skeleton based
animation and skinning animation are prevalent since they are easy to carry out and intuitive for
manual editing in motion synthesis. However, compared to scanned mesh animation [73], they
are less realistic since it is difficult to model the change of surface details during the motion and
it is laborious to design sophisticated motions. Motion acquisition based on agents attached to
humans provides an alternative, but it is still hard to capture the surface details especially when
the motion is non-skeleton driven. The latest technology gives us a better stand. In [40], the
subject in motion can be captured completely without using agents. The surface details are
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preserved at the same time. With this extra detail information acquired, 3D scanning motion
data can be too large to store and process; thus, it prevents the data from being fast distributed
to ordinary end users for entertainment or educational use. However, like 2D videos, the 3D
scanned motion data usually contain large amounts of redundancies which can be reduced from
the continuous sequence using proper algorithms. The core part of the algorithm is to use a
limited number of shapes sampled at certain time stamps to predict the rest shapes in the series.
In MPEG, this process is called motion compression. This term will be used in this chapter to
address the same problem but on 3D scanned data. In MPEG, motion is in the same structured
domain as other properties such as color and shading; thus they can be compensated at the
same time. However, it is not straightforward to use the same technique to compensate motion
and surface details in general since the canonical domain of the surface is changing during
the motion. Furthermore, most conventional methods working on a single 3D object are not
suitable for motion data analysis or need to be verified. This chapter mainly discusses how to
implement efficient motion compression algorithms based on the new type of 3D motion data.
The main contributions are:
1. Several algorithms derived from the state-of-the-art are implemented and compared.
2. A novel motion compression framework based on clustering and local transformation is
presented.
3. The proposed algorithm is very easy to implement and high compression rates can be
achieved without loss of surface details.
4. The algorithm is suitable for general motion including both skeleton driven and non-
skeleton driven motion. The quality control is also easy to carry out.
The remaining contents are organized as follows: Chapter 5.2 surveys some work related
to our proposed algorithms; Chapter 5.3 compared the results of some durable algorithms for
motion compensation; Chapter 5.4 discussed our motion compression framework in detail;
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Chapter 5.5 lists some experimental results based on our framework. Finally, Chapter 5.6
makes a summary of this chapter.
5.2 Related Work
To date, relatively less compression research work is carried out on real-world captured
motion data than on image data. One reason is that using traditional techniques it is hard to
retrieve the correlation between 3D data frames without proper post-registration; fortunately,
more recent techniques have overcome the difficulty by incorporating tracking techniques and
a deformable template into the scanning process. In [73], Vlasic et al. tried to match the
deformable template to image silhouettes captured by a high definition camera array. Not a
coincidence, Li et al. [40] used a template to match the partial scans from a depth camera.
Their methods are efficient and easy to apply. It is expected that more and more this kind
of 3D motion data will be available in the near future. The registration-on-the-fly gives us a
consistently meshed sequence to directly analyze the motion on the surface, which provides us
with better details than skeleton based methods.
For the purpose of 3D motion data storage, some techniques can be considered. Mesh
streaming [27] stressed the compression of connectivity information of triangle meshes were
proposed. Compared to other methods, it is out-of-core and is aimed at processing a very
large single mesh. Geometric compression can be considered in either the spatial or the fre-
quency domain. Traditional methods use position prediction [57] and ad hoc data structure
to remove visual redundancies. An MPEG style codec framework based on linear prediction
was proposed in [3]. More recently, spectral analysis has introduced new ways to geometry
representation [32]. The challenge of spectral analysis on the manifold is the lack of a com-
mon domain. Thus it is usually nontrivial to find a set of analytical basis for an arbitrary
shape [33]. The latest research on Laplacian-Beltrami eigen analysis [58] has provided us with
tools to decompose the geometry into details at different scales. However, all these methods
has little concern on motion data and direct extension to motion compression needs validation.
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The most relevant work was from Yasmine et al. [8] who modelled the motion using local
transformations. However, their method is preliminary with no surface detail preserving and
smoothness control presented. Another similar work based on clustering was proposed in [6];
however, the motion is still modelled as the displacement of vertex coordinates which is lack
of the power to describe local shapes. A thorough survey of dynamic mesh compression can
be found in [63]. According to [63], our proposed work can be classified as multi-resolution
geometry compression while existing topology compression methods can be overlaid with no
extra effort. Compared to existing motion compression methods based on clustering, an analog
in MPEG, our method does not rely on a predefined motion model but considers general local
shape changes instead. The vertex prediction is replaced by transformation prediction as well.
The low frequency information is well preserved by the decoding process.
Our work is motivated by the advancement of motion transfer and mesh editing. We can
get one shape from another by applying the transformation between the two. Oscar et al. [7]
have found that the face-based method has less distortion than vertex-based method since the
neighborhood of each face form a simplex on which the local geometry can be easily defined.
Fu et al. [21] further developed a method based on local vertex transformations, which pre-
serves local shapes. However, this method needs certain perturbation on flat surfaces since
the local transformation for a vertex cannot be estimated using its neighborhood in this case.
Sumner et al. [66] solved this problem by adding a vertex in the normal direction of each face.
Besides, Guo et al. [59] used a spectrum based method to deform the shape in a coarse scale
and the details were added back afterwards. This makes the editing more efficient; However, to
model the details as the hight function along the vertex normal will not be sufficient for com-
plex patterns such as garment folds. The proposed work is also very related to [29] and [18]
by chance where the techniques were used to build the skeletal structure of shapes. In contrast,
our work focuses on motion data compression and is not restricted to articulated motions. Our
framework is more rigorous and has more control over local geometry. In the following sec-
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tion we will compare some techniques which can be directly surveyed and used in 3D motion
compression.
5.3 Comparison of Spatial and Spectral Methods
5.3.1 Notations and Terms
We’ll use the following terms to refer to certain objects or operations:
1. Frame: a shape captured at one time stamp.
2. Key frame(s): the shapes captured at certain time stamps used to predict the rest shapes
for compression purposes.
3. Intermediate frames: the shapes captured excluding key frames.
4. Predicted frame(s): the shapes that are predicted from the key frames to approximate
intermediate frames.
5. Source mesh: the mesh before the current motion occurs. The terms, source mesh and
target mesh, are used when we describe a general algorithm. When the algorithm is
applied to motion compression, the source mesh is referred to as the key frame, and the
target mesh becomes the intermediate frame.
6. Target mesh: the mesh as the result of the current motion.
In order to demonstrate our framework unique and essential, two types of techniques are
implemented and compared in this section.
5.3.2 Motion Compensation Based on Spectral Decomposition
It is well known that the eigen functions of Laplacian-Beltrami operator form a complete
basis on a manifold [58]. Furthermore, these bases are isometric invariant and can be used
as a signature for similar shapes [58]. It is a widely used global representation of shapes.
When the geometry is treated as a function defined on the manifold, the vertex positions can be
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mapped onto these basis; thus, compression can be achieved by quantizing the coefficients or
discarding some of them in the same way as traditional discrete cosine transformation (DCT)
encoding. Since articulated motions are near isometric, we can map vertex positions onto the
basis of the key frames. For compression purposes, only the first 1000 coefficients are stored
and used to recover the shapes. Two adjacent frames of a human body motion are used to test
this algorithm. In Figure 5.1, the key frame is on the upper left and the intermediate frame is on
the upper right. Using the first 1000 coefficients we can recover the key frame as shown on the
lower left. Based on the same basis and the first 1000 coefficients of the intermediate frame, the
corresponding predicted frame is shown on the lower right. Although the two original frames
are similar to each other, the recovered shapes are quite different. While the recovered key
frame is a smoothed version of the original shape, the difference is visually significant between
the intermediate frame and the predicted frame.
It is obvious that when the metric of the surface changes slightly, the original basis are not
suitable for decomposing the geometry into different levels of detail anymore. As an alterna-
tive, we also tried to use the same basis to decompose the differences between the interme-
diate frames and the key frames. This approach works when the two shapes are very similar.
However, it fails when they differ from each other. We keep the key frame unchanged as in
Figure 5.1(a) and use another intermediate frame shown in Figure 5.2(a). The predicted frame
is shown in Figure 5.2(b). As can be seen, the distortion is dramatic. The above experiments
show that an arbitrary motion can not be predicted precisely when the shape is considered using
only global functions.
5.3.3 Motion Compensation Based on Spatial Transformation
As an alternative to the global spectral representation, the motion of a shape can be mod-
elled as a set of transformations, i.e., use a spatial decomposition instead of a spectral decom-
position. For example, each vertex bears a transformation during the motion, when the vertices
with a similar motion are clustered, a concise representation can be achieved. This idea was
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(a) (b) (c) (d)
Figure 5.1: Recovered shape from spectrum decomposition: (a) - key frame; (b) - intermediate
frame; (c) - recovered key frame; (d) - recovered intermediate frame (predicted frame).
explored in [8]. A matrix in its homogenous representation is used to depict the motion of each
cluster of vertices. However, representing the transformation in a global coordinate system will
introduce unnecessary translation terms and a single transformation of such does not contain
any information of the original shape; Thus, the algorithm in [8] is not ideal for shape preserv-
ing motion compression. This is extremely clear when only a few number of clusters are used.
In Figure 5.3, the algorithm is implemented and tested on two adjacent frames. The model
contains 10000 vertices, and 256 matrices are used to recover the motion of the same number
of clusters. The discontinuity on the predicted frame can be easily perceived. For this kind of
real world scanned data, the garment motion is very complex. Each vertex will undergo a very
unpredictable different motion from others.
In order to solve this problem, local transformations can be used instead. In [21], a vertex
and its neighboring vertices are used to estimate the transformation. This algorithm not only
successfully preserves local details to a certain extend but also faithfully picks up the global
motion. The underline assumption is that when the neighboring vertices bear the same one
transformation as the current vertex, the estimation error will be minimized. However, the
correlation between a vertex and its neighborhood is not consistent among all the vertices.
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(a) (b)
Figure 5.2: Another intermediate frame and the predicted frame based on the key frame in
Figure 5.1(a).
When they are highly correlated, eg, co-planar, the transformation is not unique. In such
cases, some local disturbance is introduce to regularize the local motion [21], which limits the
application of the algorithm. One solution to this would be considering the transformation for
each triangular face instead of each vertex as suggested in [7]. We will explore this idea in
detail.
5.4 A Novel Motion Compression Framework Based on Lo-
cal Transformation
Earlier research shows that a set of local transformations can be used to recover the global
motion. However, as shown in the previous section, the local transformations based on vertices
are not informative enough to describe local shape changes. The fundamental cause can be
found in geometry saying that the shape of a primitive is determined by its angles and edge
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(a) (b)
Figure 5.3: (a) an intermediate frame; (b) the predicted frame based on [8] with 256 clusters,
the details are distorted. The models are colored according to the mean curvature.
lengths. Thus, when trying to preserve the local geometry of a triangular mesh, we are particu-
larly looking at the transformation for each triangular facet. The algorithm is briefly introduced
as below.
In order to estimate the local transformation of a triangular facet, an additional vertex is
required. Let v푖 and v˜푖, 푖 ∈ 1, . . . , 3, be the vertices of the triangle before the motion and
after the motion, respectively. For a triangle in the mesh which has the configuration of v푖, 푖 ∈
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1, . . . , 3, we compute the fourth vertex as,
v4 = v1 + (v2 − v1)× (v3 − v1)/
√
∣(v2 − v1)× (v3 − v1)∣ (5.1)
and the same computation for v˜4. An affine transformation defined by the 3× 3 matrix Q and
displacement vector d transform these four vertices as follows:
Qv푖 + d = v˜푖, 푖 ∈ 1, . . . , 4. (5.2)
If we subtract the first equation from the others to eliminate d and rewrite them in matrix by
treating the vectors as columns, we obtain QV = V˜ where
V = [v2 − v1 v3 − v1 v4 − v1]
V˜ = [v˜2 − v˜1 v˜3 − v˜1 v˜4 − v˜1].
(5.3)
So V can be calculated by
Q = V˜V−1. (5.4)
Compared to other work, this local transformation 푄 contains solely the shape change of a
triangular facet during the global motion. By clustering of 푄 for all the facet between interme-
diate and key frames, it is possible to group similar surface changes and remove redundancies
accordingly.
The following algorithm carries out the motion compensation and recovers the shape based
on all the known local transformations. We use the terms source mesh and target mesh as
defined in Sec. 5.3.1. Since the one-to-one correspondence is known between two arbitrary
frames. Therefore, there are pairs of transformation {S푖,T푖} for the source mesh and the target
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mesh. In order to maintain consistency, additional constraints are added to the transformation:
T푗v푖 + d푗 = T푘v푖 + d푘,∀푖,∀푗, 푘 ∈ 푝(푣푖), (5.5)
where 푝(v푖) is set of all triangles that share vertex v푖. In order to solve the transformation, the
difference between the source and target transformation under the consistency constraint has
to be minimized:
min
T1+d1,...,T∣푇 ∣+d∣푇 ∣
∣푇 ∣∑
푗=1
∥S푗 − T푗∥2퐹
subject to
T푗v푖 + d푗 = T푘v푖 + d푘,∀푖, ∀푗, 푘 ∈ 푝(푣푖), (5.6)
where ∥ ⋅ ∥퐹 is the Frobeniu norm.
For the target mesh, the V depends on the known, the elements of of V˜ are the coordinates
of the unknown deformed vertices. Thus, the elements of T are linear combinations of the co-
ordinates of the unknown, deformed vertices T = V˜V−1. Based on this fact, the minimization
problem can be rewritten as
min
v˜1,...,v˜푛
∣푇 ∣∑
푗=1
∥S푗 − T푗∥2퐹 . (5.7)
The solution to this problem is the solution to a system of linear equations. Rewriting the
problem in matrix form yields
min
v˜1,...,v˜푛
∣푇 ∣∑
푗=1
∥c− Ax˜∥22, (5.8)
where x˜ is a vector of the unknown deformed vertex locations, c is a vector containing entries
from the source transformations, and A is a matrix that relates x˜ to c. The final solution is the
following form:
x˜ = (A푇A)−1ATc. (5.9)
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Before the above algorithm is applied to motion compression, we need to notice that a
global translation may occur during the motion besides the shape change between frames. It
is effortless to store the position of an arbitrary chosen vertex (called anchor vertex) for each
intermediate frame and translate the predicted frame to meet this criteria. As an alternative,
we can feed the information into Eq. 5.8 by moving the corresponding column from Ax˜ to c
to form another linear system as suggested by Sumner [66]. Furthermore, if the model has
open boundaries such as the facial model we used, more than one anchor vertex is needed to
regularize the motion along the boundary.
By utilizing the above techniques, our motion compression framework is described as fol-
lows:
Algorithm 1: Encoding:
1. Determine the key frames and intermediate frames from a motion series. All the inter-
mediate frames prior to the next key frame will be predicted by the current key frame.
The intermediate frames and predicted frames are paired with the current key frame.
2. For each key frame and intermediate frame pair, the local transformations between the
couple are calculated according to Eq. 5.4.
3. Group the transformations for each pair using k-means clustering. Generate one trans-
formation for each cluster and store them together with the cluster labels for each inter-
mediate frame. Store an additional translation vector or a known vertex position for the
intermediate frame as well.
Algorithm 2: Decoding:
1. Each predicted frame is obtained by assigning a transformation to each facet of the paired
key frame accordingly to the stored information using Eq. 5.9.
2. Apply the global translation to each predicted frame if needed.
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The transformation 푄푘 for each cluster C푘, 푘 = 1, 2, ⋅ ⋅ ⋅ , can be generated by minimizing
the prediction error.
min
Q푘
∥C∥∑
푛=1
∥Q푘v푘푛 − v˜푘푛∥2, v푘푛 ∈ 퐶푘. (5.10)
The vectors v푘푛 and v˜
푘
푛 are defined as in Eq. 5.3.
In fact, since the consistent constrain will regularize the transformations, in practice, we
can use the transformation of an arbitrary triangular facet in the cluster as Q푘. Our experiments
show that this algorithm works well for all the data we tested.
5.5 Experiments
We have examined our framework based on MIT’s articulated mesh animation data sets [73].
It includes simple human motions such as marching (Figure 5.4) and jumping as well as com-
plicated ones like handstand (Figure 5.6) and dancing (Figure 5.5). Each data set contains 148
to 250 frames. The characters for scanning all wear loose clothes which deform very randomly
and create a lot of garment movements. The scanned models are triangulated with 10002 ver-
tices and 20000 faces. We also tested our framework on a facial sequence with expression
change (Figure 5.7), which is consist of triangular meshes with 1500 vertices and 3000 faces.
For most of the body motion data, 256 clusters are created using 픨-means clustering on the
20000 faces, where the errors are bounded within 0.5% for all the data we have tested. For the
facial data , 64 clusters are used. Thus, 5/8 byte is used to store the cluster label for each face
and 1 transformation matrix of 3 by 3 is stored for each cluster. For each intermediate frame
predicted, the bit rate is calculated according to the following formula:
퐵푀 ∗푁퐶 + log푁퐶 ∗푁퐹
푁푉
(푏푖푡푠/푣푒푟푡푒푥/푓푟푎푚푒), (5.11)
where 퐵푀 is the number of bits used to represent a matrix, 푁퐶 is the number of face clusters,
푁퐹 is the number of faces and 푁푉 is the number of vertices. If 8 bytes are used for a floating
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point number, the bit rate will be 30.74푏푖푡푠/푣푒푟푡푒푥/푓푟푎푚푒 and 20.29푏푖푡푠/푣푒푟푡푒푥/푓푟푎푚푒 for
the body motion data and facial data, respectively, without further compression. Compared to
uncompressed data of 192푏푖푡푠/푣푒푟푡푒푥/푓푟푎푚푒, very high compression rates can be achieved.
This result is comparable to that reported in [6] with the same error bounds. However, our
work outperforms in terms of the visual errors for low compression rates. Thus, it is good for
entertainment use and potentially real time visual processing applications such as 3D video
surveillance. In most data sets we have tested, only one key frame (the first frame is used
as the key frame) is needed to obtain visually acceptable predictions, i.e., all the rest frames
in a sequence are intermediate frames and are compressed by using Algorithm 1. Thus, the
average bit rate of a sequence will be approximately the same as the numbers reported above.
Figure 5.4: Two frames from a marching sequence. Left: key frame; middle: intermediate
frame; right: predicted frame. The models are colored according to the mean curvature.
Since the compression is lossy, the following formula is used to calculate the prediction
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Figure 5.5: Two frames from a dancing sequence which contains fine garment motion. Left:
key frame; middle: intermediate frame; right: the predicted frame based on 256 clusters. The
models are colored according to the mean curvature.
error for a predicted frame:
퐸푟푟푝푟푒푑푖푐푡 = (
√∑
푖
∥v푖 − v˜푖∥22/푁푣)/퐿푒, (5.12)
where v푖 and v˜푖 are vertices of the intermediate frame and the predicted frame, respectively,
for 푖 = 1, 2, ..., 푁푣, and 퐿푒 is the average edge length of the model over all the frames. This
measurement mainly captures the variance of surface details. Table 5.1 shows the expectation
of 퐸푟푟푝푟푒푑푖푐푡 for all the predicted frames. The prediction error is proportional to the number of
clusters used for encoding.
We have also calculated the prediction errors when different numbers of clusters are used.
The 퐸푟푟푝푟푒푑푖푐푡-푁퐶 curve is show in Figure 5.8. Figure 5.9 shows the clusters calculated be-
tween the paired key frames and the intermediate frames in Figures 5.4, 5.6, 5.5, and 5.7,
respectively.
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Table 5.2 shows performance of the algorithms in terms of speed. All the computations are
conducted on a Core2 Quad CPU with 6G DDR2 memory.
Table 5.1: Prediction error
Data set bouncing crane jumping March samba
Error 5.1E-05 1.7E-05 0.000145 2.2E-05 1.1E-5
Data set squad swing handstand face
Error 2.1E-05 1.4E-05 0.000215 0.01
Table 5.2: Time taken for computing one frame (in seconds)
Data set bouncing crane jumping March samba
Encoding 109 130 156 145 134
Decoding 22 23 21 22 25
Data set squad swing handstand face
Encoding 128 189 178 12
Decoding 21 22 20 0.3
5.6 Summary
In this chapter, a novel 3D motion compression framework is presented. It works on reg-
istered triangular mesh sequences. The core algorithms are based on clustering of the local
transformations of the triangular faces. Besides, we implemented and tested several state-of-
the-art techniques on motion compression. Compared to other work, our approach can preserve
the surface details during very complicated motions while achieving very high compression
rates. The framework can also be used on non-skeleton driven motions directly. Our experi-
ments show that our motion compensation algorithm successfully captures human motion with
garment movements and facial motion with expression changes. This work can be seen as a
generic motion abstraction for deformable meshes. It provides a potential way similar to that
presented in Chapter 4 to compare and retrieve mesh deformation sequences. This is the future
research direction when more motion data become available for testing.
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(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 5.6: Two frames from a handstand motion where the surface changes more significantly
than others. (a): key frame (b): intermediate frame; (c): the predicted frame based on 512
clusters, The models are colored according to the mean curvature; (d) another view of the key
frame in (a); (e) another view of the key frame in (b); (f) another view of the key frame in (c);
(g) zoom in view of the rectangular area in (b); (h) zoom in view of the rectangular area in (c).
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Figure 5.7: Two frames from a facial motion which is non-skeleton driven. Left: key frame;
middle: intermediate frame; right: predicted frame.
Figure 5.8: The prediction error 퐸푟푟푝푟푒푑푖푐푡 change against the number of clusters used.
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Figure 5.9: The clusters of local motion (calculated for each face) between the key frames
and intermediate frames for the data shown in Figures 5.4, 5.6, 5.5, and5.7. Different colors
represent different clusters for each data set. The bottom row shows different views of the top
row.
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CHAPTER 6
CONCLUSION
In the previous chapters, deformable meshes are used to solve typical problems in computer
graphics regarding shape recovery. Proper deformation strategies are devised for various ap-
plications. A displacement based deformation is used to recover arbitrary non-smooth shapes
from images; it is both faster and more versatile compared to traditional methods. The mesh
deformation is simplified to graph matching for the purpose of recovering similar shapes more
efficiently when the explicit geometry of the target is known by example. The method is pre-
sented as an abstraction of the shape. Besides, a generic motion abstraction framework for
deformable meshes is devised in terms of local transformation clustering so that it retains the
explicit geometry of the shape. A novel 3D motion compression algorithm is devised based on
the generic framework. The above work covers some of the most important tasks in shape re-
covery: modelling the deformation and solving the deformation. Many successful applications
are presented with still a lot more left to be discovered. Limited to the scope of this dissertation,
this chapter will make a conclusion and leave some openings for future work.
6.1 Contributions
The major contributions of this dissertation are re-listed here.
1. A novel mesh deformation framework based on geometric flow is devised (Chapter 3). It
allows geometry changes under internal and external forces as well as simple topologi-
cal changes such as splitting and merging. Two types of geometric flows, namely normal
flow and tangential flow, are proposed for recovering generic and tube like shapes re-
spectively. The model is displacement based, it outperforms other deformable models
by its simple implementation using meshes and its versatility of modelling arbitrary non-
smooth shapes. These features are ideal for modelling deformable medical instances
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that have non-smooth surface geometry but relatively simple topologies. The model is
designed to implicitly recover shapes from their background such as images, and it is
successfully applied to build a robust segmentation and visualization system of brain
tumor systems.
2. A novel shape abstraction framework is devised for deformable meshes (Chapter 4). A
manifold mesh is simplified to a graph of geometry features of interest. It generalizes
the mesh deformation into a relatively simple graph problem. A two-stage clustering
algorithm based on manifold mean-shift and normalized graph cut is devised to build the
graph. Besides, a new similarity measurement based on graph matching is proposed for
comparing deformable objects more efficiently. Giving a representative, the system can
be used to recovery similar/partially similar shapes in a bank of other shapes. We apply
the method to 3D shape retrieval, and it gains more partial matching while retaining
comparable performance in terms of precision and recall rate than previous work giving
the same testing data.
3. By extending the shape abstraction algorithm, a generic motion abstraction framework
is devised for deformable meshes based on local transformation clustering. It can model
detailed geometry changes of the mesh instead of only some of its properties. Thus, it
provides a novel approach for 3D motion compression (Chapter 5). It utilizes the latest
development in mesh deformation to minimize the prediction error of the surface geome-
try and obtains a global optimization in both fine and large scales. The framework differs
from previous work in that it is totally based on local geometry transformation rather than
global vertex displacement. It can also be used on non-skeleton driven motions directly.
Experiments show that our work outperforms previous work in terms of the visual er-
rors for low compression rates. Thus, it is good for entertainment use and potentially
real time visual processing applications such as 3D video surveillance. This work can
be seen as an extension of our shape abstraction algorithm where motion abstraction is
72
achieved.
For more details, the reader can refer to the corresponding chapters.
6.2 Future Work
As a fundamental task in computer graphics, shape recovery is still popping up new chal-
lenges to the researchers. The models presented in the completed work can be easily refined to
adapt to new applications arisen. Some of the future work are listed below.
1. Volumetric (3D) deformable mesh. Up to now, our models all use surface (2D) meshes.
Some applications such as human heart motion recovery require modelling of the object’s
inner structure instead of only its surface since the volume change of the object is key
to the analysis. Some of the deformation formulas can be directly extended to have
another dimension, but it is still challenging to design proper dynamical behavior for the
volumetric model since high dimensional mesh structures are difficult to maintain. Also,
the additional degree of freedom introduces new regularization problem. At a glance,
proper heuristics based on expertise and ad hoc algorithms for specific cases are needed.
We will be looking into these issues in our research.
2. Learning based deformation. The idea to introduce prior knowledge to guide the mesh
deformation. Besides the mathematical formulation of the latest discovery in kinetics
and medical imaging, existing results from domain experts and sparse landmarks can
be used for supervised learning. The deformable model will gain better convergence
and accuracy by doing so. For example, the graph model in Chapter 4 can be trained
to gain better matching results; however, only efficient enough for simplified meshes
such as those after our abstraction. A potential research direction would be to regularize
the movement of each mesh vertex by feeding examples. By observing the parameter
change during the deformation, it is possible to identify “abnormal” shape occurrences.
This could be very useful in abnormality detection.
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With the advance of scanning and imaging technology, more and more 3D objects become
available. Among them, deformable objects have gained increasing interests. They include
medical instances such as organs, a sequence of objects in motion, and objects of similar shapes
where a meaningful correspondence can be established between each other. Thus, it requires
tools to store, compare, and retrieve them. Many of these operations depend on successful
shape recovery. Shape recovery is the task to retrieve an object from the environment where
its geometry is hidden or implicitly known. As a simple and versatile tool, mesh is widely
used in computer graphics for modelling and visualization. In particular, deformable meshes
are meshes which can take the deformation of deformable objects. They extend the modelling
ability of meshes. This dissertation focuses on using deformable meshes to approach the 3D
shape recovery problem.
Several models are presented to solve the challenges for shape recovery under different
circumstances. When the object is hidden in an image, a PDE deformable model is designed
to extract its surface shape. The algorithm uses a mesh representation so that it can model any
non-smooth surface with an arbitrary precision compared to a parametric model. It is more
computational efficient than a level-set approach. When the explicit geometry of the object
86
is known but is hidden in a bank of shapes, we simplify the deformation of the model to a
graph matching procedure through a hierarchical surface abstraction approach. The framework
is used for shape matching and retrieval. This idea is further extended to retain the explicit
geometry during the abstraction. A novel motion abstraction framework for deformable meshes
is devised based on clustering of local transformations and is successfully applied to 3D motion
compression.
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