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Abstract. This paper solves the planar navigation problem by recourse to an on-
line reactive scheme that exploits recent advances in SLAM and visual object
recognition to recast prior geometric knowledge in terms of an offline catalogue
of familiar objects. The resulting vector field planner guarantees convergence to
an arbitrarily specified goal, avoiding collisions along the way with fixed but arbi-
trarily placed instances from the catalogue as well as completely unknown fixed
obstacles so long as they are strongly convex and well separated. We illustrate
the generic robustness properties of such deterministic reactive planners as well
as the relatively modest computational cost of this algorithm by supplementing
an extensive numerical study with physical implementation on both a wheeled
and legged platform in different settings.
Keywords: Reactive Motion Planning, Collision Avoidance, Vision and Sensor-based
Control.
1 Introduction
This paper advances the formally demonstrable capabilities of online reactive motion
planners by disentangling the topology of navigation from the geometry of perception.
Specifically, we appeal to a semantically aware perceptual oracle for the instantaneous
recognition and localization of previously memorized objects and abstract away their
geometric details in real time as they are encountered, yielding a sequence of topolog-
ically representative motion planning problems solvable by recourse to purely reactive
online methods. Recent advances in SLAM and visual object recognition afford a work-
ing empirical realization of this provably correct scheme in both quasi-static and highly
dynamic physical planar robots.
1.1 Motivation and Prior Work
Even as legged [98,46,43] and aerial [1,87,61,34] robots engage increasingly realistic,
unstructured environments, intuition suggests that prior experience ought to yield de-
terministic navigation guarantees, postponing statistical predictions of performance to
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Fig. 1. Snapshot Illustration of Key Realtime Computation and Associated Models: The robot
moves in the physical space (a - Section 3.1), depicted as the blue trace of its centroid, toward a
goal (pink) discovering along the way (black) both familiar objects of known geometry but un-
known location (dark grey) and unknown obstacles (light grey), with an onboard sensor of limited
range (orange disk). These obstacles are localized, dilated and stored permanently in the semantic
space (b - Section 3.2) if they have familiar geometry, or temporarily, with just the corresponding
sensed fragments, if they are unknown. The consolidated obstacles (resolved in real time from
the unions of overlapping localized familiar obstacles), along with the sensed fragments of the
unknown obstacles, are then stored in the mapped space (c - Section 3.3). A nonlinear change of
coordinates, h(x), into a topologically equivalent but geometrically simplified model space (e -
Section 3.4, depicting the robot’s placement and prior trajectory amongst the h-deformed convex
images of the mapped obstacles) is computed instantaneously each time a new perceptual event
instantiates more obstacles to be localized in the semantic space, thus redefining the mapped
space. The map, h, is a diffeomorphism, computed via composition of “purging” transformations
between intermediate spaces (d - Section 4.2) that abstract the consolidated localized polygonal
obstacles by successively pruning away their geometric details to yield topologically equivalent
disks. A doubly reactive control scheme for convex environments [3] defines a vector field on the
model space which is transformed in realtime through the diffeomorphism to generate the input
in the physical space (Section 5).
estimated [90], learned [39] or simulated [49] characterizations of truly bewilderingly
dense or moving environments. Similarly, sampling-based methods, motivated by the
typically high dimensional configuration spaces arising from combined task and motion
planning [35], can achieve asymptotic optimality [96], but no guarantee of convergence
(or task completion) under partial prior knowledge or limited sampling.
Reactive Navigation Heretofore, deterministically safe, convergent reactive methods
have required substantial prior knowledge of a static environment, whether encoded
using navigation functions [77,31,57], harmonic potential functions [97,24] or pre-
computed sequences of “funnels” [58]. In contrast, sensor-driven planners in this gen-
eral tradition [66,46,84,32,13,12,20,17,16,52] have guaranteed collision avoidance but
have offered no assurance of convergence to a designated goal.
Recent advances in the theory of sensor-based navigation [3,2,4] relying on the
properties of metric projections on convex sets [55] (and other parallel approaches
[43,67,8,22]) add the key feature of guaranteed convergence to a designated goal, by
trading away prior knowledge for the presumption of simplicity: unknown obstacles
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Fig. 2. A summary of our online reactive planning architecture. Using the camera image, two
separate neural network architectures (configured in serial and run either onboard at 2.5Hz, or
offboard at 10Hz) (a) detect familiar obstacles [72] (Section 8.1) and (b) localize corresponding
semantic keypoints [68] (Section 8.1). (c) The keypoint locations on the image and an egomotion
estimate provided by visual inertial odometry are used by the semantic mapping module [18]
(Section 8.2) to provide updated robot (x) and obstacle poses (P˜I) on the plane. (d) The mapped
space tracking algorithm (Section 6.1 - Algorithm 1), run onboard at 2.5Hz, uses P˜I to generate
the list of obstacles in the mapped spaceDImap,BImap. (e) The reactive planning module (Section
6.2 - Algorithm 2), run onboard at 10Hz, usesDImap,BImap, along with LIDAR data for unknown
obstacles, to provide the robot inputs and close the control loop.
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can be successfully negotiated in real time without losing global convergence guaran-
tees if they are “round” (i.e., very strongly convex in a sense made precise in [5]).
However, this presumption, along with the additional requirement for enough sep-
aration between the obstacles in the workspace, limit the domain of application for
such methods to geometrically simple environments and might prohibit successful nav-
igation in complicated, unstructured environments with non-convex geometry. Hence,
other reactive approaches either seek to appropriately modify the input reference sig-
nal to account for unanticipated (potentially non-convex) disturbances [74], or rely on
stochastic frameworks that are empirically shown to improve performance with non-
convex obstacles [73], with no guarantees of convergence.
Realtime Perception In this work, we address these shortcomings by appeal to an
agent’s memory evoked by execution-time perceptual cues. Recent advances in seman-
tic SLAM [9,18] and object pose extraction using convolutional neural net architectures
[48,53,68] now provide an avenue for systematically composing partial prior knowledge
about the robot’s workspace within a deterministic framework well suited to the vector
field planning methods reviewed above.
Contrasting recent work has recruited end-to-end learning to achieve obstacle avoid-
ing reactions within semantically labeled representations of familiar environments [37],
or supplemented such deep-learned representations with reference paths [54], or opti-
mally generated waypoint sequences [10] that guide the robot to its destination. Al-
though such approaches cannot guarantee safe convergence to the robot’s destination,
they promote the importance of landmark-based navigation, already highlighted by par-
allel work in biology [44]. However, characteristically, the input to such architectures is
raw visual data thereby generating egocentric reactions that are hostage to the experi-
ence of one particular environment. In contrast, our compositional use of semantically
tagged, learned-object recognizers affords systematic re-use across many different en-
vironments and achieves formal deterministic guarantees as well — at least up to their
(admittedly still far from formally justifiable) idealization as perfect realtime perceptual
oracles.
Topologically Informed Navigation Work on the topology of motion planning [29,30]
has overtaken earlier investigation of reactive (i.e., vector field) navigation planners
[75,76] to the point that, comparatively, only preliminary results on their intrinsic limi-
tations have been reported [11]. It seems clear that our success in achieving such strong
results for a broad class of partially known environments is due to the simplicity of
the problem class (punctured two dimensional manifolds have the homotopy type of a
bouquet of circles), but we are not in a position to opine firmly on the likely limitations
of this approach in higher dimensional settings.
Recently, several contributions have focused on either finding invariants for homol-
ogy classes to facilitate optimal path search in known environments [14], exploiting
data to enforce topological constraints [69], or conceptualizing sensor measurements
related to the shape of an object in a topologically meaningful way using persistent
homology [62]. In contrast, we extract geometric and topological information about
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the robot’s workspace at execution time in order to construct a map between a geo-
metrically complicated mapped space and a (topologically equivalent but geometrically
simple) model space that can be used for planning purposes. To this end, we employ
methods from the field of computational geometry for implicit description of geomet-
ric shape using R-functions [83], convex decomposition [51] and logic operations with
polygons [27,23,26].
1.2 Summary of Contributions
We consider the navigation problem in a 2D workspace cluttered with unknown con-
vex obstacles, along with “familiar” non-convex obstacles that belong to classes of
known geometries, but whose number and placement are a`-priori unknown. We assume
a limited-range onboard sensor and a catalogue of known obstacles, along with a “map-
ping oracle” for their online identification and localization in the physical workspace.
This framework allows the robot to explore the geometry and topology of its workspace
in real time as it navigates toward its goal, by recognizing and incorporating in its
stored semantic map “familiar” obstacles, whose number and placement are otherwise
unknown, awaiting discovery at execution time.
Based on the aforementioned description, we propose a representation of the en-
vironment taking the form of a “multi-layer” collection of topological spaces whose
realtime interaction can be exploited to integrate the geometrically naive sensor driven
methods of [3] with the offline geometrically sensitive methods of [77].
Specifically, we adapt the construction of [76] to generate a realtime smooth change
of coordinates (a diffeomorphism) of the mapped space of the environment into a (lo-
cally) topologically equivalent but geometrically more favorable model space, relative
to which the sensor-based reactive methods of [3] can be directly applied. We prove
that the conjugate vector field defined by appropriately transforming the reactive model
space back through this diffeomorphism induces a vector field on the robot’s physi-
cal configuration space that inherits the same formal guarantees of obstacle avoidance
and convergence. Since the robot’s knowledge about the geometry and topology of its
workspace at execution time is constantly updated, we adopt a hybrid dynamical sys-
tems description of our navigation framework, and show that the resulting hybrid sys-
tem both inherits the consistency properties outlined in [45] and safely drives the robot
to the goal without violating given command limits.
We extend the construction to the case of a differential drive robot, by pulling back
the extended field over planar rigid transformations introduced for this purpose in [3]
through a suitable polar coordinate transformation of the tangent lift of our original
planar diffeomorphism and demonstrate, once again, that the physical differential drive
robot inherits the same obstacle avoidance and convergence properties as those guaran-
teed for the geometrically simple model robot [3].
We believe that this is the first doubly-reactive controller [3] (i.e., a navigation
framework wherein not only the robot’s trajectory but also the control vector field that
generates it are computed online at execution time) that can handle arbitrary polygo-
nal shapes in real time without the need for specific separation assumptions between
the familiar obstacles, by combining perception and object recognition for the famil-
iar obstacles with local range measurements (e.g., LIDAR) for the unknown obstacles,
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to yield provably correct navigation in geometrically complicated environments. Fur-
thermore, unlike RRT-based [56] or PRM-based [50] algorithms, and similarly to other
vector-field based approaches, our framework is capable of solving the overall “kinody-
namic” problem online, instead of executing separate trajectory and motion planning,
for both a fully actuated particle and a differential drive robot.
Finally, by coupling the semantic SLAM framework of [18] and the object detection
pipeline of [68] with our reactive planning architecture, we are able to localize against
isolated semantic cues while navigating, instead of localizing against entire scenes [37]
or visual geometric features [40]. Therefore, by training just on data from the objects the
robot is expected to encounter, we introduce modularity and robustness in our approach,
while simultaneously performing online planning that does not rely on specific features
of a deep network architecture (e.g., number or type of layers), [37,54,10].
1.3 Organization of the Paper
The paper is organized as follows. Section 2 describes the problem and establishes our
assumptions. Section 3 describes the physical, semantic, mapped and model planning
spaces (summarized in Fig. 1) used in the diffeomorphism construction between the
mapped and model spaces, whose properties are established next in Section 4. Section
5 provides the formal hybrid systems description framework and the correctness proofs
for both a fully actuated (Theorem 3) and differential drive (Theorem 4) velocity con-
trolled planar robot, comprising the central theoretical contribution of this paper.
Based on these results, Section 6 continues with a description of the implemented
mapped space recovery and reactive planning algorithms, for both a fully actuated and
a differential drive robot, shown in Fig. 2-(d),(e). Section 7 presents a variety of illus-
trative numerical studies, and Section 8 continues with a brief description of the ex-
perimental setup, realizing the deployed perception (relying on prior work and shown
in Fig. 2-(a),(c)) and motion planning (Fig. 2-(d),(e)) algorithms on both the Turtlebot
[92] and the Minitaur [36] robot. Section 9 continues with our experimental results, and
Section 10 concludes by summarizing our findings and sketching some of the future
work now in progress building on these results. Finally, the Appendix provides details
of computational methods and proofs.
2 Problem Formulation
Similarly to [94], we consider a disk-shaped robot with radius r > 0, centered at x ∈
R2, navigating a closed, compact, polygonal, potentially non-convex workspaceW ⊂
R2, with known outer boundary ∂W , towards a target location xd ∈ W . The robot
is assumed to possess a sensor with fixed range R, capable of recognizing “familiar”
objects, as well as estimating the distance of the robot to nearby obstacles§. We also
define the enclosing workspace, as the convex hull of the closure of the workspaceW:
We :=
{
x ∈ R2 |x ∈ Conv(W)} (1)
§For our hardware implementation, this idealized sensor is reduced to a combination of a LIDAR
for distance measurements to obstacles and a monocular camera for object recognition and pose
identification.
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W ⊂ R2 Closed, compact, polygonal, potentially non-convex workspace
We ⊂ R2 Enclosing workspace (1)
F ⊂ W Freespace (2)
Fe ⊂ We Enclosing freespace (3)
r ∈ R Robot radius
R ∈ R Sensor range
xd ∈ F Goal location
O˜ := {O˜1, O˜2, . . .} ⊆ R2 Set of fixed, disjoint obstacles
P˜ := {P˜i}i∈NP ⊆ O˜ Set of “familiar”, polygonal obstacles,
indexed by the setNP := {1, . . . , NP } ⊂ N
C˜ := O˜\P˜ = {C˜i}i∈NC Set of completely unknown obstacles,
indexed by the setNC := {1, . . . , NC} ⊂ N
O,P, C Set of obstacles in O˜, P˜, C˜ respectively,
dilated by the robot radius, r
Table 1. Key symbols used throughout this paper, associated with the Problem Formulation in
Section 2. See also Table 2 for notation associated with the environment representation in Section
3, Table 3 for notation associated with the diffeomorphism construction in Section 4, and Table 4
for notation associated with our reactive controller in Section 5.
The workspace is cluttered by a finite, unknown number of fixed, disjoint obstacles,
denoted by O˜ := {O˜1, O˜2, . . .}. By convention, the set O˜ also includes potentially non-
convex “intrusions” of the boundary of the physical workspace W into the enclosing
workspaceWe, that can be described as the connected components ofWe\W . We use
the notation in [3] and define the freespace as
F :=
{
x ∈ We
∣∣∣B(x, r) ⊆ We \⋃
i
O˜i
}
(2)
where B(x, r) is the open ball centered at x with radius r, and B(x, r) denotes its
closure. Similarly to the enclosing workspace,We, we define the enclosing freespace,
Fe as
Fe :=
{
x ∈ R2 |x ∈ Conv(F)} (3)
Although none of the positions of any obstacles in O˜ are a`-priori known, a subset
P˜ := {P˜i}i∈NP ⊆ O˜ of these obstacles, indexed by NP := {1, . . . , NP } ⊂ N, is
assumed to be “familiar” in the sense of having an a`-priori known, readily recogniz-
able, potentially non-convex, polygonal geometry (i.e., belonging to a known catalogue
of geometry classes), which the robot can identify and localize instantaneously from
online sensory measurement, as described in Section 8. We require that this subset also
includes all connected components ofWe\W . The remaining obstacles in C˜ := O˜\P˜ ,
indexed by NC := {1, . . . , NC} ⊂ N are assumed to be strictly convex but are in all
other regards (location and specific shape) completely unknown to the robot, while nev-
ertheless satisfying a curvature condition given in [3, Assumption 2], and described as
follows.
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Assumption 1 The Jacobian matrix JΠ
C˜i
(si) of the metric projection ΠC˜i(si) of any
point si ∈ Gi with
Gi :=
{
s ∈ F
∣∣∣ d(s, C˜i) = r, (s−ΠC˜i (s))>(s−xd)||s−Π
C˜i
(s)||·||s−xd|| = 1
}
(4)
onto the associated obstacle C˜i ∈ C˜ for all i ∈ {1, . . . , NC} satisfies
JΠ
C˜i
(si) ≺
||xd −ΠC˜i(si)||
r + ||xd −ΠC˜i(si)||
I (5)
where d(A,B) := inf{||a− b||,a ∈ A,b ∈ B}.
This condition is related to the control law described in Section 5, and was interpreted
in [5] as the requirement for the convex obstacle C˜i to be contained in the enclosing
ball of radius (||si − xd|| − r) centered at xd, for all i.
To simplify our notation, we neglect the robot dimensions, by dilating each obsta-
cle in O˜ by r, and assume that the robot operates in F . We denote the set of dilated
obstacles derived from O˜, P˜ and C˜, by O,P and C respectively. Since obstacles in P˜
are polygonal, and dilations of polygonal obstacles are not in general polygonal, we
approximate obstacles in P with conservative polygonal supersets. Note that since the
set P˜ is required to contain all connected components of We\W , that describe non-
convex “intrusions” of the boundary of the physical workspace W into the enclosing
workspace We, the set P is similarly required to contain the dilations of these intru-
sions. For obstacles in C we require the following separation assumptions, introduced
in [3].
Assumption 2 Each obstacle Ci ∈ C has a positive clearance d(Ci, Cj) > 0 from
any obstacle Cj ∈ C, with i 6= j, and a positive clearance d(Ci, ∂F) > 0 from the
boundary of the freespace F .
Then, similarly to [77], we describe each polygonal obstacle Pi ∈ P ⊆ O by an
obstacle function, a real-valued map providing an implicit representation of the form
Pi = {x ∈ R2 |βi(x) ≤ 0} (6)
that the robot can construct online from the catalogued geometry after it has localized
Pi, as detailed in Appendix A. We also require the following technical assumption.
Assumption 3 For eachPi ∈ P , there exists εi > 0 such that the set Sβi := {x |βi(x) ≤
εi} has a positive clearance d(Sβi , C) > 0 from any obstacle C ∈ C.
Note that Assumptions 2 and 3 constrain the shape (convex) and placementes (suf-
ficiently separated) only of obstacles that have never previously been encountered. Fa-
miliar (polygonal, dilated by r) obstacles Pi ∈ P , while fixed, can be placed completely
arbitrarily with no further prior information: in particular, they can overlap unrestrict-
edly, with no jeopardy to our formal results, because we rely on the sensor oracle to
recognize and locate them in real time. Obstacles in P are similarly allowed to overlap
with the boundary of the enclosing freespace ∂Fe. To control the scope of the present
paper, we simply assume that a path to the goal always exists, i.e., the robot operates in
a non-adversarial environment.
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Assumption 4 The freespace F is path-connected.
Finally, in Section 5.2, we impose the technical Assumption 5 precluding the pos-
sibility that any of the (topologically unavoidable) unstable saddle points of our control
law coincide with a catalogued “knot point” of any familiar obstacle (a condition that
we conjecture should be generic in the configuration space of obstacle placements).
Based on these assumptions and further positing first-order, fully-actuated robot
dynamics x˙ = u(x), the problem consists of finding a Lipschitz continuous controller
u : F → R2, that leaves the freespace F positively invariant and asymptotically steers
almost all configurations in F to the given goal xd ∈ F . We have also summarized key
symbols used throughout this paper in Table 1.
3 Navigational Representation of the Environment
P˜I := {P˜i}i∈I ⊆ P˜ Set of (constantly updated) instantiated familiar polygonal
obstacles, Section 3.1
I ⊆ NP Index set of the |I| presently instantiated obstacles in P˜I ,
Section 3.1
FIsem Semantic space corresponding to I ∈ 2NP , Section 3.2
FImap Mapped space corresponding to I ∈ 2NP , Section 3.3
FImodel Model space corresponding to I ∈ 2NP , Section 3.4
PIsem :=
⊔
i∈I Pi Set of familiar, polygonal obstacles instantiated in the
semantic space, Section 3.2
Csem := {Ci}i∈JC ⊆ C Set of unknown obstacles in the semantic space,
indexed by JC ⊆ NC , Section 3.2
PImap :=
⋃
i∈I Pi = {Pi}i∈JI Set of consolidated familiar obstacles in the mapped space,
indexed by J I , Section 3.3
Cmap := Csem Set of unknown obstacles in the mapped space,
indexed by JC ⊆ NC , Section 3.3
BImap := {Bi}i∈JIB Connected components of P
I
map to be merged into ∂Fe,
indexed by J IB , Section 3.3
DImap := {Di}i∈JID Connected components of P
I
map to be deformed into disks,
indexed by J ID , Section 3.3
x∗i ∈ R2, i ∈ J ID Centers of the |J ID | disks in the model space, Section 3.4
ρi ∈ R, i ∈ J ID Radii of the |J ID | disks in the model space, Section 3.4
Table 2. Key symbols related to the environment representation in Section 3.
In this Section, we introduce associated notation for the four distinct representations
of the environment that we will refer to as planning spaces and use in the construction
of our algorithm. Fig. 1 illustrates the role of these spaces and the transformations that
relate them in constructing and analyzing a realtime generated vector field that guar-
antees safe passage to the goal. The new technical contribution is an adaptation of the
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methods of [76] to the realtime construction of a diffeomorphism, h, where the require-
ment for fast, online performance demands an algorithm that is as simple as possible
and with few tunable parameters. Hence, since the reactive controller in [3] is designed
to (provably) handle convex shapes, sensed obstacles not recognized by the semantic
SLAM process are simply assumed to be convex (implemented by designing h to re-
solve to the identity transformation in the neighborhood of “unfamiliar” objects) and
the control response defaults to that prior construction.
3.1 Physical Space
The physical space is a complete description of the geometry of the unknown actual
world and while inaccessible to the robot is used for purposes of analysis. It describes
the enclosing workspace We, punctured with the obstacles O˜. This gives rise to the
freespace F , given in (2), consisting of all placements of the robot’s centroid that entail
no intersections of its body with any interior obstacles or intrusions from the boundary.
The robot navigates this space toward the goal, discovering and localizing new obstacles
along the way. Those discovered obstacles which are not convex are (by assumption)
“familiar” and are then “instantiated” — recalled, and registered from memory to pop-
ulate the accumulating record of discovery in the semantic space — as we next discuss.
Those which are “unfamiliar” are presumed convex and registered as such in the com-
panion spaces next to be presented.¶
We denote by P˜I := {P˜i}i∈I ⊆ P˜ the finite set of (constantly updated) physically
“instantiated” familiar objects, indexed by I ⊆ NP , that drives the construction of the
semantic, mapped and model spaces described next. As explained in Section 5.1, such
elements I of the power set 2NP also index the modes of our hybrid system.
3.2 Semantic Space
The semantic space FIsem records the robot’s evolving information about the environ-
ment aggregated from the raw sensor data about the observable portions of a subset
of unrecognized (and therefore, presumed convex) obstacles from C, together with the
polygonal boundaries of the |I| familiar obstacles, that are instantiated at the moment
the sensory data triggers the identification and localization a familiar obstacle.
Definition 1. A familiar obstacle P˜ ∈ P˜ is considered to be “instantiated”, if it has
been sensed, recognized, localized, and its dilation P ∈ P is permanently included in
the semantic space. This means that there exists a time tP > 0, such that B(xtP , R) ∩
P˜ 6= ∅ and B(xt, R) ∩ P˜ = ∅, for all t < tP .
We denote the set of unrecognized obstacles in the semantic space by Csem := {Ci}i∈JC ,
indexed by JC ⊆ NC , and the set of familiar obstacles in the semantic space by
PIsem :=
⊔
i∈I Pi.
¶Although we make no use in the present paper of the discovered unfamiliar objects beyond
simply avoiding them, future work now in progress relaxes the convexity requirement to build
up in memory an increasingly complete geometric description (treated in the same manner as in
the “familiar” case) from whatever subsequent encounters ensue along the way to the goal.
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It is important to note that this environment is constantly updated, both by discov-
ering and storing new familiar obstacles in the semantic map and by discarding old
information and storing new information regarding obstacles in C.¶ Here, the robot is
treated as a point particle, since all obstacles are dilated by r in the passage from the
workspace to the freespace representation of valid placements.
3.3 Mapped Space
Although the semantic space contains all the relevant geometric information (identity
and pose) about the obstacles the robot has encountered, it does not explicitly contain
any topological information about the explored environment, as represented by the dis-
joint union operation in the definition of PIsem. This is because Assumption 3 does
not exclude overlaps between obstacles in P . Their algorithmically effective consoli-
dation in real time reduces the number while increasing the geometric complexity of
the actual freespace obstacles the robot must negotiate along the way to the goal. To
do so, we need therefore to take unions of overlapping obstacles in P˜I , making up
PImap :=
⋃
i∈I Pi = {Pi}i∈J I (i.e., a new set of consolidated familiar obstacles in-
dexed by J I with |J I | ≤ |I|), as well as copies of the sensed fragments of unknown
obstacles from Csem (i.e., Cmap := Csem) to form the mapped space FImap as
FImap := Fe\(PImap ∪ Cmap) (7)
Note that, by Assumption 3, the convex obstacles are assumed to be far enough away
from the familiar obstacles, such that no overlap occurs in the above union.
Next, we focus on the connected components of PImap; since Assumption 3 allows
overlaps between obstacles in P and the boundary of the enclosing freespace ∂Fe, for
any connected component P of PImap such that P ∩ ∂Fe 6= ∅, we take B := P ∩ Fe
and includeB in a new set BImap, indexed by J IB . The rest of the connected components
in PImap, which do not intersect ∂Fe, are included in a separate set DImap, indexed by
J ID . The idea here is that obstacles in BImap should be merged to the boundary of the
enclosing freespace ∂Fe, and obstacles in DImap should be deformed to disks, since
FImap and FImodel need to be diffeomorphic.
3.4 Model Space
The model space FImodel has the same boundary as Fe (i.e. ∂FImodel := ∂Fe) and
consists of copies of the sensed fragments of the |JC | unrecognized visible convex
obstacles in Cmap, and a collection of |J ID | Euclidean disks corresponding to the |J ID |
consolidated obstacles in DImap that are deformed to disks. The centers {x∗i }i∈J ID and
radii {ρi}i∈J ID of the |J ID | disks are chosen so that B(x∗i , ρi) is contained in the interior
ofDi ∈ DImap, as required in [76]. The obstacles in BImap are merged into ∂Fe, to make
FImap and FImodel topologically equivalent, through a map hI : FImap → FImodel. We
can, therefore, write FImodel as
FImodel = Fe
∖ ⋃
i∈J ID
B(x∗i , ρi) ∪ Cmap
 (8)
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3.5 Implicit Representation of Obstacles
We note here that the construction of the map hI between the mapped space FImap and
the model space FImodel, described next in Section 4 and shown in Fig. 1, relies on the
existence of smooth implicit functions β : R2 → R for polygons, constructed such that
β(x) = 0 implies that x lies on the boundary of the polygon. Although the construction
of such functions is a separate problem on its own, here we derive implicit represen-
tations using so-called “R-functions” from the constructive solid geometry literature
[83]. In Appendix A, we describe the method used for the construction of such implicit
functions for polygonal obstacles that have the desired property of being analytic ev-
erywhere except for the polygon vertices. We have already successfully implemented
such constructions in a similar setting for star-shaped obstacles in [94].
4 The Diffeomorphism Between the Mapped and Model Spaces
In this Section, we describe our method of constructing the diffeomorphism, hI , be-
tween the mapped space FImap and the model space FImodel. We assume that the robot
has already recognized, localized and stored the |J I | consolidated familiar polygonal
obstacles in PImap in its map, and has subsequently identified obstacles to be merged
to the boundary of the enclosing freespace ∂Fe, stored in BImap, and obstacles to be
deformed to disks, stored in DImap.
The idea is then to compose a sequence of “purging” diffeomorphisms, which coin-
cide with the identity map except on a small “collar” around each component of PImap,
that produce successively less complicated isolated shapes. The final simplified shapes
are then conveniently deformed into a disk if the corresponding obstacle belongs in
DImap, or into the boundary of Fe if the corresponding obstacle belongs in BImap, in
order to generate the model space FImodel. Before describing these transformations,
we first provide some background on the used obstacle representation methodology in
Section 4.1, and provide associated notation in Table 3.
4.1 Obstacle Representation
In order to construct the map hI between the mapped space and the model space, we
assume that the robot has access to the triangulation of each one of the obstacles stored
in both DImap and BImap. This triangulation can be efficiently constructed online upon
recognition of each obstacle, using the Two Ears Theorem [60], and the associated Ear
Clipping Method [28]‖.
‖The authors thank Prof. Elon Rimon for pointing out these results.
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TPi Tree of triangles, constructed from the dual graph of the triangulation
of Pi, Section 4.1
VPi Set of vertices of TPi identified with triangles in the triangulation
of Pi, Section 4.1
EPi Set of edges of TPi encoding triangle adjacency in the triangulation
of Pi, Section 4.1
FImap,ji ⊂ R2 Mapped space before the purging of leaf triangle ji ∈ VPi ,
Section 4.2
FImap,p(ji) ⊂ R2 Mapped space after the purging of leaf triangle ji ∈ VPi , Section 4.2
FˆImap ⊂ R2 Mapped space after the purging of all leaf triangles, Sections 4.2, 4.3
x∗ji ∈ R2 Admissible center for the purging transformation of a leaf triangle
ji ∈ VPi , Definition 2
x∗i ∈ R2 Admissible center for the transformation of a root triangle
ri ∈ VPi , Definitions 4, 6
x1ji ,x2ji ,x3ji Vertices of a leaf triangle ji ∈ VPi , Section 4.2
x1ri ,x2ri ,x3ri Vertices of a root triangle ri ∈ VPi , Section 4.3
Qji ⊂ R2 Quadrilateral x3jix1jix∗jix2jix3ji associated with a leaf triangle
ji ∈ VPi , Section 4.2
Qri ⊂ R2 Quadrilateral x3rix1rix∗ix2rix3ri associated with a root triangle
ri ∈ VPi , Section 4.3
Qji ⊂ R2 Admissible polygonal collar associated with a leaf triangle ji ∈ VPi ,
Definition 3
Qri ⊂ R2 Admissible polygonal collar associated with a root triangle ri ∈ VPi ,
Definitions 5, 7
γji , γri : R
2 → R Implicit function associated withQji (9) orQri (19)
δji , δri : R
2 → R Implicit function associated withQji (10) orQri (20)
σγji , σγri : R
2 → [0, 1] Auxiliary C∞ switch associated withQji (13) orQri (21)
σδji , σδri : R
2 → [0, 1] Auxiliary C∞ switch associated withQji (14) orQri (22)
σji , σri : R
2 → [0, 1] C∞ switch of the transformation of a leaf triangle ji (15) or a root
triangle ri (23)
νji , νri : R
2 → [0, 1] Deforming factor for a leaf triangle ji (16) or a root
triangle ri (24), (25)
hIji : FImap,ji → FImap,p(ji) Purging transformation mapping a leaf triangle ji to its
parent p(ji) (18)
gI : FImap → FˆImap Composition of purging transformations mapping FImap to FˆImap,
Section 4.2
hˆI : FˆImap → FImodel Diffeomorphism between FˆImap and FImodel (28)
hI : FImap → FImodel Diffeomorphism between FImap and FImodel (29)
Table 3. Key symbols related to the diffeomorphism construction from FImap to FImodel, de-
scribed in Section 4.
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Fig. 3. Triangulation of a non-convex obstacle using the Ear Clipping Method. The original poly-
gon is guaranteed to have at least two ears (red dots) by the Two Ears Theorem, which induce
triangles that can be removed from the polygon. By repeating this process, we get the final tri-
angulation and its dual graph, which is guaranteed to be a tree. This tree can be restructured by
setting the root to be the triangle of maximal surface area, to yield the order of purging transfor-
mations in descending depth; in this particular example this order is 1→ 2→ 6→ 3→ 5→ 4.
Briefly, an ear of a simple polygon is a vertex of the polygon such that the line
segment between the two neighbors of the vertex lies entirely in the interior of the
polygon. The Two Ears Theorem guarantees that every simple polygon has at least
two such ears, and the Ear Clipping Method uses this result to efficiently construct
polygon triangulations in O(n2) time. Namely, an ear and its two neighbors form a
triangle that is not crossed by any other part of the polygon and can be, therefore, safely
removed. Removing a triangle of this type produces a polygon with one less vertex than
the original polygon; we can repeat the process to eventually get a single triangle and
complete the triangulation. An example is shown in Fig. 3.
Except for its utility in constructing triangulations, the Two Ears Theorem guaran-
tees that the dual graph of the triangulation of a simple polygon with no holes con-
structed with the Ear Clipping Method (i.e., a graph with one vertex per triangle and
one edge per pair of adjacent triangles) is in fact a tree [65].
Therefore, in order to construct a tree of triangles TPi := (VPi , EPi) correspond-
ing to a polygon Pi, with VPi a set of vertices identified with triangles (i.e., vertices
of the dual of the formal triangulation) and EPi a set of edges encoding triangle adja-
cency, we can triangulate Pi using the Ear Clipping Method, pick any triangle as root,
and construct TPi based on the adjacency properties induced by the dual graph of the
triangulation, as shown in Fig. 3. If Pi ∈ DImap, we pick as root the triangle with the
largest surface area, whereas if Pi ∈ BImap, we pick as root a triangle adjacent to ∂Fe.
This will give us a tree-of-triangles for Pi in a notion similar to [77]. Our goal is then
to successively “purge” this tree, triangle by triangle, in order of descending depth, un-
til we reach the root triangle. Then, we can use a diffeomorphism similar to [94] to
map the exterior and boundary of the root triangle onto the exterior and boundary of
a topologically equivalent disk if Pi ∈ DImap, or merge the root triangle into ∂Fe if
Pi ∈ BImap. These operations are all performed online; we provide some computational
performance metrics with our experiments in Section 9.
We describe the algorithm for each purging transformation of the leaf nodes in Sec-
tion 4.2 and the (final) root triangle purging transformation in Section 4.3. Finally, Sec-
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tion 4.4 defines the diffeomorphism between the mapped and model spaces, along with
associated qualitative properties.
4.2 Intermediate Spaces Related by Leaf Purging Transformations
In this Section, we describe the purging transformation that maps the boundary of a
leaf triangle ji ∈ VPi onto the boundary of its parent p(ji) ∈ VPi , as shown in Fig. 4-
(1a), (2a). This gives rise to a composition of transformations between a succession of
intermediate spaces, each including the triangle ji, and FImap,p(ji), where ji has been
mapped onto the boundary of its parent. Each of these transformations is in principle
similar and performing a role analogous to the corresponding purging transformation in
[77], with two important differences. First, it deforms space only “locally” around the
triangle, without taking into consideration other triangles or polygons, affording better
numerical stability since only one triangle is considered at a time. Second, the method
presented in [77] is limited to parent-child pairs that strongly overlap instead of just
being adjacent, which makes the method impractical for the arbitrary polygonal shapes
and meshes involved in this work.
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<latexit sha1_base64="SXY3MLNAYZVzi0jFS/5AUOpu+Yk=">AAAB+XicdVD LSgMxFM3UV219jLp0E6yCqzIzLW3dFd24rGAf0JYhk2ba2ExmSDKFMvRP3LhQxK3gD/gH7vwQXZtpFVT0QOBwzr3ck+NFjEplWa9GZml5ZXUtu57Lb2xubZs7uy0 ZxgKTJg5ZKDoekoRRTpqKKkY6kSAo8Bhpe+Oz1G9PiJA05JdqGpF+gIac+hQjpSXXNHsBUiPPT/jMTa5cOnPNglU8qVWccgVaRcuq2o6dEqdaLpWhrZUUhfrh29P zJP/ecM2X3iDEcUC4wgxJ2bWtSPUTJBTFjMxyvViSCOExGpKuphwFRPaTefIZPNLKAPqh0I8rOFe/byQokHIaeHoyzSl/e6n4l9eNlV/rJ5RHsSIcLw75MYMqhGkN cEAFwYpNNUFYUJ0V4hESCCtdVk6X8PVT+D9pOUW7VHQudBunYIEs2AcH4BjYoArq4Bw0QBNgMAHX4BbcGYlxY9wbD4vRjPG5swd+wHj8AF5MmJM=</latexit>
x⇤ji
<latexit sha1_base64="aF8Wk7/G60mYg6wxeyOWqzWLUsc=">AAAB+3icdVDLSgMxFM3U V62vsS7dBIsgCmVmWtq6K7pxWcE+oK1DJs20sZkHSUZahvkC/8GNgiJu/RF3foh7M62Cih4IHM65l3tynJBRIQ3jTcssLC4tr2RXc2vrG5tb+na+JYKIY9LEAQt4x0GCMOqTpqSSkU7ICf IcRtrO+DT129eECxr4F3Iakr6Hhj51KUZSSbae73lIjhw3niR2fGXT5PLQ1gtG8bhWscoVaBQNo2paZkqsarlUhqZSUhTqR+/3N6QQNmz9tTcIcOQRX2KGhOiaRij7MeKSYkaSXC8SJER4 jIakq6iPPCL68Sx7AveVMoBuwNXzJZyp3zdi5Akx9Rw1mSYVv71U/MvrRtKt9WPqh5EkPp4fciMGZQDTIuCAcoIlmyqCMKcqK8QjxBGWqq6cKuHrp/B/0rKKZqlonas2TsAcWbAL9sABME EV1MEZaIAmwGACbsEDeNQS7U570p7noxntc2cH/ID28gGQ0Jh3</latexit>
ri
<latexit sha1_base64="wctD4NccA2mT6dnqpkA0rL09Sfs=">AAAB6nicbVC7SgNBFL0bXzG+ooKNzWAQrMJuLLQMsbFM0DwgLmF2c pMMmZ1dZmaFsOQTbCwUsbX1L/wCOxu/xcmj0MQDFw7n3Mu99wSx4Nq47peTWVldW9/Ibua2tnd29/L7Bw0dJYphnUUiUq2AahRcYt1wI7AVK6RhILAZDK8mfvMeleaRvDWjGP2Q9iXvcUaNlW5Uh3fyBbfoTkGWiTcnhfJR7Zu/Vz6qnfznXTdiSYjSMEG1bntubPyUKsOZwHHuL tEYUzakfWxbKmmI2k+np47JqVW6pBcpW9KQqfp7IqWh1qMwsJ0hNQO96E3E/7x2YnqXfsplnBiUbLaolwhiIjL5m3S5QmbEyBLKFLe3EjagijJj08nZELzFl5dJo1T0zoulmk2jAjNk4RhO4Aw8uIAyXEMV6sCgDw/wBM+OcB6dF+d11ppx5jOH8AfO2w83YpFz</latexit>
x1ri
<latexit sha1_base64="7YIbCS40SAn5n3zGSyvJz4lXnaA=">AAAB+nicbVC7TsMwFL3hWcorhZElaoXEVCVlgLGChbFI9CE1UeS4TmvVcS LbAaqQD+ALmFgYQIiVP+APWBB/g/sYoOVIlo7OuVf3+AQJo1LZ9rextLyyurZe2Chubm3v7JqlvZaMU4FJE8csFp0AScIoJ01FFSOdRBAUBYy0g+H52G9fEyFpzK/UKCFehPqchhQjpSXfLLkRUoMgzG5zP3OET3PfrNhVewJrkTgzUqmX3fL9w8dXwzc/3V6M04hwhRmSsuvYifIyJBTFjORFN5 UkQXiI+qSrKUcRkV42iZ5bh1rpWWEs9OPKmqi/NzIUSTmKAj05DirnvbH4n9dNVXjqZZQnqSIcTw+FKbNUbI17sHpUEKzYSBOEBdVZLTxAAmGl2yrqEpz5Ly+SVq3qHFdrl7qNM5iiAAdQhiNw4ATqcAENaAKGG3iEZ3gx7own49V4m44uGbOdffgD4/0HoO2X7w==</latexit>
x2ri
<latexit sha1_base64="hfq6o2EOSA+Kxai2S+EfX5PLUHk=">AAAB+nicbVC7TsMwFL3hWcqrhZElaoXEVCVlgLGChbFI9CE1UeS4TmvVcSLbAa qQD+ALmFgYQIiVP+APWBB/g9N2gJYjWTo6517d4+PHjEplWd/G0vLK6tp6YaO4ubW9s1sq77VllAhMWjhikej6SBJGOWkpqhjpxoKg0Gek44/Oc79zTYSkEb9S45i4IRpwGlCMlJa8UtkJkRr6QXqbeWldeDTzSlWrZk1gLhJ7RqqNilO5f/j4anqlT6cf4SQkXGGGpOzZVqzcFAlFMSNZ0UkkiREeoQHp acpRSKSbTqJn5qFW+mYQCf24Mifq740UhVKOQ19P5kHlvJeL/3m9RAWnbkp5nCjC8fRQkDBTRWbeg9mngmDFxpogLKjOauIhEggr3VZRl2DPf3mRtOs1+7hWv9RtnMEUBTiAChyBDSfQgAtoQgsw3MAjPMOLcWc8Ga/G23R0yZjt7MMfGO8/onWX8A==</latexit>
x3ri
<latexit sha1_base64="PwBxa9v8mTEkEpIceT6PdTOzZNM=">AAAB+nicbVC7TsMwFHXKq5RXCiOL1QqJqUraAcYKFsYi0YfURJHjOq1Vx4lsB6hCP oAvYGJhACFW/oA/YEH8DU7bAVqOZOnonHt1j48fMyqVZX0bhZXVtfWN4mZpa3tnd88s73dklAhM2jhikej5SBJGOWkrqhjpxYKg0Gek64/Pc797TYSkEb9Sk5i4IRpyGlCMlJY8s+yESI38IL3NvLQhPJp5ZtWqWVPAZWLPSbVZcSr3Dx9fLc/8dAYRTkLCFWZIyr5txcpNkVAUM5KVnESSGOExGpK+phyFRLrpNHo Gj7QygEEk9OMKTtXfGykKpZyEvp7Mg8pFLxf/8/qJCk7dlPI4UYTj2aEgYVBFMO8BDqggWLGJJggLqrNCPEICYaXbKukS7MUvL5NOvWY3avVL3cYZmKEIDkEFHAMbnIAmuAAt0AYY3IBH8AxejDvjyXg13majBWO+cwD+wHj/AaP9l/E=</latexit>
Qri
<latexit sha1_base64="xdrou8cnbgs/HqiJw89BqdGiopQ=">AAAB+nicdVDLSgMxFM3UV62vVpduQovgashUqu2u6MZlC/YBnWHIpJk2 NPMgyShl7Af4Ba7cuFDErX/gH7gR/8b0IajogcDhnHu5J8eLOZMKoQ8js7S8srqWXc9tbG5t7+QLu20ZJYLQFol4JLoelpSzkLYUU5x2Y0Fx4HHa8UZnU79zSYVkUXihxjF1AjwImc8IVlpy8wU7wGpIME+bEzcVLpu4+RIyyxVUqyKITDSDJhVk1Y4taC2UUr1oF29uX98bbv7N7kckCWio CMdS9iwUKyfFQjHC6SRnJ5LGmIzwgPY0DXFApZPOok/ggVb60I+EfqGCM/X7RooDKceBpyenQeVvbyr+5fUS5VedlIVxomhI5of8hEMVwWkPsM8EJYqPNcFEMJ0VkiEWmCjdVk6X8PVT+D9pl03ryCw3dRunYI4s2AdFcAgscALq4Bw0QAsQcAXuwAN4NK6Ne+PJeJ6PZozFzh74AePlE/tR mC0=</latexit>
Qri
<latexit sha1_base64="Oz0lur7/RpcbWT/9vhn9nw/nm6c=">AAACBXicdVDLSgMxFM3UV62vqktdhBbB1ZCpjnZZdOOyBfuAThkyadqGZh4kGaEM s3EjfoG/4MaFIm5d+AduxL8x0yqo6IHA4Zx7yL3HiziTCqF3Izc3v7C4lF8urKyurW8UN7daMowFoU0S8lB0PCwpZwFtKqY47USCYt/jtO2NTzO/fUGFZGFwriYR7fl4GLABI1hpyS3uOqG2s3Ti+FiNCOZJI03dRLgsdYtlZKIj+9CqQmTayKpatiYV20KoAi0TTVGulZzS9c3LW90tvjr9kMQ+DRThWMquhS LVS7BQjHCaFpxY0giTMR7SrqYB9qnsJdMrUrinlT4chEK/QMGp+j2RYF/Kie/pyWxT+dvLxL+8bqwG1V7CgihWNCCzjwYxhyqEWSWwzwQlik80wUQwvSskIywwUbq4gi7h61L4P2lVTOvArDR0GydghjzYASWwDyxwDGrgDNRBExBwCW7BPXgwrow749F4mo3mjM/MNvgB4/kDLfmdWw==</latexit>
(2a)
x2ji
<latexit sha1_base64="ZIz2N8V0gLbzMmd4544zr2jxApQ=">AAAB+nicbV C7TsMwFHXKq7Q8UhhZLAoSU5WUAcYKFsYi0YfURpHjOq2p40S2U6hCPoWFAYRYET/AH7DxITDjtB2g5UiWjs65V/f4eBGjUlnWp5FbWl5ZXcuvF4obm1vbZmmnKc NYYNLAIQtF20OSMMpJQ1HFSDsSBAUeIy1veJ75rRERkob8So0j4gSoz6lPMVJacs1SN0Bq4PnJbeom1WuXpq5ZtirWBHCR2DNSrh18vb2Pit911/zo9kIcB4QrzJ CUHduKlJMgoShmJC10Y0kihIeoTzqachQQ6SST6Ck81EoP+qHQjys4UX9vJCiQchx4ejILKue9TPzP68TKP3USyqNYEY6nh/yYQRXCrAfYo4JgxcaaICyozgrxAA mElW6roEuw57+8SJrVin1cqV7qNs7AFHmwB/bBEbDBCaiBC1AHDYDBDbgHj+DJuDMejGfjZTqaM2Y7u+APjNcfhHSYlw==</latexit>
x1ji
<latexit sha1_base64="DXOL3ruKHLmWuGjR08WBBtVECwE=">AAAB+ni cbVC7TsMwFHXKq7Q8UhhZLAoSU5WUAcYKFsYi0YfURpHjOq2p40S2U6hCPoWFAYRYET/AH7DxITDjtB2g5UiWjs65V/f4eBGjUlnWp5FbWl5ZXcuvF4obm 1vbZmmnKcNYYNLAIQtF20OSMMpJQ1HFSDsSBAUeIy1veJ75rRERkob8So0j4gSoz6lPMVJacs1SN0Bq4PnJbeom9rVLU9csWxVrArhI7Bkp1w6+3t5Hxe +6a350eyGOA8IVZkjKjm1FykmQUBQzkha6sSQRwkPUJx1NOQqIdJJJ9BQeaqUH/VDoxxWcqL83EhRIOQ48PZkFlfNeJv7ndWLlnzoJ5VGsCMfTQ37MoAph 1gPsUUGwYmNNEBZUZ4V4gATCSrdV0CXY819eJM1qxT6uVC91G2dgijzYA/vgCNjgBNTABaiDBsDgBtyDR/Bk3BkPxrPxMh3NGbOdXfAHxusPguyYlg==</ latexit>
x3ji
<latexit sha1_base64="n6OGByStWBiD/0T3rdvmrv5iCTk=">AAAB+nicb VC7TsMwFHV4lpZHCiOLRUFiqpJ2gLGChbFI9CG1UeS4TmvqOJHtFKqQT2FhACFWxA/wB2x8CMw4bQdoOZKlo3Pu1T0+XsSoVJb1aSwtr6yurec28oXNre0ds7j blGEsMGngkIWi7SFJGOWkoahipB0JggKPkZY3PM/81ogISUN+pcYRcQLU59SnGCktuWaxGyA18PzkNnWT6rVLU9csWWVrArhI7Bkp1Q6/3t5Hhe+6a350eyGO A8IVZkjKjm1FykmQUBQzkua7sSQRwkPUJx1NOQqIdJJJ9BQeaaUH/VDoxxWcqL83EhRIOQ48PZkFlfNeJv7ndWLlnzoJ5VGsCMfTQ37MoAph1gPsUUGwYmNNE BZUZ4V4gATCSreV1yXY819eJM1K2a6WK5e6jTMwRQ7sgwNwDGxwAmrgAtRBA2BwA+7BI3gy7owH49l4mY4uGbOdPfAHxusPhfyYmA==</latexit>
H1ji
<latexit sha1_base64="ROBeR4cXtMe937tYmw2cAuT7N08=">AA AB73icdVDLSgMxFM34rK2Pqks3wSq4GjIdau2u6KbLCvYB7TBk0kwbm3mYZApl6E+4caGIW3/AH/AP3PkhujZtFVT0wIXDOfdy7z1ezJlUC L0aC4tLyyurmbVsbn1jcyu/vdOUUSIIbZCIR6LtYUk5C2lDMcVpOxYUBx6nLW94NvVbIyoki8ILNY6pE+B+yHxGsNJSu+am1qXLJm6+gMwSs iqlMkRmRePY1gTZFrIr0DLRDIXqwdvT8yj3XnfzL91eRJKAhopwLGXHQrFyUiwUI5xOst1E0hiTIe7TjqYhDqh00tm9E3iolR70I6ErVHCm fp9IcSDlOPB0Z4DVQP72puJfXidR/omTsjBOFA3JfJGfcKgiOH0e9pigRPGxJpgIpm+FZIAFJkpHlNUhfH0K/yfNomnZZvFcp3EK5siAPbA PjoAFyqAKaqAOGoAADq7BLbgzrowb4954mLcuGJ8zu+AHjMcPDq2UbQ==</latexit>
H2ji
<latexit sha1_base64="Y+gGJ24sTPGFmHUXIkFkwJhyKDo=">AAAB73icdVDLSgMxFM34rK2Pqks3wSq4GjIdau2u6KbLCvYB7TBk0kwb m3mYZApl6E+4caGIW3/AH/AP3PkhujZtFVT0wIXDOfdy7z1ezJlUCL0aC4tLyyurmbVsbn1jcyu/vdOUUSIIbZCIR6LtYUk5C2lDMcVpOxYUBx6nLW94NvVbIyoki8ILNY6pE+B+yHxGsNJSu+amxUuXTdx8AZklZFVKZYjMisaxrQmyLWRXoGWiGQrVg7en51Huve7mX7q9iCQBDRXhWM qOhWLlpFgoRjidZLuJpDEmQ9ynHU1DHFDppLN7J/BQKz3oR0JXqOBM/T6R4kDKceDpzgCrgfztTcW/vE6i/BMnZWGcKBqS+SI/4VBFcPo87DFBieJjTTARTN8KyQALTJSOKKtD+PoU/k+aRdOyzeK5TuMUzJEBe2AfHAELlEEV1EAdNAABHFyDW3BnXBk3xr3xMG9dMD5ndsEPGI8fEDWUb g==</latexit>
Qji
<latexit sha1_base64="4zycPbFRagzjUWd0gbLf7UKjq9o=">AAA B+nicdVDLTgIxFO34RPAx6NJNI5q4Ih0MCjuiG5eQyCMBMumUApXOI20HQ8b5FDcuNMat8Qf8A3d+iK7tACZq9CRNTs65N/f0OAFnUiH0Ziws Li2vrKbW0pn1jc0tM7vdkH4oCK0Tn/ui5WBJOfNoXTHFaSsQFLsOp01ndJb4zTEVkvnehZoEtOvigcf6jGClJdvMdlyshgTzqBbb0aXNYtvM oXyhiMolBFEeTaFJEVnlYwtacyVX2X9/fhlnPqq2+drp+SR0qacIx1K2LRSoboSFYoTTON0JJQ0wGeEBbWvqYZfKbjSNHsMDrfRg3xf6eQpO1 e8bEXalnLiOnkyCyt9eIv7ltUPVL3Uj5gWhoh6ZHeqHHCofJj3AHhOUKD7RBBPBdFZIhlhgonRbaV3C10/h/6RRyFtH+UJNt3EKZkiBXbAHDo EFTkAFnIMqqAMCrsANuAP3xrVxazwYj7PRBWO+swN+wHj6BN1QmNQ=</latexit>
Qji
<latexit sha1_base64="t/R8nFR0Usz84KVJ4ofrzRNQXFM=">AAACBX icdVDLSgMxFM3UV219VF3qIvgAV0NmtNpl0Y3LFuwD2jJk0rSNzTxIMoUyzMaNv+LGhSLduvAP3PkhujbTKqjogcDhnHvIvccNOZMKoVcjMze/sLiUX c7lV1bX1gsbm3UZRILQGgl4IJoulpQzn9YUU5w2Q0Gx53LacIfnqd8YUSFZ4F+qcUg7Hu77rMcIVlpyCjvtQNtpOm57WA0I5nE1SZz4ymGJU9hDJjop HlsliMwiskpWURO7aCFkQ8tEU+yV998mz6P8e8UpvLS7AYk86ivCsZQtC4WqE2OhGOE0ybUjSUNMhrhPW5r62KOyE0+vSOCBVrqwFwj9fAWn6vdEjD0 px56rJ9NN5W8vFf/yWpHqlTox88NIUZ/MPupFHKoAppXALhOUKD7WBBPB9K6QDLDAROnicrqEr0vh/6Rum9aRaVd1G2dghizYBrvgEFjgFJTBBaiAGi DgGtyCe/Bg3Bh3xqMxmY1mjM/MFvgB4+kDD/ieAg==</latexit>
ji
<latexit sha1_base64="eqFwFTnaop1S05XFXdiw4/IpUFc=" >AAAB6nicbVC7SgNBFL0bXzG+opaKDAbBKuzGQsugjWWC5gHJEmYns8nozOwyMyuEJaWljYUitn5EvsPOb/AnnDwKTTxw4XDOvdx7T xBzpo3rfjmZpeWV1bXsem5jc2t7J7+7V9dRogitkYhHqhlgTTmTtGaY4bQZK4pFwGkjuL8a+40HqjSL5K0ZxNQXuCdZyAg2Vrq567B OvuAW3QnQIvFmpFA+HFW/H49GlU7+s92NSCKoNIRjrVueGxs/xcowwukw1040jTG5xz3aslRiQbWfTk4dohOrdFEYKVvSoIn6eyLFQ uuBCGynwKav572x+J/XSkx44adMxomhkkwXhQlHJkLjv1GXKUoMH1iCiWL2VkT6WGFibDo5G4I3//IiqZeK3lmxVLVpXMIUWTiAYzg FD86hDNdQgRoQ6METvMCrw51n5815n7ZmnNnMPvyB8/EDOYmRdQ==</latexit>
p(ji)
<latexit sha1_base64="zk1YshdGfU9ZDmzjHvvxxvRNb2w=">AAAB7XicbV DLSgNBEOyNrxhfUY9ehgQhIoTdeNBj0IvHCOYByRJmJ7PJJLMzy8ysEJb8gwc9KOLV//GWv3HyOGhiQUNR1U13VxBzpo3rTp3MxubW9k52N7e3f3B4lD8+aWiZ KELrRHKpWgHWlDNB64YZTluxojgKOG0Go7uZ33yiSjMpHs04pn6E+4KFjGBjpUZcGnbZRTdfdMvuHGideEtSrBY6ly/T6rjWzX93epIkERWGcKx123Nj46dYGU Y4neQ6iaYxJiPcp21LBY6o9tP5tRN0bpUeCqWyJQyaq78nUhxpPY4C2xlhM9Cr3kz8z2snJrzxUybixFBBFovChCMj0ex11GOKEsPHlmCimL0VkQFWmBgbUM6G 4K2+vE4albJ3Va482DRuYYEsnEEBSuDBNVThHmpQBwJDeIY3eHek8+p8OJ+L1oyznDmFP3C+fgD+hpG4</latexit>
nji
<latexit sha1_base64="SXY3MLNAYZVzi0jFS/5AUOpu+Yk=">AAAB+XicdVD LSgMxFM3UV219jLp0E6yCqzIzLW3dFd24rGAf0JYhk2ba2ExmSDKFMvRP3LhQxK3gD/gH7vwQXZtpFVT0QOBwzr3ck+NFjEplWa9GZml5ZXUtu57Lb2xubZs7uy0 ZxgKTJg5ZKDoekoRRTpqKKkY6kSAo8Bhpe+Oz1G9PiJA05JdqGpF+gIac+hQjpSXXNHsBUiPPT/jMTa5cOnPNglU8qVWccgVaRcuq2o6dEqdaLpWhrZUUhfrh29P zJP/ecM2X3iDEcUC4wgxJ2bWtSPUTJBTFjMxyvViSCOExGpKuphwFRPaTefIZPNLKAPqh0I8rOFe/byQokHIaeHoyzSl/e6n4l9eNlV/rJ5RHsSIcLw75MYMqhGkN cEAFwYpNNUFYUJ0V4hESCCtdVk6X8PVT+D9pOUW7VHQudBunYIEs2AcH4BjYoArq4Bw0QBNgMAHX4BbcGYlxY9wbD4vRjPG5swd+wHj8AF5MmJM=</latexit>
x⇤ji
<latexit sha1_base64="aF8Wk7/G60mYg6wxeyOWqzWLUsc=">AAAB+3icdVDLSgMxFM3U V62vsS7dBIsgCmVmWtq6K7pxWcE+oK1DJs20sZkHSUZahvkC/8GNgiJu/RF3foh7M62Cih4IHM65l3tynJBRIQ3jTcssLC4tr2RXc2vrG5tb+na+JYKIY9LEAQt4x0GCMOqTpqSSkU7ICf IcRtrO+DT129eECxr4F3Iakr6Hhj51KUZSSbae73lIjhw3niR2fGXT5PLQ1gtG8bhWscoVaBQNo2paZkqsarlUhqZSUhTqR+/3N6QQNmz9tTcIcOQRX2KGhOiaRij7MeKSYkaSXC8SJER4 jIakq6iPPCL68Sx7AveVMoBuwNXzJZyp3zdi5Akx9Rw1mSYVv71U/MvrRtKt9WPqh5EkPp4fciMGZQDTIuCAcoIlmyqCMKcqK8QjxBGWqq6cKuHrp/B/0rKKZqlonas2TsAcWbAL9sABME EV1MEZaIAmwGACbsEDeNQS7U570p7noxntc2cH/ID28gGQ0Jh3</latexit>
x⇤i
<latexit sha1_base64="3Oral/zpT58sLtDeaSAn2FBr5+w=">AAAB9XicdVDLSsNAFJ3UV62vqks3g0UQFyFJQ1t3RTcuK9gHtGmZTCft0MkkzEzUEvo fblwo4tZ/ceffOGkrqOiBgcM593LPHD9mVCrL+jByK6tr6xv5zcLW9s7uXnH/oCWjRGDSxBGLRMdHkjDKSVNRxUgnFgSFPiNtf3KZ+e1bIiSN+I2axsQL0YjTgGKktNTvhUiN/SC9nw1o/2xQLFnmea3iuBVomZZVtR07I07VLbvQ1kqGEliiMSi+94YRTkLCFWZIyq5txcpLkVAUMzIr9BJJYoQnaES6mnIUEuml89Q zeKKVIQwioR9XcK5+30hRKOU09PVkllL+9jLxL6+bqKDmpZTHiSIcLw4FCYMqglkFcEgFwYpNNUFYUJ0V4jESCCtdVEGX8PVT+D9pOaZdNp1rt1S/WNaRB0fgGJwCG1RBHVyBBmgCDAR4AE/g2bgzHo0X43UxmjOWO4fgB4y3TwM7kto=</latexit>
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Fig. 4. Illustration of features used in the transformation of - Top: (1a) a leaf triangle ji onto its
parent p(ji), and (1b) a root triangle ri onto a disk centered at x∗i with radius ρi for an obstacle
inDImap, Bottom: (2a) a leaf triangle ji onto its parent p(ji), and (2b) a root triangle ri onto ∂Fe
for an obstacle in BImap.
Center of the Transformation and Surrounding Polygonal Collars Let the vertices
of the triangle ji ∈ VPi be x1ji , x2ji and x3ji in counterclockwise order, with x1jix2ji
the common edge between ji and p(ji).
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Definition 2. An admissible center for the purging transformation of the leaf triangle
ji ∈ VPi , denoted by x∗ji , is a point along the triangle median from x3ji and in the
interior of its parent p(ji) ∈ VPi .
Such a point is always possible to be found, since the two triangles share a common
edge. By picking an admissible center, we ensure that the quadrilateralQji with bound-
ary x3jix1jix
∗
ji
x2jix3ji is convex, as shown in Fig. 4-(1a),(2a).
Definition 3. An admissible polygonal collar for the purging transformation of the leaf
triangle ji is a convex polygon Qji such that:
1. the edges x1jix
∗
ji
and x∗jix2ji are edges of Qji .
2. Qji does not intersect the interior of any triangle k ∈ VP with k 6= ji, k 6=
p(ji),∀P .
3. Qji does not intersect any obstacle C ∈ Cmap.
4. Qji does not intersect the boundary of FImap,ji .
5. Qji ⊂ Qji .
Examples of such polygons are shown in Fig. 4-(1a),(2a). This polygon is responsi-
ble for limiting the effect of the purging transformation in its interior, while keeping its
value equal to the identity everywhere else. Intuitively, the requirements in Definition 3
will limit the effect of the purging transformation in a region that encloses the triangle ji
and is away from the boundary of any other obstacle. The importance of enforcing the
edges x1jix
∗
ji
and x∗jix2ji to be edges of Qji will become evident in the construction
of the provable properties of the diffeomorphism, summarized below in Proposition 1.
We provide more details about the construction of admissible collars in Appendix B.
For the following, we also construct implicit functions γji(x) and δji(x) corre-
sponding to the leaf triangle ji ∈ VPi , as described in Appendix A, such that
Qji = {x ∈ R2 | γji(x) ≤ 0} (9)
Qji = {x ∈ R2 | δji(x) ≥ 0} (10)
Description of theC∞ switches In order to simplify the diffeomorphism construction,
we depart from the construction of analytic switches [76] and rely instead on the C∞
function ζµ : R→ R [41] described by
ζµ(χ) =
{
e−µ/χ, χ > 0
0, χ ≤ 0 (11)
and parametrized by µ > 0, that has derivative
ζ ′µ(χ) =
{
µ ζµ(χ)
χ2 , χ > 0
0, χ ≤ 0 (12)
Based on that function, we can then define the auxiliary C∞ switches
σγji (x) := ηµγji ,ji
◦ γji(x) (13)
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σδji (x) := ζµδji
◦ δji(x)||x− x∗ji ||
(14)
with ηµ,(χ) := ζµ( − χ)/ζµ(), and µγji , µδji , ji > 0 tunable parameters. Notice
that σγji is exactly equal to 1 on the boundary ofQji and equal to 0 when γji(x) ≥ ji ,
whereas σδji is 0 outsideQji . The parameters µγji and µδji are used to tune the “slope”
of σγji on the boundary of Qji and how fast σδji approaches 1 in the interior of Qji
respectively.
Based on the above, we define the C∞ switch of the purging transformation for the
leaf triangle ji ∈ VPi as a function σji : FImap,ji → R, defined by
σji(x) :=

σγji
(x)σδji
(x)
σγji
(x)σδji
(x)+
(
1−σγji (x)
) , x 6= x1ji ,x2ji
1, x = x1ji ,x2ji
(15)
In this way, we see that σji(x) = 0 when σγji (x) = 0 or σδji (x) = 0 (i.e., when
γji(x) ≥ ji or outside Qji ), σji(x) = 1 when σγji (x) = 1 (i.e., on the boundary ofQji ) and σji varies between 0 and 1 everywhere, since σγji and σδji also vary between
0 and 1. Based on Definitions 2 and 3, it is straightforward to show the following lemma.
Lemma 1. The function σji : FImap,ji → R is smooth away from the triangle vertices
x1ji ,x2ji ,x3ji , none of which lies in the interior of FImap,ji .
Proof. Included in Appendix D.
Description of the Deforming Factors The deforming factors are the functions νji :
FImap,ji → R, responsible for mapping the boundary of the leaf triangle ji ∈ VPi onto
the boundary of its parent p(ji). Based on Definitions 2 and 3 and as shown in Fig. 4-
(1a),(2a), this implies that the functions νji are responsible for mapping the polygonal
chain x2jix3jix1ji onto the shared edge x2jix1ji between ji and p(ji). For this reason,
we construct νji as follows
νji(x) :=
(
x1ji − x∗ji
)>
nji(
x− x∗ji
)>
nji
(16)
with
nji := Rpi2
x2ji − x1ji
||x2ji − x1ji ||
, Rpi
2
:=
[
0 −1
1 0
]
(17)
the normal vector corresponding to the shared edge between ji and p(ji).
The Map Between FImap,ji and FImap,p(ji) Based on the above, we then construct
the map between FImap,ji and FImap,p(ji) with the ji-th leaf triangle of Pi purged, as
hIji(x) := σji(x)
(
x∗ji + νji(x)(x− x∗ji)
)
+ (1− σji(x))x (18)
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Qualitative Properties of the Map Between FImap,ji and FImap,p(ji) We first ver-
ify that the construction is a smooth change of coordinates between the intermediate
mapped spaces.
Lemma 2. The map hIji : FImap,ji → FImap,p(ji) is smooth away from the triangle
vertices x1ji ,x2ji ,x3ji , none of which lies in the interior of FImap,ji .
Proof. Included in Appendix D.
Proposition 1. The map hIji is a C
∞ diffeomorphism between FImap,ji and FImap,p(ji)
away from the triangle vertices x1ji ,x2ji ,x3ji , none of which lies in the interior of
FImap,ji .
Proof. Included in Appendix D.
Composition of Leaf Purging Transformations The application of the purging trans-
formation described above will result in a tree for Pi with one less vertex and one less
edge. Therefore, similarly to [77], we can keep applying such purging transformations
by composition, during execution time, for all leaf triangles of all obstacles P in BImap
and DImap (in any order), until we reach their root triangles. We denote by FˆImap this
final intermediate space, where all obstacles in FImap have been deformed to their root
triangles {ri}, and by gI : FImap → FˆImap the map between FImap and FˆImap, aris-
ing from this composition of purging transformations. Since gI is a composition of
diffeomorphisms, we immediately get the following result.
Corollary 1. The map gI : FImap → FˆImap is a C∞ diffeomorphism between FImap
and FˆImap away from sharp corners, none of which lie in the interior of freespace for
any of the intermediate or final spaces.
4.3 Purging of Root Triangles
After the successive application of the leaf purging transformations presented in Section
4.2, familiar obstacles in FImap are reduced to triangles in FˆImap. These triangles either
are homeomorphic to a disk in the interior of FˆImap if they correspond to obstacles
in DImap, or have a common edge with ∂Fe if they correspond to obstacles in BImap.
Therefore, the final step to generate the model space FImodel is to transform each of
the root triangles corresponding to obstacles in DImap to disks, following a procedure
similar to [94], and merge the root triangles corresponding to obstacles in BImap to ∂Fe.
Center of the Transformation and Surrounding Polygonal Collars for Obstacles in
DImap Here we assume that Pi ∈ DImap. Let the vertices of the root triangle ri ∈ VPi
be x1ri , x2ri and x3ri in counterclockwise order, as shown in Fig. 4-(1b).
Definition 4. An admissible center for the transformation of the root triangle ri, cor-
responding to a polygon Pi ∈ DImap, is a point x∗i in the interior of ri.
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Without loss of generality, we pick x∗i to be the barycenter of ri, and the radius of
the transformation to be a number ρi < d(x∗i , ∂ri), following the admissibility assump-
tions made in [77]. We also setQri to be the closure of ri itself, and define a polygonal
collar Qri for the root triangle transformation as follows.
Definition 5. An admissible polygonal collar for the transformation of the root triangle
ri, corresponding to a polygon Pi ∈ DImap, is a convex polygon Qri such that:
1. Qri ∩Qrj = ∅, with i 6= j.
2. Qri does not intersect any obstacle C ∈ Cmap.
3. Qri does not intersect ∂FˆImap.
4. Qri ⊂ Qri .
An example of such a polygon is shown in Fig. 4-(1b). Again, this polygon is responsi-
ble for limiting the effect of the transformation in its interior, while keeping it equal to
the identity map everywhere else. Similarly to Section 4.2, we also construct implicit
functions γri(x) and δri(x) for each root triangle ri, such that
Qri = {x ∈ R2 | γri(x) ≤ 0} (19)
Qri = {x ∈ R2 | δri(x) ≥ 0} (20)
Description of the C∞ switches for Obstacles in DImap Following the notation of
Section 4.2, we can define the auxiliary C∞ switches
σγri (x) := ηµγri ,ri
◦ γri(x) (21)
σδri (x) := ζµδri
◦ δri(x)||x− x∗i ||
(22)
with ηµ,(χ) := ζµ( − χ)/ζµ(), ζ defined as in (11) and µγri , µδri , ri > 0 tunable
parameters.
Based on the above, we then define the C∞ switch of the transformation of the root
triangle ri as the function σri : FˆImap → FImap given by
σri(x) :=
σγri (x)σδri (x)
σγri (x)σδri (x) +
(
1− σγri (x)
) (23)
It can be seen that the function σri will be 0 outside Qri , exactly equal to 1 on the
boundary of Qri (i.e., on the boundary of the root triangle ri) and varies smoothly
between 0 and 1 everywhere else.
We can easily show the following lemma, as the function ζ eliminates all the singu-
lar points of δri that correspond to the vertices of Qri .
Lemma 3. The switch σri : FˆImap → R is smooth away from the triangle vertices
x1ri ,x2ri ,x3ri , none of which lies in the interior of FˆImap.
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Description of the Deforming Factors for Obstacles in DImap Here, the deforming
factors are the functions νri : FˆImap → R, responsible for transforming each root
triangle corresponding to an obstacle in DImap to a disk in R2. The deforming factors
we use are inspired by those in [77], but do not depend on the values of the implicit
functions γri . Namely, the deforming factors are given based on the desired final radii
ρi as
νri(x) :=
ρi
||x− x∗i ||
(24)
Center of the Transformation and Surrounding Polygonal Collars for Obstacles in
BImap Next we focus on obstacles in BImap. The procedure here is slightly different,
since we want to merge the root triangle ri to the boundary of the enclosing freespace
Fe. Namely, we assume that the vertices of the triangle ri are x1ri ,x2ri ,x3ri in coun-
terclockwise order, with x1rix2ri the common edge between ri and ∂Fe, as shown in
Fig. 4-(2b)∗∗. Then, we pick an admissible center similarly to Definition 2, as follows.
Definition 6. An admissible center for the transformation of the root triangle ri, corre-
sponding to a polygon Pi ∈ BImap, denoted by x∗i , is a point along the triangle median
from x3ri , such that x
∗
i ∈ R2\Fe.
We also defineQri to be the convex quadrilateral with boundary x3rix1rix∗ix2rix3ri .
The collars used are defined similarly to Definition 3, as the transformation itself is de-
signed to be quite similar with the purging transformation.
Definition 7. An admissible polygonal collar for the transformation of the root triangle
ri, corresponding to a polygon Pi ∈ BImap, is a convex polygon Qri such that:
1. the edges x1rix
∗
i and x
∗
ix2ri are edges of Qri .
2. Qri ∩Qrj = ∅, with i 6= j.
3. Qri does not intersect any obstacle C ∈ Cmap.
4. Qri ⊂ Qri .
Description of the C∞ switches for Obstacles in BImap With the definition of Qri
and Qri as described above, we associate implicit functions γri(x) and δri(x) as in
(19), (20), auxiliary switches σγri and σδri as in (21) and (22), and overall C
∞ switch
of the transformation of the root triangle ri as the function σri : FˆImap → FImap given
in (23).
Description of the Deforming Factors for Obstacles in BImap Finally, in order to
merge the root triangle into the boundary ∂Fe, we define the deforming factors similarly
to (16), as the functions νri : FˆImap → R, given by
νri(x) :=
(x1ri − x∗i )> nri
(x− x∗i )> nri
(25)
∗∗If ri and ∂Fe share two common edges, we just pick one of them at random.
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with
nri := Rpi2
x2ri − x1ri
||x2ri − x1ri ||
, Rpi
2
:=
[
0 −1
1 0
]
(26)
the normal vector corresponding to the shared edge between ri and ∂Fe.
The Map Between FˆImap and FImodel First of all, we define
σd(x) := 1−
∑
i∈J IB∪J ID
σri(x) (27)
Using the above constructions and Definitions 4, 5, 6 and 7 we are led to the following
results.
Lemma 4. At any point x ∈ FˆImap, at most one of the switches {σri}i∈J IB∪J ID can be
nonzero.
Corollary 2. The set {σri}i∈J IB∪J ID ∪ {σd} defines a partition of unity over FˆImap.
With the construction of σri (as in (23)) and νri (as in either (24) or (25), depending
on whether i belongs to J ID or J IB respectively) for each root triangle, we can now
construct the map hˆI : FˆImap → FImodel given by
hˆI(x) :=
∑
i∈J IB∪J ID
σri(x) [x
∗
i + νri(x)(x− x∗i )] + σd(x)x (28)
Qualitative Properties of the Map Between FˆImap andFImodel We can again verify
that the construction is a smooth change of coordinates between FˆImap and FImodel.
Using Lemma 3 and the fact that the deforming factors νri are smooth in FˆImap (because
the centers x∗i do not belong in FˆImap) for all i, we get the following result.
Lemma 5. The map hˆI : FˆImap → FImodel is smooth away from any sharp corners,
none of which lie in the interior of FˆImap.
Proposition 2. The map hˆI is a C∞ diffeomorphism between FˆImap and FImodel away
from any sharp corners, none of which lie in the interior of FˆImap.
Proof. Included in Appendix D.
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4.4 The Map Between the Mapped Space and the Model Space
Fig. 5. Values of det(DxhI) for a single polygon in logarithmic scale, showing the local nature
of the diffeomorphism (hI becomes equal to the identity transform away from the polygon) and
the fact that hI is smooth away from sharp corners, that do not lie in the interior of the freespace.
Based on the construction of gI : FImap → FˆImap in Section 4.2 and hˆI : FˆImap →
FImodel in Section 4.3, we can finally write the map between the mapped space and the
model space as the function hI : FImap → FImodel given by
hI(x) = hˆI ◦ gI(x) (29)
It is straightforward to get the following result, since both gI and hˆI are C∞ diffeo-
morphisms away from sharp corners.
Corollary 3. The map hI is a C∞ diffeomorphism between FImap and FImodel away
from any sharp corners, none of which lie in the interior of FImap.
An illustration of the behavior of the map hI through a visualization of the values
of det(DxhI) for a specific example with a single polygon is included in Fig. 5.
5 Reactive Controller
The preceding analysis in Section 4 describes the diffeomorphism construction between
FImap and FImodel for a given index set I of instantiated familiar obstacles. However,
the onboard sensor might discover new obstacles and, subsequently, incorporate them
in the semantic map, updating the set I. Therefore, we have to provide a hybrid systems
description of our reactive controller, where each mode is defined by an index set I ∈
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I ∈ 2NP Mode of the hybrid system, Sections 3.1, 5.1
FI ,FIsem,FImap,FImodel ∈ R2 Physical, semantic, mapped, model freespace for I,
Sections 3, 5.1
hI : FImap → FImodel Map between FImap and FImodel for mode I,
Section 4
Γ ⊂ 2NP × 2NP Directed graph of discrete transitions over the modes,
Section 5.1
D :=
⊔
I∈2NP FI Collection of domains for a fully actuated robot,
Section 5.1
G :=
⊔
(I,I′)∈ΓG
I,I′ Collection of guards for a fully actuated robot (31)
R : G→ D Continuous reset map for a fully actuated robot (32)
U : D→ TD Hybrid vector field for a fully actuated robot (33)
H :=
(
2NP , Γ,D,U,G,R
)
Hybrid system for a fully actuated robot, Theorem 3
D :=
⊔
I∈2NP (FI × S1) Collection of domains for a differential drive robot,
Section 5.1
G :=
⊔
(I,I′)∈ΓG
I,I′
Collection of guards for a differential drive robot (35)
R : G→ D Continuous reset map for a differential drive robot (36)
U : D→ TD Hybrid vector field for a differential drive robot (37)
H :=
(
2NP , Γ,D,U,G,R
)
Hybrid system for a differential drive robot, Theorem 4
x ∈ FImap Fully actuated robot position in FImap, Section 5.2
y := hI(x) ∈ FImodel Fully actuated robot position in FImodel, Section 5.2
yd := h
I(xd) Goal position in FImodel, Section 5.2
LF(y) ⊂ FImodel Local freespace at y ∈ FImodel (39)
vI : FImodel → TFImodel Vector field controller for a fully actuated robot
in FImodel (38)
uI : FImap → TFImap Vector field controller for a fully actuated robot
in FImap (40)
h
I
: FImap × S1 → FImodel × S1 Diffeomorphism between FImap × S1 and
FImodel × S1 (43)
x := (x, ψ) ∈ FImap × S1 Differential drive robot state in FImap × S1,
Section 5.2
y := (y, ϕ) = h
I
(x) ∈ FImodel × S1 Differential drive robot state in FImodel × S1,
Section 5.2
ξI : S1 → S1 Angle transformation between FImap × S1 and
FImodel × S1 (44)
yd,‖(y),yd,G(y) ∈ FImodel Linear (57) and angular (58) local goals for
y ∈ FImodel × S1
vI := (vˆI , ωˆI) ∈ R2 Linear and angular inputs for a unicycle robot in
FImodel × S1 (56)
uI := (vI , ωI) ∈ R2 Linear and angular inputs for a unicycle robot in
FImap × S1 (55)
Table 4. Key symbols related to the hybrid systems formulation (top - Section 5.1) and the reac-
tive controller construction in each mode of the hybrid system (bottom - Section 5.2) for both a
fully actuated robot and a differential drive robot.
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2NP of familiar obstacles stored in the semantic map, the guards describe the sensor
trigger events where a previously “unexplored” obstacle is discovered and incorporated
in the semantic map (thereby changing PImap, along with DImap, BImap), and the resets
describe transitions to new modes that might result in discrete “jumps” of the robot
position in the model space. We then need to show that the resulting hybrid controller,
for both the fully actuated robot and the differential drive robot, must succeed in the
navigation task.
In the following, Section 5.1 provides the hybrid systems description, Section 5.2
describes the reactive controller applied in each mode of the hybrid system, Section 5.3
summarizes the qualitative properties of our hybrid controller, and Section 5.4 describes
our method of generating bounded inputs, each time for both the fully actuated and the
differential drive robot. Table 4 summarizes associated notation used throughout this
Section.
5.1 Hybrid Systems Description of Navigation Framework
Fully Actuated Robots First, we consider a fully actuated particle with state x ∈ F ,
and dynamics
x˙ = u (30)
Since different subsets of instantiated obstacles in P˜ , indexed by I, result in different
consolidated polygonal obstacles stored in PImap, it is natural to index the modes of the
hybrid controller according to elements I of the power set 2NP . Every execution, from
any initial state, is required to start in the initial mode, indexed by I = ∅. We also
define a terminal mode as follows.
Definition 8. The terminal mode of the hybrid system is indexed by the improper subset,
I = NP , where all familiar obstacles in the workspace have been instantiated in the
set PIsem, in the sense of Definition 1.
We denote the freespace in the semantic, mapped and model spaces, associated with
a unique subset I ofNP , by FIsem,FImap,FImodel respectively, as in Section 3. We also
denote the corresponding perceived physical freespace byFI , withFI := FImap, since
the dilation of obstacles by r in the passage from the physical to the semantic space and
the obstacle merging in the passage from the semantic to the mapped space do not alter
the freespace description. The domain D of our hybrid system is then defined as the
collection D :=
⊔
I∈2NP FI .
Following the notation in [45], we can then denote by Γ ⊂ 2NP × 2NP the set
of discrete transitions for the hybrid system, forming a directed graph structure over
the set of modes 2NP . The collection of guards associated with Γ can be described as
G :=
⊔
(I,I′)∈ΓG
I,I′ , with GI,I
′ ⊂ FI given by
GI,I
′
:={x ∈ FI | I ′ = I ∪ Iu
Iu 6= ∅, Iu ∩ I = ∅,
B(x, R) ∩ P˜i 6= ∅ for all i ∈ Iu,
B(x, R) ∩ P˜NP\(I∪Iu) = ∅} (31)
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with P˜NP\(I∪Iu) := {P˜i}i∈NP\(I∪Iu).
Also, the reset R : G → D is the continuous map that restricts simply as RI,I′ :=
R|GI,I′ : GI,I
′ → FI′ , with
RI,I
′
(x) = x (32)
the identity map. Note, however, that although the robot cannot experience discrete
jumps in the physical space, the model space FI′model is likely to be a discontinuously
different space from FImodel (i.e., there is no guaranteed inclusion from FI
′
model into
FImodel), hence the model position in the new space bears no obvious relationship to
that in the prior. Namely, the position of the robot in the model space after a transition
from mode I to mode I ′ will be given by hI′ ◦ (hI)−1(y), with y ∈ FImodel.
Finally, we can construct the hybrid vector field U : D → TD that restricts to a
vector field UI := U|FI : FI → TFI , that can be written as
UI(x) := uI(x) (33)
with uI given in (40) and described in the next Section.
Based on the above definitions, we define the navigational hybrid system for fully
actuated robots as the tuple H :=
(
2NP , Γ,D,U,G,R
)
describing the modes, discrete
transitions, domains, associated vector fields, guards and resets.
Differential Drive Robots Next, we focus on a differential drive robot, whose state is
x := (x, ψ) ∈ F × S1 ⊂ SE(2), and its dynamics are given by††
x˙ = B(ψ)u (34)
with B(ψ) :=
[
cosψ sinψ 0
0 0 1
]>
and u := (v, ω), with v, ω ∈ R the linear and angular
input respectively.
The analysis here is fairly similar; the modes and discrete transitions are identical.
However, the robot operates on a subset of SE(2) and, therefore, the domains must
be described as D :=
⊔
I∈2NP (FI × S1). Consequently, the collection of guards that
will result in transitions between different modes according to Γ are described as G :=⊔
(I,I′)∈ΓG
I,I′
, with G
I,I′ ⊂ (FI × S1) given by
G
I,I′
:={x = (x, ψ) ∈ FI × S1 | I ′ = I ∪ Iu
Iu 6= ∅, Iu ∩ I = ∅,
B(x, R) ∩ P˜i 6= ∅ for all i ∈ Iu,
B(x, R) ∩ P˜NP\(I∪Iu) = ∅} (35)
††We use the ordered set notation (∗, ∗, . . .) and the matrix notation [∗ ∗ . . .]> for vectors inter-
changeably.
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Also, the reset R : G → D is the continuous map that restricts simply as RI,I
′
:=
R|
G
I,I′ : G
I,I′ → (FI′ × S1), with
R
I,I′
(x) = x (36)
the identity map.
Finally, the fact that the robot operates in SE(2) gives rise to a new hybrid vector
field U : D → TD, that restricts to a vector field UI := U|FI×S1 : FI × S1 →
T (FI × S1), that can be written as
U
I
(x) := B(ψ)uI (37)
with the inputs uI = (vI , ωI) given as in (55) and described in the next Section.
Based on the above definitions, we define the navigational hybrid system for dif-
ferential drive robots as the tuple H :=
(
2NP , Γ,D,U,G,R
)
describing the modes,
discrete transitions, domains, associated vector fields, guards and resets.
5.2 Reactive Controller in Each Hybrid Mode
The preceding analysis of the hybrid system allows us to now describe the constituent
controllers in each mode I of the hybrid system, for both the fully actuated and the
differential drive robot. For the results pertaining to each separate mode, we are going
to assume that I describes the terminal mode of the hybrid system, in the notion of
Definition 8.
With this assumption, we can arrive to Theorems 1 and 2, that allow us to establish
the main results about our hybrid controller in Theorems 3 and 4. We assume that the
robot operates in FImap‡‡, and the set of consolidated obstacles PImap in mode I has
been identified.
Fully Actuated Robots The dynamics of the fully actuated particle in FImodel with
state y = hI(x) ∈ FImodel can be described by y˙ = vI(y) with the input vI(y) given
in [3] as§§
vI(y) = − (y −ΠLF(y)(yd)) (38)
with yd = hI(xd), and the convex local freespace for y,LF(y), defined as the Voronoi
cell in [3, Eqns. (7), (24)]:
LF(y) := {q ∈ FImodel | ||q− y|| ≤ ||q−ΠOi(y)||,∀i} ∩ B(y, Rmodel2 ) (39)
‡‡This is afforded by the fact that the perceived physical freespace FI was explicitly constructed
in Section 5.1 to be equal to FImap. To be accurate, one must write the identity map from FI
into FImap as ι : FI → FImap and, subsequently, define the control in the physical space as
[Dxι]
−1uI , with uI : FImap → TFImap the control strategy in the mapped space, described
next. However, since [Dxι] resolves to the identity matrix, this construction reduces to direct
application of uI on the physical space.
§§Here ΠC(q) denotes the metric projection of q on a convex set C.
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Here, i spans the obstacles in bothDImap (represented inFImodel by B(x∗i , ρi)) and Cmap
(transferred to FImodel with an identity map), and Rmodel is the range of the virtual sen-
sor used for obstacle detection in FImodel. Similarly to [94], using the diffeomorphism
construction in (29), we construct our controller as the vector field uI =: FImap →
TFImap given by
uI(x) = k
[
Dxh
I]−1 · (vI ◦ hI(x)) (40)
with k > 0. Note here that the strategy employed never requires the explicit computa-
tion of (hI)−1, which would make our numerical realization quite difficult; instead, it
merely requires inversion of [DxhI ].
We notice that if the range of the virtual sensor Rmodel used to construct LF(y) in
the model space is smaller than the range of our sensor R, the vector field uI is Lip-
schitz continuous since vI(y) is shown to be Lipschitz continuous in [3], y = hI(x)
is a smooth change of coordinates away from sharp corners, and the robot discovers
obstacles before actually using them for navigation, because Rmodel < R. We are led
to the following result.
Corollary 4. With I the terminal mode of the hybrid controller, the vector field uI :
FImap → TFImap generates a unique continuously differentiable partial flow.
To ensure completeness (i.e., absence of finite time escape through boundaries in
FImap) we must verify that the robot never collides with any obstacle in the environ-
ment, i.e., leaves its freespace positively invariant. However, this property follows al-
most directly from the fact that the vector field uI on FImap is the pushforward of the
complete vector field vI through (hI)−1, guaranteed to insure thatFImodel remain posi-
tively invariant under its flow as shown in [3], away from sharp corners on the boundary
of FImap. Therefore, we immediately get the following result.
Proposition 3. With I = NP the terminal mode of the hybrid controller, the freespace
interior FImap is positively invariant under the law (40).
Next, we focus on the stationary points of uI .
Lemma 6. With I = NP the terminal mode of the hybrid controller:
1. The set of stationary points of control law (40) is given as
{xd}
⋃
{(hI)−1(si)}i∈J ID
⋃
{Gk}k∈JC (41)
where
si = x
∗
i − ρi
hI(xd)− x∗i
||hI(xd)− x∗i ||
(42a)
Gk =
{
q ∈ FImap
∣∣∣d(q, Ck) = r, κ(q) = 1} (42b)
with
κ(q) :=
(q−ΠCk(q))>(q− hI(xd))
||q−ΠCk(q)|| · ||q− hI(xd)||
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2. The goal xd is the only locally stable equilibrium of control law (40) and all the
other stationary points {(hI)−1(si)}i∈J ID
⋃{Gk}k∈JC , each associated with an
obstacle, are nondegenerate saddles.
Proof. Included in Appendix D.
Note that there is a slight complication here; each stationary point si, i ∈ J ID lies on the
boundary of the corresponding ball B(x∗i , ρi) in the model space and thus, by construc-
tion of the diffeomorphism hI , it might not lie in the domain of (hI)−1 because it could
correspond to a sharp corner (i.e., a polygon vertex) in the mapped space. Although such
problems can only occur for a thin subset of obstacle placements, we explicitly impose
the following assumption to facilitate our formal results.
Assumption 5 The stationary points of control law (38) in the model space lie in the
domain of the map (hI)−1 between FImodel and FImap.
Then, using Lemma 6, we arrive at the following result, that establishes (almost)
global convergence to the goal xd.
Proposition 4. With I the terminal mode of the hybrid controller, the goal xd is an
asymptotically stable equilibrium of (40), whose region of attraction includes the freespace
FImap except a set of measure zero.
Proof. Included in Appendix D.
We can now immediately conclude the following central summary statement.
Theorem 1. With I the terminal mode of the hybrid controller, the reactive controller
in (40) leaves the freespace FImap positively invariant, and its unique continuously dif-
ferentiable flow, starting at almost any robot placement x ∈ FImap, asymptotically
reaches the goal location xd, while strictly decreasing ||hI(x) − hI(xd)|| along the
way.
A depiction of the vector field in (40) for the terminal mode I (Definition 8) from
one of our numerical examples presented in Section 7 is included in Fig. 6.
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Fig. 6. Depiction of the vector field in (40) for the terminal mode I from one of our numerical
examples presented in Section 7 with several overlapping obstacles. Notice how the vector field
guarantees safety around each obstacle, with the goal in purple attracting globally.
Differential Drive Robots Since the robot operates in SE(2) instead of R2, we first
need to come up with a smooth diffeomorphism h
I
: FImap×S1 → FImodel×S1 away
from sharp corners on the boundary of FImap × S1, and then establish the results about
our controller.
Following our previous work [94], we construct our map h
I
from FImap × S1 to
FImodel × S1 as
y = (y, ϕ) = h
I
(x) := (hI(x), ξI(x)) (43)
with x = (x, ψ) ∈ FImap × S1, y := (y, ϕ) ∈ FImodel × S1 and
ϕ = ξI(x) := ∠(e(x)) (44)
Here, ∠e := atan2(e2, e1) and
e(x) = Πy ·DxhI ·B(ψ) ·
[
1
0
]
= Dxh
I
[
cosψ
sinψ
]
(45)
with Πy denoting the projection onto the first two components. The reason for choosing
ϕ as in (44) will become evident later, in our effort to control the equivalent differential
drive robot dynamics in FImodel.
Proposition 5. The map hI in (43) is a C∞ diffeomorphism from FImap × S1 to
FImodel × S1 away from sharp corners, none of which lie in the interior of FImap × S1.
Proof. Included in Appendix D.
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Then, using (43), we can find the pushforward of the differential drive robot dynam-
ics in (34) as
y˙ =
d
dt
[
hI(x)
ξI(x)
]
=
[
Dxh
I ◦ (hI)−1
]
·
(
B ◦ (hI)−1(y)
)
· uI (46)
Based on the above, we can then write
y˙ =
[
y˙
ϕ˙
]
=
d
dt
[
hI(x)
ξI(x)
]
= B(ϕ)vI (47)
with vI = (vˆI , ωˆI), and the inputs (vˆI , ωˆI) related to (vI , ωI) through
vˆI = ||e(x)|| vI (48)
ωˆI = vIDxξI
[
cosψ
sinψ
]
+
∂ξI
∂ψ
ωI (49)
with DxξI =
[
∂ξI
∂x
∂ξI
∂y
]
. Here, we can calculate
Dxξ
I
[
cosψ
sinψ
]
=
α1(x)α3(x) + α2(x)α4(x)
||e(x)||2 (50)
with the auxiliary terms α1, α2, α3, α4 defined as
α1(x) :=−
(
[Dxh
I ]21 cosψ + [DxhI ]22 sinψ
)
(51)
α2(x) :=[Dxh
I ]11 cosψ + [DxhI ]12 sinψ (52)
α3(x) :=
∂[Dxh
I ]11
∂[x]1
cos2 ψ +
∂[Dxh
I ]12
∂[x]2
sin2 ψ
+
(
∂[Dxh
I ]11
∂[x]2
+
∂[Dxh
I ]12
∂[x]1
)
sinψ cosψ (53)
α4(x) :=
∂[Dxh
I ]21
∂[x]1
cos2 ψ +
∂[Dxh
I ]22
∂[x]2
sin2 ψ
+
(
∂[Dxh
I ]21
∂[x]2
+
∂[Dxh
I ]22
∂[x]1
)
sinψ cosψ (54)
We provide more details about the calculation of partial derivatives for elements of
Dxh
I used above in Section 6 and in Appendix C.
Hence, we have found equivalent differential drive robot dynamics, defined on
FImodel×S1. The idea now is to use the control strategy in [3] for the dynamical system
in (47) to find inputs vˆI , ωˆI in FImodel × S1, and then use (48), (49) to find the actual
inputs vI , ωI in FImap × S1 that achieve vˆI , ωˆI as
vI =
kv vˆ
I
||e(x)|| (55a)
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ωI =
(
∂ξI
∂ψ
)−1(
kω ωˆ
I − vIDxξI
[
cosψ
sinψ
])
(55b)
with kv, kω > 0 fixed gains.
Namely, inspired by [3,7], we design our inputs vˆI and ωˆI as¶¶
vˆI = −
[
cosϕ
sinϕ
]> (
y − yd,‖(y)
)
(56a)
ωˆI = atan

[− sinϕ
cosϕ
]>
(y − yd,G(y))[
cosϕ
sinϕ
]>
(y − yd,G(y))
 (56b)
with LF(y) ⊂ FImodel the convex polygon defining the local freespace at y = hI(x),
and linear and angular local goals yd,‖(y),yd,G(y) given by
yd,‖(y) := ΠLF(y)∩H‖(yd) (57)
yd,G(y) :=
ΠLF(y)∩HG(yd) + ΠLF(y)(yd)
2
(58)
with H‖ and HG the lines defined in [3] as
H‖ =
{
z ∈ FImodel
∣∣∣ [− sinϕ
cosϕ
]>
(z− y) = 0
}
(59)
HG =
{
αy + (1− α)yd ∈ FImodel |α ∈ R
}
(60)
The properties of the differential drive robot control law given in (55) can be sum-
marized in the following theorem.
Theorem 2. With I the terminal mode of the hybrid controller, the reactive controller
for differential drive robots, given in (55), leaves the freespace FImap × S1 positively
invariant, and its unique continuously differentiable flow, starting at almost any robot
configuration (x, ψ) ∈ FImap × S1, asymptotically steers the robot to the goal location
xd, without increasing ||hI(x)− hI(xd)|| along the way.
Proof. Included in Appendix D.
¶¶In (43), we construct a diffeomorphism h
I
between FImap × S1 and FImodel × S1. However,
for practical purposes, we deal only with one specific chart of S1 in our control structure,
described by the angles (−pi, pi]. As shown in [7], the discontinuity at ±pi does not induce a
discontinuity in our controller due to the use of the atan function in (56b). On the contrary,
with the use of (56b) as in [7,3], the robot never changes heading in FImodel, which implies
that the generated trajectories both in FImodel and (by the properties of the diffeomorphism
h
I
) in FImap have no cusps, even though the robot might change heading in FImap because of
the more complicated nature of the function ξI in (44).
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5.3 Qualitative Properties of the Hybrid Controller
Fully Actuated Robots First, we show that the navigational hybrid system H inherits
the fundamental consistency properties outlined in [45, Theorems 5-9], in order to es-
tablish that the hybrid system is well-behaved in the sense of being both deterministic
and non-blocking (i.e., generating executions defined for all future times).
Lemma 7. The hybrid system H has disjoint guards.
Proof. Included in Appendix D.
An immediate result following Lemma 7, that does not allow a robot state x ∈ FI
to be contained in more than one guard GI,I
′
, and the nice properties of the flow in
each separate mode, summarized in Corollary 4, is the following important consistency
property.
Corollary 5. The hybrid system H is deterministic.
Next, we focus on the non-blocking property. As stated in [45], a hybrid execution
might be blocked either by conventional finite escape through the boundary of the hy-
brid domain at a point in the complement of all the guards, by escape through a point
in the guard whose reset lies outside of the hybrid domain, or by hybrid ambiguity, i.e.,
by arriving at a point through the continuous flow that lies in the complement of the
guard G and yet still on the boundary of G. We eliminate all cases in the proof of the
following result.
Lemma 8. The hybrid system H is non-blocking.
Proof. Included in Appendix D.
Finally, using the last part of the proof of Lemma 8 which shows that the (identity)
reset from a given mode cannot lie in the guard of the next mode, we arrive at the
following result about the discrete transitions of the hybrid system H.
Corollary 6. An execution of the hybrid system H undergoes no more than one hybrid
transition at a single time t.
Based on the above, the central result about the hybrid controller for a fully actuated
robot can be summarized in the following Theorem.
Theorem 3. For a fully actuated robot with dynamics defined in (30), the deterministic,
non-blocking navigational hybrid system H :=
(
2NP , Γ,D,U,G,R
)
, with the restric-
tions of guards G, resets R and vector fields U defined as in (31), (32) and (33) re-
spectively, leaves the free space F positively invariant under the Lipschitz continuous,
piecewise smooth flow associated with each of its hybrid domains, and, starting at al-
most any robot placement x ∈ F at time t0 with an initial mode I = ∅, asymptotically
reaches a designated goal location xd ∈ F , in a previously unexplored environment
satisfying Assumptions 1 - 4, with a uniquely defined (in both state and mode) execution
for all t > t0.
Proof. Included in Appendix D.
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Differential Drive Robots We can then follow exactly the same procedure to prove
the following statement for the hybrid controller for differential drive robots.
Theorem 4. For a differential drive robot with dynamics defined in (34), the deter-
ministic, non-blocking navigational hybrid system H :=
(
2NP , Γ,D,U,G,R
)
, with the
restrictions of guards G, resets R and vector fields U defined as in (35), (36) and (37)
respectively, leaves the free spaceF×S1 positively invariant under the Lipschitz contin-
uous, piecewise smooth flow associated with each of its hybrid domains, and, starting
at almost any robot placement x ∈ F × S1 at time t0 with an initial mode I = ∅,
asymptotically reaches a designated goal location xd ∈ F , in a previously unexplored
environment satisfying Assumptions 1 - 4, with a uniquely defined (in both state and
mode) execution for all t > t0.
5.4 Generating Bounded Inputs
Although the control inputs for both a fully actuated robot and a differential drive robot,
described in (40) and (55) respectively, can be used in the hybrid systems description
of the controller (see (33) and (37)) to yield the desired results of Theorems 3 and 4,
we have so far implicitly assumed that there is no bound in the magnitude of uI in (40)
or the magnitudes of vI , ωI in (55) for each separate mode I. In this Section, we show
how to generate bounded inputs without affecting the results of Theorems 3 and 4.
Fully Actuated Robots We focus on fully actuated robots first. Let uInom : FImap →
TFImap denote the nominal input for mode I, defined using (40) as
uInom(x) := −
[
Dxh
I]−1 · (vI ◦ hI(x)) (61)
We can then easily satisfy the requirement ||uI || ≤ umax by picking a gain k such
that 0 < k ≤ umax and defining our controller as
uI(x) := k
uInom(x)
||uInom(x)||+ u
(62)
with u > 0 a small number. The modified (bounded) controller in (62) does not af-
fect the results of Theorem 3, since it maintains the heading direction of the original
(unbounded) controller in (40), and just limits its magnitude.
Differential Drive Robots The analysis is slightly more complicated for differential
drive robots, since we have to respect the fact that the actual inputs vI , ωI are related
to the inputs vˆI , ωˆI through (55). However, an important observation, deriving from
the proof of Theorem 2, is that the choice of gains kv, kω > 0 in (55) does not affect
the positive invariance or convergence properties of the controller, which rely entirely
on vˆI , ωˆI , given in (56).
Therefore, the main idea is to adaptively change the gains online, in order to satisfy
the constraints |vI | ≤ vmax, |ωI | ≤ ωmax. Namely, using (55), we look for gains
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kv(x), kω(x) such that
kv(x)
|vˆI(x)|
||e(x)|| ≤ vmax∣∣∣∣kω(x) ωˆI(x)− kv(x) vˆI(x)||e(x)||ϑ(ψ)
∣∣∣∣ ≤ ∂ξI∂ψ ωmax
with ϑ(ψ) := DxξI
[
cosψ sinψ
]>
, since ∂ξ
I
∂ψ > 0, as shown in the proof of Proposi-
tion 5. A conservative selection of gains that satisfies the above constraints can then be
extracted using the triangle inequality as follows
kv(x) = min
(
kv,nom,
||e(x)||
|vˆI(x)|vmax,
λ
∂ξI
∂ψ
||e(x)||
|vˆI(x)| |ϑ(ψ)|ωmax
)
(64)
kω(x) = min
(
kω,nom, (1− λ)∂ξ
I
∂ψ
ωmax
|ωˆI(x)|
)
(65)
with kv,nom, kω,nom > 0 initially provided nominal gains and λ ∈ (0, 1) a tuning
parameter. It can be seen that kv(x), kω(x) are always positive since ||e(x)||, ∂ξ
I
∂ψ are
always positive.
6 Online Reactive Planning Algorithms
With the description of the diffeomorphism construction and the overall hybrid con-
troller, we are now ready to describe the algorithm we use during execution time to
generate our control inputs. As shown in Fig. 2 that summarizes the whole architecture,
we divide the main algorithm that communicates with the semantic mapping and the
perception pipelines∗∗∗ in two distinct components. First, the mapped space recovery
component, described in Section 6.1, is responsible for keeping track of all encountered
objects, and extracting the sets of obstacles DImap, BImap. Next, the reactive planning
component, described in Section 6.2, uses the input from the mapped space recovery
component to generate the diffeomorphism hI (described in Section 4) between the
mapped space and the model space during execution time, and provide the commands
for the robot according to the hybrid controller (described in Section 5).
6.1 Mapped Space Recovery
Given as input the aggregated set of localized, recognized familiar obstacles P˜I , we
first dilate all these elements of P˜I by the robot radius r, to form the components of
∗∗∗For our numerical studies, we simply assume an idealized sensor of fixed range that can in-
stantly recognize and localize obstacles within its range. For our hardware implementation,
the semantic mapping and perception pipelines rely mostly on prior work and are briefly de-
scribed in Section 8.
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Algorithm 1 Derivation of the sets of obstacles DImap,BImap, used in the diffeomor-
phism construction, and their associated properties, from the aggregated list of known
obstacles in the physical space P˜I .
function MAPPEDSPACERECOVERY(P˜I)
PImap ← Union(dilate(P˜I , r))
do
P ← pop(PImap) . Pop next component
if P ∩ ∂Fe 6= ∅ then
B.geometry← P ∩ Fe
B.tree← EarClipping(B.geometry)
Find root of tree B.root as in Section 4.1
Restructure B.tree around B.root
for j ∈ B.tree.vertices do . Dfns. 2-7
B.tree.vertices(j).append(x∗j )
B.tree.vertices(j).append(Qj)
end for
BImap.append(B)
else
D.geometry← P
D.tree← EarClipping(D.geometry)
Find root of tree D.root as in Section 4.1
Restructure D.tree around D.root
for j ∈ D.tree.vertices do . Dfns. 2-7
D.tree.vertices(j).append(x∗j )
D.tree.vertices(j).append(Qj)
end for
Find ρ = D.radius as in Section 4.3
DImap.append(D)
end if
while PImap 6= ∅
return DImap,BImap
end function
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PIsem, and consolidate the connected components resulting from their union into a new
set of merged obstacles to form PImap. Then, for each connected component P of PImap
that intersects the boundary of the enclosing freespace Fe, we take B = P ∩ Fe, as
described in Section 3.3, and include B in the list of obstacles to be merged into ∂Fe,
BImap; the rest of the components of PImap are included in the list of obstacles to be
deformed into disks, DImap†††. All these computational steps rely on underlying poly-
gon operations (unions, intersections, differences); the development of such algorithms
has been heavily explored in the computational geometry literature [27,23,26], and here
we rely on their efficient implementations, either in the open-source C++ Boost library
[80], or in the open-source Shapely package [81] in Python.
The next step is to triangulate every obstacle Pi in both DImap and BImap using the
Ear Clipping Method, find its root triangle ri and extract the corresponding tree of tri-
angles TPi := (VPi , EPi), as described in Section 4.1. For the implementation of the
Ear Clipping Method, we use either the open-source Boost library [80], for our C++
implementation, or the open-source tripy package [91], for our Python implementa-
tion.
The final operation of the mapped space recovery algorithm is to extract the admis-
sible centers of transformation, x∗j , according to Definitions 2 - 7, the corresponding
radius of transformation, ρi (if Pi ∈ DImap), and the admissible polygonal collars, Qj
for all triangles j ∈ VPi and polygons Pi in DImap and BImap. There is not a unique
method of performing this operation, and we provide our implemented method along
with other details in Appendix B. The mapped space recovery algorithm is summarized
in Algorithm 1.
6.2 Reactive Planning Component
The mapped space recovery algorithm described above just informs the robot about its
surroundings, by post-processing aggregated information from the semantic mapping
pipeline. In this Section, we describe the algorithm for generating actual robot inputs,
that closes our control loop.
†††Note in consequence of these consolidations that the cardinality of the index I denoting the
subset of familiar objects discovered and localized in the semantic space,PIsem, will in general
be larger than the cardinality of connected components inPImap, whose cardinality in turn will
generally be larger than that of the connected components in DImap. Nevertheless, under the
assumption of fixed obstacles, these cardinalities are also fixed functions of I, constant over
some fixed subset of robot placements, hence these subsets of semantically identified and
localized familiar obstacles, I ⊆ NP , comprise the appropriate indices for the modes (i.e.,
they label the vertices of the graph Γ) of the hybrid system just analyzed in Section 5.1. This
situation is illustrated in Section 8.
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Algorithm 2 Description of the online reactive planning module that uses the state of
the robot, LIDAR input, and DImap,BImap.
function REACTIVEPLANNING(State, LIDAR, DImap,BImap)
if RobotType is FullyActuated then
x← State
y← hI(x) . Sec. 4, Appendix C
Compute DxhI . Appendix C
Populate FImodel using LIDAR,DImap,BImap
Construct LF(y) . (39)
Compute input vI . (38)
Compute input uI . (62)
RobotInput← uI
else if RobotType is DiffDrive then
x← State
y← hI(x) . Sec. 5.2, (43), Appendix C
Compute DxhI ,
∂[Dxh
I ]ij
∂[x]k
. Appendix C
Populate FImodel using LIDAR,DImap,BImap
Construct LF(y) . (39)
Compute inputs vI . (56)
Compute input uI . (55) using (64),(65)
RobotInput← uI
end if
return RobotInput
end function
Given the robot state in the mapped space, (x for a fully actuated robot or x for
a differential drive robot), and the list of obstacles in the mapped space, DImap,BImap,
along with their associated triangulation trees and their properties as computed with
Algorithm 1, the first step of the reactive planning algorithm is to compute the state of
the robot in the model space (hI(x) for a fully actuated robot (29) or h
I
(x) for a dif-
ferential drive robot (43)), the diffeomorphism jacobian DxhI , and partial derivatives
of the terms of the jacobian ∂[Dxh
I ]ij
∂[x]k
(needed in (55) for a differential drive robot),
following the methods outlined in Section 4. We show in Appendix C how to perform
this operation inductively, given the general form of hI in (29).
Next, we need to properly populate the model space with obstacles, in order to
compute the input (62) for a fully actuated robot, or the inputs (55) (using (64),(65))
for a differential drive robot. This procedure is straightforward for familiar obstacles;
obstacles in BImap are not taken into account in the model space, since they are merged
into the boundary ∂Fe, and obstacles in DImap are represented in the model space as
disks with radius ρi centered at x∗i , with i spanning the elements ofDImap. For unknown
obstacles in Cmap, we use the LIDAR measurements (see Fig. 2). Namely, we first pre-
process the 2D LIDAR pointcloud by disregarding points that correspond to obstacles
in DImap or BImap, since those have already been considered. The pointcloud with the
remaining points is then transferred with an identity transform to the model space; this
is allowed because, by construction, the diffeomorphism hI between FImap and FImodel
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defaults to the identity transform (i.e., hI(x) = x) on the boundary of any unknown
obstacle, provided that this obstacle is sufficienty separated from any obstacle in PImap
(see Assumption 3).
With the (“virtual”) model space constructed, we can then construct the local freespace
(39), as in [3, Eqn. (24)], and, subsequently, compute the input vI (38) for a fully ac-
tuated robot or the inputs vI (56) for a differential drive robot. The final step is to
compute the “pull-backs” of these inputs in the physical space and enforce bounds, by
using (62) for a fully actuated robot, or (55) along with (64), (65) to adaptively modify
the input gains for a differential drive robot. The reactive planning module functionality
is summarized in Algorithm 2.
It must be highlighted that the presented reactive planning pipeline (summarized
in Fig. 2) runs at 10Hz online and onboard our physical robots’ Nvidia Jetson TX2
modules, during execution time.
7 Numerical Results
In this Section, we present numerical simulations that illustrate our formal results. Our
simulations are run in MATLAB using ode45, and p = 20 for the R-function con-
struction, as described in Appendix A. Our mapped space recovery (Section 6.1) and
reactive planning (Section 6.2) algorithms are implemented in Python and communi-
cate with MATLAB using the standard MATLAB-Python interface. For our numerical
results, we assume perfect robot state estimation and localization of obstacles, using
a fixed range sensor that can instantly identify and localize either the entirety of fa-
miliar obstacles that intersect its footprint, or the corresponding fragments of unknown
obstacles within its range.
7.1 Comparison with Original Doubly Reactive Algorithm
We begin with a comparison of our algorithm performance with the original version of
the doubly reactive algorithm in [3], that we use in the model space computed at each
instant from the perceptual inputs as depicted in Fig. 2-(e) and described in Section 6.2.
Fig. 7 demonstrates the well understood limitations of this algorithm (limitations of all
online [17] or offline [31] reactive schemes we are aware of). Namely, in the presence of
a flat surface or a non-convex obstacle, or when separation assumptions are violated, the
robot gets stuck in undesired local minima. In contrast, our algorithm overcomes this
limitation, by recourse to the robot’s ability to recognize obstacles at hand (documented
empirically in Section 9) and transform them appropriately (as detailed in Section 4)
for both a fully actuated and a differential drive robot. The robot radius used in our
simulation studies is 0.2m, the control gains are k = kv = kω = 0.4, and the values of
µγji = µγri , µδji = µδri and ji = ri used in the diffeomorphism construction are
4.0, 0.05 and 2.0 respectively. Finally, the maximum input umax for the fully actuated
robot as well as the maximum linear and angular inputs vmax, ωmax for the differential
drive robot are limited to 0.4.
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(a)
(b)
(c)
Fig. 7. Comparison with original doubly reactive algorithm for a fully actuated robot (blue) nav-
igating towards a goal (purple). (a) Convex obstacle with flat surfaces, (b) Non-convex obstacle,
(c) Convex obstacles violating the separation assumptions of [3]. Left column: Original doubly
reactive algorithm [3], Right column: Our algorithm.
7.2 Navigation in a Cluttered Environment with Obstacle Merging
For the next set of numerical studies, we focus on environments cluttered with several
instances of the same familiar obstacle, in different, a`-priori unknown poses. We illus-
trate the concept in Fig. 8. The robot abstracts away the familiar geometry to explore the
unknown topology of the workspace online during execution time. In this particular ex-
ample, the robot first adopts the hypothesis that an “opening” exists above the initially
observed obstacle. With the observation and instantiation of the second obstacle in the
semantic map, it is then capable of correcting this hypothesis by merging the obstacle
to the boundary of Fe. The properties of the hybrid controller presented in Section 5
guarantee convergence to the goal for both the fully actuated and the differential drive
robot, as shown in Fig. 9.
We further illustrate the scope of formal results by presenting numerical simulations
where the constellation of fixed obstacles incurs the need for multiple mergings between
obstacles or between obstacles and the boundary of the enclosing freespace Fe. As
guaranteed, both the fully actuated (Theorem 3) and the differential drive (Theorem 4)
robots converge to the desired goal from a variety of initial conditions (all but a set
of measure zero must converge), as shown in Fig. 10. The robot radius used in our
simulations is 0.25m, the control gains are k = kv = kω = 0.4, and the values of
µγji = µγri , µδji = µδri and ji = ri used in the diffeomorphism construction are
2.0, 0.05 and 1.0 respectively. The maximum input umax for the fully actuated robot
as well as the maximum linear and angular inputs vmax, ωmax for the differential drive
robot are limited to 0.4.
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Fig. 8. Illustration of the algorithm with successive snapshots of a single simulation run in the
presence of two familiar obstacles with a`-priori unknown pose. (a) The robot starts navigating
towards the goal with no prior information about its environment. The initial mode of the hybrid
controller is I = ∅. (b) The robot discovers the first familiar obstacle (labeled 2 as shown
in the physical space), driving the hybrid dynamical system (Section 5) into mode I = {2},
wherein it makes an (incorrect) hypothesis about the topological state of the workspace (shown
in the mapped space). The robot now computes according to [3] the model control input in the
topological model space (shown in the fourth column). (c) The robot discovers the second familiar
obstacle (labeled 1 in the physical space), driving the hybrid dynamical system into the terminal
(Definition 8) mode I = {1, 2}, wherein it corrects the initial hypothesis by merging the union
of the two obstacles to the boundary. (d) The reactive field pushing the robot along a direct path
to the goal in the unobstructed model space is deformed to generate a sharp correction of course
in the geometrically accurate mapped space until, finally, (e) safely navigates to the goal. The
deformation of space that aligns the geometrically informed mapped space with its topologically
equivalent model space can be visualized by comparing the direct path to the goal the planner
generates in the model space with its diffeomorphic image, the curved path connecting the robot’s
starting point to the goal in the mapped space. Note that the robot has no prior information
about the structure of the hybrid system (depicted in the right-most column with unexplored
modes in grey): it is driven around the hybrid graph, Γ, by its online perceptual experiences as
it accumulates more information about its surroundings. Note, as well, that the cardinality of
topological obstacles (the number of punctures in the model space) is independent of the number
of semantically localized objects, |I|.
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Fully Actuated Differential Drive
Fig. 9. Numerically simulated illustrations of the navigation planner’s behavior from multiple
initial conditions for both a fully actuated and a differential drive robot, in the presence of two
familiar obstacles with a`-priori completely unknown placement in the workspace. Top: Obstacles
with rectangular shape, Bottom: U-shaped obstacles. The hybrid systems theorems presented in
Section 5 guarantee the robot will safely navigate to the goal with no collisions along the way.
Fully Actuated Differential Drive
Fig. 10. Simulated trajectories from multiple initial conditions for both a fully actuated and a
differential drive robot, in the presence of many instances of the same familiar obstacle with
a`-priori unknown pose. The robot explores the geometry and topology of the workspace online
during execution time, and the guarantees of the hybrid controller in Section 5 allow it to safely
navigate to the goal, without converging to local minima arising from the complicated geometry
of the workspace.
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7.3 Navigation Among Mixed Known and Unknown Obstacles
Fully Actuated Differential Drive
Fig. 11. Simulated trajectories from multiple initial conditions for both a fully actuated robot
and a differential drive robot, in the presence of both familiar obstacles with a`-priori unknown
pose (dark grey) and completely unknown obstacles (light grey). The guarantees of the hybrid
controller in Section 5 allow the robot to always safely navigate to the goal.
Finally, Fig. 11 illustrates the convergence guarantees for both a fully actuated as well
as a differential drive robot when confronted both by familiar obstacles (with a`-priori
unknown pose) as well as completely unknown obstacles (presumed to satisfy the con-
vexity and separation assumptions of [3]), as outlined in Section 2. The robot radius
used in our simulations is 0.25m, the control gains are k = kv = kω = 0.4, and the
values of µγji = µγri , µδji = µδri and ji = ri used in the diffeomorphism construc-
tion are 1.6, 0.05 and 0.8 respectively. The maximum input umax for the fully actuated
robot as well as the maximum linear and angular inputs vmax, ωmax for the differential
drive robot are limited to 0.4.
8 Experimental Setup
Because the reactive planners introduced in this paper take the form of first order vector
fields (i.e., issuing velocity commands at each state), we use a quasi-static platform, the
Turtlebot robot [92], for the bulk of physical experiments reported next. With the aim
of merely suggesting the robustness of these feedback controllers, we also repeat two of
those experiments using the highly dynamic Minitaur robot [36], whose rough approx-
imation to the quasi-static differential drive motion model is adequate to yield nearly
indistinguishable navigation behavior. In the conclusion, we will further motivate the
importance of this legged implementation by sketching a longer term agenda emerging
from recent results in [95] for integrating this planner into a more complicated system
that achieves mobile manipulation tasks with legged robots in dynamic environments.
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Fig. 12. The platforms used in our experiments: (Left) Turtlebot, (Right) Minitaur, equipped with
a Hokuyo LIDAR for avoidance of unknown obstacles, a stereo camera for object recognition
and visual odometry, and an NVIDIA TX2 GPU module as the main onboard computer.
The experimental setups for our robots are depicted in Fig. 12. In both cases, the
main computer is an Nvidia TX2 GPU unit [64], responsible for running our mapped
space recovery and reactive planning algorithms online, during execution time, accord-
ing to Fig. 2. The GPU unit communicates with a Hokuyo LIDAR [42], used to detect
unknown obstacles, and a ZED Mini stereo camera [86], used for visual-inertial state
estimation and for detecting familiar obstacles. As shown in Fig. 2, we choose to run
our perception and semantic mapping pipelines described next either onboard (using
the same Nvidia TX2 GPU unit) or offboard (on a desktop computer with an Nvidia
GeForce RTX 2080 GPU), for faster inference and improved performance. We also
assume that the differential drive robot model, presented in (34), is the most suitable
motion model for both robots. This is indeed the case for Turtlebot, and an extensive
discussion on the empirical anchoring [33] of the unicycle template on Minitaur is in-
cluded in [93].
Since the main focus of this paper is not the development of new perception or
state estimation algorithms, but rather the development of a provably correct planning
architecture for partially known environments, we rely to as great an extent as possi-
ble on off-the-shelf perception algorithms, implemented in ROS [71], and couple them
with our motion planner for the hardware experiments. We are further motivated by the
intent for our accompanying software to be modular and easily integrated to existing
perception pipelines for future users. We briefly describe the perception and semantic
mapping algorithms employed in this paper in the Sections below, and refer the reader
once more to the summary illustration of the whole navigation stack in Fig. 2.
8.1 Object Detection and Keypoint Localization
The pipeline we use to detect the objects in the scene and extract the geometric prop-
erties needed in order to estimate their 3D pose relies on [68]. The two components
involved in this procedure are:
– Object detection, which returns 2D bounding boxes for each object.
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– Keypoint localization, which estimates the 2D locations for a set of predefined key-
points for the specific object instance and class.
The algorithm is described in detail in [68], but here we give a brief overview of each
step in Sections 8.1 and 8.1, and provide training details for our neural networks in
Section 8.1.
Object Detection For the task of object detection, we only require the estimation of
a 2D bounding box for each object that is visible on the image. We use the YOLOv3
detector [72] which offers a good trade-off between detection accuracy and inference
speed. Given a single RGB image as input, the output of the detector is a 2D bounding
box for each object instance, along with the estimated class for this bounding box.
Keypoint Localization For the keypoint localization task, we use a Convolutional Neu-
ral Network to accurately estimate the 2D location of the keypoints within the object’s
bounding box. The keypoints are defined on the 3D model of the object and are selected
in advance for each object instance. The keypoint localization network uses as input an
RGB image of a specific object, which is cropped using the bounding box information
from the detection step. The output of the network is a set of 2D heatmaps. Assuming
we select k keypoints for an object, each heatmap is responsible for the localization of
the corresponding keypoint. To estimate the locations W ∈ R2×k of the k keypoints
on the image, we use the 2D heatmap location with the maximum activation for each
heatmap as the detected location for the corresponding keypoint. We also consider the
value of the activation at this location as the detection confidence di for keypoint i. The
architecture for this network follows the Stacked Hourglass design [63]. In practice,
we train a single network for all objects of interest and at test time we use only the
heatmaps for the specific class, which is already known from the detection step.
Training Details The aforementioned neural networks are trained to detect a prede-
fined set of object instances visualized in Figure 13. The object classes represented for
our experiments are chair, table, ladder, cart, gascan and pelican case. Our goal is to
include a variety of instances in terms of the size, shape and visual appearance, in an
attempt to simulate the variety of objects that can be encountered in a partially familiar
environment. The training data for the particular instances of interest are collected with
a semi-automatic procedure, similarly to [68]. Given the bounding box and keypoint
annotations for each image, the two networks were trained with their default configura-
tions until convergence.
8.2 Semantic Mapping
Our semantic mapping infrastructure relies on the algorithm presented in [18], and
implemented in C++ using GTSAM [25] and its iSAM2 implementation [47] as the
optimization back-end. Briefly, this algorithm fuses inertial information (here simply
provided by the position tracking implementation from StereoLabs on the ZED Mini
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Fig. 13. Top row: Objects used in our experimental setup: table, chair, gascan, pelican case, lad-
der, cart. Bottom row: Visualization of the semantic keypoints for each object class.
stereo camera [85]), and semantic information (i.e., the detected keypoints and the as-
sociated object labels as described in Section 8.1) to provide a posterior estimate for
both the robot state and the associated poses for all tracked objects, by simultaneously
solving the data association problem arising when several objects of the same class
exist in the map. As described in [18], except for providing an estimate for all poses
tracked in the environment, this algorithm facilitates loop closure recognition based
on viewpoint-independent semantic information (i.e., tracked objects), rather than low-
level geometric features such as points, lines, or planes.
For a single frame detection, the 3D pose of each object with respect to the camera
is recovered using the estimated 2D locations of the associated object keypoints. By
denoting with S ∈ R3×k the 3D locations of the keypoints in the canonical pose of
an object instance with k keypoints, the goal is to estimate the rotation R ∈ R3×3
and translation T ∈ R3×1 of the object, such that the distance of the projected 3D
keypoints from their corresponding detected 2D locations is minimized. To incorporate
the detection confidence for each keypoint in the optimization, we define the matrix
D ∈ Rk×k. This is a diagonal matrix that features the detection confidences di for each
keypoint i in its diagonal. The optimization problem is then formulated as:
min
R,T
1
2
∥∥∥(W˜Z−RS−TI>)D 12 ∥∥∥2
F
, (66)
where W˜ ∈ R3×k represents the normalized homogeneous coordinates of the 2D key-
points and Z ∈ Rk×k is a diagonal matrix, that features the depths zi for each keypoint
i in its diagonal.
After the estimation of the object’s 3D pose from a single keypoint measurement
as described above, the 3D positions of its corresponding semantic keypoints are then
independently tracked and the object’s pose is appropriately updated, as more keypoint
measurements are added. Once a sufficient number of keypoint measurements‡‡‡ has
been incorporated so that the 3D keypoint positions can be triangulated, the object is
‡‡‡This number depends on the needed camera motion between successive measurements, in or-
der to establish a good baseline for triangulation [38]; in this work, we found that 5 measure-
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Start
Goal
Fig. 14. Illustration of the object localization process using the semantic mapping pipeline from
[18]. Left: The robot starts navigating toward its goal and discovers a familiar obstacle (table).
The obstacle is temporarily included in the semantic map, after its 3D pose is estimated using
a single keypoint measurement (66) (red). Right: Once a sufficient number of keypoint mea-
surements has been incorporated and the 3D pose has been accordingly updated, the object is
permanently localized and included in the semantic map (blue).
considered to be localized and is permanently added to the map. The reader is referred to
[18] for more details. Fig. 14 shows an example of this localization process. It should be
noted that for our onboard implementation, where inference using the object detection
and keypoint estimation neural networks is slower, we include in the semantic map both
the localized objects, after several keypoint measurements, and objects resulting from
a single keypoint measurement pose estimation, to allow for faster response to sensory
input.
As shown in Fig. 2, the meshes of the objects in the semantic map, defined by the
corresponding keypoint adjacency properties and the extracted 3D pose, are projected
on the robot’s plane of motion to provide the aggregated list of known obstacles in
the physical space P˜I , forwarded to our mapped space recovery module (described in
Section 6.1). On the other hand, the posterior estimate of the robot pose on the plane,
extracted by the semantic mapping module, is forwarded to our reactive planning mod-
ule (described in Section 6.2).
9 Experimental Results
In this Section, we provide our experimental results using both the Turtlebot and the
Minitaur robot, and the setup described in Section 8. We begin with experiments run
using Turtlebot and offboard (Section 9.1) or onboard (Section 9.2) perception, and
continue with Minitaur experiments using offboard perception (Section 9.3), to demon-
strate the robustness of our method on a more dynamic legged platform. It should be
noted that although the perception algorithms, described in Section 8, are run either
ments for the offboard experiments and 3 measurements for the onboard experiments yielded
reasonably fast keypoint localization.
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offboard or onboard, our mapped space recovery and reactive planning modules, de-
scribed in Algorithms 1 and 2 respectively, are always run onboard each robot’s Nvidia
TX2 module. The control gains used in our experiments are kv = kω = 0.4, and the
maximum linear and angular inputs vmax, ωmax are set to 0.4.
Start
Goal
(a)
(b)
(c)
Fig. 15. Physical experiments akin to the numerical simulations depicted in Fig. 7, comparing
the original doubly reactive algorithm [3] (middle column) with our algorithm (right column)
in different physical settings (left column), using Turtlebot and offboard perception. (a) Two
gascans forming a non-convex trap, (b) Table used as a flat obstacle, (c) Two chairs violating the
separation assumptions of [3].
Comparison with Original Doubly Reactive Algorithm In this Section, we demon-
strate experiments similar to the simulations reported in Section 7.1. We first illustrate
various well understood failures of the original version of the doubly reactive algorithm
in [3]. Collisions result from the presence of short obstacles that cannot be detected by
the 2D LIDAR (Fig. 15-(a)). Confronted by obstacles with flat surfaces (Fig. 15-(b)),
or when separation assumptions are violated (Fig. 15-(c)), the original algorithm gets
stuck in undesired local minima (Fig. 15-(b),(c)). In contrast, our new algorithm guar-
antees safe convergence to the goal in all these cases: short but familiar obstacles (in
this case the gascan in column 3 of Fig. 13) are recognized by the camera system and
localized; once localized, these known geometries can then be appropriately abstracted
into the model space (Section 4) which is topologically equivalent but geometrically
simplified to meet the requirements of [3]. Fig. 15 shows the groundtruth trajectory
of the robot, recorded using Vicon, along with 2D projections on the horizontal plane
of the obstacles’ keypoint meshes, that were used for the construction of the semantic
space (Section 3.2). The values of µγji = µγri , µδji = µδri and ji = ri used in the
diffeomorphism construction are 4.0, 0.05 and 2.0 respectively.
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Fig. 16. Illustration of the empirically implemented complete navigation scheme (akin to the
numerical simulation depicted in Fig. 8) in a physical setting where three familiar obstacles (two
chairs and a table) form a non-convex trap. (a) The robot starts navigating toward its designated
target in a previously unknown environment, and detects familiar obstacles. The initial mode of
the hybrid system is I = ∅. (b)-(d) The robot keeps localizing familiar obstacles, and changes
its belief about the topological state of the workspace (as evident in the column showing the
corresponding model space). (e) Using the information in the semantic space and now being in
the terminal (Definition 8) mode I = {1, 2, 3}, wherein it has encountered and localized all the
environment’s familiar obstacles, the robot is driven by the mapped space transformation (Section
4) of the model space vector field [3] to avoid the obstacles, until (f) it converges to the designated
goal as guaranteed by the results of Section 5. The right column shows how the robot experiences
transitions in the (previously unknown) hybrid system (modes that are never experienced are
shown in grey).
9.1 Experiments with Turtlebot and Offboard Perception
Navigation in a Cluttered Environment with Obstacle Merging We begin the sec-
ond set of experiments by demonstrating the merging process and the properties of the
hybrid controller, reported in Section 5, in a physical setting. As shown in Fig. 16, the
robot starts navigating toward its target and localizing obstacles in front of it, until it
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converges to its target; at the same time, by incorporating more information in its se-
mantic map, it experiences transitions to different modes of the (previously unknown)
hybrid system. The values of µγji = µγri , µδji = µδri and ji = ri used in this
experiment are 4.0, 0.05 and 2.0 respectively.
Finally, Fig. 17 demonstrates navigation in environments cluttered with multiple fa-
miliar obstacles. In the first illustration, the robot reactively chooses to navigate through
a gap between the gascan and a chair. Despite the blockage of this gap by another fa-
miliar obstacle (pelican case) in the second illustration, the robot reactively chooses to
follow another safe and convergent trajectory (as guaranteed by the theorems of Section
5), by merging the set gascan - pelican case - chair, and considering them as a single
obstacle. The values of µγji = µγri , µδji = µδri and ji = ri used in this experiment
are 1.6, 0.05 and 0.8 respectively.
Start
Goal
Fig. 17. Navigation among multiple familiar obstacles, using Turtlebot and offboard perception.
Top: The robot exploits the gap between the gascan and the chair to safely navigate to the goal.
Bottom: When we block this gap by another familiar obstacle (pelican case), the robot reactively
chooses to follow another safe and convergent trajectory, by consolidating the semantic triad
{gascan, pelican case, chair} into a single, “mapped” obstacle in DImap.
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Navigation Among Mixed Known and Unknown Obstacles In the next set of experi-
ments, we consider navigation among multiple familiar and unknown obstacles. Fig. 18
shows that the robot safely converges to the goal from multiple initial conditions, using
vision and the setup described in Section 8 for familiar obstacle detection and local-
ization, and the onboard 2D LIDAR for all the unknown obstacles. In Fig. 18, we also
overlay trajectories from a MATLAB simulation of a differential-drive robot with the
same initial conditions and similar control gains; the simulated and physical platform
follow similar trajectories in all three cases. The values of µγji = µγri , µδji = µδri
and ji = ri used in these experiments are 2.0, 0.05 and 1.0.
It should be highlighted that even when the object localization process fails, col-
lision avoidance is still guaranteed with the use of the onboard LIDAR. Nevertheless,
collisions could result with obstacles that cannot be detected by the 2D horizontal LI-
DAR (e.g., see Fig. 15-(a)). One could still think of extensions to the presented sensory
infrastructure (e.g., the use of a 3D LIDAR) that could still guarantee safety under such
circumstances.
Initial position 2
Initial position 1
Initial position 3
Goal
Fig. 18. Navigation among familiar and unknown obstacles, using Turtlebot and offboard percep-
tion, from three different initial conditions. Left: A snapshot of the physical workspace. Right: A
“bird’s-eye” view of the workspace, with 2D projections of the localized familiar obstacles (dark
grey) and unknown obstacles (light grey - groundtruth locations recorded using Vicon), along
with groundtruth trajectories from the physical experiments and overlaid numerical simulations
in MATLAB.
9.2 Experiments with Turtlebot and Onboard Perception
This Section briefly reports on experiments using onboard perception. As described in
Section 8.2, here we use both the localized obstacles by the semantic mapping pipeline
and raw, not permanently localized obstacles, resulting from a single semantic keypoint
measurement and the optimization problem given in (66). Fig. 19 illustrates an example;
the robot detects and avoids the two chairs in front of it, even if they are only temporarily
included in the semantic map (in the absence of more keypoint measurements). The
robot then proceeds to localize and avoid the gascan and the two tables and safely
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converge to the designated goal. The values of µγji = µγri , µδji = µδri and ji = ri
used in this experiment are 2.0, 0.05 and 1.0 respectively.
It should be noted that the object impermanence in the semantic map violates the
formal assumptions of Theorems 3 and 4; without permanently localizing an object, the
robot could get stuck in an endless loop trying to avoid obstacles that it then “forgets”,
in unfavorable workspace configurations (e.g., like those reported in Fig. 9).
Start
Goal
Fig. 19. Navigation among familiar obstacles, using Turtlebot and onboard perception. Top: snap-
shots of the physical workspace, Bottom: illustrations of the recorded semantic map and the
robot’s trajectory in RViz [71]. The robot detects and avoids the two chairs in front of it, though
they are only temporarily included in the semantic map (in the absence of more keypoint measure-
ments). Then it proceeds to localize and avoid the two tables and the gascan, to safely converge
to the goal.
9.3 Experiments with Minitaur
Finally, Fig. 20 presents illustrative snapshots of two navigation examples on the much
more dynamic Minitaur platform. Despite the fact that Minitaur is an imperfect kine-
matic unicycle and the overall shakiness of the platform, the robot is capable of de-
tecting and localizing familiar obstacles of interest and using that information to safely
converge to the target. The values of µγji = µγri , µδji = µδri and ji = ri used in
this experiment are 2.0, 0.05 and 1.0 respectively.
Fig. 20. Snapshots of Minitaur avoiding multiple familiar obstacles in two different settings, using
offboard perception.
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10 Conclusion and Future Work
Start
Initial Goal
Fig. 21. Navigation toward a semantic target with Turtlebot. The robot is initially tasked with
moving to a predefined location, unless it detects and localizes a cart; in that case it has to ap-
proach and face the cart. The last column (Top: snapshot of the physical workspace, Bottom:
illustration of the recorded trajectory in RViz) shows that the robot successfully executes the
task.
Start
Initial
goal
Fig. 22. Using reactive navigation with mobile manipulation primitives on Minitaur. Similarly to
Fig. 21, the robot is tasked with moving to a predefined location, unless it detects and localizes a
cart; in that case it has to approach and jump to mount the cart, using a maneuver from [89]. Top:
Recorded snapshots of the physical workspace, Middle: First-person view with semantic key-
points of familiar obstacles shown as red dots, Bottom: RViz illustration of the recorded semantic
map.
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10.1 Conclusion
This paper presents a reactive navigation scheme for robots operating in planar workspaces,
cluttered with obstacles of familiar geometry but a`-priori unknown placement, and com-
pletely unknown, but strongly convex and well-separated obstacles. To the best of our
knowledge, this is the first doubly reactive navigation framework (i.e., a scheme where
not only the robot’s trajectory but also the vector field that generates it are computed
online at execution time) that can handle arbitrary polygonal shapes in real time with-
out the need for specific separation assumptions between the familiar obstacles. The
resulting algorithm combines state-of-the-art perception and object recognition tech-
niques (based on neural network architectures) for familiar obstacles, with local range
measurements (e.g., LIDAR) for the unknown obstacles, to yield provably correct nav-
igation in geometrically complicated environments. We illustrate the practicability of
this approach by reporting empirical results using modest computational hardware on a
wheeled robot, and the intrinsic robustness of such reactive schemes by a second imple-
mentation on a dynamic legged platform, exhibiting imperfect fidelity to the differential
drive model assumed in the formal results.
10.2 Future Work
Figs. 21 and 22 present snapshots from experiments in settings falling outside the scope
of our formal results to illustrate some of the future directions opened up by the reactive
planner presented in this paper. Using the feature of semantic inference provided by the
semantic mapping pipeline described in Section 8.2, the user can command the robot
to target a semantic goal, instead of a merely geometric one (considered in this paper).
Namely, in Fig. 21, we command the Turtlebot robot to move to a geometrically prede-
fined target, unless it sees and localizes a cart; in that case, it is tasked with approaching
and facing the cart with its camera. As shown in the bottom row of Fig. 21, the robot
avoids familiar obstacles, localizes the cart and proceeds to properly approach it, with
the right orientation. We take this approach one step further with the example shown in
Fig. 22, using the Minitaur platform. Using the mobile manipulation primitives devel-
oped in [89], we task the robot by not only localizing and approaching the cart, but also
jumping to grab and mount it. This is a first step toward integrating the reactive planning
architecture developed in this work in the multi-layer architecture presented in [95], for
accomplishing increasingly complicated mobile manipulation tasks with underactuated
legged robots in environments that are semantically partially known and geometrically
unknown.
Finally, we believe the methods we develop here for generating in real time simple,
topologically equivalent model spaces and pulling back the model controller through
the corresponding diffeomorphism can be applied to diverse, philosophically alterna-
tive approaches to our purely reactive formulation of motion planning. For example,
sampling-based (probabilistically complete) offline planners have been shown to ben-
efit from integration with even geometrically naive locally reactive methods [6] that
can mitigate difficulties such as finding paths through narrow passages. We imagine
that even greater simplification of the steering and collision-checking issues arising
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from sampling-based methods in partially “familiar” geometrically complicated envi-
ronments [56,15] might be achieved by shifting the problem of finding a feasible path to
a topologically equivalent, metrically simple abstracted model wherein planning might
be significantly faster. The robot could then be tasked to follow a generated path in the
abstract space (e.g., along the lines of [4]) and the associated commands can be pulled
back to the physical space through the diffeomorphism. Careful future inquiry will be
needed to explore such deliberative-reactive hybrid uses for the online topological ab-
straction of familiar geometry developed here.
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Appendix
Appendix A sketches the ideas from computational geometry [83] underlying our mod-
ular construction of implicit representations of polygonal obstacles, Appendix B pro-
vides some computational details associated with the diffeomorphism construction pre-
sented in Section 4, Appendix C describes our method for the inductive computation
of the diffeomorphism and its derivatives, and Appendix D includes the proofs of our
main results.
A Implicit Representation of Obstacles with R-functions
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<latexit sha1_base64="aUEqAhNOEIRxCg0HLAyZjPb5VjU=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuhVoGbSw TMA9Iljg7mU2GzGOdmRXCkp+wsVDE1t+xs/FbnDwKTTxw4XDOvdx7T5RwZqzvf3m5ldW19Y38ZmFre2d3r7h/0DAq1YTWieJKtyJsKGeS1i2znLYSTbGIOG1Gw5uJ33yk2jAl7+wooaHAfcliRrB1UqujBO3j7kW3WPLL/hRomQRzUqoc1b7vAaDaLX5 2eoqkgkpLODamHfiJDTOsLSOcjgud1NAEkyHu07ajEgtqwmx67xidOqWHYqVdSYum6u+JDAtjRiJynQLbgVn0JuJ/Xju18VWYMZmklkoyWxSnHFmFJs+jHtOUWD5yBBPN3K2IDLDGxLqICi6EYPHlZdI4Lwd+Oai5NK5hhjwcwwmcQQCXUIFbqEIdCHB4 ghd49R68Z+/Ne5+15rz5zCH8gffxA06CkaU=</latexit><latexit sha1_base64="CW3W64LXK/wFsAivQEMFD4wfMzg=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuhVqG2Fg mYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X15mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TII5KZSOqt/svfx R6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CB GhDg8ABP8OzdeY/ei/c6a81485lD+APv7Qefw5Nh</latexit><latexit sha1_base64="CW3W64LXK/wFsAivQEMFD4wfMzg=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuhVqG2Fg mYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X15mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TII5KZSOqt/svfx R6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CB GhDg8ABP8OzdeY/ei/c6a81485lD+APv7Qefw5Nh</latexit><latexit sha1_base64="jb8C0d1ZwYwJBMWp2X/vmf6OzDU=">AAAB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe4s1DJoYxn BfEByhL3NXLJk9/bc3RNCyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUPMGG5VZgO9VIZSSwFY1uZ37rCbXhKnmw4xRDSQcJjzmj1kntrpI4oL3LXrniV/05yCoJclKBHPVe+avbVyyTmFg mqDGdwE9tOKHaciZwWupmBlPKRnSAHUcTKtGEk/m9U3LmlD6JlXaVWDJXf09MqDRmLCPXKakdmmVvJv7ndTIbX4cTnqSZxYQtFsWZIFaR2fOkzzUyK8aOUKa5u5WwIdWUWRdRyYUQLL+8SpoX1cCvBvd+pXaTx1GEEziFcwjgCmpwB3VoAAMBz/AKb96j 9+K9ex+L1oKXzxzDH3ifP7/bj8A=</latexit>
!7
<latexit sha1_base64="pBGaDBBDaNUNMG4gcK5IPxyO95Y=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuTSyDNpY JmAckS5ydzCZD5rHOzAphyU/YWChi6+/Y2fgtTh6FJh64cDjnXu69J0o4M9b3v7zc2vrG5lZ+u7Czu7d/UDw8ahqVakIbRHGl2xE2lDNJG5ZZTtuJplhEnLai0c3Ubz1SbZiSd3ac0FDggWQxI9g6qd1Vgg5wr9IrlvyyPwNaJcGClKon9e97AKj1ip/ dviKpoNISjo3pBH5iwwxrywink0I3NTTBZIQHtOOoxIKaMJvdO0HnTumjWGlX0qKZ+nsiw8KYsYhcp8B2aJa9qfif10ltfBVmTCappZLMF8UpR1ah6fOozzQllo8dwUQzdysiQ6wxsS6iggshWH55lTQvy4FfDuoujWuYIw+ncAYXEEAFqnALNWgAAQ5P 8AKv3oP37L157/PWnLeYOYY/8D5+AFAGkaY=</latexit><latexit sha1_base64="G8SYklfjDm9VJaFYgekuH0aqHaA=">AAAB73icbVC7SgNBFJ2NrxhfUcHGZjAIVmHXJpYhNpY JmAckS5id3CRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly+ztr6xuZXdzu3s7u0f5A+PGkYlmkKdKq50KyIGOJNQt8xyaMUaiIg4NKPR9dRv3oM2TMlbO44hFGQgWZ9RYp3U6igBA9ItdfMFv+jPgFdJsCCF8kntm71XPqr d/Genp2giQFrKiTHtwI9tmBJtGeUwyXUSAzGhIzKAtqOSCDBhOrt3gs+d0sN9pV1Ji2fq74mUCGPGInKdgtihWfam4n9eO7H9qzBlMk4sSDpf1E84tgpPn8c9poFaPnaEUM3crZgOiSbUuohyLoRg+eVV0rgsBn4xqLk0KmiOLDpFZ+gCBaiEyugGVVEd UcTRA3pCz96d9+i9eK/z1oy3mDlGf+C9/QChR5Ni</latexit><latexit sha1_base64="G8SYklfjDm9VJaFYgekuH0aqHaA=">AAAB73icbVC7SgNBFJ2NrxhfUcHGZjAIVmHXJpYhNpY JmAckS5id3CRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly+ztr6xuZXdzu3s7u0f5A+PGkYlmkKdKq50KyIGOJNQt8xyaMUaiIg4NKPR9dRv3oM2TMlbO44hFGQgWZ9RYp3U6igBA9ItdfMFv+jPgFdJsCCF8kntm71XPqr d/Genp2giQFrKiTHtwI9tmBJtGeUwyXUSAzGhIzKAtqOSCDBhOrt3gs+d0sN9pV1Ji2fq74mUCGPGInKdgtihWfam4n9eO7H9qzBlMk4sSDpf1E84tgpPn8c9poFaPnaEUM3crZgOiSbUuohyLoRg+eVV0rgsBn4xqLk0KmiOLDpFZ+gCBaiEyugGVVEd UcTRA3pCz96d9+i9eK/z1oy3mDlGf+C9/QChR5Ni</latexit><latexit sha1_base64="LOzbuXe3oAAi0+8ZsuyOI3UXpuE=">AAAB73icbVDLTgJBEOzFF+IL9ehlIzHxRHa94JHoxSM m8khgQ2aHXpgwj3Vm1oQQfsKLB43x6u94828cYA8KVtJJpao73V1xypmxQfDtFTY2t7Z3irulvf2Dw6Py8UnLqExTbFLFle7ExCBnEpuWWY6dVCMRMcd2PL6d++0n1IYp+WAnKUaCDCVLGCXWSZ2eEjgk/Vq/XAmqwQL+OglzUoEcjX75qzdQNBMoLeX EmG4YpDaaEm0Z5Tgr9TKDKaFjMsSuo5IINNF0ce/Mv3DKwE+UdiWtv1B/T0yJMGYiYtcpiB2ZVW8u/ud1M5tcR1Mm08yipMtFScZ9q/z58/6AaaSWTxwhVDN3q09HRBNqXUQlF0K4+vI6aV1Vw6Aa3geV+k0eRxHO4BwuIYQa1OEOGtAEChye4RXevEfv xXv3PpatBS+fOYU/8D5/AMFfj8E=</latexit>
!8
<latexit sha1_base64="IVQyzDaOrRinNz8/untYBKgdcv8=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKujSmDNpY JmAckS5ydzCZD5rHOzAphyU/YWChi6+/Y2fgtTh6FJh64cDjnXu69J0o4M9b3v7zc2vrG5lZ+u7Czu7d/UDw8ahqVakIbRHGl2xE2lDNJG5ZZTtuJplhEnLai0c3Ubz1SbZiSd3ac0FDggWQxI9g6qd1Vgg5wr9IrlvyyPwNaJcGClKon9e97AKj1ip/ dviKpoNISjo3pBH5iwwxrywink0I3NTTBZIQHtOOoxIKaMJvdO0HnTumjWGlX0qKZ+nsiw8KYsYhcp8B2aJa9qfif10ltXAkzJpPUUknmi+KUI6vQ9HnUZ5oSy8eOYKKZuxWRIdaYWBdRwYUQLL+8SpqX5cAvB3WXxjXMkYdTOIMLCOAKqnALNWgAAQ5P 8AKv3oP37L157/PWnLeYOYY/8D5+AFGKkac=</latexit><latexit sha1_base64="WaGr+e+0mwEs47M8iDdzpz1HWoQ=">AAAB73icbVC7SgNBFJ2NrxhfUcHGZjAIVmHXxpQhNpY JmAckS5id3CRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly+ztr6xuZXdzu3s7u0f5A+PGkYlmkKdKq50KyIGOJNQt8xyaMUaiIg4NKPR9dRv3oM2TMlbO44hFGQgWZ9RYp3U6igBA9ItdfMFv+jPgFdJsCCF8kntm71XPqr d/Genp2giQFrKiTHtwI9tmBJtGeUwyXUSAzGhIzKAtqOSCDBhOrt3gs+d0sN9pV1Ji2fq74mUCGPGInKdgtihWfam4n9eO7H9UpgyGScWJJ0v6iccW4Wnz+Me00AtHztCqGbuVkyHRBNqXUQ5F0Kw/PIqaVwWA78Y1FwaFTRHFp2iM3SBAnSFyugGVVEd UcTRA3pCz96d9+i9eK/z1oy3mDlGf+C9/QCiy5Nj</latexit><latexit sha1_base64="WaGr+e+0mwEs47M8iDdzpz1HWoQ=">AAAB73icbVC7SgNBFJ2NrxhfUcHGZjAIVmHXxpQhNpY JmAckS5id3CRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly+ztr6xuZXdzu3s7u0f5A+PGkYlmkKdKq50KyIGOJNQt8xyaMUaiIg4NKPR9dRv3oM2TMlbO44hFGQgWZ9RYp3U6igBA9ItdfMFv+jPgFdJsCCF8kntm71XPqr d/Genp2giQFrKiTHtwI9tmBJtGeUwyXUSAzGhIzKAtqOSCDBhOrt3gs+d0sN9pV1Ji2fq74mUCGPGInKdgtihWfam4n9eO7H9UpgyGScWJJ0v6iccW4Wnz+Me00AtHztCqGbuVkyHRBNqXUQ5F0Kw/PIqaVwWA78Y1FwaFTRHFp2iM3SBAnSFyugGVVEd UcTRA3pCz96d9+i9eK/z1oy3mDlGf+C9/QCiy5Nj</latexit><latexit sha1_base64="BJGr4k1douzr0gdfJdK/QjB9YCo=">AAAB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe5sTBm0sYx gPiA5wt5mkizZ3Tt394Rw5E/YWChi69+x89+4Sa7QxAcDj/dmmJkXJYIb6/vfXmFjc2t7p7hb2ts/ODwqH5+0TJxqhk0Wi1h3ImpQcIVNy63ATqKRykhgO5rczv32E2rDY/VgpwmGko4UH3JGrZM6vVjiiPZr/XLFr/oLkHUS5KQCORr98ldvELNUorJ MUGO6gZ/YMKPaciZwVuqlBhPKJnSEXUcVlWjCbHHvjFw4ZUCGsXalLFmovycyKo2Zysh1SmrHZtWbi/953dQOa2HGVZJaVGy5aJgKYmMyf54MuEZmxdQRyjR3txI2ppoy6yIquRCC1ZfXSeuqGvjV4N6v1G/yOIpwBudwCQFcQx3uoAFNYCDgGV7hzXv0 Xrx372PZWvDymVP4A+/zB8Ljj8I=</latexit>
!9
<latexit sha1_base64="MQORZAk+ODIP8wBWPtPH+J51Sn8=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKujdoFbSw TMA9Iljg7mU2GzGOdmRXCkp+wsVDE1t+xs/FbnDwKTTxw4XDOvdx7T5RwZqzvf3m5ldW19Y38ZmFre2d3r7h/0DAq1YTWieJKtyJsKGeS1i2znLYSTbGIOG1Gw5uJ33yk2jAl7+wooaHAfcliRrB1UqujBO3j7lW3WPLL/hRomQRzUqoc1b7vAaDaLX5 2eoqkgkpLODamHfiJDTOsLSOcjgud1NAEkyHu07ajEgtqwmx67xidOqWHYqVdSYum6u+JDAtjRiJynQLbgVn0JuJ/Xju18WWYMZmklkoyWxSnHFmFJs+jHtOUWD5yBBPN3K2IDLDGxLqICi6EYPHlZdI4Lwd+Oai5NK5hhjwcwwmcQQAXUIFbqEIdCHB4 ghd49R68Z+/Ne5+15rz5zCH8gffxA1MOkag=</latexit><latexit sha1_base64="Cu3gHitEmdj1HNFMIevPBNuAk+g=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKujdqF2Fg mYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X15mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96qbL/hFfwq0TII5KZSOqt/svfx R6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7xWYqPLTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqAEN1CB GhDg8ABP8OzdeY/ei/c6a81485lD+APv7QekT5Nk</latexit><latexit sha1_base64="Cu3gHitEmdj1HNFMIevPBNuAk+g=">AAAB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKujdqF2Fg mYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X15mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96qbL/hFfwq0TII5KZSOqt/svfx R6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7xWYqPLTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqAEN1CB GhDg8ABP8OzdeY/ei/c6a81485lD+APv7QekT5Nk</latexit><latexit sha1_base64="E00ZVRas86xdph3+zwqqAalvSBQ=">AAAB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe5s1C5oYxn BfEByhL3NXLJk9/bc3RNCyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUPMGG5VZgO9VIZSSwFY1uZ37rCbXhKnmw4xRDSQcJjzmj1kntrpI4oL3rXrniV/05yCoJclKBHPVe+avbVyyTmFg mqDGdwE9tOKHaciZwWupmBlPKRnSAHUcTKtGEk/m9U3LmlD6JlXaVWDJXf09MqDRmLCPXKakdmmVvJv7ndTIbX4UTnqSZxYQtFsWZIFaR2fOkzzUyK8aOUKa5u5WwIdWUWRdRyYUQLL+8SpoX1cCvBvd+pXaTx1GEEziFcwjgEmpwB3VoAAMBz/AKb96j 9+K9ex+L1oKXzxzDH3ifP8Rnj8M=</latexit>
!10
<latexit sha1_base64="2lUOkKhU2iJyTbsPTMj99bTMA4s=">AAAB8nicbVC7SgNBFL0bXzG+ooKNzWAQrMKujZZBG8s EzAM2S5ydzCZD5rHMzAphyWfYWChi69fY2fgtTh6FJh64cDjnXu69J045M9b3v7zC2vrG5lZxu7Szu7d/UD48ahmVaUKbRHGlOzE2lDNJm5ZZTjuppljEnLbj0e3Ubz9SbZiS93ac0kjggWQJI9g6KewqQQe4lwf+pFeu+FV/BrRKggWp1E4a3w8AUO+ VP7t9RTJBpSUcGxMGfmqjHGvLCKeTUjczNMVkhAc0dFRiQU2Uz06eoHOn9FGitCtp0Uz9PZFjYcxYxK5TYDs0y95U/M8LM5tcRzmTaWapJPNFScaRVWj6P+ozTYnlY0cw0czdisgQa0ysS6nkQgiWX14lrctq4FeDhkvjBuYowimcwQUEcAU1uIM6NIGA gid4gVfPes/em/c+by14i5lj+APv4weA15Lm</latexit><latexit sha1_base64="npxtavN1cMBh5qOShF9QBhZDUj0=">AAAB8nicbVC7SgNBFJ2NrxhfUcHGZjAIVmHXRssQG8s EzAM2S5id3CRD5rHMzAphyWfYWChiq3/hF9jZ+C1OHoUmHrhwOOde7r0nTjgz1ve/vNza+sbmVn67sLO7t39QPDxqGpVqCg2quNLtmBjgTELDMsuhnWggIubQikc3U791D9owJe/sOIFIkIFkfUaJdVLYUQIGpJsF/qRbLPllfwa8SoIFKVVO6t/svfp R6xY/Oz1FUwHSUk6MCQM/sVFGtGWUw6TQSQ0khI7IAEJHJRFgomx28gSfO6WH+0q7khbP1N8TGRHGjEXsOgWxQ7PsTcX/vDC1/esoYzJJLUg6X9RPObYKT//HPaaBWj52hFDN3K2YDokm1LqUCi6EYPnlVdK8LAd+Oai7NKpojjw6RWfoAgXoClXQLaqh BqJIoQf0hJ496z16L97rvDXnLWaO0R94bz/SGJSi</latexit><latexit sha1_base64="npxtavN1cMBh5qOShF9QBhZDUj0=">AAAB8nicbVC7SgNBFJ2NrxhfUcHGZjAIVmHXRssQG8s EzAM2S5id3CRD5rHMzAphyWfYWChiq3/hF9jZ+C1OHoUmHrhwOOde7r0nTjgz1ve/vNza+sbmVn67sLO7t39QPDxqGpVqCg2quNLtmBjgTELDMsuhnWggIubQikc3U791D9owJe/sOIFIkIFkfUaJdVLYUQIGpJsF/qRbLPllfwa8SoIFKVVO6t/svfp R6xY/Oz1FUwHSUk6MCQM/sVFGtGWUw6TQSQ0khI7IAEJHJRFgomx28gSfO6WH+0q7khbP1N8TGRHGjEXsOgWxQ7PsTcX/vDC1/esoYzJJLUg6X9RPObYKT//HPaaBWj52hFDN3K2YDokm1LqUCi6EYPnlVdK8LAd+Oai7NKpojjw6RWfoAgXoClXQLaqh BqJIoQf0hJ496z16L97rvDXnLWaO0R94bz/SGJSi</latexit><latexit sha1_base64="0tSc7nBR0yO2k192h0Nq8MLQWfY=">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoPgKcx60WPQi8c I5gHJEmYns8mQeSwzs0JY8hlePCji1a/x5t84SfagiQUNRVU33V1xKrh1GH8HpY3Nre2d8m5lb//g8Kh6fNK2OjOUtagW2nRjYpngirUcd4J1U8OIjAXrxJO7ud95YsZyrR7dNGWRJCPFE06J81KvryUbkUEe4tmgWsN1vABaJ2FBalCgOah+9YeaZpI pRwWxthfi1EU5MY5TwWaVfmZZSuiEjFjPU0Uks1G+OHmGLrwyRIk2vpRDC/X3RE6ktVMZ+05J3NiuenPxP6+XueQmyrlKM8cUXS5KMoGcRvP/0ZAbRp2YekKo4f5WRMfEEOp8ShUfQrj68jppX9VDXA8fcK1xW8RRhjM4h0sI4RoacA9NaAEFDc/wCm+B C16C9+Bj2VoKiplT+IPg8wfyMJEB</latexit>
{!1,!2}
<latexit sha1_base64="7fFWZ6fHdjn04wFUC4Wvp9v2FRQ= ">AAAB/nicbZDLSsNAFIYnXmu9RcWVm2ARXEhJiqDLohuXFewFmhAm09N26FzCzEQooeCruHGhiFufw51v47TNQlt/GPj4zzmcM3 +SMqqN7387K6tr6xubpa3y9s7u3r57cNjSMlMEmkQyqToJ1sCogKahhkEnVYB5wqCdjG6n9fYjKE2leDDjFCKOB4L2KcHGWrF7HO ah5DDAcXBRQC2cxG7Fr/ozecsQFFBBhRqx+xX2JMk4CEMY1rob+KmJcqwMJQwm5TDTkGIywgPoWhSYg47y2fkT78w6Pa8vlX3Ce DP390SOudZjnthOjs1QL9am5n+1bmb611FORZoZEGS+qJ8xz0hvmoXXowqIYWMLmChqb/XIECtMjE2sbEMIFr+8DK1aNfCrwf1lp X5TxFFCJ+gUnaMAXaE6ukMN1EQE5egZvaI358l5cd6dj3nrilPMHKE/cj5/AKW7lUQ=</latexit><latexit sha1_base64="7fFWZ6fHdjn04wFUC4Wvp9v2FRQ= ">AAAB/nicbZDLSsNAFIYnXmu9RcWVm2ARXEhJiqDLohuXFewFmhAm09N26FzCzEQooeCruHGhiFufw51v47TNQlt/GPj4zzmcM3 +SMqqN7387K6tr6xubpa3y9s7u3r57cNjSMlMEmkQyqToJ1sCogKahhkEnVYB5wqCdjG6n9fYjKE2leDDjFCKOB4L2KcHGWrF7HO ah5DDAcXBRQC2cxG7Fr/ozecsQFFBBhRqx+xX2JMk4CEMY1rob+KmJcqwMJQwm5TDTkGIywgPoWhSYg47y2fkT78w6Pa8vlX3Ce DP390SOudZjnthOjs1QL9am5n+1bmb611FORZoZEGS+qJ8xz0hvmoXXowqIYWMLmChqb/XIECtMjE2sbEMIFr+8DK1aNfCrwf1lp X5TxFFCJ+gUnaMAXaE6ukMN1EQE5egZvaI358l5cd6dj3nrilPMHKE/cj5/AKW7lUQ=</latexit><latexit sha1_base64="7fFWZ6fHdjn04wFUC4Wvp9v2FRQ= ">AAAB/nicbZDLSsNAFIYnXmu9RcWVm2ARXEhJiqDLohuXFewFmhAm09N26FzCzEQooeCruHGhiFufw51v47TNQlt/GPj4zzmcM3 +SMqqN7387K6tr6xubpa3y9s7u3r57cNjSMlMEmkQyqToJ1sCogKahhkEnVYB5wqCdjG6n9fYjKE2leDDjFCKOB4L2KcHGWrF7HO ah5DDAcXBRQC2cxG7Fr/ozecsQFFBBhRqx+xX2JMk4CEMY1rob+KmJcqwMJQwm5TDTkGIywgPoWhSYg47y2fkT78w6Pa8vlX3Ce DP390SOudZjnthOjs1QL9am5n+1bmb611FORZoZEGS+qJ8xz0hvmoXXowqIYWMLmChqb/XIECtMjE2sbEMIFr+8DK1aNfCrwf1lp X5TxFFCJ+gUnaMAXaE6ukMN1EQE5egZvaI358l5cd6dj3nrilPMHKE/cj5/AKW7lUQ=</latexit><latexit sha1_base64="7fFWZ6fHdjn04wFUC4Wvp9v2FRQ= ">AAAB/nicbZDLSsNAFIYnXmu9RcWVm2ARXEhJiqDLohuXFewFmhAm09N26FzCzEQooeCruHGhiFufw51v47TNQlt/GPj4zzmcM3 +SMqqN7387K6tr6xubpa3y9s7u3r57cNjSMlMEmkQyqToJ1sCogKahhkEnVYB5wqCdjG6n9fYjKE2leDDjFCKOB4L2KcHGWrF7HO ah5DDAcXBRQC2cxG7Fr/ozecsQFFBBhRqx+xX2JMk4CEMY1rob+KmJcqwMJQwm5TDTkGIywgPoWhSYg47y2fkT78w6Pa8vlX3Ce DP390SOudZjnthOjs1QL9am5n+1bmb611FORZoZEGS+qJ8xz0hvmoXXowqIYWMLmChqb/XIECtMjE2sbEMIFr+8DK1aNfCrwf1lp X5TxFFCJ+gUnaMAXaE6ukMN1EQE5egZvaI358l5cd6dj3nrilPMHKE/cj5/AKW7lUQ=</latexit>
{!3,!4}
<latexit sha1_base64="PDoyyf5g/R1I+QXBVWt4hzgCJQQ=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURAu6LLpxWcFe oAlhMp20Q+cSZiZCCQVfxY0LRdz6HO58G6dtFtr6w8DHf87hnPnjlFFtPO/bKa2srq1vlDcrW9s7u3vu/kFby0xh0sKSSdWNkSaMCtIy1DDSTRVBPGakE49up/XOI1GaSvFgxikJORoImlCMjLUi9yjIA8nJAEWX5wXUg0nkVr2aNxNcBr+AKijUjNyvoC9xxokwmCG te76XmjBHylDMyKQSZJqkCI/QgPQsCsSJDvPZ+RN4ap0+TKSyTxg4c39P5IhrPeax7eTIDPVibWr+V+tlJrkOcyrSzBCB54uSjEEj4TQL2KeKYMPGFhBW1N4K8RAphI1NrGJD8Be/vAzti5rv1fz7erVxU8RRBsfgBJwBH1yBBrgDTdACGOTgGbyCN+fJeXHenY95a8k pZg7BHzmfP6vllUg=</latexit><latexit sha1_base64="PDoyyf5g/R1I+QXBVWt4hzgCJQQ=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURAu6LLpxWcFe oAlhMp20Q+cSZiZCCQVfxY0LRdz6HO58G6dtFtr6w8DHf87hnPnjlFFtPO/bKa2srq1vlDcrW9s7u3vu/kFby0xh0sKSSdWNkSaMCtIy1DDSTRVBPGakE49up/XOI1GaSvFgxikJORoImlCMjLUi9yjIA8nJAEWX5wXUg0nkVr2aNxNcBr+AKijUjNyvoC9xxokwmCG te76XmjBHylDMyKQSZJqkCI/QgPQsCsSJDvPZ+RN4ap0+TKSyTxg4c39P5IhrPeax7eTIDPVibWr+V+tlJrkOcyrSzBCB54uSjEEj4TQL2KeKYMPGFhBW1N4K8RAphI1NrGJD8Be/vAzti5rv1fz7erVxU8RRBsfgBJwBH1yBBrgDTdACGOTgGbyCN+fJeXHenY95a8k pZg7BHzmfP6vllUg=</latexit><latexit sha1_base64="PDoyyf5g/R1I+QXBVWt4hzgCJQQ=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURAu6LLpxWcFe oAlhMp20Q+cSZiZCCQVfxY0LRdz6HO58G6dtFtr6w8DHf87hnPnjlFFtPO/bKa2srq1vlDcrW9s7u3vu/kFby0xh0sKSSdWNkSaMCtIy1DDSTRVBPGakE49up/XOI1GaSvFgxikJORoImlCMjLUi9yjIA8nJAEWX5wXUg0nkVr2aNxNcBr+AKijUjNyvoC9xxokwmCG te76XmjBHylDMyKQSZJqkCI/QgPQsCsSJDvPZ+RN4ap0+TKSyTxg4c39P5IhrPeax7eTIDPVibWr+V+tlJrkOcyrSzBCB54uSjEEj4TQL2KeKYMPGFhBW1N4K8RAphI1NrGJD8Be/vAzti5rv1fz7erVxU8RRBsfgBJwBH1yBBrgDTdACGOTgGbyCN+fJeXHenY95a8k pZg7BHzmfP6vllUg=</latexit><latexit sha1_base64="PDoyyf5g/R1I+QXBVWt4hzgCJQQ=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURAu6LLpxWcFe oAlhMp20Q+cSZiZCCQVfxY0LRdz6HO58G6dtFtr6w8DHf87hnPnjlFFtPO/bKa2srq1vlDcrW9s7u3vu/kFby0xh0sKSSdWNkSaMCtIy1DDSTRVBPGakE49up/XOI1GaSvFgxikJORoImlCMjLUi9yjIA8nJAEWX5wXUg0nkVr2aNxNcBr+AKijUjNyvoC9xxokwmCG te76XmjBHylDMyKQSZJqkCI/QgPQsCsSJDvPZ+RN4ap0+TKSyTxg4c39P5IhrPeax7eTIDPVibWr+V+tlJrkOcyrSzBCB54uSjEEj4TQL2KeKYMPGFhBW1N4K8RAphI1NrGJD8Be/vAzti5rv1fz7erVxU8RRBsfgBJwBH1yBBrgDTdACGOTgGbyCN+fJeXHenY95a8k pZg7BHzmfP6vllUg=</latexit>
{!5,!6}
<latexit sha1_base64="DpTxc+wZplhHjv+bf5RB2o2Bl2I=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURLwti25cVrAX aEKYTCft0LmEmYlQQsFXceNCEbc+hzvfxmmbhbb+MPDxn3M4Z/44ZVQbz/t2SkvLK6tr5fXKxubW9o67u9fSMlOYNLFkUnVipAmjgjQNNYx0UkUQjxlpx8PbSb39SJSmUjyYUUpCjvqCJhQjY63IPQjyQHLSR9HFaQGXwThyq17Nmwougl9AFRRqRO5X0JM440QYzJD WXd9LTZgjZShmZFwJMk1ShIeoT7oWBeJEh/n0/DE8tk4PJlLZJwycur8ncsS1HvHYdnJkBnq+NjH/q3Uzk1yHORVpZojAs0VJxqCRcJIF7FFFsGEjCwgram+FeIAUwsYmVrEh+PNfXoTWWc33av79ebV+U8RRBofgCJwAH1yBOrgDDdAEGOTgGbyCN+fJeXHenY9Za8k pZvbBHzmfP7IPlUw=</latexit><latexit sha1_base64="DpTxc+wZplhHjv+bf5RB2o2Bl2I=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURLwti25cVrAX aEKYTCft0LmEmYlQQsFXceNCEbc+hzvfxmmbhbb+MPDxn3M4Z/44ZVQbz/t2SkvLK6tr5fXKxubW9o67u9fSMlOYNLFkUnVipAmjgjQNNYx0UkUQjxlpx8PbSb39SJSmUjyYUUpCjvqCJhQjY63IPQjyQHLSR9HFaQGXwThyq17Nmwougl9AFRRqRO5X0JM440QYzJD WXd9LTZgjZShmZFwJMk1ShIeoT7oWBeJEh/n0/DE8tk4PJlLZJwycur8ncsS1HvHYdnJkBnq+NjH/q3Uzk1yHORVpZojAs0VJxqCRcJIF7FFFsGEjCwgram+FeIAUwsYmVrEh+PNfXoTWWc33av79ebV+U8RRBofgCJwAH1yBOrgDDdAEGOTgGbyCN+fJeXHenY9Za8k pZvbBHzmfP7IPlUw=</latexit><latexit sha1_base64="DpTxc+wZplhHjv+bf5RB2o2Bl2I=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURLwti25cVrAX aEKYTCft0LmEmYlQQsFXceNCEbc+hzvfxmmbhbb+MPDxn3M4Z/44ZVQbz/t2SkvLK6tr5fXKxubW9o67u9fSMlOYNLFkUnVipAmjgjQNNYx0UkUQjxlpx8PbSb39SJSmUjyYUUpCjvqCJhQjY63IPQjyQHLSR9HFaQGXwThyq17Nmwougl9AFRRqRO5X0JM440QYzJD WXd9LTZgjZShmZFwJMk1ShIeoT7oWBeJEh/n0/DE8tk4PJlLZJwycur8ncsS1HvHYdnJkBnq+NjH/q3Uzk1yHORVpZojAs0VJxqCRcJIF7FFFsGEjCwgram+FeIAUwsYmVrEh+PNfXoTWWc33av79ebV+U8RRBofgCJwAH1yBOrgDDdAEGOTgGbyCN+fJeXHenY9Za8k pZvbBHzmfP7IPlUw=</latexit><latexit sha1_base64="DpTxc+wZplhHjv+bf5RB2o2Bl2I=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURLwti25cVrAX aEKYTCft0LmEmYlQQsFXceNCEbc+hzvfxmmbhbb+MPDxn3M4Z/44ZVQbz/t2SkvLK6tr5fXKxubW9o67u9fSMlOYNLFkUnVipAmjgjQNNYx0UkUQjxlpx8PbSb39SJSmUjyYUUpCjvqCJhQjY63IPQjyQHLSR9HFaQGXwThyq17Nmwougl9AFRRqRO5X0JM440QYzJD WXd9LTZgjZShmZFwJMk1ShIeoT7oWBeJEh/n0/DE8tk4PJlLZJwycur8ncsS1HvHYdnJkBnq+NjH/q3Uzk1yHORVpZojAs0VJxqCRcJIF7FFFsGEjCwgram+FeIAUwsYmVrEh+PNfXoTWWc33av79ebV+U8RRBofgCJwAH1yBOrgDDdAEGOTgGbyCN+fJeXHenY9Za8k pZvbBHzmfP7IPlUw=</latexit>
{!7,!8}
<latexit sha1_base64="bP0f//5kWCl/zYgm3HicwL4wpac=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURIR2WXTjsoK9 QBPCZDpph84lzEyEEgq+ihsXirj1Odz5Nk7bLLT1h4GP/5zDOfPHKaPaeN63U1pb39jcKm9Xdnb39g/cw6OOlpnCpI0lk6oXI00YFaRtqGGklyqCeMxINx7fzurdR6I0leLBTFIScjQUNKEYGWtF7kmQB5KTIYrqlwU0gmnkVr2aNxdcBb+AKijUityvYCBxxokwmCG t+76XmjBHylDMyLQSZJqkCI/RkPQtCsSJDvP5+VN4bp0BTKSyTxg4d39P5IhrPeGx7eTIjPRybWb+V+tnJmmEORVpZojAi0VJxqCRcJYFHFBFsGETCwgram+FeIQUwsYmVrEh+MtfXoXOVc33av79dbV5U8RRBqfgDFwAH9RBE9yBFmgDDHLwDF7Bm/PkvDjvzseiteQ UM8fgj5zPH7g5lVA=</latexit><latexit sha1_base64="bP0f//5kWCl/zYgm3HicwL4wpac=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURIR2WXTjsoK9 QBPCZDpph84lzEyEEgq+ihsXirj1Odz5Nk7bLLT1h4GP/5zDOfPHKaPaeN63U1pb39jcKm9Xdnb39g/cw6OOlpnCpI0lk6oXI00YFaRtqGGklyqCeMxINx7fzurdR6I0leLBTFIScjQUNKEYGWtF7kmQB5KTIYrqlwU0gmnkVr2aNxdcBb+AKijUityvYCBxxokwmCG t+76XmjBHylDMyLQSZJqkCI/RkPQtCsSJDvP5+VN4bp0BTKSyTxg4d39P5IhrPeGx7eTIjPRybWb+V+tnJmmEORVpZojAi0VJxqCRcJYFHFBFsGETCwgram+FeIQUwsYmVrEh+MtfXoXOVc33av79dbV5U8RRBqfgDFwAH9RBE9yBFmgDDHLwDF7Bm/PkvDjvzseiteQ UM8fgj5zPH7g5lVA=</latexit><latexit sha1_base64="bP0f//5kWCl/zYgm3HicwL4wpac=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURIR2WXTjsoK9 QBPCZDpph84lzEyEEgq+ihsXirj1Odz5Nk7bLLT1h4GP/5zDOfPHKaPaeN63U1pb39jcKm9Xdnb39g/cw6OOlpnCpI0lk6oXI00YFaRtqGGklyqCeMxINx7fzurdR6I0leLBTFIScjQUNKEYGWtF7kmQB5KTIYrqlwU0gmnkVr2aNxdcBb+AKijUityvYCBxxokwmCG t+76XmjBHylDMyLQSZJqkCI/RkPQtCsSJDvP5+VN4bp0BTKSyTxg4d39P5IhrPeGx7eTIjPRybWb+V+tnJmmEORVpZojAi0VJxqCRcJYFHFBFsGETCwgram+FeIQUwsYmVrEh+MtfXoXOVc33av79dbV5U8RRBqfgDFwAH9RBE9yBFmgDDHLwDF7Bm/PkvDjvzseiteQ UM8fgj5zPH7g5lVA=</latexit><latexit sha1_base64="bP0f//5kWCl/zYgm3HicwL4wpac=">AAAB/nicbZDLSsNAFIYn9VbrLSqu3AwWwYWURIR2WXTjsoK9 QBPCZDpph84lzEyEEgq+ihsXirj1Odz5Nk7bLLT1h4GP/5zDOfPHKaPaeN63U1pb39jcKm9Xdnb39g/cw6OOlpnCpI0lk6oXI00YFaRtqGGklyqCeMxINx7fzurdR6I0leLBTFIScjQUNKEYGWtF7kmQB5KTIYrqlwU0gmnkVr2aNxdcBb+AKijUityvYCBxxokwmCG t+76XmjBHylDMyLQSZJqkCI/RkPQtCsSJDvP5+VN4bp0BTKSyTxg4d39P5IhrPeGx7eTIjPRybWb+V+tnJmmEORVpZojAi0VJxqCRcJYFHFBFsGETCwgram+FeIQUwsYmVrEh+MtfXoXOVc33av79dbV5U8RRBqfgDFwAH9RBE9yBFmgDDHLwDF7Bm/PkvDjvzseiteQ UM8fgj5zPH7g5lVA=</latexit>
{!9,!10}
<latexit sha1_base64="3MNYHe7wgrGKIExZPeDFqbjZQC4=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYBBdSEhHUXdGNywr2 Ak0Ik+m0HTqXMDMRSogbX8WNC0Xc+hbufBunbRba+sPAx3/O4cz544RRbTzv2yktLa+srpXXKxubW9s77u5eS8tUYdLEkknViZEmjArSNNQw0kkUQTxmpB2Pbib19gNRmkpxb8YJCTkaCNqnGBlrRe5BkAWSkwGKrk4LyHwvD/LIrXo1byq4CH4BVVCoEblfQU/ilBN hMENad30vMWGGlKGYkbwSpJokCI/QgHQtCsSJDrPpBTk8tk4P9qWyTxg4dX9PZIhrPeax7eTIDPV8bWL+V+umpn8ZZlQkqSECzxb1UwaNhJM4YI8qgg0bW0BYUftXiIdIIWxsaBUbgj9/8iK0zmq+V/Pvzqv16yKOMjgER+AE+OAC1MEtaIAmwOARPINX8OY8OS/Ou/M xay05xcw++CPn8wf5kZaR</latexit><latexit sha1_base64="3MNYHe7wgrGKIExZPeDFqbjZQC4=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYBBdSEhHUXdGNywr2 Ak0Ik+m0HTqXMDMRSogbX8WNC0Xc+hbufBunbRba+sPAx3/O4cz544RRbTzv2yktLa+srpXXKxubW9s77u5eS8tUYdLEkknViZEmjArSNNQw0kkUQTxmpB2Pbib19gNRmkpxb8YJCTkaCNqnGBlrRe5BkAWSkwGKrk4LyHwvD/LIrXo1byq4CH4BVVCoEblfQU/ilBN hMENad30vMWGGlKGYkbwSpJokCI/QgHQtCsSJDrPpBTk8tk4P9qWyTxg4dX9PZIhrPeax7eTIDPV8bWL+V+umpn8ZZlQkqSECzxb1UwaNhJM4YI8qgg0bW0BYUftXiIdIIWxsaBUbgj9/8iK0zmq+V/Pvzqv16yKOMjgER+AE+OAC1MEtaIAmwOARPINX8OY8OS/Ou/M xay05xcw++CPn8wf5kZaR</latexit><latexit sha1_base64="3MNYHe7wgrGKIExZPeDFqbjZQC4=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYBBdSEhHUXdGNywr2 Ak0Ik+m0HTqXMDMRSogbX8WNC0Xc+hbufBunbRba+sPAx3/O4cz544RRbTzv2yktLa+srpXXKxubW9s77u5eS8tUYdLEkknViZEmjArSNNQw0kkUQTxmpB2Pbib19gNRmkpxb8YJCTkaCNqnGBlrRe5BkAWSkwGKrk4LyHwvD/LIrXo1byq4CH4BVVCoEblfQU/ilBN hMENad30vMWGGlKGYkbwSpJokCI/QgHQtCsSJDrPpBTk8tk4P9qWyTxg4dX9PZIhrPeax7eTIDPV8bWL+V+umpn8ZZlQkqSECzxb1UwaNhJM4YI8qgg0bW0BYUftXiIdIIWxsaBUbgj9/8iK0zmq+V/Pvzqv16yKOMjgER+AE+OAC1MEtaIAmwOARPINX8OY8OS/Ou/M xay05xcw++CPn8wf5kZaR</latexit><latexit sha1_base64="3MNYHe7wgrGKIExZPeDFqbjZQC4=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYBBdSEhHUXdGNywr2 Ak0Ik+m0HTqXMDMRSogbX8WNC0Xc+hbufBunbRba+sPAx3/O4cz544RRbTzv2yktLa+srpXXKxubW9s77u5eS8tUYdLEkknViZEmjArSNNQw0kkUQTxmpB2Pbib19gNRmkpxb8YJCTkaCNqnGBlrRe5BkAWSkwGKrk4LyHwvD/LIrXo1byq4CH4BVVCoEblfQU/ilBN hMENad30vMWGGlKGYkbwSpJokCI/QgHQtCsSJDrPpBTk8tk4P9qWyTxg4dX9PZIhrPeax7eTIDPV8bWL+V+umpn8ZZlQkqSECzxb1UwaNhJM4YI8qgg0bW0BYUftXiIdIIWxsaBUbgj9/8iK0zmq+V/Pvzqv16yKOMjgER+AE+OAC1MEtaIAmwOARPINX8OY8OS/Ou/M xay05xcw++CPn8wf5kZaR</latexit>
{!1,!2, . . . ,!10}
<latexit sha1_base64="mH3c1eWJLBWJ9CillXBWTDz+vzw=">AAACFHicbZDLSsNAFIYnXmu9RV26GSyCoJSkCLosunFZwV6g CWEymbRDZzJhZiKUkIdw46u4caGIWxfufBunbRBt/WHg4z/ncOb8Ycqo0o7zZS0tr6yurVc2qptb2zu79t5+R4lMYtLGggnZC5EijCakralmpJdKgnjISDccXU/q3XsiFRXJnR6nxOdokNCYYqSNFdinXu4JTgYocM9gSQ1DLBJa/Ti56xReEdg1p+5MBRfBLaEGSrU C+9OLBM44STRmSKm+66Taz5HUFDNSVL1MkRThERqQvsEEcaL8fHpUAY+NE8FYSPMSDafu74kccaXGPDSdHOmhmq9NzP9q/UzHl35OkzTTJMGzRXHGoBZwkhCMqCRYs7EBhCU1f4V4iCTC2uRYNSG48ycvQqdRd526e3tea16VcVTAITgCJ8AFF6AJbkALtAEGD+AJvIB X69F6tt6s91nrklXOHIA/sj6+AecQnXc=</latexit><latexit sha1_base64="mH3c1eWJLBWJ9CillXBWTDz+vzw=">AAACFHicbZDLSsNAFIYnXmu9RV26GSyCoJSkCLosunFZwV6g CWEymbRDZzJhZiKUkIdw46u4caGIWxfufBunbRBt/WHg4z/ncOb8Ycqo0o7zZS0tr6yurVc2qptb2zu79t5+R4lMYtLGggnZC5EijCakralmpJdKgnjISDccXU/q3XsiFRXJnR6nxOdokNCYYqSNFdinXu4JTgYocM9gSQ1DLBJa/Ti56xReEdg1p+5MBRfBLaEGSrU C+9OLBM44STRmSKm+66Taz5HUFDNSVL1MkRThERqQvsEEcaL8fHpUAY+NE8FYSPMSDafu74kccaXGPDSdHOmhmq9NzP9q/UzHl35OkzTTJMGzRXHGoBZwkhCMqCRYs7EBhCU1f4V4iCTC2uRYNSG48ycvQqdRd526e3tea16VcVTAITgCJ8AFF6AJbkALtAEGD+AJvIB X69F6tt6s91nrklXOHIA/sj6+AecQnXc=</latexit><latexit sha1_base64="mH3c1eWJLBWJ9CillXBWTDz+vzw=">AAACFHicbZDLSsNAFIYnXmu9RV26GSyCoJSkCLosunFZwV6g CWEymbRDZzJhZiKUkIdw46u4caGIWxfufBunbRBt/WHg4z/ncOb8Ycqo0o7zZS0tr6yurVc2qptb2zu79t5+R4lMYtLGggnZC5EijCakralmpJdKgnjISDccXU/q3XsiFRXJnR6nxOdokNCYYqSNFdinXu4JTgYocM9gSQ1DLBJa/Ti56xReEdg1p+5MBRfBLaEGSrU C+9OLBM44STRmSKm+66Taz5HUFDNSVL1MkRThERqQvsEEcaL8fHpUAY+NE8FYSPMSDafu74kccaXGPDSdHOmhmq9NzP9q/UzHl35OkzTTJMGzRXHGoBZwkhCMqCRYs7EBhCU1f4V4iCTC2uRYNSG48ycvQqdRd526e3tea16VcVTAITgCJ8AFF6AJbkALtAEGD+AJvIB X69F6tt6s91nrklXOHIA/sj6+AecQnXc=</latexit><latexit sha1_base64="mH3c1eWJLBWJ9CillXBWTDz+vzw=">AAACFHicbZDLSsNAFIYnXmu9RV26GSyCoJSkCLosunFZwV6g CWEymbRDZzJhZiKUkIdw46u4caGIWxfufBunbRBt/WHg4z/ncOb8Ycqo0o7zZS0tr6yurVc2qptb2zu79t5+R4lMYtLGggnZC5EijCakralmpJdKgnjISDccXU/q3XsiFRXJnR6nxOdokNCYYqSNFdinXu4JTgYocM9gSQ1DLBJa/Ti56xReEdg1p+5MBRfBLaEGSrU C+9OLBM44STRmSKm+66Taz5HUFDNSVL1MkRThERqQvsEEcaL8fHpUAY+NE8FYSPMSDafu74kccaXGPDSdHOmhmq9NzP9q/UzHl35OkzTTJMGzRXHGoBZwkhCMqCRYs7EBhCU1f4V4iCTC2uRYNSG48ycvQqdRd526e3tea16VcVTAITgCJ8AFF6AJbkALtAEGD+AJvIB X69F6tt6s91nrklXOHIA/sj6+AecQnXc=</latexit>
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!1
<latexit sha1_base64="Bl2rA/NWbRCFDnjFh/hl59VZ4fg=">AA AB73icbVA9SwNBEJ3zM8avqGBjsxgEq3Bno2XQxjIB8wHJEfc2c8mS3b1zd08IIX/CxkIRW/+OnY2/xc1HoYkPBh7vzTAzL0oFN9b3v7yV1b X1jc3cVn57Z3dvv3BwWDdJphnWWCIS3YyoQcEV1iy3ApupRiojgY1ocDPxG4+oDU/UnR2mGEraUzzmjFonNduJxB7tBJ1C0S/5U5BlEsxJsX xc/b4HgEqn8NnuJiyTqCwT1JhW4Kc2HFFtORM4zrczgyllA9rDlqOKSjThaHrvmJw5pUviRLtSlkzV3xMjKo0Zysh1Smr7ZtGbiP95rczGV+ GIqzSzqNhsUZwJYhMyeZ50uUZmxdARyjR3txLWp5oy6yLKuxCCxZeXSf2iFPiloOrSuIYZcnACp3AOAVxCGW6hAjVgIOAJXuDVe/CevTfvfd a64s1njuAPvI8fRu6RoA==</latexit><latexit sha1_base64="hSEGFmZmDFtrGwFXJ3n/qsHQbzs=">AA AB73icbVC7SgNBFJ31GeMrKtjYDAbBKuzaaBliY5mAeUCyhNnJ3WTIPNaZWSEs+QkbC0VsLfwLv8DOxm9x8ig08cCFwzn3cu89UcKZsb7/5a 2srq1vbOa28ts7u3v7hYPDhlGpplCniivdiogBziTULbMcWokGIiIOzWh4PfGb96ANU/LWjhIIBelLFjNKrJNaHSWgT7pBt1D0S/4UeJkEc1 IsH9e+2Xvlo9otfHZ6iqYCpKWcGNMO/MSGGdGWUQ7jfCc1kBA6JH1oOyqJABNm03vH+MwpPRwr7UpaPFV/T2REGDMSkesUxA7MojcR//PaqY 2vwozJJLUg6WxRnHJsFZ48j3tMA7V85AihmrlbMR0QTah1EeVdCMHiy8ukcVEK/FJQc2lU0Aw5dIJO0TkK0CUqoxtURXVEEUcP6Ak9e3feo/ fivc5aV7z5zBH6A+/tB5gvk1w=</latexit><latexit sha1_base64="hSEGFmZmDFtrGwFXJ3n/qsHQbzs=">AA AB73icbVC7SgNBFJ31GeMrKtjYDAbBKuzaaBliY5mAeUCyhNnJ3WTIPNaZWSEs+QkbC0VsLfwLv8DOxm9x8ig08cCFwzn3cu89UcKZsb7/5a 2srq1vbOa28ts7u3v7hYPDhlGpplCniivdiogBziTULbMcWokGIiIOzWh4PfGb96ANU/LWjhIIBelLFjNKrJNaHSWgT7pBt1D0S/4UeJkEc1 IsH9e+2Xvlo9otfHZ6iqYCpKWcGNMO/MSGGdGWUQ7jfCc1kBA6JH1oOyqJABNm03vH+MwpPRwr7UpaPFV/T2REGDMSkesUxA7MojcR//PaqY 2vwozJJLUg6WxRnHJsFZ48j3tMA7V85AihmrlbMR0QTah1EeVdCMHiy8ukcVEK/FJQc2lU0Aw5dIJO0TkK0CUqoxtURXVEEUcP6Ak9e3feo/ fivc5aV7z5zBH6A+/tB5gvk1w=</latexit><latexit sha1_base64="JxuqdejcKGAYECcYB07OCyHd4z8=">AA AB73icbVA9SwNBEJ3zM8avqKXNYhCswp2NlkEbywjmA5Ij7G3mkiV7u+funhCO/AkbC0Vs/Tt2/hs3yRWa+GDg8d4MM/OiVHBjff/bW1vf2N zaLu2Ud/f2Dw4rR8ctozLNsMmUULoTUYOCS2xabgV2Uo00iQS2o/HtzG8/oTZcyQc7STFM6FDymDNqndTpqQSHtB/0K1W/5s9BVklQkCoUaP QrX72BYlmC0jJBjekGfmrDnGrLmcBpuZcZTCkb0yF2HZU0QRPm83un5NwpAxIr7UpaMld/T+Q0MWaSRK4zoXZklr2Z+J/XzWx8HeZcpplFyR aL4kwQq8jseTLgGpkVE0co09zdStiIasqsi6jsQgiWX14lrcta4NeCe79avyniKMEpnMEFBHAFdbiDBjSBgYBneIU379F78d69j0XrmlfMnM AfeJ8/uEePuw==</latexit>
!2
<latexit sha1_base64="iy2RXKugOM99VF9jM6gd3VlVbZM=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMJuGi2DNpYJmAckS5ydzCZD5rHOzAphyU/YWChi6+/Y2fgtTh6FJh64cDjnXu69J0o4M9b3v7zc2v rG5lZ+u7Czu7d/UDw8ahqVakIbRHGl2xE2lDNJG5ZZTtuJplhEnLai0c3Ubz1SbZiSd3ac0FDggWQxI9g6qd1Vgg5wr9IrlvyyPwNaJcGClK on9e97AKj1ip/dviKpoNISjo3pBH5iwwxrywink0I3NTTBZIQHtOOoxIKaMJvdO0HnTumjWGlX0qKZ+nsiw8KYsYhcp8B2aJa9qfif10ltfB VmTCappZLMF8UpR1ah6fOozzQllo8dwUQzdysiQ6wxsS6iggshWH55lTQr5cAvB3WXxjXMkYdTOIMLCOASqnALNWgAAQ5P8AKv3oP37L157/ PWnLeYOYY/8D5+AEhykaE=</latexit><latexit sha1_base64="bELcQjb2j6+jT9ctnK155dR+1AM=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMJuGi1DbCwTMA9IljA7mSRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly +ztr6xuZXdzu3s7u0f5A+PGkYlmtA6UVzpVoQN5UzSumWW01asKRYRp81odD31m/dUG6bkrR3HNBR4IFmfEWyd1OooQQe4W+rmC37RnwGtkm BBCuWT2jd7r3xUu/nPTk+RRFBpCcfGtAM/tmGKtWWE00mukxgaYzLCA9p2VGJBTZjO7p2gc6f0UF9pV9Kimfp7IsXCmLGIXKfAdmiWvan4n9 dObP8qTJmME0slmS/qJxxZhabPox7TlFg+dgQTzdytiAyxxsS6iHIuhGD55VXSKBUDvxjUXBoVmCMLp3AGFxDAJZThBqpQBwIcHuAJnr0779 F78V7nrRlvMXMMf+C9/QCZs5Nd</latexit><latexit sha1_base64="bELcQjb2j6+jT9ctnK155dR+1AM=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMJuGi1DbCwTMA9IljA7mSRD5rHOzAphyU/YWChia+Ff+AV2Nn6Lk0ehiQcuHM65l3vviWLOjPX9Ly +ztr6xuZXdzu3s7u0f5A+PGkYlmtA6UVzpVoQN5UzSumWW01asKRYRp81odD31m/dUG6bkrR3HNBR4IFmfEWyd1OooQQe4W+rmC37RnwGtkm BBCuWT2jd7r3xUu/nPTk+RRFBpCcfGtAM/tmGKtWWE00mukxgaYzLCA9p2VGJBTZjO7p2gc6f0UF9pV9Kimfp7IsXCmLGIXKfAdmiWvan4n9 dObP8qTJmME0slmS/qJxxZhabPox7TlFg+dgQTzdytiAyxxsS6iHIuhGD55VXSKBUDvxjUXBoVmCMLp3AGFxDAJZThBqpQBwIcHuAJnr0779 F78V7nrRlvMXMMf+C9/QCZs5Nd</latexit><latexit sha1_base64="iJdZYRzOHqzrkuH63qE8VXwvnZA=">AA AB73icbVDLTgJBEOzFF+IL9ehlIzHxRHa56JHoxSMm8khgQ2aHXpgwj3Vm1oQQfsKLB43x6u94828cYA8KVtJJpao73V1xypmxQfDtFTY2t7 Z3irulvf2Dw6Py8UnLqExTbFLFle7ExCBnEpuWWY6dVCMRMcd2PL6d++0n1IYp+WAnKUaCDCVLGCXWSZ2eEjgk/Vq/XAmqwQL+OglzUoEcjX 75qzdQNBMoLeXEmG4YpDaaEm0Z5Tgr9TKDKaFjMsSuo5IINNF0ce/Mv3DKwE+UdiWtv1B/T0yJMGYiYtcpiB2ZVW8u/ud1M5tcR1Mm08yipM tFScZ9q/z58/6AaaSWTxwhVDN3q09HRBNqXUQlF0K4+vI6adWqYVAN74NK/SaPowhncA6XEMIV1OEOGtAEChye4RXevEfvxXv3PpatBS+fOY U/8D5/ALnLj7w=</latexit>
!3
<latexit sha1_base64="+/EwHXWHPAt/DLb4IAnTu6ZcTf8=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuFloGbSwTMA9Iljg7mU2GzGOdmRXCkp+wsVDE1t+xs/FbnDwKTTxw4XDOvdx7T5RwZqzvf3m5ld W19Y38ZmFre2d3r7h/0DAq1YTWieJKtyJsKGeS1i2znLYSTbGIOG1Gw5uJ33yk2jAl7+wooaHAfcliRrB1UqujBO3j7kW3WPLL/hRomQRzUq oc1b7vAaDaLX52eoqkgkpLODamHfiJDTOsLSOcjgud1NAEkyHu07ajEgtqwmx67xidOqWHYqVdSYum6u+JDAtjRiJynQLbgVn0JuJ/Xju18V WYMZmklkoyWxSnHFmFJs+jHtOUWD5yBBPN3K2IDLDGxLqICi6EYPHlZdI4Lwd+Oai5NK5hhjwcwwmcQQCXUIFbqEIdCHB4ghd49R68Z+/Ne5 +15rz5zCH8gffxA0n2kaI=</latexit><latexit sha1_base64="yf/TyBBRjXLGEyR7YfJOr4bQ2l0=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuFlqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7QebN5Ne</latexit><latexit sha1_base64="yf/TyBBRjXLGEyR7YfJOr4bQ2l0=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuFlqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7QebN5Ne</latexit><latexit sha1_base64="cHD34vM4ry77zguUi2OX7xfJMzY=">AA AB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe600DJoYxnBfEByhL3NXLJk9/bc3RNCyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSgU31ve/vcLa+s bmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUPMGG5VZgO9VIZSSwFY1uZ37rCbXhKnmw4xRDSQcJjzmj1kntrpI4oL3LXrniV/05yCoJclKBHP Ve+avbVyyTmFgmqDGdwE9tOKHaciZwWupmBlPKRnSAHUcTKtGEk/m9U3LmlD6JlXaVWDJXf09MqDRmLCPXKakdmmVvJv7ndTIbX4cTnqSZxY QtFsWZIFaR2fOkzzUyK8aOUKa5u5WwIdWUWRdRyYUQLL+8SpoX1cCvBvd+pXaTx1GEEziFcwjgCmpwB3VoAAMBz/AKb96j9+K9ex+L1oKXzx zDH3ifP7tPj70=</latexit>
!4
<latexit sha1_base64="xfyGt3Go3ISmBHUf+92XnLcvYPE=">AA AB73icbVDJSgNBEK2JW4xbVPDipTEInsKMCHoMevGYgFkgGWJPpydp0svY3SOEIT/hxYMiXv0db178FjvLQRMfFDzeq6KqXpRwZqzvf3m5ld W19Y38ZmFre2d3r7h/0DAq1YTWieJKtyJsKGeS1i2znLYSTbGIOG1Gw5uJ33yk2jAl7+wooaHAfcliRrB1UqujBO3j7kW3WPLL/hRomQRzUq oc1b7vAaDaLX52eoqkgkpLODamHfiJDTOsLSOcjgud1NAEkyHu07ajEgtqwmx67xidOqWHYqVdSYum6u+JDAtjRiJynQLbgVn0JuJ/Xju18V WYMZmklkoyWxSnHFmFJs+jHtOUWD5yBBPN3K2IDLDGxLqICi6EYPHlZdI4Lwd+Oai5NK5hhjwcwwmcQQCXUIFbqEIdCHB4ghd49R68Z+/Ne5 +15rz5zCH8gffxA0t6kaM=</latexit><latexit sha1_base64="U1tJz9imrJHMKV8w7tEddUtJDrE=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuCFqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7Qecu5Nf</latexit><latexit sha1_base64="U1tJz9imrJHMKV8w7tEddUtJDrE=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuCFqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7Qecu5Nf</latexit><latexit sha1_base64="01qGGHCQh1OjHsZP4exn2q73wQM=">AA AB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhMzvrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+s bmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUPMGG5VZgO9VIZSSwFY1uZ37rCbXhKnmw4xRDSQcJjzmj1kntrpI4oL3LXrniV/05yCoJclKBHP Ve+avbVyyTmFgmqDGdwE9tOKHaciZwWupmBlPKRnSAHUcTKtGEk/m9U3LmlD6JlXaVWDJXf09MqDRmLCPXKakdmmVvJv7ndTIbX4cTnqSZxY QtFsWZIFaR2fOkzzUyK8aOUKa5u5WwIdWUWRdRyYUQLL+8SpoX1cCvBvd+pXaTx1GEEziFcwjgCmpwB3VoAAMBz/AKb96j9+K9ex+L1oKXzx zDH3ifP7zTj74=</latexit>
!5
<latexit sha1_base64="92NX6nfTw03riNEM8LaVIqOlG68=">AA AB73icbVDJSgNBEK2JW4xbVPDipTEInsKMIHoMevGYgFkgGWJPpydp0svY3SOEIT/hxYMiXv0db178FjvLQRMfFDzeq6KqXpRwZqzvf3m5ld W19Y38ZmFre2d3r7h/0DAq1YTWieJKtyJsKGeS1i2znLYSTbGIOG1Gw5uJ33yk2jAl7+wooaHAfcliRrB1UqujBO3j7kW3WPLL/hRomQRzUq oc1b7vAaDaLX52eoqkgkpLODamHfiJDTOsLSOcjgud1NAEkyHu07ajEgtqwmx67xidOqWHYqVdSYum6u+JDAtjRiJynQLbgVn0JuJ/Xju18V WYMZmklkoyWxSnHFmFJs+jHtOUWD5yBBPN3K2IDLDGxLqICi6EYPHlZdI4Lwd+Oai5NK5hhjwcwwmcQQCXUIFbqEIdCHB4ghd49R68Z+/Ne5 +15rz5zCH8gffxA0z+kaQ=</latexit><latexit sha1_base64="r5znSO29sbG0VHJ95Y/9wsBs4HA=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuIFqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7QeeP5Ng</latexit><latexit sha1_base64="r5znSO29sbG0VHJ95Y/9wsBs4HA=">AA AB73icbVC7SgNBFL0bXzG+ooKNzWAQrMKuIFqG2FgmYB6QhDA7mU2GzGOdmRXCkp+wsVDE1sK/8AvsbPwWJ49CEw9cOJxzL/feE8acGev7X1 5mZXVtfSO7mdva3tndy+8f1I1KNKE1orjSzRAbypmkNcssp81YUyxCThvh8HriN+6pNkzJWzuKaUfgvmQRI9g6qdlWgvZx96KbL/hFfwq0TI I5KZSOqt/svfxR6eY/2z1FEkGlJRwb0wr82HZSrC0jnI5z7cTQGJMh7tOWoxILajrp9N4xOnVKD0VKu5IWTdXfEykWxoxE6DoFtgOz6E3E/7 xWYqOrTspknFgqyWxRlHBkFZo8j3pMU2L5yBFMNHO3IjLAGhPrIsq5EILFl5dJ/bwY+MWg6tIowwxZOIYTOIMALqEEN1CBGhDg8ABP8OzdeY /ei/c6a81485lD+APv7QeeP5Ng</latexit><latexit sha1_base64="GpaUXhIYwfW461WFOrliaTVaYcw=">AA AB73icbVDLSgNBEOyNrxhfUY9eBoPgKewKosegF48RzAOSJcxOepMhMzvrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+s bmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUPMGG5VZgO9VIZSSwFY1uZ37rCbXhKnmw4xRDSQcJjzmj1kntrpI4oL3LXrniV/05yCoJclKBHP Ve+avbVyyTmFgmqDGdwE9tOKHaciZwWupmBlPKRnSAHUcTKtGEk/m9U3LmlD6JlXaVWDJXf09MqDRmLCPXKakdmmVvJv7ndTIbX4cTnqSZxY QtFsWZIFaR2fOkzzUyK8aOUKa5u5WwIdWUWRdRyYUQLL+8SpoX1cCvBvd+pXaTx1GEEziFcwjgCmpwB3VoAAMBz/AKb96j9+K9ex+L1oKXzx zDH3ifP75Xj78=</latexit>
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Convex hull
Fig. 23. Top: (a) An example of a star-shaped polygonal obstacle and the corresponding ωj func-
tions, (b) Level curves of the corresponding implicit function β for p = 2, (c) Level curves of the
corresponding implicit function β for p = 20, Bottom: The AND-OR tree, constructed by the
algorithm described in Appendix A to represent this polygon. The polygon is split at the vertices
of the convex hull to generate five subchains at depth 1. Each of these subchains is then split into
two subchains at depth 2. The subchains at depth 2 (1) are combined via disjunction (conjunc-
tion), since they meet at non-convex (convex) vertices of the original polygon. In this way, we get
our implicit function β = ¬ ((ω1 ∨ ω2) ∧ (ω3 ∨ ω4) ∧ (ω5 ∨ ω6) ∧ (ω7 ∨ ω8) ∧ (ω9 ∨ ω10)).
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In this work, looking ahead toward handling in a more modular fashion the general class
of obstacle shapes encompassed by the star-tree methods from the traditional navigation
function literature [76,77], we depart from individuated homogeneous implicit function
representation of our memorized catalogue elements in favor of the R-function com-
positions [79], explored by Rimon [75] and explicated within the field of constructive
solid geometry by Shapiro [83]. We believe that this modular representation of shape
will be helpful in the effort now in progress to instantiate the posited mapping oracle
for obstacles with known geometry, whose triangular mesh can be identified in real
time using state-of-the-art techniques [53,48,68] in order to extract implicit function
representations for polygonal obstacles.
Preliminary Definitions We begin by providing a definition of an R-function [83].
Definition 9. A function γΦ : Rn → R is an R-function if there exists a (binary) logic
function Φ : B→ B, called the companion function, that satisfies the relation
Φ(S2(w1), . . . , S2(wn)) = S2(γΦ(w1, . . . , wn)) (67)
with (w1, . . . , wn) ∈ Rn and S2 the Heaviside characteristic function S2 : R → B of
the interval [0+,∞) defined as§§§
S2(χ) =
{
0, χ ≤ −0
1, χ ≥ +0 (68)
Informally, a real function γΦ is an R-function if it can change its property (sign) only
when some of its arguments change the same property (sign) [83]. For example, the
companion logic function for the R-function γ(x, y) = xy is X ⇔ Y ; we just check
that S2(xy) = (S2(x)⇔ S2(y)).
In this work, we use the following (symbolically written) R-functions [83]
¬x := −x (69)
x1 ∧ x2 := x1 + x2 − (xp1 + xp2)
1
p (70)
x1 ∨ x2 := x1 + x2 + (xp1 + xp2)
1
p (71)
with companion logic functions the logical negation ¬, conjunction ∧ and disjunction
∨ respectively and p a positive integer. Intuitively, the author in [83] uses the triangle
inequality with the Lp-norm to derive R-functions with specific properties.
Description of the Algorithm R-functions have several interesting properties but, most
importantly, provide machinery to construct implicit representations for sets built from
other, primitive sets. Namely, in order to obtain a real function inequality γ ≥ 0 defining
§§§In [83], it is assumed that zero is always signed: either +0 or −0, which allows the authors to
determine membership of zero either to the set of positive or to the set of negative numbers.
This assumption is employed to resolve pathological cases, where the membership of zero
causes R-function discontinuities and is not of particular importance in our setting.
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a set Ω constructed from primitive sets Ωj , it suffices to construct an appropriate R-
function and substitute for its arguments the real functions ωj defining the primitive sets
Ωj implicitly as ωj ≥ 0 [83, Theorem 3]. In our case, the set Ω would be a polygon Pi
we want to represent, the sets Ωj would be half-spaces induced by the polygon edges,
and the functions ωj : R2 → R their corresponding hyperplane equations, given by
ωj(x) = (x− xj)>nj (72)
Here xj is any arbitrary point on the edge hyperplane and nj its normal vector, pointing
towards the polygon’s interior.
This result allows us to use a variant of the method presented in [83] and construct
representations of polygons in the form of AND-OR trees [78], as shown in the example
of Fig. 23. Briefly, the interior of a polygon can be represented as the intersection of
two or more polygonal chains, i.e. sequences of edges that meet at the polygon’s convex
hull. In the same way, each of these chains can then be split recursively into smaller
subchains at the vertices of its convex hull to form a tree structure. The root node of the
tree is the original polygon, with each other node corresponding to a polygonal chain;
the leaves of the tree are single hyperplanes, the edges of the polygon described by
functions ωj . If the split occurs at a concave vertex of the original polygon, then the
subchains are combined using set union (i.e. disjunction); otherwise, they are combined
using set intersection (i.e. conjunction), as shown in Fig. 23. In this way, by having as
input just the vertices of the polygon in counterclockwise order, we are able to construct
an implicit representation for each node of the tree bottom-up, using the R-functions
(70) and (71), until we reach the root node of the tree. If we want βi > 0 in the exterior
of Pi, we can negate the result (i.e., we use the R-function (69)) to obtain the function
βi, which is analytic everywhere except for the polygon vertices [83]. This is the reason
our results in Section 4 still hold, with the map hI being a C∞ diffeomorphism away
from the polygon vertices.
R-functions as Approximations of the Distance Function It is important to men-
tion that, away from the corners and in a neighborhood of the polygon, normalized
R-functions constructed using (69)-(71) behave as smooth p-th order approximations
of the (non-differentiable) distance function to the polygon, as shown in Fig. 23-(b),(c).
The reader is referred to [83] for more details; in our setting, a sufficient condition for
normalization is to make sure that for each ωj given in (72), the corresponding normal
vector nj has unit norm [83]. This property is quite useful for our purposes, as it en-
dows the implicit representation of our polygons with a physical meaning, compared
to other representations (e.g., the homogeneous function representations in [76]). Nu-
merical experimentation showed that even p = 2 gives sufficiently good results in our
setting.
B Construction of Polygonal Collars
Definitions 3, 5 and 7 provide the basic guidelines for constructing admissible polygo-
nal collars that fit our formal results. However, there is not a unique way of performing
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this operation. Here, we describe the method employed in this paper for a single poly-
gon P , contained in either DImap or BImap, whose triangulation tree TP := (VP , EP )
has already been constructed, according to Section 4.1, and the corresponding centers
of transformation x∗j have already been identified, according to Definitions 2, 4 and 6
for all triangles j ∈ VP . We assume that the value of the corresponding clearance εP ,
according to Assumption 3, is also known.
Algorithm 3 Construction of the polygonal collars Qj for all triangles j ∈ VP of a
polygon P , whose triangulation tree TP := (VP , EP ) and associated clearance εP are
known.
function COLLARCONSTRUCTION(P, εP )
VP ← sort(VP ) . Sort in descending depth
do
j ← pop(VP ) . Pop next triangle
Qj ← x∗jx2jx3jx1jx∗j
Aj ← dilate(Qj , εP ) . DilateQj by εP
if j is root and P ∈ DImap then
Qj ← Aj ∩ FImap,j
else if j is root and P ∈ BImap then
Rj ← (Aj ∩ FImap,j) ∩ (H1j ∪H2j)
Qj ←Rj ∪ x∗jx2jx1jx∗j
else
Rj ← (Aj ∩ FImap,j) ∩ (H1j ∪H2j)
Lj ← List of triangles that will succeed j
do
i← pop(Lj) . Pop next triangle
if i is p(j) then
continue
else
Rj ←Rj − i . Polygon difference
end if
while Lj 6= ∅
{Z}k ← poly decomp(Rj) . [51]
Qj ← Zk such thatQj ⊂ Zk
end if
while VP 6= ∅
end function
Based on the above, the first step is to stack all triangles in VP in order of descending
depth, as prescribed by the sequence of purging transformations. Then, for each triangle
j ∈ VP in the stack, we first dilate the polygonQj by εP and take the intersection with
FImap,j . If the triangle j is the root triangle of P and P ∈ DImap, this is enough to give
an admissible polygonal collar. In any other case, we have to take the intersection of the
generated dilated polygon with the half spaces H1j and H2j , defined as
H1j := {z ∈ R2 | (z− x∗j )>(x∗j − x1j) ≥ 0} (73)
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H2j := {z ∈ R2 | (z− x∗j )>(x2j − x∗j ) ≥ 0} (74)
i.e., the half spaces defined by hyperplanes passing through the center x∗j and vertex
x1j , and the center x∗j and vertex x2j respectively. The resulting polygon is guaranteed
to be convex, but might intersect with triangles in VP that will succeed j in the purging
transformation. To solve that problem, we can take the difference of this polygon with
all triangles that will succeed j in the purging transformation (except for its parent p(j)),
decompose the final resulting polygon into its convex pieces using a variant of Keil’s
algorithm [51] (implemented in the C++ library CGAL [88] and in the Python package
poly decomp [70]), and use as Qj the convex piece that includes Qj , as prescribed
by Definitions 3, 5 and 7. The whole procedure is shown in Algorithm 3.
C Inductive Computation of the Diffeomorphism at Execution Time
From the description of the diffeomorphism hI in Section 4, we see that hI is con-
structed in multiple steps by composition. Therefore, we can compute the value of
hI(x) at x ∈ FImap inductively, by setting hI0 (x) = x and computing hIk (x) =
hIk,k−1 ◦ hIk−1(x), with k spanning all triangles in VP for all known obstacles P in
bothDImap and BImap, and hIk,k−1 given either in (18) or (28). We can then see that, due
to Lemma 4, hIk,k−1 can be generally written in the following form
hIk,k−1(x) =σk,k−1(x)
[
x∗k,k−1 + νk,k−1(x)(x− x∗k,k−1)
]
+ (1− σk,k−1(x))x (75)
with the switch σk,k−1 (see (15), (23)), deforming factor νk,k−1 (see (16), (24), (25))
and center of the transformation x∗k,k−1 (see Definitions 2, 4, 7) depending on the par-
ticular triangle being purged.
We can, therefore, set DxhI0 := I, compute
Dxh
I
k,k−1 = (νk,k−1(x)− 1) (x− x∗k,k−1)∇σk,k−1(x)>
+ σk,k−1(x)(x− x∗k,k−1)∇νk,k−1(x)>
+ [1 + σk,k−1(x) (νk,k−1(x)− 1)] I (76)
and use the chain rule to write
Dxh
I
k =
(
Dxh
I
k,k−1 ◦ hIk−1(x)
) ·DxhIk−1 (77)
Finally, since (50) requires partial derivatives of DxhI , we can follow a similar
procedure and the chain rule to compute the partial derivatives ∂[Dxh
I
k ]ml
∂[x]n
, as functions
of ∂[Dxh
I
k−1]ml
∂[x]n
and
∂[Dxh
I
k,k−1]ml
∂[x]n
∣∣∣
hIk−1(x)
, after initially setting all partial derivatives
to zero: ∂[Dxh
I
0 ]ml
∂[x]n
= 0, with the indices m, l, n ∈ {1, 2}. Namely:
∂[Dxh
I
k ]ml
∂[x]n
=
2∑
r=1
([
Dxh
I
k,k−1 ◦ hIk−1(x)
]
mr
·
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· ∂[Dxh
I
k−1]rl
∂[x]n
+ [Dxh
I
k−1]rl
2∑
s=1
[Dxh
I
k−1]sn·
·
∂
[
Dxh
I
k,k−1
]
mr
∂[x]s
∣∣∣
hIk−1(x)
 (78)
where, from (76), we can compute
∂
[
Dxh
I
k,k−1
]
mr
∂[x]s
= (νk,k−1 − 1)∂σk,k−1
∂[x]r
δms
+ ([x]m − [x∗k,k−1]m)
∂σk,k−1
∂[x]r
∂νk,k−1
∂[x]s
+ (νk,k−1 − 1)([x]m − [x∗k,k−1]m)
∂2σk,k−1
∂[x]r∂[x]s
+ ([x]m − [x∗k,k−1]m)
∂σk,k−1
∂[x]s
∂νk,k−1
∂[x]r
+ σk,k−1
∂νk,k−1
∂[x]r
δms
+ σk,k−1([x]m − [x∗k,k−1]m)
∂2νk,k−1
∂[x]r∂[x]s
+ σk,k−1
∂νk,k−1
∂[x]s
δmr + (νk,k−1 − 1)∂σk,k−1
∂[x]s
δmr (79)
by using elements of the Hessians∇2σk,k−1,∇2νk,k−1.
D Proofs
Proofs of Results in Section 4
Proof (Lemma 1). With the procedure outlined in Appendix A, the only points where
γji and δji are not smooth are vertices of Qji and Qji respectively. Therefore, with the
definition of σδji as in (14) and the use of the smooth, non-analytic function ζ from
(11), we see that σδji is smooth everywhere, since x
∗
ji
does not belong in FImap,ji and
δji is exactly 0 on the vertices of Qji . Therefore, σji can only be non-smooth on the
vertices of Qji except for x∗ji (i.e., on the vertices of the triangle ji), and on points
where its denominator becomes zero. Since both σγji and σδji vary between 0 and 1,
this can only happen when σγji (x) = 1 and σδji (x) = 0, i.e., only on x1ji and x2ji .
The fact that σji is smooth everywhere else derives immediately from the fact that σδji
is a smooth function, and σγji is smooth everywhere except for the triangle vertices.
Proof (Lemma 2). From Lemma 1, we already know that the switch σji is smooth away
from the vertices of ji. On the other hand, the singular points of the deforming factor
Vasilopoulos V., et al 65
νji are the solutions of the equation (x − x∗ji)>nji = 0 and, therefore, lie on the
hyperplane passing through x∗ji with normal vector nji . However, since we use an ad-
missible polygonal collar as described in Definition 3, the only such points that belong
in FImap,ji are the vertices x1ji and x2ji . Hence, the map hIji is smooth everywhere in
FImap,ji , except for the vertices of the triangle ji, as a composition of smooth functions
with the same properties.
Proof (Proposition 1). First of all, the map hIji is smooth everywhere except for the
vertices of the triangle ji, as shown in Lemma 2. Therefore, in order to prove that hIji
is a C∞ diffeomorphism away from the triangle vertices x1ji ,x2ji ,x3ji , we follow the
procedure outlined in [59], also followed in [76], to show that
1. hIji has a non-singular differential on FImap,ji except for x1ji ,x2ji ,x3ji .
2. hIji preserves boundaries, i.e., h
I
ji
(∂kFImap,ji) ⊂ ∂kFImap,p(ji), with k spanning
both the indices of familiar obstacles J ID , J IB as well as the indices of unknown
obstacles JC , and ∂kF the k-th connected component of the boundary of F with
∂0F the outer boundary of F .
3. the boundary components of FImap,ji and FImap,p(ji) are pairwise homeomorphic,
i.e., ∂kFImap,ji ∼= ∂kFImap,p(ji), with k spanning both the indices of familiar obsta-
cles J ID , J IB as well as the indices of unknown obstacles JC .
We begin with Property 1 and examine the space away from the triangle vertices x1ji ,x2ji ,x3ji .
The case where σδji is 0 (outside of the polygonal collar Qji ) is not interesting, since
hIji defaults to the identity map and Dxh
I
ji
= I. When σδji is not 0, we can compute
the jacobian of the map as
Dxh
I
ji = (νji(x)− 1) (x− x∗ji)∇σji(x)>
+ σji(x)(x− x∗ji)∇νji(x)>
+ [1 + σji(x) (νji(x)− 1)] I (80)
For the deforming factor νji we compute from (16)
∇νji(x) = −
(
x1ji − x∗ji
)>
nji[(
x− x∗ji
)>
nji
]2nji (81)
Note that we interestingly get(
x− x∗ji
)>∇νji(x) = −νji(x) (82)
From (80) it can be seen thatDxhIji = A+uv
> withA = [1 + σji(x) (νji(x)− 1)] I,
u = x− x∗ji and v = (νji(x)− 1)∇σji(x) + σji(x)∇νji(x).
Due to the fact that 0 ≤ σji(x) ≤ 1 and 0 < νji(x) < 1 in the interior of an
admissible polygonal collar Qji (see Definition 3), we get 1 + σji(x) (νji(x)− 1) >
0. Hence, A is invertible, and by using the matrix determinant lemma and (82), the
determinant of DxhIji can be computed as
det(DxhIji) = detA+ (detA)v
>A−1u
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= [1 + σji(x) (νji(x)− 1)] ·
· [(1− σji(x)) + (νji(x)− 1) (x− x∗ji)>∇σji(x)] (83)
Similarly the trace of DxhIji can be computed as
tr(DxhIji) = [1 + σji(x) (νji(x)− 1)] + (1− σji(x))
+ (νji(x)− 1) (x− x∗ji)>∇σji(x) (84)
Also, by construction of the switch σji , we see that∇σji(x) = 0 when σji(x) = 0.
Hence, using the above expressions, we can show that det(DxhIji), tr(Dxh
I
ji
) > 0 (and
therefore establish thatDxhIji is not singular in the interior ofQji , sinceFImap,ji ⊆ R2)
by showing that (x− x∗ji)>∇σji(x) < 0 when σji(x) > 0, where
∇σji(x) =
σδji (x)[
σγji (x)σδji (x) +
(
1− σγji (x)
)]2∇σγji (x)
+
σγji (x)
(
1− σγji (x)
)[
σγji (x)σδji (x) +
(
1− σγji (x)
)]2∇σδji (x) (85)
with
∇σγji (x) =
−
µγjiσγji (x)
(ji − γji(x))2
∇γji(x), γji(x) < ji
0, γji(x) ≥ ji
(86)
∇σδji (x) =

µδjiσδji (x)
αji(x)
2
∇αji(x), δji(x) > 0
0, δji(x) ≤ 0
(87)
and αji(x) := δji(x)/||x− x∗ji ||. Therefore, it suffices to show that when σji(x) > 0:
(x− x∗ji)>∇γji(x) > 0 (88)
(x− x∗ji)>∇αji(x) < 0 (89)
Following the procedure outlined in Appendix A for generating implicit functions
for polygons, it can be seen that the implicit function γji , describing the exterior of the
quadrilateral Qji , can be written as
γji(x) = ¬ ((γ1ji(x) ∧ γ2ji(x)) ∧ (γ3ji(x) ∧ γ4ji(x))) (90)
with the negation (¬) and conjunction (∧) operators defined as in (69) and (70) re-
spectively, and γ1ji , γ2ji , γ3ji , γ4ji the hyperplane equations describing Qji defined as
follows
γ1ji(x) := (x− x∗ji)>n1ji ,n1ji := Rpi2
x∗ji−x1ji
||x∗ji−x1ji ||
(91)
γ2ji(x) := (x− x∗ji)>n2ji ,n2ji := Rpi2
x2ji−x∗ji
||x2ji−x∗ji ||
(92)
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γ3ji(x) := (x− x3ji)>n3ji ,n3ji := Rpi2
x3ji−x2ji
||x3ji−x2ji || (93)
γ4ji(x) := (x− x3ji)>n4ji ,n4ji := Rpi2
x1ji−x3ji
||x1ji−x3ji || (94)
We therefore get
∇γji = −
(
1− γ1ji∧γ2ji√
(γ1ji∧γ2ji )2+(γ3ji∧γ4ji )2
)
∇(γ1ji ∧ γ2ji)
−
(
1− γ3ji∧γ4ji√
(γ1ji∧γ2ji )2+(γ3ji∧γ4ji )2
)
∇(γ3ji ∧ γ4ji) (95)
with
∇(γ1ji ∧ γ2ji) =
(
1− γ1ji√
γ21ji
+γ22ji
)
∇γ1ji
+
(
1− γ2ji√
γ21ji
+γ22ji
)
∇γ2ji
=
(
1− γ1ji√
γ21ji
+γ22ji
)
n1ji
+
(
1− γ2ji√
γ21ji
+γ22ji
)
n2ji (96)
∇(γ3ji ∧ γ4ji) =
(
1− γ3ji√
γ23ji
+γ24ji
)
∇γ3ji
+
(
1− γ4ji√
γ23ji
+γ24ji
)
∇γ4ji
=
(
1− γ3ji√
γ23ji
+γ24ji
)
n3ji
+
(
1− γ4ji√
γ23ji
+γ24ji
)
n4ji (97)
It is then not hard to show that (x− x∗ji)>∇(γ1ji ∧ γ2ji) = γ1ji ∧ γ2ji . The term cor-
responding to (γ3ji ∧ γ4ji) is more complicated, but we can follow a similar procedure
to get
(x− x∗ji)>∇(γ3ji ∧ γ4ji) = γ3ji ∧ γ4ji
−
(
1− γ3ji√
γ23ji
+γ24ji
)
(x∗ji − x3ji)>n3ji
−
(
1− γ4ji√
γ23ji
+γ24ji
)
(x∗ji − x3ji)>n4ji
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< γ3ji ∧ γ4ji (98)
since (x∗ji − x3ji)>n3ji > 0 and (x∗ji − x3ji)>n4ji > 0, because Qji is convex.
Therefore, using the facts that (x − x∗ji)>∇(γ1ji ∧ γ2ji) = γ1ji ∧ γ2ji and (x −
x∗ji)
>∇(γ3ji ∧ γ4ji) < γ3ji ∧ γ4ji , we can get the desired result using (95) as follows
(x− x∗ji)>∇γji(x) >− ((γ1ji ∧ γ2ji) ∧ (γ3ji ∧ γ4ji))
=¬((γ1ji ∧ γ2ji) ∧ (γ3ji ∧ γ4ji))
=γji(x) > 0 (99)
The proof of (89) follows similar patterns. Here, we focus on δji . The external
polygonal collar Qji can be assumed to have n sides, which means that we can write
δji = ((δ1ji ∧ δ2ji) ∧ . . . ∧ δnji). Following the procedure outlined above for the proof
of (88), we can expand each term in the conjunction individually and then combine them
to get
(x− x∗ji)>∇δji(x) < δji(x) (100)
We also have
∇αji(x) = ∇
(
δji(x)
||x− x∗ji ||
)
=
||x− x∗ji ||∇δji(x)− δji(x)
x−x∗ji
||x−x∗ji ||
||x− x∗ji ||2
(101)
which gives the desired result using (100)
(x− x∗ji)∇αji(x) =
(x− x∗ji)∇δji(x)− δji(x)
||x− x∗ji ||
< 0 (102)
This concludes the proof that hIji satisfies Property 1.
Next, we focus on Property 2. Pick a point x ∈ ∂kFImap,ji . This point could lie:
1. on the outer boundary of FImap,ji and away from Pi
2. on the boundary of one of the |JC | unknown but visible convex obstacles
3. on the boundary of one of the (|J ID |+ |J IB | − 1) familiar obstacles that are not Pi
4. on the boundary of Pi but not on the boundary of the triangle ji
5. on the boundary of the triangle ji
In the first four cases, we have hIji(x) = x, whereas in the last case, we have
hIji(x) = x
∗
ji +
(
x1ji − x∗ji
)>
nji(
x− x∗ji
)>
nji
(x− x∗ji) (103)
It can be verified that
(
hIji(x)− x1ji
)>
nji = 0, which means that x is sent to the
shared hyperplane between ji and p(ji) as desired. This shows that we always have
hIji(x) ∈ ∂kFImap,p(ji) and the map satisfies Property 2.
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Finally, Property 3 derives from above and the fact that each boundary segment
∂kFImap,ji is an one-dimensional manifold, the boundary of either a convex set or
a polygon, both of which are homeomorphic to S1 and, therefore, the corresponding
boundary ∂kFImap,p(ji).
Proof (Lemma 3). The proof follows similar patterns with the proof of Lemma 1. With
the procedure outlined in Appendix A, the only points where γri and δri are not smooth
are vertices of Qri and Qri respectively. Therefore, with the definition of σδri as in
(22) and the use of the smooth, non-analytic function ζ from (11), we see that σδri
is smooth everywhere, since x∗i does not belong in FˆImap and δri is exactly 0 on the
vertices of Qri . Therefore, σri can only be non-smooth on the vertices of Qri (i.e., on
the vertices of the triangle ri), and on points where its denominator becomes zero. Since
both σγri and σδri vary between 0 and 1, this can only happen when σγri (x) = 1 and
σδri (x) = 0, which is not allowed by Definition 5, requiring Qri ⊂ Qri . The fact that
σri is smooth everywhere else derives immediately from the fact that σδri is a smooth
function, and σγri is smooth everywhere except for the triangle vertices.
Proof (Proposition 2). The proof follows similar patterns with the proof of Proposition
1. As shown in Lemma 5, the map hˆI is smooth in FˆImap away from any sharp corners.
Therefore, we need to focus again on the Massey conditions [59] and show that
1. hˆI has a non-singular differential on FˆImap away from any sharp corners.
2. hˆI preserves boundaries, i.e., hˆI(∂kFˆImap) ⊂ ∂kFImodel, with k spanning both the
indices of familiar obstacles J ID , J IB as well as the indices of unknown obstacles
JC .
3. the boundary components of FˆImap and FImodel are pairwise homeomorphic, i.e.,
∂kFˆImap ∼= ∂kFImodel, with k spanning both the indices of familiar obstacles J ID ,
J IB as well as the indices of unknown obstacles JC .
We begin with Property 1 and examine the space away from any sharp corners in
FˆImap. By construction of the polygonal collarsQri and the definition of hˆI in (28), we
see that hˆI is either the identity map (which implies that DxhˆI = I), or depends only
on a single switch σrk . In that case, we can isolate the k-th term of the map jacobian to
write
Dxhˆ
I = DxhˆI |k = (νrk(x)− 1) (x− x∗k)∇σrk(x)>
+ σrk(x)(x− x∗k)∇νrk(x)>
+ [1 + σrk(x) (νrk(x)− 1)] I (104)
It is then straightforward to follow exactly the same procedure outlined in the proof of
Proposition 1 and show that det(DxhˆI |k), tr(DxhˆI |k) > 0 for all x ∈ FˆImap away
from sharp corners.
Next, we focus on Property 2. Pick a point x ∈ ∂kFˆImap. This point could lie
1. on the outer boundary of FˆImap, but not on a root triangle corresponding to an
obstacle Pi ∈ BImap
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2. on the boundary of one of the JC unknown but visible convex obstacles
3. on the outer boundary of FˆImap and on a root triangle corresponding to an obstacle
Pi ∈ BImap, or
4. on the boundary of one of the |J ID | root triangles corresponding to obstacles in
DImap
In the first two cases, we have hˆI(x) = x, in the third case we have hˆI(x) ∈ ∂0FImodel =
∂Fe by construction of (23) and (25), while in the last case
hˆI(x) = x∗k +
ρk
||x− x∗k||
(x− x∗k) (105)
for some k ∈ J ID , sending x to the boundary of the k-th disk in FImodel. This shows
that we always have hˆI(x) ∈ ∂kFImodel and the map satisfies Property 2.
Finally, Property 3 derives from above and the fact that each boundary segment
∂kFˆImap is an one-dimensional manifold, the boundary of either a convex set or a trian-
gle, both of which are homeomorphic to S1 and, therefore, the corresponding boundary
∂kFImodel.
Proofs of Results in Section 5
Proof (Lemma 6). The proof of this lemma derives immediately from [3, Propositions
5,11] and Assumption 5, from which we can infer that the set of stationary points of the
vector field DxhI · uI(x), defined on FImodel, is {hI(xd)}
⋃{si}i∈J ID ⋃{Gk}k∈JC ,
with hI(xd) being a locally stable equilibrium of DxhI · uI(x) and each other point
being a nondegenerate saddle, since [3, Assumption 2] is satisfied for the obstacles in
FImodel from Assumption 1. To complete the proof, we just have to note that the index of
an isolated zero of a vector field does not change under diffeomorphisms of the domain
[41].
Proof (Proposition 4). Consider the smooth Lyapunov function candidate V I(x) =
||hI(x)− hI(xd)||2. Using (40) and writing y = hI(x) and yd = hI(xd), we get
dV I
dt
=2(y − yd)>(DxhI)x˙
=− 2k(y − yd)>
(
y −ΠLF(y)(yd)
)
=− 2k (y −ΠLF(y)(yd) + ΠLF(y)(yd)− yd)>(
y −ΠLF(y)(yd)
)
=− 2k||y −ΠLF(y)(yd)||2
+ 2k
(
yd −ΠLF(y)(yd)
)> (
y −ΠLF(y)(yd)
)
≤− 2k||y −ΠLF(y)(yd)||2 ≤ 0 (106)
since y ∈ LF(y), which implies that(
yd −ΠLF(y)(yd)
)> (
y −ΠLF(y)(yd)
) ≤ 0 (107)
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since either yd = ΠLF(y)(yd), or yd and y are separated by a hyperplane passing
through ΠLF(y)(yd). Therefore, similarly to [3], using LaSalle’s invariance principle
we see that every trajectory starting in FImap approaches the largest invariant set in
{x ∈ FImap | V˙ I(x) = 0}, i.e. the equilibrium points of (40). The desired result follows
from Lemma 6, since xd is the only locally stable equilibrium of our control law and
the rest of the stationary points are nondegenerate saddles, whose regions of attraction
have empty interior in FImap.
Proof (Proposition 5). Note that the jacobian of h
I
will be given by
Dxh
I
=
DxhI 02×1
Dxξ
I ∂ξ
I
∂ψ
 (108)
Since we already have from Corollary 3 that DxhI is non-singular, it suffices to show
that ∂ξ
I
∂ψ 6= 0 for all x ∈ FImap × S1. From (44) we can derive
∂ξI
∂ψ
=
det(DxhI)
||e(x)||2 (109)
Therefore, we immediately get that ∂ξ
I
∂ψ 6= 0 for all x ∈ FImap×S1 since det(DxhI) 6=
0 and ||e(x)|| 6= 0 for all x ∈ FImap, because DxhI is non-singular on FImap. This
implies that Dxh
I
is non-singular on FImap × S1.
Next, we note that ∂
(FImap × S1) = ∂FImap × S1, since S1 is a manifold without
boundary. Similarly, ∂
(FImodel × S1) = ∂FImodel×S1. Hence, we can easily complete
the proof following a similar procedure with the end of the proofs of Propositions 1
and 2 to show that h
I
preserves boundaries, and the boundaries of FImap × S1 and
FImodel × S1 are pairwise homeomorphic.
Proof (Theorem 2). We have already established that ||e(x)|| and ∂ξI∂ψ are nonzero for
all x ∈ FImap × S1 in the proof of Proposition 5, which implies that v and ω can
have no singular points. Also notice that ||e(x)||, ∂ξI∂ψ and DxξI
[
cosψ sinψ
]>
are
all smooth away from corners in FImap × S1. Hence, the uniqueness and existence of
the flow generated by control law (55) can be established similarly to [3] through the
flow properties of the controller in [7] (that we use here in (56)) and the facts that metric
projections onto moving convex cells are piecewise continuously differentiable [55,82],
and the composition of piecewise continuously differentiable functions is piecewise
continuously differentiable and, therefore, locally Lipschitz [21].
Next, as shown in (46), the vector fieldB(ψ)uI onFImap×S1 is the pullback of the
complete vector field B(ϕ)vI , guaranteed to retain FImodel × S1 positively invariant
under its flow as shown in [3], under the smooth change of coordinates h
I
away from
sharp corners in FImap × S1. This shows that the freespace FImap × S1 is positively
invariant under law (55).
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Finally, consider the smooth Lyapunov function candidate V I(x) = ||hI(x) −
hI(xd)||2. Then, by writing y = hI(x) and yd = hI(xd), we get
dV I
dt
=2(y − yd)>(DxhI)x˙
=2vI (y − yd)>(DxhI)
[
cosψ
sinψ
]
=2vˆI(y − yd)>
[
cos ξI(x)
sin ξI(x)
]
=− 2kv(y − xd)>
[
cos ξI(x)
sin ξI(x)
] [
cos ξI(x)
sin ξI(x)
]>
(
y −ΠLF(y)∩H‖(yd)
)
=− 2kv(y − yd)>
(
y −ΠLF(y)∩H‖(yd)
)
since
[
cos ξI(x)
sin ξI(x)
] [
cos ξI(x)
sin ξI(x)
]>
is just the projection operator on the line defined by
the vector
[
cos ξI(x) sin ξI(x)
]>
, with which
(
y −ΠLF(y)∩H‖(yd)
)
is already par-
allel. Following this result, we get
dV I
dt
≤ −2kv
∣∣∣∣∣∣hI(y)−ΠLF(y)∩H‖(yd)∣∣∣∣∣∣2 ≤ 0 (110)
since, similarly to the proof of Proposition 4, we have(
yd −ΠLF(y)∩H‖(yd)
)> (
y −ΠLF(y)∩H‖(yd)
)
≤ 0 (111)
Therefore, using LaSalle’s invariance principle, we see that every trajectory starting in
FImap × S1 approaches the largest invariant set in {(x, ψ) ∈ FImap × S1 | V˙ I(x) =
0} = {(x, ψ) ∈ FImap × S1 |hI(x) = ΠLF(hI(x))∩H‖(hI(xd))}. At the same time,
we know from (56) that hI(x) = ΠLF(hI(x))∩H‖(h
I(xd)) implies vI = 0. From
(55), for vI = 0, we get that ωI will be zero at points where ωˆI is zero, i.e. at points
(x, ψ) ∈ FImap × S1 where[− sin ξI(x)
cos ξI(x)
]> (
hI(x)− yd,G(hI(x), ξI(ψ)
)
= 0 (112)
with the angular local goal yd,G defined as in (58). Therefore the largest invariant set in
{(x, ψ) |hI(x) = ΠLF(hI(x))∩H‖(hI(xd))} is the set of points x = (x, ψ) where the
following two conditions are satisfied
hI(x) = ΠLF(hI(x))∩H‖(h
I(xd)) (113)[− sin ξI(x)
cos ξI(x)
]> (
hI(x)− yd,G(hI(x), ξI(ψ))
)
= 0 (114)
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Using a similar argument to [3, Proposition 12], we can, therefore, verify that the set of
stationary points of law (55) is given by
{xd} × (−pi, pi]⋃{
(q, ψ)
∣∣∣q ∈ {(hI)−1(si)}i∈J ID ⋃
k∈JC
Gk,
[− sin ξI(q, ψ)
cos ξI(q, ψ)
]>
(q− xd) = 0
}
(115)
using (42). We can then invoke a similar argument to Proposition 4 to show that xd
locally attracts with any orientation ψ, while any configuration associated with any
other equilibrium point is a nondegenerate saddle whose stable manifold is a set of
measure zero, and the result follows.
Proof (Lemma 7). We can show this by contradiction. Assume that the robot is in mode
I and two guards GI,I∪I1 and GI,I∪I2 , indexed by two different subsets I1 6= I2,
each playing the role of Iu in (31), nevertheless overlap, GI,I∪I1 ∩ GI,I∪I2 6= ∅.
That means that there exists at least one state x ∈ FI , such that x ∈ GI,I∪I1 and
x ∈ GI,I∪I2 , for two nonempty sets I1, I2 with I∩I1 = ∅, I∩I2 = ∅. Since I1 6= I2
by assumption, this implies that there exists at least one index i that is contained in one
of these index sets, but is not contained in the other. Without loss of generality, assume
that i ∈ I1 and i /∈ I2. We immediately arrive at a contradiction, since the requirement
x ∈ GI,I∪I2 requires B(x, R) ∩ P˜NP\(I∪I2) = ∅, but we know that the requirement
x ∈ GI,I∪I1 implies B(x, R) ∩ P˜i 6= ∅ with P˜i ∈ P˜NP\(I∪I2).
Proof (Lemma 8). If the system is in the terminal mode I = NP , according to Def-
inition 8, then finite time escape through the boundary of the hybrid domain is not
possible, since the vector field uI leaves its domain positively invariant under its flow,
as described in Theorem 1. For I 6= NP , the only way in which the flow can escape
is through the boundary of an obstacle P˜ /∈ {P˜i}i∈I , since uI guarantees safety only
against familiar obstacles in I and any unknown obstacles encountered along the way.
We are going to show that this cannot happen by contradiction. Assume that at time
t0 the robot is at x0 ∈ FI , and at time t1 > t0 it crosses the boundary of an obsta-
cle P˜ /∈ {P˜i}i∈I . This means that the robot travels distance d > 0 between t0 and t1
in mode I, without triggering a transition to another hybrid mode I ′ that includes P˜
(and therefore guarantees safety against it by Theorem 1), which is impossible since the
sensor footprint has a positive radius R and B(xt, R) would have hit P˜i at some time
t < t1 before colliding with it.
Moreover, the restriction of the reset map in each separate mode is just the identity
transform, which, by the argument made above, implies that the discrete transition itself
is never blocking, assuming that the initial condition lies in the freespace F . This is
because F ⊆ FI for all modes I ∈ 2NP .
Finally, hybrid ambiguity is avoided by the construction of the guard in (31); if the
robot at a position x− in the interior of the domain is in mode I at time t− before a
discrete transition and in mode I ′ at time t+ after the transition, we are guaranteed that
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the sensor footprint B(x+, R) after the transition does not intersect any obstacle P˜i with
i /∈ I ′. This implies that x+ lies in the interior of the domain and away from the guard,
and the application of the reset map provides the unique extension to the execution.
Proof (Theorem 3). As stated in Section 5.1, the hybrid system described in the tuple
H has 2|NP | modes. Unique piecewise continuous differentiability of the flow derives
immediately by the unique continuous differentiability of the control law UI , defined
in (40) for each separate mode I, as summarized in Theorem 1. Moreover, positive
invariance derives from the first part of the proof of Lemma 8, which guarantees that
the hybrid flow cannot escape from the hybrid domain through a point on the boundary
of the domain in the complement of the guard, or the guard itself.
For stability, we note that each mode (indexed by I ∈ 2NP ) is associated with a
candidate Lyapunov function V I(x) = ||hI(x)− hI(xd)||2, as shown in the proof of
Proposition 4. Moreover, also by the results of Proposition 4, xd is the unique asymp-
totically stable equilibrium of each control vector field UI , thus, almost every exe-
cution that remains in mode I for all future time has a trajectory that asymptotically
approaches the goal. Then, the key for the proof is the observation that once the robot
exits a mode defined by I, it can never re-enter it. This is because the robot stores in-
formation in its semantic map and this knowledge can only be incremental; in the worst
case, the robot will explore all familiar obstacles in the environment, and stay in mode
I = NP for all following time.
Based on this observation, we notice that the collection of functions {V I | I ∈
2NP} are Lyapunov-like, in the sense of [19, Definition 2.2], for all time their corre-
sponding mode is active, since they never reset. We complete the proof by invoking [19,
Theorem 2.3], which states that if a collection of Lyapunov-like functions for a hybrid
system are associated with corresponding vector fields that share the same equilibrium,
then the hybrid system itself is Lyapunov stable around this equilibrium.
