not only remembering the mere occurrence of an event but also the fidelity by which this event is remembered (Brady, Konkle, & Alvarez, 2011) . Because fidelity is a type of mnemonic information, it seems reasonable to predict that it, too, would be affected by time-correlated mechanisms. If so, fidelity should be worse for LTM, in which memories are tested over longer time spans, than for WM (e.g., Hollingworth, 2004; Schurgin & Flombaum, 2015) . Differences in fidelity should likewise be observed when examined at different durations, even within WM and within LTM.
A novel approach to assessing fidelity is the continuousreport paradigm (e.g., Wilken & Ma, 2004; Zhang & Luck, 2008) , wherein participants are asked to reproduce a particular feature (e.g., color) of previously encoded stimuli on a continuous response scale. A mixture model is then used to fit the response errors-the difference between study and report color-and to produce two estimates of color memory: (a) the probability of guessing the color-referred to as a PG estimate-and (b) the fidelity for remembered colors-referred to as an SD estimate (Zhang & Luck, 2008; cf. Bays, Catalao, & Husain, 2009) . The SD estimate is inversely related to memory fidelity; specifically, the higher the SD estimate, the lower the memory fidelity.
Several WM studies have reported a dissociation between the SD and PG estimates when the number of to-be-remembered items (set size) in the study array increased (e.g., Zhang & Luck, 2008 ; but see Bays & Husain, 2008) . Whereas guessing rates increased gradually as a function of set size, fidelity worsened over the first three items to a plateau-a lower limit on fidelity (i.e., the fidelity of three items equaled that of six; but see Van den Berg & Ma, 2014) . Theoretical models have attributed the fidelity plateau to intrinsic properties of WM (e.g., number of slots, Zhang & Luck, 2008 ; quantity of resources, Bays & Husain, 2008) .
Critically, if the lower limit on fidelity is explained in terms of WM architecture, then it should not be identical to the lower limit in LTM, in which a different architecture, operating over greater time scales, mediates performance. This was recently falsified by Brady, Konkle, Gill, Oliva, and Alvarez (2013) , who compared color fidelity of real-life objects in WM with that in LTM. As expected, the color-guessing rates (PGs) were higher in LTM than in WM. Yet, strikingly, for remembered colors, the identical fidelity plateau was found in the two memory systems-specifically, the SD estimate was at approximately 20°. Moreover, this identical fidelity limit was also observed within each system (Control Experiments 1-4; Brady et al., 2013) . On the basis of the equal WM-LTM fidelity limit, Brady and colleagues concluded that the lower limit on fidelity is a general property of memory.
Importantly, Brady et al.'s (2013) novel and unintuitive claim was based on confirming the null hypothesis using null-hypothesis significance testing, with an underpowered sample size (Ns = 5 and 9 in their Experiments 1a and 1b, respectively). The current study was devised to assess whether, indeed, a single constraint underlies fidelity across and within memory systems. We compared SD estimates across WM and LTM (Experiments 1 and 2) and examined whether fidelity worsened as a function of time-correlated mechanisms separately within each system (Experiments 2 and 3).
Following Simonsohn (2015) , we predetermined a sample size in all of our experiments (Ns = 24) that was substantially larger than Brady et al.'s (2013) . We included Bayesian hypothesis testing (Bayes factor, or BF) to quantify the evidence in favor of the null hypothesis or of our hypotheses. Finally, to estimate SD and PG parameters, we used both maximum-likelihood estimation (as did Brady et al.) and Bayesian hierarchical modeling. Experiment 3 was preregistered on the Open Science Framework (osf.io/ksr4d).
Experiment 1
Here, we compared the fidelity of WM and LTM using a design similar to that used by Brady et al. (2013, Experiment 1a) , with the following two main exceptions. First, Brady et al. included three items in the WM study array, all of which were sequentially probed for color memory (whole-report procedure). The three reports were then aggregated to a response-error distribution from which a single SD estimate for WM was assessed and compared with the SD estimate for LTM (in which 180 items were studied and then tested). Because reporting a color may induce output interference, the fidelity of the third WM report may be worse than that of the first (Adam, Vogel, & Awh, 2017; Peters et al., 2018) . Consequently, the aggregated SD estimate for WM may have erroneously appeared to be similar to the SD estimate for LTM. Furthermore, the WM fidelity limit was previously determined with only a single test probe (partial-report procedure). To get a purer measure of WM fidelity and to conform to the standard procedure, in Experiment 1, we probed only a single item in each WM trial. The SD estimate for WM we derived from our procedure could be compared with the SD estimate for LTM, given that earlier findings had demonstrated that three encoded items with a single test probe were sufficient to reach the WM fidelity limit (Zhang & Luck, 2008 .
Second, Brady et al. (2013) tested color memory for studied items without verifying that participants remembered the items themselves. In contrast, we asked participants to first make judgments about whether stimuli were old or new and to subsequently retrieve their color. Color memory was estimated only for hit trials, thus disregarding color performance for items for which item-specific mnemonic information was weak or unavailable.
Method
Participants. Because the finding of equal WM-LTM fidelity by Brady et al. (2013) was essentially a null effect, we could not compute an a priori sample size on the basis of a power analysis. Nevertheless, in all of our experiments, we predefined the sample size (N = 24) such that it would be 4.8 and 2.7 times larger (Simonsohn, 2015) than the sample size of Brady et al.'s Experiments 1a (N = 5) and 1b (N = 9), respectively. Thus, 24 Tel Aviv University students participated in Experiment 1 for course credit (20 women; 23 right-handed; age: M = 22.33 years, SEM = 0.62). One participant was excluded from the analyses because he met the first predefined exclusion criterion (see the Analysis section). In all experiments reported here, participants had normal or corrected-to-normal vision and normal color vision (assessed using the EnChroma Color Blind Test; http://enchroma.com/test/instructions/).
Apparatus and stimuli. Stimuli were presented on an LCD monitor (24-in. LG; 1,920 × 1,080 resolution; 60-Hz refresh rate) using MATLAB (The MathWorks, Natick, MA) and the Psychophysics Toolbox Version 3 (Brainard, 1997) . Participants sat approximately 60 cm away from the screen. Responses were collected via the computer keyboard.
In all, 540 images of categorically distinct objects were selected from the stimulus set used by Brady, Konkle, Alvarez, and Oliva (2008;  downloaded from https://bradylab.ucsd.edu/stimuli.html). None of the objects had any discernable association with a unique color (e.g., "banana" was excluded from the object pool). All images subtended approximately 6° of visual angle.
Following the recommendation of T. Brady (personal communication, September 6, 2016) , the start-off color of all images was unified to the same hue in the Commission Internationale de l'Éclairage (CIE) L*a*b* color space (see our MATLAB scripts for hue transformation at osf.io/93cvs). This standardization awarded a perceptually uniform color space throughout the experiment, which simplified interpretation of report angles and comparisons across objects. Colors were then assigned by adding a random angle between 0° and 360° to the original hue (see Section SM1 in the Supplemental Material available online).
The stimuli were divided into two experimental conditions (WM, LTM), with 270 images per condition. In each condition, 180 images were designated to be "old" items (targets) and 90 to be "new" items at test (lures). The stimuli were counterbalanced such that across participants, each image appeared an equal number of times in each experimental condition and appeared two thirds of the time at test as a target and one third as a lure. Stimuli were presented in a different random order for each participant.
Procedure and design. The design included two memory conditions, manipulated within participants: WM and LTM. The order of conditions was counterbalanced across participants. Each condition was preceded by a corresponding practice block.
WM. Each trial began with a fixation cross presented at the center of the screen for 350 ms. Next, the study display appeared for 3 s; the display consisted of three simultaneously presented colored images in a triangular formation. Participants were asked to remember both the identity of the item and its color. Subsequently, a fixation cross appeared for 1 s, followed by two test displays that remained until response (see Fig. 1 ). At test, only a single image was presented in gray in one of the three study locations. Participants were first asked to judge whether the image was old (right arrow) or new (left arrow). Then, they were asked to retrieve the color of the studied object using a continuous color wheel. They were told that at times people mistakenly judge old objects as new. Thus, even if they had judged the item as new, they nevertheless were to choose the color that seemed "most suitable" for that object. These instructions were employed because we initially sought to analyze color memory for false alarms and for misses (yet it turned out that we did not have enough trials to extract reliable estimates). To-be-tested items at study and lure items at test appeared equally often in each of the possible three locations. The order of target and lure test trials was randomly assigned for each participant.
Because we had a limited number of images, items had to be repeated in the WM condition. To this end, the WM session was divided into four blocks, such that items were not repeated within a block yet were repeated up to four times across blocks (for further details, see Section SM2 in the Supplemental Material).
LTM. During the study phase, participants viewed 180 images presented one at a time at the center of the screen for 3 s each. Study trials were separated by a 1-s retention interval that included a fixation cross (see Fig. 1 ). Participants were instructed to remember both the identity and color of all objects. To direct participants' attention to both the objects and their colors, we asked participants to classify how probable it was that they would encounter each object in the real world in the color in which it was presented. Responses were made on a 3-point scale Fig. 1 . Sequence of events and experimental conditions in Experiments 1 to 3. In Experiment 1, the test phase in both the working memory (WM) condition (a) and long-term memory (LTM) condition (d) included a binary (old/new) item-memory test and then a continuous color-memory test. For the WM condition, only a single item was probed. In Experiments 2 and 3 (b and e), a colormemory test alone was administered. In the WM condition of Experiment 2, each of the three studied items was successively probed (b). Experiment 3 included LTM conditions with varying memory lists (f). Each list included a study phase (c), followed by a test phase (e). RI = retention interval; ITI = intertrial interval.
(1 = very improbable, 2 = pretty probable, 3 = very probable) using the corresponding numerical keys on the keyboard.
The test phase immediately followed and included 180 target and 90 lure trials, presented in a random order. The test displays were identical to those in the WM condition, including the positioning of the target item at test in the identical spatial location as at study.
Continuous-report procedure for color memory. After the old/new judgment, a gray circle (radius = 4.7° of visual angle) appeared around the image with a mouse pointer situated at its center (see Fig. 1 ). The color of the image changed continuously as participants moved the mouse around the circle. The hue of the item was determined by the angle between 0° and an imaginary line between the center of the item and the mouse pointer position. Participants were instructed to reproduce the studied color of the item as accurately as possible by moving and clicking the mouse at their own pace. The deviations of report colors from studied colors (in Experiment 1, the reference color was the predefined color of targets and lures; see Section SM1) were defined as response errors, ranging from −180° to 180°.
Feedback was given on hit trials, with the words "good," "great," or "perfect" appearing on the screen for response errors of less than 10°, 5°, or 1°, respectively (cf. Brady et al., 2013) . To increase participants' motivation, we gave (false) positive feedback on false-alarm trials, with the word "good" appearing with a probability of .25.
Analysis. In Experiment 1, color memory was analyzed only on hit trials for item memory (WM hit rate: M = 96.62%, SEM = 0.72; LTM hit rate: M = 83.45%, SEM = 1.73). Importantly, when adding miss trials-the only other type of trials in which color information was registered-to the analyses, the main findings of Experiment 1 did not change for any of the color-memory estimates (all ts > 5.99, ps < .001, and BF 10 s > 4.1 × 10 3 ). In Experiments 2 and 3, in which item memory was not tested, color memory was analyzed for all trials.
Color-memory estimations. In all experiments, two dependent measures were used to estimate color memory in each experimental condition: (a) estimates of color fidelity (SD) and (b) estimates of the probability of guessing the color (PG, with 1 -PG representing the probability of remembering the color). These estimates were computed using the two-parameter mixture model of Zhang and Luck (2008) . The Zhang-Luck model assumes that participants either remember the study color with some degree of precision or do not remember it at all. Accordingly, response-error distributions (ranging from −180° to 180°) are assumed to be a mixture of two distributions: (a) a circular-normal (von Mises) distribution around the study color, with its standard deviation (SD estimate) inversely related to the precision of the representation (higher SDs correspond to worse precision), and (b) a uniform distribution, with its mixture weight reflecting the guessing-probability (PG estimate).
Notably, according to more complex models (e.g., Bays et al., 2009) , the second component includes sources further to pure guessing (e.g., retrieval of distractors' color from the study array). Here, we adopted the Zhang-Luck model because this was the model of choice adopted by Brady et al. (2013) , whose findings are the focus of the current replication attempt. In addition, these alternate models were designed for the analysis of WM data that include distractors in the study array. Thus, their application to LTM data is nontrivial (but see, e.g., Richter, Cooper, Bays, & Simons, 2016) .
Following the data-analysis scheme used by Brady et al. (2013) , we computed the Zhang-Luck model parameters-SD and PG estimates-that maximized the likelihood of the data under the model (using the MLE function in MATLAB MemToolbox; Suchow, Brady, Fougnie, & Alvarez, 2013) . These parameters were calculated for every participant in each experimental condition. The difference between experimental conditions was then tested using a paired-samples t test or a repeated measures analysis of variance (ANOVA). In addition, we evaluated the trustworthiness of our effects using a combination of Bayesian hypothesis testing (BFs) and effect-size estimates with confidence intervals (CIs; Lakens, 2013; detailed below). We also computed the cumulative binomial probability (CBP) of getting our prediction under the null hypothesis (e.g., in Experiment 1, the probability of getting better performance in WM than in LTM was .5).
Bayesian hypothesis testing. Frequentist null-hypothesis significance testing was complemented with Bayesian hypothesis testing, which quantified the evidence for the presence or absence of effects. We calculated BFs using the BayesFactor package (Version 0.9.11-1; Morey & Rouder, 2015) for the R software environment (R Core Team, 2015) . For mean comparisons, we used the t-test BF function with default settings (medium prior scale). For factorial analyses, we used the ANOVA BF function with default settings (medium prior for fixed effects and nuisance prior for random effects), with the participant factor considered random in within-participants designs. A BF 10 depicts how much more likely the data are on the assumption of an effect (i.e., H 1 ) compared with an assumption of the null hypothesis (i.e., H 0 ). A BF 01 portrays how much more likely the data are on the assumption of the null hypothesis over the assumption of an effect. We adopted the convention that a BF between 1 and 3 depicts anecdotal evidence (or inconclusive data) for the hypothesis in question, a BF greater than 3 provides moderate evidence (i.e., one hypothesis is 3 times more likely than the other), a BF greater than 10 suggests strong evidence, and a BF greater than 100 implies extremely strong evidence (Lee & Wagenmakers, 2013) .
Effect sizes and CIs. To assess effect sizes for both t tests and ANOVAs, we computed partial eta squared with 90% CIs (Lakens, 2013) . CIs were calculated using the MBESS package in the R environment (Kelley, 2007) , including the correction for a within-participants design (see http://daniellakens.blogspot.co.il/2014/06/calculatingconfidence-intervals-for.html).
Exclusion criteria. In all experiments, we used two exclusion criteria (preregistered for Experiment 3; see osf.io/ksr4d) applied on the maximum-likelihood estimates. The first was an inaccurate fitting of the mixture model. Specifically, high guessing rates may erroneously be estimated by a very low PG estimate combined with a very wide SD estimate (Suchow et al., 2013) . To discover this pattern, we first searched for a combination of an SD estimate greater than 80° and a PG estimate of less than .05 for each participant, in each experimental condition. Then, to confirm the problematic pattern for participants who met this criterion, we graphed the histogram figures and model fits to verify whether, indeed, the von Mises distribution was wide and the uniform distribution of guesses was high-a pattern that does not correspond to a low PG estimate. The data of participants who demonstrated this pattern, in any experimental condition, were excluded from the analyses. Only a single participant in Experiment 1 met this criterion.
The second exclusion criterion was subsequently applied. The data of participants with a mean performance 3 standard deviations above their group mean (representing poor color memory) for any of the two color-memory estimates in any experimental condition were also excluded. Three participants met this criterion in Experiment 2, and 1 participant met this criterion in Experiment 3.
Notably, the exclusion of participants did not change the results. In all experiments, when the entire sample size (N = 24) was included in the analyses, the main findings in each experiment remained significant for all color-memory estimates (for paired comparisons, all ts > 2.74, ps < .012, and BF 10 s > 4.32; for three-group comparisons, all Fs > 7.07, ps < .0021, and BF 10 s > 16.64).
Results
In contrast to Brady et al.'s (2013) 
Experiment 2
Experiment 2 was devised to test whether the WM fidelity advantage revealed by all Experiment 1 participants would be manifest in a direct replication of the study by Brady et al. (2013, Experiment 1a ; see the Procedure and Design section for modifications). Hence, item memory was no longer tested, and the WM condition included three consecutive continuous-color reports, rather than just one. Furthermore, we followed Brady et al.'s analysis scheme, deriving the WM maximumlikelihood estimates from the aggregated reports.
Unlike Brady et al. (2013) , we also analyzed each WM report separately to explore the effects of report order on fidelity. If fidelity declines across WM reports (Adam et al., 2017; Peters et al., 2018) , then the SD estimate of the first WM report would likely have been better than the aggregate, and the third WM report would likely have been worse. Because Brady et al. found the aggregated SD estimate of WM to be equal to the SD estimate of LTM, then the estimate of LTM would likely have been better than that of the third WM report-an entirely unintuitive result that contradicts the hypothesis of equal WM-LTM fidelity. With regard to the fidelity limit within WM itself, a decline in color precision over reports would suggest that it is not immune to the effects of time-correlated mechanisms and, in particular, to output interference.
Method
Participants. Twenty-four Tel Aviv University students participated in the experiment for course credit (19 women; 22 right-handed; age: M = 22.96 years, SEM = 0.63). Three participants were excluded from the analyses because they met the second predefined exclusion criterion (see the Analysis section of Experiment 1). , and the bottom row shows mean probabilities of guessing (PG). For both estimated parameters, better performance is reflected by lower values on the y-axis. Gray dots and the thin lines connecting them indicate individual data, and cyan thick dots and lines depict group means for each condition. Error bars denote within-participants 95% confidence intervals (Loftus & Masson, 1994) . WM = working memory; LTM = long-term memory.
Stimuli
task in the LTM condition (see the Procedure and Design section below). For each participant, the 540 experimental images were divided into three blocks-two WM blocks and one LTM block-for a total of 180 images per block. The images were counterbalanced such that across participants, each image appeared an equal number of times in each block.
Procedure and design. The first WM and LTM blocks (henceforth, the replication blocks) in Experiment 2 were a direct replication of these conditions in Experiment 1a of the study by Brady et al. (2013) . To improve performance in the WM and LTM conditions, we made the following modifications from the original study. First, to spotlight the WM-LTM comparison, we did not include the perception condition (in which participants matched the color of a visible object). Second, to avoid variations in perceived color space between trials, we used our Experiment 1 unified-hue stimuli. Third, neighboring study items were different by at least 40° (see Section SM1) to prevent confusion between adjacent items with similar colors. Block order was counterbalanced across participants. Each block included 180 unique images, for a total of 60 trials in the WM block (from which 180 reports would be obtained) and 180 study and test items in the LTM block.
Because we sought to analyze performance of each WM report separately, we were concerned that 60 WM trials would render the mixture-model parameter estimates less reliable (Lawrence, 2010) . Therefore, following the completion of the replication blocks, participants were asked to perform a second, extra WM block. It comprised 180 unique images divided into 60 trials, for a total of 120 observations per WM report across the two WM blocks. For most participants (n = 15), this extra block was administered in a separate session. No significant difference was found between the two groups of participants in any of the color-memory estimates-SD: t(19) < 1, BF 01 = 2.38; PG: t(19) = 1.19, p = .249, η p 2 = .07, 90% CI = [.00, .28], BF 01 = 1.49. Importantly, data from the extra block were not included in the direct-replication analysis.
The WM and LTM conditions were similar to those in Experiment 1, with the following four exceptions aimed to conform to the original study by Brady et al. (2013) . First, studied items alone were tested for color memory. Second, the WM condition included a wholereport procedure in which each of the three studied items was tested sequentially. Test order within a trial was randomized. Third, the assigned color of the study items was not identical for all participants but was rather randomly chosen from a uniform distribution of angles (between 0° and 360° added to the original unified hue) for each participant (see Section SM1). Fourth, the study phase in the LTM condition included Brady et al.'s encoding task. Participants were thus asked to detect a repetition of items, and they were given feedback only when they made a response. The fixation cross turned green for hits (correct press) and red for false alarms (incorrect press). For misses and correct rejections, the fixation cross remained black. The 26 repeated pairs were not included in the analyses. To ensure that participants were alert throughout the entire study phase, we programmed the repeated images to appear in intervals of at least four items.
Analysis. Two main analyses were conducted in the current experiment. First, a comparison between WM and LTM-the replication analysis-was made using a pairedsamples t test for each of our dependent measures. Only the first WM block was included in this analysis. For this WM block, responses from the three reports were aggregated into a single response-errors distribution, from which color estimates were obtained. Second, a comparison between the three WM reports was run using a repeated measures ANOVA with WM report as a within-participants variable for each of the two dependent measures. For this analysis, data from the two WM blocks were collapsed for each participant, as no significant difference between these blocks was found in any of the color-memory estimates-SD: t (20) Fig. 3 ) and lower PG estimates for all participants (CBPs; all ps < .001).
Interestingly, the fidelity advantage of WM over LTM remained significant even when we compared SD estimates in the LTM condition with SD estimates in the third (last) WM report, which was presumably subject to the maximum potential effects of output interference, t ( Together, Experiments 1 and 2 failed to replicate the equal WM-LTM fidelity reported by Brady et al. (2013) , even in a direct replication of the original design. We next assessed two possible criticisms of our failure to replicate Brady et al.'s hypothesis of equal WM-LTM fidelity.
A trade-off strategy in the LTM condition. The difference between our findings and those of Brady et al. (2013) 1a and 1b, respectively) . Therefore, one could interpret our failure to replicate the equal WM-LTM fidelity as mediated by a trade-off strategy used by our participants in the LTM condition. Namely, they may have invested greater resources in remembering the colors (low PG estimates) at the cost of color precision (high SD estimates).
To test this interpretation, we divided our participants into two groups on the basis of their PG estimates, generating a low-and a high-PG group for each experiment. In Experiment 1, the mean PG estimate in the low-PG group (n = 12) was .38 (SEM = .03), whereas for the high-PG group (n = 11), the mean was .60 (SEM = .02). In Experiment 2, the mean PG estimate in the low-PG group (n = 10), was .34 (SEM = .02), whereas in the high-PG group (n = 11), it was .60 (SEM = .04). If a tradeoff strategy mediated our failure to replicate the equal WM-LTM fidelity, we would expect to observe a significant difference in SD estimates between the two groups. Specifically, the high-PG group should include lower SD estimates (better precision) compared with the low-PG group. This is because high-PG participants would have presumably directed more resources toward color precision at the cost of remembering the color. On examination of the SD estimates, we found that this was the case for neither Experiment 1 nor Experiment 2. SD estimates of both groups remained high (at ~29°) and differed significantly in neither experiment. Specifically, for Experiment 1, the mean SD estimates were 28.90° (SEM = 1.89) and 31.55° (SEM = 3.66) for the low-and high-PG groups, respectively, t(21) < 1; BF 01 = 2.25. For Experiment 2, the mean SD estimates were 28.13° (SEM = 3.31) and 29.92° (SEM = 3.87) for the low-and high-PG groups, respectively, t(19) < 1; BF 01 = 2.45. Importantly, in both experiments, the high-PG groups had similar PG estimates to those observed in Brady et al.'s study, yet their SD estimates were nevertheless considerably higher-signifying worse precision.
Inflation of SD estimates in LTM.
Recent studies have shown that SD estimates are artificially inflated when memory performance is poor (Oberauer, Stoneking, Wabersich, & Lin, 2017; Sutterer & Awh, 2016) . When guessing rates are high, the von Mises distribution around the study color includes fewer observations, so it is more difficult to obtain accurate SD estimation. Because LTM conditions usually involve higher guessing rates than WM conditions, it is possible that our WM-LTM fidelity effect simply reflects inflated SD estimates in the LTM condition rather than a true difference in fidelity between WM and LTM. Notably, this possibility also applies to the experiments performed by Brady et al. (2013) , in which the LTM conditions involved even higher guessing rates (58% and 63% in Experiments 1a and 1b, respectively).
In a recent article, suggested that estimating mixture-model parameters in a Bayesian hierarchical framework (rather than a maximumlikelihood framework) minimizes the SD-estimation bias in conditions of low performance. Indeed, for high guessing rates (PG estimates of .2 or higher), Oberauer and colleagues found the recovery of SD estimates to be very accurate. The advantage of using hierarchical modeling over fitting maximum-likelihood estimates for individual participants is that the former method enables one to compute group-level parameter estimations while still accounting for individual differences. Participants are treated as belonging to a single population (i.e., partial pooling), and individuals' parameter estimates are informed by all other participants' parameter estimates (Gelman et al., 2014) . This is especially important when guessing rates are high, and thus the data provide sparse information for SD estimation.
In an auxiliary analysis, we also computed grouplevel SD and PG estimates using Oberauer et al.'s Bayesian implementation of the Zhang-Luck model. Group-level SD and PG parameters were estimated for each condition separately by computing a posterior distribution of credible parameter values given the data, using the Markov chain Monte Carlo method (see Section SM3 in the Supplemental Material for implementation details and osf.io/93cvs for our modeling scripts). To interpret the results, we computed the mean and the 95% highest-density interval (HDI) of the posterior distribution (each step of the Markov chain) of each group-level parameter. Given our priors and data, the HDIs provide an intuitive probabilistic assessment of one's confidence that the estimated parameter falls within a specific range. To assess the difference between two conditions (e.g., between WM and LTM), we subtracted the group-level parameter of one condition from the other in every step of the Markov chain and then computed the mean and 95% HDI of this difference. If the 95% HDI of the difference excludes zero, it is reasonable to conclude that zero is not considered a credible value and, hence, that the two conditions reliably differ.
In both Experiments 1 and 2, the group-level SD estimates for the LTM condition were indeed lower than the mean of individual estimates obtained using maximum-likelihood model fitting (see Table 1 ). Nevertheless, group-level SD estimates in the LTM condition remained higher than those in the WM condition (see Table 1 and Fig. 3 ). We found that in both experiments, the 95% HDIs of the WM-LTM SD difference excluded zero (Experiment 1: M = 7.91°, 95% HDI = [4.87, 10.96]; Experiment 2: M = 6.50°, 95% HDI = [2.51, 10.56]). In Experiment 2, this SD difference remained intact when we compared the LTM condition with the third WM report, which was subject to the maximum potential effects of output interference (M = 5.23°, 95% HDI = [1.09, 9.51]). Overall, our findings suggest that the limit on fidelity in WM is higher than-not equal to-that of LTM.
A comparison of WM reports within a trial. Next, we examined whether the fidelity of WM declines with WM reports. We first estimated our dependent measures using maximum-likelihood estimation. As predicted, both SD and PG estimates increased (signifying worse performance) as a function of WM report order (see Fig. 2 and Table 1 We also confirmed the decline in report performance with a Bayesian hierarchical model. The difference between the third and the first WM reports had 95% HDI, which excluded 0 in both the group-level SD estimate (M = 2.53°, 95% HDI = [0.40, 4.82]) and PG estimate (M = 0.10, 95% HDI = [0.06, 0.14]; see Table 1 for group-level parameter estimates).
The decline of color memory over reports suggests that performance on the whole-report procedure does not accurately reflect that of a partial-report procedure, wherein only a single item from each study array is probed. To test this suggestion, we compared performance of the first WM report (which corresponds to a partial-report procedure) with the aggregated measure of WM (for which data from all reports in both WM blocks were aggregated). For both SD and PG estimates, the first report was significantly better than the aggregated measure-SD estimate: t (20) 
Experiment 3
Here, we turned to assess the constraint on fidelity within LTM. Brady et al. (2013) observed equal SD estimates for LTM in lists of 20 to 360 items (Control Experiments 2-4; Brady et al., 2013) . However, statistical power for these results may have not been sufficient. In Experiment 3, we compared color memory across short lists (18 items) and long lists (180 items). If all mnemonic information is subject to the effects of time-correlated mechanisms, then the short lists-less affected by interference from studied and retrieved items and, perhaps, decay-should result in better color memory than long lists. Experiment 3 was preregistered (osf.io/ksr4d).
Method
Participants. Twenty-four Tel Aviv University students participated in the experiment for course credit or payment (~$10 per hour; 14 women; 24 right-handed; age: M = 25.46 years, SEM = 0.59). One participant was excluded from the analyses because she met the second predefined exclusion criterion (see the Analysis section of Experiment 1 and osf.io/ksr4d).
To maximize the effect size of the current experiment, we followed Benjamini and Hochberg's (1995) procedure. Our sampling plan allowed only one iteration of observing the data. Accordingly, if the results were not significant after the first 24 participants, we planned to run an additional 18 participants, while correcting for false-discovery rate for our particular sampling plan (see the preregistered Method section at osf. io/ksr4d). Our results did not necessitate running an additional 18 participants, yet the p value for which we compared our results was corrected to .04.
Stimuli. The stimuli set consisted of 360 images from the 540 images used in Experiments 1 and 2. The 360 images were assigned to the two experimental conditions (180 items each) and counterbalanced such that across participants, each image appeared an equal number of times in the two experimental conditions. Within each condition, the order of images was random and divided into lists according to the experimental condition (e.g., ten 18-word lists for the short-list condition). In both conditions, the color of the studied items was randomly chosen from a uniform distribution of angles (see Section SM1).
Design and procedure. Our design included a single within-participants variable: list length (short vs. long), with the two dependent measures for color memory. The short-list condition included ten 18-item lists, and the long-list condition included a single 180-item list. Each of the two conditions was blocked, such that all lists of the same condition were presented one after the other. The order of the two experimental conditions was counterbalanced across participants. Because the experiment included only LTM conditions, we added monetary incentive to improve performance. Participants were told that one individual with the best results would be awarded a monetary prize comparable to $100. The award was granted to the individual with the best fidelity estimate across all experimental conditions. Before beginning the experimental session, participants underwent a short practice block. At the beginning of each condition, participants were notified of the length of the upcoming lists. Each list contained a study phase followed by an immediate test phase (see Fig. 1 ), both identical to the LTM condition of Experiment 2 with the exception that the LTM encoding task in Experiment 3 was the real-life color-judgment task used in Experiment 1. At the end of each study-test sequence, participants were asked to continue to the next list when ready by pressing the space bar.
Results
Color memory was better in the short-list condition compared with the long-list condition for both SD and PG estimates (see Fig. 2 5 , for all participants (CBPs: p < .001). Thus, we applied the same maximumlikelihood-estimation analysis scheme as did Brady et al. (2013) , and our findings failed to replicate their results (Control Experiments 2-4), wherein the same SD estimate was observed for short and long LTM lists.
When estimated in a Bayesian hierarchical model, the difference between the two lists was evident in the group-level PG estimate (M = .23, 95% HDI = [.14, .32]) but only showed a tendency toward a reliable difference for the group-level SD estimate (M = 2.89°, 95% HDI = [−.53, 6.13]; see Table 1 ).
Although only a mild fidelity effect was observed in the LTM analysis when applying the Bayesian hierarchical model, we remind readers that our motivation in running this model was only to control for a concern in the maximum-likelihood-estimation procedure. That concern centered on a potential upward bias in SD estimates when guessing rates are high, which is usually the case in LTM conditions. Importantly, keeping to the maximum-likelihood analysis, we applied an additional control procedure to deal with the concern of an upward bias in SD estimation Sutterer & Awh, 2016) . Specifically, we simulated data by varying the true guessing rates and used maximum-likelihood-estimation fitting to locate the maximum guessing probability (i.e., PG cutoff), after which a systematic bias in SD estimation occurred. Participants with PG estimates above this cutoff were then excluded from the analyses (for details, see Section SM4 in the Supplemental Material and our simulation script at osf.io/93cvs). Using this procedure, we replicated the upward SD-estimation bias from a PG estimate of .65. Importantly, we found a significant fidelity effect for list length, even when excluding the additional 2 participants who met the PG cutoff (SD estimates in the short-list condition: M = 20.34°, SEM = 1.06; and in the long-list condition: M = 24.76°, SEM = 1.51), t(20) = 4.03, p < .001, η p 2 = .45, 90% CI = [.16, .62], BF 10 = 52.29. An even stronger pattern was observed when the PG cutoff was set to .6, as observed by Sutterer and Awh (2016) , and resulted in the removal of 4 participants, t(18) = 4.98, p < .001, η p 2 = .58, 90% CI = [.28, .71], BF 10 = 285.59. Parenthetically, using this alternate procedure did not change any of the effects reported in this article (all ps < .0015, and all BF 10 s > 29.55). On balance, therefore, we interpret our results to suggest better fidelity for the short list compared with the long list. Brady et al. (2013) proposed that the fidelity plateau is a general property of memory. This notion arose from the finding of equal limits on fidelity in WM and LTM. Here, we showed that color fidelity was stable neither across nor within memory systems. We used both maximum-likelihood estimation and Bayesian hierarchical modeling and found that the estimated fidelity was better in WM than in LTM. In WM, fidelity worsened across reports in the whole-report procedure. In LTM, long lists had poorer fidelity than short ones. Our findings suggest that fidelity is not immune to the effects of time-correlated mechanisms (e.g., output interference and, perhaps, decay) and is no different from other types of mnemonic information. Thus, the justification for a general fidelity constraint in memory seems to no longer be valid.
General Discussion
If they do not share the same fidelity limit, what is the relation between WM and LTM precisions? We assume that information moves downstream from WM to LTM. This idea can be conceptualized in terms of WM as a separate memory store (Atkinson & Shiffrin, 1968) and as a distinct state of LTM representations (Cowan, 2005; Oberauer, 2002) . In either case, representations in WM enjoy more accessibility and can be easily read out with higher accuracy because, compared with LTM, time-correlated mechanisms have less opportunity to affect them. Consequently, when moving from WM to LTM, information either can remain intact-yielding equal fidelity-or may be weakened-yielding worse fidelity. What is not possible is to find an improvement in fidelity when moving from WM to LTM. Accordingly, we suggest that the worst fidelity in WM dictates the best potential fidelity in LTM. This notion is supported by the similar fidelity estimates observed in our LTM condition, which was least subject to time-correlated effects (short list, Experiment 3), and our WM condition, which was most subject to time-correlated effects (third report, Experiment 2), t(42) < 1, BF 01 = 3.29; group-level SD-estimate difference: M = −0.42°, 95% HDI = [−3.12, 2.32]. Thus, WM and LTM can potentially yield identical SD estimates. Yet it does not follow that they are limited by the same bound.
Notably, when concluding that the fidelity of WM is better than LTM, fidelity was estimated using the ZhangLuck mixture model, as was used by Brady et al. (2013) . We acknowledge that had we used other mixture models, we could have observed different results. For example, several studies have pointed out the role of categorical representations in continuous-report paradigms in WM (Bae, Olkkonen, Allred, & Flombaum, 2015; Donkin, Nosofsky, Gold, & Shiffrin, 2015; Hardman, Vergauwe, & Ricker, 2017) and in LTM (Persaud & Hemmer, 2016) . Accordingly, it is possible that when the active maintenance of mnemonic representations is interrupted, participants rely more on categorical representations than on continuous ones (Hardman et al., 2017) . Because categorical responses are not taken into consideration when response errors are computed (from which SD and PG parameters are estimated), our findings may reflect more reliance on categorical representations as a function of time-correlated mechanisms, rather than decline in fidelity per se. Note that we did not ask participants to provide verbal labels of color categories (e.g., Donkin et al., 2015) , fearing that this would amplify categorization encoding strategies. Future studies, using controlled color experiments and mathematical modeling, can test whether categorical representations underlie the fidelity disadvantage in LTM. Critically, however, even if we were to find a categorical component in our data, it would still need to be established that this component did not likewise mediate performance in the work by Brady et al.
To conclude, our study provides substantial evidence that the precision of memory follows the dynamics of memory for the event itself. It declines as a function of time-correlated mechanisms both across and within memory systems.
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