The conventional way of explaining Gibbs paradox as due to the distinguishability of particles has been challenged recently and a new fundamental definition for the entropy has been proposed that gives the same entropy for distinguishable particles as for indistinguishable particles. In this paper arguments are presented that strongly favor the conventional definition of entropy and its resolution of Gibbs paradox.
INTRODUCTION
As is well known the approach to statistical mechanics of Boltzmann and Gibbs led to Gibbs paradox that the entropy of ideal gases is not extensive. The conventional resolution of Gibbs paradox is that the particles are really indistinguishable; when a factor of 1/N ! is included to prevent overcounting of indistinguishable permutations, the entropy becomes extensive. Although generally accepted, this simple argument has inspired interesting debate and disagreement (see, e.g., refs. 1 and 2 and references therein), culminating most recently in a paper that proposes a radical shift in the very definition of entropy. (3) The entropy can be written generally as
In order to focus on the essence of the issue, it is convenient (3) to write only the translational part of S and in many of the subsequent formulae. It is also sufficient to consider only the case of ideal gases which already contain the essence of the issue. Next, it will be useful to identify the different cases that arise in this paper by using subscripts as follows: D and I will denote distinguishable and indistiguishable, respectively, C and Q will denote classical mechanical and quantum mechanical, respectively, and B and S will denote Boltzmann and Swendsen, (3) respectively. 8 The conventional Boltzmann formulae for N classical indistinguishable (BCI) particles and for classical distinguishable BCD particles in volume V are
Using a postulational approach to thermodynamics and statistical mechanics, Swendsen has proposed a conceptually different definition of entropy based on probability densities rather than the Boltzmann definition of entropy based on phase space volume or number of states. (3) This led to a result for classical distinguishable particles SCD that is the same as for classical indistinguishable particles SCI, namely,
Although distinguishable particles are not a very important case physically, Swendsen emphasized that computer particles are distinguishable, so the differences above could be significant in simulations, although no specific example was given. (3) The differences between Eqs. (2) and (3) certainly have implications for how statistical physics should be presented and understood.
DERIVATION OF THE BOLTZMANN FORMULAE FOR CLASSICAL PARTICLES
It is often stated and usually accepted that the introduction of the 1/N! factor for classical indistinguishable particles properly corrects for permutations that are physically meaningless. However, the introduction of this factor has been described as ad hoc, (3) so it may be of interest to see that it is formally derivable in a Boltzmann phase space calculation for . For classical distinguishable particles the translational volume in phase space can be formally written as
