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Abstract
We study an identification problem which estimates the parameters of the underlying random distribution for
uncertain scalar conservation laws. The hyperbolic equations are discretized with the so-called discontinuous
stochastic Galerkin method, i.e., using a spatial discontinuous Galerkin scheme and a Multielement stochastic
Galerkin ansatz in the random space. We assume an uncertain flux or uncertain initial conditions and that
a data set of an observed solution is given. The uncertainty is assumed to be uniformly distributed on an
unknown interval and we focus on identifying the correct endpoints of this interval. The first-order optimality
conditions from the discontinuous stochastic Galerkin discretization are computed on the time-continuous
level. Then, we solve the resulting semi-discrete forward and backward schemes with the Runge-Kutta
method. To illustrate the feasibility of the approach, we apply the method to a stochastic advection and a
stochastic equation of Burgers’ type. The results show that the method is able to identify the distribution
parameters of the random variable in the uncertain differential equation even if discontinuities are present.
Keywords: Uncertainty Quantification, Polynomial Chaos, Stochastic Galerkin, Multielement,
Discontinuous Galerkin, Parameter Identification, Optimization
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1. Introduction
Uncertainties play a role in many socio-economic, biological or physical phenomena which can be mod-
elled with the help of partial differential equations (PDE)[4, 8, 12, 13, 19, 25, 31, 53]. In the recent years
many approaches, e.g., methods based on Bayesian inversion, Monte Carlo algorithms or stochastic Galerkin
schemes, were proposed to quantify the uncertainties in order to account for them in predictions and simu-
lations [1, 2, 20, 26, 35, 47, 48, 52, 58, 65].
In this article we focus on hyperbolic conservation laws having uncertainties in parameters which arise, i.e.,
due to measurement errors and thus have non-deterministic effects on the approximation of the determin-
istic problem. These uncertainties in the parameters can be modelled by random variables that follow an
appropriate distribution type. In general, it is difficult to prescribe the exact distribution parameters if mea-
surement errors are present. Therefore, our goal is to identify these distribution parameters from observed
data that forms a solution to the uncertain conservation law. This yields the formulation of an optimization
problem, whereas the hyperbolic partial differential equation constraint poses severe difficulties both at the
continuous and discrete level since they typically form shocks even for smooth initial data when the flux
function is non-linear.
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Another difficulty is raised by the fact that the typical solution spaces for hyperbolic equations have no
Hilbert space structure, therefore standard techniques for Optimal Control with PDE constraints are not
applicable. We therefore pursue a discretization within the spatial and stochastic variable to formulate the
identification problem in time-continuous form. On the ODE level we follow the approach ’first optimize,
then discretize’ motivated by the findings of [34]. This has the advantage that the state and the adjoint
problem can be solved with different techniques leading to higher efficiency.
Discretizing the conservation law within the stochastic domain, we consider Uncertainty Quantification
(UQ) methods [3, 22, 37, 39, 40, 45, 50] that aim to model the propagation of the uncertainty into the
solution of uncertain equations. We distinguish between the so-called non-intrusive and intrusive schemes.
The most widely known non-intrusive UQ method is (Multi-Level) Monte Carlo [13, 24, 30, 41], which is
based on statistical sampling methods that can easily be adopted to our problem setting but comes with
potentially high costs due to the repeated application of finite volume schemes. Another approach is to
employ a discretization in space which leads to a stochastic differential system. Here one could try to apply
an parameter identification in the spirit of [46]. Within this article, we concentrate on an intrusive UQ
method, namely the stochastic Galerkin (sG) scheme, that involves modifications of the finite volume solver.
The method relies on the generalized Polynomial Chaos (gPC) expansion [1, 14, 60, 63, 64], thus expands
the solution in the stochastic variable and projects it on the space spanned by a truncated orthonormal
basis.
The biggest challenge of UQ methods for hyperbolic equations lies in the fact, that discontinuities in the
physical space propagate into the solution manifold such that the polynomial expansion of discontinuous
data yields huge oscillations [7, 47, 49]. Therefore, the authors of [61] introduced the so-called Multielement
approach, where the random space is divided into disjoint elements in order to define local gPC approx-
imations. Further developments of this method can be found in [54, 59, 62]. Similar to this ansatz, we
apply a spatial discontinuous Galerkin discretization [15–17], where we expand the solution in the spatial
variable into piecewise polynomials and perform the Galerkin approach in each physical cell. The resulting
semi-discrete weak formulation and the discontinuous stochastic Galerkin method is high-order in both,
space and the stochasticity [20].
Optimal control problems for fully discrete hyperbolic conservation laws have been studied for instance in
[29, 51, 55]. Here, the minimization of a given cost functional subject to a deterministic conservation law
is considered, for example in order to identify the correct initial conditions under an observed solution.
The authors state the first-order optimality conditions for conservation laws discretized in space and time,
using first-order finite volume methods as in Lax Friedrichs or Engquist-Osher discretizations. Moreover,
the convergence and stability of the adjoint equation has been studied, as well as the differentiability of the
control-to-state map and the reduced cost functional, yielding the introduction of the so-called shift deriva-
tive [9, 56]. The construction of discrete adjoints for hyperbolic partial differential equations is described for
example in [23, 57]. In this context, the total variation diminishing properties of Runge-Kutta schemes have
been analyzed [29], especially in terms of the order of the adjoint approximation. Second-order approxima-
tions have been formulated using the so-called relaxation method [6, 36]. Up to the authors’ knowledge, a
general framework for optimization in hyperbolic problems without discretization has not been established,
yet. Hence, the intention of this article is the extension of optimal control techniques for conservation laws
on uncertain equations using the high-order discontinuous sG scheme on the semi-discrete level.
The paper is structured as follows. In Section 2 we introduce the problem setting and motivate the arising
parameter identification problem. We discretize the conservation law within the stochastic and spatial
variable in Section 3. This yields an ODE system on which the identification problem is based, we derive
its optimality condition and adjoint system on the time-continuous level within Section 4. In Section 5 we
use these first order optimality conditions to formulate an algorithm for the parameter estimation. Finally,
we apply this algorithm to the uncertain linear advection and Burgers’ equation. The numerical results in
Section 6 show the impact of discretization parameters on the optimization process.
2
2. Motivation
We consider stochastic conservation laws of the form
∂
∂t
u(t, x, ξ) +
∂
∂x
f
(
u(t, x, ξ), ξ
)
= 0, for x ∈ X, t ∈ [0, T ], ξ ∈ Ω, (2.1a)
with physical domain X ⊂ R, time interval [0, T ], stochastic domain Ω ⊂ R and initial conditions given by
u(0, x, ξ) = u(0)(x, ξ), for x ∈ X, ξ ∈ Ω. (2.1b)
Depending on X, additional boundary conditions have to be prescribed. The solution u ∈ R depends on a
one-dimensional random variable ξ ∈ Ω ⊂ R. We denote the random space of this uncertainty by Ξ := ξ(Ω)
such that ξ : Ω→ Ξ. The probability density function is given by fΞ(ξ) : Ξ→ R+.
We denote by ξI a vector containing the vectorized parameters of the probability distribution. The task at
hand is to obtain these parameters ξI , characterizing the distribution of ξ for the data uD observed at time
T . Thus, we construct an optimization problem of the form
minξI J(u, ξ
I) =
1
2
∥∥uˆ(T, ξI)− uD∥∥22 + j(ξI) subject to (2.1) on X, (2.2)
where J(u, ξI) is the cost functional and ‖ · ‖2 denotes the L2 norm. Its first term measures the distance of
the given data set uD to the simulated data uˆ(T, ξ
I) that solves (2.1) at t = T under the parameters ξI . We
will determine the exact structure of this term in Section 4. The second term j(ξI) may be used as problem
dependent regularizing term. For example, setting j(ξI) = 12
∥∥ξI − ξIp∥∥22 penalizes the distance to a prior ξIp.
Up to the authors’ knowledge it is not clear how to solve optimization problems constrained by hyperbolic
stochastic PDEs on the continuous level. Therefore, we discretize with a discontinuous stochastic Galerkin
approximation before we state the identification problem on the ODE level and derive the corresponding
first order optimality system.
3. Discontinuous stochastic Galerkin scheme
In this section, we recall the hyperbolicity-preserving discontinuous stochastic Galerkin method introduced
in [20]. Our aim is to construct a numerical scheme that is high-order in space, time and the uncertainty.
The discretization of the uncertainty is obtained by a stochastic Galerkin scheme with Multielement ansatz
[61]. For the spatial discretization of the resulting stochastic Galerkin system, we consider a discontinuous
Galerkin scheme [15–17].
3.1. Multielement stochastic Galerkin
We seek for an approximate solution by a generalized Polynomial Chaos (gPC) expansion [26] with KΞ + 1
terms, where KΞ ∈ N. Indeed, we have
u(t, x, ξ) ≈
KΞ∑
k=0
uk(t, x)φk(ξ), (3.1)
where the polynomials φk of degree k are supposed to satisfy the orthogonality relation∫
Ξ
φk(ξ)φl(ξ) fΞ(ξ) dξ =
{
1, if k = l
0, else
∀ k, l ∈ {0, . . . ,KΞ}. (3.2)
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Inserting (3.1) into (2.1) and applying a Galerkin projection in the stochastic space leads to the so called
stochastic Galerkin system
∂
∂t
ul +
∂
∂x
∫
Ξ
f
(
KΞ∑
k=0
ukφk, ξ
)
φlfΞdξ = 0, l = 0, . . . ,KΞ. (3.3)
For discontinuous solutions, the gPC approach may converge slowly or even fail to converge, cf. [47, 59].
As presented in [20, 61], we therefore apply the Multielement approach, where Ξ is divided into disjoint
elements with local gPC approximations of (3.1).
We assume that Ξ = (ξL, ξR) and define a decomposition of Ξ into NΞ Multielements Dj = (ξj− 12 , ξj+ 12 ) of
width ∆ξ = ξ
L−ξR
NΞ
. Moreover, we introduce an indicator variable χj : Ω→ {0, 1} on every random element
χj(ξ) :=
{
1 if ξ ∈ Dj ,
0 else,
(3.4)
for j = 1, . . . , NΞ and ω ∈ Ω. If we let {φkj }∞k=0 be orthonormal polynomials with respect to a conditional
probability density function on the Multielement Dj as in [20], the global approximation (3.1) can be written
as
u(t, x, ξ) =
NΞ∑
j=1
uj(t, x, ξ)χj(ξ) ≈
NΞ∑
j=1
KΞ∑
k=0
ukj (t, x)φ
k
j (ξ)χj(ξ). (3.5)
As NΞ,KΞ →∞, the local approximation converges to the global solution in L2(Ω), cf. [5].
Remark 3.1. We emphasize that this approach is based on the knowledge of the distribution of ξ. Most
applications assume ξ to be uniformly distributed in a given interval [ξL, ξR]. In the following we propose
an ansatz to identify the true values of ξL, ξR. In the case of a normal distribution, we would estimate the
expected value and variance of the random variable.
3.2. Discontinuous Galerkin
Similar to the previous subsection, where we subdivided the random space Ξ into Multielements Dj , j =
1, . . . , NΞ, we now divide the spatial domain X ⊂ R into a uniform rectangular mesh with cells Ci =
[xi− 12 , xi+ 12 ] of width ∆x := (xi+ 12 − xi− 12 ), where i = 1, . . . , Nx.
The local approximation in the bases of the spaces of piecewise polynomials then reads
ui,j(t, x, ξ) =
KX∑
h=0
KΞ∑
k=0
uh,ki,j (t)ϕ
h
i (x)φ
k
j (ξ), (3.6)
for x ∈ Ci and ξ ∈ Dj . Here, {φkj }k=0,...,KΞ are the local basis polynomials on the random element Dj and
{ϕhi }h=0,...,KX are the basis polynomials on the physical cell Ci.
Remark 3.2. In our numerical computations we use a reference cell Ĉ = [− 12 , 12 ] and reference Multielement
D̂ = [− 12 , 12 ], and define our basis polynomials on these reference elements such that the local approximation
reads
ui,j(t, x, ξ) =
KX∑
h=0
KΞ∑
k=0
uh,ki,j (t)ϕ
h
(x− xi
∆x
)
φk
(ξ − ξj
∆ξ
)
.
Note that for a uniform distribution we have fΞ =
1
∆ξ , thus
1
∆x
∫
Ci
∫
Dj
ϕh
(x− xi
∆x
)
φk
(ξ − ξj
∆ξ
)
fΞdξ dx =
∫
Ĉ
∫
D̂
ϕh(xˆ)φk(ξˆ) dξˆ dxˆ.
For the ease of notation, we write ϕhi (x) instead of ϕ
h
(
x−xi
∆x
)
and φkj (ξ) for φ
k
( ξ−ξj
∆ξ
)
, respectively.
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We consider a weak formulation for the solution u in the control volume Ci×Dj and test (2.1) by a smooth
function ρ(x, ξ) with supp(ρ) ⊆ Ci ×Dj . After formal integration by parts we obtain
∂
∂t
∫
Ci
∫
Dj
u ρ fΞdξdx−
∫
Ci
∫
Dj
f(u) ∂xρ fΞdξdx+
∫
Dj
[
f(u)ρ
]i+ 12
i− 12
fΞdξ = 0. (3.7)
Remark 3.3. Solutions to conservation laws (2.1) might develop shocks and must be interpreted in the weak
sense as given in (3.7). The existence and uniqueness of a so called random entropy solution is proved in
[44]. They correspond P almost everywhere to entropy solutions in the deterministic case which is discussed
in Kruzˇkov’s theorem [38]. For more information on this topic, we refer to [42, 43].
Since the solution is discontinuous across the interfaces xi± 12 , the flux at these points has to be replaced with
a numerical flux function f̂ , approximately solving the corresponding Riemann problem at the interface.
For example, one can choose the global Lax-Friedrichs flux, as we do for the numerical examples. In this
case we have
f̂(u−, u+) =
1
2
(
f(u−) + f(u+)− c(u+ − u−)) . (3.8)
The numerical viscosity constant c is taken as the global estimate of the absolute value of the largest
eigenvalue of the Jacobian ∂f(u)∂u . The values
u−(xi+ 12 , ξ) := limx↑x
i+ 1
2
u(x, ξ), u+(xi+ 12 , ξ) := limx↓x
i+ 1
2
u(x, ξ) (3.9)
denote the left and right limits of the piecewise polynomial solution at the interface xi+ 12 , whereas x
∓
i+ 12
describe the left and right limits to the this interface, respectively. The Lax Friedrichs scheme is stable
under the CFL condition
∆t ≤ ∆x
c
.
Choosing the test function ρ = ϕhi φ
k
j together with (3.6) and the orthogonality condition of the basis
polynomials, yields the following discontinuous stochastic Galerkin formulation
0 =
d
dt
uh,ki,j
1
∆x
∫
Ci
ϕhi ϕ
h
i dx
∫
Dj
φkjφ
k
j fΞdξ (3.10a)
− 1
∆x
∫
Ci
∫
Dj
f
(
ui,j(t, x, ξ)
)
φkj ∂xϕ
h
i fΞdξdx (3.10b)
+
1
∆x
∫
Dj
f̂
(
ui,j(t, xi+ 12 , ξ), ui+1,j(t, xi+
1
2
, ξ)
)
ϕhi (xi+ 12 )φ
k
j fΞdξ (3.10c)
− 1
∆x
∫
Dj
f̂
(
ui−1,j(t, xi− 12 , ξ), ui,j(t, xi− 12 , ξ)
)
ϕhi (xi− 12 )φ
k
j fΞdξ, (3.10d)
for all cells Ci × Dj and h = 0, . . . ,KX , k = 0, . . . ,KΞ. The semi-discrete system (3.10) is solved using
a KX -th order SSP Runge-Kutta method, see [27]. Moreover, we apply the TVBM minmod slope limiter
from [18] to the discontinuous Galerkin polynomial in each Runge-Kutta stage. In the case of hyperbolic
systems of equations we propose to apply the hyperbolic slope limiter from [49]. For convergence and error
analyses of the discontinuous stochastic Galerkin scheme (3.10) we refer to [20].
The numerical approximation of the integrals in (3.10) is realized by a Gauß-Lobatto rule on Ci with
QX + 1 =
⌈
KX+1
2
⌉
+ 1 points and weights (xˆq, wˆq), where q = 0, . . . , QX . The Gauß-Lobatto quadrature
rule includes the endpoints, i.e., cell interfaces which we use to evaluate the values (3.9). For an uniformly
5
distributed uncertainty and Legendre basis functions, we apply a Gauß-Legendre quadrature rule on Dj with
order KΞ, i.e., QΞ + 1 points and weights (ξˆρ, ωˆρ), ρ = 0, . . . , QΞ, where QΞ =
⌈
KΞ+1
2
⌉
. The quadrature
weights are scaled such that
QX∑
q=0
QΞ∑
ρ=0
wˆqωˆρ = 1,
∫
Dj
g fΞdξ ≈
QΞ∑
ρ=0
g(ξˆρ)ωˆρ. (3.11)
Remark 3.4. For other distributions we propose to use the corresponding Gauß quadrature based on the
orthogonal basis polynomials and weighted by the probability density function.
Inserting the global Lax-Friedrichs flux (3.8) into the discontinuous stochastic Galerkin scheme (3.10), we
define the right hand side of these equations as
F(uh,k, ξI) := Mh,k1 ∂tu
h,k −Mh,k2 (u) +Mh,k3 (u), (3.12)
for all h = 0, . . . ,KX and k = 0, . . . ,KΞ, where u
h,k = uh,k(t) ∈ RNx·NΞ contains the vectorized coefficients
uh,ki,j (t) for all Ci×Dj . Additionally, we denote by u the vectorized values uh,k and have F(uh,k, ξI) ∈ RNx·NΞ .
Remark 3.5. The chronological order of the elements in these vectors can be chosen arbitrary but consistent
throughout the following notation.
Moreover, Mh,k1 ∈ RNx·NΞ×Nx·NΞ and Mh,k2 (u), Mh,k3 (u) ∈ RNx·NΞ are given by
Mh,k1 :=
1
∆x
diag
(∫
Ci
ϕhi ϕ
h
i dx
∫
Dj
φkjφ
k
j fΞdξ
)
Mh,k2 (u) :=
1
∆x
vec
(∫
Ci
∫
Dj
f(ui,j) ∂xϕ
h
i φ
k
j fΞdξdx
)
,
Mh,k3 (u) :=
1
2∆x
vec

∫
Dj
(− f(ui−1,j(xi− 12 ))− c ui−1,j(xi− 12 ))ϕhi (xi− 12 )φkj fΞdξ
+
∫
Dj
(
f
(
ui,j(xi+ 12 )
)
+ c ui,j(xi+ 12 )
)
ϕhi (xi+ 12 )φ
k
j fΞdξ
+
∫
Dj
(− f(ui,j(xi− 12 ))+ c ui,j(xi− 12 ))ϕhi (xi− 12 )φkj fΞdξ
+
∫
Dj
(
f
(
ui+1,j(xi+ 12 )
)− c ui+1,j(xi+ 12 ))ϕhi (xi+ 12 )φkj fΞdξ
 ,
for i = 1, . . . , Nx and j = 1, . . . , NΞ. Note that the Multielements Dj and fΞ are depending on ξ
I . In the
notation of Mh,k3 (u), the first line represents the part that corresponds to cell Ci−1 × Dj , the second and
third line correspond to Ci ×Dj etc. According to (3.6), we have
ui,j(xi± 12 ) =
KX∑
h=0
KΞ∑
k=0
uh,ki,j ϕ
h
i (xi± 12 )φ
k
j .
We are now able to formulate the optimization problem within the discretized conservation law (3.12).
4. Parameter Identification
In this section, we specify the optimization problem for the parameter identification introduced in (2.2) and
derive the corresponding first-order optimality conditions. We focus on uncertainties that are uniformly
distributed, in fact, we assume ξ ∼ U(Ω). Other distributions can be dealt with analogously.
6
4.1. Optimization Problem
According to Remark 3.1, we estimate the space Ξ = [ξL, ξR], i.e., the parameters ξL and ξR which we write
as ξI =
(
ξL
ξR
)
with prior estimates ξIp =
(
ξLp
ξRp
)
, and set the penalizing term in the cost functional to
j(ξI) =
δ
2
∥∥ξI − ξIp∥∥22,
where we denote by ‖ · ‖2 the L2-norm. Furthermore, δ  1 diminishes the impact of ξIp on the cost
functional since ξIp is only a rough guess of the true value.
The cost functional then reads
J(uh,k, ξI) =
1
2
∥∥uh,k(T )− uh,kD ∥∥22 + δ2∥∥ξI − ξIp∥∥22, (4.1)
where the coefficients uh,kD ∈ RNx·NΞ describe the observed polynomial moments of the solution for each
h = 0, . . . ,KX and k = 0, . . . ,KΞ. Thus, the polynomial degrees KX and KΞ should be chosen accordingly
to the number of moments of uD that we have observed.
Remark 4.1. For other distribution types of ξ, the same cost functional (4.1) can be used, whereas ξI
contains the new parameters of the distribution such as the expected value and variance in the case of a
normal distribution, cf. Remark 3.1.
Furthermore, we define
J(u, ξI) :=
KX∑
h=0
KΞ∑
k=0
J(uh,k, ξI).
For the initial conditions, we introduce the term
F(0)(u
h,k) := uh,k(0)− uh,k(0) ,
which is derived in every cell Ci ×Dj for i = 1, . . . , Nx and j = 1, . . . , NΞ using(
uh,k(0)
)
(i,j)
=
1∫
Ci
∫
Dj
(φkj )
2(ϕhi )
2 fΞdξdx
∫
Ci
∫
Dj
u(0)(x, ξ)φ
k
jϕ
h
i fΞdξdx. (4.2)
Finally, the optimization problem for the parameter identification of the discretized conservation law (3.12)
on the time-continuous level is given by
minξI J(u, ξ
I) = minξI
KX∑
h=0
KΞ∑
k=0
1
2
∥∥uh,k(T )− uh,kD ∥∥22 + δ2∥∥ξI − ξIp∥∥22
subject to
KX∑
h=0
KΞ∑
k=0
(
F(uh,k, ξI)
F(0)(u
h,k)
)
=
KX∑
h=0
KΞ∑
k=0
(
Mh,k1 ∂tu
h,k −Mh,k2 (u) +Mh,k3 (u)
uh,k(0)− uh,k(0)
)
= 0
(opt)
We determine the first-order optimality conditions for this optimization problem in the following.
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4.2. First-order optimality conditions
The Lagrange functional corresponding to (opt) reads
L(u, ξI ,p) =
KX∑
h=0
KΞ∑
k=0
J(uh,k, ξI) +
KX∑
h=0
KΞ∑
k=0
∫ T
0
(
F(uh,k, ξI)
F(0)(u
h,k)
)
·
(
ph,k
ph,k(0)
)
dt, (4.3)
where ph,k = ph,k(t) ∈ RNx·NΞ and ph,k(0) ∈ RNx·NΞ are the Lagrange multipliers that represent the adjoint
state. We denote by p the vectorized values ph,k and ph,k(0) for all h = 0, . . . ,KX and k = 0, . . . ,KΞ. The
chronological order of the elements in these vectors is chosen according to Remark 3.5.
The first-order optimality condition to (opt) is given by solving
dL(u, ξI ,p) = 0.
The derivative with respect to the adjoint state p results in the state equation, while the derivative with
respect to the state u yields the adjoint system and the optimality condition is obtained by the derivative
with respect to the control ξI , c.f. [33].
For arbitrary directions vξ ∈ R2, vh,ku = vh,ku (t) ∈ RNx·NΞ , where vu denotes the vectorized values vh,ku with
the same chronological order as in uh,k and ph,k, we obtain the following Gaˆteaux derivatives of the cost
functional
duJ(u, ξ
I)[vu] =
KX∑
h=0
KΞ∑
k=0
(uh,k(T )− uh,kD ) · vh,ku (T ),
dξIJ(u, ξ
I)[vξ] = δ (ξ
I − ξIp) · vξ.
The directional derivatives for the second part of the Lagrangian (4.3) read∫ T
0
duh˜,k˜
KX∑
h=0
KΞ∑
k=0
(
F(uh,k, ξI)
F(0)(u
h,k)
)
[vu] ·
(
ph,k
ph,k(0)
)
dt
=
KX∑
h=0
KΞ∑
k=0
∫ T
0
Mh,k1 ∂tv
h,k
u · ph,k +
(
duh˜,k˜M
h,k
3 (u)− duh˜,k˜Mh,k2 (u)
)
vh˜,k˜u · ph˜,k˜ dt
+ vh,ku (0) · ph,k(0) ,∫ T
0
dξI
(
F(uh,k, ξI)
F(0)(u
h,k)
)
[vξ] ·
(
ph,k
ph,k(0)
)
dt
=
∫ T
0
((
∂ξIM
h,k
3 (u)− ∂ξIMh,k2 (u)
)
· vξ
)
· ph,k −
(
∂ξIu
h,k
(0) · vξ
)
· ph,k(0) dt,
with Lagrange multipliers ph,k ∈ RNx·NΞ for h = 0, . . . ,KX and k = 0, . . . ,KΞ. Using Remark 3.2 yields
the matrices duh˜,k˜M
h,k
2 (u) and duh˜,k˜M
h,k
3 (u)
T ∈ RNx·NΞ×Nx·NΞ
duh˜,k˜M
h,k
2 (u) =
1
∆x
diag
(∫
Ci
∫
Dj
fu(ui,j)ϕ
h˜
i ∂xϕ
h
i φ
k˜
jφ
k
j fΞdξdx
)
,
duh˜,k˜M
h,k
3 (u)
T =
1
2∆x
tridiag

∫
Dj
(
fu
(
ui,j(xi+ 12 )
)− c)ϕhi (xi+ 12 )ϕh˜i (xi− 12 )φkjφk˜j fΞdξ∫
Dj
(
fu
(
ui,j(xi+ 12 )
)
+ c
)
ϕhi (xi+ 12 )ϕ
h˜
i (xi+ 12 )φ
k
jφ
k˜
j fΞdξ
+
∫
Dj
(− fu(ui,j(xi− 12 ))+ c)ϕhi (xi− 12 )ϕh˜i (xi− 12 )φkjφk˜j fΞdξ∫
Dj
(− fu(ui,j(xi− 12 ))− c)ϕhi (xi− 12 )ϕh˜i (xi+ 12 )φkjφk˜j fΞdξ
.
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We require the transposed matrix duh˜,k˜M
h,k
3 (u)
T for the adjoint problem in the following theorem which is
why we do not state duh˜,k˜M
h,k
3 (u) explicitly. For the derivatives with respect to the distribution parameters
we obtain
∂ξI
(
Mh,k1 u
h,k
)
= ∂ξI
(
diag
(∫
Ĉ
(ϕh)2 dx
∫
D̂
(φk)2 dξ
)
uh,k
)
= 0,
∂ξR
(
Mh,k2 (u)
)
=
1
∆x
vec
(∫
Ĉ
∫
D̂
fξ
(
ui,j ,
(
ξR − ξL)(ξ + j − 12)
NΞ
+ ξL
)(ξ + j − 12
NΞ
)
∂xϕ
h φk dξdx
)
,
where ∂ξLM
h,k
2 (u) and ∂ξIM
h,k
3 (u) follow analogously. Moreover, we denote by fu and fξ the derivative
of the flux function f(u, ξ) with respect to the first and second component, respectively. The term (ξR −
ξL)(ξ + j − 12 )/NΞ + ξL describes the variable transformation ξ∆ξ + ξj using ξL and ξR. Furthermore, we
have
∂ξR
(
uh,k(0)
)
=
(
Mh,k1
)−1diag(∫
Ĉ
∫
D̂
u′(0)
(
x∆x+ xi,
(
ξR − ξL)(ξ + j − 12)
NΞ
+ ξL
)(ξ + j − 12
NΞ
)
ϕhφk dξdx
)
.
Here, u′(0) describes the derivative of u(0) with respect to the second argument.
Remark 4.2. In order to calculate these quantities, the flux f(u, ξ) has to be differentiable with respect to
u and ξ and u(0)(x, ξ) has to be differentiable with respect to ξ.
Theorem 4.3. Let
(
ξI∗,u∗
)
be an optimal pair for (opt). Then the following first-order optimality condition
holds
KX∑
h=0
KΞ∑
k=0
∫ T
0
(
∂ξIM
h,k
3 (u∗)− ∂ξIMh,k2 (u∗)
)
· ph,k dt+ ∂ξIuh,k(0) ·
(
Mh,k1 p
h,k(0)
)
= δ (ξIp − ξI∗), (4.4)
where ph,k satisfies the adjoint problem given by
Mh,k1 ∂tp
h,k =
KX∑
h˜=0
KΞ∑
k˜=0
((
duh˜,k˜M
h,k
3 (u∗)
)T − duh˜,k˜Mh,k2 (u∗))ph˜,k˜, (4.5)
for h = 0, . . . ,KX and k = 0, . . . ,KΞ with terminal condition M
h,k
1 p
h,k(T ) = (uh,kD − uh,k∗ ).
Proof. For the optimal pair, we have duL(u∗, ξI∗,p) = 0, where we derive via integration by parts∫ T
0
Mh,k1 ∂tv
h,k
u · ph,k dt =
∫ T
0
∂t
(
Mh,k1 v
h,k
u
) · ph,k dt
=
[
vh,ku ·
(
Mh,k1
)T
ph,k
]T
0
−
∫ T
0
vh,ku ·
(
Mh,k1
)T
∂tp
h,k dt,∫ T
0
(
Mh,k3 (u∗)−Mh,k2 (u∗))
)
vh˜,k˜u · ph˜,k˜ dt =
∫ T
0
vh˜,k˜u ·
(
Mh,k3 (u∗)−Mh,k2 (u∗)
)T
ph˜,k˜ dt.
Choosing smooth functions with vh,ku (0) = v
h,k
u (T ) = 0 and v
h,k
u (t) 6= 0 for t ∈ (0, T ) as test functions,
together with the symmetry of Mh,k1 and M
h,k
2 (u∗), we obtain (4.5). Choosing v
h,k
u smooth with v
h,k
u (0) =
vh,ku (T ) 6= 0 yields the terminal condition, where Mh,k1 has full rank, thus it is invertible. Now, using the
conditions derived so far and vh,ku 6= 0, we get ph,k(0) = Mh,k1 ph,k(0), together with dξIL(u, ξI ,p) = 0 leads
to (4.4).
Remark 4.4. Note, that if the flux f(u, ξ) does not depend on ξ, the optimality condition (4.4) only contains
the optimization in the uncertain initial condition through the second term ∂ξIu
h,k
(0) ·
(
Mh,k1 p
h,k(0)
)
. On the
other hand, if the initial condition is independent of ξ, this term vanishes.
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4.3. Reduced Cost Functional
In the derivation of the first-order optimality conditions of (opt) we used the state and control dependence
of the cost functional J(u, ξI) explicitly. Now, we propose a gradient-based optimization algorithm that
acts only on the control. We therefore define the control-to-state operator
G(ξI) = u,
that is deduced through application of the discontinuous stochastic Galerkin scheme (3.10). The existence
and uniqueness of solutions is discussed in Remark 3.3. Further, we introduce the corresponding reduced
cost functional
Jˆ(ξI) := J(G(ξI), ξI) = J(u, ξI). (4.6)
In the following we assume the control-to-state operator to be Gaˆteaux differentiable, otherwise the so-called
shift derivative has to be introduced, for more information we refer to [29, 55]. Additionally, we define
Fˆ (u, ξI ,p) :=
KX∑
h=0
KΞ∑
k=0
(
F(uh,k, ξI)
F(0)(u
h,k)
)
·
(
ph,k
ph,k(0)
)
.
Analogous to [11, 33], using Fˆ (u, ξI ,p) = 0, we obtain
0 = dξI Fˆ (G(ξI), ξI ,p) = duFˆ (G(ξI), ξI ,p)[dG(ξI)] + dξI Fˆ (G(ξI), ξI ,p).
The derivative of the Lagrangian with respect to the state u yields
duFˆ (u, ξ
I ,p)∗ = −duJ(u, ξI).
With these equations, the Gaˆteaux derivative of the reduced cost functional in arbitrary direction vξ ∈ R2
is given by
dJˆ(ξI)[vξ] = duJ(u, ξ
I) · dG(ξI)[vξ] + dξIJ(u, ξI)[vξ] (4.7a)
= dξI Fˆ (G(ξI), ξI ,p) · vξ + dξIJ(u, ξI)[vξ] (4.7b)
= dξIL(u, ξI ,p) · vξ, (4.7c)
which corresponds to the first-order optimality condition from (4.4).
5. Numerical Scheme
For the numerical solution of our optimization problem (opt) we first have to solve the discretized forward
problem (2.1) as described in Section 3 through the discontinuous stochastic Galerkin method in order to
obtain the state variable for predefined equally sized time slices of [0, T ], namely tn = n∆t, n = 0, . . . , NT
with ∆t = TNT . We will use these time slices later to solve the time integral in the optimality condition (4.4)
via quadrature. For the quadrature rule with respect to t, we might use the equidistant time slices with
Newton-Cotes weights. Moreover, we store the state information at all times t that are used in the adjoint
system (4.5). We solve the adjoint problem backwards in time with Runge-Kutta which yields the adjoint
state at our time slices.
Note that [28] showed a reduced order of Runge Kutta in solving the adjoint system with more than two
stages, this issue is also discussed for conservation laws in [29, 32]. Using a three stage SSP RK method will
only yield a second-order approximation in the adjoint problem. Additional conditions have to be imposed
on the RK scheme to reach third- and fourth-order methods in the backward solution, c.f. [28]. According
to [29], our SSP TVD RK discretization of the state equation ensures that the discrete adjoint is stable in
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every time step. Moreover, in the case of the Lax Friedrichs numerical flux, we choose the time step size
for the forward and backward scheme as half of the usual CFL number. In our numerical calculations we
transformed the adjoint system to an initial value problem using a new time variable T − t.
Remark 5.1. In general, the CFL number of the state and the adjoint equation differ. Here, the ’first opti-
mize, then discretize’ approach on the ODE level is advantageous, as we can use different time discretizations
for the state and the adjoint systems. When the state equation is discretized first, there is less choice for the
adjoint system.
Finally, we perform a optimization method in order to update the control. We first consider a steepest
descent method where we update
ξInew = ξ
I − α dJˆ(ξI), (5.1)
with the reduced cost functional from (4.6). The step size α > 0 is obtained by the Armijo step size rule
[33]. Moreover, ξI denotes the control in the current iteration, whereas at time t = 0 we start with the
initial guess ξIp. According to (4.7), the derivative of the reduced cost functional given by
dJˆ(ξI) =
∫ T
0
( KX∑
h=0
KΞ∑
k=0
∂ξIM
h,k
3 (u)− ∂ξIMh,k2 (u)
)
· ph,k dt (5.2a)
+ ∂ξIu
h,k
(0) ·
(
Mh,k1 p
h,k(0)
)
+ δ (ξI − ξIp), (5.2b)
where the integrals over [0, T ] are solved using an appropriate quadrature rule with points t0, . . . , tNT .
Alternatively, we can perform the optimization process through a BFGS scheme, described for example in
[21], where we approximate the inverse of the Hessian matrix in each iteration and use it within a quasi-
Newton scheme. Here, the update of the control is similar to the steepest descent method (5.1) but with an
additionally introduced matrix H−1 and reads
ξInew = ξ
I − αH−1dJˆ(ξI), (5.3)
where α > 0 again denotes the step size of the Armijo rule and H−1 is the approximate inverse of the Hessian.
We initially use the identity matrix for H−1 and then update it for the next iteration by a rank-two correction
of the inverse to
H−1new = H
−1 − s
T yH−1 +H−1yT s
yT s
+
(
1 +
yTH−1y
yT s
)
ssT
yT s
,
with s = −αH−1dJˆ(ξI) and y = dJˆ(ξInew) − dJˆ(ξI). We reset H−1 back to the identity matrix if
−(ξI)T (H−1dJˆ(ξI)) > 0. This formula adds two symmetric rank-one matrices to H−1 in order to update
the Hessian and is therefore known as a rank-two correction method. The exact update can be obtained by
an expansion of the gradient with help of the Hessian and by approximating the resulting gradient difference,
for more information see [21].
We perform the whole method until the determination of the parameter ξInew has converged, namely until
the L2 norm of the direction of descent ‖dJˆ(ξInew)‖2 is smaller than a predefined tolerance.
The whole numerical scheme is summarized in the following algorithm.
11
Algorithm 1 Discontinuous stochastic Galerkin (DsG) scheme for parameter estimation
1: Set L = ‖dJˆ(ξI)‖2
2: while L > tol do
3: Solve (2.1) using the DsG scheme (3.10) to calculate u(tn) for all n = 0, . . . , NT
4: Solve the adjoint system (4.5) backwards to get p(tn), n = 0, . . . , NT
5: Use the Armijo rule to compute the step size and update with (5.1) or (5.3) in order to obtain ξInew
6: Update L = ‖dJˆ(ξInew)‖2
7: end while
Remark 5.2. If we only consider an uncertain linear advection equation, namely if the flux is given by
f(u, ξ) = a(ξ)u, the discontinuous Galerkin scheme is linear in u, meaning that we can write Mh,k2 (u) =
Mh,k2 u and M
h,k
3 (u) = M
h,k
3 u in (3.12). Thus, the derivatives simplify and lead to an adjoint system of the
form
Mh,k1 ∂tp
h,k =
(
Mh,k3 −Mh,k2
)T
p.
In this case, we do not have to store u at every point in time of the backward model and we can derive Mh,k2
and Mh,k3 independently for every ξ
I which decreases the run time of the algorithm tremendously.
6. Numerical Results
In the following numerical experiments we analyze the discontinuous stochastic Galerkin scheme for pa-
rameter estimation described in Algorithm 1. We apply the method to the stochastic linear advection
and Burgers’ equations, supplemented with different types of uncertainty, and study the identification of a
predefined reference solution as well as the influence of the discretization parameters.
6.1. Linear Advection
We begin the numerical calculations by considering the linear advection equation
∂
∂t
u(t, x, ξ) + a(ξ)
∂
∂x
u(t, x, ξ) = 0, for x ∈ X, t ∈ [0, T ], ξ ∈ Ω, (6.1a)
u(0, x, ξ) = u(0)(x, ξ), for x ∈ X, ξ ∈ Ω, (6.1b)
with uncertain wave speed a = a(ξ). The flux is therefore given by f(u, ξ) = a(ξ)u, thus we can apply
Remark 5.2. In each of the following test cases, the BFGS scheme was able to outperform the steepest
descent method in terms of the number of iterations and Armijo steps, which is why we restrict the results
to BFGS.
6.1.1. Parameter estimation under discontinuous initial conditions
In this subsection we study Algorithm 1 applied to the uncertain linear advection equation (6.1) with
discontinuous initial conditions, namely
u(0)(x) =
{
1, for 0.4 < x < 0.6,
0, for 0 ≤ x ≤ 0.4 and 0.6 ≤ x ≤ 1. (6.2)
The uncertain wave speed is given by
a(ξ) = 2ξ.
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Moreover, the uncertainty is chosen to be uniform ξ ∼ U(ξL, ξR) and we calculate the data uD, i.e., the
reference solution, at time T = 0.01 with ξ ∼ U(−1, 1). We start with an initial guess ξIp = [−0.8, 1.4]. For
our numerical calculations we use Nx = 200 spatial cells and NΞ = 20 Multielements, the polynomial degrees
of the local approximation read KX = 1 and KΞ = 4, providing a two-stage SSP RK method. In the cost
functional, we set the scaling factor of j as δ = 10−2. We perform the optimization in Algorithm 1 until the
tolerance tol = 10−2 is reached. The results are shown in Figure 1 – 4. The influence of the parameters for
Algorithm 1 will be discussed later within Table 1. In general, a solid resolution of the spatial and stochastic
domain should be given and δ is chosen such that j does not dominate in J , whereas the values 10−2 or
10−3 were a good choice in our examples. We set tol such that the optimization process stopped as soon as
there seemed no improvement in ξI getting closer to its true value.
We observe that the parameters ξL and ξR of the uniform distribution converge to the reference solution,
namely to [−1, 1]. In Figure 1 they quickly approach these values starting at [−0.8, 1.4] until they slightly
propagate around the true value. We need 12 iterations in order to achieve the tolerance 10−2.
The plots of the cost functional in Figure 2 illustrate the decrease of J(u, ξI) from around 12 in the first
iteration until it convergences to 10−4. The second part j(ξI , ξIp) of this functional in Figure 3 approaches
a value larger than the initial one since we chose our initial guess [−0.8, 1.4] as ξIp. This is why we scale
this part through δ  1.
Furthermore, we display the L2 norm of the difference between the current solution at time T = 0.01 and the
data uD in Figure 4, which consequently takes a similar form to the cost functional. This value approaches
10−5 which reflects our computational error. The number of Armijo stages within our calculations was
between 4 and 5 in each iteration, starting with the initial value 0.125.
0 5 10
−1
0
1
#Iteration
ξ
ξI
ξIRef
Figure 1: Performance of ξ during the optimization pro-
cess. Example (6.2).
0 5 10
10−4
10−2
100
#Iteration
J
Figure 2: Cost functional during the optimization pro-
cess. Example (6.2).
6.1.2. Choice of Parameters in Algorithm 1
We supplement the uncertain linear advection equation (6.1) with smooth initial conditions
u(0)(x) = sin(2pix), x ∈ [0, 1] (6.3)
and periodic boundary conditions, whereas the advection term is given by
a(ξ) = ξ.
We perform Algorithm 1 with different parameter settings in order to study how they influence the conver-
gence of ξI to a reference solution ξ ∼ U(−1, 1) at time T = 0.01 with the prior ξIp = [1, −1]. We initially
start with α = 1 for the Armijo step size rule in each of the calculations.
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0 5 10
0
1
2
3
·10−4
#Iteration
j
Figure 3: 2nd term of cost functional during the optimiza-
tion process. Example (6.2).
0 5 10
10−5
10−4
10−3
10−2
10−1
#Iteration
‖u
−
u
D
‖ 2
Figure 4: L2 norm of u(T )−uD(T ) during the optimiza-
tion process. Example (6.2).
The results are described in Table 1. They show that the choice of the parameters does not influence the
number of iterations in Algorithm 1. In each case, we require around 18 – 21 iterations in order to achieve
the tolerance ‖dJˆ(ξI)‖2 < 1e− 5.
In Table 1a and Table 1b we increase the number of cells in the physical and stochastic domain, and observe
that the number of iterations stays the same while the run time of the algorithm is increased and the
resulting parameter estimate ξI gets closer to the true value, i.e., the cost functional is decreased. This
indicates the mesh-independence of our algorithm. However, using NΞ = 1 and therefore no Multielement
ansatz, we are not able to identify the distribution parameters since the terminal condition of the adjoint
system, hence the adjoint state and thus the gradient of the reduced cost functional, get too small.
Increasing the polynomial degrees KX and KΞ of the discontinuous stochastic Galerkin approach in Table 1c
and Table 1d results in the same number of iterations and estimates ξI in each calculation while the run
time is increased. The choice of δ in the second part of the cost functional is demonstrated in Table 1e.
Without introducing this parameter, i.e., setting δ = 1, the optimization method is not able to find an
direction of descent since the impact of the prior guess ξIp is too large within the cost functional. If we
neglect ξIp completely and use δ = 0, we require twice as much iterations compared to every other parameter
setting. The remaining values for δ yield similar results as before. Altogether we deduce that the choice of
the different parameters does not influence the number of iterations in most of the cases but the run time
of the algorithm as well as the approximation quality of the parameter estimation.
6.2. Burgers’ Equation
In this subsection, we consider the Burgers’ equation with uncertain initial conditions
∂
∂t
u(t, x, ξ) +
1
2
∂
∂x
u(t, x, ξ)2 = 0, for x ∈ X, t ∈ [0, T ], ξ ∈ Ω, (6.4a)
u(0, x, ξ) = sin(2pix) +
1
2
ξ, for x ∈ X, ξ ∈ Ω. (6.4b)
We consider the solution of the Burgers’ equation until T = 0.05 with X = [0, 1]. The uncertainty is
uniform ξ ∼ U(ξL, ξR), whereas uD is obtained by calculating the solution to (6.4) at T = 0.05 with a
uniform distribution in [−1, 1]. Initially, we start with ξIp = [−0.8, 0.8]. We use Nx = 200 spatial cells
and NΞ = 40 Multielements, the polynomial degrees of the local approximation are KX = 2 and KΞ = 4.
Additionally, we prescribe the scaling factor δ = 10−2 and the tolerance tol = 10−2.
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Nx # it. time[s] ξ
I
100 18 25 [−0.979, 0.979]
300 18 308 [−0.990, 0.990]
500 19 435 [−0.994, 0.994]
700 20 990 [−0.996, 0.996]
(a) NΞ = 20, KX = 1, KΞ = 4, δ = 1e− 2, tol = 1e− 5
NΞ # it. time[s] ξ
I
1 ‖dJˆ(ξI)‖ < tol in the first it.
20 18 308 [−0.989, 0.989]
40 21 817 [−0.995, 0.995]
80 21 6558 [−0.997, 0.997]
(b) Nx = 300, KX = 1, KΞ = 4, δ = 1e− 2, tol = 1e− 5
KX # it. time[s] ξ
I
0 18 82 [−0.992, 0.992]
1 19 435 [−0.993, 0.993]
2 19 1840 [−0.994, 0.994]
3 21 1924 [−0.995, 0.995]
(c) Nx = 500, NΞ = 20, KΞ = 4, δ = 1e−2, tol = 1e−5
KΞ # it. time[s] ξ
I
1 18 124 [−0.992, 0.992]
2 21 215 [−0.993, 0.993]
4 19 435 [−0.993, 0.993]
8 18 996 [−0.994, 0.994]
(d) Nx = 500, NΞ = 20, KX= 1, δ = 1e−2, tol = 1e− 5
δ # it. time [s] ξI
1 fails, no direction of descent
1e− 1 18 156 [−0.903, 0.903]
1e− 2 18 308 [−0.990, 0.990]
1e− 3 18 470 [−0.999, 0.999]
0 40 355 [−1.000, 1.000]
(e) Nx = 300, NΞ = 20, KX = 1, KΞ = 4, tol = 1e− 5
Table 1: Number of iterations (# it.), run time in seconds (time[s]) and distribution parameters in the last iteration (ξI) for
different parameters of Algorithm 1. Example (6.3).
In Figure 5 – 8 we demonstrate the results. Again, we observe convergence of ξL and ξR to the true value
[−1, 1], whereas 5 iterations are now required to reach the tolerance 10−2. The cost functional decreases
from around 1.4 to 0.2 in the first iteration and then approaches 7 · 10−3. In this example 1 and 8 Armijo
stages were performed, starting initially with α = 0.5. Figure 7 shows the local polynomial approximation
(3.6) of the state in the whole x−ξ plane at time T = 0.05, demonstrating the propagation of the sinus wave
and its translation through the uncertainty. We derive the corresponding discontinuous stochastic Galerkin
polynomial from the adjoint state
p
∣∣
Ci×Dj (t, x, ξ) =
KX∑
h=0
KΞ∑
k=0
ph,ki,j (t)ϕ
h
i (x)φ
k
j (ξ) (6.5)
for all i = 1, . . . , Nx and j = 1, . . . , NΞ and illustrate it in Figure 8. It is interesting to study in future work
how this polynomial relates to an adjoint equation on PDE level. At time T = 0.05 we obtain the terminal
condition of the adjoint system, namely Mh,k1 p
h,k(T ) = (uh,kD − uh,k).
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Figure 5: Performance of ξ during the optimization pro-
cess. Example (6.4).
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J
Figure 6: Cost functional during the optimization pro-
cess. Example (6.4).
0 0.2 0.4 0.6 0.8 1
−0.5
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0.5
x
ξ
−1 −0.5 0 0.5 1
Figure 7: Numerical solution u to the conservation law
within the x− ξ plane at time T = 0.05 in the first iter-
ation, i.e., ξI = ξIp. Example (6.4).
0 0.2 0.4 0.6 0.8 1
−0.5
0
0.5
x
ξ
−0.1 −0.05 0 0.05 0.1
Figure 8: Discontinuous SG polynomial of the adjoint p,
defined in (6.5), within the x− ξ plane at time T = 0.05 in
the first iteration. Example (6.4).
7. Conclusions and Outlook
We studied the estimation of parameters for the underlying random distribution in uncertain scalar conser-
vation laws as an optimization problem which we solved on the time-continuous level. For the discretization
in the physical and stochastic domain we employed the discontinuous stochastic Galerkin scheme, using a
Multielement stochastic Galerkin ansatz in the stochastic and a discontinuous Galerkin approach in the spa-
tial variable. We then computed the first order optimality conditions of this semi-discrete system. This yield
our algorithm for the parameter identification which we applied on different numerical test cases for the un-
certain linear advection and Burgers’ equation. We observed the convergence of the distribution parameters
to a predefined reference solution and the independence of the number of iterations from the discretization
parameters. Our results show that it is possible to use intrusive UQ schemes such as stochastic Galerkin type
methods for the theoretical framework of parameter estimations in uncertain conservation laws. Moreover,
we deduced an algorithm that uses a high-order discretization in space, time and the stochasticity in order
to solve the optimization problem.
Future work should incorporate the estimation of parameters for multi-dimensional random variables in the
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flux and the initial state. In this context, other (non-)intrusive UQ methods might be relevant to adopt into
the methodology since they usually outperform sG for high-dimensional stochastic domains.
Moreover, it might be of interest to analyze how to handle for example uncertain initial states that are not
differentiable with respect to the uncertainty. This article is intended to provide a first approach on how to
address parameter estimation problems in the context of high-order intrusive UQ methods for hyperbolic
conservation laws. Further studies might include an error analysis of the parameter choices within the
algorithm in the context of Table 1. As soon as an adjoint framework for hyperbolic stochastic PDEs, i.e., in
the spirit of [10], is established, we can also study the relation between the discontinuous stochastic Galerkin
polynomial of the adjoint coefficients and a possible adjoint equation on PDE level.
A comparison to the results obtained by the parameter identification problem that is constrained by the
system of stochastic differential equations resulting from the space-discretization of the uncertain PDE is
another interesting project for future work.
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