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As an engineering feat, China's massive South-to-North Water Diversion Project is a stunner. Three artificial canals in various stages of completion are being designed to reroute water from the country's rainy south to more than 200 million people a day in its parched north.
The massive Internet of things (IoT) network that quietly monitors the completed middle route is impressive in its own right. More than 100,000 individual sensors stud the 1,400-kilometer waterway, which connects the Danjiangkou reservoir to Beijing and Tianjin. For the past year, those sensors have been scanning for structural damage, tracking water quality and flow rates, and watching for intruders.
"The IoT monitoring system has detected and tracked 10-plus intruders and immediately reported all evidence to the local police," says Yang Yang, the technical lead for the IoT network and a professor at the Shanghai Institute of Microsystem and Information Technology (SIMIT), part of the Chinese Academy of Sciences. He says the system has even saved several people from drowning. His team will apply lessons learned from this network to other massive infrastructure projects, such as the eastern and western routes.
Yang and his team, including Zhang Wuxiong, an associate professor at SIMIT, began to plan the central canal's IoT network back in 2012 after spending two weeks traveling the length of the canal and assessing its needs.
They saw many challenges. The waterway traversed regions prone to earthquakes. The water's flow had to be controlled so that none of it was wasted. Water quality also needed to be checked periodically for pollutants or toxins. In some places, local villagers scaled the fence along the canal in order to fish or swim, creating safety risks.
SENSOR NETWORK MONITORS 1,400-KM CANAL
100,000 sensors keep watch over China's huge water diversion project sense to build displays much bigger than a centimeter or two. It'd be a waste of silicon, which is expensive, and of gallium nitride, which is even more expensive.
So these firms are targeting the high-densit y displays needed for things like AR. Each has its own take on the technology, and much of that uniqueness has to do with dodging the fundamental thermal and crystalline mismatch between the silicon control matrix and the gallium nitride LEDs. This mismatch can cause stressrelated dislocations in the LED crystal that can kill such a tiny device. Plessey's claim that it will be first is backed up by its considerable commercial experience growing gallium nitride LEDs on silicon substrate and making silicon backplanes, according to Myles Blake, marketing director at Plessey.
The second approach to microLED displays seems absurd on the face of it, yet it has the potential to work in smart-watch screens and larger displays. It involves dicing up wafers into individual microLEDs, making sure they're all working perfectly, and transferring each one to its proper place on the display (not necessarily in that order). A 42-mm Apple Watch has roughly 120,000 pixels, each one of three colors, so that might mean some 360,000 microLEDs. "You need a technology that can transfer 30,000 LEDs per second for a consumer application," says Virey.
Yet that's exactly the technology Apple is pursuing, and the company is thought to be nearing its goal. Apple did not respond to requests for comment. Virey estim ate s t h at Apple's a nd possibly other microLED displays will debut in products in 2019. Watch for signals in the supply chain about six months prior, he says. -SamuEl k. moorE ↗ POST YOUR COMMENTS at https:// spectrum.ieee.org/microled0418 CLOSE UP: Lumiode employees examine a wafer containing microLEDs and thin-film transistors.
Yang and his team grouped these challenges into three broad categories-infrastructure, water, and security-and settled on more than 130 types of Internet-connected sensors to install along the canal and within its 120 tunnels.
Technicians embedded sensors to measure stress, strain, vibration, displacement, and water seepage in the ground, in concrete banks and bridges, and on 50 dams that control the water's flow. They also attached probes that measure water quality and f low rate to the steel support columns of bridges. And they installed video cameras every 500 meters along the entire canal.
With all these sensors in place, the team puzzled over how to send data back to a control room. Some sections of the canal had access to a fiber-optic Internet connection, but others had no such access and passed through remote areas with spotty or nonexistent cellular network service.
To solve this problem, Yang and his team developed the Smart Gateway, a custom-built wireless device that would receive data continuously from local sensors and then transmit it periodically to a cloud server using whatever method was available at the moment: fiber, Ethernet, 2G, 3G, 4G, Wi-Fi, or Zigbee.
"The Smart Gateway can learn the availability of the connection to the cloud. After a successful transmission, it will follow that network next time. Otherwise, it will try another one," says Zhang.
The Smart Gateway transmits data to the nearest server, which may be any one of 47 regional branch servers. Under normal circumstances, it transmits every 5 minutes, every 30 minutes, or once a day, depending on advice from authorities at branch locations. (If an earthquake or a chemical spill were to happen, the device would continuously send data to the cloud.)
From there, the data is stored or forwarded to any of five administrative servers in provincial cities between the Danjiangkou reservoir and Beijing, until it reaches the main server center in Beijing.
Separately, Yang and his team designed a platform and interface to allow people working at the server stations to respond to any alerts via a website. This platform also helps the central management team in Beijing stay apprised of developments at remote sites and make decisions in real time. Because the network is isolated from the Internet, says Zhang, the data has a lower risk of being hacked.
"To me, this is a good example of IoT applied to critical infrastructure," says Adam Drobot, chair of the IEEE IoT Activities Board and chairman of the board of Open TechWorks, an Internet security and IT consultancy firm. "You build it so it's protected to begin with and not as an afterthought."
Yang says that one remaining challenge to monitoring the South-to-North Water Diversion Project is capturing sensor data from a monstrous, 4-km-long tunnel that runs beneath the Yellow River. From such a depth, wireless signals are very weak. Eventually, he wants to develop aquatic robots that serve as mobile relays to transmit data up to the surface. 
