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1
Einleitung
In der klassischen Wahrscheinlichkeitstheorie spielen Grenzwertsa¨tze eine
zentrale Rolle (vgl. z.B. [16] und [18]). Insbesondere werden durch solche,
die sich in gewisse Schemata einordnen lassen, Klassen von Grenzverteilun-
gen ausgezeichnet. So sind in Rd die mo¨glichen Limiten von zeilenweise aus
infinitesimalen Dreieckssystemen gebildeten Summen gerade die unendlich
teilbaren Verteilungen (vgl. [16] und [40]), welche eindeutig in stetige Fal-
tungshalbgruppen einbettbar sind. Fu¨r den Spezialfall identisch verteilter
Dreieckssysteme erha¨lt man im Kontext von Wahrscheinlichkeitsmaßen aus
der Konvergenz νknn → µ (wobei (kn) eine Teilfolge der natu¨rlichen Zahlen ist)
die kompakt-gleichma¨ßige Konvergenz der diskreten Faltungshalbgruppen
(ν
[knt]
n )t≥0 gegen die stetige Faltungshalbgruppe (µt)t≥0. Sind die zeilenweise
gebildeten Summen normierte Summen von unabha¨ngigen, identisch verteil-
ten reellen Zufallsvariablen, d.h. gilt νn = Hcn(ν) (mit x 7→ Hcn(x) := cnx)
in der obigen Situation mit ν ∈ M1(R) und einer Nullfolge (cn) ⊆ R∗+, so
treten als mo¨gliche Grenzwerte die von P. Le´vy eingefu¨hrten (strikt) stabilen
(fu¨r (kn) = (n)) und, als Verallgemeinerung, die (strikt) semistabilen (fu¨r
(kn) mit kn/kn+1 → α ∈]0, 1[) Maße auf.
Diese beiden Konzepte lassen sich zuna¨chst auf endlich-dimensionale Vek-
torra¨ume u¨bertragen. In [49] und [34] definierten M. Sharpe bzw. R. Jajte
die operator-stabilen bzw. die operator-semistabilen Maße als Grenzwerte
von Summen unabha¨ngiger, identisch verteilter Zufallsvektoren, die anstel-
le von (cn) durch Automorphismen normiert sind, und zeigten, dass unter
Vollheitsvoraussetzungen operator- (semi-) stabile Maße eindeutig einbett-
bar sind in stetige Faltungshalbgruppen von Wahrscheinlichkeitsmaßen, und
diese durch algebraische Identita¨ten charakterisiert werden (vgl. [49], [34]
und [40]).
Ausgehend von diesen algebraischen Identita¨ten entwickelte W. Hazod (vgl.
[24], [25] und [28]) ein Konzept fu¨r Stabilita¨t bzw. Semistabilita¨t auf lo-
kalkompakten Gruppen G. Die (strikte) Semistabilita¨t wird aufgefasst als
Eigenschaft einer Faltungshalbgruppe und definiert durch:
(µt)t≥0 heißt semistabil bezu¨glich a ∈ Aut(G) und 0 < α < 1,
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falls a(µt) = µαt fu¨r alle t ≥ 0 erfu¨llt ist.
Semistabile Maße wurden von S. Nobel auf einfach zusammenha¨ngenden nil-
potenten Liegruppen (vgl. [44] und auch [28]) und von K. Telo¨ken auf total
unzusammenha¨ngenden Gruppen (vgl. [51] und auch [28]) untersucht. Der
Schluss von der Konvergenz
an(ν)
kn −−−→
n→∞
µ
(wobei µ und ν Wahrscheinlichkeitsmaße auf G sind und (an) ⊆ Aut(G))
auf Semistabilita¨t als Eigenschaft einer Faltungshalbgruppe fu¨hrt in beiden
Fa¨llen zwangsla¨ufig zu der Frage der (stetigen) Einbettbarkeit von µ. Die-
se wird in [44] und [51] jeweils im Zusammenhang mit der Gu¨ltigkeit eines
Funktionalen Grenzwertsatzes behandelt. Ein solcher ist dabei in dem Sinne
zu verstehen, dass aus der Konvergenz νknn → µ fu¨r Wahrscheinlichkeitsmaße
(νn) und µ die Existenz einer Teilfolge N˜ ⊆ N sowie einer stetigen Faltungs-
halbgruppe (µt)t≥0 mit µ1 = µ geschlossen werden kann, so dass ”
funktionale
Konvergenz“
ν [knt]n −−→
n∈N˜
µt fu¨r alle t ≥ 0
vorliegt. S. Nobel konnte einen Funktionalen Grenzwertsatz fu¨r im Sinne der
Definition in [31] gleichgradig wurzelkompakte lokalkompakte Gruppen, die
keine nichttrivialen kompakten Untergruppen besitzen, beweisen (vgl. [44]),
K. Telo¨ken verallgemeinerte diesen dann auf allgemeinere Klassen lokalkom-
pakter Gruppen, insbesondere auf solche, in denen nichttriviale kompakte
Untergruppen auftreten ko¨nnen (vgl. [51] und [52]).
Die beschriebenen Zusammenha¨nge lassen sich - zumindest im Kontext
von Maßen - auf allgemeineren algebraischen Strukturen bzw. Faltungsstruk-
turen studieren. Ein wesentliches Ziel der vorliegenden Arbeit ist es, die zu-
letzt angesprochene Problemstellung, d.h. die Frage nach der Einbettbarkeit
von Wahrscheinlichkeitsmaßen in stetige Faltungshalbgruppen in Verbindung
mit der Gu¨ltigkeit eines Funktionalen Grenzwertsatzes, auf Hypergruppen zu
behandeln.
Hypergruppen stellen eine natu¨rliche Verallgemeinerung lokalkompakter
Gruppen dar, wobei im Gegensatz zur deterministischen Gruppenoperation
in der Theorie der Hypergruppen das Ergebnis der Verknu¨pfung zweier Ele-
mente eines lokalkompakten Raumes K vom Zufall abha¨ngt. Diese zufa¨llige
Verknu¨pfung auf K induziert eine bina¨re Operation ∗, genannt Faltung, auf
der MengeM1(K) der Wahrscheinlichkeitsmaße auf K. Die Axiomatik einer
Hypergruppe stellt einen Apparat algebraischer und topologischer Hilfsmittel
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zur Verfu¨gung, mittels dessen sich zahlreiche klassische Resultate aus Wahr-
scheinlichkeitstheorie und harmonischer Analyse fu¨r Hypergruppen aufrecht
erhalten lassen. Eine ausfu¨hrliche Darstellung der Theorie der Hypergruppen
sowie zahlreiche Beispiele finden sich in [10].
Die Einfu¨hrung eines Konzepts der Semistabilita¨t selbst erweist sich als
problematisch, da u¨ber die Fa¨lle lokalkompakter Gruppen und Kingman-
Strukturen (vgl. z.B. [17]) hinaus keine Beispiele von Hypergruppen mit
nichttrivialen Automorphismen bekannt sind. Dabei sind Automorphismen
aufgrund der nicht vorhandenen deterministischen Gruppenoperation als Ho-
momorphismen bezu¨glich der Faltung definiert. Im abschließenden Kapi-
tel dieser Arbeit wird ein Ansatz fu¨r kommutative Hypergruppen vorge-
stellt, welcher jedoch letztendlich mangels Beispielen auch lediglich ein sol-
cher bleibt.
Die funktionale Konvergenz von diskreten Faltungshalbgruppen (ν
[knt]
n )t≥0
gegen stetige Faltungshalbgruppen (µt)t≥0 auf Hypergruppen wird in der
vorliegenden Arbeit in einem weiteren Zusammenhang betrachtet, wobei dies
ebenfalls motiviert ist durch die Gu¨ltigkeit entsprechender Aussagen fu¨r den
Fall lokalkompakter Gruppen. Fu¨r jenen tritt die funktionale Konvergenz
ν
[knt]
n → µt (kompakt-gleichma¨ßig in t ≥ 0) als Voraussetzung im von W.
Hazod bewiesenen Transfersatz von Gnedenko auf (vgl. [26] und [28]), welcher
vom klassischen Transfersatz in [21] auf lokalkompakte Gruppen u¨bertragen
ist. In analytischer Formulierung macht der Transfersatz eine Aussage u¨ber
die Konvergenz der Wahrscheinlichkeitsmaße
(νn)
ρn :=
∞∑
k=0
νknρn({k}), n ∈ N, (1)
auf G gegen das Wahrscheinlichkeitsmaß
µξ :=
∫
R+
µt dξ(t) (2)
(mit (ρn) ⊆ M1(Z+) und ξ ∈ M1(R+)). Dabei ergeben sich die ((νn)ρn) im
wahrscheinlichkeitstheoretischen Modell gerade als die Verteilungen randomi-
sierter bzw. zufa¨llig gestoppter Produkte, die aus Dreieckssystemen identisch
verteilter G-wertiger Zufallsvariablen sowie aus Z+-wertigen zufa¨lligen Zeiten
gebildet werden, und µξ ist die Verteilung des bezu¨glich einer R+-wertigen
Zufallszeit T mit Verteilung ξ randomisierten Prozesses YT , wobei (Yt)t≥0 ein
zur ({e}-) stetigen Faltungshalbgruppe (µt)t≥0 geho¨riger Le´vy-Prozess auf G
ist.
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Es wird sich zeigen, dass die analytische Aussage des Transfersatzes unmit-
telbar auf die allgemeinere Situation von Hypergruppen u¨bertragbar ist. Fu¨r
eine Formulierung im wahrscheinlichkeitstheoretischen Modell ist sicherzu-
stellen, dass sich randomisierte Irrfahrten und Le´vy-Prozesse geeignet auf
Hypergruppen definieren lassen.
Fu¨r Exponential-Mischungen, d.h. Wahrscheinlichkeitsmaße der Gestalt (2),
wobei ξ die Exponential-Verteilung auf R+ ist, ist im Fall lokalkompakter
Gruppen ein Zusammenhang zu geometrischen Faltungen, d.h. Wahrschein-
lichkeitsmaßen νρ von der Form (1) mit geometrischen Verteilungen ρ auf
Z+, gegeben. Unter der Voraussetzung, dass die lokalkompakte Gruppe keine
nichttrivialen kompakten Untergruppen besitzt, bewies W. Hazod die fu¨r Rd
bekannte Charakterisierung, dass ein Wahrscheinlichkeitsmaß λ ∈ M1(G)
genau dann eine Exponential-Mischung ist, wenn λ geometrisch unendlich
teilbar ist, d.h. fu¨r jedes 0 < p < 1 darstellbar ist als geometrische Faltung
λ = ν
ξ(p)
p mit einem Wahrscheinlichkeitsmaß νp ∈ M1(G) und der geometri-
schen Verteilung ξ(p) =
∑
k≥0 p(1 − p)kεk+1 mit Parameter p (vgl. [27] und
[28]). Der Beweis beruht auf funktionalanalytischen Zusammenha¨ngen und
verwendet Schlu¨sse u¨ber Resolventenfamilien stetiger Kontraktionshalbgrup-
pen.
Ein weiterer Teil der vorliegenden Arbeit ist der Fragestellung gewidmet, ob
eine entsprechende Aussage fu¨r Hypergruppen Gu¨ltigkeit besitzt. Da auch
stetige Faltungshalbgruppen von Wahrscheinlichkeitsmaßen auf Hypergrup-
pen zu stetigen Halbgruppen kontrahierender Operatoren auf geeigneten
Funktionenra¨umen fu¨hren, ist zuna¨chst mit analogen Beweismethoden eine
U¨bertragung des obigen Resultats mo¨glich. Daru¨berhinaus wird untersucht,
ob auf die auf die Situation von Hypergruppen u¨bertragene Voraussetzung,
dass keine nichttrivialen kompakten Unterhypergruppen existieren, verzich-
tet werden kann.
Im Hinblick auf das Ziel, den angesprochenen Fragestellungen im Kon-
text von Hypergruppen nachzugehen, ist der Inhalt dieser Arbeit wie folgt
gegliedert:
Kapitel 0 dient der Einfu¨hrung in die Theorie der Hypergruppen. Es wer-
den Definitionen, Zusammenha¨nge und Resultate bereitgestellt, welche in der
vorliegenden Arbeit Anwendung finden, sowie bestimmte Klassen von Hy-
pergruppen definiert. Dabei nehmen insbesondere die Doppelnebenklassen-
Hypergruppen K//H (wobei H kompakte Unterhypergruppe einer Hyper-
gruppe K ist) eine wichtige Rolle ein, da sie nicht nur als Beispiel dienen,
sondern ihre Struktur auch fu¨r die Beweise gewisser Aussagen im Zusammen-
hang mit (H-) stetigen Faltungshalbgruppen (µt)t≥0 von Wahrscheinlichkeits-
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maßen (d.h. µ0 ist das normierte Haarmaß von H, µ0 = ωH) ausgenutzt wird.
Das erste Kapitel hat ebenfalls vorbereitenden Charakter. Mit Blick auf
die bereits angeku¨ndigte Formulierung des Transfersatzes von Gnedenko im
wahrscheinlichkeitstheoretischen Modell werden Irrfahrten in diskreter Zeit
sowie Le´vy-Prozesse auf Hypergruppen eingefu¨hrt. Le´vy-Prozesse (Xt)t≥0 auf
Rd bzw. auf lokalkompakten Gruppen sind definiert als Prozesse mit un-
abha¨ngigen und stationa¨ren Zuwa¨chsen, die zudem ca`dla`g-Pfade besitzen.
Da auf Hypergruppen K Summe bzw. Differenz zweier Elemente von K
nicht definiert sind, ist nicht klar, was unter einer Summe X +Y K-wertiger
Zufallsvariablen bzw. einem Zuwachs Xt −Xs fu¨r s < t zu verstehen ist.
Hm. Zeuner entwickelte ein Konzept, welches es ermo¨glicht, u¨ber eine Hilfs-
zufallsvariable Λ eine Summe unabha¨ngiger K-wertiger Zufallsvariablen X
und Y so zu definieren, dass sie die Verteilung PX ∗ PY besitzt (vgl. [57],
[58] und [59]). Diesem zugrunde liegt der Begriff der Konkretisierung einer
Hypergruppe. Rekursiv lassen sich dann sogenannte randomisierte Summen
fu¨r Folgen (Xj)j≥1 von unabha¨ngigen K-wertigen Zufallsvariablen definieren,
wobei diese im Falle der identischen Verteilung der (Xj) als Irrfahrt auf der
Hypergruppe bezeichnet werden. Die genaue Konstruktion wird in Abschnitt
1.1 beschrieben.
Der Definition von Le´vy-Prozessen auf Hypergruppen liegt die in z.B. [58]
und [10] gegebene von (stationa¨ren) Zuwachsprozessen zugrunde, welche eine
natu¨rliche Verallgemeinerung der Definition von Prozessen mit unabha¨ngi-
gen Zuwa¨chsen darstellt. In Analogie zum Vektorraum- bzw. Gruppenfall
sind dann Le´vy-Prozesse auf Hypergruppen stationa¨re Zuwachsprozesse mit
X0 = e fast sicher (wobei e das neutrale Element der Hypergruppe bezeich-
net) und ca`dla`g-Pfaden. In Abschnitt 1.2 wird deren Zusammenhang mit
({e}-) stetigen Faltungshalbgruppen beschrieben. Die Resultate sind gro¨ßten-
teils bekannt, sind jedoch der Vollsta¨ndigkeit halber und da das wahrschein-
lichkeitstheoretische Modell, d.h. die Prozessstruktur, beno¨tigt wird, in diese
Arbeit aufgenommen.
Abschließend wird in Kapitel 1 eine Verbindung zwischen dem Konzept der
randomisierten Summen und der Definition eines Zuwachsprozesses (Xt)t≥0
hinsichtlich der Darstellbarkeit der Zuwa¨chse u¨ber randomisierte Summen
hergestellt.
Kapitel 2 ist dem Studium Funktionaler Grenzwertsa¨tze auf Hypergrup-
pen gewidmet, d.h. es wird der Fragestellung nachgegangen, fu¨r welche Klas-
sen von Hypergruppen K und unter welchen Voraussetzungen fu¨r Wahr-
scheinlichkeitsmaße (νn) und µ auf K und eine Teilfolge (kn) natu¨rlicher
Zahlen aus der Konvergenz νknn → µ die Existenz einer stetigen Faltungs-
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halbgruppe (µt)t≥0 in M1(K) gefolgert werden kann, so dass
ν [knt]n → µt (3)
fu¨r alle t > 0, zumindest entlang einer Teilfolge, gilt. Dabei ist, wie analog
zum Fall lokalkompakter Gruppen bewiesen werden kann, fu¨r {e}-stetige Fal-
tungshalbgruppen (µt)t≥0 die Konvergenz in (3) stets gleichma¨ßig auf kom-
pakten Teilmengen von R+ (mit ν0n := εe), und fu¨r H-stetige Faltungshalb-
gruppen la¨sst sich zeigen, dass sie kompakt-gleichma¨ßig in t > 0 ist, falls
νn ∗ ωH = ωH ∗ νn fu¨r alle n ∈ N erfu¨llt ist.
Fu¨r hermitesche Hypergruppen, fu¨r welche die Involution der Hypergruppe
die Identita¨t ist und die insbesondere kommutativ sind, ist bekannt (vgl. z.B.
[10]), dass unter der Voraussetzung νn → εe die Konvergenz νknn → µ die ein-
deutige Einbettbarkeit von µ in eine stetige Faltungshalbgruppe (µt)t≥0 im-
pliziert. Der Beweis kann mit Methoden der Fouriertransformation gefu¨hrt
werden, wobei wesentlich ausgenutzt wird, dass die Fouriertransformierten
von Wahrscheinlichkeitsmaßen reellwertig sind, und analoge Schlu¨sse sind
mo¨glich, wenn die Folge (νn) infinitesimal ist in einem verallgemeinerten Sin-
ne. Die unmittelbar aus der Anwendung des Stetigkeitssatzes von Le´vy resul-
tierenden Funktionalen Grenzwertsa¨tze sind in Abschnitt 2.1 festgehalten.
Der Fall symmetrischer Maße wird in Abschnitt 2.2 untersucht. Dabei heißt
ein Maß µ auf einer Hypergruppe K symmetrisch, falls das Bildmaß von
µ unter der Involution wieder µ selbst ist, und somit stellt die Situation
in diesem Abschnitt eine Verallgemeinerung derjenigen aus 2.1 dar. Die zu-
grunde liegende Hypergruppe wird jedoch nicht notwendig als kommutativ
vorausgesetzt, so dass das Hilfsmittel der Fouriertransformation nicht mehr
zur Verfu¨gung steht. An seine Stelle treten funktionalanalytische Methoden,
fu¨r deren Anwendbarkeit die zu Maßen µ geho¨rigen Faltungsoperatoren als
Operatoren auf dem Hilbertraum L2(K) = L2(K,ωK) aufgefasst werden.
Dazu ist es notwendig, die Existenz eines linken Haarmaßes ωK auf der Hy-
pergruppe vorauszusetzen. Hauptresultat ist dann ein Funktionaler Grenz-
wertsatz, welcher in mehreren Schritten u¨ber den Spektralsatz fu¨r normale
Operatoren in Hilbertra¨umen bewiesen wird. Dabei wird gefordert, dass (νn)
eine Folge von symmetrischen Wahrscheinlichkeitsmaßen ist, die νn → εe
erfu¨llt. Die Voraussetzungen implizieren dann die eindeutige Einbettbarkeit
von µ in eine symmetrische Faltungshalbgruppe (µt)t≥0 sowie die funktionale
Konvergenz (3). Neben dem Funktionalen Grenzwertsatz liefern die funktio-
nalanalytischen Methoden auch eine Einbettbarkeitsaussage fu¨r symmetrisch
unendlich teilbare Wahrscheinlichkeitsmaße.
In Abschnitt 2.3 wird ein allgemeiner Funktionaler Grenzwertsatz fu¨r nicht
notwendig symmetrische Maße bewiesen. Formulierung und Beweisstruktur
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sind dabei vom bereits erwa¨hnten, von K. Telo¨ken behandelten, Fall lokal-
kompakter Gruppen u¨bertragen. Wesentliche Voraussetzungen sind einerseits
die Eigenschaft, dass die zugrunde liegende Hypergruppe
”
stark wurzelkom-
pakt“ in einem geeigneten Sinne ist, und andererseits die Existenz einer kom-
pakten Unterhypergruppe, so dass die Ha¨ufungspunkte gewisser Folgen auf
dieser konzentriert sind.
Die im allgemeinen Funktionalen Grenzwertsatz geforderten Bedingungen
sind starke Voraussetzungen, so dass es das Ziel von Abschnitt 2.4 ist, Beispie-
le von Hypergruppen anzugeben und zu konstruieren, fu¨r welche sie erfu¨llt
sind. Es la¨sst sich zeigen, dass fu¨r Hypergruppen, fu¨r die {e} einzige kom-
pakte Unterhypergruppe ist, und die zudem
”
stark wurzelkompakt“ sind, die
obige Bedingung fu¨r die Ha¨ufungspunkte gegeben ist, da die auftretenden
Folgen in diesem Fall gegen εe konvergieren.
Kapitel 3 beinhaltet den Transfersatz von Gnedenko im Kontext von Hy-
pergruppen K. Wie bereits erwa¨hnt, besitzt seine analytische Aussage in
diesem Gu¨ltigkeit, d.h. unter geeigneten Voraussetzungen konvergieren die
Wahrscheinlichkeitsmaße ((νn)
ρn) auf K gegen das Wahrscheinlichkeitsmaß
µξ, wobei diese jeweils analog zum Fall lokalkompakter Gruppen in (1) bzw.
(2) definiert sind. U¨ber die in Kapitel 1 eingefu¨hrten Objekte lassen sich
randomisierte Irrfahrten und randomisierte Le´vy-Prozesse definieren, so dass
auch eine Formulierung im wahrscheinlichkeitstheoretischen Modell mo¨glich
ist.
In Kapitel 4 wird die fu¨r den Gruppenfall bekannte Charakterisierung,
dass ein Wahrscheinlichkeitsmaß λ genau dann geometrisch unendlich teil-
bar ist, wenn λ = µE mit einer stetigen Faltungshalbgruppe (µt)t≥0 in
M1(K) und der Exponential-Verteilung E = E(1) mit Parameter 1 auf
R+ gilt, fu¨r Hypergruppen K bewiesen. Dabei ist es, wie sich zeigen wird,
nicht no¨tig zu fordern, dass {e} einzige kompakte Unterhypergruppe von K
ist, womit insbesondere eine Verallgemeinerung des entsprechenden Resul-
tats fu¨r lokalkompakte Gruppen gegeben ist. Die oben erwa¨hnten Schlu¨sse
u¨ber Resolventenfamilien stetiger Kontraktionshalbgruppen von Faltungs-
operatoren sind auch in dieser allgemeineren Situation wesentliche Beweis-
schritte, werden jedoch auf der Doppelnebenklassen-Hypergruppe K//H mit
H = {x ∈ K : εx ∗ λ = λ ∗ εx = λ} vollzogen.
Das abschließende Kapitel 5 ist dem Konzept der Semistabilita¨t im Kon-
text von Hypergruppen gewidmet. Es wird zuna¨chst gezeigt, dass sich fu¨r den
Spezialfall von Bessel-Kingman-Hypergruppen, fu¨r welche die Homothetien
R+ 3 x 7→ cx (mit c > 0) Automorphismen sind, analog zum reellen Fall ein
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solches einfu¨hren la¨sst.
Sodann wird ein Ansatz fu¨r das Konvergenzschema
(ρn(ν))
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0 (4)
gemacht, wobei die (ρn)n∈N Homo¨omorphismen in K sind und (kn)n∈N eine
Teilfolge von N ist mit kn/kn+1 → α ∈]0, 1[. Dabei wird versucht, eine Eigen-
schaft
”
infinitesimale Semistabilita¨t“ der Faltungshalbgruppe (µt)t≥0 so zu
definieren, dass die Limiten in (4) diese besitzen. Die gegebene Hypergruppe
wird als kommutativ vorausgesetzt, und
”
infinitesimal“ ist dann in dem Sinne
zu verstehen, dass die entprechende Bedingung u¨ber die eindeutig bestimmte
stark negativ definite Funktion Φ mit µˆt = e
−tΦ fu¨r t ≥ 0 definiert ist. Moti-
viert ist diese Vorgehensweise durch Resultate von Hm. Zeuner ([61]) fu¨r den
stabilen Fall in der Situation von Sturm-Liouville-Hypergruppen. Der Ansatz
beschra¨nkt sich dabei auf den Fall normaler Anziehungsbereiche, d.h. es gilt
ρn = ρ
n mit einem Homo¨omorphismus ρ in (4).
Im Anhang zu Kapitel 5 ist der Begriff des Kernbereichs fu¨r einen abge-
schlossenen Operator, in diesem Fall fu¨r den Generator einer zu einer {e}-
stetigen Faltungshalbgruppe geho¨rigen Kontraktionshalbgruppe (Rµt)t≥0 von
Faltungsoperatoren, zentral. Der Zusammenhang zu Kapitel 5 ist dabei u¨ber
einen Teilraum von L2(K) ∩ C0(K) gegeben, welcher zur Definition eines
Φ beschreibenden
”
infinitesimalen Funktionals“ verwendet wird und zudem
ein Kernbereich fu¨r den Generator von (Rµt)t≥0 (betrachtet auf C0(K) und
L2(K)) ist.
Fu¨r die Anregung zu dieser Arbeit sowie die zahlreichen Gespra¨che, wert-
vollen Ratschla¨ge und Hilfen wa¨hrend ihres Entstehungsprozesses mo¨chte ich
an dieser Stelle Herrn Prof. Dr. W. Hazod sehr herzlich danken.
Symbolverzeichnis
N,Z,Q,R,C natu¨rliche, ganze, rationale, reelle und komplexe Zahlen
Z+,Q+,R+ nichtnegative ganze, rationale, reelle Zahlen
Q∗+,R∗+ = Q+ \ {0} bzw. = R+ \ {0}
[t] gro¨ßte ganze Zahl kleiner oder gleich t ∈ R
A¯, Ac topologischer Abschluss, Komplement einer Menge A
HP(A) Menge der Ha¨ufungspunkte von A
1A Indikatorfunktion der Menge A
E lokalkompakter Hausdorff-Raum
C(E), Cb(E) stetige bzw. stetige und beschra¨nkte (komplexwertige)
Funktionen auf E
Cc(E) stetige (komplexwertige) Funktionen auf E mit
kompaktem Tra¨ger
C0(E) stetige (komplexwertige) Funktionen auf E, die im
Unendlichen verschwinden
M(E),Mb(E) Radon-Maße bzw. beschra¨nkte Radon-Maße auf E
M(1)(E) kontrahierende Radon-Maße auf E
M1(E) Wahrscheinlichkeitsmaße auf E
M+(E) positive Radon-Maße auf E
Mb+(E) positive beschra¨nkte Radon-Maße auf E
M(1)+ positive kontrahierende Radon-Maße auf E
B(E) Borelsche σ-Algebra in E
‖.‖∞ Supremums-Norm
supp(f) Tra¨ger einer Funktion
supp(µ) Tra¨ger eines Maßes
‖µ‖ = sup{|µ(f)| : f ∈ Cc(E), ‖f‖∞ ≤ 1}
|µ| Totalvariation eines Maßes
φ(µ) Bildmaß des Maßes µ unter der Abbildung φ
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εx Punktmaß mit Masse in x
fµ Maß mit Dichte f bezu¨glich µ
µn → µ schwache Konvergenz von positiven beschra¨nkten Maßen
G lokalkompakte (Hausdorff-) Gruppe
K Hypergruppe
Aut(G),Aut(K) Automorphismen von G bzw. K
e neutrales Element der Gruppe/Hypergruppe
µ ∗ ν Faltung der Maße µ und ν
µn n-te Faltungspotenz von µ
µ0 := εe (sofern nichts anderes gesagt)
x 7→ x− stetige Involution der Hypergruppe
µ− Bildmaß von µ unter der Involution
A− ={x− : x ∈ A} fu¨r A ⊆ K
f¯ definiert durch f¯(x) = f(x) fu¨r f : K → C
f∼ definiert durch f∼(x) = f¯(x−)
ωK (linkes) Haarmaß einer Hypergruppe K
ωH normiertes Haarmaß einer kompakten Unterhypergruppe H
[A] von A ⊆ K erzeugte Unterhypergruppe
A ∗B Faltung von Mengen A,B ⊆ K, siehe 0.7
f(x ∗ y) Translation von Funktionen, siehe 0.7
µ ∗ f, f ∗ µ Faltung von Funktion und Maß, siehe 0.7
Rµ (Links-) Faltungsoperator eines beschra¨nkten Maßes µ
Sµ (Rechts-) Faltungsoperator eines beschra¨nkten Maßes µ
f ∗ g Faltung von Funktionen, siehe 0.7
{x} ∗H (Links-) Nebenklasse einer Unterhypergruppe H
HxH = H ∗ {x} ∗H, Doppelnebenklasse
K//H Doppelnebenklassen-Hypergruppe, siehe 0.30
GH Orbital-Hypergruppe, siehe 0.31
Kˆ Dual einer kommutativen Hypergruppe
piK Plancherel-Maß einer kommutativen Hypergruppe
Lp(K) = Lp(K,ωK), mit ‖.‖p (1 ≤ p <∞)
Lp(Kˆ) = Lp(Kˆ, piK), mit ‖.‖p (1 ≤ p <∞)
〈f, g〉 = ∫
K
fg¯ dωK fu¨r f, g ∈ L2(K)
µˆ Fouriertransformierte von µ ∈Mb(K)
fˆ Fouriertransformierte von f ∈ L1(K) bzw. f ∈ L2(K)
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σˇ inverse Fouriertransformierte von σ ∈Mb(Kˆ)
fˇ inverse Fouriertransformierte von f ∈ L1(Kˆ)
bzw. f ∈ L2(Kˆ)
SN(Kˆ) Menge der stark negativ definiten Funktionen auf Kˆ,
siehe 0.28
N
(w)
T (Kˆ) Menge der T -schwach negativ definiten Funktionen
auf Kˆ, siehe 0.28
PX Verteilung einer Zufallsvariablen X
X
d
= Y Gleichheit in Verteilung
A(E) vom Mengensystem E erzeugte σ-Algebra
D(E) vom Mengensystem E erzeugtes Dynkin-System
A(Xi : i ∈ I) von den Zufallsvariablen (Abbildungen) Xi erzeugte
σ-Algebra
(A0t )t∈I kanonische Filtration eines stochastischen Prozesses (Xt)t∈I
A1 ⊗ A2 Produkt-σ-Algebra der σ-Algebren A1 und A2
E(X| C) bedingte Erwartung von X unter C
E(X|Yi, i ∈ I) = E(X|A(Yi : i ∈ I))
E(X|Y = y) Faktorisierung der bedingten Erwartung
P (A| C) = E(1A| C), bedingte Wahrscheinlichkeit
λ (eindimensionales) Lebesgue-Maß
λ|A auf A ∈ B(R) eingeschra¨nktes Lebesgue-Maß
Γ Gamma-Funktion
U(n) Gruppe der unita¨ren n× n-Matrizen auf Cn, n ∈ N
SO(n) spezielle orthogonale Gruppe, n ∈ N
BT die zu B transponierte Matrix
L(X,Y ) = {A : X → Y : A ist linear und stetig} fu¨r normierte
Ra¨ume X und Y
L(X) = L(X,X)
‖A‖ Operatornorm fu¨r A ∈ L(X, Y )
X ′ Dualraum von X
I Identita¨tsoperator
D(A) Definitionsbereich eines linearen Operators A
U ⊕ V direkte Summe von U und V
Kapitel 0
Vorbereitungen
In diesem vorbereitenden Kapitel werden zuna¨chst die Axiomatik einer Hy-
pergruppe bereitgestellt sowie grundlegende Definitionen, Resultate und Zu-
sammenha¨nge, welche im Folgenden verwendet werden. Von großer Wich-
tigkeit im Hinblick auf die spa¨teren Anwendungen ist dabei insbesondere
die funktionalanalytische Betrachtung der Familien von Faltungsoperatoren,
die sich aus speziellen stetigen Faltungshalbgruppen ergeben. Desweiteren
werden die Definitionen und Bezeichnungen fu¨r gewisse Klassen von Hyper-
gruppen, auf die im Folgenden Bezug genommen wird, angegeben.
Bemerkung 0.1. Fu¨r einen lokalkompakten (Hausdorff-) Raum K bezeich-
ne M(K) die Menge der Radon-Maße, Mb(K) ⊆M(K) die Menge der be-
schra¨nkten und M(1)(K) ⊆ Mb(K) die Menge der kontrahierenden Radon-
Maße auf K. Das Suffix + steht dann jeweils fu¨r die Menge der nichtnegativen
Elemente, und M1(K) sei die Menge der Wahrscheinlichkeitsmaße auf K.
Definition 0.2. Es sei K ein lokalkompakter (Hausdorff-) Raum. (K, ∗)
heißt Hypergruppe, falls die folgenden Bedingungen erfu¨llt sind:
(1) Auf dem Vektorraum (Mb(K),+) ist eine weitere bina¨re Operation ∗
gegeben, bezu¨glich derer (Mb(K),+, ∗) eine Algebra ist.
(2) Fu¨r x, y ∈ K ist εx ∗ εy ∈M1(K), und supp(εx ∗ εy) ist kompakt.
(3) Die Abbildung (µ, ν) 7→ µ ∗ ν von M1(K) ×M1(K) nach M1(K) ist
stetig bezu¨glich der schwachen Topologie.
(4) Die Abbildung (x, y) 7→ supp(εx ∗ εy) von K ×K nach C(K) := {C ⊆
K : C 6= ∅, C kompakt} ist stetig. Dabei ist C(K) mit der Michael-
Topologie versehen, vgl. dazu [42] oder [10], Abschnitt 1.1.
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(5) Es existiert ein (eindeutig bestimmtes) neutrales Element e ∈ K, so
dass εx ∗ εe = εe ∗ εx = εx fu¨r alle x ∈ K gilt.
(6) Es existiert eine (eindeutig bestimmte) Involution (d.h. ein Homo¨omor-
phismus x 7→ x− von K nach K mit der Eigenschaft (x−)− = x fu¨r alle
x ∈ K), so dass (εx ∗εy)− = εy− ∗εx− fu¨r alle x, y ∈ K erfu¨llt ist, wobei
µ− das Bildmaß von µ unter der Involution bezeichnet.
(7) Fu¨r x, y ∈ K gilt genau dann e ∈ supp(εx ∗ εy), wenn x = y−.
Die Operation ∗ wird als Faltung bezeichnet. Die Hypergruppe (K, ∗) heißt
kommutativ, falls (Mb(K),+, ∗) eine kommutative Algebra ist und hermi-
tesch, falls die Involution die Identita¨t ist.
Zur Vereinfachung der Notation wird im Folgenden fu¨r eine Hypergruppe
(K, ∗) einfach das Symbol K verwendet, und fu¨r n ∈ N wird die n-te Fal-
tungspotenz von µ mit µn bezeichnet.
Jede lokalkompakte (Hausdorff-) Gruppe G, wobei Mb(G) die von der
Gruppenoperation erzeugte Faltungsstruktur tra¨gt, ist eine Hypergruppe.
Bemerkung 0.3. In den folgenden Kapiteln sei fu¨r eine Hypergruppe K
stets die Generalvoraussetzung erfu¨llt, dass K dem zweiten Abza¨hlbarkeits-
axiom genu¨gt, d.h. eine abza¨hlbare Basis der Topologie besitzt. Dann ist
(vgl. [2], Satz 31.5)M+(K) bezu¨glich der vagen Topologie metrisierbar und
separabel.
Bemerkung 0.4. Fu¨r Maße µ, ν ∈ Mb(K) gilt wegen Eigenschaft (3) in
Definition 0.2
µ ∗ ν =
∫
K
∫
K
εx ∗ εy dµ(x) dν(y) (0.1)
(vgl. dazu [35], Abschnitte 2.3 und 2.4).
Die Faltung kann dann, sofern sie existiert, auf naheliegende Weise fu¨r
Maße ausM+(K) bzw. ausM(K) definiert werden, vgl. dazu z.B. 1.2.38 in
[10].
Definition 0.5. Ein nichttriviales Maß ωK ∈ M+(K) heißt linkes (bzw.
rechtes) Haarmaß der Hypergruppe K, falls εx∗ωK = ωK (bzw. ωK∗εx = ωK)
fu¨r alle x ∈ K gilt. ωK heißt Haarmaß, falls ωK linkes und rechtes Haarmaß
der Hypergruppe ist.
Der folgende Satz sichert die Existenz von Haarmaßen fu¨r bestimmte
Klassen von Hypergruppen.
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Satz 0.6. (a) Auf einer kommutativen Hypergruppe K existiert stets ein
Haarmaß ωK.
(b) Auf einer kompakten Hypergruppe K existiert stets ein Haarmaß ωK.
Die Aussage aus (a) geht auf R. Spector zuru¨ck (vgl. [50]), wird aber
auch in [10] bewiesen (Theorem 1.3.15), ebenso wie diejenige aus (b) (Theo-
rem 1.3.28).
Haarmaße sind bis auf multiplikative Vielfache eindeutig bestimmt, da-
her sei im Folgenden das Haarmaß einer kompakten Hypergruppe durch
die Bedingung ωK(K) = 1 normiert. ωK ist dann idempotent, d.h. es gilt
ωK ∗ ωK = ωK .
Fu¨r beliebige Hypergruppen ist die Existenz von Haarmaßen weder gesi-
chert noch widerlegt.
Definition 0.7. Es sei K eine Hypergruppe.
(a) (Faltung von Mengen) Fu¨r Teilmengen A,B ⊆ K sei
A ∗B :=
⋃
x∈A,
y∈B
({x} ∗ {y}),
wobei {x} ∗ {y} := supp(εx ∗ εy) fu¨r x, y ∈ K.
Es gilt: Sind A und B kompakt, so ist auch A ∗B kompakt.
(b) (Translation von Funktionen) Fu¨r eine Borel-messbare Funktion f :
K → C und x, y ∈ K sei
f(x ∗ y) :=
∫
K
f d(εx ∗ εy),
falls das Integral existiert. Dabei muss dieses nicht notwendig endlich
sein.
(c) (Faltung von Funktionen und Maßen) Fu¨r µ ∈ Mb+(K) und Borel-
messbares f : K → [0,∞] sind die Faltungen µ ∗ f und f ∗ µ definiert
durch
(µ ∗ f)(x) :=
∫
K
f(y− ∗ x) dµ(y),
(f ∗ µ)(x) :=
∫
K
f(x ∗ y−) dµ(y)
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fu¨r x ∈ K. Entsprechende Definitionen lassen sich fu¨r µ ∈Mb(K) und
messbares f : K → C treffen, sofern die Integrale definiert sind.
In den Punkten von K, in denen |µ| ∗ |f | endlich ist, ist µ ∗ f definiert,
und es gilt |µ ∗ f | ≤ |µ| ∗ |f |.
(d) (Faltung von Funktionen) Existiert ein linkes Haarmaß ωK auf K, so
ist fu¨r messbare Funktionen f, g : K → [0,∞], von denen zumindest
eine σ-endlich ist, d.h. einen σ-endlichen Tra¨ger besitzt, die Faltung
f ∗ g definiert durch
(f ∗ g)(x) :=
∫
K
f(x ∗ y)g(y−) dωK(y)
fu¨r x ∈ K. Auch hier ist die Definition fu¨r messbare Funktionen f, g :
K → C mo¨glich, falls das Integral definiert ist. In den Punkten von K,
in denen |f |∗|g| endlich ist, ist f∗g definiert, und es gilt |f∗g| ≤ |f |∗|g|.
Fu¨r µ ∈ Mb(K) ist dann der Faltungsoperator Rµ : f 7→ µ ∗ f ein
beschra¨nkter Operator auf den Banachra¨umen Lp(K) = Lp(K,ωK) fu¨r p ≥
1 (sofern ein linkes Haarmaß ωK auf der Hypergruppe existiert) und auf
(C0(K), ‖.‖∞):
Proposition 0.8. Es sei K eine Hypergruppe.
(a) Fu¨r f ∈ C0(K) und µ ∈Mb(K) ist µ ∗ f ∈ C0(K), und es gilt
‖µ ∗ f‖∞ ≤ ‖µ‖‖f‖∞.
(b) Existiert auf K ein linkes Haarmaß, so ist fu¨r µ ∈ Mb(K) und f ∈
Lp(K) (1 ≤ p <∞) µ ∗ f ∈ Lp(K), und es gilt
‖µ ∗ f‖p ≤ ‖µ‖‖f‖p.
Bewiesen werden diese Eigenschaften in [10], Proposition 1.2.16 und Lem-
ma 1.4.6.
Definition 0.9. Eine abgeschlossene nichtleere Teilmenge H einer Hyper-
gruppe K heißt Unterhypergruppe von K, falls H− = H und H ∗ H ⊆ H
gelten.
Die Definition liefert unmittelbar, dass stets e ∈ H gilt. Maße µ, ν ∈
Mb(H) ko¨nnen als Elemente von Mb(K) aufgefasst werden, und da H ab-
geschlossen unter der Faltung ist, kann dann µ ∗ ν als Maß auf Mb(H) be-
trachtet werden. Somit ist H mit dieser Operation selbst eine Hypergruppe
mit demselben neutralen Element und derselben Involution wie K.
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Definition 0.10. Es sei K eine Hypergruppe. Fu¨r jede nichtleere Teilmenge
A von K ist dann
[A] := ∩{H : A ⊆ H, H Unterhypergruppe von K}
die kleinste Unterhypergruppe von K, die A entha¨lt.
Definition 0.11. Es sei H eine Unterhypergruppe einer Hypergruppe K.
(a) Die Mengen {x} ∗H fu¨r x ∈ K werden als (Links-) Nebenklassen von
H bezeichnet.
(b) H heißt normal, falls {x} ∗H = H ∗ {x} fu¨r alle x ∈ K gilt.
(c) H heißt supernormal, falls {x−} ∗H ∗ {x} ⊆ H fu¨r alle x ∈ K erfu¨llt
ist.
Eine wichtige Rolle nehmen in dieser Arbeit {e}- bzw. allgemeiner H-
stetige Faltungshalbgruppen ein:
Definition 0.12. Sei K eine Hypergruppe. Eine Familie (µt)t>0 ⊆M(1)+ (K)
von Sub-Wahrscheinlichkeitsmaßen auf K heißt Faltungshalbgruppe, falls
µs ∗ µt = µs+t fu¨r alle s, t > 0
erfu¨llt ist. Existiert zudem µ0 := limt↘0 µt in der schwachen Topologie, so
gilt µ0 ∗ µt = µt ∗ µ0 = µt fu¨r alle t ≥ 0, und es ist µ0 = ωH , wobei H eine
kompakte Unterhypergruppe von K ist. In diesem Fall heißt (µt)t≥0 (H-)
stetige Faltungshalbgruppe.
Bemerkung 0.13. Ist (µt)t≥0 eine stetige Faltungshalbgruppe in M(1)+ (K)
im Sinne der obigen Definition, so ist die Abbildung R+ 3 t 7→ µt stetig
bezu¨glich der schwachen Topologie in M(1)+ (K).
Bemerkung 0.14. Ist im Weiteren fu¨r eine Folge (µn)n∈N ⊆ Mb+(K) und
µ ∈ Mb+(K) die Art der Konvergenz limn→∞ µn = µ nicht angegeben, so ist
stets Konvergenz in der schwachen Topologie gemeint.
Proposition 0.15. Es sei K eine Hypergruppe und (µt)t≥0 eine {e}-stetige
Faltungshalbgruppe in M(1)+ (K).
(a) Setzt man fu¨r t ≥ 0 Tt := Rµt, wobei Rµt : C0(K) → C0(K) den
Faltungsoperator f 7→ Rµtf = µt∗f bezeichne (vgl. Proposition 0.8(a)),
so ist (Tt)t≥0 ⊆ L(C0(K)) eine Kontraktionshalbgruppe der Klasse (C0)
im Sinne der Definition aus [55] (vgl. Definition 1 in IX, Abschnitt 1),
d.h. es gelten
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(1) TsTt = Ts+t fu¨r alle s, t ≥ 0;
(2) T0 = I;
(3) lim
t→t0
Ttf = Tt0f fu¨r jedes t0 ≥ 0 und jedes f ∈ C0(K);
(4) ‖Tt‖ ≤ 1 fu¨r alle t ≥ 0.
(b) Existiert auf K ein linkes Haarmaß und ist fu¨r t ≥ 0 Tt = Rµt :
L2(K) → L2(K) der Faltungsoperator auf L2(K), so ist (Tt)t≥0 eine
Kontraktionshalbgruppe der Klasse (C0) auf dem Banachraum L
2(K).
Beweis. (1) folgt wegen µ ∗ (ν ∗ f) = (µ ∗ ν) ∗ f , (2) ist klar, da µ0 = εe,
und (4) ergibt sich aus Proposition 0.8. Bemerkung 0.13 und Proposition
1.2.16(iv) bzw. Lemma 1.4.6 in [10] implizieren (3).
Die Aussage aus Proposition 0.15(b) gilt auch fu¨r Lp(K) mit 1 ≤ p <∞.
Da spa¨ter mit Faltungsoperatoren auf dem Hilbertraum L2(K) gearbeitet
wird, ist sie hier nur fu¨r p = 2 formuliert.
Der infinitesimale Generator von (Rµt)t≥0 ist dann wie folgt definiert:
Definition 0.16. Fu¨r eine Kontraktionshalbgruppe (Tt)t≥0 der Klasse (C0)
auf einem Banachraum B, d.h. nach Proposition 0.15 insbesondere fu¨r die
zu einer {e}-stetigen Faltungshalbgruppe (µt)t≥0 ⊆ M(1)+ (K) geho¨rigen Fal-
tungsoperatoren, also Tt = Rµt fu¨r t ≥ 0, ist der infinitesimale Generator A
definiert durch
Af := lim
h↘0
h−1(Th − I)f
fu¨r
f ∈ D(A) = {f ∈ B : lim
h↘0
h−1(Th − I)f existiert in B}
(wobei hier B = C0(K) oder B = L
2(K)).
Es gilt dann (vgl. dazu [55], Kapitel IX, Theorem 1 in Abschnitt 3 und
Theorem 1 in Abschnitt 4):
Satz 0.17. (a) D(A) ist dicht in B.
(b) Ist α > 0, so besitzt der Operator (αI − A) eine Inverse R(α,A) :=
(αI − A)−1 ∈ L(B), und es gilt
R(α,A)f =
∫ ∞
0
e−αtTtf dt fu¨r f ∈ B (0.2)
(Integraldarstellung der Resolventen).
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Bemerkung 0.18. Das Integral in (0.2) ist ein uneigentliches Riemann-
Integral. Fu¨r die Definition des Integrals
∫
S(t) dt einer Operator-wertigen
Funktion S(t) einer reellen Variablen t sei verwiesen auf [36], Kapitel III,
Abschnitt 3.1. Entscheidend ist hier die starke Stetigkeit, d.h. Eigenschaft
(3) in Proposition 0.15, die es ermo¨glicht, das Integral fu¨r jedes f ∈ B zu
definieren.
Ist K eine kommutative Hypergruppe, so steht als Instrument die Fou-
riertransformation zur Verfu¨gung, u¨ber die es mo¨glich ist, die schwache Kon-
vergenz von Wahrscheinlichkeitsmaßen zu beschreiben.
Definition 0.19. Es sei K eine kommutative Hypergruppe. Eine stetige
Funktion χ : K → C heißt multiplikativ, falls
(1) χ(e) = 1 und
(2) χ(x ∗ y) = χ(x)χ(y) fu¨r alle x, y ∈ K
erfu¨llt sind. Gilt zudem χ(x−) = χ(x) fu¨r alle x ∈ K, so heißt χ ein Semicha-
rakter. Ein beschra¨nkter Semicharakter wird als Charakter bezeichnet. Der
Dual Kˆ von K ist dann der Raum der Charaktere, der mit der Topologie
der gleichma¨ßigen Konvergenz auf kompakten Teilmengen ein lokalkompak-
ter (Hausdorff-) Raum ist.
Definition 0.20. Es sei K eine kommutative Hypergruppe (mit Haarmaß
ωK).
(a) Fu¨r µ ∈ Mb(K) ist die Fouriertransformierte µˆ : Kˆ → C definiert
durch
µˆ(χ) :=
∫
K
χ¯ dµ, χ ∈ Kˆ.
Die Abbildung µ 7→ µˆ von Mb(K) nach Cb(Kˆ) wird als Fouriertrans-
formation (von K) bezeichnet.
(b) Die Fouriertransformierte einer Funktion f ∈ L1(K) ist durch
fˆ(χ) := (fωK)
∧(χ) =
∫
K
fχ¯ dωK , χ ∈ Kˆ,
definiert.
Satz 0.21 (Levitan-Plancherel). Es sei K eine kommutative Hypergruppe.
Dann existiert ein eindeutig bestimmtes Maß piK ∈M+(Kˆ), so dass∫
K
|f |2 dωK =
∫
Kˆ
|fˆ |2 dpiK
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fu¨r alle f ∈ L1(K) ∩ L2(K) gilt. piK wird Plancherel-Maß der Hypergruppe
genannt.
Fu¨r den Beweis des Satzes sei auf [35], Theorem 7.3I, oder [10], Theorem
2.2.13, verwiesen. Im Gegensatz zum Fall abelscher lokalkompakter Gruppen
stimmt der Tra¨ger des Plancherel-Maßes im Allgemeinen nicht mit dem Dual
Kˆ von K u¨berein.
Die Fouriertransformation kann wie folgt stetig auf L2(K) fortgesetzt wer-
den, vgl. dazu Theorem 2.2.22 in [10]. Dabei ist wieder K eine kommutative
Hypergruppe.
Definition und Satz 0.22. Fu¨r f ∈ L2(K) ist die Fouriertransformierte
fˆ ∈ L2(Kˆ) definiert durch fˆ := limn→∞ fˆn in L2(Kˆ), wobei (fn)n∈N ⊆ Cc(K)
mit f = limn→∞ fn in L2(K). Die Fouriertransformation ist dann wohldefi-
niert auf L2(K), und es gilt∫
K
|f |2 dωK =
∫
Kˆ
|fˆ |2 dpiK
fu¨r alle f ∈ L2(K).
Definition 0.23. Es sei K eine kommutative Hypergruppe.
(a) Die inverse Fouriertransformierte σˇ eines Maßes σ ∈ Mb(Kˆ) ist defi-
niert durch
σˇ(x) :=
∫
Kˆ
χ(x) dσ(χ) fu¨r alle x ∈ K.
(b) Fu¨r eine Funktion f ∈ L1(Kˆ) = L1(Kˆ, piK) ist die inverse Fourier-
transformierte definiert durch
fˇ(x) := (fpiK)
∨(x) =
∫
Kˆ
f(χ)χ(x) dpiK(χ) fu¨r alle x ∈ K.
Die inverse Fouriertransformation kann zu einer Isometrie zwischen L2(Kˆ)
und L2(K) fortgesetzt werden, vgl. [10], Theorem 2.2.34.
Definition und Satz 0.24. Es sei K eine kommutative Hypergruppe. Fu¨r
f ∈ L2(Kˆ) ist die inverse Fouriertransformierte fˇ ∈ L2(K) gegeben durch
fˇ := limn→∞ fˇn in L2(K), wobei die Folge (fn)n∈N in Cc(Kˆ) f = limn→∞ fn
in L2(Kˆ) erfu¨llt. Die inverse Fouriertransformation ist dann wohldefiniert auf
L2(Kˆ), und es gilt ∫
K
|fˇ |2 dωK =
∫
Kˆ
|f |2 dpiK
fu¨r alle f ∈ L2(Kˆ).
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Somit ist die Fouriertransformation ∧ ein isometrischer Isomorphismus
von L2(K) nach L2(Kˆ), und die inverse Fouriertransformation ∨ ist ein iso-
metrischer Isomorphismus von L2(Kˆ) nach L2(K). Es gilt ∧−1 = ∨.
Fu¨r die Fouriertransformation besitzt ein Eindeutigkeitssatz Gu¨ltigkeit,
vgl. Theorem 2.2.24 in [10]:
Satz 0.25. Es seien K eine kommutative Hypergruppe und µ, ν ∈ Mb(K)
mit µˆ|supp(piK) = νˆ|supp(piK). Dann folgt µ = ν.
Zwischen der Konvergenz einer Folge von positiven beschra¨nkten Maßen
und der der zugeho¨rigen Fouriertransformierten besteht der folgende Zusam-
menhang, vgl. [10], Theoreme 4.2.2 und 4.2.11:
Satz 0.26. Es sei K eine kommutative Hypergruppe.
(a) Ist (µn)n∈N eine Folge in Mb+(K) und µ ∈ Mb+(K), so konvergiert
(µn)n∈N genau dann gegen µ, wenn (µˆn)n∈N gegen µˆ gleichma¨ßig auf
kompakten Teilmengen von Kˆ konvergiert.
(b) Es sei (µn)n∈N eine Folge in Mb+(K) mit supn∈N µn(K) < ∞, und
(µˆn)n∈N konvergiere punktweise auf supp(piK) gegen eine Funktion f
auf Kˆ. Dann existiert ein eindeutig bestimmtes Maß µ ∈ Mb+(K) mit
f = µˆ piK-lokal fast u¨berall, und (µn)n∈N konvergiert vag gegen µ. Ist
daru¨berhinaus 1K ∈ supp(piK) und f stetig im Einheitscharakter 1K, so
gilt µˆ = f , und die Folge (µn)n∈N konvergiert schwach gegen µ.
Definition 0.27. Eine kommutative HypergruppeK heißt Godement-Hyper-
gruppe, falls der Einheitscharakter 1K im Tra¨ger des Plancherel-Maßes gele-
gen ist.
Fu¨r {e}-stetige Faltungshalbgruppen (µt)t≥0 auf einer kommutativen Hy-
pergruppe gilt die Schoenberg-Beziehung (vgl. [10], Theorem 5.2.15). Zu ih-
rer Formulierung wird die folgende Definition (vgl. ebenfalls [10], Definition
4.4.18/4.4.19) beno¨tigt.
Definition 0.28. Es sei K eine kommutative Hypergruppe und f : Kˆ → C
stetig.
(a) f heißt stark negativ definit, falls f(1K) ≥ 0 gilt sowie exp(−tf) fu¨r
jedes t > 0 stark positiv definit ist. Dabei heißt eine Funktion g : Kˆ → C
stark positiv definit, falls ein µ ∈Mb+(K) existiert, so dass µˆ = g.
SN(Kˆ) bezeichne die Menge der stark negativ definiten Funktionen
auf Kˆ.
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(b) f heißt T -schwach negativ definit, f ∈ N (w)T (Kˆ), falls f(1K) ≥ 0 und
f(χ¯) = f(χ) fu¨r alle χ ∈ Kˆ erfu¨llt sind sowie ∫
Kˆ
f dσ ≤ 0 fu¨r alle
σ ∈ T := {σ ∈ Mb(Kˆ) : σ = cε1K + gpiK mit c ∈ C, g ∈ Cc(Kˆ)} mit
σˇ ≥ 0 und σˇ(e) = 0 gilt.
Satz 0.29 (Schoenberg-Beziehung). Es sei K eine kommutative Hyper-
gruppe.
(a) Zu jeder {e}-stetigen Faltungshalbgruppe (µt)t≥0 ⊆ M(1)+ (K) existiert
eine eindeutig bestimmte Funktion f ∈ SN(Kˆ) mit µˆt = exp(−tf) fu¨r
alle t ≥ 0.
(b) Zu jeder Funktion f ∈ N (w)T (Kˆ) existiert eine eindeutig bestimmte
{e}-stetige Faltungshalbgruppe (µt)t≥0 in M(1)+ (K) mit µˆt|supp(piK) =
exp(−tf)|supp(piK) und µˆt(1K) ≤ exp(−tf(1K)) fu¨r alle t ≥ 0.
Abschließend in diesem Kapitel werden nun, wie angeku¨ndigt, die Defini-
tionen bestimmter Klassen von Hypergruppen sowie die verwendeten Nota-
tionen angegeben. Es sind dies im Einzelnen Doppelnebenklassen-, Orbital-
und Sturm-Liouville-Hypergruppen.
Definition und Bezeichnungen 0.30 (Doppelnebenklassen-Hyper-
gruppen). (vgl. [35], Abschnitt 14, oder [10], 1.5.13-1.5.20)
Es sei K eine Hypergruppe und H ⊆ K eine kompakte Unterhypergruppe
mit Haarmaß ωH ∈ M1(H). Die Doppelnebenklassen von H sind dann die
Mengen H ∗ {x} ∗H, wobei x ∈ K. Zur Vereinfachung der Notation werden
diese mit HxH bezeichnet.
K//H := {HxH : x ∈ K}
sei die Menge der Doppelnebenklassen. K//H ist dann eine Zerlegung von
K in kompakte Teilmengen, insbesondere gilt K//H ⊆ C(K). K//H trage
die Quotiententopologie bezu¨glich der kanonischen Projektion
pi′H : K → K//H
x 7→ HxH.
Diese stimmt mit der durch die Michael-Topologie auf C(K) (vgl. Definition
0.2(4)) induzierten relativen Topologie u¨berein, und versehen mit dieser To-
pologie ist K//H ein lokalkompakter (Hausdorff-) Raum. Die Abbildung pi′H
kann zu einer Abbildung
pi′H :Mb(K) → Mb(K//H)
µ 7→ pi′H(µ)
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erweitert werden, wobei pi′H(µ) das Bildmaß von µ unter der kanonischen Pro-
jektion ist. Schra¨nkt man pi′H auf den Raum der H-invarianten beschra¨nkten
Maße auf K
MbH(K) := {µ ∈Mb(K) : ωH ∗ µ ∗ ωH = µ}
ein und bezeichnet diese eingeschra¨nkte Abbildung mit piH , so ist piH bijek-
tiv. Die Inverse von piH ist die eindeutig bestimmte positiv-stetige lineare
Abbildung (vgl. die Definition in 2.3 in [35]) pi∗H : Mb(K//H) → MbH(K),
die pi∗H(εHxH) = ωH ∗ εx ∗ ωH fu¨r jedes x ∈ K erfu¨llt. Durch
µ ∗ ν := piH(pi∗H(µ) ∗ pi∗H(ν))
fu¨r µ, ν ∈ Mb(K//H) ist dann eine Faltungsstruktur auf Mb(K//H) de-
finiert, bezu¨glich derer piH und pi
∗
H Homomorphismen sind. Mit dieser Fal-
tung ist K//H eine Hypergruppe mit neutralem Element H und der durch
(HxH)− = Hx−H fu¨r x ∈ K gegebenen Involution.
Die Abbildungen piH und pi
∗
H sind stetig.
Definition und Bezeichnungen 0.31 (Orbital-Hypergruppen). Es sei
G eine lokalkompakte (Hausdorff-) Gruppe, Aut(G) die mit der Topologie aus
Definition 26.3 in [30] versehene Gruppe der (topologischen) Automorphis-
men von G und H ⊆ Aut(G) eine kompakte Untergruppe mit normiertem
Haarmaß ωH . Mit Theorem 1.1.11 in [10] oder Theorem 8.3A in [35] folgt,
dass der Raum
GH = {xH : x ∈ G},
wobei fu¨r x ∈ G
xH = {xh : h ∈ H} = {a(x) : a ∈ H}
den Orbit von x unter H bezeichnet, eine Hypergruppe ist mit der durch
εxH ∗ εyH :=
∫
H
ε(a(x)y)H dωH(a) =
∫
H
ε(xb(y))H dωH(b)
fu¨r xH , yH ∈ GH gegebenen Faltung. GH ist dabei eine Zerlegung von G
in kompakte Teilmengen, und Quotiententopologie und relative Topologie
bezu¨glich der Michael-Topologie auf C(G) stimmen u¨berein. Mit dieser To-
pologie ist GH ein lokalkompakter (Hausdorff-) Raum. Neutrales Element der
Hypergruppe ist eH = {e}, und die Involution ist gegeben durch (xH)− =
(x−1)H fu¨r x ∈ G.
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Bemerkung 0.32. (a) Eine spezielle Klasse von Doppelnebenklassen-Hy-
pergruppen K//H sind diejenigen, fu¨r welche K = G eine lokalkom-
pakte (Hausdorff-) Gruppe und H eine kompakte Untergruppe von G
ist. Nach Theorem 8.3B in [35] ist jede Orbital-Hypergruppe isomorph
zu einer solchen Doppelnebenklassen-Hypergruppe.
(b) In [10] (vgl. die Theorem 8.1.31 vorangehende Definition sowie Beispiel
B1 im Anhang) wird bei der Definition von Orbital-Hypergruppen GH
zusa¨tzlich gefordert, dass die inneren Automorphismen von G in H
enthalten sind, wa¨hrend hier auf diese Bedingung verzichtet wird.
Bemerkung 0.33. Im Folgenden besitze ein beliebiger lokalkompakter Raum
stets die Hausdorff-Eigenschaft.
Definition und Bezeichnungen 0.34 (Sturm-Liouville-Hypergrup-
pen). (vgl. z.B. [59], Abschnitte 2,3 und 4, oder [10], Abschnitt 3.5)
(1) Es sei A : R+ → R eine Sturm-Liouville-Funktion, d.h. es gelten A ∈
C(R+), A(x) > 0 fu¨r alle x > 0 sowie A|R∗+ ∈ C1(R∗+). Fu¨r A seien die
Bedingungen (SL1) und (SL2) wie folgt definiert:
(SL1) Es ist entweder (SL1a) oder (SL1b) erfu¨llt, wobei
(SL1a) (Singularita¨t in 0) Es ist A(0) = 0, und der Quotient A′/A
besitzt in einer Umgebung U von 0 ∈ R+ die Darstellung
A′(x)
A(x)
=
α0
x
+ α1(x) fu¨r 0 6= x ∈ U
mit α0 > 0 und α1 ∈ C∞(R) mit der Eigenschaft α1(−x) =
−α1(x) fu¨r alle x ∈ R.
(SL1b) (Regularita¨t in 0) Es ist A(0) > 0 und A ∈ C1(R+).
(SL2) Es existiert eine Funktion β ∈ C1(R+) mit β(0) ≥ 0, so dass A′A −β
nichtnegativ und monoton fallend auf R∗+ und q := 12β
′− 1
4
β2+ A
′
2A
β
monoton fallend auf R∗+ ist.
(2) Fu¨r eine Sturm-Liouville-Funktion A wird der zugeho¨rige Sturm-Liou-
ville-Operator LA erkla¨rt durch
LAf := − 1
A
(Af ′)′ = −f ′′ − A
′
A
f ′ fu¨r f ∈ C2(R∗+).
Der Differentialoperator l auf C2(]0,∞[2) ist definiert durch
l[u](x, y) := (LA)xu(x, y)− (LA)yu(x, y)
fu¨r x, y > 0 und u ∈ C2(]0,∞[2), wobei die Indizes x und y am Operator
die Variable bezeichnen, auf die der Operator wirkt.
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(3) Eine Hypergruppe (R+, ∗) wird als Sturm-Liouville-Hypergruppe be-
zeichnet, falls eine Sturm-Liouville-Funktion A existiert, so dass fu¨r
jede reellwertige Funktion f auf R+, die die Einschra¨nkung einer gera-
den C∞-Funktion von R auf R+ ist, die Funktion uf , definiert durch
uf (x, y) :=
∫
R+
f d(εx ∗ εy) fu¨r x, y ∈ R+,
zweimal differenzierbar ist und die partielle Differentialgleichung
l[uf ] = 0, (uf )y(x, 0) = 0 fu¨r alle x ∈ R∗+
erfu¨llt. Dabei bezeichnet der Index y die partielle Ableitung von uf
nach der Variablen y.
(4) Nach Theorem 3.11 in [59] oder Theorem 3.5.45 in [10] existiert zu ge-
gebener Sturm-Liouville-Funktion A mit den Eigenschaften (SL1) und
(SL2) eine gema¨ß (3) zu A geho¨rige Sturm-Liouville-Hypergruppe. Im
Folgenden genu¨ge daher fu¨r eine Sturm-Liouville-Hypergruppe die zu-
geho¨rige Sturm-Liouville-Funktion stets den Bedingungen (SL1) und
(SL2).
Eigenschaften 0.35 (von Sturm-Liouville-Hypergruppen). Sei (R+, ∗)
eine Sturm-Liouville-Hypergruppe mit Sturm-Liouville-Funktion A.
(a) Das neutrale Element ist 0.
(b) Die Hypergruppe ist hermitesch.
(c) Das Maß mit Dichte A bezu¨glich λ|R+ ist Haarmaß der Hypergruppe.
(d) Es existiert
γ := lim
x→∞
A′(x)
2A(x)
≥ 0.
γ wird als Index der Sturm-Liouville-Hypergruppe bezeichnet.
(e) Eine stetige Funktion φ : R+ → C ist genau dann multiplikativ, wenn
sie das Anfangswertproblem
LAφ = rφ, φ(0) = 1 und φ
′(0) = 0 fu¨r ein r ∈ C
lo¨st.
Eine multiplikative Funktion ist genau dann reellwertig und beschra¨nkt,
also ein Charakter der Hypergruppe, wenn der zugeho¨rige Eigenwert r
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des Sturm-Liouville-Operators ein Element von R+ ist. Wird der Dual
Rˆ+ durch
Rˆ+ = R+ ∪ i[0, γ]
parametrisiert, so sind die Charaktere φλ genau die Lo¨sungen des An-
fangswertproblems
LAφλ = (λ
2 + γ2)φλ, φλ(0) = 1 und φ
′
λ(0) = 0
fu¨r λ ∈ Rˆ+. Im Folgenden wird also der Dual der Hypergruppe R+
mit der Teilmenge R+ ∪ i[0, γ] ⊆ C identifiziert. Insbesondere ist dann
fu¨r µ ∈ Mb(R+) die Fouriertransformierte µˆ fu¨r λ ∈ Rˆ+ definiert, d.h.
µˆ(λ) = µˆ(φλ) =
∫
R+ φλ dµ.
Bewiesen werden diese Eigenschaften z.B. in [56] und [10]. Spezielle Sturm-
Liouville-Hypergruppen sind Bessel-Kingman-Hypergruppen:
Definition und Bezeichnungen 0.36. Ist α > −1
2
, so heißt die zur Sturm-
Liouville-Funktion
A(x) := x2α+1, x ∈ R+,
geho¨rige Sturm-Liouville-Hypergruppe (R+, ∗) (= (R+, ∗α)) Bessel-Kingman-
Hypergruppe mit Parameter α. Es gilt γ = 0 und somit Rˆ+ = R+, wobei fu¨r
λ ∈ R+ der Charakter φλ von der Gestalt
φλ(x) = Λ(λx), x ∈ R+,
mit der modifizierten Besselfunktion Λ : R+ → R,
Λ(x) :=
{
2αΓ(α + 1)x−α
∑∞
k=0
(−1)k
k!Γ(k+α+1)
(x
2
)2k+α fu¨r x > 0
1 fu¨r x = 0
,
ist.
Speziell gilt dann fu¨r die Homothetie Hc : R+ 3 x 7→ cx (c > 0) und ein
Wahrscheinlichkeitsmaß µ ∈M1(R+)
(Hc(µ))
∧(λ) =
∫
R+
φλ(cx) dµ(x)
=
∫
R+
φcλ(x) dµ(x)
= µˆ(cλ).
Kapitel 1
Zuwachsprozesse auf
Hypergruppen
Es werden hier zuna¨chst Irrfahrten auf einer Hypergruppe K eingefu¨hrt, die
sich aus Folgen (Xj)j≥1 von unabha¨ngigen, identisch verteilten K-wertigen
Zufallsvariablen ergeben. Desweiteren werden stationa¨re Zuwachsprozesse
(Xt)t≥0 mit Zustandsraum K definiert und ihr Zusammenhang mit steti-
gen Faltungshalbgruppen beschrieben. Dabei spielen diejenigen Prozesse eine
zentrale Rolle, welche ca`dla`g-Pfade besitzen. Diese Vorbereitungen erweisen
sich als notwendig, um in Kapitel 3 den Transfersatz von Gnedenko im wahr-
scheinlichkeitstheoretischen Modell zu formulieren.
In beiden Fa¨llen ergibt sich dabei zuna¨chst das Problem, dass keine deter-
ministische punktweise Operation in der Hypergruppe K gegeben ist, die es
im ersten Fall erlauben wu¨rde, eine Summe X + Y von zwei unabha¨ngigen
K-wertigen Zufallsvariablen X und Y direkt zu definieren. Ebenso ist unklar,
was im zweiten Fall unter einem Zuwachs Xt−Xs fu¨r s < t zu verstehen ist.
Die folgende Definition eines Zuwachsprozesses (allgemein mit total geord-
neter Parametermenge I) verallgemeinert die Definition eines Prozesses mit
unabha¨ngigen Zuwa¨chsen.
Definition 1.1. Sei I 6= ∅ eine total geordnete Menge. (Xt)t∈I sei ein sto-
chastischer Prozess auf einem Wahrscheinlichkeitsraum (Ω,A, P ) mit Werten
in einer Hypergruppe K. (A0t )t∈I sei die kanonische Filtration von (Xt)t∈I .
(Xt)t∈I heißt Zuwachsprozess, falls Folgendes gilt:
Zu jedem Paar s, t ∈ I mit s < t existiert ein Wahrscheinlichkeitsmaß
ηs,t ∈M1(K), so dass
P{Xt ∈ A|A0s} = (ηs,t ∗ εXs)(A) P -f.s.
fu¨r alle Mengen A ∈ B(K) erfu¨llt ist.
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Ist I = Z+ oder I = R+, so heißt ein Zuwachsprozess (Xt)t∈I stationa¨r, falls
ηs,t = η0,t−s fu¨r alle s, t ∈ I mit s < t gilt.
Es ist unmittelbar ersichtlich, dass Zuwachsprozesse (Xt)t∈I die elemen-
tare Markov-Eigenschaft besitzen, d.h. es gilt
P{Xt ∈ A|A0s} = P{Xt ∈ A|Xs} P -f.s.
fu¨r jedes Paar s, t ∈ I mit s < t und jede Menge A ∈ B(K).
1.1 Irrfahrten auf Hypergruppen in diskreter
Zeit
Wie zuvor bereits erwa¨hnt, kann also aus der Definition einer Hypergruppe
heraus die Summe X + Y zweier unabha¨ngiger Zufallsvariablen nicht direkt
definiert werden. U¨ber den Begriff der Konkretisierung einer Hypergruppe
ist es jedoch mo¨glich, eine Summe von K-wertigen Zufallsvariablen X und Y
so festzulegen, dass sie im Falle der Unabha¨ngigkeit die Verteilung PX ∗ PY
besitzt. Die Konstruktion einer solchen Summe, die nun kurz beschrieben
wird, geht auf Hm. Zeuner zuru¨ck und wird in den Arbeiten [57], [58] und
[59] durchgefu¨hrt. Nachzuvollziehen ist sie jedoch auch in [10], Abschnitt 7.1.
Definition 1.2. K sei eine Hypergruppe, µ ein Wahrscheinlichkeitsmaß auf
einem kompakten Raum M , und Φ : K × K ×M → K sei Borel-messbar.
Das Tripel (M,µ,Φ) heißt Konkretisierung von K, falls
µ{Φ(x, y, ·) ∈ A} = (εx ∗ εy)(A)
fu¨r alle x, y ∈ K und A ∈ B(K).
Beispiele fu¨r Konkretisierungen von Hypergruppen finden sich in [57] und
[10], Abschnitt 7.1.
Der folgende Satz sichert die Existenz von Konkretisierungen fu¨r Hyper-
gruppen, die das zweite Abza¨hlbarkeitsaxiom erfu¨llen, was in dieser Arbeit
nach der Generalvoraussetzung stets gegeben sein soll.
Satz 1.3. Sei K eine Hypergruppe. Dann existiert eine messbare Abbildung
Φ : K×K× [0, 1]→ K, so dass ([0, 1], λ|[0,1],Φ) eine Konkretisierung von K
ist.
Bewiesen wird diese Aussage in Arbeiten von Hm. Zeuner ([57], [58] und
[59]) oder in [10], Theorem 7.1.3.
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Definition 1.4. Sei K eine Hypergruppe, (Ω,A, P ) ein Wahrscheinlichkeits-
raum und (M,µ,Φ) eine Konkretisierung von K. X und Y seien K-wertige
Zufallsvariablen, Λ sei eine M -wertige Zufallsvariable auf (Ω,A, P ). Λ sei
unabha¨ngig von (X,Y ), und es gelte PΛ = µ. Dann wird die randomisierte
Summe von X und Y definiert durch
X
Λ
+ Y := Φ(X, Y,Λ).
X
Λ
+ Y ist dann eine K-wertige Zufallsvariable auf (Ω,A, P ), und im Falle
der Unabha¨ngigkeit gilt der folgende Zusammenhang.
Proposition 1.5. In der Situation von Definition 1.4 seien X, Y und Λ
unabha¨ngig. Dann gilt
P
X
Λ
+Y
= PX ∗ PY .
Fu¨r den Beweis sei verwiesen auf [57] und [10], Proposition 7.1.6.
Bemerkung 1.6. (a) Eine Konkretisierung ist nicht eindeutig bestimmt
durch die Hypergruppe, und somit ist die randomisierte Summe X
Λ
+ Y
abha¨ngig von der speziellen Wahl der zugrunde liegenden Konkretisie-
rung von K.
(b) Die gemeinsame Verteilung von X, Y und X
Λ
+ Y ist unabha¨ngig von
der Wahl der Konkretisierung.
(Dies wird in [57] und [10], Proposition 7.1.8, bewiesen.)
(c) Die Bildung randomisierter Summen ist im Allgemeinen nicht assozia-
tiv, obwohl die Faltung von Verteilungen dies ist.
Zu Irrfahrten gelangt man nun, indem man die Definition randomisier-
ter Summen rekursiv auf Folgen (Xj)j≥1 von Zufallsvariablen und (Hilfs-)
Zufallsvariablen (Λj)j≥1 erweitert.
Definition 1.7. (Xj)j≥1 sei eine Folge von K-wertigen Zufallsvariablen und
(Λj)j≥1 eine Folge von M -wertigen Zufallsvariablen auf (Ω,A, P ) mit PΛj = µ
fu¨r j ≥ 1. X1,Λ1, X2,Λ2, . . . seien unabha¨ngig. Dann werden die randomi-
sierten Summen Sn :=
∑n
j=1
Λ Xj, n ≥ 0, rekursiv definiert durch
0∑
j=1
Λ Xj := e,
n∑
j=1
Λ Xj := Xn
Λn
+
n−1∑
j=1
Λ Xj , n ≥ 1.
KAPITEL 1. ZUWACHSPROZESSE 30
Korollar 1.8. In der Situation von Definition 1.7 ist (Sn)n≥0 eine (im All-
gemeinen nicht homogene) Markov-Kette mit zugeho¨riger Folge (Nn)n≥1 von
U¨bergangskernen auf (K,B(K)), wobei
Nn(x,A) = (PXn ∗ εx)(A)
= P{Sn ∈ A|Sn−1 = x}
fu¨r PSn−1-fast alle x ∈ K, A ∈ B(K) und n ≥ 1.
Definition 1.9. Sind in der Situation von Definition 1.7 die Zufallsvariablen
(Xj)j≥1 identisch verteilt, so bezeichnet man (Sn)n≥0 als eine Irrfahrt auf der
Hypergruppe K.
Irrfahrten auf Hypergruppen sind dann stationa¨re Zuwachsprozesse im
Sinne der Definition 1.1:
Korollar 1.10. Jede Irrfahrt (Sn)n≥0 auf einer Hypergruppe K ist ein sta-
tiona¨rer Zuwachsprozess mit ηm,n = ν
n−m fu¨r alle m,n ∈ Z+ mit m < n,
wobei ν := PX1.
1.2 Le´vy-Prozesse auf Hypergruppen
In diesem Abschnitt werden ausgehend von ({e}-) stetigen Faltungshalbgrup-
pen inM1(K) Le´vy-Prozesse auf Hypergruppen konstruiert. In Analogie zum
Vektorraum- bzw. Gruppenfall sei dabei ein Le´vy-Prozess definiert als sta-
tiona¨rer Zuwachsprozess (gema¨ß Definition 1.1) mit X0 = e fast sicher und
ca`dla`g-Pfaden. Es ist klar, dass bei gegebener stetiger Faltungshalbgruppe
(µt)t≥0 der zu den U¨bergangskernen
K × B(K) 3 (x,A) 7→ Pt(x,A) := (µt ∗ εx)(A), t ≥ 0, (1.1)
konstruierte kanonische Prozess (Xt)t≥0 mit Start in e ein stationa¨rer Zu-
wachsprozess ist mit PXt = µt fu¨r alle t ≥ 0:
Proposition 1.11. Es sei K eine Hypergruppe und (µt)t≥0 eine {e}-stetige
Faltungshalbgruppe inM1(K). Dann existiert ein K-wertiger stationa¨rer Zu-
wachsprozess (Xt)t≥0 mit PXt = µt fu¨r alle t ≥ 0.
Beweis. Es sei an die Konstruktion des Prozesses erinnert (vgl. dazu z.B.
[1], Abschnitte 35, 36 und 42, oder [32], Abschnitte 2, 3 und 6): Aus den
Eigenschaften der Faltung folgt, dass (Pt)t≥0, wobei Pt definiert sei wie in
(1.1), eine normale (d.h. P0 ist der Einheitskern) Markovsche Halbgruppe
von Kernen auf (K,B(K)) ist. Diese sowie die Startverteilung εe fu¨hren in
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natu¨rlicher Weise zu einer projektiven Familie von Wahrscheinlichkeitsmaßen
u¨ber (K,B(K)). Mit dem Konsistenzsatz von Kolmogorov folgt dann die
Existenz eines (kanonischen) Prozesses (Xt)t≥0 mit Zustandsraum (K,B(K))
derart, dass die projektive Familie die Familie seiner endlich-dimensionalen
Verteilungen ist. Weiter gilt
P{Xt ∈ A|A0s} = Pt−s(Xs, A) = (µt−s ∗ εXs)(A) P -f.s.
fu¨r beliebige A ∈ B(K) und s, t ∈ R+ mit s ≤ t, wobei wieder (A0t )t≥0 die
kanonische Filtration des Prozesses bezeichnet. Daher ist (Xt)t≥0 ein stati-
ona¨rer Zuwachsprozess im Sinne von Definition 1.1 (mit ηs,t = µt−s). Aus der
Konstruktion erha¨lt man PXt = µt fu¨r alle t ≥ 0.
Bemerkung. Auch hier wird die Eigenschaft beno¨tigt, dass die Hypergruppe
das zweite Abza¨hlbarkeitsaxiom erfu¨llt.
Um zu beweisen, dass sogar stets ein stationa¨rer Zuwachsprozess mit
ca`dla`g-Pfaden existiert, werden Resultate aus [32] verwendet. Ist (µt)t≥0
eine {e}-stetige Faltungshalbgruppe in M1(K) und setzt man fu¨r t ≥ 0
Tt := Rµ−t , wobei Rµ−t den Faltungsoperator von µ
−
t ∈ M1(K) auf C0(K)
bezeichne, d.h. Ttf = µ
−
t ∗ f fu¨r f ∈ C0(K) (vgl. Proposition 0.8), so ist
zuna¨chst (Tt)t≥0 eine Fellersche Halbgruppe im Sinne der Definition aus [32]
(vgl. S. 26):
Lemma 1.12. Es sei K eine Hypergruppe und (µt)t≥0 eine {e}-stetige Fal-
tungshalbgruppe inM1(K). Dann ist (Tt)t≥0 ⊆ L(C0(K)), definiert wie oben,
eine Fellersche Halbgruppe, d.h. es gelten:
(Tt)t≥0 ist eine Halbgruppe positiver kontrahierender Operatoren mit T0 = I
und der Eigenschaft
lim
t↘0
‖Ttf − f‖∞ = 0 fu¨r alle f ∈ C0(K).
Beweis. (µ−t )t≥0 ist eine {e}-stetige Faltungshalbgruppe, daher ergeben sich
die Eigenschaften unmittelbar aus Proposition 0.15.
Mit Lemma 1.12 folgt nun aus Satz 10.5 in [32] die Existenz eines Markov-
Prozesses mit ca`dla`g-Pfaden, dessen U¨bergangsfunktion die Fellersche Halb-
gruppe (Tt)t≥0 fortsetzt.
Satz 1.13. Es sei K eine Hypergruppe und (µt)t≥0 eine {e}-stetige Faltungs-
halbgruppe inM1(K). Dann existiert ein stationa¨rer Zuwachsprozess (Xt)t≥0
mit ca`dla`g-Pfaden mit PXt = µt fu¨r alle t ≥ 0.
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Beweis. Es sei (Tt)t≥0 die gema¨ß Lemma 1.12 zu (µt)t≥0 geho¨rige Fellersche
Halbgruppe. Fu¨r t ≥ 0 gilt dann ‖Tt‖ = 1, da µt ein Wahrscheinlichkeitsmaß
ist. Denn wa¨re ‖Tt‖ < 1, d.h.
‖µ−t ∗ f‖∞ ≤M‖f‖∞ fu¨r alle f ∈ C0(K)
mit M := ‖Tt‖ < 1, so erhielte man wegen∣∣∣∣∫ f dµt∣∣∣∣ = |(µ−t ∗ f)(e)| ≤ ‖µ−t ∗ f‖∞ ≤M
fu¨r alle f ∈ C0(K) mit ‖f‖∞ ≤ 1 einen Widerspruch zu ‖µt‖ = 1.
Nach Satz 10.5 in [32] (im Falle der Kompaktheit von K wende man Satz
10.1 an) existiert ein Huntscher Prozess (vgl. dazu die Definition in Abschnitt
10 in [32]), dessen U¨bergangsfunktion die Fellersche Halbgruppe (Tt)t≥0 fort-
setzt. D.h. insbesondere:
Es existieren K-wertige Zufallsvariablen (Xt)t≥0 auf einem Messraum (Ω,A)
sowie Wahrscheinlichkeitsmaße (P x)x∈K auf (Ω,A), so dass die universelle
Markov-Eigenschaft
P x{Xs+t ∈ A|A0s} = PXs{Xt ∈ A} P x-f.s.
fu¨r alle s, t ∈ R+, x ∈ K und A ∈ B(K) erfu¨llt ist. Dabei besitzt (Xt)t≥0
ca`dla`g-Pfade. Bezeichnet (Pt)t≥0 die in (1.1) definierte normale Markovsche
Halbgruppe von Kernen, so gilt wegen
Ttf(x) =
∫
f(y ∗ x) dµt(y)
=
∫
f d(µt ∗ εx)
fu¨r t ≥ 0, f ∈ C0(K) und x ∈ K
Pt(x,A) = P
x{Xt ∈ A}
fu¨r alle t ≥ 0, x ∈ K und A ∈ B(K).
Mit P := P e ergibt sich also fu¨r alle s, t ∈ R+ und A ∈ B(K)
P{Xs+t ∈ A|A0s} = (µt ∗ εXs)(A) P -f.s..
Daher ist (Xt)t≥0 ein stationa¨rer Zuwachsprozess auf (Ω,A, P ) mit ηs,t =
µt−s, und aufgrund der Wahl von P gilt PXt = µt fu¨r alle t ≥ 0.
Es gilt auch die Umkehrung von Satz 1.13:
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Proposition 1.14. Es sei (Xt)t≥0 ein stationa¨rer Zuwachsprozess mit ca`d-
la`g-Pfaden auf einer Hypergruppe K, X0 = e P -f.s.. Dann ist (µt)t≥0 eine
{e}-stetige Faltungshalbgruppe in M1(K), wobei µt := PXt fu¨r t ≥ 0.
Beweis. Wegen X0 = e gilt fu¨r jedes t > 0 PXt = η0,t und dann aufgrund
der Stationarita¨t µt−s = PXt−s = η0,t−s = ηs,t fu¨r 0 ≤ s < t. Sind s, t > 0 und
ist A ∈ B(K), so folgt mit der Definition eines Zuwachsprozesses
(µs ∗ µt)(A) =
∫
(µs ∗ εx)(A) dµt(x)
=
∫
(µs ∗ εXt)(A) dP
=
∫
(ηt,s+t ∗ εXt)(A) dP
=
∫
P{Xs+t ∈ A|A0t} dP
= P{Xs+t ∈ A}
= µs+t(A),
also die Halbgruppeneigenschaft.
limt↘0 µt = εe erha¨lt man unmittelbar aus der rechtsseitigen Stetigkeit der
Pfade sowie X0 = e P -fast sicher.
1.3 Eine neue Definition fu¨r Zuwachsprozesse
Ist (Xt)t≥0 ein stochastischer Prozess mit Zustandsraum G, wobei G eine
lokalkompakte Gruppe ist, so besitzt der Prozess unabha¨ngige Zuwa¨chse,
falls fu¨r je endlich viele Zeitpunkte t0, t1, . . . , tn ∈ R+ mit 0 ≤ t0 < t1 <
. . . < tn die Zufallsvariablen Xt0 , Xt1X
−1
t0 , . . . , XtnX
−1
tn−1 unabha¨ngig sind.
Insbesondere gilt dann fu¨r Paare s, t ∈ R+ mit s < t mit Zs,t := XtX−1s
Xt = Zs,t ·Xs, (1.2)
und Xs und Zs,t sind unabha¨ngig.
Ein G-wertiger Prozess (Xt)t≥0 mit unabha¨ngigen Zuwa¨chsen ist ein Zu-
wachsprozess im Sinne der auf Gruppen u¨bertragenen Definition 1.1 (mit
ηs,t = PXtX−1s ), wobei ∗ die u¨bliche Faltung auf G bezeichnet. Davon aus-
gehend wird nun die Fragestellung behandelt, ob sich auf Hypergruppen die
Definition eines Zuwachsprozesses derart aba¨ndern la¨sst, dass eine zu (1.2)
analoge Aussage u¨ber die Verteilungen gefordert wird. Dabei ist aufgrund
der nicht vorhandenen deterministischen punktweisen Operation die rechte
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Seite als randomisierte Summe bezu¨glich einer Konkretisierung (M,µ,Φ) der
Hypergruppe darzustellen.
Definition 1.15. Es sei K eine Hypergruppe mit Konkretisierung (M,µ,Φ).
Ein K-wertiger stochastischer Prozess (Xt)t≥0 auf einem Wahrscheinlichkeits-
raum (Ω,A, P ) besitzt die Eigenschaft (Z), falls gilt:
Zu jedem Paar s, t ∈ R+ mit s < t existieren eine K-wertige Zufallsvariable
Zs,t sowie eine M -wertige Zufallsvariable Λs,t mit PΛs,t = µ und Xs, Zs,t,Λs,t
unabha¨ngig, so dass
Xt
d
= Zs,t
Λs,t
+ Xs
erfu¨llt ist.
Im Folgenden wird zuna¨chst untersucht, ob ein stochastischer Prozess
(Xt)t≥0 mit der Eigenschaft (Z) ein Zuwachsprozess gema¨ß Definition 1.1 ist.
Sind s, t ∈ R+ mit s < t, so soll also nachgewiesen werden, dass mit ηs,t :=
PZs,t ∈M1(K)
P{Xt ∈ B|A0s} = (ηs,t ∗ εXs)(B) P -f.s.
fu¨r alle B ∈ B(K) gilt.
Dazu wird das folgende Lemma (vgl. [14], S. 268, Nr. 9) verwendet.
Lemma 1.16. Es seien (Ω1,A1), (Ω2,A2) Messra¨ume und X : (Ω,A) →
(Ω1,A1) sowie Y : (Ω,A)→ (Ω2,A2) Zufallsvariablen auf einem Wahrschein-
lichkeitsraum (Ω,A, P ). f : Ω1×Ω2 → R+ sei messbar bezu¨glich A1⊗A2. C sei
eine Unter-σ-Algebra von A. X sei unabha¨ngig von C, und Y sei C-messbar.
Dann gilt
E(f(X,Y )| C) =
∫
Ω1
f(x, Y ) dPX(x) P -f.s.. (1.3)
Beweis. Es seien A1 ∈ A1, A2 ∈ A2 und f := 1A1×A2 . Dann ist (1.3) erfu¨llt,
denn es gilt
E(f(X, Y )| C) = E(1A1(X) 1A2(Y )| C)
= 1A2(Y )E(1A1(X)| C)
= 1A2(Y )E(1A1(X))
= 1A2(Y )
∫
Ω1
1A1(x) dPX(x)
=
∫
Ω1
f(x, Y ) dPX(x) P -f.s.
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aufgrund der Voraussetzungen.
Um fu¨r Funktionen f = 1C mit C ∈ A1 ⊗ A2 (1.3) zu zeigen, weist man
zuna¨chst nach, dass
G := {C ∈ A1 ⊗ A2 : 1C erfu¨llt (1.3)}
ein Dynkin-System ist.
E := {A1 × A2 : A1 ∈ A1, A2 ∈ A2}
ist ein ∩-stabiler Erzeuger von A1 ⊗ A2 mit E ⊆ G. Somit gilt A1 ⊗ A2 =
A(E) = D(E) ⊆ G, also G = A1⊗A2. Dann erfu¨llen auch Elementarfunktionen∑n
i=1 ci1Ci mit ci ≥ 0 und C1, . . . , Cn ∈ A1 ⊗ A2 disjunkt (1.3), und fu¨r
messbares f ≥ 0 folgt die Behauptung mittels monotoner Konvergenz.
Bemerkung 1.17. Fu¨r lokalkompakte Gruppen G la¨sst sich unter Anwen-
dung von Lemma 1.16 wie folgt beweisen, dass jeder Prozess (Xt)t≥0 mit
unabha¨ngigen Zuwa¨chsen ein Zuwachsprozess gema¨ß Definition 1.1 ist:
Fu¨r s, t ∈ R+ mit s < t setze ηs,t := PZs,t ∈ M1(G) (wobei Zs,t = XtX−1s ).
Dann erha¨lt man fu¨r B ∈ B(G)
P{Xt ∈ B|A0s} = E(1B(Zs,tXs)|A0s)
=
∫
G
1B(xXs) dPZs,t(x)
=
∫
G
1B d(ηs,t ∗ εXs)
= (ηs,t ∗ εXs)(B) P -f.s..
Dabei ist Xs trivialerweise A
0
s-messbar, und Zs,t ist unabha¨ngig von A
0
s. Fu¨r
Letzteres beno¨tigt man die Unabha¨ngigkeit der Zuwa¨chse fu¨r je endlich viele
Zeitpunkte.
Analog zu Bemerkung 1.17 kann mit Lemma 1.16 gezeigt werden:
Lemma 1.18. Es sei (Xt)t≥0 ein K-wertiger stochastischer Prozess mit der
Eigenschaft (Z), wobei K eine Hypergruppe mit Konkretisierung (M,µ,Φ)
ist. Fu¨r Paare s, t ∈ R+ mit s < t gilt dann
P{Zs,t
Λs,t
+ Xs ∈ B|Xs} = (ηs,t ∗ εXs)(B) P -f.s. (1.4)
fu¨r alle B ∈ B(K) (wobei ηs,t := PZs,t).
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Beweis. Seien s, t ∈ R+ mit s < t, B ∈ B(K). Dann gilt
P{Zs,t
Λs,t
+ Xs ∈ B|Xs} = E(f((Zs,t,Λs,t), Xs)|Xs)
=
∫
K×M
f((x, z), Xs) dP(Zs,t,Λs,t)(x, z)
=
∫
K×M
1B(Φ(x,Xs, z)) dP(Zs,t,Λs,t)(x, z) P -f.s.
nach Lemma 1.16, wobei
f((x, z), y) := 1B(Φ(x, y, z))
fu¨r ((x, z), y) ∈ (K × M) × K, und (Zs,t,Λs,t) ist unabha¨ngig von A(Xs)
nach Definition von Eigenschaft (Z). Somit erha¨lt man weiter aufgrund der
Unabha¨ngigkeit von Zs,t und Λs,t, PΛs,t = µ und der Eigenschaft der Kon-
kretisierung
P{Zs,t
Λs,t
+ Xs ∈ B|Xs} =
∫
K
∫
M
1B(Φ(x,Xs, z)) dPΛs,t(z) dPZs,t(x)
=
∫
K
µ{z ∈M : Φ(x,Xs, z) ∈ B} dPZs,t(x)
=
∫
K
(εx ∗ εXs)(B) dPZs,t(x)
= (ηs,t ∗ εXs)(B) P -f.s..
Bemerkung. Die bedingte Wahrscheinlichkeit wird in Lemma 1.18 im Ge-
gensatz zum Gruppenfall in Bemerkung 1.17 bezu¨glich der σ-Algebra A(Xs)
bestimmt, da nur die Unabha¨ngigkeit von (Zs,t,Λs,t) und A(Xs) vorliegt. In
Bemerkung 1.17 ergab sich die Unabha¨ngigkeit von Zs,t und A
0
s aus der Un-
abha¨ngigkeit der Zuwa¨chse fu¨r je endlich viele Zeitpunkte, die Definition der
Eigenschaft (Z) umfasst dagegen nur zwei Zeitpunkte. Daher sollte neben
(Z) die elementare Markov-Eigenschaft vorausgesetzt werden. Desweiteren
stellt sich auf Hypergruppen das Problem, dass unklar ist, ob
P{Xt ∈ B|Xs} = P{Zs,t
Λs,t
+ Xs ∈ B|Xs} P -f.s. (1.5)
erfu¨llt ist.
Dieses la¨sst sich jedoch lo¨sen, indem man zusa¨tzlich die Gleichheit der Ver-
teilungen von (Xs, Xt) und (Xs, Zs,t
Λs,t
+ Xs) fordert.
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Lemma 1.19. Es sei (Xt)t≥0 ein stochastischer Prozess mit der Eigenschaft
(Z) auf einer Hypergruppe K mit Konkretisierung (M,µ,Φ). Zusa¨tzlich gelte
stets (Xs, Xt)
d
= (Xs, Zs,t
Λs,t
+ Xs) fu¨r die gemeinsamen Verteilungen. Dann
folgt (1.5) fu¨r Paare s, t ∈ R+ mit s < t und B ∈ B(K).
Beweis. Seien A,B ∈ B(K). Wegen einerseits
P(Xs,Xt)(A×B) =
∫
1{Xs∈A} P{Xt ∈ B|Xs} dP
und andererseits
P
(Xs,Zs,t
Λs,t
+ Xs)
(A×B) =
∫
1{Xs∈A} P{Zs,t
Λs,t
+ Xs ∈ B|Xs} dP
folgt nach der Voraussetzung∫
1{Xs∈A} P{Xt ∈ B|Xs} dP =
∫
1{Xs∈A} P{Zs,t
Λs,t
+ Xs ∈ B|Xs} dP,
und dies liefert unmittelbar (Faktorisierung der bedingten Erwartung, vgl.
[1], Satz 15.9)
P{Xt ∈ B|Xs} = P{Zs,t
Λs,t
+ Xs ∈ B|Xs} P -f.s.
fu¨r B ∈ B(K).
Damit erha¨lt man nun insgesamt:
Satz 1.20. Es sei K eine Hypergruppe und (M,µ,Φ) eine Konkretisierung
von K. (Xt)t≥0 sei ein K-wertiger stochastischer Prozess auf einem Wahr-
scheinlichkeitsraum (Ω,A, P ). (Xt)t≥0 erfu¨lle die Bedingung (Z∗), was be-
deuten soll:
Der Prozess besitzt die elementare Markov-Eigenschaft bezu¨glich der kanoni-
schen Filtration (A0t )t≥0 sowie die Eigenschaft (Z), und fu¨r die gemeinsamen
Verteilungen gilt stets (Xs, Xt)
d
= (Xs, Zs,t
Λs,t
+ Xs).
Dann ist (Xt)t≥0 ein Zuwachsprozess im Sinne von Definition 1.1.
Der Beweis dieses Satzes ergibt sich aus den vorherigen U¨berlegungen.
Mittels u¨blicher Konstruktion u¨ber Produkte von Wahrscheinlichkeitsra¨u-
men sieht man, dass zu jedem Zuwachsprozess ein a¨quivalenter Prozess, der
die Bedingung (Z∗) erfu¨llt, existiert. Die A¨quivalenz zweier stochastischer
Prozesse ist dabei in dem Sinne zu verstehen, dass sie zum selben System
endlich-dimensionaler Verteilungen fu¨hren.
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Proposition 1.21. (Xt)t≥0 sei ein K-wertiger Zuwachsprozess auf einem
Wahrscheinlichkeitsraum (Ω,A, P ) gema¨ß Definition 1.1. Dann existiert ein
a¨quivalenter Prozess (Yt)t≥0 auf einem Wahrscheinlichkeitsraum (Ω˜, A˜, P˜ ),
der die Bedingung (Z∗) erfu¨llt.
1.22 (Bemerkungen zu Kapitel 1). Die in Abschnitt 1.1 beschriebenen
randomisierten Summen, welche allgemein u¨ber den von Hm. Zeuner ent-
wickelten Begriff der Konkretisierung einer Hypergruppe definiert sind, wur-
den fu¨r den Spezialfall von Bessel-Kingman-Hypergruppen bereits von J.F.C.
Kingman (vgl. [37]) betrachtet. Dieser entwickelte eine Theorie radialer Sum-
men, wobei in ihr die Methoden zur Untersuchung rotations-invarianter Zu-
fallsvektoren auf nichtganzzahlige Dimensionen verallgemeinert sind. Die zu
diesem Zweck eingefu¨hrte Faltung entspricht gerade der der Bessel-Kingman-
Hypergruppe, und die radialen Summen sind in diesem Sinne randomisierte
Summen bezu¨glich einer geeigneten Konkretisierung. Weitere Untersuchun-
gen solcher radialer Summen im Kontext von Kingman-Strukturen sind in
[17] enthalten.
U¨ber die Definition randomisierter Summen ist es mo¨glich, Grenzwertsa¨tze
fu¨r Folgen von Partialsummen wie Gesetze der großen Zahlen, Zentrale Grenz-
wertsa¨tze und Invarianzprinzipien fu¨r gewisse Klassen von Hypergruppen zu
beweisen. Fu¨r Sturm-Liouville-Hypergruppen R+ (vgl. Vorbereitungen, 0.34)
ist dies Inhalt von Arbeiten von Hm. Zeuner (vgl. [57], [58] und [60]), wobei
der Spezialfall der Bessel-Kingman-Hypergruppen zum Teil bereits in [37]
und [17] enthalten ist. Da die Bildung randomisierter Summen im Allgemei-
nen nicht distributiv ist, ist bei der entsprechenden Normierung zwischen
innerer und a¨ußerer Normierung zu unterscheiden.
Die Aussage aus Satz 1.13 u¨ber die Existenz eines stationa¨ren Zuwachspro-
zesses mit ca`dla`g-Pfaden zu gegebener {e}-stetiger Faltungshalbgruppe ist
bekannt, ist jedoch der Vollsta¨ndigkeit halber in diese Arbeit aufgenommen.
Man erha¨lt sie z.B. mit Theorem 2.2 in [47], welches besagt, dass zu jedem
zu einer {e}-stetigen Faltungshalbgruppe (µt)t≥0 assoziierten Le´vy-Prozess
auf einer Hypergruppe K (Le´vy-Prozess ist dabei im Sinne der Definition
in [47] zu verstehen) eine a¨quivalente ca`dla`g-Version existiert. Ein weiterer
Zugang ist u¨ber die Arbeit [39] mo¨glich (vgl. Abschnitt III, 2.), wobei dort
die Konstruktion in einem allgemeineren Rahmen erfolgt, da nichtstationa¨re
Markov-Prozesse betrachtet werden.
Kapitel 2
Funktionale Grenzwertsa¨tze
Konvergiert ein Dreieckssystem identisch verteilter Wahrscheinlichkeitsma-
ße des Rd gegen ein Wahrscheinlichkeitsmaß µ, so folgt, wie man mit Hilfe
der Methode der Fouriertransformation einfach einsieht, aus der Konvergenz
νknn → µ einerseits, dass µ unendlich teilbar und damit eindeutig einbettbar
in die stetige Faltungshalbgruppe (µt)t≥0 ist, und andererseits die Konvergenz
der diskreten Faltungshalbgruppen (ν
[knt]
n )t≥0 gegen (µt)t≥0, also die funktio-
nale Konvergenz
ν [knt]n −−−→
n→∞
µt, t ≥ 0,
welche gleichma¨ßig auf kompakten Teilmengen von R+ ist.
Geht man jedoch zu allgemeineren algebraischen Strukturen bzw. Faltungs-
strukturen u¨ber, so ist nicht klar, ob sich der Schluss von der einfachen auf
die funktionale Konvergenz aufrecht erhalten la¨sst, d.h. ob νknn → µ stets
die Existenz einer stetigen Faltungshalbgruppe (µt)t≥0 impliziert, so dass
die diskreten Halbgruppen (ν
[knt]
n )t≥0 zumindest entlang einer Teilfolge gegen
(µt)t≥0 konvergieren. Fu¨r lokalkompakte Gruppen ist er im allgemeinen Fall
nicht mo¨glich (vgl. dazu Beispiel 3.1 in [51]), wie S. Nobel gezeigt hat (vgl.
Satz 1.11 in [44]), besitzt die Implikation aber Gu¨ltigkeit, wenn vorausge-
setzt ist, dass die Gruppe gleichgradig wurzelkompakt ist und {e} als einzige
kompakte Untergruppe besitzt.
Ziel dieses Kapitels ist es, die obige Problemstellung im Kontext von Hy-
pergruppen zu behandeln. Im Folgenden seien dabei stets (kn)n∈N eine Folge
natu¨rlicher Zahlen mit kn ↗∞ und K eine zuna¨chst beliebige Hypergruppe.
Bemerkung 2.1. In Anlehnung an die Sprechweise in Arbeiten von W.
Hazod, S. Nobel und K. Telo¨ken werden Aussagen, welche diese Problem-
stellung betreffen, als Funktionale Grenzwertsa¨tze bezeichnet. In der Theo-
rie der stochastischen Prozesse wird der Begriff der funktionalen Konvergenz
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anders gebraucht. Funktionale Grenzwertsa¨tze oder Invarianzprinzipien bein-
halten in diesem Zusammenhang Aussagen u¨ber die Konvergenz in Vertei-
lung von Prozessen in kontinuierlicher Zeit, die sich durch lineare Interpola-
tion von Summen unabha¨ngiger, identisch verteilter reeller Zufallsvariablen
und Standardisierung ergeben und welche als Zufallsvariablen aufgefasst wer-
den, die Werte im Skorokhod-Raum der ca`dla`g-Funktionen, versehen mit der
Skorokhod-Topologie, annehmen (vgl. [5], Kapitel 3).
Invarianzprinzipien fu¨r Irrfahrten auf Sturm-Liouville-Hypergruppen (vgl.
Definition 0.34) wurden von Hm. Zeuner in [58] und [60] untersucht. Die
Irrfahrten sind dabei im Sinne der Definitionen 1.7 und 1.9 zu verstehen, wo-
bei bei der Standardisierung der interpolierenden Prozesse zwischen innerer
und a¨ußerer Normierung zu unterscheiden ist, da die Bildung der randomi-
sierten Summen im Allgemeinen nicht distributiv ist. Aufgefu¨hrt sind die
Resultate auch in [33] und [10], Abschnitt 7.5.
Fu¨r {e}-stetige Faltungshalbgruppen (µt)t≥0 in M1(K) erha¨lt man aus
der punktweisen Konvergenz ν
[knt]
n → µt fu¨r alle t ≥ 0 die gleichma¨ßige
Konvergenz auf kompakten Teilmengen von R+ (wenn dabei ν0n := εe gesetzt
wird). Der Beweis der folgenden Proposition la¨sst sich vo¨llig analog vom
Fall lokalkompakter Gruppen, fu¨r welchen er in [44] unter Verwendung eines
Approximationssatzes aus [36] gefu¨hrt ist, u¨bertragen.
Bemerkung 2.2. Da K nach der Generalvoraussetzung das zweite Abza¨hl-
barkeitsaxiom erfu¨llt, ist die Topologie der schwachen Konvergenz aufM1(K)
metrisierbar durch eine Metrik d. Die kompakt-gleichma¨ßige Konvergenz
ν
[knt]
n −−−→
n→∞
µt in t ≥ 0, wobei (νn)n∈N eine Folge und (µt)t≥0 eine stetige
Faltungshalbgruppe in M1(K) ist, ist daher definiert durch:
Zu jeder kompakten Teilmenge C ⊆ R+ und zu jedem ε > 0 existiert ein
n0 ∈ N, so dass fu¨r alle n ≥ n0 und alle t ∈ C gilt d(ν [knt]n , µt) < ε.
Dazu a¨quivalent sind (vgl. [15], 7.5 in Kapitel XII) die beiden folgenden Be-
dingungen:
(1) Fu¨r jedes t ∈ R+ und jede Folge (tn)n∈N ⊆ R+, die gegen t konvergiert,
gilt ν
[kntn]
n −−−→
n→∞
µt.
(2) Fu¨r alle f ∈ Cb(K) gilt ∫ f dν [knt]n −−−→
n→∞
∫
f dµt kompakt-gleichma¨ßig
in t ≥ 0.
Entsprechendes erha¨lt man fu¨r kompakt-gleichma¨ßige Konvergenz in t > 0.
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Proposition 2.3. Es seien (νn)n∈N eine Folge und (µt)t≥0 eine {e}-stetige
Faltungshalbgruppe in M1(K). Es gelte
ν [knt]n −−−→
n→∞
µt fu¨r alle t ≥ 0.
Dann ist die Konvergenz gleichma¨ßig auf kompakten Teilmengen von R+.
Beweis. Es sei fu¨r n ∈ N Rn := Rνn der Faltungsoperator von νn (als
Operator auf C0(K)). (Rn(t))t≥0 sei die diskrete Halbgruppe mit Zeitein-
heit 1/kn, d.h. Rn(t) := Rν[knt]n fu¨r t ≥ 0, und Un ihr Generator, also
Un := kn(Rn(1/kn)−I) (vgl. [36], Kapitel IX, Abschnitt 3.1). Mit R(t) := Rµt
fu¨r t ≥ 0 sei (R(t))t≥0 die Kontraktionshalbgruppe der Klasse (C0) der Fal-
tungsoperatoren, und U bezeichne den zugeho¨rigen infinitesimalen Generator
(vgl. Vorbereitungen, Proposition 0.15 und Definition 0.16).
Aus der Voraussetzung ν
[knt]
n → µt fu¨r alle t ≥ 0 folgt nach Proposition 1.2.16
in [10], dass fu¨r alle t ≥ 0 und f ∈ C0(K)
‖Rn(t)f −R(t)f‖∞ −−−→
n→∞
0 (2.1)
erfu¨llt ist.
Es sei λ > 0 fest. Fu¨r jedes n ∈ N gilt dann (Neumannsche Reihe)
(λI − Un)−1 = 1
kn
1
1 + λ/kn
(
I − Rn(1/kn)
1 + λ/kn
)−1
=
∞∑
k=0
B
(n)
k ,
wobei
B
(n)
k :=
1
kn
Rn(k/kn)
(1 + λ/kn)k+1
∈ L(C0(K)) fu¨r k ∈ N0.
Ist k ∈ N0, so ist fu¨r t ∈ [k/kn, (k + 1)/kn[ [knt] = k. Daher erha¨lt man
B
(n)
k f =
∫ (k+1)/kn
k/kn
Rn(t)f
(1 + λ/kn)[knt]+1
dt,
also
(λI − Un)−1f =
∫ ∞
0
Rn(t)f
(1 + λ/kn)[knt]+1
dt
fu¨r f ∈ C0(K).
((1+λ/kn)
−[knt]−1)n∈N =: (gn(t))n∈N konvergiert fu¨r alle t ≥ 0 gegen e−λt. Da
fu¨r n ≥ 2 und t ≥ 0 (
1 +
λt
n
)n
≥ 1 + λt+ 1
4
λ2t2
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ist, folgt (
1 +
λ
kn
)−[knt]−2
≤
(
1 + λt+
1
4
λ2t2
)−1
fu¨r alle t ≥ 0 und n ∈ N. Somit ist
t 7→ (1 + λ)
(
1 + λt+
1
4
λ2t2
)−1
Majorante von (gn), und der Satz von Lebesgue impliziert dann mit (2.1)
(λI − Un)−1f −−−→
n→∞
∫ ∞
0
e−λtR(t)f dt
in ‖ ‖∞, also aufgrund der Integraldarstellung der Resolventen (vgl. Vorbe-
reitungen, Satz 0.17) (λI − Un)−1 → (λI − U)−1 in der starken Operator-
topologie. Ein Approximationssatz aus [36] (Theorem 3.6 in IX, Abschnitt
3.3) liefert unmittelbar die Behauptung, wobei hier zu beachten ist, dass die
Konvergenz von Faltungsoperatoren in der starken Operatortopologie von
L(C0(K)) die schwache Konvergenz der zugeho¨rigen Wahrscheinlichkeitsma-
ße impliziert.
Ist (µt)t≥0 eine H-stetige Faltungshalbgruppe in M1(K) (vgl. Definition
0.12), so la¨sst sich beweisen:
Proposition 2.4. Es seien (νn)n∈N eine Folge und (µt)t≥0 eine H-stetige
Faltungshalbgruppe in M1(K). Es gelte
ν [knt]n −−−→
n→∞
µt fu¨r alle t > 0. (2.2)
Weiterhin sei νn∗ωH = ωH∗νn fu¨r alle n ∈ N erfu¨llt. Dann ist die Konvergenz
gleichma¨ßig auf kompakten Teilmengen von R∗+.
Beweis. Der Beweis wird in zwei Schritten gefu¨hrt.
1. Schritt: Projektion auf die Doppelnebenklassen-Hypergruppe K//H (vgl.
Definition 0.30).
Es seien pH : M1H(K) →M1(K//H) und p∗H : M1(K//H) →M1H(K) die
Einschra¨nkungen von piH und pi
∗
H aufM1H(K) = {µ ∈M1(K) : ωH ∗µ∗ωH =
µ} bzw.M1(K//H) (vgl. die Notation aus Definition 0.30). Fu¨r n ∈ N setze
νn,H := ωH ∗νn∗ωH (= νn∗ωH). Dann ist (νn,H)n∈N ⊆M1H(K), und aufgrund
der Vertauschbarkeit folgt aus (2.2)
ν
[knt]
n,H −−−→n→∞ µt fu¨r alle t > 0. (2.3)
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Fu¨r n ∈ N bzw. t ≥ 0 sei ν˜n := pH(νn,H) ∈ M1(K//H) bzw. µ˜t :=
pH(µt) ∈ M1(K//H). (µ˜t)t≥0 ist dann eine {e}-stetige Faltungshalbgrup-
pe in M1(K//H), und (2.3) liefert
ν˜ [knt]n −−−→
n→∞
µ˜t fu¨r alle t ≥ 0
(mit ν˜0n := εe).
Aus Proposition 2.3 folgt, dass die Konvergenz kompakt-gleichma¨ßig in t ≥ 0
ist. Sei nun t ∈ R+ und (tn) ⊆ R+ eine Folge mit tn → t. Dann gilt ν [kntn]n,H →
µt wegen ν˜
[kntn]
n → µ˜t, und mit der Vertauschbarkeit erha¨lt man
ν [kntn]n ∗ ωH −−−→
n→∞
µt (2.4)
(wenn dabei ν0n,H := ωH und ν
0
n := ωH gesetzt werden).
2. Schritt: (2.4) impliziert, dass ν
[knt]
n → µt gleichma¨ßig auf kompakten Teil-
mengen von R∗+:
Sei (tn) ⊆ R∗+ eine Folge mit tn → t > 0. Im Folgenden werden die Faltungs-
operatoren Rµ von Wahrscheinlichkeitsmaßen µ wieder als Operatoren auf
C0(K) betrachtet. Sei f ∈ C0(K). f la¨sst sich zerlegen in f = f1 + f2, wobei
f1 := RωHf ∈ C0(K), f2 := f − f1 ∈ C0(K). Dann gilt fu¨r alle n ∈ N
‖R
ν
[kntn]
n
f −Rµtf‖∞ ≤
‖R
ν
[kntn]
n
f1 −Rµtf1‖∞ + ‖Rν[kntn]n f2 −Rµtf2‖∞. (2.5)
(1) Wegen
‖R
ν
[kntn]
n
f1 −Rµtf1‖∞ = ‖(ν [kntn]n ∗ ωH) ∗ f − µt ∗ f‖∞
und (2.4) konvergiert (‖R
ν
[kntn]
n
f1 − Rµtf1‖∞) gegen 0, denn die schwache
Konvergenz impliziert die Konvergenz der zugeho¨rigen Faltungsoperatoren
in der starken Operatortopologie von L(C0(K)) (vgl. Proposition 1.2.16(iv)
in [10]).
(2) Da RωHf2 = 0, ist Rµsf2 = Rµs∗ωHf2 = RµsRωHf2 = 0 fu¨r alle s > 0,
woraus wegen (2.2) ‖R
ν
[kns]
n
f2‖∞ → 0 fu¨r alle s > 0 folgt. Wa¨hlt man nun
ε > 0 und n0 ∈ N, so dass tn > t − ε > 0 fu¨r alle n ≥ n0, so ist mit
δn := [kntn]− [kn(t− ε)] δn ∈ N0 fu¨r alle n ≥ n0. Man erha¨lt dann
‖R
ν
[kntn]
n
f2‖∞ = ‖Rνδnn Rν[kn(t−ε)]n f2‖∞ ≤ ‖Rν[kn(t−ε)]n f2‖∞,
also ‖R
ν
[kntn]
n
f2‖∞ → 0.
Mit (1) und (2) folgt aus (2.5) ‖R
ν
[kntn]
n
f − Rµtf‖∞ → 0, und somit, da
f ∈ C0(K) beliebig war, Rν[kntn]n → Rµt in der starken Operatortopologie.
Dies liefert die Behauptung.
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2.1 Der hermitesche Fall
Im Fall hermitescher Hypergruppen folgt, falls (νn)n∈N infinitesimal ist, d.h.
gegen εe konvergiert, aus der Konvergenz ν
kn
n → µ, dass µ unendlich teilbar
ist, was wiederum die eindeutige Einbettbarkeit von µ in eine stetige Fal-
tungshalbgruppe (µt)t≥0 impliziert. In diesem Fall la¨sst sich ein Funktionaler
Grenzwertsatz einfach mit Hilfe von Fouriertransformierten unter Verwen-
dung des Le´vyschen Stetigkeitssatzes beweisen. Dabei ist zu beachten, dass
fu¨r hermitesche Hypergruppen die Charaktere und damit die Fouriertrans-
formierten von Wahrscheinlichkeitsmaßen auf dem Dual reellwertig sind. Mit
Blick auf Abschnitt 2.2, in welchem analoge Aussagen fu¨r den symmetrischen
Fall bewiesen werden, werden zuna¨chst die oben erwa¨hnten Zusammenha¨nge
fu¨r hermitesche Hypergruppen formuliert.
Proposition 2.5. Es sei K eine hermitesche Hypergruppe und (νn)n∈N ⊆
M1(K) mit νn −−−→
n→∞
εe. Es gelte ν
kn
n −−−→
n→∞
µ ∈ M1(K). Dann ist µ unend-
lich teilbar, d.h. zu jedem n ∈ N existiert ein µn ∈ M1(K), so dass µnn = µ
gilt.
Proposition 2.6. Es sei K eine hermitesche Hypergruppe und µ ∈M1(K)
unendlich teilbar. Dann existiert eine eindeutig bestimmte stetige Faltungs-
halbgruppe (µt)t≥0 in M1(K) mit µ1 = µ. Dabei ist µˆt = (µˆ)t fu¨r alle t > 0
erfu¨llt.
2.5 ist ein Spezialfall von Proposition 5.3.11 in [10], und 2.6 wird in Theo-
rem 4.3 in [54] oder in Theorem 5.3.4 in [10] bewiesen. Es ergibt sich unmit-
telbar:
Satz 2.7 (Funktionaler Grenzwertsatz). Es sei K eine hermitesche Hy-
pergruppe und (νn)n∈N ⊆ M1(K) mit νn −−−→
n→∞
εe. Es gelte ν
kn
n −−−→
n→∞
µ ∈
M1(K). Dann ist µ eindeutig einbettbar in eine stetige Faltungshalbgruppe
(µt)t≥0 ⊆M1(K), und es gilt
ν [knt]n −−−→
n→∞
µt kompakt-gleichma¨ßig in t > 0.
Beweis. Nach den Propositionen 2.5 und 2.6 ist µ eindeutig einbettbar in
eine stetige Faltungshalbgruppe (µt)t≥0, und es gilt µˆt = (µˆ)t fu¨r alle t > 0.
Ist nun t > 0 und χ ∈ Kˆ, so folgt wegen [knt]
kn
→ t und (νˆn(χ))kn → µˆ(χ)(
ν [knt]n
)∧
(χ) = (νˆn(χ))
[knt] =
(
(νˆn(χ))
kn
) [knt]
kn −−−→
n→∞
(µˆ(χ))t = µˆt(χ).
Dabei ist zu beachten, dass aufgrund von νˆn(χ) → 1 ein n0 ∈ N existiert,
so dass νˆn(χ) > 0 fu¨r alle n ≥ n0 gilt. Der Stetigkeitssatz von Le´vy (vgl.
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Satz 0.26) liefert dann ν
[knt]
n → µt fu¨r alle t > 0, und nach Proposition 2.4
ist die Konvergenz kompakt-gleichma¨ßig in t > 0, was man hier auch direkt
einsehen kann.
Verallgemeinert man den Begriff der Infinitesimalita¨t wie folgt, so la¨sst
sich ein Funktionaler Grenzwertsatz unter dieser Voraussetzung nahezu ana-
log beweisen. Die folgende Definition ist dabei fu¨r beliebige, nicht notwendig
hermitesche, Hypergruppen sinnvoll.
Definition 2.8. Es sei K eine Hypergruppe. Eine Folge (νn)n∈N in M1(K)
heißt infinitesimal, falls gelten:
(i) (νn)n∈N ist konvergent, νn −−−→
n→∞
ν ∈M1(K);
(ii) H := [supp(ν)] ist kompakt, und ν ist auf keiner Nebenklasse {x} ∗G
einer echten supernormalen Unterhypergruppe G von H konzentriert.
Mit dem Satz von Kawada/Ito fu¨r kompakte Hypergruppen erha¨lt man
die folgende Charakterisierung der Infinitesimalita¨t:
Proposition 2.9. Es sei K eine Hypergruppe.
(a) Sei (νn)n∈N ⊆ M1(K) infinitesimal. Dann folgt νl −−−→
l→∞
ωH , wobei
νn −−−→
n→∞
ν und H = [supp(ν)].
(b) Fu¨r (νn)n∈N ⊆ M1(K) gelte νn −−−→
n→∞
ν ∈ M1(K) und νl −−−→
l→∞
ωH ,
wobei H eine kompakte Unterhypergruppe ist. Dann ist (νn)n∈N infini-
tesimal, und es gilt [supp(ν)] = H.
Beweis. Teil (a) ergibt sich unmittelbar aus dem Satz von Kawada/Ito (vgl.
[10], Theorem 5.1.17), die Aussage aus (b) erha¨lt man ebenfalls mit Kawa-
da/Ito, wobei hier zuna¨chst gezeigt werden muss, dass [supp(ν)] kompakt
ist. Dies folgt aber sofort aus der Voraussetzung νl → ωH , da dann we-
gen νl+1 → ωH gilt ν ∗ ωH = ωH und somit (vgl. Theorem 1.6.9 in [10])
[supp(ν)] ⊆ L(ωH) = {x ∈ K : εx ∗ ωH = ωH}. Nach Theorem 1.6.3 in [10]
ist L(ωH) kompakt.
Bemerkung 2.10. (a) (νn)n∈N ⊆ M1(K) mit νn → εe ist infinitesimal,
ebenso (νn)n∈N ⊆ M1(K) mit νn → ωH , wobei H eine kompakte Un-
terhypergruppe von K ist.
(b) Falls K keine nichttrivialen kompakten Unterhypergruppen besitzt, so
ist (νn)n∈N genau dann infinitesimal, wenn (νn) gegen εe konvergiert.
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(c) Dieses erweiterte Konzept der Infinitesimalita¨t ist vom Gruppenfall
u¨bertragen, vgl. [51], Definition 3.2 und Lemma 3.4, bzw. [52], Defi-
nition 2.1, und wird auch im allgemeinen Funktionalen Grenzwertsatz
in Abschnitt 2.3 als wesentliche Voraussetzung auftreten.
(d) In Proposition 2.9(b) reicht es, die Existenz von ρ := liml→∞ νl zu
fordern, da zuna¨chst die Idempotenz von ρ folgt und dann mit Theorem
1.6.7 in [10] ρ = ωH mit einer kompakten Unterhypergruppe H.
Die Aussage aus Proposition 2.5 bleibt erhalten, wenn die Folge (νn)n∈N
infinitesimal ist im Sinne der neuen Definition, und somit la¨sst sich unter
Verwendung von Proposition 2.6 ein Funktionaler Grenzwertsatz unter dieser
Voraussetzung beweisen.
Proposition 2.11. Es sei K eine hermitesche Hypergruppe und (νn)n∈N ⊆
M1(K) infinitesimal, d.h. es gelten νn −−−→
n→∞
ν ∈ M1(K), H := [supp(ν)]
kompakt und νl −−−→
l→∞
ωH . Weiterhin konvergiere (ν
kn
n )n∈N gegen µ ∈M1(K).
Dann ist µ unendlich teilbar.
Beweis. Es wird gezeigt, dass µ schwacher Limes einer Folge von unendlich
teilbaren Wahrscheinlichkeitsmaßen ist. Nach Theorem 5.3.8 in [10] ist dann
auch µ unendlich teilbar.
Fu¨r n ∈ N sei δn das Poisson-Maß
δn := e
−kn
∞∑
k=0
kkn
k!
νkn
(mit ν0n := εe). (δn)n∈N ist eine Folge von unendlich teilbaren Wahrschein-
lichkeitsmaßen, und es gilt
δˆn(χ) = exp(kn(νˆn(χ)− 1)) fu¨r alle χ ∈ Kˆ.
Fu¨r χ ∈ Kˆ mit ωˆH(χ) = 1 folgt νˆ(χ) = 1, d.h. νˆn(χ) → 1, also ist
νˆn(χ) > 0 von einem Index n0 an. Dann erha¨lt man aus ν
kn
n → µ unmit-
telbar exp(kn log(νˆn(χ)))→ µˆ(χ), was wegen
kn(νˆn(χ)− 1) = kn log(νˆn(χ)) νˆn(χ)− 1
log(νˆn(χ))
(fu¨r νˆn(χ) 6= 1)
und lim
x→1
x− 1
log x
= 1
exp(kn(νˆn(χ)− 1))→ µˆ(χ) (2.6)
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impliziert.
Ist im anderen Fall χ ∈ Kˆ mit ωˆH(χ) = 0, so folgt νˆn(χ) → νˆ(χ) mit
νˆ(χ) ∈]− 1, 1[, also νˆn(χ)− 1→ νˆ(χ)− 1 < 0, was kn(νˆn(χ)− 1)→ −∞ und
somit exp(kn(νˆn(χ) − 1)) → 0 impliziert. Aus νknn → µ folgt in diesem Fall
aber µˆ(χ) = 0, also ebenfalls (2.6).
Somit erha¨lt man aus beiden Fa¨llen δn → µ und damit die Behauptung.
Satz 2.12 (Funktionaler Grenzwertsatz). Es sei K eine hermitesche
Hypergruppe und (νn)n∈N ⊆ M1(K) infinitesimal. Es gelte νknn −−−→
n→∞
µ ∈
M1(K). Dann ist µ eindeutig einbettbar in eine stetige Faltungshalbgruppe
(µt)t≥0 ⊆M1(K), und es gilt
ν [knt]n −−−→
n→∞
µt kompakt-gleichma¨ßig in t > 0.
Beweis. Die eindeutige Einbettbarkeit folgt aus den Propositionen 2.11 und
2.6. Dabei ist µˆt = (µˆ)
t fu¨r alle t > 0 erfu¨llt. Es sei H = [supp(ν)], wobei
ν = limn→∞ νn. Ist χ ∈ Kˆ mit ωˆH(χ) = 1, so folgt νˆn(χ) → 1, und wie im
Beweis von Satz 2.7 erha¨lt man (ν
[knt]
n )∧(χ)→ µˆt(χ).
Fu¨r χ ∈ Kˆ mit ωˆH(χ) = 0 konvergiert ((νˆn(χ))kn)n∈N gegen 0, d.h. es gilt
µˆ(χ) = 0, und wegen∣∣(νˆn(χ))[knt]∣∣ = (|νˆn(χ)|kn) [knt]kn → 0
folgt (ν
[knt]
n )∧(χ)→ 0 = µˆt(χ).
Bemerkung. Fu¨r die kompakten Unterhypergruppen H ((νn) H-infinitesi-
mal) und C ((µt)t≥0 C-stetige Faltungshalbgruppe) im Funktionalen Grenz-
wertsatz 2.12 gilt die Beziehung H ⊆ C, denn u¨ber den Eindeutigkeitssatz
der Fouriertransformation sieht man zuna¨chst, dass fu¨r alle t > 0 µt∗ωH = µt
erfu¨llt ist. Dies impliziert ωC ∗ ωH = ωC , woraus H ⊆ C folgt.
2.2 Der symmetrische Fall
Grundlegend fu¨r die einfach mittels Fouriertransformierter zu beweisenden
Funktionalen Grenzwertsa¨tze in Abschnitt 2.1 war die Einbettbarkeit von
unendlich teilbaren Wahrscheinlichkeitsmaßen µ in stetige Faltungshalbgrup-
pen (µt)t≥0 auf hermiteschen Hypergruppen, wobei dann der Zusammenhang
µˆt = (µˆ)
t (t > 0) fu¨r die Fouriertransformierten besteht. Ein Beweis dieser
Eigenschaft la¨sst sich dergestalt fu¨hren (vgl. [54], Theorem 4.3, oder [10],
Theorem 5.3.4), dass fu¨r die Funktionen ft := (µˆ)
t ∈ Cb(Kˆ), t > 0, sowie
f0 := 1{µˆ>0}, welche fsft = fs+t fu¨r alle s, t ≥ 0 erfu¨llen, gezeigt wird, dass
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sie Fouriertransformierte von Wahrscheinlichkeitsmaßen µt ∈M1(K) sind.
Betrachtet man Hypergruppen mit linkem Haarmaß ωK , so kann ein a¨hnlicher
Schluss auf der Ebene von Operatoren mit funktionalanalytischen Hilfsmit-
teln durchgefu¨hrt werden, sofern die µn ∈ M1(K) mit µnn = µ (und damit
auch µ) symmetrisch sind, d.h. µ−n = µn erfu¨llen. Die Rollen der Funktionen
ft u¨bernehmen dabei Operatoren (Tt)t≥0 auf L2(K) (= L2(K,ωK)), die sich
u¨ber den Spektralsatz fu¨r normale Operatoren auf Hilbertra¨umen auf nahe-
liegende Weise aus dem Faltungsoperator Rµ ergeben werden, und fu¨r welche
dann entsprechend nachzuweisen ist, dass es sich um Faltungsoperatoren von
Wahrscheinlichkeitsmaßen µt ∈M1(K) handelt.
Darauf aufbauend ist es mo¨glich, als Verallgemeinerung von 2.7 einen Funk-
tionalen Grenzwertsatz fu¨r den Fall zu beweisen, dass (νn)n∈N eine Folge von
symmetrischen Wahrscheinlichkeitsmaßen ist, die νn → εe erfu¨llt.
Im Folgenden seien stets K eine Hypergruppe mit linkem Haarmaß ωK
und die Faltungsoperatoren Rµ Operatoren auf dem Hilbertraum L
2(K).
Bemerkung 2.13. Ist µ ∈M1(K), so gilt (vgl. Eigenschaften 1.4.1 in [10])
fu¨r f, g ∈ L2(K)
〈Rµf, g〉 =
∫
K
(µ ∗ f)g¯ dωK =
∫
K
f(µ− ∗ g¯) dωK = 〈f,Rµ−g〉,
d.h. ist µ symmetrisch, so ist Rµ selbstadjungiert.
Zuna¨chst wird nun also das symmetrische Analogon zu Proposition 2.6
in Abschnitt 2.1 bewiesen.
Satz 2.14. µ ∈ M1(K) sei unendlich teilbar, d.h. zu jedem n ∈ N existiert
ein µ(n) ∈M1(K), so dass µn(n) = µ. Dabei seien die (µ(n))n∈N symmetrisch,
d.h. es gilt µ−(n) = µ(n) fu¨r alle n ∈ N. Dann existiert eine eindeutig bestimmte
stetige Faltungshalbgruppe (µt)t≥0 in M1(K) mit µ1 = µ und µ−t = µt fu¨r
alle t ≥ 0.
Dem Beweis des Satzes wird ein Lemma vorangestellt, dessen Aussage
bekannt ist und welches mit dem Spektralsatz fu¨r normale Operatoren in
Hilbertra¨umen (vgl. z.B. [41], Satz 18.10) bewiesen wird. Entscheidend fu¨r
die Anwendbarkeit der Spektraltheorie in dieser Form ist die Positivita¨t des
Faltungsoperators Rµ, die sich in der Situation von Satz 2.14 aus den Vor-
aussetzungen ergibt. Dabei ist in diesem Zusammenhang die Positivita¨t von
Operatoren als positive Semidefinitheit zu verstehen (vgl. die Definition in
[41], Abschnitt 18). Das folgende Lemma beschreibt somit die eingangs an-
geku¨ndigte Konstruktion.
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Lemma 2.15. Es sei µ ∈ M1(K), so dass der zugeho¨rige Faltungsoperator
Rµ positiv ist, also 〈Rµf, f〉 ≥ 0 fu¨r alle f ∈ L2(K) erfu¨llt ist. Dann existiert
eine eindeutig bestimmte Familie (Tt)t≥0 ⊆ L(L2(K)) positiver Operatoren
mit T1 = Rµ, ‖Tt‖ ≤ 1 fu¨r alle t ≥ 0, Ts+t = TsTt fu¨r alle s, t ≥ 0, und R+ 3
t 7→ Tt ∈ L(L2(K)) ist stetig bezu¨glich der schwachen Operatortopologie.
Beweis. Es wird die Konstruktion der Operatoren u¨ber den Spektralsatz be-
schrieben. Fu¨r die folgenden Definitionen, Bezeichnungen und Zusammenha¨n-
ge sei dabei verwiesen auf [41], Abschnitte 17 und 18.
Da Rµ Faltungsoperator eines Wahrscheinlichkeitsmaßes und nach Voraus-
setzung positiv ist, ist sein Spektrum σ(Rµ) in [0, 1] enthalten. Rµ ist als
selbstadjungierter Operator insbesondere normal, und damit existiert nach
dem Spektralsatz fu¨r normale Operatoren in Hilbertra¨umen (vgl. [41], Satz
18.10) ein eindeutig bestimmtes Spektralmaß E auf σ(Rµ), so dass
Rµ =
∫
z dE
gilt, wobei z die identische Abbildung auf σ(Rµ) bezeichne.
ΨRµ :M∞(σ(Rµ))→ L(L2(K))
sei der stetige Funktionalkalku¨l von Rµ, dabei sei M∞(σ(Rµ)) die Menge
aller Borel-messbaren und beschra¨nkten Funktionen auf σ(Rµ). (E erfu¨llt
dann E(M) = ΨRµ(1M) fu¨r alle M ∈ B(σ(Rµ)).)
Fu¨r t > 0 sei ht : σ(Rµ) → R+ definiert durch ht(x) := xt, sowie h0 :=
1{x∈σ(Rµ):x 6=0}. Dann ist ht ∈ M∞(σ(Rµ)) fu¨r alle t ≥ 0, und fu¨r s, t ≥ 0 gilt
hs+t = hsht. Setzt man nun fu¨r t ≥ 0
Tt := ΨRµ(ht) =
∫
ht dE, (2.7)
so ist T1 = Rµ, und aufgrund der Homomorphismus-Eigenschaft von ΨRµ
folgt Ts+t = TsTt fu¨r alle s, t ≥ 0. Die Eigenschaften ”Tt positiver Operator“
und ‖Tt‖ ≤ 1 fu¨r jedes t ≥ 0 erha¨lt man wegen 〈Ttf, f〉 =
∫
ht dEf,f fu¨r alle
f ∈ L2(K) aus Eigenschaften des Spektralmaßes (vgl. [41], S. 187/188). Die
w-Stetigkeit des Funktionalkalku¨ls (vgl. [41], Satz 18.3 und die vorangehende
Definition) impliziert, dass fu¨r jede Folge (tn) ⊆ R∗+, die gegen t ∈ R+
konvergiert,
lim
n→∞
〈Ttnf, g〉 = 〈Ttf, g〉 fu¨r alle f, g ∈ L2(K)
erfu¨llt ist, und dies liefert die Eindeutigkeit der Familie (Tt)t≥0. Fu¨r n ∈ N ist
na¨mlich T 1
n
die eindeutig bestimmte positive n-te Wurzel des positiven Ope-
rators T1 = Rµ (vgl. [41], Lemma 18.17; der Beweis dort ist fu¨r n = 2 gefu¨hrt,
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la¨sst sich aber vo¨llig analog auf den allgemeinen Fall n ∈ N u¨bertragen),
ist also (St)t≥0 eine weitere Familie von Operatoren mit den angegebenen
Eigenschaften, so folgt daraus wegen der Halbgruppeneigenschaft zuna¨chst
S 1
n
= T 1
n
und dann Sr = Tr fu¨r alle r ∈ Q∗+. Mit der Stetigkeit bezu¨glich der
schwachen Operatortopologie erha¨lt man fu¨r t ∈ R+ 〈Stf, g〉 = 〈Ttf, g〉 fu¨r
alle f, g ∈ L2(K), also St = Tt.
Ferner werden fu¨r den Beweis von Satz 2.14 Eigenschaften derjenigen
Abbildung verwendet, die jedem Sub-Wahrscheinlichkeitsmaß µ den entspre-
chenden Faltungsoperator Rµ zuordnet. Da diese auch an spa¨teren Stellen
noch beno¨tigt werden, werden sie im folgenden Lemma festgehalten.
Lemma 2.16. Die Abbildung Φ :M(1)+ (K)→ L(L2(K)) sei definiert durch
M(1)+ (K) 3 µ 7→ Φ(µ) := Rµ.
Dann ist Φ injektiv und stetig bezu¨glich der vagen Topologie bzw. der schwa-
chen Operatortopologie in L(L2(K)). Φ(M(1)+ (K)) ist somit kompakt, und die
Umkehrabbildung Φ−1 : Φ(M(1)+ (K))→M(1)+ (K) ist ebenfalls stetig.
Beweis. Die Injektivita¨t von Φ folgt aus Theorem 6.2I in [35]. Da K dem
zweiten Abza¨hlbarkeitsaxiom genu¨gt, istM(1)+ (K) metrisierbar bezu¨glich der
vagen Topologie, und somit reicht es, die Folgen-Stetigkeit von Φ nachzuwei-
sen. Es sei nun also (µn)n∈N ⊆ M(1)+ (K) eine Folge, die gegen µ ∈ M(1)+ (K)
vag konvergiert. Fu¨r ν ∈M(1)+ (K) und f, g ∈ Cc(K) gilt stets
〈Rνf, g〉 =
∫
K
(ν ∗ f)g¯ dωK
=
∫
K
∫
K
f(y− ∗ x) dν(y)g¯(x) dωK(x)
=
∫
K
∫
K
f(y ∗ x) dν−(y)g¯(x) dωK(x)
=
∫
K
∫
K
f(y ∗ x)g¯(x) dωK(x) dν−(y)
=
∫
K
(f ∗ g∼)(y) dν−(y), (2.8)
daher folgt fu¨r f, g ∈ Cc(K) wegen f ∗ g∼ ∈ Cc(K) (wobei g∼(x) = g¯(x−) fu¨r
x ∈ K) und µ−n → µ− vag
〈Rµnf, g〉 −−−→
n→∞
〈Rµf, g〉. (2.9)
KAPITEL 2. FUNKTIONALE GRENZWERTSA¨TZE 51
Mit der Dichtheit von Cc(K) in L
2(K) erha¨lt man (2.9) fu¨r alle f, g ∈ L2(K),
also Rµn → Rµ in der schwachen Operatortopologie von L(L2(K)), und somit
die Stetigkeit von Φ. DaM(1)+ (K) vag kompakt ist, ist Φ(M(1)+ (K)) kompakt,
und nach Satz 8.12 in [45] ist Φ−1 stetig.
Bemerkung 2.17. (a) Φ, definiert wie in Lemma 2.16, ist ein Homomor-
phismus, d.h. fu¨r µ, ν ∈M(1)+ (K) gilt Φ(µ ∗ ν) = Φ(µ)Φ(ν).
(b) Fu¨r Wahrscheinlichkeitsmaße (µn)n∈N ⊆ M1(K) und µ ∈ M1(K) gel-
ten:
Aus µn → µ vag (d.h. schwach) folgt sogar Rµn → Rµ in der starken
Operatortopologie (vgl. Lemma 1.4.6 in [10]).
Rµn → Rµ in der schwachen Operatortopologie impliziert µn → µ vag,
also µn → µ schwach.
Es folgt nun der Beweis von Satz 2.14.
Beweis von Satz 2.14. Da ein symmetrisches µ(2) ∈ M1(K) existiert mit
µ2(2) = µ, gilt
〈Rµf, f〉 = 〈Rµ(2)Rµ(2)f, f〉 = 〈Rµ(2)f,Rµ(2)f〉 ≥ 0
fu¨r alle f ∈ L2(K), also ist Rµ positiv. Nach Lemma 2.15 existiert folglich
eine eindeutig bestimmte Familie (Tt)t≥0 ⊆ L(L2(K)) positiver Operatoren
mit T1 = Rµ, ‖Tt‖ ≤ 1 fu¨r alle t ≥ 0,
Ts+t = TsTt fu¨r alle s, t ≥ 0, (2.10)
und t 7→ Tt ist stetig bezu¨glich der schwachen Operatortopologie. Dabei ist
fu¨r n ∈ N T 1
n
die eindeutig bestimmte positive n-te Wurzel von Rµ. Ist nun
n ∈ N und µ(2n) ∈ M1(K), so dass µ2n(2n) = µ und µ−(2n) = µ(2n), so ist Rµ2(2n)
positiv, und wegen (Rµ2
(2n)
)n = Rµ2n
(2n)
= Rµ folgt Rµ2
(2n)
= T 1
n
.
Setzt man fu¨r r ∈ Q∗+, r = pq mit p, q ∈ N,
µr := µ
2p
(2q),
so ist aufgrund der Halbgruppeneigenschaft (2.10) zuna¨chst
Rµr =
(
Rµ2
(2q)
)p
=
(
T 1
q
)p
= T p
q
= Tr
und dann (µr)r∈Q∗+ eine rationale Faltungshalbgruppe, d.h. fu¨r q, r ∈ Q∗+ gilt
µq ∗ µr = µq+r. Weiterhin ist µr fu¨r jedes r ∈ Q∗+ symmetrisch.
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Sei nun t ∈ R+ und (rn) ⊆ Q∗+ eine Folge mit rn → t. Dann besitzt die
Folge (µrn)n∈N einen vagen Ha¨ufungspunkt λt ∈ M(1)+ (K), d.h. es existiert
eine Teilfolge (nk) ⊆ N mit
µrnk −−−→k→∞ λt vag.
Nach Lemma 2.16 konvergiert (Rµrnk ) gegen Rλt in der schwachen Opera-
tortopologie, und aufgrund der Stetigkeit von t 7→ Tt und Rµr = Tr fu¨r alle
r ∈ Q∗+ folgt dann
〈Ttf, g〉 = 〈Rλtf, g〉 fu¨r alle f, g ∈ L2(K),
also Tt = Rλt . Insbesondere ist λt der einzige vage Ha¨ufungspunkt von
(µrn)n∈N, d.h. es gilt µrn → λt =: µt vag. Wegen (2.10) folgt µs∗µt = µs+t fu¨r
alle s, t ≥ 0, und da fu¨r jedes r ∈ Q∗+ µr ein Wahrscheinlichkeitsmaß ist, ist
(µt)t≥0 ⊆M1(K). Nach Konstruktion ist die Faltungshalbgruppe stetig.
Basierend auf den verwendeten funktionalanalytischen Zusammenha¨ngen
la¨sst sich nun ein Funktionaler Grenzwertsatz unter den folgenden Voraus-
setzungen beweisen.
Voraussetzungen 2.18. Es sei K eine Hypergruppe mit linkem Haarmaß
ωK . (νn)n∈N ⊆ M1(K) sei eine Folge von symmetrischen Wahrscheinlich-
keitsmaßen, die νn −−−→
n→∞
εe erfu¨llt. (ν
kn
n )n∈N konvergiere gegen µ ∈M1(K).
Ziel ist es also zuna¨chst, in der Situation von 2.18 die Existenz einer
eindeutig bestimmten stetigen Faltungshalbgruppe (µt)t≥0 in M1(K) mit
ν [knt]n −−−→
n→∞
µt fu¨r alle t > 0
zu zeigen.
Der Nachweis erfolgt in mehreren Schritten, welche im Folgenden zum Teil
als Hilfssa¨tze formuliert werden.
Lemma 2.19. Es gelten die Voraussetzungen 2.18. Dann ist Rµ ein positiver
Operator, d.h. es ist 〈Rµf, f〉 ≥ 0 fu¨r jedes f ∈ L2(K).
Beweis. Aus νknn → µ folgt Rνknn → Rµ in der starken Operatortopologie,
woraus sich unmittelbar
〈νknn ∗ f, f〉 −−−→
n→∞
〈µ ∗ f, f〉 fu¨r alle f ∈ L2(K) (2.11)
ergibt. Ebenso erha¨lt man, da (νn)n∈N gegen εe konvergiert,
〈νkn+1n ∗ f, f〉 −−−→
n→∞
〈µ ∗ f, f〉 fu¨r alle f ∈ L2(K). (2.12)
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Besitzt (kn)n∈N eine Teilfolge (knl)l∈N, so dass knl gerade ist fu¨r alle l ∈ N, so
ist wegen der Selbstadjungiertheit von Rνnl
〈νknlnl ∗ f, f〉 = 〈νknl/2nl ∗ f, νknl/2nl ∗ f〉 ≥ 0
fu¨r alle l ∈ N und f ∈ L2(K), und (2.11) liefert dann 〈µ ∗ f, f〉 ≥ 0 fu¨r
alle f ∈ L2(K). Falls es keine solche Teilfolge gibt, so entha¨lt (kn)n∈N eine
Teilfolge mit ausschließlich ungeraden Folgengliedern, und die letzte Aussage
folgt analog mit (2.12).
Lemma 2.20. Es seien T und (Tn)n∈N positive Operatoren auf einem Hil-
bertraum H mit ‖T‖ ≤ 1 und ‖Tn‖ ≤ 1 fu¨r alle n ∈ N. Es gelte Tn −−−→
n→∞
T
in der starken Operatortopologie. Fu¨r N ∈ N folgt dann N√Tn −−−→
n→∞
N
√
T in
der starken Operatortopologie (wobei N
√
T und N
√
Tn, n ∈ N, die eindeutig
bestimmten positiven Operatoren mit ( N
√
T )N = T bzw. ( N
√
Tn)
N = Tn sind).
Beweis. Auch hier sei fu¨r Bezeichnungen und Zusammenha¨nge verwiesen auf
[41], Abschnitte 17 und 18.
Im Folgenden sei N ∈ N fest. Fu¨r die eindeutig bestimmten positiven N -
ten Wurzeln der Operatoren gilt N
√
T =
∫
wN dE bzw.
N
√
Tn =
∫
wN dE
(n),
n ∈ N, wobei E und E(n) die zu den Operatoren T und Tn geho¨rigen Spektral-
maße bezeichnen. wN : [0, 1]→ R+ sei definiert durch wN(x) := h 1
N
(x) = N
√
x
(vgl. die Notation aus dem Beweis von Lemma 2.15). Nach dem Approxima-
tionssatz von Weierstraß kann wN gleichma¨ßig auf [0, 1] durch Polynome
approximiert werden.
Es sei nun x ∈ H und ε > 0 vorgegeben. Dann existiert ein Polynom p, so
dass ‖wN−p‖∞ < ε, und wegen der definierenden Eigenschaft von
∫
f dE fu¨r
f ∈M∞(σ(T )) und Eigenschaften des Spektralmaßes (vgl. [41], S. 187/188)
erha¨lt man∥∥∥∥∫ wN dEx− ∫ p dEx∥∥∥∥2 = ∫ |wN − p|2 dEx,x
≤ ‖wN − p‖2∞Ex,x(σ(T ))
= ‖wN − p‖2∞ ‖x‖2,
also ∥∥∥∥∫ wN dEx− ∫ p dEx∥∥∥∥ ≤ ‖wN − p‖∞ ‖x‖
≤ ε ‖x‖, (2.13)
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und die gleiche Abscha¨tzung ist auch fu¨r E(n), n ∈ N, gu¨ltig. Da p ein
Polynom ist, gilt aufgrund der Voraussetzung Tn → T∫
p dE(n) = p(Tn) −−−→
n→∞
p(T ) =
∫
p dE (2.14)
in der starken Operatortopologie. Mit (2.13) fu¨r E und E(n) und (2.14) liefert
die fu¨r alle n ∈ N gu¨ltige Abscha¨tzung∥∥∥∥∫ wN dE(n)x− ∫ wN dEx∥∥∥∥ ≤∥∥∥∥∫ wN dE(n)x− ∫ p dE(n)x∥∥∥∥+ ∥∥∥∥∫ p dE(n)x− ∫ p dEx∥∥∥∥+∥∥∥∥∫ p dEx− ∫ wN dEx∥∥∥∥∫
wN dE
(n)x −−−→
n→∞
∫
wN dEx und damit die Behauptung.
Fu¨r den nach Lemma 2.19 positiven Operator Rµ sei (Tt)t≥0 ⊆ L(L2(K))
die in Lemma 2.15 konstruierte Familie positiver Operatoren. Insbesondere
ist also fu¨r N ∈ N T 1
N
die eindeutig bestimmte positive N -te Wurzel von
Rµ. Unter Verwendung der im vorigen Lemma nachgewiesenen Hilfsaussage
aus der Funktionalanalysis erha¨lt man dann:
Lemma 2.21. Die Voraussetzungen 2.18 seien erfu¨llt. Setzt man fu¨r N ∈ N
λ(N)n := ν
[ kn
2N
]
n ∗ ν [
kn
2N
]
n , n ∈ N, (2.15)
so konvergieren die Faltungsoperatoren (R
λ
(N)
n
)n∈N in der starken Operator-
topologie gegen T 1
N
.
Beweis. Schreibt man fu¨r n ∈ N kn als
kn =
[
kn
2N
]
+ · · ·+
[
kn
2N
]
︸ ︷︷ ︸
2N Summanden
+εn
mit εn ∈ {0, 1, . . . , 2N − 1}, so erha¨lt man aufgrund der Voraussetzung
νn → εe zuna¨chst νεnn → εe und dann mit νknn → µ und dem Theorem
u¨ber Shift-Kompaktheit (vgl. [10], Theorem 5.1.4)
ν
[ kn
2N
]
n ∗ · · · ∗ ν [
kn
2N
]
n︸ ︷︷ ︸
2N Faktoren
−−−→
n→∞
µ,
KAPITEL 2. FUNKTIONALE GRENZWERTSA¨TZE 55
also
(λ(N)n )
N −−−→
n→∞
µ. (2.16)
Wegen der Definition von λ
(N)
n und der Symmetrie der (νn) sind R(λ(N)n )N
und R
λ
(N)
n
positive Operatoren, und somit ist fu¨r n ∈ N R
λ
(N)
n
die eindeutig
bestimmte positive N -te Wurzel von R
(λ
(N)
n )N
. Aus (2.16) folgt dann mit
Lemma 2.20 R
λ
(N)
n
→ T 1
N
in der starken Operatortopologie.
Mit Lemma 2.21 und Lemma 2.16 folgt nun, dass die Operatoren T 1
N
Faltungsoperatoren sind.
Lemma 2.22. Die Voraussetzungen 2.18 seien erfu¨llt. (Tt)t≥0 ⊆ L(L2(K))
sei die gema¨ß Lemma 2.15 zum positiven Faltungsoperator Rµ geho¨rige Fami-
lie positiver Operatoren. Dann existiert zu jedem N ∈ N ein (symmetrisches)
λ 1
N
∈M1(K), so dass T 1
N
= Rλ 1
N
gilt.
Beweis. Es sei N ∈ N fest. Fu¨r einen vagen Ha¨ufungspunkt ρ ∈ M(1)+ (K)
von (λ
(N)
n )n∈N gilt dann wegen Lemma 2.16 und Lemma 2.21 Rρ = T 1
N
, und
insbesondere ist ρ einziger vager Ha¨ufungspunkt. Setzt man also λ 1
N
:= ρ,
so ist wegen Rµ = R(λ 1
N
)N λ 1
N
ein Wahrscheinlichkeitsmaß, und es folgt
die Behauptung. Die Symmetrie ergibt sich dabei aus λ
(N)
n → λ 1
N
mit der
Symmetrie der (νn) und der Definition der (λ
(N)
n ).
Insbesondere ist damit das symmetrische Analogon zu Proposition 2.5
bewiesen:
Korollar 2.23. Es gelten die Voraussetzungen 2.18. Dann ist µ symmetrisch
unendlich teilbar, d.h. zu jedem n ∈ N existiert ein Wahrscheinlichkeitsmaß
µ(n) ∈M1(K) mit µn(n) = µ und µ−(n) = µ(n).
Bemerkung 2.24. (a) Eine Zusammenfassung der bisherigen Schritte lie-
fert:
Sind die Voraussetzungen 2.18 erfu¨llt, so ist µ symmetrisch unendlich
teilbar und demzufolge nach Satz 2.14 eindeutig einbettbar in eine ste-
tige Faltungshalbgruppe (µt)t≥0 mit µ−t = µt fu¨r alle t ≥ 0. Fu¨r die fu¨r
N ∈ N gema¨ß (2.15) definierte Folge (λ(N)n )n∈N ⊆M1(K) gilt
λ(N)n −−−→
n→∞
µ 1
N
. (2.17)
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(b) In Lemma 2.22 wurde die Existenz von symmetrischen Wahrscheinlich-
keitsmaßen (λ 1
n
)n∈N gezeigt mit (λ 1
n
)n = µ und Rλ 1
n
= T 1
n
. An dieser
Stelle wu¨rde man auch ohne die Anwendung von Satz 2.14 zuna¨chst die
Existenz einer rationalen Faltungshalbgruppe (λr)r∈Q∗+ mit Rλr = Tr
fu¨r r ∈ Q∗+ erhalten und dann mit dem letzten Schritt aus dem Beweis
von Satz 2.14, in welchem die Stetigkeit von t 7→ Tt ausgenutzt wird,
die einer eindeutig bestimmten stetigen Faltungshalbgruppe (λt)t≥0 mit
Rλt = Tt fu¨r t ≥ 0. Der in allgemeineren Situationen gu¨ltige Satz 2.14
wurde vorab formuliert und bewiesen, da die Einbettungsaussage fu¨r
sich interessant ist und daru¨berhinaus die U¨bertragung des Beweises
vom entsprechenden Resultat fu¨r hermitesche Hypergruppen auf die
Ebene von Operatoren die Motivation fu¨r diesen funktionalanalytischen
Ansatz unterstreicht.
Korollar 2.25. Die Voraussetzungen 2.18 seien erfu¨llt. Dann ist µ eindeutig
einbettbar in eine stetige Faltungshalbgruppe (µt)t≥0 ⊆ M1(K) mit µ−t = µt
fu¨r alle t ≥ 0, und es gilt
ν [knr]n −−−→
n→∞
µr fu¨r alle r ∈ Q∗+.
Beweis. Aus (2.17) folgt fu¨r jedes N ∈ N wegen
ν
[kn
1
N
]
n = ν
[ kn
2N
]
n ∗ ν [
kn
2N
]
n ∗ νεnn = λ(N)n ∗ νεnn
mit εn ∈ {0, 1} fu¨r n ∈ N und der Voraussetzung νn → εe
ν
[kn
1
N
]
n −−−→
n→∞
µ 1
N
.
Da fu¨r r ∈ Q∗+, r = MN mit M,N ∈ N,
ν [knr]n = ν
M [kn
1
N
]
n ∗ νεnn
mit εn ∈ {0, 1, . . . ,M − 1} fu¨r n ∈ N ist, liefert dies
ν [knr]n −−−→
n→∞
(
µ 1
N
)M
= µM
N
= µr.
Als letzter Schritt erfolgt nun der Nachweis, dass auch ν
[knt]
n → µt fu¨r
alle t > 0 erfu¨llt ist. Dazu werden auf der Ebene von Operatoren wieder
Methoden der Spektraltheorie benutzt, fu¨r deren Anwendbarkeit in dieser
Form zuna¨chst vorausgesetzt sei, dass fu¨r jedes n ∈ N der Operator Rνn
positiv ist, woraus sich dann auch die Positivita¨t von Rνknn ergibt.
KAPITEL 2. FUNKTIONALE GRENZWERTSA¨TZE 57
Lemma 2.26. Es gelten die Voraussetzungen 2.18. Dabei sei fu¨r jedes n ∈
N der Operator Rνn positiv. Dann ist µ eindeutig einbettbar in eine stetige
Faltungshalbgruppe (µt)t≥0 ⊆M1(K) mit µ−t = µt fu¨r alle t ≥ 0, und es gilt
ν [knt]n −−−→
n→∞
µt fu¨r alle t > 0.
Beweis. Es sei t > 0 beliebig und (rn) ⊆ Q∗+ die durch rn := [knt]kn fu¨r hin-
reichend großes n ∈ N definierte Folge mit limn→∞ rn = t. Fu¨r n ∈ N sei
Ψn : M∞(σ(Rνknn )) → L(L2(K)) der Funktionalkalku¨l des positiven Opera-
tors Rνknn und E
(n) das zugeho¨rige Spektralmaß. Mit den wie im Beweis von
Lemma 2.15 definierten Funktionen (hs)s>0 auf [0, 1] gilt dann∫
hrn dE
(n) = Ψn(hrn) = Ψn
((
h 1
kn
)[knt])
=
(
Ψn
(
h 1
kn
))[knt]
= (Rνn)
[knt] = R
ν
[knt]
n
fu¨r n ∈ N.
Es wird nun gezeigt, dass (R
ν
[knt]
n
) gegen Rµt in der starken Operatortopologie
konvergiert, d.h. dass∥∥∥∥∫ hrn dE(n)f − ∫ ht dEf∥∥∥∥
2
−−−→
n→∞
0 fu¨r alle f ∈ L2(K) (2.18)
erfu¨llt ist. Dabei bezeichne E das zu Rµ geho¨rige Spektralmaß, somit ist nach
Konstruktion von (µt)t≥0 Rµt = Tt =
∫
ht dE.
Es sei f ∈ L2(K) und ε > 0 beliebig. Wegen [15], Kapitel XII, 7.5, konvergiert
(hrn) gleichma¨ßig auf [0, 1] gegen ht. Folglich existiert ein n0 ∈ N, so dass
‖hrn − hrn0‖∞ < ε fu¨r alle n ≥ n0 und ‖hrn0 − ht‖∞ < ε gelten, und wie im
Beweis von Lemma 2.20 erha¨lt man∥∥∥∥∫ hrn dE(n)f − ∫ hrn0 dE(n)f∥∥∥∥
2
≤ ε‖f‖2 fu¨r alle n ≥ n0
sowie ∥∥∥∥∫ hrn0 dEf − ∫ ht dEf∥∥∥∥
2
≤ ε‖f‖2.
Da fu¨r N ∈ N ∫ h 1
N
dE(n) die N -te Wurzel von Rνknn ist, n ∈ N, folgt aus
Rνknn → Rµ mit Lemma 2.20∫
h 1
N
dE(n) −−−→
n→∞
∫
h 1
N
dE
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in der starken Operatortopologie. Ist dann r ∈ Q∗+, r = MN mit M,N ∈ N, so
erha¨lt man daraus∫
hr dE
(n) =
(∫
h 1
N
dE(n)
)M
−−−→
n→∞
(∫
h 1
N
dE
)M
=
∫
hr dE
in der starken Operatortopologie. Folglich existiert ein n1 ∈ N mit n1 ≥ n0,
so dass ∥∥∥∥∫ hrn0 dE(n)f − ∫ hrn0 dEf∥∥∥∥
2
≤ ε fu¨r alle n ≥ n1.
Die fu¨r alle n ∈ N gu¨ltige Abscha¨tzung∥∥∥∥∫ hrn dE(n)f − ∫ ht dEf∥∥∥∥
2
≤∥∥∥∥∫ hrn dE(n)f − ∫ hrn0 dE(n)f∥∥∥∥
2
+∥∥∥∥∫ hrn0 dE(n)f − ∫ hrn0 dEf∥∥∥∥
2
+∥∥∥∥∫ hrn0 dEf − ∫ ht dEf∥∥∥∥
2
liefert dann, weil f beliebig war, (2.18), also ν
[knt]
n → µt.
Bemerkung 2.27. Ist im Beweis des vorigen Lemmas t > 0 und (tn)n∈N ⊆
R∗+ eine Folge, die gegen t konvergiert, und definiert man dann (rn) ⊆ Q∗+
durch rn :=
[kntn]
kn
fu¨r n hinreichend groß, so la¨sst sich vo¨llig analog zeigen,
dass
ν [kntn]n −−−→
n→∞
µt
gilt. Somit erha¨lt man in Lemma 2.26 sogar kompakt-gleichma¨ßige Konver-
genz.
Damit ergibt sich nun unmittelbar der angeku¨ndigte Funktionale Grenz-
wertsatz.
Satz 2.28 (Funktionaler Grenzwertsatz). Es sei K eine Hypergruppe
mit linkem Haarmaß ωK. (νn)n∈N ⊆ M1(K) sei eine Folge von symme-
trischen Wahrscheinlichkeitsmaßen, die νn −−−→
n→∞
εe erfu¨llt. (ν
kn
n )n∈N kon-
vergiere gegen µ ∈ M1(K). Dann ist µ eindeutig einbettbar in eine stetige
Faltungshalbgruppe (µt)t≥0 ⊆ M1(K) mit der Eigenschaft µ−t = µt fu¨r alle
t ≥ 0, und es gilt
ν [knt]n −−−→
n→∞
µt kompakt-gleichma¨ßig in t > 0.
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Beweis. Setzt man fu¨r n ∈ N δn := νn ∗ νn sowie ρ := µ ∗ µ, so sind die
Voraussetzungen 2.18 mit (δn) und ρ anstelle von (νn) und µ erfu¨llt, und
(Rδn)n∈N sind positive Operatoren. Demnach ist gema¨ß der bisherigen Kon-
struktion ρ eindeutig einbettbar in eine stetige Faltungshalbgruppe (ρt)t≥0
mit ρ−t = ρt fu¨r alle t ≥ 0, und es gilt (vgl. Bemerkung 2.27)
δ[knt]n −−−→
n→∞
ρt kompakt-gleichma¨ßig in t > 0. (2.19)
Mit µt := ρ t
2
fu¨r t ≥ 0 ist (µt)t≥0 die einzige stetige Faltungshalbgruppe in
M1(K) mit µ1 = µ und µ−t = µt fu¨r alle t ≥ 0. Weiterhin folgt fu¨r t > 0 und
(tn) ⊆ R∗+ mit limn→∞ tn = t wegen (2.19) und εn ∈ {0, 1}, n ∈ N,
ν [kntn]n = ν
[kn
tn
2
]+[kn
tn
2
]+εn
n = δ
[kn
tn
2
]
n ∗ νεnn −−−→
n→∞
ρ t
2
= µt.
2.3 Ein allgemeiner Funktionaler Grenzwert-
satz
In Abschnitt 2.1 wurde ein Funktionaler Grenzwertsatz fu¨r hermitesche Hy-
pergruppen mit Hilfe von Fouriertransformierten bewiesen, in Abschnitt 2.2
gelang es, einen solchen mit Methoden aus der Funktionalanalysis, deren An-
wendung auf die zugeho¨rigen Faltungsoperatoren die Symmetrie der Wahr-
scheinlichkeitsmaße (νn) ermo¨glichte, zu zeigen. Es wird nun auf diese Voraus-
setzungen verzichtet und ein Funktionaler Grenzwertsatz bewiesen, der sich
vom Fall lokalkompakter Gruppen, fu¨r welchen er in [51] und [52] gefu¨hrt ist,
u¨bertragen la¨sst. Dabei ist es im Unterschied zu den beiden bisherigen Fa¨llen
nicht mo¨glich, die eindeutige Einbettbarkeit des Grenzmaßes µ auszunutzen.
Der Beweis beruht wesentlich auf Teilfolgenargumenten und ist zweigeteilt.
Zuna¨chst wird gezeigt, dass unter Voraussetzung der relativen Kompaktheit
von {νln : n ∈ N, 0 ≤ l ≤ kn} aus νknn → µ fu¨r eine infinitesimale Folge (νn)
die Existenz einer rationalen Faltungshalbgruppe (µr)r∈Q∗+ folgt mit
ν [knr]n −−→
n∈N˜
µr fu¨r alle r ∈ Q∗+
entlang einer Teilfolge N˜. Im Funktionalen Grenzwertsatz wird dann eine
Bedingung angegeben, die die eindeutige Fortsetzbarkeit von (µr)r∈Q∗+ zu
einer stetigen Faltungshalbgruppe impliziert.
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Lemma 2.29. Es sei K eine Hypergruppe und (νn)n∈N ⊆ M1(K) infini-
tesimal (d.h. (vgl. Definition 2.8 und Proposition 2.9) es gilt νn −−−→
n→∞
ν ∈
M1(K), H := [supp(ν)] ist kompakt und νl −−−→
l→∞
ωH). R sei kompakt, wobei
R := {νln : n ∈ N, 0 ≤ l ≤ kn}. Es gelte νknn −−−→
n→∞
µ ∈M1(K). Dann existie-
ren eine Teilfolge N˜ ⊆ N und eine rationale Faltungshalbgruppe (µr)r∈Q∗+, so
dass
ν [knr]n −−→
n∈N˜
µr
und µr ∗ ωH = ωH ∗ µr = µr, µr ∗ ν = ν ∗ µr = µr fu¨r alle r ∈ Q∗+.
Beweis. Fu¨r L ∈ N sei
RL := {νln : n ∈ N, 0 ≤ l ≤ knL}.
Nach dem Satz von Tychonoff und wegen (3) in Definition 0.2 ist R∗ · · · ∗R
(L Faktoren) kompakt, und da RL ⊆ R∗ · · · ∗R, folgt die Kompaktheit von
RL.
Betrachtet man nun ein festes r ∈ Q∗+, so ist {ν [knr]n : n ∈ N} in R[r]+1
enthalten und somit relativ kompakt. Es existieren also eine (von r ∈ Q∗+
abha¨ngige) Teilfolge Nr ⊆ N sowie ein µr ∈M1(K) mit
ν [knr]n −−−→
n∈Nr
µr.
Die Anwendung eines Diagonalfolgenarguments liefert die Existenz einer Teil-
folge N˜ ⊆ N, die nicht von r abha¨ngt, und von µr ∈ M1(K) fu¨r r ∈ Q∗+, so
dass
ν [knr]n −−→
n∈N˜
µr fu¨r alle r ∈ Q∗+ (2.20)
erfu¨llt ist.
Als na¨chstes wird nun
µr ∗ ωH = ωH ∗ µr = µr fu¨r alle r ∈ Q∗+ (2.21)
gezeigt. Es sei dazu r ∈ Q∗+ fest. Fu¨r l ∈ N ist dann wegen
{ν [knr]−ln : n ∈ N, [knr] ≥ l} ⊆ R[r]+1 (2.22)
{ν [knr]−ln : n ∈ N, [knr] ≥ l} relativ kompakt, und folglich findet man eine
Teilfolge N˜l ⊆ N˜ und
λr,l ∈ {ν [knr]−ln : n ∈ N, [knr] ≥ l}, (2.23)
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so dass
ν [knr]−ln −−−→
n∈N˜l
λr,l. (2.24)
Da
ν [knr]n = ν
[knr]−l
n ∗ νln
fu¨r n ∈ N mit [knr] ≥ l, folgt aus (2.20) und (2.24)
µr = λr,l ∗ νl fu¨r alle l ∈ N. (2.25)
(2.23) fu¨r ein festes l ∈ N und (2.22) fu¨r alle l ∈ N implizieren, dass {λr,l :
l ∈ N} in R[r]+1 enthalten und somit relativ kompakt ist. Also existieren eine
Teilfolge N′ ⊆ N und λr ∈M1(K) mit
λr,l −−→
l∈N′
λr.
Dann erha¨lt man mit (2.25) und der Voraussetzung νl → ωH
µr = λr ∗ ωH ,
woraus sofort µr ∗ωH = µr folgt. Analog wird ωH ∗µr = µr gezeigt. νl → ωH
liefert weiterhin ωH ∗ ν = ν ∗ ωH = ωH und daher mit (2.21)
µr ∗ ν = ν ∗ µr = µr fu¨r alle r ∈ Q∗+. (2.26)
Es verbleibt der Nachweis, dass (µr)r∈Q∗+ eine rationale Faltungshalbgruppe
ist. Seien dazu r, s ∈ Q∗+. Dann gilt fu¨r alle n ∈ N
ν [kn(r+s)]n = ν
[knr]
n ∗ ν [kns]n ∗ νεnn
mit εn ∈ {0, 1}, und es tritt mindestens einer der beiden folgenden Fa¨lle ein:
• εn = 0 fu¨r unendlich viele n ∈ N˜.
• εn = 1 fu¨r unendlich viele n ∈ N˜.
Jeweils durch Betrachtung geeigneter Teilfolgen von N˜ erha¨lt man also wegen
(2.20) im ersten Fall direkt µr+s = µr ∗ µs und im zweiten zuna¨chst µr+s =
µr ∗ µs ∗ ν und dann aufgrund von (2.26) ebenfalls µr+s = µr ∗ µs.
Satz 2.30 (Funktionaler Grenzwertsatz). Es sei K eine Hypergruppe
und (νn)n∈N ⊆ M1(K) infinitesimal, νn −−−→
n→∞
ν ∈ M1(K). R =
{νln : n ∈ N, 0 ≤ l ≤ kn} sei kompakt, und es gelte νknn −−−→
n→∞
µ ∈ M1(K).
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Dann existieren eine Teilfolge N˜ ⊆ N und eine rationale Faltungshalbgruppe
(µr)r∈Q∗+, so dass
ν [knr]n −−→
n∈N˜
µr (2.27)
und µr ∗ωH = ωH ∗ µr = µr, µr ∗ ν = ν ∗ µr = µr fu¨r alle r ∈ Q∗+ erfu¨llt sind
(wobei H = [supp(ν)]).
Gilt weiterhin fu¨r eine kompakte Unterhypergruppe C ⊆ K
HP{νrnn : n ∈ N} ⊆ M1(C) (2.28)
fu¨r jede Folge (rn)n∈N ⊆ N mit rnkn −−−→n→∞ 0 sowie
µr ∗ ωC = ωC ∗ µr = µr fu¨r alle r ∈ Q∗+, (2.29)
so ist (µr)r∈Q∗+ eindeutig fortsetzbar zu einer stetigen Faltungshalbgruppe
(µt)t≥0 mit µ0 = ωC, und es gilt
ν [knt]n −−→
n∈N˜
µt fu¨r alle t > 0. (2.30)
Die Konvergenz in (2.30) ist dabei kompakt-gleichma¨ßig in t > 0, und sie
ist genau dann kompakt-gleichma¨ßig in t ≥ 0, wenn νn −−−→
n→∞
ωC gilt (wobei
ν0n := ωC gesetzt wird).
Beweis. Die Existenz einer Teilfolge N˜ ⊆ N sowie einer rationalen Faltungs-
halbgruppe (µr)r∈Q∗+ , so dass (2.27), µr ∗ ωH = ωH ∗ µr = µr und µr ∗ ν =
ν ∗ µr = µr fu¨r alle r ∈ Q∗+ erfu¨llt sind, wurde in Lemma 2.29 gezeigt. Setzt
man µ0 := ωC , so ist (µr)r∈Q+ aufgrund der Voraussetzung (2.29) eine ratio-
nale Faltungshalbgruppe, d.h. f , definiert durch f(r) := µr fu¨r r ∈ Q+, ist
ein Halbgruppen-Homomorphismus von Q+ nachM1(K). Ist r ∈]0, 1[∩Q, so
gilt wegen ν
[knr]
n ∈ {νln : n ∈ N, 0 ≤ l ≤ kn} fu¨r alle n ∈ N und ν [knr]n −−→
n∈N˜
µr
µr ∈ R. Also ist f(]0, 1[∩Q) = {µr : r ∈]0, 1[∩Q} relativ kompakt inM1(K).
Es wird jetzt die Stetigkeit von f in r = 0 gezeigt. Dazu sei (tm) ⊆]0, 1[∩Q
eine Folge mit limm→∞ tm = 0. ρ = limm∈M µtm sei ein Ha¨ufungspunkt der
relativ kompakten Folge (µtm). Aus (2.29) erha¨lt man dann durch Grenz-
wertbildung entlang der Teilfolge M
ρ ∗ ωC = ωC ∗ ρ = ρ. (2.31)
Als na¨chstes wird nun nachgewiesen, dass eine Teilfolge (nm)m∈N ⊆ N˜ exis-
tiert, so dass
ρ = lim
m∈M
ν [knm tm]nm . (2.32)
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Dazu bezeichne d die Metrik, welche die Topologie der schwachen Konvergenz
aufM1(K) induziert. Zu jedem m ∈ N findet man wegen limn∈N˜ ν [kntm]n = µtm
ein nm ∈ N˜ mit
d
(
ν [knm tm]nm , µtm
)
<
1
m
.
Die nm ko¨nnen dabei so gewa¨hlt werden, dass (nm)m∈N ↗ und [knmtm] ≥ 1
fu¨r alle m ∈ N. Fu¨r m ∈ N ist dann
d
(
ν [knm tm]nm , ρ
) ≤ d (ν [knm tm]nm , µtm)+ d(µtm , ρ)
<
1
m
+ d(µtm , ρ),
und es folgt (2.32) mit der Teilfolge (nm)m∈N ⊆ N˜. Definiert man nun eine
Folge (rn)n∈N ⊆ N durch rnm = [knmtm] und rk = 1, falls k 6= nm, m ∈ N,
so gilt wegen limm→∞
rnm
knm
= 0 limn→∞ rnkn = 0, und mit (2.32) und der
Voraussetzung (2.28) erha¨lt man supp(ρ) ⊆ C. Zusammen mit (2.31) liefert
dies ρ = ωC . ωC ist somit einziger Ha¨ufungspunkt der relativ kompakten
Folge (µtm)m∈N, folglich gilt
lim
m→∞
µtm = ωC ,
womit die Stetigkeit von f in 0 bewiesen ist.
Nach Lemma 3.4.4 in [31] ist dann r 7→ µr ein stetiger Halbgruppen-Homo-
morphismus von Q+ nach M1(K), und aus Theorem 3.4.6 in [31] erha¨lt
man die Existenz einer eindeutig bestimmten stetigen Fortsetzung (µt)t≥0.
Fu¨r diese stetige Faltungshalbgruppe wird nun (2.30) nachgewiesen. Sei dazu
t > 0 fest. Dann ist wegen ν
[knt]
n ∈ R[t]+1 fu¨r alle n ∈ N (vgl. die Notation
aus dem Beweis von Lemma 2.29) die Folge (ν
[knt]
n )n∈N˜ relativ kompakt, und
es wird jetzt gezeigt, dass µt ihr einziger Ha¨ufungspunkt ist.
σt = lim
n∈N˜1
ν [knt]n
sei ein Ha¨ufungspunkt von (ν
[knt]
n )n∈N˜. (tm)m∈N ⊆ Q∗+ sei eine Folge mit tm ↗
t und rm := t − tm ≤ 1 fu¨r alle m ∈ N. Dann ist {ν [knrm]n : n,m ∈ N} in R
enthalten und somit relativ kompakt. Fu¨r festes m ∈ N ist (ν [knrm]n )n∈N relativ
kompakt, d.h. es existieren eine Teilfolge Nˆm ⊆ N˜1 sowie ρm ∈ M1(K), so
dass
ν [knrm]n −−−→
n∈Nˆm
ρm.
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Durch ein Diagonalfolgenargument befreit man sich von der Abha¨ngigkeit
der Folge Nˆm von m, daher existieren eine Teilfolge N˜2 ⊆ N˜1 und Wahr-
scheinlichkeitsmaße ρm, m ∈ N, mit
ν [knrm]n −−−→
n∈N˜2
ρm
fu¨r alle m ∈ N. Wegen ρm ∈ {ν [knrm]n : n,m ∈ N} fu¨r alle m ∈ N ist {ρm : m ∈
N} relativ kompakt, und man findet eine Teilfolge M ⊆ N und ρ ∈ M1(K),
so dass
lim
m∈M
ρm = ρ. (2.33)
Es sei nun zuna¨chst m ∈ N fest. Dann gilt fu¨r alle n ∈ N
ν [knt]n = ν
[knrm]
n ∗ νεm,nn ∗ ν [kntm]n (2.34)
mit εm,n ∈ {0, 1}, n ∈ N. Fu¨r den Fall, dass εm,n = 0 ist fu¨r unendlich viele
n ∈ N˜2, erha¨lt man aus (2.34)
σt = ρm ∗ µtm (2.35)
durch Grenzwertbildung entlang einer geeigneten Teilfolge. Ist εm,n = 1 fu¨r
unendlich viele n ∈ N˜2, so folgt analog
σt = ρm ∗ ν ∗ µtm ,
also aufgrund von ν∗µr = µr fu¨r alle r ∈ Q∗+ ebenfalls (2.35). Grenzu¨bergang
entlang M liefert mit (2.33) und der Stetigkeit der Halbgruppe
σt = ρ ∗ µt.
Nun ist
ρ = lim
m∈M
ρm = lim
m∈M
lim
n∈N˜2
ν [knrm]n ,
und wie im Beweis der Stetigkeit von f in 0 folgt erst die Existenz einer
Teilfolge (nm)m∈N ⊆ N˜2 mit
ρ = lim
m∈M
ν [knmrm]nm
und dann wegen (2.28) supp(ρ) ⊆ C. Daraus erha¨lt man aber mit ωC∗µt = µt
und den Theoremen 1.6.9 und 1.3.12 in [10] unmittelbar ρ ∗ µt = µt, also ist
σt = ρ ∗ µt = µt der einzige Ha¨ufungspunkt von (ν [knt]n )n∈N˜, und es folgt
(2.30).
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Es wird nun gezeigt, dass die Konvergenz kompakt-gleichma¨ßig in t > 0 ist.
Sei dazu (vgl. Bemerkung 2.2) (tn)n∈N˜ ⊆ R∗+ eine Folge mit limn∈N˜ tn = t > 0.
(tn)n∈N˜ ist beschra¨nkt durch ein M ∈ N. Dann ist {ν [kntn]n : n ∈ N˜} in RM
enthalten und somit relativ kompakt. Es wird jetzt nachgewiesen, dass µt
einziger Ha¨ufungspunkt ist.
σt = lim
n∈N˜1
ν [kntn]n
sei ein Ha¨ufungspunkt von (ν
[kntn]
n )n∈N˜. Mindestens einer der beiden folgenden
Fa¨lle liegt vor:
• Die Menge {n ∈ N˜1 : tn > t} ist unendlich.
• Die Menge {n ∈ N˜1 : tn ≤ t} ist unendlich.
Im ersten Fall gilt fu¨r alle n ∈ N˜2 := {n ∈ N˜1 : tn > t}
ν [kntn]n = ν
[kn(tn−t)]
n ∗ ν [knt]n ∗ νεnn (2.36)
mit εn ∈ {0, 1}, n ∈ N˜2.
ρt = lim
n∈N˜3
ν [kn(tn−t)]n (2.37)
sei ein Ha¨ufungspunkt der relativ kompakten Folge (ν
[kn(tn−t)]
n )n∈N˜2 . Die Be-
trachtung der Fa¨lle εn = 0 bzw. εn = 1 fu¨r unendlich viele n ∈ N˜3 und
Grenzu¨bergang entlang geeigneter Teilfolgen in (2.36) fu¨hrt dann auf die
Gleichung
σt = ρt ∗ µt (2.38)
bzw.
σt = ρt ∗ µt ∗ ν
im zweiten Fall, woraus (2.38) folgt. Wegen (2.37) und (2.28) ist supp(ρt) ⊆
C, und ωC∗µt = µt impliziert zuna¨chst ρt∗µt = µt und dann σt = ρt∗µt = µt.
Der zweite Fall wird analog behandelt.
Als letzter Schritt verbleibt nun der Nachweis von
ν [knt]n −−→
n∈N˜
µt kompakt-gleichma¨ßig in t ≥ 0⇐⇒ νn −−−→
n→∞
ωC .
=⇒ ist trivial (setze tn := 1kn ).⇐=: Aufgrund des bereits Bewiesenen ist nur zu zeigen:
Fu¨r jede Folge (tn)n∈N˜, die gegen 0 konvergiert, gilt
ν [kntn]n −−→
n∈N˜
ωC .
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Es wird gezeigt, dass ωC der einzige Ha¨ufungspunkt und damit der Limes
der relativ kompakten Folge (ν
[kntn]
n )n∈N˜ ist.
ρ = lim
n∈N˜1
ν [kntn]n
sei ein Ha¨ufungspunkt. Dann tritt mindestens einer der folgenden drei Fa¨lle
ein:
• Die Menge N˜2 := {n ∈ N˜1 : [kntn] = 0} ist unendlich. Dann
ρ = lim
n∈N˜2
ν [kntn]n = ωC .
• Die Menge N˜3 := {n ∈ N˜1 : [kntn] = 1} ist unendlich. Dann
ρ = lim
n∈N˜3
ν [kntn]n = lim
n∈N˜3
νn = ωC .
• Die Menge N˜4 := {n ∈ N˜1 : [kntn] ≥ 2} ist unendlich. Dann
ν [kntn]n = νn ∗ ν [kntn]−1n
fu¨r n ∈ N˜4, und die Folge (ν [kntn]−1n )n∈N˜4 ist relativ kompakt. Grenz-
wertbildung entlang einer geeigneten Teilfolge liefert
ρ = ωC ∗ σ
mit einem Ha¨ufungspunkt σ von (ν
[kntn]−1
n )n∈N˜4 . Wegen Voraussetzung
(2.28) ist supp(ρ) ⊆ C, und
εx ∗ ρ = εx ∗ ωC ∗ σ = ωC ∗ σ = ρ fu¨r alle x ∈ C
fu¨hrt dann zu ρ = ωC .
Bemerkung 2.31. (a) In [51], Beispiel 3.7, wird fu¨r den Gruppenfall ein
Beispiel auf dem Torus konstruiert, welches zeigt, dass der Funktionale
Grenzwertsatz 2.30 ohne die Bedingung (2.28)/(2.29) keine Gu¨ltigkeit
besitzt.
(b) Fu¨r die kompakten Unterhypergruppen H und C gilt der Zusammen-
hang H ⊆ C, denn aus µr ∗ ωH = µr fu¨r alle r ∈ Q∗+ folgt durch
Grenzwertbildung r → 0 ωC ∗ ωH = ωC , was H ⊆ C impliziert. Bei-
spiel 3.8 in [51], ebenfalls fu¨r den Torus, verdeutlicht, dass der Fall
H $ C eintreten kann. Insbesondere zeigt dieses Beispiel auch, dass
die Konvergenz in (2.30) nicht kompakt-gleichma¨ßig in t ≥ 0 zu sein
braucht.
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(c) Sind die Voraussetzungen des Funktionalen Grenzwertsatzes 2.30 erfu¨llt,
d.h. liefert seine Anwendung die Existenz einer Teilfolge N˜ ⊆ N sowie
einer stetigen Faltungshalbgruppe (µt)t≥0 mit
ν [knt]n −−→
n∈N˜
µt fu¨r alle t > 0, (2.39)
so erha¨lt man im Falle der eindeutigen Einbettbarkeit des Grenzmaßes
µ in eine rationale Faltungshalbgruppe in (2.39) die Konvergenz fu¨r
n→∞ anstelle der Konvergenz entlang einer Teilfolge.
Denn fu¨r eine beliebige Teilfolge N1 ⊆ N existieren nach Teil 1 des
Funktionalen Grenzwertsatzes eine Teilfolge N2 ⊆ N1 und eine rationale
Faltungshalbgruppe (pir)r∈Q∗+ , so dass
ν [knr]n −−−→
n∈N2
pir fu¨r alle r ∈ Q∗+
gilt. Es folgt dann
ν [knr]n −−−→
n→∞
µr (2.40)
fu¨r alle r ∈ Q∗+, und der zweite Teil von 2.30 liefert (2.40) fu¨r alle r > 0.
2.4 Anwendungsbeispiele zum allgemeinen
Funktionalen Grenzwertsatz
Im in 2.3 bewiesenen Funktionalen Grenzwertsatz sind - neben der Infinite-
simalita¨t der Folge (νn) - die Kompaktheit von R = {νln : n ∈ N, 0 ≤ l ≤ kn}
sowie die Bedingung (2.28)/(2.29) die wesentlichen Voraussetzungen. In die-
sem Abschnitt wird nun die Fragestellung behandelt, fu¨r welche Klassen von
Hypergruppen diese jeweils erfu¨llt sind.
Es sei zuna¨chst erwa¨hnt, dass sich im Fall hermitescher Godement-
Hypergruppen (vgl. Definition 0.27) stets die Kompaktheit von R ergibt,
wobei dieser Zusammenhang hier aber von geringerem Interesse ist, da fu¨r
den hermiteschen Fall bereits ein Funktionaler Grenzwertsatz vorhanden ist.
Proposition 2.32. K sei eine hermitesche Godement-Hypergruppe.
(νn)n∈N ⊆ M1(K) konvergiere gegen ν ∈ M1(K), und es gelte νknn −−−→
n→∞
µ ∈M1(K). Dann ist N := {νln : n ∈ N, 0 ≤ l ≤ kn} relativ kompakt.
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Beweis. Es wird zuna¨chst die folgende Hilfsaussage bewiesen:
K sei eine hermitesche Godement-Hypergruppe und (δn)n∈N ⊆ M1(K) mit
δˆn ≥ 0 fu¨r alle n ∈ N. Es gelte δknn −−−→
n→∞
ρ ∈ M1(K). Dann ist {δln : n ∈
N, 0 ≤ l ≤ kn} relativ kompakt.
d {δknn : n ∈ N} ist relativ kompakt. Nach Proposition 5.1.10 in [10] existiert
zu ε > 0 eine Umgebung Ω von 1K in supp(piK), so dass
(δknn )
∧(χ) ≥ 1− ε fu¨r alle n ∈ N, χ ∈ Ω.
Dann folgt fu¨r alle µ ∈ N1 := {δln : n ∈ N, 0 ≤ l ≤ kn}, µ = δln, und χ ∈ Ω
µˆ(χ) ≥ (δˆn(χ))kn ≥ 1− ε,
und nach Proposition 5.1.10 ist N1 relativ kompakt. e
Setzt man fu¨r n ∈ N δn := νn∗νn und ρ := µ∗µ, so sind die Voraussetzungen
der Hilfsaussage erfu¨llt, und folglich ist N1 = {(νn ∗ νn)l : n ∈ N, 0 ≤ l ≤ kn}
relativ kompakt. Wegen
N ⊆ N1 ∗ ({νn : n ∈ N} ∪ {εe})
⊆ N1 ∗ ({νn : n ∈ N} ∪ {εe})
und der Voraussetzung νn → ν ist N relativ kompakt.
Eine weitere Eigenschaft von Hypergruppen, die in der Situation des
Funktionalen Grenzwertsatzes die Kompaktheit vonR impliziert, ist die star-
ke Wurzelkompaktheit.
Bemerkung 2.33. (a) In [7] (vgl. Definition 4.1) wird fu¨r n ∈ N die n-
Wurzelkompaktheit einer Hypergruppe K wie folgt definiert:
K heißt n-wurzelkompakt, K ∈ Wn, falls die folgende Bedingung erfu¨llt
ist:
Zu jeder kompakten Teilmenge C von K existiert eine kompakte Menge
Cn ⊆ K, so dass alle endlichen Mengen {x1, . . . , xn} in K mit xn = e,
fu¨r die
{xi} ∗ C ∗ {xj} ∗ C ∩ {xi+j} ∗ C 6= ∅
fu¨r i+ j ≤ n gilt, in Cn enthalten sind.
K heißt wurzelkompakt, falls K n-wurzelkompakt ist fu¨r alle n ∈ N,
d.h. K ∈ ⋂n∈NWn gilt.
(b) In Theorem 4.4 in [7] wird gezeigt, dass fu¨r eine n-wurzelkompakte
Hypergruppe K die Menge
R(n,N ) := {µ ∈M1(K) : µn ∈ N}
relativ kompakt ist fu¨r jede relativ kompakte Menge N ⊆M1(K).
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(c) Die nun folgende Definition der starken Wurzelkompaktheit - analog
zum Fall lokalkompakter Gruppen, vgl. [31], Definition 3.1.10 - verscha¨rft
den Begriff der Wurzelkompaktheit, da in ihr gefordert wird, dass die
kompakte Menge C0 unabha¨ngig von n gewa¨hlt werden kann.
Definition 2.34. Eine Hypergruppe K heißt stark (oder auch gleichgradig)
wurzelkompakt, falls zu jeder kompakten Teilmenge C von K eine kompakte
Menge C0 ⊆ K existiert mit der Eigenschaft:
Fu¨r jedes n ∈ N sind alle endlichen Mengen {x1, . . . , xn} in K mit xn = e,
fu¨r die
{xi} ∗ C ∗ {xj} ∗ C ∩ {xi+j} ∗ C 6= ∅
fu¨r i+ j ≤ n gilt, in C0 enthalten.
Bemerkung 2.35. In [31], Theorem 3.1.13, wird gezeigt, dass fu¨r lokal-
kompakte Gruppen G aus der starken Wurzelkompaktheit folgt, dass die
Wurzelmenge
R(N ) =
⋃
µ∈N
⋃
n∈N
{νm : ν ∈M1(G) mit νn = µ, 1 ≤ m ≤ n}
relativ kompakt ist fu¨r jede relativ kompakte Menge N ⊆M1(G).
Eine analoge Aussage la¨sst sich fu¨r Hypergruppen beweisen.
Proposition 2.36. Sei K eine stark wurzelkompakte Hypergruppe. Dann ist
die Wurzelmenge
R(N ) :=
⋃
µ∈N
R(µ),
wobei
R(µ) :=
⋃
n∈N
{νm : ν ∈M1(K) mit νn = µ, 1 ≤ m ≤ n}
die Wurzelmenge von µ ist, relativ kompakt fu¨r jede relativ kompakte Menge
N ⊆M1(K).
Beweis. Der Beweis verla¨uft weitestgehend analog zum Beweis der Implika-
tion (i) ⇒ (ii) in Theorem 4.4 in [7], welche die Aussage aus Bemerkung
2.33(b) beinhaltet.
Es sei N ⊆M1(K) relativ kompakt. Nach dem Satz von Prohorov existiert
zu 0 < ε < 1
3
eine kompakte Menge C ⊆ K, so dass µ(C) ≥ 1 − ε
2
fu¨r alle
µ ∈ N erfu¨llt ist. Die starke Wurzelkompaktheit impliziert dann die Existenz
einer kompakten Menge C0 ⊆ K mit der Eigenschaft:
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Fu¨r jedes n ≥ 1 sind alle endlichen Mengen {x1, . . . , xn} in K mit xn = e,
fu¨r die
{xi} ∗ C ∗ {xj} ∗ C ∩ {xi+j} ∗ C 6= ∅ (2.41)
fu¨r i+ j ≤ n gilt, in C0 enthalten.
Setzt man D := C0 ∗ C, so ist D kompakt, und es la¨sst sich
ρ(D) ≥ 1− ε fu¨r alle ρ ∈ R(N ) (2.42)
zeigen, woraus die relative Kompaktheit von R(N ) folgt.
Zum Nachweis von (2.42) zeigt man zuna¨chst wie im Beweis von Theorem
4.4 in [7], dass fu¨r µ ∈ N und ν ∈M1(K) mit νn = µ (n ≥ 2) gilt:
Zu jedem 1 ≤ i < n existiert ein xi ∈ K mit
νi({xi} ∗ C) ≥ 1− ε.
Mit xn := e zeigt man dann analog zum Vorgehen in [7] (2.41) fu¨r i+ j ≤ n,
und die Wahl von C0 liefert {x1, . . . , xn} ⊆ C0.
Es sei nun ρ ∈ R(N ), d.h. ρ ∈ R(µ) fu¨r ein µ ∈ N , also ρ = νm, wobei
ν ∈ M1(K) mit νn = µ und n ≥ 2, 1 ≤ m < n gelte (die Fa¨lle n = 1 und
m = n ergeben sich sofort aus e ∈ C0 ). Mit x1, . . . , xn wie oben gewa¨hlt ist
insbesondere xm ∈ C0, und es folgt
ρ(D) = νm(C0 ∗ C) ≥ νm({xm} ∗ C) ≥ 1− ε,
also (2.42).
Korollar 2.37. K sei eine stark wurzelkompakte Hypergruppe und (νn)n∈N ⊆
M1(K). Es gelte νknn −−−→
n→∞
µ ∈ M1(K). Dann ist R kompakt, wobei R =
{νln : n ∈ N, 0 ≤ l ≤ kn}.
Beweis. Anwendung von Proposition 2.36 auf die relativ kompakte Menge
{νknn : n ∈ N}.
Da die starke Wurzelkompaktheit eine starke, schwierig zu handhabende
Eigenschaft ist und fu¨r Korollar 2.37 nur die in Proposition 2.36 bewiesene
Eigenschaft beno¨tigt wurde, wird diese im Folgenden bei der Konstruktion
weiterer Beispiele von Hypergruppen, fu¨r die im Funktionalen Grenzwertsatz
die Voraussetzung, dass R kompakt ist, stets erfu¨llt ist, als Definition der
Wurzelkompaktheit verwendet.
Definition 2.38. Eine Hypergruppe K heißt (∗)-wurzelkompakt, falls die
Eigenschaft (∗) erfu¨llt ist, was bedeuten soll, dass fu¨r jede relativ kompakte
Menge N ⊆M1(K) die Wurzelmenge R(N ) ebenfalls relativ kompakt ist.
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Korollar 2.39. K sei eine (∗)-wurzelkompakte Hypergruppe und (νn)n∈N ⊆
M1(K). Es gelte νknn −−−→
n→∞
µ ∈ M1(K). Dann ist R kompakt, wobei R
definiert ist wie in Korollar 2.37.
Es wird jetzt gezeigt, dass die Eigenschaft (∗) bei Orbital-Hypergruppen
(vgl. Vorbereitungen, Definition 0.31) erhalten bleibt, d.h. fu¨r eine lokal-
kompakte Gruppe G, die (∗) erfu¨llt, und eine kompakte Untergruppe H ⊆
Aut(G) besitzt die Orbital-Hypergruppe GH ebenfalls die Eigenschaft (∗).
Bemerkung 2.40. Ist (GH , ∗) eine Orbital-Hypergruppe und setzt man
M]H(G) := {µ ∈M1(G) : µ τ -invariant fu¨r alle τ ∈ H},
so besteht der folgende Zusammenhang (vgl. dazu auch den Beweis von Theo-
rem 1.1.7 in [10]):
Die Abbildung
qH :M]H(G) → M1(GH)
µ 7→ qH(µ) := µq,
wobei µq ∈ M1(GH) das Bildmaß von µ unter der kanonischen Projektion
q : G→ GH bezeichne, ist bijektiv, und fu¨r µ, ν ∈M]H(G) gilt µ∗ν ∈M]H(G)
und qH(µ ∗ ν) = qH(µ) ∗ qH(ν). qH und q−1H sind stetig.
Proposition 2.41. Es sei K = GH eine Orbital-Hypergruppe, wobei G (∗)-
wurzelkompakt sei. Dann ist K ebenfalls (∗)-wurzelkompakt.
Beweis. Sei N ⊆M1(GH) relativ kompakt. Aufgrund der Stetigkeit von q−1H
gilt dies dann auch fu¨r q−1H (N ), und da G die Eigenschaft (∗) besitzt, ist die
Wurzelmenge R(q−1H (N )) relativ kompakt. Nun ist
q−1H (R(N )) ⊆ R(q−1H (N )),
denn fu¨r ρ ∈ q−1H (R(N )), d.h. ρ = q−1H (κ) mit κ ∈ R(ν) fu¨r ein ν ∈ N ,
gilt, da q−1H ein Faltungshomomorphismus ist, mit µ = q
−1
H (ν) ρ ∈ R(µ), also
ρ ∈ R(q−1H (N )). Folglich sind auch q−1H (R(N )) und R(N ) = qH(q−1H (R(N )))
relativ kompakt, und dies liefert die Behauptung.
Mit a¨hnlichen Methoden erha¨lt man:
Proposition 2.42. (a) Ist K eine (∗)-wurzelkompakte Hypergruppe und
H ⊆ K eine kompakte Unterhypergruppe, so ist auch die Doppelneben-
klassen-Hypergruppe K//H (∗)-wurzelkompakt.
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(b) Sind K und H (∗)-wurzelkompakte Hypergruppen, so ist auch die Pro-
dukt-Hypergruppe K × H (fu¨r die Definition vgl. z.B. 1.5.28 in [10])
(∗)-wurzelkompakt.
Beweis. (a) la¨sst sich analog zu Proposition 2.41 zeigen, wobei pH und p
∗
H ,
definiert wie im Beweis von Proposition 2.4, die Rollen von qH und q
−1
H u¨ber-
nehmen.
Zum Beweis von (b) seien ppi1 :M1(K ×H)→M1(K) bzw. ppi2 :M1(K ×
H) →M1(H) die stetigen Abbildungen, die µ ∈ M1(K ×H) das Bildmaß
unter den Projektionen pi1 : K ×H → K bzw. pi2 : K ×H → H zuordnen.
Ist N ⊆M1(K×H) relativ kompakt, so sind wegen der (∗)-Wurzelkompakt-
heit von K und H R(ppi1(N )) ⊆ M1(K) sowie R(ppi2(N )) ⊆ M1(H) rela-
tiv kompakt. Da ppi1 und ppi2 nach Definition der Faltung auf der Produkt-
Hypergruppe Faltungshomomorphismen sind, ist
R(N ) ⊆ {λ ∈M1(K ×H) : ppii(λ) ∈ R(ppii(N )), i = 1, 2} =: F . (2.43)
Es wird jetzt gezeigt, dass F gleichma¨ßig straff ist. Zu ε > 0 existieren
• Kε ⊆ K kompakt, so dass λ1(Kε) ≥ 1− ε2 fu¨r alle λ1 ∈ R(ppi1(N ))
• Hε ⊆ H kompakt, so dass λ2(Hε) ≥ 1− ε2 fu¨r alle λ2 ∈ R(ppi2(N )).
Fu¨r λ ∈ F gelten dann ppi1(λ)(Kcε) ≤ ε2 sowie ppi2(λ)(Hε) ≥ 1− ε2 , woraus
λ(Kε ×Hε) = λ(K ×Hε)− λ(Kcε ×Hε)
≥ λ(K ×Hε)− λ(Kcε ×H) = ppi2(λ)(Hε)− ppi1(λ)(Kcε)
≥ 1− ε
2
− ε
2
= 1− ε
folgt. Nach dem Satz von Prohorov ist also F relativ kompakt, und (2.43)
liefert die Behauptung.
Nach Diskussion der Wurzelkompaktheit erfolgt nun, wie eingangs an-
geku¨ndigt, die Behandlung der Fragestellung, fu¨r welche Klassen von Hy-
pergruppen die Bedingung (2.28)/(2.29) im zweiten Teil des Funktionalen
Grenzwertsatzes erfu¨llt ist.
Bemerkung 2.43. Im Fall lokalkompakter Gruppen (mit abza¨hlbarer Basis
der Topologie) ist dies fu¨r Gruppen der Fall, die keine nichttrivialen kom-
pakten Untergruppen besitzen, denn es kann gezeigt werden (vgl. den Beweis
von Proposition 2.5 in [52]):
(A) Ist G eine lokalkompakte Gruppe, die keine nichttrivialen kompakten
Untergruppen besitzt, (νn) ⊆ M1(G) und {νln : n ∈ N, 0 ≤ l ≤ kn} relativ
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kompakt, so gilt fu¨r jede Folge (rn) ⊆ N mit limn→∞ rnkn = 0 νrnn → εe.
Beweisen la¨sst sich diese Aussage mit dem folgenden Lemma:
(B) Ist G eine lokalkompakte Gruppe, die keine nichttrivialen kompakten
Untergruppen besitzt, und ρ ∈M1(G), so dass {ρk : k ∈ N} relativ kompakt
in M1(G) ist, so folgt ρ = εe.
(B) wiederum ist eine unmittelbare Folgerung aus dem allgemeineren Lem-
ma (C), welches in [44] als Lemma 1.9 formuliert ist und sich aus Theorem
2 in [43] ergibt.
(C) Ist G eine lokalkompakte Gruppe und ρ ∈ M1(G), so dass {ρk : k ∈ N}
relativ kompakt in M1(G) ist, so existiert eine kompakte Untergruppe H
von G mit supp(ρ) ⊆ H.
Fu¨r Hypergruppen kann eine (A) aus Bemerkung 2.43 entsprechende Aus-
sage bewiesen werden. Dabei stellt sich das Problem, dass nicht bekannt ist,
ob Theorem 2 aus [43], welches besagt, dass fu¨r eine lokalkompakte Gruppe
G (mit abza¨hlbarer Basis der Topologie), die nicht kompakt ist und vom
Tra¨ger eines Wahrscheinlichkeitsmaßes pi ∈ M1(G) erzeugt wird, (pin)n∈N
vag gegen 0 konvergiert, u¨bertragen werden kann. Mit einem Resultat aus
[12] u¨ber kompakte affine Halbgruppen ist es jedoch mo¨glich, eine zu (B)
analoge Aussage zu beweisen. Dessen Anwendung erfordert zuna¨chst Vor-
bereitungen, wobei der Inhalt des folgenden Lemmas zwar bekannt ist, der
Beweis hier aber mangels eines geeigneten Zitats dennoch durchgefu¨hrt wird.
Lemma 2.44. Es sei E ein lokalkompakter Raum und A ⊆M1(E) kompakt.
Definiert man fu¨r λ ∈M1(A)
σ : Cc(E) 3 f 7→
∫
A
∫
E
f dµ dλ(µ),
so ist σ ∈M1(E), und fu¨r f ∈ Cb(E) gilt∫
E
f dσ =
∫
A
∫
E
f dµ dλ(µ).
Beweis. Ist f ∈ Cc(E), so ist nach Definition der schwachen Topologie
A 3 µ 7→ If (µ) :=
∫
E
f dµ
stetig, und es gilt |If (µ)| ≤ ‖f‖∞ fu¨r alle µ ∈ A. Folglich ist σ(f) fu¨r
alle f ∈ Cc(E) definiert. Positivita¨t und Linearita¨t ergeben sich sofort aus
Eigenschaften des Integrals, ebenso
|σ(f)| ≤ ‖f‖∞ fu¨r alle f ∈ Cc(E).
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Nach dem Rieszschen Darstellungssatz existiert ein eindeutig bestimmtes
σ0 ∈M(1)+ (E) mit
∫
fdσ0 = σ(f) fu¨r alle f ∈ Cc(E).
Nun ist A ⊆ M1(E) gleichma¨ßig straff, d.h. zu ε > 0 existiert Kε ⊆ E
kompakt mit µ(Kε) ≥ 1 − ε fu¨r alle µ ∈ A. Wa¨hlt man fε ∈ Cc(E) mit
1Kε ≤ fε ≤ 1, so erha¨lt man wegen∫
E
fε dµ ≥ µ(Kε) ≥ 1− ε fu¨r alle µ ∈ A
σ(fε) ≥ 1− ε. Dies zeigt ‖σ0‖ = 1.
Es sei nun f ∈ Cb(E). Dann ist das Integral ∫A ∫E fdµ dλ(µ) definiert. Es
wird jetzt nachgewiesen, dass∫
E
f dσ0 =
∫
A
∫
E
f dµ dλ(µ) (2.44)
gilt. Zuna¨chst folgt aus σ(fε) ≥ 1− ε∫
A
∫
E
(1− fε) dµ dλ(µ) ≤ ε.
Dann erha¨lt man die Abscha¨tzung∣∣∣∣∫
E
f dσ0 −
∫
A
∫
E
f dµ dλ(µ)
∣∣∣∣
≤
∣∣∣∣∫
E
f dσ0 −
∫
E
f fε dσ0
∣∣∣∣+ ∣∣∣∣∫A
∫
E
f fε dµ dλ(µ)−
∫
A
∫
E
f dµ dλ(µ)
∣∣∣∣
≤ ‖f‖∞
∫
E
(1− fε) dσ0 + ‖f‖∞
∫
A
∫
E
(1− fε) dµ dλ(µ)
≤ ‖f‖∞ ε+ ‖f‖∞ ε,
und da ε > 0 beliebig war, liefert dies (2.44).
Lemma 2.45. Sei E ein lokalkompakter Raum (mit abza¨hlbarer Basis der
Topologie) und A ⊆M1(E) kompakt. Dann ist co(A) kompakt, wobei co(A)
die konvexe Hu¨lle von A bezeichne.
Beweis. Die Abbildung
Φ :M1(A) → M1(E)
λ 7→
∫
A
µ dλ(µ)
ist stetig (jeweils bezu¨glich der schwachen Topologien), denn ist (λn) ⊆
M1(A) eine Folge, die gegen λ ∈ M1(A) konvergiert, so gilt fu¨r f ∈ Cb(E)
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∫
fdΦ(λn) →
∫
fdΦ(λ) aufgrund von If : µ 7→
∫
fdµ ∈ Cb(A). Da nach
Korollar 1.1.4 in [31] M1(A) kompakt ist, ist daher Φ(M1(A)) kompakt.
co(A) ⊆ Φ(M1(A)) liefert die Behauptung, wobei man Letzteres wie folgt
einsieht: Ist zuna¨chst ν ∈ A, so ist wegen Φ(εν) = ν ν ∈ Φ(M1(A)). Fu¨r
ν =
m∑
i=1
αiνi ∈ co(A)
mit m ∈ N, νi ∈ A, αi ≥ 0 und
∑m
i=1 αi = 1 definiert man
λ :=
m∑
i=1
αiενi ∈M1(A).
Dann ist Φ(λ) = ν und somit ν ∈ Φ(M1(A)).
Bemerkung 2.46. Ist K eine Hypergruppe und ρ ∈ M1(K), so dass {ρk :
k ∈ N} relativ kompakt ist, so ist mit
A := {ρk : k ∈ N}
(A, ∗) eine kompakte Halbgruppe. (co(A), ∗) ist dann ebenfalls eine Halb-
gruppe, die nach Lemma 2.45 kompakt ist. Aufgrund der Konvexita¨t von
co(A) handelt es sich um eine kompakte affine Halbgruppe im Sinne der De-
finition aus [12]. In dieser Situation liefert nun die Anwendung von Theorem
1 in [12] unmittelbar das (B) aus Bemerkung 2.43 entsprechende Resultat
fu¨r Hypergruppen.
Proposition 2.47. Es sei K eine Hypergruppe, die keine nichttrivialen kom-
pakten Unterhypergruppen besitzt, und ρ ∈ M1(K), so dass {ρk : k ∈ N}
relativ kompakt ist. Dann folgt ρ = εe.
Beweis. Mit A = {ρk : k ∈ N} ist nach Bemerkung 2.46 (co(A), ∗) eine kom-
pakte affine Halbgruppe, und es ist ρ ∈ co(A). Nach Theorem 1 in [12]
konvergiert dann mit
δn :=
1
n
n∑
k=1
ρk fu¨r n ∈ N
die Folge (δn) gegen ein Idempotent ω ∈ co(A) mit ω ∗ ρ = ρ ∗ ω = ω.
Aufgrund der Voraussetzung folgt ω = εe, und dies impliziert ρ = εe.
Bemerkung 2.48. Auch die allgemeinere Aussage (C) in Bemerkung 2.43
la¨sst sich mit dieser Methode auf Hypergruppen u¨bertragen. Ist na¨mlich ρ ∈
M1(K) und {ρk : k ∈ N} relativ kompakt, so konvergiert die Folge (δn) gegen
ein Idempotent ωH ∈M1(K), wobei H eine kompakte Unterhypergruppe ist,
und ρ∗ωH = ωH impliziert dann supp(ρ) ⊆ L(ωH) = {x ∈ K : εx∗ωH = ωH}.
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Korollar 2.49. Sei K eine Hypergruppe, die keine nichttrivialen kompakten
Unterhypergruppen besitzt, (νn)n∈N ⊆M1(K) und N = {νln : n ∈ N, 0 ≤ l ≤
kn} relativ kompakt. Dann gilt fu¨r jede Folge (rn)n∈N ⊆ N mit limn→∞ rnkn = 0
νrnn −−−→
n→∞
εe.
Beweis. ρ = limn∈N˜ ν
rn
n sei ein Ha¨ufungspunkt der relativ kompakten Folge
(νrnn ). Dann ist {ρk : k ∈ N} ⊆ N relativ kompakt, und mit Proposition 2.47
folgt ρ = εe.
Man erha¨lt nun aus dem Funktionalen Grenzwertsatz 2.30:
Proposition 2.50. Es sei K eine (∗)-wurzelkompakte Hypergruppe, die keine
nichttrivialen kompakten Unterhypergruppen besitzt, und (νn)n∈N ⊆ M1(K)
mit νknn −−−→
n→∞
µ ∈ M1(K). Dann existieren eine Teilfolge N˜ ⊆ N und eine
stetige Faltungshalbgruppe (µt)t≥0 ⊆M1(K), so dass
ν [knt]n −−→
n∈N˜
µt kompakt-gleichma¨ßig in t ≥ 0.
Beweis. Wegen Korollar 2.39 und Korollar 2.49, welches insbesondere die
Infinitesimalita¨t von (νn) (d.h. νn → εe, da K keine nichttrivialen kompakten
Unterhypergruppen besitzt) liefert, sind die Voraussetzungen von Satz 2.30
erfu¨llt.
Bevor abschließend Beispiele fu¨r - nicht hermitesche - Hypergruppen an-
gegeben werden, die die Voraussetzungen aus Proposition 2.50 erfu¨llen, wird
zuna¨chst gezeigt, dass sich die Eigenschaft
”
keine nichttrivialen kompakten
Unter(hyper)gruppen“ auf Orbital-Hypergruppen bzw. Produkt-Hypergrup-
pen u¨bertra¨gt.
Proposition 2.51. Es sei K = GH eine Orbital-Hypergruppe und {e} die
einzige kompakte Untergruppe von G. Dann ist {eH} die einzige kompakte
Unterhypergruppe von GH .
Beweis. Sei C eine kompakte Unterhypergruppe von GH . Dann ist M1(C),
aufgefasst als Teilraum von M1(K), kompakt und somit (vgl. Bemerkung
2.40) q−1H (M1(C)) ⊆ M1(G) kompakt. Ist ρ ∈ M1(C), so ist wegen
{(q−1H (ρ))k : k ∈ N} ⊆ q−1H (M1(C)) {(q−1H (ρ))k : k ∈ N} relativ kom-
pakt, woraus nach Bemerkung 2.43(B) q−1H (ρ) = εe folgt. Dies liefert ρ = εeH
und folglich C = {eH}.
Proposition 2.52. Es seien K und H Hypergruppen, die {eK} bzw. {eH}
als einzige kompakte Unterhypergruppen besitzen. Dann ist {(eK , eH)} die
einzige kompakte Unterhypergruppe der Produkt-Hypergruppe K ×H.
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Beweis. Die Behauptung ergibt sich unmittelbar aus der Tatsache, dass fu¨r
beliebige Hypergruppen K und H und eine kompakte Unterhypergruppe C
der Produkt-Hypergruppe K × H pi1(C) und pi2(C) kompakte Unterhyper-
gruppen von K bzw. H sind, wobei pi1 bzw. pi2 die Projektionen bezeich-
nen. Denn aufgrund der Definition der Involution und der Faltung in der
Produkt-Hypergruppe sowie Theorem 1.1.13 in [31] gelten (pii(C))
− = pii(C)
und pii(C) ∗ pii(C) = pii(C ∗ C) ⊆ pii(C) (i = 1, 2).
Ist nun C eine kompakte Unterhypergruppe von K×H, so folgen mit der Vor-
aussetzung pi1(C) = {eK} und pi2(C) = {eH} und dann C = {(eK , eH)}.
Beispiel 2.53. (a) Es sei G = Hn die (2n + 1)-dimensionale Heisenberg-
Gruppe (n ∈ N), d.h. Hn = Cn × R mit der Verknu¨pfung
(z, t)(z′, t′) = (z + z′, t+ t′ − 1
2
Im〈z, z′〉)
fu¨r (z, t), (z′, t′) ∈ Hn. Bezeichnet U(n) die Gruppe der unita¨ren n×n-
Matrizen auf Cn, so ist fu¨r A ∈ U(n) die Abbildung
FA : Hn → Hn
(z, t) 7→ (Az, t) (2.45)
ein Automorphismus von Hn, und H := {FA : A ∈ U(n)} ist eine kom-
pakte Untergruppe von Aut(Hn) (vgl. [3] und [4]). Da die Heisenberg-
Gruppe einfach zusammenha¨ngend und nilpotent ist, ist sie nach z.B.
(1.4) und (1.7) in [44] (∗)-wurzelkompakt und besitzt keine nichttrivia-
len kompakten Untergruppen. Nach den Propositionen 2.41 und 2.51
gelten die entsprechenden Eigenschaften dann auch fu¨r die Orbital-
Hypergruppe GH . Diese ist nicht hermitesch, denn fu¨r x = (z, t) ∈ Hn
hat der Orbit von x unter H die Gestalt xH = {(Az, t) : A ∈ U(n)},
und es gilt (xH)− = (x−1)H = {(−Az,−t) : A ∈ U(n)} 6= xH , falls
t 6= 0.
(b) Speziell besitzt also fu¨r die 3-dimensionale Heisenberg-Gruppe G =
H1 = R2 × R mit
((x, y), s)((a, b), t) = ((x+ a, y + b), s+ t+
1
2
(xb− ya))
fu¨r ((x, y), s), ((a, b), t) ∈ H1, SO(2) = {A ∈ R2×2 : ATA = I, detA =
1} ∼= U(1) sowie H = {FA : A ∈ SO(2)} ⊆ Aut(H1), wobei FA wie
in (2.45), die Orbital-Hypergruppe GH die gewu¨nschten Eigenschaften.
Die Orbits ((x, y), t)H = {(A(x, y)T , t) : A ∈ SO(2)} ⊆ R3 sind um t
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verschobene, zur (x, y)-Ebene parallele Kreise mit Mittelpunkt 0, und
die Ra¨ume GH und R+×R sind homo¨omorph vermo¨ge der Abbildungen
Φ : R+ × R → GH
(x, t) 7→ ((x, 0), t)H
und
Φ−1 : GH → R+ × R
(x, t)H 7→ (‖x‖2, t)
(wohldefiniert und stetig).
Transport der Faltungsstruktur von GH auf R+×R liefert dann wegen
εxH ∗ εyH =
∫
H
ε(xa(y))H dωH(a)
fu¨r xH , yH ∈ GH sowie
Φ−1((((x, 0), s) a((y, 0), t))H)
= Φ−1((((x, 0), s)((y cosφ, y sinφ), t))H)
= Φ−1(((x+ y cosφ, y sinφ), s+ t+ 1/2xy sinφ)H)
= (
√
x2 + y2 + 2xy cosφ, s+ t+ 1/2xy sinφ)
fu¨r (x, s), (y, t) ∈ R+ × R
ε(x,s) ∗ ε(y,t) = 1
2pi
∫ 2pi
0
ε
(
√
x2+y2+2xy cosφ,s+t+1/2xy sinφ)
dφ
fu¨r (x, s), (y, t) ∈ R+ × R mit den Identifizierungen SO(2) ∼= R/(2piZ)
und dωH =
1
2pi
dφ.
R+ × R mit der obigen Faltungsoperation ist also eine kommutati-
ve, nicht hermitesche Hypergruppe (die Involution ist die Abbildung
(x, t) 7→ (x,−t)) mit den gewu¨nschten Eigenschaften. Es handelt sich
dabei um eine Laguerre-Hypergruppe (mit Parameter 0), vgl. z.B. De-
finition 1.2.6 in [46]. Eine exakte U¨bereinstimmung der Definitionen
erha¨lt man, wenn man die Verknu¨pfung in der Heisenberg-Gruppe de-
finiert als
((x, y), s)((a, b), t) = ((x+ a, y + b), s+ t− 1
2
(xb− ya))
fu¨r ((x, y), s), ((a, b), t) ∈ H1.
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(c) Ein weiteres Beispiel fu¨r eine (nicht hermitesche) Hypergruppe, die
(∗)-wurzelkompakt ist und keine nichttrivialen kompakten Unterhy-
pergruppen besitzt, ist die Orbital-Hypergruppe GH , wobei G = H1
und
H =
{
FA : A ∈
{(
1 0
0 1
)
,
(
0 −1
1 0
)
,
( −1 0
0 −1
)
,
(
0 1
−1 0
)}}
.
Fu¨r ((x, y), t) ∈ H1 hat der zugeho¨rige Orbit die Gestalt
((x, y), t)H = {((x, y), t), ((−y, x), t), ((−x,−y), t), ((y,−x), t)}.
2.54 (Bemerkungen zu Kapitel 2). In den Funktionalen Grenzwertsa¨tzen
2.7 und 2.12 fu¨r den Fall hermitescher Hypergruppen ergab sich jeweils aus
den Voraussetzungen, dass das Grenzmaß µ unendlich teilbar ist, woraus
dann die eindeutige Einbettbarkeit in eine stetige Faltungshalbgruppe folgte.
Diese Einbettbarkeitsaussage fu¨r unendlich teilbare Wahrscheinlichkeitsmaße
auf hermiteschen Hypergruppen (Proposition 2.6) wurde von M. Voit bewie-
sen und ist ein Teil von Theorem 4.3 in [54]. Ein zweiter Teil des Theorems
beinhaltet eine analoge Aussage, wobei die Voraussetzung, dass die gegebene
Hypergruppe hermitesch ist, ersetzt wird durch die folgende Bedingung: Zu
jedem Charakter χ ∈ supp(piK) existieren ein positiver Charakter χ0 ∈ Kˆ
und ein stetiger Weg χ˜ : [0, 1]→ Kˆ, so dass χ˜(0) = χ0 und χ˜(1) = χ gelten.
Dabei istK eine kommutative Hypergruppe (mit abza¨hlbarer Basis der Topo-
logie). Die beiden mittels Fouriertransformation bewiesenen Aussagen sind
vom reellen Fall u¨bertragen (im zweiten Fall impliziert die Voraussetzung,
dass die Fouriertransformierten von unendlich teilbaren Wahrscheinlichkeits-
maßen nicht verschwinden), und der Beweis liefert zuna¨chst eine rationale,
dann eine reelle Einbettung.
Offen bleibt in dieser Arbeit die Frage nach der Gu¨ltigkeit eines Funktiona-
len Grenzwertsatzes fu¨r (kommutative) Hypergruppen, welche einen schwach
wegzusammenha¨ngenden Dual im Sinne der obigen Definition besitzen.
Mit Hilfe der in Abschnitt 2.2 zum Beweis der Einbettungsaussage fu¨r den
symmetrischen Fall (Satz 2.14) verwendeten funktionalanalytischen Hilfs-
mittel kann bewiesen werden, dass jede symmetrische Faltungshalbgruppe
(µt)t>0 in M1(K) stetig ist, sofern die Existenz eines linken Haarmaßes auf
der Hypergruppe K vorausgesetzt ist. Die Stetigkeit von symmetrischen Fal-
tungshalbgruppen wurde von W.R. Bloom und H. Heyer in [9] (Theorem 6)
fu¨r den Fall gezeigt, dass die gegebene Hypergruppe die Eigenschaft (S) be-
sitzt, was bedeuten soll (vgl. [9] und [10], Definition 5.1.6): Zum einen folgt
fu¨r Netze (xα), (yα) ⊆ K aus der Straffheit von (εyα ∗εxα) die von (εx−α ∗εxα),
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und zum anderen ist (λα ∗ να) genau dann straff, wenn (να ∗ λα) straff ist.
Die Stetigkeit ist ebenfalls gegeben, wenn die Hypergruppe kommutativ ist
(vgl. Proposition 5.2.7 in [10]). In diesem Fall la¨sst sich der Beweis mit Metho-
den der Fouriertransformation unter Anwendung des Le´vyschen Stetigkeits-
satzes fu¨hren, und in der oben erwa¨hnten allgemeinen Situation u¨bernehmen
dann im Beweis wieder Faltungsoperatoren auf L2(K) die Rollen der Fou-
riertransformierten.
Der Funktionale Grenzwertsatz 2.28 fu¨r den symmetrischen Fall wird unter
der Voraussetzung bewiesen, dass die Folge (νn) gegen εe konvergiert. Diese
Eigenschaft wird in Lemma 2.19 benutzt, um die positive Semidefinitheit des
Faltungsoperators Rµ zu beweisen. Es wird hier nicht untersucht, ob sie er-
setzt werden kann durch eine verallgemeinerte Infinitesimalita¨ts-Bedingung,
z.B. die Konvergenz von (νn) gegen das normierte Haarmaß ωH einer kom-
pakten Unterhypergruppe H.
Der Funktionale Grenzwertsatz 2.30 ist vom von K. Telo¨ken behandelten Fall
lokalkompakter Gruppen u¨bertragen. In [51] und [52] wiederum wird S. No-
bels Funktionaler Grenzwertsatz fu¨r gleichgradig wurzelkompakte Gruppen,
die keine nichttrivialen kompakten Untergruppen besitzen (vgl. [44], Satz
1.11), verallgemeinert. In der Situation von Hypergruppen ist die Formu-
lierung somit allgemein gehalten, obwohl in den Anwendungsbeispielen (im
Sinne von Definition 2.38) stark wurzelkompakte Hypergruppen mit {e} als
einziger kompakter Unterhypergruppe betrachtet werden.
In Analogie zum Gruppenfall kann gezeigt werden, dass fu¨r gema¨ß 2.33(a)
wurzelkompakte Hypergruppen jedes unendlich teilbare Wahrscheinlichkeits-
maß µ rational einbettbar ist (vgl. auch Theorem 5.6 in [7]).
Fordert man in der Definition von Orbital-Hypergruppen GH zusa¨tzlich, dass
die inneren Automorphismen von G in H enthalten sind, so ist die Hyper-
gruppe kommutativ und Pontryagin (vgl. [10], S. 541, sowie 2.4.1 fu¨r die
Definition).
Fu¨r Gelfand-Paare (G,H) ist der Doppelnebenklassenraum G//H eine kom-
mutative Hypergruppe. In [22] werden Einbettungssaussagen im Zusammen-
hang mit dem Begriff der Wurzelkompaktheit im Kontext von gewissen Gel-
fand-Paaren gemacht.
Kapitel 3
Der Transfersatz von Gnedenko
Im Fall lokalkompakter Gruppen G ist es mo¨glich, Grenzwertsa¨tze fu¨r ran-
domisierte Produkte
S
(n)
Tn
=
[Tn]∏
k=0
Xn,k,
wobei (Xn,k)n,k≥1 G-wertige (Xn,0 := e) und (Tn)n≥1 R+-wertige Zufallsva-
riablen sind, zu untersuchen. Sind fu¨r jedes n ∈ N (Xn,k : k ≥ 1) unabha¨ngig
und identisch verteilt und daru¨berhinaus (Tn, Xn,k : k ≥ 1) unabha¨ngig,
so besagt eine einfache Version des Transfersatzes von Gnedenko fu¨r lokal-
kompakte Gruppen (vgl. [28], Abschnitt 2.12 III), welche das Analogon zum
klassischen Transfersatz in [21] ist: Die randomisierten Produkte (S
(n)
Tn
) kon-
vergieren in Verteilung gegen den randomisierten Le´vy-Prozess YT , sofern
funktionale Konvergenz
S
(n)
knt
−−−→
n→∞
Yt in Verteilung fu¨r alle t ≥ 0
vorausgesetzt ist, wobei (kn) eine Teilfolge von N ist, (Yt)t≥0 ein Le´vy-Prozess
und T eine R+-wertige Zufallsvariable, so dass T und (Yt)t≥0 unabha¨ngig sind,
und ( 1
kn
Tn) in Verteilung gegen T konvergiert.
Fu¨r Hypergruppen ist die Existenz von randomisierten Irrfahrten und
Le´vy-Prozessen nicht offensichtlich. Bei der U¨bertragung einer entsprechen-
den Aussage in den Kontext von diesen ist daher neben ihrer Formulierung
fu¨r diskrete bzw. stetige Faltungshalbgruppen ein geeignetes wahrscheinlich-
keitstheoretisches Modell anzugeben. Verwendet man Definitionen und Zu-
sammenha¨nge aus den Abschnitten 1.1 und 1.2, so ist Letzteres mo¨glich.
Definition 3.1. Es seien K eine Hypergruppe mit Konkretisierung (M,µ,Φ)
(vgl. Definition 1.2) und (Ω,A, P ) ein Wahrscheinlichkeitsraum. Fu¨r jedes
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n ≥ 1 seien (Xn,k)k≥1 unabha¨ngige und identisch verteilte K-wertige Zufalls-
variablen mit PXn,k = νn, k ≥ 1, und (Λn,k)k≥1 M -wertige (Hilfs-) Zufallsvari-
ablen mit PΛn,k = µ, k ≥ 1, so dass Xn,1,Λn,1, Xn,2,Λn,2, . . . unabha¨ngig sind.
Gema¨ß Definition 1.7 sind dann fu¨r jedes n ∈ N die randomisierten Summen
(S
(n)
l )l≥0 =
(
l∑
k=1
Λ Xn,k
)
l≥0
rekursiv definiert, und aufgrund der identischen Verteilungen der (Xn,k)k≥1
handelt es sich um Irrfahrten (vgl. Definition 1.9). Fu¨r die Verteilungen gilt
P
S
(n)
l
= νln, l ≥ 0
(mit ν0n = εe).
Um Prozesse mit kontinuierlichem Zeitparameter in R+ zu erhalten, definiert
man
S
(n)
t := S
(n)
[t] =
[t]∑
k=1
Λ Xn,k fu¨r t ≥ 0, n ∈ N.
Fu¨r eine Zeiteinheit c > 0 wird (S
(n)
t/c )t≥0 als Prozess randomisierter Summen
bezeichnet und die zugeho¨rigen Verteilungen (ν
[t/c]
n )t≥0 als diskrete Faltungs-
halbgruppe.
Eine Zufallszeit ist eine R+-wertige Zufallsvariable. Fu¨r eine Zufallszeit Tn
ist dann S
(n)
Tn
= S
(n)
[Tn]
definiert und wird Randomisierung der randomisierten
Summen genannt.
Bemerkung 3.2. Es sei an den in Abschnitt 1.2 bewiesenen Zusammen-
hang erinnert: Ist (µt)t≥0 eine {e}-stetige Faltungshalbgruppe in M1(K),
so existiert ein stationa¨rer Zuwachsprozess (Xt)t≥0 mit ca`dla`g-Pfaden mit
ηs,t = µt−s fu¨r s, t ∈ R+ mit s < t (vgl. Definition 1.1) und PXt = µt fu¨r
alle t ≥ 0. Umgekehrt ist fu¨r einen stationa¨ren Zuwachsprozess (Xt)t≥0 mit
ca`dla`g-Pfaden und X0 = e P -fast sicher (PXt)t≥0 eine {e}-stetige Faltungs-
halbgruppe in M1(K) mit PXt−s = ηs,t fu¨r s, t ∈ R+ mit s < t. In Analogie
zum Gruppenfall wird ein solcher Prozess fortan als Le´vy-Prozess bezeichnet.
Bevor nun der Transfersatz von Gnedenko fu¨r Hypergruppen formuliert
und bewiesen wird, erfolgen zuna¨chst einige Vorbereitungen.
Lemma 3.3. Es sei K eine Hypergruppe mit Konkretisierung (M,µ,Φ),
(Xk)k≥1 eine Folge von unabha¨ngigen und identisch verteilten Zufallsvari-
ablen auf (Ω,A, P ) mit PXk = ν ∈M1(K), k ≥ 1, und (Λk)k≥1 eine Folge von
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M-wertigen Zufallsvariablen mit PΛk = µ, k ≥ 1, so dass X1,Λ1, X2,Λ2, . . .
unabha¨ngig sind. Ist T eine Zufallszeit mit ρ = PT ∈ M1(R+) und sind
T,X1,Λ1, X2,Λ2, . . . unabha¨ngig, so gilt fu¨r die Verteilung der Randomisie-
rung ST =
∑[T ]
k=1
Λ Xk
PST =
∫
R+
ν [t] dρ(t) =
∞∑
k=0
ρ([k, k + 1[)νk.
Beweis. Aufgrund der Unabha¨ngigkeit von (T,Xk,Λk : k ≥ 1) und der Kon-
struktion der randomisierten Summen (Sn) (insbesondere S0 = e) sieht man
induktiv ein, dass fu¨r jedes n ≥ 0 Sn und T unabha¨ngig sind. Fu¨r A ∈ B(K)
gilt dann
PST (A) =
∞∑
n=0
P ({ST ∈ A} ∩ {[T ] = n})
=
∞∑
n=0
P ({Sn ∈ A} ∩ {T ∈ [n, n+ 1[})
=
∞∑
n=0
P{Sn ∈ A}P{T ∈ [n, n+ 1[}
=
∞∑
n=0
νn(A) ρ([n, n+ 1[),
und dies liefert die Behauptung.
Lemma 3.4. Es sei K eine Hypergruppe und (Yt)t≥0 ein K-wertiger Le´vy-
Prozess auf (Ω,A, P ) mit zugeho¨riger {e}-stetiger Faltungshalbgruppe (µt)t≥0
⊆ M1(K). T sei eine Zufallszeit mit Verteilung ρ ∈ M1(R+), so dass T
und (Yt)t≥0 unabha¨ngig sind. Dann hat der randomisierte Prozess YT die
Verteilung
PYT =
∫
R+
µt dρ(t).
Bemerkung. Da (Yt)t≥0 insbesondere ca`dla`g-Pfade besitzt, ist YT stets mess-
bar.
Beweis. Fu¨r unabha¨ngige Zufallsvariablen X : Ω→ Ω1 und Y : Ω→ Ω2 und
messbares f : Ω1 × Ω2 → R, so dass f(X, Y ) integrierbar ist, ist E(f(X, Y )|
Y = y) = E(f(X, y)) fu¨r PY -fast alle y ∈ Ω2. Daher erha¨lt man fu¨r A ∈ B(K)
mit f : D(R+)×R+ 3 ((xt)t≥0, s) 7→ 1A(xs) (wobei D(R+) = {f : R+ → K :
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f ist ca`dla`g} ⊆ KR+)
PYT (A) =
∫
E(1{YT∈A}|T ) dP
=
∫
E(f((Yt)t≥0, T )|T ) dP
=
∫
R+
E(f((Yt)t≥0, T )|T = s) dPT (s)
=
∫
R+
E(f((Yt)t≥0, s)) dρ(s)
=
∫
R+
E(1A(Ys)) dρ(s)
=
∫
R+
µs(A) dρ(s).
Bemerkung 3.5. Im Folgenden werden fu¨r ρ ∈ M1(R+), ν ∈ M1(K) und
eine stetige Faltungshalbgruppe (µt)t≥0 in M1(K) die Notationen
νρ :=
∫
R+
ν [t] dρ(t)
sowie
µρ :=
∫
R+
µt dρ(t)
verwendet. In Analogie zum Gruppenfall bezeichnet man im zweiten Fall µρ
als subordiniert zu (µt)t≥0 mit Subordinator ρ.
Aus den Definitionen ergeben sich unmittelbar die Eigenschaften:
Lemma 3.6. (a) Fu¨r jede feste diskrete Faltungshalbgruppe (ν [t])t≥0 (wobei
ν ∈M1(K)) ist die affine Abbildung
M1(Z+) → M1(K)
ρ 7→ νρ
ein Halbgruppen-Homomorphismus bezu¨glich der Faltung in M1(Z+)
bzw. M1(K).
(b) Fu¨r jede stetige Faltungshalbgruppe (µt)t≥0 inM1(K) ist die Subordina-
tions-Abbildung
M1(R+) → M1(K)
ρ 7→ µρ
KAPITEL 3. TRANSFERSATZ VON GNEDENKO 85
affin und stetig (jeweils bezu¨glich der schwachen Topologien) und ein
Halbgruppen-Homomorphismus bezu¨glich der Faltung in M1(R+) bzw.
M1(K).
Analog zum Gruppenfall in [28] (vgl. den Beweis von Theorem 2.12.14,
10.) wird nun zuna¨chst der Transfersatz von Gnedenko in der analytischen
Formulierung bewiesen.
Proposition 3.7. Sei K eine Hypergruppe, (νn)n∈N ⊆ M1(K) und (µt)t≥0
eine {e}-stetige Faltungshalbgruppe in M1(K). Es gelte
ν [knt]n −−−→
n→∞
µt fu¨r alle t ≥ 0,
wobei (kn)n∈N ⊆ N mit kn ↗ ∞. Weiterhin konvergiere fu¨r (ρn)n∈N ⊆
M1(R+) (H1/kn(ρn))n∈N gegen ξ ∈ M1(R+), wobei fu¨r c > 0 Hc die Ho-
mothetie x 7→ cx bezeichne. Dann gilt
(νn)
ρn −−−→
n→∞
µξ.
Beweis. Es wird gezeigt, dass fu¨r eine Folge (δn) ⊆ M1(R+), die gegen ξ ∈
M1(R+) konvergiert,∫
R+
ν [knt]n dδn(t) −−−→
n→∞
∫
R+
µt dξ(t)
gilt. Mit δn = H1/kn(ρn) fu¨r n ∈ N erha¨lt man dann unmittelbar die Behaup-
tung.
Es sei f ∈ Cb(K) beliebig, aber fest gewa¨hlt. Nach Proposition 2.3 ist die
Konvergenz ν
[knt]
n → µt kompakt-gleichma¨ßig in t ≥ 0, und somit konvergie-
ren die Treppenfunktionen
R+ 3 t 7→
∫
f dν [knt]n =: hn(t), n ∈ N, (3.1)
gleichma¨ßig auf kompakten Teilmengen von R+ gegen die stetige und be-
schra¨nkte Funktion
R+ 3 t 7→
∫
f dµt =: h(t) (3.2)
(vgl. Bemerkung 2.2(2)). Ist nun (δn) ⊆M1(R+) mit δn → ξ, so muss also∫
R+
hn dδn −−−→
n→∞
∫
R+
h dξ (3.3)
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nachgewiesen werden.
Wegen∣∣∣∣∫
R+
hn(t) dδn(t)−
∫
R+
h(t) dξ(t)
∣∣∣∣ ≤∫
R+
|hn(t)− h(t)| dδn(t) +
∣∣∣∣∫
R+
h(t) dδn(t)−
∫
R+
h(t) dξ(t)
∣∣∣∣
fu¨r n ∈ N und h ∈ Cb(R+) erha¨lt man (3.3) aus∫
R+
|hn(t)− h(t)| dδn(t) −−−→
n→∞
0, (3.4)
und Letzteres sieht man wie folgt ein:
Aus den Definitionen von (hn) und h folgt die Existenz einer Konstanten
M > 0, so dass ‖hn − h‖∞ ≤ M fu¨r alle n ∈ N erfu¨llt ist. Ist ε > 0
vorgegeben, so kann einerseits aufgrund der gleichma¨ßigen Straffheit von (δn)
eine kompakte Menge C ⊆ R+ gewa¨hlt werden mit δn(Cc) ≤ ε2M fu¨r alle
n ∈ N und andererseits ein n0 ∈ N, so dass supt∈C |hn(t)− h(t)| ≤ ε2 fu¨r alle
n ≥ n0. Die fu¨r n ≥ n0 gu¨ltige Abscha¨tzung∫
R+
|hn(t)− h(t)| dδn(t) =∫
C
|hn(t)− h(t)| dδn(t) +
∫
Cc
|hn(t)− h(t)| dδn(t) ≤
ε
2
+M
ε
2M
= ε
liefert (3.4).
Nach diesen Vorbereitungen ist es nun mo¨glich, den Transfersatz von
Gnedenko fu¨r lokalkompakte Gruppen (vgl. [28], Theorem 2.12.14) auf Hy-
pergruppen zu u¨bertragen.
Satz 3.8 (Transfersatz von Gnedenko). Es sei K eine Hypergruppe mit
Konkretisierung (M,µ,Φ). Fu¨r jedes n ≥ 1 seien (Xn,k)k≥1 unabha¨ngige
und identisch verteilte K-wertige Zufallsvariablen mit PXn,k = νn, k ≥ 1,
und (Λn,k)k≥1 M-wertige Zufallsvariablen mit PΛn,k = µ, k ≥ 1, so dass
Xn,1,Λn,1, Xn,2,Λn,2, . . . unabha¨ngig sind. Fu¨r eine Folge (kn)n∈N ⊆ N, kn ↗
∞, gelte
S
(n)
knt
−−−→
n→∞
µt in Verteilung fu¨r alle t ≥ 0,
wobei S
(n)
knt
=
∑[knt]
k=1
Λ Xn,k und (µt)t≥0 eine {e}-stetige Faltungshalbgruppe
in M1(K) ist. (Tn)n∈N sei eine Folge von Z+-wertigen Zufallszeiten, so dass
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fu¨r jedes n ∈ N (Tn, Xn,k,Λn,k : k ≥ 1) unabha¨ngig sind. ρn := PTn, n ∈ N,
seien die zugeho¨rigen Verteilungen. Weiterhin sei (ln)n∈N ⊆ N eine Folge mit
ln ↗ ∞, und es gelte 1lnTn −−−→n→∞ ξ ∈ M
1(R+) in Verteilung. Dabei stehen
die Folgen (kn) und (ln) in der Beziehung limn→∞ lnkn = c ≥ 0.
(a) Es sei (Yt)t≥0 ein Le´vy-Prozess, so dass fu¨r jedes t ≥ 0 Yt die Vertei-
lung µt besitzt, und T eine Zufallszeit mit Verteilung ξ, so dass T und
(Yt)t≥0 unabha¨ngig sind.
Dann konvergieren die Verteilungen ((νn)
ρn) der Randomisierungen
(S
(n)
Tn
) =
(∑Tn
k=1
Λ Xn,k
)
der randomisierten Summen gegen die Ver-
teilung µHc(ξ) des randomisierten Prozesses YcT .
(b) Es sei vorausgesetzt, dass die Zufallszeiten (Tn) zusa¨tzlich erfu¨llen:
Die (Tn) seien darstellbar als Summen unabha¨ngiger, identisch ver-
teilter Zufallsvariablen, d.h. es existieren Z+-wertige Zufallsvariablen
(Kn,k)n,k≥1, so dass fu¨r jedes n ≥ 1 (Kn,k)k≥1 unabha¨ngig und iden-
tisch verteilt sind mit PKn,k = κn, und Tn besitzt die Darstellung Tn =∑mn
k=0 Kn,k (Kn,0 := 0) fu¨r eine Folge (mn)n∈N ⊆ N, mn ↗∞.
Mit ρn,r := κ
[mnr]
n fu¨r n ∈ N und r ≥ 0 bilden dann die ((νn)ρn,r)r≥0
eine Folge von diskreten Faltungshalbgruppen, und es gilt
(νn)
ρn,r −−−→
n→∞
µHc(ξr)
kompakt-gleichma¨ßig in r ≥ 0, wobei (ξr)r≥0 die eindeutig bestimmte
stetige Faltungshalbgruppe in M1(R+) ist mit ξ1 = ξ. Definiert man
fu¨r n ∈ N und r ≥ 0 Tn,r :=
∑[mnr]
k=0 Kn,k und sind fu¨r jedes n ∈ N
und r ≥ 0 Tn,r, Xn,1,Λn,1, Xn,2,Λn,2, . . . unabha¨ngig, so konvergieren
also die Verteilungen der Randomisierungen (S
(n)
Tn,r
)r≥0 schwach gegen
die Verteilungen eines subordinierten Prozesses (YcTr)r≥0, und die Kon-
vergenz ist gleichma¨ßig auf kompakten Teilmengen von R+. Dabei sind
(Yt)t≥0 und (Tr)r≥0 Le´vy-Prozesse auf K bzw. auf R+ mit zugeho¨ri-
gen stetigen Faltungshalbgruppen (µt)t≥0 bzw. (ξr)r≥0, so dass fu¨r jedes
r ≥ 0 Tr und (Yt)t≥0 unabha¨ngig sind.
Beweis. (a) Wegen P
S
(n)
knt
= ν
[knt]
n gilt
ν [knt]n −−−→
n→∞
µt fu¨r alle t ≥ 0.
Da P 1
ln
Tn
= H1/ln(ρn), gilt also nach Voraussetzung H1/ln(ρn) → ξ. Dies
impliziert aufgrund von H1/kn(ρn) = Hln/kn(H1/ln(ρn)) und limn→∞
ln
kn
= c
H1/kn(ρn) −−−→
n→∞
Hc(ξ).
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(Dazu verwendet man die Hilfsaussage: Fu¨r (λn) ⊆ M1(R+) mit λn → λ ∈
M1(R+) und (cn) ⊆ R+ mit limn→∞ cn = c gilt Hcn(λn)→ Hc(λ).)
Anwendung von Proposition 3.7 liefert
(νn)
ρn −−−→
n→∞
µHc(ξ).
Die von (Yt)t≥0 unabha¨ngige Zufallszeit cT besitzt die Verteilung Hc(ξ), so-
mit gilt fu¨r den randomisierten Prozess YcT nach Lemma 3.4 PYcT = µHc(ξ).
(b) Fu¨r n ∈ N gilt dann also ρn = PTn = κmnn . Es folgt H1/ln(ρn) =
(H1/ln(κn))
mn und somit nach Voraussetzung
(H1/ln(κn))
mn −−−→
n→∞
ξ.
Folglich ist ξ unendlich teilbar und eindeutig einbettbar in eine stetige Fal-
tungshalbgruppe (ξr)r≥0 ⊆M1(R+), und es gilt
H1/ln(ρn,r) = (H1/ln(κn))
[mnr] −−−→
n→∞
ξr (3.5)
gleichma¨ßig auf kompakten Teilmengen von R+ (vgl. [28], Lemma 1.6.1).
Wendet man nun die (analytische) Aussage aus (a) fu¨r ein festes r ≥ 0 an,
so erha¨lt man
(νn)
ρn,r −−−→
n→∞
µHc(ξr). (3.6)
Wegen Lemma 3.6(a) gilt
(νn)
ρn,r = ((νn)
κn)[mnr],
daher ist fu¨r n ∈ N ((νn)ρn,r)r≥0 eine diskrete Faltungshalbgruppe inM1(K).
Nach Lemma 3.6(b) ist (µHc(ξr))r≥0 eine ({e}-) stetige Faltungshalbgruppe in
M1(K), und folglich ist die Konvergenz in (3.6) gleichma¨ßig auf kompakten
Teilmengen von R+ (Proposition 2.3). Nach den Voraussetzungen u¨ber die
Unabha¨ngigkeit hat fu¨r n ∈ N und r ≥ 0 S(n)Tn,r die Verteilung (νn)ρn,r sowie
YcTr fu¨r r ≥ 0 die Verteilung µHc(ξr) (vgl. Lemma 3.3 und 3.4).
Bemerkung 3.9. Im Fall lokalkompakter Gruppen gilt: Ist (Yt)t≥0 ein Le´vy-
Prozess mit zugeho¨riger stetiger Faltungshalbgruppe (µt)t≥0 ⊆ M1(G) und
(Tr)r≥0 ein Le´vy-Prozess auf R+ mit stetiger Faltungshalbgruppe (ξr)r≥0, so
ist, falls (Tr)r≥0 und (Yt)t≥0 unabha¨ngig sind, der Prozess (YTr)r≥0 wieder ein
Le´vy-Prozess (mit stetiger Faltungshalbgruppe (µξr)r≥0) (vgl. [28], Beweis
von Theorem 2.12.14, 8.).
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Wie die folgende Proposition zeigt, besitzt eine analoge Aussage auch im
Fall von Hypergruppen Gu¨ltigkeit.
Proposition 3.10. Es sei K eine Hypergruppe und (Yt)t≥0 ein Le´vy-Prozess
auf K mit zugeho¨riger {e}-stetiger Faltungshalbgruppe (µt)t≥0 ⊆M1(K). Ist
(Tr)r≥0 ein Le´vy-Prozess auf R+ mit stetiger Faltungshalbgruppe (ξr)r≥0 ⊆
M1(R+), so dass (Tr)r≥0 und (Yt)t≥0 unabha¨ngig sind, so ist der Prozess
(YTt)t≥0 ein Le´vy-Prozess auf K (mit zugeho¨riger stetiger Faltungshalbgruppe
(µξt)t≥0).
Beweis. Es wird gezeigt, dass (YTt)t≥0 ein stationa¨rer Zuwachsprozess ist. Die
ca`dla`g-Eigenschaft ergibt sich unmittelbar aus der der Prozesse (Yt)t≥0 und
(Tr)r≥0, wobei zu beachten ist, dass die Pfade des Prozesses (Tr)r≥0 monoton
wachsend sind.
Es seien s, t ∈ R+ mit s < t. Nachgewiesen wird nun zuna¨chst
P{YTt ∈ A|YTs} = (µξt−s ∗ εYTs )(A) P -f.s.
fu¨r alle A ∈ B(K). Seien dazu A,B ∈ B(K). Dann gilt∫
1{YTs∈B}1{YTt∈A} dP
= E(E(1B×A(YTs , YTt)| (Ts, Tt)))
=
∫
E(1B×A(YTs , YTt)| (Ts, Tt) = (a, b)) dP(Ts,Tt)(a, b)
=
∫
E(1B×A(Ya, Yb)) dP(Ts,Tt)(a, b)
=
∫ ∫
1{Ya∈B}1{Yb∈A} dP dP(Ts,Tt)(a, b)
=
∫ ∫
1B(Ya)(µb−a ∗ εYa)(A) dP dP(Ts,Tt)(a, b)
=
∫ ∫
1B(Ya)(µb ∗ εYa)(A) dP(Ts,Tt−Ts)(a, b) dP
=
∫ ∫ ∫
1B(x)(µb ∗ εx)(A) dµa(x) dξs(a) dξt−s(b)
=
∫ ∫
1B(x)(µb ∗ εx)(A) dµξs(x) dξt−s(b)
=
∫
1B(x)
∫
(µb ∗ εx)(A) dξt−s(b) dPYTs (x)
=
∫
1B(x)(µξt−s ∗ εx)(A) dPYTs (x)
=
∫
1{YTs∈B}(µξt−s ∗ εYTs )(A) dP
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aufgrund der Unabha¨ngigkeit von (Yr)r≥0 und (Ts, Tt), der Tatsache, dass fu¨r
a ≤ b
P{Yb ∈ A|Ya} = (µb−a ∗ εYa)(A) P -f.s.
gilt, und der Unabha¨ngigkeit von Ts und Tt − Ts.
Fu¨r Zeitpunkte 0 ≤ s1 < · · · < sn < t und A ∈ B(K) gilt, da die Pfade von
(Tr)r≥0 monoton wachsend sind und
P{Ya ∈ A|Ya1 , . . . , Yan} = P{Ya ∈ A|Yan} P -f.s.
fu¨r Zeitpunkte 0 ≤ a1 < · · · < an < a erfu¨llt ist,
P{YTt ∈ A|YTs1 , . . . , YTsn} = P{YTt ∈ A|YTsn} P -f.s.,
und somit ist (YTt)t≥0 ein stationa¨rer Zuwachsprozess.
Grundlegend fu¨r den Beweis der analytischen Aussage in Proposition 3.7
war die kompakt-gleichma¨ßige Konvergenz ν
[knt]
n → µt in t ≥ 0. In der Situa-
tion des Funktionalen Grenzwertsatzes 2.30 erha¨lt man im Allgemeinen nur
kompakt-gleichma¨ßige Konvergenz in t > 0. Daher wird nun abschließend in
diesem Kapitel der Fragestellung nachgegangen, ob sich - unter Zusatzvoraus-
setzungen - ein Transfersatz beweisen la¨sst, bei dem funktionale Konvergenz
ν
[knt]
n → µt fu¨r alle t > 0 vorausgesetzt ist.
Durch Projektion auf die Doppelnebenklassen-Hypergruppe und dortige An-
wendung des Transfersatzes kann zuna¨chst gezeigt werden:
Korollar 3.11. Es sei K eine Hypergruppe, (νn)n∈N ⊆M1(K), (µt)t≥0 eine
H-stetige Faltungshalbgruppe in M1(K), und es gelte ωH ∗ νn = νn ∗ ωH fu¨r
alle n ∈ N. Fu¨r eine Folge (kn)n∈N ⊆ N mit kn ↗ ∞ sei ν [knt]n −−−→
n→∞
µt
fu¨r alle t > 0 erfu¨llt. Weiter sei (ρn)n∈N ⊆ M1(Z+) eine Folge, so dass
(H1/kn(ρn))n∈N gegen ξ ∈M1(R+) konvergiert. Dann folgt ωH ∗ (νn)ρn −−−→
n→∞
µξ.
Beweis. Es seien pH : M1H(K) → M1(K//H) und p∗H : M1(K//H) →
M1H(K) wie im Beweis von Proposition 2.4. Analog zur dortigen Vorge-
hensweise setzt man fu¨r n ∈ N νn,H := ωH ∗ νn ∗ ωH = ωH ∗ νn, defi-
niert dann (ν˜n)n∈N ⊆ M1(K//H) und die {e}-stetige Faltungshalbgruppe
(µ˜t)t≥0 ⊆M1(K//H) durch ν˜n := pH(νn,H) fu¨r n ∈ N bzw. µ˜t := pH(µt) fu¨r
t ≥ 0 und folgert
ν˜ [knt]n −−−→
n→∞
µ˜t kompakt-gleichma¨ßig in t ≥ 0.
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Anwendung von Proposition 3.7 liefert dann
(ν˜n)
ρn =
∞∑
k=0
(ν˜n)
k ρn({k}) −−−→
n→∞
∫
R+
µ˜t dξ(t) = µ˜ξ
in der Hypergruppe K//H. Dies impliziert aber
p∗H((ν˜n)
ρn) −−−→
n→∞
p∗H(µ˜ξ)
in M1(K), und wegen p∗H(µ˜ξ) = µξ und
p∗H((ν˜n)
ρn) = ωH ρn({0}) +
∞∑
k=1
(νn,H)
k ρn({k})
= ωH ∗
∞∑
k=0
νkn ρn({k})
= ωH ∗ (νn)ρn
folgt die Behauptung.
Setzt man kompakt-gleichma¨ßige Konvergenz ν
[knt]
n → µt in t > 0 voraus
und fordert fu¨r das Grenzmaß ξ ∈ M1(R+) ξ(]0,∞[) = 1, so la¨sst sich der
folgende Transfersatz beweisen.
Proposition 3.12. Sei K eine Hypergruppe, (νn)n∈N ⊆M1(K) und (µt)t≥0
eine H-stetige Faltungshalbgruppe in M1(K). Es gelte
ν [knt]n −−−→
n→∞
µt kompakt-gleichma¨ßig in t > 0, (3.7)
wobei (kn)n∈N ⊆ N eine Folge mit kn ↗ ∞ sei. Fu¨r (ρn)n∈N ⊆ M1(R+)
konvergiere (H1/kn(ρn))n∈N gegen ξ ∈ M1(R+), und es gelte ξ(]0,∞[) = 1.
Dann folgt
(νn)
ρn −−−→
n→∞
µξ.
Beweis. Wie im Beweis von Proposition 3.7 wird gezeigt, dass fu¨r eine Folge
(δn) ⊆M1(R+), die gegen ξ ∈M1(R+) konvergiert,∫
R+
ν [knt]n dδn(t) −−−→
n→∞
∫
R+
µt dξ(t)
gilt. Dabei erfu¨llt das Grenzmaß ξ hier ξ(]0,∞[) = 1.
Ist f ∈ Cb(K) beliebig und definiert man dazu die Treppenfunktionen (hn)
KAPITEL 3. TRANSFERSATZ VON GNEDENKO 92
und die stetige und beschra¨nkte Funktion h wie in (3.1) und (3.2), so muss
also (vgl. den Beweis von Proposition 3.7)∫
R+
|hn(t)− h(t)| dδn(t) −−−→
n→∞
0 (3.8)
nachgewiesen werden.
Zu vorgegebenem ε > 0 existieren ein δ > 0 und ein n1 ∈ N, so dass
δn([0, δ[) ≤ ε
3M
fu¨r alle n ≥ n1
gilt, wobei M > 0 mit ‖hn − h‖∞ ≤ M fu¨r alle n ∈ N. Aufgrund der
Voraussetzung ξ({0}) = 0 gibt es na¨mlich zu ε′ > 0 zuna¨chst ein δ > 0 mit
ξ([0, δ]) < ε′ und dann wegen δn → ξ ein n1 ∈ N, so dass δn([0, δ]) < ε′
fu¨r alle n ≥ n1 erfu¨llt ist. Da (δn) gleichma¨ßig straff ist, kann weiterhin ein
C > δ gewa¨hlt werden mit
δn(]C,∞[) ≤ ε
3M
fu¨r alle n ∈ N.
Nun folgt aus der Voraussetzung (3.7) die gleichma¨ßige Konvergenz von (hn)
gegen h auf kompakten Teilmengen von ]0,∞[ (vgl. Bemerkung 2.2) und
somit die Existenz von n2 ∈ N, so dass
sup
t∈[δ,C]
|hn(t)− h(t)| ≤ ε
3
fu¨r alle n ≥ n2
gilt. Die fu¨r n ≥ max(n1, n2) gu¨ltige Abscha¨tzung∫
R+
|hn(t)− h(t)| dδn(t) =∫
[0,δ[
|hn(t)− h(t)| dδn(t) +
∫
[δ,C]
|hn(t)− h(t)| dδn(t) +∫
]C,∞[
|hn(t)− h(t)| dδn(t) ≤
M
ε
3M
+
ε
3
+M
ε
3M
= ε
liefert (3.8).
3.13 (Bemerkungen zu Kapitel 3). Der Transfersatz fu¨r den klassischen
Fall reeller Zufallsvariablen wird in den Arbeiten [19], [20] und [21] von B.V.
Gnedenko behandelt. Seine Verallgemeinerung auf den Fall lokalkompakter
Gruppen, welche hier auf die Situation von Hypergruppen u¨bertragen ist,
wurde von W. Hazod in [26] bewiesen.
Kapitel 4
Geometrische Faltungen und
Exponential-Mischungen
Im vorigen Kapitel wurden fu¨r ν ∈ M1(K) und ρ ∈ M1(Z+) bzw. eine
stetige Faltungshalbgruppe (µt)t≥0 in M1(K) und ξ ∈ M1(R+) die Wahr-
scheinlichkeitsmaße
νρ =
∞∑
k=0
νkρ({k}) bzw.
µξ =
∫
R+
µt dξ(t)
in M1(K) definiert, welche als Verteilungen der entsprechenden Randomi-
sierungen auftraten. Es werden nun auf Grundlage des Falls lokalkompakter
Gruppen in [27] und [28], Abschnitt 2.13 III, Charakterisierungen von und
Zusammenha¨nge zwischen geometrischen Faltungen νρ, bei denen ρ eine geo-
metrische Verteilung auf Z+ ist, und Exponential-Mischungen µξ, bei denen
als ξ die Exponential-Verteilung auf R+ gewa¨hlt wird, untersucht.
Notationen 4.1. (a) Fu¨r 0 < p < 1 seien
η(p) :=
∞∑
k=0
p(1− p)kεk
und
ξ(p) :=
∞∑
k=0
p(1− p)kεk+1
geometrische Verteilungen in M1(Z+).
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(b) Fu¨r α > 0 sei E(α) die Exponential-Verteilung mit Lebesgue-Dichte
eα(x) := αe
−αx 1[0,∞[(x) in M1(R+) und E := E(1).
(c) Fu¨r λ > 0 bezeichne
pi(λ) :=
∞∑
k=0
e−λ
λk
k!
εk
die Poisson-Verteilung mit Parameter λ in M1(Z+).
Analog zum Gruppenfall definiert man:
Definition 4.2. Es sei K eine Hypergruppe und λ ∈M1(K).
(a) λ heißt geometrische Faltung, falls λ darstellbar ist als λ = νξ(p), wobei
ν ∈M1(K) und 0 < p < 1.
(b) λ heißt Exponential-Mischung, falls λ = µE gilt mit einer stetigen Fal-
tungshalbgruppe (µt)t≥0 in M1(K).
(c) λ heißt geometrisch unendlich teilbar, falls zu jedem p ∈]0, 1[ ein ν(p) ∈
M1(K) existiert, so dass λ = νξ(p)(p) gilt.
Fu¨r geometrische Faltungen erha¨lt man zuna¨chst die folgende Charakte-
risierung.
Proposition 4.3. Es sei K eine Hypergruppe und λ ∈M1(K). Dann erfu¨llt
λ genau dann die Gleichung
λ = cρ+ (1− c)λ ∗ ρ = (cεe + (1− c)λ) ∗ ρ (4.1)
fu¨r ein ρ ∈M1(K) und 0 < c < 1, wenn λ als geometrische Faltung λ = ρξ(c)
dargestellt werden kann.
Beweis. Da (Mb(K),+, ∗) eine Banachalgebra mit Einselement εe ist, la¨sst
sich der Beweis mit Hilfe der Neumannschen Reihe analog zum Gruppenfall
in [28], Proposition 2.13.9, fu¨hren (vgl. dort auch die vorangehende Bemer-
kung).
Die geometrisch unendliche Teilbarkeit kann damit wie folgt charakteri-
siert werden.
Korollar 4.4. Es sei K eine Hypergruppe und λ ∈M1(K). λ ist geometrisch
unendlich teilbar, d.h. zu jedem 0 < c < 1 existiert ein ρ(c) ∈ M1(K), so
dass λ = ρ
ξ(c)
(c) gilt, genau dann, wenn λ die Gleichung
λ = cρ(c) + (1− c)λ ∗ ρ(c) fu¨r alle 0 < c < 1
erfu¨llt.
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Bemerkung 4.5. Im Kontext lokalkompakter Gruppen G ko¨nnen Wahr-
scheinlichkeitsmaße ρ, λ ∈ M1(G), die darstellbar sind als Konvexkombina-
tionen (4.1), wie folgt u¨ber ein wahrscheinlichkeitstheoretisches Modell er-
zeugt werden (Zolotarev-Problem, vgl. [28], Abschnitt 2.13 III):
Es sei X eine G-wertige Zufallsvariable und A eine Menge mit Wahrschein-
lichkeit c. Die Zufallsvariablen Y und Z seien definiert durch Y (ω) := e
fu¨r ω ∈ A bzw. Y (ω) := X(ω) fu¨r ω ∈ Ac und Z := Y −1X. Falls A so
gewa¨hlt werden kann, dass zum einen X und A und zum anderen Y und Z
unabha¨ngig sind, so gilt zuna¨chst
ν = cεe + (1− c)λ
und dann (4.1), wenn dabei λ, ν und ρ die Verteilungen von X, Y und Z
bezeichnen.
In der Situation von Hypergruppen ergibt sich das Problem der Definition
von Z. Verwendet man randomisierte Summen, so muss Z so festgelegt sein,
dass X = Y
Λ
+ Z gilt, um den gewu¨nschten Zusammenhang der Verteilun-
gen zu erhalten. Fu¨r Spezialfa¨lle ist es mo¨glich, bezu¨glich einer gegebenen
Konkretisierung (M,µ,Φ) der Hypergruppe eine Zufallsvariable Z, die die
Beziehung Φ(Y, Z,Λ) = X erfu¨llt, durch X, Y und Λ zu definieren. Dabei ist
Λ eine Hilfszufallsvariable mit Verteilung µ.
Beispiele sind die Bessel-Kingman-Hypergruppen. Eine Konkretisierung der
Bessel-Kingman-Hypergruppe K = R+ mit Parameter α > −12 ist gegeben
durch das Tripel (M,µ,Φ), wobei M := [−1, 1], µ := gλ|[−1,1] mit
g(z) :=
Γ(α + 1)
Γ(α + 1/2)
√
pi
(1− z2)α− 12 fu¨r z ∈]− 1, 1[
(g(1) = g(−1) = 0) und
Φ : R+ × R+ × [−1, 1] → R+
Φ(x, y, λ) := (x2 + y2 − 2λxy) 12
(vgl. [10], Beispiele 7.1.2).
Analog zum Gruppenfall gilt fu¨r eine R+-wertige ZufallsvariableX, eine Men-
ge A mit Wahrscheinlichkeit c und Y := X · 1Ac zuna¨chst
ν = cε0 + (1− c)λ,
sofern X und A unabha¨ngig sind (mit den Verteilungen λ und ν von X bzw.
Y ). Definiert man dann Z durch
Z := ΛY +
√
Λ2Y 2 +X2 − Y 2
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(wobei Λ eine Hilfszufallsvariable mit Werten in [−1, 1] und Verteilung µ ist),
so ist Z eine R+-wertige Zufallsvariable, welche
Φ(Y, Z,Λ) = X
erfu¨llt. Im Falle der Unabha¨ngigkeit von Y, Z und Λ ergibt sich die Beziehung
λ = (cε0 + (1− c)λ) ∗ ρ
mit der Verteilung ρ von Z.
In Anlehnung an den Fall lokalkompakter Gruppen in [27] (vgl. Theorem
3.4) und [28] (vgl. Theorem 2.13.12) ist es nun das Ziel, Zusammenha¨nge
zwischen den folgenden Aussagen herzustellen:
(1) λ ist geometrisch unendlich teilbar.
(2) λ erfu¨llt die Beziehung λ = cρ(c) + (1 − c)λ ∗ ρ(c) fu¨r alle 0 < c < 1,
wobei fu¨r jedes c ρ(c) ∈M1(K) ist.
(3) λ ist eine Exponential-Mischung λ = µE fu¨r eine stetige Faltungshalb-
gruppe (µt)t≥0 ⊆M1(K).
Dabei sei K zuna¨chst eine beliebige Hypergruppe und λ ∈M1(K).
Nach Korollar 4.4 sind die Aussagen (1) und (2) a¨quivalent. Die Implika-
tion (3)⇒ (2) erha¨lt man unmittelbar aus dem folgenden Lemma.
Lemma 4.6. Es sei K eine Hypergruppe, und fu¨r λ ∈M1(K) gelte λ = µE
mit einer stetigen Faltungshalbgruppe (µt)t≥0 ⊆ M1(K). Dann gilt fu¨r alle
0 < c < 1
λ = cµE(1/c) + (1− c)λ ∗ µE(1/c).
Beweis. Die Behauptung folgt wegen
E(1) = cE(1/c) + (1− c)E(1) ∗ E(1/c)
fu¨r 0 < c < 1 aus den Eigenschaften der Subordinations-AbbildungM1(R+) 3
ρ 7→ µρ (vgl. Lemma 3.6(b)).
Fu¨r lokalkompakte Gruppen wird in [27] und [28] der Beweis der Implika-
tion (2)⇒ (3) nur fu¨r den Fall gefu¨hrt, dass die Gruppe keine nichttrivialen
kompakten Untergruppen besitzt. Er gliedert sich dabei zuna¨chst in zwei
Schritte:
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1. Aussage (2) impliziert, dass λ Grenzwert einer Folge von Exponential-
Mischungen (µ
(cn)
E )n∈N mit ({e}-) stetigen Faltungshalbgruppen (µ(cn)t )t≥0
ist.
2. λ ist dann selbst Exponential-Mischung.
In Schritt 2 werden dabei Schlu¨sse u¨ber Resolventen der Kontraktions-
halbgruppen der Klasse (C0) der zugeho¨rigen Faltungsoperatoren verwendet,
wobei die Faltungsoperatoren als Operatoren auf L2(K) betrachtet werden
(vgl. Proposition 0.15). Setzt man voraus, dass {e} einzige kompakte Un-
terhypergruppe von K ist, so lassen sich die Beweismethoden u¨bertragen, so-
fern die Existenz eines linken Haarmaßes gefordert wird. Daru¨berhinaus wird
es sich zeigen, dass es durch U¨bergang zur Doppelnebenklassen-Hypergruppe
K//H, wobei H = {x ∈ K : εx ∗ λ = λ ∗ εx = λ}, und anschließende
Ru¨ckfu¨hrung mo¨glich ist, auf die Voraussetzung, dass K keine nichttrivialen
kompakten Unterhypergruppen besitzt, zu verzichten.
Daher wird beim nun folgenden Nachweis des Schritt 1 entsprechenden Zu-
sammenhangs fu¨r Hypergruppen direkt der allgemeine Fall behandelt und
gezeigt, dass (2) impliziert, dass λ Grenzwert einer Folge (µ
(cn)
E )n∈N von
Exponential-Mischungen mit H-stetigen Faltungshalbgruppen (µ
(cn)
t )t≥0 in
M1(K) ist.
Definition 4.7. Es sei H eine kompakte Unterhypergruppe einer Hyper-
gruppe K. Fu¨r ρ ∈M1(K) und p ∈]0, 1[ sei
ρη(p),H := pωH +
∞∑
k=1
p(1− p)kρk.
Lemma 4.8. Es sei H eine kompakte Unterhypergruppe einer Hypergruppe
K, ρ ∈ M1(K) und p ∈]0, 1[. Es gelte ωH ∗ ρ = ρ ∗ ωH = ρ. Dann ist
λ = ρη(p),H darstellbar als Exponential-Mischung λ = µE, wobei (µt)t≥0 eine
H-stetige Faltungshalbgruppe in M1(K) ist.
Beweis. Mit α := 1−p
p
setze
µt := e
−αtωH +
∞∑
k=1
e−αt
αktk
k!
ρk fu¨r t > 0
und µ0 := ωH . Dann ist (µt)t≥0 eineH-stetige Faltungshalbgruppe inM1(K),
und es gilt ρη(p),H = µE, wie eine einfache Rechnung zeigt.
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Proposition 4.9. Es sei K eine Hypergruppe und λ ∈M1(K). λ erfu¨lle die
Beziehung
λ = cρ(c) + (1− c)λ ∗ ρ(c) fu¨r alle 0 < c < 1 (4.2)
mit ρ(c) ∈M1(K) fu¨r jedes c. Dann ist λ Grenzwert einer Folge (λ(cn))n∈N ⊆
M1(K), wobei fu¨r jedes n ∈ N λ(cn) = µ(cn)E Exponential-Mischung mit einer
H-stetigen Faltungshalbgruppe (µ
(cn)
t )t≥0 in M1(K) ist. Dabei ist H := {x ∈
K : εx ∗ λ = λ ∗ εx = λ}.
Beweis. Es sei (cn) ⊆]0, 1[ eine Folge mit limn→∞ cn = 0. (4.2) impliziert
λ ∗ ρ(cn) +
cn
1− cn ρ(cn) =
1
1− cn λ fu¨r alle n ∈ N,
und dies liefert
λ ∗ ρ(cn) −−−→
n→∞
λ. (4.3)
Fu¨r den Fall, dass K keine nichttrivialen kompakten Unterhypergruppen
besitzt, sieht man die Behauptung dann wie folgt ein (vgl. den Beweis von
Theorem 2.13.12 in [28], Schritt 1 und Schritt 2, fu¨r den Gruppenfall):
• Aus (4.3) folgt, dass ρ = εe einziger Ha¨ufungspunkt der relativ kom-
pakten Folge (ρ(cn)) ist (mit dem Theorem u¨ber Shift-Kompaktheit,
vgl. [9], Theorem 1, oder [10], Theorem 5.1.4, und der Voraussetzung),
also gilt ρ(cn) → εe.
• Wegen λ = ρξ(cn)(cn) (nach Proposition 4.3) und ρ
ξ(cn)
(cn)
= ρ(cn) ∗ ρη(cn)(cn) fu¨r
alle n ∈ N erha¨lt man dann ρη(cn)(cn) → λ.
• Lemma 4.8 (mit H = {e}) liefert die Behauptung.
Fu¨r den allgemeinen Fall lassen sich die Schritte auf folgende Weise u¨bertra-
gen:
• Setzt man ρ(cn),H := ωH ∗ ρ(cn) ∗ ωH fu¨r n ∈ N, so erha¨lt man wegen
ωH ∗ λ = λ ∗ ωH = λ und ρ(cn) ∗ λ = λ ∗ ρ(cn) fu¨r alle n ∈ N (beachte
λ = ρ
ξ(cn)
(cn)
) aus (4.3)
ρ(cn),H ∗ λ = λ ∗ ρ(cn),H −−−→
n→∞
λ.
Fu¨r einen Ha¨ufungspunkt ρ der nach dem Theorem u¨ber Shift-Kompakt-
heit relativ kompakten Folge (ρ(cn),H) folgt dann ωH ∗ ρ = ρ ∗ ωH = ρ
sowie supp(ρ) ⊆ H aufgrund von ρ∗λ = λ∗ρ = λ. Dies liefert ρ = ωH ,
also gilt
ρ(cn),H −−−→
n→∞
ωH .
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• Faltet man (4.2) (wobei c = cn) von rechts und links mit ωH , so folgt
zuna¨chst
λ = cnρ(cn),H + (1− cn)λ ∗ ρ(cn),H
und dann mit Proposition 4.3
λ = (ρ(cn),H)
ξ(cn) fu¨r alle n ∈ N.
Wegen
(ρ(cn),H)
ξ(cn) = ρ(cn),H ∗ (ρ(cn),H)η(cn),H
(beachte Definition 4.7) gilt also
λ = ρ(cn),H ∗ (ρ(cn),H)η(cn),H fu¨r alle n ∈ N.
Fu¨r einen Ha¨ufungspunkt δ von ((ρ(cn),H)
η(cn),H) sind ωH ∗ δ = δ sowie
ωH ∗ δ = λ erfu¨llt, somit folgt
(ρ(cn),H)
η(cn),H −−−→
n→∞
λ.
• Lemma 4.8 liefert die Behauptung.
Die zu Schritt 2 analoge Aussage fu¨r Hypergruppen wird zuna¨chst fu¨r den
Fall formuliert und bewiesen, dass {e} einzige kompakte Unterhypergruppe
ist. Wie bereits erwa¨hnt, ist es mo¨glich, die Beweisstruktur aus [28] (vgl. den
Beweis der Implikation (b)⇒ (c), Schritt 3-5, in Theorem 2.13.12) zu u¨ber-
nehmen, wenn zusa¨tzlich die Existenz eines linken Haarmaßes vorausgesetzt
wird.
Proposition 4.10. Es sei K eine Hypergruppe mit linkem Haarmaß ωK. K
besitze keine nichttrivialen kompakten Unterhypergruppen. Es gelte λn −−−→
n→∞
λ ∈M1(K), wobei fu¨r jedes n ∈ N λn = µ(n)E Exponential-Mischung mit der
({e}-) stetigen Faltungshalbgruppe (µ(n)t )t≥0 ⊆ M1(K) ist. Dann existiert
eine stetige Faltungshalbgruppe (µt)t≥0 in M1(K), so dass λ = µE gilt.
Der Beweis der Proposition erfolgt in mehreren Schritten, deren Inhalte
jeweils als Lemma formuliert werden.
Im Folgenden sei dabei stets K eine Hypergruppe, die keine nichttrivialen
kompakten Unterhypergruppen besitzt, mit linkem Haarmaß ωK .
Lemma 4.11. Ist (µt)t≥0 eine stetige Faltungshalbgruppe in M1(K), so ist
die Familie (Tt)t≥0 ⊆ L(L2(K)) eine Kontraktionshalbgruppe der Klasse (C0),
wobei fu¨r t ≥ 0 Tt := Rµt den Faltungsoperator f 7→ µt ∗ f auf L2(K)
bezeichne.
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Fu¨r die Aussage von Lemma 4.11 vgl. Proposition 0.15.
Notationen 4.12. Fu¨r die Kontraktionshalbgruppe (Tt)t≥0 bezeichne A den
zugeho¨rigen infinitesimalen Generator und R(α) := R(α,A) ∈ L(L2(K)),
α > 0, die Resolventen (vgl. Definition 0.16 und Satz 0.17(b)).
Fu¨r µ ∈Mb+(K) sei im Weiteren stets Rµ der Faltungsoperator auf L2(K).
Lemma 4.13. Ist (µt)t≥0 eine stetige Faltungshalbgruppe in M1(K) und
λ = µE Exponential-Mischung, so gilt Rλ = R(1), d.h. der Faltungsoperator
von λ ist Resolvente des infinitesimalen Generators der zugeho¨rigen Kon-
traktionshalbgruppe der Klasse (C0) der Faltungsoperatoren.
Beweis. Fu¨r f ∈ Cc(K) und x ∈ K gilt
(λ ∗ f)(x) =
∫
K
f(y− ∗ x) dµE(y)
=
∫
R+
∫
K
f(y− ∗ x) dµt(y) dE(t)
=
∫
R+
(µt ∗ f)(x) dE(t)
=
∫
R+
e−t(µt ∗ f)(x) dt,
und mit der Integraldarstellung der Resolventen (vgl. Satz 0.17(b)) folgt die
Behauptung.
Lemma 4.14. Es sei (µt)t≥0 eine stetige Faltungshalbgruppe in M1(K).
Dann existiert zu jedem α > 0 ein Maß λ(α) ∈Mb+(K) mit ‖λ(α)‖ = 1α , so
dass R(α) der Faltungsoperator von λ(α) ist.
Beweis. Setzt man fu¨r α > 0 λ(α) := 1
α
µE(α), so erha¨lt man die Behauptung
ebenfalls u¨ber die Integraldarstellung der Resolventen, denn fu¨r f ∈ Cc(K)
und x ∈ K gilt
(λ(α) ∗ f)(x) = 1
α
∫
R+
∫
K
f(y− ∗ x) dµt(y) dE(α)(t)
=
∫
R+
e−αt(µt ∗ f)(x) dt.
Bemerkung 4.15. Gelten die Voraussetzungen von Proposition 4.10, so sei-
en fu¨r n ∈ N Rn(α) = Rn(α,An), α > 0, Resolventen des infinitesimalen
Generators An der zu (µ
(n)
t )t≥0 geho¨rigen Kontraktionshalbgruppe der Fal-
tungsoperatoren auf L2(K), und (λn(α))α>0 bezeichne die Familie von Maßen
aus Lemma 4.14, d.h. Rn(α) = Rλn(α) fu¨r α > 0, wobei ‖λn(α)‖ = 1α .
KAPITEL 4. GEOM. FALTUNGEN, EXP.-MISCHUNGEN 101
Lemma 4.16. Es gelten die Voraussetzungen von Proposition 4.10. Dann
konvergiert fu¨r jedes α > 0 (Rn(α))n∈N in der starken Operatortopologie
gegen ein Q(α) ∈ L(L2(K)).
Beweis. Fu¨r n ∈ N erha¨lt man aus der Resolventengleichung (vgl. z.B. [55],
Kapitel VIII, Abschnitt 2, Theorem 2)
Rn(α0) = (I − (α0 − α)Rn(α0))Rn(α) (4.4)
fu¨r α, α0 > 0. Ist |α− α0| < α0, so gilt
‖(α0 − α)Rn(α0)‖ = |α0 − α| ‖Rλn(α0)‖ ≤ |α0 − α|
1
α0
< 1,
und mit der Neumannschen Reihe (vgl. z.B. [41], Lemma 17.2) und (4.4)
folgt die Darstellung
Rn(α) =
∞∑
k=0
(α0 − α)k(Rn(α0))k+1 fu¨r |α− α0| < α0. (4.5)
Speziell mit α0 = 1 gilt somit
Rn(α) =
∞∑
k=0
(1− α)k(Rn(1))k+1 fu¨r 0 < α < 2.
Nun liefert die Voraussetzung λn → λ mit Lemma 4.13
Rn(1) −−−→
n→∞
Rλ in der starken Operatortopologie,
also
(Rn(1))
k −−−→
n→∞
(Rλ)
k in der starken Operatortopologie (4.6)
fu¨r alle k ∈ N.
Fu¨r 0 < α < 2 ist
Q(α) :=
∞∑
k=0
(1− α)k(Rλ)k+1 ∈ L(L2(K))
(Neumannsche Reihe), und da∥∥∥∥∥∑
k
(1− α)k(Rn(1))k+1
∥∥∥∥∥ ≤∑
k
|1− α|k
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folgt mit (4.6)
Rn(α) −−−→
n→∞
Q(α) in der starken Operatortopologie. (4.7)
Um die Behauptung fu¨r alle α > 0 zu erhalten, vergro¨ßert man in (4.5)
schrittweise den Entwicklungspunkt (α0 =
3
2
, . . . ) und wiederholt das Ver-
fahren, wobei zu beachten ist, dass wegen ‖Rn(32)‖ ≤ 23 fu¨r alle n ∈ N und
(4.7) ‖Q(3
2
)‖ ≤ 2
3
ist.
Lemma 4.17. Es gelten die Voraussetzungen von Proposition 4.10. Dann ist
die Familie (Q(α))α>0 ⊆ L(L2(K)) aus Lemma 4.16 eine Pseudo-Resolvente,
d.h. die Resolventengleichung ist erfu¨llt (vgl. die Definition in [55], Kapitel
VIII, Abschnitt 4).
Beweis. Seien α, β > 0. Dann ist fu¨r jedes n ∈ N die Resolventengleichung
Rn(α)−Rn(β) = (β − α)Rn(α)Rn(β)
erfu¨llt. Da fu¨r f ∈ L2(K)
‖Rn(α)Rn(β)f −Q(α)Q(β)f‖2
≤ ‖Rn(α)Rn(β)f −Rn(α)Q(β)f‖2 + ‖Rn(α)Q(β)f −Q(α)Q(β)f‖2
≤ 1
α
‖Rn(β)f −Q(β)f‖2 + ‖Rn(α)Q(β)f −Q(α)Q(β)f‖2 −−−→
n→∞
0,
folgt die Gu¨ltigkeit von
Q(α)−Q(β) = (β − α)Q(α)Q(β).
Lemma 4.18. Es gelten die Voraussetzungen von Proposition 4.10. Dann
existiert eine Familie von Maßen (λ(α))α>0 ⊆ Mb+(K) mit den folgenden
Eigenschaften:
(1) λ(1) = λ.
(2) ‖λ(α)‖ ≤ 1
α
fu¨r alle α > 0.
(3) Fu¨r α > 0 ist Q(α) = Rλ(α) der Faltungsoperator von λ(α).
Dabei ist (Q(α))α>0 die Familie von Operatoren aus Lemma 4.16 und Lemma
4.17.
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Beweis. Es seien λn(α), n ∈ N, α > 0, die Maße aus Lemma 4.14 bzw.
Bemerkung 4.15. Ist α > 0 fest, so besitzt wegen ‖λn(α)‖ = 1α fu¨r alle n ∈ N
die Folge (λn(α))n∈N einen vagen Ha¨ufungspunkt δ ∈Mb+(K) mit ‖δ‖ ≤ 1α ,
λnk(α) −−−→
k→∞
δ vag. (4.8)
Nach Lemma 2.16 konvergiert dann (Rλnk (α)) gegen Rδ in der schwachen
Operatortopologie, und mit Rλn(α) → Q(α) in der starken Operatortopologie
folgt Rδ = Q(α). Also ist λ(α) := δ der einzige vage Ha¨ufungspunkt von
(λn(α)), d.h. (λn(α)) konvergiert gegen λ(α) vag, und es gilt Q(α) = Rλ(α).
Es folgen nun die entscheidenden Schritte im Beweis von Proposition 4.10,
in denen gezeigt wird, dass Q(α) fu¨r α > 0 Resolvente des infinitesimalen
Generators einer zu einer stetigen Faltungshalbgruppe geho¨rigen Kontrakti-
onshalbgruppe der Klasse (C0) von Faltungsoperatoren ist. Dazu werden im
Folgenden Aussagen aus [55] und [36] verwendet.
Bemerkung 4.19. Nach [55], Kapitel VIII, Abschnitt 4, besitzt die Pseudo-
Resolvente (Q(α))α>0 ⊆ L(L2(K)) (vgl. Lemma 4.17) die Eigenschaften:
(1) Fu¨r α, β > 0 gelten N(Q(α)) = N(Q(β)) und R(Q(α)) = R(Q(β)),
wobei N und R Kern bzw. Bild eines linearen Operators bezeichnen.
Es seien N := N(Q(α)) und R := R(Q(α)).
(2) Gilt N = {0}, so ist fu¨r jedes α > 0 Q(α) Resolvente eines linearen
Operators B (mit Definitionsbereich D(B) = R).
Der na¨chste Schritt besteht nun also darin, N = {0} nachzuweisen.
Lemma 4.20. Es gelten die Voraussetzungen von Proposition 4.10. (Q(α))α>0
sei die Pseudo-Resolvente aus Lemma 4.16 und Lemma 4.17. Dann ist N =
{0}.
Beweis. Da L2(K) ein reflexiver Banachraum ist und somit die Vorausset-
zung in Korollar 1’ erfu¨llt, gilt nach Lemma 1’ und Korollar 1’ in [55], Kapitel
VIII, Abschnitt 4,
R = {f ∈ L2(K) : lim
α→∞
αQ(α)f = f}
sowie
L2(K) = N ⊕R.
Dabei ist die geforderte gleichgradige Stetigkeit wegen
‖αQ(α)‖ = α‖Rλ(α)‖ ≤ 1 fu¨r alle α > 0,
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wobei (λ(α))α>0 die Maße aus Lemma 4.18 sind, gegeben.
Bezeichnet P : L2(K)→ L2(K) die Projektion auf R la¨ngs N , so gilt also
αQ(α) −−−→
α→∞
P (4.9)
in der starken Operatortopologie. Im Folgenden wird gezeigt, dass P die
Identita¨t ist. Dann folgt N = {0} und somit die Behauptung. Aufgrund von
(αλ(α))α>0 ⊆ M(1)+ (K) und der vagen Kompaktheit von M(1)+ (K) existiert
eine Folge (αnλ(αn))n∈N mit αn →∞ und
αnλ(αn) −−−→
n→∞
p ∈M(1)+ (K) vag.
Wegen
Rαnλ(αn) = αnRλ(αn) = αnQ(αn) −−−→
n→∞
P
in der starken Operatortopologie folgt dann mit Lemma 2.16 P = Rp.
Es gilt P 6= 0, denn ist P = 0, so ist N = L2(K), und aufgrund von N =
N(Q(1)) und Q(1) = Rλ mit λ ∈ M1(K) fu¨hrt dies zu einem Widerspruch.
Wegen p ∈ M(1)+ (K) und P = Rp ist P stetig mit ‖P‖ ≤ 1, und P 2 =
P 6= 0 impliziert dann ‖P‖ = 1. Folglich ist p ein Wahrscheinlichkeitsmaß.
Da p wegen Rp∗p = Rp ein Idempotent ist und K nach Voraussetzung keine
nichttrivialen kompakten Unterhypergruppen besitzt, folgt p = εe und dann
P = I.
Das folgende Lemma vervollsta¨ndigt den Beweis von Proposition 4.10.
Lemma 4.21. Es gelten die Voraussetzungen von Proposition 4.10. Dann
existiert eine stetige Faltungshalbgruppe (µt)t≥0 ⊆ M1(K), so dass Q(α),
α > 0, Resolvente des infinitesimalen Generators der zugeho¨rigen Kontrak-
tionshalbgruppe der Klasse (C0) der Faltungsoperatoren ist. Weiterhin gilt
λ = µE.
Beweis. Nach Lemma 4.20 und Bemerkung 4.19(2) existiert ein linearer Ope-
rator B von L2(K) nach L2(K) mit D(B) = R, so dass fu¨r α > 0
(αI −B)−1 = Q(α)
gilt. Da (αI−B)−1 insbesondere auf ganz L2(K) definiert ist, ist B ein abge-
schlossener Operator (vgl. dazu die Definition in [36], Kapitel III, Abschnitt
5.2). Weiterhin ist wegen N = {0} und L2(K) = N ⊕ R D(B) dicht in
L2(K), und fu¨r α > 0 gilt
‖(αI −B)−1‖ = ‖Q(α)‖ ≤ 1
α
.
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In [36], Kapitel IX, Abschnitte 1.2 und 1.3, wird gezeigt, dass fu¨r jedes t ≥ 0
Tt := lim
n→∞
(
I − t
n
B
)−n
in der starken Operatortopologie existiert und dann (Tt)t≥0 eine Kontrakti-
onshalbgruppe der Klasse (C0) mit infinitesimalem Generator B ist. Ist t > 0,
so ist wegen (
I − t
n
B
)−n
=
(
n
t
(n
t
I −B
)−1)n
=
(n
t
Q
(n
t
))n
=
(
Rn
t
λ(n
t
)
)n
= R(n
t
λ(n
t
))n
fu¨r alle n ∈ N Tt Limes einer Folge von Faltungsoperatoren (Rν(t)n )n∈N mit
ν
(t)
n := (nt λ(
n
t
))n.
Da ‖ν(t)n ‖ ≤ 1 fu¨r alle n ∈ N, folgt, dass (ν(t)n )n∈N vag gegen ein µt ∈M(1)+ (K)
konvergiert und Tt = Rµt gilt (vgl. Lemma 2.16). Aufgrund der Eigenschaf-
ten einer Kontraktionshalbgruppe der Klasse (C0) ist (µt)t≥0 (mit µ0 = εe)
eine Faltungshalbgruppe inM(1)+ (K), deren Stetigkeit sich aus (3) in Propo-
sition 0.15 und Bemerkung 5.2.6 in [10] ergibt. Fu¨r µE =
∫
R+ µt dE(t) erha¨lt
man aus Rλ = Q(1) und RµE = Q(1) (Integraldarstellung der Resolventen)
RµE = Rλ, also µE = λ, und wegen λ ∈ M1(K) ist dann (µt)t≥0 ⊆M1(K).
Zuna¨chst folgt na¨mlich aus den Eigenschaften einer stetigen Faltungshalb-
gruppe µt(K) = e
−αt fu¨r alle t ≥ 0 mit einem α > 0, und
1 = µE(K) =
∫
R+
e−te−αt dt
liefert dann α = 0.
Grundlegend fu¨r die Durchfu¨hrbarkeit der einzelnen Beweisschritte von
Proposition 4.10 in dieser Form ist zuna¨chst die Eigenschaft, dass es sich
bei den Familien von Faltungsoperatoren um Kontraktionshalbgruppen der
Klasse (C0) handelt, welche dadurch gegeben ist, dass die Faltungshalbgrup-
pen stetig, also {e}-stetig, sind.
Daru¨berhinaus wird die Voraussetzung, dass K keine nichttrivialen kompak-
ten Unterhypergruppen besitzt, lediglich an der Stelle im Beweis von Lemma
4.20 beno¨tigt, an der nachgewiesen wird, dass die Projektion die Identita¨t ist.
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Verzichtet man nun auf diese Forderung und setzt voraus, dass λ ∈ M1(K)
Grenzwert einer Folge von Exponential-Mischungen (µ
(n)
E )n∈N mit H-stetigen
Faltungshalbgruppen (µ
(n)
t )t≥0 in M1(K) ist, wobei H = {x ∈ K : εx ∗ λ =
λ ∗ εx = λ}, so erha¨lt man in der Doppelnebenklassen-Hypergruppe K//H
eine konvergente Folge von Exponential-Mischungen {e}-stetiger Faltungs-
halbgruppen, und es ko¨nnen zuna¨chst analoge Schlu¨sse u¨ber die Resolventen
in L2(K//H) gezogen werden. Wie sich zeigen wird, ist es mo¨glich, den oben
erwa¨hnten Schritt im Beweis von Lemma 4.20 auch in dieser Situation durch-
zufu¨hren. Nach Ru¨ckfu¨hrung auf die urspru¨ngliche Hypergruppe K erha¨lt
man dann die folgende allgemeinere Aussage.
Proposition 4.22. Es sei K eine Hypergruppe mit linkem Haarmaß ωK. Es
gelte λn −−−→
n→∞
λ ∈ M1(K), wobei fu¨r jedes n ∈ N λn = µ(n)E Exponential-
Mischung mit einer H-stetigen Faltungshalbgruppe (µ
(n)
t )t≥0 ⊆ M1(K) ist,
H := {x ∈ K : εx ∗ λ = λ ∗ εx = λ}. Dann existiert eine H-stetige Faltungs-
halbgruppe (µt)t≥0 in M1(K), so dass λ = µE gilt.
Beweis. Es seien pH : M1H(K) → M1(K//H) und p∗H : M1(K//H) →
M1H(K) wie im Beweis von Proposition 2.4. Ist n ∈ N, und setzt man fu¨r t ≥
0 µ˜
(n)
t := pH(µ
(n)
t ) ∈ M1(K//H), so ist (µ˜(n)t )t≥0 eine {e}-stetige Faltungs-
halbgruppe in M1(K//H), und fu¨r die zugeho¨rige Exponential-Mischung
µ˜
(n)
E =
∫
R+
µ˜
(n)
t dE(t)
gilt µ˜
(n)
E = pH(µ
(n)
E ). Daher folgt nach Voraussetzung
µ˜
(n)
E −−−→n→∞ pH(λ) =: δ
in M1(K//H). Da die Faltungshalbgruppen {e}-stetig sind, sind die zu-
geho¨rigen Familien der Faltungsoperatoren auf L2(K//H) Kontraktionshalb-
gruppen der Klasse (C0). Die Existenz eines linken Haarmaßes in K//H folgt
dabei aus Theorem 1.5.20(v) in [10]. Zur Vereinfachung der Notation sei im
Folgenden M := K//H, und fu¨r α > 0 seien die Resolventen der infinitesi-
malen Generatoren wieder mit Rn(α) bezeichnet.
Wie in den einzelnen Beweisschritten von Proposition 4.10 folgt dann die
Konvergenz von (Rn(α)) gegen ein Q(α) ∈ L(L2(M)) fu¨r jedes α > 0,
wobei (Q(α))α>0 eine Pseudo-Resolvente ist, und die Existenz von Maßen
(δ(α))α>0 ⊆ Mb+(M) mit den Eigenschaften ‖δ(α)‖ ≤ 1α und Q(α) = Rδ(α)
fu¨r alle α > 0, δ(1) = δ. Weiterhin gilt mitN := N(Q(α)) undR := R(Q(α))
R = {f ∈ L2(M) : lim
α→∞
αQ(α)f = f}
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und
L2(M) = N ⊕R.
Bezeichnet wieder P : L2(M) → L2(M) die Projektion auf R la¨ngs N , so
folgt wie im Beweis von Lemma 4.20 fu¨r einen vagen Ha¨ufungspunkt
M(1)+ (M) 3 p = lim
n→∞
αnδ(αn) (vag)
P = Rp und p ∈ M1(M), also ist p ein idempotentes Wahrscheinlichkeits-
maß.
Ist nun α = 1, so gilt fu¨r f ∈ L2(M) einerseits
Rδf = Rδ(I − P )f +RδPf
= Q(1)(I − P )f +RδPf
= RδPf = Rδ∗pf,
da (I − P )f ∈ N(P ) = N = N(Q(1)), und andererseits
Rδf = (I − P )Rδf + PRδf = PRδf = Rp∗δf
aufgrund von (I − P )Rδf = Rδf − PQ(1)f = Rδf −Q(1)f = 0.
Dies impliziert
δ ∗ p = p ∗ δ = δ.
Setzt man ν := p∗H(p) ∈M1H(K), so ist ν idempotent, d.h. es ist ν = ωC mit
einer kompakten Unterhypergruppe C ⊆ K, und es gilt
λ ∗ ν = ν ∗ λ = λ. (4.10)
Wegen ν ∈M1H(K) gilt ωC ∗ωH = ωC , woraus H ⊆ C folgt, und (4.10) liefert
C ⊆ H. Somit ist p = pH(ωH) = εHeH und P = Rp die Identita¨t. Es gilt also
N = {0}, und wie im Beweis von Lemma 4.21 kann mit Bemerkung 4.19(2)
gezeigt werden, dass eine {e}-stetige Faltungshalbgruppe (µ˜t)t≥0 in M1(M)
existiert, so dass δ = µ˜E ist. Mit µt := p
∗
H(µ˜t) fu¨r t ≥ 0 ist dann (µt)t≥0 eine
H-stetige Faltungshalbgruppe in M1(K), und es gilt λ = p∗H(µ˜E) = µE.
Es sei an dieser Stelle bemerkt, dass sich fu¨r den Fall H = {e} aus
Proposition 4.22 unmittelbar die folgende Verallgemeinerung von Proposition
4.10 ergibt.
Korollar 4.23. Es sei K eine Hypergruppe mit linkem Haarmaß. Es gelte
λn −−−→
n→∞
λ ∈M1(K), wobei fu¨r jedes n ∈ N λn = µ(n)E Exponential-Mischung
mit einer {e}-stetigen Faltungshalbgruppe (µ(n)t )t≥0 ⊆ M1(K) ist. Ist H =
{x ∈ K : εx ∗ λ = λ ∗ εx = λ} = {e}, so ist λ = µE Exponential-Mischung
mit einer {e}-stetigen Faltungshalbgruppe (µt)t≥0 in M1(K).
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Die Kombination der Aussagen aus Proposition 4.9 und Proposition 4.22
liefert nun das folgende Resultat, welches insbesondere den entsprechenden
Zusammenhang fu¨r lokalkompakte Gruppen in [28] (Theorem 2.13.12) und
[27] (Theorem 3.4) verallgemeinert.
Satz 4.24. Es sei K eine Hypergruppe mit linkem Haarmaß. λ ∈ M1(K)
erfu¨lle die Beziehung λ = cρ(c) + (1 − c)λ ∗ ρ(c) fu¨r alle 0 < c < 1, wobei
ρ(c) ∈ M1(K). Dann ist λ darstellbar als Exponential-Mischung λ = µE mit
einer H-stetigen Faltungshalbgruppe (µt)t≥0 ⊆ M1(K). Dabei ist H = {x ∈
K : εx ∗ λ = λ ∗ εx = λ}.
Insgesamt ergeben sich damit (vgl. Korollar 4.4 und Lemma 4.6) die Cha-
rakterisierungen:
Satz 4.25. Es sei K eine Hypergruppe mit linkem Haarmaß. Fu¨r λ ∈M1(K)
sind dann a¨quivalent:
(1) λ ist geometrisch unendlich teilbar.
(2) λ erfu¨llt die Beziehung λ = cρ(c) + (1 − c)λ ∗ ρ(c) fu¨r alle 0 < c < 1,
wobei ρ(c) ∈M1(K) ist.
(3) λ ist eine Exponential-Mischung λ = µE mit einer stetigen Faltungs-
halbgruppe (µt)t≥0 ⊆M1(K).
Bemerkung 4.26. Ist K eine kommutative Hypergruppe, so la¨sst sich die
Implikation (2) ⇒ (3) unter Verwendung von Fouriertransformierten wie
folgt beweisen. Dabei wird zuna¨chst der erste Schritt aus Proposition 4.9
u¨bernommen.
Fu¨r eine Folge (cn) ⊆]0, 1[ mit limn→∞ cn = 0 gilt
λ = cnρ(cn) + (1− cn)λ ∗ ρ(cn) fu¨r alle n ∈ N,
und mit ρ(cn),H = ωH ∗ ρ(cn) ∗ ωH fu¨r n ∈ N (dabei ist wieder H = {x ∈ K :
εx ∗ λ = λ ∗ εx = λ}) erha¨lt man gema¨ß Proposition 4.9 ρ(cn),H → ωH und
λn → λ, wobei λn = (ρ(cn),H)η(cn),H = µ(n)E , n ∈ N, Exponential-Mischung
mit einer H-stetigen Faltungshalbgruppe (µ
(n)
t )t≥0 in M1(K) ist.
Nach einer Version der Schoenberg-Beziehung fu¨r H-stetige Faltungshalb-
gruppen (vgl. Theorem 3.7 in [8] und Theorem 5.2.18 in [10]) existiert zu je-
dem n ∈ N eine eindeutig bestimmte Funktion Ψn ∈ C(Λ), so dass Ψn(1K) ≥
0 und
(µ
(n)
t )
∧(χ) =
{
exp(−tΨn(χ)) , χ ∈ Λ
0 , χ /∈ Λ
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fu¨r alle t ≥ 0 gilt. Dabei ist Λ := A(Kˆ,H) := {χ ∈ Kˆ : χ(x) = 1 fu¨r alle x ∈
H} unabha¨ngig von n. Fu¨r n ∈ N und χ ∈ Λ gilt dann
λˆn(χ) = (µ
(n)
E )
∧(χ) =
∫
K
χ¯ dµ
(n)
E =
∫
R+
∫
K
χ¯ dµ
(n)
t dE(t)
=
∫
R+
e−te−tΨn(χ) dt =
1
1 + Ψn(χ)
,
da wegen exp(−Ψn(χ)) = (µ(n)1 )∧(χ) mit µ(n)1 ∈ M1(K) Re(Ψn(χ)) ≥ 0
erfu¨llt ist. Dies liefert
Ψn(χ) =
1− λˆn(χ)
λˆn(χ)
,
woraus mit λn → λ
Ψn(χ) −−−→
n→∞
1− λˆ(χ)
λˆ(χ)
=: Ψ(χ) fu¨r alle χ ∈ Λ
folgt. Hier ist zu beachten, dass die Voraussetzungen fu¨r χ ∈ Λ wegen
ωˆH(χ) = 1 λˆ(χ) 6= 0 implizieren.
Ist nun t ≥ 0 fest, so konvergiert ((µ(n)t )∧) punktweise gegen ft, wobei
ft(χ) :=
{
exp(−tΨ(χ)) , χ ∈ Λ
0 , χ /∈ Λ .
Nach dem Stetigkeitssatz von Le´vy (vgl. Satz 0.26(b)) existiert ein eindeutig
bestimmtes µt ∈ M(1)+ (K), so dass (µ(n)t ) vag gegen µt konvergiert, und es
gilt ft = µˆt piK-lokal fast u¨berall. Da Ψ stetig auf Λ und Λ offen und
abgeschlossen in Kˆ ist (vgl. Proposition 2.2.45 in [10]), ist ft stetig, woraus
ft = µˆt auf supp(piK) folgt. Mit Theorem 5.2.18(b) in [10] erha¨lt man dann,
dass (µt)t≥0 eine H-stetige Faltungshalbgruppe inM(1)+ (K) ist, und aufgrund
von
µˆE(χ) =
∫
R+
e−te−tΨ(χ) dt =
1
1 + Ψ(χ)
= λˆ(χ)
fu¨r χ ∈ supp(piK)∩Λ folgt λ = µE. Da λ ein Wahrscheinlichkeitsmaß ist, ist
(µt)t≥0 eine H-stetige Faltungshalbgruppe in M1(K).
4.27 (Bemerkungen zu Kapitel 4). Geometrisch unendlich teilbare Wahr-
scheinlichkeitsmaße bzw. Zufallsvariablen wurden in [38] fu¨r den reellen Fall
eingefu¨hrt. Die Satz 4.25 entsprechende Aussage ist dort mittels Fouriertrans-
formierter bewiesen, wobei die Eigenschaft, dass ein Wahrscheinlichkeitsmaß
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λ ∈M1(R) genau dann geometrisch unendlich teilbar ist, wenn λ darstellbar
ist als Exponential-Mischung mit einer stetigen Faltungshalbgruppe, sich un-
mittelbar aus Theorem 2 in [38] ergibt. Zusammengefasst sind die Resultate
auch in [29]. W. Hazod verallgemeinerte diese dann in [27] auf die in diesem
Kapitel angesprochene Weise auf lokalkompakte Gruppen.
Kapitel 5
Semistabilita¨t
Ist ν ein Wahrscheinlichkeitsmaß auf R, (kn)n∈N ⊆ N eine Folge mit kn ↗∞
und kn+1/kn → α > 1 und (cn)n∈N eine Folge positiver reeller Zahlen, so sind
die mo¨glichen Limiten µ von (Hcn(ν)
kn)n∈N, wobei fu¨r c > 0 Hc : R→ R die
Homothetie x 7→ cx sei, charakterisiert als die (strikt) semistabilen Maße,
d.h. es gilt
H
α
1
κ
(µ) = µα (5.1)
mit einem Index κ ∈]0, 2] und der eindeutig bestimmten stetigen Faltungs-
halbgruppe (µt)t≥0 mit µ1 = µ. Entsprechende Zusammenha¨nge besitzen
auch im Rd Gu¨ltigkeit (vgl. [40], Abschnitt 7.4).
Bei der Festlegung eines Konzepts der Semistabilita¨t im Fall lokalkompakter
Gruppen u¨bernehmen Automorphismen in G die Rollen der Homothetien.
Die Semistabilita¨t ist dann definiert als Eigenschaft einer Faltungshalbgrup-
pe, und zwar heißt eine ({e}-) stetige Faltungshalbgruppe (µt)t≥0 in M1(G)
(strikt) semistabil, falls b ∈ Aut(G) und α ∈]0, 1[ existieren, so dass
b(µt) = µαt
fu¨r alle t ≥ 0 erfu¨llt ist (vgl. Definition 2.3.5 in [28]). U¨ber sie sollen funk-
tionale Limiten charakterisiert werden, wobei im Allgemeinen aufgrund der
nicht gekla¨rten Frage der eindeutigen Einbettbarkeit in Verbindung mit der
Gu¨ltigkeit eines Funktionalen Grenzwertsatzes zwischen solchen und Grenz-
werten als einzelnen Wahrscheinlichkeitsmaßen zu unterscheiden ist. Fu¨r den
Fall einfach zusammenha¨ngender nilpotenter Liegruppen wird in Abschnitt
2.6 in [28] unter Vollheitsvoraussetzungen der Zusammenhang von semista-
bilen Faltungshalbgruppen mit funktionalen Grenzwerten der Form
anν
[knt] −−−→
n→∞
µt, t ≥ 0, (5.2)
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wobei ν ∈ M1(G), (an)n∈N ⊆ Aut(G) und (kn)n∈N ⊆ N mit kn ↗ ∞ und
kn/kn+1 → α ∈]0, 1[, hergestellt. In diesem Fall impliziert die einfache Kon-
vergenz anν
kn → µ die Existenz einer stetigen Faltungshalbgruppe (µt)t≥0
mit µ1 = µ, so dass (5.2) entlang einer Teilfolge gilt.
Ziel dieses Kapitels ist der Versuch, in Spezialfa¨llen ein Konzept der Se-
mistabilita¨t fu¨r Hypergruppen einzufu¨hren.
Definition 5.1. Es sei K eine Hypergruppe. Eine stetige Abbildung Φ :
K → K heißt Homomorphismus, falls
εΦ(x) ∗ εΦ(y) = Φ(εx ∗ εy)
fu¨r alle x, y ∈ K erfu¨llt ist. Ist zusa¨tzlich Φ bijektiv und Φ−1 ebenfalls ste-
tig, so heißt Φ ein Automorphismus in K. Aut(K) bezeichne die Menge der
Automorphismen in K.
Bemerkung 5.2. Ist Φ : K → K ein Homomorphismus, so gelten
Φ(µ ∗ ν) = Φ(µ) ∗ Φ(ν)
fu¨r alle µ, ν ∈Mb(K) sowie Φ(e) = e und Φ(x−) = Φ(x)− fu¨r alle x ∈ K.
Dabei ergibt sich Φ(e) = e aus der Tatsache, dass wegen εΦ(e) ∗ εΦ(e) =
Φ(εe) = εΦ(e) das Punktmaß εΦ(e) idempotent ist, und die letzte Eigenschaft
folgt mit Φ(e) = e und (7) in Definition 0.2 aus
e ∈ Φ(supp(εx ∗ εx−)) ⊆ supp(Φ(εx ∗ εx−)) = supp(εΦ(x) ∗ εΦ(x−))
fu¨r x ∈ K.
In [62] (Theorem 4.1) wird bewiesen, dass die Bessel-Kingman-Hyper-
gruppen (vgl. Vorbereitungen, Definition 0.36) die einzigen Sturm-Liouville-
Hypergruppen (vgl. Definition 0.34) sind, fu¨r die nichttriviale Automorphis-
men existieren. Sie sind sogar die einzigen bekannten Beispiele fu¨r Hyper-
gruppen auf R+ mit nichttrivialen Homomorphismen. Im Fall von Bessel-
Kingman-Hypergruppen sind die Homothetien Hc : R+ → R+ mit c > 0 (die
einzigen, vgl. [56], Proposition 5.1) Automorphismen, und der stabile Fall,
d.h. die Charakterisierung der mo¨glichen Grenzwerte von Faltungspotenzen
(Hcn(ν)
n)n∈N und die Beschreibung der zugeho¨rigen Anziehungsbereiche wird
in [53] bzw. [6] behandelt, da die Faltungsstruktur eine verallgemeinerte Fal-
tungsstruktur im Sinne von [53] ist.
Eine Charakterisierung der Grenzwerte von (Hcn(ν)
kn)n∈N (wobei (kn)n∈N
eine Teilfolge von N ist, die kn/kn+1 → α ∈]0, 1[ erfu¨llt) fu¨r den Fall von
Bessel-Kingman-Hypergruppen erha¨lt man mittels des folgenden Typenkon-
vergenzsatzes.
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Satz 5.3 (Typenkonvergenzsatz). Seien (µn)n∈N ⊆ M1(R+), µ, ν ∈
M1(R+) und cn > 0 fu¨r alle n ∈ N. (µn)n∈N konvergiere gegen µ.
(a) Konvergiert (cn)n∈N gegen ein c ≥ 0, so konvergiert (Hcn(µn))n∈N gegen
Hc(µ) (wobei H0(µ) = ε0).
(b) Sind µ, ν 6= ε0, so konvergiert (Hcn(µn))n∈N genau dann gegen ν, wenn
(cn)n∈N gegen ein c > 0 konvergiert und Hc(µ) = ν erfu¨llt ist.
Bemerkung. Der Typenkonvergenzsatz ist ein Spezialfall der klassischen
Version fu¨r R (vgl. z.B. [40], Theorem 2.3.2), welche mit Methoden der
Fouriertransformation bewiesen werden kann. In der obigen Formulierung
ließe sich auch ein Beweis mit Fouriertransformierten in Bessel-Kingman-
Hypergruppen fu¨hren.
Aufgrund des folgenden Lemmas und des Funktionalen Grenzwertsatzes
2.7 handelt es sich bei den mo¨glichen Grenzwerten von (Hcn(ν)
kn)n∈N um
funktionale Limiten.
Lemma 5.4. Es seien K eine Bessel-Kingman-Hypergruppe, µ, ν ∈M1(K)
mit µ 6= ε0 und cn > 0 fu¨r alle n ∈ N. Weiter sei (kn)n∈N ⊆ N mit kn ↗∞,
und es gelte
Hcn(ν)
kn −−−→
n→∞
µ.
Dann ist (Hcn(ν))n∈N infinitesimal, d.h. es gilt Hcn(ν) −−−→
n→∞
ε0.
Beweis. Fu¨r (kn) = (n) ist die Behauptung in [53], Theorem 4, und [48],
Lemma 4.4, gezeigt.
Es sei (cnl)l∈N eine Teilfolge von (cn) mit
lim
l→∞
cnl = c ∈ [0,∞].
Ist c =∞, so gilt 1/cnl → 0, und mit Satz 5.3(a) folgt
νknl = H 1
cnl
(Hcnl (ν
knl )) −−−→
l→∞
ε0.
Fu¨r 0 < c <∞ erha¨lt man analog
νknl −−−→
l→∞
H 1
c
(µ).
Da die Folge (νknl ) nur dann einen Grenzwert, na¨mlich ε0, besitzen kann,
wenn ν = ε0 ist, ergibt sich in beiden Fa¨llen ein Widerspruch zur Vorausset-
zung µ 6= ε0. Somit konvergiert (cn) gegen 0, woraus Hcn(ν)→ ε0 folgt.
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Da die Homothetien Automorphismen sind, la¨sst sich unter Verwendung
des Typenkonvergenzsatzes analog zum semistabilen Fall in R (vgl. [40], Lem-
ma 7.1.4) die folgende Charakterisierung zeigen.
Proposition 5.5. Sei K eine Bessel-Kingman-Hypergruppe.
(a) Es seien µ, ν ∈ M1(K), wobei µ 6= ε0, (kn)n∈N ⊆ N mit kn ↗ ∞ und
kn/kn+1 −−−→
n→∞
α ∈]0, 1[ sowie cn > 0 fu¨r alle n ∈ N. Falls
Hcn(ν)
kn −−−→
n→∞
µ,
so ist zuna¨chst wegen Lemma 5.4 und Satz 2.7 µ eindeutig einbettbar
in eine stetige Faltungshalbgruppe (µt)t≥0, und es gilt
Hcn(ν)
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0. (5.3)
Es existiert dann ein 0 < c < 1, so dass Hc(µt) = µαt fu¨r alle t ≥ 0
erfu¨llt ist.
(b) Ist (µt)t≥0 eine stetige Faltungshalbgruppe in M1(K) und existieren
0 < c < 1 und α ∈]0, 1[, so dass Hc(µt) = µαt fu¨r alle t ≥ 0 erfu¨llt ist,
so gilt
Hcn(µ1)
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0,
wobei cn := c
n und kn := [(
1
α
)n] fu¨r n ∈ N.
Beweis. (a) Es gilt
Hcn(ν)
kn = HcnH 1
cn+1
(Hcn+1(ν)
kn)
= H cn
cn+1
(
Hcn+1(ν)
[kn+1
kn
kn+1
]
)
−−−→
n→∞
µ,
und da die Konvergenz in (5.3) gleichma¨ßig auf kompakten Teilmengen von
R+ ist, konvergiert (
Hcn+1(ν)
[kn+1
kn
kn+1
]
)
n∈N
gegen µα. Nach dem Typenkonvergenzsatz konvergiert (
cn
cn+1
) gegen ein c′ > 0,
so dass Hc′(µα) = µ erfu¨llt ist. Mit c :=
1
c′ gilt Hc(µ) = µα und dann auch
Hc(µt) = µαt fu¨r alle t ≥ 0. WegenHcn(µ) = µαn fu¨r alle n ∈ N und µαn → ε0,
d.h. nach dem Stetigkeitssatz fu¨r Bessel-Kingman-Hypergruppen, vgl. (3.6)
in [17]
µˆ(cnλ) −−−→
n→∞
1 kompakt-gleichma¨ßig in λ ≥ 0,
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erha¨lt man aus der Annahme c ≥ 1 µ = ε0, also einen Widerspruch.
Die Behauptung von Teil (b) ergibt sich sofort aus
Hcn(µ1)
[[( 1
α
)n]t] = (µαn)
[[( 1
α
)n]t] = µαn[[( 1
α
)n]t] −−−→
n→∞
µt
fu¨r t > 0.
Bemerkung 5.6. Analog zum semistabilen Fall in R la¨sst sich beweisen,
dass c2 ≤ α in Teil (a) der obigen Charakterisierung erfu¨llt ist. Nach der
Le´vy-Hincˇin-Formel (vgl. [17], Satz 10.2) existieren ein eindeutiges Le´vy-Maß
η ∈M+(R∗+) (d.h. es gilt
∫
R∗+
x2
1+x2
dη(x) <∞) und eine eindeutige Konstante
M ≥ 0 mit
µˆt(λ) = exp
(
t
(
−Mλ2 +
∫
R∗+
(φλ(x)− 1) dη(x)
))
fu¨r alle λ ∈ R+ und t ≥ 0. (Fu¨r die Notation sei verwiesen auf Vorbereitun-
gen, Definition 0.36.) Aufgrund des Zusammenhangs Hc(µt) = µαt fu¨r alle
t ≥ 0 ergeben sich damit Mα = Mc2 und α · η = Hc(η) (unabha¨ngig von der
Faltungsstruktur). Ist M = 0, so ist wegen µ1 6= ε0 η 6≡ 0, und mit Lemma
7.1.7 in [40] folgt c <
√
α. Fu¨r M 6= 0 erha¨lt man α = c2 und η ≡ 0. Mit
κ :=
logα
log c
ist dann 0 < κ ≤ 2, und es gilt H
α
1
κ
(µt) = µαt fu¨r alle t ≥ 0.
Bemerkung 5.7. Ist K eine Bessel-Kingman-Hypergruppe, so erha¨lt man
fu¨r den stabilen Fall nach Resultaten aus [53]/[6] und [61], dass µ 6= ε0 genau
dann Grenzwert einer Folge (Hcn(ν)
n) ist, wenn die Fouriertransformierte µˆ
von µ von der Form
µˆ(λ) = exp(−Mλκ), λ ∈ R+,
ist, wobei M > 0 und 0 < κ ≤ 2.
Gilt also
Hcn(ν)
n −−−→
n→∞
µ 6= ε0,
d.h.
Hcn(ν)
[nt] −−−→
n→∞
µt fu¨r alle t ≥ 0 (5.4)
mit der eindeutig bestimmten stetigen Faltungshalbgruppe (µt)t≥0 mit µ1 =
µ, und setzt man fu¨r α > 0 c(α) := α
1
κ , so ist
Hc(α)(µt) = Hα 1κ (µt) = µαt (5.5)
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fu¨r alle α > 0 und alle t ≥ 0 erfu¨llt.
Die gleiche Charakterisierung ergibt sich, wenn man den stabilen auf den se-
mistabilen Fall in Proposition 5.5 zuru¨ckfu¨hrt. Zu α ∈]0, 1[ existiert na¨mlich
eine Teilfolge (kn) ⊆ N, fu¨r die (kn/kn+1) gegen α konvergiert. (5.4) und
Proposition 5.5(a) implizieren dann die Existenz von 0 < c(α) < 1, so dass
Hc(α)(µt) = µαt fu¨r alle t ≥ 0 gilt, und mit κ(α) := logαlog c(α) ∈]0, 2] (vgl.
Bemerkung 5.6) erha¨lt man
H
α
1
κ(α)
(µt) = µαt
fu¨r alle t ≥ 0. Es la¨sst sich leicht zeigen, dass fu¨r ein weiteres α′ ∈]0, 1[
κ(α′) = κ(α) =: κ ist, so dass (5.5) fu¨r alle α ∈]0, 1[ und alle t ≥ 0 erfu¨llt ist.
Der Beweis von Proposition 5.5(a), in dem fu¨r Bessel-Kingman-Hyper-
gruppen K aus der Konvergenz
ρn(ν)
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0 (5.6)
(wobei ρn ∈ Aut(K) fu¨r n ∈ N) die Existenz eines Automorphismus ρ gefol-
gert wird, so dass die stetige Faltungshalbgruppe (µt)t≥0 semistabil in dem
Sinne ist, dass
ρ(µt) = µαt fu¨r alle t ≥ 0
erfu¨llt ist, folgt einem Standardschema. Dabei werden die kompakt-gleich-
ma¨ßige Konvergenz in (5.6) sowie ein Typenkonvergenzsatz, welcher im be-
handelten Fall der Bessel-Kingman-Hypergruppen gerade der klassische fu¨r
R ist, verwendet.
Auch fu¨r den eingangs erwa¨hnten Fall lokalkompakter Gruppen bzw. einfach
zusammenha¨ngender nilpotenter Liegruppen wird die entsprechende Charak-
terisierung mittels eines Typenkonvergenzsatzes bewiesen (vgl. dazu [28], Ko-
rollar 2.6.9 bzw. Proposition 2.6.8, sowie Theorem 2.2.8 und Theorem 2.2.12).
Setzt man fu¨r eine Hypergruppe K die Gu¨ltigkeit der Eigenschaften (A)
und (B) voraus, wobei
(A) Aut(K) ist nicht trivial.
(B) Es gelte ein Typenkonvergenzsatz der folgenden Art:
F ⊆ M1(K) sei eine geeignete echte offene ∗-Unterhalbgruppe. Fu¨r
(µn)n∈N ⊆ M1(K) und (ρn)n∈N ⊆ Aut(K) implizieren dann die Kon-
vergenzen µn → µ und ρn(µn) → ν, wobei µ, ν ∈ F , die relative
Kompaktheit von (ρn)n∈N sowie ρ(µ) = ν fu¨r jeden Ha¨ufungspunkt
ρ ∈ Aut(K) von (ρn).
(Dabei wird Aut(K) mit einer zum Gruppenfall analogen Topologie
ausgestattet, vgl. [30], Definition 26.3.)
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so la¨sst sich analog mit der Standardmethode zeigen:
Proposition 5.8. Es sei K eine Hypergruppe mit den Eigenschaften (A) und
(B). (µt)t≥0 sei eine {e}-stetige Faltungshalbgruppe inM1(K) mit µt ∈ F fu¨r
alle t > 0, ν ∈ M1(K), (ρn)n∈N ⊆ Aut(K) sowie (kn)n∈N ⊆ N mit kn ↗ ∞
und kn/kn+1 −−−→
n→∞
α ∈]0, 1[. Es gelte funktionale Konvergenz
ρn(ν)
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0.
Dann existiert ein ρ ∈ Aut(K), so dass ρ(µt) = µαt fu¨r alle t ≥ 0 erfu¨llt ist.
Beweis. Wegen
ρn(ν)
[knt] = ρnρ
−1
n+1(ρn+1(ν)
[kn+1
kn
kn+1
t]
) −−−→
n→∞
µt
fu¨r t > 0 folgt die Behauptung aus dem Typenkonvergenzsatz.
Bemerkung 5.9. Ist K eine kommutative Hypergruppe und ρ ein Auto-
morphismus in K, so ist eine Abbildung ρ∗ : Kˆ → Kˆ definiert durch
ρ∗(χ) := χ ◦ ρ fu¨r χ ∈ Kˆ.
Fu¨r eine {e}-stetige Faltungshalbgruppe (µt)t≥0 in M1(K), die nach der
Schoenberg-Beziehung (vgl. dazu Vorbereitungen, Satz 0.29) die Darstellung
µˆt = e
tΦ, t ≥ 0, mit der eindeutig bestimmten stark negativ definiten Funk-
tion −Φ besitzt, ist die Semistabilita¨t
ρ(µt) = µαt fu¨r alle t ≥ 0
(mit 0 < α < 1) aufgrund von
ρ(µ1)
∧(χ) = µˆ1(ρ∗(χ)) = exp(Φ(ρ∗(χ))), χ ∈ Kˆ,
a¨quivalent zur
”
infinitesimalen Semistabilita¨t“
ρ(Φ) := Φ ◦ ρ∗ = αΦ.
Dies bedeutet fu¨r die als Beispiel bekannten Bessel-Kingman-Hypergruppen
gerade
Φ ◦Hc = αΦ,
da φλ ◦ Hc = φcλ gilt. (Vgl. dabei Vorbereitungen, Definition 0.36, fu¨r die
Notation.)
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Fu¨r den Spezialfall von normalen Anziehungsbereichen, d.h. ρn = ρ
n mit
einem Automorphismus ρ in der Situation der vorigen Proposition, erha¨lt
man trivialerweise, ohne dass die Gu¨ltigkeit eines Typenkonvergenzsatzes
vorausgesetzt werden muss:
Proposition 5.10. Es seien K eine Hypergruppe, ρ ∈ Aut(K), (µt)t≥0 eine
{e}-stetige Faltungshalbgruppe in M1(K), ν ∈ M1(K) sowie (kn)n∈N ⊆ N
mit kn ↗∞ und kn/kn+1 −−−→
n→∞
α ∈]0, 1[. Es gelte
(ρn(ν))[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0.
Dann folgt ρ(µt) = µαt fu¨r alle t ≥ 0.
Eine zu (b) in Proposition 5.5 analoge Aussage fu¨r eine beliebige Hyper-
gruppe K und ρ ∈ Aut(K) ergibt sich unmittelbar.
Bemerkung 5.11. (a) In [28] ist mit Theorem 1.13.14 eine Aussage (fu¨r
den stabilen Fall) formuliert und bewiesen, die vom selben Typ ist wie
diejenige aus Proposition 5.8.
(b) Es fehlen Beispiele fu¨r Hypergruppen, fu¨r welche die Voraussetzungen
von Proposition 5.8 erfu¨llt sind. Wie zuvor bereits erwa¨hnt, sind un-
ter den Hypergruppen auf R+ die vorab behandelten Bessel-Kingman-
Hypergruppen die einzigen bekannten Beispiele mit nichttrivialen Au-
tomorphismen, so dass sich in dieser Klasse von Hypergruppen keine
weiteren Beispiele angeben lassen.
In [61] werden fu¨r beliebige Sturm-Liouville-Hypergruppen K = R+ die
Grenzwerte von ((Hcn(ν))
n)n∈N charakterisiert, wobei fu¨r c > 0 Hc : R+ →
R+ wie zuvor die Homothetie x 7→ cx bezeichne, die nun - außer in Bessel-
Kingman-Hypergruppen - kein Homomorphismus bezu¨glich der Faltung ist.
Das Hauptresultat aus [61] (vgl. Theorem 4.1) besagt, dass ε0 6= µ ∈M1(K)
genau dann Grenzwert einer Folge ((Hcn(ν))
n)n∈N mit ν ∈M1(K) und cn > 0
ist, wenn µ ein
”
stabiles“ Wahrscheinlichkeitsmaß im Sinne der folgenden
Definition ist.
Definition 5.12. Es sei K eine Sturm-Liouville-Hypergruppe.
(a) Ein Wahrscheinlichkeitsmaß µ ∈ M1(K) heißt stabil vom Index κ ∈
]0, 2[, wenn µ = µκ,M fu¨r ein M > 0 gilt, wobei mit
Φκ,M(λ) := M
∫ ∞
0
φ′λ(x)x
−κ dx, λ ∈ Kˆ, (5.7)
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µκ,M ∈M1(K) die Fouriertransformierte
µˆκ,M = exp(Φκ,M)
besitzt.
µ heißt stabil vom Index 2, wenn µ das Gauß-Maß µ2,M ∈M1(K) mit
Fouriertransformierter
µˆ2,M = exp(Φ2,M)
ist, wobei M > 0 und
Φ2,M(λ) := −1
2
M(λ2 + γ2), λ ∈ Kˆ. (5.8)
(Dabei ist wieder fu¨r λ ∈ Kˆ φλ der zugeho¨rige Charakter, und γ be-
zeichnet den Index der Sturm-Liouville-Hypergruppe, vgl. Vorbereitun-
gen, Eigenschaften 0.35.)
(b) Eine stetige Faltungshalbgruppe (µt)t≥0 in M1(K) heißt stabil, falls
µ0 = ε0 und fu¨r alle t > 0 µt = µκ,Mt mit κ ∈]0, 2] und M > 0 gilt.
Fu¨r eine stabile stetige Faltungshalbgruppe (µt)t≥0 gilt also
µˆt = exp(tΦκ,M) fu¨r t ≥ 0
mit Φκ,M wie in (5.7) bzw. (5.8).
Obwohl φλ ◦Hc fu¨r λ ∈ Kˆ im Allgemeinen kein Charakter der Hypergruppe
ist, ist es mo¨glich, diese Funktion anstelle von φλ in Φκ,M einzusetzen. Fu¨r
κ = 2 ist dabei zu beachten, dass
Φ2,M(λ) = −1
2
MLA(φλ)(0) fu¨r λ ∈ Kˆ (5.9)
gilt (vgl. Vorbereitungen, 0.34 und 0.35). Verwendet man dafu¨r die Notation
Φκ,M(φλ ◦Hc), so erha¨lt man die folgende ”infinitesimale“ Bedingung fu¨r die
stabile stetige Faltungshalbgruppe.
Proposition 5.13. Es sei K eine Sturm-Liouville-Hypergruppe und (µt)t≥0
eine im Sinne der Definition 5.12 stabile stetige Faltungshalbgruppe inM1(K),
d.h. es gilt
µˆt = exp(tΦκ,M) fu¨r t ≥ 0
mit κ ∈]0, 2] und M > 0. Mit
Hc(Φκ,M)(λ) := Φκ,M(φλ ◦Hc) (5.10)
fu¨r λ ∈ Kˆ und c > 0 folgt dann
Hc(Φκ,M) = c
κΦκ,M fu¨r alle c > 0 (”
infinitesimale Stabilita¨t“).
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Beweis. Fu¨r κ < 2 ergibt sich durch Einsetzen von φλ ◦Hc
Φκ,M(φλ ◦Hc) = M
∫ ∞
0
φ′λ(cx)cx
−κ dx
= Mcκ
∫ ∞
0
φ′λ(z)z
−κ dz
= cκΦκ,M(λ)
und fu¨r κ = 2 (vgl. (5.9))
Φ2,M(φλ ◦Hc) = −1
2
MLA(φλ ◦Hc)(0)
= −1
2
M(−c2(1 + α0)φ′′λ(0))
= −1
2
Mc2(λ2 + γ2)
= c2Φ2,M(λ),
da φλ ∈ C2(R+) und
φ′′λ(0) = −
λ2 + γ2
1 + α0
,
wobei α0 wie in (SL1a) bzw. α0 = 0, falls (SL1b) vorliegt, vgl. Vorbereitun-
gen, 0.34.
Bemerkung 5.14. Der Ansatz von Proposition 5.13, d.h. das
”
Einsetzen“
von φλ ◦ Hc, obwohl dies im Allgemeinen kein Charakter der Hypergruppe
ist, la¨sst sich wie folgt erla¨utern:
Definiert man fu¨r κ ∈]0, 2[ und M > 0 das Funktional B durch
B(f) := M
∫ ∞
0
f ′(x)x−κ dx, (5.11)
so ist Definition (5.11) sinnvoll fu¨r
f ∈ Cκ := {f ∈ C1(R+) : x 7→ f ′(x)x−κ ∈ L1(R∗+)},
und fu¨r f ∈ Cκ und c > 0 gilt f ◦Hc ∈ Cκ sowie
B(f ◦Hc) = cκB(f).
Ist L = {φλ : λ ∈ Kˆ} der Raum der Charaktere und D = 〈L〉 die lineare
Hu¨lle von L, so gilt L ⊆ D ⊆ Cκ fu¨r alle 0 < κ < 2, und somit erha¨lt
man fu¨r eine stabile stetige Faltungshalbgruppe (µκ,Mt)t≥0 die infinitesimale
Stabilita¨t
B(f ◦Hc) = cκB(f) fu¨r alle f ∈ D und alle c > 0.
Der Fall κ = 2 la¨sst sich analog deuten.
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Motiviert durch die Resultate in [61] fu¨r Sturm-Liouville-Hypergruppen
und Proposition 5.13 bzw. Bemerkung 5.14 wird im Folgenden versucht, fu¨r
eine kommutative Hypergruppe K eine
”
infinitesimale“ Beschreibung der
funktionalen Limiten (µt)t≥0 in der Situation
(ρn(ν))
[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0 (5.12)
anzugeben, wobei fu¨r n ∈ N ρn : K → K ein Homo¨omorphismus ist und
(kn)n∈N eine Teilfolge von N mit kn/kn+1 → α ∈]0, 1[. Dabei werden nur
normale Anziehungsbereiche betrachtet, d.h. in (5.12) sei ρn := ρ
n mit einem
Homo¨omorphismus ρ.
Besitzt die {e}-stetige Faltungshalbgruppe (µt)t≥0 die Darstellung µˆt =
etΦ fu¨r t ≥ 0 mit −Φ ∈ SN(Kˆ), so gilt
etΦ = lim
n→∞
etΦn
punktweise mit
Φn := Bˆn, n ∈ N,
fu¨r geeignete Poisson-Generatoren
Bn := βn(λn − εe) ∈Mb(K), n ∈ N,
wobei βn ∈ R+ und λn ∈M1(K) (z.B. Bn = n(µ 1
n
− εe)).
ρ(Bn) ist dann stets definiert, und mit
ρ(Φn) := (ρ(Bn))
∧
fu¨r n ∈ N besteht eine Mo¨glichkeit, analog zum Vorgehen in Proposition 5.13
(vgl. (5.10)) ρ(Φ) sinnvoll zu definieren darin,
ρ(Φ) := lim
n→∞
ρ(Φn) (5.13)
zu setzen, falls der Limes (punktweise) existiert. Wegen
Φn(χ) = Bˆn(χ) =
∫
χ¯ dBn, χ ∈ Kˆ,
erha¨lt man na¨mlich
ρ(Φn)(χ) = (ρ(Bn))
∧(χ) =
∫
χ ◦ ρ dBn, χ ∈ Kˆ,
durch
”
Einsetzen“ von χ ◦ ρ in Φn.
In der Situation (5.12) ergibt sich unter Verwendung des folgenden Lemmas
mit Bn = kn(ρ
n(ν) − εe) unmittelbar, dass der Grenzwert in (5.13) αΦ ist
und damit insbesondere stets existiert. Das Lemma wird dabei in sta¨rkerer
Formulierung bewiesen als in diesem Zusammenhang zuna¨chst beno¨tigt.
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Lemma 5.15. Es sei K eine kommutative Hypergruppe. (µt)t≥0 sei eine
{e}-stetige Faltungshalbgruppe in M1(K) mit µˆt = etΦ fu¨r t ≥ 0, wobei
−Φ ∈ SN(Kˆ), (νn)n∈N ⊆ M1(K) und (kn)n∈N ⊆ N mit kn ↗ ∞. Es gelte
funktionale Konvergenz
ν [knt]n −−−→
n→∞
µt fu¨r alle t ≥ 0.
Dann folgt
kn(νˆn(χ)− 1) −−−→
n→∞
Φ(χ) fu¨r alle χ ∈ Kˆ,
und die Konvergenz ist gleichma¨ßig auf kompakten Teilmengen von Kˆ.
Beweis. Der Beweis erfolgt mit einem Approximationssatz aus [36] (vgl.
Theorem 3.6 in Kapitel IX, Abschnitt 3.3), dessen Anwendung einiger Vor-
bereitungen bedarf.
Sei J ⊆ Kˆ kompakt. Fu¨r φ : Kˆ → C stetig sei Mφ ∈ L(C(J)) der Multipli-
kator
C(J) 3 f 7→Mφ(f) := φ|J · f
auf dem Banachraum (C(J), ‖.‖∞).
Setzt man fu¨r t ≥ 0
U(t) := MetΦ ,
so ist (U(t))t≥0 ⊆ L(C(J)) eine Kontraktionshalbgruppe der Klasse (C0)
(vgl. die Definition in Proposition 0.15 fu¨r den Banachraum B = C(J)). Die
Eigenschaft (3) fu¨r t0 ≥ 0 und f ∈ C(J) ergibt sich dabei aufgrund von
‖U(t)f − U(t0)f‖∞ = ‖etΦ|Jf − et0Φ|Jf‖∞
≤ ‖etΦ|J − et0Φ|J‖∞‖f‖∞
fu¨r alle t ≥ 0 aus der kompakt-gleichma¨ßigen Konvergenz limt→t0 µˆt = µˆt0 ,
und man erha¨lt sogar
U(t) −−−→
t→t0
U(t0)
in der Operatornorm. Da fu¨r h > 0 und f ∈ C(J)∥∥∥∥1h(U(h)f − f)−MΦf
∥∥∥∥
∞
=
∥∥∥∥(1h(ehΦ|J − 1)− Φ|J
)
f
∥∥∥∥
∞
≤
∥∥∥∥1h (ehΦ|J − 1)− Φ|J
∥∥∥∥
∞
‖f‖∞
gilt sowie
1
h
(
ehΦ − 1) −−→
h↘0
Φ
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gleichma¨ßig auf kompakten Teilmengen von Kˆ, ist T := MΦ ∈ L(C(J)) der
infinitesimale Generator von (U(t))t≥0, und auch hier liegt Konvergenz in der
Operatornorm vor.
Es sei nun fu¨r n ∈ N
Rn := Mνˆn ∈ L(C(J))
und (Rn(t))t≥0 die diskrete Halbgruppe mit Zeiteinheit 1/kn, d.h.
Rn(t) = R
[knt]
n , t ≥ 0
(vgl. [36], Kapitel IX, Abschnitt 3.1).
Tn := kn(Rn − I)
sei der zugeho¨rige Generator.
Da die Konvergenz ν
[knt]
n → µt kompakt-gleichma¨ßig in t ≥ 0 ist und somit
fu¨r eine Folge (tn) ⊆ R+ mit tn → t0
νˆ [kntn]n −−−→
n→∞
µˆt0
gleichma¨ßig auf kompakten Teilmengen von Kˆ gilt, approximiert die Folge
(Rn) von diskreten Halbgruppen U (vgl. dazu die Definition in [36], Kapitel
IX, Abschnitt 3.2), d.h. fu¨r f ∈ C(J) ist
‖Rn(tn)f − U(t0)f‖∞ −−−→
n→∞
0
erfu¨llt, und wie zuvor gilt sogar
‖Rn(tn)− U(t0)‖ −−−→
n→∞
0. (5.14)
Der oben erwa¨hnte Approximationssatz aus [36] ist nur fu¨r Konvergenz in
der starken Operatortopologie und nicht fu¨r Konvergenz in der Operatornorm
bewiesen, daher liefert er in dieser Situation die Konvergenz der Resolventen
in der starken Operatortopologie von L(C(J)). Um daraus auf die Konver-
genz der Generatoren zu schließen, ko¨nnen Resultate aus Abschnitt 2.6 in
Kapitel IV in [36] verwendet werden. Diese sind jedoch jeweils fu¨r Konver-
genz in der Operatornorm formuliert, und aus diesem Grund wird nun der
folgende Umweg u¨ber die Operatoren (U˜(t)) bzw. (R˜n(t)), n ∈ N, gegangen,
so dass die Anwendung des Approximationssatzes Resolventen-Konvergenz
in der Operatornorm in der urspru¨nglichen Situation ergibt.
Ist fu¨r t ≥ 0 U˜(t) ∈ L(L(C(J))) der durch
L(C(J)) 3 A 7→ U(t) ◦ A
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definierte Operator, so ist (U˜(t))t≥0 ⊆ L(L(C(J))) eine Kontraktionshalb-
gruppe der Klasse (C0) bezu¨glich des Banachraumes L(C(J)) mit der Ope-
ratornorm. T˜ ∈ L(L(C(J))), definiert durch
T˜A := T ◦ A fu¨r A ∈ L(C(J)),
ist der zugeho¨rige infinitesimale Generator.
Ebenso sei fu¨r n ∈ N R˜n ∈ L(L(C(J))) definiert. Dann ist T˜n ∈ L(L(C(J))),
T˜nA := Tn ◦ A fu¨r A ∈ L(C(J)),
der Generator der diskreten Halbgruppe (R˜n(t))t≥0.
Wegen (5.14) gilt fu¨r eine Folge (tn) ⊆ R+ mit tn → t0
‖R˜n(tn)A− U˜(t0)A‖ −−−→
n→∞
0
fu¨r alle A ∈ L(C(J)), und der Approximationssatz aus [36] liefert die Kon-
vergenz der Resolventen
(I − T˜n)−1 −−−→
n→∞
(I − T˜ )−1 (5.15)
in der starken Operatortopologie von L(L(C(J))). Wa¨hlt man A = I ∈
L(C(J)), so erha¨lt man wegen (I − T˜n)−1A = (I − Tn)−1 und (I − T˜ )−1A =
(I − T )−1 aus (5.15)
‖(I − Tn)−1 − (I − T )−1‖ −−−→
n→∞
0.
Theorem 2.25 und Theorem 2.23(a) in [36], Kapitel IV, Abschnitt 2.6, impli-
zieren dann
‖Tn − T‖ −−−→
n→∞
0,
und aufgrund von Tn = Mkn(νˆn−1) fu¨r n ∈ N folgt insbesondere
‖kn(νˆn|J − 1)− Φ|J‖∞ −−−→
n→∞
0.
Korollar 5.16. Es seien K eine kommutative Hypergruppe, ρ ein Homo¨o-
morphismus in K mit ρ(e) = e, ν ∈ M1(K) und (µt)t≥0 eine {e}-stetige
Faltungshalbgruppe in M1(K) mit µˆt = etΦ fu¨r t ≥ 0 und −Φ ∈ SN(Kˆ).
Weiter sei (kn)n∈N ⊆ N mit kn ↗ ∞ und kn/kn+1 −−−→
n→∞
α ∈]0, 1[, und es
gelte
(ρn(ν))[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0. (5.16)
Mit Bn := kn(ρ
n(ν)− εe), Φn := Bˆn und ρ(Φn) := (ρ(Bn))∧, n ∈ N, ist dann
ρ(Φ) := lim
n→∞
ρ(Φn) = αΦ.
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Beweis. Nach Lemma 5.15 impliziert (5.16)
kn((ρ
n(ν))∧(χ)− 1) −−−→
n→∞
Φ(χ) fu¨r alle χ ∈ Kˆ,
also in der obigen Notation Φn → Φ. Fu¨r n ∈ N gilt
Bn+1 = kn+1(ρ(ρ
n(ν))− ρ(εe))
= kn+1(ρ(ρ
n(ν)− εe))
=
kn+1
kn
(ρ(kn(ρ
n(ν)− εe)))
=
kn+1
kn
ρ(Bn),
und somit folgt ρ(Φ) = αΦ.
Korollar 5.16 besagt lediglich, dass unter den gegebenen Voraussetzungen
der (punktweise) Grenzwert von ρ(Φn) gleich αΦ ist und liefert damit nicht
die angestrebte
”
infinitesimale“ Bedingung fu¨r den funktionalen Limes. Ab-
schließend in diesem Kapitel wird daher nun der Ansatz behandelt, Φ durch
ein
”
infinitesimales“ Funktional zu beschreiben, um so in der Situation (5.12)
(mit µˆt = e
tΦ) zu einer geeigneten Formulierung der
”
infinitesimalen Semista-
bilita¨t“ zu gelangen. Definiert ist dieses Funktional zuna¨chst auf einer Menge
D, welche die im folgenden Satz angegebenen Eigenschaften besitzt.
Satz 5.17. Es sei K eine kommutative Hypergruppe. Dann existiert ein Un-
terraum D ⊆ C0(K)∩L2(K), so dass D ein Kernbereich (vgl. dazu die nach-
folgende Bemerkung) ist fu¨r den infinitesimalen Generator von Faltungsope-
ratoren (Rµt)t≥0 zu einer beliebigen {e}-stetigen Faltungshalbgruppe (µt)t≥0
in M1(K). Dabei werden die Faltungsoperatoren sowohl auf C0(K) als auch
auf L2(K) betrachtet.
Bemerkung 5.18. Die folgenden Definitionen finden sich in [36], Kapitel
III, Abschnitte 5.2 und 5.3.
Sind X und Y Banachra¨ume, so heißt ein linearer Operator T von X nach
Y mit Definitionsbereich D(T ) ⊆ X bekanntlich abgeschlossen, falls fu¨r jede
Folge (un)n∈N ⊆ D(T ), fu¨r die (un) gegen u ∈ X und (Tun) gegen v ∈ Y
konvergiert, u zu D(T ) geho¨rt und Tu = v gilt. Ein linearer Operator S
von X nach Y heißt abschließbar, falls S eine abgeschlossene Erweiterung
besitzt, d.h. ein abgeschlossener Operator T existiert mit D(S) ⊆ D(T ) und
Su = Tu fu¨r alle u ∈ D(S). Die kleinste abgeschlossene Erweiterung S˜ von
S in dem Sinne, dass jede weitere abgeschlossene Erweiterung von S auch
eine Erweiterung von S˜ ist, heißt der Abschluss von S.
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Ist T ein abgeschlossener Operator und S ein abschließbarer Operator mit
S˜ = T , so heißt der Definitionsbereich D(S) von S ein Kernbereich (
”
core“)
von T .
Beweis von Satz 5.17. Sei
D := {f ∈ L2(K) : supp(fˆ) kompakt}.
Fu¨r f ∈ D ist, da supp(fˆ) kompakt ist, fˆ ∈ L1(Kˆ) ∩ L2(Kˆ), und somit ist
die durch
f1(x) :=
∫
Kˆ
fˆ(χ)χ(x) dpiK(χ), x ∈ K, (5.17)
definierte Funktion f1 ein Repra¨sentant von f ∈ L2(K), und nach Theorem
2.2.32 in [10] gilt f1 ∈ C0(K). Da ein Haarmaß ωK auf einer kommutativen
Hypergruppe die Eigenschaft besitzt, dass fu¨r jede nichtleere offene Menge
U ⊆ K gilt ωK(U) > 0, ist der Repra¨sentant aus C0(K) eindeutig bestimmt.
Aufgrund der Dichtheit von (Cc(Kˆ))
∨ in L2(K) (vgl. dazu den Beweis von
Theorem 2.2.13 und Proposition 2.2.31 in [10]) ist D dicht in L2(K). Als
Unterraum von C0(K) ist, da nach Theorem 2.2.32 in [10] (Cc(Kˆ))
∨ auch
dicht in (C0(K), ‖.‖∞) ist und (Cc(Kˆ))∨ ⊆ D gilt, D ebenfalls dicht in C0(K).
Es sei nun (µt)t≥0 eine beliebige {e}-stetige Faltungshalbgruppe in M1(K),
und es gelte µˆt = e
tΦ fu¨r t ≥ 0 und −Φ ∈ SN(Kˆ). Fu¨r f ∈ D sei dann Nf
definiert durch
Nf(x) :=
∫
Kˆ
Φ(χ)fˆ(χ)χ(x) dpiK(χ), x ∈ K.
Mit g := Φ · fˆ fu¨r f ∈ D ist
Nf = gˇ,
und es gilt Nf ∈ D. (Dabei ist zu beachten, dass Φ stetig und somit lokal
beschra¨nkt ist.)
Betrachtet man die Faltungsoperatoren einerseits als Operatoren auf C0(K),
so ist fu¨r f ∈ D wegen
(µh ∗ f1)(x) =
∫
K
∫
K
∫
Kˆ
fˆ(χ)χ(z) dpiK(χ) d(εy− ∗ εx)(z) dµh(y)
=
∫
K
∫
Kˆ
fˆ(χ)
∫
K
χ(z) d(εy− ∗ εx)(z) dpiK(χ) dµh(y)
=
∫
K
∫
Kˆ
fˆ(χ)χ(y−)χ(x) dpiK(χ) dµh(y)
=
∫
Kˆ
fˆ(χ)χ(x)
∫
K
χ(y−) dµh(y) dpiK(χ)
=
∫
Kˆ
fˆ(χ)χ(x)µˆh(χ) dpiK(χ) (5.18)
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fu¨r x ∈ K und h > 0∣∣∣∣1h((µh ∗ f1)(x)− f1(x))−Nf(x)
∣∣∣∣
=
∣∣∣∣1h
∫
Kˆ
(µˆh(χ)− 1)fˆ(χ)χ(x) dpiK(χ)−
∫
Kˆ
Φ(χ)fˆ(χ)χ(x) dpiK(χ)
∣∣∣∣
≤
∫
Kˆ
∣∣∣∣1h(µˆh(χ)− 1)− Φ(χ)
∣∣∣∣ |fˆ(χ)||χ(x)| dpiK(χ)
≤
∫
Kˆ
∣∣∣∣1h(µˆh(χ)− 1)− Φ(χ)
∣∣∣∣ |fˆ(χ)| dpiK(χ).
Aufgrund der gleichma¨ßigen Konvergenz
1
h
(ehΦ − 1) −−→
h↘0
Φ
auf kompakten Teilmengen von Kˆ und da supp(fˆ) kompakt ist, folgt somit∥∥∥∥1h(µh ∗ f1 − f1)−Nf
∥∥∥∥
∞
−−→
h↘0
0,
d.h. es ist D ⊆ D(A1) und A1f = Nf fu¨r f = f1 ∈ D, wenn A1 den zu
(Rµt)t≥0 ⊆ L(C0(K)) geho¨rigen infinitesimalen Generator bezeichnet.
Andererseits ist fu¨r f ∈ D (Nf)∧ = Φ · fˆ , und da nach Proposition 2.2.26
in [10] fu¨r h > 0
(µh ∗ f)∧ = µˆh · fˆ
auf supp(piK) gilt, erha¨lt man wegen Satz 0.22 fu¨r f ∈ D und h > 0∥∥∥∥1h (µh ∗ f − f)−Nf
∥∥∥∥2
2
=
∥∥∥∥(1h (µh ∗ f − f)−Nf
)∧∥∥∥∥2
2
=
∥∥∥∥1h ((µh ∗ f)∧ − fˆ)− (Nf)∧
∥∥∥∥2
2
=
∥∥∥∥1h (µˆh − 1) fˆ − Φ · fˆ
∥∥∥∥2
2
=
∫
Kˆ
∣∣∣∣1h (ehΦ − 1)− Φ
∣∣∣∣2 |fˆ |2 dpiK .
Bezeichnet also A2 den infinitesimalen Generator der Faltungsoperatoren
(Rµt)t≥0 ⊆ L(L2(K)), so ist D ⊆ D(A2), und Nf ist ein Repra¨sentant (aus
C0(K)) von A2f ∈ L2(K).
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Zum Nachweis, dass D jeweils ein Kernbereich fu¨r den infinitesimalen Ge-
nerator von (Rµt)t≥0 ⊆ L(C0(K)) bzw. (Rµt)t≥0 ⊆ L(L2(K)) ist, wird nun
gezeigt, dass D invariant ist unter (Rµt)t≥0. Die Behauptung folgt dann mit
Theorem 1.9 in [13].
Ist f ∈ D und t ≥ 0, so ist mit g := µˆt · fˆ und h := gˇ h ∈ D, und es gelten
h1(x) =
∫
Kˆ
µˆt(χ)fˆ(χ)χ(x) dpiK(χ) = (µt ∗ f1)(x) fu¨r alle x ∈ K
nach (5.18) (fu¨r die Notation vgl. (5.17)) sowie wegen
(µt ∗ f)∧ = µˆt · fˆ = g
auf supp(piK) auch µt ∗ f = h in L2(K).
Definition 5.19. Ist (µt)t≥0 eine {e}-stetige Faltungshalbgruppe auf einer
kommutativen Hypergruppe K mit µˆt = e
tΦ fu¨r t ≥ 0, wobei −Φ ∈ SN(Kˆ),
und D wie in Satz 5.17, so wird das Funktional B auf D definiert durch
B(f) :=
∫
Kˆ
Φ(χ)fˆ(χ) dpiK(χ), f ∈ D.
Bemerkung. Es gilt dann
B(f) = Nf(e) fu¨r f ∈ D
in der Notation aus dem Beweis von Satz 5.17.
Bei der angestrebten Formulierung der
”
infinitesimalen Semistabilita¨t“
u¨ber das Funktional B stellt sich nun das Problem, dass im Allgemeinen
”
f ◦ ρ ∈ D fu¨r alle f ∈ D“ nicht erfu¨llt sein wird und somit a priori B(f ◦ ρ)
nicht definiert ist. Will man sie daher durch die Bedingung
B(f ◦ ρ) = αB(f) fu¨r alle f ∈ D (5.19)
erkla¨ren, so ist dies nur mo¨glich, indem man das Funktional (B,D) geeignet
auf (B, D˜) mit D˜ ⊇ D fortsetzt, so dass f ◦ ρ ∈ D˜ fu¨r alle f ∈ D erfu¨llt ist.
Umgeht man obiges Problem auf diese Weise, so verdeutlicht der folgende
Ansatz, wie sich in der Situation (5.12) fu¨r die funktionalen Limiten die
”
infinitesimale“ Bedingung (5.19) ergibt.
Ansatz 5.20. Es seien die folgenden Voraussetzungen erfu¨llt:
K sei eine kommutative Hypergruppe und ρ : K → K ein Homo¨omorphismus
mit den Eigenschaften ρ(e) = e und ρ(x−) = ρ(x)− fu¨r alle x ∈ K. Weiter
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seien (µt)t≥0 eine {e}-stetige Faltungshalbgruppe in M1(K) mit µˆt = etΦ,
t ≥ 0, und −Φ ∈ SN(Kˆ), ν ∈ M1(K) und (kn)n∈N ⊆ N mit kn ↗ ∞ und
kn/kn+1 −−−→
n→∞
α ∈]0, 1[. Es gelte
(ρn(ν))[knt] −−−→
n→∞
µt fu¨r alle t ≥ 0.
Mit
Bn := kn((ρ
n(ν))− − εe), n ∈ N,
gilt dann fu¨r f ∈ D ⊆ C0(K) (d.h. f = f1 wie im Beweis von Satz 5.17)∫
K
f dBn = kn
(∫
K
f d(ρn(ν))− − f(e)
)
= kn
(∫
K
∫
Kˆ
fˆ(χ)χ(x) dpiK(χ) d(ρ
n(ν))−(x)−
∫
Kˆ
fˆ(χ) dpiK(χ)
)
= kn
(∫
Kˆ
fˆ(χ)
∫
K
χ(x−) dρn(ν)(x) dpiK(χ)−
∫
Kˆ
fˆ(χ) dpiK(χ)
)
= kn
(∫
Kˆ
fˆ(χ)(ρn(ν))∧(χ) dpiK(χ)−
∫
Kˆ
fˆ(χ) dpiK(χ)
)
=
∫
Kˆ
kn((ρ
n(ν))∧(χ)− 1)fˆ(χ) dpiK(χ),
und mit Lemma 5.15 folgt, da supp(fˆ) kompakt ist,
Bn(f) :=
∫
K
f dBn −−−→
n→∞
B(f).
Nun ist
Bn+1 = kn+1(ρ((ρ
n(ν))−)− ρ(εe))
= kn+1 ρ((ρ
n(ν))− − εe)
=
kn+1
kn
ρ(Bn),
n ∈ N, und somit gilt fu¨r alle f ∈ D
Bn(f ◦ ρ) −−−→
n→∞
αB(f).
Dabei sind Bn(f) und Bn(f ◦ ρ) jeweils fu¨r alle f ∈ Cb(K) definiert.
La¨sst sich B geeignet auf einen Funktionenraum D˜ ⊇ D fortsetzen, so dass
f ◦ ρ ∈ D˜ gilt fu¨r alle f ∈ D und daru¨berhinaus Bn(f) → B(f) fu¨r alle
f ∈ D˜, so ergibt sich also
B(f ◦ ρ) = αB(f) fu¨r alle f ∈ D. (5.20)
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Eine Mo¨glichkeit, eine von ρ abha¨ngige und somit allerdings nicht universelle
Fortsetzung von B zu konstruieren, ist die folgende:
Setzt man
M :=
∞⋃
n=0
{f ◦ ρn : f ∈ D}
(dabei sei wieder f ∈ C0(K), d.h. f = f1) und
D˜ := 〈M〉
fu¨r den von M erzeugten Unterraum in C0(K), so ist D ⊆ D˜, und fu¨r Funk-
tionen g ∈ M , g = f ◦ ρk mit k ∈ N0 und f ∈ D existiert limn→∞Bn(g)
(= αkB(f)). Da die Funktionen g ein Erzeugendensystem fu¨r D˜ bilden, gibt
es eine Fortsetzung von B auf D˜, so dass Bn(f)→ B(f) fu¨r alle f ∈ D˜ erfu¨llt
ist. Ferner ist mit f ∈ D˜ auch f ◦ ρ ∈ D˜, und es gilt dann (5.20).
5.21 (Bemerkungen zu Kapitel 5). Die Anziehungsbereiche der stabilen
Maße (vgl. Definition 5.12) in der von Hm. Zeuner behandelten Situation von
Sturm-Liouville-Hypergruppen ko¨nnen - analog zum klassischen Fall symme-
trischer Irrfahrten auf R - durch Bedingungen fu¨r die regula¨re Variation der
Tails beschrieben werden (vgl.Theorem 4.2 in [61]). Die Untersuchungen in
[61] sind dabei bezu¨glich innerer Normierung gemacht, d.h. es werden Folgen
((Hcn(ν))
n) von Faltungspotenzen zugrunde gelegt.
Fu¨r den Fall a¨ußerer Normierung, d.h. der Betrachtung von Folgen (Hcn(ν
n)),
liegen Resultate von H.-P. Scheﬄer/Hm. Zeuner fu¨r Sturm-Liouville-Hyper-
gruppen von polynomiellem Wachstum vor (vgl. [48]). Diese zeigen, dass die
einzig mo¨glichen Grenzwerte stabile Verteilungen auf der Bessel-Kingman-
Hypergruppe (R+, ∗α) mit einem geeigneten Parameter α sind und sich die
Anziehungsbereiche u¨ber die regula¨re Variation der Fouriertransformierten
beschreiben lassen.
Die Aussage aus Satz 5.17 u¨ber die Menge D wird im folgenden Anhang
aufgegriffen.
5.A Anhang zu Kapitel 5
Im Zusammenhang mit der Menge
D = {f ∈ L2(K) : supp(fˆ) kompakt},
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welche zur Definition des
”
infinitesimalen“ Funktionals fu¨r Ansatz 5.20 ver-
wendet wurde, lassen sich daru¨berhinaus die folgenden fu¨r sich interessanten
Aussagen festhalten. K sei dabei stets eine kommutative Hypergruppe.
(1) Der entscheidende Punkt in Satz 5.17 ist der folgende:
Bemerkung 5.22. D ist ein gemeinsamer Kernbereich, d.h. ein Kernbereich
fu¨r die infinitesimalen Generatoren von Faltungsoperatoren (betrachtet so-
wohl auf C0(K) als auch auf L
2(K)) fu¨r alle stetigen Faltungshalbgruppen
(µt)t≥0 in M1(K) mit µ0 = εe.
(2) Es sei (µt)t≥0 eine {e}-stetige Faltungshalbgruppe inM1(K) mit µˆt = etΦ
fu¨r t ≥ 0 und −Φ ∈ SN(Kˆ). Fu¨r f ∈ D seien Gkf := Φkfˆ ∈ L1(Kˆ)∩L2(Kˆ)
und Hkf := (Gkf)
∨, wobei k ∈ Z+. Dann ist Hkf ∈ D, und
Nkf(x) :=
∫
Kˆ
(Φ(χ))kfˆ(χ)χ(x) dpiK(χ), x ∈ K,
ist Repra¨sentant von Hkf aus C0(K). (Fu¨r k = 1 ist N1 = N in der Notation
des Beweises von Satz 5.17.)
Da fu¨r t ≥ 0
n∑
k=0
tk
k!
Φk −−−→
n→∞
etΦ
gleichma¨ßig auf kompakten Teilmengen von Kˆ und da supp(fˆ) kompakt ist,
ergeben sich fu¨r Rµtf jeweils die Reihendarstellungen (vgl. dazu auch den
Beweis von Satz 5.17)
Rµtf = µt ∗ f =
∞∑
k=0
tk
k!
Nkf
in C0(K) (wobei hier f = f1 wie in (5.17)) und
Rµtf = µt ∗ f =
∞∑
k=0
tk
k!
Hkf
in L2(K).
R+ 3 t 7→ Rµtf ∈ C0(K) bzw. L2(K) la¨sst sich dann zu einer ganzen analy-
tischen Funktion in C fortsetzen, denn fu¨r k ∈ Z+ gilt einerseits
‖Nkf‖∞ ≤ ‖Φ|L‖k∞‖fˆ‖1
und andererseits
‖Hkf‖2 = ‖Gkf‖2 ≤ ‖Φ|L‖k∞‖fˆ‖2,
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wenn dabei L := supp(fˆ) den kompakten Tra¨ger bezeichnet. Fu¨r z ∈ C sind
daher die Reihen ∞∑
k=0
zk
k!
Nkf und
∞∑
k=0
zk
k!
Hkf
absolut konvergent. Somit erha¨lt man:
Korollar 5.23. Ist (µt)t≥0 eine {e}-stetige Faltungshalbgruppe in M1(K),
so sind die Elemente von D jeweils ganze analytische Vektoren fu¨r (Rµt)t≥0
im Sinne der Definition aus [13] (vgl. S. 30). Dies gilt sowohl auf C0(K) als
auch auf L2(K).
Bemerkung 5.24. Die Definition in [13] ist zwar fu¨r Ein-Parameter-Gruppen
formuliert, la¨sst sich aber analog fu¨r Ein-Parameter-Halbgruppen (vgl. die De-
finition in [13]), speziell also fu¨r Kontraktionshalbgruppen der Klasse (C0),
treffen.
(3) Aus Satz 5.17 und Korollar 5.23 ergibt sich unmittelbar:
Korollar 5.25. Ist (µt)t≥0 eine {e}-stetige Faltungshalbgruppe in M1(K),
so ist die Menge A der ganzen analytischen Vektoren fu¨r (Rµt)t≥0 ein Kern-
bereich fu¨r den infinitesimalen Generator von (Rµt)t≥0 (sowohl auf C0(K) als
auch auf L2(K)).
Aus der Theorie der Ein-Parameter- (Halb-) Gruppen sind die folgen-
den Resultate bekannt: In Theorem 1.48 in [13] wird bewiesen, dass fu¨r
Ein-Parameter-Gruppen (Tt)t≥0 die Menge der ganzen analytischen Vekto-
ren dicht im zugrunde liegenden Banachraum B und ein Kernbereich fu¨r den
Generator von (Tt)t≥0 ist. Fu¨r Halbgruppen muss der erste Teil dieser Aus-
sage nicht erfu¨llt sein (vgl. Beispiel 1.50 in [13]), ist jedoch die Dichtheit der
Menge der ganzen analytischen Vektoren gegeben, so folgt aus Theorem 1.9
in [13] oder auch Theorem 3.1 in [11] ebenfalls, dass diese ein Kernbereich
fu¨r den Generator ist. Die Aussage von Korollar 5.25 erha¨lt man somit auch
mit der Dichtheit von D in C0(K) bzw. L
2(K) und Korollar 5.23.
Im Zusammenhang mit Kernbereichen fu¨r den infinitesimalen Genera-
tor von Kontraktionshalbgruppen von Faltungsoperatoren wird nun abschlie-
ßend gezeigt, dass sich der fu¨r lokalkompakte Gruppen gu¨ltige Satz von F.
Hirsch (vgl. dazu [23], Satz 4.1) im Falle {e}-stetiger Faltungshalbgruppen
auf Hypergruppen u¨bertragen la¨sst. Dabei werden die Faltungsoperatoren als
Operatoren auf C0(K) betrachtet, wobei K eine beliebige, nicht notwendig
kommutative, Hypergruppe (mit abza¨hlbarer Basis der Topologie) ist.
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Satz 5.26 (F. Hirsch). Es sei K eine Hypergruppe und (µt)t≥0 eine {e}-
stetige Faltungshalbgruppe in M1(K). (Tt)t≥0 = (Rµt)t≥0 sei die zugeho¨rige
Kontraktionshalbgruppe der Klasse (C0) der Faltungsoperatoren (als Opera-
toren auf C0(K)). A bezeichne den infinitesimalen Generator von (Tt)t≥0. Es
sei D ⊆ D(A) ein dichter Unterraum von C0(K), und es gelten
(i) RxD ⊆ D fu¨r alle x ∈ K und
(ii) SxD ⊆ D fu¨r alle x ∈ K,
wobei Rx := Rεx− , d.h. Rxf(y) = f(x ∗ y) fu¨r f ∈ C0(K) und y ∈ K, und
Sxf := f ∗ εx− fu¨r f ∈ C0(K), d.h. Sxf(y) = f(y ∗ x) fu¨r alle y ∈ K (jeweils
fu¨r x ∈ K).
Dann ist D ein Kernbereich fu¨r A.
Dem Beweis des Satzes, welcher analog zum Fall lokalkompakter Gruppen
in [23] gefu¨hrt wird, werden zuna¨chst einige Bemerkungen u¨ber verwendete
Notationen und Zusammenha¨nge vorangestellt.
Bemerkung 5.27. (a) Fu¨r µ ∈ Mb(K) bezeichne Sµ den (Rechts-) Fal-
tungsoperator
Sµ : C0(K) → C0(K)
f 7→ Sµf := f ∗ µ.
Es ist dann Sµ ∈ L(C0(K)) mit ‖Sµ‖ ≤ ‖µ‖, und fu¨r x ∈ K gilt
Sx = Sεx− in der Notation aus Satz 5.26.
(b) Fu¨r µ, ν ∈Mb(K) gilt die Vertauschungsrelation
RµSν = SνRµ (5.21)
(vgl. 1.2.18 in [10]).
(c) Der infinitesimale Generator A von (Tt)t≥0 im obigen Satz ist invariant
(vgl. Definition 4.1 in [23] fu¨r den Gruppenfall), d.h. es gelten
(i) SxD(A) ⊆ D(A) fu¨r alle x ∈ K sowie
(ii) SxA = ASx fu¨r alle x ∈ K,
denn:
Ist x ∈ K, so gilt fu¨r jedes f ∈ D(A) und h > 0
‖h−1(ThSxf − Sxf)− SxAf‖∞ = ‖h−1(SxThf − Sxf)− SxAf‖∞
≤ ‖h−1(Thf − f)− Af‖∞
wegen (5.21) und ‖Sx‖ ≤ 1.
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(d) Nach Hilfssatz 1.2 in [23] ist der infinitesimale GeneratorA von (Tt)t≥0 ⊆
L(C0(K)) dissipativ (vgl. Definition 1.2 in [23]), d.h. fu¨r f ∈ D(A) und
x ∈ K mit f(x) = ‖f‖∞ folgt Re(Af(x)) ≤ 0.
Nach diesen Vorbereitungen wird nun der Satz von Hirsch bewiesen.
Beweis von Satz 5.26. D ist genau dann ein Kernbereich fu¨r A, wenn fu¨r ein
(und damit fu¨r alle) λ > 0 (λI − A)D dicht in C0(K) ist. Diese Charak-
terisierung erha¨lt man unmittelbar aus 6.3 bzw. 5.19 in Kapitel III in [36],
wobei sich die Aussage aus 5.19 aus der Tatsache ergibt, dass D genau dann
ein Kernbereich fu¨r A ist, wenn zu jedem f ∈ D(A) eine Folge (fn) ⊆ D
existiert, so dass fn → f und Afn → Af .
Im Folgenden wird nun die Dichtheit von (I −A)D in C0(K) gezeigt. Es sei
(A˜,D(A˜)) der Abschluss von (A,D).
Ist f ∈ D, so besteht der erste Schritt des Beweises darin, nachzuweisen,
dass Sνf ∈ D(A˜) und A˜Sνf = SνAf fu¨r alle ν ∈ Mb(K) erfu¨llt sind, wobei
dies ohne Einschra¨nkung fu¨r ν ∈Mb+(K) bewiesen wird.
Nach Satz 30.4 in [2] existiert zu jedem ν ∈ Mb+(K) eine Folge (νn) ⊆
Mb+(K) diskreter Radon-Maße (vgl. die Satz 30.4 vorangehende Definition
in [2]), die vag gegen ν konvergiert. Dabei kann die Folge so gewa¨hlt werden,
dass ‖νn‖ ≤ ‖ν‖ fu¨r alle n ∈ N erfu¨llt ist, womit man schwache Konvergenz
erha¨lt. Gilt
νn =
kn∑
i=1
α
(n)
i εx(n)i
fu¨r n ∈ N, wobei kn ∈ N, α(n)1 , . . . , α(n)kn ≥ 0 und x
(n)
1 , . . . , x
(n)
kn
∈ K, so ist fu¨r
x ∈ K
Sνnf(x) =
∫
K
f(x ∗ y−) dνn(y)
=
kn∑
i=1
α
(n)
i f(x ∗ (x(n)i )−)
=
kn∑
i=1
α
(n)
i S(x(n)i )−
f(x),
also
Sνnf =
kn∑
i=1
α
(n)
i S(x(n)i )−
f ∈ D
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aufgrund der Voraussetzung (ii).
Man erha¨lt nun fu¨r n ∈ N mit der Invarianz von A (vgl. Bemerkung 5.27(c))
A˜Sνnf = ASνnf
=
kn∑
i=1
α
(n)
i AS(x(n)i )−
f
=
kn∑
i=1
α
(n)
i S(x(n)i )−
Af
= SνnAf.
Da νn → ν, folgt Sνn → Sν in der starken Operatortopologie, und wegen
(Sνnf)n∈N ⊆ D, Sνnf → Sνf und A˜Sνnf = SνnAf → SνAf folgt aus der
Abgeschlossenheit von A˜ Sνf ∈ D(A˜) sowie A˜Sνf = SνAf und somit die
Behauptung im ersten Schritt.
Als na¨chstes wird nun gezeigt, dass mit den Notationen
〈f, ν〉 :=
∫
K
f dν fu¨r f ∈ C0(K) und ν ∈Mb(K)
und
(I − A)D⊥ = {ν ∈Mb(K) : 〈f, ν〉 = 0 fu¨r alle f ∈ (I − A)D}
(I − A)D⊥ = {0} gilt.
Sei dazu ν ∈ (I − A)D⊥. Sei weiterhin f ∈ D. Es existiert dann ein x0 ∈ K
mit |Sν−f(x0)| = ‖Sν−f‖∞. Setzt man
c :=
‖Sν−f‖∞
Sν−f(x0)
,
falls ‖Sν−f‖∞ 6= 0, so gilt also Sν−(cf)(x0) = cSν−f(x0) = ‖Sν−f‖∞. Ohne
Einschra¨nkung sei c = 1, ansonsten wird in der folgenden Rechnung anstelle
der Funktion f die Funktion cf betrachtet. Mit g := Rx0f ist, da f ∈ D,
nach Voraussetzung (i) auch g ∈ D. Man erha¨lt nun wegen ν ∈ (I − A)D⊥,
〈g, ν〉 = 〈Sν−g, εe〉, der Vertauschungsrelation (5.21) sowie Sν−g ∈ D(A˜) mit
A˜Sν−g = Sν−Ag nach Schritt 1 und schließlich der Wahl von x0
0 = 〈Rx0f, ν〉 − 〈ARx0f, ν〉
= 〈Sν−Rx0f, εe〉 − 〈Sν−ARx0f, εe〉
= 〈Rx0Sν−f, εe〉 − 〈A˜Rx0Sν−f, εe〉
= ‖Sν−f‖∞ − 〈A˜Rx0Sν−f, εe〉. (5.22)
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Da A dissipativ ist (vgl. Bemerkung 5.27(d)) und (A,D(A)) eine Erweiterung
von (A˜,D(A˜)), ist auch A˜ dissipativ, und somit erha¨lt man aufgrund von
Rx0Sν−f(e) = ‖Sν−f‖∞ = ‖Rx0Sν−f‖∞
Re〈A˜Rx0Sν−f, εe〉 ≤ 0,
woraus mit (5.22) ‖Sν−f‖∞ = 0 folgt.
Also gilt Sν−f = 0 fu¨r alle f ∈ D, und die Dichtheit von D liefert dann
Sν−f = 0 fu¨r alle f ∈ C0(K). Dies impliziert ν− = 0 und folglich auch ν = 0.
Da ν ∈ (I − A)D⊥ beliebig war, ist somit
(I − A)D⊥ = {0}. (5.23)
Wegen (5.23) gilt fu¨r den Annullator
F ◦ = {Φ ∈ C0(K)′ : Φ(f) = 0 fu¨r alle f ∈ (I − A)D}
des Unterraumes F := (I−A)D von C0(K), wobei C0(K)′ den Dualraum von
C0(K) bezeichnet, F
◦ = {0}, und mit einer Folgerung aus dem Bipolarensatz
(vgl. Korollar 6.12 in [41]) ergibt sich die Dichtheit von F in C0(K). Dies
liefert die Behauptung.
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