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Abstract
This paper provides the extension of the observability rank condition and the extension of
the controllability rank condition to time-varying nonlinear systems. Previous conditions to
check the state observability and controllability, only account for nonlinear systems that do
not explicitly depend on time, or, for time-varying systems, they only account for the linear
case. In this paper, the general analytic conditions are provided. The paper shows that
both these two new conditions (the extended observability rank condition and the extended
controllability rank condition) reduce to the well known rank conditions for observability
and controllability in the two simpler cases of time-varying linear systems and time-invariant
nonlinear systems. The proposed new conditions work automatically and can deal with any
system, independently of its complexity (state dimension, type of nonlinearity, etc). Simple
examples illustrate both these conditions. In addition, the two new conditions are used
to study the observability and the controllability properties of a lunar module. For this
system, the dynamics exhibit an explicit time-dependence due to the variation of the weight
and the variation of the moment of inertia. These variations are a consequence of the fuel
consumption. To study the observability and the controllability properties of this system,
the extended observability rank condition and the extended controllability rank condition
introduced by this paper are required. The paper shows that, even under the constraint
that the main rocket engine delivers constant power, the state is weakly locally controllable.
Additionally, it is weakly locally observable up to the yaw angle.
Keywords: Nonlinear Observability; Nonlinear Controllability; Aerospace robotics
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1 Introduction
Observability and controllability are two fundamental structural properties of a control system.
The former describes the possibility of inferring the state that characterizes the system from
observing its inputs and outputs. The latter characterizes the possibility to move a system in
all its space of states, by using suitable system inputs (controls). Both these concepts were first
introduced for linear systems [1, 2] and the two analytic conditions to check if a linear system
satisfies these two properties have also be obtained. The nonlinear case is much more complex.
First, both these concepts become local. In addition, unlike the linear case, observability depends
on the system inputs. In this paper we refer to the weak local observability, as defined in [3, 4]
(definitions 8, 9, 10, 11, in [4]). Regarding controllability, in this paper we refer to the concept
of weak local controllability, as defined in [3].
The two analytic conditions to check if a continuous time-invariant nonlinear system satisfies
these two properties (the weak local observability and the weak local controllability) have also
been introduced [3, 4, 5, 6, 7, 8]. They are known as the observability rank condition and the
controllability rank condition. They are summarized in section 3.2 and in section 4.2, respectively.
Very recently, new analytic conditions have also been proposed. The conditions proposed in
[11, 12], extend the observability rank condition to the case when the dynamics are also driven by
unknown inputs. The authors of [13] proposed a new condition for the weak local controllability,
which presents some advantages with respect to the controllability rank condition.
Unfortunately, all the conditions above cannot be used in the case when the system is time-
varying (nonautonomous).
A time-varying system is a system whose behaviour changes with time. In particular, the system
will respond differently to the same input at different times. A typical example of time-varying
system is an aircraft. For this system, there are two main factors that make it time-varying:
decreasing weight due to consumption of fuel and the different configuration of control surfaces
during take off, cruise and landing. The first factor will characterize the system investigated in
sections 7 and 8.
In a general mathematical characterization of a time-varying nonlinear system, all the key scalar
and vector fields that define its dynamics and/or its output functions, explicitly depend upon
time (see equation (1)).
For time-varying systems, the two analytic conditions to check observability and controllability
have only been obtained in the linear case. These conditions are summarized in section 3.1 and
in section 4.1, respectively.
So far, no condition exists to check the weak local observability and the weak local controllability
for time-varying nonlinear systems. This is precisely the goal of this paper.
Specifically, the contributions of this paper are the following two:
1. Extend the observability rank condition to nonlinear time-varying systems.
2. Extend the controllability rank condition to nonlinear time-varying systems.
The paper is organized as follows. Section 2 provides the basic equations that characterize the
systems here investigated. Sections 3 and 4 provide the two new analytic conditions, whose
derivations are given separately in section 5. Section 6 provides two simple applications. They
are deliberately trivial to better illustrate the two new analytic conditions. Sections 7 and 8
provide a real application. We investigate the observability and controllability properties of a
lunar module that operates in presence of gravity and in absence of an atmosphere. This system
has an explicit time dependence due to the fuel consumption that results in a variation of the
weight and the variation of the moment of inertia. Finally, our conclusion is given in section 9.
3
2 Considered systems
We will refer to a nonlinear control system with m inputs (u1, · · · , um). The state is the vector
x , [x1, · · · , xn]T ∈M
withM an open set of Rn. We assume that the dynamics are nonlinear with respect to the state
and affine with respect to the inputs. We account for an explicit time dependence, namely, all
the functions that characterize the dynamics and/or the outputs, can explicitly depend on time.
Finally, the system has p(≥ 1) outputs. Our system is characterized by the following equations:{
x˙ = f0(x, t) +
∑m
i=1 f
i(x, t)ui
y = [h1(x, t), · · · , hp(x, t)]T (1)
where f i(x, t), i = 0, 1, · · · ,m, are vector fields inM and the functions h1(x, t), · · · , hp(x, t)
are scalar fields defined on the open setM. All these vector and scalar fields explicitly depend
on time.
3 Analytic condition for observability
This section introduces the analytic condition to check the state observability for systems that
satisfy equation (1).
Before introducing this new condition we remind the reader the existing results for the less general
systems. Specifically, in section 3.1, we provide the analytic condition that holds in the case of
time-varying linear systems and, in section 3.2, we provide the analytic condition that holds in
the case of time-invariant nonlinear systems. In section 3.3, we provide the new condition that
holds in general, i.e., for time-varying nonlinear systems.
3.1 Time-varying linear systems
This special case is obtained by setting in (1):
• f0(x, t) = A(t)x, where A is a matrix of dimension n× n.
• f i(x, t) = bi(t), where b1(t), · · · , bm(t) are m column vectors of dimension n.
• hj(x, t) = cj(t)x, where c1(t), · · · , cp(t) are p row-vectors of dimension n.
We can write (1) as follows: {
x˙ = A(t)x+B(t)u
y = C(t)x
(2)
where the columns of B are the vectors b1, · · · , bm above and the lines of C are the vectors
c1, · · · , cp above.
The system defined by (2) is observable in a given time interval I if there exists t¯ ∈ I and a
positive integer k such that:
rank

N0(t¯)
N1(t¯)
· · ·
Nk(t¯)
 = n (3)
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where N0(t) , C(t) and Ni(t) is defined recursively as:
Ni(t) = Ni−1(t)A(t) +
dNi−1(t)
dt
, i = 1, · · · , k (4)
This result was obtained long time ago in [9]. The reader is also addressed to [10] for further
details and for the analytic derivations to prove the validity of the above condition.
3.2 Time-invariant nonlinear systems
This special case is obtained when all the vector and scalar fields that appear in (1) do not
explicitly depend on time. The analytic condition to check the weak local observability at a given
x0 ∈ M of the state x that satisfies (1) is obtained by computing the observable codistribution
[7]. When all the vector and scalar fields do not explicitly depend on time, the observable
codistribution is generated by the recursive algorithm 1 (see [3, 4, 7]). We use the following
notation:
• Given a scalar field h, dh is its differential.
• Given a vector field f (defined on the open setM), Lf denotes the Lie derivative along f .
We remind the reader that, the Lie derivative along f of a given scalar field h is [7]:
Lfh = ∂h
∂x
· f
Additionally:
Lfdh = dLfh (5)
• Given a codistribution Ω and a given vector field f (both defined on the open setM), LfΩ
denotes the codistribution whose covectors are the Lie derivatives along f of the covectors
in Ω.
• Given two vector spaces V1 and V2, V1⊕V2 is their sum, i.e., the span of all the generators
of V1 and V2.
Algorithm 1 Observable codistribution for time-invariant nonlinear systems.
Set Ω =span{dh1, · · · , dhp}
while dim
(
Ω⊕ Lf0Ω⊕ · · · ⊕ LfmΩ
)
>dim(Ω) do
Set Ω = Ω⊕ Lf0Ω⊕ · · · ⊕ LfmΩ
end while
The analytic condition to check the weak local observability of nonlinear time-invariant systems
is given by the following fundamental result:
Theorem 1 (Observability Rank Condition) Algorithm 1 converges in an open and dense
set ofM and the convergent codistribution is obtained in at most n− 1 steps. If the convergent
codistribution is non singular at x0 ∈M and its dimension is equal to n at x0, then the system is
weakly locally observable at x0 (sufficient condition). Conversely, if the system is weakly locally
observable at x0, the dimension of the above codistribution is n in a dense neighbourhood of x0
(necessary condition).
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Proof: All the statements are very well known results. The reader is addressed to [7] (lemmas
1.9.1, 1.9.2 and 1.9.6) for the convergence properties of algorithm 1. The proof of the sufficient
condition is available in [3], theorem 3.1. The proof of the necessary condition is available in [3],
theorem 3.11 J
3.3 Time-varying nonlinear systems
We now consider the general case of time-varying nonlinear systems. In this section we only
provide the analytic condition. In section 5.1 we prove its validity.
The new condition is similar to the condition that holds in the case time-invariant (i.e., the
observability rank condition provided in section 3.2). The only difference resides in the compu-
tation of the observable codistribution. The new codistribution is given by algorithm 2, where
we introduced the following operator:
L˜f0 , ∂
∂t
+ Lf0 (6)
Algorithm 2 Observable codistribution for time-variant nonlinear systems.
Set Ω =span{dh1, · · · , dhp}
while dim
(
Ω⊕ L˜f0Ω⊕ Lf1Ω⊕ · · · ⊕ LfmΩ
)
>dim(Ω) do
Set Ω = Ω⊕ L˜f0Ω⊕ Lf1Ω⊕ · · · ⊕ LfmΩ
end while
Note that the codistribution returned by the algorithm above is in general time-dependent.
The analytic condition to check the weak local observability of nonlinear time-varying systems
is given by the following fundamental new result:
Theorem 2 (Extended Observability Rank Condition) Algorithm 2 converges in an open
and dense set of R×M and the convergent codistribution is obtained in at most n−1 steps. If the
convergent codistribution is non singular at x0 ∈M and at a given time t0 ∈ R and its dimension
is equal to n at (t0, x0), then the system is weakly locally observable at (t0, x0) (sufficient
condition). Conversely, if the system is weakly locally observable at (t0, x0), the dimension of
the above codistribution is n in a dense neighbourhood of (t0, x0) (necessary condition).
Proof: The proof is given in section 5.1 J
We conclude this section with the following remarks:
1. Algorithm 2 differs from algorithm 1 only for the recursive step. In particular, the operator
given in (6) substitutes the Lie derivative along f0. In other words, the new algorithm is
obtained with the substitution:
Lf0 → L˜f0
If f0 is null, in the recursive step we need to add the term ⊕ ∂∂tΩ.
2. If Ω is generated by ω1, · · · , ωs, the codistribution Ω ⊕ L˜f0Ω ⊕ · · · ⊕ LfmΩ is generated
by ω1, .., ωs, L˜f0ω1, .., L˜f0ωs, ..,Lfmω1, ..,Lfmωs (see appendix A). This allows us to easily
implement algorithm 2 since it suffices to compute the Lie derivatives of the generators of
Ω, at each step.
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3. The extended observability rank condition reduces to the observability rank condition pro-
vided in section 3.2 when all the vector and scalar fields that appear in (1) do not explicitly
depend on time.
4. The extended observability rank condition reduces to the condition provided in section 3.1
in the linear case.
4 Analytic condition for controllability
This section introduces the analytic condition to check the state controllability for systems that
satisfy equation (1). The section is structured as the section 3. Specifically, in section 4.1, we
provide the analytic condition that holds in the case of time-varying linear systems and, in section
4.2, we provide the analytic condition that holds in the case of time-invariant nonlinear systems.
Finally, in section 4.3, we provide the new condition that holds in general, i.e., for time-varying
nonlinear systems.
4.1 Time-varying linear systems
This special case is the same considered in section 3.1. In other words, we refer to the system
characterized by (2). This system is controllable if there exists t¯ ∈ I and a positive integer k
such that:
rank [M0, M1, · · · , Mk] = n (7)
where M0(t) , B(t) and Mi(t) is defined recursively as:
Mi(t) = A(t)Mi−1(t)− dMi−1(t)
dt
, i = 1, · · · , k (8)
This result was obtained long time ago in [9]. The reader is also addressed to [10] for further
details and for the analytic derivations to prove the validity of the above condition.
4.2 Time-invariant nonlinear systems
This special case is obtained when all the vector and scalar fields that appear in (1) do not
explicitly depend on time. The analytic condition to check the weak local controllability from a
given x0 ∈ M is obtained by computing the controllability distribution [7]. When all the vector
and scalar fields do not explicitly depend on time, the controllability distribution is generated
by the recursive algorithm 3 (see [7]). We use the following notation:
• Given two vector fields fa, f b (defined on the open set M), [fa, f b] denotes their Lie
bracket, defined as follows:
[fa, f b] =
∂f b
∂x
fa − ∂f
a
∂x
f b (9)
• Given a distribution ∆ and a given vector field f (both defined on the open setM), [∆, f ]
denotes the distribution whose vectors are the Lie bracket of any vector in ∆ with f .
The analytic condition to check the weak local controllability of nonlinear time-invariant systems
is given by the following fundamental result:
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Algorithm 3 Controllability distribution for time-invariant nonlinear systems.
Set ∆ =span
{
f1, · · · , fm}
while dim
(
∆⊕ [∆, f0]⊕ · · · ⊕ [∆, fm]) >dim(∆) do
Set ∆ = ∆⊕ [∆, f0]⊕ · · · ⊕ [∆, fm]
end while
Theorem 3 (Controllability Rank Condition) Algorithm 3 converges in an open and dense
set of M and the convergent distribution is obtained in at most n − 1 steps. If the convergent
distribution is non singular at x0 ∈ M and its dimension is equal to n at x0, then the system
is weakly locally controllable from x0 (sufficient condition). Conversely, if the system is weakly
locally controllable from x0, the dimension of the above distribution is n in a dense neighbourhood
of x0 (necessary condition).
Proof: All the statements are very well known results. The reader is addressed to [7] (lemmas
1.8.1, 1.8.2 and 1.8.3) for the convergence properties of algorithm 3. The proof of the sufficient
condition is available in [3], theorem 2.2. The proof of the necessary condition is available in [3],
theorem 2.5 J
4.3 Time-varying nonlinear systems
We now consider the general case of time-varying nonlinear systems. In this section we only
provide the analytic condition. In section 5.2 we prove its validity.
The new condition is similar to the condition that holds in the case time-invariant (i.e., the con-
trollability rank condition provided in section 4.2). The only difference resides in the computation
of the controllability distribution.
The new distribution is given by algorithm 4, where we introduced the following operator:
〈a, f0〉 , [a, f0]− ∂a
∂t
(10)
Algorithm 4 Controllability distribution for time-variant nonlinear systems.
Set ∆ =span
{
f1, · · · , fm}
while dim
(
∆⊕ 〈∆, f0〉 ⊕ [∆, f1]⊕ ..⊕ [∆, fm]) >dim(∆) do
Set ∆ = ∆⊕ 〈∆, f0〉 ⊕ [∆, f1]⊕ · · · ⊕ [∆, fm]
end while
Note that the distribution returned by the algorithm above is in general time-dependent.
The analytic condition to check the weak local controllability of nonlinear time-varying systems
is given by the following fundamental new result:
Theorem 4 (Extended Controllability Rank Condition) Algorithm 4 converges in an open
and dense set of R×M and the convergent distribution is obtained in at most n− 1 steps. If the
convergent distribution is non singular at x0 ∈M and at a given time t0 ∈ R and its dimension
is equal to n at (t0, x0), then the system is weakly locally controllable from (t0, x0) (sufficient
condition). Conversely, if the system is weakly locally controllable from (t0, x0), the dimension
of the above distribution is n in a dense neighbourhood of (t0, x0) (necessary condition).
Proof: The proof is given in section 5.2 J
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We conclude this section with the following remarks:
1. Algorithm 4 differs from algorithm 3 only for the recursive step. In particular, the operator
given in (10) substitutes the Lie bracket with f0. In other words, the new algorithm is
obtained with the substitution:
[·, f0]→ 〈·, f0〉
If f0 is null, in the recursive step we need to add the term ⊕ ∂∂t∆.
2. If ∆ is generated by d1, · · · , dk, the distribution ∆⊕ 〈∆, f0〉 ⊕ · · · ⊕ 〈∆, fm〉 is generated
by d1, .., dk, 〈d1, f0〉, .., 〈dk, f0〉, ..[d1, fm], .., [dk, fm] (see appendix B). This allows us to
easily implement algorithm 4 since it suffices to compute the Lie brackets of the generators
of ∆, at each step.
3. The extended controllability rank condition reduces to the controllability rank condition
provided in section 4.2 when all the vector and scalar fields that appear in (1) do not
explicitly depend on time.
4. The extended controllability rank condition reduces to the condition provided in section
4.1 in the linear case.
5 Proofs
In this section we prove the validity of the theorems 2 and 4 (sections 5.1 and 5.2, respectively).
Both these proofs are obtained by including in the state the variable time. We denote the new
extended state by x and we have x =
[
t, x1, · · · , xn]T .
We characterize the system in (1) by using the extended state. From the first equation in (1) we
obtain:
x˙ = f0(x) +
m∑
i=1
f i(x)ui (11)
f0(x) ≡
[
1
f0
]
, f i(x) ≡
[
0
f i
]
(12)
Regarding the outputs, we remark that we need to include a new output that is h0(x) = t.
Indeed, it is a common (and implicit) assumption that all the system inputs and the outputs are
synchronized. For instance, in a real system, the inputs and outputs are measured by sensors.
The sensors provide their measurements together with the time when each measurement has
occurred. This means that our system is also equipped with an additional sensor that is the
clock (i.e., a sensor that measures time). Therefore, a full description of our system in the
extended state is given by: {
x˙ = f0(x) +
∑m
i=1 f
i(x)ui
y = [h0(x) = t, h1(x), · · · , hp(x)]T (13)
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Algorithm 5 Observable codistribution in the extended state
Set Ω =span{dh0, dh1, · · · , dhp}
while dim
(
Ω⊕ Lf0Ω⊕ · · · ⊕ LfmΩ
)
>dim(Ω) do
Set Ω = Ω⊕ Lf0Ω⊕ · · · ⊕ LfmΩ
end while
5.1 Proof of theorem 2
By introducing the extended state we transformed our original nonautonomous system in (1)
into the autonomous system in (13). We are allowed to use the results stated by theorem 1. The
algorithm that provides the observable codistribution in the extended state is algorithm 5.
We denoted by d the differential in the extended state. From theorem 1 we know that algorithm
5 converges in an open and dense set of R ×M and the convergent codistribution is obtained
in at most (n + 1) − 1(= n) steps. If the convergent codistribution is non singular at (t0, x0)
and its dimension is equal to n + 1 at (t0, x0), then the system is weakly locally observable at
(t0, x0). Conversely, if the system is weakly locally observable at (t0, x0), the dimension of the
above codistribution is n+ 1 in a dense neighbourhood of (t0, x0).
From these results, we immediately obtain the proof of the results stated by theorem 2 by using
the following fundamental separation property. At every step of algorithm 5, we can split Ω into
two codistributions, as follows:
Ω = span{dt} ⊕ Ω (14)
where Ω is generated by differentials of scalar fields only with respect to the state (and not the
extended state). The validity of the property above is a consequence of the fact that the extended
system is characterized by the output h0 = t and, consequently, we have dh0 = dt.
For any h such that dh ∈ Ω at a given step, the following m + 1 covectors belong to Ω at the
next step:
Lf0 dh, Lf1 dh, · · · , Lfm dh
From the structure of f j given in (12) we obtain:
Lfjh =
[
∂h
∂t + Lf0h j = 0Lfjh j = 1, · · · ,m (15)
As result, by using (5), for any h such that dh ∈ Ω at a given step, the following m+ 1 covectors
belong to Ω at the next step:
dL˜f0h = d
(
∂h
∂t
+ Lf0h
)
, dLf1h, · · · , dLfmh
Finally, by using (14), we obtain that, for any h such that dh ∈ Ω at a given step, the following
m+ 1 covectors belong to Ω at the next step:
d
(
∂h
∂t
+ Lf0h
)
, dLf1h, · · · , dLfmh
This proves that Ω is generated by algorithm 2.
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Finally, the convergence of algorithm 5 (and consequently of algorithm 2) occurs in at most n−1
steps instead of (n + 1) − 1(= n) steps. This is proved as follows. The dimension of Ω at the
initialization satisfies:
dim (Ω) ≥ 2
in an open and dense set of R ×M. Indeed, at the initialization, dim (Ω) = dim(span{dt} +
Ω) = dim ( span{dt}+ span{dh1, · · · , dhp}) = dim ( span{dt}) + dim ( span{dh1, · · · , dhp}) =
1+dim ( span{h1, · · · , hp}) ≥ 2 in an open and dense set ofM×R. By using this property, from
lemmas 1.9.1, 1.9.2 and 1.9.6 in [7] we immediately obtain that the convergence of algorithm 5
is achieved in at most n− 1 steps J
5.2 Proof of theorem 4
We know that the first component of x (i.e., the time t) is not controllable and it will be not
surprising to obtain this result through our analysis.
We use algorithm 3 to compute the controllability distribution in the extended state for the
system defined by (13). We obtain:
Algorithm 6 Controllability distribution in the extended state
Set ∆ =span
{
f1, · · · , fm}
while dim
(
∆⊕ [∆, f0]⊕ · · · ⊕ [∆, fm]) >dim(∆) do
Set ∆ = ∆⊕ [∆, f0]⊕ · · · ⊕ [∆, fm]
end while
From theorem 3 we know that algorithm 6 converges in an open and dense set of R ×M and
the convergent distribution is obtained in at most (n + 1) − 1(= n) steps. If the convergent
distribution is non singular at (t0, x0) and its dimension is equal to n + 1 at (t0, x0), then
the system is weakly locally controllable from (t0, x0). Conversely, if the system is weakly
locally controllable from (t0, x0), the dimension of the above distribution is n + 1 in a dense
neighbourhood of (t0, x0).
From these results it is immediate to prove the results stated by theorem 4.
We have (i = 1, · · · ,m):
[f i, f0] =
[
0 0 · · · 0
∂f0
∂t
∂f0
∂x
] [
0
f i
]
−
[
0 0 · · · 0
∂fi
∂t
∂fi
∂x
] [
1
f0
]
=
[
0
[f i, f0]− ∂fi∂t
]
and by using (10) we have:
[f i, f0] =
[
0
〈f i, f0〉
]
, i = 1, · · · ,m (16)
Similarly, we also obtain:
[f i, f j ] =
[
0
[f i, f j ]
]
, i, j = 1, · · · ,m (17)
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From (16) and (17) and the initialization of the algorithm 6 (∆ = span
{
f1, · · · , fm}), we obtain
that, for every step,
∆ =
[
0
∆
]
(18)
As a result, ∆ is precisely the controllability distribution we want to compute, i.e., the one that
only includes the controllability properties of the system defined by (1). By using (16) and (17)
we immediately obtain that ∆ is generated by algorithm 4.
Finally, the convergence of algorithm 6 (and consequently of algorithm 4) occurs in at most n−1
steps instead of (n + 1) − 1(= n) steps. This is obtained by using (18) and the lemmas 1.8.1,
1.8.2 and 1.8.3 in [7] J
6 Simple illustrative examples
To illustrate the two new conditions for observability and controllability, we provide two exam-
ples. Note that they are deliberately very trivial to better figure out the main features of the
two algorithms.
6.1 Observability
We consider the system given in (1) with m = p = 1,
f , f1 =

x1
x2
· · ·
xn
 , f0 =

0
0
· · ·
0
 , h1 , h = n∑
i=1
xiti
where, in the function h, xi is the ith component of the state and ti is t to the power of i.
We use algorithm 2 to compute the observable codistribution. In the following, we denote by
Ωk the codistribution returned by algorithm 2 after k steps. We obtain the following result.
Ω0 =span{dh}, with:
dh = tdx1 + t2dx2 + t3dx3 + · · ·+ tndxn =
n∑
i=1
tidxi
We compute Ω1. We need to compute Lfh and L˜f0h. We have:
Lfh = h, L˜f0h = ∂h
∂t
=
n∑
i=1
ixiti−1
Hence Ω1 =span{dh, dL˜f0h} with:
dL˜f0h =
n∑
i=1
iti−1dxi
Since dim(Ω1) = 2 > 1 = dim(Ω0), we need to repeat the recursive step and compute Ω2. We
need to compute the two scalar fields:
Lf L˜f0h = L˜f0h,
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L˜f0L˜f0h =
∂L˜f0h
∂t
=
n∑
i=2
i(i− 1)xiti−2
Hence, Ω2 =span{dh, dL˜f0h, dL˜f0L˜f0h}, with:
dL˜f0L˜f0h =
n∑
i=1
i(i− 1)ti−2dxi
and dim(Ω2) = 3 > 2 = dim(Ω1). By proceeding in this manner we finally obtain Ωn−1 =
Ωn−2⊕span{dL˜n−1f0 h} and dim(Ωn−1) = n. We conclude that the state is weakly locally observ-
able.
We remark that, in this driftless case, we have:
L˜f0 = ∂
∂t
Therefore, the observable codistribution is obtained by only considering the output and its time
derivatives up to the n− 1 order. In other words, the result is independent of the system input.
We would obtain the weak local observability by setting m = 0. In addition, we would also
obtain the weak local observability for the system with m = 0 and characterized by the output
h =
n∑
i=1
hi(xi)ti
where h1, · · · , hn are n scalar functions R → R with nonzero derivative (the case considered
above corresponds to the case hi(xi) = xi, ∀i)
This result is not surprising. The output h =
∑n
i=1 x
iti weights the components of the state
in a different manner. For instance, for n = 2, it suffices to take the output at two distinct
non vanishing times, t1, t2, to obtain two independent equations in the two components of the
state. The same holds with the output h =
∑n
i=1 h
i(xi)ti. In this case we first obtain hi(xi), ∀i
and then, since the functions hi have non vanishing derivative, they can be inverted to give the
components of the state.
Finally, note that the case characterized by m = 0 and h =
∑n
i=1 x
iti can be investigated by
using the method in section 3.1, for linear time-variant systems. The result that we obtain is the
same.
6.2 Controllability
We consider the system given in (1) with m = 1,
f , f1 =

x1
x2
· · ·
xn
 , f0 =

t
t2
· · ·
tn

We use algorithm 4 to compute the controllability distribution. As for the case of observability,
we denote by ∆k the distribution returned by algorithm 4 after k steps. We obtain the following
result.
∆0 = span{f} = span{
[
x1, x2, x3, · · · , xn]T }
We compute ∆1. We need to compute 〈f, f0〉. We have:
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〈f, f0〉 = −f0
Hence:
∆1 = span
{
f, f0
}
Since dim(∆1) = 2 > 1 = dim(∆0), we need to repeat the recursive step and compute ∆2. We
need to compute the following vector fields: [f, f ] = [0, · · · , 0]T , [f0, f ] = f0, 〈f, f0〉 = −f0
and
〈f0, f0〉 = −∂f
0
∂t
= −[1, 2t, 3t2, · · · , ntn−1]T
Hence:
∆2 = span
{
f, f0,
∂f0
∂t
}
By proceeding in this manner we finally obtain:
∆n−1 = ∆n−2 ⊕ span
{
∂n−2f0
∂tn−2
}
and dim(∆n−1) = n. We conclude that the system is weakly locally controllable.
7 Aerospace application
We consider a rocket, like a lunar module, that moves in the presence of gravity and in the
absence of an atmosphere. We assume that it is equipped with a monocular camera able to
detect a point feature on the ground. Without loss of generality, we introduce a global frame
whose origin coincides with the point feature and its z-axis points vertically upwards. We will
adopt lower-case letters to denote vectors in this frame. We define the rocket local frame as the
camera frame. In addition, we assume that, with respect to this frame, the moment of inertia
tensor is diagonal. In particular, by approximating the rocket with a cylinder, the vertical axis
of the local frame is along the cylinder axis and, the rocket’s center of gravity, belongs to this
axis. We will adopt upper-case letters to denote vectors in the local frame. Fig 1 illustrates our
system.
We adopt a quaternion to represent the rocket orientation. Indeed, even if this representation is
redundant, it is very powerful since the dynamics can be expressed in a very easy and compact
notation (see [14]).
Our system is characterized by the state:
x = [rx, ry, rz, vx, vy, vz, qt, qx, qy, qz, x, y, z, g]T (19)
where:
• r = [rx, ry, rz]T is the position of the rocket in the global frame.
• v = [vx, vy, vz]T is the speed of the rocket in the global frame.
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Figure 1: The rocket moves in the 3D−environment and observes a point feature at the origin
by its on-board monocular camera.
• q = qt + qxi + qyj + qzk is the unit quaternion that describes the rotation between the
global and the local frames1.
•  = [x y z]T , is the angular speed expressed in the local frame (note that we adopted
the symbol instead of Ω because the latter has been already used to denote the observable
codistribution).
• g is the magnitude of the gravitational acceleration, which is unknown.
Additionally, we introduce the following quantities:
• F is the magnitude of the force provided by the main engine of the rocket. The direction
of this force is along the vertical axis of the local frame.
• µ is the mass of the rocket.
• I is the moment of inertia tensor of the rocket, which is diagonal I = diag{Ix, Iy, Iz}.
• T , [Tx, Ty, Tz]T denotes the torque that acts on the rocket and which is powered by the
secondary rocket engines.
In the following, for each vector defined in the 3D space, the subscript q will be adopted to
denote the corresponding imaginary quaternion. For instance, q = 0 + x i + y j + z k.
1A quaternion q = qt + qxi + qyj + qzk is a unit quaternion if the product with its conjugate is 1, i.e.:
qq∗ = q∗q = (qt + qxi+ qyj + qzk)(qt − qxi− qyj − qzk) = (qt)2 + (qx)2 + (qy)2 + (qz)2 = 1 (see [14]).
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By using the properties of the unit quaternions, we can easily obtain vectors in the global frame
starting from the local frame and vice-versa. For instance, given  = [x y z]T in the
local frame, we build q = 0 +x i +y j +z k, then we compute the quaternion product
ωq = qqq∗. The result will be an imaginary quaternion2, i.e., ωq = 0 +ωx i+ωy j +ωz k. The
vector ω = [ωx ωy ωz]
T is the rocket angular speed in the global frame. Conversely, to obtain
this vector in the local frame starting from ω, it suffices to compute the quaternion productq = q∗ωqq.
By using this notation, the rocket acceleration generated by the main engine in the global frame
is q Fµ kq
∗ and, by including the gravity, we have:
v˙q =
F
µ
qkq∗ − gk
where k is the fourth fundamental quaternion unit (k = 0 + 0 i+ 0 j + 1 k).
Note that, the mass µ decreases during the maneuver, due to the fuel consumption. We assume
that µ = µ(t) = µ0(1 − kt), where µ0 is the initial mass and k characterizes the consumption
rate, which is constant. We denote by T the time required to terminate the entire amount of
fuel. Finally, we assume that kT << 1, meaning that the weight of the entire amount of fuel is
much smaller than the weight of the rocket. Under these assumptions, we can use the following
approximation:
F0
µ
= A(t) = A0 +A1t+A2t
2 (20)
where A0 = F0/µ0, A1 = F0k/µ0 and A2 = F0k2/µ0.
To complete the derivation of the dynamics, we need to deal with the angular components. We
start by reminding the reader the Euler’s equation for the rigid body dynamics:
I˙+ ∧ (IΩ) = T (21)
where the symbol "∧" denotes the vector product. In our reference frame, where I is diagonal,
we obtain the following three equations: ˙x =
Iy−Iz
Ix yz + 1Ix Tx˙y = Iz−IxIy xz + 1Iy Ty˙z = Ix−IyIz xy + 1Iz Tz
(22)
We compute the values of the moment of inertia in our reference frame. We approximate the
rocket with a cylinder. Since the center of gravity belongs to the vertical axis, we have:
Iz = µ
2
r2 (23)
where r is the radius of the approximating cylinder. The computation of the other two compo-
nents, Ix and Iy, is a bit more complex since, due to the fuel consumption, the center of gravity
moves (we assume that it moves along the z-axis). We use the Parallel axis theorem [15]. This
theorem is very simple and it allows us to compute the moment of inertia of a rigid body about
any axis, given the body’s moment of inertia about a parallel axis through the object’s center of
gravity and the perpendicular distance between the axes. Specifically:
2The product of a unit quaternion times an imaginary quaternion times the conjugate of the unit quaternion
is always an imaginary quaternion.
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Ia = Ica + µd2
where Ia is the moment of inertia with respect to the axis a, Ica is the moment of inertia with
respect to the axis parallel to a but passing through the object’s center of gravity, and d is the
distance between the two axes.
Because of the symmetry of the cylinder, Ix = Iy , Is. In addition, from the Parallel axis
theorem we have:
Is = Ics + µd2
Ics can be easily computed. For instance, for a cylinder of mass µ, radius r and length h it is:
Ics =
µ
12
(3r2 + h2)
By using the same approximation given in (20), we introduce the following approximations:
1
Is , S(t) ' S0 + S1t+ S2t2
1
Iz , Z(t) ' Z0 + Z1t+ Z2t2Is−Iz
Is , R(t) ' R0 +R1t+R2t2
(24)
where all the coefficients Si, Zi and Ri, i = 1, 2, 3 can be easily obtained from the equations
above and the geometry of the rocket. By substituting in (22) we obtain: ˙x = Ryz + STx˙y = −Rxz + STy˙z = ZTz (25)
Finally, we assume that the rocket accomplishes small movements and we can assume that the
magnitude of gravity is constant. The dynamics of the state are:
r˙q = vq
v˙q =
F
µ qkq
∗ − g k
q˙ = 12qq˙x = Ryz + STx˙y = −Rxz + STy˙z = ZTz
g˙ = 0
(26)
We assume that the three quantities Tx, Ty and Tz can be set by activating the secondary engines
of the rocket.
The monocular camera provides the position of the point feature in the local frame, up to a scale.
Let us denote this position by P . We have:
Pq = 0 + Px i+ Py j + Pz k = q
∗(−rq)q = −q∗(rq)q (27)
Since the camera provides P up to a scale, it provides the two ratios of its components: PxPz ,
Py
Pz
.
These are the outputs of our system. Finally, we must account for the constraint that expresses
the unity of q. For the observability analysis,we can account for this constraint by adding the
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further output (qt)2+(qx)2+(qy)2+(qz)2. Therefore, our system is characterized by the following
three outputs:
y = h(x) =
 h1(x)h2(x)
h3(x)
 =
 Px/PzPy/Pz
(qt)
2 + (qx)
2 + (qy)
2 + (qz)
2
 (28)
where the components Px, Py and Pz depend on the state x through (27).
In the following, we study the observability and the controllability of the state in (19). Its
dimension is n = 14. Its dynamics (given in (26)) are characterized by 4 inputs: F , Tx, Ty and
Tz. On the other hand, we consider the case when the input F is constant. We set its value to
F0. Therefore, our system is characterized by a state with dimension n = 14, m = 3 inputs and
p = 3 outputs (given in (27) and (28)).
By comparing with equation (1) we have u1 = Tx, u2 = Ty and u3 = Tz, and:
f0(x) =

vx
vy
vz
2F0
µ
qtqy + 2
F0
µ
qxqz
2F0
µ
qyqz − 2F0µ qtqx
F0
µ
q2t − F0µ q2x − F0µ q2y + F0µ q2z − g
−(xqx)/2− (yqy)/2− (zqz)/2
(xqt)/2− (yqz)/2 + (zqy)/2
(yqt)/2 + (xqz)/2− (zqx)/2
(zqt)/2− (xqy)/2 + (yqx)/2
Ryz
−Rxz
0
0

, f1(x) =

0
0
0
0
0
0
0
0
0
0
S
0
0
0

, f2(x) =

0
0
0
0
0
0
0
0
0
0
0
S
0
0

, f3(x) =

0
0
0
0
0
0
0
0
0
0
0
0
Z
0

(29)
The dynamics explicitly depend over time. In particular, F0µ is given in (20) and R, S, Z are
given in (24).
7.1 Observability
In order to obtain the observable codistribution, we need to run algorithm 2. As in section 6,
we denote by Ωk the codistribution returned by algorithm 2 after k steps. We obtain, at the
initialization:
Ω0 = span{dh1, dh2, dh3}
Its dimension is 3. We compute Ω1. We obtain:
Ω1 = Ω0 ⊕ span{L˜f0dh1, L˜f0dh2}
Note that the functions h1 and h2 do not explicitly depend on time and L˜f0dhi = Lf0dhi,
i = 1, 2. We obtain dim(Ω1) = 5 > 3 = dim(Ω0). Hence we need to compute Ω2. We obtain:
Ω2 = Ω1 ⊕ span{L˜2f0dh1, L˜2f0dh2}
Again, the functions L˜f0h1 and L˜f0h2 do not explicitly depend on time and L˜2f0dhi = L2f0dhi,
i = 1, 2. We obtain dim(Ω2) = 7 > 5 = dim(Ω1). Hence we need to compute Ω3. We obtain:
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Ω3 = Ω2 ⊕ span{L˜3f0dh1, L˜3f0dh2, Lf1L2f0dh1, Lf2L2f0dh1, Lf1L2f0dh2}
This time, the two functions L˜2f0h1 and L˜2f0h2 explicitly depend on time and
L˜3f0dhi = L˜f0L2f0dhi = L3f0dhi +
∂
∂t
L2f0dhi 6= L3f0dhi
i = 1, 2. We obtain dim(Ω3) = 12 > 7 = dim(Ω2). Hence, we need to compute Ω4. We obtain:
Ω4 = Ω3 ⊕ span{Lf2L˜3f0dh1}
and dim(Ω4) = 13 > 12 = dim(Ω3). Hence, we need to compute Ω5. We obtain:
Ω5 = Ω4
This means that algorithm 2 converges at its fourth step and the observable codistribution is
Ω = Ω4. As a result, its dimension is 13 < n = 14 and the state is not observable. By computing
the orthogonal distribution we obtain:
Ω⊥ = span


−ry
rx
0
−vy
vx
0
−qz/2
−qy/2
qx/2
qt/2
0
0
0
0


The infinitesimal transformation discussed in [16] becomes, for the specific case: rxry
rz
→
 rxry
rz
+ 
 −ryrx
0
 '
 cos  − sin  0sin  cos  0
0 0 1
 rxry
rz

 vxvy
vz
→
 vxvy
vz
+ 
 −vyvx
0
 '
 cos  − sin  0sin  cos  0
0 0 1
 vxvy
vz


qt
qx
qy
qz
→

qt
qx
qy
qz
+ 2

−qz
−qy
qx
qt

that is an infinitesimal rotation about the vertical axis (regarding the quaternion, this can be
verified starting from the last equation in (26) that provides q˙ = 12ωq (where ω is the angular
speed in the global frame) and by setting ωx = ωy = 0 and ωzdt = ).
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We want to describe our system with an observable state. We have many choices. Since we want
to achieve a local observable subsystem, we are interested in introducing very simple observable
functions that generate the observable codistribution. First of all, we remark that the distance
of the point feature is an observable function. This can be verified by checking that the gradient
of the function r2x + r2y + r2z belongs to Ω (actually, we even do not need to check this: it suffices
to remark that the scale is rotation invariant and, consequently, it satisfies the above symmetry
and it is observable). Now, if the scale is observable, by combining this knowledge with the two
outputs h1 = PxPz and h2 =
Py
Pz
(and by knowing that P 2x +P 2y +P 2z = r2x + r2y + r2z), we can select
the following three observable functions:
Px, Py, Pz
In a similar manner, we can also select the following three observable functions:
Vx, Vy, Vz
which are the components of the body speed expressed in the local frame. Finally, regarding
the orientation, we know that the yaw, which characterizes a rotation about the vertical axis, is
unobservable. Conversely, the roll and the pitch angles are observable. We denote the roll and
pitch with ψR and ψP , respectively. Hence, we introduce the following observable state:
X = [Px, Py, Pz, Vx, Vy, Vz, ψR, ψP , x, y, z, g]T (30)
These components can be expressed in terms of the components of the original state in (19) as
follows. The first three components are given by (27). The following five are:
Vq = 0+Vx i+Vy j+Vz k = q
∗vqq, ψR = arctan
(
2
qtqx + qyqz
1− 2(q2x + q2y)
)
, ψP = arcsin (2(qtqy − qxqz))
From the above equations, we obtain the following description of the local observable subsystem:
P˙ = − ∧ P − V
V˙ = − ∧ V +A−G
ψ˙R = x +y tanψP sinψR +z tanψP cosψR
ψ˙P = y cosψR −z sinψR˙x = Ryz + STx˙y = −Rxz + STy˙z = ZTz
g˙ = 0
y = [Px/Pz, Py/Pz]
T
(31)
where A , [0, 0, F0µ ]T and G is the gravity in the local frame and it only depends on the roll
and pitch angles:
G = g
 sinψP− cosψP sinψR
− cosψP cosψR
 (32)
We conclude this section with the following remarks:
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• The same observable state, and the same local subsystem given by (31), still hold by
considering a varying F . Indeed, removing the constraint F = F0 cannot decrease the
observability properties. On the other hand, the system remains invariant under rotations
about the gravity and the absolute yaw remains unobservable.
• In the case of multiple features, the observability properties remain the same. The yaw
angle remains unobservable. To prove this it is unnecessary to repeat the computa-
tion of the observable codistribution. Since the gravity is invariant to the yaw, the sys-
tem maintains the same continuous symmetry that describes a rotation about the ver-
tical axis. In presence of M point features, a local observable subsystem is given by
(31), where the first equation P˙ = − ∧ P − V must be replaced by the M equations
P˙ j = − ∧ P j − V , j = 1, · · · ,M and the last equation y = [Px/Pz, Py/Pz]T , by
y = [P 1x/P
1
z , P
1
y /P
1
z , · · · , PMx /PMz , PMy /PMz ]T .
• We obtain for our system a single symmetry which expresses the unobservability of the
absolute yaw angle. On the other hand, if we do not a priori know the position of the
point feature in the global frame, we have three further symmetries which express the
unobservability of the absolute position of the point feature (i.e., its position in this global
frame). In our analysis, by introducing a global frame whose origin coincides with the point
feature, we are implicitly assuming that the position of the point feature is a priori known.
• The equations given in (31) could be used for a practical implementation, (e.g., to im-
plement an extended Kalman filter). In this case, we recommend to use a different
output. The camera provides P up to a scale. Instead of the two ratios, PxPz and
Py
Pz
,
which are singular when Pz = 0, it is better to introduce two angles (e.g., by setting
[Px, Py, Pz]
T = |P |[cosα1 cosα2, cosα1 sinα2, sinα1]T ).
7.2 Controllability
In order to obtain the controllable distribution, we need to run algorithm 4. As in section 6,
we denote by ∆k the distribution returned by algorithm 4 after k steps. We obtain, at the
initialization:
∆0 = span{f1, f2, f3}
Its dimension is 3. We compute ∆1. We obtain:
∆1 = ∆0 ⊕ span{〈f1, f0〉, 〈f2, f0〉, 〈f3, f0〉}
and dim(∆1) = 6 > 3 = dim(∆0). Hence we need to compute ∆2. We obtain:
∆2 = ∆1 ⊕ span{〈〈f1, f0〉, f0〉, 〈〈f2, f0〉, f0〉}
and dim(∆2) = 8 > 6 = dim(∆1). Hence we need to compute ∆3. We obtain:
∆3 = ∆2 ⊕ span{〈〈〈f1, f0〉, f0〉, f0〉, 〈〈〈f2, f0〉, f0〉, f0〉}
and dim(∆3) = 10 > 8 = dim(∆2). Hence we need to compute ∆4. We obtain:
∆4 = ∆3 ⊕ span{[〈〈〈f1, f0〉, f0〉, f0〉, f1], 〈〈〈〈f1, f0〉, f0〉, f0〉, f0〉}
and dim(∆4) = 12 > 9 = dim(∆3). Hence we need to compute ∆5. We obtain:
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∆5 = ∆4
This means that algorithm 4 converges at its fourth step and the controllable distribution is
∆ = ∆4. By computing the orthogonal distribution we obtain:
∆⊥ = span {dg, qtdqt + qxdqx + qydqy + qzdqz}
The physical meaning of these two covectors is clear. The former, dg, means that we cannot
control the last state component (i.e., g). This is obvious since we cannot modify the magnitude
of the gravity. The latter, qtdqt+qxdqx+qydqy+qzdqz, simply expresses the fact that we cannot
modify the norm of the quaternion. This is obvious since the quaternion q must characterize a
rotation and must be a unit quaternion. Hence, we conclude that our system is weakly locally
controllable.
Note that, even if we can control our system, the unobservability of the yaw angle results in the
impossibility of setting the yaw to a desired value. However, in most of cases, this is unnecessary.
8 Observability during take off and landing
We investigate the observability properties of our system when the lunar module undertakes two
very important maneuvers: take off and landing. During both these maneuvers, the lunar module
attitude remains constant. Under these conditions, to obtain the observability properties, we can
characterize our system by the following reduced state:
x = [rx, ry, rz, vx, vy, vz, qt, qx, qy, qz, g]
T (33)
Its dynamics are: 
r˙q = vq
v˙q =
F
µ qkq
∗ − g k
q˙ = 0
g˙ = 0
(34)
Note that, this characterization is only used to obtain the observability properties. The attitude
of the lunar module is actually maintained constant by activating the secondary engines. These
engines provide suitable values of Tx, Ty and Tz in the dynamics given in (26), in order to
maintain q˙ = 0, as in (34). In addition, we should set q = 1 and remove it from the state.
However, in order to maintain q = 1 we need to check that q is observable. We actually know
that this is not the case, since, even without restrictions on the rocket motion, the absolute yaw
is unobservable. Hence, what we can hope, is to maintain q(t) = cos ψY (t)2 + sin
ψY (t)
2 k, where
ψY is the yaw angle.
In the following, we investigate two distinct scenarios. In both, we always set F = F0. The former
is characterized by also a constant value of the mass (µ = µ0). In this case, F0µ is independent of
time and we set F0µ0 = A0. In the latter, the mass decreases during the operation, due to the fuel
consumption. This is precisely the same case analyzed in section 7 and F0µ is given by equation
(20).
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8.1 First scenario: observability with constant mass
By comparing equation (34) with (1) we have no input and:
f0(x) =

vx
vy
vz
2A0qtqy + 2A0qxqz
2A0qyqz − 2A0qtqx
A0q
2
t −A0q2x −A0q2y +A0q2z − g
0
0
0
0
0

(35)
In addition, the system has p = 3 outputs (given in (27) and (28)).
The dynamics do not explicitly depend over time. In order to obtain the observable codistribu-
tion, we need to run algorithm 1. As in section 6, we denote by Ωk the codistribution returned
by algorithm 1 after k steps. We obtain, at the initialization:
Ω0 = span{dh1, dh2, dh3}
Its dimension is 3. We compute Ω1. We obtain:
Ω1 = Ω0 ⊕ span{Lf0dh1, Lf0dh2}
We obtain dim(Ω1) = 5 > 3 = dim(Ω0). Hence we need to compute Ω2. We obtain:
Ω2 = Ω1 ⊕ span{L2f0dh1, L2f0dh2}
We obtain dim(Ω2) = 7 > 5 = dim(Ω1). Hence we need to compute Ω3. We obtain:
Ω3 = Ω2 ⊕ span{L3f0dh1, L3f0dh2}
We obtain dim(Ω3) = 9 > 7 = dim(Ω2). Hence, we need to compute Ω4. We obtain:
Ω4 = Ω3
This means that algorithm 1 converges at its third step and the observable codistribution is
Ω = Ω3. As a result, its dimension is 9 < n = 11 and the state is not observable. By computing
the orthogonal distribution we obtain:
Ω⊥ = span


−ry
rx
0
−vy
vx
0
−qz/2
−qy/2
qx/2
qt/2
0

,

A0rzQx + grx
A0rzQy + gry
A0(−rxQx − ryQy) + grz
A0vzQx + gvx
A0vzQy + gvy
A0(−vxQx − vyQy) + gvz
A0(−qtq2x − qtq2y)
A0(q
2
t qx + qxq
2
z)
A0(q
2
t qy + qyq
2
z)
A0(−qzq2x − qzq2y)
A0g(−q2t + q2x + q2y − q2z) + g2


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where Qx = 2(qtqy +qzqx), Qy = 2(−qtqx+qzqy). The former characterizes the invariance of the
system under rotations about the gravity axis. This expresses the already known unobservability
of the yaw. The physical meaning of the latter generator is more complex. It expresses the
unobservability of the absolute scale. To visualize this, it is better to consider the case when
q = 1 (i.e., qt = 1 and qx = qy = qz = 0). The second generator becomes (up to a factor):
rx
ry
rz
vx
vy
vz
0
0
0
0
g −A0

Regarding the first 6 components of the state (i.e., the rocket position and speed in the global
frame), it characterizes precisely a scale transformation. Restricted to the first six state compo-
nents, the infinitesimal transformation discussed in [16] becomes, for the specific case:
rx
ry
rz
vx
vy
vz
→

rx
ry
rz
vx
vy
vz
+ 

rx
ry
rz
vx
vy
vz
 = (1 + )

rx
ry
rz
vx
vy
vz
 ,
which is an infinitesimal scale transform, for the rocket position and speed. This means that
we need to equip our rocket with a further sensor able to provide the scale (e.g., a laser range
finder).
8.2 Second scenario: observability with varying mass
In this case the dynamics explicitly depend over time. In particular, the drift (f0) is given in
(35) where, instead of A0, we must substitute the expression of F0µ given in (20). In order to
obtain the observable codistribution, we need to run algorithm 2. As in section 6, we denote by
Ωk the codistribution returned by algorithm 2 after k steps. We obtain, at the initialization:
Ω0 = span{dh1, dh2, dh3}
Its dimension is 3. We compute Ω1. We obtain:
Ω1 = Ω0 ⊕ span{L˜f0dh1, L˜f0dh2}
We obtain dim(Ω1) = 5 > 3 = dim(Ω0). Hence we need to compute Ω2. We obtain:
Ω2 = Ω1 ⊕ span{L˜2f0dh1, L˜2f0dh2}
We obtain dim(Ω2) = 7 > 5 = dim(Ω1). Hence, we need to compute Ω3. We obtain:
Ω3 = Ω2 ⊕ span{L˜3f0dh1, L˜3f0dh2}
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We obtain dim(Ω3) = 9 > 7 = dim(Ω2). Hence, we need to compute Ω4. We obtain:
Ω4 = Ω3 ⊕ span{L˜4f0dh1}
and dim(Ω4) = 10 > 9 = dim(Ω3). Hence, we need to compute Ω5. We obtain:
Ω5 = Ω4
This means that algorithm 2 converges at its fourth step and the observable codistribution is
Ω = Ω4. We have:
Ω⊥ = span


−ry
rx
0
−vy
vx
0
−qz/2
−qy/2
qx/2
qt/2
0


namely, with respect to the case analyzed in the previous section, we gain the information on
the absolute scale but we still have the system invariance with respect to a rotation about the
gravity axis, as expected.
Remark 1 The fact that the absolute scale becomes observable in the second scenario (varying
mass), can be explained by using the results obtained in [17]. This work proves that, when the
magnitude of the gravity is unknown (as in our case) and the motion is characterized by a constant
acceleration, the absolute scale is unobservable. Since we are assuming that the force provided by
the main rocket engine is constant (F = F0) and the attitude is constant, when the mass does not
variate (first scenario), the inertial acceleration that characterizes the motion is also constant.
On the other hand, if the mass decreases during the maneuver, the inertial acceleration is not
constant.
9 Conclusion
This paper extended the analytic conditions to check the weak local observability and the weak
local controllability to the case of time-varying nonlinear systems. In other words, it extended
the observability rank condition and the controllability rank condition to the time-varying case.
The paper showed that these two conditions coincide with the well known conditions in the two
simpler cases of time-varying linear systems and time-invariant nonlinear systems.
The two new conditions were illustrated by discussing simple examples and by also studying the
observability and the controllability properties of a a lunar module. In particular, we analyzed
this system under the constraint that the main rocket engine delivers constant power. For
this system, the dynamics exhibit an explicit time-dependence due to its the variation of the
weight and the variation of the moment of inertia during the maneuvers. These variations are a
consequence of the fuel consumption. To study the observability and the controllability properties
of this system, the extended observability rank condition and the extended controllability rank
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condition introduced by this paper were requested. We obtained that the state is weakly locally
observable. Regarding the observability, we obtained that the state is weakly locally observable
with the exception of the yaw angle. In addition, we showed that, during the take off and landing,
the observability of the absolute scale is a consequence of the mass variation.
A Computation of the observable codistribution
We provide a property that plays a key role for the implementation of algorithm 2. We denote
by Ωk the codistribution returned by algorithm 2 at the kth step. This property states that, at
each step k, it suffices to compute the generators of Ωk by performing simple operations (Lie
derivative and time derivative) on the generators of Ωk−1. Additionally, these generators are
differentials of scalar fields.
We remind the reader the following property (that is the analogous that holds for algorithm 1):
Proposition 1 Let us consider a nonsingular codistribution Ω spanned by the covectors ω1, · · · , ωs
and a smooth vector field f . We have:
Ω⊕ LfΩ = span{ω1, · · · , ωs,Lfω1, · · · ,Lfωs}
Proof: The reader is addressed to [7], Remark 1.6.7 J
We need to extend the above property to the case when, instead of the operator Lf , we consider
the operator defined in (6).
We have the following new property.
Proposition 2 Let us consider a nonsingular codistribution Ω spanned by the covectors ω1, · · · , ωs
and a smooth vector field f . We have:
Ω⊕ L˜fΩ = span{ω1, · · · , ωs, L˜fω1, · · · , L˜fωs}
Proof: Obviously, span{ω1, · · · , ωs, L˜fω1, · · · , L˜fωs} is included in Ω⊕ L˜fΩ.
Let us prove the vice-versa. Let us consider a generic covector λ ∈ Ω. We have:
λ =
s∑
i=1
ciωi
We have:
L˜fλ = Lf
(
s∑
i=1
ciωi
)
+
∂
∂t
(
s∑
i=1
ciωi
)
=
s∑
i=1
(
Lfci + ∂ci
∂t
)
ωi +
s∑
i=1
ciL˜fωi,
which belongs to span{ω1, · · · , ωs, L˜fω1, · · · , L˜fωs} J
B Computation of the controllable distribution
We provide a property that plays a key role for the implementation of algorithm 4. We denote
by ∆k the distribution returned by algorithm 4 at the kth step. This property states that, at
each step k, it suffices to compute the generators of ∆k by performing simple operations (Lie
derivative and time derivative) on the generators of ∆k−1.
We remind the reader the following property (that is the analogous that holds for algorithm 3):
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Proposition 3 Let us consider a nonsingular distribution ∆ spanned by the vector fields f1, · · · , fd
and a smooth vector field f . We have:
∆⊕ [∆, f ] = span{f1, · · · , fd, [f1, f ], · · · , [fd, f ]}
Proof: The reader is addressed to [7], Remark 1.6.1 J
We need to extend the above property to the case when, instead of the Lie bracket [·, ·], we
consider the new bracket defined in (10).
We have the following new property.
Proposition 4 Let us consider a nonsingular codistribution ∆ spanned by the covectors f1, · · · , fd
and a smooth vector field f . We have:
∆⊕ 〈∆, f〉 = span{f1, · · · , fd, 〈f1, f〉, · · · , 〈fd, f〉}
Proof: Obviously, span{f1, · · · , fd, 〈f1, f〉, · · · , 〈fd, f〉} is included in ∆⊕ 〈∆, f〉.
Let us prove the vice-versa. Let us consider a generic vector v ∈ ∆. We have:
v =
d∑
i=1
cif
i
We have:
〈v, f〉 =
[
d∑
i=1
cif
i, f
]
− ∂
∂t
d∑
i=1
cif
i = −
d∑
i=1
(
Lfci + ∂ci
∂t
)
f i +
d∑
i=1
ci〈f i, f〉,
which belongs to span{f1, · · · , fd, 〈f1, f〉, · · · , 〈fd, f〉} J
References
[1] Kalman R. E., "On the General Theory of Control Systems", Proc. 1st Int. Cong. of IFAC,
Moscow 1960 1481, Butterworth, London 1961.
[2] Kalman R. E., "Mathematical Description of Linear Dynamical Systems", SIAM J. Contr.
1963, 1, 152.
[3] Hermann R. and Krener A.J., 1977, Nonlinear Controllability and Observability, Transaction
On Automatic Control, AC-22(5): 728–740.
[4] Casti J. L., Recent developments and future perspectives in nonlinear system theory, SIAM
Review, vol. 24, No. 3, July 1982.
[5] P. Stefan, Accessible sets, orbits, and foliations with singularities. Proc. of the London Math.
Soc, Third Series. 29(3), 669-713 (1974).
[6] H.J. Sussman, Lie brackets, real analyticity, and geometric control In Differential Ge-
ometric Control Theory. Conference held at MTU (Houghton, MI, June 1982). R.W.
Brockett, R.S. Millman, H.J. Sussman Eds. Progress in Mathematics 27. Birkhauser
Boston/Basel/Stuttgart. 1- 116 (1983).
[7] Isidori A., Nonlinear Control Systems, 3rd ed., London, Springer Verlag, 1995.
27
[8] A.D. Lewis, A brief on controllability of nonlinear systems, 2001,
http://www.mast.queensu.ca/ andrew/notes/abstracts/2001a.html.
[9] L. M. Silverman and H. E. Meadows, Controllability and observability in time-variable linear
systems, SIAM J. Control, vol. 5, pp. 64–73, 1967.
[10] E. Sontag, Mathematical Control Theory: Deterministic Finite Dimensional Systems,
Springer Science & Business Media.
[11] A. Martinelli, Nonlinear Unknown Input Observability: Extension of the Observability Rank
Condition, IEEE Transactions on Automatic Control, Vol 64, No 1, pp 222–237
[12] A. Martinelli. Nonlinear Unknown Input Observability: The General Analytic Solution.,
arXiv:1704.03252 [math.OC]
[13] F. Carravetta, M. A. Sarafrazi, Z. Bartosiewicz and U. Kotta, A Test for the Generic Strong-
Accessibility of Meromorphic Nonlinear Systems, IEEE Transactions on Automatic Control,
2019.
[14] Quaternions and rotation Sequences: a Primer with Applications to Orbits, Aerospace, and
Virtual Reality. Kuipers, Jack B., Princeton University Press copyright 1999.
[15] R. Kane and D. A. Levinson, Dynamics, Theory and Applications, McGraw-Hill, NY, 2005.
[16] A. Martinelli, State Estimation Based on the Concept of Continuous Symmetry and Ob-
servability Analysis: the Case of Calibration, Transactions on Robotics, Vol. 27, No. 2, pp
239–255, April 2011
[17] A. Martinelli, Vision and IMU Data Fusion: Closed-Form Solutions for Attitude, Speed,
Absolute Scale and Bias Determination, Transaction on Robotics, Volume 28 (2012), Issue 1
(February), pp 44–60.
28
