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Diplomska naloga obravnava problem razpoznave aktivnosti uporabnika komunikacijskih naprav. 
Kot cilj smo si zadali izdelati testno množico ter oceniti uspešnost razpoznave izbranega 
postopka za razpoznavo aktivnosti. Uporabljene naprave so mobilni GSM aparat, daljinski 
upravljalnik in tablica.  
 
Testna množico smo sestavili iz petih oseb, ki so izmenično uporabile tri različne komunikacijske 
terminale. Uporabljeni so bili vedno po enakem zaporedju in v takem vrstnem redu, da smo 
pokrili vse vrste zaporedij.  
 
Postopek razpoznave aktivnosti smo izvedli z algoritmom, ki za označevanje značilk uporablja 
metodo časovno-prostorskih točk zanimivosti, aktivnosti pa razvršča s pomočjo hierarhičnega 
Byesovega in nelinearnega vektorskega razvrščevalnika. Učenje in pridobivanje testnih 
rezultatov smo izvedli v programu Matlab[9]. Učno množico smo opremili (za časovne umestitve 
aktivnosti pa smo uporabili orodje Noldus Observer XT [10]). 
 
Rezultati razpoznave kažejo nizko uspešnost postopka, ki je pa boljša od naključne razpoznave. 
Pri razpoznavi devetih različnih aktivnosti smo dosegli točnost med 0,763 in 0,902. 
  
Abstract 
The thesis describes problem with recognition of communication device user activity. Our goal 
was to create test set and evaluate classifier performance. Devices used in video are mobile 
phone, remote control and tablet. 
Test set built to evaluate the classification accuracy contained five persons, which alternately 
used three different communication devices. Every test subject used terminals in same sequence, 
the test scene were equal as well. We designed testing sequence to cover planned test order 
options of device usage. 
Activity identification was performed with selected machine learning algorithm. For feature 
detection we used method of Space-Time Interest Points, while classification was performed with 
Hierarchic Bayesian and non-linear vector classifier. We used Matlab software tool to perform 
machine learning and evaluation procedures.  
Results are indicating low performance of selected procedure, but are still better than results of 
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V diplomi predstavljamo avtomatsko razpoznavo socialnih dogodkov in izpostavljamo 
problematiko uporabe sodobnih komunikacijskih naprav. V današnjem času je avtomatska 
razpoznava dogodkov zelo aktualna, saj je sposobnost računalnikov, da samostojno 
analizirajo in interpretirajo posnetke zelo koristna in zaželena. Avtomatska razpoznava 
dogodkov je najbolj uporabna na področjih v zdravstvenih sistemih (pomoč bolnikom), 
pomoč ljudem s posebnimi potrebami, video nadzor na javnih mestih. Z razvojem tehnologije 
se je uporabnost pričela razvijati tudi v smeri komercialnih namenov (npr. upravljanje 
uporabniških vmesnikov, avtomatsko zajemanje fotografij, ipd.).  
 
Uspešen razvoj avtomatske razpoznave dogodkov bi nam omogočil hitrejše pridobivanje 
podatkov o ljudeh na javnih mestih. Varnostni sistemi bi zahtevali manj človeške podpore, saj 
bi namesto njih dogajanje z varnostnega vidika, bolj natančno in zanesljivo opazovali video 
nadzorni sistemi. Video nadzorni sistemi bi sporočali dogodke, pri katerih bi bilo potrebno 
posredovati. Na podoben način bi lahko nudili podporo ljudem s posebnimi potrebami in 
tistim, ki potrebujejo zdravstveno nego. V primeru težav (nekontroliranih gibov, neaktivnosti 
ob določenih urah), bi sistem obvestil zdravstveno osebje ali skrbnike. V vsakdanji rabi bi 
lahko avtomatski sistemi za razpoznavo dogodkov zbirali podatke o naših navadah in počutju. 
Na podlagi teh podatkov bi bilo mogoče prirediti multimedijski uporabniški vmesnik glede na 
posameznika. V zadnjih letih so se pojavili prvi televizijski sprejemniki, ki poleg razširitve 
multimedijske uporabnosti, omogočajo tudi uporabo gibov rok za upravljanje vsebin in 
izdelavo osebnega profila na podlagi razpoznave obraza[1].  
 
Med komuniciranjem oseb se poleg verbalnega izražanja uporablja tudi neverbalno izražanje. 
Po raziskavah naj bi verbalna sporočila imela le okoli 7% vpliva na splošno družbeno 
dojemanje. Neverbalnemu izražanju pravimo socialni signali[2]. Njihovo trajanje je kratko 
(od nekaj milisekund do minute), med njih pa sodijo drža telesa, intonacija glasu, obrazna 
mimika, ipd. Primer socialnega signala, ki sporoča agresivnost in je sestavljen iz več 
neverbalnih segmentov je opisan na sliki 1. Daljšemu trajanju enega ali več socialnih signalov 
(od nekaj sekund do več dni) pravimo socialni dogodek. Kot socialni dogodek bi lahko opisal 
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strinjanje, vljudnost, sočustvovanje, ipd. Bistvo avtomatske razpoznave dogodkov je naučiti 




Slika 1: Neverbalno izražanje socialnih signalov [2] 
 
Razpoznava socialnih dogodkov je ena od novejših vej razvoja na področju razpoznave vzorcev. 
Na začetku je bilo potrebno razviti razpoznavo različnih objektov na slikah, kar predstavlja 
analizo posamične slike in iskanje določenega objekta na njej. Sčasoma so algoritmi in 
tehnološka oprema postali dovolj hitri, da se je lahko začel razvoj razpoznave objektov na video 
posnetkih. To je logičen korak, saj lahko posnetek gledamo kot kopico slik v določenem 
zaporedju. Za uspešno razpoznavo objekta je bilo potrebno sistem nadgraditi s sledenjem objekta 
iz slike v sliko. Na ta način je mogoče poleg informacije o gibanju dobiti še druge koristne 




2. Postavitev problema 
 
V tem poglavju bomo predstavili problem in metodo reševanja problema.  
2.1. Problem 
 
V diplomskem delu obravnavamo problem razpoznave aktivnosti uporabnika komunikacijskih 
storitev. Aktivnost je skupek dogodkov v časovnem obdobju. Dogodki so časovno in prostorsko 
povezani nizi istega giba. 
Pred začetkom eksperimenta smo definirali prostor, v katerem bo eksperiment izveden. V našem 
primeru je to prazna stena, pred njo pa miza, na kateri so trije različni multimedijski objekti 
(mobilni GSM aparat, daljinski upravljavec in tablica). Vsakega izmed naštetih objektov smo 
prijeli in simulirati vsakdanjo rabo. 
Celoten eksperiment smo posneli s kamero GSM aparata. Posnetek smo nato analizirali in s 
pomočjo algoritma, računalnik naučili razpoznave aktivnosti. Na koncu smo ovrednotili 
uspešnost algoritma. 
2.2. Pristop k reševanju problema 
 
V poglavju bomo predstavili način, ki smo ga uporabili za rešitev problema. Potek pristopa k 
reševanju problema je opisan na Slika 2.  
Vsebino posnetka smo ločili na dva dela. Prvi del posnetka smo uporabili kot učno množico, na 
kateri smo uporabili algoritem za razpoznavo aktivnosti , ki temelji časovno-prostorskih točkah 
zanimivosti in za razvrščanje uporablja Bayesov razvrščevalnik (metoda Bayesovih jeder, 
nadgrajena z Gibsovim vzorčenjem) [4], [5], [6]. Podrobnejši opis metod, ki jih zajema algoritem 




Slika 2: Diagram poteka dela 
  
Učenje razvrščevalnika smo izvedli v programskem okolju Matlab, v katerem smo zagnali naš 
algoritem učenja in Noldus Observer XT, s katerim smo časovno opredelili akcije.  
Drugi del posnetka zajema testno množico, na kateri smo s programskim okoljem Matlab 
preverili uspešnost učenja in pridobili matriko razvrščanja. 
Pri uporabljenem algoritmu izvajamo določanje značilk po metodi časovno-prostorskih točk 
zanimivosti (angl On Space-Time Interest Points (STIP)). Izbrali smo Hierarhični Bayesov 





3. Predstavitev stanja 
 
Začetek poglavja je namenjen aktualni predstavitvi metod, ki jih uporabljamo za razpoznavo 
človeških aktivnosti [3]. V nadaljevanju poglavja bomo umestili metode, ki smo jo uporabili pri 
reševanju našega problema. 
 
3.1. Metode za razpoznavo aktivnosti 
 
V zadnjem času je področje razpoznav človeških aktivnosti zelo aktualno, saj smo prišli do 
stopnje, ko je možno tehnologijo uporabiti aplikativno. Pot do same aplikacije opisuje slika 3. Pri 




Slika 3:Osnovna razdelitev korakov pri razpoznavi človeških aktivnost[3] 
 
Jedrne tehnologije obsegajo segmentacijo objekta, določanje značilk in njihovo predstavitev, 
zaznavo aktivnosti in algoritme za klasifikacijo. To so osnovna orodja za razpoznavo s katerimi 
operiramo ne glede na želeni končni rezultat.  
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Prvi korak je segmentacija objekta, ki se izvaja pri posnetku za vsako sliko posebej. Pomembno 
je na kakšen način je posnetek zajet. Ločimo dva načina snemanja. Snemanje s statično kamero, 
pri katerem je kamera vedno na določenem mestu in snema pod enakim kotom. Druga možnost je 
snemanje z dinamično kamero, vendar je ta način mnogo bolj kompleksen, saj se mora pri 
segmentaciji posnetka poleg gibanja ozadja upoštevati še gibanje posnetih objektov. Pri izvedbi 
eksperimenta smo se odločili za posnetek z mirujočo kamero. 
Po delitvi posnetka na posamične slike moramo iz njih določiti značilke, pomembne za 
razpoznavo dogodkov. Dobro določanje značilk posnetka in njihova predstavitev je ključnega 
pomena, saj nam prav ta korak omogoči zmogljivost razpoznave. Kot nam prikazuje Slika 4 
ločimo štiri načine določanja in predstavitve. Določanje značilk preko časa in prostora ter metoda 
s frekvenco (z uporabo diskretne Fouriereve transformacije) delujeta globalno glede na zajeto 
sliko, kar pomeni, da sta metodi zelo občutljivi na šume, spremembo snemalnega zornega kota in 
prekrivanje objektov. Zaradi neobčutljivosti na zgoraj omenjene lastnosti, sta zato razviti metoda 
lokalnih značilk (angl. Local descriptors) in metoda z modeliranjem telesa. 
 
 
Slika 4: Določanje aktivnosti in njihova predstavitev[3] 
 
Po izločitvi značilk iz slik na posnetku uporabimo detekcijo aktivnosti in algoritme za 
klasifikacijo, kar je prikazano na Slika 4. Eden bolj poznanih algoritmov za klasifikacijo je 
Dinamično časovno preskakovanje (angl. Dynamic Time Warping). Deluje na načinu merjenja 
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dveh sekvenc, ki imata lahko drugačno trajanje in pogostost pojavljanja. Težava tega algoritma 
je, da mora imeti za seboj zelo veliko primerjalno bazo, s tem pa pride do zelo dolgih časov 
obdelave. Zaradi slednjega je prišlo do razvoja mnogih metod na podlagi modelov. Metode, ki 
delujejo na podlagi modela delimo na generativne modele, in diskriminativne modele. Lastnost 
generativnih modelov je možnost simulacije vrednosti katerekoli spremenljivke v modelu, 
medtem ko diskriminativni model dovoljuje vzorčenje opazovanih spremenljivk. Poznamo tudi 








3.2. Umestitev uporabljene metode 
 
Metodo, uporabljeno za razpoznavo aktivnosti smo povzeli po članku Tuan Thi [4]. Zaznava 
značilk je izvedena s točkami zanimivosti po prostoru in času (angl. STIP) 22[5]. 
Tema časovno prostorskih točk zanimivosti je zelo obsežna in močno presega zahtevnost ene 
diplome, zato se bomo pri njeni razlagi omejili le na konceptualno razumevanje.  
Točke zanimanja nam podajo kompaktno ali abstraktno upodobitev vzorcev v sliki. Vsebujejo 
tudi veliko vrednost informacije. Metoda deluje tako, da se gibanje opazovane točke na posnetku 
predstavi v 3D obliki. Iz različnih dogodkov tako nastanejo različne oblike, cilj teh pa je njihova 




Slika 6: Predstava premikov objektov s STIP [5] 
 
 
V nadaljevanju smo uporabili dva razvrščevalnika. Prvi je Bayesov razvrščevalnik [6] za izbiro 
časovno-prostorskih točk zanimanja, ki označujejo akcije. Vsaka aktivnost ima svoj 
razvrščevalnik, ki je predhodno naučen iz nadzorovanega kadra. Po končanem označevanju akcij 
si lahko vsak posnetek predstavljamo kot razpršen set dogodkov. Tedaj uporabimo nelinearen 
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vektorski klasifikator [6]. Model klasifikacije zgradimo na podlagi nadzorovanega kadra. 
Klasifikator deluje tako, da vse neznane akcije primerja z modelom. V primeru, da akcija ni 
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4. Eksperimentalni rezultati 
 
V poglavju podajamo rezultate eksperimenta, na kaj smo morali biti pozorni med samo pripravo 
,ter način izbire interpretacije eksperimentalnih rezultatov. 
4.1. Opis eksperimenta 
 
Odločili smo se, da bomo izvedli eksperiment zaznave pozornosti za vsaj tri različne aktivnosti, 
saj je bila tema z zaznavo pozornosti enega objekta že obravnavana. Ker smo želeli izvesti 
eksperiment z aktivnostmi v povezavi s komunikacijskimi storitvami, smo si za testne objekte 
izbrali GSM aparat, tablico in daljinski upravljalnik. Vsaka izmed oseb, ki je bila prisotna pri 
eksperimentu, je morala uporabiti vse tri objekte v različnih zaporedjih.  
 
4.1.1. Izbira naprave za snemanje eksperimenta 
 
Za posnetek eksperimenta smo se dogovorili, da bomo uporabili povprečno snemalno napravo, ki 
je dostopna vsakomur.  
Glavni pogoj je bila čim manjša avtomatska korekcija posnetka, saj bi zaradi tega pri analizi točk 
zanimivosti lahko prišlo do napak. Poizkusno serijo posnetkov smo opravili s štirimi napravami. 
S spletnima kamerama proizvajalcev Philips in Logitech in GSM aparatoma HTC Wildfire in 
Samsung Ace. Za spletne kamere se je izkazalo, da so bile avtomatske korekcije kljub izklopu v 
nastavitvah prevelike, medtem, ko sta se oba aparata izkazala za primerna. Zaradi višje kvalitete 
posnetka pod enakimi pogoji smo se odločili, da bomo snemanje izvedli z GSM aparatom 
Samsung Ace. 
 
4.1.2. Lastnosti posnetka 
 
Posnetek, ki smo ga naredili za analizo je moral biti zadostne kvalitete za obdelavo, vendar  
ne prevelik, saj nam je z velikostjo posnetka močno rastel tudi čas obdelave posnetkov. Odločili 
smo se, da bomo uporabili posnetek ločljivosti 640 x 480 s 25 okvirji na sekundo, najdaljši čas 
trajanja celotnega posnetka pa smo omejili na 15 minut. Omenjena ločljivost je zadostovala za 
normalno ročno obdelavo posnetka. Povečanje števila okvirjev v sekundi nam pri nadaljnji 




Naprava s katero smo posneli učno množico nam je generirala posnetek v .avi formatu. Posnetek 
v .avi formatu smo spremenili v .wmv format. To smo izvedli tako, da nismo spremenili lastnosti 
posnetka. V primeru sprememb lastnosti posnetka, bi lahko prišlo do izgube slikovnih okvirjev, 




Slika 8: Lastnosti pretvorbe posnetka 
 
Pred obdelavo smo posnetek učne množice razdelili na dva dela in zabeležili čas (prikazano na 
sliki 9) v katerem smo posnetek razdelili. Beleženje časa je pomembno zaradi nadaljnje obdelave 
posnetkov. Prvi segment smo poimenovali učna množica, z njim pa smo napravo »naučili« 




Slika 9: Čas reza posnetka 
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4.2. Opis prostora izvajanja eksperimenta  
 
Snemanje testne množice je potekalo v kuhinji dvosobnega stanovanja. To je bil edini prostor v 
stanovanju, ki je imel primerno ozadje in bil dovolj prostoren za nemoteno gibanje testnih 
osebkov pri vstopu v kader. 
Kader smo izbrali s pogledom v smeri, ki je vsebovala najmanj raznolikosti v ozadju, saj bi lahko 
različni kontrasti v ozadju povzročili probleme pri analizi videa. Probleme z analizo videa bi 
lahko povzročila tudi močna zunanja svetloba, zato smo s snemanjem počakali do večera. Za 
zadostno svetlobo smo poskrbeli s primerno osvetlitvijo (sobne luči). 
Na mizi smo označili mesta na katerih so stali objekti in mesto na katero je potrebno položiti roke 
med vsako interakcijo z novim objektom. S tem smo zmanjšali raznolikost med testnimi osebami 
in izvedbami aktivnosti.  
Problem, ki se je pojavil pred pričetkom snemanja, je bil snemalna višina testnih subjektov in 
višina snemalne naprave. Snemalna naprava je brez premikanja morala zajeti vse tri objekte in 
testni osebek od pasu navzgor, zato smo si pri postavitvi snemalne naprave pomagali s 
prireditvijo stojala za kamero. Za zadostno višino testnih osebkov smo poskrbeli s stolom, ki 
omogoča nastavitev višine. Na Slika 10 je predstavljen pogled kadra s snemalnega vidika. 
 
 




4.3. Testne osebe in podatki 
 
Pred snemanjem testne množice smo se dogovorili, da bomo eksperiment opravili s petimi 
osebami, različnih starosti in spolov. Ker nismo načrtovali na populacijo posplošljivih študij, je 
tako majhno število testih oseb zadostno. V našem primeru testne množice so to člani moje 
družine, stari od 20 do 50 let.  
Za uspešno strojno učenje in razpoznavo je bilo potrebno zaporedje uporabe testnih objektov 
sestaviti tako, da so bile pokrite vse možne zaporedne kombinacije. Poizkus smo zato izvedli s 
sledečim zaporedjem: A1, A2, A3, A2, A1, A3, A1. Pomeni oznak so sledeči: Aktivnost 1 
(A1)=»Uporaba GSM aparata«, Aktivnost 2 (A2)= »Uporaba daljinskega upravljalnika«, 
Aktivnost 3(A3)= »Uporaba tablice«. Položaji posameznih komunikacijskih naprav ob začetku 
eksperimenta so bile za vse testne osebe na istem mestu. Uspešnosti razpoznave za primer, ko bi 
bile komunikacijske naprave na naključnem mestu, nismo preverjali. 
Ob pričetku interakcije med posamičnimi objekti, je testna oseba morala imeti roke v prej 
dogovorjenem osnovnem položaju. Nato je po zgoraj napisanem zaporedju segala po testnih 
objektih. Pri analizi posnetka so nas zanimale značilnosti, ki se dogajajo ob določenem dogodku s 
testnim objektom. 
 
4.3.1. Uporaba programskega okolja Noldus Observer XT (NO) 
 
Programska oprema Noldus Observer XT se uporablja za analizo socialnih dogodkov na področju 
psihologije.  
Namen uporabe programske opreme pri našem problemu je poimenovanje aktivnosti in njihova 
umestitev v čas. Pred začetkom je potrebno poimenovati testne osebke in aktivnosti, katere 
imamo namen opazovati. V nadaljevanju izberemo želeni video posnetek, ga naložimo v 
uporabniški vmesnik in pričnemo z opazovanjem. To poteka tako, da s spreminjanjem hitrosti 
predvajanja posnetka pridemo do točno želenega momenta. Tedaj izberemo prej označeno 
aktivnost in program zabeleži njen začetek. Zaključek aktivnosti je označen s pričetkom druge 
aktivnosti. Uporabniški vmesnik NO je opisan na Slika 11. 
V prvem koraku označevanja smo imeli veliko aktivnosti, ki so imele čas trajanja manjši kakor 8 
okvirjev. Te aktivnosti nas pri eksperimentu niso zanimale, zato smo izvedli zlivanje dogodkov. 
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Ko aktivnost A združimo z aktivnostjo B, nastane nova aktivnost C, ki zajema skupni časovni 
interval aktivnosti A in B.  
 
 
Slika 11: Uporaba Noldus Observer 
4.4. Mere uspešnosti 
 
V tem podpoglavju prestavljamo mere uspešnosti, ki smo jih uporabili za ovrednotenje uspešnosti 
našega eksperimenta. 
  
4.4.1. Matrika razvrščanja 
 
Matrika razvrščanja (angl.Confusion matrix) [7], je zapis pridobljenih rezultatov postopka 
razvrščanja. Vzeti moramo v obzir, da strojno učenje vedno ne opravi primernega razvrščanja, 
zato je lahko pridobljeni rezultat tudi napačen. V primeru dveh razredov razvrščanj lahko dobimo 
štiri različne rezultate, kot je prikazano v Tabela 1. Za primer pravilne razvrstitve dobimo 
rezultata Resnično pozitivno (RP) (angl True Positive) in Resnično negativno (RN) (angl. True 
Negative), medtem ko napako pri razvrščanju označujeta Lažno pozitivno (LP) (angl. False 
Positive) in Lažno negativno (LN) (angl. False Negative). Vrednost napačno pozitivno nam 
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predstavlja pozitivno predviden dogodek, ki je v realnosti negativen. Obratno velja za vrednost 
napačno negativno. 
 
    
Predviden razred  
 



















   
Tabela 1: Rezultati razvrščanja v primeru dveh razredov razvrščanja [7] 
 
Iz pridobljenih rezultatov matrike, lahko za posamičen razred izračunamo uspešnost razvrščanja. 
Uspešnost pozitivne razpoznave, je količina RP deljena z vsemi pozitivnimi rezultati (RP + LN). 
Uspešnost negativne razpoznave pa definirano kot LP deljeno z vsemi negativnimi rezultati (LP 
+ RN). Iz zgoraj opisanih izračunov lahko sklepamo, da celotno uspešnost razvrščanja lahko 
izračunamo, če seštevek pravilno predvidenih razredov delimo z vsemi dogodki. Tej veličini 
rečemo točnost (angl. Accuracy). Če dobljeni rezultat odštejemo od ena, pa dobimo vrednost ki 
nam opiše napako. 
 
Napaka = 1 −
RP + RN
RP + RN + LP + LN
 
 
Glede na to, da imamo pri našem eksperimentu več razredov kakor dva, moramo v tabeli 
razvrščanja vsakemu razredu dodeliti svoj stolpec, v katerem je prikazan predviden razred in 
vrstico, ki nam opisuje dejanski razred. Znak dobrih rezultatov je, da imamo po diagonali zelo 
visoke vrednosti glede na vrednosti, ki niso na diagonali. Vrednosti, ki niso na diagonali morajo 
biti čim manjše. V primeru idealnih rezultatov so enake nič. 
 
4.4.2. Priklic, Natančnost,F-mera 
 
Rezultate razvrščanja lahko podamo računsko in grafično, Računsko jih lahko podamo kot 
Priklic, Natančnost in F-mero. Uporabljajo se tri različne verzije takega zapisa, ki se razlikujejo 
glede na predstavitev želene informacije. V ekonomiji se pogosto uporablja krivulja dviga (angl. 
Lift chart), ki je sorodna krivulji ROC (angl. Receiver Operating Characteristic). Tretji tip 
predstavitve rezultatov razvrščanja je krivulja Priklic- Natančnosti (angl. Recall - Precision).V 
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Tabela 2: Različne predstavitve informacij, je opisan najpogostejši tip uporabe in predstavo 
podatkov na x in y osi. 
 
Metoda Uporaba Prikaz na grafu [x os/y os] 
Krivulja dviga Marketing PP / celotni množici 
Krivulja ROC Komunikacije Uspešnost RP/ uspešnosti LP 
Priklic-Natančnost Razbiranje informacij Priklic / Natančnost 
 
Tabela 2: Različne predstavitve informacij [7] 
 
Rezultate našega eksperimenta bomo predstavili z metodo priklica in natančnosti. Ta način 
predstavitve rezultatov smo izbrali zato, ker nam visoki vrednosti pokažeta, da nam 
razvrščevalnik podaja natančne (visoka natančnost) in po večini pozitivne rezultate (visok 
priklic). Natančnost zajema dogodke, ki so za nas pomembni in so razbrani iz celotne zajete 
množice. Priklic pa zajema dogodke, ki so za nas pomembni in so razbrani le od dogodkov ki, 

















Slika 12: Shematski opis priklica in natančnosti [8]  
 
Geometrijsko povprečenje vrednosti priklica in natančnosti imenujemo F-mera. Je vrednost, ki 










4.5. Rezultati eksperimenta 
 
Matrika razvrščanja, ki smo jo dobili kot rezultat eksperimenta je prikazana v Tabela 3. Pravilno 
zaznane aktivnosti označujejo pobarvana polja. 
 
   
Predvideni dogodki 
   
A1 A2 A3 A4 A5 A6 A7 A8 A9 
Dejanski dogodki 
A1 85 37 41 28 31 27 22 16 22 
A2 78 149 51 28 31 19 15 7 19 
A3 62 107 217 52 22 45 25 15 26 
A4 5 9 6 22 1 1 4 2 5 
A5 51 99 82 49 144 41 31 19 28 
A6 48 44 59 45 35 51 18 7 19 
A7 19 35 18 14 9 11 61 2 9 
A8 43 28 55 29 34 24 29 88 9 
A9 64 18 55 19 16 11 36 18 85 
 
Tabela 3: Dobljena matrika razvrščanja 
 
Za ovrednotenje uspešnosti razpoznave, moramo dobljeno matriko za vsako akcijo zreducirati 
tako, da dobimo dvorazredno matriko razvrščanja. Iz reducirane matrike moramo izračunati mere 
uspešnosti, ki so opisane v poglavju 4.4.  
V tabeli 4 je z modro barvo označeno, kako smo dobljeno matriko razvrščanja pripravili za 
izračun mer uspešnosti za vsako od aktivnosti posebej. Sešteli smo vse vrednosti za vsak 






   
Predvideni dogodki 
 
   
A1 A2 A3 A4 A5 A6 A7 A8 A9   
Dejanski dogodki 
 
A1 85 37 41 28 31 27 22 16 22 309 
A2 78 149 51 28 31 19 15 7 19 397 
A3 62 107 217 52 22 45 25 15 26 571 
A4 5 9 6 22 1 1 4 2 5 55 
A5 51 99 82 49 144 41 31 19 28 544 
A6 48 44 59 45 35 51 18 7 19 326 
A7 19 35 18 14 9 11 61 2 9 178 
A8 43 28 55 29 34 24 29 88 9 339 
A9 64 18 55 19 16 11 36 18 85 322 
  
  455 526 584 286 323 230 241 174 222 3041 
 
Tabela 4: Priprava matrike razvrščanja za izračun mer uspešnosti 
 
Vrednost, ki je označena z zeleno nam predstavlja RP del zreducirane matrike, medtem ko z 
razliko dobljenega seštevka in RP razpoznanih akcij po vrstici dobimo LN, po stolpcu pa LP del. 
RN element matrike moramo dobiti enak ne glede na to, če se lotimo preračuna z dejanskimi ali 
predvidenimi dogodki. V obeh primerih od vseh dogodkov najprej odštejemo seštevek, ki smo ga 
dobili v vrstici ali stolpcu, nato pa še odgovarjajoči NN ali NP del matrike. 
Primer rezultata izračunanega za Akcijo 3 je predstavljen v tabeli 5. Od tod naprej se kot je že 
opisano na začetku v odseku 4.4 lotimo preračuna Točnosti, Natančnosti, Priklica in F- mere. 
 
    
Predviden dogodek 
 
    















367 2103  
   




RP + RN + LP + LN
=
217 + 2103


























Testni rezultati za vse akcije so predstavljeni v Tabela 6. Iz rezultatov lahko razberemo, da smo 
za primer naše testne množice imeli zelo slabo razpoznavo aktivnosti. 
             
   
A1 A2 A3 A4 A5 A6 A7 A8 A9 
 
 
Natančnost 0,187 0,283 0,372 0,077 0,446 0,222 0,253 0,506 0,383 
 
 
Priklic 0,275 0,375 0,38 0,4 0,265 0,156 0,343 0,26 0,264 
 
 
Točnost 0,805 0,794 0,763 0,902 0,81 0,851 0,902 0,889 0,877 
 
 
F-mera 0,223 0,323 0,376 0,129 0,332 0,183 0,291 0,343 0,313 
 
             Tabela 6: Izračunani rezultati eksperimenta 
 
Že pri načrtovanju eksperimenta smo pričakovali slabše rezultate učenja, saj smo namenoma 
uporabili veliko število testnih oseb in objektov, ki so jih morali uporabiti. S tem smo hoteli 
preveriti kako se algoritem odziva na veliko število akcij. 
Do manjših napak, ki so lahko dodatno pripomogle k slabim rezultatom, je prišlo že pri samem 
snemanju testne množice. Zaradi postavitve prostora, v katerem smo imeli kader, je testni osebek 
med snemanjem ustvarjal senco. Med samim snemanjem smo premalo natančno razložili 
postopek, kako naj se testni osebki obnašajo (ponovljivi gibi, usmerjanje pogleda, razločnost 
posamičnih gibov). 
Rezultati razpoznave so za praktično uporabo preslabi, vendarle bistveno boljši od naključne 
razpoznave. Uspešnost postopka razpoznave aktivnosti se bi izboljšala v bolj kontroliranih 






V zaključni temi smo predstavili in ovrednotili postopek razpoznave aktivnosti uporabnika 
komunikacijskih naprav na osnovi videa uporabnika. Načrtali, posneli in opremili smo lastno 
učno množico posnetkov aktivnosti. Pri tem smo razpoznavali 9 aktivnosti, ki jih je izvedlo pet 
oseb s tremi komunikacijskimi napravami. 
Eksperimentalni rezultati razpoznave so razmeroma slabi, kar smo glede na težavnost problema 
tudi pričakovali. Dosegli smo točnost med 0,763 in 0,902 in mere F med 0,129 in 0,376.  
Doseženi rezultati, predvsem vrednosti mere F kažejo, da ovrednotena metoda še ni uporabna v 
realnem nekontroliranem okolju.  
Možnosti izboljšave rezultatov so v smeri bolj kontrolirano posnete učne množice. (manjša 
raznolikost testnih oseb, osvetlitev kadra, natančnejša navodila za izvajanje eksperimenta)  
Nadaljnje delo bi usmerili v obsežnejša testiranja uspešnosti in nadalje v analizo testnih 
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