Codon usage bias is the preferential use of the subset of synonymous codons during translation. In this paper, the comparisons of normalized entropy and GC content between the sequence of coding regions of Escherichia coli k12 and noncoding regions (ncRNA, rRNA) of various organisms were done to shed light on the origin of the codon usage bias.The normalized entropy of the coding regions was found significantly higher than the noncoding regions, suggesting the role of the translation process in shaping codon usage bias. Further, when the position specific GC content of both coding and noncoding regions was analyzed, the GC2 content in coding regions was lower than GC1 and GC2 while in noncoding regions, the GC1, GC2, GC3 contents were approximately equal. This discrepancy is explained by the biased mutation coupled with the presence and absence of selection pressure. The accumulation of CG content occurs in the sequences due to mutation bias in DNA repair and recombination process. In noncoding regions, the mutation is harmful and thus, selected against while due to the degeneracy of codons in coding regions, a mutation in GC3 is neutral and hence, not selected. Thus, the accumulation of GC content occurs in coding regions, and thus codon usage bias occurs.
INTRODUCTION
The genetic code decides which amino acid will be inserted during translation of protein for each three nucleotide set, or codon, in the mRNA. [1] More precisely, the genetic codon determines which of the 61 triplets, or codon, corresponds to which of the 20 amino acids. [2] There are 64 possible codons -three codons terminate translation while remaining 61 codes for amino acids, but only 20 different amino acids to incorporate during translation. Thus, codons are redundant, and more than one codon encodes the same amino acids. This feature of the genetic code is mentioned as the degeneracy of the codon. [3] Although few amino acids are encoded by a single codon, most amino acids are encoded by two to six different codons. Different codons that encode the same amino acid are known as synonymous codons. [2] The frequency of synonymous codons is not fair as the determination of a large number of DNA sequences from different species has shown, in many cases, that synonymous codons for any amino acids are not used randomly. [4] This suggests that the sequence in the DNA is not random, but some bias occurs. Some synonymous codons are highly expressed, whereas the use of others is limited. This phenomenon of preferential use of the subset of synonymous codons during translation is known as codon usage bias.
If during a translation of a gene, a synonymous codon incorporates a particular amino acid more often, a gene is said to have codon usage bias. Such frequently used codons are known as optimized codons.
The codon usage bias differs among organisms. Closely related organisms have similar patterns of codon usage. [5] The genome hypothesis of codon usage bias states that different organisms have distinct codon biases [6] . Even the difference in codon usage is observed among genes of the same organism. It has been revealed through multivariate analyses that even in each species codon usage among genes differ. [5] The codon usage of sixteen weakly and thirteen strongly expressed E. coli genes were examined, yet again using a multivariate analysis technique, and was found to have a noticeable variation in codon usage [7] It was proposed that codon usage bias might be correlated with variation in tRNA abundance [7] .The codon usage bias in E. coli and Saccharomyces cerevisiae was correlated with the abundance of the cognate tRNA. [8, 9] The optimal codons are one with the highest cognate tRNA. The experiments performed by Sorensen et al (1989)have detected differences in these rates. [10] Codons that are recognized by the major tRNAs are translated 3-6 fold faster than their synonyms This selection may favor the use of the more frequent codons during translation. [10] Additionally, the experiments performed by Parjer et al. (1983) has estimated that in E. coli the non-optimal Asparagine codon (AAU) can be mistranslated eight to ten times more often than its optimal synonym (AAC). [11] These findings imply that the codon usage bias or use of optimal codon for translation increases the accuracy of translation with fewer mistakes than genes that use less frequent codons and also increases the speed of translation. Hence, the organism may confer selective advantage due to the use of optimal codons, and codon usage bias is maintained. Therefore, translational selection can be a responsible factor for shaping codon usage bias.
Moreover, highly expressed genes generally show a higher bias in synonymous codon usage. The positive correlation between codon usage bias and expression levels is again attributed to selection for translational efficiency. [12] It is also showed that codon usage bias modulates gene expression. [7] Although translational selection plays a role in shaping codon usage bias within species, such selection may not be directly correlated or explained with the codon usage bias pattern observed among species because much of the variation among species appears to be due to differing patterns of mutation. [13] An alternative explanation for the cause of codon usage bias, a mutational explanation, suggests that codon usage bias arises from the properties of underlying mutational processes -e.g. biases in nucleotides produced by point mutations, contextual biases in the point mutation rates, or biases in repair. [14] Mutational explanations are neutral, because they confer no fitness advantage or detriment associated with alternative synonymous codons. Mutational mechanisms are typically invoked to explain inter-specific variation in codon usage, especially among unicellular organisms. [15] Recombination also affects codon usage bias. The study performed by Comeron et al. (1999) observed a positive correlation between recombination rate and codon usage bias. [16] Other factors that may influence codon usage bias include: GC content [16, 17] ; biased gene conversion. [18, 19] It is evident from above studies that the codon usage bias is commonly observed the phenomenon in the genome, be it inter-genome or intra-genome, but the origin of codon usage bias is a complex puzzle that is rarely explained by only one factor.
The different quantitative methods are available to quantify or characterize codon usage bias. The codon preference bias, codon bias index (CBI), scaled Chi-square approach, codon preference statistic (CPS), relative synonymous codon usage (RSCU), codon adaptation index (CAI), effective number of codons (ENC), Shannon information theory, synonymous codon usage order (SCUO) are the available quantitative methods to characterize codon usage bias in terms of numbers. [20] Each method has own strength and limitations.
After Shannon published a pioneering paper on "A Mathematical Theory of Communication" [21] , the use of information theory is not limited to telecommunication and data compression but has been used in many fields of physics, biology, and linguistics. In recent times, the use of Shannon's entropy in molecular biology for prediction of DNA, RNA structure, protein secondary structure prediction, modeling molecular interaction, drug design has been recommended. [22] In this paper we have used Shannon informatics theory to measure codon usage bias in terms of Synonymous codon usage order (SCUO). The fundamental principle involved in this method is the calculation of the entropy of each synonymous codon for each amino acid in the protein.
MATERIALS AND METHODS

Materials
The 20 DNA sequences of coding regions of Escherria coli k12 and 20 DNA sequences of non-coding regions (ncRNA, rRNA) of various organisms were obtained in FASTA format in NCBI database.
Methods
Calculation of SCUO
The information theoretic value of a given DNA sequence was obtained using the Shannon formula [23] .
(Equation 1)
Here, n aa is the number of distinct amino acids, n syncod(i) is the number of synonymous codons for each amino acid i (or macro-state) whose value range from 1 to 6, P (i,j) is the probability of synonymous codon j for amino acid i.
For every sequence, the probability of each synonymous codon was calculated using online sequence manipulation suite using the standard genetic code as the reference. [24] The probability of synonymous codons was feed into (Equation 1) to calculate the entropy. This was achieved using the tailor made program in Python. The obtained value of H is the entropy per codon of the gene.
Additionally, to calculate the maximum entropy of the sequence, a random sequence of the same length as that of a gene to be compared and have the likelihood of nucleotides 25%, was created using online platform.
[25] Similarly, the probability of each synonymous codon was calculated and hence, maximum entropy per codon of the random sequence is calculated using the python program. Now, subtracting observed entropy with the maximum entropy gives information which measures the nonrandomness in synonymous codon usage and hence describes the degree of orderliness for synonymous codon usage in each sequence.
O is the normalized difference between the maximum entropy and the observed entropy in the sequence. 0 ≤ O ≤ 1. When O=1, usage is biased to the extreme while O=0, usage is random. The O is designated as the synonymous codon usage order (SCUO). [26] The normalized difference between the maximum entropy and the observed entropy in the sequence i.e. normalized entropy was calculated, for both the noncoding and coding sequences and was compared.
Calculation of position specific GC content
The position specific GC content of noncoding and coding sequence was calculated using the python program. The GC content of noncoding and coding sequences was compared.
RESULTS AND DISCUSSION
The normalized entropy of coding regions of Escherichia coli k12 and 20 DNA sequences of non-coding regions (ncRNA, rRNA) of various organisms was compared using independent t-test. The P value was less than significant level of 0.01; thus, the null hypothesis that says both mean are same was rejected and the alternate hypothesis that says the mean data are significantly different at 99 % confidence interval and a significant level of 0.01 was accepted. (Figure I) Hence, from the results, it can be concluded, the normalized entropy of noncoding region was greater than the normalized entropy of coding regions. As the coding and non-coding regions were independently selected, we assume this result can be extrapolated for all the coding and non-coding regions. This infers, although, noncoding regions also show slight codon usage bias; the codon usage bias in coding regions is prominent. As, the non-coding regions do not go through the translational process while coding region goes through this, this difference in codon usage bias can be attributed to the translational process or due to some idiosyncrasy of the translational mechanism.
The role of the translation process in codon usage bias is established from above observation. The possibility arises that the translation can select the optimal codons. We know codons that are recognized by the major tRNAs are translated 3-6 fold faster than their synonyms. This may favor the use of the more frequent codons during translation. [10] However, it cannot be concluded that the translation selects optimal codons. We do not know the selection pressure generated by translation.
Further, the GC content in the genome is correlated with the codon usage bias. [16, 17] Thus, in this research, the normalized entropy and the GC content of the respective DNA sequences (both coding and noncoding) were analyzed and we found the weak correlation with the Pearson's coefficient of 0.269. Due to the low amount of data, the correlation is probably an underestimate. But, the interesting thing is that the correlation between the normalized entropy and the position specific GC content i.e. GC1 and GC3 is higher than the correlation with the total GC content of the sequences. The Pearson's correlation coefficient between the normalized entropy and the GC1 content is 0.496. Similarly, the Pearson's correlation coefficient between the normalized entropy and the GC3 content is 0.359. The reason for higher correlation with GC1 content is not explained here. But, the higher correlation for GC3 content can explain the origin of codon usage bias.
Additionally, the next interesting fact was also deciphered from the comparison of the coding and noncoding sequences. In noncoding sequences, the position specific GC content (GC1, GC2, GC3) was approximately equal.
( Figure II) . Conversely, in noncoding sequences, the GC content varied. In all the cases, the GC1 and GC3 content were greater than GC2 content. (Figure III) The question arises why the noncoding sequences have equal position specific GC content while coding sequences do not hail that feature. There are biases for C and G nucleotides in coding sequences. The major driving factor for these biases can be explained by mutational bias. [27] The discrepancy of higher CG content in coding sequence can be explained by mutational bias and neutral theory of molecular evolution.
At equilibrium, the number of AT → GC and GC →AT mutations are equal. For biased mutations, the equilibrium is disturbed, and DNA sequence accumulates a pair of nucleotides in greater quantity. In coding sequences, the biased mutation was pronounced in GC3 (the reason why GC1 also has more GC content is not explained). There is experimental evidence that demonstrates that the DNA repair mechanism and recombination mechanism has biases towards AT→CG mutations. [ [29, 30] So, it is likely that DNA sequence accumulates more CG. The high GC3 content in the coding regions only but not in noncoding sequence can be explained by the neutral theory of evolution. The neutral theory of molecular evolution, proposed by Kimura, states that the vast majority of conserved mutations are neutral. [31] Similarly, in the histrionic paper -Codon-anticodon pairing: The wobble hypothesis‖ Crick has suggested that due to the degeneracy of the genetic code, the first two positions of the codon or triplet are important for pairing while there may be some wobble in the pairing of the third base. [32] To simplify, the third base is considered to be less discriminatory than the other two bases. This implies that the third base of the codon is subjected to no or less selection pressure if a mutation happens there. The mutation in the third base of the codon does not change the amino acid profile of the protein. Thus, the mutation in the third base of the triplet is neutral. This helps in the accumulation of the high GC3 content in the coding sequences as selection against this mutation doesn't occur. Similarly, the biases are not observed in the noncoding sequence because the mutation in the noncoding sequence is not neutral. The mutations in any position in the noncoding sequence (ncRNA, rRNA) alter the structure of this RNA, hence, altering the function of these RNA. [1] So, the selection occurs against mutations in noncoding sequences. The accumulation of the CG in the third base of coding sequence ensue high amount of codons ending in C&G and low number of codons ending with A&T , thus, demonstrating codon usage bias. The codon usage bias will ultimately benefit the cell as the optimal codons will translate the protein in higher rates. [10] 
CONCLUSION
The role of the translational role in shaping codon usage bias cannot be justified by this research. But, this research lights on the role of translational process on shaping codon bias. The DNA repair mechanism and recombination mechanism increases the CG content volume by the bias mutation toward CG. The translational foible is such; the mutation in the third base of sequence doesn't alter the structure of the protein. Thus, if the bias mutation in GC3 occurs, the mutation is not selected but preserved. Hence, the GC3 content is higher in the coding regions. However, the selection is tough in the noncoding region (ncRNA, rRNA) and thus, mutations in the noncoding region is selected ensuing the equal distribution of GC content over the entire sequence. Hence, the biased mutation and the absence of selection pressure in the sequence are responsible for the codon usage bias in the coding regions.
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