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Abstract
We obtain the quantum group SLq(2) as semi-infinite cohomology of
the Virasoro algebra with values in a tensor product of two braided ver-
tex operator algebras with complementary central charges c + c¯ = 26.
Each braided VOA is constructed from the free Fock space realization of
the Virasoro algebra with an additional q-deformed harmonic oscillator
degree of freedom. The braided VOA structure arises from the theory of
local systems over configuration spaces and it yields an associative algebra
structure on the cohomology. We explicitly provide the four cohomology
classes that serve as the generators of SLq(2) and verify their relations.
We also discuss the possible extensions of our construction and its con-
nection to the Liouville model and minimal string theory.
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1 Introduction
Soon after the original discovery of the theory of quantum groups and their rep-
resentations by Drinfeld [7] and Jimbo [27], several mathematicians and physi-
cists have realized their profound relation to the representation theory of affine
Lie algebras and conformal field theory [34], [10], [24], [36], [16], [15]. Even-
tually, this relation has been accomplished in the precise form of equivalence
of certain tensor categories of representations [28], [17], [25]. The nonstandard
tensor product of the representations of affine Lie algebras of the same level,
motivated by two dimensional conformal field theory, becomes natural in the
context of vertex operator algebras (VOA) [21]. For any simple Lie algebra g
let Cq be a category of type I finite-dimensional representations of the quantum
group Uq(g) and let Ck be a category of standard modules of the affine Lie al-
gebra g. The simple objects of both categories are indexed by positive highest
weights, which in the case g = sl(2) can be identified with Z+. The equivalence
of braided tensor categories Cq and Ck, can be made transparent if one considers
two other intermediate equivalent categories
Cq ∼= Cκ ∼= Cc ∼= Ck (1.1)
based, respectively, on the homology of configuration systems and certain rep-
resentations of the W-algebra, corresponding to g (see [38]).
The first isomorphism has been intensively studied by Varchenko et al (see
[41],[42] and references therein); the second isomorphism in the special case
g = sl(2), when W-algebra is just the Virasoro algebra, is implicit in the work
of Feigin and Fuks [12]; the third isomorphism is a version of the quantum
Drinfeld-Sokolov reduction developed in [11].
The equivalence of representation categories points to a direct relation be-
tween the regular representations of the quantum group and affine Lie algebra,
i.e. between Drinfeld’s deformed algebra of functions on the group and WZW
conformal field theory. The latter does not have a vertex operator algebra
structure that would place it in the context of tensor categories, but it admits
a remarkable modification that does have a VOA structure ([23] and references
therein). Besides, it turns out that the central charge of this modified regular
VOA is precisely the one that yields a nonzero semi-infinite cohomology. A
modified regular VOA can also be defined for W-algebras at the critical central
charge; in the special case of Virasoro algebra, the central charge is equal to 26,
pointing to a relation with string theory [23].
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In fact, the relation between the theory of semi-infinite cohomology and
string theory [20] has been realized at about the time of the discovery of quantum
groups and played an important role in the development of both subjects. In
particular, Lian and Zuckerman have shown in [33] that the zero semi-infinite
cohomology of vertex operator algebras inherits a natural structure of associative
and commutative algebra, which was realized as a ”ground ring” in string theory
[43], [44]. In the case of modified regular VOA, the semi-infinite cohomology
was identified as the center of the corresponding quantum group [23].
In the present paper, we obtain the full quantum group SLq(2) via the
semi-infinite cohomology. Since the semi-infinite cohomology of any VOA is
necessarily commutative we need to replace the modified regular VOA by a cer-
tain generalization, known as braided VOA [19], [34] (based on previous work
[40], [35], [15]). The latter is constructed from the tensor product of two braided
VOA’s with the complementary charges of precisely the same values as in the
modified regular VOA, which ensures nontriviality of the semi-infinite cohomol-
ogy [20]. In our paper, we treat in detail only the case of the Virasoro algebra,
since it is the most interesting for pure mathematical reasons and because it has
important applications in physics. An extension of our construction to ŝl(2) and
other types of W and affine Lie algebras is straightforward though technically
more difficult. The key to our realization of a quantum group is an algebra
isomorphism
H
∞
2 +0(Vir,Cc,Fc ⊗ Fc¯) ∼= SLq(2), (1.2)
where c+ c¯ = 26, and q depends on c. The braided VOA Fc (and similarly Fc¯)
can be realized on the space
⊕λ≥0(V∆(λ),c ⊗ Vλ), (1.3)
where Vλ and V∆(λ),c are the corresponding simple modules in the equivalent
braided tensor categories Cq and Cc of quantum algebra Uq(sl(2)) and the Vira-
soro algebra. The most transparent way to describe the braided VOA structure
arises from the equivalence of both categories to the intermediate one Cκ in
(1.1). As we mentioned before, the category Cκ is constructed from the homol-
ogy of configuration spaces and it provides a geometric realization of the purely
algebraic structure of Fc. However, it is more convenient to consider a generic
version C˜κ of Cκ , which also exists for the other braided categories in (1.1), and
we also obtain their equivalences
C˜q ∼= C˜κ ∼= C˜c ∼= C˜k. (1.4)
In these categories we allow the weights to be arbitrary complex numbers ,
therefore the simple objects in each category are indexed not by Z+ as in (1.1)
but by C. They are again simple highest weight modules with fixed central
extensions as in (1.1) though for the generic weights in C\Z+ they coincide
with the Verma modules and the contragradient Verma modules. It is also
convenient to realize them as certain Fock spaces. At the generic highest weights
we have semisimplicity in all four categories of (1.4), which allow us to define
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the structure coefficients of our generic categories in a complete parallel with the
classical categories in (1.1). We verify that the structure coefficients of C˜q, C˜κ,
C˜c at the generic weights are the same (the category C˜k is not considered in this
paper but the equivalence with other three categories is straightforward). Then,
using the Fock space realization of the Verma modules we analytically continue
certain structure coefficients that allow us to relate the structure coefficients
in (1.4) with the ones in (1.1). Note, that for g = sl(2) the relation between
(1.1) and (1.4) can be restated in terms of analytic continuation of quantum
6j-symbols and the corresponding identities. The full analysis of the categories
in (1.4) and their equivalences at the integral points is an interesting problem,
the solution of which, however, is not necessary for the main goal of the present
paper.
The structure of the homology of configuration spaces that determines C˜κ
and the isomorphism with the representation category of quantum group C˜q
was extensively studied by Varchenko in [41], [42] for an arbitrary type of Lie
algebra. On the other hand, in the Fock space realization of the representations
of Virasoro and sˆl(2) Lie algebras, the intertwining operators are given by in-
tegrals of vertex operators via certain cycles that precisely belong to Hom’s of
the category C˜κ, which yields the other two isomorphisms of (1.4) from their
generic counterparts by a limiting procedure that we explain in our paper. In
particular, this leads to a realization of the space (1.3) as a subspace of the Fock
space
S(a−1, a−2, . . . )⊗ S(β)⊗ C[Z] (1.5)
with the natural action of the Heisenberg algebra
[am, an] = 2κm δm+n,0 (1.6)
and the 1-dimensional q-deformed harmonic oscillator
γβ − qβγ = q−N , [N, β] = β, [N, γ] = −γ. (1.7)
The verification of the axioms of braided VOA for Fc is essentially identical to
the proof of the equivalence of these tensor categories (see [38]). Though the
latter equivalence has been studied in many sources (though often in disguised
form [34], [10]), to make the paper self contained and explicit, we provide all
the necessary details that are needed for the verification of the braided VOA
structure. We also explicitly identify the representatives of the semi-infinite
cohomology classes that yield the generators A,B,C,D of the quantum group
SLq(2) and verify the defining relations
AB = q−1BA, AC = q−1CA, BD = q−1DB,
CD = q−1DC, AD −DA = (q−1 − q)BC, BC = CB,
AD − q−1BC = 1. (1.8)
Our results open new perspectives of the relation of semi-infinite cohomology
and string theory. In fact, the coupling of Fc with 0 6 c 6 1 and Fc¯ with 25 6
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c 6 26 can be interpreted as a coupling of a minimal model and the Liouville
model with complementary central charges c + c¯ = 26, which arises in the
so-called minimal string theory (see [37] and references therein). This indicates
that our realization of the quantum group as the semi-infinite cohomology might
admit a geometric interpretation in terms of string theory providing a new link
between two subjects. Thus, our construction might be viewed as a step towards
an invariant geometric description of the untamed noncommutative structure of
quantum group.
The paper is organized as follows. Section 2 is devoted to some basic facts
about Uq(sl(2)). We remind statements useful in the following: the statements
about Verma and dual Verma modules, and the relations between associated
intertwiners. We also derive the polynomial (q-oscillator) realization for the
intertwiner between dual Verma modules. The third section is devoted to the
data we will work with throughout this paper. Namely, we consider the lattice of
Fock modules and the braided VOA on this space associated with Feigin-Fuks
realization of Virasoro algebra. In this section we remind basic facts about
irreducible Virasoro modules for the generic values of central charge: we partly
use the tools, which were introduced by Felder in the more complicated case of
rational conformal field theory [14].
In Section 4, we study the geometry of local systems associated with the
multivalued function corresponding to a certain correlator from the braided
VOA constructed in Section 3. Our constructions are motivated by the heuristic
constructions of Gomez and Sierra [24] and rigorous results of [41], [22]. These
geometric considerations allow us to construct in Section 5 the braided vertex
algebra of intertwiners between Fock spaces and then braided VOA on the space
Fc (see (1.3)).
In Section 6, we consider a certain ”double” of the braided VOA from Section
5. Namely, we examine the structure of the braided VOA on the space F =
Fc⊗Fc¯. It appears that there is a hereditary ring structure on the semi-infinite
cohomology of H
∞
2 +·(V ir,Cc,F). As we already mentioned above, one can
explicitly calculate this semi-infinite cohomology on the zero level and show
that it (as a space) coincides with SLq(2). Lian and Zuckerman introduced
an associative product on the space of the semi-infinite cohomology of VOA.
Applying the certain modification of the Lian-Zuckerman construction to our
braided VOA, we reproduce the multiplicative structure of SLq(2) on the zero
level of the semi-infinite cohomology space.
In the last Section, we outline possible extensions of the results in this paper.
2 Uq(sl(2)), its representations and intertwining
operators
2.1. Basic facts and notations. Let Uq(sl(2)) be the Hopf algebra over C(q)
with generators E,F, q±H and commutation relations:
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q±HE = q±2Eq±H ,
q±HF = q∓2Fq±H ,
[E,F ] =
qH − q−H
q − q−1
. (2.1)
The comultiplication is given by
∆(q±H) = q±H ⊗ q±H
∆(E) = E ⊗ qH + 1⊗ E,
∆(F ) = F ⊗ 1 + q−H ⊗ F, (2.2)
The universal R-matrix for Uq(sl(2)), which is an element of a certain completion
of Uq(sl(2))⊗ Uq(sl(2)), is given by:
R = CΘ, C = q
H⊗H
2 ,
Θ =
∑
k>0
qk(k−1)/2
(q − q−1)k
[k]!
Ek ⊗ F k, (2.3)
where [n] = q
n−q−n
q−q−1 and [n]! = [1][2] . . . [n].
For any given pair V,W of representations, R-matrix gives the following
commutativity isomorphism: Rˇ = PR : V ⊗ W → W ⊗ V , where P is a
permutation: P (v ⊗ w) = w ⊗ v.
We denote by Mλ the Verma module with highest weight λ ∈ C. We will
say that the weight λ is generic, if λ /∈ Z. In the case λ ∈ Z+ one obtains an
irreducible finite dimensional representation Vλ (of dimension λ+ 1) by means
of quotient:
Vλ =Mλ/〈F
λ+1vλ〉, (2.4)
where vλ is the vector corresponding to the highest weight in Mλ.
Let us define an algebra anti-automorphism τ : Uq(sl(2)) → Uq(sl(2)) by
means of τ(E) = FqH , τ(F ) = Eq−H , τ(qH) = qH , τ(ab) = τ(b)τ(a). Then τ is
a coalgebra automorphism: (τ ⊗ τ)∆(x) = ∆(τ(x)) and τ(R) = R21 = P (R),
where P (a⊗ b) = b⊗a. For every module M, let the contragradient module M c
be the restricted dual to M with the action of Uq(sl(2)) given by
< gv∗, v >=< v∗, τ(g)v >, v ∈M, v∗ ∈M c, g ∈ Uq(sl(2)). (2.5)
Note, that (M1 ⊗M2)
c ∼= M c1 ⊗M
c
2 and for λ ∈ Z+ we have V
c
λ
∼= Vλ. From
(2.4) we have an embedding for λ ∈ Z+:
Vλ ⊂M
c
λ, (2.6)
which leads to the following exact sequence:
0→ Vλ →M
c
λ → V−λ−2 → 0, (2.7)
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and for λ ∈ Z6−1 we have M
c
λ
∼= Vλ.
2.2. Intertwining operators. In the following the intertwiners for Verma
modules and their contragradient counterparts will play a crucial role. Namely,
in this paper we will consider the elements of Hom(M cµ⊗M
c
λ,M
c
ν) and its dual
Hom(Mν ,Mµ⊗Mλ), such that λ, µ, ν ∈ C and µ+λ−ν ∈ 2Z. In the generic case
if ν ≤ µ+λ then dimHom(Mν,Mµ⊗Mλ) = 1 and otherwise dimHom(Mν ,Mµ⊗
Mλ) = 0. We will use the following notation for the intertwining operators from
Hom(M cµ ⊗M
c
λ,M
c
ν):
Φνµλ(· ⊗ ·) :M
c
µ ⊗M
c
λ →M
c
ν (2.8)
and the ones from Hom(Mν ,Mµ ⊗Mλ):
Φµλν (·) :Mν →Mµ ⊗Mλ. (2.9)
We will also need intertwiners from Hom(Vν , Vµ ⊗ Vλ), where µ, ν, λ ∈ Z+
and their dual from Hom(Vµ ⊗ Vλ, Vν). They can be reconstructed from the
intertwiners above by means of the following projections/embeddings:
Mν
Φµλν−−→Mµ ⊗Mλ
Pµ⊗Pλ
−−−−−→ Vµ ⊗ Vλ,
Vµ ⊗ Vλ
iµ⊗iλ
−−−−→M cµ ⊗M
c
λ
Φνµλ
−−→M cν , (2.10)
where Pξ is a standard projection on the irreducible module from the corre-
sponding Verma module, and iξ is an embedding of the finite dimensional ir-
reducible module into contragradient Verma module. It is clear that the first
expression gives the element from Hom(Vν , Vλ ⊗ Vµ) and the second one cor-
responds to Hom(Vµ ⊗ Vλ, Vν). Similarly, one can construct intertwiners from
Hom(Mµ ⊗ Vλ,Mν) and Hom(Mµ ⊗ Vλ,Mν). Let us denote the elements of
Hom(Vν , Vµ ⊗ Vλ) and Hom(Vµ ⊗ Vλ, Vν) as φ
µλ
ν and φ
ν
µλ correspondingly. It
is known that there exist identifications
Hom(Mν ,Mµ ⊗Mλ) ∼= Singν(Mµ ⊗Mλ), (2.11)
Hom(Vν , Vµ ⊗ Vλ) ∼= Singν(Vµ ⊗ Vλ), (2.12)
where Singν denotes the space of singular vectors of the weight ν. The explicit
form of the above isomorphism is given by the following map:
Φµλν → Φ
µλ
ν (vν), (2.13)
where vν is the highest weight vector in Mν .
In the case of the generic values of the weights of appropriate modules, we
have the following Proposition, expressing the bilinear relations for the inter-
twining operators.
Proposition 2.1. Let λi (i = 0, 1, 2, 3) be generic. Then there exists an invert-
ible operator
BM
[
λ0 λ1
λ2 λ3
]
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such that the following diagram is commutative:
⊕ρ
(
Hom(Mρ,Mλ1 ⊗Mλ2)
⊗Hom(Mλ0 ,Mρ ⊗Mλ3)
)
i

BM

 λ0λ1
λ2λ3


// ⊕ξ
(
Hom(Mξ,Mλ1 ⊗Mλ3)
⊗Hom(Mλ0 ,Mξ ⊗Mλ2)
)
i

Hom(Mλ0 ,Mλ1 ⊗Mλ2 ⊗Mλ3)
PR // Hom(Mλ0 ,Mλ1 ⊗Mλ3 ⊗Mλ2),
where ρ ∈ {λ1 + λ2 − 2k, k ∈ Z+}, ξ ∈ {λ1 + λ3 − 2k, k ∈ Z+}, and i is an
isomorphism.
The proof follows from the complete reducibility of the tensor product Verma
modules in the case of generic highest weights.
Using the notation we introduced above, one can write the statements of
Proposition 2.1 as follows:
(1 ⊗ PR)Φλ1λ2ρ Φ
ρλ3
λ0
=
∑
ξ
BMρξ
[
λ0 λ1
λ2 λ3
]
Φλ1λ3ξ Φ
ξλ2
λ0
, (2.14)
where BMρξ
[
λ0 λ1
λ2 λ3
]
are the matrix coefficients of the operator BM , which
depend on the normalization of the intertwining operators Φλµν . We will fix
such normalization later.
For the dual intertwiners Φλµν , we have similar identity:
Φλ0ρλ3Φ
ρ
λ1λ2
(1 ⊗ PR) =
∑
ξ
BMξρ
[
λ0 λ1
λ2 λ3
]
Φλ0ξλ2Φ
ξ
λ1λ3
. (2.15)
In the case of integer weights, the following Proposition gives the bilinear alge-
braic relations between the compositions of the intertwiners of finite-dimensional
modules (see e.g. [8]).
Proposition 2.2. Let λi ∈ Z+ (i = 0, 1, 2, 3) . Then there exists an invertible
operator
BV
[
λ0 λ1
λ2 λ3
]
such that the following diagram is commutative:
⊕ρ
(
Hom(Vρ, Vλ1 ⊗ Vλ2 )
⊗Hom(Vλ0 , Vρ ⊗ Vλ3)
)
i

BV

 λ0λ1
λ2λ3


// ⊕ξ
(
Hom(Vξ, Vλ1 ⊗ Vλ3 )
⊗Hom(Vλ0 , Vξ ⊗ Vλ2)
)
i

Hom(Vλ0 , Vλ1 ⊗ Vλ2 ⊗ Vλ3 )
PR // Hom(Vλ0 , Vλ1 ⊗ Vλ3 ⊗ Vλ2),
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where |λ1+λ2| ≥ ρ ≥ |λ1−λ2|, |λ3+ρ| ≥ λ0 ≥ |λ3−ρ|, |λ1+λ3| ≥ ξ ≥ |λ1−λ3|,
|λ2 + ξ| ≥ λ0 ≥ |λ2 − ξ|, and i is an isomorphism.
Using the notation, we introduced above, one can write the statements of
Proposition 2.2 as follows, similarly to (2.14), (2.15):
(1⊗ PR)φλ1λ2ρ φ
ρλ3
λ0
=
∑
ξ
BVρξ
[
λ0 λ1
λ2 λ3
]
φλ1λ3ξ φ
ξλ2
λ0
, (2.16)
φλ0ρλ3φ
ρ
λ1λ2
(1⊗ PR) =
∑
ξ
BVξρ
[
λ0 λ1
λ2 λ3
]
φλ0ξλ2φ
ξ
λ1λ3
. (2.17)
It is well known that the relations (2.16), (2.17) provide the main structure
coefficients of the braided tensor category Cq of finite-dimensional representa-
tions of Uq(sl(2)). Similarly, the relations (2.14) and (2.15) allow us to define
a generic version of Cq which we denote by C˜q. We define objects of C˜q to
be infinite sums of modules from the usual category O of Uq(sl(2)), though
we still may require that all the weight spaces are finite dimensional. This is
sufficient to include the tensor products of Verma modules. Note that Hom
spaces between single Verma module and tensor products of Verma modules
are finite-dimensional. Then the relations (2.14), (2.15) again determine the
structure coefficients of the category C˜q at the generic weights. For the in-
tegral weights the dimensions of Hom spaces might jump up (in particular,
dimHom(Mν,Mµ ⊗ Mλ) might be greater than 1, see e.g. [2]) and in order
to extend the structure of the category C˜q to the integral weights, one needs a
careful study of the analytic continuation of the structure coefficients. In the
next subsection we give an explicit realization of the simple objects and Hom’s
in both categories Cq and C˜q that will allow us to relate directly their structure
coefficients.
2.3. Polynomial realization for M cλ and the formula for intertwining
operator. Let’s consider two variables β, ζ. We claim that the space Fλ =
C[β]ζλ carries a structure of Uq(sl(2)) module and one can identify it with M
c
λ.
Let’s introduce γ = ∂qβ , where ∂
q
β is a Jackson’s q-derivative:
∂qβf(β) =
f(qβ)− f(q−1β)
β(q − q−1)
. (2.18)
We denote vm,λ ≡ β
mζλ ∈ M˜λ. These vectors span all Fλ. Moreover, the
following statement holds.
Proposition 2.3. Let ∂β , ∂ζ denote usual partial derivatives with respect to β, γ
correspondingly. Then the following identification:
E = qHγ, F = β[ζ∂ζ −N ]q
−H , H = ζ∂ζ − 2N,
where N = β∂β is a number operator (for a = ζ∂ζ −N , [a] =
qa−q−a
q−q−1 ), gives a
structure of Uq(sl(2))-module on Fλ, such that Fλ is isomorphic to M
c
λ.
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Proof. One can find that the action of generators on basis vectors vm,λ is given
by
q−HEvm,λ = [m]vm−1,λ,
F qHvm,λ = [λ−m]vm+1,λ,
q±Hvm,λ = q
±(λ−2m)vm,λ. (2.19)
The resulting module over M˜λ is isomorhpic to M
c
λ. Moreover, one can easily
get that vm,λ corresponds to [m]!(F
mvλ)
∗, where vλ is the highest weight vector
in Mλ, and 〈v
∗
λ, vλ〉 = 1. 
Next we obtain an explicit form for the intertwining operator Φνµλ :M
c
µ⊗Vλ →
M cν in the realization of Proposition 2.3.
Let us denote the coefficients of Φνµλ in such a way:
Φνµλ(vm,µ ⊗ vℓ,λ) =
(
µ λ ν
m ℓ n
)
vn,ν , (2.20)
where we have (λ − 2ℓ) + (µ − 2m) = (ν − 2n). We also make the following
notation s = λ+µ−ν2 . At first, we consider the case ℓ = 0. From the basic
property of the intertwiner
E˜Φνµλ = q
2Φνµλ(q
−H ⊗ E˜ + E˜ ⊗ 1), where E˜ = q−HE, (2.21)
we get a recurrent relation:(
µ λ ν
m ℓ n
)
[n] = q2m−µ+2[ℓ]
(
µ λ ν
m ℓ− 1 n− 1
)
+ q2[m]
(
µ λ ν
m− 1 ℓ n− 1
)
. (2.22)
For ℓ = 0 one obtains:(
µ λ ν
m 0 n
)
[n] = q2
(
µ λ ν
m− 1 0 n− 1
)
[m]. (2.23)
We normalize the intertwining operator by the condition:(
µ λ ν
s 0 0
)
= 1. (2.24)
Therefore,
Φνµλ(vm,µ ⊗ v0,λ) = q
2(m−n)
[
m
n
]
v(ν)n , (2.25)
and one can write the explicit formula for Φνµλ(· ⊗ v0,λ) in the polynomial real-
ization. Namely,
Φνµλ(vm,µ ⊗ v0,λ) =
ζν−µq2s
[s]!
(∂qβ)
svm,µ. (2.26)
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In order to obtain the general formula, we use again the basic property of the
intertwiner, namely:
F˜Φνµλ = q
−2Φνµλ(1 ⊗ F˜ + F˜ ⊗ q
H), where F˜ = FqH . (2.27)
Therefore,
q−2[λ− ℓ]Φνµλ(· ⊗ vℓ+1,λ) = −q
−2Φνµλ(F˜ · ⊗q
λ−2ℓvℓ,λ) + F˜Φ
ν
µλ(· ⊗ vℓ,λ). (2.28)
Hence,
Φνµλ(· ⊗ vℓ,λ) =
q2ℓ
[λ− (ℓ− 1)] . . . [λ]
·
ℓ∑
k=0
F˜ ℓ−kq(λ−2)k
ζλ−2s
[s]!
(∂qβ)
s(−1)kF˜ kgk(ℓ, q), (2.29)
where
gk(ℓ, q) =
∑
06r1<···<rk6ℓ−1
q−2(r1+···+rk) = q−k(ℓ−1)
[
ℓ
k
]
q
. (2.30)
Therefore, the following statement holds.
Proposition 2.4. Let λ ∈ Z+. Then the polynomial realization for the operator
Φνµλ(vℓ,λ) ≡ Φ
ν
µλ(· ⊗ vℓ,λ) :M
c
µ →M
c
ν , (2.31)
where Φνµλ ∈ Hom(M
c
µ ⊗ Vλ,M
c
ν), such that
µ+λ−ν
2 = s in the case of ℓ = 0, is
given by (2.26) and, if ℓ > 0, the explicit expression is:
Φνµλ(vℓ,λ)· =
q2ℓ
[λ] . . . [λ− (ℓ− 1)][s]!
·
ℓ∑
k=0
(−1)kqk(λ−ℓ−1)
[
ℓ
k
]
q
F˜ ℓ−kζλ−2s(∂qβ)
sF˜ k, (2.32)
where
F˜ = β
[
ζ
d
dζ
−N
]
. (2.33)
In the case of generic λ, formula (2.32) gives the polynomial realization for the
intertwiner from Hom(M cµ ⊗M
c
λ,M
c
ν )
Note, that the operator, we have constructed above, represents an element
fromHom(M cµ⊗Vλ,M
c
ν ). We note, that in [39] the intertwinersHom(Mν ,Mµ⊗
Vλ) were studied in the higher rank case.
One can show that the intertwiner Hom(M cµ⊗Vλ,M
c
ν), which we have con-
structed in Proposition 2.4, can be extended in a unique way to another one,
from Hom(M cµ ⊗M
c
λ,M
c
ν).
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Really, one can allow ℓ to take values below λ and, therefore, one can write
down the expression (2.22) in the case when ℓ = λ+ 1(
µ λ ν
m λ+ 1 n
)
[n] = q2m−µ+2[λ+ 1]
(
µ λ ν
m λ n− 1
)
+ q2[m]
(
µ λ ν
m− 1 λ+ 1 n− 1
)
. (2.34)
The expression above gives a recurrent relation for the matrix elements(
µ λ ν
m λ+ 1 n
)
(2.35)
and allows to express them by means of the elements
(
µ λ ν
m λ n
)
which
are the coefficients we already know from the previous calculations for the in-
tertwiner with M cλ reduced to Vλ. Once we know the expression for (2.35),
we can calculate the matrix coefficients of Φνµλ(vλ+1,λ). The coefficients for
Φνµλ(vλ+k,λ), where k > 1 can be deduced as before, by means of the action of
F˜ operator (2.27). Hence we have the following statement.
Corollary 2.1. There is a unique extension of Φνµλ ∈ Hom(M
c
µ ⊗ Vλ,M
c
ν) to
the intertwining operator Φνµλ
′ ∈ Hom(M cµ ⊗M
c
λ,M
c
ν), such that Φ
ν
µλ
′(·, iλ·) =
Φνµλ(·, ·), where iλ is an inclusion iλ : Vλ →M
c
λ.
The construction above shows that there exists a continuation of intertwiners
from the generic values of weights to the integer values. Therefore, restricting
the relation (2.15) to the subspaces, which in the case of integer λi (i = 0, 1, 2, 3)
corresponds to the embedding of the irreducible finite-dimensional modules, we
find out that the relation between braiding matrices is the one provided by the
Proposition below.
Proposition 2.5. Let λi ∈ Z+ (i = 0, 1, 2, 3). There exists a continuation of
the elements of the braiding matrix BMρ,ξ such that
BMρξ
[
λ0 λ1
λ2 λ3
]
= BVρξ
[
λ0 λ1
λ2 λ3
]
, (2.36)
where ρ, ξ ∈ Z+, such that λ1 + λ2 ≥ ρ ≥ |λ1 − λ2|, λ3 + ρ ≥ λ0 ≥ |λ3 − ρ|,
λ1 + λ3 ≥ ξ ≥ |λ1 − λ3|, λ2 + ξ ≥ λ0 ≥ |λ2 − ξ|.
Proof. In this section we gave explicit construction of the intertwining operator
from Hom(M cµ ⊗M
c
λ,M
c
ν). It is important that the construction holds both in
the case of generic points and in the case of integer weights. It makes sense
to consider the element Φν
µ˜λ˜
∈ Hom(M cµ+ǫ2 ⊗ M
c
λ+ǫ1
,M cν+ǫ1+ǫ2), where 0 <
ǫ1,2 << 1, λ, µ ∈ Z+ and the normalization of this intertwiner is the one from
Proposition 2.4.
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Let us consider the identity (2.15) in the case of the ǫ-regularized intertwin-
ers, such that λ˜i > 0 (i=0,1,2,3). We will consider two limits with respect to reg-
ularization parameters. At first, we evaluate the limit λ˜2 → λ2, λ˜3 → λ3. Since
the intertwining operators exist in this case (see Proposition 2.4. and Corollary
2.1), the limit of the corresponding braiding matrix elements BMρξ
[
λ˜0 λ˜1
λ2 λ3
]
at integer points λ2, λ3 is finite. Now it possible to restrict the intertwining
operators to Vλ2 ⊂ M
c
λ2
, Vλ3 ⊂ M
c
λ3
. In similar manner one can take the limit
λ˜1 → λ1 and again, thanks to Proposition 2.4, the limit of the elements of the
braiding matrix exists. Then it is possible to restrict interwiners to Vλ1 ⊂M
c
λ1
,
i.e. we get braiding relations between operators φνµλ. Hence, one obtains that
the analytical continuation of the elements of the braiding matrix to integer
points exists and, when λi, ρ, ξ satisfy the conditions stated in the proposition,
they coincide with the appropriate elements of the braiding matrix BV . 
It is well known that the structure coefficients BVρξ
[
λ0 λ1
λ2 λ3
]
of the cate-
gory Cq can be expressed by quantum 6j-symbols, which in its turn are given
by the balanced basic hypergeometric functions 4φ3 with the integral values
of parameters [30]. Similarly, the structure coefficients BMρξ
[
λ0 λ1
λ2 λ3
]
of the
category C˜q are also given by the functions 4φ3 with three arbitrary complex
parameters corresponding to λ1, λ2, λ3 and three other parameters correspond-
ing to λ0, ρ, ξ, restricted by the integrality conditions of Proposition 2.1. This
gives an analytic continuation of 6j-symbols in 3 out of 6 parameters as well as
relations between them.
3 Braided vertex operator algebra on the lattice
of Fock spaces
3.1. Virasoro algebra: basic facts. The Virasoro algebra
[Ln, Lm] = (n−m)Lm+n +
c
12
(n3 − n)δn,−m (3.1)
and its representations has been extensively studied for many years (see e.g.
[18] and references therein). Here we need just basic facts. Let us denote by
Mh,c and Vh,c the Verma module and irreducible module (with highest weight
h), correspondingly. Throughout the paper we will consider only generic values
of c. This means that if we parametrize the central charge c in such a way:
c = 13− 6(κ +
1
κ
), (3.2)
where parameter κ ∈ R\Q. Then we have the following proposition (see e.g.
[18]).
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Proposition 3.1. For generic value of c, Verma module Mh,c has a unique
singular vector in the case if h = hm,n, where
hm,n =
1
4
(m2 − 1)κ +
1
4
(n2 − 1)κ−1 −
1
2
(mn− 1). (3.3)
This singular vector occurs on the level mn, i.e. the value of L0 is hm,n +mn.
In the following we will be interested in the modules with h = h1,n = ∆(λ),
where λ = n− 1, ∆(λ) = −λ2 +
λ(λ+2)
4κ .
Corollary 3.1. Let c be generic and λ ≥ 0, then V∆(λ),c =M∆(λ),c/M∆(λ)+λ+1,c,
where V∆(λ),c is the irreducible Virasoro module with the highest weight ∆(λ).
For λ < 0 and generic values of c the irreducible module is isomorphic to Verma
one, namely, V∆(λ),c =M∆(λ),c.
3.2. Braided VOA on the lattice of Fock spaces. Let us consider the
Heisenberg algebra
[an, am] = 2κmδn+m,0 (3.4)
and denote by Fλ,κ the Fock module associated to this algebra. Namely, Fλ,κ =
S(a−1, a−2, . . . ) ⊗ 1λ, such that an1λ = 0 if n > 0 and a01λ = λ1λ(λ ∈ C),
where the elements 1λ form an additive group (i.e. 1λ ·1µ = 1λ+µ), isomorphic
to C. It is well known (see e.g. [18], [21] and references therein) that F0,κ gives
rise to the vertex operator algebra, generated by the field a(z) =
∑
anz
−n−1,
such that deg(a(z)) = 1 which has the following operator product expansion
(OPE):
a(z)a(w) ∼
2κ
(z − w)2
. (3.5)
We will denote this vertex algebra as F0,κ(a). Moreover, the following is true.
Proposition 3.2. Vertex algebra F0,κ(a) has a vertex operator algebra struc-
ture, where the vertex operator, corresponding to the Virasoro element, is given
by the following formula:
L(z) =
1
4κ
: a(z)2 : +
κ − 1
2κ
a′(z), (3.6)
such that L(z) =
∑
n Lnz
−n−2 and Ln satisfy Virasoro algebra relations with
the central charge c = 13− 6(κ + 1
κ
).
Now let us consider the following space:
Fˆκ = ⊕λ∈Z⊕ZκFλ,κ . (3.7)
Below we will show that Fˆκ carries a more general structure than VOA, namely
braided VOA.
Let us consider the following operator:
X(λ, z) = 1λz
λa0
2κ e
(
λ
2κ
∑
n>0
a−n
n
zn
)
e−
(
λ
2κ
∑
n>0
an
n
z−n
)
, (3.8)
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where λ ∈ Z⊕ Zκ. It is clear that X(λ, z)10|z=0 = 1λ. Moreover, denoting
Xn1,...,nk(λ, z) ≡: a
(n1)(z) . . . a(nk)(z)X(λ, z) :, (3.9)
where the symbol ”: :” stands for the Fock space normal ordering and a(n)(z) =
1
n!
(
d
dz
)n
a(z), one can see that
Xn1,...,nk(λ, z)10|z=0 = a−n1 . . . a−nk1λ. (3.10)
In such a way, we build the correspondence
v → Y (v, z) =
∑
n∈Z
v(n)z
−n−1, (3.11)
such that v ∈ Fˆκ and v(n) ∈ End(Fˆκ).
Let |z| > |w|, then
X(λ, z)X(µ,w) = (z − w)
λµ
2κ (X(λ+ µ,w) + . . . ), (3.12)
where dots stand for the terms regular in (z − w). Let us consider the paths
w(t) =
1
2
(
(z + w) + (w − z)eπit
)
,
z(t) =
1
2
(
(z + w) + (z − w)eπit
)
, (3.13)
where t ∈ [0, 1], and let Az,ω denote the monodromy around these paths, then
Az,w
(
X(λ, z)X(µ,w)
)
= q
λµ
2 X(µ,w)X(λ, z), (3.14)
where q = e
πi
κ . The expression above should be understood in a weak sense,
i.e. the analytical continuation is performed for the matrix elements of the
corresponding operator products. Moreover, the matrix elements of operator
product expansion (i.e. correlator, see below) X(λ, z)X(µ,w) exist in the domain
|z| > |w| and the analytical continuation relates it to the matrix elements of
operator product expansion X(µ,w)X(λ, z), which converge in the domain |w| >
|z|.
The same property (3.14) is true if we take Xn1,...,nk(λ, z) instead of X(λ, z)
operators. The following statement summarizes all the properties of the re-
sulting algebraic object, which is a particular example of the braided vertex
operator algebra, which we will consider in Section 5.
Proposition 3.3.
1) There exists a linear correspondence
v → Y (v, z) =
∑
n∈Z
v(n)z
−n−1 (3.15)
such that v ∈ Fˆκ and v(n) ∈ EndFˆκ.
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2) Let |z| > |w| and vξ ∈ Fξ,κ , vη ∈ Fη,κ , where ξ, η ∈ C. Then
Az,w
(
Y (vξ, z)Y (vη, w)
)
= qξη/2Y (vη, w)Y (vξ, z). (3.16)
3) There is a vector 1 = 10, which satisfies
Y (1, z) = IdFˆκ , Y (v, z)1|z=0 = v (3.17)
for any v ∈ Fˆκ.
4) There exists an element D ∈ End(Fˆκ) such that
D1 = 0, [D,Y (v, z)] =
d
dz
Y (v, z), ∀v ∈ Fˆκ . (3.18)
5) There exists an element ω ∈ Fˆκ such that
Y (ω, z) =
∑
n∈Z
Lnz
−n−2 (3.19)
and Ln satisfy the relations of Virasoro algebra with L−1 = D.
We note here, that similar objects were studied in [4], where they were called
”abelian intertwining algebras”.
In the following we will consider the subalgebra of the described above braided
vertex operator algebra, related to the subspace F˜κ = ⊕λ∈ZFλ,κ . Let’s intro-
duce two vertex operators X+s (z) = X(−2, z) and X
−
s (z) = X(2κ, z), which in
the physics literature are usually called ”screening operators”. We have the
following statement.
Lemma 3.1. Operators X±s (z) have conformal dimension 1, i.e
[Ln,X
±
s (w)] = ∂w
(
wn+1X±s (w)
)
. (3.20)
Proof. It is easy to see that the OPE of L(z) with X±s has the following form:
L(z)X±s (w) ∼
X±s (w)
(z − w)2
+
∂X±s (w)
(z − w)
. (3.21)
Then the statement of Lemma follows from the Cauchy theorem. 
The expressions of the form
〈v∗1 , Y (un, zn)...Y (u1, z1)v2〉, (3.22)
where |zn| > ... > |z1| > 0, v2, u1, ..., un ∈ Fˆκ and v
∗
1 is the element of the dual
space Fˆ ∗
κ
, are usually called correlators.
One can prove (via Wick theorem for the Fock space normal ordering) the
following Lemma (see e.g. [3]), which gives the explicit value for the correlator
of operators (3.8).
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Lemma 3.2. Let zi ∈ R (i = 1, ..., n), such that zn > ... > z1 > 0 and 1
∗
ν is the
highest weight element in the dual Fock space such that 〈1∗ν ,1µ〉 = δν,µ. Then
〈1∗ν ,X(µn, zn)...X(µ1, z1)1µ0〉 = δν,µn+...+µ1+µ0
∏
i>j
(zi − zj)
µiµj
2κ . (3.23)
In the following we will be interested in the functions corresponding to the
specific type of correlators, namely:
〈1∗ν ,X(λn, zn) . . .X
+
s (xℓ) . . .X
+
s (x1) . . .X(λ1, z1)1λ0〉 =
Ψ~z(x1, . . . , xℓ)δν,λn+...+λ1+λ0−2ℓ, (3.24)
where ~z stands for (z1, . . . , zn) and
Ψ~z(x1, . . . , xℓ) =
∏
i<j
(xi − xj)
2/κ
∏
j,p
(xi − zp)
−λp/κ
∏
p<q
(zp − zq)
λpλq
2κ . (3.25)
This will motivate our constructions in the next section, where we will consider
the local system generated by the branches of this function.
In the next subsection, we will study the relation between the Fock spaces and
Virasoro modules.
3.3. Irreducible highest weight Virasoro modules and the screening
charge. In previous subsection, we introduced Fock modules Fλ,κ and also
screening operators X±s (z). Next Proposition will explain how to construct the
so-called ”screening charge”, associated with X−s (z), which acts on Fλ,κ .
Proposition 3.4. Let Q− be the operator Q− : Fλ,κ → Fλ+2κ,κ, where λ ∈ Z,
which is defined by means of the following formula:
Q−v =
∮
Cz2
dz
2πi
X−s (z)v, v ∈ Fλ, (3.26)
then
(i) action of Q− is well defined on Fλ,κ, i.e. operator X
−
s (z1) has only integer
powers in the OPE with Y (v, z2);
(ii) the operator Q− commutes with the action of Virasoro operators:
[Q−, Ln] = 0.
Proof. (i) follows from the fact that
X−s (z)X(λ,w) = (z − w)
λ
(
X(λ+ 2κ, w) + . . .
)
, (3.27)
where dots stand for the terms with regular powers in (z − w).
(ii) comes from the following calculation:
[Ln, Q
−] =
∫
C
dw
2πi
∫
Cw
dzzn+1
2πi
L(z)X−s (w) =
∫
C
dw∂w
(
wn+1X−s (w)
)
. (3.28)
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The kernel of Q− gives an irreducible representation of Virasoro algebra,
namely, we have the following statement.
Proposition 3.5. The kernel of the operator Q− acting on Fλ,κ, where λ ∈ Z,
is given by the following expressions:
kerQ−|Fλ,κ = V∆(λ),κ , λ > 0, ∆(λ) = −
λ
2
+
λ(λ + 2)
4κ
,
kerQ−|Fλ,κ = 0, λ < 0. (3.29)
Proof. From the previous Proposition we already know that Q− maps Fλ to
Fλ′ , where λ
′ = λ + 2κ. Therefore, ∆(λ′) = λ+22 +
λ(λ+2)
4κ . Let’s write the
Virasoro characters for Fλ and F
′
λ:
chFλ,κ = q
∆(λ)
∏
r
(1 − qr)−1,
chFλ′,κ = q
∆(λ)+λ+1
∏
r
(1− qr)−1. (3.30)
Let λ > 0, then
chFλ,κ − chFλ′,κ = q
∆(λ)(1− qλ+1)
∏
r
(1− qr)−1 = chV∆(λ),κ. (3.31)
So, in order to prove the Proposition we need to show that Im Q− = Fλ,κ .
However it is easy to see that the vector, corresponding to the operator :
aλ+1(z)X(λ, z) :, is mapped by Q− to the highest weight state in Fλ′ . Therefore,
we have proved the statement for λ > 0.
In the case of λ < 0 it is not hard to see that the highest weight from
Fλ,κ is not mapped to 0 by Q
−. Since Q− commutes with Ln we find that
kerQ−|Fλ,κ = 0, where λ < 0. 
Corollary 3.2. The space Fλ,κ gives a realization for the dual Verma module
of the Virasoro algebra, namely, we have the following exact sequence for λ ≥ 0
(cf. (2.7) ):
0→ V∆(λ),κ → Fλ,κ → V∆(−λ−2),κ → 0 (3.32)
and Fλ,κ ∼= V∆(λ),κ for λ ∈ Z≤−1.
4 Uq(sl(2)) and the homology of local systems
4.1. Local systems on configuration space and homology. In this section,
using the combination of approaches of [24], [16], [41], we consider geometric
versions of the objects we introduced in Section 2, namely finite dimensional
irreducible modules, Verma modules and intertwiners, or, in other words, some
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part of the braided tensor category associated to Uq(sl(2)). Here we give the
sketch of results, considering only the results which we will need for our further
constructions. For more details one should consult [16] and [41].
The key object for us will be the function Ψ~z(x1, ..., xℓ) (3.25), which gives
the value to the correlator with screening operators X+s .
We consider the following data: λ1, . . . , λn ∈ C, z1, . . . , zn ∈ C, zi 6=
zj, zi 6= 0, κ ∈ R\Q. Let λ = λ1 + · · ·+ λn, q = e
πi
κ . Let us denote by H the
set of hyperplanes
xi = xj , i, j = 1, . . . , ℓ,
xi = zk, i = 1, . . . , ℓ, k = 1, . . . , n.
in Cℓ = {(x1, . . . , xℓ)}. Now we consider the 1-dimensional local system S (see
e.g. [8]) over Cℓ\H such that its flat sections are s(x) = α(univalent branch of
Ψ~z(x)) such that α ∈ C and (see 3.25)
Ψ~z(x1, . . . , xℓ) =
∏
i<j
(xi − xj)
2/κ
∏
j,p
(xi − zp)
−λp/κ
∏
p<q
(zp − zq)
λpλq
2κ , (4.1)
where ~z stands for (z1, . . . , zn).
Now we give a prescription how one should choose a section of the corre-
sponding local system. For any pair of indices i, j we define
Br
(
(xi − xj)
ρ
)
=
{
eρ log(xi−xj) Re xi > Re xj
eρ log(xj−xi) Re xi < Re xj
, (4.2)
where log(x) is the principal branch of the logarithm defined for Re x > 0 by
the condition log x ∈ R+ for x > 0. Similarly, we define
Br(Ψ) =
∏
Br(xi − xj)
2/κ
∏
Br(xi − zk)
−λk/κ
∏
Br(zi − zj)
λiλj
2κ . (4.3)
One can see that if zi − zj /∈ iR and a region D ⊂ C
ℓ is such that xi − xj /∈ iR
on D, then Br(Ψ) is a section of S over D.
One can define twisted ℓ-cells associated with this local system: it is a pair
(∆ℓ, s), where ∆ℓ ⊂ Cℓ\H is a singular ℓ-cell and s is the univalent branch of
Ψ. In such a way one can define a boundary operator on twisted ℓ-cell ∂ℓ by
the formula ∂ℓ(∆
ℓ, s) = (∂∆ℓ, s|∂∆ℓ). In this section our main objects will be
homology groups Hℓ(C
ℓ\H,S )=ker ∂ℓ/Im∂ℓ+1 modulo the permutation of the
coordinates. Namely, there is a natural action of the permutation group Σℓ on
a set of coordinates x1 . . . xℓ such that this action preserves H and S .
So, let us denote the antisymmetric parts of the corresponding homology
groups as follows:
H−Σℓ (z1, . . . , zn, λ1, . . . , λn) = H
−Σ
ℓ (C
ℓ\H,S ). (4.4)
4.2. Gomez-Sierra contours, Verma modules and irreducible modules.
In this subsection we introduce an additional construction, which gives the ge-
ometric description of the tensor product of Verma modules. We consider the
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twisted chains of specific kind, namely loops, over which xi are running, emanat-
ing from some fixed point a ∈ C around points z1, . . . , zn (see e.g. [16], [41], [42]).
For calculations, it is useful to move the reference point a to infinity. In such a
way, these loops will be transformed to the infinite chains with boundaries in-
volving the point at infinity, see e.g. the chains Gℓr1r2...,rn(z1, . . . , zn, λ1, . . . , λn)
on Fig. 1 (see [24]) together with the associated branch of Ψ~z chosen in accor-
dance with (4.3). At first they were introduced by Gomez and Sierra in [24],
therefore in the following we will refer to these loops as Gomez-Sierra contours.
These chains also appeared in [22] as dual to certain relative homology cycles.
Note that the authors of [24] view these chains as integration contours (without
caring about convergence) for some function f = Ψ~z(x1, ..., xℓ)A(~z, ~x), where
A(~z, ~x) is a meromorphic function of (zk − zl), (xi − xj), (zk − xj).
... ......
z
r rn1
1 nz
Gℓr1r2...,rn(z1, . . . , zn, λ1, . . . , λn)
Figure 1: Basic chains
Each of the contours on the Fig. 1 goes counter-clockwise along the cut
(provided by the branches of Ψ) and around one of the points zi in such away
that r1 + ... + rn = ℓ. We can treat them in a formal way as relative cycles
with respect to the set of hyperplanes corresponding to the point at infinity
(xi = ∞). Let us consider the space Sℓ(z1, . . . , zn;λ1, . . . , λn), spanned by
these cycles modulo the homotopy trivial ones. We will be interested in the
antisymmetric part of it with respect to the action of permutation group Σ. In
the following we denote such space as
S−Σℓ (z1, . . . , zn;λ1, . . . , λn). (4.5)
Let us denote by Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ] the subspace of weight λ− 2ℓ (where
λ =
∑n
i=1 λi) of the tensor product of the corresponding Verma modules of
Uq(sl(2)). There is a one-to-one a map:
Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ]
ϕ~z // S−Σℓ (z1, . . . , zn;λ1, . . . , λℓ), (4.6)
such that for k1 + · · ·+ kn = ℓ
ϕ~z : F
k1vλ1 ⊗ · · · ⊗ F
knvλn 7−→ G
ℓ
k1,...,kn(z1, . . . , zn;λ1, . . . , λℓ). (4.7)
Therefore, there is one-to-one map between ⊕ℓS
−Σ
ℓ (z1, . . . , zn;λ1, . . . , λn) and
Mλ1 ⊗ · · · ⊗Mλn .
Moreover, the geometric realization of the action of F -generator is given by
the statement below.
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Proposition 4.1. The following diagram is commutative:
Mλ1 ⊗ · · · ⊗Mλi⊗
Mλi+1 ⊗ ...⊗Mλn [λ− 2ℓ]
∆i,i+1(F )

ϕ~z // S−Σℓ (z1, . . . , zn;λ1, . . . , λn)
∆ˆi,i+1(F )

Mλ1 ⊗ · · · ⊗Mλi⊗
Mλi+1 ⊗ ...⊗Mλn [λ− 2ℓ− 2]
ϕ~z // S−Σℓ+1(z1, . . . , zn;λ1, . . . , λn).
(4.8)
where the map ∆ˆi,i+1(F ) is represented by the Fig. 2.
(F)
... ...... ...
i,i+1
... ... ......
1k i n
... ...
k k ki+1
z1 zi
zi+1 zn
1 i+1
......
nk k k ki
z1 zi zi+1 zn
∆^
Figure 2: The action of coproduct
Proof. In order to prove the Proposition it is enough to do it in the case of two
points z1, z2. Namely,
∆ˆ1,2(F )G
ℓ
k1,k2(z1, z2;λ1, λ2) =
Gℓ+1k1+1,k2(z1, z2;λ1, λ2) + q
−λ1−2k1Gℓ+1k1,k2+1(z1, z2;λ1, λ2) =
ϕ~z
(
(F ⊗ 1 + q−H ⊗ F )F k1vλ1 ⊗ F
k2vλ2
)
=
ϕ~z
(
∆F (F k1vλ1 ⊗ F
k2vλ2
)
, (4.9)
where the q-factor in the second line comes from the structure of branches of
Ψ, see also Fig. 3. Therefore, Proposition is proven. 
21
q... ...
+2 11−
+
2k k1+1k1
z1 z2
= ...
...
z1
z1
+1k2
...
z2
+...
z2
1k
k2
λ k
Figure 3: The action of coproduct for two points
We can also give the geometric meaning to the action of F on the whole
tensor product of Verma modules. One just needs to consider the contour, which
embraces not only two (as it was in the Proposition 4.1), but all n families of
Gomez-Sierra contours.
The last statement in this subsection gives the geometric meaning to the R-
matrix.
Proposition 4.2. Let Re z1 < · · · < Re zi < Re zi+1 · · · < Re zn. Then the
following diagram is commutative:
Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ]
Rˇi,i+1

ϕ~z // S−Σℓ (~z,
~λ)
Ai,i+1

Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ]
ϕsi(~z)// S−Σℓ
(
si(~z), si(~λ)
)
,
(4.10)
where si(~z) = (z1, . . . , zi+1, zi, . . . , . . . , zn), si(~λ) = (λ1, . . . , λi+1, λi, . . . , λn).
Here Ai,i+1 is the monodromy operator along the path:
zi(t) =
1
2
(
(zi + zi+1) + ((zi − zi+1)e
πit
)
,
zi+1(t) =
1
2
(
(zi + zi+1) + ((zi+1 − zi)e
πit
)
, (4.11)
z1 • . . . zi • ?? •

zi+1 . . . • zn. (4.12)
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Proof. The proof follows the same steps as in [36]. In order to prove this we
note that is enough to prove it just for two points. In other words, we consider
A12Gn1,n2(z1, z2, λ1, λ2) and reexpress it as follows:
A12Gn1,n2(z1, z2, λ1, λ2) =
q
λ1(λ2−2n2)
2
n1∑
k=0
Cn1λ1 (k)
(
∆ˆ(F )
)n1−k
Gn2+k,0(z2, z1, λ2, λ1). (4.13)
z
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Figure 4: Action of the monodromy operator
In order to determine the coefficients Cn1λ1 (k), we use induction. Suppose, we
had n+ 1 contours over z1.
Then the expression in this case can be decomposed as follows:
A12Gn1+1,n2(z1, z2, λ1, λ2) =
q
λ1(λ2−2n2)
2
n1∑
k=0
Cn1λ1 (k)
(
∆ˆ(F )
)n1−k+1
Gn2+k,0(z2, z1, λ2, λ1)−
q−2λ1+2n1)
n1∑
k=0
Cn1λ1 (k)
(
∆ˆ(F )
)n1−k
Gn2+k+1,0(z2, z1, λ2, λ1). (4.14)
Therefore, the recurrent relation is:
Cn1+1λ1 (k) = C
n1
λ1
(k)− q−2λ1+2n1Cn1λ1 (k − 1). (4.15)
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Let’s define the q-deformation of binomial coefficient in the following way:(
n
k
)
q
≡
(n)q!
(k)q!(n− k)q!
, (4.16)
where (n)q =
qn−1
q−1 and (n)q! = (n)q(n− 1)q . . . 1. For the binomial coefficients
we have the following relation(
n+ 1
k
)
q2
=
(
n
k
)
q2
+ q2n−2k+2
(
n
k − 1
)
q2
. (4.17)
Therefore, the expression for Cnλ(k) is the following one:
Cnλ(k) = (−1)
kq−2kλ+k(k−1)
(
n
k
)
q2
. (4.18)
On the other hand,
(
∆(F )
)n−k
=
n−k∑
r=0
(
n− k
r
)
q2
(Fn−k−r ⊗ F r)(q−rH ⊗ 1) =
=
n−k∑
r=0
q−2r(n−k−r)
(
n− k
r
)
q2
(q−rH ⊗ 1)(Fn−k−r ⊗ F r). (4.19)
Therefore,
A12Gn1,n2(z1, z2, λ1, λ2) =
q
λ1(λ2−2n2)
2
n1∑
k=0
n1−k∑
r=0
(−1)kq2kλ1+k(k−1)
(
n1
k
)
q2
(
n1 − k
r
)
q2
×q−2r(n−k−r)(q−rH ⊗ 1)Gn1+n2−r,r(z2, z1;λ2, λ1). (4.20)
Using the fact that(
n1
k
)
q2
(
n1 − k
r
)
q2
=
(
n1
r
)
q2
(
n1 − r
k
)
q2
(4.21)
and changing the summation, we rewrite the expression above as
q
λ1(λ2−2n2)
2
n1∑
k=0
n1−r∑
r=0
(−1)kq2kλ1+k(k−1)
(
n1
r
)
q2
(
n1 − r
k
)
q2
×q−2r(n−k−r)(q−rH ⊗ 1)Gn2+n1−r,r(λ2, λ1; z2, z1). (4.22)
Next, we use the formula
(1− z)(1− q2z) . . . (1− q2n−2z) =
n∑
k=0
(−1)k
(
n
k
)
q2
qk(k−1)zk. (4.23)
24
Let us take n = n1 − r and z = q
−2λ1+2r. Therefore,(
1− q−2λ1+2r
)
. . .
(
1− q2(n1−r)−2q−2λ1+2r
)
=
n∑
k=0
(−1)k
(
n1 − r
k
)
q2
qk(k−1)q−2kλ1+2rk. (4.24)
We rewrite the expression above as follows:
q
λ1(λ2−2n2)
2
n1∑
r=0
n1−r∏
ℓ=1
(
1− q−2λ+2n1−2ℓ
)
q−2r(n−r)
(
n1
r
)
q2
×
(q−rH ⊗ 1)Gn2+n1−r,r(λ2, λ1; z2, z1). (4.25)
Therefore, the final result is:
q
λ1(λ2−2n2)
2
n1∑
ℓ=0
ℓ∏
s=1
(
1− q−2λ1+2n1−2s
)
q−2(ℓ−n1)ℓ
(
n1
ℓ
)
q2
×
(q−(n1−ℓ)H ⊗ 1)Gn2+ℓ,n1−ℓ(λ2, λ1; z2, z1) =
q
λ1(λ2−2n2)
2
n1∑
ℓ=0
ℓ∏
s=1
(
1− q−2λ+2n1−2s
)
q(−n1−ℓ)(λ2−2n2) ×
(
n1
ℓ
)
q2
Gn2+ℓ,n1−ℓ(z2, z1;λ2, λ1). (4.26)
Now we need another formula:
EℓFn1vλ1 =
ℓ∏
s=1
[n1 − s+ 1][λ1 − n1 + s]F
n−ℓvλ1 . (4.27)
We see that
ℓ∏
s=1
(
1− q−2λ1+2n1−2s
)
= (q − q−1)ℓ
ℓ∏
s=1
q−λ1+n1−s
ℓ∏
s=1
[λ1 − n1 + s],
ℓ∏
s=1
q−λ1+n1−s = qℓ(−λ1+n1)q
−ℓ(ℓ−1)
2 ,
(
n1
ℓ
)
q2
=
(n1)q2 !
(ℓ)q2 !(n1 − ℓ)q2 !
=
q
n1(n1+1)
2
q
ℓ(ℓ+1)
2 q
(n1−ℓ)(n1−ℓ+1)
2
[n]!
[ℓ]![n1 − ℓ]!
=
1
[ℓ]!
ℓ∏
s=1
[n1 − s+ 1]q
−ℓ2+n1ℓ. (4.28)
Now let’s collect all q-factors:
q
λ1(λ2−2n2)
2 qℓ(−λ1+n1)q
−ℓ(ℓ+1)
2 q−ℓ
2
q−(n1−ℓ)(λ2−2n2) =
q
(λ1−2n1+2ℓ)(λ2−2n2−2ℓ)
2 q
ℓ(ℓ−1)
2 . (4.29)
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Hence, we have
A12
(
Gn1,n2(z1, z2;λ1, λ2)
)
=
= ϕz1,z2
((∑
ℓ>0
q
ℓ(ℓ−1)
2
(q − q−1)ℓ
[ℓ]!
F ℓ ⊗ Eℓ
)
Fn2vλ2 ⊗ F
n1vλ1
)
=
= ϕz1,z2
(
Rˇ · (Fn2vλ2 ⊗ F
n1vλ1)
)
. (4.30)
This finishes the proof. 
4.3. Singular vectors and intertwiners. In Proposition 4.1 we defined the
action of the F -generator and the coproduct in a geometric way. However, the
action of the E-generator is implicitly defined in the following statement.
Proposition 4.3. Let Re z1 < · · · < Re zn. There is a natural isomorphism
between the spaces of singular vectors from Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ] and cycles
Z−Σℓ (z1, . . . , zn;λ1, . . . , λn), i.e. chains from S
−Σ
ℓ (z1, . . . , zn;λ1, . . . , λn) anni-
hilated by the boundary operator.
Proof. At first, let us consider the case of one point z, i.e. we will apply the
boundary operator to Gℓℓ(z, λ).
It is clear that ∂Gℓℓ(z, λ) = {pt} × αℓ(q)G
ℓ−1
ℓ−1(z, λ), where {pt} stands for
∞-point and αℓ(q) is some constant.
Analyzing carefully the q-factors, we find that
Gℓℓ(z, λ) = {pt} × (E˜G
ℓ
ℓ), (4.31)
where
E˜Gℓℓ =
ℓ−1∑
k=0
q2(n−k−1)
(
1− q2λ+4k
)
Gℓ−1ℓ−1. (4.32)
Each term in the sum above correspond to the application of the boundary
operator to each of the ℓ loops, while q-factors appear from different values of
ψz on the boundaries. From here one can deduce that
E˜Gℓℓ = ϕ~z
( ℓ−1∑
k=0
q2(n−k−1)(1− q−2λ+4k)F ℓ−1vλ
)
= ϕ~z
(
(q − q−1)qHEF ℓvλ
)
. (4.33)
Hence, the action of E˜ and, therefore, of the boundary operator reproduces the
action of E′ = (q − q−1)qHE.
It is easy to see that ∆(E′) = qH ⊗ E′ + E′ ⊗ 1. Now let us apply the
boundary operator to Gℓk1,k2(z1, z2;λ1, λ2). We have
∂Gℓk1,k2(z1, z2;λ1, λ2) =
{pt} ×
(
Gℓ−1k1−1,k2αk1(q) + q
−λ1−2k1Gℓ−1k1,k2−1αk2(q)
)
=
{pt} × ϕ~z
(
∆(E′)F k1vλ1 ⊗ F
k2vλ2
)
. (4.34)
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One can continue it to the case of n points obtaining that the action of the
boundary operator is equivalent to the action of (q − q−1)qHE on the product
of Verma modules. Therefore, we have one-to-one map between singular vectors
in the product of Verma modules and cycles in ⊕ℓS
−Σ
ℓ (z1, . . . , zn;λ1, . . . , λn).

In [41], Varchenko found the homological description of singular vectors in the
tensor product of Verma modules. Let us recall the notation (4.4) of subsection
4.1.
Theorem 4.1. There is a natural isomorphism between H−Σℓ (z1, z2..., zn; λ1,
λ2 ...λn) and singular vectors on the level λ − 2ℓ in the tensor product of n
Verma modules, i.e. Sing(Mλ1 ⊗ ...⊗Mλn)[λ− 2ℓ], where λ = λ1 + ...+ λn.
According to the statement of Theorem 4.1 and Proposition 4.3 we can identify
Z−Σℓ (
~λ, ~z) with H−Σℓ (
~λ, ~z). Then, restricting the result of Proposition 4.2 to
the subspace of singular vectors and its geometric counterpart, we rederive the
result of Varchenko [41].
Theorem 4.2. The following diagram commutes:
Singλ−2ℓ(Mλ1 ⊗ · · · ⊗Mλi⊗
Mλi+1 ⊗ ...⊗Mλn)
Rˇi,i+1

i // H−Σℓ (z1, . . . , zn;λ1, . . . , λn)
Ai,i+1

Singλ−2ℓ(Mλ1 ⊗ · · · ⊗Mλi+1⊗
Mλi+1 ⊗ ...⊗Mλn)
i // H−Σℓ (z1, . . . , zn;λ1, . . . , λn).
(4.35)
Here i is an isomorphism and Ai,i+1 is the monodromy operator along the paths:
zi(t) =
1
2
(
(zi + zi+1) + ((zi − zi+1)e
πit
)
,
zi+1(t) =
1
2
(
(zi + zi+1) + ((zi+1 − zi)e
πit
)
. (4.36)
In the case of ℓ = 1, it is easy to see that one of the singular vectors is given
by Pochhammer loop P 1, which can be easily decomposed in terms of chains
from S−Σℓ (z1, z2;λ1, λ2) (see Fig. 5).
We remind that in Sec. 2 we identified the space of Singν(Mλ1 ⊗ Mλ2)
with Hom(Mν ,Mλ1 ⊗Mλ2). Let’s consider the cycle from H
−Σ
s (z1, z2;λ1, λ2),
corresponding to an element of Singλ1+λ2−2s(Mλ1 ⊗Mλ2). We will denote it
by P sλ1λ2 and draw it schematically as the product of s Pochhammer cycles (in
case if it is nonzero), motivated by analogy with s = 1 case. One can notice
that there is exactly one P sλ1λ2 , i.e. singular vector on the level λ1 + λ2 − 2s if
λ1, λ2 ≥ 0 and 0 ≤ s ≤ λ1 + λ2 − |λ1 − λ2|.
Now one can construct an intertwiner, using this geometric language and
the equivalence between the Hom-spaces and the spaces of singular vectors. In
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Figure 5: Pochhammer loop P 1 decomposed
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Figure 6: Intertwiner’s action
order to do this, one should consider the map Φˆµνλi (z, w), constructed as it is
shown on Fig. 6. Namely, this is a map from S−Σℓ (z1, . . . , zn;λ1, . . . , λn) to
S−Σℓ+s(z1, . . . , zi, w, zi+1, . . . , zn;λ1, . . . , λi−1, µ, ν, λi+1, . . . , λn). It is constructed
by means of the puncturing of additional point w inside the Gomez-Sierra con-
tours surrounding zi such that Re zi < Re w < Re zi+1 and the insertion of the
cycle P sµν winding around them. This operator is precisely a geometric version
of an intertwiner Φµνλi , since P
s
µν corresponds to a singular vector. Namely, the
following Proposition holds.
Proposition 4.4. Let Re z1 < · · · < Re zn. Then the following diagram is
commutative:
Mλ1 ⊗ · · · ⊗Mλi ⊗ · · ·⊗
Mλn [λ− 2ℓ]
i //
Φµν
λi

S−Σℓ (z1, . . . , zn;λ1, . . . , λn)
Φˆµν
λi
(zi,w)

Mλ1 ⊗ · · · ⊗Mµ ⊗Mν ⊗ · · ·⊗
Mλn [λ− 2ℓ− 2s]
i // S
−Σ
ℓ+s(z1, . . . , zi, w, zi+1, . . . , zn;
λ1, . . . , λi−1, µ, ν, λi+1, . . . , λn),
(4.37)
where Φµνλi is the element of Hom(Mλi ,Mµ⊗Mν) corresponding to the singular
vector from Singλi(Mµ ⊗Mν) geometrically represented by P
s
λ1λ2
, and Re zi <
Re w < Re zi+1.
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Therefore, for generic values of weights we have the following Proposition which
gives the bilinear relations between ”geometric” intertwiners, defined above.
Proposition 4.5. Let Re z1 < Re z2 < Re z3 and λi (i = 0, 1, 2, 3) be generic.
Then we have
A2,3
(
Φˆλ1λ2ρ (z1, z2)Φˆ
ρλ3
λ0
(z1, z3)
)
=
=
∑
ξ
BMρξ
[
λ0 λ1
λ2 λ3
]
Φˆλ1λ3ξ (z1, z3)Φˆ
ξλ2
λ0
(z1, z2), (4.38)
where the intertwiners Φˆµνλ in the expression above act on the space S
−Σ
ℓ (~z;
~λ).
Proof. This statement is a consequence of Propositions 2.1 and 4.2. We al-
ready know, that the action of the monodromy operator is equivalent to the
action of the R-matrix on the product of modules. Therefore, A2,3
(
Φˆλ1λ2ρ (z1, z2)
Φˆρλ3λ0 (z1, z3)
)
corresponds to the expression (1 ⊗ PR)Φλ1λ2ρ Φ
ρλ3
λ0
. On the other
hand, we know that this is equal (see (2.14)) to
∑
ξ B
M
ρξ
[
λ0 λ1
λ2 λ3
]
Φλ1λ3ξ Φ
ξλ2
λ0
.
Thus the Proposition is proven. 
4.4. Irreducible representations of Uq(sl(2)) via local systems. In this
section, we considered relations between tensor products of Verma modules and
local systems on configuration space. There is also a possibility to include the
irreducible modules of Uq(sl(2)) in such a correspondence. In order to do that
one should understand the factorization map Mλ → Mλ/M−λ−2 (for λ ≥ 0)
in the geometric context. This can be established by considering the relative
cycles (w.r.t. the set of xi = zj) instead of usual ones.
Namely, we denote by G˜ℓr1,r2...rn [z1, ..., zn, λ1, ..., λn] the same geometric ob-
ject as before, but consider it as a relative cycle not only with respect to the
hyperplanes corresponding to the reference point, but also with respect to the
set xi = zp, where i = 1, .., ℓ and p = 1, ..., n. Let us denote the antisym-
metric (w.r.t. the action of the group Σ) part of the space of such cycles fac-
torized by homologically trivial ones as S˜−Σℓ [z1, . . . , zn;λ1, . . . , λn]. One can
give an explicit geometric picture of transfer from the representatives corre-
sponding to absolute cycles (associated with basic contours) to relative cycles.
It can be achieved by means of the shrinking of the appropriate contours in
Gℓr1,r2...rn(z1, ..., zn, λ1, ..., λn) and the moving all the resulting rays from zk to
∞ on the left-hand side of the cut, as it is shown in Fig. 7. Counting the
q-powers at the points z1, ...., zn, we obtain that the elements represented by
G˜ℓr1,r2...rn [z1, ..., zn] ∈ S˜
−Σ
ℓ [z1, . . . , zn;λ1, . . . , λn], will be annihilated if ri ≥ λi
and λi ∈ Z+ (i = 1, . . . , n). In the example of one point, as shown on Fig.
7, the resulting factor, corresponding to the right hand side of the picture, is:∏
k(1 − q
2(λ−k)) (each multiplier is a contribution from a different basic con-
tour), which vanishes, when k reaches λ. In such a way we have a natural map
between ⊕ℓS˜
−Σ
ℓ [z1, . . . , zn;λ1, . . . , λn] and Vλ1 ⊗ · · · ⊗ Vλn . Namely, it is the
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map:
Vλ1 ⊗ · · · ⊗ Vλn [λ− 2ℓ]
ϕ˜~z // S˜−Σℓ [z1, . . . , zn;λ1, . . . , λℓ], (4.39)
such that for k1 + · · ·+ kn = ℓ
ϕ˜~z : F
k1vλ1 ⊗ · · · ⊗ F
knvλn 7−→ G˜
ℓ
k1,...,kn [z1, . . . , zn;λ1, . . . , λℓ]. (4.40)
λ
...
z
..
.
z
λ
Figure 7: Shrinking of a cycle
This allows us to formulate a statement.
Proposition 4.6. Let λi ∈ Z+ (i = 1, . . . , n). Then the following diagram is
commutative:
Mλ1 ⊗ · · · ⊗Mλn [λ− 2ℓ]
p1...n

ϕ~z // S−Σℓ (~z,
~λ)
f1...n

Vλ1 ⊗ ...⊗ Vλn [λ− 2ℓ]
ϕ˜~z // S˜−Σℓ [~z;
~λ],
(4.41)
where the map p1...n is just the composition of projections on the corresponding
irreducible modules and the map f1...n is given by the composition of shrinking
maps as demonstrated on Fig. 7.
Similar construction of tensor product of finite-dimensional representations was
used in [22] in the framework of [41].
Our last task will be to give the geometric meaning to the relations between
intertwiners, corresponding to finite-dimensional representations.
Proposition 4.7. Let Re z1 < Re z2 < Re z3 and λi ∈ Z+ (i = 0, 1, 2, 3).
Then we have
A2,3
(
Φˆλ1λ2ρ (z1, z2)Φˆ
ρλ3
λ0
(z1, z3)
)
=
=
∑
ξ
BVρξ
[
λ0 λ1
λ2 λ3
]
Φˆλ1λ3ξ (z1, z3)Φˆ
ξλ2
λ0
(z1, z2), (4.42)
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where ρ, ξ ∈ Z+ and the intertwiners Φˆ
µ
νλ in the expression above act on the
space S˜−Σℓ [~z;
~λ].
Propositions 4.5 and 4.7 are the geometric versions of Propositions 2.1 and
2.2. Formula (4.42) is very important for deriving the relation between the
intertwiners of Fock space modules, which we will study in the next section.
5 The construction of intertwiners between Fock
spaces and braided VOA on
Fκ =
⊕
λ≥0(V∆(λ),κ ⊗ Vλ)
5.1. Intertwiners between Fock spaces. Let’s consider the multivalued
function Ψ~z(x1, . . . , xs) (3.25). As we already know, this function determines a
local system on a configuration space. One can consider differential forms on
Cs of the following kind:
Ψz1,...,zn(x1, . . . , xs)A(z1, . . . , zn;x1, . . . , xs)dx
1 ∧ · · · ∧ dxs (5.1)
and integrate them over cycles in H−Σs (C
s\H,S ), if A(z1, . . . , zn;x1, . . . , xs)
is symmetric in xi. Now we reduce the number of z-variables to two of them,
namely, we choose them to be z, 0 and consider the following expression for A:
Aλ,v,v
∗
(z, 0;x1, . . . , xs) =< v
∗, : X(λ, z)X+s (x1) . . .X
+
s (xs) : v >, (5.2)
where v ∈ Fµ,κ and v
∗ ∈ F ∗λ+µ−2s,κ . If we integrate the corresponding dif-
ferential form over a cycle P sλµ ∈ H
−Σ
s (C
s\H,S ), which we constructed in the
previous section, one can consider the resulting expression as a matrix of some
operator
ϕ(·, z) : Fµ,κ → Fλ+µ−2s,κ . (5.3)
Moreover, the following statement holds [13].
Proposition 5.1. Let λ, µ, ν ∈ Z such that ν ≤ λ + µ. Then there exists an
intertwining operator
Φνλµ(z) : Fλ,κ ⊗ Fµ,κ → Fν,κ [[z, z
−1]]z∆(ν)−∆(µ)−∆(λ), (5.4)
i.e. the operator, such that
Ln · Φ
ν
λµ(z) = Φ
ν
λµ(z)∆z,0(Ln), (5.5)
where
∆z,0(Ln) =
∮
z
dξ
2πi
ξn+1
(∑
m
(ξ − z)−m−2Lm
)
⊗ 1 + 1⊗ Ln. (5.6)
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In particular case when the first argument is the highest weight vector 1λ ∈ Fλ,κ ,
the explicit expression for the matrix elements of an intertwiner are given by the
following formula:
〈v∗,Φνλµ(z)(1λ ⊗ v)〉 =
∫
P s
λµ
Ψ0,z(x1, . . . , xs)
〈v∗, : X(λ, z)X+s (x1) . . .X
+
s (xs) : v〉dx
1 ∧ · · · ∧ dxs, (5.7)
where v ∈ Fµ,κ , and v
∗ ∈ F ∗λ+µ−2s,κ (s =
λ+µ−ν
2 ).
Proof. One can construct an intertwining operator by means of the following
procedure. Let’s consider the correlator
〈v∗, Y (u, z)X+s (x1) . . .X
+
s (xs)v〉, (5.8)
where u ∈ Fλ,κ and z, x1, , , xs ∈ R such that z > x1 > ... > xs. This expression
can be rewritten in the form
Ψ0,z(x1, ..., xs)f
u
v,v∗(z, x1, ..., xs), (5.9)
where fuv,v∗(z, x1, ..., xs) is a rational function of z, x1, . . . , xs. One can make the
analytic continuation of this multivalued function to the complex domain, using
the branches of Ψ0,z(x1, ..., xs). Therefore, one can define the matrix elements
of the intertwiner by
〈v∗,Φνλµ(z)(u⊗ v)〉 =∫
P s
λµ
Ψ0,z(x1, . . . , xs)f
u
v,v∗(z, x1, ..., xs)dx
1 ∧ · · · ∧ dxs. (5.10)
In order to check the property (5.5), one needs to consider the expression
〈v∗,
∫
C
dξ
2πi
ξn+1L(ξ)Y (u, z)X+s (x1) . . .X
+
s (xs)v〉, (5.11)
where the contour C is a circle including point 0 and z. The formula above can
be reexpressed in the following way:
〈v∗,
∮
z
dξ
2πi
ξn+1(ξ − z)−n−2Y (Ln · u, z)X
+
s (x1) . . .X
+
s (xs)v +
Y (u, z)X+s (x1) . . .X
+
s (xs)Ln · v +
s∑
i=1
Y (u, z)X+s (x1) . . . ∂xi(x
n+1
i X
+
s (xi)) . . .X
+
s (xs) · v〉. (5.12)
Since in the formula (5.10) we are integrating over closed cycle, terms with
derivatives of screening operators disappear due to Stokes theorem and we arrive
to the formula (5.5).
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One can obtain the coefficient z∆(ν)−∆(µ)−∆(λ) by simple change of vari-
ables. Namely, replacing xi →
xi
z we get an expression for the nonsingle-valued
multiplier from < v∗,Φνλµ(z)(u⊗ v) >:
(z1 − z2)
∆νλµ , ∆νλµ = s+
λµ
2κ
+
s(s− 1)
κ
−
λ+ µ
2κ
. (5.13)
One can easily see that ∆νλµ = ∆(ν)−∆(λ) −∆(µ). 
As in the case of Uq(sl(2)) we will be interested in the composition of inter-
twining operators. The composition of intertwiners Φλ0λ3ρ(z)Φ
ρ
λ2λ1
(w) is under-
stood as an operator, acting on Fλ3 ⊗ Fλ2 ⊗ Fλ1 .
We remind that when we studied local systems, we have introduced the oper-
ators Φˆµνλ (z1, z2) geometrically representing intertwining operators. They obey
the braiding relation, repeating the one for the finite-dimensional representa-
tions of Uq(sl(2)). Namely, for 0 < Re z1 < Re z2
Az1,z2
(
Φˆλ1λ2ρ (0, z1)Φˆ
ρλ3
λ0
(0, z2)
)
=
=
∑
ξ
BVρξ
[
λ0 λ1
λ2 λ3
]
Φˆλ1λ3ξ (0, z2)Φˆ
ξλ2
λ0
(0, z1), (5.14)
where the expression above acts on ⊕ℓS˜
−Σ
ℓ [λ1, λ2, λ3; 0, z1, z2] and λi ∈ Z+,
(i = 0, 1, 2, 3). If one integrates suitable expressions, like the integrand of (5.10)
over the cycles from the expression above, one arrives to the following statement.
Proposition 5.2. Let z1, z2 ∈ R, such that 0 < z1 < z2 and λi ≥ 0 (i =
0, 1, 2, 3), κ > maxλi. Then the following relation holds:
Az1,z2
(
Φλ0λ3ρ(z2)Φ
ρ
λ2λ1
(z1)
)
(P ⊗ 1) =∑
ξ
BVρξ
[
λ0 λ1
λ2 λ3
]
Φλ0λ2ξ(z1)Φ
ξ
λ3λ1
(z2), (5.15)
where P is the interchange operator, namely P (v1 ⊗ v2) = v2 ⊗ v1.
Using the explicit values for the ”screened” correlators in Coulomb gas for-
malism studied in the physics literature (see e.g. [5], [6]), one can show that the
relation (5.15) can be analytically continued in κ to any value in R\Q.
5.2. Braided VOA on Fκ =
⊕
λ(V∆(λ),κ⊗Vλ). Let’s consider the follow-
ing space: Fκ =
⊕
λ∈Z+
(V∆(λ),κ⊗Vλ). Below we will show that there exists a
structure of a braided VOA on this space.
First of all, we define the following map:
Y : v ⊗ a→ Y (v ⊗ a, z) =
∑
ν,µ
Φνλµ(z)(v ⊗ ·)⊗ φ
ν
µλ(· ⊗ a). (5.16)
Here v ∈ Fλ,κ and a ∈ Vλ for some λ ∈ Z. As a consequence of the Proposition
3.4 we have the following statement.
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Lemma 5.1. [Q−,Φνµλ(z)(v ⊗ ·)] = 0 if v ∈ V∆(λ),κ ⊂ Fλ,κ. Hence, [Q
− ⊗
1, Y (v ⊗ a, z)] = 0 if v ∈ V∆(λ),κ.
Therefore, Y acts as follows:
Y : Fκ → End(Fκ){z}. (5.17)
Let 0 < z1 < z2, z1, z2 ∈ R, vi ∈ V∆(λi),κ (i = 1, 2, 3), ai ∈ Vλi (i = 1, 2, 3).
Then
Az2,z1
(
Y (v1 ⊗ a1, z2)Y (v2 ⊗ a2, z1)
)
(v3 ⊗ a3) =
Az2,z1
( ∑
λ1,λ2,ν,ρ
Φνλ1ρ(z2)Φ
ρ
λ2λ3
(z1)⊗ φ
ν
ρλ1φ
ρ
λ3λ2
)
·
(v1 ⊗ v2 ⊗ v3)⊗ (a3 ⊗ a2 ⊗ a1) =( ∑
λ1,λ2,ν,ρ,ξ
Φνλ2ξ(z1)Φ
ξ
λ1λ3
(z2)B
V
ρξ
[
ν λ3
λ2 λ1
]
⊗ φνρλ1φ
ρ
λ3λ2
)
·
(v2 ⊗ v1 ⊗ v3)(a3 ⊗ a2 ⊗ a1) =( ∑
λ1,λ2,ν,ξ
Φνλ2ξ(z1)Φ
ξ
λ2λ3
(z2)⊗ φ
ν
ξλ2φ
ξ
λ3λ1
)
·
(v2 ⊗ v1 ⊗ v3)⊗ (a3 ⊗
∑
i
r
(2)
i a1 ⊗ r
(1)
i a2) =∑
i
Y (v2 ⊗ r
(1)
i a2, z1)Y (v1 ⊗ r
(2)
i a1, z1)(v3 ⊗ a3). (5.18)
Hence, we have proved the following Proposition.
Proposition 5.3. Map Y satisfies commutativity condition, namely let z, w ∈
R, such that 0 < z < w, then
Az,w
(
Y (v1 ⊗ a1, w)Y (v2 ⊗ a2, z)
)
=∑
i
Y (v2 ⊗ r
(1)
i a2, z)Y (v1 ⊗ r
(2)
i a1, w), (5.19)
where R =
∑
i r
(1)
i ⊗ r
(2)
i is the universal R-matrix for Uq(sl(2)).
The next proposition shows that the Virasoro action is compatible with
correspondence Y .
Proposition 5.4.
(i) There is a natural action of Virasoro algebra on F˜κ = ⊕λ∈Z+V∆(λ),κ⊗V
c
λ ,
namely Ln · (v ⊗ a) = (Ln · v)⊗ a, where v ∈ Fλ,κ , a ∈M
c
λ for some λ.
Moreover, there exists an element ω˜ ∈ V∆(0),κ⊗V0, namely ω˜ = ω⊗v0 (v0
is the only basis element in V0), such that Y (ω˜, z) = L(z) =
∑
n Lnz
−n−2
is the Virasoro element.
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(ii) [L−1, Y (v ⊗ a, z)] = ∂zY (v ⊗ a, z).
Proof. (i) is obvious. (ii) follows from the explicit definition of the intertwining
operator Φνλµ(z). 
Finally, we show that the associativity condition holds (see e.g [21]). First, we
will prove the following Lemma.
Lemma 5.2. Map Y satisfies creation property, namely:
(i) Y (v ⊗ a, z)1 = ezL−1(v ⊗ a),
(ii) ez2L−1Y (v ⊗ a, z1)e
−z2L−1 = Y (v ⊗ a, z1 + z2).
Proof. At first, we prove (ii). Let adL−1 · = [L−1, ·]. Then adL−1Y (v ⊗ a, z) =
∂nwY v ⊗ a, z). Now
∞∑
n=0
zn2
n!
∂nz1Y (v ⊗ a, z1) = Y (v ⊗ a, z1 + z2). (5.20)
Therefore,
ez2L−1Y (v ⊗ a, z1)e
−z2L−1 = Y (v ⊗ a, z1 + z2). (5.21)
(i) follows as an easy consequence. 
Proposition 5.5. Let t, w, z ∈ R, such that 0 < t < w < z. Then
Y (v1 ⊗ a1, z)Y
(
Y (v2 ⊗ a2, w − t)v3 ⊗ a3, t
)
1 =
Y
(
Y (v1 ⊗ a1, z − w)v2 ⊗ a2, w
)
Y (v3 ⊗ a3, t)1. (5.22)
Proof. At first, we remind the quasitriangular property of the universal R-
matrix:
(I ⊗∆)R = R13R12, (5.23)
or, in components:
r
(1)
i ⊗∆(r
(2)
i ) =
∑
i,j
r
(1)
i r
(2)
j ⊗ r
(2)
j ⊗ r
(2)
i . (5.24)
We combine it with Lemma 5.2 and Proposition 5.3 and derive (5.22) as follows.
Let us denote by A˜z,w the inverse of our usual monodromy:
z • <<• w
||
(5.25)
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Then,
Y (v1 ⊗ a1, z)Y (v2 ⊗ a2, w)Y (v3 ⊗ a3, t)1 =
A˜t,w
(∑
j
Y (v1 ⊗ a1, z)Y (v3 ⊗ r
(1)
j a3, t)Y (v2 ⊗ r
(2)
j a3, w)
)
1 =
A˜t,zA˜t,w
(∑
j
Y (v3 ⊗ r
(1)
j r
(2)
j a3, t)Y (v1 ⊗ r
(2)
j a1, z) ·
Y (v2 ⊗ r
(2)
j a2, w)1
)
=
A˜t,zA˜t,w
(∑
i,j
Y (v3 ⊗ r
(1)
i r
(1)
j a3, t)Y (v1 ⊗ r
(2)
i a1, z)e
wL−1v2 ⊗ r
(2)
j a2
)
=
A˜t,zA˜t,w
(∑
i,j
Y (v3 ⊗ r
(1)
i r
(1)
j a3, t)e
wL−1Y (v1 ⊗ r
(2)
i a1, z − w)v2 ⊗ r
(2)
j a2
)
1 =
A˜t,zA˜t,w
(∑
i,j
Y (v3 ⊗ r
(1)
i r
(1)
j a3, t)Y (Y (v1 ⊗ r
(2)
i a1, z − w)v2 ⊗ r
(2)
j a2, w)
)
1 =
= Y
(
Y (v1 ⊗ a1, z − w)v2 ⊗ a2, w
)
Y (v1 ⊗ a3, t)1. (5.26)
In the last line, we used the quasitriangular property. 
All these properties allow us to give a general definition of general braided
VOA (cf. Proposition 3.3 and see also [38]).
Definition. Let V = ⊕λ∈IVλ be a direct sum of graded complex vector spaces,
called sectors: Vλ = ⊕n∈Z+Vλ[n], indexed by some set I. Let ∆λ, λ ∈ I be
complex numbers, which we will call conformal weights of the corresponding
sectors. We say that V is a braided vertex operator algebra, if there are distin-
guished elements 0 ∈ I such that ∆0 = 0, 1 ∈ V0[0], linear maps D : V → V,
R : V⊗ V→ V⊗ V and the linear correspondence
Y(·, z)· : V⊗ V→ V{z}, Y =
∑
λ,λ1,λ2
Y
λ1λ2
λ (z), (5.27)
where
Y
λ1λ2
λ (z) ∈ Hom(Vλ1 ⊗ Vλ2 ,Vλ)⊗ z
∆λ−∆λ1−∆λ2C[[z, z−1]], (5.28)
such that the following properties are satisfied:
i)Vacuum property: Y(1, z)v = v, Y(v, z)1|z=0 = v.
ii) Complex analyticity: for any vi ∈ Vλi , (i = 1, 2, 3, 4) the matrix elements
〈v∗4 ,Y(v3, z2)Y(v2, z1)v1〉 regarded as formal Laurent series in z1, z2, converge
in the domain |z2| > |z1| to a complex analytic function r(z1, z2) ∈ z
h1
1 z
h2
2 (z1 −
z2)
h3C[z±11 , z
±1
2 , (z1 − z2)
−1], where h1, h2, h3 ∈ C.
iii) Derivation property: Y(Dv, z)1 = ddzY(v, z).
iv) Braided commutativity (understood in a weak sense):
Az1,z2(Y(v, z1)Y(u, z2)) =
∑
i
Y(ui, z2)Y(vi, z1), (5.29)
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where R(u ⊗ v) =
∑
i ui ⊗ vi.
v) There exists an element ω ∈ V0, such that
Y (ω, z) =
∑
n∈Z
Lnz
−n−2 (5.30)
and Ln satisfy the relations of Virasoro algebra with L−1 = D.
vi) Associativity (understood in a weak sense):
Y(Y(u, z1 − z2)v, z2) = Y(u, z1)Y(v, z2). (5.31)
In such a way, we have constructed the operators satisfying all necessary prop-
erties of VOA algebra on Fκ. Therefore, we proved the following statement.
Theorem 5.1. The correspondence Y : Fκ → End(Fκ){z} defined by (5.16)
gives a braided VOA structure on Fκ.
6 Identification of the semi-infinite cohomology
for Fκ ⊗ F−κ
6.1. Semi-infinite cohomology: a reminder. In this subsection, we just
remind basic facts about semi-infinite cohomology for Virasoro algebra and pro-
vide some basic statements which allow to compute explicit formulas for cycles.
In the special case of Virasoro algebra, semi-infinite forms can be realized by
means of the following super Heisenberg algebra:
{bn, cm} = δn+m,0, n,m ∈ Z. (6.1)
One can construct a Fock module Λ in such a way:
Λ = {b−n1 . . . b−nkc−m1 . . . c−mℓ1;
ck1 = 0, k > 2; bk1 = 0, k > −1}. (6.2)
This Fock module has a VOA structure on it, namely, one can define two quan-
tum fields:
b(z) =
∑
m
bmz
−m−2, c(z) =
∑
n
cnz
−n+1, (6.3)
which according to the commutation relations between modes have the following
operator product:
b(z)c(w) ∼
1
z − w
. (6.4)
The Virasoro element is given by the following expression:
LΛ(z) = 2 : ∂b(z)c(z) : + : b(z)∂c(z) :, (6.5)
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such that b(z) has conformal weight 2, and c(z) has conformal weight −1.
The central charge of the corresponding Virasoro algebra is equal to -26.
One can define the following operator:
Ng(z) =: c(z)b(z) : (6.6)
which is known as ghost number current. The reason for such name is the
following one. The operator Ng =
∮
dz
2πiNg(z) gives an integer grading to the
Fock module Λ, namely,
Ng1 = 0, [Ng, bn] = −bn, [Ng, cm] = cm. (6.7)
Next, we consider the semi-infinite cohomology (BRST) operator [29], [20]. Let
V be the space, equipped with the structure of the VOA, where the Virasoro
algebra has central charge, equal to 26. Let’s consider the tensor product V ⊗Λ.
This space has a structure of VOA, such that the central charge of the Virasoro
algebra is equal to 0. Moreover, the space V ⊗Λ has integer grading with respect
to the operator Ng. The following Proposition holds (see e.g. [20]).
Proposition 6.1. The operator of ghost number 1
Q =
∫
dz
2πi
JB(z), JB(z) =:
(
LV (z) +
1
2
LΛ(z)
)
c(z) : +
3
2
∂2c(z) (6.8)
is nilpotent: Q2 = 0 on V ⊗ Λ.
The space V ⊗ Λ is known as semi-infinite cohomology complex, where the
differential is Q-operator known in physics literature as BRST operator. The
grading in the complex is given by ghost number operator Ng. The k-th coho-
mology group is usually denoted as H
∞
2 +k(V ir,Cc, V ).
The following operator product expansions will be helpful for us below (see e.g.
[18]):
JB(z)b(w) ∼
3
(z − w)2
+
1
(z − w)2
Ng(w) +
1
z − w
(
LV (w) + LΛ(w)
)
,
JB(z)c(w) ∼
1
z − w
c(w)∂c(w),
JB(z)Y (a, w) ∼
∆a
(z − w)2
c(w)Y (a, w) +
1
z − w
(
∆a∂c(w)Y (a, w) + c(w)∂wY (a, w)
)
. (6.9)
As a consequence we obtain the following statement.
Corollary 6.1.
[Q, c(z)] = c(z)∂c(z),
[Q, b(z)] = LΛ(z) + LV (z),
[Q, Y (a, z)] = ∆a∂c(w)Y (a, w) + c(w)∂wY (a, w). (6.10)
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In the formulas above ”a” denotes the highest weight vector w.r.t. {LVn } Virasoro
algebra and Y (a, z) denotes the corresponding vertex operator.
Finally, we remind the following crucial fact about semi-infinite cohomology.
Lemma 6.1. Let Φ ∈ V , such that Φ is Q-closed and L0Φ = ∆Φ. Then if
∆ 6= 0, Φ = QΨ for some Ψ ∈ V . In other words, semi-infinite cohomology is
nontrivial only on the level L0 = 0.
Proof. We know that [Q, b0] = L0, therefore,
[Q, b0]Φ = Qb0Φ = ∆Φ. (6.11)
Therefore, for ∆ 6= 0, Ψ = ∆−1b0Φ. 
6.2. Double of the braided vertex algebra and semi-infinite cohomol-
ogy. We remind that above we defined the braided VOA structure on the space
Fκ = ⊕λ(V∆(λ),κ ⊗ V
q
λ ). We also remind that V
q
λ is the irreducible representa-
tion for Uq(sl(2)), where q = e
πi
κ . Let’s consider the space F = Fκ ⊗ F−κ .
Proposition 6.2. The space F = Fκ ⊗ F−κ possesses a structure of braided
VOA such that the Virasoro algebra has central charge 26.
Proof. It is clear that one can define a map
Yˆ : Fκ ⊗ F−κ → End(Fκ ⊗ F−κ){z} (6.12)
in the following way:
Yˆ
(
(v ⊗ a)⊗ (v¯ ⊗ a¯), z
)
= Y (v ⊗ a, z)Y (v¯ ⊗ a¯, z), (6.13)
where v ∈ Fλ,κ , a ∈ V
q
λ , v¯ ∈ Fµ,−κ , a¯ ∈ V
q−1
µ . It is easy to check that the map
Yˆ satisfies all properties of the braided vertex algebra, where the commutativity
is given by:
Az,wYˆ
(
(v1 ⊗ a1)⊗ (v¯1 ⊗ a¯1), z
)
Yˆ
(
(v2 ⊗ a2)⊗ (v¯2 ⊗ a¯2), w
)
=
Yˆ
(
(v2 ⊗ r
(1)
i a2)⊗ (v¯2 ⊗ r¯
(1)
i a¯2), w
)
Yˆ
(
(v1 ⊗ r
(2)
i a1)⊗ (v¯1 ⊗ r¯
(2)
i a2), z
)
, (6.14)
where R =
∑
i r
(1)
i ⊗ r
(2)
i is the universal R-matrix for Uq(sl(z)) and R¯ =∑
i r¯
(1)
i ⊗ r¯
(2)
i is the universal R-matrix for Uq−1(sl(z)).
The vertex operator, corresponding to the Virasoro element for F, is given
by
L(z) = Lκ(z) + L−κ(z), (6.15)
where Lκ(z) and L−κ(z) are the vertex operators associated with Virasoro
elements of Fκ and F−κ correspondingly. From Proposition 3.2 that the central
charge, corresponding to Virasoro algebra generated by L(z) is given by
c = 13− 6(κ +
1
κ
) + 13 + 6(κ +
1
κ
) = 26. (6.16)
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In such a way, F⊗Λ also possesses a braided VOA structure. It is clear that
Q-closed terms form a braided VOA subalgebra in F ⊗ Λ. It is important to
note that since the nontrivial cohomology occurs only on the level L0 = 0, then
nontrivial cycles with respect to Q belong to the subspace Fr = ⊕λ∈Z+Fκ(λ)⊗
F−κ(λ), since this is the subspace containing all the zeros of L0 in the generic
case. Moreover, we have the following statement.
Proposition 6.3. The cycles with respect to Q in F involve only integer powers
of formal variables in the operator products up to the cohomologically trivial
terms.
Proof. Let’s look on the operator product
Yˆ
(
(v1 ⊗ a1)⊗ (v¯1 ⊗ a¯1), z
)
(v2 ⊗ a2)⊗ (v¯2 ⊗ a¯2), (6.17)
where vi ⊗ ai ∈ Fκ(λi), v¯1 ⊗ a¯1 ∈ F−κ(λ¯i) for some λi, λ¯i ∈ Z. This product
belongs to the following space:⊕
λ3,λ¯3
Fκ(λ3)⊗ F−κ(λ¯3)z
∆12(λ3) ·
[
[z, z−1]
]
, (6.18)
where ∆12(λ3) = ∆(λ3)+ ∆¯(λ¯3)−∆(λ1)−∆(λ2)− ∆¯(λ¯1)− ∆¯(λ¯2) and ∆(λ) =
−λ2 +
λ(λ+2)
4κ , ∆¯(λ¯) = −
λ¯
2 −
λ¯(λ¯+2)
4κ . We see that for κ /∈ Q this operator
product contains a ”regular” part (i.e. just integer powers of z) only in the case
if λ1 = λ¯1, λ2 = λ¯2. This regular part will correspond to the sector λ3 = λ¯3.
Hence, Yˆ r, the reduction of Yˆ to the regular part, is equivalent to the
reduction of Yˆ to the subspace Fr = ⊕λ
(
Fκ(λ)⊗F−κ(λ)
)
. But this is precisely,
what we need to do if we want to cancel the Q-exact terms in case if v1 ⊗ v¯1
and v2 ⊗ v¯2 are Q-closed. 
The last calculation we do in this section corresponds to the explicit form of
the commutativity relation in the simplest nontrivial case, when λ = 1. There
are only two vectors in each of V q1 , V
q−1
1 , i.e. the highest weight and the lowest
weight vectors. We denote them as a+, a− and a¯+, a¯− correspondingly. Let us
make the following notation:
v ⊗ a− ⊗ v¯ ⊗ a¯+ = A
(v,v¯),
v ⊗ a+ ⊗ v¯ ⊗ a¯− = D
(v,v¯),
v ⊗ a+ ⊗ v¯ ⊗ a¯+ = B
(v,v¯),
v ⊗ a− ⊗ v¯ ⊗ a¯− = C
(v,v¯) (6.19)
for any v ∈ V∆(λ),κ , v¯ ∈ V∆¯(λ),−κ . Then the following Proposition holds.
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Proposition 6.4. Let vi ⊗ v¯i ∈ V∆(1),κ ⊗ V∆¯(1),−κ (i = 1, 2) be Q-closed. The
commutativity relation on F leads to the following relations, which hold in F up
to Q-exact terms:
Az,w(B1(z)A2(w)) ≈ A2(w)B1(z)q
−1 + (q − q−1)q−1B2(w)A1(z),
Az,w(B1(z)C2(w)) ≈ C2(w)B1(z) + (q − q
−1)(D2(w)A1(z)−
A2(w)D1(z))− (q − q
−1)2B2(w)C1(z),
Az,w(B1(z)D2(w)) ≈ D2(w)B1(z)q −B2(w)A(z)q(q − q
−1),
Az,w(A1(z)C2(w)) ≈ C2(w)A1(z)q −A2(w)C1(z)q(q − q
−1),
Az,w(D1(z)A2(w)) ≈ A2(w)D1(z) + (q − q
−1)B2(w)C2(z),
Az,w(D1(z)C2(w)) ≈ C2(w)D1(z)q
−1 + (q − q−1)q−1D2(w)C1(z),
Az,w(A1(z)B2(w)) ≈ B2(w)A1(z)q
−1,
Az,w(C1(z)B2(w)) ≈ B2(w)C1(z),
Az,w(D1(z)B2(w)) ≈ B2(w)D1(z)q,
Az,w(C1(z)A2(w)) ≈ A2(w)C1(z)q,
Az,w(C1(z)D2(w)) ≈ D2(w)C1(z)q
−1,
Az,w(A1(z)D2(w)) ≈ D2(w)A1(z) + (q
−1 − q)B2(w)C1(z), (6.20)
where Si(S = A,B,C,D, i = 1, 2) stands for S
(vi,v¯i)(S = A,B,C,D, i = 1, 2).
Proof. One can obtain all these relations by means of direct use of the R-
matrix. Really, in the fundamental representation the R-matrix acts as follows:
R = q
H⊗H
2
(
1 + (q − q−1)E ⊗ F
)
,
R¯ = q−
H⊗H
2
(
1− (q − q−1)E ⊗ F
)
, (6.21)
since the higher powers of E and F act as 0. Since we chose a− = Fa+ and
a¯− = F¯ a¯+, the result can be obtained by direct computation. We will give here
the explicit computation of the first line in (6.20) (all other relations can be
derived in a similar way). Namely,
Az,w(B1(z)A2(w)) =
Az,w(a+ ⊗ v1 ⊗ a¯+ ⊗ v¯1)(z)(a− ⊗ v1 ⊗ a¯+ ⊗ v¯1)(w)) ≈
RR¯(a− ⊗ v1 ⊗ a¯+ ⊗ v¯1)(w)(a+ ⊗ v1 ⊗ a¯+ ⊗ v¯1)(z) =
q−1(a− ⊗ v1 ⊗ a¯+ ⊗ v¯1)(w)(a+ ⊗ v1 ⊗ a¯+ ⊗ v¯1)(z) +
(q − q−1)q−1(a+ ⊗ v1 ⊗ a¯+ ⊗ v¯1)(w)(a− ⊗ v1 ⊗ a¯+ ⊗ v¯1)(z) =
A2(w)B1(z)q
−1 + (q − q−1)q−1B2(w)A1(z). (6.22)

This Proposition will be used in the identification of the ring structure of
H
∞
2 +·(V ir,Cc,F) that we will now define.
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6.3. Lian-Zuckerman associative algebra and SLq(2). Let’s consider the
following algebraic operation on the H
∞
2 +·(V ir,Cc,F):
µ(U, V ) = Resz
(U(z)V
z
)
. (6.23)
Here U, V are representatives of H
∞
2 +·(V ir,Cc,F) and U(z) is shorthand nota-
tion for the vertex operator corresponding to the vector U . Since [Q,A(z)]V =
QA(z)V and U(z)QB = QU(z)B for any A,B ∈ F, one obtains that the oper-
ation µ is well defined, i.e. does not depend on the choice of representatives in
H
∞
2 +·(V ir,Cc,F). Then the following statement holds.
Proposition 6.5. The operation µ being considered on H
∞
2 +·(V ir,Cc,F) is
associative and satisfies the following commutativity relation:
µ(U, V ) = µ(rˆ
(1)
i V, rˆ
(2)
i U)(−1)
|U||V |, (6.24)
where Rˆ =
∑
i rˆ
(1)
i ⊗ rˆ
(2)
i = RR¯ and | · | denotes the ghost number.
Proof. The proof follows the same steps as in ”abelian” case (nonbraided VOA)
studied in [33]. Due to the Proposition 6.3 we can limit ourselves to the consid-
eration only of the regular terms in operator products (all other contributions
correspond to the Q-exact terms). At first, let us prove commutativity relation:
µ(U, V )− (−1)|U||V |µ(rˆ
(1)
i V, rˆ
(2)
i U) =
ReswResz−w
(
U(z − w)V
)
(w)1(
1 + (z − w)/w
)
w2
=
∑
i>0
(−1)iReswResz−w
(
U(z − w)V
)
(w)1
(z − w)−iwi+2
=
∑
i>0
(−1)i
i+ 1
ReswResz−wL−1
(
U(z − w)V
)
(w)1
(z − w)−iwi+1
=
∑
i>0
(−1)i
i+ 1
ReswResz−w
(Qb−1 + b−1Q)
(
U(z − w)V
)
(w)1
(z − w)−iwi+1
=
∑
i>0
QReswResz−wb−1
(
U(z − w)V
)
(w)1
(z − w)−iwi+1
(6.25)
for any U, V which are the representatives of the cohomology classesH
∞
2 +·(V ir,Cc,F).
Therefore, the commutativity relation holds. Now, let us prove the associativity
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of µ.
µ
(
µ(U, V ),W
)
− µ
(
U, µ(V,W )
)
=
ReswResz−w
(
U(z − w)V
)
(w)W
(z − w)w
−
ReszResw
U(z)V (w)W
zw
= ReszResw
U(z)V (w)W
(1− wz )zw
+
(−1)|U||V |
∑
k
ReswResz
(rˆ
(1)
k V )(w)(rˆ
(2)
k U)(z)W
(1 − zw )w
2
−
ReszResw
U(z)V (w)W
zw
=
∑
i>0
ReszResw
U(z)V (w)W
zi+1w−i+1
+
(−1)|U||V |
∑
k
∑
i>0
ReswResz
(rˆ
(1)
k V )(w)(rˆ
(2)
k U)(z)W
z−iwi+2
=
∑
i>0
1
i+ 1
ReszResw
(L−1U)(z)V (w)W
zi+1w−i
+
(−1)|U||V |
∑
k
∑
i>0
1
i+ 1
ReswResz
(L−1rˆ
(1)
k U)(w)rˆ
(2)
k V (z)W
z−iwi+1
=
Qn(U, V,W ) + n(QU, V,W ) + (−1)|U|n(U,QV,W ) +
(−1)|U|+|V |n(U, V,QW ), (6.26)
where n is given by
n(U, V,W ) =
∑
i>0
1
i+ 1
ReszResw
(b−1U)(z)V (w)W
zi+1w−i
+
(−1)|U|+|V |
∑
i>0
1
i+ 1
ReswResz
(b−1rˆ
(1))
k U)(z)(rˆ
(2)
k V )(w)W
z−iwi+1
. (6.27)
Therefore, µ is associative on semi-infinite cohomology. Thus, the Proposition
is proven. 
The next Proposition gives a possibility to compute the semi-infinite coho-
mology of F.
Proposition 6.6. Let F = ⊕λ∈Z+(V∆(λ),κ ⊗ V∆¯(λ),−κ). Then
i) F has a VOA structure;
ii) H
∞
2 +k
(
V ir,Cc,F(λ)
)
= Cδk,0 ⊕ Cδk,3, where F(λ) = V∆(λ),κ ⊗ V∆¯(λ),−κ.
The proof is given in [23], following the results of [31], [32]. It is not hard to
calculate the explicit formulas for the representatives of H
∞
2 +0
(
V ir,Cc,F) and
H
∞
2 +3
(
V ir,Cc,F).
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Proposition 6.7.
(i) The operators corresponding to the representatives of H
∞
2 +0
(
V ir,Cc,F(1))
and H
∞
2 +3
(
V ir,Cc,F(1)) have the following explicit form:
Φ0(z) = Lκ−1Φ(z)− L
−κ
−1Φ(z)− κ
−1 : bc : (z)Φ(z),
Φ3(z) = c∂c∂2cLtot−1Φ(z), (6.28)
where we denoted by Lκn , L
−κ
n the Virasoro algebra generators in V∆(λ),κ,
V∆¯(λ),−κ correspondingly and Ln ≡ L
κ
n + L
−κ
n . The operator Φ(z) cor-
responds to the tensor product of highest weight states in V∆(1),κ and
V∆¯(1),−κ;
(ii) Φ0,1 (the vector corresponding to Φ0(z) and the vacuum state) generate
all H
∞
2 +0
(
V ir,Cc,F) by means of bilinear operation µ.
Proof.
(i) First of all, we have the following relation, which follows from (6.1):
[Q,Φ](z) = −∂cΦ+ c∂Φ. (6.29)
Let Lκ(z) be the Virasoro element in V∆(λ),κ . Then L
κ
−1Φ(w) =
∫
dz
2πiL
κ(z)Φ(w).
Therefore,
[Q,Lκ−1Φ](w) =
∫
dz
2πi
Lκ(z)[Q,Φ](w) =
∫
dz
2πi
[Q,Lκ(z)]Φ(w). (6.30)
It is easy to see that
[Q,
∫
dz
2πi
Lκ(z)] =
∫
dz
2πi
2∂2cLκ(z) + c∂Lκ(z). (6.31)
Hence, ∫
dz
2πi
[Q,Lκ(z)]Φ(w) = ∆(1)∂2cΦ+ ∂cLκ−1Φ,∫
dz
2πi
Lκ(z)[Q,Φ](w) = −∂cL¯κ−1Φ+ cL
−κ
−1 ∂Φ, (6.32)
which lead to
[Q,Lκ−1Φ(w)] = ∆(1)∂
2cΦ+ cL−κ−1 ∂Φ. (6.33)
It is not hard to see that
[Q, (Lκ−1 − L
−κ
−1 )Φ(w)] =
3
2κ
∂2cΦ+ c((L−κ−1 )
2 − (Lκ−1)
2)Φ. (6.34)
Another necessary fact which we will need is that there is a linear dependence
between (Lκ−1)
2Φ and L−κ−2Φ, namely,
(Lκ−1)
2Φ =
2
3
(
1 + 2∆(1)
)
Lκ−2Φ,
(L−κ−1 )
2Φ =
2
3
(
1 + 2∆¯(1)
)
L−κ−2 Φ (6.35)
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or
(Lκ−1)
2Φ = κ−1Lκ−2Φ, (L
−κ
−1 )
2Φ = −κ−1L−κ−2Φ. (6.36)
Therefore,
[Q, (Lκ−1 − L
−κ
−1 )Φ(w)] = κ
−1
(3
2
∂2cΦ+ cL−2Φ
)
. (6.37)
Let us consider another term from Φ0, namely, : bc : (w)Φ(w)
[Q, : bc : (w)Φ(w)] =
∫
w
dz
2πi
1
(z − w)
(
[Q, : bc :](z)Φ(w)
+ : bc : (z)
∫
[Q,Φ(w)]
)
,
[Q, : bc : (w)] = jB(w) = c(w)L(w)+ : c∂cb : (w) +
3
2
∂2c(w),∫
w
dz
2πi
jB(z)Φ(w)
z − w
= −
1
2
∂2cΦ+ ∂c∂Φ+ cL−2Φ
+ : bc∂c : Φ +
3
2
∂2cΦ. (6.38)
On the other hand,∫
w
dz
2πi
: bc : (z)
z − w
(
− ∂c(w)Φ(w) + c(w)∂Φ(w)
)
=
1
2
∂2c(w)Φ(w) − ∂c(w)∂Φ(w)− : bc∂c : (w)Φ(w). (6.39)
Therefore,
[Q, : bc : (w)Φ(w)] =
3
2
∂2cΦ(w) + cL−2Φ(w), (6.40)
and the operator
(Lκ−1 − L
−κ
−1 )Φ(w)− κ
−1 : bc : (w)Φ(w) (6.41)
corresponds to the closed state in F(1) ⊗ Λ. At the same time, it is the only
Q-closed state of ghost number 0 in F(1) ⊗ Λ, which belongs to the kernel of
L0, therefore, due to Theorem 3.7 it is not exact. Hence, it represents the
cohomology class from H
∞
2 +0(V ir,Cc,F). It is not hard to check that Φ3 =
c∂c∂2cL−1Φ(z) represents the cohomology class H
∞
2 +3(V ir,Cc,F). The part
(ii) follows from the Theorem 3.7. of [23]. 
Our next aim is to use the above information to calculate H
∞
2 +·(V ir,Cc,F)
and to understand its underlying multiplicative structure.
Proposition 6.8. The 0-th and 3-d semi-infinite cohomology groups of F are
H
∞
2 +0(V ir,Cc,F) ∼= H
∞
2 +3(V ir,Cc,F) ∼=
⊕
λ>0
V qλ ⊗ V
q−1
λ . (6.42)
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Proof. The proof evidently follows from the fact:
H
∞
2 +0(V ir,Cc,F(λ)) ∼= H
∞
2 +3(V ir,Cc,F(λ)) ∼= C (6.43)
for λ ≥ 0. 
Theorem 6.1. H
∞
2 +0
(
V ir,Cc,F(1)
)
generates all H
∞
2 +0(V ir,Cc,F) by means
of multiplication µ, and the generating set
A,B,C,D ∈ H
∞
2 +0
(
V ir,Cc,F(1)
)
∼= V
q
1 ⊗ V
q−1
1
satisfies the following relations:
AB = BAq−1, CB = BC, DB = BDq, CA = ACq,
AD −DA = (q−1 − q)BC, CD = DCq−1,
AD − q−1BC = 1, (6.44)
or, equivalently, (
H
∞
2 +0(V ir,Cc,F), µ
)
∼= SLq(2). (6.45)
Proof. The statement, that H
∞
2 +0(V ir,Cc,F(1)) = V q1 ⊗V
q−1
1 forms a gener-
ating set for H
∞
2 +0(V ir,Cc,F) = ⊕λ∈Z≥0V
q
λ ⊗V
q−1
λ , is a consequence of the fact
that by means of tensor multiplication of V q1 with each other one can obtain any
of V qλ and the explicit form of vertex operators (since they act as intertwiners).
One can choose generators A,B,C,D in the same way as we did in Proposition
6.4. Then all the relations except for the last one follow from the commuta-
tivity relation of µ. One can obtain the last relation by means of the explicit
consideration of the action of vertex operators (more precisely, corresponding
intertwiners) and normalizing A,B,C,D appropriately. 
In this section, we found how the multiplication structure on SLq(2) emerges
from braided VOA structure on F via Lian-Zuckerman construction. However,
SLq(2) is a Hopf algebra and the natural question is whether comultiplication
structure has the same origin. The answer is yes, and it is provided by means
of the notion of vertex operator coalgebra (VOCA) [26]. If one has a map
Y giving a structure of VOA algebra on some space V with a nondegenerate
bilinear pairing ( , ), preserving the Virasoro action, the structure of VOCA is
given by Y c : V → V ⊗ V [[z, z−1]], such that (Y c(z)u, v ⊗ w) = (u, Y (v, z)w),
where u, v, w ∈ V [26]. One can extend this definition to the case of braided
VOA, namely, define the structure of a braided VOCA algebra by the same
formula. Therefore, the definition of the Lian-Zuckerman operation µ gives rise
to the dual object ∆µ:
(∆µ(u), v ⊗ w) ≡ Reszz
−1(Y c(z)u, v ⊗ w) =
Reszz
−1((u, Y (v, z)w) = (u, µ(v, w)). (6.46)
Since ∆µ is dual to µ with respect to the canonical pairing, we obtain that ∆µ
in the specific case of braided VOA F gives the comultiplication structure on
SLq(2). We leave the proof of the consistency of multiplication and comultipli-
cation as an exercise.
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7 Further developments and conjectures
We already discussed in the introduction that thanks to the equivalence of cate-
gories of Virasoro and ŝl(2) Lie algebras one can replace the Virasoro modules by
their ŝl(2) counterparts and obtain the quantum group as semi-infinite cohomol-
ogy of ŝl(2) Lie algebra. Also the extension to arbitrary affine and W-algebras
is possible thanks to the general results of Varchenko [41], [42] and Styrkas [38],
though some technical difficulties might arise, related e.g. to the definition of
semi-infinite cohomology of W-algebras, etc (see e.g. [1]). However, we believe
that the most interesting further developments will appear not from generaliza-
tions but from the deepening of our construction, and better understanding its
relation with physics.
The first possible extension of our construction comes from the existence of
double lattice (3.3) of Verma modules with singular vectors and fixed central
charge. The semi-infinite cohomology of the Virasoro algebra with values in the
corresponding double lattice of the Fock spaces must yield the modular double
of the quantum group introduced in [9].
The second development of our construction results from the special features
of rational level case that we consciencely avoided in the present paper. It is
well known that the quantum group at roots of unity has a remarkable finite-
dimensional subquotient. Its realization via semi-infinite cohomology might
require finding a corresponding subquotient braided VOA. The analogous mod-
ified regular VOA should give rise to the finite-dimensional Verlinde algebra as
conjectured in [23].
The third possible development follows from the replacements of simple mod-
ules of Virasoro algebra and quantum group by the big projective modules as
in [23]. In fact, the braided VOA Fκ has the appropriate size for such an ex-
tension but has a degenerate structure resulting from the absence of linking of
Fκ(λ) and Fκ(−λ − 2). The way to achieve such linking is suggested by the
construction of the heterogeneous VOA in [23], and will require an additional
exponential term in the action of the Virasoro algebra. This exponential term
and the free bosonic realization of the Virasoro algebra, known as Coulomb gas
in the physics literature, reveal the relation of our construction to the quan-
tum Liouville model and minimal string theory. In particular, the latter theory
also uses the pairing of representations of Virasoro algebra with complemen-
tary central charges c + c¯ = 26. We conjecture, that our braided VOA and its
projective counterpart discussed above, admits a geometric (and path integral)
interpretation, so that the semi-infinite Lie algebra cohomology acquires a nat-
ural meaning as cohomology in certain infinite dimensional geometry as well.
Then the quantum group will finally find its truly geometric setting.
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