Abstract-Processing thousands of applications can be a challenging task, especially when the applicant does not consider the university requirements and their qualification, while in some cases, the selection officer may face difficulties in deciding if more than one candidate has the same qualification for a limited vacancy of a particular program. In this paper, we present an investigation on university selection using back-propagation neural network to assist the selection officer in selecting eligible applicants based on SPM results. The experiments have shown the back-propagation method produced better performance with the average more than 90% accuracy for student selection across all of sets of the test data.
I. INTRODUCTION
Education is viewed as a critical factor in contributing to the long-term economic well-being of a country. The government of any country has long realized the importance of maximizing the potential of each individual future graduate in an educational system.
The universities, nonetheless all have their own standards in selecting applicants to enroll in their respective institution. Because of the wide range of programs and programs offered, coupled with the enormous number of applicants, it is difficult for officers in the admission department to conduct a transparent and consistent selection. Applications to universities in Malaysia are coordinated by the Ministry of Education Malaysia (MOE), where all applications will go through Unit Pusat Universiti (UPU). The final decision on the university selection is made by UPU based on the applicants' qualification and their choice of place of study [1] . UPU is known to place the applicant in one of the university in the applicants' list based on their academic eligibility. In order to enroll in the public university, the applicant should obtain at least a credit in Malay Language and at least credit in four other subjects [2] . This study focuses on diploma level application that normally consists of those who have certain qualifications including matriculation certificate holders, SPM holders, diploma holders from any university accredited by the Ministry of Education Malaysia (MOE), any holder of certificate or diploma from a polytechnic, or by the flow of enrollment for SPM holders with five years working experience in scientific and technical fields, or from any foreign university which has been approved by the MOE [3] . This study focuses on SPM holders because this group has a variety combination of background subjects taken in the SPM examination.
Selecting qualified applicants to enter one educational institution is not an easy task because it involves a lot of processes and requirements. The selection committee has to consider several things including the applicants' qualifications, the program requirements and the quota for each program and for each institute. The selection officers also need to consider the quota given by each faculty.
The objective of this research is to investigate the ability of back-propagation neural network to evaluate the qualified candidates for admission to a particular program.
II. RELATED WORK
Various approaches have been developed and proposed to automate and simplify the selection of students. There are many factors to be considered to ensure the quality of applicant selection [4] . Applicants also should make the right choice in program selection and must determine the strength of the subject involved to avoid bad selection of programs [5] . The applicant needs a counseling session in order to choose the most suitable education program [6] . Hence, it is important to have a counseling and guidance teacher to advice and monitor the applicant in making their decision.
Some researchers focused their research and worked to identify the most suitable program to assist the selection officer, even though it is not an easy task. The majority of the applicants do not know exactly which program to choose and some may make the wrong choice. Thus, Sugeno style fuzzy method was introduced to assist higher institutions [7] in selecting the most suitable applicants and also suggest suitable programs based on their high school results. There are two phases involved: first, it requires user to input their personal and qualification data, which will be processed in the fuzzy inference system. If the applicant qualifies, the process will proceed to the second phase, which is program suggestion.
In [8], Fong et al. had applied Analytical Hierarchy Process (AHP) to determine the field of a student based on certain criteria and some questionnaire. In this work, Fong et al. had combined neural network and decision tree.
Nonetheless, different techniques with different models have been employed for selection. In the following section we will discuss back-propagation neural network method in student selection.
III. METHODOLOGY
The input variable in this work is from SPM results among applicants enrolled in diploma programs at the University Pendidikan Sultan Idris (UPSI). Table I shows a sample data from one applicant. There are 3,790 dataset in diploma level collected to evaluate the back-propagation neural network. Input will also be converted to values in neural network format, which ranges between 0 and 1. All data will be normalized using Equation 1 (which is can be used to set any range):
Where, 
The dataset is divided into two groups: the training dataset contains 2560 data, and the test dataset consists of 1,230 data. Various important criteria in selecting students are used to set the value and priorities for each data.
In this work, we implement back-propagation neural network to find the most suitable program for applicant based on their SPM results. The neural network has 145 nodes in the input layer representing a subject taken in SPM, 23 nodes in the hidden layer and 7 nodes representing the list of programs offered by the university. Figure 1 shows the structure of the neural network. Figure 2 shows the general back-propagation algorithm that will learn via supervised training to fulfill the mapping requirements in applications. To ensure the back-propagation capability could be fully utilized in the selection of applicants, a series of training process were implemented and executed. Initially, the number of hidden unit is 19, learning rate is 0.1, threshold is set randomly and the number of epoch is 15,000.
A. Determining Decimal Places of Input Value
The input value for the second phase is calculated using Equation 1. Normally, the standard decimal point in neural network is four decimal places. In this work, we run several different decimal points and Table IV shows the average results for each experiment. Based on the results from Table IV , one decimal place outperformed others after 10 times seed generation. Probably because of the classification is not too complex, the network does not need too many decimal points to classify the data set. Table VIII shows the complete result at each seed generation.
B. Determining Best Hidden Unit
In order to find the optimum number of hidden unit, we run several experiments for training and testing based on different values. The numbers of hidden neurons chosen for performing trial and error were run to ensure the optimum numbers of hidden neurons. The result from the training and testing is shown in Based on the results from Table V , the hidden layer with 23, 24 and 25 nodes outperformed other hidden units. In order to determine the best number of hidden unit, the seed for this work was altered 10 times and the average results were calculated. Table IX shows the complete results for hidden units 23, 24 and 15 at the end of each seed generation.
C. Determining Best Learning Rate
Since the most optimum hidden unit in this work is 23 nodes, the number of epoch is 15000 and the threshold is set randomly, we run several different numbers of learning rate to find the optimum learning rate for this model. There are six different values of learning rate. The number of learning rate chosen for performing trial and error were run to ensure the optimum numbers of learning rate. The average results from the training and testing is shown in Table VI after 10 times seed generation. Based on Table VI , the optimal no. of learning rate is 0.1, where the training process achieved 99.32% accuracy and about 99.27% accuracy for testing.
D. Training and Testing dataset
Based on the results in the previous subsection, we run the experiment for several trials where the number of epochs is fixed at 15,000 epochs. Table VII shows the results from training and testing at each trial. The average accuracy of the training process is about 99.33%, while the testing process obtained 99.54% accuracy. This shows that the back-propagation method is competitive for selection student.
V. CONCLUSION There are several parameters need to be considered before we can get the optimal values to train the network. This work purposely tries to investigate the capability of backpropagation on making a decision for student selection. However, before we can claim the best result from backpropagation, we had run several experiments to test the optimal parameter we can get for the network.
Based on the analysis, back-propagation technique has the ability to learn tasks based on the data given. For the future work, we will test more method to compare with backpropagation such as random forest, decision tree and etc. 
