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more than 60% of these to be true ADR
tweets.
Future improvements
Automatic detection of ADRs on
Twitter (or other social media channels)
is still a very young discipline, which
only started some five years ago. There
are only a few teams working on the
topic at the moment, and a first large-
scale benchmark dataset was only pub-
lished in 2014 [3]. However, we expect
a significant improvement in detection
rates in the near future, owing in part to
the existence of several new technolo-
gies in machine learning, such as word
embedding and deep learning. These
have already been successfully applied
to other text analysis tasks and have
improved existing benchmark scores
there. Applying these technologies to
ADR detection will probably help to
increase the detection rate significantly.
In addition, our team is working on a
system that not only analyzes the text of
a tweet, but also its context: the timeline
of the user, other messages in the same
geographic or temporal context etc.
This will allow us to “step back” from
an isolated event (a single tweet) and
see the “whole picture” of the discourse
on Twitter. 
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Figure 1: Typical system for ADR detection using machine learning.
The “doctor in the loop” is a new para-
digm in information driven medicine,
picturing the doctor as authority inside a
loop with an expert system in order to
support the (automated) decision
making with expert knowledge. This
information not only includes support in
pattern finding and supplying external
knowledge, but the inclusion of data on
actual patients, as well as treatment
results and possible additional (side-)
effects that relate to previous decisions
of this semi-automated system.
The concept of the "doctor in the loop"
is basically an extension of the increas-
ingly frequent use of knowledge dis-
covery for the enhancement of medical
treatments together with the “human in
the loop” concept (see [1], for instance):
The expert knowledge of the doctor is
incorporated into "intelligent" systems
(e.g., using interactive machine
learning) and enriched with additional
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The "doctor in the loop" is a new paradigm in information driven medicine, picturing the doctor as
authority inside a loop supplying an expert system with data and information. Before this paradigm
is implemented in real environments, the trustworthiness of the system must be assured.
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information and expert know-how.
Using machine learning algorithms,
medical knowledge and optimal treat-
ments are identified. This knowledge is
then fed back to the doctor to assist
him/her (see Figure 1).
Manipulation Security and Trust 
The implementation of the doctor in the
loop concept has met several challenges
– both of a technical nature and in other
areas. One challenge is gaining the
acceptance of such systems by doctors
themselves, who are often not
researchers, but medical practitioners.
While privacy and security in biomed-
ical data applications have been dis-
cussed extensively in recent years (see
[2] for an overview), the topic of trust
has been neglected. Nevertheless, it is
very important that the trustworthiness
of the systems can be guaranteed in
order to make the abstract concept of a
doctor in the loop practicable.
In this medical context, it is absolutely
crucial to ensure that the information
sent by the doctor to the machine
learning algorithms cannot be manipu-
lated following its submission. In order
to guarantee this, a new approach for
protecting the underlying data based on
a hash chain has been proposed explic-
itly for doctor in the loop systems (see
[3]). This approach takes advantage of
the fact that large amounts of data are
typically stored in databases. While
these are often identified with the
abstract data model, they are in reality
complex software systems providing a
multitude of internal mechanisms that
have various functions, such as
enhancing performance. This approach
utilizes the transaction mechanism for
providing transaction safety (i.e., if a
crash occurs, the database is brought
back into a well-defined state) in order
to protect the information sent to the
system by the doctor against manipula-
tion, even if the manipulation is carried
out by the administrator of the database. 
Legal Issues
Legal issues are often overlooked by
purely technical solutions, but are vital
for any doctor that is actually partici-
pating in such an approach as expert.
Important questions that need to be
addressed include: What information
can be shared between the doctor and
the expert system, and what levels of
data and privacy protection need to be
applied? And who is responsible for the
correctness of the results derived from
the combination of human knowledge
and machine learning algorithms?
Although this is an important field, no
guidelines are currently available. The
issue is further complicated by the dif-
ferences between national legislations
even between member states of the
European Union. Defining workflows
that clinical doctors can reliably apply
without the fear of prosecution lies thus
in the focus of the planned RDA
(Research Data Alliance) Workgroup
“Security and Trust” that held its “Birds
of Feather” session on the 6th RDA
Plenary on September 24th in Paris
[L1]. One of the major goals of this
workgroup is to draw together a set of
best practices and guidelines in the area
of data driven medical research.
Special focus in CBmed
CBmed [L2] is an interdisciplinary
research centre, founded in 2014, with
the aim of providing biomarker
research, mainly in the areas cancer,
metabolism and inflammation. One of
the core features of this centre is the
tight incorporation of ICT as a hori-
zontal research area that provides data
and techniques to all other projects.
This does not only apply to applications
associated with the doctor in the loop,
but also other areas, such as data and
privacy protection, the development of
new data mining techniques and tools
for the efficient analysis of large
amount of “–omics” data.
For the CBmed consortium, the model
of the doctor in the loop offers abundant
possibilities, especially in the area of
data driven research. Considering the
recent surge in big data related research
and developed tools, this approach is
expected to be one of the major drivers
in medical research in the years to
come. 
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Figure 1: The Doctor in the Loop.
