Abstract -Two iterative minimax algorithms are presented with associated convergence theorems. Both algorithms consists of iterative procedures based on a sequence of finite parameter sets; in general these finite parameter sets are subsets of an infinite parameter space. To show their applicabilities, several commonly used examples are presented. It is also shown that minimax problems with or without finite parameter sets can be solved by these two algorithms numerically to any assigned degree of accuracy.
I. INTRODUCTION
INIMAX problems in statistical decision theory M have received considerable attention over the years
[1]- [5] . The importance of such studies resides in the fact that the prior knowledge of observations obtained from experiments usually are incomplete and insufficient; the minimax risk simply provides the best performance under worst case conditions. However, most of the work in today's minimax theory is analytic; little has been done numerically. To the authors' best knowledge, Nelson's paper [6] is the only work devoted to solving general minimax problems by iteration methods. Unfortunately, Nelson proved the existence of such methods but failed to propose constructive schemes for finding solutions. Since present-day digital computers can perform sophisticated and complicated calculations, developing computational algorithms for finding numerical solutions is increasingly important.
We present two iterative algorithms for solving minimax problems. The problem to be considered is formulated as a general statistical decision game so that the two algorithms can be applied to diverse areas including communications and control. The algorithms (to be called Algorithms I and I1 henceforth) consist of iterative procedures based on a sequence of finite parameter sets; these finite parameter sets are subsets of a parameter space that may or may not be finite. The associated convergence theorems show that the algorithms eventually converge to the same minimax value. The difference between these two algorithms is that Algorithm I iterates on a sequence of parameter sets with fixed size; while Algorithm I1 iterates with varying sizes. More precisely, at each iteration, both algorithms find all possible locally maximizing points of the risk function over the original parameter space with respect to the minimax rule obtained at that iteration. Then to generate a new parameter set for the next iteration, Algorithm I replaces those parameters in the current parameter set with low probabilities by those locally maximizing points just found at that iteration. Instead of replacing points as does Algorithm I, Algorithm I1 simply collects and includes these locally maximizing parameters in the present parameter set to generate the next parameter set. Both algorithms produce a monotonically increasing sequence of estimated minimax values which eventually converges to the desired minimax risk.
In general, the performance of Algorithm I1 is superior to Algorithm I on the basis of the advantage that the size of the initial parameter set can be chosen arbitrarily. Computationally, however, Algorithm I1 is inferior to Algorithm I because, while Algorithm I uses a buffer of fixed size to store the data, Algorithm I1 needs more storage to accommodate the increasing data after an iteration cycle and thus requires more computations. Moreover, it will be shown that, if the risk function has a finite number of locally maximizing points for all nonequalizer decision rules No, then by choosing an initial parameter set with size sufficiently enough both algorithms converge and yield essentially the same performance.
Since the finiteness of No is practically true and generally satisfied for many common probability distribution, this condition will be assumed throughout the paper. As shown in a step of the proof of convergence for Algorithm I under this assumption, a new property (to be called the Bayesian transistivity property or BTP) is introduced and also studied by some examples for illustration. The Bayesian transitivity property is necessary and very important because it determines the size of an initial parameter for Algorithm I. To extend the BTP to cover more general cases, a general theory (stated in the Appendix) is proven which says that, for a given error tolerance E > 0, if a condition probability distribution p ( x l 8 ) , @ E 0 is continuous and 0 is compact, then there exists a probability distribution jj( X I @ ) , a polynomial approximation of p , such that the minimax risk using p and jj differ by no more than c. With any polynomial conditional distribution and jointly continuous loss function, the associated risk function, Y ( . 1.) will have at most No local maxima and the BTP can be proven satisfied for continuous probability 0018-9448/90/0100-0126$01.00 01990 IEEE distributions. As a result, this theorem can be applied to a variety of Bayes problems to reduce computational complexity. It is believed that in most practical problems, Algorithm I will be applicable and the storage we really need is generally much less than that for Algorithm I1 although the Bayesian transistivity property must be justified beforehand for Algorithm I. In essence, Algorithm I originates in an algorithm which was used for source matching problems [7] and is a generalization suited for general statistical decision problems. Algorithm I1 is a slightly different version of Algorithm I. The idea was implicitly used in one of Nelson's examples [6] . He showed that a sequence of prior distributions for a fixed parameter space can be generated, and further proved that this sequence converges to a least favorable distribution. Unfortunately, he did not explicitly construct this sequence. Therefore, in this paper, a modified Nelson's algorithm for a fixed parameter space is described in which a sequence of successive prior distribution can be generated until a least favorable distribution is found. Then including this modified version of Nelson's algorithm as a subalgorithm, Algorithms I and I1 can actually produce a desired least favorable distribution throughout iterations.
Finally, two numerical examples are presented to exemplify the relative performance of Algorithms I and 11. According to the numerical results, two algorithms have different advantages and disadvantages, and so it cannot be concluded that one is better than the other. The preference really depends upon applications. This paper is organized as follows. In Section 11, Algorithm I is stated, and its convergence theorem is proven. In Section 111, Algorithm I1 is given, and its convergence theorem is also proven with a slightly different approach. In Section IV, the Bayesian transitivity property is defined and studied. Two approaches for proving this property are proposed. In Section V, two numerical examples are given for cases of two different performance criteria-are relative entropy loss and squared error loss. These examples provide evidence that Algorithms I and I1 indeed have respective advantages in different applications. In the Appendix, a general theorem is proven for an extension of the Bayesian transistivity property to a broader class including continuous probability distributions.
AN ALGORITHM FOR SOLVING MINIMAX SOLUTIONS BASED ON A SEQUENCE OF FIXED-SIZE PARAMETER SETS
We shall consider a general statistical decision problem (0, D, R ) of fixed sample size and also establish the following definitions and assumptions described in [6] .
1) Let X be a random variable with observations x in a sample space X, and let B ( X ) be the Borel field of X .
There exists a a-finite measure p on B ( X ) such that, for 8 E 0 , a probability distribution Po, has a density p ( x l 8 )
with respect to p and p ( . 1.) is measurable on the a-field
where B ( 0 ) is the Borel field of 0. Furthermore, for each x E X , p ( x 1 . ) is continuous on 0.
2) Let C be an essentially complete compact class of decision rules for the game (0, D , R ) .
3) The parameter space 0 and the action space A are compact.
4) The loss function L ( . ; ) is real-valued and jointed continuous on O X A . Consequently, L is bounded and uniformly continuous on 0 X A . 5) Let 7 be any prior distribution over 0. For any x E X, except possibly on a set of p-measure 0, there is at most one decision d(x) E A that minimizes 6) For any a priori distribution 7 that does not satisfy 5), r ( T , S , ) = 0, where r (7,6,) is the Bayes risk with respect to the prior distribution 7, whereas, supa{ r( a, Sa)} > 0. Here are some comments on the assumptions. a) Assumption 6 prevents the algorithms from dealing with pathological cases. This was discussed in [6] . b) Since both algorithms operate on finite parameter sets, it is desirable to assume N , <~o . This is not a restrictive assumption because in most practical cases this assumption will be satisfied by involung the StoneWeierstrass approximation theorem which states that any continuous function on a compact set can be approximated uniformly by a sequence of finite degree polynomials to any degree of accuracy. 
A. Description of Algorithm I
The following algorithm is used in Algorithm I (and Algorithm 11) as a subalgorithm to generate a least favorable distribution on a fixed finite parameter ppace and to find the corresponding minimax risk. 2) Set n = n + 1. Apply the modified Nelson algorithm to 0" to find a least favorable distribution r" on 0" and the corresponding Bayes rule 8s. 3 be replaced by an error range for a prescribed tolerable error threshold eo. The convergence proof is in [6, corollary to theorem 6, p. 16501.
The following recursive algorithm is used based on a sequence of finite fixed size parameter subsets in the finite set 0. possible globally maximizing parameters rather than locally maximizing parameters. Henceforth, we shall call the replacement procedure done by locally maximizing parameters the local maxima replacement, while the replacement done by globally maximizing parameters the global maxima replacement. The relative performance will be studied through numerical examples in Section V.
Second, with a slight modification the replacements made in step 4) according to probabilities on parameters can be also done by risks that are generated by parameters yield such that inequality (2.3) is still satisfied. A numerical result based on this modified algorithm applied to channel capacity problem can be found in [4] . '
B. Convergence Theorems for Algorithm 1
Before stating the main theorem, we define a property that will be needed to prove the convergence of Algorithm I. Note that in step 4) of Algorithm I, the ( n + 1)st parameter set 0"" is obtained by replacing those parameters in 0" with the lowest probabilities by the parameters in e*.". It is not immediately obvious that the procedure will converge. For instance, if 10*."I = J , then 0 " ' ' = e**" because all elements in 0" are replaced by all elements ej*," in e**". Thus 0" n On+' = +. This situation reveals a lack of connection between On+' and 0" that could force the process to go back to the initial status. That is, without taking into account the information obtained previously we restart an initial parameter set On+' and repeat the whole procedure again. Accordingly, the following property is given for this purpose to bridge the gap between By the assumption 6 :
" satisfies the Bayesian transitivity property. Thus there is a prior distribution on On+' such that the corresponding Bayes rule 6gnzt = a,?, and a, $' . ' is also a rule for the game (On", D , R ) . Since w is arbitrary in (2.3). we can choose w = fin", and thus we have two consecutive iterations and conveys the least information of the present iteration to the next stage of iteration such that the iterative processes will eventually converge.
Definition ( BTP. More details will be given in Section IV and the Appendix. The main result of this paper is to provide implementable algorithms for the following minimax theorem and to show that the minimax risk computed by these algorithms is indeed convergent to the desired minimax risk. In what follows, we will show that a sequence of priors { T " } (and the corresponding Bayes rule 6;") constructed in Algorithm I will converge to the desired T (and to 6, as.), and thus limn+mr(Tn,6$) = V.
Lemma 1: Suppose that for each n 6 : " satisfies the (0 ", 0 " + ') Bayesian transitivity property. Then { r( T " , 6:")) is a nondecreasing sequence in n , i.e., r ( T n , 8: ") I r ( T f l + ' , 6; " :
; ) with equalityiff r ( 7 " , 6 $ ) = maxR(8,6:").
R E O
Proof: By the definition of r( T " , a: "), 
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The second equality holds because S;L? is also a minimax rule for the game (On+', D, R ) , and the first inequality is true because of the choice of e,"+' and 6;Lt = S$. Consequently, Y ( T " ,~; " ) = rnaxREeR(8,6%).
2) Sufficiency: If r( r " , 6: ") = maxO R ( 8, S: ! ) , we want to prove that Y( T " , 6: ") = r( T " + ' , 6$!).
Obviously, 6,"" is also a decision rule for the game (On+', D, R ) , and 6$? is a minimax rule for ( O n + ' , D , R ) . This implies that Y ( T~+~,~: A ? ) = max R(e,8fnt!)
The first equality follows because 6$1 is a minimax rule. and the first inequality holds because 6; " is a decision rule in D . The second inequality is true since 0"" is a subset of 0, and the last equality holds by the assumption of sufficiency. However, from the first part of the theorem { r( T " , a;")} is nondecreasing, and so we have r( T " , a$) = An immediate consequence of Lemma 1 is the following corollary, which can be proven by an appropriate modification of the proof of Lemma 1. 
Proof:
The theoretical foundation of this lemma was done in [6] . We refer all straightforward technical details to [8].
It has been shown in Lemma 1 that the sequence { r( r " , S$)} is monotonically decreasing and thus converges to some number i. In the following lemma we prove that the limit of maxeeeR(8, 8;) also'converges to i. As a result, we can further conclude by a theorem (Theorem 2 stated as follows) that the number i is actually equal to the minimax V in Theorem 1 whereby Theorem 1 is 4 justified as well. Proof: Based on the work in [6] , it can be easily shown that r" converges weakly to r and thus 8;" -+ ST a.e. bounded by V from Lemma 1. Combining (2.5) and (2.6) yields that V = i. So, the sequence { r( r", S,"")} converges to the desired minimax risk. 
A SECOND ALGORITHM FOR FINDING MINIMAX SOLUTIONS BASED ON A SEQUENCE OF FINITE VARYING PARAMETER SETS
A. Description of Algorithm 11
In the first algorithm the number of parameters is fixed at J < CO. We now present a second algorithm that allows the number of parameters to vary.
Algorithm 11: 1) Initialization: Given an error threshold E and an arbitrary positive integer J', choose an arbitrary initial parameter set 0 ' = {e;,. .-, e$ 1. Set n = 0.
2) Set n = n + 1. Apply the modified Nelson algorithm to 0" to find a least favorable distribution U" on 0" and the corresponding Bayes rule 8:".
3)
Compute m u B se R( B,S,") and check the error E, = max R ( @, a: ") -r ( U", 8:"). Let On+' = {8;+'}. Go to step 2).
In analogy with Algorithm I, two similar comments can be made. In particular, policy analogous to step 4) can be adopted by adding the set of all globally maximizing parameters instead of locally maximizing parameters. We will call the local and global maxima additions respectively af tenvards .
Note: Under the assumption No < m, the nth parameter set 0" always has its size I 3N0. This fact will be verified in the next section (Corollary 3).
B. Convergence Theorem for Algorithm I1
The convergence theorems for Algorithm I1 are nearly the same except Lemma 1. In the following we will prove a lemma analogous to Lemma 1 for Algorithm 11. However, unlike Lemma 1, the assumption of the BTP is not necessary for this lemma. It will be seen in the proof of the following lemma that the BTP is automatically satisfied.
Lemma 1A (Convergence Theorem for Algorithm 11): {r(u",S,"n)} is a nondecreasing sequence in n , i.e., r ( u n , 8,") 5 r(un+',S,$!) with equality iff r(u",S$) = maxgs8 R ( 8 , 13:"). where This implies that a"" is not only least favorable on On" but also least favorable on 0". Hence the corresponding Bayes rule 8, ! $t is a minimax rule for the game (a"+', D, R ) and is also a mininax rule for the game (e", D, R ) . However, from [6] , the minimax rule is essentially unique, and thus the rule S$? is equivalent to the rule 8: ". Thus
The first inequality follows from the choice of On", and the first equality holds because 8$t is equivalent to 8;". " .is also a decision rule for the game
The first equality holds because is a minimax rule.
The first inequality follows from the fact that 8$tt is minimax and the rule 8; " is in D. Remark: A significant implication of Algorithms I and I1 is that these algorithms present a general approach to solving minimax solutions using the modified Nelson algorithm. However, in some specific problems the modified Nelson algorithm can be replaced by more efficient algorithms, e.g., in the source matching problems considered in [7] or in the channel capacity problems in [9], [lo], the modified Nelson algorithm is replaced by the ArimotoBlahut algorithm. Thus far we have described two algorithms for finding minimax rules. As we have seen, Algorithm I iterates on fixed size parameter sets; whereas Algorithm I1 iterates with varying sizes. Seemingly, they look like different schemes, but they have common characteristics. Recall that No is defined to be the maximum number of locally maximizing points of the risk function on 0 over all nonequalizer rules. If we start with an initial parameter set of size 3N0, then Algorithms I and I1 essentially perform the same iterative processes; this will be shown in the following corollary. Of course, if Algorithm I1 begins with an initial parameter set with an arbitrary size less than 3N0, in general, both algorithms will not produce the same iteration at each step.
Corollary 3: Under the same assumptions made in Section 11, if Algorithms I and I1 are initiated by any arbitrary parameter set with a size of 3N0, algorithms I and 11 are identical in the sense that, for every n at the nth iteration, Algorithm I1 arranges the parameters in 0" as in Algorithm I, deletes the last 10*~"1 parameters, and then adds parameters in e*," to the resulting parameter set. No parameters { ~~}~~~N o~l o~, n l + l (which in fact have zero probabilities). Thus this process results in the same parameter set 0"" produced by Algorithm 11.
Proof
Some remarks on Corollary 3 are given as follows. 1) In Corollary 3, it has been shown that under a mild condition Algorithms I and I1 could be regarded as the same algorithm as long as the size of the initial parameter set was chosen to be 3N0. Therefore, at any time the iterated parameter sets in both algorithms are always the same and have a constant size 3N0.
2)
Step 4) (i.e., the last step) of Algorithm I1 requires deleting all zero probability parameters to prevent the size of the parameter sets from growing; the algorithm does not have to arrange parameters as does Algorithm I. So, under the assumption No < + 00, all parameter sets are always I 3N0. On the other hand, in Corollary 3 the elements in 0" of Algorithm I1 are well-arranged and only the last 10*,"1 parameters are deleted to keep the parameter sets with a constant size 3N0 all the time. The reason that we adopted this technique is to ensure that Algorithm I1
deletes the same parameters in 0" which are being replaced by Algorithm I.
3)
As indicated in the beginning, if Algorithm I1 starts with an initial parameter set of size I 3N0, then the iterative processes may be terminated before the size of the parameter set in the last iteration reaches 3N0, but it may require more iterations than when the algorithm starts with an initial parameter set of size 3N0. So, the choices depend on the trade-off between costs.
4)
Note that we have referred only to nonequalizer rules.
If at any step an equalizer rule, a: ! . , is found, the algorithm automatically terminates.
IV. A FURTHER STUDY OF THE BAYESIAN TRANSITIVITY PROPERTY
In Section 11-A we defined the BTP, a property required for Algorithm I. In what follows we study this property further by looking at two commonly used examples; we will see later that the buffer size J needed for Algorithm I is determined by the BTP, not by No. A more detailed study on the Bayesian transitivity property can be found in PI.
Example I (Estimation Problems with Relative Entropy Loss)
Most problems of this kind arise in communication theory and have already been investigated extensively. In this example we consider the probability mass function of a random variable X defined on the samples space X which is specified by a binomial distribution with N + 1 observations. More precisely, we let Since a, p, p(xl8j") and p(xl8j"") are all probability vectors, (4.4) can be solved if J 2 N + l . This shows that the BTP is valid whenever p ( x l 8 ) is a probability mass function of a discrete random variable X , in particular this is true for binomial distributions.
2) Moment Approach: From (4.2) we derived that d , is uniquely determined by the first N moments of a, and so is ds from (4.3). This observation reveals an important fact -that the Bayesian transitivity property essentially hinges on the moments induced by the prior a.
If we are given a probability mass function of a polynomial form in 8, and if a Bayes rule d , defined on X with respect to a prior a on a parameter subset 0' is uniquely determined by the first N moments of the prior a, then for any other parameter subset 0' with the same size as e',
we are able to find a prior p on O2 such that, for each x in 
Example 2 (Estimation Problems with Squared Error Loss)
In this example we consider estimation problems with squared error loss where all assumptions made in Example 1 are the same except that the loss function is chosen to be squared error. It is well-known that a Bayes rule for an estimation problem with respect to square error loss is obtained by calculating a posterior conditional mean. More precisely, for any prior a on a parameter space 0, a Bayes rule d , with respect to a is given by E,[OIX = x ] for every x in the sample space X , that is
x ( i -e ) " -x a ( e ) de
for ~= 0 , 1 , 2 ; . . , N (4.5) where the term CN,x appears in both numerator and denominator and has been canceled out.
Obviously, the algebraic method suggested in Example 1 cannot be directly applied to proving the BTP. However, if we compare (4.5) with (4.1) we will find that for each x the Bayes rule d,( x ) in (4.1), is exactly the denominator of the d , ( x ) in (4.5) scaled by the constant CN,x. On the other hand, the numerator in (4.5) is simply specified by the moments of the prior a on 0'. Therefore d,(x) in (4.5) is uniquely determined by N + 1 moments of a on 0'. As shown in the expression of ( 4 3 , one more moment is required than that in (4.1) (i.e., N + 1 st moment). This extra term is due to the numerator in (4.5) when x = N . Consequently, the moment approach is readily applied here. A simple example to illustrate how the moment method is applied to finding the desired / 3 which will yield d s ( x ) = d , ( x ) for x = 0,l;. ., N is given in [SI.
Although we only considered binomial distributions for p(xlB), the argument can be carried out to deal with Poisson and Gaussian distributions by using the Stone-Weierstrass approximation theorem. The details can be also found in [8] .
We close this section with some comments on the relationship between BTP and No. Recall that, in the previous examples, the sample distributions with which we dealt were polynomials in 8. It follows that No is finite and the BTP is valid by applying either the algebraic approach or the moment approach. As a result, Algorithms I and I1 are applicable. This idea reduces the problems of proving No < + CO and BTP to that whether or not we can approximate a sample distribution by a polynomial uniformly on 0. Fortunately, under some regularities (e.g., 0 is compact and the risk function is continuous on 0) this can be done within any assigned degree of accuracy by a well-known theorem, the Stone-Weierstrass approximation theorem (see the Appendix). The significant implication of this theorem offers a connection that, in the some sense, requiring No < + 00 is equivalent to justifying the BTP, and thus Algorithms I and I1 have the same extent in applications to which we have freedom to choose either one for implementations. However, note that before applying Algorithm I we ought to find J which is equivalent to proving the Bayesian transitivity property. Hence, whenever there is a difficulty with determining J , Algorithm I1 is always preferred. Nevertheless Algorithm I has an advantage that it only needs J buffers, and thus it is more efficient than Algorithm I1 when J or No is large.
V. NUMERICAL RESULTS
In the last section we studied the theoretical bases for Algorithms I and I1 on estimation problems with relative entropy loss and squared error loss. Now we study two numerical examples corresponding to Example 1 and 2, respectively, and analyze the relative performance of Algorithms l and 11.
Example 3 (Channel Capacity Problems)
Basically, this example was studied in [5] , and numerical results obtained based on Algorithms I and I1 were also given there. However, to see how Algorithms I and I1 apply to channel capacity problems, we briefly discuss this application and include some numerical results regarding the global maxima replacement for Algorithm I and the global maxima addition for Algorithm I1 not available in
[lo] but in [9] and also refer all the details to [9] , [lo] . It is easy to see that the parameter space is characterized by the input space, the sample space by the output space, the action space by [0,1], a decision rule..by an L + 1-dimensional probability vector and the risk function is 4 For any input probability vector p the optimum output probability vector q, * is the Bayes rule with respect to p .
Furthermore, by the algebraic method the BTP is satisfied by choosing J = L + 1, the number of channel outputs.
The numerical results are obtained based on two different policies for forming new parameter sets after completing an iteration cycle, i.e., the global maxima replacement (addition) and the local maxima replacement (addition) for Algorithm I (11). L + 1 ranges from 2 to 30 and the error threshold is set to be 6 X Fig. 1 shows that for each L Algorithms I and I1 converge to nearly the same value for both cases (global maxima and local maxima). (Note that in Figs. 1, 2 , and 3, G and L are abbreviations of global I maxima and local maxima.) Table I also shows that the global maxima replacement (addition) generally requires more iterations than does the local maxima replacement (addition). Moreover, from Table I we also learn that both algorithms are indeed very efficient. In most cases only two or three iterations are needed to terminate execution (no more than 6 iterations overall). A surprising observation from Table I shows that the global maxima addition for Algorithm I1 outperforms the local maxima addition for Algorithm I1 and even Algorithm I. This is because Algorithm I1 deletes all zero probability parameters (in this example, we delete all parameters with probabilities less than l o -* ) before adding new parameters. For instance, when L + 1 2 20 the global maxima addition for Algorithm I1 requires less parameters than L + 1 which is required for Algorithm I and also less than does the local maxima addition for Algorithm 11. On the other hand, for L + 1 = 14, the local maxima addition for Algorithm I performs better than both Algorithm I and the global maxima addition for Algorithm 11. By and large, this example shows that the global maxima addition for Algorithm I1 has better performance than Algorithm I and the local maxima addition for Algorithm I1 at the expense of requiring more iterations. However, as long as the size for the initial parameter set can be preset by L + 1 in advance without considering buffer problems through the entire execution, Algorithm I is generally preferred to Algorithm 11.
Example 4 (Estimation Problems with Squared Error Loss)
In this example we continue to investigate Example 2 by implementing Algorithms I and I1 on computers for a general binomial distribution where the sample space con- . . The error threshold is set to be Since the conditional binomial distribution is symmetric with respect to 1 / 2 , we can confine ourselves to the range [0,1/2), Therefore, whenever a 6 E [ 0 , 1 / 2 ) is selected, its symmetric point 1 -19 E ( 1 / 2 , 1 ] is also chosen. On the other hand, according to the moment approach, the size of iterating parameter sets, J for Algorithm I is N + 2, for we need determine N + 1 moments and plus one extra N + 2nd moment resulted from the numerator in (4.5). Because 1/2 is the midpoint of [0,1], 1 / 2 is always included in the initial parameter set 0'. So, we set J = 2 N + 1 by incorporating the symmetric points with respect to those parameters chosen from [0,1/2). For instance, for N =1, we have two observations, and thus we need three parameters (i.e., 0,1/2,1). This fact has been seen in the thrd comment following the assumptions made in the very beginning of Section 11. At this moment, we would like to point out that in this example we chose 2 N + 1 for J, but it does not mean that J must be at least 2 N + 1 . This can be seen from Table I1 where, in general, the number of parameters for Algorithm I1 is actually less than the J chosen for Algorithm I for most cases, particularly, when N is increasing. The reason for choosing 2 N + 1 for Algorithm I is to ensure that there are always enough parameters. The numerical results show that, whatever parameters we start with for Algorithms I and 11, the parameters 0,1/2,1 are always chosen and the results in Fig. 2 yielded by these two algorithms are very close. Fig. 3 also shows that, although Algorithm 11 iterates finite parameter sets with varying sizes, it generally requires much fewer parameters 1  1  2  1  1  3  3  3  3  3  3  3  3  2  3  3  3  2  2  2  2  2  2  2  2  2  2  2  2 "~= 6 X 1 0 ' . L.=l-29. 
VI. CONCLUSION
Two iterative algorithms (Algorithm I and Algorithm 11) for solving minimax rules for general decision problems were presented. Both algorithms are designed based on iterative processes that successively select a finite set of parameters from the original parameter space that is generally uncountable. By means of a sequence of improved finite approximations, the algorithms eventually generate the desired minimax rule. It has been shown in Example 3 of Section V that Algorithm I is preferred to Algorithm I1 in the sense that at Algorithm I iterates on a finite fixed-size parameter set. On the other hand, Example 4 shows that Algorithm I1 is better than Algorithm I in the sense that Algorithm I needs more parameters for iterations than does Algorithm 11, albeit algorithm I1 utilizes parameter sets with different sizes. The main difference between these two algorithms is that the Bayesian transitivity property is automatically satisfied for Algorithm 11, whereas the BTP must be justified before Algorithm I is used. Consequently, whenever it is not clear that the BTP is valid, Algorithm I1 is always desirable.
It is worth noting that in a recent study [ll] we have shown that there is a resemblance between the algorithms proposed in this paper and Remez's algorithms arising in Chebyshev approximation theory. Based on implementational techniques, Algorithm I is analogous to Remez's second algorithm (or Remez's exchange algorithm) and Algorithm I1 corresponds to Remez's first algorithm. In particular, the Haar condition imposed in Remez's algorithms has a property similar to the Bayesian transitivity property. This surprising discovery suggests that Algorithms I and I1 may find applications in digital filter design.
APPENDIX CONDITIONAL DISTRIBUTION BY A POLYNOMIAL CONDITIONAL DISTRIBUTION
In Section IV we showed that, with respect to some common loss functions, the BTP is satisfied for either a finite sample space or a conditional polynomial probability density function. Here we will prove that this property can be even carried through a continuous conditional probability density function by any desired degree of accuracy. Moreover, to prove this assertion, we further establish a general theorem that has its own interest and can also be applied to various Bayes problems to make arguments tractable.
Recall that in the earlier assumptions 0 and A are compact and L ( 0 , a ) is jointly continuous on 0 X A . Therefore, L is AN APPROXIMATION THEOREM OF A CONTINUOUS -137 uniformly bounded by a positive number M . In addition, by the Stone-Weierstrass approximation theorem, for any x in X a continuous conditional probability density function p ( XIS) on 0 can be approximated by a polynomial P ( x l S ) uniformly on 8 within any assigned degree of accuracy. Let { P,(xJB)} be such a sequence of polynomials which uniformly approximate the p ( x I 0 ) . Then for any arbitrarily small 0 < E < 1 there is a positive integer N ( x ) depending on x such that for n 2 N ( x ) we have ( p ( X I S ) -P,( x l 0 ) I < c / 2 uniformly on 0, i.e.,
In inequality (A.1) we note that the integer N ( x ) varies when x ranges over the sample space X . To find an N independent of x we further look at the given probability density function p ( x ) S ) which is continuous on X X O . It is apparent that if 0 is compact p ( x l 0 ) converges to 0 uniformly on 0 as llxll+ + CO. Accordingly, for this given E > 0, a positive number C exists such that p ( x I 6 ) < r / 2 uniformly on 0 whenever 11x11 > C, and in this case we simply let P( XIS) = 0. On the other hand, for IJxJJ I C, x lies in a compact set K bounded by C. Without loss of generality, we may assume that Then for n 2 N and any x in K there exists an x, such that x E K,, and from (A.1) we have i.e.,
O < p ( x ( S ) -c < P , ( x , l S ) < p ( x ( S ) + c < l + c (A.2)
It is important to note that the (A.2) holds for all x E K , i.e., all llxll I C. In particular, (A.2) holds for probability density functions belonging to exponential families. Of course, if X is finite, (A.2) follows immediately by simply letting N = m a , , E u N ( x , ) .
As we defined earlier, if 
& ( e ) = Therefore, if we let then /Pn(x,10)2(0)CPn,, = P n ( x , l 0 ) a ( 0 ) . The sequence of { P,(x, 10)) constructed by the Stone-Weierstrauss theorem are all polynomials in 0 unless P,(x,l0) = 0 and the constant Cpn,, depends only on the given prior a and P,(x,l0) which are fixed throughout the problem. In addition, notice that Cpn,, is an expectation of h ( 0 ) with respect to the prior a, of which h ( 0 ) is a finite sum of P,( x, 10) over F, and thus it is again a polynomial in 0. This implies that Cpn,, is indeed determined by all moments of the given prior a( 0 ) generated by the polynomials P,( x, 10) for all x, E F. According to the moment method described in Section IV, the Bayesian transitivity property works for any arbitrary polynomial probability density function. Hence, instead of using p ( x l 0 ) we would rather deal with the sequence of { Pn(x,lO)}. 
This verifies the following result.
Lemma A I : Given continuous conditional probability p ( xl0) and a jointly continuous loss function, there exist a finite subset F in X and a sequence of polynomials { Pn(x,lO)} for some x, E F such that for any prior a on 0 and any decision rule 6 in D*, the Bayes risks defined by (A.6) converge to the original Bayes risk for p ( x ( 0 ) .
As a matter of fact, a more compact form for Lemma A1 can be proven by straightforward justification and stated as the following theorem: Theorem A I : Given continuous conditional probability density function p ( x l 0 ) , 0 E 0, 0 compact, and an E > 0, then there exists a polynomial approximation j ( x l 0 ) such that the minimax risk using p and j differ by no more than E. Furthermore, under any polynomial conditional distribution and a jointly continuous loss function, r( . , .) will have at most No local maxima, and thus the BTP is satisfied.
Although the above theorem was proven under the assumption that the sample space X is compact, it can be extended to the case of X not compact, particularly, countably infinite. By means of a truncation technique this can be easily justified by truncating the tails of X and replacing it with a single probability for the truncated tails, such that an increasing nested sequence of such truncations will converge to r( a, 6) .
The significant implication of this theorem is that whenever a Bayes problem is considered it suffices for us to restrict a continuous conditional probability density function to a class of specific probability mass functions on a compact space induced by polynomials constructed from the Stone-Weierstrass approximation theorem so that the resulting Bayes risks will only differ from the original Bayes risk by a negligible amount. As a result, the BTP can be carried through continuous conditional probability by this technique. Furthermore, if we let rx, be the degree of P,(x,(B) and r = maxx,,Frx,, then the BTP determines J , the size of an initial parameter set, which is chosen for Algorithm I beforehand. In other words, J depends on r and is a function of r . We demonstrate below how this technique is applied to proving the BTP.
If the error between r ( a , 6 ) and Fn(a, 6 ) is negligible, then in any Bayes problem it suffices to consider Fn(a, 6) rather than r ( a , 6 ) . Let aP,, E arg[min,Fn(a,6)] where 6p,m is a Bayes rule with respect to the prior a and the probability density function p . Since the following loss functions are convex, we can restrict a decision policy to a nonrandomized rule and denote it by dp,,.
1) If the loss function is square error, i.e., L ( 0 , d ( x ) ) = (0 -d (~) )~, then the Bayes rule with respect to a prior 2 is given by a posterior conditional mean as follows: v So, this implies that the decision dlr,? ;(x) is determined by all moments of a generated by the polynomials P,,(x,lB) for all x, E F and 0.
To prove the BTP, we assume that 0' and O2 are two parameter sets in 0 with the same cardinality and the Bayes rule As we have seen, for any x in X there exists an x, E F, x E K,r and from (A.7) d,p,z ,,(x) is determined by all moments of a on 0' generated by the polynomial P,,(x,lO) and 0 in 0'. Now applying the moment approach described in Section V to dr,,pl ;, for all x 6 X .
1
This proves that dfPn,, satisfies (O', 02) Bayesian transitivity property. In the meantime, to apply Algorithm I we have to know how large J is. From (A.7) we easily derive that J 2 r + 1 where r = max, E r,, and r,, is the degree of Pn(x, le). , then for any x in X there exists an x , such that x E K,, and the Bayes decision dfP,,&(x) with respect to a prior 2 is given by So, the decision dfp,,a( x ) is also determined by all moments of a on 0 generated by the polynomials P,,(x,lO) for all x , in F and Cp0,,. However, recall that which implies that the constant Cpn,, is also determined by all moments of a generated by the same polynomials Pn(x,)B) for all x, in F. Now let 0 ' and O2 be two parameter subsets in 0 with the same cardinality. By the moment approach, there exists a j3 on O2 such that, for any x , in F, and thus (A.11) can be expressed as where Once again, we note that Cpn,s is also determined by all moments of P on 0 ' generated by the polynomials P,(x,(O) for all x , E F. i.e.,
Obviously, (A.14) is not generally true. However, as we have seen previously, both constants CPn,, and Cp,, are, respectively, determined by all moments of priors a and P generated by the same polynomials Pn(x,le) for all x , E F. By the moment approach and (A.14), Cpn,,= Cp,,B. Therefore, the (@',e2) BTP is satisfied for relative entropy loss. In this case from (A.ll) the size of an initial parameter set chosen for Algorithm I, J , is no less than r where r is defined as the same as case 1). Finally, when we make comparisons between the two different loss functions considered in cases 1) and 2), it turns out that 1) For case l), (i.e., square error loss) it follows from (AX) that the Bayes rule dr, with respect to the prior iu does not depend on the constant dpn,, since Cpn,, is cancelled out during computations. However, for case 2) (i.e., relative entropy loss), it can be seen from (A.ll) that the Bayes rule d, + with respect to the prior 2 does depend on the constant CP,,, which appears in the denominator of drp.,,.
2) As we have noticed, the size of an initial parameter set chosen for Algorithm I relies on the BTP, e.g., J 2 r + 1 for case l), and J 2 r for case 2). This is because in case 1) the Bayes rule d f p in (AX) is determined by all moments of a generated by all pofynomials e)( x, 10) for all x , E F and 8; by contrast, in case 2)
there is no 6 generating an extra moment of a.
3) In spite of these differences, the BTP is satisfied for both cases. What is more, since in both casss the constants CP,,, and Cpn,B are, respectively, determined only through by the moments of a and , L3 generated by the same polynomials P,,(x,lO) for all x , in F, it yields that Cpn,, = Cpn,s, and thus these two Bayes rules are indeed the same, i.e., dfPn,, = dfpn,a. 
