In this study, we investigate a new approach for examining the separation of the brain into resting-state networks (RSNs) on a group level using resting-state parameters (amplitude of low-frequency fluctuation [ALFF], fractional ALFF [fALFF], the Hurst exponent, and signal standard deviation). Spatial independent component analysis is used to reveal covariance patterns of the relevant resting-state parameters (not the time series) across subjects that are shown to be related to known, standard RSNs. As part of the analysis, nonresting state parameters are also investigated, such as mean of the blood oxygen level-dependent time series and gray matter volume from anatomical scans. We hypothesize that meaningful RSNs will primarily be elucidated by analysis of the resting-state functional connectivity (RSFC) parameters and not by non-RSFC parameters. First, this shows the presence of a common influence underlying individual RSFC networks revealed through low-frequency fluctation (LFF) parameter properties. Second, this suggests that the LFFs and RSFC networks have neurophysiological origins. Several of the components determined from resting-state parameters in this manner correlate strongly with known resting-state functional maps, and we term these ''functional covariance networks''.
Introduction
R esting-state functional connectivity (RSFC) has become an increasingly popular technique of functional magnetic resonance imaging (fMRI). As first proposed by Biswal et al. (1995) , in the absence of external stimulus, lowfrequency fluctuations (LFFs) in the blood oxygenation level-dependent (BOLD) MR signal can be used to reveal brain networks (Greicius et al., 2003; Lowe et al., 1998; Xiong et al., 1999) . Several resting-state networks (RSNs) have since been identified, such as the sensorimotor, executive control, visual, and default mode networks (DMN) (Beckmann et al., 2005; Damoiseaux et al., 2006; Raichle et al., 2001; Seeley et al., 2007) . Methods for determining these networks include seed-based correlations and independent component analysis (ICA) of voxel time series (Calhoun et al., 2002; Kiviniemi et al., 2003; McKeown et al., 1998) .
Though RSFC has been widely used, to date no complete theoretical or physiological explanations for the importance of these specific low frequencies (which correspond to lengthy timescales of 10-100 sec) have been given. Moreover, in some cases, it has been suggested that signal sources are significantly cardiological, respiratory, or vascular in nature (Birn et al., 2006; Chang et al., 2009; Shmueli et al., 2007; van Buuren et al., 2009; Wise et al., 2004) . However, important studies have shown that RSFC cannot be explained solely by these sources: (1) filtering for cardiac and respiratory components leaves a strong LFF signal, from which RSNs are detected (Biswal et al., 1995; De Luca et al., 2006) ; (2) in disease studies, clinical subjects and healthy controls with similar cardiac and respiratory patterns have shown significant RSFC differences in specific ROIs ( Jones et al., 2010) .
Several RSFC parameters have been developed, such as the amplitude of LFFs (ALFF) (Zang et al., 2007) , fractional ALFF (fALFF) (Zou et al., 2008) , and the Hurst exponent (Bullmore et al., 2004; Maxim et al., 2005) . These have been shown to be useful in representing resting-state MRI properties on a voxel-and region-wise basis in several studies of healthy and diseased populations. The test-retest reliabilities of ALFF and fALFF have also been shown to be moderate to high, particularly in gray matter (GM) . While the significantly higher performance of each parameter in gray matter compared to white matter (WM) is suggestive of their important neuronal content, however, the exact information of these parameters (such as in regards to neuronal firing) remains undetermined. Consequently, the relative efficacy of each parameter in elucidating RSFC information is also uncertain, and, for example, Zuo et al. (2010) found that the test-retest reliability of ALFF was slightly higher than for fALFF, whereas the latter was found to have higher specificity and determined to be more effective at minimizing cardiac and respiratory contributions. Additionally, the BOLD signal standard deviation, r, has also been used in studying the resting state, along with the closely related standard deviation of BOLD signal filtered to LFFs only, r LFF (see, e.g., Kannurpatti and Biswal, 2008) . The relations of these parameters are given, for reference, in the Appendix.
Another means of utilizing these RSFC parameters would be on a global basis to investigate the presence of underlying, extended spatial structures across populations (as opposed to their local properties). Using the intersubject variation of properties, for example, Mechelli et al. (2005) found network patterns in how regional gray matter volume (GMV) covaried across subjects and suggested that structural variations were linked to underlying differences in physiological factors and neural circuitry. Such structural connectivity networks have been found to be useful in investigating development (Zielinski et al., 2010) and aging (Bergfield et al., 2010) . The appearance of networks due to intersubject covariance was attributed to the presence of some common, underlying influence within the brain of each subject, rather than to a null case of the given structural property occurring independently per region within the brain.
An analogous approach for investigating functional networks would be to investigate the intersubject covariance of local RSFC parameters. This would provide information about underlying RSFC (e.g., spatial patterns, intersubject variability, and robustness) in a manner separate from and complementary to the usual time-series driven approaches. It is known that, in the resting-state BOLD signal, the amplitudes of the LFFs, as well as the shape of spectra in general, vary among subjects. We hypothesize that the spatial patterns of covariance of RSFC patterns in known networks will show that these amplitudes and the spectral shapes are due to influences of the networks as a whole, instead of due to local and independent features. This would suggest a common influence underlying the given property within a network.
Here, we use the intersubject variability of ALFF, fALFF, H, and r to determine the presence of nonlocal patterns in RSFC parameters across the brain. Similar analysis is also performed with non-RSFC parameters, the mean of the BOLD signal and GMV (from MPRAGE) parameters, to compare results using quantities which are variously weighted for metabolic, hemodynamic, and anatomical content. Patterns of spatial covariance of the relevant RSFC parameters (not the time series) across subjects are here referred to as functional covariance networks (FCNs) and are shown to be related to known RSNs. Spatial ICA and seed-based correlation are used to analyze data sets formed by concatenating individual parameter maps to determine spatial maps based on intersubject variance. Two independent data sets are analyzed separately, testing the robustness of the method and of the results.
We hypothesize that meaningful RSNs will be elucidated by analysis of the covariance of RSFC parameters and not by non-RSFC parameters. We note that such patterns would not be observed if RSFC parameters (particularly the amplitudes of the low frequencies, ALFF) were determined without some form of global influence (per individual). We show that several of the components determined in this manner correlate strongly with known RSFC maps, calculated from over 1000 data sets as part of the 1000 Functional Connectomes Project (FCP) . By examining several parameters in similar fashion, we are also able to compare ways in which each represents the RSFC on a group level, potentially influencing the parameter choice in future studies.
Materials and Methods

Data acquisition
In this study, two subsets of the publicly available FCP database were analyzed. Data from a total of 391 subjects having both a resting state fMRI (rs-fMRI) and a T1-weighted MPRAGE scan were downloaded from the www.NITRC.org website. The first group contained 198 subjects collected at Beijing Normal University (BNU) (76 M/122F; age 18-26; time of repetition (TR) = 2 sec; volumes = 235); functional resolution was 3.125 · 3.125 · 3 mm with 64 · 64 · 36 voxels, and anatomical (T1) resolution was 1.330 · 1.0 · 1.0 mm with 128 · 177 · 186 voxels. The second group contained 193 subjects collected at the Harvard University (HU) (75M/123F, age 18-26; TR = 3 sec; volumes = 119); functional resolution was 3 · 3 · 3 mm with 72 · 72 · 47 voxels, and anatomical resolution was 1.2 · 1.198 · 1.198 mm with 144 · 192 · 192 voxels. Additionally, results from analysis of the entire FCP database were utilized for comparison, in particular, a set of 20 resting-state ICA-derived spatial maps shown in Figure S3 of Biswal et al. (2010) .
Preprocessing
All subject data were preprocessed using a standard scheme implemented with AFNI (Cox, 1996) and FSL software tools ( Jenkinson and Smith, 2001; Smith et al., 2004) , following the procedure described by Biswal et al. (2010) . Data were motion corrected with respect to the mean image; spatial smoothing was performed with a 6-mm full-width at half-maximum (FWHM) Gaussian blur, and temporal filtering (when utilized) was done in the LFF range of 0.01-0.1 Hz. Linear trends up to second order polynomials were removed from the data. All the preprocessed data sets were also transformed in the 3-mm Montreal Neurological Institute (MNI) standard brain (Mazziotta et al., 2001) . Five subjects were removed from the BNU group due to significant head motion, leaving a total of 193 subjects in that data set. Statistics of maximum subject motion parameters (mean, standard deviation, and maximum for linear translation and rotation) for each group are given in Table 1 , with motion in all cases being approximately £ 1 mm.
For each subject, ALFF, fALFF, Hurst exponent [calculated using a publicly available, wavelet-based method of Abry and Veitch (1999) ], and r were estimated on a voxel-wise basis for the whole brain. Additionally, the mean (l) of unfiltered resting-state BOLD signal was also calculated on a voxel-wise basis. (Analysis with r LFF , as calculated in the Appendix, was also performed, but, as expected, this yielded nearly identical results to those of r, so that only those of the latter are presented here.) Finally, as a control representing 204 TAYLOR ET AL.
anatomical structure, GMV values (from the MPRAGE/T1 weighted images) were computed as well. Similar to the approach implemented by Mechelli et al. (2005) , segmentation of the anatomical image was performed using a unified segmentation algorithm Friston, 2000, 2005) implemented in Statistical Parametric Mapping Software (SPM8) with Matlab (MathWorks, Natick, MA). For each of the subjects in the HU and BNU groups, the anatomical MPRAGE image was segmented in to gray matter and transformed into MNI 3-mm standard space. An additional modulation step was also performed on the segmented images as part of the voxel-based morphometry (VBM) processing scheme, to preserve the total amount of gray matter in each voxel before and after the transformation into MNI standard space (Good et al., 2001 ). The group-wise analysis of the six variables of interest is described below (the parameter formulations and relations are given in the Appendix).
Calculations of connectivity maps
For each data set having a total of M subjects, a parameter of interest (for example, ALFF) was calculated for each of the voxels in the brain (see schematic diagram in Fig. 1 ). This process was repeated for each of the M subjects in the group, and the standard space parameter maps were concatenated to form a 4D data set of M discrete points; that is, the end result resembled a typical whole-brain set of time series, but in this case each time point was an individual subject and each voxel value was a parameter value (in this example, ALFF). To avoid confusion with the MR-acquired time series, we refer to this set as a ''subject series.'' All analyses conducted were independent of the arbitrary order of subjects, and randomly selected subsets of each group produced similar results. For both BNU and HU data sets, this process was repeated to create a subject series for the following types of parameters: resting state functional (ALFF, fALFF, H, and r), l, and GMV.
Spatial ICA was then implemented on each whole-brain, parametric subject series data set using probabilistic ICA implemented in MELODIC software (http://fmrib.ox.ac .uk/analysis/research/melodic/). The number of independent components (ICs) was selected to be 20, with this commonly chosen model order in resting-state analyses matching that of the FCP data analysis. Each of the ICA maps was transformed into an unthresholded Z-score map, which was directly compared to RSFC maps (also containing unthresholded Z-scores) calculated from the whole FCP data set to find corresponding or matching components. It should be noted that the FCP resting-state maps were calculated from standard ICA of concatenated time series (not from subject series analysis).
To derive matching components between the subject series, ICs with the known RSN components, a correlation matrix (weighted by Z-score) between the set of 20 FCP spatial maps, and a set of 20 subject series ICA maps was generated. For each FCP component, the IC with a maximum matrix value was selected (and visually verified); unweighted spatial cross-correlation coefficients for each matched component were recorded for comparison and significance testing (Smith et al., 2009 ). For both the HU and BNU data sets, standard group ICA (for 20 components) was performed on the BOLD time series, using the temporal concatenation approach available through FSL. Resulting components were matched to FCP ICs in similar manner as those of the subject series. For all cases, similarity of Z-score maps was quantified using correlation coefficients, from which a significance level can be roughly approximated. We note that taking into account the conservative estimate of & 500 total degrees of freedom (& 37,000 GM and WM voxels, 6-mm FWHM smoothing over 3-mm-isotropic voxels, and left-right symmetry) and multiple comparisons (20 by 20) for the data sets, correlation values r > 0.25 correspond to a corrected significance p < 10 À5 (Forman et al., 1995; Smith et al., 2009 ). Additionally, seed-based correlations of the subject series (calculated as shown in Fig. 1 ) were calculated to investigate connectivity within the DMN. The seed voxel was selected from within the posterior cingulate cortex (PCC) with a coordinate (À5, À49, 40), as used by, for example (Fox et al., 2005; Biswal et al., 2010) . From this matrix, a parameter of interest (e.g., ALFF) is calculated from each subject's time series, and the results are concatenated as shown to produce a matrix with rows of ALFF values per subject. Each column then contains a subject series of parameter values for a given voxel, which provides the input to the ICA (as well as for seed-based correlation) for calculating FCNs. ICA, independent component analysis; FCN, functional covariance network; BOLD, blood oxygen level dependent; ALFF, amplitude of low-frequency fluctuation. Rotations (roll, pitch, and yaw) are given in degrees, and translations (dS, dL, and dP, in the superior-inferior, left-right and posterioranterior directions, respectively), in mm.
Results
ICA comparisons
BNU, Beijing Normal University; HU, Harvard University.
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FIG. 2. Z-score maps from ICA for the FCP (first column) and BNU (columns 2-7), where the given parameter for the latter is given at the top of each column. The number of each FCP component corresponds to that of the original article , with components grouped by network: FCP 1-3, visual (vis); FCP 5, 6, and 13, default mode (DM); FCP 15 and 19, sensorimotor (sm); FCP 12, basal ganglia (bas); FCP 16, salience (sal); and FCP 9, the dorsal attention (datt). Thresholding of each map is described in the text, with highest Z-scores in yellow. FCP, Functional Connectome Project; BNU, Beijing Normal University.
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ICs were thresholded for visualization, using cluster-based thresholding with Z > 2.3 and a cluster extent of p < 0.01. The first column represents the FCP maps (with component number shown), followed by the ICs for the standard BOLD time series, ALFF, fALFF, H, r, l, and GMV. [Axial slice numbers were chosen to match those of the Biswal et al. (2010) , except for IC 6.] Several known RSNs are represented by individual or groups of FCP components. Relevant ones for this study are shown, grouped appropriately, in the first columns of Figure 2 (and Fig. 3 ). The visual network is shown by FCP 1, 2, and 3, with striate and extrastriate portions being distinct. The DMN is represented by FCP 5, 6, and 13, with highest Z-scores, respectively, in the ventralmedial prefrontal, the posterior cingulate, and the medial prefrontal cortices. The sensorimotor network is given by FCP 15 and 19 (somatosensory), and FCP 12 shows the basal ganglia network. FCP 16 corresponds to the anterior insula, part of the salience network, and FCP 9, to the dorsal attention network. The associated (unweighted) spatial cross-correlation coefficient values for the subject series parameters are given in Table 2 . A large overlap of high Z-score regions is observed for most resting-state parameters, with corresponding correlation values r > 0.25; as estimated in the Methods, this correlation value corresponds to a corrected significance of p < 10 À5 . In many cases, correlation between ICs was much larger than r > 0.4.
An analogous set of images for the HU group is shown in Figure 3 , with associated correlation values also given in Table 2 . In several cases (and depending on the parameter), multiple FCP components were represented by the same IC from the subject series (see Table 3 ); this particularly occurred for the visual network, the sensorimotor network, and the prefrontal components of the DMN. In general, the dorsal attention network was poorly represented by each subject series in terms of both high Z-score overlap and spatial cross-correlation.
It should be noted that typically the same subset of FCP components had high correlation with ICA results of the BNU and HU data sets. For example, in both the HU and BNU subject series data sets, a single IC represented the visual cortex, while the visual network was split into three components for the FCP case (and two components for the BOLD time series). Moreover, the BNU and HU data sets typically yielded similar looking results for a given parameter, particularly for resting-state variables, as well as roughly similar correlation values, in most cases (Table 2) . For both subject series, fALFF was the parameter which yielded highest overall correlation to FCP components (tied with ALFF for the BNU set; as seen in average values in Table 2 ) with GMV being the least.
Mean and standard deviation of intersubject variability of ICs
The mean and standard deviations of the HU and BNU subject series values of RSFC parameters are shown in left and right columns, respectively, of Figure 4 . The BNU values of ALFF are approximately a factor of 2.5 times greater than those of HU, though the maps of each parameter show very similar locations of high mean and standard deviation (typically in the gray matter). Additionally, the analogous fALFF and Hurst maps of the two data sets are very similar, again showing largest standard deviation in the gray matter, with fairly uniform values throughout (with a maximum occurring around the superior parietal lobule and precuneus).
Correlating intersubject variability of ICs
The properties of the subject series associated with each ICA spatial map from the subject series data sets were also investigated. These series represent the intersubject variability associated with each spatial IC map. To compare the intersubject variability of the parameters, Figure 5 shows correlation matrices of the ICA-produced series for a given associated FCP component (i.e., corresponding to rows in Figs. 2 and  3) . The top two and bottom two rows, respectively, show values from the BNU and HU data sets. Within the visual (FCP 1-3) and HU sensorimotor (FCP 15 and 19) networks, ALFF, fALFF, H, and r were positively correlated, as were subsets of these parameters within the DMN (FCP 5, 6, and 13). The mean and GMV series were typically uncorrelated with other parameters.
Also of interest is the correlation of the intersubject variability associated with different spatial ICs for a given parameter (i.e., corresponding to columns in Figs. 2 and 3 ). These are shown in Figure 6 . The visual network was typically represented by a single component, and the DMN by two components. Variability with fALFF showed several cases of positive correlation among networks, particularly for HU, such as between vis and sm, and vis and bas; these networks also showed positive correlation with ALFF, and also for H in the HU dataset (though BNU showed much less correlation of variability between networks) and for r in the BNU dataset. Separate networks were generally uncorrelated in terms of the mean and GMV parameters. Figure 7 shows results of seed-based correlation for the parameter subject series within the DMN, for a seed voxel in the PCC with MNI coordinate (À5, À49, and 40) and images thresholded at r > 0.4. The left and right columns show BNU and HU data, respectively, and rows contain results of correlation using (in descending order): ALFF, fALFF, the Hurst exponent, standard deviation, mean, and GMV. Varied amounts of the DMN are visible in each case; fALFF and H show correlated regions in the PCC, left and right inferior parietal cortices (IPC), and the ventral anterior cingulated cortex (vACC), as well as surrounding areas; ALFF shows small regions in the PCC, and for HU in the vACC, l/rIPC, and vACC. Activity appears in the PCC for standard deviation and mean, with only the rIPC showing any correlation in the rest of the DMN, though additional regions of activity appear. The GMV showed very few voxels of high correlation (and images with lower thresholds did not show coherent regions).
Seed-based correlation
Discussion
In this study, subject series of rs-fMRI parameters were analyzed using ICA and seed-based correlation to: (1) determine a spatial covariance structure of local LFF features across different subjects; (2) compare the organization of resting-state parameter covariance with known RSNs from a large set of data, the FCP; and (3) compare this covariance structure with that of control measures, the mean of the BOLD signal and GMV. We hypothesized that the presence of covariance structures would suggest a common influence underlying the given property within a network. Moreover, in the presence of such organization, comparisons with control parameters would test against null hypotheses of whether the influence was largely hemodynamic and anatomical. To create these subject series, the resting parameters ALFF, fALFF, Hurst exponent, and r (which has been used as a resting-state parameter) were calculated across each individual's whole brain, and the results were concatenated across the group. ICA of the RSFC parameters produced several spatial maps, which correlated highly with known resting-state components (defined by FCP data) in both the BNU and HU sets. Of these parameters, r had lowest overall correlation to FCP RSNs (Table 2) , with significantly lower values than fALFF and Hurst for the HU data set, but not for any other resting-state parameters for BNU (Table 4 ). Spatial maps derived from the mean of the BOLD signal and GMV tended to have lower correlation with FCP components, with the greatest overlap with in the visual network, but having significantly lower correlations to RSNs than any resting-state parameter (except for mean in BNU, for Hurst, and standard deviation; Table 4 ).
Although in this study we have used rs-fMRI information from each subject to look at spatial patterns of connectivity, other investigators have previously used different measures in a similar manner (i.e., analyzing subject series). For Relevant for each column is the repetition of a given component (IC numbers are unrelated across columns and data sets) across different networks (i.e., that the parameter did not separate the networks into separate components), such as for the repeated correlation of IC 5 in the BNU set for fALFF. example, He et al. (2007) have used region-wise cortical thickness values of subject series for graph theoretical analyses, and Xu et al. (2009) have used gray matter volume for ICA, and Zhang et al. (2011) have used ALFF for seed-based correlations. We note that the FCN approach performed in this work necessarily has a higher resolution than those approaches, as the RSFC parameters were calculated per voxel. As large data sets become more easily available, network analysis both within and between subjects to aid in understanding functional brain networks should be more feasible.
Networks from ICA with resting parameters
Spatial ICA of the resting-state parameters produced several known RSNs, as found through direct comparison with components of the FCP data set. Various components of the visual network (FCP 1-3) were typically represented as a single IC, with (left and right) regions of the superior temporal gyrus and insula included in the fALFF and Hurst sets (BNU). Features of the DMN were separated into distinct components, with extra activation appearing in the medial and inferior frontal gyri, though both Hurst and standard deviation maps were missing several regions. Bilateral components of the superior temporal gyrus (FCP 13) typically did not appear in any components. For the sensorimotor components (FCP 15 and 19), the left and right precentral gyri and the cingulate gyri were represented by all RSFC parameters, excepting Hurst for HU, and not by mean and GMV. Thalamic components of the basal component appeared in most parameter sets, with a generally smaller spatial extent than in FCP 12. The salience network in FCP 16 was best represented in ALFF and fALFF for both data sets. Both the inferior parietal and paracentral lobule features of the dorsal attention network (FCP 9) were missing for all parameters, and correlations were typically quite low (with the same component for the sensorimotor network showing highest correlation); possibly weak correlation is shown for the right inferior parietal component for HU ALFF, but most likely this component was not uniquely identified by the intersubject covariances.
The recapitulation of several known RSNs by ICA of the resting-state parametric subject series (Figs. 2 and 3) , as well as by seed-based correlations (Fig. 7) , provide a new groupbased method of reconfirming the components of RSNs themselves and, importantly, their large-scale organization across the brain. In this case, parameters of resting-state properties vary across subjects independently, but they appear to have similar variance patterns within a given network; hence, we term these ''functional covariance networks'' (FCNs). That is, knowing how the fALFF value, for example, in voxel ''x'' varies across subjects would yield significant information about how the fALFF value of voxel ''y'' (within the same RSN component) would vary; however, there would be essentially no information about voxel ''z'' (outside the RSN). While RSNs are often identified as independent spatial maps, some individual regions are located in multiple networks, and the networks themselves exhibit some interrelationships, such as in divisions of ''task-positive'' and ''tasknegative'' networks (Fox et al., 2005; Mennes et al., 2010) . The manner in which such regions participate in multiple networks is not well understood. Recent work by Smith et al. (2012) has undertaken to study these regions by examining temporal correlations using a combination of spatial and Figs. 2 and 3) for the HU (top) and the BNU data sets (bottom), with column labeled by parameter. High correlation corresponds to similarity of a parameter in intersubject variability between components. For resting-state parameters, several networks are represented by a single IC (e.g., the visual and sensorimotor for most parameters), or by highly correlated time series (e.g., default mode networks). IC, independent components. temporal ICA [a sequence that has been variously implemented in, e.g., Seifritz et al. (2002) and Alkan et al. (2011) ]. The FCN approach discussed here offers another means for studying the interrelation of spatially independent networks on a group level, via intersubject covariance of resting-state properties. In some cases, the variability of parameters in FCNs, which corresponded to separate RSNs, was highly correlated, as shown in Figure 6 for the visual and sensorimotor networks, which may suggest higher level organization between these networks. Such possible relations between these and other networks will be investigated further.
RSFC properties
Numerous studies have shown that resting-state BOLD time series exhibit temporal correlations across spatially 
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extended and disconnected networks across the brain. Parameters based on the spectral features of the signal, namely, the amplitudes (both relative and absolute) of LFFs and the spectral slope, have been shown to be useful in per voxel and region-wise comparisons. In this study, we have demonstrated the covariance of these RSFC spectral parameters across subjects in coherent patterns, which correspond to several known RSNs, and this suggests that the amplitudes and relative contributions of LFFs are mediated across the entire networks in each subject. A remaining question in resting-state studies has been the relative contribution of neuronal signals of interest in the BOLD signals (and therefore, in the obtained RSNs themselves) and those of other physiological factors (confounds, such as cardiac rate, respiration, and vasculature). Previous analyses of the time series themselves have shown that cardiac and respiratory contributions to RSNs can be minimized by using appropriate filters. Importantly, the FCN results provide insight into the dependence of RSFC on the underlying structure and vasculature.
The spatial covariance of GMV, the anatomical parameter, showed no correspondence to any RSN. The parameter with greatest dependence on the underlying vasculature and hemodynamics, the mean of the BOLD signal, showed the lowest overall correlation with RSNs (averaged across ICs in Table 2 ) and showed only minor areas of high Z-score overlap (Figs. 2 and 3 ) with RSN components. These occurred in the visual network, also greatly lateralized for both data sets. The GMV components were typically uncorrelated to any known RSN.
Finally, the RSFC parameters (ALFF, fALFF, H, and r) produced high correlation and large overlap of high Z-score regions with known RSNs. The standard deviation of the BOLD signal had generally lower correlations than the other RSFC parameters; while r also has known dependence on vasculature and, as an unfiltered parameter, may be more affected by the scanner noise than other parameters, however, it has also been shown to have a strong correlation with the filtered RSFC parameter, r LFF (see the Appendix) and has been used as an RSFC parameter at times (e.g., Kannurpatti and Biswal, 2008) . High Z-score overlap with FCP components was greatest in the visual networks and also in the somatosensory component (HU data set).
The visual network was well represented by covariance patterns of all RSFC parameters, though it is interesting to note that, whereas the network was subdivided into three FCP components, such differentiation was typically not found in the ICA of subject series (Table 3) ; the standard ICA of concatenated BOLD time series also did not differentiate all three components for either data set. Similar patterns were found across RSFC variables for the somatosensory (except with r in HU and H). The majority of the extent of the DMN was represented by the parameters, though in several cases subcomponent regions were missing. The dorsal attention network appeared in standard group time series group analysis, but not for any RSFC (or other) parameters. These findings suggest that the majority of the networks arising from the use of the RSFC parameters are not primarily due to vascular origin, since then the voxels containing the vascular connections themselves would have been observed in the ICA components as well; such patterns were not observed, even for the case of the mean BOLD signal parameter, or for the anatomical GMV parameter. It is likely that these RSFC parameters and the consequent covariance networks arising may be due to neurophysiological mechanisms.
Physiological connection
In this study, we have obtained several independent networks from the intersubject covariance of rs-fMRI parameters. From the independent data sets examined here, these seem to have distinct patterns across healthy subject populations. It is possible that the predominant mechanism giving rise to this phenomenon is the underlying vasculature (blood flow and volume, vascular density), or even due to varied subject state (mood, caffeine content, time of day, etc.). However, in the case of simple vascular density, then we would expect to see RSN-like networks from the covariance of the BOLD signal mean, which was not observed. This would instead suggest the interesting possibility that the underlying mechanism relates to a neurophysiological basis for these covariance structures. Future studies are planned to further test this with positron emission tomography (PET) and arterial spin labeling (ASL) scans, whose measures relate directly to the metabolic rate (Vaishnavi et al., 2010) . Additionally, studies of certain pathologies, such as , showing significant differences. For both data sets, typically mean and GMV values showed significant differences with other parameters, while ALFF, fALFF, and Hurst showed little difference among each other (excepting ALFF and fALFF for HU). Standard deviation showed significant differences with all parameters for HU, while differing significantly only with GMV for BNU. epilepsy and schizophrenia, which lead to the alteration of the neurophysiological signal (and likewise of FCN structure) provide another avenue for investigating the underlying mechanism. Whereas previous aging studies linked the presence of structural covariance networks to various forms of maturation (Bergfield et al., 2010; Zielinski et al., 2010) , the precise mechanism of FCN elucidation in healthy populations remains to be determined; further studies, including cognitive or behavioral measures, for example, would be useful in determining further interpretations of FCNs.
RSFC parameter comparisons
In both the HU and BNU groups, fALFF-derived results provided highest mean correlation between ICs and the FCP components, and generally great similarity was observed with the high Z-score maps. For BNU, ALFF provided nearly equivalent correlations, with Hurst substantially lower ( Table 2 ). Paired t-tests of the correlation results showed that overall average results were not significantly different between RSFC parameters, except for r with fALFF and Hurst for HU. However, it should be noted that for most components, visual inspection of the thresholded Z-score maps showed greater spatial overlap for the fALFF and ALFF results (Figs. 2 and 3) . Lower H scores may be due in part to the duration of resting-state scans (235 time points for BNU and 119 for HU, relatively short for Hurst estimation), since it has been shown that estimates of the Hurst exponent depend strongly on time series length (DePetrillo et al., 1999) . Lower r scores and lower results for visual comparison were discussed in the previous section.
In the seed-based correlations (seeded in the PCC, with expectation of recapitulating the DMN), fALFF and Hurst provided high correlation coverage of most of the DMN, though both also included a large number of non-DMN regions as well. ALFF typically had incomplete spatial extent of the DMN, and the BOLD standard deviation showed only sparse coverage. Further studies are required to test the observed greater sensitivity, but lower specificity, of fALFF to intersubject covariance, which may be due to the dual aspects of increasing the information content by including amplitudes of the whole spectrum, while potentially adding more noise from the higher frequencies at the same time. As shown in Figure 5 , the time series for a given IC associated with each of the resting-state parameters tended to have relatively high mutual correlation. Even so, spatial maps for the Hurst exponent occasionally showed large deviations from those of the (f)ALFF.
The robustness of the FCN results is shown by the strong similarity of significant networks shown by the independent data sets (HU and BNU) examined in parallel here. We note that these data sets have different TRs, and previous ICA studies of resting-state data have shown that cortical components show small changes with sampling rates (Kiviniemi et al., 2004) . Additionally, ICA had been performed using 20 and 40 components, as well as determining the number to explain 90% of total variance, with similar results obtained in general. Thus, the spatial structure of RSFC appears robust even in the presence of significant intersubject variability, which has been used here to determine the global structure of amplitudes of BOLD signals. Further studies should include larger numbers of subjects to determine if the subdivisions of networks observed in the FCP may be obtained using FCN analysis.
Further applications
For large clinical data sets, analyses of intersubject covariance may help us to better understand group differences between clinical populations and healthy controls. One would expect that in clinical populations, the characteristic physiological covariance observed here would be altered in some regions so that the local LFF properties no longer reflected the same global influence as the rest of the network, potentially reflecting the disintegration of particular networks in either common or distinct manners. Such FCN-based analysis may provide additional information to that of the RSNbased techniques to better understand and differentiate the neural changes of the pathology. Such evidence would also be of importance for current attempts to classify individual brain states based on representative regions and their local LFF features. The characteristic disengagement of certain regions from the observed networks remains subject to future clinical studies, including appropriate clinical covariates.
Further analysis of this methodology for analyzing RSNs in groups will focus on the effects of group size, particularly with regard to robustness. It is possible that more networks or greater differentiation within networks would be observed by including more subjects. While in standard spatial and temporal ICA of individual and group BOLD time series, the origin of several artifactual ICs due to subject motion and vasculature are known, analogous interpretations for subject series artifactual ICs are not so clear. Certainly, some artifactual components will be due to intersubject motion and misalignment of mapped regions in standard space, but additional studies of these must be performed. The fact that the resting-state ICs in both groups were quite similar here suggests that artifacts due to head motion, misalignment, etc. were minimal. Certain populations in which known changes in brain structure exist (e.g., tumor, stroke, and traumatic brain injury) may require additional considerations (for example, in terms of alignment) for the analysis of FCNs as described here.
Variability due to the inclusion of multiple data sets (i.e., from separate institutions) also needs to be determined. However, data sets themselves are in general getting larger, making such analyses more practical. Also, the method appears to be robust, as separate analysis on two different data sets (from separate institutions) produced very similar results.
Conclusions
We have tested a data-driven, group-level approach for investigating RSNs. Using ICA on two large groups of subjects, the variance of resting-state parameters across subjects was shown to occur in spatial patterns, termed FCNs, several of which matched with known components of RSNs. These highly dynamic markers of resting-state behavior appear to change in a coordinated fashion in separate FCNs across the whole brain. The appearance of FCNs due to intersubject covariance suggests the presence of some common underlying influence for the RSFC properties within each network, rather than the LFFs being determined locally and independently. The correlation with known networks was much greater with resting-state parameters compared to BOLD 214 TAYLOR ET AL.
mean and standard deviation; this suggests that the covarying properties of RSNs are significantly greater than those from a purely vascular/hemodynamic response or underlying anatomy (i.e., driven by GMV), and that the restingstate parameters themselves (r and Hurst exponent, particularly ALFF and fALFF) contain significant information of neuronal/metabolic responses within the RSNs.
Relations of resting-state BOLD parameters
In this study, several resting-state BOLD parameters are utilized during analysis, and their results in elucidating RSNs are compared. For reference, we briefly describe the mathematical relations of the resting-state BOLD parameters here.
For discrete time series, {x n }, with N time points, the following (complex) Fourier relations hold:
with fundamental frequency O 0 = 2p/N. The further interrelation of time variables (x n ) and frequency variables (c k ) is given by Parseval's Theorem, which states:
The right hand side (RHS) describes the power spectrum of a time series, with jc k j 2 /N being the power spectral density (PSD) at a given frequency, kO 0 ; the square root of each term, jc k j/N 1/2 , is called the amplitude. For a zero-mean time series (or one from which the mean, l, has been subtracted) the LHS is simply proportional to the variance, r 
where the RHS was rearranged to reflect the inclusion of the factor of N in the PSD. From this relation, the standard deviation is simply,
_ (5) Kannurpatti and Biswal (2008) showed that a related parameter, the standard deviation of the LFF-filtered time series, was highly correlated with r. This new parameter, called the resting state BOLD fluctuation amplitude (RSFA) or r LFF , can be calculated directly from the frequency relations as:
where a and b correspond to 0.01 and 0.1 Hz, respectively. Instead of PSD terms, Zang et al. (2007) used amplitude terms of filtered series to formulate a resting-state parameter. As its name denotes, ALFF is simply the sum of amplitudes in the LFF:
though slight variations of ALFF (such as frequency average and global mean) exist as well. Comparing this term with the RHS expression for r LFF in Eq. (6), one would expect high correlation (and therefore high correlation generally with r, as the terms are essentially the L 1 and L 2 norms of spectral amplitudes (with the latter scaled by [N-1] 1/2 ). The two formulations encode qualitatively similar information. Mathematically, L 1 is always greater than or equal to L 2 , but the latter measure exhibits greater percentage change when outliers are introduced to a signal. Therefore, the relative amplitudes of subdivisions of LFFs [which have been shown to be relevant by, e.g., Buzsáki and Draguhn (2004) ; Salvador et al. (2008) ] may be represented differently by either L 1 -or L 2 -type parameters (i.e., ALFF or r, respectively), and with different susceptibility to noise (greater in the L 2 case) FALFF is given simply as the ratio of ALFF to the sum of all frequency amplitudes (up to Nyquist), so that, from Equation (7):
It is possible to describe the Hurst exponent in terms of frequency properties of the resting-state time series, as well, though most estimation methods utilize other factors, such as wavelets (Bullmore et al., 2004) . For small frequencies, one can show that PSD(k) / jkj À b :
The spectal slope, b, lies in the range [À1,1] and relates to the Hurst exponent as b = 2H-1. Thus, the relative contributions of LFF, as can be observed in the spectral slope, affect H directly, whereas r and (f) ALFF depend on summed values of LFFs.
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