THE EFFICIENCY OF STATISTICAL TOOLS AND
then t follows Student's distribution having N -2 degrees of freedom, for which tables of probability levels are available+. It will also be noted that T is distributed as r IN -1, where r is the coefficient of correlation between N pairs of observatiolns randomly drawn from two completely independent normal distributions.
It is clear-and consequences following from this will be discussed later-that the N values of T given by the observations of a single sample are not independent. It is however true to say that if for any randomly chosen xi we denote the probability that the absolute value of Ti is greater than a specified value, say To, by 
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A Criterion for th e Rejection of Outlyinkg Observations general treatment of the theory of testing statistical hypotheses have termed the control of the first kind of error. It is, however, necessary to point out that by satisfying this condition alone it does not follow that ani efficient tool has been placed in the hands of the experimenter.
This consideration has so important a bearing on the choice of statistical tests in general that it has seemed to us worth while discussing in some detail the conditions under which it appears that Thompson's method provides an efficient criterion for the rejection of outlying observations.
The efficiency of statistical tools.
What requirements should the theoretical statistician bear in mind in constructing efficient working tools for the experimenter? We think he may usefully remember two considerations which are of general application in the construction of any scientific exploratory tool:
(a) A tool is devised for use under certain limited conditions and will only be fully efficient as long as these conditions are satisfied.
(b) To test whether these conditions hold good other tools are generally needed. An illustration of the meaning of these points from a non-statistical field may be useful. The lead-line is used at sea to measure the depth of the ocean bottom. Soundings at fixed but discrete intervals of time may be taken from a moving ship either by the hydrographer who is engaged on a survey of the ocean bottom, or by the navigator who in a fog, using the hydrographer's chart, wishes to test the hypothesis that his ship is just entering a certain channel. In both cases an assumption is made that changes in the sea bottom are gradual; if there might exist unknown pinnacled rocks of great height, suidden changes in contour or sunken ships, the lead, cast at discrete intervals of time, would be an inefficient, and even dangerous, tool to rely uipon. Further, some form of dragging operation, rather than sounding, would be required to test whether it was justifiable to assume the bottom to be free from sudden changes.
The same considerations will be found to apply in the case of nearly all the tools of physical and biological science, although in many cases the conditions are so universally satisfied that the worker hardly stops to remember that limitations to the efficiency of the tool exist.
Keeping these points in mind, we may turn to the problem of the theoretical statistician who is concerned with the design of' statistical tools. In the first place it must be noted that, as in other branches of applied rmathemnatics, it is necessary for him to construct a precise but probably a simplified model which he believes will represent the phenomena of observation with sufficient accuracy to provide useful results. In so far as there is a practical problem to solve, this model will contain certain unknowns, and what is required is to devise the most effective method of obtaiting information from the data concerning these unknowns. The tool will only be efficient provided that the model is appropriate, or, in other words, provided certain conditions are satisfied. To determine whether this is the case, a different set of tools will generally be required.
Sorme of the chief procedtures of statistical analysis may uisefully be classified under two heads:
(1) The estimation of characteristics qf a population, that is to say the estimation of the values of unknowns in our model. The old procedure was to record a single-valued estimate of the unknown parameter and attach to it a probable error. More recently the conception of the confidence or fiducial interval has been introduced*. In either case the procedures employed have only a precise meaning in so far as it is possible to specify in mathematical terms the alternative forms of population distribution that are considered possible. For example, the standard error of a sample correlation coefficient, r, as ordinarily calculated, or the confidence interval, (pl, p2) t, have no exact meaning unless we can assume that the population distribution is of the normal form. Further, to test the validity of this assumption a different form of test is required.
(2) The testing of statistical hypotheses. Here the problem is to determine whether it is likely that certain uinknowns in the mnodel have specified values. In Dr Thonmpson's case, the problem is to test whether the sample has been drawn from a single normal population, but it is not possible to devise an efficient test if we only bring into the picture this single normal probability distribution with its two unknown parameters. We must also ask how sensitive the test is in detecting failure of the data to comply with the hypothesis tested, and to deal with this question effectively we must be able to specify the directions in which the hypothesis may fail. In other words, an efficient test of a statistical hypothesis, Ho, mnust be associated with a set of admissible alternative hypotheses and not solely with Ho. This set provides the model on which the statistical tool-maker can set to work.
Even when the alternatives cannot be specified in such precise form as to allow mathematical methods to be applied to full advantage, we feel sure that much is gained by a review of the types of alternatives between which it is wished to discriminate.
Limitations of the T criterion.
Approaching from this point of view the problenm of testing the hypothesis, Ho, that a sample of N observations has been drawn from a single normal population, we must ask what are the possible alternatives. Unless it is possible to conceive some alterniative to Ho there would be no justification in rejecting outlying observations. In the first place we are presumably making the assurnption that the majority of observations come from some single normal populationr; we believe 312 A Criterionfor the Rejection qf Outlying Observations however that it is possible that one or two of them do not belong to this set. We may therefore perhaps adequately represent the situation by using the following tnodel: alternative to H0 are hypotheses that k of the observations (k > 1) come from s normal populations (s < k) having different means or standard deviations (or both) from the single population from which the majority (N -k) of the observations have been drawn. The assumption of normality in the other populations is not necessary, but as far as the present discussion goes nothing is lost by making it.
OIJTLIERS IN SAMPLES OF 10 &15.
SAMPLsE NO. 
(8 ).
Since the probability distribution for any r taken at random follows the law of equation ( Thus if we use the significance level for q of 010, involvinig the risk of rejection of I observation in every 10 samples when 1Io is true, we see that under no circumstances can we reject more than 1 observation until we reach a sample of 11; we cannot reject more than 2 observations unritil N= 22; and we caninot reject more than 3 observations until N=32. This result corresponds to the extreme No doubt suitable criteria coyuld be devised for each type of alternative; thus if it were possible that 2 observationls had comne from a population with different mean to the rsemainder (Figure 1 (b) ), the criterion mlight involve the calculation of the ratio of, (i) the deviationl of the mean of two extreme observations from the mean of the whole to, (ii) the standard deviation. But this test would be quite unsuitable if the divergent observations had come from two popullations with means diverging in opposite direct;ions from the mlean of the remainder, as in Figure 1 (c) .
The statist,ician wsho does not knoxw in advance with which type of alternative t,o H0 he may be f:aced, is inz the position of a carpenter who is summoned to a house to undertake a job of an unkznown kinld anld is only able to take one tool with him ! Which shall it be ? Evenl if there is an "oamnibus"' tool, it is likely to be far less sensitive at any particular joxb than a specialised one; but the specialised tool will be quit;e useless under the wvrong conditionus.
Following the lines that Student has suggested when using "range" as a criterion*, it might be thought that a suitable " oInnibus" tool for rejecting outlying observations could be obtained as follows: (1) apply Thompson's criterion to the N observations; (2) if it rejects k > 1 outliers, apply the criterion again to the remaining N -k observations, calculating ,i and s afresh for the reduced sample; (3) repeat this process until a stage is reached when no further observations are rejected. Two points must however be remembered:
(a) Even when there are obvious outliers, the process may never get started at all for reasons already discussed. This is the case with the samples shown in Figure 1 (b)-(e) .
(b) In order to control the first kind of error (in Neyman and Pearson's sense), i.e. the risk of rejecting Ho when it is true, considerable development of theory would be required involving the determination of the simultaneous distribution of ri, T2, T3, etc.
In conclusion, since it is sometimes held that the appropriate test can be chosen after examining the data in the sample, a final word of caution is necessary. To base the choice of the test of a statistical hypothesis upon an inspection of the observations is a dangerous practice; a study of the configuration of a sample is almost certain to reveal some feature, or features, which are exceptional if the hypothesis is true. In the present instance it might appear, for exatnple, that the 1st and 2nd observations (in order of magnitude) were unusually far apart, or a gap might occur between the 2nd and 3rd or between the 5th and 6th: again, the standard deviation might be large compared to the range, or there might appear to be too few observations near the mean.
By choosing the feature most unfavourable to Ho out of a very large number of features examined, it will usually be possible to find some reason for rejecting the hypothesis. It must be remembered, however, that the point now at issue will not be whether it is exceptional to find a given criterion with so unfavourable a value. We shall need to find an answer to the more difficult question. Is it exceptional that the most unfavourable criterion of the n, say, examined should have as unfavourable a value as this ? N.B. The same limits, with negative sign, will apply to the r calculated from the lowest observation, i.e. to r(N).
In concluding this paper we should like it to be clear that we consider Dr W. R. Thompson has suggested a useful, practical criterion which the experi-
