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Inspite of the direct evidence for Cooper pairing in the cuprates as in conventional superconductors, the
pairing symmetry in the cuprate superconductors is still considered to be a controversial and a highly
debatable topic. The microscopic equations appropriate for these new materials, essentially the yttrium
based compounds, are discussed following Gorkov’s formalism for the conventional superconductors.
Various types of symmetry of the pairing parameter are considered. In this study we consider the
anisotropic nature of the gap parameter to write the mean-ﬁeld equations of the cuprates. We observe
that the symmetry of the potential is fundamental in deciding the nature of the anisotropy in the gap
parameter.
& 2012 Elsevier B.V. All rights reserved.1. Introduction
The discovery of superconductivity in 1911 by Onnes [1] has
been one of the important landmarks in the history of condensed-
matter physics. The microscopic theory of Bardeen–Cooper–
Schrieffer (BCS) [2] gives an excellent account of this strange
phenomenon considering the electron–phonon interaction
mediated singlet pairing. It is important to note that Bogoliubov
used his idea of the canonical transformation, ﬁrstly invented for
boson systems, for fermion systems with attractive interactions to
explain superconductivity [3,4]. The canonical transformation
yielded the energy of the elementary excitations (Bogoliubov
quasiparticles) whose spectrum includes the energy gap para-
meter. Bogoliubov, Gorkov and Nambu [5] reformulated the BCS
theory. N.N Bogoliubov used a Hamiltonian formulation to intro-
duce the generalized mean ﬁeld which included anomalous
averages (Hartree–Fock–Bogoliubov mean ﬁelds) while Gorkov
introduced the equation of motion for the single-particle Green’s
functions (normal and anomalous ones). Moreover, Bogoliubov
and Nambu contributed much to the understanding of super-
conducting state as the broken symmetry state [6,7]. On the other
hand, the enomenological Ginzburg–Landau theory [8] has also
been successful in describing the conventional superconductors
in which a pseudowave function can be introduced as a complex
order parameter and the spatial inhomogeneity could be wellll rights reserved.
gmail.com (A. Ghosh).taken care of. However, later it was showed by Gorkov [9–11] that
the Ginzburg–Landau theory was, in fact derivable as a rigorous
limiting case of the microscopic theory, suitably reformulated in
terms of Green’s function to allow treating a spatially inhomoge-
neous regime. Moreover, the Ginzburg–Landau order parameter
has been identiﬁed with the pair wave function and is propor-
tional to the energy gap.
In 1986, the scenario changed completely when after a long
time of silence the announcement of superconductivity at 35 K in
the La–Ba–Cu–O system [12] was made. The critical temperature
increased very rapidly in the ﬁrst few years and the materials
were mainly found to be a new class of superconducting materials
which had layers of copper and oxygen planes (cuprates). The
anomalous properties of these materials posed a new challenge to
the condensed matter physicists all over the world. Hence, the
unconventional high-Tc superconductors not only have a high
critical temperature Tc but also a complicated lattice structure.
Moreover, there are controversies about the appropriate micro-
scopic Hamiltonian, pairing mechanism, and the gap parameter
[13–15]. Pairing symmetry in cuprates is highly controversial and
no real consensus has been reached till date. The anomalous
normal state of these new superconductors is marked by the
presence of the pseudogap [16].
It is generally accepted that for many of these high-Tc materi-
als, the order parameter exhibits anisotropic behavior. However,
it is difﬁcult to establish the detailed nature of anisotropy, which
could be a pure d-wave, a mixed ðsþexpðiyÞdÞ-wave type and so
on. The phase-sensitive Josephson interference experiments have
ﬁrmly established that high-Tc materials have singlet d-wave
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half-integer ﬂux quantum effect generated by spontaneous super-
currents have also shown the cuprates to have predominantly
d-wave pairing symmetry [20,21]. Measurements [22] of the
penetration depth lðTÞ and superconducting speciﬁc heat at
different temperatures T and related theoretical analysis [23,14]
also support this point of view. The d-wave pairing symmetry was
also consistent with the results of the hole-doped superconduc-
tors [24]. A d-wave order parameter occurs naturally if singlet
pairing is mediated by antiferromagnetic spin ﬂuctuations [25].
This idea has also been explored to explain the NMR data in
the superconductor YBCO and the Josephson critical current
observed in YBCO–SNS and YBCO–Pb junctions [26]. Moreover, a
new class of c-axis Josephson tunneling experiments have been
reported by Kouznetsov et al. [19] which provide a direct
evidence of an order parameter of mixed [dx2y2 þexpðiyÞs]
symmetry in YBCO. The microwave complex conductivity mea-
surement in the superconducting state of high quality
YBa2Cu3O7-d single crystals also strongly suggests a multicom-
ponent superconducting order parameter in YBCO [27].
Moreover, Krishana et al. [28] reported a phase transition in
the high-Tc superconductor Bi2Sr2CaCu2O8 induced by a magnetic
ﬁeld from a study of the thermal conductivity as a function of
temperature and applied ﬁeld. Possible interpretation of this
measurement could be the induction of a minor s or dxy compo-
nent with a dx2y2 symmetry with the application of a weak ﬁeld
[29,30]. There have also been several recent theoretical studies
using mixed s- and d-wave symmetries [31,15] considering
different couplings and lattice symmetries that support the above
scenario.
Recently the angle-resolved phase-sensitive experiments by
Kirtley et al. [32] show that 9Dð0,pÞ9=9Dðp,0Þ9 1:2 and the gap
nodes shift by about 31 away from the diagonal direction towards
the kx axis whereas the electron tunneling experiment [33]
demonstrates a shift of 51 towards the kx axis. Moreover, the
inelastic neutron scattering and the spin dynamics experiments
also support the anisotropy in the superconducting (SC) gap. The
inelastic neutron scattering experiment in detwinned YBCO
samples demonstrated that the incommensurated peak of spin
ﬂuctuation is stronger at ðpþd,pÞ direction than at ðp,pþdÞ
direction. This anisotropy in the gap magnitude at ð0,pÞ and
ðp,0Þ and also the shift in the gap node can be taken into account
considering the isotropic s wave along with dominant dx2y2 and a
subdominant extended s wave [34,35].
More recently, low temperature scanning tunneling micro-
scopy (STM) experiments have shown that the superconducting
energy gap in some cuprates is spatially inhomogeneous [36–43].
However, at present there is no consensus regarding the origin of
the inhomogeneities in the cuprates—whether they are in charge
density, spin density, local density of states or other properties. It
could be due to the presence of the competing orders or may be
attributed to the crystal defects or impurities. An attractive
Hubbard Hamiltonian for various inhomogeneous patterns of
interacting sites [44] has been considered very recently. The
inhomogeneity has been studied within Green’s function techni-
que using a model lattice Hamiltonian in which one small region
of lattice has a different (suppressed or enhanced) pairing
strength than the rest [45]. A spatial inhomogeneity in the pairing
ﬁeld of a BCS Hamiltonian is also considered to address this
question [46]. Hence, to address the question of the symmetry
and the inhomogeneity of the superconductors [47] various types
of pairing interactions have been considered.
In this work, we utilize the elegant and simple techniques of
the quantum ﬁeld theory to consider various symmetries of the
pairing parameter and thereby determine the gap equations
restricting at this moment to the case of zero temperature. Theextension of the equation to ﬁnite temperatures can be done very
easily as it shall not depend on the symmetry of the order
parameter but only on the summation of the frequencies using
the Matsubara frequencies for fermions, on ¼ ð2nþ1ÞpT . The
d-wave equation and the coupled-gap equations in the case of
the mixed-wave symmetry are exhibited and compared with
Gorkov’s proposal for conventional superconductors and also
with recent works for the high temperature cuprates.
The paper is organized as follows: in the next section we
provide a brief description of the model and Green’s function
[9,11], in Section 3 we present and discuss the results obtained
and we conclude with a brief summary of our work.2. Model hamiltonian
In the beginning we will provide a brief discussion on Gorkov’s
work [9] that deduces the BCS equation using quantum ﬁeld
theory. The Hamiltonian in the second quantized form can be
written as
H¼
Z
 cy D
2m
c
 
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and the destruction operator aks and the creation operator a
þ
ks
satisfy the usual Fermi anti-commutation rules. The x and x0
denotes a set of four variables (coordinates r and time t). The
interaction l is equal to zero everywhere except in the narrow
region near the Fermi surface. The equations for Green’s function
is given by
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F þ ðxx0Þþ ilFþ ð0þÞGðxx0Þ ¼ 0 ð2Þ
where Green’s function is given by
Gðx0xÞ ¼ i/TðcðxÞcyðx0ÞÞS ð3Þ
and
/N9Tðcaðx1Þcbðx2ÞÞ9Nþ2S¼ e2imtFabðx1x2Þ
/Nþ29Tðcyaðx3Þcybðx4ÞÞ9NS¼ e2imtFþabðx3x4Þ ð4Þ
where Wick’s theorem has been used to decompose the average
of the product of four c operators into averages of pairs of the
operators c and cy. Using the Fourier components of all the
functions and simplifying the above equations, the gap equation
identical to the BCS equation can be written as
1¼ l
2ð2pÞ3
Z
dpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2pþD20
q ð5Þ
where xp ¼ Epm is the energy measured with respect to the
surface of the Fermi sea and D0 is the isotropic s-wave super-
conducting order parameter. These results coincide with results
of Ref [2].
Following the same procedure, we intend to modify the above
treatment to obtain the gap equations for new d-wave superconduc-
tors. Moreover, we also address the anisotropic superconductors
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type parameter.
In the beginning we consider the d-wave symmetry of the
superconducting order parameter of the cuprates. The kinetic
energy term of the Hamiltonian remains unchanged whereas the
interaction term of the Hamiltonian can now be written as
Hint ¼
1
2
Z
cþa ðx1Þcþb ðx2ÞUabgdðx1x2Þcdðx2Þcgðx1Þd4x1d4x2 ð6Þ
It is important to note that the interaction is now dependent on
the position. The ground state of the system continues to be
characterized by the Cooper pairs. Hence, we can apply the Wick’s
theorem to write down the following term as,
/Tðcðx1Þcðx2Þcyðx3Þcyðx4ÞÞS¼/Tðcðx1Þcyðx3ÞÞS
/Tðcðx2Þcyðx4ÞÞSþ/Tðcðx1Þcyðx4ÞÞS/Tðcðx2Þcyðx3ÞÞS
þ/N9Tðcðx1Þcðx2ÞÞ9Nþ2S/Nþ29Tðcyðx3Þcyðx4ÞÞ9NS ð7Þ
where 9NS and 9Nþ2S are the ground state of the system with N
and Nþ2 number of particles respectively. Using the proper form
of the potential we obtain the following equations:
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Here the ﬁrst term of the expansion (7) is not considered as it
only changes the chemical potential of the system which can be
neglected without any loss of generality. Considering the Fourier
components of all the above terms we can write the above
coupled equations as
ðoxpÞGðpoÞ
i
ð2pÞ4
Z
d4qFðqo0ÞFþ ðpoÞUðpqÞ
þ i
ð2pÞ4
Z
d4qGðqo0ÞGðpoÞUðpqÞ ¼ 1
ðoþxpÞFþ ðpoÞþ
i
ð2pÞ4
Z
d4qFþ ðqo0ÞGðpoÞUðpqÞ
þ i
ð2pÞ4
Z
d4p1Gðqo0ÞFþ ðpoÞUðpqÞ ¼ 0 ð10Þ
The above coupled equations of GðpoÞ and Fþ ðpoÞ demonstrate
the modiﬁcation due to the presence of a position-dependent
potential. To illustrate better we consider a purely attractive
short-range separable potential: Upq ¼ lf ðpÞf ðqÞ [14], where f(p)
is the angular dependence of the potential and also the order
parameter. For e.g., we can consider f ðpÞ ¼ cos 2y for the d-wave
gap of the superconductors. The above separable form simpliﬁes
the above equations and demonstrates the modiﬁcation brought
about by the potential. Hence substituting the potential and also
using the deﬁnition of the order parameter we can write
1¼ l
2ð2pÞ3
Z
d3p
f 2ðpÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2pþ9DðpÞ9
2
q ð11Þ
It is interesting to note that the second term in the coupled
equations (10) which solely contributes towards modifying the
frequency, fails to change the enominator of the gap equation (11)
as can be seen from comparing it with Eq. (5). The above fact
might be attributed to the separable form of the potential that
signiﬁcantly simpliﬁes the calculation and reproduces the mean-
ﬁeld form of the gap equation. The above equation can be solvednumerically to determine the order parameter and thereby the
thermodynamic quantities for the d-wave superconductor.
In case of cuprates there are various indications that the
symmetry of the gap parameter is not purely d-wave but involves
a minor component of s or d wave. Experimental results show a
dþs wave to be one of the most appropriate symmetries of the
gap parameter. Various theoretical studies have already been
performed utilizing this kind of symmetry. In this case we try to
obtain the gap equations using Green’s function for the mixed
wave superconductors. In this case the potential is considered to
be a sum of
Vðx1x2Þ ¼ l1dðr1r2Þdðt1t2ÞþUðr1r2Þdðt1t2Þ ð12Þ
where the ﬁrst term represents a potential independent of the
position whereas the second term involves a position-dependent
interaction.
The equations for G and Fþ in the case dþs type pairing can be
written down from Eqs. (10) and (5) of the mixed type cuprates as
ðoxpÞGðpoÞ
i
ð2pÞ4
Z
d4p1½Fðp1o0ÞFþ ðpoÞUðpp1Þ
Gðp1o0ÞGðpoÞUðpp1Þil1Fð0þÞFþ ðpoÞ ¼ 1
ðoþxpÞFþ ðpoÞþ
i
ð2pÞ4
Z
d4p1½Fþ ðp1o0ÞGðpoÞUðpp1Þ
þGðp1o0ÞFþ ðpoÞUðpp1Þþ il1F þ ð0þÞGðpoÞ ¼ 0 ð13Þ
where we observe terms arising from the d-type and also from
the s-type symmetries. Deﬁning the s-wave and d-wave gaps as
before we can write down the equations as
Ds ¼ l1
2ð2pÞ3
Z
d3p
DdðpÞþDs
ðx2pþðDsþDdðpÞÞ2
ð14Þ
Dd ¼
l2
2ð2pÞ3
Z
d3pf ðpÞ DdðpÞþDs
x2pþðDsþDdðpÞÞ2
ð15Þ
where l2 denoted the pairing strength in the d-wave. In this case
also, we observe that the equations are identical to the mean-ﬁeld
gap equations obtained in [15] for a tight-binding Hamiltonian.
Hence, the determination of the gaps are straightforward and can
be performed by simultaneously solving Eqs. (14) and (15) which
has already been performed by one of us [15].
In the above case we consider the two waves to be in the same
phase. Various studies have indicated a ðdþ isÞ type pairing where
the two waves differ by a phase of p=2. In this case we consider
the pairing in the s-wave to be given by iDs ¼ l1Fð0þ Þ. Hence,
considering the appropriate phase we can write down the gap
equations to be
Ds ¼ i
l1
2ð2pÞ3
Z
d3p
DdðpÞþ iDs
ðx2pþD2s þD2dðpÞ
ð16Þ
Dd ¼
l2
2ð2pÞ3
Z
d3pf ðpÞ DdðpÞþ iDs
x2pþD2s þD2dðpÞ
ð17Þ
The above gap equations are identical to the equations obtained in
Ref. [15] and hence can be solved numerically to study the properties
of the mixed state. Following the same procedure the gap equations
for a general value of the phase can be written down.
To address the question of the symmetry and the inhomo-
geneity of the superconducting gap various types of pairing
interactions have been considered. We consider a simple example
to demonstrate that the QFT treatment can be applied to a wide
range of potentials essential in understanding inhomogeneity in
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Vðx1x2Þ ¼ ð1Þx1x2vðx1x2Þ ¼ vðx1x2ÞeiQðr1r2Þ
¼Uðr1r2Þdðt1t2ÞeiQ ðr1r2Þ ð18Þ
where Q ¼ ðp,pÞ and we can have both a s- or a d-order depending
on the dependence of Uðr1r2Þ. Using Wick’s theorem and
transforming all the functions to the Fourier components we ﬁnd
the equation of G and Fþ to be given by
ðoxpÞGðpoÞ
i
ð2pÞ4
Z
d4p0
½Fðp0Qo0ÞF þ ðpoÞGðp0Qo0ÞGðpoÞUðpp0Þ ¼ 1
ðoþxpÞFþ ðpoÞþ
i
ð2pÞ4
Z
d4p0
½Fþ ðp0Qo0ÞGðpoÞþGðp0Qo0ÞFþ ðpoÞUðpp0Þ ¼ 0 ð19Þ
We can simplify the above to a great extent if we consider the
potentials to be separable and can be written as
Uðpp0Þ ¼ lf ðpÞf ðp0Þ ð20Þ
Utilizing the separable form of the potential and also neglecting
the term that only modiﬁes the frequencies we can solve for Fþ
and G from the above simultaneous equations. Hence, we get
Fþ ðpoÞ ¼  ilI
n
1f ðpÞ
o2x2pI1In1l2f 2ðpÞ
¼i D
nðpÞ
o2x2p9DðpÞ9
2
ð21Þ
where
I1 ¼
1
ð2pÞ4
Z
d4p0Fðp0QoÞf ðp0oÞ ð22Þ
So the gap is given by
Dp ¼ilf ðpÞ
1
ð2pÞ4
Z
d4p0
Dnðp0Q Þ
o2x2p0Q9Dðp0Q Þ9
2
f ðp0Þ ð23Þ
Remembering that Dðp0Q Þ ¼Dðp0Þ and xp0Q ¼ Ep0Qm¼
Ep0m performing the integration over o we can write the above
equation as
1¼ l
2ð2pÞ3
Z
d3p0
f 2ðp0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðEp0 þmÞ2þ9Dðp0Þ92
q ð24Þ
Eq. (24) provides us the gap equation for the cuprates with
anisotropic gap. The equation is different from the BCS gap
equation and owes it to the difference in the potential considered.
We can also consider the mixed-wave symmetry in this case by
considering the above potential with a s-wave gap parameter.3. Conclusion
In conclusion, quantum ﬁeld theory is used to write down the
gap equations for anisotropic superconductors considering var-
ious symmetries of the superconducting pairing which includes in
the ﬁrst instance the d-wave order. Moreover, the formalism has
been efﬁcient in writing the mixed wave superconductors
ðdþexpðiyÞsÞ that considers the anisotropic nature of the order
parameter as predicted by several experimental measurements
and theoretical works. The microscopic equation for the s-wave
has been shown to have the same form as that of the BCS equation
but the tight binding model appropriate for the cuprates in the
strong coupling limit has also the same form. Hence, the gap
equations apart from being suitable for the cuprates should also
be useful for other unconventional anisotropic superconductors,
e.g., the heavy fermions, borates, etc.Acknowledgment
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