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Abstract
This thesis explores the existence and properties of self-induced transparency (SIT)
solitons in nanophotonic waveguides. SIT solitons are shape-preserving solutions of
the semi-classical Maxwell-Bloch equations, a system of nonlinearly coupled differen-
tial equations. In a first investigation, collisions of counterpropagating simultons (SIT
solitons in absorbing three-level systems) are studied numerically in the plane-wave ap-
proximation and a polarisation- and group-velocity dependent soliton birth is uncovered.
Apart from their fundamental interest, such light-light interaction effects may be of use
for optical computing applications if they can be transferred to tightly confined light
pulses. Confining light is usually achieved by using dielectric waveguides that exhibit
group velocity dispersion leading to chirped pulses, which experience absorption when
entering an absorbing medium. If the chirp is strong enough and the pulse intense
enough, they can even completely invert an absorber. When investigating chirped pulse
propagation through a dense ensemble of two-level system it is found that the chirped
pulses dynamically reshape into unchirped pulses experiencing transparency. Further-
more, the conditions on the waveguide geometry to enable SIT are analysed, identifying
a nanophotonic slot waveguide with a low-index gap, exhibiting high electric field en-
hancement and a homogeneous field profile, as the ideal candidate system for guided SIT
solitons. This analysis is supported by two-dimensional numerical calculations that show
the solitary character is maintained during propagation if the absorber density is high
enough to ensure a slow-down of the pulse and to thus counteract the waveguide disper-
sion. Finally, the soliton birth due to simulton collisions and optical memory schemes
proposed for plane-wave SIT are investigated in the two-dimensional slot waveguide and
found to also be possible in this geometry.
Acknowledgements
I want to thank...
• my supervisor Prof. Ortwin Hess for giving me the opportunity to perform research
over a period of 4 years, for the freedom to follow my own curiosity, and the
opportunity to collaborate on other projects in the group.
• Dr. Klaus Bhringer for the initial introduction to the intricacies of the numerical
simulation of Maxwell-Bloch equations.
• Dr. Joachim Hamm for the reliable and easily extendable FDTD code, for always
being there to discuss physics or numerical implementations, especially for pointing
me towards the slot waveguide, for helping me write our publications and also for
creating Figure 6.6 of this thesis.
• Sebastian Wuestner for being a reliable and always helpful friend and colleague,
always listening (or pretending to listen) to my ramblings, always providing me
with a snippet of code for a particular computational task, and whose research, to
which I could also contribute, provided me with much needed variety.
• Dr. Kosmas Tsakmakidis for a number of nice and passionate discussions and the
many creative and instructive hours spent writing together.
• my fellow PhD students for proofreading parts of my thesis, many a nice lunch-time
conversation, and the nice workplace atmosphere.
I also am grateful to my friends for much entertainment, emotional support, and for
teaching me to play pool.
Last but not least I am very much indebted to my parents and my sisters for all the
support, in many ways, that they have given me over the years.
5
It seems to be the inexorable laws of supply and demand that forces the
lower classes into the slavery of poverty. And an individual can no more
dispute this power than the winds and tides. But in reality, it is the same
cause that always has, and always must, result in slavery:
The monopolization by some of what nature meant for all.
As long as we recognize private property in land, our boasted freedom will
inevitably involve slavery. Until it is abolished, Declarations of Independence
and Acts of Emancipation are in vain. So long as one person can claim
exclusive ownership of land – from which other people must live – slavery
will exist. Indeed, as material progress grows, it must grow and deepen.
Henry George, Progress and Poverty
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Chapter 1
Introduction
1.1 Background and motivation
In 1865 James Clerk Maxwell published his famous set of equations [1] unveiling the
link between electric and magnetic phenomena and the electromagnetic nature of light,
thereby also confirming Huygens’ findings that light can be described as a wave. One
of the consequences of the wave nature of light is the superposition principle; different
light fields interfere to produce troughs and crests in the intensity, but they do not
directly influence each other’s propagation behaviour. When describing light in the
complementary picture – as photons – the superposition principle can be understood as
a lack of interaction between two photons. Maxwell’s equations also tell us, however,
that light propagation through matter is determined by the so-called permittivity 
and permeability µ of the medium. If, now, one light field (or a collection of photons)
interacting with the medium is able to change its permittivity or permeability it can
indirectly interact with other light fields (or photons).
A first hint at this possibility was provided with John Kerr’s experiments, published
in 1875 [2, 3]. He applied an electric field to a glass plate and thus changed its op-
tical properties, notably its refractive index n = √µ. This change turned out to be
proportional to the square of the electric field strength. As light consists of electric
and magnetic field components, it is evident that light should also, in principle, be ca-
pable of inducing a refractive index change proportional to its intensity, the AC Kerr
effect. At the end of the 19th century, however, no light fields intense enough to produce
measurable effects were available.
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This changed in 1960 with the invention of the laser [4, 5], capable of producing
intense, coherent light fields by exploiting stimulated emission in a pumped gain material,
leading to the creation of a new sub-field of physics called nonlinear optics. It did not
take long for fundamental effects such as second-harmonic generation [6], third-harmonic
generation [7] and wave mixing [8, 9] to be discovered. The use of pulsed lasers and gas
cells allowed for the discovery of another striking effect of nonlinear optics termed self-
induced transparency (SIT) [10], setting off an astonishing number of experimental and
theoretical research activities (see [11–13] and References therein) in the years to follow.
In linear optics, i.e. for small pulse intensities, light travelling through a medium, which
exhibits an electric dipole transition resonating with the light’s frequency, is absorbed
and its energy decreases exponentially with propagation distance. This is known as
Lambert-Beer’s Law and is regularly exploited to measure concentrations of substances,
especially in analytic chemistry. McCall and Hahn [10], however, found that intense
light pulses, which are much shorter than the relaxation times in the medium and obey
the so-called area theorem – a relation between pulse amplitude and duration – can
traverse an absorbing medium without losing energy. In essence, the first part of the
pulse inverts the electronic population of the absorbing transition while the second part
of the pulse harnesses this inversion in the form of stimulated emission. As a result, no
light energy is lost to the medium and the pulse is slowed down due to the reshuﬄing
of light from the leading edge to the trailing edge.
Mathematically, the propagation of intense light fields through resonant absorbers
is described by the Maxwell-Bloch equations; a system of nonlinear partial differential
equations for which an analytic solution can be found provided a number of assumptions
are made [14]. Some of the early efforts towards a complete theoretical understanding of
SIT were aimed at reducing the approximations while still being able to find analytical
solutions and also to find additional solutions to the original SIT equations formulated in
[10]. These efforts were greatly helped by a parallel development in the mathematics of
nonlinear differential equations, which was initially motivated by the search of analytic
solutions to nonlinear differential equations stemming from the physics of water waves.
In 1895 Korteweg and de Vries [15] discovered that the motion of water waves in shallow
canals could be described by a nonlinear differential equation, which is now known as
Korteweg de Vries equation. By finding a stable solution to this equation they were able
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to explain the phenomena of solitary waves originally observed by John Scott Russell in
1834 [16].
In the year of the discovery of SIT, Gardner et.al. [17] developed the inverse scatter-
ing transform method with which it became possible to systematically identify exactly
solvable nonlinear differential equations and their stable solutions, which by then where
called solitons [18]. This method was subsequently applied to other nonlinear differential
equations, one of them the sine-Gordon equation, onto which the Maxwell-Bloch equa-
tions could be mapped [19, 20], allowing for a more systematic analysis of the possible
SIT solutions. Another example of exactly solvable nonlinear equations providing the
basis for optical solitons is the nonlinear Schrödinger equation (NLSE) that, as it turns
out [21, 22], describes pulse propagation in waveguides exhibiting a Kerr nonlinearity
and contains bright [21] and dark [22] soliton solutions.
The initial theoretical description of SIT assumed plane-wave propagation in one di-
rection only. Early efforts to improve on this approximation to describe real wave-fronts
were unfruitful since only some general trends such as tendencies for filamentation,
break-up or self-focusing could be formulated [14]. In 2000 [23] a free-space solitary
solution of the Maxwell-Bloch equations – a so-called light bullet [24, 25] – was found,
but it has not yet been realised experimentally. To enable diffraction-free SIT solitons
a promising approach is to employ waveguides, which provide a restriction to only one
propagation direction but introduce a mode profile and dispersion. By ignoring the
problem of dispersion it was possible to formulate a theory for pulse propagation in
waveguides with an infinitely thin, resonantly absorbing layer [26, 27]. Ignoring, on the
other hand, the problems posed by a fixed pulse profile generating an inhomogeneous
profile of Rabi frequencies, it was possible to find soliton solutions to pulse propagation
in waveguides comprising both a Kerr nonlinearity and resonant absorbers. In a first
treatment [28] the conditions on the soliton where formulated such that the Kerr effect
had to compensate for the dispersion whereas the SIT effect would provide a pulse slow-
down. The conditions on the material parameters to ensure a simultaneous fundamental
Kerr and SIT soliton are, however, prohibitive for the common erbium doped fibres. In
the experimental realisation [29] of SIT in waveguides the self-phase modulation due
to the Kerr effect was much bigger than the phase-change due to the dispersion of the
waveguide and the resultant pulses are not combined Kerr and SIT solitary waves. Chi
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et.al [30] questioned that the dispersion of the resonant absorbers could just be dis-
carded and found, by employing a peculiar approximation that mixes the rotating wave
approximation with a treatment of the full Maxwell-Bloch equations, that SIT could
provide a negative dispersion to counteract the self-phase modulation of the Kerr effect.
Later, Porsezian and Nakkeeran found a soliton solution to a propagation equation that
also accounted for Raman effects and higher order nonlinearities [31]. This propagation
equation presupposed, however, a specific relation between dipole strength of the ab-
sorber and Kerr nonlinearity in the waveguide. Thus, these works did not answer the
question whether a SIT soliton in dispersive waveguides is also possible for arbitrary
relations between Kerr coefficient and absorber coupling strength.
Another direction of research considered the effects of additional electronic levels on
the propagation properties of the pulses. Konopnicki and Eberly [32] analysed SIT in
three-level systems and showed that solitons acting on both transitions of the three-level
system simultaneously (simultons) are possible albeit with some conditions on the elec-
tronic system. For a cascade system the electronic population has to be prepared appro-
priately, whereas Λ- and V-type systems require equal oscillator strengths to experience
simulton propagation. When a Λ-type system has two different transition frequencies
and oscillator strengths, in contrast, a 2pi-pulse on the higher-frequency transition is
unstable and acts as parametric amplifier for pulses resonant with the other transition
[33]. For V-type systems with equal oscillator strengths a pulse area theorem has been
found [34] that applies to the sum of the areas of the constituent parts of the simulton
and is otherwise identical to the original pulse area theorem for two-level systems.
In recent years the focus of the research on SIT has shifted from analytical studies
about mathematically strict soliton solutions to numerical studies of problems without
analytical solutions. For example some studies investigated the collisions of counter-
propagating pulses [35, 36] that lead to a loss of energy in the pulse due to the creation
of a population grating in the interaction region if the number density of photons is
higher than the number density of atoms and to a pulse breakup otherwise [36]. Fur-
thermore, the availability of ever shorter pulses [37] and greater computational power
has led to SIT being studied increasingly without applying slowly varying envelope or
rotating wave approximations [38–40], which become invalid for very short pulses. It
turned out, however, that differences to the more approximate theory occur only if the
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pulses are shorter than an optical cycle [40] or very intense (areas of several pi) and in
the few-cycle regime [39]. In this regime of broadband pulses of high intensity ionisa-
tion and high harmonic generation occurs [41], rendering it non-physical to model the
light-matter interaction by two-level systems. Thus the area theorem remains accurate
for all realistic cases of the interaction between a two-level system and a coherent light
pulse.
Perhaps the most useful aspect of SIT in recent years has, however, been its suitability
as a test of numerical simulation codes incorporating the Maxwell-Bloch equations, since
SIT provides analytic solutions to the associated nonlinear differential equations. It
is because of this aspect of SIT that I came across it at first. While testing different
simulation setups for three-level Maxwell-Bloch equations I encountered the phenomenon
of soliton birth that will be discussed in Chapter 4 and that led me to search for physical
systems, which could provide a robust and compact experimental realisation of SIT.
Having such a realisation one could think of employing SIT solitons in optical computing
schemes to slow down or store information entering the medium in the form of a light
pulse [42, 43], or to engineer optical gates built upon the light-light interactions taking
place between SIT solitons [35, 44, 45] because the superposition principle does not hold
any more in nonlinear media.
A compact realisation of SIT relies on the existence of waveguides that confine light
to small mode areas. As will be explained in this thesis it also relies on the possibility of
almost constant mode profiles over an area of the waveguide where most of the electric
field is confined. The emergence of nano-fabrication techniques has enabled the creation
of waveguides with nanoscopic low-index gaps with greatly enhanced electric fields [46–
48]. Not only do those waveguides allow for greatly enhanced nonlinear interactions [49],
but they also provide a very flat mode profile of the electric field in the gap. Hence, it
is those nanophotonic structures, which are identified as candidates for the realisation
of compact SIT solitons in waveguide and found to be ideally suited [50].
1.2 Structure of the thesis
The focus of this thesis lies on the analysis of the propagation of intense light pulses
through matter. Hence, it is paramount to understand, first, light propagation in general
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and then the interaction between light and matter. Chapter 2 first brings the fundamen-
tal equations governing the propagation of light, i.e. Maxwell’s equations into context.
Applying these equations to structured matter with different dielectric constants in dif-
ferent areas, the principles of waveguiding are explained and linear (low-intensity) light
propagation characteristics in the waveguiding structures employed in Chapter 6 are
calculated. Next, the phenomenon of temporal optical solitons, stable, intense pulses
in nonlinear waveguides, is discussed. In this context the mathematical foundation of
analytical soliton theory, the method of the inverse scattering transform, is introduced to
provide an understanding for pulse propagation in waveguides with a Kerr nonlinearity
in particular and solitons in general.
The subsequent Chapter (Chapter 3) discusses the fundamentals of the resonant
interaction of light with electronic matter. If a light field is resonant with the energy
difference of electronic states, in, e.g., an atom or molecule, that have a different electric
dipole moment, it can induce a electric dipole transition of the electronic configuration
from one state to the other. The dynamics of this transition can be described by the
Maxwell-Bloch equations, which are introduced in the first Section of Chapter 3. Section
3.2 explains the phenomenon of adiabatic population transfer of the electronic population
of an atom from ground- to excited states using the Maxwell-Bloch equations previously
introduced. This phenomenon plays an important role in the interaction of chirped pulses
with a dense two-level medium studied in Chapter 5. In Section 3.3 the focal point of this
thesis, self-induced transparency of an intense, coherent pulse in a resonantly absorbing
medium, is discussed and derived from the Maxwell-Bloch equations.
The first results of this thesis are presented in Chapter 4, where the collision of
counterpropagating simultons (SIT solitons in three-level systems) is investigated in a
plane-wave approximation. While collision studies have previously been performed for
a two-level medium [35, 36, 51], where a population grating is excited by the collision.
Here, a V-type three-level medium with degenerate upper levels is studied, a situation
often encountered in atomic transitions. The additional upper level provides a further
degree of freedom in the collision parameters and introduces a cross-polarisation. This
allows for additional effects in the interaction. Indeed, it is found that, dependent on the
relative polarisation of the light pulses, either a population grating is created as in the
two-level collisions or additional solitary waves can be created for high-enough group
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velocities. This parameter-dependent soliton birth may be envisioned as the crucial
light-light interaction for optical computing schemes if it could be realised in a compact
geometry. However, such a realisation of SIT solitons is still to be proven experimentally.
In the next Chapter (Chapter 5) we investigate, still in the plane-wave approxima-
tion, the propagation of chirped pulses through a resonantly absorbing two-level medium.
Chirped pulses are, for example, created when a transform-limited pulse propagates
through a dispersive waveguide. For the understanding of pulse propagation through
waveguides it is thus important to understand how dispersion (that has accumulated
as chirp) influences the pulse’s evolution in a resonant medium. If the chirp is lost in
propagation, it is likely that dispersion can also be compensated directly. Indeed, we
find that moderately chirped pulses reshape into unchirped solitary waves upon prop-
agation through the absorber although some absorption happens at the entrance into
the medium. The origin of this initial absorption can be understood by comparing the
pulse parameters to the conditions of adiabatic rapid passage [52]. This comparison
also suggests to look at chirped pulse propagation from another perspective, namely
from the perspective of optimising the inversion in the initially absorbing medium. Us-
ing strongly chirped pulses, capable of completely transferring the population of sparse
ensembles of absorbers, one could hope to also invert a large proportion of the denser
medium by using even higher pulse intensities. However, in [53, 54] it was shown that
this tactic is likely to fail. As we discuss in Section 5.4, this is because pulses capable of
adiabatic rapid passage in sparse ensembles get quickly reshaped into transparent pulses
in a dense ensemble of absorbers. Additional light intensity is transformed into solitary
waves instead of inverting more of the absorbers. Thus, the dynamical reshaping process
associated with self-induced transparency solitons fundamentally limits the achievable
inversion in a dense ensemble of absorbers by coherent pumping with a chirped pulse.
Chapter 6 studies SIT solitons in nanophotonic waveguides. Since a waveguide re-
stricts propagation to one dimension, nonlinear light propagation in waveguides is usually
described with one-dimensional equations. Effects, such as dispersion and nonlineari-
ties are expanded in Taylor series in time and electric field order, respectively, and the
expansion coefficients are calculated from the mode profile at the center frequency of
the pulse in linear approximation. For short pulses the approximation of a mode profile
that does not change significantly with frequency may break down [55]. Conversely,
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nonlinearities may saturate for intense pulses and as is shown in Section 6.1 the def-
inition of effective nonlinearities then becomes an approximation. In the case of SIT,
saturation is an integral part of the process and it leads to erroneous conclusions to
resort to one-dimensional propagation equations unless the mode profile is flat over the
region containing the resonant nonlinearities (demonstrated in [50]). Integrating the
two-dimensional Maxwell-Bloch equations in a nanophotonic gap waveguide [46] it is
shown in Section 6.2 that SIT becomes possible in such a compact geometry. If the
absorber density is high enough to induce significant changes in the group velocity, 2pi-
pulses stay stable and effectively become solitary waves. Further Sections (6.3 and 6.4)
investigate whether parameter-dependent soliton birth and optical memory schemes that
have been discovered in a plane-wave approximation also exist in SIT of resonantly ab-
sorbing waveguides. The result suggests, that SIT in nano-gap waveguides is, apart from
the modification of the group velocity due to waveguide dispersion, the same as SIT in
the plane-wave approximation, as long as the absorber densities are high enough to have
an appreciable impact on the group velocity of the pulses, i.e. an appreciable part of the
pulse energy has to always be stored in the absorbing system. General conclusions of
the presented studies are drawn in Section 6.5, while, finally, an outlook onto possible
future research directions, building on the work performed in the context of this thesis,
is given in Chapter 7.
To summarise, in this thesis the phenomenon of polarisation- and group velocity-
dependent soliton birth in the collision of counterpropagating simultons is discovered
[45]. Furthermore, a dynamic transition between adiabatic rapid passage and self-
induced transparency is unveiled that consists of a reshaping of chirped pulses into
unchirped pulses obeying the area theorem in a resonant absorber [56]. Finally, a com-
pact realisation of SIT in nanophotonic gap waveguides is proposed [50] that could allow
for an experimental exploitation of SIT effects such as a slow-down of light pulses, the
afore-mentioned pulse collisions of simultons [45] or optical memories [42, 43].
Chapter 2
Light propagation
Optical solitons are a phenomenon of nonlinear light propagation through matter. If
we want to understand optical solitons we therefore have to understand the rules of
light propagation and light-matter interaction. In this chapter we focus on the effect
matter has on light and disregard the effects of light on matter, apart from a possible
change in refractive index. First we discuss (Sec. 2.1) the laws governing the dynamics of
electromagnetic fields that give rise to light waves, i.e. Maxwell’s equations. Maxwell’s
equations represent the influence of matter on a light field in terms of charges, currents
and polarisations that can often be replaced by an effective refractive index that depends
only on the frequency of the light field.
Using macroscopic Maxwell’s equations the propagation of light in structured di-
electric materials can be understood in terms of waveguiding. Waveguides are impor-
tant tools in optical communications and most temporal optical solitons are realised in
waveguiding structures. The fundamentals of waveguides are introduced in Sec. 2.2. In
Sec. 2.3, we show how the Kerr effect - an intensity dependent refractive index - can give
rise to optical solitons. Optical solitons are stable, dynamically unchanging solutions of
nonlinear light propagation equations and Kerr solitons are their most prominent ex-
ample. This last section is intended to provide an insight into fundamental properties




2.1 The electromagnetic field
Quantum electro-dynamics (QED), the fundamental theory of light-matter interaction,
introduces light in terms of photons, discrete units of light with an energy that is given
by the light frequency ω multiplied by Planck’s constant ~, the fundamental quantum
mechanical unit of angular momentum; i.e. Eph = ~ω. A sharply defined light frequency
or equivalently a sharply defined photon energy only arises when an infinitely extended
photon is considered. Despite this obvious idealisation these so-called free-space modes of
the light field form a complete mathematical basis to describe real photons in vacuum.
Using the principle of superposition any real, partially localised and multi-frequency,
state of light can be expressed in the basis of free-space modes. Since photons do not
directly interact with each other the principle of superposition is always applicable for
a light field in vacuum. Sometimes the idealisation of a perfect cavity that traps light
in a certain region of space is more appropriate to describe light fields. In so-called
cavity-QED [57] the possible frequencies of light become discretised, the light field is
partially localised and matter is implicitly assumed to be present in the form of a cavity.
When charged matter in form of electrons and protons is introduced into QED things
quickly become much more complicated and only very few problems, such as the interac-
tion between a monochromatic (single-frequency) light field and a single two-level atom
can be calculated precisely [58]. Fortunately, a lot of relevant problems in light-matter
interaction can be calculated within Maxwell’s equations, the classical limit of QED,
i.e. the limit of ~ → 0. As long as the light field is assumed to be coherent, a very
good approximation for most laser generated fields although not for daylight, Maxwell’s
equations describe all phenomena but those associated with shot-noise.
The macroscopic Maxwell’s equations for electric and magnetic fields in real space
coordinates r are given by
∇ ·D(r, t) = ρ(r, t) (2.1)
∇ ·B(r, t) = 0 (2.2)
∇×E(r, t) = −∂tB(r, t) (2.3)
∇×H(r, t) = ∂tD(r, t) + J(r, t) , (2.4)
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with the constitutive relations between the electric field E(r, t) and the dielectric dis-
placement D(r, t)
D(r, t) = 0b(r)E(r, t) +P(r, t) , (2.5)




B(r, t)−M(r, t) . (2.6)
The response of a medium without free charges ρ or free currents J to a light field is
contained in the electric polarisation P and the magnetic polarisation M. All materials
we will be dealing with are non-magnetic so that H = B/µ0. For the purposes of the
studies presented here, the electric polarisation P(r, t) is divided into a static, linear
part subsumed in the background permittivity b(r) and a dynamic response, time- and
amplitude dependent, that is calculated from partial differential equations, which are
external to Maxwell’s equations.
The finite-difference time-domain method (detailed in Appendix A) for the calcula-
tion of electric and magnetic fields employed throughout this thesis directly calculates
Maxwell’s curl equations and the features described by the wave equations emerge as
a consequence. Maxwell’s equations always need to be supplemented with appropriate
boundary conditions to calculate a specific physical problem. In our case the boundary
conditions are provided by absorbing boundary conditions in space (see A.5) and addi-
tionally a time series of incident electric and magnetic fields onto the simulation domain.
To this end, the total-field/scattered field method (described in A.4) is used.
2.2 Waveguides
A waveguide consists of dielectric layers with differing refractive indices, the simplest
geometry being the slab waveguide (see Figure 2.1) with a layer of high refractive index
nf sandwiched between two layers of low refractive indices ns < nf of the substrate and
nc ≤ ns of the cover [59, 60]. For slab waveguides it is assumed that these layers extend
infinitely in the y − z-plane. The most intuitive explanation of waveguides makes use
of the ray picture of light propagation and Snell’s laws of refraction. A light ray that
is uniform in the y-direction and propagates in the z-direction will be confined to the
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Figure 2.1: Schematic of a slab waveguide with a film of height h and refractive index nf
sandwiched between a substrate of index ns and cover of index nc. The angle θ denotes
the angle between wavevector and waveguide normal x.
film layer with the high index nf , if its angle of incidence θ upon the substrate is larger
than the angle of total internal reflection θc given by sin(θc) = ns/nf . Hence, light will
be guided inside the film layer if the angle of incidence into the waveguide is larger than
the angle of total internal reflection.
In the ray picture, one can also calculate the number of guided modes and their
respective phase velocities, if the rays are assumed to be the wave-normals of two su-
perimposed plane-waves following a zig-zag path along the waveguide [59] (see Fig. 2.1).
The phase velocities vph of the allowed modes are calculated from the corresponding








where β is the propagation constant of the mode. To find the allowed modes one has to
calculate the angle- and polarisation-dependent phase shifts φc and φs experienced by
the rays upon reflection from cover and substrate by using the Fresnel formulas [59]. The
condition for a guided mode to occur at angle θ is, that the phase shifts incurred upon
going from cover to substrate and back to the substrate have to add up to a multiple of
2pi. This results in the transverse resonance condition
2knfh cos(θ)− 2φc − 2φs = 2νpi , (2.8)
where k = ω/c is the magnitude of the wavevector of the light of frequency ω, h is the
height of the high-index film and ν is the mode number. Condition (2.8) determines the
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dispersion of the waveguide modes, i.e. the dependence of the propagation constant β on
frequency. The propagation constant determines the phase velocity of light, whereas its
derivative with respect to frequency determines the group velocity of a pulse propagating
through the waveguide. If group velocity dispersion is present, i.e. if the group velocity
depends on frequency, the different frequency components in a pulse propagate with
different speeds and thus the pulse becomes chirped and its duration increases.
For each mode there exists a cut-off frequency below which the mode does not exist.
In the case of a symmetric guide (ns = nc) the cut-off of the fundamental mode is at
ω = 0, meaning that there always is at least one allowed propagation mode. Below the
cut-off frequency of mode ν = 1 the waveguide is a single-mode waveguide as only the
fundamental guided mode exists. The number of guided modes in the waveguide can be





n2f − n2s . (2.9)
As we have seen, it is possible to obtain many important results about light prop-
agation in waveguides by using the ray picture of light. If, however, one is interested
in the electric and magnetic field distributions in the waveguides, the electromagnetic
theory of waveguides has to be employed, which builds directly on Maxwell’s equations
for source-free fields.
∇× Eˆ(t) = −∂Bˆ(t)
∂t
(2.10)
∇× Hˆ(t) = ∂Dˆ(t)
∂t
.
Since waveguide modes are defined for a specific frequency of light a periodic time
dependence of electric and magnetic fields is assumed
Eˆ(t) = E exp (−iωt) +E∗ exp (iωt) . (2.11)
Additionally, we treat the material constituting the waveguides as linear, homogeneous
and isotropic dielectrics with constitutive relations
D(ω) = (ω)E(ω) ; B(ω) = µH(ω) , (2.12)
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which results in the frequency dependent Maxwell’s equations
∇×E = −iωµH (2.13)
∇×H = iωE .
The important missing ingredient for the calculation of waveguide modes are the
boundary conditions on these equations at the surface between media of dielectric indices
1 and 2. Those are given by
en · (B1 −B2) = 0 (2.14)
en · (D1 −D2) = 0
en × (H1 −H2) = 0
en × (E1 −E2) = 0 ,
where en is a unit vector normal to the interface. All media discussed here have a
magnetic permeability of µ = µ0, so that H1 = H2 at the surface.
For the calculation of waveguide modes it is convenient to separate electric and
magnetic fields into longitudinal fields (fields pointing in propagation direction, usually
chosen as the z-direction) and transverse fields (fields orthogonal to the propagation
direction). Using this separation different mode types can be defined, depending on
whether both, one, or none of the fields consist only of transverse fields. If longitudinal
components of electric and magnetic fields are zero the mode is called a TEMmode, if the
longitudinal electric field component is zero one has a TE mode, and if the longitudinal
magnetic field component is zero one has a TM mode.
In Chapter 6 the fundamental TM mode of the symmetric planar slab waveguide
will be used for numerical simulations of pulse propagation in resonant waveguides. Let
us now calculate the field profile of this mode in order to illustrate a mode calculation
and to be able to refer to the profile later. For TM modes Maxwell’s equations can be
simplified considerably by setting Hx = Hz = 0 and Ey = 0. Also, in a planar slab
waveguide that is infinitely extended in y-direction, all partial derivatives in y-direction
vanish (∂y = 0), if the fields are assumed to also be infinitely extended and homogeneous.
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Thus equations (2.13) reduce to
∂zEx − ∂xEz = −iωµHy (2.15)
−∂zHy = iωEx
∂xHy = iωEz ,
where we can replace the partial derivative in z-direction with the mode propagation
constant β
iβEx + ∂xEz = iωµHy (2.16)
βHy = ωEx
∂xHy = iωEz .








= (β2 − n2(x)k)Hy . (2.17)
Additionally, the boundary conditions (2.14) on the TM mode of a symmetric slab
waveguide with film height h and nc = ns can be written as




Ex(x = h+ δ, z) (2.18)
Ez(x = h− δ, z) = Ez(x = h+ δ, z) ,
with δ > 0 an infinitesimal displacement from the boundary, for the positive-x boundary.
Conditions for the boundary at x = 0 are analogous.
To calculate the magnetic field distribution assuming homogeneous dielectric layers
one makes the following Ansatz for the magnetic field [59]
Hy =

Hc exp [−γc(x− h)] , x > h
Hf cos (κf (x− h/2)− Φc) , 0 ≤ x ≤ h
Hc exp [γcx] x < 0 ,
(2.19)
which comprises exponentially decaying fields in the cladding and standing waves in
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Figure 2.2: Ex profile (solid red line) of the fundamental TM mode and refractive index
nr (dashed black line) of the symmetric slab waveguide with a width of h = 400 nm at
a wavelength of λ = 1550 nm.




2 − β2 is the propagation constant in the high-index film, while boundary
conditions provide tan (Φc) = (nf/nc)2γc/κf and the dispersion relation κfh− 2Φc = 0.
Finally, a relation for the peak fields is obtained as H2f (n
2
f−n2eff)/n2f = H2c (n2f−n2c)qc/n2c
with qc = (n2eff/nf )
2 + (n2eff/nc)
2− 1. These relations quantify the mode profile uniquely
and the result for the Ex-field is plotted in Figure 2.2.
Recently waveguides have emerged which are structured on the nanoscale [61, 62].
These waveguides can exhibit unusual properties, such as photonic bandgaps in so-called
photonic crystals [63, 64] or high field enhancements [46–48, 65]. High field enhancements
allow for strong nonlinearities with comparatively low pulse energies [66, 67] and for a
confinement of the electric field to sub-wavelength mode areas. The most important
property of these waveguides for the purpose of the present work, however, is the profile
of its fundamental mode, which can exhibit a region of almost constant and very high
electric fields. For a slab-based (infinitely extended) slot waveguide, the profile of the





cosh (γsx) , |x| > a
1
n2h
cosh (γsx) cos [κh(|x| − a)] + γsn2sκh sinh [κh(|x| − a)] , a < |x| < b
1
n2c




sinh (γsx) sin [κh(b− a)]} · exp [−γc(|x| − b)] , |x| < b
(2.20)
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Figure 2.3: Ex profile (solid red line) of the fundamental TM mode and refractive index
nr (dashed black line) of the symmetric slab-based slot waveguide with a slot width of
w = 100 nm at a wavelength of λ = 1550 nm.
with κh as the transverse wave number in the high index slabs and γc (γs) the field decay
coefficient in the cladding (slot), nc and ns the refractive indices of cladding and slot
and nh the refractive index of the high index slab. The electric field and refractive index
profiles of the slot waveguide used in Chapter 6 are depicted in Fig. 2.3. The constant
A depends on the transverse wavevector κh, the refractive index of the slabs nh and the








Determining relations for κh, γs and γc are given by
k0n
2
h − κh2 = k0n2c + γ2c = k20n2sγ2s = β2 . (2.22)
















tanh (γsa) . (2.23)
The propagation constant β = ω/cneff, and consequently the effective refractive index
neff, of a waveguide vary with the wavelength of the applied light field. The dependency
of effective index on wavelength is the dispersion-relation and it determines the propaga-
tion behaviour of a light pulse inside the waveguide. The phase velocity of light is given
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Figure 2.4: Wavelength dependence of (a)-(b) effective refractive index, (c)-(d) group
velocity and (e)-(f) group velocity dispersion of 2D slot waveguide and slab waveguide
respectively.
by vp = c/neff, while the group velocity of a pulse is vg = c/(neff−λ∂neff/∂λ). Evidently,
the group velocity is also a function of the wavelength, thus leading to a spreading of
short pulses during propagation because of their broad frequency content. To first order




refractive index, group velocity and group velocity dispersion are shown in Figure 2.4
for the planar slab and planar slot waveguides discussed here. Note that the intrinsic
dispersions of the dielectric materials comprising the waveguide are ignored in these
plots.
For high light intensities the propagation in the dielectric media comprising the
waveguides becomes nonlinear and the propagation behaviour changes. Now it becomes
possible that the nonlinearity counteracts the waveguide dispersion and the pulses stay
stable. Stable pulses following a nonlinear propagation equation are called solitons and
the canonical example of optical solitons, Kerr solitons obeying the nonlinear Schrödinger
equation, is discussed in the following section.
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2.3 Optical solitons
Optical solitons based on the Kerr effect were first proposed by Hasegawa and Tappert in
1973 [21, 22] and realised experimentally seven years later by Mollenauer et.al. [68]. The
delay between theoretical proposal and experimental realisation can mainly be attributed
to the lack of low-loss optical fibres before 1980 [69]. Since their discovery, optical Kerr
solitons have been the subject of numerous studies and they have often been proposed
as an efficient and fast way to transmit data over large distances.
Kerr solitons can be described by the nonlinear Schrödinger equation (NLSE). The
derivation of this equation from the fundamental equations of light propagation given
here is based mainly on the derivation in [70]. Let us start with the local response in
the electric-dipole approximation given by




χ(1)(t− t′) ·E(r, t′)dt′ +
0
∫ ∫ ∫ ∞
−∞
χ(3)(t− t1, t− t2, t− t3)
·E(r, t1)E(r, t2)E(r, t3)dt1dt2dt3 ,
under the assumption of inversion symmetry of the medium (second order nonlinearity
is non-existent). Assuming that the third-order nonlinearity is instantaneous allows one
to replace
PNL(r, t) = 0χ
(3)E(r, t)E(r, t)E(r, t) . (2.25)
This approximation neglects the Raman effect and is valid as long as the considered
pulse durations are much longer than the response time of the medium. The nonlinear
polarisation is usually much smaller (six orders of magnitude) than the linear polari-
sation, which makes it possible to treat the nonlinear index as a perturbation to the
linear index. Furthermore, the polarisation of the field is assumed to be maintained,
i.e. non-birefringent materials are assumed. Slowly varying envelopes are defined for




xˆ[E(r, t) exp (−iω0t) + c.c.] (2.26)
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with xˆ the unit vector of the polarisation. Finally, the nonlinear polarisation contains
terms oscillating at a frequency 3ω0, which would need to be phase-matched to amount to
a considerable contribution and can usually be neglected. Applying these approximations
results in a scalar polarisation





χ(3)xxxx|E(r, t)|2 . (2.28)
Often this is expressed in terms of the refractive index as
n = n0 + n2I , (2.29)
with the linear refractive index n0, the nonlinear index n2 = 3/(8n)Re(χ3xxxx) and the
light intensity I.
If the electric field describes a pulse in a waveguide mode, it can be written as
E(r, t) = A(z, t)F(x, y) exp (iβ0z) , (2.30)
with the mode profile F(x, y), the envelope A(z, t) and the propagation constant of the
centre frequency β0. In a waveguide one arrives at an equation for the Fourier transform






− β0] , (2.31)








Here, Aeff is an effective nonlinear area of the waveguide whose value can be derived
by calculating the nonlinear phase shift from an intensity-weighted average of the phase








−∞ |F(x, y)×G(x, y)|dxdy
, (2.33)
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whereG(x, y) is the magnetic field profile. Since P =
∫ ∫∞
−∞ |A(z, t)2F(x, y)×G(x, y)|dxdy








where Aint denotes the region of n2(x, y) = n2 6= 0.
A propagation equation for A(z, t) can be found by transforming back to the time-
domain. Hence, we have to find an expression for β(ω) in the time-domain. To this end
a Taylor expansion of β(ω) around β(ω0) is performed. Replacing ω − ω0 by i(∂t) and






















are the dispersion parameters (β1 = 1/vg and β2 = −D λ22pic). A








± |u|2u = 0 , (2.36)
where s = sgn(β2) = ±1 is the sign of the group velocity dispersion parameter and the
nonlinear term can be positive or negative depending on the material employed (it is
positive for silica fibres). If β2 is negative the waveguide has so-called anomalous disper-
sion and if β2 is positive it exhibits normal dispersion. Note that it is usually assumed
that the guided modes of the nonlinear waveguide are well approximated by the modes
of the linear waveguide, i.e. the refractive index change induced by the nonlinearity is
much smaller than the refractive index differences in the linear waveguide.
The fundamental soliton solution to this equation (for anomalous dispersion and
positive nonlinear term) can be found by choosing an Ansatz-function [70], whereas for
higher-order solitons the inverse scattering transform [71] needs to be applied. If the
fundamental soliton is given by the function
u(z, t) = V (t) exp [iφ(z)] , (2.37)
with phase function φ(z) = Kz + const. and an amplitude V (t) that is independent of
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propagation distance z, one arrives at the differential equation for the amplitude function
d2V
dt2
= 2V (K − V 2) . (2.38)
This equation can be integrated to obtain the fundamental soliton as [70]
u(z, t) = a sech(at) exp (ia2z/2) . (2.39)
One can see from this equation that the amplitude a and the duration of the pulse
(determined by the argument of sech) obey a fixed relation, a so-called area theorem.
Physically this relation is given as
N2 = 2piλn2AeffP0T
2
0 /|β2| , (2.40)
where P0 is the maximum power of the soliton, T0 is its duration (1.763T0 = TFHWM),
and the soliton orderN = 1 for the fundamental soliton. Pulses close to the soliton shape
and amplitude (0.5 < N < 1.5) will evolve into the fundamental soliton, an evolution
that can be understood as equivalent to the evolution of a pulse that is injected into a
linear waveguide with a profile, which does not match the mode shape. In both cases, a
fraction of the pulse energy will be coupled into the modes and another fraction forms
dispersive waves (sometimes called radiation). In the case of the soliton the pulse is
coupled into a temporal mode of a nonlinear equation [70].
As mentioned above, to determine the higher-order soliton solution of the NLSE the
inverse scattering transform (IST) method [17, 71] has to be employed. This method can
be understood as a nonlinear generalisation of the Fourier transform method that finds
the eigenvalues of a nonlinear equation. The Fourier transform method, which was also
applied to find the guided modes in Section 2.2, is only applicable if the superposition
principle holds and can therefore not be used for nonlinear propagation equations. The
nonlinear decomposition used by the IST is only possible for certain special nonlinear
equations, which are called exactly integrable equations.
In essence, when applying the IST one maps the nonlinear differential equation onto a
system of linear ordinary differential equations (LODE) that is then solved. Its solutions
are transformed back to obtain the solution of the nonlinear equation [72]. A spectral
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parameter λ and time t are parameters of the LODE, while the solution u(x, t) of the
nonlinear differential equation is a coefficient of the LODE and usually referred to as
potential. One specific method to find a LODE for a nonlinear differential equations is
the Lax method [73]. If an operator L acting on a Hilbert space fulfils
dL
dt
= [L,P ] , (2.41)
its eigenvalues are independent of time. Here, P is another operator on the same Hilbert
space that depends on L in a defined way. Hence, equation (2.41) is a nonlinear differ-
ential equation and at the same time it is the compatibility condition of a LODE. Since
the spectrum of L is independent of time one has λ(t) = λ(0) and for the eigenfunctions
ψ one has ∂ψ/∂t = Pψ. Assuming an initial value u(x, t = 0) for the potential one
can then define P (t = 0) and arrive at the scattering data for all times. Out of those
scattering data it is possible to determine u(x, t) as a solution of the original nonlinear
differential equation. The solution that corresponds to reflection-less potentials are the
soliton solutions.
For the nonlinear Schrödinger equation (2.36) the Lax pair is [72]
L = i ·
1 0
0 −1
 ∂x − i
 0 u(x, t)
u(x, t) 0 ,
 (2.42)
and
P = 2i ·
1 0
0 −1
 ∂2x − 2i
0 u
u 0 ,




Using this Lax pair the IST can be performed to obtain the soliton solutions of the
nonlinear Schrödinger equation.
Self-induced transparency, the subject of this thesis, is related to the so-called sine-
Gordon equation
∂2t φ− ∂2xφ+ sin(φ) = 0 , (2.44)
or equivalently
∂t∂xφ− sin(φ) = 0 , (2.45)
which can be obtained as an approximation to the physical problem of resonant dipole
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interaction between light and quantum mechanical two-level systems. The sine-Gordon









− i4 cos (u) − i4 sin (u)
− i4 sin (u) i4 cos (u) .
 (2.47)





In the previous chapter only two possible responses of matter to light were discussed. The






and the second is the instantaneous Kerr response
P (t) = χ3E(t)
3 (3.2)
which produces an intensity dependent refractive index change. Neither model is appro-
priate for the description of resonant light-matter interaction. In resonant light-matter
interaction the frequency of the exciting light field corresponds to the energy differ-
ence between two possible electronic configurations in the medium, configuration 1 and
configuration 2 (~ω = E2−E1). Here, the light field can stimulate a transition from elec-
tronic configuration (state) 1 to state 2 and a quantum mechanical model is necessary
to describe the medium and its response. The quantum nature of the electromagnetic
field is neglected throughout this thesis as the classical picture is a good approximation
for the intense, coherent light pulses considered here.
In this chapter first the semi-classical model for an electric dipole transition between
different electronic states driven by an electromagnetic field, the optical Bloch equations
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are introduced (see Sec. 3.1). The same section also discusses Rabi oscillations, an ana-
lytic solution of the Bloch equations that is especially important for the phenomenon of
self-induced transparency. Next, the theory behind robust complete population transfer
via adiabatic rapid passage, another consequence of the Bloch equations is introduced
in Sec. 3.2. Finally, SIT is explained in terms of the Maxwell-Bloch equations and the
significance of the necessary approximations is discussed in Sec. 3.3
3.1 The optical Bloch equations
Optical dipole transitions in electronic media can be described most efficiently by the
so-called Bloch equations, which are Liouville equations for the density matrix of the
electronic states augmented by phenomenological relaxation and dephasing rates to in-
clude coupling to a dissipative environment. These equations thus constitute the fun-
damental equations for the absorption and stimulated emission of light as long as the
dipolar approximation is applicable. Since electrons bound in an atom or molecule are
confined to a length scale much smaller than the wavelength of light that is resonant
with the transition energies, the dipole approximation is almost always applicable in the
description of atomic and molecular transitions.
The semi-classical Hamiltonian of light-matter interaction in electric dipole approx-








Here, ~ωi is the energy of the ith electronic eigenstate, ρii is its occupation density, ρij
is the coherence between states i and j, µij is the dipole strength between state i and




ρˆ = [Hˆ, ρˆ] , (3.4)
then leads to the semi-classical evolution equations of a general multi-level electronic
system driven by a classical electromagnetic field. With the addition of relaxation and
dephasing rates one gets the Bloch equations of a multi-level electronic system in the
presence of dissipation. In order to arrive at the Maxwell-Bloch equations it is necessary
to specify how the electronic system influences the exciting electromagnetic field via its
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where N is the number density of electronic systems.
3.1.1 Two-level systems
The complexity of the Hamiltonian (3.3) strongly depends on the number of transitions
that are assumed to be excitable by the given light field. If many transitions are consid-
ered the integration of the resulting Liouville equations quickly becomes prohibitively
complicated. Laser light, however, is usually almost monochromatic in which case it is
safe to assume that the light is resonant with only a few, or sometimes even only one,
transition in the atom or molecule. A canonical example for which the two-level ap-
proximation is often appropriate is rare earth ions. Their resonance frequency coincides
with the low loss window in typical transmission fibres, they have a large dipole moment
and are easily integrated into optical fibres via doping. For these reasons rare earth ions
are widely employed to produce fibre amplifiers or lasers for optical telecommunication
purposes [75]. All the off-resonant contributions to the light-matter interaction can then
be summarised with a (possibly frequency-dependent) dielectric constant and only the
resonant contributions are integrated explicitly.
Here, we first explore the semi-classical Bloch equations under the assumption that
the exciting light field is resonant with only one electronic dipole transition of the atom
or molecule. The Hamiltonian (3.3) then reduces to
Hˆ2 = ~(ω1ρ11 + ω2ρ22)− (Eµ12ρ21 +Eµ21ρ12) , (3.6)










ρ22 = 2Im(Ω12ρ12) , (3.7)
42 Resonant light-matter interaction
with Ω12 = µ12E/~ the Rabi frequency of the transition. One important conserved quan-
tity of these equations is the length of the so-called Bloch vector (2Re(ρ12),2Im(ρ12),ρ22−
ρ11).
In these equations it is assumed that the two levels of the electronic system are
isolated from their environment. This is a good approximation if the interaction with
the environment takes place on much longer time-scales than the duration of the exciting
light pulse. If this is not the case, the dissipative interaction with the environment must
be included in the equations (3.7) by the introduction of phenomenological dephasing
and relaxation rates. As a result one gets the Bloch equations for a two-level system
that were originally developed by Felix Bloch to describe nuclear magnetic resonance
phenomena [76] and are equally valid for optical transitions [77]
∂
∂t
ρ12 = i[ρ12(ω1 − ω2) + Ω12(ρ11 − ρ22)]− γpρ12
∂
∂t
ρ11 = −2Im(Ω12ρ12) + γr(ρ22 − ρeq22)
∂
∂t
ρ22 = 2Im(Ω12ρ12)− γr(ρ22 − ρeq22) . (3.8)
ρeq22 is the thermodynamic equilibrium value of the upper state population and is given
by 0 for optical transitions. Note that the addition of dephasing rates and relaxation
rates leads to non-conservation of the length of the Bloch vector.
Let us for the moment assume that relaxation and dephasing can be neglected and
analyse equations (3.7) in more detail. If we transform equations (3.7) to a coordinate
system rotating at the resonance frequency ω2 − ω1 and apply the rotating wave ap-
proximation (RWA), neglecting terms oscillating in the new coordinate frame with a


















Here, δ is the detuning between the frequency of the light field ω and the resonance
frequency of the transition ω0 = ω2 − ω1. If we assume perfect resonance δ = 0 the
equations for the Bloch vector in RWA correspond to a simple rotation of the vector
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Figure 3.1: Possible three-level configurations: (a) V -scheme, (b) Λ-scheme and (c)
cascade.
around the u-axis with the Rabi-frequency as the frequency of rotation. Therefore, if we




















w is simply the inversion ρ22−ρ11 and v is the in-quadrature component of the polarisa-
tion. These solutions imply that the inversion of the two-level system oscillates with the
Rabi-frequency from the ground-state value w = −1 to the excited state value w = 1,
a phenomenon termed Rabi-oscillations [78]. A light pulse that inverts the system to
w = 1 is called a pi-pulse due to the integral over its Rabi-frequency, whereas a pulse that
rotates the system from ground-state via excited state back to ground-state is called a
2pi-pulse for obvious reasons. The introduction of a dephasing rate into equations (3.9)
leads to damped Rabi-oscillations where the Bloch vector decreases in magnitude, while
a relaxation rate continuously drives the inversion back to its equilibrium value. The
interaction between light and an atomic or molecular two-level system is termed coher-
ent if the latter effects can be neglected. In this thesis we will mostly be concerned with
such coherent effects, but sometimes dephasing rates will be introduced to estimate their
impact on the coherent dynamics.
3.1.2 Three-level systems
The simplest extension of the two-level system is the three-level system in which one ad-
ditional electric dipole transition is added. Possible configurations of three-level systems
with two optical transitions are shown in Fig. 3.1. A three-level system is a good model
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for a number of atoms and molecules if the exciting light fields are resonant with two
transitions in the system which have one level in common and it is the minimal model
for a laser gain material.
The state of the electron is given by a 3× 3 density matrix ρˆ and its time evolution
can be described by a 3 × 3 Hamiltonian Hˆ via the Liouville equation (3.4). For a
three-level system in electric dipole approximation the Hamiltonian can be written as











the dipole matrix element between state j and k, and ~ωi the energy of level i.
The Liouville equation (3.4) together with the Hamiltonian (3.11) result in the equa-
tions of motion for the dynamics of a three-level system in dipole approximation excited
by a light field
∂
∂t












ρ11 = −2Im(Ω12ρ12)− 2Im(Ω13ρ13) + γr12ρ22 + γr13ρ33
∂
∂t
ρ22 = 2Im(Ω12ρ12)− 2Im(Ω23ρ23)− γr12ρ22 + γr23ρ33
∂
∂t
ρ33 = 2Im(Ω13ρ13) + 2Im(Ω23ρ23)− (γr13 + γr23)ρ33 , (3.12)
with Ωij = µ∗ijE/~ and polarisation dephasings γp and population relaxation terms γr.
The coherences of the optical transitions contribute a polarisation, so that the electric
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3.1.3 Local Field Effect and the effect of a Dielectric
The model above assumes an ensemble of non-interacting atoms. For dense media the
direct interaction between atoms via induced dipoles becomes more important with in-
creasing interaction time [79]. In a very good approximation the dipole-dipole interaction
between the atoms can be accounted for by introducing the microscopic (local) field felt
by an atom in a certain local neighbourhood, which differs from the macroscopic electric





If a dipole is embedded in a dielectric, the atoms of the dielectric act on the dipole.
The influence of a dielectric on an embedded dipole can be represented by amplifying the
local electric field by a factor l = (+ 2)/3. Therefore a dipole embedded in a dielectric








3.2 Atomic excitations via adiabatic rapid passage
In the previous sections we have seen that an intense, coherent light pulse, which res-
onantly excites an electronic transition can induce Rabi oscillations in the occupation
densities of the electronic states. Furthermore, Rabi oscillations are suppressed if the
dephasing rate of the transition is larger than the Rabi frequency; in this case the tran-
sition saturates. However, Rabi oscillations and saturation are not the only two possible
outcomes of the interaction between a resonant light-pulse and an absorbing two-level
system.
When a chirped pulse, i.e. a pulse with a time-dependent instantaneous frequency,
interacts with a two-level system, the phenomenon of adiabatic rapid passage (ARP)
[52, 81, 82] can occur, in which the population is transferred completely to the upper
state of the two-level system. The crucial difference to a pi-pulse excitation is, that
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no exact resonance condition is required and the amplitude of the exciting pulse can
be varied considerably without effecting the final inversion. Hence, adiabatic rapid
passage can be used to transfer the population in inhomogeneously broadened atomic
or molecular ensembles and along a transverse pulse profile. ARP is best understood in
terms of the semi-classical Schrödinger equations in the RWA, where the Hamiltonian
is written in the interaction picture and the fast oscillating parts of the light-matter
interaction are neglected




Here, a real Rabi frequency Ω = εµˆ/~ is assumed, 4 is the instantaneous detuning
between light field and transition resonance and ε is the electric field envelope.
For the time-dependent Hamiltonian (3.17) new time-dependent eigenstates Φ± of
the complete system can be found that do not coincide with the eigenstates ψi of the
unperturbed electronic system. These adiabatic states are given in terms of the unper-
turbed (diabatic) states as [82]
Φ+ = ψ1 sin θ(t) + ψ2 cos θ(t) (3.18)
Φ− = ψ1 cos θ(t)− ψ2 sin θ(t) .





















In Fig. 3.2(a) the evolution of the adiabatic energies is shown by the solid lines for a
positively chirped Gaussian pulse.
The concept of adiabatic following implies that the system stays in a specific adi-
abatic state if it has been prepared in that state [83]. An adiabaticity condition can
be formulated for the Hamiltonian (3.17) that ensures a negligible probability for the
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Figure 3.2: (a) Evolution of energies E of adiabatic (solid lines) and diabatic states
(dashed lines) in the rotating wave approximation for a positively chirped Gaussian
pulse. (b) Evolution of occupation densities in the diabatic basis for a system initially
in the ground state (red) and following the adiabatic state Φ+ [solid green line in (a)].
system leaving the adiabatic state
1
2
∣∣∣Ω˙4− Ω4˙∣∣∣ (Ω2 +42)3/2 . (3.21)
This condition means that the pulse must be smooth (Ω˙ small), the chirp (equivalent to
4˙) must not be too large and a large Rabi frequency and/or detuning must be present
at all times. These requirements lead to the intuitive notion that a long pulse should be
used, but, in fact, the adiabaticity condition relates to the pulse area. In the limits of
practicality, short pulse lengths can be counterbalanced by large pulse intensities. The
energies of the adiabatic states, depicted in Fig. 3.2(a) show an avoided crossing, so that
an adiabatic evolution leads to an inversion of the system in the diabatic basis. This
population evolution is shown in Fig. 3.2(b).
A second constraint on system parameters for the success of ARP is related to the
approximation employed when deriving the interaction Hamiltonian. The electronic
two-level system has been assumed to be free of dephasing or relaxation processes. Such
an approximation is only valid when the interaction time is much shorter than the
dephasing or relaxation times, so that ARP also requires slow dephasing and relaxation
and/or short pulses. This is the origin of the term "rapid" in adiabatic rapid passage.
Consider a positively chirped pulse with large negative detuning at the beginning of
the pulse and large positive detuning at the end of the pulse acting on a two-level system
initially in the ground-state Ψ1. Adiabatic evolution will lead the population along a
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path towards the upper state Ψ2 defined by the time-dependence of the mixing angle θ.
The same happens, if the pulse is negatively chirped instead.
The technique of ARP can be used to control the state of an electronic system
by illumination with a suitable light pulse [84, 85] in applications as diverse as nuclear
magnetic resonance [86], magnetic resonance imaging, femtochemistry [87], single photon
generation [88] and quantum computing [89]. In the case of molecules this technique
can excite a specific transition between several closely spaced transitions or a number of
transitions that are slightly detuned from each other because of, e.g., vibrational sub-
levels or Doppler broadening. Recently, it has also been successfully employed to achieve
very efficient excitations in semiconductor quantum dots [90, 91].
For the efficient excitation of two-level systems the sign of the chirp is not important,
whereas in multi-level systems relaxations and thermalisations (pump-dump effects) can
lead to large differences between the excitation efficiencies of negatively and positively
chirped pulses [85, 92, 93]. For a coherent two-level system in free-space, which is reso-
nantly excited by a linearly chirped Gaussian pulse with at least a few cycles duration, it
has been shown that the achieved population inversion depends only on two parameters
[52], the pulse area and the magnitude of the chirp. Both parameters can be expressed as
dimensionless values and adiabatic rapid passage using linearly chirped Gaussian pulses
reaches more than 99% efficiency if the pulse area is much larger than pi and the chirp
is larger than 4 (compare Figure 4 of [52]).
3.3 Self-induced transparency
This section introduces self-induced transparency [14], a nonlinear effect that arises in
the resonant interaction between a light field and an electronic dipole transition. Pre-
vious sections have focused on the impact of light on the resonantly excited electronic
system neglecting the impact of the polarisation of the electronic system on light prop-
agation. Let us now take a step back and add the propagation equations for the light
field, Maxwell’s equations, to the two-level Bloch equations in order to understand light
propagation through resonant media. The result are the Maxwell-Bloch equations, com-
pletely general semi-classical equations for the interaction of a light field with a single
electric dipole transition. Therein, the electric dipole transition is described quantum
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mechanically, whereas the light field is described classically. We write these Maxwell-










ρ12(r, t, ω0) = i[−ρ12(r, t)ω0 + Ω12(ρ11(r, t)− ρ22(r, t))]− γpρ12(r, t)
∂
∂t
ρ11(r, t, ω0) = −2Im(Ω12(r, t)ρ12(r, t)) + γrρ22(r, t)
∂
∂t
ρ22(r, t, ω0) = 2Im(Ω12(r, t)ρ12(r, t))− γrρ22(r, t)
P(r, t) = 2
∫
ω0
Re (µ12ρ12(t, r, ω0))N(r) .
Here, ω0 is the transition frequency of the two-level system and the states of two-level
systems with the same resonance frequency are summarised in density matrices. Vari-
ations in transition frequency are termed inhomogeneous broadening and can arise for
example because of the Doppler effect, differences in local electric environments or, in a
molecule, several vibrational sub-states more closely spaced than the broadness of the
exciting light field.
In order to understand the meaning of self-induced transparency and what makes it
special, we first have to consider the ordinary case of light propagating through a two-
level system. Since the energetic difference between two electronic states with an optical
dipole transition is much higher than the thermal energy available at room temperature
such systems are usually in their ground-state. When light resonant with the transition
impinges on these two-level systems, it can stimulate a transition from the ground-state
to the upper state and, as a consequence, a portion of energy E = ~ω is lost from the light
field. As long as the light field is weak most two-level systems remain in their ground-
state and, for the system above, one recovers a Lorentzian absorption line-shape provided
inhomogeneous broadening is absent. Every frequency contained in the weak light pulse
propagating through these two-level systems attenuates with a constant attenuation rate
per propagation distance that is given by the absorption line. This is known as Beer’s
law of absorption and is routinely used to measure the density/abundance of specific
substances which are known to absorb at the particular frequency applied.
Self-induced transparency in the strict sense that no energy is absorbed by the two-
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level system requires several conditions on light field, two-level system, and geometry
[14]. The first and most important is that light propagation has to be constrained to one
direction and the Rabi frequency has to be constant across the transverse dimensions
of the light pulse. These conditions are fulfilled in plane-waves for which the first of
equations (3.22) simplifies to
b
c2
∂2tE(z, t)− ∂2zE(z, t) = −
1
0c2
∂2tP(z, t) , (3.23)
where z is the propagation direction and the light field and polarisation are completely
homogeneous along the transverse dimensions x and y. A further necessary assumption
is, that dephasing times 1/γp and relaxation times 1/γr are much longer than the du-
ration of the light pulse τ . In this case γp and γr can be neglected. Additionally, it is
assumed that the light pulse has a slowly varying envelope ε in the sense that, if the
electric field is written as
ε = ε exp[−i(ωt− kz − φ(z))] + c.c. , (3.24)
the conditions ∣∣∣∣∂ε∂z
∣∣∣∣ ∣∣∣ ελ ∣∣∣ ,
∣∣∣∣∂ε∂t
∣∣∣∣ ω |ε| , (3.25)
are fulfilled. As a consequence the polarisation varies slowly and because we assume
that the light pulse and the two-level system are near resonance, we apply the RWA to
the Bloch equations. These conditions allow us to write equation (3.23) as a first-order
differential equation for the field propagating in, e.g., positive z-direction augmented by





























= vεω . (3.26)
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Here, v(4ω, z, t) is the component of the Bloch vector introduced in Sec. 3.1.1, g(4ω) is
an even distribution function of the transition frequencies centred around the frequency
of the light pulse, and κ = 2µ/~ is the coupling strength between the electric field and
the dipole with µ being the component of the dipole matrix element of the transition,
which is parallel to the applied electric field.
In the derivation of the SIT solution to equations (3.26), we will follow the derivation
by McCall and Hahn in [14]. For two-level systems exactly on resonance (4ω = 0), an
explicit solution of the Bloch equations can be found that depends only on the electric
field envelope
u(0, z, t) = 0 (3.27)




w(0, z, t) = w(0, z, 0) cos(ϕ(z, t)) ,
where
ϕ(z, t) = κ
∫ t
−∞
ε(z, t′)dt′ , (3.28)
is the angle of rotation of the Bloch vector or the pulse area up to time t. Note that,
since – in this coherent limit – the polarisation depends on the sine of the pulse area
it is not only nonlinear, but its nonlinearity contains all odd orders and any truncation
scheme for the order of nonlinearity must inevitably neglect important contributions.





and proceed to integrate the first of equations (3.26) over time to reach an equation for









g(4ω)v(4ω, z, t)dtd(4ω) . (3.30)
Here, the time integration reaches up to a time where the macroscopic electric field has
disappeared, which does not necessarily imply that the polarisations are zero individu-
ally, but that they are sufficiently out of phase to interfere destructively. By replacing v
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with (∂u/∂t)/ω and performing the time integration, one obtains the following equation








4ω [u(4ω, z, T0) cos(4ωt
′)+
v((4ω, z, T0) sin(4ωt′)]d(4ω) , (3.31)
with T0 being a time where the electric field is negligibly small. The contribution from
u vanishes for long times t′, whereas the contribution for v tends to a δ-function.






where α = 2piµ
2Nωg(0)
n~c is the linear absorption coefficient of the two-level system. This
theorem contains the phenomenon of self-induced transparency. For a pulse with an
area that is an integer multiple of 2pi the pulse area will not change with propagation
distance. Furthermore, the area of any pulse propagating through a coherent resonant
absorber tends to such an integer multiple of 2pi.
It is also possible to establish the shape attained by the pulses propagating through
an absorber. In fact, there is a unique solitary solution to equations (3.26); a 2pi-pulse
with a sech-shaped envelope. Pulses with higher area split into those elementary solitons.
Since some of the energy of the electromagnetic field is always stored intermittently in
the absorbing medium, the pulse travels slower than in an ordinary dielectric. The
time and space dependence of the pulse envelope that constitutes a soliton solution to




sech[(t− z/V )/τ ] , (3.33)
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Figure 3.3: Snapshot of electric field (red), inversion (black), real part of polarisation
(blue) and imaginary part of polarisation (green) of a 2pi-pulse shown versus propagation
distance for a sech-shaped pulse with τ = 20cycles.
Essentially, the pulse is slowed down by the storage of energy in the medium.
Bullough et al. have shown in 1974 [94] that the analysis of SIT can also be performed
using the inverse scattering transform [17, 71], a technique that was developed shortly
after the work by McCall and Hahn was published. Equations (3.26) can be mapped onto
the sine-Gordon equation [20] (named for its similarity to the Klein-Gordon equation)
∂2t ϕ− ∂2zϕ+ sin(ϕ) = 0 , (3.36)
where ϕ is the momentaneous tipping angle defined in equation (3.28). The sine-Gordon
equation is integrable and has therefore soliton solutions describing the SIT solutions.
The fundamental 2pi-pulse soliton solution of SIT is illustrated in Fig. 3.3, where all
quantities are expressed in their full time-domain form. It can be seen how the leading
edge of the pulse encounters a two-level system in its ground-state, then slowly lifts the
population up to the upper state by stimulating a strong coherence that saturates at
a value of 0.5 and switches phase abruptly when the pulse reaches its maximum and
the system has been completely inverted. From this point on, the pulse gains energy by
stimulated emission through the coherence until the population is completely returned
to the ground-state and no net absorption has taken place. In other words, the system
is rendered transparent by the strong light pulse impinging on it.
Let us now discuss the consequences of the approximations made to the Maxwell-
Bloch equations in order to arrive at the integrable model. The neglect of dephasing
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and relaxation restricts the applicability of these equations to pulse durations much
shorter than those time-scales. Because of the area theorem, this implies the need
for high pulse intensities or, alternatively, low temperatures to achieve long dephasing
times. The fulfilment of this condition is, however, much easier than the realisation of
a restriction to one-dimensional plane-wave propagation. In free-space the plane-wave
approximation often breaks down because of diffraction or self-focusing, especially when
strong nonlinearities are involved. Self-focusing of pulses in coherent resonant absorbers
is a consequence of the area theorem and the dependence of the group velocity on pulse
intensity [95, 96]. The intensity profile of the pulse leads to an increased pulse duration at
points of lower intensity, an energy flow towards the higher intensities and finally to pulse
breakup, a process well illustrated by numerical simulations [97, 98] and in accordance
with experimental results [97, 99]. It has been found that there exists a mathematical
soliton solution in a full 3D-system, a SIT light bullet [23], provided the assumptions on
slowly varying envelopes are fulfilled. However, nothing is known about the convergence
of an arbitrary light pulse towards this rather complicated spatio-temporal pulse shape
and no experimental realisation of this light bullet has been achieved. In a waveguide one-
dimensional propagation can be maintained, but this happens at the cost of dispersion
and through the imposition of a field profile. Whether SIT solitary waves are possible
in the presence of dispersion is part of the investigation presented in Chapters 5 and
6. The problem of a non-constant transverse field profile could be solved at the cost
of the strength of the nonlinearity by using a very narrow distribution of the absorbing
material, thus ensuring that the field is essentially constant over the absorbing material
[26, 27]. A second, more promising solution, the usage of a waveguide with a nanoscopic
low-index gap, is presented in Chapter 6.
The assumption that the envelope of the field is slowly varying can be violated either
if the pulse has a duration of only a few optical cycles.It has indeed been found that
the area theorem is inaccurate for high pulse areas and very short pulses [39]. This
result is, however, almost completely academical since any pulse that is short enough to
violate the area theorem is certainly broad enough to excite more than one transition in
any real atomic or molecular system. Furthermore, if its area is on the order of several
pi other nonlinear effects, such as high-harmonic generation, may dominate over the
dipolar transition. For the purposes of the present thesis, it can safely be assumed that
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the duration of the pulse can be as short as is reasonable for the two-level approximation
to apply without worrying about the validity of the area theorem.
Thus the theory of SIT predicts the phenomenon of vanishing absorption for specific
pulse areas and area-dependent pulse breakup for plane-waves propagating through an
absorbing two-level system. These phenomena have been observed in various experi-
ments [10, 100, 101], where a gas-cell was illuminated by a coherent light pulse and
strong absorption reduction and pulse breakup were measured. Unequivocal experimen-
tal demonstration of SIT can be tricky because absorption saturation and anomalous
classical absorption [12] can easily be confused with SIT [102]. Line-width narrowing as
sole origin of absorption reduction can be excluded by measuring the spectrum of the
transmitted pulses as well as their temporal shape as will be argued in chapter 5 and
was mentioned in [102]. Nonetheless most experimental claims of the presence of SIT
were not backed by spectral data.
Chapter 4
Collisions of counterpropagating
self-induced transparency solitons in
three-level systems
In this chapter the collision of counterpropagating simultons [13, 103], SIT solitary waves
in three-level media (Figure 4.1) is investigated. Simultons have been found to be simi-
lar to SIT solitons in two-level systems [34, 104], but they offer an additional degree of
freedom due to the possibility of distributing the excitation between two transitions. Pre-
vious numerical studies have been conducted on collisions of solitons in two- and three-
level media [35, 36, 51, 105]. Because of the inherent bi-directionality of the method and
because no approximations on pulse shape are made, the auxiliary-differential-equation
finite-difference time-domain approach to the Maxwell-Bloch equations (see A.3) is ide-
ally suited to treat the problem of counterpropagating simultons.
Using this method it will be shown here that, with the appropriate choice of input
parameters, new (secondary) solitary waves are born in the collision process of pri-
mary solitary waves in three-level media; an outcome that is not achievable in two-level
systems. When a V-type three-level system is used, in which the two transitions are dis-
tinguished by the directionality of the dipole matrix elements it is possible to engineer
a symmetric input situation. Symmetry here refers to opposing input pulses having the
same energy and group velocity but possibly a different polarisation. In this symmetric
case the outcome of the collision depends solely on the relative polarisations and group
56
57
Figure 4.1: Schematics of a (a) V-type and (b) Λ-type degenerate three-level medium.
velocities of the initial pulses.
Before we delve into the numerical results, let us first consider the impact of the
relative initial polarisations on the description of the three-level system. Suppose the
three-level systems have one dipole matrix element for the transition from ground-state
|1〉 to upper state |2〉 given by µ12 = µx and the other dipole matrix element given by
µ13 = µy, so that the dipole matrix elements are orthogonal to each other and of the
same magnitude. This is in fact a generic model for a two-fold degenerate transition from
a state with total angular momentum J = 0 to a state with total angular momentum
J = 1 since a redefinition of the upper states as superpositions of |2〉 and |3〉 can
produce any directionality of the two dipole matrix elements in the xy-plane. If we
now consider excitation by two pulses with the same polarisation, e.g., both are left-
circularly polarised, then they will both interact with the same superposition |ψ〉 of the
upper state and the orthogonal superposition |φ〉 of the upper states can be discarded
from the analysis [34]. The two simultons should behave as if they were colliding in a
two-level system because they do not interact with the third state. If, however, one of
the pulses is left-circularly polarised and the other is right-circularly polarised, they will
interact with orthogonal superpositions of the upper states and the interaction will have
the character of a three-level collision.
The content of this chapter, the bulk of which has been published in [45], is divided
as follows: We first study the collision of counterpropagating simultons with parallel
relative polarisation in Sec. 4.1 and show that this scenario is indeed equivalent to
the collision of simultons in two-level media [36, 51]. Next, simultons with orthogonal
polarisations collide in Sec. 4.2 and the parameter space of soliton birth is investigated.
The behaviour for arbitrary relative polarisations is studied in Sec. 4.3. The findings are
summarised in Sec. 4.4.
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4.1 Parallel polarisation
We have established that the collision of simultons with parallel polarisations in a de-
generate V-type medium are equivalent to the collision of SIT solitons in a two-level sys-
tem. Several studies have been devoted to this problem [35, 36, 105]. In [35] Afanas’ev
et al. study the collision of two identical counterpropagating SIT solitons in the limit
of a coherent medium and slowly varying pulse envelopes. The impact of a diffusion of
atomic excitation on the collision outcome is also investigated and all results are anal-
ysed via the electric field and the language of soliton scattering problems; the atomic
parameters are invoked only implicitly. By investigating the dependence of pulse power
after collision on the pulse power before collision, Afanas’ev et al. found that counter-
propagating solitons collide inelastically (energy is lost) and annihilate each other below
a critical pulse power, or equivalently group velocity.
Shaw and Shore [36] included a dephasing rate into the Maxwell-Bloch equations
and studied the problem of pulse collisions by eliminating the rapid spatial variation in
polarisation and inversion with an expansion in powers of exp(ikz). In their analysis, it
becomes clear that the loss of energy in the solitons is partially due to absorption in the
interaction region of the colliding pulses but also due to radiation losses. Parametrising
the initial conditions on the ratio between the number density of atoms and the number
density of photons, they find that, when the density of atoms is 4 times higher (for a
2pi-pulse) than the photon density, the pulses annihilate each other in collision and when
it is smaller the pulses lose energy but stay solitary waves.
In a recent publication [105] Novitsky investigates the propagation behaviour of few-
cycle solitons in a two-level medium using the full Maxwell-Bloch equations. Therein the
spectral content of 2pi-pulses after collision is analysed with the result that precursor and
trailing radiation part leaving the medium are off-resonant and only the main 2pi-pulse is
resonant. He also studies asymmetric collisions, in which one input pulse is more intense
than the other, and finds that the existence of an output pulse in one direction and its
parameters can be controlled by the parameters of a counterpropagating pulse as well
as by the parameters of the original pulse. Thereby a logic gate could be envisioned;
the details of which are not yet discussed in this publication. Note that [105] has been
published after the work presented in this chapter was performed and published.
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We begin our investigations of the collision of counterpropagating simultons by as-
serting that the collision of parallel polarised, sech-shaped 2pi-pulses is indeed equivalent
to the collision of 2pi-pulses in a two-level system, thereby also testing the numerical
implementation. We used the group velocity, which has already been found in [35] to
parametrise the collision regimes, as fundamental parameter describing the input pulse.
Dephasing and relaxation rates were neglected on the short time-scales investigated and
group velocities were extracted using the method described in the Appendix (A.6). In
this limit, the parametrisation in terms of group velocity is accurate down to a few opti-
cal cycles, i.e. 2pi-pulses of different length in an absorber with different dipole strength
show the same collision behaviour if the group velocity is the same. Recall that the
group velocity is determined solely by the relation between electromagnetic energy in
the pulse and energy deposited in the medium (see equation 3.34) and can be chosen by
adjusting the pulse duration while keeping the pulse area constant.
In Fig. 4.2 the results of collisions between pulses with parallel polarisations for
two different group velocities are shown. Figure 4.2(a) has been obtained by taking
both pulses to be resonant with the same transition in the three-level system, while
Fig. 4.2(b) shows the result of a collision between simultons that act on the same coherent
superposition of the upper states of the V-type level system. In both cases the initial
group velocity is v0 = 0.75 c. It can be clearly seen that the resulting pulses are the
same in both cases, as expected from the analysis above. The only difference is observed
in the occupation densities excited by the pulses; the pulses resonant with the |1〉 ↔ |2〉
transition excite the system to state |2〉 so that the occupation density ρ22 = 1 at the
maximum of the pulse, whereas the pulses resonant with a coherent superposition of
|2〉 and |3〉 excite ρ22 only to a value of 0.5 since half of the population is excited into
state |3〉. Both collisions result in a population grating in the interaction region, a
consequence of the fast variation of local pulse area due to interference of the two pulses
that switches inside half a wavelength from constructive to destructive interference. This
population grating, and some radiation, subtract energy from the 2pi-pulses, so that the
group velocities are reduced.
Figure 4.2(c) shows the collision outcome when a lower group velocity of 0.35c is
used. In accordance with the results of [35, 36] the collision now annihilates the 2pi-
pulses and only radiation is left. As a greater proportion of the energy of the slow
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Figure 4.2: ρ11 (black line), ρ22 (red line) and E (blue line) after the collision of two
counterpropagating simultons against distance x for group velocities (a) v0 = 0.75 c and
circularly polarised light, (b) v0 = 0.75 c and linearly polarised light and (c) v0 = 0.35 c
and circularly polarised light. The material parameters are µ = 1.19 × 10−29Cm, n =
8.64× 1024m−3 and ω = 3.59× 1015 s−1. The basis chosen for the material is circularly
polarised.
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Figure 4.3: Group velocity v0 before collision versus group velocity ve after collision.
The dashed line (ve = v0) serves as guide to the eye. Medium parameters are chosen as
in Figure 4.2.
2pi-pulse is stored in the absorber, the absorber acts more strongly on the light field and
the interaction between the pulses, mediated by the two-level system, is much stronger.
Although the initial pulses for the slower 2pi-pulse are less energetic, the population
grating now extends over a larger region; a consequence of the stronger interaction.
We also checked the parametric dependence of the collision outcome on the initial
group velocities in terms of the final group velocities (see Fig. 4.3). The critical group
velocity, below which the 2pi-pulses are annihilated, is given by vc = 0.36. For slightly
higher initial group velocities the pulses’ group velocities are drastically reduced com-
pared to the initial pulses. With increasing initial group velocity, the impact of the
collision on the 2pi-pulses decreases until the final group velocity asymptotically reaches
the initial group velocity.
In this section we have thus recovered the results of earlier, more approximate studies,
proving that parallel polarisation reduces the degenerate V-type three-level system in
its interaction with the light field to an effective two-level system. Additionally, we have
been able to illustrate more clearly the origin of the energy loss in the two-level collisions
in terms of an induced population grating and the creation of off-resonant radiation.
4.2 Orthogonal polarisation
In the previous section it was shown that simultons with parallel polarisations, acting
on the same transition in a degenerate V-type three-level system, show the collision
behaviour of solitons in a two-level system. If we now consider collisions of counter-
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Figure 4.4: (a) Time evolution of Re(ρ12)(z0) (red line), ρ11(z0) (blue line) and Ex(z0)
(green line) for an undisturbed simulton of group velocity v0 = 0.75 c in a three-level
system. (b) Time evolution of Re(ρ12) (red line), ρ11 (blue line), Ey (green line) and
Re(ρ23) (black line) at the symmetry point of a collision between two counterpropagating
simultons of group velocity v0 = 0.75 c, one resonant with the |1〉 ↔ |2〉 transition (Ex),
the other resonant with the |1〉 ↔ |3〉 transition (Ey).
propagating simultons with orthogonal polarisations, we expect that the outcome of the
collisions is different. Before looking at numerical results, let us first analyse the three-
level Maxwell-Bloch equations (equations (3.12)) to understand where the interaction
between pulses with orthogonal polarisations differs from the interaction between pulses
with parallel polarisations.
We start by assuming two counterpropagating light pulses E+x (z, t) and E−y (z, t) with

























Here, the homogeneous three-level system is defined so that the dipole moment of the
transition |1〉 ↔ |2〉 points in the x-direction and the dipole moment of the transition
|1〉 ↔ |3〉 points in the y-direction. As long as the pulses do not overlap and backscat-
tering and dephasing are negligible, they will propagate as undisturbed solitary waves.
When the pulses overlap, the polarisations Re(ρ12) and Re(ρ13) differ from the values
they attain for a single 2pi-pulse giving rise to all light-light interaction phenomena.
Figure 4.4 illustrates the influence of the solitary wave collision on the polarisations.
In Fig. 4.4(a) the occupation density ρ11 of the ground-state |1〉 is plotted along with
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the polarisation Re(ρ12) and the electric field E+x for an undisturbed solitary 2pi-pulse.
All quantities are symmetric in time. Crucially the occupation density ρ11 returns to
its original value of 1, meaning that the system has returned to its ground-state. The
polarisation reaches a maximum value when ρ11 = 0.5 and inverts its phase when ρ11 = 0,
thereby switching from absorption to re-emission. If we now look at Fig. 4.4(b), huge
differences are obvious as neither polarisation nor occupation densities are symmetric any
more. The presence of the second pulse, E−y , exciting the transition |1〉 ↔ |3〉 disturbs
the polarisation ρ12, thereby altering the dynamics of E+x . The interaction between the
pulses takes place via the cross-polarisation ρ23 [black dashed line in Fig. 4.4(b)] and also
via the occupation density ρ11 that is now excited to states |2〉 and |3〉 instead of only
to state |2〉. A consequence of the interaction is that a long-lived polarisation, Re(ρ12),
is present after the original pulses have passed the interaction region. As we will see
below, this long-lived polarisation gives rise to a secondary 2pi-pulse.
Let us understand the above by looking at the additional terms that appear in
the second derivative of Re(ρ12) due to the interaction. To this end, we replace the
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Im(ρ23) + Ω−y Ω
+
xRe(ρ13) . (4.3)
Here, we already see the presence of several terms which are only due to interaction.
Firstly, the resonance frequency of Re(ρ12) is shifted due to the Rabi frequency of the
|1〉 ↔ |3〉 transition Ω−y . Secondly, several driving terms are introduced which depend
on Ω−y and the cross-polarisation ρ23 or the product of both Rabi-frequencies and the
polarisation of the second optical transition.
Additionally, the densities ρ11 and ρ22 are now driven differently than in the undis-
turbed case. We can write these terms down in their integral form together with the
cross-polarisation ρ23. It is then possible to identify further terms which are due to the
interaction of two counterpropagating pulses and those which are present in the case of
a single pulse tuned to only one transition. The latter terms are the ones giving rise to
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self-induced transparency and the former are the ones responsible for the pulse breakup
























′)Re(ρ12(z, t′))− Ω+x (z, t′)Re(ρ13(z, t′)))dt′ . (4.7)
As we can see there are a lot of terms that are only present in the interaction case, which
are all of a similar magnitude, so that it is impossible to pin the interaction down to
a particular term. In the two-level case, however, no cross-polarisations exist and the
pulse annihilation can be attributed to an interaction via the occupation densities ρ11
and ρ22. For orthogonal pulses, interaction via the occupation densities is present but
not as strong, since the densities are driven into different upper states.
Because of the complexity of the interaction terms, the pulse interaction in the
Maxwell-Bloch equations cannot be understood analytically. Therefore we have to re-
sort to numerical simulations for the three-level collisions. In this section, we only
consider symmetrical situations, in which the pulse velocities of leftward propagating
and rightward propagating pulses are identical. Note that the results presented can also
be obtained in a Λ-type three-level system, if the initial occupation density is evenly
distributed between the degenerate lower states. The most important result of the nu-
merical simulations is the existence of two distinct regimes in the collision of orthogonal
simultons that are parametrised by the group velocities of the initial pulses. For high ini-
tial group velocities additional 2pi-pulses are born in the collision, whereas for low group
velocities the pulse splits into breathers; pulses that are unable to invert the medium
completely although they propagate with a similar group velocity as 2pi-pulses of the
same amplitude. The critical group velocity above which new solitary waves are born is
given by vc ≈ 0.62 c.
Figure 4.5 presents the spatio-temporal dynamics of pulse collisions for four different
initial group velocities in terms of the occupation density ρ11 of the ground-state of
the three-level system. From Fig. 4.5(a) we see how two counterpropagating simultons
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Figure 4.5: Linear grey-scale plot of the occupancy of the lowest level ρ11 during
the collision of circularly polarised pulses with group velocities of (a) v0 = 0.4 c, (b)
v0 = 0.62 c, (c) v0 = 0.64 c and (d) v0 = 0.8 c. Black corresponds to ρ11 = 0 and white
to ρ11 = 1. The material parameters are µ = 2.38× 10−29Cm, ρ = 8.64× 1024m−3 and
ω = 3.59× 1015 s−1.
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with initial group velocity v0 = 0.4 c collide and disperse into breathers. This stands in
contrast to the collisions in two-level systems in which the initial 2pi-pulses are reshaped
down to group velocities of v0 = 0.36 c and only below this group velocity do they
annihilate each other. The other important difference to the two-level case is, that no
population grating is left in the interaction region. All the pulse energy remains in the
light field.
From a group velocity of v0 ≈ 0.62 c upwards [see Fig. 4.5(b)], we observe the birth
of secondary solitary waves. For the initial group velocity of v0 = 0.62 c the pulses after
collision initially struggle to separate, but their group velocities are different enough
for them to finally stay apart. In this case, close to the critical velocity the energy of
the initial pulse is almost equally distributed between the two collision products with
some energy dissipated as radiation (the interaction between the solitary waves is not
completely elastic). In fact, it is reasonable to assume that the equidistribution of energy
between the collision products is the reason for the creation of breathers below a group
velocity of v0 ≈ 0.62 c. The collision products are unable to separate in space, since
the group velocity in a given medium is a function of only the pulse energy and, with
degenerate pulse energies of the copropagating collision products, a breather is formed.
In Figs. 4.5(c) and 4.5(d) more energetic and, consequently, faster initial pulses are
injected into the three-level medium. Now, the collision allows for a clear separation
between the collision products and we see that the faster the initial pulses, the faster
the first collision product and the slower the new, secondary solitary wave. This is
a manifestation of a decreasing interaction strength between the counterpropagating
pulses, when the pulse intensity is increased. The higher the initial pulse energy the less
energy is separated from it in the collision process. Therefore, the less energy is available
to form the new, secondary solitary waves. One can understand this by remembering
that the impact of the material polarisation on the electric field is reduced considerably
if the field is more intense, since the polarisation is limited to a maximum value of µN/2.
The dependencies of the group velocities v1 and v2 of the two collision products on
the initial group velocity are shown in Fig. 4.6. For pulses that are very close in group
velocity, it gets progressively more difficult to decide if they form two pulses or one
pulse. It also becomes more difficult to extract the group velocity in the presence of
considerable radiation, so that the dependencies are not continued down to an initial
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Figure 4.6: Group velocities of v1 (red) of primary pulses and v2 (black) of secondary
pulses after collision as a function of the group velocity of the initial pulses. Different
symbol stand for different values of dipole moment µ and medium density n and the
lines represent polynomial fits of second order to the data.
group velocity of v0 = 0.62 c. Likewise, a very slow solitary wave is very narrow in real
space. As a consequence, a very slow pulse encounters appreciable backscattering from
a sudden change in the refractive index due to a sudden change in occupation densities
and it is not stable. Therefore, very slow solitary waves could not be measured and the
analysis of the collisions has only been performed up to initial group velocities of 0.95 c.
As a first result, we can deduce that the initial group velocities are indeed the only
parameters that determine the outcome of the collision, since a variation in medium
parameters does not matter as long as the group velocities are the same. Consequently,
it is to be expected that the results presented here are not only valid for the femtosecond
pulses studied but also for much longer pulses, as long as the pulse duration is much
shorter than relaxation and dephasing times of the medium. The slight deviations be-
tween the different parameter sets are probably due to inaccuracies in the extraction
process.
Secondly, we see from the accuracy of a polynomial fit of second order that the de-
pendencies of the final group velocities on the initial group velocities are nearly parabolic
with a better matching for the fast than for the slow pulses. For the fast pulses the de-
pendency of the final group velocity on the initial group velocity can be approximately
expressed as v1 = −3.33 v20 + 7.06 v0− 2.76, whereas for the slower pulse the polynomial
fit results in v2 = 1.755 v20 − 3.32 v0 + 1.59 (here all velocities are given as fraction of the
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Figure 4.7: Occupancies ρ11 (solid black line), ρ22 (dashed red line) and ρ33 (dashed blue
line) of a three-level medium with dephasing long after the collision of two simultons
with orthogonal polarisation. Parameters used: λ = 525 nm, µ = 2.8 × 10−29C m,
n = 1.87 × 1024m−3, τ = 2.66 × 10−15 s (4 cycle pulse) and γ12 = γ13 = 57 ns−1,
resulting in a primary pulse velocity of v0 = 0.863 c.
speed of light). Extending these formulas into the regime where considerable radiation
and a continued interaction between the pulses make extraction of the group velocities
impossible, one finds a crossover point at v0 = 0.59 c. The fit is, however, not very good
any more in this regime. Indeed, when approaching the critical velocity (vc ≈ 0.62 c),
the difference between fit and measured result increases drastically. On the other end
of the parameter space, when the initial group velocity approaches the speed of light,
the interaction becomes almost negligible. Only very slow pulses with low energies are
separated from the main pulses and the main pulses are almost unperturbed.
The results presented until now have been obtained in the absence of dephasing.
When a small dephasing rate – a dephasing time much longer than the pulse duration
– is added, it is usually assumed that the light propagation is not affected. The same
is true for the collision processes investigated here but with a caveat. As we see from
Fig. 4.6, collisions of pulses with very short duration (high group velocity) give rise
to long pulses (small group velocity). Therefore it is not guaranteed that, when the
duration of the initial pulse is much smaller than the dephasing time, the same will be
true for the secondary 2pi-pulses born in the collision process.
Figure 4.7 presents an example of the collision of very fast 2pi-pulses that gives rise
to long 2pi-pulses, for which dephasing cannot be neglected any more. These secondary
pulses are then quickly absorbed inside the medium and thereby they leave an electronic
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excitation behind that is confined to a very small region. The possibility of achieving
such selective excitations has been studied for three-level Λ-media [42, 104], but no such
scheme has been devised for a V-type medium.
To summarise this section, we remark that the collision of solitary waves with orthog-
onal polarisation inside a degenerate three-level medium is qualitatively different from
the collision of solitary waves with parallel polarisation. In the latter process, the new
phenomenon of birth of SIT solitary waves has been observed numerically for high initial
group velocities. Interestingly, the group velocities of the collision products depend only
on the initial group velocities of the solitary waves and not on any other parameters.
It is possible to think of the presented results in terms of control of an incoming pulse
by collision with a counterpropagating pulse. Then, one can interpret the results such
that a counterpropagating 2pi-pulse imparts onto the, initially polarisation insensitive,
medium a polarisation sensitivity for the incoming 2pi-pulse. In other words, if a 2pi-
pulse encounters a counterprogating 2pi-pulse in the considered three-level medium its
propagation characteristics are polarisation dependent although the medium itself is po-
larisation insensitive. If the counterpropagating solitary wave is linearly polarised the
medium becomes birefringent for the incoming solitary wave and if the counterpropagat-
ing solitary wave is circularly polarised the medium becomes chiral. In the next section
we consider the collision of solitary waves with arbitrary relative polarisation and thereby
fathom the polarisation sensitivity of the medium in the presence of a 2pi-pulse.
4.3 Arbitrary relative polarisation
Here, the collision characteristics between solitary waves of arbitrary relative polarisation
are studied with the expectation of an intermediate behaviour between the effective two-
level and genuine three-level case. For the purpose of this investigation the polarisation
of one of the 2pi-pulses is fixed to Ey-polarisation, whereas that of the other 2pi-pulse has
a variable angle α relative to the y-axis. The collision outcome is given in Fig. 4.8, for
four exemplary group velocities and several polarisation angles, in terms of the velocity
of the faster (or only) collision product.
For α = 0◦ we have the two-level case, while the genuine three-level case of orthogonal
polarisations is recovered for α = 90◦. From Fig. 4.8 we see that there are two regimes
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Figure 4.8: Group velocity v1 after collision plotted over angle α (in degrees) between
polarisations of counterpropagating simultons for initial group velocities of v0 = 0.75 c
(diamonds), v0 = 0.65 c (squares), v0 = 0.6 c (triangles) and v0 = 0.5 c (circles).
in the dependency of the final group velocity on the polarisation angle. In the first
regime, reaching up to high angles between the polarisations, the group velocity decreases
approximately linearly with the polarisation angle. This regime is followed by a sharp
drop in the final group velocities. The location of the drop is around αd = 60◦ for
all depicted initial group velocities. At polarisation angles above the drop angle, slow
secondary solitary waves are created. Hence, more energy is taken away from the primary
solitary waves. Generally speaking, the collision behaviour is closer to the two-level case
for angles up to αd and the three-level behaviour is approximated beyond this point,
although secondary solitary waves are created for lower group velocities than in the case
of orthogonal polarisations.
Take for example the collision outcomes at v0 = 0.6 c. In the previous sections we
have discovered that, for this initial group velocity, parallel polarised solitary waves will
propagate almost unaffected, whereas in the genuine three-level case (with orthogonal
polarisation) the solitary waves break up into breathers. In the angle dependent study
we find that the pulses split into breathers only above αb ≈ 82◦. Between αd and
αb secondary waves are created. In the case of v0 = 0.5 c we have αb ≈ 70◦ leading
to a small window of creation of secondary solitary waves. Looking at the data for
v0 = 0.75 c (the highest group velocity investigated here), it seems as if the polarisation
angle does not matter much to the collision outcome; again, however, we have secondary
solitary wave creation above αd ≈ 60◦ so that for α < αd the energy lost by the initial
solitary wave is deposited in the medium in form of a population grating, whereas for
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α > αd the energy lost is partly used for the creation of a new, secondary solitary wave.
Thus, varying the relative polarisation between the counterpropagating solitary waves
in a degenerate three-level system allows for a steady interpolation between the different
collision outcomes.
4.4 Conclusions
In this chapter the finite-difference time-domain method was employed to analyse the
collision of counterpropagating simultons of pulse area 2pi in a one-dimensional setting.
We have found that simulton birth can occur in a three-level medium if the input pulses
are resonant with orthogonal transitions and are faster than a critical group velocity
of v0 ≈ 0.62 c in the symmetric case. For pulses resonant with parallel transitions
the medium is reduced to a two-level system in its interaction with the light field and
collisions result in a population grating in the interaction region. This population grating
is a result of an oscillation of the effective pulse area in space that stems from the
changing phase-relation between the colliding pulses at different locations along the
one-dimensional interaction region.
We showed in detail the dependencies of output pulse velocities versus input pulse
velocities for the symmetric input pulse case. Higher initial pulse velocities of the orthog-
onal simultons resulted in slower secondary pulses being created in the collision process.
This indicates that the disturbance created by the collision is greater if the initial pulses
are slower, which leads to a larger part of the pulse being separated from the initial
pulse. Slow collision products are vulnerable to dephasing and backscattering processes
that lead to a deposition of inversion close to the interaction region. The Bloch equa-
tions for a three-level system were analysed to find the origin of the different collision
outcomes. For parallel simultons interaction is mediated only by the inversion, whereas
for orthogonal simultons the interaction mediated by the cross-polarisation becomes im-
portant too. Intermediate behaviour between the two-level and three-level case has been
found in the interaction when the angle of relative polarisation was varied, as well as
when the detuning for a non-degenerate three-level system with the same directionality
of the dipole matrix elements was investigated.
The above study has been performed in a one-dimensional propagation approxima-
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tion equivalent to a plane-wave approximation. To study the collision behaviour in a
realistic system such as a gas-filled hollow core fibre [106] or waveguide, the proper condi-
tions on solitary propagation in resonantly absorbing waveguides have to be formulated
first. In the next chapter we make a crucial step towards this goal by investigating
whether SIT solitons can still exist if the input pulse is chirped. As seen in Sec. 2.2
waveguides have a dispersion relation that ensures that different frequencies propagate
at different speeds resulting in chirped pulses. If chirp (which can be considered as accu-
mulated dispersion) can be compensated, it is not unreasonable to expect that waveguide
dispersion can also be compensated directly by the transparent interaction with reso-
nant absorbers. Self-induced transparency in nanophotonic waveguides and collisions of
counterpropagating solitons therein will then be demonstrated numerically in chapter 6.
Chapter 5
Dynamic transition from complete
population transfer to self-induced
transparency
In this chapter the propagation of chirped plane-wave pulses through resonant two-level
systems is investigated. The results presented here have also been published in [56].
As discussed in Section 3.3, the Maxwell-Bloch equations allow for solitary propagation
due to a re-emission into the pulse if the pulses are unchirped and exceed an area of
pi. For chirped pulses, however, the area theorem is not directly applicable. Numerical
studies on the transformation of chirped pulses into 2pi-pulses using static techniques,
such as conversation laws [107] or the inverse scattering transform [108], have been
performed. They found that the critical area for soliton formation depends not only on
the magnitude of the applied chirp but also on the pulse shape (unlike for unchirped
input pulses). Because of the static nature of the applied techniques in [107, 108],
dynamic aspects of the transition from chirped pulses to unchirped solitary waves could
not be investigated. Also, the state of the two-level system after passage of the pulses
is not considered.
While the studies [107, 108] where constrained to moderately chirped pulses, the in-
teraction of strongly chirped pulses with absorbing two-level systems is of fundamental
interest, since it allows for robust population transfer by adiabatic rapid passage (ex-
plained in Section 3.2). In [53, 54] it has been found experimentally and by numerical
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calculations that strongly chirped pulses impinging on a dense ensemble of absorbers are
capable of transferring the two-level population only at entrance into the medium. The
fact that the achieved inversion quickly decreases with propagation distance is attributed
to a combined effect of absorption of the pulse and subsequent stimulated emission.
Here, the propagation of chirped pulses through absorbing two-level systems is stud-
ied from the perspective of self-induced transparency theory. In so doing the formation
of unchirped solitary waves out of the initially chirped pulses is identified as the main
limitation on adiabatic rapid passage in dense ensembles. Although absorption of the
pulse energy is indeed important in limiting the inversion, it is foremost the pulse re-
shaping that finally renders the medium transparent to the pulse. In addition, some of
the energy originally deposited in the medium is transformed into 2pi-pulses by stimu-
lated emission processes. The investigation performed here focuses on linearly chirped
Gaussian input pulses, since an analytic Fourier transform of those pulses can be found.
Using this Fourier transform, it is possible to analytically determine the relation be-
tween the electric field magnitude at the center frequency and the time-domain area of
the pulses, enabling a convenient choice of parameters.
In the first Section of this chapter, Section 5.1, the dynamics of adiabatic rapid
passage are illustrated in full time-domain, where the manifestation of adiabatic following
is expressed by the phase relationship between exciting field and induced polarisation.
Section 5.2 maps and compares the regimes for soliton creation in dense ensembles and
complete population transfer (CPT) for varying chirp and pulse amplitude. Section
5.3 then explores the propagation of moderately chirped pulses in a dense ensemble of
two-level systems. In this regime we find that the chirp is rapidly lost and that the
pulses reshape into SIT solitons with intensity-dependent group velocity. Propagation
of strongly chirped pulses well inside the CPT regime is investigated in Sec. 5.4. Here,
the pulses induce CPT for the first few wavelengths, undergo substantial absorption at
the resonance frequency, and shed radiation while reshaping into solitary waves. The
main findings of the Chapter are summarised in Section 5.5.
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5.1 Adiabatic rapid passage in full time-domain
This section is intended to illustrate the mechanism of adiabatic rapid passage (ARP)
in full time-domain. To this end, a linearly chirped Gaussian pulse characterised by a
time dependence of the electric field
E(t) = E0 cos([ω0 + α(t− t0)][t− t0]) exp( t− t0
2τ2
) , (5.1)
is used, with α being the magnitude of the linear temporal chirp. In the frequency
domain the field is given by










where α′ denotes the magnitude of the linear spectral chirp.
For a linearly chirped Gaussian pulse one can define a dimensionless chirp that
quantifies the change in instantaneous frequency. The requirement for ARP on the
linear chirp is then written as |α| τ2 = |α′| /Γ2  1. In order to achieve ARP, the pulse
must also be intense enough to produce the avoided crossing in the adiabatic states.
This condition on the intensity is best expressed via the pulse area, familiar from SIT,














This time-domain area does, however, demand the definition of a pulse envelope, which
can be negative depending on the pulse phase. Hence, it is not always straightforward
to establish the time-domain pulse area experimentally. Another, here more useful,
definition of the pulse area can be given in frequency domain, denoted by θω. If we
demand that the two definitions coincide for transform-limited (unchirped) pulses θω is
given by [102]
θω = 2µE˜0τ/~ . (5.4)
As a consequence, for chirped pulses one has θ(ω) ≤ θt. From Figure 4 of [52] it can
be seen that θω  pi provides a formulation of the adiabaticity condition in terms of
frequency domain pulse area.
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Figure 5.1, which compares excitation by unchirped, moderately chirped, and strongly
chirped pulses with a frequency domain area of 2pi shows that adiabatic following man-
ifests in full time-domain by a polarisation that stays almost exactly in phase with the
excitation pulse at all times. An unchirped 2pi-pulse, in contrast, induces a polarisation
that is always exactly out of phase with the exciting field and exhibits a phase-jump of
pi when absorption switches to emission in the middle of the pulse. For a moderately
chirped pulse the behaviour switches from an in-phase excitation at the leading edge
of the pulse to an out-of phase excitation at the tail of the pulse. This indicates that
the adiabatic state could not be followed by the electronic states. The same happens
when the excitation is not intense enough and the adiabaticity condition is not fulfilled
because of an insufficient Rabi frequency. In the latter case no complete Rabi oscillation
is possible.
5.2 The connection between pulse area theorem and adia-
baticity condition
In this section the connection between the pulse area of SIT theory and the adiabaticity
condition on CPT is explored. For transform-limited pulses the area theorem [equation
(3.32)] applies to frequency-domain area as well as time-domain area. If the pulses are
chirped, however, it does not apply to either definition of the area. From a practical
point of view it is easiest to think of chirped pulses as transform-limited pulses that
have been stretched due to a linear process, such as propagation through a dispersive
waveguide or a dispersive grating. In this way the pulse can be prepared with a specific
area in frequency-domain θω. Because of the ease (experimentally as well as numerically)
of determining θω as the maximum spectral amplitude, it will in the following be used
as a pulse parameter to be varied.
As shown above, the other important parameter that determines the success of a
Gaussian pulse in transferring the population of a two-level system is the chirp of the
pulse. The dimensionless linear chirp ατ2 = α′/Γ2 and the pulse area taken together
completely determine the final population inversion achieved by the exciting Gaussian
pulse. Figure 5.2 shows a numerically calculated contour-plot of the inversion reached in
a single atom that is excited by a linearly chirped Gaussian pulse. Herein, dimensionless
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Figure 5.1: Evolution of a two-level system driven by a pulse with different values of
frequency domain pulse area and chirp (a) ατ2 = 0, θω = 2pi, (b) ατ2 = 2, θω = 2pi, (c)
ατ2 = 5, θω = 2pi, (d) ατ2 = 5, θω = pi, and (e) ατ2 = 5, θω = pi/2. The inversion W
is given by the solid blue line, the real part of the polarisation by the solid red line and
the electric field by the dashed black line.
78 Adiabatic passage and self-induced transparency
Figure 5.2: Contour-plot of the final inversion W of a single two-level system after
excitation by a pulse with area θ and dimensionless chirp ατ2. Above the dashed line,
2pi-pulses are created in a dense ensemble of two-level systems. Note, that the contour-
plots in the negative chirp regime are an exact mirror image of the positive chirp regime
(compare Fig. 4 of [52]).
linear chirp and the frequency-domain area are varied. The contour-plot shows that
pulses with frequency-domain area θω  pi and a dimensionless linear chirp ατ2 > 4
invert the population to an accuracy of more than 99%. Moreover it is noted, that the
beginning of the regime of complete population transfer in terms of θω depends only
weakly on the applied chirp and the delineation is close to θω = pi. Considering that a
transform-limited pulse also needs a pulse area of pi to achieve complete inversion, it is
not surprising that adiabatic rapid passage needs a pulse area that is at least as high.
Chirped plane-wave pulses in a dense ensemble of two-level systems can develop into
2pi-pulses if their area is high enough. Unfortunately, there exists no general pulse area
theorem for chirped pulses and the critical area for chirped pulses has to be found by
performing numerical calculations for each pulse shape and chirp magnitude indepen-
dently. The result of such propagation studies for linearly chirped Gaussian pulses is also
given in Figure 5.2 to provide an easy comparison to the regime of complete population
transfer; pulses with an area larger than the area indicated by the dashed line develop
into one or several 2pi-pulses, while pulses with a lower area develop into pulses of zero
area. For the numerical integration of the one-dimensional Maxwell-Bloch equations a
dephasing rate of 0.001f0, a two-level density of N = 106λ−3 and a dipole length of
d = 10−4λ were assumed. The delineation given in Figure 5.2 is not exact, since it is
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difficult to distinguish a very slow 2pi-pulse from background radiation in the presence
of dephasing and backscattering leading to pulse decay. Comparing the regime of com-
plete population transfer in an isolated two-level system and the regime of creation of
2pi-pulses in a dense ensemble, it is immediately obvious that pulses, which fulfil the
adiabaticity condition, reshape into solitary waves while propagating through the dense
ensemble. The comparison between the conditions for ARP and the condition for soliton
creation thus reveals the deep connection between the phenomena of SIT solitons and
ARP.
In the following section the dynamics of the reshaping process of chirped pulses in
resonant absorbers are investigated. As a first step, moderately chirped pulses with a
chirp value of ατ2 = 1, insufficient for robust CPT via ARP (Sec. 5.3) are studied.
For these parameters the creation of unchirped solitary waves and radiation is observed
and the difference between frequency-domain pulse area and time-domain pulse area for
chirped pulses is illustrated. Strongly chirped pulses with ατ2  1 propagating through
a dense ensemble of two-level systems are investigated in Sec. 5.4. Thereby one finds the
dynamic transition from CPT to solitary propagation of one or several solitary waves.
5.3 Resonant propagation of moderately chirped pulses
Moderately chirped pulses with a dimensionless chirp on the order of ατ2 ≈ 1 are neither
capable of robust CPT nor do they achieve a full Rabi oscillation of the Bloch vector.
Since the inversion plotted in Fig. 5.2 does not return to −1 for such pulses, some initial
absorption is expected. The delineation of the soliton regime shows that pulses with
ατ2 reshape into a solitary wave if θω > 1.1pi. A dense ensemble of two-level systems
with N = 107λ−3 is chosen, so that the differences in group velocities between 2pi-pulses
of different intensities are maximised and result in appreciable distances between the
pulses after the short propagation lengths simulated here. Additionally a dephasing rate
of ω0/1000 is assumed for the absorbing medium and linearly chirped Gaussian pulses
of 12 cycles transform-limited duration (FWHM) are employed.
Chirped pulses lose amplitude upon entering the medium, but subsequently they
stay stable apart from the decay associated with dephasing and backscattering. Figure
5.3 shows the FROG traces of initial pulses and pulses after propagation through the
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Figure 5.3: FROG traces calculated from equation (A.10) for positive (left) and negative
(right) initial chirp of ατ2 = 1. (a) and (b) show the initial pulses, (c) and (d) the final
FROG traces of pulses with initial frequency domain area of 2pi and (e) and (f) the final
FROG traces of pulses with initial time domain area of 2pi.
ensemble of two-level systems, thereby illustrating the changes in the pulses during
propagation. From the symmetry of the final FROG traces with regards to the delay τ
it can be seen that the chirp disappears in propagation for both, initially negatively or
positively chirped, pulses. If the amplitude of the initial pulse corresponds to a frequency
domain area θω = 2pi [see Figures 5.3(c) and (d)] the pulses become significantly narrower
in time-domain, while they narrow only slightly in frequency-domain due to the initial
absorption. If, however, the amplitude of the initial pulse is smaller [see Fig. 5.3(e) and
(f)], so that it corresponds to a time domain area of 2pi the pulses broaden temporally
and narrow significantly in frequency-domain. Note that the final pulses generated by
negatively or positively chirped pulses are not necessarily equal. Figures 5.3(c) and
(d) reveal a slight difference. Such a difference is possible because the dynamics of a
two-level system excited by a positively chirped pulse is different from the dynamics
of a two-level system excited by a negatively chirped pulse although the final inversion
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Figure 5.4: (a) Spectra of initial pulse with θω = 2pi, ατ2 = 1 and τ0 = 12 cycles
(solid black line), compared to spectra of final pulses after propagation for θω = 2pi
and ατ2 = 1 (short-dashed red line) or ατ2 = −1 (dotted blue line); and for θt = 2pi
and ατ2 = 1 (dash-dotted dark green line) or ατ2 = −1 (long-dashed orange line). (b)
Envelopes after propagation for the final pulses.
reached in a single two-level system is independent of the direction of the chirp.
The difference between the bandwidth of initial and final pulses becomes clearer by
looking at the pulse spectra shown in Fig. 5.4(a). Indeed, the narrowing of the pulses
in frequency domain that the FROG traces already suggested is clearly visible in the
spectra. It can also be seen that the pulses have reshaped from a Gaussian shape to
the secant hyperbolic shape typical of a soliton. Furthermore, all final pulses have the
same amplitude at the resonance frequency, a fact that confirms the usefulness of the
frequency domain formulation of the area theorem to determine the pulse character.
The origin of the oscillations at the flanks of the spectrum is the radiation that has been
shed by the pulses during the reshaping process into a soliton.
Figure 5.4(b) shows the temporal pulse envelopes after propagation for the different
cases depicted in Fig. 5.4(a). Comparing the pulses with the same chirp and different
amplitude, we see that the solitary waves created from the less intense initial pulses
experience a longer delay, are less intense, and wider in the temporal domain, just as ex-
pected from SIT theory. A comparison between negatively and positively chirped pulses
reveals that the negatively chirped pulses have a slightly longer delay. Nevertheless,
the pulse with time domain area 2pi and negative chirp is slightly more intense than
its positively chirped counterpart. Considering that the dynamics of a two-level system
under excitation from a negatively chirped pulse differs from its dynamics when excited
by a positively chirped pulse, this small and unexpected difference may occur due to a
slower reshaping and stimulated emission process for positively chirped pulses.
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5.4 Resonant propagation of strongly chirped pulses
This section investigates the dynamical transition from CPT to SIT while using the
same medium parameters as in the previous section. Three different pulses are studied
as example cases. Compared to the previous section, the transform-limited pulse lengths
of the pulses are kept at 12 cycles FWHM, but a greater chirp is applied, so that the
pulses are well inside the regime of robust CPT. Pulse A has a chirp of ατ2 = 5,
corresponding to the single atom response of Fig. 5.1(c) and a frequency domain pulse
area θω = 3pi. Pulse B is characterised by ατ2 = 5 and θω = 4pi, and pulse C by
ατ2 = 10 and θω = 3pi.
Figure 5.5 presents the spatio-temporal dynamics of the inversion of the dense en-
semble of two-level systems excited by the three pulses A, B and C. For all three cases a
transition from CPT to transparency is evident, as a stationary inversion is only present
at the entrance of the pulse into the medium. Pulse A evolves into two solitary waves
that each achieve a complete rotation of the Bloch vector, i.e. they are 2pi-pulses. At
a later point in time (outside the range of the graphs shown), yet another weak pulse
develops from the inverted two-level systems and eventually gets absorbed again due
to the dephasing in the medium. By this mechanism some of the population inversion
achieved at the entrance into the medium is stripped away. Pulse B with an increased
pulse area of 4pi initially excites population across a larger region at entrance into the
medium, but later on another spawned solitary wave distributes this inversion deeper
into the absorbing medium. Also, two fast pulses are created instead of one. When
the chirp instead of the area is increased (pulse C) the region of CPT achieved after
the pulses have passed does not increase significantly. Again fast solitary waves, slow
solitary waves, and radiation carry away most of the energy of the exciting pulses.
Studying the electric field spectra at different spatial points along the absorbing
medium can give an indication of the dynamical reshaping that acts on the pulses to
transform them into solitary waves. Figure 5.6 compares, for pulse A, the input spectrum
with spectra taken at z = 4λ and z = 8λ inside the absorbing medium. For z = 4λ and
for z = 8λ most of the spectral amplitude has decreased, a consequence of absorption.
At z = 4λ absorption has burned a spectral hole into the pulse amplitude close to
the resonance frequency. The peak exactly at resonance originates from the late, slow
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Figure 5.5: Linear grey-scale plot of the Inversion W against time and propagation
distance for initial pulses with θω = 3pi and ατ2 = 5 (a), θω = 4pi and ατ2 = 5 (b) and
θω = 3pi and ατ2 = 10 (c). Figure reproduced from [56].
Figure 5.6: Initial pulse spectrum (solid blue line) compared to pulse spectra taken at
z = 4λ (dashed black line) and z = 8λ (dotted red line) for pulse A [Fig. 5.5(a)].
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Figure 5.7: Pulse envelopes and spectra for pulses that propagated 200λ through the
absorber. Initial pulse area and dimensionless chirp are: (a) and (b) θω = 3pi and
ατ2 = 5, (c) and (d) θω = 4pi and ατ2 = 5, (e) and (f) θω = 3pi and ατ2 = 10. The
spectra on the left are taken in the time windows indicated by the dashed red line on
the right for the solid red line and by the dotted blue line for the solid blue line. The
intensity scales are not uniform across the graphs.
solitary wave that is also seen in the top left corner of Fig. 5.5(a). At z = 8λ the
frequencies close to resonance are already partially restored at the expense of frequencies
further away from resonance, a sign of the reshaping into a solitary wave that is spectrally
narrower than the initial pulse. In fact, at z = 8λ CPT is not observed any more in
the inversion of the medium, as the exciting pulse has already split into soliton and
radiation parts. The radiation shed by the pulse is responsible for the strong oscillations
in the spectrum. A narrow soliton peak on top of the broader soliton peak of the fast
2pi-pulse is the consequence of a second, slower solitary wave. These results show that
the formation of 2pi-pulses out of strongly chirped pulses involves a complex interplay
between absorption, dispersion, and nonlinear processes. This interplay dynamically
alters the frequency content of the pulse over very short length scales.
Looking at longer propagation distances, Fig. 5.7 shows pulse envelopes and spectra
at the exit of the medium, i.e. at a distance where the reshaping of the pulses has already
been achieved. Because of the long propagation distance, the slow solitary waves have
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now accumulated a considerable delay and can be clearly separated. The spectra are
therefore taken in two time windows, the first of which contains the fast propagating
radiation part and intense solitary waves, whereas the second window contains only the
slow propagating solitary wave. These results illustrate some of the fundamental aspects
of SIT and clearly show the solitary wave character of the propagation. For pulse A
[Fig. 5.7(a) and (b)] two solitary waves arrive, one of which is fast, intense, very short,
and has a broad spectrum with oscillations caused by radiation. In contrast, the slower
pulse is less intense, longer in duration, and with a narrower spectrum. The spectral
amplitude at the resonance frequency of both pulses corresponds to θω = 2pi. Increasing
the initial amplitude to θω = 4pi (pulse B) leads to the creation of an additional pulse
(as already observed in the inversion map [Fig. 5.5]) that also propagates very fast, so
that the first two pulses cannot be separated in the spectrum [see Fig. 5.7(c) and (d)]).
Because of their close proximity the pulses interact via the absorbing medium and are
not independent solitary waves. In the spectrum, the interaction between the pulses
manifests itself as oscillations in the amplitude reaching up to 4pi. Exactly at resonance
the spectral value only reaches 2pi, again illustrating that these two pulses cannot be
seen as independent solitons, since the spectrum of two independent solitons should
have a value of 4pi at resonance. The slowly propagating pulse constitutes another, well
separated 2pi-pulse.
The last row of Fig. 5.7 shows pulse C with an even higher initial chirp of ατ2 = 10.
Here, only one soliton is created out of the initial pulse of area θω = 3pi. Although the
initial electric field could be confused with a solitary wave in time domain, the spectra
clearly show that only the second part is a 2pi-pulse with a 2pi amplitude at the central
frequency. The first strong electric field pulse registered in time domain is completely
off-resonant, containing merely radiation. Figure 5.7, especially panels (e) and (f), reveal
the importance of measuring the pulse spectra in order to determine the nature of a pulse
propagating through resonant absorbers. The spectral amplitude at resonance gives a
simple criterion for the experimental distinction between a 2pi-pulse and an off-resonant
0pi-pulse. The measured temporal pulse shape without phase information is not sufficient
to distinguish between off-resonant 0pi-pulses and resonant 2pi-pulses.
Polarisation gate FROG traces of pulses A-C after propagation have been taken in the
time windows shown on the right of Fig. 5.7 and are depicted in Fig. 5.8. The fast pulses
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Figure 5.8: (a), (b) Polarisation gate FROG traces corresponding to Fig. 5.7(b); (c),
(d) corresponding to Fig. 5.7(d); and (e), (f) corresponding to Fig. 5.7(f). The FROG
traces on the left [(a),(c) and (e)] are taken for the earlier time windows and the traces
on the right [(b),(d) and (f)] are taken for the later time windows, as marked by dashed
(dotted) lines in Fig. 5.7.
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are presented on the right, the slow, delayed solitary waves on the left. For both, fast and
slow, pulses the chirp has clearly disappeared as the FROG traces are symmetric with
regards to τ = 0. However, for the fast pulses corresponding to Figs. 5.7(d) and (f) the
complicated spectral structure is reproduced in their FROG traces. The FROG traces
on the right, in contrast, largely correspond to simple, sech-shaped, transform-limited
pulses with different bandwidths; i.e. they are FROG traces of the fundamental 2pi-
pulses of SIT theory. Hence, the FROG traces illustrate most clearly the transformation
of strongly chirped pulses after propagation through a resonant absorber.
5.5 Conclusions
This Chapter, studying the interaction of chirped pulses with a dense ensemble of two-
level systems, revealed the existence of a dynamic transition from complete population
transfer to self-induced transparency. At entrance into the medium chirped pulses ex-
cite the absorber, while, during propagation, absorption and pulse reshaping combine
to produce unchirped pulses that propagate without further absorption. For strongly
chirped pulses some of the achieved inversion at entrance is re-emitted into further soli-
tary waves. Hence, the efficiency of adiabatic rapid passage is limited in dense ensembles
of two-level systems. Increases in pulse intensity, beyond the intensity needed to ful-
fil the adiabaticity condition at entrance into the medium, do not translate into more
inversion in the medium.
The study of chirped pulses also allowed for the comparison of frequency- and time-
domain pulse area theorems in their capability to assess pulse propagation properties.
It was found that both area theorems are unable to predict the number of created
solitary waves, the frequency domain area is, however, more useful in determining the
self-induced transparency character of the pulses [102]. Since it is given by the spectral
amplitude alone without requiring any phase information it is more easy to determine.
Using FROG traces, thus mixing time-domain and frequency-domain information, gives
a very intuitive illustration of the pulse properties.
Chirped pulse propagation through absorbers also showed that the dispersive prop-
erties of the absorbers tend to create unchirped pulses, i.e. they compensate for ac-
cumulated dispersion. It is thus to be expected that pulses propagating in dispersive
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waveguides may stay transform-limited if sufficiently dense absorbers are present in the
waveguide. Additionally, it is clear that 2pi-pulses that become chirped while propagating
through a waveguide will initially experience absorption when encountering an absorbing
medium. The next Chapter investigates the conditions on an absorbing waveguide for




In the previous chapters we have discussed SIT in a one-dimensional approximation,
assuming plane-waves in free-space. We have seen that plane-wave SIT allows for strong
interactions between counterpropagating pulses leading even to the birth of additional
solitary waves depending on group velocity and relative polarisation of the initial pulses.
Further, a dynamic transition between complete population transfer via adiabatic rapid
passage and self-induced transparency has been uncovered during which a chirped pulse
is split into soliton and radiation parts. Now the main topic of this thesis is addressed,
namely to find conditions that allow for a confinement of SIT solitons to a mode area in
the range of or smaller than its wavelength using nanophotonic waveguides.
One important prerequisite for the existence of SIT solitons in waveguides is the pos-
sibility to define an effectively one-dimensional representation of the multi-dimensional
waveguide geometry. In Section 6.1 general conditions on nonlinearity and waveguide ge-
ometry are identified that allow the reduction of a nonlinear waveguide to an equivalent
one-dimensional system. For fixed-order nonlinearities light propagation in all single-
mode waveguides can be reduced to one-dimensional propagation equations, whereas
saturable nonlinearities allow for the definition of approximate efficient parameters of
a one-dimensional propagation equation. In the presence of the coherent and resonant
Maxwell-Bloch equations, however, it is found that a reduction of the waveguide to an
effectively one-dimensional system is only possible if the Rabi frequency follows a Heav-
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iside step function in the directions transverse to the propagation direction. Section
6.2 examines the propagation of light pulses through nanoscopic gap waveguides filled
with resonant absorbers by numerically integrating the two-dimensional Maxwell-Bloch
equations. These waveguides fulfil the conditions for effective one-dimensionality to a
good approximation. Solitary wave propagation is found if the ratio between absorber
density and pulse intensity is high enough to allow for a cancellation of the intrinsic
waveguide dispersion. Under these conditions, other classical signatures of SIT, such as
negligible absorption, a strong group delay, and pulse breakup of 4pi-pulses into two 2pi-
pulses, are also encountered. Further, Section 6.3 investigates the interaction properties
of counterpropagating simultons, again encountering parameter dependent soliton birth.
Such light-light interactions could thus, in principle, be employed in compact geome-
tries to enable optical computation. Finally, a scheme for an optical memory, devised
for plane-wave SIT [42, 43], is validated in the gap waveguide geometry (see Sec. 6.4),
possibly allowing for an extremely compact optical memory. The findings of this chapter
are summarised in Section 6.5.
6.1 One-dimensional equations and nonlinear propagation
It is well known that a nonlinear waveguide with a Kerr nonlinearity can be effectively
described as a one-dimensional system if it is single-mode and if the frequency content
of the pulse is narrow [55, 109]. The question we aim to answer in this section is if
the same is true in the presence of arbitrary nonlinearities. The important property for
instantaneous nonlinearities is the nonlinear phase shift, which is not determined by the
conventional effective area of the waveguide for an arbitrary order of nonlinearity. An
average phase shift can, however, still be calculated for each nonlinear order indepen-
dently. When nonlinearities of different orders are present in a pulse and the strength
of each of them is known, a one-dimensional equation can be defined. One such case is
the cubic-quintic Ginzburg-Landau equation where the fifth-order nonlinearity enables a
simultaneous stabilisation of pulses and background states in non-conservative systems
[110].
One-dimensionality is not retained, however, if the susceptibility cannot be expressed
as a finite sum of polynomials of the light intensity. In the following, several such cases
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are discussed and it is determined whether approximate one-dimensional expressions can
be found for arbitrary waveguide geometries.
6.1.1 Saturable nonlinearities
An example of a mixed order nonlinearity is the saturable nonlinearity, since this non-
linearity consists, in general, of contributions from an infinite number of orders. Hence,
the relation between nonlinear phase shift and intensity can not be expressed in a simple





with coefficients α and κ defined, for example, over the radius r0 of a fibre with Gaussian










This equation can not be simplified for an arbitrary field profile. Therefore, one-
dimensional propagation equations for the description of waveguides with saturable non-
linearities are necessarily approximations. Fig. 6.1(a) shows the different polarisation
distributions for a (hypothetical) single-mode fibre with a Gaussian mode profile and
the saturable nonlinearity of equation (6.1). An intense pulse propagating through this
fibre will experience the polarisation profile corresponding to κ I ≈ 0 at the leading and
trailing edge but a substantially different profile corresponding, e.g., to κ I = 10, at its
maximum.
If a one-dimensional approximation to the propagation equations in the nonlinear
waveguide is nonetheless desirable, an effective saturation coefficient κeff may be defined
that describes approximately the nonlinear phase shift for the saturable nonlinearity.
This is achieved by replacing equation (6.1) with
NL = α
I(x)
1 + κeffI(x = 0)
. (6.3)
For a given maximum intensity Imax = I(x = 0), material saturation coefficient κ, and
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Figure 6.1: (a) Radial dependence of the polarisation P normalized to its maximum
value Pmax for values of κ I from 0 to 10 induced by the saturable nonlinearity of equation
(6.1). A single-mode fibre with a Gaussian mode profile [E(r, φ) = E0 exp(r2/r20)] is
assumed. (b) Effective saturation coefficient κeff in dependence of the electric field
intensity for a single-mode fibre with Gaussian mode profile.










The result of equation (6.4) for a single-mode fibre with Gaussian mode profile is pre-
sented in Fig. 6.1(b). It can be seen that the effective saturation coefficient is smaller
than the pure saturation coefficient and it varies by from κeff ≈ 0.82 to κeff ≈ 0.74
between I0 = 0 and I0 = 20.
As the nonlinear phase shift calculated in Fig. 6.2 shows for the example of a single-
mode fibre with Gaussian mode profile, an approximation with κeff can work reasonably
well over a large intensity range. Indeed, when saturation intensities are calculated
from experimental data, there are many sources of uncertainties on the exact value of
the saturation intensity and the errors stemming from the fundamental issue discussed
above are often insignificant.
6.1.2 Saturable absorbers
Saturable absorbers are important components of passive mode-locking schemes to gen-
erate short pulses. They can help create and stabilize short pulses in a laser cavity
[37], such as for example a vertical external cavity surface-emitting laser (VECSEL)
[113], because the edges of the pulses experience more absorption than the more intense
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Figure 6.2: Dependence of the nonlinear phase shift on the electric field intensity
for a saturable nonlinearity with κeff = κ (solid green line) and an effective saturable
nonlinearity κeff = 0.58κ0 (dashed red line).
central parts. In the limit of pulses that are long compared to the dephasing times of
the absorber, absorption can be described by simple rate equations where the medium
polarisation has been eliminated. Then the absorption α depends on the intensity of the
exciting light pulse via the simple relation [114]
α(t) = (1−4α) + 4α
1 + I(t)/Isat
, (6.5)
reminiscent of a saturable nonlinearity. Here 4α denotes the modulation depth. In fact,
the only difference between this equation and equation (6.1) is that it describes changes
in the imaginary part of the refractive index instead of the real part. If the response
of the saturable absorbers is local (diffusion is negligible) the analysis of the previous
subsection can be applied here as well.
The overall absorption coefficient in a waveguide filled with non-diffusive saturable
absorbers is calculated as






Comparing this to the simple mode-averaged formula with an effective saturation inten-
sity a relation between the intrinsic saturation intensity of the absorber Imatsat and the
effective saturation intensity of the combined system of material and geometry Ieffsat can









Here ξ(r) is the mode profile of the waveguide. Again, note that the experimental
errors on the saturation intensity are usually large enough to overshadow the issues
stemming from the afore-mentioned analysis. Hence, the approximation of the saturable
nonlinearity by an effective one-dimensional model is appropriate. An example of the
experimental determination of saturation intensities can be found in [114].
6.1.3 Coherent absorbers
The interaction between a light pulse and a coherent two-level absorber is described
by the Bloch equations (3.7). These equations are formulated under the assumption of
vanishing relaxation rates in the absorber and are therefore valid if the electromagnetic
pulse is much shorter than these relaxation times; the opposite to the saturable absorp-
tion limit in the previous subsection. As a consequence the Bloch vector of the two-level
system always stays on the surface of the Bloch sphere (|ρ12|2 + W 2 = 1). The state
of the two-level system can thus be expressed by the two angles ψ and φ of the Bloch
vector alone
ρ12 = sin(ψ)[cos(φ) + i sin(φ)] W = cos(ψ) . (6.8)
For a pulse E+(x, y; k, ω) =
∑
ζ Aζ(k, ω)Eζ(x, y, ω) propagating in a waveguide with
modes ζ, mode profiles Eζ(x, y, ω) and propagation constants βζ(ω) one can write [27]





P (x′, y′, k, ω)Eζ(x′, y′, ω)θactivedx′dy′ , (6.9)
with θactive the Heaviside step function which is 1 only at positions where an absorber is
present and 0 everywhere else. Under the assumption of a slowly varying envelope and











P (z, t, x′, y′)Eζ(x′, y′, ω)θactivedx′dy′ . (6.10)
Now, using equation (6.8) one can replace P (z, t, x′, y′) with 2µN sin[ψ(z, t, x′, y′)] [26]
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′, y′, ω) + a]Eζ(x′, y′, ω)θactivedx′dy′ , (6.11)
where a denotes an initial angle of the Bloch vector ψ common to all absorbers. From
equation 6.11 we can see that a linearisation of this equation in the transverse directions
is impossible unless the active system is only defined at points of constant field profile
so that
Eζ(x
′, y′, ω)θactive = const , (6.12)
since a nonlinearity of infinite order, i.e. a sine-function, is present. If the argument of
the sine-function explicitly depends on the transverse coordinates no approximation can
be found that is valid for all times and electric field values. A setup that fulfils (6.12)
can be achieved either with a very thin gain layer or a waveguide geometry that allows
for an approximately constant mode profile. Whenever these conditions are not fulfilled
the full multi-dimensional problem has to be solved; one-dimensional equations will give
inaccurate or wrong results. Yet, since work by Guzman et al. in 1990 [115], where a
linearisation and mode-averaging of the polarisation has been performed, many articles
have been published that seem to rely on this erroneous procedure [28, 31, 116–119].
To further clarify the problem let us investigate in detail the pulse propagation
through a two-dimensional waveguide with resonant absorbers that does not fulfil con-
dition (6.12) [50]. We consider a slab of width w = 400 nm and refractive index
nr = 3.48 that is doped across its whole width with an absorber of dipole strength
µ = 1.602 ·10−29Cm (resonant at λ = 1550 nm) and surrounded by an air cladding. Be-
cause the propagation is calculated in a two-dimensional setup using the FDTD method,
waveguide dispersion is inherently included up to arbitrary order, and both absorber
and field profiles are resolved in lateral direction. Each pulse is injected with the lateral
profile of the fundamental mode at the centre frequency ν = 193.4THz and with the
temporal profile of a 2pi-pulse at the centre of the waveguide. For a static lateral profile,
the local area of the pulse at a location (x, z) depends on the time-integral of the electric
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Figure 6.3: Lateral final inversion profile after pulse with A(x = 0, z = 0) = 2pi has
passed; w = 400 nm, nr = 3.48. Absorber densities are n = 1017 cm−3 (black squares)
and n = 2 · 1018 cm−3 (red circles). Solid black (dotted red) line is calculated from
equation (6.14) with A(x = 0) = 2pi (A(x = 0) = 2piκ κ = 1.125). Inset: snapshot
of the population inversion W (x, z) for the case of n = 2 · 1018 cm−3; W = 1 (white),
W = −1 (black). The arrow indicates the position of the pulse. Figure reproduced from
[50].
.






ξ(x)E(z, t)dt , (6.13)
where ξ(x) is the profile of the fundamental symmetric TE polarised mode.
Neglecting mode profile dispersion, the residual inversion can be calculated analytic-
ally from the pulse area as
W (x, z, t→∞) = − cos [A(x, z)] . (6.14)
Figure 6.3 shows the z-average of the final inversion W (x, t→∞) for a dilute absorber
(black) and a dense absorber (red). For the dilute absorber the simple analytical consid-
erations agree well with the numerical experiment (black line and squares respectively),
i.e. the final inversion follows equation (6.13) with A(x = 0) = 2pi. However, for the
dense absorber (red line and circles) the inversion pattern is shifted due to the influence
of the medium polarisation, so that the effective area of the pulse is increased. Equation
(6.13) can still provide the correct transverse dependence when a higher area of 2piκ
with κ ≈ 1.125 is assumed.
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Figure 6.4: (a) Intensity I of the temporal pulse envelopes and (b) pulse spectra taken
for the initial pulse (black lines) and at the point z0 indicated by the arrow in Fig. 6.3
at x = 0 for a dense absorber (blue lines) and a dilute absorber (orange lines).
In both cases inversion is left in the absorber after the pulse has passed. This
can also be seen from the inset of Fig. 6.3 that shows the inversion pattern in the
waveguide while the pulse is still in the system (at the position of the arrow). Indeed,
this follows directly from equation (6.13). Residual inversion in the absorber is equivalent
to absorption. Hence, the pulse loses energy while propagating, and as a consequence it
narrows spectrally and spreads in time according to the area theorem. While the pulse
is still fast enough not to be influenced by the dephasing and spatially extended enough
not to experience significant backscattering, the main part of the pulse reshapes to keep
its area constant at A(x = 0) = 2pi. The trailing electric field shows up in Fig. 6.4(b)
as a bump at the resonance frequency in the spectrum of the electric field (blue dashed
line). The spectrum is calculated at the longitudinal point indicated by the arrow in
the inset of Fig. 6.3 and transversely in the middle of the waveguide (x = 0). Hence,
we observe again that the spectral intensity at the centre frequency of the pulse is the
quantity that correctly defines the action of the electric field on the absorbing medium.
It is also much easier to determine than the pulse area defined in the temporal domain,
as discussed in the previous chapter.
Comparing the spectra of the initial pulse (black line) and the pulse after propagation
through the absorber we see that the pulse has narrowed in frequency space. For the
case of a dilute absorber (orange dotted line, corresponding to the black line in Fig. 6.3)
no significant pulse reshaping has occurred over the short propagation distance, as can
be seen from both pulse spectra and pulse envelopes in Fig. 6.4. The pulse envelopes
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Figure 6.5: Full temporal evolution of the electric field at the injection point (black
line) and 80µm inside the waveguide (red line) for a pulse with area 2pi in the middle
of the slab waveguide filled with a dense absorber.
[Fig. 6.4(a)] reveal a small pulse delay introduced by the denser absorber due to a
reduced group velocity, whereas the trailing electric field is too weak to be visible in this
depiction. Also, the increase in pulse duration is much clearer from the narrowing in the
spectrum. Thus, by comparing the spectra we see that the 2pi-pulse loses energy while
propagating through the waveguide filled with the denser absorber, but it essentially
remains a 2pi-pulse in the middle of the waveguide.
Fig. 6.5 shows the pulse in the dense absorber at a point further along the waveguide.
It clearly has become deformed and has lost much of its amplitude. The trailing edge is
prolonged significantly and an echo has built up.
Note that we assumed that no broadening is present in the resonant absorber; if
there is strong inhomogeneous broadening (broader than the pulse width) the trailing
electric field seen in the spectrum would be weaker because the individual polarisations
would very soon be out of phase so that no net polarisation would be left. In this sense,
the trailing electric field and the shift of the pulse area are a consequence of excluding
inhomogeneous broadening, however, the validity of equation (6.13) is not affected by
this assumption.
We have therefore established with analytic considerations and numerical tests that
the condition for absorption-less 2pi-pulse propagation (self-induced transparency) in
a resonantly absorbing waveguide is a pulse area that is constant in the transverse
direction. Further, it is clear that such a constant pulse area in a waveguide is only
possible if the Rabi-frequency itself is constant over the transverse direction. In the
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following section a system is introduced where these conditions are approximated and
the question that remains to be addressed is if also the dispersion can be overcome to
enable solitary wave propagation. We have learned in the previous chapter that chirped
pulses always experience initial absorption, meaning that chirp must not accumulate if
transparency is to be achieved.
6.2 SIT of resonantly absorbing nano-structured waveguides
In conventional high-dielectric core/low-dielectric cladding waveguides the electric field
profile varies over the whole width of the waveguide and an approximately constant
Rabi-frequency can only be achieved if the active medium is placed in a very thin strip,
like, for example, in a semiconductor quantum well. For such a case an analysis of SIT
in waveguides has been performed by Langbein and Lederer [27], where they disregarded
the effect of group velocity dispersion and employed the SVEA. In this approximation






= nWGg + n
SIT
g . (6.15)
Here, nWGg stands for the group index of the passive waveguide, Emax is the electric
field maximum, n is the density of the absorber, ω is the central frequency of pulse and
absorption resonance and Γ = w/(
∫
ξ(r)ξ∗(r)dr) denotes the confinement factor of the
mode profile ξ(r) over the absorbing region of width w.
Since group velocity dispersion has been ignored in [27], it is unclear whether the
scheme conceived would allow for solitary waves. Several studies since have examined
the impact of SIT on group velocity dispersion, but, in order to derive analytical re-
sults, approximations were made and depending on the specific approximation differing
results were obtained [28, 30]. Considering that the nonlinearity in coherent absorption
consists of a sine-function, it is not surprising that results depend on the order of non-
linearity where the truncation is performed. Clearly, such truncations must necessarily
be invalid as a sine-function of arbitray argument is not well approximated by a Taylor
series of finite order. Using the technique of the inverse scattering transform, Lax pairs
(see Section 2.3) have been found corresponding to the nonlinear Schrödinger equation
combined with the Maxwell-Bloch equation [31, 120, 121]. Soliton solutions to these en-
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velope equations are thus obtained and it becomes evident that resonant nonlinearities
can also contribute to the nonlinear phase modulation necessary for dispersion com-
pensation [121]. One possibility that has been explicitly excluded from these studies is
pulse propagation in resonant waveguides with vanishing Kerr coefficient. In the study
presented here the focus is exactly on this case of a purely resonant nonlinearity. Further-
more, the analytical works on solitons of the nonlinear Schrödinger equation combined
with the Maxwell-Bloch equations completely ignore the issues raised by non-constant
Rabi frequencies in usual single-mode waveguides and simply assume an effective one-
dimensionality. Finally, it is desirable to describe the waveguide dispersion originating
from its geometry by representing the full geometry instead of using a Taylor expansion
scheme.
The goal of this study is a confined solitary wave based on the SIT effect under the
assumption that the off-resonant Kerr effect is negligible. To this end, it is necessary to
compensate for waveguide dispersion by the absorption nonlinearity alone and hence a
large confinement factor of the electric field mode profile has to be achieved to maximise
the impact of the nonlinearity on pulse propagation. In maximising the confinement
factor we are constrained by the restriction to a constant Rabi-frequency, established
as a prerequisite for transparency in the previous section. In a seminal work, Almeida
et al. proposed a waveguide with a nanoscopic low-index gap in the middle of the high-
index core of a conventional dielectric waveguide [46]. They showed that the boundary
conditions thus imposed on the electric field allow for a mode whose electric field is
highly enhanced and confined inside the small gap area. Furthermore, as long as the
gap width is much smaller than the wavelength, the electric field component orthogonal
to the surfaces is almost constant inside the gap. Building on the same principle, a
fibre with rotational symmetry has been proposed and fabricated that exhibits high
field confinement and almost constant field profiles in the gap area [48]. In Fig. 6.6(b)
schematics of such waveguides are depicted.
In the following, numerical injections of sech-shaped pulses into the fundamental
Ex-polarised mode of a 2D slot waveguide with gap width 100 nm are performed which
use the total field/scattered field method described in Sec. A.4. The pulse area was
chosen to be 2pi (later 4pi) at the centre of the resonantly absorbing slot waveguide [a
2D representation of the geometries shown in Fig. 6.6(b)]. The outcome of the propa-
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Figure 6.6: (a) Snapshot of a train of TE (Ex) polarised solitons. Lateral field amplitude
and inversion W (x = 0) against z for propagating 2pi-pulses stabilized by a 100 nm low-
index gap. (b) Cross-sections of three-dimensional slot waveguide and low-index core
fibre geometries supporting modes with nearly constant field profiles within the gap
where the nonlinear material is placed (orange). Figure reproduced from [50].
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gation, i.e. whether the pulse is a solitary wave or not, depends on general parameters
of the waveguide that are well represented in 2D, so that valid conclusions on actual
3D propagation can be drawn from 2D simulations. Figure 6.6(a) shows a snapshot of
three 2pi-pulses that have been injected into the waveguide in quick succession. From
this figure we can already anticipate some of the results presented in detail below. First,
we note that the pulse indeed stays confined to the fundamental mode with an almost
constant and strongly enhanced electric field in the gap region, a much lower electric
field in the high-index region, and an exponentially decreasing field in the low-index
cladding. All three pulses have a very similar shape, indicating that their propagation
behaviour is very stable, i.e. they may be solitary waves. From the snapshot of the
inversion along the symmetry-axis of the waveguide we see that the inversion returns to
−1 after the passing of each pulse. Some residual inversion can only be discerned at the
entrance of the pulse into the medium, probably a consequence of imperfect numerical
injection into the fundamental mode. This inversion behaviour is indicative of 2pi-pulses
and demonstrates the transparency effect. Nonetheless this figure is not conclusive and
the therein presented results were obtained for one specific parameter combination that
is favourable to solitary propagation.
A thorough understanding of the propagation of short pulses through coherent, res-
onant absorbers is performed by investigating dependencies of pulse absorption, broad-
ening, and group velocity on pulse and medium parameters (see Fig. 6.7). The first
investigation concerns the optimal gap width in the slot waveguide. Ideally, the width of
the waveguide is large enough to allow for a high confinement factor. Nevertheless the
constancy of the field profile needs to be maintained, so as not to suffer from substan-
tial absorption. Figure 6.7(a) depicts the propagation distance dependence of the pulse
energy for slot waveguides with varying gap widths. For a gap width of 200 nm we see
considerable absorption during propagation. Also for w = 140 nm the Rabi-frequency
varies too much, which renders absorption non-negligible. Reducing the gap width to
100 nm reduces the pulse attenuation to a value below 5 dB/cm, indicating that the
Rabi-frequency across the transverse dimension of the gap is almost constant. Even
lower values of pulse attenuation are achieved with a gap width of 60 nm, but it has to
be considered that lowering the gap width impacts negatively on the confinement factor.
On the basis of the above results we conclude that a gap width of 100 nm should be an
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Figure 6.7: (a) Evolution of pulse energy with propagation distance for different slot
widths w = 200 nm (orange squares), w = 140 nm (blue triangles), w = 100 nm (red
crosses) and w = 60 nm (black circles) and an absorber density of n = 1019 cm−3. (b)
FWHM against propagation distance for absorber densities of n = 0 (black circles),
n = 1017 cm−3 (red crosses), n = 5 · 1017 cm−3 (blue triangles), n = 1018 cm−3 (orange
squares), n = 5 · 1017 cm−3 (dark red diamonds) and n = 1019 cm−3 (full light blue
circles); further parameters are w = 100 nm, τ0 = 56 fs.
ideal model system to study pulse propagation in resonantly absorbing gap waveguides.
Consequently, this value is employed in all the following investigations.
Solitary propagation requires not only transparency, a further condition is the con-
stancy of the temporal field profile (pulse envelope). The simplest measure of the pulse
envelope, giving a strong indication on its constancy, is the pulse duration, which is
measured in Fig. 6.7(b) for the example of a pulse with initial duration of τ = 56 fs that
propagates through a resonantly absorbing gap waveguide. By comparing the evolution
of the FWHM of the pulse with propagation distance for different absorber densities,
we can identify the condition for dispersion compensation. In the absence of a resonant
absorber, the pulse duration increases linearly with propagation distance as a conse-
quence of the intrinsic waveguide dispersion that chirps the pulse. The pulse envelope
is thus changed whereas the frequency content of the pulse is stable. For low absorber
densities, for which the group velocity of the pulses is not influenced considerably, the
pulse also spreads very strongly and reshapes. Figure 6.8(a), comparing pulse envelopes
at the exit of the waveguide for the different cases included in Fig. 6.7(b), shows how the
pulse envelopes are deformed while propagating through the more dilute absorbers and
also indicates the pulse delay. Here, it becomes most evident that a stable pulse shape
is accompanied by a considerable delay in propagation, since the pulse shape remains
sech-shaped only for the slower pulses (the denser absorbers), although a background of
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Figure 6.8: (a) Electric field envelopes and (b) spectra of pulses after propagation
through 150µm of a 100 nm slot waveguide with absorber densities of n = 1017 cm−3
(black lines), n = 5×1017 cm−3 (red lines), n = 1018 cm−3 (blue lines), n = 5×1018 cm−3
(orange lines) and n = 1019 cm−3 (green lines).
radiation evolves. An interesting development, documenting that the FWHM is not a
reliable indicator of pulse shape, is seen for the absorber density of n = 1018 cm−3 (blue
lines in both figures). After an initial increase, its FWHM decreases to its original value
during propagation, but the pulse shape has become more complex with a small hump
behind the initial pulse. One can thus not regard this pulse as a solitary wave.
2pi-pulses propagating through the denser absorbers, however, can be said to be soli-
tary waves for most practical purposes, if not in the strict mathematical sense. Their
envelope is stable, it is even true that the pulse envelopes of the cases n = 5×1018 cm−3
(orange lines) and n = 1019 cm−3 (green lines), and also their spectra depicted in
Fig. 6.8(b) are very smooth and almost identical. The same cannot be said for the
spectra of the pulses which have not experienced significant delay due to the resonant
absorber. Those spectra are irregular and asymmetric and do not resemble the spectra
of solitary waves. Absence of complexity in spectra and envelopes is a sign of solitary
waves, whereas complexity indicates the presence of dispersion.
This principle can also be applied to FROG traces of the pulses shown in Fig. 6.9.
An unchirped solitary wave results in a symmetric FROG trace with respect to the time
delay and such symmetry is present in the pulses that have propagated through the gap
waveguide filled with dense absorbers [see Fig. 6.9(c) and (d)]. The chirp on the pulses
that have propagated through a gap waveguide filled with dilute absorbers is clearly
visible in the asymmetry of the FROG trace and its more complex shape [see Fig. 6.9(a)
and (b)]. Thus, the analysis of pulses propagating through waveguides with different
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Figure 6.9: FROG plots for pulses of Fig. 6.8. Absorber densities are (a) n = 1017 cm−3,
(b) n = 1018 cm−3, (c)n = 5× 1018 cm−3 and (d) n = 1019 cm−3.
absorber densities has revealed that solitary propagation is possible for pulses that incur
significant group delay. In altering the group velocity, the absorber also alters the group
velocity dispersion and when the absorber is dense enough, the nonlinearity can cancel
the dispersive tendency of the waveguide.
To make predictions about dispersion behaviour, it is thus useful to examine the
group velocity that a given input pulse experiences in the waveguide. An analytical
formula for the group velocity is given in equation (6.15), but it has been derived by
applying approximation, e.g., neglecting waveguide dispersion. In Fig. 6.10 we investi-
gate numerically whether the analytical formula can predict the actual group velocity
in the waveguide. A good agreement, especially for very fast and very slow pulses is
found between analytical and numerical results. Therefore, equation (6.15) can be used
to estimate the correct parameters for the planning of experiments on SIT solitary waves
in resonantly absorbing waveguides.
SIT is not only characterised by propagation without attenuation and without broad-
ening, but also by the breakup of pulses with area θ > 3pi into two 2pi-pulses with different
amplitudes and group velocities. Let us examine under which conditions we can find this
pulse breakup in the investigated gap waveguide. Figure 6.11 shows snapshots of electric
field amplitude and inversion in the gap waveguide after a 4pi-pulse has been injected
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Figure 6.10: Group velocity vg for w = 100 nm against absorber densities (n0 =
1019 cm−3) for initial pulse widths (τ0) of 37 fs (black), 56 fs (red), 76fs (blue) and 113fs
(orange) calculated from equation (6.15) (squares) and extracted from numerical simu-
lations (crosses).
into the system for a dense absorber [(a) and (c)] or for a dilute absorber [(b) and (d)].
In the first case we clearly see that the pulse splits into two separate 2pi-pulses, a fast and
a slow one, whereas in the second case the pulse is unable to separate. This is confirmed
by the results presented in Fig. 6.12 showing temporal pulse envelopes and spectra after
propagation of 30µm through the waveguide. For the dense absorber (black lines) we
see a first, intense and short pulse, and a second, less intense and broader pulse well
separated in their arrival time. The spectrum of the full time trace shows oscillations,
which are expected to decrease with separation. In the case of the dilute absorber (red
lines) the envelope shows a single pulse with a slight bump in the trailing edge; no pulse
separation has occurred. The spectrum is oscillation-free but slightly asymmetric and
not the spectrum of a solitary wave.
Let us now try to understand and classify the observations made. The first case (of
the dense absorber) is the case in which the absorber is able to induce a pulse delay and
in the second case, no significant delay is induced by the absorbing medium. A simple
explanation is that two separate pulses can only develop if the pulse delay dominates
over pulse broadening. Ideally, pulse broadening is completely negligible so that the
pulse delay allows for the separation of an intense, short pulse and a less intense, broad
pulse. Again, we find that the signatures of SIT are only observable if the absorber has
a strong influence on the pulse’s group velocity.
To summarise, in this section we have found that solitary waves are possible in
nanoscopic waveguides if the absorber is strong enough to induce a significant pulse delay.
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Figure 6.11: Electric field amplitude snapshots of 4pi-pulses with τ0 = 95 fs in a 2D slot
waveguide for (a) n = 1019 cm−3 and (b) n = 1018 cm−3. Sequence of snapshots of the
inversion at intervals of 117 fs for (c) n = 1019 cm−3 and (d) n = 1018 cm−3. Arrows in-
dicate correspondence between 2D electric field and inversion snapshots (green). Figure
reproduced from [50].
Figure 6.12: (a) Temporal electric field envelopes and (b) spectra for a 4pi-pulse
after propagation of 30µm through a slot waveguide with an absorber density of
n = 1019 cm−3 (black lines) and n = 1018 cm−3 (red lines).
108 Self-induced transparency in nanophotonic waveguides
As the pulse delay is governed by pulse intensity, absorber density and confinement
factor, and on the other hand, a pulse has to be much shorter than dephasing and
relaxation times in the absorbing medium, a compromise between pulse duration and
absorber density has to be found to enable an experimental observation of SIT solitons in
waveguides. Note that a clear delineation of the regimes was not possible in the context
of this thesis due to the computational effort involved in taking just a single data point
and due to the problem of determining if a given pulse can be classified as a solitary
wave when close to the border of the regimes. See for example the blue data points in
Fig. 6.7(b) which indicate solitary wave propagation that could only be ruled out by
looking at the pulse spectrum. The possibility of waveguide dispersion compensation
by the nonlinearity of a coherent, resonant absorber alone and over a broad range of
pulse durations and absorber densities stands in contrast to earlier analytical results,
which predicted very specific conditions for dispersion compensation [30] or ruled it
out altogether [28]. Those results, however, relied on approximations that are arguably
invalid for the type of nonlinearity encountered in resonant absorbers. Thus, the findings
presented here give important new insights into resonant light-matter interaction in the
intense pulse propagation regime through waveguiding structures.
In the following sections it will be examined whether SIT in gap waveguides is,
in principle, suitable for applications and phenomena predicted using one-dimensional
propagation equations. The first phenomenon to be examined are pulse collisions (see
[45] and Chapter 4 of this thesis). Secondly, optical memory schemes envisioned in
[42, 43] are investigated in the gap waveguide.
6.3 Pulse collisions in gap waveguides
In Chapter 4 we have discussed collisions of counterpropagating simultons in a plane-
wave configuration. Having established how to achieve SIT in nano-structured wave-
guides it is certainly of interest to establish whether the same general collision behaviour
as in the plane-wave case can also be observed in resonantly absorbing gap waveguide
structures. Since a two-dimensional representation for the waveguide is chosen, there is
no degree of freedom in the polarisation of the fundamental symmetric waveguide mode
that we exploit for SIT. Thus, for the purpose of the numerical study of pulse collisions
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Figure 6.13: Snapshots of the inversion along the middle axis of a gap waveguide filled
with resonantly absorbing two-level systems after collision of counterpropagating pulses
for a density of (a) n = 5×1018 cm−3 and (b) n = 1019 cm−3. The initial pulse duration
is 94 fs in both cases.
in three-level media we need to employ a three-level system whose transitions are or-
thogonal because of different resonance frequencies. In this case orthogonality is given
if the frequency content of the pulses is restricted to one transition only. Note that for
an experimental situation using a fibre exhibiting rotational symmetry two degenerate
modes with orthogonal polarisations exist and the polarisation dependent scheme for
plane-waves can be used.
The computational complexity of the 2D propagation problem does not allow for a
similarly exhaustive parameter scan as performed for collisions of plane-wave simultons.
Hence, the following investigations are restricted to a general proof of principle demon-
stration, giving examples for the different regimes, namely, the two-level collision with
and without solitary wave annihilation and the three-level collision with solitary wave
birth and with simulton breakup. As the group velocity in a waveguide includes the
waveguide dispersion, it is not expected that the same dependence on group velocity
can be found for the collision regimes as in the plane-wave case.
First, let us examine the collision behaviour in a two-level medium to see whether,
also in the gap waveguide, there exists a transition between inelastic collisions after which
a solitary wave is still present and a collision leading to complete pulse break-up. Indeed,
for a 2pi-pulse collision in a gap waveguide filled with a two-level medium we find the
two regimes encountered in the one-dimensional case. Figure 6.13 shows the inversion
along the middle axis of the waveguide after the collision of two counterpropagating
pulses for two different absorber densities. A collision in the lower density medium
[Fig. 6.13(a)] allows for the pulses to keep their 2pi-pulse character after collision. They
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Figure 6.14: Snapshots of the electric field Ex along the middle axis of a slot waveguide
filled with resonantly absorbing two-level systems after (red lines) and before (black
lines) collision of counterpropagating pulses for a density of (a) n = 5× 1018 cm−3 and
(b) n = 1019 cm−3. The initial pulse duration is 94 fs in both cases.
propagate more slowly and are less intense as they have lost energy to the excitation
of the population grating in the collision region. When 2pi-pulses of the same duration
collide in a medium with higher absorber density, [Fig. 6.13(b)] they annihilate each other
and only off-resonant radiation is left. This can be appreciated more clearly when looking
at snapshots of the electric field before and after the collision of the counterpropagating
pulses (see Fig. 6.14). In the case of the denser absorber a strong electric field remains
after collision [see Fig. 6.14(b)], but it is not in the form of a sech-shaped pulse. It
is, however, in the form of off-resonant radiation that is unable to appreciably excite
the medium. In contrast, for a lower absorber density [Fig. 6.14(b)] the electric field
has lost in intensity after collision, but it clearly still forms a pulse. Combined with
the information given by the absorber densities we can confirm that the final pulses are
2pi-pulses. To summarise, the collision of pulses in gap waveguides filled with a two-level
medium or, equivalently, the collision of pulses acting on the same transition exhibits
the same two regimes encountered in plane-wave collisions. No qualitative change in
collision behaviour is observed by going from plane-wave pulses to guided pulses.
We have seen earlier that collisions in a three-level medium or, equivalently, colli-
sions of pulses acting on two orthogonal transitions in a medium can lead to the birth
of additional solitary waves in a plane-wave scenario. Figure 6.15(a) confirms that the
same is possible in the collision of 2pi-pulses guided in a nanoscopic gap waveguide.
The occupation densities after the collision in the lower density absorber, and therefore
faster 2pi-pulse, show the clear characteristics of soliton birth; after collisions we find
two 2pi-pulses propagating in each direction. Figure 6.16(a), showing the accompanying
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Figure 6.15: Snapshots of the occupation densities ρ11 (black line), ρ22 (red line) and
ρ33 (blue line) along the middle axis of a slot waveguide filled with resonantly absorbing
two-level systems after collision of counterpropagating pulses for a density of n = 5 ×
1018 cm−3 and an initial pulse duration of (a) 47 fs and (b) 70 fs respectively.
Figure 6.16: Snapshots of the electric field Ex along the middle axis of a slot waveguide
filled with resonantly absorbing two-level systems after (red lines) and before (black
lines) collision of counterpropagating pulses for a density of n = 5 × 1018 cm−3 and an
initial pulse duration of (a) 47 fs and (b) 70 fs respectively.
snapshot of the electric field confirms this observation. Indeed, we can distinguish in-
tense, faster pulses to the very right and very left and slower, less intense pulses that are
still close to the interaction region. Increasing the absorber density and pulse duration
and thus the ratio between energy stored in the medium and energy in the electromag-
netic field, we reach the regime in which the collision products are not individual solitary
waves but rather interacting pulses, just as in the plane-wave case. This is supported
by the occupation densities of the excited states [see Fig. 6.15(b)], which do not reach
their maximum value of 1 any more, as well as from the snapshots of the electric fields
[see Fig. 6.16(b)], which do not show separate pulses. To conclude, the study of pulse
collisions in gap waveguides has revealed the same characteristics as the plane-wave col-
lisions studied in Chapter 4. Therefore, nanoscopic gap waveguides or low-index core
fibres could provide the platform for an experimental realisation of parameter-dependent
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soliton birth.
6.4 Realisation of plane-wave SIT memory schemes in gap
waveguide
In [42] Loiko et al. presented a scheme for the trapping of SIT solitons in an atomic
medium exhibiting a Λ-type three-level system. Therein, a control pulse on the lower-
frequency transition |2〉 ↔ |3〉 is used to transfer the energy of a soliton resonant with
the higher-frequency transition |1〉 ↔ |3〉 into an atomic excitation of the higher ground-
state |2〉, a phenomenon observed in [104]. Subsequently, the region of excitation can be
shifted by injection of additional solitons on the transition |2〉 ↔ |3〉 until the excitation
leaves the medium and the original pulse is recovered.
Beeker et al. varied the proposed scheme by considering additional solitons acting on
the transition |1〉 ↔ |3〉 [43]. In this case, those additional pulses are able to create more
excited regions with the relative phase of the coherence ρ12 depending on the amplitudes
of the exciting pulses. Shifting the excitation also leads to a re-emission of the control
pulse whose phase is then dependent on the phase between the original SIT pulse and
the control pulse possibly enabling a logical XOR-gate.
All considerations for these schemes have been undertaken in plane-wave approxima-
tion. In this section it is investigated whether such memory schemes for Λ-type atomic
media can be generalised to the gap waveguide in order to enable a realisation in com-
pact geometries. To this end, the main result (Figure 4) of [43] in the gap waveguide
geometry with a gap of 100 nm is replicated. In the analysis of [43] three regimes of
interaction are delineated by the relation between the power of first and second soliton.
The power of a SIT soliton is inversely proportional to its duration, so that we can also
say that the first regime is given by τ1 < τ2, the second by τ1 ≥ τ2 and the third one
by τ1  τ2. In the first two regimes the ground-state coherence in the region excited
by the two consecutive pulses switches its phase, whereas the phase of the coherence is
maintained between the two regions in the third regime. Here, only the second and third
regimes are compared as the first and second regime are very similar in most aspects
and do not warrant a separate discussion in this context. For τ1 = τ2 the first excited
region is predicted to be shifted by the second soliton, but the second excited region is
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Figure 6.17: Population density ρ22 (black line) of the upper ground-state and inter-
ground-state coherence ρ12 (red line) after pulses have passed for (a) τ1 = τ2 and (b)
τ1 = 6τ2.
close to the first one.
Note, that the analysis of Beeker et al. was performed in rotating wave and slowly
varying envelope approximations whereas here the full-time domain method is used.
Thus, the phase of the coherence is not immediately given, but, as we will see, phase
shifts are nonetheless clearly visible from the data. Further, as for the collisions, both
transitions have to have the same polarisation orientation because a 2D calculation is
performed; a fibre with rotational symmetry in the transverse dimensions could allow
for SIT on transitions with different polarisations.
Comparing the coherence ρ12 after all pulses have left the system for τ1 = τ2
[Fig. 6.17(a)] to ρ12 for τ1 = 6τ2 [Fig. 6.17(b)] we observe that in the former case
no phase change of ρ12 is present between the two excited regions. In the latter case,
however, a phase change is clearly visible at the maximum of the excitation, in agree-
ment with the predictions of Beeker et al. [43]. Thus, we conclude that the memory
scheme proposed in [43] could be implemented in the here investigated gap waveguide.
6.5 Conclusions
In this chapter a study of pulse propagation in nonlinear and, particularly, resonantly ab-
sorbing waveguides was presented. First, conditions for the viability of one-dimensional
propagation equations were formulated and a definition of effective coefficients to de-
rive approximate one-dimensional equations was proposed for saturation nonlinearities.
Next, a necessary condition for solitary wave propagation via self-induced transparency
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was identified: the constancy of the Rabi-frequency over the transverse pulse profile.
Using the example of the 2D slot waveguide filled with a resonant absorber in the low-
index slot, it was found that solitary wave propagation is possible if the absorber density
is high enough to induce a significant change in the group velocity, i.e. slowing-down of
the pulse. In that case, the nonlinear absorber induces a dispersion that counteracts
the intrinsic waveguide dispersion, enabling a stable pulse shape in time- and frequency-
domain. Hence, SIT is not only able to reshape chirped pulses – pulses with accumulated
dispersion – into solitons, as seen in Chapter 5, but is also able to prevent pulses from
becoming chirped in a waveguide.
Studying 4pi-pulse propagation, the pulse breakup was found to occur in the same
group velocity regime that enables solitary wave propagation. Having thus established
that all signatures of SIT are present in gap waveguides under the right conditions,
simulton collisions were investigated to see if parameter-dependent soliton birth can be
realised in a compact and practical configuration. Indeed, the regimes encountered in
the collision of counterpropagating plane-wave simultons (Chapter 4) are also present in
gap waveguide SIT of three-level systems. Thus, it may be possible to use this strong,
parameter-dependent light-light interaction in waveguides for computational purposes
in a realistic and compact geometry. Furthermore, an investigation of optical memory
schemes devised in plane-wave approximation revealed that they possess a gap waveguide
counterpart. In conclusion, SIT in nanoscopic gap waveguides filled with dense absorbers
is equivalent to plane-wave SIT in the relevant aspects investigated here and it proves
to be an ultra-compact and reliable realisation of SIT. Because of the strong light-light
interactions in resonant absorbers, SIT in ultra-compact geometries could provide a
realistic platform for efficient optical computing schemes.
Chapter 7
Summary and Outlook
In summary, this thesis presents several new theoretical results on self-induced trans-
parency. Firstly, the collisions of counterpropagating simultons in degenerate, coherent
three-level systems were studied and the birth of an additional pair of simultons was
discovered. This soliton birth depends on the group velocity of the simultons and the
relative polarisation of the counterpropagating pulses. For parallel polarisation of the
pulses the collision behaviour in a two-level system is recovered where the initial solitons
may only lose energy or break up completely and always leave a population grating in the
interaction region. For orthogonal polarisation of the pulses, in contrast, the electronic
population in the interaction region always returns to the ground state, whereas the
2pi-pulses either split to create an additional pair of 2pi-pulses or break up completely,
depending on the group velocity, which in turn depends only on the ratio between energy
in the electromagnetic field and energy deposited in the medium. Thus, the numerical
finding of parameter-dependent soliton birth should be observable in a typical plane-
wave SIT experiment by varying pulse lengths and amplitudes of counterpropagating
2pi-pulses travelling through a gas cell and monitoring the output. The excited transi-
tion in the gas must thereby be degenerate (or near-degenerate) with equal oscillator
strengths, e.g. a J = 0 to J = 1 transition.
Independent of an experimental confirmation of this finding, it would also be inter-
esting to study theoretically the influence of some of the neglected phenomena such as
inhomogeneous broadening or diffusion on the interaction behaviour. Additionally, the
study here was restricted to a symmetrical input situation in which either two or no new
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solitons were created. In situations with asymmetrical input in terms of pulse lengths
(amplitudes) it should also be possible to create only one additional soliton travelling
in one direction. A detailed study could potentially reveal the parameters determining
whether such a scenario is expected to happen. Regarding the behaviour of counter-
propagating SIT solitons it should be noted that the interaction between these solitons
is much stronger than the interaction between Kerr solitons, which only induce a phase-
shift in each other. Such pulse interactions could therefore open new possibilities for
optical gates employed in optical computing systems that are not available using other
nonlinear interactions.
Not only in this context it would be desirable to realise those interactions in a confined
geometry rather than a geometry where the plane wave approximation applies. This
thesis discusses the possibility of confining SIT solitons to waveguides and for the first
time preforms two-dimensional numerical simulations of the Maxwell-Bloch equations
in realistic dielectric waveguide structures, which provide nanoscopic confinement of
light fields in the transverse direction. Waveguiding is accompanied by dispersion and
to assess the influence of dispersion on SIT solitons a first study looks at the impact
of chirp on soliton formation in resonant absorbers. Thereby, a dynamic transition
between adiabatic rapid passage with chirped pulses and SIT is uncovered. Strongly
chirped pulses that induce a complete population transfer in single absorbers are re-
shaped into 2pi-pulses and off-resonant radiation when propagating through a dense
absorbing medium, while a small initial chirp of the pulses is compensated quickly. This
chirp-compensation indicates that the action of the waveguide dispersion on the light
pulses may also be reduced or eliminated.
The two-dimensional simulations of waveguides reveal that solitary propagation is
indeed possible in waveguides if the absorber density is strong enough to significantly
influence the group velocity of the pulses and the Rabi frequency is constant over the
cross-section of the absorber. The latter condition can be derived analytically from
considerations of the local pulse area along the transverse dimension of the waveguide
and numerical results on the propagation in dielectric slab waveguides and slot wave-
guides with large slot illustrate the substantial absorption and reshaping of the pulse
and the residual inversion in the medium. If a 2D slot waveguide with a slot width of
only 100 nm is used the propagation is shown to approach a solitary regime, in which
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absorption becomes negligible and the pulse stays transform-limited in case of a substan-
tial reduction of the group velocity by the absorbing medium. Further, it is found that
soliton birth and an optical memory scheme built on SIT solitons [43] are also possible
in such nanoscopic gap waveguides.
An experimental confirmation of solitary propagation in waveguides could be achieved
with a waveguide featuring a nanoscopic (below 100 nm) low-index gap that can be filled
with an absorbing medium, which has a well-separated transition (the transition may be
degenerate if the oscillator strengths are equal) and long dephasing times. The required
pulse duration τ now depends on the dipole matrix element of the absorber transition
µ, its frequency ω, the absorber density N , the refractive index in the low-index gap n
and the confinement factor of the field over the gap Γ. Namely, the pulse duration must
fulfil τ2 > ~0/(2ωNnµ2Γ). At the same time, the pulse duration must be shorter than
the dephasing times in the medium that can be prolonged by cooling the apparatus.
There are several directions for further research building on the present thesis. It
would be of advantage to better understand the influence of Kerr and Raman effects
– inevitably occurring in waveguides – on the soliton formation. The magnitude of
Kerr and Raman effects and their impact of the propagation behaviour is expected
to be stronger for shorter pulses. In an experimental setting one would ideally use
nanogap waveguides in which these effects are minimal. The influence of inhomogeneous
broadening of the absorber may also have to be considered.
A further interesting area of research is the possibility to achieve even stronger con-
finement of optical solitons using plasmonic waveguides [122]. Here, the electric field
propagates in the form of surface plasmons created at the interface between metals and
dielectrics. Such surface plasmons suffer from high ohmic losses when tightly confined
to the metal, which need to be compensated to achieve temporal solitons. An obvi-
ous approach for loss-compensation is the deployment of gain materials, an approach
conventionally employed in fibre optical communication systems. It has been shown
recently that metallic losses can thus be overcome [123–127], but it is unclear whether
temporal solitons can be maintained when metallic loss is introduced into a waveguide.
The magnitude of the gain required is orders of magnitude higher than in optical fibres
bringing new challenges especially regarding the noise behaviour and the dispersion that
would be introduced by the gain material.
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Finally, using the numerical techniques employed in this thesis supplemented by the
techniques presented in [126] the dynamics of hybrid plasmon-exciton systems could
be studied. In this context, the efficiency of adiabatic rapid passage in a plasmonic
environment can be studied in the regime of field enhancement and also in the regime
of excitation suppression [128, 129]. In general, the coherent dynamic effects associated
with those systems are represented in semi-classical finite-difference time-domain studies
of such systems. The tools for research into this vibrant topic are at our disposal and it is




The numerical results in this thesis have been obtained by the integration of Maxwell’s
equation with the auxiliary-differential-equation finite-difference time-domain (ADE-
FDTD) method. To this end I used an existing FDTD code, developed in our group, and
extended it by the addition of the Bloch equations as auxiliary differential equations.
In this chapter I describe the ADE-FDTD method and methods for the extraction of
results that were used in this thesis.
The finite-difference time-domain (FDTD) method [130, 131] integrates Maxwell’s
curl equations (2.1) in their macroscopic form directly without approximations beyond
those introduced by the numerical discretisation. Accuracy of the solutions requires that
the spatial discretisation steps dx are much smaller than the wavelength of interest λ,
i.e. one needs at least dx ≤ λ/15. Further, stability requires that the time steps dt
need to obey dt ≤ Cdx/c, the so-called Courant criterion with the Courant number
C, which depends on the number of dimensions d considered via C = 1/
√
(d). In the
simulations presented here, the discretisation is chosen even finer because of the need to
resolve the nanoscopic geometries and/or because of better accuracy of the solution of
the Bloch equations. Maxwell’s equations are obviously formulated in three dimensions,
however, one often encounters problems for which light propagation is restrained to one
or two dimensions while the system can be assumed to be infinitely extended in the other
dimensions. Because the computational and memory costs of the calculations increase
exponentially with the number of dimensions considered, one commonly restricts oneself
to one- or two-dimensional calculations. In this thesis, only one- or two-dimensional are
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considered, so that in the next two Sections I will introduce the FDTD method for those
two cases. The further sections introduce several auxiliary methods that are used to
complete the FDTD method as a numerical simulation tool for the analyses performed.
A.1 FDTD in one dimension
Here, the FDTD equations for the case of a one dimensional computational domain are






























(D(t, z)−P(t, z)) , (A.5)
while the fields in propagation direction are static (∂tEz = ∂tHz = 0) .
















(E(t, z + ∆z)−E(t, z)) (A.6)
















E(t+ ∆t, z) =
1
(z)
[D(t+ ∆t, z)−P(t+ ∆t, z)] ,
with ∆t and ∆z as fixed quantities fulfilling the conditions ∆x 6 λ0/15, ∆t < ∆x/c.
λ0 denotes the shortest wavelength of interest in the particular problem.
Equation (A.6) contains the magnetic fields at times t+∆t/2 and points z+∆z/2, in
effect the middle points of the interval. This enables us to calculate Maxwell’s equations
in an explicit integration scheme, which is of second order accuracy and stable as long
as above conditions for ∆t and ∆z are fulfilled. Absorbing boundary conditions at
the extremes of the computation domain have to be added for a simulation of open
systems (see Sec. A.5). The polarisationP(z, t) is determined by the auxiliary differential
equations (see Sec. A.3) which are integrated locally on each grid cell with the electric
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field acting as the external perturbation on the medium dynamics. Finally a light pulse
can be injected into the simulation domain with the so called Total Field/Scattered
Field technique (Sec. A.4). Any form of light pulse is possible as long as it follows a
sufficiently smooth function with a slow build up, because high frequency components
in the field might get amplified numerically, thereby rendering the integration scheme
unstable.
A.2 FDTD in two dimensions
In two-dimensional simulations it is assumed that structure and light field are homo-
geneous in one direction, here the z-direction. Therefore all derivatives of electric and
magnetic fields in this direction can be set to zero to simplify the calculations. In the
absence of sources and with the magnetic permeability µ = 1, the resulting discrete
update equations for the fields look as follows [131]
Ex|n+1/2i,j+1/2 = Ca()Ex|
n−1/2
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with numerical constantsDa,b and Ca,b. In two-dimensional finite-difference time-domain
simulations numerical dispersion occurs that leads to slightly different propagation speeds
for different frequencies and along different angles to the grid. This problem is, however,
minimised if the wavelength is resolved with many grid points [131]. In this thesis a res-
olution of 155 grid points per wavelength is employed for two-dimensional simulations,
ensuring that numerical dispersion is negligible.
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A.3 Auxiliary differential equations
The FDTDmethod calculates the dynamics of electric and magnetic fields in the presence
of effective permittivities (r,E(r, t),B(r, t)) and permeabilities µ(r,E(r, t),B(r, t)).
For permittivities and permeabilities independent of electric and magnetic fields, Maxwell’s
curl equations and time-independent constitutive relations are sufficient to determine the
spatio-temporal dependence of the fields. If permittivities or permeabilities depend on
electric or magnetic fields, however, the time-dependence of these parameters has to
be calculated with auxiliary differential equations determining polarisations or currents
entering the constitutive relations of electric and magnetic fields. Here, we restrict our-
selves to non-magnetic materials with µ = 1 and (r, E(r, t)), so that H = B and the
electric displacement is written as D(r, t) = ′(r)E(r, t) + P(r,E(r, t)). All static per-
mittivities are included in ′ (the dash will be omitted from now on) and the dynamic
response is included in the polarisation P(r,E(r, t)), which we consider to be purely local
in its response to the electric field. For an absorber the local approximation amounts to a
neglect of a possible diffusion of excitations, an approximation that is valid for absorbers
constituted by doping impurities or fluorescent dyes and also for gaseous absorbers if the
pulse durations are very short. The approximation is, however, inaccurate for excitons
in semiconductors.
When the dipolar transitions of a quantum mechanical level system are coupled to
Maxwell’s equations, the governing Bloch equations for the density matrix have to be
integrated with a 4th order Runge-Kutta scheme if a high accuracy is required. Here,
a complication arises because, strictly speaking, the FDTD method does not provide
values for the electric field at the mid-points and end-points of a time step. Estimates
for those values are, however, required for the interpolation in the Runge-Kutta scheme.
One way to resolve this problem is by calculating the electric field E from the polarisation
P and the electric displacement D, which can be updated without prior knowledge of
the polarisation P as its time derivative does not directly depend on P (see [104]). The
electric displacement can then be interpolated to the mid-point of the time step and E
calculated via equation (3.13).
The FDTD code developed in the TAC group for computations in any number of
dimensions does not calculate the electric displacement due to the memory overhead
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associated with defining D at every grid point. Therefore, we have to define an electric
displacement D at the points containing active material. Furthermore, the program
allows, in principle, several polarisations stemming from different material modules to
appear at a single grid cell. In that case the polarisation at the grid cell is the sum of
the individual polarisations and it becomes apparent that the sum of all polarisations∑
j 6=i Pj has to be known before one can calculate the field E from the displacement D
and the polarisation Pi. This can be achieved by redefining D in equation (3.13) as an
effective displacement D′ which already contains all other polarisations




This ensures that all other polarisations defined in the same grid cell can be calculated
in the same way as before and that we can use the Runge-Kutta scheme for the quantum
mechanical level system, provided we do not define more than one Maxwell-Bloch system
in the same grid cell and we always calculate this system last.
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A flow-chart of the procedure looks as follows:
———————————————————————-
stepE:
calculate D′n from Hn−1/2
———————————————————————-
stepEMat:
D′n = D′n−1 − ∂∂tPnj ∀ j 6= i
save D′n
calculate three-level system parameters Pni and ρˆ
n
from
D′n−1, D′n and Pn−1i
En = 1 (D
′n − Pni )
———————————————————————-
stepH:
calculate Hn+1/2 from En
———————————————————————-
stepHMat:




En, Pn−1/2j and N
n−1/2
j




A.4 Pulse injection via the total field/scattered field method
The total-field/scattered-field (TFSF) Method is designed to numerically inject arbitrary
incident fields on the simulated structure without setting explicit temporal boundary
conditions on electric and magnetic fields. Setting explicit temporal boundary condi-
tions, i.e. setting E(r, t) and H(r, t) for all t, needs to be avoided because it introduces
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spurious reflections into the setup that severely reduce the accuracy of the simulations.
Built on the equivalence theorem, which states that the electromagnetic fields inside a
region are defined by the fields on the surface alone, the TFSF method [131, 132] calcu-
lates the total fields, generated inside the region of interest by a source on the surface, to
an accuracy limited only by the accuracy of the original FDTD code. In the region out-
side the surface only scattered fields are calculated, ensuring that fields in this region are
zero if no materials are present in the region of interest. Thus, at the surface between
the two regions the time-stepping algorithm is modified to account for the difference
between total and scattered fields by adding the desired incident field. Details of the
algorithm can be found in Chapter 5 of [131]. Note that the superposition principle is
essential for the method in the outer (scattered field) region so that nonlinear materials
should be confined to the inner region.
For the two-dimensional waveguide calculations performed here the pulses injected
conform to a given mode shape of the waveguide. Consequently, the mode shape has to
be calculated in a pre-calculation and then inserted in the form of a look-up table of the
space-dependence of the amplitude at the TFSF surface on top of the time-dependence of
the light pulse. These calculations were performed with a mode calculator. Imperfections
in the injection arise especially because of the wideband nature of the incident pulses
and the dispersion of the waveguide. The mode shape in the look-up table is created
for the centre frequency of the pulse, so that other frequencies contain contributions of
other waveguide modes. Also, electric and magnetic fields are located at different points
inside the grid cell and dispersion may render the assumed incident field distributions
inaccurate. Some of the original reshaping seen for the pulses that enter the absorbing
medium in the slot waveguide may well be attributable to those numerical effects.
A.5 Boundary conditions
Simulation domains are always bounded since computer resources are limited. While
calculating pulse propagation problems one usually wishes to assume that the structure
extends much longer than in the simulation and no back-reflections from the boundary
into the simulation domain should occur. In this case, absorbing boundary conditions
have to be employed that minimize reflection. Throughout this thesis perfectly matched
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layer (PML) absorbing boundary conditions are employed and a short explanation of
them is therefore in order.
PMLs [131, 133, 134] simulate an non-physical absorbing material medium at the
boundaries of the domain that is perfectly matched in propagation speed and direc-
tion for any wave frequency incident on the boundary. The match is perfect for the
continuous Maxwell equations but not for the discrete Maxwell equations, i.e. a finite
accuracy is associated with this technique, as with all other discrete solvers for differen-
tial equations. Usually, the accuracy of the overall simulations is limited more strongly
by numerical dispersion than by the accuracy of the PMLs. For the calculations per-
formed in this thesis uni-axial PMLs [135] with eleven additional cells were used. Such
boundary conditions simulate an anisotropic, uni-axial medium with electric and mag-
netic permittivity tensors and perform as well as the original PMLs while assuming a
physical material model. Details of the implementation can be found in Chapter 7.5 of
[131]. Because the attenuation of the PMLs is proportional to the propagation constant
orthogonal to the boundaries, grazing incidence constitutes a problem for both types of
PMLs as significant reflection can take place. In order to minimize these reflections the
two-dimensional simulations of pulse propagation in waveguides have been performed
with a large lateral separation between the boundary and the waveguide structure. In
this way the fields propagating along the PMLs are very small. By noting that a further
increase in the separation did not perceptively change the pulse propagation, it was
assured that inaccuracies due to reflections from the PMLs were negligible.
A.6 Extraction of pulse velocities
Extracting pulse velocities is always connected to measuring the change in the position
of the pulse maximum from one snapshot to another snapshot at a later time. Here, the
pulse maxima at different times are measured not by taking the electric field maxima but
by taking the positions of the maxima of the inversion. This is a more accurate measure
since the electric field maximum in a full time-domain simulation can be a half-cycle
removed from the maximum of the pulse envelope, whereas the inversion maximum is
not subject to those oscillations.
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A.7 Frequency-resolved optical gating
Frequency-resolved optical gating (FROG) [136, 137] is intended as a measurement tech-
nique to extract pulse envelope and phase from experimentally obtained ultra-short light
pulses. Since there typically are no shorter events to compare and measure the pulse
with, the only way of obtaining information about the pulse is by measuring it with
itself. This can be achieved by splitting the pulse, giving a variable delay to one part
of it and then overlap the pulses in a nonlinear material to produce a harmonic signal.
When the frequency spectrum of the signal is measured with varying pulse delay, it is
possible to deduce the evolution of the pulse intensity and frequency with delay, the
so-called FROG-trace. From this data the time-domain representation of the pulse can
be completely reconstructed even in the presence of substantial noise since the pulse
data is overdetermined by the FROG trace.
In this thesis the full shape of the pulses in time-domain is already given by the
numerical data. The FROG technique is used to visualise the evolution of frequency
with time, i.e. the chirp of the pulse. The polarisation gate FROG technique [137] that
is most appropriate for the visualisation of chirp, therefore employed here, measures the
following spectrogram
|Eg(ω, τ)|2 ∝
∣∣∣∣∫ ∞−∞ dtEsignal(t, τ)e−iωt
∣∣∣∣2 , (A.9)
with a signal field comprised of a product of electric field and gate function according to
Esignal(t, τ) = E(t)g(t− τ) = E(t) |Eenv(t− τ)|2 . (A.10)
Eenv denotes the pulse envelope, which is calculated from the numerical data by inter-
polating the electric field’s local maxima.
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