A comparison principle for stochastic integro-differential equations by Dareiotis, Konstantinos & Gyongy, Istvan
A COMPARISON PRINCIPLE FOR STOCHASTIC
INTEGRO-DIFFERENTIAL EQUATIONS
KONSTANTINOS DAREIOTIS AND ISTVA´N GYO¨NGY
Abstract. A comparison principle for stochastic integro-differential
equations driven by Le´vy processes is proved. This result is obtained via
an extension of an Itoˆ formula, proved by N.V. Krylov, for the square of
the norm of the positive part of L2−valued, continuous semimartingales,
to the case of discontinuous semimartingales. Comparison principle and
Itoˆ’s formula and SPDE and Le´vy processes
1. Introduction
Our goal is to prove a comparison principle for stochastic integro-differential
equations (SIDEs) driven by Le´vy processes. For this, first we present an
Itoˆ’s formula for the square of the L2-norm of the positive part of (possi-
bly) discontinuous semimartingales with values in L2-spaces. Our formula
extends an Itoˆ formula from [16] proved for continuous semimartingales. In
[16] Itoˆ’s formulas for the square of L2-norm of certain convex functions r(u)
of continuous semimartingales u = ut with values in L2-spaces are obtained,
and the important special case, r(u) = (u)+ = max(u, 0), is then applied to
prove a maximum principle for linear stochastic partial differential equations
(SPDEs). The present paper is organized as follows. In Section 2 we for-
mulate and prove our Itoˆ formula. The main results concerning comparison
theorems are stated in Section 3. We also give an existence and unique-
ness result as a simple consequence of a theorem on stochastic evolution
equations from [11]. For recent results concerning the solvability of SPDEs
driven by Le´vy processes we refer to [2]. In Section 4 we give some tools
that will be needed in order to prove the main theorems in Section 5. For
notions and results in SPDEs we refer to [19].
Comparison principles are powerful tools and play important role in PDE
theory. Comparison theorems for SPDEs are known in various generalities in
the literature. To the best of our knowledge, the first results on comparison
of solutions of SPDEs appear in [14] and [6]. Recent results appear in
[16], [4], [3] and [5]. In [3] and [4] quasi linear SPDEs, and in [5] quasi-
linear SPDEs with obstacle are considered, and the p-th moments of the
positive part of the supremum norm of the solutions are also estimated. In
the above publications, SPDEs driven by Wiener processes, or cylindrical
Wiener processes are considered. Our main result, Theorems 3.2 and 3.4,
are comparison theorems for two classes of quasilinear SIDEs, linear versions
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of which, arise in non-linear filtering. For the theory of non-linear filtering
of processes with jumps we refer to [8] and [9]. We will apply our result to
investigate the solvability of a class of SPDEs driven by Le´vy processes in
another paper.
In conclusion we introduce some basic notation of the paper. Let (Ω,F , P )
be a probability space equipped with a right-continuous filtration (Ft)t≥0,
such that F0 contains all P -zero sets. We consider a σ-finite measure space,
(Z,Z, ν) and a quasi left-continuous, adapted point process (pt)t∈[0,T ] in Z,
for a finite T > 0. Let N(dt, dz) be the random measure on [0, T ] × Z,
corresponding to the point processes p. We assume that its compensator is
dtν(dz) and we use the notation
N˜(dt, dz) = N(dt, dz)− dtν(dz).
We also consider a sequence of independent real valued Ft-Wiener processes
{wkt }∞k=1.
If X is a topological space then B(X) is the Borel σ-algebra on X. The
notation P is used for the predictable σ-algebra on Ω × [0, T ]. If X is a
normed linear space then |x|X denotes the norm of x ∈ X, X∗ is the dual
of X, and 〈x, x∗〉 denotes the action of x∗ ∈ X∗ on x ∈ X. The notation Q
stands for the whole space Rd or for a bounded Lipschitz domain in Rd. We
write
Diu :=
∂u
∂xi
, Diju :=
∂2u
∂xi∂xj
, for i, j = 1, ..., d,
for the first and second order partial derivatives of a function u defined on
Q. As usual we denote by W kp (Q) the space of functions u ∈ Lp(Q), whose
generalized derivatives up to order k lie in Lp(Q). We set H
1(Q) := W 12 (Q)
and we write H10 (Q) for the closure of C
∞
c (Q) in H
1(Q) under the norm
|u|H1 =
( d∑
i=1
|Diu|L2 + |u|L2
)1/2
.
We will use the notationH−1(Q) for the dual ofH10 (Q). Finally, we note that
unless otherwise indicated, the summation convention is used with respect
to repeated integer-valued indices throughout the paper.
2. Itoˆ’s formula for the square of the norm of the positive
part
We are interested in an Itoˆ’s formula for |u+t |2L2(Q), where ut is an H−1(Q)-
valued semimartingale taking values in H10 (Q) for dP × dt almost every
(ω, t) ∈ Ω × [0, T ]. Our approach to obtain it is similar to that in [16]. To
state the formula we set
V := H10 (Q), H := L2(Q), V
∗ := H−1(Q),
and we consider the following processes
v : Ω× [0, T ]→ V, v∗ : Ω× [0, T ]→ V ∗, hk : Ω× [0, T ]→ H,
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K : Ω× [0, T ]× Z → H,
for integers k ≥ 1, where v is progressively measurable, v∗ and hk are Ft-
adapted, measurable in (ω, t), and K is P × Z measurable. We consider
also ψ, an F0-measurable random variable in H.
It is easy to see that V = H10 (Q) is continuously and densely embedded
into L2(Q). Hence, by identifying H = L2(Q) with its dual H
∗ by the help
of the inner product (, ) in L2(Q), we get the normal triple of spaces
V ↪→ H ≡ H∗ ↪→ V ∗,
where H∗ ↪→ V ∗ is the adjoint embedding of V ↪→ H. We use the notation
〈v∗, v〉 for the duality product of v∗ ∈ V ∗ and v ∈ V . Notice that 〈v∗, v〉 =
(v∗, v) when v∗ ∈ H.
A stochastic process v = (vt)t∈[0,T ], taking values in a Banach space B, is
called a B-valued strongly ca´dla´g process if with probability one the trajec-
tories of v are continuous from the right in t ∈ [0, T ) and have limits from
the left at every t ∈ (0, T ] in the strong topology of B, i.e., in the topology
given by the norm in B.
We make the following assumption.
Assumption 2.1.
(i) Almost surely∫
(0,T ]
(
|vt|2V + |v∗t |2V ∗ +
∑
k
|hkt |2H +
∫
Z
|Kt(z)|2Hν(dz)
)
dt <∞,
(ii) for each φ ∈ V and for dP × dt-almost every (ω, t), we have
(vt, φ) = (ψ, φ) +
∫
(0,t]
〈v∗s , φ〉ds+
∫
(0,t]
(hks , φ)dw
k
s
+
∫
(0,t]
∫
Z
(Ks(z), φ)N˜(ds, dz).
Theorem 2.1. Suppose that Assumption 2.1 is satisfied. Then there exists
a set Ω˜ ⊂ Ω of probability one, and an H-valued strongly ca´dla´g adapted
process ut such that ut = vt for dP × dt-almost every (ω, t). Moreover for
ω ∈ Ω˜, t ∈ [0, T ] we have
i) ut = ψ +
∫
(0,t]
v∗sds+
∫
(0,t]
hksdw
k
s +
∫
(0,t]
∫
Z
Ks(z)N˜(ds, dz), (2.1)
ii) |u+t |2H = |ψ+|2H + 2
∫
(0,t]
〈v∗s , u+s 〉ds+ 2
∫
(0,t]
(hks , u
+
s )dw
k
s
+2
∫
(0,t]
∫
Z
(Ks(z), u
+
s−)N˜(dz, ds) +
∫
(0,t]
∑
k
|Ius>0hks |2Hds
+
∫
(0,t]
∫
Z
|(us− +Ks(z))+|2H − |u+s−|2H − 2(Ks(z), u+s−)H N(dz, ds).
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To prove Theorem 2.1 we need two lemmas.
Lemma 2.2. Let (X,Σ, µ) be a measure space, and let un, u ∈ L1(X)such
that un → u in L1(X) as n→∞. Then there exists a subsequence {un(k)}∞k=1
and a function v ∈ L1(X) such that for all k ≥ 1 we have |un(k)(x)| ≤ v(x)
for all x ∈ X, and un(k)(x)→ u(x) for µ-almost every x as k →∞.
Proof. There exists a subsequence un(k) such that
|un(k) − u|L1(X) ≤ 1/2k for k ≥ 1.
Set v(x) = |u(x)|+∑k |un(k)(x)− u(x)|. Then v has the desired properties.
Moreover,
∑
k |un(k+1)−un(k)|L1(X) <∞, which implies that un(k) converges
µ-almost everywhere. 
The next lemma is from [4].
Lemma 2.3. Let Q be a bounded Lipschitz domain in Rd. Take φn ∈
C∞c (Q), n ∈ N, with
i) 0 ≤ φn ≤ 1
ii) φn = 1 on {x ∈ Q, r(x) ≥ 1/n}
iii) φn = 0 on {x ∈ Q, r(x) ≤ 1/2n}
iv) |(φn)xi | ≤ Cn,
where C is a constant and r(x) = dist(x, ∂Q). Then φnv → v in H10 (Q) for
all v ∈ H10 (Q), and for some constant C we have
sup
n
|φnv|H10 ≤ C|v|H10 , ∀v ∈ H
1
0 (Q).
Remark 2.1. One can easily see the existence of a sequence (φn)n∈N satisfying
the conditions of the previous lemma. Then note that φ2n also satisfies i)-iv).
Hence, φ2nv → v in H10 (Q), for all v ∈ H10 (Q), and for some constant C we
have
sup
n
|φ2nv|H10 ≤ C|v|H10 , ∀v ∈ H
1
0 (Q).
We introduce now the functions αδ(r), βδ(r) and γδ(r) on R, for δ > 0,
given by
aδ(r) =
 1 if r > δrδ if 0 ≤ r ≤ δ
0 if r < 0,
βδ(r) =
∫ r
0
aδ(s)ds, γδ(r) =
∫ r
0
βδ(s)ds.
For all r ∈ R we have αδ(r) → Ir>0, βδ(r) → r+ and γδ(r) → (r+)2/2 as
δ → 0. Also, for all r, r1, r2 and δ, the following inequalities hold
|αδ(r)| ≤ 1, |βδ(r)| ≤ |r|, |γδ(r)| ≤ r
2
2
,
|γδ(r1 + r2)− γδ(r1)− βδ(r1)r2| ≤ |r2|2. (2.2)
We are now ready to prove Theorem 2.1.
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Proof of Theorem 2.1. We only prove ii) since the rest of the assertions are
proved in [10], in greater generality. First we prove the statement when
Q = Rd. We have that equality (2.1) is satisfied if and only if, almost surely,
for all ϕ ∈ V and t we have
(ut, ϕ) = (ψ,ϕ) +
∫
(0,t]
〈v∗s , ϕ〉ds+
∫
(0,t]
(hks , ϕ)dw
k
s
+
∫
(0,t]
∫
Z
(Ks(z), ϕ)N˜(ds, dz). (2.3)
Let φ be a mollifier with compact support and set φ(x) := 
−dφ(x/). For
fixed x, the function φ(x − ·) is in V , so we can plug it in (2.3) instead of
ϕ, to get that almost surely, for all t ∈ [0, T ]
ut(x) = u

0(x) +
∫
(0,t]
v∗s (x)ds+
∫
(0,t]
hks (x)dw
k
s
+
∫
(0,t]
∫
Z
Ks(z, x)N˜(ds, dz),
where for g ∈ V ∗ we use the notation g(x) := 〈g, φ(x − ·)〉. Note that
u0 is F0 ×B(Rd) measurable. Also u, v∗ and hk are jointly measurable
in (t, ω, x), Ft ×B(Rd) measurable for each t, and K is P × Z ×B(Rd)
measurable. It is also easy to see that there exists a constant C, depending
on , such that for all t, ω, x, z
|ut(x)| ≤ C|ut|H , |u0(x)| ≤ C|u0|H , |v∗t |H ≤ C|v∗t |V ∗
|v∗t (x)| ≤ C|v∗t |V ∗ , |hkt (x)| ≤ C|hks |H ,
|Kt (x, z)| ≤ C|Kt(z)|H .
One can also check that for a constant C, for all 
|ut|H ≤ C|ut|H , |u0|H ≤ C|u0|H , |Kt (z)|H ≤ C|Kt(z)|H
|hkt |H ≤ C|hks |H , |v∗t |V ∗ ≤ C|v∗t |V ∗ , |ut|V ≤ C|ut|V .
Now let αδ, βδ, γδ be as before, and fix x. By Itoˆ’s formula (see for example
[13] or [21]), for each x there exists a set Ωx of full probability, such that for
all ω ∈ Ωx and t ∈ [0, T ] we have
γδ(u

t(x)) = γδ(u

0(x)) +
∫
(0,t]
βδ(u

s(x))v
∗
s (x)ds
+
∑
k
∫
(0,t]
βδ(u

s(x))h
k
s (x)dw
k
s +
1
2
∑
k
∫
(0,t]
αδ(u

s(x))|hks (x)|2ds
+
∫
(0,t]
∫
Z
βδ(u

s−(x))K

s(z, x)N˜(ds, dz)
+
∫
(0,t]
∫
Z
γδ(u

s(x) +K

s(z, x))
− γδ(us−(x))− βδ(us−(x))Ks(z, x)N(dz, ds). (2.4)
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One can redefine the stochastic integrals such that (2.4) holds for all (ω, t, x).
Integrating (2.4) over Rd, taking appropriate versions of the stochastic in-
tegrals and using the Fubini and the stochastic Fubini theorems we get for
each t ∈ [0, T ],∫
Rd
γδ(u

t(x)) dx =
∫
Rd
γδ(u

0(x)) dx+
∫
(0,t]
∫
Rd
βδ(u

s(x))v
∗
s (x) dx ds∫
(0,t]
∫
Rd
βδ(u

s(x))h
k
s (x) dx dw
k
s +
1
2
∑
k
∫
(0,t]
∫
Rd
αδ(u

s(x))|hkt (x)|2 dx ds
+
∫
(0,t]
∫
Z
∫
Rd
βδ(u

s−(x))K

s(z, x)dxN˜(ds, dz)
+
∫
(0,t]
∫
Z
∫
Rd
γδ(u

s−(x) +K

s−(z, x))
− γδ(us−(x))− βδ(us−(x))Ks(z, x)dxN(dz, ds) (a.s.). (2.5)
For a stochastic Fubini theorem we refer to [17], noting that the Fubini
theorem there can be extended easily, by obvious changes in its proof, to
our situation. Since each term in the above equation is a ca´dla´g process in
t, we see that (2.5) holds almost surely, for all t ∈ [0, T ]. We claim that for
each t ∈ [0, T ] both sides of (2.5) converges in probability as  → 0 to give
that ∫
Rd
γδ(ut(x))dx =
∫
Rd
γδ(u0(x))dx+
∫
(0,t]
〈v∗s , βδ(us)〉ds∫
(0,t]
∫
Rd
βδ(us(x))h
k
s(x)dxdw
k
s +
1
2
∑
k
∫
(0,t]
∫
Rd
αδ(us(x))|hks(x)|2dxds
+
∫
(0,t]
∫
Z
∫
Rd
βδ(us−(x))Ks(z, x)dxN˜(ds, dz)
+
∫
(0,t]
∫
Z
∫
Rd
γδ(us−(x) +Ks(z, x))
− γδ(us−(x))− βδ(us−(x))Ks(z, x)dxN(dz, ds). (2.6)
holds almost surely for each t ∈ [0, T ]. We are going to show that each term
in (2.5) converges in probability to the corresponding one in (2.6). Since
for any sequence k ↓ 0 we have ukt → ut in L2(Rd) for every ω ∈ Ω, by
the equality a2 − b2 = (a− b)(a + b) we have (ukt )2 → u2t in L1(Rd). Thus
for every ω ∈ Ω by Lemma 2.2 there exist g ∈ L1(Rd) and a subsequence,
denoted again by k, such that for all k ≥ 1
|γδ(ukt (x))| ≤
(ukt (x))
2
2
≤ g(x)
2
for all x.
Since γδ(u
k
t (x)) → γδ(ut(x)) for almost every x, as k → ∞, by Lebesgue’s
theorem on dominated convergence we obtain∫
Rd
γδ(u
k
t (x))dx→
∫
Rd
γδ(ut(x))dx as k →∞.
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Thus, for  ↓ 0 the left-hand side of (2.5) converges to the left-hand side of
(2.6) for every ω ∈ Ω, and hence also in probability, for each t ∈ [0, T ]. To
see the convergence of the second term in the right-hand side of (2.5) we fix
(s, ω) such that us ∈ V . Then it is straightforward to check that
|βδ(us)− βδ(us)|V → 0, as → 0.
Taking into account the well-known fact that there exist f0s and f
i
s ∈ L2(Rd)
for i = 1, ..., d such that
v∗s = f
0
s +Dif
i
s,
we have
v∗s = f
0
s +Dif
i
s ,
which gives
|v∗s − v∗s |V ∗ ≤
d∑
i=0
|f is − f is|H → 0, as → 0.
Hence we conclude∫
Rd
βδ(u

s(x))v
∗
s (x)dx = 〈v∗s , βδ(us)〉 → 〈v∗s , βδ(us)〉.
Notice that there is a constant C such that∣∣∣ ∫
Rn
βδ(u

s(x))v
∗
s (x)dx
∣∣∣ ≤ C(|us|2V + |v∗s |2V ∗)
for all  > 0, ω ∈ Ω and s ∈ [0, T ]. Therefore, almost surely∫
(0,t]
∫
Rd
βδ(u

s(x))v
∗
s (x)dxds→
∫
(0,t]
〈v∗s , βδ(us)〉ds for all t.
For the sum of the stochastic integrals against the Wiener processes we just
note that almost surely for all s ∈ [0, T ]∑
k
∣∣∣ ∫
Rd
βδ(u

s(x))h
k
s (x)dx−
∫
Rd
βδ(us(x))h
k
s(x)dx
∣∣∣2 → 0 as  ↓ 0,
and ∑
k
∣∣∣ ∫
Rd
βδ(u

s(x))h
k
s (x)dx−
∫
Rd
βδ(us(x))h
k
s(x)dx
∣∣∣2
≤ 4 sup
t≤T
|ut|2L2
∑
k
|hks |2L2 for all  > 0.
Hence almost surely∫
(0,T ]
∑
k
∣∣∣ ∫
Rd
βδ(u

s(x))h
k
s (x)dx−
∫
Rd
βδ(us(x))h
k
s(x)dx
∣∣∣2ds→ 0,
which implies that for  ↓ 0∫
(0,t]
∫
Rd
βδ(u

s(x))h
k
s (x) dx dw
k
s →
∫
(0,t]
∫
Rd
βδ(us(x))h
k
s(x) dx dw
k
s
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in probability, uniformly in t ∈ [0, T ]. Note that for each k we have∣∣∣ ∫
Rd
αδ(u

s(x))|hks (x)|2 − αδ(us(x))|hks(x)|2dx
∣∣∣
≤
∫
Rd
|(hks (x))2 − (hks(x))2|dx
+
∫
Rd
|hks(x)|2|αδ(us(x))− αδ(us(x))|dx→ 0.
for each ω ∈ Ω and s ∈ [0, T ]. Moreover,∣∣∣ ∫
Rd
αδ(u

s(x))|hks (x)|2dx
∣∣∣ ≤ |hks |2H ,
where the right-hand side is almost surely integrable on [0, T ]. Hence the
almost sure convergence of the fourth term in the right-hand side of (2.5)
follows. By the inequalities in (2.2), similar arguments show the convergence
of the last two terms in probability. We conclude that for each t ∈ [0, T ]
equation (2.6) holds almost surely. Since the stochastic processes in both
sides of (2.6) are ca`dla`g processes, equation (2.6) holds almost surely for all
t ∈ [0, T ].
Now by letting δ → 0 in (2.6), using arguments similar to the previous
ones, and keeping in mind the inequalities (2.2) and the fact that for all
v ∈ V
|βδ(v)− v+|V → 0, |βδ(v)|V ≤ |v|V ,
we can finish the proof of the theorem for Q = Rd.
We reduce the case of a bounded Lipschitz domain Q to that of the whole
space by using the sequence φn from Lemma 2.3. Remember that φn has
compact support in Q. Thus for a function η on Q we denote by φnη, not
only the function defined on Q by the multiplication of φn and η, but also
its extension to zero outside of Q. Notice that when u satisfies (2.1) on Q,
then φnu satisfies
φnut = φnu0 +
∫
(0,t]
φnv
∗
sds+
∫
(0,t]
φnh
k
sdw
k
s
+
∫
(0,t]
∫
Y
φnKs(z)N˜(ds, dz)
on the whole Rd, where the functional φnv∗ is defined by
〈φnv∗s , g〉 := 〈v∗s , φng〉Q
for g ∈ H1(Rd). The notation 〈·, ·〉Q means the duality product between
H10 (Q) and H
−1(Q). Notice that 〈v∗s , φng〉Q is well defined, since the re-
striction of φng to Q belongs to H
1
0 (Q). Then by the result in the case of
the whole space, we have∫
Q
φ2n|u+t |2dx =
∫
Q
|φnu+0 |2dx+ 2
∫
(0,t]
〈v∗s , φ2nu+s 〉Qds
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+2
∫
(0,t]
∫
Q
φ2nh
k
su
+
s dxdw
k
s +
∫
(0,t]
∫
Q
∑
k
|I{φnus>0}φnhks |2dxds
+
∫
(0,t]
∫
Z
∫
Q
2Ks(z)φ
2
nu
+
s−dxN˜(ds, dz)
+
∫
(0,t]
∫
Z
∫
Q
|φn(us− +Ks(z))+|2 − |φnu+s−|2 − 2Ks(z)φ2nu+s−dxN(dz, ds),
since φn is supported in Q. It is now easy to take n → ∞ here to finish
the proof of the theorem. We only note that for the second term on the
right-hand side we have by Lemma 2.3 and Remark 2.1
〈v∗s , φ2nu+s 〉Q → 〈v∗s , u+s 〉Q for all ω, s,
and for a constant C,
〈v∗s , φ2nu+s 〉Q ≤ C|v∗s |V ∗ |us|V for all n.

3. Comparison Theorems
In this section we present our comparison theorems for two types of equa-
tions. Together with the space (Z,Z), we consider another measurable space
(F,F), a quasi left-continuous, adapted point process (p¯t)t∈[0,T ] in F , and
two σ−finite measures pi(1), pi(2) on F . Let M(dt, dζ) be the corresponding
random measure on [0, T ]×F . We assume that its compensator is dtpi(2)(dζ)
and we write
M˜(dt, dζ) = M(dt, dζ)− dtpi(2)(dζ).
First we consider the equation
dut(x) ={Ltut(x) + ft(x, ut(x),∇ut(x))} dt
+Gkt (u)(x)dw
k
t +
∫
Z
gt(x, z, ut−(x))N˜(dt, dz),
(3.1)
for (t, x) ∈ [0, T ]×Q, with initial condition
u0(x) = ψ(x), x ∈ Q, (3.2)
where
Ltu(x) = Dj(a
ij
t (x)Diu(x)) + I(1)t ut(x),
I(1)t u(x) =
∫
F
[u(x+ ct(x, ζ))− u(x)− ct(x, ζ) · ∇u(x)]mt(x, ζ)pi(1)(dζ),
Gkt (u)(x) = φ
ik
t (x)Diu(x) + σ
k
t (x, u(x)).
We make the following assumptions. Let K > 0 denote a constant.
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Assumption 3.1.
i) The coefficients aij , are real-valuedP×B(Q) measurable functions on
Ω× [0, T ]×Q and are bounded by K for every i, j = 1, ..., d. The coefficient
φi = (φik)∞k=1 is an l2-valuedP×B(Q)-measurable function on Ω×[0, T ]×Q
for every i = 1, 2, ..., d, such that∑
i
∑
k
|φikt (x)|2 ≤ K for all ω, t and x.
ii) f is a real valued P×B(Q)×B(R)×B(Rd) -measurable function on
Ω× [0, T ]×Q×R×Rd, and σ = (σk)∞k=1 is a P×B(Q)×B(R)-measurable
function on Ω× [0, T ]×Q× R, with values in l2. The function g is defined
on Ω× [0, T ]×Q×Z×R with values in R and it is P ×B(Q)×Z ×B(R)-
measurable. We assume that there exists a predictable process h¯t with values
in L2(Q), such that almost surely h¯ ∈ L2([0, T ]×Q), and for all ω, t, x, z, r, r′
|ft(x, r, r′)|2 +
∑
k
|σkt (x, r)|2 +
∫
Z
|gt(x, z, r)|2ν(dz)
≤ K|r|2 +K|r′|2 + |h¯t(x)|2.
iii) ψ is an F0-measurable random variable in L2(Q).
iv) There exists a constant κ > 0 such that for all ω, t, x and for all
ξ = (ξ1, ...ξd) ∈ Rd we have
aijt (x)ξiξj −
1
2
φikt (x)φ
jk
t (x)ξiξj ≥ κ|ξ|2.
v) For all ω, t, x, z, r1, r2∑
k
|σkt (x, r1)− σkt (x, r2)|2 ≤ K|r1 − r2|2.
Assumption 3.2. The function ft(x, r, r
′) is continuous in r, for each ω, t, x
and r′.
Assumption 3.3. For all ω, t, x, r1, r2, r
′
1, r
′
2
2(r1 − r2)(ft(x, r1, r′1)− ft(x, r2, r′1))
+
∫
Z
|gt(x, z, r1)− gt(x, z, r2)|2ν(dz) ≤ K|r1 − r2|2,
and
|ft(x, r1, r′1)− ft(x, r1, r′2)| ≤ K|r′1 − r′2|.
Assumption 3.4. The function r+ gt(x, z, r) is non-decreasing in r for all
ω, t, x, z.
Assumption 3.5. The function c maps Ω × [0, T ] × Rd × F into Rd, it is
P ×B(Rd)×F-measurable, and there exists an F-measurable real function
c¯ on F such that
(i) |ct(x, ζ)| ≤ c¯(ζ), for all ω, t, x, ζ,
(ii)
∫
F c¯
2(ζ)pi(1)(dζ) ≤ K,
(iii) |ct(x, ζ)− ct(y, ζ)| ≤ c¯(ζ)|x− y|, for all ω, t, x, y, ζ.
A COMPARISON PRINCIPLE FOR STOCHASTIC INTEGRO-DIFFERENTIAL EQUATIONS11
Assumption 3.6. The function m maps Ω × [0, T ] × Rd × F into R, it is
P ×B(Rd)× F- measurable, and we have
(i) 0 ≤ mt(x, ζ) ≤ K, for all ω, t, x, ζ,
(ii)|mt(x, ζ)−mt(y, ζ)| ≤ K|x− y|, for all ω, t, x, y, ζ.
Assumption 3.7. The functions clt(x, ζ), l = 1, ..., d, are twice continuously
differentiable in x, for each ω, t, ζ, and
(i) |Diclt(x, ζ)| ≤ K, |Dijclt(x, ζ)| ≤ K, for all i, j, l = 1, ..., d,
(ii) K−1 ≤ |det(I+ θ∇ct(x, ζ))|
for all ω, t, x, ζ and θ ∈ [0, 1], where I denotes the identity matrix.
Remark 3.1. Denote by Tθ,t,ζ the mapping x 7→ x+ θct(x, ζ), for fixed ω, t, θ
and ζ. By virtue of the inverse function theorem, it follows from (ii) of
Assumption 3.7 that Tθ,t,ζ is a local diffeomorphism. In addition, by the
first inequality in (i) and by (ii) of Assumption 3.7, there exists a constant
γ > 0, such that the norm of the matrix (I + θ∇ct(x, ζ))−1 is uniformly
bounded by γ. Hence, by Hadamard’s theorem (see, eg, Theorem 5.1.5 in
[1]), Tθ,t,ζ is a global diffeomorphism, for fixed ω, t, θ and ζ. We denote by
Jθ,t,ζ the inverse of Tθ,t,ζ . Notice that for fixed ω, t, θ,ζ and for all j = 1, ..., d,
the functions J jθ,t,ζ(x) are twice continuously in x, and their first and second
order derivatives are uniformly bounded.
Remark 3.2. Under Assumptions 3.5 through 3.7, I(1)t is a bounded linear
operator from H10 (Q) into H
−1(Q) for fixed (ω, t), and for all u, v ∈ H10 (Q)
the process 〈I(1)t u, v〉 is predictable. To see this, consider first the case
Q = Rd. For u ∈ C∞c (Rd)(even for u ∈ W 22 (Rd)) one can easily see that
I(1)t u(x) is a function in L2(Rd). Then for v ∈ C∞c (Rd) we have by Taylor’s
formula
(I(1)t u, v) =∫ 1
0
(1− θ)
∫
F
∫
Rd
Dkiu(Tθ,t,ζ)c
i
t(x, ζ)c
k
t (x, ζ)mt(x, ζ)v(x) dxpi
(1)(dζ) dθ
=
∫ 1
0
(θ − 1)
∫
F
∫
Rd
Diu(x+ θct(x, ζ))Dj(q
ij
t (x, ζ, θ)v(x)) dxpi
(1)(dζ) dθ,
(3.3)
where the last equality is obtained by integration by parts, and qij is given
by
qijt (x, ζ, θ) :=
d∑
l=1
clt(x, ζ)c
i
t(x, ζ)mt(x, ζ)DlJ
j
θ,t,ζ(Tθ,t,ζ(x)).
Due to Assumptions 3.5 through 3.7 for a constant N = N(d,K),
(I(1)t u, v) ≤ N |u|H1(Rd)|v|H1(Rd),
which shows that I(1)t extends uniquely to a bounded linear operator from
H1 to H−1, and the duality product 〈I(1)t u, v〉 is given by the right-hand
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side of (3.3). In case Q is a bounded Lipschitz domain, one can define the
action of I(1)t u on v ∈ H10 (Q) again by (3.3), where u and v this time are
extended to zero outside of Q. For further study of these operators we refer
to [7].
Definition 3.1. A strongly ca`dla`g adapted process u with values in L2(Q)
is called a solution of the problem (3.1)-(3.2) if
i) ut ∈ H10 (Q) for dP × dt almost every (ω, t) ∈ Ω× [0, T ],
ii)
∫
(0,T ] |ut|2H10dt <∞ (a.s.),
iii) for all ϕ ∈ H10 (Q) we have almost surely
(ut, ϕ) = (ψ,ϕ) +
∫
(0,t]
{−(aijs Dius, Djϕ) + (fs(us,∇us), ϕ) + 〈I(1)s us, ϕ〉}ds
+
∫
(0,t]
{(φiks Dius, ϕ) + (σks (us), ϕ)}dwks +
∫
(0,t]
∫
Z
(gs(z, us−), ϕ)N˜(dz, ds)
for all t ∈ [0, T ], where (·, ·) is the inner product in L2(Q).
Theorem 3.1. Let Assumptions 3.1 through 3.3 and 3.5 through 3.7 hold.
Then there exists a unique solution of the problem (3.1)-(3.2).
After some preliminaries we will see that Theorem 3.1 follows easily from
Theorems 2.9 and 2.10 from [11].
Together with (3.1)-(3.2) let us also consider the problem
dvt(x) ={Ltvt(x) + Ft(x, vt(x),∇vt(x))} dt
+Gkt (v)(x)dw
k
t +
∫
Z
gt(x, z, vt−(x))N˜(dt, dz), (3.4)
v0(x) =Ψ(x), (3.5)
where F satisfies ii) from Assumption 3.1 and Ψ is anF0-measurable random
variable in L2(Q).
Theorem 3.2. Suppose that Assumptions 3.1 and 3.4 through 3.7 hold. Let
u and v be solutions of the problems (3.1)-(3.2) and (3.4)-(3.5) respectively.
Suppose that either f or F satisfy Assumption 3.3. Let f ≤ F and ψ ≤ Ψ.
Then almost surely, for all t ∈ [0, T ] we have ut(x) ≤ vt(x) for almost every
x ∈ Q.
Remark 3.3. Assumption 3.4 cannot be omitted in Theorem 3.2. Consider
for example the SDE
ut = 1−
∫
(0,t]
2us−dN˜s,
where Nt is a Poisson process with intensity one. Let τ be the time that the
first jump of N occurs. Then P (τ ≤ T ) > 0. Since ut = e−2t on [0, τ), one
can see that on the set {τ ≤ T} we have u(τ) = −e−2τ < 0.
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The second equation that we will deal with is
dut(x) ={Ltut(x) + ft(x, ut(x),∇ut(x))}dt
+Gkt (ut)(x)dw
k
t +
∫
F
St,ζut−(x) M˜(ds, dζ) (3.6)
for (t, x) ∈ [0, T ]× Rd, with initial condition
u0(x) = ψ(x), x ∈ Rd, (3.7)
where
Ltu(x) = Ltu(x) + I(2)t u(x),
I(2)t u(x) =
∫
F
[λt(x+ bt(ζ), ζ)u(x+ bt(ζ))− λt(x, ζ)u(x)
− bt(ζ) · ∇(λt(x, ζ)u(x))]pi(2)(dζ), (3.8)
St,ζu(x) = λt(x+ bt(ζ), ζ)u(x+ bt(ζ))− λt(x, ζ)u(x) (3.9)
+ (λt(x, ζ)− 1)u(x).
Obviously, if we ask later for some of the previous assumptions to hold for
equation (3.6), we mean with g ≡ 0.
Assumption 3.8. The function b maps Ω× [0, T ]×F into Rd, it is P ×F-
measurable, and there exists an F-measurable real function b¯ on F , such
that for all ω, t and ζ we have
|bt(ζ)| ≤ b¯(ζ),
∫
F
b¯2(ζ)pi(2)(dζ) ≤ K.
The function λ maps Ω × [0, T ] × Rd × F to [0,∞), is P × B(Rd) × F-
measurable, it is twice continuously differentiable in x for all ω, t,ζ, and we
have
|λt(x, ζ)|+ |∇λt(x, ζ)|+ |∇2λt(x, ζ)| ≤ K,
|1− λt(x, ζ)| ≤ b¯(ζ), for all ω, t, x, ζ.
It is easy to see that due to Assumption 3.8 for every t ∈ [0, T ] and
ω ∈ Ω the mapping I(2)t , defined in the same way as I(1)t , is a bounded
linear operator from H1 to H−1, and 〈I(2)φ, ϕ〉 is a predictable process for
any φ, ϕ ∈ H1.
The solution of the problem (3.6)-(3.7) is understood in the same sense
as that of (3.1)-(3.2), and we have the following existence and uniqueness
result.
Theorem 3.3. Let Assumptions 3.1 through 3.3 and 3.5 through 3.8 hold.
Then there exists a unique solution of the problem (3.6)-(3.7).
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We also consider the problem
dvt(x) ={Ltvt(x) + Ft(x, vt(x),∇vt(x))}dt
+Gkt (v)(x)dw
k
t +
∫
F
St,ζv(x) M˜(ds, dζ), (3.10)
v0(x) =Ψ(x), (3.11)
where F and Ψ are as in (3.4)-(3.5).
Theorem 3.4. Suppose that Assumptions 3.1, and 3.5 through 3.8 hold.
Let u and v solve (3.6)-(3.7) and (3.10)- (3.11) respectively. Suppose that
either f or F satisfy Assumption 3.3. Let f ≤ F and ψ ≤ Ψ. Then almost
surely, for all t ∈ [0, T ] we have ut(x) ≤ vt(x) for almost every x ∈ Rd.
4. Auxiliary Facts
In this section we present some lemmas that we will need for the proofs
of Theorems 3.1 through 3.4. The following is well known (see, e.g., [18], or
exercise 1.3.19 in [15], or some more general results in [20]).
Lemma 4.1. Let u ∈ W 1p (Q). Let un ∈ W 1p (Q) such that |un − u|W 1p → 0
as n→∞. Then we have |u+n − u+|W 1p → 0.
For the next three lemmas, we assume that Assumptions 3.5 through 3.8
hold. For u ∈ C∞c (Rd), let us define the quantities,
%t(u) :=
∫
Rd
∫
F
(λt (x+ bt (ζ))u (x+ bt (ζ)))
2 − (λt(x, ζ)u(x))2
−2bt(z) · ∇ (λt (x, ζ)u (x))λt (x, ζ)u (x)pi(2)(dζ)dx,
%˜t(u) :=
∫
Rd
∫
F
[(λt (x+ bt (ζ))u (x+ bt (ζ)))
+]2 − [(λt(x, ζ)u(x))+]2
−2bt(z) · ∇ (λt (x, ζ)u (x))λt (x, ζ)u+ (x)pi(2)(dζ)dx.
Lemma 4.2. For any u ∈ C∞c (Rd), ω ∈ Ω, t ∈ [0, T ] and ε > 0 we have∫
Rd
I(1)t u2(x) dx ≤ ε|u|2H1(Rd) +N(ε)|u|2L2(Rd), (4.12)∫
Rd
I(1)t (u+)2(x) dx ≤ ε|u+|2H1(Rd) +N(ε)|u+|2L2(Rd), (4.13)
%t(u) ≤ ε|u|2H1(Rd) +N(ε)|u|2L2(Rd), (4.14)
%˜t(u) ≤ ε|u+|2H1(Rd) +N(ε)|u+|2L2(Rd), (4.15)
where the constant N(ε) depends only on ε, K and d.
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Proof. We prove (4.13). For δ > 0 let I(1δ) and I¯(1δ) denote the operators
defined as I(1) with F replaced by
Fδ = {ξ ∈ F : c¯(ξ) < δ}
and by F cδ = F \ Fδ, respectively. Then clearly,∫
Rd
I(1)t (u+)2(x)dx =
∫
Rd
I(1δ)t (u+)2(x) dx+
∫
Rd
I¯(1δ)t (u+)2(x) dx. (4.16)
The first term on the right-hand side is equal to∫ 1
0
(1− θ)
∫
Fδ
∫
Rd
Dij(u
+)2(x+ θct(x, ζ))
×cit(x, ζ)cjt (x, ζ)mt(x, ζ)dxpi(1)(dζ)dθ
= E1(t, δ) + E2(t, δ),
where
E1(t, δ) =
∫ 1
0
(1− θ)
∫
Fδ
∫
Rd
2Diu
+(x+ θct(x, ζ))Dju
+(x+ θct(x, ζ))
×cit(x, ζ)cjt (x, ζ)mt(x, ζ)dxpi(1)(dζ)dθ,
E2(t, δ) =
∫ 1
0
(1− θ)
∫
Fδ
∫
Rd
2u+(x+ θct(x, ζ))Diju(x+ θct(x, ζ))
×cit(x, ζ)cjt (x, ζ)mt(x, ζ)dxpi(1)(dζ)dθ.
Using Assumptions 3.5, 3.6 and 3.7, we see after a change of variables that
|E1(t, δ)| ≤ C(δ)C|u+|2H1(Rd),
where C(δ) =
∫
Fδ
c¯2(ζ)pi(dz) and C is a constant depending only on K and
d. For E2 we have
E2(t, δ) =
∫ 1
0
(1− θ)
∫
Fδ
∫
Rd
2Dj(Diu(x+ θct(x, ζ))
×qijt (x, ζ, θ)u+(x+ θct(x, ζ)) dxpi(1)(dζ) dθ.
By integration by parts and using the Assumptions 3.5, 3.6 and 3.7 again
we see that
|E2(t, δ)| ≤ C(δ)C|u+|2H1(Rd).
For the second term in (4.16) by Young’s inequality and Assumptions 3.6,
3.5, we have ∫
Rd
I¯(1δ)t (u+)2(x) dx ≤ γ|u|2H1(Rd) + C(γ)|u|2L2(Rd),
for all γ > 0, where C(γ) depends only on γ and K. Putting these estimates
together and choosing δ and γ sufficiently small, we finish the proof of (4.13).
One can repeat the same calculation with c replaced by b, m = 1 and λu
in place of u to get (4.15). Also (4.2) and (4.14) can be proved in the same
way. 
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Lemma 4.3. For any u ∈ H10 (Q), ω ∈ Ω, t ∈ [0, T ] and ε > 0 we have
2〈I(1)t u, u〉 ≤ ε|u|2H10 (Q) +N(ε)|u|
2
L2(Q)
, (4.17)
2〈I(1)t u, u+〉 ≤ ε|u+|2H10 (Q) +N(ε)|u
+|2L2(Q), (4.18)
where the constant N(ε) depends only on ε and K and d.
Proof. We prove (4.18). It suffices to prove it for Q = Rd. Due to Lemma
4.1 and the continuity of the operator I(1)t : H1 → H−1, we may and will
also assume that u ∈ C∞c (Rd). Notice that for any α, β ∈ R
2(β − α)α+ ≤ (β+)2 − (α+)2 − (β+ − α+)2 ≤ (β+)2 − (α+)2. (4.19)
Consequently, for any α, β, γ ∈ R
2(β − α− γ)α+ ≤ (β+)2 − (α+)2 − 2γα+.
Using this with α = u(x), β = u(x + ct(x, ζ)) and γ = ct(x, ζ)∇u(x), and
taking into account that 2∇uu+ = ∇(u+)2, we can easily see that
2〈I(1)t u, u+〉 = 2(I(1)t u, u+) ≤
∫
Rd
I(1)t (u+)2(x) dx.
Hence (4.18) follows from Lemma 4.2. One can prove (4.17) in the same
way, by using the inequality 2(β − α)α ≤ β2 − α2, instead of (4.19). 
For u ∈ H1(Rd) we set
µt(u) :=
∫
F
∫
Rd
[(λt(x+ bt(ζ), ζ)u(x+ bt(ζ))]
2 − [u(x)]2
− 2u(x)[λt(x+ bt(ζ), ζ)u(x+ bt(ζ))− u(x)]dxpi(2)(dζ),
ρt(u) := 2〈I(2)t u, u〉+ µt(u), (4.20)
µ˜t(u) :=
∫
F
∫
Rd
[(λt(x+ bt(ζ), ζ)u(x+ bt(ζ)))
+]2 − [u+(x)]2
− 2u+(x)[λt(x+ bt(ζ), ζ)u(x+ bt(ζ))− u(x)]dxpi(2)(dζ),
ρ˜t(u) := 2〈I(2)t u, u+〉+ µ˜t(u). (4.21)
Using the simple inequality |[(x + y)+]2 − [x+]2 − 2x+y| ≤ 2|y|2, and As-
sumption 3.8 one can see that µ˜t(u) is continuous in u ∈ H1(Rd). It can be
shown similarly that µt(u) is continuous in u ∈ H1(Rd).
Lemma 4.4. For any u ∈ H1(Rd), (ω, t) ∈ Ω× R+ and ε > 0 we have
ρt(u) ≤ ε|u|2H1(Rd) +N(ε)|u|2L2(Rd), (4.22)
ρ˜t(u) ≤ ε|u+|2H1(Rd) +N(ε)|u+|2L2(Rd). (4.23)
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Proof. Since (4.22) can be shown in the same way as (4.23), we only prove
the latter one. Clearly it suffices to prove it for u ∈ C∞c (Rd). A simple
calculation shows that
ρ˜t(u) = %˜t(u) +
∫
F
∫
Rd
(λt(x, ζ)− 1)2[u+(x)]2dxpi(2)(dζ)
+
∫
F
∫
Rd
2bt(ζ) · ∇(u(x)λt(x, ζ))u+(x)(λt(x, ζ)− 1)dxpi(2)(dζ)
By Young’s inequality, Assumption 3.8 and (4.15) we get that
ρ˜t(u) ≤ ε|u+|2H1(Rd) +N(ε)|u+|2L2(Rd).

Lemma 4.5. Let Assumption 3.3 hold. Then for all (ω, t) ∈ Ω × [0, T ],
u ∈ H10 (Q) and ε > 0 we have
2(ft(u,∇u)− ft(v,∇v), u− v) +
∫
Z
|gt(z, u)− gt(z, v)|2L2(Q)ν(dz)
≤ ε|u− v|2H10 (Q) +N(ε)|u− v|
2
L2(Q)
, (4.24)
2(ft(u,∇u)− ft(v,∇v), (u− v)+) +
∫
Z
|Iu>v(gt(z, u)− gt(z, v))|2L2(Q)ν(dz)
≤ ε|(u− v)+|2H10 (Q) +N(ε)|(u− v)
+|2L2(Q), (4.25)
where N(ε) depends only on ε and K.
Proof. We show (4.25). Using the second part of Assumption 3.3 and
Young’s inequality we have
2(ft(u,∇u)− ft(v,∇v), (u− v)+) ≤ K
ε
|(u− v)+|2L2(Q) + ε|∇(u− v)+|2L2(Q)
+
∫
Q
(ft(x, u,∇u)− ft(x, v,∇u))(u(x)− v(x))+dx.
This combined with Assumption 3.3 gives (4.25). Inequality (4.24) can be
shown in the same way. 
5. Proof of Theorems 3.1, 3.2, 3.3 and 3.4
We are now ready to proceed with the proofs of the main theorems.
Proof of Theorems 3.1 and 3.3. We prove Theorem 3.1. It suffices to show
that conditions I) through IV) from [11] are satisfied, and then the result
follows immediately from Theorems 2.9 and 2.10 of the same article. The
growth condition of the operator Lt+ft(·) can be verified easily. Notice that
for every ω, t and x, the function ft(x, r, r
′) is continuous in (r, r′). Using
this, ii) from Assumption 3.1 and the fact that Lt is a bounded linear opera-
tor from H10 (Q) into H
−1(Q), we see that Lt+ft(·) is semicontinuous (in the
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sense of [11]). Now, by ii) and iv) from Assumption 3.1, the boundedness of
φ and (4.17) we see that for a θ > 0 and a constant C we have
2〈Ltu, u〉+ 2(u, ft(u,∇u)) +
∑
k
|Gkt (u)|2L2(Q) +
∫
Z
|gt(u)|2L2(Q)ν(dz)
≤ −θ|u|2H10 (Q) + C|u|
2
L2(Q)
+ C|h¯t|2L2(Q).
for all t, ω and u ∈ H10 (Q). This shows that the coercivity condition is
satisfied. Using i), iv), v) from Assumption 3.1 and (4.17) we see that for
all (t, ω) and γ > 0
2〈Ltu− Ltv, u− v〉+
∑
k
|Gk(u)−Gk(v)|2L2(Q)
≤ (γ − κ)|u− v|2H10 (Q) + C(γ)|u− v|
2
L2(Q)
,
for all u, v ∈ H10 (Q), where κ is the ellipticity constant form part (iv) of
Assumption 3.1. Combining this with (4.24) we have that the monotonicity
condition is also satisfied. The proof of Theorem 3.3 goes in the same way.
We omit the details, we only note that one also has to use (4.22). 
Proof of Theorem 3.2. Without loss of generality we can assume that As-
sumption 3.3 is satisfied by f . For the difference h = u− v we have
ht = h0 +
∫
(0,t]
Lshs + fs(us,∇us)− Fs(vs,∇vs) ds
+
∫
(0,t]
φkis Dihs + σ
k
s (us)− σks (vs) dwks
+
∫
(0,t]
∫
Z
g(s, z, us−)− g(s, z, vs−))N˜(ds, dz).
By Theorem 2.1 we have
|h+t |2L2 =
∫
(0,t]
A(1)s +A
(2)
s +A
(3)
s + 2〈I(1)s hs, h+s 〉 ds+mt
for a local martingale mt, where
A(1)s =
∫
Q
{
− 2aijs (x)Dih+s (x)Djh+s (x)
+
∑
k
∣∣∣Ihs>0∑
i
φkis (x)Dihs(x) + Ihs>0(σ
k
s (x, us(x))− σks (x, vs(x)))
∣∣∣2}dx
(5.26)
A(2)s = 2
∫
Q
(fs(x, us,∇us)− Fs(x, vs,∇vs))h+s (x)dx (5.27)
A(3)s =
∫
Z
∫
Q
{[hs(x) + gs(x, z, us−(x))− gs(x, z, vs−(x))]+}2 − |hs(x)+|2
− 2h+s (x)[gs(x, z, us(x))− gs(x, z, vs(x))]dxν(dz).
A COMPARISON PRINCIPLE FOR STOCHASTIC INTEGRO-DIFFERENTIAL EQUATIONS19
One can easily see that for every ε > 0, there exist C(ε) > 0 depending only
on ε, K and d, such that
A(1)s ≤ (−κ + ε)|h+s |2H10 (Q) + C(ε)|h
+
s |2L2(Q).
By Assumption 3.4 we obtain
A(3)s =
∫
Z
∫
Q
Ihs>0|gs(x, z, us)− gs(x, z, vs)|2dxν(dz).
Hence, by (4.25) we have
A(2)s +A
(3)
s ≤ ε|h+s |2H10 (Q) + C(ε)|h
+
s |2L2(Q).
Combining these estimates and using (4.18) we have a constant C such that,
almost surely
|h+t |2L2(Q) ≤ C
∫
(0,t]
|h+s |2L2(Q) ds+mt for all t ∈ [0, T ].
Let (τn)n∈N be stopping times such that
∫ t∧τn
0 |h+s |2L2(Q) ds ≤ n and almost
surely, τn = T for n large enough. By a standard localization argument and
Fatou’s lemma we get
EIt≤τn |h+t |2L2(Q) ≤ C
∫
(0,t]
EIs≤τn |h+s |2L2(Q) ds <∞ for all t ∈ [0, T ],
and the result follows by Gronwall’s and Fatou’s lemmas. 
Proof of Theorem 3.4. We assume again that Assumption 3.3 is satisfied by
f . For the difference h = u− v we have
ht = h0 +
∫
(0,t]
{Lshs + fs(us,∇us)− Fs(vs,∇vs)} ds
+
∫
(0,t]
{φkis Dihs + σks (us)− σks (vs)} dwks +
∫
(0,t]
∫
F
Ss,ζhs−M˜(ds, dζ)
By Theorem 2.1 we have
|h+t |2L2(Rd) =
∫
(0,t]
A(1)s +A
(2)
s + ρ˜s(hs) + 〈I(1)s hs, h+s 〉 ds+mt
for a local martingale mt. Here A
(1), A(2) are as in (5.26), (5.27) (with the
integration over Rd instead of Q), and ρ˜ is defined in (4.21). By using the
same arguments as in the previous proof, this time also using (4.23), we
bring the proof to an end. 
20 KONSTANTINOS DAREIOTIS AND ISTVA´N GYO¨NGY
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