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Abstract—Uncertainties in realistic lumped and distributive
circuit systems are of great importance to today’s high yield
manufacture demand. However, evaluating the stochastic effect
in the time domain for the hybrid electromagnetics (EM)-circuit
system was seldom done, especially when Monte Carlo is too
expensive to be feasible. In this work, an adaptive hierarchical
sparse grid collocation (ASGC) method is presented to quantify
the impacts of stochastic inputs on hybrid electromagnetics
(EM)-circuit or EM scattering systems. The ASGC method
approximates the stochastic observables of interest using in-
terpolation functions over series collocation points. Instead of
employing a full-tensor product sense, the collocation points in
ASGC method are hierarchically marched with interpolation
depth based upon Smolyaks construction algorithm. To further
reduce the collocation points, an adaptive scheme is employed by
using hierarchical surplus of each collocation point as the error
indicator. With the proposed method, the number of collocation
points is significantly deduced. To verify the effectiveness and
robustness of the proposed stochastic solver, hybrid EM-circuit
systems are quantified by a full-wave EM-circuit simulator based
upon discontinuous Galerkin time domain (DGTD) method and
modified nodal analysis (MNA). The time domain influences of
uncertainty inputs such as geometrical information and electrical
material properties are thereby benchmarked and demonstrated
through this paper
I. INTRODUCTION
To characterize the signal integrity and power integrity of
modern hybrid distributive and lumped circuit systems, what
has been rarely considered is the impact of uncertainties such
as geometrical parameters [1], material properties [2], and
values of lumped circuit elements [3], etc. Thus, it is very
necessary to develop stochastic algorithms to quantify the
impacts of these uncertainty parameters.
For sampling based statistical methods, the most famous
one is the classic Monte Carlo (MC) method [4]. The MC
method is straightforward and non-intrusive, one only needs
to repetitively execute the deterministic solver over series of
sampling points. However, the convergence of MC method is
on the order of 1p
N
, where N is the number of sampling
points. For the probabilistic based methods, the stochastic
solutions are expanded by a set of orthogonal polynomials.
The quantities to be determined are the expansion coefficients.
One typical approach called stochastic Galerkin (SG) method
is to implement the Galerkin testing to minimize the error
of the finite order gPC expansions [5]–[7], resulting in a set
of coupled deterministic equations. Although the SG method
is more accurate and converges faster than MC method, it
is intrusive and would become very hard to implement if the
governing stochastic equations are very complex. Furthermore,
if suffers the curse of dimensionality. An alternative of SG
method is the stochastic collocation (SC) approach [5], [6],
which combines the advantages of decoupled MC and fast
convergent SG methods. In SC method, repetitive execution
of deterministic simulations over a set of quadrature points.
The SC method is non-intrusive while can achieve comparable
accuracy as SG approach. However, the computational cost of
SC approach is still unacceptable for non-smoothly stochastic
solutions since it’s global property. Thus, other alternatives
have to be proposed.
In this paper, a treatment built upon an adaptive hierar-
chical sparse grid collocation algorithm [8] is deployed to
characterize non-smoothly stochastic observables of hybrid
EM-circuit and EM scattering systems. This method seeks to
approximate the stochastic outputs by interpolation function-
s [10] on a set of collocation points. To reduce the number
of collocation points, a sparse grid scheme with Smolyak’s
algorithm is employed. To further minimize the number of
collocation points, an adaptive stragety guided by the decay
rate of local hierarchical surplus is further employed. With
these techniques, a significantly fewer support points than
conventional methods are required.
To demonstrate the applicability and efficiency of this
algorithm for hybrid EM-circuit system and EM scattering
analysis, the input impedance of a resistor (R), inductor (L)
and capacitor (C) loaded parallel-plate waveguide and the
DC operation property of a nonlinear power amplifier are
characterized by a hybrid EM-circuit solver [13], [14] based
on discontinuous Galerkin time domain (DGTD) [9] method
and modified nodal analysis (MNA) [15].
II. THEORY AND FORMULATION
A. Smolyak’s Construction Algorithm
Suppose that there is a smooth function f : [0; 1]d ! R
to be approximated based on a finite number of collocation
points. Starting from the 1-D case (d = 1), we can obtain the
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following interpolation formula to approximate f :
U i(f) =
X
xi2Xi
axi  f(xi) (1)
where Xi =

xijxi 2 [0; 1] with i = 1; 2;    ;mi
	
is the set
of support points, axi 2 ([0; 1]) is the nodal basis function,
superscript i 2 N. For multivariate case, the full-tensor product
based interpolation formula is written as:
(U i1 
    
 U id)(f)=
X
xi12Xi1
axi1   
X
xid2Xid
axid f(xi1 ;    ; xid)
(2)
The total number of support points (m = mi1   mid) by
the full-tensor scheme grows exponentially with dimensions
of random variables. To avoid this deficiency, Smolyak’s algo-
rithm [12] is used instead. With U0(f) = 0, i = U i U i 1,
jij = i1+   +id for i 2 Nd, and q  d, q 2 N, the Smolyak’s
algorithm is given by
Aq;d =
X
jijq
(i1 
    
id)(f) (3)
= Aq 1;d +
X
jij=q
(i1 
    
id)(f)
| {z }
Aq;d(f)
;
with q  d. From (3), to compute the interpolation value
at interpolation level q   d, it is clear that one only needs
to compute the function at the newly generated points from
interpolation level q   d   1 to q   d, while the calculated
results at previous interpolation levels are kept. Thus, it
is advantageous to choose interpolation points in a nested
fashion, namely Xi  Xi+1 with X0 = ?.
With these nested support points, a multivariate hierarchical
formulation of Smolyak’s algorithm can be obtained. We first
begin with the 1-D case, and then extend to multivariate case
straightforwardly. Let us return to (1), and we already had the
definition:
i(f) = U i(f)  U i 1(f) (4)
With (1) and U i 1(f) = U i(U i 1(f)) [10], we can get
i(f) =
X
xi2Xi
axi  f(xi) 
X
xi2Xi
U i 1(f)(xi) (5)
=
X
xi2Xi
axi 

f(xi)  U i 1(f)(xi)
It is noted that f(xi)  U i 1(f)(xi) = 0, 8 xi 2 Xi 1, then
we obtain
i(f) =
X
xi2Xi
axi 

f(xi)  U i 1(f)(xi) (6)
where Xi = X
i n Xi 1. Obviously, there are mi =
mi   mi 1 elements in set Xi due to Xi 1  Xi. By
rearranging and consecutively numbering the elements in Xi,
and indicating the j-th element of Xi and axij as x
i
j and a
i
j ,
respectively, we can rewrite (6) as:
i(f) =
miX
j=1
aij 

f(xij)  U i 1(f)(xij)
| {z }
wij
(7)
Note that, only support points not occurred in the previous
sets Xi k, 1  k  i  1, are required to evaluate i(f).
The difference between the function value at the present and
the previous interpolation levels denoted as wij is defined as
hierarchical surplus, and aij is the hierarchical basis function.
For multivariate case, we rewrite (3) as
Aq;d = Aq 1;d +Aq;d (8)
The hierarchical formulation in 1-D case [see (7)] can be di-
rectly extended to the multivariate case with a new expression
for Aq;d [8], [10]
Aq;d =
X
jij=q
X
j
(ai1j1 
    
 aidjd)| {z }
aij
 (9)

f(xi1j1 ;    ; xidjd) Aq 1;d(f)(xi1j1 ;    ; xidjd)
| {z }
wij
where j is a multi-index (j1;    ; jd), jl = 1;    ;mil , and
l = 1;    ; d. aij represents the multivariate hierarchical basis
function, and wij denotes the multivariate hierarchical surplus.
For smoothly functions, the hierarchical surplus will approach
to zero as the interpolation level k = q   d tends to infinity.
B. Choice of Support Points and Interpolation Basis Functions
For the purpose of hierarchy, the interpolation points have
to be chosen as a nested fashion. In this work, the piecewise
multi-linear basis functions defined over a set of equidistant
nodes. The piecewise linear function has a local property, thus
it can be potentially employed to attack discontinuous issues
in stochastic solutions. For 1-D case, the support nodes are
defined as [10], [11]
mi =
(
1; if i = 1;
2i 1 + 1; if i > 1:
(10)
xij =
(
0:5; for j = 1 if mi = 1;
j 1
mi 1 ; for j = 1;    ;mi; mi > 1:
(11)
With these support nodes, the univariate piecewise linear
interpolation basis functions are given as
a11 = 1 for i = 1; and (12)
aij=
(
1 (mi 1) jx xij j; if jx  xijj<1=(mi 1)
0; otherwsie
(13)
for i > 1 and j = 1;    ;mi.
The definition 1-D basis functions can be directly stretched
to d-dimensional case. The multivariate Lagrange polynomials
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Fig. 1. 1-D tree-like structure of the sparse grid for piecewise linear basis
function [8].
and piecewise multi-linear basis functions can be constructed
using tensor-products as
aij := a
i1
j1

    
 aidjd =
dY
l=1
ailjl ; (14)
with j denoting the multi-index (j1;    ; jd) 2 Nd, jl =
1;    ;mil , and l = 1;    ; d.
C. Adaptive Strategy
Before introducing the adaptive strategy, some notations
are presented. Actually, the 1-D nested support nodes can
be arranged in a tree-like form [8] as shown in Fig. 1.
For any sparse grid point x, the depth of this grid point
is denoted as D(x), e.g., D(0:5) = 1 and D(0:25) = 3.
Also, each grid point has father and son, e.g., F (0:25) = 1
and S(0:25) = f0:125; 0:375g. For a d-dimension stochastic
space, there are 2d sons for a grid point since each univariate
grid point has two sons.
To facilitate the adaptive strategy, the basic idea is to use the
hierarchical surplus wij in (9) as the error indicator to judge
whether local refinement is necessary for present grid point
X. If the hierarchical surplus wij   is met, we generate
2d sons. Then, we move to the next grid point, and repeat
the previous operation until all grid points at current level
have been scanned. We keep these new generated sons and
simultaneously remove redundant ones since some of them
are same. It is noted that the increase of the grid points is
linear with the growth of stochastic dimension rather than a
O(2d) scheme.
To show the efficiency of this ASGC method, the following
function on [0; 2]2
f(1; 2) =
1
j0:25  (1   1)2   (2   1)2j+ 0:25 (15)
is considered. 1 and 2 are two random inputs. In the follow-
ing, different error indicators  = 1:0e 1; 1:0e 2; 1:0e 3
are employed as the threshold. To evaluate the convergence
property with different error threshold, we randomly generated
10; 000 points in [0; 2]2 (Here, we assume that the random
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Fig. 3. The interpolation error with respect to the number of collocation
points by ASGC algorithm with different thresholds and its comparison from
conventional sparse grid collocation (CSGC) method.
inputs 1 and 2 have uniform distributions), and the L1 norm
is computed. Namely,
e = maxfjf(k)  Aq;2(f)(k)jg; k = 1;    ; 10 000 (16)
where Aq;2 denotes the interpolation value from the ASGC
algorithm with the piecewise linear basis functions. Fig. 3
shows the L1 error with respect to the required number of
collocation points for different thresholds. It is noted than
more collocation points are needed for smaller thresholds, but
a higher accuracy is achieved. Besides, much fewer points are
required for ASGC than conventional sparse grid collocation
(CSGC) method (no adaptivity), e.g., there are 32; 597 points
for  = 1:0e  3 with ASGC and corresponding interpolation
level is 21, while 26; 214; 401 points are needed with CSGC.
For comparison, the exact value of function and the interpo-
lated one are shown in Fig. 2. Good agreements are observed.
D. Hybrid DGTD-MNA EM-Circuit Solver
Based on the work [13], [14], a hybrid EM-circuit solver
using DGTD-MNA is employed to analyze circuit systems.
For distributive part such as substrate, interconnect are solved
by DGTD, while for the lumped part, based on Kirchoff’s
current law, MNA approach is used to construct the circuit
equations. To couple these EM and circuit solvers together, a
rectangular lumped port is introduced at the interface between
these two different systems [13], [14]. To achieve the coupling
from circuit domain to the EM part, a surface port current
JCKT is introduced, while to facilitate the coupling from the
EM to the circuit domain, a port voltage VCKT is introduced
that is equal to the line integral of the electric field along the
reference potential direction.
The locally coupled EM-circuit system equation is defined
as [13], [14]:
Ff (xn+1;f ) = b
f
n (17)
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Fig. 2. Comparison between the exact (a) and interpolated (b) values by ASGC method with piecewise linear basis functions.
Fig. 4. The equivalent circuit model of the R, L, C loaded parallel plate
waveguide.
where
xn+1;f =
h
e
(f)
n+1
iT 
VCKTn+1;f
T 
ICKTn+1;f
TT
(18)
e
(f)
n+1 =
h
e
(i1;f)
n+1
iT
;
h
e
(i2;f)
n+1
iT
; :::
h
e
(iK ;f)
n+1
iTT
(19)
VCKTn+1;f is comprised of voltages at the lumped port and other
node voltages (the first Kf voltages are the port voltages).
ICKTn+1;f contains the amplitude of currents through port voltages
and other independent voltage sources in the circuit subsystem
(the first Kf current sources are those through the lumped
ports).
When nonlinear lumped circuits like power amplifi-
er, diodes, and oscillators, etc., involved, Newton-Raphson
method is used to solve the above equation. For the details,
please refer to the work in [13], [14].
III. NUMERICAL RESULTS
In this section, several numerical examples are benchmarked
to valid the proposed algorithm.
A. An RLC Load Parallel-Plate Waveguide
In this example, a 0.25 m parallel plate waveguide loaded
with a linear RLC circuit network is analyzed by the devel-
oped EM-circuit solver [13], [14]. The near and far ends of
the waveguide are truncated by absorbing boundary conditions
serving as matched loads, and a plane wave is launched at
the near end serving as an excitation. The exact equivalent
circuit model is shown in Fig. 4. We consider R1, L1, and
C1 as three random parameters with uniform distributions:
R1 2 [295; 305] 
, L1 2 [2; 9] nH, and C1 2 [10; 20] pF. The
stochastic observable is the input impedance Zin at 356:72
MHz. The mean and variance of Zin for error thresholds
 = 1:0e 2 are listed in Table I. For comparison, the results by
1; 000; 000 MC realizations are also provided, which is based
on the analytical expression of the input impedance using the
equivalent circuit model. Also, the pdf of real and imaginary
parts of Zin are presented in Fig. 5.
B. DC Operation of A MESFET Power Amplifier
To further verify the proposed stochastic simulation method,
this part a power amplifier is investigated. The microstrip
interconnects and equivalent circuit of the power amplifier are
shown in Fig. 6. The DC biasing voltages for Gate (VGG)
and Drain (VDD) are applied at port I and IV, respectively.
This power amplifier has two nonlinear components: a voltage-
controlled current source (VCCS) defined as
Ids = tanh(Vds)(A0 +A1Vgs  A2V 2gs  A3V 3gs); (20)
and a voltage-controlled capacitor (VCC) defined by
Cgs =
(
3p
1 Vc=0:7
pF Vc < 0:35V
3
p
2(0:5 + Vc=0:7) pF Vc  0:35V:
(21)
Firstly, the impact of three parasitic resistors Rg, Rd,
and Rs on the DC operating property are investigated with
VGG =  0:81 V and VDD = 18:96 V. We assume that all
three random inputs follow the Gaussian distribution within
the ranges: Rg 2 [0:1; 0:9] 
, Rd 2 [0:1; 0:9] 
, and
Rs 2 [0:1; 1:3] 
, while Lg = 0:05 nH, Ld = 0:05 nH,
and Ls = 0:1 nH. Four different sets of values (i; i) listed
in Table II are considered. Here the DC voltage drop via the
Drain to Source VDS is considered as the stochastic observ-
able. For this example, both piecewise linear and Lagrange
basis functions are applied. The calculated mean value and
variance with error threshold " = 1:0e  3 are shown in Table
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TABLE I
CALCULATED MEAN VALUE AND VARIANCE OF THE REAL AND IMAGINARY PARTS OF THE INPUT IMPEDANCE BY ASGC METHOD, AND MC
SIMULATION.
   E(ZRein ) errE;Re E(ZImin ) errE;Im Var(ZRein ) errVar;Re Var(ZImin ) errVar;Im # realizations
 = 1:0e  2 599.486 2.185e-4 -327.599 2.028e-4 22.495 1.131e-3 4.666 5.483e-3 88
MC 599.617    -327.533    22.470    4.641    1; 000; 000
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Fig. 5. The pdfs of the real and imaginary parts of the input impedance Zin
by ASGC method and MC simulation.
II. The numbers of required collocation points for piecewise
linear and Lagrange polynomial basis functions are 65 and 29,
respectively. The pdfs and cdfs of VDS for these four sets by
piecewise linear basis functions are shown in Fig. 7.
Next, a scenario with ten random inputs (VGG, VDD, Rc,
R0, Lg , Ld, Ls, Rg , Rd, Rs) are considered. They are assumed
following uniform distributions within the ranges: VGG 2
[ 0:825; 0:775] V, VDD 2 [18:75; 19:25] V, Rc 2 [45; 55] 
,
R0 2 [45; 55] 
, Lg 2 [0:025; 0:075] nH, Ld 2 [0:025; 0:075]
nH, Ls 2 [0:075; 0:125] nH, Rg 2 [0:1; 0:9] 
, Rd 2
[0:1; 0:9] 
, and Rs 2 [0:1; 1:3] 
. The number of support
points by the piecewise linear and Lagrange polynomial basis
with different error thresholds are shown in Table III. For
comparison, the number of support points with CSGC method
(NCSGC) is also presented. Notably, the number of support
points are significantly reduced with ASGC method.
TABLE II
FOUR SETS VALUES OF (i ,i) FOR RANDOMS Rg , Rd , AND Rs , AND
THE MEAN E(VDS) AND VARIANCE Var(VDS). Eln AND Varln DENOTE
VALUES BY THE PIECEWISE LINEAR BASIS FUNCTIONS, WHILE Elg AND
Varlg REPRESENT VALUES BY LAGRANGE POLYNOMIALS.
Set 1 set 2 set 3 set 4
1 1 2 2 3 3 4 4
Rg 0.5 0.025 0.5 0.075 0.5 0.075 0.5 0.15
Rd 0.5 0.025 0.5 0.075 0.5 0.075 0.5 0.15
Rs 0.7 0.03 0.7 0.075 0.7 0.1 0.7 0.15
ElnVDS
6.407 6.420 6.412 6.360
VarlnVDS 0.091 0.227 0.295 0.402
ElgVDS
6.407 6.420 6.413 6.360
VarlgVDS
0.091 0.227 0.294 0.402
(a)
(b)
Fig. 6. (a) Circuit structure and the microstrip line matching networks. (b)
Large-signal equivalent circuit model.
IV. CONCLUSION
In this paper, a stochastic simulation algorithm built upon
the ASGC method is applied to characterize the EM-circuit
systems and the scattering. Via Smolyak’s algorithm and the
adaptive strategy guided by the local hierarchical surpluses, the
sharp variations and discontinuities of stochastic observables
can be efficiently quantified with only much fewer collocation
points. To verify the effectiveness and robustness of this
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Fig. 7. The probability density function (pdf) (a) and cumulative distribution
function (cdf) (b) of the Drain to Source DC drop calculated by ASGC method
with piecewise multi-linear basis functions.
TABLE III
NUMBER OF SUPPORT POINTS BY PIECEWISE LINEAR (N ln) AND
LAGRANGE POLYNOMIAL (N lg) BASIS FUNCTIONS WITH DIFFERENT
ERROR THRESHOLDS AS WELL AS ITS COMPARISON FROM CSGC
METHOD.
" N ln N lg NCSGC
1.0e-1 93 93 9, 169
1.0e-2 332 362 113, 409
stochastic simulation method, the input impedance of a RLC
resonant circuits and the DC operation of a nonlinear power
amplifier are characterized. All numerical results demonstrate
the excellent performance of this ASGC method.
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