In the month of November, Postnikov did not have any papers, income, or dormitory room. Nevertheless, he quickly passed the exams, and in the beginning of December, was enrolled as a second year student on the order of Petrovskiȋ. In particular, he became a legal resident of Moscow.
Through those trying times, Postnikov was guided by his love for mathematics. He kept that romantic relationship with mathematics his entire life, being interested in all (not only topological) new results and ideas, always ready to engage in a discussion.
During his university years, Postnikov studied mathematics very intensely. In 1943-44 he passed not only the second year, but also the third year courses. In addition to the mandatory courses, he also passed 17 elective courses (the required number was only three). In the Summer of 1945, Postnikov graduated from the university with Master's degree with honors. At that time, he was only 18 years old.
The choice of a supervisor is a very important decision for any student who wants to become a scientist. Let me quote Postnikov [25] about this step of his biography.
"The assistant dean ... called me in to say ,'Postnikov, you need to have an advisor for your senior thesis. Whom do you want, Lusternik or Aleksandrov?'... And at this point a very strange thing happened. Without a moment's hesitation I blurted out, 'I want Lev Semenovich Pontryagin!'. The reason why this was so strange is that I did not know Pontryagin, and had only taken his very boring, formalistic course of homological algebra. Yet my spontaneous choice turned out to be an unusually good one: if it weren't Pontryagin it's hard to say what would become of me ... The day after my conversation with the assistant dean, seeing Pontryagin in the hall, I said to him 'Lev Semenovich! My name is Postnikov, I am a fifth-year student, and I told the dean that you are my advisor!' Pontryagin was startled, but he answered, 'Fine. Come to see me at home tomorrow, and we'll talk'. That is how I became Pontryagin's student." For Postnikov's senior thesis, Pontryagin suggested that he investigate the intersection Z/2-rings of closed 3-manifolds, to find a condition that would characterize the intersection rings of 3-manifolds that bound 4-manifolds. Postnikov found such a condition, but then he realized that every 3-manifold satisfies it! (Now we know that nothing else could happen, since every closed 3-manifold is a boundary [26] .) In fact, Postnikov proved that, starting from the 3-sphere and using Dehn surgery, one can obtain all possible intersection rings of 3-manifolds. This was the subject of the senior thesis that Postnikov defended in 1945.
In the Fall of 1945, Postnikov became Pontryagin's PhD student. At that time, the central problem of algebraic topology was homotopy classification of spaces and maps. In other words, one wanted to tell whether two maps are homotopic (or two spaces are homotopy equivalent) in terms of some reasonable algebraic invariants. So, it is not surprising that Pontryagin was also interested in this circle of problems.
The first result in this area was probably the theorem of Brouwer [3] that states that the sphere is not contractible. Following this was the result that, for a closed orientable manifold M n , the homotopy class of a map M n → S n is completely determined by its degree (Brouwer for n = 2, Hopf for all n, see [5] ). In particular, there are countably many maps S n → S n . One could also mention Hopf's discovery [5] of a homotopically
there is a countable infinity of such classes, classified by the so-called Hopf invariant), and Whitehead's homotopy classification of simply connected 4-dimensional polyhedra [28] .
In 1933, Hopf [7] classified maps of an n-dimensional (finite) polyhedron X n to S n . Namely, two maps f, g : X n → S n are homotopic if and only if the induced homomorphisms f * , g * : H n (X; Z/m) → H n (S n ; Z/m) coincide for all m.
With the development of the language of cohomology, Whitney [30] reproved the above mentioned classification theorem in the following form: Two maps f, g : X n → S n are homotopic if and only if the induced homomorphisms f * , g * : H n (S n ) → H n (X) coincide. Note that here we only use Z-coefficients, unlike in Hopf's homology classification. This made it absolutely clear that cohomology is a more suitable apparatus for the classification problem than homology.
Whitney noticed that his method of homotopy classification of maps X n → S n can be used as well for homotopy classification of maps X n → Y , n > 1, where Y is an (n − 1)-connected space, i.e. π i (Y ) = 0 for i < n. Such a space Y is (weakly) homotopy equivalent to a CW space with one 0-cell and no k-cells with 0 < k < n. Then each n-cell e gives us an element a e ∈ π n (Y ), and the correspondence e → a e yields a cohomology class u ∈ H n (Y ; π n (Y )), called the fundamental class of Y . Now, the theorem states that two maps f, g : X → Y are homotopic if and only if f * u = g * u. Moreover, every class a ∈ H n (X; π n (Y )) can be realized as f * (u) with some f . In other words, there is a natural bijection between homotopy classes of maps X → Y and elements of H n (X; π n (Y )).
From now on, given two spaces X and Y , we will use the notation [X, Y ] for the set of homotopy classes of maps X → Y , and the symbol ∼ = for isomorphism of groups, homotopy of maps, and homotopy equivalence of spaces.
The next step was the classification of maps of (n+1)-dimensional polyhedra X to S n . This was done by Pontryagin for n = 2 and by Steenrod for n > 2. Steenrod's result [27] can be stated in the form of the exact sequence
where ϕ(x) = Sq 2 (x mod 2). It is worth noting that Steenrod introduced his famous operations in order to attack the above mentioned homotopy classification problem.
The result of Pontryagin [17] is more delicate since here we are in the unstable situation: [X, S n ] is not a group for dim X = 3 and n = 2. It is still possible to write an "exact sequence" as above, using a certain unstable cohomology operation (Pontryagin square), but the map f : [X,
is not a homomorphism, and we cannot say that the inverse images of elements of H 2 (X) have the same cardinality. For example, if
In his PhD thesis, Postnikov classified maps of 3-dimensional polyhedron to a simply connected space, [18] . Later he extended this result and classified maps of an (n + 1)-dimensional polyhedron X to an (n − 1)-connected space Y , see [19] . As you can see, his results are a mixture of the Pontryagin-Steenrod and Whitney type results.
In general, one can say that the complexity of the classification problem is determined by the difference between the dimension of the domain and the connectedness of the range, that is, if you investigate maps X → Y where dim X = k and Y is (n − 1)-connected, then the number k − n + 1 can be regarded as the complexity of the problem. From this point of view, the Hopf-Whitney theorem solves a problem of the first level of complexity, while the above mentioned problems solved by Pontryagin, Steenrod and Postnikov are of the second level of complexity.
Right after defending his PhD thesis in 1949, Postnikov started his job in Pontryagin's department at the Steklov Mathematical Institute. He used the ideal research conditions by working intensively and, during the next two years, he finished what was to become the main accomplishment of his mathematical career: the homotopy classification of polyhedra and their maps. Let me discuss this in greater detail.
With the development of the obstruction theory, [8] , it was realized that the Whitney Classification Theorem can be restated as follows: Let Y be a space such that π i (Y ) = 0 for i = n, n > 1, and let X be an arbitrary polyhedron. Then
). Yet another way to state the above theorem is to define for every n > 1 and every abelian group π the Eilenberg-MacLane space K(π, n) as a CW complex such that π i (K(π, n)) = π for i = n and is trivial otherwise.
From this point of view, the complexity of the classification problem for maps X → Y is measured by the number of non-trivial homotopy groups of Y : The simplest case is when Y is an Eilenberg-MacLane space, the problems of the second level complexity appear when Y has exactly two non-trivial homotopy groups, etc. This is because, when you classify maps X → Y with dim X = k, the groups π i (Y ), i > k, are out of play. It is not surprising that the homotopy complexity of a space can also be measured by the number of its non-trivial homotopy groups. Indeed, by the Universal Coefficients Theorem, [K(τ, n), K(π, n)] ∼ = Hom(τ, π), and this implies easily that the homotopy type of a CW complex K(π, n) is completely determined by π and n.
The homotopy groups, however, do not determine the homotopy type of a space. For example, the spaces S 2 and S 3 × CP ∞ have the same homotopy groups but different homology (and hence different homotopy type). Hence, one can pose the following problem. Given two polyhedra with isomorphic homotopy groups, what else do we need in order to ensure that these polyhedra are homotopy equivalent? In other words, given a polyhedron with given homotopy groups, what else do we need in order to determine its homotopy type completely? Postnikov solved this problem. As we have already noticed, in case of only one nontrivial homotopy group, the homotopy type of a CW complex is completely determined by this group. Generally, however, the information on homotopy groups is not enough: we need countably many invariants discovered by Postnikov and now known as the Postnikov invariants. Homotopy groups together with Postnikov invariants completely determine the homotopy type of a finite dimensional CW complex. (For infinite dimensional CW complexes, one can only claim that the spaces have the same n-type for all n, but this does not imply that the spaces are homotopy equivalent, see [29] .)
The contemporary approach to the Postnikov theory is as follows. First, consider a (simply connected) CW space Y with only two non-trivial homotopy groups π and G in dimensions, m and n, respectively, m < n. Then, following Serre, we construct a fibration p : Y → K(π, m) where Y is homotopy equivalent to Y , K(π, m) is an EilenbergMacLane space, and p * : π m (Y ) → π m (K(π, m) ) is an isomorphism. The fiber of this fibration is (homotopy equivalent to) K(G, n). Let u ∈ H n (K(G, n); G) be the fundamental class. Consider the transgression τ : π, m) ; G) and put κ = τ u ∈ H n+1 (K (π, m) ; G), that is, let κ be the characteristic class of the fibration. Then the quintuple (m, n; π, G; κ) completely determines the homotopy type of Y , i.e. two CW spaces with the same quintuples are homotopy equivalent.
Concerning the classification problem, note that the isomorphism [X, K(G, n + 1)] ∼ = H n+1 (X; G) allows us to regard the class κ as a (homotopy class of the) map K(π, m) → K(G, n + 1), i.e. as a cohomology operation κ : H m (−; π) → H n+1 (−; G). Then we have an exact sequence
In the stable case, when dim X < 2m − 1, this is an exact sequence of groups, and the group [X, Y ] can be computed from it up to extension. More generally, we can proceed by induction. Given a CW space Y and a number n, there exists a map p n : Y → Y n such that π i (Y n ) = 0 for i > n and p * :
is an isomorphism for i ≤ n. Changing Y n within its homotopy type if necessary, we get a commutative diagram (Postnikov tower)
where each map q n is a fibration whose fibers have the homotopy type of the EilenbergMacLane space K(π n−1 (Y ), n). We denote by κ n ∈ H n+1 (Y n ; π n−1 (Y )) the characteristic class of the fibration q n . This class κ n is called the n-th Postnikov invariant of Y . The homotopy type of Y n turns out to be completely determined by the homotopy type of Y n−1 and the class k n . The homotopy groups and the Postnikov invariants together then determine the homotopy type of Y , because if X and Y are finite dimensional CW complexes and
The above construction is natural, meaning that a map X → Y induces a map of commutative diagrams like the one above.
Finally, the classification problem can be attacked similarly to that with only two non-trivial homotopy groups, using the obvious induction along the Postnikov tower. Although the realization of this idea is quite complicated, and even the problems at the third level of complexity have not been completely sorted out, we still can say that the classification problem is solved "in principle".
Historically, the situation developed as follows. In the late 1940's, there was a great interest in relating the homology and homotopy groups. For example, as we already mentioned, if a space X has only one non-trivial homotopy group π in dimension m then the homology of X is completely determined by π and m. In other words, if X is a space whose homotopy groups π i (X) vanish for i < m and m < i < n, then the homology groups H i (X), i < m are completely determined by π m (X) in a purely algebraic fashion. However, we cannot determine the group H m (X), even if we know the group π m (X), cf. the aforementioned example of the spaces S 2 and S 3 × CP ∞ . To solve the problem, Eilenberg and MacLane [9, 10] introduced a new invariant κ ∈ H n+1 (K(π m (X), m); π n (X)) and proved that the triple (π m (X), π n (X), κ) determines the homology structure of X in dimension ≤ n completely. They used the term "k-invariant" for κ.
Postnikov mastered the Eilenberg-MacLane ideas immediately and realized that the construction can be iterated, by constructing similar k-invariants for any pair of adjacent non-trivial homotopy group. This family of k-invariants is now known as the Postnikov invariants; the Eilenberg-MacLane k-invariant turns out to be the first non-trivial Postnikov invariant. Postnikov quickly wrote the paper [20] which emphasized the fact that the k-invariants completely determine the homology of a space. Later, however, he realized almost by accident that the k-invariants determine the entire homotopy type of a finite dimensional complex (see below notes about Postnikov's talk at the Kurosh seminar).
It is worth mentioning that Eilenberg and MacLane, as well as Postnikov, worked with simplicial sets, and that no such words as fibration, transgression, etc. appeared in their papers. The contemporary interpretation of k-invariants as characteristic classes of fibrations and the construction of Postnikov's tower of fibrations, as described above, are probably due H. Cartan and J.-P. Serre. Of course, Postnikov himself did not use the term "Postnikov system", he spoke about "natural system" or "homotopy resolution".
Postnikov published all of these results in the short articles [20, 21, 22] . Peter Hilton reviewed these papers and distributed them among Western topologists, with comments that he found these results very important. Because of this, Postnikov became famous at the West side of the "iron curtain", but still not in the USSR. Fortunately, in 1953 a delegation of British scientists, headed by John Bernal, visited Moscow. The outstanding British topologist J. H. C. Whitehead was among the delegates and, of course, Moscow mathematicians asked him to give a talk. He opened his talk in the Steklov Institute with the words "I apologize for bringing coal to Newcastle, but I will talk about the work of Postnikov, because it constitutes the greatest achievement in algebraic topology in recent years." In fact, he reformulated Postnikov results in terms of CW complexes. After this event, Postnikov was recognized as a top level topologist in the USSR as well.
The detailed version of Postnikov results was published in [23, 24] . In 1961, Postnikov was awarded the Lenin Prize, which was the highest scientific award in the USSR.
The following two stories offer a good example of communication between young and experienced mathematicians. Postnikov treated his system as follows: Suppose we have a finite CW complex X with non-zero homotopy groups π i = π i (X) in dimensions, say, i = 3, 7, 12 only. In order to describe the homotopy type of X, we need the invariants 3) ; π 7 ) and κ 2 ∈ H 13 (X 1 ; π 12 ). When Postnikov discussed this with Pontryagin, the supervisor suggested to change the numbering of k-invariants as follows: do not pay attention to whether a homotopy group is equal to zero or not, and let κ i be an element of the group H i+1 (X i−1 ; π i (X)). Now this numbering is commonly accepted. Last time when Postnikov recalled this (and it was more than 50 years after the fact), I still saw the fire in his eyes -so excited he was. "This remark of Pontryagin removed the fog from my eyes" ("Pelena sletela s moih glaz").
The other example: Postnikov gave a talk at the algebra seminar at Moscow State University. The seminar was run by A. G. Kurosh, the chairman of the Algebra Department. (He is well-known for his monograph on group theory.) The talk was entitled "How to compute homology groups of a space if we know its homotopy groups". Kurosh was not a topologist but he was a well-educated and broad mathematician, and he asked the question, "What other invariants of spaces can be computed using your k-invariants?" Postnikov thought a bit and answered, "You can compute any homotopy invariant. Moreover, you can determine the entire homotopy type." Of course, this changed the strength of Postnikov's results considerably.
The ideas of Postnikov were immediately exploited and developed, and they remain an active research topic today. For example, John Moore [16] proposed Postnikov systems over a space, meaning that a map f : X → B can be decomposed (up to homotopy) into a tower of fibrations
where X n has the (n − 1)-type of X and the fiber of each q n is an Eilenberg-MacLane space. This way, the homotopy fiber of f is decomposed into a Postnikov system. The original Postnikov system corresponds to B being a point. A stable version of the theory has also been developed, resulting in Postnikov systems for spectra. It is worth mentioning that the Postnikov systems are a useful tool for constructing localizations of spaces, see [4] : It is clear how to localize an Eilenberg-MacLane space, and then one can perform the localization step by step, along the stages of the tower. In particular, the Sullivan model for the rational homotopy type of spaces [15] can be regarded as an algebraization of the Postnikov construction. Note that D. Sullivan's talk at this conference was entitled "Applications of algebraic analogues of Postnikov systems to geometry".
Outside of the homotopy theory, Postnikov collaborated successfully with M. A. Evgrafov on complex analysis and differential equations, [11, 12, 13, 14] .
Postnikov held a permanent position at the Steklov Institute and a professorship at Moscow State University. In 1967, he organized an algebraic topology seminar at the University. Originally, it was a seminar for second-year students (like the author was at that time) where participants learned basic algebraic topology. Later, when the original participants became PhD students, the seminar turned into a research one. In the early 1970's, a geometric topologist A. V. Chernavskiȋ and his students joined the seminar, and together we studied the Hauptvermutung following Casson-Sullivan-KirbySiebenmann. This benefited both teams: the geometric people learned (co)bordism theory, the homotopy people learned geometric tricks. Since mid-1970's, Chernavskiȋ has been a co-chair of the seminar.
The seminar has played an important role in development of algebraic topology in Moscow: many Moscow-based topologists grew up there, and most essential topological results from all over the world were reported on at seminar talks. As new participants joined the seminar, it has renewed and developed while keeping traditions and providing succession.
In the beginning of Postnikov's graduate studies, Pontryagin suggested to Postnikov a research problem. After a while, Postnikov made some progress on the problem and decided to share it with Pontryagin. During the conversation, Postnikov realized that Pontryagin already knew everything that Postnikov was explaining to him and that, moreover, he already knew the solution. This made Postnikov very angry ("Kogda to pon l, straxno razozlils "), and he decided to stop working on that problem and work on something entirely different. (I must add though that this episode did not ruin the good relationship between Pontryagin and Postnikov.)
On the contrary, the problems that Postnikov's own PhD students got from him were definitely interesting, while the supervisor did not have any ideas of how to solve them. On the other hand, his great intuition allowed him to choose solvable problems. Furthermore, he was always open for discussions, spending a lot of time with his students. Usually he understood what you were trying to tell him very fast, and even his small comments and remarks were extremely helpful. In total, 23 Postnikov PhD students defended their PhD theses successfully. It is also worth mentioning that almost all Moscow-based algebraic topologists are either Postnikov students, or students of his students, or students of students of his students.
The first generation of Postnikov's students were students in the mid-fifties. Among them were B. Averbuch, L. Ivanovskiȋ, S. Novikov. All the future generations of students came from and went through the seminar. Postnikov played an enormous role in establishing the Russian topology library. Most of the books on algebraic topology that were published in Russia from the 1950's and well into the 1990's, appeared with his active participation (authorship, translation, editorship, recommendation for translation). As a good example, let me mention the collection [31] that contained translations of pivotal papers by A. Borel, R. Bott, H. Cartan, J.-P. Serre, R. Thom. This was a very important collection because in those times many of the Soviet universities (and hence scientists) were not able to access foreign literature directly. Also, Postnikov itself wrote several books at the undergraduate and graduate level, both on geometry and topology and on algebra and number theory. These are listed in the bibliography at the end of this article.
Mikhail Mikhailovich Postnikov passed away on May 27, 2004. He was active until the last days of his life. Students were delighted with his unforgettable lectures, colleagues admired his wide mathematical knowledge. He liked to travel, to play chess and bridge. He enjoyed many other things in life. Many people will thoroughly miss him.
