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Abstract—Intrusion Detection Systems are important for protecting
network and its resources from illegal penetration. For
802.11network, the features used for training and testing the
intrusion detection systems consist of basic information related to
the TCP/IP header, with no considerable attention to the features
associated
with
lower
level
p
rotocol frames. The resulting detectors were efficient and accurate
in detecting network attacks at the network and transport layers, but
unfortunately, not capable of detecting 802.11-specific attacks such
as deauthentication attacks or MAC layer DoS attack. IDS systems
can also identify and alert to the presence of unauthorized MAC
addresses on the networks. The IDS is based a novel hybrid model
that efficiently selects the optimal set of features in order to detect
802.11-specific intrusions. This model for feature selection uses the
information gain ratio measure as a means to compute the
relevance of each feature and the k-means classifier to select the
optimal set of MAC layer features that can improve the accuracy of
intrusion detection systems while reducing the learning time of their
learning algorithm.
Index Terms-Intrusion Detection System, Information Gain Ratio
(IGR ), Dos attack, Feature Selection.

1.Introduction
IDS is not a firewall! Firewalls are designed to be
outward looking and to limit access between networks
in order to prevent an intrusion happening. IDS watch
the wired and wireless network from the inside and
report or alarm depending on how they evaluate the
network traffic they see. They continually monitor for
access points to the network and are able, in some
cases, to do comparisons of the security controls
defined on the access point with pre-defined company
security standards and either reset or closedown any
non conforming AP’s they find. The distinction
between placing IDS sensors on both wired and
wireless networks is an important one as large corporate
networks can be worldwide.
Traditional IDSs are able to protect the application and
software components of TCP/IP networks against
intrusion attempts, the physical and data link layers are
vulnerable
to
intrusions
specific
to
these
communication layers. In addition to the vulnerabilities
of wired networks, wireless networks are the subject of
new types of attacks which range from the passive
eavesdropping to more devastating attacks such as
denial of service [22]. These vulnerabilities are a result
of the nature of the transmission media [26]. Indeed, the
absence of physical boundaries in the network to

monitor, meaning that an attack can be perpetrated from
anywhere, is a major threat that can be exploited to
undermine the integrity and security of the network. It
is, therefore, essential to take into account these
considerations when designing and deploying an
intrusion detection system.
2.Features
Feature selection is the imporatant step in building
intrusion detection models [1], [2], [3]. During this step,
the set of attributes or features deemed to be the most
effective attributes is extracted in order to construct
suitable detection algorithms (detectors). A key
problem that many researchers face is how to choose
the optimal set of features, as not all features are
relevant to the learning algorithm, and in some cases,
irrelevant and redundant features can introduce noisy
data that distract the learning algorithm, severely
degrading the accuracy of the detector and causing slow
training and testing processes. Feature selection was
proven to have a significant impact on the performance
of the classifiers. Experiments in [4] show that feature
selection can reduce the building and testing time of a
classifier by 50 percent. There are currently two models
in the literature for feature selection: the filter model
and the wrapper model [5]. The wrapper model uses the
predictive accuracy of a classifier as a means to
evaluate the “goodness” of a feature set, while the filter
model uses a measure such as information, consistency,
or distance measures to compute the relevance of a set
of features. These approaches suffer from many
drawbacks: the first major drawback is that feeding the
classifier with arbitrary features may lead tobiased
results, and hence, we cannot rely on the classifier’s
predictive accuracy as a measure to select features. A
second drawback is that for a set of N features, trying
all possible combinations of features (2N combinations)
to find the best combination to feed the classifier is not
a feasible approach. For example, the DARPA data set
contains 41 features [6], and the data set would be
larger if we add to it the OSI Layer 2 (MAC layer)
features, resulting in thousands of billions of different
feature combinations. Different techniques have been
used to tackle the problem of feature selection. In [7],
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gain ratio. The k-means classifier’s predictive accuracy
is used to reach an optimal set of features which
maximize the detection accuracy of the wireless attacks.
To train the classifier, we first collect network traffic
containing four known wireless intrusions, namely, the
deauthentication, duration, fragmentation, and

Sung and Mukkamala used feature ranking algorithms
to reduce the feature space of the DARPA data set from
41 features to the six most important features. They
used three ranking algorithms based on Support Vector
Machines (SVMs), Multivariate Adaptive Regression
Splines (MARSs), and Linear Genetic Programs
(LGPs) to assign a weight to each feature. Experimental
results showed that the classifier’s accuracy degraded
by less than 1 percent when the classifier was fed with
the reduced set of features. Sequential backward search
was used in [8], [9] to identify the important set of
features: starting with the set of all features, one feature
was removed at a time until the accuracy of the
classifier was below a certain threshold. Different types
of classifiers were used with this approach including
Genetic Algorithms in [9], Neural Networks in [8],[10],
and Support Vector Machines in [8].
3 WIRELESS NETWORKS INTRUSIONS
A deauthentication attack is an example of an easy to
mount attack on all types of 802.11 networks. Likewise,
a duration attack is another simple attack that exploits
the vulnerability of the virtual carrier sensing protocol
CSMA/CA and it was proven in [11] to deny access to
the network. Many open source tools are available on
the Internet which allow hackers to exploit these
protocol weaknesses to deny access to a network, as can
be seen in [12], where a collection of tools to attack
802.11-based networks is available for download.
These tools operate on WEP- and WPA-protected
networks.

The selection algorithm (Fig. 1) starts with an empty
set S of the best features, and then, proceeds to add
features from the ranked set of features F into S
sequentially. After each iteration, the “goodness” of the
resulting set of features S is measured by the accuracy
of the k-means classifier. The selection process stops
when the gained classifier’s accuracy is below a certain
selected threshold value or in some cases when the
accuracy drops, which means that the accuracy of the
current subset is below the accuracy of the previous
subset.

Deauthentication Attack
The attacker fakes a deauthentication frame as if it
had originated from the base station (Access Point).
Upon reception, the station disconnects and tries to
reconnect to the base station again. This process is
repeated indefinitely to keep the station disconnected
from the base station. The Attacker can also set the
receiving address to the broadcast address to target all
stations associated with the victim base station.
However, we noticed that some wireless network cards
ignore this type of deauthentication frame.

5 LIST OF FEATURES
The Features are Version, Type, SubType, ToDS,
FromDS, More Fragment, Retry, Power Mgmt, More
Data, WEP, Order, Duration, RA,TA,MA etc.,

4 APPROACH
Select the best set of MAC layer features that
efficiently characterize normal traffic and distinguish it
from abnormal traffic containing intrusions specific to
wireless networks. Our framework uses a hybrid
approach for feature selection that combines the filter
and wrapper models. In this approach, we rank the
features using an independent measure: the information
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6 INFORMATION GAIN RATIO MEASURE
We used the Information Gain Ratio (IGR) as a
measure to determine the relevance of each feature.
Note that we chose the IGR measure and not the
Information Gain because the latter is biased toward the
features with a large number of distinct values [5].IGR
is defined in [18] as
IGR(Ex,f)=Gain(Ex,f)/SplitInfo(Ex,f)
where Ex is the set of vectors that contain the header
information.

The data we used to train and test the classifiers were
collected from a wireless local area network. The local
network was composed of three wireless stations and
one access point. One machine was used to generate
normal traffic (HTTP, FTP). The second machine
simultaneously transmitted data originating from four
types of attacks. The last station was used to collect and
record both types of traffic (normal and intrusive). The
attacks we used to test our system were:
deauthentication,
duration,
fragmentation,
and
chopchop. The source code for the attacks is available
in [12].The data collected were grouped in three sets
(Table 4):learning, validation, and testing sets. The first
set is used to reach the optimal weight of each synapse.
The learning set contains the input with its desired
output. By iterating on this data set, the neural network
classifier dynamically adjusts the weights of the
synapses to minimize the error rate between the output
of the network and the desired output. The validation
data set is necessary to avoid the effect of overfitting.
Indeed, in some cases, the neural network classifier
might produce an excellent performance on the learning
data set, but still have a low performance on the testing
data set. In general, the learning algorithm stops when
the error between the output of the validation data set
and the desired output is below a predefined threshold.
Once the network is trained and validated, it should be
able to
predict the output of each entry in the testing data set.
Top Ten Features

CONCLUSION

7 DATA SET

Presenting an approach to select the best features for
detecting intrusions in 802.11- based networks.
Approach is based on a model which combines the
filter and wrapper models for selecting relevant
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features. By reducing the number of features from 38 to
8. The impact of feature selection on the performance
of different classifiers based on neural networks.
Planning to do a comparative study of the impact of the
reduced feature set on the performance of classifiersbased ANNs.
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