In mobile ad-hoc networks (MANETs), nodes are mobility naturally which renders a great challenge in topology controls. Connected dominating set (CDS) has been considered as an efficient solution to solve such a problem by constructing a virtual backbone network to achieve the scalability and efficiency of wireless networks. In this paper, we propose an efficient connected dominating set clustering based routing protocol with dynamic channel selection (CRD) in multi-channel cognitive radio MANETs to obtain high packet delivery ratio (PDR), low control overheads, low delay and low energy consumption when node is moving in high speed. Moreover, CRD protocol can apply for Vehicular Ad Hoc Network, IoT and 5G. The proposed CRD protocol includes clustering and routing phases under multi-channel cognitive radio approach. In the clustering phase, we propose CDS selection, CDS size reduction and CDS based clustering algorithms to formulate clusters and provide a set of intermediate nodes which is latter used as a route searching space for the routing phase. In the routing phase, a sending channel based focus region selection (CFS) algorithm is adopted dynamically to establish an efficient route from a set of intermediate nodes that avoids the affected region of a primary user. The CRD routing protocol is then implemented in environmental conditions close to reality (OMNET++ platform) to demonstrate its superiority over the conventional AODV protocol in terms of PDR, control overhead, delay and energy consumption. message. Moreover, cognitive user can transmit at any power, the interference to primary user can be offset by relaying the primary user's message. In interweave systems, cognitive user knows the spectral holes in space, time, or frequency when primary user is not using these holes. Each cognitive user can transmit simultaneously with a primary user only in the event of false spectral hole detection. Moreover, the transmit power of cognitive user is limited by the range of its spectral hole sensing. In our paper, we considered the system model as a overlay system.
Introduction
Cognitive radio (CR) is an intelligent technology to improve the spectrum utilization in mobile ad-hoc networks (MANETs) by allowing cognitive users flexibly use the spectrum allocated to licensed primary users. In this approach, each cognitive user can sense status of channels and immediately switch to vacant channels to avoid interfering with primary users or other users [1, 2] . Hence, CR has been considered as a promising technology to improve the spectrum utilization in CR-MANETs. There are three main cognitive radio network paradigms: underlay, overlay and interweave. In underlay systems, cognitive (secondary) user knows the channel strengths to primary users and can transmit simultaneously with primary user as long as interference caused is below an acceptable limit. Moreover, the transmit power of cognitive user is limited by the interference constraint. In overlay systems, cognitive users know channel gains, codebooks and the message of the primary users. Each cognitive user can transmit simultaneously with primary user. The interference to primary user can be offset by using part of the power of cognitive user to relay the primary user's process to obtain a cluster structure, which improves the system performances. In Reference [5] , the authors proposed a probabilistic clustering algorithm. In this algorithm, a node with more vacant channels has a higher probability to become a cluster head. Next, each CH broadcasts their list of vacant channels. If a node has one or more common channels with a CH, it sends a join request message including its vacant channels' list and ID to the cluster head. Finally, each cluster head decides a final communication channel based on the received channel lists from non-cluster head nodes. In Reference [6] , a weighted function was proposed by combining the degree of connectivity, mobility, time of a cluster head (CH) and sum of distances to neighbors to elect cluster heads in MANETs. A distributed weighted clustering algorithm (DWCA) was presented in Reference [7] to optimize the configuration and power for the cluster heads in MANETs. In Reference [8] , a weighted clustering algorithm was studied, called enhancement on weighted clustering algorithm (EWCA). In EWCA, transmission power, transmission range, mobility and battery energy parameters were used to elect CHs and achieve the load balancing to enhance the stability of clusters in MANETs. A mobility based clustering approach was proposed in Reference [9] to support mobility management and multicast routing in MANETs. Topology control is a challenging problem because there is no fixed infrastructure in MANETs, the connected dominating set (CDS) has been considered as an effective approach to design clusters and virtual backbones in MANETs [10] . In Reference [11] , a CDS based distributed algorithm was proposed based on node IDs to reduce the size of CDS. A reduction-based methods were presented in References [12, 13] to find a CDS from one node with maximum vertex degree and some rules were also introduced to reduce the size of CDS. To construct a CDS for routing protocol, an algorithm with rules based on energy level and degree of nodes was proposed in Reference [14] . The authors of Reference [15] proposed an energy efficient and salable routing algorithm based on length of route and remaining energy for extreme emergency ad hoc communications. In Reference [16] , the authors proposed an efficient flooding and repairing local route algorithm based on a stable connected dominating set in MANETs. In this algorithm, if a node has minimum velocity and maximum signal strength, it is selected as a dominator.
Besides, several studies on the routing issue were presented as follows. In Reference [17] , the authors proposed a distributed interference-aware relay selection (DIRS) algorithm for IEEE 802.11-based wireless networks with multiple source-destination pairs. Each source-destination pair selects best relay by using inter-node interference and channel statistics without the knowledge of topology information. In DIRS algorithm, inter-node interference can be minimized by optimising relay selection. In Reference [18] , the authors proposed a new multi-channel MAC protocol to solve the channel assignment and medium access problems in an integrated manner. In this protocol, each mobile host was assigned a common channel for control purpose and it switched to remaining channels for data exchange. In Reference [19] , the authors proposed an optimization methodology to analytically calculate the end-to-end throughput capacity of IEEE 802.11-based multi-hop wireless networks. The proposed methodology provided a very accurate calculation of the end-to-end throughput capacity by considering the node interference, the impact of hidden node collision and multi-rate terminals. In Reference [20] , this article addressed a number of problems when implementing two routing protocols on actual wireless networks. There was no protocol which provided a stable multi-hop route. Based on the authors' experiences, several outlines are recommended for future work in MANET researches. Most of routing protocols in cognitive mobile ad hoc networks have recently considered in dynamic spectrum allocation and path establishment by observing primary user activity regions in Reference [21] . Layered graphs were utilized to model multi-channel networks [22] and colored graphs were deployed for model spectrum sharing and allocation problems [23] . In Reference [24] , a cognitive ad hoc on-demand distance vector (CAODV) protocol was proposed based on the ad hoc on-demand distance vector (AODV) protocol. Both route formation and packet discovery of the CAODV avoids the affected region of primary user. Moreover, the CAODV applies joint path and channel selection at each forwarder to minimize the route cost. This protocol broadcasts the route request packet to neighbors on all the channels that leads to increase control overheads and reduce network life time.
In Reference [25] , the authors proposed a distributed prediction-based cognitive topology control (PCTC) scheme which is a middle-ware approach (between the cognitive radio module and routing). The PCTC uses cognitive link availability prediction to aware the affected region of primary users and to predict the available duration of links in CR-MANETs. The PCTC constructs efficient and reliable topology in order to reduce re-routing and improve end-to-end network performance. In Reference [26] , the authors proposed a SEARCH routing protocol for CR-MANETs to find a route subject to minimum end-to-end delay from the source to the destination without affecting primary user activities. Aiming at improving network throughput and mitigating interference to primary users, various routing problems are formulated based on graph theory [27] [28] [29] . In particular, the authors of Reference [27] introduced a mixed integer non-linear programming to minimize spectrum usage and aggregate interference from cognitive users to a primary user. In Reference [28] , a routing and dynamic spectrum allocation (ROSA) algorithm was proposed subject to spectrum allocation, scheduling and transmission power control scheme to maximize network throughput and limit physical interference to other users. Based on interference model, the authors of Reference [29] proposed joint routing, opportunistic spectrum scheduling and time sharing scheduling algorithms to minimize aggregate interference from cognitive users to a primary user. Besides, spectrum availability may change from time to time and hop by hop which is unpredictable. In Reference [30] , the authors presented several types of prediction algorithms to forecast the node's locations. These prediction algorithms with Markov analysis, text compression, user's movement history and Bayesian and neural networks, significantly improved the system performance in mobile wireless systems. For improving routing reliability and scalability, the authors of Reference [31] used some prediction techniques to efficiently predict time of next movement and the next location of mobile nodes in MANETs. The authors of Reference [32] proposed an energy reduction multipath routing protocol by using a recoil technique (AOMDV-ER) in MANETs to improve the system performances. In AOMDV-ER, the mobile nodes used a varying recoil off time technique to establish the route to their destination based on the geographical location. In Reference [33] , the authors proposed a topology change aware-based routing protocol choosing scheme (TARCS) for flying ad hoc networks to improve the system performances. In TARCS, mobile nodes can sense changes of the surrounding network topology periodically to provide a suitable routing protocol. In Reference [34] , the authors proposed a node-disjoint multipath routing (NDMR) protocol to establish two node-disjoint paths between a source and a destination in a wireless network in order to solve the unstable state of wireless links, and unpredictable environmental interference. The proposed approach uses the request-reply mechanism to find the node-disjoint paths. In Reference [35] , the authors presented a key exchange technique based on the fluctuating topology characteristic of MANETs. The ever changing topology of the network almost completely removes an active attacker's success ratio by using splitting key exchange information technique.
However, the aforementioned works just focused on clustering or routing separately in conventional MANETs. Since the cost of established routes is greatly expensive, clustering is considered as an effective approach in simplifying routing process and reducing such a cost, that is, the size of routing space is reduced and energy balancing is achieved. In multi-channel cognitive radio environments, cognitive users have to be aware of channel status to establish a route from a source to a destination. Particularly, cognitive users first detect dynamically vacant channels to make a decision of either switching channel or using different regions to avoid the licensed spectrum in the transmission range of primary users [26, 28] . To provide comprehensibly the advantages of the proposed CRD protocol compared to the state-of-the art protocol, we summarize the main features in Table 1 , where notation "-" is denoted as "not mentioned."
This paper proposes an efficient connected dominating set clustering based routing protocol with dynamic channel selection (CRD) in multi-channel cognitive mobile ad hoc networks (MCR-MANETs) to obtain high packet delivery ratio (PDR), low control overheads, low delay and low energy consumption when mobile nodes are moving in high speed. Moreover, CRD protocol can apply for Vehicular Ad Hoc Network (VANET), IoT and 5G. The main contributions of the paper can be summarized as follows:
•
We propose a CDS selection and a CDS size reduction algorithms to achieve a set of intermediate nodes which is latter used as a route searching space underlying infrastructure for routing process. Particularly, the CDS selection algorithm provides a CDS while the CDS size reduction algorithm uses some rules and the weighted function to reduce the size of CDS which supports the cluster process more effective. • We next propose a CDS based clustering algorithm to formulate clusters by using the weighted function and a node's identify for the cluster head election process. Moreover, this algorithm also helps to select the gateways and cluster heads in the set intermediate nodes which makes the routing process more efficient. •
We develop a sending channel based focus region selection (CFS) algorithm in routing phase to support the intermediate nodes to select dynamically a channel for sending a route request packet which can avoid the affected region of a primary user. A CRD protocol is then proposed to establish a good route from a source to a destination which utilizes the CDS based clustering and CFS algorithms to improve the network performances. •
We finally implement the proposed CRD protocol in environmental conditions close to reality (OMNET++ platform) to show its superiority over the conventional AODV protocol in terms of PDR, control overhead, delay and energy consumption. The rest of paper is organized as follows-Section 2 describes system model, energy model and channel model. Section 3 presents the proposed CRD protocol consisting of four subsections, such as basic concepts of the system model, necessary function and definitions, packet structures, underlying technology and the proposed CRD protocol. In the underlying technology subsection, we present necessary algorithms such as the proposed CDS selection, the proposed CDS size reduction, the proposed CDS based clustering. Section 4 evaluates the performances of the proposed protocol in the considered system setup. Finally, Section 5 concludes the paper.
System Model
We consider an MCR-MANET consisting of multiple cognitive users (CUs) and a primary user (PU), as shown in Figure 1 . The PU operates on a licensed channel and switches randomly to ON mode or OFF mode. When the PU is in the ON mode, cognitive users can not transmit packets on the licensed channel in the affected region of PU. When the PU is in the OFF mode, cognitive users can use the licensed channel to transmit packets in the networks. This paper focuses on addressing the routing problems when the PU is in the ON mode to improve the spectrum utilization in cognitive environment. Moreover, the PU's mobility follows the random waypoint (RWP) model. In the secondary network, each user can be seen as a mobile node and its properties can be listed as follows:
• All nodes move randomly in the two-dimension space based on the RWP model. •
Each node can know the location of the destination and its own location through the global positioning system (GPS) [3, 36] . •
The transmission range of nodes is fixed [9] . • Each node receives packets on a given channel (receiving channel) while it can switch to any channel to send packets.
Moreover, mobile nodes in the secondary network can be classified into groups/clusters. Each cluster has three types of nodes including cluster head, gateway and cluster member, respectively [37] . Firstly, a cluster head (CH) is a representation of a cluster and its tasks are aggregating packets of all cluster members and transmitting the aggregated packet within a single hop. Moreover, CH can directly communicate with a gateway or other CHs. Secondly, a gateway (GW) is an intermediate node which can directly communicate with its CH or CHs/GWs of other clusters within a single hop. Finally, a node in a cluster is a member (CM) if it is neither a cluster head nor a gateway. It only communicates with its CH within a single hop. Figure 1 describes the operation of cluster head and gateway and cluster member in MCR-MANETs. As can be seen in Figure 1 , source S generates a RREQ packet and sends it to CH 1 without switching channel. CH 1 chooses a focus region with sending channel 2 to forward the RREQ to GW 1 and GW 2 . Because GW 2 is in the radio range of PU and PU uses channel 1 as licensed channel, GW 2 can not forward the RREQ packet on channel 1 to CH 3 while GW 1 can choose a focus region to forward the RREQ packet to GW 3 without switching channel. GW 3 continues to forward the RREQ packet to CH 2 without switching channel. CH 2 chooses a focus region with sending channel 3 to forward the RREQ packet to GW 4 . GW 4 continues to forward the RREQ to CH 4 without switching channel. CH 4 switches to channel 2 and forwards the RREQ packet to destination D. When destination D receives the RREQ packet from CH 4 , it generates a RREP packet and switches to channel 3 in order to send the RREP packet to CH 4 . CH 4 continues to forward the RREP packet to GW 4 without switching channel. GW 4 switches to channel 2 and forwards the RREP packet to CH 2 . CH 2 continues to forward the RREP packet to GW 3 without switching channel. GW 3 continues to forward the RREP packet to GW 1 without switching channel. GW 1 switches to channel 1 and forwards the RREP packet to CH 1 . CH 1 continues to forward the RREP packet to source S without switching channel. When source S receives an RREP packet, it sends data to the destination. We note that each node in routing process records the next hop and a sending channel into its routing table, which is used to send data from the source to destination D. In this paper, we mainly focus on the network layer to establish a route in MANET, where mobile nodes have to exchange their information together by using control packets. The energy consumption is primarily affected by transmitting and receiving control packets. Moreover, the energy consumption of data transmission from a source to a destination mainly depends on transmission energy of sender end reception energy of receiver. Thus, we only consider the transmission energy and reception energy issues that affect clearly on the network layer and considering other energy issues in physical and data link layer is indeed out of the scope of the paper. We apply the energy model in physical layer taken from References [38, 39] to evaluate the energy efficiency of the proposed routing protocol. The energy consumption varies from 230 mA in receiving mode to 330 mA in transmitting mode, using a 3.3 V or 5.0 V energy supply. These values correspond to a 2400 MHz WaveLAN implementation of IEEE 802.11. The transmission energy and reception energy (in Joules), denoted by E TX and E RX , respectively, depend on packet size (in bits) and they can be expressed as E TX = (330 × 5 × PacketSize)/(2 × 10 6 ).
(1)
In MANETs, multiple channels are usually supported by the modern wireless MAC protocols [40] . For example, it is known that the IEEE 802.11 b/g standard provides 14 channels and each node can use multiple channels to communicate with other nodes. Each node has two transceivers, one is always on common channel 0 for controlling packets while the other one can change its channel number from 1 to N c − 1 for transmitting data packets, where N c denotes the total number of channels.
The Proposed Routing Protocol-CRD
The operation of the proposed CRD protocol is split into sessions. Each session is divided into two consecutive phases including clustering and routing. In the clustering phase, each node first uses a common channel to exchange necessary information with its neighbors by using HELLO packet. Second, the CDS selection algorithm, as shown in Algorithm 1, is proposed to establish a set of intermediate nodes (CDS). Then the size of CDS can be reduced by using the CDS size reduction algorithm, as shown in Algorithm 2. Finally, cluster heads are elected from the CDS based on the CDS based clustering algorithm, as shown in Algorithm 3. After these processes, the CDS includes intermediate (gateway) nodes and cluster heads, and this CDS is considered as a routing space in routing phase. In the routing phase, we denote v as a node, CH v as the cluster head of v and C(v) as the receiving channel of v. The proposed routing algorithm can be explained as follows. First, a source S generates a RREQ packet and sends it to CH S on channel C(CH S ). If a gateway/cluster head v receives a RREQ packet, it uses the CFS algorithm, as shown in Algorithm 4, to choose a focus region with a sending channel in order to forward this RREQ packet to another gateway/cluster head. If a destination D receives a RREQ packet, it generates a RREP packet and replies it to the source in order to establish a route which avoids the affected region of the primary user. In summary, the proposed routing algorithm outlined as Algorithm 5.
Necessary Functions and Definitions
In this subsection, we propose necessary functions and definitions such as mobility relationship function, stability function, remaining energy ratio, speed ratio and packet structures supporting the proposed Algorithms 1-5.
Mobility relationship. Let v be a node. We denote R as the radius of the transmission range of node v and R 1 = αR with 0 < α < 1. The mobility relationship (MR) function between two nodes v and u can be expressed as
where d(v, u) is the Euclidean distance between node v and node u and 
As shown in Figure 2 , let v be a node and R be the radius of the transmission range of node v. We denote D D D as a disk with center v and radius R. D D D is divided into two parts as follows:
If node u in D D D 2 is a neighbor of node v and node u moves far away from node v, then MR A (B) = 0; if node u in D D D is a neighbor of node v and node u moves close to node v, then MR v (u) = 1; if node u in D D D 1 is a neighbor of node v and node u moves far away from v, then
In other words, the farther node u moves away from node v, the smaller the value of MR v (u) is and vice versa. 
where k is the number of neighbors of node v. This function measures the stability of node v with its neighbors.
Remaining energy ratio. The ratio RE is the remaining energy ratio of node v if it can be expressed as
Speed ratio. The ratio SP is the speed ratio of node v if it can be expressed as
Weighted function. The function W is the weighted function of node v if it can be expressed as
where w 1 , w 2 and w 3 are randomly selected satisfying the constraint w 1 + w 2 + w 3 = 1. One can see that the larger the value of W(v) is, the higher the opportunity of node v becoming the cluster heads.
Packet Structures
In this subsection, we present the packet structures as shown in Figures 3 and 4 for clustering and routing process, respectively. The packet structures used for clustering phase can be explained as follows:
• Information Packet (Info Packet): A node uses an info packet to send its information to its neighbors. • Neighbors' Information (NBI) List Packet: A node uses a NBI list packet to send its neighbors' information to its neighbors. • Clusterhead Advertisement (CH ADV) Packet: A cluster head uses a CH ADV packet to send an advertisement packet to its neighbors. • Join Cluster Packet: A node uses a join cluster packet to send a join cluster request message to a cluster head.
The packet structures used for routing phase can be explained as follows:
• RREQ Packet: To find a route to a destination, a source sends a route request (RREQ) packet to its neighbors. • RREP Packet: If a destination receives a RREQ packet, it replies a RREP packet to the source. • Data Packet: If a route is established, a source sends data packet to a destination. 
Underlying Technology-Necessary Algorithms
In this subsection, we propose the underlying technology comprising three algorithms which not only optimizes cluster selection but also achieves energy balancing in clustering phase.
The Proposed Connected Dominating Set Selection Algorithm-CDS Selection
We consider a MCR-MANET model as an un-directed graph G = (V, E), where V represents a set of mobile nodes and E is a set of edges. An edge between node pairs {v, u} indicates that both nodes v and u are in their wireless transmitter ranges. We assume that the transmission range of nodes are the same. It means that, if there is an edge e = {v, u} in E, it indicates u is within v's range and v is within u's range. According to paper [10] , let G be a connected graph. A subset D of the vertex set V(G) of a graph G is said to be a dominating set if every vertex not in D is adjacent to at least one vertex in D. A dominating set D is said to be a connected dominating set if the subgraph < D > induced by D is connected in G. In graph theory, finding a CDS which has the smallest size is NP-hard [41] .
A node v is an intermediate node if node v has two neighbors u and w which can not connect together [11] . The proposed CDS selection algorithm can be explained as follows. First, we consider all nodes as unmarked nodes. Second, each node v uses common channel to send a information packet to all neighbors. If a node u receives a information packet from node v, it records v into the list of node u's neighbors, called N(u). If a node u receives a information packet from PU, it records the information of PUs affected region. Third, each node v uses common channel to send a N(v)-information packet to all neighbors. If a node u receives a N(v)-information packet, it records the information of N(v).
Finally, if a node v has two unconnected neighbors, node v becomes an intermediate node. The set of intermediate nodes is a CDS.
In Figure 5 , because each of nodes 1, 4, 5, 8, 10, 11, 12 and 14 has two neighbors which can not connect together, these nodes become intermediate nodes. The CDS is {1, 4, 5, 8, 10, 11, 12, 14}.
Algorithm 1
The flowchart of proposed connected dominating set (CDS) selection algorithm-CDS selection.
The Proposed Connected Dominating Set Size Reduction Algorithm: CDS Size Reduction
Based on rules in [11] , we use the proposed weighted function (Equation (8) Based on Rules 1 and 2, we propose the CDS size reduction algorithm which is described as follows. First, we use Rule 1 to remove some intermediate nodes from the CDS. Each removed node uses common channel to send a new status message to all neighbors. If a node v receives a status message, it updates the list of node v's neighbors. Second, Rule 2 continues to be applied to removing some intermediate nodes from the CDS. Each removed node also uses common channel to send a new status message to all neighbors. If a node v receives a status message, it updates the list of node v's neighbors. Finally, a new CDS, which has already reduced size, is obtained by applying the CDS size reduction algorithm.
Algorithm 2
The flowchart of proposed CDS size reduction algorithm-CDS size reduction.
We demonstrate the basic concept of the proposed CSD based clustering algorithm as shown in Figure 5 
The Proposed Connected Dominating Set Based Clustering Algorithm-CDS Based Clustering
Since the CDS helps mobile nodes stay connected in MANETs, CHs should be selected from this set. The main goal of the proposed CDS based clustering algorithm is to classify nodes into clusters and to be used as underlying infrastructure. These clusters satisfy the following properties-stability, keeping connection between nodes, saving control overheads, reducing delay, saving energy and increasing packet delivery ratio. In this algorithm, mobile nodes use the common channel to exchange information with their neighbors.
Best Let v be a intermediate node and u 1 , . . . , u n be intermediate neighbors of node v. Node u b is the best CH candidate of node v if it satisfies one of the following conditions
for all j = j1, . . . , jk.
Best CH.
Let v be a node and u 1 , . . . , u n be CH neighbors of node v. Node u b is the best CH of node v if it satisfies one of the following conditions
We outline the proposed CDS based clustering algorithm in Algorithm 3 which can be explained as follows:
•
Step 1. We use the Algorithm 1 (CDS selection algorithm) to build a CDS and the Algorithm 2 (CDS size reduction algorithm) is used to remove some intermediate nodes from the CDS. •
Step 2. If a non-intermediate node v does not have any CH in its list of neighbors, node v elects a best CH candidate u to become a CH and sends join cluster packet to CH u.
Step 3. If a non-intermediate node v has at least one CH in its neighbors list, node v uses common channel and sends a join cluster packet to the best CH u.
Step 4. If a node v receives a join cluster packet from node u, it becomes a CH and uses common channel and sends a reply acceptance message to node u. Then, this CH records the sender node in its cluster table. •
Step 5. Each intermediate node v elects/chooses a CH in the same way as non-intermediate nodes.
In Figure 5 , cluster members 1, 2, 3, 6 and 7 elect node 4 as a CH to join in the cluster of CH(4). Because node W(5) = 0.75 > W(4) = 0.6, cluster members 8 and 9 choose node 5 as a CH to join the cluster of CH (5) . Cluster members 12, 13 and 15 choose node 14 as a CH to join in the cluster of CH (14) . Next, GW(10) choose CH (5) to join in the cluster of CH(5) and GW(11) choose CH (14) to join in the cluster of CH (14) . The CDS includes CHs (4, 5 and 14) and GWs (10 and 11) .
After finishing the proposed CDS clustering algorithm, the CDS includes intermediate nodes and CHs. We will call these intermediate nodes gateways.
Algorithm 3
The flowchart of proposed connected dominating set based clustering algorithm-CDS based clustering.
The Proposed Routing Protocol-CRD
In this section, we present in detail the proposed routing protocol as in Figure 6 . We first deploy the CFS algorithm to apply for the gateways and cluster heads. [26] is defined as follows. We assume that each node can know the location of a destination. Consider a straight line SD from a node S to a destination D. The region with transmission radius R = 250 m, centered at the location of the node S, extends up to a angular spread of θ on either side of SD and gives a focus region for node S.
The Proposed Sending Channel Based Focus Region Selection Algorithm-CFS

Focus region. A focus region in Reference
We now propose necessary definitions for the CFS algorithm. If v is a mobile node, θ v (c) can be denoted as the angle of focus region of node v with channel c. The angle θ v (c) can be mathematically expressed as
{ uvD | ( uvD ≤ π/2) and (the receiving channel of node u is c)}. 
where the conditions (b1) and (b2) are presented as follows. (b1): pair (v, c u ) is not affected by PU and (b2): node u is not in PU region. We can see that a best neighbor u of node v is not in PU region and the angle uvD is the smallest angle. Good neighbor. If we cannot find a best neighbor, a node u is called a good neighbor of node v if node u is also calculated by (10) without condition (b2). Thus, a good neighbor u of node v is inside PU region and the angle uvD is the smallest angle.
Based on the angle θ v (c), we propose the CFS algorithm, as shown in Algorithm 4, to determine a focus region with a sending channel of a node v. Algorithm 4 can be explained as follows. First, if there exists a node u which is the best neighbor of node v, node v chooses the sending channel as c u and the angle of focus region as θ v (c u ). On the other hand, if node v has a good neighbor u, node v will choose the sending channel c u and the angle of focus region θ v (c u ) to transmit its packets.
Furthermore, the CFS algorithm can be described in Figure 6 as follows. When CH 1 receives a RREQ packet, it chooses channel 1 as the sending channel because GW 2 is not in the PU region and (GW 2 )(CH 1 )(D) is the smallest angle. Moreover, GW 1 also uses channel 1, thus CH 1 chooses θ = max{ (GW 2 )(CH 1 )(D), (GW 1 )(CH 1 )(D)} as the sending angle. When CH 2 receives a RREQ packet, it chooses θ = (GW 4 )(CH 2 )(D) as a sending angle and channel 2 as a sending channel to forward the RREQ to GW 4 because GW 5 is in the PU region. 
The Proposed Routing Protocol-CRD
Based on Algorithms 1-4, we propose the CRD routing algorithm in Algorithm 5 to find a route from a source to a destination which avoids the affected region of the primary user. For ease of explanation, we remind some definitions of cluster head and gateway as follows: We note that in the routing process, each cluster head or gateway will decide which focus region and sending channel to send a RREQ packet.
Algorithm 5
The flowchart of proposed routing algorithm-CRD.
The proposed CRD protocol can be explained in Figure 6 as follows. Source S generates a RREQ packet. Source S then switches to channel 2 and sends the RREQ packet to CH 1 . By using the Algorithm 4, CH 1 chooses a focus region with a sending channel 1 to forwards the RREQ packet to GW 1 and GW 2 . GW 1 forwards the RREQ to CH 3 without switching channel. Because CH 3 is in the radio range of PU which uses channel 1 as licensed channel, CH 3 can not forward the RREQ to GW 6 on channel 1. GW 2 forwards the RREQ to CH 2 without switching channel. Recalling again Algorithm 4, CH 2 chooses a focus region with a sending channel 2 to forward the RREQ to GW 4 . GW 4 forwards the RREQ packet to CH 4 without switching channel. CH 4 switches to channel 1 and forwards the RREQ packet to destination D. When destination D receives the RREQ packet from CH 4 , it generates a RREP packet. Destination D then switches to channel 2 and sends the RREP to CH 4 . CH 4 continues to forward the RREP packet to GW 4 without switching channel. GW 4 switches to channel 1 and forwards the RREP packet to CH 2 . CH 2 continues to forward the RREP packet to GW 2 without switching channel. GW 2 switches to channel 2 and forwards the RREP packet to CH 1 . CH 1 switches to channel 1 and forwards the RREP packet to source S. When source S receives a RREP packet, it sends data to the destination. Due to the explanation above, we describe the proposed CRD routing algorithm by the following steps.
•
Step 1. Source S generates a RREQ packet ( Figure 4 ) and sends it to its CH on the channel of this CH. •
Step 2. If a CH v receives a RREQ packet from source S or GW node, CH v uses the CFS algorithm to choose a focus region with a sending channel c in order to forward the RREQ packet. If a GW v receives a RREQ packet from a CH or from a GW which is not in the same cluster with GW v, it also chooses a focus region with a sending channel c to forward the RREQ packet by using the CFS algorithm. After forwarding the RREQ packet, node v records the sender channel and next hop into its routing table. •
Step 3. If destination D receives a RREQ packet, it records the sender channel and next hop into its routing table. It generates a RREP packet ( Figure 4 ) and sends it to source S. We note that in steps 2 and 3, if a node v has already a RREQ 1 and it receives a new RREQ 2 , node v considers three following cases Case 1: If the sequence number (seq_num) of RREQ 2 is greater than seq_num of RREQ 1 , node v will drop the RREQ 1 and forward RREQ 2 . Case 2: When the RREQ 2 has the same seq_num as the RREQ 1 . If the broadcast_id of RREQ 2 is greater than broadcast_id of RREQ 1 , node v will drop the RREQ 1 and forward RREQ 2 . Case 3: When the RREQ 2 has the same seq_num and broadcast_id as the RREQ 1 . If the hop_count of RREQ 2 less than the hop_count of the RREQ 1 , node v will drop the RREQ 1 and forward RREQ 2 . Case 4: In contrast to cases 1, 2 and 3, node v drops RREQ 2 .
Step 4. When each node v receives a RREP packet, it uses the routing table to forward this RREP packet to next node and then node v records sender channel and next hop into its routing table. •
Step 5. Finally, if source S receives a RREP packet, it will use the routing table to send data to the destination.
If a path from the source to the destination is found, the clustering protocol will not be necessary anymore in the next session. This helps to reduce significantly control overheads, delay and energy of the system. Besides, the use of the focus region in the CFS algorithm also improves the system performances.
Performance Evaluation
Environments and Measured Parameters
In this subsection, we evaluate the performance of the proposed CRD routing protocol under different max-speeds of mobile nodes (20 km/h, 40 km/h, 60 km/h and 80 km/h). The simulation environments and parameters are listed in Table 2 . The simulation of the proposed CRD routing protocol is implemented in OMNET++ platform. At the beginning, the location of the nodes is deployed randomly in a region of 1000 × 1000 m 2 . The coverage range of PU is 250 m and the transmission range of all cognitive users is 250 m. The random waypoint model is used for the node mobility and the channel switching time is 5 ms [42] . The initial energy of each node is set up randomly from 17,280 Joules (3 V, 1600 mhA) to 28,800 Joules (5 V, 1600 mhA). To balance the effects of functions stability (ST), remaining energy ratio (RE) and speed ratio (SP) in the process of connected dominating set selection and cluster head election, the parameters w 1 , w 2 and w 3 in Equation (8) are chosen so that their value are nearly equal 1/3. To prioritize the stability of the connected dominating set, we choose w 1 = 0.4 which is higher than the other parameters (w 2 = 0.3, w 3 = 0.3). The time of the simulation is 1500 s. The performance metrics of the proposed CRD protocol can be defined as follows The number of switched channels: the average number of times that nodes must switch channel when sending data from a source to a destination for one session.
We also implement the AODV routing protocol [43] in MCR-MANET, called CR-AODV, for comparison purpose. The energy model and multi-channel models used in this paper are also applied for the CR-AODV protocol. The CR-AODV protocol is presented in each session as follows. First, PU sends a notice of its presence to the neighbors. Second, in the same way as the original AODV protocol, a source generates and sends RREQ packets on all available channels which are unoccupied by PU to find a destination. If a CU receives a RREQ packet, it will forward the RREQ packet on all channels. If the destination receives a RREQ, it will generate the RREP to reply to the source in the same way as the AODV protocol does. Finally, if the source receives a RREP, it will use the routing table to send data to the destination. Figure 7 shows the number of cluster heads as a function of node mobility. The number of CHs is often around 10, as shown in Figure 7 , that is, the average number of members in each cluster is 5. The reason is that the weighted function in Equation (8) Figure 8 reveals the reused number of a cluster as a function of node mobility. As can be observed, the reused number of a cluster is decreased from 7.5 to 2.5 when the node's speed is increased. The reason is that the contribution of the weighted function and the CDS in the clustering phase provides stable clusters. In addition, the reused number of a cluster can reflect the stability of clusters in the networks, that is, the greater this number is, the higher the stability of clusters is. As can be seen Figure 8 , when the speed of each node is increased, the stability of clusters is decreased. Figure 9 shows the number of new cluster heads as a function of node mobility. The number of new CHs between two consecutive sessions is increased from 0.5 to 3.5 when the speed is grew. The reason is that the proposed CSD clustering algorithm is effective in supporting the stability of clusters and keeping all members of each cluster unchanged through sessions. Figure 10 indicates the number of switched channels of the CRD protocol as a function of node mobility. Its value is changed from 4.9 to 6.8, as shown in Figure 10 . This result shows that the higher the speed is, the greater the number of switched channels is. It is also implied that the effects of speed on the proposed CRD protocol gives the number of switched channels is reasonable, that is, in both RREQ flooding and RREP replying processes, the average number of channel switching of mobile nodes is from 4.9 times to 6.8 times. Figure 11 illustrates the control overheads as a function of node mobility. The control overheads of CRD protocol (from 0.6 to 3.1) is smaller than that of CR-AODV (from 4.5 to 5.0). The reason is that the CDS based clustering algorithm helps to achieve an effective routing space and thus the clusters can be reused through multiple sessions resulting in the reduction of control overheads in CRD protocol. Moreover, the CFS algorithm with appropriate focus region and suitable sending channel help to establish a good route to decrease the control overheads in CRD protocol. On the other hand, CR-AODV protocol uses AODV routing as underlying technology without clustering and focus region and it sends packets in all channels leading to the severe control overheads. Figure 12 presents the delay as a function of node mobility. The delays of CRD and CR-AODV protocols increase slightly from 0.72 to 0.74 and from 0.76 to 0.78, respectively. This result shows that the delay of CRD protocol is better than that of CR-AODV protocol. The reason is that the proposed CRD protocol with efficient routing space and appropriate focus region mitigates the end-to-end delay during clustering and routing processes. Particularly, CRD protocol first initializes the clustering process to obtain a routing space. Thus, the routing space size of CRD protocol is smaller than the routing space size of CR-AODV. Moreover, with a stable routing space, CDR protocol does not need re-clustering in every sessions while CR-AODV spends more time in each session to exchange information packets. Figure 13 indicates the packet delivery ratio (PDR) as a function of node mobility. The PDR of CRD and CR-AODV protocols are decreased from 0.95 to 0.78 and from 0.85 to 0.65, respectively. As can be observed, the packet delivery ratio of the CRD protocol is showed better than that of the CR-AODV protocol at all speeds. The reason is that CRD protocol provides a stable routing space for routing process and the established route from source to destination is preferred to avoid the affected region of primary user. In CR-AODV, because the arbitrary node can participate in the route from source to destination, the established route cannot avoid the affected region of the primary user. According to these reasons, the PDR of CRD protocol is higher than that of CR-AODV protocol. Thus, the PDR of the CRD protocol is significantly improved. Figure 13 . Packet delivery ratio versus node mobility. Figure 14 shows the energy consumption as a function of node mobility. As can be observed, the energy consumption of the CRD protocol is smaller than that of the CR-AODV protocol. In particular, the energy consumption of the CRD protocol is increased from 70 to 120 Joules and the energy consumption of the CR-AODV protocol is increased from 135 to 145 Joules when the speed is increased from 20 km/h to 80 km/h. The reason is that the control overheads and delay of the CRD protocol are smaller than that of CR-AODV protocol resulting in the reduction of energy consumption in CRD protocol. 
Evaluation Results
Conclusions
In this paper, we proposed an efficient connected dominating set clustering based routing protocol with dynamic channel selection in multi-channel cognitive mobile ad hoc networks. First, we proposed underlying techniques that can support CRD efficiency, such as CDS selection algorithm, CDS size reduction algorithm and CDS based clustering algorithm. Particularly, the CDS selection algorithm helped to establish a set of intermediate nodes (CDS), which was later used as a route searching space for routing. The CDS size reduction algorithm used the weighted function and some rules to reduce the size of CDS, making cluster head election more efficient. Because the weighted function was a combination of stability function, remaining energy ratio of node and speed of node in the connected network, the proposed CDS based clustering used the CDS and weighted function to elect cluster heads to provide high stable clusters. Second, the proposed sending channel-based focus region selection supported intermediate nodes to select dynamically a channel for finding a route which avoided the affected region of a primary user. The sending channel-based focus region selection algorithm also supported the CRD protocol in order to reduce the delay and increase the ability to find the route from a source to a destination. From the evaluation results, the system performances of proposed CRD protocol outperformed the CR-AODV in terms of control overheads, PDR, delay and energy consumption. Moreover, the CRD protocol can apply for VANET , Internet of Things (IoT) and 5G. In this paper, we only consider one primary user and a random waypoint mobility model. We did not consider issues of limiting bandwidth and physical security in MANETs. In future works, we will extend the CRD protocol in multicast multi-channel cognitive MANETs, which is a complex and challenging issue. This motivates us to apply machine learning techniques to achieve its solution.
