Population stratification remains an important issue in case-control studies of disease-marker association, even within populations considered to be genetically homogeneous. Campbell et al. (Nature Genetics 2005;37:868-872) illustrated this by showing that stratification induced a spurious association between the lactase gene (LCT) and tall/short status in a European American sample. Furthermore, existing approaches for controlling stratification by use of substructure-informative loci (e.g., genomic control, structured association, and principal components) could not resolve this confounding. To address this problem, we propose a simple two-step procedure. In the first step, we model the odds of disease, given data on substructure-informative loci (excluding the test locus). For each participant, we use this model to calculate a stratification score, which is that participant's estimated odds of disease calculated using his or her substructure-informative-loci data in the disease-odds model. In the second step, we assign subjects to strata defined by stratification score and then test for association between the disease and the test locus within these strata. The resulting association test is valid even in the presence of population stratification. Our approach is computationally simple and less model dependent than are existing approaches for controlling stratification. To illustrate these properties, we apply our approach to the data from Campbell et al. and find no association between the LCT locus and tall/short status. Using simulated data, we show that our approach yields a more appropriate correction for stratification than does principal components or genomic control.
Case-control studies of disease-marker association are susceptible to the confounding effects of population stratification, which originate from the coupling of allele-frequency heterogeneity to disease-risk heterogeneity within a population. To avoid stratification, studies often use data from individuals from a single race or ethnicity group (or, at the very least, they analyze data stratified on the basis of participants' race or ethnicity) in the hope of achieving a genetically homogeneous population. Recent results 1 disputed this perception by demonstrating the existence of stratification in a case-control sample of Americans of European origin who were selected for extreme values of height; in these data, both tall/short status and allele frequencies at a SNP located within the lactase gene (LCT [MIM 603202]) (involved in lactase persistence) varied considerably from northwestern to southeastern Europe. A naive association analysis between this LCT SNP and height resulted in a strongly significant finding (P p ). In efforts to determine whether this result was Ϫ7 3.6 # 10 spurious, the association analyses were repeated by conditioning on grandparental ancestry, and a much weaker signal was observed ( ). 1 Furthermore, additional P p .0074 association analyses in a case-control study from Poland ( ) and a case-parent trio study from Scandinavia P p .92 ( ) failed to confirm the initial significant associa-P p .93 tion. These results led to the conclusion that the initial association result between the LCT SNP and height within the European American sample was largely or completely due to population stratification. 1 Although the demonstration of stratification in subjects of European American ancestry is of concern, conventional wisdom suggests that such stratification can be corrected by applying appropriate statistical methods that use panels of genetic markers that provide information on population structure. However, neither genomic control 2, 3 nor structured association [4] [5] [6] could properly correct for the confounding effects of stratification with the use of a collection of 111 missense and noncoding SNPs and 67 ancestry-informative SNPs. 1 More recently, an approach based on principal components 7-10 also failed to resolve this stratification. 10 These results suggest that improved statistical methods for correcting population stratification in genetic association studies of complex disease are needed.
We describe here a novel statistical approach for controlling population stratification in case-control studies of disease. Our approach consists of two steps. In the first step, we model the odds of disease, given data on substructure-informative loci (excluding the test locus). For each participant, we use this model to calculate a strati-fication score, which is that participant's estimated odds of disease calculated using his or her substructure-informative-loci data in the disease-odds model. In the second step, we assign subjects to strata defined by stratification score and then test for association between the disease and the test locus within these strata. The resulting association test is valid even in the presence of population stratification. Our stratification-score approach circumvents many of the modeling assumptions and analytical limitations inherent in existing procedures, such as genomic control, structured association, and principal components. Using the height data described above, as well as simulated data, we show that subclassification based on the stratification score provides an appropriate and powerful correction for confounding due to population stratification in situations where other approaches fail.
Material and Methods

Subclassification Based on the Stratification Score
Assume a retrospective study design that collects marker data from unrelated case and control subjects. For a given subject, let D denote a disease indicator ( ; ). Let G denote 1 p case 0 p control the genotype at a SNP of interest. Let Z denote a vector of genotype data for a set of substructure-informative loci. Finally, let
denote the odds of disease for a given set of variables V.
We assume that we can account for population stratification by an unmeasured (possibly vector-valued) variable U. We assume that U is not an effect modifier, so, if U were observed, we would have , where and are known
G,U functions (up to parameters to be estimated). As a result, stratification on values of yields the true association between D g(U) and G. Because U is unmeasured, we instead use the substructureinformative loci Z as a surrogate for this stratification variable (note that Z can also be generalized to include additional environmental covariates that provide information on U). We assume that Z provides enough information on substructure that G provides no additional information on U in the presence of Z within controls-that is,
. In this situa-
tion, we write 11 the odds of disease given G and as Z
G,Z U
As a result, stratification on the unknown function yields w(Z) the true association between D and G. 12 The null hypothesis of no association between G and D implies that , and hence . Thus, under the null
to stratifying on . This result implies that, when the null w(Z) hypothesis is true, stratification on appropriately estimates the v Z true (null) association between D and G. We conclude that a test of in strata with constant values of the score is
valid in the presence of population stratification. A more detailed demonstration of the above result can be found in appendix A. These results motivate the application of our two-step procedure for controlling population stratification in case-control studies. In the first step, we compute by applying a user-defined v Z model that can range from the simple (e.g., logistic regression) to the complex (e.g., machine-learning algorithms). For all calculations in this article, we compute by first using generalized v Z partial least squares 13 (PLS) to identify new variables that are linear combinations of marker genotypes and then using these new variables in a logistic-regression model for disease. Like principal components, PLS finds orthogonal linear combinations of the marker genotypes that explain variability in the data. However, unlike principal components, PLS attempts to simultaneously explain variability in both the marker data and the trait data; hence, the linear combinations found by PLS are always correlated with the trait. Generalized PLS extends the PLS model, which was originally formulated for quantitative data, to categorical outcomes. We chose the number of PLS variables by selecting the model that minimized the Bayesian information criterion (BIC). 14 In the second step of our two-step approach, we use the quartiles of the stratification scores based on to assign each subject v Z to one of five strata (of approximately equal size), and then we test for association between G and D in the stratified data (e.g., using stratified logistic regression). Use of five strata is motivated by studies that show that this choice accounts for at least 90% of bias when a continuous variable is categorized, for a variety of distributions. [15] [16] [17] Application to Height Data from Campbell et al.
Using data from Campbell et al., 1 we compared our stratificationscore approach to genomic control, structured association, principal components, and a naive approach that ignores stratification. We used data from 192 tall and 176 short participants who were genotyped at a SNP of interest (rs4988235) in the LCT gene, as well as at a panel of substructure-informative loci consisting of 111 missense or noncoding SNPs and 67 ancestry-informative markers (AIMs).
We first conducted a naive Armitage trend test between the LCT SNP and height. Using the substructure-informative loci, we then attempted to resolve the stratification in the sample, using genomic control and principal components. For genomic control, we estimated the inflation factor by dividing the median of thê l Armitage trend tests for the substructure-informative loci by the median of the distribution 2 and then by taking 18 2x l p 1 . We used this estimate to scale down the naive Armitagê max (1,l) trend test of the LCT SNP. For principal components, we used the eigenvectors of the variance-covariance matrix of the substructure-informative loci as covariates in a linear-regression model that examines the relationship between height and the LCT SNP. As recently recommended, 10 we included 10 covariates corresponding to the first 10 principal components of the variancecovariance matrix in the model. We used the likelihood-ratio statistic to test the coefficient of genotype at the test locus (coded as an additive model); significance was assessed by comparing the test statistic to the appropriate quantile of the distribution with 2 x 1 df. Results for these data calculated by use of STRUCTURE have been reported elsewhere. 1 Finally, we calculated the stratification score for each participant, using generalized PLS variables in logistic regression, as described above. We then divided the data into five strata that have equal numbers of observations in each stratum, on the basis of the quartiles of the stratification scores. Using these strata, we tested for association between height and the LCT SNP, using stratified logistic regression. 
Simulation Design
We conducted additional simulations to compare our proposed approach for correcting stratification to genomic control and principal components. We simulated data sets with 500 cases and 500 controls that were sampled retrospectively from a population consisting of three equally frequent latent subpopulations. We assumed that control participants have the same allelefrequency distribution as the overall population (a rare-disease approximation). Case participants were sampled in different proportions from the three subpopulations. To induce severe stratification, we sampled cases in the proportions 0.45, 0.33, and 0.22 from subpopulations 1, 2, and 3, respectively. To induce more moderate stratification, we sampled cases in the proportions 0.40, 0.33, and 0.27. In addition, we also considered a situation of no confounding by sampling cases in the same proportions (0.33, 0.33, and 0.33) as the controls. We implemented this last sampling scheme to assess the performance of our stratificationscore approach in situations where it is not actually required for valid analysis, since there is no difference in baseline disease risk (a requirement for confounding to occur) when cases and controls are sampled in the same proportion. Further, the substructureinformative loci are unrelated to disease risk, resulting in a stratification based entirely on noise.
All simulations assumed Hardy-Weinberg equilibrium (HWE) within each subpopulation and thus among controls in each subpopulation. We assumed a multiplicative model of allele effect for the tested locus, such that the case samples in each subpopulation were also in HWE with risk-allele frequency in subpopulation j given by , where b is the log-odds of
disease per copy of the risk allele. We considered simulations under both a null model ( ) and an alternative model b p 0 ( ). We assumed that the value of b was constant across b p ln (1.4) strata.
We generated panels of 100 substructure-informative markers under two different scenarios. 
Results
Analysis of Height Data
Ignoring stratification, we found a significant association between the LCT SNP and height, using a naive Armitage trend test (
). This P value differs from that re-P p .0038 ported elsewhere 1 ( ), because the latter re-Ϫ7 P p 3.6 # 10 sult is from the analysis of a much larger sample (1,057 short and 1,132 tall subjects, also including participants who were not genotyped at the AIMs) that further assumed HWE in both case and control participants. 20 We found that neither genomic control 2,3 nor principal components [7] [8] [9] [10] resolved the confounding in the sample. For genomic control, the scaled-down Armitage trend test was still significant (e.g., ), regardless of whether P p .0038 we used the 111 missense and noncoding SNPs alone, the 67 ancestry-informative SNPs alone, or all 178 loci together, because, in each case, the median trend test for marker SNPs was less than the median of the distri-2 x 1 bution. For principal components, we duplicated results published elsewhere 10 -that the first 10 principal components of the variance-covariance matrix for the substructure-informative loci failed to resolve the confounding between height and the LCT SNP ( ). Campbell P p .003 et al. 1 reported that the structured-association package STRUCTURE 6 found only one population in the height data by use of the entire panel of 178 substructure-informative loci. Hence, the association test based on structured association is the naive (unstratified) test, which is significant ( ). P p .0038 Unlike genomic control, structured association, and principal components, our stratification score approach resolved the confounding in the height data from Campbell et al. 1 We calculated the stratification score for each subject, using the first six PLS components (based on minimization of the BIC). We then ranked the stratification scores of all subjects and used the ranking to divide the subjects into five strata of approximately equal size. Using stratified logistic regression, we found no association between the LCT SNP and tall/short status ( ). Table P p .44 1 shows the genotype counts of tall or short subjects within each stratum formed using the stratification score, as well as the accompanying trend test result. Results show little association between genotype and disease within each stratum.
To ensure that our null finding was not because of insufficient power resulting from the pattern of tall/short subjects within each stratum, we conducted additional simulations of stratified data with the same row marginal totals as in table 1. Short participants were assumed to be in HWE and to have T allele frequency , the p p 39/70 observed frequency of the T allele among short participants. Tall participants were assumed to be in HWE and have T allele frequency ; in this expression,
e p/(e p ϩ 1 Ϫ p) b is the log relative risk of being tall per copy of the T allele. We found that this pattern allows an 85% power to detect a two-fold increase in risk per allele in a multiplicative model, which suggests that our null finding is not because of low power. x 1 based on genomic control. Table 2 shows that, as anticipated, naive association tests that ignore stratification have inflated type I error (∼0.12-0.20 when the nominal significance is , a p 0.05 depending on the MAF of the test locus), whereas association tests stratified by known subpopulation have appropriate type I error. We found that both our proposed stratification-score procedure and principal components yielded appropriate type I error regardless of the control MAF and the nature of the substructure-informative loci used (AIMs with large values or random markers with F ST the same as the locus of interest). On the other F p 0.03 hand, we observed that genomic control can overcorrect for stratification, particularly when AIMs are used. This result is anticipated, because genomic control implicitly assumes that the value (or l) of the substructure-F ST informative loci is the same as the value (or l) of the F ST tested locus. The use of AIMs would lead to an estimate of l that is much larger than the inherent l of the tested SNP (unless the SNP is an AIM itself), thereby leading to an overcorrection in the test of genomic control. We observed similar trends for more moderate levels of stratification as well (table 3) . Table 4 shows simulation results under substantial stratification when the test locus is under stronger selective pressure (
Simulations Results: Type I Error
ST
) and, hence, shows larger variation F p 0.15 ST across subpopulations than do the substructure-informative loci ( ). We investigated this simulation de-F p 0.03 ST sign in part because it mimics the height data from Campbell et al. 1 In this situation, both principal components and genomic control failed to preserve the nominal size, with principal components yielding empirical type I error rates between 0.076 and 0.091 at (depending on a p 0.05 MAF) and genomic control yielding empirical type I error rates up to seven times the nominal rate. In contrast, our stratification-score approach had appropriate type I error in these situations. We also observed similar trends under more modest levels of stratification (table 5) . These results suggest that our two-step approach provides a more appropriate correction for population stratification when the test locus demonstrates more variation across subpopulations than do the substructure-informative loci. Such a scenario can easily arise in the study of candidate genes or other regions that are under strong selective pressure.
Finally, table 6 shows simulations results when no confounding actually exists in the sample. Across all models considered, we found that our stratification-score approach and principal components both had appropriate type I error rates that were similar to that of the naive (yet valid) association test. Genomic control, on the other hand, appeared to yield conservative inference across these simulations, with empirical type I error rates ranging between 0.022 and 0.036 at nominal . a p 0.05 7 demonstrates that our proposed stratification-score procedure and principal components had comparable power and both procedures consistently had improved power relative to genomic control for detecting the disease-marker association. For random markers, table 7 shows that all three methods have comparable power. We also observed similar trends for more moderate levels of stratification (table 8) .
Simulations Results: Power
We also conducted power calculations under substantial stratification when the test locus showed more variation NOTE.-Empirical power results at nominal for 500 cases and 500 controls under the a p 0.05 assumption of a test-locus of 0.03. The simulation design is described in the "Material and F ST Methods" section. Stratification score, principal components, and genomic control tests use 100 substructure-informative loci to correct for population stratification. ). We found that our pro-F p 0.03 ST posed approach maintained good power in these situations, with results quite similar to those shown in table 7 for random markers. We did not make power comparisons with principal components and genomic control because of their inappropriate size in this situation.
Finally, table 9 shows power results under no confounding in the sample. In this situation, we find that both our stratification-score approach and principal components have power similar to that of the (valid) naive test and the known-subpopulation test, regardless of the MAF of the test locus and the nature of the substructure-informative loci. Genomic control had power similar to that of these approaches when the substructure-informative loci were random markers but had less power when the substructure-informative loci were AIMs. These simulations demonstrate that the use of our stratification-score approach appears to have negligible effect on power when there is no confounding within the sample.
Discussion
We have proposed a powerful new approach for controlling population stratification in case-control studies of disease: subclassification based on the stratification score. We showed that our proposed approach corrected for population stratification in a case-control data set of extreme height, 1 using a panel of 101 AIMs and 67 missense or noncoding SNPs. This is in contrast to the methods of genomic control, structured association, and principal components, all of which failed to control for stratification in these data. This example, together with our simulation results, shows that our procedure provides an improved correction for population stratification, compared with existing approaches. Our approach can be easily implemented using existing software, such as SAS or R. We have provided samples of such code for implementing our approach on our Web site (Epstein software).
Our approach is based on a flexible modeling framework that requires fewer assumptions than do existing methods used for valid inference in the presence of stratification. Unlike principal components, our approach properly controls for stratification when the test locus exhibits more variation among subpopulations than do the substructureinformative loci used to correct the confounding, as for the LCT locus in the height data. Unlike genomic control 2,3 and similar methods, 21 our approach is applicable to situations in which the tested locus and the substructure-informative loci have different values. Fur-F ST thermore, our approach can accommodate multiallelic test and substructure-informative loci and can be further extended to adjust for population stratification in multilocus genotype or haplotype association analysis. Unlike structured-association methods, 5, 6, 22, 23 our approach does not require that we assume a population composed of discrete subpopulations. This is important because the concept of discrete subpopulations in a population-based study is probably an oversimplification, since the population itself likely consists of a continuous mixture of ancestral subgroups. Finally, unlike structured-association approaches that are typically computationally intensive, our approach is computationally simple to implement.
In this article, we have advocated subclassification of data into five strata based on the stratification score. We stress that this choice does not correspond to a belief that there are five subpopulations, but instead is based on studies that show that this choice removes 90% of bias when a continuous variable is categorized. 15 This strategy is also analogous to that used in observational studies that subclassify data into five propensity-score-based strata. 16, 17 If this seems arbitrary, one could treat the stratification score as a continuous covariate in a logistic-regression model when testing for association between D and G. This choice avoids the arbitrary selection of five strata but requires that the stratification score be correctly estimated; subclassification requires only that the ordering of stratification scores be correct. However, use of the stratification score as a quantitative variable is especially appealing for small studies, where subclassification into five strata may result in many empty cells. 1 is ∼0.15. For proper inference, both genomic control and structured association require "null" substructure-informative loci that are not associated with disease. For genomic con-trol, the inclusion of a null marker that is truly associated with disease within the method will overestimate the inflation factor and will lead to an overcorrection of the test statistic. For structured association, inclusion of null markers truly associated with disease will distort the HWE among case and control populations. Since structuredassociation methods allocate subpopulation status on the basis of minimizing the deviation of HWE, this inclusion can result in inappropriate subpopulation assignment. On the other hand, our proposed approach, as well as principal components, can handle substructure-informative loci that are truly associated with disease (with the assumption that they do not interact with the test locus of interest). This is appealing since, with an increasing number of substructure-informative loci used for correcting of stratification, there is an increase in the probability of a substructure-informative locus being truly associated with disease.
Bayesian or stepwise logistic regression has been proposed to assess association between disease and a test locus, with adjustment for the confounding effects of population stratification by use of substructure-informative loci. 18 We feel that our proposed approach is preferred over these logistic-regression procedures. Unlike our approach, stepwise logistic-regression procedures often fail to preserve a nominal type I error rate for testing association. Of course, stepwise logistic regression could be recalibrated to give the proper size, but this would require extensive permutation analysis to select an appropriate cutoff value to use when significance is assessed. Bayesian logistic regression is computationally intensive, and, furthermore, it failed to properly correct for population stratification under extreme sampling of cases from a particular subpopulation. 18 We found that our proposed approach properly corrected for stratification in such a situation (data not shown). Thus, given the nontrivial computational effort required for these logistic-regression procedures, our approach will be far more efficient computationally than either the stepwise or Bayesian logistic-regression proposals of Setakis et al. 18 Our stratification-score approach for controlling stratification has a parallel in the propensity-score approach for controlling confounding in prospective studies. 16, 17 Stratification on the propensity score, which is defined as the probability of exposure given potential confounders, removes confounding from the relationship between disease and a binary exposure. It is noteworthy that stratification on the estimated propensity score does not affect the size of the second-step test statistic. [26] [27] [28] We observed a similar phenomenon in our approach. This is important, as it allows great flexibility in the choice of the first-step model for the disease odds conditional on the substructureinformative loci. We can choose first-step models that range from the traditional (e.g., logistic regression) to the complex (e.g., high-dimensional procedures, such as generalized PLS or support-vector machines 29 ). In particular, we can apply first-step models, like PLS, that do not provide standard inference (e.g., they fail to produce P values without extensive permutation testing) and yet can still use the second-step model to calculate an appropriate P value for testing association between the test locus and disease. This is appealing because we can then apply our procedure to data sets consisting of large numbers of correlated substructure-informative loci (with varying allele number, allele frequency, and values), such as those F ST available in whole-genome association studies.
Our approach is also related to the confounder score: the odds of disease given covariates among persons with the same exposure level. Poststratification on the confounder score removes the effects of confounding within case-control studies. 12 In the genetic context, implementation of the confounder score consists of stratifying on the disease odds given the substructure-informative loci among subjects with the same genotype at the tested locus of interest. The confounder-score approach leads to an unbiased estimator of the true association between disease and genotype but can lead to inflated type I error 30 due to colinearity between the test locus and the substructureinformative loci in the presence of population stratification. Our proposed approach avoids this colinearity issue by stratifying on the disease odds among all subjects, regardless of the test-locus genotype. Using simulated data, we showed that our proposed approach has appropriate type I error in the presence of population stratification.
Our stratification-score approach can be extended to more general settings in genetic association studies. For example, within the first step of our procedure, we model and calculate the odds of disease conditional on substructure-informative loci. However, we can also incorporate additional (environmental) covariates that provide information on population substructure within this model, assuming that such covariates do not interact with the testlocus genotype. Also, in the second step of our two-step procedure, we can accommodate multilocus genotype or haplotype data. We will explore these extensions, as well as methods for detecting gene-gene and gene-environment interaction effects, in a subsequent paper.
