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SOLUTIONS GLOBALES RE´GULIE`RES POUR QUELQUES
E´QUATIONS LINEAIRES D’E´VOLUTION DU TYPE
PSEUDO-DIFFE´RENTIEL SINGULIER
D. Gourdin, H. Kamoun, O. Ben Khalifa
Communicated by T. Gramchev
Abstract. We give here examples of equations of type (1) ∂2
tt
y−p(t, Dx)y =
0, where p is a singular pseudo-differential operator with regular global so-
lutions when the Cauchy data are regular, t ∈ R, x ∈ R5.
1. Introduction. a) Dans cet article, nous re´solvons l’e´quation line´aire
(1.1) Ly = 0
ou` L est un ope´rateur du type pseudo diffe´rentiel singulier
(1.2) L = ∂2tt − p(t,∇x)
ou` ∇x = (∂1, . . . , ∂n) = gradx, x = (x1, . . . , xn) ∈ R
n et D = (∂t, ∂1, . . . , ∂n) =
gradt,x, t ∈ R, x ∈ R
n,
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avec
(1.3) p(t,∇x)y =
1
(2pi)
n
2
v.p
∫
eixξ p(t, ξ)yˆ(t, ξ) dξ,
et p(t, ξ) prolongeable en une fonction me´romorphe p(t, ζ) (ζ ∈ Cn).
Nous traitons comple`tement le cas ou` n = 5 .
b) La re´solution classique du proble`me de Cauchy par superposition
d’ondes planes pour
(1.4)
{
y = 0
y(t = 0) = 0, y′t(t = 0) = g
permet d’obtenir des proprie´te´s de de´croissance lorsque t → +∞ de Dy dans
les normes Lp − Lq, obtenues graˆce aux repre´sentations inte´grales particulie`res
de y (n ≥ 3) :
(1.5) y(t, x) =
1
(n− 2)!
∂n−2
∂tn−2
∫ t
0
(t2 − r2)
n−3
2 rQ(r, x) dr,
avec
(1.6) Q(r, x) =
1
wn
∫
Sn−1(0,1)
g(x + rz) dz.
(1.5) et (1.6) se simplifient lorsque n = 3 .
(1.7)

y(t, x) =
∂
∂t
∫ t
0
r Q(x, r) dr = tQ(t, x)
y(t, x) =
t
wn
∫
Sn−1(0,1)
g(x + tz) dz.
Notre proble`me (1.2) (1.3) trouve un exemple d’ope´rateur L en exhibant pn(t,∇x)
de telle fac¸on que la solution y du proble`me de Cauchy associe´e a` (1.3).
(1.8)
{
∂2tty − pn(t,∇x)y = 0
y(t = 0) = 0 , y′t(t = 0) = g
soit la fonction :
(1.9) y(t, x) =
t
wn
∫
Sn−1(0,1)
g(x + tz) dz,
quelque soit n ∈ N∗, wn e´tant l’aire de la sphe`re S
n−1(0, 1).
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c) L’e´quation d’Euler-Poisson-Darboux ([11]) compare´e a` notre e´quation.
Nos ope´rateurs line´aires ne sont pas hyperboliques mais peuvent eˆtre compare´s a`
l’ope´rateur de l’ope´rateur d’Euler-Poisson-Darboux suivante :
∂2I(x, t)
∂t2
+
n− 1
t
∂
∂t
I(x, t) = 4xI(x, t)
Elle a pour proprie´te´ d’avoir pour solution la moyenne sphe´rique de toute fonc-
tion f : Rn → R de classe C2 sur Rn de´finie par l’expression
(1.10) I(x, t) =
1
wn
∫
Sn−1(0,1)
f(x + tξ) dξ
pour tout t ≥ 0, ou meˆme de toute fonction f : D ⊂ Rn → R, D e´tant un ouvert
connexe de Rn pour tout x de D ayant une distance a` la frontie`re de D supe´rieure
strictement a` t.
Signalons que J. Leray et S. Delache ([9]) ont e´tudie´ la solution fondamentale de
cette e´quation et d’une e´quation ge´ne´ralise´e mettant en e´vidence des proprie´te´s
de lacune de la the´orie de G˚arding. (cf aussi [12]) .
Dans ce travail au lieu de I(x, t), nous conside´rons
I ′(x, t) = tI(x, t) =
t
wn
∫
Sn−1(0,1)
f(x + tξ) dξ(1.11)
et nous cherchons une e´quation de la forme :
∂2
∂t2
I ′ −N(t,Dx).I
′ = 4xI
′(1.12)
dont la solution est I ′ satisfaisant les donnee´s de Cauchy
I ′(x, 0) = 0,
∂
∂t
I ′(x, 0) = f(x).
Pour calculer N pre´cise´ment, nous nous limitons au cas n = 5 et nous utilisons
des fonctions σ(t, ξ) attache´s a` des ope´rateurs singuliers et me´romorphes en ξ .
Nous utilisons des valeurs principales d’inte´grales pour exprimer ensuite l’ope´ra-
teur N sous forme Nu = T (Qu) ou` T est un ope´rateur line´aire “convolution avec
une fonction χ” et Q un ope´rateur pseudo-diffe´rentiel .
Signalons que nos ope´rateurs satisfont a` la proprie´te´ de Huygens conside´re´ par
P.Gu¨nther ([10]) dans sa classification.
2. Enonce´s des re´sultats.
The´ore`m 2.1. Les ope´rateurs p(t,Dx) tels que le proble`me de Cauchy :{
Ly = ∂2tty − p(t,Dx) y = 0
y(t = 0) = 0, yt(t = 0) = g
(2.1)
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admette une solution de la forme :
(2.2) y =
t
wn
∫
C
g(x + tz) dz,
ou` C est une hypersurface re´gulie`re compacte ferme´e de Rn parame´trable en co-
ordonne´es polaires sur Rn, sont de´termine´s par l’expression inte´grale avec valeur
principale :
p(t,Dx)y =
1
(2pi)
n
2
∫
Uξ
eixξp(t, ξ) ŷ(t, ξ) dξ
( modulo un espace vectoriel d’ope´rateurs de convolution q du type qy = y ∗x h , h
e´tant une fonction analytique transforme´e de Fourier inverse d’une distribution
a` support compact )
ou`
p(t, ξ) =
∫
C e
it(z.ξ) (2i(z.ξ) − t(z.ξ)2) dz
t
∫
C e
it(z.ξ) dz
a un prolongement me´romorphe p(t, ζ) sur Cnζ et Uξ est l’ouvert comple´men-
taire dans Rnξ de
F =
{
ξ ∈ Rn;
∫
C
eit(z.ξ) dz = 0
}
.
Proposition 2.1. Lorsque C = Sn−1, p(t, ξ) peut s’e´crire :
p(t, ξ) = −|ξ|2 +
∫ pi
2
0 cos[t|ξ| sin θ1] cos
n θ1 dθ1∫ pi
2
0 cos[t|ξ| sin θ1] cos
n−2 θ1dθ1
|ξ|2
−
2
t
∫ pi
2
0 sin[t|ξ| sin θ1] sin θ1 cos
n−2 θ1dθ1∫ pi
2
0 cos[t|ξ| sin θ1] cos
n−2 θ1dθ1
|ξ|.
De plus
lim
t→0
p(t, ξ) = −
3
n
|ξ|2
lim
t→+∞
p(t, ξ) = − |ξ|2
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Proposition 2.2. Lorsque C = Sn−1 , on a :
• pour n = 1 (C = {−1, 1}), p(t, ξ) = − | ξ |2 +2
t | ξ | sin t | ξ |
t2 cos t | ξ |
,
• pour n = 3 p(t, ξ) = − | ξ |2,
• pour n = 5 p(t, ξ) = − | ξ |2 +
6
t2
+ 2
| ξ |
t
t | ξ | sin t | ξ |
t | ξ | cos t | ξ | − sin t | ξ |
.
Remarque 1. La solution ge´ne´rale pour n = 5 est :
p(t,Dx) +
∑
k∈Ifini⊂N
ck
[
−2λkt (
λk
t ‖x‖ cos
λk
t ‖x‖ − sin
λk
t ‖x‖)
(2pi)
1
2 ‖x‖3
]
∗
ou` p(t, ξ) est donne´ par la proposition 2.2 et le the´ore`me 2.1, ck e´tant des
constantes arbitraires.
Remarque 2. 1) On peut calculer les valeurs de p(t, ξ) pour tout n im-
pair par re´currence sur n a` l’aide des fonctions e´le´mentaires , comme cela a e´te´
donne´ par la proposition 2.2 pour n = 1, 3, 5.
2) Lorsque n est pair, on ne peut pas calculer p(t, ξ) a` l’aide des fonctions
e´le´mentaires .
3) Cependant par la me´thode de descente, pour les meˆmes valeurs de
p(t, ξ), que celles calculables a` partir de la proposition 2.1 par les fonctions
e´le´mentaires dans le cas impair n = 2m + 1 on obtient, lorsque n = 2m, la
re´solution du proble`me de Cauchy :{
Ly = ∂2tty − p(t,Dx) y = 0
y(t = 0) = 0, yt(t = 0) = g, g ∈ S(R
n)
avec p(t,Dx)y exprime´e par des valeurs principales d’inte´grales, sous la forme
(2.3) y =
t
wn
∫
Bn−1={z∈Rn,|z|≤1}
g(x + tz)√
1− |z|2
dz.
4) En particulier lorsque n = 5, on pre´cisera par la suite l’expression
de p(t,Dx)u sous la forme p(t,Dx)u = T (Qu) ou` Q est pseudo-diffe´rentiel en
x d’ordre 8 et T est un ope´rateur line´aire de convolution par une fonction χ ∈
∩s>5L
s(R5) de S(R5) dans S(R5) graˆce a` un calcul de re´sidus dans le domaine
complexe.
Proposition 2.3. Lorsque n = 5, l’ope´rateur L de´fini pour tout t > 0
et u ∈ C2(R+,S(R5)) ( ∧ e´tant l’ope´rateur pseudo-diffe´rentiel de symbole |ξ|)
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par l’expression :
Lu = u−Nu = u− (
6
t2
u−Mu)
= u−
6
t2
u− 2
∧
t
(2pi)−
5
2 v.p
∫
R5
eix.ξt|ξ| sin t|ξ|
t|ξ| cos t|ξ| − sin t|ξ|
û(ξ) dξ
= u−
6
t2
u− 2
∧
t
(2pi)−
5
2 lim
→0
∫
{ ∪+∞
k=1]λk−,λk+[
eix.ξt|ξ| sin t|ξ|
t|ξ| cos t|ξ| − sin t|ξ|
û(ξ)dξ
ou` {λk}k∈N∗ est l’ensemble de´nombrable des ze´ros positifs de λ cos λ − sinλ ,
existe, peut s’e´crire sous la forme :
Lu = u−
(
6
t2
u + (2pi)−5
∫
S4w(0,1)
dω ×
∫ +∞
0
{log |tρ cos tρ− sin tρ|}
d
dρ
[
2ρ5
t2p(ρ)
∫
R5y
ei‖x−y‖ρ sin θ1 p(|Dy|) u(t, y) dy
]
dρ
)
(ou` intervient une inte´grale absolument convergente au voisinage des ze´ros ρk =
λk
t
de tρ cos tρ− sin tρ, k = 1, · · · , +∞ en ρ et au voisinage de l’infini en ρ )
avec ω = (cos θ1 cos θ2 cos θ3 cos θ4, cos θ1 cos θ2 cos θ3 sin θ4, cos θ1 cos θ2 sin θ3,
cos θ1 sin θ2, sin θ1), (θ1, θ2, θ3) ∈
[
−pi
2
,
pi
2
]3
, θ4 ∈ [0, 2pi] et p = p(ρ) est un po-
lynoˆme re´el fixe´, quelconque de degre´ 8 en ρ ayant ses ze´ros dans CC[0,+∞[, et
ve´rifie :
L
(
t
wn
∫
S4
g(x + tz) dz
)
= 0 (n = 5) pour tout g ∈ S(R5).
Ainsi L est donc inde´pendant du polynoˆme p ayant les proprie´te´s
e´nonce´es pre´ce´dement .
En particulier en prenant
p(ρ) = ρ2 (1 + ρ2) (4 + ρ2) (9 + ρ2).
On obtient la proposition suivante.
Proposition 2.4. N est un ope´rateur line´aire, continu sur
C2([0,+∞[,S(R5)) dans C2([0,+∞[,S(R5)) qui peut s’e´crire :
N = T [ −∆x (1−∆x) (4−∆x) (9−∆x) u ]
ou` T est l’ope´rateur line´aire continu :
T : S(R5) −→ ∩r>5W
∞,s(R5) ⊂ B∞(R5)
ϕ 7−→ χ ∗ ϕ
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avec
χ =
2pi
t
∞∑
p=1
ρ3p
p(ρp)
2tρp
t2
[
1
‖x‖
−
2 sin ‖x‖ρp
‖x‖2ρp
−
2(cos ‖x‖ρp − 1)
‖x‖3ρ2p
]
−
pi
24
(
6
t2
+
2
t
−t sinh t
t cosh t− sinh t
) [
1
‖x‖
+
2
‖x‖2
e−‖x‖ +
2
‖x‖3
(e−‖x‖ − 1)
]
+
2pi
15
(
6
t2
+
4
t
−2t sinh 2t
2t cosh 2t− sinh 2t
) [
1
2‖x‖
+
1
2‖x‖2
e−2‖x‖ +
1
4‖x‖3
(e−2‖x‖ − 1)
]
−
3pi
40
(
6
t2
+
6
t
−3t sinh 3t
3t cosh 3t− sinh 3t
)[
1
3‖x‖
+
2
9‖x‖2
e−3‖x‖ +
2
27‖x‖3
(e−3‖x‖ − 1)
]
et s’e´tend en un ope´rateur line´aire, continu sur W 8,1 a` valeurs dans
⋂
r>5 L
r(R5).
Remarque 3. Si on choisit p(ρ) de degre´ infe´rieur a` 8, on obtient une
autre fonction χ repre´sente´e par une se´rie non convergente.
Nous obtenons le the´ore`me suivant :
The´ore`m 2.2. Soit 1 ≤ p ≤ 2, q avec
1
p
+
1
q
= 1, q ∈ [2,+∞], 6
(
1−
2
q
)
≤
Np ≤ 6
(
1−
2
q
)
+ 1, N = Np + s, s ∈ N. Pour tout g ∈ W
N=Np+s,p (R5x), il
existe une solution unique du syste`me
(2.4)
{
Ly = 0,
y/t=0 = 0, yt/t=0 = g,
avec y ∈ C0(R+t ,W
s,q(R5x)) ∩C
1(R+t ,W
s−1,q(R5x)) ∩C
2(R+t ,W
s−2,q(R5x)).
ou` Ly = y − N(t,Dx)y, N(t,Dx) est un ope´rateur de´fini par les propositions
2.3 et 2.4, en particulier
N(t,Dx)u =
6
t2
u +
2
t
(2pi)−
5
2 v.p
∫
R5
eix.ξ
|ξ| sin t|ξ|
cos t|ξ| −
sin t|ξ|
t|ξ|
û(t, ξ) dξ.
Ces the´ore`mes et propositions se de´montrent a` l’aide de propositions et
lemmes interme´diaires e´nonce´s et de´montre´s dans les paragraphes suivants.
Nous explicitons les ope´rateurs p(t,Dx) dans le cas n impair plus parti-
culie`rement pour n = 5.
Dans un travail ulte´rieur nous conside´rons le cas pair n = 2.
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3. Les ope´rateurs singuliers p(t, Dx) utilise´s. Ce sont les ope´ra-
teurs de´crits au the´ore`me 2.1 et de la proposition 2.1 et de 2.2 obtenue en utilisant
la remarque suivante :
C est une hypersurface re´gulie`re compacte de Rn parame´trable en coor-
donne´es polaires sur Rn par :
(3.1)

x1 = r cos θ1 cos θ2 · · · cos θn−2 cos θn−1
x2 = r cos θ1 cos θ2 · · · cos θn−2 sin θn−1
· · · · · · · · ·
xn−1 = r cos θ1 sin θ2
xn = r sin θ1
Avec r = ρ(θ1, · · · , θn−1) ≥ 0 , θ1, · · · , θn−2 ∈ [−
pi
2 ,
pi
2 ], θn−1 ∈ [0, 2pi]
ou`
ρ : [−
pi
2
,
pi
2
]n−2 × [0, 2pi] → R+
est une fonction a` valeurs strictement positives, pe´riodique de pe´riode pi par
rapport a` θ1, · · · , θn−2 et pe´riodique de pe´riode 2pi par rapport a` θn−1, avec wn =
aire de C.
dx1 · · · dxn = r
n−1 cosn−2 θ1 cos
n−3 θ2 · · · cos θn−2dr dθ1 · · · dθn−1.
4. Existence de l’ope´rateurL = ∂2tt − p(t, Dx) lorsque n = 5,
sur l’espace C2(R+, S(R5)).
P r e u v e d e l a p r o p o s i t i o n 2.3. La preuve repose sur les deux im-
portants lemmes suivants :
Lemme 4.1. Pour tout u ∈ C2(R+,S(R5)) l’inte´grale :
K(t, x) =
∫ +∞
0
{log |tρ cos tρ− sin tρ|}
d
dρ
[
2ρ3
t2 (1 + ρ2)(4 + ρ2)(9 + ρ2)∫
R5y
ei‖x−y‖ρ sin θ1 (−∆)(1−∆)(4−∆)(9−∆) u(t, y)dy
]
dρ
est absolument convergente au voisinage des ze´ro ρk de la fonction tρ cos tρ−sin tρ
en ρ (k = 0, · · · ,∞) et au voisinage de l’infini en ρ.
Lemme 4.2. On a l’e´galite´ suivante :
K = lim
→0
∫
{[0,+∞[∪
+∞
k=1B(ρk ,

t
)
[log(tρ cos tρ− sin tρ)]×
d
dρ
[
2ρ3
t2(1 + ρ2)(4 + ρ2)(9 + ρ2))∫
Rn
ei‖x−y‖ρ sin θ1 (−∆)(1−∆)(4−∆)(9−∆)u(t, y) dy
]
dρ
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= lim
→0
∫
{[0,+∞[ ∪
+∞
k=1B(ρk ,
t

)
−2ρρ4
t2ρ2(1 + ρ2)(4 + ρ2)(9 + ρ2)
−t2ρ sin tρ
(tρ cos tρ− sin tρ)
×[ ∫
Rn
ei‖x−y‖ρ sin θ1 (−∆)(1−∆)(4−∆)(9−∆) u(t, y) dy
]
dρ
De plus
Mu = (2pi)−5
∫
S4w
K(t, x, w)dw, Lu = u−
6
t2
u−Mu.
ve´rifie
L
(
t
w5
∫
S4
g(x + tz) dz
)
= 0
Plus ge´ne´ralement :
Lemme 4.3. Pour toute polynoˆme re´el p (ρ) ayant ze´ros sur ]−∞, 0 ]∪
{iR} de degre´ 8, l’inte´grale
Kp(t, x) =
∫ +∞
0
{log |tρ cos tρ− sin tρ| }×
d
dρ
[
2ρ5
t2p(ρ)
∫
Rny
ei‖x−y‖ρ sin θ1 p(|Dy|) u(t, y) dy
]
dρ
est absolument convergente au voisinage des ze´ro ρk de la fonction tρ cos tρ−sin tρ
en ρ (k = 0, · · · ,∞) et au voisinage de l’infini en ρ .
Lemma 4.4. On a l’e´galite´ suivante :
Kp(t, x) = lim
→0
∫
{[0,+∞[ ∪
+∞
k=1B(ρk ,

t
)
[ log(tρ cos tρ− sin tρ) ] ×
d
dρ
[
2ρ5
t2p(ρ)
∫
Rn
ei‖x−y‖ρ sin θ1 p(|Dy|)u(t, y) dy
]
dρ
= lim
→0
∫
{[0,+∞[ ∪
+∞
k=1B(ρk ,
t

)
−2ρρ4
t2p(ρ)
−t2ρ sin tρ
(tρ cos tρ− sin tρ)
×[ ∫
Rn
ei‖x−y‖ρ sin θ1 p(|Dy|) u(t, y) dy
]
dρ
De plus
Mu = (2pi)−5
∫
S4w
K(t, x, w)dw, Lu = u−
6
t2
u−Mu.
ve´rifie
L
(
t
w5
∫
S4
g(x + tz) dz
)
= 0
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5. Ine´galite´s du type Strichartz et extension de L. On a pour
tout t > 0
Lu = u−
(
6
t2
u−Mu
)
= u−Nu
avec (d’apre´s le lemme 4.4)
Nu =
6
t2
u + (2pi)−5
∫
S4w(0,1)
dw
∫ +∞
0
[
2ρ5t
t2 p(ρ)
tρ sin tρ
tρ cos tρ− sin tρ
×
∫
R5y
ei‖x−y‖ρ sin θ1 p(|Dy|) u(t, y) dy
]
dρ
= (2pi)−5
∫
R5y
ei‖x−y‖ρ sin θ1 p(|Dy|) u(t, y) dy
×
[( ∫ pi
2
0
cos3 θ1dθ1
∫ pi
2
−pi
2
∫ pi
2
−pi
2
cos2 θ2 cos θ3 dθ2 dθ3
∫ 2pi
0
dθ4
+
∫ 0
−pi
2
cos3 θ1 dθ1
∫ pi
2
−pi
2
∫ pi
2
−pi
2
cos2 θ2 cos θ3 dθ2 dθ3
∫ 2pi
0
dθ4
)
×
(∫ +∞
0
ei‖x−y‖ρ sin θ1
(
6
t2
+
2ρt
t2
t ρ sin tρ
t ρ cos tρ− sin tρ
)
1
p(ρ)
ρ4 dρ
)]
.
Or ∫ pi
2
−pi
2
∫ pi
2
−pi
2
cos2 θ2 cos θ3 dθ2 dθ3
∫ 2pi
0
dθ4 =
∫ pi
2
−pi
2
cos 2θ2 + 1
2
dθ2 = 2pi
2.
Donc
Nu =
1
16pi3
∫
R5y
p(|Dy|) u(t, y) dy ×
[ ∫ pi
2
0
cos3 θ1 dθ1 +
∫ 0
−pi
2
cos3 θ1 dθ1
]
×
{∫ +∞
0
ei‖x−y‖ρ sin θ1
(
6
t2
+
2ρt
t2
t ρ sin tρ
t ρ cos tρ− sin tρ
)
ρ4
p(ρ)
dρ
}
.
(5.1)
Notons
I =
∫ +∞
0
ei‖x−y‖ρ sin θ1
ρ4
p(ρ)
[
6
t2
+
2ρt
t2
t ρ sin tρ
t ρ cos tρ− sin tρ
]
dρ,
Solutions globales re´gulie`res . . . 499
et effectuons un calcul de re´sidus sur I en supposant que p(ρ) = ρ2 (1 + ρ2)
(4 + ρ2)(9 + ρ2).
Si ρ tend vers 0, alors
ρ4
p(ρ)
[
6
t2
+
2ρt
t2
tρ sin tρ
tρ cos tρ− sin tρ
]
tend vers 0 ;
si ρ tend vers +∞, alors
ρ4
p(ρ)
[
6
t2
+
2ρt
t2
t ρ sin tρ
t ρ cos tρ− sin tρ
]
tend vers 0 ;
donc I est semi convergente (cf H. Cartan The´orie e´le´mentaire des fonctions ana-
lytiques d’une ou plusieures variables complexes).
Selon que 0 ≤ θ1 ≤
pi
2
ou −
pi
2
≤ θ1 ≤ 0 on notera : I = I1 ou I2.
Appelons λk les solutions re´elles de l’e´quation λ cos λ− sinλ = 0.
D’apre´s le lemme de l’appendice 1, les seules solutions complexes de cette
e´quation sont re´elles et forme une suite croissante (λk)k∈Z avec λ−k = −λk,
λk ∈
]
−
pi
2
+ kpi,
pi
2
+ kpi
[
(∀k ∈ Z), λk − kpi tend vers
pi
2
lorsque k tend vers
+∞. On a : λk = tρk, en notant ρk la solution correspondante de l’e´quation
tρ cos tρ− sin tρ = 0 d’inconnue ρ, d’apre`s le graphe :
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Les re´sultats des calculs de re´sidus sont donne´s par les deux lemmes sui-
vants :
Lemme 5.1. Pour 0 ≤ θ1 ≤
pi
2
et t > 0, on a
I1 =
1
t
∫ +∞
0
e−
‖x−y‖
t
µ sin θ1
(µt )
4
p(iµt )
[
6i
t2
−
2iµ
t2
µ sinhµ
µ cosh µ− sinhµ
]
dµ
−
ipi
t
+∞∑
p=1
ei‖x−y‖ ρp sin θ1
ρ4p
p(ρp)
2 tρp
t2
−
pi
t
{
e−‖x−y‖ sin θ1
[
t
48
(
6
t2
+
2
t
−t sinh t
t cosh t− sinh t
) ]
+ e−2‖x−y‖ sin θ1
[
−
t
15
(
6
t2
+
4
t
−2t sinh 2t
2t cosh 2t− sinh 2t
) ]
+ e−3‖x−y‖ sin θ1
[
3t
80
(
6
t2
+
6
t
−3t sinh 3t
3t cosh 3t− sinh 3t
) ] }
.
Lemme 5.2. Pour −
pi
2
≤ θ1 ≤ 0 et t > 0, on a
I2 = −
1
t
∫ +∞
0
e
‖x−y‖
t
µ sin θ1
(µt )
4
p(iµt )
[
6i
t2
−
2iµ
t2
µ sinhµ
µ cosh µ− sinhµ
]
dµ
+
ipi
t
+∞∑
p=1
ei‖x−y‖ ρp sin θ1
ρ4p
p(ρp)
2 tρp
t2
+
pi
t
{
e‖x−y‖ sin θ1
[
−
t
48
(
6
t2
+
2
t
−t sinh t
t cosh t− sinh t
) ]
+ e2‖x−y‖ sin θ1
[
t
15
(
6
t2
+
4
t
−2t sinh 2t
2t cosh 2t− sinh 2t
) ]
+ e3‖x−y‖ sin θ1
[
−
3t
80
(
6
t2
+
6
t
−3t sinh 3t
3t cosh 3t− sinh 3t
) ] }
.
Nous utiliserons dans la suite les lemmes 5.1 et 5.2 pour calculer∫ pi
2
0
I1 cos
3 θ1 dθ1 et
∫ 0
−pi
2
I2 cos
3 θ1 dθ1.
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En effet en remplac¸ant θ1 par θ1 = − θ
′
1 lorsque −
pi
2
≤ θ1 ≤ 0 ainsi
θ′1 ∈
[
0,
pi
2
]
et en notant θ′1 par θ1 on a :∫ pi
2
0
I1 cos
3 θ1 dθ1 +
∫ 0
−pi
2
I2 cos
3 θ1 dθ1
=
∫ pi
2
−pi
2
cos3 θ1
∫ +∞
0
e
‖x−y‖
t
ρ sin θ1 ρ
(1 + ρ)5
[
6
t2
+
2tρ
t2
tρ sin tρ
(tρ cos tρ− sin tρ)
]
dρ
=
pi
t
+∞∑
p=1
ρ4p
p(ρp)
2tρp
t2
(
2Re
∫ pi
2
0
ei‖x−y‖ρp sin θ1
i
cos 3θ1 dθ1
)
−
pi
24
(
6
t2
+
2
t
−t sinh t
t cosh t− sinh t
) ∫ pi
2
0
e−‖x−y‖ sin θ1 cos3 θ1 dθ1
+
2pi
15
(
6
t2
+
4
t
−2t sinh 2t
2t cosh 2t− sinh 2t
)∫ pi
2
0
e−2‖x−y‖ sin θ1 cos3 θ1 dθ1
−
3pi
40
(
6
t2
+
6
t
−3t sinh 3t
3t cosh 3t− sinh 3t
)∫ pi
2
0
e−3‖x−y‖ sin θ1 cos3 θ1 dθ1 .
On calcule donc, en annexe :
P =
∫ pi
2
0
ei‖x−y‖ρp sin θ1 cos 3θ1 dθ1,
Q1 =
∫ pi
2
0
e−‖x−y‖ sin θ1 cos3 θ1 dθ1,
Q2 =
∫ pi
2
0
e−2‖x−y‖ sin θ1 cos3 θ1 dθ1,
Q3 =
∫ pi
2
0
e−3‖x−y‖ sin θ1 cos3 θ1 dθ1 .
P =
i
‖x− y‖ρp
−
2ei‖x−y‖ρp
‖x− y‖2ρ2p
− 2i
ei‖x−y‖ρp − 1
‖x− y‖3ρ3p
,
Q1 =
1
‖x− y‖
+
2
‖x− y‖2
e−‖x−y‖ +
2
‖x− y‖3
(e−‖x−y‖ − 1),
Q2 =
1
2‖x− y‖
+
1
2‖x− y‖2
e−2‖x−y‖ +
1
4‖x− y‖3
(e−2‖x−y‖ − 1),
Q3 =
1
3‖x− y‖
+
2
9‖x− y‖2
e−3‖x−y‖ +
2
27‖x − y‖3
(e−3‖x−y‖ − 1) .
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D’apre`s la formule (5.1) nous obtenons une expression de Nu donne´e par la
proposition 2.4 enonce´e dans le paragraphe 2.
6. Ine´galite´s Lp − Lq pour le syste`me (6.1).
(6.1)
{
Ly = (−N)y = 0
y/t=0 = 0, yt/t=0 = g
6.1. Ine´galite´ L2 −L2 pour (6.1). On a
y(t, x) =
t
wn
∫
S
g(x + tz) dz.
Donc
‖y‖L2 ≤ t ‖g‖L2 .
Et par transformation de Fourier on obtient :
‖Dy‖L2 = ‖∇y‖L2 + ‖∂ty‖L2 ≤ c [ ‖g‖L2 ], ∀ t ≥ 0.
On conjecture que c = 1.
6.2. Ine´galite´ L1 − L∞ pour (6.1). On s’inte´resse a`{
Ly = (−N)y = 0 dans Rn+1+ (n = 5)
y/t=0 = 0 yt/t=0 = g dans R
n (n = 5)
y =
t
wn
∫
S4
g(x + tz) dz = Ω(t) g
1. On a
−
∫
S4
g(x + tz) dz =
∫
S4
∫ +∞
t
d
ds
g(x + sz) ds dz
=
∫
S4
∫ +∞
t
(∇g)(x + sz).z ds dz
=
∫
S4
∫ +∞
t
s4
s5
(∇g)(x + sz)(sz) ds dz
( On pose Z = sz)
=
∫
|Z|>t
|Z|−5 (∇g)(x + Z).Z dZ
(car s = |Z| et s4 dz = dZ sur S4(0, s) )
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Cela implique ∣∣∣∣ ∫
S4
g(x + tz) dz
∣∣∣∣ ≤ t−4 ∫
|Z|>t
(∇g)(x + Z) dZ
≤ t−4 ‖g‖1,1 .
2. De fac¸on analogue on a :
−t
∫
S4
(∇g)(x + tz) z dz =
∫
S4
t
∫ +∞
t
d
ds
(∇g)(x + sz) z ds dz
=
∫
S4
t
∫ +∞
t
(∇∇g)(x + sz)(z, z) ds dz
=
∫
S4
t
∫ +∞
t
s4
s5
s4
s5
(∇∇g)(x + sz)(sz, sz) ds dz
( et en posant Z = sz)
= t
∫
|Z|>t
1
|Z|6
(∇∇g)(x + Z)(Z,Z) dZ
on de´duit que
| t
∫
S4
(∇g)(x + tz).z dz | ≤ t−3
∫
|Z|>t
| ∇∇g(x + Z) | dZ
| t
∫
S4
(∇g)(x + tz).z dz | ≤ t−3 ‖g‖2,1 .
De meˆme on a
−t
∫
S4
(∇g)(x + tz) dz =
∫
S4
t
∫ +∞
t
d
ds
(∇g)(x + sz) ds dz
=
∫
S4
t
∫ +∞
t
(∇∇g)(x + sz).z ds dz
=
∫
S4
t
∫ +∞
t
s4
s5
(∇∇g)(x + sz)(sz) ds dz
( et on pose Z = sz)
= t
∫
|Z|>t
1
|Z|5
(∇∇g)(x + Z)(Z) dZ
ce qui donne∣∣∣∣ t∫
S4
(∇g)(x + tz) dz
∣∣∣∣ ≤ t−3 ∫
|Z|>t
| ∇∇g(x + Z) | dZ∣∣∣∣ t ∫
S4
(∇g)(x + tz) dz
∣∣∣∣ ≤ t−3 ‖g‖2,1 .
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Rappelons que,
wn yt(t, x) =
∫
S4 g(x + tz) dz + t
∫
S4 ∇g(x + tz) z dz
wn ∇y(t, x) = t
∫
S4 ∇g(x + tz) dz
Par conse´quent nous obtenons pour t ≥ 1 :
‖DΩ(t)g‖∞ ≤
1
wnt3
[
1
t
‖g‖1,1 + ‖g‖2,1
]
‖DΩ(t)g‖∞ ≤
1
wnt3
[
1
t
+ 1
]
‖g‖2,1 ≤
2
wnt3
‖g‖2,1 car ‖g‖1,1 ≤ ‖g‖2,1.
3. Maintenant soit 0 ≤ t ≤ 1.
On a
−
∫
S4
g(x + tz) dz =
∫
S4
∫ +∞
t
d
ds
g(x + sz) ds dz
= −
∫
S4
∫ +∞
t
(s− t)
d2
ds2
g(x + sz) ds dz
=
∫
S4
∫ +∞
t
(s− t)2
2
d3
ds3
g(x + sz) dz ds= ∫
S4
∫ +∞
t
(s− t)2
2
∑
ijklm
∂i∂j∂kg(x + sz)(z, z, z)dzds

= ∫
|Z|>t
(|Z| − t)2
2|Z|7
∑
ijklm
ZiZjZk(∂i∂j∂kg)(x + Z)dZ

=
∫
S4
∫ +∞
t
(s− t)3
6
d4
ds4
g(x + sz) dz ds= ∫
|Z|>t
(|Z| − t)3
6|Z|8
∑
ijklm
ZiZjZkZl(∂i∂j∂k∂lg)(x + Z)dZ

=
∫
S4
∫ +∞
t
(s− t)4
24
d5
ds5
g(x + sz) dz ds= ∫
|Z|>t
(|Z| − t)4
24|Z|9
∑
ijklm
ZiZjZkZlZm(∂i∂j∂k∂l∂mg)(x + Z)dZ
 .
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D’ou` ∣∣∣∣−∫
S4
g(x + tz) dz
∣∣∣∣ ≤ ∑
ijklm
∫
|(∂i∂j∂k∂l∂mg)(x + Z)| dZ∣∣∣∣−∫
S4
g(x + tz) dz
∣∣∣∣ ≤ g5,1 .
De fac¸on analogue, on a les meˆmes re´sultats pour les autres termes discute´s dans
le cas t > 1 .
Ainsi nous avons obtenu pour 0 ≤ t ≤ 1 :
‖DΩ(t)g‖∞ ≤ c ‖g‖6,1 .
Donc on a prouve´ que pour tout t ≥ 0 :
‖DΩ(t)g‖∞(t) ≤ c (1 + t)
−3 ‖g‖6,1 .
Par interpolation on obtient le the´ore`me suivant.
The´ore`me 6.1. Soit 2 ≤ q ≤ +∞,
1
p
+
1
q
= 1, ∀Np > 6
(
1−
2
q
)
alors
∃ c = c(q) ∀ g ∈ W Np,p, ∀ t ≥ 0 :
‖DΩ(t)g‖q ≤ c (1 + t)
−3(1− 2
q
)
‖g‖Np ,p
Np = 6
(
1−
2
q
)
est possible lorsque q ∈ {2,+∞}.
7. Existence d’une solution de l’e´quation line´aire (n=5)
Ly = 0, y/t=0 = 0, y
′
t/t=0 = g.
P r e u v e d u t h e´ o r e` m e 2.2. Soit g ∈ W N,p(R5x) (N = Np + s, s ∈ N).
Conside´rons (χn)n les fonctions re´gularisantes de Friedrichs ; χn∗g →n→∞ g dans
WN,p(R5) et χn ∗ g = gn ∈ S(R
5).
Alors la solution de {
Lyn = 0
yn/t=0 = 0, yn\t/t=0 = gn
est
yn =
t
w5
∫
S(0,1)
gn(x + tz) dz.
En utilisant le the´ore`me 6.1, on montre que la suite (yn)n est de Cauchy et
converge vers la solution cherche´e.
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8. Remarques. On a Ly = (−N)y = ∂2tty − p(t,Dy)
a)
p(t, ξ) =
∫
C e
itz.ξ (2i(z.ξ) − t(z.ξ)2)dz
t
∫
C e
itz.ξ dz
puisque,
eitz.ξ =
∞∑
k=0
iktkzkξk
k!
= 1 + itz.ξ +
i2t2z2ξ2
2
+ · · ·
alors
eitz.ξ(2i(z.ξ) − t(z.ξ)2) = 2iz.ξ + (2i2t− t)(z.ξ)2 + · · ·
D’ou`
p(t, ξ) →t→0 =
−3
∫
C(z.ξ)
2dz∫
C dz
si
∫
C
(z.ξ)dz = 0 ⇔
∫
C
zdz = 0 ∀ξ
=
−3|ξ|2
n
si C = Sn−1(0, 1)
b)
p(t, ξ) →t→∞ −|ξ|
2 si C = Sn−1(0, 1)
c) On conjecture que l’on peut avoir un the´ore`me analogue au the´ore`me
2.2 du paragraphe 2 lorsque n ≥ 5 et C = Sn−1 ; dans ce cas pn(t, ξ) = T1(t, ξ) +
T2(t, ξ) avec T1(t, ξ) ∼|ξ|→∞ −|ξ|
2 (∀ t > 0) et T2(t, ξ) =
2
t
D′t
D0
avec D =∫
S
eitz.ξ dz (= t|ξ| cos t|ξ| − sin t|ξ| lorsque n = 5), on a en effet
p(t, ξ) = −
∫
S e
itz.ξ(z.ξ)2dz∫
S e
itz.ξ dz
+
2
t
∫
S ie
itz.ξ(z.ξ)dz∫
S e
itz.ξ dz
,
T1(t, ξ) = −
∫
S e
itz.ξ(z.ξ)2dz∫
S e
itz.ξ dz
,
T2 =
2
t
D′t
D
avec D =
∫
S
eitz.ξdz
d) T2(t, ξ) est un symbole singulier car D(t, |ξ|) admet une infinite´ de
ze´ros relativement a` |ξ|.
Cependant on peut donner un sens a` l’ope´rateur singulier correspondant
T2(t,Dx) comme on l’a fait aux paragraphes 4 et 5 dans le cas n = 5.
Solutions globales re´gulie`res . . . 507
Nous examinerons ces ge´ne´ralisations dans un travail ulte´rieur.
Les auteurs remercient les professeurs Pietro d’Ancona, Todor Gramchev,
Satyanad Kichenassamy et Jean Vaillant pour leurs remarques judicieuses.
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