We present a recognition-driven navigation system for large-scale 3D virtual environments. The proposed system contains three parts, virtual environment reconstruction, feature database building and recognition-based navigation. The virtual environment is reconstructed automatically with LIDAR data and aerial images. The feature database is composed of image patches with features and registered location and orientation information. The database images are taken at different distances from the scenes with various viewing angles, and these images are then partitioned into smaller patches. When a user navigates the real world with a handheld camera, the captured image is used to estimate its location and orientation. These location and orientation information are also reflected in the virtual environment. With the proposed patch approach, the recognition is robust to large occlusions and can be done in real time. Experiments show that our proposed navigation system is efficient and well synchronized with real world navigation.
INTRODUCTION
Navigation through 3D virtual environment is required in many interactive graphics and virtual reality applications. While much research works on how to navigate the virtual environment efficiently, there is little work on the combination of real world navigation with virtual world navigation. Such combination has interesting applications. For example, we can use virtual world to exactly simulate how a user navigates the real world. Besides, it can also be used in the battlefield, where the commander can monitor the soldiers whose locations and orientations are reflected in the virtual world and make orders accordingly. The location and orientation information can be obtained by sensors such as GPS, compass, accelerometer and gyroscope. However, such sensors are not always available and sometimes they are not reliable. For example, GPS requires line-of-sight and the accuracy highly depends on the weather. Compasses are easily affected by the surrounding environments. Accelerometers and gyroscopes suffer from integration drift errors. Therefore, other types of sensors are necessary for providing more robust and accurate information. Optical sensors are among the most promising choices.
In this paper, we propose a recognition-based navigation system that employs vision sensors. Vision sensors are considered one of the most powerful information sources since they can provide a tremendous amount of information about the user's environments. When a user obtains information from its vision sensors, the visual information is summarized and compared with the existing land- * e-mail:wguan@usc.edu † e-mail:suyay@imsc.usc.edu ‡ e-mail:uneumann@graphics.usc.edu
(c) Figure 1 : The recognition-driven navigation system. (a) the captured image in real world (b) the 2D map and estimated virtual camera position (red dot -hot spot, blue dot -current hot spot, green spotcamera position) (c) the view from virtual camera.
marks. Point-based features such as SIFT [8] or SURF [3] are usually used in such matching process. However, due to the complexity of feature generations and matchings, the image retrieval process is usually not fast enough for our navigation system. We provide a novel method that can speed up the retrieval process. We first divide the captured image into smaller patches. Among the patches, we rank them according to their distinctiveness. Then we pick the most promising patch and use it to query the best matching patch in the database. The query results are used to estimate the user's location and orientation so that the virtual camera can be set accordingly. The whole process can be done efficiently in real time.
One side benefit of our patch approach is its ability to handle occlusions and dynamics. The newly captured images are possibly different from existing images in database due to moving passengers and vehicles. The proposed algorithm will select a patch from the background and match it with images in the database. In most cases, the proposed framework is robust to large occlusions.
It is also important to note that the scene recognition is still a difficult problem at current times. Many scenes and objects are not easily recognized. To simplify our work, we do not cover all the corners in the virtual environment for recognition. Only selected locations of interests are covered and can be navigated.
The remainder of this paper presents the proposed navigation system in more details. We first discuss some related work in Section 2. Section 3 talks about virtual environment reconstruction and database building process. In Section 4, we describe how the navigation is driven by image recognitions. More experimental results are shown in Section 5 and the paper is concluded in Section 6.
RELATED WORK
Building new technologies that allow the users to control the position and orientation of the virtual camera is one of the main concerns in virtual environment navigation [4, 11, 15 ]. An interesting topic in this area is how to set the virtual camera with the same position and orientation as the camera that is held by a user while navigating the real world. To achieve such a goal, vision-based localization algorithms are necessary. Over the past years, researchers have developed many such algorithms such as [2, 5, 6, 12, 13, 16] .
For vision-based localization in a large-scale area, image retrieval techniques are usually exploited [7, 9, 16] . Wolf et al. [16] make use of image retrieval technique together with sample-based Monte Carlo localization to extract the possible viewpoints for the current image. Krose and Bunschoten [7] describe a vision based localization method that uses principal component analysis on images captured at different locations. In [9] , Nister and Stewenius propose a recognition scheme that scales to large number of objects. The scheme builds upon indexing descriptors based on SIFT features [8] and efficiently integrates indexing and hierarchical quantization with a vocabulary tree.
The techniques described above match images captured by vision sensors with existing landmarks in the database. The goal of this paper is to propose a synchronized virtual navigation system with real world navigation by real-time scene recognitions. We describe how the virtual environment and feature database are built and how the position and orientation of virtual camera are calculated efficiently. The practical experiments demonstrate that our system is able to register the virtual camera and real camera efficiently even with existence of large occlusions.
VR RECONSTRUCTION AND DATABASE BUILDING

Virtual Environment Reconstruction
We use LIDAR data and aerial images as the input to reconstruct 3D virtual environment which mainly includes buildings and the ground. The method [17] is used to convert LIDAR to triangular meshes and [14] is used to automatically map the textures. The reconstructed virtual environment is shown in Fig. 2 . 
Image Partitioning
We use similar method in [1] to build the 3D feature points. We select a number of locations of interests in the area. At each location, we take images from different views at different distances. FAST detector [10] and SURF descriptor [3] are used due to their faster speed and robustness. Besides, the UTM coordinates and orientation for each image are also recorded with GPS device and compass. With such information, the 3D points cloud and the 3D models can be registered with manual involvement. In our system, 30 locations are recorded. For each location, we take 20 images from different viewing angles and distances. Therefore, there are totally 600 images in our database.
When we build the database for image features, instead of bagging SURF features of the whole image, we generate smaller bags based on patches. For a 640 by 480 image, we partition it into 8 by 8 grids. As shown in Fig. 3 , there are 4 different patches according to their size. For patches of the same size, the neighboring two patches have an overlap of half size of the patch. Fig. 3 shows two patches of size 1 × 1 grid with an overlap of half grid size.
There are totally 15 × 15 + 7 × 7 + 3 × 3 + 1 = 284 patches for each image so totally 600 × 284 = 170, 400 patches in the database. However, we will remove those patches that contain too few features since they are not good representations for the locations. After removal, there are around 60,000 patches. 
Visual Word Generation for Patches
Every patch is represented by a bag of SURF features. To compare the 64-dimension-vector SURF features for every two patches in the database is extremely expensive. So a vocabulary tree is usually used to quantize SURF into more compact features. The tree can be trained unsupervisely with a large set of SURF features. In our system, the tree has 6 levels with 10 branches for each level.
A patch usually contains hundreds of features and each feature generates a visual word, so a patch can be represented by a bag of visual words, which can be further represented by the distribution frequency of visual words. To compare two patches, we only need to compare the two vectors. Though the vector is very highdimensional (same as number of leaf nodes in the tree), there are only a few non-zero elements, and the comparison can be done in little time. When a new patch is queried, a score can be efficiently calculated with vocabulary tree for each comparison with every patch in the database.
For each image, though we have 284 distribution vectors instead of one vector, the total amount of time used for calculating the distribution vectors is negligible compared to the quantization process. For a 640 × 480 image on a 4GHz CPU, the total amount of time used for the quantization process is about 70-80ms, while the time to calculate all the vectors is about 2-4ms. Therefore, the overheads for image partitioning are no more than 3 percent.
RECOGNITION-BASED NAVIGATION
The virtual world navigation is driven by the user while navigating the real world with a camera. The two types of navigation processes are synchronized by scene recognition. The use of patches will greatly increase the speed for retrieval so that navigating the virtual environment happens with little delay from real world navigation. The retrieval speed is increased due to the fact that a smaller number of visual words is used for retrieval. With careful selection of the querying patch, the performance is competitive with using the whole image. In the cases that large occlusions exist, the patchbased method usually has even better performance.
Selecting the Best Patches
Similar to the partitioning in database building process, an image is partitioned into 8 by 8 smaller patches. However, we do not overlap patches so only 64 patches are used.
For each image, the top 5 patches are selected according to the number of features. The quantization process for these patches is about 10-20ms, which is 5 to 8 times faster than using the whole image. The patch with the most number of features is considered the one with the wealthiest visual information. However, these features may not be the best for image retrieval because some features may not be as distinct as others to identify the patch. By learning the database images, we can learn about the distinctiveness for the features.
We measure feature distinctness by calculating the feature frequencies. For a specific feature, the more patches that contain it, the less distinctive the feature is. Reversely, if the feature is contained only in one patch, such feature is considered most distinctive. For any quantized features (visual words), we count the number of patches that contain it, and only the smallest non-overlapping patches in the database are counted. Therefore, for any visual word i, let the number of patches containing it be f i , the distinctiveness weight for that visual word is then calculated as,
For the top 5 patches selected, we will measure the distinctiveness for each patch by summing the weights of all visual words in the patch. Then the 5 patches are ranked according to their distinctiveness. The ordered patches are used for querying in the database.
Querying with Patches
The more distinctive the patch is, the higher probability that the correct patch will be retrieved in the database. Therefore, we start patch retrieval in the order of distinctiveness. In the retrieval process, a similarity score is assigned to each patch in the database that contains same features with the querying patch.
For each of the selected 5 querying patches, the top 3 patches in the database with highest scores are returned. The top 1 query results are not always reliable. In our experiments, we found that using the first 3 of 5 patches with each returning 3 patches will return the correct patch with probability more than 95%, but using all the 5 patches cannot increase accuracy further much. Therefore, we will use 3 querying patches which will totally return 9 patches. RANSAC is used to find the correct patch. In our implementation, we set the threshold value for inliers to be 20. On average 4 patch matchings are needed, which cost about 10-15ms.
Setting the Virtual Camera
We fix the field of view for the virtual camera and set its position and direction accordingly. When we reconstruct the virtual environment, for each location of interests, a 3D point cloud is generated from images at different positions and views. The 3D point cloud and 3D models are manually registered. In this way, the camera pose can be calculated from the 2D to 3D matchings.
Let camera position for the returned patch be P w and the reference direction of 3D point cloud be D w in world coordinates. Let the camera pose of returned patch in the point cloud coordinates be C 3D = [R 3D |T 3D ], and the pose of current camera be C 3D = [R 3D |T 3D ]. The virtual camera position P w and orientation D w in world coordinates can be calculated as,
With P w and D w values, we can calculate the position and orientation for the virtual camera in the virtual environment. Fig. 1-(b) shows the view from virtual camera whose position and direction is calculated from image in 1-(a).
EXPERIMENTAL RESULTS
The virtual navigation delay is caused by several processes in the system, feature generation, patch retrieval and pose calculation. In our system, FAST corner detector and SURF descriptor are used. We conduct many experiments and test all the locations of interests for our simultaneous navigation system. A laptop with Intel Core i7 720 processor and 4GB DDR3 is used for the experiments. Some of the results are shown In Fig. 4 . As we can see from the figure, the estimated camera positions and orientations are not exactly the same as those of the real camera. There are mainly two causes for such errors. Firstly, some errors are caused by automatic reconstruction of 3D models. The buildings are not modeled with accurate heights and distances from neighboring buildings. Secondly, the manual registration of the 3D models and 3D point cloud also introduce errors. However, these errors are quite acceptable for the navigation system. Moreover, we can see that in all the examples shown in Fig. 4 , the buildings are partially occluded by trees. The proposed patchbased retrieval method will avoid the occlusion parts and pick the most distinctive patch to match images in the database. Therefore, our proposed navigation system is effective in handling occlusions and dynamics.
CONCLUSION
We propose a recognition-driven virtual environment navigation system. The system is composed of three parts, 3D model reconstruction, feature database building and simultaneous navigation. The virtual environment is reconstructed from LIDAR data and aerial images. The database is built from images captured at many locations with different viewing directions and distances. These images are then partitioned into patches of different sizes for fast retrieval. A 3D point cloud is also formed from the images, which is used for pose calculation. When a user navigates the real world with a handheld camera, the captured new image is also partitioned into smaller patches. The most distinctive patch is used to retrieve the similar patches in the database through a vocabulary tree. In this way, the quantization time and retrieval time is largely reduced and the camera pose can be recovered in real time. Thus, the virtual navigation happens at almost no delay after the real world navigation. Experiments show that the proposed virtual environment navigation system synchronizes well with real world navigation and is robust to occlusions and dynamics in the images.
