Analyzing the effects of Ca\u3csup\u3e2+\u3c/sup\u3e dynamics on mitochondrial function in health and disease by Toglia, Patrick
University of South Florida
Scholar Commons
Graduate Theses and Dissertations Graduate School
4-4-2018
Analyzing the effects of Ca2+ dynamics on
mitochondrial function in health and disease
Patrick Toglia
University of South Florida, ptoglia@mail.usf.edu
Follow this and additional works at: https://scholarcommons.usf.edu/etd
Part of the Biophysics Commons, and the Other Education Commons
This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in
Graduate Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact
scholarcommons@usf.edu.
Scholar Commons Citation
Toglia, Patrick, "Analyzing the effects of Ca2+ dynamics on mitochondrial function in health and disease" (2018). Graduate Theses and
Dissertations.
https://scholarcommons.usf.edu/etd/7652
Analyzing the Effects of Ca2+ Dynamics on Mitochondrial Function in Health and Disease
by
Patrick Toglia
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Physics
College of Arts and Sciences
University of South Florida
Major Professor: Ghanim Ullah, Ph.D.
Martin Muschol, Ph.D.
Jianjun Pan, Ph.D.
Sagar Pandit, Ph.D.
Sameer Varma, Ph.D
Date of Approval:
Month Day, Year
Keywords: Ca2+ signaling, Neurodegenerative diseases, Data-Driven Modeling
Copyright c© 2018, Patrick Toglia
Dedication
To my parents
Acknowledgments
I would like to show my deepest gratitude to the following people for their support,
inspiration, and assistance during my work on this thesis.
Prof. Ghanim Ullah, who consistently provided me with outstanding and supportive
supervision throughout the entire process. Your continued motivation and unparalleled work
ethic inspired me to better myself everyday. Thank you for being the best advisor I could
have asked for.
My parents Thomas and Judith Toglia, for their consistent encouragement and their
instillment of confidence that I can achieve what I put my mind to. I will always appreciate
what they have done so that I can be successful in life.
Prof. Martin Muschol, Prof. Jianjun Pan, Prof. Sagar Pandit, and Prof. Sameer Varma,
for being on my thesis committee, spending time on my thesis, and giving me guidance and
constructive criticism that made myself and this work better.
The academic and support staff of Department of Physics for their consistent support in
many different ways.
University of South Florida, especially Department of Physics for the financial support
and giving me the opportunity to be part of the exciting growing department.
National institute of health grant # R01AG053988 for supporting this work.
My friends and family, for their continued moral support and endless laughs when it was
needed most.
Dr. L. Michael Weiss, for his superior medical care which allowed me to come back and
finish this thesis healthy.
Mr. Paul Trunk, my 6th grade science teacher who first sparked my interest in science.
Table of Contents
List of Tables iv
List of Figures vi
Abstract ix
1 Introduction 1
1.1 Overview of relevant computational biophysics principles and methods . . . . 1
1.2 The calcium ’toolkit’ and mitochondrial calcium handling . . . . . . . . . . . 3
1.3 Presenilin mutations in Familial Alzheimer′s disease and mitochondrial dys-
function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Affects of PS mutations on apoptosis signals . . . . . . . . . . . . . . . . . . 7
1.5 Ca2+ signaling measurement techniques and modeling agreement . . . . . . . 9
1.6 Affects of intracellular Aβ on mitochondrial function . . . . . . . . . . . . . 11
1.7 Metabolic cost of seizures and spreading depolarizations . . . . . . . . . . . 12
2 Modeling of mitochondrial Ca2+ handling and bioenergetics 15
2.1 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 TCA cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.2 Oxidative phosphorylation . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.3 Mitochondrial Ca2+ dynamics . . . . . . . . . . . . . . . . . . . . . . 28
2.1.4 Mitochondrial ROS production . . . . . . . . . . . . . . . . . . . . . 30
3 Mitochondria in the presence of presenilin mutations 33
3.1 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Influence of cytoplasmic Ca2+ on mitochondria over time . . . . . . . . . . . 34
3.3 Ca2+ driven TCA cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Response of NADH and ATP production . . . . . . . . . . . . . . . . . . . . 40
3.5 Changing maximal rates of enzymes involved in NADH production increases
the difference of overall production of key variables considerably . . . . . . . 41
3.5.1 The rate of the adenine nucleotide translocator (ANT) . . . . . . . . 42
3.5.2 Changing the rate of the uniporter . . . . . . . . . . . . . . . . . . . 43
3.5.3 The rate of the Na+/Ca2+ exchanger . . . . . . . . . . . . . . . . . . 44
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
i
4 IP3R-MCU Ca
2+ microdomain and the permeability transition pore 52
4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.1 IP3R-MCU microdomain . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2 High-Conductance permeability transition pore . . . . . . . . . . . . 57
4.2 Ca2+ Microdomain and the permeability transition pore . . . . . . . . . . . 59
4.3 No transition of PTP to PTPh in PS1-WT expressing cells . . . . . . . . . . 61
4.4 [Ca2+]mic affects latency of PTP opening in PS1-M146L expressing cells . . . 62
4.5 Higher 4pH increases the latency of PTP openings . . . . . . . . . . . . . . 64
4.6 Pi sensitizes PTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.7 Na+/Ca2+ exchanger rate influences PTP opening latency . . . . . . . . . . 69
4.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 Ca2+ diffusion and TIRF simulations 74
5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1.1 Ca2+ diffusion and buffer binding . . . . . . . . . . . . . . . . . . . . 74
5.1.2 Calculating fluorescence signals . . . . . . . . . . . . . . . . . . . . . 78
5.2 Standard conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Channel depth analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 The affect of mobile buffer EGTA on peak fluorescence and equilibration time 86
5.5 Possible Experimentally Missed Events . . . . . . . . . . . . . . . . . . . . . 89
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 Intracellular Amyloid β-induced of mitochondrial dysfunction 96
6.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.1.1 Occupancies of IP3R’s states as functions of cytosolic IP3 and Ca
2+ . 96
6.1.2 Transition rates for the single-channel model . . . . . . . . . . . . . . 99
6.1.3 Whole-cell cytosolic Ca2+ and buffers . . . . . . . . . . . . . . . . . . 104
6.1.4 Converting Ca2+-bound dye to ∆F/Fo . . . . . . . . . . . . . . . . . 105
6.1.5 Estimating IP3 production due to intracellular Aβ42 . . . . . . . . . . 107
6.2 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.3.1 Po data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.2 ∆F/Fo data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4 Intracellular Aβ42 oligomers liberate Ca
2+ into the cytoplasm . . . . . . . . . 114
6.5 Mitochondrial response to evoked Ca2+ . . . . . . . . . . . . . . . . . . . . . 118
6.6 EGTA restores mitochondrial function . . . . . . . . . . . . . . . . . . . . . 122
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7 Mitochondrial Dysfunction in Spreading Depolarization and Seizures 130
7.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.1.1 Neuronal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.1.2 Oxygen and ATP pumps . . . . . . . . . . . . . . . . . . . . . . . . . 136
7.1.3 Volume dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.1.4 Endoplasmic Reticulum dynamics . . . . . . . . . . . . . . . . . . . . 139
7.2 Neuronal dynamics during seizures, SD, and HSD . . . . . . . . . . . . . . . 142
ii
7.3 Mitochondrial function during seizures and SD . . . . . . . . . . . . . . . . . 146
7.4 Mitochondria’s ability to restore neuronal pumps and recovery from HSD . . 150
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8 Summary and Concluding Remarks 158
References 161
iii
List of Tables
2.1 Rate Equations for different variables governing mitochondrial bioenergetics
and Ca2+ dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 TCA Cycle parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 TCA Cycle parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Oxidative Phosphorylation parameters . . . . . . . . . . . . . . . . . . . . . 27
2.3 Oxidative Phosphorylation parameters . . . . . . . . . . . . . . . . . . . . . 28
2.4 Calcium Dynamics parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Calcium Dynamics parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Reactive Oxygen production parameters . . . . . . . . . . . . . . . . . . . . 31
2.5 Reactive Oxygen production parameters . . . . . . . . . . . . . . . . . . . . 32
4.1 Parameters for occupancies of all states in the 12-state IP3R model . . . . . 56
4.2 Parameters for the Ca2+ microdomain and PTP . . . . . . . . . . . . . . . . 58
4.2 Parameters for the Ca2+ microdomain and PTP . . . . . . . . . . . . . . . . 59
5.1 Parameter values used for TIRFM simulations . . . . . . . . . . . . . . . . . 77
5.1 Parameter values used for TIRFM simulations . . . . . . . . . . . . . . . . . 78
5.2 Standard Conditions for Ca2+ signaling . . . . . . . . . . . . . . . . . . . . . 82
6.1 Constants involved in the functions for occupancy variables. . . . . . . . . . 98
6.1 Constants involved in the functions for occupancy variables. . . . . . . . . . 99
6.2 Probability flux parameters used in the transition rates between the four states
of single-channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3 Parameter values for Ca2+ and buffer rate equations . . . . . . . . . . . . . . 105
6.4 Parameter values involved in IP3 response function . . . . . . . . . . . . . . 109
iv
7.1 Parameters and units for coupled Neuron/Mitochondria/ER model. . . . . . 140
7.1 Parameters and units for coupled Neuron/Mitochondria/ER model. . . . . . 141
v
List of Figures
2.1 Schematic representation of the mitochondrial physiological processes, metabolic
energetics, ROS production, transport and scavenging incorporated in our
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 Time evolution of mitochondrial state variables . . . . . . . . . . . . . . . . 37
3.2 Time traces of various products in the TCA cycle . . . . . . . . . . . . . . . 39
3.3 The rates of the oxygen consumption and the total rate of the three enzymes
that determine concentration of NADH in the TCA cycle . . . . . . . . . . . 41
3.4 The difference in the mitochondrial main state variables as VmaxANT is varied 43
3.5 The difference in the mitochondrial main state variables as Vmuni is varied . 44
3.6 The difference in the mitochondrial main state variables as VNaCaMax is varied 45
4.1 Diagram depicting main elements of the computational model used in MCU-
IP3R microdomain study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 The kinetic scheme for the 12-state IP3R model . . . . . . . . . . . . . . . . 56
4.3 Time evolution describing gating behavior of IP3R, Po of IP3R, and experi-
mental whole cell [Ca2+]i measurements in representative cells . . . . . . . . 60
4.4 Representative time evolution of Ca2+ uptake by mitochondria in PS1-WT
expressing cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5 Representative time traces of key variables controlling mitochondrial function
in PS1-M146L expressing cells . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.6 The effect of 4pH on the latency of PTP opening and [Ca2+]m at the time of
opening in cells expressing PS1-M146L . . . . . . . . . . . . . . . . . . . . . 67
4.7 Time evolution of γ and VCaPTP . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.8 The effect of Pi on the PTP opening latency and [Ca
2+]m at the time of
opening in cells expressing PS1-M146L . . . . . . . . . . . . . . . . . . . . . 69
4.9 The effect of VNaCaMax on PTP opening latency and [Ca
2+]m at the time of
PTP opening in cells expressing PS1-M146L . . . . . . . . . . . . . . . . . . 70
vi
5.1 Geometrical representation of the cytosolic box and channel location. . . . . 77
5.2 Time evolution of TIRFM signals from a 10ms single Ca2+-channel opening . 81
5.3 Time evolution of normalized TIRF signals for 40ms (Blue), 80ms (Red), and
120ms (yellow) single Ca2+-channel openings . . . . . . . . . . . . . . . . . . 82
5.4 The effect of diffusion coefficients, depth of the channel, on- and off-rates of
Ca2+ binding to the dye on peak fluorescence . . . . . . . . . . . . . . . . . 84
5.5 The effect of diffusion coefficient, depth of the channel, on- and off-rates of
Ca2+ binding to dye on equilibration time . . . . . . . . . . . . . . . . . . . 85
5.6 Higher diffusion coefficients and on- and off-rates for Ca2+ binding to dye lead
to single channel events that resemble those observed experimentally . . . . 86
5.7 Time evolution of TIRFM signals from a 10ms single Ca2+-channel opening
with increasing value of [EGTA . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.8 Mobile buffer EGTA does not affect the kinetics of TIRFM signals . . . . . . 89
5.9 Simulating two channels with optimal conditions . . . . . . . . . . . . . . . . 91
5.10 Time traces of a 5 channel puff simulation under various conditions without
and with noise with a SNR equal to 8 . . . . . . . . . . . . . . . . . . . . . . 92
6.1 Equilibrium Po of the single IP3R channel in Xenopus laevis oocytes as a
function of Ca2+ at IP3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Schematic of the four state model for single IP3R channel . . . . . . . . . . . 103
6.3 Schematics of the processes modeled in this study . . . . . . . . . . . . . . . 111
6.4 Intracellular injection of Aβ42 oligomers leads to IP3 generation and conse-
quently Ca2+ release from the ER into the cytoplasm . . . . . . . . . . . . . 115
6.5 The Po of IP3R as a function of Aβ42 concentration and [Ca
2+]i [Unpublished]. 116
6.6 Total amount of [IP3] (A), [Ca
2+]i (B), and [Ca
2+]m (C) over 60 sec of simu-
lation for Aβ42 oligomers injected at 30 µg/ml (blue bars), 10 µg/ml (black
bars), 3 µg/ml (red bars), and 1 µg/ml (green bars) without EGTA present
in the simulation [Unpublished]. . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.7 High [Ca2+]i in response to intracellular injection of Aβ42 oligomers leads to
impaired mitochondrial function . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.8 The main factors leading to low ATP and high ROS due to intracellular Aβ42
oligomers-induced [Ca2+]i rise . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.9 Ca2+ buffer EGTA restores cell viability . . . . . . . . . . . . . . . . . . . . 123
vii
6.10 EGTA can reverse the affect of Aβ42 oligomers on Ca
2+ signaling and mito-
chondrial function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.11 Total amounts of IP3 (A), [Ca
2+]i (B), and [Ca
2+]m (C) over 60 sec of simu-
lation for Aβ42 oligomers injected . . . . . . . . . . . . . . . . . . . . . . . . 125
6.12 EGTA rescues mitochondrial function . . . . . . . . . . . . . . . . . . . . . . 126
7.1 Model schematics of the extended Hodgkin-Huxley model permitting volume
of the neuron to change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.2 Time traces of [K+]bath during seizure (A) and SD (B) at 8mM and 25 mM
[K+]bath, respectively and normal [O2]bath pressure of 32 mg/L. . . . . . . . . 144
7.3 Membrane potential (Vm) and neuronal O2 in the three conditions studied in
this model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.4 HSD, seizures, and SD cause significant cell swelling. . . . . . . . . . . . . . 145
7.5 Bifurcation diagram showing the minimum and maximum of [K+]o as a func-
tion of [K+]bath at normal ∆pH=-0.6 and [Pi]=20 mM [Unpublished]. . . . . 146
7.6 Influx of [Ca2+]i (A) and subsequent Mitochondrial Ca
2+ buffering [Ca2+]m
(B), diminished 4Ψm (C), NADH saturation(D), and ATP production (E)
during 200 second simulation during HSD. . . . . . . . . . . . . . . . . . . . 148
7.7 Influx of [Ca2+]i (A) and subsequent mitochondrial Ca
2+ buffering [Ca2+]m
(B), diminished 4Ψm (C), [NADH] (D), and [ATP] production (E) during
200 second simulation in seizure conditions [Unpublished]. . . . . . . . . . . 149
7.8 Influx of [Ca2+]i (A) and subsequent mitochondrial Ca
2+ buffering [Ca2+]m
(B), diminished 4Ψm (C), [NADH] (D) and [ATP] production (E) during 200
second simulation in SD conditions. . . . . . . . . . . . . . . . . . . . . . . . 150
7.9 [Pi] availability to mitochondria can restore pumps faster to recover from HSD 152
7.10 [Pi] availability weakens HSD . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.11 Low [Pi] availability results in higher neuronal excitability. . . . . . . . . . . 153
7.12 More negative ∆pH results in weaker HSD. . . . . . . . . . . . . . . . . . . . 154
7.13 Higher ∆pH leads to more excitability in the neuron . . . . . . . . . . . . . 155
viii
Abstract
Mitochondria plays a crucial role in cells by maintaining energy metabolism and directing cell
death mechanisms by buffering calcium (Ca2+) from cytosol. Therefore, the Ca2+ overload of
mitochondria due to the upregulated cytosolic Ca2+, observed in many neurological disorders
is hypothesized to be a key pathway leading to mitochondrial dysfunction and cell death. In
particular, Ca2+ homeostasis disruptions due to Alzheimer′s disease (AD)-causing presenilins
(PS1/PS2) and oligomeric forms of β-amyloid peptides Aβ commonly found in AD patients
are presumed to cause detrimental effects on the mitochondria and its ability to function
properly.
We begin by showing that Familial Alzheimer′s disease (FAD)-causing PS mutants affect
intracellular Ca2+ ([Ca2+]i) homeostasis by enhancing the gating of inositol 1,4,5-trisphosphate
(IP3) receptor (IP3R) Ca
2+ channels on the endoplasmic reticulum (ER), leading to exag-
gerated Ca2+ release into the cytoplasm. Using experimental IP3R-mediated Ca
2+ release
data in conjunction with a computational model of mitochondrial bioenergetics, we explore
how the differences in mitochondrial Ca2+ uptake in control cells and cells expressing FAD-
causing PS mutants affect key variables such as ATP, reactive oxygen species (ROS), NADH,
and mitochondrial Ca2+ ([Ca2+]m). We find that as a result of exaggerated [Ca
2+]i in FAD-
causing mutant PS-expressing cells, the rate of oxygen consumption increases dramatically
and overcomes the Ca2+ dependent enzymes that stimulate NADH production. This leads to
decreased rates of proton pumping due to diminished membrane potential (4Ψm) along with
less ATP and enhanced ROS production. These results show that through Ca2+ signaling
disruption, mutant PS leads to mitochondrial dysfunction and potentially cell death.
ix
Next, the model for the mitochondria is expanded to include the mitochondrial uniporter
(MCU) that senses Ca2+ in the microdomain formed by the close proximity of mitochondria
and ER. Ca2+ concentration in the microdomain ([Ca2+]mic) depends on the distance between
the cluster of IP3R channels (r) on ER and mitochondria, the number of IP3R in the cluster
(nIP3R), and open-probability (Po) of IP3R. Using the same experimental results for Ca
2+
release though IP3R due to FAD-causing PS mutants, in conjunction with a computational
model of mitochondrial bioenergetics, a data-driven Markov chain model for IP3R gating,
and a model for the dynamics of the mitochondrial permeability transition pore (PTP), we
explore the difference in mitochondrial Ca2+ uptake in cells expressing wild type (PS1-WT)
and FAD-causing mutant (PS1-M146L) PS. We find that increased mitochondrial [Ca2+]m
due to the gain-of-function enhancement of IP3R channels in the cell expressing PS1-M146L
leads to the opening of PTP in high conductance state (PTPh), where the latency of opening
is inversely correlated with r and proportional to nIP3R. Furthermore, we observe diminished
inner mitochondrial 4Ψm, [NADH], [Ca2+]m, and [ATP] when PTP opens. Additionally, we
explore how parameters such as the pH gradient, inorganic phosphate concentration, and
the rate of the Na+/Ca2+-exchanger affect the latency of PTP to open in PTPh.
Intracellular accumulation of oligomeric forms of Aβ are now believed to play a key role
in the early phase of AD as their rise correlates well with the early symptoms of the disease.
Extensive evidence points to impaired neuronal Ca2+ homeostasis as a direct consequence
of the intracellular Aβ oligomers. To study the effect of intracellular Aβ on Ca2+ signaling
and the resulting mitochondrial dysfunction, we employed data-driven modeling in conjunc-
tion with total internal reflection fluorescence (TIRF) microscopy (TIRFM). High resolution
fluorescence TIRFM together with detailed computational modeling provides a powerful ap-
proach towards the understanding of a wide range of Ca2+ signals mediated by the IP3R.
Achieving this requires a close agreement between Ca2+ signals from computational models
and TIRFM experiments. However, we found that elementary Ca2+ release events, puffs,
imaged through TIRFM do not show the rapid single-channel opening and closing during
x
and between puffs using data-driven single channel models. TIRFM also shows a rapid
equilibration of 10 ms after a channel opens or closes which is not achievable in simulation
using standard Ca2+ diffusion coefficients and reaction rates between indicator dye and Ca2+.
Using the widely used Ca2+ diffusion coefficients and reaction rates, our simulations show
equilibration rates that are eight times slower than TIRFM imaging. We show that to get
equilibrium rates consistent with observed values, the diffusion coefficients and reaction rates
have to be significantly higher than the values reported in the literature. Once a close agree-
ment between experiment and model is achieved, we use multiscale modeling in conjunction
with patch-clamp electrophysiology of IP3R and fluorescence imaging of whole-cell Ca
2+ re-
sponse, induced by intracellular Aβ42 oligomers to show that Aβ42 inflicts cytotoxicity by
impairing mitochondrial function. Driven by patch-clamp experiments, we first model the
kinetics of IP3R, which is then extended to build a model for the whole-cell Ca
2+ signals.
The whole-cell model is then fitted to fluorescence signals to quantify the overall Ca2+ release
from the ER by intracellular Aβ42 oligomers through G-protein-mediated stimulation of IP3
production. The estimated IP3 concentration as a function of intracellular Aβ42 content to-
gether with the whole-cell model allows us to show that Aβ42 oligomers impair mitochondrial
function through pathological Ca2+ uptake and the resulting reduced mitochondrial inner
membrane potential, leading to an overall lower ATP and increased production of reactive
oxygen species and [H2O2]. We further show that mitochondrial function can be restored
by the addition of Ca2+ buffer EGTA, in accordance with the observed abrogation of Aβ42
cytotoxicity by EGTA in our live cells experiments.
Finally, our modeling study was extended to other pathological phenomena such as epilep-
tic seizures and spreading depolarizations (SD) and their effects on mitochondria by incorpo-
rating conservation of particles and charge, and accounting for the energy required to restore
ionic gradients to the neuron. By examining the dynamics as a function of potassium and
oxygen we can account for a wide range of neuronal hyperactivity from seizures, normoxic
SD, and hypoxic SD (HSD) in the model. Together with a detailed model of mitochondria
xi
and Ca2+-release through the ER, we determine mitochondrial dysfunction and potential
recovery mechanisms from HSD. Our results demonstrate that HSD causes detrimental mi-
tochondrial dysfunction that can only be recovered by restoration of oxygen. Once oxygen
is replenished to the neuron, organic phosphate and pH gradients along the mitochondria
determine how rapid the neuron recovers from HSD.
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1 Introduction
1.1 Overview of relevant computational biophysics principles and
methods
In this thesis, a number of biophysically relevant models will be introduced, to explain
open problems in biophysics. Some of the key pathways that are modeled include potential
differences across cell membrane, ion concentration dynamics in the extracellular and intra-
cellular compartments, and cell bioenergetics. A range of theoretical and numerical tools
from physics and biology used to answer related questions. Some of the techniques used
are reaction diffusion equations for the dynamics of various ions, Markov chain models for
the kinetics of ion channels, and stochastic and deterministic approaches at different spa-
tiotemoral scales. Numerical analysis to solve problems in biophysics can further elucidate
cellular signaling pathways that cannot be understood solely by experimental measures. In
particular, this thesis will provide a base for understanding mitochondrial dysfunction in a
number of neurodegenerative diseases due to Ca2+ dysregulation.
The mitochondrial model developed in Chapter 2 is a system of coupled ordinary differen-
tial equations (ODE) that represents the complex Ca2+ handling, Tricarboxylic acid (TCA)
cycle, Adenosine Triphosphate (ATP) production, and Reactive oxygen species (ROS) scav-
enging of mitochondria. The inner mitochondrial membrane is modeled as a capacitor with
a large potential difference. Proteins on the inner membrane act as conductors and the flux
of ion species through them alter the potential difference. These fluxes that drive the rate
of each state variable are developed on biophysics principles such as mass action kinetics,
Michaelis-Menten kinetics, and allosteric transitions for Ca2+ influx and eﬄux. Flux parame-
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ters are fit to experimental data to provide accurate control over main state variables. When
the independent fluxes are incorporated in a system of ODE’s and solved numerically, we
are able to develop deeper insights into how FAD-causing PS-mutations (Chapter 3) cause
diminished ATP production and enhanced ROS production in cells expressing PS-mutations
in mitochondria.
In order to simulate the realistic Ca2+ concentration to which the mitochondria is ex-
posed, we incorporate a 12-state Markov Chain model for IP3R and in a Ca
2+ microdomain
formed between ER and mitochondria. The 12-state model for IP3R is built on patch-clamp
electrophysiology of single IP3R receptors binding and unbinding to its two of ligands Ca
2+
and IP3 (Chapter 4). We couple this model with another model determining Ca
2+ in the
microdomain by assuming hemispherical symmetry of Ca2+ diffusion from IP3Rs on the ER.
With this modification, the mitochondrial uniporter can now sense higher concentrations of
Ca2+ as shown in experimental results. The increased Ca2+ sequestered by mitochondria due
to IP3R in the presence of PS-mutant causes PTP transitions to the PTPh. The PTPh is
modeled as a Goldman-Hodgkin-Katz current equation for Ca2+ across the inner mitochon-
drial membrane. We are then able to determine how ER-MCU distance, number of IP3R
receptors on the ER, and open-probability (Po) can alter the latency of transition to PTPh
in PS-expressing IP3R.
In Chapter 5, we employ finite difference methods to solve reaction-diffusion equations
for concentrations of various ion species. These reaction-diffusion equations, along with
kinetics for binding of free Ca2+ to fluorescent dye, stationary, and mobile buffers, allow
us to tune certain key parameters to achieve make agreement between TIRFM and IP3R
models that have been previously overlooked. Once the models and experiments agree, the
TIRFM signals representing Ca2+ release through IP3R due to intracellular Aβ42 oligomers
can be determined through numerical simulation (Chapter 6). Once [Ca2+]i is calculated
through simulation, we then determine the downstream affects on mitochondria.
Finally, by modifying the well established Hodgkin-Huxley model by taking into account
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conservation of ions species in different compartments and volume changes of the neuron,
and mitochondrial function we are able to study the effects of HSD, seizures, and SD on
mitochondria (Chapter 7). Mitochondrial function heavily depends on neuronal Ca2+ and
O2. Modifications to take in account explicit dependence of O2 on mitochondrial function are
made to the model outlined in Chapter 2. Numerically solving the coupled ODEs outlined in
Chapter 7 allows us to understand how concentrations of surrounding K+ and O2 not only
change neuronal ion dynamics but mitochondrial ATP production in various pathological
conditions. Furthermore, numerically simulations allow us to determine mitochondria’s role
in cells recovery from HSD.
The following subsections briefly outline the relevant biological principles, theories, and
questions to be answered in this thesis. Full details are given in the Methods section of each
chapter.
1.2 The calcium ’toolkit’ and mitochondrial calcium handling
Ca2+ is a ubiquitous intracellular signaling ion responsible for controlling numerous cellular
processes. The versatility of the Ca2+ signaling mechanisms lies in its amplitude, frequency,
and spatio-temporal patterns [1–3]. The Ca2+ ’toolkit’ of the cell is an extensive molecular
collection of signaling components that work together in different cell types to create signals
of different spatial and temporal profiles. Spatial aspects of Ca2+ signaling include single-
channel elementary release events (’blips’) which result either from the entry of external Ca2+
across the plasma membrane from voltage-gated channels, or release from internal stores such
as IP3R or RyR on the ER. They generate localized concentrations of Ca
2+ that can activate
processes such as growth-cone migration, membrane excitability, mitochondrial metabolism
and synaptic plasticity. Localized Ca2+ events such as puffs on the other hand result from
concerted openings of multiple channels in a cluster of channels. Many clusters coordinate to
produce larger Ca2+ whole-cell waves that control diverse cellular processes such as muscle
contraction, and triggering of fertilization, learning and memory, and programmed cell death
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[1, 3]. Ca2+ channels can be separated into four distinct categories: i) plasma-membrane
voltage-gated Ca2+ channels (VGCCs) ii) receptor-operated channels that open in response
to binding and unbinding of a ligand and exist both in plasma membrane and membranes
of intracellular components, iii) store-operated channels that open in response to depletion
of internal Ca2+ stores and iv) leak channels.
Neurons in particular have N- and P/Q-type VGCCs at synaptic endings triggering re-
lease of neurotransmitters. Ca2+ signaling in neurons involves intricate cross-talk between
Ca2+ influx across the cellular membrane through VGCCs, N-methyl-D-aspartate (NMDA),
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors, and G-protein-
coupled receptors, generating IP3 that liberates Ca
2+ from the ER through activation of
IP3R. IP3R and ryanodine receptors (RyR) are lignad-gated channels located on the ER
that operate through Ca2+-induced Ca2+ release (CICR) process. In healthy neurons [Ca2+]i
is kept at levels of ∼ 100 nM in resting state through various buffers and pumps on the ER
(Serco-endoplasmic reticulum ATPase, Serca) and mitochondrial Ca2+ uniporter (MCU).
Mitochondria is responsible for the production of the energy currency of the cell: ATP,
which is driven by the TCA cycle and oxidative phosphorylation. It is generally believed that
mitochondria can function as a dynamic Ca2+ sequestration system [4]. Ca2+ plays a crucial
role in facilitating the communication between mitochondria and other components of the cell
[5]. Ca2+ has been shown to activate the mitochondrial matrix dehydrogenases in the TCA
cycle [6, 7] and influence the supply of NADH and FADH2, thereby affecting the oxidative
phosphorylation and the amount of ATP produced in the matrix. Thus, irregularities in
mitochondrial Ca2+ homeostasis can cause severe complications in cell functions including
bioenergetics.
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1.3 Presenilin mutations in Familial Alzheimer′s disease and mito-
chondrial dysfunction
AD is a form of dementia that is characterized by extensive synaptic and neuronal loss which
leads to impaired memory and cognitive decline. Most AD cases are sporadic (SAD) and
account for a large population of AD patients, but about 10% are inherited (FAD) and
develop as early as the age of 30 as a result of mutations in amyloid precursor protein (APP)
or presenilins (PS1, PS2) [8, 9]. Both SAD and FAD share the features of accumulated extra-
and intracellular β-amyloid plaques, intracellular neurofibrillary tangles composed mostly of
hyperphosphorylated tau protein, and cell atrophy and death in multiple brain regions [10–
12]. Both types of AD share similar phenotypes, suggesting a common pathogenic origin.
However, mechanisms for how these proteins create such devastating effects in the neuron
are still unclear.
The ”amyloid cascade hypothesis” [13], was the first to state that the accumulation of
amyloid-β (Aβ) peptide, due to altered processing or lack of clearance is the initiating molec-
ular event that eventually leads to amyloid plaques, neurofibrillary tangles, inflammation,
synaptic loss, and neurodegeneration in both FAD and SAD patients. Accumulation of amy-
loid plaques in the AD brain is the primary evidence for the amyloid cascade hypothesis.
Mutations in APP or PS1 and PS2 which comprise the catalytic subunit of the APP-cleaving
enzyme γ-secretase [14] are shown to result in overproduction of the hydrophobic aggregation
of Aβ oligomers. Thus, amyloid-targeting drugs have been the main focus of the therapeu-
tic interventions for AD in the past three decades. The considerable failure rate of the
Aβ-targeting drugs suggests that the reduction of Aβ-plaques alone may not be enough to
sufficiently halt the devastating effects of AD on the brain [15]. Along with Aβ-plaques,
Ca2+ signaling disruptions have been observed, and provide a potential mechanism for the
common pathogenesis of both types of AD.
Accumulating data suggests that neuronal Ca2+ dysregulation plays an important role
in AD due to the ubiquitous nature of intracellular Ca2+ signaling. The ”Ca2+ hypothesis
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of brain aging and AD” first proposed by Khatchaturian states that changes in neuronal
function due to Ca2+ handling and homeostasis could account for the neuronal damage seen
in aging neurons [16]. Common features of aging neurons include increased Ca2+ release
through IP3R and RyR, increased Ca
2+ influx via L-type VGCC, and reduced cytosolic
Ca2+ buffering capacity and activation of calcineurin and calpains [17]. These are a few of
the pathways that are disrupted in the cells’ ’Ca2+- toolbox’ that can be further exasperated
due to changes in Ca2+ signaling due to mutant PS which alter APP processing, leading to
Aβ oligomarization [18]. It is well established that mutations in PS and APP are the main
causes of FAD [8]. What still needs to be understood is how these PS mutations and Aβ
accumulation lead to the impairment of brain function and neurodegeneration, which is a
central topic of this thesis.
FAD causing PS interact with the IP3R Ca
2+ release channels resulting in enhanced IP3R
channel gating in an Aβ production-independent manner. The gain-of-function enhancement
of IP3R activity in considered to be the main reason for the upregulated Ca
2+ activity seen in
cells expressing PS mutants. Deeper insight into the IP3R gain-of-function was accomplished
by employing a data-driven model of single IP3R channel records obtained under optimal
Ca2+ and multiple IP3 concentrations. We found that in addition to the high occupancy
of high-activity (H)-mode, and the low occupancy of the low-activity (L)-mode, IP3R in
FAD-causing mutant PS expressing cells exhibits significantly longer mean life-time for the
H-mode and shorter lifetime for the L-mode, leading to shorter mean closed times and
hence higher Po of the channel in comparison to IP3R cells expressing wild-type PS [19].
This dysregulation of the IP3R gating causes high-frequency, high-amplitude oscillations in
[Ca2+]i, which leads to Ca
2+ dysruptions in mitochondrial homeostasis [9, 20–25].
In Chapter 3, we investigate how these high frequency and high amplitude [Ca2+]i os-
cillations impair mitochondrial function in cells expressing PS mutants. We achieve this by
feeding experimental whole cell [Ca2+]i time traces, directly into a computational model that
takes into consideration the TCA cycle, oxidative phosphyorilation, Ca2+ dynamics, and re-
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active oxygen species (ROS) production (Chapter 2). Ca2+ influx to the mitochondria has
two opposing effects: (1) the activity of the TCA cycle dehydrogenases is stimulated and (2)
membrane potential (4Ψm) is dissipated due to the influx of a cation. Under physiological
conditions, a positive correlation between NADH and Ca2+ exists [7, 26, 27]. Under patho-
logical conditions, such as exaggerated Ca2+ release through IP3R as shown in PS mutant
cells, we observe a reduction in the proton motive force due to diminished 4Ψm, accelerat-
ing the oxygen consumption with a rate that exceeds the rate of Ca2+ dependent enzymes
in the TCA cycle which saturate according to Michaelis-Menten kinetics, thereby, reducing
NADH production as shown in [28]. Thus, it is possible for TCA cycle dehydrogenases to
decrease, depending on the level of mitochondrial Ca2+ influx to the matrix. We compare
the mitochondrial function in a cell with PS mutant-induced Ca2+ signals to that in a control
cell. We show that the increased Ca2+ uptake in the mitochondria due to exaggerated Ca2+
release through IP3R in FAD causing PS1 mutant-expressing cells leads to decreased ATP
production, increased ROS in mitochondria ([O−2 ]m) and [H2O2], which over time can lead
to cell death.
1.4 Affects of PS mutations on apoptosis signals
The mitochondrial Ca2+ uniporter is responsible for sequestering Ca2+ into the mitochondrial
matrix and is located on the inner mitochondrial membrane (IMM). MCU is exposed to
high [Ca2+]i in the microdomain formed by the close proximity of IP3Rs on the ER and
the MCU on the mitochondria [29]. It has been shown that IP3R and MCU are physically
tethered by proteins connecting IP3R and the mitochondrial voltage dependent anion channel
(VDAC) [29–31]. The physical tethering results in mitochondria being exposed to a local
Ca2+ concentration much higher than averaged over the whole cytoplasm [32]. Experimental
results have revealed that the Ca2+ concentration in the microdomain ([Ca2+]mic) due to
IP3R-mediated Ca
2+ release is several orders of magnitude higher than the averaged [Ca2+]i
observed [29, 32]. Thus, downstream effects such as mitochondrial Ca2+ sequestration, ATP
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production, and apoptotic signaling should be considered as a function of [Ca2+]mic instead
of average cytosolic [Ca2+]i. Another key point to keep in mind is that MCU which is the
main mitochondrial Ca2+ absorption pathway requires very high cytosolic Ca2+ to open [33],
but Ca2+ inside mitochondrial matrix ([Ca2+]m) rises close to 100 µM in response to IP3R
stimulation where the average [Ca2+]i rises to ∼ 3 µM [30, 34]. For this concentration,
the Ca2+ influx through MCU would be negligible [33] making such a huge rise in [Ca2+]m
unlikely. These two observations together suggest that MCU senses local [Ca2+]mic which is
much higher than the average [Ca2+]i. Furthermore, mitochondrial models considering the
Po of MCU to be a function of average [Ca
2+]i predicts [Ca
2+]m to be a few hundred nM
unlike the experimentally observed values of close to 100 µM [30, 34].
In addition to ATP production and Ca2+ sequestration [35], mitochondria also participate
in apoptotic signaling under pathological conditions [36–38]. A key player in mitochondrial
induced apoptotic signaling is the permeability transition pore (PTP). Much research in
recent years have been associated with understanding the structure and function of the
PTP. Two open conformations, one with low conductance (PTPl) and another with high
conductance (PTPh), have been observed in isolated organelles with transition to the PTPh
being irreversible and strictly dependent on saturation of the Ca2+ binding sites [5, 39, 40].
When PTP makes transition to PTPh, depolarizations in inner mitochondrial membrane
potential (4Ψm) are followed by diminishing respiration, release of mitochondrial Ca2+ to
the cytoplasm, and extensive swelling of the mitochondria due to equilibration of ions and
solutes with molecular masses below the pore size. Swelling of the IMM causes unfolding in
the branches of the outer mitochondrial membrane (OMM) and release of intermembrane
proteins such as Cytochorme C into the cytoplasm that binds to apoptotic protease and
initiates apoptosis [37, 41].
In Chapter 4, we investigate how the observed high-frequency and high-amplitude Ca2+
oscillations in cells expressing FAD-causing PS mutants impair mitochondrial function by
forcing PTP to transition to PTPh. We achieve this by first feeding observed [Ca
2+]i values
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to a twelve-state data-driven model for the gating of type 1 IP3R in the cells expressing
wild type (IP3RPS1−WT) and mutant M146L (IP3RPS1−M146L) PS. The IP3R model is briefly
described in Chapter 2. We refer the interested reader to [19, 42] for a more detailed dis-
cussion on the single channel model development for IP3RPS1−WT and IP3RPS1−M146L. The
single-channel IP3R model is coupled with computational models for Ca
2+ dynamics in the
ER-MCU microdomain [43] and subsequently to mitochondrial bioenergetics described in
Chapter 2 [28, 44, 45]. We sweep different parameters controlling Ca2+ concentration in the
[Ca2+]mic and [Ca
2+]m to see how they affect the transition of PTP to PTPh. We show that
the increased Ca2+ uptake by mitochondria due to exaggerated Ca2+ release through IP3R
channels in cells expressing FAD causing PS-mutant leads to the transition of PTP to PTPh,
while no such observations are made in PS1-WT expressing cells. The transition of PTP
to PTPh leads to 4Ψm depolarization and sharp decreases in [Ca2+]m, [NADH], and [ATP]
production. The cells that we study are representatives of all the observations in [9] and the
conclusions apply to all experiments in that study.
1.5 Ca2+ signaling measurement techniques and modeling agree-
ment
High resolution fluorescence microscopy and patch-clamp are the two main experimental
techniques used for investigating a wide range of Ca2+ signals from single channel events
called blips to puffs due to concerted opening of multiple channels in a cluster of a few
channels to whole cell waves. Recent advances in imaging techniques enable us to resolve
Ca2+ signals at the single channel level within the intact environment [46–49]. Nevertheless,
they are unable to dissect the coupling between individual channels as a function of their
spatial organization, and connecting the single channel function to global Ca2+ signals.
Patch-clamp techniques on the other hand, provide exquisite resolution of channel gating,
but provide no spatial information [50]. Patch-clamp techniques are also limited by the
intracellular location of IP3R which causes them to be inaccessible to patch-clamp recording
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within intact cells. Other studies involving excised nuclei or lipid bilayer reconstitution
provide no spatial information and disrupt CICR processes that determines interactions
between channels in a cluster [48, 51]. None of these techniques is capable of addressing the
full spectrum of Ca2+ signals. Modeling approaches can bridge these scales, but on the other
hand, require step-by-step validation by experiments to make meaningful predictions.
Over the last twenty five years several models for the kinetics of single IP3R have been
developed [19, 42, 52–58]. Two models in particular replicate all observations about single
IP3R including the gating of the channel in 3 distinct gating modes over a broad range
of ligand dependencies, dwell-times, and latency distributions [19, 42, 56, 58]. Both these
models were built on extensive single-channel patch-clamp data on IP3R [59–62].
Cluster models built on Ullah’s and Siekmann’s models reproduce many observations
about puffs [42, 58, 63, 64]. However, one major discrepancy between these models and
experimental studies exists. Simulated puffs exhibit high amount of single-channel activity as
compared to experimental TIRFM signals. Unlike experimental data, both models exhibit,
fast (1-2ms duration) opening and closings of single channels between and during puffs.
While investigating this discrepancy was a motivating factor for Chapter 5, we found that
besides the possible missed single-channel events in TIRFM experiments, the widely accepted
values of the free Ca2+ diffusion coefficient (DCa), and the binding/unbinding rates of Ca
2+
to dye (αf , βf ) are too slow to account for experimentally observed single-channel TIRFM
signals. Experimental values of DCa in cytoplasm have ranged from 530µm
2/s [65] to the
most widely accepted and cited value of 223µm2/s [66]. Here, we show that the accepted
values of DCa, αf , and βf used in computational studies are incompatible with experimentally
observed TIRFM events, and examine the implications on TIRFM of these new parameters
through simulated puffs. We find that to replicate single channel and puff TIRFM signals,
larger values of DCa and on/off rates must be used. We also show that such short 1-2ms
opening and closings of channels can be missed in TIRFM when the optimal experimental
signal-to-noise ratio (SNR) of greater than or equal to 8 is considered.
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1.6 Affects of intracellular Aβ on mitochondrial function
Strong evidence indicates that soluble oligomeric Aβ aggregates represent the major toxic
species in the etiology of AD leading to uncontrolled elevation of cytosolic Ca2+ [3, 67–73].
Proposed mechanisms of action of Aβ oligomers include formation of self-aggregating Ca2+-
permeable pores in the plasma membrane (PM) [74–78], alteration of the physicochemical
properties of membrane lipids and proteins [79–81], and direct interaction with endogenous
Ca2+-permeable receptor/channels [82–84].
While most studies on Aβ toxicity to date have focused on the effect of extracellular Aβ
oligomers, understanding the effect of intracellular Aβ on cell’s function is becoming increas-
ingly relevant, substantiated by the following observations: (i) intracellular Aβ accumulation
precedes extracellular deposition [85–87]; (ii) intracellular Aβ are likely to contribute in the
earlier phase of the pathogenesis of AD [85, 88, 89]; (iii) the endoplasmic reticulum (ER) of
neurons has been identified as the specific site of Aβ production [90]; (iv) accumulation of
intracellular Aβ have been linked to profound deficits of long-term potentiation and cogni-
tive dysfunction in AD mice models [24, 25]; and (v) the ER membrane is the site of action
for fundamental Ca2+ release due to opening of IP3Rs and RyRs. Furthermore, there is
compelling evidence that intracellular Aβ evokes the liberation of Ca2+ from intracellular
stores [71, 91–93].
Demuro and Parker have shown that intracellular injection of Aβ42 oligomers stimulates
G-protein-mediated IP3 production and consequently liberate Ca
2+ from the ER through
activation of IP3Rs [92]. In Chapter 6, we synergistically combine multiscale modeling,
patch-clamp electrophysiology of single IP3R, and TIRFM of global Ca
2+ signaling to show
that intracellular Aβ42 oligomers inflict cytotoxicity by impairing mitochondrial function.
We achieve this by first developing a model for the kinetics of IP3R, driven by single-channel
patch-clamp data obtained from type 1 IP3R in isolated nuclei of Xenopus laevis oocytes.
This simple four state model accurately reproduces the gating of IP3R as a function of
its two ligands, Ca2+ and IP3. The single channel model is used to build a preliminary
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model for whole-cell Ca2+ signaling. The whole-cell model is then fitted to fluorescence
traces representing global Ca2+ signals recorded in Xenopus laevis oocytes in response to
intracellular injection of Aβ42 oligomers. This allowed us to quantify and model the overall G-
protein-mediated IP3 production and the resulting Ca
2+-release from the ER as functions of
intracellular Aβ42 content ([Aβ42]). The resulting data-driven models for IP3 and cytosolic
Ca2+ signals were then combined with a detailed model for mitochondrial Ca2+ signaling
and bioenergetics to show that intracellular Aβ42 impairs mitochondrial function due to
pathological Ca2+ uptake and diminished 4Ψm, resulting in overall lower ATP availability
to the cell and increased production of ROS and [H2O2]. This dual theory-experiment
approach allows us to investigate the extent of Ca2+ signaling disruption and mitochondrial
dysfunction as functions of cell’s intracellular [Aβ42]. We further show that mitochondrial
function is restored by the addition of Ca2+ buffer ethylene glycol-bis(β-aminoethyl ether)-
N,N,N’,N’-tetraacetic acid (EGTA), in agreement with our experimental observations where
Aβ42 cytotoxicity was abrogated by cytosolic injection of EGTA. In addition to unifying
observations from two different experimental techniques across spatiotemporal scales, from
single channel to whole cell, our study provides a testable hypothesis for Aβ42 cytotoxicity.
Moreover, this to our knowledge is the first demonstration of extracting parameters related
to single channel kinetics from whole-cell Ca2+ signals.
1.7 Metabolic cost of seizures and spreading depolarizations
Electrical hyperactivity of seizures was first described in Berger [94] whereas SD that prop-
agated and silenced electrical activity in the neuron was discovered by Leao [95]. Seizures
propagate rapidly, whereas SD propagate slowly [96]. In humans, SD can trigger migraines
[97] and is recognized as adversely affecting the outcome of head trauma, cerebral hypoxia,
and stroke [98]. While these pathological phenomena have previously been considered sepa-
rate physiological events [96], due to different characteristics and patterns of neuronal activ-
ities [95, 99], ionic changes [100–103], and oxygen handling [104, 105], recently biophysical
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models have allowed for a unification of a wide array of neuronal pathological phenomena
[106]. Here we expand upon the model first developed in [106, 107] and incorporate a model
for mitochondrial function [28, 108] to determine the affects of seizures, SD and HSD on
mitochondrial function. By coupling ATP dependent Na+/K+-pumps on the neuron and
glia, ATP-dependent Ca2+ pumps on the ER, and Ca2+ handling of mitochondria, we can
not only investiage the affect of pathological neuronal behavior on mitochondria, but also
determine mitochondria’s role in the recovery of neuronal ionic gradients to restore normal
cell function.
Seizures and SD can be induced by hypoglycemia, hypoxia, neural injury, inhibition of of
Na+/K+ pump or high concentrations of K+ in the tissue [106, 109]. Increasing potassium
in the bath perfusate from normal 3.5 mM to 8.5 mM induces spontaneous periodic seizures
[110] and further increasing it to a range from 26 mM [111] to 40mM [112] causes SD. HSD
is observed after reduction of blood flow or oxygen [104, 113]. Recovery from HSD requires
restoration of oxygen. If no oxygen is restored, an electrical ”wave of death” occurs [114]
where the neuron is permanently lost. Seizures can be associated with the leading wave-front
of SD, and mixed states are seen in HSD [104].
By incorporating conservation of particles and charge, and energy supplied in the form
of ATP by the mitochondria required to restore ionic gradients, we show in Chapter 7 that
enhanced intracellular Ca2+ influx due to membrane depolarization observed in neurons in
seizure and SD induces diminished 4Ψm, and reduced ATP production. In HSD, the oxygen
deficiency severely reduces the ATP production and significantly hinders the Na+/K+ pump
activity leading to the ”wave of death” unless oxygen is restored. The ability for the neuron
to recover from hypoxia is key in avoiding long term brain damage. We find that organic
phosphate concentration ([Pi]) and pH gradient between mitochondria and cytoplasm (∆pH)
both play a role in helping the neuron recover quicker from HSD once O2 is resupplied to the
neuron. Optimal [Pi] =20mM and ∆pH=-0.6 bring ATP levels back to steady-state values
quicker so that ATP dependent pumps can recover ionic gradients necessary for cellular
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function.
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2 Modeling of mitochondrial Ca2+ handling and bioen-
ergetics
The studies in Chapter 3, 4, 6, and 7 use a detailed model for mitochondrial function. In this
chapter we outline the mitochondrial model and leave the details about the modifications
made and the experimental data used in each of these studies to the corresponding chapters.
2.1 Computational Methods
Our mitochondrial model incorporates mitochondrial physiological processes such as the
TCA cycle, oxidative phosphorylation, Ca2+ signaling pathways, and ROS dynamics. We
adopted the computational model from Cortassa et al. [44], which was modified from the
work done by Magnus and Keizer [115]. The main components in our model are shown in Fig.
2.1. Rate equations for the variables involved are given in Table 2.1 and their corresponding
parameters and fluxes are described in the following sections.
The model developed by Magnus and Keizer describes Ca2+ handling by mitochondria in
the pancreatic β-cell. The Magnus and Keizer model includes 6 transport mechanisms in the
inner mitochondrial membrane: proton pumping due to respiration, proton pumping uptake
by the F1F0 − ATPase, a proton leak, the adenine nucleotide exchanger, the Ca2+ uniporter,
and the Na+/Ca2+ exchanger. The original Magnus and Keizer model also includes dynamic
changes in4Ψm, adenosine diphosphate ([ADP]m), and [Ca2+]m by means of 3 rate equations.
The Magnus and Keizer model was expanded by Fall and Keizer [116] to include coupling with
Ca2+ release through IP3R based on the De Young-Keizer model that describes the properties
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of Ca2+ release from the ER through IP3R channels [52]. In the Fall and Keizer model, Ca
2+
released from the ER is sequestered into mitochondria through the Ca2+ uniporter [116].
The Fall and Keizer model was then expanded to include the mitochondria PTP [5, 117].
Missing in these studies is a mechanism through which Ca2+ regulates the TCA cycle
and ROS production dynamics that is dependent upon oxygen consumption of the mito-
chondria. The work done by Cortassa et al. [44, 45] includes TCA cycle dehydrogenases
that drive NADH production, and ROS production due to a shunt of electrons from the
electron transport chain. The Cortassa et al. model is a 16 variable model and shows that
when Ca2+-sensitive dehydrogenases are the main rate-controlling steps of respiratory flux,
there are significant increases in oxygen consumption (Vo2), proton eﬄux, NADH, and ATP
synthesis. The Cortassa et al. model is able to reproduce experimental data concerning mi-
tochondrial bioenergetics, Ca2+ dynamics, and respiration control [44]. Thus, we choose this
model for this thesis although other expansions of the Magnus-Keizer model are also available
in the literature [118–120]. Also, different versions of the model are used for mitochondrial
bioenergetics in other cell types including Ehrlich ascites tumor cells and astrocytes [5, 117]
reflecting the robustness of the model and it’s ability to represent many cell types.
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Figure 2.1: Schematic representation of the mitochondrial physiological processes, metabolic
energetics, ROS production, transport and scavenging incorporated in our model. Items
directly affected by mutants are labeled in red and blue text: red indicating up-regulation
and blue indicating down-regulation as compared to control cells. The model takes into
account TCA cycle dehydrogenases and enzymes. The TCA cycle of the mitochondrial
matrix is fed by acetyl CoA (AcCoA), which oxidize fatty acids and glucose. The TCA
cycle completes the oxidation of AcCoA to CO2 and produces NADH and FADH2, which
are the driving force for the oxidative phosphorylation process. Activities of TCA cycle
enzymes IDH and KGDH are explicitly dependent on Ca2+ in the matrix, which allows for
the rate of Ca2+ uptake by mitochondria to be involved in membrane energization through
the TCA cycle and the oxidative phosphorylation. As the NADH and FADH2 are oxidized by
the respiratory chain, they drive the proton pumping across the inner membrane (VHE and
VHE(f)) to establish an electrochemical gradient, or proton motive force (4µH) composed of
the electrical gradient (4Ψm) and proton concentration gradient (4pH). The proton motive
force drives phosphorylation of matrix ADP to ATP by the F1F0 − ATPase (ATP synthase).
The 4Ψm governs the electrogenic transport of ions, which includes the influx of Ca2+
through the uniporter, the Na+/Ca2+ exchanger and the adenine nucleotide translocator
(ANT). The schematic shows the inner membrane ROS coupled kinematics. Superoxide
anion O−2m is transported through the inner membrane anion channel (IMAC) and [H2O2] is
produced. Extracted from [28].
17
Table 2.1: Rate Equations for different variables governing mitochondrial bioenergetics and
Ca2+ dynamics.
State Variable Rate Equation
[ADP]m
d[ADP]m
dt
= Vant − VATPase − Vsl
4Ψm d4Ψmdt =
VHe−VHe(f)−VHu−VANT−VHLeak−VNaCa−2Vuni−VIMAC
Cmito
[CIT] [CIT] = CKint − [ISOC]− [αKG]− [SCoA]− [Suc]− [FUM]− [MAL]− [OAA]
[NADH] d[NADH]
dt
= −Vo2 + VIDH + VKGDH + VMDH
[ISOC] d[ISOC]
dt
= VACO − VIDH
[αkg] d[αkg]
dt
= VIDH − VKGDH + VAAT
[SCoA] d[SCoA]
dt
= VKGDH − VSL
[Suc] d[Suc]
dt
= VSL − VSDH
[FUM] d[FUM]
dt
= VSDH − VFH
[MAL] d[MAL]
dt
= VFH − VMDH
[OAA] d[OAA]
dt
= VMDH − VCS − VAAT
[Ca2+]m
d[Ca2+]m
dt
= f(Vuni − VNaCa)
[O−2 ]m
d[O−2 ]m
dt
= [(shunt)V02 ]− V TrROS
[O−2 ]i
d[O−2 ]i
dt
= V TrROS − VSOD
[H2O2]
d[H2O2]
dt
= VSOD − VCAT − VGPX
[GSH] d[GSH]
dt
= VGR − VGPX
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2.1.1 TCA cycle
Isocitrate ([ISOC]), α-ketoglutarate ([αkg]), Succinyl-CoA ([SCoA]), succinate ([Suc]), fu-
marate ([FUM]), malate ([MAL]), and oxalacetate ([OAA]) are all chemical intermediates
involved in the TCA cycle. The enzymes generating or processing these entities in the
TCA cycle are citrate synthase (CS), aconitase (ACO), isocitrate dehydrogenase (IDH),
alpha-ketoglutarate dehydrogenase (KGDH), succinyl CoA lyase (SL), succinate dehydroge-
nase (SDH), fumarate hydratase (FH), malate dehydrogenase (MDH), and aspartate amino
transferase (AAT). The TCA cycle provides a pathway for substrate oxidation. The cycle
completes the oxidation of Acetyl coenzyme A (AcCoA) to CO2 and produces NADH and
FADH2. The TCA cycle enzymes IDH and KGDH have explicit dependence on [Ca
2+]m.
The coefficients of the TCA cycle equations were determined in [44, 115], and can be viewed
in Table 2.2.
As in [44], we consider the dynamics of the TCA cycle that can be split into two pathways:
the tricarboxylate and the dicarboxylate. In the tricarboxylate pathway AcCoA and OAA
react to produce [αkg], NADH, and CO2. [αkg] is then a substrate of the dicarboxylate
pathway producing OAA to resupply at the start of a new cycle. The model includes kinetics
of how Ca2+, [Mg2+], ADP, NADH, and NAD affect regulatory enzymes of the TCA cycle.
We will briefly describe each of the equations used here. For a more detailed discussion of
the kinetics of the TCA cycle, see [44].
CS is the first enzyme of the TCA cycle and is represented in the model by the kinetic
rate law (eq. 2.1). CS catalyzes the condensation of OAA and AcCoA to make Citric Acid
(CIT). The amount of CIT is the result of the balance of all the other intermediates in the
cycle. CS is a function of the concentrations of its substrates OAA and AcCoA, and has
saturating properties for both.
Vcs =
kCScatE
CS
T
1 +
KAcCoAM
[AcCoA]
+
KOAAM
[OAA]
+
KAcCoAM
[AcCoA]
KOAAM
[OAA]
(2.1)
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ACO’s kinetic expression in eq. (2.2) is based on the law of mass action. It is assumed
that the enzyme operates reversibly near equilibrium and is characterized by an equilibrium
constant KACOE . The rate of ACO is dependent on the concentration of [CIT] and [ISOC].
VACO = k
ACO
f
(
[CIT ]− [ISOC]
KACOE
)
(2.2)
IDH is one of the two matrix dehydrogenatses regulated by Ca2+ in this model. It is
activated by ADP and inhibited by its product NADH. It has sigmoidal dependence on
ISOC. Increases in Ca2+ slightly increase levels of IDH. The rate of IDH is represented by
eq. (2.7).
IDH1 =
(
1 +
[H+]
kh1
+
kh2
[H+]
)
(2.3)
IDH2 =
(
KISOCM
[ISOC]
)ni(
1 + [ADP]m
KaADP
)(
1 + [Ca
2+]m
KaCa
) (2.4)
IDH3 =
(
KNADM
[NAD]
)(
1 +
[NADH]
KiNADH
)
(2.5)
IDH4 =
(
KISOCM
[ISOC]
)ni (
KNADM
[NAD]
)(
1 + [NADH]
KiNADH
)
(
1 + [ADP]m
KaCa
)(
1 + [Ca
2+]m
KaCa
) (2.6)
VIDH =
kIDHcat E
IDH
T
IDH1 + IDH2 + IDH3 + IDH4
(2.7)
KGDH is the second matrix dehydrogenase dependent on Ca2+ in this model. It displays
augmented dependence on Ca2+ as compared to IDH. It is the main rate-controlling step
of respiratory flux and it’s maximal activation is dependent on NAD and [αkg]. Its rate
equation is given as:
VKGDH =
kKGDHcat E
KGDH
T
1 +
(
kαKG
M
[αkg]
)
(
1+
[Mg2+]
K
Mg2+
D
)(
1+
[Ca2+]m
KCa
2+
D
) +
(
KNAD
M
[NAD]
)nαKG
(
1+
[Mg2+]
Kmgd
)(
1+
[Ca2+]m
KCa
2+
D
)
(2.8)
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SL catalyzes the conversation of SCoA into Suc via direct phosphorylation of ADP. The
rate of SL (eq. 2.9) is dependent on ADP and ATP levels.
VSL = k
sl
f
(
[SCoA][ADP ]m − [Suc][ATP ]m[CoA]
KSLE
)
(2.9)
SDH is an enzyme complex bound to the mitochondrial membrane. It is the only enzyme
that participates in the electron transport chain and TCA. It is inhibited by its product
FUM and by OAA. Its rate equation is given by as:
VSDH =
kSDHcat E
SDH
T
1 +
(
KSucM
[Suc]
)(
1 + [OAA]
KOAAi,sdh
)(
1 + [FUM ]
KFUMi
) (2.10)
FH operates near equilibrium. It is dependent on FUM and MAL. Its rate equation is
given by:
VFH = k
FH
f
(
[FUM ]− [MAL]
KFHE
)
(2.11)
MDH is a highly regulated TCA enzyme. It is inhibited by its product OAA and mod-
ulated by pH. It displays Michaelis-Menten kinetics at high substate concentrations. The
rate equation for MDH is given by:
fha =
1
1 + [H
+]
kh1
+ [H
+]
2
kh1kh2
+ koffset (2.12)
fhi =
(
1
1 + kh3
[H+]
+ kh3kh4
[H+]2
)2
(2.13)
VMDH =
kMDHcat E
MDH
T fhafhi
1 +
KMALM
[MAL]
(
1 + [OAA]
KOAAi
)
+
KNADM
[NAD]
+
KMALM
[MAL]
(
1 + [OAA]
KOAAi
)
KNADM
[NAD]
(2.14)
The activity of AAT is what directly links OAA to [αkg]. In the presence of large amounts
of glutamate (GLU) it is assumed to be working close to equilibrium and its rate equation
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is given by:
VAAT =
kAATf [GLU][OAA]k
ASP
cas k
AAT
E
[kAATE k
ASP
cas + [αkg]k
AAT
f ]
(2.15)
Table 2.2: TCA Cycle parameters
Symbol Value Description
kCScat 3.2 s
−1 Catalytic constant of CS
ECST 0.4 mM Concentration of CS
KAcCoAM 1.26x10
−2 mM Michaelis constant for AcCoA
KOAAM 6.4x10
−4 mM Michaelis constant for OAA
CKint 1.0 mM Sum of TCA cycle intermediates
kACOf 12.5 s
−1 Forward rate constant of ACO
KACOE 2.22 Equilibrium constant of ACO
kIDHcat 16.3 s
−1 Rate constant of IDH
EIDHT 0.109 mM Concentration of IDH
Ki,NADH 0.19 mM Inhibition constant by NADH
KaADP 6.2x10
−2 mM Activation constant by ADP
[H+] 2.5x10−5 mM Matrix proton concentration
kh,1 8.1x10
−5 mM Ionization constant of IDH
kh,2 5.98x10
−5 mM Ionization constant of IDH
KISOCM 1.52 mM Michaelis constant fo isocitrate
KNADM 0.923 mM Michaelis constant for [NAD]
kaCa 0.00141 mM Activation constant for Ca
2+
kKGDHcat 5.0 s
−1 Rate constant for KGDH
EKGDHT 0.5 mM Concentration of KGDH
KαKGM 1.94 mM Michaelis constant for αKG
KNADM 38.7 mM Michaelis constant for NAD
KMg
2+
D 0.0308 mM Activation constant for Mg
2+
KCa
2+
D 1.27x10
−3 mM Activation constant for Ca2+
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Table 2.2: TCA Cycle parameters
nαKG 1.2 Hill coefficient of KGDH for αKG
Mg2+ 0.4 mM Mg2+ concentration in mitochondria
kSLf 0.127 mM
−1s−1 Forward rate constant of SL
KSLE 3.115 Equilibrium constant of the SL reaction
[COA] 0.02 mM Coenzyme A concentration
kSDHcat 1.0 s
−1 Rate constant of SDH
ESDHT 0.5 mM SDH enzyme concentration
KSucM 3.0x10
−2 mM Michaelis constant for succinate
KFUMi 1.3 mM Inhibition constant by fumarate
KOAAi 0.15 mM Inhibition constant by oxalacetate
kFHf 0.83 s
−1 Forward rate for FH
KFHE 1.0 Equilibrium constant for FH
kh1 1.13x10
−5 mM Ionization of MDH
kh2 26.7 mM Ionization constant of MDH
kh3 6.68x10
−9 mM Ionization constant of MDH
kh4 5.62x10
−6 mM Ionization constant of MDH
koffset 3.99x10
−2 pH activation factor of MDH
kMDHcat 27.75 s
−1 Rate constant of MDH
EMDHT 0.154 mM Total MDH enzyme concentration
KMALM 1.493 mM Michaelis constant for malate
KOAAi 3.1x10
−3 mM Inhibition constant for oxalacetate
KNADM 0.2244 mM Michaelis constant for NAD
KAATf 0.644 s
−1 Forward rate constant AAT
KAATE 6.6 Equilibrium constant of AAT
kASPcas 0.001mM First order rate constant of aspartate
[AcCoA] 1.0 mM concentration of AcCoA
[GLU] 10.0 mM Concentration of glutamate
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2.1.2 Oxidative phosphorylation
The oxidative phosphorylation equations are based on Cortassa et al. [44] and Magnus
and Keizer model [115]. Both models describe the NADH-driven electron transport, proton
eﬄux, F1F0 − ATPase activity, and the influx of protons. Ares, AF1, and 4µH are driving
forces for the oxidative phosphorylation that correspond to redox potential, phosphorylation
potential, and proton motive force, respectively. The coefficients in the equations are given
in Table 2.3.
Production of NADH and FADH2 in the TCA cycle are the driving force for oxidative
phosphorylation. The model originally developed by Magnus and Keizer [115] included 3 rate
equations for [Ca2+]m, [ADP]m, and 4Ψm. Cortassa et al., later modified this to describe
the flow of electrons from NADH to O2 and its associated proton flux from the matrix to the
inter membrane space. We adopted the model developed in [44], where the Vo2 (eq. 2.23) is
linked to proton eﬄux due to the oxidation of NADH, described in: VHE (eq. 2.21). The
rates of this process depends on 4µH (eq. 2.20) and the redox potential Ares (eq. 2.18).
Also, proton eﬄux due to the oxidation of FADH2, described in VHE(f) (eq. 2.22). This is
also driven by 4µH and its redox potential described in Ares(f) (eq. 2.19). Since oxidation by
FADH2 has a smaller effect upon the oxidative phosphorylation, the concentration of FADH2
is left as a parameter in the model and it is conserved according to eq. (2.16). Mitochondrial
NAD is assumed to be conserved according to eq. (2.17) where CPN is total concentration
of pyrimidine nucleotides. Since FADH2 is left as a parameter, Vo2 is considered to be a
function of NADH through its influence on Ares. At high values of 4Ψm the dependence of
NADH on Vo2 becomes substantially less because of the difficulty to pump protons against
a high 4µH.
[FAD] = CFN − FADH2 (2.16)
[NAD] = CPN − [NADH] (2.17)
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Ares =
RT
F
ln
(
Kres
√
[NADH]
[NAD]
)
(2.18)
Ares(F ) =
RT
F
ln
(
Kres(F )
√
[FADH]2
[FAD]
)
(2.19)
4µH = −2.303RT
F
4pH +4Ψm (2.20)
VHE = 360ρ
res
(
rae
AresF
RT
)
− (ra + rb) e(
gF4µH
RT
)(
1 + r1e
(FAres
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
(FAres
RT
)
)
e(
g6F4µH
RT
)
(2.21)
VHe(f) = 240ρ
res
(
rae
Ares(f)F
RT
)
− (ra + rb) e(
gF4µH
RT
)(
1 + r1e
(
FAres(f)
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
(
FAres(f)
RT
)
)
e(
g6F4µH
RT
)
(2.22)
VO2 = 30ρ
res
(
ra + rc1e
(
6F4ΨB
RT
)
)
e(
AresF
RT
) − rae(
g6F4µH
RT
) + rc2e
(AresF
RT
)e(
gF4µH
RT
)(
1 + r1e
(FAres
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
(FAres
RT
)
)
e(
g6F4µH
RT
)
(2.23)
The original F1F0 − ATPase modeled by Magnus and Keizer [115] was modified by [44]
to account for reversibility. Also, they substituted of 4Ψm with 4µH to allow for the
reversibility of the H+ pump when 4µH falls below a certain value or when phosphorylation
potentials are very high. Mitochondrial function is governed by availability of [ADP]m and
Pi [121]. Chemiosmosis dictates that 4Ψm is lowered by the flux of H+, which is what drives
the production of ATP by the F1F0 − ATPase. The phosphorylation potential, AF1 (eq.
2.24) is dictated by the ratio of [ATP] and [ADP]m. The F1F0 − ATPase rate equation is
given as eq. (2.26). [ATP] is conserved according to the relation given in eq. (2.25) where
Cm is the total adenine nucleotides.
AF1 =
RT
F
ln
(
KF1
[ATP]
[ADP]mPi
)
(2.24)
[ATP] = Cm − [ADP]m (2.25)
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VATPase = −60ρF1
(
100pa + pc1e
(
3F4ΨB
RT
)
)
e(
AresF
RT
) −
(
pae
(
3F4µH
RT
) + pc2e
(
AF1F
RT
)e(
3F4µH
RT
)
)
(
1 + p1e
(
FAF1
RT
)
)
e(
3F4ΨB
RT
) +
(
p2 + p3e
(
FAF1
RT
)
)
e(
3F4µH
RT
)
(2.26)
When there is low concentration of [ADP]m, mitochondria is considered to be in state 4
respiration and the pump favors ATP hydrolysis depending on the value of 4Ψm. [ADP]m
is the F1F0 − ATPases’ substrate and it displays Michaelis-Menten kinetics. As [ADP]m
is brought into the matrix, ATP synthesis begins and it is pushed forward into state 3
respiration. Thus, the F1F0 − ATPase activity and [ADP]m is dependent on 4Ψm. At
higher values of 4Ψm, less [ADP]m is required for the F1F0 − ATPase to reach its maximal
rate.
The ANT facilitates the exchange of adenine nucleotides across the mitochondrial mem-
brane. The ANT originally modeled in [115, 122] are modeled in such a way that oppositely
oriented sites bind either ATP4− or ADP3−. Both sides must be filled before the protein
isomerization causes the ligand exchange across the membrane. The flux of the VANT is
the exchange between cytosolic ADPi and matrix [ATP] given in eq. (2.27). The VANT is
considered to be electrogenic and dependent on the gradients of both ATP and ADP across
the membrane. A more detailed explanation of the ANT equation can be seen in [115].
The parameter ’h’ accounts for the fraction of 4Ψm that is responsible for the large in-
crease in the Michaelis-Menten constant for ATP uptake by energized mitochondria. VmaxANT
is the maximum rate for [ADPi]:[ATP] exchange in the absence of ATP.
VANT = VmaxANT
(
1− 0.018[ATP]i[ADP]m
0.0225[ADP ]i[ATP]
)
(
1 + 0.05[ATP]i
0.45[ADP ]i
e(hF4Ψ/RT )
)(
1 + 0.36[ADP]m
0.05[ATP]
) (2.27)
The [H+] leak is considered to be a linear function of 4µH based on a proportionality
constant given by the [H+] conductance gh. Its relationship given in [123], is more exponential
but there is a significant linear region which is exploited by Cortassa [44] and given here as
eq. (2.28) for regions of high 4Ψm. The proton motive force 4µH is a linear function of
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4pH and 4Ψm given by as eq. (2.20).
VHleak = 20.83gH4µH (2.28)
Table 2.3: Oxidative Phosphorylation parameters
Symbol Value Description
ra 6.394x10
−10 s−1 Sum of products of rate constants
rb 1.762x10
−13 s−1 Sum of products of rate constants
rc1 2.656x10
−19 s−1 Sum of products of rate constants
rc2 8.632x10
−27 s−1 Sum of products of rate constants
r1 2.077x10
−18 Sum of products of rate constants
r2 1.728x10
−9 Sum of products of rate constants
r3 1.059x10
−26 Sum of products of rate constants
ρres 2.0x10−6 mM Concentration of electron carriers
ρres(F ) 7.5x10−5 mM Concentration of electron carriers
Kres 1.35x10
18 Equilibrium constant of respiration
Kres(F ) 5.765x10
13 Equilibrium constant of FADH2 oxidation
4ΨB 0.05 V Phase boundary potential
g 0.85 Correction factor for voltage
[FADH2] 1.24 mM Concentration of FADH2 (reduced)
[FAD] 0.01 mM Concentration of FAD (oxidized)
pa 1.656x10
−5 s−1 Sum of products of rate constants
pb 3.373x10
−7 s−1 Sum of products of rate constants
pc1 9.651x10
−14 s−1 Sum of products of rate constants
pc2 4.585x10
−14 s−1 Sum of products of rate constants
p1 1.346x10
−8 Sum of products of rate constants
p2 7.739x10
−7 Sum of products of rate constants
p3 6.65x10
−15 Sum of products of rate constants
ρF1 0.00203 mM Concentration of F1F0-ATPase
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Table 2.3: Oxidative Phosphorylation parameters
KF1 1.71x10
6 Equilibrium constant of ATP hydrolysis
R 8.315 V C mol−1
K−1
Gas Constant
T 310.16 ◦K Mammalian body temperature
F 96480 C mol−1 Faraday Constant
Pi 20.0 mM Inorganic phosphate concentration
Cm 15.0 mM Total sum of mito adenine nucleotides
VmaxANT 5.0 mM s
−1 Maximal rate of the ANT
h 0.5 Fraction of 4Ψm
[ADP ]i 0.05 mM Cytoplasmic ADPi concentration
[ATP ]i 6.25 mM Cytoplasmic ATPi concentration
gH 0.01 mM s
−1 V −1 Ionic conductance of the inner membrane
4pH -0.6 pH units pH gradient across the inner membrane
CPN 10.0 mM Total sum of mito pyridine nucleotides
Cmito 1.812 mM V
−1 Inner membrane capacitance
2.1.3 Mitochondrial Ca2+ dynamics
Ca2+ influx and eﬄux are conducted mainly by Ca2+ uniporter and the Na+/Ca2+ exchanger
respectively [44, 115]. The Na+/Ca2+ exchanger is set to be electrogenic based on the
parameters given by [115]. Equations governing the influx and eﬄux rates can be found in
this section and rate parameters for the equations are given in Table 2.4.
The mitochondrial Ca2+ uniporter originally modeled in Magnus and Keizer [115] depends
on the electrochemical driving force for Ca2+. Its velocity depends on 4Ψm and [Ca2+]i and
is given as:
Vuni = Vunimax
(
[Ca2+i ]
ktrans
)(
1 +
[Ca2+i ]
ktrans
)3
(
1 +
[Ca2+i ]
ktrans
)4
+ L(
1+
[Ca2+]i
kact
)na 2F (4Ψm−4Ψ◦)RT
1−e(−2(4Ψm−4Ψ◦)/RT )
(2.29)
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The original equation for the Na+/Ca2+ developed by Magnus and Keizer [115] was
modified by Cortassa et al., [44] to account for the exchanger to sense both the [Ca2+]m and
[Ca2+]i. They base this modification on the work done by [124] which observed reversal of
its activity under pathological conditions. Under normal conditions, the Na+/Ca2+ pumps
out Ca2+ and brings in Na+. Thus the rate equation accounts for dependence on the Ca2+
gradient across the mitochondrial membrane and is given as eq. (2.30). As in [115], we
assume electrogenicity for the Na+/Ca2+ which is determined by the factor of ’n’ in the
equation. If n=2, it is electroneutral, if (as in our case) n=3, it is electrogenic and has a
steeper dependence on Ca2+.
VNaCa = Vnacamax
[Ca2+]me
(
bF(4Ψm−4Ψo)
RT
)(
[Ca2+]i
[Ca2+]m
)
(
1 + KNa
[Na+]i
)n (
1 + KCa
[Ca2+]m
) (2.30)
Table 2.4: Calcium Dynamics parameters
Symbol Value Description
Vunimax 6.25 mM s
−1 Vmax uniport Ca2+ transport
[Ca2+]i Experimental Val-
ues
Experimental cytoplasmic Ca2+
4Ψ◦ 0.091 V Offset membrane potential
Kact 3.8x10
−4 mM Activation Constant
L 110.0 Keq for conformational transitions in uniporter
na 2.8 Uniporter activation cooperativity
Vnacamax 0.015 mM s
−1 Vmax of Na+/Ca2+ exchanger
b 0.5 4Ψm dependence of Na+/Ca2+ exchanger
KNa 9.4 mM Exchanger Na
+ constant
[Na+]i 10.0 mM Cytosolic Na
+ concentration
KCa 3.75x10
−4 Exchanger Ca2+ constant
n 3 Na+/Ca2+ exchanger cooperativity
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Table 2.4: Calcium Dynamics parameters
f 0.0003 Fraction of free [Ca2+]m
2.1.4 Mitochondrial ROS production
ROS is modeled as a shunt of electrons from the electron transport chain (ETC) into the
matrix. Mitochondrial ROS generation is considered a side path for electrons diverging from
the ETC [45]. Rate equations governing the production of ROS are given in Table 2.5.
Superoxide Dismutase activity (VSOD) was originally modeled by the kinetics based on
the work of [125] and later modified in [45] to account for the inhibition of the enzymatic
activity by [H2O2]. VSOD is dependent on [H2O2] and the cytosolic ROS concentration [O
−
2 ]i.
VSOD =
2k1SODk
5
SOD
(
k1SOD + k
3
SOD
(
1 + [H2O2]
K
[H2O2]
i
))
ETSOD[O
−
2 ]i
k5SOD
(
2k1SOD + k
3
SOD
(
1 + [H2O2]
K
[H2O2]
i
))
+ [O−2 ]ik
1
SODk
3
SOD
(
1 + [H2O2]
K
[H2O2]
i
) (2.31)
The previous model for cytosolic catalase was described in [126]. The work of [45] modi-
fied it with an exponential term that depends on the concentration of [H2O2]. This accounts
for the inhibition of CAT by an excessive amount of substrate. The expression is given as
eq. (2.32) and is a function of [H2O2].
VCAT = 2k
1
CATE
T
CAT [H2O2]e
−fr[H2O2] (2.32)
GPX and GR rates were modeled originally by [127, 128] and used in [45] where the
expressions are given below. It is assumed that glutathione, (GT ), is conserved as:
VGR =
k1GRE
T
GR
1 +
KGSSGM
[GSSG]
+
KNADPHM
[NADPH]
+
KGSSGM
[GSSG]
KNADPHM
[NADPH]
(2.33)
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VGPX =
ETGPX [H2O2][GSH]
Φ1[GSH] + Φ2[H2O2]
(2.34)
GT = [GSH] +
[GSSG]
2
(2.35)
The model of the IMAC is based on the current-voltage properties of the 108-pS mito-
chondrial anion channel described in [129] and used in [45]. Its activation depends on the
cytoplasmic [O−2 ]i. In the model, [O
−
2 ]i transport through the IMAC is driven by the elec-
trochemical gradient for anions and is given by eq. (2.36). The rate of transport of [O−2 ]i
across the mitochondrial membrane is given by eq. (2.37), is proportional to the IMAC
conductance and given by the Nernst Potential for [O−2 ]i [45].
VIMAC =
(
a+
b
1 + Kcc
[O−2 ]i
)(
GL +
GMAX
1 + e(κ(4Ψbm−4Ψm))
)
(2.36)
V TrROS =
VIMAC
4Ψm
(
4Ψm − RT
F
log
(
[O−2 ]m
[O−2 ]i
))
(2.37)
Table 2.5: Reactive Oxygen production parameters
Symbol Value Description
GL 0.07 mM s
−1 V −1 Leak conductance for IMAC
Gmax 7.82 mM s
−1 V −1 Integral conductance of IMAC at saturation
a 1.0x10−3 Basal IMAC conductance
b 1.0x104 Activation factor by cytoplasmic O−2
κ 70 V −1 Steepness Factor
4Ψbm 0.004 V Potential at half saturation
kcc 0.01 mM Activation constant of IMAC by O
−
2
k1SOD 2.4x10
6 mM−1s−1 Second-order rate constant of conversion
between native oxidized and reduced
superoxide dismutase (SOD)
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Table 2.5: Reactive Oxygen production parameters
k3SOD 4.8x10
4 mM−1
s−1
Second-order rate constant of conversion
between native reduced SOD and its
inactive form
k5SOD 0.5 s
−1 First-order rate constant of conversation
between inactive and active oxidized SOD
ETSOD 1.87x10
−3 mM Intracellular concentration of SOD
KH2O2i 0.5 mM Inhibition constant
k1CAT 1.7x10
4 mM−1s−1 Rate constant of catalase (CAT)
ETCAT 0.01 mM Intracellular concentration of CAT
fr 0.05 Hydrogen peroxide inhibition factor of CAT
ETGPX 0.01 mM Intracellular concentration of glutathione
peroxidase (GPX)
Φ1 1x10
−5 mM s Constant for GPX activity
Φ2 1.5x10
−3 mM s Constant for GPX activity
KGSSGM 0.06 mM Michaelis constant for oxidized glutathione
of glutathione reductase (GR)
KNADPHM 0.015 mM Michaelis constant for NADPH of GR
k1GR 10.0 s
−1 Rate constant of GR
ETGR 0.01 mM Intracellular concentration of GR
GT 1.0 mM Total intracellular pool of glutathione
shunt 0.048 Fraction of respiration diverted to ROS production
The base mitochondrial model that is used in all the studies is explained and parameters
are given in the Tables 2.1-2.5. Any modifications that are made to the model in proceeding
sections are explained in detail in their respective section.
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3 Mitochondria in the presence of presenilin mutations
In this chapter we fuse the model in Chapter 2 with observed time traces representing the
average Ca2+ concentration to investigate the role of Ca2+ up-regulation on mitochondrial
function in control cells and cells from AD patients. The main components in this study
are 1) the computational model for mitochondrial function described in Chapter 2 and 2)
fluorescence traces representing whole-cell Ca2+ signals observed experimentally. In the
following we briefly describe the experimental methods used in [9], where the experimental
traces were originally published.
3.1 Experimental methods
Whole-cell recordings obtained using fluorescence Ca2+ imaging of intracellular Ca2+ signals
in human B lymphoblasts, elicited by exposure to a weak 50ng/ml stimulation of human
immunoglobulin M (IgM) through IP3 generation, as reported in [9], were used in this study.
Since IP3 exerts no influence on the caffeine-induced, ryanodine-sensitive Ca
2+ RyR channels,
Ca2+-release came through IP3R. We compare the Ca
2+ signals in human lymphoblasts
expressing FAD-causing M146L mutant PS derived from FAD patients to signals in control
lymphoblasts expressing WT PS derived from normal individuals to investigate the impact
of mutation in PS on mitochondrial function. To demonstrate the robustness of our results
we also study the affect of mutant PS1-A246 and PS2-NL141-induced [Ca2+]i up-regulation
on mitochondrial function (shown in Supporting Information of [28]). We refer the interested
reader to [9] for information on how the cells were obtained, purified, and prepared.
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3.2 Influence of cytoplasmic Ca2+ on mitochondria over time
In Cheung et al. [9], IP3R-mediated Ca
2+ release in human B-lymphoblats cells from in-
dividuals with various PS mutants (FAD lymphoblasts) and individuals with wild type PS
(control lymphoblasts) were compared. IP3R in control lymphoblasts had low channel Po
ranging from 0.18±0.02 to 0.23±0.03 [9]. These channel activities are associated with brief
openings and relatively long closings. Po of IP3R channels in FAD B-lymphoblats was sub-
stantially higher at 0.62±0.05, 0.67±0.06, and 0.50±0.04 for PS1-M146L (representative
mutants in this study), PS1-A246E, and PS2-N141, respectfully.
To determine if this observed higher Po affects [Ca
2+]i signals, IP3R-mediated whole-cell
Ca2+ signals in B-lymphoblasts were measured with fluorescence Ca2+ imaging. Control B-
lymphoblasts showed low frequency and low amplitude Ca2+ oscillations. In contrast, FAD
lymphoblasts exhibited exaggerated Ca2+ signals showing high frequency and high amplitude
Ca2+ oscillations. Both the fraction of active cells exhibiting Ca2+ oscillations and the
frequency of the oscillations doubled in FAD cells relative to control cells [9]. In this study,
we selected a representative control (CTL) cell and a cell expressing the M146L mutant of PS
(M146L-expressing) studied in [9] to evaluate the effects of this exaggerated Ca2+ signaling
on mitochondrial function. We do show examples from cells expressing A246 and NL141
mutants in the supplementary information of [28] to show that, the main conclusions in this
study should be applicable to all the observations of other PS mutants studies in [9].
The influence on mitochondrial physiological processes due to changes in [Ca2+]i was
examined by combining the experimental time traces for [Ca2+]i with our computational
model as described in Section 2. Fig. 3.1 shows the time trace of all the state variables
tracked in the model, excluding the TCA cycle which is shown in Fig. 3.2. Fig. 3.1 shows
the time series of the CTL (blue lines) and M146L-expressing cells (red) [Ca2+]i and its effect
on [Ca2+]m, [NADH], [H2O2], [O
−
2 ]m, [O
−
2 ]i, [ATP], and4Ψm. As observed previously [9], the
M146L-expressing cell shows elevated Ca2+ signals that oscillate at a higher frequency and
amplitude than the control cells (Fig. 3.1A). The observed [Ca2+]i shows how the higher Po of
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IP3R due to PS mutants affects whole cell Ca
2+ signals as compared to the control cell. The
mitochondrial Ca2+ uptake simulated using our model is shown in Fig. 3.1B. Mitochondria
buffers [Ca2+]i as it oscillates, and the M146L-expressing cells show an elevated increase
in total [Ca2+]m over time as compared to the control cell. Total amount of Ca
2+ in the
cytoplasm and Ca2+ uptake by mitochondria over the 30 min simulation was calculated by
integrating over the full duration of the experiment. In the cytoplasm, there is 33% more
IP3R-mediated Ca
2+ release which leads to 66% more Ca2+ uptake by the mitochondria
in M146L-expressing cell compared to the control cell according to our simulations. As
highlighted further later, this result is in line with the up-regulation in [Ca2+]i and [Ca
2+]m
observed in other neurodegenerative [130] and apoptotic [131] conditions.
Fig. 3.1C shows the simulated NADH production over the 30 minutes for both cell types.
As we discuss further in Fig. 3.3, the sharp decreases in the [NADH] correspond to the high
amplitude oscillations in [Ca2+]i because Vo2 exceeds the NADH production rates of the three
enzymes (VIDH , VKGDH , and VMDH).
In Figs. 3.1D-F we show the variables related to the ROS production in the model. In
this case, all parameters in the model were kept such that the [O−2 ]m would not exceed the
critical value beyond which the VIMAC would open, releasing ROS to the cytoplasm and de-
polarizing 4Ψm. The limit on [O−2 ]m was imposed to keep the IMAC channel closed because
we are interested in the total amount of [O−2 ]m, rather than its downstream effects. As a
consequence, [H2O2] and [O
−
2 ]i stay relatively low throughout the duration of the simulation.
Though the [H2O2] and [O
−
2 ]i show little differences between the two cell types because of the
reasons noted above, the [O−2 ]m shows a noticeable difference following the spiking of [Ca
2+]i.
The [O−2 ]m is positively correlated with Vo2 based on the percentage of oxygen consumption
that is partitioned for producing [O−2 ]m. In this case, 4.8% of total oxygen consumption is
used for [O−2 ]m, as shown by the shunt parameter in Table 2.5. Thus, as Vo2 increases with
the high concentration of [Ca2+]m, the [O
−
2 ]m increases along with it. Fig. 3.1G shows the
[ATP] production over 30 min of simulation. The sharp declines in ATP production that
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correspond to the oscillations in [Ca2+]i are due to the decreases in NADH production during
oscillations. Fig. 3.1H shows depolarization of 4Ψm due to increases in oxygen consumption
that decreases the rate of H+ transport across the membrane.
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Figure 3.1: Time evolution of state variables. Showing the effects of [Ca2+]i uptake into the
mitochondria matrix. Control (blue) and M146L (red) time traces of (A) experimentally
measured [Ca2+]i, (B) [NADH], (C) [Ca
2+]m, (D) [H2O2], (E) mitochondrial ROS ([O
−
2 ]i),
(F) Cytoplasmic ROS ([O−2 ]i), (G) [ATP], and (H) 4Ψm. Extracted from [28].
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3.3 Ca2+ driven TCA cycle
We are interested in how the perturbations in the cytosolic Ca2+ signals affect the bioen-
ergetics of the mitochondria. Denton and McCormack demonstrated that Ca2+ stimulated
mitochondrial matrix dehydrogenase, which increased electron supply to the respiratory
chain and thus the rates of the respiration [6, 7]. To analyze the complete picture and
the time evolution of the levels of intermediate products of the TCA cycle, we evaluated
the dehydrogenase activity throughout the duration of the experiment (Fig. 3.2). In this
model, KGDH and IDH are directly stimulated by Ca2+ imported into the matrix through
uniporter. Thus in Fig. 3.2A, the production of ISOC is negatively affected by Ca2+ because
it is regulated by IDH, which is responsible for catalyzing the oxidative decarboxylation of
ISOC into αkg. As ISOC catalyzes the third step of the TCA cycle and converts NAD to
NADH, [αkg] is formed. [αkg] is regulated by enzymes IDH, KGDH, and AAT. KGDH is
much more dependent on the influx of Ca2+ and since KGDH catalyzes the conversion be-
tween αkg and SCoA, the higher [Ca2+]m (Fig. 3.1B) leads to a steeper drop in [αkg] (Fig.
3.2B). Fig. 3.2C-G shows the rest of the TCA cycle dehydrogenases activity. The rates of
key enzymes (VIDH , VKGDH , and VMDH) are what drive the production of NADH and hence
the oxidative phosphorylation of the mitochondria shown in Fig. 3.3.
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Figure 3.2: Time traces of various products in the TCA cycle as a function of Ca2+ uptake
into the mitochondria matrix Control (blue) and M146L-expressing cell (red). (A) [ISOC],
(B) [αkg], (C) [SCoA], (D) [Suc], (E) [FUM], (F) [MAL], and (G) [OAA]. Extracted from
[28].
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3.4 Response of NADH and ATP production
Two interesting observations can be made from Figure 3.1. The total [NADH] (integrated
over 30 minutes) produced in the M146L-expressing cell during the 30 min experiment is
greater than the CTL cell by about 3 mM but the [ATP] produced is 1 mM less than the
control cell. Over time this can add up to catastrophic differences. What is most interesting
is that while the PS mutant-expressing cell produces a larger amount of [NADH], which
drives oxidative phosphorylation, it produces less [ATP]. In Figure 3.1, at the troughs of
[Ca2+]i oscillations, there are rapid declines in [NADH] and [ATP], as much as 5 µM and 6
µM, respectively. The reason behind this behavior, is given below.
Ca2+ affects the bioenergetics of the mitochondria in two opposing ways. Ca2+ influx
diminishes 4Ψm, which will decrease the proton motive force. While this is happening,
Ca2+ stimulates the production of NADH, which increases the proton motive force (4µH)
and ATP production. In the following, we show that the influx of Ca2+ drives 4µH down,
while the rise in Vo2 overcomes the rates of the enzymes producing NADH that drive oxidative
phosphorylation. As shown in Figure 3.3, when the rate of oxygen consumption and NADH
driving enzymes oscillate at high amplitude according to the influx of Ca2+, there are times
when Vo2 surpasses the enzymes which saturate according to Michaelis-Menten kinetics. This
will decrease the production of NADH as seen in Figure 3.1. Since the production of ATP is
heavily dependent upon the NADH production, we see a decline in ATP at these instances
according to the rate of the F1F0 − ATPase. This is observed in Figure 3.3C-D where the
rate of F1F0 − ATPase decreases when the Vo2 surpasses the rate of the NADH producing
enzymes. This occurrence is much more pronounced in the M146L-expressing cells as [Ca2+]i
oscillates at a higher amplitude and frequency, driving the [NADH] lower more frequently,
subsequently leading to decreased ATP production by the mitochondria.
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Figure 3.3: The rates of the oxygen consumption (Vo2) and the total rate of the three enzymes
(VIDH , VKGDH , and VMDH) that determine the concentration of NADH in the TCA cycle.
Effects on oxygen consumption (black) and total enzyme rate (green) in control cells (A) and
M146L-expressing cells (B). Rate of Vatpase as the changes in NADH occur due to fluctuations
in [Ca2+]i in CTL (C) and M146L-expressing cells (D). Extracted from [28].
3.5 Changing maximal rates of enzymes involved in NADH pro-
duction increases the difference of overall production of key
variables considerably
In the following, we investigate the maximum rates of VmaxANT , Vunimax, and Vnacamax and
their affects on the total [ATP], [Ca2+]m, [H2O2], [O
−
2 ]i, [O
−
2 ]m, and [NADH] in both CTL and
M146L-expressing cells. The results were obtained by determining the total amount of these
entities by integrating the relevant variable over 30 minutes in CTL cells (TotalCTL) and
M146L-expressing cells (TotalML). The differences (TotalML-TotalCTL) are plotted against
each of the maximum rates as shown in Figures 3.4-3.6. Apart from VmaxANT , Vunimax, or
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Vnacamax, all other parameters were held fixed as given in Tables 2.2-2.5.
3.5.1 The rate of the adenine nucleotide translocator (ANT)
The ANT is responsible for the transfer of [ATP] and cytosolic ADP ([ADP]i) across the
inner membrane. As in [44, 115, 122], we consider the ANT to be electrogenic and dependent
on the gradient of ATP and ADP. It is important to understand how the rate of ANT serves
the mitochondria in transporting ADP and ATP across the inner membrane. This exchange
is not only important to the mitochondria as it brings in ADP, but also for the whole cell as
it releases ATP to energize various cellular physiological processes.
Figure 3.4A shows the difference in total ATP production as a function of VmaxANT .
The mitochondria in CTL cell produce more ATP than those in M146L-expressing cell
and the difference increases with decreasing VmaxANT . At VmaxANT close to 0, representing
a severe dysfunction in the mitochondrial ANT, the difference in production is nearly 5
mM; and as the VmaxANT increase to a normal rate, there is still a difference of 3.5 mM in
total ATP production over a 30 minute duration. As the ANT rate slows down, no ATP
can escape from the matrix, leading to an ATP build up in the mitochondria and lower
values of ADP influx to drive the proton pumping across the membrane. Figure 3.4B shows
how mitochondrial Ca2+ buffering changes as we increase VmaxANT . As VmaxANT increases,
increasing the influx of ADP, the total difference in amount of Ca2+ in the matrix changes
over a range of 83.4µM-84.2µM in 30 minutes. This is because increasing VANT makes
4Ψm more negative, thereby allowing more Ca2+ into the matrix. Figures 3.4C-E show the
differences in total [H2O2], [O
−
2 ]i, and [O
−
2 ]m, and all of them increase in M146L-expressing
cells over a 30 minute experiment. As the ANT rate increases, the [ADP]i/[ATP] ratio
increases, which increases the respiration rate Vo2 [44], allowing more oxygen consumption
for ROS production in the matrix. The difference of total [O−2 ]m reaches 18mM for a fully
functional ANT (Figure 3.4E). This constitutes a large difference in ROS production and
has high potential for causing complications for the mitochondria in M146L-expressing cells.
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The [H2O2] and [O
−
2 ]i difference continues to increase with increasing VmaxANT . This is
because as the [O−2 ]m production increases, the rate of transport of ROS across the inner
mitochondrial membrane increases, which facilitates the transport of ROS to the cytoplasm.
This increases the production of superoxide dismutase (SOD) which in turn increases [H2O2].
Figure 3.4F, which shows the difference in total [NADH] production, is somewhat misleading
at first. It shows that mitochondria in the the M146L-expressing cell produces more NADH
than those in CTL cells. This should lead to more ATP being produced by the M146L-
expressing cell. But as Figure 3.4A shows, this is clearly not the case. The reason for this
is the same as described in the previous section. Overall, more NADH may be produced
because of the peaks shown in Figure 3.1C. But the rapid declines in NADH production
are more pronounced because of the increased respiration rate, which lowers the rate of the
F1F0 − ATPase, and in turn lowers the ATP production by as much as 5mM.
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Figure 3.4: The difference in the mitochondrial main state variables in control and M146L-
expressing cells as VmaxANT is varied. Difference (4) is defined as TotalML-TotalCTL.
Difference in total: (A) ATP production, (B) Mitochondrial [Ca2+]m, (C) [H2O2], (D) [O
−
2 ]i,
(E) [O−2 ]m, and (F) [NADH]. Extracted from [28].
3.5.2 Changing the rate of the uniporter
The maximal rate of the mitochondrial Ca2+ uniporter (Vunimax) determines the rate of
Ca2+ uptake into the matrix. Abnormal uniporter activity can alter Ca2+ buffering by
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mitochondria and lead to overall cell dysfunction.
Figure 3.5 shows that when Vunimax is close to 0, the uniporter is unable to bring much
Ca2+ into the matrix to stimulate key driving factors in the matrix. This leads to small dif-
ferences in [Ca2+]m, [ATP], [H2O2], [O
−
2 ]i, and [NADH] between CTL and M146L-expressing
cells. However, even with a slow uniporter, a significant difference of over 8 mM in [O−2 ]m is
still observed. As the rate through the uniporter increases, we observe, for the most part,
a near-linear increase in the difference between all the key variables. With a maximal uni-
porter rate of 10mM/s, we observe that M146L-expressing cells produce 3mM more NADH
but 3mM less ATP than CTL cells. Also, the difference in [O−2 ]m reaches 11mM.
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3.5.3 The rate of the Na+/Ca2+ exchanger
The mitochondrial Na+/Ca2+ exchanger (VNaCa) is the main mechanism for Ca
2+ eﬄux from
the mitochondrial matrix and therefore plays a crucial role in maintaining Ca2+ homeostasis
in the mitochondrial matrix.
As the maximal rate of the exchanger increases, thereby extruding more Ca2+ from the
mitochondrial matrix, the difference in ATP production rapidly plateaus to about 1mM.
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This is because the exchanger uses a three step Altman-King-Hill process of binding 1 Ca2+
and 3 Na+ for every exchange across the membrane, and [Na+] is constant. This is evident
in Figure 3.6B, where the difference in [Ca2+]m rapidly saturates to a fixed value after VNaCa
is increased beyond a certain value. As the exchanger rate decreases, the eﬄux of Ca2+ to
the cytoplasm decreases, leaving more Ca2+ inside the matrix. The Vo2 rate then increases
(see Figure 3.3) and ATP and NADH production declines as evident in Figure 3.6 A and F,
respectively. This explains why the values in Figure 3.6F becomes negative. The CTL cell’s
mitochondria is able to produce more NADH as Ca2+ is unable to escape due to decreasing
VNaCa rate. Since the [Ca
2+]m difference increases, the [H2O2] and ROS production difference
increases and eventually plateaus to 88.5µM ([O−2 ]i), 9.5mM ([O
−
2 ]m) and 270 µM ([H2O2]).
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Figure 3.6: The difference in the mitochondrial main state variables in control and M146L-
expressing cells as VNaCaMax is varied. Difference in total: (A) ATP production, (B) Mi-
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3.6 Discussion
In the AD brain, several pathophysiological events such as disruptions in Ca2+ homeostasis
and mitochondrial bioenergetics resulting in cell dysfunction and apoptosis are known to
occur [132–134]. Mitochondria is responsible for generating large amounts of ATP required
for neurons to function properly, buffering Ca2+ in the synapses due to the abundance of
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Ca2+ channels and glutamatergic receptors, rapid uptake of Ca2+ released from the ER,
and proper neurotransmission [133]. Mitochondria can also unleash a cascade leading to cell
death [135]. Mitochondria dysfunction in AD is characterized by decreased cytochrome c
oxidase (COX), increased ROS generation, and altered activity of the TCA cycle enzymes
[135, 136]. Thus, elucidating key pathways leading to mitochondrial dysfunction in AD is
crucial.
The main goal of this study was to fuse whole cell [Ca2+]i time traces from previous ex-
periments [9] with a detailed computational model to investigate mitochondrial bioenergetics
and how the differences in Ca2+ signals in control cells and cells expressing FAD-causing PS
mutants affect several key variables regulated by mitochondria such as Ca2+ uptake, ROS,
NADH, and ATP production. The TCA cycle/oxidative phosphorylation model developed
by Cortassa et al. [44] and used in this study incorporates Michaelis-Menten kinetics and ap-
propriately describe the behavior of mitochondria in different cell types, taking into account
the effect of Ca2+, which is of central importance to mitochondria. Our simulations show
that mitochondria produces significantly less ATP and more ROS as a result of exaggerated
[Ca2+]i in PS mutant-expressing cells. Furthermore, we tested a wide range of values of key
parameters in the model (VmaxANT , Vunimax, and Vnacamax) that govern the ATP produc-
tion and Ca2+ fluxes across the mitochondrial membrane for their effects on mitochondrial
function in control and FAD cells.
Our model provides key insights into the relationship between4Ψm, Vo2 , and F1F0 − ATPase
activity and allows us to better understand how overload of Ca2+ into the mitochondria leads
to detrimental effects on cellular functions that are not easy to study experimentally. It has
been established that accumulation of Ca2+ in the mitochondria can cause membrane po-
tential collapse, a rapid drop in ATP levels, and increase in ROS [137]. We show that high
influx of Ca2+ into the mitochondria as a result of PS mutant-induced enhanced Ca2+ release
through IP3Rs can diminish ATP production significantly. This is because IP3R-mediated
Ca2+ release from the ER raises [Ca2+]i, thereby driving more Ca
2+ influx into the mito-
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chondrial matrix [44]. This has two opposing effects on mitochondria: (1) the activity of
the TCA cycle dehydrogenases is stimulated (Figure 3.2), and (2) 4Ψm is dissipated. Our
simulation (Figure 3.1H) clearly demonstrate that the dissipative effect is the predominate
one in PS mutant-expressing cells.
In isolated mitochondria, Ca2+ stimulation can increase NADH production [7, 138], al-
though the magnitude of this increase also depends on NADH oxidation [44]. Thus, there
is an ongoing competition between the two opposing effects in the production of NADH. In
both control and PS mutant-expressing cells, when the total enzyme rate overcomes Vo2 , the
flux of F1F0 − ATPase stays constant. However, during times of high Ca2+ influx, 4µH is
dissipated and Vo2 is faster, thereby reducing NADH production. When NADH production is
diminished along with 4µH, the redox potential that drives NADH-mediated proton pump-
ing falls. Also, the increase in ADP contributes negatively to the phosphorylation potential
and lowers the rate of F1F0 − ATPase. All these effects resulting from the sharp increases
in [Ca2+]m stemming from high frequency, high amplitude [Ca
2+]i oscillations contribute to
diminished ATP production by the mitochondria. In agreement with our observations, it
has been shown that under pathological conditions, sharp spiking of NADH and ATP can
occur due to [Ca2+]m influx [139].
ROS production in the mitochondria is considered a side path to diverge electrons from
the normal electron transport chain [45] (see Figure 2.1). In the rate equation governing
mitochondrial ROS production, it is clear that [O−2 ]m depends on a shunt of the oxygen
consumption. This together with the dissipative effects on 4µH and higher Vo2 lead to more
[O−2 ]m production. Although ROS has been shown to have beneficial biological effects [140],
over-production of ROS is detrimental due to its toxicity and ability to open the mitochon-
drial PTP [141]. In most cases, difference of several mM in [O−2 ]m has been observed between
the M146L-expressing and CTL cells (see Figures 3.4-3.6). Over extended periods, this dif-
ference will lead to damaging effects such as exacerbated Ca2+ homeostasis dysregulation
and potentially cell death in M146L-expresing cells.
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We took advantage of the robustness of the computational model to explore how changes
in three main fluxes affect the overall amount of key variables of the mitochondria. By
varying maximal flux rates of ANT, uniporter, and Na+/Ca2+ exchanger in this study we
are able to see how the detrimental effects on mitochondria could be further exacerbated due
to a range of normal to abnormal flux rates. The ANT, which controls the rate of ATP eﬄux
from and ADP influx into the mitochondria shows interesting results as the rate is increased
from a close-to-zero to a normally operational value. The PS mutant-expressing cell shows a
5 fold increase in the difference in ROS production. Also, the ATP in PS mutant-expressing
cells shows as much as 4.8mM deficiency compared to control mitochondria at the same near
zero ANT flux. The difference in [Ca2+]m shows little dependence on the rate of ANT, but
still shows a significant difference in the two cases.
By changing Ca2+ flux through uniporter from almost zero to 10mM/s, we observe a
5 fold increase in the difference between the total [Ca2+]m and a near 38% increase in the
difference between the total [O−2 ]m among control and M146L-expressing cells. At high
Vunimax, the PS mutation causes a near 3mM deficiency in [ATP] compared to the CTL cells.
On the other hand, changing the ability of mitochondria to release Ca2+ through Na+/Ca2+
exchanger causes the difference between different variables in CTL and M146L-expressing
cells to saturate because of the fixed Na+ concentration in the model. Even so, we see a near
12mM difference in the total [O−2 ]m between the PS mutant-expressing and control cells. We
also observe 4mM deficiency in [ATP] and 0.17mM higher total [Ca2+]m in M146L-expressing
cells.
Dragicevic et al. [135] studied the effects of PS and APP mutations in multiple regions
of the mice’s brain including cortical, hippocampal, stratal, and amygdalae. They measured
respiration rates, ROS level, 4Ψm, and Cytochrome C oxidase activity and showed that
mitochondria from cells expressing PS mutations were more impaired than those from mu-
tant APP-expressing mice. Furthermore, mitochondria from mutant APP-expressing mice
produced higher levels of ROS than those from control mice, but the highest levels of ROS
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production came from PS-mutant expressing mice. They observed double the amount of
ROS in PS-mutant expressing mice from the cortex and hippocampus [135]. They also ob-
served decreased 4Ψm in all 4 regions of the brain and higher Ca2+ uptake by mitochondria.
These observations agree well with conclusions from our modeling study.
Lim et al. [130] studied the response of [Ca2+]i, [Ca
2+]m, and ROS production due to two
IP3R activating agonists ATP and bradykinin (BK) in striatal cells. The authors compared
IP3R mediated Ca
2+-release and mitochondrial uptake from control mice to mice exhibiting
Huntington’s disease (Htt) where the mutant huntington increased the sensitivity of IP3R
to IP3 in the same fashion as observed in FAD due to PS mutants [142]. Differences in BK-
induced transients were 16% and 100% for [Ca2+]i and [Ca
2+]m, respectively. The authors
also showed that the handling of Ca2+ by mitochondria in mutant cells is compromised only
when Ca2+ loads are large. This results in up-regulation of ROS due to a stressed oxidative
chain. We only mention the quantitative values for the BK-induced Ca2+ signals because the
experiments involving ATP as agonist in the striatal cells have a 20 fold decrease in P2Y1
receptors and a 3 fold decrease in P2Y2 receptors is observed, making the quantification of
[Ca2+]i and [Ca
2+]m up-regulation impractical. While in both the ATP and BK activating
agonists cases the number of responding cells were different, we conclude these observations
agree well qualitatively with our modeling study.
Campanella et al. [131] also studied the response of [Ca2+]i and [Ca
2+]m in control HeLa
cells and cells treated with apoptotic cell death enhancer PK11195 and stimulated with
histamine which releases Ca2+ from ER through IP3Rs. The authors showed a 20% and 24%
increase in [Ca2+]i and [Ca
2+]m, respectively. These results are in close agreement with the
conclusions from our modeling study.
In Barrow et al. [143], the authors made an electrophysiological study of hippocampal
slices from non-transgenic mice expressing PS1-WT and transgenic mice expressing mutant
PS1-M146L or PS1-M146V. They measure afterhyperpolarizations (AHP) due to action
potentials and the [Ca2+]i response of the cells due to the AHP. The authors found that
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medium and late AHPs in CA3 pyramidal cells were larger in mice expressing both mutant
forms as compared to WT control cells. The difference in amplitude of AHPs was found
to be from the control of [Ca2+]i following the trains of action potentials. Cells expressing
PS1-M146L responded with significantly higher [Ca2+]i rise (648nM) compared to PS1-WT
non-transgenic control cells (407nM), leading to a 59% difference in amplitude of maximum
oscillation. Three hundred seconds after the start of the depolarization, [Ca2+]i reached
a total of 391nM and 195nM in the cells expressing PS1-M146L and PS1-WT, showing a
100% increase in total [Ca2+]i in PS1-M146L as compared to PS1-WT cells. The Ca
2+
oscillations due to action potentials and the subsequent handling of [Ca2+]i in PS1-M146L
versus PS1-WT expressing cells is comparable to the computational study here.
In another study [144], the authors measured [Ca2+]i levels after glucose deprivation and
chemical hypoxia in mice neurons expressing PS1-WT and mutant PS1-M146L. They found
that after exposure of cortical neurons to glucose deprivation and chemical hypoxia, levels
of [Ca2+]i nearly doubled after 6, 12, and 24 hours. Nearly all the cells expressing mutant
PS1-M146L died whereas PS1-WT expressing cells had an 80% survival rate. The authors
then pretreated cells with xestospongin, a specific inhibitor of calcium release through IP3Rs
that significantly attenuated cell death induced by glucose deprivation and chemical hypoxia
in both PS1-WT and PS1-M146L neurons.
A more direct evidence of IP3R-mediated enhanced [Ca
2+]i due to FAD-causing mutants
came from a study by Shilling and colleagues [12] where a genetic reduction of type 1 IP3R
by 50% normalized exaggerated Ca2+ signaling observed in two FAD mouse models. In
PS1-M146V knock-in mice, reduced expression of IP3R rescued aberrant hippocampal long-
term potentiation. In 3xTg mice, genetic reduction of IP3R reduced hippocampal long-term
potentiation and memory deficits. The genetic reduction of IP3R also rescued the aberrant
activation of CAMKIV-CREB transcriptional pathway in M146V mice and attenuated hip-
pocampal Aβ accumulation and tau hyperphosphorylation in 3xTg mice. It also attenuated
cortical AD-like pathology and delayed the severity of hippocampal deficits in 3xTg mice.
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The authors specifically showed that the exaggerated Ca2+ signaling is mediated by IP3R
and the total ryanodine receptor levels remained the same across all genotypes. These find-
ings lend strong credence to the hypothesis in our studies that the exaggerated Ca2+ release
through IP3R leads to apoptotic events in neurons.
In summary, we successfully fused experimental whole cell intracellular free Ca2+ concen-
tration time traces recorded from cells expressing WT and FAD-causing PS mutants with a
computational model to elucidate that how mitochondrial bioenergetics is affected in FAD
cells. We show that the higher [Ca2+]i in PS mutant expressing cells can lead to drastic dif-
ferences between the overall production of key variables governing ATP and ROS production
as compared to control cells, which could lead to cell death.
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4 IP3R-MCU Ca
2+ microdomain and the permeability
transition pore
In this chapter, we extend the mitochondrial model from Chapter 2 to include 1) the MCU
now sensing Ca2+ concentration in the microdomain that exists between IP3R and MCU
2) a previously published 12-state model for IP3R that takes into account both control and
AD conditions of enhanced Po and gating properties due to PS mutations using 3) the data-
from Chapter 3 and 4) the gating of PTP.
4.1 Methods
4.1.1 IP3R-MCU microdomain
Mitochondrial Ca2+ uptake depends primarily on the spatial distance between the ER and
mitochondria. However, its optimal working distance remains unclear as the complexity
of the intracellular environment and lack of spatial resolution makes such measurements
difficult [43]. Existing estimates of the distance between the ER and the mitochondrion
ranges from 10nm to more than 200nm [145].
Here, we describe equations for the main elements controlling Ca2+ dynamics in the
microdomain shown in Fig. 4.1. Ca2+ is released to the microdomain from the ER through
a cluster of IP3R channels. We extend a previously published twelve-state model for the Po
of IP3R [42] to include the effect of PS1-WT and PS1-M146L on the channel behavior [19].
The kinetic scheme for the model is shown in Fig. 4.2 and is derived from extensive single
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channel IP3R patch-clamp data. In addition to steady state mean properties, the model
explains the behavior of IP3R in the observed three gating modes (see [42] for details). The
equilibrium Po of IP3R is given by the functional form:
Po(C, I) = Zo
Z
. (4.1)
Where I is the IP3 concentration and Z is the unnormalized occupancy of all twelve states
in the model, i.e.
Z = {Zo}+ {Zc} = {KOI14CI4 +KOI24C2I4 +KOH24C2I4}
+{KCL00 +KCL20C2 +KCL30C3 +KCL32C3I2 +KCL34C3I4
+KCL04I4 +KCI04I4 +KCI24C2I4 +KCH24C2I4 }.
(4.2)
CMmn and O
M
mn in eq. (4.2) represent closed and open state respectively in the mode M (where
M = L, I, or H) with m Ca2+ and n IP3 bound to the channel. The low activity mode
L is characterized by long closed periods containing brief openings, while the intermediate
mode I is characterized by fast channel openings and closings, and high activity mode H
is characterized by long bursting activities, with short closings. Here, we use experimental
whole-cell Ca2+ measurements and feed them as [Ca2+]i to eq. (4.1), along with a constant
value of I=100nM to determine the time evolution of Po as a function of [Ca2+]i. The
parameters given in Table 4.1 refer to cells expressing control PS1-WT (black) and PS1-
M146L (red).
We use a previously published equation for [Ca2+]mic [43] as briefly described here. As-
suming that the ER membrane acts as a flat boundary to limit the Ca2+ diffusion in a half
3D space, we use hemispherical symmetry of Ca2+ diffusion from a point source release as
described in [43]. This sharp distribution can be modeled with an equation similar to the
linear cable equation [43, 146, 147]. A solution of the linearized reaction-diffusion equation
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is given as [Ca2+]mic.
[Ca2+]mic =
δ
4pirFDc
e−r/λ + [Ca2+]i (4.3)
λ =
√
Dc/konCyt[BP]micKd/(Kd + [Ca
2+]i) (4.4)
Where λ determines the sharp decay of Ca2+ within the microdomian, which accounts for the
Ca2+ diffusion and buffering by the binding proteins ([BP]mic). Dc is the diffusion coefficient
for free Ca2+, Kd is the dissociation constant, and r is the distance between the MCU and
the center of IP3R cluster [43]. All parameters for the microdomain are given in Table 4.2.
δ is an effective Ca2+ current which is a function of the number of IP3Rs (nIP3R) and Po i.e.
δ = nIP3RPo(C, I)IsIP3R (4.5)
IsIP3R = SIP3R
(
[Ca2+]ER − [Ca2+]i
)
(4.6)
IsIP3R is the Ca
2+ current passing through a single open IP3R and is linearly correlated with
the concentration gradient across the ER membrane with SIP3R as the slope determined by
patch-clamp experiments [148]. In this study we use a constant concentration of Ca2+ in the
ER ([Ca2+]ER).
We expand the model for mitochondrial bioenergetics (Chapter 2) by incorporating the
diffusion of Ca2+ released from the ER to the MCU, creating Ca2+ gradients in the mi-
crodomain. [Ca2+]mic depends on r and nIP3R, and dictates the mitochondrial bioenergetics
and the time it takes for PTP to make transition to PTPh. Modifications made to the model
are given below, where we have added a flux VCaPTP to account for Ca
2+ flux through the
PTP when it is gating in PTPh.
d4Ψm
dt
=
VHe − VHe(f) − VHu − VANT − VHLeak − Vnaca − 2Vuni − VIMAC − VCaPTP
Cmito
(4.7)
d[Ca2+]m
dt
= f(Vuni − Vnaca − VCaPTP) (4.8)
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VCaPTP = ϕCaPTPh
F4Ψm
RT
(
[Ca2+]mic − [Ca2+]meF4Ψm/RT
1− eF4Ψm/RT
)
(4.9)
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Figure 4.1: Diagram depicting main elements of the computational model used in this study.
The endoplasmic reticulum releases Ca2+ through IP3Rs. Ca
2+ diffuses towards the MCU
where its concentration depends on the distance between ER and mitochondria and the
number of IP3R open. This makes up the spatially dependent [Ca
2+]mic. As Ca
2+ is absorbed
by mitochondria via influx through MCU, it stimulates enzymes in the TCA cycle including
VMDH and VIDH, making NADH and FADH2. NADH is oxidized by the respiratory chain
and the pumping of protons establishes proton motive force 4µH due to 4Ψm and 4pH.
Protons are pumped into the ATP synthase where ADPm and Pi are used to produce ATP.
The ANT is responsible for the cotransport of ATP and ADPm. Ca
2+ eﬄux is governed by
the Na+/Ca2+ exchanger. Very high [Ca2+]m triggers the transition of PTP to PTPh where
VCaPTP becomes non-zero and begins to affect the overall function of mitochondria. ROS is
modeled as a shunt of electrons from the electron transport chain. O−2 is transported through
the IMAC where SOD is used to produce H2O2, CAT and GPX via scavenging model from
[45]. Extracted from [108]
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Figure 4.2: The kinetic scheme for the 12-state IP3R model. The superscript of each state
denotes the gating mode that state is in The two numbers in the subscripts indicate the
number of Ca2+ and IP3 bound to the channel in state state, respectively. The model has
nine closed states, and three open states. The elliptical shadings highlight complexes needed
to account for the ligand dependencies of the channel Po. The square shading highlight
the complex required to fit the modal gating statistics, and the diamond shadings highlight
complexes introduced as a result of IP3 activation latency distribution. Extracted from [19].
Table 4.1: Parameters for occupancies of all states in the 12-state IP3R model. The red
values show the parameters in the presence of PS1-M146L that are different from those in
the presence of CTL. All other parameters are the same for two cell types.
Parameters Values
KCL00 1
KCL20 7.061 µM
−2
KCL30 1.778 µM
−3
KCL32 1.504× 107(2.749× 105) µM−5
KCL04 1.746× 108 µM−4
KCI04 4.365× 107 µM−4
KCH24 3.082× 108 µM−6
KCI24 3.0823× 108 µM−4
KCL34 1.0319× 108 µM−7
KOI14 6.605× 107(8.478× 107) µM−5
KOH24 8.702× 108(3.992× 109) µM−6
KOI24 5.856× 107(1.006× 108) µM−6
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4.1.2 High-Conductance permeability transition pore
The model presented here captures the behavior of PTP transitioning to PTPh due to el-
evated levels of [Ca2+]m. We assume that whether or not the pore transitions to PTPh
depends on a secondary slow process, which depends on the overall [Ca2+]m load [5, 117]. In
order for the transition to occur, [Ca2+]m must remain elevated for an extended period of
time.
The rate equation for PTPh is adopted from [5, 117] and follows Hodgkin-Huxley-like
formalism
dPTPh
dt
=
[(PTPclosed)PTP
∞
h (γ)− PTPh(t)]
τh([Ca
2+]m)
(4.10)
where PTP∞h is a function that depends on the secondary slow process proposed in [5],
denoted by γ.
PTP∞h (γ) = Θ(γ − γ∗) (4.11)
Θ is the Heaviside function and γ∗ is a threshold value that the secondary process must
reach in order for a transition to PTPh to occur. [Ca
2+]m
∗
denotes a threshold value that
[Ca2+]m must reach in order to activate the secondary process γ. Once γ reaches its threshold
value γ∗, the pore makes transition to PTPh.
dγ
dt
=
γ∞([Ca2+]m − [Ca2+]m∗)− γ
τγ([Ca
2+]m)
(4.12)
The time constants in eqs. (4.10) and (4.12) depend on [Ca2+]m, i.e.
τh([Ca
2+]m) = τγ/8 (4.13)
τγ([Ca
2+]m) = q1
(
q2
cosh [Ca
2+]m
q3
+ 0.1
)
(4.14)
Once PTP makes transition to PTPh, Ca
2+ flows through the pore. Ca2+ flux through the
pore is taken to be of the Goldman-Hodgkin-Katz form and depends on the state of the
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pore, [Ca2+]m, and [Ca
2+]mic (eq. (4.9)). Thus, VCaPTP becomes non-zero only when the
PTP gates in PTPh. From here on, when we refer to PTP opening, we mean specifically the
gating in PTPh. Since we are mainly interested in the PTP transition to PTPh and the flux
through the pore when gating in PTPl state is negligible as compared to flux in PTPh, we
ignore PTPl in our model. A complete list of model parameters and rate equations for the
remaining variables can be found in Table 4.2.
To summarize the chain of events, experimentally observed [Ca2+]i values are fed into the
Po (eq. (4.1)) of the IP3R in a cluster of nIP3R channels in the ER. When open, IP3Rs release
Ca2+ to the microdomain given by eq. (4.5). The Ca2+ released by the cluster diffuses in the
microdomain according to eq. (4.3), and controls the flux through MCU (eq. (29)). [Ca2+]mic
also controls the flux through PTP (eq. (4.9)) and Na+/Ca2+ exchanger (eq. (2.30)). The
flux through PTP, MCU, and Na+/Ca2+ exchanger governs the [Ca2+]m and affects 4Ψm
and other variables controlling mitochondrial function.
Table 4.2: Parameters for the Ca2+ microdomain and PTP
Parameters Values Description
[Ca2+]ER 0.4mM Concentration of Ca
2+ in ER
[Ca2+]i Experimental Values Measured cytoplasm Ca
2+ signals
[Ca2+]mic Values based on eq (4.3) Microdomain Concentration
nIP3R 4-10 Number of IP3R in cluster
ϕCa 1mM/s PTP Permeability Constant
γ∗ 0.8mM γ threshold value
[Ca2+]m
∗
0.4mM [Ca2+]m threshold value
Dc 220µm
2/s Ca2+ diffusion constant
konCyt 10µM/s Cytosolic BP on rate constant
Kd 10µM/s Cytosolic BP dissociation constant
[BP]mic 200µM BP in microdomain
r 30-100nm Distance between ER and OMM
SIP3R 0.3pA/mM The slope of linear fit for ER-MCU gradient
q1 1000 Constant associated with eq. (4.14)
q2 1000 Constant associated with eq. (4.14)
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Table 4.2: Parameters for the Ca2+ microdomain and PTP
q3 0.1 Constant associated with eq. (4.14)
4.2 Ca2+ Microdomain and the permeability transition pore
Cheung and colleagues [9] compared IP3R-mediated Ca
2+ release in human B-lymphoblasts
cells from individuals with various FAD-causing PS mutants (FAD lymphoblasts) with those
having wild type PS (control lymphoblasts). They observed significantly enhanced whole cell
Ca2+ concentration in FAD cells resulting from the upregulated gating of IP3R in PS1-M146L
expressing cells as compared to those in WT-PS1-expressing cells. We first modeled this gain-
of-function enhancement of IP3R. A time-trace representing the gating of IP3RPS1−WT and
IP3RPS1−M146L at 100nM IP3 and 1µM [Ca
2+]i given by the model is shown in Fig. 4.3A and
B. Po in the presence of 100nM IP3 as a function of [Ca
2+]i for IP3RPS1−WT and IP3RPS1−M146L
is shown in Fig. 4.3C and D. The higher Po of IP3RPS1−M146L leads to exaggerated Ca
2+
signals with higher frequency and amplitude in cells expressing PS1-M146L as compared to
PS1-WT expressing cells (Fig. 4.3 E and F). Both the fraction of active cells exhibiting Ca2+
oscillations and the frequency of the oscillations doubles in FAD cells [9].
The single-channel model was used to develop a more realistic model for the cytosolic
Ca2+ concentration sensed by mitochondria by considering the observed microdomain formed
by the close proximity of mitochondrial MCU and IP3R cluster on the ER to evaluate the
effect of exaggerated Ca2+ signals on mitochondrial function, and the latency from the be-
ginning of the experiment to the instant when PTP first opens. We select two representative
cells, one expressing PS1-WT and other expressing PS1-M146L studied in [9]. However, the
main conclusions in this study applies to all observations in [9, 28]. [Ca2+]i traces from the
two representative cells are fused with the computational model to record PTP opening la-
tency for each cell type using a range of parameters that govern [Ca2+]mic and PTP opening
probability. Conditions such as pH gradient across the IMM (4pH), inorganic phosphate
59
concentration (Pi), and maximum rate of Na
+/Ca2+-exchanger (VNaCaMax) were varied for
a range of r and nIP3R values to show their effect on mitochondrial function. We observe
that PTP openings only occurred for cells expressing PS1-M146L, while no such openings
were observed in control cells for the range of parameters tested. Thus, we only show sample
traces representing the effect of [Ca2+]mic on mitochondrial bioenergetics in PS1-WT express-
ing cells. Whereas both bioenergetics and PTP opening latency are shown for PS1-M146L
expressing cells for a range of parameters.
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Figure 4.3: Time evolution describing gating behavior of IP3R, Po of IP3R, and experimental
whole cell [Ca2+]i measurements in representative cells. Representative gating behavior of
single IP3R channel from the IP3R model in PS1-WT (A) and PS1-M146L-expressing cells
(B) where 0 & 1 stands for closed and open state of the channel. Po of IP3R in PS1-WT
(C) and PS1-M146L-expressing cells (D) at [IP3]=100nM in varying [Ca
2+]i. Time series
of experimental whole-cell [Ca2+]i representative of PS1-WT (E) and PS1-M146L mutant
expressing cells (F). Panels (A,B) and (C,D) reproduced from [9] and [19] respectively with
permission. Extracted from [108].
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4.3 No transition of PTP to PTPh in PS1-WT expressing cells
Representative time traces for variables controlling mitochondrial dynamics in cells express-
ing PS1-WT are shown in Fig. 4.4. As is clear from Fig. 4.4A, MCU is now exposed to
significantly high [Ca2+]mic as compared to [Ca
2+]i that is normally used in models. This
leads to an order of magnitude increase in [Ca2+]m as compared to the observations in Chap-
ter 3 and other studies (Fig. 4.4B) in line with experimental observations [29–31]. The
increased amount of [Ca2+]m affects [NADH], [ATP], 4Ψm, and transition of PTP to PTPh
in more dramatic manner than previous estimates (Chapter 3).
Mitochondria are a major source of ROS production, with ∼ 1%-5% of the electrons
flowing through the electron transport chain leaking into the production of ROS [45, 149,
150] and is modeled as a shunt of electrons partitioned for ROS production. The reactive
oxygen species in mitochondria ([O−2 ]m) accumulate at a rapid rate due to enhanced oxygen
consumption (Vo2) which leads to opening of the IMAC more frequently. The IMAC channel
depolarizes the membrane and releases ROS into the cytoplasm ([O−2 ]i), which is why we
see sharp drops in [NADH], [ATP], and 4Ψm (Fig. 4.4C-E, respectively). At a critical
level of [O−2 ]m, the IMAC channel rapidly opens, leading to a sudden release of ROS from
the mitochondrial into the cytoplasm. The current through IMAC quickly declines due to
the loss of 4Ψm. At the same time, the rate of superoxide dismutase (SOD) increases
with the availability of ROS and stays elevated until ROS is consumed at which the IMAC
closes, allowing membrane potential to depolarize [45]. This behavior and the effects of
ROS on metabolism are investigated in several studies showing rapid and spatiotemporally
heterogeneous discharge of 4Ψm in response to oxidative stress [151, 152] and/or Ca2+
overload [39]. We do not show [O−2 ]m or [O
−
2 ]i time-traces here because we are interested in
the transition of PTP to PTPh state due to the rise in [Ca
2+]mic. But the most important
aspect to point out is that the transition probability of PTP to PTPh is zero in PS1-WT
expressing cells. Due to low Po of IP3RPS1−WT, [Ca2+]mic does not rise enough to keep [Ca
2+]m
elevated for long enough to induce PTP opening over the range of parameters tested.
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Figure 4.4: Representative time evolution of Ca2+ uptake by mitochondria in PS1-WT
expressing cells. Time trace of (A) [Ca2+]mic, (B) [Ca
2+]m, (C) [NADH], (D) [ATP],
and (E) 4Ψm. Parameters different from Tables 4.1 and 4.2 are: Pi=20mM, 4pH=0.6,
VNaCaMax=0.1mM/s, r=30nm, and nIP3R=5. Extracted from [108].
4.4 [Ca2+]mic affects latency of PTP opening in PS1-M146L ex-
pressing cells
Representative time traces of variables controlling mitochondrial function in cells expressing
PS1-M146L are shown in Fig. 4.5. We vary r and nIP3R (the key parameters controlling
[Ca2+]mic) to explore how they affect [Ca
2+]mic and the downstream variables [NADH], [ATP],
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4Ψm, and PTP open probability. We observe almost 8-fold increase in [Ca2+]mic (Fig.
4.5A) as compared to control cells under the same set of parameters. At r=30nm the closer
proximity of IP3R and MCU leads to higher [Ca
2+]mic and a more rapid [Ca
2+]m uptake (Fig.
4.5B). [NADH], [ATP], and 4Ψm are shown in Fig. 4.5C-E, respectively. The rapid Ca2+
uptake by mitochondria causes PTP to open with a latency of 7.5 minutes (Fig. 4.5F). Once
PTP opens, VCaPTP is non-zero and begins to affect 4Ψm and [Ca2+]m more significantly.
The sudden drop in4Ψm negatively affects [NADH] and most importantly, [ATP] production
of the mitochondria. This behavior has been observed experimentally [39, 40, 153] where
PTP opening in Ca2+-dependent manner affects mitochondrial bioenergetics in line with the
[ATP], [NADH], and diminished 4Ψm seen in our model.
Increasing r to 50nm (dotted lines) affects [Ca2+]mic, such that the latency of PTP to
make transition to PTPh elongates to 18.1 minutes. The larger distance between the IP3R
and MCU results in diminished [Ca2+]mic (Fig. 4.5A) leading to a longer time for [Ca
2+]m to
reach [Ca2+]m
∗
, activating γ and finally the opening of PTP. Increasing nIP3R to 6 decreases
the latency of PTP opening to 9.3 minutes with r=50nm (dotted-dashed lines). It is clear
from Fig. 4.5, that varying r and nIP3R significantly affects the latency of PTP opening.
63
—r=30nm    ···r=50nm    -·-·- r=50nm #IP3R=6
0 5 10 15 20 25 30
0.4
0.6
0.8
1
[C
a2
+ ]
m
 (m
M
)
0 5 10 15 20 25 30
0
0.01
0.02
0.03
0.04
0 5 10 15 20 25 30
Time (min)
0
0.02
0.04
0.06
0.08
0.1
0.12
△
Ψ
 (V
)
0 5 10 15 20 25 30
9.995
9.996
9.997
9.998
9.999
0 5 10 15 20 25 30
7.5
8
8.5
9
9.5
10
10.5
[A
TP
] (
m
M
)
0 5 10 15 20 25 30
Time (min)
0
0.2
0.4
0.6
0.8
1
PT
P h
[C
a2
+ ]
m
ic 
(m
M
) A B
[N
AD
H]
 (m
M
)
E F
C D
Figure 4.5: Representative time traces of key variables controlling mitochondrial function
in PS1-M146L expressing cells. Time trace of (A) [Ca2+]mic, (B) [Ca
2+]m, (C) [NADH],
(D) [ATP], (E) 4Ψm, (F) PTPh flux. Parameters different from Tables 4.1 and 4.2 are:
Pi=20mM, 4pH=0.6, VNaCaMax=0.015mM/s. r=30nm, nIP3R=4 (Black); r=50nm, nIP3R=4
(dotted); and r=50nm, nIP3R=6 (dotted-dashed). Extracted from [108].
4.5 Higher 4pH increases the latency of PTP openings
Changes in pH level significantly affects mitochondrial ATP synthesis due to the dependence
of 4µH, (see [28, 44] for a more detailed discussion of how 4µH affects mitochondrial bioen-
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ergetics in the model). Changes in the pH level of mitochondrial matrix have also been
implicated in PTP openings [39, 153, 154]. We explore how varying 4pH can affect the
latency of PTP opening for various values of r and nIP3R in PS1-M146L expressing cells (Fig.
4.6).
In Fig. 4.6A, we show the average amount of [Ca2+]m at the time of PTP opening as a
function of r and 4pH. For each r, we average the [Ca2+]m for different nIP3R values that
lead to PTP opening. For example, at r=40nM and 4pH=0.1, we ran the simulations for
nIP3R ranging from 1 to 10, and recorded [Ca
2+]m at the time of PTP opening if observed.
The recorded [Ca2+]m values from different runs were then averaged over the simulations
where PTP opening was observed. This allows us to observe how much [Ca2+]m is present as
a function of r. At smaller r, [Ca2+]m is higher at the time of transition due to Ca
2+ diffusing
to MCU at a rapid rate. We also observe a positive correlation between the 4pH and the
overall [Ca2+]m at the time of PTP opening. This is due to the fact that membrane becomes
less permeable to cations such as Ca2+ as the 4pH increases. This allows for a larger build
up of Ca2+ before the PTP opening, which is displayed in the 3D stem plot where the case
with 4pH=0.9 shows the longest latency of PTP to make the transition to PTPh. For the
three 3-D stem plots, we keep 4pH constant, and vary r and nIP3R, recording the latency
of PTP to open. We observe clear dependance of the latency on r and nIP3R. As [Ca
2+]mic
grows larger due to the positive correlation with nIP3R, and the inverse correlation with r, the
latency of PTP to open becomes shorter. Thus, at closer proximity of ER and mitochondria
and higher nIP3R, [Ca
2+]mic is higher, leading to significantly high Ca
2+ to which MCU is
exposed. The most rapid opening of PTP occurs when nIP3R=10 and r=30nm.
In addition, the 3D stem plot shows a negative correlation between 4pH and the latency
of PTP opening. When4pH is lower, there is a more even distribution of ions that contribute
to the overall matrix pH, leading to shorter latency in line with observations [37, 39]. For
4pH=0.1, there are significant number of PTP openings within the first few seconds of
simulation, leading to lower 4Ψm, [NADH], and [ATP] for a large portion of the simulation.
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At 4pH=0.1 and 0.3, we observe no PTP openings for nIP3R=4 and r=90nm and 100nm.
At 4pH=0.9, we observe 12 conditions where no PTP opening is observed. Also, it is clear
that PTP opening has significantly longer latency compared to the case with smaller 4pH.
To further show the dependance of r on [Ca2+]mic and subsequently the latency of PTP
opening, we show γ and VCaPTP at r=40nm, 50nm, and 60nm and constant 4pH in Fig.
4.7. We calculate the slope of the line from γ=0.2-0.8 for all 3 values of r to determine the
rate at which γ∗ is reached and PTP opening is observed, which turns VCaPTP non-zero (Fig.
4.7B). For r=40nm, 50nm, and 60nm the rate is 0.0022 mM/s, 0.0016 mM/s, 0.0014mM/s,
respectively. This shows that as r increases, consequently decreasing [Ca2+]mic, we observe
a slower increase in γ, which leads to a longer delay in PTP opening.
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Figure 4.6: The effect of 4pH on the latency of PTP opening and [Ca2+]m at the time of
opening in cells expressing PS1-M146L. (A) Average [Ca2+]m as a function of r and nIP3R at
different values of 4pH. 4pH=0.1 (diamonds), 4pH=0.3 (plus-signs), 4pH=0.9 (squares).
(B-D) Depicts how 4pH affects the latency of PTP opening for various values of 4pH as a
function of nIP3R and r. Open circles on the stem plot indicate PTP opening for given r and
nIP3R values, while a ’∗’ indicates no opening occurred. Parameters different from Tables 4.1
and 4.2 are: Pi=20mM, and VNaCaMax=0.015mM/s. Extracted from [108].
4.6 Pi sensitizes PTP
Pi has been shown to affect the amount of [Ca
2+]m at the time of PTP opening [37, 153]. We
explore how changing Pi concentration in the matrix affects the latency of PTP opening and
the amount of [Ca2+]m present at the time of transition in PS1-M146L expressing cells. Like
Fig. 4.6, Fig. 4.8 shows the dependance of PTP opening latency on various Pi concentrations
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as we vary nIP3R and r. We see small increase in PTP opening latency when Pi is increased. In
the model, the availability of Pi directly affects respiration rate [121]. The positive correlation
between Pi and phosphorylation potential (AF1) affects the rate of F1F0 − ATPase. Higher
Pi leads to higher rates of F1F0 − ATPase and Vo2 . [Ca2+]m is needed to drive Vo2 , leading
to lower free Ca2+ in the matrix. This explains why we observe less [Ca2+]m at the time of
PTP opening when Pi concentration in the matrix is high. We see similar dependance of
[Ca2+]mic on r and nIP3R as seen before and how it affects the latency of PTP opening.
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Figure 4.7: Time evolution of γ and VCaPTP. (A) Time series of γ on its way to the threshold
value of 0.8mM to activate the opening of PTP. (B) Time series for VCaPTP as the thresh-
old value for γ is reached. Parameters different from Tables 4.1 and 4.2 are: Pi=20mM,
4pH=0.6, Vnacamax=0.015mM/s, nIP3R=4, r=40nm (Black), r=50nm (dotted), and r=60nm
(dotted-dashed). Extracted from [108].
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Figure 4.8: The effect of Pi on the PTP opening latency and [Ca
2+]m at the time of opening in
cells expressing PS1-M146L. (A) Average [Ca2+]m present in the mitochondria as a function
of r and nIP3R at different values of Pi. Pi=20mM (diamonds), Pi=10mM (plus-signs),
Pi=1mM (squares). (B-D) Depict how Pi affects PTP opening latency for various values of
Pi as a function of nIP3R and r. Open circles on the stem plot indicate PTP opening for
given values of r and nIP3R, while a ’∗’ indicates no PTP opening. Parameters different from
Tables 4.1 and 4.2 are: 4pH=0.6 and VNaCaMax=0.015mM/s. Extracted from [108].
4.7 Na+/Ca2+ exchanger rate influences PTP opening latency
Next, we investigate the effect of the Na+/Ca2+ exchange rate on PTP opening latency (Fig.
4.9). For higher Ca2+ eﬄux from the mitochondria via the Na+/Ca2+-exchanger, [Ca2+]m
does not go high enough to lead to PTP opening. As VNaCaMax is increased, we see less
[Ca2+]m at the time of PTP opening (Fig. 4.9A). The latency of PTP opening as a function
of r and nIP3R follows a similar trend as in Fig. 4.6 and 4.8. That is, as VNaCaMax is increased
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we observe not only a marked increase in the PTP latency, but also a reduced frequency of
PTP openings (Fig. 4.9).
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Figure 4.9: The effect of VNaCaMax on PTP opening latency and [Ca
2+]m at the time of PTP
opening in cells expressing PS1-M146L. (A) Average [Ca2+]m present in the mitochondria
as a function of r and nIP3R for different values of VNaCaMax at the time of PTP opening.
VNaCaMax=0.015mM/s (diamonds), VNaCaMax=0.05mM/s (plus-signs), VNaCaMax=0.1mM/s
(squares). (B-D) Depict how VNaCaMax affects PTP opening latency for various values of
VNaCaMax as a function of nIP3R and r. Stems with a ’∗’ indicate no opening occurred.
Parameters different from Tables 4.1 and 4.2 are: 4pH=0.6 and Pi=20mM Extracted from
[108].
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4.8 Discussion
Significant experimental evidence exists for the higher than average [Ca2+]i sensed by MCU
due to very high Ca2+ concentration in a microdomain formed by the close proximity of
ER-bound IP3R Ca
2+-release channels and MCU. It has been reported that 90% of IP3R are
located close to mitochondria and the majority of the MCU’s sense the high Ca2+ in the mi-
crodomain [155]. Also, the physical tethering of these organelles [29–31], leads to a [Ca2+]mic
that is orders of magnitude higher than averaged [Ca2+]i [32]. Thus, the microdomain will
dictate the absorption of Ca2+ by mitochondria and bioenergetics of the cell. In this study
we extend our model from [28] to incorporate these features.
The higher Po of the IP3R in FAD-causing PS mutant-expressing cells shown in Fig. 4.3 as
compared to control cells leads to higher buffering of Ca2+ by mitochondria and subsequently
exacerbate the impairment of mitochondrial function. We compare PS1-WT expressing cells
and cells expressing PS1-M146L mutant as representative for FAD causing PS mutants and
show that FAD cells have a [Ca2+]m overload, that activates a secondary process γ leading
to PTP opening. PTP opening results in diminished 4Ψm, [NADH], and most importantly
[ATP] (Fig. 4.5). Furthermore, we explore how key variables that regulate mitochondrial
bioenergetics such as 4pH, Pi, and Na+/Ca2+-exchange rate affect PTPh opening latency
at various r and nIP3R values (Figs. 4.6,4.8,4.9).
For a long time [Ca2+]m overload was considered a key factor for PTP to transition
between different states. However, considerable research over the last two decades has shown
that Ca2+ is not the only factor that influences PTP activity. Computational models have
been connecting Ca2+ fluxes to PTP kinetics in which factors such as a decrease in 4Ψm,
an increase in [Ca2+]m, and an increase in 4pH have been considered as triggers for PTPh
opening [156]. The model developed in [39] proposed that the conformation shift from the
PTPl to PTPh is irreversible, is dependent upon [Ca
2+]m overload, and plays a pivotal role
in the course of apoptosis. The Magnus and Keizer model [115] for mitochondria along with
its coupling to Ca2+ released through IP3R [116], allowed for the addition of PTP and its
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transition to PTPl and PTPh. The transition of PTP from closed state to PTPh is triggered
by [Ca2+]m overload [5]. This model was then used to study mitochondrial function during
cerebral ischemic stroke [117]. We use the same concept here to explore the effect of [Ca2+]m
overload as a result of IP3R gain-of-function enhancement due to FAD causing PS-mutants
on PTP opening.
Fig. 4.6 shows PTP opening latency due to PS1-M146L expressing cells and how 4pH
affects the opening times. We see that when 4pH is higher, the latency gets longer. This is
in congruence with the observations where the probability of PTP making transition to PTPh
sharply decreases by lowering the matrix pH [154, 157]. Although matrix Pi is known to be
a key PTP modulator, its role on PTP kinetics is still unclear. Within the mitochondrial
matrix the negatively charged Pi binds cations and acts as an important physiological buffer.
It contributes to the maintenance of optimal pH values for PTP opening, which is one of
the factors that renders Pi a PTP modulator [154]. The role of Pi is linked to its complex
interactions with mitochondrial Ca2+ homeostasis. Pi is required for massive Ca
2+ loading
and increasing its concentration decreases [Ca2+]m which decrease the open probability of
PTP. Our observation that higher amount of Pi leads to longer PTP opening latency (Fig.
4.8) is in line with this hypothesis. It was observed in rat’s brain and heart mitochondrial
that increasing Pi decreased mitochondrial Ca
2+ loading capacity [153], which means that
[Ca2+]m was lower at the time of PTP transitioning to PTPh, but a faster infusion of larger
amounts of Ca2+ does lead to PTP opening, which are characterized by sharply diminished
4Ψm, [NADH], and [Ca2+]m. This is in line with observations made in this study where
PTP in PS1-WT expressing cells with low [Ca2+]i does not make transition to PTPh while
cells expressing PS1-M146L having high [Ca2+]i do exhibit such transitions.
Recently, PTPh events have been implicated in acute pancreatitis caused by toxins that
induces acinar Ca2+ overload through IP3R [40]. Much like the cells expressing PS1-M146L
discussed in this study, pancreas mitochondria are subject to exaggerated Ca2+ signals due to
toxins and PTP opening cause, diminished 4Ψm, [NADH], and [ATP] depletion. To confirm
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the role of [Ca2+]m overload on triggering PTP opening, the authors examined responses of
WT mitochondria and compared them to Cyclophilin D depleted mitochondria (Ppif−/−).
It is proposed that Cyclophilin D association with the PTP masks the binding site for
Pi and promotes the open probability of the PTP leading to apoptosis. They observed
that PTP opening is inhibited in Ppif−/− cells which effectively clear [Ca2+]m and prevent
overload. They also showed that inhibition of PTP opening due to [Ca2+]m overload can
prevent diminished 4Ψm, [NADH], and [ATP] in pancreas mitochondria. In line with these
observations, the increased mitochondrial [Ca2+]m clearance ability by higher Na
+/Ca2+-
exchange rate successfully prevents the transition of PTP to PTPh in our model (Fig. 4.9).
In summary, we successfully fused experimental whole cell [Ca2+]i time traces with a
computational model in cells expressing PS1-WT cells and PS1-M146L to compare mito-
chondrial bioenergetics and PTP opening latency between these cells. We report no PTP
opening in control PS1-WT cells but observe PTP opening events in cells expressing PS1-
M146L mutants. When such PTP openings occur in cells from patients with FAD, we observe
diminished 4Ψm, [NADH], [Ca2+]m, and most importantly [ATP]. The opening of PTP is
brought upon sooner by decreasing 4pH, Pi concentration, and Na+/Ca2+-exchange rate.
The proximity of the ER-MCU and exaggerated Ca2+ released through IP3RPS1−M146L lead
to PTP opening which is known to cause cell death. Conclusions drawn from our modeling
study can be extended to other pathological conditions where Ca2+ signaling disruption is
observed.
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5 Ca2+ diffusion and TIRF simulations
The following study does not involve mitochondria but instead focuses on modeling Ca2+ sig-
nals from TIRFM measurements to gain a better understanding of the discrepancy between
IP3R models built from patch-clamp electrophysiology and experimental TIRFM observa-
tions. Here, we first go over the main components in the model which are: 1) Ca2+ diffusion,
2) stationary buffers, 3) mobile buffers, and 4) fluorescent dye.
5.1 Methods
5.1.1 Ca2+ diffusion and buffer binding
We follow the protocol outlined in [158] and simulate the diffusion of Ca2+ throughout the
cuboid cytosolic space as shown in Fig. 5.1. The bottom of the cubic box represents the ER
membrane where a single Ca2+ channel is placed at the center. No-flux boundary conditions
are applied to the plasma membrane while the other five sides of the box are held at a
constant resting concentration for all signaling species.
The model includes the following species [158]: cytosolic free calcium ions (Ca2+), free
stationary buffer (S), Ca2+-bound S (CaS), free cytosolic Ca2+ indicator dye (Cal), and
Ca2+-bound cal (CalCa). In Figs 5.7 and 5.8, we evaluate the effect of mobile buffer (M),
EGTA, on the simulation results. CalCa can represent any fluorescent Ca2+ indicator dye,
but our parameter values listed in Table 5.1 correspond to Cal-520. Indicator dye Cal-520
has recently been shown to be the optimal indicator for faithfully detecting Ca2+ puffs [159].
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We consider reactions of S, M, and Cal with free Ca2+ as
[Ca2+] + [X]
αX−−⇀↽−
βX
[CaX] (5.1)
where X represents S, M, or Cal, α and β are the forward and backward binding rate, and [
] represents the concentration of different species, respectively.
The reaction-diffusion equations for free Ca2+ with diffusion coefficient DCa is:
∂[Ca2+]
∂t
= DCa∇2[Ca2+] + δ0JCh + βs[CaS]
−αs[Ca2+]([S]T − [CaS]) + βf [CalCa]
−αf [Ca2+]([Cal]T − [CalCa]) + βm[CaM]
−αm[Ca2+]([M]T − [CaM])
(5.2)
in which the channel distribution function δ0 is 1 at the grid element containing the channel
and 0 otherwise. The binding rate, αf is given by the equation:
αf = 4pircal520(DCa + DCaF) (5.3)
where rcal520 is the Smoluchowski capture radius of dye for free Ca
2+. DCa and DCaF are the
diffusion coefficients for free Ca2+ and Ca2+-bound dye, respectively [78]. Note that typical
units for rate constants are 1/(µMs), while typical units for rcal520 are length (10
−3µm) and
diffusion coefficients are typically given in µm2/s. To convert αf from units of µm
3/s to
1/(µMs) we multiply the right hand side of eq. 5.3 by 602/(µm3µM). The rate equation for
[CalCa] is given as
∂[CalCa]
∂t
= DCaF∇2[CalCa] + αF([CalCa]T − [CalCa])− βF[CalCa]. (5.4)
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For Ca2+-bound M, CaM with diffusion coefficient DCaM, we have
∂[CaM]
∂t
= DCaM∇2[CaM] + αM([CaM]T − [CaM])− βM[CaM]. (5.5)
CaS is given by the rate equation,
∂[CaS]
∂t
= αS([S]T − [CaS])− βS[CaS] (5.6)
The total concentrations for Ca2+ indicator ([Cal]T), EGTA ([M]T), and stationary buffer
([S]T) are given in Table 5.1. The channel flux is expressed as
JCh =
ICh
2FδV
, (5.7)
where F=9.65x10−11 CFmol−1, δV is the small cytosolic volume around the channel pore
(dx3 where dx = 50nm) and the single channel current is given by ICh=vCh([Ca
2+]Er−[Ca2+])
where [Ca2+]Er is Ca
2+ concentration in the ER and vCh is the maximum Ca
2+ flux through
the channel. The maximum value of the channel current (IMax) that would flow immediately
upon opening of the channel is IMax=vCh[Ca
2+]Er because the resting free cytosolic [Ca
2+] is
negligible (50nM).
The resting values of [CalCa], [CaM], and [CaS] are given as:
[CalCa]Rest =
[CalCa]T
1 + κF
Ca2+Rest
(5.8)
[CaM]Rest =
[CaM]T
1 + κM
Ca2+Rest
(5.9)
and
[CaS]Rest =
[CaS]T
1 + κS
Ca2+Rest
(5.10)
The finite difference method was used to solve the partial differential equations given in
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this section. We used a time increment, ∆t=0.5µs and spatial grid ∆x=50nm. Thus, the
cytosolic space was represented by a lattice of 81x81x41 grid elements as in [158].
Figure 5.1: Geometrical representation of the cytosolic box and channel location [Unpub-
lished].
Table 5.1: Parameter values used for TIRFM simulations
Parameters Values
Height of cytosol box 2.05µM
Length of cytosol box 4.05 µM
Width of cytosol box 4.05 µM
Free Ca2+ diffusion coefficient (Dca) 200-700 µm
2s−1
Resting Ca2+ concentration ([Ca2+]rest) 0.05 µM
Bound indicator dye and Ca2+ diffusion coefficient
(DCaF)
Dca/3
Total indicator dye concentration ([Cal]T) 40µM
Dissociation constant (κF) 0.3 µM
Smoluchowski capture radius (rc) 0.00005-0.0008µm
On-rate (αf) see eq. 5.3 µM
−1s−1
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Table 5.1: Parameter values used for TIRFM simulations
Off-rate (βf) κF*αf
Mobile Buffer (EGTA) diffusion Coefficient (DCaM) 200 µm
2s−1
Total mobile buffer concentration ([EGTA]) 0µM− 1000µM
Dissociation constant (κM) 0.15 µM
On-rate (αm) 5 µM
−1s−1
Off-rate (βm) 0.75 s
−1
Total stationary buffer concentration ([S]T ) 300 µM
Dissociation constant (κT ) 2 µM
On-rate (αs) 400 µM
−1s−1
Off-rate (βs) 800 µM
−1s−1
Maximum Ca2+ current (IMax) 0.1 pA
Endoplasmic Reticulum concentration ([Ca2+]Er) 600 µM
5.1.2 Calculating fluorescence signals
Our aim is to simulate TIRFM signals from a single IP3R channel and compare them to
signals recorded in [48, 159]. The model takes into account changes in [CalCa] that occur in
4 dimensions (x,y,z,time). We assume that fluorescence is linearly proportional to [CalCa] in
which free [Cal] is non-fluorescent and a calculated weighted average of [CalCa] throughout
the cytosolic volume corresponding to the microscope point-spread-function (p.s.f.) is used
to predict changes in fluorescence that would be imaged experimentally. Representative
p.s.f.’s of TIRF microscopes can be found in Fig. 5B in [158] in which the p.s.f. follows a
Gaussian function in the lateral plane, but decays exponentially in the axial (z) dimension.
In the simulations presented here, we focus the microscope on the plane of the ER membrane
(bottom of the box in [158]). The TIRFM signal at any given point (x,y,z) is given by:
TIRF(x, y, z) =
1
VTIRF
∫ ∫ ∫
dxdydz[CalCa](x, y, z)
x exp(−(x− xo)
2
σx
− (y − yo)
2
σy
) exp(− z
γz
)
(5.11)
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where σx=σy=0.0225µm
2 and γz=0.15µm
2 which replicates the experimentally observed lat-
eral full width at half maximum (FWHM) of 250 nm and an e-fold decline over 150nm in
the axial direction. VTIRF is defined as the weighted volume at the channel point:
VTIRF =
∫ ∫ ∫
dxdydz exp(−x
2
σx
− y
2
σy
) exp(− z
γz
) (5.12)
5.2 Standard conditions
Fig. 5.2 shows the time evolution of TIRFM signals originating from a single Ca2+-channel
located on the plasma membrane (bottom of the box) using parameters listed in Table 5.2.
We let the channel open for 10ms - typical mean open time for single IP3R [48, 158]. The
diffusion coefficients used in Fig. 5.2 for free Ca2+ and Ca2+ bound fluorescent dye are the
values that have been widely accepted and cited. We will call these standard conditions (see
Table 4.2) [66]. In this figure, we vary the microscope distance with respect to the positive
x-direction in order to illustrate how the peak change in fluorescence (∆F/Fo) and time
to equilibration is inversely proportional to the lateral distance of the microscope from the
channel.
It has been shown experimentally that fluorescence signals due to single channel events
from IP3R termed ’unitary blip’ show a maximum ∆F/Fo of 0.11 ± 0.01 [48, 159] for both
widely used Ca2+ fluorescent dyes Fluo-4 and Cal-520. Multiple channel events, puffs, have
higher ∆F/Fo of approximately 2-3. It is clear from the top-inset of Fig. 5.2 that the peak
∆F/Fo is much higher when we focus directly on the single Ca
2+-channel. Furthermore, it
was reported that a blip displays a ”rectangular” signal, demonstrating equilibration between
the Ca2+ through the channel and the fluorescent dye in the cytoplasm of 10-15ms (see Fig.
2 of [48]). It is clear from Fig. 5.2 that unlike experimental observations, ∆F/Fo does not
reach equilibrium in 10ms. Once the channel has closed, we see a rapid drop in ∆F/Fo.
The bottom-inset of Fig. 5.2 shows the time till equilibration is reached, which is taken to
be ∆F/Fo=0.01, as this is below the baseline noise observed experimentally. As expected,
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the time to equilibration is inversely proportional to the distance from the channel. Just
400nm from the channel, the time far exceeds the experimentally observed values of 10-15ms
[48, 159].
To further illustrate the point that standard conditions and on-/off- rates widely used in
simulation are too slow, Fig. 5.3 shows normalized single Ca2+-channel events for various
open times of the channel. We allow the channel to remain open for 40ms (blue), 80ms (red),
and 120ms (yellow). It is clear that even with the longer duration, the TIRF signal does
not equilibrate with channel openings 12 times longer than the mean open time reported in
experiments.
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Figure 5.2: Time evolution of TIRFM signals from a 10ms single Ca2+-channel opening.
The distance in the positive x-direction was varied to show how ∆F/Fo is dependent upon
distance from the channel. The top and bottom insets show the peak ∆F/Fo and time to
equilibrate (Time to Eq.) after the channel has closed as a function of distance from the
channel. Using standard conditions: DCa=223µm
2/s, DCaF=15µm
2/s, αf=150 µM
−1s−1,
and βf=450 s
−1. Extracted from [160].
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Figure 5.3: Time evolution of normalized TIRF signals for 40ms (Blue), 80ms (Red), and
120ms (yellow) single Ca2+-channel openings. Extracted from [160].
Table 5.2: Standard Conditions for Ca2+ signaling
Parameters Values
Free Ca2+ diffusion coefficient 223 µm2s−1
Bound indicator dye and Ca2+ diffusion coefficient 15 µm2s−1
Dissociation constant (κF) 3.0 µM
On-rate (αf) 150 µM
−1s−1
Off-rate (βf) κF*αf
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5.3 Channel depth analysis
In TIRFM experiments, the user has control of the microscope stage in the (x,y) direction,
but the depth of the channel or cluster that is being focused on is somewhat unknown. In the
following, we vary the depth of the channel with respect to the microscope to evaluate the
effect of the channel depth on TIRFM signal. We also vary the reaction rate for Ca2+ binding
to the dye and the diffusion coefficients of free Ca2+ (eq 5.3) to look for the conditions where
the dye kinetics from simulation would match experimental observations. For the remaining
of this chapter, we keep the diffusion coefficients of Ca2+-bound dye to be one-third of DCa.
Fig. 5.4 shows peak ∆F/Fo after a 10ms single Ca
2+-channel opening for DCa=200 (Fig.
5.4a), 300 (Fig. 5.4b), 600 (Fig. 5.4c), and 700 µm2/s (Fig. 5.4d). Lines with different colors
represent different on- and off -rates for Ca2+ binding to the dye. For example, the blue line
represents rcal520=0.00005µm, and we double rcal520 each time so that the red line represents
rcal520=0.0001µm and so on up to rcal520=0.0008µm (black line). The legend for each box
shows the on-rate (αf ) for each set of simulations. We then vary the depth of the channel
but keep the microscope focused on the (x,y) grid of the channel (unlike Fig. 5.2). We vary
rcal520 within a reasonable range to vary αf . Note that βf changes accordingly in order to
keep the dissociation constant fixed at experimentally observed values. As expected, the
maximum ∆F/Fo decreases as the depth increases. Fig. 5.4 also shows an inverse relation
between DCa and ∆F/Fo. That is, as we increase DCa, peak ∆F/Fo decreases. Increasing
αf increases ∆F/Fo. We can pick out several combinations for DCa, αf , and depth of the
channel that would result in experimentally observed ∆F/Fo for single Ca
2+-channel events
(∼ 0.11 ∆F/Fo) but the time to equilibration must also be accounted for in order to make
a comparison between theoretical and experimental values.
Fig. 5.5 shows the duration that the TIRFM signal takes to equilibrate after the channel
closes in simulations from Fig. 5.4. The equilibration time decreases as we increase DCa
and αf . We can use Fig. 5.4 and Fig. 5.5, to map the parameters DCa, αf , and depth of
the channel that would replicate experimentally observed fluorescence signals. As discussed
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above, experimental TIRFM during blips reach peak ∆F/Fo ∼ 0.11 and equilibrate in 10-
15ms after the channel closes. These simulations show that DCa and αf must be much higher
than the widely used values. Furthermore, the depth of the channel clearly makes a differ-
ence in the peak ∆F/Fo value that is recorded in experiments. The parameter values that
most closely reproduce the kinetics of indicator dye used in TIRFM are 1) DCa=600µm
2/s,
αf=600/(µMs), depth=250nm, 2) DCa=700µm
2/s, αf=700/(µMs), depth=200nm, and 3)
DCa=700µm
2/s, αf=1400/(µMs), depth=250nm.
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Figure 5.4: The effect of diffusion coefficients, depth of the channel, on- and off-rates of
Ca2+ binding to the dye on peak fluorescence. Maximum ∆F/Fo as a function of depth
as αf increases due to increasing rcal520 with (A) DCa=200µm
2/s, (B) DCa=300µm
2/s, (C)
DCa=600µm
2/s, and (D) DCa=700µm
2/s. Extracted from [160].
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Figure 5.5: The effect of diffusion coefficient, depth of the channel, on- and off-rates of Ca2+
binding to dye on equilibration time. Time to equilibration after the channel closes as a
function of depth as the αf increases due to increasing rcal520 with (A) DCa=200µm
2/s, (B)
DCa=300µm
2/s, (C) DCa=600µm
2/s, and (D) DCa=700µm
2/s. Extracted from [160].
To illustrate how these parameters result in fluorescence signals that closely resemble the
experimentally observed TIRF signals, we simulate a 900ms experiment in which a channel
is open for 500ms. Fig. 5.6A shows standard conditions. Like Fig. 5.3, the signal continues
to rise even if we let the channel stay open longer than 500ms. Furthermore, the ∆F/Fo is 2
orders of magnitude higher than the unitary signal. Fig. 5.6B-D shows the 500ms channel-
opening simulation for the 3 sets of parameters mentioned above. It is clear, that the larger
values of DCa, αf , and depth of the channel produce a signal that more closely resembles
the unitary signal seen in the experiments. The signal equilibrates and plateaus in around
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10ms and once the channel closes, the decay is within the same time period. Also, the peak
value of ∆F/Fo is much closer to the 0.11 value. Later, these parameter sets will be used for
simulating puffs to determine possible missed events in TIRFM signals.
Figure 5.6: Higher diffusion coefficients and on- and off-rates for Ca2+ binding to dye lead to
single channel events that resemble those observed experimentally. Simulation of 500ms chan-
nel opening under (A) standard conditions of DCa=223µm
2/s, αf=150/(µMs), depth=50nm,
(B) DCa=600µm
2/s, αf=150/(µMs), depth=250nm, (C) DCa=700µm
2/s, αf=700/(µMs),
depth=200nm, and (D) DCa=700µm
2/s, αf=1400/(µMs), depth=250nm. Extracted from
[160].
5.4 The affect of mobile buffer EGTA on peak fluorescence and
equilibration time
The above simulations did not consider any mobile Ca2+ buffer other than the Cal-520
indicator dye. In the following, we include mobile buffer EGTA to see if it changes the
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conclusions above. Fig. 5.7 shows the time trace of simulated single-channel TIRFM signals
in the presence of various concentrations of EGTA. For each simulation DCa=223µm
2/s,
DCaF=74µm
2/s, αf=100/(µMs) are used. The top and bottom insets show the peak ∆F/Fo
and time to equilibrate, respectively for each simulation as a function of [EGTA]. For [EGTA]
of 1-10µM the difference in peak ∆F/Fo and time to equilibrate is essentially negligible. At
100µM the peak ∆F/Fo and time to equilibrate is 10% and 28% smaller respectively, as
compared to control conditions (no EGTA). Increasing [EGTA] to 1000µM increases these
differences to 15% and 33%, respectively. Thus, even adding a 1000µM [EGTA] wouldn’t re-
sult in dye kinetics consistent with experimental observations at standard parameter values.
To further illustrate the point that the mobile buffer does not change our final conclusions,
we show the effect of 100µM and 1000µM [EGTA] on TIRFM signals using the 3 optimal
parameter sets deduced above (Fig. 5.8). The insets in each panel show the time to equi-
librate once the channel is closed (left) and the peak ∆F/Fo (right) for the corresponding
parmaters with varying [EGTA]. The same modest change in kinetics of TIRFM signal is
observed.
87
Time (s)
0 0.05 0.1 0.15 0.2
∆
F/
F o
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.20µM
1µM
10µM
100µM
500µM
1000µM
Mobile Buffer (µM)0 500 1000
Pe
ak
 ∆
F/
F o
0.16
0.17
0.18
0.19
0.2
Mobile Buffer (µM)0 500 1000
Ti
m
e 
to
 E
q 
(s)
0.03
0.04
0.05
0.06
0.07
Figure 5.7: Time evolution of TIRFM signals from a 10ms single Ca2+-channel open-
ing with increasing value of [EGTA]. For all simulations DCa=223µm
2/s, DCaF=74µm
2/s,
αf=100/(µMs), and βf=33/s was used. The top and bottom-inset shows the peak ∆F/Fo
and time to equilibrate after the channel closes as a function of mobile buffer, respectively.
Extracted from [160].
88
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
0.05
0.1
0.15
F/
F o
D
ca
=600 m2/s f=600/( Ms) Depth=250nm
0 M
100 M
1000 M
0 500 1000
Mobile Buffer ( M)
0.1
0.11
0.12
Pe
ak
 
F/
F o
0 500 1000
Mobile Buffer ( M)
0.01
0.015
0.02
Ti
m
e 
to
 E
q 
(s)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
0.05
0.1
0.15
F/
F o
D
ca
=700 m2/s f=700/( Ms) Depth=200nm
0 500 1000
Mobile Buffer ( M)
0.1
0.11
0.12
Pe
ak
 
F/
F o
0 500 1000
Mobile Buffer ( M)
0.012
0.014
0.016
Ti
m
e 
to
 E
q 
(s)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Time (s)
0
0.05
0.1
0.15
F/
F o
D
ca
=700 m2/s f=1400/( Ms) Depth=250nm
0 500 1000
Mobile Buffer ( M)
0.12
0.13
0.14
Pe
ak
 
F/
F o
0 500 1000
Mobile Buffer ( M)
0.01
0.012
0.014
Ti
m
e 
to
 E
q 
(s)
A
B
C
Figure 5.8: Mobile buffer EGTA does not affect the kinetics of TIRFM signals. Time evolu-
tion of TIRFM signals from a 10ms single Ca2+-channel opening with increasing [EGTA]=0
(black),100 (blue), 1000µM (red) for A) DCa=600µm
2/s, αf=600/(µMs), depth=250nm, B)
DCa=700µm
2/s, αf=700/(µMs), depth=200nm, and C) DCa=700µm
2/s, αf=1400/(µMs),
depth=250nm. Extracted from [160].
5.5 Possible Experimentally Missed Events
Fig. 5.9A-C shows a simulated time trace from two channels in a cluster in which the
microscope is focused on the first channel at the center of the box and the second channel is
located 100nm in the negative x-direction. We use the three optimal sets of parameters in
the conditions with no EGTA. We simulate a situation in which the second channel opens
2ms after the first channel closes. In Fig. 5.9A-B, ∆F/Fo reaches ∼0.15 during the 8ms
opening of 1st channel. Once the first channel closes at t=10ms, ∆F/Fo drops to 0.9 before
the second channel opens at 12ms where ∆F/Fo starts increasing again. Within 5ms of a
channel closing and another channel opening 2ms later, the TIRFM signal reaches its peak
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value from the first opening. Fig. 5.9C shows the same sequence of events, except the
peak ∆F/Fo from the first channel opening is ∼0.2. These simulations have an infinite SNR
which is unrealistic for TIRFM experiments. We thus expand this experiment to include 5
channels on a cluster and add a SNR of 8 in the same manner as the molecular shot noise
in section 4.3 of [158]. We choose a SNR of 8 because that is the optimal SNR achieved
in experiments for Cal-520 when comparing different fluorescent dyes [159]. The channels
are laid out so that the first channel is in the center of the box, the other 4 channels are
placed at (x,y) coordinates of (-100,0), (100,0), (0,-100), and (0,100) in nm with respect to
the center channel. With this set-up, we simulate a puff such that at the peak of the puff, a
single channel closes, and another opens 2ms later, just as in Fig. 5.9.
Fig. 5.10 shows time traces of the number of channels open and the TIRFM signal for
the simulated puffs as described above. As the inset in Fig. 5.10 shows, the first channel
opens at t=2ms, with the next 3 opening at 2ms intervals afterwards. At t=8ms we have 4
channels open, then the first channel closes at 10ms, leaving 3 channels open. At 12ms, the
last channel opens, which creates the same situation at the peak of the puff as in Fig. 5.9.
The remaining channels close at 14ms, 16ms, 18ms, and 22ms. Time traces for these events
for the 3 optimal conditions without and with noise are shown in the left and right column,
respectively. With noise, the 2ms closing and opening that happens between 12 and 14ms
creates a plateau in the TIRFM signal as is regularly seen in experimental TIRFM signals
[48]. These plateaus have been attributed to a single channel that stays open until the next
channel opens or closes which would change the TIRFM signal and would be detected by
the experiment. Thus, at 10ms the TIRFM experiment would determine that 4 channels
are open, whereas only 3 are open until 12ms when the 4th channel opens without noise,
where in experiment this would be mistaken for a 5th channel opening. Without noise, (Fig.
5.10A,C,E) the closure of the channel at 10ms is clearly visible but is washed out by the
addition of noise (Fig. 5.10B,D,F) as is present in TIRFM experiment. Thus, we believe
that a closure of one channel and reopening of another within 2ms would result in a missed
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event. As mentioned before, the depth of the cluster is unknown to the user and any cluster
at a depth greater than 250nm could lead to many single-channel events that occur within
2ms to be washed out by the noise in the system. Furthermore, with the addition of high
concentrations of [EGTA] (not shown), ∆F/Fo would decrease further, and thus would make
it relatively more difficult to experimentally estimate the number of open channels and short
openings and closings.
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Figure 5.9: Simulating two channels with optimal conditions. Time trace simulation of 2
channels in which the second channel located 100nm away from the center channel opens 2ms
after the first channel closes with (A) DCa=600µm
2/s, αf=150/(µMs), depth=250nm, (B)
DCa=700µm
2/s, αf=700/(µMs), depth=200nm, and (C) DCa=700µm
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depth=250nm. Extracted from [160].
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Figure 5.10: Time traces of a 5 channel puff simulation under various conditions
without and with noise with a SNR equal to 8. Puff simulation at DCa=600µm
2/s,
αf=150/µMs, depth=250nm (A, B), DCa=700µm
2/s, αf=700/µMs, depth=200nm (C, D),
and DCa=700µm
2/s, αf=1400/µMs, depth=250nm (E, F). Panels in left column are without
noise, while those in the right columns are with noise Extracted from [160].
5.6 Discussion
A close agreement between computational and experimental tools is crucial in developing
a clear picture of the mechanisms of Ca2+-release through IP3R and bridging several spa-
tiotemporal scales of Ca2+ signaling ranging from single channel events to waves at whole
cell and tissue levels. Recent advances in patch clamp and imaging techniques have en-
abled us to develop realistic models of Ca2+ signaling. Predictions from these models are
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quantitative in nature and allow direct comparison with experiments. Optical approaches
such as TIRFM in particular have made it possible to provide information about channels
that are inaccessible to patch clamp techniques. These high resolution imaging techniques
also provide spatial information about channel locations, and allow simultaneous recordings
through multiple channels. Studying Ca2+-release through IP3R channels with TIRFM is
especially helpful because of their location on the ER membrane. However, some discrepan-
cies between the detailed biophysical models and TIRFM exist that need to be addressed.
In particular, we report that the widely accepted values of diffusion coefficient of Ca2+ and
the binding and unbinding rates of Ca2+ to the imaging dye lead to inconsistencies between
experimental and theoretical results. All these parameters are key to Ca2+ signaling and
interpreting experimental results.
Previously, Ca2+ range of action was determined by measurement of its diffusion coeffi-
cient in cytosolic extract from Xenopus laevis oocytes [66]. In Allbritton et al., 1992, the
authors take precautions to avoid sequestration of Ca2+ by internal stores, that was not pre-
viously done in [161] when measuring movements of Ca2+. In [66], the Ca2+ was layered on
top of cytosolic extract in a thin tube and allowed to diffuse for various periods of time. Once
the tube was frozen, concentrations of the labeled radioactive Ca2+ was measured and the
value of DCa was determined. The value of DCa was dependent upon the amount of free Ca
2+
added to the cytosolic extract. The value of DCa=223µm
2/s reported in [66] is the standard
value that is widely accepted and used in theoretical studies. While many precautions were
taken to measure DCa without sequestration, Fig. 3 of [66] shows the dependance of DCa on
free Ca2+ added to the system and does not show signs of saturation at the reported value
of 223µm2/s. Furthermore, the Allbritton et al., 1992 study did not cite a previous study
[65] where similar sequestration precautions were taken and a value of DCa ∼ 530µm2/s was
reported.
As shown in Fig. 5.2 and Fig. 5.3, this widely accepted value for DCa used in many studies
simulating blips and puffs, does not produce the results seen in single channel TIRFM. A
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theoretical study by Shuai and Parker in 2005 using the same modeling methods as used
here, shows a similar result in which 10ms channel openings do not equilibrate and ∆F/Fo
is much larger than experimental TIRFM single-channel openings. Although, this is not
addressed in the study, they claim that under standard conditions, TIRFM should resolve
single Ca2+-channel events as brief as 1 ms with a SNR ≥10 [158]. With these standard
conditions that produce a larger TIRFM signal in simulations, the resolution of 1ms appears
to be achievable; although they note that previously published experimental records do
not achieve this resolution [158]. Making the DCa significantly larger (600-700µm
2/s), as
well as speeding up the on-/off- rates of Ca2+ binding to fluorescent dye, and considering
the depth of the channel close to 200nm as in Fig. 5.4 and 5.5, allows us to determine
parameters that closely resemble the experimental TIRFM signal for single-channel Ca2+-
release through IP3R. To our knowledge, the ’standard values’ for DCa is being widely used in
most computational studies, although a value off DCa=600µm
2/s was recently used to explore
the link between bioenergetics and motor neuron degeneration [162]. A TIRFM study by
[46], imaged Ca2+-permeable channels on the plasma membrane of Xenopus oocytes where
they were able to simultaneously resolve gating kinetics, voltage dependance, and localization
of channels. In the experimental set-up, the authors estimated a ∼200nm distance between
the cover glass of the microscope and the membrane. This estimate supports the channel
distance estimated in our simulations. Fig. 5.6 shows the TIRFM time traces using the
optimal parameters (DCa=600-700µm
2/s, αf=600-1400/(µMs), channel depth=200-250nm)
that more closely resemble the experimental results for a single-channel opening as seen in [48]
where single-channel TIRFM signal plateaus within 10-15ms of opening. The equilibration
of the signal within 10-15ms upon the channel opening and closing and the max ∆F/Fo in
Fig. 5.6B-D provide an optimal parameter set to model TIRFM signals from puffs.
One overlooked discrepancy between experimental TIRFM signals from puffs and simu-
lations is the high amount of single channel activity that occurs in simulation (see Fig. 2 of
[63]). Instead of having no channel activity to a sudden cooperative opening of IP3R channels
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as seen in experiments, simulations show ’flickering’ of single-channels before the puff occurs.
There is also significantly more single channel activity in simulated puffs as compared to ob-
served puffs. Additionally, during a puff, TIRFM signals plateau quickly which appears to
equilibrate before another channel opens [48]. With this in mind, we wanted to determine
whether the TIRFM experiments can in fact detect single channel openings within a 2 ms
time interval. That is, can TIRFM experiments using the best dye available, Cal-520 detect
every channel closing and opening within 2ms resolution? We find that with the optimal
values of DCa and on-/off- rates for Ca
2+ binding to the dye that produce a TIRFM signal
closer to experimental results, these 2ms events will be most likely missed for a SNR≥8.
This could lead to reporting more channels open than interpreted by experiment.
Through computational modeling and comparison with experimental observations, we
determine that DCa in the range of 600-700µm
2/s yields a much better comparison with
the TIFRM data. Similarly, the binding rate of Ca2+ with fluorescent dye yields a better
comparison when the on rate is in the 600-1400/(µMs) range. While these parameters are
much larger than previously reported, we find that these values lead to results that closely
resemble TIRFM signals. Moreover, we are aware of no compelling physical arguments
against the higher αf and DCa rates. We also found that single channel events with duration
less than 2ms will likely be missed.
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6 Intracellular Amyloid β-induced of mitochondrial dys-
function
In this chapter, we incorporate the model from 1) Chapter 2, 2) IP3R, 3) cytosolic Ca
2+, 4)
ER Ca2+, 5) buffers- fluorescent dye and EGTA, 6) IP3 dynamics, 7) single IP3R data, and
8) fluorescence data representing whole-cell Ca2+ signals to investigate downstream affects
of intracellular Aβ on mitochondrial function. The additions made to the basic model shown
in Chapter 2 are given as follows.
6.1 Methods
6.1.1 Occupancies of IP3R’s states as functions of cytosolic IP3 and Ca
2+
Our single-channel IP3R model is an extension of our previous work [57] and uses a previously
developed method that ensures the law of mass action and detailed balance [19, 42, 163].
We refer the interested reader to these papers for details about the modeling procedure for
the single IP3R. The model takes into account the explicit dependence of the channel’s open
probability (Po) on Ca
2+ and IP3 as seen in our patch-clam experiments on type-1 IP3R in
Xenopus Laevis occytes [55, 164] (Fig. 6.1). Note that each point in Fig. 6.1 is an average
of multiple experiments for the same ligand concentrations of Ca2+ ([Ca2+]) and IP3 ([IP3]).
We first write the Po of IP3R in terms of occupancies of gating states as
Po([Ca
2+], [IP3]) =
ZO
ZO + ZC
, (6.1)
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where
ZO =
mmax∑
m=0
nmax∑
n=0
KOmn[Ca
2+]m[IP3]
n
and
ZC =
mmax∑
m=0
nmax∑
n=0
KCmn[Ca
2+]m[IP3]
n
are the total occupancies of all open and all close states respectively. KOmn[Ca
2+]m[IP3]
n and
KCmn[Ca
2+]m[IP3]
n is the unnormalized occupancy of an open and a close state with m Ca2+
and n IP3 bound respectively. We perform an exhaustive search, testing millions of combina-
tions of states with 0 to 5 Ca2+ and 0 to 4 IP3 bound, searching for the combination so that
eq. (6.1) gives the best fit to the Po of the channel under optimal [IP3]=10 µM (Fig. 6.1, black
circles) according to Bayesian information criterion [165]. A model with four states gives us
the best fit to the data. These states are a rest state (R) with no Ca2+ bound, an active
state (A) with 2 Ca2+ bound, an open state (O) with 2 Ca2+ bound, and an inhibited state
(I) with 5 Ca2+ bound. Thus, Po([Ca
2+], [IP3]) = KO2n[Ca
2+]2[IP3]
n/(KC0n[Ca
2+]0[IP3]
n +
KO2n[Ca
2+]2[IP3]
n + KC2n[Ca
2+]2[IP3]
n + KC5n[Ca
2+]5[IP3]
n). All states have the same num-
ber of IP3 bound, which is a consequence of constant [IP3]. For clarity, we drop the subscripts
from occupancy parameters and represent KC0n,KC2n,KC5n, and KO2n by KR,KA,KI, and
KO respectively. Where KR, KA, KO, and KI are proportional to the occupancies of state
R, A, O, and I respectively. We take R to be a reference state with KR = 1. Thus,
Po([Ca
2+], [IP3]) =
KO[Ca2+]2
1 + KO[Ca2+]2 + KA[Ca2+]2 + KI[Ca2+]5
. (6.2)
We then fit eq. (6.2) to the Po data taken at [IP3] = 33nM (Fig. 6.1, blue), 20nM (Fig.
6.1, red), and 10nM (Fig. 6.1, green), leaving KA,KO, and KI free each time to obtain the
values of these parameters as functions of [IP3], represented by eqs. (6.3-6.5)
KA =
a1(a
a2
3 )
[IP3]a2 + a
a2
3
+ a4 (6.3)
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KI =
a5(a
a6
7 )
[IP3]a6 + a
a6
7
+ a8 (6.4)
KO =
a9[IP3]
a10
[IP3]a10 + a
a10
11
. (6.5)
Constants a1 − a11 comes from the fits to Po data at different [IP3] values and are given in
Table 6.1.
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Figure 6.1: Equilibrium Po of the single IP3R channel in Xenopus laevis oocytes as a function
of Ca2+ at IP3. Po at [IP3] = 10µM (black), 33nM (blue), 20nM (red), and 10nM (green) as
we vary [Ca2+]i. The symbols and lines represent experimental results [55, 164] and model
fits respectively [Unpublished].
Table 6.1: Constants involved in the functions for occupancy variables. There parameters
were obtained from fits to the single channel Po data recorded at different [Ca
2+]i and [IP3]
values using patch-clamp on type-1 IP3R.
Parameter Value
a1 76.87µM
−2
a2 4.98
a3 0.013µM
a4 4.26µM
−2
a5 1.45µM
−5
a6 17.76
a7 0.025µM
a8 0.000086µM
−5
a9 17.66µM
−2
a10 1.59
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Table 6.1: Constants involved in the functions for occupancy variables. There parameters
were obtained from fits to the single channel Po data recorded at different [Ca
2+]i and [IP3]
values using patch-clamp on type-1 IP3R.
a11 0.017µM
6.1.2 Transition rates for the single-channel model
The Po data can only be used to infer the number of states and their occupancies in the model.
For the connectivity of these states and the related transition rates we use the information
from rapid perfusion experiments on type-1 IP3R [61]. The kinetic data suggests that there
is a direct link between states O and I and that there is no direct link between states R and
O. In these kinetic experiments, we measured the response of the channel to rapid jumps in
both [IP3] and [Ca
2+]i. To measure the inhibition latency (the time for the channel to go
from actively gating to inhibited), we jumped [Ca2+]i from optimal ([Ca
2+]i = 2µM where
the Po is maximal or near maximal) to inhibiting ([Ca
2+]i = 300µM where Po is near zero)
at fixed [IP3] = 10µM. If the channel had needed to traverse some sequence of states to
get from the open state to the inhibited state (or states) there wouldn’t exist very short
inhibition latencies. At least with the resolution afforded by our experiments, we found
non-zero values in the distribution of times to inhibition (fi(ti)) at ti = 0ms. Thus, there
appears to be no states intermediate to O and I. We therefore conclude that the open state
is directly connected to the inhibited state. There appears to be nothing in the data that
demands a link between A and I. We did report a deficit of short activation latencies when
we jumped [Ca2+]i from < 10 nM to optimal. This implies that R is not directly connected
to O.
In another set of experiments, we jumped [Ca2+]i from near 0 ([Ca
2+]i <10 nM) to
inhibiting value of 300µM and found that the channel failed to burst (open) in 9 out of 103
experiments. Similarly, in experiments where we jumped [Ca2+]i from 300µM to < 10 nM, 88
out of 94 times the channel deactivated without bursting. Both these observations suggest
a direct link between R and I states. Thus, the kinetic data on type-1 IP3R appears to be
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consistent with a network topology shown in Fig. 6.2.
Next, we use our novel occupancy/flux formalism and the information from these kinetic
experiments to derive expressions for the mean transition times between different states.
According to this formalism, the mean transition time between two states X and Y where
the channel has m and n ligands ([L]) bound respectively is given as
TXY = KX[L]
m
(
1
kmn[L]q
)
TYX = KY[L]
n
(
1
kmn[L]q
)
Where KX[L]m and KY[L]n is occupancy of state X and Y respectively, kmn[Ca
2+]qi is the
probability flux between the two states, and q = max(m,n).
Note that in our model there are transitions that involves binding of more than one
Ca2+. For example, the channel has 2 and 5 Ca2+ bound in states O and I respectively.
However, the direct link between O and I does not necessarily mean that the channel binds
3 Ca2+ simultaneously. It rather means that the states with 3 and 4 Ca2+ bound have very
low occupancy and are not required to be included in the model. However, these transition
states act as speed-bumps for the probability flux and their effect can be incorporated in the
mean transition times. Thus, if there is a low-occupancy transition state Z between states
X and Y with 0 ligands bound, the mean transition times between states X and Y become
TXY = KX[L]
m
(
1
kmo[L]r
+
1
kon[L]s
)
TYX = KY[L]
n
(
1
kmo[L]r
+
1
kon[L]s
)
,
where r = max(m, 0) and s = max(0, n).
The transition rate from state X to Y (KXY) is simply the inverse of mean time to
transition from state X and Y and vice versa.
Using this formalism, the mean transition times between different states in our single-
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channel model (Fig. 6.2) are given as
TRA = KR[Ca
2+]0i
(
1
k01[Ca
2+]i
+
1
k12[Ca
2+]2i
)
(6.6)
TAR = KA[Ca
2+]2i
(
1
k01[Ca
2+]i
+
1
k12[Ca
2+]2i
)
(6.7)
TAO = KA[Ca
2+]2i
(
1
k22[Ca
2+]2i
)
(6.8)
TOA = KO[Ca
2+]2i
(
1
k22[Ca
2+]2i
)
(6.9)
TOI = KO[Ca
2+]2i
(
1
k23[Ca
2+]3i
+
1
k34[Ca
2+]4i
+
1
k45[Ca
2+]5i
)
(6.10)
TIO = KI[Ca
2+]5i
(
1
k23[Ca
2+]3i
+
1
k34[Ca
2+]4i
+
1
k45[Ca
2+]5i
)
(6.11)
TRI = KR
(
1
k˜01[Ca
2+]i
+
1
k˜12[Ca
2+]2i
+
1
k˜23[Ca
2+]3i
+
1
k˜34[Ca
2+]4i
+
1
k˜45[Ca
2+]5i
)
(6.12)
TIR = KI[Ca
2+]5i
(
1
k˜01[Ca
2+]i
+
1
k˜12[Ca
2+]2i
+
1
k˜23[Ca
2+]3i
+
1
k˜34[Ca
2+]4i
+
1
k˜45[Ca
2+]5i
)
(6.13)
We assume that the probability flux between two intermediate states is very high so that
we can use relative large values for k34, k˜12, k˜23, and k˜34. Thus, the terms involving these
constants can be ignored without affecting the mean transition times.
The mean open time of type-1 IP3R under fixed [Ca
2+]i of 2µM is 10ms, i.e. TOA ∼ 10ms.
Using Eq. 6.9, we get
k22 =
KO
10ms
. (6.14)
The remaining six flux parameters are determined from the rapid-perfusion experiments
described above. Observations from thousands of these kinetic experiments are summarized
as follows.
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Mean activation time (changing [Ca2+]i from < 10 nM to 2 µM) = 40 ± 3 ms.
Mean de-activation time (changing [Ca2+]i from 2 µM to < 10nM) = 160 ± 20 ms.
Mean inhibition time (changing [Ca2+]i from 2 µM to 300µM) = 290 ± 40 ms.
Mean inhibition-recovery time (changing [Ca2+]i from 300 µM to 2 µM ) = 2.4 ± 0.2s.
Changing [Ca2+]i from < 10 nM to 300 µM,
9
103
experiments failed to cause bursts.
Changing [Ca2+]i from 300 µM to < 10 nM,
6
94
times the channel bursts before getting
de-activated.
Thus we can write:
TRA |[Ca2+]i=2µM= 40ms (6.15)
TAR |[Ca2+]i=10nM= 160ms (6.16)
TOI |[Ca2+]i=300µM= 290ms (6.17)
TIO |[Ca2+]i=2µM= 2.4s (6.18)
TRA
TRI
|[Ca2+]i=300µM=
9
103
(6.19)
TIR
TIO
|[Ca2+]i=10nM=
6
94
(6.20)
Using Eqs. 6.15 and 6.16, we extracted k01 and k12. Eq. 6.17 and 6.18 give us k23 and
k45. k˜01 and k˜45 are extracted from Eqs. 6.19 and 6.20. The values of these six probability
flux parameters are given in Table 6.2.
Thus the kinetics of IP3Rs in the cell are given by the rate equations
dA
dt
= KRAR + KOAO− (KAR + KAO)A (6.21)
dO
dt
= KIOI + KAOA− (KOI + KOA)O (6.22)
dI
dt
= KRIR + KIOO− (KIO + KIR)I (6.23)
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The fraction of channels in state R is given by the conservation of total probability, i.e.
R = 1− A−O− I. (6.24)
Figure 6.2: Schematic of the four state model for single IP3R channel. KXY represents the
transition rate from state X to Y where X,Y =, A, O, I , and R respectively [Unpublished].
Table 6.2: Probability flux parameters used in the transition rates between the four states of
single-channel model. These parameters were estimated from the rapid perfusion experiments
measuring the response of type-1 IP3R to rapid switch of ligands Ca
2+ and IP3 between
different values using patch-clamp electrophysiology [61].
Parameter Value
kflux01 0.0162/µMms
kflux12 0.0127/µM
2ms
kflux23 2.1651 x 10
−4/ µM3ms
kflux45 3.5935 x 10
−8/ µM5ms
k˜flux01 0.0014127/µMms
k˜flux45 5.6297 x 10
−7/µM5ms
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6.1.3 Whole-cell cytosolic Ca2+ and buffers
Ca2+ concentration in the cytoplasm is controlled by flux through IP3R (Jipr), leak from
the ER (Jleak), uptake into the ER by the SERCA (Js) as well as contributions from Ca
2+
binding to free fluorescent dye Fluo-4 ([dye]) and free EGTA ([EGTA]). Thus,
d[Ca2+]i
dt
= Jipr + Jleak − Js + (krdye(Bdye − [dye])− kfdye[Ca2+]i[dye])
+ (krEGTA(BEGTA − [EGTA])− kfEGTA[Ca2+]i[EGTA]).
(6.25)
Where Bdye and BEGTA is the total concentration of Fluo-4 and EGTA, k
f
dye and k
r
dye are
the binding and unbinding rates of Ca2+ to Fluo-4, and kfEGTA and k
r
EGTA are the binding
and unbinding rates of Ca2+ to EGTA respectively. The functional form of the three fluxes
are adopted from [58] and given as
Jleak = kleak([Ca
2+]ER − [Ca2+]i) (6.26)
Js =
Vs[Ca
2+]i
ns
Knss + [Ca
2+]i
ns (6.27)
Jipr = kiprO([Ca
2+]ER − [Ca2+]i) (6.28)
Ca2+ concentration in the ER ([Ca2+]ER) is given by the conservation of total Ca
2+ ([Ca2+]t)
in the cell, i.e.
[Ca2+]ER = γ([Ca
2+]t − [Ca2+]i) (6.29)
Rate equations for Fluo-4 and EGTA are given as
d[dye]
dt
= krdye(Bdye − [dye])− kfdye[Ca2+]i[dye] (6.30)
d[EGTA]
dt
= krEGTA(BEGTA − [EGTA])− kfEGTA[Ca2+]i[EGTA] (6.31)
Parameter values used in the whole-cell Ca2+ model are given in Table 6.3.
104
Table 6.3: Parameter values for Ca2+ and buffer rate equations
Parameter Description Value
kleak ER leak flux coefficient 0.0032 s
−1
kipr IP3R flux coefficient 0.2379 s
−1
γ the cytoplasmic-to-ER volume ratio 5.405
Vs Maximum capacity of SERCA 23.17 µM/s
ks SERCA half-maximal activating [Ca
2+]i 4.146 µM
ns Hill coefficient for SERCA 1.084
[Ca2+]t Total intracellular Ca
2+ 50 µM
Bdye Total fluorescent dye 40 µM
BEGTA Total buffer EGTA 0-3000 µM
krdye reverse rate of dye 450 s
−1
kfdye forward rate of dye 150 µM
−1s−1
krEGTA reverse rate of EGTA 0.75 s
−1
kfEGTA forward rate of EGTA 5 µM
−1s−1
kdiff Ca
2+ diffusional flux coefficient 10 s−1
γ1 the cytoplasmic-to-microdomain volume ratio 100
6.1.4 Converting Ca2+-bound dye to ∆F/Fo
A single channel opening on average increases the fluorescence of a 1.2µm × 1.2µm area
around the channel relative to the background signal by 0.11 ± 0.01 (i.e. ∆F/Fo = 0.11
± 0.01) in TIRF microscopy experiments using Fluo-4 [48]. We used this information to
convert [Ca2+]-bound [dye] to ∆F/Fo in the model. We simulate a single channel, placed
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at the center of a 40µm × 40µm area (equal to the area scanned in the TIRF microscopy
experiments in [48] as well as in our experiments) and allow it to open for 10ms (the mean
open time of IP3R). The [Ca
2+]i and [dye] equations described above are modified to include
diffusion of these two species for free Ca2+ and Fluo-4. Furthermore, to side-step the require-
ment of using extremely small spatial grid and stay consistent with the spatial resolution of
0.3µm of theTIRF microscopy experiments in [48], we partially adopt the procedure in [58],
which simulates the Ca2+ release and uptake at the microdomain around the channel sepa-
rately from the rest of the simulation area. The movement of Ca2+ from the microdomain
to the nearest gird point (the central grid point in our case) and vice versa is given by diffu-
sion. Also, to remain consistent with the TIRF microscopy experiments that estimated the
mean fluorescence change during single channel opening, no EGTA was included in these
simulations. With these modifications, the equation for [Ca2+]i becomes
d[Ca2+]i
dt
= DCa∇2[Ca2+]i + Jdiff + Jleak − Js + (krdye(Bdye − [dye])− kfdye.[Ca2+]i[dye])
(6.32)
Where the first term is the diffusion of Ca2+ between neighboring grid points and Jdiff =
kdiff([Ca
2+]b − [Ca2+]i) is the diffusion of Ca2+ from the microdomain around IP3R to the
grid point at the center of simulating area and vice versa. For all other grid points, Jdiff = 0.
[Ca2+]b is the Ca
2+ concentration in the microdomain and is given by the rate equation
d[Ca2+]b
dt
= γ1(Jipr − Jdiff) (6.33)
Jipr for the single channel is governed by the current through the channel, i.e.
Jipr =
I
2× F× δV . (6.34)
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Where I = 0.05pA is the observed current through IP3R [166], F is Faraday’s constant, and
δV is the volume of a hemisphere over the channel with radius of 10nm [51, 167].
With the inclusion of the microdomain in the model, the expression for [Ca2+]ER changes
accordingly, i.e.
[Ca2+]ER = γ([Ca
2+]t − [Ca2+]i − [Ca2+]b/γ1) (6.35)
With the inclusion of diffusion, the rate equation for [dye] changes to
d[dye]
dt
= Ddye∇2[dye] + krdye(Bdye − [dye])− kfdye[Ca2+]i[dye]. (6.36)
The above equations were simulated using forward difference method and the peak change in
Ca2+-bound dye (∆[dyeCa2+]) with respect to resting level ([dyeCa2+]o) was recorded, where
[dyeCa2+] = Bdye−[dye]. A single channel opening of 10ms resulted in ∆[dyeCa2+]/[dyeCa2+]o
= 0.1756 when averaged over 1.2µm × 1.2µm area around the channel. This together with
the experimentally observed mean ∆F/Fo during a single IP3R opening was used to convert
Ca2+-bound dye to ∆F/Fo.
6.1.5 Estimating IP3 production due to intracellular Aβ42
Guided by the shape of fluorescence traces as [Ca2+]i increases due to IP3 generation in
response to intracellular Aβ42 injection, we assume that the IP3 generation has the following
functional form
[IP3] = p1
[
1
1 + exp(p2−t
p3
)
]
exp(− t
p4
). (6.37)
Next, we write a Matlab code that computes the least squares error (χ2) as follows. The
code first solves the rate equations for the whole-cell (Eqs. 6.21-6.30) and uses the con-
version factor for Ca2+-bound dye to ∆F/Fo to get the whole-cell fluorescence signal given
by the model (∆F/Fo,M). Using the whole-cell fluorescence signal from TIRF microscopy
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experiments (∆F/Fo,E) as observable, we can write χ
2 as
χ2 =
1
N
N∑
i=1
(∆F/Fo,M−∆F/Fo,E )2, (6.38)
where N is the number of data points in the experimental trace.
Parameters p1− p4 together with Vs, ks, ns, and kipr are determined by minimizing χ2 for
whole-cell TIRF signals at intracellular Aβ42 = 30µg/ml. The same procedure is repeated at
Aβ42 = 10, 3, and 1µg/ml, with the exception that Vs, ks, ns, and kipr are fixed at the values
given by the fit at Aβ42 = 30µg/ml. Parameter values for p1− p4 from these fits are given in
Table 6.4 as functions of intracellular Aβ42 concentration and can be closely approximated
by the following equations.
p1 = 0.019
[Aβ42]
1.15
[Aβ42]1.15 + 0.00251.15
(6.39)
p2 = 26.93exp(−88.06[Aβ42]) (6.40)
p3 = 4.76exp(−2.85[Aβ42]) + 1.73 (6.41)
p4 = 3.96exp(−2.28[Aβ42]) + 304.07 (6.42)
Where [Aβ42] is in units of µM. In our experiments, 10nl of 30, 10, 3, and 1µg/ml of Aβ42
were injected into the cell. Using the molecular weight of 4514.1 g/mol gives [Aβ42] in units
of µM (Table 6.4). We would like to remark that converting [Aβ42] unit from µg/ml to µM
is not required and the functions in Eqs. 6.39 - 6.42 are valid in any case with proper unit
conversion.
Details about the numerical scheme used to solve the rate equations and optimize χ2
function are given in the “Numerical Methods” section 6.2 below.
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Table 6.4: Parameter values involved in IP3 response function. There parameters were
obtained by fitting the whole-cell model to the whole-cell Ca2+ signals recorded in our TIRF
microscopy experiments.
[Aβ42] injected at 10nL Values
30 µg/ml p1=0.0279 µM
= p2=7.869 s
0.0127 µM p3=1.855 s
p4=24.069 s
10 µg/ml p1=0.023 µM
= p2=19.986 s
0.00423 µM p3=3.155 s
p4=49.359 s
3 µg/ml p1=0.006 µM
= p2=27.203 s
0.00127 µM p3=4.304 s
p4=117428.967 s
1 µg/ml p1=0.003 µM
= p2=25.243 s
0.000423 µM p3=5.948 s
p4=1.507 s
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6.2 Numerical Methods
Fits to the single IP3R Po data were performed in Mathematica using in-built function
NonlinearModelFit. Akaike information criterion (AIC) and Bayesian information criterion
were used for assessing the quality of fits and model selection. The model will smallest AIC
and BIC scores was selected as the best model fitting the Po data.
Simulations in section ”Converting Dye to ∆F/Fo” were performed using forward dif-
ference method with a time-step of 50µs and a spatial grid size of 0.3µm, equal to the
pixel size in the experiments in [48] that estimated the mean ∆F/Fo value during a single
channel opening. The boundaries were kept at fixed steady state values of [Ca2+]i = 50nM
and [dye] = 39µM . Reducing the grid size and time-step did not change our estimates
significantly.
To fit the whole-cell model to the TIRF signals, the rate equations were solved in Matlab
using the in-built function “ode15s”. χ2 function was minimized using the in-built Matlab
function “fminsearch”. The functions in Eqs. 6.3-6.5 and 6.39-6.42 were optimized by using
in-built Matlab function “lsqcurvefit”. Using other Matlab optimization functions such as
“fminsearch”, ”fmincon”, or “nlinfit” did not change the quality of fits.
Numerical integration of the full model equations (6.21-6.24, 6.25, 6.30, 6.31, 6.37, and
equations for mitochondrial Ca2+ dynamics and bioenergetics) was performed with Intel For-
tran compiler (Intel Corporation, Santa Clara, CA). ODEs were solved using RK4 method.
Code producing key results in the paper is available upon request from authors.
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Figure 6.3: Schematics of the processes modeled in this study. Intracellular Aβ42 oligomers
generates IP3 by stimulating G-protein coupled receptors (GPCRs) which together with Ca
2+
binds to IP3R. Ca
2+-release through IP3R is modeled by the four state model where the flux
through IP3R is Jipr. Ca
2+ is also released from the ER through leak channels and taken up
by SERCA (Js). Mitochondrion buffers Ca
2+ through Ca2+ uniporter where it stimulates
enzymes on the TCA cycle. NADH is oxidized on the ETC on the inner mitochondrial
membrane where ATP is produced and used as energy for cellular functions. Mitochondria
also produce ROS and [H2O2] during this processes. Na
+/Ca2+ regulates Ca2+ levels inside
mitochondria [Unpublished].
6.3 Experimental Methods
The experimental Po data used to fit the single-channel model is take from [164], while the
∆F/Fo values from TIRF microscopy as functions of intracellular Aβ42 are taken from [92]
with permission. Here we briefly present the experimental methods used to acquire the data
and refer the interested reader to Refs. [92, 164] for more details.
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6.3.1 Po data
Patch clamp electrophysiology of the outer membrane of Xenopus Laevis oocytes was per-
formed as described in [168]. The cytoplasmic side of the IP3R channel faced into the patch
pipette. All experimental solutions contained 140 mM KCl, 10 mM Hepes (pH adjusted to
7.1 with KOH), and 0 or 0.5 mM Na2ATP as indicated. The total content of Ca
2+ in the
solutions was determined by induction-coupled plasma mass spectrometry (Mayo Madical
Laboratory, Rochester, MN). Free Ca2+ concentrations were calculated by using the MAX-
CHELATOR software (C. Patton, Stanford University, Palo Alto, CA). The pipette solutions
contained different [IP3] values as shown in Fig. 1 (main text). Experiments were performed
at room temperature with the pipette electrode at +20mV relative to the reference-bath
electrode. The data points shown in Fig. 1 in main text show the mean of results from
at least four separate patch-clamp experiments performed under the same conditions. The
error bars indicate the standard error of the mean (SEM). Single-channel currents were am-
plified by an Axopatch-1D amplifier (Axon Instruments, Foster City, CA), filtered at 1kHz,
digitized at 5 kHz. Channel Po was obtained using TAC 3.03 (Bruxton, Seattle, WA).
6.3.2 ∆F/Fo data
Oocyte preparation and electrophysiology: Xenopus laevis were purchased from Nasco in-
ternational and oocytes were surgically removed [47] following protocols approved by the
University of California, Irvine Institutional Animal Care and Use committee. Stage V-VI
oocytes were isolated and treated with collagenase (1 mg/ml collagenase type A1 for 30
min) to remove follicular cell layers. Intracellular microinjections were performed using a
Drummond microinjector. Approximately 1 h before imaging, oocytes in Ca2+-free Barth’s
solution were injected with Fluo-4 dextran (low affinity; Kd for Ca2+ ∼ 3µM) to a final
concentration of 40µM assuming equal distribution throughout a cytosolic volume of 1 µl.
Oocytes were then placed animal hemisphere down in a chamber with a base formed by a
fresh, ethanol-washed microscope cover glass and were bathed in a Ca2+-containing Ringer’s
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solution (in mM: 110 NaCl, 2 KCl, 1.8 CaCl2, and 5 HEPES, pH 7.2.) or a Ca
2+-free Ringer’s
solution in which CaCl2 was omitted and replaced by 2 mM EGTA and 5 mM MgCl2. All
experiments were performed at resting membrane potential.
Ca2+ imaging: Oocytes were imaged at room temperature by wide-field epifluorescence
microscopy using an Olympus inverted microscope (IX 71) equipped with a 60× oil-immersion
objective, a 488 nm argon-ion laser for fluorescence excitation, and a CCD camera (Cascade
128+; Roper Scientific) for imaging fluorescence emission (510-600 nm) at frame rates of
30 to 100 s−1. Fluorescence was imaged within a 40µm × 40µm region within the animal
hemisphere of the oocyte, and measurements are expressed as a ratio (∆F/Fo) of the mean
change in fluorescence at a given region of interest (∆F) relative to the resting fluorescence
at that region before stimulation (Fo). Mean values of Fo were obtained by averaging over
several frames before stimulation. MetaMorph (Molecular Devices) was used for image pro-
cessing, and measurements were exported to Microcal Origin version 6.0 (OriginLab) for
analysis and graphing.
Preparation of Aβ42 oligomers and microinjection: Oligomerization of Aβ42 monomers
was performed by dissolving 0.5 mg of lyophilized human recombinant Aβ1-42 peptide (rPep-
tides) in 20 µl of freshly prepared DMSO and quickly diluting with 480 µl of double-distilled
water in a siliconized Eppendorf tube. After 10 min sonication, samples were incubated at
room temperature for 10 min and then centrifuged for 15 min at 14,000 × g. The super-
natant fraction was transferred to a new siliconized tube and stirred at 500 rpm using a
Teflon-coated microstir bar for 8-48 h at room temperature [76]. Aggregation states were
confirmed by Western blotting.
Microinjection of 10 nl of Aβ42 oligomers into oocytes was performed using a Drum-
mond nanoinjector mounted on an hydraulic micromanipulator. A glass pipette (broken
to a tip diameter of 8-10 µm) was filled with injection solution and was inserted vertically
down through the entire oocyte to a pre-established position with the tip positioned a few
micrometers inward from the plasma membrane and centered within the image field.
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Materials: Lyophilized Aβ42 monomer (catalog # A-1163-1) were purchased from rPep-
tide, Fluo-4 from Invitrogen, caffeine from Sigma, and heparin from Thermo Fisher Scientific.
6.4 Intracellular Aβ42 oligomers liberate Ca
2+ into the cytoplasm
Previously reported findings [92] indicate that intracellularAβ42 oligomers but not monomers,
fibrillar, or scrambled Aβ42 peptides leads to significant increase in cytosolic Ca
2+ signals
after a few tens of seconds of injection. Fig. 6.4A shows representative traces illustrating
increase in ∆F/Fo in response to 10 nl injection of Aβ42 oligomers at concentrations of 1
(6 oocytes), 3 (4 oocytes), 10 (4 oocytes), and 30 (5 oocytes) µg/ml as indicated by the
symbols. The amplitude of Ca2+ signals increases, while latency to the onset and peak of
the responses shortens progressively with increasing concentration of Aβ42.
To quantify the amount of IP3 generated in response to different concentrations of injected
Aβ42, i.e estimate the [IP3] sensed by IP3R to release the observed Ca
2+ content, we fit the
whole-cell model (eq. 6.32- eq. 6.36) to the fluorescence traces. The lines in Fig. 6.4A
represent the respective model fits at each concentration of Aβ42 oligomers injected into
the oocytes. Fig. 6.4B shows the time traces of [IP3] from the fit that would evoke the
respective ∆F/Fo signals in Fig. 6.4A. Much like the TIRF signals, the [IP3] follows similar
trends of increased amplitude and shortening of onset as the concentration of Aβ42 oligomers
is increased. These results suggest that more IP3 is released with increasing concentrations
of intracellular Aβ42 leading to rapid changes in ∆F/Fo in the TIRF signal. Furthermore,
the delayed onset of signals to injection of Aβ42 is not due to slow diffusional spread of
Aβ42 but rather reflects the time required for activation of IP3 production and subsequent
accumulation of IP3 levels to evoke Ca
2+-release through IP3R since the model does not
incorporate any lag due to diffusion of Aβ42.
This gives us IP3 as a function of [Aβ], which was used to compute Po of IP3R vs [Aβ42].
The Po of IP3R as a function of Aβ42 concentration from the fits is shown in Fig. 6.5,
indicating that 10nM Aβ42 leads to a significant Po of the channel. Total IP3 generated over
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60 s is shown in Fig. 6.6A. At 30 µg/ml and 10 µg/ml we observe comparable amounts
of IP3 produced over 60 s. This is because Ca
2+ responses to higher doses of Aβ42 display
an increasingly rapid decay which could be either due to the desensitization of IP3R or the
depletion of IP3 reserves in the cell. Both these effects are not incorporated in the model.
As shown in Fig. 6.7C below, we rule out ER depletion as a reason for the rapid decay as
the ER holds significant Ca2+ at the peak of cytosolic Ca2+ response.
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Figure 6.4: Intracellular injection of Aβ42 oligomers leads to IP3 generation and conse-
quently Ca2+ release from the ER into the cytoplasm. Time trace of ∆F/Fo indicating
[Ca2+]i rise from experiment (circles) and model fit (solid line) due to injection of 30µg/ml
(blue), 10ug/ml (black), 3ug/ml (red), and 1ug/ml (green) [Aβ42] oligomers (A) and cor-
responding IP3 production (B). The experimental traces represent the mean time course of
Ca2+-dependent fluorescence recorded from 5 (30 µg/ml), 4 (10 µg/ml), 4 (3 µg/ml), and 6
(1 µg/ml) oocytes respectively [92] [Unpublished].
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Figure 6.5: The Po of IP3R as a function of Aβ42 concentration and [Ca
2+]i [Unpublished].
116
30 g/ml 10 g/ml 3 g/ml 1 g/ml
0
0.2
0.4
0.6
[IP
3] 
(M
)
30 g/ml 10 g/ml 3 g/ml 1 g/ml
0
50
100
[C
a2
+
] i (
M
)
30 g/ml 10 g/ml 3 g/ml 1 g/ml
0
100
200
300
[C
a2
+
] m
 
(M
)
A
B
C
Figure 6.6: Total amount of [IP3] (A), [Ca
2+]i (B), and [Ca
2+]m (C) over 60 sec of simulation
for Aβ42 oligomers injected at 30 µg/ml (blue bars), 10 µg/ml (black bars), 3 µg/ml (red
bars), and 1 µg/ml (green bars) without EGTA present in the simulation [Unpublished].
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Figure 6.7: High [Ca2+]i in response to intracellular injection of Aβ42 oligomers leads to
impaired mitochondrial function. Time trace of [Ca2+]i (A), [Ca
2+]m (B), [Ca
2+]ER (C),
4Ψm (D), [NADH] (E), [ATP] (F), [O−2 ]m (G) and [H2O2] (H) response due to injection of
30 µg/ml (blue), 10 µg/ml (black), 3 µg/ml (red), and 1 µg/ml (green) [Aβ42] oligomers.
No EGTA is added in these simulations [Unpublished].
6.5 Mitochondrial response to evoked Ca2+
To investigate whether intracellular Aβ42 oligomers also alter mitochondrial function, we
couple the whole-cell Ca2+ signaling model to the model for mitochondrial function (Chapter
2). Results from these simulations are shown in Fig. 6.7. At 30 µg/ml, we observe a peak
[Ca2+]i of ∼ 4 µM during the 150s simulation that drops to ∼ 2 µM at 10 µg/ml and less
than 1 µM at 3 µg/ml and 1 µg/ml. This change in [Ca2+]i from steady state leads to
Ca2+ uptake by mitochondria through Ca2+ uniporter that affects mitochondrial function.
Traces of [Ca2+]m for different Aβ42 concentrations are shown in Fig. 6.7B. Total [Ca
2+]i
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and [Ca2+]m during 60 s are shown in Fig. 6.6B and 6.6C respectively. At 30 and 10 µg/ml
Aβ42 oligomers, the total amount of cytosolic Ca
2+ exceeds 50 µM leading to an increase in
[Ca2+]m of well over 100 µM over 60 s. Such excessive [Ca
2+]m have been shown to impair
mitochondrial function, leading to apoptosis [28, 40, 108].
Changes in key variables governing mitochondrial function in response to Ca2+ release
from the ER (Fig. 6.7C) through IP3R and entering the matrix through the uniporter
are shown in Fig. 6.7C-H. Intracellular injection of 30µg/ml Aβ42 oligomers leads to a
decrease of 24 mV in mitochondrial4Ψm, thereby disrupting the4µH formed by respiration
pumps oxidizing NADH on the ETC. While our model incorporates different enzymes and
dehydrogenases involved in the TCA cycle, we primarily focus on how excessive Ca2+ alters
[NADH] production (Fig. 6.7E) and consequently affects the synthesis of ATP and toxic
agents. The large influx of Ca2+ increases the rate of oxygen consumption (oxidation of
NADH) that leads to lower [NADH] and the rates of three Ca2+-sensitive enzymes in the TCA
cycle (α-ketoglutarate dehydrogenase, isocitrate dehydrogenase, and malate dehydrogenase)
that stimulates NADH production (Fig. 6.8). However, the increase in the rate of NADH
oxidation exceeds that of the three enzymes in the TCA cycle combined, thereby, lowering
the rate of NADH production. Between lowered [NADH] and diminished 4Ψm, [ATP]
production is negatively affected as increasing Aβ42 concentration leads to higher Ca
2+ influx
into the mitochondria (Fig. 6.7F). At 30 and 10 µg/ml Aβ42 oligomers, [ATP] drops by 600
µM. Even at 3 µg/ml oligomers there is almost 100 µM decrease in [ATP], dropping to 12
µM at 3 µg/ml. For smaller concentrations of Aβ42, the effect on mitochondrial function is
negligible.
Fig. 6.7G and H show the amount of ROS ([O−2 ]m) and [H2O2] produced by mitochondria
as we increase Aβ42 concentration. Enhanced and prolonged oxidation leads to significant
ROS production and therefore [H2O2], both extremely toxic to the cell when present in excess
[169–171]. At Aβ42 > 3 µg/ml, we observe more than 80 µM change in ROS. Interestingly, in
case of 3 µg/ml Aβ42, ROS shows a steady rise over time. This is due to the Ca
2+ response
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observed in our experiments that did not decay over the duration of the experiment. The
amount of [H2O2] decreases due to diminished 4Ψm but increases later and overshoots the
resting value as the ROS has reached its peak values. The overshoot is significant and long-
lasting in case of 30 and 10 µg/ml Aβ42. These results clearly show that intracellular Aβ42
leads to to compromised mitochondrial function.
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Figure 6.8: The main factors leading to low ATP and high ROS due to intracellular Aβ42
oligomers-induced [Ca2+]i rise. The arrows are labeled according to the order in which
different events occur. After five seconds into the simulations, a five seconds long pulse of 4
µM intracellular Ca2+ (equivalent to the peak [Ca2+]i rise due to 30 µg/ml intracellular Aβ42
oligomers) is applied that leads to increased [Ca2+]m and reduced 4Ψm (arrows 1A and 1B).
[NADH] is inversely proportional to O2 consumption rate (respiration rate), Vo2 , and directly
proportional to the rates of three Ca2+-sensitive enzymes, α-ketoglutarate dehydrogenase
(KGDH), isocitrate dehydrogenase (IDH), and malate dehydrogenase (MDH), in the TCA
cycle. The drop in4Ψm increases Vo2 (arrow 2A) while the rise in [Ca2+]m increases the rates
of the three enzymes in the TCA cycle (arrow 2B). As the production of ROS is proportional
to the respiration rate (i.e. the ROS production rate is a fraction of Vo2 [172, 173]),the higher
respiration rate leads to an increase in [O−2 ]m (arrow 3A). Because of the significant drop
in 4Ψm, the increase in Vo2 over takes the total increase in the rates of the three enzymes
dependent on [Ca2+]m, resulting in lower [NADH] (arrow 3B). Lower [NADH] leads to lower
ATP (arrow 4). In addition to [NADH], the decrease in 4Ψm and related proton motive
force,4µH (4µH = RTK ∆pH+4Ψm), that drives the phosphorylation of matrix ADP to ATP
by the F1F0 − ATPase (ATP synthase) in electron transport chain, is also reduced, leading
to a further decrease in mitochondria’s ability to produce ATP (arrow 2C) [Unpublished].
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6.6 EGTA restores mitochondrial function
The experiments in [92] also showed that no cells remained viable within 37h of Aβ42 injection
(see Fig. 6.9). Interestingly, the cell viability was restored to more than 70% when injected
with mobile Ca2+ buffer EGTA to a final concentration of 3 mM. We argue that Ca2+
buffers significantly reduce the amount of [Ca2+]i that the mitochondrial uniporter senses,
which would restore mitochondrial function and consequently will improve cell viability. Fig.
6.10 shows the same simulation as in Fig. 6.7 except that here we add 1000 µM EGTA to
the cell. We see a significant decrease in the peak and total [Ca2+]i over 60 s evoked by
Aβ42 oligomers (Fig. 6.10A and Fig. 6.11A), leading to a slower rise and lower peak in
[Ca2+]m (Fig. 6.10B). The total increase in [Ca
2+]m over 60 s drops to less than a third of
the concentration where no EGTA is present (Fig. 6.10). Similar trends are observed in
other key variables governing mitochondrial function (Fig. 6.10D and E). The decrease in
4Ψm, [NADH], and [ATP] drops to less than 2 mV, 150 µM and 200 µM, respectively for
30 µg/ml Aβ42. A similar trend is observed for other Aβ42 concentrations. ROS and [H2O2]
production are also affected by the addition of EGTA in similar fashion and their peak values
drop as compared to the case with no EGTA. The restoration of the mitochondrial function
due to EGTA could explain the observations in Fig. 6.9.
To estimate the amount of [EGTA] needed to rescue mitochondrial function in varying
concentration of intracellular Aβ42 oligomers, we show surface plots of the peak change in
key variables from steady-state values as a function of [Aβ42] and [EGTA] in Fig. 6.12.
We vary [Aβ42] and [EGTA] over a range of 0-30 µg/ml (0.0127 µM) and 0-3000 µM re-
spectively and determine the peak change for various combinations of [EGTA] and [Aβ42].
Fig. 6.12A-F shows the peak change in [Ca2+]i, [Ca
2+]m, [O
−
2 ]m, 4Ψm, [H2O2], and [ATP]
respectively (note that panels (D) and (F) indicates a decrease with respect to resting val-
ues). Dependance of all key variables on [Aβ42] is prevalent as the peak change increases
with [Aβ42]. Predictably, increasingly higher concentration of EGTA is needed to buffer the
higher [Ca2+]i due to increasing Aβ42 content and restore mitochondrial function. The key
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observation that can be made from Fig. 6.12 is that for small and intermediate values of
[Aβ42], EGTA will restore mitochondrial function. However, for large concentrations of Aβ42
oligomers, restoring mitochondrial function with EGTA alone is not possible. This could
explain the partial restoration of cell viability (up to 70%) by 3mM EGTA in our experi-
ments (Fig. 6.9). Nevertheless, a polytherapy involving EGTA with drugs such as pertussis
toxin to inhibit G-protein, lithium to deplete membrane inositol lipids, and IP3R antagonist
heparin might restore mitochondrial function and hence fully abrogate cytotoxicity.
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Figure 6.9: Ca2+ buffer EGTA restores cell viability. No oocytes injected with 1 µg/ml of
Aβ42 oligomers remained viable after 37 hours of injection (black). Injecting 3mM of EGTA,
restored the viability of oocytes to 70% [92]. Oocytes were bathed in a solution containing
no added Ca2+ in order to eliminate influx from extracellular solution [Unpublished].
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Figure 6.10: EGTA can reverse the affect of Aβ42 oligomers on Ca
2+ signaling and mitochon-
drial function. Time trace of [Ca2+]i (A), [Ca
2+]m (B), [Ca
2+]ER (C),4Ψm (D), [NADH] (E),
[ATP] (F), [O−2 ]m (G) and [H2O2] (H) response due to injection of 30ug/ml (blue), 10ug/ml
(black), 3ug/ml (red), and 1ug/ml (green) [Aβ42] oligomers with 1000 µM [EGTA] added to
the cell [Unpublished].
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Figure 6.11: Total amounts of IP3 (A), [Ca
2+]i (B), and [Ca
2+]m (C) over 60 sec of simulation
for Aβ42 oligomers injected at 30 µg/ml (blue bars), 10 µg/ml (black bars), 3 µg/ml (red
bars), and 1 µg/ml (green bars) with 1000 µM EGTA present in the simulation [Unpublished].
125
Figure 6.12: EGTA rescues mitochondrial function. Surface plots showing the dependance of
Aβ42 and [EGTA] on change (∆) in values from steady state of IP3 (A), ∆F/Fo(B), [Ca
2+]i
(C), [Ca2+]m (D), [O
−
2 ]m (E), 4Ψm (F), [H2O2] (G), and [ATP] (H). Note that the change in
panels (D) and (F) indicates a decrease with respect to resting values, while all other panels
indicate an increase with respect to the resting levels [Unpublished].
6.7 Discussion
Understanding the downstream effects of intracellular Aβ oligomers accumulation in AD-
affected neurons is crucial as they are shown to lead to profound deficits in memory and
cognitive function [174, 175], and are likely to play a major role in the earlier phase of AD
pathogenesis [85, 89]. As reported by different groups including us, the liberation of Ca2+
from intracellular stores is seen as a possible mechanism for the cytotoxicity of intracellular
Aβ oligomers [71, 91–93]. In line with this notion, we have shown that buffering the Ca2+
released from the ER in response to intracellular injection of Aβ oligomers, restores cell
viability and protects against cell death [92]. However, the intermediate pathways linking
Aβ-induced Ca2+ rise to cytotoxicity are not well understood.
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During normal cell functioning, transient intracellular Ca2+ rise is restored to base level
by PM Ca2+ ATPase, Na+ − Ca2+ exchange, and SERCA pumps located in the ER mem-
brane [176]. Cytosolic Ca2+ is also buffered by mitochondria through Ca2+ uniporter [177].
Prolonged and frequent occurrence of high cytosolic Ca2+ has been suggested to compromise
mitochondrial function [14, 178]. This together with the observed Ca2+ up-regulation and
mitochondrial dysfunction in several neurodegenerative diseases could provide a link between
Ca2+ rise in these diseases and cytotoxicity [135, 179–186]. The studies in Refs. [135, 183] in
particular show the association of intracellular Aβ with the extent of mitochondrial dysfunc-
tion both in AD and Down’s Syndrome where most patients develop AD neuropathology
[187]. However, the molecular mechanism through which intracellular Aβ impairs mito-
chondrial function is not well understood. Moreover, other potential downstream effects of
Aβ-triggered Ca2+ liberation from the ER have not been properly investigated and identified
yet.
Our approach combines patch-clamp electrophysiology of single Ca2+ channel and fluo-
rescent imaging of whole cell Ca2+ signals into a multi-scale model that allows us to closely
reproduce key observations at both scales, and estimate the amount of IP3 generated and
consequently the Ca2+ content liberated from the ER as a function of Aβ42 concentration
during our experiments [92]. While inferring parameters related to the single-channel behav-
ior (e.g. IP3 and channel flux) from localized Ca
2+ signals (µm-sized events called puffs) has
been demonstrated before [64, 188], this to our knowledge is the first exhibition of estimating
such parameters from the whole-cell Ca2+ signals. We are also not aware of any other study
directly fitting a whole-cell Ca2+ model to TIRF signals. The data-driven model is then used
to investigate the effect of Aβ42-induced Ca
2+ liberation on mitochondrial function.
We show that intracellular Aβ42 oligomers disrupt mitochondrial function by inducing
global Ca2+ signals through IP3 generation, leading to high [Ca
2+]m and ROS. The enhanced
[Ca2+]m also decreases4Ψm and subsequently4µH to a point where ATP production is neg-
atively affected (Fig. 6.8). These observations are well in line with the higher level of ROS,
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decreased 4Ψm, and decreased ATP production observed in hippocampal and cortical mi-
tochondria of AD transgenic mice as compared to non-transgenic mice [135]. The decreased
respiration control ratio observed in [135] was attribute to diminished4Ψm in different brain
regions which is consistent with our results. The dependence of the level of mitochondrial
dysfunction on Aβ42 concentration (hence Ca
2+ content) would also explain the relative se-
vere impairment of synaptic mitochondria as compared to non-synaptic ones as the Ca2+
libration in synapses would be compounded by the higher influx from the extracellular space
through Ca2+ channels in cell membrane [135]. Our results are also in line with the observed
oxidative stress in AD and Down’s Syndrome [187, 189, 190].
Mitochondrial dysfunction due to intracellular Aβ in Ca2+-dependent manner makes a
testable mechanism for neuronal toxicity. For example, Simakova and Arispe demonstrated
that neurons with low ATP levels exhibit higher affinity to Aβ42 binding, and are con-
sequently vulnerable to toxicity [191]. In healthy cells, PM asymmetry is maintained by
the activity of aminophospholipid translocase flippase, an ATP-dependent transmembrane
transporter that shuttle phosphatidylserine from the outer to the inner leaflet of the mem-
brane. The reverse transport of phosphatidylserine from the inner to the outer surface of
PM, induced by stress and lack of ATP, is believed to be the basis for the cell-selective neu-
rotoxicity of Aβ in certain brain regions [191]. One can envisage that as a result of Ca2+ rise
due to intracellular Aβ oligomers, nearby mitochondrial ATP production drops in parts of
the cell where high level of ATP is constantly required to maintain PM asymmetry through
steady flippase activity. The lack of ATP would impair flippase activity, allowing sponta-
neous translocation to the outer leaflets of the PM and leaving the cell membrane more
susceptible to extracellular Aβ oligomers binding. This would lead to the exacerbation of
Ca2+ dyshomeostasis, structural, and functional disruption of neuronal networks [191, 192].
In addition to biogenesis, several aspects of mitochondrial dynamics are also impaired in
early stages of AD, including slower anterograde and retrograde axonal transport, decreased
number of large mitochondria, lower number of mitochondria overall, and disrupted balance
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between fusion and fission when compared to physiological conditions [136, 193–198]. Mito-
chondrial transport [199–202], fission, fusion, and fragmentation [203, 204], and morphology
[205, 206] are all disrupted by increased ROS, reduced ATP, depolarized mitochondrial mem-
brane, and up-regulated intracellular Ca2+, all of which we show are significantly influenced
by intracellular Aβ42.
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7 Mitochondrial Dysfunction in Spreading Depolariza-
tion and Seizures
In this chapter we will investigate how mitochondrial function is disrupted during three
pathological conditions: HSD, SD, and seizures. To study these pathological phenomena,
we incorporate the following components in the model: 1) a modified version of the model
for mitochondria in Chapter 2, 2) ER and cytosolic Ca2+ dynamics, 3) a model for the
neuronal function that takes into account conservation of particles and charge, and account
for the energy required to restore ionic gradients inside and outside the neuron 5) oxygen
homeostasis and 6) equations modeling the intracellular volume of the neuron.
7.1 Methods
In this section, we describe the equations modeling the dynamics of neuronal membrane
potential, intra- and extracellular ion concentrations, O2 supply, and volume of the cell.
Additionally, modifications made to O2 handling and ATP dependent pumps not included
in Chapter 2 are also summarized. A diagram outlining the full model is shown in Fig. 7.1.
7.1.1 Neuronal Model
We use a single compartment neuronal model containing transient sodium, delayed rectifier
potassium, specific leak currents for sodium, potassium, and chloride ions, and sodium/potassium
pump currents in the plasma membrane. The membrane potential Vm, of the neuron is mod-
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eled by modified Hodgkin-Huxley equations [106]:
dVm
dt
=
−ICl − INa+ − IK − Ipump
Cmem
(7.1)
INa = GNam
3h(Vm − ENa) + GNaL(Vm − ENa) (7.2)
IK = GKn
4(Vm − Ek) + GKL(Vm − Ek) (7.3)
ICl = GCIL(Vm − ECl) (7.4)
dm
dt
= αm(1−m)− βmm (7.5)
dh
dt
= αh(1− h)− βhh (7.6)
dn
dt
= αn(1− n)− βnn (7.7)
where GNa, GK, GNaL, GKL, and GCIL represent Na
+ voltage-gated maximal conductance,
K+ voltage-gated maximal conductance, and leak conductance of Na+, K+, and Cl−, respec-
tively. INa and IK are the sodium and potassium currents passing through the voltage-gated
ion channels including the sodium and potassium leak current, respectively. ICl is the chloride
leak current. Ipump is the net current due to the Na
+/K+-ATP dependent pump that stoi-
chiometrically brings in two K+ for extruding three Na+ ions. γ=S/(Fυi) is a conversation
factor from the current units (µA/cm2) into concentration units (mM/s), where S, υi, and
F are the surface area of the cell, intracellular volume, and Faraday constant, respectively.
The activation and inactivation variables m, h, and n vary between 0 and 1. These
represent the fraction of ion selective channels in the close and open states. The parameters
αm, βm, αn, βn, αh, and βh are opening and closing rates for the ion channel state’s transitions
that are dependent on Vm. The equations of these rates are from hippocampal pyramidal
cell models [207, 208]:
αm = 0.32(54 + Vm)/(1.0− exp(−(Vm + 54)/4)) (7.8)
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βm = 0.28(Vm + 27)/(exp((Vm + 27)/5)− 1) (7.9)
αh = 0.128exp(−(50 + Vm)/18) (7.10)
βh = 4/(1 + exp(−(Vm + 27)/5)) (7.11)
αn = 0.032(Vm + 52)/(1− exp(−(Vm + 52)/5)) (7.12)
βn = 0.5exp(−(Vm + 57)/40). (7.13)
The reversal potentials of Na+ (ENa), K
+ (Ek), Cl
− (ECl), and Ca2+ (ECa) are given by
Nernst equations where [•]i and [•]o represent ion concentrations inside and outside the cell,
respectively:
ENa = 26.64ln(
[K+]o
[K+]i
) (7.14)
ENa = 26.64ln(
[Na+]o
[Na+]i
) (7.15)
ECl = 26.64ln(
[Cl−]i
[Cl−]o
) (7.16)
ECa =
26.64
2
ln(
[Ca2+]o
[Ca2+]i
) (7.17)
The ECl quotient was reversed to account for the different valencies. The units and
description of parameters can be found in Table 7.1. Unlike the Hodgkin-Huxley equations
where various ion concentrations are assumed to be fixed, we have incorporated potassium,
sodium, chloride, and calcium ion dynamics that govern the reversal potentials.
The concentration of each ion type is continuously updated by integrating the relevant
ion currents and fluxes as done in [209]. The rate of change of the number of extracellular
potassium ions, dNK
+
o
dt
, is a function of IK, Ipump, lateral K
+ diffusion (Idiff) from/to bath
solution in vitro or blood vessel in vivo, glial uptake surrounding the neurons (Iglia) [103],
glial Na+/K+ pump current (Igliapump) [210], Na
+/K+/2Cl− cotransporter current (Inkcc1),
and K+/Cl− cotransporter (Ikcc2) [211]. The rate of change of the number of intracellular
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K+ ions,
dNK+i
dt
is a function of IK, Ipump, Inkcc1, and Ikcc2. The change in intracellular
Na+ ion number,
dNNa+i
dt
, is modeled based on INa, Ipump, and Inkcc1. The dynamics of the
number of intracellular Cl− ions dNCl
+
i
dt
, is a function of ICl, Inkcc1, and Ikcc2. The number of
intracellular Ca2+ ions dNCa
2+
i
dt
, is a function of voltage-gated Ca2+ membrane channels, the
mitochondrial Na+/Ca2+-exchanger (VNaCa), mitochondrial uniporter (Vuni), Ca
2+-release
through IP3R (VERout), and ATP dependent SERCA pump activity (Vserca) on the ER. The
rate equations governing the number of different ion species are:
dNK+o
dt
= τυo(γβ(Ik − 2Ipump)− Idiff + Ikcc2β + Inkcc1β) (7.18)
dNK+i
dt
= τυi(−γ(Ik − 2Ipump)− Ikcc2 − Inkcc1) (7.19)
dNNa+o
dt
= τυo(γβ(INa + 3Ipump)− Inkcc2β) (7.20)
dNNa+i
dt
= τυi(−γ(INa + 3.0Ipump)− Inkcc1) (7.21)
dNCl−o
dt
= τυo(−γβIClL + Ikcc2β + 2Inkcc1β) (7.22)
dNCl−i
dt
= τυi(γIClL − Ikcc2 − 2Inkcc1) (7.23)
dNCa2+i
dt
= τυi[(
−γgca(Vm − Eca)
1 + exp(−(Vm + 25)/2.5) −
[Ca2+]i
5
) + βv(VNaCa−VUni + VERout− 2Vserca)]
(7.24)
τ = 0.001 is used to convert from second to millisecond. υi and υo are the intracellular and
extracellular cell volumes. βv is the relative volume of the ER or mitochondria with respect to
the cytoplasm. β = υi/υo is the ratio of intra-/extracellular volume. The ion concentrations
are calculated by the ion number over the volume within the compartment, that is [•]i=Ni/υi,
[•]o=No/υo, where i and o indicate inside and outside of the cell, respectively.
The functional forms of Ipump, Iglia, and Idiff are taken from [103, 106] and modified below
to incorporate the ATP dependence of these fluxes. For Igliapump, we use the same functional
form as for the neuronal pump but with 1/3 the strength of neuronal pump. This ratio was
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used because the relative resting energy consumption in neurons versus glia is ∼ 3:1 [212].
Iglia represents the combined effect of glial K
+ uptake through inward rectified K+ channels
and Na+/K+/2Cl− cotransporters.
Ipump =
p
1 + exp(25− [Na+]i)/3x
1
1 + exp(3.5− [K+]o) (7.25)
With oxygen dynamics in the model, we have modified the Na+/K+-ATP pump rate (p)
in eq. 7.25 and eq. 7.27 to be explicitly dependent on the [ATP] produced by mitochondria
using a sigmoid function of [ATP] as:
p =
ρ
1 + exp([ATP])/γ
(7.26)
Both the neuronal and glial Na+/K+-ATP pump strength decreases as the cell depletes its
[ATP] stores.
Igliapump =
1
3
p
1 + exp((25− [Na+]gi))/3x
1
1 + exp(3.5− [K+]o) (7.27)
Iglia =
Gglia
(1 + exp((18− [K+]o)/2.5)) (7.28)
In the brain, glial cells are in contact with blood microvessels and form a substantial
component of the blood brain barrier. Ion transport between blood vessels and glial cells is
dependent upon active transport through the Na+/K+ pump [213]. To simulate HSD, the
pump strength (p), the uptake of K+ ions by the glial cells (Gglia), and diffusion of K
+ to
the blood (k) were modified such that they depend on [O2]bath:
Gglia =
Ggmax
1 + exp(−([O2]bath − 2.5)/0.2) (7.29)
glia =
1.0
1.0 + exp((−20 + β)/2)
kmax
1 + exp(−([O2]bath − 2.5)/0.2) (7.30)
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where β is the ratio of intracellular/extracellular volume updated depending on the in-
stantaneous volume values.
Idiff = k([K
+]o − [K+]bath) + Iglia + 2Igliapumpγ (7.31)
ρ, Gglia, and k, and [K
+]bath represent maximum pump strength, maximum glial uptake
strength, potassium diffusion coefficient, and bath potassium concentration respectfully. We
assume a fixed intracellular sodium concentration of [Na+]gi=18mM in the glial compartment.
Chloride is the primary permeant anion and its homeostasis is important for a range of
neuronal processes. Neurons regulate the intracellular chloride ([Cl−]i) by cation-chloride
cotransporters, especially the NKCC1 and KCC2 [211]. KCC2 is important in maintaining
low [Cl−]i, which results in hyperpolarizing γ-Aminobutyric acid (GABA) responses. Since
KCC2 operates close to its thermodynamic equilibrium [Cl−]i=[Cl−]o[K+]o/[K+]i, such that
ECl = Ek [211], even a small increase in extracellular K
+ in the mature brain will reverse
Cl− transport from eﬄux to influx.
The NKCC1 cotransporter (Inkcc1) and KCC2 cotransporter (Ikcc2) currents are modeled
in a Nernst-like way [214]:
Inkcc1 = Unkcc1f([K
+]o)(ln(
([K+]i[Cl
−]i)
([K+]o[Cl−]o)
) + ln(
([Na+]i[Cl
−]i)
([Na+]o[Cl−]o)
)) (7.32)
Ikcc2 = Ukcc2ln(
([K+]i[Cl
−]i)
([K+]o[Cl−]o)
) (7.33)
f([K+]o)(
1
(1 + exp((16− [K+]o)))) , (7.34)
where Ukcc3 and Unkcc1 are cotransporter strengths [211, 214] estimated using the peak
conductances given by [215]. The NKCC1 and KCC2 transporters mediate Cl− transport
without any net charge movement across the membrane. In the model, KCC2 is expressed
at high relative levels as in an adult brain, maintaining low [Cl−]i in the resting steady state.
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In the model KCC2 and NKCC1 balance each other realistically as they do to regulate [Cl−]i
in real neurons [216] as opposed to only KCC2 where [Cl−]o increased during spreading
depression as the extracellular space decreased in volume, in contradiction with experimental
findings. High levels of [K+]o causes activation of NKCC1 in glial cells [217]. We assume
that neuronal NKCC1 has similar dynamics in our neurons, and incorporated this behavior
by making NKCC1 activated by high [K+]o as given by function f([K
+]o). This allowed us to
maintain a physiologically plausible and experimentally consistent [Cl−]o during spreading
depression in our model. With NKCC1 on the glial membrane and allowing it to add to the
clearance of high [K+]o into the glial compartment would further enhance the physiological
fidelity of future iterations of this model.
7.1.2 Oxygen and ATP pumps
Neuronal spiking consumes the most ATP and in turn O2 in the brain [218]. In our model,
the oxygen consumption can be estimated by the activity of the neuron and mitochondria
where the rate of change in the neuronal (On) and mitochondrial oxygen (Omito) is dependent
on the amount present in the bath solution [O2]bath, the mitochondria’s oxygen consumption
(Vo2), and rates of proton pumping due to NADH and FADH2 oxidation denoted by VHE
and VHE(f), respectively.
Each proton pump is responsible for the proton ejection from mitochondrion, linked to
the transfer of electrons from NADH or FADH2 and is dependent upon 4µH and Ares. The
Altman-King-Hill model for a respiration-driven proton pump has a transfer of 2 electrons
in the matrix and the ejection of 12 protons by the oxidation of 1 NADH in the inner
mitochondrial membrane. Similarly, the model has the transfer of 2 electrons in the matrix
with the ejection of 8 protons by the oxidation of 1 FADH2, while Vo2 pumps 2 protons per
oxidation cycle of NADH and FADH2 [115]. These stoichiometric relations are incorporated
in the rate equation for [O2]mito as given below.
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dOmito
dt
= τ(σ(On −Omito)− (5.3(VO2/2 + VHE/12 + VHE(f)/8))) (7.35)
d[O2]n
dt
= τσ(Obath − 2On −Omito) (7.36)
The O2 available to the neuron is simply governed by diffusion from and to the bath solution
and mitochondria. The diffusion constant, σ is obtained from Fick’s law, σ=D/∆x2. We use
a diffusion coefficient D = 1.7 x 10−5 cm2/s for oxygen in brain tissue [219] and ∆x = 100
µm for the average distance from electrode tip to the surface of the slice or blood vessel to
the neuron. Obath is the bath oxygen concentration in the perfusion solution with a normal
value of ∼ 32 mg/L, respectively. The fluxes for proton pumps are modified from Chapter 2
to include [O2]mito dependance.
VHE = VHemax(
Omito
Ko + Omito
)
(
rae
AresF
RT
)
− (ra + rb) e(
gF4µH
RT
)(
1 + r1e
( FAres
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
( FAres
RT
)
)
e(
g6F4µH
RT
)
(7.37)
VHe(f) = VVe(f)max(
Omito
Ko + Omito
)
(
rae
Ares(f)F
RT
)
− (ra + rb) e(
gF4µH
RT
)(
1 + r1e
(
FAres(f)
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
(
FAres(f)
RT
)
)
e(
g6F4µH
RT
)
(7.38)
VO2 = VO2max(
Omito
Ko + Omito
)
(
ra + rc1e
(
6F4ΨB
RT
)
)
e(
AresF
RT
) − rae(
g6F4µH
RT
) + rc2e
( AresF
RT
)e(
gF4µH
RT
)(
1 + r1e
( FAres
RT
)
)
e(
6F4ΨB
RT
) +
(
r2 + r3e
( FAres
RT
)
)
e(
g6F4µH
RT
)
(7.39)
Since different pumps consume ATP produced by the mitochondria, the functional form
of [ATP] is now:
[ATP] = Cm − [ADP]− (Igliapump + Ipump + Vserca)dt (7.40)
where Cm is the total sum of mitochondria’s adenine nucleotides. In Chapter 2, we
considered a fixed value of Cm. However, under SD conditions, the adenine nucleotide pool
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available to mitochondria is known to deplete [220], thus we have a functional form of Cm
which is coupled to phosphorylation inturn which depends on 4Ψm:
Cm =
6.6
1 + exp(−(4Ψm − 100)) + 8.4 (7.41)
7.1.3 Volume dynamics
The dynamics of cell volume is modified from the work in [100, 102]. The extracellular
volume is 14.29% of the intra cellular volume at the resting state in the absence of osmotic
pressure gradients and maximally shrinks to 4% of the intra cellular volume during SD [113].
Thus, the cellular volume was not allowed to expand beyond the limits (110.29% of the
initial cell volume) imposed by the extracellular volume in the model, so that the total sum
of extracellular volume and intracellular neuronal volume remains constant at 114.29% of
the neuronal volume after, the expected intracellular volume (υˆi), depends on the difference
between extracellular osmotic pressure (pio) and intracellular osmotic pressure (pii) and is
given by:
υˆi = υ
0
i (1.1029− 0.1029exp((pio − pii)/20)) (7.42)
The extracellular fluid and intracellular fluid are composed of water and ionic species: Na+,
K+, Cl−, Ca2+, and impermeant ions (proteins, amino acids, phosphates, etc), with a net
negative charge, A−.
pio = [Na
+]o + [K
+]o + [Cl
−]o + [Ca2+]o + [A−]o (7.43)
pii = [Na
+]i + [Cl
−]i + [K+]i + [Ca2+]i + [A−]i (7.44)
where [A−]i = 132 mM and [A−]o = 18 mM are the intra- and extracellular concentration
of impermeable anions, calculated by assuming that the initial osmotic pressure gradient is
zero. We implement the change of volume as a first-order process with a time-constant of
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250 ms [100, 102]:
dVoli
dt
= τ
(υˆi − υi)
250
(7.45)
7.1.4 Endoplasmic Reticulum dynamics
To simulate Ca2+-release through IP3R, we use a modified form of Li-Rinzel model [221]. In
Li-Rinzel model, IP3R is assumed to be four subunits and is open when at least three of the
four subunits are in open state. Each subunit is in two states closed (c) and active or open
(her)
c
αer−−⇀↽−
βer
her (7.46)
where αer = a2Q2 and βer=a2[Ca
2+]i,
Q2 =
d2(IP3 + d1)
IP3 + d3
(7.47)
dher
dt
= αer(1− her)− βerher. (7.48)
At steady-state the open-probability of IP3R channels is
Po =
(
IP3
IP3 + d1
)3(
[Ca2+]i
[Ca2+]i + d5
)3
h3∞er, (7.49)
where
h∞er =
αer
αer + βer
(7.50)
We track the change in ER calcium (d[Ca
2+]ER
dt
) as:
d[Ca2+]ER
dt
= τ(2Vserca − VERout), (7.51)
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VERout = (v1Po + v2)([Ca
2+]ER − [Ca2+]i), (7.52)
where the first terms and the second is in eq. 7.52 represents the flux through IP3R and the
leak of Ca2+ from the ER to the cytoplasm, respectively. The SERCA pump is now modified
to include dependence on [ATP] produced by the mitochondria [222]
Vserca = v3(
[Ca2+]i
2
(k23 + [Ca
2+]i
2
)
)(
[ATP]
Ke + [ATP]
). (7.53)
Various parameters used in equations for neuronal membrane potential, ion concentra-
tions, volume dynamics, and ER Ca2+ dynamics are given in Table 7.1. A schematic of all
the processes modeled in this chapter is shown in Fig. 7.1.
Table 7.1: Parameters and units for coupled Neuron/Mitochondria/ER model.
Parameters Units Description
Cm 1 µF/cm
2 Membrane capacitance
GNa 30mS/cm
2 Maximal conductance of sodium current
Gk 25mS/cm
2 Maximal conductance of potassium current
GNaL 0.0247mS/cm
2 Conductance of leak sodium current
GKL 0.05mS/cm
2 Conductance of leak potassium current
GCIL 0.1mS/cm
2 Conductance of leak chloride current
βv 5.4 Volume ratio for neuron and mitochondria/ER
βo 7 Ratio of the initial intra-/extracellular volume
ρmax 0.4 mM/s Maximal Na
+/K+ pump rate
Ggmax 5mM/s Maximal glial uptake strength of K
+
kmax 0.25/s Maximal potassium diffusion rate
[K+]bath 4-40mM Bath K
+ concentration
σ 0.1/s Oxygen diffusion rate
α 5.3 g/mol Conversion factor
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Table 7.1: Parameters and units for coupled Neuron/Mitochondria/ER model.
[O2]bath 0-32 mg/L Bath oxygen concentration
Ukcc2 0.3 mM/s Maximal KCC2 cotransporter strength
Unkcc1 0.1 mM/s Maximal NKCC1 cotransporter strength
a2 0.14/µMs Ca
2+ inhibition receptor binding constant
d1 0.005 µM IP3 receptor dissociation constant
d2 87.7141 µM Ca
2+ inhibition receptor dissociation constant
d3 5.3918 nM IP3 receptor dissociation constant
d5 0.74 nM Ca
2+ activation receptor dissociation constant
k3 0.35 µM Activation constant for ATP-Ca
2+ pump
Ke 0.05 µM Dissociation constant of ATP from SERCA pumps
v1 18 s
−1 Max IP3R channel flux
v2 0.0408 s
−1 Ca2+ leak flux constant
v3 4.404 µM
−1 s−1 Max Ca2+ uptake
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Figure 7.1: Model schematics of the extended of Hodgkin-Huxley model permitting volume
of the neuron to change as transmembrane osmolarity changes (thin red arrows), incorporat-
ing energy dependent pumps on both neuron and glia (green and yellow circles) and letting
O2 and K
+ diffuse from bath to the cell (thick red arrow). Transporters KCC2 and NKCC1
regulate intracellular Cl−. [O2] is consumed by mitochondria through TCA cycle oxygen
consumption (Vo2), and oxidation of NADH (VHE) and FADH2 (VHE(f)), respectively. Ca
2+
release by ER (IP3R) or influx from cell membrane depolarization is sequestered by mito-
chondria by the MCU. [Ca2+]i is brought into the ER by ATP dependent SERCA pump
[Unpublished].
7.2 Neuronal dynamics during seizures, SD, and HSD
At the cellular level, seizures are characterized by high-frequency spiking where extracellular
[K+]o does not exceed the physiological ceiling of 8-12 mM (Fig. 7.2A) (from a normal value
of 3-4 mM). SD on the other hand, is characterized by rapid depolarization of the membrane
potential sufficient to block spiking activity with [K+]o exceeding 20 mM (Fig. 7.2B) [223].
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Both of these phenomena arise at normal [O2]bath pressure of 32 mg/L. In Hypoxic conditions
where we lower [O2]bath ∼ 0 mg/L, the cell transitions into HSD. If the O2 supply is not
restored, the cell enters a state called ”wave of death” is seen as the membrane potential
approaches the Donnan equilibrium and a persistent depolarization block (DB) appears after
SD (Fig. 7.3A).
Fig. 7.3 illustrates typical neuronal membrane potential traces and neuronal oxygen
(On) during HSD, seizure and SD. Fig. 7.3 A and B show the two variables during HSD.
Severe hypoxia in vivo leads to a single-episode HSD [104], where ion gradients can only be
restored with oxygen restoration. Fig. 7.3 C and D show Vm and On under seizure-conditions
where periodic rapid spiking are characteristic of seizures with normal [O2]bath and elevated
[K+]bath=8 mM. Increasing [K
+]bath further leads to SD (Fig. 7.3E and F). Experimentally
SD is evoked by using [K+]bath between 25 mM and 40 mM [111, 112]. The initial spiking
during SD is consistent with single-cell recordings observed experimentally [224]. Due to
osmotic imbalances in the neuron we observe significant neuronal swelling during HSD (Fig.
7.4A), Seizure (Fig. 7.4B), and SD (Fig. 7.4C) consistent with depolarizations seen in
the membrane potential. Fig. 7.5, shows a bifurcation diagram showing the minimum and
maximum of [K+]o as a function of [K
+]bath where seizures arise at 8-12mM of [K
+]bath and
there is a transition from seizures to SD at [K+]bath > 12mM.
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Figure 7.2: Time traces of [K+]o during seizures (A) and SD (B) at 8mM and 25 mM [K
+]bath,
respectively and normal [O2]bath pressure of 32 mg/L [Unpublished].
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Figure 7.3: Membrane potential (V) and neuronal O2 in the three conditions studied in
this model. Membrane potential (A) and [O2]n (B) during HSD where [K
+]bath = 8mM and
[O2]bath ∼ 0 mg/L. Membrane potential (D) and [O2]n (D) during seizure where [K+]bath
= 8mM and [O2]bath = 32 mg/L. Membrane potential (E) and [O2]n (F) during SD where
[K+]bath = 40mM and [O2]bath = 32 mg/L [Unpublished].
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of [K+]bath at normal ∆pH=-0.6 and [Pi]=20 mM [Unpublished].
7.3 Mitochondrial function during seizures and SD
In this section, we investigate the behavior of mitochondria during HSD ([K+]bath = 8mM and
[O2]bath ∼ 0 mg/L), seizures ([K+]bath = 8mM and [O2]bath = 32 mg/L), and SD ([K+]bath =
40mM and [O2]bath = 32 mg/L (Fig. 7.3)), due to large depolarizations of neuronal membrane
potential during HSD, seizures, or SD, Ca2+ influx into the neuron can disrupt the normally
tightly regulated Ca2+ dynamics. As shown in previous sections, mitochondria’s buffering of
excessive [Ca2+]i can lead to diminished 4Ψm and [ATP] production, along with increased
[O−2 ]m and [H2O2].
As organelles of oxidative metabolism, mitochondria are especially susceptible and
critically involved in HSD due to low [O2] availability. Additionally, [Ca
2+]i rises dramatically
due to the depolarization of neuronal potential [225] and much of the Ca2+ that enters
the intracellular space has been shown to be buffered by Ca2+ binding proteins and other
organelles including mitochondria. Yet Ca2+-release through intracellular stores through
IP3R and influx from extracellular space leads to significant increase in [Ca
2+]i [226]. Fig.
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7.6A and B illustrate how large amounts of Ca2+ enter the intracellular space due to cell
membrane depolarization in HSD and [Ca2+]m consistently rises as mitochondria buffers the
large influx of Ca2+ into the intracellular space. The rapid depolarization of 4Ψm (Fig.
7.6C) and influx of Ca2+ into the matrix coupled with no O2 availability for NADH and
FADH2 oxidation, leads to diminished proton pumping and subsequently a rapid drop in ATP
production shown in Fig. 7.6E. Although 4Ψm and ATP are diminished, NADH saturates
because of the Ca2+ influx to the mitochondrial matrix driving TCA cycle enzymes (Fig.
7.6D). NADH accumulation has been shown when O2 supply is limited [227–229]. Diminished
4Ψm and ATP shown in our model due to HSD are also consistent with experimentally
observed results [223, 225, 230].
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Figure 7.6: Changes in mitochondrial variables due to high [Ca2+]i and low O2 during HSD.
Influx of [Ca2+]i (A) and subsequent Mitochondrial Ca
2+ buffering [Ca2+]m (B), diminished
4Ψm (C), NADH saturation(D), and ATP production (E) during 200 second simulation
during HSD [Unpublished].
Increasing the [O2] availability to normal (32 mg/L), we observe periodic seizures in the
neuron. Ca2+ influx in the intracellular space shown in Fig. 7.7A leads to increased [Ca2+]m
(Fig. 7.7B) looking much like increasing periodic steps due to the relatively high-frequency
[Ca2+]i oscillations and mitochondria’s inability to eﬄux enough Ca
2+ through Na+/Ca2+-
exchanger in the matrix before the next spike of Ca2+ occurs. During Ca2+ oscillations,
4Ψm slightly depolarizes (Fig. 7.7C) leading to lower NADH and ATP at the spiking events
shown in Fig. 7.7D and E.
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Figure 7.7: Influx of [Ca2+]i (A) and subsequent mitochondrial Ca
2+ buffering [Ca2+]m (B),
diminished 4Ψm (C), [NADH] (D), and [ATP] production (E) during 200 second simulation
in seizure conditions [Unpublished].
Further increasing [K+]bath to 40 mM, we observe periodic spontaneous SD in the
neuron. Due to stronger depolarizations in the cell membrane seen in Fig. 7.3E, Ca2+ influx
into intracellular space is increased (Fig. 7.8A). Since [Ca2+]i is now close to peak Po for
IP3R gating, Ca
2+ eﬄux from IP3R increases the amount of Ca
2+ buffered by mitochondria
as compared to seizure like conditions (Fig. 7.8B). In seizures, 4Ψm only diminished by
∼ 1 mV where during SD we see a 3 mV drop in 4Ψm during SD (Fig. 7.8C). This
depolarization in 4Ψm leads to ∼ 50 µM decrease in NADH and ∼ 200 µM decrease in ATP
(Fig. 7.8D and E). We believe that with repeated seizures or SD over time, the stress that
mitochondria can experience can be detrimental to the neurons overall ability to function
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properly. Our observations about the effect of periodic SD on mitochondria are consistent
with experimentally observed observations [112, 231].
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7.4 Mitochondria’s ability to restore neuronal pumps and recov-
ery from HSD
Major contributors to mitochondria’s ability to produce ATP are substrate [ADP] availability
and [Pi]. [Pi] directly affects the potential (AF1) of the F1F0 − ATPase. Thus, decreasing
[Pi] available for the mitochondria diminishes its potential for F1F0 − ATPase to produce
[ATP] at its optimal rate for cellular needs. In our model, Na+/K+ pumps on neuronal
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plasma membrane and glia are both dependent on [ATP]. Similarly, SERCA pumps in the
ER are also fueled by ATP. Thus, it is important to understand the affect of mitochondria’s
[Pi] availability on overall neuronal function.
To understand the effect of [Pi] on neuronal function, we simulate our model under
HSD for initial 250 sec, followed by restoration of [O2]bath to normal value for the rest of
simulations (Fig. 7.9). While neurons recover from HSD only when oxygen is restored after
the onset of depolarization in most cases [232–234], Fig. 7.9 shows that having increased [Pi]
helps to restore ion pumps quicker and subsequently helps the neuron recover faster from
HSD. Fig. 7.9 shows time-traces for Vm (A) , Ipump(B), and for Igliapump (C) [Pi]=5 mM
(Red), [Pi]=10 mM (Blue), and [Pi]= 15 mM (black). Fig. 7.9A indicates that the latency
of HSD onset is proportional to the concentration of [Pi] available to mitochondria. This
can be easily seen in Fig. 7.10A where the latency to HSD onset is shown as a function
of [Pi]. The amplitude of the depolarization block is inversely proportional to [Pi] (Fig.
7.10B). We also observe that the time for the neuron to make a recovery after [O2]bath is
restored is shorter when high amount of [Pi] available to mitochondria (Fig. 7.10C). Fig.
7.9B and C show that the pumps are stronger with increasing [Pi] both at onset and recovery,
leading to slower onset and faster recovery. More [Pi] availability reduces the drop in ATP
during depolarization block and increases the amount of ATP availability for recovery. The
weakening of ATP-dependent pumps due to lower [Pi], leads to higher neuronal excitability.
As a result, the neuron makes faster transition to HSD from resting state at lower [Pi].
Notice that SD is highly excited state of neuron as compared to seizure because of
the sustained depolarized state of neuronal membrane and massive loss in ion concentration
gradient. This is illustrated by the bifurcation plot in Fig. 7.11, where at normal O2, the
fusion between seizures and SD can be observed as [Pi] is lowered from [Pi]=15 mM (black),
[Pi]=10 mM (blue), and [Pi]=5 mM (red) as compared to Fig. 7.5 under normal [Pi].
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Figure 7.9: [Pi] availability to mitochondria can restore pumps faster to recover from HSD.
Time-traces of V indicating that latency of HSD spiking is proportional to [Pi], DB strength
is inversely proportional to [Pi] and recovery after [O2]bath is quicker with higher [Pi] (A),
and corresponding Ipump (B), and Igliapump (C) with [Pi]=5 mM (Red), [Pi]=10 mM (Blue),
and [Pi]= 15 mM (black) [Unpublished].
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Figure 7.10: [Pi] availability weakens HSD. Latency of HSD onset (A), DB (B), Time to
Recover (C), and [ATP] during DB (circles), and after recovery (*) (D) as a function of
varying [Pi] from 20 mM (normal), 15 mM , 10 mM, and 5 mM [Unpublished].
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Figure 7.11: Low [Pi] availability results in higher neuronal excitability. Bifurcation diagram
of [K+]o as a function of [K
+]bath with [Pi]=5 mM (Red), [Pi]=10 mM (Blue), and [Pi]=
15 mM (black). Note the fusion between seizures and SD as [Pi] availability decreases
[Unpublished].
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In a similar set of experiments as Fig. 7.9, we change the ∆pH of the mitochondria.
This corresponds to increasing the pH in the mitochondrial matrix while keeping intracellu-
lar pH constant at 7.2. Thus, at normal ∆pH, cytoplasmic pH is 7.2 with mitochondrial pH
at 7.8, leading to ∆pH of -0.6 [115]. The proton motive force (4µH) is dependent on ∆pH
and a stronger pH gradient allows for a stronger 4µH to pump protons out of mitochondria,
leading to higher production through F1F0 − ATPase. Latency of HSD spiking is inversely
proportional to ∆pH (Fig. 7.12A) as the onset is quicker at lower values of ∆pH. The
depolarization block is also weaker at more negative ∆pH values which leads to faster recov-
ery (Fig. 7.12 B and C). This is again due to the higher ATP levels during depolarization
block and after [O2]bath recovery (Fig. 7.12D) which restores the activity of ATP dependent
neuronal and glia pumps rapidly. All this leads to a bifurcation diagram similar to Fig. 7.11
where seizure state disappears (Fig. 7.13) at higher ∆pH as compared to normal in (Fig.
7.5).
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Figure 7.12: More negative ∆pH results in weaker HSD. Latency of HSD onset (A), DB
(B), Time to Recover (C), and [ATP] during DB (circles), and after recovery (*) (D) as a
function of varying ∆pH from values of -0.6 (normal), -0.4, -0.2, and -0.1 [Unpublished].
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Figure 7.13: Higher ∆pH leads to more excitability in the neuron. Bifurcation diagram of
[K+]o as a function of [K
+]bath with ∆pH= -0.4. Note the fusion between seizures and SD
as compared to Fig. 7.5 [Unpublished].
7.5 Discussion
In this study we extend the model developed by Wei et al. [106] for neuronal behavior
during seizures, SD, and HSD and add a model for mitochondria oxidative phosphorylation,
TCA cycle, Ca2+ dynamics, and ROS production and scavenging (Chapter 2). This allowed
us to make Na+/K+ − ATPase pumps on the neuronal and glia plasma membranes to be
dependent on ATP produced by oxidative phosphorylation in mitochondria.
With ATP dependence of the pumps’ activities, we can not only evaluate the effects of a
broad range of pathological neuronal behavior on mitochondria dynamics, but also determine
mitochondria’s role in the recovery of the neuron from these states. Predictions from our
model are largely in line with experimental results. Fluorescence imaging using rhodamine-
123 (Rho-123) of mitochondrial signals in CA1 and CA3 region of rat hippocampus during
seizures, SD and HSD have been shown to implicate diminished 4Ψm [225, 231] leading to
lower 4µH. These observations are consistent with Fig. 7.6, Fig. 7.7, and Fig. 7.8 where
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HSD, seizures, and SD all show diminished 4Ψm and ATP. Furthermore, high cytoplasmic
Ca2+ during seizures, SD, and HSD was shown to drastically increase [Ca2+]m, and reduced
ATP synthesis as a result of Ca2+ dependent activation of mitochondrial dehydrogenases
[231]. Decreased [NADH] during seizures [235] and SD [236] has been observed in the with
O2 availability consistent with our observations in Fig. 7.7 and Fig. 7.8. Conversely,
NADH increase has been observed when O2 supply is limited [227–229], consistent with our
observations in Fig. 7.6.
HSD is shown to be most detrimental to mitochondria’s ability to produce ATP due to
the lack of oxygen and Ca2+ load. During hypoxia, mitochondria undergoes initial depolar-
ization that appears to be caused by reduced electron transport due to lack of oxygen [231].
In our modified mitochondrial model, eﬄux of protons from oxidation of NADH and FADH2
is directly dependent upon [O2]mito. While Ca
2+ load in mitochondria is not necessary to
cause mitochondrial dysfunction in HSD, influx of Ca2+ has been shown experimentally to
accelerate the damage [231, 237, 238].
[Ca2+]m accumulation can lead to high conductance permeability transition pore (PTPh)
transitions, an important mechanism of mitochondrial dysfunction and apoptosis [108, 239].
Blockade of PTPh by inhibitor cyclosporin-A and NIM811 have been tested on whether mi-
tochondrial depolarization during epileptiform activity was attributable to Ca2+ dependent
opening of the PTPh [231, 240]. It was shown that fluorescent measurements representing
4Ψm was not affected by inhibition of PTPh [231], but it may modulate the generic feature
of SD and its impact on cerebral vasculature where mitochondrial function was rescued with
the inhibition [239, 241]. In HSD [Ca2+]m continues to rise indicating that [Ca
2+]m levels
will transition PTP to PTPh as is shown in highly Ca
2+-sensitive mitochondria [242]. In-
tracellular Ca2+ influx may only accelerate neuronal damage due to diminished 4Ψm and
ATP while enhanced production of [O−2 ]m and [H2O2] accumulates which is a major factor in
brain damage [243]. Accumulation of [O−2 ]m and [H2O2] has been previously demonstrated
experimentally in SD [244, 245]. Thus, quicker recovery from seizure and SD is important
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for avoiding accumulation of ROS.
The ability of the neuron to recover from hypoxia faster is crucial in avoiding long
term brain damage. We find that [Pi] and ∆pH both play a role in helping the neuron
recover faster from HSD once O2 is resupplied to the neuron (Fig. 7.10 and 7.12). Optimal
concentration of [Pi] =20mM and ∆pH=-0.6 bring ATP levels back to steady-state values
quicker so that ATP dependent pumps can recover ionic gradients necessary for normal cell
function.
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8 Summary and Concluding Remarks
In summary, we successfully fused experimental whole-cell intracellular free Ca2+ concen-
tration time traces recorded from cells expressing WT and FAD-causing PS mutants with a
computational model to elucidate how mitochondrial bioenergetics is affected in FAD cells.
We show that the higher [Ca2+]i in PS mutant expressing cells can lead to changes in the
key variables governing ATP and ROS production as compared to control cells, which could
lead to cell death.
In the second part of this thesis, we include the PTP in the mitochondria and make
the realistic modification to the model that the MCU senses a larger concentration of Ca2+
when compared with average whole-cell Ca2+. We report no PTP opening in control PS1-WT
cells but observe PTP opening events in cells expressing PS1-M146L mutants. When such
PTP openings occur in cells from patients with FAD, we observe diminished 4Ψm, [NADH],
[Ca2+]m, and most importantly [ATP]. The opening of PTP is brought upon sooner by
decreasing 4pH, Pi concentration, and Na+/Ca2+-exchange rate. The proximity of the ER-
MCU and exaggerated Ca2+ released through IP3RPS1−M146L lead to PTP opening which is
known to cause cell death. Conclusions drawn from our modeling study can be extended to
other pathological conditions where Ca2+ signaling disruption is observed.
In order to account for inconsistencies within computational modeling and comparison
with experimental observations, in the third part of this work we determine that DCa in the
range of 600-700µm2/s yields a much better comparison with the TIFRM data compared to
the widely used 223 µm2/s. Similarly the binding rate of Ca2+ with fluorescent dye yields a
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better comparison when the on rate is in the 600-1400/µMs range. While these parameters
are much larger than what is generally being used by modelers (150/µMs) we find that these
values lead to results that closely resemble the TIRFM signals. Moreover we are aware of
no compelling physical arguments against the higher on- and diffusion- rates.
In the fourth part of the thesis, we show that intracellular Aβ42 oligomers disrupt
mitochondrial function by inducing global Ca2+ signals through IP3 generation, leading to
high [Ca2+]m and ROS. The enhanced [Ca
2+]m also decreases 4Ψm and subsequently 4µH
to a point where ATP production is negatively affected. We also show that with the addition
of EGTA, mitochondrial function can be less affected by intracellular Aβ42 oligomers and is
in line with cell viability experiments.
In the final part of this work, we investigate mitochondrial function in seizures, SD
and HSD and how mitochondrial variables affect the transition to, and recovery from these
pathological conditions. We find that recovery of neurons after oxygen restoration is largely
dependent upon the Pi availability and ∆pH of the mitochondria. The Ca
2+ influx due to
cell membrane depolarization accelerates mitochondrial dysfunction. We believe that the
mitochondrial dysfunction shown in this study can be one of the reasons for permanent
neuronal damage during these conditions, particularly stroke-related HSD.
Ca2+ signaling disruptions are suspected to play a key role in other neurodegenerative
diseases. Parkinson’s disease (PD), results from the loss of dopaminergic neurons in the
substantianigra pars compacta (SNc), where observations support the role that Ca2+ plays
in neuronal damage. For example, Ca2+ permeable pores formed on the plasma membrane
by α-synuclein, leading to increased Ca2+ influx [246, 247]. Similarly, Ca2+-channel antag-
onists significantly reduce the risk of developing PD [248]. Amyotrophic Lateral Sclerosis
results from selective degeneration of motor neurons caused by neuroinflammatory activa-
tion of microglia. The active microglia release large amounts of glutamate that leads to
enhanced Ca2+-influx into motor neurons and excessive Ca2+ uptake by mitochondria [249].
The mutant huntigtin that affects medium spiny straital neurons in Huntington’s disease can
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bind to IP3R increasing their sensitivity to IP3 [142]. All these effects lead to mitochondrial
Ca2+ overload in these diseases. We believe that the work performed in this thesis will pro-
vide a foundation for investigating Ca2+ signals disruptions and the resulting mitochondrial
dysfunction in a range of neurodegenerative and other amyloydogenic diseases.
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