Abstract. We study the C 1 -topological properties of the subset of nonuniform hyperbolic diffeomorphisms in a certain class of C 2 partially hyperbolic symplectic diffeomorphisms which have bounded C 2 distance to the identity. We also obtain a result about the continuity of the center Lyapunov exponents in this set. Both results are generalized to the volume-preserving context.
Introduction
In the 1970's, Pesin proposed a more flexible notion of hyperbolicity called nonuniform hyperbolicity. A diffeomorphism is said to be non-uniform hyperbolic if all its Lyapunov exponents are different from zero almost everywhere with respect to some preferred invariant measure, for instance, a volume measure. While being more general, non-uniform hyperbolicity still has many important consequences. Most notably: the stable manifold theorem (Pesin [22] ), the abundance of periodic points and Smale horseshoes (Katok [14] ) and the fact that the fractal dimension of invariant measures is well defined (Ledrappier and Young [18] and Barreira, Pesin and Schmelling [5] ).
In order to understand the properties of the subset of non-uniform hyperbolic systems, we need to understand how the Lyapunov exponents vary with the diffeomorphism in the different topologies.
For the C 1 case, Mañé observed that every area-preserving diffeomorphism that is not Anosov can be C 1 -approximated by diffeomorphisms with zero Lyapunov exponents. His arguments were completed by Bochi [6] and were extended to arbitrary dimension by Bochi and Viana [7, 8] . In particular, Bochi [7] proved that the set of non-uniform hyperbolic diffeomorphisms is not C 1 open among partially hyperbolic symplectic systems.
Recently, the authors proved in [19] that the situation is very different when we ask for more regularity of the systems. More precisely, they consider a C 2 open subset of partially hyperbolic symplectic diffeomorphisms with 2-dimensional center bundle, denoted by B 2 ω (M ), and proved that the subset of non-uniform hyperbolic systems in B 2 ω (M ) is C 2 -open. In this paper, we are interested in the behavior between these two cases. We proved that in order to obtain C 1 -openess of the subset of non-uniform hyperbolic diffeomorphisms, we need to ask for them to be at a C 2 -bounded distance to the identity. In other words, the phenomenon observed by Bochi in [7] can only be achieved by an explosion of the C 2 norm. For every fixed N > 0, we denote E N ω (M ) a subset of C 2 partially hyperbolic symplectic diffeomorfisms, where f ∈ E N ω (M ) if it is accessible, has 2-dimensional center bundle, satisfy certain pinching and bunching conditions and dist C 2 (f, id) < N . (All the key words will be defined in the next section.)
Theorem A. The subset of non-uniformly hyperbolic diffeomorphisms in E
Moreover, the same feature of continuity of the center Lyapunov exponents proved in [19] can be extended to this context.
Theorem B. There exists a subset U which is C
1 -open and C r -dense in E N ω (M ) and such that every g ∈ U is a C 1 -continuity point for the center Lyapunov exponents.
A classical result of Fustenberg provides a relation between the center Lyapunov exponents of f and the invariant measures of the derivative cocycle P(F ) where F = Df |E c . Therefore, the study of the center Lyapunov exponents and the study of P(F )-invariant measures is intermingled. Between all the P(F )-invariant measures we are more interested in the ones that satisfies certain properties called s-state and u-state. (We refer the reader to Section 4 for precise definitions).
One of the key results that allow us to conclude Theorem A and Theorem B is Proposition 5.1: the limit of u-states is a u-state. More precisely, Proposition 5.1. If f k → f in the C 1 topology, m k is a u-state for P(F k ) for every k ∈ N and m k → m in the weak * topology, then m is a u-state for P(F ).
Although, this result is typical in the theory of linear cocycles, the classical version cannot be directly apply to our context. The main difference is that when we work with derivative cocycles, the perturbation in the cocycle can only be achieved by a perturbation in the base.
We are able to provide a proof of Proposition 5.1 using a criterion for u-states introduced by Tahzibi and Yang in [29] . This criterion establishes that a measure is a u-state if some inequality involving the entropy along the expanding foliation is in fact an equality. From this, we can infer that there exists an analogy between u-states and Gibbs u-states and therefore, in order to prove Proposition 5.1, we could study how Gibbs u-states vary with the diffeomorphism. We observe that it is possible to prove that the space of Gibbs u-states varies upper semi-continuously with the diffeomorphism in the C 1+ǫ topology using an argument of bounded distortion for the conditional measures. This type of argument is not useful in our context since we are working in the C 1 topology. In [34] , using new techniques, Yang demonstrates that the space of Gibbs u-states varies upper semi-continuously with the diffeomorphism in the C 1 topology. His arguments do not use the conditional measures but the characterization of Gibbs u-states through the entropy. These are the ideas that we are going to use to prove Proposition 5.1. We could apply the result in [34] directly, if the cocycle P(F ) was also C 1 . However, the derivative cocycle is only Hölder continuous and we need to adjust the techniques in order to conclude the result.
With some small changes we are able to extend the results of Theorem A and Theorem B to the context of partially hyperbolic volume-preserving diffeomorphisms.
Preliminaries and Statements
Let M be a compact manifold and f : M → M a diffeomorphism. We say f is partially hyperbolic if there exist a nontrivial splitting of the tangent bundle
invariant under the derivative map Df , a Riemannian metric · on M , and positive continuous functions χ, χ, ν, ν, γ, γ with
In the following, we mention some important consequences of partial hyperbolicity which are going to be used in this paper. We refer the reader to [10, 13, 27] for more information.
For every partially hyperbolic diffeomorphism the stable and unstable bundles E s and E u are uniquely integrable and their integral manifolds form two transverse (continuous) foliations W s and W u , whose leaves are immersed submanifolds of the same class of differentiability as f . These foliations are called the strong-stable and strong-unstable foliations. They are invariant under f , in the sense that
where W s (x) and W u (x) denote the leaves of W s and W u , respectively, passing through any x ∈ M .
Given two points x, y ∈ M , we say x is accessible from y if there exists a path that connects x to y, which is a concatenation of finitely many subpaths, each of which lies entirely in a single leaf of W u or a single leaf of W s . We call this type of path, an su-path.
The relation defined by x ∼ y if and only if x is accessible from y is an equivalence relation and we say that f is accessible if M is the unique accessibility class.
Although partial hyperbolicity is a C 1 -open condition, that is, any diffeomorphism sufficiently C 1 -close to a partially hyperbolic diffeomorphism is itself partially hyperbolic, it is not known if accessibility is a C 1 -open condition. However, by the results in [3] , this is true for the case of partially hyperbolic diffeomorphisms with 2-dimensional center bundle. We refer the reader to Section 5 of [21] for a detailed outline of the proof. Definition 2.1 (α-pinched). Let f be a partially hyperbolic diffeomorphism and α > 0. We say that f is α-pinched if the functions in Equation (1) satisfy, ν < γ χ α and ν < γ χ α , ν < γ χ α and ν < γ χ α .
Definition 2.2 (α-bunched).
Let f be a partially hyperbolic diffeomorphism and α > 0. We say that f is α-bunched if the functions in Equation (1) satisfy, ν α < γ γ and ν α < γ γ.
Notice that both conditions, α-pinched and α-bunched, are
See Section 4 of [24] . Let M be a symplectic manifold and ω denote its symplectic form, then PH r ω (M ) denotes the set of C r partially hyperbolic diffeomorphisms preserving ω.
if f is accessible, α-pinched and α-bunched for some α > 0, its center bundle is 2-dimensional and dist C 2 (f, id) < N.
By Theorem A in [28] 
is non-empty. We can extend this definition to the volume-preserving setting . If µ denotes a probability measure in the Lebesgue class, then PH r µ (M ) denotes the set of C r partially hyperbolic diffeomorphisms preserving µ.
From now on, µ will denote a probability measure in the Lebesgue class and ω a symplectic form. We will use the notation E N * (M ) with * ∈ {µ, ω} to refer to both sets.
The notion of α-bunched defined above implies that the diffeomorphism is center bunched in the sense of Theorem 0.1 of [11] . Therefore, every diffeomorphism in E N * (M ) is ergodic.
Observe that for every f ∈ E N * (M ) there exists a C 1 neighborhood, W(f ), such that every f ∈ W(f ) is partially hyperbolic with 2-dimensional center bundle, α-pinched and α-bunched and accessible. This last property is a consequence of the results mentioned before for partially hyperbolic diffeomorphisms with 2-dimensional center bundle.
In order to extend the main theorems to the volume-preserving case we need to ask for extra hypotheses. Therefore, we have to consider a subset of E N µ (M ). Definition 2.5. Let f be a partially hyperbolic diffeomorphism with dim E c = 2 and p a periodic point of f with n p = per(p). We say that p is a pinching hyperbolic periodic point if the eigenvalues of Df The Theorem of Oseledets states that for every C 1 diffeomorphism f and every finvariant measure υ, there exists a υ-full measure set M such that for every x ∈ M , there exist k(x) ∈ N, real numbers λ 1 (f, x) > · · · > λ k(x) (f, x) and a splitting
of the tangent bundle at x, all depending measurably on the point, such that
The real numbers λ j (f, x) are the Lyapunov exponents of f in the point x. Moreover, if (f, υ) is ergodic, then the functions k(x) and λ j (f, x) are constants almost everywhere.
Definition 2.7. We say that f is non-uniformly hyperbolic if the set of points with non-zero Lyapunov exponents has full measure.
If f is a partially hyperbolic diffeomorphism, then we call center Lyapunov exponents of f , the Lyapunov exponents associated to E c . If dim E c = 2, we are going to denote them by λ c 1 (f, x) and λ c 2 (f, x). Observe that it is possible that λ
Moreover, a partially hyperbolic diffeomorphism is non-uniformly hyperbolic if its center Lyapunov exponents are non-zero for almost every point.
If f is a symplectic partially hyperbolic diffeomorphism, then by Lemma 2.5 of [33] ,
Therefore, we have
If f is also ergodic, then λ
In this case, in order to prove that f is non-uniformly hyperbolic, it is enough to conclude that the center Lyapunov exponents are different. This is the main advantage of working in the symplectic setting.
We are now ready to give the precise statement of the results.
Theorem A. For every N > 0, the subset of non-uniformly hyperbolic diffeomor-
Theorem A'. For every N > 0, the set formed by diffeomorphisms having different center Lyapunov exponents is
As already mentioned, the difference between the two theorems lies in the fact that different center Lyapunov exponents implies non-uniform hyperbolicity in the symplectic case. In Section 6, we explain why we also need to ask for the existence of a periodic point when working in the volume-preserving setting.
The results obtained in Section 3 and 4 also allow us to prove two theorems about continuity of the center Lyapunov exponents.
Recall that every f ∈ E N * (M ) is ergodic. Observe that in the symplectic case it is enough to consider the function f → λ c 1 (f ). This is again a consequence of the symmetry of the center Lyapunov exponents.
Theorem B. Let N > 0. There exists a subset U which is C 1 -open and C r -dense in E N ω (M ) and such that every g ∈ U is a C 1 -continuity point of L ω .
Theorem B'. Let N > 0. There exists a subset U which is C 1 -open and C r -dense in P N µ (M ) and such that every g ∈ U is a C 1 -continuity point of L µ .
Strategy of the proofs. Several results about Lyapunov exponents have been proved for linear cocycles, see for instance [1, 4, 9] . Here we apply those ideas to the derivative cocycle F = Df |E c . The key difference is that we are perturbing the cocycle and the diffeomorphism in the base at the same time.
The main objective of the paper is to get a characterization of the discontinuity points of the function L * in Definition 2.8. This is done in Section 6 using the previous results of Section 3 and 5. The first step is to prove that the holonomies of the cocycle F = Df |E c depends continuously on f ∈ E N * (M ). This is obtain in Proposition 3.2 and Proposition 3.6. Section 5 is devoted to conclude Proposition 5.1: the limit of u-states is a u-state.
Proposition 6.3 states that if f ∈ E N * (M ) is a discontinuity point of L * , then the fiber bundle P(E c (f )) admits two continuous sections, x → a x and x → b x . If F = Df |E c , then these sections are invariant by the cocycle P(F ) and by the invariant stable and unstable holonomies of P(F ).
In order to conclude the proof of Theorem A we use the argument in Section 6 of [19] . We proved that the diffeomorphisms having zero center Lyapunov exponents form a closed subset. If this were not true, then there would exist a sequence f k and a diffeomorphism f such that f k → f in the C 1 topology and f is a discontinuity point of L * . We can apply the result above to obtain two continuous sections of
we can use the Invariance Principle (Theorem B of [1] ) to prove that for every k big enough, there exists a continuous section of
which is close to a x or to b x for every x ∈ M . This will imply that λ
The proof of Theorem B is a combination of the results in Section 5, the arguments in the proof of Theorem A and the results of [21] . More precisely, we will find a diffeomorphism g which is C r -arbitrarily close to f and does not admit continuous sections of P(E c (g)) which are invariant by the cocycle P(G) and by the invariant stable and unstable holonomies of P(G). Here G = Dg|E c (g). As a consequence of Section 5, this property is C 1 -open and then we conclude Theorem B.
The proofs of Theorem A' and B' are analogous.
Continuity of holonomies
The main result in this section is Proposition 3.6. This is a key property of diffeomorphisms in E N * (M ) and is going to be used in Section 5.
3.1. Linear Cocycles. Let f be a partially hyperbolic diffeomorphism and π : V → M a continuous vector bundle with fiber
, on the fibers. By Fustenberg, Kesten [12] , the extremal Lyapunov exponents
exist at υ-almost every x ∈ M , relative to any f -invariant probability measure υ. If (f, υ) is ergodic, then they are constant on a full υ-measure set. It is clear that λ − (F, x) ≤ λ + (F, x) whenever they are defined.
Definition 3.1. We call invariant unstable holonomy for F a family H u of homeomorphisms H u x,y : V x → V y , defined for all x and y in the same strong-unstable leaf of f and satisfying
is continuous when (x, y) varies in the set of pairs of points in the same local strong-unstable leaf; (d) There are C > 0 and η > 0 such that H u x,y is (C, η)-Hölder continuous for every x and y in the same local strong-unstable leaf. Invariant stable holonomy is defined analogously, for pairs of points in the same strong-stable leaf.
We will consider the center derivative cocycle associated to f , that is, the linear cocycle F defined by F = Df |E c . Observe that the extremal Lyapunov exponents of F , λ ± (F, x), coincide with the center Lyapunov exponents of f .
Since M is compact, we can define a distance in T M in the following way: For every x, y ∈ M close enough, denote π x,y : T x M −→ T y M the parallel transport along ζ, where ζ is the geodesic satisfying dist(x, y) = length(ζ). Then, given two points (x, v) and (y, w) in T M define
To simplify the notation we are going to write
and
Here
and P E c (x) denotes the orthogonal projection over E c (x). In Section 3 of [21] has been proved that if f is a C 2 partially hyperbolic diffeomorphism which is α-pinched and α-bunched for some α > 0, then the sequence A n (f, x, y) is a Cauchy sequence and the limit
defines an invariant unstable holonomy for F = Df |E c . The goal of this subsection is to prove that these holonomies varies continuously in E N * (M ) with the C 1 topology, see Proposition 3.2 below. In order to do so, we give an outline of the proof in [21] .
Since f is C 2 and α-pinched, there exits C 1 (f ) > 0 such that if x, y are close enough, then
Here we use again the parallel transport π x,y : T x M → T y M to compare subspaces of different tangent spaces. Also, there exists
Moreover, the α-bunched condition (Definition 2.2) implies there exists ς < 1 such that ν ας < γ γ and ν ας < γ γ.
The three estimations above allow us to conclude that
This proves that the sequence A n (f, x, y) is a Cauchy sequence and therefore the limit exists.
The following proposition states that the invariant unstable holonomy for F = Df |E c varies continuously with f .
For every ǫ > 0 there exist δ > 0 and a neighborhood of f in the
Proof. First observe that if f is α-pinched and α-bunched, then there exists a C 1 neighborhood of f where every g is also α-pinched and α-bunched with the same α. By Equation (4) applied to f and g, we have for every n ∈ N,
Here C 1 is defined by Equation (2) and can be taken uniform in a C 1 neighborhood of f . See, for example, [32] . We can also take C 2 in Equation (3) uniform since f, g ∈ E N * (M ). Then, the proposition is a consequence of the continuity of
as a function of (f, x, y). More precisely, the distance
can be bounded by an expression that depends on the following terms:
for j ∈ {0, ..., n}.
Remark 3.3. Observe that δ in Proposition 3.2 is independent of the point y ∈ W u loc (x, f ).
3.2. Projective Cocycle. Let π : V → M be a fiber bundle with smooth fibers modeled on some Riemannian manifold N .
Definition 3.4.
A smooth cocycle over f is a continuous transformation
is a C 1 diffeomorphism depending continuously on x and the norms of the derivative DF x (ξ) and its inverse are bounded.
The projective cocycle associated to a linear cocycle G : V → V over f is the smooth cocycle P(G) : P(V ) → P(V ) whose action on the fibers is given by the projectivization of
If f ∈ E N * (M ) and F = Df |E c , then P(F ) is a cocycle of circle diffeomorphisms over f , since dim E c = 2. Moreover, there always exists a P(F )-invariant probability measure m that projects down to µ. This is true because the projective cocycle P(F ) is continuous and the domain P(E c ) is compact. The extremal Lyapunov exponents of P(F ) for m exist and satisfy,
for every x ∈ M and ξ ∈ P(E c (x)) where they are defined. We can define an invariant unstable holonomy for smooth cocycles analogously to Definition 3.
c and H u x,y denotes the holonomy constructed above for y ∈ W u (x), then h u x,y = P(H u x,y ) defines an invariant unstable holonomy for P(F ). Moreover, we have the following results which is a consequence of Proposition 3.10 of [1] .
} is a partition of P(E c ) that satisfies the following:
The partition is invariant:
In item (c) we are considering the following distance to compare points in different fibers: For every x, y ∈ M close enough, denote π x,y : T x M −→ T y M the parallel transport along ζ, where ζ is the geodesic satisfying dist(x, y) = length(ζ). Then, given two points (x, v) and (y, w) in P(TM ) define
The following proposition is a consequence of Proposition 3.2 written in the notation of Proposition 3.5. Proposition 3.6. Fix N > 0 and let * ∈ {µ, ω}. Suppose f k , f ∈ E N * (M ) and f k → f in the C 1 topology. Then, for every x ∈ M and every sequence
Here dist H denotes the Hausdorff distance for subsets of P(TM ).
u-states
In this following we will always be considering N > 0, * ∈ {µ, ω} and f ∈ E N * (M ). The next classical result provides a relation between the extremal Lyapunov exponents of a linear cocycle over f and the invariant probability measures of its projectivization. More precisely,
for every (x, v) ∈ P(V ). Then, the exponent λ + (G) coincides with the maximum of Φ(x, v) dm over all P(G)-invariant probability measures m projecting down to µ.
This lemma shows that in order to obtain properties of λ + (G), it is natural to study the P(G)-invariant measures. One main example in this direction is the Invariance Principle introduced by Ledrappier [15] and generalized by Avila and Viana [2] and Avila, Santamaria and Viana [1] . Roughly speaking, it states that if λ + (G) = λ − (G), then every P(G)-invariant probability measure is an su-state.
(See the precise definitions below).
More recently, Tahzibi and Yang [29] introduced a new criterion for a P(G)-invariant measure to be a u-state. This allow them to give another proof of the Invariance Principle in the case that the base is an Anosov diffeomorphism and the linear cocycle is differentiable.
In the following, we give the precise definitions and state the result of [29] . In the next Section, we use this criterion to prove that the limit of u-states is a u-state.
If π : V → M is a fiber bundle over M and m a probability measure in V with π * m = µ, then there exists a disintegration of m into conditional probability measures {m x : x ∈ M } along the fibers which is essentially unique, that is, a measurable family of probability measures such that m x (V x ) = 1 for almost every x ∈ M and
for every measurable set U ⊂ V. See [25] .
Recall Definition 3.4.
Definition 4.2. Let G be a smooth cocycle over f and h u an invariant unstable holonomy for G. We say a disintegration {m x : x ∈ M } is essentially u-invariant if there exists some full µ-measure set M u such that (h u x,y ) * m x = m y for every x and y in the same strong-unstable leaf if x, y ∈ M u . The definition of essential s-invariance is analogous. Definition 4.3. Let G be a smooth cocycle over f admitting holonomies and m an G-invariant probability measure with π * m = µ. If m admits some essentially u-invariant disintegration, then it is called u-state. The definition of s-state is analogous and we say that m is an su-state if it is both an s-state and a u-state.
4.1.
Entropy along expanding foliations. In order to state the criterion for u-states, we need to consider the definition of entropy along an expanding foliation. We are going to recall some basic definitions for the entropy of measurable partitions, we refer the reader to [25, 26] 
If ξ is a measurable partition, then there exists a disintegration of µ into conditional probabilities µ ξ x : x ∈ M which is essentially unique, that is, a measurable family of probability measures such that µ ξ x (ξ(x)) = 1 for almost every x ∈ M and
for every measurable set U ⊂ M .
Let ξ and η be two measurable partitions, then for every element B of η, ξ induces a partition ξ B of B. Denote µ η B the element of the disintegration of µ relative to η supported on B. The mean conditional entropy of ξ relative to η is defined by,
We observe that this number can be infinite.
If the measurable partitions {η n } n∈N and η verify that η n < η n+1 for every n ∈ N and η = ∞ n=1 η n , then we write η n ր η. The following result will be useful in the next sections.
Lemma 4.5. Let {η n } n∈N , η and ξ be measurable partitions such that η n ր η and
Recall that we are considering N > 0, * ∈ {µ, ω} and f ∈ E N * (M ). Definition 4.6. The entropy of f relative to a measurable partition ξ is given by
where
Definition 4.7. A measurable partition is said to be increasing if f ξ < ξ. In this case,
Definition 4.8. We say a measurable partition ξ is µ-subordinated to the foliation W u if for µ-almost every x ∈ M :
contains an open neighborhood of x inside the leaf W u (x) and (c) f ξ < ξ (increasing partition).
By Lemma 3.1.2 of [17] , given ξ 1 and ξ 2 , two measurable partitions which are µ-subordinated to the foliation W u , we have h µ (f, ξ 1 ) = h µ (f, ξ 2 ) and this quantity is finite. Therefore, we can define the entropy of f along the unstable foliation by
Analogously, if F = Df |E c , m is a P(F )-invariant probability measure and F u is given by Proposition 3.5, we can define h m (P(F ), F u ). The following result is a consequence of Section 4 and 5 of [29] . They proved the next criterion in the case that the base is a C 2 Anosov diffeomorphism. However, their proof can be adapted to this setting without major changes. See also Section 6 of [31] .
Theorem 4.9. Fix N > 0 and let * ∈ {µ, ω}, f ∈ E N * (M ), F = Df |E c , F u given by Proposition 3.5 and m a P(F )-invariant probability measure projecting down to µ. Then,
and equality holds if and only if m is a u-state.
Limit of u-states
The main result of this Section is the next proposition which states that the limit of u-states is a u-state. This has already been proved in several contexts, for example, see Proposition 5.17 of [30] for a proof for locally constant cocycles and Lemma 4.3 of [4] and Corollary 2.3 of [29] for linear cocycles over hyperbolic maps. For linear cocycles over partially hyperbolic diffeomorphisms, it has been stated in Corollary 5.3 of [2] and a detailed proof can be found in Appendix A of [23] . However, these last results can not be adapted to our setting. More precisely, they consider a fixed base and a sequence of linear cocycles above this base. In our case, we are perturbing the base at the same time as the cocycle.
Although we chose to present our result for the derivative cocycle of diffeomorphisms in E N * (M ), the argument also works in the easier case of linear cocycles with a fixed base giving another proof of the known results.
If m k is a u-state for P(F k ) and m k → m in the weak * topology, then m is a u-state for P(F ).
First, we observe that since m k is a P(F k )-invariant probability measure projecting down to µ for every k ∈ N, then the limit measure m satisfies the following:
(a) supp m ⊂ P(E c (f )), (b) m projects down to µ and (c) m is P(F )-invariant. Moreover, since m k is a u-state for P(F k ), by Theorem 4.9, we have for every k ∈ N,
Considering that f is C 2 and µ denotes a measure in the Lebesgue class, we have the following identity due to Theorem C' of [18] :
for every k ∈ N and the same formula holds for f .
Therefore, since f k → f in the C 1 topology,
Because of Theorem 4.9, in order to conclude Proposition 5.1, it is enough to prove: Proposition 5.2. With the same hypotheses of Proposition 5.1, we have
Remark 5.3. The above proposition holds for every sequence of measures m k which are P(F k )-invariant probability measures, not necessarily being u-states.
If the above proposition is true, then using Equation (6), we will have lim sup
Then, by Equation (7)
This combined with Theorem 4.9 gives
and therefore, m will be a u-state. The remaining of this Section is dedicated to prove Proposition 5.2. As already mentioned, this proposition has been proved in [34] for partially hyperbolic diffeomorphisms. Since the map P(F ) is not differentiable, in fact, it is only Hölder continuous, we can not apply that result to our setting. However, we are going to adapt those arguments.
Strategy of the proof of Proposition 5.2. The first step in the proof is to construct subordinated measurable partitions to calculate the entropies h m (P(F ), F u ) and h m k (P(F k ), F u k ). This is done in sections 5.1 and 5.2. Since f k → f , we are able to construct these partition in a uniform way.
More precisely, we define a finite partition of P(E c ), denoted by A and consider A u as the partition defined by the intersection of elements of A and leaves of the foliation F u . Then, we prove that
is a measurable partition m-subordinated to F u . Therefore,
The second step is Proposition 5.4. It states that h m (P(F ), F u ) can be ap-
Observe that in Equation (8), we are considering an infinite number of iterates and the proposition allow us to reduce the problem to consider a finite number of iterates.
In section 5.3, for every n ∈ N ∪ {0}, we consider a sequence of finite partitions, denoted by A n l that verifies,
Proposition 5.7 shows that this property and the definition of the partitions A n l
we reduce the problem once more. Combining the two results, we are able to approximate h m (P(F ), F u ) by the conditional entropy of two finite partitions. All the above results are also true for h m k (P(F k ), F u k ). Therefore, in order to conclude Proposition 5.2 it is enough to study the continuity properties of the partitions A n l and A n k,l . This is a consequence of Proposition 3.6 and the fact that the partitions were constructed in a uniform way.
and B is the image of Φ.
Since M is compact, we can fix a finite cover consisting of foliation boxes
If f k → f in the C 1 topology, then for every k ∈ N it is possible to take a finite cover of M by
such that for every i ∈ {1, ..., q}:
Observe that the cross-sections D i are the same for every foliation box independent of k.
Fix N > 0. Let * ∈ {µ, ω} and
topology. Fix finite covers like above associated to f and f k . Take r 0 < 1 to be a Lebesgue number of the open cover
for every x ∈ M . Since f k → f in the C 1 topology, we can suppose that
If ν is the function in Equation (1) that has be taken uniform for f and f k , we define ζ = max x∈M ν. Fix ζ 0 such that ζ < ζ 0 < 1.
5.2.
Construction of a subordinated partition. The first step is to construct a measurable partition µ-subordinated to W u that is uniform for f and f k . This type of construction has already appear at [16, 34] . By Proposition 3.1 of [34] , we can construct a finite partition of M , denoted by A, such that every element of A has diameter smaller that r 0 and there exists a constant C > 0 such that (9) µ(B(∂A, ζ i )) ≤ Cζ i 0 for every i ≥ 0. Define the partition A u such that every element is the intersection between an element of A and a leaf of
. Then, it is clear that ξ u satisfies conditions (a) and (c) in Definition 4.8. In order to see that condition (b) is verified, we used Equation (9) and the fact that the action of f −1 in W u is controlled by ζ (See Lemma 3.2 of [34] ). Therefore, ξ u is a measurable partition µ-subordinated to W u . Analogously, for every k ∈ N, we have a measurable partition ξ
and F u by the foliation of P(F ) given by Proposition 3.5. Define A = π −1 (A) and A u as the partition defined by the intersection of elements of A and leaves of F u as before. Define
then ξ u is a measurable partition of P(E c ) m-subordinated to F u for every P(F )-invariant probability measure m projecting down to µ.
We can repeat this construction for every k ∈ N to obtain a measurable partition ξ u k which is m k -subordinated to F u k for every P(F k )-invariant probability measure m k projecting down to µ.
u is defined by Proposition 3.5 and m is a P(F )-invariant probability measure projecting down to µ, then
If f k is a sequence such that f k ∈ E N * (M ) and f k → f in the C 1 topology, then the same property holds for P(F k ), F u k and any P(F k )-invariant probability measure m k projecting down to µ.
Proof. Using the invariance of m and the following property of the entropy:
we have that
We refer the reader to the proof of Proposition 4.1 of [34] for more details about how to prove this identity. Since
and 
Finally, Equation (10) finishes the proof.
5.3.
Construction of a finite partition. The key argument to prove Proposition 5.2 is to approximate the entropies h m (P(F ), F u ) and h m k (P(F k ), F u k ) by the conditional entropy of two finite partitions.
5.3.1. An auxiliary partition. Let m be a P(F )-invariant probability measure projecting down to µ and π : P(E c ) → M . For every i ∈ {1, ..., q}, D i denotes the cross-section associated to the foliation boxes of W u as in Section 5.1. Moreover,
We are going to consider a sequence of finite partitions of D i , denoted by C i,l , such that:
One way to construct the partitions C i,l is to consider a sequence of finite partitions on D i , C i,1 < C i,2 < · · · , such that diam(C i,l ) → 0 as l → ∞. Then, we can use the local charts of the fiber bundle P(E c ) and define a finite partition on the fibers for π −1 (C i,l ). Since in this case, the fibers are homeomorphic to S 1 , we can take the finite partitions as intervals contained on [0, 1] with arbitrarily small diameter.
5.3.2.
A finite partition of P(E c ). For every i ∈ {1, .., q} and every l ∈ N, the partition C i,l defined above induces a partition on B i :
Observe that by property (ii) in the definition of
. By the definition of r 0 and the property in the diameter of A, we know that for every element P ∈ A n , there exists i ∈ {1, ..., q} such that P ⊂ B i . Then, C 0 i,l induces a partition on P whose elements we denote by P l .
The observation above implies that for every l ∈ N, it is possible to define a partition of P(E c ) by,
Remark 5.5. We can repeat the same construction of Sections 5.3.1-5.3.3 for every k ∈ N. For every i ∈ {1, ..., q} and l ∈ N, we construct C k i,l which are partitions of
. Then, we use them to define partitions of P(E c (f k )) as above. We denote these partitions by A n k,l . We have the following properties whose verification is direct form the definitions. Observe that
u is defined by Proposition 3.5 and m is a P(F )-invariant probability measure projecting down to µ, then for every n ∈ Z, n ≥ 0,
1 topology, then the same properties holds for P(F k ), F u k and any P(F k )-invariant probability measure m k projecting down to µ.
5.4.
Relation between the partitions defined above. The next proposition provides a relation between the entropy of the partition A n l and the entropy of the partition A u . In order to simplify the notation, we are going to denote A
u is defined by Proposition 3.5 and m is a P(F )-invariant probability measure projecting down to µ, then for every n ∈ N,
In particular, by Proposition 5.4, for every k, n, l ∈ N, we have
We start with the following claim which is a key part of the proof. Claim 1. For every l 1 < l 2 , we have
Proof. In the notation of subsection 5.3.3, since C 0 i,l1 < C 0 i,l2 , we have that for every (x, v) ∈ P(E c ),
If we apply the claim above to l 1 = 1 and l 2 = l > 1, then we have that, ( 
13)
By the item (a) of Lemma 5.6 for n = 0, we know that A l ր A u . Moreover, since the partitions A n l are finite, we can use Lemma 4.5. By Equation (13), we obtain,
In order to conclude the proposition, it is enough to prove the following claim.
Claim 2.
Proof. By property (b) of Lemma 5.6 for l = 1, we have
Then,
Using Equation (11), we conclude the claim and therefore the proposition.
5.5. Proof of Proposition 5.2. First, we recall the statement of the proposition.
If m k is a P(F k )-invariant measure projecting down to µ and m k → m in the weak * topology, then
Proof. The key observation is that for every n and l fixed,
This is a consequence of the fact that all the partitions we are considering are finite and the following property: for every P ∈ A n l there exists a sequence P k ∈ A n k,l such that lim
In order to see this, observe that m k → m in the weak * topology and since f k → f in the C 1 topology, we have Proposition 3.6. That is, for every P ∈ A n l , we have subsets P k ∈ A n k,l such that P k → P in the Hausdorff topology. Here we are using property (c) in Lemma 5.6 and the fact that A and the sections D i are the same for every k ∈ N.
By Proposition 5.4, for every ǫ > 0 there exists n 0 ∈ N such that (15)
Moreover, by Proposition 5.7 for n = n 0 , there exists l 0 ∈ N such that
By Equation (14) applied to n 0 and l 0 , there exists k 0 ∈ N such that for every
l0 | A l0 ). Then, by Equation (15), Equation (16) and Equation (17), we have that for every k ≥ k 0 ,
Finally, Equation (12) and Equation (18) give,
Then, for every ǫ > 0 there exists k 0 ∈ N such that for every k ≥ k 0 , the above inequality is verified. This concludes the proposition.
Characterization of discontinuity points
The results in this Section are classical in the setting of linear cocycles over partially hyperbolic maps and their proofs can be easily adapted to our context. However, we give the proof of Proposition 6.3 in order to address where Proposition 5.1 is used.
Let N > 0, * ∈ {µ, ω}, f ∈ E N * (M ) and
From now on we fix the Riemannian metric given by Equation (1) . 
Remark 6.1. Notice that P(F ) = P(F ′ ).
Proposition 6.2 (Proposition 4.6, [19] ). Let N > 0 and * ∈ {µ, ω}.
, then there exist two P(F )-invariant probability measures projecting down to µ denoted by m + and m − , which are a ustate and an s-state respectively. Moreover, if m is any P(F )-invariant probability measure projecting down to µ, then there exists t ∈ [0, 1] such that
If f is a discontinuity point for L * , then every P(F )-invariant probability measure m projecting down to µ is an su-state. 
c (f k ) associated to f k and let m k be an ergodic probability measure for P(F k ) which realizes the maximum in Lemma
By Equation (19) and Equation (20) , λ + (F 
There exist a subsequence k j and a measure m in P(TM ) such that m kj → m in the weak * topology. Therefore, by Proposition 5.1, the limit measure m is a u-state for P(F ).
Moreover, since
These properties allow us to conclude that m is a P(F )-invariant probability measure projecting down to µ which is a u-state and it is different from m + . Therefore, by Proposition 6.2, there exists t = 1 such that m = t m [19] . In the following, we give an outline in order to explain the main ideas.
Theorem 7.1. Let N > 0 and * ∈ {µ, ω}. Suppose f k → f in the C 1 topology, f k , f ∈ E N * (M ) and f has a pinching hyperbolic periodic point. If λ
It is clear that this theorem will imply Theorem A'. Suppose that Theorem A is not true. Therefore, there exists f ∈ E N ω (M ) such that f is a non-uniformly hyperbolic diffeomorphism and there exists a sequence
Moreover, by Theorem 4.2 of [14] , there exists a hyperbolic periodic point p of f which is in fact a pinching hyperbolic periodic point, because f is a symplectic diffeomorphism. This contradicts Theorem 7.1 and therefore Theorem A has to be true.
Observe that in the symplectic case (Theorem A) the assumption of λ c 1 (f ) = λ c 2 (f ) implies that f is non-uniformly hyperbolic and therefore it has a periodic point. This is not true in the volume-preserving setting and this is the reason why we need to ask for it in the hypotheses. In the following outline it will be clear that the existence of a pinching hyperbolic periodic point is essential for the proof.
Outline of the proof of Theorem 7.1. Let N > 0 and * ∈ {µ, ω}. Let
, f has a pinching hyperbolic periodic point and λ
By the hypotheses, f is a discontinuity point for L * (see Definition 2.8). Moreover, if F = Df |E c and F ′ = η · F , by Equations (19) and (20),
. See the argument in the second paragraph of the proof of Proposition 6.3. Consider m + and m − given by Proposition 6.2 applied to f and F . On the other hand, if
This is again a consequence of Equations (19) and (20) . For every k ∈ N, fix m k any ergodic P(F k )-invariant probability measure projecting down to µ.
By the version of the Invariance Principle stated in Theorem B of [1] , we have a disintegration {m k,x : x ∈ M } for every k ∈ N which is invariant by stable and unstable holonomies and such that the function x → m k,x depends continuously on the base point x ∈ M .
Since f has a pinching hyperbolic periodic point, for k big enough the same property holds for f k . This implies that m k,x is atomic for every x ∈ M and it has at most two atoms.
First we suppose that for every k big enough, m k,x has exactly two atoms. The result about the continuity of the holonomies given by Proposition 3.2 and the fact that the periodic point varies continuously with f k allow us construct two sections of P(E c (f k )), x → a k,x and x → b k,x , with the following properties: . By Equation (19) , these hypotheses implies λ + (F ′ k ) = 0 for every k ∈ N and λ + (F ′ ) > 0. Therefore, the conclusion we obtain, λ + (F ′ kj ) → λ + (F ) for some subsequence k j , is a contradiction. Finally, we conclude λ c 1 (f ) must be equal to λ c 2 (f ) as we wanted to prove.
7.2. Theorem B and B'. We are going to prove the following theorem: Theorem 7.2. Let N > 0 and * ∈ {µ, ω}. Suppose f ∈ E N * (M ) and f has a pinching hyperbolic periodic point p. If f is a discontinuity point for L * , then f can be C r -approximated by diffeomorphisms which do not admit su-states.
The conclusion of this theorem means that there exists g C r -arbitrarily close to f such that if G = Dg|E c (g) and m is any P(G)-invariant probability measure projecting down to µ, then m is not an su-state.
First, observe that by Proposition 6.3, if g does not admit su-states, then it is a continuity point of L * . Moreover, by Proposition 5.1, the property of not admitting an su-state is a C 1 -open condition in E N * (M ). This is a consequence of the fact that having a u-state is a closed property and the analogous property for s-states obtained applying Proposition 5.1 to f −1 . In the proof of Theorem A, we observed that if f ∈ E N ω (M ) is a discontinuity point for L * (see Definition 2.8), then f has a pinching hyperbolic periodic point. Therefore, Theorem 7.2 implies Theorem B and Theorem B'.
Proof of Theorem 7.2. In order to prove this theorem, we use the arguments of [21] .
Let N > 0 and * ∈ {µ, ω}. Suppose f ∈ E N * (M ), f has a pinching hyperbolic periodic point p and f is a discontinuity point for L * . Then, by Proposition 6.3 we have that every P(F )-invariant measure projecting down to µ is an su-state.
We construct a sequence of perturbations of f , f k , by Lemma 4.1 of [21] for some choice of ǫ small enough such that if dist C r (f k , f ) < ǫ, then f k ∈ E N * (M ). We will have f k → f in the C 1 topology. Moreover, if p is the pinching hyperbolic periodic point of f , we ask for the support of the perturbation to be disjoint of the orbit of p. That is, f j (x) = f j k (x) for every x in a neighborhood of p, every k ∈ N and any j ∈ Z.
By contradiction we suppose for every k ∈ N, the derivative cocycle P(F k ), F k = Df k |E c (f k ), admits some su-state m k . By Theorem E of [1] , for every k ∈ N we have a disintegration m k,x which is continuous and invariant by stable and unstable holonomies.
The continuity of m k,x and the invariance of m k implies P(F k,x ) * m k,x = m k,f k (x) for every x ∈ M and every k ∈ N. Therefore, if a, b ∈ P(E Here, m x is the disintegration give by Theorem E of [1] applied to m which is an su-state because f is a discontinuity point of L * .
Since, we have supp m p ⊂ supp m kj,p , we can repeat the argument in the proof of Theorem B of [21] . The main point is that the variation in the holonomies as a function of f k is exponentially small on k, although the size of the perturbations is polynomial in k. This allow to brake the rigidity given by Theorem E of [1] and therefore we obtain a contradiction which comes from the assumption that there exist measures m k which are su-states for every k ∈ N.
