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91 Introduction
The research presented in this thesis can roughly be divided into two parts: Studies
on the neural underpinnings of autism and developments in the analysis neuroimag-
ing data. The reason for the multidisciplinary approach is that neuroimaging is a
field with intensemutual interests in methodological and applied work. Hypotheses
in imaging studies are partly shaped by the available analysis methods and there is
a significant interest in more integrated and general approaches to data analysis.
The first central subject is the neuronal mechanisms underlying the disorders in
the autism spectrum. These disorders are diagnosed behaviourally and appear to
constitute a relatively heterogeneous group. The main features are impairments in
social interaction and communication and repetitive behaviour. Traditional theories
have mostly emphasised the behavioural and cognitive aspects, but the increasing
availability of neuroimaging techniques has yielded a large number of imaging stud-
ies investigating autism in recent years. Despite this, there is as of yet no consensus
regarding the neuronal mechanisms involved in the disorder.
The second area of research is the development of novel methods in the analysis
of neuroimaging data. Analyses in neuroimaging are typically far from straightfor-
ward, with many stages of preprocessing and numerous diﬃculties relating to the
enormous sizes of the datasets involved. The methods introduced here deal with
imaging imperfections when subjects move and with the analysis of large sets of
data on white matter structure. These methods are applicable to imaging studies
in any populations. The latter will be used to investigate white matter structure in
autism.
1.1 Thesis overview
The first two chapters after this introduction consist of short introductions to autism
spectrum disorder (Chapter 2) and to the MRI methods that will be used (Chapter 3).
In Chapter 4, spatial sound processing is studied in ASD. The function of the diﬀer-
ent auditory nuclei in sound localisation is relatively well understood and their local
and long-range neuronal connectivities have been described in considerable detail.
Horizontal and vertical sound localisation depend on fundamentally diﬀerent pro-
cessing pathways. The auditory abnormalities described above suggest that there is a
good chance that processing deficits due to pervasive abnormal connectivity will be
observable even in low-level sensory processing within the brainstem. Due to these
factors, sound localisation oﬀers a good opportunity to test the hypothesis of abnor-
mal structural connectivity and examine whether abnormal structural connectivity has
consequences at the functional level of sound localization.
Chapter 5 introduces a novel method for clustering streamlines from diﬀusion tractog-
raphy. The method can be used to identify white matter structures in tractography
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datasets across subjects. These structures can then be used as the basis for further analy-
sis. Such an approach is an ideal match for the hypothesis of a pervasive long-range
connectivity deficit in ASD, as the use of a small number of accurately defined and
anatomically meaningful structures of interest improves both the interpretability and
statistical power of the analysis. In Chapter 6, the clustering method is used to perform
such a study on white matter structure in ASD. Evidence for abnormal connectivity
from diﬀusion MRI is not completely convergent, as abnormalities in microstructural
parameters have been reported in both directions. A simple approach that calculates
these parameters over the large tracts of the brain is likely to be one of themost powerful
approaches to resolving this controversy.
Chapter 7 describes a method to dynamically correct inhomogeneity-induced distor-
tion in (multiecho) echo-planar imaging (EPI). Distortion is a problem that aﬀects
many neuroimaging analysis and given the increasing support in higher resolutions
and surface-based methods, it remains relevant. Dynamic distortion correction has
the advantage over traditional fieldmap-based correction that it is insensitive to vol-
ume-to-volume motion. This is of use in situations where participants are expected to
move a lot during the experiment.
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2 What is autism?
What is autism?
The disorders in the autism spectrum have attracted a great deal of interest over the
past decades. They are developmental disorders that are commonly associated with
severe psychiatric symptoms in early childhood. The characteristic features mainly
lie in the domains of impaired social interaction, impaired verbal and nonverbal
communication and repetitive behaviour. While an early onset may be typical of the
more severe cases of classical autism, the family of autism spectrum disorders (ASD)
includes other diagnoses, such as Asperger's disorder and pervasive developmental
disorder not otherwise specified (PDD-NOS), that may be milder and that can have
a later onset. The population of people with ASDs is therefore extremely heteroge-
neous, ranging from classical autism, possibly with comorbid mental retardation, on
the one hand to Asperger's disorder in individuals with normal or even exceptional
intelligence on the other. A recent survey of prevalence studies estimates the com-
bined prevalence of all ASDs at 63.7 in 10,000, based on figures published since 2000
(Fombonne, 2009). Although prevalence seems higher in the more recent studies
than in earlier ones, the authors write that this is most likely to represent “changes
in the concepts, definitions, service availability, and awareness of autistic-spectrum
disorders in both the lay and professional public”.
2.1 Diagnostic criteria
Autism spectrumdisorders are diagnosed according to criteria in theDiagnostic and Sta-
tistical Manual of Mental disorders (DSM, American Psychiatric Association (2000)).
The current edition, DSM-IV-TR, lists five disorders as pervasive developmental dis-
orders: Autistic disorder (or autism), Asperger's disorder, childhood disintegrative
disorder, Rett's disorder and pervasive developmental disorder not otherwise specified.
As the disorders are closely related and there is much overlap between the diagnostic
criteria, the term autism spectrum disorder is commonly used to refer to any of these
disorders.
Autistic disorder is the most typical disorder in the spectrum. According to the diag-
nostic criteria, the person should show impairments in both social interaction and
communication and restricted repetitive and stereotyped behaviour. In addition, symp-
toms and functional impairment in at least one of the domains should be apparent prior
to age 3 years. The impairment in communication may be severe; some individuals may
not develop speech altogether. Autistic disorder is associated with mental retardation
in a significant proportion of cases, but this comorbidity is now not though to occur as
frequently as originally thought (Newschaﬀer et al., 2007). A recent review estimates the
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prevalence of autistic disorder at 20.6 in 10,000 (Fombonne (2009), also for prevalence
estimates below). The mean male-to-female ratio for the included studies was 4.2:1.
Asperger's disorder is closely related to autistic disorder. The principal diﬀerence be-
tween the autistic disorder and Asperger's disorder is that in Asperger's disorder no
early delay of language development is observed. As a consequence, language skills are
mostly well-developed and Asperger's disorder is not associated with mental retarda-
tion (see Groen et al. (2008) for a recent review of language in ASDs). Prevalence is
lower than for autistic disorder by a factor of a third to a fourth.
Pervasive developmental disorder not otherwise specified is used in case to classify cases
where there is clear impairment in the areas specified for autistic disorder, but where not
all of the criteria for either autistic disorder or Asperger's disorder are met. Prevalence
is higher than for autistic disorder by about a factor 1.8, using this factor, an estimate
of 37.1 per 10,000 is obtained.
Childhood disintegrative disorder shares many of the features of autistic disorder, but
is characterised by a late onset. Regression occurs after at least two years of normal
development. The disorder is rare, with an estimated prevalence of 0.2 per 10,000.
Features of Rett's disorder include mental retardation and many characteristics of autis-
tic disorder. In most cases it is caused by mutations to the MECP2 gene (Amir et
al., 1999). As the DSM characterises disorders based on behaviours rather than etiol-
ogy and as ASD may only be an appropriate diagnosis for some cases and for a short
period during early childhood, it will be removed from the next edition of the DSM
(http://www.dsm5.org/).
In the upcoming fifth edition of the DSM, the pervasive developmental disorders will be
merged into an overall category named 'Autism spectrum disorder' and the distinctions
between autistic disorder, Asperger's disorder and PDD-NOS will disappear. This
change is motivated by the idea that all disorders in the category share a common
set of behaviours and features, that the distinction between the various disorders on
the autism spectrum has proved to be rather unreliable and that a single category
which allows for patient-specific adaptation within the category will provide a better
representation of the disorder (Lord et al., 2012).
2.2 Heritability
Autism spectrum disorders (ASDs) are highly heritable and clinically heterogeneous
neurodevelopmental disorders with a complex and equally heterogeneous genetic aeti-
ology (Abrahams and Geschwind, 2008 and Berg and Geschwind, 2012). Genome-wide
association (GWAS) studies have identified a small number of single nucleotide poly-
morphisms (SNPs) that are associated with ASD (Wang et al., 2009b, Weiss et al.,
2009 and Anney et al., 2010). Eﬀect sizes are very small, however, and none of the
genome-wide significant SNPs have odds ratios exceeding 1.5. If ASD were linked to
one or a small number of common variant SNPs, these would need to have large eﬀect
sizes. The lack of these leads to the conclusion that the genetics of ASD must be more
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complex. Exome sequencing and copy number variation (deletions and duplications)
studies have confirmed that rare and de novo variants play a role as well (Berg and
Geschwind, 2012).
Many of the genes that have been linked to ASD have functions in neural function and
development (Berg and Geschwind, 2012). This includes genes coding proteins that
modulate neural activity, genes whose expression is modulated by activity and genes
modulating the synaptic balance between excitation and inhibition. A last group of
genes is linked to neuronal cell adhesion.
2.3 Cognitive theories
A number of models have been proposed to account for the behavioural aspects of ASD.
These models place slightly diﬀerent emphasis on the three core traits of ASD and have
been very successful in painting a more coherent picture of the behaviour, interests and
sensitivities observed in ASD.
Perhaps the most well-known cohesive description is the hypothesis of a deficiency in
or lack of a theory of mind (TOM, Baron-Cohen et al. (1985)). The term was coined by
Premack andWoodruﬀ (1978) to refer to the ability of humans (or, as in the original
paper, other species) to make inferences with respect to the mental states of others and
to reason based on the observed mental state. This explicitly includes factual situational
knowledge as is clearly illustrated by the 'Sally-Ann' test (Wimmer and Perner, 1983
and Baron-Cohen et al., 1985). The TOM hypothesis with respect to ASD states that
people with ASD are not able to make these inferences as eﬀectively as others. It is
clear that an impairment of TOM type of reasoning would profoundly aﬀect social
interaction and communication, which are arguably the most recognisable aspects of
ASD. Although the theory can not readily explain some other features of ASD, such as
repetitive behaviour and secondary aspects like sensory abnormalities, its success in the
areas of social interaction and communication puts the TOM hypothesis at a central
position in ASD research.
Another central concept in the explanation of the deficiencies and atypical abilities in
ASD is that of weak central coherence (WCC) (Frith and Happé, 1994). This concept is
strongly linked to the preoccupation with detail that is often reported in ASD. Central
coherence refers to a processing style characterised by a focus on higher-level global
constructs that can be used to put (secondary) details in context. The authors give the
example of story memorisation: The gist is easily recalled, while details are diﬃcult to
remember and partially filled in. Weak central coherence in ASD implies a shift in this
processing style towards an overemphasis on the lower-level details at the expense of a
feeling for the global picture and the context. The original paper mentions that WCC
should be viewed as a complement to a TOM deficit. A follow-up review of evidence for
the WCC hypothesis shows eﬀects in diﬀerent domains of perceptual processing and
summarises some evidence that suggests a decoupling of the two eﬀects. Subjects with
unaﬀected TOMmay still show weaker central coherence (Happé and Frith, 2006).
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A third explanation is oﬀered by the theory of executive function deficit (Ozonoﬀ et al.,
1991). Executive function is the human ability to plan tasks and activities and modulate
attention in order to be able to attain future goals. Repetitive and stereotyped behaviour
and a resistance to change are some of the features of ASD that could be associated
with a deficit in executive function.
More recent hypotheses with respect to the cognitive underpinnings of ASD include
the 'empathising-systemising' (E-S) theory (Baron-Cohen, 2009), which describes in-
dividuals with ASD as showing reduced cognitive and aﬀective empathy (E) and a
normal or enhanced drive to systemising (S). Empathising is the capacity to predict
and respond to the behaviour of people by inferring their mental states and responding
with an appropriate emotion. Systemising is the capacity to predict and respond to the
behavior of deterministic systems by analysing input-operation-output relationships
and inferring the rules that governs such systems. The enhanced perceptual functioning
(EPF, Mottron et al. (2006)) hypothesis focuses on the more accurate perception of
certain low-level stimuli and suggest a processing style that is more locally oriented.
Finally, the 'enactive mind' approach (Klin et al., 2003), which is related to TOM, em-
phasises that people with ASD can reason about social situations but show impairment
when needing to act in such situations in everyday life.
2.4 Neuropathology
Thecognitivemodels thatwere introduced above have been very successful in explaining
the behavioural aspects of ASD, but they do not directly address the question of what
neural abnormalities are associated with ASD.
Regional abnormalities
A number of brain regions have been suggested as potential candidates for neuropathol-
ogy in ASD (Amaral et al., 2008). Based on the diﬀerences in social and cognitive
behaviour that were outlined above and literature on these processes in the normal
population and in animals, a number of regions can be selected. Amaral et al. (2008)
make the following suggestions:
• Social behaviour: Frontal lobe, superior temporal cortex, parietal lobe and amygdala
(based on Adolphs (2001)).
• Communication deficits: Broca's andWernicke's areas, supplementary motor cortex
and superior temporal sulcus, basal ganglia, thalamus (based on Redcay (2008)).
• Repetitive and stereotyped behaviours: Orbitofrontal cortex, caudate nucleus, basal
ganglia, thalamus (based on Atmaca et al. (2007) and Whiteside et al. (2004)).
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Two recent meta-analyses have investigated which areas are consistently linked to ASD
in functional imaging studies. Di Martino et al. (2009) grouped studies according to
their use of social or non-social paradigms. Statistical analysis was performed using
activation likelihood estimation (ALE), which tests for activation across studies by
assuming a Gaussian distribution on the reported coordinates (Laird et al., 2005). Social
studies were associated with lower activation in ASD than in controls in anterior and
posterior cingulate cortex and in the right anterior insula. Across non-social studies,
activation was significantly lower in the presupplementary motor area and middle
frontal gyrus and higher in the supplementary motor area and perigenual anterior
cingulate cortex.
A second ALE-based meta-analysis employed a more fine-grained classification of stud-
ies (Philip et al., 2012). Studies were grouped into six categories: Motor tasks, visual
processing tasks, executive function tasks, auditory and language tasks, basic social
tasks and complex social tasks. Areas where lower activation was observed in ASD than
in control participants included the frontal lobe (motor, executive function), superior
temporal gyrus (motor, auditory and language, complex social), inferior parietal lobe
(motor, executive function, complex social), cingulate gyrus (visual, auditory and lan-
guage), precentral gyrus (motor, visual), and the lentiform nucleus (motor, executive
function). Higher activation was observed in areas including the frontal lobe (all except
basic social) and the precentral gyrus (motor, auditory and language).
Chen et al. (2011) provide an overview of regional structural abnormalities in ASD.
These include reduced corpus callosum volume, increased amygdala volume in child-
hood, increased GM volume and decreased density in the frontal and temporal lobes
and increased cortical thickness in the parietal lobe.
The areas identified in these meta-analyses and reviews correspond remarkably well
to those suggested by Amaral et al. (2008). It is worth noting that most of the tasks
that were included in the meta-analyses correspond to the three core domains where
deficiencies are implied in autism. Because of this, it cannot be assumed that they
provide full coverage of all areas where abnormalities may occur.
Neural connectivity as the core problem
It may be the case that structural and functional abnormalities in ASD are not restricted
to specific brain areas but distributed in a more global way. Perhaps one of the most
encompassing and cohesive hypotheses for the neural underpinnings of ASD is that of
abnormal neural connectivity (Brock et al., 2002, Rubenstein and Merzenich, 2003 and
Just et al., 2004). In this context, connectivity refers to the interaction of diﬀerent local
brain areas that are assumed to be functionally specialised. Cognitive processes need
to integrate information from these areas. Two concepts supporting these integrative
processes are commonly distinguished: Structural connectivity, which refers to the
presence and integrity of the physical neural substrate and functional connectivity,
which refers to temporal correlations in the measured signals in diﬀerent regions.
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Figure 2.1 Overview of types of evidence for the theory of local overconnectivity and
long-range underconnectivity. See the main text for references.
A recent hypothesis suggests a combination of enhanced local connectivity and re-
duced long-range (global) connectivity (Belmonte et al., 2004b and Wass, 2011). The
correspondence of this premise with the WCC (and EPF) hypothesis is clear. Many
of the perceptual processes that are considered local in the WCC theory, and that are
emphasised in ASD, correspond to processes that are believed to be largely confined
to localised cortical areas. Likewise, the higher-level integrative processes that may be
de-emphasised in ASD are assumed to involve the coordinated processing of informa-
tion across networks of cortical areas. Wass (2011) link long-range underconnectivity
to WCC, but it is worth noting that pervasive abnormalities in connectivity are likely
to have a broader eﬀect than the relatively narrowly specified WCC. It would seem that
the global underconnectivity aspect of the theory especially could be a factor in the
other theories described above, as all of these are likely to be mainly associated with
'global' processes.
The distinction between local and long-range connectivity as described in Wass (2011)
is summarised in Fig. 2.1, with an additional explicit distinction between functional
connectivity and structural connectivity. The literature on which the diagram is based
is discussed below.
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Local structural overconnectivity
The amount of evidence from structural imaging studies for local overconnectivity
is limited. Herbert et al. (2004) parcellated white matter into an inner and an outer
(radiate) zone and enlargement was shown to be specific to the outer zone. As radiate
whitematter ismostlymade up of cortico-cortical fibres, this was interpreted as evidence
for local overconnectivity. One problem with this argument is that increased volume
does not automatically imply that there are more dendritic or synaptic connections
(Williams, 2007).
Post-mortem histological studies have providedmore evidence in this area. Hutsler and
Zhang (2010) found increased dendritic spine densities in parietal, frontal and temporal
cortical areas. Diﬀerences in minicolumnar organisation were observed by Casanova
et al. (2006a,2006b). The authors argue that the observed changes may indicate a lower
proportion of intrahemispherical to shorter-range cortico-cortical connections.
Long range structural underconnectivity
There have been many studies that investigated white matter structure in ASD using
diﬀusion MRI (Keller et al., 2007, Lee et al., 2007, Catani et al., 2008, Sundaram et al.,
2008, Cheng et al., 2010, Cheon et al., 2011, Jou et al., 2011, Shukla et al., 2011a, Groen et al.,
2011, Nagae et al., 2012, Ben Bashat et al., 2007, Bode et al., 2011, Weinstein et al., 2011, Ke
et al., 2009, Ameis et al., 2011, Thomas et al., 2010, Langen et al., 2012 and Fletcher et al.,
2010). Many of these studies report changes in fractional anisotropy (FA), a parameter
that is associated with white matter organisation. A decreased in FA is interpreted as a
disruption to the organisation, which is consistentwith reduced long-range connectivity,
although the FAmeasure is ambiguous with respect to the exact mechanism causing the
change. Some of the studies, however, report an increase rather than a decrease in FA.
Additionally, there may be some ambiguity in the classification of longer corticocortical
connections as local or long range (see discussion above). The findings in previous
diﬀusion MRI studies in ASD will be further discussed in Chapter 6.
Local functional overconnectivity
The amount of functional imaging evidence for local overconnectivity is scarce for
reasons similar to those limiting the amount of structural evidence. In functional
studies, it is diﬃcult to be certain whether lower or higher activation compared to
a control group is a consequence of connectivity or of other modulating processes.
Schmitz et al. (2006) found increased activation in three executive function tasks and
addressed this problem, in a preliminary analysis, by comparing the task activation
maps with maps of diﬀerences in grey matter volume. The overlap found between
these two modalities suggests that local overconnectivity may well be the cause for the
increase in activation.
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Increased baseline gamma power was observed by Elsabbagh et al. (2009) and by
Orekhova et al. (2007). The authors of both studies link this to abnormalities in func-
tional connectivity, but the exact nature of the abnormalities remain unclear. Murias
et al. (2007) report increased short-range (<10 cm) theta coherence.
Long range functional underconnectivity
A number of recent resting state fMRI studies report reduced functional connectivity in
ASD. Von dem Hagen et al. (2012) and Assaf et al. (2010) report reduced connectivity
in the default mode network. Anderson et al. (2011a) report reduced resting state
connectivity for all scales down to 1-2 cm and specifically state that this would constrain
local overconnectivity to smaller scales and reduced interhemispheric connectivity in
Anderson et al. (2011b). Di Martino et al. (2011), however, found increased striatal
resting state connectivity.
Additionally, connectivity analysis is included in many task-related studies and the
majority of these studies have reported underconnectivity as well. For a review, see
Wass (2011). Note that Elsabbagh et al. (2009), who found increased baseline gamma,
also found weaker evoked gamma activity. Murias et al. (2007) showed increased alpha
coherence for long range connections.
2.5 Sensory abnormalities in ASD
Individuals with ASD are often hyper- or hyposensitive to sensory input (Crane et al.,
2009, Leekam et al., 2007 and Tomchek and Dunn, 2007). The DSM-IV-TR (American
Psychiatric Association, 2000) describes this symptom, but it is not part of the diagnostic
algorithm. The diagnostic algorithm in the DSM-5 will include it, however. Sensory
hyper- and hyposensitivity is reported across diﬀerent sensory domains and may be
closely linked to the diﬀerent processing styles that were introduced above, i.e. to the
ability to integrate sensory details into a coherent picture. An example of this is a recent
study that investigated spectral and temporal complexity of auditory stimuli (Samson et
al., 2011). The study reports that the increase in activation with more complex stimuli in
the primary auditory cortex is larger in subjects with ASD than in controls, whereas the
increase in ASD is smaller in non-primary areas. Many studies investigating auditory
and general sensory processing have been conducted and the field has seen an increase
in interest over the last years (O'Connor, 2012, Haesen et al., 2011 and Marco et al., 2011).
Auditory processing
A number of studies have investigated the discrimination of intensity levels in sound,
the aspect of auditory processing that is perhaps most closely linked to auditory hyper-
sensitivity. These have found no diﬀerences in the ability to discriminate between ASD
and control participants (Bonnel et al., 2010 and Jones et al., 2009).
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Pitch processing is another aspect of auditory processing in ASD that has attracted
significant attention. Children with ASD perform better than control participants
on the identification of pitch diﬀerences and the recollection of pitch (Heaton et al.,
1998, Heaton, 2005 and Bonnel et al., 2003). Heaton et al. (1998) reported that the
enhancement occurred for pure tone stimuli, but not for pitch processing of speech
stimuli. A later study, however, found similar results for pitch recognition of speech
and non-speech stimuli (Heaton et al., 2008).
Spatial sound processing in ASD was investigated by (Teder-Sälejärvi et al.). Spatial dis-
crimination of auditory stimuli was investigated in the horizontal plane. No diﬀerence
in discrimination performance was observed between ASD and control groups without
attention cues. However, when told where to attend, control participants performed
better than those with ASD.
Finally, the extraction of auditory information in a noisy background is a problem that
has been studied extensively in ASD. Alcántara et al. (2004) report that individuals
with ASD need a higher relative intensity to understand speech in noise than controls
if there are temporal dips. This suggests that the ability to make use of pieces of clear
speech to extract ongoing speech may be impaired in ASD.
2.6 Brain development
Autism is frequently associated with an abnormal trajectory of brain development.
Both head circumference and imaging studies have found total brain volume to be
significantly larger in ASD compared to the control population in the first years of life
(Amaral et al., 2008, Courchesne et al., 2001,2011, Redcay and Courchesne, 2005, Piven
et al., 1996, Herbert et al., 2003, Lotspeich et al., 2004 and Palmen et al., 2005). It is as
of yet unclear whether these diﬀerences persist through early childhood and perhaps
into adulthood, as evidence is rather scarce and somewhat conflicting. Imaging studies
have also reported gray matter and white matter volumes separately and there is some
evidence that the early enlargement is mostly accounted for by white matter, whereas
the increase in grey matter volume may persist into adulthood (Amaral et al., 2008).
Gray and white matter volume diﬀerences between ASD and control populations have
been found in many parts of the brain, although the frontal lobe is reported most
consistently (Courchesne et al., 2001, Herbert et al., 2003, Lotspeich et al., 2004 and
Palmen et al., 2005).
An interesting question is what an accelerated developmental trajectory could imply
with regard to neural connectivity (Wass, 2011). Early development is a critical phase
in the development of neural connectivity and it is easily conceivable that a diﬀerent
trajectory of brain development could interfere with the formation of connections.
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2.7 Research question
The central hypothesis underlying the studies in this thesis is that ASD is due to ab-
normal neural connectivity. As outlined above, this hypothesis has seen much interest
in the last few years. The diversity of the evidence, which comes from very diﬀerent
fields, from histology on one extreme to functional imaging on the other, confirms how
promising the hypothesis is. One could even argue that the hypothesis of a combination
of local overconnectivity and long-range underconnectivity (Belmonte et al., 2004a) is
not very specific, though, in the sense that it is not immediately clear how these concepts
should map to neuroanatomy. Where possible, we will therefore try to be as specific
as possible about how the results presented here could be used to further specify the
connectivity hypothesis.
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3 MRI background
A very short introduction to MRI
Magnetic resonance imaging (MRI) plays a central role in neuroimaging and cogni-
tive neuroscience. The discovery of the blood oxygenation-level dependent (BOLD)
response (Ogawa et al., 1990), which can be used as a marker of neuronal activation,
spurred an enormous interest in applications to the study of cognition. It greatly
complemented the methods that were available at the time, as both EEG and MEG
oﬀer very limited spatial specificity. PET oﬀers better spatial resolution, but it is ex-
pensive and of limited applicability in cognitive research due to the radiation doses
that participants receive.
A brief introduction of theMRImethods that are used in the rest of this thesis is given
in this chapter. Parts are based on the books by Callaghan (1993) and Bernstein et al.
(2004).
3.1 Spin
To understand where the magnetic resonance signal in MRI comes from, it is necessary
to have a look at the nuclei where it originates. Hydrogen is the most abundant atom
in the human body, in particular through the amount of water molecules, and virtually
all imaging studies target this nucleus. It is also the simplest atom, consisting of only a
proton with a bound electron. The proton gives rise to the nuclear magnetic resonance
phenomenon and it is conventional to just speak about protons. The discussion below
will be limited to protons for simplicity, although it applies to any spin- 12 particle with
very minor changes.
Fundamental to magnetic resonance is a quantum mechanical property of many parti-
cles called spin. In some sense, it behaves similarly to a classical spinning particle, as
it exhibits a magnetic dipole moment (although not with the classical gyromagnetic
ratio). A classical spinning particle, however, exhibits only angular momentum where
the particle rotates about an axis of symmetry, whereas the spin and (orbital) angular
momentum are distinct quantum phenomena.
The Hamiltonian for a proton with spin 12 in a constant magnetic fieldB = (0, 0, Bz)
is
H = −γS ·B = −γSzBz, (3.1)
where γ = 2.675 × 108rads−1T−1 is the gyromagnetic ratio of the proton, with
S = (Sx, Sy, Sz) and with the spin matrices
Sx =
~
2
(
0 1
1 0
)
, Sy =
~
2
(
0 −i
i 0
)
, Sz =
~
2
(
1 0
0 −1
)
. (3.2)
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Using the time-independent Schrödinger equation, Eϕ = Hϕ, it is easy to see that the
eigenstates are:
ϕ↑ =
(
1
0
)
, E↑ = −γ ~2Bz (3.3)
ϕ↓ =
(
0
1
)
, E↓ = γ
~
2
Bz
A general spin state is a linear combination of these:
ϕ = aϕ↑ + bϕ↓, (3.4)
with a2 + b2 = 1. By considering the time-dependent Schrödinger equation, i~ ∂∂tϕ =
Hϕ, it can be seen that
ϕ(t) = aeiω0t/2ϕ↑ + be−iωot/2ϕ↓, (3.5)
with ω0 = γB0, yielding (using Eq. 3.2) the expectation values
〈Sx〉 = ϕ†Sxϕ = ab~ cos(ω0t)
〈Sy〉 = ϕ†Syϕ = ab~ sin(ω0t) (3.6)
〈Sz〉 = ϕ†Szϕ = ab~2 (a
2 − b2).
For a mixed state, the transverse expectation values show Larmor precession with fre-
quencyω0. If instead of a constantmagnetic field, a fieldB = (B1 cos(ω0t), B1 sin(ω0t), B0)
is considered, the following expectation values are obtained (see, for example, (Haken
and Wolf, 2004)):
〈Sx〉 = −~2 sin(2Ωt) sin(ω0t)
〈Sy〉 = ~2 sin(2Ωt) cos(ω0t) (3.7)
〈Sz〉 = −~2 cos(2Ωt),
where Ω = µNB1/~ (µN is the nuclear magneton). This means that, by applying an
oscillating magnetic field, the expectation value 〈S〉 can be rotated (excited) away from
the z-axis.
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Figure 3.1 Evolution of magnetisation during RF excitation at resonance. a. Labora-
tory frame of reference. b. Rotating frame of reference
3.2 Macroscopic magnetisation and the Bloch equation
In practice, we are not so much concerned with the behaviour of a single proton in a
magnetic field, but more with the behaviour of the bulk of protons in the tissue that
is imaged. In a magnetic field, bulk magnetisation (M) arises from the distribution
of protons over the two spin states. It can be found from the Boltzmann distribution,
which tells us what number of protons will be observed in either the up (N↑) or the
down (N↓) state:
N↑
N↓
= e(E↑−E↓)/kT , (3.8)
where T is the temperature and k is Boltzmann's constant. This ratio is very close to
one, but the diﬀerence is large enough to yield a measurable bulk magnetisation.
For uncoupled protons, the evolution of magnetisation behaves like a classical magnetic
dipole. The magnetic field exerts a torque τ on a dipole with moment µ:
τ = µ×B (3.9)
Torque is just the time derivative of angular momentum, which is proportional to µ:
τ =
dL
dt
=
1
γ
dµ
dt
(3.10)
In the classical picture, bulk magnetisation is just the sum of many small identical
dipole moments and we arrive at the first term of the Bloch equation:
dM(t)
dt
= γM(t)×B(t) (3.11)
This term describes precession about the magnetic field vector classically.
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Figure 3.2 Relaxation in the rotating frame of reference
Using this equation, we can see how an excitation pulse acts on the magnetisation,
assuming that the static magnetic field is applied along the+z-direction. This is more
convenient in the rotating reference frame, which will be introduced first. Remember
that the excitationB1 field should rotatewith the Larmor frequencyω0 1. In a coordinate
system that rotates with the same frequency, then,B1 is a vector with constant direction
(see Fig. 3.1) and the result of excitation is simply a rotation of the magnetisationM
aroundB1. The flip angle is given by the area of the pulse envelope B1(t):
θ(t) = γ
∫
t′
0
B1(t′)dt′ (3.12)
The change of coordinates is:
x′ = x cos(ω0t)− y sin(ω0t)
y′ = x sin(ω0t) + y cos(ω0t) (3.13)
z′ = z
From here on the rotating frame of reference will be used in illustrations. The Bloch
equation and expressions forB1(t) transform in a straightforwardway, but they will not
be used explicitly in the following. The important thing to keep in mind is that anything
that looks stationary in the diagrams rotates with frequency ω0 in the laboratory frame
of reference.
After an excitation pulse, the magnetization is no longer in the +z-direction. To de-
scribed the evolution of magnetisation after excitation, we need the full Bloch equation:
1 This is a slight oversimplification, as it assumes that excitation is always on-resonance. Also note that the field
is not actually required to be circularly polarised, as a linearly polarised field can be decomposed into left-
and right-circularly polarised components. A quadrature coil will, however, produce a circularly polarised
field.
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dM(t)
dt
= γM(t)×B(t)−
 Mx(t)/T2My(t)/T2
(Mz(t)−M0) /T1
 (3.14)
This introduces two exponential decay processes (from initial magnetisationM(0)):
M⊥(t) =M⊥(0)e−t/T2 (3.15)
Mz(t) =M0 − (M0 +Mz(0)) e−t/T1
whereM⊥ is the transverse magnetisation. The longitudinal (T1) relaxation process
is usually referred to as spin-lattice relaxation and represents the system returning to
the equilibrium of Eq. 3.8. The transverse (T2) relaxation is referred to as spin-spin
relaxation and results from the loss of coherence in the transverse spin components
(consider an example of protons that are all described by Eq. 3.7). Multiple mechanisms
contribute to both T1 and T2 relaxation and their precise description is beyond the
scope of this introduction. It is, however, useful to note that T2 ≤ T1 (see Fig. 3.2).
3.3 Echo formation
In addition to T1 and T2 relaxation, there is a third mechanism that causes loss of
coherence. Inhomogeneity of the magnetic field causes ω0 to vary slightly throughout
the imaging volume. Unlike the first two mechanisms, this is not a stochastic process,
but an eﬀect that is described completely by the first term in the Bloch equation. The
combined eﬀect of T2- and inhomogeneity-induced (relaxation is referred to as T ∗2 :
1
T ∗2
=
1
T2
+
γΔB0
2pi
(3.16)
The crucial diﬀerence in practice between the two relaxation factors (e−t/T2 and e−γΔB0/2pi ,
although the latter exponential is a simplification) is that the latter is reversible (assum-
ing that ΔB0 is constant). This can be seen by considering the diagrams in Fig. 3.3.
After excitation, the signal decays due to T ∗2 relaxation. The reversible part of this is
represented by the vectors in Fig. 3.3 randomly fanning out. After a time interval τ , a
refocussing pulse (which rotates all magnetisation by 180 degrees around the x-axis)
is applied. The vectors now start do rephase with the same angular velocities as with
which they dephased before the refocussing pulse. After another interval τ , rephasing
will be complete and an echo is measurable. The amplitude will have decayed due to
T2 relaxation, but the reversible part is refocussed. The refocussed vectorM rotates
with the Larmor frequency in the laboratory frame of reference and this induces a
radiofrequency signal in the receive coil. (Note, though, that radiofrequency does not
mean that the process is radiative.) This phenomenon is called a spin echo.
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Figure 3.3 a. Coherent magnetisation right after excitation. b. Loss of coherence at
time τ due to diﬀerent precession frequencies. c. Magnetisation is flipped around the
x-axis by a 180◦ pulse. d. At time 2τ , magnetisation is coherent again.
3.4 Imaging gradients
Spatial encoding in MRI is achieved through the application of gradients at various
moments in the imaging sequence. Gradients are linear position-dependent oﬀsets
to the B0 field, that are generated by three (x, y, z) coils in the scanner bore. An
x-gradient of amplitude Gx would result in Bz = B0 + xGx. Note though, that by
virtue of the Maxwell equations it is not physically possible to generate gradients only
in the Bz-component and there will be concomitant Bx and By terms. These are,
however, usually negligible.
3.4.1 Slice selection
The first method to localise the signal is to employ slice selective excitation. This is
conceptually simple: By applying a gradient during excitation, for example Gz , the
Larmor frequency becomes a linear function of z. As we have seen above, in order for
an RF pulse to successfully excite the magnetisation, it should be applied at the Larmor
frequency. Hence, by using a specific frequency, a slice at a specific z-coordinate can
be excited. On resonance, i.e. at the centre of the slice, the flip angle is given by Eq. 3.12.
For small flip angles θ, the oﬀ-resonance flip angles are given by the Fourier transform
of the envelope of the RF pulse. For example, a perfect (infinitely long) sinc pulse would
result in a rectangular slice profile. The approximation starts to break down around θ
= 60°.
After slice selection, the transverse magnetisation will have dephased due to the slice
selection gradient being on during excitation and must be rewound. This is achieved
by adding a gradient lobe with the same area and opposite polarity as the part of the
slice selection lobe that occurred from the centre of the RF pulse (see Fig. 3.5).
3.4.2 Frequency and phase encoding
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Figure 3.4 Illustration of acquisition in k-space. Each readout produces a line of data
in the imaging matrix (k-space). By choosing the appropriate phase encoding steps,
diﬀerent lines are acquired and the matrix is filled. After all lines have been acquired,
an image is obtained by taking a discrete Fourier transform.
In this section, in order to cut down on the trigonometry, the transverse plane will be
treated as complex:
M⊥ =Mx + iMy (3.17)
If slice selective excitation is used, there are two dimensions left in which position
needs to be encoded. This can be achieved by manipulating the phase component ϕ(r)
of the transverse magnetizationM⊥(r). For an encoding gradient Gx(t) along the
x-direction, ϕ(x) = γx
∫
T
0 Gx(t
′)dt′ = 2pikxx and the measured signal is
S(kx) =
∫ L
2
−L2
M⊥(x)e−iϕ(x)dx =
∫ L
2
−L2
M⊥(x)e−2piikxxdx. (3.18)
For kx = . . .,− 2L ,− 1L , 0, 1L , 2L , . . ., this has the familiar form of a Fourier series
(cn = 2L
∫L
2
−L2
f(x)e2pinx/L for n = . . .,−1,0,1, . . .). Thus, by applying the correct
gradients, it is possible to cycle through an orthogonal set of periodic basis functions.
The measured signal is the projection of the magnetisation before encoding onto these
basis functions.
In most cases, two dimensions are encoded using this mechanism. The first is encoded
using the readout gradient. The readout gradient is bipolar: The first lobe moves to
the lowest step of kx and the second lobe continuously encodes all values of kx up to
the maximum. By sampling at the appropriate times, the required values S(kx) are
obtained. This encoding process is commonly referred to as frequency encoding.
The second dimension is encoded in the same fashion, but with one encoding step per
line. The situation is clearest if one line is acquired per excitation: After excitation, a ky
gradient is applied to encode a given step. Then, a full kx line is encoded and acquired.
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Figure 3.5 Spin echo sequence. Note that the two lobes of the readout gradient have
equal polarity, as there is a refocussing pulse between them.
After the next excitation, another full line is acquired with the next ky step. This process
is referred to as phase encoding.
To be able to reconstruct a slice with n× n pixels, the Nyquist sampling criterion must
be satisfied for both dimensions. This means that there are n encoding steps for both
frequency (kx) and phase (ky) encoding. Reconstruction is as simple as taking the 2D
discrete Fourier transform of the measurements S(kx,ky). The combined frequency
and phase encoding process is illustrated in Fig. 3.4. Note that it is assumed that there is
no signal outside the field of view (FOV, the interval [−L/2,L/2]). Any signal outside
the FOV will wrap into the image (modulo L).
3.5 Basic sequences
With the ingredients described above, many diﬀerent sequences can be constructed.
Two basic experiments will be described here. The descriptions should be taken as
conceptual ones; in practical applications the sequences will be slightly more complex.
The spin echo experiment was already introduced in Section 3.3. With full spatial
encoding, the sequence looks as in Fig. 3.5. The time interval between excitation and
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Figure 3.6 Gradient echo sequence.
the refocussing pulse is the same duration as the interval between the refocussing
pulse and echo formation. After excitation, the slice selection gradient is rewound to
compensate the induced dephasing. The prephase gradient for the readout has the same
polarity as the rephasing gradient, as its eﬀect is inverted by the 180◦ pulse that follows
it. The rephasing gradient is timed so that its centre coincides with the formation of
the spin echo.
The gradient echo experiment (Fig. 3.6) is simpler. Instead of using an inversion pulse
to refocus the signal, the readout gradient dephases and then immediately rephases
the signal, to create an echo under the T ∗2 envelope. The other elements are similar
to the spin echo experiment. Note that the readout gradient is bipolar, as there is no
refocussing pulse between the lobes.
Simple contrasts in MRI depend mainly on the sequence type and its timing. The main
two timing parameters are the echo time (TE), which is the time from excitation until
echo formation, and the repetition time (TR), which is the time between successive
excitations of the same slice. A short TR yields a T1-weighted contrast, as the amount
of transverse relaxation after excitation depends on the degree of longitudinal (T1)
relaxation before excitation (assuming a large flip angle θ). If TR is long and relaxation
is almost complete before each excitation, there is little T1-weighting. Weighting by T2
depends on TE and works the other way around: shorter TE means less T2-weighting
(for spin echo; T ∗2 for gradient echo).
There are many other contrast mechanisms that can be incorporated into a sequence.
One of these is diﬀusion weighting, which will de described below.
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Figure 3.7 Echo-planar imaging. The dotted line indicates the point in time where
readout starts at minimum kx and ky (i.e. in the lower left corner of panel b). This
example shows gradient echo EPI. In spin echo EPI, there would be an additional refo-
cussing pulse like in Fig. 3.5 and sequence timing would be so that the spin echo occurs
when the readout train crosses the centre of k-space.
3.6 Echo-planar imaging
Echo-planar imaging (EPI) is a fast acquisition technique, where, instead of reading one
line of k-space after each excitation, an entire plane is read out. Conceptually, this is
rather straightforward: At the start of the EPI block, a gradient is played out to move to
the lowest line of k-space. All lines are then read out with alternating readout polarity
and with short phase encoding 'blips' (stepping through ky) in between (Fig. 3.7a).
Although conceptually simple, reading out an entire kx-ky plane (Fig. 3.7b) and produc-
ing a high-quality image is technically challenging. These problems are mostly beyond
the scope of this text, but there is one aspect that is of interest here: That of suscepti-
bility-induced distortion. Unlike non-EPI sequences, where every line is acquired at
the same point in time relative to excitation, in EPI there is inhomogeneity-induced
phase evolution between steps of ky . This causes the signal to be displaced along the
y-direction in the reconstructed image. From a 'frequency encoding' point of view, this
is easy to understand; in addition to the encoding gradient, there is another oﬀset to
theB0 field that causes the local magnetisation to be encoded with a slightly diﬀerent
frequency than expected. A more formal description will be given in Chapter 7, which
deals with the correction of such distortion artefacts.
3.7 Diﬀusion imaging
A technique that has recently seen much interest in neuroimaging is diﬀusion weighted
MRI. It can be used to produce a contrast that is weighted with the amount of diﬀusion
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of spins along a certain direction. The major application of this has been to investigate
the directionality and structure of white matter, where water preferentially diﬀuses
along axon bundles.
3.7.1 Water diﬀusion
Molecules in a fluid exhibit Brownianmotion. Thismeans that themotion of amolecule
is a sequence of displacements with random direction and size. The steps are statistically
unrelated and, by virtue of the central limit theorem, it can be shown that for times
much larger than the characteristic time of the Brownian displacements, the total
displacements of molecules are distributed as a Gaussian:
p(r0,r1,t) =
1
(2piσ2)3/2
e−
(
r1−r0
)2
2σ2 , (3.19)
This function is called the diﬀusion propagator; it describes the probability that a
particle diﬀuses from position r0 to r1 in the time t. The variance σ2 in this equation
is the sum of the variances of the individual displacements and hence scale with time.
The definition σ2 = 2Dt introduces the diﬀusion coeﬃcient D. The mean squared
displacement for Gaussian diﬀusion in three dimensions is 〈r2〉 = 6Dt.
In biological tissue, the mean square displacement (for reasonable diﬀusion times) is
of the same order as the features of cellular architecture. In particular, in white matter,
axons need to be taken into account. To properly model the motion of water molecules
within white matter, a compartmental model is needed with at least an intracellular and
an extracellular compartment. Furthermore, diﬀusion within the compartments is no
longer Gaussian. The deviation from Gaussian diﬀusion increases with longer diﬀusion
time, as molecules are more likely to interact with boundaries. In heterogeneous media,
like tissue, it is therefore conventional to use an apparent diﬀusion coeﬃcientDapp(t),
which depends on the diﬀusion time. Thedeviation fromGaussian diﬀusion is described
by the tortuosity λ = Dapp(t→∞)D .
3.7.2 Diﬀusion weighting
If diﬀusing particles move through an inhomogeneous field, their precession frequen-
cies will fluctuate accordingly. Immediately after excitation, all spins are in phase, but
after some time they will have dephased to a degree due to randommotion. The attenua-
tionAdiﬀ(t) factor is given by the ensemble average of these phases at time t (assuming
uniform density):
Adiﬀ(t) = 〈eiφ(t)〉 (3.20)
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All diﬀusion weighted sequences employ a large gradient waveform to encode diﬀusion.
The positive and negative lobes cancel out in total, so that particles that have diﬀused
retain a phase, while stationary particles are unaﬀected. For both general diﬀusion
propagators and general gradient waveforms, one would typically need to resort to
series (e.g. cumulant) expansions to find approximations to Eq. 3.20. However, for
the case of Gaussian diﬀusion, it is possible to find a relatively simple form for Adiﬀ(t),
although the derivation is still quite involved and hence not reproduced here.
Adiﬀ(t) = e
−Dγ2 ∫t0 (∫t′0 g(t′′)dt′′)2dt′ = e−bD, (3.21)
which defines b and where g(t′′) is the applied gradient waveform. The pulsed gradient
spin echo (PGSE) experiment is the simplest diﬀusion experiment. It is simply a spin
echo experiment with balanced diﬀusion weighting gradients on either side of the
inversion pulse. For the PGSE experiment, Eq. 3.21 yields the b-value:
b = γ2g2δ2 (Δ− δ/3) , (3.22)
where g is the gradient amplitude, δ is the pulse length andΔ is the time between the
start of the first and the second pulse. Substitution of Eq. 3.22 into Eq. 3.21 yields the
Stejskal-Tanner equation.
3.7.3 The diﬀusion tensor
A straightforward generalisation of isotropic Gaussian diﬀusion is that to anisotropic
Gaussian diﬀusion (Basser et al., 1994), by substituting a symmetric tensorD for D.
The signal attenuation then depends on the direction rˆ in which diﬀusion is measured:
Adiff =
S(b, rˆ)
S(0)
= e−brˆ
TDrˆ, (3.23)
where S(b, rˆ) is the diﬀusion-weighted signal and S(0) the signal without diﬀusion
weighting. Like the diﬀusion coeﬃcient, the diﬀusion tensor should be regarded as an
apparent diﬀusion tensor for in vivo measurements. Anisotropy in the brain is caused
by hindered and restricted diﬀusion in and between compartments; this violates the
assumption that the steps of molecular motion are uncorrelated and diﬀusion is no
longer Gaussian. Nevertheless, the apparent diﬀusion tensor is a very useful quantity.
Two scalar quantities, mean diﬀusivity (MD) and fractional anisotropy (FA), are often
calculated from the eigenvalues λi of the diﬀusion tensor:
MD =
1
3
(λ1 + λ2 + λ3) = λ¯ (3.24)
FA =
√
3
(
λ1 − λ¯
)2 + (λ2 − λ¯)2 + (λ3 − λ¯)2
2
(
λ21 + λ
2
2 + λ
2
3
)
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Other combinations are sometimes used, but these indices are the most common. In
particular, FA, which provides a measure of how narrow an anisotropic distribution
is, is often used as a marker of changes in white matter organisation or integrity. An
FA map is shown in Fig. 3.8. The white matter tracts in the brain are clearly visible, as
this is where diﬀusion is highly anisotropic. Deviations from isotropic diﬀusion are
small in gray matter and FA values are, therefore, low. In cerebrospinal fluid, diﬀusion
is also isotropic, but typical diﬀusion imaging protocols are not appropriate to measure
this due to the much higher diﬀusivity of fluid.
The diﬀusion tensor model is the approach to in vivo diﬀusion imaging that has been
most widely employed. It is an attractive model as it provides simple, if not very specific,
microstructural and directional information without needing many measurements. In
principle, only 6 volumes with diﬀerent vectors rˆ and one unweighted volume need to
be acquired. More volumes are normally acquired in practice, and in most cases spin
echo EPI is used to to be able to do so in a reasonable amount of time.
3.7.4 Beyond the diﬀusion tensor
In the presence of crossings of white matter tracts, diﬀusion deviates strongly from
the Gaussian propagator and the tensor model is too simple. In the narrow-pulse
approximation, the expression for the diﬀusion weighted signal, Eq. 3.20, is greatly
simplified:
S(q)
S(0)
=
∫
p (r,Δ) eiq·rdr, (3.25)
with |q| = γδg/2pi. In other words, if the narrow-pulse assumption holds, the PGSE
experiment measures the Fourier transform of the propagator. This relationship is the
basis for many of the more advanced reconstruction methods, including q-ball imaging
(Tuch, 2004), diﬀusion spectrum imaging (Wedeen et al., 2005) and persistent angular
structure (Jansons and Alexander, 2003) (but not spherical deconvolution, Tournier et
al. (2004)). These methods are commonly used to resolve fibre crossings. It should be
noted, though, that in practical applications the pulses are anything but narrow. The
result of longer pulses is that pores (restricted compartments) appear smaller (Mitra
and Halperin, 1995).
An important concept in the discussion of multiple-fibre models is the orientation
distribution function (ODF), which collapses the propagator along each direction u,
so that it is no longer a function of the radial coordinate:
ψ(u,t) =
∫ ∞
0
P (ru,t)dr (3.26)
Q-ball imaging (see Fig. 3.8), one of the first ODF-based methods, approximates the
ODF by taking the Funk-Radon transform of the diﬀusion signal. What this means is
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Figure 3.8 Example slice of q-ball orientation distribution functions (ODFs). For
visualisation, the ODFs are normalised so that the lowest amplitude in the ODF is zero
and the largest one. A fractional anisotropy (FA) map is used as background image.
that a good estimate of the ODF is obtained by integrating over the great circle perpen-
dicular to each direction. This has the advantage that only one 'shell' of measurements
with the same gradient amplitudes needs to be measured. This measurement scheme is
referred to as high angular resolution diﬀusion imaging (HARDI); it is appropriate for
most models that aim to recover ODFs.
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3.7.5 Tractography
Using the directional information recovered from diﬀusion tensors (eigenvector corre-
sponding to the largest eigenvalue) or ODFs, we can reconstruct whitematter structures.
In the simplest case, it is a matter of following the principal diﬀusion direction in each
voxel until the streamline exits white matter. In Fig. 3.8, the coherent directions within
white matter tracts are clearly visible; the fibre orientations are simply the peaks of
the distributions. The first algorithm that used this approach was fibre assignment by
continuous tracking (FACT, Mori et al. (1999)). This approach is usually referred to as
deterministic tracking, as starting tracking at a given position always yields the same
streamline.
In order to investigate how estimate how errors in the fitted diﬀusion directions along
a streamline build up, probabilistic tractography methods have been proposed. These
methods assign a probability density function (pdf) to each fibre orientation. By track-
ing repeatedly from the same starting point, but taking diﬀerent random samples from
the pdfs, alternative streamlines are obtained. The probability that a voxel belongs to
a tract is then calculated as the fraction of the streamlines that passed through it. The
probabilistic tractography method in FSL (Behrens et al., 2007) is perhaps the most
widely used example. This is a fully Bayesian approach that samples from the posterior
distributions on the fibre orientations. Another method is PICo (Parker et al., 2003),
which estimates the uncertainty in a fibre orientation from the sharpness (trace of the
Hessian) of the ODF peak from which the direction was derived.
The successful reconstruction of fibre crossings is crucial in order to be able to come
as close as possible to a full reconstruction of the major white matter tracts. For this
reason, tractography has been the main motivation for HARDI-style diﬀusion imaging.
Whereas for microstructure imaging, multiple b-values provide valuable information,
angular resolution is the main requirement in tractography. Higher b-values result in
sharper peaks, though, which means that for very high angular resolution one should
probably use a higher b-value than the commonly used values of 1000-1500 s/mm2.
3.8 Functional imaging
Functional MRI is one of the main techniques in neuroimaging. It can image the whole
brain with a temporal resolution that is adequate for many research questions and
oﬀers very good spatial specificity. The mechanism underlying the technique is the
BOLD response. It is a combination of a number of eﬀects: Enhanced neural activity
in tissue results in a decrease in the fraction of oxygenated blood, decreasing T ∗2 . It
also results in increases in blood flow (increasing T ∗2 ) and volume (decreasing T
∗
2 ). The
most important net eﬀect is an increase in T ∗2 that peaks around eight seconds after
stimulation. The broad shape of the response has a temporal smoothing eﬀect that
limits the temporal resolution of functional MRI to the order of seconds. In most cases,
gradient-echo EPI is used to acquire approximately one volume every two seconds.
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4 Deficient spatial sound processing suggests
abnormal brainstem connectivity in autism
spectrum disorders
Visser E, Zwiers MP, Kan CC, Hoekstra L, Van Opstal AJ, Buitelaar JK, Deficient spa-
tial sound processing suggests abnormal brainstem connectivity in autism spectrum
disorders (submitted).
Abstract
Background: Autism spectrum disorders (ASD) are associated with auditory hyper-
or hyposensitivity, central auditory deficits such as speech-processing and selective
auditory attention, andwith neural connectivity deficits. We investigatewhether the
low-level integrative processes underlying sound localization and spatial discrimina-
tion are aﬀected in ASD.Methods: We performed three experiments, which allowed
us to probe diﬀerent connecting neural pathways: (1) Horizontal and vertical local-
ization of broadband bursts of varying intensity in a white-noise background, (2)
vertical localization of repetitive broadband sweeps with diﬀerent repetition period
and (3) discrimination of horizontally separated sound stimuli with a short onset
diﬀerence (precedence eﬀect). Ten adult participants with ASD and ten healthy con-
trol participants participated in experiments (1) and (3); sample sizes for experiment
(2) were 18 (ASD) and 19 (control). Results: Vertical localization was significantly
impaired in ASD. The temporal window for the precedence eﬀect was shorter in
participants with ASD than in control participants. Conclusions: The deficiency in
vertical localization performance shows that abnormal neural processing is observ-
able in ASD even at the low level of primary auditory processing and is in remarkable
agreement with recently reported changes in the neuroanatomy of the auditory
brainstem in ASD. Both the vertical localization results in experiment (1) and (2) and
the shorter threshold in experiment (3) can be interpreted as evidence for reduced
long-range connectivity in ASD.
4.1 Introduction
Subjects with autism spectrum disorders (ASDs) display impaired social interaction
and communication skills and a pattern of rigid and repetitive behaviour, according
to the DSM-IV criteria (American Psychiatric Association, 2000). In addition, ASD is
associated with both hyposensitivity and hypersensitivity to sensory stimuli (Crane et
al., 2009, Leekam et al., 2007 and Tomchek and Dunn, 2007). These are not considered
primary features of the disorder in the DSM-IV, but they will be included as criteria
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in the DSM-5 (http://www.dsm5.org/). Given the impaired verbal communication
skills of subjectswithASD, the questionwhether and how auditory processing is aﬀected,
and how this relates to the underlying neural substrate, is highly relevant. This is also
evidenced by a rapidly increasing interest in auditory and speech perception in ASD
(Haesen et al., 2011, Marco et al., 2011 and O'Connor, 2012). Findings indicate that
children with ASD have enhanced pitch perception, diﬃculty understanding speech
in noisy environments, and a reduced likelihood of orienting towards auditory social
stimuli (Alcántara et al., 2004, Dawson et al., 2004, Groen et al., 2009, Heaton, 2003,2005
and Osterling and Dawson, 1994).
Auditory brainstem responses have longer and less consistent latencies in ASD (Roth et
al., 2012). The primary auditory cortex of subjects with ASD and auditory hypersensitiv-
ity shows a stronger response to pure tone pip stimuli (Matsuzaki et al., 2012). Studies
investigating speech-in-noise perception have shown that subjects with ASD have more
diﬃculty than controls understanding speech in noise with (spectro)temporal dips (Al-
cántara et al., 2004). This eﬀect, a weaker comodulation masking release (Hall et al.,
1984) in ASD, was also found in a later study, suggesting that controls were better able
to integrate information over temporally separated intervals than participants with
ASD (Groen et al., 2009). Spatial attention was shown to be aﬀected and accompanied
by abnormal event-related brain potentials in ASD in a spatial hearing experiment
(Teder-Sälejärvi et al., 2005).
These and other abnormalities reported across a broad range of processes in the auditory
domain (Haesen et al., 2011 and O'Connor, 2012) suggest that the pathophysiology of
ASD may not be exclusively confined to higher-level (top-down) cognitive processing,
but may already be present at the level of primary sensory (bottom-up) processing.
The concept of more pervasive neural deficits is closely related to the hypothesis of
abnormal connectivity throughout the brain in ASD (Belmonte et al., 2004b, Brock et
al., 2002, Just et al., 2004 and Rubenstein and Merzenich, 2003). Two specific theories
of deficient connectivity in ASD focus on deficits in temporal binding (Brock et al.,
2002) and the ratio between excitatory-inhibitory (EI) and inhibitory-excitatory (IE)
cells (Rubenstein and Merzenich, 2003). Recent investigations seem to point towards
a combination of short-range overconnectivity and long-range underconnectivity in
autism (Wass, 2011).
The auditory pathway is relatively well understood for the human brain (Recanzone
and Sutter, 2008), and as such oﬀers a good opportunity to obtain better understanding
of ASD at the neural level. This is particularly promising for the neural mechanisms
underlying sound localisation, as the roles and neural connectivities of the diﬀerent au-
ditory brainstem nuclei in localization are, to a large degree, described and understood
(Blauert, 1997 and Oertel et al., 2002). Furthermore, recent post mortem investigation
of the brainstem olivary complex in ASD has revealed a greatly reduced size of the
medial superior olive (MSO), with lower numbers of stellate and fusiform neurons,
and, to a lesser degree, reduced size of the other nuclei of the superior olivary complex
(SOC) (Kulesza et al., 2011 and Kulesza, 2008). We reasoned that global connectivity
deficits and abnormal brainstem development could profoundly and predictably aﬀect
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sound localisation. To investigate connectivity in the auditory pathway we performed
three experiments that are outlined below.
Horizontal andvertical localisationof noise stimuliwithinbackground
noise
Horizontal localisation relies predominantly on the detection of interaural time diﬀer-
ences (ITDs), originating from the diﬀerent distances of the ears to the sound source,
and interaural level diﬀerences (ILDs), caused by frequency-dependent masking by the
head (Blauert, 1997). For low frequencies, ITD detection is the primary mechanism. It
relies on coincidence detection of spikes travelling along the ipsilateral and contralateral
auditory nerve fibres. Hence, ITD detection critically depends upon the accurate timing
of inputs at the two ears (Wightman and Kistler, 1992, Yin, 2002a and Young and Davis,
2002). For higher frequencies, starting from about 2 kHz, ILD detection by EI and IE
cells becomes the primary mechanism (Tollin and Yin, 2002). These cells are sensitive
to the interaural level diﬀerence at their best frequency. As ITD and ILD detection inte-
grate binaural information, they rely on intact long-range neural connectivity between
the brainstem nuclei of the left and right pathways.
Sound-source location in the vertical plane is determined from the spectral-shape
properties of the acoustic input that arise from the complex geometry and associated
direction-dependent filtering of the pinna (Blauert, 1997). Vertical localisation at lat-
eral locations (Hofman and Van Opstal, 2003) does not rely on integrating binaural
information, but is primarily a 'within-stream' monaural process that is thought to
rely on short-range connectivity within auditory nuclei (i.e. within tonotopic maps)
(Yin, 2002a and Young and Davis, 2002). It has been shown that deficiencies in this
processing stream can be sensitively demonstrated by adding competing background
noise to increase the diﬃculty of the localisation task (Zwiers et al., 2001a).
We designed a horizontal and vertical sound localisation experiment to investigate
whether: a) impaired signal/noise-separation degrades the selective localisation of
sound in a noisy background in ASD; b) a deficiency in long-range connectivity impairs
horizontal localisation; c) either deficient ipsilateral short-range connectivity or a re-
duced number of fusiform neurons (Kulesza et al., 2011 and Kulesza, 2008) diﬀerentially
impairs elevation processing.
Vertical localisation of sweep stimuli
To investigate impaired temporal integration in subjects with ASD we performed a
localisation experiment with repetitive frequency-modulated (FM) sweeps of diﬀerent
repetition periods. The instantaneous spectral properties of sweeps are narrowband,
but as the moving centre frequency covers all audible frequencies, a fast sweep can be
temporally integrated by the brain to provide suﬃcient spectral information for vertical
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sound localisation (Hofman and Van Opstal, 1998). The sweep experiment allowed us
to systematically vary the temporal integration window across sweeps by varying their
speeds, and thus to compare spectral integration performance of ASD listeners with
healthy control participants.
Precedence eﬀect
When the same sound originates from two locations with a short temporal delay, there
is a temporal window within which the brain will fuse the sounds into a single source,
a phenomenon known as the precedence eﬀect (Blauert, 1971 and Litovsky et al., 1999).
In most cases the fused sound will appear to originate from a point between the actual
sound locations and weighted by the stimulus delay. The time diﬀerence up to which
this eﬀect occurs (about 5-50 ms) is at least an order of magnitude larger than the
maximum interaural time delay caused by the distance between the ears (about 650 µs).
The precedence eﬀect can be interpreted as an aspect of temporal integration sensitivity.
We hypothesized that deficient temporal binding in ASD would result in a shorter time
window for the precedence eﬀect than for healthy controls.
4.2 Methods
Participants
Measurements were performed in anASD group and a control group. We obtainedwrit-
ten informed consent from all participants. The study was approved by the local ethical
committee (CMO regio Arnhem-Nijmegen). We recruited participants with ASD from
referrals to the department of psychiatry at the Radboud University Nijmegen Medical
Centre and from participants in a previous study. Participants with ASD were included
if they had a clinical diagnosis of autistic disorder or Asperger's disorder, according
to DSM-IV (American Psychiatric Association, 2000) criteria, and no comorbid axis I
disorders. Clinical diagnoses were established by experienced clinicians on the basis
of a careful developmental history and psychiatric evaluation. Clinical diagnoses were
confirmed by a structured interview, the AutismDiagnostic Interview-Revised (ADI-R)
(Lord et al., 1994), by interviewing parents or caretakers of participants. Healthy control
(HC) participants were recruited from the Radboud University subject database. The
nonverbal intelligence of participants was tested with Raven's Advanced Progressive
Matrices (APM) test. Participants were included when between 18 and 35 years old
and excluded if they reported hearing impairment, severe neurological impairment or
severe psychiatric comorbidity.
The sweep localisation experiment was performed in the groups described above; partic-
ipants were asked to come back for the noise localisation and precedence experiments.
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Sweep localisation
experiment
Noise localisation and
precedence experiments
ASD HC p ASD HC p
Group size (male/female) 18 (11/7) 20 (11/9) 10 (6/4) 10 (5/5)
Age (years) 27.8 (4.5) 23.3 (4.1) 0.003 26.5 (5.2) 23.3 (4.1) 0.145
Raven APM score 25.9 (4.8) 28.0 (4.6) 0.203 28.5 (2.8) 25.9 (3.7) 0.119
AU/AS 6/12 n/a 5/5 n/a
Social interaction (ADI-R) 15.3 (5.6) n/a 15.3 (6.6) n/a
Communication (ADI-R) 11.6 (3.8) n/a 11.3 (3.4) n/a
Behaviour (ADI-R) 3.4 (1.3) n/a 3.0 (1.4) n/a
Table 4.1 Descriptives for participants. Advanced progressive matrices (APM) and
autism diagnostic interview-revised (ADI-R) were not available for all participants
(APM: four missing values, ADI-R: see main text). AS: Asperger's disorder, ASD:
Autism spectrum disorder, AU: Autistic disorder, HC: Healthy control. Standard
deviations are between parentheses. P-values are obtained from a two-sample t-test.
Cut-oﬀ values for ADI-R diagnostic algorithm: Social interaction - 10, Communica-
tion - 8, Behaviour - 3.
Since not all participants were still available, new healthy control participants were
included in these experiments. The descriptives of the included participants are shown
in Tbl. 4.1. Ten participants with ASD and six controls participated in all experiments.
One participant with ASD was excluded due to neurological abnormalities and one due
to hearing impairment. Two healthy control participants and one participant with ASD
were excluded since they had not performed the task correctly. For eight participants
it was not possible to obtain ADI-R data because no parent or caretaker was available.
Two participants had scores below the cut-oﬀ on the social interaction scale, two scored
below the cut-oﬀ for stereotypical behaviour and six did not meet the onset cut-oﬀ. The
clinical picture however was in all of these cases very typical. All other ADI-R scores
were above cut-oﬀ on all domains.
Experimental setup
Experiments were performed in a dark 3 x 3 x 3 m3 room with reflection-dampening
walls, preventing echoes above 500 Hz. Stimuli were presented from one of 58 identical
speakers (Visaton SC 5.9), mounted on a 2.5 m diameter motorized hoop that could
rotate around the earth-vertical axis at a precision better than 0.1°. Speakers were
mounted on the hoop at 5° increments, from -55° to 85° on the frontal half, and from
-52.5° to 87.5° on the back half, thus allowing for a 2.5° resolution in the elevation
direction. The participant was seated comfortably in a modified chair, with the head in
the centre of the hoop. Two fixed background speakers were positioned at a height of
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1.5 m on both sides of the frontal wall. Stimuli were generated oﬀ-line using Matlab
(The Mathworks) at a sampling rate of 48.828 kHz, had 5 ms sinusoidal onset and
oﬀset envelopes and were presented from a real-time processor (RP2.1, Tucker-Davis
Technologies, System 3). Custom-made amplifiers that allowed for a per-trial attenua-
tion drove the speakers on the hoop; an oﬀ-the-shelf amplifier (Philips FA569) drove
the background speakers. The experiment was controlled by custom-written software
running on a standard PC (Dell).
Two sets of single-turn magnetic-field coils, attached along the edges of the side walls
(horizontal) and floor and ceiling (vertical) generated the oscillating magnetic fields
for the search-coil method at 60 kHz and 80 kHz, respectively. The participant wore a
light-weight spectacle frame, onto which a pickup coil was attached on its nose bridge,
allowing precise measurement of the head orientation at a resolution better than 0.1°.
A laser diode attached to the spectacle frame in the centre of the pick-up coil, projected
onto a small (1 cm2) plate fixed at about 30 cm in front of the head, providing the
participant with a convenient head-fixed visual pointer. To convert measurements on
the horizontal and vertical channels into azimuth and elevation head orientation angles,
we used a visual calibration procedure in which the participant pointed at target LEDs
throughout the relevant region of measurement within the frontal hemifield. Head
orientation was expressed in azimuth and elevation coordinates, defined as the angles
with the medial and horizontal planes, respectively (Knudsen and Konishi, 1978).
Noise localisation experiment
In each trial, we presented a white-noise background (0.2-20 kHz) of 62 dB SPL from
the fixed speakers for 2500 ms. After a random delay between 450 and 700 ms from
background onset, a broad-band target stimulus, consisting of quasi-white noise that
was repeated with a period of 20 ms (sounding like a buzzer) and with a total duration
of 150 ms and 50 ms on/oﬀset envelopes, was played through one of the speakers on the
hoop. Target locations were selected pseudo-randomly from a flat distribution within
-75° and 75° azimuth and -45° and 60° degrees elevation. Intensity was varied between
-20 and 0 dB in steps of 5 dB with respect to the background stimulus. In addition,
we also included control localisation trials without the background noise and at the
maximum target intensity.
Participants were instructed to first point the visual pointer at a fixation LED (middle
of the frontal wall) at the start of the trial, to quickly point in the direction of the target
sound stimulus, and to maintain fixation for about a second. We included 29 trials per
sound level, yielding a total of 174 trials.
Sweep experiment
Stimuli consisted of repeated full-range (0.2-24.4 kHz) frequency sweeps, generated
using the voltage-controlled oscillator function in the signal processing toolbox in
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Matlab. Sweeps were repeated with periods 1, 2, 4, 8, 16 and 32 ms, and had a total
duration of 150 ms. All stimuli were presented at zero azimuth and with elevations
between -45° and 60° degrees, with no background sound. Participants received the
same instructions as for the noise localisation experiment. The number of trials was
132.
Precedence experiment
In the precedence experiment, a 100 ms white noise stimulus was presented at 62 dB
SPL from both background speakers (located at -45° and 45° azimuth and 0° elevation)
with a delay between 0 and 40 ms in either the left or right channel. Participants were
instructed to push a button if they heard two sounds ('two onsets'). The number of
trials was 150.
Data analysis
Prior to further analysis, we extracted head movement parameters for the localisation
and sweep experiments from the measured data. A custom developed toolbox (Bremen
et al., 2010) automatically detected responses using velocity and acceleration criteria.
Some detected intervals needed manual adjustment afterwards. The head orientation
at the end of the participant's response was used for further analysis.
We parameterised subject performance in the localisation experiments with two mea-
sures: the response gain, which is the slope of a linear fit of response angles to stimulus
angles, and Pearson's linear correlation coeﬃcient between stimulus and response data.
We substituted trials without a response by setting the azimuth and elevation coordi-
nates to zero. In the correlation computation, we only included trials where the subject
made a response. If the subject responded fewer than three trials for a given condition,
the correlation was set to zero. This only occurred for the lowest intensity category in
the noise localisation experiment. Group level eﬀects were assessed using repeated mea-
sures ANOVA with a significance threshold of α = 0.05. All statistics were calculated
using the Matlab statistics toolbox.
In the precedence experiment, we applied logistic regression to model the responses
per subject. From the regression coeﬃcients we computed the point where two sounds
were reported in 50% of the cases as the threshold. Group diﬀerences were assessed
using a two-tailed two sample t-test with a significance threshold of α = 0.05.
4.3 Results
Figure 5.6 shows all responses from the noise-localisation experiment of an example
participant of either group, sorted for the diﬀerent signal-to-noise ratios. Note that
azimuth performance in both subjects is very reliable up to the point, starting below
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Figure 4.1 Localisation responses for diﬀerent signal-to-noise ratios (SNRs) and
without noise background (control condition) in an example healthy (C14) and ASD
(A21) participant. Scatter plots show individual trials, lines show linear regression.
-15 dB, where the participant had great diﬃculty in hearing the stimulus. In contrast,
elevation performance decreased more gradually for all SNRs. This pattern is consistent
with earlier findings obtained from healthy subjects (Zwiers et al., 2001a).
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Figure 4.2 Mean performance (regression and correlation coeﬃcients per partici-
pant per stimulus level) in the noise localisation experiment for ASD participants ver-
sus healthy controls (HC). Error bars represent standard error of the mean. Note that
the gain is slightly higher than 1 for SNRs of -10 dB and higher, the asterisk denotes
statistically significant diﬀerence.
The group analyses show that azimuth localisation had very good trial-to-trial repro-
ducibility for SNRs of -10 dB and higher in both ASD and HC groups, with both gain
and correlation decreasing for the low SNRs (Fig. 4.2a). Diﬀerences between the ASD
and HC groups and interactions with SNR were not significant (all p > 0.1). For the
elevation response components, both gain and correlation were significantly lower for
the ASD than in the HC group (Fig. 4.2b, c. Gain: F1,18 = 6.44, p = 0.021; correlation:
F1,18 = 8.28, p = 0.010). The group-by-SNR interaction is significant for gain (F5,90 =
4.00, p = 0.003), but not for correlation (p = 0.891).
Figure 4.3a summarizes the results for the sweep localisation experiments. The data
show the response gains and correlations in the elevation direction as function of sweep
duration from 1 to 32ms. Participants with ASD showed significantly lower correlation
scores than healthy controls (Fig. 4.3b, F1,36 = 5.70, p = 0.022). The diﬀerence in gain
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Figure 4.3 Group results for localisation of sweeps. Error bars represent standard
error of the mean, the asterisk denotes statistically significant diﬀerence.
was not significant (p = 0.130). Group-by-period interactions were not significant for
either gain or correlation (both p > 0.1).
Figure 4.4a shows the measured psychometric curve from an example ASD and control
participant in the precedence experiment, in which the relative fraction of perceived
double stimuli is plotted against speaker delay. For short delays, the participant reported
hearing a single sound in all trials, whereas two sounds were reported for the longest
delays. In the group results (Fig. 4.4b), the average 50% response point was 30.1 (SD:
4.2) ms for healthy control listeners, and 24.2 (SD: 4.2) ms for listeners with ASD; this
diﬀerence was significant (t18 = -2.26, p = 0.036).
To investigate whether performance in the noise localisation and precedence experi-
ments are related, Fig. 4.5 shows both measures per participant. Performance on the
two experiments is significantly correlated across all participants (α = 0.47, p = 0.037).
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Figure 4.5 Scatter plot of vertical localisation performance in the localisation task
versus 50%-point in the precedence experiment. The -20 dB category was excluded in
the computation of the performance average, as the estimate of the correlation coeﬃ-
cient for this category was unreliable due to the number of trials that the participants
could not hear at this intensity level.
4.4 Discussion
Horizontal andvertical localisationof noise stimuliwithinbackground
noise
In the noise localisation experiment, participants with ASD and healthy controls per-
formed equally well in horizontal plane localisation for all employed SNRs. As outlined
in the introduction, this suggests that (long-range) connectivity between the olivary
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nuclei of the left and right auditory pathways is intact. However, it remains possible
that either ILD or ITD processing is aﬀected in ASD, as broadband stimuli can be reli-
ably localised using either neural mechanism. Future experiments could use separate
high-pass and low-pass stimuli to dissociate these two mechanisms. The similarity in
performance between groups confirms that both healthy controls and participants with
ASD had little problems hearing the stimuli for SNRs above -20 dB and were attentively
performing the task.
Interestingly, participants with ASD performed markedly worse at vertical localisation
in this experiment. In contrast to horizontal localisation (Oertel et al., 2002), vertical
localisation is predominantly a monaural process, especially for lateral targets (Hofman
and Van Opstal, 2003). A possible explanation for the impairment in performance
is abnormal connectivity within the cochlear nuclei and the inferior colliculi, which
are believed to be involved in elevation detection (Young et al., 1992 and Zwiers et al.,
2004). Connectivity theories of ASD would suggest local overconnectivity (Belmonte
et al., 2004b) and this seems plausible, as either under- or overconnectivity would likely
have a detrimental eﬀect on localisation performance. Findings of reduced sizes of the
relevant nuclei in ASD and reduced sizes of their neuronal populations, however, could
point to reduced connectivity (Kulesza et al., 2011 and Kulesza, 2008).
The same investigations of the SOC in ASD (Kulesza et al., 2011 and Kulesza, 2008)
provide an alternative explanation for the observed impairment to vertical localisation.
A sharp reduction in the number of fusiform neurons in the MSO was reported and it
has been suggested that similar neurons in the cochlear nucleus play a role in elevation
processing (Young et al., 1992) and orienting towards elevated sources (Sutherland et
al., 1998a,1998b). The eﬀerent fibres from these neurons do not terminate in the MSO,
but project to the inferior colliculus and the medial geniculate body (Cant and Benson,
2003). A reduction in the number of fusiform neurons in the cochlear nucleus could,
therefore, impair long range downstream relaying of elevation information from the
cochlear nucleus.
We obtained a significant group-by-SNR interaction for the vertical response gain
in this experiment. The curves in Fig. 4.2b suggest that the between-group eﬀect of
gain could be multiplicative rather than additive, which could potentially explain the
interaction. Although the results are compatible with impaired vertical localisation at
low SNR in ASD (a shift of the curve to the left), we cannot, therefore, unambiguously
attribute the significant interaction to such an eﬀect.
Vertical localisation of sweep stimuli
Like in the noise localisation experiment, we also observed an overall deficiency in
vertical localisation in the sweep localisation experiment. Thediﬀerence between groups
appeared largest for the fastest sweeps, although the group-by-period interaction was
not significant. It has been shown before that the fast sweeps contain adequate spectral
information and should therefore be the easiest stimuli to localise in the vertical plane
(Hofman and Van Opstal, 1998). The apparent lack of a between-group diﬀerence that
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is specific to the slower sweeps suggests that there is no diﬀerence in the length of the
spectrotemporal integration window, but rather that fundamental elevation processing
is aﬀected in ASD.
There was a modest, but significant, diﬀerence in mean age between the ASD and HC
groups in this experiment. As all participants were adults, we do not expect develop-
mental aspects to play a significant role and we conclude that the modest age diﬀerence
is unlikely to explain the performance diﬀerence between groups.
Precedence eﬀect
Participants with ASD showed a weaker precedence eﬀect than controls. Previously
reported thresholds for the precedence eﬀect vary strongly with stimulus type and
response task. A threshold of 22 ms has been reported for 100 ms noise bursts (Litovsky
et al., 1999 and Schubert and Wernick, 1969), although in that experiment the criterion
was 'equal loudness of lead and lag', instead of the 'double onset' criterion that was used
here. Larger values (30-50 ms) have been reported for speech (Litovsky et al., 1999).
In light of these previous findings, the thresholds reported here seem plausible. The
shorter threshold in participants with ASD could hint at a reduced ability to integrate
information over time and thus appears to be consistent with the temporal binding
hypothesis (Brock et al., 2002). Moreover, the time scale of the precedence eﬀect falls
exactly in the hypothesized time-scale of temporal binding deficit (Brock et al., 2002),
i.e. in the 10-40 ms range of the gamma band frequencies.
General discussion
We oﬀered two explanations for the specific impairment to vertical localisation in the
localization experiments, both of which are in agreement with the theory of short-range
overconnectivity and long-range underconnectivity (Wass, 2011). It is diﬃcult to con-
ceive a behavioural experiment that could unequivocally disentangle the early detection
of spectral cues from their downstream relaying, but the agreement of the results with
structural abnormalities in the MSO is remarkable (Kulesza et al., 2011 and Kulesza,
2008).
It has been speculated (Kulesza et al., 2011) that the reduced number of fusiform and
stellate cells may be caused by neuroblasts failing tomigrate to the SOC or that theymay
not survive after failing to form connections to the cochlear nuclei (CN). A potentially
interesting aspect of these data, although the authors did not mention this, is that
in subjects with ASD, the number of MSO neurons seems to increase with age until
adulthood, whereas in controls, the number seems constant over the age range covered.
A delayed development trajectory of the brain is one of the main features of theories of
ASD; a potential developmental aspect in the neural structure of the auditory pathway
suggests that investigating sound localisation in children may prove worthwhile.
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Fusiform cells in the auditory brainstem have been described as pyramidal cells as well
and this may hint at a relation between our findings and reported abnormalities in
development of other brain areas. Pyramidal cells of smaller size have been observed
in layers III, V and VI of Brodmann areas 44 and 45 (Jacot-Descombes et al., 2012).
These neurons are involved in longer-range cortical and subcortical projections. In
the same layers of the fusiform gyrus, neurons were found to be smaller and fewer
in number (Van Kooten et al., 2008). The concept of a disturbed balance between
long- and short-range connectivity, shifted towards the latter, is further supported by a
reportedly higher dendritic spine density in ASD (Hutsler and Zhang, 2010).
The precedence experiment supports the hypothesis of reduced temporal binding in
ASD (Brock et al., 2002). Note, however, that there was no indication of deficient
coincidence detection in the first experiment. This indicates that temporal binding may
indeed be aﬀected, but that this may be more appropriately viewed as an impairment
that has consequences at longer timescales, perhaps in more complex neural systems,
rather than a direct problem in neural timing.
As processing of sound from diﬀerent points on the left-right axis remains lateralised
throughout the auditory pathway, factors contributing to the shorter window for the
precedence eﬀect may include reduced long range connectivity between the left and
right pathways. Hence, the combination of the localisation and precedence experi-
ments provides substantial evidence for this part of the connectivity hypothesis. The
significant correlation between performance in the noise localisation and precedence
experiments (Fig. 4.5) suggests that both eﬀects may indeed originate from the same
root cause at the neuronal level. An important aspect of the concept of connectivity is
the question whether it is structural connectivity (neuronal architecture) or functional
connectivity that is aﬀected (Wass, 2011). The results on vertical localisation seem to
be a prime example of a situation where observed changes in structural connectivity
predict deficient function. In the case of the precedence experiment, the question is
more diﬃcult to address as the neural substrate and mechanisms causing the eﬀect are
unknown.
Conclusions
Two abnormalities were observed in auditory processing in ASD: Participants with
ASD demonstrated deficient vertical sound localisation when compared to controls and
the temporal window for the precedence eﬀect was shorter. The functional deficiency in
vertical localisation may be a reflection of a reduction in structural connectivity that has
been reported in literature (Kulesza et al., 2011 and Kulesza, 2008) and is consistent with
the hypothesis of reduced long-range connectivity (Belmonte et al., 2004b and Wass,
2011). The shorter temporal window in which the precedence eﬀect occurs supports the
temporal binding hypothesis of ASD (Brock et al., 2002).
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5 Partition-basedmass clustering of tractography
streamlines
Visser E, Nijhuis EH, Buitelaar JK, Zwiers MP, Partition-basedmass clustering of trac-
tography streamlines, NeuroImage (2011) 54(1):303-12.
Abstract
We describe a novel scalable clustering framework for streamlines obtained from
diﬀusion tractography. Clustering is an attractivemeans of segmenting a large set of
streamlines into anatomically relevant bundles. Formost existingmethods, however,
the large datasets produced in high resolution or multiple subject studies are prob-
lematical. To achieve good scalability, our method repeatedly divides the data into
subsets, which are then partitioned using hierarchical clustering. A final partition is
obtained by recombining the subsets. In addition, the recombination scheme pro-
vides a consistency measure for cluster assignment of individual streamlines, which
is used to clean up the final result. The clusters have good anatomical plausibility
and we show that three clusters corresponding to the three known segments of the
arcuate fasciculus show excellent agreement with literature. A major advantage of
the method is the fact that it can find clusters in datasets of essentially arbitrary size.
This fact is exploited to find consistent clusters in concatenated tractography data
frommultiple subjects. We expect the identification of bundles across subjects to
be an important application of the method.
5.1 Introduction
Since the appearance of diﬀusion tensor imaging (Basser et al., 1994), diﬀusionMRI has
rapidly become a cornerstone method in the investigation of white matter structure and
integrity in the human brain in vivo. Diﬀusion tractography promises to provide insight
in white matter structure at the global level and has impressively proven to be capable of
identifying many anatomically known tracts (Catani et al., 2002). In Catani et al. (2005),
tractography provided new insights into the anatomy of the arcuate fasciculus. When
compared to traditional dissection techniques, which generally only allow examination
of a single preselected structure, it has the important advantage of being able to obtain
information on all white matter structures simultaneously.
Of the many diﬀerent tractography algorithms that have been proposed, the ones that
are used most widely are those based on the method of finding streamlines through
voxel diﬀusion profiles (see, for example, Mori et al. (1999) and Lazar et al. (2003)).
A potential problem with this approach is that for any given anatomical tract, many
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streamlines will be found. Their number depends on numerous factors, including many
technical aspects of the reconstruction of the diﬀusion profile and the tractography
method. In general, a number of streamlines taken together can be used to investigate
the corresponding white matter tracts, but usually individual streamlines are only a
means of probing the large-scale structure and few conclusions can be drawn based on
the particularities of a single streamline.
Thus, the problem that will be addressed here is that of finding bunches of streamlines
that can be used to determine tract structure. A number of diﬀerent methods have
been described for clustering streamlines. A common obstacle for clustering methods
is their scalability to large datasets, as many of them depend on the pair wise distances
between all streamlines. With higher resolution datasets, the memory footprint of
the distance matrix can become a problem even in data from a single subject. For
this reason, methods like those described by Shimony et al. (2002) and Zhang et al.
(2008) can only find clusters among modest numbers of streamlines and typically do
not allow for clustering at the group level. While Shimony et al. (2002) only attempt to
cluster streamlines in preselected parts of white matter, Zhang et al. (2008) dramatically
reduce the size of the dataset using an informed culling procedure, allowing for whole
brain clustering. Nevertheless, it is desirable to find clusters among all streamlines in
a subject, and recent approaches have proposed ways to achieve this. O'Donnell et al.
(2006) describe a method that determines features from a single random subset of a
multiple subject whole brain set of streamlines and uses these features to assign the
remaining streamlines. The results of this two-step approach are heavily influenced
by any errors or bias introduced by the particularities of the random subset. A recent
method by (Smith et al., 2010) achieves good scalability by implementing clustering as
a stream process, creating and merging clusters on the fly. Due to the nature of stream
processing, however, this introduces a dependence on the sequence of the streamlines
in the stream.
The identification of clusters that correspond across subjects is an attractive means of
creating a basis for group comparisons. Bundles could for example be used to define
regions of interest, or to compute statistics along the streamlines. Wassermann et al.
(2010) propose to find clusters for each subject, and to match these clusters in a separate
step. While this works well for the larger white matter structures, for smaller clusters
alignment may be more likely to fail.
With these considerations in mind, we present an approach to streamline clustering
that can be applied to datasets of essentially arbitrary size. This enables us to find
inherently consistent clusters across subjects by concatenating their datasets. Our
method overcomes the problem of needing to store the full matrix of pair wise distances
by randomly partitioning all streamlines in the dataset and clustering the – much
smaller – resulting subsets. It is expected that the clusters found in these subsets are,
to some degree, similar to those that could theoretically be found when clustering
the entire original dataset at once. We repeat the procedure of creating subsets and
clustering them a number of times, interpreting the changes between repetitions as
random fluctuations around the desired result. By combining the results from all
repetitions, we find coherent clusters in the original dataset with good reproducibility.
Chapter 5: Partition-based mass clustering of tractography streamlines
59
Fuzzy clustering algorithms have previously been applied to tractography data (Shimony
et al., 2002), but we believe our method is the first to use the approach to remove
the barrier in the number of streamlines that the method can handle. An important
advantage of our method compared to methods like those described by O'Donnell et
al. (2006) and Smith et al. (2010) is the fact that all streamlines have equal importance
in the calculation of the final clustering result, whereas in the mentioned methods,
clustering is influenced by an initial subselection of streamlines or their stream sequence,
respectively.
As working set size is essentially constant for our method and processor time scales
linearly with the number of streamlines, our method allows for concatenating data
from many subjects. We show that the approach is capable of finding clusters plausibly
representing anatomically known tracts, that are consistent across subjects. As such,
we expect the method to provide a good basis for group analyses.
5.2 Methods
The method described in this paper clusters streamlines based on their pair wise dis-
tances. Generally speaking, the distanceDAB between two streamlines A and B is a
symmetric measure of their dissimilarity. As mentioned in the introduction, in many
approaches, the clustering algorithmwould be run directly on the full distancematrixD.
For small numbers of tracts, there is no problem with this approach, but for larger sets
of streamlines, the working set becomes prohibitively large. As the size ofD scales with
the square of the number of streamlinesNs, this is a fundamental problem that cannot
realistically be solved by increasing the amount of memory available to the clustering
program. For instance, withNs = 100,000, which is a reasonable number for a single
subject with high resolution tractography data,D would already be approximately 40
GB in size, if it were stored as single precision numbers.
The method described here overcomes the problem of excessive memory requirements
by only computing the distance matrix for subsets of reduced size N ′s and running
hierarchical clustering on these subsets instead. An overview of themethod is presented
in Fig. 5.1. The individual steps are described in detail below.
Step 1 - Subset creation
To create subsets of the original dataset, the ordering of all streamlines in the dataset is
first randomised. Randomisation is repeated a number of times to yieldNr random
permutations of the streamlines. Each permutation is then split into subsets of sizeN ′s.
Note thatNs will not generally be dividable byN ′s and therefore the last subset will be
smaller.
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2. hierarchical
clustering
3a. relabelling
within permutation 4. relabelling across realisations
5. final label
assignment
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Figure 5.1 Schematic overview of the steps involved in creating Nc = 3 clusters
among Ns = 21 streamlines using Nr = 4 realisations. Cells represent individual
streamlines. Step numbers correspond to those used in the main text. Step 1: Four
random permutations of the full set of streamlines are created and split into three sub-
sets each. Step 2: Hierarchical clustering is applied to each subset, yielding three clus-
ters per subset. Cluster assignment of streamlines is represented by cell shading. Step
3a and b: Cluster labels are permuted to correspond between subsets and the original
ordering of the streamlines is restored. Step 4: Cluster labels are permuted to corre-
spond between realisations. Step 5: The labels that occurred most often after step 4 are
selected as the final labels for each streamline.
Step 2 - Subset clustering
On every subset ofN ′s streamlines created in the previous step, agglomerative hierar-
chical clustering with complete linkage is run (Ward, 1963 and Johnson, 1967). In order
to do so, a distance function DAB needs to be defined first. A number of diﬀerent
measures have been proposed, such as in Ding et al. (2003), Batchelor et al. (2006),
O'Donnell and Westin (2007) and Maddah et al. (2007). We use one of the simplest
possibilities and define the distance between streamlines A andB as
DAB = min
(
Np∑
i=1
|ai − bi| ,
Np∑
i=1
|||ai − bNp−i+1|||
)
, (5.1)
where ai and bi are the position vectors of the points of streamlines A and B respec-
tively. In words, the distance between two tracts is defined as the sum of the Euclidean
distances between their points. In general, two streamlines will have diﬀerent numbers
of points. Therefore, prior to clustering, all streamlines are linearly resampled to consist
ofNp points each. We will useNp = 25 here. As there are two possible combinations of
both streamlines' indexing directions, the minimum of the corresponding distances is
used. The distance function does not search for minimum distances between points ai
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and bj as any displacements are considered to be genuine features of the streamlines
that can be taken into account when forming anatomically meaningful clusters. An
additional advantage of this distance function is its computational simplicity.
The hierarchical clustering process is a relatively straightforward means of finding
clusters andworks by repeatedly finding the two clusters with the lowestmutual distance
and merging them. Initially, every streamline in the subset is a cluster. AfterN ′s −Nc
merging steps, a partition containingNc clusters is obtained. With complete linkage,
the distance between two clusters is the maximum distanceDAB between any pair of
tracts from the clusters. This criterion promotes the formation of compact clusters.
In order to achieve reliable clustering in the last step, it is important that the subsets are
suﬃciently large, so that there are enough data for the clustering algorithm to achieve
reasonably consistent results across subsets. In other words, if a cluster is found in one
subset, then in another subset a cluster should be found that occupies approximately
the same space. Note that the one subset in each permutation that contains less thanN ′s
streamlines may be too small for this criterion to hold. Fortunately, as subset creation
is completely random and repeated many times, this will not significantly influence the
final result.
Step 3 - Relabelling within each realisation
After clustering all subsets within a permutation, the results need to be recombined to
obtain a coherent partition of all streamlines. To do this, a mean tract is first computed
for each cluster. This mean tract is simply defined as
xi =
1
ns
ns∑
s=1
xsi. (5.2)
That is, for each point xi the average is taken over all ns streamlines in the cluster. Note
that by a similar argument as when definingDAB , there is a potential problem with
streamlines having opposite indexing directions. To overcome this, indexing is aligned
with the cardinal direction of the cluster prior to averaging. This indexing convention
is chosen per cluster, as it is not straightforward to find one that can be used for all
streamlines in the dataset.
Using the distances DAB between the mean tracts, every cluster is assigned to the
nearest cluster in the first subset of the permutation. Assignments are made starting
from the shortest distance. After making an assignment, the next-shortest distance
between two clusters that have not been assigned yet is determined. This procedure is
continued until all clusters have been assigned.
An advantage of using the mean tract as defined by Eq. 5.2 is that it is relatively insen-
sitive to the spatial extent of a cluster. As will be discussed later, many clusters will
contain spurious streamlines originating from tractography artefacts, with shapes and
extents that are very diﬀerent from the main bundle in the cluster. Using a distance
measure such as the maximum distance between any pair of streamlines in two clusters,
Chapter 5: Partition-based mass clustering of tractography streamlines
62
as in the previous step, would make the relabelling procedure less robust and highly
sensitive to these spurious tracts.
It is worth noting that as clusters are mapped to the results of the first subset, the
clusters found in the first subset could have a relatively strong influence on the labels
in a realisation. However, across realisations this eﬀect is completely random. The
influence this may have on the final result will be further investigated in the description
of the next step.
After the subsets have been recombined, the original ordering of the streamlines is
restored by applying the inverse of the permutation used in step 1. We shall refer to
the recombined result of the clustered subsets in a permutation as a realisation.
Step 4 - Matching labels across realisations
Theproblem ofmatching labels across realisations is conceptually diﬀerent from that de-
scribed in the previous step, as here all sets of labels to be aligned consist of labels for the
same streamlines, whereas in step 3 labels need to be aligned using small but non-zero
dissimilarities between streamlines. For any two clusters in diﬀerent realisations, we
can, therefore, define a relabelling criterion based on the number of streamlines that are
included in the first cluster as well as in the second. In order not to favour large clusters,
the number is normalised using the number of streamlines in the second (reference)
cluster.
In a way similar to fuzzy clustering algorithms like Dimitriadou et al. (2002) and
Shimony et al. (2002), we define an overlap Aaij between cluster i in realisation a and
cluster j in a set of reference labels:
Aaij =
Lai ·Rj
|Rj | , (5.3)
where Lai are assignment vectors with ones for streamlines that belong to cluster i in
realisation a and zeros elsewhere. The vectorsRj are similarly defined for the reference
labels, which are updated after relabelling each realisation and given by
Rs = argmax
i
n∑
a=1
(L∗)asi , (5.4)
where s is the streamline number, n the number of the relabelling step, and (L∗)asi are
the elements of the relabelled assignment vectors (L∗)ai . That is, the labels that have
occurred most often before the current relabelling step are used as reference labels.
The labels of the first realisation are used to initialise the reference labels, which might
influence the final result. The potential consequences will be investigated in the results
section.
Chapter 5: Partition-based mass clustering of tractography streamlines
63
Step 5 - Final cluster assignment
In the final step, results from all permutations need to be combined to obtain a final
labelling for all streamlines. To do this, the number of times each streamline has
been assigned to each cluster is computed, yieldingNs histograms withNc bins. Each
streamline is then assigned the cluster corresponding to the highest bin, similarly to
Eq. 5.4. The possibility of obtaining information on the reproducibility of cluster
assignment of individual streamlines from the histograms will be discussed later.
5.3 Data acquisition and processing
Diﬀusion weighted imaging (DWI) datasets were acquired of the brains of 15 healthy
volunteers on a Siemens Trio 3T system with a 32-channel head coil. The diﬀusion
scheme consisted of 61 non-collinear directions, obtained by minimising electrostatic
repulsion (Cook et al., 2007), at b = 1000 s/mm2 and 7 volumes with b = 0. Resolution
was 2.0 x 2.0 x 2.0 mm3; 64 slices were acquired with TR = 8300 ms, TE = 95 ms, matrix
size 110 x 110 and GRAPPA acceleration factor 2.
The PATCH (Zwiers, 2010) algorithm was used to detect and correct signal dropout
caused by subject motion, cardiac pulsation and patient table vibration. After arte-
fact correction, the volumes were realigned and corrected for eddy current-induced
distortions using the integrated approach described in Andersson and Skare (2002).
Tractography
The Camino package (Cook et al., 2006) was used for diﬀusion analysis. To parame-
terise voxel diﬀusion profiles, q-ball reconstruction (Tuch, 2004) was used, as it is
computationally eﬃcient and provides adequate resolution of crossing fibres in many
white matter regions. Spherical harmonics up to fourth order were used as basis func-
tions. Up to three principal diﬀusion directions (PDs) were determined in each voxel
and these were used as a basis for tractography.
Streamlines were generated using the interpolated deterministic streamlining method,
as implemented in Camino, with an FA threshold of 0.15. As the described approach
for finding the PDs tends to find multiple PDs in low-anisotropy voxels, the algorithm's
default behaviour to not terminate in voxels with sub-threshold FA, but with multiple
PDs, was changed to terminate in all voxels with sub-threshold FA. This change sup-
presses streamline propagation through regions where these PDs are not meaningful; in
particular through grey matter. All voxels with an FA value greater than 0.25 were used
as seed voxels. Tractography was seeded from eight diﬀerent points in each seed voxel.
These points were positioned to produce a 1 x 1 x 1 mm3 cubic grid. The tractography
procedure produced around 450.000 streamlines per subject.
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Nonlinear registration
The mean b = 0 volumes for all subjects were aﬃnely registered with the MNI152
template. A custom group template was created by averaging the registered volumes.
The original b = 0 volumes were then nonlinearly registered to the group template.
The FLIRT and FNIRT programs provided with FSL (Jenkinson et al., 2002, Smith
et al., 2004 and Woolrich et al., 2009) were used in these registration steps. Using
the deformation fields produced by FNIRT, the streamlines were then warped from
subject space to the group template. We expect nonlinear registration to be beneficial
to finding clusters across subjects, when compared to using only aﬃne registration, as
in O'Donnell and Westin (2007).
Clustering
Preliminary analyses showed a number of clusters between 250 and 500 to be large
enough to avoid merging major anatomical tracts, while still largely avoiding unneces-
sary splitting of clusters. Accordingly, for the largest part of this study, the number of
clusters was chosen to beNc = 500. For one analysis a smaller number ofNc = 350 was
used. This will be motivated and discussed in detail later. The subset sizeN ′s needs to be
large enough to show some consistency in creating these clusters, but small enough to
still fit in memory. A number ofN ′s = 10,000 was selected, as it produced good results
without creating an excessive memory requirement.
Clustering was applied to both the tractography data from a single subject and to the
data of all 15 subjects simultaneously. In the group data, after resampling to 25 points
and after registration, the streamlines from all subjects were concatenated prior to
clustering. From the clustering result, sets of labels were extracted for the individual
datasets. These labels could then be applied to either the original or the resampled
streamlines.
5.4 Results
Intermediate results for a single cluster in a single subject dataset containing 472,832
streamlines are displayed in Fig. 5.2. A total ofNr = 100 realisations were computed.
The cluster corresponds to the right half of the fornix and is an example of a cluster
with particularly poor consistency between subsets. Nevertheless, by combining all
realisations, a clean cluster is produced. Consistency is much better for most other
structures, including those that will be discussed later, but it is informative to look at
an example with a lower degree of consistency to illustrate the ability of our method to
extract meaningful clusters, even under less than ideal conditions.
Figure 5.2a shows the cluster in the first three subsets of three realisations and the
results after combining all subsets in these realisations. A similar cluster is found in
most subsets, but many subsets additionally contain varying numbers of streamlines
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Figure 5.2 Intermediate results for a fornix cluster in diﬀerent stages of the method.
a. Results of clustering individual subsets and of diﬀerent realisations. b. Final result
after 100 realisations. c. Number of times each streamline was assigned its final label.
d. Number of diﬀerent labels that have been assigned to each streamline. e. Cluster
after removing the streamlines with scores lower than 23Nr in c. Slices through b = 0
volume provided for anatomical reference.
that do not seem to belong to the main anatomical structure in the cluster. In the first
two subsets of the second realisation, streamlines are included that seem to belong to
the cingulum. Additionally, some subsets contain streamlines from the contralateral
half of the fornix. As a consequence, the recombined result of all subsets within each
realisation (shown in the right column) also contains a large number of these seemingly
unwanted streamlines.
Figure 5.2b shows the final cluster, obtained by combining all realisations. As stream-
lines that were assigned to this cluster in some realisations, but more often to another
cluster, are no longer included, the cluster corresponds much better to the anatomical
structure. No streamlines from the either the cingulum or the contralateral part of the
fornix are included, although a small number of anatomically implausible streamlines
are still present. Streamlines of the latter type are likely to be artefacts originating in the
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Figure 5.3 a. Histogram of the number of unique labels occurring per streamline. b.
Histogram of the number of times each streamline was assigned its final label. Both
figures: Dark bars are clustered data, white bars are randomly partitioned data. Nr =
100. Shaded areas: Scores above 90th percentile in a or below 10th percentile in b, for
clustered data.
tractography step. As all streamlines are necessarily assigned to some cluster, it is no
surprise that a small number of these spurious streamlines appear in the cluster. Figure
5.2c shows, for every streamline in the cluster, the number of permutations in which it
was assigned to this cluster. Clearly, the streamlines that do not seem to belong to the
cingulum have relatively low scores. Figure 5.2d shows the number of diﬀerent clusters
that each streamline was assigned to across permutations, a closely related measure.
These statistics suggest that a good way to clean up the cluster would be to remove
streamlines with low scores in Fig. 5.2c, or with high scores in Fig. 5.2d. Figure 5.2e is
the result of removing all streamlines with scores below 23Nr in Fig. 5.2c. The result
is much cleaner and appears to only include streamlines corresponding to the right
half of the fornix, demonstrating the usefulness of the statistic. It should be noted that,
although this approach to cleaning up clusters appears to work very well, one can not
be certain about streamlines being artefactual, as neuroanatomical knowledge is not
detailed enough to definitely rule out the existence of these small fibre bundles.
Figure 5.3 summarises these statistics for the entire set of streamlines. The number of
diﬀerent labels that, after relabelling, occurred once or more often for each streamline
is shown in Fig. 5.3a. As a reference, results obtained by replacing the hierarchical
clustering step by the creation of random clusters are also shown. The same relabelling
steps are applied to both sets. Although only a few streamlines were assigned to the same
cluster in all permutations, the number of diﬀerent clusters to which streamlines were
assigned is relatively small. This is particularly clear when comparing the histogram
of the clustered set of streamlines to that obtained from the randomly partitioned set,
indicating that there is indeed considerable consistency between realisations. Figure
5.3b shows the number of times each streamline was assigned to its final cluster. Most
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Figure 5.4 Fraction of streamlines having diﬀerent labels between two repetitions
(fΔ) as a function of the number of realisations (Nr) used.
streamlines were assigned to their final clusters in more than half of the permutations.
This is in sharp contrast with the distribution from the random partition, which peaks,
as expected, at a very low number. From Fig. 5.3a and 5.3b, we conclude that the vast
majority of streamlines have been unambiguously assigned to a cluster, in the sense
that any alternative labels will have had significantly lower occurrences than the final
labels.
The pruning procedure that was used in Fig. 5.2e is illustrated by the shaded areas in
Fig. 5.3. The percentiles are calculated with respect to all streamlines, rather than only
those belonging to a particular cluster, as in Fig. 5.2e. Clustering results may be cleaned
up by pruning the streamlines below a certain percentile in Fig. 5.3b. Alternatively,
one might choose to remove streamlines with scores above a percentile in Fig. 5.3a,
although interpretation of this approach is more ambiguous.
An important further question that needs to be addressed is whether diﬀerent sets
of realisations will yield comparable results, or, in other words, how reproducible
the method is. A good measure for assessing this is the number of streamlines that
are assigned to a diﬀerent cluster if the entire clustering procedure is run again. To
investigate, two sets of 1,000 realisations were computed. Figure 5.4 shows, for the
whole brain, how the fraction of streamlines that were assigned diﬀerently decreases
with the number of realisations used to produce the final clustering. The relabelling
procedure used to align the labels of the two final partitions was identical to the one
described earlier for aligning labels between realisations.
From Fig. 5.4, it is clear that for lowNr , including more realisations is very beneficial.
Near Nr = 100, results still improve with including more permutations, albeit at a
low rate. AtNr = 100, the number of tracts that diﬀer from run to run is about 1/10
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Figure 5.5 Results obtained by clustering streamlines in a single subject. For visual-
ization, the full set of 500 clusters is split into nine groups with approximately the same
number of clusters each.
of the total number of streamlines. Note however that, although this number may
seem somewhat large, these streamlines are largely concentrated in regions of high
uncertainty, where cluster boundaries are largely arbitrary. Closer examination of
specific clusters, below, confirms this. While results still slowly improve with higher
Nr at least up toNr = 1,000, we conclude that, practically,Nr = 100 suﬃces, and all
further results are obtained with this number of realisations. Note that Fig. 5.4 provides
an upper bound on two other parameters that we shall not explicitly investigate: The
fraction of labels that change with the inclusion of each additional realisation and
the changes associated with starting the final label alignment step from a diﬀerent
realisation.
All clusters obtained by processing the single subject dataset are displayed, without
applying any pruning, in Fig. 5.5. As can be seen from the figure, the algorithmproduces
spatially coherent and well-separated clusters that seem anatomically plausible. As the
number of clusters in Fig. 5.5 makes examination of individual clusters diﬃcult, a
number of interesting clusters are shown in detail in Fig. 5.6. These clusters correspond
well to the known anatomies of their corresponding whitematter structures, confirming
the anatomical validity of the clusters.
Figure 5.7a shows another group of relevant clusters, belonging to the left arcuate
fasciculus. The three clusters that were selected correspond closely to the three segments
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Figure 5.6 Clusters corresponding to cingulum (red, three clusters), inferior
fronto-occipital fasciculus (green), inferior longitudinal fasciculus (yellow) and un-
cinate fasciculus (blue). A cluster of U-fibres is shown in purple.
a. b. c.
Figure 5.7 a. Three clusters representing known segments of the arcuate fasciculus
(Catani et al., 2005). Red: Long segment connecting Wernicke's and Broca's territo-
ries. Green: Anterior segment connecting Broca's and Geschwind's. Blue: Posterior
segment connectingWernicke's andGeschwind's. b. Number of times each streamline
was assigned to its final cluster. c. Streamlines that were assigned to a diﬀerent cluster
in another clustering run. The analysis was performed usingNc = 350.
of the arcuate fasciculus described in Catani et al. (2005). Since in the original paper
bundles were obtained using manually defined starting and ending regions, the success
of our fully automatic segmentation in finding the same structures is remarkable.
Figure 5.7c shows the streamlines that were assigned to another cluster after running
the clustering algorithm again. As the fibres of the arcuate fasciculus are well-distin-
guishable from other structures, reproducibility is good with only a small number of
streamlines being assigned to diﬀerent clusters. This picture is further confirmed by Fig.
5.7b, which shows that the greatest amount of uncertainty occurs near the boundaries
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Figure 5.8 Long segment of left arcuate fasciculus across all 15 subjects. Spurious
tracts were pruned by applying a threshold of 50, i.e. half the number of permutations,
to the number of assignments to the final cluster.
of the bundles. This is in agreement with clusters that are less delineable, such as those
passing through the corpus callosum. Examination of these high-uncertainty clusters
reveals that the majority of streamlines that have not been stably labelled after 100
realisations (see Fig. 5.4) are in such regions. As there is little anatomical basis for the
exact location of boundaries between these clusters, there is no need to compute more
realisations.
A key advantage of our method is its scalability to very large numbers of streamlines.
To illustrate this point and to show a potentially important application, we applied it to
a dataset containing data from 15 subjects. The data were concatenated to yield a large
set of over 6 million streamlines. Results obtained by extracting a single subject appear
similar to those presented in Fig. 5.5, but as the procedure was run on all subjects' data
simultaneously, the clusters are consistent across subjects. This allows us to select a
bundle that we are interested in in one subject and, by looking at the clusters' streamlines
in other subjects, find corresponding bundles. An examples of this procedure is shown
in Fig. 5.8, which shows the long segment of the arcuate fasciculus, connecting Broca's
and Wernicke's territories. The resulting clusters are very similar to those found in
multiple subjects in Catani et al. (2005).
5.5 Discussion
We have shown in the previous section that the proposed method is capable of reliably
finding anatomically relevant clusters, both in single subject datasets and acrossmultiple
subjects. Memory usage depends only on the chosen subset size N ′s and as such is
essentially a constant. While the method is computationally intensive, execution time
scales linearly with the number of streamlinesNs in the dataset. Moreover, as clustering
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of subsets is an entirely parallel process, an increase in the size of the problem can be
oﬀset by increasing the number of processors or computers used.
As an illustration of execution time, our implementation of the algorithm, the perfor-
mance-critical parts of which are written in plain non-threaded C, can calculate one
realisation for a single subject dataset in slightly less than an hour. The two major steps
contributing about equally to the execution time are the calculation of the distance
matrix and the subsequent hierarchical clustering step. In order to cluster an entire
single subject dataset within an hour, we computed 100 realisations in parallel on 25
commodity workstations (Intel Core 2 Quad Q9550 processor, 8 GB of working mem-
ory). It should be noted that the streamline density in this study is rather high. In many
scenarios, the execution time may therefore be significantly shorter.
It is worth noting that, while we made a definite choice for hierarchical clustering, the
framework provided by our method can be used with any other clustering method
capable of finding clusters among reasonably sized subsets of streamlines. This would
replace step 2 in the algorithm, but all other steps would remain unchanged. An impor-
tant advantage of hierarchical clustering with a simple distance measure, such as Eq.
5.1, however, is computational simplicity. In order to gain some insight into the impact
of the choice of distance measure, results of the algorithm as described previously were
compared to results obtained using the commonly used Hausdorﬀ distance (see, for
example, Corouge et al. (2004)) as an alternative distance measure. The clusters found
are qualitatively similar to those found using the simpler distance measure (data not
shown). Execution took significantly longer, but was still feasible. With respect to the
behaviour of diﬀerent distance measures in our method, the most important considera-
tion is the method's insensitivity to outlying streamlines. Arguments about diﬀerent
distance measures' selectiveness for specific geometric features or aspects of similarity
should still hold. We believe our simple distance measure to provide a good tradeoﬀ
between consideration of genuine tract features and computational expense.
We anticipate that the creation of cross-subject clusters will be an important application
of ourmethod, as these clustersmay be used as a basis for tract-based population studies.
Especially in the context of studies comparing groups of patients to control subjects, our
method has an important advantage over classification methods that need training and
atlas-based methods, such as the method described by O'Donnell and Westin (2007).
In methods requiring training, a limited number of subject datasets is often used to
train the classification algorithm. This implies an extrapolation problem when the
training set is not representative of the data to which classification is applied afterwards.
Similarly, when generating an atlas, great care is needed to make sure that it does not
introduce bias into the analysis. With the method described here, this is not a problem,
as the entire partition across all subjects is created simultaneously, although some basic
conditions, like equal size in a two-group design, would need to be fulfilled.
A possibility for extension of our method that was touched upon, but that was not
explored thoroughly, is making use of the properties of the distribution of streamlines
over clusters in later processing steps. This information could prove very valuable for
the identification of bundles that could be split into multiple clusters, or be merged
with neighbouring clusters. For instance, we discussed the high amount of uncertainty
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ROI only Both methods Clustering only
Left cingulum 352 2072 135
Right cingulum 36 1906 63
Table 5.1 Number of corresponding streamlines in the cingulum bundles as deter-
mined using clustering and ROI approaches.
associated with the callosal bundles. In some applications, merging some or all of these
clusters can be beneficial. Given the diﬀerences in size and shape between diﬀerent fibre
bundles, it seems unreasonable to expect a clustering algorithm to find only one cluster
for each white matter structure that one is interested in. Furthermore, the desired level
of subdivision may depend on the application. These considerations are exemplified
by the results presented in this paper, as we chose a relatively large number of clusters
(500) to enable the algorithm to find suﬃciently small clusters among U-fibres. This
number is larger than that used by O'Donnell and Westin (2007), who, for example,
use 200. When looking at the arcuate fasciculus (Fig. 5.7), however, we opted for a
lower number of clusters (350), to prevent the clustering algorithm from dividing the
structure into more than three clusters. Another approach would have been to use
the higher number and manually merge the multiple clusters corresponding to the
structure of interest. The latter approach is commonly used in practice, for example in
Voineskos et al. (2009). This point is further illustrated by Fig. 5.6, where the clustering
result contained additional clusters with tracts from the inferior fronto-occipital and
inferior longitudinal fasciculi, which were not included in the figure.
In the final segmentation, many clusters could be identified that correspond closely to
known anatomy. A good example of this is Fig. 5.7. Unfortunately, due to the nature
of dissection studies, this kind of comparison tends to be very qualitative. The degree
of correspondence to known anatomy is an important question in areas of research
in diﬀusion tractography beyond segmentation. The choice of diﬀusion profile recon-
struction and tractography algorithms will have a major impact on the correctness and
completeness of the set of streamlines that are generated. For example, in the data
presented here, tracts connecting temporal brain regions through the corpus callusum
appear to be underrepresented, possibly due to fibres crossing the corticospinal tract.
However, as all streamlines are included in the clustering result, the solution to this
problem should be sought at the diﬀusion reconstruction and tractography levels. More
sophisticated tractography methods may improve on this situation, although in this
article, this is not our primary concern. As an example, probabilistic tractography
algorithms like those described in Parker et al. (2003) and Behrens et al. (2007) tend
to find more complete sets of streamlines through fibre crossings and branching areas.
However, the voxel-based connectivity maps produced by these methods are not suit-
able as input for our method and the intermediate streamlines that are produced tend
to be very fuzzy.
Previous studies have assessed the reliability of streamline segmentation using bothmul-
tiple region of interest (ROI) (Wakana et al., 2007) and clustering approaches (Voineskos
et al., 2009). While the extensive evaluation of correspondence with manual ROI-based
Chapter 5: Partition-based mass clustering of tractography streamlines
73
a. b.
Figure 5.9 a. Cingulum bundles as found by a manual two-ROI approach. ROIs
were defined by drawing square regions on the mean b = 0 volume at the indicated
positions. b. Cingulum bundles as found using our clustering algorithm. Diﬀerent
shades indicate diﬀerent clusters. Separation between the left and right bundles was
not perfect in the clusters containing the limbic projection.
segmentation is beyond the scope of this article, it is illustrative for the reliability of our
method to look at Fig. 5.9, which shows the correspondence of corpus callosum clusters
with the same structure extracted using an ROI-based approach. In each hemisphere,
three clusters are found that, together, cover most of the streamlines found by manual
segmentation. In order to quantify the agreement between clustering and ROI-based
segmentation, we looked at the number of streamlines that were selected by both meth-
ods. Results are displayed in Tbl. 5.1, which shows the good correspondence between
both methods, especially for the right cingulum bundle.
In conclusion, we believe that the clustering approach described in this paper will prove
very useful in the analysis of diﬀusion data, be the analysis exploratory, qualitative, for
example comparing gross anatomical diﬀerences between patients, or quantitative, a
straightforward example of which would be using clusters to define regions of interest.
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6 Bundle-based analysis of white matter shows no
microstructural or macroanatomical diﬀerences in
autism spectrum disorder
Abstract
Impaired connectivity between distant brain regions is a mechanism that is thought
to play a role in autism spectrum disorder (ASD). Many studies have investigated
this hypothesis using diﬀusion weighted MRI, but reports on how white matter
structure is aﬀected are inconsistent. We used a novel approach that can identify
whitematter bundles across subjects to study a number ofmajor whitematter tracts.
Bundle size, fractional anisotropy (FA) and mean diﬀusivity (MD) were investigated
in adult participants with ASD and in healthy controls. In addition, FA and MD were
compared between groups using tract-based spatial statistics (TBSS). Gray andwhite
matter volumes were investigated as well, as these could confound the analysis of
bundle sizes. Participants with ASD had significantly larger grey and white matter
volumes than control participants. No significant diﬀerenceswere observed in either
bundle size or the microstructural parameters (FA and MD). The analysis using TBSS
showed the same null result. A secondary aimwas to investigate if the bundle-based
approach to analysis is a practical alternative to region of interest- or voxel-based
analysis. The preliminary conclusions on this question are positive.
6.1 Introduction
Autism spectrum disorders have been described as neural connectivity disorders (Brock
et al., 2002, Rubenstein and Merzenich, 2003, Belmonte et al., 2004b, Just et al., 2004
and Wass, 2011). Neural connectivity is a decidedly multifaceted concept. The most
important distinction in imaging is between functional and structural connectivity. The
first refers to correspondences in the functional signals in brain areas: Correlation of
blood oxygen dependent respond (BOLD) fluctuations in diﬀerent regions and coher-
ence between areas in electrophysiology. The second, structural connectivity, refers to
the physical neuronal connections. Individual neurons cannot be observed using MRI,
but diﬀusion weighted MRI can be used to investigate microstructure in bundles of
white matter. Any abnormalities are likely to aﬀect the neural communication between
the grey matter areas that are connected through a given white matter bundle.
Diﬀusion weighted MRI has been extensively applied in neuroimaging, both in basic
cognitive studies and in the study of neuropsychiatric disorders. Its attractiveness lies
in the fact that it can provide in-vivo information on large scale white matter (WM)
anatomy and may provide an indicator of abnormal WM microstructure. The most
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popular approach has been to fit a tensor model to the diﬀusion data and to compute
the FA and MD measures from the tensors (Basser et al., 1994). Both are related to
white matter microstructure (Basser, 1995 and Pierpaoli and Basser, 1996) and although
there is no one-to-one correspondence between FA and a specific aspect of the neuronal
architecture, anisotropy has shown to be a very usefulmarker of abnormalities (Beaulieu,
2002).
There has been a tremendous amount of interest in recent years in diﬀusion MRI as a
method of investigating connectivity in ASD. The most common finding is a reduction
of FA in a remarkably large range of white matter structures and areas, often associated
with an increase inMD (Keller et al., 2007, Lee et al., 2007, Catani et al., 2008, Sundaram
et al., 2008, Cheng et al., 2010, Cheon et al., 2011, Jou et al., 2011 and Shukla et al., 2011a).
Increased MD has been reported without an accompanying reduction in FA as well
(Groen et al., 2011 and Nagae et al., 2012). A number of studies have, remarkably, found
an increase in FA (Ben Bashat et al., 2007, Bode et al., 2011 and Weinstein et al., 2011).
The participants in the Weinstein et al. (2011) study were young children (mean age 3.2
years) and the authors suggest that a diﬀerent neuronal development trajectory in ASD
may result in increased FA in young children and decreased FA at higher age. In one
study lower FA was found in some parts of the brain, whereas higher FA was found
in other parts (Ke et al., 2009). Beacher et al. (2012) reported higher FA in males than
in females in control participants only; the diﬀerence disappeared in the ASD group.
This interaction was found in multiple white matter structures, including the corpus
callosum. Increased MD in children with ASD, but not in adolescents, was reported in
(Ameis et al., 2011).
Tractography has also been used to investigate white matter in ASD. It can reconstruct
white matter tracts using the directional information in diﬀusion MRI and this has the
advantage that statistics can be extracted that are more specific to the tract in question.
Tractography was used to find preselected WM tracts inThomas et al. (2010). In this
study, the volume of intra-hemispheric fibres was observed to be higher inASD,whereas
there was a reduction in size of the forceps minor and body of the corpus callosum.
Another study found lower FA and higher MD in fronto-striatal pathways (Langen et
al., 2012). Fletcher et al. (2010) automatically segmented the arcuate fasciculus and
found reduced lateralisation of FA and MD in ASD.
The purpose of this study is to examine WM structure in patients with ASD using an
approach based on a previously described tractography clustering method that can
identify white matter structures across subjects (Visser et al., 2011) and to verify the
performance of this method in the context of an applied neuroimaging study. An
advantage of bundle-based analysis is that it yields an estimate of the size of each
structure, unlike voxel-based approaches and tract-based spatial statistics (TBSS, Smith
et al. (2006)). By calculating the mean FA/MD values over bundles, the need for
smoothing is eliminated and the mean values are less sensitive to volume information.
A second advantage of the bundle-based approach is that it does not result in very large
numbers of tests and the associated loss of statistical power. Although spatial specificity
is reduced, accounts of connectivity in ASD have hypothesised that white matter may
be aﬀected in large parts of the brain; most notably in the frontal lobe (Wass, 2011). The
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limited number of structures is, therefore, a simplification that should improve both
interpretability and power.
Many studies have investigated and found abnormalities in the developmental trajectory
of the brain. The most prominent finding is accelerated growth in early childhood
(Courchesne et al., 2001,2011, Redcay and Courchesne, 2005 and Amaral et al., 2008).
Whether white matter (WM), grey matter (GM) and total brain volume are also larger
than in the normal population at later age remains unclear as not all reports agree
with each other (Piven et al., 1996, Courchesne et al., 2001,2011, Herbert et al., 2003,
Lotspeich et al., 2004, Palmen et al., 2005 and Amaral et al., 2008). Diﬀerences in brain
volume could confound volumetric analysis. GM and WM volume will, therefore, be
investigated in addition to the diﬀusion imaging analysis.
6.2 Methods
Participants
Nineteen participants with ASD and 20 healthy control participants were recruited. The
study was approved by the local ethical committee (CMO regio Arnhem-Nijmegen)
and all participants gave written informed consent.
Participants with ASD were recruited from referrals to the department of psychiatry at
the Radboud University Nijmegen Medical Centre and from participants in a previous
study (Tesink et al., 2011). All participants with ASD had a clinical diagnosis of autism
disorder or Asperger's disorder according to DSM-IV criteria (American Psychiatric
Association, 2000) and no comorbid axis-I disorders. Clinical diagnoses were estab-
lished by experienced clinicians on the basis of a careful developmental history and
psychiatric evaluation. Clinical diagnoses were confirmed by a structured interview, the
Autism Diagnostic Interview-Revised (ADI-R) (Lord et al., 1994) by interviewing one
of each participant's parents or caretakers. Healthy control participants were recruited
from the Radboud University subject database.
Patients were included when between 18 and 35 years old and excluded if they reported
neurological or psychiatric comorbidity. Handedness was not known for one partici-
pant with ASD; all other participants were right-handed. Nonverbal intelligence of the
participants was assessed using Raven's Advanced Progressive Matrices (APM) test.
One participant with ASD was excluded because of neurological abnormalities. For 10
participants it was not possible to obtain ADI-R data because no parent or caretaker
was available. Two participants had scores below the cut-oﬀ on the social interaction
scale, two scored below the cut-oﬀ for stereotypical behaviour and six did not meet
the onset cut-oﬀ. All participants with ASD however presented clinical symptoms that
were very typical of ASD. All other ADI-R scores were above cut-oﬀ on all domains.
The two youngest healthy control participants were excluded to obtain balanced groups.
Descriptives for all included participants are shown in Tbl. 4.1.
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ASD HC p
Age (years) 28.3 (4.4) 23.9 (3.8) 0.002
Gender (M/V) 12/6 10/8
Raven APM 25.8 (4.8) 26.4 (8.0) 0.767
ADI-R Social 13.25 (5.7)
ADI-R Communication 11.1 (3.3)
ADI-R Behaviour 3.3 (1.4)
Diagnosis (AU/AS) 4/14
Table 6.1 Descriptives for participants. Autism Diagnostic Interview - Revised
(ADI-R) scores were not available for all participants: Seemain text for details. Cut-oﬀ
values for ADI-R diagnostic algorithm: Social interaction - 10, Communication - 8,
Behaviour - 3. Raven's Advanced Progressive Matrices (APM) scores were not avail-
able for 2 participants with ASD and 1 control. AU: Autistic disorder, AS: Asperger's
disorder. Standard deviations are between parentheses. P-values are obtained from a
two-sample t-test.
Acquisition
MRI data for all participants were acquired on a Siemens Trio 3T systemwith a 32-chan-
nel head coil. Diﬀusion data were acquired using a twice-refocused spin echo acqui-
sition (Reese et al., 2003a) with TE = 94 ms, TR = 10500 ms, in-plane resolution 2.0
x 2.0 mm2, matrix size 110 x 110, 70 2.0 mm thick contiguous slices and GRAPPA
(Griswold et al., 2002) acceleration factor 2. Diﬀusion weighting was applied in 100
directions with b = 1000 s/mm2; 10 volumes were acquired without diﬀusion weighting.
T1-weighted anatomical reference scans were obtained using an MP-RAGE acquisi-
tion with parameters: TE = 3.03 ms, TI = 1100 ms, TR = 2300 ms, 1 mm3 isotropic
resolution, matrix size 256 x 192 x 256, acceleration factor 2.
Tractography
TheDWIdatasets were corrected for subjectmotion and potential eddy current-induced
distortion using aﬃne registration with a correlation ratio cost function. After diﬀusion
tensor estimation, parameters for nonlinear registration to the FMRIB58 FA template
were obtained. FSL's diﬀusion toolbox was used for these steps (Smith et al., 2004 and
Woolrich et al., 2009).
Q-ball reconstructions with 4th order spherical harmonics and streamline tractography
were computed using Camino (Tuch, 2004, Cook et al., 2006 and Descoteaux et al.,
2007). Tractography was seeded in all voxels with FA value 0.2 and higher. Stream-
lines were transformed to template coordinates using the deformations computed in
registration of the FA images.
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Figure 6.1 Constituent clusters of the corpus callosum in streamlines from all sub-
jects. For visualisation, streamlines which were assigned to their final cluster in less
than 35 realisations were removed.
Clustering
Clusters were identified in the set of all streamlines across subjects using the method
described in Visser et al. (2011), with a number of clusters of 250. To find the labels of
the clusters that corresponded to theWMstructures of interest, a reduced set containing
one out of every 100 streamlines was examined interactively. As this reduced set was
extracted from the full set of registered streamlines from all subjects, this directly yielded
the corresponding clusters in all subjects. By examining each of the 250 clusters, bundles
can be completely identified. To illustrate the manual selection of clusters, the diﬀerent
clusters making up the bundle of fibres through the corpus callosum are displayed in
Fig. 6.1.
The 'virtual' white matter dissection presented by Catani et al. (2002) was used as a
reference for cluster selection. The following tracts were reconstructed:
• Projection fibres: Corona radiata
• Commissural fibres: Corpus callosum
• Association fibres: Arcuate fasciculus, cingulum, inferior fronto-occipital fasciculus,
inferior longitudinal fasciculus, uncinate fasciculus
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These tracts were selected for a number of reasons: They provide good coverage of
white matter in all parts of the brain and cover the three major categories of fibres
(See Fig. 6.2. Finally, these major bundles are normally successfully reconstructed by
tractography.
Extraction of statistics
The identification procedure yields lists of streamlines belonging to eachWM structure.
The number of streamlines for a structure is a simple, yet very reasonable, measure for
its size, as the seed points used for tractography are regularly spaced. Mean FA andMD
values are obtained for each bundle by averaging over all subject-specific streamlines
in a bundle. By averaging over streamlines instead of over a volume, the bundle-wise
statistic is weighted by the local streamline density and therefore more robust against
artefactual streamlines. Additionally, as voxels on the boundaries of a structure contain
fewer streamlines than those that are completely covered by the structure, weighting
de-emphasises partial volume eﬀects.
White and grey matter volumes
TheT1weighted images weremasked using BET and segmented intoWM,GMandCSF
components using FAST, both part of FSL (Zhang et al., 2001 and Smith, 2002), with
partial volume estimation. Total WM and GM volumes were computed by summation
of all voxels within the relevant volumes.
Statistics
Brain sizes were computed by taking the sum over all voxels in the GM and WM
segmented images. Two-by-two analysis of covariance was used to investigate eﬀects
of group (ASD/control), gender and of their interaction term. Gender was included as
head size is known to be larger in males than in females (Allen et al., 2002, Cosgrove et
al., 2007 and Courchesne et al., 2000). Age was included as a covariate of no interest.
A significance threshold of α = 0.05 was used.
The mean number of streamlines in each white matter structure was compared using
a t-contrast in a general linear model. Age, gender and brain size were included as
covariates of no interest. To investigate the influence of brain size, the model was also
estimated using only age as a covariate. Mean FA and MD values were tested using the
same approach, with age and gender as covariates of no interest.
For the streamline number and FA/MD analyses, a significance threshold of α = 0.05
was adjusted for multiple comparisons (13 diﬀerent structures) to yield an adjusted
threshold of αadj = 0.0038. All tests were performed using Matlab (Mathworks, Natick,
MA, USA).
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Participants with ASD
Control participants
Figure 6.2 Extracted white matter bundles in left hemisphere. Red: Callosal fibres.
Green: Corona radiata. Yellow: Inferior fronto-occipital fasciculus. Blue: Inferior
longitudinal fasciculus. Cyan: Arcuate fasciculus. Not shown: Cingulum.
Tract-based spatial statistics
In addition to the bundle-based analysis, we also analysed the dataset using the widely
employed TBSSmethod (Smith et al., 2006), which is part of FSL (Smith et al., 2004 and
Woolrich et al., 2009). The FMRIB58 template was used as the registration template, a
study-specific template was used and the skeleton was thresholded at FA value 0.2. Age
and gender were included as covariates of no interest; 500 permutations were used in
the randomisation test. Family-wise error-corrected statistics were computed using 2D
threshold-free cluster enhancement. A significance threshold of α = 0.05 was used.
6.3 Results
All structures of interest were identified in all participants (Fig. 6.2). Most were split
into multiple clusters; their numbers are given in Tbl. 6.2. Note that the total number
of clusters in the table is much smaller than the number of clusters that were produced
in the clustering procedure (250). This is caused by two factors: First, as the analysis
is restricted to pre-specified structures, clusters need to be created for streamlines
corresponding to other structures, such as U-fibre bundles. Second, a number of
clusters contained streamlines that are likely to be artefactual (Visser et al., 2010).
Analysis of the grey and white matter volumes shows that the two are highly correlated
in both the ASD (Fig. 6.3a, r = 0.78, p < 0.001) and control (r = 0.85, p < 0.001)
groups. Total brain volume (GM +WM) is strongly correlated with the total number of
streamlines in the structures of interest (Fig. 6.3b, all participants: r = 0.80, p < 0.001).
Both the main eﬀects of gender (Fig. 6.3c, F31 = 8.7, p = 0.006) and group (Fig. 6.3d,
F31 = 10.5, p = 0.003) were significant, but their interaction was not (F31 = 0.9, p =
0.341).
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Figure 6.3 a. Gray and white matter volume for each participant. b. Total volume
and total number of streamlines in the structures of interest for each participant. c.
Diﬀerence in brain size between males and females, adjusted for group and age. d.
Diﬀerence in brain size between groups, adjusted for gender and age. GM = Gray
matter,WM=Whitematter, ASD=Autism spectrumdisorder, HC=Healthy control.
There appears to be an overall increase in the sizes ofwhitematter structures inASD (Tbl.
6.2), although this diﬀerence is significant after correcting for multiple comparisons
only in the left cingulum bundle. If the analysis is controlled for total brain volume and
gender, there are no significant diﬀerences.
Table 6.3 shows FA and MD statistics for the WM structures of interest. The statistics
are remarkably similar for both groups and there are no significant diﬀerences. All
p-values were obtained while controlling for age and gender.
The analysis using TBSS showed no significant diﬀerences in either FA or MD at p <
0.05, FWE corrected.
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Number
of clusters
Number of streamlines
Structure ASD HC pa pagv
Arcuate fasciculus Left 2 479 399 0.106 0.836
Right 1 205 190 0.875 0.840
Callosal fibres 21 6183 5201 0.017 0.932
Cingulum Left 2 387 286 0.002 0.402
Right 2 406 286 0.005 0.215
Corona radiata Left 16 3016 2591 0.063 0.660
Right 19 3074 2769 0.071 0.805
Inferior fronto-occipital
fasciculus
Left 2 439 338 0.164 0.438
Right 2 503 372 0.277 0.694
Inferior longitudinal
fasciculus
Left 5 1413 1220 0.009 0.202
Right 3 503 372 0.247 0.910
Uncinate fasciculus Left 2 347 300 0.202 0.899
Right 2 423 345 0.034 0.405
Table 6.2 Mean sizes of structures (unadjusted) for both groups and significance of
the diﬀerences when controlling for age (pa) only andwhen controlling for age, gender
and brain volume (pagv).
6.4 Discussion
Discussion of results
By using tractography and semi-automatic segmentation, we aimed to obtain bun-
dle-specific statistics on WM macro- and microstructure in ASD. Bundle sizes were
larger in ASD for a number of WM structures, but after controlling for brain size, these
diﬀerences were no longer significant. No diﬀerence in FA and MD between the ASD
and HC groups was found in either the bundle-based analysis or in the analysis using
TBSS.
As summarised in the introduction, results in other diﬀusion MRI studies have not yet
yielded a convergent picture of the changes in WM structure in ASD; both decreases
and increases in FA an MD have been reported. Given the limited statistical power in
this study, due to the relatively small sample size, we cannot draw conclusions from a
lack of significant eﬀects. Furthermore, the lack of an eﬀect on FA and MD values may
not be entirely surprising in light of the multitude of diﬀerent findings that have been
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FA MD (×10−3mm2/s)
Structure ASD HC pag ASD HC pag
Arcuate fasciculus Left 0.460 0.451 0.112 0.688 0.690 0.975
Right 0.433 0.440 0.553 0.688 0.686 0.760
Callosal fibres 0.533 0.529 0.177 0.708 0.709 0.879
Cingulum Left 0.477 0.464 0.047 0.672 0.672 0.596
Right 0.461 0.447 0.024 0.656 0.655 0.746
Corona radiata Left 0.474 0.474 0.789 0.673 0.674 0.565
Right 0.475 0.480 0.757 0.655 0.653 0.552
Inferior fronto-occipital
fasciculus
Left 0.467 0.462 0.298 0.716 0.718 0.871
Right 0.474 0.475 0.870 0.709 0.710 0.814
Inferior longitudinal
fasciculus
Left 0.447 0.450 0.966 0.710 0.707 0.439
Right 0.439 0.445 0.483 0.712 0.716 0.709
Uncinate fasciculus Left 0.372 0.363 0.057 0.756 0.768 0.226
Right 0.392 0.385 0.094 0.715 0.724 0.596
Table 6.3 Mean fractional anisotropy (FA) andmean diﬀusion (MD) values for both
groups (unadjusted) and significance values (pag , controlled for age and gender).
reported. Reports on the size of WM structures have been scarcer. Fletcher et al. (2010)
found no significant diﬀerence in arcuate fasciculus size between ASD and controls.
The diﬀerence in brain sizes between the ASD anHC groups is remarkable, as increased
brain size hasmainly been associated with childhood development (Redcay and Courch-
esne, 2005 and Amaral et al., 2008) and in Courchesne et al. (2001,2011) a decrease in
brain size has been found compared to controls after around seven years age. Other
studies have, however, found an increase in head size to persist at least through late
childhood, and to be stronger in low functioning autism than in high functioning
autism (Herbert et al., 2003, Lotspeich et al., 2004 and Palmen et al., 2005). Piven
et al. (1996) found enlarged brain size in ASD at mean age 18 in males only. Given
the number of participants included in these studies, the contradiction is somewhat
surprising. However, the studies diﬀer in their inclusion and matching criteria; in the
study by Courchesne et al. (2001), for example, participants were not matched on either
performance or verbal IQ.
The concept of autism as a connectivity-related disorder has attracted a considerable
attention and is backed by a significant amount of evidence, both from structural and
functional neuroimaging (Belmonte et al., 2004b and Wass, 2011). Evidence points
towards a combination of reduced long-range connectivity and enhanced short-range
connectivity. It is mainly the first aspect, reduced long-range connectivity, that is
a natural target for investigation using diﬀusion imaging and the studies that were
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summarised in the introduction form a large part of the structural imaging evidence.
Both reduced bundle size and changes in FA could point at underconnectivity, although
an increase in FA is less straightforward to interpret.
The lack of agreement between diﬀusion MRI studies in ASD is disconcerting (see
introduction). Diﬀerences between participants with ASD and control participants
have been found at numerous locations throughout the brain in diﬀerent studies. As
whole brain analyses need to be corrected for multiple comparisons relatively heavily,
this may not be surprising by itself: Statistical power might simply not be enough to
show a diﬀerence everywhere, although it could very well be pervasive. The observation
that both lower and higher FA values have been reported, though, prohibits such a
simple explanation. The picture is complicated by the fact that eﬀect may well be
multifactorial: interactions with age and gender are probable. Interpretation is also
hampered by the lack of reported null findings, as knowledge of the number of null
results would make it easier to get an idea of the roles that a positive publication bias
and methodological issues may play. With the large number of publications on the
subject, however, it should be possible to make an estimate of the expected eﬀect size
and design an experiment with adequate power to resolve the situation. In such an
analysis, investigating a limited number of structures, like in this paper, would likely
work best.
Discussion of methodology
The secondary aim of this study was to evaluate the application of automatic white
matter segmentation (Visser et al., 2011) to obtain bundle-specific size information and
microstructural statistics. Unfortunately, the most interesting question of sensitivity is
diﬃcult to address, as there were no significant eﬀects in the diﬀusion analysis. Never-
theless, the study provided insights into the usefulness of the method in group studies
and these will be discussed below.
A first question would be whether the approach consistently labels the same structure
in all subjects. The method appears to have been very successful here: The structures
of interest were identified in all subjects (shown in Fig. 6.2 for one hemisphere). Table
6.2 and 6.3 also shows sizes and FA and MD values for the diﬀerent bundles to be
relatively symmetric, which suggests that bundle extraction has good reproducibility.
There are two exceptions: The first is the arcuate fasciculus, which is expected to show
lateralisation (Catani et al., 2005 and Glasser and Rilling, 2008). The second is the
inferior longitudinal fasciculus. Here, there is some arbitrariness in the definition of
the superior delineation of the tract through the selection of clusters and this may
underlie the asymmetry. This illustrates the need for a good convention for cluster
selection. A similar issue arises with artefactual streamlines: Clusters that shared part
of the trajectory of a bundle of interest but that either deviated in an anatomically
implausible way or that terminated early were not included. If anatomical diﬀerences
between groups are expected, caremust be taken to select all clusters thatmake up a tract
of interest, as in this case diﬀerent anatomical variants may by captured by diﬀerent
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clusters. The procedure of cluster selection is somewhat similar to the selection of
independent components in ICA analyses in resting state fMRI (Beckmann and Smith,
2004).
The aim of using bundle-based statistics was to disentangle bundle size and microstruc-
tural statistics, such as FA andMD. It is hard to experimentally verify the accuracy of the
estimated bundle sizes, but the observation that the sizes correlate strongly with brain
size (Fig. 6.3b) suggests that our approach is successful here. The availability of a mea-
sure of tract size is the main advantage of this approach: If mean FA and MD statistics
are computed over a region of interest (ROI) from an atlas, the mean is weighted by the
size of the bundle if there are non-WM voxels in the ROI. By first verifying that bundle
size does not change with an independent variable, one can be sure that the eﬀect is
caused by FA or MD and not by volume. A similar argument holds when comparing
bundle-based analysis to voxel-based analysis, where smoothing mixes FA/MD and
volume eﬀects. TBSS (Smith et al., 2006) is designed to be insensitive to volume eﬀects
and as such does not oﬀer the option of doing statistics on bundle size.
An interesting possibility for future extension of the approach used here would be to
use a multi-compartment diﬀusion model and to compute statistics over the compart-
ment corresponding to a given bundle. An obvious candidate would be the two-tensor
model (Tuch et al., 2002). Unfortunately, this model is not estimable using a single
shell acquisition scheme and relatively high b-values are needed for stable estimation
(Scherrer and Warfield, 2010). The advantages, however, are clear: In a multi-com-
partment model, statistics could be reliably computed over areas with crossing fibres
and, perhaps more importantly, it could eliminate non-WM signal mixed in by partial
volume eﬀects.
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7 Reference-free unwarping of EPI data using
dynamic oﬀ-resonance correction with multiecho
acquisition
Visser E, Poser BA, Barth M, Zwiers MP, Reference-free unwarping of EPI data using
dynamic oﬀ-resonance correction with multiecho acquisition (DOCMA), Magnetic Res-
onance in Medicine (2012) 68(4):1247-1254.
Abstract
Inhomogeneities of theB0 field cause geometric distortion in echo-planar imaging
(EPI), amethod central to functionalMRI. A number of correctionmethods have been
proposed, most of which are based on the acquisition of a fieldmap providing the
local oﬀsets to theB0 field. Here, acceleratedmulti-echo EPI is used, with echo times
short enough to enable the construction of a fieldmap of comparable quality from
the data themselves. This way, each volume in a timeseries can be unwarped using
a fieldmap obtained from that volume, avoiding volume-to-volume field-motion
interactions that invalidate reference data in conventional approaches that use a
single, static, fieldmap. The combination of accelerated acquisition with dynamic
distortion correction yields volumes with very low distortion at repetition times
similar to conventional EPI. The method is applied to data acquired at 3T and 7T
and is shown to eﬀectively correct image geometry. Furthermore, it is shown that
dynamic distortion correction yields better temporal signal stability than correction
using a static fieldmap in the presence of subject motion.
7.1 Introduction
In functional MRI, echo-planar imaging has been the method of choice for a long time.
Short volume acquisition times, which are critical to enabling functional experiments,
are the main factor in its success. A major drawback of the method, however, is image
distortion due to inhomogeneities of themainmagnetic (B0) field (Jezzard and Balaban,
1995 and Jezzard and Clare, 1999). These inhomogeneities are caused by local magnetic
susceptibility diﬀerences and are particularly apparent at tissue-air interfaces, such as
around the orbitofrontal and basal regions in the brain. The oﬀ-resonance eﬀects that
are caused by the field inhomogeneity manifest themselves as distortion predominantly
along the relatively slow EPI readout in the phase encoding (PE) direction. As a result,
significant errors arise when registering the EPI volume to a distortion-free reference
image (Hutton et al., 2002). In functional imaging, these registration errors have been
shown to aﬀect group-level analyses (Cusack et al., 2003 and Visser et al., 2010).
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Correction of inhomogeneity-induced distortion in EPI has been studied comprehen-
sively. The approach that is most commonly used is to measure a single fieldmap (a
map of the local oﬀsets to theB0 field) at the start of a functional experiment and to use
this map to correct the oﬀ-resonance eﬀects in the EPI images retrospectively (Jezzard
and Balaban, 1995). The correction can be performed by modelling the oﬀ-resonance
eﬀect on the measured signal (Kadah and Hu, 1997,1998 and Schomberg, 1999), by direct
resampling in image space (Jezzard and Balaban, 1995 and Hutton et al., 2002) or with
point spread function (PSF) mapping (Zeng and Constable, 2002 and Zaitsev et al.,
2004). An important disadvantage of these methods, which are very similar to each
other, is that they depend on the separate acquisition of reference data, whose validity
may be compromised over the course of the acquisition of an EPI timeseries (Hutton
et al., 2002). In Andersson et al. (2001), this motion-by-inhomogeneity interaction is
modelled explicitly to alleviate the associated problems.
Improvements on static fieldmap correction can be obtained by updating the fieldmap
for each volume (Marques and Bowtell, 2005 and Lamberton et al., 2007). The assump-
tion is made that the phase right after excitation is equal for all volumes. Dynamic
fieldmaps can then be calculated from the phase of the EPI volumes in the main acqui-
sition and a reference volume at a diﬀerent echo time (TE). The PLACE method (Xiang
and Ye, 2007) derives a fieldmap from two EPI volumes by adding an oﬀset to the PE
gradient in one of the two acquisitions. Alternating the phase encoding polarities of
subsequent EPI volumes was proposed in (Morgan et al., 2004, Holland et al., 2010
and Chang and Fitzpatrick, 1992). Two volumes with opposite distortions can then
be combined into a distortion-free volume. The use of multi echo EPI (ME-EPI) was
proposed in (Weiskopf et al., 2005) to acquire the same slice with both phase encoding
blip polarities in a single shot. A similar scheme for diﬀusion MRI is described in (Gal-
lichan et al., 2010). A related method using TRAIL (Priest et al., 2004) was described in
(Priest et al., 2006).
Accelerated acquisition as made possible by parallel imaging oﬀers another opportunity
for reducing the distortion problem. The magnitudes of any displacements scale with
the amount of unwanted phase accumulation, and hence with the time, between k-space
lines and they are therefore reduced by the acceleration factor. Both acceleration and
fieldmap-based correction will reduce, but not eliminate, the distortion problem.
Another advantage of acceleration is that it allows for themuchmore flexible application
of ME-EPI (Poser et al., 2006), as with a reduced length of the EPI readout, the same
slice can be acquired multiple times with more reasonable TEs and larger matrix sizes.
ME-EPI (Speck and Hennig, 1998) can increase BOLD sensitivity (Posse et al., 1999
and Poser et al., 2006), and more than recaptures the parallel-induced sensitivity losses
(Poser et al., 2006 and Schmiedeskamp et al., 2010). A fieldmap can be computed for
each volume from the phase images for the first and second echo. The combination of
acceleration and fieldmap-based distortion correction is particularly attractive as the
reduction in distortion oﬀered by acceleration greatly improves the invertibility of the
distortion problem.
The method that we present in this paper applies distortion correction to ME-EPI
data using per-volume fieldmaps and it is, therefore, insensitive to volume-to-volume
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Figure 7.1 Overview of the distortion correction process. A third echo is added to
illustrate how subsequent echoes can be corrected in a general ME-EPI experiment
(data from pilot experiment).
subject motion. When echo times are chosen to optimise sensitivity to T2* changes,
there will, typically, not be an increase in repetition time (TR).
7.2 Methods
The physics of geometric distortion in EPI, which is caused by inhomogeneity of theB0
field, is well known (Jezzard andBalaban, 1995). Inhomogeneity results in displacements
that are significant only in the phase encoding (PE) direction. These are given by:
dPE(x) =
γ ·ΔB0(x)
BWpp
, (7.1)
where dPE(x) is the displacement in pixels atx,ΔB0(x) is the local oﬀset toB0,BWpp
is the bandwidth per pixel along the PE direction and γ is the gyromagnetic ratio. With
acceleration, BWpp increases with the acceleration factor. With ME-EPI,ΔB0(x) is
readily computed from the phase evolution between the first two echoes:
ΔB0(x′) =
Δω(x′)
2piγ
=
ϕ2(x′)− ϕ1(x′)
2piγ ·ΔTE , (7.2)
where Δω(x′) is the angular frequency at point x′, ϕ1(x′) and ϕ2(x′) are the un-
wrapped phase at TE1 and TE2, respectively, and ΔTE is the echo time diﬀerence.
The prime signifies distorted coordinates, as the fieldmap is computed from distorted
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images. It is used as input for the distortion correction process (see Fig. 7.1) that is
explained below.
Correcting distortion using the displacements given by Eq. 7.1 is conceptually simple,
but this approach is not optimal as it introduces an additional resampling step and
requires subsequent intensity correction. A number of methods that do not suﬀer from
this problem have been proposed (Maeda et al., 1988, Noll et al., 1991, Kadah and Hu,
1997,1998 and Schomberg, 1999). Our approach is a variant of the method described in
Kadah and Hu (1998).
In the absence ofB0 inhomogeneities, the phase encoded signal S(m) is given by the
equation (see, for example, Bernstein et al. (2004)):
S(m) =
∫
Ly
0
M⊥(y)epiiy(N−1)/Lye−2piimy/Lydy, (7.3)
where Ly is the field of view,M⊥(y) is the distribution of transverse magnetization at
point y along the PE direction,N is the matrix size and 0 ≤ m ≤ N − 1 is the k-space
line number. When field inhomogeneities are present, the unwanted phase evolution
caused by them introduces an additional phase term. In this case, the measured signal
is
S′(m) =
∫
Ly
0
M⊥(y)epiiy(N−1)/Lye−2piimy/Lye−i(N−1)b(y)/2eimb(y)dy, (7.4)
with b(y) = Δω(y)N ·BWpp = ty · Δω(y), i.e. the unwanted phase evolution in the time
(ty) between two lines in k-space. The factor e−i(N−1)b(y)/2 centres the unwanted
phase evolution; unwanted phase evolution from excitation until reaching the centre of
k-space is part the of the phase image. An image can be obtained by solving the system
of equations given by the discretised form of Eq. 7.4,
S′(m) ≈
N−1∑
n=0
M⊥(nΔy)epiin(N−1)/Ne−2piimn/Ne−i(N−1)b(nΔy)/2eimb(nΔy),
(7.5)
forM⊥(nΔy).
Since unwarping will be applied to images that have already been reconstructed, it is
convenient to express the problem in image space. The derivation in Appendix 7.5
results in
M ′⊥(n
′Δy) =
N−1∑
n′=0
Dn′nM⊥(nΔy), (7.6)
whereM ′⊥(n
′Δy) is a column of the distorted image and with the distortion matrixD
(see the overview in Fig. 7.1) given by
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Dn′n =
1
N
(−1)n−n′ sin(Nb(nΔy)/2)
sin(b(nΔy)/2− pi(n− n′)/N) . (7.7)
This formulation is equivalent to Eq. 7.5 and is not a resampling operation, as the
application of an inverse discrete Fourier transform (see Appx. 7.5) exactly inverts image
reconstruction and hence yields the exact k-space data. Therefore, there is no inherent
loss of resolution associated with the operation, although any distortion-corrected
image will inevitably have inhomogeneous resolution and SNR. Note that, as expected,
D = I, the identity matrix, for b = 0 everywhere.
Clearly, the undistorted image is given byM⊥ = D−1M′⊥, assuming that the inverse
exists. Conjugate phase reconstruction (Maeda et al., 1988 and Noll et al., 1991) approxi-
mates the inverse asD−1 ≈ DT , essentially rewinding the undesired phase evolution
in k-space. A closer solution to the inverse problem can be found by iterative refine-
ment (Schomberg, 1999). However, this approach is not optimal in the multi echo case,
as the same inverse needs to be applied for all echoes (see Fig. 7.1). We will, therefore,
like (Kadah and Hu, 1998), use a pseudoinverse to find a solution.
If D = U𝚺VT is the singular value decomposition (SVD), then the pseudoinverse
is given by D+ = V𝚺+UT , where the elements of 𝚺+ are the reciprocals of those
of the diagonal matrix 𝚺 where these are non-zero, and zero elsewhere. To obtain a
stable regularised solution, the elements of 𝚺+ corresponding to singular values that
are smaller than a threshold value are set to zero, yielding a truncated SVD (TSVD)
(Hansen, 1987). We use a threshold value of 0.75, which was determined experimentally
to yield a stable solution without compromising image quality.
Unwarping was implemented in C++ using ATLAS (Whaley and Petitet, 2005) and
LAPACK (http://www.netlib.org/lapack/), with support code from FSL (Smith
et al., 2004) for brain extraction (BET, (Smith, 2002)), unwrapping of the phase diﬀer-
ence image (PRELUDE (Jenkinson, 2003)) and general imaging support. Dynamically
obtained fieldmaps were smoothed with a 7mm FWHM kernel. To prevent images
from drifting due to slowly changing frequency instabilities of the system, the mean
was subtracted from each fieldmap prior to using it for unwarping. Linear resampling
of the fieldmap to undistorted coordinates is integrated in the unwarping process.
7.2.1 Acquisition
ME-EPI data were acquired with three diﬀerent protocols, one at 3T and two at 7T. Five
healthy volunteers participated in the experiment, in accordance with the applicable
regulations for human research and with approval of the local ethical committee. One
participant participated in both the 3T and 7T experiments. All measurements were
performed twice, once with the instruction to the subject to lie still and once with
the instruction to move their head in response to a visual cue that occurred every 20
seconds.
The 3T data were acquired on a Siemens Trio system with a product 32-channel head
coil. In-plane resolution was 3.5 x 3.5 mm2with a 64 x 64 imagingmatrix and GRAPPA
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acceleration factor (AF) 2. Flip angle was 90°. Echo times were TE1 = 11.00 ms, TE2 =
32.26 ms; 40 slices were acquired with a slice thickness of 3.2 mm and a 10% gap. The
total number of volumes acquired was 150, with a volume TR of 2370 ms. In addition,
a separate fieldmap was acquired using a dual gradient echo sequence, with in-plane
resolution 3.5 x 3.5 mm2, matrix size 64 x 64, TE1 = 10.00 ms, TE2 = 12.46 ms, TR =
1020 ms; 64 slices were acquired with a slice thickness of 2.0 mm and a 50% slice gap.
For anatomical reference, a T1 weighted volume with 1.0 mm isotropic resolution was
acquired using an MPRAGE sequence.
The first 7T protocol was designed to match the the 3T protocol in terms of resolution.
The data were acquired on a Siemens system with a 32-channel head coil. In-plane
resolution was 3.5 x 3.5 mm2 with a 64 x 64 imaging matrix and AF 2. Flip angle was
75°. Echo times were TE1 = 11.00 ms, TE2 = 26.58 ms; 40 slices were acquired with a
slice thickness of 3.2 mm and 10% gap. The total number of volumes acquired was 150,
with a volume TR of 2000 ms. The second protocol at 7T had 2.0 x 2.0 mm2 in-plane
resolution, with a 112 x 112 matrix and AF 3. Flip angle was 75°. Echo times were
TE1 = 14.00 ms, TE2 = 36.81 ms. Slice number and thickness were the same as for
the lower-resolution protocol. MP2RAGE (Marques et al., 2010) was used to obtain
anatomical reference images. Resolution was 1.0 mm isotropic for two subjects and
0.75 x 0.75 x 0.80 mm3 for one.
7.3 Results
Figure 7.2 shows improved geometry and successfully corrected intensity after distortion
correction in one of the 7T datasets. The eﬀect is clearest near the ventricles, where
a significant displacement can be seen. The benefit of distortion correction is further
illustrated by Fig. 7.3, which shows that registration inaccuracies present in the original
images are removed by distortion correction. As expected, the eﬀect is larger in the the
7T data than in the 3T data.
Dynamically measured fieldmaps correspond well to those obtained using the dual
gradient echo acquisition (Fig. 7.4). The maps of the standard deviation of the fieldmap
over time indicate where diﬀerences between the performance of static and dynamic
unwarping are to be expected. The largest areas of high variance are in the frontal part
of the brain.
Figure 7.5 confirms that dynamic unwarping yields images that are regionally more
stable in the presence of subject motion. The eﬀect is largest frontally, which is in
agreement with Fig. 7.4. The advantage of dynamic unwarping when there is substantial
subject motion is confirmed by Tbl. 7.1, which lists the average of the temporal standard
deviation over the brain. The analyses for Fig. 7.5 and Tbl. 7.1 were carried out over a
mask generated from the magnitude image at TE2. The dynamically unwarped data
were realigned using MCFLIRT, static fieldmap correction was performed using the
preprocessing pipeline in FSL's FEAT (Smith et al., 2004). Before comparing, both
dynamically and statically corrected data were smoothed with a 7 mm FWHM kernel.
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Figure 7.2 Distortion correction results for the first echo in a single slice from the
low-resolution 7T data (first volume from dynamically unwarped series). Original
(left) and corrected (right) images. Note the significant displacement of the ventri-
cles. Lower panels show same slice as upper panels with narrower contrast window to
highlight successful intensity correction where the corrected image is stretched with
respect to the original image.
Results for the 7T data in the 'no motion'-condition are very similar to the 3T results for
the same condition (data not shown). An average fieldmap obtained from the ME-EPI
timeseries was used instead of a separately measured fieldmap, as the latter was not
available. Variance figures for the 7T data with motion were overwhelmed by ghost
artefacts that change with head orientation and were therefore not meaningful for the
evaluation of dynamic unwarping.
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Figure 7.3 Original and corrected data for all three protocols. Overlays are contours
generated from T1-weighted reference images. Improved coregistration is achieved
for all protocols and all subjects. This is particularly apparent near the ventricles and
the corpus callosum. Registration was performed with SPM8 (http://www.fil.ion
.ucl.ac.uk/spm/).
7.4 Discussion
It is clear from the presented results that residual distortion remains a significant prob-
lem in accelerated acquisition, especially at higher resolutions and at high field strength.
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Figure 7.4 Temporal characteristics of fieldmaps for one of the 3T datasets with mo-
tion. Slices of magnitude image, static fieldmap, dynamic fieldmap (mean over time-
series) and standard deviation over time of the dynamic field map. Note that the dy-
namic fieldmap is distorted, whereas the static one is not, although this diﬀerence is not
clearly visible. Upper colour bar (FM): Fieldmaps, lower colour bar (STD): Standard
deviation.
The residual distortion is eﬀectively corrected by the dynamic unwarping process. The
main advantage of the method over conventional unwrapping is that it is, due to the
lack of need for a reference acquisition, inherently insensitive to subject motion over
the course of a timeseries. We have shown that dynamic correction oﬀers better signal
stability than correction using a static fieldmap, in particular where variations over
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Figure 7.5 Diﬀerence between standard deviations of intensity for dynamically and
statically unwarped images, same slices and subject as Fig. 7.4. Left column: Without
intentional motion. Right column: With intentional motion. For reference: Mean
in-mask intensity in an arbitrarily selected volume is 1458 (arb. units). Note the im-
provement in signal stability in the 'motion' condition when using dynamic correction
and the correspondence of the regions where there is improvement to the regions with
high fieldmap variance in Figure 7.4.
time in the fieldmap are large. In situations where motion is likely to be a problem, for
example in block fMRI designs or with patients that cannot lie still for the duration of
an experiment, this is an important benefit.
The robustness against subject motion, combined with the advantages of ME-EPI itself,
which have been described above, makes dynamic unwarping an attractive alternative
to the use of a conventional fieldmap. As we were only concerned with distortion
correction, we have limited the number of echoes to two here, but the extension to
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σD (dynamic) σS (static) σD − σS Mean disp. (mm)
Subject 1 No motion 7.3 7.2 0.1 0.7
Motion 34.9 38.1 -3.2 7.5
Subject 2 No motion 5.8 5.7 0.1 0.1
Motion 42.8 45.6 -2.8 5.6
Subject 3 No motion 5.2 5.0 0.2 0.1
Motion 10.2 10.4 -0.2 0.9
Table 7.1 Temporal standard deviations of unwarped magnitude images (sum of
echoes) for all 3T datasets, averaged over all in-mask voxels. All diﬀerences are sig-
nificant (two-sample t-test, p < 0.001). Last column is mean displacement within
volume, as reported by FEAT.
multiple echoes is straightforward. The implementation of our method purely as a
post-processing allows it to be used with any ME-EPI data where both magnitude and
phase images are recorded. It can be directly applied to approaches such as (Poser et
al., 2006) and (Buur et al., 2009), that employ the same acquisition scheme. It has
recently been argued that including the phase information is beneficial in further fMRI
post-processing steps as well (Barry et al., 2012).
Accelerated acquisition is a crucial aspect of the method presented here. The shorter
length of the EPI readout reduces the size of the displacements that need to be corrected
and it allows for much shorter echo times. The use of multiple gradient echo EPI with
alternating PE polarities for the subsequent echoes has been proposed in (Weiskopf et
al., 2005). The long echo times in that study, which are inevitable without acceleration,
limit the method's applicability in areas where signal dropout occurs. In the case of
our method, with acceleration, echo times can be much shorter, reducing the dropout
problem. In areas where there is little signal in the second echo even at these short echo
times, unwrapping problems may occur. Therefore, care must be taken to use short
echo times if these areas are of particular interest. As more than two echoes can be
acquired, this does not harm BOLD sensitivity (Posse et al., 1999 and Poser et al., 2006).
In summary, we have shown a new distortion correction method that combines acceler-
ation and unwarping. In many neuroimaging applications, accurate registration of EPI
functional data to a high-resolution distortion-free reference images is an important
prerequisite for further analysis. This is particularly clear in surface-based methods,
where the white matter surface slices through the functional volumes to obtain a sig-
nal at each point on the surface. Good registration is also essential for the optimal
eﬃciency of group-level analysis in fMRI. The combination of accelerated acquisition
and unwarping yields images with very little distortion, with good robustness against
motion and without the need to acquire a separate reference scan.
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7.5 Derivation of Equation 7.6
Consider Eq. 7.5. In practice, the input to the distortion correction procedure will not be
the signal S′(m), but rather its inverse discrete Fourier transform (DFT),M ′⊥(n
′Δy),
as reconstruction will already have taken place on the scanner. Taking the inverse DFT
(including an additional phase factor e−piin
′(N−1)/N , as explained in (Bernstein et al.,
2004)) on both sides of Eq. 7.5 yields
M ′⊥(n
′Δy) =
1
N
N−1∑
m=0
S′(m)e−piin
′(N−1)/Ne2piimn
′/N
=
1
N
N−1∑
m=0
N−1∑
n=0
M⊥(nΔy)epii(n−n
′)(N−1)/N
× e−2piim(n−n′)/Ne−i(N−1)b(nΔy)/2eimb(nΔy),
(7.8)
a direct connection between the distorted and undistorted images. As the sum overm
is a geometric series, we can use the fact that
∑N−1
m=0 z
m = 1−z
N
1−z , and write
M ′⊥(n
′Δy) =
1
N
N−1∑
n=0
M⊥(nΔy)epii(n−n
′)(N−1)/Ne−i(N−1)b(nΔy)/2
× 1− e
−2pii(n−n′)+iNb(nΔy)
1− e−2pii(n−n′)/N+ib(nΔy) .
(7.9)
Multiplying the phase factors into the fraction and using e2piin = 1 yields
M ′⊥(n
′Δy) =
1
N
N−1∑
n=0
M⊥(nΔy)epii(n−n
′)
× e
−iNb(nΔy)/2 − eiNb(nΔy)/2
epii(n−n′)/N−ib(nΔy)/2 − e−pii(n−n′)/N+ib(nΔy)/2
=
1
N
N−1∑
n=0
M⊥(nΔy) (−1)n−n′
× sin(Nb(nΔy)/2)
sin(b(nΔy)/2− pi(n− n′)/N) ,
(7.10)
making using of the identity eiθ − e−iθ = 2i sin θ and the fact that epiin = (−1)n.
To avoid division by zero, the fractional part is replaced by its limit value (N ) where
b(nΔy) = 0 and n = n′.
Chapter 7: Dynamic unwarping of EPI data
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8 General discussion
The main aim of this thesis was to investigate at multiple scales whether neuronal
connectivity is aﬀected in ASD. The sound localisation data presented in Ch. 4 pro-
vided indirect evidence for abnormal connectivity within the brainstem. Analysis of
whole brain diﬀusionMRI data in Ch. 6, however, did not show significant diﬀerences
between the ASD and control groups. The individual experiments were discussed in
their respective chapters. What will be discussed here are the questions of whether
these results are compatible with each other, how the combined result fits in with
existing literature and how to design future experiments that could expand on these
findings.
Methodological aspects and further applications of streamline clustering (Ch. 5) and
dynamic unwarping (Ch. 7) are discussed at the end of this chapter.
8.1 ASD and connectivity
Summary of results
In Chapter 4, it was found that vertical sound localisation is clearly impaired in ASD,
while horizontal localisation is intact. The observation that the impairment is very
specific to only one aspect of sound localisation is remarkable, but can be explained by
the fact that horizontal and vertical localisation are determined based on completely
diﬀerent acoustical principles. The cues for both localisation processes are detected
by separate neuronal circuits, whose architecture has been described in considerable
detail. As discussed in Chapter 2, the diﬀerence in performance between horizontal and
vertical localisation provides insights into brainstem functioning in ASD. We provided
three possible interpretations in terms of neuronal connectivity:
• Impaired connections between neurons within the cochlear nucleus and inferior
colliculus could cause elevation detection to fail.
• Disrupted axonal projections from these nuclei could aﬀect downstream relaying
of elevation information.
• A (hypothetical) reduction in the number of fusiform neurons in the cochlear
nucleus could aﬀect both connectivity within the cochlear nucleus and downstream
projections.
The second result in Ch. 4 was a shorter temporal integration window in which the
precedence eﬀect occurs. We interpreted this result as evidence for a shorter temporal
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integration window, in accordance with the temporal binding deficit hypothesis (Brock
et al., 2002). This interpretation was supported by the observation that the threshold
value in onset diﬀerences for the precedence eﬀect was in the gamma frequency range.
In Chapter 6, white matter structure in ASD was investigated using semiautomatic trac-
tography-based white matter segmentation based on the clustering method presented
in Ch. 5. No significant diﬀerences in the size of the selected white matter structures
were observed after controlling for brain volume. Bundlewise FA and MD values also
showed no significant diﬀerences.
Deficient sound processing - a glimpse of the answer?
In discussing the potential connection between neuronal connectivity and spatial sound
processing, we have until now only briefly touched upon the distinction between func-
tional and structural connectivity. Studies comparing structural and functional con-
nectivity have found the two to mostly coincide, although functional connectivity may
show indirect connections, such as those between brain regions that are connected
through the thalamus (Damoiseaux et al., 2009, Greicius et al., 2009 and Honey et
al., 2009). It should be noted, however, that these studies have mostly focused on
connectivity between spatially distinct brain regions or long-range connectivity.
Although functional and structural connectivity often correspond, there is a possibility
that the firing patterns of neural connections that are structurally present are influenced
by factors external to the neurons. This could lead to a functional deficiency despite
neurons being structurally intact. The discussion is particularly relevant in light of the
abnormalities in neuronal architecture that have been observed throughout the brain
in ASD (Jacot-Descombes et al., 2012, Kulesza et al., 2011, Van Kooten et al., 2008 and
Hutsler and Zhang, 2010) and the suggestion that the genetics of ASD may be linked
to neuronal development, function and the interaction between the two (Berg and
Geschwind, 2012).
We have suggested that the impairment to vertical localisation in ASD may be caused
by abnormal connectivity within the auditory pathway. Referring back to Fig. 2.1 in
the introduction, it is not immediately clear whether this would fit in the functional
or structural category. Reduced sizes of and abnormal neuronal populations in the
nuclei of the nuclei of the superior olivary complex (SOC) (Kulesza and Mangunay,
2008 and Kulesza et al., 2011), however, suggest that similar abnormalities might occur
throughout the auditory pathway. Further research is needed to clarify the situation,
but it seems appropriate to give structural abnormalities the initial benefit of the doubt.
The other distinction made in Fig. 2.1 is that between local and long-range connectivity.
This is an important distinction, as we hypothesised, in concordance with (Belmonte et
al., 2004b and Wass, 2011), enhanced local and reduced long-range connectivity.
In the first interpretation in the summary above, abnormal connectivity within the
cochlear nucleus causes the problem in vertical localisation. From impaired task per-
formance itself, it is diﬃcult to draw any conclusions on whether under- or overcon-
nectivity is the underlying neural problem. Under the assumption that the architecture
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as it is in the normal population results in optimal task performance, both under- and
overconnectivity could hinder performance. This is not an entirely safe assumption,
though, as individuals with ASD have been shown to perform better on tasks related
to pitch perception (Heaton, 2005 and Bonnel et al., 2003) and in other low-level sen-
sory paradigms (Mottron et al., 2006). Local overconnectivity would be a plausible
neurological correlate of these enhancements in performance. This should urge us to
be careful and not to automatically assume that both negative and positive deviations
from typical brain function lead to impairments of functioning. This consideration,
combined with the reduced size of other nuclei in the auditory pathway (Kulesza et al.,
2011), may constitute a preliminary hint in the direction of underconnectivity.
The second interpretation, impaired projection to downstream nuclei, is more straight-
forward. Such an impairment would be a reflection of long-distance underconnectivity.
One point of discussion, though, could be exactly what range is considered to be 'long'.
Nevertheless, given the organisation into distinct nuclei of the auditory brainstem, it
seems logical to refer to these connections as long-range within this context. The third
explanation, a reduced number of fusiformneurons, would aﬀect both dendritic connec-
tions and axonal projections and would likely results in reduced local and long-range
connectivity.
The only histological evidence points in the direction of local underconnectivity and a
reduced number of projection neurons (Kulesza et al., 2011) in the auditory pathway.
Unfortunately, this study only investigated the SOC and a similar examination of
the cochlear nuclei would be needed to be provide a more conclusive answer to the
question how neuronal abnormalities aﬀect vertical localisation. Nevertheless, it is a
strong suggestion that reduced long-range connectivity is an important factor.
The lower delay threshold in the precedence experiment seems to fit well into the picture
of reduced long-range connectivity. It is diﬃcult to draw any conclusions regarding the
neural mechanism leading to the lower threshold. The observation that the timescale
at which the eﬀect takes place is in close agreement with the gamma frequency of the
temporal binding hypothesis (Brock et al., 2002), however, firmly associates this result
with long-range underconnectivity.
The modest sample size included in the localisation experiment in Ch. 4 did not al-
low for the examination of correlations between localisation performance and other
diagnostic, behavioural or psychological descriptive measures. In a follow-up study,
the question could be asked whether impaired elevation processing is more severe in
specific subgroups of the population with ASD. An obvious candidate would be a link
with sensory hyper- or hyposensitivity. As mentioned in the introduction, the TOM
andWCC aspects of ASD seem to be rather independent one from another. Therefore,
it would be very interesting to examine whether the sound localisation impairment
is associated with TOM or WCC deficits. Perhaps the most probable option a priori
would be theWCC theory, as it is most explicitly linked to a pervasive deficit in neuronal
connectivity.
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Diﬀusion imaging and ASD - questions for the future
The bulk of evidence for a deficit in long range structural connectivity consists of
diﬀusion MRI studies. As discussed in Ch. 6, despite the large number of studies that
have reported on white matter structure, the picture so far is not as coherent as one
would like it to be. The fragmentation may be due in part to the eﬀects being small
and the limited group sizes in many studies. Heterogeneity between the populations of
diﬀerent studies may also play a role.
A factor that may contribute to the inconsistent findings is the fact that many studies
have employed whole brain voxel-based methodologies that may not be ideally suited
to resolving this situation. These kinds of analyses are extremely useful for identifying
which areas may be aﬀected, but, due to the need to correct for many comparisons,
may lack the power to be conclusive about null findings. Especially when considering
the hypothesis that there is a pervasive deficit in white matter connectivity in ASD, an
analysis that compares the whole brain, or a small number of major structures, is likely
to be more conclusive. In this respect, an approach along the lines of that presented
in Ch. 6 could prove very useful. Experiments designed with such considerations in
mind could, especially with larger group sizes, likely clarify the situation.
Another promising possibility is the use of diﬀusion-based mapping of microstructural
parameters (Alexander et al., 2010, Assaf and Basser, 2005 and Assaf et al., 2008). Al-
though thesemethods are of relatively recent date and few studies beyond proof-of-prin-
ciple reports have been performed, the proposition is attractive. The main focus has
been on axonal diameter and even though the methods have not been fully successful in
finding quantitatively accurate numbers, the enhanced specificity to a clear anatomical
property could yield better interpretable results. In light of the observed histological
diﬀerences (Kulesza et al., 2011, Hutsler and Zhang, 2010 and Jacot-Descombes et al.,
2012), parameters like the extracellular volume fraction, which can also be estimated
using these methods, could provide useful information. The main factor limiting the
application of these methods are diﬃculties in data acquisition: Protocols take much
time and gradients on human scanners may not be able to provide adequate diﬀusion
weighting. A recent method by Zhang et al. (2012) specifically aims to be practical in
this respect and provides a measure of the orientational dispersion of neurites, which,
according to the authors, is associated with brain development and ageing. This may
be a good next step towards better understanding of white matter structure in ASD.
Concluding remarks
In our investigation of connectivity in ASD we have considered our results in the
framework of local overconnectivity combined with reduced long-range connectivity.
The simplicity of the hypothesis is attractive, but it may also be one of its weaknesses, as
the lack of specificity means that the conceptual identification with the ASD phenotypes
is still a leap. This is illustrated by the sound localisation data that were presented. At a
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low level of description, i.e. one close to the neural substrate, it could be argued that
almost any change in anatomy will in some way be a change in connectivity.
This leads us to the conclusion that the question whether connectivity is aﬀected may be
too general a question. In order to advance understanding of the neural underpinnings
of ASD, we should really ask how connectivity is aﬀected. The hypothesis of local over-
and long-range underconnectivity is a good example of this, but it is still of limited
predictive power. Post-mortem brain tissue of ASD patients is scarce, and histological
research in ASD has only recently started to gain momentum, but this may be the
ideal additional input that will allow the formulation of more detailed hypothesis of
abnormal connectivity in ASD.
8.2 Further applications of streamline clustering
The clustering method that was described in Chapter 5 was applied in Ch. 6 to data that
were acquired as part of the ASD study that is the main subject of this thesis, but there
may be applications beyond ASD. There are two ways in which the approach can be
advantageous in diﬀusion MRI studies:
• Clustering provides coherent bundles in tractography that can be readily identified.
This enables the investigation of parameters like bundle size. Thesemeasures are not
easy to obtain otherwise, as one would usually need to rely on ROI-based seeding
and streamlines selection. In cases where diﬀerences in white matter (macro)archi-
tecture are expected, the method will, therefore, be very useful.
• If tractography is used to define ROIs for further analysis, clustering can be used to
find subject-specific regions that accurately map to the structure of interest. These
regions will be more accurate than those from an atlas, for example, and this will
yield more reliable statistics over the regions.
Many diﬀusion imaging studies are carried out with relatively aspecific hypotheses.
Voxelwise analysis matches the exploratory character of such studies, but there is a
case to be made for investigating larger structures if the hypothesis suggests a pervasive
problem. In this case, there is nothing to be gained from the spatial specificity of
voxelwise analysis and much to be lost in terms of statistical power.
8.3 Dynamic distortion correction
In Chapter 7, a novel approach to dynamic distortion correction for fMRI was intro-
duced. Geometric distortion is a significant problem in plain, non-accelerated EPI, that
we have shown to negatively aﬀect group level statistics (Visser et al., 2010). This is
due to the fact that the distortion field depends on the shape of the head and hence
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diﬀers between subjects. As nonlinear registration parameters are usually calculated
from non-EPI structural reference images, geometric distortion is not compensated
for. This problem is addressed by any successful distortion correction method. A sec-
ond problem is between-volume subject motion during the acquisition of a timeseries.
In contrast to conventional methods, the dynamic correction method that was pro-
posed does not use external reference data and is hence insensitive to this problem.
We showed that this results in better signal stability in the presence of severe subject
motion.
Although the improvement in signal stability compared to conventional distortion
correction is only moderate, the approach may be very attractive in practice. Higher
resolution fMRI and surface based analysis have seen a recent increase in interest and in
these cases accurate registration is even more important than in the case of traditional
fMRI analyses. Multi echo EPI, on which the approach is based, can be used routinely
for fMRI, although there is limit to the resolution at which it is practical. When it is
used, the correction is essentially free; there is no resampling-related loss of resolution
and no extra acquisition time.
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In het hier beschreven onderzoek staan twee onderwerpen centraal: de neuronale me-
chanismes die ten grondslag liggen aan de op gedragsniveau beschreven eigenschappen
van autisme en nieuwe methoden om de analyse van hersenscans waarin naar verbin-
dingen van de witte hersenstof is gekeken te verbeteren.
Autismespectrumstoornissen (ASS) zijn gedefinieerd in het Diagnostic and Statistical
Manual of Mental Disorders, de DSM-IV (American Psychiatric Association, 2000), op
basis van gedragskenmerken. Deze zijn beschreven aan de hand van drie domeinen:
Problemen in sociale interactie en in verbale en non-verbale communicatie en stereotiep
en herhalend gedrag.
Hoewel er in de afgelopen jaren veel onderzoek is gedaan naar de rol van afwijkingen
in de bouw en het functioneren van de hersenen bij ASS, met name met neuroimaging-
methoden, is er nog geen consensus over een alomvattende theorie over de neuronale
mechanismes die aan ASS ten grondslag liggen. Een veelbelovende hypothese is die van
abnormale neuronale connectiviteit (Brock et al., 2002, Rubenstein en Merzenich, 2003
en Just et al., 2004). Connectiviteit kan in deze context slaan op verschillende aspecten
van de manier waarop groepen van neuronen met elkaar verbonden zijn. Er kan daarbij
een onderscheid gemaakt worden tussen de fysieke aanwezigheid van witte stofver-
bindingen tussen groepen van neuronen (structurele connectiviteit) en de correlaties
tussen gemeten functionele signalen in verschillende gebieden (functionele connectivi-
teit). De meest actuele hypothese over connectiviteit bij ASS gaat uit van lokaal vergrote
connectiviteit en verlaagde connectiviteit over grotere afstanden (Belmonte et al., 2004b
en Wass, 2011).
Het tweede centrale onderwerp, methodologische verbeteringen van de analyse van
MRI data, kan directe betekenis hebben voor cognitief MRI-onderzoek op verschil-
lende vlakken. Een van de op methoden gerichte hoofdstukken heeft betrekking op
diﬀusiemetingenmetMRI. Deze techniek geeft per voxel informatie over de plaatselijke
richting vanwitte stof bundels (Basser et al., 1994).Met de richtingen kunnen vervolgens
bundels gereconstrueerd worden (Mori et al., 1999 en Catani et al., 2002); hiermee is het
een zeer geschikte techniek om neuronale connectiviteit op grote schaal te onderzoeken
in het brein. Het andere methodologische hoofdstuk gaat over de correctie van beeld-
vervormingen door inhomogeniteit van het magnetische veld. De acquisitiemethode
die voor functionele imaging wordt gebruikt, echo-planar imaging (EPI), is hier zeer
gevoelig voor en vervormingen kunnen leiden tot problemen bij het over elkaar heen
leggen van verschillende scans (Jezzard en Balaban, 1995 en Jezzard en Clare, 1999). Een
bijkomend probleem is dat de vervormingen kunnen veranderen als een proefpersoon
beweegt in de scanner. Bestaande methoden meten meestal de plaatselijke afwijkingen
in het veld voor het experiment, maar de eﬀectiviteit van deze aanpak kan afnemen bij
veel beweging.
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Geluidslocalisatie bij mensen met ASS
In Hoofdstuk 4 is gekeken naar het aanwijzen van geluiden in de ruimte door mensen
met ASS. Overgevoeligheid of juist verminderde gevoeligheid voor sensorische input
wordt genoemd in de DSM-IV,maar is pas in de DSM-5 een echt criterium voor ASS. In
het experiment werd aan de deelnemers gevraagd om eenvoudige geluiden aan te wijzen
in een achtergrond van ruis. Het bleek dat mensen met autisme hier op de horizontale
as even goed in zijn als controledeelnemers, maar dat ze op de verticale as duidelijk
slechter presteren. In een tweede experiment werd het zogenaamde precedence eﬀect
onderzocht, waarbij twee geluiden met een klein verschil in begintijd en gepresenteerd
vanuit verschillende punten worden waargenomen als één geluid vanuit de positie van
het geluid dat het eerst begon (Blauert, 1971 en Litovsky et al., 1999). De deelnemers
met autisme waren minder gevoelig voor dit eﬀect in de zin dat de maximale tijd
waarbij het optreedt korter was dan bij controledeelnemers. Deze resultaten zouden
kunnen passen in een beeld van verminderde connectiviteit over langere afstanden; de
verbindingen tussen de auditieve kernen in de hersenstam, waarvan de functies voor
geluidslocalisatie grotendeels bekend zijn, zouden aangetast kunnen zijn. Daarnaast is
uit weefselonderzoek gebleken dat de grootte en compositie van deze kernen afwijkt
bij mensen met ASS (Kulesza et al., 2011 en Kulesza, 2008).
Clustering van streamlines
Hoofdstuk 5 beschrijft een nieuwemethode voor de identificatie van witte stofbundels in
diﬀusie MRI-data. Als diﬀusie MRI wordt gebruikt voor de reconstructie van bundels,
worden in eerste instantie meestal duizenden tot honderdduizenden streamlines gepro-
duceerd, paden die de vorm van een bundel weergeven. Om deze enorme hoeveelheid
streamlines hanteerbaar te maken, is het nuttig om ze te groeperen (clusteren) op een
manier die anatomisch betekenisvol is; in het ideale geval zó, dat alle streamlines die bij
een structuur horen in één groep terechtkomen. De meeste bestaande methoden zijn
niet direct toepasbaar omdat ze problemen hebben met het grote aantal streamlines.
In het hoofdstuk wordt een nieuwe aanpak geintroduceerd die als uitgangspunt neemt
dat het clusteren van subsets van de volledige verzameling streamlines een resultaat op
moet leveren dat enigszins in de buurt komt van het resultaat de verkregen zou zijn
als alle streamlines geclusterd zouden zijn en als daarna de subset genomen zou zijn.
Door herhaaldelijk subsets te clusteren wordt een goede clustering van alle streamlines
verkregen. Een groot voordeel van deze aanpak is dat ook bundels gevonden kunnen
worden die overeen komen tussen proefpersonen. De methode is hiermee zeer geschikt
als basis voor groepsanalyses.
Witte stofstructuur bij autisme
De in Hoofdstuk 5 beschreven clusteringmethode wordt in Hoofdstuk 6 toegepast om
witte stofstructuur te onderzoeken in ASS. Een substantieel deel van de onderbouwing
Nederlandse samenvatting
129
voor verminderde connectiviteit op lange afstand in ASS berust op resultaten in diﬀusie
MRI-studies. De grootste groep bestaat uit studies waarbij uit de diﬀusiedata lokale
parameters worden geextraheerd, die iets zeggen over de cellulaire architectuur van
het weefsel. De meestgebruikte parameters zijn de gemiddelde diﬀusiviteit (MD), die
iets zegt over de mate van diﬀusie, en de fractionele anisotropie (FA), die aangeeft
in hoeverre het diﬀusieprofiel richtingsafhankelijk is (Basser et al., 1994). Met name
de FA-parameter heeft in grote belangstelling gestaan in neuroimagingstudies, omdat
deze vaak in verband wordt gebracht met 'integriteit' van het weefsel, hoewel de pre-
cieze interpretatie moeilijk is (Basser, 1995 en Pierpaoli en Basser, 1996). Een aantal
studies heeft tractografie gebruikt. Hierbij worden ofwel direct de gevonden bundels
gekwantificeerd, meestal met het aantal streamlines, ofwel gemiddelden van FA en
MD waarden berekend over de gevonden bundels. In het hier beschreven onderzoek is
voor de laatste aanpak gekozen. Het grote voordeel van het gebruik van automatische
segmentatie door middel van clustering, is dat bundels slechts eenmaal op groepsni-
veau geïdentificeerd hoeven te worden om in elke proefpersoon de overeenkomstige
(proefpersoon-specifieke) bundel te vinden. Hierdoor is het mogelijk om diﬀusie in het
hele brein te onderzoeken aan de hand van een aantal grote structuren. Ten opzichte
van een analyse gebaseerd op statistische tests per voxel heeft dit als voordeel dat het
aantal statistische tests een stuk kleiner is.
De witte stofstructuur in autisme werd onderzocht aan de hand van een aantal grote
structuren die met tractografie goed te reconstrueren zijn. In deze structuren zijn geen
verschillen in FA of MD gevonden tussen de ASS- en controlegroepen. Ook een ver-
gelijking van de groottes van de bundels (aantallen streamlines) liet geen significante
verschillen zien. In de literatuur is veel gerapporteerd over FA-waarden in ASS, maar
het beeld is weinig samenhangend; zowel hogere als lagere waarden zijn gevonden
(Keller et al., 2007, Lee et al., 2007, Catani et al., 2008, Sundaram et al., 2008, Cheng et
al., 2010, Cheon et al., 2011, Jou et al., 2011, Shukla et al., 2011a, Groen et al., 2011, Nagae
et al., 2012, Ben Bashat et al., 2007, Bode et al., 2011, Weinstein et al., 2011, Ke et al., 2009,
Ameis et al., 2011, Thomas et al., 2010, Langen et al., 2012 en Fletcher et al., 2010). In
deze zin is het misschien niet bijzonder verrassend dat er geen verschillen gevonden
zijn. De vraag hoe het beeld in de literatuur zo diﬀuus kan zijn is uiteraard interessant
en belangrijk; verklaringen hiervoor kunnen zowel in de gebruikte methoden als in
de uiteenlopende onderzoekspopulaties met wisselende inclusie- en exclusiecriteria
gezocht worden.
Dynamische correctie van vervoming in EPI-data
In Hoofdstuk 7 is een methode beschreven waarmee vervormingen in EPI kunnen
worden gecorrigeerd zonder dat er referentiedata verzameld hoeven te worden. Dit is
mogelijk doordat gebruikt gemaakt wordt van multiecho EPI, waarbij elke slice meerde-
re keren wordt uitgelezen bij opeenvolgende echotijden (Speck en Hennig, 1998). Door
gebruik te maken van een versnelde acquisitie kan dit in een tijd die vergelijkbaar is
met die in het geval van conventionele EPI (Poser et al., 2006). Omdat het hier gaat
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om een gradient echo-acquisitie, kunnen met de faseinformatie in de achtereenvolgen-
de acquisities van de slice de afwijkingen in het magnetische hoofdveld B0 worden
berekend. Als deze afwijkingen bekend zijn, kunnen de vervormingen gecorrigeerd
worden. Omdat er geen referentiedata nodig zijn, kan de correctie voor elk volume
apart worden uitgevoerd. In het hoofdstuk blijkt dat dit de signaalstabiliteit ten goede
komt ten opzichte van correctie met externe referentiedata, als een proefpersoon tijdens
het experiment veel beweegt.
Conclusie
In de hoofdstukken met onderzoek naar de neuronale grondslagen van ASS is gepro-
beerd de resultaten te interpreteren binnen in het kader van de hypothese van een
toename in lokale connectiviteit en gereduceerde connectiviteit over langere afstand.
De resultaten van het geluidslocalisatieexperiment zouden hierin goed kunnen passen,
al is niet met zekerheid te zeggen of de verschillen een afspiegeling zijn van afwijkende
connectiviteit in de hele hersenen of dat ze specifiek zijn voor het auditief systeem.
Er is geen verschil gevonden in witte stofstructuur tussen mensen met autisme en de
controlegroep. Hierbij kan juist de omgekeerde vraag gesteld worden; het zou kunnen
dat een analyse aan de hand van de grote witte stof structuren niet specifiek genoeg
is. Er is een recente toename in weefselonderzoek bij autisme en de resultaten van dit
onderzoek zouden zeer waardevol kunnen zijn voor het onderzoek naar connectiviteit
bij autisme.
Het belang van de ontwikkeling van nieuwe analysemethoden wordt goed geïllustreerd
door de toepassing van clustering om witte stofbundels te vinden in de autismestudie.
Een groot voordeel van deze aanpak is dat connectiviteit in het hele brein onderzocht
kan worden aan de hand van een beperkt aantal anatomisch duidelijke gebieden.
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survived this year's Christmas dinner and who hasn't. Lasse, Lyan, Louris, Willemijn,
Laurien, Stijntje, Marjanne, looking forward to seeing you again somewhere, some day.
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