The current paper is devoted to the study of existence, uniqueness and Lifshitz tails of the integrated density of surface states (IDSS) for Schrödinger operators with alloy type random surface potentials. We prove the existence and uniqueness of the IDSS for negative energies, which is de ned as the thermodynamic limit of the normalized eigenvalue counting functions of localized operators on strips with sections being special cuboids. Under the additional assumption that the single-site impurity potential decays anisotropically, we also prove that the IDSS for negative energies exhibits Lifshitz tails near the bottom of the almost sure spectrum in the following three regimes: the quantum regime, the quantum-classical/classical-quantum regime and the classical regime. We point out that the quantum-classical/classical-quantum regime is new for random surface models.
Introduction
This paper is concerned with the existence, uniqueness and Lifshitz tails (or Lifshitz singularities, or Lifshitz behavior) of the integrated density of surface states (IDSS) for the random Schrödinger operator
where −Δ is the negative Laplacian, 0 is the bulk potential used to model a perfect crystal and is the random surface potential of alloy type concentrated near the -dimensional surface ℝ × {0} ⊂ ℝ × ℝ , that is, has the form ( , ) = ∈ℤ ( − , ), ∈ ℝ and ∈ ℝ , (1.2) where { } ∈ℤ are independent and identically distributed (i.i.d.) random variables on some probability space Ω and is the single-site impurity potential. See Section 2 for exact assumptions. Operator (1.1) is used to model non-interacting electrons in a crystal with additional random impurities. A vast amount of literature has been carried out toward the spectral structure on the random Schrödinger operator (1.1) as well as its discrete analog. See [2-4, 8, 18, 21-24] and references therein. However, there is very few work on Lifshitz tails for the random Schrödinger operator (1.1) and its discrete version. See [26] for the discrete model and [37] for the continuum model. As a motivation for the current paper, we roughly describe results obtained in [37] by Kirsch and Warzel. In [37] , they studied the existence, uniqueness and Lifshitz tails of the IDSS for the model (1.1) (with one more ergodic term). For the existence and uniqueness of the IDSS, they proved the existence of the limit ( ) := lim →∞ 1 |Λ | ( , , ) for < 0 (see Section 2 for the de nition of ( , , )) and the uniqueness ( ) = ( ) for < 0, where Λ is the open cube in ℝ centered at 0 with side length and = Λ × ℝ . The IDSS ( ) for negative energies < 0 is de ned to be the common values. We remark that the fact Λ is a cube plays an important role, since their proof relies heavily on the eigenvalues of the Neumann Laplacian on cubes. For Lifshitz tails, under the assumption that the single-site impurity potential : ℝ + → [0, ∞) decays isotropically in the -direction and is uniformly bounded in the -direction, that is, satis es | | − ( ) ≤ ( , ) ≤ 0 | | − for | | large and any ∈ ℝ , they showed that the IDSS for negative energies exhibits Lifshitz tails near the bottom of the spectrum with lim ↓ 0 ln|ln ( )| ln( − 0 ) = − max 2 , − .
Cases ≥ + 2 and < < + 2 correspond to the quantum regime and the classical regime, respectively. We remark that Lifshitz tails in the classical regime are also called Pastur tails. Another motivation for this paper is the work of Kirsch and Warzel [36] . In [36] , they studied the Lifshitz tails for a class of general random operators, which cover the operator (1.1) in the case = 0. The main assumption on the single-site impurity potential : ℝ → [0, ∞) is the anisotropic decay, that is,
where ( 1 , 2 ) ∈ ℝ 1 × ℝ 2 with 1 + 2 = . They proved that the integrated density of states (IDS) exhibits Lifshitz tails near the bottom of the spectrum with
where = , = 1, 2, and = 1 + 2 . The cases (i) 2 > 1− , = 1, 2,
correspond to the quantum regime and the classical regime, respectively. The other two cases, (iii) 1 2 > 1 1− and 2 2 ≤ 2 1− , (iv) 1 2 ≤ 1 1− and 2 2 > 2 1− , correspond to the quantum-classical/classical-quantum regime (since the quantum-classical regime and the classical-quantum regime are essentially symmetric, we here use "the quantum-classical/classical-quantum regime" to denote both of them), which is unknown before them. In conclusion, they recovered the classical results (the quantum regime and the classical regime) with being isotropic decay and found a new regime (the quantum-classical/classical-quantum regime).
Inspired by the work of Kirsch and Warzel [36, 37] , we study the existence, uniqueness and Lifshitz tails caused by anisotropic decay of the IDSS for the random Schrödinger operator (1.1) . Main results of the paper can be roughly summarized as follows. (i) We prove the existence and uniqueness of the IDSS for negative energies, which is de ned as the thermodynamic limit of the eigenvalue counting functions of localized operators on strips of the form Λ × ℝ , where Λ ⊂ ℝ are special open cuboids. Moreover, we justify that the IDSS for negative energies obtained in the current paper coincides with the one obtained in [37] by Kirsch and Warzel. It is worthwhile to point out that the uniqueness of the IDSS is unknown for Λ being general domains for the reason that the proof in [37] or in Section 3.1 depends heavily on the eigenvalues of the Neumann Laplacian on 2 (Λ). (ii) Under the anisotropic decay of the single-site impurity potential : ℝ + → [0, ∞), that is, satis es
for |( 1 , 2 )| large and any ∈ ℝ , we prove that the IDSS for negative energies exhibits Lifshitz tails near the bottom of the spectrum in all three regimes: the quantum regime, the quantum-classical/classicalquantum regime and the classical regime. Hence, we recover the results obtained in [37] by Kirsch and Warzel with decaying isotropically and nd the quantum-classical/classical-quantum regime, which is new for random surface models.
We remark that for Lifshitz tails in both the quantum regime and the classical regime, we only need to study the IDSS by means of localized operators on strips Λ × ℝ with Λ being open cubes in ℝ . It is the Lifshitz tails in the quantum-classical/classical-quantum regime forcing us to study the IDSS using localized operators on strips Λ × ℝ with Λ being open cuboids in ℝ . Besides the above two main results (i) and (ii), we also prove the estimate of the spectral gap between the lowest two eigenvalues of the localized partially periodic operator on strips as it was proven in [37] , which plays a crucial role in the study of Lifshitz tails.
It should be pointed out that besides the study of Lifshitz tails for random surface models, Lifshitz tails for other random operators have been widely studied and proven to exist near the bottom of the spectrum since the rst proof, given by Donsker and Varadhan [11] , of Lifshitz's prediction [50, 51] . See [29, 33, 36, 53, 63] , etc. for random alloy-type models, [6, 14, 15, 19, 20, 27, 41, 44, 49, 70] , etc. for random Landau Hamiltonians and [32, 57] , etc. for percolation models. Lifshitz tails are also shown to exist near band edges of the spectrum as predicted by Lifshitz. This phenomenon is now referred to as internal Lifshitz tails. See [16, 38-40, 45, 52, 54, 66] and references therein. The survey paper [30] provides a quite complete summary of the above results. There are also results on Lifshitz tails for random magnetic elds. See [16, 60, 61, 68, 69] and references therein. Other types of random operators such as random wave operators, random block operators, hierarchical Anderson model, etc. were also shown to exhibit Lifshitz tails. See [31, 35, 56, 58, 59] and references therein. Recently, Lifshitz tails were shown to exist in non-monotonous alloy type random Schrödinger operators. See [17, 42, 43] and references therein.
The rest of the paper is organized as follows. In Section 2, we give standard assumptions on the random surface model (1.1) and state main results of this paper. In Section 3, we prove the existence and uniqueness of the IDSS for negative energies. Section 4 is devoted to the preparation for the proof of Lifshitz tails. In which, we prove the crucial spectral gap estimates and obtain a sandwiching bound for the IDSS for negative energies. In Section 5, we prove the existence of Lifshitz tails near the bottom of the spectrum for the random surface model.
Notations, assumptions and main results
In this section, we give basic assumptions on the random surface model (1.1), i.e., assumptions on the bulk potential 0 and the random surface potential , and state main results regarding the existence, uniqueness and Lifshitz tails of the IDSS.
We rst make some conventions for the discrete spectrum of a self-adjoint operator. For any self-adjoint operator , its spectrum is denoted by ( ). If has discrete spectrum below its essential spectrum, the discrete spectrum below the essential spectrum are denoted by 0 ( ) ≤ 1 ( ) ≤ 2 ( ) ≤ ⋅ ⋅ ⋅ according to multiplicity. Moreover, if the discrete spectrum below the essential spectrum consists of the points 0 ( ), 1 ( ), . . . , −1 ( ), we denote by ( ) the bottom of the essential spectrum.
For self-adjoint operators restricted to subdomains with self-adjoint boundary conditions, we will frequently use the following notations. Suppose is a self-adjoint operator on 2 (ℝ + ). Let Λ ⊂ ℝ be an open set (in particular, Λ is a cuboid in ℝ ) and let = Λ × ℝ be the strip. We denote by the operator restricted to 2 ( ) with boundary condition on , where = or = refers to Dirichlet or Neumann boundary condition. Also, if we let Λ ⊂ ℝ be an open set and set = Λ × Λ, then the notation , is used to stand for the operator restricted to 2 ( ) with boundary condition on Λ × Λ and boundary condition on Λ × Λ, where , = or refer to either Dirichlet or Neumann boundary condition. We next make assumptions to ensure the self-adjointness of operators , ∈ Ω. Suppose Assumption (H1). The potential 0 ∈ K(ℝ + ) ∩ 2 loc (ℝ + ) is real-valued and ℤ -periodic, that is, 0 ( + , ) = 0 ( , ) for all ∈ ℝ , ∈ ℝ and ∈ ℤ , where K(ℝ + ) is the Kato class (see [65] ) and 2 loc (ℝ + ) is the space of locally square integrable complexvalued functions on ℝ + . The above assumption guarantees that −Δ + 0 is self-adjoint and is called the bulk operator. By shifting the energy, we assume without loss of generality that inf (−Δ + 0 ) = 0.
Assumption (H2). The potential is the random alloy-type surface potential having the form
where (i) { } ∈ℤ are independent and identically distributed (i.i.d.) random variables on some probability space (Ω, B, ℙ) with common distribution ℙ 0 . We assume that the support of ℙ 0 , denoted by supp ℙ 0 , is compact, contains at least two points and is contained in (−∞, 0). By the canonical realization of stochastic processes, we may take Ω = (supp ℙ 0 ) ℤ , and thus, ℙ is the product measure ⨂ ∈ℤ ℙ 0 . We denote by the expectation corresponding to ℙ. (ii) The single-site impurity potential : ℝ + → [0, ∞) is positive on a nonempty open set in ℝ + . More precisely, there exist a constant > 0 and two Borel sets ⊂ ℝ and ⊂ ℝ such that ( , ) ≥ ( ) ( ). By shifting along ℤ -direction and making smaller, we may assume that ⊂ Λ 1 , where Λ 1 is the unit open cube in ℝ centered at 0 ∈ ℝ . (iii) We also assume ∈ ℓ 1 ( (ℝ + )), the Birman-Solomyak space, with ≥ 2 and > + .
For the self-adjointness of the operator , ∈ Ω, the assumption ∈ ℓ 1 ( (ℝ + )) with ≥ 2 and > + in Assumption (H2) (iii) is a little stronger, but we need this stronger assumption for imposing boundary conditions (see [36, Assumption 2.7] and [65, Theorem C.2.4] ).
Let min = inf supp ℙ 0 , and we de ne :
and assume:
Assumption (H3). We have inf ∈ℝ ( , ) → 0 as | | → ∞.
Assumption (H3) is used to guarantee the applicability of Weyl's theorem (see e.g. [64, Theorem XIII.14]) on the stability of essential spectrum. Moreover, Assumptions (H2)-(H3) ensure that ∈ unif, loc (ℝ + ) ⊂ K(ℝ + ) with ≥ 2 and > + . Under the above assumptions, we are able to prove the following fundamental results.
Lemma 2.1. Suppose Assumptions (H1)-(H3)
. There hold the following statements:
, ∈ Ω, is ℤ -ergodic. Hence, there is a subset Σ ⊂ ℝ such that ( ) = Σ for a.e. ∈ Ω. Then inf Σ = 0 , that is, inf ( ) = inf ( per ) for a.e. ∈ Ω.
Proof. See [37, Proposition 1.1] for (i) and (ii), and [37, Proposition 1.2] for (iii).
To study the IDSS for negative energies, or below the bulk spectrum (−Δ + 0 ) (by Assumptions (H1), inf (−Δ + 0 ) = 0), we assume:
Assumption (H4). The ground state energy of per , or the bottom of the almost sure spectrum of , is negative, that is, 0 < 0.
Assumption (H4) is readily satis ed if min , hence , is negative enough because of Hardy's inequality (see [62] for example).
Finally, we state our main results. Recall that = Λ × ℝ with Λ being an open bounded set in ℝ and , denotes the operator restricted to 2 ( ) with boundary condition on . For < 0, we de ne the eigenvalue counting function
where ℕ 0 = ℕ ∪ {0} and # { ⋅ } is the cardinal number of the set { ⋅ }. We remark that ( , , ) is almost surely nite for any < 0 due to the fact that the essential spectrum of , is contained in [0, ∞) by Assumptions (H1) and (H3) and Weyl's essential spectrum theorem (see e.g. [64, Theorem XIII.14] ). For the set Λ in ℝ , we consider the following three kinds:
The corresponding strip is denoted by , 1 ( ) and 2 ( ), respectively. With the help of the above notations, we are able to state our rst main result regarding the existence and uniqueness of the IDSS. The proof of the above theorem is given in Section 3.1. Given Theorem 2.2, we make the following de nition.
De nition 2.3.
The function ( ) is well-de ned for all but possible countably many < 0 and it is called the integrated density of surface states for negative energies for , ∈ Ω.
We remark that there are other ways to de ne the IDSS. See [12, 13, 46, 47] and the references therein. Therein, the IDSS is de ned for all energies and, for negative energies, coincides with the de nition above. We refer to [37] for more discussions.
To state another main result, we make additional assumptions on both the single-site impurity potential and the common probability measure ℙ 0 . Assumption (H5). Let 1 , 2 ∈ ℕ be such that = 1 + 2 . There exist 0 > 0, > 0, 1 > 1 , 2 > 2 and a nonempty Borel set ⊂ ℝ with nonzero nite Lebesgue measure such that
Assumption (H6). There are constants > 0, > 0 and 0 > 0 such that
Assumption (H5) is referred to as the anisotropic decay of , i.e., anisotropic decay in the -direction and uniform boundedness in the -direction. This assumption determines the asymptotic behavior of ( ) near 0 . Assumption (H6) is a technical assumption, which is used to obtain a lower bound in the proof of Lifshitz tails. We now state the main result regarding the asymptotic behavior of ( ), < 0, near the bottom of the spectrum, i.e., 0 . Theorem 2.4. Suppose Assumptions (H1)-(H6). Let = , = 1, 2, and = 1 + 2 . Consider the following three regimes. (i) Quantum regime:
(ii) Quantum-classical/classical-quantum regime:
(iii) Classical regime:
Then, the integrated density of surface states ( ) for negative energies < 0 exhibits Lifshitz tails near 0 in all three regimes with
The proof of Theorem 2.4 is given in Section 5. We end this section by making a remark about Theorem 2.4.
Remark 2.5.
Results similar to Theorem 2.2 can be proven with anisotropically decaying in a more general way. That is, if satis es
for all ∈ ℝ and ∈ ℝ , where = ( 1 , . . . , ) with ∈ ℝ , = 1, . . . , , and = ∑ =1 , then
The integrated density of surface states for negative energies
This section is devoted to the study of existence and uniqueness of the IDSS for , ∈ Ω, that is, we prove Theorem 2.2. Throughout this section, Assumptions (H1)-(H4) are assumed to be satis ed.
. Proof of Theorem 2.2
Note that Theorem 2.2 (i) is a special case of [37, Theorem 1.3]. The proof of (ii) and (iii) in Theorem 2.2 are broken into several parts. , ( ) = , ( ) for all but possible countably many < 0.
Proof. We focus on the case = 1, since the results in the case = 2 can be proven in a similar manner. Statement (i) is a simple consequence of the Akcoglu-Krengel Ergodic Theorem (see e.g. [1, 28] ). To prove (ii), we rst prove some lemmas.
Let
with boundary conditions on Λ 1 ( ) × (− 2 , 2 ) and boundary conditions on Λ 1 ( ) × (− 2 , 2 ) , where , = or refer to either Dirichlet or Neumann boundary conditions. Lemma 3.2. Let < 0 and , ≥ 1. For a.e. ∈ Ω, there exist constants > 0, 0 > 0 and > 0 such that
for both = and = , all ≥ 0 and all ≤ .
Proof. The lemma follows from Theorem 3.5 proven in Section 3.2 and [37, Lemma 2.9]. See [37, Lemma 2.5] for the arguments.
The next lemma gives an alternative representation of 1, ( ) for < 0.
For all but possible countably many < 0 and any 1 , 2 > 0, there holds
for a.e. ∈ Ω and both = and = , where we set = ( + − 1) 1 2 .
Proof. Let < 0. We claim that equation (3.2) holds for all but possible countably many ≤ . On one hand, Theorem 3.1 (i) and the rst inequality in (3.1) give
On the other hand, for ≤ and any > 0,
where we used Theorem 3.1 (i), the fact that
for all large enough and the second inequality in (3.1). Since 1, ( ) is continuous at all but possible countably many < 0, by letting → 0, we have for all but possible countably many ≤
To nish the proof, we set 0 = −∞ and pick a strictly increasing sequence { } ∞ =1 ⊂ (−∞, 0) such that → 0 as → ∞. Then the above argument says that for any ∈ ℕ, (3.2) holds for all but possible countably many ∈ ( 0 , ]. In particular, for any ∈ ℕ, (3.2) holds for all but possible countably many ∈ ( −1 , ]. The result of the lemma then follows from the obvious fact (−∞, 0) = ⋃ ∞ =1 ( −1 , ]. We proceed to prove the statement (ii) in Theorem 3.1.
Proof of Theorem 3.1 (ii). For < 0, the Laplace transform estimate (see [28, Theorem 3 
for any > 0. By positivity of operators, the fact ≥ and Hölder's inequality for trace ideals with conjugate exponents 0 and 0 (1 < 0 , 0 < ∞), we estimate
where Δ , ( ) is the restricted Laplacian Δ , ( ) = Δ| 2 ( ( )) with boundary conditions on Λ ( ) × (− 2 , 2 ) and boundary conditions on Λ ( ) × (− 2 , 2 ) . Set 
For the rst trace in the last line of (3.5), we employ Lemma B.1 and thus obtain
For the second trace in the last line of (3.5), we use the fact that 0 ∈ K(ℝ + ), which implies that 0 is in nitesimally form-bounded with respect to −Δ , ( ) . It then follows from the min-max principle that for any > 0, there exists a constant ≥ 0 such that
where
, ( , ( ) ( 0 )), ∈ ℕ 0 , ∈ ℕ , are eigenvalues of , ( ) ( 0 ).
By means of (3.7) with xed ∈ (0, 1), (B.1) and arguments as in the proof of Lemma B.1, we deduce
By estimates (3.6) and (3.8) , and taking = ( + − 1)
, the term in the last line of (3.5) is bounded from above by 1 0
which, together with Lemma 3.3 and the fact that 1, ( ) is continuous at all but possible countably many < 0, implies that 1, ( ) = 1, ( ) for all but possible countably many ≤ . The result is then a simple consequence of the arguments as in the last paragraph of the proof of Lemma 3.3. Theorem 3.1 says that 1, ( ), de ned to be the common values of 1, ( ) and 1, ( ), is well-de ned for all but possible countably many < 0. Moreover, Lemma 3.3 and Theorem 3.1 (ii) say that for all but possible countably many < 0 and any 1 , 2 > 0, there holds
for a.e. ∈ Ω and both = and = , where = ( + − 1) 1 2 . Theorem 3.1 is only part of Theorem 2.2 (ii). We now prove the remaining part of Theorem 2.2 (ii) and Theorem 2.2 (iii). Proof. We focus on the case = 1. Pick any 1 , 2 ∈ [1, ∞) with 1 < 2 . We claim that ( ) = 1, ( ) for all ∈ [ 1 , 2 ] and all but possible countably many < 0. Let = 1 + 2 with 1 and 2 being the same as in the proof of holds for all but possible countably many < 0 if we take = in equation (3.9). Therefore, passing to the limit → ∞ in (3.10), the claim follows. The result of the theorem is obtained by picking countably many compact intervals covering [1, ∞).
. Partially exponential decay of eigenfunctions
In the proof of Lemma 3.2, we employed Theorem 3.5, which is the purpose of this section. Let
and set , = Λ , × ℝ for , ≥ 1. The main result in this subsection is the following theorem about the exponential decay of eigenfunctions, corresponding to negative eigenvalues of , , , in the -direction. To prove the above theorem, we rst prove several lemmas. The rst one gives an estimate related to the integral kernel of Δ , .
for all ( , ) ∈ , and all > 0.
where Δ Λ , is the Neumann Laplacian on 2 (Λ , ), ℝ is the identity operator on 2 (ℝ ), Λ , is the identity operator on 2 (Λ , ) and Δ ℝ is the Laplacian Δ on 2 (ℝ ). It follows that
(3.11) By (3.11), Lemma A.1 and the heat kernel Δ ℝ ( ,̄ ) = (4 ) − /2 −| −̄ | 2 /4 , ,̄ ∈ ℝ , we estimate
This completes the proof.
The next lemma gives a general result of the boundedness of the semigroup generated by − , ( ), where , ( ) is the operator ( ) = −Δ + restricted to 2 ( , ) with boundary condition on , .
Lemma 3.7. Let : ℝ + → ℝ such that the positive part + ∈ K loc (ℝ + ) and the negative part − ∈ K(ℝ + ). Let ( ) = −Δ + . Then there exists some > 0 such that ‖exp{− , ( )}‖ 2,∞ ≤ − inf ( ( )) for all , ≥ 1, ≥ 1 and both = and , where ‖ ⋅ ‖ 2,∞ is the operator norm of a bounded linear operator from 2 to ∞ . Remark 3.8. We will use Lemma 3.7 in the cases that = 0 and = 2( 0 + ). In the case = 0 , Assumption (H1) says inf ( ( )) = 0. Under the assumption of Lemma 3.7, we have ‖exp{− , ( )}‖ 1,∞ ≤ − inf ( ( )) for all , ≥ 1, ≥ 1 and both = and , which is a simple consequence of the semigroup property and duality.
Proof of Lemma 3.7. The lemma in the case = is well known in the theory of Schrödinger operators (see e.g. [7, equation (2.40)]). We prove the lemma in the case = .
By the semigroup property and the fact that inf ( , ( )) ≥ inf ( ( )), we have for any xed ∈ (0, 1) and ≥ 1 that
To estimate the term ‖exp{− , ( )}‖ 2,∞ , we argue as follows. For any ∈ 2 ( , ), Hölder's inequality and Lemma 3.6 yield
Since the above estimate holds for all ( , ) ∈ , , we obtain
which, by [9, Corollary 2.4.7] , is equivalent to
for some 2 = 2 ( 1 , 2 , ) > 0. Since the negative part of 0 + is in nitesimally form-bounded with respect to the Neumann Laplacian, for any > 0 there is a constant > 0 (independent of and ) such that
where ⟨ ⋅ , , ( ) ⋅ ⟩ should be understood as the quadratic form associated with , ( ). Fix some ∈ (0, 1)
in (3.14) . For any satisfying 0 ≤ ∈ 1 ( , ) ∩ 1 ( , ), we plug (3.14) into (3.13) to nd
By the fact that , ( ) − inf ( ( )) ≥ 0 and [9, Corollary 2.4.7], this is equiv- − inf ( ( )) .
Since ∈ (0, 1) is xed, the lemma follows.
Finally, we prove Theorem 3.5.
Proof of Theorem 3.5. We sketch the proof since it basically repeats the proof of [37, Theorem 2.2]. By the fact that = exp{− ( , , − )} and the Feynman-Kac formula, we nd
where : [0, ∞) → , is the Brownian path starting at ( , ) ∈ , with absorbing boundary conditions in the case = (see e.g. [67] ) or re ecting boundary conditions at , in the case = (see e.g. [5] ), and ℙ , is the corresponding Wiener measure.
Since 
Taking | | large so that sup ∈[0, ] | 2 ( )| is large enough if ∈ Ω and splitting the Wiener integral in (3.16) into integrals over Ω and its complement Ω , we obtain
where we used the fact ≥ and introduced the notation = 0 + . Let ( 0 ) = −Δ + 0 . The rst term on the right-hand side of (3.17) is bounded from above by
by Lemma 3.7 and Remark 3.8.
Let (2 ) = −Δ + 2 . The second term on the right-hand side of (3.17) is bounded from above by .
Spectral gap estimates
This section is devoted to the discussion of the crucial spectral gap estimates (Section 4.1) related to per de ned in (2.1), and the sandwiching bound for the IDSS for negative energies (Section 4.2). Throughout this section, Assumptions (H1)-(H4) are assumed to be satis ed. Let us begin with the ground state of per . Let 0 be the ground state of per , i.e., per 0 = 0 0 . We remark that 0 ∉ 2 (ℝ + ) and 0 can be taken to be positive, ℤ -periodic and continuously di erentiable in a neighborhood of , where = Λ × ℝ with Λ being any -dimensional open cuboid. For later use, we assume that 0 is 2 ( 1 )-normalized, i.e., 1 0 ( , ) 2 = 1,
being the unit open cube in ℝ centered at 0 ∈ ℝ . Another property of 0 is stated in the following lemma.
Lemma 4.1 ([37]
). Let̄ 0 ( ) = ∫ Λ 1 0 ( , ) , ∈ ℝ . Then there are constants 1 , 2 > 0 such that 1̄ 0 ( ) ≤ 0 ( , ) ≤ 2̄ 0 ( ) for all ∈ ℝ and ∈ ℝ .
. Mezincescu boundary conditions and spectral gap estimates
Recall that = Λ × ℝ with Λ being any -dimensional open cuboid. We de ne
where ⃗ is the outer normal vector of . Let per, be the restriction of per to 2 ( ) with Mezincescu boundary condition ( ⃗ ⋅ ∇) = − on .
We refer to [53, 55] for more discussions about Mezincescu boundary condition. Proof. For (i), we refer to [53] . Statement (ii) follows from (i) and the fact that 0 | is positive and satis es the eigenvalue equation and the boundary condition.
To study Lifshitz tails in the quantum regime as well as in the classical regime, we need to consider special strips. More precisely, we need Λ = (− 2 , 2 ) and = Λ × ℝ for ≥ 1. The following result corresponding to the gap of the lowest two eigenvalues of per, plays a crucial role in the proof of the existence of Lifshitz tails.
Lemma 4.3 ([37]
). There exists a constant per > 0 such that
for large enough . To study Lifshitz tails in the quantum-classical/classical-quantum regime, we need results analogous to Lemma 4.3, but related to per restricted to other kinds of strips. To be more speci c, for = 1 + 2 with 1 , 2 ∈ ℕ and ≥ 1, we let
Thus, recalling the notations above Theorem 2.2, there hold
We prove the following estimate of the spectral gap between the lowest two eigenvalues of per, for = ,1 or 1, .
Lemma 4.5.
There exists a constant > 0 such that
for large enough , where = ,1 or 1, .
Proof. We prove the lemma in the case = ,1 . The lemma in the case = 1, can be proven in a similar way. We rst show that the lemma holds when 0 + is independent of . If 0 + is independent of , then the ground state of per is independent of , and thus the Mezincescu and Neumann boundary conditions agree. It then follows that the eigenvalues of per, ,1 are given by the sum of the eigenvalues of the Neumann Laplacian −Δ Λ ,1 on 2 (Λ ,1 ) and the negative eigenvalues of ℝ := −Δ + 0 + on 2 (ℝ ).
We claim that 0 ( per, ,1 ) = 0 ( ℝ ) and
for large enough . This follows from the fact 1 ( ℝ ) − 0 ( ℝ ) ≥ 1 for some 1 > 0, 0 (−Δ Λ ,1 ) = 0 and the fact
(see Appendix A). Alternatively, we can use Kröger's result (see [48] ) on upper bounds for Neumann eigenvalues, i.e.,
Γ( /2+1) and |Λ ,1 | is the -dimensional Lebesgue measure of Λ ,1 . Hence, we have
that is, the lemma in the case that 0 + is independent of holds.
For the rest of the proof, we can employ the arguments in [37] with obvious changes and thus we omit it here.
For later use, we set 
. Sandwiching bound
As byproducts of the proof of Theorem 2.2, the Akcoglu-Krengel Ergodic Theorem (see [1] or [ where is the expectation with respect to the probability measure ℙ. One of two goals in this paper is to investigate the asymptotic behavior of ( ) near 0 , the bottom of the almost sure spectrum of , ∈ Ω. This starts with the following sandwiching bound. Proof. The rst inequality follows from (4.3). See [53] for the second one.
Note that the sandwiching bound in Lemma 4.6 involves the term ( per, , ) for < 0, the eigenvalue counting function of per, for negative energies. It is well-de ned and the corresponding IDS for per has the so-called van-Hove singularity (see e.g. [34] ) since per describes an ordered system.
Lifshitz tails
In this section, we prove Theorem 2.4. Assumptions (H1)-(H6) are always assumed to be satis ed. Our proof is based on a combination of ideas used in [36] and [37] . By the de nition of per (see (2.1)), we can rewrite as
We note that is nonnegative since min = inf supp ℙ 0 . To x the terminology, we give the following de nition related to Lifshitz tails. for some ∈ ℝ, then we call the Lifshitz exponent.
Hence, the proof of our main results can be understood to derive an expression for the Lifshitz exponent, which can be done by estimating an upper bound as well as a lower bound, and is given in the following subsections.
. Lower bound
In this subsection, we prove an upper bound on the Lifshitz exponent such that a lower bound on the limit lim ↓ 0 ln|ln ( )| ln( − 0 ) , if exists, is obtained. To do so, we rst estimate an upper bound on the lowest Dirichlet eigenvalue.
Lemma 5.2. There are constants 1 , 2 > 0 such that the ground state energy, 0 ( , ), of , satis es
for all ∈ Ω and ≥ 1, wherê
Proof. Let ∈ C ∞ 0 (Λ 1 ) with 0 ≤ ( ) ≤ 1 for all ∈ Λ 1 and ≡ 1 on Λ 1 2 , and de ne ( ) = ( ) for ∈ Λ . Recall that is de ned in (4.1). Using (which is in the domain of , ) as the variational function in the Rayleigh-Ritz principle or the min-max principle, integration by parts and the eigenvalue equation
Since ≡ 1 on Λ 2 and 0 is 1 -normalized, we estimate ‖ ‖ 2 ≥ 2 − . For the term ‖(∇ ) ‖ 2 , a direct calculation shows
for some 1 > 0, where the inequality follows from the change of variable and the uniform boundedness of ∇ , and the second equality is because of the change of variable and the ℤ -periodicity of 0 . Therefore, (5.1) implies that
for some 2 , 3 > 0. For the integral on the right-hand side of (5.2), we claim that
for some 4 > 0. In fact, Assumption (H5) and Lemma 4.1 imply that
The convergence of the second integral, i.e., ∫ ℝ ̄ 0 ( ) 2 , follows from Lemma 4.1. More precisely,
The lemma then follows from (5.2) and (5.3).
The main result is this subsection is as follows.
Theorem 5.3. The Lifshitz exponent is bounded from above by max{ 1 2 , We de ne
Proof. Let
Clearly, Γ and Γ are two independent random variables. Moreover,
for some 3 > 0 and there is a constant 4 > 0 such that
for large enough (see [36, Lemma 5.2] ). By Lemma 5.2 and the above analysis, we have for large enough that
where we set
for close enough to 0 in the last step. Let # Γ be the cardinal number of Γ . The probability in the last line of (5.4) is bounded from below by
which, by i.i.d. and (H6), is bounded from below by ( − 0 2 2 3 # Γ ) # Γ for close to 0 , or equivalently, large enough . Since # Γ ≤ 4
for some 4 > 0, we have for close to 0 , or equivalently, large enough that 
. Upper bound in the quantum-classical/classical-quantum regime
In this subsection, we study the lower bound of the Lifshitz exponent in the quantum-classical/classicalquantum regime, that is, we assume We here focus on the case in the quantum-classical regime. For > 0, we de nê The main result in the quantum-classical regime is given by Theorem 5.4. Suppose 1 2 > 1 1− and 2 2 ≤ 2 1− . The Lifshitz exponent in the quantum-classical regime is bounded from below by 1 
To prove the above theorem, we rst nd an uniform upper bound on̂ , for all ∈ Ω.
Lemma 5.5. For > 0, we de nê
There hold the following statements: (i)̂ , ≤̂ pointwise for all > 0 and ∈ Ω.
Proof. Statements (i) and (ii) are trivial, and (iii) is a summation version of [36, Lemma 3.5 ].
Next, we estimate a lower bound on the lowest eigenvalue of 
for some > 0 and large enough .
Proof. We apply Temple's inequality (see [25, Lemma 6.3] ) with variational function ,1 (de ned in (4.2)) to the self-adjoint operator 
Using (5.5), (5.7) and the fact
we obtain
Therefore, the probability on the right-hand side of (5.8) is bounded from above by
which is the probability of a large deviation event (see [10] ) if is large enough and > 2 ( ) , where is the general representation of the i.i.d. random variables , ∈ Γ . Hence, we can argue as in the proof of [25, Lemma 6.4 ] that there is some 3 > 0 such that
The theorem then follows from (5.9), the fact that
for some 4 > 0 and Lemma 4.6.
The result in the classical-quantum regime can be proven analogously. We state the result without proof. 
. Upper bound in the quantum regime
In this subsection, we study the lower bound of the Lifshitz exponent in the quantum regime, that is, we assume
For any ℎ > 0, we de nê which is the probability of a large deviation event. By picking close to 0 so that is large and ℎ is small, there is some constant 1 > 0 so that the probability on the right-hand side of (5.11) is bounded from above by
Considering Lemma 4.6, we obtain the result.
. Upper bound in the classical regime
In this subsection, we study the lower bound of the Lifshitz exponent in the classical regime, that is, we assume 2 ≤ 1 − , = 1, 2.
We de nê , , we obtain
The lemma then follows. We refer to Lemma 5.6 for detailed arguments.
The main result in this subsection is stated as follows.
Theorem 5.11. The Lifshitz exponent in the classical regime is bounded from below by 1− , i.e.,
Proof. We rst claim that there is a constant > 0 (independent of and ) such that
for large enough , where Γ = { = ( 1 , 2 ) ∈ ℤ 1 × ℤ 2 : 2 < | | ≤ 4 , = 1, 2} and # Γ is the cardinal number of Γ . Indeed, by neglecting a positive term, we have
For the integral on the right-hand side, we have
for all ∈ Γ . Since for some > 0, we obtain (5.12). Using Lemma 5.10, (5.12) and the fact 0 ( , 1 ) ≥ 0 ( , 1 , ), we obtain ℙ{ ∈ Ω : 0 ( 1 , ) ≤ } ≤ ℙ ∈ Ω :
where ( ) = min{ − min , 1} for ∈ Γ .
Obviously, { } ∈Γ are i.i.d. random variables with expectation ( ) ∈ (0, 1), where is the general representation of { } ∈Γ . Fix any ∈ (0, ( )) and let = ( − 0 ) − 1 2 for > 0 . Hence, whenever is close to 0 , is large. A large deviation argument applied to the probability on the right-hand side of (5.13) leads to ℙ{ ∈ Ω : 0 ( , 1 ) ≤ } ≤ − 2 # Γ ≤ − 2 ( ) /(1− ) ( − 0 ) − /(1− ) for some 2 > 0, which together with Lemma 4.6, gives the result. We then compute for any ∈ Λ that We next estimate the last term in (A.2). Since
A Neumann Laplacian on cuboids
for all ∈ Λ and all ∈ ℕ 0 , we obtain for any ∈ Λ that
The sums in the last step of above estimates can be estimated by using Gaussian integrals. More precisely, for any ∈ {1, . . . , }, we have where we use the same notation for the Neumann boundary conditions and the multiple index, and it should not cause any confusion. Similarly, the eigenvalues of −Δ , are given by 
