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Abstract 
Finding a model to represent data is a general problem encounted in many 
applications and experimental science. One of the main goals of data mining 
and machine learning Is to obtain a good representation of data. To do so, 
it is required to reveal the information from the measurable data, for exam-
ple, financial time series. Factor models are used to represent the securities 
movements and to relate the return to a number of factors in Modern Portfolio 
Theory. To construct the factor models under factor-analytic approach, it is 
required to explore the factors while giving the securities return only. In this 
thesis, this problem is related to the blind source separation problem which 
has another name called the blind signal separation problem. 
The blind source separation problem, which is also referred as Independent 
Component Analysis(ICA), consists of recovering the independent sources from 
their linear mixtures, while the sources and the mixing mechanism are hidden 
and unknown. Given a number of securities series which are assumed to be 
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linearly driven by the same independent factors, ICA is applied to blindly sep-
arate the hidden factors for the factor models. 
In this thesis, the relationships between factor models and ICA are shown, 
and ICA is applied to construct the underlying factor models for the securities. 
To construct a factor model with k factors which is a subset of the separated 
factors, it is required to select k factors from the separated factors. Sorting 
the factors according to a predefined criterion is a method for selecting the 
factors. Kurtosis and Number of Runs are two new criteria proposed to sort 
the factors. To evaluate the performance of the constructed factor models, 
Runs Test is used to estimate the randomness of the residues in the factor 
models. Those factor models are called Independent Factor Models. Two new 
applications of independent factor models are introduced due to the property 
that the factors are independent to each other. They are the simulations of 
different situations to train financial trading system and the simplifications of 
calculations in the utility function of portfolio. The independent factor models 
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Chapter 1 
I n t r o d u c t i o n 
1.1 Objective 
The main objective of this thesis is to discuss the relationships between Inde-
pendent Component Analysis(ICA) and Factor Models and hence apply ICA 
to find factors for Factor Models. One achievement of using ICA in Factor 
Models is that the factors are independent up to higher moments. We inves-
tigate new applications of Independent Factor Models and their relations to 
traditional applications in this thesis. 
1.2 Problem 
1.2.1 Motivation 
Factor model is a fundamental model in finance. It serves as an efficient and 
generally accepted model for the return generating process[MARK91]. It re-
lates the returns of securities to a set of factors. Many financial theories are 
established based on it, for example, Modern Portfolio Theory and Arbitrage 
Pricing Theory(APT). 
1 
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Modern Portfolio Theory aims at analyzing the composition of securities 
in a portfolio and relates the return and risk of the portfolio to the security re-
turns and risks [DOBB79, HAGl79a, STROOO]. Factor models co-operates with 
Efficient Set Theorem [MARK 52], which is developed by the Father of Modern 
Portfolio Theory, Harry M. Markowitz, to find the efficient portfolio in a set of 
feasible portfolios. Furthermore, factor model is the foundation of Arbitrage 
Pricing Theory(APT) [CHAM83, HUBE82, ROSS76]. APT plays an important 
role in modern finance because it analyzes the security asset pricing using a 
small number of assumptions[CONN93, FABO95]. 
Though factor models are very useful, there is no standard procedure to 
construct them. Finding the factors for the model is a challenge but not 
an easy task to researchers because the factors in factor model can be system-
atic(market) or non-systematic(individual). In addition, the factors are hidden 
and not necessary directly related to the fundamental factors, such as GDP 
and interest rate[GORD93], 
Independent Component Analysis(ICA) is a new signal processing method 
and it has been demonstrated to separate linearly mixtures of independent 
signals successfully. Is it possible to apply ICA to find factors? Is it possible 
to construct factor models using ICA? In traditional factor models, we require 
uncorrelation between factors. What are affected if the factors are assumed 
to be independent? Are there any new applications due to the independence 
between factors? Does it affect the traditional applications, e.g. Modern 
Portfolio Theory and Arbitrage Pricing Theory? These questions motivate us 
to explore the relationships between factor models and ICA• 
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1.2.2 Approaches 
Given a portfolio of security series, how do we construct the factor models 
for the securities? Though there is no standard procedure to construct factor 
models, economists proposed several approaches for investors to find factors 
and construct factor models. They are Time-series approach, Cross-section ap-
proach and Factor-analytic approach. The first two approaches require prior 
knowledge to the factors. In other words, the investors should have known 
the identities of the factors in advance. That is generally not applicable if 
we do not know the factors in real application. We take the third approach, 
which assumes no knowledge about the factor values. In this approach, it is 
required to find the factor using the security series only. Principal Component 
Analysis(PCA), a well-known statistical decorrelation technique using second 
order statistics, is a typical method in this approach. PCA uses the smallest 
number of factors to preserve maximum energy(variance) of the securities and 
the factors should be uncorrelated. However, it has been proven that it can 
extract only one factor which is corresponding to the market effect. 
In contrast to PCA, ICA, a recently proposed method, uses advanced tech-
nique involving higher order statistics rather than second order in analysis. 
Hence, its ability in exploration of financial structure has been shown in pre-
vious works, and is reviewed in chapter 2. Therefore, under factor-analytic 
approach, we apply ICA to recover the hidden factors and the corresponding 
sensitivities in order to construct the factor models. Both theoretical analysis 
and experimental supports are included in this thesis. 
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1.3 Contributions 
The main direction of this thesis is relating ICA to factor models and this is 
pointed out by my supervisor, Prof. Lai-Wan Chan. The development of this 
thesis is following this direction. Here we list the contributions of this thesis. 
• We investigate the relations between ICA and Factor Models from basic 
concepts to mathematical analysis. We prove that the framework of 
Factor Models can be transformed to the mixing process of ICA under 
some assumptions. As a result, ICA can be applied to find the factors 
and construct factor models for securities. 
• Sorting factors is one of the steps in constructing factor models. We 
proposed to use Kurtosis and Number of Runs to sort the factors. Com-
paring with previous sorting criteria, the new criteria consider the overall 
infrastructures of the factors. Kurtosis estimates the nongaussianity of 
the factor whereas Number of Runs represents the stability of the factor. 
Both of them are proven to be efficient in sorting factors by experiments. 
• In estimating the performance of factor models, we evaluate the ran-
domness of their residues because the residue is required to be random 
in factor model. The test we used is Runs Test. It not only helps us to 
select those factor models fulfilling the requirement but also compares 
the performance of factor models using different sorting criteria. 
• Except traditional applications, independent factor model has another 
applications due to its property of independent factors. We simulate 
different situations to train trading system. Because each factor is in-
dependent to the others, we can modify a factor one at a time and 
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guarantee that the factor does not affect the others. Given one stock se-
ries for trading, it is shown that we can strengthen/lighten the shocks or 
increase/reduce the noise of the stock so as to estimate the performance 
of the trading system under different situations. 
• In optimizations of utility functions of portfolio, it is shown that the inde-
pendent factor model can simplify many calculations in high order opera-
tions. It not only saves both computational storage and time complexity 
in estimation of utility functions, but also simplifies the calculations of 
complicated utility functions in portfolio theory. 
1.4 Organization of this Thesis 
The structure of this thesis is shown in figure 1.1. Reader can follow the arrows 
in reading this thesis in which the main contributions are included in chapters 
4-6. 
In Chapter 2, we present the blind source separation problem as well as 
ICA mathematically. From basic concepts of independence to the development 
of ICA algorithms are reviewed. The assumptions and restrictions of ICA are 
also illustrated. Moreover, we compare the performance of PCA to ICA in a 
simple separation problem. To apply ICA in finance，we review previous works 
on using ICA to financial time series. 
Chapter 3 presents the details of factor models in modern portfolio theory. 
We introduce one-factor model and multiple-factor model, and explain their 
differences. The details about traditional applications of factor models are also 
reviewed. In addition, we present the details of different approaches in finding 
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factors for factor models which have been briefly introduced in section 1.2.2. 
Under the factor analytic approach, we further explain the affirmations of ap-
plying ICA in finding factors. 
In Chapter 4, we explain the relations of ICA and factor models. After 
that, we present the procedures of factor model constructions using ICA. In 
the procedures, it is required to sort the factors by their corresponding im-
portances. We not only review the sorting criteria used in previous works but 
also propose two sorting criteria, kurtosis and number of runs. In addition, 
we demonstrate our algorithm by an experiment using real financial data. At 
the end of this chapter, some discussions of applying ICA to factor models are 
included. 
Following factor model constructions, chapter 5 presents factor model se-
lections. Not all factor models constructed by ICA fulfill the requirement of 
factor model. We are required to estimate the randomness of the residues in 
factor models. If the factor model contains random residue, it is called inde-
pendent factor model. Moreover, we illustrate the performance of the factor 
models and show that kurtosis and number of runs are two appropriate sorting 
criteria. 
In chapter 6, we propose two new applications of independent factor model. 
They are application to trading system and maximization of higher moment 
utility function. The efficiency of the factor model which is due to the inde-
pendence between factors is shown. These two applications point out another 
direction of applications of factor models in finance. 
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At last, future works and conclusion are included in chapters 7 and 8 re-
spectively. 
Organization of this thesis 
Chapterl (this chapter) 
Introduction to this thesis 
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Chapter5 
Performances estimations of factor models and 
factor model selections 
Chapter6 





Figure 1.1: Organization of this thesis. 
Chapter 2 
I n d e p e n d e n t C o m p o n e n t 
Analysis 
2.1 Overview 
Independent Component Analysis(ICA) Is a method using higher order statis-
tics to separate independent sources blindly, given only sensor observations 
that are unknown linear mixtures of the sources. This is called the Blind 
Source Separation Problem. By the definition of independence, related con-
cepts and ICA frameworks are introduced in this chapter. Various algorithms, 
especially JADE and FastICA, which are two widely applied ICA algorithms, 
are also illustrated. Moreover, we review the financial applications of ICA. 
2.2 The Blind Source Separation Problem 
Blind source separation(BSS) is a well-known problem concerning the recovery 
of independent sources from a set of observations which are linearly mixed by 
the sources. In the formulation of the problem, it contains two processes that 
are called mixing process and demixing process. First, we observe a set of 
multivariate signals Xi(t), i = l ,2”",n, that are assumed to be linearly mixed 
8 
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by a set of independent source signals. The mixing process is hidden so we 
can only observe the mixed signals. The task is to recover the original source 
signals from the observations through a demixing process. Figure 2.1 describes 
the blind source separation processes, and equations 2.1 and 2.2 describe the 
mixing and demixing processes mathematically. 
Mixing Process Demixing Process 
“ xl ! C N W* vl 
Sl »4 ^ ^ y丄 
8 2 A W sn ^ ^ _ U ^ ^ 
Original Sources Mixed Signals Indepedent Signals 
Figure 2.1: Mixing process and demixing process in the blind source separation 
problem. 
Mixing: x = As (2.1) 
Demixing: y = Wx (2.2) 
Each signal Xi is a ^ time steps series, i.e. Xi = [a^.(l)，^-(2),Xi{t)]] ^ is a 
[n x t] observation matrix with n observed signals, i.e. x = [rci, x 2 : x n ] . In 
BSS problem, we assume the number of observations is equal to the number 
of source signals. Matrix 6 contains the original source signals driving the ob-
servations, x, whereas the separated signals are in matrix y and they are both 
[n x t] matrices. A and W are [n x n] matrices, called mixing and demixing 
matrix respectively. If the separated signals, y, are the same as the original 
sources, s, the mixing matrix is the inverse of demixing matrix up to a per-
mutation and scale change, i.e. P = RS = WA, where R is the permutation 
matrix and S is the scaling matrix. And P is the performance matrix. If P is 
normalized and reordered to be identity matrix, a perfect separation is found. 
In practice, the mixing matrix is defined to be the inverse of demixing, i.e. 
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A = W'1; if it is unknown. 
BSS is a difficult task because we do not have any information about the 
sources and the mixing process. ICA Is a method tackling this problem by the 
independence of sources [HYVA99, HYVAOO, LEE98a], and it finds the demix-
ing matrix W and the corresponding independent signals y from the observa-
tions x using the criterion of making the separated signals, y, as independent 
as possible. Various ICA algorithms have been proposed. The following sec-
tion reviews some important concepts in the developments of ICA algorithms. 
Hence, it has to be noticed that ICA is not only used to describe the method 
but also referred as the BSS problem. 
2.3 Statistical Independence 
2.3.1 Definition 
We recall some definitions needed. Assume 2/1,2/2, • • • ->Vm are some random 
variables with joint density p ( y i , y 2 , . . . , 2/m). The variables yi are mutual in-
dependent if the density function can be factorized as, 
p(2/i，y2，…,ym) = Pi(yi>2(2/2) • • .PmiVm) ( 2 . 3 ) 
where Pi(yi) denotes the marginal density of yi. There is another intuitive 
definition of independence. For two independent variables yi and yj, i ^ i , the 
conditional density p[yi\yj) can be written as, 
p{yi\yj) 二 p�yi,yj�/p�yj) 二 P ( 队 ) = p � (2.4) 
In other words, the density of yi is unaffected by observing yj, when the 
variables are independent. 
if 
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Independence is often compared with uncorrelatedness. Uncorrelatedness is 
a linear independence where it can be described by covariance, i.e. cov(yi, yj)= 
O if yi and yj are uncorrelated. To distinguish these two concepts, we use the 
following properties through two zero-mean variables yi and yj, for i ^ j, 
Uncorrelatedness: E{yiyj} - E{yi}E{y/} 二 O (2.5) 
Independence: E{gi{yi)92(yj)} _ E{gi{yi)}E{g2{yj)} = O (2.6) 
where gi and g2 are any measurable functions 1 [BILL95]. Equation 2.5 is the 
expansion of the covariance and equation 2.6 can be proven as follows, 
E{ffi(yi)g2(yj)} = J j V^yidyj 
= f gi{yi)p{yi)dyi J g2(yj)p(yj)dyj 
=E{g1(yi)}E{g2(yj)} (2.7) 
Independence is in general a stronger requirement than uncorrelatedness be-
cause uncorrelatedness is independence up to second other statistics. Note 
that, in the case of a joint Gaussian distribution, independence is equivalent 
to uncorrelatedness because gaussian distribution is totally described by sec-
ond order statistics. 
2.3.2 Measuring Independence 
The basic measure of independence is given by information theory. Information 
is closely related to randomness, surprisal of an outcome. We introduce several 
quantitative measure about randomness and surprisal in the following sections. 
They are important concepts in developments of ICA algorithm. 
1 All continuous functions are measurable for a Borel measure 
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Entropy and Negentropy 
Entropy H(y) is defined as equation 2.8, it is interpreted as the degree of 
information that the observation of the variable gives. The more "random", 
i.e. unpredictable and unstructured the variable is, the larger its entropy. In 
addition, entropy is closely related to the coding length of the random variable, 
in fact, under some simplifying assumptions, entropy is the coding length of 
the random variable[CoVE91, PAPO91]. 
H(y) = - J p(y)logp(y)dy (2.8) 
where y is a random variable. For p(y) = O, the entropy is zero by definition 
and H(y) is always greater or equals zero. 
The joint entropy of two random variables x and y is defined as, 
H(x, y) 二 - j p{x, y)logp(x, y)dy (2.9) 
It is additive for independent variables, 
H(x, y) = H(x) + H(y) iff p(x,y) = p(x)p(y) (2.10) 
A fundamental result of information theory is that a gaussian variable has 
the largest entropy among all random variables of equal variance[LEE98a]. This 
shows that the gaussian distribution is the "most random" or least structured 
distribution. As a result, entropy can be used to measure nongaussianity. To 
obtain a measure of nongaussianity that is zero for a gaussian variable and 
always nonnegative, we can define negentropy, J(y), as follows, 
J(y) = H(ygauss) - H(y) (2.11) 
where H[ygauss) is the entropy of ygauss which is a gaussian variable with the 
same mean and variance as y. 
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Mutual Information 
Using the concept of entropy, we can define mutual information, denoted as I, 
between m (a scalar) random variables, y“ i = l , . . . , m as follows, 
m 
• 肌 … = Y ^ i y i ) - 糊 (2.12) 
i=i 
Mutual information is a measure of the dependence between random variables. 
It is always non-negative, and zero if and only if the variables are statistically 
independent. Mutual information can be interpreted as the coding length. 
The term J21Li H(Ui) gives the length of codes for y,- when these are coded 
separately, and H(y) gives the code length when y is coded as a random vec-
tor, i.e. all components are coded as a whole. Mutual information shows what 
code length reduction is obtained by coding the whole vector instead of the 
separate components. In the case if the variables are independent, they give 
no information on each other, no code length reduction in coding as a whole. 
Now we define the mutual information in term of negentropy. Entropy and 
negentropy differ only by a constant if we constrain the variables yi to be unit 
variance and mutual information can also be related to negentropy as follows, 
m 
I{yu 約，…，Vm) = J(y) - E • + c (2.13) 
i=i 
where C is a constant. This makes another interpretation to mutual informa-
tion: Given a variable y, to minimize the mutual information of the variables by 
maximizing the sum of negentropies，Ya=i J(Vi), means to find the variables, 
yi, that are as nongaussian as possible. 
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Kullback-Leibler Divergence 
Kullback-Leibler divergence(KL divergence) between two probability distribu-
tions p(y) and q(y) is defined as, 
K(p(y)\\q(y)) = J P(V)Iog^dy (2.14) 
The KL divergence can be considered as a kind of distance between two proba-
bility densities, though it is not a real distance measure because it is not sym-
metric. Recall the definition of independence in equation 2.3, if variables yi 
are independent, their joint probability density could be factorized. So we can 
measure the independence of yi by the KL divergence between the real distribu-
tion p(y) and the factorized distribution q(y) = p(y) 二 Pi(yi)P2(y2)...Pm(2/m). 
In fact, this is the same as mutual information, 
i(yi,"2,...,二 j？⑷—订！工⑷如 ( 2 . 1 5 ) 
The negentropy J(x) can also be expressed by KL divergence which is the 
divergence relative to the gaussian probability distribution. 
J(y) = K(p(y)\\p(ygauss)) 
=[p{y)log 产�dy 
J PyVgauss) 
二 j p�y�logp�y�dy — J p{y)logp(ygauss)dy 
=H(ygauss) - H(y) (2.16) 
It has been proven that the integral f p(y)logp(ygauss)dy is the same as the 
entropy of a gaussian distribution for any distribution of p(y) when p(y) and 
P(Vgauss) yield the same variance([CoVE91], page 234). 
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2.4 Developments of ICA Algorithms 
With different measurements of the "independence" between signals (the most 
important measurements are mentioned above), different approaches have been 
taken to blind source separation. The first blind source separation algorithm 
is published using a simple feedback architecture in 1986[HERA86]. Their al-
gorithm based on a version of the Hebb learning rule that is able to blindly 
separate mixtures of independent signals. They demonstrate the separation 
of two mixed signals and mention the possibility of unmixing stereoscopic vi-
sual signals with four mixtures. This paper opens a remarkable chapter in the 
history of signal processing. In 1994，cumulants are applied as an objective 
function to formulate the general framework of ICA, hence higher order statis-
tics is used to find the independent components[COMO94]. After that, ICA is 
moved from supervised learning algorithms to unsupervised learning and ICA 
is getting more and more attention and has been applied to many areas. The 
other ICA approaches include maximum likelihood, Bussgang methods based 
on cumulants, projection pursuit[PAJU98] and negentropy methods. Under 
different approaches, many algorithms[HYVA99, LEEOO, A M A R 9 6 ] have been 
developed, eg, neural one-unit learning rules[HYVA98b], minimization of mu-
tual information[HYVA97a], infomax principle[LEE99], etc. Hence, there are 
researches comparing the algorithms using different approaches. JADE and 
FastICA are nominated to be the best two in general so they are adopted in 
this thesis[YAN01, GIAN98]. More details of JADE and FastICA can be found 
in sections 2.4.3 and 2.4.4. 
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2.4.1 ICA Algorithm: Removal of Higher Order Depen-
dence 
As mentioned before, the goal of ICA is finding a demixing matrix through a 
demixing process. The demixing process is mainly divided into two steps as 
shown in figure 2.2. Note that data centering is always done by subtracting 
its mean vector, E(x), of the data, x, so as to make the data zero mean before 
doing ICA. It is equivalent to the removal of first order statistics, the mean. 
Here we show the steps in ICA algorithm, 
• Whiten the data. Uncorrelating the inputs signals by diagonalizing the 
covariance matrix. 
• Find a unitary rotation matrix. Minimizing the sum of mutual informa-
tion of output signals. 
/ O K O 
X ^ Orthogonal - i _ _ 
Pre-Whitening ^ r ^ ^ . A 
observations Transformation V f ^ Estimated sources 
> P ^ y 
N V — — ' N V / 
2nd-order analysis higher-order analysis 
T T w j . ! Independent signals Uncorrelated signals v ° 
Figure 2.2: Two stages in signal separation. 
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Whitening of Data 
Whitening is generally required to preprocess the data before finding a rota-
tion matrix, i.e. an orthogonal transformation 2 , in the second step of ICA 
algorithms. Whitening transforms the observed vector x linearly so that we 
obtain a new vector, z, which is white, i.e. its components are uncorrelated 
and their variances equal unity. In other words, the covariance matrix of z 
equals the identity matrix. In fact, this is equivalent to the removal of second 
order statistics, the variance. More details can be found in appendix D. The 
transform is called whitening transformation which is done by, 
Z = A - 1 ^ t X (2.17) 
where $ and A are eigenvector matrix and eigenvalue matrix of x respectively. 
The proof of identity covariance matrix after transformation is following, 
S z = 
= I (2.18) 
Figures 2.3 and 2.4 show the data x before and after whitening. Ll and 
L2 are corresponded to the eigenvalues, Ai and A2, of eigenvectors and ^ 2 
respectively, where LL = Y/XI and L2 = 
2orthogonal transformation includes rotation and reflection, however, reflection is not 
applicable in this problem. 
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x2个 
一 - x l 
Figure 2.3: Eigenvectors and eigenvalues of a data set in elliptic shape. 
x2个 
N r i / Data after whitening 
— x l 
Figure 2.4: Data after whitening process. 
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2.4.2 Assumptions in ICA Algorithms 
There are some fundamental assumptions in ICA algorithms which are defined 
by P. Comoxi[COM094]. 
• First, the number of sensors is greater than or equal to the number of 
sources. Otherwise, the algorithm is extended to overcomplete representations 
which are still under research because it causes a problem of noninvertibility 
of mixing matrix, A, in some cases. 
• Second, at most one source is in gaussian distribution. For this assump-
tion, the unmixing of two gaussian sources is impossible because they are 
identical after whitening process. 
• Third, no sensor noise but only additive noise signals are permitted. The 
mixing matrix, A, is identifiable if the noise variables are independent to other 
sources. 
• Fourth, the sources are stationary. Stationary is a standard assumption 
in almost all modeling methods, not only ICA. The definition of stationary 
can be found in section 4.2. 
Moreover, there are some ambiguities of ICA, neither the energies (variance) 
nor the sign of the independent components can be estimated. As a result, we 
cannot determine the order of the components neither. However, these ambi-
guities are, fortunately, insignificant in most applications because the compo-
nents are still able to carry the information of the underlying structures of the 
mixture signals[HYVA.00]. 
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In this thesis, we assume the assumptions 1 to 4 to be valid. We also 
make the conventional assumption that the dimension of the observed data, 
m, equals the number of sources, n, i.e. m = n. This simplification is justified 
by the fact that if m > n, the dimension of the observed vector can always 
be reduced so that m = n. This reduction of dimension can be achieved by 
existing methods such as PCA. 
2.4.3 Joint Approximate Diagonalization of Eigenma-
trices(JADE) 
In this thesis, we use Joint Approximate Diagonalization of Eigenmatrices 
( J A D E ) [ C A R D 9 9 , CARD93] in our experiment. This package is provided by 
Jean-Frangois Cardoso and it is built on top of the cumulant-based framework. 
More about moments and cumulants can be found in appendix D. It uses 
the sum of cross-cumulants(a measure of higher order dependence) between 
variables so as to minimize the mutual information of output signals. JADE 
is specifically a statistic-based technique, it can be summarized as: 
A 
1. Initialization. Whitening the data, X, by the whitening matrix, W 5 and 
set Z = W X . 
2. Form statistics. Estimate cumulant matrices which elements are cumu-
lants of Z. 
3. Optimize an orthogonal contrast. Find the rotation matrix such that the 
cumulant matrices are as "as diagonal as possible" using tensorial operations. 
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4. Separate the independent components from the observations . 
All information of the theoretic measures can be calculated by operations on 
cumulant matrices, which involved variance (second order cumulant) and kur-
tosis(fourth order cumulant). The advantage of JADE is that the algorithms 
do not require gradient descent and thus avoid any convergence problems. 
Also, there is no parameter tuning required for accurate results of separation. 
However, it requires storage up to 0(n4) in estimating the cumulant matrices. 
2.4.4 Fast Fixed Point Algorithm for Independent Com-
ponent Analysis(FastICA) 
FastICA, which is another ICA package, is used In our experiments and it is 
introduced by Aapo Hyvarinen. Different from JADE, FastICA can estimate 
independent components one by one using deflation approach[HYVA97b]. In 
addition, using the sum of negentropies of output signals as contrast function, 
J g e n , the output signals are maximized by gradient learning rule in FastICA. 
Following the notations in equation 2.2, y = Wx, one row wf of the separat-
ing matrix W, which is a fixed point in iteration, would be sought using an 
instantaneous version of the gradient. 
dJgen J^dhiiyi) dyi� 
Owi oyi Owi 
=E{^{yi)x} 
=E{^{wjx)x] (2.19) 
with h!{.) is the derivative of h(.) which is a non-linear function. As an example 
of a fixed point learning rule, we consider the case when we maximize the 
kurtosis E(yf) — 3E(yf) of the output components y“ More information about 
kurtosis can be found in section 4.4.1. Because the data is white with unit 
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variance, we simply maximize the fourth moment E(yf) which has derivative 
equals to 4E(wfx)3x. The followings are the iteration steps in the algorithm. 
1. Take a random initial vector w(0) of norm 1. Let k = 1, 
2. Let w(k) = E[x{w(k - l ) T z ) 3 ] - — 1). The expectation can be 
estimated using a large sample of x vectors e.g. 1，000 points. 
3. Divide w(k) by its norm so that |忉(左)| = 1. 
4. If \w(k)Tw(k，1)| is not close enough to 1，let A? = Ar -f 1，and go back 
to step 2. Otherwise, output the vector w(k). 
The final vector w(k) given by the algorithm equals to one of the columns 
of the (orthogonal) mixing matrix A. 
Recently, not only kurtosis is used in contrast function, but also hyperbolic 
tangent, exponential and cubic function are used. Though nonlinear transfer 
functions improve the capability of separations of nonlinear data, selecting 
the optimal contrast function and determine various parameters, e.g. learning 
rate, are the major drawbacks of this fast and adaptive algorithm. 
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2.5 Principal Component Analysis and Inde-
pendent Component Analysis 
2.5.1 Theoretical Comparisons between ICA and P C A 
Principal component analysis(PCA) is often compared with Independent com-
ponent analysis(ICA). Because PCA is used to analyze the structure of the data 
before ICA has been introduced. PCA is a well-known statistical technique and 
has another name called Karhunen-Loeve Transform(KLT) [JOLL86, OJA83]. 
The starting point is reducing the dimensions and keeping the maximum 
among of variance of a signal vector x(t) 二 [：^⑷,〜�,..^xm(t)]T o another 
signal vector s(i)=[列�，S2⑴，…,��]T, where n < m, through a linear 
transform, L, as follows, 
s{t) 二 Lx(t) (2.20) 
where the rows of matrix L, says k, are the orthonormal eigenvectors of the 
data covariance matrix C = E[x(t)x(t)T]. In practice, the signals are nor-
malized to be zero means, E[x(t)] = 0. The result of this transformation is 
making the transformed vectors to be uncorrelated. At most, m signals can 
be selected after the transformation. 
PCA has been widely used in statistics and it explores the information 
stored in the first and second order statistics of data. Under similar prob-
lem, another method that is closely related to PCA is Factor Analysis(FA). 
With minor modifications to PCA, FA estimates n factors with m dimensions 
data where n < m, using second order statistics. However, users have to define 
their own model in FA which causes an difficulty in analysis. In summary, both 
PCA and FA are called correlation-based transformations which de-correlate 
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the signals using the first and second order statistics. 
Comparing with PCA or FA, recently, ICA has attracted considerable in-
terest because it is a higher-order statistical technique under a well-defined 
framework. And ICA finds a linear non-orthogonal co-ordinate system where 
its signals are statistically independent instead of uncorrelated. 
2.5.2 Comparisons between ICA and P C A through a 
Simple Example 
Now we apply PCA and ICA to a simple blind source separation problem 
which involved two uniformly distributed sources 5i and s2. The sources are 
independent because the information about the position of a point along one 
axis yields no information about the probability distribution of the position 
along the other axis. Figure 2.5 (a) shows an example of the scatter-plot of 
the two original sources. The sources are linearly mixed as follows, 
x = As 
叫=[“1 1 ]卜] (2.21) 
X2 0 1 52 
Figure 2.5 (b) shows the scatter-plot of the mixtures, x. The distribution 
along the axis Xi and X2 are now dependent because Xi is known to be near 
center if the range of possible values for X2 is larger, on the other hand, X\ 
is known to be at the two ends of the line if the range of possible values for 
X2 is smaller. Applying PCA to the mixed data Xi and X2 results in two 
principal components. The first principal component is the axis accounting 
for the highest variance in the data and the second principal component is the 
axis orthogonal to the first principal component axis. Figure 2.5 (c) shows the 
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PCA solution and the result differs from the original since the two principal 
component are still dependent. The ICA solution in figure 2.5 (d) effectively 
rotates the data and recovered the original directions of and s2. Figure 2.6 
show the direction of independent components and principal components in the 
mixtures. We can observe that ICA is able to extract the original directions 
of the sources from the mixtures but PCA cannot. Note that we used both 
JADE and FastICA in this experiment and they obtained more or less the 
same result. The results shown here are done by JADE. 
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Figure 2.5: (a) Original sources: Si against 62, (b) the mixtures, (c) recovered 
sources using PCA, (d) recovered sources using ICA. 
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Figure 2.6: Directions of independent components(ICs) and principal compo-
nents(PCs) in the mixtures. 
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2.6 Applications of ICA in Finance: A review 
2.6.1 Relationships between Cocktail-Party Problem and 
Finance 
The most typical application of ICA is Cocktail-Party Problem that is sepa-
rating individual voices in cocktail party[BAEOO, LEE98b]. In a noisy cocktail 
party, human ears actually receive mixtures of a large number of voices from 
different locations. However, human beings are capable of concentrating the 
attention on listening to one person, and occasionally switching to another 
person. Apart from factors from the cognitive process in the brain, it was 
found that there should be some mechanism in the brain to perform local-
ization and separation of the sound source from the difference between the 
signals which are received by two ears. With plausible demonstrations of ICA 
in separating voices in cocktail party, ICA has been applied to many applica-
tions; such as, reducing noise in hand-free speaker phone systems, observing 
fetus's cardiac signal from a mixture with the mother's cardiac signal, finding 
special Electroencephalographic(ECG) patterns that reflect particular heart 
diseases [LEE98a]. 
In financial market, we can observe the movements of a set of securities, 
likes the mixed voices in cocktail party. Under financial theory, we can assume 
that they are driven by the same set of factors[GORD93], likes the individual 
voices. Moreover, this is not unrealistic to assume that factors are independent 
to each other so ICA can be applied to separate the factors from the observable 
security movements, i.e. mixtures of factors. 
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2.6.2 Security Structures Explorations 
Back and Weigend worked on the first application of ICA in finance that was 
extracting stocks and market s t ructures[BACK97, B A C K 9 8 ] . TO explore the 
underlying structure of the stocks, JADE was applied to three years of daily 
returns of 28 largest Japanese stocks. The result indicated that the estimated 
Independent Components(ICs) fall into two categories, (i) infrequent but large 
shocks which is responsible for the major changes in the stocks prices; and (ii) 
frequent smaller fluctuations which contributes little to the level of changes 
of stocks. Reconstruction of the stocks trend was used to examine the ef-
fectiveness of the ICs and they found that the overall stock price could be 
reconstructed well by using a small number of thresholded weighted ICs. In 
addition, they found that key high level transients in stocks were extracted by 
ICA but not obtained by PCA. Note that some techniques in their reconstruc-
tion can be found in section 5.5.1. 
Based on the pioneer works of Back and Weigend, Lesch et. al. per-
formed ICA on univariate financial time series[LESC99]. In the experiment, 
they applied both JADE and FastICA to the currency exchange rate data of 
the British Pound against the US Dollar and they obtained similar results for 
both algorithms. They worked within the embedding framework, using delay 
coordinate vectors to obtain a multidimensional representation of a currency. 
According to Takens, theorem which proved that an embedding reconstructs 
the dynamics of the currency under appropriate embedding conditions and 
assumptions[TAKE80]. They demonstrated the power of ICA by comparing its 
component vectors in mixing matrix with principal components. They found 
that principal components could be represented as orthogonal sine functions 
whereas independent components were much closer in their morphology to the 
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signals. 
2.6.3 Factors Interpretation and Visual Analysis 
Kiviluoto and Oja worked on the stocks price but not stocks return[KlVl98]. 
They performed ICA on a portfolio of stocks belonging to the same retail chain 
by FastICA. The most tempting approach that they made was interpretating 
factors after separation so that the management and the market structure can 
be more visible. They mapped the factors to the sudden changes that were 
caused by holidays, e.g. Christmas time, the seasonal variation due to summer 
holidays and the relative competition between retail chains. To visualize the 
relative positions of the stores in retail chain, Self-Organizing Map (SOM) 
was used. The map was trained by the rows of the mixing matrix, which 
reflect each store's responses to the factors so that the nearer two stores were 
located on the map, the more they resembled each other in their response to 
the factors. And this led to a clear understanding of the topological relations 
between stores. 
2.6.4 Time Series Prediction by Factors 
Prediction of financial time series is a difficult task. Many different approaches 
have been used in this problem, e.g. autoregressive model, neural network[WEIG92, 
TAYL88]. Malaroiu et. al. applied ICA as a preprocessing tool before pre-
diction of the time series[MAOO, OJAOO]. In fact, the paper was under the 
frameworks of Kiviluoto and Oja which was illustrated above. After the sep-
aration by FastICA, 3rd order polynomials of spline interpolation was used 
as a smoothing method on the factors. Autoregressive models were fit to the 
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smoothed data and the the stocks were predicted by mixing the factors pre-
dictions with the mixing matrix. Comparing with the direct predictions of the 
stocks, the authors found that ICA prediction is better and the error obtained 
by ICA prediction is significantly smaller. Moreover, they found that their 
algorithm predicted well the turning points of the time series which indicated 
changes of up trend to down trend, and vice versa. 
From previous financial applications of ICA, we found that their works 
were done separately to financial theory. Even in ICA prediction, though ICA 
is demonstrated to predict time series well, the reason why prediction using 
ICA outperformed direct prediction is unknown. We want to have a better 
understanding of ICA in financial applications and well apply the properties 
of ICA to financial theory. Thus we relate ICA to financial theory and it is 
one of the goals of this thesis. 
2.7 Conclusions 
Blind source separation was introduced and this problem assumes independent 
sources. So definition and several measures of independence were elaborated. 
Also, the general concepts of ICA algorithm were illustrated by comparing with 
traditional and well-known technique, PCA. We covered JADE and FastICA, 
which are two implementations of ICA algorithms using different approaches, 
and they are used in our experiments in chapter 4. We also overviewed the 
major applications of ICA in finance which motivated us to relate ICA to 
financial theory. 
Chapter 3 
Factor Models in F inance 
3.1 Overview 
Modern investment theory provides method for an investor to identify his or her 
optimal portfolio theoretically. The investor can derive Markowitz's efficient 
portfolio set to balance risk and return. To find the optimal portfolio, the 
expected return, standard deviation for each security and covariances between 
securities are required to estimate. Factor models fit into this framework in 
several ways. First, they can be used to estimate expected returns, standard 
deviations, and covariances of securities. Second, they can be used to tailor a 
portfolio's sensitivity to certain economic events. For example, an investor who 
deeply concerns about an immediate increase in short-term interest rates might 
consider constructing a portfolio whose returns are not particularly sensitive 
to such an event. Third, factor models offer guidelines for diversification. This 
chapter introduces factor models and serves as a background before we relate 
ICA to factor models and apply ICA to find factors. 
fe 31 
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3.2 Factor Models and Return Generating Pro-
cesses 
In portfolio theory, there is a process called return generating process. A return 
generating process is a statistical model that describes how the return on a se-
curity is produced. Factor model plays as one of the models in different types of 
return generating processes for securities. It assumes that the return on a secu-
rity is sensitive to the movements of various factors. Factor model was firstly 
suggested by Markowitz[MARK91] and developed by Sharpe[SHAR63] . The 
widespread acceptance of factor model is due to the works of King[KLNG66]. 
As a return generating process, a factor model attempts to capture the ma-
jor economic forces that systemically move the prices of all securities. Implicit 
in the construction of a factor model is the assumption that the returns on two 
securities are correlated only through common reactions to one or more of the 
factors specified in the model. Any aspect of a security's return unexplained by 
the factor model is assumed to be unique to the security and therefore, uncor-
related with the unique elements of returns on other securities. Factor model 
is a powerful tool for portfolio management because numerically, the problem 
of calculating covariances among securities rises exponentially as the number 
of securities being analyzed increases. Factor model supplies the necessary 
level of abstraction in the calculations. Further explanation can be found in 
section 3.3. 
Factor models contain one or more factors that influence security returns. 
A primary goal of security analysis should determine these factors and the 
corresponding sensitivities to security returns. Now, we introduce the details 
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of factor model by describing the one-factor model first. 
3.2.1 One-Factor Model 
The simplest factor model is one-factor model. Equation 3.1 is the standard 
form of one-factor model. The return on the zth security is represented as, 
Ti — ai + PiF + Ui (3.1) 
where F is the factor affecting the security return r“ ai and /¾ are two 
constants, ai is regarded as "zero" factor that is invariant with time and 
Pi is the corresponding sensitivity to the factor F. U{ is a random variable 
of zth security. There are some assumptions on the random variable Ui in 
factor model; it is zero mean and the covariance between Ui and factor F is 
zero. In addition, Ui and Uj for security i and j are uncorrelated if i ^ j. 
Equations 3.2, 3.3 and 3.4 represent these assumptions mathematically. 
E[Ui\ = O (3.2) 
cov{uh F) = O (3.3) 
cov(ui,Uj) = O for i ^ j (3.4) 
Based on one-factor model, the expected return the variance af on 
ith security and the covariance cov(ri,rj) between zth and j t h security are 
calculated as equations 3.5, 3.6 and 3.7 respectively. These parameters are 
used in Efficient Set Theorem to find the efficient portfolio[MARK52]. 
E[n] = ^ + PiE[F] ( 3 . 5 ) 
^ = ^2F + ^  (3.6) 
COv(Ti^ Tj) = PiPjO-p (3.7) 
In general, one-factor model with market index as the factor variable, F, 
is called market model. However one-factor model does not restrict the factor 
: / 
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to be the market index, it only restricts the number of factors. Due to this 
limitation, one-factor model may not truly reflect the real situation in financial 
market. So an extension has been proposed and it is called multiple-factor 
model or multifactor model[MARK91]. 
3.2.2 Multiple-Factor Model 
Multifactor model is a general form of one-factor model, and is the most popu-
lar model for the return generating process[BROW89, CONN93]. In multifactor 
model, it widens the influence to security returns from one factor to multiple 
factors. The following is a k-factor model. The return n on the ith. security is 
represented as, 
k 
Ti = + ^ PimFm + Ui (3.8) 
m=l 
where k is the number of factors and it is a positive integer larger than 
zero, (if k is equal to one, it becomes one-factor model). Fi, F2, ..., Fk are 
the factors affecting the returns on zth security and /3“, ^2,…，Pik are the 
corresponding sensitivities, whereas the assumptions on zero factor a “ factor 
Fm, m 二 1,2,3,k ,and random variables Ui are held as one-factor model. 
It is easy to extend the expected return, the variance of each security and the 
covariance of every two securities from one-factor model to multifactor model. 
The followings are the results, 
k 
E[ri] = a i i - Y j P i m E l F m ] (3.9) 
m=l 
^ 2 = E A L - L + ( 3 . 1 0 ) m=l 
k 
COv(ri,Tj) = ^ PimPjm^Frn ( 3 ' 1 1 ) 
771=1 
7 
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3.3 Abstraction of Factor Models in Portfolio 
Now, we demonstrate the major contribution of factor models; that is the 
abstraction in portfolio. Suppose we have n securities which are represented 
by one-factor models, and they construct a portfolio with return, w. 
w = A1T1 + A2T2 + A3r3 + ... + Anrn (3.12) 
where ri , r2,..., rn represent the return of n stocks, 
n = ai + P1F + U1 
r2 = «2 + thF + U2 
\ (3.13) 
rn
 = OLn + PnF + U n 
and A1, A 2 , A n are the fractions invested to respective securities, for all z, 
Ai > O and Ai 二 1. After substitution, the portfolio return becomes, 
W 二 (Aia1 + 災2以2 + 益3以3 + ... + 
+F(Ai0i + MP2 + A3P3 + …+ An(5n) 
+(AiUi + A2U2 + A3U3 + … + Anun) 
=ap 仏F + Up (3.14) 
where 
A P = A 1 CT 1 + A 2 A 2 + A 3 A 3 + … + A N A N ( 3 . 1 5 ) 
P p = A 1 P 1 + A2Z^2 + A 3 ^ + … + An凡 （3.16) 
U p = AiUi + A2U2 + A 3 U 3 -I-... + AnUn (3.17) 
ap and /3P in equations 3.15 and 3.16 are the alpha's and beta's of the port-
folio. They are the weighted average of, the and /¾ respectively, which 
are constants of the individual securities with the weighting terms Ai. Using 
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the assumptions of individual factor model as in equations 3.2- 3.4, we can 
obtain the expected return of the portfolio, E(w), where E[UP] 二 O, and the 
corresponding variance, crw, 
E(w) = ap + (3PE(F) (3.18) 
^ = + < (3.19) 
since cov(ui: Uj) = O for i ^ j 
Cr^p = EKAiu1 + A2U2 + A3U3 + . . . + AnUn) 2] 
-[丑 (A 1 W 1 + A 2 U 2 + A 3 U 3 + … + AnUn)]2 
= A y u i + 制2 + 制 3 + … + A 兄 （3.20) 
It is not difficult to generalize the expected return and variance of portfolio 
from one-factor model to multifactor model. Using the notations in equa-
tion 3.8, we have 
w 二 a p J r P p l F 1 + P p 2 F 2 + … + P p k F k + U p (3.21) 
E{w) = ap + PplE(F1).+ (Sp2E(JFV) + …+ (SpkE(Fk) (3.22) 
^ = / ^咜 +略吃 +路吃 +…+对少龙 + ^ ^ (3-23) 
While estimating the portfolio's expected return and variance, it can be noticed 
that factor models simplify additions and multiplications comparing to calcu-
lating the expected return, variance of each security and covariances between 
every two securities. According to an real example given by Markowitz[MARK91], 
1,502 multiplications and 1,001 additions provide the same answer as the ap-
proximately 500,000 multiplications and 123,000 additions in the method with-
out using factor models. 
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3.4 Typical Applications of Factor Models: Port-
folio Mangement 
There are many applications of factor models in finance, the followings are four 
principal applications of factor models, conducted primarily at the portfolio 
level[GORD93]. 
• Return Forecasting of Portfolio: The returns on a portfolio can be esti-
mated by the predictions of the factors and the factor sensitivities if we know 
the future values of the factors. More importantly, we can adjust the weight-
ings in portfolio towards those factors that are expected to realize high values 
and away from those factors expected realize unfavorable values. 
• Risk Forecasting: If the portfolio's sensitivities to the model's factors, the 
variances of the factors and the covariances among factors are known (i.e. all 
of this information can be estimated form historical data), we can estimate the 
expected variability of the portfolio. Furthermore, the predicted contributions 
of the factors to the portfolio's expected variability can be identified. 
• Performance Attribution: Suppose we know our portfolio's return over 
the past years, the portfolio's sensitivities to the model's factors during the 
years and the realized values of those factors. A factor model allows us to draw 
conclusions about what portion of our portfolio's return was due to particular 
factors and what portion was due to elements unexplained by the factor model. 
With benchmark portfolio, we can compare the factors contributions relative 
to the benchmark. 
1 ；'*/ 
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• Portfolio Construction: Many portfolios having different properties can 
be constructed by factor models. As mentioned at the beginning of this chap-
ter, not only efficient portfolio can be constructed using factor models [MARK91] 
but also a portfolio that is insensitive to one or more factor(s) using factor mod-
els can be constructed. For example, selecting two securities, ri and r 2 , which 
have different signs in sensitivities to a factor, F1, we can construct a portfolio, 
w, which is insensitive to Fi, Assume, 
n 
ri = a i + Fi + m + u i 
i=2 
n 
r 2 = a 2 + IhiFi + Y^ PwF i + u 2 
i=2 
where < O, and the portfolio, 
w = A1V1 + A2T2 n n 
二（A1^1 -h A2(^21)F1 + [A1C^PuFi + 以i + U1) + A2C^p2iFi + a2 + u2)) 
i=2 i=2 
where A 1 > O 5A 2 > O and A1 + A2 = 1. Now we put A1 = and 
^ - t h e n 
w 二 ^ ( V f e F , + + 购）+ a C^p2iFi + a2 + u2) Pll - P21 ^ Pll — "21 ^ 
As a result, the portfolio, w, are insensitive to any changes of factor Fi. Sim-
ilar techniques can be applied to the cases of more than one factors. 
In addition, factor models determine the properties of a portfolio. We can 
construct a portfolio that has performance similar to a reference (or bench-
mark) portfolio. For example, we may construct a forty-stock portfolio with 
factor sensitivities similar to a market index. By using some optimization 
techniques, the portfolio can have expected return and risk similar to those of 
a market index. 
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3.5 Different Approaches to Est imate Factor 
Model 
One-factor model and Multifactor model are general models without additional 
limitation to factors or corresponding sensitivities therefore different methods 
are proposed to estimate factor models. There are mainly three approaches 
proposed; they are time series approach, cross-section approach and factor 
analytic approach [ M A N L 9 4 , C H E N 8 6 ] . 
3.5.1 Time-Series Approach 
Time series approach assumes the factors that influence the securities are 
known in advance by investors. Finding the relevant factors proceeds from 
an economic analysis of the firms involved. Macroeconomics, microeconomics, 
industrial organization, and fundamental security analysis are under consider-
ations in identifying factors. 
For example, certain macroeconomic variables might have an impact on se-
curity return, including growth of GDP, inflation, interest rates. After specify-
ing appropriate factors, model-builder collects information of historical values 
of the factors and security returns over a period of time so that the sensitivities 
to the factors, beta�, and the securities' zero factors, alpha�, can be obtained. 
As a result, the expected returns, standard deviations, and correlations of se-
curities can be calculated. In this approach, accurate measurement of factor 
values takes a crucial point. Unfortunately, it is difficult to select the right 
factors in thousand of financial indices. 
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3.5.2 Cross-Section Approach 
Cross-section approach is less intuitive than time-series approaches because it 
assumes the securities' sensitivities to the factors are known and the factors 
are estimated based on the sensitivities and the securities' returns[GORD93]. 
In the cross-section approach, the analysis is conducted over one time period 
for a group of securities. For example, we find the relationship between the 
returns for a number of different stocks and dividend yield over a given time 
period. In figure 3.1, each point represents one stock at a time instance, t. I ^ 
# 丨 
4 Z ； 
O 6 Dividend Yield (%) 
Figure 3.1: A cross-section analysis of one-factor model. 
The relationship was quantified by fitting a straight line to the diagram 
using the statistical technique of simple linear regression. The equation of the 
line can be formulated as, 
v i t = 4 + 0.5 巧 (3.24) 
where ra is the return of stock i and Ft is actual value of the factor at t. In 
this example, the zero factor is 4 and the sensitive of Ft to rit is 0.5 which 
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is the slope of the line. In particular, Ft represents the actual dividend yield 
of stock i at time t and it is calculated by the sensitivity which is estimated 
by a number of stocks. Similar to the time series approach, there are some 
assumptions made in estimating the factors. These prior information about 
the sensitivities of factors always be a crucial point in the whole process of the 
estimating factor models. 
3.5.3 Factor-Analytic Approach 
Factor analytic approach knows neither the factor values nor the securities' 
sensitivities. The number of factors and securities' sensitivities are extracted 
simply based on a set of securities' past returns. Under factor analytic ap-
proach, principal component analysis(PCA) was the most successful method 
to find the factors and the corresponding sensitivities in 70's to 90'S[FEEN67, 
SCHN95, U T A N 9 7 , C O N N 叫 However it was shown that the separated factors 
are unable to truly reflect the feal situation and only one meaningful factor, 
which corresponds to the market effect, is extracted [BROW89]. This is due 
to two limitations of PCA. First, the separated principal components must be 
orthogonal to each other. Second, it only uses up to second order statistics 
which is stored in the covariance matrix. 
Reasons to Use ICA in Factor Models 
Under the factor analytic approach, we apply ICA to find the factors for factor 
models in this thesis because ICA does not have those limitations PCA has. 
Also, ICA was demonstrated its ability in extracting the underlying structures 
of securities using higher order statistics in section 2.6. 
There are two other arguments that support the usage of ICA to find 
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the factors. First, independent factors are efficient because no information is 
duplicated between factors. We can analyze the security with the smallest 
number of factors whereas the redundant information is separated and stored 
in residue. Second, independent factors are effective in predictions[GUTJ96]. 
And it can be shown by an example as follow. Assuming that we got infinite 
number of factors and each factor make a correct prediction with probability p 
> 0.5, which is predicting the sign of the difference between tomorrow's price 
and today's price. The final decision is draw by majority of the predictions 
from the factors. In the case of independent factors, the prediction hit rate is 
100%, however, this is not guaranteed in the case of dependent factors. For 
those total dependent factors, where we have equal factors, the hit rate does 
not change and remains as p x 100%. The proof of the hit rates can be found 
in appendix B. Therefore, ICA is applied to find factors for factor models. 
3.6 Conclusions 
We reviewed the details of factor models, and demonstrated their excellence 
in portfolio. However, the task "how to find the factors and the corresponding 
sensitivities" are still remaining open. In next chapter, we relate Blind Source 
Separation(BSS) to factor models in order to estimate the factors in factor 
models using ICA under factor-analytic approach. 
Chapter 4 
I C A a n d Factor Models 
4.1 Overview 
Previous works have been done on using ICA to extract components for stocks 
and they were reviewed in section 2.6. However, the independent components 
have never been related to factor modeL In this chapter, we illustrate the 
relation between blind source separation and factor models. We show the 
procedures of finding the factors and constructing the factor models from se-
curities' returns. In the construction of factor model, it is required to decide 
the order of the factors so different sorting criteria are introduced; kurtosis and 
number of runs are two newly proposed criteria. At the end of this chapter, 
some remarks of applying ICA to factor models are discussed. 
4.2 Relationships between BSS and Factor Mod-
els 
To apply ICA to factor models, we should firstly understand the relations be-
tween BSS and factor models. In this section, we compare BSS and factor 
models from underlying concepts to methodological frameworks. 
• � X / 43 
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We start from the underlying concepts behind BSS and factor models. The 
mixing process in BSS and factor models both assume that the observations 
are under driven by a set of sources/factors. From the point of view of factor 
models, the movements of securities are determined by underlying multifactor 
models which are "mixing models" and generate the security returns by "mix-
ing" the movements of factors. On the other hand, the mixing process in BSS 
can be viewed as a set of multifactor models that mix a number of factors and 
produce a set of security returns. 
Now, we compare the underlying frameworks of mixing process in BSS 
and factor models. We are going to show that ICA can be applied to factor 
models though there are some differences between their frameworks. Both 
mixing process and factor models are linear because they contain only linear 
combinations of factors and sensitivities, i.e. linear combinations include vec-
tors addition and scalar multiplication. The minor differences are: 1. BSS 
assumes that the sources are independent to each other but factor models re-
quired only uncorrelated factors. Though they are different, uncorrelatedness 
is linear independence whereas mutual independence is a stricter requirement 
as mentioned in chapter 2. So the factors found by ICA must satisfy the re-
quirement of factor model. 2. BSS is very general that it has no assumption 
on the type of observable data whereas factor model is particular for finan-
cial usage, and it usually describes the security returns. So it is appropriate 
to apply ICA to the financial time series. To conclude, the factors found by 
ICA is applicable to factor models from the concepts to underlying frameworks. 
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Note that we use the meanings of "components", "factors" and "sources" 
in the same sense in the following illustrations. As ICA uses "components", 
factor model uses "factors" and blind source separation uses "sources" in their 
descriptions but they are the same in our interpretation. 
4.2.1 Mathematical Deviation from Factor Models to 
Mixing Process 
We show the relation of factor models and mixing process mathematically by 
analyzing a set of factor models, which produce a set of securities' returns 
using some factors. According to the multifactor model in equation 3.8, we 
can estimate the expected return of each security as follow, 
k 
= ( 4 - 1 ) 
771 = 1 
TQ make the return series stationary (i.e. first order stationary 1 ), we make 
the return series zero mean by subtracting the mean value of each security as 
equation 4.2. 
k 
Vi — E[n] = Pim{Fm — ElFmI] + Ui (4.2) 
771 = 1 
We put Ri = Vi- E[ri] and F。= Fm — E[Fm]. Now we assume the noises 
in factor models are driven by the same random variable so we treat the noise 
term, u“ as an extra factor i.e. Ui 二 fe+ii^+i, and the factor model of ith 
security becomes, 
fc+l 
R i = Y j P i m F t m (4.3) 
771 = 1 
1 A stochastic process Xt is said to be strictly stationary if for all integers i, j and all 
positive integers k the multivariate distribution function of (Xi，Xi+i，…，Xi+k-i) is identical 
to that of ( X j , X j + i , X j + k - i ) - In practice, a stochastic process whose first order moment, 
mean, is a constant is said to be first order stationary. It is second order stationary if its 
mean, variance are constants and so on. 
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Each security is represented by a multifactor model with (k + 1) factor as 
equation 4.3 and the factor models can be grouped in matrix forms as below, 
_ R l 1 � 1 I" ^ 
R 2 ^2 
： = 战1 伖2 • • • 一 1、 ： (4.4) 
• • • • 
• • • • ！ • . • • 
Rk F k 
P{k+1)2 …P(k+l)(k+l) J 
Rk+1 ^k+1 
This is a typical mixing process of observations in the blind source sepa-
ration problem. The factor models are under transformed to a multiplication 
of mixing matrix and factor series. Before we apply ICA to find the factors 
in factor models, we have to know if all the assumptions of ICA are satisfied. 
Fortunately, it does. Assumption 1, 3 and 4 of ICA listed in section 2.4.2 
are satisfied in the deviation of the relations between BSS and factor models. 
For the assumption of no more than one gaussian factor, which guarantees 
the identifiability of the factors, is shown to be satisfied by Samuelson. He 
has found that stocks are not nearly gaussian in economics[SAMU70]. For the 
ambiguities of ICA, they are insignificant in our applications. Although we 
cannot determine the signs of the components, the components can still rep-
resent the features of the stocks and always contribute to the right direction 
with the sensitivities, i.e. all components reconstruct the original stocks af-
ter multiplications to their sensitivities. More details about reconstruction of 
the original stocks can be found in chapter 5. For the ambiguity of ordering 
components, we pre-defined different criteria to sort the components by their 
corresponding importance which are mentioned later. 
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Because factor models can be transformed to mixing process, we can con-
clude that ICA is applicable to separate the factors and the corresponding 
sensitivities for the factor models. Therefore, the factor models for the securi-‘ 
ties are constructed after the required parameters are obtained. The following 
section introduce the procedures of constructing factor models from security 
series. 
4.3 Procedures of Factor Model Constructions 
by ICA 
In practice, we can observe only the stock price series and each of them is 
assumed to be driven by a multifactor model. Here we show the procedures 
of applying ICA to find factors from the security series and construct factor 
models for the securities. The procedures are designed based on the deviation 
in section 4.2.1. 
1. Select securities' price series p(t) that are likely to be driven by the same 
factors, more about selecting securities is included in section 4.6.3. 
2. Transform the security prices to rate of returns i.e. ri(t) = 1 
and make the return series zero mean i.e. Ri 二 t\ — (This is because 
factor models usually describe the movements of returns.) 
3. Perform Independent Component Separation on the return series Ri. 
So the demixing matrix, W, and factors series of securities' returns Ri are ob-
tained. 
/ 
Chapter Ji. ICA and Factor Models 48 
4. Calculate the sensitivities to the independent signals by the inverse of 
the demixing matrix, W, found in step 3. 
5. Sort the independent signals with their importance. Further discussions 
about sorting can be found in the following section 
6. Construct factor models using different number of independent signals 
as factors, and the remaining signals are regarded as residue. Further expla-
nations in selecting the number of factors can be found in chapter 5. 
Given the security price series, we can find their factors and the corre-
sponding sensitivities in order to construct their factor models using above 
procedures. Demonstration through experiments is shown in section 4.5. 
4.4 Sorting Criteria for Factors 
Given N stock series, N factors are separated by ICA. To construct a k-factor 
model, we have to select k factors from N factors. There are many methods 
to select these k factors, sorting is one of them. We sort the factors according 
to their importance so that those more important signals are queued at the 
beginning. Note that importance of factors is different for different applica-
tions. In the selection of k factors, the first k factors are selected. In addition, 
sorting factors reduces the complexity in further analysis of the constructed 
factor models. We can select more important factors in analysis and reduce 
the dimensionality which causes a large increase in data space with a small 
increase in dimensions[CHER98]. 
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In sorting factors, we have to estimate their importance. To fulfill different 
requirements, different definitions of importance are made, as a result, differ-
ent criteria are used to sort the signals. Euclidian norms, L 2 , and L00 norm are 
used in pervious works in sorting factors. Euclidian norms are used in JADE, 
it measures the energetic significance of the component so that the most ener-
getically significant component appear first[CARD93, CARD99, CARD98]. The 
euclidian norm, or called euclidean norm, of i component, L2i, is the norm of 
the column of the mixing m a t r i x ( A m x m ) as equation 4.5, 
m 
L2i = Y , a ^ ^)2 ( 4 . 5 ) i=i 
L00 norm is another criterion used before. It focuses on the the maximum 
value of the factors(F,). L00 norm is interested in those ICs which cause the 
maximum price change in the stock[BACK97]. 
Looi =TnaxlFi(J)] j = 1, 2，…,T (4.6) 
However, neither euclidian norm nor L00 norm has consider overall struc-
tures of the components. In this thesis, kurtosis and number of runs which 
investigate the whole structure of the components are newly proposed to sort 
the ICs. We introduce them in the coming sections and the details of their 
performance are shown in chapter 5. 
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4.4.1 Kurtosis 
Kurtosis (fourth-order cumulant) is a classical measure of nongaussianity. We 
estimate the degree of gaussian-like of a component because gaussian distribu-
tion is argued to be the least interesting one, and the most interesting signals 
are those that show the least gaussian-like distributions[HUBE85, JONE87]. In 
addition, the more nongaussian a variable is, the more likely that it is a single 
source because a sum of even two independent variables is more gaussian than 
the original variables by the Central Limit Theorem[HYVA00]. The mutual 
information of components are smaller when the components are more non-
gaussian which has been illustrated in section 2.3.2. So kurtosis is used to 
select those nongaussian signals which are more likely to be independent to 
each other and it is defined as below with random variable x, 
kurt{x) = E[x4} ^ 3{E[x2})2 (4.7) 
Since the signals separated by ICA are unit variance after whitening, i.e. 
dependency of second-order statistics is removed, equation 4.7 reduced to 
kurt(x) = E[x4] — 3. For a gaussian random variable, its kurtosis is zero. 
The kurtosis is negative and positive for subgaussian and supergaussian vari-
able respectively. Supergaussian random variables have typically a "spily" 
probability density function(p.d.f.) with heavy tails, i.e. the p.d.f. is rela-
tively large at zero and at large values of the variable, while being small for 
intermediate values. Subgaussian random variables, on the other hand, have 
typically a "flat" p.d.f., which is rather constant near zero, and very small 
for larger values of the variables. An example of gaussian, subgaussian and 
supergaussian distributions is shown in figure 4.1. 
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In the experiments of this thesis, the absolute value of kurtosis is used in 
sorting the factors because we want to measure nongaussianity rather super-
gaussianity and subgaussianity. 
0.81 1 1 1 1 I 
g a u s s i a n 
— s u p e r g a u s s i a n 
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Figure 4.1: An example of gaussian, supergaussian and subgaussian distribu-
tions. 
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4.4.2 Number of Runs 
Number of runs is another criterion to sort the independent factors. Compar-
ing to kurtosis, it looks into the patterns of a signal. Based on the theory of 
runs, a run is a succession of an identical class[FREU99]. NOW, we show how 
we count the number of runs in a time series. We consider a time series with 
continuous values. For each data point, it is called ABOVE and denotes as, 
A, if its value is above or equals to the mean value of the whole series; else it 
is BELOW and denotes as, B. 
Here is an example of continuous time series with zero mean value and its 
transformation, 
-1.1, -1.2, -1.3, 2.0, -1.4, 1.9 -1.5, -1.6, 1.8, 1.7, 1.6, 1.5, -1.7, -1.8, 1.4, 1.3, 1.2, 
1.1 -1.9, -2.0 
2 4 6 8 
BBB^ B ^ BB /AAAA BB JAAXBB 
1 3 5 7 9 
There are totally nine runs in this example. 
Those separated independent signals having small numbers of runs are well-
structured and ordered at the beginning because they are probably more stable 
and the frequency of changing classes is small. In addition, many financial ap-
plications shown that the security return is more 
likely to be "ABOVE" if the 
previous day is "ABOVE" [MI98]. In other words, there is tendency that the 
same class groups together and this tendency is called "trend". Therefore, 
factors with a few runs capture this significant property of the securities. For 
those signals with large numbers of runs are arranged at the end as they are 
rapidly oscillating classes. Rapid oscillating factors contain less information 
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because they drive the stocks in alternative directions. Furthermore, we show 
that their degree of amplitude in movements are small in general in section 4.5, 
as a result, their influence to the securities is small. 
In summary, we want to find those factors affecting the stock stably in 
one direction, and they are more stationary and meaningful so we calculate 
the number of runs of each Independent signals, and sort the signals with 
ascending number of runs. 
4.5 Experiments and Results I: Factor Model 
Constructions 
In the experiment, we used 22 stocks, selected from the Hang Seng Index con-
stitutes in Hong Kong, Daily closing prices started form 2/1/1992 to 16/5/2000 
were used. Figure 4.2 shows the stocks' series and the details of the stocks are 
listed in the appendix A. 
Chapter Ji. ICA and Factor Models 54 
stock no. 1 to 11 
200. 
1OO - _ 
O l 一 • 
2001 
1 0 0 ： — ^ 一 : 
40 j 20 — — — 一 r ^ V x _ ^ ^ 
O t r -
200 j 
100 ； ^ 0' — 
501 
O c 
401 20 ~‘ — -—.~~— 




401 20 ^ 
2001 
1 0 0 ： ——— ^ ^ 
1001 
^ ^ ^ 
20 ^ ^ 
02A)1/92 04/01/94 10/01/96 20/01/98 27/01/00 
day 
stock no. 12 to 22 
201 
— ^ ^ ^ ^ —-^ ： 
20 j 
10 I — O1—— 
200 j 




^ ^ ^ 
O t -
100 j 
50 : .—『 , » • -- , .. —j-,,— -W— O' 
201 10 - — — — - = 0' 
401 — — 20 — 
0 L 
401 
2 0 - 一 , “ - , - ^ ^ ^ V ^ ^ W y Z W ^ - ^V-— 
O l ~ 201 1 1 — 1 J 
0 [ 1 1 1 
02/01/92 04/01/94 10/01/96 20/01/98 27/01/00 
day 
Figure 4.2: Stocks' series used in the experiments. 
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4.5.1 Factors and their Sensitivities Extracted by ICA 
We construct the factor model for each stock and sort the source signals with 
four different importance measures, euclidian norm, L00 norm, kurtosis and 
number of runs as the procedures in section 4.3. Figures 4.3 - 4.6 show the 
separated signals. For each sorting criteria, starting from top to bottom, the 
uppermost signal is regarded as the most important hidden factor F(, and so 
on, the last signal is named as Fl22 which is least important. Note that this 
notations are used in factor model constructions. To locate the positions of 
components in different sorting criteria, we labelled each component with a 
alphabet and we take the kurtosis case as the reference, For example, the last 
component which was labelled by “V” in kurtosis appeared as 17th component 
in the case of number of runs. 
From figures 4.3 to 4.6, we can observe that those factors with high fre-
quent but small fluctuations are likely to be sorted at the bottom of the graphs 
in general. Especially, kurtosis and L00 norm have almost the same sorting. 
Because the large shock, which is located by L00 norm, contribute a lot in 
kurtosis and act as a superganssian variable. 
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Figure 4.3: The separated signals sorted by kurtosis in absolute value, (a) 
factors having larger kurtosis. (b) factors having smaller kurtosis. 
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Figure 4.4: The separated signals sorted by number of runs, (a) factors having 
smaller numbers of runs, (b) factors having larger numbers of runs. 
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factor no.1 to 11 sorted by euclidean norm 
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Figure 4.5: The separated signals sorted by euclidian norm, (a) factors having 
larger euclidian norms, (b) factors having smaller euclidian norms. 
Chapter Ji. ICA and Factor Models 59 
factor no.1 to 11 sorted by Loo 
A Q i , 
-50' 
R 2 0 1 ； 
- 2 0 ' D 2 0 I ； 
- 2 0 ' 
c20[ 
- 2 0 ' 
F 2 0 I " 1 
- 2 0 ' 
p 20 j 
- 2 0 ' 
F 20I . ... 
- 2 0 ' 
I 20| 




- 2 0 ' 
10, 1 1 1 ~T 1~ 
- 1 0 ' 1 1 1 ‘ ― 1 
03/01/92 05/01/94 11/01/96 21/01/98 28/01/00 
day 
(a) 









- 1 0 ' ‘ 
O 1 0I ； 
- 1 0 ' 
10| 
-io' 
II 10, n 
-101—— ^― 
5| 1 1 ; 1 r " : ~ r ~ ] 
\ # L i . . L - iJ . 1. 1 j k , .I 1 J . . . . 1 . .,1 I 1 . , |l L Li . .,1 tx , U ,J. k.. J J, ..41 h J . L 4 • U I 
- 5 ' 1 1 ^―1 1 ~ 1 
03/01/92 05/01/94 11/01/96 21/01/98 28/01/00 
day 
(b) 
Figure 4.6: The separated signals sorted by L00 norm, (a) factors having 
larger L00 norms, (b) factors having smaller L00 norms. 
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To simplify our explanation, we choose the case sorted by kurtosis in illus-
tration and it can be generalized to other cases. The demixing matrix, W, we 
obtained after decomposition is shown as below, 
0.9900 -2.9936 -11.6908 … 7.8453 -1.8900 5.7267 
8.0110 5.9169 一3.158 … 0.1005 -1.3920 -4.7254 . . • . • • # • . . • • • • . . • • • • • 
40.9418 -20.5891 3.8355 •. . -13.8162 8.6950 14.2040 
一 J 22x22 
We calculate the mixing matrix, A, by the inverse of the demixing matrix 
and it is shown as follow, 
0.0058 0.0046 0.0003 ••• -0.0005 0.0004 0.0046 
0.0057 0.0047 -0.0011 … - 0 . 0 0 4 0 -0.0042 -0.0018 
A = 
• • • . • • • 
• • • 參 • • • • • • • • • • 
0.0086 0.0005 0.0029 ••• -0.0068 -0.0101 0.0055 
_ J 22x22 
The full matrices of mixing matrix and demixing matrix can be found in ap-
pendix C. 
4.5.2 Factor Model Construction for a Stock 
After obtained the mixing matrix and hidden factors as above, we can con-
struct the factor model. The rows in the mixing matrix are the corresponding 
sensitivities to the hidden factors for the stocks. Now, we take HSBC Holdings 
pic., stock no.l in appendix A, to illustrate the constructions of factor mod-
els. Equations 4.8 and 4.9 show its return expressed as a 21-factor model and 
1-factor model respectively. 
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R1(I) = 0.0058 x ^ � + 0.0046 x F 2 ' � + 0.0003 x 巧⑴ + … 
-0.0005 x 巧 0 � + 0.0004 x F^(t) + U1 (4.8) 
where U1 = 0.0046 x F ^ t ) 
Rx{t) = 0.0058 x F 1 ' � + (4.9) 
where V1 = 0.0046 x F制 + 0.0003 x F 3 ' � + ——0.0005 x F “ ( t ) 
+0.0004 x + 0.0046 x F^ 2(t) 
Ui and Vi are the resides, which are the noise terms, of 21-factor model 
and 1-factor model, They are cumulated by the "unimportant" components; 
The factor models above are zero mean because all the components have zero 
means. To express the return as in traditional factor model, we simply add the 
expected return E[ri] to Ri, i.e. Ti = Ri + E[ri\. Here we follow the example 
above and add the expected return in equation 4.10, 
n(t) = E[rx] + 0.0058 x F[{t) + 0.0046 x • + 0.0003 x • + . •. 
-0.0005 x F 2 ' 0 � + 0.0004 x F^(t) + U i (4.10) 
where U1 = 0.0046 x F ^ t ) 
Given the security price series, we can construct their factor models after 
separations of their factors and sensitivities. Some remarks of the applications 
of ICA in factor models are discussed in the following section. 
/ 
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4.6 Discussion 
4.6.1 Remarks on Applying ICA to Find Factors 
In section 4.2.1 , the expected return of each security E[ri] is equal to the sum 
of factor means and zero factor. There is no information about zero factor 
given to ICA algorithm during decomposition, because we cancelled the zero 
factor while subtracting the mean of each observation signal as in equation 4.2. 
As a result, we cannot separate the zero factor from the observations. However 
we can retain the original pricing level of each security by adding its expected 
value E[ri] to the factor model and we demonstrated this in the experiment. 
In fact, it is common practice to assume the expected values of the factors are 
zero. In this case, the zero factor can be obtained by the expected return. 
In addition, the separated residues of two securities, Uj and Uj, are slightly 
different from the traditional factor models. The residues in original factor 
models are uncorrelated as equation 3.4 in section 3.2.1. In our model, the 
separated residues are related so the covariance between ri and r j which are 
returns of security i and security j is estimated as equation 4.11. 
k 
COV(ri, rj) = PimPjrn^Fm + E[UiUj\ ( 4 ' 1 1 ) 
m = l 
Comparing with the traditional factor models, there is an extra term, 
E[aiUj], required, in estimating the covariance. If the factors in factor models 
are able to capture the major energy(variance) of the securities, the extra term 
can be neglected, because it is nearly zero. In general, the residues are nearly 
white noise with small fluctuations and their expected values are almost zero. 
More details can be found in factor models selection which is presented in 
chapter 5. 
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4.6.2 Independent Factors and Sparse Coding 
Although statistically independence may not be possible in the case of finan-
cial time series, ICA makes a transformation to maximize the independence 
of components using higher order statistics(up to fourth order) and produce 
component signals whose dependence is reduced much. So we assume that the 
components are independent in the following illustration. In addition, ICA 
allows a sparse coding of the factorial components. The sparse coding means 
that most of the component values should be zero or very small. And the 
sparsest possible code is the vector code by which exactly one of the com-
ponents only appears in the sum for any given observations[HYVA98a]. The 
sparse coding makes the analysis much more easier because we are required to 
investigate one component at each time instance. 
4.6.3 Selecting Securities for ICA 
The first step of constructing factor models is to select securities to do ICA. 
Because there are many securities in market, we have to select some of them 
to analyze. By the assumption of BSS, the selected securities should be driven 
by the same set of independent factors. To our knowledge, there is no rigorous 
procedure to check whether a set of observations are driven by same factors. In 
practice, there are different suggested criteria to select the securities including, 
1. select those series with similar trends[BACK97], 2. select those series which 
belong to the same retail chain[KlVl98]. In our experiments, both suggestions 
are under consideration in selecting the stocks. 
It may be questioned that whether we can apply ICA to those securities 
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without similar trends or belong to different retail c h a i n � T h e answer is af-
firmative. The suggestions above are guidelines only. There is no reason to 
object that securities without similar trends or belong to different retail chain 
must not be driven by the same factors. The securities' sensitivities to the 
factors affect the overall shapes of the securities. Figure 4.7 demonstrates an 
example of observations having different shapes but linearly mixed by the same 
sources which includes sine, cosine, uniformly distributed random numbers and 
sign of cosine. In this example, we use artificial data because we can decide 
the original sources and demonstrate the capability of separation of I C A � I t is 
shown that ICA can still separate the sources if they are independent to each 
other, thought the observations are not similar in shapes. 
1 200 1 200 1 200 1 200 
网岡國譯 
1 200 1 200 1 200 1 200 
• • • 匪 
1 200 1 200 1 200 1 200 
Figure 4.7: The upper row contains the raw sources, the middle row con-
tains the observations after mixing and the bottom row contains the sources 
recovered by ICA. 
/ 
Chapter Ji. ICA and Factor Models 65 
For the case of securities from different retail chain, each of them may be 
dominated by their individual factors which are still separable by ICA. This is 
because each factor that appear in one observation and has zero effectiveness 
to other observations are separable by ICA provided that they are independent. 
To conclude, securities having similar trends or belonging to the same retail 
chain can be guidelines to select securities. However, our method can still 
applicable to the securities other than that. 
4.6.4 Factors in Factor Models 
In some traditional applications of factor models, the returns are related to 
some systematic factors or macro-economic variables; for examples, unexpected 
changes in the rate of inflation and the rate of return on a treasury bill. On 
one hand, it is useful to know what the exact underlying factors are. On the 
other hand, the financial market nowaday is extremely complex and dynamic, 
especially due to globalization and many newly introduced indices, such as IT 
index, it is not an easy task to decide which variables, among so many system-
atic factors and marco-economic variables, should be included in the model as 
factors. Our method serves as a data mining technique to automatically iden-
tify the hidden factors from historical data. Though attempts can be made 
to correlate the factors extracted to some known variables [ K I V I 9 8 , MAOO], it 
is still possible to apply the factor models in many aspects in finance. Some 
traditional applications are reviewed in section 3.4 and the newly proposed 
applications are pointed out in chapter 6. 
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4.7 Conclusions 
In this chapter, we have investigated the relations between blind source sepa-
ration and factor model so that Independent component analysis is applied to 
find factors as well as construct factor models. Furthermore, different sorting 
criteria for ICs are reviewed and two new criteria, kurtosis and number of runs, 
are suggested. Next chapter, we discuss the evaluation and selection of factor 
models after the construction of them. 
7 
Chapter 5 
Factor Model Evaluations and 
Selections 
5.1 Overview 
Among the factor models constructed in the previous chapter, we have to se-
lect those independent factor models which fulfill the theoretical requirements 
listed in section 3.2.1. This chapter contains the details of factor model evalu-
ations and selections. Also, we compare the performance of the factor models 
under different orderings of factors, and especially, it is shown that kurtosis 
and number of runs are two appropriate criteria in sorting. Notice that we 
do not estimate the "correct" number of factors among factor models because 
there is no particular requirement about it in theory, and in practice, it is 
determined by investor according to his/her preference. However, there were 
some works done on determining the number of factors using additional crite-
ria, e.g. reconstruction error and minimum description length, and they are 
reviewed in this chapter. 
. .7 .: 67 
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5.2 Random Residue: Requirement of Inde-
pendent Factor Model 
Due to the independence between the separated signals that is achieved by 
ICA, most of the requirements in section 3.2.1 are satisfied accordingly. One 
remaining necessary condition required to check is that the residue in the factor 
model is random, for those factor models with nonrandom residues are invalid 
and rejected whereas, the valid models are called independent factor models. 
In this thesis, the randomness of residue is estimated by a randomness test 
based on runs which has another name called runs test. This test uses the 
number of runs of the series, which was introduced in the previous chapter, 
and combines with hypothesis test to select independent factor models. 
5.2.1 Runs Test 
In this section, we illustrate the mechanism of runs test. Following the nota-
tions in section 4.4.2, if a transformed series appears as, 
Example 1: AAAAAABBBBBB 
A 、 V z 
This means that six ABOVEs were followed by six BELOWs. Such a process 
does not appear to be random. (As a reminder, ABOVE means that the 
instant value of the data is above or equals to the mean value of the whole 
series whereas BELOW is the case below the mean.) On the other hand, the 
following series are not random neither, because ABOVE and BELOW appear 
alternatively. 
/ S ^ - S ^ s -S _ /-^-N ^ Example 2: A B A B A B A B A B A B 
" V " ' 
Both series in example 1 and 2 involve a systematic procedure and they are 
nonrandom. Following the mechanisms of these two examples, runs test is a 
....Vx ： 
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hypothesis test investigating such nonrandomness by examining the number 
of runs. The testing procedure are listed below, 
1. Decide the hypothesis: 
Ho： The series is random. 
Hi : The series is not random. 
2. Decide the level of significance: We use 0.05 in our experiments. 
3. Calculate the number of runs in the series which is denoted as u. 
4. Calculate the critical region: We denote U i and n 2 as the number of 
ABOVEs and BELOWs respectively. When U1 and n2 are both sufficient large, 
it is considered reasonable to assume that the distribution can be approximated 
by a normal curve with the mean, and the standard deviation, ¢7, as follows 
(The proof of mean and standard deviation formulations has been made by J. 
Gibbons[GlBB85]), 
p = + 1 (5.1) 
Tl1 + U2 
and 
G _ 2nin2(2nin2 - nx - n2) 2 ) 
Y (^l + + ^ 2 - 1 ) 
After fi and a are calculated, we can find the lower and upper critical values, 
C1 and c 2 , under the level of significance. Using 5% level of significance which 
was decided in step 2, the critical values are c\ = —1.96 and c^  = 1.96. 
5. Make the decision by the test statistic: z is called test statistic and it is 
decided by the number of runs, u, relative to fi and a as the following formula, 
z = (5.3) a 
/ 
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Ii z < cl or z > c2, we reject H0 and conclude nonrandomness, i.e. accept H1. 
Otherwise, we reject H1 and accept H0. Figure 5.1 shows the critical regions 
and acceptance region of Hq under the approximated normal curve. 
困 
L^i ： I r^ssJ 
-1.96 o 1.96 
Reject H0 J Acceptance region -> I Reject H � 
Figure 5.1: The critical regions of the hypothesis test are green in colour�For 
those test statistic falls inside this regions, the hypothesis Hq is rejected. 
5.2.2 Interpretation of z-value 
Under the hypothesis test, if there are too few runs relative to the gaussian 
mean and standard deviation, the z-value is small and it implies that the series 
is moving with a trend in which the ABOVEs and BELOWs are in a definite 
grouping or clustering. If there are too many runs, the z-value is large and the 
series may contains some sort of frequently alternating pattern. Both cases are 
similar to the examples 1 and 2 respectively in the previous section. We call 
that the series are structured, or in other word, "nonrandom". If the z-value is 
near zero, the series is unstructured or called random because it falls outside 
the critical region, i.e. it falls inside acceptance region, so we cannot reject Hq. 
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In addition, the absolute z-value of each series can be used to represent 
the degree of randomness of a series. For example, two series with different 
z-values, we claim that the series with larger absolute z-value is more "non-
random" • However, we have to notice that runs test is a stochastic test so the 
results may contain errors. In the following experiments, we use the runs test 
to estimate the randomness of stocks and the residues in factor models. 
5,3 Experiments and Results II: Factor Model 
Selections 
Using N sorted independent signals, (AT-I) factor models with different num-
ber of factors can be constructed for each, stock. In experiment I, the number 
of factor models constructed is 21. However, not all of them can satisfy the 
theoretical requirement; a random residue. So randomness test based on runs 
illustrated in section 5.2.1 is.used to check this condition. 
5.3.1 Randomness of Residues using Different Sorting 
Criteria 
In order to demonstrate the process of evaluating and selecting factor models 
for a stock, we select a well-structured stock which is following a trend, i.e. 
the z-value of the stock return is small and falls inside the critical region under 
run test. We know that the structured information of this stock is remained 
in the factors if the residue is shown to be random, because the factors are 
independent to the residue, i.e. no duplicated information between factors and 
residue. In the following experiment, we select New World Development Co. 
、.：: 
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Ltd, whose z-value of stock return is -5.1134，in demonstration. 
We construct the factor models of New World Development Co. Ltd using 
the procedures in the previous chapter, and the factors are sorted by four dif-
ferent sorting criteria, kurtosis, euclidian norm, L00 norm and number of runs. 
For each sorting criterion, 21 factor models with different numbers of factors, 
from 1 factor to 21 factors, are constructed. We apply the runs test on their 
residues so as to investigate their randomness. Figure 5.2 shows the results 
of the randomness of residues under different sorting criteria. Note that the 
x-axes of the graphs are "the number of ICs in residue", in order words, the 
rest of the ICs are the factors. For example, 2 ICs cumulated as residue, 20 
ICs are factors. For the cases that 22 ICs are used as residue, the residue is 
the same as the original stock return. We test the randomness of stock return 
while testing the residue. 
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Kurtosis: Randomness of the residues Euclidian norm: Randomness of the residues 
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Figure 5.2: The degree of randomness with different numbers of ICs cumulated 
as residues�（a) Sorted by kurtosis. (b) Sorted by euclidian norm, (c) Sorted 
by L00 norm, (d) Sorted by number of runs. 
Chapter 5 Factor Model Evaluations and Selections 74 
Though different sorting criteria are used, the results are more or less the 
same. Some common observations are listed as follows. In figure 5.2, the 
residues are nonrandom, with large absolute z-value, at the two sides of the 
graphs in general. This implies that the residues are nonrandom in two ex-
treme cases. The first case is that it is composed by a small number of ICs 
and there is a large number of runs inside; Second, it is cumulated by many 
ICs and it contains only a small number of runs. For both cases, the factor 
models should be rejected because they contain nonrandom residues. 
In addition, we can observe that the z-values are inside the acceptance re-
gion for most of the factor models. This means that most of the residues are 
random while they are not composed by too few nor too many ICs. These 
factor models with random residues are called independent factor models and 
they fulfill all the theoretical requirements stated in section 3.2.1. In the ex-
periment, there are more than two-third of the factor models are independent 
factor models for each sorting criterion. Thus, the factor models constructed 
by ICA often satisfy the theoretical requirements. 
One may want to know the smallest number of factors for an independent 
factor model. We can observe that the independent factor model which has 
the smallest number of factors contains fewer than 5 factors for each sorting 
criterion. In order words, these independent factor models fulfill all the re-
quirements to represent the stocks. These factor models are favorable because 
of low complexity in analysis. 
Now, we compare the differences between four sorting criteria. "Number 
of runs" seems to be a consistent sorting criterion because the residues are 
/ 
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random when not less than 6 nor more than 19 ICs are cumulated, and the 
z-value is nearly monotonic decreasing with ascending number of ICs used as 
residues. However, this sorting produces the fewest independent factor models 
compared with others. In contrast, kurtosis and L00 norm give largest num-
ber of independent factor models and the overall patterns in the graphs are 
similar because the orders of ICs are more or less the same under these two 
sortings (they are shown in figures 4.5 and 4.4). 
For most of the sorting criteria, it can be observed that the randomness 
of the residues is not monotonic decreasing with ascending number of ICs in 
residues. It is probably due to the following reasons, first, runs test is a stochas-
tic test which contains error, second, the sorting criteria may not be optimal, 
i.e. combinations of existing criteria and another criterion are required further 
investigation, third, further extensions of existing ICA algorithm are required 
to explore the structures of data more accurately. They are included in chap-
ter 7 as future works. 
In summary, under the randomness tests on the residues, the differences 
between four sorting criteria are small. And ICA constructs a number of 
factor models, and most of them satisfy the theoretical requirements except 
those cases with too many or too few ICs cumulated as residues. Also, factor 
models with a small number of factors are sufficient to represent the stock and 
this facilitates the complexity in analysis. 
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5.3.2 Reverse Sortings of Kurtosis and Number of Runs 
In this section, we want to show the importance of sorting factors in the con-
structions and we want to know whether the existing criteria are effective, 
especially kurtosis and number of runs. 
Kurtosis and number of runs are two newly suggested sorting criteria of 
independent signals. We demonstrate the effectiveness of them by investigating 
their "reverse" orderings. Repeating the experiment I and II using "reverse" 
orderings of kurtosis and number of runs i.e. more gaussian-like and rapid 
oscillating signals containing large number of runs are ranked first (figures 5.3 
and 5.4). In figure 5.5, it is shown that most of the residues in the factor 
models are not random. In order words, most of the factor models constructed 
do not fulfill the theoretical requirement and rejected. The reason is that the 
important independent signals are sorted at the back so the residue always 
contains structured Information and nonrandom. By this examples of reverse 
orderings, we demonstrate that kurtosis and number of runs are two suitable 
sorting criteria to sort those structured independent signals. In figure 5.5, we 
also show the results of reverse orderings of euclidian norm and L00 norm. It 
is demonstrated that euclidian norm and L00 norm are also effective. 
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Figure 5.3: The separated signals sorted by reverse ordering of kurtosis in 
absolute value, (a) factors having smaller kurtosis. (b) factors having larger 
kurtosis. 
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Figure75.4: The separated signals sorted by reverse ordering of number of runs, 
(a) factors having larger numbers of runs, (b) factors having smaller numbers 
of runs. 
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5.4 Experiments and Results using FastICA 
JADE was used to separate the independent component in above experiments. 
It is tempting to see whether we can obtain similar results using another ICA 
package under different approach. Now we repeat the experiments using an-
other ICA package, Fast Fixed Point Algorithm for Independent Component 
Analysis(FastICA), which is introduced in section 2.4.4. In the separations, we 
used the default settings: deflation approach which separate the components 
one by one and "pow3", i.e. h(u) = w3, as the nonlinear function. Note that 
FastICA involved random initializations while the separations start; so slightly 
different results and iterations may be obtained for each decomposition. Under 
the same procedures as in section 4.3, we can obtain the demixing matrix, W, 
after decomposition by FastICA and it is shown as below, 
- 1 . 3 8 1 0 2 . 9 2 6 7 1 1 . 5 0 3 4 • . . - 7 . 7 5 9 8 2 . 5 4 0 9 - 5 . 3 4 0 1 
- 8 . 2 0 4 7 — 6 . 0 9 4 9 2 . 9 6 7 1 … - 0 . 3 7 4 7 0 . 8 2 3 3 4 . 9 0 7 1 
• • • . • • 眷 
• • • • 參 争 • 
• . • • • • • 
3 6 . 8 5 3 0 — 2 3 . 8 3 9 1 2 . 2 9 2 9 • • • - 3 2 . 4 3 5 8 1 0 . 3 2 1 4 1 6 . 4 0 0 8 
_ J 22x22 
We calculate the mixing matrix, A, by the inverse of the demixing matrix 
and it is shown as follow, 
- 0 . 0 0 6 2 - 0 . 0 0 4 5 0 . 0 0 0 1 _•• - 0 . 0 0 1 0 - 0 . 0 0 0 3 0 . 0 0 3 7 
- 0 . 0 0 6 1 - 0 . 0 0 4 6 - 0 . 0 0 1 2 … 0 . 0 0 0 9 - 0 . 0 0 2 9 - 0 . 0 0 2 5 
A = 
. • • . • 參 ^ 
參 • 參 • • • • • . • • • • • 
- 0 . 0 0 8 7 一0.0002 0 . 0 0 2 6 … 0 . 0 0 1 6 - 0 . 0 1 1 3 0 . 0 0 6 0 
_ J 22X22 
While comparing with the demixing and mixing matrices obtained by JADE, 
they are more or less the same. This is reasonable because similar conclu-
sions are obtained in different applications[YANOI, G I A N 9 8 ] . The factors se-
ries are calculated by multiplying the demixing matrix and returns series as 
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in equation 2.2. Because the demixing matrix obtained by FastICA is similar 
to JADE, the sensitivities and factors separated are also similar accordingly. 
Figure 5.6 shows the factors separated by FastICA, and the factors are sorted 
by kurtosis. To avoid redundancy in descriptions, we omit the details of factor 
models constructions and selections and only show the results. 
Figures 5.7 and 5.8 shows the randomness of the residues as in section 5.3.1 
using kurtosis, euclidian norm, L00 norm, number of runs, reverse kurtosis, re-
verse number of runs, reverse euclidian norm and reverse L00 norm respectively 
to sort the separated components under FastICA. 
• ' / 
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Figured5.6: Using FastICA to separated signals and sorted them by kurtosis in 
absolute value, (a) factors having larger kurtosis. (b) factors having smaller 
kurtosis. 
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Figure 5�7: Using FastICA: The degree of randomness with different numbers 
of ICs cumulated as residues, (a) Sorted by kurtosis. (b) Sorted by euclidian 
norm, (c) Sorted by L00 norm, (d) Sorted by number of runs. 
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Figure 5.8: Using FastICA: The degree of randomness with different numbers 
of ICs cumulated as residues, (a) Sorted by Reverse ordering of kurtosis. 
(b) Sorted by Reverse ordering of euclidian norm, (c) Sorted by Reverse 
ordering of L00 norm, (d) Sorted by Reverse ordering of number of runs. 
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It can be observed that the major conclusions obtained by JADE are still 
valid in FastICA. i.e. , 1. residues cumulated by few or many components 
are more likely to be nonrandom; 2. Reverse sortings often give nonrandom 
residues. So the differences between the performances of residues separated by 
FastICA and JADE are minor. 
In summary, we can observe that the factors separated by FastICA are very 
similar to JADE though they are not using the same approach, furthermore, 
the factor models constructed have similar performance while testing their 
residues. 
5.5 Other Evaluation Criteria for Independent 
Factor Models 
In those independent factor models selected, which sorting criterion and how 
many factors should be used to represent the stock? How do we compare two 
different independent factor models? There are no definite answers to these 
questions in financial theory. Factor model is very general and these questions 
are beyond the requirements of factor models. However, these questions moti-
vated us for further investigations of other evaluation criteria. 
We have to clarify that for different applications, the definitions of good-
ness of factor models may be different. To find better models in a particular 
application, additional criteria should be considered in evaluations. For exam-
ples, if we want factors in factor model to contribute the movements of the 
stock return well, we can reconstruct the stock series using the factors so that 
the reconstruction error between the reconstructed series and the original data 
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is as small as possible. In other words, we can use reconstruction error as an 
evaluation criterion for factor models. 
5.5.1 Reconstruction Error 
Now, we show an example of how we do reconstruction. The method we used 
here is similar to Back and Weigend's which has been reviewed in section 2.6.2. 
We take New World Development Co. Ltd as an example. We construct its 
factor models with different number of factors and sort the factors by kur-
tosis using JADE as what we have done before. For a k-factor model, we 
obtain the reconstruction series, r(t), using k factors by equation 5.4. And 
the corresponding stock price, p⑷，can be estimated as equation 5.5. Note 
that the return are rate of return as shown in the procedures of factor model 
constructions in section 4.3. 
k 
r{t) = E[r] ^ Y l ^ F m (5.4) 
m=l 
p(t) = + (5.5) 
where E[r] is the expected return of the original series. 
The reconstruction error is calculated by the mean square error between 
the original series and reconstructed series. We show the mean square error of 
reconstructions in table 5.1 and the error graph in figure 5.9. It is shown that 
the error drops sharply at the point when 8 factors are used in reconstruction. 
Figure 5.10 shows the series reconstructed by 8-factor model and the original 
series. It can be observed that the overall shape of the stock is reconstructed 
by the factors. 
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number of factors 1 2 3 4 5 6 
of reconstruction 161,50 135.05 —132.86 137.89~ 123.17 ~112.06 
1 8 9_ 10 11 12~ 
p71.54 39.29 40.21 ~I4.7Q 27.18~ 24.69 
W U — 15 16~ 17 18 
^5754 25.33 “ 24.79 ~~MA5~ 30.77 39.58 
19 20 21 ~ 22 
1.94 1.61 0.028 0 
Table 5.1: Mean square error of reconstructions of New World Development 
Co. Ltd. using different numbers of factors. 
MSE of reconstructions 180 1 1 1 1 1 1 1 1 1 1 1 1 I [ I I I I I I 
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Figure 5.9: Mean square error against number of factors in reconstructions 
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Figure 5�10: Using 8 factors in reconstruction. 
While comparing two different independent factor models i and j which 
have the same number of factors. If factor model i can reconstruct the origi-
nal data with smaller reconstruction error. Then factor model i is claimed to 
be a better model in reconstruction. However, using reconstruction error as 
a criterion, there is a tradeoff between the number of factors and the recon-
struction error. Clearly, reconstruction error is zero if all the factors are used. 
In addition, it is required to calculate the reconstruction errors for different 
number of factors for each stock and it cost a lot of computations time. So 
another criteria is considered. 
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5.5.2 Minimum Description Length 
Minimum Description Length(MDL) considers a system of factor models for 
stocks as a whole and finds a number of factors for all the stocks. Under the 
principle of making the system simple but have good generalization ability, 
MDL not only can be used to evaluate factor models with different num-
bers of factors but also select "the best" number of factors to represent the 
stocks.(Note that, we can only claim that "the best" factor model is found 
relative to a additional criteria, e.g. MDL, in a particular application but not 
globally "the best".) 
Background of MDL 
Minimum description length principal is a framework describing model com-
plexity [ B I S H 9 6 ] . Imagine that a "sender" transmit a data set D t o a "receiver" 
using a message of the shortest possible length where the length may be mea-
sured by the number of bits. If there are systematic aspects to the data, a 
shorter message is expected because we can transmit information specifying 
some model H using a message of length L(H), and then send a second message 
specifying how the actual data set differs from that predicted by the model. 
L(H) is regarded as the complexity of the model since more complex model 
requires more information to describe it. The message needed to send the 
discrepancy information has length denoted by L(D\H), which is viewed as 
error term. It is supposed that the input data values are known already to the 
receiver, thus the total length of the message sent is given by, 
description length = L(D\H) + L(H) 
v V ~ / 
error complexity 
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Intuitively we expect the shortest description length to occur when the model 
H gives an accurate representation of the statistical process which generated 
the output and we also expect that, on average, this model has the best gen-
eralization ability. Thus, minimum description length is used as a criterion for 
model selection. 
Finding Number of Factor by MDL 
Under the framework of ICA, Ikeda devised MDL of a system of factor models, 
in which each factor model has m factors[lKED00b, iKEDOOa], 
IogN, , 1� m(m —1)� �� MDL m -L(A: E) + -jf-{n{m + 1 ) — — ^ - - L ) (5.6) 
where A is the mixing matrix to the factors, E is the unique variance matrix 
of data, i.e. it is a diagonal matrix, N and n are the number and dimension of 
the observations respectively. And L(A, E) is defined as, 
L(A^) = -^MC^^AA7)-1) 
+log^deti^ + AAt)) + nlog2i^ (5.7) 
where C is the covariance matrix of the observations x，i.e. C 二 ^ ^工“见 
There is an necessary condition for A to be estimable and this provides a bound 
of the number of factors, m, in factor models. 
m < ~{2n + 1 - \/8n + 1} (5.8) 2 
Following the experiment in section 5.3, we estimate the MDL of the factor 
models with different number of factors which are sorted by kurtosis and m 
must be less than or equal to 15 by the necessary condition in equation 5.8. 
Figure 5.11 shows the results of factor models with different number of factors. 
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MDL verse no. of factor 601 1 1 1 1 1 1 1 1 1 1 1 1 1 
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Figure 5.11: Minimum description lengths of factor models using different 
numbers of factors. 
It is observed that 8-factor models have the smallest minimum description 
length, 0.5796. This result fits into the result in experiment II because the 
residues in 8-factor models are random in the proposed sorting criteria. In 
addition, this result was also supported by the experiment of reconstruction 
error in the previous section. Thus, 8-factor models are independent factor 
models and are good at representing the stocks under MDL• To make our 
illustration simpler in the following chapter, we take the 8-factor models, whose 
factors are sorted by kurtosis, as standard factor models. 
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5.6 Conclusions 
The details and experiments of factor model selections were shown in this 
chapter. We also analyzed the performance of different sorting criteria, where 
kurtosis and number of runs were demonstrated to be effective in sorting the 
factors. Other related works, especially reconstruction error and MDL, done on 
finding the number of factor were also reviewed. Under the MDL framework, 
8-factor models in which the factors were sorted by kurtosis have the smallest 
MDL. 
Chapter 6 
New Applications of 
Independent Factor Models 
6.1 Overview 
We have reviewed some applications of factor models in chapter 3. Apart from 
those traditional applications, in this chapter, we mainly focus on new applica-
tions of independent factor models constructed by ICA. There is an important 
property of the factor models that the factors are independent to each other. 
These factor models simplify many calculations required in higher order oper-
ations, for example, optimizing higher moment utility function. In addition, 
the factor model can be applied to trading system because it can simulate 
different situations so as to test the trading system. Further illustrations and 
demonstrations are included in the following sections. 
6.2 Applications to Financial Trading System 
Financial trading system is designed to help investors trading securities and it 
is an implementation of a trading strategy under statistical or neural approaches[PARD92, 
93 
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WONG94, MURP99, BENG97, BARN97]. It provides advice for financial deci-
sions after input the current state of the market however it is difficult to test 
and adjust the trading system. It is because we have only limited stock data 
to develop, validate, test and optimize the trading system. It is a challenge to 
model the market and generate more data because macroeconomic market is 
a non-experimental science[M00D98]. Like evolutionary biology and cosmol-
ogy, macroeconomics is largely non-experimental; there is only one instance of 
the world economy, and the economy of each country is not a close system. 
Observing the state of an economy in aggregate is difficult, and it is generally 
hardly to do controlled experiments. 
Factor model as an abstraction of security return can contribute to this 
problem. We can modify the factor model and simulate different possible sit-
uations according to the factors of the stock. In other words, the factor model 
gives a way to provide more data to adjust and test the trading system so that 
the trading system can be applied to different situations and response to the 
market reliably. It is important to notice that any modification of a particular 
factor is not recoverable by other factors because they are independent to each 
other. In other words, if each factor carrying a feature of the stocks, one feature 
changed after modification of the factor and this feature is not affected by any 
other factor. As a result, we can modify one feature of the stocks by consid-
ering the corresponding factor only and this makes the further analysis simpler. 
In section 2.6.2, we have reviewed that the separated independent compo-
nents fall into two categories, (i) infrequent but large shocks and (ii) frequent 
small fluctuations[BACK97]. Now, we use the components to test and improve 
the trading system. The large shock separated may indicate news affecting 
/ 
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the markets and cause a large change in the stocks prices. Notice that the 
information of the news is totally carried by that factor but not other factors. 
After we located the shocks, several questions about the performance of the 
trading system to this news may be raised. What does the trading system 
reacts if the degree of shock is larger or smaller? Can the trading system make 
use of the shocks and earn money? etc. Factor model can help to answer these 
questions because we can modify the shock through the independent factors 
and test the trading system. For the factors belonging to second category, 
they are cumulated to be residue after sorting by kurtosis. We can increase 
or reduce the variance of the residue by scaling the corresponding sensitivity 
so as to simulate a noisy situation and test the trading system. To simulate 
different situations, a reliable trading system that is able to handle different 
situations in the markets can be obtained. 
Next section, we use a rule-based trading system that generates buy, hold 
and sell signals for stock trading (Other trading system implemented by differ-
ent approaches like neural network[ZlRl97] or genetic algorithm[WANG98] can 
also be applied). The trading system is tested by two experiments, strength-
ening the shocks and increasing the noisy level in the stocks. 
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6.2.1 Modifying Shocks in Stocks 
To demonstrate the details of modifying factors in factor model, we use the 
experimental results in sections 4.5 and 5.3. A number of independent factor 
models are obtained after factor model constructions and selections. We select 
the 8-factor models, whose factors are sorted by kurtosis, for HSBC Holdings 
pic. and New World Development Co. Ltd., i.e. 8-factor model is optimal 
under the estimation of minimum description Iength(MDL). In the models, we 
use the first two separated factors to locate the shocks and we mark the shocks 
if the absolute factor values are above a threshold, which is set to be 5 in our 
experiment. Figure 6.1 shows the stock trends of HSBC Holdings pic. and 
New World Development Co. Ltd., with marked large shocks. 
After we have marked the shocks, we can increase or reduce the degree of 
shocks by scaling the returns of those days. To show the manipulation clearer, 
we scale up the returns of shock locations by 2. i.e. the return of ith day 
changed to 2 x r,- if is the original return. Figures 6.2 and 6.3 are the mod-
ified stock trends of HSBC Holdings pic. and New World Development Co. 
Ltd.. 
After manipulations of the stocks, we can estimate the performance of 
trading system under modified stock trends. To demonstrate the differences 
between the original stock and the modified stock in real trading, we introduce 
a rule-based trading system for real trading of the stocks. The trading system 
considers only one stock for each run. It buys, sells or holds the shares for 
each time instance after input the current stock price. The following are the 
details of the rules used in the trading system. 
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o — ^ ^ ^ V ^ m s ^ r ^ 
O1 — 1 ‘ 1 1 ~ 
02/01/92 04/01/94 10/01/96 20/01/98 27/01/00 
100「 g 
0 C 1 1 1 1 ~ 
02/01/92 04/01/94 10/01/96 20/01/98 27/01/00 
20「 
- 2 0 1 1 1 1 1 ~ 
02/01/92 04/01/94 10/01/96 20/01/98 27/01/00 
20「 
-201 ' 1 1 ~ 
02/01/92 04/01/94 10/01/96 20/01/98 27/01/00 
Figure 6.1: Using the factors to locate the shocks: The first row and second 
row are the stock trends of HSBC Holdings pic. and New World Development 
Co. Ltd。； red circles and green circles are the shocks marked by F i and F2 
respectively. 
Rule of each trading: At least one ha.nd(one hand means one thousand 
shares) should be traded at each transaction and there is a commission cost of 0.5 %. 
1. Initialization: our wealth is 1 million in cash with no share. 
2. Rule of buy : if the rate of return, i.e. 1「二(;「，is less than 5%, 20% 
of available wealth is spent on the stock. 
3. Rule of sell : if the rate of return is more than 5% and we have shares 
in hand, total amount of shares are sold. 
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Figure 6.2: HSBC Holdings pic.: Modified stock after scaling the shocks. 
4. Rule of hold : if neither situation of buy nor sell is fulfilled, hold the 
shares and everything remain unchanged. 
5. Final : a final sell that all shares are sold is made at the end of trading. 
Figures 6.4 and 6.5 are the results of trading HSBC Holdings pic. and New 
World Development Co. Ltd., the red line is the amount of asset i.e. amount 
of asset is the sum of cash and present value of the shares, the blue line is the 
number of shares held, and the green line is the amount of cash in hand. The 
profit after trading is calculated by the percentage of net gain/loss relative to 
the initial wealth. 
/ 
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Figure 6.3: New World Development C o � L t d . : Modified stock after scaling 
the shocks. 
Now we briefly compare the trading results. We can observe that the trad-
ing system we stated above is appropriate for trading if there are large shocks 
in the stocks. Though it finally lost money in trading New World Development 
Co. Ltd, it is shown that the system can use the shocks to make money in 
both cases. This example demonstrates a method to modify the shocks in the 
stock and trades a modified stock. 
Besides our proposed method in locating large shocks, one may simply find 
the largest return of the series to locate the shock, i.e. find ri so that > \rj\ 
for j 二 1,2, ".,Z and i • j. However it should be noticed that this method 
is aimed at individual stock, whereas, the shocks located by the factors are 
suitable to all the stocks in our method. It is because the factors are found by 
/ 
Chapter 6 New Applications of Independent Factor Models 100 
x 1 o5 Trading profile with net gain/loss 0.20% x 0 5 Trading profile with net gain/loss 0.26% 
1 4 r 1 4 r 
number of shares held number of shares held A 
amount of cash in hand amount of cash in hand 
amount of asset r-jJ~ \ _ amount of asset � 
12 - iJ I]! 12 - J I 
1 0 Tnhw y ^ I 
8 8_U i S-L-J 
CO CO 1 
© S O 
0 O 
1 6 - I 6 -
•O [ Si I 
4 - 4 -
2 - 2 -
Q I ‘ • * 1 • I O ' ~ ‘ 1 1 ^ ' ^ ~ 1 1 ^ * 1 
07/05/98 16/05/00 07/05/98 16/05/00 07/05/98 07/05/98 16/05/00 07/05/98 16/05/00 07/05/98 
day day 
(a) (b) 
Figure 6.4: HSBC Holdings pic。： The trading results�（a) Trade raw dcit 
(b) Trade stock with modified shocks. 
a multivariate analysis, ICA, and they carry the shocks to the whole market. 
Macroeconomics and many researches in financial data mining interest in this 
market effect which help to understand the global economy. 
6.2.2 Modifying Sensitivity to Residue 
Other than strengthening large shocks, we can increase or reduce noise of the 
stock by modifying the sensitivity to the residue in factor model. In this ex-
periment, we use the 8-factor models which doubled the sensitivities to the 
residues as in equation 6.1. And the settings of the trading system which in-
cludes formulations and initializations are the same as the previous experiment. 
Figures 6.6 and 6.7 are the stocks after modifications. 
k 
Ri = PirnFm 2 X Ui ( 6 . 1 ) 
m=l 
where Ui = ^ ( m + 1 ) F m + 1 . 
:/ , 
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Figure 6.5: New World Development Co�Ltd . : The trading results, (a) Trade 
raw data�（b) Trade stock with modified shocks� 
We repeat the trading of the noisy stocks with the trading system as the 
previous section. From figure 6.8, we can observe the performance of the trad-
ing system in noisy situations. While trading HSBC Holdings pic., the trading 
system earns even more money in additively noisy stock than unmodified stock. 
In the case of trading New World Development Co. Ltd., though the trading 
system lost money in both cases of trading raw data and data with strength-
ened shocks in the previous experiments, it can earn money in noisy situation 
which is generally believed to be poor for t rad ing�As a result, we can estimate 
the performance of the trading system in noisy situations using independent 
factor models. 
In fact, to simulate a fluctuation situation, one may propose doubling the 
variance of the stock returns rather than doubling the variance of the residue. 
It is because this method can be done without finding the factors. However, 
this method does not purely increase the noise. As shown in equation 6.2, the 
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Figure 6.6: HSBC Holdings pic. : Modified stock after doubling the sensitivity 
to the residue. 
sensitivities to the factors, are double at the same time with the residue, u“ 
k 
2Ri = 2 x PimFmUi) ( 6 . 2 ) 
m=l 
To simulate different situations by modifying the properties of the stocks, 
independent factor models can help to test and analyze the trading system in 
advance. This not only provides a good testing method in the development 
of trading system, but also tries to solve the non-experimental problem in 
finance�Strengthening the shocks and adding noise to the stocks are merely 
two examples however other manipulations may be done in the similar way on 
the stocks. 
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Figure 6.7: New World Development Co. Ltd.: Modified stock after doubling 
the sensitivity to the residue. 
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Figure 6.8: The trading results after doubling noises: (a) HSBC Holdings pic. 
(b) New World Development Co. Ltd. 
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6.3 Maximization of Higher Moment Util ity 
Function 
The objective of modern portfolio management is balancing risk and return. 
To maximize expected return regarding an accepted level of risk, Markowitz 
demonstrated to maximize expected utility instead[HAGl79b]. The concept of 
utility is based on the fact that different investors have different desires in vary-
ing ways. They invest goods which satisfy their desires. To avoid the complex 
task in measuring the relative importance of these desires, economists devised 
the concept of utility which embraces "all that an investor wants to get and 
avoid". It can be viewed that utility is the measure of "satisfaction" of investor. 
Investors seek to maximize their satisfaction, in economic term, utility so as 
to balance the expected return and standard deviation for a security portfolio. 
A risk-averse investor associates risk with divergence from expected value of 
return. Figure 6.9 shows an example of utility function where the expected 
return plots against standard deviation. The curves are known as indifferent 
curves; the investor is indifferent between any combination of expected return 
and standard deviation on a particular curve. In other words, a curve is defined 
by those combinations of expected return and standard deviation that result in 
a fixed level of expected utility. In the figure, each successive curve represents 
a higher level of expected utility. Note that the exact shape of the indifferent 
curves may not be the same for different investors, and they are depending on 
the preferences of individuals[VH92]. 
Chapter 6 New Applications of Independent Factor Models 105 
increasing utiltiy 
standard deviation 
Figure 6.9: Indifferent curves of utility. 
The following utility functions, U, are typical examples used by the in-
vestors, they define the utility using rate of return of security, R and all of 
these functions have properties, U' > 0 , U" < 0，U…> 0 [ K R O L 8 4 ] . 
1. U = -e—(1+用， figure 6.10(a) 
2. U = {!-{- R)a, {a = 0.1,0.5,0.9) figure 6.10(b) 
3. "二 & + R)\ {a = 0.1,0.5) figure 6.10(c) 
4. t/ = /n(i + i ^ , ( i = l,2)， figure 6.10(d) 
Table 6.1: Examples of utility function. 
After we defined the utility functions, we can construct and manage port-
folios for the investors by using them in risk analysis. For different investors, 
they have their own risk aversion which is a measure of investor reaction to un-
certainty relating to the return changes. To measure investor's risk aversions, 
we can estimate it by the indifferent curves. Equations 6.3 and 6.4 show the 
absolute and relative risk aversion defined by the relative change in the slope 
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U = - e " " + R ) U = (UR) 0 ' 5 
一 1 -0.8 -0.6 -0.4 -0 .2 0 0.2 0.4 0.6 0.8 1 - 1 一 0.8 -0 .6 -0.4 -0 .2 O 0.2 0.4 0.6 0.8 1 
R R 
(a) (b) 
U = (2+R)0-5 U = '"(2tR) 
忆 I I / + 1 
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(c) � 
Figure 6.10: Utility function[U] defined by rate of return[R] (a) - e一( 1+只） ( b ) 
(1 + R f s , ( c ) (2 + fl严，(d) ln(l + R). 
of the utility function at a point, r[HAUG93]. 
Absolute risk aversion = — (6.3) Uf(r) 
Relative risk aversion = —r (6.4) U'(r) 
Because the second derivative of utility function, U", is negative, the slope 
becomes smaller and smaller as the returns increase, in other words, the risk 
aversion increase. 
..Z/ . < ‘ 
Chapter 6 New Applications of Independent Factor Models 107 
After introduced the basic concepts and applications of utility function, 
we demonstrate the difficulties in estimating expected utility function and the 
effectiveness of independent factor model in simplifications of utility function 
in the following sections. 
6.3.1 No Good Approximation to Utility Function 
In the following illustrations, we define the utility function U(R), to be ln(l + 
R). To simplify the evaluations on utility function, we expand U(R) as a 
Taylor-series around expected return, E(R) and denoted as E in equation 6.5. 
U(K) = U{E) + U^{E)(R -丑）+ lu{2){E)(R — E)2 + 
^ 3 \ E ) { R — Ef + ^ 4 \ E ) ( R - Ef + … （6.5) 
The rate of return of a security can be represented by a factor model. Now, 
we use a 2-factor model as in equation 6.6 so that the utility function can be 
expressed in term of two factors, F1 and F2, after substitution of the factor 
model in equation 6.7, 
R = P1F1 + P2F2 ( 6 . 6 ) 
丑叼=[/(风丑[巧]+ /?2珂凡])+ 
Uf^1EiF1] + /¾对朽 + ^F2 - [PiElF1] + !32E[F2})) + 
^Uff(P1ElF1] + ^ E ^ ] ) ^ + P2F2 - ^ [ F 1 ] + p2E[F2])f + 
I u f f f ^ 1 E l F 1 ] + /¾对朽]凡 + ^F2 - (P1ElF1] + f32E[F2}))3 + … 
D 
(6.7) 
Equation 6.7 is very complicated after expanding it in term of factors and 
their sensitivities. In traditional method, the expected utility is approximated 
by mean of return, E, and variance of return which denoted as V so as to 
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simplify the calculations. Therefore, the expected utility is approximated by 
equation 6.8. 
E[U] - U(E) + .W\E)V (6.8) 
However, the approximation using only mean and variance are not good ap-
proximation and this has been pointed out by several papers[LEVY79, SAMU70]. 
To our knowledge, we have not found a good approximation to "exact" utility 
till now. Instead of finding other approximation, we show that without ap-
proximation, the "exact" expected utility can be calculated easier if the factors 
are independent to each other. We explain the facilities of independence and 
compare it with the uncorrelatedness in the following section. 
6.3.2 Uncorrelated and Independent Factors in Utility 
Maximization 
In the Taylor expansion of the utility function in equation 6.7, it involves many 
high order terms. Recall the definition of independence, i.e. ^[^1(^1)^2(^2)]= 
E[gi(Fi)]E[g 2(F2)], many terms in the Taylor-series can be separated, i.e. 
E[F 1 m ^ 2 n J = E[F^]E[F2] for any real numbers m and n . Using these trans-
formations, the utility can be expressed in term of the statistics of individual 
factors only, i.e. E[F^] and 丑[F2n]. However, uncorrelated factors cannot pro-
vide this advantage but guarantee E[FiF2] = E[Fi)E[F2], 
Here, we demonstrate the differences of uncorrelated and independent fac-
tors through an example, In a portfolio of two securities with weightings Wa 
and wb, the return of the portfolio is R where R = WaRa + WbRb- Ra and 
RB are returns of security 1 and 2 which are represented by 2-factor models, 
Ra = PiaFi P2AF2, Rb = PibFi+(^bF2, respectively, i.e. Because the zero 7 { 
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returns of the securities do not affect the demonstration, we assume that they 
are zero. Under our assumptions in the factor models where E[Fi] = E[F2] = 0 
and E[F 1 2] = E[F^] = 1. Using the Taylor expansion in equation 6.5，to find 
the utility of the portfolio, we have to calculate a number of expected returns 
in high order moments. The first and second terms are the same for uncorre-
lated and independent factors. To demonstrate their differences, we take the 
expected value of cubic return, E[R% as an example. Other expected returns 
in higher moments are similar. In addition, it is too complicated to show all 
the terms in the Taylor-series so E[R3] is selected in illustration. 
The cases of independent and uncorrelated factors in calculating this term 
are shown as follows, 
Uncorrelated factors: 
E[R3] = [wsA(3fA + 3w2AwBplBPlA + 3wAw2Bf321Bp1A + w%PzlB\E[Fl\+ 
[3w sApf a(32A + ^w2aWb f32BPl a + 6w2AwB(51B(31A(32A + 6wAw2B(31Bf32BpiA + 3wAw2BpfBp2A + 3w3BpfBp2B]E[F^F2]+ 
[3w\PiAl32A + ^w\wBPIBI^2A + 6wAwB(^2BPiaP2A + ^A^PlB^B^A + ^w Au^B (^2 B PlA+^wlp.B^MF^]+ 
[w sA/3lA + SW2awb(32BPIA + 3wAw 2Bj^Bp2A + w%plB]E[Fi] 
Independent factors: 
E[R 3] = [w sApfA + 3w 2AwBj31Bj3fA + 3wAw 2BpfB(31A + w 3B(3fB]E[Fi]+ 
[W3aP^a + 3w2AwB(32B(3lA + SwAw%plB(32A + w3BplB]E[Fi] 
In this simple example, we can observe that the uncorrelatedness case in-
volved two more terms comparing with independence case, i.e. independence 
case only involves the first and last terms of the uncorrelatedness case whereas 
the middle terms are cancelled. It is because, we can separate the terms, 
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^[F 1 2 F 2 ] = E[F]]E[F2] and E[F i F 2 2 ] 二 丑[F1]丑[F22], in the independence case 
and E[Fi] — ^[F 2 ] = 0. However the high order separations are not allowed 
in uncorrelatedness case. In addition, the uncorrelatedness case is required to 
calculate the expected values involved two factor variables, e.g. ^ [F 1 2 F 2 ] but 
independent case only involves the statistics of single factors. This is because 
uncorrelation is only linear independent and the factors cannot be separated 
in higher order. We have demonstrated that the independence between factors 
simplifies the complexity in calculations of higher order of return. 
Imagine that a portfolio involves over ten securities (which is generally true 
in real application) and each factor model of the security has about five fac-
tors(which is the smallest number of factors of a Independent factor model 
estimated in section 5.3), the complexity of the utility function increase ex-
ponentially. If the factors in factor models are independent to each other, 
the computational space and time can be reduced while optimizing the utility 
function in portfolio management. 
6.4 Conclusions 
Two applications motivated by independent factor model were proposed. First, 
we applied factor models to simulate different situations so as to test trading 
system in different market and make it reliable. Second, we used the indepen-
dence between factors to reduce the complexity in estimation and optimization 
of untility function. It seems that the independent factor models suit many 
applications and this aspect is potential to be further explored. 
Chapter T 
Future Works 
In the procedures of constructing factor models, sorting factors according to 
their importance is one of the steps. If a k-factor model is required, first k 
factors are used in construction. Four sorting criteria, Euclidian norm, L00 
norm, Kurtosis and Number of Runs, were proposed and their effectiveness 
were demonstrated. However, we have not found an optimal sorting criterion. 
Note that optimality may be different for different applications. Further works 
are required to investigate another sorting criteria or a combination of criteria. 
Rather than sorting factors, other methods which can select k factors from the 
existing factors are required further research. 
Uncorrelation of factors is linear independence so the traditional factor 
models facilitate only second order operations. ICA makes the relation of 
factors to be statistically independent up to fourth order. Many simplifica-
tions can be done in higher moment operations as shown in section 6.3. This 
property is probably applicable and simplifies many calculations in more ap-
plications which are the future directions of independent factor model. 
Based on the traditional framework, ICA has been extending to tackle 
different more complex situations. They will help improving the accuracy of 
111 
Chapter 1 Future Works 112 
separations in complex situations. Here are several extensions proposed and 
working in the research field. We briefly explain their differences and more 
details can be referred to Lee's book[LEE98a], 
1. Overcomplete representation: Separate m sources from n observations 
where m > n. 
2. Noisy ICA: Contain errors in the sensors so it is noisy in receiving ob-
servations. 
3. Temporal ICA: Consider the temporal structures of the observations. 
4. Non-stationary Problem: Estimate the sources even they are non-
stationary, i.e. , sources may appear, disappear or move(speaker is moving 
in the room). 
5. Nonlinear ICA: The mixing process consists nonlinear transfer functions 
that nonlinearly transfer the mixtures after linearly mixing of the sources. So 
inverse transfer functions are required to be decided in unmixing process. 
Using the similar framework of traditional ICA, these extensions can be 
applied to factor models. In addition, they can not only improve the accu-
racy in finding the hidden factors but also apply to new applications of factor 
models. It is worth further investigation of ICA extensions in factor models. 
Chapter 8 
Conclusion 
The analysis of observable multivariate data is a general problem in various dis-
ciplines including finance. In financial market, we can observe the movements 
of stocks, exchange rates, financial indices, etc, but not the driving mecha-
nisms. It is attractive and interesting to explore the hidden driving mecha-
nisms by the observable data. Recently, a statistical technique that recovers 
unobservable independent sources from hidden and linearly mixed multivari-
ate observations has received attention. This technique is called independent 
component analysis(ICA) and is also referred as blind source separation. 
After we have reviewed previous works on applying ICA to financial time 
series, we are motivated to relate ICA to financial theory. In this thesis, we 
show the relations between the blind source separation problem and factor 
models. Factor model acts as return generating process in modern portfolio 
theory, and it not only represents the security but also gives a necessary ab-
straction in portfolio management. With some assumptions, factor models are 
transformed to the mixing process of ICA so we have proven that it is suitable 
to apply ICA to separate the factors in factor models. 
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After we have explored the relations of factor models and ICA, we demon-
strate how to construct the factor models using the factors and the correspond-
ing sensitivities extracted by ICA. In the constructions, we are required to sort 
the extracted factors. This is due to an ambiguity of ICA that the order of 
independent components cannot be determined. Euclidian and L00 norms are 
used in the previous works, however they do not consider the overall structures 
of the components. Therefore, we propose to use kurtosis and number of runs 
in sorting. Kurtosis is a traditional nongaussian measure and number of runs 
estimates the stability of the components. 
After the constructions, a number of factor models that have different num-
ber of factors are constructed for a security. Not all of them can fulfill the 
requirement of random residue in theory. So we have to design a test to eval-
uate the potential independent factor models and select those independent 
factor models that have random residues. Runs test is applied to estimate the 
randomness of residue. We have done experiments to estimate the potential 
independent factor models under different orderings of factors. It is shown 
that residues cumulated by few or many components are nonrandom in gen-
eral and the corresponding factor models are rejected. Fortunately, most of 
the factor models constructed by ICA satisfy all the theoretical requirements 
and are regarded as independent factor models. 
Independent factor models are not only applicable to traditional applica-
tions. Due to the property that the factors are independent to each other, 
we have proposed another two applications of them. The factors, which are 
independent, means that a feature carried by one factor are not recoverable 
by the others. In other words, we can change a feature of the securities easily 
by manipulating the corresponding factor only. In the applications, we ap-
ply the independent factor models to trading system to change the features 
of the securities and simulate different situations of the market. In addition, 
independence also serves as a useful property in high order operations. It 
is because expected value of two independent factors can be separated i.e. 
二 丑[厂广]五[d We demonstrate the simplifications in optimizing 
a utility function of a portfolio. Independent factor models start another di-
rection of applying factor models because of the independence between factors. 
In this thesis, we have gone through the process of relating ICA to factor 
models, constructing factor models by ICA and selecting independent factor 
models. Finally, we propose new applications of the independent factor models. 
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Appendix A 
Stocks used in experiments 
I. HSBC Holdings pic. 2. Hang Seng Bank Ltd.. 
3. The Bank of East Asia Ltd. 4. Cheung Kong (Holdings) Ltd. 
5. The Wharf (Holdings) Ltd. 6. Hang Lung Development Co. Ltd. 
7. Henderson Land Development Co. Ltd. 8. Hysan Development Co. Ltd. 
9. Sun Hung Kai Properties Ltd. 10. New World Development Co. Ltd. 
I I . Great Eagle Holdings Ltd. 12. Sino Land Co. Ltd. 
13. Amoy Properties Ltd. 14. Hutchison Whampoa Ltd. 
15, Swire Pacific Ltd. ,A, 16. Wheelock and Co. Ltd. 
17. Henderson Investment Ltd. 18. CLP Holdings Ltd.. 
19. The Hong Kong and China Gas Co. Ltd. 20. Hongkong Electric Holdings Ltd. 
21. Pacific Century CyberWorks Ltd. 22. Cathay Pacific Airways Ltd. 
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Appendix B 
Proof for independent factors 
outperform dependent factors in 
prediction 
We got infinite number of factors and each factor make a correct prediction with probability 
p > 0.5，which is predicting the sign of the difference between tomorrow's price and today's 
price. The final decision is draw by majority of the predictions from the factors. We want 
to explore the difference between independent factors and dependent factors in prediction of 
the sign of price change, and prove that independent factors outperform dependent factors 
in this task. 
Proof 
To simplify the analysis, we consider two extreme cases; they are total dependent factors [case 
(1)] and independent factors [case (2)]. 
Case (1): For those total dependent factors, where we have equal factors so nothing 
change, the hit rate does not change and remains as p*100 %. 
Case (2): By Law of large Numbers[FREU99] and in Bernoulli formalization, let / i , /2, 
. . . ， / „ be independent factors, each has expected value p in making correct prediction of the 
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sign of price change. For each factor f“ we denoted as: 
{
1 make a correct prediction _ , � 
(B.l) 
O make a false prediction 
Applying Law of large Numbers, then for any small positive real number, e, 
P( ^ = 1 力 _ p < as n ^ oo (B.2) n In other words, d f i = p as I i ^ oo (B.3) n A 
For each factor, f“ it makes a prediction either 1 or O, Final decision is made by majority, 
we investigate the final decision, d, which is the average of factors predictions minus 0.5. It 
is because we want to know whether more than half of the factors predicted 1 or 0. 
d = ^=1 f i - 0.5 (B.4) n 
The value of d will decide if the final decision is correct or wrong. If we can prove that d > 
O for all the time, the final decision is correct all the time. By equation B.3, 
d = p — 0.5 
d > O as p > 0.5 (B.5) 
Therefore, in the case of independent factors, the prediction hit rate is 100%. 
Thus, it is guaranteed that independent case always make a correct prediction whereas 
this is not guaranteed in dependent case and we can conclude that independent factors 
outperform dependent factors in prediction of the sign of price changes. 
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Appendix C 
Demixing Matrix and Mixing 
Matrix Found by J A D E 
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Moments and Cumulants 
We present the basic definitions and relations of moments and cumulants which describe 
higher-order statistics of a random variable(r.v.). Higher-order statistics of a r.v. are neces-
sary to describe the random process if the r.v. is under non-gaussian distribution. Because 
a gaussian process can be described by first and second statistics, i.e. mean and variance. 
For a iiongaussian r.v., higher-order statistics e.g. skewness, kurtosis are used and they 
are expressed by moments and cumulants. Note that moments and cumulants are used to 
describe a single r.v. whereas cross-cumulants involve at least two r.v.(s). 
D . l Moments 
A stationary random time series can be thought of as being generated by a sequence of 
samples of an underlying generating distribution. The distribution is determined by its 
probability density function (p. d.f.) which is a continuous function of x. For any r.v” the 





where f i x ( j i ) denotes the n认-order moment. The first-order momen t (^ (1 ) = m x ) is the 
mean value of x, i.e. it is the center of the distribution. Another definition of moment is 
called central moments, m(n), it describes the distribution about the mean value mx. 
/
oo 
{x 一 mx)np(x)dx (D.2) 
- O O 
In general, central moments, m(n), are used rather than moments, f i x (n ) . The third-order 
central moment measures the skewness of p.d.f. and it is zero for a symmetrical p.d.f.. The 
fourth-order central moment is used to measure the spikiness or flatness of the p.d.f.. 120 
D.2 Cumulants 
There is a moment generating function(m.g.f.) of x that can generate all the moments of x 
and the logarithm of the m.g.f. is called cumulant generating function(c.g.f.) [LEE98a]. To 
simplify the explanation, we only introduce the relations of moments and cumulants up to 
fourth order because ICA only used fourth order at maximal, i.e. Expansion terms higher 
than fourth-order can lead to excessive fluctuations at the tails of the distribution so at most 
fourth-order is involved(page74, [LEE98a]). By the expansion of c.g.f. oix, 
Ci = mi = [ix 
C2 =Hfl 2 = O2x 
C3 = m 3 
C4 = 7714 一 
where mn are the central moments. In summary, the first-order, C1, and second-order 
cumulant, C2, are the mean and variance of x respectively. The third-order cumulant, C3, is 
the same as the third-order moment. The fourth-order cumulant, C4, is called kurtosis and 
it is the fourth-order moment if x is white with unit variance. 
D.3 Cross-Cumulants 
We use cross-cumulants to describe the cumulants of more than one r.v.. For example, the 
second order cumulant of two r.v., x\ and X2 is defined as, 
c2{xi,x2) = £'[^11(2:1)7712(^2)] ( D - 3 ) 
which are the covariance of X1 and x2. Similarly, the fourth-order cross-cumulants are 
defined as, 
¢4(^1,^ 2,273,^ 4) = ^[mi(^i)m2(iC2)m3(aj3)m4(a;4)]-
E"[mi(^1)7712(^2)1^^3(^3)7714(^4)]-
£ " [ 7 7 1 1 ( ^ 1 ) 7 7 1 3 ( ^ 3 ) ) ^ ( 7 7 1 2 ( ^ 2 ) ^ 4 ( ^ 4 ) ] 一 
^[^1(^1)7714(^4)5^^2(0:2)7713(^3)] (D.4) 
121 
It is the fourth-order cumulant of a single variable, x\ r\ixi = X2 = x^ = X4. Cumulants and 
cross-cumulants are used to describe the mutual information and dependency of variables 
and ICA algorithms used them as contrast functions while doing separation of components. 
122 
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