Multi-pass cavity line-of-sight extinction (MPC-LOSE) and laser-induced incandescence (LII) techniques are deployed to measure the soot volume fraction in a series of nitrogen-diluted flames, which produce only ppm volume mass fractions of soot. The separate suppression effects on soot formation of direct fuel dilution and indirect effects of temperature and residence time are interpreted by using a numerically calculated flow velocity and temperature field using a one-step fast chemistry model. The experimentally determined rate of soot formation is shown to obey approximately the same function of the local temperature for all dilution cases. The results show that a simple one-step reaction model using previously measured activation energies can account for the dilution effect with good accuracy. The results show that the direct effect of dilution on concentration is comparable to the effects of changing the temperature estimated local temperature and residence time.
Introduction
Soot from combustion sources is both a significant atmospheric pollutant, as well as a contributor to climate change [1, 2] . Understanding the process of soot production, and creating predictive models is part of the research into the development of clean, sootfree combustion systems. Here, we investigate inert-diluted hydrocarbon flames, which typically produce significantly lower soot than in undiluted flames, thus presenting challenges to usual measurement methods [3] [4] [5] [6] [7] [8] .
Line-of-sight extinction (LOSE) methods [9] [10] [11] have been widely used for soot detection and measurement, as they can yield absolute values of soot volume fraction ( f v ) in uniform or symmetric systems, and are relatively simple and inexpensive to implement using a low power continuous wave (CW) laser and photodiodes. Laser-induced incandescence (LII) imaging produces twodimensional maps of relative soot volume fractions, but requires calibration. The techniques are therefore complementary, and have been used together in the past [12, 13] .
In our previous work, multi-pass cavity line-of-sight extinction (MPC-LOSE) was utilised [11] to measure the f v in low-soot, diluted flames. The MPC-LOSE increases the level of absorption by a order * Corresponding author.
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of magnitude relatively to a single pass technique, while maintaining spatial resolution.
Previous studies conducted using the LOSE technique on diluted diffusion flames have used fuels that produce high levels of soot [4, 7, 8] and thus can be measured with single pass extinction techniques. In this paper, we extend the technique to measure low sooting methane flames, and investigate the sensitivity limits of the multi-pass technique. The resulting signal to noise ratio is sufficiently large to allow the extraction of spatially resolved f v along both radial and axial directions via LII.
A series of nitrogen-diluted laminar diffusion flames produced on a burner similar to one used by Shaddix et al. [12, 13] , Santoro et al. [14, 15] and Puri et al. [16] are investigated. LII is used for imaging the soot distribution, which is quantitatively calibrated with MPC-LOSE. The two measurements reveal the effect of dilution on the total soot volume fraction.
Dilution results both in a direct lowering of the soot volume fraction via a concentration effect, as well as an indirect effect by lowering the flame temperature and changing the residence times. In order to separate these effects, a simplified fast chemistry model of a jet co-flow diffusion flame is implemented numerically to estimate the local temperature. This allows the assessment of the direct (concentration) and indirect (temperature and residence time) effects of dilution on soot, via a one-step chemistry model, as detailed further on. 
Nomenclature
, where Im is the imaginary part R m product of the reflectivity of the two cavity mirrors T m product of the transmittance of the two cavity mirrors r radial coordinate
Experiment

Multi-pass extinction
The methods have been described in our previous work [11] , and only the key points are detailed here. The cavity extinction method is based on the fact that light passing through a medium is scattered and absorbed by particles, which results in an attenuation of the beam intensity, according to the Lambert-Beer law [17, 18] :
where K e is the local extinction coefficient of the medium, determined by the local soot volume fraction and its optical properties, and P 0 represents the logarithmic loss of intensity across one pass. The total logarithmic loss of intensity for a cavity, P t , can be related to the single pass extinction A = I t /I i = exp (−P 0 ) via:
where R m and T m are the products of the reflectances and transmittances of the two cavity mirrors, respectively. The value P 0 can be obtained from the measurement of P t and the calibrated mirror characteristics from Eqs. (1) and (2) :
For a symmetric situation such as the current flame, the value of P 0 for each radial distance from the origin y can be deconvoluted to determine the local extinction coefficient K e ( r ) using the Abel Transform [19] .
Assuming that the primary particles are sufficiently small relatively to the wavelength, the Rayleigh approximation for the emissivity is valid, so that the contribution of scattering to extinction [14, 20] is negligible, and the local soot volume fraction f v , can be obtained from
where λ is the wavelength of the laser light and E ( m ) is the soot absorption function, which is related to from the soot refractive index m via:
In the present study, we assume the value of m to be 1 . 57 -0 . 56 i, the value suggested by D'Alessio et al. for the visible range [21] . However, we note that the value of m is often considered wavelength dependent [22] [23] [24] , and values used in studies around the present wavelength range suggest E ( m ) values over a range of ± 37% [11] . In addition, recent work has shown that the E ( m ) also depends on the aging of particles [25] [26] [27] , as their structure and composition changes with residence time through the high temperature field. Thus, E ( m ) is expected to vary with HABs [26] , especially in the central regions of diffusion flames in the present study. Given the continuing uncertainty in the optical properties, the values of for the extinction coefficient K e are made available as supplemental material. These are independent of any assumptions about the value of E ( m ), and can thus be used for comparison with any absorption/extinction model as they evolve in the future. The discretisation of the Abel Transform generates uncertainty, which has been quantitatively analysed using the method in Ref. [11] . The estimated errors for the present case are around 10% for the cases where soot peaks away from the centre (typically short flames) and 18% for cases in which the soot peaks near the flame centre.
Laser cavity
The configuration of the laser cavity measurement system and measuring procedure for the total extent of extinction P t can be found in our previous study [11] . The schematic of the laser cavity measurement system is shown in Fig. 1 .
A diode laser (Omicron LuxX-638-150, 638 nm wavelength, 150 mW maximum power) is used as laser source. The incident laser beam is split via a beam sampler (Thorlabs BSF05-A) into a reference laser beam ( < 1% of the power), and the probe laser beam. A neutral density filter ND1 (Thorlabs NE40A, optical density = 4.0) is used to attenuate the beam density down to a range relevant for the reference photodiode. The probe beam is focused by a planar-convex lens P-CVL1 (Thorlabs LA1301-A, 250 mm focal length) and a planar-concave lens P-CCL (Thorlabs LC4888, -100 mm focal length) down to a diameter of 200 μm before entering the cavity. The two customised high reflectivity mirrors, PRM1 (COMAR Optics), 25 mm diameter, 10 0 0 mm focal length, measured reflectivity, r 1 = (98 . 11 ± 0 . 20) %, and transmissivity, t 1 = (1 . 530 ± 0 . 147) %, PRM2 (COMAR Optics), 10 0 0 mm focal length, reflectivity: r 2 = (98 . 11 ± 0 . 19) %, transmissivity, t 2 = (1 . 537 ± 0 . 159) %, are aligned and separated by 17.5 cm, with the burner at the centre. The small separation distance and the large radius of curvature of the mirror surfaces ensures that the laser beam diameter is nearly constant between the mirrors. Beam feedback is prevented by the insertion of a small diameter iris between the laser and beam sampler. The main optical axis of PRM1 is intentionally misaligned relatively to that of M1 to prevent the reflected beam power from returning to the laser. The spatial resolution of the measurements has been measured as FWHM = 210 μm. The stepping distance between two points in the LOSE measurements is 0.25 mm, slightly larger than the diameter of the beam. Data was collected for 10 s at 20 0 0 Hz sampling rate at each axial and radial distance, and averaged over time. The total averaging time of 10 s was determined as the minimum integration interval for which the standard deviation reaches a stable value.
LII measurement and calibration
The 2D LII measurements were performed using an identical set-up to that in Ref. [11] . Briefly, the laser source is a 532 nm Nd:YAG laser (Litron nanoPIV) firing at 10-25 Hz. The laser beam is collimated into a parallel sheet by a series of beam shaping optics (Thorlabs cylindrical lens with focus lengths of 75 mm, -25 mm and 100 mm respectively), followed by an aperture to generate a verified top-hat profile. The LII signal induced by the laser sheet was captured by an ICCD camera (LaVision Intensified Relay Optics and Imager Pro X 4M, 1024 × 1024 pixels) through a Nikon AF Micro Nikkor 60 mm lens 175 (f/2.8) and band filter (Thorlabs FB400-40, central wavelength = 400 ± 8 nm, FWHM = 40 ± 8 nm) which minimises the luminosity from PAH fluorescence, C 2 and flame radiation. A total of 500 images was captured for each operating condition and location. A delay of 20 ns was applied to the intensifier gating to avoid the interference of PAH LIF and residual laser scatter. An intensifier gate width of 50 ns was used to maximise the SNR. A laser fluence of F = 0.18 J/cm 2 was selected to be at the maximum of the fluence curve obtained from HAB = 34 mm to 66 mm in the undiluted flame E0. The LII images are calibrated using the extinction data by considering that the integrated soot volume fraction across the centreline chord at a particular height yields a total projected signal P 0 . Assuming that the optical properties of soot do not vary between flames, S LII can be related to soot volume fraction using a linear coefficient K LII : [28, 29] , so that the flame centre (where the chord distance y = 0), we have:
Eq. (7) can be solved for K LII if the projected extinction factor P 0 is known at a particular location. All constants were calculated from extinction factors at the point of maximum soot volume fraction for a given flame. For all flames but the very dilute cases A1 and B1, the ICCD gain was set to 75%. The location near the maximum soot volume fraction was determined as HAB = 70 mm, and K LII = 8 . 75 × 10 8 . For flame A1, the gain was set to 85% and K LII = 1 . 05 × 10 10 , at HAB = 25 mm, and for flame B1, the gain was set to 80%, K LII = 2 . 02 × 10 9 at HAB = 30 mm. An estimate of the LII signal trapping effect based on previous measurements [20] showed that at these very low levels of sooting, less than 1% of the signal is expected to be absorbed. Single pass measurements were not able to detect any extinction, as they are below the measurable signal to noise ratio.
Burner and flame
The experiments were performed on a standard laminar diffusion burner, similar to that used in many studies [12] [13] [14] [15] [16] 30] whose details are available in Ref. [11] . The burner is mounted on a traverse platform so as to scan through the flame at various positions with a precision of 0.01 mm along the horizontal direction and 0.5 mm along the vertical. The test conditions are grouped into five categories (from group A to E). In each group, the methane flow rate is kept constant while the nitrogen flow rate is varied. Each flame is labelled using a letter and a digit number, as listed in Table 1 . Flames D0 and E0 (non-diluted conditions) are standard flames on the database of the National Institute of Standards and Technology (NIST), containing f v profiles measured by Shaddix et al. [12, 13, 31] and velocity/temperature profiles measured by Santoro and co-workers et al. [15, 16, 31] . All are available on the NIST website [31] , and are therefore used as a reference. Although the datasets per se were not published in the [12, 13] . The temperature profiles were measured by Santoro and co-workers by using radiation-corrected thermocouple and velocity profiles were measured with a conventional laser velocimeter (LV) dual beam system (514.5 nm). The relevant technical details about the measurements can be found in references [15, 16] . Based on flames D0 and E0, the fuel flow rate is decreased from group E to that of group A, while nitrogen dilution is gradually increased for each flame. Using this method, the total carbon flow rate remains constant, while the mole fraction of fuel in the fuel flow ( X F ,0 ) changes. The operating conditions are listed in Table 1 . Figure 2 shows natural light photos of the 16 flames under consideration; the flame height is controlled by the jet flow rate, whilst the natural luminosity decreases with increasing dilution by nitrogen.
Numerical model
Basic assumptions
The model is based on the governing equations for mass and momentum for a cylindrically symmetric system, with assumptions mirroring those in [32, 33] : (a) unity Lewis number (heat diffusivity equal to the mass diffusivity); (b) equal diffusion coefficient and viscosity for all gaseous species in the flame; (c) onestep reaction between fuel and oxidiser, with negligible reaction time (infinite reaction rate); (d) variable density, constant pressure steady-state flow; (e) negligible axial diffusion; and (f) zero radiation losses. More complete models could certainly be used for the present comparisons, for example by Smooke et al. [34] [35] [36] [37] , which includes multispecies diffusion and radiation, which can produce detailed predictions of species and soot concentration. The purpose of the present paper is however much simpler, namely to quantify the direct and indirect effect of dilution on soot formation. This requires a model capable of producing suitably accurate temperature predictions, so that the direct effect of concentration can be separated from the indirect effect on the temperature and velocity. As shown in Section 3.2 , predictions using the present simplified model are sufficiently accurate relatively to experimental data and predictions from the more detailed model, within the soot producing region. Hence in the present context, the simplified model provides a sound basis for the decomposition of the effects, as shown further on.
Governing equations
The mass conservation equation in axisymmetric cylindrical coordinates is:
and that for the mixture fraction ξ is:
where s is the stoichiometric mass ratio of air relative to fuel. Under the assumption of infinitely fast chemical reaction, and equal diffusion coefficients, the flame temperature is linearly related to the mixture fraction according to: (11) where the flame temperature T f is given by: The momentum equations in the axial and radial directions are: 
Density and transport coefficients
The molecular weight of the mixture is calculated based on the mass fractions of fuel, oxygen and diluent nitrogen as:
and the density of the mixture at constant pressure conditions is:
where the subscript ref denotes a reference temperature and molecular weight. The diffusion coefficient of the mixture at ambient temperature (293 K) is assumed to be equal to that of air, as in previous studies [32, 33] . D f ,0 = 0.2 × 10 −4 m 2 /s [38] , and is assumed to vary with temperature according to [39] :
The viscosity of the gas mixture is assumed to be equal to that of methane at room temperature and pressure: μ v ,0 = 1.05 × 10 −5
Pa · s [40] , and Sutherland's law [41] is used in the estimation of the dynamic viscosity of the mixture as a function of temperature,
where C s is Sutherland's constant. The value of C s = 120 for standard air is obtained from Ref. [42] . The boundary conditions are given as the uniform velocities at the exit of the jet tube and co-flow tube, and symmetry conditions for the velocity and mixture fraction:
where r p is the inner diameter of the fuel port, u F and u 0 are the flow velocities in the fuel tube and co-flow tube, respectively and velocity does not have an impact on the final temperature and velocity distribution since the flames are highly buoyancy dominated [38, 43] . Combining Eqs. (9) - (18) with the boundary conditions stated in Eq. (19) allows a solution for the mixture fraction ξ and velocity u to be obtained numerically. Figure 3 displays the mean f v values obtained from 500 LII images for each test case. The signal intensities are converted into soot volume fraction using the method described in Section 2.3 . In order to accommodate the full height of the flames, three different series of images were taken, with images connecting at heights of 34 and 68 mm. For all cases, soot appears at the top and edge regions of the flame. Figure 3 shows that there is a dramatic decrease in the soot volume fraction with a decrease in the CH 4 mole fraction X F ,0 in the fuel stream. This is well known, and can be ex- 5 . Soot volume fraction f v measured using cavity extinction (blue circles) and LII (red line) for the flame D1 and E1. Data for undiluted flames D0 and E0 can be found in a previous paper [11] . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) plained in general by the effects of direct dilution and temperature decrease. Further, the peak soot volume fraction of soot, and the extent over which the soot region spreads also increases with increasing fuel flow rate. Figures 4 and 5 show the comparison between the results obtained using the LII and extinction measurement techniques for flames A0, B0, C0, D1 and E1 (the results of flames D0 and E0 are not shown here as they are included in Ref. [11] ). The results for other flames are similar, and values of the extinction coefficient K e for all cases can be found in the supplementary material. Error bars for the LII measurements are obtained from the standard deviation of LII signals over 500 images, after calibration using the method described in Section 2.3 . Error bars for the extinction measurements are directly calculated from the standard deviation of the measured raw data by error propagation (see Ref. [11] ). The uncertainty associated with the extinction measurements gradually increases towards the flame centre, due to the cumulative effects of the Abel Transform [19] . The error bars range from 10 to 100 ppb, with most of the uncertainty attributable to random flame oscillation and cumulative effects of the Abel Transform. A detailed analysis of extinction measurement errors shows that stable measurements allow resolution down to 20 ppb [11] . Potential systematic uncertainties in E ( m ) are not included in the error bars, see Section 2.1 . LII and extinction measurements are in good agreement after a single calibration point for each condition, even in the sub-ppm range. The largest discrepancies appear under conditions in which the soot is negligible at the centre line; the numerical errors tend to accumulate due to the inverse transform, leading to the discrepancies observed.
Results and discussion
LII and extinction measurements
Calculated temperature and velocity
The replacement of nitrogen for fuel in the jet at a constant total carbon flow rate has the following effects: (a) a direct effect in reducing the concentration of the fuel mass fraction and thus soot precursors, (b) an indirect effect of lowering the temperature, which acts to reduce both the rate of soot formation and oxidation, and (c) a second order effect in reducing the residence time. The first factor can simply be calculated from the direct dilution effect. In order to attempt to separate the other two factors, the previously outlined model for flame mixture fraction and temperature is deployed here for comparison with the different cases. A validation case is provided by comparison with temperatures and velocities measured by Santoro and co-workers and published on the NIST website [31] . Case CH4-S-101(following the NIST database nomenclature) is chosen for its similarity with the present base conditions in E0, with a fuel flow velocity of 10.11 cm/s (almost identical to the current velocities of 10.08 cm/s), an identical coflow air velocity of 14.6 cm/s, and a fuel tube diameter of 11.1 mm (compared to 10.5 mm in the present study).
The calculated and measured temperatures and velocities are compared in Fig. 6 . There are large discrepancies in temperatures at the base of the flame, because axial diffusion is neglected in this region of very high gradients. The differences become smaller further downstream, presumably because of the role of endothermic reactions and radiative losses, leading to lower temperatures in the regions of peak soot formation and radiation around HAB = 60 mm. The discrepancies in velocities ( Fig. 6 , right column) against the measured results are less pronounced that those of temperature. In spite of the strong simplifications in the current model, the agreements of both temperature (shown in Fig. 6 , left column) and velocity (shown in Fig. 6 right) are adequate for the current purposes, as the disagreements are in general far from the sooty zones.
The results of the present model are also compared with the detailed model and corresponding experiments [37, 44] , using identical operating conditions as reported in those studies ( Figs. 7 and  8 ). Similarly to the experimental studies in Fig. 6 , at lower HABs and regions close to flame centre, the present model does not agree well with the experimental data and detailed model. Further downstream, however, the agreement is good, and the discrepancy between the current model and measured data is no more than 100 K within the flame, which is acceptable in the current scenario.
The temperature and velocity profiles along flame centre are compared with the model in [37] in Fig. 8 . Two undiluted cases and one diluted case are calculated. The agreement of the axial velocity is excellent, while the temperature differs by up to 300 K. 
Calculated ξ , T and measured f v
The calculated contours of ξ and T are shown in Figs. 9 and 10 . The separate plots of ξ and T allow the observation of the mixture fraction and temperature contours, which vary with the dilution factor. The values for the undiluted flame E0 show that the calculated peak temperatures appear near but upstream of the peak soot volume fraction. With increasing dilution for flames E1 to E4, the calculated contours of the stoichiometric mixture fraction ξ st move towards the fuel side in the radial direction and upstream towards the jet nozzle in the axial direction (HAB = 72 mm for the E0 flame and 58 mm for the E4 flame). The calculated isocontours of temperature behave similarly. A comparison with soot volume fraction contours, however, shows that the location of the peak soot volume fraction does not move with dilution in the same direction as the stoichiometric contours, instead moving upwards and outwards.
This should perhaps not come as a surprise, as the formation of soot does not follow single step fast chemistry as assumed, but rather depends on the residence time and stoichiometric history, as the fuel undergoes pyrolysis, leading to soot growth and eventual oxidation. The same trend is also observed in cases A to D. This argument is supported by Honnery and Kent's [33] study in which they investigated the soot formation process in long ethylene diffusion flames, and found that the total amount of soot at any height in a flame is primarily a function of the particle residence time from the reaction zone, and independent of the flame length and relative position in the flame. Given that all of the flames in group E are highly buoyancy dominated, the trajectory time for soot particles should primarily depend on the flame height rather than initial flow velocity due to the large axial buoyancy acceleration [15, 38, 43, 45] . Thus, the soot zone does not shift in the same manner as ξ st .
Under all conditions except E0 ( Figs. 3 and 10 ) , the maximum soot volume fraction appears at the centreline. The location of the soot envelope region depends on the balance between a sufficiently long residence time available to the soot precursors at high temperatures at pyrolytic conditions, leading to soot formation, competing with time available at high temperatures with access to oxygen, leading to soot oxidation. For most conditions, temperatures peak near the stoichiometric contour, but the rate of oxygen diffusion relatively to the rate of pyrolysis over the residence time is highest near the edges of the flame compared to that at the centreline, leading to a soot peak near the latter. At the highest flow rates in case the undiluted flame E0, however, we observe that the peak soot appears near the annular region. The effect may be a net result of competing factors, including the reduction of temperatures in the central region due to increased radiation, as well as relative changes in residence times between the centreline and the radial region. In Section 3.3 , we suggest simple models to explain the effect of dilution on the behaviour of the peak soot concentration for the region around the centreline.
Separating direct and indirect effects of nitrogen dilution on soot volume fraction
In order to separate the different factors for the decrease in soot with dilution, we consider a simplified model for soot formation and oxidation based on a single step reaction, following the approach of Axelbaum et al. [4] and Gülder et al. [7, 8] . The basic assumption in these studies is that the soot formation rate in diffusion flames is proportional to the product of the first order of the fuel mole fraction in fuel flow and the Arrhenius term determined [44] , using the model in [37] . Present study: solid lines; [44] : dashed lines. Fuel: CH 4 ; dilution gas: N 2 ; co-flow: air; diameter of fuel tube: 3.24 mm. Operational conditions of each case indicated in the figure. by the adiabatic temperature: (20) where A p is constant, X F ,0 is the fuel molar fraction in the incoming fuel jet, E a is the global activation energy, and T ad is the adiabatic temperature, which is a function of the mole fraction of diluent nitrogen, X N 2 = 1 − X F, 0 . In the original model, Gülder et al. [7, 8] assumed that the maximum soot mass fraction f * v is proportional to the product of the rate of reaction in Eq. (20) to the total residence time through the reaction zone, τ . The latter was assumed to scale with the square root of the visible flame height, yielding:
In their original experimental studies, the adiabatic temperature of the flames (of varying dilution ratio) was kept constant by adding an external heat source to preheat the fuel and diluent gas. The predictions and measurements of maximum soot volume fraction f * v were then normalised by the maximum soot volume fraction along the centreline in the undiluted case f * v ,u , as
This allowed a measurement of the direct dilution effect via the decrease in fuel concentration.
The experimentally measured values of the normalized soot volume fraction as a function of dilution X N 2 = 1 − X F, 0 is shown as symbols in Fig. 11 , for flames in group C-E. Unlike the experiments of Gülder et al. [7, 8] , however, the adiabatic temperatures are also allowed to vary with the addition of diluent to the fuel side. The effect is accounted for by calculating the adiabatic temperature, T ad , for the stoichiometric mixture for the different dilution fractions using Cantera and GRI3.0 thermodynamics [46] , as shown on Fig. 11 . For values of X N 2 ranging from 0 to 0.6, as in the present experiments, there is only a weak dependence of the adiabatic temperature on the extent of dilution X N 2 = 1 − X F, 0 , because the reduction in temperature scales with the product of X N 2 times the stoichiometric mixture fraction, which is a small number. The effect of X N 2 can be isolated by considering the reaction temperature to be equal to the undiluted adiabatic temperature T ad ,0 (thick blue line in Fig. 11 ). The direct effect on the normalised peak soot volume fraction is linear with X N 2 , via the decrease in local concentration, according to the original assumption in Eq. (20) . An estimate of the effect of the decrease in adiabatic temperature on the peak soot value depends on the choice of activation energy for soot formation. There are only few studies on the global activation energy for soot formation in methane diffusion flames, with two values reported, namely 2.9 × 10 5 J/mol [47] and 3.28 × 10 5 J/mol [48] . The estimated decrease in peak soot volume using the model of Gülder et al. in Eq. (20) , including the estimated change in height is shown as the dashed lines in Fig. 11 for the range of values of the global activation energy in the literature. Although the temperature does not vary significantly, the exponential dependence on the adiabatic temperature means that can still be a significant effect on the estimated peak soot over the range of estimated activation energies. However, the model in Eq. (20) still contains an approximation for the residence time and the estimated visible height of the flame. A revised simplified model for the effect of dilution on the peak soot volume fraction is described in Section 3.3.2 .
Soot formation rate
A simplified species conservation equation for soot in an axisymmetric flame can be written as:
where ρ is the density of mixture; Y s is the mass concentration of soot; ω s is the rate of soot formation in unit volume and D s is the diffusivity of soot particles. The radial velocity is zero along the centreline. If diffusive terms are also neglected along the centreline as an approximation, only the axial convection and reaction terms remain:
where the soot mass concentration Y s is related to soot volume fraction f v by:
Figure 12 (a) shows the value of ω s extracted from the measured soot volume fraction and calculated using the density and velocity along the flame centre line for undiluted flames A0 to E0. The peak values of ω s decrease at the higher flow rates for cases D0 and E0. We can use Eq. (20) for ω s and the measured values of X F ,0 , assuming approximately constant density, to extract the activation energy for soot formation in the present experiments, as shown in Fig. 13 . The estimated value of E a in the present study is 3.56 × 10 5 J/mol, which is similar to the existing values in the literature [47, 48] . In the following discussion, the value of E a is taken as the mean of the present value and those from the literature [47, 48] ), and the uncertainty of the E a is assumed to equal the standard deviation of the three values, which yields E a = (3 . 25 ± 0 . 33) × 10 5 J/mol.
Revised one-step soot formation model
Using the simplified one-step soot formation model in Eq. (20) and the calculated temperatures along the flame centreline, we can try to estimate the direct effect of fuel concentration dilution relatively to those attributable to the local temperature and residence time change. Consider f n , which is the ratio of maximum soot volume fraction f * v at the centreline to that of an undiluted flame, f * v ,u , where the superscript * denotes the maximum soot point. Using a first order, one-step reaction model, with ω s = A p ρX F, 0 exp
The overall dilution effect is therefore a result of the product of two effects: a direct effect due to dilution, represented by the factor X F ,0 , and an indirect effect represented by the integrals in brackets, which are taken at the centreline between the location of incipient soot formation z i to the location of the maximum at z * , and calculated using the local temperature T l . The calculated normalised decrease in the peak soot volume fraction relatively to the undiluted case, f n , is compared with measured values in Fig. 14 . The error bars of f n in Fig. 14 are calculated using error propagation, based on the error of E a , which is ± 0.33 × 10 5 J/mol. The measurements are clearly within the error range of calculated values using the one-step model and local temperatures shown in Fig. 11 , with the exception of cases A1 and E3.
Given the good agreement with the model, it is possible to break down the contributions of the direct and indirect effects of dilution as discussed above. The calculated f n using Eq. (26) of group E flame is plotted in Fig. 15 with a grey shaded error region. Finally, by using group E flames (most sub-cases), it is possible to decompose the effect of the model factors in three steps: (a) the direct dilution effect represented by the decrease in X F ,0 ; (b) the effect of lower adiabatic temperature via dilution, Eq. (26) ; and finally the full model that takes into account the local temperature differences, ( Eq. (27) ) with the activation energy derived above. The contributions of the different factors (dilution, adiabatic temperature, and combined effect of local temperature and residence time), are highlighted in Fig. 15 (27) 
Conclusion
A laser cavity extinction technique with high spatial resolution was developed to measure the soot volume fraction across nitrogen-diluted, low-soot producing laminar methane-air diffusion flames. Comparisons with LII measurements on low sooting flames show good agreement with cavity extinction measurements. Analysis of the data shows that for a stable measurement target, without flickering, a measurement error of less than 20 ppb can be achieved, resulting in a measurement range of tens of ppbs. A high spatial resolution of 200 μm can be achieved by using concave cavity mirrors in the optical set-up. By comparing the numerically calculated flow field of the diluted flames and the measured soot volume fraction map, the following conclusions can be drawn.
At a fixed total carbon flow rate, the dilution of the fuel hardly affects the visible flame height of the jet co-flow and the calculated flow velocity, indicating the flames are highly buoyancy dominated, rather than controlled by momentum. The region of formation and growth region of soot coincides with a calculated range of ξ between 0.04 and 0.08 in all cases. The addition of diluent nitrogen changes the calculated location of the stoichiometric mixture fraction ξ st , yet the measured location of the maximum soot region does not change significantly, and sometimes moves in the opposite direction than expected from the calculations. This may be a result of the combined effects of residence time and temperature. A simplified model for soot formation that takes into account the local change in fuel fraction, the local temperature and residence time offers good predictions of the observed decrease in soot formation along the centreline region. The contributions of direct dilution, temperature change and residence times based on this model are approximately equal in accounting for the overall reduction.
