We introduce nominal games for modelling programming languages with dynamically generated local names, as exemplified by Pitts and Stark's nu-calculus. Inspired by Pitts and Gabbay's recent work on nominal sets, we construct arenas and strategies in the world (or topos) of Fraenkel-Mostowski sets (or simply FM-sets). We fix an infinite set AE of names to be the "atoms" of the FM-theory, and interpret the type of names as the flat arena whose move-set is AE. This approach leads to a clean and precise treatment of fresh names and standard game constructions (such as plays, views, innocent strategies, etc.) that are considered invariant under renaming. The main result is the construction of the first fully-abstract model for the nu-calculus.
Introduction
Many convenient features of modern programming languages involve some notion of generativity: the idea that an entity (e.g. identifier, reference, object, exception, thread, channel, etc.) may be freshly created, distinct from all others. Such dynamic creations occur at a variety of levels, from the run-time behaviour of Lisp's gensym, to resolving questions of scope during program linking. For sound design and correct implementation, it is essential to develop an appropriate abstract understanding of what it means to be new.
The nu-calculus of Pitts and Stark [16] was devised to explore this common property of generativity, by adding names to the simply-typed lambda-calculus. Names may be created locally, passed around, and compared with one another, but that is all. Central to the nu-calculus is the use of name abstraction, as found in the -calculus [10] : the expression Ò Å represents the creation of a fresh name, which is then bound to Ò within the body of Å . Functions may have local names that remain private and persist from one use of the function to the next; alternatively, names may also travel beyond their original scope and outlive their creator. It is this mobility of names that allows the nu-calculus to capture notions of scope, privacy and sharing.
Game semantics has emerged as a powerful paradigm for giving accurate semantics for a wide spectrum of programming languages. Fully abstract 1 game models have now been constructed for languages with references of various kinds, such as statically-scoped assignable variables [2] and general references [1] . Game models that have been constructed for these languages (with the notable exception of [8] ) follow Reynolds in viewing a reference type Ö as a product of "read method" and "write method". As O'Hearn has pointed out, using this interpretation, functoriality of the Ö type constructor requires the presence of "bad variables" in the language, which has the unfortunate consequence of rendering testing for reference equality -a common programming idiom -meaningless. An alternative view is to interpret references as names (or locations) of storage cells, according to which testing for reference equality clearly makes good sense. As Stark has observed in [20] : "dynamically created names really do capture the difficult part of ¡ ¡ ¡ references", our aim here is to give a gamesemantic characterization of names as embodied in the nucalculus, as a first (but we believe key) step towards the construction of a good game model of references as names.
Though designed in all respects to be as simple as possible, the nu-calculus has so far resisted all attempts to model it fully abstractly. The best effort so far, namely [8] , still falls some way short of the criterion. In this paper, we present the first fully abstract model for the calculus, which is based on a version of Honda-Yoshida call-by-value games [5] but constructed in the universe of FM-sets [4] . We fix an infinite set AE of names to be the "atoms" of the FMtheory, and interpret the type by (the flat arena of) AE. In our setting, a play is a justified sequence of moves-withnames (written Ñ Ë ), satisfying certain conditions, but considered up to appropriate renaming. Intuitively the name set Ë in Ñ Ë comprises all names that have been introduced by P at moves that are P-visible (in the sense of [6] ) at that point. This device, together with the Name Change Conditions which govern the way name sets evolve as the computation unfolds, records the scope of each freshly created name. We give a simple algorithm for the composition of strategies that processes name sets in accordance with the mobility of names in the nu-calculus. Semantic objects interpreting nu-calculus terms depend on names in an obvious way. Our approach is to leave the name dependence of the various game constructions (such as plays, strategies, view functions, etc.) implicit through the use of finite support [4] , which in turn depends on the properties of arenas equipped with an action of name permutation.
Recently Laird, in work [8] to appear at FOSSACS'04, has also constructed a game model for the nu-calculus. He builds a category of dialogue games acted upon by the automorphism group of the natural numbers, and it allows certain properties of freshness and locality to be characterized semantically. However the model is not fully abstract for the nu-calculus. An open problem identified in [8, Ü6] is to characterize the denotations of the nu-calculus terms. As Laird has noted therein, the key to solving it is to find a way of keeping track of the scope of each new name. Our model gives just such an innovation.
Nu-Calculus
For a full description of the nu-calculus, see [16, 19, 20] ; here we summarize briefly. The calculus has ground types Ó (booleans: Ø and ) and (names), with higher function types over these. Typing judgements have the form Ë Å , where Ë is a finite set of names; it follows from the definition that all names that occur free in Å are in Ë. It has a call-by-value operational semantics given in terms of a big-step relation Ë Å · ´Ë ¼ µ , meaning that the closed term Ë Å evaluates to a canonical form and creates fresh names Ë ¼ ; the canonical forms are names, booleans and -abstractions. Evaluation can be shown to be deterministic and terminating. We say that terms-in-context Ë Å for ½ ¾ are observationally equivalent, written Ë Å ½ Å ¾ , if for all contexts such that Ë Å Ó for ½ ¾, we have
Intuitively Ë Å ½ Å ¾ if they give the same result in any boolean context. E.g. at ground types:
Note that name generation is not itself observable, although names themselves may be, if revealed:
Here the left hand term evaluates to a function with a local name Ò, that it returns when invoked; while the right hand function creates a new and different name each time it is applied. These are distinguished by passing them to the test function´ Ó ´ Ø = µµ. Sometimes names remain private, as in the following:
Although the first two functions differ at the name Ò, no external context can provide it. Similarly for the second pair, any constructed function must treat Ò and Ò ¼ equally. For further examples, see [19, 17, 13] .
Even without the classic difficulties of nontermination, issues like this make reasoning about the nu-calculus somewhat challenging, especially at higher types. Stark [18] presents an equational theory that is complete at ground types, and a relational theory that is complete for firstorder functions, as in (2) . There are also operational techniques [16] and a categorical model with logical relations, fully abstract to first order [20] . These show that observational equivalence is decidable up to first order; but with no general results at second or higher orders.
Call-by-value games
In this section we introduce Honda and Yoshida's callby-value games [5] . The question-answer paradigm of the CBV games differs from the more familiar call-by-name games in an important way: initial moves of CBV arenas are P-answers. As we shall see these are the possible answers to a question posed by the environment (or O). There is an essentially equivalent version of CBV games due to Abramsky and McCusker [3] ; our presentation here is a reformulation of Honda and Yoshida's games in the style of McCusker [9] .
An arena is a triple Å consisting of a set of moves Å , a justification relation It is useful to think of the arena as a vertexlabelled directed graph with vertex-set Å and edge-set ´Å ¢ Å µ such that the labels on vertices are given by satisfying (l1), (l2) and (l3). It follows from (f1) and (f2) that the graph so defined is a forest of trees in which the roots are the initial moves. The arenas representing the ground types of the nu-calculus, Ó and , (which we shall also write as Ó and respectively, by abuse of notation) are flat arenas. I.e. they are discrete graphs (forests), all of whose nodes are (necessarily) P-answers; Å Ó £ · £ , but for convenience we name the elements Ø and , and Å AE , a distinguished, countably infinite set of names.
We introduce two arena constructors. For each construction, we shall first describe it rather informally as an operation on labelled forests, and then give a formal description (in terms of a triple). The former is probably easier to understand; the latter is important for the subsequent development of nominal games in Section 4. We shall use a simple notation for forest construction. We write whose nodes inherit their labels from or as appropriate.
Formally, writing Á for the initial moves of , and setting Á Å Á , we define:
and ª is the least relation satisfying
It is easy to see that ª is an arena. 
Function space (and prearenas). Given arenas
is the least relation satisfying
It is straightforward to verify that is an arena, but ¶ is not (because its initial moves are O-questions, instead of P-answers). Structures of the form ¶ , where and are arenas, are called prearenas, which will play an important part in the sequel: we shall define (plays and) strategies over prearenas, not arenas. Further, we shall interpret a term-in-context Ü ½ ½ ¡ ¡ ¡ Ü Ò Ò Ø as a strategy over the prearena ½ ª ¡ ¡ ¡ ª Ò ¶ (writing for the arena that denotes the type ).
We illustrate the tensor and function space constructions in Figure 1 , wherein O-questions and P-answers are drawn as ÔÕand ÜÝrespectively. Henceforth we fix a representation of disjoint union of sets: 
Figure 1. Arena constructors illustrated
to identify the moves informally. E.g. we say that Ñ (from the preceding Example) is the level-3 name whose parent and grandparent are names and respectively.
A justified sequence over a prearena is a finite sequence of O/P-alternating moves such that, except for the opening move which is initial (and necessarily an Oquestion), every move Ñ has a justification pointer (or simply pointer) to some earlier move Ñ ¼ such that Ñ ¼ Ñ; we say that Ñ is explicitly justified by Ñ ¼ , or Ñ ¼ explicitly justifies Ñ. It follows that there is exactly one occurrence of an initial move in a justified sequence, namely, the opening move. A question occurrence in a justified sequence × is said to be pending just in case no answer in × is explicitly justified by it. Recall the definition of the P-view [6] of a justified sequence ×, written Ô×Õ:
Nominal games
Pitts and Gabbay have argued cogently (in [4, 14] ) for the use of Fraenkel-Mostowski (FM) permutation model of set theory as a syntax-independent mathematical model of fresh bindable names and «-conversion. Here we construct Honda-Yoshida style CBV arenas equipped with an action of name permutation that preserves justification and movelabels, and use it to make precise an implicit notion of dependence on names. ¡ È´ µ Í ¡ Ü Ü ¾ Í . In general, there is no guarantee that every element of È´ µ has finite support. The set È ×´ µ, consisting of Í ¾ È µ that has finite support, is an FM-set. We define ¡ È ×´ µ Í ¡ Ý Ý ¾ Í , which has support ¡ È´AEµ´S UPP È´ µ Íµ that is finite since SUPP È´ µ Í is assumed to be finite.
(iv) The set " restricted to ", written , consisting of "elements of abstracted until their support is that of a given element of " is an FM-set. We define to be A benefit of the FM-set approach we shall exploit is that if a particular (arena) construction can be shown to be an (FM-arena) FM-set construction then it has a canonical action of permutations.
FM-arenas and automorphisms.
A Fraenkel-Mostowski arena, or simply FM-arena, is defined to be an arena Å with the additional requirement that Å is an FM-set, is an FM-relation, and is an FM-function.
(Note that the label-set ÈÉ È ÇÉ Ç is an FM-set on which each ¾ PERM´AE µ acts as the identity function, and so, each label has empty support.) ¾ PERM´AE µ that cycles through and . We have ¡ ´½ ´ ´¾ ´ µµµµ ´½ ´ ´¾ ´ µµµµ. Observe that the permuted move remains at level 3; it is the name whose parent and grandparent are and respectively. Name Change Conditions. We shall consider justified sequences of moves-with-names, and introduce new conditions of Name Change, which are reminiscent of the State Change conditions introduced in [12] . A name set (ranged over by Ë Ë Ì , etc.) is a finite subset of AE. A move-withnames of a (pre-)arena is a pair, written Ñ Ë (or just Ñ if Ë is understood), where Ñ is a move of and Ë is a name set. We often write Ñ simply as Ñ.
We first give an informal account of the kind of justified sequences of moves-with-names that model nu-calculus computations. We say that a name occurs in Ñ Ë if it is an element of either Ë or SUPP Ñ (or of both, in some cases).
Suppose first occurs at Ñ Ë (i.e. is fresh at that point) in some justified sequence; we say that is introduced by P (resp. O) just if Ñ is a P-move (resp. O-move). Intuitively the name set of a move consists of the names that have been introduced by P at moves that are P-visible (i.e. occur in the P-view) at that point. Note the asymmetry: names introduced by O are not recorded in name sets.
Formally, given a prearena, we shall consider justified sequences of moves-with-names that satisfy Visibility [6] , Well-Bracketing, and the following Name Change Conditions:
(NC1) The name set of a P-move contains the name set of the preceding O-move, and possibly some other names which are fresh at that point.
(NC2) Any name in the support of a P-move that is fresh at that point is a member of the name set of that move.
(NC3)
The name set of a non-initial O-move coincides with that of the P-move that explicitly justifies it.
We shall call justified sequences satisfying these conditions plays (or legal positions). Let Ë be a name set. An Ë-play is defined to be a play that opens with a move with name set Ë. Thus, as a consequence of Name Change, in any Ë-play, the name set of every move contains Ë. In the figure we align the moves with the components of the prearena from which they arise; pointers are omitted as they are completely determined by the type of the arena in this case. Note that the support of the last move is , but only is fresh at that point. Thus, according to (NC2), , but not , is in the name set of that move. See also the play Ú in Example 4.9 and the explanation therein.
We state a simple but important consequence of the Name Change Conditions.
Lemma 4.3. (i) Every name that occurs in the name set of a move is introduced by some P-move that appears in the P-view at that point.
(ii) The name set of a P-move contains the name set of the O-move that explicitly justifies it. 
£
In the following we shall consider "Ë-plays up to renaming of all names, except those in Ë", where Ë ranges over name sets. In FM parlance, these are (equivalence classes of) Ë-plays abstracted until their support is (that of) Ë ¾ È ×´AE µ i.e. elements of the form × Ë of the FM-set È È ×´AE µ where × ranges over Ë-plays.
Notation. We shall write the element × Ë as × Ë , or simply as × whenever × is understood to be an Ë-play.
An Ë-strategy of a prearena is a set of equivalence classes of Ë-plays of satisfying: (We write Ë¨Ì to mean Ë Ì , and it has the force that Ë and Ì are disjoint.) Strategies of type 1 denote Ë ½ ¡ ¡ ¡ Ñ , and those of type 2 denote Ë ½ ¡ ¡ ¡ Ñ .
Composing strategies. Let Ë be a name set. Suppose and are Ë-strategies of prearenas ¶ and ¶ respectively. Their composite , which will be shown to be a Ë-strategy of ¶ , is defined in the style of "parallel composition with hiding in CSP" (as is standard in game semantics) as far as the underlying justified moves are concerned. Roughly speaking the name sets of the composite strategy are obtained by an appropriate union of the respective name sets of the component strategies. We define a binary relation over justified sequences × ÐØ (read "Ø is a name accession of ×") by recursion as follows:¯ÐÑ
and if Ò is a P-move then Ì ¼ Ì Ë ¼ Ë. We will shortly use the relation Ð in the definition of the composition of strategies. Whenever we write × Ð Ø, × will be a play, Ø will often not be (because Name Change may not necessarily be satisfied), but they have the same underlying sequence of moves (with name sets erased). For example taking × to be each of the composable pair of plays in Example 4.7, we have
Definition 4.8. Take and be Ë-strategies as before. We define ISeq Ë´ µ to be the set of interaction sequences Ù of´ µ, whose first move has name set Ë, satisfying:
I1. There exists some Ø ¾ such that Ø Ð Ù ´ µ. I2. There exists some × ¾ such that × Ð Ù ´ µ.
I3. Suppose Ñ Ë is explicitly justified by Ñ Ë¼ ¼ in Ù, and Ñ is an O-move in ¶ . Then Ë Ë ¼ .
I4
. Ä´ µ Ä µ , where Ä ¢ is the set of names introduced by P-moves of the component ¢ of Ù. In Ú, since the 5th move points to the 2nd, the former's name set is empty by (NC3). The resultant interaction sequence in ISeq ´ µ is
where Ë . The reader may wish to check that Ù Ð Û ´ µ and Ù Ð Û ´ µ.
Innocent Ë-strategies. By a P-view, we mean a justified sequence that is the P-view of some play; similarly for Oview. Note that the P-view of an Ë-play is necessarily an Ë-play. We say that an Ë-strategy is innocent just in case whenever even-length × 
È Ë).
We say that is generated by a view function , written strat´ µ, just in case for any odd-length × Ì ¾ , we have × 
Several categories of nominal games
Henceforth, without further mention, by a strategy we mean an innocent strategy. Let Ë be a name set. We define the category Î Ë that has arenas as objects; its maps are given by Ë-strategies over the prearena ¶ . We write Î simply as Î.
Interpreting -abstraction. The "type-2" strategy in Example 4. Total-map category Î Ë Ø . Following [5] , a Î Ë -map is said to be total just in case responds to every opening question with an answer that introduces no new name. I.e. the view function of is defined on each opening move Ë , and maps it to an answer Ë . Note that such an answer must be an initial move of the arena (because in , any move justified by an opening move -which must be an answer -is necessarily a question). It is easy to see that total maps compose. We denote the subcategory of arenas and total maps as Î Ë Ø . It is straightforward to verify that Î Ë Ø has ¼ as the initial object, ½ as the terminal object, and binary products given by ª. In contrast, Î Ë does not have binary products (ª is not even bifunctorial); rather it is a premonoidal category in the sense of [15] .
Lifted arenas
. Using our forest construction notation, we define the lifted arena of an arena as Óµ Ó ¶ Ó, the two sequences have the same P-view. It follows from the innocence of that Å is truthful iff AE is truthful. We know of no previous model of the nu-calculus that identifies Å and AE.
A fully abstract game model
We interpret a term-in-context Ë Å , where
It is straightforward to verify: Lemma 6.1. All rules and axioms in Figure 3 of [18] [20] is not necessary: it suffices for the category to have all Ì -exponentials.)
The coproduct ½ · ½ exists and is disjoint; the interpretation Ó of booleans is isomorphic to it. There is a distinguished, decidable object to interpret names. There is a distin- 
Further directions
Pitts and Stark [16] have shown that observational equivalence of nu-calculus is decidable for first-order terms. We have a new proof using the fully abstract game model. Our aim is to use the game model to resolve the question of decidability for the second-order fragment.
What is a (categorical) model of the nu-calculus? The answer in [20] gives a way of understanding the nu-calculus as mediated by a computational metalanguage. We seek a neutral and direct analysis in a name-indexed setting, in which we would expect reindexing along the inclusion Ë Ë¨ to have a right adjoint of the shape AE ´ µ i.e. the name abstraction constructor in [4] .
We are interested in a particular extension of the nucalculus, where names serve as references to dynamicallyallocated cells for storing integers. This is the Reduced ML of [19, Ü5] , and similar to the languages treated in [17, 13] . The next step is to construct a fully abstract game model for Reduced ML. It would be interesting to clarify the connections with the fully abstract model of named reference in [8] . In a different direction, we also plan to use nominal games to model object-oriented languages in which names are used as the unique identities of objects.
