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We consider the propagation of fronts in a periodically driven flowing medium. It is shown that the progress of
fronts in these systems may be mediated by a turnstile mechanism akin to that found in chaotic advection. We
first define the modified (“active”) turnstile lobes according to the evolution of point sources across a transport
boundary. We then show that the lobe boundaries may be constructed from stable and unstable burning
invariant manifolds—one-way barriers to front propagation analogous to traditional invariant manifolds for
passive advection. Because the burning invariant manifolds (BIMs) are one-dimensional curves in a three-
dimensional (xyθ) phase space, their projection into xy-space exhibits several key differences from their
advective counterparts: (lobe) areas are not preserved, BIMs may self-intersect, and an intersection between
stable and unstable BIMs does not map to another such intersection. These differences must be accommodated
in the correct construction of the new turnstile. As an application, we consider a lobe-based treatment protocol
for protecting an ocean bay from an invading algae bloom.
Fronts in flowing media are the combination of
two complementary physical phenomena. Front
propagation is governed by geometric evolution,
built around the structure of rays and perpendic-
ular fronts. Fluid flows exhibit structures that
are sinewy, tenuous, and generically chaotic even
for simple flows. Here we study the interplay of
these two dynamics.
A central concept in both front propagation and
fluid flows is that of transport—moving some-
thing from here to there. A laser pulse travel-
ing through fiber optic cable transports informa-
tion, while an ocean wave transports energy and
surfers. While some instances of fluid transport
have a similar linear character, e.g., the oceanic
conveyor belt that moves heat around the globe,
we will be more interested in fluid transport as a
means to mixing, a process that depends on the
chaotic nature of the flow.
This study examines how this chaotic transport
in fluids is augmented by propagation. Our ap-
proach draws from the existing geometric theory
of transport in fluid flows known as the turnstile
mechanism. This mechanism is a first-order de-
scription of chaotic mixing which describes the
exchange of fluid packets between two adjacent
regions. We develop a reformulation of this the-
ory that naturally encompasses the addition of
front propagation.
I. INTRODUCTION
We build upon the foundation subjects of fluid flow
and front propagation, both central dynamical mecha-
nisms in Nature. Exemplars of fluid flow include oceanic
and atmospheric flow, industrial mixing, and microflu-
idics. We might also include such systems as phase
space flow and swarms of moving agents. Well-studied
cases of front propagation include optical and acoustic
wavefronts, phase transition fronts, and chemical reac-
tion fronts. Again we can broaden our view to include
growth of algae blooms, spread of infectious disease, and
dissemination of information and beliefs.
It is often the case that the substrate supporting the
propagation of a front is not static, and certainly may
be some form of flowing fluid. The combination of these
two elemental dynamics yields a variety of new and in-
teresting phenomena while maintaining features of each
component.
Recent experiments have combined chemical reaction
front propagation with laboratory scale flows1–5. The
flows were generated using magneto-hydrodynamic forc-
ing in a quasi-two-dimensional fluid. The reaction fronts
were generated through Belousov-Zhabotinsky chem-
istry. A variety of phenomena were investigated includ-
ing mode-locking and front-pinning. Direct numerical
simulations6,7 have supported these experiments.
Here we take a different perspective. Invariant mani-
folds are key to understanding passive advection in time-
independent and time-periodic fluid flows8. Recent ex-
periment and theory3,9,10 has shown that these invariant
manifolds survive, but are modified by, the addition of
front propagation to the dynamics. The original (advec-
tive) invariant manifolds undergo a bifurcation whereby
they split into two nearby oriented invariant manifolds,
called burning invariant manifolds (BIMs). Such mani-
folds are oriented in that they are one-sided barriers to
the progress of fronts in fluid flows.
The fundamental geometric construct for understand-
ing chaotic transport in passive flows is the turnstile
mechanism11. The turnstile is built from segments of
advective stable and unstable invariant manifolds. Since
BIMs are relevant for front propagation, this suggests
that a turnstile-type mechanism may also be at work in
active fluid flows.
We begin in Section II with a review of the turn-
stile mechanism in passive advection. Then Section III
presents the dynamical system for fronts in flows. Sec-
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FIG. 1. Structure in alternating-vortex-chain fluid flow. (a)
Time-independent flow forms vortex cells bounded by sepa-
ratrices (dashed lines). (b = 0, ω = 2pi, φ = 0) (b) Periodic
lateral perturbation breaks each separatrix into stable (red)
and unstable (blue) manifolds. (b = 0.1, ω = 2pi, φ = 0)
tion IV defines the new burning lobes in terms of point
stimulations. We then recall the necessary features of
BIMs from previous works (Section V). Sections VI and
VII examine the modifications necessary for our new
turnstile given small and large front propagation speeds,
respectively. We end by using this burning turnstile
structure to prescribe an efficient treatment of an oceanic
algae bloom (Section VIII).
II. ADVECTIVE TURNSTILE REVIEW
Time-independent, two-dimensional, incompressible
flows are well characterized by the structure of their
fixed points and separatrices. The separatrices are in-
variant curves under the flow. They divide the fluid tra-
jectories into classes with qualitatively distinct behaviors
(Fig. 1(a)). Unlike the invariant tori that are also present
in these flows, separatrices divide trajectories that expo-
nentially diverge or converge.
The introduction of a time-periodic perturbation leads
to the splitting of each separatrix into distinct stable and
unstable invariant manifolds (Fig. 1(b)). These mani-
folds are not invariant with respect to the time-varying
flow, but rather the map M2 : R2 → R2 obtained by
integrating the flow over one forcing cycle.
As a model system for illustrating these structures,
we use the alternating vortex chain (AVC) in a channel
geometry12,
ux(x, y, t) = + sin(pi[x+ b sin(ωt− φ)]) cos(piy),
uy(x, y, t) = − cos(pi[x+ b sin(ωt− φ)]) sin(piy), (1)
where 0 ≤ y ≤ 1, and b, ω, and φ are dimensionless
parameters that describe the periodic forcing amplitude,
frequency, and phase, respectively. (We use the phase
φ to choose a particular Poincare´ section.) This model
has free-slip boundary conditions (BCs). We will use this
same model in following sections when discussing active
fluids.
For small perturbations and short times, the unforced
separatrices are still fairly good classifiers of particle tra-
jectories. However, these separatrices, are traversed by
certain trajectories. This is sometimes referred to as a
“leaky separatrix”. Importantly, this is not “leakiness”
in the sense of diffusion. Rather, there is structure to
the leakiness. One iteration of the map causes a local-
ized packet of fluid to be transported across from left to
right, and a corresponding packet from right to left.
A. Set definition of lobes
To formalize these ideas, we first choose a transport
boundary that divides the fluid in two allowing us to
define a flux. In this paper, we focus on flow in a chan-
nel geometry and choose a transport boundary that de-
fines a left- and right-hand side (LHS, RHS).(Starting
in Sec. IV, we specialize to transport from left to right).
Given this transport boundary, we define lobes as sets
of points that cross this boundary from left to right, or
right to left, upon one iteration of the map M2. The two
sets, before and after the map, are referred to as lobes.
The escape lobes Ei and capture lobes Ci are defined as
E0 = {p ∈ RHS : ∃q ∈ LHS,M2(q) = p},
E−1 = {p ∈ LHS : M2(p) ∈ RHS},
C0 = {p ∈ LHS : ∃q ∈ RHS,M2(q) = p},
C−1 = {p ∈ RHS : M2(p) ∈ LHS}.
(2)
We use the same notation to denote the map applied
to a set of points M2(A) = {M2(p) : p ∈ A}. Using this
notation and the invertibility of M2, it is somewhat more
intuitive to write,
E0 = RHS ∩M2(LHS),
E−1 = M−12 (RHS) ∩ LHS,
C0 = LHS ∩M2(RHS),
C−1 = M−12 (LHS) ∩RHS,
(3)
noting that E0 = M2(E−1) and C0 = M2(C−1).
In Figure 2, we choose the advective separatrix as our
transport boundary (vertical line in the middle). Exam-
ining the action of one map iteration, we find eight re-
gions of interest. Two disjoint regions map to two other
disjoint regions going left to right (E−1 → E0), and sim-
ilarly going right to left (C−1 → C0). Notice that these
regions are bounded both by segments of the separatrix
and also by segments of its forward and reverse iterates,
which do not coincide with the separatrix. Also, note
the overlapping of regions and the amount of total area
involved. While this analysis of single-step transport is
correct, it can be simplified by a different choice of trans-
port boundary.
B. Transport boundary - invariant manifolds
While the above definition yields well-defined lobes
given any transport boundary, it is standard practice
to construct this boundary from segments of stable and
unstable invariant manifolds8. In doing so, we describe
the transport process using “native” structures. Two hy-
perbolic fixed points (on opposite sides of the channel)
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FIG. 2. Separatrix (central vertical line) is chosen as trans-
port boundary for periodically-forced AVC. Left to right
transport: red filled regions map to red outlined regions
(E−1 → E0). Right to left transport: blue filled regions map
to blue outlined regions (C−1 → C0). (b = 0.4, ω = 5, φ = pi)
are denoted zA and zB . The stable and unstable mani-
folds attached to these points are denoted WS and WU ,
respectively. The finite segments connecting these fixed
points to the intersection point p0 are denotedW
S [zA, p0]
and WU [zB , p0]. The intersection point is required to
be a primary intersection point13; that is, WS [zA, p0] ∩
WU [zB , p0] \ {zA, zB , p0} = ∅. The transport boundary
is then defined as WS [zA, p0] ∪WU [zB , p0].
In Fig. 3, we illustrate the lobes derived from this new
transport boundary. Importantly, these lobe boundaries
are comprised solely of segments of these same invariant
manifolds. Each lobe is also composed of a smaller num-
ber (here just one) of disjoint regions having smaller total
area.
The C−1 and E−1 lobes share a point in their boundary
and, loosely speaking, the complementary transport of
these packets corresponds to a rotation (and shift) about
this point. Consequently, this exchange is referred to
as a turnstile mechanism1114. Generalizing the connec-
tion between the evolution of sets and bounding invariant
manifolds to the case of front propagation is one of the
main results of this paper.
III. A DYNAMICAL SYSTEM FOR FRONTS IN FLOWS
A. Assumptions
We assume that the two-dimensional fluid is par-
titioned into regions that can be identified as either
“burned” or “unburned”—we use “burned” generically
to refer to the region bounded by an outward propagating
front. That is, these regions are separated by well-defined
one-dimensional (codimension one) curves or fronts. This
is known as the “thin (sharp) front”, or “geometric op-
tics” regime15. For instance, if our front is an autocat-
C
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W U [zB , p0]
W U
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FIG. 3. Turnstile mechanism in periodically forced alter-
nating vortex chain. Segments of stable (red) and unsta-
ble (blue) manifold are combined to form transport boundary
(bold). Shaded areas indicate the two pathways for crossing
this transport boundary. Use of dynamically generated trans-
port boundary yields simpler lobe structure. (b = 0.4, ω =
5, φ = pi)
alytic chemical reaction front, this limit requires that the
diffusion rate is small compared with the reaction rate.
We assume that each front element (infinitessimal piece
of the one-dimensional front) propagates perpendicular
to the front at a speed v0 measured in the comoving fluid
frame, thereby expanding the burned region. To be clear,
we require that this speed v0 be isotropic, homogeneous,
and time-independent. Note that we have implicitly as-
sumed that the front elements are non-interacting (fronts
do not change their behavior when faced with a collision),
and their motion does not depend on the front curvature.
Finally, we assume that there is no effect of the front
propagation on the underlying fluid flow. In the case
of a chemical reaction front, this means that the reac-
tion is not sufficient to change the fluid density, viscosity,
etc. This is a good approximation in such experiments
as Ref. 1–3 .
B. Reacted region PDE
The evolution of a reacted region can be modeled using
the modified FKPP equation16,17,
∂Θ
∂t
= −u · ∇Θ + 1
τ
f(Θ) +D0∆Θ, (4)
where φ is the local fraction of reaction products, τ is the
reaction time-scale, f describes the reaction kinetics, and
D0 is the diffusion constant. We require the sharp front
limit of this equation so that the fronts dividing burned
from unburned regions are well defined.
We define the mapM : R2 → 2R2 , which takes a point
stimulation in R2 and returns the reacted domain ob-
tained by integrating Eq. (4) (in the sharp front limit)
4for one forcing period. Here 2R
2
is the collection of sub-
sets of R2. The reaction dynamics propagates this point
stimulation into some finite region that is all the while
stretched and folded by the flow dynamics.
We extend the map M to act on regions by defining
M : 2R2 → 2R2 such that M(A) = ∪{M(p) : p ∈ A}.
The intuition is simply that if stimulation p1 evolves to
region R1 and p2 to R2, then stimulating both p1 and p2
will result in the reacted domain R1 ∪R2. Note that M
acting on sets is not one-to-one, i.e., two distinct burned
regions can evolve forward to the same burned region.
This differs from the passive case in which M2 acting on
sets was invertible (Sec. II).
As shown in Ref. 18 , the sharp-front FKPP equation
is equivalent to the G-equation,
∂G
∂t
= −u · ∇G+ v0|∇G|, (5)
where only the level set G = 0, and not the value of
this field, has any physical meaning. This level set rep-
resents the boundary between reacted and unreacted re-
gions. While one can solve this PDE effectively by focus-
ing on the vicinity of the level set, we wish to make an
explicit dimension reduction.
C. Front element ODE
Instead of integrating Eq. (5), we shall use an equiva-
lent formulation19 in which each front element evolves in-
dependently under the following three-dimensional ODE,
r˙ = u + v0nˆ, (6a)
θ˙ = −nˆiui,j gˆj . (6b)
The variables r and θ denote the position and orientation
of each front element. The prescribed fluid velocity is
given by u. Again, v0 is the front propagation speed
in the comoving fluid frame. For compactness, we use
the variables gˆ = (cos θ, sin θ) and nˆ = (sin θ,− cos θ) to
indicate the tangent to the front element and the normal
direction (propagation direction), respectively. Finally,
ui,j = ∂ui/∂rj and repeated indices are summed. This
ODE representation allows us to apply the tools of low-
dimensional dynamical systems theory.
This ODE can also be derived more intuitively. The
total translational motion of a front element is the vec-
tor sum fluid velocity plus the front propagation velocity
in the fluid frame (Eq. (6a)). The change in orientation
is determined entirely geometrically. Equation (6b) de-
scribes the angular velocity of a material line embedded
in the fluid.
We define M3 : R2 × S1 → R2 × S1, the evolution
of front elements, by integrating Eq. (6) for one forcing
period. Note that M3 is the active extension of M2 (the
advection map for a point). The “2” and “3” subscripts
emphasize that these maps operate on two- and three-
dimensional phase spaces. Finally, we also use M3(∂A)
to denote the iterate of the curve ∂A which is the outward
oriented boundary curve (in xyθ-space) of burned region
A.
IV. BURNING TURNSTILE : “BURNSTILE”
Here we define the turnstile relevant for active fluids in
terms of the behavior of sets, much like was done for the
advective turnstile. The essential differences arise due to
the everywhere-expanding property of the map M.
Because of the asymmetry of the map M (unburned
fluid can become burned but not vice versa) there ex-
ists an asymmetry in the lobe definitions depending on
whether the burned region is to the left or the right of the
transport boundary. For the remainder of this paper, we
consider left-to-right propagation. The right-to-left case
is defined analogously.
A. Escape
We begin with the escape process. Since advection
maps points to points, any given point begins and ends ei-
ther right or left of the transport boundary, and so cross-
ing (e.g., escaping) is well defined. However with the ad-
dition of front propagation, points map to regions under
M and so a choice arises; is a point stimulation, which
immediately gives rise to a burned region, said to escape
when all of the region crosses the transport boundary?
Or instead when any of the region crosses? Looking to
physical examples such as autocatalytic chemical reac-
tions, fires, algae blooms, infections, etc., it seems rea-
sonable that the more interesting definition is when any
crosses; we are generally not concerned whether an en-
tire wildfire crosses the firebreak. This motivates the
following definitions of escape lobes in the active system
(compare Eqs. (2)),
E−1 = {p ∈ LHS :M(p) ∩RHS 6= ∅},
E0 = {p ∈ RHS : ∃p′ ∈ LHS, p ∈M(p′)}. (7)
The escape lobe E−1 is the set of all points left of the
transport boundary such that the evolution of each point
stimulation underM has some intersection with the area
right of the transport boundary. The escape lobe E0 is
the set of all points right of the transport boundary that
may be reached in one iterate by some point stimulation
on the left. See Fig. 4.
5(a)
(b)
FIG. 4. Illustration of escape lobe function. Arrows on trans-
port boundary indicate left-to-right choice. (a) Each stimula-
tion evolves such that it intersects the RHS and so must be
part of E−1. The region covered on RHS is E0. (b) These
stimulations remain entirely on the LHS after one iterate and
so are not in E−1. (v0 = 0.05, b = 0.3, ω = 5, φ = pi)
B. Capture
The capture process is slightly subtler due to the asym-
metry in the burning process (compare Eqs. (2)),
C−1 = {p ∈ RHS :M(p) ∩RHS = ∅},
C0 = {p ∈ LHS : ∀p′ ∈ LHS, p 6∈ M(p′)}. (8)
The capture lobe C−1 is the set of all points right of the
boundary such that the evolution of this point stimula-
tion underM lies completely on the left. In other words,
C−1 contains all those stimulations on the right that do
not contribute to the subsequent burning of the RHS.
The capture lobe C0 is the set of all points on the left
not reachable in one period by any stimulation on the
left, i.e. reachable only by a stimulation on the right.
See Fig. 5.
We reiterate that, just as in the passive case, these set-
based definitions of lobes are well-defined with respect
to an arbitrary transport boundary. However, we again
wish to make use of the dynamic structure of the system
in choosing the transport boundary in a natural way.
(a)
(b)
FIG. 5. Illustration of capture lobe function. (a) Each stim-
ulation within C−1 evolves entirely into the LHS. (b) Stim-
ulations not within C−1 maintain some intersection with the
RHS. (v0 = 0.05, b = 0.3, ω = 5, φ = pi)
C. Recast burning lobe definitions
The burning lobe definitions are phrased in terms of
mapping properties of point stimulations. Experimen-
tally, this definition makes good sense because a point’s
lobe membership is based on the results of an elemen-
tary experiment—the stimulation of just this point (or
as close to it as possible).
However, making use of the extension ofM to regions,
we can rephrase the definition of the burning lobes. The
first two, E0 and C0 are relatively intuitive,
E0 = RHS ∩M(LHS),
C0 = LHS ∩M(LHS)c, (9)
where Ac indicates the set complement of A.
1. Two “burning” inverses
In order to similarly describe the other two lobes, we
need a map inverse. Since M is many-to-one, we must
choose an inverse.
Given a final burned region B there are an infinite
number of initial regions A for which M(A) = B. Two
useful senses of inverse are derived from considering ex-
treme cases. We define the loose and tight inverses re-
6FIG. 6. A chemical reaction front is stimulated at the bot-
tom of the time-independent AVC near a hyperbolic fixed
point. The reacted region is advocated upward while growing
in size. Edge detection applied to this image sequence results
in the green contours. We deduce the presence of BIMs (red)
bounding the front progress. (Reprinted with permission from
Mahoney et al., EPL, 98, 44005 (2012)9.)
spectively as,
M−1(A) ≡ {p :M(p) ∩A 6= ∅},
M−1(A) ≡ {p :M(p) ⊂ A}.
(10)
The loose preimage is the set of all stimulations that in-
tersect the target, while the tight preimage is the set of
only those stimulations that map entirely into the target.
It follows that the tight preimage is a subset of the loose
one, M−1(A) ⊂ M−1(A). (This motivates the overline
versus underline notation.) Given any A, the loose preim-
age always has non-zero area while the tight preimage
may be empty. Note that M−1(A) and M−1(Ac) form
a disjoint partition of the entire space.
We may now write,
E−1 =M−1(RHS) ∩ LHS,
C−1 =M−1(LHS) ∩RHS.
(11)
V. BIM BASICS
We now review the necessary features of burning in-
variant manifolds9,10. While incompressible flows have
only hyperbolic (SU) and elliptic (SS) fixed points, all
fixed-point stability types (SSS, SSU, SUU, UUU) are
possible in front element dynamics (Eq. (6)). For the pur-
poses of this paper, we will concern ourselves only with
the SUU and SSU stability types, and only with invari-
ant manifolds of their singleton dimensions. We will refer
to these one-dimensional objects as stable and unstable
burning invariant manifolds (BIMs), respectively. Pre-
vious theoretical and experimental studies have demon-
strated that unstable BIMs are one-sided barriers to front
propagation in fluid flows, similar to traditional advective
invariant manifolds (Fig. 6).
While in many ways BIMs function like their pas-
sive counterparts, there are some important differences.
While advective invariant manifolds are codimension
1, BIMs are codimension 2 since they exist a three-
dimensional phase space. (Note that the figures in this
work portray projections of BIMs into xy-space.) It is
then not obvious how BIMs can function as barriers. The
answer is that only a subset of curves (x(λ), y(λ), θ(λ))
correspond to fronts. (Here λ is the xy euclidean length
along the curve.) The front-compatibility criterion re-
quires that θ(λ) everywhere equals the angle θ′ de-
scribing the local tangent to the curve’s xy-projection,
tan θ′(λ) = (dy/dλ)/(dx/dλ). Any parameterized curve
in xy-space, including the boundary curve of a burned
region, uniquely lifts to a curve in xyθ-space that sat-
isfies the front-compatibility-criterion. We shall use the
term front for both the curve in xy-space and its lift to
xyθ-space.
It has been shown that BIMs satisfy the front-
compatibility criterion and so are (locally) fronts20. As
such, BIMs are also subject to the no-passing lemma—
no front can overtake another front from behind. When
the leading front is an invariant one (a BIM), the other is
bounded by it. Because unstable BIMs are transversely
stable, not only do they bound fronts, but fronts also
converge to them making unstable BIMs evident in ob-
servations of the dynamics. A similar effect is observed
in passive flows21.
Just as fronts have a burning direction, so do BIMs. A
front near a BIM with the same burning direction will not
pass through. Conversely, a front with burning direction
opposite a BIM can pass through with no singularity in
its motion. This is why BIMs are referred to as one-sided
barriers.
In the full xyθ-space, BIM are smooth, non-
intersecting curves. However, when projected into the
xy-plane, BIMs have cusps and self-intersections. These
cusps are physically meaningful in that fronts can wrap
around them. Therefore a BIM loses its bounding behav-
ior at a cusp.
Having established that BIMs are barriers to front
propagation, just as advective invariant manifolds are
barriers to fluid transport, it might seem that the anal-
ogy is complete and all that remains is to construct an
active transport boundary from BIM segments. However,
in the next few sections we illustrate several new features
of the active system that require consideration before the
analogy is made complete. We proceed by first analyzing
the v0 << 1 regime.
VI. SMALL v0: NO NEW INTERSECTIONS
Consider finite segments of a generic advective invari-
ant manifold tangle. Then there exists a v0 small enough
such that taking the advective manifolds into the left- and
right-burning BIMs by a continuous deformation gener-
ates no new intersections in these finite segments (see
Fig. 7). Examining this simplest topological case reveals
two important features in the composition of the active
7FIG. 7. Each advective manifold (dashed) splits into two
oppositely burning BIMs (direction denoted by wide arrows).
Stable (unstable) manifolds are attached to the upper (lower)
wall. Note the unstable BIMs burn away from the advective
manifold while the stable BIMs burn toward it. For small v0,
BIMs follow near the advective manifolds for a long length.
(v0 = 0.05, b = 0.4, ω = 5, φ = pi)
transport boundary.
A. Co-orientation
As v0 increases from 0, each stable and unstable advec-
tive invariant manifold splits into nearby left- and right-
burning BIMs (Fig. 7). In joining segments of these BIMs
to form a transport boundary, each offers a choice of left-
or right-burning. Figure 8 illustrates these four choices.
In case (a), the BIM segments are both rightward burn-
ing, corresponding to a burned region impinging from
the left. Case (c) corresponds to the boundary of a re-
gion on the right. Because in each of these two cases, the
two BIM segments agree on a burning direction, we call
these configurations of joined segments co-oriented. In
cases (b) and (d), the BIM segments chosen are not co-
oriented, and do not correspond to the oriented boundary
of a burned LHS or RHS.
More precisely, consider the two front elements in-
volved in the intersection and their respective directions
of propagation nˆi. For each, denote by tˆi the direction
tangent to the corresponding BIM segment and oriented
away from the intersection. If the two cross-products
nˆi× tˆi are of opposite sign, the segments are co-oriented.
If we were to choose a non-co-oriented configuration
(say case (b)), then a burned region abutting this curve
from the left (right) will burn through the stable (unsta-
ble) BIM segment immediately. Consequently, neither
this BIM segment, nor its iterate would bound the iter-
ated burned region. Therefore, our first new requirement
of the active transport boundary is that it be composed
of BIM segments that are co-oriented. For the remainder
of this paper we analyze fronts progressing from left to
right as in Fig. 8(a).
(a) (b) (c) (d)
FIG. 8. For cases (a,c), the two BIMs agree on a burning
direction and so are co-oriented. In cases (b,d), the two BIMs
are mismatched. (v0 = 0.1, b = 0.3, ω = 5, φ = 0)
B. Intersections: splitting, continuation, connection,
concavity, convexity
In the advective turnstile, an intersection between sta-
ble and unstable invariant manifolds must map to an-
other such intersection. This fact allows us to neatly
equate the boundary segments of a lobe iterate with the
iterates of the initial boundary segments.
In the active system, an intersection in the xy-
projection of two BIMs is not an intersection in xyθ-
space. Generically, the BIM projections meet with dif-
ferent orientations and so two different front elements
participate in their xy-intersection. More importantly,
these two front elements evolve forward splitting apart
in xy-space (Fig. 9(a)). This might seem to foil an active
generalization of the turnstile. However, the bounding
property of both advective and active invariant mani-
folds is not a pointwise property, but a property of curve
segments. This implies that the functional intersection
is not necessarily lost; we can define an intersection con-
tinuation by tracking the continuous evolution of the in-
tersection of the two BIMs. Figure 9(a) shows that while
the two front elements initially involved in the intersec-
tion always separate, a natural continuation of this inter-
section can be defined. This continuation outruns each
of the two front elements by a factor of 1/ cosα in the
comoving fluid frame.
Figure 9(a) is compatible with two different burned
regions. In Fig. 9(b), the burned region has a concave
corner while the region in Fig. 9(c) has a convex corner
(compare Fig. 8(a,c)). In order to understand the evolu-
tion of these burned regions using the 3D ODE for front
propagation, we need to properly join the two original
front segments at the corner. Remembering that fronts
are curves in xyθ-space, it is clear that the two front seg-
ments alone form a discontinuous curve. We join these
two front segments with a connection C that is simply a
straight line connecting the θ values of the two front ele-
ments at the corner. Since θ ∈ S1, there are two distinct
intervals between any two θ values; the physically correct
choice is the shorter of the two intervals. The two seg-
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FIG. 9. (a) Two fronts intersect. As they propagate for-
ward, their intersection moves faster than v0. The initially
intersecting front elements are now separated. (b) Concave
corner. The front elements initially at the intersection become
enveloped in the reacted region. The intersection continua-
tion remains physically relevant. (c) Convex corner. Front
elements at intersection remain on the physical boundary.
The intersection continuation runs ahead of the reacted re-
gion leaving an unburned swallowtail shape behind. The arc
is not the evolution of either front segment.
ments joined with the connection are now a continuous
front in xyθ-space.
In Fig. 9(b), the connection evolves into the arc of a
circle and is immediately burned past by both front seg-
ments. Further, the front segments partially overtake
each other sending finite portions into the reacted re-
gion. The boundary of the final reacted region M(R) is
a subset of the evolved front, ∂M(R) (M3(∂R).
In Fig. 9(c), the connection unfolds in the same way,
but it remains on the boundary of the reacted region,
∂M(R) = M3(∂R). This connection, functioning like a
point stimulation made at the convex corner, is a bound-
ary between burned and unburned that is not the iterate
of, or continuation of, either original front segment; it
generates “new boundary”. Also notice that the inter-
section continuation outruns this point stimulation. This
concept will lead to the second requirement of the active
transport boundary.
C. pips: splitting and continuation
Having now described front element splitting and in-
tersection continuation and the effect of concavity on the
physical relevance of the connection, we apply this to pips
between the BIMs. First we establish some notation for
pips, comparing the passive and active case.
Recall that for advective dynamics, a point p is an ad-
vective pip if WS [zA, p]∩WU [zB , p] \ {zA, zB , p} = ∅ (see
Fig. 3). The image and preimage of a advective pip p0 are
denoted M2(p0) = p1 and M
−1
2 (p0) = p−1, respectively.
For any advective pip pk, M
n
2 (pk) = pk+n, n, k ∈ Z.
We now consider pips in the active case. The tuple
of two intersecting front elements p ≡ (pS , pU ), where
pS , pU ∈ R2 × S1, is a burning pip if Πxy(WS [zA, pS ]) ∩
Πxy(W
U [zB , pU ]) \ Πxy({zA, zB , p}) = ∅ where Πxy de-
notes projection into the xy-plane. In Fig. 10 we have la-
beled the burning pips pi and qi (solid dots). We write p
S
i
(pUi ) to indicate the stable (unstable) component of the
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FIG. 10. Demonstration of the splitting of intersection points.
Intersection continuations pi and qi (solid dots) represent two
coincident front elements. These elements are mapped for-
ward and backward (open dots). (v0 = 0.05, b = 0.4, ω =
5, φ = pi)
ith burning pip pi ≡ (pSi , pUi ), and similarly for qi. Since
a burning pip p0 splits, M3(p
S
0 ) 6= pS1 , M3(pU0 ) 6= pU1 ,
M−13 (p
S
0 ) 6= pS−1, and M−13 (pU0 ) 6= pU−1. Generically,
Mn3 (pk) 6= pk+n,∀n, k ∈ Z, n 6= 0. However, continua-
tion of intersections takes pi → pi+1 and qi → qi+1. In
Fig. 10 unfilled dots denote iterates of the two compo-
nents of each burning pip (solid dots) along either the
stable or unstable BIM.
For instance, examine the evolution of p−1 in Fig. 10.
Because of front element splitting, M3(p−1) 6= p0. In-
stead, the two front elements pS−1 and p
U
−1 that compose
p−1 map to M3(pS−1) and M3(p
U
−1). Notice that the two
points M3(p
S
−1) and M3(p
U
−1) have mapped, respectively,
behind the local unstable and stable BIMs at p0.
Unlike the passive case, in which the boundary of a lobe
exactly maps to the boundary of the iterated lobe, in the
active case, the stable (unstable) boundary segment of a
lobe maps to a stable (unstable) segment that is either
shorter or longer than the stable (unstable) boundary of
the subsequent lobe. We use this knowledge, and the
fact that pips alternate between concave and convex, to
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FIG. 11. (a) A concave pip is chosen to define the transport
boundary. (b) LHS and TB are evolved forward showing the
E0 and C0 lobes. (v0 = 0.05, b = 0.4, ω = 5, φ = pi)
derive the following relations.
M3(W
S [p−1, q−1]) = WS [M3(pS−1),M3(q
S
−1)]
)WS [p0, q0]
M3(W
U [p−1, q−1]) = WU [M3(pU−1),M3(q
U
−1)]
(WU [p0, q0]
M3(W
S [q−1, p0]) = WS [M3(qS−1),M3(p
S
0 )]
(WS [q0, p1]
M3(W
U [q−1, p0]) = WU [M3(qU−1),M3(p
U
0 )]
)WU [q0, p1]
(12)
D. Boundaries of the lobes E0 and C0
1. concave pip ensures BIM boundary
We now show that constructing a transport boundary
from BIM segments joined by a concave burning pip en-
sures that the E0 and C0 burning lobes are bounded by
BIM segments. In reference to Fig. 10, we construct the
transport boundary from WS [zA, p0] and W
U [zB , p0] and
the concave connection C (Fig. 9(b)).
This transport boundary (TB) is the bounding front
of LHS, and so by evolving TB forward, we can under-
stand the boundary of the evolution of LHS. Because we
chose a concave pip, ∂M(LHS) (M3(∂LHS). We know
by the invariance of BIMs and Fig. 10 that this transport
boundary will map forward to WS [zA,M3(p
S
0 )]∪M3(C)∪
WU [zB ,M3(p
U
0 )]. We also know that the subsection
of this front WS [p1,M3(p
S
0 )] ∪M3(C) ∪WU [p1,M3(pU0 )]
will lie behind the boundary of the burned region
WS [zA, p1] ∪WU [zB , p1] (see Fig. 11).
Recalling the set definition of the E0 lobe (Eq. (9)),
we see in Fig. 11 that E0 =M(LHS)∩RHS is bounded
by WS [q0, p1] and W
U [q0, p1]. It is similarly straightfor-
ward to see that C0 =M(LHS)c ∩ LHS is bounded by
WS [p0, q0] and W
U [p0, q0].
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FIG. 12. Result of choosing convex pip for transport bound-
ary (bold). Start with LHS burned, and iterate (filled green).
Small unburned region (zoomed inset) has one boundary arc
which is not a BIM. (v0 = 0.05, b = 0.4, ω = 5, φ = 0)
2. convex pip creates non-BIM boundary segment
If a convex pip is chosen instead (p0 in Fig. 12),
the convex connection C used to join WS [zA, p0] and
WU [zB , p0] leads to the following problem. The connec-
tion evolves into the arc M3(C) (Fig. 12 inset), which lags
behind the continuation p1. The space between M3(C)
and the local stable and unstable segments near p1 is part
of LHS yet unburned, and therefore part of the C0 lobe.
Thus the boundary of C0 includes the arc M3(C), which
is not a BIM segment. Therefore, in order to maintain
the property that the E0 and C0 lobe boundaries are BIM
segments, we must impose the second constraint that the
transport boundary is defined by a concave burning pip.
E. Relations between fronts of preimages and preimages
of fronts
The correspondence between burned region evolution
(Eq. (4)) and bounding front propagation (Eq. (6)) has
already been established. We used this correspondence
to understand the nature of the E0 and C0 lobes. Here
we establish an analogous correspondence between the
loose and tight preimages of a region A and the bounding
curves so that we may similarly understand the E−1 and
C−1 lobes. Figure 13 illustrates sets A, M−1(A) and
M−1(A) as well as the relevant curves.
We begin with the loose preimage. Consider the set of
stimulations which do not reach the target set A, D =
{p : M(p) ∩ A = ∅} = M−1(A)c. The boundary of D
maps into the boundary of A with orientation reversed,
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FIG. 13. Illustration of how convex (a) and concave (d) cor-
ners behave under loose (b,e) and tight (c,f) preimages. u is
a uniform flow to the right. (b,c,e,f) Green regions are preim-
ages of A. Black curves represent two ways of mapping ∂A
backwards. Reference curves (gray) show original region.
M3(∂D) ⊂ R(∂A). Application of an inverse and second
reversal yields R(∂D) ⊂ RM−13 R(∂A). Finally, since
D is the complement of the set of interest, R(∂D) =
∂M−1(A). Thus we have the following relation between
the boundary of the loose preimage and A through the
front element dynamics,
∂M−1(A) ⊂ RM−13 R(∂A). (13)
Equality is obtained when no local (swallowtails)
or global front intersections develop in RM−13 R(∂A)
(equivalently in M−13 R(∂A)). As we see comparing
Figs. 13(b) and 13(e), a concave corner is certain to pro-
duce a swallowtail and break the equality.
The tight preimage relation is simpler to state,
∂M−1(A) ⊂M−13 (∂A), (14)
similarly with equality if no front intersections are devel-
oped in M−13 (∂A).
F. Boundaries of the lobes E−1 and C−1
With the correspondence between bounding fronts and
region preimages (Fig. (13)) established, we can deter-
mine the E−1 and C−1 lobes with the assistance of the
invariant manifolds. In Fig. 14(a), we define the trans-
port boundary TB using a concave pip.
The E−1 lobe depends on the loose preimage
M−1(RHS) through Eq. (11). Let us examine this
preimage. In the previous section, we established the re-
lation Eq. (13) between the boundary of a preimage and
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FIG. 14. (a) A concave pip is chosen to define the trans-
port boundary. (b) RHS and TB are evolved backward
(loose preimage) showing the E−1 and C−1 lobes. E−1 lobe
is bounded by BIMs. C−1 lobe has non-BIM boundary.
(v0 = 0.05, b = 0.4, ω = 5, φ = pi)
inverse images of boundaries. Here this relation gives,
∂M−1(RHS) ⊂ RM−13 R(∂RHS)
= RM−13 (TB)
Figure 14(b) illustrates the inverse of the transport
boundary M−13 (TB) and the region it bounds (green).
Since TB has a concave pip, M−13 (TB) is not forced to
generate a swallowtail. Our earlier assumption about v0
being small enough to not generate any new intersections
ensures that the entire curve M−13 (TB) is free of self in-
tersections. Thus we have the equality ∂M−1(RHS) =
RM−13 (TB). This ensures that the loose preimage of
RHS is exactly the white region in Fig. 14(b). Finally
intersecting with LHS (Eq. (11)), we see the location
of E−1 and that its boundaries are the BIM segments
WS [q−1, p0] and WU [q−1, p0].
On the other hand, C−1 depends on the tight preimage
of the other side, M−1(LHS) (Eq. (11)). Equation (14)
gives,
∂M−1(LHS) ⊂M−13 (∂LHS)
= M−13 (TB)
Therefore,M−1(LHS) is exactly the green shaded re-
gion in Fig. 14(b). Intersecting with RHS, we see that
C−1 is not bounded by BIM segments WS [p−1, q−1] and
WU [p−1, q−1] (see Fig. 14(b) inset). It is instead bounded
by WS [M−13 (p
S
0 ), q−1], W
U [M−13 (p
U
0 ), q−1] and M
−1
3 (C).
In the same way, we previously found that when a convex
pip is used, the C0 lobe is bounded in part by M3(C), a
non-BIM segment.
If one is only interested in the escape process, i.e.
transport of the burned region to the right of the TB,
both concave and convex pips are equally suitable, in
that E−1 and E0 are both bounded entirely by BIMs.
However, for the capture process, i.e. entrainment of un-
burned fluid to the left of the TB, either the lobe C−1 (for
a concave pip) or the lobe C0 (for a convex pip) will be
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FIG. 15. Evolution of C−1 lobe and its bounding segments.
(v0 = 0.05, b = 0.4, ω = 5, φ = pi)
bounded in part by a non-BIM segment. We shall pref-
erentially consider concave pips in the remainder of this
paper, both because the lobe C0 is more directly visible
in experiments and because the relevant TB (concave)
can be realized through the dynamical development of a
burned region.
G. Map inclusions
As can be seen in Figs. 15 and 16, the passive relations
C0 = M2(C−1) and E0 = M2(E−1) are softened to the
following inclusions,
E0 ⊂M(E−1), (15a)
C0 ⊂M(C−1). (15b)
The E0 inclusion follows directly from the definition
Eq. (7). However, the C0 inclusion depends on the fact
that M3(W
S [pS−1, q
S
−1]) includes W
S [p0, q0], the stable
boundary of C0. We may reobtain E0 by intersecting
Eq. (15a) with the RHS,
E0 =M(E−1) ∩RHS. (16)
VII. ARBITRARY v0: THE ROLE OF ADDITIONAL
INTERSECTIONS
We have shown that for appropriately small v0, there
are new criteria that need to be taken into account when
constructing a burning turnstile. These criteria arise
from breaking the v0 = 0 symmetry. In this section we
examine the case of larger v0, where new intersections
arise.
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FIG. 16. Evolution of E−1 lobe and its bounding segments.
(v0 = 0.05, b = 0.4, ω = 5, φ = pi)
A. Swallowtails
In classical front propagation theory, formation of
swallowtail catastrophes is generic22 (Fig. 17). A front
with a concave segment has a point of greatest curvature
or, equivalently, minimum radius of curvature. A swal-
lowtail catastrophe occurs when this point propagates
forward to its local center of curvature. As the front prop-
agates further still, it develops a self-intersecting struc-
ture reminiscent of a swallow’s tail. In the case of a front
separating burned and unburned regions, the swallowtail
must lie entirely within the burned region. That is, the
front segments that make up the swallowtail are no longer
boundaries between burned and unburned regions.
Swallowtail formation is also generic for fronts prop-
agating in flowing media. The flow will influence the
curvature of the front, thereby promoting or preventing
formation of swallowtails. Many flows will tend to gen-
erate and regenerate areas of concavity in propagating
fronts, thus facilitating continued swallowtail formation.
1. C−1 lobe swallowtail
Given the basic turnstile geometry in Fig. 3, we might
expect to see swallowtails first appear in the boundary of
the C−1 lobe23. This is because the lobe is long and nar-
row, creating a segment of high curvature at the tip. As
the right-burning stable BIM deviates from the advective
manifold (with increasing v0), the BIM is forced inward,
increasing the curvature at the tip until a swallowtail is
forced24.
Let us consider the effect of such a swallowtail on the
C−1 lobe. This lobe is defined as the set of all point stim-
ulations that cross the transport boundary completely.
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FIG. 17. The creation of a swallowtail in a system with no
flow, as is common in standard optics and other front prop-
agation phenomena. Burned region with parabolic bound-
ary impinging from the left. Front elements first collide at
a singularity—the swallowtail catastrophe (SC). The final
swallowtail-shaped region (ST) has been traversed by two
front segments. (inset: red-rumped swallow, wiki commons
images)
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FIG. 18. Swallowtail diminishes size of C−1 lobe. Evolving
C−1 forward covers most of C0, but leaves an empty space
along stable BIM. (v0 = 0.085, b = 0.3, ω = 5, φ = pi)
Suppose a stimulation within the triangular region (point
a in Fig. 18) were to evolve completely across the TB.
Then the last front element to pass through the stable
BIM would be tangent to it and co-oriented. Hence, ac-
cording to the no-passing lemma, this stimulation could
not pass through entirely—a contradiction. The swallow-
tail region is therefore not a part of the C−1 lobe. The
area remaining is shown in Fig. 18 (inset). The first effect
of swallowtails, then, is that the C−1 area is diminished
by the encroaching swallowtail.
The second effect is that the boundary of the C−1 lobe
is reduced; here, the middle segment of the stable BIM
is no longer on the lobe boundary (Fig. 18 inset). In
general, a single bounding BIM segment is replaced by
the joining of two segments.
Evolving this reduced area forward, we find the situa-
tion in the upper-left of Fig. 18. The region bounded by
stable and unstable BIMs is still the C0 lobe—nothing
in this region is reached by any stimulation on the LHS.
However, notice that a small portion also remains un-
burned by the evolution of C−1. We can understand this
by looking at Fig. 9(c); the intersection continuation runs
ahead of the burned region leaving an unburned gap. In
this case, the intersection continuation is lost when the
swallowtail itself is removed by its catastrophe; at this
point, we are left with the evolution of two distinct fronts
(the boundary of the evolving C−1 lobe and the now un-
folded segment of stable BIM). The arc that bounds the
unburned gap in Fig. 9(c) is in Fig. 18 geometrically dis-
torted by the flow, reversing its concavity.
Our previous inclusion relation for the evolution of C−1
(Eqs. (15b)) has thus been weakened to: if C−1 6= ∅, then
C0 ∩M(C−1) 6= ∅.
2. C0 lobe swallowtail
In the same spirit, the C0 lobe may form a swallowtail
as the unstable BIM deviates inward from the advective
unstable manifold (Fig. 19). This swallowtail region rep-
resents fluid that has been crossed by two separate front
segments of the evolving LHS. As C0 is the region that
is not burned by any stimulation on the LHS, this swal-
lowtail region is excluded from the C0 lobe.
The unstable BIM segment that evolves to form this
swallowtail previously bounded part of the C−1 lobe.
However note that this segment is oriented into C−1.
Therefore, evolving C−1 forward, the whole unstable
BIM segment (whether it forms a swallowtail or not)
is immediately burned through by M(C−1). Therefore,
this swallowtail on the unstable manifold does not itself
negate the inclusion relation C0 ⊂M(C−1).
Just as we saw in the C−1 lobe, the existence of a
C0 swallowtail only removes lobe boundary and so this
boundary is still composed of BIM segments.
3. E−1 and E0 lobe swallowtails
Adjusting the flow appropriately, the advective E0 lobe
becomes longer, thinner and begins to fold. The active
E0 lobe can develop a swallowtail in the concave folding
region (Fig. 19). This area is “burned twice” and so is
still within the E0 lobe. The inclusion relation remains
E0 ⊂M(E−1).
The E−1 burning lobe can be similarly modified. As
in the C−1 case, this swallowtail unfolds in forward time.
However, since stimulations in E−1 need only intersect
the RHS, the swallowtail is included in E−1. The inclu-
sion relation is also unaffected.
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FIG. 19. Cartoon illustrating four basic swallowtails in the
burning turnstile—one in each lobe. More complex flows can
generate yet more swallowtails.
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FIG. 20. Increasing v0 = [0, 0.037, 0.074, 0.1] from left to
right. C0 and C−1 lobes become empty and burning pips are
lost. Dots show advective fixed points. (b = 0.4, ω = 5, φ = pi)
B. Existence of pips
Unlike advective pips, which exist for any amount of
periodic perturbation, it is possible for burning pips to be
pulled apart in certain parameter regimes—for instance,
when the front propagation speed is large enough. We
can understand the basic intuition geometrically. Fig-
ure 20 shows BIMs for the same flow with four increas-
ing values of v0. In the left-most case (v0 = 0), the
BIMs degenerate to the advective invariant manifolds.
All four turnstile lobes have the same area. This is be-
cause of area-preservation of the map (incompressibility
of the fluid) and zero-net-flux across the turnstile. As
v0 is increased, the stable and unstable BIMs of interest
are to the left and right of their respective advective fixed
points. Also, the distance from each fixed point increases,
squeezing the capture lobes to zero area, and finally de-
stroying the central pip. Note that this loss of area is a
mechanism distinct from the swallowtail discussed above.
It is also interesting to see the heteroclinic connection
in Fig. 20(c). As previously discussed, intersections of
fronts in xy-space are not intersections in xyθ-space. In
this case, since p0 is a tangency between BIM projections,
a b c d
FIG. 21. Increasing B = [0.133, 0.267, 0.400, 0.533] we see the
finite gap caused by v0 overcome by oscillations of the BIMs.
Greater B does not necessarily correspond to larger lobes.
Dots show advective fixed points. (v0 = 0.1, ω = 5, φ = pi)
this is a true intersection of BIMs and thus p0 generates
a heteroclinic orbit.
We can understand the pip existence issue from an-
other perspective. In the time-independent flow the
stable and unstable BIMs are separated by some finite
gap (see Fig. 21(a) and Appendix A for details). Suffi-
cient forcing causes oscillations in the BIMs on this same
length scale—enough to generate intersections and lobes.
The dependence of pip existence and lobe area on forc-
ing strength appears to be more complex than on burning
speed. For instance in Fig. 21 we see that the pips gained
by some forcing in (c) are then lost by greater forcing in
(d).
In short, there are several distinct ways in which a
system may gain or lose a burning pip. The physical
implications of this warrant further investigation.
C. Channel wall
In this paper, we have considered fluids within a chan-
nel geometry. A stimulation made in this channel with
no flow will propagate outwards as a circle with radius
growing at speed v0 until it runs into the channel wall.
A burned region that encounters the channel wall finds
nothing beyond to burn, and so its bounding front stops
progress in that direction.
While this is straightforward to understand, its imple-
mentation is worth noting. Numerically, we supply the
channel with a thin boundary layer, extending the do-
main just beyond the channel wall. The particular flow
u chosen beyond the boundary is not important. Upon
entering this boundary layer, a front element’s velocity
perpendicular to the channel is quickly attenuated, reach-
ing zero at the outer limit. In this way, front elements
that enter the boundary layer do not leave.
In the ideal limit the boundary layer is infinitely thin,
and front elements that enter this layer can be identified
with points on the channel wall. The result is that when
lobes (such as the E0 lobe in Fig. 22) collide with the
channel wall, the channel wall itself forms a segment of
the lobe boundary.
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FIG. 22. The deviation of the BIMs from the advective man-
ifolds (dashed) is sufficient that the unstable BIM runs into
the channel wall. The channel wall thus forms part of the E0
lobe boundary. (v0 = 0.075, b = 0.3, ω = 4, φ = pi)
VIII. APPLICATION: REACTION FRONT
SUPPRESSION
There is growing interest in the behavior of biological
and chemical systems in fluid flows25,26. For instance, re-
cent studies have examined the interplay between rapid
population growth in plankton and the underlying ocean
currents27. Here we describe a scenario in which knowl-
edge of the burning turnstile can be used to more effi-
ciently mitigate the impact of an impinging front. Imag-
ine an ocean bay that we wish to protect from an invad-
ing algal bloom. Suppose that the surface ocean flow is
well-modeled by a 2D periodically perturbed flow28. A
separatrix may be generated by an ocean current par-
allel to the coastline and across the mouth of the bay.
Additionally, diurnal tides are a reasonable source of pe-
riodic perturbation. This combination produces a turn-
stile mechanism for ocean water to enter and exit the
bay.
As we have discussed in this paper, this turnstile may
be modified to account for the addition of propagating
fronts. An active constituent in the ocean, such as plank-
ton, would be transported into the bay by the advective
turnstile while simultaneously growing outward, pushing
past the advective invariant manifolds to the BIMs defin-
ing the burning turnstile.
Suppose the goal is to protect the bay by applying an
algaecide to the surface of the water in synchrony with
the tide. Furthermore, imagine that this substance is
100% effective, but is active for only a short time, pos-
sibly due to photo-degradation. Importantly, treatment
is often costly or toxic to other ocean life, so we wish to
apply only as little as possible. We do not presume the
details accurately reflect a real-life scenario. The inten-
tion is to illustrate a plausible motivation for suppressing
the invasion of a front.
A. Strategies
There are several strategies that may be suggested.
First is to apply a strip of algaecide spanning the mouth
of the bay in a rectangle. While this protocol and simple
to implement, it does not take advantage of our under-
standing of the dynamical structure, and as a result ei-
ther fails to prevent the algae invasion, or uses an excess
of suppressant.
A better strategy attempts to make use of oceanic flow
structures. In particular, one could focus the treatment
on the advective E−1 or E0 lobe. Enlarging this treat-
ment area uniformly around the advective lobe yields an
effective and more efficient strategy. As a first approxi-
mation, one could enlarge outward a distance v0T . While
this is a reasonable suggestion, it fails to account for the
fact that as the front evolves, its continuous propagation
beyond the corresponding passive trajectories places the
front into regions of flow different from those experienced
by the passive trajectories. In other words, the gradient
of the flow feeds back into the evolution of the front and
in this way leads to lobes that differ from simple uniform
enlargements. During the course of one tidal cycle, the
algae’s growth pushes it just beyond an advective sta-
ble manifold. This grants the algae access to a region of
fluid that was entirely inaccessible to passive trajectories.
This small breach can then proliferate into a significant
bloom.
We propose that the best strategy, given the assump-
tions, is to apply the algaecide to an burning escape lobe
E−1 or E0. This protocol eliminates exactly that algae
which may transgress or has transgressed the transport
boundary. Which of the two is the most efficient (small-
est area) depends on the details of the flow.
Figure 23 illustrates these three protocols (and control
with no suppression). The rectangular protocol clearly
fails to prevent the rightward propagation of the front,
despite the rectangular area being fully twice that of the
larger escape lobe E0. In contrast, both lobe-based pro-
tocols are able to prevent the front propagation, using
significantly less suppressant. (Note that the discrete
grid introduces some noise, which we accommodate by in-
creasing the suppression regions by about 2 cell widths.)
For advective transport, one can readily show that the
TB defined by a pip connecting stable and unstable man-
ifolds minimizes the flux across the TB. A small pertur-
bation to such a TB results in an advective flux that is
larger than (or equal to) the original flux. We conjecture
that an analogous statement is true concerning the TB
for front propagation. This question, however, is more
subtle than in the passive case and will be addressed in
a future publication.
IX. SUMMARY
We have demonstrated how the turnstile, a fundamen-
tal construct in the theory of passive fluid transport,
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FIG. 23. Initial algae population (black) impinging from left. Algae evolved using a grid-based algorithm as in Ref.6. Columns
show four scenarios. Time increases down. (a) No suppression, algae invades. (b) Rectangular suppression of area 2|E0| (green)
around separatrix. The algae still invades. (c,d) Lobe-based suppression at E−1, E0. Lobe protocols completely prevent
invasion.
is generalized to fronts propagating in a flowing fluid.
This burning turnstile is originally defined in terms of
the evolution of point stimulations in the active fluid.
The modified turnstile exhibits several features distinct
from its passive counterpart. First, the burning turnstile
is bounded by BIMs, one-sided barriers to front propaga-
tion. Second, to form a meaningful transport boundary
from finite segments of stable and unstable BIMs, the
BIMs relative orientations must be consistent. Third,
the burning pips used to join the stable and unstable
BIMS are only intersections of the BIMs when projected
to the xy plane. Fourth, this implies that a segment of
the boundary of either C−1 or C0 does not consist of
BIM segments, depending on whether the pip is concave
or convex, respectively. Finally, the areas of the lobes are
not preserved and the relations betweenM(E−1) and E0
and betweenM(C−1) are C0 are more complicated than
the advective case.
Increasing the front propagation speed can change the
topology of the lobes, most notably by generically in-
troducing swallowtails into the lobe boundaries. These
swallowtails excise a portion of a lobe’s BIM boundary. A
large enough propagation speed can even remove a burn-
ing pip entirely. If no such pips remain, the turnstile
formulation can no longer be applied.
To illustrate the utility of this theoretical framework,
we applied it to a simple model of an ocean bay invaded
by algae. This shows that efficient protection of the bay
depends on the geometric constructs discussed herein—
the burning lobes.
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FIG. 24. For any fluid velocity vector u where |u| > v0,
there are two solutions (orientations of gˆ, nˆ) to the constraint
u·nˆ+v0 = 0. Black solution: r˙, gˆ antiparallel. Gray solution:
r˙, gˆ parallel.
Appendix A: No burning lobes in time-independent fluid
flow
It is well-known that there are no transverse intersec-
tions and hence no advective lobes in time-independent
2D flows. These flows also have no burning lobes, how-
ever the reasoning behind this is somewhat different. As-
sume for the remainder of this section that the fluid flow
is time-independent. As previously shown10, BIMs obey
the front-compatibility criterion; gˆ ≡ (cos θ, sin θ) ∝
(dx/dλ, dy/dλ) where λ is a parameterization of the BIM
by the euclidean distance along the BIM. This is a con-
dition on spatial structure. Additionally, BIMs are, by
definition, time-invariant for time-independent flows. A
front element that begins anywhere on the BIM trav-
els in time along the BIM spatially—(dx/dt, dy/dt) ∝
(dx/dλ, dy/dλ). These two proportionalities combine to
yield gˆ ≡ (cos θ, sin θ) ∝ (dx/dt, dy/dt) = u + v0nˆ. This
implies u · nˆ + v0 = 0. This is our main constraint on
BIMs in time-independent flows. If |u| < v0, there are no
solutions. If |u| = v0, there is one solution nˆ = −u/v0.
If |u| > v0, there are two solutions which we illustrate in
Fig. 24. Consider the (hypothetical) intersection of two
BIM segments at a burning pip. If at this intersection
point there is one constraint solution, both BIM segments
pass through the same xyθ point. By uniqueness of so-
lutions to ODEs, these trajectories are the same and so
there are no burning lobes. If there are two constraint
solutions, the two BIM segments pass through the two
different points (x0, y0, θ0) and (x0, y0, θ
′
0). If they pass
through the same point, the previous argument applies
again. Therefore the intersection must be transverse and
the two front elements involved must bear the relation
in Fig. 24. Finally notice that a burning pip, such as
p0 or q0 in Fig. 10), does not have this configuration.
Hence we reach a contradiction. This demonstrates that
time-independent flows do not allow transverse pips or
burning lobes.
