This paper presents a system for protecting the privacy of specific individuals in video recordings. We address the following two problems: automatic people identification with limited labeled data, and human body obscuring with preserved structure and motion information. In order to address the first problem, we propose a new discriminative learning algorithm to improve people identification accuracy using limited training data labeled from the original video and imperfect pairwise constraints labeled from face obscured video data. We employ a robust face detection and tracking algorithm to obscure human faces in the video. Our experiments in a nursing home environment show that the system can obtain a high accuracy of people identification using limited labeled data and noisy pairwise constraints. The study result indicates that human subjects can perform reasonably well in labeling pairwise constraints with the face masked data. For the second problem, we propose a novel method of body obscuring, which removes the appearance information of the people while preserving rich structure and motion information. The proposed approach provides a way to minimize the risk of exposing the identities of the protected people while maximizing the use of the captured data for activity/behavior analysis.
INTRODUCTION
In the last few years, significantly more video cameras continue to be deployed in a variety of locations for different purposes, such as video surveillance and human activity/behavior analysis for medical applications. These systems have posed significant questions about privacy concerns. There are many challenges for privacy protection in video. First, we have to deal with a huge amount of the video data. A video stream captured by a surveillance camera within 24 hours consists of 2 592 000 frames of image (in 30 fps) per day and more than 79 million image frames per month. Medical studies usually need to conduct a longterm recording (e.g., a month or a few months) with dozens of cameras, and thus produce a huge amount of video data. Second, labeling data is a very labor-intensive task but many automatic video analysis algorithms and systems rely on a large amount of training data to achieve a reasonable performance. This problem becomes even worse when the privacy protection issue is taken into account, because we have only limited personnel who can access the original data. Third, we have to deal with the real-time issue because many video analysis tasks require video data to be processed in real time.
In the previous research, quite a few researchers took account of privacy protection in video from different points of view. Senior et al. [1] presented a model to define video privacy, and implemented some elementary tools to rerender the video in a privacy-preserving manner. Tansuriyavong and Hanaki [2] proposed a system that automatically identifies a person by face recognition, and displays the silhouette image of the person with a name list in order to balance the privacy protecting and information conveying. Brassil [3] implemented a system to allow individuals to protect privacy from video surveillance with the usage of mobile communications. Zhang et al. [4] proposed a detailed framework to store privacy information in surveillance video as a watermark and monitor the invalid person in a restricted area but protect the privacy of the valid persons. In addition, several research groups [5] [6] [7] discussed the privacy issue in the computersupported cooperative work domain. Furthermore, Newton et al. [8] proposed an effective algorithm to preserve privacy by deidentifying facial images. Boyle et al. [9] discussed the effects of blurring and pixelizing on awareness and privacy.
In this paper, we present our efforts in developing tools for protecting the privacy of specific individuals in video. Our problem is slightly different from the previous problems, where a common practice of privacy protection in video is to obscure human faces as those appearing in TV news. But in this work, since we are interested in privacy protection for medical applications, obscuring faces might not be sufficient for some cases. For example, video/audio analysis can be a very useful assistive tool for geriatric cares. However, some of the patients living in the facility, who do not want to participate in the studies, are also captured by video cameras. In order to protect privacy of those individuals, simply obscuring the face is not satisfactory. Those individuals are required to be removed from the video right after the recording by the regulation. A solution is to completely remove those individuals from video by masking their whole bodies. But this solution makes some studies, such as the social interaction between those individuals and other patients, impossible. Therefore, our goal is to maximize the benefits of the captured video data while effectively protecting the privacy of different individuals. In this paper, we propose to protect privacy by removing appearance information while keeping the structural information of human bodies. We use a pseudogeometric model, that is, edge motion history image (EMHI), to preserve body structure and motion information for activity analysis. In order to obscure those people from video recordings, we have to identify those people from the video first. But as one of the constraints, the university's IRB (Institutional Review Board) has required to protect the identities of patients before unauthorized personnel can access the data. This means that only authorized personnel (e.g., doctors and nurses) can help to identify those people. Manually identifying those individuals in such prolonged video is a very difficult task, if not impossible, because of not only the large data volume but also the high frequency of people appearing and disappearing in the camera scene. Therefore, automatic people identification is crucial for protecting the privacy in video. However, constructing an automatic person identification system also encounters the difficulty of privacy protection issue. On one hand, training a good person identification system requires a large amount of training data. On the other hand, it is difficult for authorized personnel to provide such a large amount of labels. Therefore we augment the learning process with insufficient labeled data and additional pairwise constraints that can be labeled by unauthorized personnel without exposing the patient identity information.
The rest of the paper is organized as follows. Section 2 describes the problem and overviews the developed tools. Sections 3-6 present the development of the people identification tools using noisy pairwise constraints. Section 7 introduces the method for obscuring people and Section 8 concludes the paper.
PROBLEM DESCRIPTION
In this research, we would like to develop tools for protecting the privacy of specific individuals in video. Specifically we need to completely remove those individuals' appearance information from video, under the constraint that only authorized personnel can access original data. Therefore, our problem is made up of two subproblems: (1) with the limited labeled data, and (2) remove appearance information but keep the structure information of their bodies.
To address the first subproblem, we use a system that identifies people based on color appearances, because current recognition algorithms are not robust enough to produce useful results given data of this quality. We propose a method that can augment labeled data by training a person identification system from both identity labeled data and pairwise constraints. The basic idea is to let authorized personnel label identities of people on a small set of data and ask unauthorized personnel to label pairwise constraints from the video data with human faces automatically masked. We then use the true labels as well as pairwise constraints to train the people classifier.
The proposed approach consists of five modules as shown in Figure 1 . The first module automatically locates human faces and computes their obscure masks. An algorithm is proposed to robustly detect human faces by integrating face detection and bidirectional tracking, which is discussed in Section 3. The training data for constructing a person identification system can be labeled from two different modules. One is the conventional labeling module, in which the authorized personnel can label identities of human subjects from the original video data. The labeling results are the subjects' images associated with the identities. The other is the pairwise constraint labeling module, which is used to label pairwise constraints from face-obscured video data. When labeling a pairwise constraint, a user is asked to Datong Chen et al.
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judge if two images belong to the same class without identifying who they are. The judgment on a selected image pair is called a pairwise constraint. In Section 4, we describe a user study, which verifies that humans can perform reasonably well in labeling pairwise constraints from face-masked images. Compared to the conventional labeling process, it is much cheaper to obtain a large number of pairwise constraints by exploiting unauthorized human power without exposing identities of human subjects in the video.
The fourth module trains the classifier for identifying people using both labeled data and pairwise constraints. Note that the previous work on using pairwise constraints assumes the existence of noiseless pairwise constraints. However, we have to deal with noisy pairwise constraints in the proposed method because it is difficult for the unauthorized annotators to label perfect pairwise constraints from faceobscured data. Therefore, we propose a novel discriminative learning algorithm based on conventional margin-based learning algorithms to handle imperfect pairwise constraints in the training process. The final module obscures appearances of selected individuals to protect patients' privacy from public access. The appearance of a protected subject is removed from both face and body texture while the structures of the body and motion are preserved.
THE AUTOMATIC FACE OBSCURING MODULE
This module first detects and tracks faces in video frames, and then creates obscure masks using the face locations and scales. In this section, we only focus on describing the face detection and tracking process, which must achieve a high recall in order to protect patients' privacy. Large variances on face poses, sizes, and lighting conditions are major challenges in analyzing surveillance video data, which cannot be covered by either profile faces or even intermediate estimations.
In order to achieve a high recall, we utilize a new forwardbackward face localization algorithm by combining face detection and face tracking technologies.
Many visual features have been used to detect faces, for example, color [10] and shape [11] , which are effective and efficient in some well-controlled environments. Most recent face detection algorithms employ texture feature or appearances and train face detectors statistically using learning techniques, such as Gaussian mixture models [12] , PCA (principal components analysis), neural networks [13] , and SVM (support vector machine) [14] . Viola and Jones [15] applied the boosting technique to combine multiple weak classifiers to achieve fast and robust frontal face detection. To detect faces in varying poses, profile faces [16] and intermediate pose appearance estimations [17] have been studied but the problem is still a great challenge.
Face tracking follows a human head or facial features through a video image sequence using temporal correspondences between frames. In this paper, we are only interested in tracking human heads, which can be achieved by tracking segmented regions [18] , color models or color histograms [19] [20] [21] , or shapes [11] . A tracking process includes predicting and verifying the face location and size in an image frame given the information in the consecutive frames. Kalman filters [22] and particle filters can be used to perform the prediction adaptively.
To effectively obscure human faces in video, we propose a bidirectional tracking algorithm to combine face detection, tracking, and background subtraction into a unified framework. In this algorithm, we first perform background subtraction to extract foreground and then run face detection on the foreground. Once a face is detected, we track the face simultaneously in both backward and forward directions in video.
Background subtraction
A background is dynamically learned by using the kernel density estimation [23] . Given a set of appearances A = (A t1 , A t2 , . . . , A tn ) of a layer extracted with rectangular windows from n frames, we can normalize the size of each appearance and represent it as A = (A t1 , A t2 , . . . , A tn ). Let A t (x) be a pixel value at a location x in the rectangle appearance patch of A t . Given the observed pixel value A t (x) in a tracking candidate window A t (can also be normalized to A t ), we can estimate the probability of this observation as
where K is a kernel function defined as a Gaussian function:
The constant σ is the bandwidth. Using the color values of a pixel, the probability can be estimated as
where α is the weight associated with the number of appearance samples in the model A:
Given a background model and a new image, foreground regions can be extracted by computing the probability of each pixel in the image using (3) with a cutoff threshold of 0.5.
Face detection
Two face detectors are used in parallel on the extracted foregrounds in this paper. The first face detector is the Schneiderman-Kanade [16] face detector. The detector extracts wavelet features in multiple subbands from a large amount of labeled images and trains neural networks using a boosting technique. The detector is used to detect only frontal faces in this paper, though it can be extended for several other poses, which are pretrained as face profiles.
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The second face detector is a head-and-shoulder analyzer based on the boundary of a foreground region. The shape of a combination of head and shoulder is a good evidence to detect the face (head) of a standing or sitting person with a large variation of head poses.
SVMs are trained to detect head-and-shoulder patterns on the basis of bag-of-segments. To extract this feature, long up-boundaries are first tracked in the backgroundsubtracted image. We then scan a boundary contour with a 5-overlapped-circle template. The related positions of the 5 circles are fixed. We vary the sizes of the template from 25 pixels to 125 pixels (25, 45 , . . . , 125) in height. The template extracts 5 segments at each location as shown in Figure 2 . We represent each segment using the second, third, and fourth orders of moments after normalizing with the first order of moment.
Face tracking
A detected face is tracked in both backward and forward directions. We track a face using an approach based on online region confidence learning. This approach associates different local regions of a face with different confidences on the basis of their discriminative powers from their background and probabilities of being occluded. To this end, face appearances are dynamically accumulated using a layered representation. Then a detected (or tracked) face area is partitioned into regular and overlapping regions. We learn the confidences of these regions online by exploiting the most discriminative features to local background, and the occlusion probability in the video. The learned regions confidences are modeled as bias terms in a mean-shift tracking algorithm. This approach has advantages of using region confidences against occlusions and a complex background [11] .
The performance of the face detection and tracking algorithm is evaluated by a public CHIL database (chil.server.de). In 8 000 testing frames, the algorithm detected 98% (recall) faces in the ground truth with at least 50% area covered by the detection results with a 95% precision.
LABELING PAIRWISE CONSTRAINTS WITHOUT EXPOSING PEOPLE IDENTITIES
To address the leakage of the authorized human power in labeling, we use two labeling modules, including the conventional labeling module for authorized personnel and the pairwise constraint labeling model for unauthorized personnel. In the second labeling module, we can employ a large number of unauthorized personnel to provide data labels for training. The challenge is how to obtain useful data labels from unauthorized personnel while still maintaining the privacy of protected subjects from these unauthorized personnel.
Instead of labeling the identities of the subjects in video data directly, we propose an alternative solution by labeling the pairwise constraints so that the subject identities are not exposed. By definition, a pairwise constraint between two examples indicates whether they belong to the same class or not. For example, we show a number of snapshots of faceobscured images to an annotator and ask him/her to pick out two snapshots that are most likely to be the same person. Such a constraint provides additional weak information in a form of the relationship between the labels rather than the labels themselves. There are two problems to be considered when using pairwise constraints to improve the training of classifiers.
(1) The labeled pairs may or may not correspond to the same subject. The accuracy of this labeling process is crucial for a further training task.
(2) How to improve a classifier with imperfect pairwise constraints?
A USER STUDY OF THE PAIRWISE CONSTRAINT LABELING QUALITY
Can we obtain satisfactory pairwise constraints without exposing people's identities? Our intuition is that it is possible for unauthorized personnel to obtain highly accurate constraints without seeing the faces, because they could use clothes, shape, or other cues as the alternative information to make decisions on pairwise constraints. To validate our hypothesis, we performed the following user study. We only display the human silhouette images with obscured faces in the user interface shown to human subjects. A screen shot of the interface is shown in Figure 3 . The image on the top-left side is the sample image, while the other images are all candidates to be compared with the sample image. In the experiments, the volunteers were requested to label whether the candidate images contained the same person as the sample image. All images were randomly selected from preextracted silhouette images and all candidate images do not belong to the same sequence as the sample image. There are two modes in our user study tool. In the complex mode, there are multiple candidate images matching to the sample image, while in the simplified mode, only one candidate image matches the sample image. Current user studies take the simplified mode as the basic test bed on the static images. In more detail, the displayed images were randomly selected from a pool of 102 images, each of which was sampled from a different sequence of videos. These video sequences were captured by a surveillance camera in a nursing home environment.
Datong Chen et al. In the user study, nine human subjects took a total of 180 runs to label the pairwise constraints. In all 160 labeled pairwise constraints, 140 constraints correctly correspond to the identities of the subjects and 20 of them are errors, which achieved an overall accuracy around 88.89%. The result shows that human annotators could label the pairwise constraints with a reasonable accuracy from face-obscured video data. But this study also indicates that these pairwise constraints are not perfect. There is a certain amount of errors in the labels, which can pose a challenge for the following training phase.
DISCRIMINATIVE LEARNING WITH NOISY PAIRWISE CONSTRAINTS
To improve upon the classifiers solely using these training examples, we attempt to incorporate the imperfect pairwise constraints labeled from unauthorized personnel as complementary information. That is, we use two different sets of labeled data to build the classifier: one set of labeled data provided by authorized personnel from original video; the other set of imperfect pairwise constraints labeled by unauthorized personnel from privacy-protection data with obscured faces. We propose a novel algorithm to incorporate the additional pairwise constraints obtained from unauthorized personnel into a margin-based discriminative learning. Typically, the margin-based discriminative learning algorithms focus on the analysis of a margin-related loss function coupled with a regularization factor. Formally, the goal of these algorithms is to minimize the following regularized empirical risk:
where x i is the feature of the ith training example, y i denotes the corresponding label, and f (x) is the classifier output. L denotes the empirical loss function, and Ω( f ) can be regarded as a regularization function to control the computational complexity. In order to incorporate the pairwise constraints into this framework, Yan et al. [24] extended above optimization objectives by introducing pairwise constraints as another set of empirical loss functions,
where L (c i j , f (x i ), f (x j )) is called pairwise loss function, and c i j is a pairwise constraint between the ith example and the jth example, which is 1 if two examples are in the same class, −1 otherwise. In addition, c i j could be 0 if this constraint is not available. Intuitively, when f (x i ) and c i, j f (x j ) have different signs, the pairwise loss function should give a high penalty, and vice versa. Meanwhile, the loss functions should be robust to noisy data. Taking all these factors into account, Yan et al. [24] choose the loss function to be a monotonic decreasing function of the difference between the predictions of a pair of pairwise constraints, that is,
Equation (7) assumes perfect pairwise constraints. In the paper, we extend it to improve discriminative learning with noisy pairwise constraints. In our extension, we introduce an additional term g i j to model the uncertainty of each constraint achieved from the user study. The modified optimization objective can be written as
where g i j is the corresponding weight for each constraint pair c i j that represents how likely the constraint is correctly labeled from the user study. For example, if n out of m unauthorized personnel consider these two examples belonging to the same class, we could compute g i j to be n/m. In practice, we can only obtain the positive c i j sign values using a manual labeling procedure or a tracking algorithm. Therefore, we can omit the sign matrix c i j in the future discussion. We normalize the sum of the pairwise constraint loss by the number of total constraints |C| to balance the importance of labeled data and pairwise constraints. In our implementation, we adopt the logistic regression loss function as the empirical loss function due to its simple form and strict convexity, that is, L(x) = log(1 + e −x ). Therefore, the empirical loss function could be rewritten as follows:
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Kernelization
The kernelized representation of the empirical loss function can be derived based on the representer theorem [25] . By projecting the original input space to a high-dimensional feature space, this representation could allow a simple learning algorithm to construct a complex decision boundary. This computationally intensive task is achieved through a positive definite reproducing kernel K and the well-known "kernel trick." We derive the kernelized representation as the following formula:
where K p is the regressor matrix and K p is the pairwise regressor matrix. Please see [24] for more details of their definitions. To solve the optimization problem, we apply the interior-reflective Newton methods to reach a global optimum. In the rest of this paper, we call this type of learning algorithms a weighted pairwise kernel logistic regression (WPKLR).
Experimental evaluations
In this paper, we applied the WPKLR algorithm to identify people from real surveillance video. We empirically chose the constraint parameter μ to be 20 and the regularization parameter λ to be 0.001. In addition, we used the radial basis function (RBF) as the kernel with ρ to be 0.08. A total of 48 hours video in total was captured in a nursing home environment in 6 consecutive days. We used a background subtraction tracker to automatically extract the moving sequences of human subjects, and we particularly paid attention to video sequences that only contained one person. By sampling the silhouette image in every half second from the tracking sequence, we constructed a dataset including 102 tracking sequences and 778 sampling images from 10 human subjects. We adopt the accuracy of tracking sequences as the performance measure. By default, 22 out of 102 sequences are used as the training data and others as testing, unless stated otherwise.
We extracted the HSV color histogram as image features, which is robust in detecting people identities and could also minimize the effect of blurring face appearance. In the HSV color spaces, each color channel is divided into 32 bins, and each image is represented as a feature vector of 96 dimensions. Note that in this video data, one person could wear different clothes on different days in various lighting environments. This setting makes the learning process more difficult, especially with limited training data provided.
Our first experiment is to examine the effectiveness of pairwise constraints for labeling identities as shown in Figures 4 and 5. The learning curve of noisy constraint is completely based on the labeling result from the user study, but uniformly weighted all constraints as 1. Weighted noisy constraint uses different weights for each constraint. In current experiments, we simulated and smoothed the weights based on the results of our user study. The underlying intuition is that the accuracy of a particular constraint can be approximated by the overall accuracy of all constraints with enough unauthorized personnel for labeling. True constraint assumes that the ground truth is available, and thus the correct constraints are always weighted as 1 while wrong constraints are ignored. Although the ground truth of constraints is unknown in practice, we intentionally depict its performance to serve as an upper bound of using noisy constraints. Figure 4 demonstrated the performance with aforementioned three types of constraints. In contrast to the accuracy of 0.7375 without any constraints, the accuracy of weighted noisy constraint grows to 0.8125 with 140 weighted constraints, achieving a performance improvement of 10.17%. Also, the setting of weighted noisy constraint substantially outperforms the noisy constraint, and it can achieve the performance near to true constraint. Note that when given only 20 constraints, the accuracy is slightly degraded in each setting. A possible reason is that the decision boundary does not change stably with a small number of constraints. But the performance always goes up after a sufficient number of constraints are incorporated. Our next experiment explores the effect of varying the number of training examples provided by the authorized personnel. In general, we hope to minimize the labeling effort of authorized personnel without severely affecting the overall accuracy. Figure 5 illustrates the performance with a different number of training examples. For all the settings, introducing 140 constraints could always substantially improve classification accuracy. Furthermore, pairwise constraints could make even more noticeable improvement given fewer training examples, which suggests that constraints are helpful to reduce labeling efforts from authorized personnel. 
HUMAN BODY OBSCURING
The user study in Section 5 shows that identities of people are not completely obscured by only masking the faces, because other people can recognize their familiars by only looking at body appearances. To obscure protected subjects for the public access purpose while keeping the activity information, Hodgins et al. [26] proposed the geometric models, which include stick figures, polygonal models, and NURBS-based models with muscles, flexible skin, or clothing. The advantage of geometric models is its ability to discriminate motion variations. The drawback is that geometric models, for example, the stick models, are defined on the joints of human bodies, which is difficult to automatically extract from video. In this paper, we propose a pseudogeometric model, namely edge motion history image (EMHI) to address the problem of body obscuring. EMHI captures the structure of human bodies using edges detected in the body appearances and their motion. Edges can be detected in a video frame, especially around contours of a human body. This detection can be performed automatically, but it is not able to extract edges perfectly and consistently through a video sequence. To integrate noisy edge information in multiple frames and improve the discrimination of the edge-based model, we use the motion history image (MHI [27] ) techniques.
Let E t (x) be a binary value to indicate if pixel x is located on an edge at time t. An EMHI H τ t (x) is computed from the EMHI of the previous frame H τ t−1 (x) and the edge image E t (x) as
In an EMHI, edges are accumulated through the time line to smooth the noisy edge detection results and preserve motion information of the human activities. Figure 6 shows an original video frame, its EMHI result, background restoration, and the final obscured image. The proposed EMHI algorithm completely removes the identity information of the woman in pink from the video while keeping the action information of the woman. Figure 6 (a) is the original image. Figure 6 also illustrates possible ways to protect privacy of specific individuals in video. Figure 6 (c) shows the result of completely removing the woman in pink from the original image. Figure 6 (b) is the result of applying the EMHI to the entire image. Figure 6 (d) is the result of applying the EHMI to only the woman in pink. The EMHI obscuring process is automatic and does not require silhouettes. The obscured image totally preserves the location of the woman in pink. The body texture is obscured and only body contours are partially preserved, which protects the identity of the woman. The activity of the woman is preserved very well. People can easily tell that someone is walking from this ghost-like image.
CONCLUSION
In this paper, we have described several useful tools for protecting the privacy of specific individuals in surveillance video. These tools provide a robust algorithm of face localization to obscure all faces in the video. The face masked video can be then used to provide labels of pairwise constraints by collecting identical people snapshots in face-obscured images. The pairwise constraints can be provided by a large group of unauthorized personnel even when they have no prior knowledge of the subjects in the video data. According to our user study, we verified that human subjects could perform reasonably well in labeling pairwise constraints from 8 EURASIP Journal on Advances in Signal Processing face-obscured images. At the same time, the authorized personnel provide a small number of labeled data for learning. We proposed a learning algorithm called WPKLR to train a people identifier with both identity-labeled data and pairwise constraints. Furthermore, we expand the learning methods to deal with imperfect labeling of pairwise constraints. This approach could make use of minimal efforts from authorized personnel in labeling the training data while still minimizing the risk of exposing identities of protected people. Based on people identification results, the tools can further remove the appearances of specific individuals from video while preserving the structure of the body and motion information for activity/behavior analysis. We demonstrate the effectiveness of our automatic people labeling approach through the video captured from a nursing home environment.
Our pairwise constraint labeling experiments show that people's identities can be potentially revealed from the faceobscured images. To avoid revealing the identities of protected subjects, unauthorized people must never see the subjects before. Therefore, the unauthorized people do not have a chance to interpret the subjects' identities even if they have figured out the pairwise constraints between subjects.
Although both the face detection and people classification cannot provide 100% accuracy, the proposed system is still able to reduce most of the labeling effort of the authorized personnel. In the future, more efficient face detection and people classification algorithms will focus on improving the automated modules of the system. We also plan to implement user studies to evaluate performance of the tools in both privacy protection and activity analysis.
