We propose a framework for analyzing and comparing distributions without imposing any parametric assumptions via empirical likelihood methods. Our framework is used to study two statistical test problems: the two sample test problem and the goodness of fit test problem. For the two sample test, we need to determine whether two groups of samples are from different distributions; for the goodness of fit test, we examine how likely a set of samples are generated from a known target distribution. Specifically, we propose two empirical likelihood ratio (ELR) statistics respectively for the two sample test and the goodness of fit test, both of which are of linear time complexity and show higher power (i.e., the probability of correctly rejecting the null hypothesis) than the existing linear statistics on high dimensional data. We prove the nonparametric Wilks' theorems for the ELR statistics, which illustrate that the limiting distributions of the proposed ERL statistics are both chi-square distributions. The limiting distributions can avoid bootstrap or simulation to get the threshold for rejecting the null hypothesis, which makes the ELR statistics are more efficient than the recently proposed linear statistic, finite set Stein discrepancy (FSSD). Additionally, we have experimentally found and theoretically analyzed that F-SSD have poor performance or even fail to test for high dimensional data. Finally, we conduct a series of experiments to evaluate the performance of our ELR statistics as compared to state-of-the-art ones.
Introduction
Comparing samples from two probability distributions or evaluating the goodness of fit of models over observed samples without imposing any parametric assumptions on their distributions are fundamental tasks in machine learning and statistics, and have wide spectra of applications in various areas (Lloyd and Ghahramani, 2015; Li et al., 2017; Bińkowski et al., 2018) . The goal of the two sample test problem is to determine whether two distributions p and q are different on the basis of samples D x = {x i } n i=1 ⊂ X ⊆ R d and D y = {y j } m j=1 ⊂ Y ⊆ R d independently drawn from p and q, respectively. The aim of the goodness of fit test problem is to determine how well a given model density p fits a set of given samples D x = {x i } n i=1 ⊂ X ⊆ R d from an unknown distribution q. These two problems can Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. both be solved via a hypothesis test, where the null hypothesis H 0 : p = q is tested against the alternative hypothesis H 1 : p = q. The main difference is that the distribution of p is known for the goodness of fit test.
The two sample test and the goodness of fit test are generally difficult and challenging in practice, since the underneath distributions are generally unknown apriori. Kernel methods provide a way to implicitly transform the data into a new feature space, and the corresponding reproducing kernel Hilbert spaces (RKHSs) have strong representative power (Cucker and Smale, 2002) . In this paper, we adopt the unit balls in universal RKHSs as the function classes (Muandet et al., 2017) to study these two test problems, since these classes are rich enough to represent all bounded continuous functions defined on a metric space (Fukumizu, Bach, and Jordan, 2004; Sriperumbudur et al., 2010; Steinwart, 2001; Micchelli, Xu, and Zhang, 2006) .
For the two sample test problem, the popular discrepancy, maximum mean discrepancy (MMD), was designed to measure two distributions by embedding them in an RKHS (Gretton et al., 2012a) . The MMD has been attracting much attention in recent two sample test research due to its solid theoretical foundation (Sriperumbudur et al., 2009; Gretton et al., 2007 Gretton et al., , 2012a Song et al., 2012; Zaremba, Gretton, and Blaschko, 2013; Zhao and Meng, 2015; Ramdas et al., 2014) . The minimum variance unbiased estimator MMD Unb of MMD was first proposed in (Gretton et al., 2007) on the basis of n samples observed from each of p and q, which is a U-statistic. However, the asymptotic distribution takes the form of an infinite weighted sum of independent χ 2 variables, so the estimation of the null distribution requires bootstrap or moment matching, which costs at least O(n 2 ). Later, an O(n) unbiased estimate MMD Lin of MMD was proposed (Gretton et al., 2012a) , by using a subsampling of the terms in the sum. MMD Lin has higher variance than MMD Unb , but it is computationally much more appealing.
For the goodness of fit test, the traditional methods need to calculate or compare the likelihoods or cumulative distribution functions (CDF) of the models, but for the large graphical models or deep generative models (Koller and Friedman, 2009; Salakhutdinov, 2015) , it is often computationally intractable (Chandrasekaran, Srebro, and Harsha, 2008) . Recently, Stein's method (Stein and others, 1972; Oates, Girolami, and Chopin, 2017) has been introduced into the ker- Figure 1: Rejection rates of FSSD, MMD Lin and ELR-MMD on two different normal distributions p(x) = N (x|0, I d ) and q(x) = N (x|0, vI d ) with the variance changed in the set v ∈ {1, 1.5, 2, 2.5} for d = 10, 50, 100.
nel domain (Chwialkowski, Strathmann, and Gretton, 2016; Liu, Lee, and Jordan, 2016) , by combining Stein's identity with the RKHS theory, which is a likelihood-free method and depends on p only through the log derivatives. The asymptotic distribution of the statistics under the null hypothesis is an infinite weighted sum of independent χ 2 variables. The bootstrap is adopted for calculating the approximate rejection threshold, whose time complexity is O(n 2 ). A linear time statistic, KSD Lin , was proposed by using half sampling (Liu, Lee, and Jordan, 2016) , which has a zeromean Gaussian limit under the null hypothesis. To improve the performance of the existing linear time statistics, Jitkrittum et al. (2017) proposed a novel statistic, the finite set Stein discrepancy (FSSD), by introducing a witness function on a finite set, which can conduct testing in linear time and show excellent performance on low dimensional data.
In this paper, we introduce the method of empirical likelihood into the domain of linear kernel tests for the first time, and propose two novel empirical likelihood ratio (ELR) statistics for the two sample test and the goodness of fit test, respectively. The empirical likelihood method (Owen, 1990 (Owen, , 2001 owns its broad usage and fast research development to a number of important advantages. Generally speaking, it combines the reliability of nonparametric methods with the effectiveness of the likelihood approach. The regions behave better than confidence regions based on asymptotic normality when the sample size is not large enough. Taking into consideration the asymptotic normality of the linear unbiased estimate MMD Lin (Gretton et al., 2012a) , we first propose an empirical likelihood ratio (ERL) statistic based on the formulation of MMD Lin , named ERL-MMD, for the two sample test problem. We optimize an empirical distribution on the set of the one-dimensional pairwise discrepancies with the constraint that the empirical mean of all discrepancies is 0. We establish the nonparametric Wilks' theorem for the statistic ERL-MMD, which shows that the proposed ERL-MMD has a limiting chi-square distribution. For the goodness of fit test, we propose an ERL statistic based on the linear unbiased estimate KSD Lin , called ERL-KSD, by enforcing an empirical distribution on the the pairwise discrepancies, and derive the nonparametric Wilks' theorem to show the limiting distribution of ERL-KSD. The proposed ELR-MMD and ELR-KSD statistics show better performance than MMD Lin and KSD Lin , and remarkably higher discriminability (power) when comparing two distributions with subtle difference. There are two possible reasons for the impressive performance of the ERL statistics. First, enforcing a probability on each pairwise discrepancy can help discriminate the subtle difference between two distributions. Second, the rejection regions of the proposed statistics are obtained by contouring a log likelihood ratio that may be the most powerful test for a fixed significance level α by Neyman-Pearson lemma (Neyman and Pearson, 1933) .
Another contribution of this paper is that we have experimentally found that the recently proposed FSSD have poor performance or even fail to test for high dimensional data. In Figure 1 1 , we investigate the power of FSSD as compared to MMD Lin and ELR-MMD, on two different normal distributions p(x) = N (x|0, I d ) and q(x) = N (x|0, vI d ) with the variance changed in the set v ∈ {1, 1.5, 2, 2.5} for d = 10, 50, 100. We can find that, MMD Lin and ELR-MMD can work well for d = 10, 50, 100, but FSSD shows poor rejection rates for both d = 10, and fails to reject the null hypothesis H 0 : p = q for d = 50, 100 even when the variance v is very large. We also increase an important parameter of FSSD, the number of test locations J, to further verify the performance of FSSD, but the results are similar that have also been shown in 1. We further provide a deeper understanding of FSSD from the perspective of empirical likelihood and analyze the possible reasons why FSSD shows poor performance or even fails on high dimensional data. Since FSSD has shown good performance on low dimensional data (Jitkrittum et al., 2017) , the proposed ER-L statistics can be considered as complements to FSSD for high dimensional data.
Empirical Likelihood Ratio for Two Sample Test
In this section, we will propose an empirical likelihood ratio (ERL) statistic for the two sample test problem and derive its limiting distribution by Wilks' Theorem. Assume that the data domain is a connected open set X ∈ R d . Let H κ be a reproducing kernel Hilbert space (RKHS) defined on X with reproducing kernel κ, and p a Borel probability measure on X . In this paper, we consider the function class F as a unit ball in a universal RKHS H κ , since this class is rich enough to show the equivalence between the zero expectation of the statistics and the equality of two distributions (Fukumizu, Bach, and Jordan, 2004; Sriperumbudur et al., 2010; Steinwart, 2001; Micchelli, Xu, and Zhang, 2006) . Universality requires that κ is continuous and H κ is dense in C(X ) with respect to the L ∞ norm. It has been proved that the Gaussian and Laplace RKHSs are universal (Steinwart, 2001) .
The mean embedding of p in F, written as µ κ (p) ∈ F, is defined such that E x∼p f (x) = f, µ κ (p) for all f ∈ F and exists for all Borel probability measures when κ is bounded and continuous. The MMD between a Borel probability measure p and a second Borel probability measure q is the squared RKHS distance between their respective mean embeddings,
. It has been proved that for the unit ball in a universal RKHS F, η κ (p, q) = 0 if and only if p = q (Gretton et al., 2012a) .
For the given two samples D
MMD Unb requires O(n 2 ) time to compute h on all interacting pairs. The asymptotic distribution of MMD Unb takes the form of an infinite weighted sum of independent χ 2 variables, so the bootstrap or moment matching for estimation of the null distribution costs at least O(n 2 ). A linear time unbiased estimate MMD Lin of η κ (p, q) was proposed in (Gretton et al., 2012a) ,
In the following, we will present the empirical likelihood ratio statistic based on MMD Lin . We write h i = h(z 2i−1 , z 2i ) and N = n/2 . When calculating h i , i = 1, . . . , N , different independent samples are used for different i. We consider h 1 , h 2 , . . . , h N as i.i.d observations from a univariate distribution ρ. We can define an empirical likelihood function as
The empirical likelihood ratio is then defined as
and it is easy to show that this can be written as
In the two sample test problem, under the null hypothesis H 0 : p = q, the mean µ of ρ should be 0. To obtain the confidence regions, we define the empirical likelihood ratio function
(1) As noted by (Owen, 1988 (Owen, , 1990 (Owen, , 2001 , a unique value for the right-hand side of (1) exists, provided that µ is inside the convex hull of the points h 1 , . . . , h N . An explicit expression for R(0) can be derived by a Lagrange multiplier argument:
The empirical likelihood ratio test statistic is proposed as W (0) = −2 log R(0), that is,
We derive the following theorem, which shows that the proposed statistic W (0) have a limiting chi-square distribution.
i . From Lemma 11.1 of (Owen, 2001) , we have λ =h/S + o p (N −1/2 ). By Taylor's expansion, we have
where for some finite constant C > 0,
Standard Central Limit Theorem and Continuous Mapping Theorem imply that
the proof is completed.
Based on Theorem 1, we can conduct two sample test in this way: we will reject the null hypothesis H 0 , when
Since the limiting distribution is χ 2
(1) , we do not require bootstrap or simulation to get the threshold for rejection. The main computational burden for W (0) is the calculation of h i , i = 1, . . . , N . Therefore, the time complexity of the empirical likelihood ratio statistic W (0) is linear in the number of examples. The empirical likelihood method can also be applied to B-tests (Zaremba, Gretton, and Blaschko, 2013) , since the statistics η i , i = 1, . . . , n B , for different blocks are independent with each other, where B is the block size. However, in each block of B-tests, the pairwise discrepancies are not independent with each other.
Empirical Likelihood Ratio for Goodness of Fit Test
In this section, we will propose an empirical likelihood ratio (ERL) statistic for the goodness of fit test problem and derive its limiting distribution by Wilks' Theorem.
We first introduce the Stein operator (Stein and others, 1972; Oates, Girolami, and Chopin, 2017) , which depends on the distribution p only through log derivative and avoids the calculation of the normalization constant. 
Here we consider the function class F d , where F is a unitnorm ball in universal RKHS (Gretton et al., 2012a) . More precisely, assume that
According to the reproducing property of F, f i (x) = f i , κ(x, ·) F , and that ∂κ(x,·) ∂xi ∈ F, we can define
∂x , which is in F d . Therefore, the kernelized Stein operator can be written as
Under the condition lim x →∞ p(x)f i (x) = 0 for all i = 1, . . . , d, it can be shown using integration by parts that E x∼p (T p f )(x) = 0 for any f ∈ F d . Based on the Stein operator, the kernelized Stein discrepancy is defined as
where g(·) = E x∼q ω p (x, ·) is called the Stein witness function. The Stein witness function plays a crucial role in the FSSD test. When E x∼p ∇ x log p(x)−∇ x log q(x) < ∞, it can be shown that S p (q) = 0 if and only if p = q. The statistic of the KSD can be represented as
∂xi∂yi , and s p (x) = ∇ x log p which is called the score function. An unbiased empirical estimator of S 2 p (q), written aŝ
is a degenerate U-statistic under H 0 . For the goodness of fit test, the rejection threshold is computed by a bootstrap procedure. It can be seen that the computational cost ofŜ 2 is O(n 2 ). To reduce this cost, a linear time estimator was proposed (Liu, Lee, and Jordan, 2016) ,
We write h p,i = h p (x 2i−1 , x 2i ) and N = n/2 . When calculating h p,i , i = 1, . . . , N , different independent samples are used for different i. For the null hypothesis H 0 , we consider h p,1 , h p,2 , . . . , h p,N as i.i.d observations from a univariate distribution. By usingŜ 2 m . we define the empirical likelihood ratio function
An explicit expression for R(0) can be derived by a Lagrange multiplier argument,
The empirical likelihood ratio test statistic is thus
We derive the Wilks' theorem (Theorem 2) for W p (0), which shows a limiting chi-square distribution of W p (0). The proof of Theorem 2 is similar to that of Theorem 1.
(1) . Based on Theorem 2, we will reject the null hypothesis H 0 , when W p (0) ≥ χ 2 α with χ 2 α satisfying Pr(χ 2 (1) ≥ χ 2 α ) = α. The main computational burden for W p (0) is the calculation of h p,i , i = 1, . . . , N . Therefore, the time complexity of W p (0) is linear in the number of examples.
Comparisons with FSSD
In this section, we compare FSSD with existing linear statistics and our ELR statistics and analyze the possible reasons why FSSD shows poor performance or even fails on high dimensional data.
We first briefly introduce FSSD (Jitkrittum et al., 2017) .
from a distribution η which has a density. The statistic of FSSD can be defined as
where g(·) is the Stein witness function given in (2). It has been proved (Jitkrittum et al., 2017) that if the following conditions are satisfied 1) κ : X × X → R is C 0 -universal and real analytic i.e., for all x ∈ X , f (x) = κ(x, x ) is a real analytic function on X ; 2) E x∼q E x ∼p h p (x, x ) < 0; 3) E x∼q ∇ x log p(x) − ∇ x log q(x) 2 < ∞; and 4) lim x →∞ p(x)g(x) = 0; for any J ≥ 1, η-almost surely FSSD 2 p (q) = 0 if and only if p = q. Let Ω(x) ∈ R d×J such that
[
τ (x) = vec(Ω(x)) ∈ R dJ where vec(·) denotes the vectorization, and ∆(x, y) = τ (x) T τ (y) = tr(Ω(x) T Ω(y)). The unbiased estimator of FSSD 2 p (q) is
In the following, we explain the reason why FSSD is different from MMD Lin , KSD Lin , ERL-MMD and ERL-KSD and further the reason why FSSD shows poor performance on high dimensional data.
For MMD Lin , KSD Lin , ERL-MMD and ERL-KSD one data point only corresponds to a one-dimensional statistical value, but for FSSD 2 , one data point corresponds to a d × J matrix Ω(x) or a dJ-dimensional vector τ (x). The underlying reason for the higher dimensional correspondence of F-SSD is the introduction of the finite set. The finite set makes the kernel function κ(x, ·) no longer only appearing in the dot product form with another function f ∈ F, which is different from the forms in MMD Lin , KSD Lin , ERL-MMD and ERL-KSD. The higher dimensional correspondence makes the empirical likelihood difficult to be applied in FSSD. The elements in τ (x) for FSSD are not independent, so if we enforce a probability distribution on the set of τ (x i ), i = 1, . . . , n, the empirical likelihood ratio does not have a limiting χ 2 dJ distribution. According to Proposition 2 in (Jitkrittum et al., 2017) , under the alternative hypothesis H 1 : p = q, if σ H1 = 4µ T Σ q µ > 0, then
From the above equation, we know that n FSSD 2 is highly dependent on the dimension of the data. When the dimension increases, the dimension of Σ q will increase, and then the variance σ H1 becomes larger. When the variance becomes larger, the results will become unstable or even fail. For MMD Lin , KSD Lin , ERL-MMD and ERL-KSD, the kernel function κ(x, ·) only appears in the dot product form, and thus the statistics are all less dependent on the dimension of data. In addition, under the null hypothesis H 0 : p = q, the asymptotic distribution of n FSSD 2 is a finite weighted sum of independent χ 2 variables rather than the normal distributions of MMD Lin and KSD Lin .
Experiments
In this section, we conduct a series of experiments to demonstrate the performance of the proposed ERL statistics and understand the conditions under which the proposed statistics can perform well. Since this paper focuses on the linear kernel-based statistics, we adopt three recently proposed linear statistics as baselines, including MMD Lin (Lin-MMD) (Gretton et al., 2012a), KSD Lin (Lin-KSD) (Liu, Lee, and Jordan, 2016) and FSSD. Since Gaussian kernels are universal (Steinwart, 2001) , we adopt Gaussian kernels κ(x, x ) = exp −γ x − x 2 2 with variable width γ ∈ {2 −10 , 2 −9 , . . . , 2 10 } as our candidate kernel set. The kernel parameter is tuned using 50% of the sample size n. For all evaluations, we set the significance level α = 0.05. All experiments are repeated 100 times. All implementations are in Python and R.
Here we first investigate the power of Lin-MMD, Lin-KSD, ERL-MMD, ERL-KSD and FSSD, and further provide deep insights of the proposed statistics. The first set of experiments are conducted on two Gaussians p(x) = N (x|0, I d ) and q(x) = N (x|0, vI d ) with variable variance v ∈ {1, 1.5, 2, 2.5}. We adopt a fixed dimension d = 100.
To investigate the influence of the number of examples on the gap between the empirical likelihood-based statistics (ELR-MMD and ELR-KSD) and the original linear statistics (Lin-MMD and Lin-KSD), we observe the rejection rates of the statistics for different numbers of examples. The results are shown in Figure 2 . We can find that the gap between Lin-MMD and ELR-MMD or between Lin-KSD and ELR-KSD becomes smaller as the number of examples becomes larger. This is because the influence of the enforced constraint N i=1 p i h i = 0 will be smaller under the null hypothesis for the larger number of examples. By comparing the y-axes of the two figures, we can see that the rejection rates of Lin-MMD and ELR-MMD are higher than those of Lin-KSD and ELR-KSD. Lin-KSD has the worst performance among all linear statistics. In this experiment, FSSD fails to reject the null hypothesis nearly in all cases, while the existing linear statistics Lin-MMD and Lin-KSD and the empirical like-lihood ratio statistics ELR-MMD and ELR-KSD can perform well, independent of the data dimension. These results are in agreement with the analyses given in the end of the last section. It is known that FSSD has shown excellent performance on low dimensional data (Jitkrittum et al., 2017) . The proposed empirical likelihood ratio statistics can be considered as a complement to FSSD for high dimensional data, since they have shown higher power than the existing linear statistics. In the second experiment, we adopt two distributions Gaussian p(x) = N (x|0, I d ) and Laplacian q(
2), in which the parameters are set to make p and q have the same mean and variance. We change the dimension d from 1 to 100 to observe the influence of the dimension on different statistics. The results for different sample sizes n ∈ {80, 400, 2000} are shown in Figure 3 . We observe that FSSD has high power when the dimension d = 1, but the power quickly drops as the dimension increases. When the dimension d ≥ 10, FSSD has poor performance (the power is less than 0.5), and when the dimension d ≥ 40, FSSD fails to reject the null hypothesis. In this experiment, the difference between p and q is subtle, because they have the same mean and variance. Lin-MMD and Lin-KSD nearly fail to detect this subtle difference even with a large sample size, whereas ELR-MMD and ELR-KSD show remarkably good performance. There are two reasons for the impressive performance of the empirical likelihood ratio statistics. First, enforcing a probability on each pairwise discrepancy can help discriminate the subtle difference between two distributions. Second, the rejection regions of the proposed statistics are obtained by contouring a log likelihood ratio that may be the most powerful test for a fixed significance level α by Neyman-Pearson lemma (Neyman and Pearson, 1933) . This point still needs to be theoretically proved though.
In the third experiment, we compare the running time of all these linear statistics. The results are shown in Figure 4 . We observe that the running time of the empirical likelihoodbased statistics ELR-MMD and ELR-KSD are almost the same as that of the linear statistics Lin-MMD and Lin-KSD, and all these linear statistics are much faster than FSSD. There are two reasons for the low efficiency of FSSD. First, under the null hypothesis, the asymptotic distribution of F-SSD takes the form of a finite weighted sum of independent χ 2 variables, so it requires bootstrap or simulation to get the threshold for rejecting the null hypothesis (Jitkrittum et al., 2017) , which is time-consuming. Second, FSSD optimizes the test locations V = {v 1 , . . . , v J } ⊂ R d via gradient as-cent to get better performance than FSSD-rand 2 (Jitkrittum et al., 2017) .
In the fourth experiment, we check the Type-I errors (false rejection rates) of all tests. We consider a 10-dimensional Gaussian distribution and a Gaussian-Bernoulli restricted Boltzmann machine (RBM), which is a hidden variable graphical model consisting of a continuous observable variable x ∈ R d and a binary hidden variable h ∈ {±1} d h , with joint probability
The results are demonstrated in Figure 5 , which shows the rejection rates of all the tests as the sample size increases when p and q are the same RBM or Gaussian distribution. All the tests have roughly the right false rejection rates at the set significance level α = 0.05
Conclusions
In this paper, we introduce the empirical likelihood method into the kernel test domain for the first time and propose two novel empirical likelihood ratio (ELR) statistics for the two sample test and the goodness of fit test, respectively. The proposed statistics have better performance than the existing MMD Lin and KSD Lin , and alleviate the high dimensionality curse faced by the best linear statistic, FSSD. We demonstrate the limiting chi-square distributions of the proposed novel statistics by proving the Wilks' theorems. We empirically verify the performance of the ELR statistics for high dimensional data and provide deep insights of the proposed statistics as compared to the state-of-the-art statistics. In the future, we will exploit the higher dimensional empirical likelihood statistics to further improve the performance of the kernel tests and apply the empirical likelihood method to other statistical test problems, such as the independence test (Zhang et al., 2018) and conditional independence test (Ji et al., 2017; Strobl, Zhang, and Visweswaran, 2017) .
