. In the paper [18] , MiatellO . In the classical situation that $X$ is the upper half plane, the distribution $\mathrm{P}_{1,s}(\dot{x},\dot{y})$ , the resolvent kernel function of Laplacian for the Riemannian surface $\Gamma\backslash X$ , was intensively investigated by several German mathematicians from the view point of real analytic automorphic forms ([3] , [20] ). Based on these works, J. Fischer deduced the resolvent $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ formula by computing the integral $\int_{\Gamma\backslash X}(\mathrm{P}_{1,s}(\dot{x},\dot{x})-\mathrm{P}_{1,s'}(\dot{x},\dot{x}))d\dot{x}$ , $s$ , $s'\in \mathrm{C}$ (3) in two different ways ([5] ).
In this paper, we show that the same type of procedure is possible for ahigher dimen- [4] for $G=PSL_{2}(\mathrm{C})$ and in [1] for Jacobi forms.
Finally, we would like to say afew words on the status of our results. The resolvent $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ formula (RTF for short) for ageneral compact locally symmetric space $\Gamma\backslash X$ with rank one $X$ is more or less known, because it is essentially the same as the determinant expression of the Selberg zeta function obtained already in [16] together with its explicit gamma factor. But we believe that our method, that is aslight extension of Fischer's, provides a more direct and elementary way to have the RTF than the traditional method employed in [21] , [7] and [8] , which necessitates difficult tools such as the Paley-Wiener theorem and the Plancherel formula for $X=G/K$. We also believe that our Theorem 3.2.1, that gives an expression of $Q_{\mathrm{f},s}$ in terms of the derivative of the hypergeometric series, is new and is interesting itself.
PRELIMINARIES
In this section we introduce basic objects and fix notations. is also denoted by \ l a n g l e, \ r a n g l e. Put p $=\dim_{\mathrm{R}}\mathfrak{n}_{\alpha}$ , q $=\dim_{\mathrm{R}}\mathrm{n}2\mathrm{Q}$ ) $\rho_{0}=2^{-1}(p+2q)$ , $c_{0}=(2p+8q)^{-1}$ and m $=2^{-1}\dim(G/K)$ . Then . Among them, the one with the fastest decay at infinity, which we now define, is of particular importance: For $s\in \mathrm{C}-\{-1, -2, -3, \ldots\}$ , put $u_{s}^{(2)}(t)= \gamma(s)(\cosh t)_{2}^{-(s+\rho 0)}F_{1}(\frac{s+\rho_{0}}{2},$ $\frac{s-\rho_{0}+2m}{2}$ ; $s+1$ ; $\frac{1}{\cosh^{2}t})$ , $t\in \mathrm{R}-\{0\}$ , $\gamma(s)=\Gamma(\frac{s+\rho_{0}}{2})\Gamma(\frac{s-\rho_{0}+2m}{2})\Gamma(s+1)^{-1}\Gamma(m-1)^{-1}=2^{-s+\rho 0}m(sc(s))^{-1}$ . (ii) There exists a unique family of functions
For $a$ gives $g\in G^{+}$ the function $s\mathrm{f}arrow\phi_{s}^{(2)}(g)$ is holomorphic on ${\rm Re}(s)\geq 0$ . We have
The 'bad 'behavior of the function $\phi_{s}^{(2)}(\exp(tH_{0}))$ near $t=0$ is controlled by asimple function. Indeed, we have 4.2. Spectral expansion of $\mathrm{P}_{r,s}(\dot{x},\dot{y})$ . In this subsection we compute the integral (6) by using the spectral expansion of $\mathrm{P}_{r+1,s}(\dot{x},\dot{y})$ . Since Here the infinite series in the right-hand side of this identity converges uniformly in $(\dot{x},\dot{y})\in(\Gamma\backslash X)\cross(\Gamma\backslash X)$ . By this proposition we can compute the integral (6) in terms of the eigenvalues of 6. 
where the series in the right-hand side of (9) 
