Abstract-As a growing number of protein structures are resolved without known functions, using computational methods to help predict protein functions from the structures becomes more and more important. Some computational methods predict protein functions by aligning to homologous proteins with known functions, but they fail to work if such homology cannot be identified. In this paper we classify enzymes/non-enzymes using non-alignment features. We propose a new ensemble method that includes three support vector machines (SVM) and two k-nearest neighbor algorithms (k-NN) and uses a simple majority voting rule. The test on a data set of 697 enzymes and 480 non-enzymes adapted from Dobson and Doig shows 85.59% accuracy in a 10-fold cross validation and 86.49% accuracy in a leave-one-out validation. The prediction accuracy is much better than other nonalignment features based methods and even slightly better than alignment features based methods. To our knowledge, our method is the first time to use ensemble methods to classify enzymes/non-enzymes and is superior over a single classifier.
INTRODUCTION
Understanding protein functions is essential for decoding molecular mechanisms in biological systems, but determining protein functions by experimental methods is difficult and time consuming. In recent years, with the efforts of various structural genomics projects [6, 11] , a growing number of protein structures are determined without known functions and developing computational methods to predict protein functions becomes more and more important.
Many computational methods align an unknown protein to homologous proteins with known functions. These methods can be classified into three categories: sequence, motif, and structure. Sequence alignment methods, such as FASTA [23] , PSI-BLAST [1] , and CS-BLAST [3] , check the similarity of two or more proteins' sequences to identify homologues. Motif search methods, such as ScanProsite [10] and Minimotif Miner [24] , search for short sequential motifs in sequences and infer protein function by identifying functional motifs. Structure alignment methods, such as DaliLite [16] , CE [26] , and MAMMOTH [22] , check the similarity of two or more protein structures to identify homologues. The alignment methods work well if homologous proteins with known functions can be found, but when the homology is low or no homology can be found, these methods will have difficulty identifying the unknown protein function.
Some other methods use non-alignment features, such as inherent characteristics of proteins and genes, to predict protein functions. The common characteristics could be sequential, structural, or various other characteristics such as percentage of each amino acid, active site profiles, radius of gyration, subcellular localization, gene neighborhood, phylogenetic profiles, gene expression, protein interactions, sequential features, structural features, or chemical features. Fingerprint Clustering [15] and FFF [5] generate profiles (sequence, structure, and other characteristics) of structurally conserved active sites and classify/predict proteins by comparing and clustering the profiles. PA-SUB [19] and PSORTb [14] predict the location of a protein within a cell from its sequence and can help indicate the protein function. Salgado et al. [25] groups functional related genes by intergenic distances in E. Coli genome, based on the observation that genes operated by the same operon have short intergenic distances and tend to belong to the same functional class. Marcotte et al. [20] identifies functional links of proteins in S. cerevisiae and assigns a general function to an unidentified protein by analyzing phylogenetic profile, messenger RNA expression, and domain fusion data. Vazquez et al. [27] analyzes protein interaction data and classifies proteins by grouping them into functional categories and minimizing the interactions among them. The non-alignment based methods usually have lower prediction accuracy than alignment based methods.
In the previous work of classifying enzymes/nonenzymes that uses only non-alignment features, Dobson and Doig [12] used a data set of 1178 non-redundant highresolution protein structures (691 enzymes and 487 nonenzymes) and 52 non-alignment features. They achieved 77% accuracy with all 52 features and 80% accuracy with an optimized subset of 36 features by a single support vector machine (SVM) and a leave-x%-out validation (x = 1, 5, 10, or 20). Concu et al. [7] used a similar data set to Dobson and Doig and two electrostatic potentials features and achieved 74.18% accuracy by Markov models.
In other work of classifying enzymes/non-enzymes that uses both alignment and non-alignment features, Borgwardt et al. [4] used the same data set of Dobson and Doig and the same features plus a graph model of sequential and structural edges and achieved 84.04% accuracy by an SVM and a 10-fold cross validation. Lu et al. [18] used a data set of 2443 enzymes and 4886 non-enzymes and functional domain features (multiple sequence alignments and hidden Markov model profiles) and achieved 86.03% accuracy by an SVM and a leave-one-out validation.
In this paper, we propose a new ensemble method to classify enzymes/non-enzymes using only non-alignment features. We use a data set of 1177 non-redundant highresolution proteins (697 enzymes and 480 non-enzymes) adapted from Dobson and Doig [12] and 56 features. The ensemble method includes three support vector machines (SVM) and two k-nearest neighbor algorithms (k-NN). Two of the three SVMs use the same Gaussian radial basis kernel function but different feature subsets. The other SVM uses a polynomial kernel function and a feature subset. Both k-NNs use the same k value and the city-block metric but different feature subsets. Each SVM or k-NN classifier makes a prediction independently and the ensemble method outputs the majority vote. We test the ensemble method on our data set and achieve 85.59% accuracy by a 10-fold cross validation and 86.49% accuracy by a leave-one-out validation, while the best single SVM and k-NN achieve 84.24% and 82.46% accuracy by a 10-fold cross validation and 84.88% and 83.35% accuracy by a leave-one-out validation.
Our method is the first time to use an ensemble method to classify enzymes/non-enzymes. The prediction accuracy is much better than other non-alignment features based methods [7, 12] and is even slightly better than alignment features based methods [4, 18] . It shows that the ensemble method is superior over a single classifier when different classifiers are combined properly.
It should be noted that although we use a relatively simple feature set and a relatively simple k-NN method, more features or more complex methods may not result in a better accuracy, as Munteanu et al. [21] did a study that used 498 enzymes and 498 non-enzymes with 834 features and methods including general discriminant analysis models, neural networks, and machine learning but achieved worse prediction accuracies than before.
II. METHODS

A. Protein data set and non-alignment features
We use a data set adapted from Dobson and Doig [12] with a few corrections. The data set consists of 1177 nonredundant high-resolution X-ray crystallography structures with 697 enzymes and 480 non-enzymes from Protein Data Bank [2] . Each structure has a resolution ≤ 2.5Å and an Rfactor ≤ 0.25. No protein chain has a similar fold to another protein chain in the data set (all Z-scores are less than 3.5 [26] ).
From the original Dobson and Doig's data set, we moved 7 misclassified enzymes from non-enzyme category in the original Dobson and Doig data set, as shown in Table 1 , replaced 9 obsolete PDB IDs, as shown in Table 2 , and deleted one enzyme (1BGL) that we cannot calculate the surface pockets using the CASTp program [17] . We use a set of 56 non-alignment features in our study. It includes 52 features from Dobson and Doig [12] with modifications and four new features (number of magnesium ions, number of residues, total surface area, and number of surface pockets). The 56 features are classified into five categories, as shown in Table 2 :
• Percentage of residues (20 features; one for each residue type) • Percentage of surface area (20 features; one for each residue type). We first calculate the protein surface area using STRIDE program [13] and then calculate the percentage.
• Number of heterogens (8 features). We record a binary value (i.e. 1-present, 0-absent) for each heterogen. We add a new heterogen, a magnesium ion, which has more appearance in enzymes (69 or 8.9% of the total) than in non-enzymes (19 or 4.0% of the total).
• Percentage of secondary structure (3 features). We first obtain secondary structure assignment using the STRIDE program [13] and then calculate the percentage of each secondary structure as the percentage of the number of residues in each secondary structure category to the total number of residues. We take α, 3.10, and π as the helix secondary structure, as did in Dobson and Doig [12] .
• Others (5 features). We obtain the number of disulphide bonds and the number of residues from PDB file, the size of largest surface pocket and the number of surface pockets using the CASTp program [17] , and the total surface area using the STRIDE program [13] .
B. The ensemble method
We use an ensemble method including three support vector machines (SVMs) and two k-nearest neighbor algorithms (k-NNs). Each SVM or k-NN makes prediction independently and the ensemble method outputs the majority vote. Two SVMs use the same Gaussian radial basis kernel function with sigma = 3.5, the other SVM uses a polynomial kernel function with degree = 3, and the two k-NNs use k = 6 and a city-block metric, each using a different feature subset.
SVM is a machine learning method widely used for classification and regression [9] . Given two sets of ndimensional input feature vectors from two classes, an SVM transforms the vectors by a kernel function and finds a hyperplane that separates the two sets of vectors and maximizes margins to the vectors. The SVM is an eager learning method where the training step of finding the best hyperplane is computationally slow but the testing step of making classifications takes very little calculations. We use an SVM function provided in the MATLAB Bioinformatics Toolbox and use a soft margin method [8] , which allows small misclassifications to improve the performance.
k-NN is a simple machine learning method used for classification. Given two sets of normalized n-dimensional input feature vectors from two classes, a value k, and a test vector v, a k-NN finds the best k feature vectors having the smallest distances to v and classifies v to the class owning a majority among the k vectors. If k is even, we can break a tie by classifying v to the same class of the feature vector with the smallest distance to v. The k-NN is a lazy learning method, where all the computation is done during classification, so it can be slow if having a large number of feature vectors. In our tests, the k-NN runs very fast because of a relatively small number of 1177 feature vectors.
We use a k-NN function from the MATLAB Bioinformatics Toolbox. Before using the k-NN function, we normalize all features into [0, 1] except the number of surface pockets, which is normalized to [0, 1.2] to emphasize the importance of the feature.
For finding a best feature subset for each individual SVM or k-NN classifier, first we use the individual classifier with all 56 features to classify enzymes/non-enzymes and calculate the prediction accuracy. Next we randomly remove one feature at a time until the accuracy begins to decrease and then randomly add back one feature at a time until the accuracy begins to decrease again, and repeat these two steps until reaching a feature subset with the best prediction accuracy. We run this algorithm many times and record best feature subsets. For the two SVMs and the two k-NNs with the same settings, we use the best and the second best feature subsets found by the above method. The details of the feature subsets are shown in Table 3 .
Comparing to some previous work, although we use a relatively simple k-NN method, more complex methods may not result in a better accuracy, as Munteanu et al. [21] did a study that used 498 enzymes and 498 non-enzymes with methods including general discriminant analysis models, neural networks, and machine learning but achieved worse prediction accuracies than before.
III. RESULTS AND DISCUSSION
A. Prediction accuracy by the ensemble method
We test the ensemble method using both n-fold cross validation (n = 5, 10, 20, 50, 100) and a leave-one-out cross validation on the data set of 1177 proteins (697 enzymes and 480 non-enzymes). We repeat each n-fold cross validation 100 times and calculate the mean correct rate and standard mean error, as shown in Table 4 . The results show that our method achieves accuracy of at least 84.63% (85.59% in the 10-fold cross validation) and achieves the highest accuracy of 86.49% in the leave-one-out validation. The accuracy is much better than the previous best accuracy of 80% by Dobson and Doig [12] using nonalignment features. The standard mean errors of all validations are less than 0.63%, which shows that the ensemble method is stable with random division of training and testing subsets. With the increment of n in the cross validation, the prediction accuracy increases and the standard mean errors decrease, since a larger n value puts more data into the training set and makes a better prediction. The results are also slightly better than the methods using both alignment and non-alignment features: 84% achieved by Borgwardt et al. [4] , which uses an extra feature of a graph model of sequential and structural edges over the Dobson and Doig's data set and features, and 86% achieved by Lu et al. [18] , which uses a data set of 2443 enzymes and 4886 non-enzymes with functional domain features. It shows that the performance of the 4 new non-alignment features is comparable to or better than that of the graph model feature in Borgwardt et al. [4] . The high percentage of prediction accuracy comparable to methods using alignment features shows that our method using the non-alignment features is effective in predicting protein functions. Since methods using alignment features may cause bias to homologous proteins but methods using non-alignment features do not, we suggest combining both methods together to better predict protein functions.
We tested ensemble methods with other combinations and this combination is the best we could find. The ensemble methods with 3 classifiers show little improvement of the prediction accuracy over the best individual classifier. An ensemble method with 7 or more classifiers can achieve better accuracy, but the improvement margin is small and the computation time can be much longer. Adding other prediction methods besides the SVM and the k-NN will be interesting to try in the future.
The best results we achieved using all 56 features are 81.38% for 10-fold cross validation and 81.90% for leaveone-out validation, where we use k = 3 and 16 for the two kNNs in the ensemble method and leave the parameters of three SVMs untouched. We also test our ensemble method using all 52 features from Dobson and Doig and achieve 80.67% for 10-fold cross validation and 81.05% for leaveone-out validation. The results are much better than the previous best accuracies of 77.16% by Dobson and Doig [12] using all their features and show that the ensemble methods are better in classification than individual classifiers in classifying enzymes/non-enzymes. Figure 1 shows the prediction accuracy of each of the three SVMs and two k-NNs and the ensemble method. For individual classifiers, the two SVMs of the Gaussian radial basis kernel with sigma = 3.5 achieve the two top prediction accuracies, where each uses a different subset of 30 and 35 features. The two k-NNs with k = 6 and a city-block metric achieve the next two top prediction accuracies, where each uses a different subset of 31 and 40 features. The SVM of the polynomial kernel with degree = 3 achieves the worst prediction accuracy, which uses a subset of 29 features. For each individual classifier, the prediction accuracy increases with the increment of n in the cross validation.
B. Comparison of each individual classifier to the ensemble method
Except the SVM with polynomial kernel, the prediction accuracy of each of the other classifiers is better than the accuracy by Dobson and Doig [12] , which shows that the addition of 4 extra features greatly improves the prediction performance. For the SVMs, the Gaussian radial basis kernel is much better than the polynomial and other kernels in prediction accuracy, which is also shown in other work [4, 12] . For the k-NNs, our tests showed that the city-block metric is much better than the Euclidian distance metric and the next best k values after k = 6 will be 1 and 3. Before using the k-NNs, we first normalize all the features to [0, 1] . Since the feature of the number of surface pockets shows a slightly better distinction for enzymes and non-enzymes than other features (see the next section), we emphasize the importance of this feature by assigning a weight of 1.2 to it. It should be noted that the prediction accuracy of the best single k-NN is about 1.7% less than that of the best single SVM, while the k-NN is much simpler method compared to the SVM.
The prediction accuracy of the best individual classifier is about 1.3% less than that of the ensemble method. It shows that each classifier has its own distinct prediction advantage and covers the deficiency of other classifiers. Worse classifiers complement to the best classifier and improve the overall prediction accuracy of the ensemble method.
C. Performance of individual non-alignment feature
We extract 56 non-alignment features from the data set of 1177 proteins, where 4 of them are newly added: number of magnesium ions, number of residues, total surface area, and number of surface pockets. The analysis of 52 features can be found at Dobson and Doig [12] . For the feature of the number of magnesium ions, we believe that the Dobson and Doig [12] tried manganese ions instead of magnesium ions by mistake and discarded this feature, since none of proteins in the data set contains manganese ions. Our analysis shows that totally there are 62 magnesium ions in all enzymes in our data set (0.089 magnesium ion per enzyme) and there are 19 magnesium ions in all non-enzymes (0.0396 magnesium ion per non-enzyme), so an enzyme is more likely to contain magnesium ions than a non-enzyme.
For the other three new features, Figure 2 shows the histograms of the distribution of enzymes and non-enzymes. The histograms are generated by dividing the feature values A simple classifier using only the feature of the total surface area achieves 71.20% accuracy (the total surface area of an enzyme ≥ 838 and that of a non-enzyme < 838) and a simple classifier using only the feature of the number surface pockets achieves 72.73% accuracy (the number of pockets of an enzyme ≥ 28 and that of a non-enzyme < 28). These two simple classifiers are actually comparable to the accuracy of 74.18% achieved by Concu et al. [7] that uses two electrostatic potentials features and the same data set. It will be interesting to see if we can improve the accuracy by including these two features once their program is available. Table 5 shows the frequency of each feature used in the ensemble method. For the four new features, three of them (number of residues, total surface area, and number of surface pockets) are among the most used features. The percentages of the three secondary structures, number of the disulphide bonds, and the size of largest surface pocket are also among the most used features, the heterogens are among the least used features, and some of the percentages of residues and residue surface areas are used more often than others. 
IV. CONCLUSIONS
We propose a new ensemble method for classifying enzymes/non-enzymes using non-alignment features. The results are much better than similar methods and are comparable to those methods using alignment features. It shows that the ensemble method is effective and promising in classifying enzymes/non-enzymes. The results also show that the ensemble method is better than an individual classifier, such as an SVM or a k-NN, and should be considered in the future for solving other classification problems.
Classifying enzyme classes is another important classification issue. We plan to work on classifying enzyme classes using the ensemble method by finding good individual classifiers and good feature sets. 
