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ABSTRACT 
Using the concrete structure of the Arov-Krein resolvent matrices connected with 
the matricial versions of the classical interpolation problems of Schur and 
Caratheodory, several inverse problems are treated. In this way, former results of 
Gohberg and Lerer, who studied the problem of determining a positive Hermitian 
block Toeplitz matrix given the first block column (or the last block row) of its inverse, 
are extended in various directions. Moreover, a new type of inverse problems for 
nondegenerate Schur sequences is considered. 
0. INTRODUCTION 
During the last decade a lot of research activities have been concerned 
with three topics which are closely related to each other: inverse problems for 
block Toeplitz matrices, inverse problems for orthogonal matrix polynomials, 
and investigations on the zeros of matrix polynomials. Several streams of this 
development are reflected in [lS]. 
The main goal of our paper is to indicate some new aspects of the 
so-called positive Hermitian case included in the abovementioned context. 
Furthermore, taking into account results on the matricial version of the 
classical interpolation problems named after Caratheodory and Schur and 
obtained in the series of papers [I41 and [15], it will be possible to treat 
inverse problems for nondegenerate Schur sequences as well. 
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In their paper [21] I. Gohberg and L. Lerer dealt with a special inverse 
problem for Hermitian block Toeplitz matrices, which is to determine an 
invertible Hermitian block Toeplitz matrix given the first block column of its 
inverse. They presented two different approaches to this problem. 
The starting point of the first approach was the fundamental paper [19] of 
I. Gohberg and G. Heinig. There the inverse problem of determining an 
invertible (not necessarily Hermitian) block Toeplitz matrix T via the first 
and the last block columns and block rows of the inverse T-’ is solved. Based 
on some recent developments in the spectral theory of matrix polynomials 
(see Gohberg, Lancaster, and Rodman [20]), they modified the results of [19] 
to a form which yields the possibility of reducing the abovementioned special 
inverse problem to a factorization problem. 
The second approach is chosen in Gohberg and Lerer [21], is connected 
with the solution of appropriately constructed Stein equations. From their 
nature both of these approaches can be classified as mainly algebraic. 
We will concentrate on the positive Hermitian case. Our approach is 
rather different from that of Gohberg and Lerer [21]. Roughly speaking, our 
conception is a more analytic one. Namely, we will mainly use tools from 
measure theory, complex function theory, and matrix interpolation. In partic- 
ular, the concrete description of the solution set of the matricial Caratheodory 
interpolation problem due to Arov and Krein [2] will play a key role in our 
investigations and leads us to new explicit formulas for the solution of the 
problems under consideration. In that way, for the positive Hermitian case, 
Gohberg and Lerer’s results will be extended. 
In the second part of this paper, we will formulate some new types of 
inverse problems for nondegenerate matricial Schur sequences. These ques- 
tions have their roots in the explicit shape of that resolvent matrix associated 
with the matricial Schur problem which was constructed by Arov and 
Krein [3]. 
1. INVERSE PROBLEMS FOR POSITIVE HERMITIAN BLOCK 
TOEPLITZ MATRICES 
Let us begin with some notation. Throughout this paper, let p and q be 
positive integers. Furthermore, let N, be the set of all nonnegative integers, 
and let n E N,. If j E F+J, and k E N, satisfy j < k, then we will use Ni to 
denote the set of all integers m which satisfy j < m < k. The symbol OpXq 
stands for the null matrix which belongs to the set @ rJx 4 of all p X q 
complex matrices, whereas I, designates the identity matrix which belongs to 
c”x’l. If the size of a null matrix or an identity matrix is clear, then we will 
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omit the indexes. If A,, A,, , A,, are p X 4 complex matrices, 
will write col( AJ);‘a for the block column 
Finally, recall that a sequence (C,,);l_o of 4 X ~1 complex matrices 
positive definite ( positive semidejnite) if the block Toeplitz matrix 
1 cc, c,* c; ... c,T \ 
c, c,, c; 
T,,(C,,,C,,...,C,,):= . 
... q-1 
is positive Hermitian (nonnegative Hermitian). 
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then we 
is called 
(I) 
Now we are going to formulate the central problem we will deal with in 
this section. 
PROBLEM (Tl). Let (N~)!‘=~, be a sequence of 4 X q complex matrices. 
Describe the set a(rj);LZg/ of all positive definite sequences (C );‘=” of 
q X 4 complex matrices such that the first (n + l)q X 4 block co umn i of 
(T,(C”, C,, , C,W’ coincides with col( rj);‘= a, 
In view of noncommutativity of matrix multiplication, problems of type 
(Tl) have a natural dual version. In the case of (Tl) it can be formulated as 
follows: 
PROBLEM (T2). Let ( yj)!iZo b e 
Describe the set fl( yj)j’= ,,i of all 
a sequence of 9 X q complex matrices. 
4 X 9 complex matrices 
positive definite sequences CC,)= o of 
such that the last 9 X (n + 1)q block row 
of (T,(C,,, C,, . . . , C,)))’ coincides with ( yn, yn_ 1, . . , y,)). 
The next considerations are aimed at a measure-theoretical approach to 
Problems (Tl) and (T2). For this reason, we need some preparation. 
If A is a nonempty set and if & is a a-algebra on A, then a function F 
whose domain is S? and whose values are q X q nonnegative Hermitian 
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matrices is called a q x q nonnegative Hermitian-valued measure [on (A, SY)] 
if it is countably additive, i.e. if F satisfies 
for every infinite sequence ( Mk)y= 1 of pairwise disjoint sets which belong to 
JZ?. Every entry function l$ of a C/ X q nonnegative Hermitian-valued 
measure F = (I$>; k = I on (A, s’) is a complex measure on (A, M>. In 
particular, F,, , Fz2, . , Fq4 are finite nonnegative real valued measures. 
Every entry function l$ is absolutely continuous with respect to the trace 
measure 
r:= i Fjl 
j=l 
of F, i.e., for each M E@ with T(M) = 0 it satisfies F(M) = 0. The 
associated Radon-Nikodym derivative 
which is well defined up to sets of zero r-measure, is called the trace 
derivative of F. An ordered pair [ 4, $1 of &-measurable q x q matrix-valued 
functions $J and + on A is said to be integrable with respect to F if every 
entry function of 4Fi+ * is integrable with respect to r. In this case, for any 
M Ed, the pair [Z,$, I,+] 1s a so integrable with respect to F, where I, is 1 
the indicator function of the set M. Then the integral of [ 4, $1 with respect 
to F over M is defined by 
We will also write lM 4(z)F(dz)+*(z) for this integral. Rosenberg [30] 
showed the following fact: Let v be a r-finite measure on (A, ~4 such that 
F is absolutely continuous with respect to V. If [+, $1 is integrable with 
respect to F, then 
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for each M E &, where Fi denotes the Radon-Nikodym derivative of F with 
respect to v. 
Ifg:A-+@andh:R + @ are M-measurable functions such that each 
entry function of gh*Fi is integrable with respect to r, then it is readily 
checked that 
holds true for each M E&. We will write jM gh* dF or lM g(z)[h(z)]*F(dz) 
for this integral. 
In particular, we will deal with 9 X q nonnegative Hermitian-valued 
Bore1 measures on the unit circle T:= {z E C : 1 zj = 1). The matrix version 
of a well-known theorem due to Herglotz (see e.g. [lo, Theorem 2.2.11) says 
that there is a one-to-one correspondence between the set 8: of all q X q 
nonnegative Hermitian-valued Bore1 measures on U and the set of all positive 
semidefinite q x q matrix sequences (Ck)TEO: If (C,);,, is a positive 
semidefinite sequence of q X q complex matrices, i.e. if, for each k E N,, 
the block Toeplitz matrix Tk( C,, C,, . , C,) is nonnegative Hermitian, then 
there is a unique F E !BT such that (Ck)TSO is exactly the sequence of 
Fourier coefficients of F: 
C,:= YkF(dz), 
/ 
k E N,. 
T 
Conversely, if F E !?3: , then the sequence of its Fourier coefficients is 
positive semidefinite. 
The trigonometric truncated matrix moment problem concerns the exis- 
tenceofan FEB: such that the first n + 1 Fourier coefficients of F 
coincide with n + 1 given q X q complex matrices. The answer to this 
problem yields the following theorem (see e.g. Ando [l] or [14, Part I]). 
THEOREM 1. Let (C.),?, be a sequence of q X q complex matrices. Then 
there is an F E 23: wzt 4
Cj = ,/$‘F(dz) (2) 
for allj E N, fund only i;f <Cj);“=o is positive semio@nite. 
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A q X q nonnegative Hermitian-valued measure F E % ,” is called non- 
&generate if the sequence <C~F’)~zO of its Fourier coefficients 
c;F):= / z-jqdz), (3) 
T 
j E N,, is positive definite, i.e., if for every nonnegative integer k, the matrix 
Tk’F’:= Tk( CiF), CiF), ) Cp)) (4) 
given by (1) is positive Hermitian. We will use % (7 to designate the set of all 
F E %$ which are nondegenerate. Furthermore, if C,, C,, . . , C, are given 
q x q complex matrices, then let %(T [C,, C,, . . , C,] be the set of all 
FE23< which satisfy (2) for all j E Ni. 
REMARK 1. Let (Cj)lYz a be a positive definite sequence of q X q com- 
plex matrices. Then from [14, Part I] and [14, Part II, Definitions 1 and 2, 
Remark lo] it is obvious that %; [C,, C,, . , C,] is nonempty. (In particu- 
lar, the so-called central measure corresponding to C,,, C,, . , C,, belongs to 
%; [C,,, C,, . . > C,,l.> 
If FE%?<?, then we will use AkF’ and RAF’ to denote the matrix 
polynomials given by 
A’,F’( z):= 5 @;;.F)& 2 E @, (5) 
k=O 
and 
where 
(TiF))-’ = (Ej;,F));.k=o 
is the block partition of the inverse of the matrix given by (11, (31, and (4) into 
q x q blocks E$= F). 
LEMMA 1. Let <Cj),~~O be a positive definite sequence of q X q complex 
matrices. Let the ,matrix polynomials A,, and B, be gizjen by 
A,(z):= e El”,‘& z E C, (8) 
k=O 
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and 
B,(z):= 2 E;;)n_k~k, 2 E @, 
k=O 
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where 
(T&&C,,. . . ,Cn))-’ = (E;;));,k=,, (10) 
is the block partition of (T,(C,, C,, . . . , C,)>-’ into q X q blocks E$‘). Then: 
(a> A,(O) is the positive Hermitian matrix E$‘, whereas B,(O) is equal to 
the positive Hermitian matrix Ei”,). 
(b) det A, = det B 
cc> There is a p E (i, m> such that det A,( Z) # 0 and det B,( .z) # 0 for 
allz E C with Iz( < p. 
Proof. Part (a) is trivial. In order to prove (b) and cc> we first observe 
that Remark 1 yields the existence of an F E !23(; [C,, C,, . , C,]. Then 
A, = A’,F) and B, = BLF). In view of the theory of orthogonal matrix polyno- 
mials developed by Delsarte, Genin, and Kamp [7, 81, the proof is complete 
(see also 110, Proposition 3.6.31). n 
The next theorem, which is proved in [14, Part III, Theorem 181, provides 
an explicit expression for some 
[C,, C,, . . , C,l if <Cj>~co 
distinguished measure F E ‘23(; 
is a gi_ven positive definite sequence of q x q 
complex matrices. The symbol A stands for the linear Lebesgue-Bore1 
measure on T. 
THEOREM 2. Let <C,)Y, be a positive definite sequence of q X q 
complex matrices. Further, lfet fn : T + @Yxq be given by 
fn(z):= ([A,(~)]-‘)*A,,(o>[A,,(-)I-‘. (11) 
where the matrix polynomial A,, is given by (8) and (10). Then the formula 
where M is any Bore1 subset of U, def anes a q x q nonnegative Hermitian- 
valued measure which belongs to 23: [C,, C,, , C,]. 
Note that the measure F,, which is given by (12) is the already mentioned 
central measure corresponding to C,, C,, . , C,,. It has several extremal 
properties in the framework of entropy minimization (see [14, Parts 11, III]). 
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Let D:= (Z E @ : IzI < 1) be the open unit disc. If s E (0, m), then by 
the Hardy class H”(D) we will mean the set of all functions f : D + C which 
are holomorphic in D and satisfy 
whereas H”(D) designates the set of all holomorphic and bounded functions 
f:D-a=. If tE[ s, ml, then Ht(D) c H”(D). The set of all those p X 9 
matrix-valued functions defined on D each entry function of which belongs to 
H'(D) will be denoted by p X 9-H ‘(ID). If h E p X 9-H ‘(ED), then a famous 
theorem due to Fatou implies that there exists a Borelian subset B, of T of 
zero Lebesgue measure and a Bore1 measurable function b : U + C such that 
lim h(rz) = /z(z) 
r-rl-0 
for all z E T \ B,. In the following, we will use the symbol h for this 
boundary function h E p x 9-H ‘(D). A function h E H"(D) is said to be 
outer [in H"(D)] if there exists an (Y E T and a Bore1 measurable function 
k : U -+ [O, m) such that the following three conditions are fulfilled: 
(i) z Tk”dh < +m, 
/ 
1 
(ii) 2 I,log k di > - ~0. 
(iii) h(w) = (Y 
log+ x:= ma.x(O, log 
i(dz) , w E D, where 
A function h E 9 X 9-H ‘(ED> is said to be outer if det h is outer in 
H"q(D). 
A 9 X 9 matrix-valued function 0 which belongs to the Hardy class 
9 X 9-H 2(lCD) is called normalized if 13(o) is nonnegative Hermitian. We note 
that if 19 E 9 X 9-H2(D) 1s outer, then det 0(z) # 0 for all z E [ID (see e.g. 
Masani [28]). If p E (1, m), if 2 is a 9 X 9 matrix-valued function holomor- 
phic in K(0, PI:= { .z E @ : 1 zI < ~1, and if det C(z) # 0 for all z E K(0, p), 
then the restriction 13 of 2 onto ED is an outer function in 9 X q-H”(D). 
Assume that A is a 9 X 9 nonnegative Hermitian-valued function de- 
fined on U which is Lebesgue integrable on U and which satisfies 
&/$g(det A) di > --oo. 
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Then there exist unique normalized outer functions 4 and + which belong 
to 4 x @(ED) such that the (left and right) spectral factorizations 
A = c#+* and A= $*+!I -- -- 
hold true /i-a.e. on T (see e.g. Wiener and Masani [33]). 
Now we will construct the corresponding right and left spectral factoriza- 
tions associated with the function % defined by (11). 
THEOREM 3. Let (C,)?, be a positive definite sequence of q X q 
complex matrices. Further, 2’ et the matrix polynomials C, and 8, be defined 
bY 
C,:= A,[ A,,(O)] P1’2 and E’,:= [ B,(0)]-1'2B,, (13) 
where A, and B, are given by (8) and (9). Then: 
(a) The function fn :U + (Eqx9 which is defined by (11) admits the 
representations 
fn = (x1)*x’ (14) 
and 
f, = E;l(&l)* (15) 
where _C, and En are the restrictions of 2, and B,, respectively, onto 8. 
(b) Let Z%: and Et be the restrictions of IS,, and a,,, respectively, onto 
the open unit disc D. Then (IS:)-’ and <Ef>-’ are normalized outer 
functions which belong to the Hardy space q X q-H”(D) of all q X q matrix- 
valued functions which are holomorphic and bounded in D. 
Proof. The identity (14) is obvious. From [14, Part III, Remark 181 we 
see that the measure F, E 23; which is given by (12) admits the representa- 
tion 
F,(M) = / (g;)-‘[(E.‘)-‘]*dh, 
M 
where M is any Bore1 subset of T. Hence, 
([~~(~)]-‘}‘[~~(‘,]-1 = [~~(~,]-‘([~~(2)]-‘)* (16) 
for i-almost all z E T. Because of (13) and Lemma 1, both functions 
’ are continuous. Therefore, (16) is fulfilled for all Gi;;‘,;;,” ;I$ )-pl 
im ies (15). Part (a) is proved. Part (b) follows immedi- 
ately from Lemma 1. n 
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LEMMA 2. Let ( xj$‘= ,, be a sequence of 9 X 9 complex matrices, and let 
the matrix polynomial X be defined by 
X(z):= t XkZk, 
Suppose that the following two conditions are satisfied: 
z E @. (17) 
(i) The matrix X(0) is positive Hermitian. 
(ii) The function det X does not vanish in D u U. 
Let the measure F E ‘BCr be given by 
F(M):= &/M{[X(z)]-‘}*X(O)(X(:)1’1(dz), (18) 
where M is any Bore1 subset of T. Then F is nondegenerate andfulfills 
AcF) = X, 
” (19) 
where A(,P) is defined by (31, (4), (51, and (7). 
Proof. Condition (i) implies that, for each z E U, the matrix 
{[X(Z)]-‘)*X(O)[X(Z)]-~ is positive Hermitian. Hence, Lemma 9 in [14, 
Part III] yields that F is nondegenerate. Consequently (C!F’)?,, is positive 
definite. Since X is a 9 X 9 matrix polynomial, the flun~tion det X is 
continuous. Therefore, (ii) provides that there is a p E (1, a) such that X(z) 
is nonsingular for all .z E K(0, p):= {z E C : 1~1 < p}. Thus, the matrix-val- 
ued function W:= X(0)XplZ is holomorphic in K(0, p). Let Z be an 
arbitrary 9 X 9 matrix-valued polynomial of formal degree not greater than 
n. The mean-value theorem for holomorphic functions then provides 
/X*dFZ = ~~~x*(x~‘)~X(O)X~‘Zd~ 
D 
= _!&7dh = w(O) = z(o). 
Applying Proposition 3.6.2 in [lo], we finally obtain (19). 
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Now we are able to formulate our main theorem of this section, It 
contains a measure-theoretical answer to Problem (Tl). 
THEOREM 4. Let (x .$‘= (, h a sequence of q X q complex matrices. Then 
M( xj>J= ,,I is nonempty i/and only if the matrix polynomial X defined by (17) 
satisfies conditions (i) and (ii) of Lemma 2. In this case, a( xj?y= (,I contains 
exactly one element, namely the sequence (C~“‘)I~zO of the q x q complex 
matrices ujhich are given by (3) forj E f+JII where the F E ‘%: is defined by 
(18). 
is nonempty, then Lemma 1 immediately shows 
and (ii) of Lemma 2. Conversely, now suppose 
that these conditions are fulfilled. Then Lemma 2 implies (19). Therefore, 
(CjF))jl=O belongs to N(x~~~~~]. It remains to prove the uniqueness part. Let 
(CJ)~=,, ~~(x~);l=~] be ar itrary. Theorem 2 yields that F given by (18) 
belongs to ‘x3 (r [C,, C 1, . , C,]. In particular, this means that 
(Tj = /zPjF(dz) = &{[X(z)]P1}*X(0)[X(;)]-‘i(dz) 
u ?I 
holds true for all j E Ni. Consequently (Cj);‘=,, is uniquely determined by 
XC), Xi> ” 1 x,,. n 
Now we will turn our attention to Problem (T2). 
LEMMA 3. Let ( Y~);‘=~ be a ,sequence of q x 4 complex matrices, and let 
the matrix polynomial Y be defined by 
Suppose that the following tu;o conditions are satisfied: 
(i) The matrix Y(0) is positive Hermitian. 
(ii) The function det Y does not vanish in D U T. 
Let the measure G E B’,” be given by 
G(M):= ;/M[Y(z)]-’ .Y(O){[Y(z)]-‘)*i(dz), (21) 
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where M is any Bore1 subset of T. Then G is nondegenerate and fulfills 
BcG) = 2’ n (22) 
where BLG’ is defined by (31, (4), (51, (6), and (7). 
Proof. Lemma 3 can be verified analogously to Lemma 2. We omit the 
details. n 
The following theorem can be considered as a dual analogue of Theorem 
4. It gives an answer to Problem (T2). 
THEOREM 5. Let ( yj&,, be a sequence of q X q complex matrices. Then 
fl( Y.)&~] is nonempty if and only if the matrix polynomial Y defined by (20) 
sati&es conditions (i) and (ii) of Lemma 3. In this case, fl( yj>~=O] contains 
exactly one element, namely the sequence (Cj),~zO given by 
cj:~~-i[y(:)]-l~(o){[Y(z)]-l}*~(d~), j E b/ii. 
Proof. Using part (a) of Theorem 3, Lemma 1, and Lemma 3, Theorem 
5 can be proved analogously to Theorem 4. n 
Now we will sketch an algebraic answer to Problem (Tl). It can be 
derived immediately from results due to Gohberg and Lerer [21]. 
THEOREM 6. Let <x~>~?~, be a sequence of q X q complex matrices, and 
let the matrix polynomial X be given by (17). Suppose that X(O) is 
positive Hermitian and that det X does not vanish in [D, U T. Then there 
exists a unique positive definite sequence (C,$‘= ,, E a( xj),!‘= “1. This sequence 
(C.)P IJ can be obtained as follous: Denote by Q the unique q X q matrix 
pot!ynlmial such that the following three conditions are fulfilled: 
(i) det Q(Z) # 0 for all z E C with ]z] < 1. 
(ii) Q(0) is positive Hermitian. 
(iii) [Q(z)]*Q(z> = X(z)[ X(O)]-‘[ X(z)]* for all z E T. 
Then the formal degree of the matrix polynomial Q is not greater than n. Zf 
Q(z) = C;=, Qkzk for z E @, then 
diag( xi’, xOi,. . , xi’) 
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0 
‘I x Y 0 . . . y x q 0 ‘I x ‘I 0 ‘I x ‘I 
Q:: 04x4 ... (‘c/x<, O<,xc, 
On*-, Qn* *a. Oc,xt, Oc,xc, 
X 
Moreooer, 
0 
(1 x Y 0’ ‘I x ‘i ov’x(, -..’ & 
0 . . . 
9 x ‘I 
0 
4 x Y 
0 
(1 x ‘I 0 ‘I x ‘I 
. (23) 
Equation (23) which originated with Gohberg and Heinig 1191, is a 
Hermitian block version of the famous Gohberg-Semencul formula for the 
inverse of a nonsingular Toeplitz matrix (see [22]). For further important 
developments in this context we refer to the so-called displacement structure 
theory (see Kailath, Kung, and Morf [26]; Kailath [24, 251; Heinig and Rost 
[23]) and to P&k’s [29] nice characterization of Bezoutian matrices as solu- 
tions of suitable nonsymmetric Lyapunov equations. In order to illuminate 
some interrelations between the above-formulated measure-theoretical and 
algebraic approaches to Problem (Tl), it should be mentioned that the 
formula (23) is the algebraic counterpart of a certain Christoffel-Darboux 
formula for matrix polynomials orthonormal with respect to some 4 x 4 
nonnegative Hermitian-valued 4 X 4 Bore1 measure on the unit circle T (see 
Kailath, Kung, and Morf [26]). 
Observe that Problem (T2) has an analogous algebraic answer, which is 
also based on the Gohberg-Heinig formula (23). We omit the details. 
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Having studied Problems (Tl) and (T2) with measure-theoretical and 
algebraic tools, now we will describe the unique solutions of (Tl) and (T2) in 
terms of complex function theory only. For this purpose, first we recall some 
basic facts on matricial Caratheodory functions. 
A matrix-valued function 4 : ED + @ ’ ’ xq is called a q x q Caruth~odoy 
function if 4 satisfies the following two conditions: 
(i) 4 is holomorphic in D. 
(ii) The real part Re 4(w):= i{+(w) + [$(w)]*} of 4(w) is nonnegative 
Hermitian for all w E ED. 
The matrix version of a famous theorem due to F. Riesz and G. Herglotz 
(see e.g. [lo, Theorem 2.2.21) says that there is a one-to-one correspondence 
between the class ‘Zq of all q X y Carathhodory functions and the set Bc of 
all q X q nonnegative Hermitian-valued Bore1 measures on U. Namely, if 
4 E E$, then there is a unique F E B(y such that 
4(w) = IT= F(k) + i Im 4(O) 
for all w E D, where 
Im 4(w):= A{+(W) - [ddw)l*>~ w E ID, 
is the imaginary part of Q(w). If 
4(w) = c qwj, w E ED, 
j=O 
is the Taylor series representation of $J, then 
Re I’,, = ChF) = F(U) 
and 
r. = 2C!F’ 
J J 
for each positive integer j, where CjF’, j E N,, is defined by (3). Conversely, 
ifFE%Jq a is given and if H is a q X q Hermitian matrix, then the formula 
4(w):= /-;+ll;F(dz) + iH 
defines a function 4 which belongs to Z$ and which satisfies Im #J(O) = H. 
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The matricial version of the classical Caratheodory problem consists of 
the following: Let (q& 0 b e a sequence of 9 X 9 complex matrices. Describe 
the set g(JI;), rl,. . . , r,,] of all $ E q, such that (rj);‘=o is exactly the 
sequence of the first n + 1 Taylor coefficients in the Taylor series represen- 
tation of 4 around the origin. From the above considerations and Theorem 1 
it is clear that q,[ T,,, I,, . , r,L] is nonempty if and only if (I;>;= 0 is 9 x 9 
Caratheodory sequence, i.e. if the block Toeplitz matrix T,(Re To, iI,, 
V. 2 2, . , $r,,) is nonnegative Hermitian. If <q);‘+ is a 9 X 9 Caratheodory 
sequence, then there are several descriptions of q,[ r,,, I,, , r,,] (see e.g. 
Arov and Krein [2], Constantinescu [5], Dym [12], Kovalishina [2-i], and the 
authors’ papers [I4]). 
Now we assume that <rJ>.;‘=o is a 9 x 9 Caratheodory sequence. It can be 
shown (see e.g. [14, Part I, Theorem I]), that the set St‘ n+ I of all 9 X q 
complex matrices r,, + , such that CI’i>j=O “’ is a 9 X 9 Caratheodory sequence 
is a so-called matrix ball, i.e., there are 9 X 9 complex matrices M,,, ,, A,, I, 
and P,+, such that St “, + , coincides with the set 
St( M,,+j;;R,+,, Pn+l):= {X E 6ZcTx’l : X=M,,+,+A,,+,=‘,,+,, K E &,mj}> 
where Fix,, is the set of all 9 X 9 contractive matrices. (In Smuljan [32] the 
reader can find essential properties of matrix balls.) Choosing I,, + , = M, + ,
the set of all 9 x 9 complex matrices I,,,, such that <q);‘=‘r;” is a 9 x 9 
Caratheodory sequence is again a matrix ball S( M,, + 2; A,, + ?, P,, + 2). Iterat- 
ing this procedure and choosing Ii = MI for all integers j with j > n, the 
power series 
defines a function $ E gc,:,[IO, ri, , r,,] w K 1s called the central q X cl h’ h 
Carathbdory function corresponding to <q>& ,, Central Caratheodory func- 
tions turn out to be extremal elements in the context of entropy minimization 
(see Arov and Krein [2] and the authors’ paper [14, Part II]). 
If F E ‘23~~ satisfies F(T) # 0, then 4 given by (24) with H = 0 satisfies 
det $J( Z) z 0 for all z E [I3, and the function 4-i belongs to ‘Zq as well (see 
e.g. Delsarte, Genin, and Kamp [8], or [lo, Proposition 3.6.81). In this 
case, Im @i(O) = 0, and the unique measure F’ E 23: which admits the 
representation 
/ 
-+I_& 
4-y to):= -F’(k), w E D, 
T.z_W 
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is called the reciprocal measure corresponding to F. Observe that F E !I34 is 
sufficient for F(T) # 0. 
Now we will turn our attention to the case that Problem (Tl) [or Problem 
(T2)] has a solution. We will express this unique solution in terms of Taylor 
coefficients of an appropriate rational matricial Caratheodory function which 
is only built from the original data. Therein, we will essentially lean on earlier 
investigations of the matricial Carathkodory problem (see [I4]). 
To simplify the notation we will introduce the following symbol. If 
k E N, and if A,,, A,, . , A, are p X q complex matrices, then 
Sk<&, A,,..., A,):= 
‘A,, 0 0 . . . 0 
A, A, 0 ... 0 
A, A, A,, ... 0 
/A, A,‘_, ...’ A, Ak-1 
(25) 
THEOREM 7. Let ( x~)~~=, be a sequence of q X q complex matrices. 
Suppose that the matrix polynomial X given by (17) satisfies conditions (i) 
and (ii) of Lemma 2. Let R : D + @‘fxq be defined by 
R(w):= I, + k/,-E. {~x(~)l-'}*x(o)~x(~)1-' 
x[x(w) -X(z)]i(dz). (26) 
Then RX1 is the q X q central Caratheodoy function corresponding to the 
first n + 1 Taylor coefhcients ro, lYl, . , r,, in the Taylor series representa- 
tion of RX’ around the origin. The matrices To, r,, j , r,, are linked with 
the unique element <Cj>;‘=O of ~(xj);“=,~] by the identities r, = C,, and 
rj = 25, j E NY. 
Prorlf. Let F E % ,” be defined by (18). Then it follows from Lemma 2 
that (19) holds. In view of (3), Theorem 4 yields 
C 
1 
= C(F) 
3 ’ j E y. (27) 
Set lY,:= C, and q:= 2Cj for each j E NY. By construction <q);=,j i a 
9x9 nondegenerate Caratheodory sequence, i.e., the matrix 
T,(Re r,, fr,, +r,, . . , ir,> is positive Hermitian. Clearly, p,* = To, and 
hence 
Re I, = p,,. From Lemma 25 in [14, Part V] we see that there exist unique 
q x q complex matrices r,,‘, r,‘, , r,’ such that 
(s,,(p,, r,, , r,,))-’ = s,,w,:, r:, , r,: >. 
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In particular, Ia’ is the positive Hermitian matrix I{‘. By virtue of 
Lemma 26 in [14, Part V], (rj’ $‘= a is a 4 X q nondegenerate Caratheodory 
sequence, namely the so-called reciprocal q x q CarathLodoy sequence cor- 
responding to (r.)!‘= O. Clearly T,( Ca’ , Cl,, . . . , C,’ ) is positive Hermitian, 
where Ca”:= ra’ &id where Cj’ := iq’, j E IV;. Let col(xf );,a be the 
q X q block partition of the first (n + l)q x q block column of (T,( Cg , 
c:,...,c~))-l, and let the q X q matrix polynomial X ’ be given by 
x’(,+= 2 p, z E c. 
j=O 
In view of It = To and [ 14, Part V, Theorem 301, we get that X ’ I; ix- ’ is 
the q x q central Caratheodory function corresponding to I,,, ri, . , r,,. 
Thus, if we verify the identity R = X. I; ‘, then the proof will be finished. 
Using Lemma 3.6.18 in [lo], we obtain 
k 
COxk + 2 ~C,X,_~ .wk 
j=l i 
(28) 
for all w E D. Setting 
s,:= S”(C”,2C,,2C,, . . . ,2C”), 
we have S, = S,( I,,, Pi, , r, > and 
7-p = ;( s, + S,*) 
Hence, 
s,9y)(s,l)* = +[(s;‘)* + sp] 
= f([s,(r,‘,r: ,..., ry]* + s,(r;,ry ,..., y)) 
= T,(c;,c: )..., C,‘). 
Applying Lemma 3.6.24 in [lo], it follows then that X ’ = A?‘), where F ’ 
denotes the reciprocal measure corresponding to F and where AhF’) is given 
by (5). Consequently, Lemma 3.6.25 in [lo] yields X = RC,. The proof is 
complete. W 
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Observe that the essential step in the proof of Theorem 7 is the applica- 
tion of Equation (19) and Th eorem 28 in [14, Part V]. Namely, we used the 
concrete shape of that resolvent matrix associated with a given nondegenerate 
matricial Carathkodory problem which appeared first in Arov and Krein [2] 
(without proof) and which was alternatively constructed in [14, Part V]. 
The dual version of Theorem 7 has the following shape. 
THEOREM 8. Let ( Y~);‘=~ be a sequence of q X q complex matrices. 
Suppose that y” is positive Hermitian and that the q X q matrix polynomial Y 
given by (19) satisfies det Y( z> # 0 for all =. E @ with ) z 1 < 1. Let S : D + 
C=Y’Y be defined by 
S(w):= I, + / TE[Y(w) - Y(z)][Y(z)]-‘Y(O){[Y(z)]-‘}*@dz). 
(29) 
Then YP’S is the q X q central Caratheodoy function corresponding to the 
first n + 1 Taylor coefficients To, r,, . , I’,, in the Taylor series representa- 
tion of Y ’ S around the origin. The matrices r,, rl, . , r,, are linked with 
the unique element (C~)l~zO of a( yj)I~EO] by the identities r,, = C, and 
5 = 2C,, j E NY. 
Theorem 8 can be proved analogously to Theorem 7. We omit the details. 
Note that the construction of the functions R and S defined in (26) and 
(29) is motivated by powerful integral representations for the so-called 
orthonormal matrix polynomials of second kind associated with a nondegener- 
ate q X q nonnegative Hermitian-valued Bore1 measure on U due to Del- 
sarte, Genin, and Kamp [7, 81 as matricial generalizations of classical work of 
Geronimus [16, 171. It should be mentioned that matrix polynomials of 
second kind were even used in the indefinite case by Dym [13], who studied 
the distribution of zeros of matrix polynomials and interpolation problems in 
the so-called pseudo Caratheodory class. 
Now we will combine Problems (Tl) and (T2) and describe the situation 
of determining a positive Hermitian matrix with given first block column and 
given last block row. 
THEOREM 9. Let <xj>j”=, and ( yj& ,, be sequences of q X q complex 
matrices such that the matrix polynomials X and Y given by (17) and (20) 
satisfy the following conditions: 
(i) Both matrices X(O) and Y(0) are positive Hermitian. 
(ii) Neither of th e un f ct ions det X and det Y vanishes in D U 8. 
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Then the following statements are equivalent: 
Cal a(xj)j’zOl nH(~j)J’c”l Z 0z1. 
( /3> For every choice of z E U, 
{[x(4-‘}*x(o)[x(z)]-’ = [Y(,)]pY(o){[Y(z)]-I}*. 
(7) The functions R: ED + C’lx4 and S : [D, + @‘Jo’/ given by (26) and 
(29) satisfy the identity YR = SX. 
Proof. From Theorems 4 and 5 we get that the sets a(~~)j”=~~] and 
fl(yj);=O] each contain exactly one element. Let the measures F E !ZJ(F 
and G E ‘%<F be given by (18) and (21) where A4 is any Bore1 subset of T. 
Then Lemmas 2 and 3 provide (19) and (22). Moreover, we see that F and G 
are nondegenerate. 
First suppose that (a) is fulfilled. Then we know from Theorems 4 and 5 
that 
j$F( dz) = /j-jG( dz) 
for all j E Nii. Applying Proposition 6 in [14, Part III], we obtain F = G. 
Since the matrix-valued functions t:= (X- ')*X(0)X-' and c:= 
Y- ’ Y(O)(Y-’ )* are continuous on T, we get ( p >. Furthermore, Theorems 7 
and 8 show RX’ = Y-‘S. Thus, statement (y) is necessary for ((Y) as well. 
If ( p) holds true, then Theorems 4 and 5 provide (cz). 
Finally, if we suppose that (7) is satisfied, then RX1 = Y- ‘S, and hence 
Theorems 7 and 8 imply (a). n 
We will finish this section with a picture (Figure 1) summarizing those 
one-to-one correspondences which dominate its content. 
For the exact definitions of the notions central measure and central 
Caratheodory function we refer to [14, Part II, Definition 11 and [14, Part IV, 
Definition 71. 
Having in mind that the formula 
[ S,,(C,, 2c,, 2c,, . ,2C,,)] -’ = S”(Cb ) 2c: ) 2c: ) ) 2c; ) 
realizes a bijective correspondence (Cj>,~ZO e (C,’ );=a of the set of all 
positive definite sequences of q X q complex matrices of length n + 1 onto 
itself, it is clear that the schema in Figure 1 can be duplicated. 
Atzmon [4] demonstrated that Problems (Tl) and (T2) are closely related 
to the following inverse problem for matrix polynomials orthonormal with 
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FIG. 1. 
respect to some nonnegative Hermitian-valued Bore1 measure on the unit 
circle 8. 
PROBLEM (M). Let P (or Q) b e a 4 X q matrix polynomial of formal 
degree n. Describe the set of all F E 23: such that the following two 
conditions are fulfilled: 
(i) For all q X q matrix polynomials Z of formal degree not greater than 
?a - 1, 
/ 
PdFZ* = 0, 
T 
Z*dFQ = 0 
holds true. 
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(ii) One has 
/ 
PdFP* = 1 
T 
It should be mentioned that Atzmon [4, Proposition 2.21 also found an 
alternate approach to some results of Gohberg and Lerer [21] which are 
connected to Problem (Tl). Finally, note that in [lo, Section 3.61 further 
inverse problems for orthonormal matrix polynomials have been studied. 
2. AN INVERSE PROBLEM FOR A COUPLED PAIR OF 
POSITIVE HERMITIAN BLOCK TOEPLI’IZ MATRICES 
Theorems 7 and 8 with their proofs lead us to the following two inverse 
problems: 
PROBLEM (Cl). Let ( x-j);_0 and <xj” );“=O be sequences of 9 x 9 com- 
plex matrices, and let the matrix polynomials X and X q be given by (17) 
and 
Suppose that both matrices X(0) and X “40) are positive Hermitian and that 
neither of the functions det X and det X q vanishes in [D, u T. Characterize 
the case that the unique elements <Cj)~Zo and <Cj” $‘+ of a( xj)jn_a] and 
a( x30 )T= 0 I, respectively, satisfy 
s,(c,o,2c,o,2c,o,... ,2c; > = (S,(C”,2C,,2C,, ,zc,>)-‘. (31) 
PROBLEM (C2). Let (yj);=, and ( yjo )jn_O be sequences of 9 x 9 com- 
plex matrices, and let the matrix polynomials Y and Y q be given by (17) and 
Y”(,,,):= 2 YE,.& Z E c. (32) 
k=O 
Suppose that both matrices Y(O) and Y q (0) are positive Hermitian and that 
neither of the functions det Y and det Y ’ vanishes in 113, U U. Characterize 
the case that the unique elements <Cj)~ZO and <Cj” )jn_” of fl( yj& ()] and 
=.5?l( yjo )jyZ ()I, respectively, satisfy (31). 
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Using the considerations in Section 1, we can immediately give an answer 
to Problem (Cl). 
THEOREM 10. Let ( xj),Fz a and ( x1” )J”= 0 be sequences of q x q complex 
matrices, and let the matrix polynomials X and X ’ be given by (17) and 
(30). Suppose that both matrices X(0) and X ’ (0) are positive Hermitian and 
that neither of the functions det X and det X ’ vanishes in D U T. Let 
(Cj);= 0 and <Cj” )]v= 0 be the unique eZements of a( xi)]!‘= “1 and a( xjn );= ,I, 
respectively. Then the following statements are equivalent: 
((Y) The identity (31) hoZds true. 
( /3 ) Zf (‘;)F= ,, is the sequence of Taylor coeficients of the central q X q 
Carath&odoy unction corresponding to the q x q Carath&odoy sequence f 
C,,2C,, 2C,, . . ,2C,, then 
is satisfied for all j E N,. 
(y) Zf R:D + 61qxq is given by (26), then X” = RC,. 
Proof. We will use Theorem 7 and the notation given there. 
( LY) d (y): If (31) holds, then X ’ = X ‘. The proof of Theorem 7 
shows 
R =X=&l = X°C,‘, 
This implies (y). 
(y) * ( p): Theorem 7 yields that X q C, ‘X-’ = RX’ is exactly the 
central q x q Caratheodory function corresponding to To, I,, . , r,,. 
Theorem 3.4 in Duren [ll] provides ( P ). 
( p = (a): We know from Theorem 7 that Rx-’ is the central q X q 
Caratheodory function corresponding to C,, 2C,, 2C,, . ,2C,. Using 
Theorem 3.4 in Duren [ll] and the proof of Theorem 7, we see that ( P) 
implies X q C,‘X-’ = RX’ = X=C,‘X-‘. Thus X0 = X=. By virtue of 
Theorem 4, Cj” = Cj’ follows for all j E N{;. Hence, we obtain finally (a). 
n 
The following theorem, which gives an answer to Problem (C2), can be 
proved analogously to Theorem 10. 
THEOREM 11. Let ( y .):I= 0 and ( yjo $‘= 0 be sequences of q x q complex 
matrices which satisfy cokditions (i) and (ii) of Problem (C2). Let (Cj);=,, 
and <Cj” );“= 0 be the unique elements of a( yj)y= 0] and a( yjo )y= 0], respec- 
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tively . Then the following statements are equivalent: 
(a) The identity (31) holds true. 
( /3 ) lf (q)T= ,, is the sequence of Taylor coeflicients of the central q X q 
Caratheodoy unction corresponding to the q X q Caratheodoy sequence f 
C,,2C,, 2C,, ,2C,, then 
rj = ;$‘[Y(z)]-‘C,‘r’(z)i(di) 
is satisfied for all j E N,. 
(7) Zf S : D -+ CYxY is given by (29), then Y q = C,S. 
3. INVERSE PROBLEMS FOR SCHUR SEQUENCES 
In his famous paper [3I] Schur constructed a powerful algorithm which 
generates a useful parametrization of complex-valued holomorphic functions 
in KD which are bounded by 1 in terms of a finite or infinite sequence of 
contractive parameters. Moreover, he characterized the Taylor coefficients 
of such functions. A matricial generalization of Schur’s investigations is the 
starting point of our considerations in this section. 
A function f: I[3, + @Px4 is called a p X q Schur function if f is both 
holomorphic and contractive in D. There is a characterization of the Taylor 
coefficients of matricial Schur functions (see e.g. Dubovoj [9]), which general- 
izes Schur’s result to the matrix case. Namely, if 
f(z) = E AjZ’, z E D, (33) 
j=o 
is the Taylor series representation (around the origin) of a function f : D + 
@ Pxq which is holomorphic in D, then f is a p X q Schur function if and 
only if the block Toeplitz matrix S,:= S,( A,,, A,, . . . , A, > given by (25) is 
contractive for every nonnegative integer k. The so-called p X q nondegen- 
erate Schur functions f, i.e. p x q Schur functions f [with Taylor series 
representation (33)] for which all the matrices S,, k E N,, are even strictly 
contractive, will play a key role in our further considerations. In view of the 
above characterization of Taylor coefficients of material Schur functions, a 
sequence ( Aj)& of p X q complex matrices is said to be a p X q Schur 
sequence ( p X q nondegenerate Schur sequence) if the block Toeplitz matrix 
S,( A,, A,, . . > A,) is contractive (strictly contractive). A further motivation 
for these notions is the following remarkable fact (see e.g. [15, Part I, 
Theorems 1 and 21). 
260 BERND FRITZSCHE AND BERND KIRSTEIN 
THEOREM 12. Let (A,);“=, be a sequence of p X q complex matrices. 
Then: 
(a) There is a p X q Schur function with first n + 1 Taylor coefficients 
A,, A,, . . > A,, (in the Taylor series representation around the origin) if and 
only if (A,);“=,, is a p X q Schur sequence. 
(b) There is a p X q nondegenerate Schur function with first n + 1 
Taylor coejjkients A,, , A,, . , A,, (in the Taylor series representation around 
the origin) if and only zf ( Aj$‘= O is a p X q nondegenerate Schur sequence. 
The matricial version of the classical Schur problem consists in the 
following question: Given a sequence ( Aj)J?=O of p X q complex matrices, 
describe the set Ypx,[ A,, A,, . , A,] of all p X q Schur functions f for 
which ( Aj)J”,O is exactly the sequence of the first n + 1 Taylor coefficients of 
f in the Taylor series representation of f around the origin. From Theorem 
12 it is clear that Ypx,[ A,,, A,, , A,] 1s nonempty if and only if ( A,);= o is 
a p x q Schur sequence. If ( Aj)“=a is a p X q Schur sequence, then there 
are several descriptions of Ypx Q i A,,, A,, . , A,] (see e.g. Arov and Krein 
[3], Constantinescu [6], Dubovoj [9], Dym 1121, and the authors’ papers [15]). 
If ( Aj)Jn_(, is a p X q nondegenerate Schur sequence, then 
,F;,x,[ A,, A,, , A,] can be parametrized via some linear fractional trans- 
formation generated by some rational matrix-valued function built from 
A,, A,, . . . > A,, only, which is called a resolvent matrix associated with the 
Schur problem corresponding to ( A,)“= ,,. 
There are distinguished classes o 1 resolvent matrices. For our purposes, 
the resolvent matrix constructed by Arov and Krein [3] (and alternatively by 
Dym [12] and the authors [15, Part IV]) . 1s of particular interest. This 
resolvent matrix is built from certain block rows and columns of the matrices 
(I - S,*S,,)-i, (I - S,,S,*)-‘, and S,,( Z - S,*S,)- ‘, where S,:= 
S,( A,,, A,, . . , A,). Thus, in some sense the following problems (which are 
formulated as inverse problems for p X q nondegenerate Schur sequences) 
also have an interpretation as inverse problems for Arov-Krein resolvent 
matrices associated with a nondegenerate Schur problem. 
PROBLEM 61). Let (~,+i&~ and (tj);‘=,, be sequences from CYxq and 
cPxq, respectively. Describe the set ~[(~~+~)~~~,(t,)~~,] of all p X q 
nondegenerate Schur sequences ( Aj>;=a such that the following two condi- 
tions are fulfilled: 
(i) col( tj I;“= o is the first (n + 1)q X q block column of (I - S,*S,)-‘, 
where S,:= S,( A,,, A,, . . , A,,). 
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(ii) col(s. )? . I+1 j=o lS 
s,*s”)-1. 
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the first (n + 1)~ X q block column of S,(Z - 
PROBLEM (~52). Let (~~)~?a and (~+i)J?o be sequences from @Pxr and 
@PxY, respectively. Describe the set ~(~~)~~~~,(~+i)~~~~] of all p X q 
nondegenerate Schur sequences ( Aj);“= o such that the following two condi- 
tions are satisfied: 
(i) (ZL u,_~, . . . , u,) is the last p X (n + 1)~ block row of (I - 
S,,S,T)-‘, Ghere S,,:= S,( A,,, A,, . . , A,). 
(ii) (u, + ,, u,[, . . . , ul) is the last p X (n + 1)~ block row of S,(Z - 
s,*s,,)-i. 
This section is devoted to treating Problems (541) and (S2). 
REMARK 2. 
(a) If &(sj+ i$‘+, (tj)J~=o] is nonempty, then to is necessarily positive 
Hermitian. 
(b) If &(uj)JEo, (u,+,);I=,] is nonempty, then no is necessarily positive 
Hermitian. 
If A E C F”4. then we will use the notation 
The following two lemmas are the key for transforming Problems (Sl) and 
(S2) into problems of types (Tl) and (T2). 
LEMMA 4. Let ( Aj)?=, be a sequence of p X q complex matrices, let 
S,:= S,(A,, A,, , A,,$, and let l’,+,:= T,+l(Zl,+y, A”,, A”,, , A”,). 
~_ 
Then: 
(a) The matrix 
/ Z, 0 0 0 
0 0 7 Zcn+ljF -Sn 
nt I:= 0 -S,* Z(*- l)y 0 
0 0 0 Z<, 
(34) 
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arises from T,,, 1 by simultaneous interchange of block rows and block 
columns. 
6) ( A3 )j”= 0 is a p X q Schur sequence if and only if T,, + I is nonnegative 
Hermitian. 
(c) ( Ai);= ,, is a p X q nondegenerate Schur sequence if and only if T,, + 1 
is positive Hermitian. 
The proof of Lemma 4 is given in [15, Part II, Lemma lo]. 
Lemma 4 shows the intimate connection between p X q Schur se- 
quences (respectively, p X q nondegenerate Schur sequences) and positive 
semidefinite (respectively, positive definite) sequences of ( p + q) X ( p + q) 
complex matrices. 
LEMMA 5. Let (Ai);=, be a p X q nondegenerate Schur sequence, and 
let 
be the block partition of the inverse matm’x of T,, 1:= T,, + I( I,,+,, 
A”,, A;, . , A:,) into ( p + q) X ( p + y) blocks Ejk. Then: 
(a) The first (n + 2)( p + q) X ( p + q) block column and the la.st 
(p + q) X (n + 2xp + q) block row have thejn-m 
(36) 
and 
(37) 
respectively, where ajk is the Kronecker symbol. In particular, .sO = 0, xc,, 
t n+ 1 = 0Cfx4, u,,+~ = OPxP, u,, = Orjxy and u,,+~ = s,,+,. Moreover, t, and 
ug are positive Hermitian. 
(b) The matrix <+ I given by (34) is positive Hervnitian and satisfies 
I 
4 
9- l 
vb+lhJ - s,sy %( qn+ljp - ml) -1 
n+l = 
Sn*(z(n+l)p - s,sy (z++ljp - wn)r’ 
I 
\ ‘I 
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I 
(38) 
(c) The matrix polynomials t and u given by 
k=O 
and 
u(z):= &,i, z E a=, 
k=O 
(39) 
(40) 
satisfy det t(z) # 0 and det u(z) # 0 fir all z E C with 1.z < 1. 
Cd) Let ( A,)jll= ,) be a p x q nondegenerate Schur sequence, and let the 
matrix polynomials s and u be dejned by 
s( 2):’ 5 Sk+& z E @, (41) 
k=O 
and 
t,(z):= 2 Vk+,Zk, 2 E c. 
k=O 
(42) 
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For z E T, then 
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[t(z)]*t(z) - [s(z)]*s(z) = t, (43) 
and 
u<z>[u<z>]* - u(Z)[u(Z)]* =ug. (44 
Proof. Parts (a)-(c) are proved in [15, Part IV, Lemma 20 and 
Proposition 20(g)]. Part (d) is an easy consequence of part (e) of Proposition 
20 in [15, Part IV.]. W 
Observe that (38) pl a y s a key role in constructing the Arov-Krein resol- 
vent matrix associated with the Schur problem corresponding to ( Aj);l, 0 (see 
[lo, Section 3.101 or [15, Part IV]). 
PROPOSITION 1. Let (sj+ I);= ,, and <t,);=, be sequences of p X q and 
q X q complex matrices, respectively. Suppose that t, is positive Hermitian. 
Further, assume that the matrix polynomial t given by (39) satisfies det t(z) 
# 0 for all- E @ with IzI < 1. Then: 
(a) There exists a unique sequence <Cj);=‘o’ of (p + q) X (p + q) com- 
plex matrices such that the following two conditions are satisfied: 
(i) The matrix T,+,:= T,+I(C,,,C,,...,C,,+,) is positive Hermitian. 
(ii) Zf (35) is the block partition of TnP2, into ( p + q) X ( p + q) blocks Elk, 
then (36) is fulfilled. 
(b) There is a sequence (Al>;‘_,, of p x q complex matrices such that 
C, = Zpiy and Cj = A;_, for each j E NY + ’ if and only if (43) is satisfied 
for all z E T, where t and s are given by (39) and (41). In this case, ( Aj)j”, 0 
is a p X q nondegenerate Schur sequence. 
Proof. Let the ( p + q) X ( p + q) matrix polynomial X be defined by 
11 + J a,,, I , 
X(z):= c 
*sj 
l I j=o OqXp tj ,j ’ z E cc, 
where so:= Ot,xq and tn+l:= 0~~x4. For all z E @, then 
(45) 
(46) 
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Consequently, X(0) is positive Hermitian and det X( .z) = det t(z) # 0 for 
all z E C with 1 zI < 1. Hence, Theorem 4 implies (a). 
(b): First assume that there is a sequence ( Aj)I& of p X q complex 
matrices such that C, = I, + y and Cj = A;_, , j E N ;’ ‘, hold true. Then (i) 
and part (c) of Lemma 4 yield that ( Aj$‘= ,) is a p X y nondegenerate Schur 
sequence. From part (d) of Lemma 5 follows (43) for all z E U. Conversely, 
now assume that (43) is satisfied for all z E T. Clearly, the representation 
(46) implies 
for all z E @ with 1 z 1 < 1, Using (431, we get 
{w>1-’ }*w>P(w = { I ( );‘; ),_‘)” -zsz tz -zs( z)[t( z)] -I Z Y I 
for each z E T. Let F E B31T+c, be defined by (18) where M is any Bore1 
subset of 8. Applying Theorem 4, we obtain that (2) is fulfilled for j E &’ ‘. 
The rational matrix-valued function st-’ is holomorphic in K(0, p), where p 
is some real number with p > 1. Let 
s(z)[(z)]-’ = cAj:j, z E K(O, P>, 
j=O 
be the Taylor series representation of st -’ around the origin. Using Theorem 
3.4 in Duren [ll], we obtain C, = Zp+y and Cj = A;_, for all j E NY+‘. 
This completes the proof. W 
Now we are able to give an answer to Problem (Sl). 
THEOREM 13. Let (s,+,&, and (tj)FzO be sequences of p X q and 
q X q complex matrices, respectively. Let t A e matrix polynomials t and s be 
dejned by (39) and (41). Then A?[(s~+ 1)Jf=,, (tj);l=,] is nonempty if and only 
if the following three conditions are satisfied: 
(i> The matrix t(O) is positive Hermitian. 
(ii) The function det t does not vanish in IID u T. 
(iii) The identity (43) holds true for all .z E T. 
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Zf (i), (ii), and (iii) are @fiZZed, then J[(sj+ l)j~zO, (tj$‘+] contains exactly 
one element, nameZy the p X q nondegenerate Schur sequence ( Aj),?=, which 
consists of the first n + 1 Taylor coeflicients of st-’ in the TayZor series 
representation around the origin. 
Proof. If M[(~.~+r)j”=,,, (tj);l=O] z 0, then (i), (ii), and (iii) follow from 
Lemma 5. Conversely, now assume that (i), (ii), and (iii) are satisfied. Then 
Proposition 1 and its proof show that the sequence (Al&‘+ of the first n + 1 
Taylor coefficients of st -’ belongs to 4(sj+ ,)TEO, (tj)jn_o]. If (Bj)~=a is an 
arbitrary element from ~[(~~+~)~=~,<t~>j”=~], then Lemma 5 shows that 
(Cj)y_?,,r defined by C, = I, +cI an d Cj = BP_ r, j E N;I + I, belongs to 
where sa:= 0px4 and tn+l:= Oqxq. 
allj E No”. 
Proposition 1 implies finally Bj = Aj for 
n 
Let ( Aj)j”,, be a p X q Schur sequence. Then the set xn + r of all p X q 
complex matrices A,, 1 such that ( Aj)J~,,’ is a p X q Schur sequence is a 
matrix ball !G( pn+ r; h,+r, ~,,+r), i.e., there are matrices z+,+~ E ‘J2=PxY, 
h “+r E CPxP, and pn+r E Cqxq such that J1,l+l coincides with the set of 
all p x q complex matrices X that admit the representation X = puTI+ 1 + 
h,+lkpn+l where k is some p X q contractive matrix. Choosing A,,+ L = 
p,,+ 1, the set of all p X q complex matrices Anfe such that <Aj>;=‘o” is a 
p x q Schur sequence is again a matrix ball Q( pLn+ 2; A, +2, P~+~). Iterating 
this procedure and choosing Aj = pj for all integers j with j > n, the power 
series 
f(z):= i Aj& z E D, 
j=O 
defines a function f E Ypx4 [A,,, A,, , A,] which is called the central 
p X q Schur function corresponding to ( A,$‘= 0. Central Schur functions turn 
out to be extremal elements in the context of entropy minimization (see Arov 
and Krein [3] and the authors’ paper [IS, Part II]). 
The following theorem shows that the function st-’ occurring in Theo- 
rem 13 is actually a central p X q Schur function. 
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THEOREM 14. Let (sj+ ,);=o and (t,)!l,, be sequences of p X q and 
q x q complex matrices, respectively. Let t h e matrix polynomials t and s be 
defined by (39) and (41) satisfy conditions (i), (ii), and (iii> of Theorem 13. 
Then st-’ is the p x q central Schur function corresponding to the unique 
element (Ak);=” of~[(~,+,)~~=~,(t,)~=~~l. 
Proof. Obviously, si - ’ = (~,&‘)(t~~‘)~~. Using Definition 9 and 
part (b) of Theorem 19 in 115, Part IV], th e assertion immediately follows. n 
The following two theorems, which give an answer to Problem (S2), can 
be verified analogously to Theorems 13 and 14. We omit the proofs. 
THEOREM 15. Let (u,);‘=. and (y+ ,);1=,, be sequences of p X p and 
p x q complex matrices, respectively. Let the matrix polynomials u and v be 
defined by (40) and (42). Then &(uj);lCO, (v + ,);I=,j] is nonempty ifand only 
if the following three conditions are satisfze 4 
(i) The matrix u(O) is positive Hermitian. 
(ii) The function det u does not vanish in D U U. 
(iii) The identity (44) holds true for all z E T. 
Zf (i), (ii), and (iii) are fulfilled, then “yt(~~)~~+, (uj+ ,$‘=,] contains exactly 
one element, namely the p X q nondegenerate Schur sequence ( Aj),JE 0 which 
consists of the first n + 1 Taylor coeflicients of u-k in the Taylor series 
representation around the origin. 
THEOREM 16. Let (u~);=~, and (I++ ,);I=,, be sequences of C PxY and 
@r”‘J, respectively. Suppose that the matrix polynomials u and v dejmed by 
(40) and (42) satisfy conditions (i), (ii), and (iii) of Theorem 15. Then I_-% is 
the p x q central Schurfunction corresponding to the unique element (Aj),yz, 
Of A(“j)j’zO> bj+ ,);l=()l. 
We finish this paper by combining Problems (Sl) and (S2). 
THEOREM 17. Let (S,+,)~=,, (tj);=,, (~~)jn_~, and (I++~)&~ be se- 
quences from Cpxq, @qxY, @PxP, and Cpxq, respectively, such that the 
matrix polynomials s, t, u, and v given by (39)-(42) satisfy the following 
conditions: 
(i> Both matrices t(0) and u(O) are positive Hermitian. 
(ii) Neither of th f ct e un ions det t and det u vanishes in ID U T. 
(iii) The identities (43) and (44) are fulfiilled for all z E T. 
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Then the following statements are equivalent: 
Prooof. From Theorems 13 and 15 we know that the sets &[(sj+ l)j’EO, 
(tj);l=o] and J”[(~~)J”=~,(u~+~)in_~] each contain exactly one element. The 
application of Theorems 14 and 16 yields finally that (a) and ( p) are 
equivalent. H 
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