We extend a former method for simultaneous search for refutations and models, based on the use of constraints, by extending the expressive power of the constraints. Our extension uses the language of I-terms, in which it is possible to denote in nite sequences of structurally similar terms. Our work generalizes the results of H. Comon Comon, 1995] .
Introduction
Although the value of model building in Automated Deduction has been recognized since the very beginning (see for example Gelernter, Hansen and Loveland, 1960] ), it is not until the nineties that some feasible methods have been proposed in order to compute automatically models for rst order formulae. Some of them are methods based on enumeration and backtracking using powerful heuristics to prune the search space ( Slaney, 1992] , ). However, only nite models of \reasonable" size (in practice no more than 15 elements) can be built by these methods. Other approaches, using resolution as a decision procedure, have also been proposed: Ferm uller and Leitsch, 1992] , Tammet, 1991] . They rely on particular techniques restricted to some particular decidable classes of formulae, and are often also restricted to nite models.
In Caferra and Zabel, 1990 ], Caferra and Zabel,1992] a general method for simultaneous search for refutations and models for rst order formulae was proposed. This method | called RAMC (standing for Refutation And Model Construction) | is an extension of resolution, based on the use of constraints. The idea is to consider constrained clauses i.e. 0747{7171/90/000000 + 00 $03.00/0 c 1997 Academic Press Limited pairs noted C : X] ], where C is a clause (in the usual sense) and X a constraint, restricting the range of the variables of C and allowing to code simultaneously the conditions for the application of an inference rule (resolution, factorization, paramodulation:: :), or the conditions preventing their application. The method associates to each inference rule its \dis-inference" counterpart (dis-resolution, dis-factorization: : :), and introduces some essentially new rules that are not inference rules in the usual sense (i.e. the conclusion of the rule is not a logical consequence of the premises, but the rule only preserves the satis ability of the initial formula).
One of the interesting features of RAMC is that it allows the representation and the construction of in nite, as well as nite, models.
The models built by RAMC are represented by sets of constrained literals denoting sets of ground literals. As a consequence the capabilities of the method depend closely on the expressive power of constraints allowed in the c-clauses. Presently, constraints consist of equational formulae, interpreted in the Herbrand universe. The decidability of the validity of these constraints has been shown in Malc'ev, 1971 , Comon, Lescanne, 1989 , Kunen, 1987 . In particular, Comon, Lescanne, 1989] proposed an algorithm transforming any equational formula into a union of problems in a so called \de -nition with constraints".
Nevertheless there exist useful relations that cannot be characterized by equational formulae, and as a consequence there exist models that cannot be described using the formalism presently used by RAMC. Therefore extending the power of the language used in the constraints became crucial in order to capture a larger class of models. More precisely, we want to use a formalism permitting to characterize in nite sequences of ground terms that cannot be represented by equational formulae, as for example: f Recently (and independently of model building needs), many di erent formalisms have been proposed in order to give a nite representation of in nite sequences of structurally similar terms: recurrence terms , !-terms Chen, Hsiang, 1991] , I-terms Comon, 1995] , R-terms Salzer, 1992] , and primal grammars .
These formalisms have been used in order to study in nite loops and divergence, for example in theorem proving Salzer, 1994] or in term rewriting. For some of these languages, uni cation is known to be decidable, and algorithms have been proposed in order to solve uni cation problems. A very large bibliography can be found in , Salzer, 1994 .
In particular H. Comon introduced in Comon, 1995] the notion of integer terms (Iterms for short), i.e. terms with integer exponents, and proposed a uni cation algorithm for his language. In this work, we show how the formalismof I-terms can be used together with our model building method in order to extend its capabilities.
However, in order to integrate the use of I-terms into our model building method a uni cation algorithm is not su cient: as we will see in Section 2, our method raises the need for an algorithm to nd the solutions of any rst order formula on the Herbrand universe, involving connectives^, _, negation and universal and existential quanti cation.
Consequently, we designed such an algorithm, described in this work. It is a complete decision procedure for term constraints with integer exponents. As a new result we show in this paper the decidability of rst order theory of the language of I-terms.
The paper is divided into 6 sections and 5 appendices:
-Section 2 gives the motivations and the starting point of this work. We brie y recall the principle of RAMC, some of its key rules, and the results of Comon, Lescanne, 1989] and Comon, 1995] concerning respectively equational problems in the Herbrand universe and uni cation problems on I-terms. We show more precisely than in Caferra and Zabel,1992 ] the limits of the present version of RAMC, and consequently, the interest of the extension proposed here. -In Section 3, we extend the formalism de ned in Comon, 1995] . The expressive power of the extended formalism is the same as that of the R-terms Salzer, 1992] . We propose a new uni cation algorithm (di erent from the one of Salzer, 1992] ) similar to the one proposed in Comon, 1995] in order to solve uni cation problems in the extended language. -Section 4 contains the principal new technical result of this paper: we prove the decidability of the rst order theory of I-terms. We give an algorithm solving any equational formula containing terms with integer exponents. The key point here is the extension of the explosion rule. -In Section 5, we introduce a new rule for model building using I-terms. The standard properties are proven and two detailed examples show how the new rule enlarge the class of formulae for which models can be built. -Section 6 is devoted to concluding remarks and gives the main lines of future works.
-The 5 appendices contain detailed proofs that would have darkened the reading of the paper and basic notions necessary to make this paper self-contained.
Preliminaries 2.1. Model Building
It is not useful nor possible to recall here all the results presented elsewhere (see Caferra and Zabel,1992] , , Caferra and Peltier, 1995] ). Nevertheless, in order to make this paper self contained, we recall brie y the basic ideas of RAMC and some of its key rules.
As already mentioned, the method is based on the use of constrained clauses de ned as follows: Definition 2.1. A constrained clause (or c-clause for short ) is a pair noted C : P] ] where C is a clause (in the standard sense) and P an equational formula, called the constraint. If C is the empty clause and if P is satis able then C : P] ] is noted v w (the empty c-clause). The rules of our method belong to one of two categories: the refutation rules and the model building rules.
Refutation rules
The refutation rules are simply the standard inference rules (resolution and factorization) adapted to c-clauses.
The rule of binary c-resolution (abbreviated to bc-resolution) on c 1 and c 2 upon l c (t) and l(s) is very similar to the classical resolution rule. It is de ned as follows: The rule of c-factorisation can be de ned in the same way.
Model Building rules The model building rules (or dis-inference rules) aim at building a model of the initial set of c-clauses. They set the conditions preventing application of the inference rules or of the usual simpli cation rules.
-The binary-c-disresolution rule is a natural extension of the unit disresolution de ned in Caferra and Zabel,1992] . -The unit bc-dissubsumption rule imposes constraints preventing a c-clause from being subsumed by a unit c-clause. In particular, it allows the elimination of the c-clauses that are logical consequences of other c-clauses of S. It is de ned as follows (where
-The GPL-rule, (\Generating Pure Literal" rule).
Let S be a nite set of c-clauses. Let c be a c-clause in S and l be a literal in c. The GPL rule computes constraints for c in order to prevent application of bc-resolution to l and l c (i.e. the complementary of l) between the c-clause c and any of the c-clauses in S. In Caferra and Peltier, 1995] the GPL rule is extended in order to generate simultaneously more than one pure literal. This extension has been called GMPL (for Generating Many Pure Literal).
The reader can easily imagine the meaning of other rules of the method (based exactly on the same idea).
Equational Problems
The resolution of the constraints plays in our method a role analogous to that of uni cation in the resolution method. As shown by the rules presented before, the problems that we have to deal with in the constraints are not only uni cation problems, but can include universal quanti ers and negations introduced by the \dis-inference" rules. Our approach raises therefore the need for an algorithm to nd the solutions of any equational formula on the Herbrand universe. Fortunately, the decidability of the rst order theory of Herbrand is known since the early sixties (see Malc'ev, 1971] ). This result was rediscovered independently in Comon, Lescanne, 1989] and who proposed an algorithm to solve equational formula. In this section we recall its most important results. 9y8zM(x; y; z) where M is a system i.e. a purely equational formula without any quanti er. z are the parameters of the problem, y are the auxiliary unknowns, and x are the unknowns.
The notion of solution of an equational problem is de ned as follows.
A ground substitution validates a system P i one of the following statements holds: P is an equation t = u and t and u are syntactically identical. P is a disequation t 6 = u and t and u are syntactically di erent. P is >. P is a conjunction of systems which are all validated by . P is a disjunction of systems and at least one disjunct is validated by . S(P) denotes the set of ground substitutions that validate an equational problem P. It is called the set of solutions of P.
A ground substitution validates an equational problem 9w:8y:M(w; x; y) i there exists a ground substitution with domain w such that for all ground substitutions with domain y, the substitution validates the system M(w; x; y). An equational problem P is in de nition with constraints i P is either >, or ?, or P is 9w: V m j=1 x j = s j ]^ V k i=1 x 0 i 6 = s 0 i ], where x j 6 2 w, each x j appears only once in P and each x 0 i is syntactically di erent from s 0 i .
In Comon, Lescanne, 1989 ] (see also Comon, 1988] ), a set of rules is proposed in order to eliminate parameters from a problem P and to transform P into a union of problems in solved form \de nition with constraints", from which the solutions of the problem can easily be extracted. This system is sound (i.e. all the solutions are preserved) and terminating. This algorithm will be recalled in Section 4.
2.3. Representation of Models: the limits of our original method If RAMC stops, and if the set of c-clauses it produces contains only unit c-clauses, then it gives a model of the initial formula. The partial interpretation of the predicates is given by the unit c-clauses produced by the method: each n-ary predicate P is mapped to two subsets I(P) + and I(P) ? of ( ) n corresponding to the sets of n-tuples of ground terms for which P is respectively evaluated to True and to False. The interpretation is partial because I(P) + I(P) ? ( ) n . If I(P) + I(P) ? = ( ) n , we have a total interpretation of the predicate P y . Obviously total interpretations are particular cases of partial interpretations.
As already mentioned, the sets I(P) + and I(P) ? are presently expressed by equational problems: we give two problems P + and P ? , with n free variables x 1 ; : : :; x n , such that 2 S(P + ) i ( (x 1 ); : : :; (x n )) 2 I(P) + , and 2 S(P ? ) i ( (x 1 ); : : :; (x n )) 2 I(P) ? .
The interpretations built by RAMC are called peq-interpretation (for partial interpretation de nable by equational problems).
Though peq-interpretations capture some interesting classes, it is very easy to see that there exist simple satis able sets of clauses, which do not have any peq-model but belong to a decidable class.
Consider for instance the formula F of the monadic class: P(a)^(8x:9y:P(x) , :P(y))
The corresponding clausal form is:
It is easy to see that any Herbrand model of S must include the ground literals P(f 2n (a)) and :P(f 2n+1 (a)) for all n 2 N. Obviously, these sets of terms cannot be expressed by equational problems.
This example shows that there exist some models that are de ned by primitive recursive relations but that cannot be described by equational problems. Using a more expressive formalism such as I-terms is a natural way to overcome this limit: I-terms allow us to denote in nite sets of ground terms such as f 2n (a) and f 2n+1 (a) (for n 2 N) in the above example.
Terms with integer exponents
The terms with integer exponents (or I-terms) have been de ned in Comon, 1995] . Roughly speaking, they are terms of the form: t n :u y Notice that not to be false in a partial model in not equivalent to be true in it where n is an integer variable, u is an I-term, and t is a term containing at a position p a symbol , called \hole". Terms can be iterated n times along the path p. Example 2.2. (Example of I-terms) The term t = f(x; g( )) n :a is an I-term. Instances of t are: f(x; g(a)) for n = 1 f(x; g(f(x; g(a)))) for n = 2 : : :
In Comon, 1995] a uni cation algorithm for I-terms is proposed. The algorithm is given as a set of rules. This system is proven to be sound and terminating, i.e. the solutions of the problem are preserved, and any problem is transformed into a union of problems in uni cation solved form.
Uni cation solved forms are either ? or > or disjunctions of formulae of the form: 9n:n 1 = E 1^: : :^n k = E k^x1 = t 1^: : :^x n = t n where n 1 ; : : :; n k are integer variables occurring only once in the conjunction, E 1 ; : : :; E k are linear expressions, and x 1 ; : : :x n are ordinary variables which are solved in the conjunction (i.e. occurring only once in the conjunction).
3. Extending the uni cation procedure In Comon, 1995] , H. Comon mentions some possible extensions of his work. In particular he conjectures that his approach could be extended to terms containing more than one occurrence of . The expressive power of the extended formalism is greater than the initial one: it allows for example to express sequences of terms such as the set of all complete binary trees: t = f( ; ) n :a. Instances of t are:
f(a; a) f(f(a; a); f(a; a)) f(f(f(a; a); f(a; a)); f(f(a; a); f(a; a))) : : : In this section, we show that the algorithm given by H. Comon can be extended in order to deal with terms with more than one hole. The extended algorithm will be necessary for the constraint solving algorithm that we de ne in Section 4.
Definitions and notations
We keep the notations of Comon, 1995] . Let be a set of function symbols containing at least one constant, together with an arity function a. Let X be an in nite set of variables. is a symbol of arity 0, called hole. V N is an in nite set of symbols of arity 0 denoting integer variables. For any t 2 T , P (t) denotes the set: fp 2 Pos(t)=t jp = g. For any set of positions P, Min(P ) denotes a position p in P such that p 2 P and for all q 2 P:jqj jpj (for example we can take the minimum of all these positions w.r.t. the lexicographic ordering). In particular, Min(t) denotes the position Min(P (t)). For any term t, P N (t) denotes the set of positions p such that t jp is a N-term.
If p and q are two positions, p pref q means that p is a pre x of q. As usual p < pref q means that p pref q and p 6 = q (i.e. p is a proper pre x of q). We say that two positions p and q are comparable i p pref q or q < pref p. For any t 2 T , t(u) denotes the term obtained by replacing all terms at positions p 2 P (t) by u. For example: f( ; ; f n ( ):a)(u) = f(u; u; f n ( ):a) A substitution is a mapping from a nite subset of X to I-terms, and from a nite subset of V N to N.
The application of a ground substitution to I-terms is de ned as follows. For any ground substitution , we have: Notice that this implies that Fr(s = t) does not contain any equation s jq = t jq , where t jq < s jq or s jq < t jq . This condition will simplify the writing of the uni cation rules.
As usual, we identify ?^P with ?.
It is easy to see that for any equation s = t, if all integer variables take non-zero value then S(s = t) = S(Fr(s = t)): Remark. In the following, we make no distinction between the equations t 1 = t 2 and t 2 = t 1 .
3.2. Outline of the unification procedure As in Comon, 1995] , we assume that all the integer variables are greater than 0. The null case has to be considered separately (we will see in Section 5.1 that this condition is not very restrictive for our model building method). The outline of the uni cation procedure is the following.
First, we use the classical uni cation rules: Decompose, Clash, Trivial, Clash 2 (a generalization of Occur Check), Variable Elimination (see Appendix A).
These rules extend in a straightforward way to I-terms. It is well known (see for example Jouannaud and Kirchner, 1991] ) that the corresponding system of rules R is sound and terminating. For every uni cation problem P, it is possible to compute a problem P 0 that is a normal form of P w.r.t. R. Hence we can consider only uni cation problems in normal form w.r.t. R.
The equation that remains to be considered after application of rules in R (i.e. that are irreducible w.r.t. R and not solved) are of the form: s = t n2 2 :u 2 where s is not a variable (if an equation is not of this form, it is easy to verify that one of the rules in R applies.).
The rule Unfold 1 aims at reducing this general case to the case where s contains a N-term t n1 1 :u 1 , such that for all q i 2 P (t 2 ), there exists a pre x p i of q i , such that:
1 :u 1 . The general form of the equations obtained after the rule Unfold 1 is depicted in Figure 1 .
Then, we reduce this general case to the case where the length of the minimal position of P (t 1 ) equals the length of the minimal position of P (t 2 ), i.e. where: jMin(t 1 )j = jMin(t 2 )j, using the rule Unfold 2. For doing that we only have to \unfold" d 1 times the term t 1 and d 2 times the term t 2 , with d 1 jMin(t 1 )j = d 2 jMin(t 2 )j = d (d is the least common multiple of jMin(t 1 )j and jMin(t 2 )j). Then, we use the rules: Unfold 3 Clash 3, Replace 1,2 in order to eliminate equations containing positions that cannot be compared. Finally, we prove that all the equations that remain to be considered satisfy some commutation properties on their path, which allows to apply a decomposition rule. The general form of the equations obtained before the decomposition step is depicted in Figure 2 .
This decomposition rule allows to simulate in a single rule k applications of the classical decomposition rule. For example the equation f( ) n :x = f( ) m :y can be transformed into the disjunction:
(n = m^x = y) _ 9k:(n = m + k^f( ) k :x = y) _ 9k 0 :(m = n + k 0^x = f( ) k 0 :y) Remark. In Comon, 1995] the rules reducing equations of the form: s(t n1 1 :u 1 ) = t n2 2 :u 2 were de ned by comparing the two positions q 1 and q 2 , such that t 1jq 1 = , t 2jq 2 = .
Here, since P (t 1 ) and P (t 2 ) can contain more than one position, it is simpler to compare the frontier of these two terms.
Unification Rules
In this section we give the uni cation rules used in the algorithm and we prove their soundness. We also give examples in order to illustrate the key rules of our system. Unfold 1:
t n :u = s ! (n = 1^t(u) = s)_ (9m:n = m + 1^Fr(t(t m :u) = s)ft 1 t 2 g^t 1 = t 2 )
if m is a new integer variable and at least one of the following condition holds:
1 Fr(t(t m :u) = s) = ? 2 (t 1 = t 2 ) 2 Fr(s = t(t m :u)) and t 1 = t m :u. 3 (t 1 = t 2 ) 2 Fr(s = t(t m :u)) and t 1 is a variable. 4 (t 1 = t 2 ) 2 Fr(s = t(t m :u)) and t 1 is a N-term and there exists a N-term t 0 in s such that t 0 does not occur in t 1 = t 2 .
Remark. If Fr(t(t m :u) = s) = ? then the rule can be written: t n :u = s ! n = 1^t(u) = s. The terms t 1 and t 2 are irrelevant. Nevertheless, we consider these two cases simultaneously for the sake of simplicity.
Lemma 3.1. Unfold 1 is sound.
Proof. The proof is straightforward. The following lemma gives the form of the equations that remains to be considered i.e.
that are irreducible w.r.t. R and Unfold 1. Fr(s = t(t m :u)), and Unfold 1 applies. 2 Assume that there exists v; v 0 2 P N (s), such that s jv 6 = s jv 0 , and q; q 0 2 P (t) such that v pref q and v 0 pref q 0 . Let t 1 = s jv and t 2 = s jv 0 . We know that (t 1 = t(t m :u) jv ) and (t 2 = t(t m :u) jv 0 ) belong to Fr(s = t(t m :u)). We have either t 1 6 < t 2 or t 2 6 < t 1 . Suppose t 2 6 < t 1 . By irreducibility w.r.t. Unfold 1, t(t m :u) jv contains t 2 , hence t m :u > t 2 . But (t 2 = t(t m :u) jv 0 ) 2 Fr(s = t(t m :u)), and t(t m :u) jv 0 > t m :u > t 2 , which is impossible, by de nition of Fr(s = t(t m :u)).
3 Assume that t 0 < t n :u. We know that for all q 2 P (t), there exists p 2 P N (s) such that p < pref q, and s jp = t 0 . Then we have (t 0 = t(t n :u) jp ) 2 Fr(s = t(t n :u)). But t n :u < t(t n :u) jp hence t 0 < t(t n :u) jp , which is impossible.
We call P 0 N (s; t 2 ) the set of positions p 2 P N (s) such that there exists a position q 2 P (t 2 ) with p pref q.
Let s be the term s(t n1
1 :u 1 ). Similarly, the term s(t) denotes the term obtained from s by replacing each subterm t n1 1 :u 1 , by t. Now, we reduce the general case to the case where the lengths of the positions Min(t 1 ) and Min(t 2 ) are the same. If Min(t 1 ) 6 = Min(t 2 ), d is the greatest common divisor of jMin(t 1 )j and jMin(t 2 )j,
Lemma 3.3. The rule Unfold 2 is sound.
Example 3.2. Let us consider the problem: f( ) n :a = f(f( )) m :a.
We have: jMin(f( ))j = 1 and jMin(f(f( )))j = 2. Hence f( ) n :a must be unfolded.
We get the problem: We need the two following lemmas:
Lemma 3.5. Let v; v 0 ; t; t 0 be terms in T. Let P be the set of positions p such that v jp = t, and P 0 be the set of position p 0 such that v 0 jp 0 = t 0 . Let q; q 0 be two comparable positions in P P 0 . If v = v 0 is satis able, and if q pref q 0 then for all positions p; p 0 2 P P 0 , either p and p 0 are not comparable, or p pref p 0 .
Similarly, if q < q 0 , and if p and p 0 are comparable, then p < p 0 .
Proof. The proof is straightforward. If there exists a solution of v = v 0 and two comparable positions p; p 0 2 P P 0 such that p pref p 0 , then (t 0 ) is a subterm of (t).
Similarly, if there exists p; p 0 and q; q 0 in P P 0 such that p pref p 0 and q 0 < pref q, it would mean that (t) is a proper subterm of (t 0 ) and that (t 0 ) is a subterm of (t), which is impossible.
The following lemma gives the form of the equations that remain to be considered. are comparable.We have either u:q < pref Min(t 2 ) or u:q pref Min(t 2 ). But jMin(t 2 )j = jMin(t 1 )j jqj hence u:q pref Min(t 2 ).
Every satis able instance of F is of the form: s(t 1 (t)) = t 2 (t 0 ). Moreover we have: s(t 1 (t)) ju:q = t and t 2 (t 0 ) jMin(t2) = t 0 and u:q pref Min(t 2 ). By lemma 3.5 we deduce that if F is satis able, for all p 2 P (t 1 ), for all u 2 P 0 N (s; t 2 ) and for all q 2 P (t 2 ), u:p 6 < pref q.
At this point, we know, by irreducibility by Clash 3 that 8q 2 P (t 2 ):q 2 Pos(s(t 1 )).
Therefore we write v(q) to denote the term s(t 1 ) jq .
The following rule is used in order to force the set P (v(q)) to be the same for all q 2 P (t 2 ). This property will indeed be necessary in order to de ne a decomposition rule.
Replace 1:
Remark. The case where Fr(v(q) where (m 1 ) = (n 1 ) ? 1. Hence:
Then the soundness of Replace 1 can easily be proved, using the same techniques as in Lemma 3.1. 
_ 9m 1 :(n 1 + m 1 = n 2^s (u 1 ) = t m1 the irreducibility w.r.t. the previous rules insures that the only equation containing a obtained during the normalization step will be of the form: a = a.
Before proving the soundness of Decompose 2, we give some examples in order to illustrate how it works. f(x; g(x; f(x; ; ); f(d; ; )) m2 :z; g(x; f(x; ; ); f(d; ; )) m2 :z) = z) By using the equations f(x; a; a) = f(d; a; a) and g(x; a; a) = g(c; a; a), we deduce that c = d hence the problem has no solution for m > 1. Without these equations we would have found that there exists solutions for m > 1 ! More precisely the irreducibility w.r.t.
Replace 1,2 only insures that the positions of the constant a in the two terms will be the same, but does not insure that these terms are uni able.
Lemma 3.10. Decompose 2 is sound.
Proof. The proof is given in Appendix C.
Remark. If t 1 and t 2 contain only one occurrence of , it is easy to see that our algorithm is \almost" equivalent to the one proposed in Comon, 1995] . Indeed, the rules Replace 1,2 and Clash 3 are never applied, and the rules Unfold 1,2,3 presented in the present paper become equivalent to the rules Unfold 1,2,3 in Comon, 1995] followed by a normalization step. Hence the algorithm given in Comon, 1995 ] is a particular case of ours.
Termination and Completeness
In this section, we prove that the set of rules R unif introduced in the previous section is a uni cation algorithm for terms with integer exponents.
We have to prove that any problem irreducible w.r.t. R unif is in solved form, and that the non deterministic application of the rules in R unif terminates on any uni cation problem P. Proof. The proof is given in Appendix D.
Definition 3.5. A uni cation problem P is in uni cation solved forms i P is either ?, or > or a disjunction of formulae of the form:
9n:n 1 = E 1^: : :^n k = E k^x1 = t 1^: : :^x n = t n where n 1 ; : : :; n k are integer variables occurring only once in the conjunction, E 1 ; : : :; E k are linear expression, and x 1 ; : : :x n are ordinary variables which are solved in the conjunction (i.e. occurring only once in the conjunction). Any uni cation problem irreducible w.r.t. R unif is in uni cation solved form.
Proof. It is easy to see that if a problem P is not in uni cation solved form then at least one of the above rules applies.
Comparison with unification of R-terms
In Salzer, 1992] , G. Salzer | using a slightly di erent formalism | proposes an algorithm in order to solve uni cation problems on R-terms. The formalisms of R-terms and I-terms with several holes are equivalent, in the sense that they allow to denote the same sets of terms. Therefore one can wonder why we proposed here a new algorithm for solving uni cation problems in this language. The main reason justifying the introduction of this new uni cation algorithm in the present paper is the following: as we will see in Appendix E the algorithm for solving equational problem on I-term proposed in Section 4 uses this uni cation algorithm and the proof of its termination relies on particular properties of this uni cation algorithm. The extension to other uni cation algorithms is not straightforward (we are presently studying the problem).
One of the interesting features of our algorithm is that unlike the one of Salzer, 1992] , it does not use any \subordinate procedure". Indeed, the rule cycle in Salzer, 1992] needs a procedure to compute for an equation of the form: s(t n 1 :u 1 ) = t n2 2 :u 2 , 4 integers m 0 ; n 0 ; n; m such that: :u 2 ) This can be very costly, especially if these integers are large: it requires computation of the frontiers f m;n of these two terms for increasing m and n. Moreover, we have to compare each of the f m;n with all previously computed frontiers in order to detect a possible cycle (i.e. 4 integers m 0 ; n 0 ; n; m such that f m0;n0 = f n;m ). Comparison between the two frontiers should of course be done modulo the AC property of the connective^. In Salzer, 1992] it is shown that this procedure terminates. The existence of such a cycle allows to apply a decomposition rule, similar to the rule Decompose 2.
On the contrary, our algorithm avoids the use of such a procedure by nding directly the value of m 0 ; n 0 ; n; m (this is the role of the rule Unfold 2). This is the main di erence between Salzer's algorithm and ours.
Of course, clever implementations and a lot of experimentations are needed to evaluate precisely the practical performances of both algorithms (see Section 6).
Equational Problems on terms with integer exponents
In this section we extend the rules de ned in Section 3 in order to solve equational problems on I-terms.
Equational Problems on terms with integer exponents (or I-equational problems) are de ned as follows.
Definition 4.1. An I-system is a formula of rst order logic without quanti ers and whose atomic sub-formulae are of the form: s = t or s 6 = t (where s and t are I-terms), or s < t, s t, s = t, s 6 = t, where s and t are expressions of Presburger arithmetic.
An I-equational problem is a formula of the form:
9x8yM(x; y; z) where M is a system, x; z; y are variables of X V N . z are the unknowns, y are the parameters, x are the auxiliary unknowns.
The notion of solution of an I-equational problem is de ned as for equational problems. Without loss of generality, we shall restrict ourselves to formulae of this particular form. Indeed, if we have an algorithm for the elimination of the universal and arithmetic quanti ers from a formula of the above form, then it is easy to see that any equational formula could be transformed in a formula without universal and arithmetic quanti ers, by using the same technique as in Comon, Lescanne, 1989 ] (see Section 4.2.4).
First we have to de ne precisely what we mean by \solved form".
Solved form
The notion of \de nitions with constraints" introduced in Comon, Lescanne, 1989 ] can easily be extended to I-equational problems. Nevertheless, we have to show that this de nition is still suitable, i.e. that every formula of this form (and di erent from ?) has at least one solution. Proof. Let P be a problem in solved form. If P = > or = ?, the theorem obviously holds. Assume P is of the form:
where the variables x i occur only once in P. F is satis able, hence has at least one solution . Let P 0 = (P). P 0 is in de nition with constraints (in the sense of Comon, Lescanne, 1989] ) and is not equal to ?. Therefore P 0 has at least one solution . is a solution of P.
Solving equational problems
Our aim is to give an algorithm transforming any I-equational problem into a disjunction of equational problems in de nition with constraints. This result is not a straightforward consequence of the decidability result of uni cation.
We present in this section the transformation rules used to simplify the problem and we prove their properties (soundness, termination and completeness). In order to make this paper self-contained we also recall the transformation rules used in Comon, Lescanne, 1989] .
Transformation rules
First we will use the system R unif in order to simplify the equations (and dis-equations) of the form s = t occurring in the problem. A rst possibility for doing that is to replace such equations by their normal form w.r.t. R unif . However, this would destroy the quanti cation pattern of the equational problem (remember that we impose that our equational problem must be of the form: 9x:8y:M). Indeed the uni cation rules need the introduction of new existential integer variables, used to unfold one term t n :u according to the value of variable n (see Section 3).
For example, the formula: 8n:f(x) = f( ) n :a is replaced by: 8n:(n = 1^f(x) = f(a)) _ 9m:n = m + 1^x = f( ) m :a, that is not an I-equational problem.
Moreover shifting the quanti er 9m in front of the formula would be incorrect since m and n occur in the same atomic formula n = m + 1.
Another possibility which avoids the destruction of quanti cation patterns is to introduce universal quanti ers instead of existential ones y . More precisely, the formula f(x) = f( ) n :a will be replaced by: n 6 = m + 1 _ x = f( ) m :a where m is a new parameter. Hence we will get the following equational problem:
8n; m:(n 6 = 1 _ f(x) = f(a))^(n 6 = m + 1 _ x = f( ) m :a) Remark. This transformation needs not to be performed if the equation contains no parameter. Indeed, in this case the new existential quanti ers can be shifted to the front of the formula.
The uni cation rule is therefore de ned as follows:
Uni cation s = t ! 8m: V n i=1 (: i _ i ) where s = t is not irreducible w.r.t. R unif and where the formula 9m: W n i=1 ( i^ i ) is the normal form of s = t w.r.t. R unif (m are the new integer variables introduced during the uni cation process). i is either ? or a conjunction of equations of the form: s = t where s; t are I-terms, and i is an arithmetic formula. We also use the analogous rule for the negation:
Dis-uni cation s 6 = t ! 8m: V n i=1 (: i _ : i )
y We thank one of the referees for pointing out this possibility.
The soundness of this dis-uni cation rule is straightforward. Then we will use the following rules:
Replacement z = t^P 7 ! z = t^Pfz tg If z is a variable z is not a subterm of t and either t is not a variable or t occurs in P.
Merging z = t^z 6 = u 7 ! z = t^t = u Explosion of disjunctions 8y : P^(P 1 _ P 2 ) ! 8y : P^P 1 if Var(P 1 ) \ y = ;, and Var(P 2 ) \ y = ;. Remark. The rule Explosion of disjunctions does not preserve the set of solutions of the equational problem. Indeed the solutions of the problem 8y : P^P 1 are solutions of 8y : P^(P 1 _ P 2 ), but the converse is obviously false. Hence this rule must be applied simultaneously to P 1 and P 2 . The set of solutions of 8y : P^(P 1 _ P 2 ) is the union of the solutions of 8y : P^P 1 and 8y : P^P 2 In order to ensure that the procedure terminates, we will add the following condition on the rule Replacement and Merging:
Replacement is applied only if t does not contain any parameter, and if z does not occur in a term u containing a parameter.
The Merging is applied only after an application of the Explosion 1,2 rules (see Section 4.2.2).
Eliminating parameters
In order to eliminate the parameters from the equational problem the algorithm described in Comon, Lescanne, 1989] The Elimination of Parameters rule allows us to get rid of the useless universal quanti ers. The Universality of Parameters 1-4 rules allow us to eliminate the parameters y occurring in an atomic formula of the form: y 6 = t or in an equation.
The soundness of these rules are straightforward (see Comon, Lescanne, 1989 ] for more details).
In order to eliminate the parameters y occurring in disequations of the form x 6 = t, (where y 2 Var(t)) Comon, Lescanne, 1989 ] uses the rule Explosion.
8y : P ! 9w; 8y : P^z = f(w 1 ; : : :; w p )
where z is an unknown or an auxiliary unknown and w are fresh variables.
If there exists in P; x = u (or x 6 = u) where u is not a variable, and contains at least one parameter.
The explosion rule allows to eliminate parameters occurring in a formula of the form:
x 6 = t, where x is an unknown. For example: the formula: 8y:x 6 = f(y) on the signature = fa; f; gg, can be transformed into the disjunction of the 3 following formulae (a; f; g are of arity 0; 1; 2, respectively): F 1 8y:x 6 = f(y)^x = a F 2 9z:8y:x 6 = f(y)^x = f(z) F 3 9z 1 ; z 2 :8y:x 6 = f(y)^x = g(z 1 ; z 2 ) F 2 is reduced by replacement and decomposition to :8y:z 6 = y, and then to ? by the universality of parameters rule.
F 1 and F 3 are transformed respectively into: x = a and 9z 1 ; z 2 :x = g(z 1 ; z 2 ). (by replacement and clash rules). These two problems do not contain the parameter y. This rule is obviously still sound with I-equational problems. Nevertheless, it is easy to see that it does not terminate in general with I-equational problems.
Consider for instance the following formula: 8y; n:x 6 = f n ( ):y If we apply the explosion rule, we get:
9w:8y; n:x 6 = f n ( ):y^x = f(w)
i.e.
9w:8y; n:8m:(n 6 = m + 1 _ w 6 = f m ( ):y)^x = f(w)
: : :: : : We obtain a problem that contains the initial one, hence the procedure will loop. In order to ensure that the procedure terminates we will introduce new conditions on the rule Explosion and we will de ne a new rule in order to eliminate parameters occurring in a N-term. This rule transforms any problem P into a disjunction of two problems P 1 and P 2 such that: P (P 1 _ P 2 ) Let us rst de ne the rule Explosion 1. 8n:x 6 = f n ( ):a Let the signature be: = ff; ag In order to solve this problem, we remark that either x = a or there exists an integer k and a term z such that: x = f k ( ):z. By taking the maximum of all the possible integers satisfying the equation, we obtain: either x = a or 9k; z:x = f k ( ):z^8u:z 6 = f(u).
The idea of the Explosion 2 rule is to add these two formulae to P. We obtain the following equational problems: P 1 : 9k; z:8n; u:x 6 = f n ( ):a^x = f k ( ):z^z 6 = f(u) P 2 : 8n:x = a^x 6 = f n ( ):a P 2 is reduced to x = a (by using the Merging and Uni cation rules). Then we use the explosion rule to eliminate the parameter u in P 1 . We obtain: 9k; z:8n:x 6 = f n ( ):a^x = f k ( ):z^z = a By applying the Merging rule this problem can be transformed into: 9k:8n:f k ( ):a 6 = f n ( ):a^x = f k ( ):a The disequation f k ( ):a 6 = f n ( ):a is reduced by the uni cation procedure to: k 6 = n. More generally the principle of the new rule we propose here is the following: if the equational problem contains an equation x 6 = t n :u where t n :u contains a parameter, then we introduce a new integer variable k and we add the formula: x = t k :z^8u:z 6 = t(u). Notice that it is possible only if t does not contain any parameters. If t contains a parameter, we replace it by a new variable (similarly, we replace any N-term by a variable).
Explosion 2
P ! 9k; y; x:8w:P^x = (t) k :y^y 6 = (t)(w) (P 1 ) ! 8w; x:P^x 6 = (t)(w) (P 2 ) where:
P contains a disequation x 6 = t n :u, such that t n :u contains at least one parameter.
(t) is a term obtained by replacing each parameter and each N-term in t by new variables x.
Lemma 4.2. (Soundness of Explosion 2) Let P 1 ; P 2 be two I-equational problems deduced from P by the rule Explosion 2. Then: P (P 1 _ P 2 )
.
Proof. If 8x; w:x 6 = (t)(w) is true, then P P 2 . Assume 8x; w:x 6 = (t)(w) is false.
Then there exists x and y such that: x = (t)(y). Let k be the greatest integer such that there exists y with x = (t) k :y. Then, if x = (t) k :y, we have: 8w:y 6 = (t)(w), hence P is equivalent to P^9k:(x = (t) k :y^(8w:y 6 = (t)(w))). Therefore P P 1 .
Remark. Any application of the Explosion 2 rule will be immediately followed by an application of the Merging rule between the literals x = (t) k :y and x 6 = t n :u.
We denote by R simp the system composed by the rules: Uni cation, DisUni cation, Replacement, Explosion of Disjunctions.
We de ne the rule:
Simpli cation P^Q ! P If P^:Q ! R simp ?. Remark. We will prove in Appendix E that R simp is terminating. The soundness of the Simpli cation rule is straightforward. This rule is useful for simplifying the problem at hand.
Eliminating arithmetic parameter
If a problem P is irreducible by Uni cation, Dis-uni cation, Elimination of Parameters, Explosion 1,2 then the only remaining parameters do not occur in a non arithmetic atomic formula. Hence any arithmetic quanti er elimination method can be used in order to eliminate them, for example the procedure described in Presburger, 1929] or the more powerful one in . We do not recall here the elimination process, which can be found in Presburger, 1929 .
Termination and completeness
Let R solve be the system: Uni cation, Dis-Uni cation, Replacement, Explosion of Disjunctions, Elimination of Parameters, Universality of Parameters, Explosion 1,2, Simpli cation.
Theorem 4.2. The system R solve is terminating.
Proof. The proof is given in Appendix E. P 0^F where P 0 is in de nition with constraints, and F is an arithmetic formula.
Proof. Let P be an I-equational problem, irreducible w.r.t. R solve .
Any atomic non-arithmetic formula occurring in P must be of the form: x = t or x 6 = t (otherwise one of the uni cation or disuni cation rules would apply).
Assume that P contains a parameter. If x occurs in a disequation of the form y 6 = t then the rule Explosion 1 or 2 would apply. If x occurs in another atomic nonarithmetic formula, one of the Universality of Parameters rules would apply. If x occurs only in arithmetic atomic formulae, then x can be eliminated by using usual arithmetic quanti ers elimination methods.
Then by irreducibility w.r.t. R, and using the completeness of R, we deduce that P must be of the form P 0^F where P 0 is in de nition with constraints, and F is an arithmetic formula.
In order to get de nition with constraints, there only remains to check whether F has solutions (i.e. that 9x:F is true). This can be done by using any algorithm to solve arithmetic formulae (for example the general method given in ).
We deduce the following:
Theorem 4.4. The theory of nite trees in the language of I-terms is decidable.
Proof. This is a trivial consequence of Theorems 4.3 and 4.2: we have only the show how we get the decidability of the rst order theory from the solvability of equational problems. Let F be a rst order equational formula on I-terms. Without loss of generality we assume than F is of the form: Q 1 x 1 : : :Q n x n F 0 where Q i = 9 or Q i = 8, and where F 0 is a formula without any quanti er. Let m(F) be the number of existential quanti ers in the scope of a universal quanti er in F. The proof is by induction on m(F). If m(F) = 0, then F is an equational problem. Assume than m(f) 6 = 0. Then F is of the form: Q 1 : : :Q k 8 9 + 8 :F 0 . The formula 9 + 8 :F 0 is an equational problem hence can be transformed by R solve into an equivalent formula of the form: 9 + F 00 (where F 00 is quanti er-free). Then a formula of the form: 8 9 + :F 00 can be transformed into: :9 8 + :F 00 , hence (by applying R solve to eliminate universal quanti ers) into: :9 F 000 (where F 000 is quanti er-free). Therefore F is reduced to: G : Q 1 : : :Q k 8 ::F 000 . Since m(G) < m(F) we can apply the induction hypothesis.
Remark. The system R solve may of course introduce new existential quanti ers into the formula. However, they are transformed into universal ones when we take the negation of the formula.
Remark. This decidability result may seem surprising since the rst order theory of tree constraints is usually undecidable as soon as the validity of the formula depends on deep structural properties of the trees. For example the theories of the subterm relation Venkataraman, 1987], recursive path ordering Treinen, 1992, Comon, Treinen] , subsumption for rational trees D orre and Rounds, 1992] have been proved to be undecidable.
Here the condition 9n:x = t n :y allows to express in our language deep subtrees properties of x, which impose a regular structure on the variable x. An important point is that the variables occurring in t cannot be instantiated di erently at every instantiation. If we had allowed terms of the form: f( ; ) n , where denotes an anonymous variable that can be instantiated with a di erent value at each instantiation, the theory would be undecidable.
Model building using Integer terms
We can take advantage of the results in the previous section in order to include the formalism of integer terms in our method for model building. Since we are able to solve equational problems on integer terms, the rules of Caferra and Zabel,1992] can be generalized to c-clauses containing I-terms. The aim of the following section is to extend the method in order to compute automatically I-terms from the set of c-clauses.
A new rule
More precisely, we want to simulate in one rule n applications of the c-resolution rule on a self resolvent c-clause (where n is an integer variable). For example, from the c-clause P(x) _ :P(f(f(x))) : >] ], we want to deduce: P(x) _ :P(f(f( )) n :
The rule presented below ful lls this requirement. It is similar, but slightly more general than the rule proposed by Salzer for ordinary clauses in Salzer, 1992 ] (see Section 5.2).
The principle of this rule is the following.
Let C : l(t) _ l c (t 0 ) _ R : X] ] be a self-resolvent c-clause.
Let x 1 ; : : :; x n be the variables of C. Let be a renaming of C. Each variable x i is mapped to a variable x 0 i = (x i ) .
We consider the equation (t) = t 0 . The normal form of the equation w.r.t. R unif is a disjunction of the form: W m i=1 F i , where the F i are formulae of the form: F i : 9n:n 1 = E 1^: : :^n k = E k^x1 = t 1^: : :^x n = t n We will say that a non arithmetic equation is recursive i it is of the form s = t, and there exists a variable x such that x 2 Var(s) and (x) 2 Var(t), and s or t is not a variable. The variables x and (x) are said to be recursive.
F i can be written:
9n:F 0 i^F 00 i where F 0 i contains only recursive equations, and F 00 i does not contain any recursive equation.
In the following, we will assume that the following conditions hold: 1 R, F 00 i , X do not contain any recursive variable.
2 each recursive equations must contain at most two recursive variables. Notice that this is not automatically satis ed: we can have for example: x = f( (x)) and y = g( (y); (x)). Here x, y, (y), and (x) are recursive, and g(y; (x)) contains 3 recursive variables.
Remark. Forthcoming examples will show what happen if the above conditions 1-2
are not satis ed. These conditions allow us to express the general form of the resolvents of the c-clause C. Proof. A recursive equation is either of the form: x i = t i or of the form: (x j ) = t j (where t i and t j are not variables and contain (x i ) and x j respectively).
Let F i be as in the above discussion. F i is of the form:
9n:F 00 i^k i=1
x i = t i^k 0 j=k+1 (x j ) = t j Let 0 be the substitution 0 : (x) ! x (that is 0 = ?1 ). Let be the substitution: : (x j ) ! t j (k < j k 0 ), and the substitution : x i ! t i (1 i k).
First, we show that the formula 0 (F 00 i ) ) 0 (t) = 0 (t 0 ) is equivalent to >.
By condition 2, we have: (t i ) = (t i ) = t i and (t j ) = (t j ) = t j . Hence (x i ) = (t i ) and ( (x j )) = (t j ). Therefore the formula: (F i ) is equivalent to (F 00 i ) (see the de nition of F i above).
Since F 00 i does not contain any recursive variable, we have: (F 00 i ) = F 00 i .
By de nition of F i : F i ) (t) = t 0 >. Therefore: (F i ) ) (t) = (t 0 ) >, i.e.
F 00 i ) (t) = (t 0 ) >.
In particular: 0 (F 00 i ) ) 0 (t) = 0 (t 0 ) >.
But ( (t)) = (t) and ( (t 0 )) = (t 0 ). Hence 0 (F 00 i ) ) 0 (t) = 0 (t 0 ) is equivalent to >.
Let s be the term tft i ! x i g. Let 0 = 0 , and 0 = 0 .
If F 00 i is true then ( (t)) = (t 0 ). For all i 2 1; k], ( (x i )) = (x i ), and for all j 2 k + 1; k 0 ], all terms (x i ) in (t 0 ) occur in the term t i . Hence x i occurs only in t i in t, and t = 0 (s).
Similarly, we can prove that if 0 (F 00 i ) is true, then 0 (s) = t 0 . 3 k, t i , and x i are de ned as in Lemma 5.1. 4 t i does not contain a N-term u such that u contains a recursive variable 5 s 0 (resp. s 00 ) is obtained from s by replacing each variable x i , for 1 i k (resp. k < i n) by (t j fx j g) n :x j . Remark. Condition 4 is necessary so that (t j fx g) n :x j and (t i fx g) n :x i be I-terms. Without this condition, we could have (if t i = f( ) n :x):
x (f( ) n : ) m :x but this last term is not an I-term. The normal form of: P(x 0 ; y 0 ) = P(f(x); z) is the formula:
F : x 0 = f(x)^y 0 = z (it should be noticed that in this case there is only one solution).
x, x 0 are recursive variables, y; y 0 ; z; z 0 are not.
Therefore we have:
C 0 : R(y; z) _ P(x; y) _ P(f( ) n :x; z 0 ) : y = y 0^z = z 0^y0 = z] ]
By simpli cation, we get:
It is easy to see that C 0 is a logical consequence of C.
Remark. If n = 0 the c-clause is a tautology. Hence this case can be eliminated. Note that the constraints solving algorithm given in Section 4 is well adapted to our model building method since it assumes that each integer variable is mapped to an integer n > 0. We give below two examples illustrating the case where conditions 1-2 are not satis ed. :
C gives the following resolvents:
Obviously, this set of c-clauses cannot be expressed by our present formalism. C gives the resolvents:
:P(f(f(x)); y) _ P(x; g(x; g(f(x); y))) : >] ]
and:
:P(f n (x); y) _ P(x; g(f(x); : : :; g(f n (x); y))) : >] ]
Again this set of c-clauses cannot be denoted by I-terms.
Comparison with Salzer's induction rule
As already mentioned, Salzer, 1992] has proposed a similar induction rule for standard clauses. This rule uses R-terms instead of I-terms. Later it has been extended by using primal grammars Salzer, 1994] (primal grammars are a more powerful formalism than the one we use here) and cycle uni cation Salzer, 1993] .
The main di erences between the rule we propose here and the one in Salzer, 1992 ] are the following: First, our rule applies to constrained clauses instead of standard clauses (constrained clauses have a greater expressive power). Second, the rule in Salzer, 1992] only applies to clauses of the form: Q P with Q being an instance of P (i.e. Q = P , for some substitution ). Our rule can deal with clauses of the form: Q Q .
Example 5.4. Let C be the clause: P(f(x); y) _ :P(x; f(y))
The I-term introduction rule deduces from C the clause: P(f( ) n :x; y) _ :P(x; f( ) n :y) This clause cannot be deduced by the rule proposed in Salzer, 1992] .
Examples
Example 5.5. The following example is taken from Dreben and Goldfarb, 1979, page 205] . It is a formula in three solvable 898-classes with identity. These classes are not nitely controllable but they are docile y .
This formula is satis able only over in nite universes and universes of even cardinality. We believe that it is worth investigating this kind of formulae with the help of computer tools z . 8y9x8z R(x; y)^Q(y; y)^(R(x; z) ) (y = z)) (Q(y; z) ) P(x; z))^(P(y; z) ) Q(x; z))^(:P(y; z) _ :Q(y; z)) y A class is nitely controllable if every satis able formula in the class has a nite model. It is docile if there is an e ective method for deciding if a formula in the class has a nite model. z \We do not have much information about the spectra of schemata in these classes" Dreben and Goldfarb, 1979, page 205] .
Let us call S its corresponding set of c-clauses. It is worth noting that no other known method is able to build a model for this formula (since it does not have any nite model).
Conclusion and Future Work
We have presented in this paper a powerful extension of a former method for simultaneous search for refutations and models (called RAMC). This extension relies on the use of the formalism of terms with integer exponents (I-terms), de ned by H. Comon. The algorithm proposed in Comon, 1995] for solving uni cation problems on I-terms has been extended to terms containing more than one \hole". We have proven the decidability of the resolution of constraints on I-terms, by giving an algorithm to solve equational problems on integer terms.
All these results were necessary in order to incorporate I-terms into RAMC (our method for model building). We have de ned a new model building rule, in order to compute automatically I-terms from a self-resolvent c-clause. Two non trivial examples show evidence of the interest of our extension, i.e. the class of satis able formulae for which models can be built with the extended version RAMC is strictly larger than the one with its previous version.
The main lines of future work are the following: -Extend the implementation described in with the I-constraint solving procedure given in this work.
-Compare more precisely the uni cation algorithm contained in our constraint solving algorithm with the one proposed in Salzer, 1992] (both from theoretical and practical points of view).
-Try to characterize syntactically the classes of formulae for which the extension of RAMC proposed here is a decision procedure.
-Include in our constraint language more expressive formalisms such as primal grammars The idea of the proof is the same as the one of theorem 6.1 in Comon, 1995] . We give an interpretation I of uni cation problems that are irreducible w.r.t. R, such that the value of the normal form of any problem P decreases by application of the rules in R unif .
The de nition of I is similar, but not exactly identical to the interpretation used in Comon, 1995] .
Let us recall the E-size (Exponent Size) measure on integer terms, de ned in Comon, 1995] . E-size(x) = E-size( ) = E-size(a) = (0; 0) for every variable x and every constant a E-size(f(s 1 ; : : :; s n )) = maxfE-size(s i )j1 i ng E-size(s n :t) = maxf(n 1 +1; 0); (m 1 ; m 2 +1)g if E-size(s) = (n 1 ; n 2 ) and E-size(t) = (m 1 ; m 2 )
The interpretation I of an atomic formula is the following. I(F) = 0, if F is an arithmetic formula, or if F is of the form x = t, where x is a solved variable. I(t 1 = t 2 ) = (n(t 1 = t 2 ); fE-size(t 1 ); E-size(t 2 )g; fPos(t 1 ); Pos(t 2 )g; status) where: 1 n(F) is the number of distinct N-terms that occurs in F 2 status = 1 if Unfold 2 is applicable on t 1 = t 2 , 0 otherwise.
Then the interpretation of a uni cation problem is de ned by: I(F 1^: : :^F n ) = (u; fI(F 1 ); : : :I(F n )g) where u is the number of unsolved variables in the formula.
We are going to prove that for any uni cation problem P and for any application P ! P 0 of a rule in R unif , then I(P 00 ) < I(P), where P 00 is the normal form of P 0 w.r.t.
R.
If the rule of variable elimination is applied in the normalization, the decrease is straightforward (the number of unsolved variables is strictly decreasing y ). Similarly, if a Clash or an Clash 2 is applied the decrease is obvious. These cases can therefore be eliminated.
Consider an atomic formula F : t = t 0 . If the rule Clash, variable elimination and Clash 2 are never applied, it is easy to see that the normal form of F w.r.t. R is : V i (t jq = t jq ), where and t jq or t 0 jq is a N-term or a variable (by irreducibility w.r.t. Decompose).
y Notice that in this case the number of distinct variables in the equation also decreases strictly.
Therefore, for each rules in R unif , and for each atomic formula t = t 0 in the right side of the rule, we have to prove that t jq = t 0 jq is less by the interpretation I than t = t 0 .
Unfold 1: three kinds of equations must be considered: { t(u) = s: it is easy to see that n(t(u) = s) n(t n :u = s). Then for each equation t(u) jq = s jq in the normal form of t(u) = s, one can show that E-size(s jq ) E-size(s) and that E-size(t(u) jq ) < E-size(t n :u). 1 is ordered using the multiset extension of the ordering on I. is ordered using the lexicographic ordering.
First we consider only the system R 0 solve = fUni cation, Dis-Uni cation, Replacement, Explosion of Disjunctions, Elimination of Parameters, Universality of Parameters, Explosion 1, Simpli cationg.
Lemma E.1. For any rule 2 R 0 solve and for any problems P; P 0 such that: P ! P 0 ,
we have: (P) > (P 0 ). Universality of Parameters 2: param decreases strictly. Universality of Parameters 1,3,4: the decrease is obvious. Explosion 1: due to the chosen control, the rule is always followed by an application of the Merging rule. An equation x 6 = t (where t contains at least one parameter) is transformed into an equation f(x 1 ; : : :; x n ) 6 = t. Since t is not an N-term, this equation is reduced by decomposition to either > or x 1 6 = t 1 _ : : : _ x n 6 = t n . If the Universality of parameters rule is applied during the normalization process the decrease is obvious. Else I decreases strictly.
Simpli cation: the proof is straightforward.
Since is well-founded, we deduce that R 0 solve is terminating (this implies in particular that R simp is terminating). Now it only remains to consider the rule Explosion 2. For doing that, we need to introduce a few de nitions.
Definition E.4. The set of unsafe parameters is the least set of non-arithmetic parameters x such that x occurs in an atomic formula containing a N-term or an unsafe parameter.
Definition E.5. A N-term t n :u occurring in a literal f in a problem: 9x:8y:P^(R _ f) is said to be special i for all term x, P^:R^t(x) = u ! R simp ?.
For any literal f we note: spec(f) the number of N-terms in f that are not special. Lemma E.2. The uni cation and dis-uni cation rules do not increase n and spec.
Proof. The proof is straightforward. Lemma E.3. Let P and P 0 be two problems such that: P ! R 0 solve P 0 . Then 0 (P) > 0 (P 0 ).
Proof. We have just to check that unsafe and 2 do not increase. We only consider the rule Universality of Parameters 2 (the decrease for the other rules is straightforward).
Two cases must be distinguished. Either y 0 is unsafe, hence unsafe decreases strictly, or y 0 is safe, hence by de nition of unsafe, unsafe and (d 00 i ) do not increase.
Lemma E.4. Let P; P 0 be two problems such that: P ! R solve P 0 . Then 0 (P) > 0 (P 0 ).
Proof. It su ces to consider the rule Explosion 2.
The rule Explosion 2 introduces new parameters. Nevertheless these parameters are safe, hence unsafe does not increase.
As for Explosion 1, the Explosion 2 rule is always followed by an application of Merging rule. A disequation x 6 = t n :u is transformed into: (t) m :y 6 = t n :u. Then by applying the Decompose 2 rule on t n :u = (t) m :y, we get a formula of the form:
