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Sammanfattning 
Denna studie ger en analys av kommunal arbetslöshet i Sverige. Studiens syfte är 
att undersöka om arbetslöshet kan modelleras med en linjär regressionsmodell, eller 
om den kräver en utvidgad modell med en rumslig komponent. I detta syfte skattas 
en Durbinmodell – en modell som utvecklar den multipla linjära regressionen med 
rumsligt vägda variabler. 
Landet delas i fem regioner (Götaland, Norrland, Svealand, Stockholm och 
Malmö-Göteborg) och för varje region skattas en multipel linjär regressionsmodell 
och två varianter av Durbinmodellen. Durbinmodellerna är skilda i valet av vikt-
matris, det vill säga definitionen av de rumsliga vikterna. Varje modelltyp skattas med 
två olika variabeluppsättningar: 1) en fullständig uppsättning med tolv förklarande 
variabler valda utifrån tidigare studier, och 2) en reducerad uppsättning framtagen 
från den fullständiga genom minimering av det bayesianska informationskriteriet i 
den linjära modellen. Modellerna utvärderas genom att jämföra förklaringsgrader och 
genomföra likelihood-kvottest. 
Studiens resultat tyder på att det finns en rumslig komponent i den kommunala 
arbetslösheten som inte till fullo kan förklaras med de förklarande variabler som an-
vänds. För de tre landsdelarna (Götaland, Norrland, Svealand) visar likelihood-
kvottesten på signifikant fördel för Durbinmodellerna med full variabeluppsättning. 
För storstadsregionerna är resultaten mindre klara, men förklaringsgraden tyder på 
att det kan finnas fördelar med rumsliga modeller. Vidare pekar resultaten på bety-
dande skillnader mellan regioner, och på att valet av viktmatris inte har stor påverkan 
på förklaringsgraden. 
  
  
 
Abstract 
The study presents an analysis of municipal unemployment in Sweden. Its aim is 
to examine whether unemployment can be modeled using linear regression or re-
quires an additional spatial component. To do this, a Durbin model – a model that 
extends multiple linear regression using spatially weighted variables – is employed. 
The country is divided into five regions (Götaland, Norrland, Svealand, Stockholm 
and Malmö-Gothenburg) and for each region a multiple linear regression model and 
two variations of the Durbin model are estimated. The two Durbin models differ in 
the choice of the weight matrix, i.e. the definition of the spatial weights. Each model 
is estimated using two different variable sets: 1) a full set with twelve explanatory 
variables which are chosen based on previous studies and 2) a reduced set obtained 
by eliminating variables from the full set by means of minimizing the Bayesian in-
formation criterion in the linear model. The models are evaluated by comparing the 
coefficient of determination, and by implementing likelihood ratio tests. 
The results of the study suggest that there is a spatial component in the local un-
employment rate which cannot be fully explained by the explanatory variables used. 
For the three regions Götaland, Norrland and Svealand the likelihood ratio tests 
show significant results in favor of the Durbin models with the full variable set. In 
the metropolitan areas, the results are less clear, but the coefficient of determination 
indicates possible advantages for spatial models. Furthermore, the study shows large 
differences between the five regions, and that the choice of weight matrix has little 
impact on the coefficient of determination. 
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1. Inledning 
Det är ett väl etablerat faktum att arbetslöshet har en geografisk komponent och 
att det kan finnas betydande och bestående skillnader i arbetslöshet mellan ett lands 
regioner. Bland studier finns Partridge och Rickman (1997) som analyserar arbetslös-
het i USA genom att skatta en modell för regional jämviktsarbetslöshet. Studien visar 
på regionala skillnader och att bland annat högre mobilitet på bostadsmarknaden, 
högre utbildningsnivå och lägre brottslighet har signifikant dämpande effekter på 
arbetslösheten. Elhorst (2003) ger en sammanfattande överblick av 41 artiklar om 
regional arbetslöshet publicerade mellan 1973 och 1997. Studien fastslår förekomsten 
av regionala samband i arbetslöshet och beskriver variabler som frekvent används för 
att förklara regionala skillnader, däribland demografiska faktorer, lönesättning och 
arbetsmarknadens mobilitet. 
Då det väntas finnas ett samband mellan närliggande regioner är förekomsten av 
rumslig autokorrelation en viktig aspekt vid modellering av regional arbetslöshet. I 
figur 1 ges den svenska kommunala arbetslösheten. Kartan visar på hög arbetslöshet i 
östra Norrland och låg arbetslöshet i storstadsregionerna. En statistisk modell för 
kommunal arbetslöshet som inte tar denna autokorrelation i beaktande riskerar att 
vara ineffektiv eller ge felskattningar (Anselin, 1988, s. 58-59). 
För att införa rumsliga samband i en statistisk modell krävs en kvantifiering av av-
ståndet mellan enheter, i detta fall kommuner. Ett sätt att genomföra detta är att an-
vända en viktmatris,  = (), där cellen  definierar avståndet mellan kommun 
 och kommun 	. Två vanligt förekommande viktmatriser är den binära och den 
distansbaserade. Den binära matrisen bygger på regionalt grannskap och ges av att 
vikten sätts till ett om två kommuner är direkta grannar och annars till noll, medan 
den distansbaserade matrisen bygger på inversen av avståndet mellan centralpunkter i 
respektive kommun. 
Flera studier av arbetslöshet tillämpar metoder som innefattar viktmatriser. Molho 
(1995) analyserar regional arbetslöshet i Storbritannien och formulerar en viktmatris 
baserad på arbetslöshet och avstånd, så att en grannregion med stor arbetslöshet eller 
kort avstånd har en större vikt. Viktmatrisen används för att definiera två olika mo-
delltyper – en rumsförskjuten modell och en rumslig felmodell – och studien finner 
att den rumförskjutna modellen ger signifikanta resultat och okorrelerade residualer. 
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López-Bazo et al. (2002) undersöker arbetslöshet i Spaniens provinser med en binär 
viktmatris för direkta grannar. Studien tillämpar en rumsförskjuten modell som ger 
signifikanta resultat för rumsliga komponenter och eliminerar autokorrelation i resi-
dualerna. Cracolici et al. (2009) använder en binär viktmatris för direkta grannar i en 
studie av arbetslöshet i Italien. I studien skattas en mängd olika rumsliga modeller 
och resultatet pekar på att parametrar kopplade till rumsliga variabler är signifikanta 
och att rumsliga modeller ger signifikant lägre residualspridning än icke-rumsliga mo-
deller. 
I denna uppsats studeras kommunal arbetslöshet i Sverige. Syftet är att modellera 
arbetslösheten med en modell som inkorporerar rumslig autokorrelation. 
Studien har följande upplägg. Landet delas in i fem regioner: Götaland, Norrland, 
Svealand, Stockholm samt en sammanslagning av Malmö och Göteborg. Den kom-
munala arbetslösheten modelleras för varje region som en funktion av tolv förkla-
rande variabler valda utifrån tidigare forskning. Som modell används två versioner av 
 
Figur 1. Kommunal arbetslöshet i december 2011. 
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en Durbinmodell, vilket är en rumslig modell som utvidgar den multipla regres-
sionsmodellen med rumsligt vägda variabler. Versionerna skiljer sig åt i val av vikt-
matris, där den första modellen har en binär matris och den andra en distansbaserad 
matris. Vidare skattas en linjär multipel regressionsmodell som används dels för jäm-
förelse och dels för att, genom en stegvis regression, skapa en reducerad variabelupp-
sättning utifrån den fullständiga tolvvariabelsmodellen. Den reducerade variabelupp-
sättningen används slutligen för att skatta reducerade versioner av de två Durbinmo-
dellerna. Sammantaget skattas därmed sex modeller i landsdelarna: två Durbinmodel-
ler och en multipel regression med fullständig variabeluppsättning, samt två Durbin-
modeller och en multipel regression med reducerad variabeluppsättning. För stor-
stadsområdena skattas fyra modeller då det finns otillräckligt antal observationer för 
de fullständiga Durbinmodellerna. Modellerna jämförs genom att undersöka residua-
ler och genom likelihood-kvottest. 
Studiens resultat pekar på att rumsliga modeller överträffar den linjära regres-
sionsmodellen, att val av viktmatris inte ger betydande skillnader, att fullständiga 
modeller överträffar reducerade modeller i det rumsliga fallet, och att det finns bety-
dande regionala skillnader i hur arbetslöshet påverkas av förklarande variabler. 
Uppsatsen är disponerad på följande sätt. Kapitel 2 beskriver uppsatsens metod 
med särskilt fokus på den rumsliga Durbinmodellen. Kapitel 3 beskriver val och in-
samling av det använda datamaterialet. Kapitel 4 presenterar studiens resultat uppde-
lat på de fem regionerna. Kapitel 5 ger slutsatser och en kort diskussion kring me-
todval och resultat. 
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2. Metod 
2.1. Introduktion 
Kapitlet beskriver analysens metod och upplägg. Den första delen behandlar den 
linjära multipla regressionsmodellen och den stegvisa regression som används för att 
skapa den reducerade variabeluppsättningen. Den därpå följande delen behandlar 
den binära och den distansbaserade viktmatrisen. Den avslutande delen beskriver 
Durbinmodellens form och tolkning. 
Skattningar, datahantering och figurer görs i grundpaketet till R (R Development 
Core Team, 2009). Överföring av data från shp-format – ett filformat för geografisk 
information – till R görs i DNR GPS (Minnesota Department of Natural Resources, 
2012). 
2.2. Linjär multipel regressionsmodell 
I analysens första steg modelleras den förklarade variabeln 
 ( = 1, … ,  med 
 som antalet kommuner) med en linjär regressionsmodell med  förklarande variab-
ler. Modellen ges av 
 
 =  +  + ⋯ +  +  , 
 ∈ (0, ). (1) 
Om variabler och parametrar skrivs i vektor- och matrisform, kan modellen skri-
vas 
  =   + !" + # (2) 
 # ∈ (0, $) 
 = (
, … , 
%)& 
 = (1, … ,1)′ 
 
 ! = ( ⋯ ⋮ ⋱ ⋮% ⋯ %+  
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 " = ,, … , -& 
# = (, … , %).  
Parametrarna  och  är skalärer och $ är en enhetsmatris med storleken . 
Den linjära modellen bygger på sex modellantaganden: residualerna # ska ha vän-
tevärde noll, ha konstant varians, vara oberoende av förklarande variabler, vara sins-
emellan oberoende, och vara normalfördelade. Slutligen ska förklarande variabler inte 
uppvisa multikollinearitet – det vill säga alltför hög korrelation (Verbeek, 2004, s. 16). 
Modellen skattas med minstakvadratskattningen och skattade parametrar betecknas 
./ . 
Regressionens antaganden prövas med statistiska tester. Heteroskedasticitet, det 
vill säga att residualer inte har konstant varians, testas med ett Breusch-Pagan-test där 
de kvadrerade residualerna modelleras med samma förklarande variabler som i den 
skattade modellen (Verbeek, 2004, s. 91). Nollhypotesen är att heteroskedasticitet 
inte förekommer. För att genomföra testet används funktioner ur R-paketet lmtest 
(Zeileis och Hothorn, 2002). Normalitet testas med ett Jarque-Bera-test (Verbeek, 
2004, s. 185). Testet har nollhypotesen att residualerna är normalfördelade och 
genomförs med funktioner ur R-paketet tseries (Trapletti och Hornik, 2009). 
I analysen utgörs den förklarade variabeln av logittransformationen av  , andelen 
arbetslösa i kommun . Transformationen ges av 
 = log ( (1 − )4) och ger 
en variabel som kan anta värden på hela tallinjen, till skillnad från andelen som antar 
värden mellan noll och ett. Denna icke-linjära transformation påverkar tolkningen av 
modellens parametrar. I den linjära multipla regressionsmodellen har parametrarna 
en direkt och enkel tolkning: om variabeln 5 ökar med ett, ökar 
 med 5. När vari-
abeln är logittransformerad blir tolkningen dock annorlunda, vilket visas av följande 
beräkning: 
  = exp(
)1 + exp(
)    
= exp, + 9 555: + -1 + exp ( + 9 555: + ) 
(3) 
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 ;;5 = 5
exp, + 9 555: + -,1 + exp, + 9 555: + -- 
 = 5 exp(
)(1 + exp(
)). 
(4) 
Uttrycket i (3) ger inversen av logittransformationen och derivatan i ekvation (4) 
anger förändringen i andelen arbetslösa vid en förändring i variabeln 5. Föränd-
ringen, som tidigare bara berodde på 5, är nu också beroende på värdet på 
 så att 
förändringen i andelen är mindre när 
 är längre från noll, vilket på grund av logit-
transformationen motsvarar att andelen   är längre från en halv. 
Analysen genomförs med två olika variabeluppsättningar: en fullständig uppsätt-
ning med tolv variabler och en reducerad uppsättning. De tolv variablerna i den full-
ständiga uppsättningen är valda utifrån tidigare studier och redovisas i nästföljande 
kapitel. I den reducerade modellen väljs förklarande variabler ur den fullständiga mo-
dellens tolv variabler genom stegvis regression där det bayesianska informationskrite-
riet minimeras. Kriteriet ges av 
 <=> = − log ? +  @ log , (5) 
där ? är värdet för den maximerade likelihoodfunktionen, @ är antalet skattade para-
metrar och  är antalet observationer (Schwarz, 1978). Med start i modellen med tolv 
variabler beräknas i varje steg det bayesianska informationskriteriet för modeller som 
har en variabel mindre än den aktuella modellen, och den mindre modell som ger det 
lägsta BIK-värdet förs till nästa steg. Processen pågår till det steg då informationskri-
teriet ger högre värde för alla mindre modeller. Proceduren genomförs med använd-
ning av funktioner i baspaketet till R. Fördelen med den reducerade modellen är att 
signifikanta samband förtydligas när onödiga variabler väljs bort, att tolkning förenk-
las och att modeller för regioner med få observationen kan skattas. Förfarandet med 
stegvis regression har dock kritiserats då upprepade tester kan leda till signifikanta 
resultat för vad som egentligen är slumpeffekter, vilket ger felaktig tolkning av skat-
tade parametrar (Verbeek, 2004, s. 56). I arbetet benämner en fullständig modell en mo-
dell skattad med full tolvvariabelsuppsättning, medan en reducerad modell benämner en 
modell skattad med den reducerade variabeluppsättningen. 
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I den fullständiga modellen och den slutliga reducerade modellen används F- och 
t-test för att undersöka om regressionen och dess parametrar är signifikanta. Vidare 
används förklaringsgraden, A = 9 (
B − 
C)/ 9 (
 − 
C)%:%: , som mått på hur 
väl modellen beskriver den förklarade variabeln. Här anger 
B modellens skattade 
värde, det vill säga 
E = B + 9 ./ 55: , medan 
C anger medelvärdet, % 9 
%: . 
2.3. Viktmatriser 
För att inkorporera en geografisk komponent i en regressionsmodell används en 
viktmatris  (Schabenberger och Gotway, 2005, s. 18-19). Matrisen är kvadratisk 
med  rader och kolumner, och varje cell  definierar ett avståndsmått mellan en-
heter   och 	, i detta fall två kommuner. En matris där varje rad summerar till ett 
kallas radnormaliserad. Diagonalen  sätts till noll. 
Det finns olika sätt att definiera vikterna i  (Cressie, 1991, s. 383-385). I detta 
arbete används två viktmatriser: en binär och en distansbaserad. Låt F(, 	) vara en 
funktion som för två kommuner,  och 	, anger det minsta antalet kommuner som 
måste passeras för att ta sig mellan kommunerna. Den binära viktmatrisen  defi-
nieras utifrån en icke-normaliserad matris &  som ges av 
 & (, 	) = G(F(, 	) = 0), (6) 
där G anger indikatorfunktionen och 1 ≤ , 	 ≤ 290. En cell i matrisen &  är alltså 
ett om kommunerna är direkta grannar, det vill säga delar land- eller sjögräns (se bila-
ga 1 för kommuner med sjögräns), och annars noll. Den binära viktmatrisen  fås 
genom radnormalisering av & . 
Den andra matrisen  baseras på kilometeravstånd. Först beräknas en central-
punkt för varje kommun. Denna tas som medelvärden av västligaste och östligaste 
respektive sydligaste och nordligaste punkt, och betecknas ( , 
) där indexet anger 
kommun. Den icke-normaliserade matrisen definieras av 
 & (, 	) = G(F(, 	) ≤ 2)K(, 	), (7) 
där 
 K(, 	) = (( − ) + (
 − 
))4.  
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Viktmatrisen sätter alltså avståndet mellan kommuner till inversen av det kvadrerade 
euklidiska avståndet. Vidare sätts vikten till noll för de kommunpar som har tre eller 
fler mellanliggande kommuner. Detta då mer avlägsna kommuner antas ha en för-
sumbar påverkan. Den distansbaserade viktmatrisen  fås av &  genom radnor-
malisering. 
I analysen delas landets kommuner in i fem regioner: Götaland, Norrland, Svea-
land samt Stockholm och Malmö-Göteborg. De viktmatriser som då förekommer är 
 x -matriser, där  ges av antalet kommuner i den aktuella regionen. Dessa regio-
nala matriser beräknas utifrån 290 x 290-matriserna genom att medta de rader och 
kolumner som är kopplade till kommuner som finns i regionen. 
2.4. Durbinmodellen 
För att modellera den rumsliga autokorrelationen används en Durbinmodell. Mo-
dellen bygger på den multipla regressionen och lägger till två rumsligt vägda kompo-
nenter baserade på den förklarade variabeln  och de förklarande variablerna !. 
Genomgången är baserad på LeSage och Pace (2009, s. 32) om ej annat anges. 
Durbinmodellen ges i matrisform av: 
  =   + !" + L + !M + # 
# ∈ (0, $), (8) 
där ,  , !, ", , $, N och # definieras på samma sätt som i den multipla regressio-
nen,  är en viktmatris, L är en skalär parameter och M är en parametervektor av 
längd . I jämförelse med den multipla regressionsmodellen har Durbinmodellen två 
tillagda termer: L och !M. Durbinmodellen förklarar därmed arbetslöshet i en 
viss kommun med förklarande variabler !, ett vägt medelvärde av arbetslösheten i 
andra kommuner  och vägda medelvärden av de förklarande variablerna i andra 
kommuner !. Modellen bygger på antagandet om normalfördelade, okorrelerade 
residualer med väntevärde noll och konstant varians, samt antagande om frånvaro av 
multikollineraritet. Två specialfall av Durbinmodellen ges av M = 0 (rumsförskjuten 
modell) och M = −"L (rumslig felmodell). Slutligen är Durbinmodellen densamma 
som den multipla regressionsmodellen när L och M är noll. 
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I arbetet skattas Durbinmodellen dels i fullständig form med tolv förklarande vari-
abler och dels i en reducerad form. För den senare används de variabler som tagits 
fram genom den stegvisa regressionen för den multipla linjära regressionen. För dia-
gnos används samma tester som i det linjära fallet. Durbinmodellen skattas med en 
funktion ur R-paketet spdep (Bivand, 2010). Funktionen ger också en numerisk be-
räkning av medelfel i parameterskattningarna. 
Eftersom de förklarande variablerna förekommer både direkt och indirekt i  
och !, är effekten av en ökning i en variabel mer komplicerad i Durbinmodellen 
än vad den är i den multipla regressionsmodellen. I ett exempel med två kommuner 
och en förklarande variabel ges modellen av 
 O 
 =  +  + L
 + P +  
 =  +  + L
 + P + .Q (9) 
Om  ökar med ett, ökar 
 med  och 
 med P. Ökningen i 
-värden leder till att 

 vidare ökar med LP och att 
 ökar med L, vilket i sin tur, genom vidare åter-
koppling, leder till ytterligare ökningar. Ett rekursionsresonemang ger att den sum-
merade förändringen i 
 ges av en geometrisk summa: ( + PL)(1 + L + LR … ). 
Om summan konvergerar – det vill säga om SLS < 1 – kan förändringen skrivas som 
(1 − L)4( + LP). Motsvarande förändring i 
 blir (1 − L)4(L + P). Mar-
ginaleffekten i Durbinmodellen påverkas således av den rumsliga relationen och är 
mer komplicerad än marginaleffekten i den linjära regressionen.  
Resonemanget kring återkoppling och marginaleffekter generaliseras till  kom-
muner och  förklarande variabler genom en omskrivning av modellen i formel (8): 
 ($ − L) =   + !" + !M + #, (10) 
vilket ger 
  = ($ − L)4(  + !" + !M + #) 
= ($ − L)4(!" + !M) + ($ − L)4(  + #) 
= 9 U(V)W55: + ($ − L)4(  + #), 
(11) 
där 
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 U(V) = ($ − L)4($5 + P5), (12) 
och 
 W5 = (5 , … , %5)′.  
U(V) är en  x -matris och W5 är den vektor av längd  som ger värdet av den i:te 
variabeln för alla kommuner. Det sista steget i ekvation (11) fås genom att en 
matrismultiplikation, vars produkt är en vektor av längd , skrivs som en summa av 
vektorer av längd , 9 U(V)W55: . På så vis förekommer den i:te variabeln W5 endast i 
en term och det är klart att marginalpåverkan vid förändring i den variabeln ges av 
matrisen U(V). En cell i U(V) tolkas som marginaleffekten mellan de två kommuner 
som ger cellens rad och kolumn, så att en ökning av 5 leder till en ökning av 
 
med värdet i U(V) . Om formel (12) tillämpas på det tidigare exemplet med två 
kommuner fås 
 X(1) = Y$ − L Z0 11 0[\
4 Z$ + Z0 11 0[ P[
= ] 1 −L−L 1 ^
4 ] PP ^
= 11 − L ] + LP L + PL + P  + LP^. 
(13) 
En ökning i  för kommun ett ger en ökning i 
 med värdet i U(1) och en ökning 
i 
 med värdet i U(1). 
LeSage och Pace (2009, s. 33-37) använder tre mått för att sammanfatta marginal-
effekter: den direkta påverkan, som ges av effekten inom en kommun, det vill säga 
förändringen i 
 för en kommun  när 5 ökar i samma kommun; den indirekta 
påverkan, som ges av den summerade effekten från ökning i andra kommuner, det 
vill säga förändringen i kommun  när W5 ökar i samtliga kommuner förutom ; och 
den total påverkan, som ges av summan av direkt och indirekt påverkan, det vill säga 
effekten i kommun  vid samtida och lika ökning av 5 för samtliga kommuner. Från 
tolkningen av U(V) fås att den direkta påverkan för kommun  ges av värdet i U(V), 
att den totala påverkan ges av summan av raden, och att den indirekta påverkan ges 
av differensen mellan total och direkt påverkan. De sammanfattande måtten beräk-
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nas som medelvärden av direkt, total och indirekt påverkan över kommunerna, enligt 
följande formler: 
 _(V)`5 = 4 a,U(V)- 
_(V)bcb = 4 &U(V)  
_(V)5%`5 = _(V)bcb − _(V)`5 , 
(14) 
där a(U(V)) betecknar summan av matrisens diagonal. Måttet för den direkta påver-
kan är alltså medelvärdet av värden på diagonalen i U(V). Den totala påverkan är 
summan av samtliga celler i U(V) delat på antalet kommuner, vilket också kan tolkas 
som medelvärdet av radsummorna. Den indirekta påverkan är skillnaden mellan den 
totala och den direkta påverkan. För att finna spridningsmått för direkt, indirekt och 
total påverkan används funktionen impacts i R-paketet spdep (Bivand, 2010). Funk-
tionen använder skattningen av modellens parametrar och antagandet att dessa är 
normalfördelade för att simulera marginaleffekter. De simulerade resultaten används 
för att beräkna standardavvikelse och för att därmed testa om marginaleffekten är 
skild från noll. 
I analysen skattas flera modeller för varje region och i vissa fall kan modellerna 
ställas mot varandra med likelihood-kvottest. Testet kan användas för att jämföra två 
modeller där den ena modellen är nästad under den andra, det vill säga att en modell 
är ett specialfall av den andra modellen. För varje landsdel (Götaland, Norrland och 
Svealand) skattas tre modelltyper (linjär multipel regression, Durbinmodell med , 
samt Durbinmodell med ) med två variabeluppsättningar (fullständig och reduce-
rad), vilket sammantaget ger sex skattningar. Av dessa är den linjära regressionen 
nästad under Durbinmodellerna, och den reducerade modellen av en given typ näs-
tad under den fullständiga modellen av samma typ. Bland storstadsregionerna skattas 
ej de fullständiga Durbinmodellerna, på grund av för få observationer. Bland de fyra 
återstående modellerna är den reducerade linjära regressionen nästad under de övriga 
tre. 
Likelihood-kvottestet bygger på skattning av modellernas likelihood. Låt den -
dimensionella vektorn " bestå av skattade parametrar från den större modellen; låt 
den ( − d)-dimensionella vektorn "/ ge skattade parametrar i den mindre nästade 
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modellen; och låt "e beteckna en d-dimensionell vektor med parametrar i den större 
modellen men ej i den mindre. Testets nollhypotes är att samtliga parametrar som 
finns i den större modellen men saknas i den mindre modellen är noll; detta ställs 
mot alternativhypotesen att någon av parametrarna är skild från noll. Testet ges av 
 fg: "e = i, f: "e ≠ i, 
k = 2,log ?(l) − log ?,"/--, 
k ∈ χ(d), 
(15) 
där ? är likelihoodfunktionen (Verbeek, 2004, s. 173). 
Utöver likelihood-kvottestet används även förklaringsgraden, A, för att jämföra 
modellerna. Måttet har svagheten att det inte kompenserar för antalet skattade para-
metrar och att en större modell därför har samma eller större förklaringsgrad som en 
mindre nästad modell. Måttets styrka är att det ger en enkel jämförelse och tolkning. 
Notera att likelihood-kvottestet tar antal skattade parametrar i beaktande och därför 
ger en mer rättvis jämförelse. 
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3. Datamaterial 
Andelen arbetslösa i en kommun  beräknas som totala antalet arbetslösa (öppet 
arbetslösa och arbetssökande i program med aktivt stöd) delat på totala antalet invå-
nare:  = ,no/,5%p. Den förklarade variabeln 
 beräknas som en logittrans-
formation av andelen: 
 
 = log ] 1 − ^. (16) 
Datamaterialet över antal öppet arbetslösa och antal personer i program med aktivt 
stöd kommer från Arbetsförmedlingen (2013) och gäller december 2011. Befolk-
ningssiffror kommer från SCB (2012b). 
Figur 2 visar ett histogram för  ,  = (1, … ,290) – det vill säga andelen arbetslö-
sa i landets kommuner. Den streckade linjen ger normalfördelningskurvan med vari-
abelns väntevärde och varians. Variabeln är trunkerad till noll i vänster svans men är i 
övrigt till synes normalfördelad. Figur 3 ger den logittransformerade arbetslösheten, 
det vill säga den förklarade variabeln 
 . Variabeln uppvisar en skevhet åt höger och 
avviker från normalfördelningskurvan i större grad än den ursprungliga variabeln. 
 
Figur 2. Histogram för andel arbetslösa. 
 
Figur 3. Histogram för logittransformerad andel 
arbetslösa. 
  
I studien används tolv förklarande variabler, vilka kan kopplas till tre olika områ-
den: befolkningsstruktur; arbete, utbildning och sociala faktorer; samt markanvänd-
ning. 
Andel arbetslösa
0 2 4 6 8
Transformerad andel arbetslösa
-4.5 -4.0 -3.5 -3.0 -2.5 -2.0
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Sex av de förklarande variablerna beskriver befolkningsstruktur. Samtliga är häm-
tade från SCB (2012b) och gäller 2011. Variabeln invånarantal är antal invånare per 
kommun. Den nära besläktade variabeln täthet ger invånare per kvadratkilometer. 
Variablerna invånare 19-24 och invånare 19-64 består av andelen invånare i de nämnda 
åldrarna. Variabeln nettoflyttning ges av inflyttade minus utflyttade per capita för 2011. 
Variabeln utländsk bakgrund ges av andelen invånare som är utrikesfödda eller har två 
utrikesfödda föräldrar. 
Fyra variabler är kopplade till arbete, utbildning och sociala faktorer. Nettopendling 
beräknas som inpendlare minus utpendlare per capita (SCB, 2012e). Variabeln utbild-
ning är beräknad som antal invånare över sexton år med eftergymnasial utbildning 
(SCB, 2012a), delat på antal invånare. Variabeln inkomst av tjänst består av medelvär-
det av beskattad inkomst av tjänst för kommunens samtliga invånare (SCB, 2012d). 
Den fjärde variabeln, brott, består av antal brott per invånare. Siffrorna gäller för 2011 
och är hämtade från Brottsförebyggande rådets förteckning för anmälda brott (2012). 
De två kvarvarande variablerna gäller markanvändning. Variablerna skog och åker 
är andelen skogs- respektive åkermark för 2005. Datamaterialet är hämtat från SCB 
(2008, s. 119-125). 
I regressionsskattningarna används logaritmerade värden för invånarantal, täthet och 
tjänsteinkomst. Slutligen standardiseras alla förklarande variabler så att medelvärdet blir 
noll och standardavvikelsen ett. Standardiseringen gör att parameterskattningar kan 
ges en liktydig tolkning för alla variabler, och underlättar den numeriska skattningen i 
R. Skattningarna av q och 	 i tabell 1 anger värden innan transformationer.  
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Tabell 1. Förklarad och förklarande variabler. 
Variabel Namn Källa Tid q 	 
Arbetslöshet 
 AF (2013) 31 dec 2011 -3,21 0,361 
Invånare 5%p SCB (2012b) dec 2011 32700 66000 
Täthet bäb SCB (2012b) dec 2011 140 485 
Invånare, 19-24 R SCB (2012b) dec 2011 0,0744 0,0105 
Invånare, 19-64 sR SCB (2012b) dec 2011 0,569 0,0240 
Nettoflyttning tuv SCB (2012b) 2011 0,00142 0,00607 
Utländsk bakgr. wbu SCB (2012b) dec 2011 0,140 0,0761 
Nettopendling x% SCB (2012e) nov 2010 0,0552 0,0914 
Utbildning wbo SCB (2012a) 2011 0,178 0,0557 
Tjänsteinkomst 5%y SCB (2012d) 2010 176 19,2 
Brott oc BRÅ (2012) 2011 0,101 0,0317 
Åkermark åyx SCB (2008) 2005 0,160 0,180 
Skogsmark yc{ SCB (2008) 2005 0,526 0,228 
      
Den geografiska koordinatdata som används för att definiera viktmatriserna är 
hämtad från SCB (2012c). För att beräkna avstånd och skapa figurer används koor-
dinater i det nationella koordinatsystemet RT 90. 
Det är rimligt att tro att relationen mellan arbetslöshet och förklarande variabler 
skiljer sig åt inom landet (exempelvis mellan landsbygd och storstad). Därför gruppe-
ras landets kommuner i regioner bestående av kommuner som antas vara sinsemellan 
homogena. Regionerna sätts till landsdelarna Norrland, Svealand och Götaland, samt 
två storstadsregioner Stockholm, Malmö-Göteborg. Storstadsregionerna definieras av 
den indelning som används av SCB (2013b). Sammanslagningen av Malmö och Gö-
teborg krävs då regionerna var för sig består av för få kommuner för att de önskade 
modellerna ska kunna skattas. I tabell 2 ges antalet kommuner  i varje region och 
regionernas arbetslöshetssiffror i procent q, med tillhörande standardavvikelse 	 (no-
tera att arbetslösheten anges som andel arbetslösa av den totala befolkningen). 
Tabell 2. Geografisk uppdelning. 
Region  q 	 
Götaland 115 4,18 1,05 
Norrland 54 5,02 1,07 
Svealand 70 4,20 1,07 
Stockholm 26 2,65 1,21 
Göteborg 13 2,63 0,88 
Malmö 12 3,39 1,30 
Malmö-Gbg 25 3,00 1,14 
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Tabell 3 ger korrelationer mellan förklarad och förklarande variabler, fördelat på 
respektive region. Den högra kolumnen ger korrelationer för hela landet. Tabellen 
pekar på att inkomst och utbildning har negativ korrelation med logittransformerad 
arbetslöshet, medan invånarantal, täthet, nettopendling, andel med utländsk bak-
grund och brottslighet är positivt korrelerade med densamma. För vissa variabler 
finns klara skillnader mellan landsdelarna och storstadsregionerna, till exempel för 
andel ungdomar och tjänsteinkomst. 
Tabell 3. Korrelation mellan förklarad och förklarande variabler. 
Göta. Norr. Svea. Stock. Gbg. Ma. Total 
5%p 0,26 0,18 0,04 0,47 0,43 0,34 -0,07 bäb 0,34 0,25 0,01 0,12 0,17 0,23 -0,33 R 0,36 -0,13 0,14 0,83 0,73 0,30 0,20 sR 0,24 -0,13 -0,18 0,68 0,78 0,60 -0,04 tuv -0,13 0,07 -0,15 0,25 -0,08 -0,35 -0,33 wbu 0,36 0,34 0,31 0,86 0,80 0,77 0,09 x% 0,17 0,14 0,45 0,30 0,52 0,59 0,39 wbo -0,01 -0,12 -0,22 -0,42 0,08 -0,43 -0,43 5%y -0,24 -0,13 -0,34 -0,75 -0,67 -0,96 -0,61 oc 0,41 0,13 0,41 0,73 0,66 0,68 0,22 åyx 0,20 0,04 -0,09 0,12 0,09 -0,33 -0,04 yc{ -0,05 0,42 0,13 0,11 0,16 0,04 0,34 
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4. Resultat 
4.1. Presentation 
Resultaten presenteras för Götaland, Norrland, Svealand, Stockholm och Malmö-
Göteborg. För varje region redovisas först skattningen av den multipla regressionen 
med tolv variabler, därefter skattningen av den reducerade modellen, och slutligen 
skattningarna av Durbinmodellerna. För jämförelse mellan modeller ges utfall av 
likelihood-kvottesten. Resultat av diagnostester anges om de påvisar brister i modell-
antaganden. Kapitlet avslutas med en analys av resultaten. Tabeller med skattningsre-
sultat ges i detta kapitel och i bilaga 2. 
4.2. Götaland 
Den multipla regressionen med tolv förklarande variabler (tabell B1) ger en för-
klaringsgrad på 0,51. De parametrar som är signifikanta är kopplade till täthet, netto-
flyttning, tjänsteinkomst, andel åker- och andel skogsmark. Av dessa har nettoflytt-
ning och tjänsteinkomst en dämpande effekt på arbetslösheten. Den stegvisa regres-
sionen ger en reducerad modell med sex variabler: nettopendling, nettoflyttning, an-
del åkermark, andel skogsmark, täthet och tjänsteinkomst. Parameterskattningarna i 
den reducerade modellen (tabell 4) ligger nära resultaten från den fullständiga model-
len och förklaringsgraden är 0,48. 
Tabell 4. Reducerad icke-rumslig modell för Götaland. 
Variabel |  }/  
Konst -3,297 (0,024) *** bäb 0,407 (0,057) *** tuv -0,068 (0,022) ** x% 0,065 (0,026) * 5%y -0,231 (0,036) *** åyx 0,094 (0,038) * yc{ 0,179 (0,043) *** ~ 0,194 A 0,482 
JB, p-värde 0,204 
BP, p-värde 0,336 
Durbinmodellerna med binär (tabell 5) respektive distansbaserad viktmatris (tabell 
B2) ger förklaringsgrader på 0,76 respektive 0,74. Bägge modellerna uppvisar klar 
signifikans för L, parametern för . Detta tyder på en signifikant rumslig dimen-
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sion i den kommunala arbetslösheten. För effekter av förändringar i förklarande vari-
abler undersöks marginaleffekter. I skattningen av modellen med binär viktmatris ger 
befolkningstäthet, andel i arbetsför ålder, nettoflyttning, nettopendling, andel högre 
utbildade, samt andel åker- respektive skogsmark signifikanta utfall (tabell 6), medan 
den distansbaserade viktmatrisen (tabell B3) ger signifikans i befolkningstäthet, netto-
flyttning, andel åkermark och andel skogsmark. Bland de signifikanta marginaleffek-
terna visar nettopendling ett negativt samband med arbetslöshet för bägge modeller-
na. Vidare har andel i arbetsför ålder ett negativt samband med arbetslöshet i model-
len med binär matris. 
Tabell 5. Fullständig rumslig modell med binär viktmatris för Götaland. 
Variabel |  }/  PB E 
Konst -1,992 (0,336) *** 5%p 0,067 (0,031) * -0,122 (0,063) bäb 0,184 (0,075) * 0,118 (0,137) R 0,132 (0,035) *** -0,163 (0,084) sR -0,099 (0,039) * -0,134 (0,091) tuv -0,045 (0,016) ** -0,093 (0,038) * wbu 0,142 (0,046) ** -0,044 (0,092) x% -0,068 (0,032) * 0,225 (0,065) *** wbo -0,160 (0,044) *** 0,374 (0,094) *** 5%y -0,026 (0,051) -0,138 (0,108) oc 0,006 (0,020) -0,049 (0,052) åyx -0,014 (0,054) 0,190 (0,077) * yc{ -0,013 (0,065) 0,212 (0,091) * 
LB 0,403 (0,100) *** ~ 0,129 A 0,755 
JB, p-värde 0,173 
BP, p-värde 0,385 
       Tabell 6. Marginaleffekter för fullständig rumslig modell med binär viktmatris för Götaland. 
Direkt Indirekt Total 
5%p 0,057 -0,149 -0,091 bäb 0,204 ** 0,303 0,507 ** R 0,120 ** -0,172 -0,052 sR -0,117 ** -0,274 -0,391 ** tuv -0,056 ** -0,175 ** -0,231 *** wbu 0,144 *** 0,022 0,166 
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x% -0,047 0,311 ** 0,264 * wbo -0,127 ** 0,487 *** 0,359 * 5%y -0,041 -0,233 -0,275 oc 0,001 -0,074 -0,072 åyx 0,005 0,290 *** 0,295 *** yc{ 0,009 0,325 ** 0,333 *** 
 
För de reducerade Durbinmodellerna blir förklaringsgraden 0,64 för den binära 
matrisen (tabell B4) och 0,62 för den distansbaserade (tabell B5). Parametern L är 
signifikant i bägge modellerna. Vad gäller marginaleffekter i de reducerade modeller-
na ger den binära viktmatrisen (tabell B6) signifikanta resultat för nettoflyttning och 
nettopendling, med den förra som enda negativ, medan modellen med den distans-
baserade viktmatrisen (tabell B7) inte uppvisar några signifikanta effekter. 
I tabell 7 ges p-värden på en serie likelihood-kvottest för testet där radens modell 
är nästad under kolumnens modell. Modellerna betecknas med F för fullständig och 
R för reducerad, och  och  för respektive viktmatris. Till exempel är p-värdet 
3,38e-10 när den fullständiga modellen med distansbaserad viktmatris ( ) ställs 
mot den fullständiga linjära regressionsmodellen (), det vill säga när nollhypote-
sen är att L och M är helt igenom noll i den förstnämnda modellen. Tabellen visar 
mycket låga p-värden för Durbinmodellerna när dessa ställs mot icke-rumsliga mo-
deller och när full variabeluppsättning ställs mot reducerad uppsättning. Resultaten 
tyder på signifikant bättre skattning för den fullständiga Durbinmodellen för bägge 
viktmatriserna. Likheterna i förklaringsgrad för de bägge fullständiga Durbinmodel-
lerna tyder på att de är ungefär likvärdiga. 
Tabell 7. Likelihood-kvottest för Götaland. 
      AK A  A   9,68e-11 3,38e-10     AK 3,27e-01 8,74e-10 2,79e-09 7,22e-06 1,81e-04 A  7,25e-06 A  1,14e-06 
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4.3. Norrland 
Den fullständiga linjära regressionen för arbetslöshet i Norrland har en förklar-
ingsgrad på 0,47. Inga enskilda parametrar är signifikanta men regressionen är signifi-
kant i sin helhet: ett F-test ger ett p-värde kring fyra promille. Den reducerade mo-
dellen har fyra förklarande variabler: andel högre utbildade, andel skogsmark, invå-
narantal och andel utländsk bakgrund. De fyra variablerna är alla signifikanta och 
samtliga, förutom utbildningsnivå, har ett positivt samband med arbetslöshet. För-
klaringsgraden i den reducerade modellen är 0,39. 
De bägge fullständiga Durbinmodellerna uppvisar en förklaringsgrad kring 0,68, 
med ett något bättre resultat för den binära viktmatrisen. Ingen av modellerna uppvi-
sar signifikans i parametern L. Vidare saknar bägge modellerna signifikanta utfall för 
marginaleffekter. För de reducerade modellerna ger den binära viktmatrisen en för-
klaringsgrad på 0,45 och den distansbaserade en förklaringsgrad på 0,51. Ingen av 
modellerna ger signifikans i L. Gällande marginaleffekter uppvisar modellen med 
binär viktmatris signifikanta resultat för invånarantal, andel utländsk bakgrund och 
andel högre utbildade, medan modellen med distansbaserad matris inte uppvisar sig-
nifikans för någon variabel. För två av de reducerade modellerna – den multipla re-
gressionen och Durbinmodellen med binär viktmatris – förkastar Breusch-Pagan-
testet nollhypotesen, vilket tyder på att det föreligger heteroskedasticitet.  
Likelihood-kvottesten visar på signifikanta skillnader mellan flera modellpar. Sär-
skilt låga p-värden uppvisas när Durbinmodellen med den binär viktmatris ställs mot 
den fullständiga multipla regressionen och mot den reducerade Durbinmodellen med 
binär viktmatris. Den distansbaserade Durbinmodellen ger signifikans ställd mot den 
multipla regressionen, men är inte signifikant bättre än den reducerade Durbinmodel-
len med distansbaserad viktmatris. 
Tabell 8. Likelihood-kvottest för Norrland. 
      AK A  A   1,08e-02 1,18e-02     AK 5,22e-01 3,13e-02 3,36e-02 5,16e-01 5,13e-02 A  1,63e-02 A  1,06e-01  
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4.4. Svealand 
För Svealand ger den fullständiga regressionsmodellen en förklaringsgrad på 0,52 
och signifikans för parametrar hörande till befolkningstäthet, andel i arbetsför ålder, 
nettoflyttning, tjänsteinkomst och brottslighet. Breusch-Pagan-testet uppvisar ett lågt 
p-värde vilket kan tyda på heteroskedasticitet. Den reducerade linjära regressionsmo-
dellen består av fem variabler – nettopendling, andel i arbetsför ålder, befolknings-
täthet, tjänsteinkomst och brottslighet – och ger en förklaringsgrad på 0,44. 
De bägge fullständiga Durbinmodellerna visar en klar ökning av förklaringsgraden: 
modellen med binär matris har en förklaringsgrad på 0,79 medan den distansbaserade 
har en något lägre grad på 0,76. Bägge modellerna ger signifikans i L. Gällande mar-
ginaleffekter ger modellen med binär matris signifikans för tre variabler – andel i 
arbetsför ålder, andel ungdomar och andel skogsmark – medan modellen med di-
stansbaserad matris enbart ger signifikans för andel i arbetsför ålder. 
De reducerade Durbinmodellerna ger en förklaringsgrad på 0,62 för modellen med 
binär matris och 0,59 för modellen med distansbaserad matris. Parametern L är signi-
fikant i den förra modellen men ej i den senare. Studie av marginaleffekter visar signi-
fikans för en variabel, andel i arbetsför ålder, både för modellen med binär och för 
modellen med distansbaserad viktmatris. 
Likelihood-kvottest visar signifikans i alla provbara fall förutom när den reducera-
de multipla regressionen ställs mot den fullständiga regressionen. Testerna tyder alltså 
på att de fullständiga Durbinmodellerna ger den bästa skattningen. Av dessa ger den 
binära viktmatrisen en något bättre förklaringsgrad. 
Tabell 9. Likelihood-kvottest för Svealand. 
      AK A  A   4,35e-07 6,76e-06     AK 1,38e-01 8,63e-07 1,05e-05 3,54e-04 1,89e-03 A  1,84e-04 A  5,21e-04  
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4.5. Stockholm 
Då Stockholm som region består av få kommuner – 26 stycken – kan de fullstän-
diga Durbinmodellerna inte skattas. Här ges därför endast skattningar av den full-
ständiga multipla regressionsmodellen och de tre reducerade modellerna. 
Den fullständiga regressionsmodellen har en förklaringsgrad på 0,95, och ger signi-
fikans för parametern kopplad till andel invånare med utländsk bakgrund. Den redu-
cerade modellen består av sex variabler: nettoflyttning, andel i arbetsför ålder, andel 
skogsmark, tjänsteinkomst, brottslighet och andel med utländsk bakgrund. För den 
reducerade multipla regressionsmodellen är samtliga variabler förutom nettoflyttning 
och åkermark signifikanta och förklaringsgraden är 0,94. De bägge Durbinmodeller-
na har en förklaringsgrad på 0,98. Sett till marginaleffekter ger modellen med binär 
viktmatris att nettoflyttning, andel i arbetsför ålder, tjänsteinkomst och andel med 
utländsk bakgrund är signifikanta, medan modellen med distansbaserad matris enbart 
ger signifikans för andel med utländsk bakgrund. 
De bägge Durbinmodellerna uppvisar ett oväntat resultat i skattningen av parame-
tern L. Bägge modellerna ger negativa skattningar som är signifikanta och höga i ab-
soluta tal. För modellen med distansbaserad viktmatris skattning i absoluta tal större 
än ett (L = −1,39). För Götaland, Norrland och Svealand är skattningen av L posi-
tiv i elva av tolv modeller, och i absoluta tal mindre än ett. Det är oklart vad som 
orsakar resultatet. Kanske är det ett utfall av att regionen har få observationer. 
Likelihood-kvottest går att utföra för den icke-rumsliga reducerade modellen ställd 
mot de övriga tre. Testerna visar att de bägge Durbinmodellerna ger signifikant utfall 
men att den fullständiga multipla regressionen inte gör det. 
Tabell 10. Likelihood-kvottest för Stockholm. 
  AK A  A   AK 8,05e-01 5,42e-03 3,53e-03 A  A   
 
  
 23 
 
4.6. Malmö-Göteborg 
Malmöregionen, bestående av 12 kommuner, och Göteborgsregionen, 13 kom-
muner, är var för sig för små för att kunna skattas med en fullständig modell. Därför 
görs antagandet att arbetslösheten i de två regionerna kan förklaras med samma mo-
dell, varefter regionerna slås ihop och skattas som en region bestående av 25 kom-
muner. För att rättfärdiga antagandet undersöks korrelationer mellan den förklarade 
och de förklarande variablerna för de bägge regionerna (se tabell 3). Korrelationen 
mellan korrelationsserierna för Malmö och Göteborg ligger på 0,94 – vilket stödjer 
antagandet om lika regioner. Notera dock skillnader för bland annat utbildningsnivå 
och andel ungdomar. 
Den fullständiga regressionsmodellen har en förklaringsgrad på 0,92 och ger signi-
fikans i parametern kopplad till tjänsteinkomst. Den reducerade linjära regressions-
modellen består av fem variabler: nettoflyttning, andel i arbetsför ålder, andel ung-
domar, andel åkermark samt tjänsteinkomst. I den reducerade regressionen är samtli-
ga variabler förutom andel åkermark signifikanta och förklaringsgraden är 0,89 – en 
svag försämring ställt mot den fullständiga modellen. De bägge reducerade Durbin-
modellerna har en förklaringsgrad på 0,93. Sett till marginaleffekter är samtliga vari-
abler förutom nettoflyttning signifikanta för den binära viktmatrisen, medan enbart 
andel i arbetsför ålder är signifikant för den distansbaserade matrisen. 
Likt modellerna för Stockholm uppvisar skattningen av L stora negativa tal. Här 
överstiger de dock inte ett i absoluta tal. De är heller inte signifikanta vid ett t-test. 
Vad gäller likelihood-kvottest är det möjligt att testa den reducerade icke-rumsliga 
modellen mot de övriga tre. Testerna visar inga signifikanta utfall. Det går alltså inte 
att förkasta nollhypotesen att de tillagda variablerna är skilda från noll. 
Tabell 11. Likelihood-kvottest för Malmö-Göteborg. 
  AK A  A   AK 3,47e-01 1,50e-01 1,61e-01 A  A   
 
  
 24 
 
4.7. Analys 
Modellskattningarna gör det möjligt att jämföra resultaten från olika variabelupp-
sättningar och modelltyper. Tabell 12 ger en sammanfattning av modellernas förklar-
ingsgrader och pekar på att Durbinmodellerna kan ge förbättringar ställt mot den 
linjära regressionsmodellen. För landsdelarna ger de fullständiga Durbinmodellerna 
en genomsnittlig ökning i förklaringsgrad med 24,1 eller 22,8 procentenheter, bero-
ende på val av viktmatris. För de reducerade modellerna är den genomsnittliga för-
bättringen för landsdelarna, ställt mot den reducerade linjära modellen, 13,2 procent-
enheter för modellen med binär viktmatris och 13,3 för modellen med distansbaserad 
viktmatris. Även för storstadsregionerna märks en fördel för de rumsliga modellerna, 
då förklaringsgraden för den reducerade modellen i medel är 3,8 procentenheter stör-
re för Durbinmodellerna än för den reducerade linjära modellen. Vidare visar likeli-
hood-kvottest att Durbinmodellerna ofta är signifikanta i jämförelse med den multip-
la regressionsmodellen. Sammanlagt testas sexton par där modellerna har samma 
variabler men den ena är en linjär regression och den andra är en Durbinmodell. Av 
dessa sexton ger tolv signifikans. De par som inte ger signifikans är de två reducerade 
modellerna i Norrland och de två i Malmö-Göteborg. 
Skillnaden mellan den fullständiga och den reducerade modellen är överlag liten 
för den multipla regressionen, medan det för Durbinmodellerna finns betydande 
skillnader. För den multipla regressionen visar förklaringsgrad och likelihood-
kvottest att de fullständiga och de reducerade modellerna är ungefär likvärdiga. De 
reducerade modellerna för landsdelarna har en genomsnittlig förklaringsgrad på 0,44 
medan de fullständiga modellerna har 0,50. För Durbinmodellerna är skillnaderna 
större. De reducerade modellerna med binär viktmatris har en genomsnittlig förklar-
ingsgrad på 0,57 för landsdelarna medan de fullständiga modellerna har 0,74 i snitt, 
motsvarande siffror för den distansbaserade matrisen är 0,57 och 0,73. I storstadsre-
gionerna kan fullständiga Durbinmodeller inte skattas då antalet observationer är för 
litet. 
Utöver förklaringsgrad kan fullständig och reducerad modell även jämföras genom 
likelihood-kvottest. Sammanlagt genomförs elva kvottest där en fullständig modell 
ställs mot en reducerad modell av samma typ: den multipla regressionen och två 
Durbinmodeller för varje landsdel och den multipla regressionen för de bägge stor-
stadsregionerna. Den linjära regressionen ger inte signifikans i något av de fem fallen, 
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medan test där fullständig Durbinmodell ställs mot reducerad Durbinmodell ger sig-
nifikans i fem av sex fall. Det enda fall som inte ger signifikans är för Norrland med 
distansbaserad viktmatris. Sammantaget tyder detta på att skillnaden mellan den full-
ständiga och den reducerade modellen är större i Durbinmodellen än i den linjära 
regressionsmodellen, ett utfall som är väntat sett till den stegvisa regressionsmetod 
som används för att välja den reducerade modellen. 
Tabell 12. Sammanfattning av förklaringsgrader. 
      A A  A  
Götaland 0,512 0,755 0,744 0,482 0,637 0,617 
Norrland 0,469 0,684 0,679 0,394 0,451 0,506 
Svealand 0,521 0,788 0,763 0,439 0,623 0,591 
Stockholm 0,946 0,939 0,975 0,978 
Malmö-Gbg 0,923 0,894 0,933 0,931 
Medel, landsd. 0,501 0,742 0,729 0,438 0,570 0,571 
Medel, samtl. 0,674 0,742 0,729 0,630 0,724 0,725 
Den rumsliga dimensionen förekommer i analysen på två sätt, dels genom val av 
viktmatris och dels genom en regional indelning i de tre landsdelarna och två stor-
stadsregioner. Resultaten kring val av viktmatriser ger ingen klar slutsats. Den binära 
matrisen ger visserligen en högre förklaringsgrad än den distansbaserade matrisen i 
sex av åtta fall, men den genomsnittliga skillnaden är under två procentenheter, vilket 
är lite om det ställs i jämförelse med skillnaden mellan den linjära regressionsmodel-
len och Durbinmodellerna. För den regionala indelningen tyder skattningarna på 
betydande skillnader mellan de fem regionerna. Gällande de tre landsdelarna är resul-
taten för Svea- och Götaland lika, medan modeller för Norrland ger en sämre för-
klaringsgrad. Skillnaden finns både i fullständiga och reducerade modeller, och är 
något mer märkbar i Durbinmodellerna. Vidare finns en tydlig skillnad mellan lands-
delarna och storstadsregionerna, där de senare uppvisar klart högre förklaringsgrader. 
En vidare aspekt av modellskattningarna är vilka variabler som har det starkaste 
sambandet med arbetslösheten och hur variabelpåverkan beror på modellval. För att 
undersöka detta ges i tabell 13 en sammanfattning av skattade parametrar och margi-
naleffekter i de fullständiga modellerna. För varje landsdel och variabel anger tabellen 
tecken och signifikans (i fetstil) för parametrar i den linjära regressionen, marginalef-
fekter i Durbinmodellen med binär viktmatris och marginaleffekter i Durbinmodel-
len med distansbaserad viktmatris, till exempel har invånarantal i Götaland en positiv 
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skattad parameter i den linjära modellen men en negativ skattad marginaleffekt i de 
bägge Durbinmodellerna. Tabellen visar en god överensstämmelse mellan modell-
skattningarna. I 20 av 32 fall ger skattningen samma tecken för de tre modellerna och 
det finns inga fall där skilda skattningar för samma region är signifikanta och visar 
skilda tecken. Tabellen visar vidare vilka variabler som ofta uppvisar signifikant sam-
band med arbetslöshet. För Götaland ger täthet, nettoflyttning, andel åkermark och 
andel skogsmark signifikans i alla tre modeller, för Norrland finns inga signifikanta 
parametrar eller marginaleffekter, och för Svealand ger andel i arbetsför ålder signifi-
kans i alla tre modeller. De variabler som överlag ger signifikans för flest fall är tät-
het, andel i arbetsför ålder, nettoflyttning och andel skogsmark, som alla visar signifi-
kans i fyra av nio modeller. Invånarantal och andel med utländsk bakgrund ger inte 
signifikanta resultat i några av de nio fullständiga modellerna. 
Tabell 13. Teckensammanfattning av skattningar av parametrar och marginaleffekter 
I fullständiga modeller. Signifikanta parametrar i fet stil. 
Variabel Göt. Norr. Svea. 
Inv +−− +++ +−− 
Tät +++ +−+ +++ 
24 +−− +++ +++ 
64 −−− −−− −−− 
Fly −−− +−− −−− 
Utl −+− +++ +−− 
Pen +++ +++ ++− 
Utb −++ −−− +−− 
Ink −−− −++ −−+ 
Bro +−+ +++ +++ 
Åker +++ −−− +−+ 
Skog +++ ++− +−− 
Tabell 14 ger tecken och signifikans för skattade parametrar (för den linjära regres-
sionsmodellen) och marginaleffekter (för Durbinmodellerna) i de reducerade model-
lerna. Skattningarna i de tre modellerna ger samma tecken i 22 av 26 fall. Det finns 
inga fall där två modeller ger signifikanta utfall med skilda tecken. Nettoflyttning och 
nettopendling ger signifikans för två modeller för Götaland. För Norrland ger ingen 
variabel signifikans i alla tre modeller, men invånarantal, andel utländsk bakgrund och 
utbildningsnivå ger signifikans i två modeller. Svealand har en variabel, andel i arbets-
för ålder, som uppvisar signifikans i samtliga tre modeller. Stockholm uppvisar signi-
fikans i tre fall för andel med utländsk bakgrund, och signifikans i två fall för netto-
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flyttning och inkomstnivå. Slutligen, sammanslagningen av Malmö och Göteborg ger 
signifikans i tre fall för andel ungdomar, andel i arbetsför ålder och inkomstnivå, 
samt signifikans i två fall för andel åkermark. Inkomstnivå är den variabel som före-
kommer i flest reducerade variabeluppsättningar, fyra stycken, och är tillsammans 
med andel i arbetsför ålder den variabel som ger signifikans i flest modeller, sju 
stycken. Utöver andel i arbetsför ålder förekommer även nettoflyttning och andel 
skogsmark i tre variabeluppsättningar. Av dem är nettoflyttning signifikant i fem mo-
deller och andel skogsmark i två. Samtliga variabler förekommer i någon reducerad 
variabeluppsättning. 
Tabell 14. Teckensammanfattning av skattningar av parametrar och marginaleffekter i 
reducerade modeller. Signifikanta parametrar i fet stil. 
Variabel Göt. Norr. Svea. Stock. Ma-Gbg 
Inv +++ 
Tät +++ +++ 
24 −−− 
64 −−− −++ +++ 
Fly −−− −−− +++ 
Utl +++ +++ 
Pen +++ +++ 
Utb −−− 
Ink −−− −−− −−− −−− 
Bro ++− +−− 
Åker +++ +++ 
Skog +++ ++− −++ 
En jämförelse mellan tabell 13 och tabell 14 ger att skattningen i den reducerade 
modellen har samma tecken som motsvarande skattning i den fullständiga modellen i 
42 av 45 fall. 
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5. Slutsats och diskussion 
En sammanfattning av resultaten ger att Durbinmodellerna presterar bättre än de 
multipla regressionsmodellerna. Detta gäller i synnerhet resultaten för de tre landsde-
larna då de skattas med den fullständiga variabeluppsättningen, men förbättringen är 
även synbar för storstäderna och de reducerade modellerna. Slutsatsen är att det 
finns en rumslig dimension i den kommunala arbetslösheten, att denna inte kan för-
klaras bort med de förklarande variabler som används i studien, och att rumsliga mo-
deller därför ger en större förklaringskraft än den linjära modellen. 
Vidare ger skattningarna att skillnaden mellan den fullständiga och den reducerade 
modellen är större för Durbinmodellerna än för de linjära regressionsmodellerna. För 
det linjära fallet är det väntat att den reducerade modellen har en förklaringsgrad som 
är nära den fullständiga modellen; det är ett utfall av att det stegvisa regressionsförfa-
randet minimerar det bayesianska informationskriteriet. För det rumsliga fallet tyder 
resultaten dock på att den reducerade variabeluppsättningen inte kan överföras från 
den linjära modellen till Durbinmodellerna utan signifikant förlust av förklaringskraft 
ställt mot den fullständiga variabeluppsättningen. En möjlig förbättring är att genom-
föra den stegvisa regressionen direkt på en Durbinmodell. 
Gällande val av viktmatris visar resultaten på små skillnader mellan modeller med 
den binära viktmatrisen och modeller med den distansbaserade viktmatrisen. Den 
genomsnittliga skillnaden i förklaringsgrad är låg, även om den binära matrisen ger 
bättre resultat i sex av åtta fall. Desto klarare resultat finns kring indelningen i regio-
ner, dels i att Norrland visar lägre förklaringsgrader än övriga landsdelar och dels i att 
storstadsregionerna visar mycket höga förklaringsgrader. Resultaten är inte helt ovän-
tade. Norrland är den till ytan största regionen och det är troligt att det finns stora 
skillnader mellan kommuner i Gästrikland och kommuner i Lappland, både vad gäll-
er hur arbetslösheten påverkas av förklarande variabler och vad gäller hur kommuner 
påverkar sina grannar. Motsvarande argument är tillämpligt på storstadsregionerna: 
där regionens yta är mindre och interaktionen stor blir skillnaderna mindre kommu-
nerna emellan. Skattningen av modeller för storstadsregioner kan också präglas av att 
antalet observation är litet. 
Signifikans i parameterskattningar och i skattningar av marginaleffekter är beroen-
de av region och, i mindre grad, av modellval. I de fullständiga modellerna är täthet, 
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andel i arbetsför ålder, nettoflyttning och andel skogsmark de variabler som ger signi-
fikans i flest skattade modeller. I de reducerade modellerna är tjänsteinkomst och 
andel i arbetsför ålder de variabler som förekommer oftast och ger signifikans. En 
undersökning av signifikans i de fullständiga modellerna och antal förekomster i de 
reducerade variabeluppsättningarna visar på betydande skillnader mellan regioner, 
och det går inte att avgöra om någon variabel är särskilt starkt kopplad till arbetslös-
het. En jämförelse mellan olika modeller för samma region visar att modellerna oftast 
ger lika resultat, sett till om variabel har en ökande eller dämpande effekt. Variabel-
påverkan verkar därmed inte vara starkt beroende av modellval. 
Det finns en rad möjliga förändringar och förbättringar. Det är möjligt att skapa en 
reducerad variabeluppsättning genom att tillämpa en stegvis regression på den rums-
liga modellen. Det finns även möjligheter till alternativa viktmatriser eller alternativa 
regionala indelningar, till exempel skulle en viktmatris kunna baseras på längden på 
en delad gränssträcka eller på förekomsten av kommunikationer såsom snabbtåg eller 
färjelinjer. Detta skulle kunna ge ett mer direkt mått på hur stort utbytet mellan två 
kommuner är. Problem kring den regionala indelningen har påpekats vad gäller hete-
rogenitet inom en region. En alternativ indelning av landet hade kunnat finna mer 
likartade regioner och därmed givit bättre skattning av landets norra delar. Slutligen 
är det möjligt att använda någon annan enhet än kommuner, till exempel att titta på 
län eller på det SCB kallar lokala arbetsmarknader (SCB, 2013a). Det sistnämnda 
hade kunnat ge bättre skattningar då det är mer förankrat i ekonomiska faktorer än 
vad kommunindelningen är. 
Då den förklarade variabeln och flera av de förklarande variablerna är tillgängliga 
som tidsserier är en möjlig utveckling att inkorporera tidsdimensionen och tillämpa 
en rumslig tidsseriemodell. 
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Bilaga 1 
Utöver de kommuner som delar landsgräns har följande kommunpar satts som 
grannar i den binära viktmatrisen: 
Tabell A1. Kommunpar satta till grannar i binär matris. 
Nr. Kommun Nr. Kommun 
0125 Ekerö 0123 Järfälla 
0125 Ekerö 0128 Salem 
0125 Ekerö 0139 Upplands-bro 
0125 Ekerö 0180 Stockholm 
0186 Lidingö 0160 Täby 
0186 Lidingö 0162 Danderyd 
0186 Lidingö 0182 Nacka 
0186 Lidingö 0184 Solna 
0186 Lidingö 0187 Vaxholm 
0840 Mörbylånga 0880 Kalmar 
0885 Borgholm 0880 Kalmar 
0980 Gotland 0885 Borgholm 
1407 Öckerö 1480 Göteborg 
1407 Öckerö 1482 Kungälv 
1419 Tjörn 1415 Stenungsund 
1419 Tjörn 1421 Orust 
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Bilaga 2 
Götaland 
Tabell B1. Fullständig icke-rumslig modell för Götaland. 
Variabel |  }/  
Konst -3,296 (0,030) *** 5%p 0,068 (0,042) bäb 0,355 (0,086) *** R 0,061 (0,049) sR -0,081 (0,055) tuv -0,077 (0,022) *** wbu -0,014 (0,048) x% 0,037 (0,039) wbo -0,042 (0,056) 5%y -0,209 (0,064) ** oc 0,009 (0,029) åyx 0,084 (0,039) * yc{ 0,150 (0,049) ** ~ 0,194 A 0,512 
JB, p-värde 0,365 
BP, p-värde 0,168 
Tabell B2. Fullständig rumslig modell med distansbaserad viktmatris för Götaland. 
Variabel |  }/  PB E 
Konst -2,148 (0,478) *** 5%p 0,100 (0,032) ** -0,101 (0,110) bäb 0,211 (0,076) ** 0,439 (0,207) * R 0,096 (0,036) ** -0,114 (0,156) sR -0,088 (0,040) * -0,377 (0,182) * tuv -0,065 (0,016) *** -0,219 (0,061) *** wbu 0,143 (0,043) ** -0,231 (0,137) x% -0,058 (0,030) 0,213 (0,117) wbo -0,162 (0,044) *** 0,242 (0,141) 5%y -0,063 (0,050) -0,125 (0,152) oc 0,006 (0,021) 0,060 (0,067) åyx 0,067 (0,045) 0,120 (0,082) yc{ 0,094 (0,052) 0,235 (0,097) * 
LB 0,385 (0,141) ** ~ 0,132 
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A 0,744 
JB, p-värde 0,288 
BP, p-värde 0,391 
       Tabell B3. Marginaleffekter för fullständig rumslig modell med distansbaserad viktmatris för Götaland. 
Direkt Indirekt Total 
5%p 0,097 ** -0,099 -0,002 bäb 0,237 ** 0,820 ** 1,057 *** R 0,092 * -0,122 -0,030 sR -0,108 ** -0,648 -0,756 tuv -0,077 *** -0,384 ** -0,461 *** wbu 0,134 ** -0,277 -0,143 x% -0,049 0,300 0,252 wbo -0,153 *** 0,283 0,130 5%y -0,071 -0,235 -0,305 oc 0,009 0,098 0,108 åyx 0,074 0,230 0,304 * yc{ 0,108 * 0,427 ** 0,535 *** 
 
Tabell B4. Reducerad rumslig modell med binär viktmatris för Götaland. 
Variabel |  }/  PB E 
Konst -1,955 (-0,349) bäb 0,480 (0,054) *** -0,382 (0,101) *** tuv -0,049 (0,018) ** -0,067 (0,041) x% 0,024 (0,024) 0,155 (0,051) ** 5%y -0,226 (0,031) *** 0,100 (0,065) åyx 0,045 (0,057) 0,059 (0,08) yc{ 0,164 (0,065) * -0,083 (0,09) 
LB 0,421 (0,105) *** ~ 0,158 A 0,637 
JB, p-värde 0,539 
BP, p-värde 0,330 
       Tabell B5. Reducerad rumslig modell med distansbaserad viktmatris för Götaland. 
Variabel |  }/  PB E 
Konst -1,255 (-0,373) bäb 0,472 (0,058) *** -0,391 (0,146) ** tuv -0,055 (0,019) ** -0,079 (0,065) x% 0,044 (0,024) 0,106 (0,089) 
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5%y -0,239 (0,033) *** 0,181 (0,090) * åyx 0,075 (0,053) 0,040 (0,091) yc{ 0,179 (0,056) ** -0,089 (0,094) 
LB 0,631 (0,112) *** ~ 0,162 A 0,617 
JB, p-värde 0,173 
BP, p-värde 0,569 
       Tabell B6. Marginaleffekter för reducerad rumslig modell med binär viktmatris för Götaland. 
Direkt Indirekt Total 
bäb 0,460 *** -0,292 0,168 tuv -0,059 ** -0,142 * -0,201 ** x% 0,043 0,267 ** 0,310 ** 5%y -0,226 *** 0,008 -0,218 åyx 0,054 0,127 0,181 yc{ 0,162 ** -0,023 0,140 
 
Tabell B7. Marginaleffekter för reducerad rumslig modell med distansbaserad viktmatris för Götaland. 
Direkt Indirekt Total 
bäb 0,462 *** -0,243 0,219 tuv -0,067 *** -0,295 -0,362 x% 0,059 * 0,349 0,407 5%y -0,236 *** 0,078 -0,158 åyx 0,084 0,225 0,309 yc{ 0,181 *** 0,062 0,243 
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Norrland 
Tabell B8. Fullständig icke-rumslig modell för Norrland. 
Variabel |  }/  
Konst -3,204 (0,225) *** 5%p 0,147 (0,074) bäb 0,007 (0,119) R 0,017 (0,065) sR -0,052 (0,065) tuv 0,006 (0,039) wbu 0,080 (0,042) x% 0,058 (0,082) wbo -0,126 (0,080) 5%y -0,054 (0,064) oc 0,016 (0,049) åyx -0,298 (0,382) yc{ 0,103 (0,068) ~ 0,202 A 0,469 
JB, p-värde 0,606 
BP, p-värde 0,199 
Tabell B9. Fullständig rumslig modell med binär viktmatris för Norrland. 
Variabel |  }/  PB E 
Konst -2,688 (0,739) ** 5%p 0,210 (0,057) ** -0,186 (0,138) bäb -0,182 (0,111) 0,087 (0,330) R 0,040 (0,053) 0,031 (0,127) sR 0,048 (0,059) -0,055 (0,111) tuv -0,001 (0,032) -0,049 (0,091) wbu -0,001 (0,042) 0,162 (0,106) x% 0,112 (0,074) -0,019 (0,194) wbo -0,156 (0,073) * 0,124 (0,141) 5%y -0,195 (0,075) * 0,238 (0,115) * oc 0,018 (0,043) 0,227 (0,115) åyx 0,243 (0,359) -0,567 (0,885) yc{ 0,143 (0,065) * 0,119 (0,170) 
LB 0,206 (0,170) ~ 0,136 A 0,684 
JB, p-värde 0,969 
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BP, p-värde 0,302 
       Tabell B10. Fullständig rumslig modell med distansbaserad viktmatris för Norrland. 
Variabel |  }/  PB E 
Konst -3,137 (0,816) *** 5%p 0,201 (0,055) ** -0,062 (0,237) bäb 0,042 (0,110) 0,271 (0,315) R 0,086 (0,055) 0,042 (0,190) sR -0,004 (0,055) -0,187 (0,173) tuv -0,046 (0,032) -0,136 (0,087) wbu -0,001 (0,039) 0,130 (0,104) x% 0,012 (0,086) -0,003 (0,219) wbo -0,214 (0,077) ** -0,072 (0,184) 5%y -0,205 (0,066) ** 0,244 (0,153) oc 0,007 (0,044) 0,127 (0,198) åyx 0,039 (0,398) -1,170 (0,734) yc{ 0,233 (0,079) ** -0,485 (0,215) * 
LB 0,069 (0,212) ~ 0,137 A 0,679 
JB, p-värde 0,947 
BP, p-värde 0,082 
       Tabell B11. Marginaleffekter för fullständig rumslig modell med binär viktmatris för Norrland. 
Direkt Indirekt Total 
5%p 0,203 *** -0,173 0,029 bäb -0,180 0,060 -0,120 R 0,042 0,048 0,091 sR 0,046 -0,055 -0,010 tuv -0,004 -0,059 -0,063 wbu 0,008 0,196 0,204 x% 0,113 0,005 0,118 wbo -0,152 * 0,111 -0,041 5%y -0,185 ** 0,239 0,054 oc 0,029 0,279 0,309 åyx 0,217 -0,625 -0,408 yc{ 0,151 * 0,180 0,330 
 
Tabell B12. Marginaleffekter för fullständig rumslig modell med distansbaserad viktmatris för Norrland. 
Direkt Indirekt Total 
5%p 0,200 *** -0,051 0,150 
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bäb 0,045 0,290 0,336 R 0,087 0,051 0,138 sR -0,006 -0,199 -0,205 tuv -0,048 -0,148 -0,196 wbu 0,000 0,138 0,139 x% 0,012 -0,002 0,010 wbo -0,215 ** -0,092 -0,307 5%y -0,202 ** 0,244 0,042 oc 0,009 0,135 0,144 åyx 0,025 -1,240 -1,214 yc{ 0,227 ** -0,498 ** -0,271 
 
Tabell B13. Reducerad icke-rumslig modell för Norrland. 
Variabel |  }/  
Konst -2,964 (0,039) *** 5%p 0,112 (0,042) * wbu 0,092 (0,031) ** wbo -0,149 (0,056) * yc{ 0,101 (0,037) ** ~ 0,197 A 0,394 
JB, p-värde 0,915 
BP, p-värde 0,004 
Tabell B14. Reducerad rumslig modell med binär viktmatris för Norrland. 
Variabel |  }/  PB E 
Konst -2,123 (0,508) *** 5%p 0,107 (0,045) * -0,087 (0,075) wbu 0,054 (0,039) 0,055 (0,077) wbo -0,139 (0,058) * 0,064 (0,095) yc{ 0,086 (0,057) 0,052 (0,111) 
LB 0,294 (0,169) ~ 0,179 A 0,451 
JB, p-värde 0,950 
BP, p-värde 0,017 
       Tabell B15. Reducerad rumslig modell med distansbaserad viktmatris för Norrland. 
Variabel |  }/  PB E 
Konst -2,980 (0,662) *** 
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5%p 0,116 (0,041) ** 0,078 (0,091) wbu 0,080 (0,029) ** 0,071 (0,065) wbo -0,125 (0,053) * -0,208 (0,109) yc{ 0,275 (0,072) *** -0,386 (0,161) * 
LB -0,059 (0,226) ~ 0,170 A 0,506 
JB, p-värde 0,925 
BP, p-värde 0,088 
       Tabell B16. Marginaleffekter för reducerad rumslig modell med binär viktmatris för Norrland. 
Direkt Indirekt Total 
5%p 0,103 ** -0,074 0,029 wbu 0,060 0,095 0,155 wbo -0,137 ** 0,030 -0,107 yc{ 0,091 0,103 0,194 
 
Tabell B17. Marginaleffekter för reducerad rumslig modell med distansbaserad viktmatris för Norrland. 
Direkt Indirekt Total 
5%p 0,115 ** 0,068 0,183 * wbu 0,079 ** 0,064 0,143 *** wbo -0,123 * -0,192 * -0,314 *** yc{ 0,279 *** -0,384 ** -0,105 
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Svealand 
Tabell B18. Fullständig icke-rumslig modell för Svealand. 
Variabel |  }/  
Konst -3,224 (0,047) *** 5%p 0,024 (0,077) bäb 0,205 (0,082) * R 0,032 (0,054) sR -0,224 (0,074) ** tuv -0,095 (0,044) * wbu 0,057 (0,051) x% 0,049 (0,048) wbo 0,091 (0,081) 5%y -0,159 (0,059) ** oc 0,104 (0,045) * åyx 0,010 (0,089) yc{ 0,103 (0,099) ~ 0,221 A 0,521 
JB, p-värde 0,642 
BP, p-värde 0,057 
Tabell B19. Fullständig rumslig modell med binär viktmatris för Svealand. 
Variabel |  }/  PB E 
Konst -1,868 (0,418) *** 5%p -0,047 (0,053) -0,189 (0,111) bäb 0,297 (0,079) *** -0,072 (0,174) R 0,083 (0,039) * 0,316 (0,079) *** sR -0,133 (0,052) * -0,209 (0,105) tuv -0,017 (0,030) 0,002 (0,066) wbu 0,115 (0,047) * -0,217 (0,084) * x% 0,004 (0,036) 0,070 (0,067) wbo -0,014 (0,059) -0,112 (0,115) 5%y -0,102 (0,056) 0,000 (0,089) oc 0,073 (0,031) * 0,082 (0,078) åyx 0,150 (0,080) -0,456 (0,195) * yc{ 0,240 (0,096) * -0,674 (0,199) ** 
LB 0,376 (0,130) ** ~ 0,133 A 0,788 
JB, p-värde 0,696 
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BP, p-värde 0,634 
       Tabell B20. Fullständig rumslig modell med distansbaserad viktmatris för Svealand. 
Variabel |  }/  PB E 
Konst -2,087 (0,624) ** 5%p -0,002 (0,056) -0,159 (0,221) bäb 0,221 (0,075) ** -0,205 (0,258) R 0,098 (0,043) * 0,869 (0,167) *** sR -0,135 (0,057) * -0,949 (0,197) *** tuv -0,063 (0,036) -0,299 (0,165) wbu 0,119 (0,045) * -0,328 (0,140) * x% -0,020 (0,043) -0,107 (0,126) wbo -0,031 (0,059) -0,262 (0,211) 5%y -0,087 (0,060) 0,422 (0,178) * oc 0,098 (0,034) ** 0,111 (0,135) åyx 0,172 (0,081) * 0,064 (0,221) yc{ 0,180 (0,090) -0,335 (0,289) 
LB 0,385 (0,188) * ~ 0,141 A 0,763 
JB, p-värde 0,757 
BP, p-värde 0,232 
Tabell B21. Marginaleffekter för fullständig rumslig modell med binär viktmatris för Svealand. 
Direkt Indirekt Total 
5%p -0,067 -0,311 -0,378 bäb 0,301 *** 0,060 0,361 R 0,116 ** 0,521 *** 0,638 *** sR -0,158 *** -0,390 ** -0,548 *** tuv -0,017 -0,007 -0,024 wbu 0,098 -0,261 -0,163 x% 0,011 0,108 0,118 wbo -0,026 -0,176 -0,202 5%y -0,105 -0,058 -0,163 oc 0,083 * 0,164 0,247 åyx 0,111 -0,601 * -0,490 yc{ 0,184 * -0,879 ** -0,695 * 
 
Tabell B22. Marginaleffekter för fullständig rumslig modell med distansbaserad viktmatris för Svealand. 
Direkt Indirekt Total 
5%p -0,010 -0,251 -0,261 
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bäb 0,214 ** -0,188 0,026 R 0,146 ** 1,427 1,573 sR -0,188 ** -1,576 -1,765 * tuv -0,081 -0,509 -0,589 wbu 0,105 * -0,443 -0,339 x% -0,026 -0,181 -0,207 wbo -0,045 -0,430 -0,476 5%y -0,066 0,611 0,545 oc 0,106 ** 0,234 0,340 åyx 0,179 * 0,205 0,383 yc{ 0,166 -0,417 -0,252 
 
Tabell B23. Reducerad icke-rumslig modell för Svealand. 
Variabel |  }/  
Konst -3,177 (0,030) *** bäb 0,179 (0,061) ** sR -0,122 (0,044) ** x% 0,098 (0,036) ** 5%y -0,169 (0,051) ** oc 0,074 (0,036) * ~ 0,226 A 0,439 
JB, p-värde 0,486 
BP, p-värde 0,136 
Tabell B24. Reducerad rumslig modell med binär viktmatris för Svealand. 
Variabel |  }/  PB E 
Konst -1,861 (0,406) *** bäb 0,171 (0,066) * 0,012 (0,145) sR -0,057 (0,038) -0,162 (0,067) * x% 0,044 (0,037) 0,051 (0,066) 5%y -0,108 (0,053) * -0,024 (0,084) oc 0,071 (0,035) * -0,014 (0,060) 
LB 0,414 (0,128) ** ~ 0,177 A 0,623 
JB, p-värde 0,557 
BP, p-värde 0,095 
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Tabell B25. Reducerad rumslig modell med distansbaserad viktmatris för Svealand. 
Variabel |  }/  PB E 
Konst -2,000 (0,594) ** bäb 0,178 (0,060) ** 0,056 (0,163) sR -0,070 (0,040) -0,319 (0,116) ** x% 0,029 (0,046) 0,000 (0,130) 5%y -0,137 (0,052) * 0,018 (0,143) oc 0,087 (0,037) * -0,098 (0,088) 
LB 0,372 (0,187) ~ 0,184 A 0,591 
JB, p-värde 0,812 
BP, p-värde 0,445 
       Tabell B26. Marginaleffekter för reducerad rumslig modell med binär viktmatris för Svealand. 
Direkt Indirekt Total 
bäb 0,180 ** 0,132 0,313 sR -0,077 * -0,297 ** -0,374 ** x% 0,051 0,110 0,162 5%y -0,116 * -0,109 -0,225 oc 0,072 0,024 0,096 
 
Tabell B27. Marginaleffekter för reducerad rumslig modell med distansbaserad viktmatris för Svealand. 
Direkt Indirekt Total 
bäb 0,184 *** 0,189 0,373 sR -0,087 * -0,531 ** -0,619 *** x% 0,030 0,017 0,047 5%y -0,139 ** -0,051 -0,190 oc 0,084 ** -0,102 -0,018 
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Stockholm 
Tabell B28. Fullständig icke-rumslig modell för Stockholm. 
Variabel |  }/  
Konst -3,662 (0,132) *** 5%p -0,035 (0,066) bäb 0,057 (0,124) R 0,078 (0,086) sR -0,057 (0,058) tuv -0,086 (0,045) wbu 0,131 (0,048) * x% -0,013 (0,035) wbo 0,014 (0,114) 5%y -0,178 (0,096) oc 0,141 (0,079) åyx 0,003 (0,095) yc{ -0,093 (0,099) ~ 0,142 A 0,946 
JB, p-värde 0,604 
BP, p-värde 0,312 
Tabell B29. Reducerad icke-rumslig modell för Stockholm. 
Variabel |  }/  
Konst -3,650 (0,069) *** sR -0,057 (0,035) tuv -0,076 (0,030) * wbu 0,157 (0,028) *** 5%y -0,187 (0,041) *** oc 0,121 (0,039) ** yc{ -0,136 (0,069) ~ 0,125 A 0,939 
JB, p-värde 0,526 
BP, p-värde 0,072 
Tabell B30. Reducerad rumslig modell med binär viktmatris för Stockholm. 
Variabel |  }/  PB E 
Konst -6,343 (0,768) *** sR 0,025 (0,029) 0,414 (0,119) ** tuv -0,089 (0,019) *** -0,040 (0,048) 
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wbu 0,194 (0,018) *** 0,119 (0,054) * 5%y -0,096 (0,035) * -0,070 (0,068) oc 0,040 (0,031) -0,336 (0,113) * yc{ 0,020 (0,058) 0,067 (0,098) 
LB -0,695 (0,206) ** ~ 0,068 A 0,975 
JB, p-värde 0,866 
BP, p-värde 0,587 
       Tabell B31. Reducerad rumslig modell med distansbaserad viktmatris för Stockholm. 
Variabel |  }/  PB E 
Konst -9,585 (1,227) *** sR 0,041 (0,029) 0,070 (0,105) tuv -0,053 (0,021) * 0,013 (0,087) wbu 0,167 (0,018) *** 0,741 (0,132) *** 5%y -0,179 (0,026) *** 0,010 (0,140) oc 0,017 (0,036) -0,519 (0,207) * yc{ -0,243 (0,055) *** 0,269 (0,152) 
LB -1,390 (0,328) ** ~ 0,065 A 0,978 
JB, p-värde 0,386 
BP, p-värde 0,694 
       Tabell B32. Marginaleffekter för reducerad rumslig modell med binär viktmatris för Stockholm. 
Direkt Indirekt Total 
sR -0,049 0,307 *** 0,259 ** tuv -0,093 *** 0,017 -0,076 ** wbu 0,197 *** -0,012 0,184 *** 5%y -0,095 -0,003 -0,098 ** oc 0,107 ** -0,282 *** -0,174 yc{ 0,010 0,042 0,051 
 
Tabell B33. Marginaleffekter för reducerad rumslig modell med distansbaserad viktmatris för Stockholm. 
Direkt Indirekt Total 
sR 0,039 0,007 0,046 tuv -0,066 *** 0,049 -0,017 wbu 0,093 0,287 *** 0,380 *** 5%y -0,217 *** 0,146 -0,071 
 46 
 
oc 0,097 * -0,307 ** -0,210 yc{ -0,331 *** 0,342 ** 0,011 
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Malmö–Göteborg 
Tabell B34. Fullständig icke-rumslig modell för Malmö-Göteborg. 
Variabel |  }/  
Konst -3,586 (0,137) *** 5%p 0,008 (0,066) bäb 0,057 (0,174) R -0,136 (0,076) sR 0,238 (0,118) tuv 0,121 (0,071) wbu 0,091 (0,101) x% 0,033 (0,052) wbo -0,019 (0,096) 5%y -0,248 (0,092) * oc -0,108 (0,107) åyx 0,089 (0,048) yc{ 0,064 (0,076) ~ 0,148 A 0,923 
JB, p-värde 0,689 
BP, p-värde 0,171 
Tabell B35. Reducerad icke-rumslig modell för Malmö-Göteborg. 
Variabel |  }/  
Konst -3,541 (0,062) *** R -0,124 (0,036) ** sR 0,227 (0,050) *** tuv 0,118 (0,045) * 5%y -0,285 (0,040) *** åyx 0,037 (0,019) ~ 0,137 A 0,894 
JB, p-värde 0,411 
BP, p-värde 0,724 
Tabell B36. Reducerad rumslig modell med binär viktmatris för Malmö-Göteborg. 
Variabel |  }/  PB E 
Konst -5,601 (0,888) *** R -0,152 (0,027) *** -0,254 (0,071) ** sR 0,250 (0,041) *** 0,281 (0,096) * tuv 0,109 (0,049) * 0,015 (0,099) 5%y -0,292 (0,035) *** -0,101 (0,117) 
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Tabell B37. Reducerad rumslig modell med distansbaserad viktmatris för Malmö-Göteborg. 
Variabel |  }/  PB E 
Konst -5,887 (1,391) *** R -0,129 (0,037) ** -0,282 (0,155) sR 0,256 (0,042) *** 0,489 (0,162) ** tuv 0,124 (0,054) * 0,158 (0,167) 5%y -0,314 (0,040) *** -0,194 (0,150) åyx 0,067 (0,026) * 0,001 (0,045) 
LB -0,598 (0,382) ~ 0,097 A 0,931 
JB, p-värde 0,780 
BP, p-värde 0,203 
       Tabell B38. Marginaleffekter för reducerad rumslig modell med binär viktmatris för Malmö-Göteborg. 
Direkt Indirekt Total 
R -0,127 *** -0,135 ** -0,262 *** sR 0,229 *** 0,114 0,343 *** tuv 0,116 ** -0,036 0,080 5%y -0,301 *** 0,047 -0,254 *** åyx 0,104 *** -0,049 0,055 *** 
 
Tabell B39. Marginaleffekter för reducerad rumslig modell med distansbaserad viktmatris för Malmö-
Göteborg. 
Direkt Indirekt Total 
R -0,113 ** -0,145 -0,258 * sR 0,229 *** 0,237 ** 0,467 *** tuv 0,117 * 0,059 0,176 5%y -0,313 *** -0,005 -0,318 ** åyx 0,070 ** -0,028 0,042 * 
 
 
åyx 0,095 (0,029) ** -0,010 (0,040) 
LB -0,549 (0,246) * ~ 0,095 A 0,933 
JB, p-värde 0,669 
BP, p-värde 0,204 
       
