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Abstract
In this paper, the authors employ an abstract continuous theorem of k-set contractive operator to study the
existence of positive periodic solutions for a neutral delay logarithmic population model with multiple delays
as follows:
dN
dt
= N (t)

r(t)− n∑
j=1
ai(t)lnN (t − 
i(t))−
m∑
i=1
bj(t)
d
dt
lnN (t − j(t))

 :
A new result on the existence of positive periodic solutions is obtained.
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1. Introduction
Let !¿ 0 be a constant, C! = {x|x∈C(R;R); x(t + !)≡ x(t)} with the norm de;ned by |x|0 =
maxt∈[0;!] |x(t)|, and C1! = {x|x∈C1(R;R); x(t + !) ≡ x(t)} with the norm de;ned by ‖x‖ =
max{|x|0; |x′|0}. Then C!, C1! are both Banach spaces. Meanwhile, we denote ?h := (1=!)
∫ !
0 h(s) ds
and ‖h‖2 := (
∫ !
0 |h(s)|2 ds)1=2; ∀h∈C!.
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In this paper, we consider the following periodic neutral logarithmic population model with mul-
tiple delays:
dN
dt
= N (t)

r(t)− n∑
j=1
aj(t)lnN (t − 
j(t))−
m∑
i=1
bi(t)
d
dt
lnN (t − i(t))

 ; (1)
where r(t); aj(t); bi(t); 
j(t); i(t) are all in C! with ?r ¿ 0, 
j(t)¿ 0 and i(t)¿ 0;∀t ∈ [0; !],
∀i∈{1; 2; : : : ; m};∀j∈{1; 2; : : : ; n}. Furthermore, 
j ∈C1(R;R) with 
′j(t)¡ 1;∀t ∈ [0; !], bi ∈
C1(R;R) and i(t)∈C2(R;R) with ′i(t)¡ 1;∀t ∈ [0; !], ∀i∈{1; 2; : : : ; m};∀j∈{1; 2; : : : ; n}. For the
ecological justi;cation of Eq. (1), see [3–6,9,10].
By using Mawhin’s continuation theorem in [2], Zhihui Yang and Jinde Cao studied the following
periodic neutral population model with multiple delays [10]:
dN
dt
= N (t)
[
a(t)− (t)N (t)−
n∑
i=1
bi(t)N (t − i(t))−
n∑
i=1
ci(t)N ′(t − i(t))
]
; (2)
where a(t), (t), bi(t), ci(t), i(t), i(t) are all nonnegative continuous T -periodic functions and

i(t)∈C1(R; [0;+∞)); i(t)∈C2(R; [0;+∞)) with ′i(t)¡ 1; ′i(t)¡ 1;∀t ∈ [0; !], (i = 1; 2; : : : ; n).
However, the proof (in [10, Theorem 3.1]) that the operator N : ? →  is L-compact which is
crucial for applying Mawhin’s continuation theorem is incomplete. For example, under the assump-
tion i(t) ≡ i(t), and the transformation N (t) = ex(t) and di(t) = ci(t)=(1 − ′i(t)); (i = 1; 2; : : : ; n),
Zhihui Yang and Jinde Cao rewrote (2) in the following form Lx =Nx, where L = d=dt; Nx =
a(t)−ex(t)−∑ni=1 bi(t)ex(t−i(t))−∑ni=1 ci(t)x′(t− i(t))ex(t−i(t)). According to the de;nition of the
operators Kp; P; Q and Banach space X = {x : x∈C1(R;R); x(t + T ) ≡ x(t)} in [10], one can ;nd
from [10, p. 128] that
KP(I − Q)N :X → X
KP(I − Q)Nx =
∫ t
T
[
a(s)− (s)ex(s) −
n∑
i=1
(bi(s)− d′i(s))ex(s−i(s))
]
ds
−
n∑
i=1
di(t)ex(t−i(t)) +
1
T
∫ T
0
s
[
a(s)− (s)ex(s)
−
n∑
i=1
(bi(s)− di(s)− sd′i(s))ex(s−i(s))
]
ds
+
(
1=2− t
T
)∫ T
0
[
a(s)− (s)ex(s) −
n∑
i=1
(bi(s)− d′i(s))ex(t−i(s))
]
ds:
As the right side of the above equality contains
∑n
i=1 di(t)e
x(t−i(t)), one cannot verify that
KP(I−Q)N( ?) is relatively compact in X for any bounded open subset  ⊂ X . Therefore, Mawhin’s
continuation theorem cannot be used to obtain the positive T -periodic solutions
to Eq. (2).
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The purpose of this paper is to establish some criteria to guarantee the existence of positive
periodic solutions of Eq. (1). By using an abstract continuation theorem for k-set contraction [1]
and some other analysis techniques, we obtain a new result on the existence of positive periodic
solutions.
2. Main lemmas
If we use the transformation N (t) = ex(t), then Eq. (1) can be rewritten in the following form:
x′(t) = r(t)−
n∑
j=1
aj(t)x(t − 
j(t))−
m∑
i=1
ci(t)x′(t − i(t)); (3)
where ci(t) = bi(t)(1− ′i(t)) (i = 1; 2; : : : ; m).
In order to study Eq. (1), we now make some preliminary remarks and de;nitions.
Let E be a Banach space. For a bounded subset A ⊂ E, let
&E(A) = inf
{
'¿ 0|there is a ;nite number of subsets
Ai ⊂ A such that A =
⋃
i=1
Ai and diam (Ai)6 '
}
denote the (Kuratoskii) measure of noncompactness, where diam(Ai) denotes the diameter of set Ai.
Let X; Y be two Banach spaces and  be a bounded open subset of X . A continuous and bounded
map N : ?→ Y is called k-set contractive if for any bounded set A ⊂  we have
&Y (N(A))6 k&X (A);
where k is a constant. In addition, for a Fredholm operator  L :X → Y with index zero, according
to [1] we may de;ne
l( L) = sup{r¿ 0|r&X (A)6 &Y ( L(A)); for all bounded subset A ⊂ X }:
Lemma 1 (Lui and Mao [7], Petryshynand and Yu [8]). Let  L :X → Y be a Fredholm operator
with index zero, and a∈Y be a <xed point. Suppose that N : ? → Y is a k-set contractive with
k ¡ l( L), where  ⊂ X is bounded, open, and symmetric about 0∈. Furthermore, we also assume
that
(1)  Lx = *Nx + *a, for x∈ 9; *∈ (0; 1), and
(2) [QN(x) + Qa; x] · [QN(−x) + Qa; x]¡ 0; for x∈ ker  L ∩ 9;
where [:; :] is a bilinear form on Y×X and Q is the projection of Y onto Coker( L), where Coker( L)
is the cokernel of the operator  L. Then there is a x∈ ? such that
 Lx −Nx = a:
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In order to use Lemma 1 to study Eq. (3), we set Y = C!, X = C1!,
 L :C1! → C!;  Lx =
dx
dt
(4)
and
N :C1! → C!;Nx =−
n∑
j=1
aj(t)x(t − 
j(t))−
m∑
i=1
ci(t)x′(t − i(t)): (5)
It is easy to see from [1] that  L is a Fredholm operator with index zero. Clearly, Eq. (3) has a
!-periodic solution if and only if  Lx =Nx + r for some x∈C1!, where r := r(t).
Lemma 2 (Liu and Mao [7, Lemma 3.2]): The di>erential operator  L is a Fredholm operator with
index zero, and satis<es l( L)¿ 1.
Lemma 3. If k =
∑m
i=1 |ci|0, then N :→ C! is a k-contractive map.
As Lemma 3 can be proved in the same way as in the proof of Lemma 3.3 of [7], we omit it
here.
Lemma 4. Suppose ∈C1! and ′(t)¡ 1;∀t ∈ [0; !]. Then the function t − (t) has a inverse -(t)
satisfying -∈C(R;R) with -(a + !) ≡ -(a) + !;∀a∈R.
Proof. Since ′(t)¡ 1;∀t ∈ [0; !] and t − (t) is continuous on R, it is easy to see that -(t) exists
on R with -∈C(R;R). Hence, it suNces to show that -(a+!) = -(a) +!, for arbitrary a∈R. In
fact, for ∀a∈R, by the condition ′(t)¡ 1;∀t ∈ [0; !], one can see that the equation t− (t) = a has
a unique solution t0 and the equation t − (t) = a + ! has a unique solution t1, that is
t0 − (t0) = a; and t1 − (t1) = a + !; (6)
i.e.,
-(a) = t0 = a + (t0); and -(a + !) = t1: (7)
Since
! + a + (t0)− (! + a + (t0)) =! + a + (t0)− (a + (t0))
=! + a + (t0)− (t0)
=! + a;
it follows from the second part of (6) that t1 =!+ a+ (t0). So by the second part of (7), we have
-(a+!)= t1 =!+a+(t0), which together with the ;rst part of (7) yields -(a+!)= t1 =-(a)+!.
The proof is complete.
Remark 1. By using Lemma 4, we see that if g∈C!, ∈C1! and ′(t)¡ 1;∀t ∈ [0; !], then g(-(t+
!)) = g(-(t) + !) = g(-(t));∀t ∈R, where -(t) is the inverse function of t − (t), which together
with -∈C(R;R) implies that g(-(t))∈C!.
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Lemma 5. Let 06 &6! be a constant, s∈C! such that maxt∈[0;!] |s(t)|6 &. Then for ∀x∈C1!,
we have
∫ !
0
|x(t)− x(t − s(t))|2 dt6 2&2
∫ !
0
|x′(t)|2 dt: (8)
Proof. Let /1 = {t :t ∈ [0; !]; s(t)¿ 0} and /2 = {t : t ∈ [0; !]; s(t)¡ 0}. Then for ∀t ∈/1, by using
Cauchy–Schwarz inequality, we have
∣∣∣∣
∫ t
t−s(t)
x′(
) d

∣∣∣∣
2
6
(∫ t
t−s(t)
|x′(
)|d

)2
6 |s(t)|
∫ t
t−s(t)
|x′(
)|2 d

6 &
∫ t
t−&
|x′(
)|2 d
 (9)
and for ∀t ∈/2,
∣∣∣∣
∫ t
t−s(t)
x′(
) d

∣∣∣∣
2
6
(∫ t−s(t)
t
|x′(
)|d

)2
6 |s(t)|
∫ t−s(t)
t
|x′(
)|2 d

6 &
∫ t+&
t
|x′(
)|2 d
: (10)
From (9) and (10), we ;nd
∫ !
0
|x(t)− x(t − s(t))|2 dt
=
∫ !
0
∣∣∣∣
∫ t−s(t)
t
x′(
) d

∣∣∣∣
2
dt
6
∫
/1
∣∣∣∣
∫ t
t−s(t)
x′(
) d

∣∣∣∣
2
dt +
∫
/2
∣∣∣∣
∫ t
t−s(t)
x′(
) d

∣∣∣∣
2
dt
¡&
∫
/1
∫ t
t−&
|x′(
)|2 d
 dt + &
∫
/2
∫ t+&
t
|x′(
)|2 d
 dt
6 &
∫ !
0
∫ t
t−&
|x′(
)|2 d
 dt + &
∫ !
0
∫ t+&
t
|x′(
)|2 d
 dt: (11)
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By interchanging the order of the integral
∫ !
0
∫ t
t−& |x′(
)|2 d
 dt in (11), we get∫ !
0
∫ t
t−&
|x′(
)|2 d
 dt
=
∫ 0
−&
∫ 
+&
0
|x′(
)|2 dtd
 +
∫ !−&
0
∫ 
+&


|x′(
)|2 dtd

+
∫ !
!−&
∫ 
+&


|x′(
)|2 dtd

=
∫ 0
−&
(& + 
)|x′(
)|2 d
 + &
∫ !−&
0
|x′(
)|2 d
 +
∫ !
!−&
(!− 
)|x′(
)|2 d
: (12)
If we take substitution s = 
 − !, then∫ !
!−&
∫ 
+&


(!− 
)|x′(
)|2 dtd
 =−
∫ 0
−&
s|x′(s)|2 ds: (13)
Substituting (13) into (12), we obtain∫ !
0
∫ t
t−&
|x′(
)|2 d
 dt
=&
∫ 0
−&
|x′(
)|2 d
 + &
∫ !−&
0
|x′(
)|2 d

=&
∫ !−&
−&
|x′(
)|2 d

=&
∫ !
0
|x′(
)|2 d
: (14)
Similarly, we have∫ !
0
∫ t+&
t
|x′(
)|2 d
 dt = &
∫ !
0
|x′(
)|2 d
: (15)
Substituting (14) and (15) into (11), we get∫ !
0
|x(t)− x(t − s(t))|2 dt6 2&2
∫ !
0
|x′(
)|2 d
:
The proof is complete.
Suppose that '∈C1! with '′(t)¡ 1;∀t ∈R. Since (t − '(t))′ = 1− '′(t)¿ 0;∀t ∈R, limt→+∞(t −
'(t))=+∞ and limt→−∞(t−'(t))=−∞, it follows that there exists a unique point t0 ∈R (dependent
on the function '(t) only) such that
'(t0) = t0:
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On the other hand, since
'(t)− '(t0) =
∫ t
t0
'′(
) d
¡ (t − t0); ∀t ∈ [t0; t0 + !=2]
and
'(t)− '(t0) =
∫ t
t0
'′(
) d
¿− (t0 − t); ∀t ∈ [t0 − !=2; t0]:
So
|'(t)− '(t0)|0 ¡ !2
i.e.,
|'(t)− t0|0 ¡ !2 : (16)
Since t0 is a constant, it is easy to see that there must be a unique integer m (dependent on t0 only)
such that t0 ∈ [m!−!=2; m!+!=2). Let l= |'(t)−m!|0, and then l6 |t0−m!|0 + |'(t)− t0|0 ¡!.
Remark 2. Since m is dependent on t0 and t0 is dependent on the function '(t), m is determined
by '(t). So by applying Lemma 5, we have
Lemma 6. Suppose '∈C1! and '′(t)¡ 1;∀t ∈R. Then for ∀x∈C1!, we have the following two
results.
(1) There exists a unique integer m (dependent on the function '(t) only) such that
l := |'(t)− m!|0 ¡!:
(2) ∫ !
0
|x(t)− x(t − '(t))|2 dt6 2l2
∫ !
0
|x′(
)|2 d
:
If x∈C1! and x is not a constant, then we ;nd from Lemma 6 that ∀j∈{1; 2; : : : ; n}, there exists
a unique integer mj (dependent on the function 
j(t) only) such that
lj := |
j − mj!|0 (17)
and ∫ !
0
|x(t)− x(t − 
j(t))|2 dt6 2l2j
∫ !
0
|x′(t)|2 dt; ∀x∈C1!: (18)
3. Main result
Since ′i(t)¡ 1; 
′j(t)¡ 1;∀t ∈ [0; !], we see that either t− i(t) or t−
j(t) has a unique inverse.
We now set i(t) to represent the inverse of function t − i(t) (i = 1; 2; : : : ; m), and set -j(t) to
represent the inverse of t − 
j(t); (j = 1; 2; : : : ; n). Further, we denote
0(t) :=
n∑
j=1
aj(-j(t))
1− 
′j(-j(t))
−
m∑
i=1
b′i(i(t))
1− ′i(i(t))
: (19)
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Theorem. Suppose the following conditions hold:
(H1) There exists a constant 1¿ 0 such that |0(t)|¿ 1; ∀t ∈ [0; !], where 0(t) is de<ned by
(19).
(H2)
(
1
2 |
∑n
j=1 a
′
j|0
)1=2
! +
(∑n
j=1
√
2|aj|0lj +
∑m
i=1 |bi|0|1− ′i|1=20
)1=2
¡ 1 and
∑m
i=1 |bi|0|1 −
′i|0 ¡ 1.
Then Eq. (1) has at least one positive !- periodic solution, where lj is de<ned by (17),
j∈{1; 2; : : : ; n}.
Proof. Let x(t) be an arbitrary !-periodic solution of operator equation as follows:
 Lx = *Nx + *r; *∈ (0; 1);
where N;  L de;ned by (4) and (5), respectively. Then
x′(t) = *

r(t)− n∑
j=1
aj(t)x(t − 
j(t))−
m∑
i=1
ci(t)x′(t − i(t))

 : (20)
Integrating both sides of (20) over [0; !], we have
∫ !
0

r(t)− n∑
j=1
aj(t)x(t − 
j(t)) +
m∑
i=1
b′i(t)x(t − i(t))

 dt = 0
i.e., ∫ !
0
n∑
j=1
aj(t)x(t − 
j(t)) dt −
∫ !
0
m∑
i=1
b′i(t)x(t − i(t)) dt = ?r!: (21)
Let t − 
j(t) = s, i.e., t = -j(s), then∫ !
0
aj(t)x(t − 
j(t)) dt =
∫ !−
j(!)
−
j(0)
aj(-j(s))
1− 
′j(-j(s))
x(s) ds:
According to Remark 1 on Lemma 4, we have
aj(-j(s))
1− 
′j(-j(s))
x(s)∈C!:
Thus ∫ !
0
aj(t)x(t − 
j(t)) dt =
∫ !
0
aj(-j(s))
1− 
′j(-j(s))
x(s) ds; j∈{1; 2; : : : ; n}:
Similarly,∫ !
0
b′i(t)x(t − i(t)) dt =
∫ !
0
b′i(i(s))
1− ′i(i(s))
x(s) ds; i∈{1; 2; : : : ; m}:
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So from (21), we get ?r!=
∫ !
0 0(t)x(t) dt. Considering assumption (H1), we know 0(t)¿ 1;∀t ∈ [0; !]
or 0(t)6− 1;∀t ∈ [0; !], and then it follows from the integral mean value theorem that there is an
2∈ [0; !] such that
|x(2)|=
∣∣∣∣ ?r!∫ !
0 0(t) dt
∣∣∣∣= ?r!∫ !
0 |0(t)| dt
=
?r
|0|6
?r
1
;
which yields that
|x|06 ?r1 +
∫ !
0
|x′(s)| ds: (22)
Multiplying both sides of (20) by x′(t) and integrating them over [0; !], we have∫ !
0
|x′(t)|2 dt
=*
∣∣∣∣∣∣
∫ !
0
r(t)x′(t) dt −
∫ !
0
n∑
j=1
aj(t)x(t − 
j(t))x′(t) dt
−
∫ !
0
m∑
i=1
ci(t)x′(t)x′(t − i(t)) dt
∣∣∣∣∣
=
∣∣∣∣∣∣
∫ !
0
r(t)x′(t) dt −
∫ !
0
n∑
j=1
aj(t)x(t)x′(t) dt
+
∫ !
0
n∑
j=1
aj(t)x′(t)(x(t)− x(t − 
j(t))) dt −
∫ !
0
m∑
i=1
ci(t)x′(t)x′(t − i(t)) dt
∣∣∣∣∣∣
6 ‖r‖2
(∫ !
0
|x′(t)|2 dt
)1=2
+
|∑nj=1 a′j|0
2
∫ !
0
|x(t)|2 dt
+
n∑
j=1
|aj|0
(∫ !
0
|x′(t)|2 dt
)1=2(∫ !
0
|x(t)− x(t − 
j(t))|2 dt
)1=2
+
m∑
i=1
(∫ !
0
|x′(t)|2 dt
)1=2(∫ !
0
|ci(t)x′(t − i(t))|2 dt
)1=2
: (23)
For ∀j∈{1; 2; : : : ; n}, by (18) we ;nd∫ !
0
|x(t)− x(t − 
j(t))|2 dt6 2l2j
∫ !
0
|x′(t)|2 dt: (24)
Meanwhile, we see that∫ !
0
|x(t)|2 dt6!|x|20 (25)
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and (∫ !
0
|ci(t)x′(t − i(t))|2 dt
)1=2
=
(∫ !
0
1
1− ′i(i(t))
|ci(i(t))x′(t)|2 dt
)1=2
=
(∫ !
0
(1− ′i(i(t)))|bi(i(t))x′(t)|2 dt
)1=2
6 |1− ′i|1=20 |bi|0
(∫ !
0
|x′(t)|2 dt
)1=2
: (26)
Substituting (24)–(26) into (23), one can ;nd∫ !
0
|x′(t)|2 dt
6 ‖r‖2
(∫ !
0
|x′(t)|2 dt
)1=2
+
|∑nj=1 a′j|0
2
!|x|20
+

√2 n∑
j=1
|aj|0lj +
m∑
i=1
|bi|0|1− ′i|1=20

∫ !
0
|x′(t)|2 dt
which gives(∫ !
0
|x′(t)|2 dt
)1=2
6 ‖r‖1=22
(∫ !
0
|x′(t)|2 dt
)1=4
+
(
|∑nj=1 a′j|0
2
!
)1=2
|x|0
+

 n∑
j=1
√
2|aj|0lj +
m∑
i=1
|bi|0|1− ′i|1=20


1=2(∫ !
0
|x′(t)|2 dt
)1=2
:
Substituting (22) into the above formula, we get(∫ !
0
|x′(t)|2 dt
)1=2
6 ‖r‖1=22
(∫ !
0
|x′(t)|2 dt
)1=4
+

 n∑
j=1
|a′j|0!
2


1=2
?r
1
+
(∫ !
0
|x′(t)|2 dt)1=2
)
×


(
|∑nj=1 a′j|0
2
)1=2
! +

√2 n∑
j=1
|aj|0lj +
m∑
i=1
|bi|0|1− ′i|1=20


1=2

 : (27)
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In view of (|∑nj=1 a′j|0=2)1=2!+(√2∑nj=1 |aj|0lj +∑mi=1 |bi|0|1−′i|1=20 )1=2 ¡ 1, it follows from (27)
that there exists a constant M ¿ 0 such that(∫ !
0
|x′(t)|2 dt
)1=2
¡M: (28)
Substituting (28) into (22), we have
|x|0 ¡ ?r1 + !
1=2 M 1=2 := M1: (29)
Again from (19), we get |x′|06 ?r! +
∑n
j=1 |aj|0|x|0 +
∑m
i=1 |ci|0|x′|0. From condition
∑m
i=1 |ci|06∑m
i=1 |1− ′i|0|bi|0 ¡ 1, it is easy to see that
|x′|0 ¡
?r! +
∑n
j=1 |aj|0M1
1−∑mi=1 |ci|0 := M2: (30)
By Lemma 4, we see -j(!) = -j(0) + !;∀j∈{1; 2; : : : ; n}. So∫ !
0
aj(-j(s))
1− 
′j(-j(s))
ds =
∫ -j(!)
-j(0)
aj(t)(1− 
′j(t))
1− 
′j(t)
dt =
∫ -j(0)+!
-j(0)
aj(t) dt = ?aj; ∀j∈{1; 2; : : : ; n}:
Similarly,∫ !
0
b′(i(s))
1− ′i(i(s))
ds =
∫ i(!)
i(0)
b′i(t)(1− ′i(t))
1− ′i(t)
=
∫ !
0
b′(t) dt = 0; ∀i∈{1; 2; : : : ; m}:
Thus,
?0 =
1
!
∫ !
0
0(s) ds =
1
!

 n∑
j=1
∫ !
0
aj(-j(s))
1− 
′j(-j(s))
ds−
m∑
i=1
∫ !
0
b′(i(s))
1− ′i(i(s))
ds

= n∑
i=1
?aj:
It follows from |0(t)|¿1;∀t ∈ [0; !] that |∑ni=1 ?aj|= | ?0|= |1=! ∫ !0 0(s) ds|= 1=! ∫ !0 |0(s)| ds¿
1¿ 0. Now, take M3 ¿max{M1; M2; ?r=|
∑n
j=1 ?aj|} and  = {x : x∈C1!; ‖x‖¡M3}. Then k =
∑m
i=1
|ci|0 ¡ 16 l( L). So by (29) and (30), we can ;nd that all the conditions of Lemma 1 except (2)
hold. In what follows, we will prove that condition (2) of Lemma 1 is also satis;ed. In order to do
this, we de;ne a bounded bilinear form [:; :] on C! × C1! by [y; x] =
∫ !
0 y(t)x(t) dt. Also we de;ne
Q :y → Coker(L) by y → 1=! ∫ !0 y(t) dt. Obviously,
{x|x ∈ ker L ∩ 9}= {x|x ≡ M3; or x ≡ −M3}:
Without loss of generality, we may assume that x ≡ M3. Thus
[QN (x) + Q(r); x] [QN (−x) + Q(r); x]
=M 23

∫ !
0
r(t) dt −M3
n∑
j=1
∫ !
0
aj(t) dt



∫ !
0
r(t)dt + M3
n∑
j=1
∫ !
0
aj(t) dt


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=M 23!
2

 ?r −M3 n∑
j=1
?aj



 ?r + M3 n∑
j=1
?aj


=M 23!
2

 ?r −M3| n∑
j=1
?aj|



 ?r + M3| n∑
j=1
?aj|

¡ 0: (31)
Therefore, by using Lemma 1, we obtain that Eq. (1) has at least one positive !-periodic solution.
The proof is complete.
Since |1− ′i|0¿ 1;∀i∈{1; 2; : : : ; m}, it follows that
∑m
i=1 |bi|0|1− ′i|1=20 6
∑m
i=1 |bi|0|1− ′i|0. So
by using the Theorem, we have the following result.
Corollary. Suppose aj(t) ≡ aj (constant), ∀j∈{1; 2; : : : ; n}, and the following conditions hold:
(H′1) There exists a constant 1¿ 0 such that |0(t)|¿ 1;∀t ∈ [0; !].
(H′2)
∑m
i=1 |bi|0|1− ′i|0 ¡ 1.
Then Eq. (1) has a positive !-periodic solution for '0 ¡
(
1−∑mi=1 |bi|0|1− ′i|1=20 ) =√
2
∑m
i=1 |ai|, where '0 = maxj∈{1;2; :::; n} {lj}.
Now, we give an example to demonstrate our result. Let us consider the following equation:
dN
dt
=N (t)
[
1 + 2 sin t − lnN
(
t − 25− 1
20
− 1
10
cos t
)
−1
5
sin t
d
dt
lnN
(
t − 1− 1
2
sin t
)]
: (32)
Corresponding to Eq. (1), we have m = n = 1; r(t) = 1 + 2sin t, a1(t) ≡ 1, b1(t) = 15 sin t, 
1(t) =
25 + 120 +
1
10cos t, 1(t) = 1 +
1
2 sin t. So ?r = 1¿ 0; 

′
1(t) =− 120 sin t ¡ 1, ′1(t) = 12 cos t ¡ 1. Thus
0(t) =
1
1 + 110 sin -1(t)
− cos 1(t)
5(1− 12 cos 1(t))
¿
10
11
− 2
5
¿ 1=5;
|b1|0|1− ′1|0 =
1
5
∣∣∣∣1− 12 cos t
∣∣∣∣
0
= 3=10¡ 1:
Hence, the conditions of (H′1) and (H′2) in the corollary hold. In addition to this, the integer m1 of
(17) can be chosen as m1 = 1 such that l1 := |
1 − 2m15|0 = | 120 + 110 cos t|06 320 ¡ 25, and then
'0 = maxj∈{1;2; :::; n} {lj} = l1 = 320 ¡ (1− |b1|0|1 − ′1|0)=(
√
2|a1|0) = 7
√
2
20 . So by using the corollary,
we obtain that Eq. (32) has a positive 25-periodic solution.
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