The Kuhn-Tucker theorem in nondifferential form is a well-known classical optimality criterion for a convex programming problems which is true for a convex problem in the case when a Kuhn-Tucker vector exists. It is natural to extract two features connected with the classical theorem. The first of them consists in its possible "impracticability" (the Kuhn-Tucker vector does not exist). The second feature is connected with possible "instability" of the classical theorem with respect to the errors in the initial data. The article deals with the so-called regularized Kuhn-Tucker theorem in nondifferential sequential form which contains its classical analogue. A proof of the regularized theorem is based on the dual regularization method. This theorem is an assertion without regularity assumptions in terms of minimizing sequences about possibility of approximation of the solution of the convex programming problem by minimizers of its regular Lagrangian, that are constructively generated by means of the dual regularization method. The major distinctive property of the regularized Kuhn-Tucker theorem consists that it is free from two lacks of its classical analogue specified above. The last circumstance opens possibilities of its application for solving various ill-posed problems of optimization, optimal control, inverse problems.
Introduction
We consider the convex programming problem (P) , are convex functionals, D is a convex closed set, and Z and H are Hilbert spaces. It is well-known that the Kuhn-Tucker theorem in nondifferential form (e.g. see [1] [2] [3] ) is the classical optimality criterion for Problem (P). This theorem is true if Problem (P) has a Kuhn-Tucker vector. It is stated in terms of the solution to the convex programming problem, the corresponding Lagrange multiplier, and the regular Lagrangian of the optimization problem (here, "regular" means that the Lagrange multiplier for the objective functional is unity).
Note two fundamental features of the classical Kuhn-Tucker theorem in nondifferential form (e.g. see [4] [5] [6] [7] ). The first feature is that this theorem is far from being always "correct". If the regularity of the problem is not assumed, then, in general, the classical theorem does not hold even for the simplest finite-dimensional convex programming problems. In particular, the corresponding one-dimensional example can be found in [7] (see Example 1 in [7] ). For convex programming problems with infinite-dimensional constraints, the nonvalidity of this classical theorem can be regarded as their characteristic property. In this case a simple meaningful example can be found in [7] (see Example 2 in [7] ) also.
The second important feature of the classical KuhnTucker theorem is its instability with respect to perturbations of the initial data. This instability occurs even for the simplest finite-dimensional convex programming problems. The following problem can be a particular example. Example 1.1. Consider the minimization of a strongly convex quadratic function of two variables on a set specified by an affine equality constraint: According to the classical Kuhn-Tucker theorem, the vector
is a solution to perturbed problem (2) . At the same time, this vector is an "approximate" solution to original system (1), and no convergence to the unique exact solution occurs as 0
It is natural to consider the above-mentioned features of the classical Kuhn-Tucker theorem in nondifferential form as a consequence of the classical approach long adopted in optimization theory. According to this approach, optimality conditions are traditionally written in terms of optimal elements. At the same time, it is well-known that optimization problems and their duals are typically unsolvable. The mentioned above examples from [7] show that the unsolvability of dual problems fully reveals itself even in very simple (at first glance) convex programming problems. On the one hand, optimality conditions for such problems cannot be written in terms of optimal elements. On the other hand, even if they can, the optimal elements in these problems are unstable with respect to the errors in the initial data, which is demonstrated by Example 1.1. This fact is a fundamental obstacle preventing the application of the classical optimality conditions to solving practical problems. An effective way of overcoming the two indicated features of the classical Kuhn-Tucker theorem (which can also be regarded as shortcomings of the classical approach based on the conventional concept of optimality) is to replace the language of optimal elements with that of minimizing sequences that is sequential language. In many cases this replacement fundamentally changes the situation: the theorems become more general, absorb the former formulations, and provide an effective tool for solving practical problems.
So-called regularized Kuhn-Tucker theorem in nondifferential sequential form was proved for Problem (P) with strongly convex objective functional and with parameters in constraints in [7] . This theorem is an assertion in terms of minimizing sequences (more precisely, in terms of minimizing approximate solutions in the sense of J. Warga) about possibility of approximation of the solution of the problem by minimizers of its regular Lagrangian without any regularity assumptions. It contains its classical analogue and its proof is based on the dual regularization method (see, e.g. [4] [5] [6] [7] ). The specified above minimizers are constructively generated by means of this dual regularization method. A crucially important advantage of these approximations compared to classical optimal Kuhn-Tucker points (see Example 1.1.) is that the former are stable with respect to the errors in the initial data. This stability makes it possible to effectively use the regularized Kuhn-Tucker theorem for practically solving a broad class of ill-posed problems in optimization and optimal control, operator equations of the first kind, and various inverse problems.
In contrast to [7] , in this article we prove the regularized Kuhn-Tucker theorem in nondifferential sequential form for nonparametric Problem (P) in case the objective functional is only convex and the set D is bounded. Just as in [7] , its proof is based on the dual regularization method. Simultaneously, the dual regularization method is modified here to prove the regularized Kuhn-Tucker theorem in the case of convex objective functional.
This article consists of an introduction and four main sections. In Section 2 the convex programming problem in a Hilbert space is formulated. Section 3 contains the formulation of the convergence theorem of dual regularization method for the case of a strongly convex objective functional including its iterated form and the proof of the analogous theorem when the objective functional is only convex. In turn, in Section 4 we give the formulation of the stable sequential Kuhn-Tucker theorem for the case of a strongly convex objective functional. Besides, here we prove the theorem for the same case but in iterated form and in the case of the convex objective functional also. Finally, in Section 5 we discuss possible applications of the stable sequential Kuhn-Tucker theorem in optimal control and in ill-posed inverse problems.
Problem Statement
Consider the convex programming Problem (P) and suppose that it is solvable. Its solutions we denote by . We also assume that
where is independent of > 0 C  and
Denote by (P 0 ) Problem (P) with the collection The construction of the dual algorithm for Problem (P 0 ) relies heavily on the concept of a minimizing approximate solution in the sense of J. Warga [8] . Recall that a minimizing approximate solution for this problem is a sequence , such that , = 1, 2, 
is fulfilled.
Dual Regularization in the Case of a Strongly Convex Objective Functional
In this subsection we formulate the convergence theorem of dual regularization method for the case of strongly convex objective functional of Problem (P 0 ). The proof of this theorem can be found in [7] . 
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Along with the above relations, it holds that
and, as a consequence,
If the dual problem is solvable, then it also holds that
where   
In other words, regardless of whether or not the dual problem is solvable, the regularized dual algorithm is regularizing one in the sense of [9] .
Iterative Dual Regularization in the Case of a Strongly Convex Objective Functional
In this subsection we formulate the convergence theorem of iterative dual regularization method for the case of strongly convex objective functional of Problem (P 0 ). It is convenient for practical solving similar problems. The proof of this theorem can be found in [4] .
We suppose here, that the set D is bounded and use the notation
where
is the sequence generated by dual regularization algorithm of Theorem 3.1. in the case
Here is an arbitrary sequence of positive numbers converging to zero. Suppose that the sequence
and the sequences , ,
, obey the consistency conditions
The existence of sequences 
hold and, as consequence, we have
Besides, if the strongly convex functional 0 f is subdifferentiable at the points of the set D, then we have also
The specified circumstances allow us to transform Theorem 3. 
and, as a consequence, 
Then, taking into account Lemma 3.1. we obtain 
where is such sequence that , , = 1, 2,
Suppose without loss of generality that the sequence , converges weakly, as , to an element , = 1, 2,
belonging obviously to the set
Due to weak lower semicontinuity of the convex continuous functionals , =1, , i g i  m and boundedness of D we obtain from (11) the following inequality
is some subsequence of the sequence . To justify this inequality we have to note that in the case for some k the limit relation
holds despite the fact that the sequence , converges only weakly to , , = 1, 2,
This circumstance is explained by specific of Lagrangian (it is the weighed sum of functionals) and the fact that the sequence is a minimizing one for it. 
In turn, the limit relations (12)- (14) and boundedness of D lead to the equality
Further, we can write for any 
.
From here, due to the estimates (4), we obtain 
, ,
or, because of the equality (15)
From the last estimate it follows that
Thus, we derive the following limit relations
, .
The limit relations (12)- (14), (16) 
holds, we can write for any due to the limit relation (15)
From the last limit relation, the consistency condition (5), the estimate (4) and boundedness of D we obtain
Thus, due to boundedness of D and weak lower semicontinuity of Along with the construction of a minimizing sequence for the original Problem (P 0 ), the dual algorithm under discussion produces a maximizing sequence for the corresponding dual problem. We show that the family
is the maximizing one for the dual problem, i.e. the limit relation
holds.
First of all, note that due to boundedness of D the evident estimate
is true with a constant which depends on
we can write, thanks to (19), the estimates
whence we obtain
From here, we deduce, due to the consistency condition (5) 
holds. Let us, suppose now that the limit relation (18) In turn, from the duality relation (21), the estimate (19) and the limit relation (18) we deduce the limit relation
So, as a result of this subsection, the following theorem holds. To formulate it, introduce beforehand the notations 
The Stable Sequential Kuhn-Tucker Theorem
At first, in this section we give the formulation of the stable sequential Kuhn-Tucker theorem for the case of strongly convex objective functional. Next we prove the corresponding theorem in a form of iterated process in the same case and, at last, prove the theorem in the case of the convex objective functional.
The Stable Kuhn-Tucker Theorem in the Case of a Strongly Convex Objective Functional
Below the formulation of the stable sequential KuhnTucker theorem for the case of strongly convex objective functional is given. The proof of this theorem can be found in [7] . 
