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Abstract
The possibility of the formation of a Quark-Gluon Plasma (QGP) in high energy
heavy-ion collisions has been actively investigated, both experimentally and theoreti-
cally, over the last decade or so. Both physical intuition and theoretical work suggest
that the antibaryon channels may be an important one for detection of a QGP, and
also as probes of the dense hadronic matter which there is no doubt is formed in these
collisions. This thesis describes the results of measurements of the antiproton and
antilambda production in such collisions, using gold projectile and target, in the E866
and E917 experiments at the AGS. This is the first measurement of antilambdas in
these collisions.
The antiproton production is found to be much reduced from that of a superpo-
sition of proton-proton collisions. This is in stark contrast to kaon production in the
Au+Au system, demonstrating a strong absorption effect of some form occurring.
The antilambda to antiproton ratio in central collisions is found to be 3.1204.
Though to the statistics of the measurement it is consistent with the ranges predicted
by hadronic models of these collisions, this combined with other results suggesting
a large value of this ratio may be a sign of an effect beyond the reach of standard
hadronic models.
Thesis Supervisor: Craig A. Ogilvie
Title: Professor of Physics
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Chapter 1
Introduction
1.1 Motivation
In relativistic heavy-ion physics, we embark on a study of a mesoscopic system com-
prising hundreds of nucleons, attempting to deduce the qualities of a system easily
graspable neither in its simplicity nor in its homogeneity. Achieving a consistent un-
derstanding of these systems is likely to strain the resources of both the experimen-
talist and the theorist. Understanding the antibaryon production in such collisions is
even more challenging.
So before beginning such a study, it is important to know why we are doing it. In
this chapter I discuss some overall motivations for the subfield of relativistic heavy-
ion physics and its study at the Brookhaven AGS in particular, and some reasons for
investigating specifically the antibaryon production in these collisions.
1.1.1 The Quark-Gluon Plasma
Ever since the acceptance of the quark model as the foundation for the Standard
Model of nuclear physics, one of the outstanding problems has been that of confine-
ment. Confinement refers to the observation that partons - quarks and gluons - do
not exist independently outside of the hadrons which they comprise. This negative
result is not for lack of looking; the Particle Data Group lists an astonishing number
16
of negative searches of various kinds [Gro98].
Having observed confinement, there are several ways of going about trying to
understand it. One way you can approach the problem is to start with Quantum
Chromodynamics (QCD), the accepted theory of strong interactions, and attempt to
derive confinement from first principles. Intuitively, confinement arises from a po-
tential which diverges for distances greater than the ~ 1 fm radius of the hadron.1
While a potential with this qualitative form does indeed emerge from QCD, using the
theory to derive observable physical quantities becomes computationally and inter-
pretively challenging.2 A second approach is to attempt to find the conditions which
break confinement, and then study how the system behaves as it makes the transition
between states. This is the approach of the experimental physicist, and the one I
undertake.
Both physical intuition and theoretical calculations imply that confinement must
eventually break down at high enough temperatures and/or baryon densities. This is
again understandable in terms of a potential divergent at large distances. A state of
very large baryon density implies that the valence partons which create that baryon
density are in close proximity. No matter where the parton is in space, it is near
another parton, and thus the potential remains non-divergent. Likewise, in a state of
very high temperature, the collisions between partons are continually pair-producing
additional partons, again resulting in a very high parton number density. In either
environment, an individual parton cannot be tied to individual partners - like a party
flirt, it can move across the system, "dancing" with different partons as fancy takes it.
This breakdown state is known as the Quark-Gluon Plasma (QGP), and the search
for physical evidence of its creation and ultimately its study is the driving motivation
of the subfield of relativistic heavy-ion physics.
Figure 1-1 shows a schematic phase diagram of nuclear matter. The exact scales
and shapes of curves are not known with any certainty, but the general trends are both
'This is usually discussed in terms of relative momentum instead, which is close related in quan-
tum mechanics. The QCD potential diverges for low relative momentum.
2 Except at the extremely small distance scales probed in high energy particle physics, which I do
not discuss in this work.
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Figure 1-1: A phase diagram for nuclear matter. The diagram is almost wholly
schematic. See text for discussion.
suggested by physical intuition and supported by theoretical work. Normal nuclear
matter is rather far from the phase boundary, being at effectively T = 0, and p = po,
but most of the rest of the phase diagram is derived from general physical principles
rather than firm quantitative estimates, as the theoretical work incorporating a fi-
nite quark mass and non-zero baryon density presents a wide range of predictions.
The value of T, for zero baryon density is the exception, and is estimated to be
140-160 MeV from lattice simulations[DeT96]. The baryon-density axis is less well-
understood, with recent work[ARW98] suggesting the existence of a non-hadronic
state of correlated (in momentum-space), superconducting quarks at high densities
and low temperatures. The baryon density pc at which the transition or transitions
occur is unknown, with values as low as 3 po ranging up to 7 - 9po predicted.
Model calculations suggest that the highest baryon density obtainable in the lab-
oratory will be found in collisions of the largest systems in the energy regime of the
AGS, although higher temperatures are expected to be reachable at higher energies,
achievable at the CERN SPS or the Relativistic Heavy Ion Collider (now in the final
stages of construction). Thus, AGS heavy ion beams offer us a unique opportunity
to study matter in a regime that may have rather different properties than collisions
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at higher energies.
Creation of the QGP
There are three ways that it is generally thought to be able to create such extreme
matter: the early universe, believed to have been at extremely high temperature but
relatively low baryon density; the core of neutron stars, at extreme density but very
cold; and relativistic nuclear collisions, which probe a path somewhere between the
two.
Study of any of these has its attendant difficulties. QGP signals from the Big
Bang are obscured by the evolution of the universe over a tremendous length of time.
The secrets of neutron stars are locked in deep gravity wells at great distances, and
extracting them is an interpretational challenge. Relativistic heavy-ion collisions, if
they produce a plasma, produce one that lives only fleetingly. It is analogous to
colliding two ice cubes in a freezer, and trying to learn about the water that existed
inside the impact from the ice fragments after they have refrozen. Nevertheless, such
collisions are the only currently feasible method expected to produce a QGP under
laboratory conditions.
Properties of a QGP
Looking for the signals left in the shards, so to speak, requires one to have a general
idea of what one is looking for. We therefore start with the two defining qualities of
the QGP: deconfinement and restoration of chiral symmetry.
Deconfinement was discussed above. More precisely, it allows for a plasma to have
more degrees of freedom than a gas of hadrons at the same density - rather than six
degrees of freedom per hadron, there are six degrees of freedom per parton. This
would lead to a greatly increased amount of entropy in the system, which could never
again be reduced of course. This increase would manifest itself in the hadronic final
state as a much larger source size, and/or a greatly increased pion yield.
A second aspect of deconfinement is that color charge would be able to traverse
long distances, in contrast to hadronic matter where color currents are confined within
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Species Charge (qe) "Dressed" mass (MeV) Bare mass (MeV)
Up (u) +- -330 1.5- 5
Down (d) 1 ~330 3-93
Strange (s) -1 ~530 60 - 170
Charm (c) +_ _~1630 1100 - 1400
Table 1.1: Table of Quark Masses. Listed are only the first two generations of quarks.
"Dressed" mass values are obtained from the lighest baryon the quark comprises.
"Bare" mass values are from the Review of Particle Properties[Gro98]. I note that
the methodology for finding "Dressed" masses grossly overestimates the mass of a
pion, with an actual mass of ~140 MeV; this latter mass may be of more relevance
in many quantities.
the - 1 fm of the hadron. However, there is no known way to experimentally detect
such currents, except perhaps through detailed comparison to models, if good enough
models could be made.
Chiral symmetry restoration is the other important property of a QGP. It is
believed that much of the mass of the quarks arises from the spontaneous symmetry
breaking of the QCD Lagrangian at normal energy densities. The symmetry-broken
masses are also called the "dressed" or "constituent" quark masses, referring to the
cloud of virtual gluons and qq pairs about the real (valence) quark. At higher energy
densities, the effect of the symmetry-breaking disappears, and the dressed masses are
restored to the valence quarks' fundamental values. Table 1.1 presents a comparison
for the four (of six known) quark species we are concerned with. Evidently, all the
quarks would have their effective masses reduced in a QGP. With the extremely low
values for u and d quarks, it is expected that many qq pairs of them would be created.
This would drive the antiquark/quark ratio up, potentially enhancing the yield of
antibaryons, if this effect can overcome any increased difficulty of three unaffiliated
quarks finding each other in a QGP. Likewise, the reduction in the strange quark
mass to one comparable with the pion mass has driven the widespread recognition that
enhanced strangeness is one potential signal of the creation of the QGP [RB82, SH96].
I will study these two signals through the production of antiprotons and antilambdas,
the latter of which is sensitive to both potential signals.
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1.2 Models of Heavy-Ion Collisions
Before moving on to a discussion of the antibaryons which are the specific study of
this work, it is important that the reader be familiar with the two general classes of
models which are widely used in the field of relativistic heavy-ion physics. These are
the so-called "thermal" models, and the "cascade" models.
1.2.1 Thermal Models
The motivation behind a thermal model is the fact that we are searching in the first
place for the signs of a thermodynamic entity, a phase transistion. Therefore it must
make some sense to discuss things in terms of thermodynamics. In such models, one
treats the system as an interacting gas of components, either hadronic or partonic,
in local but not universal thermal equilibrium. The system is then presumed to
"freezeout" at some time when the particles no longer interact significantly with each
other. The final detected particles thus carry information on the characteristics of the
system at that freezeout time, and only that time, as information on previous states
has been lost in the thermalization. Thermal models have the virtue of simplicity,
requiring relatively few input parameters and enabling easy calculation of quantities
for comparison to experiment.
Unfortunately, the colliding systems are typically composed of the order of 102
particles, which is not obviously enough to establish true thermodynamic behavior
(although the addition of the produced particles may mitigate this problem some-
what). Furthermore, the collision system has only a fleeting lifetime of a few fm/c,
short even when considered in terms of the mean time between interaction of the com-
ponents. Despite these difficulties, the models have had success in describing many
of the broader characteristics of these collisions, and so they remain popular. In par-
ticular, thermal models have been successful in reproducing the ratios of produced
particles in collisions at both the AGS and the CERN SPS [Sta96, BM+96]. Though
this may seem a strong piece of evidence for the models' applicability, it is weakened
considerably by the observation that similar models [Bec97] can reproduce particle
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ratios in pp or even e+e- collisions, where no one would suggest true thermalization
has occurred.
The simplest thermal model, an isotropic "fireball", has long since been excluded
by the experimental data, so refinements have been progressively added in an attempt
to explain the many non-equilibrium aspects of the system while retaining the overall
picture of a thermodynamic system. I present three examples which serve to illustrate
both the difficulties and current theoretical work on thermal models.
First, it is seen that different particle species have spectra which reflect different
freeze-out temperatures, if they were interpreted as coming from a static source.
However, it turns out that the temperature parameters so extracted show a systematic
increase with increasing mass of the particle species. This has been interpreted as the
signature of a radial "flow", or collective expansion of the system, on top of a uniform
temperature, and models incorporating such an expansion can reproduce this aspect
of the data. Using such models, one can even begin to investigate systematics of this
flow as a function of collision centrality or beam energy, and this has recently been
an active area of investigation [01198].
Second, if one attempts to predict the abundances of strange particles, the abun-
dances generally come out too low, by some factor reasonably constant across the
spectrum of produced strange particles. So thermal models suggest that the strange
channel is somehow incompletely saturated, and introduce a constant factor of reduc-
tion for each strange quark. This strangeness saturation is found to be much closer
to unity for heavy-ion collisions than that used in the fits to pp or e+e- collisions,
and some have interpreted this as evidence for true thermalization.
The final example is that there are two separate measures of the temperature
of a system: the kinetic profile, and the chemical profile. When the temperatures
extracted by these two methods are compared, they do not agree, with the chemical
parameter being some 20 MeV larger. This has been interpreted as a signal for two
separate freezeout conditions, hypothesizing that species-changing interactions might
become unimportant before the interactions stop exchanging kinetic energy.
These sorts of refinements have generally been successful in enabling these models
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to explain the broad sweep of experimental data. However, in order for the models to
be considered wholly valid, they must also be able to explain the rare and unusual. It
is on this front that I hope to be able to challenge thermal models, with a measurement
of the rarely produced antiprotons and antilambdas from these collisions.
1.2.2 Cascade Models
The second approach to modelling these collisions is a microscopic, Monte Carlo
transport method of following through spacetime all of the colliding particles and
their daughters.3 These models assume that collective behaviors of the system arise
from fundamental interactions between individual hadrons; if this assumption is true
and the other inputs to the model - the measured and parameterized cross-sections of
the two-particle reactions being used - are accurately described, such a model should
correctly describe the interaction. Hence, the models obviously are not limited to
equilibrium or near-equilibrium physics. The models also have the advantage that it
is possible to look into the "inside" of a collision, and see what has happened there;
or to put in a perturbation (such as a QGP) in an initial state and see whether it
remains observable in the final state.
The first drawback to these models is that many of these cross-sections, par-
ticularly for higher-mass resonances that are important in heavy-ion collisions, are
poorly measured or not measured at all. These then become "hidden" input param-
eters which need to be tuned in some fashion, and this is treacherous ground. A
second drawback is that usually they require a great deal of computing resources to
run, and this requirement increases rapidly with the size and energy of the collision
being studied.
In any event, like the thermal models, these models have enjoyed some success
describing the broad characteristics of the data. Also like thermal models, however,
they can be challenged to reproduce the full range of the data set, including the
productions of rare particles like antibaryons.
3See [Pan98] for a list of references to such models.
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1.3 The Antibaryon Channel
This thesis is concerned with the antibaryon production in relativistic heavy-ion col-
lisions at the AGS. Two channels are experimentally accessible, those of antiprotons
and antilambdas, exploring respectively non-strange and strange antibaryons.
1.3.1 Antiproton Production
One of the natural first steps towards understanding the antiproton production in
nuclear collisions is understanding the same in pp collisions. If the production in
heavy-ion reactions turns out to be a superposition of that in nucleon-nucleon colli-
sions, then it is very simple and easily understandable. Even if this is not the case,
the exercise can provide a useful baseline for further study.
Antiproton production in proton-proton (pp) collisions is well-measured, though
generally at energies somewhat above the energy per nucleon in the collisions studied
here (See, e.g., [R+75]). The available energy in the center-of-mass nucleon-nucleon
system (y§), is 4.9 GeV for the heavy-ion collisions studied in this work. This is only
1.1 GeV above the production threshold for a pp pair. Because of this, the produc-
tion cross-section is changing rapidly with energy, and the form of the extrapolation
from the higher-energy points becomes crucial. There have been several attempts to
parameterize this dependence as a function of the pp collision energy. I summarize
these fits and the extracted values for the collision energy studied here in Table 1.2.
Of the values presented therein, the Rossi et al. extrapolation is probably the least
reliable, as it does not go through zero at the threshold; however one must remember
that all of the extrapolations are purely empirical.
In nuclear collisions, additionally, there is a sizeable complication - absorption.
The annihilation cross-section of antiprotons on protons, in the range of momenta
expected from pp production, is large, roughly 50-100 mb. This is to be compared
with the cross-sections for 7rp annihilation, which are on the order of 10 mb. This is
important, because in heavy ion collisions at AGS energies, it is generally believed
that there is a large baryon number density in the collision region. Therefore any pro-
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Source Parameterization p Yield (x103)
Rossi et al. [R+75] -1.07+0.14 ln s+0.97slns 4.0
Kahana, Pang, and Schlagel (0.3645c2 + 1.478e3)x10- 4  0.2
[KPS93]
Costales [Cos90] (3.696e + 2.031 2 )x10~4  0.6
Table 1.2: Parameterizations of antiproton production per collision in pp collisions
for low colliding beam energies. s is the available center-of-mass energy and E is
\ - 4mp. The Yield column shows the values for nucleon-nucleon collisions at the
energy studied here, with &F = 4.9 GeV and E = 1.1 GeV.
duced antibaryons will have the opportunity to annihilate with the baryons, reducing
their total multiplicities. In addition to reducing the total yields seen, such an absorp-
tion might also perturb the shapes of the resultant antiproton spectra, for example,
depleting it at low momentum, or reducing the yield preferentially in kinematic re-
gions of high baryon density. Unfortunately, this is still not the end of the story. In
the dense environment of the heavy ion-collision, an interaction between two hadrons
which would destroy the antibaryon might be "screened" by an interaction of either of
the participants with another particle. Such a screening was introduced by Kahana,
Pang and Schelgel in the ARC model[KPS93]. A second process potentially reducing
the amount of p absorption is the need for a minimum time, the formation time, for
a collection of antiquarks to bind into an antibaryon; during this time the collection's
cross-section with baryons might be much reduced from the vacuum pp cross section.
Suffice it to say that these theoretical questions are still open, leaving it to experiment
to drive further progress. In any event, experimental evidence of an absorption effect
has not been clearly seen in nuclear collisions up to Si+Au[Cos90, Rot94]. With the
increased system size in Au+Au collisions studied in this chapter, it is hoped that
the question may be answered.
Results on kaon data[A+94, Aki96, A+99a] have shown an enhancement of pro-
duction of this particle over that of a simple superposition of pp collisions. Further-
more, the integrated yield of kaons was found to rise even faster than the number
of participating nucleons. Although this result caused a stir after its discovery, ex-
citement quickly waned when it was realized that more mundane scenarios could
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enhance strangeness through hadronic mechanisms. Thermal models suggested that
the strangeness saturation level was rising closer to its equilibrium value, and cascade
models used various forms of rescattering and resonance reinteractions to explain
these results.
As discussed earlier, there are some reasons to believe that a baryon-rich QGP
environment might lead to an enhancement of antiproton production (and antibaryon
production in general). Some models support this contention, while others seem to
dispute it; in any case, the fact that the produced antibaryons must pass through
a potentially absorptive hadronic stage before final detection complicates the issue
further.
1.3.2 Antilambda production
In addition to the measurement of the antiprotons, one can obtain more information
through the measurement of the strange antibaryons, which reflect the composition of
two proposed QGP signatures, those of antibaryon-ness and strangeness. Intutively,
one expects that the relative abundances of strange antiquarks might increase even
more in a baryon-rich QGP scenario. If Pauli blocking makes the required energy for
production of light qq pairs comparable to the chirally restored mass of the strange
quark, producing an s,§ pair can become energetically more favorable relative to the
vacuum state; and if the abundances of 9 quarks become comparable to the abun-
dances of light anti-quarks, it will become easier for antiquarks to find "partners" to
make an antilambda or antisigma than an antiproton. This topic has generated a
great deal of interest recently, and I will explore the question in this thesis by looking
at the antilambda to antiproton ratio in these collisions.
There are two points of reference for the meaning of this ratio. First, the com-
parable number for pp collisions. Combining results from Amaldi et al. [A+73] and
Blobel et al. [B+74] gives the ratio A+ 0 = 0.25 t 0.08 in pp collisions at a beam
momentum of 24 GeV/c. A measurement of p production has not been done in pp
collisions at lower energies, but A + E0 production was also measured in [B+74] at
12 GeV/c, and comparison of that number with the smallest extrapolation of the p
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production from the above gives a ratio of about 1/3, with a statistical error of 50%.
The second reference point is predictions from various thermal models[SH96,
W+98, Sta96]. These models predict values for A+E of between 1.0 and 1.5, varyingp
based on the values fit for temperature and chemical potential. It can be larger than
1 because of the contribution of higher-mass resonances (see below) to the measured
A result.
1.4 Experimental Motivation
I note here that the inclusion of 2' in the numerator in the preceding paragraphs was
for a very good experimental reason: 20 decays - 100% of the time to A + -y, on a
timescale so short that the two are indistinguishable experimentally. For brevity, I
will generally refer only to the A henceforth in this thesis, but the reader should bear
in mind that it does include these 2 0's. Likewise other antibaryon resonances (e.g.,
+, Z+) which decay to the A are implicitly included.
In most experiments, including the one here, the p from A decay cannot be dis-
tinguished from those emitted directly from the interaction region. This is due to
the small mass excess of mA - MP - mr = 38 MeV, which, coupled with the large
asymmetry in the masses of the decay products, results in the daughter P traveling
nearly undisturbed from its original path. This indistinguishability means that the P
cross sections reported herein are actually p + 0.64A. Henceforth I will refer to the
production of ji from the interaction region as fidirect, and reserve the more convenient
p for the number experimenatally observed, which includes feed-down from all higher
resonances.
To return to the ratio , there are a few measurements of this number extant.
Experiment E859 at the AGS, by similar methods to those used herein, measured in
Si+Au collisions at a beam momentum of 14.6A -GeV a ratio A = 2.9 ± 0.9 ± 0.5
Pdirect
[Wu93], where the errors are statistical and systematic, respectively. This being
somewhat out of line with expectations at the level of 1.5 to 2-, it has garnered some
attention.
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Recently, there has been even more interest in this ratio, as there is a large discrep-
ancy (a factor of 4) between two AGS experiments, E864 and E878, in the measure-
ment of the P at p± = 0 [B+97, A+98d]. E864 has offered as a potential explanation of
this discrepancy that E878, being a focusing spectrometer, has very little acceptance
for the p from A decay. If this were the sole explanation of the discrepancy, it would
require a very high ratio of approximately 3 or more.
Should such a high ratio be established with more precision, it seems unlikely that
this can be understood using any standard hadronic mechanism. Wang, Welke, and
Pruneau have studied [W+98] this ratio in the context of a generalized thermal model,
as well as a tunable cascade model, and cannot obtain values above 2.0 for reasonable
values of input parameters, with values between 1 and 1.4 much more favored.
Thus, with the ideas of exploring the production/absorption dichotomy of the p's
and the = ratio, I set out on the work ahead.
1.5 Definitions
Herein, the symbols E for energy, p for momentum, v for velocity, m for rest mass,
and t for time are used in their standard fashion. The derived variables # and -Y are
also used in their conventional special relativistic meaning, q.v.:
V (1.1)
C
= (1.2)
1 - /02
with c, of course, the speed of light in vacuo. The symbol q, refers to the magnitude
of the charge on the electron.
This thesis describes the result of a scattering experiment, in which there is a
well-defined experimental direction, corresponding to the direction of the incident
beam particle. We call this axis the z-axis, and the subscripts |l and I will refer to
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components of a vector value:
X1= ||sin6 (1.3)
X1= IXIcosO (1.4)
where the variable 0 refers to the angle with respect to the z-axis. The x-axis can be
chosen for convenience in some direction perpendicular to z, and this choice together
with z and the use of a right-handed coordinate system will define a y-direction. The
angle < will refer to the angle of the projection of a vector onto the xy plane with
respect to the x axis.
In a scattering experiment, one of the important physical quantities is the available
energy in the center-of-momentum frame. This is denoted Fs and for a two-particle
initial state of identical particle masses with one particle at rest can be shown to be
VO= y"2m(fp2 + m 2 + m 2 ), (1.5)
where m is the mass and p the momentum of the incoming particle.
The symbol o- is used for two purposes in this thesis. First, to denote the estimated
error in a quantity or width of a Gaussian distribution; and second, to refer to a cross-
section for a scattering process. The use intended will be generally clear from context.
There are several additional variables which are convienent to use in the context
of scattering experiments.
The rapidity, denoted y, is a characteristic of a particle in a particular reference
frame. The definition is:
y = tanh-1# = n - P1. (1.6)
2 E - pgl
Rapidity has the useful characteristic that it transforms additively under Lorentz
boosts along the z-axis, and therefore the differential of rapidity is invariant for this
class of boosts. Hence the shapes of functions of rapidity remain the same, though
the zero-point shifts, as the frame is boosted along the z-axis.
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The pseudorapidity (q), is the rapidity under the assumption of zero mass. Then
Equation 1.6 becomes:
6y n = cot . (1.7)
This is most useful when particles cannot be identified, and the mass is therefore
unknown.
The transverse mass, or mi, is defined as
m 1 = m
2 +pl. (1.8)
Since the transverse momentum p-is necessarily invariant for z-boosts, so is the trans-
verse mass.
The variables E and p1l are easily expressible in terms of y and mi:
E = mi_ cosh y (1.9)
pil = m_ sinh y (1.10)
The invariant mass, or Minv, is the Lorentz-invariant mass of a two particle system:
Minv = /(E 1 E2 ) 2 _ (i5 -7 2 )2, (1.11)
where the subscripts refer to the two particles making up the invariant mass.
1.6 On Experiment Designation
In this thesis, I present results taken in two separate running periods, though on
substantially the same equipment. The first running period was in the fall of 1994,
and operated under the moniker "E866" at the Brookhaven AGS. I will refer to this
running period as "the E866 run" or "E866 running". The second running period was
in November and December of 1996, under a different experimental designation (and
with a significantly different set of collaborators), "E917". Results from this running
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period will be designated by "the E917 run" or "E917 running" or similar terms.
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Chapter 2
E866 / E917 Experimental
Apparatus
2.1 History of the Experimental Apparatus
The E866 / E917 experimental setup is the final incarnation of a long history of
experiments at the Brookhaven AGS. Its first appearance was as E802 [A+90], an
experiment on the first heavy ion beams (oxygen and silicon) available at the AGS.
At its inception in 1986 it was a single arm spectrometer, centered around the Henry
Higgins magnet, drift chambers for track resolution, and a Time-of-Flight wall for
particle identification.
In 1988, the spectrometer was upgraded. The most significant improvement was
a second-level trigger designed to increase the data rate for various programs, such
as those studying rare particles and two-particle correlations. The experiment, now
named E859, proceeded to take data using the silicon beams at the AGS.
In 1992, the AGS accelerated gold ions for the first time, and in 1993 the E866
experiment came on line. Here the major upgrade to the spectrometer was a forward
arm spectrometer with small opening angle, designed to measure the single particle
spectra in the high-multiplicity and Lorentz-contracted kinematically forward regions
of the Au-Au collisions. Additionally, a forward hodoscope was put in the beam line,
designed to measure the reaction plane of the collisions, and the E802 multiplicity
32
array was replaced with a new Cerenkov array capable of handling the large numbers
of pions created in these collisions.
By the end of the 1995 data run, the primary interests of much of the collaboration
lay in studies of rare decaying particles, particularly the A and q$. Thus, paralleling
the upgrade made for E859, the E917 collaboration in 1996 upgraded the data ac-
quisition system to handle data rates sufficient to accumulate statistics necessary
for a measurement of these two-particle signals and a kaon correlation measurement.
One of the trigger chambers from E859, which had been restricting the experimental
acceptance, was upgraded, and E917 also added a beam vertexing device designed
to improve the reaction plane measurement from the forward hodoscope. The for-
ward arm spectrometer was retired, having served its mission, in order to remove
backgrounds arising from that spectrometer in the Henry Higgins arm.
Since the numerous previous graduate students on E802, E859, and E866 have
detailed most of the apparatus used in those running periods (see [Ahl97, Wan96,
Cia94, Col92], among others), I will not go into detail on design and construction
of those detectors, focusing instead on their operating characteristics, and (in later
chapters) the analysis routines used for extracting physics from them.
2.2 The Heavy Ion Beam
Essential to the running of any heavy-ion experiment, of course, is the facility pro-
viding the experimental beam. E866 and E917 both ran at the Brookhaven National
Laboratory's Alternating Gradient Synchotron (AGS), which provided to the exper-
imental area a pulsed beam of gold particles (A = 197, Z = 79), of duration ap-
proximately 1 second, every 3-4 seconds (the exact timing depending on the year and
energy of the beam in use). In the E917 data runs, the experiment was allowed to
run at intensities of up to 500K particles per spill before radiation interlocks would
shut down the running; the E866 run had a somewhat lower limit, but due to the
triggers chosen and the slower E866 DAQ, was not beam limited. The beam energies
delivered in these two running periods are summarized in Table 2.1.
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Year Momentum (GeV/c) Kinetic Energy (GeV/c 2 )
1994 11.67 10.78
1996 11.71 10.81
Table 2.1: Summary of AGS beam energies. All values are per nucleon.
2.3 The E866/E917 Apparatus
Figures 2-1 and 2-2 display schematics of the E866 and E917 apparatuses. I will
discuss the various individual detectors in greater detail in following sections, but
a brief orientation is in order. The beam enters at the left side of the figure, where
beam counters measure the charge of the incoming particle, ensure that it is accurately
pointed towards the target, and measure its trajectory.
There are four detectors intended to globally characterize the event as a whole.
At the downstream end of the beam pipe is the bullseye (BE) detector, which makes
a measurement of Z 2 remaining in the beam. It is used in the experimental inter-
action trigger. Behind the bullseye is the hodoscope (HODO), designed to provide
a measurement of the average position of the fragments of the deflected projectile
spectator, and hence the reaction plane of the collision. At the far end of the beam
line is the zero-degree calorimeter (ZCAL), which measures the energy remaining in
the beam near 6 = 0; and finally, surrounding the target is the new multiplicity array
(NMA), which measures the produced charged particle multiplicity in the collision.
These last two detectors attempt to measure the impact parameter of the collision in
two independent ways.
In the positive x-direction on Figures 2-1 and 2-2 is the Henry Higgins spectrom-
eter itself. It is rotatable through 30' of angle, 140 through 44'. The designations
correspond to the angle of the innermost edge of the magnet acceptance, and there-
fore the most forward particles measurable at that setting. Around the spectrometer
are the various tracking chambers, and in the back is the time-of-flight (TOF) wall
and the gas Cerenkov (GASC) complex.
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Figure 2-1: A bird's eye view of the E866 apparatus. The beam enters at the left
side of the diagram. The experimental BEAM coordinate system is oriented with the
z-direction following the beam axis, the positive x-axis towards the Henry Higgins
spectrometer from the beam line, and the positive y-axis out of the page. The HH
spectrometer is at the 140 angle setting; the Forward Spectrometer is at its 8' setting.
Drawing by L. Ahle.
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Figure 2-2: A bird's eye view of the E917 apparatus (omitting the first BVER ladder,
which is 5.8 m upstream of the target). The beam enters at the left side of the diagram.
The experimental BEAM coordinate system is oriented with the z-direction following
the beam axis, the positive x-axis towards the Henry Higgins spectrometer from the
beam line, and the positive y-axis out of the page. The spectrometer is at the 14*
angle setting.
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2.4 Coordinate Systems
There are two main coordinate systems used in this thesis. The first is the BEAM
coordinate system. The BEAM system has the z-axis along the beam direction,
and the positive x-axis pointing in the direction of the Henry Higgins spectrometer
(see Section 2.6). The y-direction corresponds to up on the experimental floor. The
origin is at the nominal target position. This system is meaningful for most physical
quantities.
The second coordinate system is the SPEC coordinate system. The Henry Higgins
spectrometer is rotatable, and since it can be convenient to work in a system where the
chambers have constant positions, the SPEC coordinate system is used. The SPEC
z-axis is down the center of the Henry Higgins spectrometer; the y axis remains the
same as in the BEAM coordinate system, and the x-axis rotates so that it is always
parallel to the tracking chambers, pointing away from the beam line. The origin
remains at the target position. This system is used generally for tracking-related
analyses.
It will generally be clear from context which coordinate system is being used.
Where it is not, subscripts "BEAM" and "SPEC" will be used to distinguish them.
I now discuss the detectors in somewhat more detail.
2.5 Global Detectors
2.5.1 The Beam Counters
Two meters upstream of the target is the primary beam counter for the experiment.
It is called BTOT, and serves two functions: first, to make an accurate measurement
of the charge on the incoming particle, to verify that it is in fact a gold atom; and
second to provide a common start time for all detectors in the experiment. The E866
and E917 BTOT detector was a 2 inch by 3 inch piece of quartz with phototubes on
either (long) end, detecting the Cerenkov light produced by the beam particle.
Online cuts on this signal were made with discriminators, and offline cuts on
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calibrated values are made in the analysis as well (See Section 3.1.1).
50 cm downstream of BTOT is the BVETO counter, usually called HOLE. It
consists of 1 inch thick piece of scintillator with a 1 cm diameter hole in it, centered
on the beam line. Particles which fire HOLE beyond certain levels were rejected
online by the trigger (See Section 2.8.1). Additionally, we make a somewhat tighter
cut on the values offline (See Section 3.1.1).
2.5.2 The Beam Vertexing Detector (E917 only)
The beam vertex detector (BVER) was installed prior to the E917 run. It consists of
four "ladders" of scintillating fibers mounted in the beam line in two locations, each
location having a ladder in both an X and Y orientation. The fibers in the ladders
are (200 _m) 2 square fibers, and read out individually through a position-sensitive
phototube. The locations of the ladders were 5.84 m and 1.72 m upstream of the
target position, with the positions chosen at the maximum separation experimentally
possible to optimize the resolution of the device. Recent analyses have shown the
resolution of the BVER position at the target to be 150 pm. Due to the present
unavailability of generally-useable parameters for BVER cuts, the BVER is not used
in this analysis, except to require a hit on each of the four BVER ladders. A more
detailed description of the apparatus can be found in [B+98].
2.5.3 The Target Assembly and Beam Pipe
After passing through the beam counters, the incident beam encounters the target
assembly. The target assembly was designed for easy changing of target, since empty
target runs are essential to proper normalization of peripheral data.
The target assembly therefore is a "revolver" in design. Six targets are inserted
into the assembly, and the orientation can be changed by electronic control. Once
in position, the chosen target is extruded 7 inches into the beam pipe to reach the
actual target position of the experiment.
Six targets were in place in the assembly during the 1995 and 1996 runs, summa-
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E866 E917
Index Material Thick Thick Material Thick Thick
(g/cm 2 ) (mm) (g/cm 2 ) (mm)
1 Au 975 0.514 Au 975 0.514
2 Empty 0 0 Empty 0 0
3 Al 260 0.978 Au cross target
4 Au 2930 1.545 Au 2930 1.545
5 Au 519 0.271 Au hole target
6 Ag 795 0.766 Au 1961 1.889
Table 2.2: Targets installed in the E866 and E917 data runs. The cross target and
hole target were a wire cross and a gold target with punctured holes, intended to
calibrate the BVER.
rized in Table 2.2; the data used herein were actually taken using target #1 (E866)
and target #6 (E917).
The downstream beam pipe is attached on the far side of the target assembly, sur-
rounding the actual target position. The beam pipe is of lightweight (p = 1.54 g/cm 3)
carbon fiber and is 500 pm thick in the vicinity of the target.[Bea98]
2.5.4 The Bullseye
11 meters downstream of the target is a piece of quartz Cerenkov radiator, called the
bullseye (BE). This is used for a measurement of E Z 2 in the projectile spectator, and
therefor can be used to determine whether an interaction took place. The radiator is
a 300 pm thick, 20 cm diameter piece of quartz. It is located in a light-tight enclosure
surrounded by an octagonal array of phototubes which detect the Cerenkov light. The
output of each phototube is split, with one half going to an ADC and the other being
summed in hardware. This last output, called the "bullseye hardsum" (BEHSUM),
goes to two places: a discriminator used in the triggering systems (see Sections 2.8.1
and 2.8.2), and an ADC readout.
This hardware sum was used to determine the interaction trigger (INT; see section
2.8.1 for details on triggering). Because the bullseye charge resolution at the beam
peak is 1.4qe, this trigger is relatively insensitive to a AZ of t1. A somewhat tighter
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cut was used offline on the calibrated hard sum for good event cuts (see Section 3.1.3).
Further details on the design and construction of the bullseye can be found in
[DMC98].
2.5.5 The New Multiplicity Array
The New Multiplicity Array (NMA) was designed and constructed for E866 in order
to cope with the particle multiplicities, which increased beyond the capabilities of the
E859 Target Multiplicity Array in the transition from Si+Au collisions to Au+Au.
The NMA is an array of 14 rings of Lucite Cerenkov radiators, each with its own
phototube and readout electronics. A drawing is shown in figure 2-3. The rings are
designed so that each module in a given ring covers the same amount of space in <p
and r. Details of the design and construction can be found in [Ahl97, A+99a].
2.5.6 The Zero-Degree Calorimeter
The Zero-Degree Calorimeter (ZCAL) is at the very end of the beam line. In addition
to its measurement capabilities, it functions as the beam stop. It is 60 cm square
and nearly 2 m deep, consisting of alternating layers of 0.3 cm thick scintillator and
1.0 cm thick iron. Located 11.7 m downstream of the target, it subtends the solid
angle with 0 < 0.025 rad, and is 8.9 nuclear interaction lengths deep. Light from the
scintillators is gathered by a wavelength-shifter followed by a lightguide, and is finally
collected by the eight phototubes, two on each side of the calorimeter.
The calorimeter has long been a part of the E802 series of experiments. Under
irradiation from the heavier ion beams of E859 and E866, the scintillator became
damaged, both impairing the scintillator's resolution and inducing some position de-
pendence in its response, resulting in a degradation of its resolution by as much as a
factor of two [Mor94]. Therefore the scintillator was replaced between the 1992 and
1993 running periods and again before the 1996 E917 running.
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Figure 2-3: The E866/E917 NMA detector, viewed from the +z, -x direction. The
gaps are for the other detector subsystems: going left to right, the PHOS array and
Forward Spectrometer, the beam pipe, and the Henry Higgins Spectrometer. Drawing
by L. Ahle.
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2.5.7 The Hodoscope
The hodoscope is located at the far end of the beam pipe, 11.5 meters downstream
of the target, just behind the bullseye counter and in front of the ZCAL.
The hodoscope consists of two arrays of scintillating strips, with 38 (E917) or
39 (E866) elements. The strips are 1 cm wide, 0.8 cm thick and 40 cm long. Attached
on either end of each slat is a photomultiplier tube. The tube readouts then provide
a measurement of the Z 2 passing through the slat. The hodoscope is intended to
measure the slight deflection of spectator beam particles in the reaction plane of the
collision. Results from the hodoscope are not presented here. An analysis of E866
data using the hodoscope can be found in [A+98c].
2.5.8 The Phoswich Array
In the back-rapidity region opposite from the Henry Higgins is an array of scintillator
modules, designed for the measurement of target-rapidity hadrons. No results from
the phoswitch are included here. The interested reader should see reference [A+98c].
2.6 The Henry Higgins Spectrometer
The Henry Higgins spectrometer is the heart of the experiment. It provides the track-
ing facilities to measure charged particles which are central to most of the physics
analyses done by the collaborations. The spectrometer is mounted on a rotating chas-
sis which allows the arm to be moved to take data at 0 between 140 and approximately
540 from the beam line, subtending approximately 100 at the target level, or 25 msr.
The spectrometer has several important elements. There is the large analyzing
magnet itself (the Henry Higgins magnet, from which the spectrometer takes its
name); there are precision drift chambers in front and in back of the magnet for
accurate measurement of position and momentum; interspersed with these are two
less precise, fast-digitizing chambers for triggering; fourth is a time-of-flight (TOF)
wall for measurement of / and hence particle identification; and behind the TOF
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wall is a gas Cerenkov assembly for improved separation of high-momentum pions
and kaons.
2.6.1 The Henry Higgins Magnet
The Henry Higgins magnet is a large, variable strength, iron core dipole magnet.
It weighs 3600 kg, and can produce a nearly homogeneous magnetic field in the y-
direction of up to 1.2 Tesla in its air gap, 85.2x40 cm 2 in cross-section. In the data
set used herein, the magnet was used only at settings of +0.2 T and ±0.4 T. The
negative signed field is referred to as "A" polarity and the positive as "B". The field
at A polarity will cause positively-charged particles to bend away from the beam, and
negatively charged ones towards the beam. B polarity has the opposite effect.
On both front and back ends of the magnet are large field clamps, that minimize
fringe fields. The internal air gap of the magnet is 85.2x40 cm 2 in dimension, and
contains a helium bag to reduce multiple scattering.
The magnet is not square to the SPEC axis, but positioned at an angle of 7.4'.
This is intended to enhance the acceptance for particles bending away from the beam
line, and has been a constant source of confusion. Furthermore, the nominal spec-
trometer setting as used in our experimental parlance is measured by the lab angle
of the innermost edge of the magnet, not the central line.
2.6.2 The Tracking Chambers
If the Henry Higgins spectrometer is the heart of the experiment, the tracking cham-
bers are the heart of the spectrometer. They, together with the TRF chambers, make
the measurement of the tracks of the charged particles. Hence, an understanding
of the chambers' operation, capabilities, and limitations is important. Most of the
chambers were built at MIT, and I played a substantial role in their operation and
maintenance during both running periods.
The construction of the chambers took place before my joining the experiments
and is not discussed here. Interested readers will find details in B. Cole's E802
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thesis[Col92].
All of the tracking chambers follow the same basic design: an array of sense
wires at positive high-voltage, in a chamber with an easily ionized gas. In E866
and E917, the gas used was 50%-50% argon-ethane. The principle is simple: as a
charged particle passes through the chamber, it ionizes the gas along its path. The
liberated electrons are then accelerated towards the positive sense wires, along the
way ionizing further electrons. When the resulting avalanche approaches the sense
wire, it causes an electronic pulse on the wire. The sense wires are then connected to
an electronics chain, which discriminate the pulse and then measure its time. Since
the electron drift velocity in the gas is nearly independent of the electric field (at
approximately 50 pm/ns - see Section 3.2.1 for details on the exact calibration) this
provides a measurement of one coordinate of the particle's track. However, the timing
cannot tell on which side of the wire the particle traveled. This effect is known as the
left-right ambiguity. In addition, multiple hits on a wire are registered and resolved,
so long as the leading edge of the later pulse starts later than the trailing edge of
the first. Since the width of the typical pulse is about 40 ns, this corresponds to a
2 mm dead space trailing the hit on both sides of the wire.
The wires are arrayed in planes, with each chamber containing planes making
measurements in each of 4 directions: X and Y, and two directions designated U and
V, at ±300 angles to the horizontal in order to provide redundant information on the
particle path. The wires themselves are of course perpendicular to the direction of
their measurement. The planes are grouped in modules, with each module containing
planes in the same orientation, but staggered as shown in Figure 2-4 in order to resolve
the left-right ambiguity. Between the sense wires, in their planes, are field-shaping
wires, carrying a positive but lesser voltage than the sense wires, intended to make
the electron drift velocity as uniform as possible. Finally, between the planes of sense
and field wires are planes of cathode wires, at negative high voltages chosen to create
a nearly uniform field. See Figure 2-4 for a schematic of wire layouts in a typical
module.
There are four tracking chambers proper, named T1, T2, T3, and T4; TI and T2
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Figure 2-4: The layout of the drift cells in tracking chambers T2-T4. The diagram
is schematic. The actual wires are much smaller than the indicated sizes, and the
spacing is arbitrary, since there is no fixed spacing across all of the chambers and
planes. Open circles indicate cathode wires, the grey circles indicate field wires, and
the solid circles the sense wires. The middle sense wire is slightly offset to resolve
the left-right ambiguity. The pattern as a whole is repeated many times across a
chamber.
are located in front of the magnet, and T3 and T4 behind it, as shown in Figure 2-2
on page 36. A summary of the ordering, spacing, and numbers of planes in each
chamber is presented in Table 2.3. It should be noted that in the T2 chamber, a
machining error on the U and V planes caused many of the actual wire angles to be
significantly different from their design values.
The chambers T2-T4 have been written about extensively in [Col92, Cia94] and
the interested reader is referred there for further details.
2.6.3 The TRFs
The drift chambers are supplemented in front of the magnet by two additional multi-
wire chambers, called the TRFs.1 These are designed [Wan96] similarly to the drift
chambers, but with several differences: First, the wire spacing is much smaller (see
Table 2.4), and therefore multi-hit capability is lost. Second, there are no field-shaping
wires in the TRF chambers. This causes the electron drift to be nonuniform, so a
more complicated analysis must be done to extract a hit's position from the timing
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1TRF stands of TRacking in Front.
Chamber Planes View designation Wires Spacing (cm) Stagger (cm)
1-2, 9 X 40 0.635 0, 0.318, 0
TI 3-4, 10 Y 20 0.635 0, 0.318, 0
5-6 U 40 0.635 0, 0.318
7-8 V 40 0.635 0, 0.318
1-3 X 28, 27, 27 1.4 0, 0.7, 0.7
T2 4-6 Y 13, 13, 14 1.4 0, 0, 0.7
7-9 U 28 1.4 0, 0.7, 0.7
10-12 V 28 1.4 0, 0, 0.7
1-2 U 36 3.22 0, 0
3-5 X 36 3.06 0, 0.075, 0
T3 6-8 Y 36 1.40 0, 0.7, 0
9-10 V 36 3.22 0, 0
11-13 X 36 3.06 0, 0.075, 0
1-3 Y 16 3.44 0, 0.075, 0
T4 4-5 U 44 3.30 0, 0
6-8 X 40 3.50 0, 0.075 0
9-11 Y 40 1.40 0, 0.7, 0.7
12-13 V 44 3.30 0, 0
Table 2.3: A breakdown of the physical layouts of the E866/E917 tracking chambers
T1-T4. The orientation angles of the plane types are as follows, with 0' vertically
upwards: X: 0', Y: -90', U: -30', V: 30'. "Stagger" refers to the offset of the indicated
planes relative to the first plane in the module.
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Chamber Plane View Wires Spacing (mm)
1 X 128 2.0
TRF 1 2 V 144 2.0
3 Y 64 2.0
4 U 144 2.0
1 X 160 2.4
TRF 2 2 V 192 2.4
3 Y 96 2.4
4 U 192 2.4
Table 2.4: TRF information by chamber and plane. The orientations are the same
as in Table 2.3. The pattern is repeated throughout the chamber.
information. Third, the need for a cathode is satisfied by a stretched aluminum foil.
Finally, 50%-50% argon-isobutane was used instead for the gas.
There are two TRF chambers, both in front of the magnet; one is in front of T1
and the other between T2 and the Henry Higgins (see Figure 2-2 on page 36). Each
has four planes, one in each of the X, Y, U, V orientations. The number of wires and
spacing of the planes are detailed in Table 2.4.
2.6.4 The Trigger Chambers
Behind the Henry Higgins magnet, around T4, are the two trigger chambers, TR1 and
TR2. TRI was removed after the 1995 experimental run, replaced by another chamber
called TR1MIT.2 Details on TRIMIT's construction can be found in [Dun99].
TR2 and the original TRI were taken from the BNL Multiparticle Spectrometer,
where they were used as drift chambers [E+83, EK80, Etk79]. However, E859 and
successors used the chambers instead as single plane chambers with no timing infor-
mation. The plane used was in the X orientation, i.e., vertical wires. The information
was used to construct tracks in the xz plane by the Level-2 trigger (see Section 2.8.3),
as well as in seeding the track reconstruction (see Section 3.3.1).
TRIMIT was built to remedy a problem with TRI. It was originally planned to
put TRI between the magnet and T3, but it was discovered too late that it would not
2Because it, unlike its predecessor, was designed and built at MIT.
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Physical Dimension 140.98 cm x 57.5 cm x 4.29 cm
Active Dimension 126.79 cm x 53.87 cm x 1.22 cm
Wire Spacing 0.6604 cm
Distance from Target 445 cm
Table 2.5: TRIMIT physical attributes
C C C
F 0 OS 0 F
C C C
Figure 2-5: The layout of the TR1MIT cell. The sense wires are shown as solid circles,
the field wires as open circles, and the cathode wires are shaded circles.
fit in the available space. Therefore it was put instead between T3 and T4. However,
in this location its horizontal dimension was shorter than either that of T3 or T4,
and so limited the experimental acceptance. Worse, a part of TR1's frame, a 0.5 cm
piece of aluminum, was in the path of particles through the spectometer, causing
absorption and conversions. This region of the acceptance was therefore unusable for
most E859 and E866 analyses.
The dimensions of TR1MIT are larger than the old TR1, and it is constructed
in a similar fashion to that of the drift chambers (and rather different from the old
TR1). Some of the physical attributes of the chambers are summarized in Table 2.5.
The drift cell of TR1MIT was constructed on similar principles to those of the
drift chambers, but since uniformity of drift velocity is not nearly as important in
this chamber, a square wire array was used instead. The layout of a TRIMIT cell is
shown in Figure 2-5. The gas used was the same 50%-50% argon-ethane mix used in
the drift chambers.
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2.6.5 The TOF Wall
This Time-of-Flight (TOF) Wall is an array of 160 scintillating strips in an arc cen-
tered at the magnet center. The strips are vertically oriented (hence giving an xz-
position), 78 cm long and 1.6 cm thick. The slats are arrayed in groups of 16, called
panels. Most of the slats are 1.6 cm wide, but the last slat of each panel (called a
"fat slat") is twice as wide as the others. This was done to avoid gaps in the TOF
wall coverage that would otherwise arise due to space constraints on the attached
phototubes.
Each strip has a photomultiplier tube attached at both top and bottom. The signal
from the phototube is split; one half is integrated and the charge used to infer the
energy loss in the slat. The other half is discriminated and the time measured. After
careful calibration (See Appendix C), the TOF wall was found to have an average
time resolution of 120 ps in E866, and 135 ps in E917. This is somewhat larger than
the resolutions of 90-100 ps achieved by E802 [Cos90], and is believed to be a result of
the aging of the scintillator itself. To help avoid error from calibration inaccuracies,
the nominal resolution used for cuts in this analysis was 130 ps in E866 and 140 ps
in E917. The time difference between up and down tubes is used to measure the y
position, with a resolution of 1.5 cm.
The first panel (with slats numbered 1-16) has effectively zero acceptance at the
magnet settings used in E866 and E917, and was therefore turned off.
2.6.6 The Gas Cerenkov Complex
Behind the TOF wall are two other detectors, the Gas Cerenkov (GASC) and Back
Counter (BACK). The GASC is an array of cells designed to detect the Cerenkov
radiation from particles traveling faster than the speed of light in pressurized Freon-
12, and hence extend the range of the 7r-K separation. The Back Counter is an array
of streamer tubes used for verification of tracks through the GASC, and was removed
for the E917 running period. Due to the high occupancy of the GASC in Au-Au
collisions at the forward angles neither detector is used in this analysis.
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2.7 The Forward Spectrometer
In the E866 running, the forward spectrometer was mounted on the opposite side of
the beam line from the Henry Higgins. Its positioning can be seen in Figure 2-1 on
page 35. As I do not discuss results from that spectrometer (aside from some brief
comparisons to HH results), it will suffice here to say that the spectrometer consists
of a collimating lead "snout", a sweeper magnet, two TPCs surrounding an analyzing
magnet, four precision drift chambers (two with each TPC chamber), and a time-of-
flight wall. Those interested in details on the forward spectrometer and the physics
measurements E866 made using it should see references [Sak97, Shi94, A+99a].
2.8 Triggering System
The triggering system determines whether something interesting enough to be saved
for later analysis has occurred. The E866/E917 trigger system has 3 stages, called
Level 0, Level 1, and Level 2. I take them in turn.
2.8.1 The Level 0 Trigger
The Level 0 (LVLO) trigger serves two purposes. First, it determines whether a "good"
beam particle has come towards the target; and second, its timing is used as time
t = 0 for all of the detectors in the experiment.
The first part of LVLO is the BEAM trigger. It consists of three parts: BTOT,
the signal from the BTOT detector discussed above, two vetoing logics, called PRE
and the previously mentioned HOLE. Hence BEAM can be expressed as:
BEAM = BTOT A PRE A HOLE. (2.1)
PRE is simply a gate generated by a previous BTOT signal that lasts for an
adjustable length of time, called the follow time. If a BTOT signal is detected during
this interval, it is rejected, and in addition, the first particle is marked with the
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FOLLOW bit in the trigger logic. FOLLOW events are generally cut from the offline
analysis to remove the possibility of particles being in the spectrometer with bad
timing, or from two interactions read out in the same event.
For the E866 running the follow time was set to 500 ns. In the E917 run it was
reduced to 300 ns to attempt to reduce the amount of data rejected due to FOLLOW;
300 ns was chosen because the maximum drift time in the tracking chamber cells is
approximately 200 ns, so 300 ns safely excludes tracks resulting from interactions due
to a later particle from non-FOLLOW events.
HOLE is the signal from the HOLE detector, discussed in Section 2.5.1. In this
capacity, it primarily rejects beam particles significantly off the nominal beam axis.
As we are interested in cross-sections, it is essential that we make a count of good
beam particles for proper normalization later. However, most beam particles do not
interact in the target and are thus uninteresting. Therefore the BEAM trigger is
scaled down on the experimental floor, by a factor n, in principle variable but set
equal to 100 for both E866 and E917. This scaled down BEAM trigger is referred to
as BEAM/n.
Since we are only interested in particles that come from some interaction of the
projectile in the target, it is also useful to have a trigger when an interaction is believed
to have taken place. For this purpose the hardware sum from the bullseye detector
(see Section 2.5.4) is discriminated and called BE. Since the bullseye measures E Z2 ,
a false BE indicates that a certain amount of charge was removed from the beam
particle, indicating a potential interaction.3 This result is combined with the BEAM
trigger to generate the INT trigger:
INT = BEAM A BE. (2.2)
Finally, the LVLO trigger itself combines the INT trigger with the BEAM/n trigger
needed for normalization. Since LVLO also starts many of the digitizing and analyzing
3However, the discriminator setting is relatively insensitive to AZ = ±1, so the BE is only true
for some fraction of the true interaction cross section. See Section 2.5.4.
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processes of the various detectors, it needs to be rejected if the higher-level logic is
still engaged. This signal, set by the Level 1 Trigger Supervisor, is called TSBUSY.
So, the final LVLO trigger is
LVLO = (BEAM/n V INT) A TSBUSY. (2.3)
2.8.2 The Level 1 Trigger
The Level 1 (LVL1) Trigger is managed by the E802 Trigger Supervisor (TS), an
electronic system that collects various trigger signals and scales them down according
to operator instructions. It takes as input signals from these different triggers as
well as the experimental LVLO trigger. If a valid LVLO trigger is received by the TS,
it immediately sets TSBUSY, which in addition to vetoing LVLO acts as an inhibit
signal for certain other detectors' electronics. The TS then determines if a valid LVL1
trigger, as discussed below, is present.
Any trigger that can be sent to the Trigger Supervisor can be scaled down. That is,
the Trigger Supervisor will only consider 1 in N of them to be valid for LVL1, where N
is called the scaledown and is set by the operator. The Trigger Supervisor supplies to
the Data Acquisition System (see Section 2.9) upon digitization two "trigger words"
containing bitmaps of the trigger conditions in the event. The first word ("Trigger
Word 1") has a bit set for each trigger that satisfied the LVL1 trigger, and hence
passed the scaledown check - that is, it has a bit set for any condition that could
have caused the event to be taken (in the absence of a LVL2 trigger veto). Trigger
Word 2, in contrast, has a bit set for all trigger conditions that are satisfied, regardless
of the scaledown.
There are numerous triggers which are input to the Trigger Supervisor and can be
used to form a LVL1 trigger. A list can be found in Appendix B.1. For purposes of this
analysis, only three (or four, depending on how you count) are of importance. The
first two are BEAM/n and INT, discussed above. As an unbiased sample is essential
for normalization, these override the LVL2 veto, but they are generally heavily scaled
down in favor of more interesting data. It is also worth noting here a combination of
52
the two useful in offline analysis. Known as "clean beam", or a beam particle without
an interaction, this is a BEAM/n LVL1 trigger (which satisfies scaledown), combined
with INT in trigger word two (which indicates no interaction).
Extremely important to this analysis is the SPEC trigger. This trigger is set only
when a particle may be present in the Henry Higgins spectrometer, thereby removing
a sizeable quantity of events which contain no charged particles from the data sample.
There are three signals that have at various times gone into SPEC. These are called
TOF, TRI, and TR2. Each is true if there is at least one hit anywhere on the respec-
tive detector. In principle, every real particle that could be reconstructed hits all of
these detectors, so the SPEC trigger would be the conjunction of them all. However,
it turns out that, due to relative noise levels and the geometry of the detector, TR2
has little rejection power compared to TRi. Additionally, there have historically been
efficiency problems in some parts of the TR2 chamber. Therefore neither E866 nor
E917 used it in the trigger. In the E917 run, an electronics malfunction in the OR
circuit generating the TRi signal forced that part of the trigger to be discarded.
The Trigger Supervisor itself requires the LVLO trigger, so the final SPEC trigger
can be written as:
(E866) SPEC = LVLO A TOF A TRi (2.4)
(E917) SPEC = LVLO A TOF (2.5)
The SPEC trigger actually enters the Trigger Supervisor in two copies. The reason
for this is that one copy of the SPEC is unscaled down but subjected to the LVL2
veto, and the other copy is scaled down but overrides the LVL2 veto. Therefore a
sample of SPEC triggers unbiased by the LVL2 is contained in every run, for the
purpose of checking that the LVL2 is functioning properly.4
If the TS does not find a valid LVL1 trigger after a LVLO, it sends a fast clear
signal to the readouts of those detectors requiring it, waits approximately 2 ps for
4 Although in the E917 running, enough veto-overrides - ~ 15 million of them! - were accumulated
to do quite a lot of physics, as well.
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them to settle, and then releases TSBUSY to wait for the next trigger. If there is a
valid LVL1, the TS waits a certain length of time (40 pus for E866, 53 ps in E917),
then polls the LVL2 trigger (see Section 2.8.3) for a decision. If the LVL2 vetoes the
event, the TS sends a fast clear and waits 2 ps further, as before. If there is no veto,
or the LVL2 veto is overridden (see below), the Trigger Supervisor instructs the Data
Acquisition System (see Section 2.9) to read the event, and holds TSBUSY until it is
finished.
2.8.3 The Level 2 Trigger
The final piece of the E866/E917 trigger system is the Level 2 trigger (LVL2). The
LVL2 performs a fast tracking and PID analysis of the hits behind the magnet in
the Henry Higgins arm, and rejects events that do not match a user-settable pattern.
For example, the Level 2 trigger can be set to veto all events that do not contain a
potential kaon, or (one of the frequently used configurations) those that do not have
either 2 potential kaons or a potential antiproton.
The LVL2 input is data from the two trigger chambers TR1 (or TRIMIT) and
TR2, and the TOF wall. The first two chambers are read out into fast-access data
stacks in the LVL2 electronics chain. For the TOF signal, a copy of the discriminated
signal is taken from the TOF electronics and fed into FERET (Fast Encoding Readout
TDC) modules. For details about these electronics, see V. Cianciolo's E859 thesis
[Cia94].
The logical operation of the LVL2 is fairly straightforward: It loops over all com-
binations of TOF and TR1 hits, then checks to see if there is a TR2 hit within a
search width of the line connecting them; if so, it calculates the momentum based on
an assumed projection to the target, and then checks to see if the timing of the TOF
hit is within its constraints for particle identification. Since the trigger chambers
have only x-position information, all of this is done ignoring the y-component of the
motion, of course, though that is allowed for in the generation of the tables which
constrain the operation of the LVL2. The timing constraints were generated using a
4- width of a 200 ps resolution for the FERETs.
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Trigger name Trigger Requirements
K+/K-/p At least one candidate for any of: K+, K-, p
K-/p At least one candidate for either: K-, p
P only At least one candidate for p
2K/p At least 2 candidates for either: K+, K-, OR at least one
candidate for p.
Table 2.6: Level-2 trigger configurations.
If the LVL2 finishes its loop without finding enough candidates (one or two, de-
pending on user-defined settings), it vetoes the event. If it sets this veto before the
Trigger Supervisor queries it, the event will not be written to tape (unless the veto
is overridden by a trigger setting on the Supervisor, see above); if it either finishes
its loop after the query from the TS, or finds a candidate, the event is accepted and
written to tape. Those interested in the logical layout of the trigger circuits are again
referred to V. Cianciolo's thesis [Cia94].
The LVL2 creates three bits of data (in addition to diagnostic information on its
looping actions), which are written into Trigger Word 3. These are: ROFROF,5 set
if the LVL2 had completed its looping when it was polled by the Trigger Supervisor;
VETO, indicating that the event was rejected by the LVL2; and NOSTART, indicat-
ing that the looping didn't start. This last flag indicates either no TRi hits or no
FERET hits, and is usually only set for BEAM/n or INT events. NOSTART events
are always also VETOed.
There were a few common LVL2 triggers used for data sets used in this analysis.
They are summarized in 2.6.
2.9 Data Acquisition System
The Data Acquisition system used in E866 is well-described in L. Ahle's thesis [Ahl97],
and only briefly described here. The various crates containing readout electronics are
all connected to a VME create, which has boards collecting data from the various
5The name ROFROF arises from the conjunction of 2 Read OverFlow signals, indicating that
the looping has reached the end of both the TR1 and TOF data stacks.
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readout partitions, translating the raw data into a more concise form, and then build-
ing the event. The final event is written to EXABYTE tape; because of limits in the
translation speed, as well as the speed of the tape output, the E866 data acquisition
was typically limited to 180 events per AGS spill, with smaller rates at the small-angle
settings (140 or 190).
The E917 Data Acquisition system is discussed in detail in the thesis of Hongbin
Yao [Yao97]. It used the same basic framework as the E866 data, with one major ex-
ception: the translation and event building were done instead by an SGI workstation,
a much faster machine than the processor chip on the E866 VME board. This SGI
collected events, translated them, and saved them to a disk file, which was periodi-
cally written to tape. The E866 translation board merely acted as a buffer between
the readout electronics and the SGI. This change in the system enabled much greater
data rates, with some settings logging as many as 1000 events per spill to disk; the
very data-heavy 2K/jp-triggered 14' and 19' settings ran at up to 450 events per spill.
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Chapter 3
Collaboration Analysis
The E866 and E917 experiments were performed by two collaborations (one per exper-
iment), each a group of about 50 physicists. Many parts of the analysis are naturally
done only once, in a standard fashion, so as to best apply manpower. This chapter
discusses the collaboration standard analyses which are used in this thesis.
The main part of the collaboration analysis is done in 3 passes over the data.
They are, for historical reasons, called PassO, Pass12, and Pass3. PassO generates
histograms for detector calibration (as well as checking data quality). Pass12 uses
the calibrations and turns them into physics quantities - the most time-consuming
part of which is the track reconstruction. Finally, Pass3 uses the tracks found in
Pass12 to even more accurately calibrate the TOF wall and do particle identification,
as well as correct errors that may have been made in the Pass12 running.
Recently, further aspects of the analysis have been standardized, in the form of
standard good event cuts and various efficiency corrections. Although all events
are run through the passes, these standard cuts are based on their outputs and are
discussed in this chapter. A summary of the cuts and their values for all running
periods can be found in Appendix B.2.
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3.1 Global Detector Calibration
The PHOS and HODO are not used at all herein and therefore details of their cali-
bration are omitted.
3.1.1 Beam Counters
The BTOT counter is read out by an ADC. The readout of raw ADC counts is
converted to a charge, which is necessary because we later make a cut on this quantity.
The gain on this tube is calibrated so that the peak of the is always at 79, the nominal
charge of the gold ions delivered by the AGS.
This value sometimes becomes significantly larger than 79 when two beam particles
arrive extremely close in time, so that the discriminators of the beam counters cannot
distinguish the two particles. In these cases, we may have the wrong event start time
or even two Au-Au interactions occuring in the same event. Therefore, a standard
cut of ±2a- around the peak of the BTOT charge was made. 2- was chosen because
on the high-Z side of the peak the distribution begins to diverge from Gaussian at
that point. This is illustrated in Figure 3-1.
Similar to the BTOT counter, the HOLE counters are read out by ADC's. These
raw readouts are used directly, since their distributions and gains are stable through-
out the run.'
The HOLE counter is designed to detect particles which are far off the beam
axis, and remove those particles in real time. It does a good job of this. As a
bonus, it turns out that the HOLE counter is also useful for detecting upstream
interactions, particularly those which occur in the BVER. This can be seen in the
HOLE distributions in Figure 3-2, showing the difference between "clean beam" and
INT/n triggers for an empty target run - for which many of the interactions are
upstream of the target. Cuts are made in three spaces: 1 for each of the HOLE
ADCs, and 1 for the sum of the two. Each cut value is chosen so that it eliminates
'There was one hardware change to the HOLE discriminator during the E917 run. The offline
cuts are changed at that point as well.
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Figure 3-1: The Btot Z distribution for run 32984, a randomly chosen E917 run, for
beam particles with no FOLLOW bit set. The fit is to an unconstrained gaussian;
the vertical lines indicate the E917 cut parameters.
less than 1% of the clean beam. There is some overlap between the events each space
cuts, so the total fraction of clean beam cut is 2 - 2.5%.
3.1.2 The BVER
In this analysis of the E917 data,2 the BVER was used only to make a very loose
cut on beam quality. I require that each of the 4 BVER ladders have a hit on it - a
condition of BVERBAD = 0, in our experimental parlance. Since I do not use the
BVER any further, I will not discuss the remaining BVER calibrations.
3.1.3 The Bullseye
The bullseye output consists of 9 ADCs: 1 for each tube, and another for the hardsum
(see Section 2.5.4). The ADC gains were calibrated such that each tube had the
beam peak at a value of 100, and the hardsum at 800. There is a small issue with
the pedestals used, however. There was a significant component of 60 Hz noise in
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2 There was no BVER in E866.
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Figure 3-4: A plot of the EzCAL versus BEHSUM for a typical empty target run. The
beam peak, interaction curve, and fragmented beam peak are clearly visible.
ZCAL for any analysis, except perhaps those which focus on very peripheral events.
With this in mind, a cut is made at a low BEHsUM (BEHsUM < 100), where the real
interactions can be separated from the fragmented beam beak, and that peak fitted
to a Gaussian. Empty target runs are used to help reduce the number of in-target
interactions. An example of the fit used is shown in Figure 3-5. The position of the
peak centroid is then parameterized as a function of the run number (see Figure 3-6),
and the resulting function is used to correct all the runs to the nominal beam energy.
This correction is, of course, just a run-dependent rescaling of EZCAL. Nevertheless,
for historical reasons I will refer to the result as EVETO. Since EVETO corresponds
physically to the average energy left in the beam, we can convert this into an estimate
of how many nucleons were taken out by participating in the reaction. This quantity
is denoted N,, (for Number of Projectile Participants) and calculated via:
N,, = 179 1 - EVET . (3.2)
E6eam
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Running Period INT Cross Section (barns)
Fall 1994 (E866) 5.13
Winter 1996 (E917) 5.16
Au-Au total 6.078
Table 3.1: Software-cut, empty-target-subtracted INT cross sections for the different
running periods. The total Au-Au cross section is provided for reference. The values
are from [Ahl97], this work, and [G+95], respectively.
3.1.4 The ZCAL
The ZCAL readout needs to be converted into units of energy, and analyzed so that it
can provide an accurate measure of centrality, with a stable fraction of the interaction
cross-section between cuts. The calibration is done in three steps.
Calibration of the Beam Peak
The total energy of the beam is of course fixed and known. The zero-degree calorime-
ter is a hadronic calorimeter, and therefore is not sensitive to the mass energy of the
incoming beam. The total energy of the incoming beam is then computed as:
EZCAL = N( 2+ ;;N - MN) (3.1)
where N is the total number of nucleons (197), PN is the momentum per nucleon
(11.71 GeV/c in E917, 11.69 GeV/c for E866), and MN refers to the average mass of
a nucleon in the gold nucleus, which is known to be 0.931 GeV/c 2 .
In Pass 0, the gains of the ZCAL phototubes are set so as to put the peak of the
distribution in clean beam events (see Section 2.8.2) at this nominal beam energy.
Figure 3-3 shows a typical distribution in clean beam events after this calibration is
done.
The relative gains of the tubes are also tuned so that the four tubes in front all
have the same response, and the ones in back likewise; finally, the calibrations on the
two regions are then adjusted so that the sum of the front tubes, H1, and the sum
of the back tubes, H2, are in the ratio H1 /H 2 = 57/43, a ratio which optimizes the
ZCAL resolution.
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Figure 3-3: The distribution of EZCAL for Run 32200, an arbitrary run. The distribu-
tion is cut on clean beam (i.e., BEAM/n and INT ), no FOLLOW, and a good value
of ZBTOT (see section 3.1.1). The curve is a Gaussian fit, and the vertical line is at
the nominal peak energy of 2130.74 GeV calculated from Equation 3.1.
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Calibration of the Fragmented Beam
One of the problems with the E866/E917 ZCAL is that it suffers from radiation
damage under the large flux of high-energy gold ions it absorbs. This radiation
damage leads to two troublesome issues: position dependence of the ZCAL response,
and a degradation of the resolution. Both of these problems are associated with the
integrated flux through the ZCAL and hence with the time in the running period. A
second issue is that its response as a function of incident energy may not be completely
linear for large amounts of energy, particularly when the energy is all deposited in a
small region of the ZCAL.
In order to address these problems, a second ZCAL calibration is done, following
the procedure laid down by James Dunlop and Mark Baker [DB95]. This calibration
uses, instead of the main beam peak, the so-called "fragmented beam peak". This is
clearly visible in Figure 3-4 in the region of very low bullseye and high ZCAL. It is
believed that this portion of the spectrum arises from a beam particle which does not
have an inelastic interaction in the target, but nevertheless fragments between the
target and the bullseye (most likely in the beam pipe exit window). Passing through
the bullseye, it contains a collection of many Z = 1 nucleons, instead of a Z = 79
nucleus. Since the bullseye response is a function of Z 2 , a low signal is recorded.
However, all of the nucleons are still incident on the ZCAL, producing a large signal
in energy.
It is noticeable that the fragmented beam peak is at a somewhat higher EZCAL
value than the main beam peak. If we take the view that the fragmented beam
particles are spread across the ZCAL face, this observation is consistent with either
the hypothesis of nonlinearity for highly localized energy deposition or the hypothesis
of radiation damage localized around the beam spot (or both). In either case, the
set of events with particles in the Henry Higgins spectrometer generally tarise from
those which have inelestic interactions, and hence will almost always fragment the
projectile, similarly resulting in a spread-out distribution of energy across the ZCAL
face. Hence we are more accurate if we use the fragmented beam peak to calibrate the
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Figure 3-4: A plot of the EZCAL versus BEHSUM for a typical empty target run. The
beam peak, interaction curve, and fragmented beam peak are clearly visible.
ZCAL for any analysis, except perhaps those which focus on very peripheral events.
With this in mind, a cut is made at a low BEHsUM (BEHsUM < 100), where the real
interactions can be separated from the fragmented beam beak, and that peak fitted
to a Gaussian. Empty target runs are used to help reduce the number of in-target
interactions. An example of the fit used is shown in Figure 3-5. The position of the
peak centroid is then parameterized as a function of the run number (see Figure 3-6),
and the resulting function is used to correct all the runs to the nominal beam energy.
This correction is, of course, just a run-dependent rescaling of EZCAL. Nevertheless,
for historical reasons I will refer to the result as EVETO. Since EVETO corresponds
physically to the average energy left in the beam, we can convert this into an estimate
of how many nucleons were taken out by participating in the reaction. This quantity
is denoted Npp (for Number of Projectile Participants) and calculated via:
Npp = 179 1 - EVETO (3.2)
Ebeam)
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Figure 3-5: The beam peak cut on BEHSUM < 100., for run 32270, a representative
empty target run approximately in the middle of the E917 running period. The fit is
a Gaussian.
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Figure 3-6: The fitted centroid of the fragmented beam peak as a function of run
number, for the E917 runs. The line is the parameterization of the run dependence.
The fit results and parameterization for the E866 data can be found in [Ahl97].
66
Calibrating Centrality Bins
Since we intend to use the EVETO values to make centrality cuts, it is imperative that
we ensure that the same fraction of the Au-Au cross section is within the cuts across
the entire run. For the 1994 data, it was found that the previous two calibrations
allowed one to use fixed values of EVETO as cuts [Ahl97]. This turns out to no longer
be true in the 1996 data. This is probably due to changes in the response of the
ZCAL, likely arising from radiation damage, that are not reflected in the previous
calibration. This might include a change in the level of non-linearity or the position
dependence of the ZCAL as a function of run.
Therefore, a floating EVETO cut is used. For a given fraction of centrality, for
each run, the EVETO which would produce a fixed percentage of the total interaction
cross-section was determined. This number was seen to vary smoothly as a function
of run number, and a parameterization was created to reflect the variation. Shown in
Figure 3-7 as a function of run number are the cuts that keeping a constant fraction
of the cross-section in the cut require, for the various centrality cuts that will be used
later in this work. The lines show the parameterizations that were actually used to
derive the cut values. These floating EVETO cuts cannot be converted directly into
Np,, since the mean EVETO in a centrality bin changes as a function of run number.
Since it is believed that the centrality class is the same as a function of run number,
I have used for Npp in the E917 data that computed from a block of early runs, when
we believe that the ZCAL was functioning at its best.
A second issue of some importance is that in E917 the resolution of the ZCAL
worsened dramatically over the course of the run, going from 1.5-\/-E to 3.8v/5 under
the bombardment from gold nuclei. Nevertheless, even the worst resolution is a factor
of 5 smaller than the width of the central 5% bin, the tightest used in this thesis. In
the E866 run, the ZCAL resolution was constant at 2.0/E.[Ahl97]
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Figure 3-7: EVETO cut values for a given
as a function of run number. The lines
were actually used to apply the cuts.
fraction of the total cross section (as labeled),
are the parameterizations to the data which
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3.1.5 The NMA
NMA calibration
The NMA measures the Cerenkov light produced by most charged pions and some
of the protons incident on it. It also counts 7r 0's in a statistical fashion, through
conversion of -y's in a small sheet of lead. The light is detected by a phototube.
The analysis task is then the conversion of the integrated ADC signal read out by
the phototube into a total multiplicity hitting the module. Since these collisions can
have very high multiplicities, particularly in the forward regions, we cannot ignore
multiple hits on a module.
The multiplicity array must be calibrated so that it returns an accurate and stable
measurement of the total multiplicity. This is done in a two-step process, developed
on the E866 1994 data set by James Chang and Larry Ahle. A sketch is given here;
the details can be found in Larry Ahle's thesis [Ahl97].
The first step is to calibrate the pedestals, gains, and a nonlinearity term for the
modules. This is done by finding the peaks in the distributions for 0, 1 and 2 particles,
and correcting the spectrum accordingly. Once this is done, all of the NMA module
spectra will have their 0-, 1-, and 2-particle peaks at calibrated values of 0.0, 1.0, and
2.0 respectively.
The conversion of this real value into a multiplicity is still not completely straight-
forward, since the peaks spread into each other, and it is quite possible that a hit
value of, for example, 2.9 will actually correspond to a fluctuation up from the two-
particle peak. Therefore, a weighting function is used to convert this value into the
best estimate of multiplicity for that module. The weighting function uses a weighted
real multiplicity to estimate the mean numbers of particles hitting a given module,
and then assumes that the distribution of hits into that module is Poisson and that
the distribution of signal for each incident particle is Gaussian.
Using the measured single-peak resolution, and simulating RQMD events into the
experimental acceptance, the resolution of the NMA was found to be 0.76VN, where
N is the total multiplicity in the NMA.
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Figure 3-8: NMA Multiplicity versus mean q, for Run #32154, a randomly selected
run. The plot is for INT triggers, and cut on the other global cuts (FOLLOW, BTOT,
and HOLE). The region of upstream interactions is clearly visible. The solid lines
delineate the region cut.
NMA cuts
The NMA was designed as a centrality selection device. However, this analysis does
not use the device in that way. Therefore I do not concern myself with the stability
of the NMA calibrations. I use the NMA only as a background rejection device.
It was discovered that upstream interactions tend to generate abnormally high
multiplicities in the back rings of the array, as one would expect from particles orig-
inating upstream of the array. To see this, a plot is made of the NMA multiplicity
versus the mean 7 of the NMA distribution (Figure 3-8). At higher multiplicities,
< 7> is quite narrowly peaked around 1.4; but at lower multiplicites, the distribution
becomes significantly broader. In empty target runs, where interactions almost always
originate upstream, nearly the entire distribution is back of <q i> = 1.1. The cut
applied (shown also in Figure 3-8) is to remove all events with multiplicites greater
than 90 and <7> < 1.1. This cut was applied in both E866 and E917 analyses.
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3.2 Tracking Detector Calibration
In this section I discuss the conversion of the individual hits on the drift chambers into
a set of lines in the wire planes through which tracks must pass. I defer a discussion
of track reconstruction until Section 3.3.
3.2.1 The Drift Chambers
Accurate calibration of the drift chambers, T1-T4, is essential to achieve good tracking
resolution. There are two components to the calibration: timing calibrations and
geometry calibrations. These calibrations are done between PassO and Pass12, using
a preliminary reconstruction of a small subset of data.
Timing calibrations
As a charged particle passes through the gas of a drift chamber, it ionizes the gas
molecules, and the resultant electrons drift towards the positively-charged sense wire.
In the E866/E917 drift chambers, the field is nearly constant, and the drift velocity
of the electons in the gas is known to be about 50 pm/ns. This information is used in
the first timing calibration, which in turn is used, with wide cuts, in an initial track
reconstruction. This reconstruction is then used to do both the timing and geometry
calibrations (see below).
Once tracks are reconstructed, the distribution of time position) versus the drift
time can be constructed, and the distribution parameterized as a function of drift
time. This is done for each plane of sense wires. For all the chambers in both the
E866 and E917 runs, the distributions were fit well by a cubic polynomial, with the
linear term dominating the distribution except close to the wire and at the cell edge.
This slope corresponds to the nearly constant drift velocity expected.
The timing offsets can be better fit with good geometry, and vice versa, so this
procedure was iterated with the geometry fitting until convergence was reached in
the calibration parameters.
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Geometry Calibrations
The positions of the wires inside the chambers and their spacings are believed to be
known from their construction; and the positions of the chambers on the spectrome-
ter are known from a survey carried out before the run. Unfortunately, the accuracy
obtained from these surveys is not good enough for final tracking. Therefore a ge-
ometry calibration is done with tracks reconstructed with loose cuts as above. Here
we use data taken with no magnetic field so that the complications of a particle
bending in the magnetic field are absent. Three levels of calibration are then done
in sequence: chamber-by-chamber, in which each chamber can move in X, Y, and Z;
plane-by-plane, in which each plane can move in Z and along its sense-direction; and
wire-by-wire, in which each wire can move in position and rotate in angle. The largest
shifts from survey, on the order of a few millimeters, arise from the first step; the
internal (wire-by-wire) adjustments are on the order of hundreds of micons.3 Further
details on the geometry calibration can be found in Vince Cianciolo's E859 thesis and
in the memos of George Stephans, the originator of the methodology [Cia94, Ste90].
The geometries of the TRFs are adjusted simultaneously with the drift chambers,
but the TRFs are only adjusted at the plane level, not wire-by-wire.
When the geometry and timing calibrations are completed, the chambers are found
to have position resolutions between 150 and 200 pm.
3.2.2 TRF Chambers
Timing Calibration
The timing calibration of the TRFs needs to be done before the geometry calibration,
above, can be done. The procedure was developed at Columbia and is detailed in
F. Wang's thesis [Wan96]. The assumption is made that hits are distributed uniformly
across each cell - a reasonable assumption, since the cells are very small, and the
incident particles nearly perpendicular to them. Then it turns out that the integrated
3Most of which is essentially a change in pitch, which is degenerate with either a slight chamber
rotation or movement in the z-direction.
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hit density as a function of time since t = 0 can be parameterized very well by a
Gamma distribution. This function is then inverted to associate a distance from the
wire with each hit. This parameterization is based on distributions from Pass 0.
In Pass12, the inversion is carried out for each wire, with times that are par-
ticularly late marked as such. "Late" hits are those in the final 5% of the timing
distribution, and "very late" hits those in the last 0.5%. The extracted wire dis-
tances are used as inputs to the TRF cluster analysis stage.
Cluster Analysis
The drift cells of the TRFs are very small, and the field quite non-uniform. Therefore
it is no surprise that quite often neighboring cells are both fired by a single track. To
deal with this, a cluster analysis [Wan96] is performed on the hits, turning the raw
hits into the hits used in the tracking, here called 'reconstructed hits'. The general
treatment is summarized below:
" Single Hit: A reconstructed hit is placed on either side of the wire, because of
the left-right ambiguity. Very late hits are marked as bad.
" Hits on Two Adjacent Wires: If one of the wires has a late hit, the reconstructed
hit is marked as being on the non-late one, with the left-right ambiguity resolved.
If they are both late, a reconstructed hit is placed between the two wires. If
neither is late, they are treated as 2 single hits.
" Hits on Multiple Contiguous Wires: All hits except for very late ones are marked
as "blocked" hits at the wire positions. Blocked hits are used with large uncer-
tainties in the later reconstruction. Very late hits are marked as bad.
The output hits of the cluster analysis are used as the input to the tracking
algorithm TRFCK (see Section 3.3.2, below).
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3.2.3 Trigger Chambers
The trigger chambers TR1/TR1MIT and TR2 are very simple, being just 1 plane of
wires in a single direction, and having no timing information. The sole calibration
made is that the software positioning of the chambers is adjusted in X and Z so
that the track residuals are zeroed. This was actually done very early, during the
experimental running period, so that the Level-2 trigger could be accurately set up,
and checked during the geometry calibrations of the drift chambers.
3.2.4 TOF Wall
The TOF wall is probably the most challenging of the detectors to calibrate. All of
the TOF calibrations must be done with data in E866/E917, as there was no TDC
calibrator in the electronics. A more detailed discussion of the TOF calibration,
including the definitions and uses of the parameters found in this section, can be
found in Appendix C.
Each hit on the TOF wall is used to make measurements in 2 dimensions - y, and
time. The y-position is more critical for the tracking reconstruction work, as the TOF
wall is used as a starting position (see Section 3.3, below). Various events may cause
timing shifts: temperature variation is probably the most important (part of the TOF
cabling is out of doors), but other possibilities are a high-voltage trip or power cycle,
a long AGS downtime, or an angle or magnet polarity change. Using the output of
PassO, the runs where large timing shifts occured can be identified; in those regions
of run-space, reconstruction jobs with loose cuts are run, and the residual between
the track y-positions and TOF y-positions used to calibrate the TOF parameters
PSPEED and POSOFF. At the same time, the other parameters, used in the time
dimension, are extracted from preliminary particle identification.
The obtained parameters are used in Pass12, but are not good enough to achieve
the TOF resolution demanded for a high-quality particle identification. Therefore,
once Pass12 is complete, the TOF wall is recalibrated on a much more granular level
- typically every run for the E917 data, every 5 runs or so for the E866 data. The
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calibration is done iteratively, by using PID'd particles and constraining them to a
known mass, with the quality of the PID improving over the course of the calibration.
When this pre-Pass3 calibration is complete, we achieve 120 ps resolution in E866,
and 135 ps resolution in E917.
There is also a geometry calibration for the TOF x-position. Since the tracking
is generally insensitive to the precise x position at the TOF wall, this is done after
Pass12, but before the Rematch done in Pass3 (see Section 3.4). The 10 panels of the
TOF wall are adjusted to minimize the residual of the tracks' projections onto them.
3.3 Track Reconstruction
Track reconstruction in the high-multiplicity environment of Au-Au collisions is one
of the most challenging and time-consuming tasks of the analysis. It is done in three
stages. Straight-line tracks are reconstructed, first in front of and then behind the
magnet, and then in the final stage the two segments' pieces are matched together
through the magnet.
3.3.1 Back Reconstruction: A34
The back reconstruction module A34 is largely inherited from the E859 tracking
code AUSCON, written by Peter Rothschild [Rot94]. A34 reconstructs the straight-
line tracks in back of the magnet. The algorithm it uses is relatively simple, but
simplicity works well in the tracking envirnment behind the magnet, which (especially
in comparison to that in front) is relatively sparsely populated by charged tracks.
The algorithm takes as its starting points TOF hits. A hit on this detector is all
that is absolutely required by the algorithm; this is natural, since in order to later
obtain spectra, we need a good particle identification, and for that we need a TOF
hit. A34 then loops over all combinations of TOF and TR1 or TR2 hits. It uses these
points to define a "road" in the xz-plane, and collects all drift chamber hits within
a search width of that road. Then, from this set of hits, it uses pairs from the front
and back of the chambers to define a second X road with a smaller search width. If
75
enough hits are found, they are fit to a track.
Once this is done for all the X-tracks, the Y reconstruction begins. For each
X-track, a road in the yz plane is defined, this time based on the TOF y position
(from the TOF hit used to start the procedure above) and the target y. The same
procedure as for the X view is followed. Once Y hits are found, and provided also the
proto-track points through the magnet aperture, the U and V planes are also checked
for hits to verify the track. If enough total hits are found, the final back-track is fit
to a line in (x, y, z) space and added to a list.
When all these back-tracks are found, they are compared to find duplicates. Any
tracks sharing more than a certain number of hits are considered duplicates and
pruned by comparing the track quality.4
Because the multiplicities and hit densities behind the magnet are small, there
are very few "ghosts" (tracks which are found by the reconstruction, but not caused
by real particles) in this stage of the reconstruction. However, many of the tracks
come from conversions, decays, upstream interactions, and other backgrounds. There-
fore we require valid front tracking (described below) before we consider the particle
genuine.
Several upgrades, mostly minor, have been made to A34 since its description in
[Rot94]. They have been made by Mark Baker and myself. They have kept the
basic framework of A34 consistent with its original vision, but removed several order-
dependencies in both the fitting and filtering, as well as expanding AUSCON to use
the new T4Y-chamber properly.5
3.3.2 Front Reconstruction: TRFCK
The front reconstruction algorithm, TRFCK, was written at Columbia by F. Wang
and improved substantially by M. Moulson. A detailed description can be found in
F. Wang's thesis [Wan96].
4The track quality is the x2 of the track, but instead of omitting missing hits, the algorithm
counts them as being at the extreme search width, thus increasing x2 .
5 More extensive modifications were made to A12, AUSCON's original front-reconstruction piece,
but that algorithm is not used in the final analysis.
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The idea behind TRFCK is to reconstruct independently in each view (X,Y,U, and
V), creating what are called "iD-tracks" ,6 and then combine these tracks to create
"2D-tracks".7 These front tracks are the final output of TRFCK.
"1D"-tracking
All four of the views (X, Y, U, and V) are treated identically here.8 TRF hits from
TRF1 and TRF2 are paired, and the path between them is searched for drift chamber
hits. Those with enough hits are fitted and saved. When all iD-tracks have been
accumulated, they are filtered against each other for duplicates, with the better-fit
ones, measured by X2 , being kept.
When this process is completed, there are a tremendous number of iD-tracks,
since no explicit track quality requirement is imposed beyond requiring a minimum
number of hits. In high-multiplicity events, most of these iD-tracks are not made by
real particles, but are merely combinatoric sets of approximately aligned hits. Recall
that there are only 7 or 8 planes in each view, and 2 groups of these, in T1 and T2,
are close together; this means that there are effectively only 4 points required to fit a
1D-track. In higher-multiplicity events, this is not very restrictive. Therefore we rely
on the 2D-tracking to sort things out.
"2D"-tracking
The 2D reconstruction takes the iD-tracks and pairs them, then looks for verifying
tracks and hits on the other views. Three 1D-tracks are required' in all cases to make
a good 2D-track. Therefore the process of pairing and verifying can be reduced to
two modes: mode 1 crosses X and Y tracks and verifies on U or V views, and mode
6Which are really 2-dimensional planes.
7Which are really 1-dimensional lines.
8Except that the UV search widths on T2 are increased due to the machining error. See Section
2.6.2 or reference [Cia94] and [Wan96].
9 M. Moulson's TRFCK95 code, written to improve the performance of TRFCK under conditions
of diminished TRF efficiency in E866's 1995 data run, requires only 2 1D-tracks. It was found that,
for fully efficient TRF chambers, TRFCK95 made only minimal improvements to tracking efficiency
at a significantly increased cost in CPU time, so it was not used for the E917 data (it had not been
written before the reconstruction of the 1994 data).
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2 the converse.
The crossing and verification are done straightforwardly. When two views are
crossed, that defines a unique track in space. Around that track, a search width
is defined, and another track which intersects that search width at both TRF1 and
TRF2 verifies the track; both verification planes are checked for tracks, and at least
one is needed to allow a track to the next stage. Once a pair is verified, the three or
four tracks used are combined into a best estimate, and this estimate is then used to
search for hits on all chambers and planes again. If the final track has enough hits,
it is kept. Again, a final filtering is performed to remove duplicates.
The output of 2D-tracks in front is much closer to being entirely composed of real
tracks than the set of 1D-tracks, but examination of high-multiplicity events reveals
that it is not ghost-free. Ghosts particularly arise when two tracks are close to each
other, with crossings resulting in as many as 4 2D-tracks being reconstructed. To
remove the combinatoric ghosts in the 2D tracking, we depend on the last part of the
tracking algorithm.
3.3.3 Pairing Front and Back - MATCH
MATCH was written together with TRFCK by F. Wang, as a replacement for the
matching done in the E859 AUSCON code. Details are again in his thesis [Wan96].
The MATCH code is responsible for projecting each particle through the magnet
and determining which pairs of front and back tracks match best, if at all. There are
three parameters which it uses to determine this. They are:
" Aa: a measure of the mismatch in the xz (bend) plane. See Figure 3-9.
" ZAYmid: The position difference in y between the two projected tracks.
" A(dy/dl): The difference between the track y-slopes.
MATCH estimates the expected width of the distributions of these quantities from
the intrinsic spectrometer position and angular resolution, and the contribution of
multiple scattering; cuts are then made at 4- in each match quantity. The proton
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Magnet Air Gap aot
Figure 3-9: A schematic of MATCH's bend-plane behavior. A line is drawn connecting
the intersection of the incident tracks with the magnet, and the signed quantities ajm
and aout found. For perfect matches, they should be equal in magnitude and opposite
in sign. The match quantity Aa = ai, - ast is therefore a measure of the track
mismatch.
mass is assumed at this stage, since there is no PID yet, and proton-based widths
(driven by multiple scattering) are the largest of the commonly used species.
Each half-track, whether front or back, is used in at most one final, good-status
track. If more than one pairing is within the cuts on the match quantities, the pairings
which have the best X2 in those cuts are kept. The others are retained in the data
stream but flagged as bad.
3.4 Final Processing - PASS3
In Pass3, three things are checked which make use of the accurate time-of-flight from
the calibrated TOF wall. These are a TOF pointing verification (TOF-VERIFY),
the particle identification (of course), and a rematch, now with PID, of the front and
back tracks.
TOF-VERIFY
In Pass12, the requirement that a track point back to a valid TOF hit is very loose.
Tracks are valid if they point, in x, within 5 cm of the center of the TOF slat they
are associated with. Since the TOF slats are 1 cm wide, this is a very generous cut.
Furthermore, it is not constant across the TOF wall - the cut is in the X dimension,
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and the TOF wall forms (roughly) the arc of a circle.
TOF.VERIFY, written by Matt Moulson [Mou98], rectifies these problems. The
TOF position-resolution from multiple scattering is calculated from knowledge of the
spacing between T4 and the TOF wall, using the 3 obtained from the time of flight.
This resolution is combined with the intrinsic track angular resolution, estimated
from data on high-p particles. A projection is made into the coordinate system of
the TOF slat, and the resolution is then used to check whether a part of a hit TOF
slat is within 4- of the track projection. A similar cut is also made in y based on the
TOF y-resolution of 1.5 cm. Tracks which fail these cuts are flagged as bad and not
PID'd. Tracks which have more than one candidate TOF hit are associated with the
best one, based on a probability estimate in the two dimensions.
Particle Identification
In Pass3, the TOF wall information is used to determine the PID of particles. The
identification is done by making cuts in 1/3 vs. p, since these are the two variables
directly measured by the experiment and hence the ones whose uncertainty is best
understood. All tracks with a TOF hit still associated have a PID decision made,
even those which have been marked as bad for some reason; cuts on track quality are
instead made in the cross-section analysis.
For a given mass and momentum - the first assumed, the other measured track-
by-track - it is straightforward to calculate
1 = 
.___2 (3.3)
/expected P
The measured value is given by:
1 ct
- = - (3.4)/ measured (
where t is the time of flight and 1 the path length. Then the error in the difference
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Parameter Value (E866) Value (E917)
ut 130 ps 140 ps
Cres 0.0006/B (T-GeV/c)-'
Cms 0.0036/B T-1
Table 3.2: Parameter values used by PICD for the two running periods. B is the
absolute value of the magnetic field field setting, in Tesla.
can be written:
2 1 1 Up m2 / \2
1 32- - )= -p pm-2 + )(-), (3.5)
expected measured + m2 )
where the errors in 1 are not separately parameterized and have been included in the
Ut. 10 The error in the time, o-t, is the TOF resolution. The error in the momentum
has contributions from uncertainties due to multiple scattering and intrinsic position
resolutions of the spectrometer. It is parameterized as:
r (pCres)2 + ,s2  (3.6)
where Cres and Cms are constants referring to the intrinsic and multiple scattering
terms, respectively. They are obtained from Monte Carlo simulation. More details
on the derivation can be found in [Wan96, Sol94, HT93]. The parameters used are
summarized in Table 3.2.
Equations 3.3 through 3.5 are applied by the PICD module of the Pass3 anal-
ysis code. For each matched track, it loops over the set of particle types, to wit:
{e,7,K,p,d,t, 3 He}. If it finds the particle satisfies:
1 1
< 3oiA,3-i (3.7)
3measured /expected
then the particle is flagged as a candidate for that particle type. The sign of the
charge is determined from the bend direction of the particle in the magnet. A final
10This is because a- is measured by plotting the residual of Equation 3.5 in the first place.
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determination of species is then made by consulting a logic table, which is summarized
in graphical form in Figure 3-10. Essentially, there is an upper momentum cutoff to
each particle's identification, based on its overlap with its neighbors in mass. Two
exceptions are allowed because of the relative scarcities of the contaminants' yields:
electrons and positrons are allowed to contaminate pion spectra, and K+'s are allowed
to contaminate protons. Neither of these contaminations is of any importance for this
work.
REMATCH
As noted in Section 3.3.3, MATCH in the Pass12 stage assumes that all particles have
the mass of a proton, for purposes of determining the multiple scattering contribution
to their expected match-quantity distributions. REMATCH behaves exactly like
MATCH, again checking all pairs of back (A34) and front (TRFCK) tracks for a valid
match. The difference is that REMATCH is armed with the particle identification, for
those particles which made it through the PID process above. This can make tracks
with previously valid matches now invalid, and in some cases even change which pairs
of tracks are matched. Particles which are not PID'd are again treated as protons to
determine the cut values.
3.5 Final Processing - NTP3
Once Pass3 has run, the tracks and particle identification are established. The last
thing to be done is to condense the information down from the expansive size of the
Pass3 outputs, which contain all of the data banks generated from the output of the
DAQ through the end of Pass3, to a set of more manageable summary files. This is
done by NTP3, which achieves a compression of approximately a factor of 30 in the
data volume, and retains all of the essential parts of the data. Included is enough
information to redo particle identification and even TOF calibration if necessary, as
well as make all the cuts and corrections discussed in this and following chapters. At
this stage of the analysis, we are at the end of many months of long hours of heavy
82
0 0.5 1
Uniquely TOF identified
G Assumed Pion
1.5 2 2.5
N Kaon, not ID'd
El Proton ID'd for Z>O only
Pion, not ID'd
Figure 3-10: Regions of good particle identification. Note that the measured ' can
be less than 1 due to the TOF resolution.
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CPU usage, and the beginning of extracting physics from the data.
84
Chapter 4
Cross Section Analysis
4.1 Introduction and Definitions
In any scattering experiment, the total cross section atot for an interaction is defined
through the equation:
Nit = Nbeam(1 - e~ ), (4.1)
where Nint is the number of interactions, Nbeam is the total number of beam particles,
n is the number density of scatterers per unit volume, and t is is the thickness of the
target. For utotnt sufficiently small, Equation 4.1 can be well approximated as:
Ni=t = Nbeamntutot. (4.2)
Note that for purposes of Equations 4.1 and 4.2, Nint and atot can be replaced by any
N and attendant a, corresponding to any well-defined set of final states. For example,
some typical cross-sections that we will measure have an "interaction" defined as
anything in a given centrality class which produces an antiproton.
The total cross section is only directly measureable if you can measure every
"interaction", or extrapolate to that. For most of the processes (such as antiproton
production) we consider, this is not possible, and certainly in the limited-acceptance
Henry Higgins spectrometer of E866/E917 it is not. Instead, we measure differentials
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of the cross section, such as 2, where Q refers to the direction of the outgoing
particle. In a relativistic collision, it useful to use differentials which are Lorentz-
invariant, or at least invariant against boosts along the beam axis. The simplest
Lorentz-invariant differential one can write down is 4 , where p is the 4-momentum.
But this quantity contains a delta function, since real particles are required to be "on
shell," constrained by the equation
E2  2 +m 2 . (4.3)
Therefore we can write the full 4-space differential cross-section as
d'o-
dE d = 6(E 2 _ p 2 - m 2)f (E p1), (4.4)
where f(E, p) is a Lorentz scalar function, since both the left hand side and the 6-
function are also Lorentz scalars. But then we can integrate across energy, employing
the relation that
6(g (x)) = (X - ), (4.5)
where {xi} is the set of zeros of g(x). This integration turns Equation 4.4 into:
dag. 1
- - = -- f (E, p),(4.6)
dg 2E
which shows that Ed 3 is a Lorentz scalar.
Having shown this, we can rewrite the total cross section as the integral of a
Lorentz invariant:
-=J d1 7= J(E pQ EdpdQ. (4.7)
Using the relations of Section 1.5, we can transform Equation 4.7 into variables
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which are invariant against boosts along the z-axis. This then becomes:
orJ- = din dq dy. (4.8)
f(m_1 dmL do dy)
Finally, in this analysis we are not measuring the reaction plane of the collisions.
Therefore in using our spectrometer, fixed in lab space, we average over all reaction
planes. Therefore the quantity which we will measure will be the q-averaged invariant
cross-section, i d ,.
It will for many purposes be useful to consider instead the invariant yield of a
particle species. This number is defined as the cross-section for producing a particle
in a given interaction class, divided by the cross section for the interaction class as
a whole. Physically, it corresponds to the average number of particles of the species
produced in interactions of that class. It is often more intuitively understandable
in heavy-ion collisions where impact parameter can be (albeit indirectly) measured,
compared to pp collisions where it can never be; and it can also be useful in situations
where the total number of events of a class is better known than the elements of a
cross-section.1 The invariant differential yield will be written 1 d 2Ny, or when
integrated in mi, N. Since the factor of the total cross-section is the only difference,
the discussion of the measurement of the cross-section below applies equally to the
invariant yield.
4.2 Measurement of the Differential Cross-Section
The measurement of the differential cross-section is very straightforward conceptually,
referring to Equations 4.2 and 4.8:
" Count the total number of beam particles Nbeam.
" In each bin in (y, mi), count the total number of produced particles dN(y, mi).
" Obtain n and t from knowing the target properties.
'Such as, in our case, those arising from uncertainties in the target thickness.
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* Use the bin widths chosen for dy and dmi.
Then:
1 d 2 a- 1 dN(y, mi)
27rmi dmi dy Nbeamunt 27rm 1 dy dmi
E866/E917 makes use of this equation in a program called CROSS.2 CROSS's
primary function is to accumulate, as it loops over all the runs used by an analysis,
the quantities dN(y, mi) for each (y, mi) bin, and Nbeam.
Unfortunately, in the real world, what is measured cannot be exactly dN(y, mi).
Rather, it is the convolution dN(y, mi) g(...), where g(...) is an efficiency/acceptance
function, potentially dependent on any number of experimental variables. g is the
probability that, for a particle at a given (y, mi), it will enter the spectrometer,
travel through it, and be reconstructed and identified by the software. This changes
Equation 4.9 to:
1 d2 o 1 dNmeasured(y, min)
27m 1 dmi dy Nbeamnt g(...)27rmi dmi dy(
The accurate description of the function g is therefore the key to a successful cross-
section measurement, and the remainder of this chapter is devoted to its determina-
tion. We characterize it by factorizing it into four main parts:
g( AcsingEmui 4.1
(1 - fback)
where:
o A is a geometric acceptance function, dependent on the kinematics of the par-
ticle, the position of the spectrometer, and the magnet setting. It includes no
physics aside from a particle bend in the magnet. It is nevertheless a function
of the particle species because the momentum cutoffs vary between species (see
Section 3.4), and it of course varies with (y, Mi).
2Strictly speaking, CROSS is a shell, which has many user hooks for modifying its behavior. In
practice, most of CROSS's behavior is standarized, to which extensive modifications were needed to
make it work with the two-particle (ie, A) analysis.
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Sesing is the single-particle tracking efficiency. This includes such effects as mul-
tiple scattering, hadronic interactions, and decays, as well as the single-particle
tracking reconstruction. For the A analysis, it also includes the branching ratio
to the observed final state. It is a function of the particle species and the lab
momentum of the particle.
* EmUI is the part of the tracking efficiency attributable to multiple-particle effects,
such as hit blocking in the chambers and confusion of the tracking codes. It
is a function of the spectrometer conditions (e.g., number of hits in the drift
chambers) for the event, and the momentum and position of the particle as well
as spectrometer configuration. It is not an explicit funciton of centrality.
0 fback is the fraction of the detected particles attributable to background. In this
thesis it is parameterized as a function of momentum (p's) or of (y, mi)(A's),
as well as centrality and spectrometer configuration.
I take the first three of these in turn. Since the determination of fback is different for
p's and A's, its discussion will be deferred until Chapters 5 and 6, dealing with the
specific particle types.
4.3 The Geometric Acceptance
The correction for the geometric acceptance is similar in philosophy, but different in
practice, for the single particle (in this case P) and two-particle (in this case A and
A) analyses. In this section I will discuss the general approach and the specifics of
how it is done for the single particles. The discussion of the two-particle procedure
is left until Section 6.1.
4.3.1 The General Approach
The geometric acceptance of the spectrometer can vary from run to run, as the magnet
setting or spectrometer angle are changed. Therefore, this correction is done, effec-
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tively, on a run-by-run basis.3 For each run that will be run through the analysis, an
"acceptance histogram" is generated by CWNACC, a subsidiary program to CROSS.
This histogram is binned in (y, mi) and is non-zero in the regions where the spec-
trometer has acceptance. During CROSS's running, a summed "total acceptance"
histogram is created, which is the sum of these acceptance histograms, weighted by
the number of valid beam particles seen in each run. At the end of CROSS's run-
ning, the acceptance component of g, along with Nbeam, is included by dividing the
accumulated dN(y, mi_) by the total acceptance histogram.
In the single-particle analysis, the acceptance histogram does not include the effect
of the finite phi of the spectrometer. Instead, the phi slice is calculated particle-by-
particle, based on a fiducial cut in d, where s refers to distance along the path. This
cut is chosen to be
dy< 0.05, (4.12)
ds
which is well within all the geometric constraints of the spectrometer. It is primarily
limited by the aperture at the back of the magnet [Wan96].
4.3.2 Calculation of the Acceptance Histogram
Following [Mor94], the known geometrical edges of the chambers (with an 0.5 cm
fiducial cut to ensure that we are not troubled by edge effects) are transformed at
the y = 0 plane to cuts in (0, 0bend), where 0 bend refers to the bend angle through the
magnet. It is safe to consider only the y = 0 plane, since we are making the fiducial
cut in d above. Each bin in (y, min) is finely gridded, and each point checked tods
see if it is within the calculated boundary. Here arises one subtlety in the analysis.
In an effective edge approximation of the magnetic field, the bend angle is inversely
proportional to p. However, the MATCH code (Section 3.3.3) does not use a simple
effective edge approximation; therefore the actual particles have a slightly different
correspondence between angle and measured momentum. This correlation has been
3This is no longer true in the A analysis, since the calculation is computationally intensive. See
Section 6.1.
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Figure 4-1: Calculated acceptance for p's in a 29' run in the E866 data set. The
acceptance is proportional to the box size, with the maximum being 1, and excludes
the limited 0 coverage. The depletion in the middle is due to bad TOF slats.
parameterized from data [Ahl97], and this parameterization is used here.
The raw acceptance value is then the fraction of these thrown particles which
are within the boundary. This number ranges from 0 to 1, but a cut is made on
a minimum value of 0.8 in order to include a bin in the analysis, as points on the
edges of the acceptance may be biased in y or mI more than is acceptable. The
number actually used in the function g must also be corrected for bad TOF slats.
To do this, in each (y, mi) bin, the fraction of the q coverage subtended by each
bad slat is calculated (analytically, thanks to Equation 4.12) and subtracted from the
acceptance. See [Mor94] for more details on the bad TOF slat calculation.
The calculated acceptance for antiprotons in a typical 29' run in the E866 running
period is shown in Figure 4-1. Shown in Figure 4-2 are the summed acceptance
histograms from the E866 and E917 running periods.
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target correction) for each of the decay products of the A, so they enter twice.
4.4.1 Intrinsic Inefficiencies
The tracking code is quite good at finding tracks, but sometimes effects from detector
resolutions will cause them to lose a particle. This inefficiency has been checked
by running protons through the Monte Carlo, with detector resolutions turned on
but multiple scattering, hadronic interactions, and decays turned off. This intrinsic
efficiency is well described by the function
Eresolution = 100% - (1% GeV/c')p, (4.13)
shown fitted to simulated protons in Figure 4-3. Checks of pions and kaons give results
consistent with this parameterization. This inefficiency has been implicitly included
in the multiple scattering efficiency below, but factored into the determination of the
hadronic interaction correction to avoid double counting.
The linear fit to the intrinsic is very good at higher momenta, but diverges from
the data points below momenta of about 0.5 GeV/c. The amount of the divergence is
1-2%; I expect this effect on the systematic error of the hadronic interaction correction
(where it is used) to be about that level.
Run-by-run Inefficiency
The Monte Carlo experimental code assumes that the chambers are functioning as
designed, i.e. at -100% efficiency. This has been nearly true in the past, enough so
that effects from chamber inefficiencies have been negligible. This was not the case in
the E917 run. It was discovered that the number of tracks found per incident beam
particle was a function of run number, as shown in Figure 4.4.1. Since a changing
amount of noise in the tracking chambers would diminish the efficiency but would be
subsequently corrected out by the multiplcity-dependent correction, this latter correct
(see Section 4.5) was applied in Figure 4.4.1. The problem was traced to an overall
inefficiency in the chambers, which manifested itself in the variable mean number of
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Figure 4-3: Inefficiency for protons, as a function of momentum, with all hadronic
interactions and multiple scattering turned off. The line is a least-squares linear fit
to the data above 500 MeV/c.
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Figure 4-4: Tracks per beam and hits per track, each in 3 panels. Data are taken
from Veto-Override events, and normalized to Beam. All good event cuts have been
applied.
hits per track, also shown in Figure 4.4.1. The two are evidently strongly correlated,
as shown in Figure 4-5. Within each running configuration, the number of tracks
changed as a function of run. It was verified that this change was not due to any
variation in the rate of upstream interactions, nor was it local to any region of the
chambers or TOF wall. This is consistent with a hypothesis of variations in the gas
flow through the system leading to variations across the chambers, since they share
a gas system. The TRF chambers, which have an independent gas system, do not
show this behavior as a function of run.
If the two quantities are plotted against each other, a strong correlation is revealed
in Figure 4-5. Unfortunately, this curve, while slightly convex, does not approach an
asymptote. Furthermore, even if it were to approach such an aymptote, it is likely
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that that aymptote corresponds to a perfectly clean tracking environment, since much
of the hit loss is due to hit blocking and tracking code confusion, and this loss is
accounted for separately using the insertion metheod (See Section 4.5). Hence, we
need a way to estimate the 100% efficiency level. Comparison with tracks from the
190 1994 data set shows that the number of hits per track in that data set is close to
the number in the highest bin with any significant statistics, that is, about 54.5 hits
per track out of a possible total of 60. The tracking algorithms used were slightly
different, but not enough so as to make a significant difference in the number of hits
per track. Therefore I take the 100% line to be at the values of tracks per beam in the
54.5 hits per track bin. These correspond to values of 2.80x10 2 and 2.75x10- 2 tracks
per beam for 4A and 4B polarities, respectively. The efficiency is then parameterized
with a piecewise linear function of run number, which I will refer to as Chardware,
which is fit to the number of tracks found per beam and scaled to this number. The
various pieces of the parameterization are shown in Figure 4-6. In a very few cases
the parameterization sets the estimated efficiency larger than 1.0. Those runs are
fixed to an efficiency of 1.0.
4.4.2 Multiple Scattering
A charged particle traveling through the spectrometer is subject to multiple scatter-
ing. Usually this just contributes to the observed residual of the track's hits, but
occasionally too many hits fall outside the tracking codes' cuts, causing the track to
be lost. To estimate this inefficiency, tracks are generated in the MC with hadronic
interactions and decays turned off, and the simulated events run through the full
experimental data chain. This is done separately for each particle mass, though not
each charge sign, as multiple scattering effects are insensitive to the sign of a particle's
charge. The inefficiencies as a function of momentum for pions, kaons, and protons
are shown in Figure 4-7.
Multiple scattering is a function only of Op, and therefore we expect the inefficien-
cies to be parameterizable that way as well. The function used in the fits in Figure
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Figure 4-5: Tracks per beam versus hits per track, in two presentations. All tracks
are from veto override events only, and all good event cuts have been applied.
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B=2kG B =4kG
Species A1  A 2  A1  A2
Pion 0.9685 3.666x10- 3 0.9707 4.669x10-3
Kaon 0.9679 4.722x10- 3 0.9689 5.779x10-3
Proton 0.9632 5.167x10- 3 0.9660 5.976x10-3
Table 4.1: Multiple Scattering Efficiency parameters for both magnetic field settings.
The parameters are fits to Emuls, referring to Equation 4.14, and are used for both
particle and antiparticle and both polarities of magnetic field. They include implicitly
the intrinsic resolution inefficiency 6 resolution.
4-7 is:
Cmuls = A1 1
A2
0 2 P2) (4.14)
The fit values found for the various particle species are summarized in Table 4.1.
4.4.3 Hadronic Interactions
Sometimes, particles traveling through the material of the spectrometer will have a
hadronic interaction. For inelastic collisions as well as most elastic ones, the particle
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Figure 4-7: Efficiencies for detecting a single Monte Carlo track, only including losses
due to multiple scattering and resolution-based intrinsic inefficiencies. The fits are
to Equation 4.14. The high-momentum cutoffs are due to the PID momentum limit.
See Section 3.4. The low momentum cut-offs are indicated by the vertical lines and
are set based on this analysis.
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0.8
0.6
Species B 1  B 2  B 3
7+ 0.0206 0.0573 2.21
r- 0.0260 0.0051 4.02
K+ 0.0101 0.281 1.11
K- 0.0242 0.033 3.73
p 0.0205 0.0166 4.65
P 0.0197 0.0638 -0.00844
Table 4.2: Hadronic Inefficiency parameters for the different particle species. The
parameters refer to Equations 4.15 and 4.16, for the first 5 species and the antiprotons,
respectively.
to be lost to the tracking. This is again simulated with the Monte Carlo, this time
turning off multiple scattering and particle decays.
Plots for obtained efficiencies for the the various particle species as a function of
momentum are presented in Figure 4-8. The plots are fit to the purely empirical
functions
Espec = Eresolution(p) ( - B1  + (4.15)
'spec Eresolution(p) (1 - B1 - B 2 1p - B 3/p 2 ) , (4.16)
where Equation 4.16 is used for the antiproton dependence ad 4.15 is used for all
other particle species. Values obtained for the constants in this expression for the
various particle types are summarized in Table 4.2.
Target Correction
As noted above, the experimental Monte Carlo does not include the target material.
This is partly because the target changes from year to year and sometimes even within
years, and partly so that we may make the hadronic corrections without reference to
the spectrometer angle setting. However, particularly for the antiprotons, the contri-
bution of the target to the hadronic interaction cannot be neglected. Therefore we
make an estimate of its contribution from physical arguments combined with simu-
lations. First, by simple geometry, the average thickness of target material traversed
100
1 9
r0.9
0.8
0.7
0.9
0.8
0.7
1
=0.9
0.8
0.7
1 2
Proton
0.5 1 1.5
p (GeV/c)
-t4 ,+ 4- ++ + +
0.5 1 1.5
p (GeV/c)
K+
' ++ +
0.8
0.7
p (GeV/c)
~0.9w:.g
0.8
0.7
0 9
0.9
0.8
0.7
1
*0.9
1 2
p (GeV/c)
Anti-Proton
Figure 4-8: The efficiency for detecting a single Monte Carlo track, only including
losses due to hadronic interactions and intrinsic (resolution-based) inefficiencies. The
fits are to Equations 4.15 and 4.16. The high-momentum cutoffs are due to the PID
momentum limit. See Section 3.4. The low momentum cut-offs are indicated by the
vertical lines and are set based on the multiple scattering correction, except for the
antiproton number, which is based on this analysis.
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by a particle is given by:
ttarg = tPhys (4.17)2 cos 6'
where tphys is the physical thickness of the target. Second, hadronic cross sections of
particles on nuclei scale almost as you would expect if you considered the nuclei to
be bags of nucleons. That is, very nearly,
UXA = UXNA (4.18)
The material of the target is known, as is the material of the spectrometer (See Ap-
pendix D for a complete tabulation of the material in the HH spectrometer). There-
fore, using this scaling, we can write the fraction of particles which have interactions
in the target htarg as a function of hspec = 1 - Cspec:
?ltar gltarg < A 2 '3 >
htarg = hspec targ (4.19)
nspec spec < Aspec >
where n refers to the number density of nuclei in the target or spectrometer, 1 to the
length traversed, and the last factor in both numerator and denominator is the mean
2/3 power of the atomic number of the material. The subscripts refer to the target
(targ) or spectrometer (spec). In these terms, we can also write (for either target or
spectrometer)
nl < A>
t = n(4.20)
NAv
where t is the thickness in g/cm2 and NAv is Avogadro's number. The target is made
of gold, and treated as pure A = 197, so we can rewrite Equation 4.19 (substituting
for the length of the target traversed from Equation 4.17) as:
ta A- 1/3 < Ase>htarg = h ttarg Aj( spec > (4.21)
c 2 cos 0 tspec < Apec >
All of these quantities are known from the construction of the spectrometer, so we
can use this to apply the correction. The final efficiency is given, in the small-rate
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aproximation, by:
Chadr = 1 - (hspec + htarg) (4.22)
4.4.4 Decay correction
Pions and kaons, as they travel through the spectrometer, can decay. This probability
is expressed by the standard expression:
P(t) = ret, (4.23)
where P(t)dt is the probability density of the decay occuring in the interval between
the proper time t and t + dt, and T is the decay parameter for the particle (CT = 7.805
m for pions [Gro98]). For a particle with a given momentum p, we can write instead
the probability of survival Psur, through a given distance traveled 1 as
Psurv(1) = e O-c. (4.24)
To first order, any particle which decays between the target and the TOF wall
is not reconstructed. To second order, this is not true, and we must correct the
correction for the particles which are reconstructed. 50% of decaying charged pions
decay via
7F /- + V/, (4.25)
and with the small mass difference between the pion and muon, the daughter muon
is frequently still reconstructed.
Those which decay before the magnet will be reconstructed with the muon mo-
mentum, which studies have shown to be nearly uniformly distributed between from
half to all of the pion's momentum [Wan96]. Fortunately, the distance involved is
only -2 m, so the fraction of pions decaying in this region is very small - less than
1%, down to the minimum momentum accepted as a cutoff. Since attempting to
reconstruct the original momentum distribution is difficult, and the effect is small,
this effect has been neglected.
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reconstructing a pion
the momentum of the
which decays
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is to a straight line.
Parameter Value
Do 0.217
Di 0.236 (GeV/c)- 1
Table 4.3: Parameters for the pion decay second-order correction, from a fit to Equa-
tion 4.27.
Muons from pions decaying after the magnet but before the TOF wall can likewise
be reconstructed, this time with the momentum of the original pion. The fraction
of pions decaying between T3 and the TOF wall which are reconstructed as pions is
plotted as a function of momentum in Figure 4-9. This has been parameterized as a
linear function of momentum,
Precon(p) = Do + Dip, (4.26)
where Do and D1 are obtained from a fit and summarized in Table 4.3.
In extracting the final correction, there is one small additional complication. The
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path length the particle travels is variable, depending on both the momentum and
position in the spectrometer. The full path length to the TOF wall is calculated in
the reconstruction procedure, and is noted 1TOF; the path length between T3 and the
TOF wall can be found from the known slope of the track in back, and is written as
lback -
Then the final probability of being reconstructed can be written for pions as:
Pfind = Psurv lTOF) + (Psurv(lback) - Psurv lTOF))Precon(P). (4.27)
Because of the pion's long decay length, this effect is everywhere less than 2%.
The probability for kaon decay can be treated similarly, but is omitted here.
4.4.5 Final Correction
To make the final single track correction, we must multiply all of the corrections
discussed above together. This correction is 1/6sing, where
'Esing = Ehardware Emuts 'Ehadr Edecay (4.28)
Work by James Dunlop and Fuqiang Wang [Dun99, Wan96] has shown that this
factorization in fact obtains when applied to single tracks simulated in the MC with
all effects turned on.
4.5 Multiple-Track Effects
As the particle multiplicity in the spectrometer increases, it becomes more difficult to
find tracks. This is due to two major causes. First, as the hit density increases, tracks
are more likely to pass through regions of space where the detector is insensitive due
to the passage of another nearby track; in the TOF wall, the timing or y position
of a hit may be altered, invalidating its PID. Second, as the occupancy increases,
the combinatorics that the tracking needs to sort through rise, and the likelihood for
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confusion in associating hits with a track increases. Either of these effects decrease
the probability of successfully finding a track.
To correct for these effects, we must study the tracking efficiency against some
measure of the multiplicity. E866/E917 uses an insertion technique pioneered for our
collaborations by Larry Ahle [Ahl97]. A set of "clean" tracks is extracted from the
data sample and merged with the unfiltered data set. For purposes of this extraction,
"clean" is defined by having isolated hits in a cylinder surrounding the reconstructed
track, demandingthat there are no hits around the track other than those attributable
to the track itself. Larry Ahle showed that such tracks are nearly unbiased with
regards to the number of hits per track in the average track. He estimates that
systematic error in the procedure from a mismatch of data samples is 1-2% [Ahl97].
The merged data so obtained is then run through the analysis chain. The efficien-
cies for still finding the inserted clean tracks are parameterized as a function of three
event variables. In order of significance in the parameterization, they are:
e Weighted Hit Sum (WHS): This variable is designed to make a measurement of
the occupancy of the chambers. It is defined as: Ech E, hch,v/wch,v, where ch
and v refer to chambers and views (i.e., X,Y,U,V), and h and w are the number
of hits and number of wires respectively.
e T2X Position: The position of the track at the first T2 X-plane. This is needed
because the hit density is not uniform across the spectrometer, so the occupancy
expected as a function of WHS varies with x position.
e Momentum: The momentum of the track. Lower momentum tracks tend to have
a greater degree of confusion associated with them in the tracking algorithm.
The corrections used for the E866 data are the same as those originally extracted
by Larry Ahle and can be found in his thesis. For the E917 data, Appendix B con-
tains the plots used to obtain the efficiency parameters and the extracted parameters
themselves. Here it suffices to say that inefficiency plots are made in bins in T2X,
with plots as a function of WHS and momentum fitted independently. The WHS fits
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are to a cubic polynomial, and the momentum dependence is treated by fitting the
full momentum-dependent inefficiency to a straight line and then factoring out the
average correction. Hence the final correction is 1/cmuit, where
Emult = 1 - (Ao + (WHS)A1 + (WHS)2 A2 + (WHS)3 A3) B0  (4.29)B0 + BIP
with P the mean momentum in this T2X bin, and {A} and {B} the fit parameters
extracted. The cubic term A3 was non-zero only for the 140 data in the E866 data
set.
Shown in Figure 4-10 are average inefficiencies for 4A and 4B, as a function of
WHS and momentum - these are the averages of the plots in Appendix B, and are
not themselves used to correct the data. The correction was found [Cha98, Ahl97] to
make the inefficiency flat as a function of ZCAL centrality and momentum.
For the p's and A's measured in E917, the average multiplicity-dependent correc-
tions were 1.7 and 3.8 respectively. The A correction is larger than the p because the
efficiencies enter once for each daughter in the two-particle analysis.
4.6 Systematic Errors
The systematics arising from the corrections in this chapter are common to all of the
results of the subsequent chapters, and hence are discussed here. Other systematics
will be discussed in the chapters dealing with the specific particles under considera-
tion.
4.6.1 Normalization Errors
The statistical error in measured yields from the number of beam counts measured is
included in the error bars reported, and is always very small. More significant as a
source of error is the uncertainty in the fraction of cross-section included in a given
centrality cut. This error is estimated to be ~ 5% in both the E866 and E917 data.
It is generally an overall systematic shift rather than point-to-point.
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Figure 4-10: Efficiencies derived by the insertion technique on E917 LVL2 data, for
(a,b) 4A and (c,d) 4B polaries, as a function of (a,c) WHS and (b,d) Momentum (see
text).
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4.6.2 Tracking Correction Errors
First, the run-by-run efficiency correction will have at most minimal systematics in
the spectral shapes, as all data in the E917 run is from the same angle and differences
in acceptance shape between 4A and 4B polarity are small. However, there is an
overall systematic uncertainty from the fact that the 100% level is not well-known.
This uncertainty I estimate from the extrapolation of the hits vs. tracks correlation
to be < 5%.
First, the error on the fit parameters to the multiple scattering function are gen-
erally small. Based on the error bars on the individual points in the rapidly changing
regions, I estimate a contribution to the systematic error of < 2%, with smaller values
at higher momentum. Contributions to this from any uncertainty in the spectrometer
materials are negligible, since the effect is dominated by the path length through air,
which is very well-known.
The error in the hadronic correction comes from three sources. First, uncertainty
in the fits is generally less than 2% but becomes as much as 4% for the low-momentum
pions, which are poorly fit due to the (unfit) increase in the wrN cross-section at the
A resonance. Second, error arising from approximation of the materials in the spec-
trometer. An an upper limit on this, I note that a significant error in the description
of the materials in the spectrometer was made in the previous estimation [Wan96]
of the hadronic interaction's effects, and corrected in this work. The absolute differ-
ences between the two works' results were everywhere less than 2%, with particles
other than the p showing even smaller effects. The third contribution arises from
the estimation of the contribution of the target to the correction. The target con-
tribution is only included for the antiproton data, not for the antilambda data, as
no data on antilambda annihilation cross-sections exist at the relevant energies. For
the antiprotons, the target contribution is on the order of 40%-50% as much as the
spectrometer contribution, which is itself approximately 7%. An estimation of how
much the approximation used may be inaccurate is difficult, but the worst case sce-
nario leads to a contribution to the uncertainty of no more than 3%, and I believe
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that it is less than 1%. However, omitting the target correction for the A leads to a
difficult-to-estimate understatement of those yields, likely to be approximately 2-3%.
Most of these errors will again generally be in the overall level, though there is some
momentum dependence.
The underlying pion decay correction is well understood from theory, and so any
contribution of that portion of the correction to systematic error is negligible. The
contribution due to the correction to the decay correction must be considered, how-
ever. For purposes of this work, the pions (uncorrected for) which decay before the
magnet are completely negligible. This is because their reconstructed momenta are
those of the muon, and therefore will contribute only to the background. Those that
decay between the magnet and TOF wall are corrected for, and the error in this
correction can be up to 25% at lower momentum. Since the fraction of pions which
decay here is at most 2% of pions, however, this is still less than an 0.5% contribution
to the systematic error.
Finally and perhaps most significantly, there is uncertainty in the insertion-derived
tracking inefficiencies. This has been estimated by James Dunlop and Wen-Chen
Chang [Dun99, Cha98] to be < 5%.
4.7 CROSS Operationally
With all the corrections in hand, we have several pieces contributing to the final m1
spectra. For historical and coding reasons, they are treated in three separate ways
as they enter into the function g(...). First, the acceptance, the count of Nbeam, and
the factors for the target and binning used are kept by filling the summed accep-
tance histogram with these factors as weights. Second, the corrections for efficiencies
are applied particle by particle in the histograms which collect weights and squared
weights. Finally, the weighted counts attributed to background are collected sepa-
rately. I will to discuss this last point, since although the background determinations
are done separately for the A and p, once the determination is made, the quantities
are treated absolutely identically by CROSS.
110
When all is done, then, there are several relevant histograms to the final results:
" S: Raw signal counts. This is kept in order to track Poisson statistics later.
" wS: Weighted signal counts. This includes all the corrections discussed in this
chapter.
" w2S: Raw counts, weighted by the weights above squared. This is used to
generate chi-squared statistics. This is the square error on wS, by construction.
" N: Normalization. This is simply proportional to the beam-weighted accep-
tance.
" N2: Normalization square error, constructed by summing the square of the
normalization run-by-run.
" B: Raw background counts. Again, this is needed to track Poisson statistics.
" wB: Weighted background counts. This is subtracted from wS.
The acceptance is calculated in very fine bins, and it is statistically necessary to
combine these fine bins into the wider bins the final cross sections are reported in.
This merging enables us to have the changing acceptance to be finely binned, and
the the statistics in the final bins be reasonably sized, without introducing additional
systematic error from the acceptance. In merging the bins, each bin is weighted by
its individual acceptance in entering into the mean. The mean m 1 is just the average
of the mean m I's of the combined bins. This latter result is an approximation to the
mI value desired to report - which is the point at which the reported differential yield
is correct - under the approximation that the m 1 distribution is linear across the bin.
For the widest bin in m 1 used in this thesis, for which the m 1 bins are combined
across a width of approximately the extracted exponential inverse slope parameter,
I estimate that the differences in reported 1 d 2 N will be less than 5%. For the27rm b dse, dy
smaller bins used elsewhere, the error is much smaller than this.
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Once this is done, the final cross section in the bin is obtained by a simple oper-
ation:
1 d2cr wS - wB (4.30)
27rmj dmi dy N
Likewise, the error reported in the cross-section plots and tables is obtained by:
2 _WS2 w2S (wS2 N2UCS - N (wS)2 t m KN N 2 '
omitting any separate error on the background not arising from the statistical number
of counts in S, which was presumably part of the determination. The statistical error
on the normalization is included but is typically small in comparison to the errors on
the counts.
One thing that it is important to note here is that, in order for me to report
accurate error bars, it is not important that the quantity B be an accurate measure
of the real fback. Examining Equation 4.30, all that is needed is for B to be an
accurate estimate of the actual level of background. The use of fback in CROSS is
merely a means to that end. As we shall see in Chapters 5 and 6, this is in fact the
case for both the p and A analysis. Of course, there is no doubt that some additional
statistical error is incurred due to uncertainties in B that are not accounted for in
the above. This will be discussed in Chapters 5 and 6 about the individual analyses.
Finally, the resultant mI spectra can be fit to one of two functions in order to
extract dN:
1 d2N dN M- m j -mo
2rmI dm 1 dy dy 27r(Tm2 + 2moT 2 + 2T 3 ) T (4.32)
1 d2 N dN 1 mi-mo
27rm 1 dmi dy dy 2r(Tmo + T 2 ) e T (4.33)
Equation 4.32 is a Boltzmann distribution in mi, and Equation 4.33 is a simple
exponential. The two fit functions have characteristic differences but give generally
similar results. Obviously the ! is a very physical fit parameter, but in the absence
of explicit thermalization, T loses its meaning. Therefore to compare between particle
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species fit with different functional forms we will often use the mean m1 of the fit
distribution, <iI>. For the two expressions above the <min> can be derived as:
<mL> = mo + T + T(4.34)
_ mI + 3mTT + 6moT 2 + 6T 3
<mi = . (4.35)
M2 + 2moT + 2T 2
There are two methods of carrying out the fit. For the low-statistics two particle
data and E866 p data set I have used a Poisson-statistics fit to the total number
of counts S+B; for the high-statistics E917 p data set, I estimate the point-to-point
systematic error at 2% and include that as well in a X2 fit. The differences in final
output numbers are less than 5% between the two different methodologies, but given
the data sample sizes I believe the choices I have made to represent the final errors
on the extracted parameters most accurately.
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Chapter 5
Antiproton Analysis
5.1 P Data Sample
The data analyzed in this chapter were taken from two separate data sets, the E866
1994 data run and the E917 1996-1997 data run. Though the E917 data set was far
larger, it suffered from not having back angle data, which reduced its coverage in
rapidity and made extraction of a total yield from that data set alone impossible.
5.1.1 E866 Data Set
The angle settings, LVL2 trigger settings, and statistics acquired in the E866 run are
summarized in Table 5.1. The E866 data was further divided into bins in ZCAL in
order to study the centrality dependence. The bins used, and the statistics in each
bin (before cuts and background subtraction), are summarized in Table 5.2.
5.1.2 E917 Data Set
The E917 data set used here was taken all at the 19' angle setting, at 4A and 4B
polarities.' Three separate, non-independent sets of centrality cuts were analyzed: a
minimum bias measurement; a simple central/peripheral cut, to be used for direct
comparison to the A data presented in Chapter 6; and five disjoint bins in centrality
'The E917 data also includes 140 data, which was not fully analyzed at the time of this writing.
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Angle Setting Trigger Events j candidates
140 SPEC 1666K 425
190 SPEC 1370K 242
240 SPEC 158K 22
2K/P 31K 42
K-/p 90K 213
290 SPEC 130K 13
2K/p 32K 29
K-/p 65K 112
340 SPEC 100K 5
2K/p 13K 32
K-/p 49K 79
Table 5.1: E866 p Data Set by angle and trigger condition.
Centrality ZCAL range (GeV) p candidates
Central (0-12%) 0 - 570 346
Mid-Central (12-32%) 570 - 1290 318
Peripheral (32-76%) 1290 - 3000 160
Table 5.2: The E866 p Data Sample by
Centrality column refers to the fraction
barns.
the centrality bins used. The range in the
of the total interation cross section of 6.78
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Centrality Bin p Candidates
Minimum Bias 13116
0 - 23% 8253
23 - 76% 4863
0- 5% 2476
5 - 12% 2701
12 - 23% 3076
23 - 39% 2562
39 - 77% 2301
Table 5.3: E917 data set, by centrality bins. Double lines separate the three non-
independent divisions of the data set. All data is at the 190 spectrometer setting.
The fractions of centrality refer to the percentage of the total Au+Au cross section
of 6.78 barns. See Section 3.1.4 for the centrality definitions.
(to extract a complete centrality dependence). The statistics for each sample are
summarized in Table 5.3.
5.2 P Backgrounds
In this section, I discuss the derivation of the background fraction, fback, which is
the only aspect of the antiproton analysis which requires any elaboration beyond the
discussion of Chapter 4.
5.2.1 Sources of Background
With any rare particle, the backgrounds contributing to candidates for that measure-
ment are an important consideration, and the antiprotons produced in these collisions
are no exception. There are two primary sources of background for these particles.
First, there is ambiguity in particle identification. As discussed in Chapter 3,
the PID used here is based exclusively on the time-of-flight wall, for which particle
species become indistinguishable at high momentum. The ambiguity is minimized
by making an upper momentum cutoff of 2.9 GeV/c or 2.83 GeV/c (E866/E917),
which corresponds to the intersection of the 3c- contours of kaon-mass and proton-
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mass particle identification (See Figure 3-10). However, the number of negative kaons
produced in these collisions is a factor of 100 greater than the number of antiprotons,
and the number of negative pions is nearly 10' larger, so even at a greater than 3-
distance from these particles' peaks, there is a non-negligible contamination under
the antiproton mass peak. This effect is mostly present at high momentum, where
the PID bands begin to merge.
Secondly, there are random tracking combinatorics. These may arise from mis-
matching of a negatively charged particle's track with a positive proton TOF slat, and
may include other spurious TOF hits interacting with negative tracks. This effect is
always present, but is more significant at the lower momenta, because MATCH (See
Section 3.3.3), based on spreads due to multiple scattering, has wider cut windows at
low momentum.
5.2.2 Parameterizing the Background
The particle identification cuts are made, as discussed in Section 3.4, in vs. p space.
Therefore I use the same space to estimate the backgrounds in our signal. For each
each angle/field setting and centrality bin, and binned as finely as the statistics can
support in momentum, histograms were made of the TOF residual
1 1
ATOF measured f expected (5.1)
where the expressions in the RHS are from Equations 3.3 - 3.5, using the proton
mass for all negative tracks. This plot for the entire E866 19' 4B data set is shown
in Figure 5-1(a). Similar plots for all of the subsets discussed in this chapter can
be found in Appendix A. There are three portions to this spectrum. At negative
residual values, a large signal, roughly exponentially falling, is the tail of the K- (and
perhaps 7r-) signal. At high values of the residual, we see a flat background from
random combinatorics. In the middle is a Gaussian peak of the signal.
A fit to Figure 5-1(a) has been made to the functional form:
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(a) TOE , all j candidates at 19'.
Figure 5-1: p background distributions
are to Equation 5.2.
(b) 'OF , all
LVL2 running)
candidates at 240 (mostly
at 2 angle settings in the E866 run. The fits
(- B)2
y = Ae 2,2 + Be-kx + c (5.2)
The three terms correspond to the Gaussian signal, the exponentially falling con-
tribution from kaons and pions, and a constant combinatoric term. This fits well to
the data, with a X2 /dof near 1. The fit a- is close to 1, and xo is close to zero, imply-
ing that we have calibrated the TOF wall accurately and understand its resolution.
Therefore, in fits to the smaller sets of data actually used to obtain the background
fraction, I fix these parameters at 1 and 0 respectively. In the E917 analysis, the full
fits found values for the mean of the distribution varying from zero by about 0.1-, an
effect believed to be due to imprecision in the TOF calibrations. Therefore, I have
fit these distributions fixing those means, which were found separately for 4A and
4B data. The offsets used were -0.13- and 0.07- for 4A and 4B respectively. The
width of the distribution was still consistent with 1.0. Because of the 3- width used
in identifying particles, the systematic error on the yield from this level of offset is
completely negligible. From the constrained fits, I extract the background fraction
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under the antiproton peak, within 3- of x = 0.
The LVL2 trigger system also makes its online cuts in the same space, and this
reduces the lever arm available to make the exponential fit in runs that used the LVL2
trigger. If one could fit the backgrounds using only the data from veto-overriden
triggers, this would be an acceptable alternative, since the background fraction inside
the LVL2 region should not change, but unfortunately there are simply not enough
statistics. In the E866 running period, this proved to be a problem at the back angles
using the LVL2. The E917 19' triggered data showed no difference between the LVL2
and veto-out data, so I have chosen to use the LVL2 triggers in order to more finely
bin the background function.
The distribution of ATOF at an angle setting with the LVL2 in E866 run is shown
in Figure 5-1 (b). The reduced horizontal scale is due to the LVL2 trigger, which made
cuts outside that region. This increases the uncertainty of the fit that was used, as
the exponential part in particular has little lever arm. Alternative fits were tried,
using a linear term plus a Gaussian, both for the LVL2 data and the 14 and 19 degree
data, over the same restricted range available in the LVL2 data. It was found that
this second fit gave systematically higher background fractions, particularly in the
higher momentum regions. The differences in the techniques provide an estimate of
the sytematic uncertainties in the background. I have used the form of Equation 5.2
for all angle settings.
The actual fit function used was a slightly different representation of Equation
5.2, in order to directly obtain the background fraction and its statistical error.
This function was:
e_-(X-X2_ (1 + Be-kx)y =A fsig + (1 - fsig) . . (5.3)2~ 6 + 2 smh(3k)]
In the above, fig refers to the fraction of candidates (within 3- of the peak) which
are actually signal (i.e. fLig = 1 - fback), A is the overall normalization, and the other
parameters constrain the shape of the background as in Equation 5.2.
The final values for the background fraction fback (1 - fsig) obtained in this way
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Figure 5-2: (E866) Parameterization of background fraction as a function of p, for
140 (left panel) and 19' (right panel) data. The solid line is the background fraction
bin-by-bin, and the dashed line shows the parameterization.
are summarized in Appendix A.
For the angles at which there are enough data to fit multiple bins in momen-
tum (14' and 19'), this provides an average background fraction over the momentum
bin. For the E866 data, the momentum bins are fairly wide. Therefore, using these
numbers and the mean momentum in each bin, I have made a piecewise linear param-
eterization of the background fraction as a function of p, which I find by demanding
continuity and that the average background fraction in each bin be recovered. The
results of these solutions are shown in Figure 5-2. As a check, I have made antiproton
cross sections using both this paramterization and a stepped background function
with the fractions found bin by bin. The results were similar to within 10%, except
in the lowest m 1 bins where the difference is up to 15%. This is another estimate of
the systematic error arising from my background methodology.
In the E917 data, I have enough statistics to allow even finer momentum binning,
so instead I apply the backgrounds stepwise in momentum. The bins and an example
of the fractions used (for the minimum bias sample) are shown in Figure 5-3. Tables
and figures of all the parameters used can be found in Appendix A.
120
0 0.5 1 1.s
4A, C5
2 2.5 .5 1.
4B, C5
2 2.S 3
(a) 4A polarity (b) 4B polarity
Figure 5-3: p signal fraction vs. momentum for E917 minimum bias data.
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The correction due to the background fraction obtained above was then applied
particle by particle as discussed in Chapter 4. As discussed there, the statistical error
bar reported is based on the assumption that the P error bar is attributable entirely
to the uncertainty in total counts. From the slightly larger errors on the fits to the
background, I estimate that the statistical errors reported from CROSS, shown below,
are an underestimate by approximately 20% of the error bar.
5.3 Results
With two data sets having so many differences in running conditions and corrections
made between them, I found it best not to combine them directly. Therefore the
results from the two analyses are presented separately. The resultant spectra are
however entirely consistent.
5.3.1 E866 P Results
Presented in Figure 5-4 are the minimum bias transverse mass spectra of the pbars.
The fits are to the Boltzmann distribution in m 1 of Equation 4.32, although it was
found that there is no significant difference in goodness-of-fit between the Boltzmann
fits and the exponential fit of Equation 4.33. The Boltzmann fit was used to provide
an easier direct comparison to the protons, which are generally fit with a Boltzmann
distribution. The inverse slope parameters and d are summarized in Table 5.4.dy
Since this is a symmetric system, the measured data points are equally valid for those
reflected about the mid-rapidity value of y = 1.6; this feature also allows me in Figure
5-5 to fit the ! to a Gaussian constrained to peak at central rapidity. From the fit,dy
an integrated total yield of 1.22x10- 2 t 0.06x10- 2 p per interaction is extracted. The
width of the distribution is 0.50 ± 0.02 units of rapidity.
As a cross-check, in Figure 5-6, the minimum bias mI spectra measured by the
E866 Forward Spectrometer[A+98a] are plotted with the Henry Higgins data for a
direct comparison. The Henry Higgins data have been rebinned to match the rapidity
bins used in the FS analysis. As can be seen, the agreement is good in the overlap
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Figure 5-4: (E866) m1 spectra for antiprotons in minimum bias events. In this and
all spectra the arrow at the base of the error bar indicates that the error bar is at
least 80% of the point's value.
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Figure 5-5: (E866) ! for antiprotons in minimum bias events, fitted to a Gaussian
centered at yCM = 1.6. The solid points are the measured data, and the open points
reflected around midrapidity. The fit parameters are a total yield of 1.22 + 0.6x10-2
and a width of 0.50 t 0.02.
124
I I I i i I i i
Rapidity Bin d (x103 ) Inverse Slope Parameter (MeV)
0.60 - 0.75 2.3 t 0.4 142 ± 43
0.75 - 0.90 2.9 t 0.4 164 ± 30
0.90 - 1.05 4.1 ± 0.6 160 + 20
1.05 - 1.20 6.5 ± 0.8 156 ± 16
1.20 - 1.35 8.8 t 1.0 178 + 28
1.35 - 1.50 10.9 ± 2.6 254 + 120
Table 5.4: (E866) Inverse slope parameters and N for antiprotons, at minimum bias.dy
regions.
This procedure can also be carried out for the data divided as a function of
centrality. The results of this work are summarized in Figures 5-7 - 5-9 and Table
5.5. Finally, the total yields obtained by the Gaussian fit are summarized as a function
of centrality in 5.5.
Systematic Errors
There are numerous sources of systematic error on the antiproton measurement. Some
were discussed in Chapter 4, and add up to an estimated systematic error of about
8%. The largest single source of error in the measurement, however, arises from
the determination of the background. For the E866 data, although they are well-
fit and constrained at 14'and 19', where there are many candidates, at back angles
they are less-well determined. Furthermore, the errors on the fback returned by the
fit is typically somewhat larger than the error attributable solely to the number of
signal counts as assumed by the CROSS algorithm (see Section 4.7). From these
sources of error, as well as differences between varieties of background fits, I estimate
a systematic error in the E866 data of 10-15%. The E917 data, in contrast, is only
at two spectrometer conditions, and the fits are much better constrained and binned
more finely in momentum. I estimate systematic errors attributable to background
in the E917 data to be < 5%.
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Figure 5-6: (E866) m_ spectra for antiprotons from both the Henry Higgins and
Forward Spectrometer. Only the back rapidities of the FS are plotted. The Henry
Higgins data have been rebinned in order to compare the results directly.
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Figure 5-7: ji m 1 spectra for E866 in the 0-12% central bin. In this and all spectra
the arrow at the base of the error bar indicates that the error bar is at least 80% of
the point's value.
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Figure 5-8: p mI spectra for E866 in the 12-32% central bin. In this and all spectra
the arrow at the base of the error bar indicates that the error bar is at least 80% of
the point's value.
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Figure 5-9: P mI spectra for E866 in the 32-77% central bin. In this and all spectra
the arrow at the base of the error bar indicates that the error bar is at least 80% of
the point's value.
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Central (0 - 12%)
Rapidity Bin d (x10 3 ) Inverse Slope Parameter (MeV)
0.60 - 0.80 6.2 ± 2.0 125 ± 45
0.80 - 1.00 7.4 ± 2.1 140 ± 27
1.00 - 1.20 10.6 ± 2.4 194 ± 37
1.20 - 1.40 18.3 ± 4.7 280 ± 146
Mid-Central (12-32%)
Rapidity Bin dN (x10 3 ) Inverse Slope Parameter (MeV)
0.60 - 0.80 2.8 ± 1.1 113 ± 40
0.80 - 1.00 3.9 ± 1.0 138 ± 29
1.00 - 1.20 9.5 ± 1.8 122 ± 20
1.20 - 1.40 12.4 ± 2.3 197 ± 62
Peripheral (32-76%)
Rapidity Bin d (x10 3 ) Inverse Slope Parameter (MeV)
0.60 - 0.80 0.9 ± 0.4 161 ± 113
0.80 - 1.00 1.3 ± 0.3 216 ± 67
1.00 - 1.20 2.3 ± 0.4 214 + 39
1.20 - 1.40 4.9 ± 1.7 123 ± 29
Table 5.5: (E866) Centrality dependence of inverse slope parameters and N fordy
antiprotons.
Table 5.6:
minimum
Centrality Bin Total Yield ! Width
Minimum Bias 10.3 ± 10.3x10- 3 0.50 ± 0.03
Central 0-12% 17.0 ± 17.0x10- 3 0.58 + 0.14
Central 12-32% 16.0 ± 16.0x10- 3 0.45 ± 0.05
Central 32-76% 4.2 ± 4.2x10- 3 0.47 ± 0.09
(E866) Fit parameters for the Gaussian fits to the integrated P N's, fordy
bias data and the three bins in centrality. dN values are extracted from a
Boltzmann fit.
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5.3.2 E917 P Results
In E917, unfortunately, we had only one angle setting2 with significant numbers of
antiprotons. This means that the range of the data in y is much more limited.
This data set has been divided in two distinct ways here: first into two wide cen-
trality bins intended for direct comparison to the A results, and second, into 5 much
finer bins in order to investigate the scaling of the ! with centrality (See Chapter 7dy
for the actual discussion). The m 1 spectra for the different data sets are presented in
Figures 5-11 - 5-18. The parameters of the fits are summarized in Table 5.3.2. The
reader should be aware that these are not all independent data sets but rather three
separate binnings of the same data: Minimum Bias; 0-23% and 23-77%; 0-5%, 5-12%,
12-23%, 23-39%, and 39-77%. Comparisons of the minimum bias and central data
have been made to the E866 results, and the data points are completely consistent
with each other, though there is an indication that the E917 data may be systemat-
ically somewhat higher (by about 5%) in central data. This could arise because of
differences in the insertion-derived efficiencies, the multiple scattering and hadronic
corrections (which were slightly different for the E866 data), the background param-
eterization, or differences in the centrality-selection cross-section, and the difference
is within the quoted systematic error.
2A large amount of 140 data was collected but was still being reconstructed at the time of this
writing.
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Figure 5-11: P spectra from E917 data for minimum bias events.
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Figure 5-12: p spectrum from E917 data for central 0-23% events. The data is binned
much more coarsely than necessary in order to compare directly with the A.
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Figure 5-13: p spectrum from E917 data for central 23-77% events. The data is
binned much more coarsely than necessary in order to compare directly with the A.
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Figure 5-14: P spectra from E917 data for central 0-5% events.
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Figure 5-15: P spectra from E917 data for central 5-12% events.
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Figure 5-16: p spectra from E917 data for central 12-23% events.
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Figure 5-17: p spectra from E917 data for central 23-39% events.
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Figure 5-18: fi spectra from E917 data for central 39-77% events.
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Centrality Rapidity Bin dN (x10 3 ) Inverse Slope Parameter (MeV)
Minimum Bias 1.00 - 1.10 5.95 ± 0.22 166 11
1.10 - 1.20 6.60 ± 0.25 182 ± 8
1.20 - 1.30 8.58 ± 0.50 169 + 10
1.30 - 1.40 11.67 i 1.50 171 + 21
0-5% Central 1.00 - 1.10 15.12 ± 1.22 184 33
1.10 - 1.20 16.47 ± 1.27 205 ± 23
1.20 - 1.30 23.48 ± 2.97 168 + 19
1.30 - 1.40 39.47 ± 13.21 152 38
5-12% Central 1.00 - 1.10 12.25 ± 0.91 176 ± 27
1.10 - 1.20 13.53 + 0.98 198 + 20
1.20 - 1.30 17.22 ± 1.63 198 + 24
1.30 - 1.40 23.13 ± 4.06 211 + 68
12-23% Central 1.00 - 1.10 9.38 ± 0.65 159 ± 17
1.10 - 1.20 10.58 ± 0.75 177 ± 14
1.20 - 1.30 14.67 i 1.57 157 13
1.30 - 1.40 15.98 ± 2.12 227 + 70
23-39% Central 1.00 - 1.10 5.73 0.37 183 + 25
1.10 - 1.20 6.29 ± 0.45 176 ± 14
1.20 - 1.30 7.01 ± 0.73 171 + 16
1.30 - 1.40 13.99 ± 4.25 141 + 28
39-77% Central 1.00 - 1.10 2.65 ± 0.23 123 ± 12
1.10 - 1.20 2.84 ± 0.23 152 ± 11
1.20 - 1.30 5.28 ± 0.72 113 + 7
1.30 - 1.40 4.60 + 1.62 132 + 26
0-23% Central 1.10 - 1.20 15.04 ± 0.56 196 11
23-77% Central 1.10 - 1.20 4.38 ± 0.24 164 + 9
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Chapter 6
Antilambda and Lambda Analysis
The A is of course a neutral particle, and none of the detectors on the Henry Higgins
spectrometer are sensitive to neutrals. Therefore, it cannot be directly detected, even
were it to propagate through the spectrometer without decaying. Fortunately for
this analysis, however, one of its major decay channels is into 2 charged particles, an
antiproton and a positive pion. Since we have good particle identification, we can
find all pairs of p and 7r+, compute the invariant mass, and thereby identify A's.
In order to finally obtain the goal of A yields, I must obtain g(...), the accep-
tance/inefficiency function introduced in Chapter 4. Most of this function is ob-
tained by multiplying corrections obtained independently for the fi and r+, using the
functions described in Chapter 4. This is done for the intrinsic, multiple scattering,
hadronic (except that the target contribution is omitted because the A decays away
from the target; the amount of A annhiliation in the target is unknown, because
appropriate measurements have not been made, and no attempt to estimate the cor-
rection is made here), decay, and multiplicity-dependent factors. There remain the
geometric acceptance and background factors to determine, as well as the slightly
increased inefficiency for two-particle detection when the tracks are close. This last
factor, included in CROSS in esing, is misleadingly referred to as the 'two-particle ac-
ceptance'. Each of these last three terms is taken in turn (though not in that order).
Afterwards, the spectra obtained from the running of CROSS on the full data set,
and the results of certain cross-checks, are presented.
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6.1 A Acceptance
The acceptance of the spectrometer is, for each bin in the space being used, the frac-
tion of A's which would be reconstructed, under the assumptions of no inefficiencies
due to tracking, detector inefficiencies, or physical processes such as decays, multiple
scattering or hadronic interactions (all of these to be accounted for at a later stage).
That is to say, the only elements being considered here are the geometrical dimensions
of the spectrometer and the decay kinematics of the A itself.
The general procedure is to generate A's and allow them to decay in their center
of mass frame, then boost the decay products to the lab frame and propagate them
through our spectrometer. I use a fiducial active region for the tracking chambers,
based on the geometry parameters of the spectrometer, and the daughter particles
being within that acceptance are then cut on in the later cross-section calculation.
The guiding principle behind the methodology is to accept as many A's as possible.
Because of this philosophy, no cuts are made on kinematic properties of the A in
order to reject background; the background is later corrected for in fback. This choice
allows me to limit the systematic errors specific to the analysis to two places: the
calculation of the acceptance, and the estimate of the background.
I note here that though the discussion which follows uses the kinematics and
daughters of the A's, there is nothing species-specific about either the methodology
or the code used; in fact, it has been successfully applied to the A, the <0 meson, and
the A++, and could be applied to any other resonance which decays to a 2-particle
final state.1 In this chapter I use an abbreviated analysis of the A as a cross-check.
Since all of the analysis I do in later sections is in (y, mi) space, I must calculate
the acceptance individually for each (y, mi) bin to avoid potential systematic errors.
'Although the work for the 0 and A++ requires some modification due to the non-negligible
width of their mino distributions.
143
6.1.1 A decay kinematics
There are six parameters of the thrown A's. Three pertain to the A itself: y, mi,
and 0, the azimuthal angle of the thrown particle. Three others pertain to the decay:
T, the proper time of the decay, and 9 d and #d, polar and azimuthal angles of the
decay (See Figure 6-1). 9 d and 4 d are measured in the center-of-mass (CM) system,
with the coordinate system being such that the z-axis is parallel to the A momentum,
in the lab frame; and the y-axis is parallel to the lab y-axis. In the CM system,
the momenta of the decay products are necessarily equal and opposite, since this is
a 2-particle decay, and the exact magnitudes of the momenta are fixed by energy
conservation. Hence these six parameters, plus the requirement that the A start at
the target position, fix all the kinematics of the decay products.
The A is a relatively long-lived particle, with a decay parameter cTO of 7.89
cm[Gro98]. Therefore, I cannot ignore the flight of the A away from the target,
which is given by:
d =,3cr = CT. (6.1)
P 2 + M2
Decaying from this displaced vertex sometimes causes the tracks of the daughter
particles not to point back to the target. The front tracking algorithm TRFCK,
discussed in Section 3.3.2, allows non-target-pointing particles to be reconstructed,
although there are some loose cuts imposed for efficiency reasons, which are duplicated
in the acceptance calculation. These non-target-pointing tracks are allowed for the
7r+ daughter track. In the case of the p, quality particle identification also depends on
an accurate measurement of the track, so I require the fp to point back to the target
position (within the tracking standard ± 2 cm cuts). This does not cause a great loss
of acceptance, since the p is much heavier than the 7r+, and hence diverges less from
the original A track.
A Polarization
The A decay is, of course, asymmetric with regards to its spin polarization, since it
is the decay of a spin-- baryon into a spin-J baryon and a spin-0 meson. However,
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Figure 6-1: A(A) decay kinematics. The particle labeling in these plots ignores
baryon-antibaryon distinctions. The left hand plot shows the relevant variables for
the original A(A). Note that pA and 0 are computed from the variables (y, mi). r is
the proper time of the A(A) decay. Also shown is the {x', y', z'} coordinate system
used in the right-hand plot. Note that the z' axis is along the momentum vector of
the A(A) and that the x' axis is coplanar with the z axis. The right hand plot shows
the relevant variables for the actual decay in the A(A) CM system.
145
P,
x'~i
there is no reason to believe that the A's produced in these collisions are polarized.
Measurements of A polarization in p - p collisions at higher energies give results com-
pletely consistent with no polarization[L+89, H+78, R+94].2 Secondary interactions,
such as K+ + p -+ A + X, may have polarization, but I take the view that this chan-
nel's contribution to the A yield is small. I justify this position on the grounds that
this reaction has only a slightly smaller 3 production threshold for A than in an NN
collision, and we are only 800 MeV above the NN threshold, so it is unlikely that any
produced kaons will have sufficient energies to produce a A in collision. Furthermore,
any produced kaon will have diluted the information about the incoming projectile's
direction, necessary for there to be a polarization. Finally, any soft reinteractions
the produced A has in the nuclear medium as it exits the collision zone will tend to
diminish any polarization.
6.1.2 Calculation of the Acceptance
For purposes of the acceptance, I employ a (y, mi) bin of (0.05 units x 0.05 GeV),
much smaller than those used in the final analysis. Therefore in the following steps, I
ignore any shape of the actual 1 d 2 N distribution. Note that this is a very differ-2-xrmj din1 dy
ent treatment from what will be done in Section 6.5.1 for determining the acceptance
as a function of CT.
For each bin, a large number of A's (107) were generated and projected through
the spectrometer. The six parameters described above are generated randomly each
time. y and mjare generated with a flat distribution (I emphasize, within each
bin); the remaining parameters are thrown with their expected physical distribution,
though for efficiency 4 is limited to a range calculated from the subtended angle of
the front chambers. Since in order for the A to be accepted both daughters must enter
the spectrometer, this causes no difficulty. From the parameters thus generated, the
point of decay and trajectories of the daughter particles can be calculated. If the
2However, there are indications that the A is anomalous in this respect. See reference [M+93]
and references therein.
3mA - m, = 178 MeV
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point of decay is past the first chamber (TRF1) the particle is rejected.
The daughter particles are then propagated through an approximation to the
Henry Higgins spectrometer. In order to avoid edge effects, all particles are required
to pass more than 0.5 cm within any of the magnet or chamber edges. In order for
the A to count as accepted, both daughter particles must pass through all of the
chambers and hit a valid TOF slat. These cuts are of course also later made on the
actual tracks in CROSS.
Outside the magnetic field, particles are propagated in straight lines. No attempt
is made to model multiple scattering, hadronic interaction, or decays of the daughter
particles; as discussed in Section 4.4, these are handled by weighting the found A's to
account for losses. This leaves the only difficulty in this procedure the propagation
of the particles through the magnet.
The Henry Higgins magnet's field has historically been approximated in many
ways [Wan96, Ahl97, Rot94] for different purposes. The approximation used here is
based on the one used in MATCH (described fully in [Wan96]), but assumes that
the fringe fields have an effect but no physical extent. A correction for vertical and
horizontal focussing is made at entrance and exit to the magnet field. Inside the
magnet, the field is treated as perfectly uniform.
If either of the daughter particles is not accepted, either because it falls outside
the acceptance or because it does not satisfy the momentum cuts established for that
particle type (see Section 3.4), the thrown A is rejected. The acceptance fraction
in the bin is simply the number of A's accepted divided by those thrown, with a
correction for the range of # that the A's are thrown over.
The acceptances calculated for both polarities at the E917 190 setting are shown
in Figure 6-2. A comparison should be made to the E917 antiproton acceptance,
Figure 4-2 on page 92, despite the difference that the A calculated acceptance includes
the / degree of freedom. Of note is the fact that the two acceptances cover largely the
same region of (y, m 1 - mo) space, although the A acceptance has (unsurprisingly)
more shape to it. Nevertheless, the fact that the two acceptances cover a similar
range enables easier comparisons between the two particles.
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Figure 6-2: A acceptance for E917. The calculation is for the spectrometer at the 190 setting, for 4A (left panel) and 4B (right
panel) magnet settings. The maximum values in both histograms are approximately 3x10- 3, with the 4A values generally about
10% larger. The calculation includes A#, which at this spectrometer setting ranges between about 0.34 and 0.2. The solid box
encloses the fiducial region of acceptance used in this analysis.
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Figure 6-3: Normalized Opening angle distributions of real (solid) and mixed (dashed)
p-7-pairs. Data is taken from the 4A polarity. The line indicates the position of the
cut.
6.2 Two-Particle Acceptance
Tracks which are close to each other in the spectrometer tend to be more difficult to
resolve. This can easily be understood in terms of the hit blocking on the tracking
chambers (See Section 2.6.2) and in the TOF wall. Since the track densities are
highest in the front, this is mostly an issue for the front chambers.
To correct for this effect, I have taken a higher-statistics set of A tracks (i.e,
p7 pairs) from veto-override events in the same data sample as the A. Then, I
mix particles across events, and create artificial A background pairs (See Section
6.3, below, for more details on the mixing procedure). For both the real and mixed
distributions, I can plot the distribution of the opening angle of the pair. It is readily
seen in Figure 6-3 that the real signal is depleted in the region of small opening angle.
I make a cut at 25 mrad, which is where the effect becomes larger than ~ 5%.4 This
4A less harsh cut would have worked perfectly well, but would have required rerunning the
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Figure 6-4: The ratio of real pairs to mixed pairs, for p-7-pairs at the 4A magnet
setting. The absolute scale is arbitrary, fixed by the number of pairs chosen to
mix. The asymptote corresponds to a deduced efficiency of 100%. The vertical line
indicates the cut value.
cut is made on all pairs in every stage of the analysis: acceptance, background, cross-
section calculation. Outside of the 25 mrad cut, there is still a small but noticeable
depletion. To obtain a correction, the two histograms are divided. The result is shown
in Figure 6-4. This has been fitted to a constant times an exponential function, which
defines Etpac as follows:
A(l - Be-k) -= ACtpac, (6.2)
where y is the opening angle. That the plot has an asymptote as Y -+ oc is expected,
since the particles at large separations no longer affect each other. 5 This asymptote
corresponds to a 0% inefficiency attributable to the two-particle acceptance. The
CPU-intensive acceptance calculation, which was based on earlier work showing a slightly stronger
dependence.
5Actually, studies[Eld98] have shown that there is a depletion in a "star", when the two tracks
are close in any one of the 4 tracking views, X,Y,U,and V. However, this depletion is included in an
average way by the multiplicity-dependent correction of Section 4.5, and will have no effect on the
shape of the mino distribution, since it is radially symmetric. Therefore it has not been used here.
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fit parameter A for the level of that asymptote is determined by the choice of how
many pairs to mix and has no relevance to later analysis. The other parameters are
reflective of the true, additional inefficiency attributable to a close approach of tracks.
The parameter values obtained from the fit to Equation 6.2 are 0.72 and 118.33 for
B and k, respectively. Lower statistics data from the A data set have been checked
with the same methodology and are consistent with this functional form.
The correction given by 1/Qpac has been used to weight each A in CROSS, and
the inverse correction has been applied to the mixed background below.
6.3 A Backgrounds
The backgrounds in the A signal arising from random combinatorics of fi and 7r+ pairs
are of tremendous importance to the final yield. I will therefore describe the procedure
used in some detail. The size of the background will ultimately be expressed in the
terminology of Chapter 4 as fback, the fraction of the signal candidates attributable
to background. As was also discussed in that chapter, the key requirement for the
fback is that it cause CROSS to count up the correct number of expected background.
Thus, the key requirements become a proper description of the min, shape and a
proper normalization of the histograms.
For the A, this will refer only to particles in some window in min, around the A
mass. This window has been set to be ±3 * 1.3 MeV based on the fit done in step 1.
6.3.1 Step 1: Collect the Data Set
The background must be done independently for each spectrometer setting and cen-
trality bin. So for the 4A and 4B polarities, and each centrality class used (see Section
6.4, below), we collect a separate set of A(A) candidates. This data set excludes any-
thing cut due to the good event cuts, or having a used particle hit a bad slat, or
having a track outside the fiducial cuts used to calculate the acceptance. In other
words it includes only those A(A)'s which we will actually use in making the spectra.
Figure 6-5 shows the invariant mass distributions for the minimum bias, 4B field,
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190 spectrometer setting, for the A and A. I will be using this configuration in
this section to illustrate the entire sequence of analysis used to obtain the analysis.
Similarly created plots, divided by m1 bin, will be found in Appendix A. In this
data sample, even with the long lever arm in min, the signal peaks are narrow and
visible above the background; this unfortunately does not always remain true when
the data is further divided. In the region near the A peak, the signal has been fit to
a line plus a Gaussian to obtain the experimental mass resolution of 1.3 MeV. The
nominal mass of the A is recovered to within 0.5 MeV (1.5 -). The mass resolution
is significantly better than the resolution of 1.75 MeV found in E859[Sun94]. This
is most likely because of the addition of the TRF chambers, and the superior front
tracking algorithm, since the determination of the mass rests on the twin factors of
momentum resolution and angular resolution in the front, and the former has not
changed significantly from previous work.'
6.3.2 Step 2: Create a Mixed-Event Sample
I wish to construct an min, background spectrum which does not include the actual
resonant signal, which I can then use to estimate the background under the signal
peak. In principle I could use the measured 7r± and p+ spectra, mixing them together
to form a calculated spectrum. Unfortunately, this approach has a potentially serious
flaw: the spectrum of either daughter in the set of events which also include one of the
other species in the spectrometer may be subtly different from the unbiased spectrum.
Therefore I instead choose to generate a mixed-event background. To do this, I first
collect all the daughter particles from the set of all events which had the appropriate
combination in the spectrometer. In this way, I am assured that the event class from
which the background is drawn is the same as the event class of the actual signal.
Sometimes events have more than one possible pair in the spectrometer. Each
possible pairing is counted equally in the real mino distribution; I wish to make these
6Although the fit shown is with the statistics available in this data set, and not overly-well
constrained, I note that the fit has been done with the rather larger data set of the A in all events,
not just the veto-override events, and the same result or better obtains.
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Figure 6-5: mino distributions, for the 19' 4B setting, for A (left panel) and A (right
panel). The fits are to a line plus a Gaussian. The distributions contain all kinematic
cuts.
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particles have the same enhanced impact on the mixed sample. Therefore particles
which are part of more than one pairing are entered into the data pool once per
pairing. Particles chosen randomly from the pool (ensuring that the pair did not
come from the same original event) are paired,7 and the parameters of a hypothesized
reconstructed A(A) calculated.
In addition, in order to correct for the two-particle acceptance, I weight each count
by the ctpac discussed in Section 6.2 above. Since the correction is everywhere less
than 5% and generally much smaller, this has only a very small effect on the shape.
The 25 mrad cut is also made, of course, which has a more significant impact.
Figure 6-6 shows the resulting mino distribution of the mixed-event samples for
the examples.
In order to match the histograms, I must normalize them. Obviously, I do not
want to normalize to the total counts of the histograms, since that will systemati-
cally overpredict the backgrounds by precisely the amount of the signal. Therefore I
normalize to the total over a region safely outside that around the peak, excluding
±6- of the min, width.
If the shapes of the distributions are identical, I can subtract the the normal-
ized mixed distribution from the signal, obtaining what will be called the S - B
distribution. If the shapes of the mixed and real distributions match properly, this
subtraction will fluctuate by statistical error around zero everywhere but at the peak
itself. Figure 6-7 shows this distribution for our two examples, in the region around
the A mass. The peak is clearly visible above the background, but a close observation
reveals that the counts around the peak are, on the average, negative. This suggests
that my mixing and normalization technique has overpredicted the background under
the peak. Since it is this background level that I am most concerned with getting
accurately, this is a concern. I can fit the S - B distribution to a background level
plus a Gaussian signal, in the region around the peak; and I find that the offset
is depressed systematically enough to lower the total signal by 15 to 20%. This is
7The possibility of superstatistical fluctuations in the background arising from either reuse of
individual parent particles or generating the same pairing twice, is noted and neglected.
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Figure 6-6: Mixed Event Backgrounds, corrected for tpac and with all kinematic cuts
made on parent particles, for all mi. The left panel is the A and the right panel the
A. Both are for minimum bias data at the 4B polarity.
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(right panel) in a range around the A mass (indicated by the solid line). The
event distribution was corrected for the two-particle acceptance.
somewhat too large of an error to accept,8 so I attempt to to reduce it.
6.3.3 Step 3: Reducing Residual Correlations
One of the sources for the remaining overprediction of the background is the residual
correlations in the mixed event sample. The idea here is intuitive. Suppose a real
8I note that while I could simply use that fitted form to extract fback for the spectra used here,
when I break things into finer bins I no longer have the statistics for a well-constrained Gaussian
fit. Hence the systematic error from an offset or mismatch would simply be replaced by systematic
error from a low-statistics fit. In the case of the A, any fits are of dubious utility with the available
statistics in any event. This is especially true in light of the fact that the quantity I most need to fit
accurately bin-by-bin is the background level, for which such a fit would necessarily limit the lever
arm.
156
.1
H~~~~ -P , t 1
. I
A is fully accepted and detected by the spectrometer. This pair is treated the same
as any other in the mixing stage, its daughters weighted equally. But particles from
real A's which are fully in the spectrometer are not part of the real background
which we desire to subtract; so we should not include them. Furthermore, including
them is not completely harmless. Because the Henry Higgins is a small-acceptance
spectrometer, a P coming from a fully-accepted A, when paired with another 7r+ also
in the spectrometer, is more likely to look like a A than a completely random pairing
is. This will lead to a mixed event background somewhat enhanced around the peak,
as shown in the comparison in Figure 6-8.
I have attempted to correct for these residual correlations by a weighting scheme.
Each particle, when it is mixed, carries with it a "memory" of the min, of the origi-
nal pair from which it was selected. When filling the mixed-background histogram,
each pair's constituents are checked to see if they came from an original pair with
an invariant mass consistent with the A. If so, the particle is filled with a weight
diminished by a factor b for each of its components which are from that region. b is
the fraction of counts around the A signal attributable to background. This number
is extractable from the min, distribution for the full mirange - but the distribution
is itself changed by making the correction. Therefore an iterative procedure is used
for the full m 1 range bin. Starting with a flat weight, the procedure typically takes
3 or 4 iterations to converge on a final value of b. 4 iterations have uniformly been
used in the data presented here. Once this final value is obtained, it is used over all
of the separate mi bins to correct the distribution.
Figure 6-8 shows a comparison of A min, distributions made with no weighting and
after 4 iterations. The relative enhancement of the uncorrected distribution around
the A mass is evident. It is clear that any effect that arises from this effect is not a
function of the signal-background ratio, at least to first order, since the enhancement
of the background arises from the number of counts of the peak that remain under
the peak after the mixing is done, which is a function only of the shape of the particle
distributions. Hence it is not surprising that both the A and A signals are increased
by a typical factor of 5-10% by this procedure, despite the fact that the change in the
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Figure 6-8: Effect of Residual Correlations on Mixed Background. The two his-
tograms shown are the mixed event background calculated with and without the
residual correlation correction. The shaded area indicates the differences, and the
solid line indicates the mass. The plots shown are taken from the A data at the 4B
magnet setting over the full m1 range.
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Figure 6-9: Final subtracted mi,, distributions for A (left panel) and A (right panel).
Both are again from the 4B polarity.
level of the A mixed background around the A peak is on the order of 0.5%, so small
as not to be visible.
After this procedure is complete, the average negative background is still present,
but reduced from its previous magnitude. Figure 6-9 shows the final subtracted minv
distribution around the peak. I take the average negative level as one estimate of the
systematic error in this measurement, which remains at up to the 10% level in the
final yields, with the average negative level typically indicating that I am more likely
understating the yields than overstating. However, in general the agreement between
the shapes of the Min distributions outside the peak itself is quite good.
The subtracted background distributions for all m 1 and centrality bins are shown
159
-F- I -I-i-+-- t-
-1 m'
in Figures A-23 - A-46. In general, the agreement in shape between the distributions
outisde the peak location is very good. To quantify this, I have made a statistical
Kolmogorov test of the mixed and real distributions. The results of the test are sum-
marized in Table A.5, and suggest that in general the shapes are matched very well,
but the peripheral bins seem problematic. I believe this is because in the peripheral
bins, the total statistics available to mix is small. This will increase the effect of
fluctuations in the single particle spectra on the resultant mix. Also, the mix is done
randomly, and hence small sample sizes increase the likelihood that I will mix the
same pair twice or more into the mixed event background, introducing superstatis-
tical fluctuations into the mixed event background. Both of these effects are most
likely to be important at the extremes of the kinematics, i.e. high and low mi, and
this is where the problems are observed to be.
The Kolmogorov test results have also been done against the mixed-event back-
ground prior to the residual correlation, and this comparison confirms that the resid-
ual correlation correction is in fact improving the match of signal to background, by
a small but noticeable amount.
6.3.4 Final Background Parameterizations
Having done all the work above, the extraction of the final background parameters
amounts to just counting, so as to get the proper amount of background into CROSS.
All the A candidates in the signal histogram are counted, and likewise the mixed
event histogram is integrated from the low mim, to high. The ratio S/S+B is then
computed from these numbers. Now, ideally one finds and subtracts the backgrounds
in each (y, mi) bin being used individually; then fits the obtained spectrum to verify
that there is a clean peak in each distribution. The different (y, min) bins were in fact
separated. Unfortunately, the low statistics available in the A data set caused some
bins to have very small or even slightly negative signals appear in the spectrum, when
compared to the background expected from the normalization of the mixed events.
This is perhaps unsurprising, since there are 4 bins in mi, 2 bins in centrality, and
2 magnet polarities among which the actual signal must be divided - and as was
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Centrality dN T (MeV)dy
Minimum Bias 5.61 +.x10 3  227i8
Central 0-23% 1.56+ 6x1O- 2  232 +9
Table 6.1: Table of A fit parameters from E917 data for minimum bias and central
data sets. Systematic errors are estimated to be approximately 25% on the Nvalues.dy
shown in the previous plots, there are only about - 100 A's above the background
in total; sometimes statistical fluctuations will bring the expected 6 to 8 per bin
below the visible threshold. However, the operation of CROSS is the same as setting
the expected level of background and subtracting that background, and so therefore
should give results accurate to the precision of the normalization of the background
shape, which is determined by the number of counts in the region outside the peaks.
In the worst case of the lambdabar, this number is about 10%, and it is always much
smaller than the statistics on the number of signal counts.
As a check, however, cross-sections have also been run using uniform backgrounds
derived from the full range in mi. The differences point-to-point from the full run
were less than 15%, and the differences in the final extracted parameters less than
10%.
6.4 Results
Presented in this section are the invariant spectra for A. I have found them for two,
non-independent centrality selections: a minimum bias data sample, and a 0-23%
central bin. The latter was chosen as one of the collaboration standard cut values
which give me decent statistics for the A. While I have studied the spectra in the
complementary 23-77% peripheral bin, as discussed above there are many problems
with this bin and so I cannot consider its results reliable.
The fits shown are to a Boltzmann distribution, but there is no ability here to dis-
tinguish between this and an exponential fit; both have equally good x 2. Differences
in N between the two fits are 5%. The Boltzmann was chosen to be able to comparedy
to the results for the antiprotons.
161
0 1 y 1.4 (x100 )
I I I I I I I I
0.2 0.4 0.6 0.8
I I I 
1
Figure 6-10: 1 2Ny for A from E917 minimum bias data.27rmjL dmi dy
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6.5 Cross-Checks
Two main cross-checks have been run on this procedure, in order to check whether the
methods for calculating the acceptance and background fraction have been correctly
calculated.
6.5.1 A cr
The A(A) has a known characteristic mean decay proper length cTo = 7.89 cm[Gro98],
measured in experiments with a much cleaner environment than this one. I have used
this value for the mean cro in the calculation of the acceptance above. However, if
the particles measured are real A(A)'s, I should be able to extract from the data set
the identical parameter.
One complication is that the experimental acceptance of the Henry Higgins spec-
trometer is a strong function of the actual decay length. However, I can also, by
averaging over (y, mi) bins, calculate the acceptance as a function of cT, which I
show in Figure 6-12. However, the (y, miI) bins used to compute this function were
large of computational necessity, so I have been forced to choose a distribution with
which to throw the A's going into this distribution. I have chosen a distribution flat in
y and described by an exponential m1 inverse slope parameter of 200 MeV; changing
the inverse slope parameter to 150 MeV changes the shape of the distribution by no
more than 12% over the range of CT used here.
A second complication is that the spectrum will necessarily include background.
Presumably the background will have a shorter apparent cT0 and/or a shape which
is not purely exponential, and thus be separable from the signal. I have taken the
distribution of measured cT for ±2u around the A peak as the signal,9 and a back-
ground distribution is generated from the set of A candidates from ±3 - 5- on either
side of the invariant mass peak. The two distributions are shown for both polarities
in Figure 6-13; they do not differ greatly to the eye, because of the large contribution
9 2o- is used instead of 3 to enhance the signal relative to the background without a great loss
of signal; this reduces the signal by only 5% and the background by 1/3. Since this is not used to
extract cross-sections directly, I are not concerned with the 5% loss of signal here.
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Figure 6-12: A acceptance (absolute probability) as a function of proper decay time
CT. 4A polarity is shown; 4B is similar.
of background pairs in the A sample. Therefore to extract the signal, a maximum
likelihood fit is done to the two histograms, such as that done in [Sun94, F+93]. In
this method, the background distribution is assumed to have the correct shape in CT,
but is allowed to vary in relative normalization with the signal. The signal distribu-
tion is then compared to the sum of an exponential plus this background, with the
number of counts ni in a bin i estimated by:
Aje- i/TO b
ni = (N - B) +B- b,
E Ae-i/ro Zbj' (6.3)
where: N is the total number of counts in the signal histoAj is the acceptance, ri is
the mean lifetime in that bin, and bi is the number of background counts in the bin.
The fit parameters are B, the normalization of the background, and the characteristic
decay time ro. Once this is done, we can also extract the expected number of A counts
in the bin.
This has been done separately for 4A and 4B data for the A. The results are
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Figure 6-13: A CT distributions, for signal (left panel) and background (right panel),
uncorrected for acceptance. For background derivation, see text.
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.able 6.2: Fit parameters for the fits to Equation 6.3.
dN +2.0
T 212 71 MeV
Table 6.3: Fit parameters for the A extracted yield.
summarized in Table 6.2. The results for the two polarities bracket the accepted
value of cTO = 7.89 cm, but the error bars on the measurement are unfortunately too
large to say more than that they are consistent with that expectation. Likewise, the
total number of A's extracted agrees within the expected error with that extracted
from the mi2 , distributions.
Shown in Figure 6-14 are the final fits to the distributions, subtracting the fitted
level of background and correcting for the acceptance.
6.5.2 A Spectra
As alluded to earlier in this chapter, I have collected a A sample from the veto-
override data run in the same time period as the data from which the A is taken.
Due to the scaledown on the veto-override data (typically 100 in the 19'data) and the
concomitant loss of the enhancement from the LVL2 trigger rejection factor, we have
only somewhat larger statistics for the A - this despite the fact that the A production
rates are a factor of 400 or so larger than those of the A. The other major difference,
of course, is that the backgrounds under the A are much increased - the signal fraction
is of the order of 5% instead of 50%. As a result, the errors on the final A parameters
are also rather large.
The extracted A spectrum is shown in Figure 6-15. The parameters of the fit
are summarized in Table 6.3. I have compared this to a 1st order estimate of the
expectation for A yields by using to measured K+ and K- minimum bias results;
integrated over all rapidity, strangeness conservation and the fact that the strange
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Figure 6-14: Acceptance corrected, background subtracted CT distributions for the A.
See text for a description of the fits used. The top panel is 4A data, and the bottom
panel 4B.
168
I I , . . I , I
I I
1-1
10
-2
10
0 0.2 0.4 0.6 0.8 1 1.2 1.4
m, (GeV/c2)
Figure 6-15: A m 1
169
E
E
z
A 1 ! y 1.4(x10*)
- I I I I I I I I I I I I I I I I I I , I I I I I I I I I I I
antibaryon channel is small demands that NA = NK+ - NK-. The A yields are over a
fixed range in y, but I nevertheless proceed and integrate the data in [A+99a] to obtain
the minimum bias ! for 1.0 < y < 1.4 for K+and K-as 3.2 and 0.65, respectively,dy
with approximately 5% error bars. This results in an expected value for the A of 2.6,
which agrees well with the extracted result.
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Chapter 7
Discussion and Conclusions
With the results presented previously, we must now try to make some sense out of
the measurement. There are several parts to the discussion. First I will consider
the question of the absorption of the antiprotons in nuclear collisions. Second I will
address where both the p and A fall in the systematics of particle production in these
collisions. Third, I will consider the ratio A and whether it constitutes possiblePdirect
evidence for the formation of a Quark-Gluon Plasma. Finally I will point out several
places where this measurement might be extended or further illuminated, and come
to some final conclusions.
Before entering into the full discussion of the p results, I wish to remind the
reader that the ji production measured here is inclusive of P's from A decays, and
other higher-mass feed-downs as well. Likewise, the measured A's include feed down
from 2's and + and similar higher-mass resonances which decay to the A. These
are indistinguishable in the Henry Higgins spectrometer. However, having made a
measurement of the A, I can correct the p results for that feed-down. This corrected
number will be denoted Pdirect.
7.1 Antiproton absorption
There are several features of the antiproton distributions which are unique to these
particles. First, the systematics of the total yields. In Figure 7-1 are plotted the
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Figure 7-1: Total yield for antiprotons as a function of Np,, the number of projectile
participants, and hence centrality. In the left panel, the solid line is a linear fit to
the data. In the right panel, the data have been divided by Npp to find a yield per
participant, with the flat line again the fit to the data. The shaded boxes on the left
of the plot are the yields in pp collisions, taken from the extrapolations in Table 1.2.
data from Table 5.5, against the number of projectile participants Npp. The data
are consistent with linear, and if anything there are indications of a rollover towards
the more central data, though the error bars are large. This is in sharp contrast to
the behavior of the kaons at the AGS, for which the production as a function of Np
increases significantly faster than Npp [A+99a]. These data are shown in Figure 7-2.
Although the data are taken from a N over a limited y range rather than from an
integrated total yield, a similar, linear trend with Npp is seen for the the E917 P data
in Figure 7-3 (left panel). Likewise, data at the midrapidity point from analysis of the
E866 Forward Spectrometer[A+98a, Sak97], shown in Figure 7-4 show a dependence
on Np, which is also linear or less than linear.
In the right hand panel of 7-1 I have divided the yield by the number of participants
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Figure 7-2: K+ (left panels) and K- (right panels) total yields versus collision cen-
trality. The top panels are the data from [A+99a], and in the bottom panels the
yields have been divided by the number of participants. The hatched box indicates
the range for pp collisions.
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Figure 7-4: j I (left panel) and inverse slopes (right panel) measured in the rapidity
bin 1.2 < y < 2.2 in 11.7 A - GeV/c collsions by the E866 Forward Spectrometer.
The data points are taken from [A+98a], and the abscissa values from [Sak97]. The
inverse slopes were obtained via an exponential fit to the data, and therefore are not
directly comparable to the Boltzmann fit employed in this thesis.
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in order to make a comparison with the data from pp. The yield per projectile
participant is clearly below even the lowest extrapolated pp yield, again in contrast
to the Kaon data in the right-hand panels of Figure 7-2.
The theory currently advanced to explain the nonlinear increase of most produced
particles with the number of participants is that the dense matter in the collision zone
acts in some way to store energy through multiple scatterings of particles or the short-
term formation of higher-order resonances. This stored energy is then utilized in a
second interaction if the resonance interacts again before decaying. Results from
lower-energy data at the AGS [Dun99] suggest that this effect is more important the
closer one is to threshold, not less; and so one is naturally led to conclude that the
initial production of antiprotons will be similarly enhanced in the collision zone. The
differences between the pion and kaon behavior are attributed to pion absorption in
the baryon-rich medium. If this is so, a logical hypothesis is that the differences seen
in the p channel are just taken further, with an absorption effect strong enough to
bring the increase to linear or below. With this as a working hypothesis, I look for
other signs of absorption.
One might expect to see some indication of absorption in the slopes of the m 1
spectra. In particular, since the pp cross section rises extremely quickly at low mo-
mentum, one would expect the lower-momentum p's to be preferentially absorbed.
This would then show up in the spectra as an increased inverse slope parameter of
the p's. If the original, pre-absorption production is increasing with centrality as we
might expect from the kaon result, the linearity of the P result with centrality would
mean that more absorption is taking place as well at higher centrality, so we should
see some indication of a trend in the inverse slope parameter with centrality. The
E866 data presented here do not have enough statistics to show us any clear trends in
the behavior of the inverse slope parameter (the reader is referred back to Figure 5-10
on page 130). The E917 data do have sufficient statistics, however. The right panel
of Figure 7-3 shows the inverse slope parameter as a function of Np,, again taken
from one of the bins in y for the E917 data. There is seen a distinct trend towards
higher inverse slopes with increasing centrality, as one might expect from the above.
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Likewise, the E866 Forward Spectrometer measurement[A+98a] of the midrapidity
point, shown in Figure 7-4, finds a similar dependence of the <i> on Npp.
On the other hand, neither the E866 nor the E917 data show any dependence of the
inverse slope parameter on rapidity. This one would also expect in a strong absorption
scenario, where the absoprtion is strongest in the midrapidity region following the
density of the protons. Reprised in Figure 7-5 are the inverse slope parameters as
a function of rapidity for the minimum bias and most central centrality classes, for
both E866 and E917. In no data set is there evidence of any dependence on rapidity,
although the error bars preclude strong statements in the central bins. One possible
reason for the lack of a strong rapidity dependence here is the known fact the the
proton distribution is extremely wide in these collisions [A+98b], and it may be wide
enough that any effect of differing proton densities does not show up on the rapidity
scale of the p widths. It should be noted here that the E866 forward spectrometer has
measured for 0-8% central collisions a value of 0.294 ± 0.035 GeV for the P < mi >,
which corresponds to a Boltzman slope of 0.208 ± 0.025, in the rapidity range of
1.2 to 2.0 [Sak97]. This is somewhat higher than the E917 measured values but not
significant enough to draw firm conclusions.
One other potential place for absorption to show up is in the widths of the ddy
distributions. From the E866 data, I have plotted in Figure 7-6 as a function of
centrality the widths of the Gaussian fits to the distributions. The P width of approx-
imately 0.5 units of rapidity is consistently smaller than that of the other produced
particles measured, and is consistent with a similar measurement of the width of the
distribution at p' = 0 by the AGS Experiment E878[B+97]. That result found a
broadening of the width in more central events, which to the precision of the results
here is not ruled out. However, the contribution of the A to the E878 p's would
appear to broaden that distribution as well, and given the measurement of the A's
discussed in Section 7.3, that claim would seem to be weakened.
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7.2 Species systematics
Much work in recent years has been put into the thermal models, discussed in Section
1.2.1. One of their successes has been that empirically, such models generally predict
the ratios of produced particle multiplicities quite well. One of the key features of
these models is that particles and antiparticles behave very similarly. Although a
chemical potential can cause the yields to be different, in a thermally equilibrated
system it is impossible for particles of the same mass to have different momentum
distributions. Similarly, the shapes of distributions as a function of rapidity must be
similar between particles and antiparticles. Therefore differences in these behaviors
are signs of physics beyond a simple thermal model.
In Figure 7-7 I have shown the < mi > - mo as a function of the mass of the
particle, for the most central collisions analyzed in each case. The <in> -mo is an
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indication of the hardness of the spectra, and is seen to rise as a function of the mass
of the particle. This has been observed before, and is interpreted as a sign of "radial
flow", that is, a collective expansion of the collision system which imparts a radial
velocity to the outgoing particles independent of species, which is of course translated
into momentum as a increasing function of mass. However, the P results appear not to
fit into these systematics. The p <mi> are systematically below those extracted for
protons. Furthermore, both strong absorption effects and large contributions to the
p spectrum from A decay would be expected to increase, not decrease, the p <mi>.
If there is a radial collective expansion, then, the p's do not participate to the extent
of the other particles.
From the data in Figure 7-6, I have take the widths in the 0-12% centrality bin
for p's and the averaged value in the three most central bins for the other particle
species, and plotted the widths of the 4 distributions as a function of c. c is, as useddy
in Chapter 1, the difference between the experimental nucleon-nucleon /s and the
theoretical threshold for production of the particle in NN collisions; it is therefore
the available energy to particles of this species produced in a NN collision. The
larger this available energy, the more a produced particle will be able to range from
the center-of-mass y, and hence the wider the distribution. This correlation would no
longer hold true in a purely thermal scenario, as the rescattering and equilibration
of the system should make the widths only a function of the mass of the particle.
As can be seen in Figure 7-8, the widths of the distributions show a trend with
this variable, and two particles of the same mass (K+ and K-) have clearly different
behavior. This observed trend is again supportive of an alternative hypothesis to
that of thermalization of the antiprotons. The trend is suggestive of a hypothesis
based on simple energetics: with lower e, there is also less energy available to convert
into momentum, causing the ! distributions to be narrower. If this is the case, thedy
observed dependence is a "memory" of the initial state of the collision, imply a failure
to completely thermalize.
It is worth considering absorption effects in this context as well. Since the pp
annihilation cross section is largest at low relative momentum, one would expect there
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to be depletion of p's where the protons are most abundant. For central collisions,
this is at mid-rapidity. Absorption at mid-rapidity would lead broadening of the
dN distribution; hence this observation of a reduced p width is not caused by anydy
absorption effects and may be in spite of them.
7.3 The Ratio A/P
As discussed in Chapter 1, the ratio - A at the AGS has had a great deal of interest
Pdirect
in recent years. Herein we present the first direct measurement of the ratio in Au+Au
collisions at AGS energies.
In order to measure this ratio, one must of course subtract the expected contri-
bution of A decay into the observed p spectrum. Since the Q-factor of the A decay is
only 30 MeV, and the decay is so asymmetric (mP = 938 MeV and mpi = 139 MeV),
the distribution in y of p's coming from A decay is close to the original distribution.
Therefore the value for Pdirect is given by:
dN dN dN
dy Pdirect dy A (.
where 0.639 is the branching ratio for A + 1 7r+. The ratio A is then computedPdirect
directly from the equation
dNA _dyA (7.2)
Pdirect dN - 0639dN
dyp dyA
in order to obtain the errors on the ratio more accurately.
The results of this computation of this ratio, for the minimum bias and central
bins are listed in Table 7.1. This ratio is plotted in comparison to the range of
thermal models considered by Wang, Welke, and Pruneau [W+98] in Figure 7-9,
where the models have been constrained by the measured K+/7r+ ratio[Ahl97]. The
same authors also consider a general cascade approach in which they allow the A
and p to be absorbed at different rates. This is necessary beause there is no data on
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Data Set A Pdirect Apdirert
Minimum Bias 5.6+2x10-3 3.7+tx10-3 1.51.91.
Central 0-23% 1.56±.x10-2 0.50±82x10-2 3.11 20+4.5
Table 7.1: The ratio A in Au+Au collisions at 11.7 A-GeV/c, for the two centrality
Pdirect
classes measured. The error bars on the ratio are statistical, followed by systematic.
Systematic error bars have been determined from a 25% error on the A and a 10%
error in the p in the opposite direction. The error bars are strongly asymmetric in
the positive direction due to the nature of the subtractive calculation performed.
A - p cross-sections at beam energies below 4 GeV, and even at the high energies the
data is sparse. Only by making the A annihilation cross section as small as possible
were values of the ratio above 1.2 obtained. The authors concluded that, for general
hadronic cascade models, "...X/ -p 1 and most definitely < 2..." Also indicated on
Figure 7-9 is the 98% confidence limit derived by E864[A+98d] from the ansatz that
the discrepancy between that experiment and the p measurement of E878, both at
pI = 0, for a somewhat tighter centrality class. Unfortunately the error bars on our
measurement are too large to make conclusive statements on the basis of this result
alone. Both the minimum bias result and the central data are consistent with the
range of thermal and hadronic models, though the central data point is on the high
side; and the upper error bar on the central data comfortably covers the range of the
E864 ansatz. However, when taken together with the other observations previously
made, the indications are towards a large value of this ratio
One thing that can be done to attempt to reduce the error bars on our mea-
surement is to constrain the inverse slope parameter; the uncertainty in this value
accounts for much of the error on this measurement. Therefore plotted in Figure 7-10
are the 1- and 2-- contours for the N (A) as a function of TA, along with the similar
contours that these imply in the ratio as a function of TA. This plot suggests
Pdirect
that the lower values of the ratio prefer a higher value of T, beyond that which would
be reasonable given the known systematics of T versus particle mass, as in Figure
7-7. A value of < m 1 > -mo of 350 MeV for the Awould correspond to an inverse
slope parameter of 290 MeV. A slope, which again lends support to a higher value of
the ratio.
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Figure 7-9: A comparison of the result of this work (solid point) to: the similar
measurement by E859 (open point) [Wu93], the range found for a spectrum of thermal
models by Wang et al. (hatched area) [W+98], and the 98% lower limit of the ansatz
resolving the E864/E878 discrepancy [A+98d] (dashed line).
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Figure 7-10: Contours for the 1- and 2a- contours for the A production in (T, g)
(top panel) and (T, ) (bottom panel) space. The reported value is indicated by
the asterisk on both plots. The contours are calculated based on statistical errors
only. The maximum in the 2-sigma contour of the top plot is the limit derived from
the measurement of the p. In the bottom plot, the ranges of thermal models and the
limit from the E864/E878 comparison are indicated.
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7.4 Future Directions
There are several places where the results measured here can be fruitfully extended to
further explore some of the questions discussed in the preceding. Obviously enough,
the statistics of the A analysis need improvement. There is hope for some significant
improvement after the E917 collaboration analyzes its 140 data set. This was omitted
here because the reconstruction pass on this data has only just begun at the time of
this writing, and is expected to occupy the resources of the E917 collaboration for
another 6 months or more. A reduction in the error bars on the ratio=A by a
Pdirect
factor of 2/3 - a conservative expectation - would give this result a great deal more
power to exclude or support hadronic models of this production channel. I await this
development anxiously.
A second place that an improvement by E917 will be extremely useful is in the
measurement of p production with respect to the reaction plane. The algorithm for
the determination of the reation plane in E917 still under study by the Hodoscope
analysis group at the time of this writing. This measurement would be the most direct
available of the influence of absorption on the antiproton spectra, and is likewise
anxiously awaited.
A further measurement that would extend the influence would be a more com-
prehensive survey of the antiproton spectra as a function of rapidity. The statistics
available from the E866 1994 data run are unfortunately limited, and hence system-
atics that may be present as a function of centrality at the back rapidities cannot be
seen. Unfortunately, barring a new experiment, such data are not likely to see the
light of day.
From outside the realm of this experiment, measurements of the antibaryon pro-
duction in proton-proton and proton-nucleus collisions near this energy will help a
great deal with the interpretation of these results. While to my knowledge no new p
data are expected from pp collisions in this energy regime, experiment E910 at the
AGS expects to have antiproton results from p+Be, p+Cu, and p+Au collisions near
this energy.
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Finally, one could wish for a measurement of the doubly-strange antibaryon Re-
sults at the CERN SPS, for which the A production can be reasonably well-explained,
indicate that this particle may be anomalously enhanced at those energies. A sim-
ilar result at the AGS would lend more support to the hypothesis of a QGP with
a masked strangeness signal escaping in the antibaryon channel. Unfortunately, the
acceptance of the Henry Higgins spectrometer to fully reconstruct this particle is very
small. Even with a larger acceptance spectrometer such as that of E896, with the
expected = production rates even smaller than the A, the measurement is likely to
be extremely challenging.
7.5 Conclusions
Herein, I have presented several measurements:
* p production of integrated yields, as a function of centrality.
* p production as a function of rapidity and centrality.
* A production for a minimum bias and central bin.
The study of antibaryon production has been complex and difficult, both in the pro-
cedure of making the measurement and in understanding that measurement. While
there are many questions still unanswered, a few things are I believe now clearer.
First, we have learned that there is evidence for significant absorption effects
playing a role in the antibaryon channel. This is qualitatively not surprising, but
quantitatively important. Although the levels of original production and subsequent
absorption cannot be independently constrained without a different analysis tech-
nique, this measurement can constrain the balance between the two.
Second, we have learned that the production of p's in these collisions is not ther-
mally driven. The evidence of asymmetries as a function of mass in both the mI
spectra and rapidity distributions, in combination, rules out realistic thermal models
for the production of p's. This is not to discard these models altogether, of course;
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they can still be useful in describing the broad picture of many aspects of these
collisions. But in the fine details, it is now apparent that they break down.
Finally, we see that there is mounting evidence, though not yet a conclusive proof,
for anomalously large production of A's relative to p's in these collisions. If further
substantiated, such a ratio could imply - absent a differential absorption of A and
p far beyond the range expected - the effect of some nonhadronic mechanism in the
production of A's, such as a Quark-Gluon Plasma scenario. Such a scenario could be
masked in other strange channels by the presence of hadronic rescattering.
The antibaryon channels in these collisions have been a fruitful line of investiga-
tion, and are unique in that at the energies of the AGS the net baryon density is
the highest expected. If it turns out that this result is the signal of a subtle QGP at
AGS energies, the field of relativistic heavy-ion physics, now moving on to the higher
energies and lower baryon densities of the Relativisitic Heavy Ion Collider, will be
well-served to remember to look along both axes of the phase diagram, to learn what
we may about the QGP phase transition and ultimately the behavior of the strong
interaction between the most fundamental of particles known.
189
Appendix A
Background determinations
This appendix contains plots of all of the distributions used to extract backgrounds,
for all of the j, A and A analyses.
A.1 E866 P backgrounds
Backgrounds were done separately for each angle setting and centrality class, and
divided up as much as statistics supported in momentum space, but not done sepa-
rately for each polarity due to lack of statistics. All fits are to the functional form of
Equation 5.3 See Chapter 5 for a discussion.
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Figure A-1: Backgrounds for the E866 minimum bias data set.
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Angle setting Momentum Range (GeV) Background Fraction (%)
140 0.500 - 1.500 62 ± 6
1.500 - 2.000 86 ± 4
2.000 - 2.400 88 ± 5
2.400 - 2.900 73 ± 4
190 0.500 - 1.400 61 ± 8
1.400 - 1.800 80 ± 7
1.800 - 2.300 79 ± 6
2.300 - 2.900 74 t 7
240 0.500 - 2.900 61 ± 9
290 0.500 - 2.900 67 ± 8
340 0.500 - 2.900 79 ± 11
Table A.1: Background fractions and errors for the E866 minimum bias data analysis,
spectrometer angle and momentum bin. The errors are statistical only.
Angle setting Momentum Range (GeV) Background Fraction (%)
140 0.500 - 1.800 48 ± 12
1.800 - 2.400 79 t 9
2.400 - 2.900 72 ± 9
190 0.500 - 1.800 51 8
1.800 - 2.900 67 ± 10
240 0.500 - 1.800 48 ± 9
1.800 - 2.900 56 + 9
290 0.500 - 2.900 49 ± 14
340 0.500 - 2.900 69 ± 16
Table A.2: Background fractions and errors for the E866 Central 12% data analysis,
by spectrometer angle and momentum bin. The errors are statistical only.
Angle setting Momentum Range (GeV) Background Fraction (%)
140 0.500 - 1.800 80 + 6
1.800 - 2.400 88 ± 11
2.400 - 2.900 84 + 6
190 0.500 - 2.900 74 ± 7
240 0.500 - 2.900 42 ± 11
290 0.500 - 2.900 45 ± 13
340 0.500 - 2.900 56 ± 17
Table A.3: Background fractions and errors
ysis, by spectrometer angle and momentum
for the E866 Central 12-32% data anal-
bin. The errors are statistical only.
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Figure A-2: Backgrounds for the E866 0-12% central (by ZCAL) data set.
Angle setting Momentum Range (GeV) Background Fraction (%)
140 0.500 - 2.900 81 ± 4
190 0.500 - 2.900 87 ± 6
240 0.500 - 2.900 100 ± 20
290 0.500 - 2.900 73 ± 16
Table A.4: Background fractions and errors for the E866 minimum bias data analysis,
by spectrometer angle and momentum bin. The errors are statistical only.
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Figure A-3: Backgrounds for the E866 12-32% data set.
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A.2 E917 P backgrounds
Backgrounds were done separately for each magnet setting and centrality class, and
in 10 bins in momentum. Presented first are the summaries of the background shape
for the centrality classes, followed by the individual histograms. See Chapter 5 for a
discussion.
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Figure A-7: Backgrounds for the E917 190 minimum bias data set at the 4B polarity.
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Figure A-8: Backgrounds for the E917 19' 0-23% Central data set at the 4A polarity.
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Figure A-9: Backgrounds for the E917 19' 0-23% Central data set at the 4B polarity.
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Figure A-10: Backgrounds for the E917 19' 23-77% Central data set at the 4A po-
larity.
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Figure A-11: Backgrounds for the E917 190 23-77% Central data set at the 4B po-
larity.
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Figure A-13: Backgrounds for the E917 19' 0-5% Central data set at the 4A polarity.
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Figure A-14: Backgrounds for the E917 190 0-5% Central data set at the 4B polarity.
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Figure A-15: Backgrounds for the E917 19' 5-12% Central data set at the 4A polarity.
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Figure A-16: Backgrounds for the E917 190 5-12% Central data set at the 4B polarity.
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Figure A-17: Backgrounds for the E917 190 12-23% data set at the 4A polarity.
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Figure A-18: Backgrounds for the E917 19' 12-23% data set at the 4B polarity.
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Figure A-19: Backgrounds for the E917 190 23-39% data set at the 4A polarity.
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Figure A-20: Backgrounds for the E917 19' 23-39% data set at the 4B polarity.
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Figure A-21: Backgrounds for the E917 190 39-77% data set at the 4A polarity.
213
4-
2
-5 0 5
ATOF/a
4B, 0.5 5 p < 0.733
30-
20-
10-
0
-5 0 5
ATOF/a
4B, 1.199 p < 1.432
30-
20
10-
0
-5 0 5
ATOF/cr
4B, 1.898 p < 2.131
150-
100
50
-5 0 5ATOFA
4B, 2.364 s p < 2.830
17 p 39-77% Centr
8-
6-
47
2
0
-5 0 5
ATOF/
4B, 0.733 p < 0.966
20-
ijj
-5 0 5
ATOF/a
4B, 1.4325 p < 1.665
20
15-
10
5
-5 0 5
ATOF/a
4B, 2.131 5 p < 2.364
10F
-5 0 5
ATOF/a
4B, 0.966 5 p < 1.199
30-
20-
10-
0
-5 0 5
ATOF/a
4B, 1.665 p < 1.898
40-
30
20
0
-5 0 5
ATOF/a
4B, 2.364 p < 2.597
Figure A-22: Backgrounds for the E917 190 39-77% data set at the 4B polarity.
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A.3 E917 A backgrounds
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Figure A-23: m idistributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.25 < m_ < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
min(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-24: mi,,distributions for E917 minimum bias data at the 4A polarity, in the
mIbin 1.45 < m 1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
mrin(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-25: mi2 ,distributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.65 < m± < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
min(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-26: mindistributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.85 < mI < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-27: mi,,distributions for E917 minimum bias data at the 4B polarity, in the
m 1 bin 1.25 < m_L < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-28: m2indistributions for E917 minimum bias data at the 4B polarity, in the
m 1bin 1.45 < m 1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-29: mi,,distributions for E917 minimum bias data at the 4B polarity, in the
mtbin 1.65 < m 1 < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
min(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-30: mindistributions for E917 minimum bias data at the 4B polarity, in the
m_1bin 1.85 < m 1L < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-31: mi,,distributions for E917 central 0-23% data at the 4A polarity, in the
m1 bin 1.25 < m 1 < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-32: mindistributions for E917 central 0-23% data at the 4A polarity, in the
m_1bin 1.45 < mL < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-33: m ndistributions for E917 central 0-23% data at the 4A polarity, in the
m 1 bin 1.65 < m 1 < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
min(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-34: mi,,distributions for E917 central 0-23% data at the 4A polarity, in the
m 1 bin 1.85 < mi < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
Minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-35: m ndistributions for E917 central 0-23% data at the 4B polarity, in the
m 1 bin 1.25 < m_ < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-36: mi,,distributions for E917 central 0-23% data at the 4B polarity, in the
m1 bin 1.45 < m 1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-37: mi,,distributions for E917 central 0-23% data at the 4B polarity, in the
m 1 bin 1.65 < m1 < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
230
- -H
-I I
A Central 0-23%, 4B
7 600
6 500
5 400
4
300
3
200
1 100
0 0
-m
~iili ~
1.2 1.4 1.6
M-inv
_ -- L-
1.2 1.4 1.6 1.08 1.1 1.12 1.14
i--inv m-inv
Figure A-38: mi,,distributions for E917 central 0-23% data at the 4B polarity, in the
m 1bin 1.85 < ml < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-39: mi,,distributions for E917 central 23-77% data at the 4A polarity, in the
m 1 bin 1.25 < m1 < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
min(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-40: mi2 ,distributions for E917 central 23-77% data at the 4A polarity, in the
m1 bin 1.45 < mi < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
Minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-41: mi,,distributions for E917 central 23-77% data at the 4A polarity, in the
m 1 bin 1.65 < m1 < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-42: mi,,distributions for E917 central 23-77% data at the 4A polarity, in the
m1 bin 1.85 < m 1 < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
mrin(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-43: minedistributions for E917 central 23-77% data at the 4B polarity, in the
m 1 bin 1.25 < m 1 < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-44: mi,,distributions for E917 central 23-77% data at the 4B polarity, in the
m 1 bin 1.45 < m1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-45: mie distributions for E917 central 23-77% data at the 4B polarity, in the
m 1 bin 1.65 < m1 < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-46: mie distributions for E917 central 23-77% data at the 4B polarity, in the
m 1 bin 1.85 < m 1 < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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3
2.5
2
1.5
1
0.5
0
-0.5
Centrality \ m_1 bin 1.25 - 1.45 1.45 - 1.65 1.65 - 1.85 1.85 - 2.05
Minimum Bias, 4A 0.026 0.922 0.672 0.685
Minimum Bias, 4B 0.209 0.035 0.763 0.387
Central 0-23%, 4A 0.178 0.935 0.959 0.360
Central 0-23%, 4B 0.042 0.219 0.730 0.103
Peripheral 23-77%, 4A 0.635 0.535 0.160 6x10- 10
Peripheral 23-77%, 4B 0.008 0.236 0.011 3x10 4
Table A.5: Results of the Kolmogorov difference test between the mixed and actual
distributions, for the various datasets considered in the A analysis. For distributions
drawn from identical parent distributions, the result of this test will vary uniformly
between 0 and 1, with larger values indicating more similar distributions. Interest-
ingly, the Kolmogorov test can be recursively applied to the distribution of outputs of
Kolmogorov tests, against a flat distribution. In this case the result of that final test
is 0.025; if the smallest 4 results (in the two peripheral bins) are removed, it becomes
0.33.
A.4 E917 A backgrounds
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Figure A-47: mindistributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.25 < m 1 < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-48: mi2,distributions for E917 minimum bias data at the 4B polarity, in the
m 1 bin 1.25 < mi < 1.45 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal MA = 1.1156 GeV.
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Figure A-49: mi2 ,distributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.45 < m 1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-50: mi,,distributions for E917 minimum bias data at the 4B polarity, in the
m 1 bin 1.45 < m 1 < 1.65 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-51: minedistributions for E917 minimum bias data at the 4A polarity, in the
m1 bin 1.65 < mi < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
mrin(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-52: mi2,distributions for E917 minimum bias data at the 4B polarity, in the
m 1 bin 1.65 < mi < 1.85 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
mrin(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
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Figure A-53: mi,,distributions for E917 minimum bias data at the 4A polarity, in the
m 1 bin 1.85 < mi < 2.05 . Raw distribution (upper left), mixed event distribution
(upper right), subtracted distribution (lower left), subtracted over a a small range in
minv(lower right). The arrow indicates the nominal mA = 1.1156 GeV.
247
1.08
A Minimum Bias, 4B
180
160
140
120
100
80
60
40
20
U
1.2 1.4 1.6
m-Anv
50
40
30
20
10
0
-10
-20
-30 -
1.2 1.4
I 1800F T
I I
1.6 1.08
M-inv
1600
1400
1200
1000
800
600
400
200
0
50
40
30
20
10
0
-10
-20
-30
1.1 1.12 1.14
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Appendix B
Experimental details
B.1 Trigger Bits
Table B.1 summarizes the trigger bits used in E866 and E917. Most of the names
used are described in Chapter 2. The others are: ZCAL: whether the online ZCAL
hardsum value was larger than a certain discriminator setting (hence, a peripheral
trigger; ZCAL: the converse; SPEC-2: like SPEC (also called SPEC-1) but requiring
2 TOF hits; FSPEC: A trigger for a particle in the Forward Spectrometer; and
Pedestal: A special bit set used for triggering non-beam pedestal runs. The High
Voltage Trip bit was set by an electronic circuit whenever one of the chamber high
voltages tripped to 0. Recall also that the bits in Trigger Word 1 always are scaled
down (hence unbiased by other triggers), while those in Trigger Word 2 ignore the
scaledowns and hence reflect the event conditions, but may also be biased by other
triggers.
B.2 Event Cuts
The manner in which these cuts were determined is discussed in various sections of
Chapter 3. Table B.2 shows the values used in the two running periods.
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Trigger Word I Bit #
1
I FOLLOW
2 INT
3 ZCAL
2 4 ZCAL
5 SPEC-1
6 SPEC-2
11 High Voltage Trip
1 ROFROF
3 2 VETO
3 NOSTART
Table B.1: Trigger bits used in E866 and E917. See text for a discussion of the
meanings.
Cut E866 Range E917 Range
FOLLOW Bit False
BTOT 72.0 - 84.6 73.4 - 83.6
HOLE1  < 50.0 < 80.0 (Run# < 31604)
-< 70.0 (Run# > 31604)
HOLE 2  < 50.0 < 48.0 (Run# < 31604)
-< 68.0 (Run# > 31604)
HOLE, + HOLE 2 90.0 111.0
NMA N < 90V <q >> 1.1
Table B.2: A summary of the values of the event cuts used in the two running periods.
Cut values shown are the ranges required for accepted events.
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1 BEAM/n
2 INT/n
3 ZCAL
4 ZCAL
5 SPEC-1
6 SPEC-2
7 SPEC-1 A ZCAL
8 SPEC-2 A ZCAL
9 FSPEC (E866 only)
10 SPEC-1 Veto Override
11 SPEC-2 Veto Override
12 SPEC-1 A ZCAL Veto Override
13 Pedestal
IDescription
14 SPEC-2 A ZCAL Veto Override
B.3 Efficiency Parameters
Plots of the insertion-derived inefficiency (see Section 4.5) are presented in Figures B-i
- B-4 for the WHS dependence, and Figures B-5 - B-8 for the momentum dependence.
All of the parameters are summarized in Table B.3.
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Figure B-1: Insertion-derived inefficiency as a function of WHS, for positive particles
in 19' LVL2 data at the 4A magnet setting.
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Figure B-2: Insertion-derived inefficiency as a function of WHS, for negative particles
in 19' LVL2 data at the 4A magnet setting.
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Figure B-3: Insertion-derived inefficiency as a function of WHS, for positive particles
in 19' LVL2 data at the 4B magnet setting.
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Figure B-5: Insertion-derived inefficiency as a function of momentum, for positive
particles in 190 LVL2 data at the 4A magnet setting.
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Figure B-7: Insertion-derived inefficiency as a function of momentum, for positive
particles in 19' LVL2 data at the 4A magnet setting.
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Figure B-8: Insertion-derived inefficiency as a function of momentum, for negative
particles in 190 LVL2 data at the 4B magnet setting.
259
1 2 3
Momentum (GeV)
T2X2
1 2 3
Momentum (GeV)
T2X4
-
I I I I i ~
1 2 3
Momentum (GeV)
T2X3
0
%0.4C
0.2
0
-+-
+ __0.1 0
Config T2X Ao A1  A2  Bo B 1  p
190 4A + 1 1.9x10- 2  2.8x10- 2  1.3x10- 3  1.62x10-1  4.11x10- 2  1.905
2 5.8x10- 3  3.0x10- 2  1.1x10- 3  1.62x10-1  3.76x10- 2  1.831
3 3.2x10- 2  1.9x10- 2  1.8x10- 3  1.65x10~1  3.02x10- 2  1.755
4 2.4x10- 2  1.2x10- 2  2.2x10- 3  1.17x10-1  4.11x10- 2  1.683
5 3.1x10- 2  8.0x10 3  2.1x10- 3  1.10x10-1  3.24x10- 2  1.708
6 1.0x10- 4  1.6x10- 2  1.2x10~3  6.05x10- 2  4.37x10~2  1.952
7 7.0x10- 2  1.0x10- 5  2.3x10 3  2.24x10- 2  5.25x10- 2  2.615
190 4A - 1 5.4x10- 3  3.2x10- 2  8.1x10- 4  2.25x10-1  8.65x10- 8  2.875
2 3.1x10- 3  2.6x10- 2  1.6x10- 3  1.91x10- 1  1.60x10- 2  2.224
3 1.7x10- 2  2.4x10- 2  1.4x10- 3  2.02x10-1  5.20x10- 3  1.814
4 3.6x10- 2  1.1x10- 2  1.9x10- 3  1.78x10-1  8.14x10- 9  1.543
5 1.1x10- 2  2.1x10- 2  9.7x10- 4  1.68x10 1  5.91x10- 3  1.308
6 1.0x10- 4  1.5x10- 2  1.7x10- 3  1.50x10~1  6.41x10- 3  1.137
7 2.4x10- 2  1.5x10- 2  6.1x10- 4  1.22x10~1  1.44x10- 2  1.037
190 4B Pos 1 1.0x10- 4  4.8x10- 2  1.0x10- 5  2.10x10- 1  2.45x10- 2  3.006
2 5.5x10- 4  3.3x10- 2  1.5x10- 3  1.54x10-1  4.01x10- 2  2.302
3 2.8x10- 2  2.6x10- 2  1.3x10- 3  1.51x10-1  4.30x10- 2  1.903
4 1.9x10- 2  2.6x10- 2  8.6x10- 4  1.61x10-1  2.43x10- 2  1.661
5 2.2x10- 2  1.5x10- 2  1.9x10- 3  1.46x10- 1  2.53x10- 2  1.492
6 4.1x10- 3  2.1x10- 2  8.3x10- 4  1.37x10-1  1.56x10- 2  1.326
7 1.0x10~ 4  2.1x10- 2  5.5x10- 4  1.40x10- 1  4.08x10- 3  1.258
190 4B Neg 1 4.0x10- 2  1.5x10- 2  2.1x10- 3  1.71x10-1  2.32x10- 2  1.741
2 2.8x10- 2  1.4x10- 2  2.4x10- 3  1.69x10- 1  2.16x10- 2  1.560
3 2.5x10- 2  1.0x10- 2  2.5x10- 3  1.55x10- 1  1.81x10- 2  1.451
4 6.8x10- 3  1.9x10- 2  1.2x10- 3  1.40x10- 1  1.62x10- 2  1.407
5 1.1x10- 3  2.6x10- 2  1.0x10- 5  1.33x10-1  1.49x10- 2  1.515
6 1.0x10- 4  2.5x10- 2  1.0x10~ 5  1.41x10- 1  3.51x10-10  1.792
7 9.2x10- 2 1.1x10- 5 6.9x10- 4 1.98x10- 2 3.67x10- 2 2.560
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Appendix C
TOF Calibration Procedure
The proper calibration of the TOF wall is essential to high-quality particle identifi-
cation by the E866 and E917 experiments. Herein I will discuss the parameters and
calibration methods used to obtain these calibrations, in the sequence that they are
done. Before doing so, I will remind the reader of the structure of the TOF wall: each
slat is individually instrumented with two phototubes, and each phototube (referred
to as up and DOWN) has a TDC and ADC readout.
C.1 Calibration Parameters of the TOF Wall
There are three physical measurements made from each hit on the TOF wall: y-
position (YTOF), time (t), and the energy deposited in the slat (d). There are four
pieces of information directly measured for each hit: up and down TDC readouts
(Ta, Td) and up and down ADC readouts (An, Ad). Additionally for each event, the
BTOT (which creates the experiment start time) TDCs are read out through the
same electronics chain, to reduce jitter (BU, Bd). The former are obtained from the
latter through the following equations:
y ~= Td-TP - Y C1= / - (C.1)
dE =G (_A u - Pu)(Ad - Pd) (C.2)
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t= Tu+TC -S( 1 -E B.+BdCb- Bo) -to - To (C.3)2 dWE2
(C.4)
The calibration constants used in the above, their conventional names in E866
and E917 code, and their units are summarized in Table C.1.
Symbol Name Description Units
P PSPEED Speed of signal in scintillator cm/channel
Yo POSOFF Y-Position offset cm
G AUGAIN ADC gain Yasuo/channel
Pu, Pd AUPED, ADPED ADC Pedestal channel
C TUCLCK TDC Clock ns/channel
S TUSLW Slewing correction ns/VYasuo
to TDRIFT Time offset ns
Cb TUCLCK(2) BTOT TDC clock ns/channel
Bo TDIFF(2) BTOT offset ns
TO TO Run-by-run timing offset ns
Table C.1: Summary of E866/E917 TOF Calibration parameters. Most parameters
are fit slat-by slat, except the last three. Cb and Bo are fixed across the TOF wall
and for the whole run. To is a fit across the whole TOF wall of an offset, but changes
run-by-run.
The second term in C.3 is called the slewing correction. It is required because
a TDC measures times between the timing of pulses from a discriminator module,
which in turn has a fixed threshold, implying that larger signals (which rise faster)
will seem to have earlier times than smaller ones. The behavior generally goes as
the E ; here the 4Eis calculated in Yasuo', a unit of energy defined such that the
energy of a minimum ionizing particle is 100, and we define our correction such that
a minimum ionizing particle is unchanged.
There is one significant assumption worth pointing out in the above equations. As
can be seen, the TUCLCK (C) parameter is applied to both the up TDC and down
TDC, which could in principle have different clocks. In practice, any differences have
proven impossible to disentangle experimentally, so just one clock parameter is used.
'Named after the E802/E859/E866 collaborator Yasuyuki Akiba
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In the following sections, I discuss the method of calibration for each parameter
that is calibrated. Then, finally, I discuss the sequence of calibrations that is done
and show results.
C.2 Pedestal Calibration
All of the ADC's have a pedestal - that is, a fixed value of the readout which corre-
sponds to a charge of zero. This arises both from small DC offsets on the input lines
and an intentional design decision to avoid so-called 'hard' zeros in the spectrum. Of
course, the pedestals must be later subtracted from every readout of the ADCs. In
both E866 and E917, these pedestals were obtained from a pedestal-specific run near
the start of the running period, during which no actual beam was taken but events
were recorded and all of the TOF ADCs were readout regardless of the TDC status
(normally, only channels with a TDC hit are read out). These runs were then used to
fit a pedestal value. Similar pedestal runs were done later in in the running period,
but the pedestals were found not to have changed, so only one set of values was used
for each running period.
C.3 Y-position calibration
Most of the TOF calibrations depend on reconstructed tracks. As discussed in Section
3.3, however, the tracking algorithm requires at least a rough y-position at the TOF
wall as a starting point. Therefore, the first thing that is done is to get the PSPEED
and POSOFF calibrations. The output of PassO includes many histograms, among
them average y-positions (calculated using old calibrations, or those estimated from
raw distributions early in the run). These are looked at as a function of run number,
and at the points where there are discontinuities, as well as angle, field setting, or
trigger changes, the tracking algorithm is run. For these runs, we use very wide y-cuts
in the back, so as to not miss tracks due to erroneous y-positions; and of course if it is
bad enough the POSOFF is adjusted 'by hand' from raw distributions for a starting
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point. Then, the tracks are projected back to the TOF wall, and the PSPEED and
POSOFF found from a straightforward linear fit to Equation C.2.
C.4 Gain Calibration
The gains are, as noted above, calibrated so that the !i of a minimum ionizing
particle is 100 Yasuo. In order to do this, a set of minimum ionizing particles is
needed. For this, we select all pions, identified from previous calibrations (which may
be preliminary, of course). The gain parameter is then set so that the average pion
on each slat produces such a d.
This calibration is done twice, starting generally from previous runs' calibrations.
The first time is before Pass12, at the same time as the Y-position calibration, and
then it is done again, twice, in the master run calibration step before Pass3. The
quality of the PID and hence of this calibration is expected to increase with each
iteration.
C.5 Time Calibration
Having obtained the gain calibration accurately, there are three parameters that must
be fit to calibrate the time dimension: TUCLCK, TDRIFT, and TUSLW.
The TUCLCK is arguably the most sensitive of the calibrations. We must deter-
mine the clock value, the conversion between ADC channels and physical picoseconds,
to the level that slow protons are well-identified. This means that a time of approx-
imately 50 ns (the difference between the initial pions and slow protons) must be
measured to an accuracy of around 100 ps, so that slat-to-slat systematic differences
are smaller than the resolution of the TOF wall. This implies that the calibration
values for the clocks must be known to 0.2%. Furthermore, for certain regions of the
TOF wall this calibration can be difficult to do, since the side where negatives are
bent will measure the very small numbers of K- and p created in these collisions, and
will have no positive protons to 'anchor' the calibration.
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The TDRIFT is similarly important to have calibrated to 50 ps, but in general is
easily obtained to a high degree of accuracy simply by fitting the peak of the pions,
positive or negative. At the outermost edges of the TOF slats electrons may be used.
The calibrations are less sensitive to the value of TUSLW, but a good value for
this number is still essential to obtain the minimum resolution possible.
The procedure for calibrating the TOF clocks (TUCLCK) was different in the two
run periods. In the E866 running, the clocks were calibrated by a fit to Equation C.3,
simultaneously fitting the TDRIFT, iterated against a fit of the slewing parameter
TUSLW, using the same equation. 10 iterations universally caused the fit to converge.
In E917, a different approach was taken. Since large stretches of data were run
without polarity changes, and the TOF calibrations were run with the previous run's
values, there was the opportunity for the clocks in the exclusively-negatives region to
wander. The few negative kaons and antiprotons are lost amid various combinatoric
backgrounds and signal from the negative pion peak. The result is that over a span
of runs the PID for a wide section of TOF wall (and unfortunately for this analysis,
this is the portion of the TOF wall measuring antiprotons) becomes unacceptable.
Fortunately, it was found that the clock values are quite stable from run-to-run, in
fact impressively so. Therefore, the clock values were calibrated once (using the same
procedure as in E866) over a group of contiguous runs, but using different magnet
polarities so as to get protons across the entire TOF wall. These clock values were
then fixed for the entire running period. The TUSLW and TDRIFT parameters were
calibrated in a single iteration, using this set of clocks, for each run, again using
Equation C.3. This calibration was then iterated once with the ADC gain values
(Section C.4), in order to fit the gain values with more accurate particle identification,
and the TUSLW and TDRIFT with the best gains obtainable.
C.6 Results of Calibration
There are several measures of the quality of the calibration. First, the standard
measure of the resolution of the done wall is done using fast pions and electrons, for
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Figure C-1: The ATOF distribution for pions with p > 1.0 GeV/c, for E917 run
32152. The width is 135 ps. The distribution is similar but slightly narrower (110 ps)
in E866; see [Ahl97].
which the multiple scattering terms are less important to the resolution. The A TOF
distribution across the TOF wall from that is shown in figure C-1; the widths of the
distributions are 120 ps in E866 and 135 ps in E917. This analysis can be done slat by
slat, and the results from those distributions are summarized in figure C-2. The lines
As can be seen, there is some scatter in the center points of the slats, even after all the
calibrations have been done. Therefore, to avoid systematic error from cutting various
parts of PID distributions on some slats and not others, resolutions of 130 and 140
ps (E866 and E917 respectively) were used in the PID algorithm. Finally, using the
numbers for position resolution and momentum resolution obtained via other means
and using the values found from the previous analyses, the value of ATOF/a can be
computed particle-by-particle, as is done in the antiproton background analysis (see
section 5.2. This is done as a function of momentum for protons, summarized in
figure C-3. The particle identification of the spectrometer using these numbers for
the resolution is discussed in Section 3.4.
266
WU-0
0.1
0
-0.1
ri I---- -- -- ----
-0.2 H-
-0.3
20 40 60 80 100 120 140 160
TOF slat
Figure C-2: The offset of the ATOF distributions versus slat, for E917 run 32152,
using only pions with momenta above 1.0 GeV/c. The error bars indicate the RMS
width of the distribution. The dashed lines are drawn at ±140 ps, which was the
value used for particle identification.
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Appendix D
Tabulation of Material
This appendix contains a tabulation of the material in the Henry Higgins spectrom-
eter in the E866 and E917 configurations, used as input to the Monte Carlo and to
make an estimate of the target contribution to the hadronic interaction part of the
spectrometer inefficiency.
Table D.1: Table of materials in the spectrometer, by chamber. Non-
elemental items are described in Table D.2.
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Detector Material Thickness (mg/cm2 )
Spectrometer Air Air 670
Beam Pipe Carbon Fiber 78
T1 Tungsten 16
Mylar 13
Argon-Ethane 11
Table D.1: Table of materials in the spectrometer, by chamber. (con-
tinued)
Detector Material Thickness (mg/cm 2 )
T2 Tungsten 1.2
Copper 54
Mylar 14
Argon-Ethane 27
TRF1 Tungsten 1.2
Aluminum 24
Mylar 7.1
Argon-Isobutane 13
TRF2 Tungsten 1.0
Aluminum 24
Mylar 7.1
Argon-Isobutane 13
T3 Tungsten 0.7
Copper 34
Mylar 35
Argon-Ethane 41
T4 Tungsten 0.7
Copper 33
Mylar 35
Argon-Ethane 41
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Table D.1: Table of materials in the spectrometer, by chamber. (con-
tinued)
Detector Material Thickness (mg/cm2 )
TRIMIT Tungsten 0.1
(E917) Copper 5.5
Mylar 7.1
Argon-Ethane 6.5
TR1 Tungsten 0.2
(E866) Stainless Steel 9.6
Mylar 7.1
Aclar 8.1
Argon-Isobutane 18
TR2 Tungsten 0.2
Stainless Steel 9.6
Mylar 7.1
Aclar 8.1
Argon-Isobutane 18
TOTAL (E866) 1280
TOTAL (E917) 1260
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Material Composition Density (g/cm 3)
Aclar Polymer: C2 F 3Cl 2.12
Air 78% N, 21% 0, 1% Ar 1.21x10-3
Argon-Ethane 50%-50% Argon-C 2H6  1.52x10-3
Argon-Isobutane 60%-40% Argon-C 4H10  2.23x10-3
Carbon Fiber Near-pure Carbon 1.54
Mylar Polymer: C5 0 2 H4  1.39
Stainless Steel 58% Fe, 22% Cr, 12.5% Ni, 7.88
5% Mn, 2.5% Mo
Table D.2: Compositions of non-elemental materials in Table D.1.
Table D.3: Tracking Chambers - Plane Construction.
mensions are diameters.
All wire di-
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Chamber Plane Type Definition Spacing # planes
T1 Sense 1 30 pm W wire 0.635 cm 10
1 75 pm W wire
Cathode 0.25 mil aluminized mylar N/A 11
Windows 0.5 mil mylar N/A 2
T2 Sense 1 30 pm W wire 1.4 cm 12
1 100 pm Cu wire
Cathode 6 100 pm Cu wires 1.4 cm 16
Windows 1 mil mylar N/A 4
TRF1 Sense 1 20 pm W wire 0.2 cm 4
Cathode 0.5 mil aluminum N/A 7
Windows 1 mil mylar N/A 2
TRF2 Sense 1 20 pm W wire 0.24 cm 4
Cathode 0.5 mil aluminum N/A 7
Windows 1 mil mylar N/A 2
Table D.3: Tracking Chambers - Plane Construction (continued)
Chamber Plane Type Definition Spacing # planes
T3 Sense 1 30 pm W wire 3.21 cm 4
1 100 pm Cu wire 3.06 cm 6
1.40 cm 3
Cathode 6 100 pm Cu wires 3.21 cm 6
3.06 cm 8
1.40 cm 4
Windows 1 mil mylar N/A 10
T4 Sense 1 30 pm W wire 3.29 cm 4
1 100 pm Cu wire 1.40 cm 3
3.51 cm 3
3.44 cm 3
Cathode 6 100 pm Cu wires 3.29 cm 6
1.40 cm 4
3.44 cm 4
3.51 cm 4
Windows 1 mil mylar N/A 10
TRI Sense 1 1 mil W wire 0.25 inch 1
(E866) 1 3 mil Stainles Steel wire
Cathode 1 3 mil Stainless Steel wire inch 416
Windows 0.75 mil Aclar N/A 2
1 mil Mylar N/A 2
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Table D.3: Tracking Chambers - Plane Construction (continued)
Chamber Plane Type Definition Spacing # planes
TRIMIT Sense 1 30 pm W wire 0.635 cm 1
1 100 pm Cu wire
Cathode 2 100 pm Cu wires 0.635 cm 2
Windows 1 mil mylar N/A 2
TR2 Sense 1 1 mil W wire 0.25 inch 1
1 3 mil Stainles Steel wire
Cathode 1 3 mil Stainless Steel wire inch 4
Windows 0.75 mil Aclar N/A 2
1 mil Mylar N/A 2
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Appendix E
Bayesian Calculation of Errors in
an Efficiency
Consider a situation where a trial is made N times, where N is exactly known; for
each trial, a yes or no answer is given. This is precisely the description of what one
does in measuring an (in)efficiency. Suppose n of the N trials have a positive result.
The probability of getting exactly this result in the N trials is given by:
P,(n, N) = "(1 - e)(N-n) N! (E.1)
n! (N - n)!
This expression is exactly the expression for the n-th term (counting from 0) in the
binomial expansion of (E + (1 - E))N, so it is manifest that this, summed over all n,
gives a probability of unity. The form of the probability function above gives this
distribution the name binomial.
The mean value and dispersion of this function are easily calculable, and this is
done in any book on statistics. I quote the results here:
h = EN (E.2)
(n - h)2 = NE(1 - E). (E.3)
The difficulty arises when, with a finite number of measurements N, one wishes
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to make an experimental estimate i of the real value e. Actually making the estimate
is no trouble at all - it is simply g. But what is the error? Based on Equation E.3
we might write down that
21 - (E.4)
The difficulty arises as one approaches of 0 or 1. Then the expression above goes
to 0. With a finite number of measurements this is surely an inaccurate estimate -
it cannot be absolutely known that the efficiency is perfect (or completely deficient),
since there may simply not have been enough trials made to see a discrepancy. More
mathematically, the problem arises from the substitution e -+ E in our estimates,
which is unjustified near the extremes.
One approach to avoiding these problems, and the one used in all of the efficiency
measurements made in this thesis, is to instead use a Bayesian formulation.
In Bayesian statistics, the a posteriori probability of the actual efficiency being C,
given a particular measurement X can be written:
P(~I) -P(Xke)P(c)P(EPX) = , (E.5)P(X )
where P(AjB) should be read "The probability of A being true given that B is true."
P(e) is the a priori probability distribution and P(X) is the a priori probability of
making measurement X, i.e.
P(X) = P(XIE')P(E')de'. (E.6)
For a measurement X which is expressed as (n, N) as above, P(X Ic) is identical
with P(n, N) in Equation E.1. All that remains to evaluate P(E|X) is knowledge
of the a priori distribution P(c). Following the usual Bayesian practice, I make the
assumption that, in the absence of any other evidence, P(c) is uniformly distributed
from 0 to 1, and therefore simply unity.
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Substituting into Equation E.5, I obtain:
_(N±+ 1)!P(cl(n, N)) = ( (N - n)!E"(1 - )(N-n). (E.7)
n!
From this expression, it is a matter of calculation to obtain any moment of the
distribution. The results for the mean and the dispersion are:
= n+1 (E.8)N+2
-n +1 n+2 n+1(e - )2 =( ).(E.9)N+2 N+3 N+2
There are several notable features of the above. The mean is not the one you
would intuitively expect - it is always slightly weighted towards 1, the mean of the
a priori distribution, though of course in the limit of large statistics this "memory"
becomes negligible. Furthermore, while K is the mean of the distribution, it is not the
most probable value in Equation E.7. Therefore, in efficiency plots in this thesis I have
simply used - as the plotted value. The second expression is more useful. It deviates
significantly from that of E.4 only for extreme g. At the extremes, as N increases,
it becomes (_)2 , as one might expect from mathematical intuition. Therefore this
expression is used for all errors on the efficiencies plotted in this thesis.
A few final notes: The actual a priori distribution is actually probably different
from the flat one used above, as we have after all generally constructed the equipment
and software to be functional, and so forth. So Equation E.9 may in fact be an
overstatement of the error near the extremes. On the other hand, the error bar is also
asymmetric. Plotted in Figure E-1 is the distribution P(Ej(98, 100). One observes a
significant tail on the low side of the distribution, and a very sharp turnover on the
high side. However, such asymmetric functions are quite difficult functionally to do
fits with, and so this effect has been neglected herein.
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Figure E-1: The function P(cl(98, 100)), as defined in Equation E.7
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