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We study the validity of various models for the dynamics of finite-sized particles in fluids by means
of a direct comparison between theory and experimentally measured trajectories and velocities of
large numbers of particles in chaotic two-dimensional flow. Our analysis indicates that finite-sized
particles follow the predicted particle dynamics given by the Maxey-Riley equation, except for random correlated fluctuations that are not captured by deterministic terms in the equations of motion,
such as the Basset-Boussinesq term or the lift force. We describe the fluctuations via spectral methods and we propose three different Lagrangian stochastic models to account for them. These
Lagrangian models are stochastic generalizations of the Maxey-Riley equation with coefficients
calibrated to the experimental data. We find that one of them is capable of describing the observed
fluctuations fairly well, while it also predicts a drag coefficient in near agreement with the theoretiC 2011 American Institute of Physics. [doi:10.1063/1.3632100]
cal Stokes drag. V

I. INTRODUCTION

Inertial (or finite-sized) particles are commonly encountered in natural phenomena and industrial processes. Examples of inertial particles include dust, impurities, droplets, and
air bubbles, with important applications in pollutant transport
in the ocean and atmosphere,1–3 rain initiation,4–6 coexistence
between plankton species in the hydrosphere,7,8 and planet
formation by dust accretion in the solar system.9–12
The theoretical analysis of inertial particle motion apparently started with the work of Stokes,13 who addressed the
motion of an isolated sedimenting particle in a fluid for the
case where the inertia of the flow is negligible, the flow field
being totally dominated by viscous diffusion. However, as
was shown by Oseen,14 neglecting the nonlinear terms in
Navier-Stokes equations leads to serious discrepancies in
regions away from the particle. Oseen preserved one of the
convective terms in the Navier-Stokes equations to obtain an
OðReÞ solution for the drag force. Proudman and Pearson,15
with a later extension by Sano,16 used multi-scale asymptotic
analysis to obtain an elegant OðRe lnðReÞÞ solution for the
drag force. Saffman17 studied the shear-induced lift that originates from the inertial effects in the viscous flow around the
particle and obtained an analytical expression for its description. Basset18 identified a memory-like contribution to the
drag on a particle, which depends on the history of the
motion of the particle and on the viscosity of the fluid (see
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also Mordant and Pinton19 for an experimental illustration of
this memory term).
Lawrence and Mei20 were concerned with the long-time
behavior of impulsive motions of particles in fluids. Maxey
and Riley21 carried out a complete analysis of the motion of
a sphere in unsteady Stokes flow for nonuniform flow fields
and derived a governing equation for the relative velocity of
the particle for any given nonuniform transient background
flow. This included additional terms associated with relative
accelerations and Faxén’s correction.
Parallel to all these theoretical studies, a number of experiments have been conducted to describe the acceleration statistics of neutrally buoyant inertial particles. Qureshi et al.,22
Brown et al.,23 and Voth et al.24 studied the Lagrangian statistics of such particles experimentally studied in isotropic turbulence with Taylor-microscale Reynolds numbers of 140 < Rk
< 970. Calzavarini et al.25 showed that for larger particles, the
consideration of Faxén’s correction improves the comparison
between the statistics produced by direct numerical simulations and experimental measurements in turbulent flows.
Finally, Ouellette et al.26 studied neutrally buoyant particles in
a spatiotemporally chaotic flow by simultaneously measuring
the flow field and the trajectories of millimeter scale particles,
so that the two could be directly compared.
In the present paper, we seek to compare experimental
results with available theoretical models of individual inertial particle trajectories. More specifically, we compare inertial particle motions in the experiments of Ouellette et al.26
to those predicted by the full Maxey-Riley equation.
Since the particles in the experiment are small, their
motion is expected to stay close to the motion of infinitesimal
fluid elements over short time intervals. Verifying this by

23, 093304-1
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itself, however, would simply verify a basic physical expectation rather than a dynamical model for inertial particle motion.
To go beyond this, we seek to observe experimentally a specific dynamical feature predicted by the Maxey-Riley equation
for neutrally buoyant inertial particles: their exponentially fast
synchronization with the motion of fluid elements, as evidenced by the rapid alignment of neutrally buoyant inertial
particle velocities with the ambient fluid flow velocity.
The full Maxey-Riley equations include integral terms
with singular kernels, which requires the use of novel numerical schemes in order to generate accurate particle trajectories.
Once the Maxey-Riley trajectories are obtained, we use analytical and numerical tools to assess the impact of the various
dynamical terms (drag force, lift force, etc.) on particle
motion. We find that the experimentally observed particle
velocities show persistent fluctuations relative to the ambient
fluid velocities. Consideration of the Basset-Boussinesq term
or the lift force in the modeling equations significantly affects
the velocity of the particles but does not reduce the size of the
fluctuations, which have a strongly stochastic character with
narrow banded spectra (i.e., strongly correlated statistics) that
cannot be characterized as experimental noise.
We present and compare three stochastic models for
describing the differences between theory and observation.
These Lagrangian models are stochastic generalizations of
the Maxey-Riley equation having unknown coefficients
which are determined by identifying experimental and theoretical statistical descriptors, such as the correlation timescale, the spectrum, or the shape of the tail of the probability
density of the velocity fluctuations. Among these three models, we find that the one based on the identification of the full
spectrum of the random fluctuations produces better qualitative agreement with the experimentally observed fluctuations
than the others, while it also predicts a drag coefficient that
is in near agreement with the theoretical Stokes drag. Hence,
with this spectral based stochastic approach, we are able to
model efficiently the experimentally observed fluctuations of
the velocity of finite-size particles that cannot be captured by
the deterministic terms in the Maxey-Riley equation.
II. EXPERIMENTAL FLOW

The experimental flow field is generated by driving a
thin layer of an electrolytic fluid electromagnetically (see
Ouellette and Gollub27 for a detailed description). The resulting flow is quasi-two-dimensional, since there is essentially
no fluid motion in the depth direction. The Reynolds number
is given by Re ¼ UL= v, where U is the root-mean-square velocity, L ¼ 2.54 cm is the characteristic length of the flow,
taken to be the magnet spacing, and v is the kinematic viscosity. In our experiments, 72  Re  220, which is above
the transition to spatiotemporal chaos for this flow (see Ouellette and Gollub28). All the results and equations that follow
are non-dimensionalized using the characteristic velocity U
and the characteristic length L.
A. Flow measurement

To measure the flow experimentally, we use neutrally
buoyant tracers with a diameter of d ¼ 80 lm. To avoid any
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surface-tension-driven interactions between the particles, we
place a 3.5-mm-deep layer of water above the electrolytic
fluid; the particles lie at the interface between the two layers
and, since those are miscible, there is no bulk surface tension
between them (see Vella and Mahadevan29).
We image the particles at a rate of 20 Hz and with a precision of approximately 13 lm (0.1 pixels). To avoid boundary effects, we focus on the 7.5 cm  7.5 cm region in the
center of the flow. We extract the velocity and acceleration
of each particle using polynomial fits to short track sections.
To resolve the flow field well, we use a large number of tracers (roughly 15 000); even with this large number of particles, however, the loading density is sufficiently small so
that interactions between the particles are negligible.
Using a Delaunay-triangulation-based linear interpolation scheme, we obtain a first approximation of the velocity
field by interpolating between the discrete particle velocities.
We then apply a moving-average spatial smoothing (20 pixels wide) for each time step. Next, we interpolate back to the
original positions of the tracers to estimate their velocity
from the smoothed velocity field. By comparing the originally measured velocity of each tracer particle with the estimate from the interpolation of the smooth velocity field, we
perform a consistency check and reject tracer particles that
have larger discrepancy than the root-mean-square velocity
U (Fig. 1). Some discrepancy (due to a small number of
tracking errors) is unavoidable; these errors are easily correctable, however, since the velocity fluctuations should be
Gaussian in this Reynolds number range. We emphasize that
in rejecting these particles, we do not exclude inertial particles that diverge from the flow field; such inertial particles
are not used in reconstructing the flow field. Finally, we
repeat the reconstruction procedure without the tracer particles that were rejected from the consistency check and perform spatial averaging in both space and time using the
moving-average method (20 pixels wide in space and 5
frames in time).
B. Removal of flow divergence

While the physical flow is expected to be nearly incompressible in the plane (since our measurements are made far
from the lateral side walls of the apparatus), the reconstructed
velocity field u(x,t) admits regions of non-negligible divergence (see Fig. 1), indicating errors in the reconstruction.
In Fig. 2(b), we show the divergence field
Cðx; tÞ ¼ div uðx; tÞ;
with clearly visible regions of nonzero divergence. To address
these errors, we represent the flow field u(x,t) as a sum of a
solenoidal and an irrotational fields (cf., Batchelor),30
uðx; tÞ ¼ uI ðx; tÞ þ uS ðx; tÞ ¼ ru þ r  w:

(1)

The divergence of the flow is then exclusively due to the
irrotational term uI(x,t), because
div u ¼ div uI ðx; tÞ þ div uS ðx; tÞ ¼ div uI ðx; tÞ ¼ Du:
To determine the unknown potential / in Eq. (1), we numerically solve Eq. (1) as a Poisson equation with homogeneous

Downloaded 22 Mar 2013 to 165.82.168.47. Redistribution subject to AIP license or copyright; see http://pof.aip.org/about/rights_and_permissions

093304-3

Neutrally buoyant particle dynamics in fluid flows

Phys. Fluids 23, 093304 (2011)

FIG. 1. (Color online) (a) Black circles:
tracer particles used for the reconstruction of the velocity field; lighter circles
(red): rejected particles. (b) Computed
velocity field u(x,t) for Re ¼ 185.

Neumann boundary conditions. The boundary conditions
express the fact that the flow near the edges is exclusively
due to the vorticity field. As a result of this procedure, we
have the following incompressible velocity field:
^ðx; tÞ ¼ uðx; tÞ  ru;
u
that has a vorticity field identical to the original flow, since
^ðx; tÞ ¼ curl uðx; tÞ  curl ru ¼ curl uðx; tÞ:
curl u
The results of this approach are shown in Fig. 2. As seen
in the figure, the vorticity field of the original (a) and the
resulting flow (c) are indistinguishable, while the latter has
very
small divergence
Ð
Ð (Figure 2(d)). Specifically, we have
jjrujj2 dx < 0:002 jjujj2 dx over the time interval that we

consider for our studies. Thus, this modification does not
change the characteristics of the flow but only improves the
consistency of the u and v components reducing further the
experimental errors.
III. THE GENERALIZED MAXEY-RILEY EQUATION

In this section, we use the experimentally measured velocity field and the experimentally measured trajectories of
larger particles placed in the same flow to evaluate a generalized deterministic model for the dynamics of finite-sized particles. The larger particles are of diameter d ¼ 0.92 mm and
their Stokes number is in the range 0.53  102  St  1.6
 102. We denote that their non-dimensional radius by a,
their density by qp, and the fluid density by qf.

FIG. 2. (Color online) (a)-(b) Vorticity
field (curl u) and divergence field (div
u), respectively, before the application
of the divergence removal algorithm.
(c)-(d) Resulting vorticity field (curl u)
and divergence field (div u), respectively
(Re ¼ 185).
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Let the material derivative be denoted as
Du
¼ ut þ ðruÞu;
Dt
where ! denotes the gradient operator with respect to x.
Provided that the particle is spherical and that the relativevelocity Reynolds number is small, that is,
Rer ¼ 2aULjv  uj= ¼ 2aRejv  uj  1;

(2)

the particle velocity vðtÞ ¼ x_ðtÞ satisfies the generalized
Maxey-Riley equation of motion (cf., Henderson31)




3R Du
3R
R
a2
R a2 D
þ 1
g
v  u  Du þ
Du
v_ ¼
6
2 Dt
2
St
2 10 Dt
"
#
rﬃﬃﬃﬃﬃﬃrﬃﬃﬃﬃ ð t


9 1
1
d
a2
pﬃﬃﬃﬃﬃﬃﬃﬃﬃ vðsÞ
_ 
ds
u þ Du
R
6
2p St 0 t  s
ds
x¼xðsÞ
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6:46R
1
þ 4
ðv  uÞ  x;
(3)
Re
jxj
pa
3
2q

f
is the density ratio that distinguishes neuwhere R ¼ q þ2q
f
p
trally buoyant particles (R ¼ 2=3) from aerosols (0 < R
< 2=3) and bubbles (2=3 < R < 2), g is the constant gravitational acceleration vector, v is the kinematic viscosity of the
fluid, and x ¼ curl u is the local flow vorticity. We have also
used the Stokes and Reynolds numbers defined as

2
St ¼ a2 Re;
9

Re ¼ UL=:

The individual force terms listed in separate lines on the
right-hand side of Eq. (3) have the following physical meaning: (1) force exerted on the particle by the undisturbed flow,
(2) buoyancy force, (3) Stokes drag, (4) added-mass term
resulting from the part of the fluid moving with the particle,
(5) Basset–Boussinesq memory term, and (6) lift force due
to flow vorticity. The terms involving a2Du are usually
referred to as the Faxén corrections.
Motivated by the experiments of Ouellette and Gollub,28
we consider the case of neutrally buoyant particles. First, we
set R ¼ 2=3 and perform the change of variables z ¼ v  u in
Eq. (3) to obtain
rﬃﬃﬃﬃﬃﬃﬃ ð t
2
z_ ðsÞ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃds
z_ þ
pSt 0 t  s


1 a2
2
ðrðDuÞÞ þ
I z
¼  ru þ
3 10
3St
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6:46
1
1 a2 d
a2
Du
þ
Du þ
zxþ
9St
2pa Rejxj
3 10 dt
rﬃﬃﬃﬃﬃﬃﬃ ð t
i
a2
2
1 dh
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðDuÞx¼xðsÞ ds:
þ
(4)
6 pSt 0 t  s ds
Next, we compute the relative-velocity Reynolds number
Rer (defined in Eq. (2)) of the particles. We use the experimental measurements for the large particle velocity as well
as the computed flow field in order to calculate the magnitude of the quantity jv – uj using its standard deviation. The

FIG. 3. Particle relative velocity Reynolds number Rer with respect to the
flow Reynolds number.

computed values of Rer are shown in Figure 3; we note that
the assumption of small relative-velocity Reynolds number
in the derivation of Eq. (4) (cf., Maxey21) is satisfied for the
most Reynolds numbers except the last one, where Rer is
close to one. Therefore, we expect that at least for the first
four flow Reynolds numbers, Eq. (4) describes the experimentally measured dynamics adequately.
In the absence of the Faxén corrections (last line of Eq.
(4)), the two-dimensional plane fz ¼ 0g is an invariant manifold for Eq. (4). Faxén corrections are the only terms that
can cause a divergence from this manifold. However, their
small magnitude (they are proportional to a2) indicates that a
divergence from the invariant manifold should also be the
result of an instability of the state fz ¼ 0g. This discussion
leads us to study thep
stability
of the invariant manifold. For
ﬃﬃﬃ

is the nonthe case where a= ~  1 (where ~ ¼ UL
dimensional viscosity)
is
very
small
(or
equivalently
in
pﬃﬃﬃﬃﬃﬃ
pﬃﬃﬃﬃ
dimensional form d U  2 L ), we may neglect the
Basset–Boussinesq and the lift force term in Eq. (4) to obtain
the simplified equation of motion (Maxey-Riley equation)


2
I z ¼ 0:
(5)
z_ þ ru þ
3St
Even though simple in form, the above equation may produce inertial particle trajectories that differ completely from
those of infinitesimal fluid elements (due to dynamical instabilities).32 The stability of Eq. (5) was studied by Sapsis and
Haller33 where it was proved that the z ¼ 0 plane is attracting
if and only if
"
#
ruðx; tÞ þ ½ruðx; tÞT
2

< 0 (6)
sðx; tÞ ¼ kmax
2
3St
hold for all x and t in the domain of interest. In Fig. 4(b), we
present the stability indicator s(x,t) for the finite-sized
particles moving in a flow with Re ¼ 185. As seen from the
figure, we have global stability of the z ¼ 0 invariant
plane of Eq. (5). Consequently, Eq. (4) without the Basset–
Boussinesq memory term, the lift force term, and the Faxén
corrections predicts a rapid convergence of the particles to
the flow velocity field and, therefore, cannot capture the fluctuations that we observe experimentally. These results are
also verified by the direct numerical simulation of Eq. (5)
(Fig. 4(d)) for the large particle velocity fluctuation along
the experimentally measured path xp(t) of each finite-sized
particle p (Fig. 4(a)).
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FIG. 4. (Color online) Finite-size particles in the flow with Re ¼ 185. (a) Particle trajectories and instantaneous velocity
field. (b) Stability indicator s(x,t). (c)
Fluctuations of the x-velocity component
measured directly from the experiment
(colored=shaded in accordance to (a)). (d)
Fluctuations of the x-velocity component
computed from the Maxey-Riley Equation (5). (e) Fluctuations of the x-velocity
component computed from the generalized Maxey-Riley Equation (4).

The next step of our analysis involves the stability of the
state fz ¼ 0g for the full Equation (4). Due to the infinitedimensional character of this equation, we study its stability
properties numerically. However, even the numerical solution of Eq. (4) presents important difficulties since it
involves the computation of an integral quantity with a singular kernel. In Mechaelides,34 a transformation of the equation of motion is obtained in which the velocity of the sphere
does not appear in the history integral. Even in this case,
however, we still need to compute a generalized integral
involving a singular kernel. Various other numerical methods have been developed for the efficient solution of Eq. (4),
including methods based on suitable approximation of the
tail of the Basset term35 and on fractional derivatives36 (see
Alexander37 for a classification of various solution alternatives together with their advantages and drawbacks).
Here, we use a variant of the method presented in
Alexander37 based on a central-difference scheme that is
suitably modified to treat the generalized integral term. The

details of this numerical algorithm are given in the Appendix. A sufficiently small timestep was used in order to obtain
a numerical convergence. As in the case of Eq. (5), we use
the experimentally measured path of each finite-sized particle, so that we do not have errors in our calculations due to
position differences. Our analysis indicates that, in the absence of the Faxén corrections, the invariant manifold
fz ¼ 0g is stable over all relative velocity Reynolds number
Rer. The inclusion of the Faxén terms caused negligible difference on the velocity of the large particles as it is expected
given the small magnitude of those terms and the stability
properties of the invariant manifold.
We emphasize that the consideration of the integral term
in our analysis, resulted in an important difference on the velocity of the particle (consistently with the conclusions of
Mei et al.38 and Armenio et al.39) although it did not
improve the agreement with the experimental observations.
This is shown in Fig. 4(e) where we present numerical simulations of the x-component of the particle velocity fluctuation
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z (zx denotes the x-component) using the generalized Equation (4) for flow Reynolds number, Re ¼ 185. In contrary to
the velocity fluctuation computed using the Maxey-Riley
Equation (5), the velocity fluctuation decays much slower in
this case. Moreover, a comparison of Fig. 4(e) with the experimental observations (Fig. 4(c)) shows that the inclusion
of the Basset–Boussinesq memory term, the lift force term,
and the Faxén corrections still does not explain the persistent
oscillations around the solution z ¼ 0 observed in the experimental particle trajectories (Fig. 4(c)). Although in principle
other terms could be added, they must all be small (given the
assumptions of the Maxey-Riley equations), and so they will
not change the character of the equations, even if they
change the details. As an example of this, note the difference
between the results in Fig. 4, panels (d) and (e), adding more
terms to the Maxey-Riley equations changes the quantitative
details but not the qualitative dynamics. Thus, adding more
deterministic terms to the Maxey-Riley equations cannot
reproduce the experimental fluctuations we observe in, for
example, Fig. 4(c). The stochastic character of these fluctuations leads us to consider adding terms to the Maxey-Riley
equations to explain the random features observed in the
experiment.
IV. STATISTICAL DESCRIPTION OF VELOCITY
FLUCTUATIONS

In this section, we give a detailed description of the velocity fluctuations of the finite-sized particles away from the
underlying flow field. These fluctuations have a strongly random character and cannot be captured by the deterministic
terms of the Maxey-Riley equation. We denote the measured
velocity of the particle by vp(t). We then define the velocity
difference zp(t) ¼ vp(t) – u(xp(t), t) along the particle trajectory.
By direct numerical computation, we observe that the
global mean (averaging over particles and time) of the velocity fluctuations is negligible relative to the characteristic size
of the fluctuations. Subsequently, we compute the spectrum
defined as the power spectrum of the time series for the velocity fluctuations averaged over particles. In Fig. 5, we
show the power spectrum (dark curve—blue) for different
flow Reynolds numbers. We observe in all cases that the
spectrum decays quickly (i.e., the stochasticity occurs at low
frequencies), and therefore, the observed fluctuations cannot
be due to experimental noise.
More likely causes of these discrepancies are reconstruction errors in the flow velocity field and neglected dynamical
effects in the modeling equations, such as interaction of the
boundary layers behind the particles or three-dimensional
flow-particle effects; however, three-dimensional effects cannot be quantified in our two-dimensional experimental setup.
A statistical analysis of the large particle velocity fluctuations
and the spatial density of the small tracers (those used for the
measurement of the flow) around its instantaneous location
reveals partial correlation between the locations of low density of tracers and neighborhoods where large fluctuations are
observed. Specifically, computing the correlation coefficient
r between the local density of small particles and the magnitude of the velocity fluctuations of the large particles, we find
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for a typical dataset (Re ¼ 185) that r ¼ 25.84%. This modest anticorrelation shows that the regions of higher tracer
particle density fluctuate less strongly, indicating that reconstruction errors are at least partly responsible for the observed
discrepancies. The statistical significance of these quantities
is also indicated by a very small p-value (order of 1018). We
note that an explanation of this nature (i.e., errors in the
reconstructed flow field) is compatible with the narrowbanded character of the fluctuations, since the error is not restricted in an infinitesimally small neighborhood but rather
extends into a finite area causing the particle to experience
velocity fluctuations with larger memory (or correlation time
scale), which is equivalent to the observed narrow-banded
spectrum.
From the previous analysis, we also conclude that important velocity fluctuations of the large particles do not
have significant correlation with regions of the flow characterized by a large number of flow measurement tracers; this
validates our initial hypothesis that interaction among particles is negligible and does not change the dynamics. Moreover, the small scale of these interactions, if they were
present, would lead to spatially uncorrelated error, i.e., error
in the flow field that has very small spatial correlation scale,
causing only fluctuations with small memory or a widebanded spectrum, which would be incompatible with the
observed one.
We now provide a dynamical characterization of the
observed statistics. To this end, we first use the following
spectral representation that adequately approximates the
experimentally measured spectrum over the range of Reynolds numbers considered:
Szz ðxÞ ¼

a1

x4

1
:
þ a 2 x2 þ a 3

(7)

We obtain the unknown coefficients by least-squares optimization; the resulting approximation is shown in Fig. 5 as a
light curve (red). The next step of our analysis involves the
computation of the correlation time scale that defines the
time interval after which fluctuations are considered uncorrelated. This computation is based directly on the spectrum of
the stochastic process. Specifically, the covariance function
Czz(s) may be obtained as the inverse Fourier transform of
the power spectrum Szz(x). Then, the correlation time scale
is defined in terms of the covariance function as (see, e.g.,
Sobczyk)40
sz ¼ C1
zz ð0Þ

ð1

Czz ðsÞds:

0

We present the computed correlation time scale in terms of
the flow Reynolds number in Fig. 6. Despite the increased
value of the correlation time scale that corresponds to the
largest Re value, most of the points present a decaying trend
as the flow Reynolds increases; an indication that, for larger
Reynolds, the particle dynamics depends less on the history
of the particle’s trajectory. Finally, we characterize the probability density function (pdf) of the velocity fluctuations. In
order to have statistically independent fluctuations, we
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FIG. 5. (Color online) Power spectrum
for velocity fluctuations at different flow
Reynolds numbers: Re ¼ 72 (a), 108 (b),
155 (c), 185 (d), and 220 (e); dark curve
(blue): experimentally measured; light
curve (red): analytical approximation.

sample the velocity time series at time instants ti, i ¼ 1,2,…
having distance jtiþ1 – tij larger than the correlation time
scale sz computed previously. Then we may define the probability density function as
fzx ðxÞ ¼


d 
P zx;p ðti Þ  x; jtiþ1  ti j > sz ;
dx

where P denotes the probability of the event in the brackets.
In Fig. 8(a), we present the standard deviation rzx of the velocity fluctuations as a function of the Reynolds number of
the flow and we observe that the magnitude of the velocity
fluctuations is approximately 5%-10% of the characteristic
flow velocity.
For finite-sized particle dynamics, the shape of the pdf
plays an important role, since, in general, the statistics are
not Gaussian and the distributions are heavy-tailed. To quantify this non-Gaussian behavior, we define the tail-coefficient
of the pdf as the positive real number a for which
fzx ð xÞ / j xja for large j xj:

(8)

To estimate the above coefficient, we use a maximum likelihood method that gives the best-fit power law exponent for a
series of N observations zx,p(ti) as
"

FIG. 6. (Color online) Correlation time scale for velocity fluctuations as a
function of the flow Reynolds number.

#1
X X zx;p ðti Þ
ln
;
a¼1þN
zx;min
p
i
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where zx,min is the lower bound of the power-law behavior.
The approximate standard error ra of a can be derived from
the width of the likelihood maximum as
a1
ra ¼ pﬃﬃﬃﬃ :
N
The lowerbound zx,min of the power law is chosen such that
the following norm is minimized
D ¼ max jFd ð xÞ  Fð xÞj;
xzx;min

where Fd(x) and F(x) are the cumulative function of the data
and the power law, respectively. In Fig. 7, we show the tail
behavior of the experimentally measured data (black circles)
in logarithmic and linear scales. The curve represents the
approximation in the form of Eq. (8) with the tail coefficient
a computed by Eq. (9) and shown in Fig. 8(b).
V. STOCHASTIC MODELING OF VELOCITY
FLUCTUATIONS

Various Lagrangian stochastic models have been developed for the description of inertial particles. We first summarize them and then explain how the models used here are
different. In Maxey,41 the gravitational settling of aerosol
particles in homogeneous and stationary random flow fields
is studied. Using numerical simulations of Gaussian random
fields, it is shown that the coupled effect of particle inertia
and flow stochasticity produces an increased settling velocity. Vasiliev and Neishtadt42 consider the problem of finitesize particle transport in steady flows in the presence of small
noise.
Reynolds43 derive for one dimensional flows and Lagrangian stochastic models for the prediction of fluid velocities

FIG. 7. (Color online) Tail behavior of the probability density function for
the x-component velocity fluctuations (in logarithmic and linear scales);
curve: analytical approximation in the form (8); black circles: histogram of
the experimentally measured data.

FIG. 8. (a) Standard deviation of the x-component of the velocity fluctuations as a function of the flow Reynolds number. (b) Tail coefficient for the
statistics of the velocity fluctuations.

along heavy-particle trajectories, by assuming the well-mixed
condition. This approach ensures consistency with the Eulerian fluid velocity statistics. However, for higher dimensional
flows, additional assumptions are required for the unique definition of a Lagrangian stochastic model using this approach.
The derived model is applied to simulate the trajectories of
heavy particles in a vertical turbulent pipe flow. In Pavliotis
et al.,44 the problem of inertial particles in a random flow
field with specified structure is considered. Specifically, the
authors study the case of a time-dependent flow with stationary spatial structure and with random time dependence
defined by a stationary Ornestein-Uhlenbeck process. Using
homogenization theory, they prove that under appropriate
assumptions, the large-scale, long-time behavior of the inertial particles is governed by an effective diffusion equation
for the position variable alone.
Klyatskin and Elperin45 and Klyatskin46 study the problem of diffusion of a low-inertia particle in the field of a random force that is spatially homogeneous. In this case, the
authors prove that the problem admits an analytic solution
which predicts that the particle velocity will be a Gaussian
stochastic process with known covariance function. Bec et
al.47,48 study the dynamics of very heavy particles suspended
in incompressible flows with d-correlated-in-time Gaussian
statistics. Under these assumptions, they derive a model
which is used to single out the mechanisms leading to the
preferential concentration of particles.
In all of the above cases, the Lagrangian stochastic models are either derived for a specific flow with given statistical
characteristics or do not include the effects of dynamical
terms due to inertia such as the Basset-Boussinesq term. In
what follows, we apply and evaluate three different stochastic models for the description of the random fluctuations
observed in the experimental study which are specifically
developed to quantify the combined effect of stochasticity
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(due to incomplete dynamical modeling and flow reconstruction errors) and inertial dynamics. As we observed in Sec.
IV, the measured statistics show dynamical features that cannot be justified as broadband experimental noise. To capture
these dynamical features, we use stochastic models that are
based on the Maxey-Riley equation but with a priori
unknown coefficients that are determined based on the experimental observations. We assume that the deterministic
model is excited by a stochastic source for which we also
seek an optimal description. The goal of this study is to
understand whether a stochastic model can account for the
observed fluctuations and how close its (numerically computed) parameters are to the theoretical ones.
A. Maxey-Riley model with additive and multiplicative
noise

The first model that we consider is a stochastic version
of the Maxey-Riley equation including both additive and
multiplicative white noise. The additive noise is essential to
achieve a finite variance of the velocity fluctuations since, as
we saw in Sec. IV, the Maxey-Riley equation predicts for
this flow field zero velocity fluctuations after small amount
of time. On the other hand, the multiplicative noise allows
for generation, by the analytical model, of non-Gaussian statistics (heavy-tail distributions), which is also a statistical
feature that we observed experimentally. Based on this discussion, we consider a model of the form


DU
 cðv  UÞ dt  bðv  UÞdW1 ðt; xÞ
dv ¼
Dt
pﬃﬃﬃ
(10)
þ 2rdW2 ðt; xÞ:
Note that according to the Maxey-Riley equation, the drag
2
coefficient is given by c ¼ 3St
. Now, by setting f ¼ v – U we
have
pﬃﬃﬃ
(11)
df ¼ cfdt  bfdW1 ðt; xÞ þ 2rdW2 ðt; xÞ:
This last Ito stochastic differential equation is linear with
constant coefficients and can be solved exactly.49,50 In the
statistically stationary regime (i.e., after the initial transient
regime), we have the correlation function
r2
exp  c  b2 s ;
Cff ðsÞ ¼
c  b2

(12)

sfx ¼

1
:
c  b2

Moreover, from the form of the probability distribution function, we have the tail coefficient expressed as
a¼

2c
 2:
b2

By solving the last two equations with respect to the
unknown parameters we obtain
c¼

aþ2
;
s fx a

b2 ¼

2
:
sfx a

In order to determine the unknown parameter describing the
intensity of the additive noise r, we use the maximumlikelihood method directly applied to the experimental data.
The values of these parameters are shown in Fig. 9 for different Re (black curve). Note that according to the stochastic
2
Maxey-Riley equation, c ¼ 3St
and b ¼ 0 (light curve—red).
Surprisingly, we observe that the drag coefficient has a
decreasing trend as Re becomes smaller, contrary to what the
theoretical expression predicts (light curve—red). In Fig. 10,
we present the analytical probability density function (13)
along with the experimentally measured histogram of velocity fluctuations for the case of Re ¼ 185. We observe that
both the tail behavior and the variance of the experimental
distribution are captured satisfactorily by the stochastic
model.
Finally in Fig. 11(a), we present a set of time series for
the velocity fluctuations produced by numerically simulating
the stochastic ordinary differential Equation (11). In Fig.
11(b), we present the experimentally measured time series
for the same flow. We observe than even though the spread
of the numerically produced fluctuations is close to the experimental one, the dynamics of the fluctuations is qualitatively different with smaller periods of oscillation in the
numerical case relative to the experiment.
B. Maxey-Riley model with Basset–Boussinesq term
and additive noise

To improve the dynamics of the numerically produced
fluctuations, we consider a stochastic model that is based on
the Maxey-Riley equation including the Basset–Boussinesq

and the stationary probability distribution function for each
of the components of the random fluctuation f ¼ (fx,fy)
ffx ð xÞ ¼ c b2 x2 þ 2r2

 c2 þ1
b

;

(13)

where c is a normalization constant. Note that for b2 ! 0,
we have convergence to Gaussian statistics

c
ffx ðxÞ ! c0 exp  2 x2 :
2r
To determine the unknown parameters c, b, we use the statistics obtained from the experiment in Sec. IV. More specifically, we have from Eq. (12) the correlation time scale

FIG. 9. (Color online) Drag coefficient c computed by fitting the stochastic
model (10) to the experimental data (black curve). The error bars indicate
the intensity of the multiplicative noise b. The light curve (red) shows the
theoretical value predicted by the Stokes drag.
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FIG. 10. (Color online) Histogram (black markers) of experimentally measured velocity fluctuations for medium-size particles and Re ¼ 185 superimposed on the stationary probability density function (light curve—red) of the
stochastic model.

integral term and excited by an additive white noise. Specifically, we consider the following stochastic model for the velocity fluctuations f ¼ v  U:
!
ðt _
pﬃﬃﬃ
fðsÞ
df ¼  cf þ d pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ds dt þ 2rdW2 ðt; xÞ: (14)
0 ts
The theoretical values of the coefficients c, d are given by
rﬃﬃﬃﬃﬃﬃﬃ
2
2
; d¼
:
(15)
c¼
3St
pSt
The integral term included in the stochastic model (14) does
not allow for analytical determination of the stochastic
response. To this end, we use Monte-Carlo simulation to
determine the stochastic characteristics of the response for
various sets of the parameters c, d. Specifically, we follow
Higham51 to generate random samples for the stochastic pro-

Phys. Fluids 23, 093304 (2011)

cess dW2(t;x) and for each random realization, we solve
numerically the integrodifferential Equation (14). To identify
the unknown parameters, we compute a map from (c,d)-parameter space to the correlation time scale of the response
sfx . Then we find all the possible pairs (c,d) that result in the
experimental value szx .
In Fig. 12, we present the surface sfx ¼ Sðc; dÞ. We
observe that for the limiting case of d ¼ 0 (Maxey-Riley
equation without memory term), the correlation time scale
remains very small except of the region of very small drag
coefficient c (which, according to the theoretical value of c,
occurs only for the case of very large particles). As the coefficient of the memory term increases, the correlation time
scale starts to increase, illustrating the contribution of the integral term to the dynamics of finite-size particles.
Using the experimental values for the correlation time
scale szx we find the contour Sðc; dÞ ¼ szx . This is shown for
the case Re ¼ 185 as the light curve (red) in Fig. 12. In the
same figure, the black solid curves indicate the theoretical
values of c, d and their intersection (white marker) shows the
theoretical value of the correlation time scale.
As Fig. 12 demonstrates for this Reynolds number, the
correlation time scale predicted by the theoretical model is
fairly close to the experimentally measured one. This is not
the case, however, for smaller Reynolds numbers where, as
it is shown in Fig. 13, there is a larger deviation between the
theoretically predicted correlation time scale and the experimentally measured one. This behavior is consistent with the
results of Sec. V A where we saw that larger discrepancies
between theoretical values and experiment occur for low
flow Reynolds numbers.
In Fig. 14, we present time series of velocity fluctuations
computed by directly simulating the stochastic model (14).
The parameters of the model were chosen such that
Sðc; dÞ ¼ szx . Then, among all these pairs c, d, we chose the
one that is closer to the theoretical value (white mark). Similarly with Sec. V A, we used the maximum-likelihood
method to determine the noise intensity r. As we can observe,
even though the addition of the memory term improved the
agreement between the experimentally measured correlation
time scale and the one predicted by the theoretical model, the
fluctuations produced by the model have very short period
relative to those that we observe experimentally. This fact is

FIG. 11. Particle velocity fluctuations
for Re ¼ 185. (a) Simulated fluctuations
according to the Maxey-Riley stochastic
model with additive and multiplicative
noise (Eq. (11)). (b) Experimentally
measured fluctuations.
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FIG. 12. (Color online) Colored surface: correlation time scale for the stochastic model (14) as a function of the drag coefficient c and the memory coefficient
d—the color indicates the magnitude of the correlation time scale. The black curves indicate the theoretical values of the coefficients and the light curve (red)
indicates the experimentally measured correlation time scale.

also illustrated by the number of zero crossings of the numerically produced time series which is much larger than in the
experimental time series. To this end, we use an alternative
method for the characterization of the random fluctuations
based on the construction of a theoretical model that has a
response with spectrum which approximates the experimentally observed.
C. Maxey-Riley model with additive colored noise

The third stochastic model that we consider is based on
the Maxey-Riley equation excited by colored noise whose
statistical characteristics are determined from the experimental measurements. Our analysis is based on the spectral properties of the velocity fluctuations. As we saw in Sec. IV, an
analytical form of the spectrum that satisfactorily captures
the experimental one is given by Eq. (7). Here, we derive an
analytical model that can reproduce this spectral form and
we also determine its coefficients based on the experimental
observations.
We first explain why the memory term cannot reproduce
the output spectrum observed experimentally, which lead us

to the consideration of colored excitation noise. We consider
the Maxey-Riley equation with Basset-Boussinesq term
f_ ¼ cf  d

ðt

_
pﬃﬃﬃ
fðsÞ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ds þ 2rFðtÞ:
0 ts

After a sufficiently long time (so that the transient effects
due to initial conditions have decayed), the last equation is
linear and time invariant. Therefore, we can perform spectral
analysis assuming that the forcing is also a stationary process. We consider the Laplace transform of the impulse
response function (the response for the case where
F(t) ¼ d(t)) to obtain
sL½z ¼ cL½z  dL½zs1=2 þ 1;
so
L½z ¼

sþ

1
pﬃﬃﬃ 1=2
:
pds þ c

We are interested in the long time behavior. Hence, we consider the transfer function H ðxÞ ¼ L½zs¼ix to obtain
pﬃﬃﬃ
2r
pﬃﬃﬃﬃ
:
H ðx Þ ¼
2p
ix þ 2 ði þ 1Þdjxj1=2 þc
With the assumption that the external excitation F(t) is white
noise, we obtain the form of the output spectrum for the velocity fluctuations
Sff ðxÞ ¼ jH ðxÞj2 :1 ¼ h

FIG. 13. (Color online) Correlation time scale measured experimentally
(black curve) and according to the generalized Maxey-Riley coefficients
(see Eq. (4) or (15)) (light curve—red).

¼

2r2

xþ

i2
i2 hpﬃﬃﬃﬃ
pﬃﬃﬃﬃ
1=2
1=2
2p
2p
d
j
x
j
þ
d
j
x
j
þc
2
2

2r2
:
pﬃﬃﬃﬃﬃﬃ
pﬃﬃﬃﬃﬃﬃ
x2 þ 2pdjxj3=2 þpd2 jxj þ 2pcdjxj1=2 þc2
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FIG. 14. Particles velocity fluctuations
for Re ¼ 185. (a) Simulated fluctuations
according to the Maxey-Riley stochastic
model with Basset–Boussinesq term and
additive noise (Eq. (14)). (b) Experimentally measured fluctuations.

This power spectrum decays very slowly (i.e., Oðx2 ÞÞ in
order to capture the decay of the experimentally measured
spectrum (which decays as Oðx4 Þ). Moreover, the consideration of different kernels inside the integral term cannot
improve this spectrum decay property.
This leads us to the conclusion that the excitation noise
must be colored. To this end, we consider the next simplest
form of an input spectrum given by
SF ðxÞ ¼

1
:
1 þ ikx

Moreover, we consider the Maxey-Riley equation without
the memory term, i.e., the model
pﬃﬃﬃ
f_ ¼ cf þ 2rFðtÞ:
(16)

measured from the experiment for Re ¼ 185. We note that
this approach results in random samples which, compared to
the two stochastic approaches presented previously, are
much closer qualitatively to those that are experimentally
measured.
Thus, based on these results, we conclude that the
Maxey-Riley equation with Stokes drag is a suitable model
for the description of the random, correlated dynamics
observed experimentally in the motion of finite-sized particles. We emphasize, however, that the observed behavior is
a result of the excitation of the deterministic Maxey-Riley
equation by a colored noise with spectrum Sff whose parameters must be determined experimentally. This input spectrum
becomes energetically active over a larger band of frequencies as the flow Reynolds becomes larger. Additionally, it is
more intense for the case of low flow Reynolds number,

A spectral analysis of the last equation gives
Sff ðxÞ ¼

2r2
1
;
c2 þ x2 1 þ k2 x2

which is consistent with the analytical form (7) that approximates the experimentally measured spectrum well. The
unknown coefficients r, k, and c can be determined algebraically by identifying the two spectra
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2 þ a22  4a1 a3
2
; k2 ¼ 2a1 r2 ; c2 ¼ 2a3 r2 :
r ¼
2
2a1 a3
(17)
In Fig. 15(a), we present the drag coefficient computed using
the algebraic relations (17) (black curve) and the Stokes drag
expression (15) (light curve—red). We observe that contrary
to the two previous methods, this approach gives very good
agreement between the theoretical value of the Stokes drag
and the drag value obtained using the experimental data and
the stochastic model (16) for all the Reynolds numbers considered. In the same figure, we also present the parameters
for the colored input noise. We observe that for lower Reynolds number, the noise becomes more narrow-banded (larger
k) and more intense as well (larger r).
In Fig. 16, we present time series samples for the velocity fluctuations using the stochastic model (16) and directly

FIG. 15. (Color online) (a) Drag coefficient computed theoretically using
the Maxey-Riley coefficients (15) (light curve—red) and by identifying the
experimental and theoretical spectrum (Eq. (17)) in the Maxey-Riley stochastic model with additive colored noise (black curve); coefficients r (b)
and k (c) for the stochastic model (16).
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FIG. 16. (Color online) Particles velocity
fluctuations for (a) Simulated fluctuations
according to the Maxey-Riley stochastic
model with additive colored noise (Eq.
(16)) for Re ¼ 185. (b) Experimentally
measured fluctuations. (c) Experimentally
measured spectrum (dark curve—blue)
and its analytical approximation (light
curve—red).

where the drag coefficient becomes larger in accordance with
the theoretical predictions.
VI. CONCLUSIONS

We use the experimental data to perform a direct evaluation of dynamical models describing the motion of neutrally
buoyant inertial particles. In contrast to previous studies
where only the ensemble statistics of the particles are compared, in this work, we compare the velocity of individual
particles, measured experimentally, with the velocity
obtained through various deterministic and stochastic models. Our analysis is not only restricted to the comparison of
the magnitude of the velocity fluctuations but also takes into
account the dynamical character of these fluctuations
through suitably chosen dynamical descriptors. Following
this approach, we illustrate that even relative Reynolds numbers Rer as low as Oð0:1Þ (see Figure 3) can be sufficient to
cause fluctuations of the velocity of the finite-sized particles
around the velocity predicted by the deterministic models
(Maxey-Riley equation and its variants). These fluctuations
cannot be captured by deterministic terms in the generalized
Maxey-Riley equation such as the Basset-Boussinesq term,
the lift force, or the Faxén corrections. Moreover, a statistical
analysis of these fluctuations reveals that they cannot be due
to broadband experimental noise since they present strongly
correlated statistics with narrow banded spectra. Based on
the statistical form of these discrepancies, we argue that

these are instead caused by poorly sampled locations of the
flow field as well as by dynamical effects neglected in the
modeling equations.
The next step of our analysis involves the stochastic
modeling of these random, correlated fluctuations. After a
detailed description of their statistics, we formulate three stochastic models that generalize the Maxey-Riley equation.
The first model is based on the Maxey-Riley equation
excited by parametric and additive white noises, suitably
formulated to capture the non-Gaussian tail of the experimentally observed distribution, as well as the correlation
time scale of the measured time series for the velocity fluctuations. In the second model, we include the BassetBoussinesq term and additive noise, while the third model
was the Maxey-Riley equation excited by colored noise with
a priori unknown parameters that were determined by identifying the output spectrum of the model with the one that is
experimentally measured. Using the spectrum identification
approach, we achieve both qualitative agreement of the time
series for the velocity fluctuations in theory and experiment,
and also near agreement between the theoretically predicted
Stokes drag coefficient and the one obtained by using the stochastic model and the experimental data. Therefore, this
spectral based, stochastic generalization of the Maxey-Riley
equation is a substantially better approach compared with
the first two, suitable for the efficient description of the
experimentally observed random fluctuations of the velocity
of finite-size particles.
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APPENDIX: NUMERICAL SOLUTION OF THE
INTEGRODIFFERENTIAL EQUATION (4)



We consider the following form of an integrodifferential
equation:
z_ ðtÞ ¼ q

Now, the last equation can also be written as
pﬃﬃﬃﬃﬃ
z_ i 1 þ q Dt
0
1
i1
i2
X
X
p
ﬃﬃﬃﬃﬃ
z_ j Dt
z_ j Dt
qB
C
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ þ
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j

ðt

z_ ðsÞ
~ ðtÞzðtÞ þ FðtÞ:
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ds  M
0 ts

In what follows, we describe a central difference scheme that
also takes into account the singularity of the kernel. Specifically, we consider a grid of time instants fti gni¼1 with equal
distance from each other. Then the values zi ¼ zðti Þ,
~ ðti Þ, and Fi ¼ Fðti Þ are calculated on the nodes of
~i ¼ M
M
the grid fti gni¼1 and the values z_ i ¼ z_ t0i are calculated on
n1
, where t0i ¼ tiþ12þti . Therefore, we
the nodes of the grid ft0i gi¼1
have the general relation
ziþ1 ¼ zi þ z_ i Dt;

i ¼ 1; :; n  1:
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Moreover, using a Crank-Nickolson implicit scheme for the
time derivative, we have (i ¼ 1,…, n – 1)

Next, we focus on the calculation of the improper integrals.
We decompose the improper integral into a part that can be
determined numerically and a small remainder close to the
singularity that we integrate analytically. Therefore, using
the rectangle rule, for the first integral, we have
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2
2



Dt ~
~ iþ1 ziþ1 þ Dt ðFiþ1 þ Fi Þ:
Mi z i þ M
2
2

Thus,



pﬃﬃﬃﬃﬃ
pﬃﬃﬃﬃﬃ
Dt ~
1 þ q Dt I~ þ M
iþ1 ziþ1 ¼ zi 1 þ q Dt
2
0
1
i1
i2
X
X
p
ﬃﬃﬃﬃﬃ
z_ j Dt
z_ j Dt
Dtq B
C
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ þ
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ þ 2_zi1 DtA

@
0
0
2
tiþ1  tj j¼1 ti  tj
j¼1



Dt ~
Dt
Mi zi þ ðFiþ1 þ Fi Þ
2
2

from which we determine ziþ1, and subsequently, we obtain
z_ i using Eq. (A1).
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