Motivated by needs in strategic traffic flow management, we study the problem of forecasting Airport Arrival Rates (AAR) over a full-day time horizon. We present a multinomial logistic regression based methodology for predicting AAR classifications that can be applied to any airport. We pursue case studies of two airports to demonstrate our methodology.
I. Introduction
ne goal of the Next Generation Air Transportation System (NextGen) is to develop strategic decision-making capabilities, which facilitate allocation of traffic management initiatives (TMIs) across the United States National Airspace System (NAS) over a full-day look-ahead horizon. In recent years, several promising concepts and methodologies for such strategic traffic management have been advanced, including our team's flow contingency management (FCM) solution. A key thrust of these strategic traffic management solutions, including FCM, is the development of stochastic forecasts of weather impact in both the en route and terminal area airspace. FCM, in particular, requires forecast scenarios (possible futures) of weather-constrained capacities, including sector capacities and airport arrival and departure rates (AARs and ADRs), over a full day forecast horizon. Several recent studies have introduced promising techniques for forecasting weather impacts and generating impact scenarios [1] [2] [3] , however many challenges remain in developing and validating useful and accurate models.
The work presented here contributes to the research effort on strategic forecasting of weather-impacted airport capacities (specifically, AARs). Although AAR and ADR forecasting has been extensively studied, most efforts have focused on shorter time horizons (up to four hours 4 ) or are terminal-specific (e.g., the stratus forecast for San Francisco International Airport 5 ). However, FCM requires a generic probabilistic methodology for AAR prediction, albeit one that only needs to predict significant capacity reductions rather than detailed trends in runway configurations and capacity. Recently, Buxi and Hansen introduced two methodologies for probabilistic forecasting of AAR scenarios over a full-day horizon from terminal-area forecasts 6 . These approaches are promising for FCM, but depend on the presence of similar full-day TAF profiles in the historical record, and also do not account for convective weather. In our previous works, we introduced alternative regression-based approaches for prediction in the context of several case studies, and studied the incorporation of convective-weather forecasts in terminal capacity prediction. However, these initial studies stopped short of introducing a generic prediction algorithm, and also did not consider the wide range of forecast products that could be leveraged in AAR prediction.
In this study, we introduce a multinomial-logistic-regression-based methodology for full-day AAR prediction for arbitrary airports, for use in the FCM solution. The paper is organized as follows. In Section II, we introduce the proposed regression methodology in generality, including both regression-model construction and model deployment for FCM. In Section III, we present two case studies for Boston Logan International Airport (KBOS) 1 Graduate Student, School of Electrical Engineering and Computer Science. 2 Associate Professor, School of Electrical Engineering and Computer Science. 3 Senior Principal Simulation and Modeling Engineer, TFM Evolution and System Engineering, and AIAA Senior Member. 4 Lead Simulation and Modeling Engineer, TFM Evolution and System Engineering, and AIAA Member. O and Detroit Metropolitan Wayne County Airport (KDTW). Specifically we first extend the statistical studies (including specifically sensitivity and specificity analyses) begun in our previous work 7 . Next, we demonstrate our logistic regression methodology for developing an AAR prediction model for these airports. It turns out that effective regression is complicated by the fact that low AAR periods---which are critical to predict correctly---are in fact rather rare events; we discuss some preliminary approaches for improving the regression to account for the rarity of low AAR periods. Finally, in Section IV we list several historical data-and forecast-products that could be leveraged for regression, and discuss the advantages and drawbacks of each at a conceptual level.
II. Towards Building a Generic Methodology for AAR Prediction
In this section, we introduce our proposed methodology for AAR prediction and describe the multinomial logistic regression technique. We stress here that our major focus is to identify and develop a methodology for predicting AAR at a 24 hour look-ahead that can be used for arbitrary airports. Broadly, our AAR prediction model is a regression model that maps relevant terminal-area environmental-conditions (such as ceiling, visibility, thunderstorm, local hour at the terminal etc.) to AAR classifications. We focus on predicting AAR classifications with the motivation that airport capacities tend to transition among discrete values or levels, depending on weather phenomena and consequent runway configurations. We also take this classification-based approach to simplify prediction at long look-ahead horizons, which are intrinsically subject to significant uncertainty (both in terminalarea environmental-conditions and in consequent operational choices). We point out here that environmental factors at the terminal primarily modulate the AAR by modulating runway configuration. However, predicting runway configurations is challenging and also we primarily only require prediction of anomalously low-capacity conditions, rather than exact runway configurations. Thus, we focus on predicting AAR categories directly rather than runway configurations.
We note that there are several plausible techniques for converting the predicted AAR classifications into numeric values based on statistical properties of AARs within each category, as needed for FCM; we briefly discuss one approach under development. Once the model has been developed, it can then be used along with forecasts for different terminal area environmental-conditions to develop predictions at a one-day look-ahead, for real-time strategic management of the NAS.
In sum, our solution has two key pieces: 1) constructing the regression model from historical data using a suitable regression technique and 2) deploying the regression model to predict hourly AAR classifications over a 24-hour horizon for real-time operations, using weather forecasts. In this work, we focus on primarily on constructing the regression model. We begin with a description of the process for building the regression model. Figure 1 illustrates the proposed methodology for building the AAR regression model for each airport of interest. Let us discuss each of these steps in some detail.
A. Building the AAR Regression Model

Identify Factors:
The first step in building the regression model is to identify a super-set of potential factors or attributes that may influence the airport's AAR. We envision that the list of attributes for each airport will include a set of common environmental parameters that significantly affect arrivals/departures at most terminals. Many previous efforts have shown that certain terminal weather characteristics as well as convection near the terminal area are primary modulators of the concurrent AAR. Specifically, several studies have shown that presence/absence of thunderstorms, cloud ceilings, visibility, wind angles, wind speed modulate the airport capacity including the AAR 7 . Further, numerous tools are available that yield forecasts of these attributes, and hence they are practical regressors for FCM needs. We recommend using these environmental attributes for every airport.
Beyond the set of common attributes, each airport may have other special attributes that are indicative of airport capacity. For instance, at some airports, particular wind directions or wind-shear parameters may indicate compression of aircraft streams on their approach, hence necessitating larger separation between aircraft and lowering AAR. We advocate for communicating with airport traffic controllers and managers to identify a larger set of potential attributes that influence AAR, as well as to provide analysts with an indication of each attribute's relative importance in determining the airport's AAR. We stress that the regression can be completed without consideration of these special attributes, however more accurate predictions can potentially be obtained if these special attributes are included. Also, if the model is to be used for prediction of future AAR, only attributes that can be forecasted (or extracted from weather forecasts) should be used.
We also point out that in some airports there might be a functional dependence between ADR and AAR. Such functional relationships might necessitate a change in the AAR even when the terminal weather conditions have not changed. We do not explicitly consider the relationship between ADR and AAR in our current work. However, we stress that the terminal area weather modulates the AAR to a greater degree than any functional relationship between ADR and AAR.
Because runway operations are planned and executed by human controllers, AAR trajectories may display temporal correlations and latencies that are not observed in the weather attributes themselves. For this reason, it may also be appropriate to use past AAR values as regressors for the current AAR. The methodology developed in this paper can be easily modified to allow explicit dependence on past AAR values. However, construction and deployment of such a model is potentially challenging because temporal correlations in AAR (whether due to correlation in weather or not) can mask and overwhelm other dependences in the data 2, 7 . For this reason, we do not consider models with these dependencies here.
Historical Data:
Once a set of potential attributes have been determined, the next step in the process is to gather historical records. Let us describe the data sources that can be used to obtain historical airport arrival rates as well as hourly values of the common regressors. Historical hourly AAR, as well as wind/ceiling data, can be obtained from the Aviation Systems Performance Metrics (ASPM) database. These data can also be found in the Meteorological Terminal Aviation Routine Weather Report, commonly known as METAR records. Data on convective weather, while also contained in METARs, is not available in ASPM. Archived deterministic and stochastic forecasts derived from global weather models (such as Short Range Ensemble Forecasts or SREF) can also be used for model building; we are in the process of archiving forecast data, but here use METAR/ASPM data for model-building. Once the historical records have been collected, we proceed to the key data-mining step in the process.
Data Mining:
In this key step, we build the multivariate logistic regression model using the historical data, evaluate the model's performance, and iteratively refine the model as needed. Multinomial logistic regression is a technique for regressing a categorical variable of interest (in our case, AAR levels) in terms of both numerical and categorical variables (in our case, the attributes or a subset thereof). We complete the regression in three sub-stages, 1) preprocessing, 2) application of the regression algorithm, and 3) iteration to refine the model.
Pre-Processing:
Some pre-processing of the data may be needed prior to application of the logistic regression algorithm. In particular, processing may be needed to ensure that each regressor is a strictly numerical or strictly categorical quantity. In our case studies, wind direction and ceiling variables were processed to generate strictly numerical records. Data points indicating clear-sky conditions (no ceiling) were replaced by a numerical quantity larger than the largest recorded ceiling height (specifically, by 99900 feet). Similarly, data indicating variable wind direction were replaced by a wind direction of 0 o , with the motivation that low-speed variable wind direction conditions should not restrict capacity significantly, and hence their inclusion in the regression at any angle should not critically impact the regression.
As a pre-processing step, we have also filtered the data to remove historical records pertaining to the nighttime hours, between midnight and 6 AM in the local time. For these hours of operation a lower AAR value is often defined procedurally, rather than required by the environmental conditions, as there is no need to meet a higher traffic demand. After pre-processing of the historical data, our next task is to determine the different AAR classifications based on numerical thresholds. The thresholds should be chosen based on the distribution of the numerical AAR values in the historical data. In addition, the thresholds should identify classes of AAR values that signify a possible traffic delay at the terminal. In particular, the thresholds must be chosen such that at least one of the resulting AAR classifications corresponds to low arrival rates. Once the numerical thresholds have been determined, the numerical AAR values should be replaced by symbolic labels indicating the different classifications.
Our next task is to apply the multinomial logistic regression algorithm to develop a prediction model for the AAR classifications based on the different regressors we identified in Step 1 (Identifying Factors).
We also suggest completing a sensitivity-specificity analysis 7 of the historical data, which determines each potential regressor's individual ability to predict AAR categories. It is well-known that extraneous regressors tend to frustrate regression algorithms, which in turn leads to poor performance of the obtained prediction models. The sensitivity-specificity analysis can be used to identify unnecessary environmental attributes, which can then be removed from the list of potential regressors for AAR classification, if desired. The analysis is best explained through numerical examples. We therefore defer further discussions on the sensitivity-specificity analysis to Section III, where we demonstrate the analysis using our case study for KBOS as an example.
Regression:
After pre-processing the historical records, we develop the multivariate logistic regression. This particular algorithm predicts a categorical variable of interest in terms of multiple independent attributes. The independent attributes can be either numeric or categorical quantities 8 . We have several motivations for using a multivariate logistic regression. First, the technique is well-suited to our goal of roughly predicting AAR levels or categories, especially when limited data is available. Second, the list of potential attributes for predicting AAR classifications would most likely be a mixture of both numeric attributes (e.g. ceiling, visibility) and categorical attributes (e.g. presence/absence of thunderstorms), and the multinomial logistic regression algorithm naturally permits use of both categorical and numerical regressors. Third, the logistic regression immediately yields a stochastic model for AAR categories given the regression parameters.
Here, let us briefly review the multinomial logistic regression, and discuss modeling of AAR using the regression. The model begins by assuming that there are k different classifications (henceforth referred to as levels and denoted as1, , k ) of a quantity to be modeled (in our case the AAR), Y . These levels depend probabilistically on m regressors (in our case environmental attributes), denoted as 12 ,,, m x xx . In keeping with our earlier development, we refer to these regressors as attributes. The logistic regression specifies probabilities for each category of Y given the values of the attributes. Specifically, if
, the probability of the quantity log( ( ) 1 log 1
The logistic coefficients capture the relative importance of each attribute in predicting Multivariate logistic regression is a widely-used technique, and several software packages are available that build the regressor from historical data. In our work, we have used the Weka freeware which is a popular data mining software developed at the University of Waikato, New Zealand 9 . In addition to an implementation of the multinomial logistic regression algorithm, the tool also provides a number of data processing and filtering, as well as model testing options. These tools are helpful in automating the prediction model development.
Iterative Performance Evaluation:
Once a multinomial logistic regression model has been built, the final step is to test the performance by comparing its prediction against actual reported AAR classifications in the historical records (using the test data), and to refine the regression based on this evaluation. Specifically, hourly historical records of different attributes are supplied to the model as input. The model then predicts a corresponding AAR classification for each hour in the test data set, which then can be compared to the actual AAR. The model's performance can then be evaluated according to metrics measuring the accuracy of classification, for instance the percentage of correct predictions or the percent of correct predictions in certain critical categories (e.g., very low capacity categories). If the model's performance is poor, it can be iteratively refined by 1) changing the set of regressors used, 2) re-categorizing the AAR and other logistic variables, and/or 3) modifying the regression algorithm itself.
We find it worthwhile to point out one common reason for poor performance of the multinomial logistic model. In some cases, the distribution of the AAR classifications in the historical database may be imbalanced, i.e. a particular classification has been reported significantly more (or less) times than others (or in other words some categories are rare). The data imbalance often leads to a multinomial logistic regression model that performs poorly, in the sense that the rarer events are not predicted correctly with high frequency. Several data manipulation techniques have been proposed in the literature to address this imbalance. Most of these techniques do so by injecting synthetic data to reduce the imbalance. We have used one such technique, known as Synthetic Minority Over-sampling Technique 10 (SMOTE), in our case studies. We will demonstrate how the technique can help improve the prediction model's performance.
B. Using the model to predict AAR Classifications
Once a logistic regression model has been developed and tested, the model can be deployed for real-time stochastic forecasting of AAR. Recall from the previous section that the output coefficients of the logistic regression inform a probabilistic description for each AAR classification level. Specifically, this description is a conditional Probability Mass Function (PMF) that specifies the probabilities of each level given the environmental attributes (Equation-(1) ).
For each future hour where the AAR level is to be predicted, a conditional PMF for the various AAR levels is computed by substituting the predicted values of the environmental attributes in Equation- (1) . Note that for a particular future hour, the predicted value of an attribute is essentially the attribute's forecast for the hour. The AAR levels for the given hour can then be generated from this conditional PMF. There are different alternate approaches for generating AAR levels based on the computed conditional PMF. One sensible approach is to, for each future hour, choose the level with highest probability in the conditional PMF. Another approach that is also commonly used is to stochastically generate the AAR level based on the conditional probabilities. For FCM, the predictions of AAR categories need to be translated to numerical predictions of AAR. Although we have not fully explored this translation, we have proposed using historical statistics of AAR records falling within each category to probabilistically generate the AAR given the predicted category (see our previous work 2,7 for more details). We stress here that the current work is primarily focused on the methodology of building a logistic regression model for predicting AAR. We leave a careful comparison of various strategies for deploying the model to future work. Let us now demonstrate the logistic regression based methodology described so far through case studies.
III. Case Studies
We apply the presented logistic-regression methodology to develop AAR models for two airports; Boston Logan International Airport (KBOS) and Detroit Metropolitan Wayne County Airport (KDTW). Specifically, we develop models for predicting AAR levels at KBOS and KDTW during the summer months. We include the following common attributes, discussed above, as regressors:  Indicator for each local hour of the prediction, between 6AM and 11 PM at the airport (18 in total, Categorical)  Presence/absence of thunderstorms at the terminal at the time of prediction (one attribute, Categorical)  Ceiling at the time of prediction (one attribute, Numerical)  Visibility at the time of prediction (one attribute, Numerical)  Wind Angle at the time of prediction (one attribute, Numerical)  Wind Speed at the time of prediction (one attribute, Numerical) As discussed above, these attributes are considered because they are known correlates of AAR 2, 7 . Further, all of the environmental attributes can be derived from weather forecasts. We use the local hour as a regressor for AAR classification, in order to capture any temporal patterns in AAR resulting from operational protocols at individual airports (for instance, scheduled runway maintenance or configuration changes).
To build the models, we used historical hourly AARs as well as weather records, which we obtained from the ASPM database and/or METAR archives (for thunderstorms). Specifically, data between April 1 st and September 30 th during three years (2009-2011) was used to construct the model; we refer to this data as the training data set. To test the model's performance, we used hourly data from April-September 2012; we refer to this data as the test data.
Let us now discuss the results of the data analysis and logistic regression, for KBOS and KDTW.
A. Analysis and Regression for KBOS
The preprocessing step, as well as the logistic regression, first requires categorization of the AAR into levels based on numerical thresholds. It is natural to select these thresholds (i.e., to define the levels) based on 1) the distribution of AARs for the airport, 2) demand (to distinguish AAR levels that are likely to cause traffic backlog/delay), and 3) predictability in terms of the regressors. As a starting point towards selecting AAR levels, let us consider the distribution of AAR values (see Figure 2) .
Based on the histogram and based on consideration of the demand and possibility for congestion, we have chosen to categorize the numerical AAR values into three levels, as shown in Table 1 . We stress that, although we focus on this particular categorization, the sensitivity/specificity analyses and logistic regression can be completed for any categorization. Additionally, the results of the regression can be used iteratively, as described above, to refine the AAR categorization if desired. In this study, however, we stop short of developing a systematic procedure for choosing AAR categories. We expect to develop such a procedure in future work.
After pre-processing the data, We performed a sensitivity and specificity analyses similar to our previous efforts 7 , before developing the full regression model. 
Sensitivity-Specificity Analysis
To verify whether the proposed regressors are descriptive and gain insight into the data, we performed sensitivity-specificity analyses for each of the six weather related attributes, namely presence/absence of convection, cloud ceilings, visibility, temperature, wind angle and wind speed. The goal of this analysis was to roughly determine each attribute's efficiency in predicting low AAR levels, and its relative importance as a predictor. We stress that we focused particularly on prediction of low AAR, since such prediction is especially important in strategic management. Table 2 shows the analysis results of the six attributes as predictors of low AAR level.
The analysis was done as follows. We constructed several subsets of the data based on each attribute, and tested whether these attribute classes were indicative of low AAR. Specifically, for each attribute class, we computed three quantities as follows:
 Sensitivity, i.e. the percentage of the low AAR records that fall within the attribute class.  False positive rate or specificity, i.e. the percentage of the non-low-AAR records that fall within the attribute class.  Error Probability, i.e. the percentage of records in the attribute class with that do not indicate low-AAR.
For instance, for the ceiling attribute, we considered six attribute classes (Ceiling<200ft, Ceiling<1000ft, and Ceiling<1500ft, Ceiling<5000ft, Ceiling<10000ft, Ceiling<25000ft) as possible indicators of low AAR. For the attribute class (Ceiling<1000ft), we find a sensitivity of 20.15% (i.e., 20.15% of low AAR events are indicated by ceilings of less than 1000ft), and a false positive rate of 0.71% (only 0.71% of non-low-AAR events have ceilings under 1000ft). The error probability for this attribute class is 3.75% (96.25% of the records with ceiling less than 1000ft also had a low AAR, 3.75% did not). We note that attribute classes with high sensitivity, low false positive rate, and low error probability are good indicators of a low AAR.
These attributes should be included in the regression.
Broadly, the sensitivity-specificity analysis confirms that the selected attributes are germane to AAR prediction. In particular, the analysis highlights that the presence of convective weather, cloud ceilings lower than 1500 ft, visibility less than 4 statute miles, temperature less than 50 F, and wind speeds greater than 20 knots coupled with easterly wind direction (0-90 degrees and 270-360 degrees), are conditions that commonly and disproportionately lead to low AAR levels.
A couple of notes about our development of the sensitivity-specificity analysis are needed. First, for the continuous-valued attributes, the attribute classes were chosen in reflection of our basic understanding of terminal operations (e.g., the fact that low ceilings decrease AAR). Our aim in choosing the classes was to demonstrate the relationship between low AAR events and attribute values.
We again stress that the sensitivity analysis is not required for building our AAR prediction model using multinomial logistic regression. The purpose of the analysis was to the gain a preliminary understanding of the each attributes efficacy as predictors of low AAR events. One key observation of the analysis is that false positive rates are much lower than sensitivities, suggesting that all of the attributes are potentially useful predictors. Let us next proceed towards building an AAR level predictor using logistic regression technique we described earlier. 
Logistic Regression
Noting that the preliminary analysis verified the relevance of each attribute, we developed a multi-nominal logistic regression for the AAR at KBOS in terms of the full regressor set. To begin the regression, we separated the training and test data, as described above. We used the Weka tool to build our regression model.
The multinomial regression algorithm in Weka generated the coefficients in the regression formula (the vectors j B in Equation 1 as well as the intercept parameters j c ). In particular, we recall the algorithm generates coefficients corresponding to two of the three given AAR levels (in our case, Low and Medium), while the probabilities associated with the remaining level are chosen to yield a total probability of unity. The regression coefficients are shown in Table 3 . The regression coefficients capture the dependence of each AAR level's likelihood on the various attributes. As we discussed earlier, a positive coefficient for a particular AAR level indicates that an increase in the attribute's value favors that particular AAR level. Similarly, a negative coefficient indicates that a decrease in the attribute values is favorable to the level. Thus, we see that an increase in wind speed leads to low AAR conditions and similarly a decrease in visibility tends to low AAR events as well. The magnitudes of these coefficients indicate the relative factor by which a unit change in an attribute's value increases (or decreases) the tendency of observing a particular AAR level. Thus based on their coefficients, we see that a decrease in visibility modulates low AAR events to a greater degree than an increase in wind speed.
Performance Evaluation
We validated the performance of the logistic regression model using the 2012 data set. Specifically, for each historical record in 2012 data set, the regression model predicted an AAR level based on the attribute values. The predictions were then compared against the actual AAR level records in the data set.
The model correctly classified 1908 (about 62%) of the historical AAR levels. Table 4 is a concise representation of the model's performance: each row indicates how test data points for a particular level were classified by the regressor. For example, out of the 1323 low AAR records for the year 2102, our model correctly identified 967 records, while at the same it misdiagnosed 217 records as being at a medium AAR level, and 139 as being at a high AAR level. This representation of the model's performance is standard in the statistics and data mining literature, and is referred to as a confusion matrix. The confusion matrix for this regressor indicates that the AAR levels are indeed being distinguished by the regression, and in particular that the low AAR level can be predicted well in this example.
B. Detroit Metropolitan Airport (KDTW)
We discuss a second case study, on developing an AAR prediction model for KDTW using the logisticregression methodology. This example highlights some subtleties in building the predictor, when the data set includes rare occurrences.
Similarly to the KBOS example, our first step after data collection was to define the AAR levels. Figure 4 shows the distribution of the AAR values in the historical data. Due to the low frequency of occurrence for AAR values outside the 70-90 range, and considering the AAR levels that may lead to aircraft backlog, we decided to categorize the AAR values into two levels, as opposed to three levels for KBOS. The categories are defined in Table 5 . Figure 5 shows the distribution of the different AAR levels in the historical record. The data is imbalanced: hours with high AAR are much more frequent than hours with low AAR. Upon selecting the categorization, we pre-processed the data as described in Section II. It is worth noting that the imbalance in the data frustrates the sensitivity-specificity analysis: classifiers that can predict the low frequency (low AAR) events with high sensitivity tend to generate many false positives, since the high AAR events are so common. We do not pursue the sensitivity-specificity analysis further here, but address this complexity in the scope of the regression using a data-infusion; similar datainfusion approaches could be used to refine the sensitivity-specificity analysis, if desired.
The pre-processing of the data also highlights an unexpected relationship: the AAR is much more likely to be low for the hour beginning at 11:00 AM, see Figure 6 . We hypothesize that the reduction reflects a recurring policy to alter the runway configuration or change staffing during this low-traffic hour, thus frequently causing a reduction in the AAR.
Logistic Regression for KDTW
A multinomial logistic regression was developed for KDTW AAR levels in exactly the same way as for KBOS. Specifically, we used data from 2009-2011 for the regression, and reserved data from 2012 for testing.
We then applied Weka's multinomial logistic regression algorithm on the training data to develop an AAR prediction model. However, the generated Weka model did not perform well on the test data: the confusion matrix in Table 6 shows that the model misclassified almost all the low AAR cases. Notice that the model performed very well in predicting high AAR cases. This model is not useful for AAR prediction, especially since prediction of the low AAR events is particularly important for FCM.
The algorithm's failure was primarily due to the significant imbalance in the numbers of low and high AAR events: the basic logistic regression algorithm seeks to minimize error probabilities, and hence the rarer low AAR events are ignored in the regression. To improve the prediction, techniques for logistic regression are needed for the case that the data includes "rare occurrences". In fact, the problem of predicting such low frequency events is one of the classical problems in data mining, and is referred to as the Imbalanced Class Problem 11 . Several techniques have been proposed in the literature that 9 which attempts to address the imbalance in the distribution by infusing (adding) synthetic records to the database. These dummy records are generated via a clustering algorithm 9 . A variant of the SMOTE algorithm is available in Weka. Using this SMOTE filter, we added 7070 synthetic low AAR records. The number of data points in each category becomes almost equal upon such pre-filtering. Once the imbalance was removed, we applied the multinomial logistic regression algorithm on the synthetic database, and tested its performance against the test data. There was a marked improvement in the performance in predicting low AAR events, see confusion matrix in Table 7 . However, this improvement came at a loss of performance in predicting high AAR events.
IV. Data Sources
Implementation of the proposed logistic-regression tool in FCM requires two data inputs. First, archival data is needed to build the regression model for each major airport; we note that either historical measured data or historical forecasts may be used for model development. Second, to use the model on the day of operations for FCM, either deterministic or probabilistic forecast scenarios of the regressors are needed, to permit generation of possible AAR profiles. In this section, we discuss data sources that may be leveraged, and highlight the advantages and disadvantages of these data sources.
In the case studies presented here as well as our previous efforts 7 , we have used weather measurements taken at airport terminals (specifically, METARS) to develop the classifier. However, subject to data availability, we believe that using forecasts instead for classifier development is appealing, for a couple of reasons. First, it is advantageous to use the same data product for classification as for day-of-operations scenario generation, to ensure that all regressors are available for scenario generation and to eliminate the impact of forecast biases. Additionally, since FCM requires weather forecasts it is natural to develop the regression model using forecasts. Second, by using forecasts rather than measured weather, the logistic regression directly captures several complex and stochastic mappings or interdependencies: the mapping between weather forecasts and actual weather, the mapping between actual and forecast weather and runway configurations, and the mapping between runway configurations and arrival rates. Given the inherent prediction uncertainty at strategic look-ahead times, such a simplified single-step regression is appealing. With these reasons in mind, we focus primarily on identifying forecast products that can be used for regression model development and day-of-operations prediction.
Terminal aerodrome forecasts (equivalently, terminal area forecasts, or simply TAFs) have traditionally been used for prediction of runway configurations and airport capacities. TAFs are natural products for airport-capacity prediction, since they are tailored to forecast weather in the immediate terminal area (typically, in a five-mile radius around the airport's runway system) and include parameters that are critical for airport operations (ceilings, wind speeds and directions, visibility). The TAFs are human-generated forecasts: in the United States, they are created by forecasters at the National Weather Service on a daily basis, for a 24 hour or 30 hour period with a 1-hour resolution. The duration of the forecasts and their tailoring to airport-specific conditions are appealing for AAR prediction (including specifically for strategic look-ahead horizons). Their common use in aviation has also led to significant efforts to validate and refine the forecast. However, the fact that the forecast is human-generated rather than formulaic likely introduces day-to-day as well as location-to-location variability, and means that physics-based models are used only implicitly (at best) via the human forecaster. In addition, the forecasts are only produced on a daily basis, and so do not include the most up-to-date measurements of weather conditions. Also of note, the forecasts do not capture some parameters that modulate airport function (e.g., wind speeds above the ground), and forecasting of convective weather is limited and experimental. From an FCM implementation standpoint, TAFs are also unwieldy in that they are not interfaced with regional weather forecasts that can be used for airspace weatherimpact forecasting. Hence, meshed scenarios of airport and airspace weather with appropriate weather patterns/correlations are difficult to generate when TAFs are used.
Alternatively, forecasts generated from large-scale numerical weather models can be used to build regression model. Quite a number of weather-forecasting models, which use a combination of physics-based representations and data analytics, are available. These forecasts can potentially overcome some of the limitations of TAFs in airport-capacity prediction. Specifically, since these models are entirely automated, they are less likely to suffer from the variabilities and biases inherent to manual forecasting, and typically can be generated with a higher frequency than manual forecasts (especially as computational power increases). In addition, many of these models represent atmospheric phenomena in considerable detail in three dimensions, and hence forecasts for a range of relevant regressors (including aboveground wind speeds and directions, wind-shear parameters) can be extracted from the models. We especially highlight ensemble forecasts---which generate multiple possible weather futures---as being promising for AAR forecasting, since they directly codify variability in weather outcomes. In particular, we plan to pursue AAR prediction using the SREF ensemble forecast in the near future. A sensible approach is to use forecast means, perhaps together with observed historical data, to construct the classifier for each major airport. In using the classifier on the day of operations, SREF ensemble members or other weather-propagation-scenarios derived from these members 12 can be used to generate multiple futures or scenarios of AAR over the day-long horizon. This forecasting approach has the added benefit that the AAR trajectories can be generated in tandem with the airspace weather-impact trajectories, and hence correlations between terminal-area and airspace capacities are respected.
Although numerical weather models, and specifically ensemble forecasts, are promising as data sources for AAR prediction, several concerns/challenges remain in using them. Most prominently, these models are not tailored to represent conditions at airports. Instead, the typical model outputs are environmental characteristics in grid squares whose resolutions are typically between 20 and 50 km. As such, the forecasts capture regional weather conditions, and do not account for local weather phenomena that are terminal-specific (for instance, fog due to a nearby body of water, or terrain-related weather phenomena). It remains to be seen whether such regional forecast parameters provide sufficiently keen insight into terminal operations, to permit effective AAR prediction. It is also worth noting that the global weather models require significant time to simulate, and these simulations produce large data sets: archiving of this data for model construction is non-trivial. Also of note, weather models have rarely been directly used for terminal-area weather prediction or airport capacity prediction in the past, so few studies are available that validate their effectiveness.
While possible advantages and disadvantages of various data sources are apparent (as discussed above), we believe that comparisons of regression solutions for these possible data sources are needed as a next step. We expect to compare the logistic-regression solution for different data sources in our future work. We also note that the proposed regression technique is flexible enough to allow use of regressors from multiple sources, and can permit selection of different regressors for different airports (based on human input, or sensitivity-based screening). We leave a careful study to future work.
V. Conclusion
A multivariate logistic regression methodology has been introduced, for prediction of AARs from forecasts of environmental parameters over a full-day time horizon. Our focus here was on constructing and testing the regression model using historical data. Case studies of two airports, KBOS and KDTW, indicate that the proposed regression methodology is able to distinguish between AAR categories (e.g., low, medium, high) using the environmental parameters. Of critical importance, the methodology is able to identify low AAR periods -which are critical to determine for flow management -with some fidelity. Thus, we believe that the methodology presented here is promising as a starting point for developing an AAR prediction tool for FCM. However, several challenges must be addressed prior to tool development and deployment, including in choosing appropriate forecast tools for prediction, selecting potential regressors, and obtaining numerical rather than categorical predictions of AAR.
