In this paper, we investigate the capability of approximating functions in C( R n ) by three-layered neural networks with sigmoidal function in the hidden layer. It is found that the boundedness condition on the sigmoidal function plays an essential role in the approximation, as contrast to continuity or monotonity condition. We point out that in order to prove the neural network in the n-dimensional case, all one needs to do is to prove the case for one dimension. The approximation in L p -norm (1 < p < 1) and some related problems are also discussed.
Introduction
In this paper, we show that the continuity assumption (or monotonity) imposed on the sigmoidal functions, which was in fact strictly required in 1] may be unnecessary. Instead, the boundedness of the sigmoidal function plays an essential role and is su cient for the validity of the approximation theorem.
In 5] 12], Ito discussed the approximation problem in C( R n ) by neural networks, where sigmoidal function was assumed to be monotone. In this paper, we prove the capability of approximation in C( R n ) by neural networks with bounded sigmoid (not necessarily monotone) in the hidder layer. Moreover, the proof is constructive.
Stinchcombe and White 13] gave a L p -approximation result under some rather strong assumption of the activation function, which excludes any sigmoidal function. In this paper, we prove that any sigmoidal function in L p loc is quali ed to be an activation function in L p -approximation.
It is of much signi cance that we show that in order to prove the neural network capability in the n-dimensional case, all one needs to do is to prove that in one dimensional case.
Before we go into the formal theorem statements and their proofs, let us rst review and clarify what we mean by sigmoidal function in this paper, which we point out is the most general of its kind.
De nition 1. : R ! R is called a (generalized) sigmoidal function, if the limits
( lim x!?1 (x) = 0 ; lim x!1 (x) = 1 :
Note: does not need to be continuous or monotone.
Example 1. is also a generalized sigmoidal function.
De nition 2. If a continuous function is de ned in R n and lim jxj!1 f(x) exists, then f(x) is called a continuous function in the extended R n (denoted as R n ), and the set of all continuous functions de ned in the extended R n is written as C( R n ), namely C( R n ) = ff 2 C( R n ) : lim jxj!1 f(x) existsg : (2) 2 Main Results We claim: jf(x)?g(x)j < holds for all x 2 (?1; 1). This can be proved by considering the following three cases:
Consequently we have jf(x) ? g(x)j < . 
To complete the proof of the theorem, we only need to take care of f(?M), or to show in addition that the constant 1 can be approximated by the linear combinations P c i (y i x + i ).
Let N, M, x i , t i , K be the same constants as before, then it is easy to verify that
is the required sum. The proof is just a repetition of the previous procedure and the details are omitted.
Remark. It can be shown that if (x) is a measurable but unbounded sigmoidal function, then P c i (y i x + i ) may not necessarily be dense in C(?1; 1). In fact, we can Proof of Theorem 2.
The proof is dependent on the following lemmas.
Lemma 1 Suppose g satis es conditions in Theorem 2, then the set
is dense in S( R n ), where S( R n ) is the set of Schwartz functions, i.e., rapidly decreasing in nitely di erentiable functions.
Proof. From Theorem A (see Appendix), it follows that
whenever f 2 S(R n ). In this case,L(f; !) makes sense for all t 2 R 1 , and ! 2 S n . Moreover, Lf(t; !) 2 S(R S n?1 ), thus is uniformly continuous in R S n?1 . Therefore, for any > 0, there is a division of S n?1 = S M i=1 ! i and points ! i 2 ! i , i = 1; : : : ; M, such that
for all x 2 R n . Let e n denote the area of S n?1 , then for every xed ! i , there are positive integers N i , real numbers d ij , ij , ij , j = 1; : : :; N i , such that jLf(x ! i ; ! i ) ?
Let ! ij = ij ! i , the previous inequality can be rewritten as jLf(x ! i ; ! i ) ?
Substituting into (9), we see that there are positive integer N and real numbers c i , i , vectors y i 2 R n , i = 1; : : : ; N, such that
for all x 2 R n . Lemma 1 is proved.
Lemma 2 Suppose f(x) 2 C 0 (R n ), then for any > 0, there is an h 2 S(R n ), such that jjf ? hjj 1 = sup x2R n jf(x) ? h(x)j < (12) for all x 2 R n , where C 0 (R n ) = ff 2 C( R n ) : lim jxj!1 f(x) = 0g. 
It is obvious that f 1 (x) is a rapidly decreasing function in R n , and jf(x) ? f 1 (x)j < 2 .
Take (x) = Corollary 3 If (x) is a bounded sigmoidal function, then the set of P N i=1 c i (y i x + i ) is dense in C(K), where K is a compact set in R n .
In the following, we discuss approximation by neural networks in L p -norm 5 . Because the nite sum P N i=1 c i (y i x + i ) doesn't belong to L p (R n ), it is natural to consider the approximation in L p (K), where K is some compact set in R n .
In 1], the following theorem was given. 5 Throughout this paper, we shall always assume 1 < p < 1. 
Proof. This lemma is well-known and we omit the proof. 
holds. Theorem 3 is completely proved.
Making some modi cation in the proof of Theorem 1, for example, replacing f(x i ) ?
f Theorem 4 is proved completely, if one refers to Theorem 2.
Corollary 5 If we permit some y i in the linear transformations P N i=1 c i g(y i x + i ), then constants are included and P N i=1 c i g(y i x + i ) are dense in C( R n ).
Conclusion
It may be appropriate to conclude this paper with a comparison among various papers on approximation of functions by neural nets. The following is such a list.
Papers Assumptions on Active Function Approximation in
Continuous sigmoidal C(K) Existential 4] Monotone sigmoidal C(K) Constructive 5] Monotone sigmoidal C 0 ( R n ) Existential 
14]
Non-constant continuous C(K) Existential 13] g 2 L p 
