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Abst rac t - -Four  parallel algorithms for the solution of block bidiagonai l near systems on distrib- 
uted memory computers are presented. All the algorithms belong to the class of direct methods. The 
first is a variant of the sequential algorithm and is suitable for a small number of processors. The 
remaining three algorithms are based on the parallel methods for banded systems and are much better 
suited for parallel computations on multiple processors. The arithmetical complexity functions of the 
proposed algorithms are derived. The results of experiments with the four algorithms implemented 
in Parallel Fortran on a linear array of 32 Transputers are presented and discussed. 
Keywords - -B lock  bidiagonal systems, Parallel algorithms. 
1. INTRODUCTION 
Matrices with exploitable sparse block structure arise in many applications. For example, several 
numerical methods for the solution of ODEs, PDEs and BVPs lead to block matrices with only 
few non-null diagonals [1-3]. 
We consider the parallel solution of a linear system 
Ax = b (1) 
where the coefficient matrix A has a block bidiagonal structure 
C2 D2 (2) 
Cn Dn 
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with Di and Ci dense blocks, and 
X2 b2 
x= . , b= . . 
Xn in 
It is also assumed that for i -- 1 , . . . ,  n, each D~ is a nonsingular square block of size mi. 
This problem has not been extensively considered in the literature, even though it is the kernel 
of several differential equation solvers. For example, a block bidiagonal system could be used as 
preconditioning when an initial value problem is solved by means of a Boundary Value Method 
(see [4,5]). 
The known approaches come from the solution of almost block diagonal (ABD) systems aris- 
ing from particular discretizations of boundary value ODEs (see [2,3,6]). In this case, after 
temporarily neglecting boundary conditions, the resulting block bidiagonal system is solved by 
parallel reduction algorithms. Since ABD matrices differ from block bidiagonal matrices by a 
block row (or column) in the upper triangular portion, these solvers produce parallel factoriza- 
tions with both lower and upper fill-in vectors. In our approach, the introduction of fill-in may 
be substantially reduced. For one of the presented algorithms it is even possible to eliminate the 
fill-in altogether, even though local row pivoting is used in all cases to assure the stability of the 
algorithms (see [7]). 
The generic sequential algorithm for the solution of (1) has the form: 
determine P1, LÀ and U1 such that  P1L1Ui = Di 
xl = D i lb l  
fo r  i = 2, n 
determine Pi, Li and Ui such that  PiL~Ui = Di 
xi = D~i(bi - Cixi-1) 
end 
On shared memory parallel computers with a limited number of processors, the parallelization 
may be introduced inside the factorization of each D~ and inside the calculation of xi's (similarly to 
the level 3 BLAS based algorithm suggested in [8] for ABD systems). This method is successful 
only when the size of the blocks is large. At the same time, because of the communication 
overhead, it is not well suited for distributed memory parallel computers. For the distributed 
memory computers it is more important o reduce the communication costs than the operation 
count. The algorithms presented in this paper have an higher overall computational cost with 
respect o the sequential algorithm, but they may be executed on a large number of processors. 
All of the proposed algorithms will be based on the following decomposition of the matrix A (2) 
(supposing n -- kp - 1, where p is the number of processors involved): 
A(1) 
T Ckea_ 1 Dk 
e lCk+l  A (2) 
A= C2ke:_ 1 D2k 
",. ".. 
T C(p-l)kek-1 D(p-1)k 
elC(p-1)k+l A (p) 
where ei denotes a block vector of length k - 1 with the ith block equal to an identity matrix and 
the others equal to zero matrices (e.g., if m~ -- m for all i, el consists of an identity matrix of 
Parallel Direct Methods 113 
size m followed by a block of zeroes of size (k - 2)m x rn, and ek-1 consists of a block of zeroes 
of size (k - 2)m x m followed by an identity matrix of size m), and 
A(O = C( i -1)k+2 m(i-1)k+2 
".  ".  
C~k- 1 D~k_ 1 
Except for the last, each processor stores 2 block rows of the partitioning of A (e.g., proces- 
sor i contains the block rows with A (0 and D~k, and the last processor contains the block row 
with A (p)). Section 2 presents a modification of the sequential algorithm that is suitable for a 
parallel computer with a small number of processors. Sections 3 and 4 introduce the two algo- 
rithms based on different parallel factorizations. Section 5 is devoted to the generalized cyclic 
reduction algorithm. Section 6 contains the study of the arithmetical complexity functions and 
the memory requirements of the proposed algorithms. In Section 7 the results of experiments on 
a network of 32 transputers are presented and discussed. 
2. QUASI-SEQUENTIAL ALGORITHM 
The first algorithm we consider is a simple modification of the sequential one. First, the LU 
decomposition is used in parallel to invert the main diagonal blocks D~ (this is the most expensive 
part of the sequential algorithm)• Then the algorithm continues in the following way: the first 
processor solves its part of the system and sends the last block component of the solution to the 
second processor. The second processor, waiting for the data from the first, scales its first q2 
block equations (where q2 is a positive integer number less than or equal to k). When it receives 
the data, it updates the first q2 block equations, solves the remaining equations and sends its 
last block of the solution to the next processor. Each processor j performs the same operations 
as the second processor; waiting for a vector from processor j - 1, it scales the first qj block 
equations (obviously the value of qj must be proportional to j ,  see Sections 6 and 7), then it 
solves the equations and sends the data to processor j + 1. The algorithm for processor j can be 
thus summarized as follows: 
fo r  i = (j -- 1)k + 1, j k  
determine  Pi, Li and Ui such that  P~L~U~ = Di 
end 
fo r  i=( j -1 )k+l , ( j -1 )k+q j  
E i  = D~IC~ 
gi = D(lb~ 
end 
receive X(j_I) k from processor j -  1 
fo r  i---- ( j - -  1 )k+l , ( j -  1 )k+q j  
x i  = g~ - E ix i -1  
end 
fo r  i = (j -- 1)k + qj + 1, jk 
gi  = b~ - C ix i -1  
xi = D~'lgi 
end 
send xjk to processor j + I 
This algorithm is characterized by sequential communication between processors (each proces- 
sor waits for data from another processor before sending its data to the next one). If the number 
of processors is relatively large in comparison to the block sizes, this does not make it very ef- 
ficient (see Sections 6 and 7). At the same time, the algorithm has some advantages: it does 
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not produce fill-in vectors and requires only vector transmissions. If a very large system is to 
be solved on a machine with a large number of processors (and if each of these processors has 
a substantial local memory), it is possible to improve the algorithm by gradually increasing the 
number of blocks stored in later processors. 
3. REDUCTION ALGORITHM 
The second algorithm is similar to the approach used by Brugnano in [9] to solve tridiagonal 
linear systems and by Ascher and Chan in [6] to solve ABD systems. This algorithm leads to 
the solution of a reduced block system of size p in which the unknowns are located in the first 
block component of the solution in each of the processors. It may be considered as a variant of 
the sequential algorithm in the sense that we calculate the first block of the vector solution in 
each processor in order to solve the remaining system using the sequential solver. First we scale 
the matrix A in order to obtain identity matrices on the main block diagonal. Then supposing 
we know the first block component of the solution in each processor j , we can express, by using 
the sequential algorithm iteratively, each vector xjk+~, for i = 2 , . . . ,  k, as a function of a~jk+l, 
for j = 0, . . .  ,p - 1. Hence, always using the same recursion, we relate a~jk+l to x(j-1)k+l, for 
j ---- 1, . . .  ,p -- 1, obtaining a block bidiagonal linear system of size p with unitary block main 
diagonal 
T2 Ik+l a~k+l d2 
T3 I2k+~ x2k+l = d3 , (3) 
"•• ".. 
Tp I(p-1)k+l x(p-1)k+l dp 
where Ij represents the identity matrix of order mj, 
k 
Tj = ( -1)  k+l H E(j-2)k+2-i, for j = 2, . . .  ,p, 
i= l  
d l  ---- g l ,  
dj -- g(j-1)k+l -- ~ (--E(j-1)k-l+l) gi, for j = 2, . . .  ,p, 
~=(j-2)k+2 
Ei are the subdiagonal blocks of the scaled matrix, and g~ are the corresponding right-hand side 
vectors. 
After the reduced system has been solved, the other components of the solution are easily 
obtained in parallel by using the sequential algorithm. The following summarizes the algorithm 
for a generic processor j:
fo r  i = ( j -  1)k + 1,jk 
determine Pi, Li and Ui such that P~LiU~ = D~ 
Ei = Di- lCi  
gi = D i -  i bi 
end 
Tj = E(3-1)k+2 
dj = g(j-1)k+2 
fo r  i = (j - 1)k + 3,jk 
Tj = -E~Tj 
d j  = g~ - E~d j  
end 
send Tj and dj to processor j + i 
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receive Tj-I and dj-1 from processor j -  I 
Tj = -E(j-1)k+ITj-1 
dj = g(j-l)k+l - E(j-1)k+ldj -1 
obta in  X(j_ l )k+ 1 by so lv ing  the reduced system 
for  i = (j -- 1)k + 2, jk 
x~ = gi - Eimi-1 
end 
This algorithm can also be expressed in terms of the factorization of matrix D-1A, where 
D contains the main block diagonal elements of A: 
D-1A = N.Q,  (a) 
where 
i(1) 
T Ik Ok_l 
el(w(2)) T elEk+l 1 (2) 
T 12k N = °k -1  
".. ".. 
T Ok-1 I(p-1)k 
el(W(P))T elE(p-1)k+l I (p) 
and 
ml) '~ 
T Ekek_ 1 Ik 
Ok-1 R (2) 
E2ke-~_ 1 I2k 
Q ~__ . .  ".. 
Ok-1 R (p-l) 
T E(p-1)kek-1 Z(p-1)k 
ok-1 R (p) 
The block vector w(J) is of length k - h 
w (j) = Tj, ( -1)  k H E( j -2)k+2- i , . . . , - -E( j -1)k+lE( j -1)k , 
i--1 
R (j) = (D(J))-IA (j), for j = 1, . . .  ,p, 
where D (j) is the following block diagonal matrix: 
D(j) = D(3-1)k+2 
Djk-1 
ok-1 is a null block vector of length k - 1 and I (j) is the identity matrix of size equal to that of 
A (j), for j = 1 , . . . ,p .  
On a distributed memory parallel computer, the solution of the reduced system may be quite 
expensive if the number of processors is large. To minimize data transmissions we suggest he 
following algorithm for each processor j (the jth block of the solution is stored in dj and each 
processor performs the ith send operation i f j+T  <_ p and the ith rece ive  operation i f j - -T  >_ 1): 
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fo r  i----0,1og 2p-1  
send dj and Tj to processor  j + 2 i 
rece ive  dj_2~ and Tj_2, from processor  j -  2 i 
45 = dj - Tjdj_2, 
end 
Figure 1 shows the communicat ions required by this algorithm on p = 10 processors. Observe 
that  if j < 2 ~, then Tj is a null matrix, and hence only vector dj  is transmitted.  If p > 1, the 
solution of the reduced system requires at most Ilog 2 p~ - 1 matr ix transmissions and Flog2 pl 
vector transmissions on each processor (see also Section 6). 
1 2 3 4 5 6 7 8 9 10 
. m . . . . . .  
Figure 1. Communications required for the solution of the reduced system resulting from the 
reduction algorithm on 10 processors. The solid line expresses transmissions of matrices in the 
factorization step and of vectors in the solution of the linear system. The dotted line represents 
transmission f vectors in the solution step. 
4. PARALLEL  FACTORIZAT ION ALGORITHM 
The third algorithm is based on the domain decomposition methods similar to those used 
in [10,11] to derive parallel factorizations of tridiagonal matrices and in [8] to solve ABD systems. 
The matrix A is factored as 
A -- N .  Q, (5) 
where 
( A O) 
Cke _l Dk 
Ok-1 A (2) 
C 7- 2kek_ 1 D2k 
N= °o ",° 
Ok_ 1 A (p-l) 
T C(p-1)kek-1 D(p-1)k 
ok-1 A (p) 
and 
I(1) 
T Ok- 1 Ik 
v(2) i(2) 
T2 o-~_ 1 I2k 
~ . .  ",° 
V(P-1) / (p - l )  
Tp-1 T Ok-1 I(p-1)k 
v(P) I(P) 
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The unknown elements of N and Q are obtained from (5) by direct identification: 
v (j) = (A(J))-lelC(j_l)k+l, for j = 2,. . .  ,p, 
(6) 
Tj = -D-j~CjkeTk_lv (j), for j = 2,. . .  ,p - 1. 
The factorization (5), the solution of N, and the updating of the right-hand side by v (0 are 
performed in parallel with no data transmission between processors. Data transmissions are only 
required when solving the reduced linear system 
T2 hk  x2k g2k 
T3 I3k x~k = g3k . (7) 
".,  " , .  
Tp-1 I(p-1)k x(p-1)k g(p-1)k 
The following is the algorithm for the generic processor j:
fo r  i = (j - 1)k + 1,jk 
determine P~, Li and Ui such that  P~LiUi = Di 
end 
Y( j _ l )k+ 1 = D~jll)k+lC(j_l)k+l 
fo r  i=( j -1 )k+2, jk -1  
E = -D~- Ic~v i -1  
end 
Tj = -Df 'Cjk k_l 
g(j-1)k+l = Dol_l)k+lb(j-1)k+l 
fo r  i = (j -- 1)k + 2, jk 
bi = bi - C~g i_  1 
gi = D~ lbi 
end 
obtain X(j_I) k and Xjk by solving the reduced system 
for i=  ( j -1 )k+l , j k -1  
x{  = g{ - V ix ( j -1 )k  
end 
The algorithm for the solution of the reduced system created by the parallel factorization is
quite similar to that seen in the previous section for the solution of the system created by the 
reduction algorithm. The main difference is that the parallel factorization algorithm gives a 
reduced system of smaller size (the last processor does not work to solve it). Moreover, since 
each processor j also needs to know vector x(j-1)k, at the end of the solution of the reduced 
system one additional vector transmission is required. The algorithm for the processor j is thus: 
fo r  { : O, Ilog2( p -  1)] - 1 
send bjk and Vjk to processor  j + 2 i 
rece ive  b(j_2.0k and V(j-2,)k from processor  j -  2 i 
bjk = bjk - -  Yjkb(j-21)k 
end 
send X, jk to processor j + I 
receive x(j-1)k from processor j -  I 
Figure 2 shows the data communications required for the solution of the reduced system on 
p = 10 processors. 
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1 2 3 4 5 6 7 8 9 i0 
Or .  - -  - -  - -Or - .  - -  - -  - -Or .  - -  - -  - -Or  - -  - -  - -Or  - -  - -  - -Or  - -  - -  - -Or  . . . . . . .  "6 - . " : : - ' "u '~ 'O  - - -  - -  - -O  
. .  . .  - . . .  . 
. .  • " . . .  " .  . " "  • . " . . .  " - .  . " . .  " ' . . .  
" . .  . .  - " . .  . . .  . . .  . .  
. _ _ 2  2 or  - -  - -  ~ O r  - -  - -  - -Or  O-  - -  - -  - -o r  O-  - -  - -  Or  - -  - -  - -Or  - -  - -  - -O -  - -  - -  U 
Figure 2. Communications required for the solution of the reduced system resulting from the 
ParaUel Factorization on 10 processors. The solid line expresses transmissions of matrices in the 
factorization step and of vectors in the solution of the linear system. The dotted line represents 
transmission ofvectors in the solution step. 
5. GENERAL IZED CYCL IC  
REDUCTION ALGORITHM 
The last algorithm derives from cyclic reduction, which is one of the most important algorithms 
for the solution of tridiagonal and block tridiagonal linear systems on parallel computers [12,13]. 
Since we want to apply our approach to the coefficient matrix A in (2), we modify the generalized 
cyclic reduction algorithm presented in [10,11], where it is no longer necessary to assume that 
matrix A has a dimension which is a power of 2. The algorithm proceeds with flog2 k] steps. 
Thus, the determined reduced system is exactly the same as the one resulting from the parallel 
factorization algorithm. 
As in the reduction algorithm, first we scale the main diagonal blocks Di of the matrix A. 
Then at the second step, by means of the block permutation matrix 
p(i) 
Ik 
p(2) 
P =  ".. 
l(p-i)k 
p(p) 
the coefficient matrix D-iA is factored in the following form: 
D-iA = PLMUP T, 
where M contains a block bidiagonal submatrix. To emphasize the structure of M, L and U, 
it is sufficient to consider another block permutation matrix Q, which first places the block 
elements on rows 1,3, 5 . . . .  , k + 1, k + 3, . . . ,  2k + 1,2k + 3 , . . . ,  and then those on rows 2, 4 , . . . ,  k, 
k + 2, k + 4 , . . . ,  2k, 2k + 2, 2k + 4, . . .  (again, observe that it is not necessary that k be even). 
Then 
QpMpTQT=(  I ) 
A1 ' 
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where / is a block ident i ty matr ix  and 
I2 
i4 
' .  ' . ,  
A1 = Ck Ik 
~k+2 Ik+2 
• . .  " . .  
In a similar way, 
( , )  QPLPTQ-r= L1 I ' and QPUP- rQZ= I ' 
where the block ident i ty  matr ices on the first and the second row of M,  L and U have, respectively, 
p[k/2J and p[k/2] elements. 
Observe that  if k is even, then this step corresponds to the first step of the classical cyclic 
reduct ion appl ied to the whole matr ix.  The reduct ion process is repeated by each processor on 
successive block matr ices with block bidiagonal submatr ices (see F igure 3) unti l  (after Vlog2 k~ 
steps) a reduced system of size p - 1 is created. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
• • • • • • • • • • • • • • • • • -.--.* size 17× 17 
step 1 • • • • • • • • ---, size 8 × 8 
step 2 • • • • • ~ size 5 x 5 
step 3 • • ~ size 2 × 2 
Figure 3. Reduction of a 17 × 17 matrix on 3 processors. Black points represent block rows involved 
in the reduced system. 
The a lgor i thm to obtain the solut ion of the problem (1) by means of the cyclic reduct ion 
algor i thm, for a processor j ,  is thus: 
fo r  i = ( j  - 1)k + 1, jk  
determine  P i ,  L~ and Ui such that  PiL~Ui = D~ 
Ei = D[IC~ 
gi = D$1 b~ 
end 
s=l  
wh i le  s < k 
fo r  i=( j -1 )k+2s , jk ,  s tep  2s 
bi = bi - Eibi-s 
E~ = -E~E~-8 
end 
i f  i -  s < jk  
bjk = b¢k - E jkb( j -1)k+8 
Ejk = -EjkE(j-1)k+8 
end 
8-----28 
end 
obtain ~e(j_l) k and zjk by solving the reduced system 
while 8 _> 1 
for i=  ( j - l )k+s ,  jk - l ,  step 28 
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x~ = gi - E ix i -8  
end 
s = s /2  
end 
The solution of the reduced system (7) should be obtained by using the same approach on p/2  
processors, p/4 ,  and so on. Because we are interested in solving large problems (1), the cost of 
any algorithm for the solution of (7) is negligible. Hence, we will use the same algorithm applied 
in the previous ection with the parallel factorization algorithm. 
6. ARITHMETICAL COMPLEXITY  
AND MEMORY REQUIREMENTS 
In this section we introduce and compare the presented solvers from the point of view of 
computational cost and memory requirement. For simplicity, we assume that blocks in (2) have 
the same dimension. Hence, the parameters that need to be taken into account when deriving 
the computational cost and memory requirements of the proposed algorithms are: 
m size of each block; 
p number of processors involved; 
n number of block rows of the problem; 
qi in the quasi-sequential lgorithm the number of rows which are scaled in the ith processor 
while previous processors complete their factorization step. 
We will assume that the coefficient matrix may be divided in an optimal way among the 
processors (n = kp - 1), and that qj = min((j  - 1)q,k), for j = 1, . . .  ,p. 
6.1. Ar i thmet ica l  Complex i ty  
The basic operations that are performed by the algorithms may be identified as (we use BLAS 
based notation): 
GETRF LU factorization with partial pivoting of a block of size m, ((2/3)m 3- (1/2)m 2 - 
(1/6)m operations); 
TRSM solution of an already decomposed linear system of size m, (2m 2 -m operations); 
GEMM matrix-matrix (block-block) multiplication, (2m 3 - m 2 operations); 
GEMV rank 2 update--block-vector multiplication followed by a vector addition, (2m 2 
operations); 
TRAN(s )  transmission of s data elements. 
Based on the above notation, the sequential solver performs the following operations: 
In] GETRF + [n] TRSM + [n - 1] GEMV 
and its computational cost is 
Cs = m 3 + ~m - ~m n - 2m 2. 
For all four presented algorithms, the only part which is completely parallelizable is the fac- 
torization of the blocks on the main diagonal. We must then follow two different paths to obtain 
the computational cost of the quasi-sequential gorithm and of the remaining three parallel 
algorithms. 
In the quasi-sequential lgorithm, the update of the right-hand side blocks remains equential. 
The computational cost of this part is thus the sum of the computational costs on all the proces- 
sors. The solution of the block linear systems is partially parallelized. If we suppose that each 
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processor j performs the scaling of the main diagonal blocks of the first qj rows when the previous 
processors are solving their part of the system, then the operations for this phase overlap and 
are not counted. This means that the operations performed are 
[k] GETRF + [~=__0(k - jq)+ TRSM + in I GEMV + [p - 1] TRAN(m) ,  
where (x)+ = x if x > 0 and (x)+ = 0 otherwise, and q < [(4rn - 1)/(2m 2 + m - 1)kJ. 
The total cost is thus 
(~ 1 ) ~ ( 4m-  l "~ m(n + l) + 2m2n (8) Cq s= Tl23 - m2 + lm (n+l_____~)+ 2m - l - m + l Y) + P 
P j=o 
arithmetical operations and 
Tqs = (p-  
transmissions, where t(m) is the cost of transmission of a vector of length m. 
If p > m/2, the summation does not depend on p, but essentially on m2/2. Then formula (8) 
simplifies to 
Cqs = (~m 3 - -  lm2 + 6m)  (n + + 2m2n. 
The number of arithmetical operations consists of two factors: the first depends on rn and n 
but does not depend on p; the second one depends on l ip  and decreases when the number of 
processors increases. 
For the reduction algorithm, the parallel factorization and the cyclic reduction algorithms, 
the operations leading to the creation of the reduced system as well as the appropriate data 
transmissions are completely parallelizable. The total number of operations performed by each 
processor will thus essentially depend on two terms that are proportional to l ip  and to [log 2 p]. 
The reduction algorithm requires the following operations in its initial phase: 
[k] GETRF + [k(m + 1)] TRSM + [k - 1] GEMM + [2k - 2] GEMV + [1] TRAN (m 2 + m) 
followed by the solution of the block reduced system of size p that requires 
[[log2p ] - 1] TRAN (m 2 + rn) + [1] TRAN(m)  + [[log2p ] - 1] GEMM + [log2p ] GEMV. 
The total number of arithmetical operations i
and the data transmission cost is 
T~a : [log s p] t (.~2 + .~) + t(.~). 
The parallel factorization and the cyclic reduction algorithms require in their initial parallel 
phase the following operations: 
[k] GETRF + [k(m + 1)] TRSM + [k - 1] GEMM + [2k - 2] GEMV 
followed by the solution of the reduced system of size p - I which is characterized by similar 
arithmetical complexity function as above. The total cost of these algorithms i  almost he same 
as that of the reduction algorithm. The arithmetical complexity is 
(~  7 2 7 ) (n+l )  
Cp/ = Ccr = m 3 +-~m + -~rn - -  + (2m 3+m s) [log2( p -1 ) ] -4m 3, 
P 
CArlA 31-7-1 
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while the cost of transmissions i  
Tpf = Tcr = ([log2(p - 1)] - 1) t (m 2 + m) + 2t(m). 
Assuming (as in most common cases of computational practice) that n is much larger than m, 
that m is large enough so that the m 3 terms dominate lower order terms, and that the costs of 
data transmission are negligible, we can simplify the above formulas. In Table 1, we present he 
simplified formulas (the reduction, parallel factorization and cyclic reduction algorithms have the 
same cost and are labeled "parallel algorithms"). 
Table 1. Computational costs for the proposed algorithms. 
Algorithm Computational Cost 
2 3 sequential ~m n 
quasi-sequential 7 m3n/p + 2m2n 
parallel algorithms ~m3n/p +2m 3 Flog2(p)] 
A number of observations can be made when considering the arithmetic omplexity functions 
of Table 1. When comparing the sequential and the quasi-sequential lgorithms, for a large 
number of processors, the term (7/6)m3n/p disappears. Therefore, the limit on the speedup of 
the quasi-sequential algorithm is m/3 (see also Figures 4 and 5). 
10 - - -  cyclic reduction 
----- parallel factorization 
- -  -- -- reduction algorithm 
. . . .  quasi-sequential algorithm 
8-  
4 -  
2 -  8 
0 I I I I I I I I I I I I I I I I I I I 
0 10 20 30 40 50 60 70 80 90 100 
number of blocks per processor 
Figure 4. Speedups of the four algorithms for rn = 15 and p -- 8, 32. 
The arithmetical complexity functions for the parallel algorithms have a structure similar to 
other divide-and-conquer algorithms [8,14] and have similar characteristics. For fixed m and p 
and for large n, further increase in the value of n does not lead to additional speedup. Similarly 
(excluding the communication cost), for fixed n and p, an increase in m will not produce further 
speedup increase. 
Finally, given the values of n, ra and p, we can estimate (see Figure 6) when the quasi- 
sequential algorithm should be used instead of either of the parallel algorithms. It can be observed 
that for a given number of processors p, there exists a value of m starting from which the 
quasi-sequential lgorithm outperforms the parallel algorithms. It can also be observed that if 
the data transmission costs are taken into consideration (and the cost of one transmission of a 
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Figure 5. Speedups of the four algorithms for m = 30 and p --- 8, 32. 
vector of s elements is almost the same as that of s transmissions of scalars), then the quasi- 
sequential algorithm requires O(pm) data transmissions whereas the parallel algorithms require 
O(log2(p)m 2) data transmissions. Therefore, for moderate p and large m, the m 2 term will 
dominate the data transmission cost, giving the quasi-sequential lgorithm additional advantage 
over the parallel algorithms. As the number of processors increases, the situation reverses. Overall 
the cost of data transmission of the parallel algorithms is smaller than that of the quasi-sequential 
algorithm for m < p~ log2(p). These results are also confirmed by our experiments ( ee Figures 4, 
5, and 7-9). 
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0 5 10 15 20 25 30 35 40 45 50 55 60 
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Figure 6. Theoretical comparison between the parallel factorization and the quasi-sequential algo- 
rithm. For each line (representing a given number of processors p) points above it are values of k 
and m for which the quasi-sequential algorithm outperforms the parallel factorization. 
6.2.  Memory  Requ i rements  
We will consider two cases of memory requirements of the proposed algorithms depending on 
when the solution of the linear system is performed. If the factorization step and the linear system 
solution step are performed separately, the parallel factorization algorithm requires to store one 
fill-in vector, and the cyclic reduction algorithm requires to store the off-diagonal elements of the 
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Figure 9. Time (in seconds) of execution for k = 10 and m = 30 on varying numbers of processors. 
submatr ices obtained at each step of the reduction. Table 2 presents the per-processor memory 
requirements of the proposed algorithms. It can be observed that  the sequential and quasi- 
sequential algorithms have precisely the same overall memory requirements. The per-processor 
memory requirements of the reduction algorithm are slightly higher than those of the quasi- 
sequential algorithm for a moderate p, and substantial ly ower than those of the remaining two 
parallel algorithms for large k. The overall memory requirement of the parallel factorization and 
cyclic reduction algorithms is larger by km 2 elements than that  of the reduction algorithm and 
by (k + [log2( p - 1)] - 1)m 2 elements than that of the quasi-sequential algorithm. 
If the factorization is performed together with the linear system solution, the per-processor 
memory requirements of the proposed algorithms are summarized in Table 3. 
Table 3. Per-processor memory requirements forthe proposed algorithms when the solution of the 
associated linear system and the factorization of the coefficient matrix are performed at the same 
time. 
Algorithm Workspace 
sequential 2nm 2 +nm 
quasi-sequential 2kin 2 + (k + 1)m 
reduction (2k + 1)m 2 + (k + 1)m 
parallel factorization 2kin 2 + (k + 1)m 
cyclic reduction 2km 2 + (k + 1)m 
It can be observed that in all cases the per-processor memory requirements of all parallel 
algorithms are the same and that the overall memory requirement of all the algorithms are 
almost the same. 
7. NUMERICAL  TESTS 
The algorithms presented in previous sections have been coded in Parallel Fortran [15] with 
the Express communicat ion l ibrary [16] on a network of 32 Microway transputers T800-20, each 
with a local memory of 1 Mb. The sequential algorithm has been implemented in Fortran on 
a single t ransputer  T800-20 with 16 Mb of memory. The codes use the level 3-BLAS routines 
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DGEMM to perform matrix-matrix products, DGEMV to perform matrix-vector products, and 
two subroutines of LINPACK package: DGEFA to factorize the main diagonal blocks with only 
local row pivoting, and DGESL to solve triangular linear systems factored by DGEFA. 
As a test problem we have chosen a linear system with mi = m for all i, and 
Di  = I - h~E,  C~ = - I  - h iE  
arising from the numerical solution of the initial value problem 
y '  = Ey  + b( t ) ,  t e [to, T], (9) 
y(t0)  = y0 
by means of the trapezoidal rule. The obtained block bidiagonal system is in general used as 
preconditioning when problem (9) is solved by means of Boundary Value Methods (see [4,5]). We 
have selected the rn × m matrix E with eigenvalues in the negative part of the complex half-plane 
in order to have a stable solution (for the purpose of our experiments, E was obtained using a 
random number generator). Moreover, hi = vh~-l, for V > 1 fixed. 
In Figures 4, 5, and 7, the measured speedups of the cyclic reduction, parallel factorization, 
reduction and quasi-sequential algorithms are reported for rn = 5, m = 15, rn = 30, different val- 
ues of k = (n + 1)/p, and for different numbers of processors. For the quasi-sequential algorithm, 
we have chosen qj = (j - 1)q, where q is a positive integer number fixed for all processors, j is 
the processor number, j = 1, . . .  ,p, in such a way that the speedup was the highest (the optimal 
value of qj will be architecture dependent). For example, q = k /4 .5  if m = 5, q = k / lO  if m = 15 
and q = 1 for m = 30. It should be noted that in this last case the values of k are relatively small 
(less than 30). 
The results of all the experiments accord with the theoretical results of the previous ection. 
Figures 4, 5, and 7 show that if a small number of processors is used, the quasi-sequential 
algorithm is always the fastest among the presented algorithms. For increasing numbers of 
processors, parallel algorithms become preferable (but only when the size of each block (m) is 
not too large). For m = 15 and p -- 32, the quasi-sequentiaJ algorithm behaves almost exactly like 
the parallel algorithms. The increase in m not only reduces the utility of the parallel algorithms 
but also reduces the obtained speedup; for p --- 32, the reduction is from the speedup of about 9 
for m = 5 to speedup of less than 7 for m --- 30. It should be also observed that the cyclic 
reduction and parallel factorization algorithms behave exactly the same and always outperform 
the reduction algorithm. 
Figure 8 compares the performance of cyclic reduction and quasi-sequential lgorithms for 
p = 32 processors, for a matrix of size n = 25600 and for approximately fixed k = [800/m] 
while varying the value of m. It also compares the practical and the theoretical speedup for both 
algorithms. 
Figure 8 shows that for suitable large dimensions of the coefficient matrix A, theoretical 
speedups are very good approximations to those obtained on the parallel computer. Moreover, 
the cyclic reduction algorithm outperforms the quasi-sequential lgorithm only if rn < 16. Fi- 
nally, if the optimal algorithm is selected properly for given n, m and p, it is possible to obtain 
speedup greater than 5.5 on 32 processors. 
The last Figure 9 represents the "scalability" of the presented algorithms, that is, the time 
of execution for a different number of processors with k and m constant. This graph shows 
that the parallel algorithms cale nicely as the number of processors increases (the jumps in the 
time are related to the fact that the workload in the solution of the reduced system depends on 
log 2 p). As predicted, for fixed k and m, the quasi-sequential lgorithm does not scale well. It 
can be observed again that cyclic reduction and factorization algorithms behave similarly, slightly 
outperforming the reduction algorithm. Moreover, it can be predicted that the crossover point 
will occur for approximately 40 processors. 
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8. CONCLUSIONS 
We have presented four parallel algorithms for the solution of block bidiagonal l inear systems, 
discussed their implementat ion details, derived and discussed their arithmetical complexity func- 
t ions and the memory requirement functions. It was shown that  there is no simple answer which 
of the presented algorithms hould be applied. The answer to this question depends on the pa- 
rameters of the linear system itself (block size and number of blocks) as well as characteristics 
of the distr ibuted memory computer that  the systems are to be solved on (available memory 
per-processor and the communicat ion verhead). Some guidelines for the selection process have 
been presented. 
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