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tem where the underlying process of interest is linear and Gaussian, and requires
the measurements to be nonlinearly transformed to fit. The goal of the transfor-
mation is to allow for tracking in the coordinate system that is most natural for
describing system dynamics. There are two potential issues that arise when per-
forming converted measurement tracking. The first is conversion bias that occurs
when the measurement transformation introduces a bias in the expected value of
the converted measurement. The second is estimation bias that occurs because
the estimate of the converted measurement error covariance is correlated with the
measurement noise, leading to a biased Kalman gain. The goal of this research is
to develop a new approach to converted measurement tracking that eliminates the
conversion bias and mitigates the estimation bias. This new decorrelated unbiased
converted measurement (DUCM) approach is developed and applied to numerous
tracking problems applicable to sonar and radar systems. The resulting methods
are compared to the current state of the art based on their mean square error
(MSE) performance, consistency and performance with respect to the posterior
Cramer-Rao lower bound.
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Chapter 1
Introduction
1.1 Purpose
Nonlinear state estimation has important commercial and military application.
Novel contributions to the field have the potential to improve the performance of
existing radar and sonar systems. There is also the potential to reduce the cost of
new systems by achieving required estimation performance with less measurement
accuracy, hence reducing the requirements on the hardware.
1.2 Background
In tracking problems, it is common for the state prediction function to be linear
while the measurements are a nonlinear function of the state. Perhaps the most
common example of this is target tracking with a Cartesian state for estimation
using a nearly constant velocity (or acceleration) dynamic model with measure-
ments of range and bearing. Other important examples are (1) measurement of
range, bearing and range rate and (2) measurements from a bi-static sonar or
1
2radar system. There are many approaches to deal with the nonlinear measure-
ments that can be put into two broad categories: the converted measurement
approach and the converted prediction approach.
In the converted measurement approach the measurement is transformed
from the measurement coordinate system into the estimation coordinate system
(e.g. Cartesian) using a nonlinear transformation. The converted measurement,
now a linear function of the state, can be used in a standard (linear) Kalman
filter. The challenges of this approach are accounting for biases in the conversion
and calculating an approximation to the converted measurement error covariance.
Approximation is required since the bias introduced by the conversion (for bi-
static cases) and the converted measurement error covariance (for both bi-static
and mono-static cases with and without range rate) are a function of the true
state, that is not available in practice.
The Extended Kalman Filter (EKF) and other numerical approximation ap-
proaches such as the Unscented Kalman Filter (UKF) and Cubature Kalman Filter
(CKF) [1] are converted prediction approaches (or mixed coordinate approaches
[3]). In these approaches the state prediction is converted into the measurement
coordinate system using the nonlinear observation function. The innovation is also
calculated in the measurement coordinate system and the innovation covariance
and cross-covariance are approximated using a first or second order series expan-
sion (EKF and second order EKF) or by using approximate numerical integration
3(UKF and CKF).
The premise of this work is that for certain problems, the converted mea-
surement approach is superior in terms of mean square error and consistency.
The converted measurement approach, if employed naively, can, however, lead to
errors [3]. The first of these errors is conversion bias [39,45,4]. Conversion bias
occurs when the conversion process introduces a bias in the expected value of
the converted measurement. Use of a biased converted measurement violates an
assumption of the Kalman filter, leading to degraded performance. The second
source of bias is estimation bias [43,26,11]. Estimation bias comes about due to
the practical issue that the calculation of the converted measurement error covari-
ance requires the true target position, that is unavailable in practice. A previously
proposed practical resolution to this problem is to evaluate the covariance at the
measurement. This results in correlation between the measurement error covari-
ance estimate and the measurement error itself, leading to an estimation bias
when the converted measurement is used in tracking.
The research conducted in this thesis is the development of a new measure-
ment conversion that addresses the issues of conversion bias and estimation bias.
An ideal measurement conversion would be unbiased, consistent, provide mini-
mum mean square error estimates and would not suffer from estimation bias. In
many problems, no single conversion can achieve all these goals, so compromises
must be made. The primary trade-off is the MSE performance versus bias. Since
4a fundamental assumption in the Kalman filter is that the measurement errors
are unbiased, an unbiased conversion is preferred. An adjustment to the output
of the filter can be made to achieve improved MSE performance. The measure-
ment error covariance must also be uncorrelated with the measurement error to
overcome estimation bias.
The goal of this research is to develop such a measurement conversion tech-
nique and employ the resulting filters for numerous tracking problems. The first
problem addressed, in Chapter 2, is one of the most studied examples of con-
verted measurement tracking — tracking in Cartesian coordinates with polar (or
spherical) measurements. In Chapter 3 the technique is examined for the prob-
lem of range rate measurements from a moving platform which is shown to need
de-biasing. In these two cases the use of a converted measurement is natural
and the bias and converted measurement error covariance can be derived. In
Chapter 4 the method is used to address the problem of tracking with polar (or
spherical) measurements with the addition of a range rate measurement. In this
case the conversion is less obvious and requires the inclusion of a non-informative
measurement. In Chapter 5 the method is extended to tracking with bi-static
measurements. In this case the calculation of the conversion requires numeri-
cal integration. The result is the development of a new converted measurement
sigma point Kalman filter. Chapter 6 provides the final extension of the method
for the case of extended target tracking. This chapter explores the case where
5the measurement conversion process requires an iterative approach. The itera-
tive approach used is the expectation-maximization (EM) algorithm using the
probabilistic multi-hypothesis tracker (PMHT) association model (assignment is
1–to–1; association can be several–to–1).
1.2.1 Converted Measurement Tracker for Range and Bearing
Measurements
One of the most studied examples of the converted measurement Kalman filter
(CMKF) uses polar measurements and performs tracking in Cartesian coordinates.
If the conversion from polar to Cartesian is unbiased, the performance of a CMKF
is superior to a mixed coordinate EKF (i.e. target motion in Cartesian coordi-
nates and measurements in polar coordinates) [39]. Existing approaches for the
conversion include the conventional conversion [3], the unbiased converted mea-
surement (UCM) [45], the modified unbiased converted measurement (MUCM)
[44,20], and the unscented transform (UT) [34].
In this research a decorrelated version of the UCM technique (DUCM) is
proposed to address both conversion and estimation bias. The polar to Cartesian
conversion is used to analyze and evaluate the conversion bias and estimation
bias for each existing conversion technique as well as the proposed technique.
The MSE performance and consistency of a CMKF utilizing each technique is
examined. The technique is then extended from polar to spherical measurements.
61.2.2 Unbiased Range Rate Estimation from a Moving Platform
Estimation of range rate using active sonar or radar by taking advantage of the
Doppler effect can be advantageous for improved target state estimation, track
association and for discriminating targets from stationary clutter. When estimat-
ing range rate from a moving platform it is necessary to nullify the effect of the
platform speed. This nullification process suffers from a similar bias problem as
the position measurement conversion.
The decorrelated, unbiased converted measurement approach can be used to
address this issue. First an evaluation of the conversion bias and its significance
is conducted. This is followed by the development of an unbiased range rate
estimator.
1.2.3 Converted Measurement Tracker for Range, Bearing and
Range Rate Measurements
In addition to range and bearing, in many active sonar and radar applications
measurements also include range rate. The extension of the CMKF to use range
rate as a linear measurement is possible [4], but previous implementations have
been limited to cases with small bearing errors. The use of range rate as a nonlin-
ear measurement requires the use of a nonlinear tracker such as the EKF or UKF.
Due to their poor performance in some situations, various modifications have
been proposed, including use of a pseudo measurement [23,21,27,32], an alter-
7native linearization of the measurement prediction function [8], and sequentially
processing the converted position and range rate measurements (applied to the
EKF [21,27,32] and the UKF [22,38]).
Based on the success of the CMKF for tracking with range and bearing
measurements, many existing approaches for tracking with range, bearing and
range rate use a converted measurement approach for the position portion of the
measurements. However, by leaving the range rate measurement as a nonlinear
function of the state, the resulting filters have the potential for inconsistent per-
formance. The question that is asked in the research is whether the converted
measurement approach can be extended to include the range rate measurement,
resulting in a converted measurement that is fully linear with respect to the Carte-
sian state, thus allowing for the use of a linear Kalman filter.
The goal is the development of a converted measurement approach that
converts range, bearing and range rate to Cartesian position and velocity. This
converted measurement, now linear with respect to the state, can be used in a
linear Kalman filter. The resulting filter has advantages over the current state of
the art for cases with poor angle accuracy (high nonlinearity).
This part of the research examines existing techniques, develops a new con-
verted measurement approach for polar and spherical measurements with range
rate, employs the conversion in a Kalman filter, and evaluates the resulting filter
against the state of the art.
81.2.4 Converted Measurement Sigma Point Kalman Filter for
Bi-Static Sonar and Radar Tracking
Tracking with bi-static sonar or radar measurements is challenging due to the
fact that the measurements are a nonlinear function of the Cartesian state. The
performance of existing approaches, including the EKF and sigma point Kalman
filters such as the UKF, may not be acceptable in terms of mean square error or
tracker consistency (i.e. the trackers estimate of the predicted state estimation
error covariance is not statistically consistent with the underlying estimation er-
rors). This research reformulates the general sigma point Kalman filter (SPKF)
[52] as a converted measurement SPKF. The resulting filter is compared to the
existing multistatic approaches [17,18,41] when employed in a bi-static tracking
scenario.
Consistent with the underlying premise of this thesis, the expectation was
that a converted measurement approach will be superior in terms of mean square
error and consistency. The converted measurement sigma point Kalman filter
(CMSPKF) is developed for cases, such as the bi-static case, in which it is not
possible to derive an unbiased measurement conversion and converted measure-
ment error covariance. Of particular interest is the case when the bi-static system
has good range accuracy, but relatively poor angle accuracy. This is relevant for
small sensors, as the range accuracy is primarily a function of waveform used,
while the angle accuracy is a function of aperture (size of the sensor).
9The CMSPKF does not simply employ the UT (or Cubature Transform) to
convert the measurement from measurement coordinates to Cartesian coordinates.
The reasons for this are two-fold. The first is that the UT does not provide an
unbiased estimate of the truth [33,15]. The second is that employing the UT to
approximate the converted measurement error covariance results in a dependency
between the measurement error covariance estimate and the measurement error
itself, leading to an estimation bias when the converted measurement is used in
tracking [15]. To resolve these issues, the proposed CMSPKF estimates conversion
bias and the converted measurement error covariance with a sigma point transform
using a combination of the tracker’s predicted estimate and the raw measurement
error covariance.
The research is organized as follows. First the bi-static tracking problem
is introduced and existing approaches based on sigma point transformations are
described. Then the CMSPKF is derived, the implementation of the filter de-
fined and the approximations used in its development discussed. A Monte-Carlo
evaluation of the CMSPKF with respect to existing methods is conducted to
demonstrate the advantage of the technique for specific bi-static tracking cases.
10
1.2.5 Extended Object Tracking with Exploitation of Range Rate
Measurements
The final extension to the converted measurement approach is for the challenging
case of extended object tracking. In most cases there is an underlying assumption
in the tracking algorithm that the target is a point target (i.e. the target has no
physical extent). A related assumption is that, at most, one measurement per
scan originates from the target. There is, however, a growing body of literature
[30,29,36,6,54,5,55,37] that relaxes the point target assumption, often referred to
as extended object tracking. In extended object tracking, the problem involves
estimating the target state (e.g. position and dynamics) and the target’s spatial
characteristics. The target can be represented as a set of point sources. Since
there is uncertainty in the measurement to source assignment, a direct converted
measurement approach is not feasible and an iterative maximization approach
must be employed.
The problem addressed in this research can be stated as follows. Given
over-resolved measurements of range, bearing and range rate, of a rigid target
whose spatial characteristics are fixed with respect to the line of motion, pro-
vide unbiased, minimized mean square error estimates for the target state and
spatial characteristics, with associated mean square errors (covariances) that are
consistent with the underlying errors.
The end result of the development of this tracking system is an advance-
11
ment in the state of the art in extended object tracking. Raw measurements of
range, bearing and range rate are converted into the tracking coordinate system
of position, velocity and turn rate (as opposed to the traditional approach of po-
sition only). The dynamic estimation problem is then solved with a converted
measurement Kalman filter, whose only nonlinearities are in the calculation of
the state prediction covariance. The filter also provides spatial extent estimates
using a model of the target spatial characteristics. The conversion is performed
using the EM algorithm based on the PMHT [48] association model.
1.3 Summary
The result of the research conducted in this thesis is an advancement in the state-
of-the-art in nonlinear tracking by providing significant contributions in tracking
using converted measurements. By developing and evaluating new converted mea-
surement techniques for a wide range of tracking problems, the resulting research
has the potential to provide a benefit to many commercial and military systems.
By developing conversion techniques for cases where (1) the bias and converted
measurement error covariance can be derived; (2) the bias and converted mea-
surement error covariance can be derived with the addition of a non-informative
measurement; (3) the bias and converted measurement error covariance must be
evaluated using numerical integration and (4) the bias and converted measurement
error covariance must be evaluated using iterative maximization, the flexibility and
12
utility of the new converted measurement approach has been demonstrated.
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Chapter 2
Converted Measurement Tracker for Range and Bearing
Measurements
2.1 Abstract
Converted measurement tracking is a technique that filters in the coordinate sys-
tem where the underlying process of interest is linear and Gaussian, and requires
the measurements to be nonlinearly transformed to fit. The goal of the trans-
formation is to allow for tracking in the coordinate system that is most natural
for describing system dynamics. There are two potential issues that arise when
performing converted measurement tracking. The first is conversion bias that
occurs when the measurement transformation introduces a bias in the expected
value of the converted measurement. The second is estimation bias that occurs
because the estimate of the converted measurement error covariance is correlated
with the measurement noise, leading to a biased Kalman gain. First, previously
proposed unbiased conversions are examined. Following this, the “Decorrelated
Unbiased Converted Measurement” (DUCM) approach is presented. Results show
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that to overcome conversion bias and estimation bias, an unbiased measurement
conversion should be employed that calculates the converted measurement error
covariance using the predicted measurement. The conversion approaches are eval-
uated in tracking scenarios relevant to radar and sonar measurements.
2.2 Introduction
The Converted Measurement Kalman Filter (CMKF) is commonly employed to
address the problem of target tracking when the measurements are in polar or
spherical coordinates [4]. The technique involves conversion of the raw measure-
ment into Cartesian coordinates prior to tracking, allowing for the use of a linear
Kalman filter. The avoids the pitfalls of the Extended Kalman Filter (EKF), that
include the EKF’s potential for divergence and inconsistency between the filter
calculated estimation error covariance and the true estimation error.
When utilizing a CMKF, two sources of bias must be examined and, if signif-
icant, eliminated. The first source of bias is conversion bias [39,45,4]. Conversion
bias occurs when the conversion process introduces a bias in the expected value
of the converted measurement. Use of a biased converted measurement violates
an assumption of the Kalman filter, leading to degraded performance.
The second source of bias is estimation bias [43,26,11]. Estimation bias
comes about due to the practical issue that the calculation of the converted mea-
surement error covariance requires the true target position, unavailable in prac-
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tice. A previously proposed practical resolution to this problem is to evaluate the
covariance at the measurement. This results in correlation between the measure-
ment error covariance estimate and the measurement error itself, leading to an
estimation bias when the converted measurement is used in tracking.
One of the most studied examples of the CMKF uses polar measurements
and performs tracking in Cartesian coordinates. If the conversion from polar to
Cartesian is unbiased, the performance of a CMKF is superior to a mixed co-
ordinate EKF (i.e. target motion in Cartesian coordinates and measurements
in polar coordinates) [39]. Proposed approaches for conversion include the con-
ventional conversion, the Unbiased Converted Measurement (UCM), the Modified
Unbiased Converted Measurement (MUCM), and the Unscented Transform (UT).
Recently, a decorrelated version of the UCM technique (DUCM) has been pro-
posed to address both conversion and estimation bias [11]. Although DUCM was
developed as an extension to the UCM conversion, it is closely related to the ap-
proximate Best Linear Unbiased Estimator (BLUE) developed in [60]. Section 2.3
uses the polar to Cartesian conversion to analyze and evaluate the conversion bias
and estimation bias for each conversion technique. The Decorrelated Unbiased
Converted Measurement (DUCM) is presented in Section 2.4 and compared to
BLUE filter. Section 2.5 evaluates the mean square error (MSE) performance
and consistency of a CMKF utilizing each technique. Section 2.6 extends the
evaluation from polar to spherical coordinates.
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Table 2.1: Methods Evaluated
Acronym Method
CONV Conventional
UCM Unbiased Converted Measurement [45]
MUCM Modified Unbiased Converted Measurement [44,20]
UT Unscented Transform [34]
BLUE Best Linear Unbiased Estimator [60]
DUCM Decorrelated Unbiased Converted Measurement [11]
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2.3 Evaluation of Existing Conversion Techniques
The conversion process required to employ a CMKF involves transforming the raw
measurement into a converted measurement and estimating the converted mea-
surement error covariance. The primary measures of performance include bias,
mean square error and consistency. For a conversion to be unbiased, the expected
value of the converted measurement (or the result of an estimator using the con-
verted measurement) should equal the truth. For a conversion to be consistent,
the estimate of the converted measurement error covariance should be statistically
compatible with the converted measurement errors relative to the truth.
2.3.1 Review of Existing Measurement Conversion Techniques
The four conversion processes analyzed include the conventional conversion, UCM,
MUCM and UT.
Conventional Conversion
The conventional measurement conversion from polar to Cartesian coordinates is

 xm
ym

 =

 rm cosαm
rm sinαm

 (2.1)
with the associated estimate of the converted measurement error covariance based
on linearization [3]
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R11CONV = r
2
mσ
2
α sin
2 αm+σ
2
r cos
2 αm
R22CONV = r
2
mσ
2
α cos
2 αm+σ
2
r sin
2 αm
R12CONV =
(
σ2r − r2mσ2α
)
sinαm cosαm (2.2)
Analysis of the expected value of the conventional conversion (2.1) shows
that the conversion has a bias in the mean of the converted measurement [3]. The
bias can be found by taking the expectation of the converted range and bearing
measurements, xm and ym. If the range measurement noise, wr, and bearing
measurement noise, wα, are uncorrelated, zero mean, and Gaussian with standard
deviations of σr and σα, respectively, the expected converted measurement is
E

 (r + wr) cos (α + wα)
(r + wr) sin (α + wα)

 = e−σ2α/2

 r cosα
r sinα

 (2.3)
Evident in (2.3) is that there is bias along the true bearing to the target.
Unbiased Measurement Conversion (UCM)
Given σα the bias can be calculated and eliminated. Although the original pro-
posal for bias removal used an additive correction term [39], the exact compensa-
tion is multiplicative [45]. The unbiased conversion with multiplicative compen-
sation is
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
 x
UCM
m
yUCMm

 = eσ2α/2

 rm cosαm
rm sinαm

 (2.4)
Calculation of the true measurement error covariance of the UCM requires
the true range and bearing, and therefore cannot be calculated in practice. This
practical concern is at the crux of the variation in performance of the various con-
version techniques. The practical implementation of the UCM approach evaluates
the covariance at the measurements [45], namely,
R11UCM =
1
2
(
r2m + σ
2
r
) [
1 + cos(2αm)e
−2σ2α
]
+
(
eσ
2
α − 2
)
r2m cos
2 αm
R22UCM =
1
2
(
r2m + σ
2
r
) [
1− cos(2αm)e−2σ2α
]
+
(
eσ
2
α − 2
)
r2m sin
2 αm
R12UCM =
1
2
(
r2m + σ
2
r
)
sin(2αm)e
−2σ2α +
(
eσ
2
α − 2
)
r2m cos(αm) sin(αm) (2.5)
Modified Unbiased Measurement Conversion (MUCM)
It can be seen that the UCM measurement conversion (2.4) is derived by condi-
tioning on the true range and bearing, while the error covariance (2.5) is derived by
conditioning on the measurements. This incompatibility was pointed out by pre-
vious authors along with a Modified Unbiased Converted Measurement (MUCM)
[44,20], shown below,

 x
MUCM
m
yMUCMm

 = e−σ2α/2

 rm cosαm
rm sinαm

 (2.6)
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R11MUCM =
1
2
(
r2m + σ
2
r
) [
1 + cos(2αm)e
−2σ2α
]
− eσ2αr2m cos2 αm
R22MUCM =
1
2
(
r2m + σ
2
r
) [
1− cos(2αm)e−2σ2α
]
− eσ2αr2m sin2 αm
R12MUCM =
1
2
(
r2m + σ
2
r
)
sin(2αm)e
−2σ2α − eσ2αr2m cos(αm) sin(αm) (2.7)
Unscented Transform (UT)
The Unscented Transform (UT) approximates the mean and covariance of the
converted measurement by passing five (2nd order UT) or nine (4th order UT)
sigma points through the non-linear function (2.1) and calculating a weighted
mean and covariance [34]. For the assumption that the range and bearing mea-
surement errors are uncorrelated, the sigma points for the second order UT are
given by

 r
α

 =

 rm rm rm r
+
m r
−
m
αm α
+
m α
−
m αm αm

 (2.8)
where:
r+m = rm +
√
3σr r
−
m = rm −
√
3σr (2.9)
α+m = αm +
√
3σα α
−
m = αm −
√
3σα (2.10)
and the weights, W , are
[W ] =
[
1
3
1
6
1
6
1
6
1
6
]
(2.11)
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2.3.2 Evaluation of Conversion Bias
Conversion bias is defined as the difference between the expected value of the
converted measurement and the truth. Table 2.2 shows the conversion bias for
each technique, and indicates that UCM is the only unbiased conversion.
Monte-Carlo simulation verifies that the UCM is unbiased for all bearing
angles. Fig. 2.1 shows the results of Monte-Carlo simulation for various bearing
angles. An important observation is that the distribution of the converted position
is very close to Gaussian along the cross-range axis, but is non-Gaussian along the
down-range axis. For this distribution, the unbiased estimate is not necessarily
the minimum mean square error estimate or the maximum likelihood estimate.
For each of the biased conversions, the bias is along the true bearing to
the target and is proportional to the range. The absolute bias increases for long
ranges and poor angle accuracies. The relative bias (i.e. the bias divided by the
true range) is a function of angle accuracy. The significance of the bias is the
absolute bias divided by the standard deviation of the range measurement noise,
σr. Therefore angle accuracy, σα, range accuracy, σr, and range, r, all play a role
in how the bias impacts estimation performance.
The claim that the UT is a biased conversion may seem at odds with the
claims of Julier [34], but it is not. The UT provides an unbiased estimate of the
mean of the conversion, not an unbiased estimate of the ground truth. The UT,
in essence, properly captures the bias, but does not eliminate it [33]. It is also
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Fig. 2.1: Histogram of 106 Monte-Carlo runs using a range of 3,000m and bearing
of 0◦ to 90◦. The range and bearing measurement noises used were
uncorrelated Gaussian with σr = 30 and σα = 10
◦ respectively. The
mean value of the Monte-Carlo result and the ground truth are plotted
for comparison. In all cases, the UCM was unbiased.
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Table 2.2: Conversion Bias
Method Bias
Conventional r
(
e−σ
2
α/2 − 1
)
UCM 0
MUCM r
(
e−σ
2
α − 1
)
UT r
[
e−σ
2
α/2
(
2
3
+ 1
3
cos
(√
3σα
))− 1]
interesting to note that the series expansion of the MUCM and UT bias at σα = 0
are equal up to, but not including, the sixth order. In this light, the polar to
Cartesian UT can be considered an approximation to the MUCM approach [12].
Fig. 2.2 provides a comparison of the expected value and expected covari-
ances of the conventional, UCM and MUCM/UT techniques in polar and Carte-
sian coordinates. The expected value of the conventional conversion is straddled
by the expected values of the UCM and MUCM/UT techniques.
The advantage of the UCM conversion is that it is unbiased, an essential at-
tribute in state estimation, while the MUCM conversion has a lower mean squared
error [11]. Both conversion techniques use a multiplicative term. The multiplica-
tive term that results in the smallest expected square error can be derived using
a factor η as follows:
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Fig. 2.2: Conversion bias for the Conventional, UCM and MUCM/UT conversion
methods for 10,000 measurements with a true range of 3,000m and true
bearing of 0 ◦ with σα = 10
◦ and σr = 15m. Covariance estimates are
displayed for a Mahalanobis distance of 3.
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
 x
MMSE
m
yMMSEm

 = η

 rm cosαm
rm sinαm

 (2.12)
The expected squared error,
E
[
(η (r + wr) cos (α + wα)− r cosα)2
]
+E
[
(η (r + wr) sin (α + wα)− r sinα)2
]
(2.13)
can be found to be
η2(r + σ2r)− 2ηr2e−σ
2
α/2 + r2 (2.14)
The minimizing η, given by
η =
r2
r2 + σ2r
e−σ
2
α/2 (2.15)
is bounded by the MUCM scaling term. Therefore, the mean square error of the
MUCM conversion is always less than that of the UCM conversion [40]. This is
confirmed by Fig. 2.3, that shows UCM is unbiased, MUCM has the minimum
mean square error, and the conventional conversion is a compromise of the two.
2.3.3 Evaluation of Consistency
In addition to bias and mean square error performance of the conversion, consis-
tency is an important metric. For a conversion to be consistent, the mean square
error of the converted measurement relative to the truth must be consistent with
the estimated converted measurement error covariance. A common measure of
consistency is the the Normalized Error Squared (NES) [3],
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NES =
1
N
N∑
i=1
z˜′iR
−1
i z˜i (2.16)
where z˜i is the converted measurement error, Ri is the converted measurement
error covariance estimate for trial i, and N is the number of trials. The NES of a
consistent estimator should be close to the state dimension, which in this case is
2, and (if z˜i is zero-mean Gaussian with covariance Ri) be chi-square distributed
with nN degrees of freedom.
Both UCM and MUCM approaches are statistically consistent based on
their NES, while the conventional conversion is not. The individual components
of the UCM and MUCM converted measurements, however, are inconsistent in
certain geometries. In particular, the covariance estimate along the true bearing
is overestimated, resulting in an NES less than one. Fig. 2.4 shows the total
NES and the individual components’ NES. The overestimation of the covariance
is exhibited for small angles in the x component and near 90◦ in the y component.
The UT results, not shown, are very similar to the MUCM results, with the fourth
order UT performance being nearly identically to the MUCM approach.
2.3.4 Evaluation of Estimation Bias
To allow for practical implementation, each of the conversion methods described
in Section 2.3 use the measurement to calculate the converted measurement error
covariance. As a result, the estimate of the covariance becomes correlated with
30
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Fig. 2.4: Normalized Error Squared (NES) for the UCM and MUCM conversions
based on 104 Monte-Carlo runs using a range of 3,000m and bearing
of 0◦ to 90◦. The range and bearing measurement noises used were
uncorrelated Gaussian with σr = 30m and σα = 1
◦, 5◦ and 10◦. Plots
include chi-square 0.99 probability bounds.
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the measurement noise, leading to a biased estimator [43,26,11]. This estimation
bias can be illustrated using a linear least squares estimator (LLSE) for a static
target. The LLSE, xˆ, is an average of the converted measurements, weighted by
the inverse of the converted measurement noise covariance. A true bearing of 0◦
is used in the evaluation to place the bias conveniently along the x-axis. The
estimation bias, best, and overall bias, btot are defined as:
best,UCM = E [xˆ]− E
[
eσ
2
α/2rm cosαm
]
(2.17)
best,MUCM = E [xˆ]− E
[
e−σ
2
α/2rm cosαm
]
(2.18)
btot = E [xˆ]− xtrue (2.19)
In the example geometry the bias is along the x-axis, while in general it is
along the true line of sight to the target. The bias can have a negative impact
on performance for sonar [11] and radar [13] applications. An implementation of
a LLSE using 10,000 measurements was used to evaluate estimation bias. Fig.
2.5 evaluates the estimation bias for two cases, one applicable to sonar with σr
= 50m, and the second applicable to radar with σr = 0.5m. As the figure shows,
estimation bias is a problem for all conversion methods. It is interesting to note
that while the estimation bias for each method is nearly identical (Fig. 2.5),
the total bias (Fig. 2.6) is smaller for the MUCM and UT techniques. This
is due to the fact that the MUCM and UT conversion bias and estimation bias
are in opposite directions and have approximately the same magnitude. While
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the conversion bias and estimation bias fortuitously nearly cancel, using a biased
conversion is not ideal for recursive estimation. For trackers using low process
noise, the MUCM conversion will eventually converge to a solution with little bias.
For higher process noise situations, where the tracker relies more on the converted
measurement, the biased measurement conversion will degrade performance.
Also disconcerting for all the methods is that a static target will, on average,
initially appear to be moving away from the sensor as the estimator transitions
from the initial conversion bias to the total bias. Fig. 2.7 shows the apparent
motion for the static case using the UCM conversion.
2.4 Decorrelated Unbiased Converted Measurement
An ideal measurement conversion would be unbiased, consistent, provide minimum
mean square error estimates and would not suffer from estimation bias. Since no
single conversion can achieve all these goals, compromises must be made. The
primary trade-off is the MSE performance of the MUCM and the UT conversions
against the unbiased characteristic of the UCM conversion. Since a fundamental
assumption in the Kalman filter is that the measurement errors are unbiased, the
unbiased UCM conversion is preferred, and an adjustment to the output of the
filter can be made to achieve the MSE performance of MUCM and the UT. The
measurement error covariance must also be uncorrelated with the measurement
error to overcome estimation bias. DUCM is proposed [11] to achive these goals.
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Fig. 2.5: Estimation bias versus σα for a 10,000 sample LLSE using the UCM
and MUCM/UT conversion methods for various ranges and σr = 50m
and 0.5m.
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Fig. 2.7: Expected values of the first 10 scans of the LLSE for a range of 6000m
and α = 0. σα = 5
◦ and σr = 50m.
The DUCM conversion utilizes the UCM measurement conversion to elim-
inate conversion bias and avoids correlation of the converted measurement error
covariance estimate and the measurement noise to preclude estimation bias. To
decorrelate the measurement error covariance from the measurement noise, the
measurement error covariance can be conditioned on the previous measurement
[43] or on the predicted estimate (i.e., use one-step predictions). Conditioning
on the predicted estimate leads to improved performance [47]. The use of the
estimate versus the previous measurement provides for improvement in two ways.
First, the estimate is, in general, more accurate than the measurement and sec-
ond, the estimate can be propagated to the time of the new measurement, while
the previous measurement lags the current target position.
Two approaches have been proposed that evaluate the measurement error
covariance at the prediction. The implementation of [47] evaluates at either the
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measurement or the prediction, depending on which estimate is viewed as more
accurate. This implementation, however, utilizes the biased MUCM conversion
(2.6). The BLUE filter [60] was originally developed by disregarding the Kalman
filter framework in favor of a recursive linear minimum mean square error estima-
tor. The resulting filter however can be reformulated as a converted measurement
Kalman filter [25] that uses the UCM conversion (2.4) and a converted mea-
surement error covariance calculated with the predicted estimate. Defining the
predicted position as xt and yt and its associated covariance at scan k+1 given ob-
servations up to and including scan k as Pp, the equivalent BLUE error covariance
for the Kalman filter framework is
S11BLUE =
1
2
(
1 + e−2σ
2
α
) (
P 11p + x
2
t
)− e−σ2αx2t
+
1
2
(
1− e−2σ2α
) (
P 22p + y
2
t
)
+
1
2
σ2r
(
1 + e−2σ
2
α
x2t − y2t
x2t + y
2
t
)
S22BLUE =
1
2
(
1 + e−2σ
2
α
) (
P 22p + y
2
t
)− e−σ2αy2t
+
1
2
(
1− e−2σ2α
) (
P 11p + x
2
t
)
+
1
2
σ2r
(
1 + e−2σ
2
α
y2t − x2t
x2t + y
2
t
)
S12BLUE = e
−2σ2αP 12p + σ
2
re
−2σ2α
xtyt
x2t + y
2
t
+
(
e−2σ
2
α − e−σ2α
)
xtyt (2.20)
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RBLUE = e
σ2αSBLUE − Pp (2.21)
The approach proposed for the DUCM technique also conditions the UCM
error covariance on the predicted estimate but the derivation is in the measure-
ments’ coordinate system, namely,
R11DUCM =
1
2
(
r2t + σ
2
r + σ
2
rt
)
·
[
1 + cos(2αt)e
−2σ2αe−2σ
2
αt
]
eσ
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α
− 1
2
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r2t + σ
2
rt
) [
1 + cos(2αt)e
−2σ2αt
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(
r2t + σ
2
rt
) [
1− cos(2αt)e−2σ2αt
]
R12DUCM =
1
2
(
r2t + σ
2
r + σ
2
rt
)
·
[
sin(2αt)e
−2σ2αe−2σ
2
αt
]
eσ
2
α
− 1
2
(
r2t + σ
2
rt
) [
sin(2αt)e
−2σ2αt
]
(2.22)
where rt and αt are the track’s predicted estimate’s range and bearing and σ
2
αt
and σ2rt are their associated variances (see appendix A). These quantities are
approximated using a linearization of the track’s covariance, ignoring correlation
between range and bearing errors. The track’s predicted range and approximated
range variance are as follows
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rt =
√
xt2 + yt2 (2.23)
σ2rt =
[
∂rt
∂xt
∂rt
∂yt
]
Pp


∂rt
∂xt
∂rt
∂yt

 (2.24)
which simplifies to
σ2rt =
1
r2t
[
xt yt
]
Pp

 xt
yt

 (2.25)
Similarly, the predicted bearing and approximated bearing variance are
αt = tan
−1
(
yt
xt
)
(2.26)
σ2αt =
[
∂αt
∂xt
∂αt
∂yt
]
Pp


∂αt
∂xt
∂αt
∂yt

 (2.27)
which simplifies to:
σ2αt =
1
r4t
[
−yt xt
]
Pp

 −yt
xt

 (2.28)
The difference in the BLUE and DUCM techniques is in the assumptions and
approximations for the error statistics of the predicted estimate. The BLUE filter
approximation is based on an assumption that the error statistics are Gaussian in
Cartesian coordinates, while the DUCM approach assumes that the error statistics
are Gaussian in polar coordinates. The DUCM approximation is more valid for
the initial scans of the tracker, while over time, the BLUE approximation has
more validity.
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2.4.1 Evaluation of Conversion Bias and Consistency
Since the DUCM conversion is exactly the UCM conversion, it is unbiased. For
the calculation of RDUCM, a predicted estimate xt and yt is required. To simulate
this in an evaluation of the NES, the predicted estimates xt and yt were set
to the ground truth state corrupted by normally distributed noise with σx and
σy at 30m with a correlation of 0.1. Pp was set appropriately based on this
noise. Under the condition that the underlying error distribution of the predicted
estimate is normally distributed in Cartesian coordinates, the DUCM conversion
is consistent overall, as well as consistent in the individual components of the
conversion. If, however, the underlying error distribution of the predicted estimate
is normally distributed in polar coordinates, DUCM remains consistent overall,
but the individual components exhibit inconsistencies similar to the UCM, MUCM
and UT conversions. Fig. 2.8 shows the NES of the DUCM conversion. The NES
of the BLUE conversion, not shown, is nearly identical to the DUCM conversion.
2.4.2 Evaluation of Estimation Bias
By evaluating the converted measurement error covariance at the predicted es-
timate, the covariance is no longer correlated with the measurement noise, thus
precluding estimation bias. Evaluation of the BLUE and DUCM techniques in-
dicates that neither the estimation bias nor the overall bias are significant. Fig.
2.9 and 2.10 show the estimation and total bias for DUCM in the sonar and radar
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Fig. 2.8: Normalized Error Squared (NES) for the DUCM conversions based on
104 Monte-Carlo runs using a range of 3,000m and bearing of 0◦ to
90◦. The range and bearing measurement noises used were uncorrelated
Gaussian with σr = 30m and σα = 1
◦, 5◦ and 10◦. Plots include chi-
square 0.99 probability bounds.
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Fig. 2.9: Estimation bias versus σα for a 10,000 sample LLSE using the DUCM
conversion methods for various ranges and σr = 50m and 0.5m..
test cases.
2.4.3 Improvement of MSE Performance
While the DUCM conversion is unbiased, the MSE of the conversion is larger
than that of the MUCM conversion as shown in Fig. 2.3. This figure shows the
relationship of an unbiased estimate, with a scale factor of eσ
2
α/2, and a MMSE
estimate, with a scale factor of e−σ
2
α/2 (i.e. different by e−σ
2
α). Based on this
relationship, the following scale factor (2.29) converts the unbiased estimate into
an approximate MMSE estimate1.
1 Some researchers prefer the name ‘Federated Unbiased Converted Measurements (Fe-
dUCM)’, alluding to the union of decorrelating, debiasing and MMSE scaling. Subsequent
plots referencing DUCM performance include the MMSE scaling.
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Fig. 2.10: Total bias versus σα for a 10,000 sample LLSE using the DUCM con-
version methods for various ranges and σr = 50m and 0.5m.
ηDUCM = e
−σ2αt (2.29)
To improve the MSE performance of DUCM, this scale factor is applied to
the output of the filter. Unlike the MUCM approach, that supplies a MMSE and
biased converted measurement to the filter, the DUCM application of the scaling
factor only to the output allows for the Kalman filter assumption of unbiased
measurements to be maintained while achieving MMSE performance.
2.5 Application to Converted Measurement Kalman Filter
The DUCM technique can be applied to the Converted Measurement Kalman
Filter (CMKF) for improved state estimation. The DUCM CMKF is identical to
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the standard KF [3], with the use of the converted measurement (2.4) and the
DUCM estimate for the measurement error covariance using (2.22)–(2.28).
The CMKF state estimate, xˆ =
[
xt yt x˙t y˙t
]′
, and associated error
covariance, P , can be scaled as follows for improved MSE performance.
xˆo (k + 1|k + 1) = e−σ2αt xˆ (k + 1|k + 1) (2.30)
Po (k + 1|k + 1) = e−2σ2αtP (k + 1|k + 1) (2.31)
The scaled estimates are for output only, and are not used as the prior for time
k + 2. As such, the use of this scaling is optional and application dependent.
Since the bias is along the line of sight to the target, the scaled output is closer
to the sensor than the unscaled estimate and should be employed when minimum
mean square error estimates are desirable. If, however, an unbiased estimate is
preferred, the unscaled estimate should be used. Regardless of the implementation
chosen, the unbiased estimate is used as the prior for the next filter iteration.
To evaluate tracking performance, two scenarios are examined, in which the
1. True initial target range, r, normally distributed,
2. True initial target bearing uniformly distributed (−pi to pi),
3. True target heading uniformly distributed (−pi to pi), and
4. True target speed χ2DOF distributed, scaled by σs
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Table 2.3: CMKF Test Cases
Parameter Test Case I Test Case II
Initial Target Range (µ± σ) 4, 000± 30m 500± 10km
Target Speed σs 10m/s 50m/s
Sensor σr 20m 0.5m
Sensor σα 5
◦ 3
15
◦
Tracker Process Noise q˜ 0.44m2/s3 2.18m2/s3
The target follows a nearly constant velocity track and is estimated using
a CMKF with a discretized continuous white noise acceleration model [3]. One-
point initialization of the tracker is used with an initial velocity estimate of 0 m/s
and standard deviation of σs m/s in each component. The parameters for each
test case are listed in Table 2.3.
Evaluation of tracking performance indicates that CMKFs using decorre-
lated techniques (i.e. DUCM and BLUE) outperform the CMKF using the con-
ventional, UCM, MUCM or UT in position and velocity MSE. As expected, the
performances of the MUCM and UT conversions are nearly identical. Fig. 2.11
shows the MSE comparison of the techniques for each test case. The posterior
Cramer-Rao lower bound (PCRLB), as defined in [50], is shown for reference.
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Both decorrelated techniques nearly achieve the bound. The conventional per-
formance in Test Case II was very poor, and removed from the plot to allow for
better comparison of the other techniques.
An inspection of the DUCM and BLUE filters show that performance is
very similar. The DUCM filter, with the scaling of (2.31), exhibits improved MSE
performance for initialization. After the initial updates performance is nearly
identical to the BLUE filter, with the BLUE filter having an insignificant advan-
tage.
To ensure credibility of the methods, the ANEES performance is examined.
The ANEES scaled by the state dimension, n, is [3]
ANEES =
1
Nn
N∑
i=1
x˜Ti P
−1
i x˜i (2.32)
where x˜i is the estimation error and Pi is the error covariance for trial i. Ideally,
the ANEES of a consistent estimator is 1. Fig. 2.11 shows that the decorrelated
approaches are the most consistent, with an ANEES that is approximately 1.
2.6 Extension to Spherical Coordinates
The results of the previous two sections can be extended from polar to spherical
coordinates for cases in which the measurements include elevation, θ. Details on
the extension of the UCM, MUCM, UT and BLUE conversions to spherical can
be found in [45], [20], [34] and [59] respectively. The conventional conversion is
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Fig. 2.11: CMKF position MSE, velocity MSE, and ANEES for the Conven-
tional, UCM, MUCM, UT, DUCM and BLUE conversion methods
from 5000 Monte-Carlo runs of two target tracking scenarios.
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

xCONVm
yCONVm
zCONVm


=


rm cosαm cos θm
rm sinαm cos θm
rm sin θm


(2.33)
which has an expected value of
E


xCONVm
yCONVm
zCONVm


=


e−σ
2
α/2e−σ
2
θ
/2rm cosαm cos θm
e−σ
2
α/2e−σ
2
θ
/2rm sinαm cos θm
e−σ
2
θ
/2rm sin θm


(2.34)
To apply a decorrelated and unbiased technique, the conversion of [45] is
employed


xUCM3Dm
yUCM3Dm
zUCM3Dm


=


eσ
2
α/2eσ
2
θ
/2rm cosαm cos θm
eσ
2
α/2eσ
2
θ
/2rm sinαm cos θm
eσ
2
θ
/2rm sin θm


(2.35)
As in the 2D case, the converted measurement error covariance should be
calculated at the predicted measurement to avoid estimation bias. Extending the
methodology in [25] to 3D, the BLUE filter for spherical measurements [59] can
be put into a CMKF form. Defining the predicted position as xt, yt and zt and its
associated covariance at scan k + 1 given observations up to and including scan
k as Pp, the BLUE equivalent converted measurement error covariance for the
CMKF is
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RBLUE3D = ΓSΓ
′ − Pp (2.36)
where S is defined in [59] and
Γ =


eσ
2
αt
/2eσ
2
θt
/2 0 0
0 eσ
2
αt
/2eσ
2
θt
/2 0
0 0 eσ
2
θt
/2


(2.37)
The extention of the DUCM technique for spherical measurement has the
form
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R11DUCM3D =
1
4
(
r2t + σ
2
r + σ
2
rt
) [
1 + cos(2αt)e
−2σ2αe−2σ
2
αt
]
eσ
2
α
·
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1 + cos(2θt)e
−2σ2
θe−2σ
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−2σ2
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2
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2
rt
) [
1− cos(2αt)e−2σ2αe−2σ2αt
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2
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2
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2
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2
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2
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r2t + σ
2
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2
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−2σ2αe−2σ
2
αt
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eσ
2
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1 + cos(2θt)e
−2σ2
θe−2σ
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eσ
2
θ
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) [
sin(2αt)e
−2σ2αt
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−2σ2
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R13DUCM3D =
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2
r + σ
2
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)
cosαte
−σ2α/2
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sin(2θt)e
−2σ2
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2
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eσ
2
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− 1
2
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2
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)
cosαte
−σ2α/2
[
sin(2θt)e
−2σ2
θt
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R23DUCM3D =
1
2
(
r2t + σ
2
r + σ
2
rt
)
sinαte
−σ2α/2
[
sin(2θt)e
−2σ2
θe−2σ
2
θt
]
eσ
2
θ
− 1
2
(
r2t + σ
2
rt
)
sinαte
−σ2α/2
[
sin(2θt)e
−2σ2
θt
]
(2.38)
where rt, αt and θt are the predicted estimate’s range, bearing and elevation. Their
associated variances are σ2rt , σ
2
αt and σ
2
θt
. As in the 2D case, these quantities are
approximated using a linearization of tracked covariance, ignoring correlation be-
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tween range, bearing and elevation errors. The predicted range and approximated
range variance are as follows:
rt =
√
xt2 + yt2 + zt2 (2.39)
σ2rt =
1
r2t
[
xt yt zt
]
Pp


xt
yt
zt


(2.40)
The predicted elevation an approximated elevation variance is
θt = tan
−1
(
zt
st
)
(2.41)
σ2θt =
1
s2t r
4
t
[
−xtzt −ytzt s2t
]
Pp


−xtzt
−ytzt
s2t


(2.42)
where
st =
√
xt2 + yt2 (2.43)
The predicted bearing, αt, and bearing variance, σ
2
αt , remain unchanged
from the 2D case (2.27)–(2.28).
2.6.1 Evaluation of Conversion Bias
As in the 2D case, there is a multiplicative bias that occurs as a byproduct of
the conventional conversion. The UCM technique eliminates this bias, while the
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MUCM and UT conversions magnify the bias. The bias multiplier is different
for the z component then it is for the z and y components. Table 2.4 shows the
bias multiplier for each technique. Again, the UT bias is an approximation of the
MUCM bias, however the approximation is equal up to, but not including, the
fourth order for the 3D case.
2.6.2 Evaluation of Consistency
In the 2D case, the consistency of the conversion, based on the NES, was a function
of the true bearing to the target. In the extension to 3D, consistency is a function
of the true bearing and elevation to the target. In order to visualize the NES
performance, the NES is plotted as the radius of a surface at each bearing and
elevation. A consistent conversion would be a sphere with the radius of the state
dimension at all angles. Fig. 2.12 show the consistency plots for the UCM con-
version, including the overall consistency and the consistency of each component.
Similar to the 2D results, the x component of the covariance is overestimated for
bearings near 0◦ and 180◦, and the y component is overestimated for bearings
90◦ and 270◦. The z component is also overestimated for elevations near 90◦ and
−90◦. In the 2D case, despite the inconsistencies in the individual components,
the overall NES is consistent. This is not true for the 3D case. The conversion
is consistent for most angles, however, the overall covariance is overestimated for
large elevation angles near ±90◦. This, however, is not a problem for the many
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Table 2.4: 3D Conversion Bias Multiplier
Method Bias Multiplier (X and Y)
Conventional e−σ
2
α/2e−σ
2
θ
/2
UCM 1 (Unbiased)
MUCM e−σ
2
αe−σ
2
θ
UT 1
3
e−σ
2
α/2e−σ
2
θ
/2
[
1 + cos
(√
3σα
)
+ cos
(√
3σα
)]
Method Bias Multiplier (Z)
Conventional e−σ
2
θ
/2
UCM 1 (Unbiased)
MUCM e−σ
2
θ
UT e−σ
2
θ
/2
[
2
3
+ 1
3
cos
(√
3σα
)]
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systems that deal with shallow elevation angles. Fig. 2.13 shows the NES for
the MUCM conversion. MUCM exibits inconsistencies at the same bearings and
elevations as UCM, with different characteristics.
Fig. 2.14 shows the NES for the DUCM conversion. This conversion is
consistent overall and in each of the individual components at all angles except
for elevations of ±90◦ under the assumption that the previous estimate is Gaussian
distributed in Cartesian coordinates. To simulate the predicted estimate in the
evaluation of the NES, xt, yt and zt were set to the ground truth state corrupted
by normally distributed noise with σx, σy and σz at 30m with a correlation of 0.1.
Pp was set appropriately based on this noise.
2.6.3 DUCM CMKF with Spherical Measurements
The DUCM CMKF from Section 2.5 can be expanded to spherical measurements
with the use of the 3D measurement conversion (2.35) and associated error co-
variance, RDUCM3D, using (2.38)–(2.43).
To scale the state estimate, xˆ and associated covariance for improved MSE
performance (for output only), the scaling matrix Λ is defined as
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Fig. 2.12: Normalized Error Squared for the total, x component, y component
and z component of UCM conversion at all target bearings and eleva-
tions. The range and bearing measurement noises used were uncorre-
lated Gaussian with σr = 30m and σα = 5
◦. Chi-square upper (0.99)
and lower (0.01) probability bounds are indicated on the colorbar as
arrowheads.
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Fig. 2.13: Normalized Error Squared for the total, x component, y component
and z component of MUCM conversion at all target bearings and
elevations. The range and bearing measurement noises used were un-
correlated Gaussian with σr = 30m and σα = 5
◦. Chi-square upper
(0.99) and lower (0.01) probability bounds are indicated on the color-
bar as arrowheads.
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Fig. 2.14: Normalized Error Squared for the total, x component, y component
and z component of DUCM conversion at all target bearings and ele-
vations. The range and bearing measurement noises used were uncor-
related Gaussian with σr = 30m and σα = 5
◦. Chi-square upper (0.99)
and lower (0.01) probability bounds are indicated on the colorbar as
arrowheads.
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λ1 = e
−σ2αte−σ
2
θt (2.44)
λ2 = e
−σ2
θt (2.45)
Λ =


λ1 0 0 0 0 0
0 λ1 0 0 0 0
0 0 λ2 0 0 0
0 0 0 λ1 0 0
0 0 0 0 λ1 0
0 0 0 0 0 λ2


(2.46)
and applied as follows
xˆo (k + 1|k + 1) = Λxˆ (k + 1|k + 1) (2.47)
Po (k + 1|k + 1) = ΛP (k + 1|k + 1)Λ′ (2.48)
where xˆ =
[
xt yt zt x˙t y˙t z˙t
]′
. The CMKF performance evaluation for
the two scenarios in Section 2.5 was repeated for the 3D case with the following
modifications
1. True initial target elevation uniformly distributed from −pi
3
to pi
3
,
2. True target pitch uniformly distributed from −pi to pi,
3. True target speed χ3DOF distributed, scaled by σs, and
4. Sensor elevation measurement standard deviation, σθ = σα
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Evaluation of tracking performance indicates that the CMKF using the
DUCM or BLUE technique outperforms the CMKF using UCM or MUCM in
position MSE. Velocity MSE was also the best for the CMKF using the decorre-
lated techniques for all but the initial scans of Test Case I. Based on the ANEES,
the decorrelated CMKFs maintained consistency, with an ANEES approximately
equal to 1.
2.7 Conclusion
An ideal tracker provides state estimates that are unbiased, have minimum mean
square error and are consistent. For a converted measurement tracker to achieved
idealized results, two sources of bias need to be evaluated and eliminated. The first
is measurement conversion bias that occurs when the conversion process introduces
a bias in the mean of the converted measurement. The second is estimation bias
that occurs when the estimate of the measurement error covariance is correlated
with the measurement noise, leading to a biased Kalman gain. It has been shown
for converted measurement tracking problems that a decorrelated version of the
Unbiased Converted Measurement (DUCM) exhibits improved performance over
many previously proposed techniques, and equivalent performance to the BLUE
approach. The results show that decorrelation of the measurement error covari-
ance from the measurement noise is key to the improved performance. Tracker
performance has been demonstrated for estimation of position and velocity for
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Fig. 2.15: CMKF position MSE, velocity MSE, and ANEES for the UCM,
MUCM, UT, DUCM and BLUE conversion methods from 5000
Monte-Carlo runs of two target tracking scenarios.
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sonar and radar applications with polar and spherical measurements.
Chapter 3
Unbiased Range Rate Estimation from a Moving Platform
3.1 Abstract
In many active sonar and radar applications, the sensor also provides a Doppler,
or equivalently range rate, measurement. Use of Doppler in the estimation pro-
cess has also been proposed by various authors. Here, the “decorrelated unbiased
converted measurement” approach is derived for Doppler measurements from a
moving platform. The goals are two-fold. The first goal is to show that a bias,
similar to the bias shown by previous authors for conversion of position measure-
ments, exists when measuring Doppler from a moving platform. The second is to
examine the effects of biased measurements on estimation performance and the
effectiveness of proposed compensation approaches.
3.2 Introduction
Estimation of range rate using active sonar or radar by taking advantage of the
Doppler effect can be advantageous for improved target state estimation, track
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association and for discriminating targets from stationary clutter. When estimat-
ing range rate from a moving platform it is necessary to nullify the effect of the
platform speed. This nullification process suffers from a similar bias problem as
the position measurement conversion.
Figure 1 provides an illustration of estimation from a moving platform. Mea-
surements of relative range, r, and bearing, α, are related to the relative Cartesian
coordinates as in (2.1). The relative position is translated into a reference coordi-
nate system for tracking using the seeker position and heading, ψ, both of which
are assumed known.
 xref
yref

 =

 cosψ − sinψ
sinψ cosψ



 x
y

+

 ∆x
∆y

 (3.1)
Also available is the additional measurement of range rate through the
Doppler effect using the known transmit frequency, ft, speed of the transmit-
ted signal, c, and receive frequency, fr. The Doppler imparted by the velocity of
the own ship must be nullified based its known speed, V , and estimated bearing
α.
d =
(fr − ft) c
2ft
− V cosα (3.2)
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Fig. 3.1: Illustration of target tracking from a moving platform. The seeker has
a known position and heading in the Cartesian tracking coordinate sys-
tem. Relative range, r, and bearing, α, to the target are measured using
active sonar or radar, converted to relative position, and translated to
the tracking coordinate system using the seeker position, ∆x and ∆y,
and heading, ψ.
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3.3 Application to range rate estimation from a moving platform
The results of Chapter 2 can be applied to the problem of own Doppler nullifi-
cation. The conventional technique used to estimate range rate is to nullify the
effect of own-ship motion using (3.2). This conversion results in a biased measure-
ment through the same mechanism as the polar to Cartesian conversion process.
This bias can be avoided using a form of the decorrelated unbiased measurement
conversion.
3.3.1 Evaluation of the Doppler conversion bias
The bias of the conventional technique can be found by taking the expected value
of the converted frequency and bearing measurements, fr,m and αm. Assuming
the received frequency measurement noise, wf , and bearing measurement noise,
wα, are uncorrelated, zero mean, and Gaussian with standard deviations of σf
and σα respectively; the expected value is
E
[
(fr,m − ft) c
2ft
− V cos (αm)
]
= E
[
(fr + wf − ft) c
2ft
− V cos (α + wα)
]
=
(fr − ft) c
2ft
− V cos (α) e−σ2α/2 (3.3)
resulting in the following bias
V cos (α)
(
1− e−σ2α/2
)
. (3.4)
The corresponding mean squared error is
R =
σ2fc
2
4f 2t
+ V 2
[
1
2
(
1 + cos(2α)e−2σ
2
α
)
+ cos2 (α)
(
1− 2e−σ2α/2
)]
(3.5)
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3.3.2 Bias significance
The significance of the bias depends on the characteristics of the radar or sonar
system being employed. Key features include the velocity of the platform and the
operating frequency relative to the speed of the sound (i.e. the wavelength). The
ability of the system to estimate frequency and bearing is also important. Exam-
ining the Cramer-Rao Lower Bound (CRLB) for bearing and frequency estimation
is useful for understanding the types of systems in which the bearing estimation
error is more significant than the frequency estimation error. For the geometry of
Figure 1, the CRLB definition for bearing estimation shows that bearing error is
a function of signal to noise ratio, wavelength, array length and true bearing, α
[35]. The ability to estimate bearing degrades as bearing increases. The CRLB
definition for frequency estimation shows that the ability to estimate frequency is
a function of data record length and signal to noise ratio [35]. For a realization of
a signal with a given signal to noise ratio, the size of the array is a determining
factor in the bias significance. Overall, the bias is most significant for high speed
platforms with small arrays. Figure 13 shows the bias significance, defined as the
bias divided by the square of the variance, for a conceptual sonar system operating
at 50 kHz.
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Fig. 3.2: Bias significance vs. σα of a 50 kHz sonar for various bearing angles,
platform velocities and frequency measurement accuracies. Unless spec-
ified otherwise, platform velocity = 150 ft/s, σf = 5Hz and α = 0
◦
.
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3.3.3 Unbiased range rate estimation
Using the approach for polar to Cartesian coordinate conversion, the standard
and unbiased range rate conversion is shown in the following equations
dSTANDARD
m
=
(fr,m − ft) c
2ft
− V cosαm (3.6)
dDUCMm =
(fr,m − ft) c
2ft
− V cos (αm) eσ2α/2 (3.7)
The MSE approximation from the standard conversion is
RSTANDARD =
σ2fc
2
4f 2t
+ V 2 sin2 αm (3.8)
The true MSE of the unbiased conversion is
R =
σ2fc
2
4f 2t
+ V 2
[
1
2
(
1 + cos(2α)e−2σ
2
α
)
eσ
2
α − cos2 α
]
(3.9)
As in the CMKF case, the measurement covariance requires knowledge of the
true range. When using the converted measurements in a Kalman filter range rate
estimator, or in an extended Kalman filter that uses range rate in the estimation
process, the measurement covariance must be approximated. To avoid estimation
bias, the DUCM approach of conditioning on the previous value or measurement
is chosen.
RDUCM =
σ2fc
2
4f 2t
+
1
2
V 2
[(
1 + cos(2αtrk)e
−2σ2αe−2σ
2
α,trk
)
eσ
2
α −
(
1 + cos(2αtrk)e
−2σ2
α,trk
)]
(3.10)
68
To evaluate the performance of the conversion techniques, a simple range
rate recursive estimator is used. For the case where the seeker and the target are
on a collision course, both following constant velocity motion, the bearing rate is
zero and the range rate is constant. Using these assumptions, a seeker using a 50
kHz sonar system with a velocity of 150 ft/s, σα = 2.5
◦ and σf = 5 Hz approaches
a target with a true Doppler of 20 ft/s. The true bearing angle, α, is uniformly
distributed from -45 to 45 degrees. The estimation bias, MSE performance and
consistency, based on the ANEES, of the DUCM approach are superior to the
standard conversion for this evaluation, as shown in Figure 14.
The bias of the DUCM approach was consistently less than that of the
conventional approach. However, the MSE performance and consistency of the
DUCM approach was degraded for very small bearings and large σα.
3.4 Conclusion
When using converted measurements in tracking, two sources of bias need to be
evaluated and eliminated. The first is measurement conversion bias, which oc-
curs when the conversion process introduces a bias in the mean of the converted
measurement. The second source of bias is estimation bias, which occurs when
the estimate of the measurement covariance is correlated with the converted mea-
surement noise, leading to a biased Kalman gain. Estimation of range rate from
a moving platform exhibits these biases. It has been shown that a decorrelated
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Fig. 3.3: Performance of the conventional, MUCM and DUCM conversion tech-
niques utilized in a range rate tracker.
70
version of the Unbiased Measurement Conversion (DUCM) exhibits improved per-
formance over the traditional method.
Chapter 4
Converted Measurement Tracker for Range, Bearing and
Range Rate Measurement
4.1 Abstract
Active sonar and radar systems often include a measurement of range rate in
addition to the position-based measurements of range and bearing. Due to the
nonlinearity of the range rate measurement with respect to a target state in the
Cartesian coordinate system, this measurement is not always fully exploited. The
state of the art methods to utilize range rate include the Extended Kalman Filter
(EKF) and the Unscented Kalman Filter (UKF) with sequential processing of the
position based measurements and the range rate measurement. Common to these
approaches is that the measurement prediction function remains nonlinear. The
goal of this work is to develop a measurement conversion from range, bearing and
range rate to Cartesian position and velocity that is unbiased and consistent, with
appropriate elimination of estimation bias. The converted measurement is then
used with a linear Kalman filter. Performance of this new method is compared
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to state of the art techniques and shown to match or exceed that of existing
techniques over a wide range of scenarios.
4.2 Introduction
When tracking using measurements consisting of range and bearing, a common
approach is to first convert the measurements to Cartesian coordinates. Since
target dynamics are linear in the Cartesian coordinate system, tracking can be
performed with a linear Kalman filter. Performance of this approach, referred to
as the Converted Measurement Kalman Filter (CMFK), exceeds that of a mixed
coordinate EKF if an unbiased conversion from polar to Cartesian coordinates
is used [39]. Performance is further enhanced if estimation bias is eliminated by
evaluating the converted measurement error covariance using the state prediction
[15].
In addition to range and bearing, in many active sonar and radar applica-
tions measurements also include range rate. The extension of the CMKF to use
range rate as a linear measurement is possible [4], but previous implementations
have been limited to cases with small bearing errors. The use of range rate as a
nonlinear measurement requires the use of a nonlinear tracker such as the EKF
or UKF. Due to their poor performance in some situations, various modifications
have been proposed, including use of a pseudo measurement [23,21,27,32], an alter-
native linearization of the measurement prediction function [8], and sequentially
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processing the converted position and range rate measurements (applied to the
EKF [21,27,32] and the UKF [22,38]).
4.2.1 Proposed Approach
Based on the success of the CMKF for tracking with range and bearing measure-
ments, it is understandable that many existing approaches for tracking with range,
bearing and range rate use a converted measurement approach for the position
portion of the measurements. However, by leaving the range rate measurement
as a nonlinear function of the state, the resulting filters have the potential for
inconsistent performance and divergence. The question asked in the development
of the proposed tracker is whether the converted measurement approach can be
extended to include the range rate measurement, resulting in a converted mea-
surement that is fully linear with respect to the Cartesian state, thus allowing for
the use of a linear Kalman filter.
The answer lies in the intuition that range rate is simply a velocity measure-
ment along the true line of sight of the target. This velocity measurement can be
rotated from the line of sight coordinate system to the tracking coordinate system
to provide a measure of Cartesian velocity that is clearly linear with the state.
The issue, of course, is that the true line of sight is unknown. One can, however,
use the measured line of sight angle for the rotation as long as the uncertainty in
this measurement is accounted for in the converted measurement error covariance.
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With this approach, it can be seen that the target velocity perpendicular
to the line of sight (cross range rate) has an impact on the accuracy of the line
of sight velocity measurement. To account for this, a non-informative cross range
rate measurement is introduced. Using this non-informative measurement in the
derivation, in conjunction with a priori knowledge of target speed, one can derive
the measurement error covariance for the conversion of range rate to Cartesian
velocity.
The result is a converted measurement approach that converts range, bear-
ing and range rate to Cartesian position and velocity. This converted measure-
ment, now linear with respect to the state, is used in a linear Kalman filter. The
resulting filter exhibits advantages over the current state of the art for cases with
poor angle accuracy. The contribution of this chapter is the introduction of this
new measurement conversion approach that extends the CMKF of [15] to include
measurement of range rate, allowing the use of a linear Kalman filter.
The method proposed here addresses all nonlinearities with this new mea-
surement conversion approach described in Section 4.4. The converted measure-
ment is then used in a linear Kalman filter as described in Section 4.5 and evalu-
ated with respect to the existing state of the art in Section 4.6.
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4.3 Background
4.3.1 Problem Statement
Active sonar and radar systems produce measurements in polar (or spherical)
coordinates, often with the additional measurement of range rate:
zRAW =


rm
αm
r˙m


= h(x) + wRAW (4.1)
where rm, αm, and r˙m are the measured range, bearing and range rate; h is
the measurement function, and x is the target state. (A list of symbols used
in this chapter can be found in Table 4.1.) The measurement error for the raw
measurements, wRAW, is assumed to be Gaussian with covariance matrix
RRAW =


σ2r 0 ρσrσr˙
0 σ2α 0
ρσrσr˙ 0 σ
2
r˙


(4.2)
where σr, σα, and σr˙ are the standard deviations of the range, bearing and range
rate measurement noise. The correlation coefficient for the correlation between
the range and range rate measurement noise is ρ [24].
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Table 4.1: List of Symbols Used
Symbol Meaning
r Range
r˙ Range rate
α Bearing
θ Elevation
c˙ Cross range rate
(across line of sight horizontally)
e˙ Cross range rate
(across line of sight in the vertical plane)
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4.3.2 Existing Techniques
Since target motion is linear in Cartesian coordinates, state estimation is best
performed in this coordinate system. The most straightforward approach is to
address this problem with the EKF directly. The Kalman filter for a nearly
constant velocity target motion assumption is described in [3]. Defining the state
as x =
[
x y x˙ y˙
]′
, using Hk to represent the measurement prediction matrix
(the Jacobian of the measurement function, detailed in the sequel) and Pk to
represent the state estimate’s covariance matrix, the (extended) Kalman gain and
covariance update steps are
Sk+1 = Rk+1 +Hk+1Pk+1|kH
′
k+1 (4.3)
Wk+1 = Pk+1|kH
′
k+1S
−1
k+1 (4.4)
Pk+1|k+1 = Pk+1|k −Wk+1Sk+1W ′k+1 (4.5)
xˆk+1|k+1 = xˆk+1|k +Wk+1
[
zk − h
(
xˆk+1|k
)]
(4.6)
Note that all of the measurements are a nonlinear function of the Cartesian
target state. An approach to limit the nonlinearity to the range rate measurement
is to convert the range and bearing into Cartesian coordinates (time indices are
omitted where this causes no confusion).
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zCONV =


xm
ym
ηm


=


rm cosαm
rm sinαm
f (r˙m)


(4.7)
After this conversion, the position portion of the measurement is now linear
with respect to the target dynamics, while the range rate based measurement
remains a nonlinear function of the state, precluding the use of the traditional
(linear) Kalman filter. There are numerous variations of this approach which are
described next.
An examination of popular and state of the art techniques shows that various
approaches are used for the conversion of range and bearing, the use of range rate,
the order of processing and the calculation of the measurement prediction matrix.
An overview of these distinctions follows.
Range and Bearing Conversion
In [39], it was shown that the conventional conversion from polar to Cartesian
coordinates used in (4.7) introduces a bias in the expected value of the converted
measurement. Various remedies to this bias have been proposed. An additive
debiasing term was prescribed in [39,49] and applied to tracking with range rate
in [21,38]. In [45] the bias was shown to be truly multiplicative in nature, and the
resulting multiplicative debiasing term was applied to range rate tracking in [27].
A modification to this technique was described in [44,20] and used in tracking
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with range rate in [32]. A comparison of these methods was made in [15] along
with a proposed decorrelated, unbiased measurement conversion. This method
has not previously been applied to tracking with range rate, and the methodology
is incorporated into the proposed measurement conversion in Section 4.4.
Range Rate Conversion
The range rate measurement is a nonlinear function of the target state
r˙m =
xx˙+ yy˙√
x2 + y2
+ wr˙ (4.8)
where wr˙ is the range rate measurement noise.
To reduce the nonlinearity between the state and the measurement, replace-
ment of the range rate measurement, r˙m, with a pseudo measurement consisting
of rmr˙m has been proposed [23] and applied to the second order EKF in [21,27,32].
ηpseudom = rmr˙m = h
pseudo
η (x) + wη = xx˙+ yy˙ − ρσrσr˙ + wη (4.9)
where ρσrσr˙ is a debiasing term.
According to [38], this pseudo measurement is appropriate when the range
and range rate measurement noises are statistically independent, but for certain
waveforms, this independence assumption is not accurate [2]. For these cases, use
of the UKF has been proposed [22,38] to handle the strong nonlinearities with
the use of range rate instead of the range, range rate product. In this case ηm is
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simply the range rate measurement, r˙m,
ηrawm = r˙m = h
raw
η (x) + wr˙ =
xx˙+ yy˙√
x2 + y2
+ wr˙ (4.10)
Sequential Processing
Traditionally, the Kalman filter processes all measurements in a scan (in this
case range, bearing and range rate) simultaneously. In some cases, sequentially
processing the measurements is advantageous. Sequentially processing the po-
sition measurements (range and bearing or their converted counterparts) first,
followed by processing of range rate has been proposed for the EKF using the
pseudo measurement (4.9) in [21,27,32] and for the UKF using the raw range rate
measurement [22,38]. In order to process these measurements sequentially, the
range rate based measurement, ηpseudom or η
raw
m , must first be decorrelated from the
position components of the measurement (see Appendix B).
Measurement Prediction Matrix
The range rate, ηrawm , can be treated as a linear measurement [4] in order to use a
linear Kalman filter. The measurement matrix HL for this filter is
HL =


1 0 0 0
0 1 0 0
0 0 cosαm sinαm


(4.11)
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While it is desirable to use the linear Kalman filter, this approach is only
valid for accurate angle measurements. Assuming a maximum target speed of
|v|max, the required bearing accuracy, in radians, is [4]
σα <
0.2σr˙
|v|max (4.12)
In cases where this inequality does not hold, a nonlinear filter (e.g. the EKF or
UKF) has been prescribed.
In its most basic form, the EKF with linear state dynamics and nonlinear
measurement prediction uses the Jacobian of the measurement prediction func-
tion, evaluated at the predicted state, in (4.3) – (4.4),
HEKF =


1 0 0 0
0 1 0 0
∂h
∂x
∂h
∂y
∂h
∂x˙
∂h
∂y˙


(4.13)
In an attempt to overcome degraded EKF performance due to strong nonlin-
earities, an alternative version of the Jacobian has been proposed. Examination of
the third row of HEKF shows that HEKFxˆ includes the terms
∂h
∂x
xˆ+ ∂h
∂y
yˆ+ ∂h
∂x˙
ˆ˙x+ ∂h
∂y˙
ˆ˙y.
Based on the idea that the expected value of the first two terms sum to zero,
E
[
∂h
∂x
xˆ+ ∂h
∂y
yˆ
]
= 0 [8], one can use the following alternative linearization1
1 This yields (4.11) with the predicted bearing rather than the measured one.
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HAEKF =


1 0 0 0
0 1 0 0
0 0 ∂h
∂x˙
∂h
∂y˙


(4.14)
For the second order EKF with decorrelated pseudo range rate measure-
ments, (4.3) – (4.6) are processed for the converted position portion of the mea-
surements. The state estimate, xˆp =
[
xˆ yˆ ˆ˙x ˆ˙y
]′
, and state covariance,
P pk+1|k+1, updated using the position measurement only, are subsequently pro-
cessed using the pseudo range rate measurement in a second order EKF [21] (see
Appendix C).
Similarly, in the sequential UKF, (4.3) – (4.6) are processed for the converted
position portion of the measurements. The state estimate and state covariance es-
timate, updated using the position measurement only, are subsequently processed
by the raw range rate measurement using the second order unscented transform
[38]. Sigma points are generated using the state and covariance estimate that has
been updated by the position estimates and then passed through the nonlinear
function, hrawε , to provide the time and measurement update.
Additional Approaches
There have been additional noteworthy approaches for exploitation of range rate
measurement that also try to overcome the difficulties of the nonlinearity. The
work of [57] only utilizes the position measurements for estimation, but employs
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range rate for track initialization and data association in a integrated probabilistic
data association framework. The resulting tracker has improved performance with
respect to the number of false tracks and computational load.
A denoising of the pseudo measurement was applied to the second order se-
quential EKF approach in [62]; however this approach relies on a constant velocity
assumption. In [61], the concept is extended to a constant acceleration assump-
tion. This approach relies on two separate filters (i.e. the results of one filter
do not influence the other filter) running simultaneously with the filters’ outputs
being combined outside the filter recursion.
Summary of Existing Techniques: The proposed variations of the EKF and
UKF reduce the detrimental effects that result from a nonlinear filter; however,
they do not eliminate the nonlinearity itself. None of the approaches results
in a single, linear Kalman filter that is robust to large measurement errors and
independent of the target motion assumption. The following section proposes an
approach that achieves these goals.
4.4 New Converted Measurement Approach with Range Rate
Measurements
In order to successfully employ a single linear filter, one approach would be to
convert the range rate measurement directly into a form that is linear in the
Cartesian state. The raw measurement needs to be converted in a manner that is
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unbiased and consistent, and that allows for and describes the correlation between
the range and range rate measurement errors. The converted measurement error
covariance estimate should also be evaluated at the prediction (as opposed to the
measurement) to avoid estimation bias [15].
A conversion of the raw measurement of range, bearing and range rate into a
measurement of position and velocity in Cartesian coordinates is a valid candidate.
In order to develop this conversion, consider the inclusion of a non-informative
cross range rate measurement, c˙. The conversion function to Cartesian is there-
fore2,
zC =


xm
ym
x˙m
y˙m


= D (αm)


rm
0
r˙m
c˙m


(4.15)
where D is the direction cosine matrix,

cosαm − sinαm 0 0
sinαm cosαm 0 0
0 0 cosαm − sinαm
0 0 sinαm cosαm


(4.16)
Cross range rate is non-informative because it is not truly measured, but
2 Clearly the second column of D and corresponding 0 in the measurement vector are not
required in (4.15). It is written in this form to allow for a common definition of D in the
subsequent equations (4.20) – (4.21).
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a priori knowledge about the distribution of expected cross range rates (based
on knowledge of possible target speeds) can be used in calculating the converted
measurement error covariance as described in 4.4.2.
4.4.1 Estimation of the Mean
The expected value of (4.15), using the noise assumptions of (4.2) (i.e. range
and bearing measurement noises are uncorrelated), indicates that the conversion
introduces a bias
E


D (αm)


rm
0
r˙m
c˙m




= e−σ
2
α/2


xm
ym
x˙m
y˙m


(4.17)
This is evident from noting that E [cos (α + wα)] = cos (α) e
−σα2/2 and
E [sin (α + wα)] = sin (α) e
−σα2/2 [3]. An unbiased version of the measurement
conversion (4.15) can be developed as an extension of the Unbiased Converted
Measurement for position [45,3]
zU =


xm
ym
x˙m
y˙m


= eσ
2
α/2D (αm)


rm
0
r˙m
c˙m


(4.18)
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Fig. 4.1: Probability distribution functions (pdf) for the true target position and
velocity given a measurement of rm = 3,000m, αm = 0
◦, r˙m = 10 and
c˙m = 0. Measurement errors are normal and independent with σr =
30m, σα = 5
◦, σr˙ = 0.1m/s, and σc˙ = 30m/s. Pdf not displayed for
values less than a threshold.
4.4.2 Estimation of the Covariance
The probability distribution functions for the true target position and velocity
given a measurement are shown in Fig. 4.1.
For convenience, the converted measurement error covariance, RC, will be
developed in a coordinate system along the line of sight (LOS) to the target, RR,
and then converted to Cartesian coordinates, i.e.
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RC = D (α)RRD (α)
′ (4.19)
The calculation of the components of RC requires the true target velocity
and position. Since this is not available in practice, the evaluation is performed
at the predicted target state, xˆk+1|k. This is because evaluation at the measure-
ment results in correlation between the converted measurement error covariance
and converted measurement error itself, which leads to a biased Kalman gain
and introduces estimation bias [43,26,15]. Therefore, evaluation at the predicted
estimate is preferred.
First the predicted target state and covariance are rotated into the estimate’s
LOS coordinate system:
xˆR = D (αt)
′ xˆk+1|k (4.20)
PR = D (αt)
′ Pk+1|kD (αt) (4.21)
where the predicted target bearing is
αt = tan
−1
(
xˆ2k+1|k
xˆ1k+1|k
)
(4.22)
and xˆn is the nth component of xˆ.
The individual components of RR evaluated at the prediction are as follows
(see Appendix D),
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R11R =
1
2
[(
xˆ1R
)2
+ P 11R + σ
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R12R = 0 (4.24)
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2
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(
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) (
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R22R =
1
2
[(
xˆ1R
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+ P 11R + σ
2
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] (
1− e−2σ2αe−2σ2αt
)
eσ
2
α
− 1
2
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xˆ1R
)2
+ P 11R
] (
1− e−2σ2αt
)
(4.26)
R23R =
1
2
(
xˆ1Rxˆ
4
R + P
14
R
) (
1− e−2σ2αe−2σ2αt
)
eσ
2
α
−1
2
(
xˆ1Rxˆ
4
R + P
14
R
) (
1− e−2σ2αt
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R33R =
1
2
[(
xˆ3R
)2
+ P 33R + σ
2
r˙
] (
1 + e−2σ
2
αe−2σ
2
αt
)
eσ
2
α
−1
2
[(
xˆ3R
)2
+ P 33R
] (
1 + e−2σ
2
αt
)
+
1
2
[(
xˆ4R
)2
+ P 44R + σ
2
c˙
] (
1− e−2σ2αe−2σ2αt
)
eσ
2
α
−1
2
[(
xˆ4R
)2
+ P 44R
] (
1− e−2σ2αt
)
(4.28)
where σ2αt is the approximate bearing variance of the predicted track estimate
based on a linearization of PR,
σ2αt =
P 22R
(xˆ1R)
2 (4.29)
xˆnR is the nth component of xˆR and P
nm
R is the nm element of PR.
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Since the cross range rate measurement, c˙m, is non-informative, its standard
deviation, σc˙, is infinite. One can, however, set the value of σc˙ used in (4.28) based
on an a priori estimate of the standard deviation of target cross range rate to
capture the effect that the cross range rate has on the ability to measure the line
of sight velocity. The remaining components of the measurement noise covariance
in the LOS coordinate system, RR (e.g. R
44
R , R
34
R ), are are set to infinity to capture
that c˙m is non-informative. It is therefore useful to deal with the inverse of RR
and note that for a positive definite covariance matrix,

 σ
2
1 ρσ1σ2
ρσ1σ2 σ
2
2


−1∣∣∣∣∣∣∣∣
σ2→∞
=

 (σ
2
1)
−1
0
0 0

 (4.30)
therefore
RR
−1 =


(
R1:3,1:3R
)−1
0
0
0
0 0 0 0


(4.31)
Since the inverse of the direction cosine matrix, D (αm), is its transpose, the
measurement noise covariance for (4.18), RC, is
RC
−1 = D (αt)RR
−1D (αt)
′ (4.32)
Since RC
−1 is not invertible, RC is not available for use in the Kalman filter
gain calculation (4.3); one has to use the information form of the Kalman filter,
described in 4.5.1.
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4.4.3 Extension to 3D
The extension of the measurement conversion function from polar to spherical raw
measurements is tedious, yet straightforward. An assumption that the sensor’s
bearing accuracy σα was not a function of the target bearing was made in the 2D
case. This implicitly is making an assumption about the sensor array geometry
(i.e. a circular array). For the 3D case, this assumption warrants additional
discussion. If we assume that the sensor’s angular measurement accuracies, with
respect to true target line of sight, are independent of the true target spherical
coordinates’ bearing and elevation (a reasonable assumption for a spherical array),
then in the spherical coordinates the bearing accuracy is a function of elevation,
i.e.
σα = σαLOS/ cos (θ) (4.33)
Figure 4.2 depicts σαLOS, the angular accuracy referenced to the line of sight
to the target, and σα, the bearing error in spherical coordinates. The elevation
accuracy, however is the same regardless of bearing or elevation, i.e. σθ = σθLOS.
Figure 4.3 provides a visualization of the error volume for the constant σα and
constant σαLOS assumption. In the derivation of the 3D converted measurement
error covariance, a constant, known σαLOS and σθLOS is assumed.
As in the 2D case, a non-informative cross range rate measurement, c˙, is
used for the horizontal plane. In addition a second cross range rate measurement,
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(θ = 35)
σ
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σ
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α
2
 
(θ = 70)
Fig. 4.2: Definition of σα and σαLOS displayed for an elevation of 35 and 70
◦
with a constant σαLOS. Although the angular error with respect to
the line of sight of the target, σαLOS, is constant, when projected to a
bearing error in spherical coordinates, σα is a function of elevation (i.e.
σα = σαLOS/ cos(θ)).
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Fig. 4.3: Error volumes for a constant σα (red) and constant σαLOS (green) for
an elevation of 0, 25, 50 and 75◦ and a range of 3000m, with a bearing
and elevation accuracy of σ = 10◦ and a range accuracy of σr = 30m.
A 3000m radius sphere is included for reference. Using a constant σα
(red) assumption leads to the angular accuracy with respect to the line
of sight shrinking with elevation by a factor of cos(θ). This is because
in spherical coordinates σα is defined in the x-y plane, and the angular
accuracy along the line of sight is projected into the x-y plane. A
constant σαLOS (green) is a more realistic assumption for a spherical
array.
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e˙, with standard deviation σe˙, is used for the vertical plane. Defining the state as
x3D =
[
x y z x˙ y˙ z˙
]′
(4.34)
with the associated state estimate covariance matrix PR3D, the unbiased measure-
ment conversion is
zU3D =


xm
ym
zm
x˙m
y˙m
z˙m


= e
σ2α
2 e
σ2
θ
2 D3D (αm, θm)


rm
0
0
r˙m
c˙m
e˙m


(4.35)
The converted measurement error covariance matrix, RR3D can be calculated
as follows.
The 3D direction cosine matrix is,
D3D =

 D1 0
0 D1

 (4.36)
where
D1 =


cosαm cos θm − sinαm − cosαm sin θm
sinαm cos θm cosαm − sinαm sin θm
sin θm 0 cos θm


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The predicted target state and covariance are rotated into the estimate’s
LOS coordinate system:
xˆR3D = D3D (αt, θt)
′ xˆk+1|k (4.37)
PR3D = D3D (αt, θt)
′ Pk+1|kD3D (αt, θt) (4.38)
where the predicted target bearing and elevation are
αt = tan
−1
(
xˆ2k+1|k
xˆ1k+1|k
)
(4.39)
θt = tan
−1

 xˆ
3
k+1|k√(
xˆ1k+1|k
)2
+
(
xˆ2k+1|k
)2

 (4.40)
and xˆn is the nth component of xˆ.
The individual components of RR evaluated at the prediction are as follows,
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R12R3D = 0 (4.42)
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(4.44)
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R23R3D = 0 (4.46)
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)
(4.47)
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(4.50)
where σ2αt , as in the 2D case, is the approximate bearing variance of the predicted
track estimate (4.29) and σ2θt is the approximate elevation variance of the predicted
track estimate,
σ2θt =
P 33R
(xˆ1R)
2 (4.51)
Since the cross range rate measurements, c˙m and e˙m, are non-informative,
the remaining components of the measurement noise covariance in the LOS co-
ordinate system are infinite. Again, we deal with this by using the inverse of
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RR3D
RR3D
−1 =


(
R1:4,1:4R3D
)−1
0 0
0 0
0 0
0 0 0 0 0 0
0 0 0 0 0 0


(4.52)
and
RC3D
−1 = D3D (αt, θt)RR3D
−1D3D (αt, θt)
′ (4.53)
4.5 Application to Tracking
4.5.1 Information Form of the Kalman Filter
The information form of the Kalman filter [3] (IF) propagates the inverse of the
state covariance and uses the inverse of the measurement error covariance. The
utility in this context is the use of the inverse measurement error covariance. This
allows the use of RC
−1 (4.32) in the 2D case and RC3D
−1 (4.53) in the 3D case
directly, in place of RC or RC3D, which are unavailable. The calculation of the
Kalman gain in the Kalman filter (4.3) – (4.4) is replaced with
Wk+1 =
[
P−1k+1|k +H
′R−1k+1H
]−1
H ′R−1k+1 (4.54)
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and the state covariance update (4.5) is replaced with
Pk+1|k+1 = [P
−1
k+1|k +H
′R−1k+1H]
−1 (4.55)
4.5.2 Converted Measurement Kalman Filter with Range Rate
With the use of the measurement conversion function (4.18), each component of
the state is observed directly. When applied to the information form Kalman
filter, one has H as the identity matrix. The converted measurement is therefore
linear with respect to the target state, eliminating the need for the extended (or
unscented) Kalman filter with its pitfalls [3].
The proposed Converted Measurement Kalman Filter with Range Rate
(CMKFRR) is implemented as follows:
1. Convert the raw measurements of range, bearing and range rate to Cartesian
position and velocity with (4.18), using c˙m = 0, and use the result
3, z = zU,
in (4.6).
2. Use the information form of the Kalman filter (4.54)–(4.55) with R−1 =
RC
−1 from (4.32).
3. Set the measurement prediction matrix, H = I4×4, in (4.54)–(4.55).
3 Since the appropriate terms of R−1
R
are set to zero, the values used for c˙m and e˙m are
arbitrary, since RR mitigates their impact on the Kalman update. This is an important property
of the IF. The values of 0 are used for convenience.
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4. Let h (xˆ) = xˆ in (4.6).
The extension to 3D is as follows:
1. Convert the raw measurements of range, bearing, elevation and range rate
to Cartesian position and velocity with (4.35), using c˙m = 0 and e˙m = 0,
and use the result, z = zU3D, in (4.6).
2. Use the information form of the Kalman filter (4.54)–(4.55) with R−1 =
RC3D
−1 from (4.53).
3. Set the measurement prediction matrix, H = I6×6, in (4.54)–(4.55).
4. Let h (xˆ) = xˆ in (4.6).
The use of a priori information in CMKFRR for (4.28) and (4.50) requires
additional discussion. In practice, having some a priori target information is un-
likely to be problematic (are you tracking commercial aircraft or military; swim-
mers or submarines?) and is presumably used in determining the appropriate
process noise for the assumed target dynamics. An assumption for maximum tar-
get speed, in conjunction with the transmitted waveform bandwidth, is used in
determining the bandwidth of the receiver. If the distribution of target velocities
is known to be zero mean with standard deviation σs, as is the case in the perfor-
mance evaluations to follow, σc˙ and σe˙ should be set to σs. Otherwise, σc˙ should
be based on an assumed maximum target speed. The effect of underestimating σc˙
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(and σe˙) is that the range rate measurement will have more influence on the state
update and the tracker will be overconfident (ANEES greater than one). Overes-
timating will result in the the range rate measurement having less influence, and
in the extreme case σc˙ = ∞, the tracker will converge to the one using position
measurements only.
Since σc˙ has the overall effect of controlling the gain of the range rate mea-
surement, the use of this a priori knowledge has a similar effect to the common
practice of using artificial process noise or pseudo-noise in an EKF [3]. However,
while the EKF practice is completely heuristic, the use of σc˙ proposed here has
a theoretical basis and physical interpretation. Furthermore, the gain is adjusted
automatically as a function of σα, while the pseudo-noise approach can only be
optimized for one value of σα.
4.6 Evaluation
4.6.1 Measurement Conversion Consistency Evaluation
The consistency of the conversion method was examined using the Normalized Er-
ror Squared (NES) [3]. The NES was evaluated by performing 1,000 measurement
conversions under the following conditions:
1. True target range, r = 3,000m.
2. True target bearing, α, varying from 0◦ to 360◦.
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3. True target heading uniformly distributed from −pi to pi.
4. True target speed χ2 distributed, scaled by σs, set to 20m/s.
5. Sensor range accuracy, σr = 30m.
6. Sensor bearing accuracy, σα = 1
◦, 5◦ and 10◦.
7. Sensor range rate accuracy, σr˙ = 0.1m/s.
8. Correlation coefficient between range and range rate errors of 0.5.
9. The a priori standard deviation of target cross range rate, σc˙, set to 20m/s.
The distribution of target speeds, parameterized here as σs, is assumed to be
known a priori, and used to set σc˙ in (4.28).
For the calculation of RR, a predicted estimate is required. To simulate
this the predicted estimate, xˆ, was set to the ground truth state corrupted by
normally distributed independent noise with σx = σy = 15m and σx˙ = σy˙ =
0.05m/s. Correlation coefficient between the x and y components was 0.2. P was
set appropriately based on this noise.
P =


152 0.2 · 152 0 0
0.2 · 152 152 0 0
0 0 0.052 0.2 · 0.052
0 0 0.2 · 0.052 0.052


(4.56)
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Fig. 4.4: Normalized Error Squared (NES) of the 2D measurement conversion for
sensor bearing accuracy, σα = 1
◦, 5◦ and 10◦. Plots include chi-square
0.99 probability bounds.
Although the converted measurement has dimension 4, the expected NES [3,
eq. (10.4.3-26)] is 3, since velocity errors along the cross range rate are multiplied
by zero.
Fig. 4.4 shows the results of the Monte Carlo evaluation, which indicates
that the converted measurement error covariance is statistically consistent with
converted measurement errors for a range of bearing accuracies.
For evaluation of the 3D conversion, the parameters for the 2D case were
used with the following modifications/additions
1. True target elevation of 0◦, 30◦ and 60◦.
2. True target pitch uniformly distributed from −pi to pi.
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3. True target speed χ3 distributed, scaled by σs, set to 20m/s.
4. Sensor bearing accuracy, σαLOS = 1
◦, 5◦ and 10◦.
5. Sensor elevation accuracy, σθ = 1
◦, 5◦ and 10◦.
6. Predicted σz and σz˙ set to 15m and 0.05m/s.
7. The a priori standard deviations of target cross range rates, σc˙ and σe˙, set
to 20m/s.
Again, the distribution of target speeds, parameterized here as σs, is assumed to
be known a priori, and used to set σc˙ and σe˙ in (4.50).
Although the converted measurement has dimension 6, the expected NES
is 4, since the cross range velocity errors are multiplied by zero. Fig. 4.5 shows
the results of the Monte Carlo evaluation, which indicates that the measurement
conversion technique is fairly consistent for a wide range of bearing and elevation
accuracies and at various elevations. The conversion is slightly optimistic for small
elevations and slightly conservative for large elevations.
4.6.2 Tracking Performance Comparisons
The performance of the proposed Converted Measurement Kalman Filter with
Range Rate (CMKFRR) has been evaluated with respect to the current state-of-
art techniques. The CMKFRR was compared to
1. CMKF using range and bearing measurements only (POS)
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Fig. 4.5: NES of the 3D measurement conversion for sensor angle accuracy, σαLOS
= σθ = 1
◦, 5◦ and 10◦. Plots include chi-square 0.99 probability bounds.
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2. Sequential EKF using pseudo range rate (i.e. range, range rate product) as
described in 4.3.2 (SEKF)
3. Sequential UKF using range rate as described in 4.3.2 (SUKF)
4. Posterior Cramer-Rao lower bound, as defined in [50], for range and bearing
measurements only (PCRLBPOS)
5. Posterior Cramer-Rao lower bound for range, bearing and range rate mea-
surements (PCRLBPOSRR)
The sequential EKF was chosen as the EKF representative since the perfor-
mance of this filter exceeded that of the EKF using (4.13) and (4.14). To allow
for direct comparison, all of the existing trackers were implemented with the con-
version of range and bearing to Cartesian coordinates using the method described
in [20,32]. The conclusions hold for other conversion methods.
Measures of performance include mean square error (MSE) for the target
position and velocity estimates. An additional measure of performance is the
tracker consistency based on the Average Normalized Estimation Error Squared
(ANEES). The ANEES scaled by the state dimension, n, is [3]
ANEES =
1
Nn
N∑
i=1
x˜Ti P
−1
i x˜i (4.57)
where x˜i is the estimation error and Pi is the error covariance for trial i. The
ANEES of a consistent estimator is close to 1. Tracker consistency is important
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not only for analysis of results, but also for measurement to track association in
multitarget tracking scenarios in clutter.
The tracking scenario is set up as follows:
1. True target range, r, normally distributed with mean 4,000m and standard
deviation of 30m.
2. True target bearing uniformly distributed from −pi to pi
3. True target heading uniformly distributed from −pi to pi
4. True target speed χ2 distributed, scaled by σs, set to 10m/s
5. Sensor range accuracy, σr = 30m
6. Sensor bearing accuracy, σα = 1
◦, 2.5◦, 5◦, 8◦ and 16◦.
7. Sensor range rate accuracy, σr˙ = 0.1m/s
8. Correlation between range and range rate errors, ρ = −0.2.
The target follows a nearly constant velocity track and all trackers employ
a discrete continuous white noise acceleration (DWNA) model [3] with power
spectral density q˜ = 0.1904m2/s3. As discussed in Sec. 4.4.2, it is assumed
that there is some a priori knowledge about the range of possible target speeds,
parametrized in this scenario as σs. To ensure a fair comparison of the trackers, all
trackers use this knowledge during tracker initialization. One-point initialization
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is employed using the measured position and an initial velocity estimate of 0 m/s
and standard deviation of σs m/s in each component. The proposed tracker, due
to its formulation, can also take advantage of this knowledge by setting σc˙ = σs
in the calculation of the converted measurement error covariance.
Figs. 4.6, 4.7 and 4.8 show the results of 5,000 Monte Carlo runs of the
trackers. In each of the test cases, the proposed CMKFRR achieved performance
that was equal to or better than the existing methods. For small angle error, the
performance of the CMKFRR matched the existing methods (results overlap on
plots), and all trackers were fairly consistent. As the angle accuracy degraded,
the CMKFRR performance was better in terms of MSE, and considerably better
in terms of consistency. Even for severely degraded angle accuracy, σα = 16
◦, the
CMKFRR maintained consistency.
4.6.3 Tracking Performance as a Function of Angle Accuracy
As to be expected, MSE performance is a function of angle accuracy. An analysis
of the MSE performance as a function of angle accuracy shows that the perfor-
mance of SEKF and SUKF is actually worse than the performance of a tracker
with position only (range and bearing) measurements when angle accuracy de-
grades. Fig. 4.9 shows the MSE of the SEKF, SUKF and CMKFRR relative to
the position only based tracker for ρ = 0,−0.3,−0.6, and −0.9 (Plot is the MSE at
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Fig. 4.6: Position MSE for the position only based tracker (POS), sequential
EKF using pseudo range rate (SEKF), sequential UKF using range
rate (SUKF), and the new Converted Measurement Kalman Filter with
Range Rate (CMKFRR). The PCRLB for position only and position
and range rate measurements is also shown.
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Fig. 4.7: Velocity MSE for the position only based tracker (POS), sequential
EKF using pseudo range rate (SEKF), sequential UKF using range
rate (SUKF), and the new Converted Measurement Kalman Filter with
Range Rate (CMKFRR). The PCRLB for position only and position
and range rate measurements is also shown.
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Fig. 4.8: ANEES for the position only based tracker (POS), sequential EKF
using pseudo range rate (SEKF), sequential UKF using range rate
(SUKF), and the new Converted Measurement Kalman Filter with
Range Rate (CMKFRR).
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the 10th scan)4. The plot shows that the new CMKFRR is the only tracker using
range rate whose performance exceeds that of the position only based tracker for
all angle accuracies. This is a key finding as a system whose angle accuracy is not
constant could use the new tracker without the concern of range rate degrading
performance in those cases where angle accuracy is degraded.
4.6.4 Tracking Performance as a Function of Range - Range Rate
Correlation
Performance as a function of range - range rate correlation coefficient ρ was also
examined, with results shown in Fig. 4.10. For small σα, the SEKF and SUKF
performance degrades as the magnitude of the (negative) correlation increases.
Although some of the variation in performance is due to the finite number of
trials (exhibited in the position only based tracker that does not utilize range
rate), the performance degradation trend of the SEKF and SUKF is still evident.
This trend is in spite of the fact that negative correlation provides a theoretical
advantage over no, or positive, correlation. The degradation is less pronounced in
the SUKF, presumably since the use of the range-range rate product in the SEKF
magnifies the error of the range rate [38]. The new CMKFRR does not show a
degradation in performance for increased (negative) correlation.
4 Commonly used waveforms, such as the upsweep linear FM, have a negative correlation
between the range and range rate measurement noises [2].
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Fig. 4.9: MSE relative to the position only based tracker (POS) as a function of
angle error, σα, of the sequential EKF using pseudo range rate (SEKF),
sequential UKF using range rate (SUKF), and the proposed Converted
Measurement Kalman Filter with Range Rate (CMKFRR) for various
correlation coefficients between range and range rate, ρ. The plots are
the MSE of each tracker minus the MSE of the POS tracker.
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for the position only based tracker (POS), the sequential EKF using
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and the new Converted Measurement Kalman Filter with Range Rate
(CMKFRR) for various angular errors, σα.
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4.7 Conclusion
When tracking with measurements of range, bearing and range rate, various fil-
tering techniques have been proposed. For cases with poor bearing accuracy, the
valid approaches have been limited to nonlinear filters, such as the EKF and UKF
or a bank of two filters. This chapter has shown that a single linear Kalman filter
can be employed to tackle this estimation problem by using a new converted mea-
surement technique and the information form of the Kalman filter. The conver-
sion process avoids conversion bias by using an unbiased converted measurement,
and precludes estimation bias by evaluating the converted measurement error co-
variance at the prediction. Simulations show that this linear Kalman filter has
advantages over current state of the art trackers, such as the sequential EKF using
pseudo range rate and the sequential UKF, for tracking scenarios with poor angle
measurement accuracy. For small angle errors the performance of the proposed
filter matches the existing techniques; however, for poor angle measurement accu-
racy (common in certain real world systems) the proposed filter exhibits improved
MSE performance and significantly better consistency. Unlike these state of the
art trackers, the performance of the new CMKFRR is improved with the respect
to position only tracking even for severely degraded angle accuracy.
Chapter 5
Converted Measurement Sigma Point Kalman Filter for
Bi-Static Sonar and Radar Tracking
5.1 Abstract
Tracking with bi-static sonar or radar measurements is challenging due to the
fact that the measurements are nonlinear functions of the Cartesian state. The
performance of existing approaches, including the Extended Kalman Filter (EKF)
and sigma point Kalman filters such as the Unscented Kalman Filter (UKF) and
Cubature Kalman Filter (CKF), may not be acceptable in terms of mean square
error or tracker consistency (i.e. the tracker’s state estimation error covariance is
not statistically consistent with the actual estimation errors). This work gener-
alizes the sigma point Kalman filter (SPKF) as a converted measurement SPKF.
The resulting CMSPKF is demonstrated to have improved performance over the
conventional SPKF when employed in a bi-static tracking scenario.
115
116
5.2 Introduction
In tracking problems it is common for the state dynamic equation to be linear while
the measurements are nonlinear functions of the state. Perhaps the most common
example of this is target tracking with a Cartesian state using a nearly constant
velocity (or acceleration) dynamic model with measurements of range and bearing.
Another important example is when measurements are from a bi-static sonar or
radar system. There are many approaches to deal with nonlinear measurements
that can be put into two broad categories: the converted measurement approach
and the converted prediction approach.
In the converted measurement approach the measurement is transformed
from the sensor’s measurement coordinate system into the state coordinate system
(e.g. Cartesian) using a nonlinear transformation. The converted measurement,
now a linear function of the state, can be used in a standard (linear) Kalman
filter. The challenges of this approach are accounting for biases in the conversion
and calculating an approximation to the converted measurement error covariance.
Approximation is required since the bias introduced by the conversion (for bi-
static cases) and the converted measurement error covariance (for both bi-static
and mono-static cases) are both functions of the the true state, not available in
practice.
The EKF and numerical approximation approaches such as the UKF [34]
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and CKF [1] are converted prediction approaches1. In these approaches the state
prediction is converted into the measurement coordinate system using the nonlin-
ear observation function. The innovation is also calculated in the measurement
coordinate system and the innovation covariance and cross-covariance are approx-
imated using a first or second order series expansion (EKF and second order EKF)
or by using numerical integration (UKF and CKF).
The premise of this chapter is that, for certain problems, the converted mea-
surement approach is superior in terms of mean square error and consistency. This
has been confirmed in tracking with a single sensor that provides measurements
in polar or spherical coordinates [4,15]. A Converted Measurement Sigma Point
Kalman Filter (CMSPKF) is developed in the present chapter for cases, such as
the bi-static case, in which it is not possible to derive an unbiased measurement
conversion and converted measurement error covariance. Of particular interest is
the case when the bi-static system has good range accuracy, but relatively poor
angle accuracy. This is relevant for small sensors, as the range accuracy is pri-
marily a function of waveform design, while the angle accuracy is a function of
aperture (size of the sensor array/antenna).
The Converted Measurement Sigma Point Kalman Filter (CMSPKF) does
not simply employ the Unscented Transform (UT) to convert the measurement
from measurement coordinates to Cartesian coordinates. The reasons for this are
1 Also called mixed coordinate filtering [3].
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two-fold. The first is that the UT does not provide an unbiased estimate of the
truth [33,15]. The second is that employing the UT to approximate the converted
measurement error covariance results in a dependency between the measurement
error covariance estimate and the measurement error itself, leading to an estima-
tion bias when the converted measurement is used in tracking [15]. Estimation
bias refers to a bias in an estimator that is introduced through the use of a co-
variance that is a function of the measurement noise. This results in a bias in the
gain of Kalman filter, or in the weights of a linear least squares estimator.
To resolve these issues, the proposed CMSPKF estimates the conversion bias
and the converted measurement error covariance with a sigma point transform us-
ing a combination of the tracker’s predicted estimate and the raw measurement
error covariance. This chapter extends the previous work of [13–15] by develop-
ing a method that takes advantage of the unbiased conversion and mitigation of
estimation bias without the need to derive the conversion bias and converted mea-
surement error covariance. This is achieved through a novel use of the unscented
(or cubature) transform.
The remainder of this chapter is organized as follows. Sections 5.3 and 5.4
introduce the bi-static tracking problem and describe existing approaches based
on sigma point transformations. Section 5.5 derives the CMSPKF, shows the
implementation of the filter and describes the approximations used in its develop-
ment. Section 5.6 shows the results of a Monte-Carlo evaluation of the CMSPKF
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with respect to existing methods and demonstrates the advantage of the technique
for four specific bi-static tracking cases.
5.3 Background
5.3.1 Bi-static sonar and radar — 2D
Active bi-static sonar and radar systems produce raw measurements (designated
by subscript 2B for the 2D bi-static case) of bi-static range and bearing
z2B =

 bm
αm

 = h2(x) + w2B (5.1)
where bm and αm are the measured bi-static range and bearing; h2 is the measure-
ment function; x is the target state, and w2B is the measurement noise. Figure
5.1 describes the bi-static geometry. We will assume that the target dynamics can
be represented with a nearly constant velocity model (with state x = [x y x˙ y˙]′).
Extending the concepts to higher order models is straightforward. Without loss
of generality, the receiver is assumed to be at the origin and the transmitter is at
a location in Cartesian coordinates at (L,0). If this is not the case, tracking can
be done in a local coordinate system that matches these assumptions, using
L =
√
(xtx − xrx)2 + (ytx − yrx)2 (5.2)
where tx and rx stand for transmitter and receiver, respectively. The resulting
local estimate can then be transformed into a global coordinate system (see Fig.
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5.2).
The measurement function, h2, is [17]
h2(x) =


√
x2 + y2 +
√
(L− x)2 + y2
tan−1 (y/x)

 (5.3)
The bi-static range measurement is a measurement of the total range from
transmitter to target to receiver. This is accomplished by measuring the time
delay between transmit and receive and converting to range using the speed of
transmission. The measurement error, w2B, for the raw measurements (in the
bi-static coordinates, designated by 2B for the 2D bi-static case) is assumed to be
zero-mean Gaussian with covariance matrix
R2B =

 σ
2
b 0
0 σ2α

 (5.4)
State estimation is performed in Cartesian coordinates since the target mo-
tion is linear in this coordinate system. The relationship between the measured
bi-static range and bearing and the position portion of the Cartesian state is as
follows [17]. 
 x
y

 = g2 (z2B) , h2−1 (z2B) ,

 r1 cosα
r1 sinα

 (5.5)
where r1 is a function of the bi-static range, b, the bearing, α, and the distance
between the receiver and the transmitter (see Appendix E).
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Fig. 5.1: Geometry of the target, Tgt, transmitter, Tx, and receiver, Rx for the
bi-static case. Bi-static measurements include the bearing to the target,
α and the bi-static range, b = r1 + r2. The locations of the transmitter
and receiver, and therefore the distance between them, L, is assumed
to be known.
Rx(xrx,yrx)
Tx (xtx,ytx)Tgt
α φ
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Fig. 5.2: Geometry of the target, Tgt, transmitter, Tx, and receiver, Rx for
arbitrary locations. Tracking is performed in the local coordinates (x, y)
and transformed to global coordinates (xGBL, yGBL).
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r1 =
L2 − b2
2 (L cos(α)− b) (5.6)
The state estimate, xˆk+1|k+1, and state covariance, Pk+1|k+1, (in local coor-
dinates) can be converted into global coordinates: Define the receiver state as
xrx =


xrx
yrx
0
0


(5.7)
and the rotation, φ, as
φ = tan−1
(
ytx − yrx
xtx − xtx
)
(5.8)
The conversion of the state and covariance is:
xˆglb,k+1|k+1 = D (φ) xˆk+1|k+1 − xrx (5.9)
Pglb,k+1|k+1 = D (φ)Pk+1|k+1D (φ)
′ (5.10)
where D is the direction cosine matrix,

cosφ sinφ 0 0
− sinφ cosφ 0 0
0 0 cosφ sinφ
0 0 − sinφ cosφ


(5.11)
123
5.3.2 Bi-static sonar and radar — 3D
In many radar systems, as well as some sonar systems, the receiver also provides
a measurement of elevation angle, θ. The following changes from the 2D case
are made to include this measurement. The raw measurement (designated by
subscript 3B) is now
z3B =


bm
αm
θm


= h3(x) + w3B (5.12)
The inclusion of elevation allows for estimation in three dimensions using
a nearly constant velocity (with state x = [x y z x˙ y˙ z˙]′), or nearly constant
velocity and attitude/depth (x = [x y z x˙ y˙]′). In either case the measurement
function is
h3(x) =


√
x2 + y2 + z2 +
√
(L− x)2 + y2 + z2
tan−1
(
y
x
)
tan−1
(
z√
x2+y2
)


(5.13)
where
L =
√
(xtx − xrx)2 + (ytx − yrx)2 + (ztx − zrx)2 (5.14)
As in the 2D case, the measurement error is assumed to be Gaussian with
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covariance matrix
R3B =


σ2b 0 0
0 σ2α 0
0 0 σ2θ


(5.15)
The conversion from the measurement to Cartesian state for 3D is

x
y
z


= g3 (z3B) , h3
−1 (z3B) ,


r1 cosα cos θ
r1 sinα cos θ
r1 sin θ


(5.16)
where
r1 =
L2 − b2
2 (L cos(α) cos(θ)− b) (5.17)
The local coordinates can be converted into global coordinates in a similar
manner to the 2D case.
5.4 Existing Techniques
Due to the nonlinearity of the bi-static problem, one must resort to a nonlinear fil-
ter. Although there are numerous nonlinear filtering techniques, this work focuses
on a family of filters, sometimes referred to as “sigma point filters” [52], that in-
clude the UKF and CKF. These filters employ a deterministic sampling approach
(forms of quadrature integration) to approximate the mean and covariance of a
random variable that has undergone nonlinear transformation. For clarity, the
term sigma point transform (SPT) will be used to refer to the sampling based
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approximation and sigma point filter will refer to a filter that employs such a
transform.
5.4.1 Sigma Point Transform
The SPT, a generalization of the unscented transform [34], uses a deterministic
set of point masses in the approximation of the mean and covariance of a random
variable x that has been transformed by a nonlinear function f . It is assumed
that the covariance of the random variable, Pxx, and an estimate of its mean, xˆ,
before the transformation, are available. The steps of the transform are
1. Generate a set of m sigma points around xˆ
si = xˆ+∆i (5.18)
where ∆i is a function of the covariance of the random variable, Pxx, and
differs for the unscented and cubature techniques (see Appendix F).
2. Pass each point through the nonlinear function
ti = f (si) (5.19)
3. Estimate the mean of the transformed variable using a weighted sum
zˆ =
m−1∑
i=0
witi (5.20)
where wi, a function of the state dimension, n, also differs for the unscented
and cubature techniques (see Appendix F).
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4. Estimate the covariance of the transformed variable
Pzz =
m−1∑
i=0
wi (ti − zˆ) (ti − zˆ)′ (5.21)
5. Estimate the cross-covariance
Pxz =
m−1∑
i=0
wi (si − xˆ) (ti − zˆ)′ (5.22)
For convenience, the notation
(zˆ, Pzz, Pxz) = SPT (xˆ, Pxx, f) (5.23)
will be used to represent this transform in the sequel.
5.4.2 Tracking Approaches using the Sigma Point Transform
Sigma Point Kalman Filter (SPKF)
For the specific case of tracking with linear target dynamics and measurements
that are a nonlinear function of the target state, the SPKF differs from the tra-
ditional Kalman filter in the measurement update steps. The standard state
prediction functions are executed, resulting in a state prediction for time k + 1,
xˆk+1|k, and an associated state prediction covariance, Pk+1|k. The state update
steps are as follows:
1. Use the SPT to estimate the predicted measurement, zˆk+1|k, the predicted
measurement covariance, Pzz, and the cross-covariance, Pxz
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(
zˆk+1|k, Pzz, Pxz
)
= SPT
(
xˆk+1|k, Pk+1|k,h
)
(5.24)
2. Estimate the Kalman gain
Wk = Pxz (Pzz +RB)
−1 (5.25)
3. Update the state estimate
xˆk+1|k+1 = xˆk+1|k +Wk
(
zB,k − zˆk+1|k
)
(5.26)
4. Update the state covariance
Pk+1|k+1 = Pk+1|k −Wk (Pzz +RB)Wk ′ (5.27)
For the 2D case, R2B from (5.4) is used for RB, while R3B from (5.15) is
used in the 3D case. Similarly, h2 or h3 is used for h appropriately.
Kalman Filter Using a Sigma Point Transform of the Measurements
(SPTKF)
Since previous work on mono-static tracking has shown that it is advantageous
to first convert the raw measurement into Cartesian coordinates (denoted by sub-
script C) and utilize a (linear) Kalman filter [39], it is tempting to use a SPT in
this manner for the bi-static case [41]. In this approach the raw measurement is
first converted into Cartesian, for time step k + 1
(zˆC, RC) = SPT (zB, RB,g) (5.28)
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The cross-covariance estimate from the SPT is not required. The relationship
between the converted measurement and the Cartesian state is now linear
zˆC,k+1 = Hxk+1 + wk+1 (5.29)
where
H =

 1 0 0 0
0 1 0 0

 (5.30)
and RC is an estimate of the covariance of wk+1. The standard Kalman measure-
ment update step can then be used
1. Calculate the Kalman gain
Wk+1 = Pk+1|kH
′
(
RC,k+1 +HPk+1|kH
′
)−1
(5.31)
2. Update the state estimate
xˆk+1|k+1 = xˆk+1|k +Wk+1
(
zC −Hxˆk+1|k
)
(5.32)
3. Update the state covariance
Pk+1|k+1 = Pk+1|k −Wk+1(RC,k+1|k +HPk+1|kH ′)Wk+1′ (5.33)
This approach will be refered to as the Sigma Point Transform Kalman
Filter (SPTKF), to distinguish it from the traditional SPKF.
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5.5 The Converted Measurement Sigma Point Kalman Filter
(CMSPKF)
5.5.1 Motivation
While the approach described in Sec. 5.4.2 may be advantageous in some situ-
ations, there are two issues with the implementation that limit its effectiveness.
The first issue is that the SPT does not provide an unbiased estimate of the truth
[33], leading to a conversion bias when used in a Kalman filter [15]. Figure 5.3
shows the results of a Monte-Carlo evaluation of the UT for bi-static sonar. The
bi-static measurements fall roughly on an ellipse when mapped into Cartesian co-
ordinates (g (zB)). Due to the curvature of this ellipse, the expected value of these
measurement, E [g (zB)], is biased towards the receiver and transmitter. Use of
the unscented transform yields E [zˆC] with an even larger bias.
The second issue is that the estimate of the converted measurement error
covariance, RC, is evaluated at the measurement. This dependency of RC on the
measurement leads to a bias in the Kalman gain resulting in a bias away from
the transmitter and receiver. Due to this estimation bias, a static target will,
on average, initially appear to be moving away from the transmitter and receiver
[15].
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Fig. 5.3: 10,000 measurement Monte Carlo evaluation of the expected value for
the conversion from bi-static range and bearing to Cartesian for the
conventional conversion, g (zB), and the conversion using the Unscented
Transform zˆC from (5.28). The bi-static range standard deviation, σb,
and bearing standard deviation, σα, are 50m and 6
◦, respectively. The
individual conversions and the bi-static ellipse are shown for reference.
The black square in the upper figure is zoomed in on the lower figure.
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5.5.2 Proposed New Filter, CMSPKF
In order to rectify the issues of conversion and estimation bias, a new use of sigma
point transformation is proposed. Since the bias and covariance of the converted
measurements are dependent on the target state, an estimate of these values can be
calculated using the raw measurement error covariance and the predicted estimate
of the target state. That is, the sigma point transform is used to estimate the
state dependent bias and covariance using the current state prediction. These
quantities are then utilized in the Kalman filter equations as follows:
1. Prior to employing the sigma point transform, convert the predicted state
from Cartesian coordinates into the measurement coordinate system,
zˆB,k+1|k = h(xˆk+1|k) (5.34)
2. Use the sigma point transform to estimate the expected value and covariance
of the random variable with mean zˆB and covariance RB, transformed by the
function g (for k + 1|k) from sensor (bi-static range, bearing, and possibly
elevation) to state (Cartesian)
(
zˆC, RˇC
)
= SPT (zˆB, RB,g) (5.35)
where g is defined in (5.5).
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3. Estimate the bias and modify the converted measurement error covariance
to account for debiasing2
µˆk+1|k = zˆC,k+1|k −Hxˆk+1|k (5.36)
RC,k+1|k = RˇC,k+1|k + µˆk+1|kµˆ
′
k+1|k (5.37)
4. Calculate the Kalman gain
Wk+1 = Pk+1|kH
′
(
RC,k+1|k +HPk+1|kH
′
)−1
(5.38)
5. Calculate the (unbiased) innovation
νk+1 = g (zB,k+1)− µˆk+1|k −Hxˆk+1|k (5.39)
= g (zB,k+1)− zC,k+1 (5.40)
6. Update the state estimate
xˆk+1|k+1 = xˆk+1|k +Wk+1νk+1 (5.41)
7. Update the state covariance
Pk+1|k+1 = Pk+1|k −Wk+1(RC,k+1|k +HPk+1|kH ′)Wk+1′ (5.42)
A block diagram of the proposed method is shown in Fig. 5.4, inspired by
figure 5.2.4-1 in [3]. A depiction of the process in Fig. 5.5. The figures depict
2 Since the estimate is debiased with respect to the truth, while RˇC is estimated with respect
to E [g (zˆB)], the addition of the term µˆk+1|kµˆ
′
k+1|k is required to achieve consistency.
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the conversion process and include the underlying measurement error probability
density function as a color gradient. The first sub-figure shows the true target
position, the predicted estimate and the bi-static ellipse in Cartesian coordinates.
The second sub-figure shows the truth in bi-static coordinates and the predicted
estimate converted from Cartesian to bi-static. The true measurement error co-
variance, RB, is displayed as an ellipse plotted at a Mahalanobis distance of 1.5.
The four sigma points, calculated based on the predicted estimate converted to
bi-static coordinates, used in the Cubature transform are also shown. The third
sub-figure shows these sigma points, converted to Cartesian, and their mean,
zˆC,k+1|k. The difference between zˆC,k+1|k and xˆk+1|k provides an estimate of the
bias introduced by the conversion. The covariance calculated using the sigma
points with (RC) and without (RˇC) bias correction are shown as ellipses. The
true converted measurement error covariance is shown for comparison.
5.5.3 Approximations
There are two important approximations to be aware of with this approach. The
obvious one is the use of the sigma-point transform to approximate the bias and
converted measurement covariance at xˆk+1|k, which for an exact result would re-
quire integration of the probability density function for the random variable zB.
The second approximation is that the SPT is employed using the one-step pre-
diction as a surrogate for the truth. This is a departure from [15], the basis for
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Fig. 5.5: The steps used in the CMSPKF are shown here graphically. (1) The
predicted state is used as a surrogate for the truth and converted into
measurement coordinates; (2) Using the measurement error covariance,
RB, sigma points are placed around the predicted state (in measurement
coordinates); (3) The sigma points are converted into state coordinates
and the mean, zˆC,k+1|k, and converted measurement error covariance,
RˇC, are estimated using the SPT; (4) Using zˆC,k+1|k and the original
state estimate, xˆk+1|k, the bias introduced by the conversion, µˆ, is es-
timated; and (5) The bias estimate is used to debias the converted
measurement and inflate the converted measurement error covariance
to account for debiasing.
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this CMSPKF, which accounts for the error in the prediction. The effect of this
approximation is examined in Section 5.6.
5.6 Evaluation
The evaluation of the proposed technique includes the analysis of (1) the static
conversion and (2) the use of the converted measurement in a dynamic tracking
scenario.
5.6.1 Evaluation of the conversion
To examine the performance of the conversion, a mono-static and bi-static evalu-
ation was performed. Analysis of the mono-static case is instructive since the bias
and converted measurement error covariance can be derived explicitly without the
use of a SPT.
The metric for conversion evaluation is consistency, which is examined with
Monte Carlo evaluation. The Normalized Error Squared (NES) is used as a mea-
sure of consistency [3],
NES =
1
N
N∑
i=1
z˜′iR
−1
C,iz˜i (5.43)
where z˜i is the converted measurement error,
z˜i = Hx− (g (zB,i)− µˆi) (5.44)
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RC,i is the converted measurement error covariance estimate for trial i, and is
calculated from (5.37). N is the number of trials. The NES of a consistent
estimator should be close to the state dimension, n, which in this case is 2, and
(if z˜i is zero-mean Gaussian with covariance RC,i) be chi-square distributed with
nN degrees of freedom.
Polar to Cartesian
For the instructive case of converting from polar to Cartesian (equivalent to setting
L = 0, and using r1 = b/2), it is possible to compare the proposed method with the
explicit method of [15]. The NES was evaluated by performing 5,000 measurement
conversions under the following conditions:
1. True target range, r = 3,000m;
2. True target bearing, α, varying from 0◦ to 90◦;
3. Sensor range accuracy, σb = 60m (σr1 = 30m); and
4. Sensor bearing accuracy, σα = 1
◦, 4◦ and 8◦.
To complete the conversion a predicted position is required. To simulate this, the
predicted position, Hxˆ, was set to the ground truth state corrupted by normally
distributed independent noise with the following covariance matrix
P = γ

 30
2 0.1 · 302
0.1 · 302 302

 (5.45)
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The value of γ was set to 1, 10 and 100 to examine the effects that error in
the predicted position have on consistency. The results are shown in Fig. 5.6
for the proposed method (using the cubature transform) and for the method in
[15]. As seen in the figure, the conversion is consistent for even moderate errors
in the prediction. As these errors increase to very large levels (γ = 100), the
method shows signs of inconsistency when compared to the decorrelated, unbiased,
converted measurement (DUCM) [15]. The new method is consistent for cases
with large measurement errors (σα = 8) and small errors in the predicted position
(γ = 1). This indicates that the inconsistencies are caused primarily by errors in
the predicted position, not the in measurement. Since the size of the converted
measurement error covariance (i.e. the eigenvalues of RC,k+1|k) are a function of
σb and σα, the inconsistency is due to RC,k+1|k being rotated relative to the true
converted measurement error covariance; a result of using Hxˆ as the best available
surrogate for the truth.
The conclusion is that the method of [15] should be used when the conversion
bias and the converted measurement error covariance can be derived explicitly (as
in the polar to Cartesian case), but the method proposed here is the only one viable
for cases (such as the bi-static case) in which direct evaluation is not possible.
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Fig. 5.6: NES of the polar to Cartesian measurement conversion for the CM-
SPKF approximation and the DUCM method. Plots are for various
cases of error in the one-step prediction and σα; they include the Chi-
square upper (0.99) and lower (0.01) probability region bounds.
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Bi-static Range and Bearing to Cartesian
For the case studied in this paper, namely, converting from bi-static range and
bearing to Cartesian, the converted measurement error covariance cannot be de-
rived, so an approximation is required. The NES of the conversion using the
cubature transform was evaluated by performing 5,000 measurement conversions
under the following conditions:
1. True target range, r = 8,000m;
2. True target bearing, α, varying from 0◦ to 90◦;
3. Sensor range accuracy, σb = 60m;
4. Sensor bearing accuracy, σα = 1
◦, 4◦ and 8◦; and
5. Transmitter to receiver separation, L = 2500m.
To complete the conversion a predicted state is required. To simulate this, the
predicted state, xˆ, was set to the ground truth state corrupted by normally dis-
tributed independent noise with the following covariance matrix
P = γ

 60
2 0.1 · 602
0.1 · 602 602

 (5.46)
Again, γ was set to 1 (Case I), 10 (Case II) and 100 (Case III) to examine the
effects that the error in the predicted estimate have on consistency. The results
are shown in Fig. 5.7. As seen in the figure, the conversion is consistent for even
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moderate errors in the prediction. As these errors increase to very large levels
(γ = 100), the method starts to show signs of inconsistency. The conclusion
is that the method proposed here is viable for cases (such as the bi-static case)
in which direct evaluation is not possible, but performance may be degraded in
cases in which the error in the predicted state is much larger than the measurement
error. It is important to note that converted estimate approaches (UKF and CKF)
also suffer performance degradation as the errors in the predicted state increase, as
these methods calculate the Kalman gain with Pxx and Pxz based on the predicted
state.
5.6.2 Evaluation of the CMSPKF
To evaluate tracking performance, two test cases are examined for 2D in which
1. True initial target range, r, is normally distributed;
2. True initial target bearing is uniformly distributed (−pi to pi);
3. True target heading is uniformly distributed (−pi to pi); and
4. True target speed is χ2 distributed, scaled by σs
Additional test cases, in 3D, were used in which the true initial target ele-
vation angle is uniformly distributed (3 to 4 degrees)
The target follows a nearly constant velocity track and is estimated using
filters with a discretized continuous white noise acceleration model [3]. For the
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Fig. 5.7: NES of the bi-static range and bearing to Cartesian measurement con-
version using the CMSPKF approximation. Plots are for various cases
of error for the one-step prediction and σα; they include the Chi-square
upper (0.99) and lower (0.01) probability region bounds. Note: DUCM
cannot be used in this case since it requires explicit expressions that
are not available.
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Table 5.1: CMKF Test Cases - 2D
Parameter Test Case I Test Case II
Initial Target Range (µ± σ) 500± 10km 6000± 30m
Target Speed σs 50m/s 3m/s
Sensor σr 0.5m 20 m
Sensor σα
3
15
◦
8◦
Tracker Process Noise q˜ 19m2/s3 0.0027m2/s3
Scan Rate 2 sec/scan 3 sec/scan
Source-Receiver Separation L 250km 2500m
3D case, the target also follows a nearly constant attitude/depth. One-point
initialization of the tracker, using the SPT to convert the first measurement into
Cartesian, is used with an initial velocity estimate of 0 and standard deviation of
σs in each component. The parameters for each test case are listed in Tables 5.1
and 5.2.
The measures of performance examined are the mean square error (MSE)
of the position and velocity components of the state estimate, and the average
normalized estimation error squared. The ANEES scaled by the state dimension,
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Table 5.2: CMKF Test Cases - 3D
Parameter Test Case III Test Case IV
Initial Target Range (µ± σ) 500± 10km 6000± 30m
Target Speed σs 50m/s 3m/s
Sensor σr 0.5m 20 m
Sensor σα,σθ
3
15
◦
8◦
Tracker Process Noise q˜ 19m2/s3 0.0027m2/s3
Scan Rate 2 sec/scan 3 sec/scan
Source-Receiver Separation L 225km 2500m
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n, is [3]
ANEES =
1
Nn
N∑
i=1
x˜Ti P
−1
i x˜i (5.47)
where x˜i is the estimation error and Pi is the error covariance for trial i. The
expected value of (5.47) is unity.
Three trackers are used in the evaluation. The SPKF (described in 5.4.2),
the Kalman Filter using a Sigma Point Transform (described in 5.4.2) and the
new CMSPKF (described in 5.5). In all cases, the cubature transform was used.
The results of the evaluation are shown in Figs. 5.8 and 5.9. For the first test
case, the CMSPKF exhibits improved consistency with an ANEES close to one.
The SPTKF had reasonable consistency, while the SPKF was clearly inconsistent.
The CMSPKF also had the best MSE performance for position and velocity. The
SPKF, despite its consistency problems, outperformed the SPTKF in MSE.
For test case II, the CMSPKF again had the best consistency performance
and MSE position performance. The MSE velocity performance was mixed with
the SPKF initially having the best performance. After the initial scans, the MSE
velocity performance of the SPKF and CMSPKF were comparable.
For the first 3D case (test case III), both the SPKF and CMSPKF per-
formed well in terms of consistency and efficiency. The SPTKF was overconfident
(ANEES greater than one) and had the worst MSE performance. For the other
3D case (test case IV), the CMSPKF again had the best consistency performance
and MSE position performance. As in test case II, the MSE velocity performance
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was mixed with the SPKF initially having the best performance. After the initial
scans, the MSE velocity performance of the SPKF and CMSPKF were compara-
ble.
5.7 Conclusion
The converted measurement Kalman filter (CMKF) has previously been shown to
have superior performance over other nonlinear filtering techniques if two sources
of bias, conversion bias and estimation bias, are mitigated. Previous work has only
addressed cases in which an unbiased conversion and a converted measurement
error covariance could be explicitly derived. For certain problems, such as tracking
with bi-static measurements, this is not possible. This work has extended the
CMKF to handle these cases by an innovative employment of the sigma point
transform. Monte Carlo simulations show that this new CMSPKF method has
improved performance over the traditional SPKF and SPTKF in terms of tracker
consistency. The method also has improved MSE position performance and MSE
velocity performance that is competitive with the SPKF.
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Fig. 5.8: 5,000 run Monte Carlo evaluation for test case I of the Cubature
Kalman Filter (SPKF), a Kalman filter using the Cubature Trans-
form (SPTKF) and the proposed Converted Measurement Sigma Point
Kalman Filter using the Cubature transform (CMSPKF). The ANEES
and MSE performance are shown as well as the PCRLB.
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Fig. 5.9: 5,000 run Monte Carlo evaluation for test case II of the Cubature
Kalman Filter (SPKF), a Kalman filter using the Cubature Trans-
form (SPTKF) and the proposed Converted Measurement Sigma Point
Kalman Filter using the Cubature transform (CMSPKF). The ANEES
and MSE performance are shown as well as the PCRLB.
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Fig. 5.10: 5,000 run Monte Carlo evaluation for test case III (3D) of the Cu-
bature Kalman Filter (SPKF), a Kalman filter using the Cubature
Transform (SPTKF) and the proposed Converted Measurement Sigma
Point Kalman Filter using the Cubature transform (CMSPKF). The
ANEES and MSE performance are shown as well as the PCRLB.
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Fig. 5.11: 5,000 run Monte Carlo evaluation for test case IV (3D) of the Cu-
bature Kalman Filter (SPKF), a Kalman filter using the Cubature
Transform (SPTKF) and the proposed Converted Measurement Sigma
Point Kalman Filter using the Cubature transform (CMSPKF). The
ANEES and MSE performance are shown as well as the PCRLB.
Chapter 6
Extended Object Tracking with Exploitation of Range
Rate Measurements
6.1 Abstract
In active sonar and radar target tracking, measurements consist of position and of-
ten also include range rate. Tracking algorithms use these measurements over time
to estimate target state comprising position, velocity and, where applicable, turn
rate. In most cases there is an underlying assumption in the tracking algorithm
that the target is a “point target” (i.e. the target has no physical extent). An-
other common assumption is that at most one measurement per scan originates
from the target. For certain combinations of transmitted waveform and target
type, the resolution of the waveform is such that the target is “over-resolved” (i.e.
the error in the measurements is small enough that the spatial characteristics of
the target can be measured). For such cases the point target assumption must be
replaced with an extended target assumption. This work provides a methodology
to exploit the extended nature of the target for the case of a rigid target whose
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spatial characteristics are fixed with respect to the line of motion. By employing a
combination of the expectation maximization (EM) algorithm and allowing more
than one measurement per scan to originate from the target, a technique is de-
veloped that uses a single scan of raw measurements that include range, bearing
and range rate to provide an estimate of target position, velocity, heading and
turn rate. This single scan estimate is then used in a nearly constant turn rate
extended Kalman filter to provide a multi-scan estimate of the target state.
6.2 Introduction
In active sonar and radar target tracking systems, the goal is often to provide
an estimate of the target’s state using measurements of range, bearing and range
rate. Target dynamics are best modeled in Cartesian coordinates and consist of
position, velocity and often include acceleration or turn rate. Common models
for target dynamics are the nearly constant velocity, nearly constant acceleration
and coordinated turn models [3].
In the formulation of the tracking algorithm it is common to assume that
the target has no physical extent. This assumption is reasonable if the resolution
of the transmitted waveform is greater than or equal to the size of the target.
If, however, the resolution of the measurements is small enough that the spatial
characteristics of the target can be measured, this “point target” assumption must
be relaxed.
153
If the sensor is capable of resolving individual measurement sources within
an extended target and detailed knowledge is available to model these sources, the
target can be modeled as discrete measurements within an extended object [5].
An alternative is to estimate the overall shape of the target as opposed to individ-
ual components. Within this shape estimation approach, numerous models exist.
Two approaches that represent the extended target as an ellipse are [36], which
uses symmetric, positively definite (SPD) random matrices; and the approach
of [6] which employs a random hypersurface model (RHM). The RHM approach
has been extended to more complex shapes in [5] by using star-convex RHMs.
Irregular shapes are handled in [37] by using multiple (possibly overlapping) el-
lipses. Another approach to modeling spatial extent uses the assumption that the
number of target measurements is Poisson distributed, with the measurement(s)
drawn from a spatial distribution [28–30].
While these approaches are excellent and fairly liberal with regards to shape,
a different approach is chosen here that aims to fully exploit the range rate mea-
surements at the expense of using a somewhat more restrictive target model. The
target model chosen in this research is that of a target “template” that charac-
terizes the locations of target highlights (i.e. the active reflectors of the target).
While the size and orientation of the target is unknown, the relative locations
of the highlights are assumed to be known a priori. It is also assumed that the
target is rigid and has spatial characteristics that are fixed with respect to the line
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of motion. (The model can be viewed as a parameterized version of a “discrete”
spatial distribution, as discussed in [10], [29]). With this parametrized model, a
single scan estimate of position, velocity, heading and turn rate can be made. This
single scan estimate can then be utilized in a multi-scan tracker (e.g. an extended
Kalman filter) with a coordinated turn motion model (nearly constant turn rate)
[3].
To provide the target estimate, the measurements from the extended tar-
get must be assigned to the individual target highlights. This is achieved by
employing a combination of the EM algorithm and a version of the probabilistic
multi-hypothesis tracker (PMHT) association model [48]. Unlike many tracking
approaches, the PMHT (even for a single point target) does not assume there is at
most a single measurement per target. There is therefore a natural compatibility
between the PMHT and extended objects, which have multiple measurements per
target. Also advantageous is that the algorithm is very flexible and easy to extend
[56]. A pertinent example of this is that the PMHT has been successfully employed
in extended object tracking using random matrices [54,55]. The relationship of
the PMHT association model with spatial distributions is also discussed in [29]
and [28].
The combination of this target extent model and EM based estimation re-
sults in an algorithm with similar characteristics to one from a different field
(image processing). This concept of aligning measured points to a template can
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be viewed as a version of surface registration. The iterative closest point algo-
rithm (ICP) [58] is a common approach for surface registration. Its extension,
the multi-scale EM-ICP [31], uses a similar formulation to the one proposed here;
however, the approach of the present chapter allows for the more general mea-
surement error model needed for radar/sonar processing and utilizes range rate
measurements.
The remainder of this chapter is organized as follows: Section 6.3 introduces
the model for the extended target and the measurements; Section 6.4 describes
the approach for single and multi-scan estimation; Section 6.5 provides a simu-
lation of the algorithm and examines the resulting performance and Section 6.6
provides some concluding remarks. This chapter extends [16] by (i) modifying
the measurement model to improve performance, (ii) providing an estimate of the
converted measurement error covariance using the observed information matrix
and (iii) utilizing the converted measurement in an extended Kalman filter.
6.3 The Model
6.3.1 Extended Target Model with Discrete Reflectors
In active radar and sonar processing, the transmitted signal is reflected off the
target and returns to the receiver, resulting in measurements of range, bearing
and range rate. The reflections are due to a finite number of strong reflectors,
such as the nose and engines of an aircraft or the bow and sail of a submarine.
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For waveforms with high spatial resolution, it is possible to resolve the individual
reflectors from the target as opposed to the integration of all the reflectors. In
many cases there is general knowledge of the relative locations of the primary
reflectors for a given target class (e.g. a military aircraft), that can reasonably
represent a number of targets in that class. Using this premise, an extended target
model approach can be developed.
The target is therefore represented as a set of M highlights (i.e. reflectors)
forming a template for a general target. Each reflector, j = 1 · · ·M , is specified
with a probability of detection, αj, and a position in 2D Cartesian coordinates,
tj =

 xt(j)
yt(j)

 (6.1)
relative to the center of the target. While the shape of the target is known, the
orientation, ψ, location (of the center), x = [x y]T, and size, s, are unknown. Fig.
6.1 shows an example.
An assumption is made that the direction of travel of the object is along
the orientation, ψ, of the target (i.e. the plane flies forward, not sideways). Fur-
thermore, we assume the target is following a coordinated turn (nearly constant
speed and turn rate) motion model. Using these assumptions the turn rate, ψ˙,
and speed, v, can be estimated using a single scan of data.
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Fig. 6.1: General target template (left), and template scaled by the size s = 100,
rotated by the orientation ψ = 30◦, and centered at [200 400]T (right).
6.3.2 Measurement Model
The measurement vector for a single scan of N measurements for time step k is
zRAWi (k) =


rm(i, k)
αm(i, k)
r˙m(i, k)


i = 1, . . . , N (6.2)
where the measurement vector includes range, r, bearing, α, and range rate, r˙.
The measurement error for the raw measurements is assumed to be Gaussian
with covariance matrix
RRAW =


σ2r 0 ρσrσr˙
0 σ2α 0
ρσrσr˙ 0 σ
2
r˙


(6.3)
where σr, σα, and σr˙ are the standard deviations of the range, bearing and range
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rate measurement noise. The correlation coefficient between the range and range
rate measurement noise is ρ.
6.4 Estimation Approach
An overview of the new approach is shown in Fig. 6.2. First the raw measurements
from a single scan are converted to Cartesian coordinates using the approach of
[13]. These converted measurements are used in an EM algorithm for a single scan
estimate of target position, size, heading, velocity and turn rate. The observed
information matrix is calculated and used as a surrogate for the error covariance of
this estimate. Finally, an extended Kalman filter with a coordinated turn motion
model is used to combine the single scan estimates into a multi-scan estimate of
the target state.
6.4.1 Measurement Conversion for an Individual Measurement
It is advantageous to first convert the raw measurements into Cartesian before
processing. The raw measurements are converted into measurements of Cartesian
position, x and y, and velocity, x˙ and y˙ using a simplified version of the method
described in [13].
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zRAWi (k) =


rm(i)
αm(i)
r˙m(i)


RRAW
i = 1 · · ·N
zi (k) =


xm(i)
ym(i)
x˙m(i)
y˙m(i)


Rij (k)
i = 1 · · ·N
Ψˆ (k) =


ψˆ
sˆ
Xˆ
vˆ
ˆ˙
ψ


RΨ (k)
θˆ (k|k − 1) =


xˆ
yˆ
ˆ˙x
ˆ˙y
ˆ˙
ψ


EM Single
Scan
Estimate
(6.4.2)
Extended
Kalman
Filter
(6.4.4)
Calculate
Observed
Informa-
tion
Matrix
(6.4.3)
Convert
Measure-
ment
(6.4.1)
Fig. 6.2: Overview of the extended target tracking approach.
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zi (k) =


xm(i, k)
ym(i, k)
x˙m(i, k)
y˙m(i, k)


(6.4)
= eσ
2
α/2


rm(i, k) cosαm(i, k)
rm(i, k) sinαm(i, k)
r˙m(i, k) cosαm(i, k)
r˙m(i, k) sinαm(i, k)


(6.5)
The conversion from range rate into Cartesian velocity assumes that the cross
range rate is zero and accounts for any error in this assumption by setting the
variance in the cross range rate dimension to infinity (or equivalently, setting the
inverse to zero). This is implemented using the inverse converted measurement
covariance, Rij (k)
−1, which has a dimension of four by four, but is rank 3.
The converted measurement error covariance, Rij (k), is calculated according
to Appendix G.
6.4.2 EM Single Scan Estimate from Multiple Measurements
Likelihood Model
Using the set of N measurements in combination with the target model, a single
scan estimate of target position, speed, size and turn rate can be calculated. The
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unknown parameters to be estimated form the vector Ψ
Ψ =
[
xT s ψ v ψ˙
]T
(6.6)
The following probabilistic model is used for the likelihood function of Ψ:
pz (zi|Ψ) =
M∑
j=1
pijpij (zi|Ψ) (6.7)
where, pij is treated as the prior probability of a measurement originating from
reflector j and pz is the conditional probability density for a single measurement
given Ψ. This value is approximated using the probabilities of detection (αj, j =
1, . . . ,M) by assuming each measurement comes from one of the reflectors, namely,
pij =
αj
M∑
l=1
αl
(6.8)
The probability density function (pdf) for a given measurement–to–reflector
combination, pij is given by
pij (zi|Ψ)=|2piRij|−
1
2 exp
{
−1
2
νij (Ψ, zi)
TR−1ij νij (Ψ, zi)
}
(6.9)
where νij (Ψ, zi), the difference between measurement i and reflector j, is
νij (Ψ, zi) = zi −


sD (ψ) tj + x
v cosψ − sψ˙|tj| sin (ψ + θj)
v sinψ + sψ˙|tj| cos (ψ + θj)


(6.10)
where
D(ψ) =

 cosψ − sinψ
sinψ cosψ

 (6.11)
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is the rotation matrix,
|tj| =
√
xt(j)2 + yt(j)2 (6.12)
is the distance from reflector j to the target center,
θj = tan
−1 yt(j)
xt(j)
(6.13)
is the angle of the line from the center to reflector j; relative to the reference direc-
tion, and Rij is the converted measurement error covariance matrix (see appendix
G).
The term sD (ψ) tj+x provides the position of target highlight j, scaled by
the size, s, rotated by the heading ψ, and translated by the position of the target
center x.
In order to simultaneously estimate target speed (along its heading) and
turn rate, the contribution of these terms to the measured instantaneous velocity
must be separated. The terms v cosψ and v sinψ are the contributions of the
target center’s velocity to measured velocity. The terms sψ˙|tj| sin (ψ + θj) and
sψ˙|tj| cos (ψ + θj) are the contributions due to turn rate. Fig. 6.3 shows the path
of the target on the left. When the motion of the target center is removed (as
shown on the right), the motion of the individual highlights due to turn rate is
evident.
The incomplete-data log-likelihood of Ψ based on all the measurements Z
is given by [7]:
163
Fig. 6.3: Turn rate contribution to range rate.
lnL (Ψ;Z)=ln pZ (Z|Ψ)
=ln
N∏
i=1
pz (zi|Ψ)
=
N∑
i=1
ln
(
M∑
j=1
pijpij (zi|Ψ, tj)
)
(6.14)
where pZ is the conditional probability density of the set of measurements Z, given
Ψ. For each measurement, zi, one has here the summation of its pdf if originated
from reflector j and weighted by pij.
Solving for Ψ
To estimate Ψ, one can find the vector that maximizes (6.14). The difficulty with
(6.14) is the log of a sum. However, by recognizing (6.7) as a mixture model, the
problem can be approached with the EM algorithm. The inside summation can
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be rewritten according to the EM approach using binary multipliers as missing
data. The “missing” data are association variables that declare which reflector
produced each measurement [42]. These association variables are expressed as
binary vectors where each element in the binary vector corresponds to a reflector.
The binary vectors are defined as
Y = [y1T, · · · ,yNT]T (6.15)
where yi = [yi1, . . . , yiM ]
T is a M -dimensional binary vector (0 or 1), such that yij
is one if measurement i is a reflection from reflector j, and zero otherwise. The
complete log-likelihood, based also on Y is
lnLc (Ψ;Z,Y)=ln pc (Z,Y|Ψ)
=
N∑
i=1
ln
(
M∑
j=1
yijpijpij (zi|Ψ)
)
=
N∑
i=1
M∑
j=1
yij ln (pijpij (zi|Ψ)) (6.16)
where pc is the conditional probability density of the complete data, Z and Y ,
given Ψ. If we view the missing data, Y , as random variables, the EM Q function
can now be found. In the EM algorithm, the Q function is iteratively maximized.
This function is the expectation of the complete log-likelihood, with the expecta-
tion operation conducted with respect to the unknown data Y , given the observed
data, Z, and the estimate of Ψ from the previous iteration, Ψ(l) , namely,
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Q (Ψ;Ψ(l),Z) = E {lnLc (Ψ;Z,Y) |Z,Ψ(l)} (6.17)
Q (Ψ;Ψ(l),Z)= N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
ln (pijpij (zi|Ψ))
=
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
) [
ln(pij)− 1
2
ln(|2piRij|)
−1
2
νij (Ψ, zi)
TR−1ij νij (Ψ, zi)
]
(6.18)
where wij is the estimate of the posterior association probabilities yij given the
measurements and the previous estimate Ψ(l), allowing for more than one mea-
surement to be a reflection from a single reflector. Since this association model
allows for more than one measurement to be a reflection from a single reflector,
the model is an application of the PMHT association model [48]. The association
probabilities are
wij
(
Ψ(l), zi
)
=py
(
yij|zi,Ψ(l)
)
=
pijpij
(
zi|Ψ(l)
)
M∑
m=1
pimpim (zi|Ψ(l))
(6.19)
where py is the conditional probability of an association pair, given Ψ
(l) and mea-
surement zi. The wij calculation given above assumes a clutter free environment.
The extension to a cluttered environment is quite straightforward and simply re-
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quires an additional clutter distribution term in the denominator of the expression
for wij [48] and the appropriate modification to Y .
For the M step of EM, the Q function is maximized with respect to Ψ. The
Ψ that maximizes (6.18) can be found by solving
∇ΨQ
(
Ψ;Ψ(l),Z) = 0 (6.20)
to yield Ψ(l+1), where
∇ΨQ
(
Ψ;Ψ(l),Z)=−1
2
[
∇Ψ
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
·νij (Ψ, zi)TR−1ij νij (Ψ, zi)
]
(6.21)
Since R−1ij is symmetric and using
∇x
{
f(xT)Af(x)
}
= 2 (∇xf(x))TAf(x) (6.22)
one can simplify (6.21)
∇ΨQ
(
Ψ;Ψ(l),Z) = − N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
) (
ν ′ij (Ψ)
)T
R−1ij νij (Ψ, zi) (6.23)
where
ν ′ij (Ψ) = ∇Ψνij (Ψ, zi) (6.24)
The components of ν ′ij (Ψ) are
ν ′ij (Ψ) = −


1 0 a13 a14 0 0
0 1 a23 a24 0 0
0 0 a33 a34 a35 a36
0 0 a34 a44 a45 a46


(6.25)
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where 

a13
a23
a33
a34


=


D (ψ) tj
−ψ˙|tj| sin (ψ + θj)
ψ˙|tj| cos (ψ + θj)


(6.26)


a14
a24
a34
a44


=


sD′ (ψ) tj
−v sinψ − sψ˙|tj| cos (ψ + θj)
v cosψ − sψ˙|tj| sin (ψ + θj)


(6.27)

 a35
a45

 =

 cosψ
sinψ

 (6.28)

 a36
a46

 =

 −s|tj| sin (ψ + θj)
s|tj| cos (ψ + θj)

 (6.29)
and
D′ (ψ) =

 − sinψ − cosψ
cosψ − sinψ

 (6.30)
Since (6.20) cannot be solved directly, a first order Taylor expansion is used
to find Ψ(l+1), the maximizing Ψ, given Ψ(l), namely,
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
ν ′ij (Ψ)
T
R−1ij (6.31)
· [νij (Ψ, zi) + ν ′ij (Ψ) (Ψ(l+1) −Ψ(l))]=0
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which leads to
Ψ(l+1) = Ψ(l)
+
(
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
ν ′ij (Ψ)
T
R−1ij ν
′
ij (Ψ)
)−1
·
(
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
ν ′ij (Ψ)
T
R−1ij νij (Ψ, zi)
)∣∣∣∣∣
Ψ(l)
(6.32)
The resulting EM algorithm is defined as follows:
1. Initialize Ψ(l)
2. Calculate w using (6.19)
3. Solve for Ψ(l+1) using (6.32).
4. Iteratively repeat steps 2 and 3 until a convergence criterion is met (e.g.
when the increase in the complete log-likelihood is below a threshold).
5. Set Ψˆ (k) = Ψ(L) at the last iteration, l = L.
6.4.3 Observed Information Matrix
In order to provide a measure of uncertainty for the estimate Ψˆ, critical infor-
mation for tracking, the observed information matrix is used as a surrogate for
the inverse covariance matrix. Oakes’ formula [46] for the observed information
matrix is used (see Appendix H).
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−∇Ψ∇TΨ lnL (Ψ;Z) = −
[∇Ψ∇TΨQ (Ψ;Ψ(L),Z)
+∇Ψ∇TΨ(L)Q
(
Ψ;Ψ(L),Z)] (6.33)
Evaluating (6.33) using Ψ = Ψ(L) results in the “observed information matrix”,
I
(
Ψˆ;Z
)
[42].
The first term on the right hand side of (6.33) is the observed information
if the associations were known, Ic
(
Ψˆ;Z
)
:
Ic
(
Ψˆ;Z
)
= −∇Ψ∇TΨQ
(
Ψ;Ψ(l),Z) (6.34)
= −
N∑
i=1
M∑
j=1
wij
(
Ψ(l), zi
)
·
[(
ν ′ij (Ψ)
)T
R−1ij ν
′
ij (Ψ) + Bij (Ψ, zi)
]
(6.35)
where the B matrix is based on the second derivative of ν,
Bij (Ψ, zi) = −


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 b34 0 b36
0 0 b34 b44 b45 b46
0 0 0 b45 0 0
0 0 b36 b46 0 0


(6.36)
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with components:
b34 =


D′ (ψ) tj
−ψ˙|tj| cos (ψ + θj)
−ψ˙|tj| sin (ψ + θj)


T
R−1ij νij (Ψ, zi) (6.37)
b36 =


0
0
−|tj| sin (ψ + θj)
|tj| cos (ψ + θj)


T
R−1ij νij (Ψ, zi) (6.38)
b44 =


−sD (ψ) tj
−v cosψ + sψ˙|tj| sin (ψ + θj)
−v sinψ − sψ˙|tj| cos (ψ + θj)


T
R−1ij νij (Ψ, zi) (6.39)
b45 =


0
0
− sinψ
cosψ


T
R−1ij νij (Ψ, zi) (6.40)
b46 =


0
0
−s|tj| cos (ψ + θj)
−s|tj| sin (ψ + θj)


T
R−1ij νij (Ψ, zi) (6.41)
The second term on the right hand side of (6.33) accounts for the association
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uncertainty, Im
(
Ψˆ;Z
)
. This is found by taking the derivative of Q with respect
to Ψ, and taking the derivative with respect to Ψ(L)
T
, i.e.
Im
(
Ψˆ;Z
)
= −∇Ψ∇TΨ(L)Q
(
Ψ;Ψ(L),Z)
= −
N∑
i=1
M∑
j=1
w′ij
(
Ψ(L), zi
)
·(ν ′ij (Ψ))TR−1ij νij (Ψ, zi) (6.42)
where w′ is the derivative of (6.19)
w′ij
(
Ψ(L), zi
)
= pijpij
(
zi|Ψ(L)
)
(6.43)

(
M∑
m=1
pimpim
(
zi|Ψ(L)
))−2
·
M∑
m=1
[
pimpim
(
zi|Ψ(L)
)
·(ν ′im (Ψ(L)))TR−1imνim (Ψ(L), zi)]
−
(
ν ′ij
(
Ψ(L)
))T
R−1ij νij
(
Ψ(L), zi
)
M∑
m=1
pimpim (zi|Ψ(L))


6.4.4 Extended Kalman Filter for Multi-Scan Estimation
The single scan estimate of the target state can be used in an EKF to provide
multi-scan estimates. The EKF for a coordinated turn motion model is well known
for the case of position only measurements (pp. 466-170 of [3]). The state vector
for the CT-EKF is
θˆ =
[
xθˆ x˙θˆ yθˆ y˙θˆ ψ˙θˆ
]T
(6.44)
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Note that the subscript θˆ is used to avoid confusion between the elements of θˆ
and Ψ.
The dynamic equation is
θ (k + 1) = f [k, θ (k)] + Γ (k) υ (k) (6.45)
and the state prediction is:
θˆ (k + 1|k) = f
[
k, θˆ (k|k)
]
(6.46)
where
f
[
k, θˆ (k|k)
]
=


1
sin(ψ˙θˆ(k)T)
ψ˙
θˆ
(k)
0 −1−cos(ψ˙θˆ(k)T)
ψ˙
θˆ
(k)
0
0 cos
(
ψ˙θˆ (k)T
)
0 − sin
(
ψ˙θˆ (k)T
)
0
0
1−cos(ψ˙θˆ(k)T)
ψ˙
θˆ
(k)
1
sin(ψ˙θˆ(k)T)
ψ˙
θˆ
(k)
0
0 sin
(
ψ˙θˆ (k)T
)
0 cos
(
ψ˙θˆ (k)T
)
0
0 0 0 0 1


θˆ (k|k)(6.47)
and
Γ (k) =


1
2
T 2 0 0
T 0 0
0 1
2
T 2 0
0 T 0
0 0 T


(6.48)
The state prediction covariance is:
P (k + 1|k) = F (k)P (k|k)F (k)T
+Γ (k)Q (k) Γ (k)T (6.49)
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where Q is the covariance of the process noise, υ, and
F (k) =
∂f (k)
∂θ
∣∣∣∣
θ=θˆ(k+1|k)
(6.50)
Two modifications to the CT-EKF in [3] are necessary for this application. This
first is in the observation function. Using the single scan estimate, Ψˆ, as the
observation, the full state vector can be observed, thus eliminating the need for
an observation matrix (commonly referred to as the H matrix, i.e., here H is
the identity matrix). The single scan observation, zC and the inverse observation
error covariance, RC
−1, are:
zC (k) =


1 0 0 0 0 0
0 0 0 0 cosψ 0
0 1 0 0 0 0
0 0 0 0 sinψ 0
0 0 0 0 0 1


Ψ (k) (6.51)
RC (k)
−1 =
(
A−1
)T
I
(
Ψˆ;Z
)
A−1 (6.52)
where I
(
Ψˆ;Z
)
was defined following (6.33).
A =


1 0 0 0 0 0
0 0 0 0 − sinψ 0
0 1 0 0 0 0
0 0 0 0 cosψ 0
0 0 0 0 0 1


(6.53)
174
A second modification is required since RC
−1 is not necessarily invertible.
The inverse error covariance matrices for the individual measurements, Rij
−1, are
not invertible due to the fact that the information related to cross range velocity
is zero (it has a zero eigenvalue in the cross range rate direction). Although, RC
−1
will be invertible for most scans, it is not invertible if the target aspect is 90◦,
or if there is only one measurement in the scan. To allow for this possibility, the
information form of the EKF is utilized. The EKF update is:
W (k + 1) =
[
P (k + 1|k)−1 +RC (k + 1)−1
]−1
RC (k + 1)
−1 (6.54)
P (k + 1|k + 1) = [P (k + 1|k)−1 +RC (k + 1|k)−1]−1 (6.55)
θˆ (k + 1|k + 1) = θˆ (k + 1|k) +W (k + 1)
[
zC (k)− θˆ (k + 1|k)
]
(6.56)
6.5 Implementation and Results
6.5.1 Implementation
EM Initialization
As with any optimization approach, care must be taken when employing the
algorithm during initialization to avoid convergence to a local maximum. The
initialization approach chosen here is as follows.
The initial value for x(0) is simply the mean of all the position measurements.
The initial value for size, s(0), is set to the ratio of the average distance from the
measurement to x(0) and the average distance of the target highlight, t, to the
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target center. The initial value for heading, ψ(0), is calculated by finding the
covariance of the position measurements and estimating the heading based on the
largest eigenvector. The initial speed and turn rate are set to 0.
A particular concern for local maximums for many target models is one
at a heading of 180 degrees from the true heading. To avoid maximizing at
this incorrect heading, the algorithm is optimized using two initial headings, 180
degrees apart, and the result with the highest likelihood is used.
Even with proper initialization, converging to a local instead of global max-
imum is a concern. To help, the R matrix is artificially inflated for the first few
iterations of the algorithm. This tends to smooth the likelihood surface. Opti-
mization on the augmented surface first reduces the probability of converging to
a local maximum. This approach is related to the deterministic annealing EM
algorithm [51].
Limitations
It is important to note the limitations of the algorithm in its ability to estimate
velocity and turn rate. Regardless of the target model, the ability to estimate
velocity from range rate measurements will be limited when the target is traveling
across the line of sight from the sensor. Turn rate estimation will also be limited
for targets that do not have significant width when the target is traveling directly
towards or away from the sensor. To analyze these effects the Cramer-Rao low
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bound (CRLB) is examined for two target types. Evident in (6.33) is that the
CRLB is a function of the measurements. A looser bound is used here that is
calculated using the expected measurement:
J = −
N∑
i=1
M∑
j=1
wij
(
Ψ(L), zi
) [(
ν ′ij (Ψ)
)T
R−1ij ν
′
ij (Ψ)
]
(6.57)
The bound provides a lower bound on the average square error, but is looser than
the CRLB due to the fact that is does not consider assignment uncertainty Nev-
ertheless, this bound is sufficient to demonstrate the limitations in the algorithm
at various aspect angles. For this test the heading was varied from -180 to 180
degrees, the probability of detection was set to 1, the size was set to 70 m, position
set to [10 0]′ km, the speed set 120 m/s and the turn-rate set to 3 deg/sec. The
measurement error covariance was set as follows:
1. σr = 2 m
2. σr˙ = 1 m/s
3. σα = 0.05 deg
4. ρσrσr˙ = 0
As seen from Figure 6.4, if the target has width then turn-rate and speed
can be estimated at all aspects with the exception of +/-90 degrees. In the case
of a line-like target, such as target 2 in Figure 6.4, speed can be estimated at all
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aspects with the exception of aspects near +/-90 degrees, while turn-rate cannot
be estimated at +/-90 degrees and near 0 or 180 degrees.
Implementation Details
There are three notable implementation details that are required for robust per-
formance of the algorithm. The first is dealing with the inability to estimate
velocity when the target aspect is near 90 deg. Since the true error covariance
of the single scan estimate is unknown, the observed information matrix serves
as a surrogate. When the true target aspect is 90 deg, while the observed aspect
is near 90, the observed information matrix will be overconfident in the velocity
estimate. To avoid this, when the estimated aspect, based on θˆ (k + 1|k), is near
90 degrees, the velocity estimate should not be used. This is achieved by setting
the appropriate rows and columns of RC (k)
−1 to zero. (For targets with little or
no width, a similar test is required for turn-rate estimation at aspects near 0 or
180 deg.)
Since the EM algorithm may converge on a local maximum, gating is used
to validate the single scan estimate based on the innovation in the EKF update.
If the innovation for either the velocity or turn-rate is too large, only the position
portion of the single scan estimate is used. Again, this is achieved by setting the
appropriate rows and columns of RC (k)
−1 to zero.
Finally, when the observed target aspect is near 90 deg, components of
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Fig. 6.4: CRLB analysis (using 6.57) for a target that has width (target 1) and
one without width (target 2).
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RC (k)
−1 may be close to zero, resulting in a badly conditioned matrix. In these
cases, only the position portion of the single scan estimate is used.
6.5.2 Results
The new algorithm was tested in a aircraft tracking application. The target tem-
plate is based on a commercial airliner (see Fig. 6.5), with probability of detections
for the highlights at 0.8 and 0.9. The aircraft follows the path shown in Fig. 6.6.
The measurement error covariance was set the same as Section 6.5.1. The EKF
is implemented assuming the following process noise:
Q =


(0.25)2 0 0
0 (0.25)2 0
0 0 (0.6 pi
180
)2


(6.58)
Fig. 6.7 shows the average normalized estimation error squared (ANEES)
[3] and mean square error for position, velocity and turn rate. Errors are shown
for the state update (x (k|k)) and the state prediction (x (k|k − 1)) for the al-
gorithm (EXTGTEKF). For comparison, a simple position-only cluster tracker
(CLUSTEREKF), using the same EKF with the appropriate observation matrix,
is shown (see Appendix I). The proposed algorithm exhibits better consistency
(ANEES closer to 1) and, in general, improved mean square error (MSE). Unlike
the CLUSTEREKF algorithm, the EXTGTEKF does not lag in the turn-rate
estimate since turn-rate is measured directly. The turn rate estimate for the
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Fig. 6.6: Target path for the test case. The position of the target at each scan is
shown. The first scan, as well as any scan that is starting a maneuver
is labeled. The sensor position is at the origin. The line-of-sight for the
first scan is also shown.
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EXTGTEKF is significantly better when the turn initiates, but it worse in steady
state. This is due to the fact that the turn rate estimate for the CLUSTEREKF
requires three position measurements, resulting in a smoother estimate. It is a
trade-off between lag and smoothing.
Since the measurements are quite accurate, the MSE of x (k|k) is very good
for both trackers, while the EXTGTEKF demonstrates improved state prediction
MSE performance (see Fig. 6.8). Performance of the EXTGTEKF is, as expected,
degraded for target aspects near 90 deg., as the EXTGTEKF reverts to position
only measurements during those periods.
6.6 Conclusion
A novel approach to extended object tracking has been presented. A target model
has been developed for the target spatial characteristics that is appropriate for
estimation, flexible enough to handle various target types, and loose enough such
that detailed knowledge of the target characteristics is not required. By restricting
the spatial characteristics to be fixed with respect to the line of motion, the result-
ing algorithm allows for single scan estimation of position, heading, size, velocity
and turn rate by using measurements of position and range rate. These single
scan measurements when used in a multi-scan tracking algorithm (i.e. extended
Kalman filter) provide improved estimates of target position, velocity and turn
rate compared to a traditional cluster tracker using only position measurements.
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Fig. 6.7: Results of a 500 run Monte Carlo evaluation of the estimated state
for the new EXTGTEKF and a position-only cluster tracker (CLUS-
TEREKF).
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Fig. 6.8: Results of a 500 run Monte Carlo evaluation of the predicted state
for the new EXTGTEKF and a position-only cluster tracker (CLUS-
TEREKF).
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A primary advantage is that the new method, unlike methods using only position
measurements, does not suffer from a lag in the estimation of turn rate and the
resulting estimation errors.
Chapter 7
Conclusion
7.1 Conclusion
For tracking problems in which the measurements are a nonlinear function of the
state, mixed coordinate filters have been a common solution. Popular implementa-
tions, such as the EKF, UKF and CKF, perform well in some situations, but may
not be acceptable in terms of mean square error or tracker consistency in others.
Converted measurement Kalman filters have shown improved performance over
mixed coordinate filters in the specific cases of polar and spherical measurements,
but have not been widely adopted in other scenarios. The primary contributions
of this thesis are (1) the reformulation of the converted measurement Kalman
filter to avoid estimation bias and conversion bias, and (2) the extension of the
converted measurement Kalman filter to numerous tracking scenarios.
The initial work of [39] lead to numerous efforts related to the converted
measurement Kalman filter for polar and spherical measurements. While [39]
addressed the problem of conversion bias, this work and its successors did not ad-
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dress the problem of estimation bias. Estimation bias, a term coined during this
research, comes about due to the practical issue that the calculation of the con-
verted measurement error covariance requires the true target position, that is not
available in practice. Previously proposed practical resolutions to this problem
evaluated the covariance at the measurement. This results in correlation between
the measurement error covariance estimate and the measurement error itself, lead-
ing to an estimation bias when the converted measurement is used in tracking.
This research resolves the estimation bias issue by evaluating the converted mea-
surement error covariance at the one step prediction. The resulting filter exhibits
improved mean square error and consistency performance when applied to track-
ing in Cartesian coordinates with polar (or spherical) measurements.
The resulting filter was then applied to various tracking scenarios, expand-
ing the potential use of the filter well beyond polar measurements. The technique
was examined for the problem of range rate estimation from a moving platform.
As in the polar measurement case, the converted measurement formulation for
this problem is natural and the bias and converted measurement error covariance
can be derived. The method was then used to address the problem of tracking
with polar (or spherical) measurements with the addition of a range rate measure-
ment. In this case the conversion is less obvious and requires the inclusion of a
non-informative measurement. The method was further extended to tracking with
bi-static measurements. In this case the development of the conversion requires
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numerical integration. The result is the development of a new converted mea-
surement sigma point Kalman filter. The final extension of the method was for
the case of extended target tracking. This explored the case where the measure-
ment conversion process requires an iterative approach. The iterative approach
used was the expectation-maximization (EM) algorithm using the probabilistic
multi-hypothesis tracker (PMHT) association model.
The result of the research conducted in this thesis is an advancement in
the state-of-the-art in nonlinear tracking by providing significant contributions in
converted measurement tracking. By developing and evaluating new converted
measurement tracking techniques for a wide range of tracking problems, the re-
sulting research has the potential to provide a benefit to many commercial and
military systems. By developing conversion techniques for cases where (1) the
bias and converted measurement error covariance can be derived; (2) the bias
and converted measurement error covariance can be derived with the addition of
a non-informative measurement; (3) the bias and converted measurement error
covariance must be evaluated using numerical integration and (4) the bias and
converted measurement error covariance must be evaluated using iterative maxi-
mization, the flexibility and utility of the new converted measurement approach
has been demonstrated.
Appendix A
Development of Measurement Error Covariance Evaluated
at the Prediction
The R11DUCM term is derived below. The remaining terms can be derived in a
similar manner.
R11DUCM = E{[rtruecos (αtrue)−eσ
2
α/2rmcos (αm)]
2}
(A.1)
Since the true range and bearing are not available in practice, the estimated
range, rt and bearing, αt are used. Assuming the estimate errors in range and
bearing, wrt and wαt , as well as the measurement errors, wr and wα, are uncorre-
lated, zero mean, and Gaussian with standard deviations of σrt , σαt , σr and σα,
the following assertions can be made
rt = rtrue + wrt rm = rtrue + wr
αt = αtrue + wαt αm = αtrue + wα (A.2)
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Substituting (A.2) into (A.1),
R11DUCM = E{[(rt − wrt) cos (αt − wαt)
−eσ2α/2 (rt − wrt + wr) cos (αt − wαt + wα)]2}
(A.3)
Taking the expectation of (A.3) gives the expression in (2.22).
Appendix B
Sequential Processing of Position and Range Rate
In order to process position and range rate based measurements sequentially, the
range rate based measurement, ηpseudom or η
raw
m , must first be decorrelated from
the position components of the measurement. This is achieved as follows. The
covariance matrix of the converted measurement error can be partitioned into the
position and pseudo range rate blocks [21]
RCONV =

 R
pp Rpη
Rηp Rηη

 (B.1)
where
Rpp =

 R
xx Rxy
Ryx Ryy

 (B.2)
and
Rηp =
[
Rxη Ryη
]
(B.3)
Let
L = −Rηp (Rpp)−1 =
[
L1 L2
]
(B.4)
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and
B =

 I2x2 0
L 1

 (B.5)
By pre-multiplying B on both sides of the measurement conversion equation,
a new measurement prediction function can be obtained in which the position mea-
surement is unmodified, and the pseudo range rate is replaced with a decorrelated
pseudo range rate, ε
ε , L1xm + L2ym + ηm (B.6)
with the corresponding measurement prediction function
hpseudoε = L1x+ L2y + xx˙+ yy˙ (B.7)
for the pseudo range rate approach, and
hrawε = L1x+ L2y +
xx˙+ yy˙√
x2 + y2
(B.8)
for the raw range rate approach.
Appendix C
Second Order EKF for Range Rate Measurements
Sk+1 = R
εε
k+1 +H
εε
k+1P
p
k+1|k+1
(
Hεεk+1
)′
+ Ak+1 (C.1)
Wk+1 = P
p
k+1|k+1
(
Hεεk+1
)′
S−1k+1 (C.2)
Pk+1|k+1 = P
p
k+1|k+1 −Wk+1Sk+1W ′k+1 (C.3)
xˆk+1|k+1 = xˆ
p
k+1|k+1 +Wk+1
[
εk+1 − hpseudoε
(
xˆp
k+1|k+1
)
− 1
2
δ2k+1
]
where
Gk+1 =

 02x2 I2x2
I2x2 02x2

P pk+1|k+1 (C.4)
Ak+1 =
1
2
tr (Gk+1Gk+1)
δ2k+1 = tr (Gk+1)
Hεεk+1 =
[
L1 + ˆ˙x L2 + ˆ˙y xˆ yˆ
]
and Rεεk+1 is the variance of the debiased pseudo range rate measurement. ˆ˙x, ˆ˙y, xˆ,
and yˆ are components of xˆp
k+1|k+1.
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Appendix D
Converted Measurement Error Covariance
The converted measurement error covariance is defined as
RC = E [x˜
′x˜] (D.1)
where
x˜=eσ
2
α/2D (αm)


rm
0
r˙m
c˙m


−


xTRUE
yTRUE
x˙TRUE
y˙TRUE


x˜=eσ
2
α/2D (αm)


rm
0
r˙m
c˙m


−D (αTRUE)


rTRUE
0
r˙TRUE
c˙TRUE


(D.2)
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All of the raw measurements are assumed to unbiased and corrupted by addition
Gaussian noise
αm = αTRUE + wα rm = rTRUE + wr r˙m = r˙TRUE + wr˙
(D.3)
Since the true state is not available in practice, an approximation from the
tracker’s one step prediction, xˆk+1|k, is used as a substitute (subscript k + 1|k
omitted) 

rTRUE
0
r˙TRUE
c˙TRUE


≈ D (αt)′


xˆ1
xˆ2
xˆ3
xˆ4


+


wx1
wx2
wx3
wx4


(D.4)
and
E




wx1
wx2
wx3
wx4


′ 

wx1
wx2
wx3
wx4




= D (αt)
′ Pk+1|kD (αt) (D.5)
Furthermore, the target bearing from the predicted estimate is assumed to be1
αt = tan
−1
(
xˆ2
xˆ1
)
≈ αTRUE + wαt (D.6)
1 The four quadrant inverse tangent can be used. Also, tan−1
(
xˆ
2
xˆ
1
)
= pi
2
− tan−1
(
xˆ
1
xˆ
2
)
and
should be used when
∣∣xˆ1∣∣ < ∣∣xˆ2∣∣
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where
E [wαt ] = 0 E
[
wαt
2
]
= σ2αt (D.7)
The approximate bearing variance is based on a linearization of the track’s co-
variance,
σ2αt =
[
∂αt
∂xˆ1
∂αt
∂xˆ2
∂αt
∂xˆ3
∂αt
∂xˆ4
]
Pk+1|k


∂αt
∂xˆ1
∂αt
∂xˆ2
∂αt
∂xˆ3
∂αt
∂xˆ4


(D.8)
which simplifies to:
σ2αt =
1(
(xˆ1)2 + (xˆ2)2
)2
·
[
−xˆ2 xˆ1 0 0
]
Pk+1|k


−xˆ2
xˆ1
0
0


(D.9)
Defining
RR = RC|αt=0 (D.10)
and acknowledging
RC = D (αt)RRD (αt)
′ (D.11)
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we can derive the components of RR, using the following,
E
{
[cos (−wαt + wα)]2
}
=
1
2
(
1 + e−2σ
2
αe−2σ
2
αt
)
E
{
[cos (−wαt)]2
}
=
1
2
(
1 + e−2σ
2
αt
)
E [cos (−wαt + wα) cos (−wαt)]=
1
2
(
1 + e−2σ
2
αt
)
e−σ
2
α/2
E
{
[sin (−wαt + wα)]2
}
=
1
2
(
1− e−2σ2αe−2σ2αt
)
E
{
[sin (−wαt)]2
}
=
1
2
(
1− e−2σ2αt
)
E [sin (−wαt + wα) sin (−wαt)]=
1
2
(
1− e−2σ2αt
)
e−σ
2
α/2
E [sin (−wαt + wα) cos (−wαt)]=0
E [cos (−wαt + wα) sin (−wαt)]=0
E [sin (−wαt + wα) cos (−wαt + wα)]=0
E [sin (−wαt) cos (−wαt)]=0
The components of RR are:
R11R =E
{[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
cos (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
cos (−wαt)
]2}
(D.12)
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which equates to (4.23),
R12R =E
{[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
cos (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
cos (−wαt)
]
[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
sin (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
sin (−wαt)
]}
(D.13)
which equates to 0, (4.24),
R13R =E
{[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
cos (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
cos (−wαt)
]
[
eσ
2
α/2
(
xˆ3R − wx3k+1|k + wr˙
)
cos (−wαt + wα)
−
(
xˆ3R − wx3k+1|k
)
cos (−wαt)
+eσ
2
α/2
(
xˆ4R − wx4k+1|k + wc˙
)
sin (−wαt + wα)
−
(
xˆ4R − wx4k+1|k
)
sin (−wαt)
]}
(D.14)
which equates to (4.25),
R22R =E
{[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
sin (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
sin (−wαt)
]2}
(D.15)
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which equates to (4.26),
R23R =E
{[
eσ
2
α/2
(
xˆ1R − wx1k+1|k + wr
)
sin (−wαt + wα)
−
(
xˆ1R − wx1k+1|k
)
sin (−wαt)
]
[
eσ
2
α/2
(
xˆ3R − wx3k+1|k + wr˙
)
cos (−wαt + wα)
−
(
xˆ3R − wx3k+1|k
)
cos (−wαt)
+eσ
2
α/2
(
xˆ4R − wx4k+1|k + wc˙
)
sin (−wαt + wα)
−
(
xˆ4R − wx4k+1|k
)
sin (−wαt)
]}
(D.16)
which equates to (4.27), and
R33R =E
{[
eσ
2
α/2
(
xˆ3R − wx3k+1|k + wr˙
)
cos (−wαt + wα)
−
(
xˆ3R − wx3k+1|k
)
cos (−wαt)
+eσ
2
α/2
(
xˆ4R − wx4k+1|k + wc˙
)
sin (−wαt + wα)
−
(
xˆ4R − wx4k+1|k
)
sin (−wαt)
]2}
(D.17)
which equates to (4.28), where xˆR is defined in (4.20).
The convenience of deriving RR (as opposed to RC directly) comes from the
elimination of terms involving the sine of αt (E
{
sin (αt − wαt)|αt=0
}
= 0). The
calculation of (D.9) is also simplified since in the line of sight coordinate system,
xˆ2R = 0, reducing (D.9) to (4.29).
Appendix E
Conversion of Bi-Static Range and Bearing to Cartesian
The law of cosines [53] can be used to derive (5.6). Using the nomenclature of fig.
5.1 the law of cosines is
cos(α) =
L2 + r1
2 − r22
2r1L
(E.1)
r2 can be replaced using measured bi-static range r2 = b− r1,
cos(α) =
L2 + r1
2 − (b− r1)2
2r1L
(E.2)
Now, solving for r1
cos(α) =
L2 + r1
2 − b2 + 2br1 − r12
2r1L
(E.3)
The r1
2 terms cancel,
cos(α) =
L2 − b2 + 2br1
2r1L
(E.4)
2r1L cos(α)− 2br1 = L2 − b2 (E.5)
r1 =
L2 − b2
2 (L cos(α)− b) (E.6)
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Appendix F
Unscented and Cubature Sigma Points
For the case of the Unscented transform, the parameters of the SPT are defined
as follows [34]:
1. Let m = 2n+ 1 where n is the state dimension and i = 0 . . . m− 1
2. Let Sxx be a matrix square root of Pxx
Pxx = SxxSxx
′ (F.1)
and Sxx,j represent the jth column of Sxx.
3. The point mass displacements ∆i (from the mean) are set to
∆i = 0 i = 0 (F.2)
∆i = −
√
(n+ κ)Sxx,i i = 1 . . . n (F.3)
∆i =
√
(n+ κ)Sxx,(i−n) i = n+ 1 . . . m− 1 (F.4)
(F.5)
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4. The weights wi are set as
w1 = 0 i = 0 (F.6)
wi =
1
2 (n+ κ)
i = 1 . . . m− 1 (F.7)
(F.8)
The value κ = 2 was used in the evaluation. Note that the above matches the first
two moments of x and yields an approximation for the moments of a nonlinear
transformation of x as in (5.19).
For the case of the Cubature transform (using a third-degree cubature rule,
which computes the first two-order moments exactly [1]) the parameters of the
SPT are defined as follows [1]:
1. Let m equal twice the state dimension n and i = 0 . . .m− 1
2. Let X be defined as follows
X =
√
m
2
[
In −In
]
(F.9)
where In is an n× n identity matrix. Let ξi represent column i of X .
3. Let Sxx be a matrix square root of Pxx
Pxx = SxxSxx
′ (F.10)
4. The point mass displacements ∆i are set to
∆i = Sxxξi+1 (F.11)
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5. All weights, wi, are set to 1/m.
Appendix G
Converted Measurement Error Covariance
The converted measurement error covariance is approximated using a simplifica-
tion of [13]. The calculation requires a prediction, which is based on the one step
prediction, θ (k|k − 1). Using this prediction, in combination with the target tem-
plate and the previous estimate of the size, s, the state of an individual highlight
can be calculated (which will be referred to as xj).
First the predicted highlight state is rotated into the estimate’s LOS coor-
dinate system:
xˆR = D (αt)
′ xˆj (G.1)
where the predicted bearing to the highlight is
αt = tan
−1
(
xˆ2k+1|k
xˆ1k+1|k
)
(G.2)
and xˆn is the nth component of xˆ.
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R11R =
1
2
[(
xˆ1R
)2
+ σ2r
] (
1 + e−2σ
2
α
)
eσ
2
α
− (xˆ1R)2 (G.3)
R12R = 0 (G.4)
R13R =
1
2
(
xˆ1Rxˆ
3
R + ρσrσr˙
) (
1 + e−2σ
2
α
)
eσ
2
α
−xˆ1Rxˆ3R (G.5)
R22R =
1
2
[(
xˆ1R
)2
+ σ2r
] (
1− e−2σ2α
)
eσ
2
α (G.6)
R23R =
1
2
(
xˆ1Rxˆ
4
R
) (
1− e−2σ2α
)
eσ
2
α (G.7)
R33R =
1
2
[(
xˆ3R
)2
+ σ2r˙
] (
1 + e−2σ
2
α
)
eσ
2
α− (xˆ3R)2
+
1
2
[(
xˆ4R
)2
+ σ2c˙
] (
1− e−2σ2α
)
eσ
2
α (G.8)
Since the cross range rate measurement, c˙m, is non-informative, its standard devi-
ation, σc˙, is infinite. One can, however, set the value of σc˙ used in (G.8) based on
an a priori estimate of the standard deviation of target cross range rate to capture
the effect that the cross range rate has on the ability to measure the line of sight
velocity. The remaining components of the measurement noise covariance in the
LOS coordinate system, RR (e.g. R
44
R , R
34
R ), are are set to infinity to capture that
c˙m is non-informative. It is therefore useful to deal with the inverse of RR and
note that for a positive definite covariance matrix,
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
 σ
2
1 ρσ1σ2
ρσ1σ2 σ
2
2


−1∣∣∣∣∣∣∣∣
σ2→∞
=

 (σ
2
1)
−1
0
0 0

 (G.9)
therefore
RR
−1 =


(
R1:3,1:3R
)−1
0
0
0
0 0 0 0


(G.10)
Since the inverse of the direction cosine matrix, D (αm), is its transpose, the
measurement noise covariance for (6.5), Rij, is
Rij
−1 = D (αt)RR
−1D (αt)
′ (G.11)
Since RC
−1 is not invertible, Rij is not available for use in the Kalman filter
gain calculation; one has to use the information form of the Kalman filter. The
determinant of Rij (needed for (6.9) in the calculation of wij using (6.19)) is also
not available, so the determinant of RR is used as a surrogate.
This is a simplification of (35)-(38) in [13]. The simplification is warranted
due to the more accurate measurement in the present manuscript when compared
to the measurement accuracy of [13].
Appendix H
Oakes’ Formula
In [46], a simple explicit formula is given for the observed information matrix. A
summary of Oakes’ work is provided below with the necessary background from
[19].
L (Ψ;Z)=pZ (Z|Ψ)
=
pc (Z,Y|Ψ) pZ (Z|Ψ)
pc (Z,Y|Ψ) (H.1)
where pc (Z,Y|Ψ) is defined after (6.16). Let k (X|Z,Ψ) be the conditional prob-
ability of the complete data, X , given the observed data, Z, namely
k (X|Z,Ψ)=pc (Z,Y|Ψ)
pZ (Z|Ψ) (H.2)
Therefore
L (Ψ;Z)=pc (Z,Y|Ψ)
k (X|Z,Ψ) (H.3)
and
lnL (Ψ;Z)=ln pc (Z,Y|Ψ)− ln k (X|Z,Ψ) (H.4)
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Taking the expectation of both sides with respect to the conditional distri-
bution of X given Z, using the previous estimate Ψ(l) for Ψ gives
lnL (Ψ;Z)=E {lnLc (Ψ;Z,Y) |Z,Ψ(l)}− E {ln k (X|Z,Ψ) |Z,Ψ(l)}
=Q (Ψ;Ψ(l),Z)−H (Ψ;Ψ(l),Z) (H.5)
using (6.17) and where
H
(
Ψ;Ψ(l),Z)=E {ln k (X|Z,Ψ) |Z,Ψ(l)} (H.6)
In [19] the following is shown using Jensen’s inequality,
H
(
Ψ;Ψ(l),Z)≤H (Ψ(l);Ψ(l),Z) (H.7)
for all Ψ in the parameter space. This is fundamental in the proof for EM con-
vergence, and leads to
∇Ψ H
(
Ψ;Ψ(l),Z)∣∣
Ψ=Ψ(l)
=0 (H.8)
Assuming that the expectation with respect to X and differentiation with
respect to Ψ are interchangeable,
E
{∇Ψ ln k (X|Z,Ψ) |Z,Ψ(l)}=0 (H.9)
Also, from equivalent statements of Fisher’s information,
−E {∇Ψ∇TΨ ln k (X|Z,Ψ) |Z,Ψ(l)}=E {∇Ψk (X|Z,Ψ)∇Ψk (X|Z,Ψ)T|Z,Ψ(l)}
(H.10)
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Differentiation of (H.5) with respect to Ψ gives
∇Ψ lnL (Ψ;Z)=∇ΨQ
(
Ψ;Ψ(l),Z)− E {∇Ψ ln k (X|Z,Ψ) |Z,Ψ(l)}(H.11)
By evaluating (H.11) using Ψ(l) = Ψ and noting (H.9), we obtain
∇Ψ lnL (Ψ;Z)=∇ΨQ
(
Ψ;Ψ(l),Z)∣∣
Ψ(l)=Ψ
(H.12)
Differentiation of (H.11) with respect to Ψ gives,
∇Ψ∇TΨ lnL (Ψ;Z)=∇Ψ∇TΨQ
(
Ψ;Ψ(l),Z)
−E {∇Ψ∇TΨ ln k (X|Z,Ψ) |Z,Ψ(l)} (H.13)
Differentiation of (H.11) with respect to Ψ(l) gives,
0=∇Ψ∇TΨ(l)Q
(
Ψ;Ψ(l),Z)− E {∇Ψ ln k (X|Z,Ψ)∇Ψ(l) ln k (X|Z,Ψ)T|Z,Ψ(l)}
(H.14)
where 0 is the appropriately sized null matrix.
Substitution Ψ = Ψ(l) and adding (H.13) and (H.13) results in
∇Ψ∇TΨ lnL (Ψ;Z)=∇Ψ∇TΨQ
(
Ψ;Ψ(l),Z)+∇Ψ∇TΨ(l)Q (Ψ;Ψ(l),Z)(H.15)
This result is used in (6.33), using the Ψ(l) from the last EM iteration for a scan
(i.e. Ψ(L)).
Appendix I
Position Only Cluster Tracker
A simple way to deal the extended nature of the target and the accompanying issue
of multiple measurements per target is to perform centroid group tracking [9]. The
CLUSTEREKF used in Section 6.5 uses the centroid of the measurements after
being converted to Cartesian. For the measurement noise covariance matrix, the
upper two-by-two components of converted measurement error covariance is used,
reduced to account for the number of elements, namely R/N . These measurements
are used in the EKF described in 6.4.4, with the addition of anH matrix to account
for position only measurements.
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