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We consider the interaction of atomic hydrogen with an intense laser field within the strong-field
approximation. By using a Faddeev-like formalism, we introduce a new perturbative series in the
binding potential of the atom. As a first test of this new approach, we calculate the electron energy
spectrum in the very simple case of a photon energy higher than the ionisation potential. We show
that by contrast to the standard perturbative series in the binding potential obtained within the
strong field approximation, the first terms of the new series converge rapidly towards the results we
get by solving the corresponding time-dependent Schro¨dinger equation.
I. INTRODUCTION
The strong field approximation (SFA) and its variants
represent the main theoretical tool for treating the
interaction of an atom or a molecule with a strong laser
field. It is usually referred to as the Keldysh-Faisal-Reiss
(KFR) theory since these three authors contributed
significantly to its development, starting with Keldysh’s
1965 seminal paper in which he introduced the first
model that laid the foundation of our understanding
of laser-atom interactions [1]. This model describes, in
the length gauge, the transition of a one-active electron
atom from an initially unperturbed bound state to a
dressed continuum state while assuming that the excited
states do not play any role. The dressed continuum
state is a Volkov state that describes a free electron
in the presence of the oscillating field. It includes the
electron-field dipole interaction at all orders while
neglecting the Coulomb potential of the residual ion.
Keldysh introduced the so-called adiabaticity parameter
γ = ω
√
2Ip/E where, in atomic units, ω is the photon
energy, Ip the ionisation potential and E the electric
field amplitude. In the limit γ  1, ionisation occurs
predominantly through a tunneling process while for
γ  1, ionisation proceeds by the absorption of several
photons. Much later, Faisal [2] and Reiss [3] developed
an approach based on the S-matrix formalism in the
velocity gauge.
In the strong field regime when γ  1, the usual
perturbation theory in the electric field is not applicable.
Similarly, it is not possible to treat the binding potential
as a perturbation from the beginning since in that case,
we cannot even generate a bound ground state. In the
SFA, the binding potential is dominant until ionisation
occurs whereas the strong oscillating field takes over
after the ionisation [4]. After the ionisation the electron
undergoes a quiver motion driven by the external
oscillating field. Within the S-matrix formalism, the
high-order SFA terms describe the multiple rescattering
of the electron by the ionic core. Note that Faisal’s
S-matrix treatment can be developed also in the length
gauge. In that case, one obtains the Keldysh result at
the first order.
The SFA has provided valuable insight into the phy-
sical mechanisms underlying various processes such as
the ionisation of atoms or molecules by strong infrared
fields and high-order harmonic generation [5, 6] and
even processes involving more than one electron like
non-sequential double photo-ionisation of atoms [7].
However, SFA has a serious flaw : this theory is not
gauge invariant raising the question of a preferable gauge
depending on the physical process under consideration.
Recently, we have reformulated the SFA and have shown
that the SFA and its variants may be grouped into a set
of families of approximation schemes [8]. We introduced
an ansatz describing the electron wave packet as the sum
of the initial state wave function times a phase factor
and a function which is the perturbative solution in the
Coulomb potential of an inhomogeneous time-dependent
equation. It is the phase factor that characterizes a
given family. In each of these families, the velocity
and the length gauge version of the approximation
scheme lead to the same results at each order in the
binding potential. By contrast, irrespective of the gauge,
approximation schemes belonging to different families
give different results at each order thereby proving the
non-existence of a preferable gauge. By looking for a
gauge invariant formulation of his S-matrix approach,
Faisal [9, 10] arrived at similar conclusions.
Our reformulation of the SFA has allowed us to gain
more insight into the validity of the SFA schemes.
We addressed two important questions ; (i) the role of
the Coulomb potential in the final state and (ii) the
convergence of the perturbative series in the Coulomb
potential. We showed that taking the Coulomb potential
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2into account in the final state modifies significantly
the low-energy part of the above-threshold ionisation
spectrum of the ejected electrons. By considering a very
simple but instructive case where the laser frequency is
higher than the ionization potential in atomic hydrogen,
we showed that the perturbative series in the Coulomb
potential diverges. Although this is not a mathematical
proof of the non-convergence of this perturbative series
in the Coulomb potential, it casts some doubt on the
pertinence of the interpretation of some strong field
processes on the basis of the SFA scheme.
Here, we introduce, within the SFA, a new perturba-
tive series in the Coulomb potential of the ionic core.
This is done by using a Faddeev-like reformulation of
the Time-Dependent Schro¨dinger Equation (TDSE). In
this new approach, the excited states are taken into
account allowing, for instance, a possible recombination
of the electron at each rescattering. In order to test
this approach, we treat the same simple case as before
where the laser frequency is higher than the ionisation
potential and calculate the electron energy spectrum.
Our results obtained with the usual SFA approach and
with this new approach, are compared to those we get
by solving numerically the full TDSE. By contrast to
the usual SFA perturbative series which diverges, the
first three terms of the new series give results that are
already very close to TDSE results.
This contribution is organized as follows. In Section
2 we initially briefly review our reformulation of the
SFA. We then describe how we use our new formalism,
inspired by Faddeev’s approach, to generate the new
perturbative series within the SFA. In Section 3 we
present and discuss our results and finally in Section
4 we draw our conclusions and our perspectives on
future directions. Unless stated otherwise, atomic units
combined with the gaussian unit system for the electro-
magnetic field are used throughout this contribution.
II. THEORY
A. Preliminary definitions
Before proceeding with the theory, let us first define
various important quantities. We consider an external
pulsed field linearly polarized along the z-axis and as-
sume that the dipole approximation is valid. The vector
potential ~A(t) and the electric field ~E(t) at a given time
t are defined as follows :
1
c
~A(t) = −b′(t)~e, (1)
~E(t) = b′′(t)~e, (2)
b′(t) =
1
ω0
√
I
I0
sin2(pi
t
T
) sin(ω0t), (3)
where ~e is a unit vector along the polarization axis that
we assume to coincide with the z-axis. ω0 is the field
frequency and I is the pulse peak intensity, I0 = 3.5×1016
W/cm2 being the atomic unit of intensity. The pulse va-
nishes for t ≤ 0 and t ≥ T where T = 2piN/ω0 is the
total pulse duration and N , the total number of optical
cycles within the pulse. It is also convenient to define the
following field related expression :
ζ(t) =
1
2
∫ t
0
dξ[b′(ξ)]2. (4)
In the next sections, we use the so-called causal time-
dependent Green’s function associated to the Coulomb
and the dipole interaction and defined in the confi-
guration space. The causal Coulomb Green’s function
G+c (~r, t;~r
′, ξ) is expressed as,
G+c (~r, t;~r
′, ξ) =
− iθ(t− ξ)
∑
α
ϕ˜α(~r)e
−iεα(t−ξ)ϕ˜∗α(~r
′), (5)
in terms of the Coulombic bound and continuum state
wave functions ϕ˜α(~r). It means that the summation over
α becomes an integral when α refers to continuum states.
The causal Green’s function associated to the dipole in-
teraction is expressed as,
G+d (~r, t;~r
′, ξ) =
− iθ(t− ξ)
∫
d3p
(2pi)3
χ˜g(~r, ~p, t)χ˜
∗
g(~r
′, ~p, ξ), (6)
in terms of the Volkov wave functions χ˜g(~r, ~p, t) in a given
gauge g (g ≡ V for the velocity gauge and g ≡ L for the
length gauge). In the velocity gauge, the Volkov wave
function is :
χ˜V (~r, ~p, t) = e
i(~p·~r−p2t/2+b(t)(~e·~p)−ζ(t)). (7)
The Volkov wave function in the length gauge can be
obtained from the Volkov wave function in the velocity
gauge by applying the usual Go¨ppert-Mayer (V → L)
gauge transformation :
χ˜L(~r, ~p, t) = e
−ib′(t)(~e·~r)χ˜V (~r, ~p, t), (8)
where L and V refer to the length and the velocity gauge
respectively.
B. High-order SFA theory
In a recent paper, we reformulated the general theory
behind the SFA [8]. We summarise here the main results
obtained in order to make the paper self contained. Our
approach which provides a simple and consistent way of
regrouping the different existing SFA based theoretical
schemes is briefly described in this section.
3Depending on the gauge in which we write the TDSE,
we define two families of approximation schemes. Let us
first start with the TDSE in the velocity gauge. We in-
troduce an ansatz to express the electron wave packet in
the velocity gauge :
Φ˜V (~r, t) = e
−iε0tϕ˜0(~r) + F˜1,V (~r, t), (9)
and in the length gauge :
Φ˜L(~r, t) = e
−ib′(t)(~e·~r)−iε0tϕ˜0(~r) + F˜1,L(~r, t), (10)
where ϕ˜0(~r) is the atomic hydrogen ground state wave
function, the energy of which is ε0. The length gauge ex-
pression for the electron wave packet Φ˜L(~r, t) is obtained
by applying the Go¨ppert-Mayer gauge transformation to
Φ˜V (~r, t). As a result, expressions (9) and (10) of the elec-
tron wave packet should lead to the same values of the ob-
servables. The functions F˜1,V (~r, t) and F˜1,L(~r, t) are so-
lutions of an inhomogeneous equation. After substituting
expressions (9) and (10) in the same TDSE we started
with (i.e. in the velocity gauge), we obtain the following
inhomogeneous equation for F˜1,V (~r, t) and F˜1,L(~r, t) :[
i
∂
∂t
+
1
2
4r − ib′(t)(~e · ~∇r) + Z
r
− ζ ′(t)
]
F˜1,V (~r, t) =
= [ib′(t)(~e · ~∇r) + ζ ′(t)]e−iε0tϕ˜0(~r), (11)
and,[
i
∂
∂t
+
1
2
4r − b′′(t)(~e · ~r) + Z
r
]
F˜1,L(~r, t) =
= e−ib
′(t)(~e·~r)[ib′(t)(~e · ~∇r) + ζ ′(t)]e−iε0tϕ˜0(~r). (12)
The second family of approximation schemes is obtai-
ned by starting with the length gauge TDSE. As for the
first family, we introduce an ansatz to express the elec-
tron wave packet in the length gauge :
Φ˜L(~r, t) = e
−iε0tϕ˜0(~r) + F˜2,L(~r, t), (13)
and in the velocity gauge :
Φ˜V (~r, t) = e
ib′(t)(~e·~r)−iε0tϕ˜0(~r) + F˜2,V (~r, t), (14)
After substitution of these two expressions for the elec-
tron wave packet in the length and velocity gauge in the
length gauge TDSE, we obtain the following inhomoge-
neous equations for F˜2,L(~r, t) and F˜2,V (~r, t) :[
i
∂
∂t
+
1
2
4r − b′′(t)(~e · ~r) + Z
r
]
F˜2,L(~r, t) =
= b′′(t)e−iε0t(~e · ~r)ϕ˜0(~r). (15)
and[
i
∂
∂t
+
1
2
4r − ib′(t)(~e · ~∇r) + Z
r
− ζ ′(t)
]
F˜2,V (~r, t) =
= b′′(t)eib
′(t)(~e·~r)−iε0t(~e · ~r)ϕ˜0(~r). (16)
The inhomogeneous equations (11) and (15) can be sol-
ved analytically at order zero in the Coulomb potential,
thereby providing the corresponding wave packet at the
first order. This wave function can then be projected on
the different continuum waves or on bound states. We
can also calculate the norm of the wave function, and,
consequently, the ionisation yield within the SFA.
To conclude this brief description of the theory behind
SFA, we would like to stress the following points :
– The electron wave packets belonging to the same fa-
mily lead by construction to the same result at each
order for the observables. This is not the case for
electron wave packets belonging to different families
where the terms of the perturbative expansion differ
at each order. However, the total sum of all orders
gives the same results irrespective of the family. The
fact that gauge invariance only holds at each order
within a given family shows that it is meaningless
to talk about a preferable gauge. Whether or not
there is a preferable family of schemes, is still an
open question.
– The functions F˜i,g(~r, t) (with i = 1, 2 and g referring
to the gauge) are the solutions of inhomogeneous
differential equations. This means that they have
to be normalized. However, in the limit of very low
ionisation, the norm is approximately one.
– This approach allows one not only to get the
analytical result for SFA electron wave packets,
but it provides also a tractable way to generate
numerically a perturbative series in the Coulomb
potential for the electron wave packet, by solving
iteratively the inhomogeneous equations. This
numerical approach helped us to study in detail the
role the long range of the Coulomb potential in the
output channel and to analyze the convergence of
the perturbative series in one particular case.
The SFA has been very useful to elucidate the me-
chanism underlying various strong field phenomena. In
particular, it allowed to unveil the physical processes that
lead to high-order harmonic generation by atoms exposed
to low frequency fields [6]. However, beside the problem
of the gauge and the possible divergence of the SFA series
expansion in the Coulomb potential which were discus-
sed in [8], there are also questions regarding one of the
basic assumption of the SFA namely the fact that the
role of the excited bound states is normally ignored in
the SFA. It is important to remember that originally,
the SFA was supposed to be valid in the case of nega-
tive ions which involve short range binding potentials.
Perelomov, Popov and Terent’ev (PPT) [11–13] develo-
ped a model based on the approximate solution in the
length gauge of a time-dependent Lippmann-Schwinger
like equation involving a Green’s function similar to Eq.
4(6) in the length gauge, and expressed in terms of the
classical action. For electrons bound by short range po-
tentials, their approach reproduces the Keldysh theory.
In the limit where the Coulomb field can be regarded as
a small perturbation compared to the external field, ef-
fects due to the long range of the Coulomb potential are
accounted for in the classical action. But, it is only re-
cently that a first attempt to include the contribution of
a few excited states within the SFA has been done [14].
Below in our new approach, we treat in a consistent way,
the effect of all excited bound states through the causal
Coulomb Green’s function that enters the Faddeev-like
formalism described in the next section.
C. Faddeev-like formalism
1. General equations
We start with the TDSE without specifying the gauge
for the time being :[
i
∂
∂t
−H(t)
]
|Ψ(t)〉 = 0, (17)
where
H(t) = H0 + Vc + Vd(t). (18)
H0 is the kinetic energy operator, Vc is the Coulomb po-
tential and Vd(t), the dipole interaction potential. The
initial condition is |Ψ(t = 0)〉 = |ϕ0〉 with |ϕ0〉 being
the atomic hydrogen ground state. Taking into account
the fact that we have two potentials, we write, inspired
by Faddeev’s approach, |Ψ(t)〉 = |Ψ1(t)〉 + |Ψ2(t)〉 and
replace Eq. (17) by the two equations :[
i
∂
∂t
−H0
]
|Ψ1(t)〉 = Vc|Ψ(t)〉, |Ψ1(0)〉 = |ϕ0〉,(19)[
i
∂
∂t
−H0
]
|Ψ2(t)〉 = Vd(t)|Ψ(t)〉, |Ψ2(0)〉 = 0,(20)
which can be rewritten as follows :[
i
∂
∂t
−H0 − Vc
]
|Ψ1(t)〉 = Vc|Ψ2(t)〉, (21)[
i
∂
∂t
−H0 − Vd(t)
]
|Ψ2(t)〉 = Vd(t)|Ψ1(t)〉, (22)
with the same initial conditions. By using the Green’s
functions given by Eqs. (5) and (6), we can look for the
solutions of Eqs. (21) and (22) in terms of a perturbative
expansion. At the first order, we have :
|Ψ1(t)〉 = e−iε0t|ϕ0〉+
∫ ∞
0
dξG+c (t, ξ)Vc|Ψ2(ξ)〉, (23)
|Ψ2(t)〉 =
∫ ∞
0
dξG+d (t, ξ)Vd(ξ)|Ψ1(ξ)〉. (24)
Contrary to what was done in the case of the SFA, the
free term in Eq. (23) appears automatically and does
not result from the introduction of any ansatz. Note
that both Green’s functions alternate in the successive
high-order terms. In addition, the presence of the Cou-
lomb Green’s function allows us to include different in-
termediate Coulomb transitions within the perturbative
scheme. In order to compare with the SFA perturbative
expansion in Vc, we write |Ψ(t)〉 at the first order as :
|Ψ(t)〉 =e−iε0t|ϕ0〉+∫ ∞
0
dξG+d (t, ξ)Vd(ξ)|e−iε0t|ϕ0〉+ · · · , (25)
in such a way that the first two terms of the above ex-
pansion coincide with the first order term of the SFA
perturbative expansion.
2. Gauge invariance
In Eq. (18), we have two options for the expression of
the potential Vd(t) depending on the gauge :
V
(V )
d (t) = ib
′(t)(~e~·~∇r) + ζ ′(t), (26)
in the velocity gauge and
V
(L)
d (t) = b
′′(t)(~e · ~r), (27)
in the length gauge. In order to have a gauge invariant
theory for the state vectors |Ψ(V )1,2 (t)〉 and |Ψ(L)1,2 (t)〉,
they should be related through the Go¨ppert-Mayer
transformation. However, the presence of the free term
in Eq. (23) which is the same in both gauges, prevents
this relation to exist.
In order to solve this gauge problem, we show in the fol-
lowing that like in our theoretical treatment of the SFA,
we can define two families of approximation schemes.
Here, we follow ideas of Faisal [9, 10]. Let us first re-
write Eq. (17) in two ways. Starting with the V -gauge,
we write :[
i
∂
∂t
−H0 − Vc − V (V )d (t)
]
|Ψ(V )(t)〉 = 0, (28)
and for the length gauge,[
i
∂
∂t
− (H0 + ∆H(L)(t))− Vc−
−(V (L)d (t)−∆H(L)(t))
]
|Ψ(L)(t)〉 = 0. (29)
Eq. (29) is valid for any ∆H(L)(t). However, if we consi-
der gauge-invariant families, we choose :
∆H(L)(t) = b′′(t)(~e · ~r)− ib′(t)(~e~·~∇r) + ζ ′(t). (30)
Let us write
H
(L)
0 (t) = H0 + ∆H
(L)(t) =
= −1
2
4r + b′′(t)(~e · ~r)− ib′(t)(~e~·~∇r) + ζ ′(t). (31)
5We introduce the velocity and the length form of the
dipole interaction potential in the first family :
V
(V 1)
d (t) ≡ V (V )d (t) = ib′(t)(~e~·~∇r) + ζ ′(t), (32)
V
(L1)
d (t) = V
(L)
d (t)−∆H(L)(t)
= ib′(t)(~e~·~∇r)− ζ ′(t). (33)
We can now write the pair of equations satisfied by the
state vectors |Ψ1,2(t)〉 of the first family. For the velocity
gauge, we have :[
i
∂
∂t
−H0 − Vc
]
|Ψ(V 1)1 (t)〉 = Vc|Ψ(V 1)2 (t)〉, (34)
[
i
∂
∂t
−H0 − V (V 1)d (t)
]
|Ψ(V 1)2 (t)〉 =
= V
(V 1)
d (t)|Ψ(V 1)1 (t)〉, (35)
with the initial conditions :
|Ψ(V 1)1 (0)〉 = |ϕ0〉; |Ψ(V 1)2 (0)〉 = 0.
For the length gauge, we have :[
i
∂
∂t
−H(L)0 (t)− Vc
]
|Ψ(L1)1 (t)〉 = Vc|Ψ(L1)2 (t)〉, (36)
[
i
∂
∂t
−H(L)0 (t)− V (L1)d (t)
]
|Ψ(L1)2 (t)〉 =
= V
(L1)
d (t)|Ψ(L1)1 (t)〉, (37)
with the initial conditions :
|Ψ(L1)1 (0)〉 = |ϕ0〉; |Ψ(L1)2 (0)〉 = 0.
The state vectors |Ψ(L1,V 1)1,2 (t)〉 are gauge partners.
It means that |Ψ(L1)1,2 (t)〉 is obtained by applying the
Go¨ppert-Mayer transformation on |Ψ(V 1)1,2 (t)〉. It is
important to note that the spectrum of the Hamiltonian
in the lhs of Eq. (36) is coulombic. This means that all
spectral Coulomb wave functions (bound and continuum
states) must be multiplied by the L→ V Go¨ppert-Mayer
transformation factor.
To obtain the second family we proceed in the same
way. We write :
V
(L2)
d (t) ≡ V (L)d (t) = b′′(t)(~e · ~r). (38)
The two equations satisfied by the state vectors |Ψ(L2)1,2 〉
in the length gauge, are :[
i
∂
∂t
−H0 − Vc
]
|Ψ(L2)1 (t)〉 = Vc|Ψ(L2)2 (t)〉, (39)
[
i
∂
∂t
−H0 − V (L2)d (t)
]
|Ψ(L2)2 (t)〉 =
= V
(L2)
d (t)|Ψ(L2)1 (t)〉, (40)
with the initial conditions :
|Ψ(L2)1 (0)〉 = |ϕ0〉; |Ψ(L2)2 (0)〉 = 0.
If we define
H
(V )
0 (t) = H0 + ∆H
(V )(t) =
= −1
2
4r − b′′(t)(~e · ~r) + ib′(t)(~e~·~∇r) + ζ ′(t), (41)
the two equations satisfied by the state vectors |Ψ(V 2)1,2 〉
in the velocity gauge, are :[
i
∂
∂t
−H(V )0 (t)− Vc
]
|Ψ(V 2)1 (t)〉 = Vc|Ψ(V 2)2 (t)〉, (42)
[
i
∂
∂t
−H(V )0 (t)− V (V 2)d (t)
]
|Ψ(V 2)2 (t)〉 =
= V
(V 2)
d (t)|Ψ(V 2)1 (t)〉, (43)
with the initial conditions :
|Ψ(V 2)1 (0)〉 = |ϕ0〉; |Ψ(V 2)2 (0)〉 = 0, (44)
where,
V
(V 2)
d (t) ≡ V (V )d (t)−∆H(V )(t)
= V
(L)
d (t) = b
′′(t)(~e · ~r). (45)
As in the previous case, The spectrum of the Hamil-
tonian in the lhs of Eq. (42) is Coulombic so that all
spectral Coulomb wave functions must be multiplied by
the V → L Go¨ppert-Mayer gauge transformation factor.
It is important to stress that within the same family,
|Ψ(t)〉 evaluated in the length or the velocity gauge leads
to identical results at each order for any observables.
By contrast, if we compare observables calculated from
|Ψ(t)〉 evaluated in each family, we obtain different re-
sults at each order but the summation of the all order
contributions leads to identical results.
III. RESULTS AND DISCUSSIONS
We consider the interaction of atomic hydrogen with a
4-cycle linearly polarized sine squared pulse of frequency
ω = 0.7 a.u. and peak intensity I = 1014 W/cm2.
We calculate the electron energy spectrum along the
polarization axis. We have calculated the electron wave
packet after the end of the interaction until the third
order both within the SFA and with our Faddeev-like
treatment and compared our results with the solution of
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Figure 1. Electron spectrum along the polarization axis re-
sulting from the interaction of atomic hydrogen with a li-
nearly polarized 4-cycle sine square laser pulse of frequency
ω = 0.7 a.u. and peak intensity I = 1014 W/cm2. The results
we get with the usual high-order SFA approach are compared
to those, shown in the insert and obtained with our high-order
SFA based Faddeev-like treatment. The vertical scale in the
insert is 10 times smaller than the vertical scale of the main
figure.
the TDSE.
The SFA results for the electron energy spectrum
have already been presented in [8] for the same field
parameters. They are shown in Fig. 1 for comparison
with the results based on our Faddeev-like treatment.
For our SFA calculations, we used the first family
of SFA schemes and the velocity gauge. We solved
iteratively Eq. (11) by using a second order implicit
Runge-Kutta method until up to the 15th order in the
Coulomb potential. The results for the electron energy
spectrum are shown until the third order in Fig. 1.
They are obtained by projecting the first three orders
of the SFA electron wave packet on Coulomb functions.
We see in Fig. 1 that the first order SFA result is of
the same order of magnitude as the TDSE result but
shifted towards lower energies and with an amplitude
20% lower (see the full blue curve on the smaller scale
in the insert). We also observe that the inclusion of
the second order contribution in the Coulomb potential
leads to a result that is about 10 times higher than the
first order result. The spectrum keeps increasing if we
include the third order contribution. It is important to
note that the full electron wave packet is systematically
normalized to one at the end of the time propagation.
Furthermore, by calculating high-order contributions to
the SFA electron wave packet, we showed in [8] that
the SFA perturbative series in the Coulomb potential
actually diverges which manifests by the fact that
the ionisation probability tends rapidly to one after
the inclusion of about 13 orders in the perturbative series.
We now compare the SFA results with those obtained
with our Faddeev-like treatment. In these calculations,
we used the first family and the velocity gauge so that
at the first order, our result coincides with the first order
of the SFA treatment. In our Faddeev-like treatment, the
second and third order contribution to the electron wave
packet |Ψ(t)〉 is obtained by solving iteratively Eqs (34)
and (35) by using the same second order implicit Runge-
Kutta method as in the case of the SFA. It is striking to
see in the insert of Fig.1 that, within our Faddeev-like
treatment, the inclusion of the second order contribution
is sufficient to reproduce accurately the full TDSE re-
sults. Furthermore, the third order contribution is very
small while modifying, only very slightly the second order
spectrum around the maximum at 5 eV. This excellent
agreement indicates that taking into account the exci-
ted bound states is crucial if we want to build, within
the SFA, a series expansion in power of the Coulomb po-
tential. For the present field parameters where the ionisa-
tion process is dominated by a one-photon transition, the
usual SFA results, i.e. the first order term of the stan-
dard SFA expansion describes relatively well this one-
photon transition. However, the SFA high-order terms in
the Coulomb potential lead to wrong results. Such terms
describe electron scattering by the nucleus while neglec-
ting the possibility of recapture into a real or virtual ex-
cited bound state. It is precisely such a process which is
well described by our Faddeev-like treatment due to the
presence of the causal Coulomb Green’s function in the
high-order terms.
IV. CONCLUSIONS AND PERSPECTIVES
In this contribution, we have studied within the SFA,
the interaction of atomic hydrogen with an intense laser
pulse. Our objective was to build, for the electron wave
packet, a series expansion in power of the Coulomb
binding potential accounting for all excited states. We
showed that this can be done in a consistent way within
a Faddeev like formalism. In order to test this new
approach, we considered the very simple case of a short
laser pulse of frequency ω = 0.7 a.u. and evaluated
the electron energy spectrum along the polarization
axis from the electron wave packet calculated until the
third order. Our results have been compared to those
obtained by using the standard SFA power expansion
and by solving the TDSE. In contrast to the results
obtained by using the standard SFA power expansion
for the electron wave packet which is known to diverge,
our results obtained with our Faddeev-like formalism
converge rapidly towards the TDSE results.
We wish to extend this approach, in particular, to lower
frequencies in the adiabatic regime. The present approach
seems ideal to assess the pertinence of the recombination
mechanism (frustrated tunneling) which has been propo-
7sed to explain the significant populations of excited states
observed in the interaction of helium with a strong infra-
red pulse [15]. Numerically however, this calculation is
much more demanding because more higher-order terms
are expected to be needed to reach convergence.
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