INTRODUCTION
buffer amplifiers. Lightweight hearing aid wires (2-3 m) connected these to a preamplifier 147 (gain of 1000), and to the filters and amplifiers of the recording system (Axona, St. Albans, 148 UK) . Signals were amplified (x15000-40000), high pass filtered (360 Hz), and acquired 149 using software from Axona Ltd (St Albans, UK). Each channel was continuously 150 monitored at a sampling rate of 48 kHz. Action potentials were stored as 50 points per 151 channel (1 msec; 200 µsec pre-threshold; 800 µsec post-threshold) whenever the signal 152 from any of the prespecified recording channels exceeded a threshold set by the 153 experimenter for subsequent off-line spike sorting analysis. Data were excluded if any drift 154 was detected. Before each experimental session, tetrodes were screened for neuronal 155 activity. Once spikes could be well isolated from background noise, the experimental 156 protocol started.
recording with reward delivery after each stimulus pair was presented. The aim of the idle 174 stages was to compare the neuronal responses while the idle animal heard stimuli 175 presentation with respect to the engaged brain state during task performance. Later, the 176 animals were trained to poke their noses into the center socket, which immediately 177 triggered the onset of two identical stimuli (80dB, 5322 Hz, 50 ms duration). The animals 178 had to remain in the center socket till the end of the stimuli presentation. They had to 179 discriminate whether the two stimuli were separated (from the end of stimulus 1 (S1) to 180 beginning of stimulus 2 (S2)) by 150 or 300 ms. This required a left or right poke 181 respectively, in order to get the water reward. In the behavioural task, false alarms (poking 182 in the opposite side) or early withdrawals (withdrawal before stimuli termination) were 183 punished with a 3 s time out and a white noise (WAV-file, 0.5 s, 80 dB SPL). All trials 184 during task performance were self-initiated by the animals. During the "initial-idle" and 185 "idle-post" recordings the animals freely moved around the recording box (with occuded 186 sockets) while listening to stimuli presentation. Finally, in the last idle recording stage 187 (idle+reward), the left and right sockets were occluded while not the central one, where the 188 animal repeatedly entered and received a water drop 0.3 s after having listened to the same 189 stimuli as in the engagement stage. Note that there was movement in all phases of the 190 experiment, either towards the sockets or around the cage. 191 earphone holders, chronically attached to the animal skull with dental cement. The 197 earphones were adjusted inside the ear with silicone tips with a separating distance of 1 mm 198 from the ear canal. Similarly sound calibration was performed inside the acoustic isolation 199 box with a microphone (MM1, Beyerdynamic) placed 1 mm away from the earphone and 200 using a preamplifier (USB Dual Pre, Applied Research and Technology). The sound stimuli 201 during idle and engaged recording stages had a duration of 50 ms, with an intensity of 80 202 dBs SPL pure tones of 5322 Hz, and a 6 ms rise/fall cosine ramps. It was identical for both 203 the first and second stimulus. Interstimuli intervals were 150 or 300 ms and both had the 204 same amount of trials . Similarly, the total number of correct trials in the 205 engagement stage was the same as in the idle one . The intertrial interval also had 206 a similar duration in the engagement and idle stages (2-3 s). 207 208 Data Analysis. Cluster cutting (isolating single units from the multiunit recording data) 209 was performed using an Off-Line Spike Sorter (OFSS, Plexon). Waveforms were sorted as 210 in (Abolafia et al. 2011b To estimate the information content carried by the neuron's firing rate, we 243 performed Mutual information (MI) analysis, which measures the strength of association 244 between two variables, in our case "spike rate" and "category of ISI (ISI)". The MI was 245 calculated as: 246
Where "s" is spike rate and "r" is category of the ISI (either short or long), 248 and p (s), p (r) are the marginal distributions and p (s, r) the joint distribution. The MI has a 249 zero value if the two variables are independent. Our calculations were based on frequency 250 estimates of the probabilities p (r,s), p (s), and p (r) by using spike counts in 50-ms time 251 windows during each stimulus presentation. We estimated the value of the MI by using the 252 direct method for the MI estimate and the (Panzeri et al. 1996) method for the bias 253 correction since the computation of the information content is subject to statistical errors 254 given that the MI is based on the estimation of probabilities. This method corrects for the 255 bias by means of decomposing the mutual information in different factors and then 256 removing the ones affected by the bias or noise. 257
In order to establish the significance of the estimated MI we applied the surrogates 258 method (Schreiber and Schmitz 2000) . We tested if the estimated MI significantly rejected 259 the null hypothesis, i.e. non information content (I(r;s)=0). We tested this null hypothesis 260 by generating 1000 surrogates of the spike activity during stimulus duration, which by 261 construction should not contain information. Thus, each surrogate is generated by shuffling value and we compared all these bootstrapped information values with the real value of the 264 original data. We calculated the statistical significance of the estimated MI by computing 265 the area in the null hypothesis distribution (MI of the surrogate) below the MI value 266 corresponding to the original data. We considered that if the area of the null hypothesis was 267 larger than 85% of the total area, the estimated MI value of the original data was 268 significant. This critérium means that the Null hypothesis (no significant MI) can be 269 rejected with a 85% probability, i.e. the estimated MI is significant at 0.15 level (p<0.15). 270
Let us note that even for a smaller p-value of 0.05 still 7 neurons passed the test. 271
Nevertheless, we took a p-value of 0.15 in order to increase the amount of neurons that 272 passed the test and have a more reliable statistics. All the calculated MI values for both 273 original data and surrogates were bias corrected using this method. Our objective was to study the effects of task-engagement not only on auditory 288 evoked responses during correct trials but also during the interstimulus interval (ISI). In 289 order for these intervals without stimulation to be behaviourally relevant, we designed an 290 interval-discrimination task where the rat had to go to the left (or to the right) depending on 291 the duration of the interval between stimuli (Fig. 1B) . The experimental procedure 292 consisted of a sequence of different recording stages with a total duration of 2.5 hr (Fig. 293 1A) . Two idle recording stages, "initial-idle" and "idle-post" were recorded before and after 294 the task-engagement, respectively. During the task, the animals had to enter in the central 295 socket which triggered the presentation of two identical stimuli separated by an ISI of 150 296 or 300 ms (Fig. 1B) . The rats had to categorize the two different ISIs, 150 and 300 ms, by 297 going to the left or to the right, and nose poking in order to obtain a reward. The last stage 298 was the "idle+reward" recording stage where the animals were rewarded in the center 299 socket independently of the stimuli being presented (Fig. 1A) . The aim of these recording 300 sequences was to track the activity of a single unit, and compare response patterns between 301 engaged versus idle brain states. The three idle stages (initial-idle, idle-post and 5.3kHz), ISIs (150 and 300 ms) and intertrial intervals (2 to 3 s) as the task-engagement 304 stage. As soon as the animals reached 70% of behavioural performance (Fig. 1C ,E), they 305 were implanted. After the last recording we obtained a psychometric curve to further 306 evaluate the perceptual and behavioural effects of the short and long ISIs being presented to 307 the animal during the behavioural task. During the psychometric curve the short ISI 308 (150ms) became longer, while the long ISI (300ms) became shorter, allowing us to test the 309 perceptual threshold of ISI discrimination ( There was a trend for the average adaptation to the second stimulus to be lower in the 322 engaged than in the idle state (n=10), although the difference was not statistically 323 significant (p=0.23 and p= 0.37 for short and long ISIs respectively; Wilcoxon; Fig. 2C ). In Next we studied whether engagement altered neuronal response variability in the 326 auditory cortex of the behaving animal. We calculated the Fano factor (Ff) (spike-count 327 variance divided by spike-count mean) in order to test how neuronal variability changes 328 during and after stimulus-evoked responses as a function of the behavioural state of the 329 animal. The Ff was calculated on a trial by trial basis. Since the evoked auditory responses 330 were mostly phasic we found that 10 ms bins showed the best time resolution and reflected 331 the most accuretly the changes in variability. 332 Figure 3 shows, for two single units (A,B and C,D), the average Ff variation for 333 short (A,C) and long (B,D) ISIs, and for the engaged state (red) versus idle states (blue). A 334 significant reduction (see Methods) in Ff during task-engagement can be observed during 335 stimulus presentation (S1 and S2) for short ( Fig. 3A) and long ( Fig. 3B ) ISIs with respect to 336 the idle ones. A second neuron with a prominent offset response is illustrated in (Fig. 3C , 337 D). This neuron had a reduction in Ff during the response onset and offset during 338 engagement with respect to the idle state. 339
Not only the variability in responses to stimuli was decreased during engagement 340 but also during the ISI. Accordingly, neuronal activity during the ISI (Fig. 3A, B ) showed a 341 reduced variability during task-engagement for short and long ISIs when compared to the 342 idle state. Furthermore, we found that during the spontaneous activity period preceding a 343 stimulus presentation (200 ms), there was a marked decreased variability in the engaged 344 compared to the idle state of the animal (Fig. 3A-D) . In most cases, a significant reduction 345 of neuronal activity variability during engagement was observed (n=14; p=0.01 346 (Wilcoxon)) ( Fig. 3E-F ), while the opposite was only observed in one neuron. Statistical in the engaged state vs that in initial idle (p<0.008) or idle-post (0.008). However, there 349 was no significance (p<0.7) when the two idle states were compared. 350
Out of these fourteen neurons with significantly modulated Ff during engagement, 351 nine neurons showed a reduction of variability in the 200 ms preceding a stimulus 352 presentation, while eight neurons showed a reduction of variability during the ISI. In all, we 353 observed a significant reduction of variability along the trial duration for all studied 354 neurons during engagement as compared to the idle brain state, and this was enhanced 355 during stimuli presentation. 356
It has been shown by other authors that Ff is not contingent on the firing rate 357 (Churchland et al. 2010; Kara et al. 2000; McAdams and Maunsell 1999; Mitchell et al. 358 2007). We also tested this and, for that purpose, we selected bins with similar firing rate 359 (<5% difference) from engaged and idle trials. We plotted for each selected bin the Ff value 360 in the idle versus in the engaged state for each neuron (n=14; see Fig. 4A-B ). Bins were 361 matched according to the same time location of the trial in the different brain states (Fig. 362 4A) and also to different time location ( Fig. 4B ). Figure 4 shows that most of the values 363 remain above the x/y main diagonal, indicating that Ff values are larger in the idle than in 364 the engaged state than what would be expected by a change in firing rate. We also 365 computed the mean distance of the values with respect to the x/y main diagonal, which 366 reflects the difference between the Ff-idle and Ff-engaged. We found that the positive 367 values of the differencewas 0.14 (std: 0.05) and 0.09 (std: 0.07) (A and B, respectively) 368 while for negative values was 0.08 (std: 0.06) and 0.05 (std: 0.03) (A and B, respectively). 369
Thus the Ff is nearly 2 times larger in the idle compared to the engaged state, and therefore 370 a decrease in Ff during engagement is not a mere artefact of an increase in firing rate. respectively) while the ones below are 36% and 32% (A and B, respectively). Finally, we 373 compared the statistical significance (Wilcoxon) between the values above and below the 374 x/y main diagonal (i.e. engagement vs idle). We found no statistical significance for Fig.  375 4A (p<0.3) while the opposite was found in Fig. 4B (p<0.00) possibly due to the increased 376 number of values in the later. Thus from this section we conclude that during engagement 377 there is a reduction in variability. In order to evaluate if this decrease in Ff is associated 378 with an increased encoding capability we proceeded to use information theory to estimate 379
Mutual Information (MI). 380 381 Mutual information is increased during engagement 382 MI analysis has been previously used to estimate the information content present in 383 spike trains generated by neurons from the auditory cortex in both anesthetized (Lu and 384 Wang 2004; Nelken et al. 2005 ) and awake animals (Kayser et al. 2009 ). Here, we 385 performed the MI analysis to find out whether single units in auditory cortex of the awake 386 behaving animal encode information related with interval-discrimination of auditory 387 stimuli. In our interval-discrimination task, the animals had to decide whether two identical 388 stimuli were separated by 150 or 300 ms. In that task, the key stimulus that determines if 389 the ISI category is "short" or "long" is the second one. MI between the variable "spike 390 count" and the variable "ISI category" (150 or 300 ms), was calculated. Hence, we 391 compared the MI value in the response to the first stimulus versus that to the second 392 stimulus, in both idle and engaged states. 393
In order to compute the MI value we used here the bias corrected method of 394 (Panzeri et al. 2007 ) as described in our methods section. Furthermore, in order to evaluate 395 the statistical significance of these MI values we used the surrogates method (see also and Chechik 2007) we found necessary to use 50 ms bins which comprised the stimulus 398 duration (S1/S2). MI was calculated in twenty-one neurons with an average firing rate 399 during the 50 ms duration of the auditory stimulus (S1) that was significant as defined in 400 the methods section. Of these twenty-one neurons 10 successfully passed the surrogates test 401 of the spike count during S2 in the engaged brain state. One example neuron of these 10 is 402 shown in Fig. 5A , showing a raster plot and peristimulushistogram (PSTH), for 403 interstimulus intervals of 150 ms and 300 ms. In this case, MI values were higher during 404 the response to S2 than to S1 in the engaged state (S2:0.016; S1:0.0), while it was not in the 405 initial-idle stage (S2:0.0; S1:0.0), idle-post (S2:0.0; S1:0.0) or idle+reward (S2:0.0004; 406 S1:0.0). Furthermore, we tested the surrogates significance of these MI values and we 407 found that in the engaged estate the MI value during S2 significantly (0.007) passed the 408 surrogates test. 409
Mean MI values during responses to S1 vs S2 stimuli (N=10) in the initial-idle 410 (S2:0.007), idle-post (S2:0.005) and idle+reward (S2:0.010) were lower than in the engaged 411 state (S2:0.028) (see Table 1 ). Even though these MI values could be interpreted a rather 412 low, similar MI values have been found in the auditory cortex (Brasselet et al. 2012) . The 413 surrogate test was only passed in the engaged brain state and these results suggest that the 414 engaged state carries more information than the first one. 415
Statistical comparisons (Wilcoxon) of the MI were also performed between S1 and 416 S2 for each brain state (see Table 1 ). We observed significant differences between MI 417 values during S1 and S2 in engagement while not during the idle brain states (see Table 1 ). compared with the idle states. Therefore, information content of spike trains evoked by 421 auditory responses is augmented during the engagement in an interval-discrimination task 422 A response profile of another example neuron showing an "onset-offset" pattern is 423 illustrated in Fig. 6A and B . In this case, spontaneous activity is increased during the time 424 interval preceding stimulus presentation during task-engagement. The MI value in the 425 response to S2 was 0.0465, with a surrogate significance of 0.002, during task-engagement, 426 while MI value was lower during the idle ones (initial-idle: 0.0001; idle-post: 0.0065; 427 idle+reward: 0.0001) ( Fig. 6C, left ). This neuron further shows that the engaged state of 428 animals has an effect on the information content in spike trains evoked by behaviourally-429 relevant stimuli. 430
We also explored the information contained in the offset responses evoked once the 431 stimulus was terminated. Seven neurons showed offset responses to auditory stimulation, 432 while four of them showed additionally onset responses (e.g. Fig. 6A, B) . MI during the 433 offset response component was calculated after S2 termination in those neurons that were 434 classified as "onset-offset" or "offset" (n=7). We analyzed MI during a time window of the 435 same duration as the one used to calculate MI during stimuli presentation (50 ms). The 50-436 ms window was taken around the peak of the offset response (25 ms before and after the 437 peak) of S2. MI values of the population mean of offset neurons (Fig. 6C; right) were 438 significantly higher in the engaged state (0.0310) as compared with the idle (initial-439 idle:0.0021; idle-post:0.0017; idle+reward: 0.0067) as evidenced with the surrogate test 440 (see Table 1 ). In order to test the significance of that MI values statistical comparisons 441 (Wilcoxon) of the MI were again performed between S1 and S2 for each brain state (see 442 Table 1 ). As in the other case we observed significant differences between MI values 443 during S1 and S2 in engagement (0.0468) while not during the idle brain states (see Table a significant difference of MI in S2 during engagement as compared with the idle states 446 (see Table 1 ). These results suggest that offset neuronal response after S2 termination not 447 only carries information, but carries a similar amount of information about the category of 448 the ISI carried by the one of the responses of onset neurons during S2 presentation. 449 450 451 Using this procedure, we generated, for a given α and for two fixed values of the rate 485 parameter, denoted r 1 and r 2 , two spike count distributions, f r1, α (N) and f r2, α (N), and 486 computed the MI between the parameter r and the N, MI((Abeles et al.);{N}). In our case r 1 487 corresponds to the mean firing rate during S2 in short ISI trials while r 2 corresponds to the 488 mean firing rate during S2 in long ISI trials for a certain neuron. According to Ff=1/α, we 489 varied α between 0.3 and 1.1, while keeping r 1 and r 2 fixed. Then we calculated the MI for 490 the pair (r 1 , r 2 ), for all the α, between the stimulus and the response. This procedure was 491 repeated 1000 times in order to estimate the error. As shown in Fig. 7C, We studied neuronal responses in rat auditory cortex during a decision-making task 504
where intervals between auditory stimuli were categorized. Neuronal responses during and 505 after evoked activity were compared in engaged versus idle states. Their firing rate, mutual 506 information and variability were also quantified. Out of eighty six neurons recorded in the 507 auditory cortex of the awake freely moving rat, auditory responses were evoked in forty 508 nine neurons, a proportion similar to that in (Hromadka et al. 2008 ). We refer to task-509 engagement since we consider that the animal needs to be engaged to do the task correctly. 510
However, during trials of engagement we cannot rule out the participation of other 511 mechanisms like expectation (Jaramillo and Zador 2011). We found that neuronal firing 512 rate during engagement was more often up than down-regulated during auditory responses. 513
We cannot rule out a bias of extracellular recordings towards more active neurons, 514 influencing our observed impact of task-engament on the firing rate. Ongoing activity 515 recorded in the intervals in between auditory stimuli during the same task is in some cases 516 also significantly modulated by engagement, being usually increased (Abolafia et al. 517 2011a) . A prominent decrease in neuronal variability during both sensory-evoked and non-518 evoked activity was detected during engaged versus idle listening. Finally, information 519 content in auditory-evoked spike trains was higher in engaged than in idle states, in 520 particular in those evoked by the task-relevant stimulus. 521
In general, Fano factor reduction can be associated with incremented encoding 522 capabilities only under strong assumptions. Indeed, a neuronal network can have a very low 523
Fano factor (almost identical spike trains in multiple trials), but zero coding precision 524 (identical spike trains for multiple stimuli). We showed that, in our case, the reduction of the Fano factor is indeed directly associated with an increment of the encoding/processing 526 of the discrimination capability evidenced in the behavioural response. Furthermore, mutual 527 information is more powerful because it is defined by the measurement of different sources 528 of variability, namely an entropy term that characterizes the neuronal variability in general, 529 and another "conditional" entropy that measures the specific variability observed for a 530 given condition (or behavioural response). Let us note, that the increase of MI observed is 531 not only due to a decrease of the conditional entropy term but to the combination of both, 532 total response entropy, and conditional noise entropy terms. Indeed, the total response 533 entropy term increases too, so that the increased information acts synergistically with 534 changes in the neural representation. In order to complement this view we also studied the 535 direct reduction of the variability per se. We thus studied the Fano factor reduction for a 536 specific condition. Ff is particularly useful because, contrary to the mutual information, it 537 can be computed in small sliding windows during the whole trial. Indeed, by doing this, we 538 were able to show for the first time that a reduction of variability is observed in the absence 539 of external stimulation (between the stimuli) but also in a relevant time region. 540
In our study, we have demonstrated that the reduction of variability (Fano factor) 541 observed during stimulus presentation (including the interval between both stimuli), in 542 particular the larger reduction due to engagement, is in fact associated with increased 543 encoding capabilities for discrimination. We show this by complementing the Fano factor 544 variability measurement with a direct information-theoretical measurement of encoding 545 capabilities via mutual information between neuronal activity and behavioural responses. 546 547
Firing variability of single units in auditory cortex
Sensory processing during the processing of task relevant information has been 549 linked to enhanced responses (Atiani et al. 2009; Blake et al. 2006; Fritz et al. 2005) and 550 also to decreased ones (Otazu et al. 2009 ). Moreover, evoked responses in primary auditory 551 cortex can be modulated as a result of temporal expectation (Jaramillo and Zador 2011). Earlier studies have suggested that a decline in response variability is a widespread 560 phenomenon in the cortex that spans different areas, animal species, and that always occurs 561 to the onset of stimuli presented, irrespective of the brain state of the animal (Churchland et 562 al. 2011; Churchland et al. 2010; Shadlen and Newsome 1998; Sussillo and Abbott 2009) . 563 Furthermore, the neuronal variability over trials declines in particular in situations where 564 the encoded information serves to guide behaviour (Churchland et al. 2011; Churchland et 565 al. 2010; Churchland et al. 2006; Hussar and Pasternak 2010) . This has been experimentally 566 demonstrated in recorded neurons of the visual area V4 (Cohen and Maunsell 2009; 567 Mitchell et al. 2009 ) in the context of an attentional paradigm. In these studies it has been 568 shown that the mean-normalized variance (Fano factor) of the spiking activity is reduced by 569 attention, consequently increasing the sensitivity of neurons towards relevant aspects of 570 stimuli. Neuronal response variability may also depend on the type of neuron, i.e. narrow or 571 broad spiking (Mitchell et al. 2007) , while some authors suggest that the attentional effects Moreover, stimulus-induced trial-to-trial variability may be explained by the same 574 dynamics of ongoing spontaneous activity (Curto et al. 2009 ). Our results suggest that the 575 external stimulation or the behavioural requirements of an interval-discrimination task 576 stabilize the dynamics in a controlled way such that neuronal variability is reduced. Thus, 577 the signal-to-noise ratio is increased, yielding the basis for an improved encoding of the 578 stimulus information. 579
The possible dependence of Ff on firing rate deserves to be considered. It has been 580 suggested that a reduction in neuronal response variability could be correlated with an 581 increase in firing rate (Churchland et al. 2010; Kara et al. 2000; McAdams and Maunsell 582 1999; Mitchell et al. 2007) . Some studies have shown that decreased variability is not due 583 to an increase in firing rate (Churchland et al. 2010 ). In our current study, we find that in 584 bins where the firing rate was equal between the idle and engaged states, variability was 585 still reduced in the later (Fig. 3) . This is consistent with the result reported by (Mitchell et 586 al. 2007 ) in visual cortex (V4), where lower variability during engagement was observed 587 when bins with equal firing rate were compared. 588 589
Information content in single units of auditory cortex 590
Quantification of information content in spike patterns has provided important 591 insights in the understanding of key features of sensory processing (Chechik et al. 2006; 592 DeWeese et al. 2003; Gehr et al. 2000; Imaizumi et al. 2010; Kayser et al. 2009; Lu and 593 (Furukawa and Middlebrooks 2002) when repetitive stimulation is presented to 597 anesthetized animals. Similarly, (Kayser et al. 2009 ) quantified the information present in 598 temporal spike patterns and the phase of population firing, suggesting that these combine 599 information for encoding natural sounds in the auditory cortex. Therefore, the combination 600 of different neuronal codes could enrich auditory stimuli representation, and increase 601 robustness against noise. Looking into the mutual information between the stimulus and 602 neuronal response, (Kayser et al. 2010) suggested that spike precision enhances the 603 encoding of information about extended complex sounds. Also, information can be carried 604 by spike timing in case of sparse acoustic events, while firing rate-based representations 605 encode rapidly occurring acoustic events (Lu and Wang 2004) . 606
The study of auditory activity during a task where a monkey compared the relative 607 frequency of two auditory stimuli showed that stimulus-locked responses, and in particular 608 firing rate, only correlated with performance during stimulus presentation (Lemus et al. 609 2009 ). This was not the case though during delay periods, as it would be the case if it was 610 related to working memory or decision making. The authors suggested that the auditory 611 cortex may serve to encode information of sensory stimuli, mostly by means of firing rate, 612 with no cognitive function related to decision making or memory. Our analysis shows that 613 MI is particularly enhanced to the relevant stimulus during task-engagement, although we 614 do not definitely demonstrate its association to performance. Altogether, we think that this 615 is an evidence of the role of auditory cortex in temporal discrimination during a decision 616 making task, even when its origin may be a top-down influence. The auditory stimuli (50ms; 80dB; 5322Hz), ISI (150 and 300 ms), intertrial interval (2-3 s) 809 and trial repetitions (180) were the same in each recording stage. The following stage was 810 the behaviourally relevant one. Next, there was again a "idle-post" recording identical to 811 the "initial-idle" one, and another idle recording but now followed by a reward after each 812 pair of stimulus presentation. The total duration of the recording protocol was 2.5 hours. B. 813
In the interval-discrimination task the rat entered in the central socket and two identical 814 stimuli (50ms; 80dB; 5322Hz) were presented through earphones. 150 or 300 ms ISI 815 indicates left or right reward delivery, respectively. C. Animal 1 performance (correct trials 816 (%)) against days of training. Dashed line indicates beginning of recorded sessions. D. 817
Psychometric curve of performance for pairs of intervals differing between 2 and 150 ms. 818 within the same session. Performance improved as the difference between both ISIs (ms) 819 increased, while discrimination became more difficult for highly similar intervals. E-F. 820 Same as C-D but for animal 2. Animal 1 and 2 were trained before implanting microdrives 821 with tetrodes. Learning performance in animals 1 and 2 shown in C-F corresponds to short 822 and long ISIs appearing at random trials. 823 824 Figure 2. Firing rate during the interval-discrimination task in different brain states. 825
A. Raster and persistimulus histogram (PSTH) of an example neuron for different brain 826 states. The frequency response histogram (bottom) using 10-ms bins and the spikes raster 827 plot (top) for 180 trials. A response peak can be observed at the onset of stimuli (50 ms; 80 
