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Abstract
For each compact almost Kahler manifold (X,ω, J) and an element A of H2(X ;Z), we de-
scribe a natural closed subspace M
0
1,k(X,A; J) of the moduli space M1,k(X,A; J) of stable
J-holomorphic genus-one maps such that M
0
1,k(X,A; J) contains all stable maps with smooth
domains. If (Pn, ω, J0) is the standard complex projective space, M
0
1,k(P
n, A; J0) is an irre-
ducible component of M1,k(Pn, A; J0). We also show that if an almost complex structure J
on Pn is sufficiently close to J0, the structure of the space M
0
1,k(P
n, A; J) is similar to that
of M
0
1,k(P
n, A; J0). This paper’s compactness and structure theorems lead to new invariants
for some symplectic manifolds, which are generalized to arbitrary symplectic manifolds in a
separate paper. Relatedly, the smaller moduli space M
0
1,k(X,A; J) is useful for computing the
genus-one Gromov-Witten invariants, which arise from the larger moduli space M1,k(X,A; J).
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1 Introduction
1.1 Background and Motivation
Gromov-Witten invariants of symplectic manifolds have been a subject of much research in the
past decade, as they play a prominent role in both symplectic topology and theoretical physics.
In order to define GW-invariants of a compact symplectic manifold (X,ω), one fixes an almost
complex structure J on X, which is compatible with ω or at least is tamed by ω. For each class
A in H2(X;Z) and a pair (g, k) of nonnegative integers, let Mg,k(X,A;J) be the moduli space of
(equivalence classes of) stable J-holomorphic maps from genus-g Riemann surfaces with k marked
points in the homology class A. The expected, or virtual, dimension of this moduli space is given by
dimg,k(X,A) ≡ dimvir Mg,k(X,A;J) = 2
(〈c1(TX), A〉 + (n−3)(1−g) + k),
if the real dimension of X is 2n. While in general Mg,k(X,A;J) is not a smooth manifold, or even
a variety, of dimension dimg,k(X,A), it is shown in [FuOn], [LT], and in the algebraic case in [BeFa]
that Mg,k(X,A;J) determines a rational homology class of dimension dimg,k(X,A). In turn, this
virtual fundamental class of Mg,k(X,A;J) is used to define GW-invariants of (X,ω).
We denote by M0g,k(X,A;J) the subspace of Mg,k(X,A;J) consisting of the stable maps [C, u]
such that the domain C is a smooth Riemann surface. If (Pn, ω;J0) is the n-dimensional complex
projective space with the standard Kahler structure and ℓ is the homology class of a complex line
in Pn,
M0g,k(P
n, d) ≡M0g,k(Pn, dℓ;J0)
is in fact a smooth orbifold of dimension dimg,k(Pn, dℓ), at least for d≥ 2g−1. In addition, from
the point of view of algebraic geometry, M0,k(Pn, d) is an irreducible algebraic orbivariety of di-
mension dim0,k(Pn, dℓ)/2. From the point of view of symplectic topology, M0,k(Pn, d) is a compact
topological orbifold stratified by smooth orbifolds of even dimensions and M00,k(P
n, d) is the main
stratum of M0,k(Pn, d). In particular, M00,k(P
n, d) is a dense open subset of M0,k(Pn, d).
If g ≥ 1, none of these additional properties holds even for (Pn, ω, J0). For example, the moduli
spaceM1,k(Pn, d) has many irreducible components of various dimensions. One of these components
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Figure 1: The Domain of an Element of M31,k(P
n, d)
contains M01,k(P
n, d); we denote this component by M
0
1,k(P
n, d). In other words, M
0
1,k(P
n, d) is the
closure of M01,k(P
n, d) in M1,k(Pn, d). The remaining components of M1,k(Pn, d) can be described
as follows. If m is a positive integer, let Mm1,k(P
n, d) be the subset of M1,k(Pn, d) consisting of the
stable maps [C, u] such that C is an elliptic curve E with m rational components attached directly
to E, u|E is constant, and the restriction of u to each rational component is non-constant. Figure 1
shows the domain of an element of M31,k(P
n, d), from the points of view of symplectic topology and
of algebraic geometry. In the first diagram, each shaded disc represents a sphere; the integer next
to each rational component Ci indicates the degree of u|Ci . In the second diagram, the components
of C are represented by curves, and the pair of integers next to each component Ci shows the genus
of Ci and the degree of u|Ci . We denote by M
m
1,k(P
n, d) the closure of Mm1,k(P
n, d) in M1,k(Pn, d).
The space M
m
1,k(P
n, d) has a number of irreducible components. These components are indexed
by the splittings of the degree d into m positive integers and by the distributions of the k marked
points between them+1 components of the domain. However, all of these components are algebraic
orbivarieties of dimension, both expected and actual,
dimm1,k(P
n, dℓ) ≡ dimMm1,k(Pn, d) = 2
(
d(n+1) + k + n−m)
= dim1,k(P
n, dℓ) + 2(n−m).
In particular, M01,k(P
n, d) is not dense in M1,k(Pn, d). From the point of view of symplectic topol-
ogy, M1,k(Pn, d) is a union of compact topological orbifolds and is stratified by smooth orbifolds
of even dimensions. However, M1,k(Pn, d) contains several main strata, and some of them are of
dimension larger than dim1,k(Pn, dℓ).
The above example shows thatM
0
1,k(P
n, d) is a true compactification of the moduli spaceM01,k(P
n, d),
while M1,k(Pn, d) is simply a compact space containing M01,k(P
n, d), albeit one with a nice obstruc-
tion theory. One can view M1,k(Pn, d) as a geometric-genus compactification of M01,k(P
n, d) and its
subspace M
0
1,k(P
n, d) as an arithmetic-genus compactification. Since the beginning of the Gromov-
Witten theory, it has been believed, or at least considered feasible, that an analogue of M
0
1,k(P
n, d)
can be defined for every compact almost Kahler manifold (X,ω, J), positive genus g, and nonzero
homology class A∈H2(X;Z). In this paper, we show that this is indeed the case if g=1.
We describe an analogueM
0
1,k(X,A;J) of the subspaceM
0
1,k(P
n, d) ofM1,k(Pn, d) for every compact
almost Kahler manifold (X,ω, J) and homology class A ∈ H2(X;Z) as the subset of elements
of M1,k(X,A;J) that satisfy one of two conditions. By Theorem 1.2, M
0
1,k(X,A;J) is a closed
subspace of M1,k(X,A;J) and thus is compact. This compactification of M
0
1,k(X,A;J) satisfies
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the following desirable properties:
(P1) naturality with respect to embeddings: if (Y, ω, J) is a compact submanifold of (X,ω, J), then
M
0
1,k(Y,A;J) = M
0
1,k(X,A;J) ∩M1,k(Y,A;J) ⊂M1,k(X,A;J);
(P2) naturality with respect to forgetful maps: if k≥1, the pre-image of M01,k−1(X,A;J) under the
forgetful map
M1,k(X,A;J) −→M1,k−1(X,A;J)
is M
0
1,k(X,A;J);
(P3) sharpness for regular (X,ω, J): if J satisfies the regularity conditions of Definition 1.4, then
M
0
1,k(X,A;J) is the closure of M
0
1,k(X,A;J) in M1,k(X,A;J).
By (P1) and (P2), M
0
1,k(X,A;J), likeM1,k(X,A;J), is a natural compactification ofM
0
1,k(X,A;J).
By (P3), M
0
1,k(X,A;J), in contrast to M1,k(X,A;J), is a sharp compactification of M
0
1,k(X,A;J),
subject to the naturality conditions (P1) and (P2). The first two properties of M
0
1,k(X,A;J) are
immediate from Definition 1.1. The last property is part of Corollary 1.5. It is well-known that the
regularity conditions of Definition 1.4 are satisfied by the standard complex structure J0 on Pn,
and thus the definition of M
0
1,k(P
n, dℓ;J0) given in Subsection 1.2 agrees with the description of
M
0
1,k(P
n, d) given above.
Theorem 2.3 describes, under the regularity conditions of Definition 1.1, a neighborhood of ev-
ery “interesting” stratum of M
0
1,k(X,A;J), i.e. a stratum consisting of genus-one maps that are
constant on the principal component. In addition to implying (P3), Theorem 2.3 shows that
M
0
1,k(X,A;J) carries a rational fundamental class and can be used to define Gromov-Witten style
intersection numbers via pseudocycles, as in Chapter 5 of [McSa] or Section 1 of [RT1], whenever
J is regular; see Subsection 1.3 below. As the regularity requirements of Definition 1.1 are open
conditions on the space of ω-tame almost complex structures J by Theorem 1.6, Theorem 2.3 also
implies that the general topological structure of M
0
1,k(X,A;J) remains unchanged under small
changes in J near a regular J0.
The results of this paper have already found a variety of applications:
(A1) M
0
1,k(X,A;J) gives rise to new, reduced, genus-one GW-invariants of arbitrary symplectic
manifolds ([Z6]);
(A2) in contrast to the standard genus-one GW-invariants, the reduced invariants of a complete
intersection and the ambient space are related as geometrically expected ([LZ],[Z7]);
(A3) Theorem 2.3 is used in [VaZ] to construct a natural desingularization of M
0
1,k(P
n, d) and thus
a natural smooth compactification of the Hilbert scheme of smooth genus-one curves in Pn
for n≥3;
(A4) (A1)-(A3) are used in [Z8] to finally confirm the 1993 prediction of [BCOV] for genus-one
GW-invariants of a quintic threefold;
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Figure 2: A Condition on Limits in Genus Two
(A5) (A1)-(A3), along with [Z9], have made it possible to compute (standard) genus-one GW-
invariants of arbitrary complete intersections.
If it is possible to define subspaces M
0
g,k(X,A;J) of Mg,k(X,A;J) analogous to the space
M
0
1,k(X,A;J) for g≥2, their description is likely to be more complicated. The space M01,k(X,A;J)
contains all stable maps [C, u] inM1,k(X,A;J) such that the restriction of u to the principal compo-
nent CP is nonconstant or such that u|CP is constant and the restrictions to the rational components
satisfy a certain fairly simple degeneracy condition; see Definition 1.1. Thus, in the genus-one case
the elements in M1,k(X,A;J) are split into two classes, according to their restriction to the prin-
cipal component. In the genus-two case, these classes would need to be split further. For example,
suppose the domain of an element [C, u] of M2,k(Pn, d) consists of three rational curves, C1, C2, and
C3, such that C1 and C2 share two nodes and C3 has a node in common with C1 and C2; see Figure 2.
If u|C1 and u|C2 are constant, [C, u] lies in the closure of M02,k(Pn, d) in M2,k(Pn, d) if and only if
the branches of the curve u(C) = u(C3) corresponding to the two nodes of C3 form a generalized
tacnode, i.e. either one of them is a cusp or the two branches have the same tangent line; see [Z2]
for the n=2 case.
The author would like to thank J. Li for suggesting the problem of computing the genus-one
GW-invariants of a quintic threefold, which led to the present paper. The author first learned of
the arithmetic/geometric-genus compactification terminology in the context of stable maps from
G. Tian a number of years ago.
1.2 Compactness Theorem
In this subsection, we describe the subspace M
0
1,k(X,A;J) of M1,k(X,A;J); it is a closed subspace
by Theorem 1.2. We specify what we mean by a regular almost structure J in Definitions 1.3
and 1.4. If J is genus-one A-regular, the moduli space M
0
1,k(X,A;J) has a regular structure, which
is described by Theorem 2.3. Since the rather detailed statement of this theorem is notationally
involved, we postpone stating it until after we introduce additional notation in Subsections 2.1
and 2.2. In this subsection, we instead state Corollary 1.5, which describes the two most important
consequences of Theorem 2.3.
An element [C, u] of M1,k(X,A;J) is the equivalence class of a pair consisting of a prestable genus-
one complex curve C and a J-holomorphic map u : C −→X. The prestable curve C is a union of
the principal curve CP , which is either a smooth torus or a circle of spheres, and trees of rational
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Figure 3: An Illustration of Definition 1.1
bubble components, which together will be denoted by CB . Let
M
{0}
1,k (X,A;J) =
{
[C, u]∈M1,k(X,A;J) : u|CP is not constant
} ⊃M01,k(X,A;J).
The space M
{0}
1,k (X,A;J) will be a subset of the moduli space M
0
1,k(X,A;J).
Every bubble component Ci⊂CB is a sphere and has a distinguished singular point, which will be
called the attaching node of Ci. This is the node of Ci that lies either on CP or on a bubble
Ch that lies between Ci and CP . For example, if C is as shown in Figure 3, the attaching node of
Ch3 is the node Ch3 shares with the torus. Since Ci is a sphere, we can represent every element of
M1,k(X,A;J) by a pair (C, u) such that the attaching node of every bubble component Ci⊂CB is
the south pole, or the point ∞= (0, 0,−1), of S2 ⊂ R3. Let e∞ = (1, 0, 0) be a nonzero tangent
vector to S2 at the south pole. Then the vector
Di(C, u) ≡ d
{
u|Ci
}∣∣
∞
e∞ ∈ Tu|Ci(∞)X
describes the differential of the J-holomorphic map u|Ci at the attaching node. While this element
of Tu|Ci(∞)
X depends on the choice of a representative for an element of M1,k(X,A;J), the linear
subspace C·Di(C, u) of Tu|Ci(∞)X is determined by the equivalence class [C, u]. If u|Ci is not con-
stant, the branch of the rational J-holomorphic curve u(Ci)⊂X corresponding to the attaching
node of Ci has a cusp if and only if Di(C, u)= 0. If Di(C, u) 6=0, C·Di(C, u) is the line tangent to
the branch of u(Ci)⊂X corresponding to the attaching node of Ci.
Suppose [C, u]∈M1,k(X,A;J)−M{0}1,k (X,A;J), i.e. u|CP is constant. In such a case, we will call the
bubble sphere Ci⊂CB first-level (C, u)-effective if u|Ci is not constant, but u|Ch is constant
for every bubble component Ch⊂CB that lies between Ci and CP . We denote by χ(C, u) the set of
first-level (C, u)-effective bubbles; see Figure 3. In this figure, as in Figures 1 and 2, we show the
domain C of the stable map (C, u) and shade the components of the domain on which the map u
is not constant. Note that u maps the attaching nodes of all elements of χ(C, u) to the same point
in X.
Definition 1.1 If (X,ω, J) is a compact almost Kahler manifold, A∈H2(X;Z)∗, and k∈ Z¯+, the
main component of the space M1,k(X,A;J) is the subset M
0
1,k(X,A;J) consisting of the elements
[C, u] of M1,k(X,A;J) such that
(a) u|CP is not constant, or
(b) u|CP is constant and dimC Span(C,J){Di(C, u) : i∈χ(C, u)} < |χ(C, u)|.
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We now clarify this definition. We denote H2(X;Z)−{0} by H2(X;Z)∗ and the set of nonnegative
integers by Z¯+. We call a triple (X,ω, J) an almost Kahler manifold if ω is a symplectic form
on X and J is an almost complex structure on X, which is tamed by ω, i.e.
ω(v, Jv) > 0 ∀ v ∈ TX−X.
Definition 1.1 actually involves only the almost complex structure J , but one typically considers the
moduli spaces Mg,k(X,A;J) only for ω-tamed almost complex structures J , for some symplectic
form ω; otherwise, Mg,k(X,A;J) may not be compact. An element
[C, u] ∈M1,k(X,A;J)−M{0}1,k (X,A;J)
belongs to M
0
1,k(X,A;J) if and only if the branches of u(C) corresponding to the attaching nodes
of the first-level effective bubbles of [C, u] form a generalized tacnode. In the case of Figure 3, this
means that either
(a) for some i∈{h1, h4, h5}, the branch of u|Ci at the attaching node of Ci has a cusp, or
(b) for all i∈{h1, h4, h5}, the branch of u|Ci at the attaching node of Ci is smooth, but the
dimension of the span of the three lines tangent to these branches is less than three.
Theorem 1.2 If (X,ω) is a compact symplectic manifold, J≡(Jt)t∈[0,1] is a C1-continuous family
of ω-tamed almost complex structures on X, A∈H2(X;Z)∗, and k∈ Z¯+, then the moduli space
M
0
1,k(X,A;J ) ≡
⋃
t∈[0,1]
M
0
1,k(X,A;Jt)
is compact.
If (X,J) is an algebraic variety, the claim of Theorem 1.2, with Jt=J constant, is an immediate
consequence of well-known results in algebraic geometry. In fact, Lemma 2.4.1 in [Va] can be used
to generalize the statement of Theorem 1.2 to higher genera, provided (X,J) is a complex algebraic
surface.
If Jt = J is constant and genus-one A-regular in the sense of Definition 1.4 below, Theorem 1.2
follows immediately from the first statement of Theorem 2.3. If Jt is genus-one A-regular for all t,
but not necessarily constant, Theorem 1.2 follows from the Gromov Compactness Theorem and
Corollary 4.6. In Section 5, we combine the main ingredients of the proof of Theorem 2.3 with the
local setting of [LT] to obtain Theorem 1.2 with Jt = J constant for an arbitrary almost Kahler
manifold. The proof for a general family J is similar and is described in detail, in an even more
general case, in Section 5 of [Z6].
If u : C−→X is a smooth map from a Riemann surface and A∈H2(X;Z), we write
u ≤ω A if u∗[C] = A or 〈ω, u∗[C]〉<〈ω,A〉.
Definition 1.3 Suppose (X,ω, J) is a compact almost Kahler manifold and A ∈H2(X;Z). The
almost complex structure J is genus-zero A-regular if for every J-holomorphic map u : P1−→X
such that u≤ωA,
(a) the linearization DJ,u of the ∂¯J -operator at u is surjective;
(b) for all z∈P1, the map DzJ,u: kerDJ,u−→Tu(z)X, DzJ,u(ξ)=ξ(z), is onto.
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Definition 1.4 Suppose (X,ω, J) is a compact almost Kahler manifold and A ∈H2(X;Z). The
almost complex structure J is genus-one A-regular if
(a) J is genus-zero A-regular;
(b) for every nonconstant J-holomorphic map u : P1−→X such that u≤ωA,
(b-i) for all z∈P1 and v∈TzP1−{0}, the map Dz,vJ,u: kerDzJ,u−→Tu(z)X, Dz,vJ,u(ξ)=∇vξ,
is onto;
(b-ii) for all z ∈ P1 and z′ ∈ P1−{z}, the map Dz,z′J,u : kerDzJ,u −→ Tu(z′)X, Dz,z
′
J,u (ξ) = ξ(z
′),
is onto.
(c) for every smooth genus-one Riemann surface Σ and every non-constant J-holomorphic map
u : Σ−→X such that u≤ωA, the linearization DJ,u of the ∂¯J -operator at u is surjective.
In (b-i) of Definition 1.4, ∇vξ denotes the covariant derivative of ξ along v, with respect to a
connection ∇ in TX. Since ξ(z)=0, the value of ∇vξ is in fact independent of the choice of ∇. If
J is an integrable complex structure, the surjectivity statements of (a) and (b) in Definition 1.3
and of (c) in Definition 1.4 can be written as
H1(P1;u∗TX) = {0}, H1(P1;u∗TX⊗OP1(−1)) = {0}, and H1(Σ;u∗TX) = {0},
respectively. In the integrable case, the two surjectivity statements of (b) in Definition 1.4 are
equivalent and can be written as
H1
(
P1;u∗TX⊗OP1(−2)
)
= {0}.
It is well-known that the standard complex structure J0 on Pn is genus-one dℓ-regular for every
d∈Z; see Corollaries 6.3 and 6.5 in [Z3], for example.
If J is a genus-zero A-regular almost complex structure on X, the structure of the moduli space
M0,k(X,A;J) is regular for every k ∈ Z¯+. In other words, M0,k(X,A;J) is stratified by smooth
oriented orbifolds of even dimensions and the neighborhood of each stratum has the expected form.
One of the results of this paper is that if J is genus-one A-regular, the structure of the moduli
space M
0
1,k(X,A;J) is regular for every k∈ Z¯+; see Theorem 2.3 and Subsection 4.1. In particular,
we have
Corollary 1.5 (of Theorem 2.3) Suppose (X,ω, J) is a compact almost Kahler manifold,
A ∈ H2(X;Z)∗, and k ∈ Z¯+. If J is genus-one A-regular, then the closure of M01,k(X,A;J) in
M1,k(X,A;J) is M
0
1,k(X,A;J). Furthermore, M
0
1,k(X,A;J) has the general topological structure
of a unidimensional algebraic orbivariety and thus carries a rational fundamental class.
The first statement of Corollary 1.5 follows from the first claim of Theorem 2.3, along with standard
gluing arguments such as in Chapter 5 of [McSa]; see also Subsection 4.1. The middle statement
of Corollary 1.5 summarizes Theorem 2.3, while the last one is obtained at the end of Subsection 2.3.
We will also show that the genus-zero and genus-one regularity properties are well-behaved under
small perturbations:
Theorem 1.6 Suppose (X,ω, J) is a compact almost Kahler manifold and A ∈ H2(X;Z)∗. If
g = 0, 1 and the almost complex structure J is genus-g A-regular, then there exists δJ(A) ∈ R+
8
with the property that if J˜ is an almost complex structure on X such that ‖J˜−J‖C1≤δJ(A), then
J˜ is genus-g A-regular. Furthermore, if J is genus-one A-regular, k ∈ Z¯+, and J = (Jt)t∈[0,1] is
a continuous family of almost complex structures on X such that J0 = J and ‖Jt−J‖C1 ≤ δJ(A)
for all t ∈ [0, 1], then the moduli space M01,k(X,A;J) has the general topological structure of a
unidimensional algebraic orbivariety with boundary and
∂M
0
1,k(X,A;J ) = M
0
1,k(X,A;J1)−M01,k(X,A;J0).
The norms ‖J˜−J‖C1 and ‖Jt−J‖C1 are computed using a fixed connection in the vector bundle TX,
e.g. the Levi-Civita connection of the metric on X determined by (ω, J). The regularity claims of
Theorem 1.6 follow from the compactness of the moduli spaces Mg,k(X,A;J) and Corollaries 3.2,
3.6, 3.7, 4.2, and 4.5. The final claim of Theorem 1.6 follows from a family version of Theorem 2.3.
It can in fact be used to show that under the assumptions of Theorem 1.6
M
0
1,k(X,A;J ) ≈ [0, 1] ×M01,k(X,A;J0).
The conclusion, as stated, can be obtained with weaker regularity assumptions on J .
The key ingredients in the proofs of Theorems 1.6 and 2.3 are the gluing constructions of [Z4],
adapted to the present situation, and the power series expansions of Theorem 2.8 and Subsection 4.1
in [Z3], applied via a technical result of [FlHSa]. The power series of [Z3] give estimates on the
behavior of derivatives of holomorphic maps under gluing and on the obstructions to smoothing
holomorphic maps from singular domains. The technical result of [FlHSa] shows that locally a
J-holomorphic map is very close to a holomorphic one.
1.3 Some Geometric Implications
Theorem 1.2 implies that under certain assumptions on A and J the number of genus-one degree-
A J-holomorphic curves that pass through a collection of cycles in X of the appropriate total
codimension is finite. Furthermore, each such curve is isolated to first order, as explained below.
Throughout this subsection, we assume that the dimension of X is 2n≥4.
A simple J-holomorphic map into X is a J-holomorphic map u : Σ −→ X such that u is one-
to-one outside of finitely many points of Σ and the irreducible components of Σ on which u is
constant. A genus-g degree-A J-holomorphic curve C is the image u(Σ) of an element [Σ, u]
of Mg,k(X,A;J) such that u is simple and the total genus of the components on which u is not
constant is g. Let Mg(X,A;J) be the space of all genus-g degree-A J-holomorphic curves in X.
The expected dimension of this space is dimg,0(X,A).
A J-holomorphic curve C ⊂X will be called regular if the operator DJ,u is surjective for a (or
equivalently, every) stable-map parametrization u : Σ−→C of C as above. We will call a regular
curve C ⊂X essentially embedded if C is an irreducible curve that has no singularities if n≥ 3
and its only singularities are simple nodes if n=2. In other words, if u : Σ−→C is a parametrization
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of C with k = 0, then Σ is a smooth Riemann surface of genus g. Furthermore, if n≥ 3, u is an
embedding. If n=2, then
dimC SpanC
{
Im du|z : z∈u−1(q)
}
=
∣∣u−1(q)∣∣ ∀q∈X.
In particular, u is an immersion.
Let µ=(µ1, . . . , µk) be a k-tuple of cycles in X of total (real) codimension dimg,0(X,A)+2k, i.e.
codimµ ≡
l=k∑
l=1
codimµl = dimg,0(X,A)+2k = dimg,k(X,A).
We denote by Mg(X,A;J, µ) the set of genus-g degree-A J-holomorphic curves that pass through
every cycle µ1, . . . , µk, i.e.:
Mg(X,A;J, µ) =
{C∈Mg(X,A;J) : C∩µl 6=∅ ∀l∈ [k]},
where [k] =
{
1, . . . , k}.
We will call an element C ofMg(X,A;J, µ) isolated to first order if for every parametrization
u : Σ −→ C ⊂ X
of C, where Σ is a curve with k marked points y1, . . . , yk such that u(yl)∈µl for all l∈ [k],
ξ(z) ∈ Im du|z ∀ z∈Σ s.t. du|z 6= 0 and
ξ∈kerDJ,u s.t. ξ(yl)∈Tu(yl)µl+Im du|yl ∀l∈ [k].
IfMg(X,A;J) is a smooth manifold with the expected tangent bundle and the constraints µ1, . . . , µk
are in general position, then Mg(X,A;J, µ) is a discreet set consisting of elements isolated to first
order. Below we describe some circumstances under which this set is also finite.
We recall that A∈H2(X;Z) is called spherical if
A = f∗[S
2] ∈ H2(X;Z)
for some smooth map f : S2−→X. A symplectic manifold (X,ω) is weakly monotone if for every
spherical homology class A such that ω(A)>0, either
〈c1(TX), A〉 ≥ 0 or 〈c1(TX), A〉 ≤ 2−n,
where 2n = dimX, as before. In particular, all symplectic manifolds of (real) dimensions 2, 4,
and 6 are weakly monotone. So are all complex projective spaces, which are in fact monotone; see
Chapter 5 in [McSa] for a definition.
Finally, if (X,ω) is a symplectic manifold, we denote by J (X,ω) the space of all almost complex
structures on X tamed by ω, endowed with the C1-topology.
Proposition 1.7 Suppose (X,ω, J) is a compact almost Kahler manifold, A∈H2(X;Z)∗, g=0, 1,
and J is genus-g A-regular. If µ is a k-tuple of cycles in X of total codimension dimg,k(X,A)
in general position, then Mg(X,A;J, µ) is a finite set and every element in Mg(X,A;J, µ) is
irreducible, regular, and isolated to first order.
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Proposition 1.8 If (X,ω) is a compact weakly monotone symplectic manifold and A∈H2(X;Z)∗,
there exists a dense open subset Jreg(X,ω;A) of J (X,ω) with the following properties. If J ∈
Jreg(X,ω;A), g = 0, 1, and µ is a k-tuple of cycles in X of total codimension dimg,k(X,A) in
general position, then every element in Mg(X,A;J, µ) is essentially embedded and isolated to first
order. If in addition
〈
c1(TX), A
〉 6=0, then Mg(X,A;J, µ) is a finite set and its signed cardinality
is independent of the choice of J ∈Jreg(X,ω;A).
Most of the genus-zero statements of these two propositions are well-known results; see Chapters
5-7 of [McSa], for example. The signed cardinality of the set M0(X,A;J, µ) is the corresponding
Gromov-Witten invariant, GW0,k(A;µ), of (X,ω).
The remaining statements are obtained from minor extensions of some results in [McSa], along
with Theorem 1.2 in the genus-one case. For each l∈ [k], let
evl : Mg,k(X,A;J) −→ X,
[
Σ, y1, . . . , yk;u
] −→ u(yl),
be the evaluation map for the lth marked point.
Suppose (X,ω, J) and A are as in the statement of Proposition 1.7 and J is genus-one A-regular.
By (c) of Definition 1.4, the moduli space M01,k(X,A;J) is a smooth orbifold with the expected
tangent bundle. Thus, if µ is a tuple of constraints as in the g=1 case of Proposition 1.7, then
M01,k(X,A;J, µ) ≡ {b∈M01,k(X,A;J) : evl(b)∈µl ∀l∈ [k]}
is a zero-dimensional oriented submanifold. If {br} is a sequence of distinct elements inM01,k(X,A;J, µ),
by Theorem 1.2 a subsequence of {br} must converge to an element
b ∈M01,k(X,A;J, µ) ≡{b∈M01,k(X,A;J) : evl(b)∈µl ∀l∈ [k]}
⊂M1,k(X,A;J).
Since all elements of M01,k(X,A;J, µ) are isolated,
b ∈M01,k(X,A;J, µ) −M01,k(X,A;J).
On the other hand, by the regularity assumptions of Definition 1.4,
∂M
0
1,k(X,A;J) ≡M01,k(X,A;J) −M01,k(X,A;J)
is a union of strata of dimensions smaller than dim1,k(X,A). Thus, if µ is a tuple of cycles of total
codimension dim1,k(X,A) in general position, then
M
0
1,k(X,A;J, µ) −M01,k(X,A;J) = ∅.
It follows that M01,k(X,A;J, µ) is a finite set, and so is its subset M1(X,A;J, µ).
We next move to Proposition 1.8. For any B∈H2(X;Z)∗, almost complex structure J on X, and
g∈Z+, let
M
simp
g,k (X,B;J) ⊂ M0g,k(X,B;J),
M
{simp}
g,k (X,B;J)⊂ M{0}g,k (X,B;J), and
M
simp
g,k (X,B;J) ⊂ Mg,k(X,B;J)
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denote the subspaces of simple maps. By Chapter 3 in [McSa], for a generic choice of J , DJ,u is
surjective for every element [Σ, u] of Msimpg,k (X,A;J). Thus, as before,
M1(X,A;J, µ) ≈Msimp1,k (X,A;J, µ) ≡M01,k(X,A;J, µ) ∩Msimp1,k (X,A;J)
is a zero-dimensional oriented manifold, if µ is as in Proposition 1.8. On the other hand, by the
same argument as in Chapter 6 of [McSa], the evaluation map
evk+1×evk+2 : Msimp1,k+2(X,A;J) −→ X×X
is transverse to the diagonal, for a generic choice of J . Let
Lk+1 −→Msimp1,k (X,A;J)
be the universal tangent line bundle for the last marked point, i.e.
Lk+1|[Σ,u] = Tyk+1Σ ∀ [Σ, u] ∈Msimp1,k+1(X,A;J).
By a small modification of the proof of Lemma 6.1.2 in [McSa], the bundle section
du|yk+1 : Msimp1,k (X,A;J) −→ L∗k+1⊗ev∗k+1TX, [Σ, u] −→ du|yk+1 ,
is transverse to the zero set, for a generic choice of J . The key part of this modification is to view
the relevant first-order equation as an elliptic operator acting on the space of smooth sections of
the vector bundle nOP1(1) over S2. The last two transversality properties imply that for a generic
element [Σ, u] of M
{simp}
1,k (X,A;J) its image u(Σ) is essentially embedded. This concludes the proof
of the first statement of Proposition 1.8.
By Chapters 3 and 6 in [McSa], for a generic choice of J , DJ,u is surjective for every element [Σ, u]
of M
{simp}
g,k (X,B;J). In particular, M
{simp}
g,k (X,B;J) is a finite union of smooth orbifolds of the
expected dimension. Thus, if µ is a tuple of constraints as in the statement of Proposition 1.8,{
b∈M{simp}1,k (X,A;J) : evl(b)∈µl ∀l∈ [k]
}−M01,k(X,A;J) = ∅.
Furthermore, if 〈c1(TX), A〉 6=0, every element of
M1,k(X,A;J, µ) ≡ {b∈M1,k(X,A;J) : evl(b)∈µl ∀l∈ [k]}
is simple. This can be seen by considering the dimension of the image of the multiply covered ele-
ments of M1,k(X,A;J) under the evaluation map ev1×. . .×evk. This is done by passing to moduli
spaces of maps consisting of simple elements; see Chapter 5 of [McSa]. The argument requires two
separate dimension counts for multiply covered maps: one for the elements inM
{0}
1,k (X,A;J) and the
other for those in its complement in M1,k(X,A;J). In addition to the assumption 〈c1(TX), A〉 6=0,
the weakly monotone condition on (X,ω) enters directly into both dimension computations. Fi-
nally, by the same modification of the proof of Lemma 6.1.2 in [McSa] as described above, but
applied to tuples of genus-zero maps instead of genus-one maps,
M
simp
1,k (X,A;J) ∩
(
M
0
1,k(X,A;J)−M{0}1,k (X,A;J)
)
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is a finite union of smooth orbifolds of dimensions less than dim1,k(X,A). We conclude that
M1(X,A;J, µ) ≈Msimp1,k (X,A;J, µ) = M
0
1,k(X,A;J, µ)
is a compact zero-dimensional manifold. By a cobordism argument as in Chapter 7 of [McSa], the
signed cardinality of M1(X,A;J, µ) is independent of a generic choice of J .
The signed cardinality GW01,k(A;µ) of the set M1,k(X,A;J, µ) is an integer-valued invariant of
the symplectic manifold (X,ω). The difference between this invariant for an arbitrary symplectic
manifold (when the invariant may not be an integer) and the standard genus-one GW-invariant is
specified by Proposition 3.1 in [Z6] and explicitly given by Theorems 1A and 1B in [Z9].
2 Preliminaries
2.1 Notation: Genus-Zero Maps
We now describe our notation for bubble maps from genus-zero Riemann surfaces, for the spaces of
such bubble maps that form the standard stratifications of the moduli spaces of stable maps, and
for important vector bundles over them. In general, the moduli spaces of stable maps can stratified
by the dual graph. However, in the present situation, it is more convenient to make use of linearly
ordered sets:
Definition 2.1 (1) A finite nonempty partially ordered set I is a linearly ordered set if for
all i1, i2, h∈I such that i1, i2<h, either i1≤ i2 or i2≤ i1.
(2) A linearly ordered set I is a rooted tree if I has a unique minimal element, i.e. there exists
0ˆ∈I such that 0ˆ≤ i for all i∈I.
We use rooted trees to stratify the moduli space M0,{0}⊔M (X,A;J) of genus-zero stable holomor-
phic maps with marked points indexed by the set {0}⊔M , where M is a finite set.
If I is a linearly ordered set, let Iˆ be the subset of the non-minimal elements of I. For every h∈ Iˆ,
denote by ιh∈I the largest element of I which is smaller than h, i.e. ιh=max
{
i∈I : i<h}.
We identify C with S2−{∞} via the stereographic projection mapping the origin in C to the
north pole, or the point (0, 0, 1), in S2. A genus-zero X-valued bubble map with M-marked
points is a tuple
b =
(
M, I;x, (j, y), u
)
,
where I is a rooted tree, and
x : Iˆ−→C=S2−{∞}, j :M−→I, y : M−→C, and u : I−→C∞(S2;X) (2.1)
are maps such that uh(∞)=uιh(xh) for all h∈ Iˆ. We associate such a tuple with Riemann surface
Σb =
(⊔
i∈I
Σb,i
)/
∼, where Σb,i = {i}×S2 and (h,∞) ∼ (ιh, xh) ∀h∈ Iˆ , (2.2)
with marked points
yl(b)≡(jl, yl) ∈ Σb,jl and y0(b)≡(0ˆ,∞) ∈ Σb,0ˆ
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and with the continuous map ub : Σb−→X, given by ub|Σb,i=ui for all i∈I. The general structure
of bubble maps is described by tuples T =(M, I; j,A), where
Ai =
{
ub|Σb,i
}
∗
[S2] ∀i∈I.
We call such tuples bubble types. Let UT (X;J) denote the subset of M0,{0}⊔M (X,A;J) consisting
of stable maps [C, u] such that
[C;u] = [(Σb, (0ˆ,∞), (jl, yl)l∈M );ub],
for some bubble map b of type T as above, where 0ˆ is the minimal element of I; see Section 2
in [Z4] for details. For l∈{0}⊔M , let
evl : UT (X;J) −→ X
be the evaluation map corresponding to the marked point yl.
We denote the bundle of gluing parameters, or of smoothings at the nodes, over UT (X;J) by FT .
This orbi-bundle has the form
FT =
(⊕
h∈Iˆ
Lh,0⊗Lh,1
)/
Aut(T ),
for certain line orbi-bundles Lh,0 and Lh,1. These line bundles are the line bundles associated
to certain S1-principal bundles. More precisely, there exists a subspace U (0)T (X;J) of the space
HT (X;J) of J-holomorphic maps into X of type T , not of equivalence classes of such maps,
such that
UT (X;J) = U (0)T (X;J)
/
Aut(T )∝(S1)I .
The line bundles Lh,0 and Lh,1 arise from this quotient; see Subsection 2.5 in [Z4]. In particular,
FT = F˜T /Aut(T )∝(S1)I , where F˜T = U (0)T (X;J)×CIˆ−→U (0)T (X;J).
We denote by FT ∅ and F˜T ∅ the subsets of FT and F˜T , respectively, consisting of the elements
with all components nonzero.
The subset U (0)T (X;J) of HT (X;J) is described by the conditions (B1) and (B2) in Subsection 2.5
of [Z4]. It is the preimage of the point (0, 1/2)I in (C×R)I under the continuous map
ΨT ≡(ΨT ,i)i∈I : HT (X;J) −→ (C×R)I
defined in the proof of Proposition 3.3 in [Z4]. The statements of the conditions (B1) and (B2) and
the definition of the map ΨT require a choice of a J-compatible metric gX . It can be assumed that∫
P1
|du|2gX ≥ 1
for every non-constant J-holomorphic maps u : P1−→X. Such a metric gX will be fixed once and
for all. If the almost complex structure J is genus-zero A-regular, where A=
∑
i∈IAi, the space
HT (X;J) is a smooth manifold of the expected dimension; see Chapter 3 in [McSa]. In such a
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Figure 4: Some Enhanced Linearly Ordered Sets
case, the map ΨT is smooth and transversal to every point (0, ri)i∈I such that |ri− 12 | ≤ 14 for all
i∈I; see the proof of Proposition 3.3 in [Z4]. Let
χ(T ) = {i∈I : Ai 6=0; Ah=0 ∀h<i}; (2.3)
U˜ (0)T (X;J) = Ψ−1T
({
(0, ri)i∈I ∈(C×R)I : ri= 1
2
∀i∈I−χ(T ), ri∈
(1
4
,
3
4
) ∀i∈χ(T )},
F˜T = U˜ (0)T (X;J)×CIˆ−→U˜ (0)T (X;J).
As before, we denote by F˜T ∅ the subset of F˜T consisting of the elements with all components
nonzero.
2.2 Notation: Genus-One Maps
We next set up analogous notation for maps from genus-one Riemann surfaces. In this case, we
also need to specify the structure of the principal component. Thus, we index the strata of the
moduli space M1,M (X,A;J) by enhanced linearly ordered sets:
Definition 2.2 An enhanced linearly ordered set is a pair (I,ℵ), where I is a linearly or-
dered set, ℵ is a subset of I0× I0, and I0 is the subset of minimal elements of I, such that if
|I0|>1,
ℵ = {(i1, i2), (i2, i3), . . . , (in−1, in), (in, i1)}
for some bijection i : {1, . . . , n}−→I0.
An enhanced linearly ordered set can be represented by an oriented connected graph. In Figure 4,
the dots denote the elements of I. The arrows outside the loop, if there are any, specify the partial
ordering of the linearly ordered set I. In fact, every directed edge outside of the loop connects a
non-minimal element h of I with ιh. Inside of the loop, there is a directed edge from i1 to i2 if and
only if (i1, i2)∈ℵ.
The subset ℵ of I0×I0 will be used to describe the structure of the principal curve of the domain
of stable maps in a stratum of the moduli space M1,M(X,A;J). If ℵ= ∅, and thus |I0|= 1, the
corresponding principal curve Σℵ is a smooth torus, with some complex structure. If ℵ 6= ∅, the
principal components form a circle of spheres:
Σℵ =
( ⊔
i∈I0
{i}×S2
)/
∼, where (i1,∞) ∼ (i2, 0) if (i1, i2)∈ℵ.
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A genus-one X-valued bubble map with M-marked points is a tuple
b =
(
M, I,ℵ;S, x, (j, y), u),
where S is a smooth Riemann surface of genus one if ℵ=∅ and the circle of spheres Σℵ otherwise.
The objects x, j, y, u, and (Σb, ub) are as in (2.1) and (2.2), except the sphere Σb,0ˆ is replaced
by the genus-one curve Σb,ℵ≡S. Furthermore, if ℵ= ∅, and thus I0= {0ˆ} is a single-element set,
u0ˆ∈C∞(S;X) and yl∈S if jl=0ˆ. In the genus-one case, the general structure of bubble maps is
encoded by the tuples of the form T =(M, I,ℵ; j,A). Similarly to the genus-zero case, we denote
by UT (X;J) the subset of M1,M (X,A;J) consisting of stable maps [C, u] such that
[C;u] = [(Σb, (jl, yl)l∈M );ub],
for some bubble map b of type T as above.
If T =(M, I,ℵ; j,A) is a bubble type as above, let
I1 =
{
h∈ Iˆ : ιh∈I0
}
, M0 =
{
l∈M : jl∈I0
}
, and
T0 =
(
M0⊔I1, I0,ℵ; j|M0⊔ι|I1 , A|I0
)
,
(2.4)
where I0 is the subset of minimal elements of I. For each h∈I1, we put
Ih =
{
i∈I : h≤ i}, Mh = {l∈M : jl∈Ih}, and Th = (Mh, Ih; j|Mh , A|Ih). (2.5)
We have a natural isomorphism
UT (X;J) ≈
({(
b0, (bh)h∈I1
)∈UT0(X;J)×∏
h∈I1
UTh(X;J) :
ev0(bh)=evιh(b0) ∀h∈I1
})/
Aut∗(T ),
(2.6)
where the group Aut∗(T ) is defined by
Aut∗(T ) = Aut(T )/{g∈Aut(T ) : g · h=h ∀h∈I1}.
This decomposition is illustrated in Figure 5. In this figure, we represent an entire stratum of
bubble maps by the domain of the stable maps in that stratum. The right-hand side of Figure 5
represents the subset of the cartesian product of the three spaces of bubble maps, corresponding
to the three drawings, on which the appropriate evaluation maps agree pairwise, as indicated by
the dotted lines and defined in (2.6).
Let FT −→ UT (X;J) be the bundle of gluing parameters, or of smoothings at the nodes. This
orbi-bundle has the form
FT =
( ⊕
(h,i)∈ℵ
Lh,0⊗Li,1 ⊕
⊕
h∈Iˆ
Lh,0⊗Lh,1
)/
Aut(T ),
for certain line orbi-bundles Lh,0 and Lh,1. Similarly to the genus-zero case,
UT (X;J) = U (0)T (X;J)
/
Aut(T )∝(S1)Iˆ , where (2.7)
U (0)T (X;J) =
{(
b0, (bh)h∈I1
)∈UT0(X;J)×∏
h∈I1
U (0)Th (X;J) : ev0(bh)=evιh(b0) ∀h∈I1
}
(2.8)
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Figure 5: An Example of the Decomposition (2.6)
and U (0)Th (X;J) is the subspace of the moduli space of holomorphic maps from genus-zero curves as
in Subsection 2.1. The line bundles Lh,0 and Lh,1 arise from the quotient (2.7). More precisely,
FT = F˜T /Aut(T )∝(S1)Iˆ , where F˜T = F˜ℵT ⊕F˜0T ⊕F˜1T −→U (0)T (X;J),
F˜0T =
⊕
h∈I1
F˜hT , F˜1T = U (0)T (X;J)×CIˆ−I1 ,
and F˜hT and F˜ℵT are the pullbacks by the projection map
πP : U (0)T (X;J) −→ UT0(X;J)
of the universal tangent line LhT0 at the hth marked point and of the bundle FT 0 of gluing parame-
ters. In other words, if UT0−→UT0(X;J) is the semi-universal family, i.e. the fiber at b0∈UT0(X;J)
is the Riemann surface Σb0=Σb0,ℵ, LhT0 is the vertical tangent space at the point xh(b0) of Σb0 .
Remark 1: The above description is slightly inaccurate. In order to insure the existence of the
space UT0 , with the fibers as described, we need to replace the space UT0(X;J) by a finite cover,
analogous to the one used in [RT2]. However, correcting this inaccuracy would complicate the
notation used even further, but would have no effect on the analysis, and thus we ignore it.
Remark 2: The rank of the bundle FT 0 is |ℵ|, the number of nodes in the domain of every element
of UT0(X;J). If ℵ 6= ∅, FT 0 can be written as the quotient of the trivial bundle of rank |ℵ|, over
a space U (0)T0 (X;J), by an Aut(T0)∝ (S1)ℵ-action in a manner similar to the previous subsection
and to Section 2 of [Z4]. With the above identifications, the singular points of every rational com-
ponent Σi of Σℵ are the points 0 and ∞ in S2. Thus, the equivalence class of the restriction of a
stable map in UT0(X;J) to Σi, with its nodes, has a C∗-family of representatives. This family is cut
down to an S1-family by restricting to the subset defined by the condition (B2) of Subsection 2.5
in [Z4]. This is the preimage of 1/2 under the last, real-valued, component of the function ΨT ,i∗
defined in (2) of the proof of Proposition 3.3 in [Z4].
If T =(M, I,ℵ; j,A) is a bubble type such that Ai=0 for all minimal elements i of I, i.e.
UT (X;J) ⊂M1,M(X,A;J) −M{0}1,M (X,A;J), where A =
∑
i∈I
Ai,
it is again useful to define a thickening of the set U (0)T (X;J). Thus, we put
U˜ (0)T (X;J) =
{(
b0, (bh)h∈I1
)∈UT0(X;J)×∏
h∈I1
U˜ (0)Th (X;J) : ev0(bh)=evιh(b0) ∀h∈I1
}
, (2.9)
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where the space U˜ (0)Th (X;J) is as in Subsection 2.1. Let
F˜T = F˜ℵT ⊕F˜0T ⊕F˜1T −→U˜ (0)T (X;J), where
F˜ℵT = π˜∗PFT 0, F˜0T =
⊕
h∈I1
F˜hT , F˜hT = π˜∗PLhT0, F˜1T = U˜ (0)T (X;J)×CIˆ−I1 ,
and π˜P : U˜ (0)T (X;J)−→UT0(X;J) is the projection map. As before, we denote by F˜T
∅
the subset
of F˜T consisting of the elements with all components nonzero.
Suppose T =(M, I,ℵ; j,A) is a bubble type as in the previous paragraph. Since every holomorphic
map in the zero homology class is constant, the decomposition (2.6) is equivalent to
UT (X;J) ≈
(
UT0(pt)× UT¯ (X;J)
)/
Aut∗(T )
⊂
(
M1,k0 × UT¯ (X;J)
)/
Aut∗(T ),
(2.10)
where k0= |M0|+|I1|, M1,k0 is the moduli space of genus-one curves with k0 marked points, and
UT¯ (X;J) =
{
(bh)h∈I1 ∈
∏
h∈I1
UTh(X;J) : ev0(bh1)=ev0(bh2) ∀h1, h2∈I1
}
.
Similarly, (2.9) is equivalent to
U˜ (0)T (X;J) ≈ UT0(pt)× U˜ (0)T¯ (X;J) ⊂M1,k0 × U˜
(0)
T¯
(X;J), where (2.11)
U˜ (0)
T¯
(X;J) =
{
(bh)h∈I1∈
∏
h∈I1
U˜ (0)Th (X;J) : ev0(bh1)=ev0(bh2) ∀h1, h2∈I1
}
. (2.12)
We denote by
πP : UT (X;J) −→M1,k0/Aut∗(T ), π˜P : U˜ (0)T (X;J) −→M1,k0 ,
and evP : UT (X;J), U˜ (0)T (X;J) −→ X
the projections onto the first component in the decompositions (2.10) and (2.11) and the map
sending each element [C, u] of UT (X;J), or (C, u) of U˜ (0)T (X;J), to the image of the principal com-
ponent CP of C, i.e. the point u(CP ) in X.
Let E−→M1,k0 denote the Hodge line bundle, i.e. the line bundle of holomorphic differentials. For
each i∈χ(T ), we define the bundle map
DJ,i : F˜h(i)T −→ π˜∗PE∗ ⊗ ev∗PTX, where h(i)=min{h∈ Iˆ : h≤ i} ∈ I1,
over U˜ (0)T (X;J) by {DJ,i(υ˜)}(ψ) = ψxh(i)(b)(v˜) ·J Dib ∈ TevP (b)X if
ψ∈ π˜∗PE, υ˜=(b, v˜)∈F˜h(i)T , b∈U˜ (0)T (X;J),
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and xh(i)(b)∈Σb,ℵ is the node joining the bubble Σb,h(i) of b to the principal component Σb,ℵ of Σb.
For each υ∈F˜T , we put
ρ(υ)=
(
b, (ρi(v))i∈χ(T )
)∈ ⊕
i∈χ(T )
F˜h(i)T , where ρi(v)=
∏
h∈Iˆ ,h≤i
vh ∈ F˜h(i)T , if
υ=
(
b; vℵ, (vi)i∈Iˆ
)
, b∈U˜ (0)T (X;J), (b, vℵ)∈F˜ℵT , (b, vh)∈F˜hT if h∈I1, vi∈C if i∈ Iˆ−I1.
These definitions are illustrated in Figure 6. While the restrictions of these bundle maps to
U (0)T (X;J)⊂U˜ (0)T (X;J) do not necessarily descend to the vector bundle FT over UT (X;J), the map
DT : FT −→ π∗PE∗ ⊗ ev∗PTX
/
Aut∗(T ), DT (υ) =
∑
i∈χ(T )
DJ,iρi(υ),
is well-defined.
Finally, if T is any bubble type, for genus-zero or genus-one maps, and K is a subset of UT (X;J),
we denote by K(0) and K˜(0) the preimages of K under the quotient projection maps
U (0)T (X;J)−→UT (X;J) and U˜ (0)T (X;J)−→UT (X;J),
respectively. All vector orbi-bundles we encounter will be assumed to be normed. Some will
come with natural norms; for others, we choose a norm, sometimes implicitly, once and for all. If
πF : F−→X is a normed vector bundle and δ : X−→R is any function, possibly constant, let
Fδ =
{
υ∈F : |υ|<δ(πF(υ))
}
.
If Ω is any subset of F, we take Ωδ=Ω ∩ Fδ.
2.3 Boundary Structure Theorem
In this subsection, we formulate Theorem 2.3, which states that an element
b ∈M1,k(X,A;J) −M{0}1,k (X,A;J)
lies in the stable-map closure of the space M01,k(X,A;J) of genus-one J-holomorphic maps from
smooth domains if and only if b lies in M
0
1,k(X,A;J), provided the almost complex structure J is
sufficiently regular. In addition, Theorem 2.3 describes a neighborhood of every stratum of
M
0
1,k(X,A;J) −M{0}1,k (X,A;J)
in M
0
1,k(X,A;J). If k∈ Z¯+, we denote by [k] the set {1, . . . , k}.
Theorem 2.3 Suppose (X,ω, J) is a compact almost Kahler manifold and A∈H2(X;Z)∗. If the
regularity conditions (a) and (b-i) of Definition 1.4 are satisfied and T =([k], I,ℵ; j,A) is a bubble
type such that
∑
i∈IAi=A and Ai=0 for all minimal elements i of I, then the intersection of the
closure of M01,k(X,A;J) in M1,k(X,A;J) with UT (X;J) is the set
UT ;1(X;J) ≡
{
[b]∈UT (X;J) : dimC Span(C,J){Dib : i∈χ(T )}< |χ(T )|
}
.
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h1h2 h3 h4
h5
“tacnode”
χ(T )={h1, h4, h5}, ρ(υ)=(υh1 , υh3υh4 , υh3υh5)
F1T ∅ = {[b; vh1 , vh2 , vh3 , vh4 , vh5 ] : vh2 , vh4 , vh5 ∈C∗;
vh1 ∈Txh1ΣP−{0}, vh3 ∈Txh3ΣP−{0};
vh1DJ,h1b+vh3vh4DJ,h4b+vh3vh5DJ,h5b=0
}
Figure 6: An Illustration of Theorem 2.3
Furthermore, the space
F1T ∅ ≡ {[υ]=[b, v]∈FT ∅ : DT (υ)=0}
is a smooth oriented suborbifold of FT . Finally, there exist δ ∈C(UT (X;J);R+), an open neigh-
borhood UT of UT (X;J) in X1,k(X,A), and an orientation-preserving diffeomorphism
φ : F1T ∅δ −→M01,k(X,A;J) ∩ UT ,
which extends to a homeomorphism
φ : F1Tδ −→M01,k(X,A;J) ∩ UT ,
where F1T is the closure of F1T ∅ in FT .
We now clarify the statement of Theorem 2.3 and illustrate it using Figure 6. As before, the
shaded discs represent the components of the domain on which every stable map [b] in UT (X;J)
is non-constant. A stable map
[C, u] ∈ UT (X;J) ⊂M1,k(X,A;J) −M{0}1,k (X,A;J),
is in the stable-map closure of M01,k(X,A;J) if and only if [C, u] satisfies condition (b) of Defini-
tion 1.1.
Standard arguments show that the regularity condition (a) of Definition 1.4 implies that the space
U (0)T (X;J) is a smooth manifold, while UT (X;J) is a smooth orbifold; see Chapter 3 in [McSa], for
example. Thus, the total space of the bundle FT ∅ is also a smooth orbifold. The second claim of
Theorem 2.3 is immediate from the transversality of the bundle map
DT : FT ∅ −→ π∗PE∗ ⊗ ev∗PTX
/
Aut∗(T ), DT (υ) =
∑
i∈χ(T )
DJ,iρi(υ),
to the zero set. In turn, this transversality property is an immediate consequence of the regularity
conditions (a) and (b-i) of Definition 1.4.
The middle claim of Theorem 2.3 is needed to make sense of the remaining statement. This final
claim, proved in Section 6, describes a normal neighborhood of UT ;1(X;J) in M01,k(X,A;J) and
implies the first statement of Theorem 2.3.
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Remark: The regularity assumptions on J used in Theorem 2.3 do not guarantee that the entire
space M01,k(X,A;J) is smooth. However, the proof of Theorem 1.6 implies that M
0
1,k(X,A;J) is
smooth near each stratum UT ;1(X;J) of M01,k(X,A;J). This can be seen from the J˜ = J case
of Corollary 4.5 and standard Implicit Function Theorem arguments such as those in Chapter 3
of [McSa].
Proof of Corollary 1.5: It remains to construct a fundamental class for M
0
1,k(X,A;J). Theorem 2.3
describes a neighborhood in M
0
1,k(X,A;J) of every stratum M
0
1,k(X,A;J)∩UT (X;J) for a bubble
type T =(M, I,ℵ; j,A) such that Ai=0 for all minimal elements i∈ I. If T is a bubble type such
that Ai 6=0 for some minimal element i∈I, a neighborhood of
M
0
1,k(X,A;J) ∩ UT (X;J) = UT (X;J)
in M
0
1,k(X,A;J) is homeomorphic to a neighborhood of UT (X;J) in the corresponding bundle
of gluing parameters FT , as can be seen from Subsection 4.1 and the continuity arguments of
Subsections 3.9 and 4.1 in [Z4]. It follows that there exist arbitrary small neighborhoods U of
∂M
0
1,k(X,A;J) ≡M01,k(X,A;J) −M01,k(X,A;J)
such that
Hl
(
U ;Q) = {0} ∀ k ≥ 2(〈c1(TX), A〉+k) − 1.
Since the moduli space M01,k(X,A;J) is a smooth oriented orbifold,
dimRM
0
1,k(X,A;J) = 2(〈c1(TX), A〉+k),
and the complement of U in M
0
1,k(X,A;J) is compact, M
0
1,k(X,A;J) determines a class[
M
0
1,k(X,A;J)
] ∈ H2(〈c1(TX),A〉+k)(M01,k(X,A;J), U ;Q)
≈ H2(〈c1(TX),A〉+k)
(
M
0
1,k(X,A;J);Q),
as claimed. The isomorphism between the two homology groups is induced by inclusion.
3 A Genus-Zero Gluing Procedure
3.1 The Genus-Zero Regularity Properties
In this subsection, we prove the g = 0 case of the first claim of Theorem 1.6. It follows from
Corollary 3.2 and the compactness of the moduli space M0,1(X,A;J). Corollary 3.2 is obtained
by a rather straightforward argument via the analytic part of [LT]. Throughout this subsection,
we assume that J is a genus-zero A-regular almost complex structure on X.
In order to prove Theorem 1.6, we need to describe smooth maps u : P1 −→X, with one or two
marked points, that lie close to each stratum UT (X;J) of M0,1(X,A;J) and of
M0,2(X,A;J) ≈M0,{0}⊔{1}(X,A;J).
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We denote by X0,M (X,A) the space of equivalence classes of all smooth maps into X from genus-
zero Riemann surfaces with marked points indexed by the set {0}⊔M in the homology class A and
by X00,M (X,A) the subset of X0,M (X,A) consisting of the maps with smooth domains, i.e. P
1 in
this case.
Let T =(M, I; j,A) be a bubble type such that∑i∈IAi=A, i.e. UT (X;J) is a stratum of the moduli
space M0,{0}⊔M (X,A;J). We will proceed as in Subsections 3.3 and 3.6 of [Z4]. Subsections 2.1
and 2.3 in [Z3] describe a special case of the same construction in circumstances very similar to
the present situation.
For each sufficiently small element υ=(b, v) of F˜T ∅, where b=(Σb, ub) is an element of U˜ (0)T (X;J),
let
qυ : Συ −→ Σb
be the basic gluing map constructed in Subsection 2.2 of [Z4]. In this case, Συ is the projective
line P1 with |M |+1 marked points. Let
b(υ) =
(
Συ, uυ
)
, where uυ = ub ◦ qυ,
be the approximately holomorphic map corresponding to υ. The primary marked point y0(υ) of
Συ is the point ∞ of Συ≈S2.
Let ∇J be the J-linear connection induced by the Levi-Civita connection of the metric gX . Since
the linearization DJ,b of the ∂¯J -operator at b is surjective by Definition 1.3, if υ∈F˜T
∅
is sufficiently
small, the linearization
DJ,υ : Γ(υ)≡Lp1(Συ;u∗υTX) −→ Γ0,1(υ;J)≡Lp(Συ; Λ0,1J,jT ∗Συ⊗u∗υTX)
of the ∂¯J -operator at b(υ), defined via the connection ∇J , is also surjective. In particular, we can
obtain a decomposition
Γ(υ) = Γ−(υ)⊕ Γ+(υ) (3.1)
such that the linear operator DJ,υ : Γ+(υ)−→Γ0,1(υ;J) is an isomorphism, while
Γ−(υ) =
{
ξ ◦ qυ : ξ∈Γ−(b)≡kerDJ,b
}
.
For the purposes of this subsection, the space Γ+(υ) can be taken to be the L
2-orthogonal com-
plement of Γ−(υ), but for use in later subsections it is more convenient to take
Γ+(υ) =
{
ζ∈Γ(υ) : ζ(0ˆ,∞)=0; 〈〈ζ, ξ〉〉υ,2=0 ∀ξ∈Γ−(υ) s.t. ξ(0ˆ,∞)=0
}
, (3.2)
where (0ˆ,∞) is the primary marked point, i.e. the south pole of the sphere Συ≈S2. This choice
of Γ+(υ) is permissible by Definition 1.3. The L
2-inner product on Γ(υ) used in (3.2) is defined
via the metric gX on X and the metric gυ on Συ induced by the pregluing construction. The
Banach spaces Γ(υ) and Γ0,1(υ;J) carry the norms ‖ · ‖υ,p,1 and ‖ · ‖υ,p, respectively, which are also
defined by the pregluing construction. Throughout this paper, p denotes a real number greater
than two. The norms ‖ · ‖υ,p,1 and ‖ · ‖υ,p are equivalent to the ones used in [LT]. In particular, the
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norms of DJ,υ and of the inverse of its restriction to Γ+(υ) have fiberwise uniform upper bounds,
i.e. dependent only on [b]∈UT (X;J), and not on v∈C∗Iˆ . We denote by
πυ;− : Γ(υ) −→ Γ−(υ) and πυ;+ : Γ(υ) −→ Γ+(υ)
the projection maps corresponding to the decomposition (3.1). The relevant facts concerning the
objects described in this paragraph are summarized in Lemma 3.1:
Lemma 3.1 Suppose (X,ω, J) is a compact almost Kahler manifold and A ∈H2(X;Z). If J is
a genus-zero A-regular almost complex structure and T = (M, I; j,A) is a bubble type such that
A =
∑
i∈IAi, there exist δ, C ∈ C(UT (X;J);R+) and an open neighborhood UT of UT (X;J) in
X0,M (X,A) with the following properties:
(1) for all υ=(b, v)∈F˜T ∅δ ,
‖πυ;−ξ‖υ,p,1 ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ(υ), ‖DJ,υξ‖υ,p ≤ C(b)|υ|1/p‖ξ‖υ,p,1 ∀ξ∈Γ−(υ),
and C(b)−1‖ξ‖υ,p,1 ≤ ‖DJ,υξ‖υ,p ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ+(υ);
(2) for every [b˜]∈X00,M (X,A)∩UT , there exist υ∈F˜T ∅δ and ζ∈Γ+(υ) such that ‖ζ‖υ,p,1<δ(b) and
[expb(υ)ζ]=[b˜].
The first two bounds in (1) follow immediately from the definition of the spaces Γ−(υ). The third
estimate can be deduced from the facts that
‖ξ‖υ,p,1 ≤ C(b)
(‖DJ,υξ‖υ,p+‖ξ‖υ,p) and ‖ξ‖C0 ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ(υ), (3.3)
and lim
υ−→b
Γ−(υ) = Γ−(b) if b=(Σb, ub) ∈ U˜ (0)T (X;J);
see Subsection 3.5 in [Z4]. In (2) of Lemma 3.1, expb(υ)ζ denotes the stable map that has the
same domain and marked points as the map b(υ), but the map into X is expuυζ, where exp is the
exponential map of the connection ∇J . The final claim of Lemma 3.1 also follows from the above
properties of Γ−(υ), along with the uniformly smooth dependence of the spaces Γ−(υ) on υ; see
Section 4 of [Z4]. In fact, for each [b˜] in UT ∩ X00,M (X,A), the corresponding pair (υ, ζ) is unique,
up to the action of the group Aut(T )∝(S1)I .
Corollary 3.2 If (X,ω, J), A, and T are as in Lemma 3.1 and M = ∅, for every precompact
open subset K of UT (X;J), there exist δK , CK ∈R+ and an open neighborhood UK ⊂UT of K in
X0,∅(X,A) with the following properties:
(1) requirements (1) and (2) of Lemma 3.1 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1 <δK and [b˜]∈UK∩X00,1(X,A), there
exists a smooth map u˜ : P1−→X such that [b˜]=[P1, u˜] and, for a choice of linearization of ∂¯J˜ at u˜,
the operators DJ˜ ,u˜ and D
∞
J˜,u˜
are surjective.
Remark: If the map u˜ is J˜-holomorphic, i.e. ∂¯J˜ vanishes at u˜, there is only one linearization of ∂¯J˜
at u˜, though there are different ways of writing it explicitly. In the proof of this corollary, whether
or not u˜ is a J˜-holomorphic map, DJ˜ ,u˜ denotes the linearization of ∂¯J˜ at u˜ with respect to the
connection ∇J ; see Chapter 3 in [McSa].
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Proof: (1) By (2) of Lemma 3.1, it is sufficient to check the surjectivity claims for every smooth
map u˜=expuυζ, where υ=(b, v)∈F˜T ∅δK
∣∣
K(0)
and ‖ζ‖υ,p,1<δK . If
ξ ∈ Γ(u˜) ≡ Lp1(Συ; u˜∗TX),
we define ξ˜∈Γ(υ) by
ξ˜(z) = Π−1ζ(z)ξ(z) ∀ z∈P1,
where Πζ(z) is the parallel transport along the geodesic t −→ expuυ(z)tζ(z) with respect to ∇J .
By (3.3),
‖DJ,υ ξ˜‖υ,p ≤ ‖DJ˜ ,u˜ξ‖υ,p + CK
(‖J˜−J‖C1+‖ζ‖υ,p,1)‖ξ‖υ,p,1
= ‖DJ˜ ,u˜ξ‖υ,p + CK
(‖J˜−J‖C1+‖ζ‖υ,p,1)‖ξ˜‖υ,p,1 ∀ ξ∈Γ(u˜). (3.4)
Thus, by (1) of Lemma 3.1,
‖πυ;+ξ˜‖υ,p,1 ≤ C ′K
(‖J˜−J‖C1+‖ζ‖υ,p,1)‖ξ˜‖υ,p,1
=⇒ ‖ξ˜‖υ,p,1 ≤ CK‖πυ;−ξ˜‖υ,p,1
∀ ξ∈kerDJ˜ ,u˜, (3.5)
if δK is sufficiently small. By (3.5) and (a) of Definition 1.3,
dimkerDJ˜ ,u˜ ≤ dimΓ−(υ) = indDJ,b = indDJ˜ ,u˜.
In particular, the operator DJ˜ ,u˜ is surjective.
(2) The surjectivity of the map D∞
J˜ ,u˜
is proved similarly. Let
π˜υ;− : Γ−(υ) −→ Γ˜−(υ)≡{ξ∈Γ−(υ) : ξ(∞)=0} ≈ kerD∞J,ub and
π˜υ;+ : Γ−(υ) −→ Γ˜+(υ)≡{ξ∈Γ−(υ) : 〈〈ξ, ξ′〉〉υ,2=0 ∀ξ′∈ Γ˜−(υ)}
be the L2-orthogonal projections onto Γ˜−(υ) and its orthogonal complement in Γ−(υ). Then,
‖ξ‖υ,p,1 ≤ CK |ξ(∞)| ∀ ξ∈ Γ˜+(υ), (3.6)
since the analogous bound holds for the map
D∞J,b : kerDJ,u −→ Tu(∞)X,
by Definition 1.3. Combining (3.3)-(3.6), we obtain
‖π˜υ;+πυ;−ξ˜‖υ,p,1 ≤ CK |πυ;−ξ˜(∞)| ≤ C ′K
(|ξ˜(∞)|+|πυ;+ξ˜(∞)|)
≤ C ′′K
(|ξ(∞)| + (‖J˜−J‖C1+‖ζ‖υ,p,1)‖ξ˜‖υ,p,1) ∀ ξ∈kerDJ˜ ,u˜
=⇒ ‖ξ˜‖υ,p,1 ≤ CK‖π˜υ;−πυ;−ξ˜‖υ,p,1 ∀ ξ∈kerD∞J˜ ,u˜,
if δK is sufficiently small. Thus,
dimkerD∞
J˜ ,u˜
≤ dim Γ˜−(υ) = indD∞J,b = indD∞J˜,u˜, (3.7)
and the operator D∞
J˜ ,u˜
is surjective.
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3.2 Some Power-Series Expansions
In Subsection 2.5 of [Z3] we describe the behavior of all derivatives of rational J0-holomorphic maps
into Pn near each stratum UT (Pn;J0) by making use of special properties of the standard complex
structure J0 on Pn. In this subsection, we obtain analogous estimates for modified derivatives of
J-holomorphic maps into X for an arbitrary genus-zero A-regular almost complex structure J ; see
Lemma 3.5. We use these estimates a number of times in the rest of the paper.
If b = (Σb, ub) is as element of U˜ (0)T (X;J) as in the previous subsection, the tangent bundle
TbU˜ (0)T (X;J) of U˜ (0)T (X;J) at b consists of the pairs (w, ξ), where ξ ∈ kerDJ,b and w ∈ CIˆ en-
code the change in ub and in the position of the nodes on Σb, respectively, that satisfy a certain
balancing condition; see Subsection 2.5 in [Z4]. We denote by T˜bU˜ (0)T (X;J) the subspace of the
tuples (0, ξ) of TbU˜ (0)T (X;J). In particular,
T˜bU˜ (0)T (X;J) ⊂ Γ−(b)≡
{
(ξh)h∈I ∈
⊕
h∈I
kerDJ,ub,h: ξh(∞)=ξιh(xh(b)) ∀h∈ Iˆ
}
,
where ub,h=ub|Σb,h . If i∈χ(T ), where χ(T ) is as in (2.3), the image of the projection map{
(ξh)h∈I ∈ T˜bU˜ (0)T (X;J) : ξi(0ˆ,∞)=0
} −→ {ζ∈kerDJ,ub,i : ζ(0ˆ,∞)=0},
ξ=(ξh)h∈I −→ ξ|Σb,i=ξi,
has real codimension two. Its complement corresponds to the infinitesimal translations in C⊂Σb,i.
Thus, if J satisfies the regularity conditions (a) and (b-i) of Definition 1.4 and 0ˆ is the minimal
element of I, for all i∈χ(T ) the map
DJ,u;i : Γ˜−(b)≡
{
ξ∈ T˜bU˜ (0)T (X;J) : ξ(0ˆ,∞)=0
} −→ Tev0(b)X, DJ,u;i(ξ) = ∇Je∞ξi,
is surjective.
Lemma 3.3 If (X,ω, J), A, and T are as in Lemma 3.1, for every precompact open subset K of
UT (X;J), there exist δK , ǫK , CK ∈ R+ and an open neighborhood UK ⊂ UT of K in X0,M (X,A)
with the following properties:
(1) the requirements (1) and (2) of Corollary 3.2 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1≤δK ,
(2a) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
, the equation
∂¯J˜ expuυζ = 0, ζ∈Γ+(υ), ‖ζ‖υ,p,1<ǫK ,
has a unique solution ζJ˜ ,υ;
(2b) the map φ˜J˜ : F˜T
∅
δK
|K˜(0)−→M00,{0}⊔M (X,A; J˜) ∩ UK , υ−→ [expb(υ) ζJ˜,υ], is smooth;
(2c) for all υ=(b, v)∈F˜T ∅δK |K˜(0), ev0(φ˜J˜ (υ))=ev0(b);
(2d) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
,∥∥ζJ˜,υ∥∥υ,p,1,∥∥∇T ζJ˜ ,υ∥∥υ,p,1 ≤ CK(‖J˜−J‖C1+|υ|1/p), (3.8)
where ∇T ζJ˜ ,υ denotes the differential of the bundle map υ −→ ζJ˜ ,υ along Γ˜−(b) with respect to a
connection in the bundle Γ((·, v)) over U˜ (0)T (X;J).
25
Remark: Let ϕ : Γ˜−(·)−→U˜ (0)T (X;J) be a smooth map such that
dϕ|(b,0) : Γ˜−(b) −→ TbU˜ (0)T (X;J)
is the inclusion map for all b∈U˜ (0)T (X;J) and
Σϕ(ς) = Σb and ev0(ϕ(ς)) = ev0(b) ∀ b∈U˜ (0)T (X;J), ς∈ Γ˜−(b).
Let
ϕ˜ : π∗
Γ˜−(·)
Γ((·, v))=π∗
Γ˜−(·)
Γ(Σ(·,v);u
∗
(·,v)TX) −→ Γ((·, v))
be a lift of ϕ to a vector-bundle homomorphism that restricts to the identity over U˜ (0)T (X;J). For
example, we can take ϕ˜ to be given by{
ϕ˜(ς; ξ)
}
(z) = Πζ(q(b,v)(z))ξ(z) ∀ z∈Σ(b,v)=Σ(ϕ(ς),v)
if ς∈ Γ˜−(b) and ϕ(ς) = (Σb, expub ζ(z)),
where Πζ(q(b,v)(z))ξ(z) is the parallel transport of ξ(z) along the geodesic
γζ(z) : [0, 1] −→ X, τ −→ expu(b,v)(z) τζ(q(b,v)(z)).
We can then define ∇T ζJ˜ ,(·,v) : Γ˜−(·)−→Γ((·, v)) by
{∇Tς ζJ˜ ,·}∣∣(b,v) = limt−→0 ζJ˜ ,(ϕ(tς),v) − ϕ˜(ζJ˜,(b,v))t ∈ Γ((b, v))
for X∈ Γ˜−(b). Finally, a choice of metric on U˜ (0)T (X;J) determines ‖∇T ζJ˜ ,υ‖υ,p,1.
Claim (2a) of Lemma 3.3 and the first bound in (2d) follow immediately from (1) of Lemma 3.1
and (3.3) via a quadratic expansion of the ∂¯J˜ -operator at uυ and the Contraction Principle; see
Subsection 3.6 in [Z4]. Claim (2c) is a consequence of (3.2). The smoothness of the map φ˜J˜ follows
from the smooth dependence of solutions of the equation in (2a) on the parameters. The second
bound in (2d) is obtained from the uniform behavior of these parameters; see Subsection 3.4 in [Z4].
If b∈U˜ (0)T (X;J) is as before, the domain Σb of b has the form
Σb =
(⊔
i∈I
{i}×S2
)/
∼, where (h,∞) ∼ (ιh, xh(b)) ∀h∈ Iˆ , (3.9)
and xh(b)∈S2−{∞}. The basic gluing map qυ : Συ−→Σb used in this paper is a homeomorphism
outside of at most |Iˆ | circles in Συ and is holomorphic outside of the annuli
A˜±υ,h ≡ q−1υ
(
A±b,h(|υh|)
)
,
with h∈ Iˆ , where
A−b,h(δ) = A
−
h (δ) =
{
(h, z)∈{h}×S2 : |z|≥δ−1/2/2},
A+b,h(δ) =
{
(ιh, z)∈{ιh}×S2 : |z−xh(b)|≤2δ1/2},
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for any δ∈R+. For each h∈ Iˆ, A˜+υ,h∪ A˜−υ,h is the thin neck of Συ corresponding to smoothing the
node of Σb joining the spheres Σb,ιh and Σb,h. If δ∈R+, let
∂−A−b,h(δ) =
{
(h, z)∈{h}×S2 : |z|=δ−1/2/2}, Σ0b(δ) = (Σb − ⋃
i∈χ(T )
⋃
h≥i
Σb,h
)
∪
⋃
i∈χ(T )
A−b,i(δ);
A˜±υ,h(δ) = q
−1
υ (A
±
b,h(δ)) ⊂ Συ, ∂−A˜−υ,h(δ) = q−1υ
(
∂−A−b,h(δ)
)
, Σ0υ(δ) = q
−1
υ
(
Σ0b(δ)
)
.
In the case of Figure 7, Σ0υ(δ) consists of the two non-shaded components, with the node joining
them turned into a thin neck, the three thin necks corresponding to the nodes attaching the bubbles
h1, h4, and h5, and small annuli extending from each of these three necks into the interior of the
corresponding bubble, provided |υ|<δ. If υ=(b, v), with v∈C∗Iˆ , the complement of Σ0υ(δ) is the
union of |χ(T )| disks that support nearly all of the map uυ≡ub◦qυ.
Lemma 3.4 If (X,ω, J), A, and T are as in Lemma 3.1, for every precompact open subset K of
UT (X;J), there exist δK , ǫK , CK ∈ R+ and an open neighborhood UK ⊂ UT of K in X0,M (X,A)
with the following properties:
(1) the requirements (1) and (2) of Corollary 3.2 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1≤δK , there exist a smooth map
φ˜J˜ : F˜T
∅
δK |K˜(0) −→M00,{0}⊔M (X,A; J˜ ) ∩ UK
such that the requirements (2a)-(2d) of Lemma 3.3 are satisfied. Furthermore, for every b∈ K˜(0)
and υ=(b, v)∈F˜T ∅δK |K˜(0) , there exist
Φb ∈ Lp1
(
Σ0b(δK); End(ev
∗
0TX)
)
, ϑb ∈ HolJ
(
Σ0b(δK); ev
∗
0TX
)
,
ΦJ˜ ,υ ∈ Lp1
(
Σ0υ(δK); End(ev
∗
0TX)
)
, ϑJ˜ ,υ ∈ HolJ
(
Σ0υ(δK); ev
∗
0TX
)
,
such that
(2a) the maps b−→(Φb, ϑb) and υ−→(ΦJ˜,υ, ϑJ˜ ,υ) are smooth;
(2b) for all b∈K˜(0),
expev0(b)
(
Φb(z)ϑb(z)
)
= ub(z) ∀z ∈ Σ0b(δK);
Φb|Σ0
b
(0) = Id, and
∥∥Φb−Id∥∥b,p,1, ∥∥∇T (Φb−Id)∥∥b,p,1 ≤ 12;
(2c) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
,
expev0(b)
(
ΦJ˜ ,υ(z)ϑJ˜ ,υ(z)
)
= u˜υ(z) ∀z ∈Σ0υ(δK)
and
∥∥ΦJ˜,υ−Φb◦qυ∥∥υ,p,1,∥∥∇T (ΦJ˜,υ−Φb◦qυ)∥∥υ,p,1 ≤ CK(‖J˜−J‖C1+|υ|1/p),
if u˜υ=expuυζJ˜,υ.
In the statement of this lemma, HolJ(Σ
0
b(δK); ev
∗
0TX) and HolJ(Σ
0
υ(δK); ev
∗
0TX) denote the spaces
of holomorphic maps from Σ0b(δK) and Σ
0
υ(δK) into the complex vector space (Tev0(b)X,J). In
brief, the substance of Lemma 3.4 is that a J-holomorphic map can be well approximated by
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(0ˆ,∞)
h1h2
h3
h4
h5
xh1(b) xh3(b)
xh5(b)
χ(T )={h1, h4, h5}
ρ(υ) = (υh1 , υh3υh4 , υh3υh5)
xh5(υ) = xh3(b) + vh3xh5(b)
D(1)
0ˆ
b˜J˜(υ)
∼= D(1)J,h1υh1+D
(1)
J,h4
υh3υh4+D(1)J,h5υh3υh5
Figure 7: An Example of the Estimates of Lemma 3.5
a holomorphic map on a neighborhood of the primary marked point, or any other point, of the
domain. Due to Lemma 3.3, Lemma 3.4 is essentially a parametrized version of Theorem 2.2
in [FlHSa], and only a couple of additional ingredients are needed. The crucial fact used in [FlHSa]
is that the operator
Ξ: Lp1
(
S2; EndC(C
n)
) −→ Lp(S2; Λ0,1T ∗S2⊗EndC(Cn)) ⊕ EndC(Cn), Ξ(Θ)=(∂¯Θ,Θ(0)),
is an isomorphism. The map Ξ is still an isomorphism if S2 is replaced by a tree of spheres Σ and 0
by any point on Σ. Furthermore, if y is a smooth point of Σ for all sufficiently small smoothings υ
of the nodes, the operators
Ξυ : L
p
1
(
Συ; EndC(C
n)
) −→ Lp(Συ; Λ0,1T ∗Συ⊗EndC(Cn))⊕ EndC(Cn), Ξυ(Θ)=(∂¯Θ,Θ(y)),
are also isomorphisms. In addition, for some C∈R+ and for all sufficiently small smoothings υ,
C−1‖ΞυΘ‖υ,p ≤ ‖Θ‖υ,p,1 ≤ C‖ΞυΘ‖υ,p ∀ Θ∈Lp1
(
Συ; EndC(C
n)
)
. (3.10)
If all components of υ are nonzero, Συ is topologically a sphere, but should instead be viewed as
a tree of spheres joined by thin necks. As before, we denote by ‖ · ‖υ,p,1 and ‖ · ‖υ,p the norms
induced by the pregluing construction above. In particular, (3.10) can be viewed as a special case
of (1) of Lemma 3.1. We need to use the norms ‖ · ‖υ,p,1 and ‖ · ‖υ,p, since these are the norms used
in Lemmas 3.1 and 3.3. Keeping track of all norms in the proof of Theorem 2.2 in [FlHSa], we see
that the maps Φb, ϑb, ΦJ˜,υ, and ϑJ˜,υ satisfying (2b) and the first condition in (2c) exist, provided
that δK is sufficiently small. The last two estimates in (2c) are obtained by an argument similar
to Subsection 4.1 in [Z4].
Before we can state Lemma 3.5, we need to introduce additional notation. For each υ = (b, v),
where b∈U˜ (0)T (X;J) and v∈CIˆ , and i∈χ(T ), let
ρi(v) =
∏
0ˆ<h≤i
vh ∈ C, ρi(υ) = (b, ρi(v)); xi(υ) =
∑
0ˆ<i′≤i
(
xi′(b)
∏
0ˆ<h<i′
vh
)
∈ C,
where xi(b) is as in (3.9); see Figure 7. If K and ϑb are as in Lemma 3.4, b=(Σb, ub)∈K˜(0), v∈C,
i∈χ(T ), and r∈Z+, we put
D(r)i b =
1
r!
dr
dwri
ϑb,i(wi)
∣∣∣
wi=0
∈ Tev0(b)X and D(r)J,i (b, v) = v ·J D(r)i b,
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where ϑb,i=ϑb|Σb,i , ·J is the scalar multiplication in (TX, J), and wi is the standard holomorphic
coordinate centered at the point ∞ in Σb,i=S2. If υ∈F˜T
∅
δK
|K˜(0) , we similarly set
b˜J˜(υ) = (Συ, u˜υ), D(r)0ˆ b˜J˜(υ) =
1
r!
dr
dwr
ϑJ˜ ,υ(w)
∣∣∣
w=0
∈ Tev0(b)X,
where w is the standard holomorphic coordinate centered at the point ∞ in Συ≈S2. The value of
D(r)i b depends on the choice of ϑb in Lemma 3.4, which can be uniquely prescribed by the choice
of δK ∈ R+. Alternatively, one can replace small positive numbers δK dependent on compact
subsets K of UT (X;J) by a small function δ : UT (X;J) −→ R+, which can be used to choose a
holomorphic map
ϑb : Σ
0
b(δ(b)) −→ (Tev0(b)X,J)
for each J-holomorphic stable map b ∈ U˜ (0)T (X;J). Of course, the definition of D(r)0ˆ b˜J˜(υ) depends
on even more choices, including those involved in the gluing construction of Lemma 3.3.
Lemma 3.5 If (X,ω, J), A, and T are as in Lemma 3.1, for every precompact open subset K of
UT (X;J), there exist δK , ǫK , CK ∈ R+ and an open neighborhood UK ⊂ UT of K in X0,M (X,A)
with the following properties:
(1) the requirements (1) and (2) of Corollary 3.2 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1 ≤ δK , there exist φ˜J˜ , Φb and ϑb for
each b∈ K˜(0), and ΦJ˜,υ and ϑJ˜ ,υ for each υ ∈ F˜T
∅
δK
|K˜(0), such that the requirements (2a)-(2d) of
Lemma 3.3 and (2a)-(2c) of Lemma 3.4 are satisfied. Furthermore, for each k∈Z+ and i∈χ(T )
there exists a smooth map
ε
(k)
J˜ ,i
: F˜T ∅δK
∣∣
K˜(0)
−→ ev∗0TX,
such that:
(2a) for all r∈Z+ and υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
,
D(r)
0ˆ
b˜J(υ) =
k=r∑
k=1
(
r−1
k−1
) ∑
i∈χ(T )
xr−ki (υ)
{D(k)J,i +ε(k)J˜ ,i(υ)}ρki (υ) ∈ Tev0(b)X;
(2b) for all k∈Z+, i∈χ(T ), and υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
,
|ε(k)
J˜ ,i
|υ, |∇T ε(k)J˜ ,i |υ ≤ CKδ
−k/2
K
(‖J˜−J‖C1+|υ|1/p).
Proof: (1) We apply, with some modifications, the argument for the analytic estimates of Theo-
rem 2.8 in [Z3] to holomorphic functions ϑb and ϑJ˜,υ, instead of the functions ub and u˜υ which are
J-holomorphic and J˜-holomorphic in this case. We will use coordinates z on S2−{∞}≈ C and
w=z−1 on S2−{0}. Since ϑJ˜,υ is holomorphic on Σ0υ(δK),
D(r)
0ˆ
b˜J(υ) =
1
r!
∂r
∂wr
ϑJ˜ ,υ(w)
∣∣
w=0
=
1
2πi
∮
∂Σ0υ(δK)
ϑJ˜,υ(w)
dw
wr+1
=
1
2πi
∑
i∈χ(T )
∮
∂−A˜−υ,i(δK)
ϑJ˜,υ(w)
dw
wr+1
= − 1
2πi
∑
i∈χ(T )
∮
∂−A˜−υ,i(δK)
Φ−1
J˜ ,υ
(z)
(
Φbϑb ◦ qυ(z) + ζ˜J˜ ,υ(z)
)
zr−1dz,
(3.11)
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where ζ˜J˜ ,υ∈C∞(Σ0υ(δK);Tev0(b)X) is defined by
expev0(b)
(
exp−1ev0(b)uυ(z) + ζ˜J˜ ,υ
)
= u˜υ(z) ≡ expuυ(z) ζJ˜ ,υ(z).
(2) In order to estimate each integral on the last line of (3.11), we expand zr−1 around xi(υ), the
center of the circle ∂−A˜−υ,i(δK), as a polynomial in z˜i=z−xi(υ):∮
∂−A˜−υ,i(δK)
Φ−1
J˜,υ
(z)
(
Φbϑb ◦ qυ(z) + ζ˜J˜,υ(z)
)
zr−1dz
=
k=r∑
k=1
(
r−1
k−1
)
xr−ki (υ)
∮
∂−A˜−υ,i(δK )
Φ−1
J˜,υ
(z˜i)
(
Φbϑb ◦ qυ(z˜i) + ζ˜J˜ ,υ(z˜i)
)
z˜k−1i dz˜i.
(3.12)
By construction, zi=qυ(z˜i)=ρ
−1
i (v)z˜i near ∂
−A˜−υ,i(δK), if zi is the standard holomorphic coordinate
on Συ,i−{∞}={i}×(S2−{∞}) and |υ|<δK . Since ϑb,i≡ϑb|Σb,i is Jev0(b)-holomorphic,∮
∂−A˜−υ,i(δK )
ϑb(qυ(z˜i))z˜
k−1
i dz˜i = ρ
k
i (v)
∮
∂−A−i (δK)
ϑb,i(zi) z
k−1
i dzi
= −ρki (v)
∮
∂−A−i (δK)
ϑb,i(wi)
dwi
wk+1i
= −ρki (v)
2πi
k!
∂k
∂wki
ϑb,i(wi)
∣∣
wi=0
= −2πiD(k)J,i ρki (υ),
(3.13)
where wi=z
−1
i is the standard holomorphic coordinate on {i}×(S2−{0}). Similarly,∮
∂−A˜−υ,i(δK)
({
Φ−1
J˜ ,υ
(z˜i)Φb(qυ(z˜i))−Id
}
ϑb(qυ(z˜i)) + Φ
−1
J˜ ,υ
(z˜i)ζ˜J˜ ,υ(z˜i)
)
z˜k−1i dz˜i
= −2πi ε(k)
J˜ ,i
(υ)ρki (υ),
(3.14)
where
ε
(k)
J˜ ,i
(υ) =
1
2πi
∮
∂−A−i (δK)
({
Φ−1
J˜,υ
(wi)Φb(qυ(wi))−Id
}
ϑb(qυ(wi)) + Φ
−1
J˜ ,υ
(wi)ζ˜J˜ ,υ(wi)
) dwi
wk+1i
. (3.15)
The expansion in (2a) of the lemma follows immediately from (3.11)-(3.14). By definition, ∂−A−i (δK)
is a circle of radius 2δ
1/2
K around the south pole in the sphere Σb,i. Thus, part (2b) of the lemma
follows from (3.15), along with (3.8) and the bounds in (2b) and (2c) of Lemma 3.4.
3.3 The Genus-One Regularity Properties (b-i) and (b-ii)
In this subsection, we show that if J is an almost complex structure on X that satisfies the reg-
ularity conditions (a) and (b-i) of Definition 1.4, then so does every almost complex structure J˜
on X which is sufficiently close to J . This claim follows from Corollary 3.6 and the compactness
of the moduli space M0,1(X,A;J). We also show that if J is an almost complex structure on X
that satisfies the regularity conditions (a), (b-i), and (b-ii) of Definition 1.4, then so does every
nearby almost complex structure J˜ on X. This conclusion is immediate from Corollary 3.7 and
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the compactness of the moduli space M0,2(X,A;J).
If T is a bubble type as in Corollary 3.2 with A0ˆ = 0, where 0ˆ is the minimal element of I, the
analogue of (3.6) does not hold for the map D∞,vJ,b for any fixed nonzero vector v tangent to P
1 at∞.
The reason is that D∞,vJ,b is the zero homomorphism on kerD
∞
J,b, since the map ub is constant on the
component Σb,0ˆ of the domain Σb of b which contains the marked point∞. In particular, D∞,vJ˜ ,u˜ need
not be surjective for a smooth map u˜ : P1−→X arbitrary close to the moduli space M0,1(X,A;J).
Thus, a different approach is required to understand the behavior of the regularity condition (b-i)
of Definition 1.4 near UT (X;J).
Claim (c) of Theorem 1.6 can alternatively be viewed as a statement concerning the behavior of
the first derivatives du|∞ of J-holomorphic maps. Lemma 3.5 describes the behavior of modified
first and higher-order derivatives of J˜-holomorphic maps near a stratum UT (X;J) with T as in the
previous paragraph. We use the estimate for the higher-order derivatives to describe the behavior
of the regularity condition (b-ii) of Definition 1.4 near UT (X;J).
Corollary 3.6 Suppose (X,ω, J), A 6= 0, and T are as in Lemma 3.1 and M = ∅. If the almost
complex structure J satisfies the regularity conditions (a) and (b-i) of Definition 1.4, for every
precompact open subset K of UT (X;J), there exist δK , CK ∈R+ and an open neighborhood UK⊂UT
of K in X0,∅(X,A) with the following properties:
(1) requirements (1) and (2) of Lemma 3.1 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1 <δK and [P1, u˜]∈M00,{0}(X,A; J˜ )∩UK ,
the operators DJ˜ ,u˜, D
∞
J˜ ,u˜
, and D∞,e∞
J˜ ,u˜
are surjective.
Proof: (1) By Corollary 3.2, it remains to show that the operatorD∞,e∞
J˜ ,u˜
is surjective. If T =(∅, I; , A)
with A0ˆ 6=0, the argument used twice in the proof of Corollary 3.2 can be repeated once more to
show that the operator D∞,e∞
J˜,u˜
is also surjective for any smooth map u˜ sufficiently close to K.
Thus, we will assume that A0ˆ=0.
(2) Let q be any point in X. By (a) of Definition 1.4,
U˜ (0)T (q;J) ≡ {b∈U˜ (0)T (X;J) : ev0(b)=q}
is a smooth submanifold of U˜ (0)T (X;J). By Corollary 3.2, M00,{0}(X,A; J˜ ) is a smooth orbifold,
while
M00,{0}(q; J˜) ≡ {b∈M00,{0}(X,A; J˜ ) : ev0(b)=q}
is a smooth suborbifold of M00,{0}(X,A; J˜ ). By Lemma 3.3, every element of M
0
0,{0}(q; J˜)∩UK has
a representative of the form (P1, u˜), where
u˜=expuυζJ˜ ,υ, υ=(b, v) ∈ F˜T
∅
δK
∣∣
K˜(0)
,
and ζJ˜ ,υ is as in (2a) of Lemma 3.3. By (2c) of Lemma 3.3,
d
dt
expu(ϕ(tξ),v)ζJ˜ ,(ϕ(tξ),v)
∣∣
t=0
∈ kerD∞
J˜ ,u˜
⊂kerDJ˜ ,u˜
∀ ξ∈ T˜bU˜ (0)T (X;J) ∩ TbU˜ (0)T (q;J) = Γ˜−(b),
(3.16)
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where ϕ is the map defined in the remark following Lemma 3.3. We will show that the map
Γ˜−(b) −→ TqX, ξ −→ d
dt
{
d{expu(ϕ(tξ),v)ζJ˜,(ϕ(tξ),v)}|∞e∞
}∣∣
t=0
, (3.17)
is surjective. Along with (3.16), this claim implies Corollary 3.6.
(3) Let Φb, ϑb, ΦJ˜,υ, and ϑJ˜,υ be as in Lemma 3.4. Since for all υ
′=(b′, v)∈F˜T ∅δK
∣∣
K˜(0)
, ΦJ˜,υ′ is an
Lp1-map on Σ
0
υ′(δK)⊂P1, while the Jev0(b′)-holomorphic map ϑJ˜ ,υ′ vanishes at ∞∈Σ0υ′(δK),
d
{
expuυ′ ζJ˜,υ′
}∣∣
∞
e∞ = d{ΦJ˜ ,υ′ϑJ˜,υ′}
∣∣
∞
e∞
= {ΦJ˜,υ′(∞)}
(
dϑJ˜ ,υ′ |∞e∞
)
.
Thus, by the r=1 case of (2a) of Lemma 3.5,
d
{
expuυ′ζJ˜ ,υ′
}∣∣
∞
e∞ = {ΦJ˜ ,υ′(∞)}D(1)0ˆ b˜J˜(υ
′)
= {ΦJ˜ ,υ′(∞)}
∑
i∈χ(T )
{
(D(1)i b′)+ε(1)J˜ ,i(υ
′)
}
ρi(v
′). (3.18)
Replacing b′ with ϕ(tξ) in (3.18) and differentiating at t=0, we obtain
d
dt
{
d{expu(ϕ(tξ),v)ζJ˜ ,(ϕ(tξ),v)}|∞e∞
}∣∣
t=0
=
{∇Tξ ΦJ˜ ,υ(∞)} ∑
i∈χ(T )
{
(D(1)i b)+ε(1)J˜ ,i(υ)
}
ρi(v)
+ {ΦJ˜ ,υ(∞)}
∑
i∈χ(T )
{∇Tξ (D(1)i b)+∇Tξ ε(1)J˜ ,i(υ)}ρi(v).
(3.19)
By (2b) and (2c) of Lemma 3.4 and (2b) of Lemma 3.5,∣∣Φ−1
J˜,υ
(∞)−Id∣∣, ∣∣ε(1)
J˜ ,h
(υ)
∣∣ ≤ CK(‖J˜−J‖C1+|υ|1/p);∣∣∇Tξ ΦJ˜,υ(∞)∣∣, ∣∣∇Tξ ε(1)J˜ ,h(υ)∣∣ ≤ CK(‖J˜−J‖C1+|υ|1/p)‖ξ‖b,p,1. (3.20)
On the other hand, since ϑb(∞)=0,
∇Tξ (D(1)i b) = Φb(∞)
d
dt
∇Tξ
(
duϕ(tξ),i|∞e∞
)∣∣
t=0
=
d
dt
(
duϕ(tξ),i|∞e∞
)∣∣
t=0
= ∇Je∞(ξ|Σb,i) ≡ DJ,b;iξ ∀ ξ∈ Γ˜−(b).
(3.21)
By (a) and (b-i) of Definition 1.4, the map
DJ,b;i : Γ˜−(b) −→ Tev0(b)X
is surjective for all i ∈ χ(T ); see the paragraph preceding Lemma 3.3. Since ρi(υ) ∈ C∗ for all
υ = (b, v) ∈ F˜T ∅δK
∣∣
K˜(0)
and i ∈ χ(T ), it follows from (3.19)-(3.21) that the map in (3.17) is also
surjective, provided δK is sufficiently small.
Remark: At the end of the argument above, we use the fact that χ(T ) 6=∅. This is the case if and
only if A 6=0.
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Corollary 3.7 Suppose (X,ω, J), A 6=0, and T are as in Lemma 3.1 and M={1}. If the almost
complex structure J satisfies the regularity conditions (a), (b-i), and (b-ii) of Definition 1.4, for
every precompact open subset K of UT (X;J), there exist δK , CK ∈R+ and an open neighborhood
UK⊂UT of K in X0,{1}(X,A) with the following properties:
(1) requirements (1) and (2) of Lemma 3.1 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1<δK and
[P1, y1, u˜] ∈M00,{0,1}(X,A; J˜) ∩ UK ,
the operators DJ˜ ,u˜, D
∞
J˜ ,u˜
, and D∞,y1
J˜ ,u˜
are surjective.
Proof: (1) By Corollary 3.2, it remains to show that the operator D∞,y1
J˜,u˜
is surjective. If
T = ({1}, I; j,A)
is a bubble type such that Ai 6=0 for some i≤ j1, the argument used in the proof of Corollary 3.2
can be repeated once more to show that the operator D∞,y1
J˜,u˜
is also surjective for any smooth
map (y1, u˜), with two marked points, sufficiently close to K. Thus, we will assume that Ai=0 for
all i≤ j1. In this case, ev0(b)= ev1(b) for all b∈UT (X;J), as there are no non-ghost components
between the marked points (0ˆ,∞) and y1. In the case of Figure 7, this means that j1 ∈ {0ˆ, h3},
i.e. y1 lies on one of the non-shaded bubbles.
(2) For any point q ∈ X, let U˜ (0)T (q;J) and M00,{0,1}(q; J˜) be defined as in (2) of the proof of
Corollary 3.6. By Lemma 3.3, every element of M00,{0,1}(q; J˜)∩UK has a representative of the form
(P1, y˜1, u˜), where
u˜=expuυζJ˜ ,υ, y˜1=y1(υ)=
∑
0ˆ<i<j1
xi(b)
∏
0ˆ<h<i
vh + y1
∏
0ˆ<h≤j1
vh ∈ C, υ=(b, v) ∈ F˜T
∅
δK
∣∣
K˜(0)
,
and ζJ˜ ,υ is as in (2a) of Lemma 3.3. We will show that the map
Γ˜−(b) −→ TqX, ξ −→ d
dt
{
expq ζJ˜ ,(ϕ(tξ),v)(y˜1)
}∣∣
t=0
, (3.22)
is surjective. Note that q=u(ϕ(tξ),v)(0ˆ,∞). Along with (3.16), this claim implies Corollary 3.7.
(3) Let Φb, ϑb, ΦJ˜,υ, and ϑJ˜ ,υ be as in Lemma 3.4. Since ϑJ˜,υ is a Jev0(b)-holomorphic map on
Σ0υ(δK), vanishing at ∞, and y˜1∈Σ0υ(δK), for all υ′=(b′, v)∈F˜T
∅
δK
∣∣
K˜(0)
,
ϑJ˜ ,υ′(y˜1) =
∞∑
r=1
1
r!
dr
dwr
ϑJ˜ ,υ′(w)
∣∣
w=0
· y˜−r1 =
∞∑
r=1
D(r)
0ˆ
b˜J˜(υ
′) · y˜−r1
=
∞∑
k=1
∑
i∈χ(T )
(y˜1−xi(υ′))−k
{D(k)J,i +ε(k)J˜ ,i(υ′)}ρki (υ′) ∈ Tev0(b′)X,
(3.23)
by (2a) of Lemma 3.5; see the proof of Lemma 4.2 in [Z5] for more details. For each i∈χ(T ), we
denote by h(i) the largest element of Iˆ such that h(i)≤ i and ιh(i)≤j1. We set
xh;1(b
′) = xh(i)(b
′) and y1;h(b
′) =
{
y1(b
′), if ιh(i)=j1;
xh˜(b
′), if h˜≤j1 and ιh˜= ιh(i).
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If υ′=(b′, v), we put
ρi;1(v
′) =
∏
h(i)≤h≤i
vh, xi;1(υ
′) =
∑
h(i)≤i′≤i
(
xi′(b
′)
∏
h(i)≤h<i′
vh
)
∈ C,
y1;i(υ
′) =
∑
ιh(i)<i′<j1
xi′(b
′)
∏
ιh(i)<h<i′
vh + y1
∏
ιh(i)<h≤j1
vh ∈ C.
It is straightforward to see from the definitions that(
y1(υ
′)−xi(υ′)
)−1
ρi(υ
′) =
(
y1;i(υ
′)−xi;1(υ′)
)−1
ρi;1(υ
′). (3.24)
By (3.23) and (3.24),
ϑJ˜,υ′(y˜1) =
∑
i∈χ(T )
(y1;i(b
′)−xi;1(b′))−1
{
(D(1)J,i b′)+ε(0)J˜ ,i(υ
′)
}
ρi;1(v) ∈ Tev0(b′)X,
and |ε(0)
J˜ ,i
(υ′)|, |∇T ε(0)
J˜ ,i
(υ′)| ≤ CK
(‖J˜−J‖C1+|υ′|1/p). (3.25)
Finally, for all ξ∈ T˜bU˜ (0)T (X;J),
y˜1(ϕ(tξ), v) = y˜1(b, v), y˜1;i(ϕ(tξ)) = y˜1;i(b), xi;1(ϕ(tξ)) = xi;1(b) ∀i∈χ(T ). (3.26)
The surjectivity of the map in (3.22) follows from (3.25) and (3.26), along with (2) of Lemma 3.4,
by the same argument as in (3) of the proof of Corollary 3.6.
Corollaries 3.6 and 3.7 complete the proof of the parts of Theorem 1.6 that concern genus-zero stable
maps. However, this is a convenient point to deduce a few more conclusions from Lemma 3.5. We
use Corollary 3.8 in the next three sections. Suppose T = (M, I; j,A) is any bubble type and
υ=(b, v)∈ F˜T is sufficiently small. With notation as in the proof of Corollary 3.6, we define the
homomorphism
R˜J˜ ,υ : Γ˜−(b) −→ kerD∞J˜,u˜υ ⊂ Γ˜(υ; J˜ ), where Γ˜(υ; J˜)=L
p
1(Συ; u˜
∗
υTX), u˜υ=expb,uυζJ˜ ,υ,
by R˜J˜ ,υξ =
d
dt
expu(ϕ(tξ),v)ζJ˜ ,(ϕ(tξ),v)
∣∣
t=0
.
We denote the image of R˜J˜,υ by Γ˜−(υ; J˜). Let
A−
υ,0ˆ
(δ) =
{
(0ˆ, z)∈{0ˆ}×S2 : |z|≥δ−1/2/2} ⊂ Συ;
∂−A−
υ,0ˆ
(δ) =
{
(0ˆ, z)∈{0ˆ}×S2 : |z|=δ−1/2/2} ⊂ Συ.
Corollary 3.8 If (X,ω, J), A, and T are as in Lemma 3.1, for every precompact open subset K
of UT (X;J), there exist δK , ǫK , CK ∈R+ and an open neighborhood UK⊂UT of K in X0,M (X,A)
with the following properties:
(1) the requirements (1) and (2) of Lemma 3.1 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1≤δK , there exists ζJ˜,υ∈Γ+(υ) for each
υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
such that:
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(2a) the requirements (2a)-(2d) of Lemma 3.3 are satisfied;
(2b) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
and δ≤4δK , if u˜υ=expuυζJ˜,υ,
‖du˜υ|A−
υ,0ˆ
(δ)
∥∥
υ,p
≤ CKδ1/p
∑
i∈χ(T )
∣∣ρi(υ)∣∣;
(2c) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
and δ≤4δK , if expev0(b) f˜υ(z)= u˜υ(z) for z∈A−υ,0ˆ(δK),
|f˜υ(w)| ≤ CK |w|
∑
i∈χ(T )
∣∣ρi(υ)∣∣ ∀w∈A−υ,0ˆ(δK);∣∣∣ ∮
∂−A−
υ,0ˆ
(δ)
f˜υ(w)
dw
w2
− 2πi
∑
i∈χ(T )
DJ,iρi(υ)
∣∣∣ ≤ CK(‖J˜−J‖C1+|υ|1/p+δ(p−2)/p) ∑
i∈χ(T )
∣∣ρi(υ)∣∣,
where w is the standard holomorphic coordinate on the complement of (0, 0, 1) in S2;
(2d) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
, ξ∈ Γ˜−(b), and δ∈(0, 4δK),
‖R˜J˜ ,υξ‖υ,p,1 ≤ CK‖ξ‖b,p,1;∣∣∣ ∮
∂−A−
υ,0ˆ
(δ)
{RJ˜ ,υξ}(w)
dw
w2
− 2πi
∑
i∈χ(T )
ρi(v)DJ,b;iξ
∣∣∣
≤ CK
(‖J˜−J‖C1+|υ|1/p+δ(p−2)/p) ∑
i∈χ(T )
∣∣ρi(υ)∣∣ · ‖ξ‖υ,p,1;
(2e) for all υ=(b, v)∈F˜T ∅δK
∣∣
K˜(0)
, ξ∈ Γ˜−(υ; J˜), and δ≤4δK ,
|ξ|w ≤ CK |w|
∑
i∈χ(T )
∣∣ρi(υ)∣∣ · ‖ξ‖υ,p,1 ∀w∈A−υ,0ˆ(δ);∥∥∇ξ|A−
υ,0ˆ
(δ)
∥∥
υ,p
≤ CKδ1/p
∑
i∈χ(T )
∣∣ρi(υ)∣∣ · ‖ξ‖υ,p,1,
where w is as in (2c).
The first part of the proof of Corollary 3.2 shows that
C−1K ‖ξ‖b,p,1 ≤ ‖R˜J˜ ,υξ‖υ,p,1 ≤ CK‖ξ‖b,p,1 ∀ ξ∈ Γ˜−(b).
In fact, CK can be required to be arbitrary close to one in this case. By the proof of (3.25),
f˜υ(w) = ΦJ˜ ,υ(w)ϑJ˜ ,υ(w) = ΦJ˜,υ(w) ·
∑
i∈χ(T )
w
{
(D(1)J,i b)+ε(0)J˜ ,i(υ)
}
ρi(v) + ε(υ,w) (3.27)
for all w∈A−
υ,0ˆ
(δK), where
|ε(υ,w)| ≤ CK |w|2
∑
i∈χ(T )
∣∣ρi(υ)∣∣ and |∂wε(υ,w)| ≤ CK |w|∑
i∈χ(T )
∣∣ρi(υ)∣∣.
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Both estimates in (2c) are immediate from (3.27), (2b) and (2c) of Lemma 3.4, and Holder’s
inequality, since
(D(1)i b) · ρi(v) = DJ,iρi(υ).
Differentiating (3.27) with respect to w and integrating, we obtain (2b). The first bound in (2e)
is obtained by differentiating (3.27) with respect to ξ, as in (3) of the proof of Corollary 3.6. The
second estimate in (2e) follows by differentiating the resulting expression with respect to w and
integrating. Finally, in the remaining statement of (2d), each element ξ(w) of Tu˜υ(w)X is identified
with its preimage in Tev0(b)X under the parallel transport along the geodesics. This estimate follows
by differentiating (3.27) with respect to ξ. Due to the first bound in (2e), the parallel transport
and the geodesics can be defined either with respect to the J-compatible connection ∇J or with
the respect to the J˜-compatible connection
∇J˜ = 1
2
(∇J − J˜∇J J˜)
in the bundle TX−→X.
4 Genus-One Gluing Procedures
4.1 A One-Step Gluing Construction
Our next goal is to show that the regularity condition (c) of Definition 1.4 is well-behaved under
small perturbations of the almost complex structure J . Corollaries 4.2 and 4.5, along with the
compactness of the moduli space M1(X,J ;A), show that this is indeed the case. They conclude
the proof of the g=1 case of the first claim in Theorem 1.6.
We denote by X1,M (X,A) the space of equivalence classes of all smooth maps into X from genus-
one Riemann surfaces with marked points indexed by the set M in the homology class A and by
X01,M (X,A) the subset of X1,M (X,A) consisting of maps with smooth domains, i.e. smooth tori
in this case. Similarly to the previous section, we need to describe smooth maps u˜ : Σ−→X in
X1,∅(X,A) that lie close to each stratum UT (X;J) of the moduli space M1,∅(X,J ;A). If UT (X;J)
is contained in M
{0}
1,∅ (X,A;J), the surjectivity of the operator DJ˜ ,u˜ can be shown by an argument
similar to the proof of Corollary 3.2. This case is handled in this subsection. We will assume
that J is an almost complex structure that satisfies the regularity conditions (a), (b-ii), and (c) of
Definition 1.4.
Let T = (M, I,ℵ; j,A) be a bubble type such ∑i∈IAi =A and Ai 6= 0 for some minimal element
of I. We proceed similarly to Subsection 3.1. For each sufficiently small element υ=(b, v) of F˜T ∅,
let
b(υ) =
(
Συ, jυ , uυ
)
, where uυ = ub ◦ qυ,
be the corresponding approximately holomorphic stable map. Since the stable map ub is not
constant on the principal component, the linearization DJ,b of the ∂¯J -operator at b is surjective
by (a), (b-ii), and (c) of Definition 1.4. Thus, if υ is sufficiently small, the linearization
DJ,υ : Γ(υ)≡Lp1(Συ;u∗υTX) −→ Γ0,1(υ;J)≡Lp(Συ; Λ0,1J,jυT ∗Συ⊗u∗υTX),
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of the ∂¯J -operator at b(υ) , defined via the connection ∇J , is also surjective. In particular, we can
obtain an orthogonal decomposition
Γ(υ) = Γ−(υ)⊕ Γ+(υ)
such that the linear operator DJ,υ : Γ+(υ)−→ Γ0,1(υ;J) is an isomorphism, while Γ−(υ) is close
to Γ−(b) ≡ kerDJ,b. The relevant facts concerning the objects described in this paragraph are
summarized in Lemma 4.1 below.
Remark 1: The focus of the pregluing construction described in [Z4] is attaching bubble trees
of spheres to a fixed Riemann surface Σ. The present situation is of course different. However,
the main ingredient in the pregluing construction is a smooth family of nearly holomorphic maps
qυ : Συ−→Σb, constructed using a metric on Σ. All other objects that appear in the above para-
graph are essentially determined by the map qυ, and the homeomorphism type of Σb plays little
role. In the case ℵ = ∅, i.e. the principal component Σb,ℵ of the domain Σb of every element b
of U˜ (0)T (X;J) is a smooth torus, we choose a family of Kahler metrics {gb0} on the fibers of the
semi-universal bundle UT0 −→UT0(X;J); see Subsection 2.2 for notation. If υ = (b, v) is a small
element of F˜T ∅ and b0= π˜P (b), we construct the map qυ : Συ−→Σb as in Subsection 2.2 of [Z4],
using the metric gb0 on Σb,ℵ.
Remark 2: In the case ℵ 6= ∅, i.e. the principal component Σb,ℵ of any bubble map b∈ U˜ (0)T (X;J)
is the circle of spheres Σℵ, we split the pregluing construction into two steps. The first step will
correspond to gluing at the nodes ℵ of the principal curve and the second to attaching the trees of
spheres to the resulting elliptic curve. The bundle of gluing parameters FT 0 over UT0(X;J) has
the form
FT 0 =
⊕
(h,i)∈ℵ
L(h,i) =
⊕
(h,i)∈ℵ
L(h,i);0⊗L(h,i);1
for some line bundles L(h,i);0, L(h,i);1−→UT0(X;J). In addition, there exist bundle maps
φ(h,i);0 : L(h,i);0 −→ UT0 and φ(h,i);1 : L(h,i);1 −→ UT0
over UT0(X;J) such that for all b0∈UT0(X;J)
φ(h,i);0|b0 : L(h,i);0|b0 −→ Σb0,h φ(h,i);1|b0 : L(h,i);1|b0 −→ Σb0,i
are biholomorphisms that take (b0, 0) to the node (h, i) of Σb0 . Let
σT0 : U˜T0 −→ FT 0;δ, where δ∈C∞(UT0(X;J);R+),
be a semi-universal family of deformations of the elliptic curve Σℵ, along with the marked points
indexed by M0⊔ I1, where M0 and I1 are the sets of marked points lying on Σℵ and of first-level
bubbles of the elements of U˜ (0)T (X;J), respectively; see Subsection 2.2. In particular,
U˜T0
∣∣
U
(0)
T0
(X;J)
= UT0 .
A small neighborhood in U˜T0 of the section Zh,i of σT0 over UT0(X;J) corresponding to the
node (h, i) of Σℵ can be identified with the set
U(h,i) =
{
(b0, v;x, y) : b0∈UT0(X;J); (b0, v)∈FT 0, (b0, x)∈L(h,i);0, (b0, y)∈L(h,i);1;
|v|, |x|, |y|<δ(b); xy=v(h,i)
}
,
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in such a way that σT0(b0, v;x, y) =(b0, v) and the fibers of σT0 are identified holomorphically. For
each (b0, v)∈FT 0;δ, we set Σ(b0,v)=σ−1T0 (b0, v). Let
σ˜T0 : U˜T0 −→ UT0 = σ−1T0
(UT0(X;J))
be a smooth map such that σ˜T0(Σ(b0,v))⊂ Σb0 , σ˜T0 |Σ(b0,v) is holomorphic outside of the |ℵ| open
sets U(h,i),
σ˜T0(b0, v;x, y) =
{
(b0, 0;φ(h,i);0(x)), if |x|≥2|v(h,i)|1/2;
(b0, 0;φ(h,i);1(y)), if |y|≥2|v(h,i)|1/2;
if (b0, v;x, y)∈U(h,i),
and σ˜T0(b0, v;xh(b0, v)) = (b0, 0;xh(b0, 0)) for all h ∈ M0 ⊔ I1 and for all (b0, v) ∈ FT 0;δ, where
xh(b0, v) is the marked point indexed by h on Σ(b0,v) and v(h,i) is the L(h,i)-component of v. The
last condition can be used to define the points xh(b0, v) for v 6=0. Let q(b0,v);0 denote the restriction
of σ˜T0 to Σ(b0,v). We choose a Riemannian metric on U˜ such that its restriction g(b0,v) to each fiber
Σ(b0,v) of σT0 is Kahler. Along the way, we have made a number of choices. These choices will be
fixed once and for all. If υ∈F˜T , let
υℵ=(b, vℵ), if υ=
(
b, vℵ, vIˆ
)
,
(
b, vℵ
)∈F˜ℵT , (b, vIˆ)∈F˜0T ⊕ F˜1T ;
see Subsection 2.2. If υ is sufficiently small, we denote by Συℵ the Riemann surface obtained from
Σb by replacing the circle of spheres Σb,ℵ with |M0| ⊔ |I1| marked points, which together we denote
by b0, by Σ(b0,vℵ). Let
qυℵ : Συℵ −→ Σb
be the smooth map obtained by extending the map q(b0,v);0 by identity to the rational components
of Σb. We put
υℵ =
(
b(υℵ), (q
∗
υℵ
vh)h∈Iˆ
)
, where b(υℵ) =
(
Συℵ , uυℵ
)
, uυℵ = ub ◦ qυℵ ,
and q∗υℵvh =
{
dqυℵ |−1xh(υℵ)vh∈Txh(υℵ)Σ(b0,vℵ), if h∈I1;
vh∈C, if h∈ Iˆ−I1.
Let (Συ, jυ, gυ) be the Riemann surface obtained by attaching the bubble trees of spheres to the
elliptic curve Συℵ , using the gluing parameter υ
ℵ and the metric gυℵ on the principal component
Σ(b0,vℵ) of Συℵ , via the procedure described in Section 2 and Subsection 3.3 of [Z4]. We take the
key basic gluing map qυ : Συ−→Σb to be simply the composition qυℵ◦qυℵ .
Lemma 4.1 Suppose (X,ω, J) is a compact almost Kahler manifold, A ∈H2(X;Z), and J sat-
isfies the regularity conditions (a), (b-ii), and (c) of Definition 1.4. If T = (M, I,ℵ; j,A) is a
bubble type such that A =
∑
i∈IAi and Ai 6= 0 for some minimal element i of I, there exist
δ, C ∈ C(UT (X;J);R+) and an open neighborhood UT of UT (X;J) in X1,M (X,A) with the fol-
lowing properties:
(1) for all υ=(b, v)∈F˜T ∅δ ,
‖πυ;−ξ‖υ,p,1 ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ(υ), ‖DJ,υξ‖υ,p ≤ C(b)|υ|1/p‖ξ‖υ,p,1 ∀ξ∈Γ−(υ),
and C(b)−1‖ξ‖υ,p,1 ≤ ‖DJ,υξ‖υ,p ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ+(υ);
(2) for every [b˜]∈X01,M (X,A)∩UT , there exist υ=(b, v)∈F˜Tδ and ζ∈Γ+(υ) such that ‖ζ‖υ,p,1<δ(b)
and [expb(υ)ζ]=[b˜].
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This lemma is obtained by an argument analogous to that for Lemma 3.1. In particular, the
bijectivity arguments in Section 4 of [Z4], with minor modifications, apply in the present situation.
Corollary 4.2 If (X,ω, J), A, and T are as in Lemma 4.1 and M = ∅, for every precompact
open subset K of UT (X;J), there exist δK , CK ∈R+ and an open neighborhood UK ⊂UT of K in
X1,∅(X,A) with the following properties:
(1) requirements (1) and (2) of Lemma 4.1 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜−J‖C1 <δK and [b˜]∈UK ∩ X01,∅(X,A), there
exist a smooth Riemann surface Σ and a smooth map u˜ : Σ −→ X such that [b˜] = [Σ, u˜] and a
linearization DJ˜ ,u˜ of ∂¯J˜ at u˜ is surjective.
The proof is identical to that for Corollary 3.2.
4.2 A Two-Step Gluing Construction
We prove the analogue of Corollary 4.2 for bubble types T =(∅, I,ℵ; , A) such that Ai=0 for all
minimal elements i of I, i.e.
UT (X;J) ⊂M1,∅(X,A;J) −M{0}1,∅ (X,A;J),
in the next subsection. In this subsection, we modify the gluing construction of [Z4] in two ways.
First, we subdivide this construction into two steps. At the first stage, we use Lemma 3.3 to
smooth out all nodes of the domain of a stable map that lie away from the principle component.
At the second stage, we smooth out the remaining nodes, but at this step it may not be possible to
perturb each approximately holomorphic map into a J-holomorphic map. The second modification
is that the second-stage approximately holomorphic maps are closer to being holomorphic than
they would be if constructed as in Subsections 3.1 and 4.1 and in Subsection 3.3 of [Z4]. This
modification is motivated by the pregluing construction of Section 3 in [LT]. The two adjustments
allow us to obtain estimates on the behavior of the operator DJ˜ ,u˜ that are similar to the estimates
of Corollary 3.6 for the operator D∞,e∞
J˜,u˜
.
If T =(M, I,ℵ; j,A) is a bubble type such that Ai=0 for all i∈ I0, let Ih⊂ I, for h∈ I1, be as in
Subsection 2.2. We put
Ah(T ) =
∑
i∈Ih
Ai.
Let π˜h : U˜ (0)T (X;J)−→U˜ (0)Th (X;J) be the projection corresponding to the decomposition (2.11).
If υ=(b, v) ∈ F˜T , let
υ0 = (b, vℵ, v0), υ1 = (b, v1), υ{h} =
(
π˜h(b), v{h}
)
for h∈I1, if
υ=(b, vℵ, v0, v1), b∈U˜ (0)T (X;J), (b, vℵ)∈F˜ℵT , (b, v0)∈F˜0T , v1=
(
v{h}
)
h∈I1
∈
⊕
h∈I1
CIˆh .
The component υ1 of υ consists of the smoothings of the nodes of Σb that lie away from the principal
component. In the case of Figure 5 on page 17, these are the attaching nodes of the bubbles h2,
h4, and h5. The bubble map b(υ1) for υ1∈F˜1T
∅
is of the bubble type
T˜ =(M, I0 ∪ I1,ℵ; j, A˜), where A˜i =
{
0, if i∈I0;
Ai(T ), if i∈I1.
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Similarly to (2.11) and (2.12), we put
HT˜ (X;J) = UT0(pt)×
{
(bh)h∈I1 ∈
∏
h∈I1
HT˜h(X;J) : ev0(bh1)=ev0(bh2) ∀h1, h2∈I1
}
, (4.1)
where HT˜h(X;J) is the space of all J-holomorphic maps from P1 of type T˜h. For each h ∈ I1,
δ∈R+, and υ∈F˜T as above, let
A−υ1,h(δ) =
{
(h, z)∈{h}×S2 : |z|≥δ−1/2/2} ⊂ Συ1,h;
∂−A−υ1,h(δ) =
{
(h, z)∈{h}×S2 : |z|=δ−1/2/2} ⊂ Συ1,h.
Finally, if h∈I1 and i∈χ(T ) ∩ Ih, we put
ρ˜i(υ) ≡ (b, v˜i), where v˜i =
∏
h<i′≤i
vi′ ∈ C.
In the case of Figure 5 on page 17,
ρ˜h1(υ) = (b, 1), ρ˜h4(υ) = (b, vh4), and ρ˜h5(υ) = (b, vh5).
Lemma 4.3 Suppose (X,ω, J) is a compact almost Kahler manifold, A ∈H2(X;Z), and J is a
genus-zero A-regular almost complex structure. If T = (M, I,ℵ; j,A) is a bubble type such that∑
i∈IAi = A and Ai = 0 for all minimal elements i of I, for every precompact open subset K of
UT (X;J), there exist δK , CK ∈ R+ and an open neighborhood UK of K in X1,M (X,A) with the
following property. If J˜ is an almost complex structure on X such that ‖J˜−J‖C1≤δK , there exist
a smooth map
φ˜J˜ ;1 : F˜1T
∅
δK
|K˜(0) −→ HT˜ (X; J˜)
such that
(1) the image of Im φ˜J˜ ;1 under the quotient map HT˜ (X; J˜)−→UT˜ (X; J˜ ) is UT˜ (X; J˜ ) ∩ UK ;
(2) evP (φ˜J˜ ;1(υ1))=evP (b) for all υ1=(b, v1)∈F˜1T
∅
δK |K˜(0);
(3) if υ1∈F˜1T
∅
δK |K˜(0), h∈I1, π˜h(φ˜J˜ ;1(υ1))=(P1, u˜υ1,h), and δ≤4δK ,∥∥du˜υ1,h|A−
υ1,h
(δ)
∥∥
υ1,p
≤ CKδ1/p
∑
i∈χ(T )∩Ih
|ρ˜i(υ)|.
The smooth map φ˜J˜ ;1 is defined by
π˜h(φ˜J˜ ;1(υ1)) =
(
P1, expuυ{h}
ζJ˜,υ{h}
) ∀h∈I1,
where υ{h} is as above and ζJ˜ ,υ{h} is as in (2a) of Lemma 3.3. By (2c) of Lemma 3.3, the value of
the map π˜h(φ˜J˜ ;1(υ1)) at the attaching node of the bubble h is the same for all h∈ I1, as needed,
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and (2) of Lemma 4.1 is satisfied. The bound in (3) is simply a restatement of (2b) of Corollary 3.8,
since ∣∣ρ˜i(υ)∣∣ = ∣∣ρi(υ{h})∣∣ ∀ h∈χ(T )∩I1.
With notation as above, for each υ=(b, v), let
ζJ˜,υ1 ∈ Γ(Συ1 ;u∗υ1TX)
be given by
ζJ˜,υ1(z) =
{
ζJ˜ ,υ{h}(z), if z∈Συ1,h, h∈I1;
0, otherwise.
(4.2)
We write
φ˜J˜ ;1(υ1) = b˜J˜(υ1) = (Συ1 , u˜υ1) ∈ HT˜ (X; J˜).
The domain Συ1 of the stable map b˜J˜(υ1) consists of the principal component Συ1,ℵ, which is either
a smooth torus or a circle of spheres, and |I1| rational bubbles Συ,h, with h∈I1, attached directly
to Συ1,ℵ. The J˜ -holomorphic map u˜υ1 is constant on Συ1,ℵ. Let
Γ˜(υ1; J˜) = L
p
1(Συ1 ; u˜
∗
υ1TX).
We denote by Γ−(υ1; J˜) ⊂ Γ˜(υ1; J˜) the kernel of the linearization DJ˜ ,b˜
J˜
(υ1)
of the ∂¯J˜ -operator
at b˜J˜(υ1).
For each h ∈ I1, ξ ∈ Γ˜−(π˜h(b)), and ξ˜ ∈ Γ˜(υ{h}; J˜) with ξ˜(h,∞) = 0, we define R˜bξ ∈ Γ−(b) and
R˜υ1 ξ˜∈ Γ˜(υ1; J˜) by
R˜bξ(z) =
{
ξ(z), if z∈Σbh ;
0, otherwise;
and R˜υ1 ξ˜(z) =
{
ξ˜(z), if z∈Συ1,h;
0, otherwise;
(4.3)
see the paragraphs preceding Lemma 3.3 and Corollary 3.8 for notation. We put
Γ˜−(b) =
{
R˜bξ : ξ∈ Γ˜−(π˜h(b)), h∈I1
} ⊂ Γ−(b); (4.4)
Γ˜−(υ1; J˜) =
{
R˜υ1ξ : ξ∈ Γ˜−(υ{h}; J˜), h∈I1
} ⊂ Γ−(υ1; J˜).
Let R˜υ1,J˜ : Γ˜−(b)−→ Γ˜−(υ1; J˜) be the homomorphism such that
R˜υ1,J˜R˜bξ = R˜υ1R˜υ{h},J˜ξ ∀ ξ∈ Γ˜−(π˜h(b)), h∈I1,
where R˜υ{h},J˜ : Γ˜−(π˜h(b))−→Γ−(υ{h}; J˜) is the homomorphism defined just before Corollary 3.8.
If υ=(b, v)∈F˜T ∅δK |K˜(0) , let
υJ˜ =
(
b˜J˜(υ1), vℵ, v0
)
.
We denote by (Συ, jυ) the smooth Riemann surface constructed as in Remark 2 of Subsection 4.1
and by
qυ0;2=qυJ˜;ℵ◦qυℵJ˜ : Συ=Σ(b˜J˜ (υ1),vℵ,v0) −→ Συ1=Σb˜J˜(υ1),
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the corresponding basic gluing map. We next construct another map
q˜υ0;2=qυJ˜;ℵ◦q˜υℵJ˜ : Συ −→ Συ1
by defining the map
q˜υℵ
J˜
: Συ −→ Σ(b˜
J˜
(υ1),vℵ)
.
By construction, Σ(b˜
J˜
(υ1),vℵ)
is a smooth torus Συℵ,ℵ with |I1| bubbles attached at the points
{xh(υℵ)}h∈I1 of Συℵ,ℵ. For each h∈I1, we identify a small neighborhood Uh(υℵ) of xh(υℵ) in Συℵ,ℵ
with a neighborhood of xh(υℵ) in Txh(υℵ)Συℵ,ℵ, biholomorphically and isometrically, with respect to
the metric gυℵ on Συℵ,ℵ of Remark 2 in Subsection 4.1. We assume that all of these neighborhoods
are disjoint from each other and from the |ℵ| thin necks of Συℵ,ℵ. If z ∈ Uh(υℵ), we denote by
z−xh(υℵ) the corresponding element of Txh(υℵ)Συℵ,ℵ and by |z−xh(υℵ)| its norm with respect to
the metric gυℵ . Let β : R
+−→ [0, 1] be a smooth cutoff function such that
β(r) =
{
0, if r≤1;
1, if r≥2; and β
′(r) 6=0 if r∈(1, 2).
For each ǫ∈R+, we define βǫ∈C∞(R;R) by βǫ(r)=β(r/
√
ǫ). If |z−xh(υℵ)|≤2
√
δ(b), we put
q−
υℵ
J˜
;h
(z) =
(
1− βδK (2|z−xh(υℵ)|)
)( vh
z−xh(υℵ)
)
∈ C;
q+
υℵ
J˜
;h
(z) = xh(υℵ)+βδK (|z−xh(υℵ)|)
(
z−xh(υℵ)
) ∈ Σ(b˜
J˜
(υ1),vℵ),ℵ
,
where v0 = (vh)h∈I1 . By construction, the smooth Riemann surface Συ is the main component
Σ(b˜
J˜
(υ1),vℵ),ℵ
of Σ(b˜
J˜
(υ1),vℵ)
. We define the map q˜υℵ
J˜
: Συ−→Σ(b˜
J˜
(υ1),vℵ)
by
q˜υℵ
J˜
(z) =

(
h, qS(q
−
υℵ
J˜
;h
(z))
) ∈ Σ(b˜
J˜
(υ1),vℵ),h
, if |z−xh(υℵ)|/
√
δK≤1, h∈I1;
q+
υℵ
J˜
;h
(z) ∈ Σ(b˜
J˜
(υ1),vℵ),ℵ
, if 1≤|z−xh(υℵ)|/
√
δK≤2, h∈I1;
z ∈ Σ(b˜
J˜
(υ1),vℵ),ℵ
, otherwise,
where qS : C−→S2 is the standard (antiholomorphic) stereographic projection taking the origin in C
to the south pole in S2. Like the map qυ0;2, q˜υ0;2 smooths out the nodes of the principal component
and stretches small neighborhoods of the points xh(υℵ) around the |I1| bubbles. Furthermore,∥∥dq˜υ0;2∥∥C0 ≤ C(b), (4.5)
for some C∈C∞(UT (X;J);R+), if the norm is taken with respect to the metrics gυ on Συ and gυ1
on Συ1 , constructed via the basic gluing maps qυ and qυ1 , respectively; see Subsection 3.3 in [Z4].
The map q˜υ0;2 is a homeomorphism outside of |ℵ|+|I1| circles of Συ and is biholomorphic outside of
the |ℵ| thin necks corresponding to the nodes of the principal component of Σℵ and the |I1| annuli
A˜−b,h∪A˜+b,h with h∈I1, where
A˜−b,h =
{
z∈Συ : 1/2≤|z−xh(υℵ)|/
√
δK≤1
}
,
A˜+b,h =
{
z∈Συ : 1≤|z−xh(υℵ)|/
√
δK≤2
}
.
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The key advantage of the map q˜υ0;2 over qυ0;2 is that∥∥dq˜υ0;2∥∥C0(A˜−
b,h
)
≤ C(b)|vh| ∀ h∈I1; (4.6)
this bound is immediate from the definition of the norms.
If φ˜J˜ ;1(υ1)=(Συ1 , u˜υ1) as above, we take
bJ˜(υ) = (Συ, jυ , uυ), where uυ = u˜υ1 ◦ q˜υ0;2,
to be the approximately J˜-holomorphic map corresponding to the gluing parameter υ at the present,
second, stage of the gluing construction. By (4.5) and (4.6),
‖duυ‖υ,p ≤ C(b)‖du˜υ1‖υ1,p and ‖∂¯J˜uυ‖υ,p ≤ C(b)
∑
h∈I1
∥∥du˜υ1 |A−υ,h∥∥υ1,p|vh| p−2p , (4.7)
where A−υ,h = q˜υ0;2(A˜−b,h)⊂Συ1 and ‖ · ‖υ,p and ‖ · ‖υ1,p are the norms corresponding to the basic
gluing maps qυ and qυ1 ; see Subsection 3.3 in [Z4]. The second bound follows from the fact that
the map u˜υ1 is J˜-holomorphic on Συ1 and is constant on the principal component of Συ1 ; thus,
∂¯J˜uυ is supported on the annuli A˜−b,h, with h∈I1.
If υ=(b, v), we denote by
Γ(υ) = Lp1(Συ;u
∗
υTX) and Γ
0,1(υ; J˜) = Lp(Συ; Λ
0,1
J˜ ,jυ
T ∗Συ⊗u∗υTX)
the Banach completions of the corresponding spaces of smooth sections with respect to the norms
‖·‖υ,p,1 and ‖·‖υ,p, induced from the basic gluing map qυ : Συ−→Σb, as before, and the J˜-compatible
metric
gJ˜(·, ·) ≡
1
2
(
gX(J ·, J˜ ·) + gX(J˜ ·, J ·)
)
on X. We put
Γ−(υ; J˜) =
{
Rυ0ξ : ξ∈Γ−(υ1; J˜)
} ⊂ Γ(υ);
Γ˜−(υ; J˜) =
{
Rυ0ξ : ξ∈ Γ˜−(υ1; J˜)
} ⊂ Γ−(υ; J˜ ),
where Rυ0ξ=ξ ◦ q˜υ0;2. Let
Rυ,J˜=Rυ0◦ R˜υ1,J˜ : Γ˜−(b) −→ Γ˜−(υ; J˜ ).
With ζJ˜ ,υ1 as in (4.2), we set
Γ−(υ) =
{
Rυ0ΠζJ˜,υ1
(ξ◦qυ1) : ξ∈Γ−(b)
} ⊂ Γ(υ).
We denote by Γ+(υ) the L
2-orthogonal complement of Γ−(υ) in Γ(υ), as in Subsections 3.1 and 4.1.
It remains to describe the obstruction bundle, i.e. a complement to the image of Γ+(υ) under DJ,υ,
or DJ˜ ,υ if J˜ is sufficiently close to J . First, we describe the Fredholm situation along U˜ (0)T (X;J).
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The linearization DJ,b of the ∂¯J -operator along U˜ (0)T (X;J) is not surjective. From the decompo-
sition (2.11) and the regularity conditions of Definition 1.3, we see that the cokernel of DJ,b, for
b∈U˜ (0)T (X;J), can be identified with the vector space
Γ0,1− (b;J) ≈ E∗π˜P (b) ⊗J TevP (b)X
of (TevP (b)X,J)-harmonic antilinear differentials on the main component Σb,ℵ. In other words, if
ψ∈Hb,ℵ is a nonzero harmonic (0, 1)-form on Σb,ℵ,
Γ0,1− (b;J) =
{
Y ·Jψ : Y ∈TevP (b)X
}
.
If ℵ 6=∅, i.e. Σb,ℵ is a circle of spheres, the elements of Γ0,1− (b;J) have simple poles at the nodes of
Σb,ℵ with the residues adding up to zero at each node. Let
Γ0,1− (b; J˜) ≈ E∗π˜P (b) ⊗J˜ TevP (b)X
be the vector space of (TevP (b)X, J˜)-harmonic differentials on the main component Σb,ℵ of Σb. If
υ=(b, v)∈F˜T ∅δK |K˜(0) , with notation as above, let
Γ0,1− (υℵ; J˜) ≈ E∗Συℵ,ℵ ⊗J˜ TevP (b)X
be the space of (TevP (b)X, J˜)-harmonic differentials on the main component Συℵ,ℵ of Συℵ . If ℵ=∅,
Γ0,1− (υℵ; J˜)≡Γ0,1− (b; J˜).
We now construct a homomorphism
Rℵυ : Γ
0,1
− (υℵ; J˜) −→ Γ0,1(υ; J˜).
For each h∈I1 and z∈A−υ1,h(4δK), we define
ζ˜b;υ(z) ∈ TevP (b)X by expJ˜evP (b) ζ˜b;υ(z) = u˜υ1(z),
∣∣ζ˜b;υ(z)∣∣ < rJ˜ ,
where expJ˜ is the exponential map for the connection ∇J˜ and rJ˜ is its injectivity radius. If
η∈Γ0,1− (υℵ; J˜), we define Rℵυη∈Γ0,1(υ; J˜) by
{Rℵυη}zw =

0, if
√
δK
|z−xh(υℵ)|
|vh|
≤ 14 , h∈I1;
β|vh|2/δK
(
4|z−xh(υℵ)|
)
ΠJ˜
ζ˜b;υ q˜υ0;2(z)
ηz(w), if
1
4≤
√
δK
|z−xh(υℵ)|
|vh|
≤ 12 , h∈I1;
ηz(w), otherwise,
for all z ∈Συ and w ∈ TzΣυ, where ΠJ˜ denotes the parallel transport of the connection ∇J˜ . Let
Γ0,1− (υ; J˜ ) denote the image of Γ
0,1
− (υℵ; J˜) under R
ℵ
υ .
If η∈Γ0,1− (b; J˜) and η˜∈Γ0,1− (υℵ; J˜), we put
‖η‖ =
∑
h∈I1
|η|xh(b) and ‖η˜‖ =
∑
h∈I1
|η˜|xh(b˜J˜ (υ1),vℵ),
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where |η|xh(b) is the norm of η|xh(b) with respect to the metric gJ˜ on X and the metric gπ˜P (b) on
Σb,ℵ. Similarly, |η˜|xh(b˜J˜ (υ1),vℵ) denotes the norm of η˜|xh(b˜J˜ (υ1),vℵ) with respect to gJ˜ and the metric
g(π˜P (b),vℵ) on Σ(b˜
J˜
(υ1),vℵ),ℵ
=Σ(π˜P (b),vℵ). If ℵ 6= ∅, we can obtain an isomorphism
Rυℵ : Γ
0,1
− (b; J˜) −→ Γ0,1− (υℵ; J˜)
by requiring that
{Rυℵη}xh(υℵ) = dqυℵ |∗xh(υℵ)η|xh(b) ∀η∈Γ
0,1
− (b; J˜), h∈I1.
If ℵ= ∅, we take Rυℵ to be the identity map. In either case, we denote by
Rυ : Γ
0,1
− (b; J˜) −→ Γ0,1− (υ; J˜)
the composition Rℵυ ◦Rυℵ . It is immediate from this construction that for every q∈ [1, 2),∥∥Rυη∥∥υ,q ≤ Cq‖η‖ ∀ η∈Γ0,1− (b; J˜). (4.8)
Finally, we denote by DJ,υ the linearization of ∂¯J at bJ˜(υ) defined via ∇J and by DJ˜ ,υ the lin-
earization of ∂¯J˜ at bJ˜(υ) defined via ∇J˜ . Let D∗J˜ ,υ denote the formal adjoint of DJ˜ ,υ, defined with
respect to the metrics gυ on Συ and gJ˜ on X; see Chapter 3 in [McSa]. For any h∈I1 and δ∈R+,
we take
A+υℵ,h(δ) =
{
z∈Συℵ,ℵ : |z−xh(υℵ)|≤2δ1/2
} ⊂ Συ
J˜;ℵ,ℵ
,
A˜+υ,h(δ)=q
−1
υℵ
J˜
(A+υℵ,h(δ)), A˜
−
υ,h(δ)=q
−1
υ0;2
(
A−υ1,h(δ)
)
=q−1υ
(
A−b,h(δ)
) ⊂ Συ,
and ∂−A˜−υ,h(δ) = q
−1
υ0;2
(
∂−A−υ1,h(δ)
)
,
where A−υ1,h(δ) and ∂
−A−υ1,h(δ) are as in the paragraph preceding Lemma 4.3. If Y1, Y2 ∈TqX for
some q∈X, we put
〈Y1, Y2〉J˜ = gJ˜ (Y1, Y2) + i gJ˜ (Y1, J˜Y2) ∈ C.
Similarly, if η1, η2∈Γ0,1(υ; J˜ ), we put
〈〈η1, η2〉〉 = 〈〈η1, η2〉〉υ,2 + i 〈〈η1, J˜η2〉〉υ,2 ∈ C,
where 〈〈·, ·〉〉υ,2 is the (real-valued) L2-inner product on Γ0,1(υ; J˜) with respect to the metric gJ˜
on X. Note that by Holder’s inequality and (4.8)∣∣〈〈η′, Rυη〉〉υ∣∣ ≤ C‖η‖‖η′‖υ,p ∀ η∈Γ0,1− (b; J˜), η′∈Γ0,1(υ; J˜). (4.9)
Lemma 4.4 If (X,ω, J), A, and T are as in Lemma 4.3, for every precompact open subset K
of UT (X;J), there exist δK , CK ∈R+ and an open neighborhood UK of K in X1,M (X,A) with the
following property. If J˜ is an almost complex structure on X such that ‖J˜−J‖C1≤δK ,
(1) the second-stage pregluing map, υ−→bJ˜(υ), is defined on F˜T
∅
δK
∣∣
K˜(0)
;
(2) for every [b˜]∈ X01,M (X,A)∩UK , there exist υ∈F˜T ∅δK |K(0) and ζ∈Γ+(υ) such that ‖ζ‖υ,p,1<δK
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and [expJ˜b
J˜
(υ) ζ]=[b˜];
(3) for all υ=(b, v)∈F˜T ∅δK |K˜(0),
‖∂¯J˜uυ‖υ,p ≤ CK |ρ(υ)|, ‖DJ˜ ,υξ‖υ,p ≤ CK |υ|
p−2
p ‖ξ‖υ,p,1 ∀ξ∈Γ−(υ; J˜ ),
and C−1K ‖ξ‖υ,p,1 ≤ ‖DJ˜ ,υξ‖υ,p ≤ CK‖ξ‖υ,p,1 ∀ξ∈Γ+(υ);
(4) for all υ=(b, v)∈F˜T ∅δK |K˜(0), h∈I1, and ξ∈ Γ˜−(υ; J˜ ),
‖DJ˜ ,υξ‖υ,p ≤ CK |ρ(υ)| · ‖ξ‖υ,p,1 and
∥∥ξ|A˜+
υ,h
(δK)
∥∥
υ,p,1
≤ CK |υ|1/p|ρ(υ)| · ‖ξ‖υ,p,1;
(5) for all υ=(b, v)∈F˜T ∅δK |K˜(0), ξ∈ Γ˜−(b), and η∈Γ0,1− (b; J˜),
‖Rυ,J˜ξ‖υ,p,1 ≤ ‖ξ‖b,p,1,
∥∥Rυη|A˜−
υ,h
(4δK)
∥∥
υ,2
≤ CK |υ|1/2‖η‖ ∀ h∈I1,∣∣∣〈〈DJ˜ ,υRυ,J˜ξ,Rυη〉〉+ 2πi ∑
i∈χ(T )
〈
DJ,b;iξ, ηxh(i)(b)(ρi(υ))
〉
b
∣∣∣
≤ CK
(‖J˜−J‖C1+|υ|1/p+|υ|(p−2)/p)|ρ(υ)| · ‖η‖‖ξ‖b,p,1;
(6) for all υ=(b, v)∈F˜T ∅δK |K˜(0) and η∈Γ0,1− (b; J˜),∣∣∣〈〈∂¯J˜uυ, Rυη〉〉+ 2πi ∑
i∈χ(T )
〈DJ,iρi(υ), ηxh(i)(b)〉b∣∣∣
≤ CK
(‖J˜−J‖C1+|υ|1/p +|υ|(p−2)/p)|ρ(υ)| · ‖η‖;
(7) for all υ=(b, v)∈F˜T ∅δK |K˜(0), ξ∈Γ(υ), and η∈Γ0,1− (b; J˜),∣∣〈〈DJ˜ ,υξ,Rυη〉〉υ,2∣∣ ≤ CK |υ|1/2‖η‖‖ξ‖υ,p,1.
Remark: In (6) above, 〈·, ·〉b denotes the combination of the inner-product defined before Lemma 4.4
with a contraction. More precisely,
〈DJ˜ ,i(b, v), ηx〉b = ψx(v)〈Dib, Y 〉 if η = ψ⊗Y ∈ E∗⊗ev∗PTX;
see the paragraph preceding Lemma 3.5.
The first statement of this lemma is essentially a restatement of Lemma 4.3, in the light of the
constructions following Lemma 4.3. In (2),
expJ˜b
J˜
(υ)ζ =
(
Συ, jυ , exp
J˜
uυζ
)
, if bJ˜(υ) = (Συ, jυ , uυ).
The arguments of Section 4 in [Z4] can be modified, in a straightforward way, to show that for every
[b˜]∈X01,M (X,A) sufficiently close to UT (X;J), there exists a pair (υ, ζ) as in (2) of Lemma 4.4 and
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this pair is unique up to the action of the group Aut(T )∝ (S1)Iˆ , i.e. the present two-stage gluing
construction retains the essential bijectivity property of the one-stage gluing construction in [Z4].
The key point is that the metrics gυ on Συ and the weights used to modify the standard Sobolev
norms, as in Subsection 3.3 of [Z4], are the same in the one-stage gluing construction and in the
present case, while the difference between the data appearing in the two constructions is very small.
The first bound in (3) of Lemma 4.4 is immediate from the second bound in (4.7) and (2b) of
Corollary 3.8, since
q˜υ0;2(A˜−b,h) = A−υ,h ⊂ A−υ1,h
(|vh|2/δK).
The two bounds in (4) follow from (2e) of Corollary 3.8 in a similar way. The second estimate
in (3) is obtained by the same argument as the second bound in (4.7). The final claim of (3) is a
consequence of the analogous inequalities for DJ,υ; see Subsection 3.5 in [Z4]. The first inequality
in (5) is clear from the first inequality in (2d) of Corollary 3.8. For the second one, it is enough
to observe that the L2-norm of a one-form is invariant under conformal changes of the metric on a
two-dimensional domain, while the larger radius of the annulus A˜−υ,h(δ) is |vh|1/2, with respect to
the metric gυℵ on Συℵ,ℵ.
For the remaining three estimates, we observe that for any h∈I1,
|D∗
J˜ ,υ
Rυη|gυ,z ≤ CK |duυ |gυ,z‖η‖ ∀z∈ A˜+υ,h(δK), (4.10)
|D∗
J˜ ,υ
Rυη|gυ ,wh ≤ CK |duυ |gυ,wh
|vh|
|wh| ‖η‖ ∀wh=
vh
z
∈ A˜−υ,h(δK), and (4.11)
|D∗
J˜ ,υ
Rυη|gυ ,wh ≤ CK
(
1+|duυ|gυ ,wh
)|vh|‖η‖ ∀wh= vh
z
∈ A˜−υ,h(4δK)−A˜−υ,h(δK), (4.12)
where z is a holomorphic coordinate on a neighborhood of xh(υℵ) in Σℵ, which is unitary with
respect to the metric gυℵ on Συℵ,ℵ, and |z| denotes the norm in the standard metric on C. These
estimates are obtained by a direct computation from an explicit expression for D∗
J˜ ,υ
, such as the one
in Chapter 3 of [McSa], and simple facts of Riemannian geometry, such as those in Subsection 2.1
of [Z1]. The difference between (4.11) and (4.12) is due to the fact that the cutoff function used
in the construction of Rυη is constant outside of the annuli A˜
−
υ,h(4δK)−A˜−υ,h(δK), with h∈I1. An
explicit computation of the contribution of this cutoff function on A˜−υ,h(4δK)−A˜−υ,h(δK) is given in
Subsection 2.2 of [Z3]. From the definition of the map q˜υ0;2 and the metric gυ, it is easy to see that∣∣dq˜υ0;2∣∣gυ,z ≤ 4 |vh||z|2 ∀z∈ A˜+υ,h(δK) and ∣∣dq˜υ0;2∣∣gυ,wh ≤ 4 ∀wh= vhz ∈ A˜−υ,h(4δK). (4.13)
By (4.10), the first bound in (4.13), Holder’s inequality, and a change of variables, we obtain∥∥D∗
J˜ ,υ
Rυη|A˜+
υ,h
(δK)
∥∥
υ,1
≤ CK
∥∥du˜υ1 |q˜0;2(A˜+υ,h(δK )∥∥υ1,p|vh| p−2p ‖η‖
≤ C ′K |vh|
p−1
p
∑
i∈χ(T )∩Ih
|ρ˜i(υ)| · ‖η‖, (4.14)
by (2b) of Corollary 3.8, since q˜0;2(A˜
+
υ,h(δK))⊂A−υ1,h(|vh|). Similarly, by (4.11), (4.12), the second
bound in (4.13), and Holder’s inequality,∥∥D∗
J˜ ,υ
Rυη|A˜−
υ,h
(4δK)
∥∥
υ,1
≤ CK
(
1+
∥∥du˜υ1 |A−
υ1,h
(4δK)
∥∥
υ1,p
)|vh| · ‖η‖
≤ C ′K |vh| · ‖η‖,
(4.15)
by (2b) of Corollary 3.8. Since D∗
J˜ ,υ
Rυη is supported on the annuli A˜
−
υ,h(δK)∪A˜+υ,h(δK), with h∈I1,
by (4.14) and (4.15),
‖D∗
J˜ ,υ
Rυη‖υ,1 ≤ CK |υ|(p−1)/p‖η‖. (4.16)
The last inequality in Lemma 4.4 is immediate from (4.16), since p>2.
We next prove the last estimate in (5) of Lemma 4.4. By the first inequalities in (2d) and (2e) of
Corollary 3.8, for all ξ∈ Γ˜−(b),∣∣Rυ,J˜ξ∣∣z ≤ CK |vh||z| ∑
i∈χ(T )∩Ih
|ρ˜i(υ)| · ‖ξ‖b,p,1 ∀ z∈ A˜+υ,h(δK). (4.17)
By (4.10), the first bound in (4.13), (4.17), a change of variables, and Holder’s inequality, we obtain∣∣〈〈Rυ,J˜ξ,D∗J˜ ,υRυη|A˜+υ,h(δK)〉〉υ,2∣∣ ≤ CK∥∥du˜υ1 |A−υ,h(|υh|)∥∥υ1,p|vh| 32− 1p ‖η‖‖ξ‖b,p,1
≤ C ′K |vh|1/2
∑
i∈χ(T )∩Ih
|ρi(υ)| · ‖η‖‖ξ‖b,p,1, (4.18)
by (2b) of Corollary 3.8. Since the map q˜0;2 is holomorphic outside of the annuli A˜±b,h with h∈ I1
and Rυξ vanishes on A˜+b,h,〈〈
DJ˜ ,υRυ,J˜ξ,Rυη
〉〉
υ,2
=
∑
i∈I1
∫
A˜−b,h
〈
DJ˜ ,υRυξ,Rυη
〉
dz dz¯.
Since A˜−b,h⊂ A˜+υ,h(δK), by (4.18) and integration by parts,∣∣∣〈〈DJ˜ ,υRυ,J˜ξ,Rυη〉〉+∑
h∈I1
∮
∂−A˜−b,h
〈
Rυ,J˜ξ,Π
J˜
ζ˜b;υ q˜0;2(z)
ηxh(b)∂z¯
〉
dz
∣∣∣
≤ CK |υ|1/2
∑
i∈χ(T )
|ρi(υ)| · ‖η‖‖ξ‖b,p,1,
Thus, by a change of variables and the definition of Rυ,J˜ ,∣∣∣〈〈DJ˜ ,υRυ,J˜ξ,Rυη〉〉−∑
h∈I1
∮
∂−A−
υ1,h
(|vh|/δK)
〈
Rυ1,J˜ξ,Π
J˜
ζ˜b;υ(wh)
ηxh(b)vh
〉dwh
w2h
∣∣∣
≤ CK |υ|1/2|ρ(υ)| · ‖η‖‖ξ‖b,p,1,
(4.19)
where wh=vh/z. The last estimate in (5) of Lemma 4.4 is immediate from (4.19) and the second
estimate in (2d) of Corollary 3.8.
It remains to prove part (6) of Lemma 4.4. Let ζ˜b;υ : A
−
υ1,h
(4δK)−→TevP (b)X be as above. If h∈I1
and z∈A˜−b,h,∣∣ΠJ˜ −1
ζ˜b;υ q˜υ0;2(z)
◦ ∂¯J˜uυ − ∂¯J˜evP (b)(ζ˜b;υ◦q˜υ0;2)
∣∣
z
≤ CX |ζ˜b;υ◦q˜υ0;2|z|d(ζ˜b;υ◦q˜υ0;2)|z; (4.20)
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see Subsection 2.3 of [Z1]. Thus, by integration by parts, if η=Y ⊗dz¯,∣∣∣ ∫
A˜−
b,h
〈
∂¯J˜uυ, Rυη
〉
b
−
∮
∂−A˜−
b,h
〈
ζ˜b;υq˜υ0;2(z), Y
〉
dz
∣∣∣
≤ CX
∫
A˜−
b,h
|ζ˜b;υ◦q˜υ0;2|z
∣∣d(ζ˜b;υ◦q˜υ0;2)∣∣z dz dz¯ · ‖η‖, (4.21)
since ζ˜b;υ vanishes on Συ1,ℵ. Since∮
∂−A˜−
b,h
〈
ζ˜b;υq˜υ0;2(z), Y
〉
dz = −
∮
∂−A−
υ1,h
(|vh|2/δK )
〈
ζ˜b;υ(wh), ηxh(b)(vi)
〉dwh
w2h
,
where wh is as in the two previous paragraphs,∣∣∣ ∮
∂−A˜−
b,h
〈
ζ˜b;υ q˜υ0;2(z), Y
〉
dz + 2πi
∑
i∈Ih∩χ(T )
〈DJ,iρi(υ), ηxh(b)〉b∣∣∣
≤ CK
(‖J˜−J‖C1+|υ|1/p+|υ|(p−2)/p) ∑
i∈Ih∩χ(T )
|ρi(υ)| · ‖η‖,
(4.22)
by the two estimates in (2c) of Corollary 3.8. On the other hand, by Holder’s inequality, change
of variables, (2b) and the first estimate in (2c) of Corollary 3.8,∫
A˜−
b,h
|ζ˜b;υ◦q˜υ0;2|z
∣∣d(ζ˜b;υ◦q˜υ0;2)|zdz dz¯ ≤ CK∥∥ζ˜b;υ∥∥C0(q˜υ0;2(A˜−b,h)) · |vh| p−2p ∥∥du˜υ1 |q˜υ0;2(A˜−b,h)∥∥υ1,p
≤ C ′K
∑
i∈Ih∩χ(T )
|ρi(υ)|2,
(4.23)
since q˜υ0;2(A˜−b,h)⊂A−υ1,h(|vh|2/δK). Since ∂¯J˜uυ is supported on the annuli A˜−b,h, with h ∈ I1, the
estimate (6) of Lemma 4.4 follows from (4.21)-(4.23).
4.3 Some Geometric Conclusions
We now use the two-step gluing construction of the previous subsection to conclude the proof of
Theorem 1.6.
Corollary 4.5 Suppose (X,ω, J), A 6=0, and T are as in Lemma 4.3 and M=∅. If J satisfies the
regularity conditions (a) and (b-i), for every precompact open subset K of UT (X;J), there exist
δK , CK ∈R+ and an open neighborhood UK of K in X1,∅(X,A) with the following properties:
(1) all requirements of Lemma 4.4 are satisfied;
(2) if J˜ is an almost complex structure on X s.t. ‖J˜ −J‖C1 < δK and [b˜] ∈ M01,∅(X,A; J˜ ), the
linearization DJ˜ ,b˜ of ∂¯J˜ at b˜ is surjective.
Proof: (1) We continue with the notation preceding Lemma 4.4. By Lemma 4.4, it can be assumed
that
b˜ =
(
Συ, jυ, u˜υ), where u˜υ = exp
J˜
uυζJ˜ ,υ, υ∈F˜T ∅δK
∣∣
K(0)
, ζJ˜ ,υ∈Γ+(υ), ‖ζJ˜ ,υ‖υ,p,1≤ δ˜K ,
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for some δ˜K ∈(0, δK) to be chosen later. Since ∂¯J˜ u˜υ=0,
∂¯J˜uυ +DJ˜ ,υζJ˜,υ +NJ˜ ,υζJ˜ ,υ = 0, (4.24)
where NJ˜ ,υ is a quadratic term. In particular, NJ˜ ,υ0=0 and∥∥NJ˜ ,υξ−NJ˜,υξ′∥∥υ,p ≤ CK(‖ξ‖υ,p,1+‖ξ′‖υ,p,1)‖ξ−ξ′‖υ,p,1, (4.25)
if ξ, ξ′∈Γ(υ) and ‖ξ‖υ,p,1, ‖ξ‖′υ,p,1≤δK . By (4.24), (4.25), and (3) of Lemma 4.4,∥∥ζJ˜,υ∥∥υ,p,1 ≤ CK |ρ(υ)|, (4.26)
provided δ˜K is sufficiently small.
(2) Since u˜υ is J˜-holomorphic, all linearizations DJ˜ ,u˜ of ∂¯J˜ are the same. We give an explicit
expression for DJ˜ ,u˜ and show that the dimension of its kernel does not exceed the index of DJ˜ ,u˜.
For any ξ∈Γ(Συ; u˜∗υTX), let
ξ˜=ΠJ˜ −1ζ
J˜,υ
ξ.
We put
∂¯J˜ξ ≡ ΠJ˜ζJ˜,υ ◦ Π
J˜ −1
ξ˜+ζ
J˜,υ
◦ ∂¯J˜ expJ˜uυ
(
ξ˜+ζJ˜,υ
)
= ΠJ˜ζ
J˜,υ
◦ (∂¯J˜uυ +DJ˜ ,υ(ξ˜+ζJ˜ ,υ) +NJ˜ ,υ(ξ˜+ζJ˜ ,υ))
= ΠJ˜ζ
J˜,υ
◦ (DJ˜ ,υξ˜ +NJ˜ ,υ(ξ˜+ζJ˜,υ)−NJ˜ ,υζJ˜ ,υ),
by (4.24). By (4.25), we can write
NJ˜ ,υ(ξ˜+ζJ˜ ,υ)−NJ˜,υζJ˜,υ = LJ˜ ,υξ˜ + N˜J˜ ,υξ˜,
where N˜J˜ ,υ is a quadratic term, while the linear map LJ˜ ,υ : Γ(υ)−→Γ0,1(υ; J˜) satisfies∥∥LJ˜ ,υξ∥∥υ,p ≤ CK‖ζJ˜ ,υ‖υ,p,1‖ξ˜‖υ,p,1 ≤ C ′K |ρ(υ)| · ‖ξ˜‖υ,p,1 ∀ ξ˜∈Γ(υ), (4.27)
by (4.26). We conclude that
DJ˜ ,u˜ = ΠζJ˜,υ ◦
(
DJ˜ ,υ + LJ˜ ,υ
) ◦ Π−1ζ
J˜,υ
.
Thus, it is sufficient to show that the dimension of the kernel of DJ˜ ,υ+LJ˜,υ does not exceed the
index of DJ˜ ,υ.
(3) Suppose ξ∈ker(DJ˜ ,υ+LJ˜ ,υ). Since the dimension of Γ−(υ; J˜) is the same as the dimension of
Γ−(υ), by (3) of Lemma 4.4, we can write
ξ = ξ− + ξ+, where ξ−∈Γ−(υ; J˜), ξ+∈Γ+(υ).
If δ˜K is sufficiently small, by (3) of Lemma 4.4 and (4.27),∥∥ξ+∥∥υ,p,1 ≤ CK(‖DJ˜ ,υξ−‖υ,p + ‖LJ˜ ,υξ−‖υ,p)
≤ C ′K |υ|
p−2
p ‖ξ−‖υ,p,1 ∀ ξ−+ξ+∈ker(DJ˜ ,υ+LJ˜ ,υ).
(4.28)
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Thus, the projection map, ξ −→ ξ− is an injection on ker(DJ˜ ,υ+LJ˜,υ). We denote its image
by Γ∗−(υ; J˜ ). Furthermore, by (4) of Lemma 4.4 and (4.27),∥∥ξ+∥∥υ,p,1 ≤ CK(‖DJ˜ ,υξ−‖υ,p + ‖LJ˜ ,υξ−‖υ,p) ∀ ξ−∈Γ−(υ; J˜),
≤ C ′K |ρ(υ)| · ‖ξ−‖υ,p,1 ξ−+ξ+∈ker(DJ˜ ,υ+LJ˜ ,υ).
(4.29)
(4) We now use Lemma 4.4 to estimate the L2-inner product of {DJ˜ ,υ+LJ˜,υ}(ξ−+ξ+) with an
element Rυη of Γ
0,1
− (υ; J˜ ), whenever ξ− ∈ Γ˜−(υ; J˜), ξ+ ∈ Γ+(υ), and ξ−+ξ+ ∈ ker{DJ˜ ,υ+LJ˜ ,υ}.
By (4.9), (4.27), and (4.29),∣∣〈〈LJ˜ ,υξ+, Rυη〉〉∣∣ ≤ CK |ρ(υ)|2 · ‖η‖‖ξ−‖υ,p,1, ∀ ξ−∈ Γ˜−(υ; J˜ ). (4.30)
By (4.29) and (7) of Lemma 4.4,∣∣〈〈DJ˜ ,υξ+, Rυη〉〉∣∣ ≤ CK |υ|1/2|ρ(υ)| · ‖η‖‖ξ−‖υ,p,1, ∀ ξ−∈ Γ˜−(υ; J˜). (4.31)
For each h∈I1, by (4.27) and (5) of Lemma 4.4,∣∣〈〈LJ˜ ,υξ|A˜−υ;h(4δK ), Rυη〉〉∣∣ ≤ CK∥∥η|A˜−υ;h(4δK )∥∥υ,2‖LJ˜ ,υξ‖υ,p
≤ CK |υ|1/2|ρ(υ)| · ‖η‖‖ξ‖υ,p,1; ∀ ξ∈Γ(υ).
(4.32)
Since the metric gυ on the annulus A˜
+
υ;h(δK) differs from the standard metric on the annulus with
radii 2
√
δK and
√|υh| by a factor bounded above by four and below by one-quarter,
‖ξ‖C0 ≤ CK‖ξ‖υ,p,1 ∀ ξ∈Γ(A˜+υ;h(δK);u∗υTX);
see Subsection 3.1 in [Z1] and Subsection 3.3 in [Z4]. Thus,∥∥(LJ˜ ,υξ)|A˜+
υ;h(δK)
∥∥
υ,p
≤ CK‖ζJ˜ ,υ‖υ,p,1
∥∥ξ|A˜+
υ;h(δK )
∥∥
υ,p,1
≤ C ′K
∑
i∈χ(T )∩Ih
|ρi(υ)| ·
∥∥ξ|A˜+υ;h(δK)∥∥υ,p,1 ∀ ξ∈Γ(υ), (4.33)
since (4.25) is obtained from a pointwise bound; see Subsection 2.4 in [Z1]. By (4.27), (4.33),
and (4) of Lemma 4.4,∣∣〈〈LJ˜,υξ−|A˜+
υ;h(δK)
, Rυη
〉〉∣∣ ≤ CK‖η‖∥∥ξ−|A˜+
υ;h(δK)
∥∥
υ,p,1
≤ CK |υ|1/p
∑
i∈χ(T )∩Ih
|ρi(υ)| · ‖η‖‖ξ−‖υ,p,1 ∀ ξ−∈ Γ˜−(υ; J˜). (4.34)
Since the intersection of the support of ξ− ∈ Γ˜−(υ; J˜ ) with the support of Rυη ∈ Γ0,1− (υ; J˜) is
contained in the |I1| annuli A˜−υ;h(4δK)∪A˜+υ;h(δK), by (4.32) and (4.34),∣∣〈〈LJ˜,υξ−, Rυη〉〉∣∣ ≤ CK |υ|1/p|ρ(υ)| · ‖η‖‖ξ−‖υ,p,1 ∀ η∈Γ0,1− (b; J˜), ξ−∈ Γ˜−(υ; J˜). (4.35)
Finally, by (4.30), (4.31), (4.35), and (5) of Lemma 4.4,∣∣∣〈〈{DJ˜ ,υ+LJ˜,υ}(Rυ,J˜ξ+ξ+), Rυη〉〉+ 2πi ∑
i∈χ(T )
〈
DJ,b;iξ, ηxh(i)(b)(ρi(υ))
〉
b
∣∣∣
≤ CK
(‖J˜−J‖C1+|υ|1/p+|υ|(p−2)/p)|ρ(υ)| · ‖η‖‖ξ‖b,p,1, (4.36)
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for all ξ∈ Γ˜−(b) and ξ+∈Γ+(υ) such that Rυ,J˜ξ+ξ+∈ker(DJ˜ ,υ+LJ˜,υ).
(5) Let {ηr} be a basis for Γ0,1− (b; J˜)=E∗π˜P (b)⊗J˜ TevP (b)X, orthonormal with respect to the inner-
product corresponding to the norm ‖ · ‖. We define the homomorphism
Dυ : Γ
∗
−(υ; J˜) −→ Γ0,1− (b; J˜) by Dυξ =
∑
r
〈〈{DJ˜ ,υ+LJ˜,υ}(ξ+ξ+), Rυηr〉〉ηr
if ξ+∈Γ+(υ), ξ+ξ+∈ker(DJ˜ ,υ+LJ˜,υ).
Since the projection map ker(DJ˜ ,υ+LJ˜,υ)−→Γ∗−(υ; J˜) is an isomorphism by (3) above, the map
Dυ is well-defined. By definition, Dυ≡0. On the other hand, by (4.36),
DυRυ,J˜ξ = −2πi
∑
i∈χ(T )
{
DJ,b;i+εi(υ)
}
ξ ⊗ ρi(v) ∀ξ ∈ R −1υ,J˜ Γ
∗
−(υ; J˜ ), (4.37)
where εi(υ) : R
−1
υ,J˜
Γ∗−(υ; J˜)−→TevP (b)X is a homomorphism such that
|εi(υ)| ≤ CK
(‖J˜−J‖C1+|υ|1/p+|υ|(p−2)/p) ∀υ∈F˜T ∅δK ∣∣K(0) . (4.38)
By (a) and (b-i) of Definition 1.4, the map
DJ,b;i : Γ˜−(b) −→ TevP (b)X
is surjective for all i∈χ(T ); see the paragraph preceding Lemma 3.3. Since ρi(υ) 6=0 for all i∈ I1
and υ∈F˜T ∅, it follows from (4.37) and (4.38) that if δ˜K is sufficiently small,
dimkerDJ˜ ,u˜ = dimker(DJ˜ ,υ+LJ˜,υ) = dimΓ
∗
−(υ; J˜) = dimkerDυ
≤ dimΓ−(υ; J˜ )− dimΓ0,1− (b; J˜) = dimΓ−(b)− dimΓ0,1− (b;J)
= indDJ,b = indDJ˜ ,u˜,
as needed.
Corollary 4.5 concludes the proof of the genus-one regularity property of Theorem 1.6. Corollary 4.6
below and the Gromov compactness theorem imply that if J is a genus-zero A-regular almost
complex structure on X, Jr is a sequence of almost complex structures on X such that Jr −→ J
as r −→ ∞, and br ∈ M01,M (X,A;Jr), then a subsequence of {br} converges to an element of
M
0
1,M (X,A;J).
Corollary 4.6 If (X,ω, J), A 6=0, and T are as in Lemma 4.3, for every precompact open subset
K of UT (X;J)−UT ;1(X;J), there exist δK ∈R+ and an open neighborhood UK of K in X1,M (X,A)
such that
M01,M (X,A; J˜ ) ∩ UK = ∅
if J˜ is an almost complex structure on X such that ‖J˜−J‖C1<δK .
Proof: (1) Suppose [b˜]∈M01,M (X,A; J˜ ) ∩ UK . By Lemma 4.4, it can be assumed that
b˜ =
(
Συ, jυ, u˜υ), where u˜υ = exp
J˜
uυζJ˜ ,υ, υ∈F˜T ∅δK
∣∣
K(0)
, ζJ˜ ,υ∈Γ+(υ), ‖ζJ˜ ,υ‖υ,p,1≤ δ˜K ,
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for some δ˜K ∈(0, δK) to be chosen later. Since ∂¯J˜ u˜υ=0,
∂¯J˜uυ +DJ˜ ,υζJ˜,υ +NJ˜ ,υζJ˜ ,υ = 0. (4.39)
By (4.25) and (3) of Lemma 4.4,∥∥NJ˜,υζJ˜,υ∥∥υ,p ≤ CK‖ζJ˜ ,υ‖2υ,p,1 =⇒ ∥∥ζJ˜,υ∥∥υ,p,1 ≤ CK |ρ(υ)|, (4.40)
provided δ˜K is sufficiently small.
(2) If η∈Γ0,1− (b; J˜), by (4.9), (4.40), and (7) of Lemma 4.4,∣∣〈〈DJ˜ ,υζJ˜,υ, Rυη〉〉∣∣ ≤ CK |υ|1/2|ρ(υ)| · ‖η‖ and∣∣〈〈NJ˜ ,υζJ˜,υ, Rυη〉〉∣∣ ≤ CK |ρ(υ)|2 · ‖η‖. (4.41)
By (4.39), (4.41), and (6) of Lemma 4.4, for all η∈Γ0,1− (b; J˜),∣∣∣ ∑
i∈χ(T )
〈DJ,iρi(υ), ηxh(i)(b)〉b∣∣∣ ≤ CK(‖J˜−J‖C1+|υ|1/p+|υ|(p−2)/p)|ρ(υ)| · ‖η‖. (4.42)
On the other hand, since the closure of K in UT (X;J)−UT ;1(X;J) is compact,∣∣∣ ∑
i∈χ(T )
DJ,i(b, vi)
∣∣∣ ≥ C−1K |v| ∀ b∈K(0), v=(vi)i∈χ(T ), (4.43)
for some CK ∈ R+, by definition of the set UT ;1(X;J) ⊂ UT (X;J); see Theorem 2.3. Since
Γ0,1− (b; J˜)=E
∗⊗ev∗PTX, (4.42) and (4.43) imply that
‖J˜−J‖C1 + |υ|1/p + |υ|(p−2)/p ≥ C˜−1K ,
as needed.
5 Completion of Proof of Theorem 1.2
5.1 Summary and Setup
In this section we sketch proofs of Propositions 5.1-5.3, based on the arguments of Sections 3 and 4.
Detailed proofs of generalizations of these propositions can be found in Section 5 of [Z6]. These
three propositions are special cases of Theorem 1.2, but together they imply Theorem 1.2 for an
arbitrary compact almost Kahler manifold (X,ω, J), Jt = J constant, and A ∈H2(X;Z)∗. They
also show that a limiting curve of a sequence of J-holomorphic curves in X of arithmetic genus
of at least one must have arithmetic genus of at least one as well, as is the case in algebraic geometry.
Suppose {br} is a sequence of elements of M01,M (X,A;J) such that
lim
r−→∞
br = b ∈M1,M (X,A;J).
We need to show that b∈M01,M(X,A;J). By Definition 1.1, it is sufficient to assume that b is an
element of UT (X;J) for a bubble type
T = (M, I,ℵ; j,A)
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such that Ai=0 for all minimal elements i∈I.
We can also assume that for some bubble type
T ′ = (M, I ′,ℵ′; j′, A′)
br ∈ UT ′(X;J) for all r. If A′i = 0 for all minimal elements i ∈ I ′, the desired conclusion follows
from Proposition 5.1 below, as it implies that the second condition in Definition 1.1 is closed with
respect to the stable map topology. If A′i 6=0 for some minimal element i∈ I ′ and ℵ′ 6= ∅, i.e. the
principal component of Σbr is a circle of spheres, Proposition 5.2 implies that b satisfies the second
condition in Definition 1.1. Finally, if ℵ′=∅ and A′i 6=0 for the unique minimal element i of I ′, the
desired conclusion follows from Proposition 5.3.
We note that the three propositions are applied with b and br that are components of the ones
above.
Proposition 5.1 Suppose (X,ω, J) is a compact almost Kahler manifold, A∈H2(X;Z)∗, and M
is a finite set. If [br] is a sequence of elements in M
0
0,{0}⊔M (X,A;J) such that
lim
r−→∞
[br] = [b] ∈ UT (X;J) ⊂M0,{0}⊔M (X,A;J),
then either
(a) dimC Span(C,J){Dib : i∈χ(b)} < |χ(b)|, or
(b)
⋂∞
r=1
⋃
r′>r C · D0ˆbr′ ⊂ Span(C,J){Dib : i∈χ(b)}.
Proposition 5.2 Suppose (X,ω, J) is a compact almost Kahler manifold,
n∈Z+, A1, . . . , An∈H2(X;Z)∗,
and M1, . . . ,Mn are finite sets. If [bk,r] is a sequence of elements in M
0
0,{0,1}⊔Mk
(X,Ak;J) for each
k∈ [n] such that
ev1(bk,r) = ev0(bk+1,r) ∀k∈ [n−1], ev1(bn,r) = ev0(b1,r), and
lim
r−→∞
[bk,r] = [bk] ∈ UT (k)(X;J) ⊂M0,{0,1}⊔Mk(X,Ak;J) ∀k∈ [n],
where each T (k)≡({1}⊔Mk, I(k); j(k), A(k)) is a bubble type such that A(k)i =0 for all i≤j1, then
dimC Span(C,J)
{Dibk : i∈χ(bk), k∈ [n]} < k=n∑
k=1
|χ(bk)|.
Proposition 5.3 Suppose (X,ω, J) is a compact almost Kahler manifold, A∈H2(X;Z)∗, and M
is a finite set. If [br] is a sequence of elements in M
0
1,M (X,A;J) such that
lim
r−→∞
[br] = [b] ∈ UT (X;J) ⊂M1,M (X,A;J),
where T ≡ (M, I,ℵ; j,A) is a bubble type such that Ai = 0 for all minimal elements i ∈ I, then
dimC Span(C,J){Dib : i∈χ(b)} < |χ(b)|.
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We prove these three propositions in the next two subsections by combining the approach of
Sections 3 and 4 with some aspects of the local setting used in [LT]. The latter makes it possible to
proceed with the genus-zero gluing construction of Subsection 3.1 and the first step of the genus-
one gluing construction of Subsection 4.2 near a given bubble map b even if J is not genus-zero
regular. The maps we encounter are not holomorphic on the entire domain, but are holomorphic
on the parts of the domain that appear in Lemma 3.4. This is sufficient for the purposes of the
key power series expansion in Lemma 3.5.
5.2 Proofs of Propositions 5.1 and 5.2
Let (X,ω, J), A, M , br,
b = (M, I;x, (j, y), u), ui ≡ ub|Σb,i ,
and T be as in the statement of Proposition 5.1. We put
I+ =
{
i∈I : Ai 6=0
}
.
For each i∈I+, choose a finite-dimensional linear subspace
Γ˜0,1− (b; i) ⊂ Γ
(
Σb,i×X; Λ0,1J,jπ∗1T ∗Σb,i⊗π∗2TX
)
such that
Γ(Σb,i; Λ
0,1
J,jT
∗Σb,i⊗u∗iTX
)
=
{
DJ,ub,iξ : ξ∈Γ(Σb,i;u∗i TX
)
, ξ(∞)=0}
⊕{{id×ub,i}∗η : η∈ Γ˜0,1− (b; i)}
and every element of Γ˜0,1− (b; i) vanishes on a neighborhood of ∞∈ Σb,i and the nodes xb,h ∈ Σb,i
with ιh= i. If i∈I−I0, we denote by Γ˜0,1− (b; i) the zero vector space. Let
U˜T (X;J) =
{
b′≡(M, I;x′, (j, y′), u′) : b′ = bubble map of type T ;
∂¯J,ju
′
i ∈ {id×u′i}∗Γ˜0,1− (b; i) ∀i∈I
}
.
By the Implicit Function Theorem, U˜T (X;J) is a smooth manifold near b. Let
F˜T ≡ U˜T (X;J) × CIˆ
be the bundle of smoothing parameters.
Since the sequence [br] converges to [b], for all r sufficiently large there exist
b′r ∈ U˜T (X;J), υr = (b′r, vr) ∈ F˜T
∅
, and ξr ∈ Γ(υr)≡Γ(Συr ;u∗υrTX)
such that
ξr(∞) = 0 ∀r, lim
r−→∞
b′r = b, limr−→∞
|vr| = 0, lim
r−→∞
‖ξr‖υr ,p,1 = 0, (5.1)
and br = expb(υr) ξr.
The last equality holds for a representative br for [br].
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Remark: The existence of b′r, υr, and ξr as above can be shown by an argument similar to the
surjectivity argument in Section 4 of [Z4], with significant simplifications. In fact, the only facts
about the bubble maps b′r we use below are that they are constant on the degree-zero components
and holomorphic on fixed neighborhoods of the attaching nodes of the first-level effective bubbles,
i.e. on Σ0b′r(δ) in the notation of Subsection 3.3. Such bubble maps b
′
r, along with υr and ξr, can
be constructed directly from the maps br; see the beginning of Subsection 4.4 in [Z4].
By the same argument as in the proofs of Lemma 3.5 and Corollary 3.6, but now applied to the
sequence (υr, ξr) with sufficiently small δK ,∣∣∣D0ˆbr − ∑
i∈χ(T )
(Dib′r)ρi(vr)∣∣∣ ≤ C(|υr|1/p+‖ξr‖υr ,p,1) ∑
i∈χ(T )
∣∣ρi(vr)∣∣. (5.2)
This estimate follows from equation (3.18) with b′, υ′, and ζJ˜,υ′ replaced by b
′
r, υr, and ξr, respec-
tively. Recall that ΦJ˜,υ′(∞)=id for J˜=J . Since b′r−→b, (5.2) implies that∣∣∣D0ˆbr − ∑
i∈χ(T )
(Dib)ρi(vr)∣∣∣ ≤ C(|υr|1/p+‖ξr‖υr ,p,1) ∑
i∈χ(T )
∣∣ρi(vr)∣∣, (5.3)
where the difference is computed via a parallel transport of Tev0(b′r)X to Tev0(b)X with respect to
the J-linear connection ∇J . By (5.1) and (5.3), b must satisfy one of the two conditions in the
statement of Proposition 5.1.
The proof of Proposition 5.2 involves a similar extension of Lemma 3.5 and Corollary 3.7. By the
assumption on the bubble types T (k) made in Proposition 5.2, ev0(bk)=ev1(bk) for all k. Thus,
ev1(bk) = ev0(bk) = ev1(bl) ∀k, l ∈ [n].
Let q denote the point ev0(b1). We identify a small neighborhood of q in X with a small neighbor-
hood of q in TqX via the exponential map of the metric gX and the tangent space to X at a point
close to q with TqX via the ∇J -parallel transport.
For each pair (k, r), with r sufficiently large, let (b′k,r, υk,r, ξk,r) be an analogue of (b
′
r, υr, ξr) for bk,r.
As before, the key point is that the bubble maps b′k,r are constant on the degree-zero components
and holomorphic on fixed neighborhoods of the attaching nodes of the first-level effective bubbles.
Let
ζk,r = ev0(b
′
k,r) ∈ TqX and
ζ˜k,r = ev1(bk,r)− ev0(bk,r) = ev1(bk,r)− ev0(b′k,r) ∈ TqX.
By the assumption on the maps bk,r made in the statement of Proposition 5.2,∣∣ζk,r + ζ˜k,r − ζk+1,r∣∣ ≤ C∣∣ζk,r∣∣ · ∣∣ζ˜k,r∣∣ ∀k∈ [n−1],∣∣ζn,r + ζ˜n,r − ζ1,r∣∣ ≤ C∣∣ζn,r∣∣ · ∣∣ζ˜n,r∣∣;
=⇒ ∣∣ζ˜1,r + . . .+ ζ˜n,r∣∣ ≤ ǫr k=n∑
k=1
∣∣ζ˜k,r∣∣, (5.4)
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for a sequence {ǫr} converging to 0. On the other hand, by the proof of (3.25),∣∣∣ζ˜k,r − ∑
i∈χ(T (k))
(y1;i(b
′
k,r)−xi;1(b′k,r))−1(Dib′k,r)ρi;1(vk,r)
∣∣∣
≤ C(|υk,r|1/p+‖ξk,r‖υk,r ,p,1) ∑
i∈χ(T (k))
∣∣ρi;1(vk,r)∣∣; (5.5)
see (3) of the proof of Corollary 3.7 for notation. By (5.4) and (5.5),
∣∣∣ k=n∑
k=1
∑
i∈χ(T (k))
(y1;i(b
′
k,r)−xi;1(b′k,r))−1(Dib′k,r)ρi;1(vk,r)
∣∣∣ ≤ ǫ˜k k=n∑
k=1
∑
i∈χ(T (k))
∣∣ρi;1(vk,r)∣∣, (5.6)
for a sequence {ǫ˜r} converging to 0. Since Dib′k,r−→Dibk as r−→∞, (5.6) implies the conclusion
of Proposition 5.2.
5.3 Proof of Proposition 5.3
Let (X,ω, J), A, M , br,
b = (M, I,ℵ;S, x, (j, y), u), ui ≡ ub|Σb,i ,
and T be as in the statement of Proposition 5.3. Let Th and bh for h∈I1 be as in Subsection 2.2.
For each h∈I1 and i∈I+h , choose a subspace
Γ˜0,1− (b; i)≡ Γ˜0,1− (bh; i) ⊂ Γ
(
Σb,i×X; Λ0,1J,jπ∗1T ∗Σb,i⊗π∗2TX
)
as in the previous subsection. If Ai = 0, denote by Γ˜
0,1
− (b; i) the zero vector space. We define
U˜T (X;J) as at the beginning of Subsection 5.2. Let
F˜T −→ U˜T (X;J)
be the bundle of gluing parameters. For each b′∈U˜T (X;J), let
Γ˜0,1− (b
′) ⊂ Γ(Σb′×X; Λ0,1J,jπ∗1T ∗Σb′⊗π∗2TX)
be the subspace obtained by extending all elements of Γ˜0,1(b′; i)= Γ˜0,1(b; i) by zero outside of the
component Σb′,i of Σb′ .
The sequence [br] converges to [b]. Thus, with notation as in Subsection 4.2, for all r sufficiently
large there exist
b′r ∈ U˜T (X;J), υr = (b′r, vr) ∈ F˜T
∅
, ξr;1 ∈ Γ(υr;1), and
ξr;2 ∈ Γ+(υr) ⊂ Γ
(
u˜υr;1◦q˜υr;0;2
)
, where u˜υr;1 = expuυr;1ξr;1,
such that
ξr;1|Συr;1;ℵ = 0, ∂¯J u˜υr;1 ∈ {qυr;1×u˜υr;1
}∗
Γ˜0,1− (b
′
r), br = expu˜υr;1◦q˜υr;0;2
ξr;2 ∀r, (5.7)
lim
r−→∞
b′r = b, limr−→∞
|vr| = 0, lim
r−→∞
‖ξr;1‖υr;1,p,1 = 0, limr−→∞ ‖ξr;2‖υr ,p,1 = 0. (5.8)
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We note that just as in the first step of the gluing construction in Subsection 4.2, there is no
obstruction to smoothing the internal bubble nodes of the bubble map b′r subject to the second
condition in (5.7), as long as b′r is sufficiently close to br. For defining the spaces Γ+(υr) at the
second step of the gluing construction, we take
Γ−(b
′) =
{
ξ∈Γ(b′) : DJ,b′ξ ∈ {id×ub′}∗Γ˜0,1− (b′)
}
.
The proof of the existence of the elements υr, ξr;1, and ξr;2 as above is similar to the proof of the
surjectivity property for the gluing map in Lemma 4.4, but simpler.
Since for each h∈ I1 the map u˜υr;1 is holomorphic on Σ0υr;h(δ)⊂Συr;1 for δ∈R+ sufficiently small,
the estimates of Corollary 3.8 apply to each map u˜υr;1 |Συr;1,h . Thus, we can define an obstruction
bundle Γ0,1− (υr) for the second stage of the gluing construction in Subsection 4.2, with the estimates
of Lemma 4.4 remaining valid. The claim of Proposition 5.3 is then obtained by the same argument
as Corollary 4.6, with J˜ , uυ, and ζJ˜,υ replaced by J , u˜υr;1◦q˜υr;0;2, and ξr;2, respectively.
6 Proof of Theorem 2.3
6.1 A Multi-Step Gluing Construction
The first part of the last claim of Theorem 2.3 can be proved by showing that a fine version of
the converse to the J˜ = J case of Corollary 4.6 holds. More precisely, using the two-step gluing
construction of Subsection 4.2 and the Inverse Function Theorem twice, we can construct an
orientation-preserving diffeomorphism
φ : F1T ∅δ −→M01,k(X,A;J) ∩ UT .
Unfortunately, one of the families of the domain spaces involved in this construction does not extend
continuously over F1Tδ∩ρ−1(0) for a general bubble type T as in Theorem 2.3. As these domain
spaces are needed to apply IFT over F1Tδ−F1T ∅, the above map φ cannot extend continuously
over F1Tδ, except for bubble types T such that either |χ(T )|=1 or χ(T )= Iˆ . In the first case, both
families do extend continuously over F1T . In the second case, ρ(υ) = υ for all υ ∈FT and both
families extend continuously over F1T −{0}. On the other hand, as υ −→ 0 both perturbations
approach zero. This means that the corrections to be chosen in the domain spaces approach zero
as well and thus extend continuously over F1Tδ.
In this subsection, we describe a multi-step variation of the two-step gluing construction of Sub-
section 4.2. In the next subsection, we will use IFT multiple times to construct an orientation-
preserving diffeomorphism
φ : F1T ∅δ −→M01,k(X,A;J) ∩ UT .
Some of the domain spaces involved will not extend continuously over F1Tδ. However, whenever
a domain space cannot be extended to a point υ∗ ∈ F1Tδ, the corresponding perturbations will
approach zero as a sequence of elements υr ∈ F1T ∅δ approaches υ∗. For this reason, the above
diffeomorphism φ extends to a continuous map
φ : F1Tδ −→M01,k(X,A;J) ∩ UT .
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This map can shown to be a bijection by the same argument as in Subsection 4.1 of [Z4].
The multi-step gluing construction described in this subsection is suitable for the purposes of Sub-
section 4.3 and thus could have been described in Subsection 4.2 instead of the two-stage gluing
construction. However, describing the former in Subsection 4.3 would have further obscured the
proofs of Corollaries 4.5 and 4.6. As these two corollaries appear far more central, than Theorem 2.3,
to applications in the Gromov-Witten theory and enumerative geometry, we have postponed de-
scribing the multi-step gluing construction until the present section.
If b = (Σb, ub) is any genus-one bubble map such that ub|Σb;P is constant, let Σ0b ⊂ Σb be the
maximum connected union of the irreducible components of Σb such that Σb;P ⊂Σ0b and ub|Σ0b is
constant. We put
ΓB(b) =
{
ξ∈Γ(Σb;u∗bTX) : ξ|Σ0b =0
}
and
Γ0,1B (b;J) =
{
η∈Γ(Σb; Λ0,1J,jT ∗Σb⊗u∗bTX) : η|Σ0b =0
}
.
We denote by
DBJ,b : ΓB(b) −→ Γ0,1B (b;J)
the restriction of the linearization DJ,b of the ∂¯J -operator at b defined with respect to the connec-
tion ∇X . Let
Γ−(b) = kerDJ,b and ΓB;−(b) = kerD
B
J,b.
If b is J-holomorphic, let Γ˜−(b) ⊂ ΓB;−(b) be the subspace defined in Subsection 4.2; see (4.3)
and (4.4).
Suppose T =(M, I,ℵ; j,A) is a bubble type as in Theorem 2.3, i.e. Ai=0 for all i∈I0, where I0⊂I
is the subset of minimal elements. We put
χ0(T ) = {h∈I : Ai=0 ∀ i≤h}, χ−(T ) = {h∈ Iˆ : h<i for some i∈χ(T )} ⊂ χ0(T ),
〈T 〉 = max{∣∣{h∈ Iˆ : h≤ i}∣∣ : i∈χ(T )} ≥ 1, I∗〈T 〉 = χ(T ), I〈T 〉 = Iˆ − χ(T )− χ−(T )− I1,
where I1⊂I is as in Subsection 2.2. For each s∈{0}∪[〈T 〉−1], let
Is =
{
i∈χ(T )∪χ−(T ) : ∣∣{h∈ Iˆ : h<i}∣∣=s}, I∗s = Is ∪ s−1⋃
t=0
(It∩χ(T )).
In the case of Figure 5 on page 17,
〈T 〉 = 2, I0 = {h1, h3}, I1 = {h4, h5}, I2 = {h2}.
In general, the set I〈T 〉 could be empty, but the sets Is with s<〈T 〉 never are.
If b is a bubble map of type T as in Subsection 2.2 and s∈ [〈T 〉], we put
Σ
(s)
b =
⋃
i∈χ0(T )−χ−(T )
Σb,i ∪
⋃
h∈I∗s−1
⋃
i<h
Σb,i ⊂ Σb.
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With notation as in Subsection 2.2, let
F˜T =
⊕
i∈χ(T )
F˜h(i)T −→ U˜ (0)T (X;J).
If s∈ [〈T 〉] and h∈I∗s−1, let
χh(T ) =
{
i∈χ(T ) : h≤ i}, F˜hT = U˜ (0)T (X;J) × Cχh(T ).
If in addition υ=(b, v)∈F˜T , let
ρs;h(υ) =
(
b, (ρh;i(υ))i∈χh(T )
) ∈ F˜hT , where ρh;i(υ) = ∏
h<h′≤i
vh′ ∈ C;
ρs(υ) =
(
b, (ρs;h(υ))h∈I∗s−1
) ∈ F˜sT ≡ ⊕
h∈I∗s−1˜
FhT .
Note that ρ(υ)∈ F˜T ; see Subsection 2.2.
As in Subsection 4.2, for each υ=(b, v)∈F˜T we put
υ0 = (b, vℵ, v0).
Let υ〈0〉=υ. If s∈ [〈T 〉], let
υs =
(
b, (vh)h∈Is
)
and υ〈s〉 =
(
b, (vh)h∈It,t≥s
)
.
The component υ〈T 〉 of υ consists of smoothings at the nodes of Σb that do not lie between the
principal component Σb;ℵ of Σb and the first-level effective bubbles and do not lie on Σb;ℵ. These
nodes will be smoothed out at the first step of the gluing construction, as specified by υ〈T 〉. At the
next step, we will smooth out the nodes indexed by the set I〈T 〉−1, according the tuple of gluing
parameters υ〈T 〉−1. As in Subsection 4.2, at the last step we will smooth out, if possible, the nodes
that lie on the principal component Σb;ℵ of Σb according to υ0. This step will be obstructed.
Suppose υ = (b, v) ∈ F˜T ∅ is a sufficiently small element. We will inductively construct approxi-
mately J-holomorphic bubble maps
bs(υ) = (Συ〈s〉 , uυ,s
)
, ∀ s = 0, . . . , 〈T 〉,
J-holomorphic bubble maps
b˜s(υ) = (Συ〈s〉 , u˜υ,s
)
, ∀ s = 1, . . . , 〈T 〉,
and injective homomorphisms
Rυ,s : Γ−(b) −→ Γ
(
Συ〈s〉 ;u
∗
υ,sTX
)
and R˜υ,s : Γ−(b) −→ Γ
(
Συ〈s〉 ; u˜
∗
υ,sTX
)
,
such that the following properties are satisfied. First, for all s∈ [〈T 〉],
Σ0bs(υ) = Σ
0
b˜s(υ)
= q−1υ〈s〉
(
Σ
(s)
b
)
and uυ,s
(
Σ0bs(υ)
)
= u˜υ,s
(
Σ0
b˜s(υ)
)
= ub(Σ
0
b)≡evP (b),
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where as before
qυ〈s〉 : Συ〈s〉 −→ Σb
is the basic gluing map of Subsection 2.2 in [Z4]. Second, for all ξ ∈ Γ−(b)
Rυ,sξ
∣∣
Σ0
bs(υ)
= const, R˜υ,sξ
∣∣
Σ0
b˜s(υ)
= const, Rυ,sξ
(
Σ0bs(υ)
)
= R˜υ,sξ
(
Σ0
b˜s(υ)
)
= ξ(Σ0b); (6.1)
C(b)−1‖ξ‖b,p,1 ≤
∥∥Rυ,sξ∥∥υ〈s〉,p,1,∥∥R˜υ,sξ∥∥υ〈s〉,p,1 ≤ C(b)‖ξ‖b,p,1, (6.2)∥∥DJ,b(υ〈s〉)Rυ,sξ∥∥υ,p, ∥∥DJ,b˜(υ〈s〉)R˜υ,sξ∥∥υ,p ≤ C(b)(|υ|1/p+|υ|p−2/p)‖ξ‖b,p,1, (6.3)
for some C∈C(UT (X;J);R+).
Remark: Similarly to Sections 3 and 4, above and below ‖ · ‖υ〈s〉,p,1 denotes the weighted Lp1-norms
on the spaces
ΓB
(
Συ〈s〉 ;u
∗
υ,sTX
)
and ΓB
(
Συ〈s〉 ; u˜
∗
υ,sTX
)
induced from the basic gluing map qυ〈s〉 as in Subsection 3.3 of [Z4]. Similarly, ‖ · ‖υ〈s〉,p denotes
the weighted Lp-norms on the spaces
ΓB
(
Συ〈s〉 ; Λ
0,1
J,jT
∗Συ〈s〉⊗u∗υ,sTX
)
and ΓB
(
Συ〈s〉 ; Λ
0,1
J,jT
∗Συ〈s〉⊗u˜∗υ,sTX
)
.
We denote the corresponding completions by ΓB(υ〈s〉), Γ˜B(υ〈s〉), Γ
0,1
B (υ〈s〉;J), and Γ˜
0,1
B (υ〈s〉;J).
For s∈{0}∪[〈T 〉], let Γ−(υ〈s〉) be the image of Rυ,s. Similarly, if s∈ [〈T 〉], we denote by
ΓB;−(υ〈s〉) ⊂ ΓB
(
bs(υ)
)
and Γ˜−(υ〈s〉), Γ˜B;−(υ〈s〉) ⊂ ΓB
(
b˜s(υ)
)
the image of ΓB;−(b) under Rυ,s, the image of R˜υ,s, the image of ΓB;−(b) under R˜υ,s, respectively;
see (6.1). Let ΓB;+(υ〈s〉) and Γ˜B;+(υ〈s〉) be the L
2-orthogonal complements of ΓB;−(υ〈s〉) and
Γ˜B;−(υ〈s〉) in ΓB(υ〈s〉) and Γ˜B(υ〈s〉). These spaces will satisfy
C(b)−1‖ξ‖υ〈s〉,p,1 ≤
∥∥DJ,b(υ〈s〉)ξ∥∥υ〈s〉,p ≤ C(b)‖ξ‖υ〈s〉,p,1 ∀ ξ ∈ ΓB;+(υ〈s〉); (6.4)
C(b)−1‖ξ‖υ〈s〉,p,1 ≤
∥∥DJ,b˜(υ〈s〉)ξ∥∥υ〈s〉,p ≤ C(b)‖ξ‖υ〈s〉,p,1 ∀ ξ ∈ Γ˜B;+(υ〈s〉). (6.5)
Furthermore,
u˜υ,s = expuυ,sζυ,s for some ζυ,s ∈ ΓB;+(υ〈s〉) s.t.
∥∥ζυ,s∥∥υ〈s〉,p,1 ≤ C(b)|υ|1/p. (6.6)
Finally, for δ∈C(UT (X;J);R+) sufficiently small, all maps
υ −→ bs(υ), b˜s(υ), ζυ,s, Rυ,ζ , R˜υ,ζ
are smooth on F˜T ∅δ and extend continuously over F˜T δ.
We now describe the inductive construction referred to above. If υ ∈ F˜T ∅ is as above and b =
(Σb, ub), we put
uυ,〈T 〉 = ub ◦ qυ〈T 〉 , Rυ,〈T 〉ξ = ξ◦qυ〈T 〉 ∀ ξ∈Γ−(b).
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The first bounds in (6.3) and (6.4) with s= 〈T 〉 hold for the same reasons as the corresponding
estimates in Lemma 3.1. Since the operator DBJ,b is surjective, by the first bound in (6.3) the
operator
DBJ,b〈T 〉(υ) : ΓB;+
(
υ〈T 〉
) −→ Γ0,1B (υ〈T 〉;J)
is an isomorphism. On the other hand, by the construction of the map qυ,〈T 〉 in Subsection 2.2
in [Z4], ∥∥∂¯Juυ,〈T 〉∥∥υ〈T 〉,p ≤ C(b)|υ|1/p. (6.7)
Thus, by the Contraction Principle, if υ is sufficiently small, there exists a unique small element
ζυ,〈T 〉 ∈ ΓB;+
(
υ〈T 〉
)
s.t. ∂¯J expuυ,〈T 〉ζυ,〈T 〉 = 0. (6.8)
Furthermore, by (6.7), ∥∥ζυ,〈T 〉∥∥υ〈T 〉,p,1 ≤ C(b)|υ|1/p.
We thus define b˜〈T 〉(υ) by the first equation in (6.6).
If s∈ [〈T 〉−1], let
qυs;〈T 〉+1−s : Συ〈s〉 −→ Συ〈s+1〉
be the basic gluing map of Subsection 2.2 in [Z4] corresponding to the gluing parameter υs. If
b˜s+1(υ) and R˜υ,s+1 have been defined, we put
uυ,s = u˜υ,s+1 ◦ qυs;〈T 〉+1−s, Rυ,sξ = R˜υ,s+1ξ ◦ qυs;〈T 〉+1−s ∀ ξ∈Γ−(b).
The first bounds in (6.3) and (6.4) follow from the second estimates in (6.2) and (6.3) and from (6.5),
with s replaced by s+1. On the other hand, by the inductive construction and (6.6),
u˜υ,s+1 = expuυ〈s+1〉
ζ˜υ,s+1
for some ζ˜υ,s+1 ∈ ΓB
(
Συ〈s+1〉 ;u
∗
υ〈s+1〉
TX
)
s.t.
∥∥ζ˜υ,s+1∥∥υ〈s+1〉,p,1 ≤ C(b)|υ|1/p, (6.9)
where
uυ〈s+1〉 = ub ◦ qυ〈s+1〉 .
Thus, if δ is sufficiently small, the estimate in (2b) of Corollary 3.8 implies∥∥du˜υ,s+1|A−υ〈s+1〉,h(δ)∥∥υ,p ≤ C(b)δ1/p∣∣ρs;h(υ)∣∣ ∀h ∈ I∗s , where (6.10)
A−υ〈s+1〉,h(δ) = q
−1
υ〈s+1〉
({
(h, z)∈Σb,h={h}×S2 : |z|≥δ−1/2/2
})
.
It follows that ∥∥∂¯Juυ,s∥∥υ,p ≤ C(b)|υ|1/p∣∣ρs+1(υ)∣∣ ≤ C(b)|υ|1/p. (6.11)
Thus, similarly to the s = 〈T 〉 case above, if υ is sufficiently small, there exists a unique small
element
ζυ,s ∈ ΓB;+
(
υ〈s〉
)
s.t. ∂¯J expuυ,sζυ,s = 0. (6.12)
Furthermore, by (6.11), ∥∥ζυ,s∥∥υs,p,1 ≤ C(b)|υ|1/p.
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We again define b˜s(υ) by the first equation in (6.6).
If s∈ [〈T 〉] and b˜s(υ) has been defined via (6.6), we put
R˜υ,sξ = Πζυ,sRυ,sξ ∀ ξ∈Γ−(b),
where Πζυ,s is the parallel transport along the geodesics
τ −→ expuυ,sτζυ,s, τ ∈ [0, 1].
The bounds on Rυ,sξ in (6.1)-(6.3) and the estimate (6.4), along with (6.6), imply the bounds on
R˜υ,sξ in (6.1)-(6.3) and the estimate (6.5).
At the final step of this inductive construction, we put
uυ,0 = u˜υ,1 ◦ q˜υ0;〈T 〉+1, Rυ,0ξ ≡ R˜υ,1ξ ◦ q˜υ0;〈T 〉+1 ∀ ξ∈Γ−(b)
}
,
where
q˜υ0;〈T 〉+1 : Συ −→ Συ〈1〉
is the modified basic gluing map constructed in Subsection 4.2 as q˜υ0;2. In order to construct this
map in this case, we need to replace δK ∈R+ with δ∈C∞(UT (X;J), which we view as a function
on U˜ (0)T (X;J) via the quotient projection map
U˜ (0)T (X;J) −→ U (0)T (X;J).
The homomorphism Rυ,0 satisfies the required properties. Let Γ+(υ)⊂Γ(υ) be the L2-orthogonal
complement of Γ−(υ).
For each h∈ Iˆ and δ∈ R¯+, let
A+b,h(δ) =
{
(ιh, z)∈Σb,ιh : |z−xh(b)|≤2δ1/2
}
,
A−b,h(δ) =
{
(h, z)∈Σb,h={h}×S2 : |z|≥δ−1/2/2
}
,
Σ∗b,h(δ) = Σb,h −A−b,h(δ) −
⋃
ιh′=h
A+b,h′(δ),
A˜±υ,h(δ) = q
−1
υ
(
A±b,h(δ)
) ⊂ Συ, Σ˜∗υ,h(δ) = q−1υ (Σ∗b,h(δ)).
We define the homomorphism
Rυ : Γ
0,1
− (b;J) −→ Γ0,1(υ;J)
similarly to Subsection 4.2, but with two changes. First, we replace the number δK with the
function δ∈C∞(UT (X;J);R+). Second, we cut-off Rℵυη over the annuli
A˜+υ,i(4δ(b)) − A˜+υ,i(δ(b))
with i ∈ χ(T ), instead of h ∈ I1; see Subsection 2.2 in [Z3] for a version of this construction.
Let Γ0,1− (υ;J) be the image of Rυ. We note that due to (6.9), the estimates in (3) and (6) of
Lemma 4.4 remain valid. Of course, in this case J˜ = J and CK ∈ R+ should be replaced by an
R+-valued continuous function on UT (X;J). We summarize the key results of this construction
below.
63
Lemma 6.1 Suppose (X,ω, J) is a compact almost Kahler manifold, A ∈H2(X;Z), and J is a
genus-zero A-regular almost complex structure. If T = (M, I,ℵ; j,A) is a bubble type such that∑
i∈IAi=A and Ai=0 for all minimal elements i of I, there exist δ, C ∈C(UT (X;J);R+) and an
open neighborhood UT of UT (X;J) in X1,M (X,A) such that
(1) bs(υ), b˜s(υ), Rυ,s, and R˜υ,s as above are defined for all υ∈F˜T
∅
δ;
(2) for every [b˜]∈X01,M (X,A) ∩ UK , there exist υ=(b, v) ∈F˜Tδ and ζυ,0∈Γ+(υ) such that
‖ζυ,0‖υ,p,1 < δ(b) and
[
expb0(υ)ζυ,0
]
= [b˜].
Furthermore, such a pair (υ, ζυ,0) is unique up to the Aut(T )∝(S1)Iˆ-action;
(3) for all υ=(b, v)∈F˜T ∅δ ,
‖∂¯Juυ,0‖υ,p ≤ C(b)
∣∣ρ(υ)∣∣, ‖DJ,b0(υ)ξ‖υ,p ≤ C(b)(|υ|1/p+|υ| p−2p )‖ξ‖υ,p,1 ∀ξ∈Γ−(υ),
and C(b)−1‖ξ‖υ,p,1 ≤ ‖DJ,b0(υ)ξ‖υ,p ≤ C(b)‖ξ‖υ,p,1 ∀ξ∈Γ+(υ);
(4) for all υ=(b, v)∈F˜T ∅δ , ξ∈Γ(υ), and η∈Γ0,1− (b;J),∣∣〈〈DJ,b0(υ)ξ,Rυη〉〉υ,2∣∣ ≤ C(b)∣∣ρ(υ)∣∣1/2‖η‖‖ξ‖υ,p,1;
(5) for all υ=(b, v)∈F˜T ∅δ , s∈ [〈T 〉], and h∈I∗s−1,∣∣∣Dhb˜s(υ) − ∑
i∈χh(T )
DJ,iρh;i(υ)
∣∣∣ ≤ C(b)|υ|1/p|ρs;h(υ)∣∣;
(6) for all υ=(b, v)∈F˜T ∅δ and η∈Γ0,1− (b;J),∣∣∣〈〈∂¯Juυ,0, Rυη〉〉+ 2πi ∑
i∈χ(T )
〈Diρi(υ), ηxh(i)(b)〉b∣∣∣ ≤ C(b)(|υ|1/p+|υ|(p−2)/p)|ρ(υ)∣∣ · ‖η‖.
(7) all maps
υ −→ bs(υ), b˜s(υ), ζυ,s, Rυ,s, R˜υ,s
are smooth on F˜T ∅δ and extend continuously over F˜T δ.
Due to (6.9), (5) is proved by the same argument as the r = 1 case of the expansion (2a) in
Lemma 3.5. Part (2) of Lemma 6.1 holds for the same reason as part (2) of Lemma 4.4. Regarding
part (7) of Lemma 6.1, it is immediate from the inductive construction that each of the maps
υ −→ bs(υ), b˜s(υ), Rυ,s, R˜υ,s
is smooth on F˜T ∅δ and extends continuously over F˜T δ, provided this is the case for all the objects
defined at the preceding steps of the construction. Under these circumstances the map υ−→ ζυ,s
is also smooth, by the smooth dependence of the solutions of (6.8) and (6.12) on the parameters.
It extends continuously over F˜T δ by the same argument as in Subsection 4.1 in [Z4].
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The estimate in (4) of Lemma 6.1 is an improvement on (7) of Lemma 4.4 and is proved by a
similar argument. In this case, the support of D∗J,υRυη is contained in the union of the annuli
A˜+υ,h
(
δ(b)
)
, h∈χ−(T )∪χ(T ); A˜−υ,h
(
δ(b)
)
, h∈χ−(T )∪χ(T );
Σ˜∗υ,h
(
δ(b)
)
, h∈χ−(T ); A˜−υ,h
(
4δ(b)
)−A˜−υ,h(δ(b)), h∈χ(T ).
Similarly to the proof of (7) of Lemma 4.4,∣∣D∗J,υRυη∣∣gυ,z ≤ CX ∣∣duυ,0∣∣gυ,z|η|gυ,z (6.13)
for every point z of any of the annuli of the first three types above. Thus, the estimate (4.14) still
applies to the annuli of the first type with h∈I1. By definition of the metric gυ,
|η|gυ,z ≤ C(b)‖η‖ ·
∏
h′∈Iˆ ,h′<h
vh′ ∀ z∈ A˜+υ,h
(
δ(b)
)
, h∈χ−(T )∪χ(T ); (6.14)
|η|gυ,z ≤ C(b)‖η‖ ·
∏
h′∈Iˆ ,h′≤h
vh′ ∀ z∈ Σ˜∗υ,h
(
δ(b)
)
, h∈χ−(T ); (6.15)
|η|gυ,z ≤ C(b)‖η‖ · |wh|−1
∏
h′∈Iˆ,h′≤h
vh′ ∀ z∈ A˜−υ,h
(
4δ(b)
)
, h∈χ−(T )∪χ(T ), (6.16)
where wh is the coordinate on A˜
−
υ,h(4δ(b)) defined similarly to wi in (2) of the proof of Lemma 3.5.
On the other hand, by (6.10) and the assumption (a) of Definition 1.4,∥∥ζυ,s|Σ˜∗υ,i(0)∥∥υ〈s〉,p,1 ≤ C(b)∣∣ρs;h(υ)∣∣ ∀ h∈I∗s−1, i≥h; (6.17)
the above assumption implies that the operators DhJ,bs(υ) defined in Subsection 6.3 below are sur-
jective. Note that by the inductive construction,
ζυ,s|Σ˜∗υ,i(0) = 0 ∀ h∈I
∗
s−1, i<h.
Combining this observation with (6.17), we find that∥∥ζ˜υ,1|Σ˜∗υ,h(0)∥∥υ〈1〉,p,1 ≤ C(b)∣∣ρs;h(υ)∣∣ ∀ h∈ Iˆ ,
where ζ˜υ,1 is as in (6.9). Thus,∥∥duυ,0|A˜+
υ,h
(δ(b))
∥∥
υ,p,1
≤ C(b)
∏
h′∈χ−(T )∪χ(T ),h′≥h
vh′ ∀ h ∈ χ−(T )∪χ(T )− I1; (6.18)
∥∥duυ,0|Σ˜∗
υ,h
(δ(b))
∥∥
υ,p,1
≤ C(b)
∏
h′∈χ−(T )∪χ(T ),h′>h
vh′ ∀ h ∈ χ−(T ); (6.19)
∥∥duυ,0|A˜−
υ,h
(4δ(b))
∥∥
υ,p,1
≤ C(b)
∏
h′∈χ−(T )∪χ(T ),h′>h
vh′ ∀ h ∈ χ−(T )∪χ(T ). (6.20)
Combining (6.13)-(6.16), (6.18)-(6.20), and Holder’s inequality, we find that the L1-norm ofD∗J,υRυη,
with respect to the metric gυ, on each of the annuli above is bounded by C(b)|ρ(υ)|‖η‖. Finally,
analogously to (4.12),∣∣D∗J,υRυη∣∣gυ,z ≤ C(b)(1+∣∣duυ,0∣∣gυ,z)|η|gυ,z ∀ z∈ A˜−υ,h(4δ(b))−A˜−υ,h(δ(b)), h∈χ(T ).
Thus, by (6.16) and (6.20) the L1-norm ofD∗J,υRυη on such annuli is also bounded by C(b)|ρ(υ)|‖η‖.
Remark: The exponent 1/2 in (4) of Lemma 6.1 is due to the exponent (p−1)/p in (4.14).
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6.2 Construction of Diffeomorphism
We continue with the notation of the previous subsection. For each υ=(b, v)∈F˜T ∅δ , we define the
homomorphism
π0,1υ;− : Γ
0,1(υ;J) −→ Γ0,1− (b;J) by π0,1υ;−η =
∑
r
〈η,Rυηr〉ηr ∈ Γ0,1− (b;J),
where {ηr} is an orthonormal basis for Γ0,1− (b;J) as in (5) of the proof of Corollary 4.5. We denote
the kernel of π0,1υ;− by Γ
0,1
+ (υ;J). By Lemma 6.1,
U ′T =
{
[expb0(υ)ζ] : υ=(b, v)∈F˜Tδ, ζ∈Γ+(υ), ‖ζ‖υ,p,1<δ(b)
}
⊂ {[expb0(υ)ζ] : υ=(b, v)∈F˜T δ, ζ∈Γ+(υ), ‖ζ‖υ,p,1<δ(b)}
is an open neighborhood of UT (X;J) in X1,M (X,A). Thus, we need to solve the equation
∂¯J expuυ,0ζ=0 ⇐⇒
{
π0,1υ;−
(
∂¯Juυ,0+DJ,b0(υ)ζ+Nυ,0ζ
)
=0 ∈ Γ0,1− (b;J),
∂¯Juυ,0+DJ,b0(υ)ζ+Nυ,0ζ=0 ∈ Γ0,1+ (υ;J),
(6.21)
where Nυ,0 is the quadratic term satisfying (4.25), for υ = (b, v) ∈ F˜T
∅
δ and ζ ∈ Γ+(υ) such that
‖ζ‖υ,p,1 < δ(b). By the proof of (1) of Corollary 4.6, there exist δ˜, C˜ ∈ (UT (X;J);R+) such that
δ˜ <δ and every solution (υ, ζ) of (6.21)
|υ| < δ˜(b), ‖ζ‖υ,p,1 < δ˜(b) =⇒ ‖ζ‖υ,p,1 < C˜(b) ·
∣∣ρ(υ)∣∣. (6.22)
On the other hand, by (4) and (6) of Lemma 6.1 and (4.25),
π0,1− b0(υ, ζ) ≡ π0,1υ;−
(
∂¯Juυ,0+DJ,b0(υ)ζ+Nυ,0ζ
)
= DT (υ) + ε(υ, ζ), (6.23)
where DT is as defined in Subsection 2.2 and∥∥ε(υ, ζ)∥∥ ≤ C(b)((|υ|1/p+|υ|(p−2)/p+‖ζ‖υ,p,1) · (|ρ(υ)|+‖ζ‖υ,p,1) (6.24)
if ζ∈Γ(υ), ‖ζ‖υ,p,1≤δ(b).
We will first solve the top equation in (6.21) for b′=µ0(υ, ζ) and then use the Contraction Principle
to show that the resulting bottom equation has a unique solution in ζ for each υ∈F˜1T ∅
δ˜
.
For each s∈ [〈T 〉+1] and h∈I1, let
U (s)Th (X;J) = Ψ
−1
T
({
(0, ri)i∈Ih∈(C×R)Ih : ri=
1
2
∀i∈I−χ(T ),
ri∈
(1
2
− s
4(〈T 〉+1) ,
1
2
+
s
4(〈T 〉+1)
)
∀i∈χh(T )
}
;
see the end of Subsection 2.1. We put
U (s)T (X;J) =
{(
b0, (bh)h∈I1
)∈UT0(X;J)×∏
h∈I1
U (s)Th (X;J) :
ev0(bh)=evιh(b0) ∀h∈I1
} ⊂ U˜ (0)T (X;J);
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see Subsection 2.2 for notation.
For each s∈ [〈T 〉] and h∈I∗s−1, let
πs;h : PF˜hT
∣∣
U
(s+1)
T (X;J)
−→ U (s+1)T (X;J) and γs;h −→ PF˜hT
∣∣
U
(s+1)
T (X;J)
be the natural projection map and the tautological line bundle. With
Vs;h = π
∗
s;hev
∗
PTX −→ PF˜hT
∣∣
U
(s+1)
T (X;J)
,
we define
αs;h ∈ Γ
(
PF˜hT
∣∣
U
(s+1)
T (X;J)
; γ∗s;h⊗Vs;h
)
by
αs;h
(
b, (vi)i∈χh(T )
)
=
∑
i∈χh(T )
DJ,i
(
b, vi) ∈ TevP (b)X if
(
b, (vi)i∈χh(T )
)∈γs;h.
We denote by
πs : PsT ≡
∏
h∈I∗s−1
(
PF˜hT , πs;h
) −→ U (s+1)T (X;J)
the fiber product of the bundles PF˜hT over U (s+1)T (X;J). Let
Vs = π
∗
sev
∗
PTX −→ PsT and γs =
⊕
h∈I∗s−1
π˜∗s;hγs;h,
where π˜s;h : PsT −→PF˜hT is the natural projection map. We denote by
αs ∈ Γ
(
PsT ; γ∗s⊗Vs
)
the section induced by the sections π˜∗s;hαs;h with s∈I∗s−1. Similarly, let
π0 : P0T = PF˜T
∣∣
U
(1)
T (X;J)
−→ U (1)T (X;J) and V0 = π∗0
(
π˜∗PE
∗⊗ev∗PTX
) −→ P0T .
Let γ0−→P0T be the tautological line bundle. We define α0∈Γ
(
P0T ; γ∗0⊗V0
)
by{
α0
(
b, (vi)i∈χ(b)
)}
(b, ψ) = −2πi
∑
i∈χ(T )
DJ,i(b, ψxh(i)(b)vi
) ∈ TevP (b)X
if
(
b, (vi)i∈χ(b)
) ∈ γ0, (b, ψ) ∈ Eπ˜P (b).
Let
ϕ : Γ˜−(·)≡≡
⋃
b∈U
(〈T 〉)
T (X;J)
Γ˜−(b) −→ U˜ (0)T (X;J)
be the smooth map induced from the maps ϕ of the remark following Lemma 3.3 via the decom-
position (2.11). In particular,
Σϕ(b;ξ) = Σb and evP
(
ϕ(b; ξ)
)
= evP (b) ∀ b∈U (〈T 〉)T (X;J), ξ∈ Γ˜−(b).
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Thus, the fibers of the vector bundles
F˜T , π˜∗PE∗, ev∗PTX, F˜T , and F˜hT for h∈I∗s−1, s∈ [〈T 〉],
at b and at ϕ(b, ξ) are canonically isomorphic. If ξ∈ Γ˜−(b) is sufficiently small,
υ≡(b, v) ∈ F˜T ∅δ and υ′=(ϕ(b, ξ), v) ∈ F˜T
∅
δ
are corresponding elements of the fibers of F˜T at b and at ϕ(b, ξ), let ζυ,0(ξ)∈Γ(υ) be given by
expuυ,0ζυ,0(ξ) = uυ′,0 and ‖uυ,0‖C0 < rJ .
We identify Γ+(υ) and Γ
0,1
+ (υ;J) with Γ+(υ
′) and Γ0,1+ (υ
′;J) by composing the ∇J -parallel trans-
ports
Γ+(υ) −→ Γ(υ′) and Γ0,1+ (υ;J) −→ Γ0,1(υ′;J)
along the geodesics corresponding to ζυ,0(ξ) with L
2-projection maps
Γ(υ′) −→ Γ+(υ′) and Γ0,1(υ′;J) −→ Γ0,1+ (υ′;J)
corresponding to the metric gυ=gυ′ on Συ.
For each s∈{0}∪[〈T 〉], the map ϕ induces a smooth map
ϕs : Gs≡π∗s Γ˜−(·)
∣∣
U
(s)
T (X;J)
−→ PsT .
Similarly to the previous paragraph, the fibers of vector bundles
π∗sF˜T , γs, and Vs
at b˜ and ϕs(b˜, ξ) are canonically isomorphic, if (b, ξ) ∈Gs is sufficiently small. By the regularity
assumptions (a) and (b-i) of Definition 1.4, the differential
∇Tαs : Gs −→ γ∗s⊗Vs
of αs, defined via the above isomorphisms, is surjective. Let G
⊥
s be the L
2-orthogonal complement
of ker∇Tαs in Gs. By the surjectivity of ∇Tαs, the Contraction Principle, the precompactness of
the fibers of
π ◦ πs : PsT −→ U (s+1)T (X;J) −→ UT (X;J),
there exists ǫ, C∈C(UT (X;J);R+) with the following property. If b∈UT (X;J) and
κ ∈ Γ(PsT |π−1(b); γ∗s⊗Vs)
is a smooth section such that
‖κ(b˜)‖, ∥∥∇T κ(b˜)∥∥ ≤ ǫ(b) ∀ b˜ ∈ PsT ∣∣π−1(b),
then for every b˜∗∈PsT |π−1(b)∩U(s)T (X;J) the equation
αs
(
ϕs(b˜
∗, ξ)
)
+ κ
(
ϕs(b˜
∗, ξ)
)
= αs(b
∗) ∈ γ∗s⊗Vs, ξ∈Gs
∣∣
b˜∗
, |ξ| < 2C(b)ǫ(b),
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has a unique solution ξκ(b˜
∗). Furthermore,∣∣ξκ(b˜∗)∣∣ ≤ 2C(b)max {‖κ(b˜)‖, ∥∥∇T κ(b˜)∥∥ : b˜ ∈ PsT ∣∣π−1(b)};
see Subsection 3.6 in [Z4], for example.
We are now ready to return to the gluing construction of the previous subsection. For every element
υ= (b, v) of F˜T ∅δ , let
µ〈T 〉+1(υ) = b ∈ U˜ (0)T (X;J) and µ˜〈T 〉+1(υ) = (µ〈T 〉+1(υ), v) ∈ F˜T
∅
δ .
Suppose s ∈ [〈T 〉] and for all t ∈ [〈T 〉] such that t > s and υ ∈ F˜T ∅δ |U(t)T (X;J) as above we have
constructed
µt(υ) ∈ U˜ (0)T (X;J) and µ˜t(υ) =
(
µt(υ), v
) ∈ F˜T ∅δ
such that
Dhb˜t
(
µ˜t(υ)
)
=
{
αt;h(b)
}(
ρt;h(υ)
) ∀ h ∈ I∗t−1 and (6.25)
µt(υ) = µt+1
(
ϕ
(
b, ξυ,t
)
, v
)
for some ξυ,t ∈ Γ˜−(b)
s.t.
∣∣ξυ,t∣∣, ∣∣∇T ξυ,t∣∣ ≤ C(b)|υ|1/p, ([ρt(υ)], ξυ,t) ∈ G⊥t ∣∣[ρt(υ)], (6.26)
where [ρt(υ)]∈PtT denotes the image of ρt(υ)∈ F˜tT
∅
under the projection map F˜tT
∅−→PtT and
∇T ξυ,t is the covariant derivative of ξυ,t along the directions in Γ˜−(b) as before.
By (5) of Lemma 6.1, its proof, and (6.26),
Dhb˜s
(
µ˜s+1(υ)
)
=
{
αs;h(b) + εs;h(υ)
}(
ρs;h(υ)
) ∀ h ∈ I∗s−1, (6.27)
where εs;h∈TevP (b)X satisfies ∣∣εs;h(υ)∣∣, ∣∣∇T εs;h(υ)∣∣ ≤ C(b)|υ|1/p. (6.28)
The estimate (6.27) can be restated as(Dhb˜s(µ˜s+1(υ)))h∈I∗s−1 = {αs([ρs(υ)])+εs(υ)}(ρs(υ)),
where εs(υ)∈γ∗s⊗Vs|[ρs(υ)] satisfies the analogue of (6.28). Thus, by the previous paragraph, (6.27),
and (6.28), there exists a unique small element ξυ,s∈ Γ˜−(b) such that(
[ρs(υ)], ξυ,s
) ∈ G⊥s ∣∣[ρs(υ)] and
Dhb˜s
(
µ˜s+1
(
ϕ(b, ξυ,s), v
))
=
{
αs;h(b)
}(
ρs;h(υ)
) ∀ h ∈ I∗s−1.
Furthermore, ξυ,s satisfies the first estimate in (6.26), with t= s, for some C ∈C(UT (X;J);R+).
The second estimate is obtained by differentiating (6.27). Thus, we take
µs(υ) = µs+1
(
ϕ
(
b, ξυ,s
)
, v
)
.
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Suppose we have defined µs(υ) for all s∈ [〈T 〉]. By (6.23), (6.24), their proof, and (6.26),
π0,1− b0
(
µ˜1(υ), ζ
)
=
{
α0(b) + ε0(υ, ζ)
}(
ρ(υ)
)
, (6.29)
where ε0(υ, ζ)∈γ∗0⊗V0|[ρ(υ)] satisfies∥∥ε0(υ, ζ)∥∥,∥∥∇T ε0(υ, ζ)∥∥ ≤ C(b)(|υ|1/p+|υ|(p−2)/p+‖ζ‖υ,p,1) · (1+|ρ(υ)|−1‖ζ‖µ˜1(υ),p,1) (6.30)
if ζ∈Γ(µ˜1(υ)), ‖ζ‖µ˜1(υ),p,1≤δ(b).
Thus, for every
υ=(b, v) ∈ F˜1T ∅δ and ζ∈Γ+
(
µ˜1(υ)
)
s.t. ‖ζ‖µ˜1(υ),p,1 ≤ 2C˜(b)|ρ(υ)|,
the equation
π0,1− b0
(
µ˜1
(
ϕ(b, ξ), v
)
, ζ
)
=
{
α0(b)
}(
ρ(υ)
) ≡ 0
has a unique small solution ξυ,0(ζ)∈ Γ˜−(b) such that(
[ρ(υ)], ξυ,0(ζ)
) ∈ G⊥0 ∣∣[ρ(υ)],
provided that
C(b)
(|υ|1/p+|υ|(p−2)/p+C˜(b)|ρ(υ)|) · (1+2C˜(b)) ≤ C(b)ε(b). (6.31)
Furthermore, this solution satisfies∣∣ξυ,0(ζ)∣∣ ≤ C(b)(|υ|1/p+|υ|(p−2)/p) · (1+|ρ(υ)|−1‖ζ‖µ˜1(υ),p,1). (6.32)
We put
µ0(υ, ζ) = µ1
(
ϕ
(
b, ξυ,0(ζ)
)
, v
)
and µ˜0(υ, ζ) =
(
µ0(υ, ζ), v
)
.
Let µ0(υ)=µ0(υ, 0) and µ˜0(υ, 0)= µ˜0(υ, 0).
For every υ=(b, v) in F˜1T ∅ sufficiently small, we define the map
Ψυ :
{
ζ∈Γ+(µ˜0(υ)) : ‖ζ‖µ˜0(υ),p,1≤2C˜(b)|ρ(υ)|
} −→ Γ0,1+ (µ˜0(υ);J) by
Ψυ(ζ) = ∂¯Juµ˜0(υ,ζ) +DJ,b0(µ0(υ,ζ))ζ +NJ,µ0(υ,ζ)ζ.
Let
D+J,υ : Γ+
(
µ˜0(υ)
) −→ Γ0,1+ (µ˜0(υ);J)
be the derivative of Ψυ at ζ=0 and let N
+
J,υζ∈Γ0,1+ (µ˜0(υ);J) be given by
Ψυ(ζ) = Ψυ(0) +D
+
J,υζ +N
+
J,υζ.
By the construction of Ψυ, (3) of Lemma 6.1, (4.25), and (6.32)
‖Ψυ(0)‖µ˜0(υ),p,1 ≤ 2C(b)
∣∣ρ(υ)∣∣, (6.33)(
2C(b)
)−1‖ζ‖µ˜0(υ),p,1 ≤ ‖D+J,υζ‖µ˜0(υ),p ≤ 2C(b)‖ζ‖µ˜0(υ),p,1 ∀ ζ∈Γ+(µ˜0(υ)), (6.34)∥∥N+J,υζ−N+J,υζ ′∥∥µ˜0((υ),p ≤ 2C(b)(‖ζ‖µ˜0(υ),p,1+‖ζ ′‖µ˜0(υ),p,1)‖ζ−ζ ′‖µ˜0(υ),p,1 ∀ζ, ζ ′∈DomΨυ, (6.35)
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provided that υ is sufficiently small. Since the index of D+J,υ is zero, if C˜ ∈ C(UT (X;J);R+) is
sufficiently large and υ∈F1T 1δ is sufficiently small, by (6.33)-(6.35) and the Contraction Principle,
the equation
Ψυ(ζ) = 0
has a unique solution ζυ,0∈Γ+(µ˜0(υ)).
If δ˜∈C(UT (X;J);R+) is sufficiently small, we define the map
φ : F˜1T ∅
δ˜
−→M01,M (X,A;J) by φ(υ) =
[
expb0(µ˜0(υ,ζυ,0))ζυ,0
]
. (6.36)
By construction, the map φ is Aut(T ) ∝ (S1)Iˆ -invariant and smooth, and thus descends to a
smooth map
φ : F1T ∅
δ˜
−→M01,M (X,A;J).
By an argument analogous to that in Subsection 4.2 of [Z4], the map φ is an immersion into
X01,M (X,A), if δ˜ is sufficiently small. By the proof of Corollary 4.6 and the construction of
the map φ, the image of φ contains M01,M (X,A;J) ∩ UT for a neighborhood UT of UT (X;J)
in X1,M (X,A). Thus, the map
φ : F1T ∅
δ˜
−→M01,M (X,A;J) ∩ UT
is a diffeomorphism. It can be seen to be orientation-preserving by an argument similar to that of
Subsection 3.9 in [Z4].
6.3 Extension to Homeomorphism
In the rest of this section, we show that the map φ extends continuously over F˜1Tδ˜. This will be
achieved by combining the approach of Subsections 3.9 and 4.1 in [Z4] with the conditions (6.25)
and (6.29) on the corrections ξs(υ) to the maps b˜s(υ).
For every b∈U˜ (0)T (X;J), s∈ [〈T 〉], and h∈I∗s−1, let
Σhb =
⋃
h≤i
Σb,i ⊂ Σb, Γ0,1h (b;J) =
{
η∈Γ0,1B (b;J) : η|Σb−Σhb =0
}
,
Γh(b) =
{
ξ∈ΓB(b) : ξ|Σb−Σhb =0
}
, and Γ˜h;−(b) = Γh(b) ∩ Γ˜−(b).
We note that by (a) of Definition 1.3, the operator
DhJ,b : Γh(b) −→ Γ0,1h (b;J)
induced by DJ,b is surjective. By the regularity assumptions (a) and (b-i) of Definition 1.4, the
differential
∇Tαs;h : Gs;h≡π∗s;h
⋃
b∈ eU
(0)
T (X;J)
Γ˜h;−(b) −→ γ∗s;h⊗Vs;h
of αs;h is surjective. We denote by G
⊥
s;h be the L
2-orthogonal complement of ker∇Tαs;h in Gs;h. If
wh∈PF˜hT |b and w∈PsT |b, let
Γ˜h;−(b;wh) =
{
ξ∈ Γ˜h;−(b) : (wh, ξ)∈G⊥s,h
}
and Γ˜−(b;w) =
{
ξ∈ Γ˜−(b) : (w, ξ)∈G⊥s
}
.
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We note that
Γ˜−(b;w) =
⊕
h∈I∗s−1
Γ˜h;−(b;wh) if w = (wh)h∈I∗s−1 . (6.37)
If υ=(b, v)∈F˜T and s and h are as above, let
I0s−1(υ) =
{
h∈Is−1 : ρs;h(υ)=0
}
and Σhυ〈s〉 = q
−1
υ〈s〉
(
Σhb
)
.
We note that Σhυ〈s〉 is a union of components of Συ〈s〉 .
The multi-step gluing construction of Subsection 6.1 extends continuously over F˜T δ. This extension
is formally described in exactly the same way as the construction itself; see Subsection 3.9 in [Z4] for
a description of the continuous extension for a similar gluing construction and Subsection 4.1 in [Z4]
for a proof of its continuity. Using the notation of Subsection 6.1, we now make an observation
regarding this extension. For each s∈ [〈T 〉] and h∈I∗s−1, let
Γh(υ〈s〉) =
{
ξ∈ΓB(υ〈s〉) : ξ|Συ〈s〉−Σhυ〈s〉 =0
}
,
Γ0,1h (υ〈s〉;J) =
{
η∈Γ0,1B (υ〈s〉;J) : η|Συ〈s〉−Σhυ〈s〉 =0
}
.
By the surjectivity of the operators DhJ,b, with h∈I∗s−1, for all h∈I∗s−1 the operators
DhJ,bs(υ) : Γh(υ〈s〉) −→ Γ
0,1
h (υ〈s〉;J)
induced by DJ,bs(υ) are surjective, provided υ is sufficiently small. Since ∂¯Juυ,s vanishes on Σ
h
υ〈s〉
for all h∈I0s−1(υ) and ζυ,s is the unique small solution of (6.12), it follows that
ζυ,s
∣∣
Σhυ〈s〉
= 0 ∀ h∈I0s−1(υ). (6.38)
We next extend the construction of perturbations ξυ,s for υ ∈ F˜T
∅
δ |U(s)T (X;J) in Subsection 6.2 to
F˜T δ|U(s)T (X;J). Suppose s∈ [〈T 〉] and for all t∈ [〈T 〉] such that t>s and for all elements υ=(b, v)
in F˜T δ|U(t)T (X;J) we have constructed
µt(υ) ∈ U˜ (0)T (X;J) and µ˜t(υ) =
(
µt(υ), v
) ∈ F˜T δ
such that
Dhb˜t
(
µ˜t(υ)
)
=
{
αt;h(b)
}(
ρh(υ)
) ∀ h ∈ I∗t−1 and (6.39)
µt(υ) = µt+1
(
ϕ
(
b, ξυ,t
)
, v
)
for some ξυ,t ∈
⊕
h∈I∗t−1−I
0
t−1(υ)
Γ˜h;−
(
b; [ρh(υ)
)
s.t.
∣∣ξυ,t∣∣, ∣∣∇T ξυ,t∣∣ ≤ C(b)|υ|1/p. (6.40)
We note that Dhb˜t(µ˜t(υ)) = 0 for any h ∈ I0t−1(υ) and µt(υ) ∈ U˜ (0)T (X;J). Thus, (6.39) is a
nontrivial condition only for h∈I∗t−1−I0t−1(υ). In particular, if I0s−1(υ) = I∗s−1, for the inductive
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step in the construction of the previous subsection we simply take ξυ,s = 0. On the other hand,
if I0s−1(υ) 6= I∗s−1, the inductive step is nearly the same as the before. The only difference is that
instead of working with the section
αs ≡ {αs;h}h∈I∗s−1
over PsT , we work with the section {αs;h}h∈I∗s−1−I0s−1(υ) over the fiber product of the bundles
{PF˜hT }h∈I∗s−1−I0s−1(υ) −→ U˜
(s+1)
T (X;J).
We note that in this case the orthogonal complement of the kernel of
∇T {αs;h}h∈I∗s−1−I0s−1(υ)
is given by (6.37) with I∗s−1 replaced by I∗s−1−I0s−1(υ). In summary,
ξυ,s ∈
⊕
h∈I∗s−1−I
0
s−1(υ)
Γ˜h;−
(
b; [ρs;h(υ)
)
is the unique small solution to the system of equations
αs;h
(
ϕ(b, ξυ,s), wh
)
+ εs;h
(
ϕ(b, ξυ,s), v
)
= αs;h
(
b, wh
)
, h ∈ I∗s−1−I0s−1(υ).
The final, s=0, step splits into two cases as well. If ρ(υ)=0, then we take
ζυ,0 = 0 and ξυ,0 ≡ ξυ,0(ζυ,0) = 0.
Otherwise, the argument of the previous subsection still applies.
We will show that the above extension of the construction described in Subsection 6.2 is continuous
at every step. First, note that by definition, for every s∈ [〈T 〉−1] and h∈I∗s−1∩χ−(T ),
ρs;h(υ) =
(
vh′ρs+1;h′(υ)
)
ιh′=h
∀ υ≡(b, (vi)i∈ℵ∪Iˆ) ∈ F˜T . (6.41)
In this case, by the proof of Lemma 3.5,
Dhb˜s(υ) =
∑
ιh′=h
vh′Dh′ b˜s+1(υ) +
∑
i∈χh(T )
εh;i(υ)ρh;i(υ) ∀ υ≡(b, v) ∈ F˜T
∅
δ , (6.42)
where εh;i(υ)∈TevP (b)X is given by the right-hand side of (3.15), with
k = 1, ζ˜J˜ ,υ=ζυ,s, ϑb = ϑb˜s+1(υ), Φb = ΦJ,υ〈s+1〉 , ΦJ˜ ,υ = ΦJ,υ〈s〉 ,
and with δK replaced by a function δ= δ(b). Since ∂
−A−i (δ(b))⊂Σhυ〈s〉 for all i∈χh(T ), it follows
that ∣∣εh;i(υ)∣∣, ∣∣∇T εh;i(υ)∣∣ ≤ C(b)(∥∥ζυ,s|Σhυ〈s〉∥∥υ,p,1+∥∥∇T ζυ,s|Σhυ〈s〉∥∥υ,p,1)
∀ υ≡(b, v) ∈ F˜T ∅δ , h∈I∗s−1∩χ−(T ), i∈χh(T ).
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Let εs;h=εs;h(υ) be the bundle map as in (6.27). Combining the last estimate with (6.42), (6.41),
and (6.25) with t=s+1, we find that∣∣εs;h(υ)∣∣, ∣∣∇T εs;h(υ)∣∣ ≤ C(b)(∥∥ζυ,s|Σhυ〈s〉∥∥υ,p,1+∥∥∇T ζυ,s|Σhυ〈s〉∥∥υ,p,1) (6.43)
∀ υ≡(b, v) ∈ F˜T ∅δ
∣∣
U
(s+1)
T (X;J)
, h∈I∗s−1.
We note that if h∈I∗s−1−χ−(T ), (6.43) follows immediately from (6.25) with t=s+1.
We next observe that by the proof of the estimate in (6) of Lemma 4.4,
π0,1υ;−∂¯Juυ,0 =
∑
h∈(χ(T )∪χ−(T ))∩I1
(− 2πi vhDhb˜1(υ)+εh(υ)+ε˜h(υ)) ∀ υ≡(b, v) ∈ F˜T ∅δ . (6.44)
The error term εh(υ) is described by the left-hand side of (4.20). This term and its ∇T -derivative
are bounded by the last expression in (4.23). The other term is given by
ε˜h(υ) = vh
(
2πiDhb˜1(υ) −
∮
∂A−
υ〈1〉,h
(|vh|2/δ(b))
ζ˜b;υ
dwh
w2h
)
, where
ζ˜b;υ : A
−
υ〈1〉,h
(δ(b)) −→ TevP (b)X, expevP (b)ζ˜b;υ = u˜υ,1,
∥∥ζ˜b;υ∥∥C0 < rJ ;
see the proof of (6) of Lemma 4.4. Applying the approach of Lemma 3.3 and Cauchy’s formula,
we find that
ε˜h(υ) = vh
∮
∂A−
υ〈1〉,h
(|vh|2/δ(b))
(
Φ˜υ,1−id
)
ϑ˜υ,1
dwh
w2h
, (6.45)
where
Φ˜υ,1
∣∣
w=0
= id,
∥∥Φ˜υ,1−id‖υ1,p,1 ≤ C(b)∥∥duυ,1|A−υ〈1〉,h(δ(b))∥∥υ1,p,1 ≤ C(b)∣∣ρ˜h(υ)∣∣, (6.46)∣∣ϑ˜υ,1∣∣wh ≤ C(b)|wh|∣∣ρ˜h(υ)∣∣, (6.47)
by (2b) and the first estimate in (2c) of Corollary 3.8. By (6.45)-(6.47) and Holder’s inequality∣∣ε˜h(υ)∣∣ ≤ C(b)|vh|∣∣ρ˜h(υ)∣∣ ∫ 2π
0
∣∣Φ˜υ,1(|vh|2/δ(b), θ)−id∣∣ dθ
≤ C(b)|ρh(υ)|
∫ 2π
0
∫ |vh|2/δ(b)
0
∣∣dΦ˜υ,1∣∣r,θ drdθ
≤ C(b)|ρ(υ)|∥∥Φ˜υ,1−id∥∥υ1,p,1(
∫
A−
υ〈1〉,h
(|vh|2/δ(b))
|wh|−
p
p−1
) p−1
p
≤ C(b)|ρ(υ)|∣∣ρ˜h(υ)∣∣ · |vh| p−2p ≤ C(b)|ρ(υ)| p−2p |ρ(υ)|.
(6.48)
Let ε0=ε0(υ, ζ) be the bundle map as in (6.29). Combining the last estimate with (6.42), (6.44),
(6.25) with t=1, and (4) of Lemma 6.1 we find that∣∣ε0(υ, ζ)∣∣, ∣∣∇T ε0(υ, ζ)∣∣ ≤ C(b)|ρ(υ)| p−2p (6.49)
∀ υ≡(b, v) ∈ F˜T ∅δ
∣∣
U
(1)
T (X;J)
, ζ∈Γ(υ) s.t. ‖ζ‖υ,p,1 ≤ C˜(b)|ρ(υ)|.
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The same holds for the derivatives of ε0(υ, ζ) and ∇T ε0(υ, ζ) with respect to ζ.
Suppose s∈ [〈T 〉] and for every t∈ [〈T 〉] such that t>s the bundle map
F˜T δ −→ Γ˜−(·), υ −→ ξυ,t,
and its ∇T -derivative are continuous over U (t)T (X;J). We will show that this must also be the case
for t=s. Since the maps
F˜T δ −→
⋃
υ∈gFT δ
ΓB;+(υ〈s〉), υ−→ζυ,s, and
F˜T δ
∣∣
U
(s+1)
T (X;J)
−→ F˜T δ, υ −→ µ˜s+1(υ),
are continuous, so are the maps
F˜T δ
∣∣
U
(s+1)
T (X;J)
−→ γ∗s;h⊗Vs;h, υ−→εs;h(υ),
for all h∈I∗s−1. Suppose υr≡(br, vr) is a sequence of elements in F˜T
∅
δ
∣∣
U
(s)
T (X;J)
such that
lim
r−→∞
br = b
′ ∈ U (s)T (X;J) and limr−→∞υr = υ
′≡(b′, v′) ∈ F˜T δ.
Let
wh = lim
r−→∞
[
ρs;h(υr)
] ∈ PF˜hT ∣∣b′ if h∈I∗s−1; w = (wh)h∈I∗s−1 ∈ PsT ∣∣b′ ;
ξ′υ′,s≡(ξ′υ′,s;h)h∈I∗s−1 = limr−→∞ξυr ,s ∈ Γ˜−(b
′;w) =
⊕
h∈I∗s−1
Γ˜h;−(b;wh).
We recall that
ξυr ,s≡(ξυr,s;h)h∈I∗s−1 ∈ Γ˜−
(
br; [ρs(υr)]
)
=
⊕
h∈I∗s−1
Γ˜h;−
(
b; [ρs;h(υr)]
)
is the unique small solution to the system of equations
αs;h
(
ϕ(b, ξυr ,s), [ρs;h(υr)]
)
+ εs;h
(
ϕ(b, ξυr ,s), vr
)
= αs;h
(
b, [ρs;h(υr)]
)
, h ∈ I∗s−1.
Thus, ξ′υ′,s∈ Γ˜−(b′;w) is the unique small solution to the system of equations
αs;h
(
ϕ(b, ξ′υ′,s), wh
)
+ εs;h
(
ϕ(b, ξ′υ′,s), v
′
)
= αs;h
(
b, wh
)
, h ∈ I∗s−1.
Since
εs;h
(
ϕ(b, ξ′υ′,s), v
′
)
= 0 ∀ h ∈ I0s−1(υ′)
by (6.43) and (6.38), ξ′υ′,s;h=0 for all h∈I0s−1(υ′) and ξ′υ′,s=ξυ′,s, as needed.
We finally show that the map
υ −→ b˜0(υ)≡
(
Συ; expb0(µ˜0(υ,ζυ,0))ζυ,0
)
(6.50)
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is continuous over F˜1T ∅δ . First, the map⋃
υ∈gFT δ,ρ(υ)6=0
{
ζ∈Γ+(υ) : ‖ζ‖υ,p,1<δ(b)
} −→ ⋃
b∈U˜
(0)
T (X;J)
Γ0,1− (b;J), (υ, ζ) −→ ε(υ, ζ),
of (6.23) is continuous. Since so is the map υ−→ξυ,1, the map⋃
υ∈gFT δ,ρ(υ)6=0
{
ζ∈Γ+(υ) : ‖ζ‖υ,p,1<C˜(b)|ρ(υ)|
} −→ γ∗0⊗V0, (υ, ζ) −→ ε0(υ, ζ),
is also continuous. It then follows immediately from the construction that the maps
(υ, ζ) −→ ξυ,0(ζ) and υ −→ ζυ,0
are continuous over F˜1Tδ−ρ−1(0). On the other hand, suppose υr≡(br, vr) is a sequence of elements
in F˜1T ∅δ such that
lim
r−→∞
br = b
′ ∈ U (0)T (X;J), limr−→∞υr = υ
′≡(b′, v′) ∈ F˜1Tδ, and ρ(υ′) = 0.
Let
w = lim
r−→∞
[
ρ(υr)
] ∈ PF˜T ∣∣
b′
and ξ′υ′,0 = limr−→∞
ξυr ,0(ζυr ,0) ∈ Γ˜−(b′;w).
Since ρ(υr)−→0, (6.49) implies that ξ′υ′,0∈ Γ˜−(b′;w) is the unique small solution of
α0
(
ϕ(b′, ξ′υ′,0), w
)
= 0 = α0(b
′, w).
Thus, ξ′υ′,0=0=ξυ′,0. Furthermore, by (6.22)
lim
r−→∞
ζυr ,0 = 0 = ζυ′,0.
It follows that the map (6.50) is continuous.
We have thus constructed a continuous map
φ : F1Tδ −→M01,M (X,A;J) ∩ UT ,
where UT is a neighborhood of UT ;1(X;J) in X1,M (X,A). By the same argument as in Subsec-
tions 4.2 and 4.5, this map is injective if δ ∈C(UT (X;J);R+) and surjective if UT is sufficiently
small. Since the space M
0
1,M (X,A;J) is Hausdorff and φ|UT (X;J) is the identity map, it follows
that φ is a homeomorphism for δ sufficiently small.
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