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Introduction
This thesis is motivated by the study of symmetries of partial differential equations
(PDEs for short). Partial differential equations are used to model many different ‘real
life’ phenomena, while also describing many interesting geometric structures. As such,
they are a worthwhile object of study, which has interested scores of mathematicians
since the 19th century. In fact, Lie [45] first studied the symmetries of PDEs in
an attempt to attain a better understanding of their geometry. Ever since many
mathematicians considered different aspects of the geometric theory of PDEs and
developed various techniques to attack problems in this area; amongst others, this
thesis has been inspired by ideas in [26, 30, 42, 44, 56], which are often used and
referred to in the chapters below.
This begs the question of what we mean by symmetries of PDEs; in general,
symmetries play a fundamental role in mathematics and, in particular, in geometry,
as they describe qualitative behaviour of the object under consideration. To give
an idea of symmetries in geometry, consider a wheel as the object of interest whose
center is fixed; a rotation by any angle (either clockwise or counterclockwise) keeps
the shape of the wheel: as such it can be thought of as a symmetry. Rotations have
the property that they can be composed, in the sense that when we rotate the wheel
twice, first by an angle x and then by an angle y, the final symmetry is a rotation by
the angle x + y. Also, not moving the wheel can be thought of as a rotation by the
0 angle (call it the identity symmetry). Finally, if we rotate the wheel by an angle
x and then rotate counterclockwise by the same angle (in other words, rotation by
the inverse of x), then at the end we get the identity symmetry. This example shows
that when we consider symmetries of a geometric object we are interested in extra
structure that can be attached to these, which, in this case, is that of a Lie group, i.e.
the abstract space of rotations thought of as a circle, which acts on the wheel. It was
Lie’s original work that gave rise to the modern notion of Lie groups; these encode
the abstract smooth objects that describe symmetries.
In fact, Lie worked with a more general notion, which is nowadays known as a
Lie pseudogroup, in which not all symmetries necessarily act on the whole geometric
object under consideration. The presence of local symmetries allows to study the
qualitative behaviour of more general spaces, for instance (systems of) PDEs. One
of Lie’s greatest achievements was the discovery that Lie pseudogroups are better
understood by considering their infinitesimal data (or linearization), which consists
of going from very complicated differential equations to much simpler ones which
nonetheless encode much geometric information about the original system. Actually,
his work concentrated on a special kind of Lie pseudogroups, called of finite type,
which in today’s language correspond to Lie groups. Predictably, their linearizations
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are nothing but their associated Lie algebras. However, it was Cartan [11, 12, 13]
at the beginning of the 20th century who made further progress on the topic of Lie
pseudogroups of infinite type. He discovered that the way to encode the infinitesimal
data for Lie pseudogroups of infinite type, in analogy with that of Lie algebras for Lie
pseudogroups of finite type, was using differential 1-forms. This approach led him to
the discovery of differential forms and the theory of exterior differential systems (EDS
for short) [8]. With his new interpretation he was dealing with a jet bundle space X ,
together with the so-called Cartan (contact) form θ. The infinitesimal data of the
original Lie pseudogroup was encoded in Maurer-Cartan type equations that θ satis-
fies. This is the right place to explain the title of this thesis: the reason for the nice
interaction between X and θ, relies on their compatibility (i.e. θ is multiplicative with
respect to the structure of X), rather than on the fact that X is a jet bundle and θ is
the Cartan form... And this is what a Pfaffian groupoid is: a Lie groupoid together
with a multiplicative differential form. Just to give an idea, one of the main theorems
(theorem 2) says that Lie’s infinitesimal picture corresponding to Pfaffian groupoids,
consists of certain connection-like operator (Spencer operator), and this correspon-
dence is one to one under the usual assumptions. I would also like to comment on
the relation between theorem 1 and Pfaffian groupoids. The main reason for us to
allow general forms is the fact that multiplicative 2-forms are central to Poisson and
related geometries. Moreover, while multiplicative 2-forms with trivial coefficients (!)
are well understood, the question of passing from trivial to arbitrary coefficients has
been around for a while. Surprisingly enough, even the statement of an integrability
theorem for multiplicative forms with non-trivial coefficients was completely unclear.
This shows, that even the case of trivial coefficients was still hiding phenomena that
we did not understand. The fact that our work related to Pfaffian groupoids clarifies
this point came as a nice surprise to us and, looking back, we can now say what was
missing from the existing picture in multiplicative 2-forms: Spencer operators.
Next I will explain the form of this thesis in more detail. As I mentioned above, this
thesis is about the study of Lie groupoids endowed with a compatible (multiplicative)
differential 1-form. The motivation and scope of the present work is to study the
geometry of PDEs using the formalism of Lie groupoids and multiplicative forms;
as such, ideas from the two theories have to be introduced and explained from our
point of view (which may not be the same as in the literature!) before new results
can be presented. Therefore the thesis can be naturally split in two halves: the first,
consisting of chapters 1, 2 and 3, recall the ideas and methods which are used in
the second half, where the majority of original results are presented. It is important
to remark that when considering multiplicative structures on Lie groupoids we shall
employ two (equivalent) points of view: the one using differential forms and the dual
picture with distributions.
Chapter 1 provides some preliminaries that are used throughout the thesis, such as
jet bundles, Spencer cohomology, Lie groupoids, Lie algebroids, etc. The aim of this
chapter is twofold: on the one hand, it introduces concepts which may not be familiar
to all readers in a way to ease them into the rest of the thesis, while on the other it
provides crucial motivation for this work. In particular, some examples coming from
Lie pseudogroups are discussed and a new notion of “generalized pseudogroups” is
proposed.
As many notions come from the classical theory of Pfaffian systems (where we
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have a general bundle, instead of a Lie groupoid), it is important to understand their
geometry conceptually. Chapters 2 and 3 are devoted to the study of this, starting
with the easier-to-handle linear picture of relative connections in Chapter 2, passing
to the global description of Chapter 3. While this may not be the most natural order
(especially from a historical point of view), we choose to do it the other way because
the linear picture is easier to consider.
In Chapter 4, we move to the theory of multiplicative forms on Lie groupoids and
their infinitesimal counterparts on Lie algebroids. While this chapter can be read
independently from the rest of the thesis, it presents ideas which are crucial to the
understanding of Chapters 5 and 6. The main result of this chapter is the integrability
theorem for multiplicative k-form with coefficients (cf. Theorem 1 below), which states
that under the usual conditions we can recover a given multiplicative k-form from its
infinitesimal data (namely, a k-Spencer operator). Of course, k = 1 is the relevant
case for the original motivation of the thesis.
Chapter 5 and 6 are the core of the thesis in terms of original results. In Chapter
6 everything comes together. The multiplicativity condition for Pfaffian groupoids
simplifies the theory developed in Chapter 3, where all the notions here become “Lie
theoretic”. In contrast with Chapter 3, integrability results (cf. Theorem 2 below) can
by applied to ensure that a Pfaffian groupoid can be recovered from its infinitesimal
data (namely, its Spencer operator). These are discussed in Chapter 5. Of course, as
the linear counterpart of Pfaffian groupoids, they are the natural relative connections
on the setting of Lie algebroids: they are compatible with the anchor and the Lie
bracket. Again, in some sense it is more natural to start with the global picture of
Pfaffian groupoids and then pass by linearization to that of Spencer operators, but we
chose to start with the easier to handle picture of Spencer operators in conformity with
our introduction to the standard theory of Pfaffian bundles. Chapter 6 also discusses
some other results which stem from this thesis, such as the infinitesimal condition
that ensures the Frobenius involutivity of the Pfaffian distribution (cf. Theorem 5
below), and integration of Jacobi structures to contact groupoids (cf. Corollary 2
below).
Description of the chapters
This is a more detailed description of each chapter with a short review of the most
important notions and results. The following table illustrates the dynamics of the
thesis. In the table “Lin” stands for linearization, and “Int” for integration.
Infinitesimal Global
General
Relative connections
Lin←−− Pfaffian bundles
(Ch. 2) (Ch. 3)
Multiplicative
Spencer operators
Lin ..
Pfaffian groupoids
(Ch. 4)
Intmm ❜❴❭
(Ch. 5) (Ch. 6)
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We should also keep in mind that
Multiplicative ⊂General,
in the global picture, as in the infinitesimal counterpart.
Chapter 1: preliminaries. This consists of the preliminaries and some motivation
for this thesis, while also setting the notation used throughout.
Chapter 2: relative connections. This chapter discusses relative connections. These
are linear operators
Γ(F ) −→ Ω1(M,E)
satisfying connection-like properties along a surjective vector bundle map F → E
over a manifold M . The example to keep in mind and which will be of relevance
is the classical Spencer operator Γ(J1E) → Ω1(M,E) on jets, whose role is to de-
tect holonomic sections (cf. [53]). Although relative connections are basically the
same thing as linear Pfaffian bundles, I build the theory on its own (and leave the
explanation of this correspondence for Chapter 3). I study the geometry of rela-
tive connections carrying out standard notions of the geometry of ODEs, such as
solutions, Spencer cohomology, curvature map, prolongations, formal integrability,
etc. (cf. [8, 26, 28, 29, 43, 53, 56, 57]). I pay particular attention to the notion of
prolongation: I introduce an abstract notion of prolongation (very natural from the
cohomological point of view), and I recover the standard prolongation as the “univer-
sal abstract prolongation”.
Chapter 3: Pfaffian bundles. This chapter is very similar in spirit to Chapter 2,
but this time we deal with non-linear objects, namely Pfaffian bundles. A Pfaffian
bundle
π : R −→M, H ⊂ TR
is a surjective submersion π together with a distribution H which is transversal to the
π-fibers, and whose vertical part Hπ := H ∩ ker dπ is Frobenius involutive. Dually,
I give an alternative equivalent definition in terms of a point-wise surjective 1-form
θ with values on a vector bundle E over R, with the property that the vertical part
of its kernel is Frobenius involutive. Of course the connection between the two is the
kernel of the 1-form. The latter definition admits a slightly more general theory where
one allows 1-forms of non-constant rank (and there are still notions that make sense
in this case). With the two dual definitions, the main notion is that of a solution
σ ∈ Γ(R). These are sections with the property that
dσ(TM) ⊂ H.
These objects appear, for instance, in the study of PDE’s. For example in [41] the
authors consider the (infinite dimensional) infinite jet space together with a distri-
butions. Solutions of the PDE are sections whose infinite jet is tangent to such a
distribution.
I study the geometry of Pfaffian systems using techniques from EDS (cf. [8, 24, 14,
37, 33]) and PDE’s (cf. [27, 29, 59]), such as prolongations (cf. [43]), curvature maps,
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formal integrability (cf. [27, 35, 47]), and so on. I mention the key properties that
govern the classical prolongations, allowing to develop further the abstract notion
of prolongation in the case of Pfaffian groupoids. Towards the end of the chapter
I study Pfaffian bundles on which π is a vector bundle and H (or θ in the dual
picture) is compatible with the linear structure of R. These are the so-called linear
Pfaffian bundles. They correspond naturally to connections relative to the projection
θ : R→ E (using the identification T πR|M ≃ R), via the formula
D(s) = s∗θ
for X ∈ X(M), s ∈ Γ(R). With this, I can apply all the theory of Chapter 2, and I
actually go through the notions of chapter 2 (such as prolongations, symbol space,
curvature maps, integrability...) and the analogous ones for Pfaffian bundles, showing
that in this case they coincide. At the end of the chapter I discuss linearization of
Pfaffian bundles (along solutions), which can be described directly and naturally as
relative connections.
Chapter 4: the integrability theorem for multiplicative forms. This chapter
contains the integrability result (cf. Theorem 1 below) for multiplicative k-forms on
a Lie groupoid G with coefficients in a representation E of G. This result describes
multiplicative forms of degree k in terms of their infinitesimal data, i.e. k-Spencer
operators. More precisely, for a representation E of a Lie algebroid A over M , a
k-Spencer operator is a linear operator
D : Γ(A) −→ Ωk(M,E)
together with a vector bundle map l : A → ∧k−1T ∗M ⊗ E, satisfying some com-
patibility conditions with the bracket and the anchor. We remark that for Pfaffian
groupoids, the relevant case is k = 1, and the resulting notion is that of Spencer
operator (cf. Chapter 5).
Theorem 1. Any multiplicative form θ ∈ Ωk(G, t∗E) induces a k-Spencer operator
Dθ on A = Lie(G), given by
Dθ(α)x(X1, . . . , Xk) =
d
dǫ
∣∣∣
ǫ=0
φ
ǫ
α(x)
−1
· θ((dφǫα)x(X1), . . . , (dφ
ǫ
α)x(Xk)),
lθ(α) = u
∗(iαθ).
where φǫα :M → R is the flow of α.
If G is s-simply connected, then this construction defines a 1-1 correspondence
between E-valued k-forms on G and E-valued k-Spencer operators on A.
This is more general than what is needed for Pfaffian groupoids (which only re-
quires 1-forms). However, this greater generality settles the question of integrability
of multiplicative forms with non-trivial coefficients, which, to the best of my knowl-
edge, was not solved before. This also leads to interesting developments in geometric
settings other than those arising from Lie pseudogroups, e.g. in understanding the
relation between contact and Jacobi manifolds (cf. Chapter 6). Moreover, theorem
4.3.1 can be applied to multiplicative forms of arbitrary degree, e.g. to recover results
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on the integrability of Poisson manifolds.
Chapter 5: Spencer operators. Spencer operators are relative connections on a
Lie algebroid which are compatible with the algebroid structure. The compatibility
conditions are far from obvious, and the main explanation is that they arise as the
infinitesimal counterpart of multiplicative 1-forms. In other words, Spencer operators
are the linearization of Pfaffian groupoids along the unit map (actually, Theorem 6
asserts that, under the usual assumptions, the Pfaffian groupoid can be recovered
from its Spencer operator). Hence, in this chapter I go through all the notions of
chapter 2 and show that they become “Lie theoretic”.
Chapter 6: Pfaffian groupoids. In this chapter everything is brought together.
The theory of Pfaffian bundles becomes simpler when the objects are multiplicative
(e.g. the vector bundles involved are pull-backs from the base, etc.) and all the
notions (coming from Pfaffian bundles) become “Lie theoretic”. On the infinitesimal
side, I get that the Spencer operators are the linearization of Pfaffian groupoids along
the unit map; in contrast with the theory of Pfaffian bundles, Pfaffian groupoids,
under the usual conditions can be recovered from the associated Spencer operators.
More precisely, I have the following result:
Theorem 2. Let G ⇒ M be a s-simply connected Lie groupoid with Lie algebroid
A→M . There is a one to one correspondence between
1. multiplicative distributions H ⊂ TG,
2. sub-bundles g ⊂ A together with a Spencer operator D on A relative to the
projection A→ A/g.
Moreover, H is of Pfaffian type if and only if g ⊂ A is a Lie subalgebroid.
As we shall see the relation between D and H is given by
DXα = [X˜, α
r]|M modHs, g = Hs|M ,
where X˜ ∈ Γ(H) is any vector field which is s-projectable to X and extends u∗(X).
Then I go on with the notion of prolongation. The notions of abstract prolongation
for Spencer operators (called compatible Spencer operators) is “integrated” to find
the global counterpart of abstract prolongation for Pfaffian groupoids. I again have an
integrability result which gives a 1-1 correspondence between (abstract) prolongations
of Spencer operators on the Lie algebroid side, and (abstract) prolongations of Pfaffian
groupoids on the Lie groupoid side. Explicitly,
Theorem 3. Let G˜ and G be two Lie groupoids over M with G˜ s-simply connected
and G s-connected, with Lie algebroids A˜ and A respectively. Let θ ∈ Ω1(G, t∗E) be
a point-wise surjective multiplicative form and denote by (D, l) : A→ E the Spencer
operator associated to θ. There is a 1-1 correspondence between:
1. prolongations p : (G˜, θ˜)→ (G, θ) of (G, θ), and
2. Spencer operators (D˜, l˜) : A˜→ A compatible with (D, l) : A→ E.
In this correspondence, D˜ is the associated Lie-Spencer operator of θ˜.
6
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Corollary 1 is a slight generalization of the previous theorem which gives a cor-
respondence between towers of prolongations on the groupoid side (Cartan towers),
with the ones on the algebroid side (Spencer towers).
I also show that the compatibility conditions that are required for the notion of
abstract prolongation of a Pfaffian groupoids are equivalent to Maurer-Cartan type
equations: we consider two Pfaffian groupoids (G˜, θ˜) and (G, θ) over M , with the
property that θ˜ takes values on the Lie algebroid A of G. For the the Spencer operator
D of θ, we define
1
2
{α, β}D := Dρ(α)(β)−Dρ(β)(α)− l[α, β]
for α, β ∈ Γ(A). On the other hand, we have the differential with respect to D
dD θ˜ ∈ Ω2(G˜, t∗E)
defined by the usual Koszul formula for the pull-back connection t∗D : Γ(A) →
Ω1(G˜, E).
Theorem 4. Let p : G˜ → G be a Lie groupoid map which is also a surjective submer-
sion. If
p : (G˜, θ˜) −→ (G, θ)
is a Lie prolongation of (G, θ) then
dDθ˜ − 1
2
{θ˜, θ˜}D = 0.
If G˜ is source connected and Lie(p) = θ˜|Lie(G˜), then the converse also holds.
At the end of thesis we investigate the relation of our results and ideas to Poisson
and relates geometries. There has been recent interest on understanding multiplicative
foliations. Theorem 5 clarifies the infinitesimal conditions that ensure that the Pfaffian
distributions H is Frobenius involutive. I consider the associated Spencer operator D
relative to the projection A→ A/g, and look at its restriction to g
∂D : g −→ Hom(TM,A/g).
One notices that whenever ∂D vanishes, D descends to an honest connection ∇ on
the quotient A/g.
Theorem 5. A multiplicative distribution H ⊂ TG is involutive if and only if ∂D
vanishes and the connection ∇ on A/g is flat.
Finally I have an application to Jacobi structures and contact groupoids. The main
contribution is to introduce an appropriate language to deal with these structures
using a more conceptual and global approach. First of all, on the Jacobi side we allow
for line bundles L which are not necessarily trivial, with a Lie bracket on the space
of sections. We define a Lie algebroid structure on J1L canonically associated to the
Jacobi structure.
Corollary 2. Given a Jacobi structure (L, {·, ·}) over M , if the associated Lie alge-
broid J1L comes from an s-simply connected Lie groupoid Σ, then Σ carries a contact
hyperfield H making it into a contact groupoid in the wide sense.
7
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Preliminaries
1.1 Some notions related to PDEs
1.1.1 Jets
Throughout this thesis we will use the language of jets, which we now briefly recall.
As reference we cite [41]. Let k ≥ 0 be an integer. Recall that, for a function
f : Rm −→ Rr,
(m, r ≥ 1 integers), the k-jet of f at x ∈ Rm is encoded by the collection of all partial
derivatives up to order k of f at x. More concretely, one says that two such functions
f and g have the same k-jet at x if
∂αx f = ∂
α
x g
for all m-multi-indices α = (α1, . . . , αm), with |α| ≤ k, where |α| = α1+ . . .+αm and
where
∂αx f =
∂|α|f
∂xα11 . . . ∂x
αm
m
(x).
This defines an equivalence relation ∼kx on the space of smooth maps C∞(Rm,Rr).
A point in the quotient has coordinates pαi with α as above and i ∈ {1, . . . , r},
representing the partial derivatives. More generally, given two manifolds R and M
(of dimensions r and m respectively), one obtains an induced equivalence relation ∼kx
on the set C∞(M,R) by representing maps f ∈ C∞(M,R) in local coordinates. The
space of k-jets at x of functions from R to M , denoted by Jk(M,R)x, is the resulting
quotient; for f : R→M smooth, we will denote the induced k-jet by jkxf . Hence,
Jk(M,R)x = {jkxf : x ∈M}.
1.1.2 Jet bundles
Assume now that we have a bundle (by which we mean a surjective submersion)
π : R −→M.
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We denote by Γ(R) the set of sections of π, i.e. the set of smooth maps σ : M → R
satisfying π ◦ σ = IdM . We also consider the set Γloc(π) of local sections σ of π
(each such σ is defined over some open in M , called the domain of σ and denoted by
Dom(σ)). For k ≥ 0 an integer, the space of k-jets of sections of π : R→M is defined
as
JkR = {jkxσ : x ∈M, σ ∈ Γloc(π), x ∈ Dom(σ)}.
This has a canonical manifold structure (as can be seen by looking at local coordi-
nates), which fibers over M ; the various jet bundles are related to each other via the
obvious projection maps. In other words, we obtain a tower of bundles over M
. . . −→ J2R −→ J1R −→ J0R = R.
In the limit, one obtains the infinite jet bundle J∞R. To keep notation simpler, we will
denote all projections between jet bundles by pr, and all bundle maps JkR→M by π.
1.1.3 PDEs and the Cartan forms
The language of jets is very well suited for a conceptual theory of PDE. See for
example [27, 41]. Given a submersion π as above, a PDE of order k on π is, by
definition, a fibered submanifold
Rk ⊂ JkR.
A (local) solution of Rk is then any (local) section σ of R with the property that
jkxσ ∈ Rk, ∀ x ∈ Dom(σ).
In other words, jkσ, a priori a (local) section of JkR, must be a section of Rk. We
denote the set of solutions by Sol(Rk). To recognize which sections of Rk are k-jets of
sections of R, one makes use of the so-called Cartan form. For notational ease, let us
assume here that k = 1 (a more general discussion can be found in example 3.1.12).
Then the Cartan form is a 1-form
θ ∈ Ω1(J1R, pr∗T πR),
where T πR = T vertR consisting of vectors tangent to the fibers of π (a vector bundle
over R) where pr : J1R→ R is the projection. To describe θ, let p = j1xσ ∈ J1R and
Xp ∈ TpJ1R; then θ(Xp) ∈ T vertσ(x)R is given by the expression
dpr(Xp)− dxσ(dπ)(Xp)
(a priori an element in Tσ(x)R, it is clearly in ker dπ). The main property of the
Cartan form is recalled below.
Lemma 1.1.1. A section ξ of J1R → M is of type j1σ for some section σ of R if
and only if ξ∗(θ) = 0.
For arbitrary k, there is a version of the Cartan form (see example 3.1.12),
θ ∈ Ω1(JkR, pr∗T πJk−1R) (1.1)
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and the analogue of lemma 1.1.1 holds true. Hence, for a PDE Rk ⊂ JkR, one has
Sol(Rk) ∼= {ξ ∈ Γ(Rk) : ξ∗θ = 0}.
Conceptually, this indicates that the main information is contained in Rk, viewed as
a bundle overM (and forgetting that it sits inside JkR), together with the restriction
of the Cartan form to Rk. In other words, for the study of PDE’s as above it may
be enough to consider bundles S → M endowed with appropriate 1-forms on them.
This will be formalised in chapter 3.
Remark 1.1.2. Here is a slightly different description of J1R, which we will be
using whenever we have to work more explicitly. Since the first jet j1xσ of a section σ
at x ∈ M is encoded by r := σ(x) and dxσ : TxM → TrR, we see that an element of
J1R→M can be thought of as a splitting
ξ = dxσ : TxM −→ TrR
of the map drπ : TrR → TxM , with r an element in R and x = π(r). Of course, r
is encoded by ξ, but we will often use the notation ξr to indicate that our splitting
takes values in TrR.
1.1.4 Jets of vector bundles; Spencer relative connections:
Assume now that
π : E −→M
is a vector bundle over M . In this case, JkE is canonically a vector bundle over M ,
with addition determined by
jkxα+ j
k
xβ = j
k
x(α+ β)
for α, β ∈ Γ(E).
Remark 1.1.3 (The Spencer decomposition). Again, when k = 1, there is a very
convenient way of representing sections of the first jet bundle J1E which will be used
throughout this thesis under the name “Spencer decomposition”. More precisely, one
has a canonical isomorphism of vector spaces
Γ(J1E) ∼= Γ(E)⊕ Ω1(M,E). (1.2)
This decomposition comes from the short exact sequence of vector bundles
0 −→ Hom(TM,E) i−→ J1(E) pr−→ E −→ 0,
where pr is the canonical projection j1xs 7→ s(x) and i is determined by
i(df ⊗ α) = fj1α− j1(fα).
Although this sequence does not have a canonical splitting, at the level of sections it
does: α 7→ j1α. This gives the identification (1.2). In other words, any ξ ∈ Γ(J1E)
can be written uniquely as
ξ = j1α+ i(ω)
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with α ∈ Γ(E), ω ∈ Ω1(M,E); we write ξ = (α, ω). One should keep in mind,
however, that the resulting C∞(M)-module structure becomes
f · (α, ω) = (fα, fω + df ∧ α). (1.3)
Using the decomposition (1.2), the projection on the second component induces an
operator
Dclas : Γ(J1E) −→ Ω1(M,E)
called Spencer’s relative connection (or the classical Spencer operator).
There is an extensive list of literature about the classical Spencer operator, see for
example [62, 61, 60, 58, 29, 25, 57].
As we shall show in this thesis, Dclas is the infinitesimal counterpart of the Cartan
form. This is already indicated by the fact that Dclas has a property resembling that
of θ: a section ξ of J1E is the first jet of a section of E if and only if Dclas(ξ) = 0.
Moreover, as for Cartan forms, there are versions of the Spencer operator for higher
jets:
Dclas : Γ(JkE) −→ Ω1(M,Jk−1E).
1.1.5 Tableaux and bundles of tableaux
When dealing with PDE’s one often encounters huge jet spaces, specially after the
prolongation process. One would like to compare such (prolongation) spaces by look-
ing at smaller, hopefully linear, spaces. This is one way to arrive at the notion of a
tableau. Of course, their importance is deeper and they provide the framework for
handling the intricate linear algebra behind PDE’s. In this section we recall some
of the basic definitions, and we allow a slight generalisation of the notion of tableau
(which will be used later on). Our main reference for this part is [8, 27].
Let V and W be finite dimensional vector spaces, let SkV ∗ be the k-th symmetric
product of V ∗, and let SkV ∗ ⊗W be the W -valued k-th symmetric multilinear maps
φ : V k →W .
Definition 1.1.4. A tableau on (V,W ) is a linear subspace
g ⊂ V ∗ ⊗W.
More generally, for k ≥ 1 integer, a tableau of order k on (V,W ) is a linear
subspace
gk ⊂ SkV ∗ ⊗W
We will often omit “on (V,W )” from the terminology.
In general, a tableau of order k can be “prolonged” to tableaux of higher orders.
Definition 1.1.5. The first prolongation of a tableau of order k
gk ⊂ SkV ∗ ⊗W
is the tableau of order (k + 1)
g
(1)
k := {T ∈ Sk+1V ∗ ⊗W | T (v, ·, . . . , ·) ∈ gk for all v ∈ V }.
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The higher prolongations g
(q)
k are defined inductively by
g
(q)
k = (g
(q−1)
k )
(1) ⊂ Sk+qV ∗ ⊗W.
Next, we recall the construction of the formal De Rham operator on a vector space
V . Start with
∂ : SkV ∗ −→ V ∗ ⊗ Sk−1V ∗ (1.4)
the linear map sending T ∈ SkV ∗ to
∂(T ) : V −→ Sk−1V ∗, v 7→ T (v, ·, . . . , ·).
We extend ∂ to a linear map
∂ : ∧jV ∗ ⊗ SkV ∗ −→ ∧j+1V ∗ ⊗ Sk−1V ∗
sending ω ⊗ T to (−1)jω ∧ ∂(T ). We form the resulting complex
0 −→ SkV ∗ ∂−→ V ∗ ⊗ Sk−1V ∗ ∂−→ ∧2 V ∗ ⊗ Sk−2V ∗ ∂−→ · · ·
· · · ∂−→ ∧n V ∗ ⊗ Sk−nV ∗ −→ 0,
where SlV ∗ = 0 for l < 0. Of course, ∂ is just the restriction of the classical De Rham
operator acting on Ω•(V ) = C∞(V,Λ•V ∗) to polynomial forms, where we identify
SpV ∗ with the space of polynomial functions on V of degree p. For that reason we
will call ∂ formal differentiation. In the presence of another vector space W , we
will tensor the sequence above by W and the operator ∂ by IdW , keeping the same
notation ∂. Note that, for a tableau gk ⊂ SkV ∗ ⊗W , its first prolongation can also
be described as
g
(1)
k = {T : V → gk linear | ∂(Tv)u = ∂(Tu)v ∀ u, v ∈ V }.
Hence it can be interpreted as a tableau on (V, gk). It is not difficult to check that
the complex above tensored by W contains the sequence
0 −→ g(p)k
∂−→ V ∗ ⊗ g(p−1)k
∂−→ ∧2 V ∗ ⊗ g(p−2)k
∂−→ · · ·
· · · ∂−→ ∧p V ∗ ⊗ gk ∂−→ ∧p+1 V ∗ ⊗ Sk−1V ∗ ⊗W
(1.5)
as a sub-complex.
Definition 1.1.6. Given a tableau gk ⊂ SkV ∗ ⊗W of order k,
• The Spencer cohomology of gk is given by the cohomology groups of the se-
quences (1.5). More precisely, we denote by Hk+p−j,j(gk) (or simply H
k+p−j,j)
the cohomology at ∧jV ∗ ⊗R g(p−j)k .
• We say that gk is involutive if Hp,q = 0 for all p ≥ k, q ≥ 0.
• We call gk r-acyclic if Hk+p,j = 0 for p ≥ 0, 0 ≤ j ≤ r.
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Spencer cohomology has been studied in the context of PDE’s. See for example
the work of Spencer [57, 58].
Although most of the time we will consider tableaux g of order 1, we will need a
slight generalization in which the inclusion g →֒ V ∗ ⊗W is replaced by an arbitrary
linear map
ϕ : g −→ V ∗ ⊗W.
Definition 1.1.7. The first prolongation of g with respect to ϕ (or simply of
ϕ) is
g(1)(ϕ) := {T : V → g linear | ϕ(Tu)v = ϕ(Tv)u ∀ u, v ∈ V }.
Interpreting g(1)(ϕ) as a tableau on (V, g), one can prolong it repeatedly, giving
rise to the higher prolongations
g(k)(ϕ) ⊂ SkV ∗ ⊗ g.
One also has a version of the Spencer sequences (1.5). For that, we extend ϕ to a
linear map
∂ϕ : ∧jV ∗ ⊗ g −→ ∧j+1V ∗ ⊗W
by mapping ω ⊗ T to (−1)jω ∧ ϕ(T ). In the next lemma, we use the notation g(k) =
g(k)(ϕ).
Lemma 1.1.8. The Spencer complex of the tableau g(1) extends to the complex
0 −→ g(k) ∂−→ V ∗⊗g(k−1) ∂−→ ∧2 V ∗ ⊗ g(k−2) ∂−→ · · ·
∂−→ ∧k−1 V ∗ ⊗ g(1) ∂−→ ∧k V ∗ ⊗ g ∂ϕ−−→ ∧k+1 V ∗ ⊗W,
(1.6)
i.e. ∂ϕ ◦ ∂ = 0, where k ≥ 0.
Proof. Notice that the sequence
0 −→ g(1) ∂−→ V ∗ ⊗ g ϕ−→ ∧2V ∗ ⊗W
is exact and that for ω ∈ ∧jV ∗ and φ ∈ g(1),
ϕ ◦ ∂(ω ⊗ φ) = −ω ∧ ϕ(∂(φ)).
Definition 1.1.9. The ϕ-Spencer cohomology of g is the cohomology of the se-
quence (1.6).
Next, we extend the previous discussion to vector bundles over a manifold M . So,
assume now that V and W are smooth vector bundles over M .
Definition 1.1.10. A bundle of tableaux on (V,W ) (or tableau bundle over
M) is any vector sub-bundle
gk ⊂ SkV ∗ ⊗W,
which is not necessarily of constant rank.
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For a bundle of tableaux the notions of prolongation, involutivity, Spencer coho-
mology and so on are defined point-wise. Of course the prolongation g
(p)
k may fail
to be smooth even if the starting gk is. The following is a cohomological criteria for
smoothness of the prolongation. We refer to [27] for the proof.
Lemma 1.1.11. Assume that gk is the kernel of a morphism of smooth vector bun-
dles Ψ : SkV ∗ ⊗W → E over M . If gk is 2-acyclic and g(1)k is smooth, then all
prolongations g
(p)
k are smooth.
For the first prolongation of a vector bundle map ϕ : g → V ∗ ⊗W we have a
similar result, namely
Lemma 1.1.12. If g(1) := g(1)(ϕ) is a vector bundle over M and the sequence
0 −→ g(m) ∂−→ V ∗ ⊗ g(m−1) ∂−→ ∧2 V ∗ ⊗ g(m−2) ∂−→ ∧3 T ∗ ⊗R g(m−3)
is exact for all m ≥ 2, then g(k) is smooth for k ≥ 1. Here g−1 denotes W .
Proof. The proof is an inductive argument and is basically the same as that of lemma
6.5 of [27]. The exact sequence of vector bundles
V ∗ ⊗ g(1) ∂−→ ∧2 V ∗ ⊗ g ϕ−→ ∧3 V ∗ ⊗W
induces the exact sequence
0 −→ ∂(V ∗ ⊗ g(1)) −→ ∧2V ∗ ⊗ g ϕ−→ ∧3 V ∗ ⊗W.
This shows that ∂(V ∗ ⊗ g(1)) is the kernel of a vector bundle map and therefore the
function M ∋ x 7→ dim ∂(V ∗⊗ g(1)) is upper semi-continuous. On the other hand, by
definition of g(2) (the first prolongation of g(1)), one has that it is the kernel of the
vector bundle map given by the composition
S2V ∗ ⊗ g ∆1,1−−−→ V ∗ ⊗ V ∗ ⊗ g id⊗pr−−−−→ V ∗ ⊗ (V ∗ ⊗ g)/g(1)
which implies, once again, that M ∋ x 7→ dim δ(g(2)) is upper semi-continuous. Now,
taking the Euler-Poincare characteristic of the exact sequence
0 −→ g(2) ∂−→ V ∗ ⊗ g(1) ∂−→ ∂(V ∗ ⊗ g(1)) −→ 0
one has that dim(g(2)) + dim ∂(V ∗ ⊗ g(1)) is locally constant since g(1) is a vector
bundle, and therefore g(2) and ∂(V ∗ ⊗ g(1)) are vector bundles over M.
For l > 2, consider the exact sequence
0 −→ g(l) ∂−→ V ∗ ⊗ g(l−1) ∂−→ ∧2 V ∗ ⊗ g(l−2) ∂−→ ∧3 V ∗ ⊗ g(l−3)
which shows by lemma 3.3 in [27] that g(l) is a vector bundle whenever g(l−1), g(l−2)
and g(l−3) are vector bundles.
Another important result is the so called ∂-Poincare´ lemma (proved e.g. in [53]),
a version of which is:
Lemma 1.1.13. Let gk ⊂ SkV ∗⊗W be a bundle of tableaux. There exists an integer
p0 > 0, such that g
(p)
k is involutive for all p ≥ p0.
15
Chapter 1
1.1.6 Towers of tableaux
Let V and W be two vector spaces. Our main reference for this part is [56].
Definition 1.1.14. A tableaux tower (on (V,W )) is a sequence
g∞ = (g1, g2, . . . , gp, . . .) (1.7)
consisting of tableaux gp ⊂ SpV ∗ ⊗W for p ≥ 1 such that each gp+1 is inside the
prolongation of gp:
gp+1 ⊂ (gp)(1).
Of course, one may want to consider towers starting with a tableaux of order k ≥ 1
(gk, gk+1, . . .),
but any such object can be completed to a tower in the previous sense by adding
gi = SiV ∗ ⊗W, ∀ 1 ≤ i ≤ k − 1.
We see that, in particular, any tableaux gk ⊂ SkV ∗ ⊗W defines a tower
(V ∗ ⊗W, . . . , Sk−1V ∗ ⊗W, gk, g(1)k , g(2)k , . . .)
by prolongation. The Spencer cohomology of a tableau can then be viewed as an
instance of the Spencer cohomology of a tower. More precisely, for a tower g∞, the
formal differential
∂ : ∧kV ∗ ⊗ (gp)(1) −→ ∧k+1V ∗ ⊗ gp
restricts to
∂ : ∧kV ∗ ⊗ gp+1 −→ ∧k+1V ∗ ⊗ gp
for any p ≥ 0, and this induces the Spencer complexes of the tower g∞ given by
0 −→ gk+p ∂−→ V ∗ ⊗ gk+p−1 ∂−→ ∧2 V ∗ ⊗ gk+p−2 ∂−→ · · ·
· · · ∂−→ ∧p−k V ∗ ⊗ gk ∂−→ ∧p+1 V ∗ ⊗ Sk−1V ∗ ⊗W.
(1.8)
Definition 1.1.15. The Spencer cohomology of the sequence of the tableaux
tower g∞ is the cohomology of the sequence (1.8). As before, denote by Hk+p−j,j(g∞),
the cohomology of the sequence (1.8) at ∧jV ∗ ⊗ gk+p−j .
Lemma 1.1.16. For any tower of tableaux g∞, there exists an integer p0 such that,
for all p ≥ p0
gp+1 = (gp)(1).
For the proof we refer to [56]. Finally, we will also encounter bundles of towers of
tableaux. Let V and W be two vector bundles over the manifold M .
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Definition 1.1.17. A bundle of tableaux towers over M (on (V,W )) is a se-
quence of smooth vector bundles over M
(g1, g2, . . . , gk, . . .),
with gk ⊂ SkV ∗ ⊗W and such that, for all p ≥ 1
gp+1 ⊂ (gp)(1).
Here we state the analogue of lemma 1.1.16 in the smooth case. For the proof see
for example [29].
Proposition 1.1.18. Let (g1, g2, . . . , gk, . . .) be a bundle of tableaux towers over a
connected manifold M . Then there exists an integer p0 such that for all p ≥ p0
gp+1 = (gp)(1).
1.2 Lie groupoids and Lie algebroids
We refer the reader to [16] for a more complete description of the theory of Lie
groupoids and Lie algebroids.
1.2.1 Lie groupoids
Recall that a groupoid G is a (small) category in which every arrow is invertible.
That means that we have a set G of arrows and a set M of objects equipped with the
following structure maps:
1. the source and target
s, t : G −→M,
2. the composition
m : G2 −→ G,
where G2 is the set of composable arrows
G2 = {(g, h) : g, h ∈ G, s(g) = t(h)},
3. the unit
u : M −→ G,
4. the inversion
i : G −→ G.
We will identify the groupoid G with its set of arrows and we will say that G is a
groupoid overM or that M is the base of the groupoid G, using the graphic notation
G ⇒M.
The elements of G will be called arrows of the groupoid and will be denoted by letters
g, h, γ, etc, while the elements of M will be called points of the groupoid and will
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be denoted by letters x, y, p, etc. An arrow g from x to y is any arrow g ∈ G with
s(g) = x, t(g) = y; in this case we use the graphic notation
g : x −→ y, or x g−→ y or y g←− x.
For the structure maps, we will use the notation
m(g, h) = g · h = gh, u(x) = 1x, i(g) = g−1.
With these, the groupoid axioms take the familiar form that reminds us of composition
of functions:
1. if z
g←− y h←− x, then z gh←− x and the composition is associative.
2. for x ∈M , 1x : x −→ x.
3. for any g : x −→ y, g · 1x = 1y · g = g.
4. if g : x −→ y then g−1 : y −→ x and
g−1 · g = 1x, g · g−1 = 1y.
Definition 1.2.1. A smooth (or Lie) groupoid G over M is any groupoid G ⇒ M
endowed with smooth (manifold) structures on G and M , such that s, t : G → M are
submersions and all the other structure maps m, u and i are smooth.
Henceforth, all objects in this thesis will be smooth unless otherwise stated. Note
that the conditions on s and t imply that the set G2 of composable arrows is a smooth
submanifold of G × G; hence it makes sense to say that m is smooth. Note also that,
in the smooth case, i is a diffeomorphism and u is an embedding. Actually, we will
often identify M with the submanifolds of units via
u :M →֒ G.
One of the main notions used in this thesis is that of a bisection.
Definition 1.2.2. Given a Lie groupoid G over M , a bisection of G is any splitting
b : M → G of the source map with the property that φb := t ◦ b : M → M is a
diffeomorphism.
The bisections of G form a group Bis(G) with multiplication and inverse given by
b1 · b2(x) = b1(φb2(x))b2(x), b−1(x) = i ◦ b ◦ φ−1b (x).
Example 1.2.3. A Lie group is a Lie groupoid over a point. The group of bisections
coincides with the group itself.
Example 1.2.4. Bundles of Lie groups over M can be seen as Lie groupoids over
M with s = t. In particular, any vector bundle π : E → M can be interpreted as a
Lie groupoid overM with s = t := π and with composition being the fiberwise vector
bundle addition.
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Example 1.2.5. For any manifold M , the pair groupoid of M is
Π(M) :=M ×M
with source and target
s(x, y) = y, t(x, y) = x
and with composition
(x, y) · (y, z) = (x, z).
For the group of bisections, we find that Bis(Π(M)) = Diff(M).
Example 1.2.6. For any Lie group G acting on a manifold M (say on the left) one
forms the action groupoid G⋉M , whose space of arrows is the product G×M , the
base is M , the source and target maps are
s(g, x) = x, t(g, x) = gx,
and multiplication is given by
(h, gx) · (g, x) = (hg, x).
Example 1.2.7. For any vector field X on a manifold M , the domain D(X) of the
flow φǫX of X ,
D(X) = {(ǫ, x) ∈ R×M : φǫX is defined}
can be seen as a groupoid over M with source and target
s(ǫ, x) = x, t(ǫ, x) = φǫX(x),
and composition
(ǫ′, φǫX(x)) · (ǫ, x) = (ǫ+ ǫ′, x).
Note that, when X is complete, then D(X) is the action groupoid R ⋉M (see the
previous example) associated to the global flow of X interpreted as an action of R on
M .
Example 1.2.8. For any principal G-bundle π : P → M the gauge groupoid of P ,
denoted Gauge(P ), is defined as the quotient of the pair groupoid Π(P ) modulo the
(diagonal) action of G. Hence
Gauge(P ) = (P × P )/G,
is a Lie groupoid over P/G =M , with source and target
s([p, q]) = π(q), t([p, q]) = π(p).
For the bisections, we find that Bis(Gauge(P )) is isomorphic to the automorphism
group of P .
Note that the gauge groupoid is transitive, in the sense that any two points of M
are related by an arrow of the groupoid. Conversely, any transitive groupoid G over
M must be of this type. Indeed, fixing a base point x ∈M , it follows that
Gx := {g ∈ G : s(g) = t(g) = x}
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is a Lie group,
Px := s
−1(x) = {g ∈ G : s(g) = x}
is a principal Gx-bundle over M with projection t, and
Gauge(Px) −→ G, [h, k] 7→ hk−1
is an isomorphism of Lie groupoids.
Example 1.2.9. While the general linear groupGL(V ) associated to a (finite dimen-
sional) vector space V is a Lie group, the similar object GL(E) associated to a vector
bundle π : E →M is a Lie groupoid over M . More precisely, an arrow of GL(E) be-
tween two points x, y ∈M is a linear isomorphisms Ex ∼→ Ey and the multiplication
is given by the usual composition of maps. There is a canonical smooth structure on
GL(E) which makes it into a Lie groupoid. Alternatively, one can realize GL(E) as
a gauge groupoid in the sense of the previous example. More precisely, consider the
frame bundle Fr(E) associated to E
Fr(E) = {(x, u) | x ∈M,u : Rr → Ex linear isomorphism},
where r is the rank of π. Then Fr(E) is a principal GLr-bundle and one has a simple
isomorphism of Lie groupoids
Gauge(Fr(E)) −→ GL(E), [(u, v)] 7→ u ◦ v−1.
Note that, for an arbitrary Lie groupoid G overM , a representation of G on E (see
definition 1.2.11) is the same thing as a Lie groupoid homomorphism G → GL(E).
There are other important examples arising from foliation theory or from Poisson
geometry. For this thesis the most important examples are jet groupoids, whose
simplest version is introduced below.
Example 1.2.10 (cf. [62, 42]). Given a manifold M , consider the set Diffloc(M) of
all diffeomorphisms φ : U → V between two open sets U, V ⊂M ; U will be called the
domain of φ and will be denoted by Dom(φ). For any integer k ≥ 0, one forms the
groupoid of k-jets of local diffeomorphisms of M :
Jk(M,M) := {jkxφ : x ∈M, φ ∈ Diffloc(M), x ∈ Dom(φ)},
which is a Lie groupoid over M with source and target
s(jkxφ) = x, t(j
k
xφ) = φ(x),
and composition
jkψ(x)φ · jkxψ = jkx(φ ◦ ψ).
Note that Jk(M,M) is a transitive Lie groupoid (see example 1.2.8); hence, fixing a
base-point O ∈M , one can consider the Lie group
Gk := {jkOφ : φ ∈ Diffloc(M), O ∈ Dom(φ), φ(O) = O},
the k-th order frame bundle (with origin O)
F k := {jkOφ : φ ∈ Diffloc(M), O ∈ Dom(φ)}
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and then F k is a principal Gk-bundle over M whose associated gauge groupoid is
precisely Jk(M,M).
Note also that, for k = 0, J0(M,M) is just the pair groupoid of M . Also, for
k = 1, J1(M,M) is just the general linear groupoid GL(TM) (see example 1.2.9);
equivalently, G1 is isomorphic to GLn (n = dim(M)) and F
1 is isomorphic to the
frame bundle of M .
Another notion central to this thesis is that of a representation of a Lie groupoid.
Recall that, given a Lie groupoid G over M and a bundle µ : P →M , an action of G
on P (via µ) associates to any arrow g : x→ y of G a map
g· : µ−1(x) −→ µ−1(y), p 7→ g · p = gp
such that the usual algebraic axioms for actions are satisfied ((gh) · p = g · (h · p)
whenever g and h are composable, and 1x · p = p for p ∈ µ−1(x)), and such that the
action is smooth, i.e. the map
G ×s,µ P −→ P, (g, p) 7→ g · p
defined on the space of pairs (g, p) with s(g) = µ(p) (a smooth submanifold of G ×P )
is smooth.
Definition 1.2.11. Let G be a Lie groupoid over M . A representation of G is a
vector bundle µ : E →M together with a linear action of G on E, i.e. an action with
the property that, for each g : x→ y, the multiplication Ex → Ey, v 7→ g · v is linear.
We denote by Rep(G) the set of representations of G.
Example 1.2.12. A representation of G on a vector bundle E is the same thing
as a Lie groupoid homomorphism G → GL(E). This notion generalizes the usual
notion of representations of Lie groups. For an action groupoid G ⋉ M (example
1.2.6), representations are the same thing as equivariant vector bundles over M . For
a general Lie groupoid G over M , there are very few representations available “for
free”. Of course, there is the trivial representation RM whose underlying vector
bundle is the trivial line bundle and the action is the identity on the fibers. However,
there is no analogue of the adjoint representation for Lie groups (see also below).
Example 1.2.13 ([30]). Consider the k-jet groupoids Jk(M,M) from example
1.2.10. For k = 1 it is clear that
TM ∈ Rep(J1(M,M)),
i.e. there is a natural action of J1(M,M) on TM : for g = j1xφ, the induced linear
action is
dxφ : TxM −→ Tφ(x)M.
Similarly, for any k one has
Jk−1TM ∈ Rep(Jk(M,M)).
To describe the action, let g = jkxφ ∈ Jk(M,M). Due to the naturality of our objects,
the bundle map dφ : TM → TM (covering φ) induces a map jk−1dφ on Jk−1TM ;
explicitely,
jk−1x dφ : J
k−1
x TM −→ Jk−1φ(x)TM, jk−1x (X) 7→ jk−1φ(x)(φ∗(X)),
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where recall that the push-forward vector field is given by
φ∗(X)y := (dφ)φ−1(y)(Xφ−1(y)).
Of course, jk−1x dφ only depends on j
k
xφ = g, and this defines the linear action of g.
1.2.2 Lie algebroids
Lie algebroids arise as the infinitesimal counterpart of Lie groupoids. Abstractly,
they can be thought of as “replacements of tangent bundles” (which are related to
the ordinary tangent bundle by the anchor map), which are better suited to reflect
the various geometric structures under consideration.
Definition 1.2.14. A Lie algebroid over a manifold M is a vector bundle A→M
endowed with a vector bundle map, called anchor, ρ : A→ TM , and a Lie bracket on
the space Γ(A) of sections of A such that the following Leibniz identity
[α, fβ] = f [α, β] + (Lρ(α)f)β
holds for all sections α, β ∈ Γ(A) and smooth functions f ∈ C∞(M).
Let us first recall the construction of the Lie algebroid of a Lie groupoid G over
M . This is completely analogous to the construction of the Lie algebra of a Lie group,
as the tangent of the group at the unit element, or as the algebra of right invariant
vector fields on the group. The main differences come from the fact that
1. there are many units – one for each x ∈ M – hence one ends up with a vector
bundle over M ;
2. right translations by an element g ∈ G are defined only along s-fibers: the
formula Rg(a) = ag defines a map
Rg : s
−1(y) −→ s−1(x),
where x = s(g), y = t(g).
Putting everything together, the relevant infinitesimal object will be the vector bundle
overM whose fiber over x ∈M is the tangent space at the unit 1x of the s-fiber s−1(x).
More formally, we consider the s-tangent bundle
T sG := Ker(ds)
and the Lie algebroid of G is, as a vector bundle over M , the restriction of T sG to M
(the pull-back via the unit map u :M → G):
A = (T sG)|M .
The anchor of A is simply the restriction of dt : TG → TM to vectors that belong
to A. For the bracket, we identify the space of sections Γ(A) with the right invariant
vector fields on G. More precisely, right translation by g differentiates to give a linear
map
Rg : T
s
aG −→ T sagG
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(for a ∈ s−1(y)); with this, the space of right invariant vector fields on G is
Xinv(G) = {X ∈ Γ(T sG) : Rg(Xa) = Xag ∀ a, g ∈ G composable}.
Finally, there is a 1-1 correspondence
Γ(A) ∼= Xinv(G), α 7→ αr,
where
αrg = Rg(αt(g)).
This induces the Lie bracket of A, characterized by:
[α, β]r = [αr , βr],
where the second bracket is the usual Lie bracket of vector fields on G. To keep some
formulas simpler, we will sometimes also use the notation
→
α= αr (1.9)
for right invariant vector fields.
Example 1.2.15. A Lie algebra is a Lie algebroid over a point.
Example 1.2.16. Bundles of Lie algebras can be viewed as Lie algebroids with
ρ = 0.
Example 1.2.17 (See [62]). The tangent bundle of any manifoldM is a Lie algebroid
with ρ = Id and the Lie bracket the usual Lie bracket of vector fields. As such, TM
coincides with the Lie algebroid of the pair groupoid Π(M). To fix the notation for
computations in local coordinates, let us describe this more explicitely in the case of
the pair groupoid Π of Rn. As a convention, we denote the source coordinates by xa,
the target coordinates by Xi. Hence, in local coordinates,
Π = {(x1, . . . , xn, X1, . . . , Xn)}
with the source, target and multiplication
s(x,X) = x, t(x,X) = X, (x,X) · (x′, x) = (x′, X).
Denote the Lie algebroid of Π by A(Π), and let’s calculate it explicitly by applying
the definition. Since the unit of Π at x ∈ Rn is 1x = (x, x), the fiber of A(Π) at x is
(by definition)
A(Π)x = T1xs
−1(x) = T(x,x){(x,X) : X − variable}.
The canonical basis at x is then
∂i(x) :=
∂
∂Xi
(x, x) ∈ A(Π)x, 1 ≤ i ≤ n.
In some examples (e.g. in low dimensions when the variables are denoted x, y, z, etc),
it is more natural to use the notation
∂Xi := ∂i.
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Hence, as a vector bundle, A(Π) is spanned by
{∂1, . . . , ∂n} = {∂X1 , . . . , ∂Xn}.
The induced right invariant vector fields on Π (tangent to s-fibers) are (in the notation
(1.9))
→
∂i (x,X) =
∂
∂Xi
(x,X) ∈ Tx,XΠ. (1.10)
For the anchor of A(Π) we find
ρ : A(Π) −→ TRn, ρ(∂i) = ∂
∂Xi
and this provides an identification between A(Π) and TRn.
Example 1.2.18. Let g be a Lie algebra and assume that we have given an infinites-
imal action of g on a manifold M , i.e. a Lie algebra map a : g → X(M). Then one
forms the action Lie algebroid g⋉M as follows. As a vector bundle, it is the trivial
vector bundle gM overM with fiber g. The anchor is precisely the infinitesimal action
interpreted as a vector bundle map
ρ : gM −→ TM, (x, u) 7→ a(u)x.
For the bracket, we note that Γ(gM ) = C
∞(M, g) contains the constant sections cu
with u ∈ g; with this, the bracket of g⋉M is defined on the constant sections by
[cu, cv] = c[u,v]g ,
(where the bracket on the right hand side is the one on g) and extended to arbitrary
sections using the Leibniz identity. For a global formula, using the canonical flat
connection ∇flat on gM , we have:
[α, β] = [α, β]g +∇flatρ(α)(β) −∇flatρ(β)(α).
Note that, if the infinitesimal action comes from a global action of a Lie group G
on M , then g⋉M is precisely the Lie algebroid of the action groupoid G⋉M .
Example 1.2.19. In analogy with Example 1.2.17, for any manifold M , the Lie
algebroid of the first jet groupoid J1(M,M) (Example 1.2.10 for k = 1) is isomorphic
to the bundle J1(TM) of first jets of vector fields on M . Let us start by recalling
that J1(TM) has a canonical structure of Lie algebroid, with the anchor given by the
canonical projection l : J1(TM) −→ TM and the bracket uniquely determined by
the Leibniz identity and the condition
[j1(V ), j1(W )] = j1([V,W ])
for all vector field V,W . Recall (see remark 1.1.3) that T ∗M ⊗TM is identified with
a subspace of J1(TM) (namely with the kernel of the anchor l) and this identification
reads, at the level of elements, as follows:
df ⊗ V = fj1(V )− j1(fV ). (1.11)
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A simple computation shows that the bracket of J1(TM) restricts to T ∗M ⊗ TM to:
[df ⊗ V, dg ⊗W ] = LW (f)dg ⊗ V − LV (g)df ⊗W.
Equivalently, T ∗M ⊗ TM = Hom(TM, TM) is endowed with the pointwise standard
commutator bracket
[T, S] = T ◦ S − S ◦ T,
making it into a bundle of Lie algebras (hence a Lie algebroid with zero anchor).
With these, J1(TM) is canonically isomorphic to the Lie algebroid of the first jet
groupoid J1(M,M). As before, in order to fix the notation for computations in local
coordinates, we describe this identification more explicitely in the case of the first jet
groupoid J1 of Rn. First,
J1 = J1(Rn,Rn) = {(x1, . . . , xn, X1, . . . , Xn, p) : p = (pia)1≤i,a≤n) ∈ GLn},
where the last equality indicates the notation that we use for the coordinates in J1
(pia corresponds to the partial derivative
∂Xi
∂xa
). The source is the projection on x, the
target is the projection on X , while multiplication is
(x,X, p) · (x′, x, q) = (x′, X, pq),
where pq uses matrix multiplication. For the algebroid A(J1) of J1, since the unit of
J1 at x ∈ Rn is
1x = (x, x, 1) ∈ J1(Rn,Rn),
the fiber of A(J1) above x ∈ Rn is (by definition)
A(J1)x = T1xs
−1(x) = T(x,x,1){(x,X, p) : X, p− variables},
with canonical basis
∂i(x) :=
∂
∂Xi
(x, x, 1), ∂ia(x) :=
∂
∂pia
(x, x, 1) (1 ≤ i, a ≤ n).
Hence
A(J1) = Span{∂i, ∂ia : 1 ≤ i, a ≤ n}.
For the anchor of A(J1) we find
ρ(∂i) =
∂
∂Xi
, ρ(∂ia) = 0,
To compute the Lie bracket of A(J1), one first has to compute the corresponding
right invariant vector fields on J1. For this we use right translations: associated to
g = (x,X, p) ∈ J1, we have
Rg : s
−1(X) −→ s−1(x), Rg(X, X˜, q) = (x, X˜, qp),
and then we compute
−→
∂i =
∂
∂Xi
,
−→
∂ia=
∑
u
pau
∂
∂piu
(at any (x,X, p) ∈ J1(TRn)).
25
Chapter 1
We then find:
[∂i, ∂j] = 0, [∂ia, ∂
j ] = 0, [∂ia, ∂
j
b ] = δ
i
b∂
j
a − δja∂ib,
where δ is the Kronecker symbol. The canonical identification between J1(TRn) and
A(J1) can be described as follows: the first jet at X of a vector field V = Vi
∂
∂Xi
is
identified with
J1(TRn) ∋ j1X(V )←→ Vi(X)∂i +
∂Vi
∂Xa
(X)∂ia ∈ A(J1).
We see that, in terms of jets, the canonical frame of A(J1) = J1(TRn) is
∂i = j1(
∂
∂Xi
), ∂ia = j
1(Xa
∂
∂Xi
)−Xaj1( ∂
∂Xi
) = −dXa ⊗ ∂
∂Xi
.
where, for the last equality, we used (1.11).
As in example 1.2.17, it is sometimes more appropriate to use different notations
for the variables pia and the basis of A:
pXixa := p
i
a, ∂
Xi := ∂i, ∂Xixa = ∂
pia := ∂ia.
For instance, when n = 2, we have coordinates (x, y) in R2, coordinates(
x, y,X, Y,
(
pXx p
X
y
pYx p
Y
y
))
for J1 (where the matrix is invertible) andA(J1) is spanned by ∂X , ∂Y , ∂Xx , ∂
X
y , ∂
Y
x , ∂
Y
y .
Example 1.2.20. Of course, the previous example has a version for higher jets
and the Lie algebroid of the k-jet groupoid Jk(M,M) is isomorphic to JkTM . Note
that this implies that the resulting Cartan forms (coming from (1.1) of subsection
1.1.3) has simpler coefficients. Let us be more precise. First of all, considering
the fibration s = pr1 : M × M → M , we see that Jk(M,M) is open inside JkR
(R :=M ×M,π := s). Restricting the Cartan form (1.1) of JkR, we obtain a 1-form
with values in
pr∗T sJk−1(M,M).
But T sJk−1(M,M) is precisely the pull-back by the target map of the Lie algebroid
of Jk−1(M,M), i.e. of Jk−1TM , hence the Cartan form becomes
θ ∈ Ω1(Jk(M,M), t∗Jk−1TM). (1.12)
See also [30].
Example 1.2.21 ([11], see also [66]). Here is an explicit example which, as we shall
explain later, arises from a Lie pseudogroup. Over the base manifold
M := {(x, y) ∈ R2 : y 6= 0}
we consider the 5-dimensional Lie groupoid
G = {(x, y,X, Y, u) ∈ R5 : y 6= 0, Y 6= 0}
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with source, target and multiplication given by:
s(x, y,X, Y, u) = (x, y), t(x, y,X, Y, u) = (X,Y ),
(x, y,X, Y, u)(x′, y′, x, y, v) = (x′, y′, X, Y,
y′u+ Y v
y
).
Let us compute the Lie algebroid A(G) in two different ways. We first apply directly
the definition. Since the unit at a point (x, y) is (x, y, x, y, 0), we find that A(G) is
the trivial vector bundle over R2 spanned by {eX , eY , eu}, where
eX(x, y) =
∂
∂X
(x, y, x, y, 0) ∈ T s(x,y,x,y,0)G
and similarly for eY , eu. The anchor sends eX to ∂
∂X
, similarly for eY and kills eu.
For the bracket, we need the induced right invariant vector fields. To compute them
at some g = (x, y,X, Y, u) ∈ J1(Γ), we use right translations
Rg : s
−1(X,Y ) −→ s−1(x, y), (X,Y,X, Y , v) 7→ (x, y,X, Y , yV + Y u
Y
)
whose differential at at the unit (X,Y,X, Y, 0) gives us
→
eX=
∂
∂X
,
→
eY=
∂
∂Y
+
u
Y
∂
∂u
,
→
eu=
y
Y
∂
∂u
.
Computing their brackets we find
[
→
eX ,
→
eY ] = 0, [
→
eX ,
→
eu] = 0, [
→
eY ,
→
eu] = − 2y
Y 2
∂
∂u
= − 2
Y
→
eu,
hence the Lie bracket of A(G) is given by
[eX , eY ] = [eX , eu] = 0, [eY , eu] = − 2
Y
eu.
Here is an alternative way of computing A(G). The key remark is that G can be
embedded as a Lie subgroupoid of the first jet groupoid J1(R2,R2):
G ∋ (x, y,X, Y, u) 7→ (x, y,X, Y,
( y
Y
0
u Y
y
)
) ∈ J1(R2,R2). (1.13)
Indeed, the multiplication of G comes out of the matrix multiplication( y
Y
0
u Y
y
)( y′
y
0
v y
y′
)
=
(
y′
Y
0
y′u+Y v
y
Y
y′
)
.
Computing the map induced by this inclusion at the level of Lie algebroids, we find
the inclusion
A(G) →֒ J1(TR2),

eX 7→ ∂X
eY 7→ ∂Y − 1
Y
∂Xx +
1
Y
∂Yx
eu 7→ ∂Yy
Computing the Lie brackets of the vectors on the right hand side (using the formulas
we already know in J1(TR2)), we recover the Lie brackets of A1(Γ).
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Remark 1.2.22 (Flows of sections). If A is the Lie algebroid of a Lie groupoid G,
then the Lie algebra Γ(A) plays (morally) the role of the Lie algebra of the group of
bisections Bis(G) (see definition 1.2.2). For instance, for the pair groupoid of M , this
becomes the usual interpretation of the Lie algebra X(M) of vector fields on M as
the Lie algebra of the diffeomorphism group Diff(M). Here are a few details, which
will also allow us to fix some notation regarding flows that will be used throughout
the thesis.
Let us assume that A is the Lie algebroid of G. For α ∈ Γ(A), one defines the
(local) flow of α by
φǫα := ϕ
ǫ
αr |M :M −→ G,
where ϕǫαr is the (local) flow of the right invariant vector field α
r. As usual, we are
sloppy with the precise notation for the domain of the flow. From right invariance it
follows that φǫα is a bisection of G which determines the entire flow ϕǫαr (ϕǫαr (g) =
φǫα(t(g))g). Note also that, in terms of multiplication of (local) bisections, the flow
property for ϕǫαr translates into
φǫα · φǫ
′
α = φ
ǫ+ǫ′
α .
This shows that, indeed, Γ(A) behaves like “the Lie algebra of Bis(G)”.
Next, we recall the notion of representation of Lie algebroids. Let A be a Lie
algebroid over M . An A-connection on a vector bundle over M is an R-bilinear
operator
∇ : Γ(A)× Γ(E) −→ Γ(E), (α, e) 7→ ∇α(e)
with the property that, for all α ∈ Γ(A), e ∈ Γ(E), f ∈ C∞(M),
∇fα(e) = f∇α(e), ∇α(fe) = f∇α(e) + Lρ(α)(f)e.
The curvature of the A-connection ∇ is the tensor
R∇ ∈ Hom(Λ2A,Hom(E,E))
given by (for α, β ∈ Γ(A))
R∇(α, β) = ∇[α,β] − [∇α,∇β ].
Definition 1.2.23. Let A be a Lie algebroid over M . A representation (or in-
finitesimal action) of A on a vector bundle E over M is an A-connection ∇ on E
satisfying the flatness condition R∇ = 0.
Remark 1.2.24. Similar to the groupoid case, a vector bundle E has an associated
Lie algebroid gl(E) whose sections are derivations on E, i.e. operators P : Γ(E) →
Γ(E) with the property that they satisfy a Leibniz identity of type
P (fs) = fP (s) + LXP (f)s
for some vector field XP on M (called the symbol of P ). The bracket on gl(E)
corresponds to commutators of operators, and the anchor sends P to XP . Of course,
gl(E) is just the Lie algebroid of GL(E). With this, a representation of A on E is
the same thing as a Lie algebroid homomorphism A → gl(E). In particular, since
Lie groupoid morphisms give rise, after differentiation, to Lie algebroid morphisms, it
follows that any representation E of a Lie groupoid G is canonically a representation
of the Lie algebroid A of G. For the explicit formulas, see lemma 1.2.28 of the next
subsection.
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Example 1.2.25. Using the previous remark and example 1.2.13, we obtain that
the jet bundle Jk−1TM is canonically a representation of the k-jet algebroid JkTM .
1.2.3 The Lie functor
Throughout this thesis, the term “Lie functor” is used to indicate passing from global
to infinitesimal objects and should be thought of as “linearization”. The reverse
process is coined as “integration”. For “integrability theorems”, one of the conditions
that constantly appears as a necessary condition in the case of groupoids is the s-
simply connectedness.
Definition 1.2.26. A Lie groupoids G is called s-connected if all s-fibers s−1(x)
are connected. It is called s-simply connected if, furthermore, all s-fibers s−1(x)
are simply connected.
The first “example” of the Lie functor is the construction of the Lie algebroid
A = A(G) of a Lie groupoid G that we have already mentioned in the previous
section. For the reverse process, starting with a Lie algebroid A, one looks for a Lie
groupoid G which integrates A, i.e. whose Lie algebroid is isomorphic to A; if such
a G exists, one says that A is integrable. A Lie groupoid G can always be replaced
by an s-connected one without changing the Lie algebroid: one considers the open
subgroupoid G0 ⊂ G made of the connected component of the identities in the s-fibers
of G. One can go further and replace G by an s-simply connected Lie groupoid. More
precisely, one constructs G˜ by putting together the universal covers of the s-fibers of
G with base points the units (see e.g. [19] for the general discussion). Note that the
canonical projection
p : G˜ −→ G
is a groupoid map which is a local diffeomorphism onto the s-connected component
G0; this immediately implies that G˜ has the same Lie algebroid as G. As for Lie groups,
there is a Lie II theorem (saying that a morphism of Lie algebroids can be integrated
to one of Lie groupoids, provided the domain groupoid is s-simply connected); these
imply the following basic result in the theory of Lie groupoids:
Proposition 1.2.27. If the Lie algebroid A is integrable then there exists and is
unique (up to isomorphism) a Lie groupoid G which is s-simply connected and inte-
grates A.
Back to the general discussion on the Lie functor, given a Lie groupoid G with Lie
algebroid A, intuitively, the Lie functor takes structures on G and transforms them
into structures on A. However, one should be aware that the outcome is not always
obvious; also, the reverse process (integrability theorems) is usually more difficult
and, as mentioned above, requires various connectedness assumptions on the s-fibers.
A very good and simple example is the notion of representations. Remark 1.2.24
shows that any representationE of a Lie groupoid G can be made into a representation
of the Lie algebroid A of G. Writing out the explicit formulas, one finds:
Lemma 1.2.28. Let G be a Lie groupoid with Lie algebroid A and let E be a rep-
resentation of G. Then E is canonically a representation of A, with linear action
defined as follows: for α ∈ Γ(A), and e ∈ Γ(E),
∇αe(x) = d
dǫ
∣∣∣∣
ǫ=0
g(ǫ)−1 · e(t(g(ǫ))), (1.14)
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where g(ǫ) is any curve in s−1(x) with g(0) = 1x,
d
dǫ
|ǫ=0g(ǫ) = α(x).
We see that the Lie functors takes representations of G into those of A. It is not
difficult to check that, if G is s-connected then, for two representations E and F of
G, if Lie(E) = Lie(F ) as representations of A, then E = F . For the reverse process
we have the following integrability theorem (itself a consequence of Lie II mentioned
above):
Proposition 1.2.29. If G is an s-simply connected Lie groupoid with Lie algebroid
A, then any representation of A comes from a representation of G.
Again, one should keep in mind that this is just one instance of an integrability
theorem (for representations).
1.2.4 Lie pseudogroups
Recall that, for a manifold M , Diffloc(M) stands for the set of diffeomorphisms
φ : U → V between open sets U, V ⊂ M . There is a lot in the literature about
pseudogroups, some references are [11, 30, 51, 38, 55, 42, 52]
Definition 1.2.30. A pseudogroup on a manifold M is a collection Γ of diffeomor-
phisms between open sets in M , i.e. a subset Γ ⊂ Diff
loc
(M), satisfying:
1. If φ ∈ Γ, then φ−1 ∈ Γ.
2. If φ, ψ ∈ Γ, and φ ◦ ψ is defined, then φ ◦ ψ ∈ Γ.
3. If φ ∈ Γ and U is an open set contained in the domain of φ, then φ|U ∈ Γ.
4. If φ : U → V is a diffeomorphism and U can be covered by a family of open sets
Ui such that φ|Ui ∈ Γ for all i, then φ ∈ Γ.
Roughly speaking, a Lie pseudogroup is a pseudogroup which is defined by (a
system of) PDEs. Of course, there are various regularity conditions one may require;
unfortunately, this gives rise to several non-equivalent notions of Lie pseudogroups
that one can find in the literature. The conditions that we will impose here are
weaker than most of the conditions one finds; however, to avoid (even more) conflicts
in terminology, we will call our objects “smooth pseudogroups”. Let us start with the
notion of order of a pseudogroup.
Definition 1.2.31. We say that a pseudogroup Γ is of order k if k is the smallest
number with the following property: any φ ∈ Diffloc(M) with the property that for any
x ∈ Dom(φ) there exists φx ∈ Γ such that jkxφ = jkx(φx), must belong to Γ.
In other words, the elements of Γ are determined by their k-jets. This is best
formalized using jet spaces and groupoids. More precisely, for any pseudogroup Γ, it
is clear that the k-jets of elements of Γ define a sub-groupoid
Γ(k) ⊂ Jk(M,M)
of the groupoid of k-jets of diffeomorphisms of M . Moreover, while the k-jet of any
φ ∈ Diffloc(M) can be viewed as a local bisection of Jk(M,M), the k-jet of an element
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φ ∈ Γ defines a bisection which takes values in Γ(k). The previous condition on k says
that, for φ ∈ Diffloc(M):
jkφ ∈ Bisloc(Γ(k)) =⇒ φ ∈ Γ.
The regularity condition that we will impose is the following:
Definition 1.2.32. A pseudogroup Γ on M is called smooth if it is of finite order,
all its k-jet groupoids Γ(k) are smooth subgroupoids of Jk(M,M) (for all k ≥ 0), and
the projection maps Γ(k+1) → Γ(k) are smooth surjective submersions.
Sometimes one requires the previous conditions only for k greater or equal to the
order of Γ, but one can always pass to the case of the definition above.
This is one way of making sense of the fact that “Γ is defined by (a system of)
PDEs”. Note that in this case, indeed, Γ(k) is a PDE on the bundle pr1 :M×M →M
whose solutions correspond precisely to the elements of Γ.
Given a smooth pseudogroup Γ, one has induced sequence of Lie groupoids related
to each other by surjective submersions (a tower of Lie groupoids)
· · · −→ Γ(2) −→ Γ(1) −→ Γ(0).
Applying the Lie functor, one obtains a similar sequence of Lie algebroids
· · · −→ A(2)(Γ) −→ A(1)(Γ) −→ A(0)(Γ).
In what follows, we will use the notation A(k) = A(k)(Γ) for the Lie algebroid of Γ(k).
A large part of this thesis arises from our attempt of understanding the structures
that governs these towers. Here are a few such concepts. As we know from the
existing theory, one of the main ingredients is the Cartan forms; our aim will be to
understand them more conceptually, to understand their key properties, etc. (and
this will be done in the more general context of Pfaffian groupoids). In this setting,
the Cartan forms become 1-forms
θ ∈ Ω1(Γ(k), t∗A(k−1)),
called the Cartan forms of the pseudogroup Γ. Let us give here the direct
description. To describe θg(Vg) for g ∈ Γ(k), Vg ∈ TgΓ(k), write g = jkxφ with φ ∈ Γ.
Using l : Γ(k) → Γ(k−1) and viewing jk−1φ as a map (bisection) σ :M → Γ(k−1),
dl(Vg)− dxσ ◦ dgs(Vg) ∈ Tl(g)Γ(k−1)
is killed by ds, hence it comes from an element in the fiber of A(k−1) at t(l(g)) = t(g);
this is θg(Vg). Explicitely,
θg(Vg) = (dRl(g))l(g)−1 (dl(Vg)− dxσ ◦ dgs(Vg)) ∈ A(k−1)t(g) .
Of course, θ can also be seen as the restriction to Γ(k) of the Cartan form θ on the
groupoid Jk(M,M) (i.e. equation (1.12) from example 1.2.20) and the previous dis-
cussion shows that, indeed, this restriction takes values in A(k−1) ⊂ Jk−1TM . In
particular, the main property of θ gives, for k greater or equal to the order of Γ, that
31
Chapter 1
the elements of Γ correspond to bisections of Γ(k) which kill θ.
As we shall see later in the thesis, the key property of θ (which gives rise to the
entire theory!) is its compatibility with the groupoid structure (called multiplicativity
later on). To make sense of this, one has to make sense of A(k−1) as a representation
of Γ(k):
A(k−1) ∈ Rep(Γ(k)).
This is immediately obtained by restricting the canonical action of Jk(M,M) on
Jk−1TM (from example 1.2.13) to Γ(k); staring at the definition carefully one finds
that, indeed, A(k−1) is invariant under the action of Γ(k). Together with this action,
A(k−1) will be called the adjoint representation of Γ(k).
Next, let us also indicate the appearance of tableaux towers in this discussion.
They arise when comparing the various levels of the tower of Lie algebroids mentioned
above. More precisely, we consider
gk(Γ) := Ker(A(k) −→ A(k−1)).
Interpreting again A(k)(Γ) as a sub-algebroid of JkTM , and using the fact that the
kernel of the projection JkTM → Jk−1TM is canonically isomorphic to Hom(SkTM, TM),
one obtains a canonical inclusion
gk(Γ) ⊂ Hom(SkTM, TM).
Hence, for each k, gk(Γ) is a bundle of tableaux on (TM, TM), called the k-th order
tableaux of Γ. One can also show that gk+1(Γ) sits inside the prolongation of gk(Γ),
i.e. in the terminology of definition 1.1.17
g∞(Γ) := (g1(Γ), g2(Γ), . . .)
is a bundle of tableaux towers over M , called the tableaux tower associated to
Γ.
Here are a few examples of pseudogroups and the computation of their first Cartan
form.
Example 1.2.33. For the maximal pseudogroup Γ = Diffloc(M), one recovers the
full jet groupoids Jk(M,M) and their Cartan forms (see example 1.2.20 and [29]). Let
us use the previous description of θ to compute it for J1(Rn,Rn) (see also example
1.2.19). For g = j1x(φ) = (x,X, p) ∈ J1, and Vg ∈ TgJ1, we have to look at
(dgl − dxσ ◦ dgs)(Vg),
where σ(x) = (x, φ(x)). We find:
• for V = ∂
∂pia
(g) it is 0.
• for V = ∂
∂Xi
(g) it is ∂
∂Xi
(x,X) =
→
∂
Xi
.
• for V = ∂
∂xa
(g) it is −pia ∂∂Xi (x,X) = −pia
→
∂
Xi
.
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Hence we obtain the standard formula
ωi = dXi − piadxa.
Example 1.2.34 ([11], see also [66]). On the manifold
M = {(x, y) ∈ R2 : y 6= 0}
we consider the pseudogroup Γ consisting of all transformations of type
(x, y) 7→ (f(x), y
f ′(x)
),
where f is a smooth function with non-vanishing derivative defined on some open
inside R. One also writes:
Γ : X = f(x), Y =
y
f ′(x)
.
One can easily check that this is a pseudogroup. Playing with the partial derivatives
of X and Y , we see that Γ can be described as the solutions of the system
∂X
∂x
=
y
Y
,
∂X
∂y
= 0,
∂Y
∂y
=
Y
y
.
Note that ∂Y
∂x
does not appear in this list (one can easily check that, fixing the values
of X and Y at any point (x0, y0),
∂Y
∂x
(x0, y0) can be arbitrary). This shows that Γ is
of order 1 and
Γ(1) = {(x, y,X, Y,
( y
Y
0
u Y
y
)
: (x, y), (X,Y ) ∈M,u ∈ R} ⊂ J1(R2,R2),
which is precisely the groupoid discussed in example 1.2.21. Using the formulas for
the Cartan form from the previous example and pulling it back to G, we see that Γ(1)
is isomorphic to the groupoid G from example 1.2.21 and the Cartan form becomes
θ ∈ Ω1(G,R2), θ1 = dX − y
Y
dx, θ2 = dY − udx− Y
y
dy.
It is instructive to check directly that Γ can be recovered from (G, θ) (i.e. without
using that they are related to the jet groupoids).
Example 1.2.35 ([11], see also [66]). On the manifold M = R we consider the
pseudogroup
Γ : X =
ax+ b
cx+ d
, ad− bc = 1,
i.e. consisting of all local transformations of type
x 7→ ax+ b
cx+ d
,
where a, b, c, d are arbitrary real numbers satisfying ad− bc = 1. Let us first find the
order of Γ. Denoting
u =
∂X
∂x
=
1
(cx+ d)2
, v =
∂2X
∂x2
= − 2c
(cx+ d)3
,
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we see that the resulting equations on a, b, c, d always have the unique solution
a =
2u2 − vX
2u
√
u
, b =
2uX − 2u2x+ vxX
2u
√
u
, c = − v
2u
√
u
, d =
2u+ vx
2u
√
u
,
hence
Γ(0) = J0(R,R), Γ(1) = J1(R,R), Γ(2) = J2(R,R).
Computing the third order derivatives of X we find
∂3X
∂x3
=
6c2
(cx+ d)4
=
3v2
2u
=
3
2
∂2X
∂x2
∂X
∂x
.
We see that Γ is of order 3, Γ(3) is four-dimensional, diffeomorphic to
G := {(x,X, u, v) ∈ R4 : u 6= 0},
with explicit diffeomorphism
G ∼−→ Γ(3) ⊂ J3(R,R), (x,X, u, v) 7→ (x,X, u, v, 3v
2
2u
).
Note that the resulting composition on G is
(x,X, u, v)(x′, x, u′, v′) = (x′, X, uu′, vu′2 + uv′).
The Lie algebroid A(3) is then the 3-dimensional vector space spanned by three vectors
eX , eu and ev (corresponding to the partial derivatives with respect to the indicated
variables):
A(3) = Span{eX , eY , eu}.
The induced right invariant vector fields are computed applying the right translations:
for g = (x,X, u, v),
Rg : s
−1(X) −→ s−1(x), (X,X, p, q) 7→ (x,X, pu, qu2 + pv);
one computes dRg at the unit element 1x = (X,X, 1, 0) and one finds
→
e
X
=
∂
∂X
,
→
e
u
= u
∂
∂u
+ v
∂
∂v
,
→
e
v
= u2
∂
∂v
. (1.15)
Hence the Lie bracket of A3(Γ) is
[eX , eu] = [eX , ev] = 0, [eu, ev] = ev.
Of course, one could also have used the inclusion into J3(R,R). Alternatively, we
could have noticed that the restriction of l : J3(R,R) → J2(R,R) to Γ(3) induces
an isomorphism between Γ(3) and J2(R,R) (actually, this is implicitly present in the
computations above).
The relevant Cartan form,
θ ∈ Ω1(Γ(3), J2(TR)),
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takes values in the algebroid J2(TR) of Γ(2) = J2(R,R) (with coordinates (x,X, u, v)).
As above, J2(TR) is spanned by three vectors eX , eu, ev which determine the right
invariant vector fields given by the same formulas (1.15). Note that, on J2(R,R),
∂
∂X
=
→
e
X
,
∂
∂u
=
1
u
→
e
u − v
u3
→
e
v
,
∂
∂v
=
1
u2
→
e
v
.
Returning to θ, to compute it at g = (x,X, u, v) choose φ ∈ Γ with j3xφ = g in Γ(3).
We have to consider
σ = j2φ = (id, φ, φ′, φ′′) : R −→ Γ(2)
and then to compute
→
θ g= dgl− dxσ ◦ dgs in terms of the right invariant vector fields
above. We find
−→
θ( ∂
∂X
) = ∂
∂X
=
→
e
X
−→
θ( ∂
∂u
) = ∂
∂u
= 1
u
→
e
u − v
u3
→
e
v
−→
θ( ∂
∂v
) = ∂
∂v
= 1
u2
→
e
v
−→
θ( ∂
∂x
) = −( ∂
∂x
+ u ∂
∂X
+ v ∂
∂u
+ 3v
2
2u
∂
∂v
) = −(u →eX + v
u
→
e
u
+ v
2
2u3
→
e
v
)
Hence the components of θ (the coefficients of
→
e
X
,
→
e
u
,
→
e
v
) are
θ1 = dX − udx, θ2 = 1
u
du− v
u
dx, θ3 =
1
u2
dv − v
u3
du− v
2
2u3
dx.
Note again that Γ can be recovered from the groupoid G and the form θ ∈ Ω1(G,R3)
without any reference to jet groupoids, by looking at the bisection of G that kill θ.
1.3 Generalized pseudogroups
In this section we recall the construction of the jet groupoids JkG associated to an
arbitrary Lie groupoid G, of the jet algebroids JkA associated to an arbitrary Lie
algebroid A, the associated adjoint representations and Cartan forms; these are rather
straightforward generalizations of the k-jet groupoids and algebroids that we already
discussed and which are recovered when G is a pair groupoid. Finally, these will serve
as the start of a theory of “generalized pseudogroups” that we are proposing (for
motivations, see subsection 1.3.3).
1.3.1 Jet groupoids and algebroids
In this section we recall the jet construction applied to general Lie groupoids and Lie
algebroids.
First, we consider Lie groupoids. The concept of bisections of G (see definition
1.2.2) extends easily to that of local bisection, the difference being that the latter are
defined only over some open U ⊂ M (and then φb is a diffeomorphism from U to
φb(U)); if b1 is defined on U1 and b2 on U2, then b1 · b2 is a local bisection defined on
φ−1b2 (U1) ∩ U2. We denote by Bisloc(G) the set of local bisections of G.
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With these, for any integer k ≥ 0, one defines the k-jet groupoid
JkG := {jkxb : b ∈ Bisloc(G), x ∈ Dom(b)},
with groupoid structure given by:
s(jkxb) = x, t(j
k
xb) = φb(x),
jkφb2 (x)
b1 · jkxb2 = jkx(b1 · b2), and (jkxb)−1 = jkφb(x)(b−1).
Note that JkG is an open subspace of the manifold of k-jets of sections of the source
map, hence it carries a natural smooth structure and then it is not difficult to check
that JkG becomes a Lie groupoid.
Definition 1.3.1. JkG, with the Lie groupoid structure described above, is called the
k-jet groupoid associated to G.
Example 1.3.2. Of course, when G = Π(M) is the pair groupoid of M , we recover
the k-jet groupoids Jk(M,M).
As in the previous discussion, to any Lie algebroid A and for any integer k ≥ 0,
one associates a new Lie algebroid JkA. The underlying vector bundle is just the
vector bundle of k-jets of sections of A; the anchor is the composition of the anchor
of A with the projection JkA→ A and the main property of the bracket is that
[jk(α), jk(β)] = jk([α, β])
(for all α, β ∈ Γ(A)). Of course, since the space of sections of JkA is generated, as
a C∞(M)-module, by the holonomic sections (i.e. those of type jkα), the Leibniz
identity implies that the previous condition determines the bracket of JkA uniquely;
of course, one proves separately that such a bracket actually exists. For that, one could
use for instance the explicit formulas in therms of the relative Spencer connection,
given in the next subsection. Note also that the projections JkA → Jk−1A become
Lie algebroid morphisms. Finally, one also shows, as in the case of pair groupoids,
that for any Lie groupoid G with Lie algebroid A, JkA is (isomorphic to) the Lie
algebroid of JkG.
Remark 1.3.3 (Working with J1). According to remark 1.1.2, for k = 1, there is
a slightly different description of J1G, which we will be using whenever we have to
work more explicitly with J1G. According to the remark, we identify j1xb with dxb
and then J1G ⇒M is interpreted as the the space of splittings
σg : TxM −→ TgG
of the map dgs : TgG → TxM , with g an element in G and x = s(g), with the property
that
λσg := dt ◦ σ : TxM → Tt(g)M is an isomorphism. (1.16)
The groupoid structure of J1(G) becomes:
s(σg) = s(g), t(σg) = t(g),
36
Preliminaries
σg · σh(u) = (dm)g,h(σg(λσh (u)), σh(u)). (1.17)
A similar discussion applies at the Lie algebroid level, when working with J1A.
In this case one can use the Spencer decomposition of remark 1.1.3 to represent the
sections of J1A as pairs (α, ω) with α a section of A and ω ∈ Ω1(M,A) (but be aware
of the module structure (1.3)!). The Lie bracket can then be written as
[(α, ω), (α′, ω′)] = ([α, α′], Lα(ω
′)− Lα′(ω) + [ω, ω′]ρ),
where
[ω, ω′]ρ(X) = ω(ρ(ω
′(X)))− ω′(ρ(ω(X))),
and the Lie derivative Lα(ω
′) is
Lα(ω
′)(X) = [α, ω′(X)]− ω′([ρ(α), X ]).
Another way of writing (and explaining) these formulas will be given in the next
subsection.
1.3.2 The adjoint representations; the Cartan forms
Given a Lie groupoid G overM with Lie algebroid denoted by A, the groupoid JkG has
canonical representations on the vector bundles Jk−1TM and Jk−1A, known under
the name of “adjoint representations”. This is done in complete analogy with the
case of the pair groupoid, explained in example 1.2.13. Let us repeat the construction
but, for notational simplicity, let us assume that k = 1. Then:
1. the linear action of J1G on TM associates to an element σ = j1xb ∈ J1G the
isomorphism λσ := dxφb : Ts(σ)M → Tt(σ)M .
2. the linear action of J1G on A (the adjoint action) is defined as follows. A
bisection b of G acts on G by conjugation
Cb(g) = b(t(g)) · g · b(s(g))−1.
It is clear that this action maps units to units, and source fibers to source fibers.
Moreover, the differential of Cb at a unit x depends only on j
1
xb. We define
Ad j1xbα = dxCb(α)
for all α ∈ Ax.
Using the description of J1G given in remark 1.3.3, the adjoint representations
can be described as follows. If α ∈ Ax, and ǫ 7→ hǫ is any curve in s−1(x) such that
h0 = 1x, and
d
dǫ
∣∣
ǫ=0
hǫ = α,
then
Ad σgα =
d
dǫ
∣∣
ǫ=0
m(m(b(t(hǫ)), hǫ), b(x))
= dgRg−1 ◦ d(g,s(g))m(σg(ρ(α)), α).
(1.18)
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Similarly, J1A has a canonical adjoint representations on TM and on A (both
denoted by ad ) determined by the Leibniz identities and the conditions
ad j1αX = [ρ(α), X ], and ad j1αβ = [α, β].
Using the Spencer decomposition to represent the sections of J1A as pairs (α, ω) as
at the end of remark 1.3.3, one has the general formulas
ad (α,ω)(X) = [ρ(α), X ] + ρ(ω(X)), ad (α,ω)(β) = [α, β] + ω(ρ(β))
(see also below). Again, if A is the Lie algebroid of a Lie groupoid G, then these
representations correspond (via lemma 1.2.28) to the canonical representations of J1G
on TM and A respectively (mentioned in the groupoid version of our discussion).
What is probably less known is the fact the the Lie bracket of J1A and the
adjoint actions can be described explicitely using Spencer’s relative connection Dclas
(see remark 1.1.3). For the actions,
ad ξ(X) = [ρ(ξ), X ] + ρD
clas
X (ξ), ad ξ(α) = [pr(ξ), α] +D
clas
ρ(α)(ξ). (1.19)
Using these, each ξ ∈ Γ(J1A) induces a Lie derivative Lξ on Ω1(M,A) by
Lξ(ω)(X) = ad ξ(ω(X))− ω([ρ(ξ), X ]) (1.20)
and then, for the bracket of J1A, one finds
[ξ, η] = j1([pr(ξ), pr(η)]) + Lξ(D
clas(η)) − Lη(Dclas(ξ)). (1.21)
Note several of the advantages of this point of view:
• (1.21) can be taken as the definition of the bracket of J1A. The defining prop-
erties of the bracket (that it satisfies Leibniz and the bracket of 1-jets is the
1-jet of the bracket are easy checks);
• (1.19) can be taken as the definition of the adjoint actions;
• both formulas work for the higher jet algebroids JkA (and this will be our
definition for the adjoint representations of JkA);
• more conceptually, it indicates that the key ingredient for the entire theory are
the Spencer operators Dclas. This will become more clear in the later parts of
the thesis. One of the first questions to answer is: which are the key properties
of Dclas that make the theory work? (e.g. what makes the bracket satisfy the
Jacobi identity?; what ensures that the adjoint actions are actual actions?). The
answer will be given later on, when discussing abstract Spencer operators.
Finally, we move to the global counterpart of the Spencer operators Dclas, i.e. to
the Cartan forms. Again, the precise meaning of “global counterpart” will be made
more clear later on, where we will actually see that the Cartan form and the Spencer
operator are, modulo the Lie functor, the same object. Given a Lie groupoid G with
Lie algebroid A, the associated Cartan forms will be 1-forms
θ ∈ Ω1(JkG, t∗Jk−1A).
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They are induced by the Cartan forms associated to the bundle s : G → M (see
subsection 1.1.3) by restricting them to JkG ⊂ Jk(G s→ M). As such, they take
values in
π∗T sJk−1G ∼= π∗t∗Jk−1A = t∗Jk−1A.
The main property of the Cartan forms discussed before becomes:
Lemma 1.3.4. A bisection ξ of JkG is of type jkb for some bisection b of G if and
only if ξ∗(θ) = 0.
One can also give an explicit description of θ, completely similar to the one of
the Cartan forms associated to pseudogroups (subsection 1.2.4). Here is the outcome
when k = 1, i.e. for
θ ∈ Ω1(J1G, t∗A).
Let pr : J1G → G be the canonical projection and let ξ be a vector tangent to J1G at
some point j1xb ∈ J1G. Then the difference
dj1xbpr(ξ) − dxb ◦ dj1xbs(ξ) ∈ TgG
lies in kerds, hence it comes from an element in At(g):
θcan(ξ) = Rb(x)−1(dj1xbpr(ξ) − dxb ◦ dj1xbs(ξ)) ∈ At(g).
1.3.3 Generalized Lie pseudogroups
One of the main problems with the various notions of “Lie pseudogroups” that one
finds in the literature is that, in most cases, the pseudogroups are assumed to be
transitive (recall that a pseudogroup Γ acting on M is transitive if for any x, y ∈M ,
there exists φ ∈ Γ such that φ(x) = y; equivalently, Γ(0) is the pair groupoid of M).
Moreover, the literature on “the intransitive case” refers to a rather mild relaxation
of transitivity as it still requires the orbits of Γ to have constant dimension (usually
required to the be fibers of a submersion I :M → B). Of course, this excludes some
very simple examples. Here we indicate how, using arbitrary Lie groupoids instead of
the pair groupoid (and bisections instead of local diffeomorphisms), there is a straight-
forward generalization of the notion of pseudogroups, for which the intransitivity is
built in (because one can start with an intransitive Lie groupoid in the first place),
and for which the standard theory can be extended without much trouble (that is at
least the way we organized the exposition).
So, let G be a Lie groupoid over a manifold M . When G = Π(M) we will recover
the classical theory. In general, we consider the set Bisloc(G) of local bisections of G,
where the composition of elements of Diff loc(M), is replaced by the product of local
bisections (see definition 1.2.1 and the previous subsection).
Definition 1.3.5. A generalized Lie pseudogroup is a Lie groupoid G together
with a subset Γ ⊂ Bisloc(G), satisfying:
1. If b ∈ Γ, then b−1 ∈ Γ.
2. If b1, b2 ∈ Γ and b1 · b2 is defined, then b1 · b2 ∈ Γ.
3. If b ∈ Γ and U is an open set contained in the domain of b, then b|U ∈ Γ.
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4. If b : U → G is a bisection and U can be covered be a family of open sets Ui
such that b|Ui ∈ Γ for all i, then b ∈ Γ.
We also say that Γ is supported by G, or that Γ is a G-pseudogroup.
Example 1.3.6 (The classical shadow). Since any bisection b of G induces a local
diffeomorphism φb := t ◦ b on M , any generalized pseudogroup Γ induces a classical
pseudogroup
Γcl := {φb : b ∈ Γ},
which we call the classical shadow of Γ; however, in many case Γcl is badly behaved
although Γ is not.
As in the classical case (see subsection 1.2.4),
• the k-jets of elements of Γ define a subgroupoid
Γ(k) ⊂ JkG;
• the order k of Γ is determined by the condition that, for a bisection b of G:
jkxb ∈ Γ(k) ∀ x ∈ Dom(b) =⇒ b ∈ Γ;
• we say that Γ is smooth if each Γ(k) is smooth (as a subgroupoid of JkG);
• in the smooth case (which we tacitly assume from now on), we obtain a tower
of Lie groupoids
. . . −→ Γ(2) −→ Γ(1) −→ Γ(0)
and, passing to Lie algebroids, a tower of Lie algebroids
. . . −→ A(2) −→ A(1) −→ A(0).
Here, each A(k) is a Lie sub-algebroid of JkA, where A is the Lie algebroid of
G;
• the adjoint actions of JkG (see the previous subsections) restrict to give the
adjoint representations of Γ:
A(k−1), Jk−1TM ∈ Rep(Γ(k));
• the Cartan form on JkG restricts to give the Cartan forms of Γ:
θ ∈ Ω1(Γ(k);A(k−1)).
Similarly for the classical Spencer relative connections:
Dclas : Γ(A(k)) −→ Ω1(M,A(k−1));
• for each k, one considers
gk(Γ) := Ker(A(k) −→ A(k−1)).
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Since the kernel of the map JkA −→ Jk−1A is canonically identified with
Hom(SkTM,A), we have canonical inclusions
gk(Γ) ⊂ Hom(SkTM,A),
hence gk(Γ) is a tableaux (bundle). Again, gk+1(Γ) sits inside the prolongation
of gk(Γ) hence, in the terminology of definition 1.1.17
g∞(Γ) := (g1(Γ), g2(Γ), . . .)
is a bundle of tableaux towers over M .
What is maybe less obvious is the notion that corresponds to the transitivity
from the classical case. To avoid confusions, we will use the term “full”. More
precisely, given a generalized Γ supported by G, we say that Γ is a full generalized
pseudogroup if Γ(0) = G. We expect that a large part of the classical theory of
transitive Lie pseudogroups can be generalized to such full pseudogroups.
Here are some examples of generalized pseudogroups. We start with some trivial
ones, in order to illustrate the concept.
Example 1.3.7 (The “intransitive case” from the literature). For any submersion
p : M → B between two manifolds, one can form the subgroupoid G := M ×B M
of the pair groupoid of M , consisting of pairs (x,X) with p(x) = p(X). In this
case, generalized pseudogroups Γ supported by G are the same thing as classical
pseudogroups on M with the property that p ◦ f = p – a property that is usually
formulated as: “p is an invariant of the pseudogroup”. As we have mentioned above,
a large part of the literature on “intransitive pseudogroups” refers to this rather
superficial relaxation of transitivity: one requires that the orbits of Γ are the fibers
of a submersion p : M → B. In other words, one is looking at full generalized
pseudogroups supported by groupoids of type M ×B M . Of course, the main point
in this case is that, since M ×B M ⊂ M × M , one is still dealing with classical
pseudogroups.
Example 1.3.8 (Rotations of the plane). On M = R2 (with coordinates denoted
by (x, y)) we consider the pseudogroup Γnaive consisting of all the transformations
(X,Y ) of type
Γnaive : X = x · cos(α) + y · sin(α), Y = −x · sin(α) + y · cos(α),
with α ∈ R variable. Intuitively, Γnaive is a Lie pseudogroup, because its elements
can be described as the solutions of the system
∂X
∂x
=
∂Y
∂y
,
∂X
∂y
= −∂Y
∂x
, X2 + Y 2 = x2 + y2.
However, this groupoid has orbits the concentric circles around the origin, plus the
origin itself, hence it fails the usual regularity assumptions; the origin poses smooth-
ness problems in the associated jet groupoids (the starting components (x, y,X, Y )
are “free” except for x = y = 0, when one must have X = Y = 0).
There is also a more philosophical criticism on Γnaive: while this is clearly about
the standard action of S1 on R2 by rotations, this geometric fact is not really reflected
in the objects associated to Γnaive.
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Our point is to look at this example slightly differently and to encode the geometric
situation in the associated groupoid. More precisely, consider the groupoid associated
to the action of S1 on R2 (see example 1.2.6):
G := S1 ⋉R2.
Bisections of G correspond to functions Z : R2 → S1 with the property that (x, y) 7→
Z · (x, y) is a local diffeomorphism. Clearly, the G-pseudogroup Γ that is naturally
associated to our problem is the one defined by the condition that Z = const:
Γ :
∂Z
∂x
=
∂Z
∂y
= 0.
As it can be easily seen, Γ is a smooth G-pseudogroup of order one. Actually Γ(0) = G
and each Γ(k) with k ≥ 1 is a subgroupoid of JkG isomorphic to G.
Of course, the classical pseudogroup associated to Γ, Γcl, is precisely the naive
version Γnaive.
Example 1.3.9 (The SL2-example). There are interesting cases of classical pseu-
dogroups for which, although they are well behaved, it is interesting to realize them as
the “classical shadow” of a generalized pseudogroup. For instance, the pseudogroup
from example 1.2.35,
Γ : X =
ax+ b
cx+ d
, ad− bc = 1,
is clearly about the action of SL2(R) on R (a fact that was not really reflected by the
discussion in the example that we mentioned). The full description of the geometric
situation is very similar to the one from the previous example: one has the action
groupoid G = SL2(R) ⋉ R and a G-pseudogroup Γ˜ characterized by Z = const ∈
SL2(R) (i.e. bisections of type (x, y) 7→ (A, x, y) with A ∈ SL2(R)). Again, Γ is just
the classical shadow of Γ˜.
Example 1.3.10 (Action groupoids). Of course, the previous two examples fit into a
more general class of examples, associated to an action of a Lie group G on a manifold
M , to which one associates a classical pseudogroup Γ generated by multiplications by
elements of G, as well as a G-pseudogroup Γ˜, where G = G⋉M and Γ consists of the
local bisections which are constant in the G-argument. Note that G admits a 1-form
similar to the Cartan form, ξ ∈ Ω1(G, g), with values in the Lie algebra of G and such
that Γ˜ is characterized by b∗(ξ) = 0.
Of course, in general, while Γ˜ is smooth, Γ has little chance to be well-behaved.
Example 1.3.11 (The pseudogroup of Lagrangian bisections of a Poisson manifold).
Let (M,π) be a Poisson manifold, i.e. a manifold endowed with a bivector π with the
property that the bracket
{f, g} := df ∧ dg(π) = π(df, dg)
makes C∞(M) into a Lie algebra. It is well-known that (integrable) Poisson man-
ifolds correspond to symplectic groupoids (see e.g. [23]). Starting with (M,π), the
corresponding groupoid is most easily seen via the corresponding infinitesimal object-
its Lie algebroid. More precisely, associated to π there is a Lie algebroid
Aπ := T
∗M,
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with anchor π♯ – that is π interpreted as a linear map T ∗M → TM (hence it is
determined by ξ(π♯(η)) = π(η, ξ)) and with the bracket uniquely determined by the
Leibniz identity and the requirement that, on exact 1-forms,
[df, dg] = d{f, g}.
On general elements ξ, η ∈ Ω1(M),
[η, ξ]π = Lπ♯(η)(ξ)− Lπ♯(ξ)(η)− dπ(η, ξ)).
One says that (M,π) is integrable if the algebroid Aπ is integrable (note that this
property is equivalent to the more geometric – and “groupoid-free” – condition on
the existence of complete symplectic realizations- see [20]). In this case, one denotes
the unique s-simply connected Lie groupoid integrating Aπ by Σ(M,π). It then
follows that Σ(M,π) carries a unique symplectic form ω, which is multiplicative (see
definition 4.1.1 for the general notion of multiplicativity) and has the property that
the source map is a Poisson map. This statement is certainly non-trivial, as it involves
an integrability theorem. Actually, that is precisely the integrability theorem that we
will generalize in chapter 4 (theorem 4.3.1) to arbitrary forms (for the case of trivial
coefficients that are relevant here, see subsection 4.3.2 and example 4.3.9).
Using the groupoid Σ = Σ(M,π) and its symplectic form, there is a natural Σ-
pseudogroup associated to (M,π): the pseudogroup of Lagrangian bisections:
Γ := {b ∈ Bisloc(Σ) : b∗(ω) = 0}.
More geometrically, identifying a bisection b with its graph Lb ⊂ Σ, Γ consists of
Lagrangian subspaces L ⊂ Σ with the property that s|L and t|L are diffeomorphism
into opens inside M .
Example 1.3.12 (The pseudogroup of Legendrian bisections of a Jacobi manifold).
There are several classes of examples that are similar to the previous one, obtained
for various Poisson-related geometric structures. For Dirac structures, the discus-
sion is completely similar (see e.g. [10] for the relevant notions). The case of Jacobi
structures is more interesting, and the relevant notions will be recalled later in the
thesis, in subsection 6.4.3. Let us only mention here that the “basic theory” for Ja-
cobi manifolds and their associated (contact) groupoids is rather unsatisfactory in
the existing literature. E.g., in [21], one works very indirectly by passing to Poisson
manifolds and symplectic groupoids (by the symplectization functor). A rather unex-
pected application of our integrability theorem (theorem 4.3.1) is that it allows us to
understand the basics of Jacobi structures directly, shedding light even on the very
definition of contact groupoids. The bottom line is that, associated to any integrable
Jacobi structure (L, {·, ·}) on M (see subsection 6.4.3), there is a contact groupoid
(Σ, θ), where θ ∈ Ω1(Σ, L) is a contact form with coefficients in a line bundle, which is
multiplicative. Hence one has a natural Σ-pseudogroup, consisting of bisections that
kill θ (Legendrian bisections).
Example 1.3.13 (The generalized pseudogroup of jets). Starting with any classical
pseudogroup Γ on M , for any k ≥ 0, the set of bisections of Jk(M,M):
Γ(k) := {jkb : b ∈ Γ}
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form a generalized pseudogroup living on Jk(M,M), which has Γ as its classical
shadow (in some sense, the two are isomorphic). Note that this example is similar to
the ones from the previous two examples since it has a description of type:
Γ(k) = {b ∈ Bisloc(G) : b∗(θ) = 0}
where, this time, G = Jk(M,M) and θ is the Cartan form.
Example 1.3.14 (Right translations). On the other hand, to each generalized pseu-
dogroup Γ one can associate a classical pseudogroup. More precisely, given any bi-
section b of a Lie groupoid G, one has an induced right translation by b,
Rb : G −→ G, Rb(g) = g · b(s(g)),
where b is the section of the target map t : G →M induced by b:
b(y) := b(φ−1b (y)) (φb = t ◦ b).
Of course, this makes sense also for local bisections. In particular, if Γ is a G-
pseudogroup, then one has an induced classical pseudogroup induced by right trans-
lations, acting on G, consisting of all transformations of type Rb with b ∈ Γ.
Example 1.3.15 (Groups). Here is a more “linguistic example”. In general, Lie
groups G are interpreted as Lie pseudogroups by letting them act on G by right (or
left) translations. This defines a pseudogroup ΓG on G. With our terminology, we
can say that G can be viewed as a generalized G-pseudogroup, and ΓG is the classical
pseudogroup induced by right translations, in the sense of the previous example.
1.4 Outline of the main objects of this thesis
Here is a short outline of the main key-words of the thesis. Note that each one of them
corresponds to a different chapter, but the order is different (here we present them in
the more natural order). The ultimate concept is that of Pfaffian groupoid. One aim
is to study it using Lie’s infinitesimal methods, and that gives rise to Spencer oper-
ators on Lie algebroids. However, before we start with the multiplicative (or “oid”)
story, we first go through the case of bundles (without any multiplication involved).
In all these cases, we will carry out some of the standard theory from the geometry of
PDEs (solutions, prolongations, Spencer cohomology), attempting to attain a more
conceptual formulation or understanding of the objects involved (e.g. in the case of
prolongations we will point out their universal property, while for prolongations of
Pfaffian groupoids we will show that the compatibility condition of the Cartan forms
involved is equivalent to a Maurer-Cartan equation).
Pfaffian bundles: A Pfaffian bundle
π : R −→M, H ⊂ TR
is a bundle π, together with a distribution H ⊂ TR satisfying some compatibility
conditions with π (see definition 3.1.1). One of the main notions of Pfaffian bundles
is that of a solution. These are sections σ ∈ Γ(R) with the property that
dxσ(TxM) ⊂ Hσ(x), for all x ∈M.
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Of course one also has the dual picture with one forms. The two points of view will
be present in this thesis.
We remark that our main interest is Pfaffian bundles along the source map of a
Lie groupoid.
Relative connections: Relative connections are linear Pfaffian bundles (this will
require a precise formulation and a proof). They can be described using simpler data:
some operator
X(M)× Γ(F ) −→ Γ(E),
satisfying connection-like properties along a vector bundle map l : F → E (see defini-
tion 2.1.1). These also arise as the linearization (along solutions) of general Pfaffian
bundles.
Pfaffian groupoids: Pfaffian groupoids are the multiplicative version of Pfaffian
bundles; they can actually be viewed as Pfaffian bundles if we consider the source
map s : G →M . More precisely, a Pfaffian groupoid is Lie groupoid G, together with
a (multiplicative) distribution
H ⊂ TG
satisfying some compatibility with the groupoid structure (see definition 3.4.2). The
dual point of view consists of (multiplicative) one forms on G with values in some rep-
resentation, which are compatible with the groupoid structure (see definition 4.1.1).
Pfaffian groupoids provide the main framework for all the examples of groupoids that
arise from (generalized) Lie pseudogroups.
Spencer operators: Spencer operators arise as the infinitesimal counterpart of Pfaf-
fian groupoids. They are actually the linearization of a Pfaffian groupoid along the
unit map. In particular they are relative connections
X(M)× Γ(A) −→ Γ(E)
on a Lie algebroid A, satisfying some compatibility conditions with the algebroid
structure (see definition 5.1.1). It is remarkable that the Pfaffian groupoid itself can
be recovered from its Spencer operator (see theorem 6.1.23).
Multiplicative forms and Spencer operators of degree k: More generally we
will consider multiplicative forms and Spencer operators of arbitrary degree. This
generalization turns out to be related also to Poisson and related geometries (we will
actually present an application that clarifies some basic aspects of Jacobi manifolds
in subsection 6.4.3).
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Relative connections
Motivated by our attempt to understand linear Pfaffian bundles, we are brought to
the notion of relative connection. They also appear as the complete data of linear
distribution in the sense of 3.4.2. An example one should keep in mind of a relative
connection is the classical Spencer operator described in subsection 1.1.4.
Throughout this chapter let K,E, Fk denote the total spaces of smooth vector
bundles over a smooth manifoldM , for any integer k ≥ −1. We denote by π : JkF →
M the k-jet (vector) bundle of F , and by pr : Jk+1F → JkF the canonical projection.
See section 1.1.2 and remark 1.1.3 for notation. For ease of notation T and T ∗ denote
the tangent and cotangent bundles of the manifoldM respectively. Given π : F →M ,
let T πF denote the subbundle of TF given by kerdπ, the bundle of vectors tangent
to the fibers of π. We will be repeatedly using the Spencer decomposition
Γ(J1E) ≃ Γ(E)⊕ Ω1(M,E) (2.1)
and the classical Spencer operator relative to the projection pr : J1E → E
Dclas : Γ(J1E) −→ Ω1(M,E) (2.2)
See remark 1.1.3.
2.1 Preliminaries, definitions and basic properties
2.1.1 Relative connections: definitions and basic properties
Let l : F → E be a surjective vector bundle map of vector bundles over M .
Definition 2.1.1.
• An l-connection on F (or a connection on F relative to l), is any linear
operator
D : Γ(F ) −→ Ω1(M,E) s 7→ DX(s) := D(s)(X)
satisfying the Leibniz identity relative to l:
DX(fs) = fDXs+ LX(f)l(s)
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for all s ∈ Γ(F ), X ∈ X(M) and f ∈ C∞(M). We use the notation (D, l) :
F → E; we also say that (F,D) is a relative connection.
• We say that s ∈ Γ(F ) is a solution of (F,D) if DX(s) = 0 for all X ∈ X(M).
We denote the set of solutions of (F,D) by
Sol(F,D) ⊂ Γ(F )
• The symbol space of D, denoted by
g(F,D) ⊂ F
or simply by g, is the subbundle given by the kernel of l.
• We call the symbol map of D the linear map over M
∂D : g −→ Hom(TM,E)
defined by ∂D(v)(X) = DX(v) for v ∈ gx and X ∈ TxM.
• The k-prolongation of the symbol map ∂D, in the sense of definition (1.1.7),
is denoted by
g(k)(F,D) ⊂ SkT ∗ ⊗ g
or simply by g(k).
• We say that an l-connection D is standard if ∂D is injective.
Remark 2.1.2. An l-connection can be interpreted as a vector bundle map
jD : F −→ J1E
given at the level of sections by
jD(s) = (l(s), D(s)) ∈ Γ(E)⊕ Ω1(M,E),
where we used the Spencer decomposition (2.1). Note that the restriction of jD =
(l, D) to the symbol space g takes values in the subbundle Hom(TM,E) of J1E.
Indeed, if s is a section of g, then
pr(jD(s)) = pr((l(s), D(s)) = pr(0, D(s)) = 0
i.e. jD(s) ∈ ker pr = Hom(TM,E), where pr : J1E → E is the projection map. Note
that
∂D = jD|g.
Lemma 2.1.3. Given (D, l) : F → E, there exists a unique linear operator
D¯ : Ω∗(M,F )→ Ω∗+1(M,E)
such that
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• on Γ(F ) = Ω0(M,F ) is equal to D, and
• satisfies the Leibniz identity relative to l, i.e.
D¯(ω ⊗ s) = dω ⊗ l(s) + (−1)kω ∧D(s) (2.3)
for any k-form ω ∈ Ωk(M) and any section s ∈ Γ(F ).
Moreover, D¯ is given by the Koszul formula
D¯(X0,...,Xk)(θ) =
∑
i
(−1)iDXi(θ(X0, . . . , Xˆi, . . . , Xk))
+
∑
i<j
(−1)i+j l(θ([Xi, Xj ], X0, . . . , Xˆi, . . . , Xˆj , . . . , Xk))
(2.4)
for any θ ∈ Ωk(M,F ).
Proof. Uniqueness follows from the fact that locally any form θ ∈ Ωk(M,F ), can be
written as
θ =
∑
i
ωi ⊗ si
where ωi ∈ Ωk(M) and si ∈ Γ(F ). So
D¯(θ) =
∑
i
D¯(ωi ⊗ si) =
∑
i
(dωi ⊗ l(si) + (−1)kωi ∧D(si)).
On the other hand, D¯ defined by equation (2.4) clearly extends D and satisfies the
Leibniz identity relative to l. Indeed,
D¯(X0,...,Xk)(ω ⊗ s) =
∑
i
(−1)iDXi(ω(X0, . . . , Xˆi, . . . , Xk)s)
+
∑
i<j
(−1)i+j l(ω([Xi, Xj], X0, . . . , Xˆi, . . . , Xˆj , . . . , Xk)s)
=
∑
i
(−1)iω(X0, . . . , Xˆi, . . . , Xk)DXi(s)
+
∑
i
(−1)iLXi(ω(X0, . . . , Xˆi, . . . , Xk))l(s)
+
∑
i<j
(−1)i+jω([Xi, Xj ], X0, . . . , Xˆi, . . . , Xˆj , . . . , Xk)l(s)
=dω ⊗ l(s) + (−1)kω ∧D(s).
Remark 2.1.4. The restriction of D¯ : Ωk(M,F ) → Ωk+1(M,E) to Ωk(M, g) is a
C∞(M)-linear map and therefore it induces a vector bundle map over M
∂¯D : ∧kT ∗ ⊗ g −→ ∧k+1T ∗ ⊗ E, ∂¯D(ω ⊗ s) = (−1)kω ∧ ∂D(s)
for any ω ∈ ∧kT ∗ and s ∈ g. The proof is an easy consequence of formula (2.3).
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Lemma 2.1.5. An l-connection (D, l) : F → E is standard if and only if
jD : F → J1E (2.5)
is injective. In this case D = Dclas ◦ jD, where Dclas is the classical Spencer operator
(2.2) of E.
Proof. For s, s′ sections of F ,
jD(s− s′) = (l(s− s′), D(s− s′)).
So, if jD(s− s′)(x) = 0 for some x ∈M then l(s(x)) = l(s′(x)), i.e. s(x)− s′(x) ∈ g,
and therefore we can assume that the section s − s′ belongs to Γ(g). With this,
jD(s− s′)(x) = 0 if and only if D(s)(x) = D(s′)(x), and
∂D(s(x)− s′(x)) = D(s− s′)(x) = D(s)(x) −D(s′)(x) = 0. (2.6)
That D = Dclas ◦ jD follows from the fact that any l-connection D can be recovered
from Dclas by D = Dclas ◦ jD.
2.1.2 First examples and operations
This subsection has the first basic examples you encounter in the literature and some
operations on relative connections which we will use later on.
Example 2.1.6. A linear connection
∇ : X(M)× Γ(F ) −→ Γ(F )
is a standard connection relative to the identity map id : F → F . It is well-known
that linear connections ∇ correspond to horizontal linear distributions H ⊂ TF . This
correspondence is given by
∇X(s) = [X˜, s˜]
where X ∈ X(M), X˜ ∈ Γ(H) ⊂ X(M) is the lift of X to H , and s˜ ∈ Γ(T πF ) ⊂ X(F )
is the extension of s to the vector field constant on each fiber of F .
It is natural to have a similar interpretation for l-connections. This will be done
in corollary 3.4.7.
Example 2.1.7 (The classical Spencer operator on higher jets, see [57, 62, 61, 58, 60]).
On higher jets, we also have a version of the classical Spencer operator (see remark
1.1.3 for k = 1): On π : JkF →M , Dk-clas is the unique relative connection
Dk-clas : Γ(JkF ) −→ Ω1(M,Jk−1F )
satisfying the Leibniz identity relative to the projection pr : JkF → Jk−1F , and the
holonomicity condition
Dk-clas(jks) = 0.
Alternatively, Dk-clas is the restriction to Γ(JkF ) ⊂ Γ(J1(Jk−1F )) of the classical
Spencer operator
Dclas : Γ(J1(Jk−1F )) −→ Ω1(M,Jk−1F )
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associated to the vector bundle Jk−1F → M . In this case, the symbol space gk =
ker pr is equal to SkT ∗ ⊗ F . This comes from the short exact sequence of vector
bundles over M
0 −→ SkT ∗ ⊗ F i−→ JkF pr−→ Jk−1F −→ 0
where i at the point x is determined by
i((df1 ⊗ · · · ⊗ dfk)⊗ s) = jkx(f1 · · · fks)
for any f1, . . . , fk ∈ C∞(M) such that f1(x) = · · · = fk(x) = 0. Note also that Dk-clas
is a standard pr-connection as jDclas = id.
Now we concentrate on operations of relative connections. For this purpose let’s fix
some notation. Let (D1, l1) : F1 → E1 and (D2, l2) : F2 → E2 be relative connections
and let ψ : P →M be a smooth map.
Composition
Let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
be two relative connections. We can compose (K, D˜) with (F,D) to obtain connections
Di : Γ(K) −→ Ω1(M,E), i = 1, 2
relative to the composition l ◦ l˜ : K → E in two different ways, namely
D1(α) = l ◦ D˜(α)
D2(α) = D(l˜(α)),
where α ∈ Γ(K). Note that D1 = D2 if and only if D ◦ l˜ − l ◦ D˜ = 0.
Direct sum
The direct sum
D1 ⊕D2 : Γ(F1 ⊕ F2) −→ Ω1(M,E1 ⊕ E2)
is the connection relative to l1 ⊕ l2 : F1 ⊕ F2 → E1 ⊕ E2 defined by the equation
D1 ⊕D1(s1, s2) := (D1(s1), D2(s2))
for any (s1, s2) ∈ Γ(F1 ⊕F2), where we canonically identify Γ(F1 ⊕ F2) with Γ(F1)⊕
Γ(F2) as C
∞(M)-modules.
Tensor product
The tensor product
D1 ⊗D2 : Γ(F1 ⊗ F2) −→ Ω1(M,E1 ⊗ E2)
is the connection relative to l1 ⊗ l2 : F1 ⊗ F2 → E1 ⊗ E2 defined by
D1 ⊗D1(s1 ⊗ s2) := D1(s1)⊗ l2(s2) + l1(s1)⊗D2(s2)
for any s1 ⊗ s2 ∈ Γ(F1 ⊗ F2), where we canonically identify Γ(F1 ⊗ F2) with Γ(F1)⊗
Γ(F2) as C
∞(M)-modules.
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Pull-back
The pull-back connection
ψ∗D : Γ(ψ∗F ) −→ Ω1(P, ψ∗E)
of the map ψ : P → M , is a connection relative to ψ∗l : ψ∗F → ψ∗E. It is given on
sections of the form
ψ∗s := ψ ◦ s, s ∈ Γ(F )
by the formula
(ψ∗D)X(ψ
∗s) := ψ∗(Ddψ(X)(s)) (2.7)
whereX ∈ TP . Formula (2.7) is extended to Γ(ψ∗F ) by imposing the Leibniz identity
relative to ψ∗l : ψ∗F → ψ∗E
(ψ∗D)X(fψ
∗s) = f(ψ∗D)X(ψ
∗s) + LX(f)ψ
∗l(ψ∗s), f ∈ C∞(P ).
2.2 Prolongations of relative connections
Roughly speaking, a prolongation of a relative connection D is a relative connection
sitting above D, defined on “the first order approximation of solutions of D”. The
main property of a prolongation is that it gives an injection between solutions of the
prolongation and solutions of the original relative connection. We will have existence
results on solutions on relative connections under some homological and smoothness
conditions on the process of prolonging.
Throughout this section (D, l) : F → E is an l-connection.
2.2.1 Compatible connections (abstract prolongations)
Definition and basic properties
Definition 2.2.1. Let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
be relative connections.
• We say that (D, D˜) are compatible connections if the following two condi-
tions are satisfied:
D ◦ l˜ − l ◦ D˜ = 0 (2.8)
DXD˜Y −DY D˜X − l ◦ D˜[X,Y ] = 0 (2.9)
for any X,Y ∈ X(M).
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• A morphism Ψ from a pair of compatible connections K (D˜,l˜)−−−→ F (D,l)−−−→ E to
another Kˆ
( ˆ˜D,
ˆ˜
l)−−−→ Fˆ (Dˆ,lˆ)−−−→ Eˆ is a commutative diagram of vector bundles
K
l˜ //
Ψ2

F
l //
Ψ1

E
Ψ0

Kˆ
ˆ˜
l // Fˆ
lˆ // Eˆ
such that
ˆ˜D ◦Ψ2 = Ψ1 ◦ D˜, Dˆ ◦Ψ1 = Ψ0 ◦D
We say that Ψ is injective if Ψ0,Ψ1 and Ψ2 are injective.
• We say that (B, D˜) is a prolongation of (F,D) if (D, D˜) are compatible con-
nections and D˜ is standard.
Compatible relative connections already appear in [29, 60], in the more familiar
form described by the following lemma
Lemma 2.2.2. Let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
by relative connections. If dimM > 0, then (D, D˜) are compatible connections if and
only if the composition
Ω∗(M,K)
¯˜
D−→ Ω∗+1(M,F ) D¯−→ Ω∗+2(M,E)
is zero.
Proof. Let s ∈ Γ(K) and ω ∈ Ωk(M). Then
D¯ ◦ ¯˜D(s)(X,Y ) = DX(D˜Y (s))−DY (D˜X(s))− l(D˜[X,Y ](s)) (2.10)
where X,Y ∈ X(M), and by formula (2.3), we have that
D¯ ◦ ¯˜D(ω ⊗ s) =D(dω ⊗ l˜(s) + (−1)kω ∧ D˜(s))
=(−1)k+1dω ∧D(l˜(s)) + (−1)kdω ∧ l(D˜(s))
+ (−1)kω ∧ D¯ ◦ D¯(s)
(2.11)
Hence, expression (2.10) is zero for all s ∈ Γ(F ) if and only if condition (2.9) for
compatible connections is satisfied, and under this assumption expression (2.11) is
zero for all ω ∈ Ωk(M) if and only if condition (2.8) is fulfilled.
For
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
compatible connections, let g and g′ be the symbol spaces of D and D˜ respectively
and consider the restriction map
g′
∂D˜−−→ Hom(TM,F )
of jD˜ : K → J1F .
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Lemma 2.2.3. The map
∂D˜ : g
′ → Hom(TM,F )
takes values in Hom(TM, g).
Proof. Recall that at the level of sections
∂D˜(s) = (l˜(s), D˜(s)) = (0, D˜(s)) = D˜(s) (2.12)
for any s ∈ Γ(g′). On the other hand, by condition (2.8),
l ◦ D˜(s) = D ◦ l˜(s) = 0. (2.13)
Hence, l ◦ ∂D˜(s) = 0, or equivalently ∂D˜(s) ∈ Hom(TM, g).
The following corollary is a consequence of the previous lemma.
Corollary 2.2.4. Let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
be compatible connections. Then for each integer k the sequence of vector bundles
∧kT ∗ ⊗ g′ ∂¯D˜−−→ ∧k+1T ∗ ⊗ g ∂¯D−−→ ∧k+2T ∗ ⊗ E
is a complex, i.e. ∂¯D◦∂¯D˜ = 0, where g′ and g are the symbols of D˜ and D respectively.
See remark 2.1.4 for the definition of ∂¯D.
Lemma 2.2.5. Let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E, Kˆ (
ˆ˜
D,
ˆ˜
l)−−−→ Fˆ (Dˆ,lˆ)−−−→ Eˆ
be compatible connections. Then, if Ψ is a morphism as in definition 2.2.1, then Ψ
induces a morphism Ψ∗ of complexes
Ω∗(M,K)
D˜ //
◦Ψ2

Ω∗+1(M,F )
D //
◦Ψ1

Ω∗+2(M,E)
◦Ψ0

Ω∗(M, Kˆ)
ˆ˜
D // Ω∗+1(M, Fˆ )
Dˆ // Ω∗+2(M,E)
by pre-composing with Ψ, which restricts to a morphism of vector bundle complexes
∧kT ∗ ⊗ g′ ∂D˜ //
◦Ψ2

∧k+1T ∗ ⊗ g ∂D //
◦Ψ1

∧k+2T ∗ ⊗ E
◦Ψ0

∧kT ∗ ⊗ gˆ′
∂ ˆ˜
D // ∧k+1T ∗ ⊗ gˆ ∂Dˆ // ∧k+2T ∗ ⊗ Eˆ
where gˆ′ and gˆ are the symbols of ˆ˜D and Dˆ respectively. Moreover, if Ψ is injective
then Ψ∗ is injective in cohomology, i.e.
ker(Ω∗+1(M,F )
D¯−→ Ω∗+2(M,E))
Im (Ω∗(M,K)
¯˜D−→ Ω∗+1(M,F ))
◦Ψ1−−→ ker(Ω
∗+1(M, Fˆ )
¯ˆ
D−→ Ω∗+2(M, Eˆ))
Im (Ω∗(M, Kˆ)
¯˜ˆ
D−→ Ω∗+1(M, Fˆ ))
is injective.
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Proof of lemma 2.2.5. This is a standard argument for morphisms of complexes using
equalities (2.10). The proof is left to the reader.
Solutions of compatible connections
Throughout this section let
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
be compatible connections, and let g and g′ be the symbol spaces of D and D˜ respec-
tively. Consider
Sol(K, D˜)
l˜−→ Sol(F,D), (2.14)
the C∞(M)-linear map given by the restriction of Γ(K)
l˜−→ Γ(F ), l˜(s) := l˜ ◦ s to
Sol(K, D˜). The fact that l˜(s) belongs to Sol(F,D) for any s ∈ Sol(B, D˜) follows from
condition (2.8), i.e. D ◦ l˜(s) = l ◦ D˜(s) = 0.
In this subsection we will construct a map
S : Sol(F,D) −→ H0,1(g)
where
H0,1(g) :=
ker{T ∗ ⊗ g ∂D−−→ ∧2T ∗ ⊗ E}
Im {∂D˜ : g′ → T ∗ ⊗ g}
and such that the following proposition holds.
Proposition 2.2.6. The sequence
Sol(K, D˜)
l˜−→ Sol(F,D) S−→ H0,1(g)
is exact. Moreover, if D˜ is a standard l˜-connection then l˜ is injective.
Remark 2.2.7. Note that ifH0,1(g) = 0, then l˜ on the above proposition is surjective.
If, moreover, D˜ is standard then l˜ is a bijection.
The complete proof of the above proposition will be given at the end of the sub-
section.
Remark 2.2.8. Notice that if (K, D˜) is a prolongation of (F,D), i.e. D˜ is standard,
the map (2.14) is injective. Indeed, if s, α ∈ Sol(K, D˜) are such that l˜(s) = l˜(α), then
s− α ∈ Γ(g′) and
∂D˜(s− α) = D˜(s− α) = D˜(s)− D˜(α) = 0− 0 = 0,
i.e. s− α ∈ ker(∂D˜) which is zero as D˜ is standard. Thus s = α.
Using the compatibility of the pair (D, D˜), we construct the map
S : Sol(F,D) −→ Hom(TM, g)
Im {∂D˜ : g′ → T ∗ ⊗ g}
as follows: for s a solution of (F,D), by surjectivity of l˜ : K → F , we find a section
α ∈ Γ(K) (not necessarily in Sol(K, D˜)) such that l˜ ◦α = s. D˜(α) : TM → F has the
property that its image lies inside g, as l ◦ D˜(α) = D ◦ l˜(α) = 0. We define S(s) by
the class of D˜(α) : TM → g.
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Lemma 2.2.9.
S : Sol(F,D) −→ Hom(TM, g)
Im {∂D˜ : g′ → T ∗ ⊗ g}
is a well-defined map whose image lies in the subbundle H0,1(g)
Proof. Let’s first prove that S is well-defined. To this end take two section s1 and α
of K such that l˜ ◦ α = l˜ ◦ s1 = s, and D(l˜(α)) = D(l˜(s1)) = D(s) = 0. This means
that s1 − α is a section of g′ and
∂D˜(s
1 − α) = D˜(s1 − α) = D˜(s1)− D˜(α) = 0
In other words, the class of S(s) does not depend on the representative. Moreover,
for X,Y ∈ X(M)
∂D(D˜(s
1))(X,Y ) = DXD˜Y (s
1)−DY D˜X(s1)
= l ◦ D˜[X,Y ](s1) = D[X,Y ](l˜(s1)) = 0
where in the second and third equality we use conditions (2.9) and (2.8) respectively.
This proves that S takes values where we claimed.
Proof of proposition 2.2.6. We already noticed that if D˜ is standard then
l˜ : Sol(K, D˜) −→ Sol(F,D)
is injective. Let’s concentrate on the exactness of the sequence.
Let α ∈ Γ(F ) be a solution of (K, D˜), i.e. D˜(α) = 0. Then S(l˜(α)) is the class of
the map
D˜(α) : TM −→ g
which is identically zero. Conversely, if s ∈ Sol(F,D) is such that S(s) = 0 and
α ∈ Γ(K) is such that l˜(α) = s, then there exists β ∈ Γ(g′) such that
D˜(α) = ∂D˜(β) = D˜(β).
Therefore, the section α−β ∈ Γ(K) is such that l˜(α−β) = l˜(α) = s and D˜(α−β) = 0.
Equivalently, α− β ∈ Sol(K, D˜) is such that l˜(α− β) = s.
2.2.2 The partial prolongation of a relative connection
The partial prolongation of a fixed l-connection (D, l) : F → E, is our first attempt
to find a prolongation of (F,D). Although its relative connection may fail to be
compatible with D, it does satisfy compatibility condition (2.9) as we will see later
on.
Definition 2.2.10. The partial prolongation of F with respect to D, denoted
by J1DF , is the smooth vector subbundle of π : J
1F →M defined by
(J1DF )x := {j1xs | DX(s)(x) = 0 for all X ∈ X(M)}
for x ∈M.
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Remark 2.2.11. As D is a differential operator of order 1, it induces a vector bundle
map
a : J1F −→ Hom(TM,E), j1xs 7→ D(s)(x)
with J1DF as the kernel of a. With the Spencer decomposition (2.1) in mind, we have
that a at the level of sections is given by
a(α, ω) = D(α) − l ◦ ω,
for (α, ω) ∈ Γ(F )⊕ Ω1(M,F ), and therefore
Γ(J1DF ) := {(α, ω) ∈ Γ(F )⊕ Ω1(M,F ) | D(α) = l ◦ ω}
With this description is clear that J1DF is a smooth vector subbundle as it is the
kernel of a surjective vector bundle map and that the restriction pr : J1DF → F is
surjective. Indeed, if f : TM → E is any C∞(M)-linear map, a(0, σ ◦ f) = f for any
splitting σ of l : F → E. Also, for e ∈ Fx one can always find a section α ∈ Γ(F )
with α(x) = e, and then consider the form ω ∈ Ω1(M,E) given by ω = σ ◦D(α). So,
(α, ω) ∈ Γ(J1DF ) and pr((α, ω)(x)) = α(x).
Remark 2.2.12. Using the restriction to J1DF of the classical Spencer operatorD
clas
associated to F (see (2.2)), we call (J1DF,D
clas) the partial prolongation of (F,D).
Note that the relative connections
J1DF
Dclas−−−→ F D−→ E
are not necessarily compatible. Nevertheless, the compatibility condition (2.8) holds
as it is equivalent to the fact that D(α) = l ◦ ω for sections (α, ω) ∈ Γ(J1F ).
Remark 2.2.13. The surjective vector bundle map
pr : J1DF −→ F
is a bijection if and only if l is bijective. This is clear from the description of Γ(J1DF )
given in remark 2.2.11: if l is a bijection then for any α ∈ Γ(F ) there is only one choice
of ω ∈ Ω1(M,F ), namely ω = l−1(D(α)), with the property that (α, ω) ∈ Γ(J1DF ).
2.2.3 The classical prolongation of a relative connection
The purpose of this subsection is to describe and give a universal characterization of
the classical prolongation of a relative connection. The classical prolongation, as its
name suggests, is a prolongation of (F,D) (under some smoothness assumptions) and
may be thought of as the complete infinitesimal data of solutions of (F,D). It is also
characterized by the universal property stated in proposition 2.2.18 below. See [29]
for prolongations on linear differential equations.
Definition 2.2.14. The curvature of D is the vector bundle map over M
κD : J
1
DF −→ Hom(∧2TM,E)
given on sections (α, ω) ∈ Γ(J1DF ) by
DX(ω(Y ))−DY (ω(X))− l ◦ ω[X,Y ].
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where X,Y ∈ X(M). The classical prolongation space with respect to D,
denoted by
PD(F ) ⊂ J1DF ⊂ J1F
is set to be the kernel of κD. We say that it is smooth if kerκD is a smooth sub-
bundle of J1DF.
In the above definition, the Leibniz identity relative to l and the fact that D(α) =
l◦ω, implies that κD is indeed a vector bundle map. The proof is an easy computation
and is left to the reader.
Remark 2.2.15. Note that, by construction, PD(F ) is the maximal subspace of J
1F
where the relative connections
J1F
Dclas−−−→ F D−→ E
are compatible. Indeed, if (α, ω) ∈ Γ(J1F ), the compatibility condition (2.8) holds if
and only if (α, ω) ∈ Γ(J1DA). As for the compatibility condition (2.9), we find that
DXD
clas
Y (α, ω)−DYDclasX (α, ω)− l ◦Dclas[X,Y ](α, ω) = κ(α, ω)(X,Y )
where X,Y ∈ X(M).
Definition 2.2.16. Let (F,D) be a relative l-connection. We say that PD(F ) ⊂ J1F
is smoothly defined if
(i) PD(F ) is smooth, and
(ii) pr : PD(F )→ F is surjective.
In this case,
(PD(F ), D
(1)) : PD(F )
(D(1).pr)−−−−−−→ F
(a relative connection!) is called the first classical prolongation of (F,D), where
D(1) is the restriction of the Spencer operator associated to F .
Remark 2.2.17. In the case that l : E → F is a vector bundle isomorphism, then D
can be interpreted as a classical connection and PD(F ) measures its failure in being
flat in the following sense. By remark 2.2.13
pr : PD(F ) −→ F (2.15)
is an injection. Under the identification of F with E via l, D is a flat linear connection
if and only if (2.15) is bijective. This follows from the general setting of Pfaffian
bundles (see corollary 3.2.14).
The universal property of the classical prolongation of (F,D) is the following:
Proposition 2.2.18. (D(1), pr) : PD(F ) → F is a prolongation of (F,D) which is
universal in the sense that for any other prolongation
K
(D˜,l˜)−−−→ F (D,l)−−−→ E
there exists a unique vector bundle map j : K → PD(F ) such that
D˜ = D(1) ◦ j. (2.16)
Moreover, j is injective.
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Remark 2.2.19. The universal property given by proposition 2.2.18 of the classical
prolongation of (F,D) can be rephrased as follows: for any prolongation (D˜, l˜) : K →
F of (D, l), there exists a unique vector bundle map j : K → PD(F ) such that the
diagram
K
D˜,l˜ //
j

F
D,l // E
PD(F )
D(1),pr
<<①①①①①①①①①
is commutative.
Proof of proposition 2.2.18. That (PD(F ), D
(1)) is a prolongation of (F,D), whenever
pr : PD(F ) → R is a surjective vector bundle map of smooth vector bundles, was
proved in remark 2.2.15.
Let’s prove now that j := jD˜ satisfies (2.16), whenever (K, D˜) is a prolongation
of (F,D). Let α be a section of K. Then
jD˜(α) = (D˜(α), l˜(α)) ∈ Ω1(M,F )⊕ Γ(F )
and therefore jD˜(α) ∈ PD(F ) if and only if
D(l˜(α)) = l(D˜(α))
κD(D˜(α), l˜(α))(X,Y ) = DX(D˜Y (α)) −DY (D˜X(α)) − l ◦ D˜[X,Y ](α) = 0
(2.17)
for any X,Y ∈ X(M). We see then that equations (2.17) are conditions (2.8) and
(2.9) for compatible connections. For the uniqueness let j : K → PD(F ) be such that
equation (2.16) holds. Then for j1 : Γ(K) → Γ(F ) and j2 : Γ(K) → Ω1(M,F ) such
that
j(α) = (j1(α), j2(α))
for α ∈ Γ(K), one has that equation (2.16) implies that j2(α) = D˜(α). Now, as j is
a vector bundle map then for any f ∈ C∞(M)
(j1(fα), D˜(fα)) = (fj1(α), df ⊗ j1(α) + fD˜(α))
Since D˜ satisfies the Leibniz identity relative to l˜, then j1(α) = l˜(α).
The following is another remarkable property of the classical prolongation of (F,D)
Proposition 2.2.20.
The map
pr : Sol(PD(F ), D
clas) −→ Sol(F,D)
is a bijection between solution with inverse given by the map
j1 : Sol(F,D) −→ Sol(PD(F ), Dclas)
sending s ∈ Sol(F,D) to j1s.
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Proof. Take s ∈ Γ(F ) a solution of (F,D), i.e., D(s) = 0. Using the Spencer decompo-
sition (2.1), we write the holonomic section j1s ∈ Γ(J1F ) as (s, 0) ∈ Γ(F )⊕Ω1(M,F ).
Obviously, D(s) = l ◦ 0 and κD(s, 0) = 0. This means that j1s is a section of PD(F ).
Moreover,
Dclas(s, 0) = 0
which says that j1s = (s, 0) is a solution of (PD(F ), D
clas). It is now straightforward
to check that j1 ◦ pr = id and pr ◦ j1 = id.
Remark 2.2.21. Whenever the bundle map pr : PD(F )→ F (of possible non-smooth
vector bundles) is surjective, the short exact sequence of vector bundles over M
0 −→ T ∗ ⊗ F −→ J1F pr−→ F −→ 0
restricts to a short exact sequence
0 −→ g(1)(F,D) −→ PD(F ) pr−→ F −→ 0 (2.18)
where g(1)(F,D) is the kernel of pr : PD(F ) → F . Hence, if PD(F ) is smoothly
defined,
g(PD(F ), D
(1)) = g(1)(F,D)
Indeed, to show (2.18) we use the Spencer decomposition (2.1). With this, a section
of (0, ω) ∈ Γ(F )⊕ Ω1(M,F ) belongs to PD(F ) at x if
l ◦ ωx = 0 and 0 = κD(0, ωx)(X,Y ) = DX(ωx(Y ))−DY (ωx(X)),
for any X,Y ∈ TxM . This is: ωx ∈ g(1)(F,D)x.
Lemma 2.2.22. The classical prolongation space PD(F ) is smoothly defined if and
only if g(1)(F,D) is a vector bundle over M of constant rank, and pr : PD(F ) → F
is surjective.
Proof. From the short exact sequence (2.18), we have that PD(F ) is smooth if and
only if g(1)(F,D) has constant rank.
For the smooth relative connection (PD(F ), D
(1)), its classical prolongation space,
denoted by
P 2D(F )
is called the classical 2-prolongation space of (F,D). On P 2D(F ) we have the operator
D(2) := (D(1)) : Γ(P 2D(F )) −→ Ω1(M,P 1D(F )).
As we shall see in corollary 2.2.30, P 2D(F ) ⊂ J2F and D(2) is just the restriction
of the classical Spencer operator D2-clas from example 2.1.7. We define the classical
k-prolongation of (F,D),
(P kD(F ), D
(k))
inductively.
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Definition 2.2.23. Let (F,D) be a relative l-connection. We say that the classical
k-prolongation space P kD(F ) is smooth if
1. (PD(F ), D
(1)), . . . (P k−1D (F ), D
(k−1)) are smoothly defined as relative connec-
tions, and
2. the classical prolongation space of (P k−1D (F ), D
(k−1)):
P kD(F ) := PDk−1(P
k−1
D (F ))
is smooth.
In this case, we define the k-prolongation of D:
D(k) := (D(k−1))(1) : Γ(P kD(F )) −→ Ω1(M,P k−1D (F )).
We say that the classical k-prolongation of (F,D) is smoothly defined if, moreover,
pr : P kD(F ) −→ P k−1D (F )
is surjective. In this case,
(P kD(F ), D
(k)) : P kD(F )
(D(k),pr)−−−−−−→ P k−1D (F )
(a relative connection!) is called the classical k-prolongation of (F,D).
Definition 2.2.24. A relative l-connection (F,D) is called formally integrable if
all the classical prolongations spaces
PD(F ), P
2
D(F ), . . . , P
k
D(F ), . . .
are smoothly defined.
For a formally integrable relative connection (F,D), we have a sequence of surjec-
tive vector bundle maps
· · · −→ P kD(F )
D(k),pr−−−−−→ · · · −→ P 2D(F )
D(2),pr−−−−−→ P 1D(F )
D(1),pr−−−−−→ F D,l−−→ E (2.19)
in which any pair of consecutive relative connections are compatible. This is the basic
example of standard tower (to be defined in subsection 2.2.4).
Proposition 2.2.25. Let (F,D) be a relative connection and let k be an integer. If
1. the classical k-prolongation space P kD(F ) is smoothly defined, and
2. the (possibly non-smooth) vector bundle map pr : P k+1D (F )→ P kDF is surjective.
Then the short exact sequence of vector bundles over M
0 −→ Sk+1T ∗ ⊗ F −→ Jk+1F pr−→ JkF −→ 0
restricts to the short exact sequence of (possibly non-smooth) vector bundle over M
0 −→ g(k+1)(F,D) −→ P k+1D (F )
pr−→ P kDF −→ 0. (2.20)
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The previous proposition will be proved at the end of this subsection. A direct
corollary from the definitions is the following:
Corollary 2.2.26. With the assumption of the previous proposition. If the classical
k-prolongation space P kD(F ) is smoothly defined then the symbol space of the classical
k-prolongation of (F,D) is equal to the k-prolongation of the symbol map ∂D
g(P kD(F ), D
(k)) = g(k)(F,D).
Corollary 2.2.27. Let (F,D) be a relative connection. If P k0D (F ) is smoothly de-
fined, then for any integer 0 ≤ k ≤ k0, there is a one to one correspondence between
Sol(P kD(F ), D
(k)) and Sol(F,D) given by the surjective vector bundle map
prk0 : P
k
D(F ) −→ F
where prk0 is the composition pr ◦ pr2 ◦ · · · ◦ prk.
Proof. Use proposition 2.2.20 each time you prolong.
As an example, let’s look at the classical Spencer operator on the k-jet bundle
pr : JkF → Jk−1F . See example 2.1.7
Proposition 2.2.28. Let k ≥ 1 be an integer. The classical prolongation of (JkF,Dk-clas)
is
(Jk+1F,D(k+1)-clas).
Warning! The proofs of the previous proposition and the following lemma make
use of results that will be given later on in this thesis... So the reader may want to
skip the proofs and come back to them later.
Proof. We use the description of J1(JkF ) as the set of pairs (p, ζ) where p ∈ JkxF
and
ζ : TxM −→ TpJkF
is a splitting of dpπ : TpJ
kF → TxM . See remark 1.1.2 in the case R = JkF . With
this description, we see that the section (α, ω) ∈ Γ(JkF ) ⊕ Ω1(M,JkF ) of J1(JkF )
at the point x ∈M corresponds to the pair (p, ζ) with p = α(x) and ζ equal to
dxα− ω : TxM −→ TpJkF,
where we regard JkxF ⊂ TpJkF as the vertical part T πp JkF . On the other hand, it is
well-known that the subset Jk+1F ⊂ J1(JkF ) is given by pairs (p, ζ) as before with
the properties that
θ ◦ ζ = 0 and d∇θ(ζ(·), ζ(·)) = 0, (2.21)
where θ ∈ Ω1(JkF, Jk−1F ) is the linear Cartan form defined in example 3.1.12 (in the
case where R = F is a vector bundle and therefore T πJk−1F is canonically identified
with pr∗Jk−1F ), and ∇ : X(JkF )× Γ(Jk−1F )→ Γ(Jk−1F ) is any connection on the
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pullback bundle π∗ : Jk−1F → JkF (see e.g [7, 40, 50]). By example 3.4.9 we have
that the relative connection associated to θ given by corollary 3.4.6 is precisely
Dk-clas : Γ(JkF ) −→ Ω1(M,Jk−1F )
With the above description of J1(JkF ) in mind, we apply the following lemma in
the case where F = JkF , E = Jk−1F , D = Dk-clas and l = pr to obtain that
θ ◦ ζ = Dk-clas(α)(x) − prk(ωx).
And, whenever θ ◦ ζ = 0, we also have that
d∇θ(ζ(X), ζ(Y )) = κDk-clas(α, ω)(X,Y )
for X,Y ∈ TxM . These last two equalities complete the proof.
For the following lemma, see definition 3.4.4 and corollary 3.4.6
Lemma 2.2.29. Let p : F →M and E →M be vector bundles. Let θ ∈ Ω1(F, p∗E)
be a fiber-wise surjective linear form with corresponding l-connection D : Γ(F ) →
Ω1(M,E). Then for any j1xs ∈ J1F
θ ◦ dxs = D(α)(x) − l ◦ ωx (2.22)
where, using the Spencer decomposition (2.1), (α, ω) ∈ Γ(F )⊕Ω1(M,F ) are such that
(α, ω)x = j
1
xs. Moreover, if either term in the above equality vanishes, then
d∇θ(dxs(·), dxs(·)) = κD(α, ω)(x) (2.23)
where ∇ : X(F )× Γ(p∗E)→ Γ(p∗E) is any linear connection.
Proof. By the description of D in terms of θ given by corollary 3.4.6 we have that
θ ◦ dxs = D(s)(x). Therefore, by remark 2.2.11 the map
J1F −→ Hom(TM,E), j1xs 7→ θ ◦ dxs
at the level of sections and using the Spencer decomposition is given by D(α)− l(ω),
for (α, ω) ∈ Γ(A)⊕ Ω1(M,A). From this equation 2.22 follows.
For the second part we regard the vector bundle F → M as a Lie groupoid with
multiplication given by fiber-wise addition, and we regard E →M as the trivial rep-
resentation of F . In this case, linearity of θ ∈ Ω1(F,E) translates into multiplicativity
of this form. Notice that,
d∇θ(dxs(X), dxs(Y )) = c1(θ)(j
1
xs)(X,Y )
where c1 is the curvature map defined on remark 6.2.34. By the same remark we know
that c1 is a cocycle with linearization equal to κD, but in the linear case a cocycle is
just a vector bundle map and therefore its linearization is itself. This proves equation
(2.23).
The following corollary allows us to define the classical prolongations without
smoothness assumptions.
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Corollary 2.2.30. Let (F,D) be a relative connection and let k0 be an integer. If
the classical k0-prolongation space P
k0
D (F ) is smoothly defined then, for any integer
0 ≤ k ≤ k0 + 1,
P kD(F ) = J
k−1(PD(F )) ∩ JkF (2.24)
and the operator D(k) is the restriction of the Spencer operator Dk-clas : Γ(JkF ) →
Ω1(M,Jk−1F ) to P kD(F ).
Proof. By construction, the relative connection D(1) : Γ(PD(F )) → Ω1(M,F ) is the
restriction of the Spencer operator Dclas associated to F , therefore its prolongation
(P 2D(F ), D
(2)) is given by
P 2D(F ) = J
1(PD(F )) ∩ PDclas(J1F ) = J1(PD(F )) ∩ J2F,
with connection D(2) given by the restriction to P 2D(F ) of the classical Spencer op-
erator Dclas : Γ(J1(PD(F ))) → Ω1(M,PD(F )). Moreover, as PD(F ) ⊂ J1F , the
connection on P 2D(F ) ⊂ J2F is actually the restriction of the classical Spencer
operator Dclas : Γ(J1(J1F )) → Ω1(M,J1F ). But this last operator restrict to
D2-clas : Γ(J2F )→ Ω1(M,J1F ) on J2F , which proves the case k = 2. For k > 2 the
results follows by an inductive argument.
Remark 2.2.31. Note that to define P kD(F ) in the sense of definition 2.24 we do not
use the smoothness of the space P k−1D (F ).
Proof of proposition 2.2.25. The case k = 0 was proved in remark 2.2.21. Let’s check
the case k = 1 (the arbitrary case follows by an inductive argument). By corollary
2.2.30,
P 2D(F ) = J
1(PD(F )) ∩ J2F,
Consider now the commutative diagram
0 // T ∗ ⊗ PD(F ) _
i

// J1(PD(F )) _

// PD(F ) // _

0
0 // T ∗ ⊗ J1F // J1(J1F ) // J1F // 0
0 // S2T ∗ ⊗ F
 ?
j
OO
// J2F
 ?
OO
// J1F //
 ?
OO
0
Hence, an element φ ∈ ker(pr : P 2D(F )→ PD(F )) should belong to the intersection
j(S2T ∗ ⊗ F ) ∩ i(T ∗ ⊗ PD(F )),
where i is given by tensoring with the identity on T ∗M with the natural inclusion
PD(F ) →֒ J1F ,
j(φ)(X) = φ(X, ·) : TxM −→ F ∈ ker(pr : J1xF → Fx)
for any φ : S2Tx → Fx and any X ∈ TxM. Therefore j(φ) ∈ (pr : P 2D(F ) → PD(F ))
if and only if
j(φ)(X) ∈ PD(F ) ∩ ker(pr : J1xF → Fx) = ker(pr : PD(F )→ F ) = g(1)(F,D)
where in the last equality we used (2.18). This is, φ ∈ ker(pr : P 2D(F ) → PD(F )) if
and only if φ ∈ g(2)(F,D) by definition of the prolongations of g (see 1.1.5).
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2.2.4 Towers (of prolongations)
Let
· · · −→ Fk (D
k,lk)−−−−−→ Fk−1 −→ · · · −→ F1 (D
1,l1)−−−−→ F (2.25)
be an infinite sequence of relative connections. For ease of notation, instead of
(Dk, lk) : Fk → Fk−1 we write (D, l) : Fk → Fk−1 if there is no risk of confusion.
Definition 2.2.32.
• A standard tower is a sequence (2.25) in which any two consecutive connec-
tions are compatible and all of them are standard. We denote a standard tower
by (F∞, D∞, l∞).
• Let (D, l) : F → E be a relative connection. A standard resolution of (D, l)
is a standard tower (2.25) such that (F1, D
1) is a prolongation of (F,D). We
use the notation
F∞
(D∞,l∞)−−−−−−→ F (D,l)−−−→ E.
Remark 2.2.33. In the previous definition, one can give up the condition that 2.25
is standard. We arise to the notions of tower and resolution.
Definition 2.2.34. A morphism Ψ of towers, denoted by
Ψ : (F∞, D∞, l∞) −→ (F˜∞, D˜∞, l˜∞),
is a commutative diagram of vector bundles over M
· · · // F k+1 l
k+1
//
Ψk+1

F k //
Ψk

· · · // F1
Ψ1

l1 // F
Ψ0

· · · // F˜ k+1 l˜
k+1
// F˜ k // · · · // F˜ 1 l˜
1
// F˜
such that Ψk ◦Dk+1 = D˜k+1 ◦Ψk+1 for all k ≥ 0. We say that Ψ is injective if each
Ψk is injective.
Remark 2.2.35. Consider a tower (F∞, D∞, l∞). By applying lemma 2.2.2 induc-
tively, we get a complex
Γ(Fk)
Dk−→ Ω1(M,Fk−1) D
k−1
−→Ω2(M,Fk−1) −→ · · ·
· · · −→ Ωk−1(M,F1) D
1
−→ Ωk(M,F0)
for any k ≥ 1, which restricts to a vector bundle complex over M
0 −→ gk
∂
Dk−−−→ T ∗ ⊗ gk−1
∂
Dk−1−−−−→ ∧2 T ∗ ⊗ gk−2
∂
Dk−2−−−−→ · · ·
· · · ∂D2−−→ ∧k−1 T ∗ ⊗ g1 ∂D1−−→ ∧k T ∗ ⊗ F0,
(2.26)
where gj is the symbol space of D
j .
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Note that the map
∂Dk+1 : gk+1 −→ Hom(TM, gk)
takes values in the first prolongation g
(1)
k (∂Dk) of the map ∂Dk : gk → T ∗ ⊗ gk−1, as
∂Dk+1 ◦ ∂Dk = 0 and hence, if all the connections are standard, one can identify gk+1
with its image in g
(1)
k .
Lemma 2.2.36. Let (F∞, D∞, l∞) be a standard tower, and let gk be the symbol
space of Dk, for k ≥ 1. Then
gk+1 ⊂ g(1)k
via the inclusion ∂Dk+1 . Moreover, equality holds if and only if
Fk+1 = PDk(Fk),
where we identify Fk+1 with the image of jDk+1 : Fk+1 → J1Fk.
Proof. That gk+1 ⊂ g(1)k whenever the connections are standard was already observed
at the end of remark 2.2.35. Let’s prove then that equality holds if and only if
Fk+1 = PDk(Fk). The only facts that we will use in the proof are that D
k+1 is
standard and (Dk+1, Dk) are compatible.
Take the commutative diagram of vector bundles over M
0 // T ∗ ⊗ Fk // J1Fk // Fk // 0
0 // gk+1
∂
Dk+1
OO
// Fk+1
j
Dk+1
OO
lk+1 // Fk
id
OO
// 0
Since the image of jDk+1 : Fk+1 → J1Fk lies inside PDk(Fk), as (Dk, Dk+1) are
compatible (see proposition 2.2.18), we have that jDk+1(Fk+1) = PDk(Fk) if and only
if
∂Dk+1(gk+1) = ker(pr : PDk(Fk)→ Fk),
but by remark 2.2.21 we know that ker(pr : PDk(Fk)→ Fk) = g(1)k , which completes
our proof.
Example 2.2.37 (The classical Spencer tower). The sequence
(J∞F,D∞-clas) : · · · −→ Jk+1F D
clas
−→ JkF D
clas
−→ · · · −→ J1F D
clas
−→ F
is an example of a standard tower (see cf. [53]). For each k > 0, the induced complex
(2.26) is the classical Spencer complex
0 −→ SkT ∗ ⊗ F ∂−→ T ∗ ⊗ Sk−1V ∗ ⊗ F ∂−→ ∧2T ∗ ⊗ Sk−2T ∗ ⊗ F ∂−→ · · ·
· · · ∂−→ ∧nT ∗ ⊗ Sk−nT ∗ ⊗ F −→ 0.
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Example 2.2.38. Taking the Lie function of a smooth Lie pseudogroup Γ ⊂ Bis(G),
one has the standard tower of Lie algebroids as in subsection 1.2.4
· · · −→ A(k)(Γ) D
(k)
−→ · · · −→ A(1)(Γ) D
(1)
−→ A(0)(Γ)
where D(k) is the restriction of the Spencer operator (Dclas, pr) : JkA → Jk−1A,
A = Lie(G). For each k > 0, the induced complex (2.26) is the complex of the
associated bundle of tableaux of Γ
0 −→ gk(Γ) ∂−→ T ∗ ⊗ gk−1(Γ) ∂−→ ∧2T ∗ ⊗ gk−2(Γ) ∂−→ · · · ∂−→ ∧nT ∗ ⊗ g1(Γ)
Example 2.2.39 (The classical resolution). If (D, l) : F → E is formally integrable,
we obtain the classical standard resolution
(P∞D (F ), D
(∞)) : · · · −→ P kD(F ) −→ · · · −→ PD(F ) D
(1)
−→ F D−→ E.
For each integer k > 0, the induced complex (2.26) is the extension complex of the
tableau bundle g(1)(F,D) in the sense of definition 1.1.9, given by
0 −→ g(k) ∂−→ T ∗ ⊗ g(k−1) ∂−→∧2 T ∗ ⊗ g(k−2) ∂−→ · · ·
· · · ∂−→ ∧nT ∗ ⊗ g(1) ∂D−→ ∧n+1T ∗ ⊗ E
Note that (2.2.39) is a subtower of (J∞F,D∞-clas). Using corollary 2.2.30 and remark
2.2.31, this sequence still makes sense even if (F,D) is not formally integral, but this
involves non-smooth subbundles.
The following is the universal property of (the possible non-smooth) classical stan-
dard resolution.
Theorem 2.2.40. Let (D, l) : F → E be an l-connection not necessarily formally
integrable. The (possibly non-smooth) subtower (P∞D (F ), D
(∞)) of (J∞F,D∞) is uni-
versal among the resolutions of (D, l) in the sense that for any other resolution
F∞
D∞,l∞−−−−−→ F D,l−−→ E,
there exists a unique morphism Ψ : (F∞, D∞)→ (J∞F,D∞-clas) of towers such that
Ψ0 : F → F is the identity map, and for k ≥ 1
Ψk(Fk) ⊂ P kD(F ).
Moreover, if (F∞, D∞) is a standard resolution of (F,D) then Ψ is injective.
Proof. We will construct the vector bundle maps Ψk : Fk → JkF with the desired
properties inductively. For k = 1, we define Ψ1 to be
Ψ1 := jD1 : F1 −→ J1F.
By construction,
pr ◦Ψ1(α) = pr(l1(α), D1(α)) = l1(α)
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for α ∈ Γ(F1), and hence the first square of the diagram commutes. On the other
hand, as (D,D1) are compatible connections then by (the proof of) proposition 2.2.18
we get that the image of Ψ1 = jD1 lies inside of PD(F ), D
1 = D ◦Ψ1, and that Ψ1 is
injective.
Assume now that for a k fixed, we constructed Ψl : Fl → J lF for 1 ≤ l ≤ k
with the desired properties. Let’s construct Ψk+1 : Fk+1 → Jk+1F . Let prol(Ψk) :
J1(Fk)→ J1(JkF ) be the vector bundle map defined at the level of sections by
prol(Ψk)(α, ω) = (Ψk ◦ α,Ψk ◦ ω)
for (α, ω) ∈ Γ(Fk)⊕ Ω1(M,Fk) ≃ Γ(J1(Fk)). We define Ψk+1 to be the composition
Ψk+1 : Fk+1
j
Dk+1−−−−→ J1(Fk) prol(Ψk)−−−−−→ J1(JkF ).
For the commutativity, take α ∈ Γ(Fk+1). Then
prk+1 ◦Ψk+1(α) = prk+1 ◦ prol(Ψk) ◦ jDk+1(α)
= prk+1 ◦ prol(Ψk)(lk+1(α), Dk+1(α))
= prk+1(Ψk ◦ lk+1(α),Ψk ◦Dk+1(α))
= Ψk ◦ lk+1(α).
Let’s show that Ψk+1(Fk+1) ⊂ P k+1D F . As (Dk, Dk+1) are compatible connections
then jDk+1 lies inside PDk(Fk). On the other hand, Ψ
k−1 ◦Dk = Dk-clas ◦Ψk implies
that
prol(Ψk)(PDkFk) ⊂ PDclas(JkF ) = Jk+1F,
where in the last equality we used proposition 2.2.28.
Indeed, let (α, ω) ∈ Γ(Fk)⊕ Ω1(M,Fk) ≃ Γ(J1F k) be such that at the point x ∈M
Dk(α)(x) = l ◦ ωx and κDk(α, ω)(x) = 0;
in other words, (α, ω)(x) ∈ PDk(Fk). Then,
prol(Ψk)(α, ω)(x) = (Ψk ◦ α,Ψk ◦ ω)(x).
Hence,
Dk-clas(Ψk ◦ α)(x) − prk(Ψk ◦ ω)(x) = Ψk−1 ◦Dk(α)(x) −Ψk−1 ◦ lk ◦ ωx
= Ψk−1(D
k(α)(x) − lk ◦ ωx) = 0
and
κDk-clas(Ψk ◦ α,Ψk ◦ ω)(X,Y )(x) = Dk-clasX (Ψk ◦ ω(Y ))(x)
−Dk-clasY (Ψk ◦ ω(X))(x)− prk(Ψk ◦ ω[X,Y ])(x)
= Ψk−1 ◦DkX(ω(Y ))(x) −Ψk−1 ◦DkY (ω(X))(x)
−Ψk−1 ◦ lkω[X,Y ](x) = Ψk−1(κkD(α, ω)(x)) = 0.
By the inductive hypothesis we also know that Ψk(Fk) ⊂ P kD(F ), thus
prol(Ψk)(J
1F k) ⊂ J1(P kD(F )).
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From the last inclusions,
Ψk+1(Fk+1) ⊂ prol(Ψk) ◦ jDk+1(Fk+1) ⊂ prol(Ψk)(PDk(Fk)) ⊂
⊂ J1(P kD(F )) ∩ Jk+1F = P k+1D (F ).
Finally let’s show that Ψk ◦Dk+1 = D(k+1)-clas ◦Ψk+1. Let α ∈ Γ(Fk+1), then
D(k+1)-clas ◦Ψk+1(α) = D(k+1)-clas ◦ prol(Ψk)(jDk+1(α))
= D(k+1)-clas ◦ prol(Ψk)(lk+1(α), Dk+1(α))
= D(k+1)-clas(Ψk ◦ lk+1(α),Ψk ◦Dk+1(α))
= Ψk ◦Dk+1(α).
Note also that if Dk+1 is standard and Ψk is injective, then Ψk+1 is injective by
construction. The uniqueness is left to the reader.
Remark 2.2.41. Let (F∞, D∞) be a standard resolution of (F,D) and consider a
morphism of towers Ψ : (F∞, D∞) → (J∞F,D∞-clas). By proposition 2.2.5, for any
k ≥ 1 we have an induced morphism of complexes
gk
∂D //
Ψk

T ∗ ⊗ gk−1 ∂D //
Ψk−1

· · · ∧k−1 T ∗ ⊗ g1 ∂D //
Ψ1

∧kT ∗ ⊗ F
Ψ0

SkT ∗ ⊗ F ∂ // T ∗ ⊗ Sk−1T ∗ ⊗ F ∂ // · · · ∧k−1 T ∗ ⊗ T ∗ ⊗ F ∂ // ∧kT ∗ ⊗ F
where gk is the symbol space of D
k. As Ψ is injective and all the relative connections
Dk are standard, we have that the sequence
(Ψ0(∂D1(g1)),Ψ1(∂D2(g2)), . . .)
is a tower of tableaux as in definition 1.1.17. This follows from lemma 2.2.36 and the
fact that injectivity of Ψ implies that
Ψk(∂Dk(gk+1))
(1) = Ψk(g
(1)
k (∂D))
where Ψk(∂Dk(gk+1))
(1) ⊂ T ∗ ⊗ Ψk(gk) is the usual prolongation of a tableau (see
subsection 1.1.5).
Lemma 2.2.42. Let (F∞, D∞, l∞) be a standard tower. Then, there exists an integer
p such that for all k ≥ p,
Fk+1 = PDk(Fk),
where we regard Fk+1 as a subset of J
1Fk via the inclusion jDk+1 : Fk+1 → J1Fk,
and
Dk+1 = Dclas ◦ jDk+1 .
Proof. From the proof of theorem 2.2.40, we know that there exists an injective mor-
phism Ψ : (F∞, D∞, l∞) → (J∞F,D∞-clas, pr∞). As in remark 2.2.41, we have a
tableau tower
(Ψ0(∂D(g1)),Ψ1(∂D(g2)), . . .).
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By proposition 1.1.18, there exists p such that for all k ≥ p
Ψk(∂D(gk+1)) = Ψk−1(∂D(gk))
(1).
Using that Ψk−1(∂D(gk))
(1) = Ψk−1(g
(1)
k (∂D)) and that Ψ is injective, we get that
∂D(gk+1) = g
(1)
k (∂D)
for all k ≥ p. Now we apply lemma 2.2.36 to get that Fk+1 = PDk(Fk). For the
equality Dk+1 = Dclas ◦ jDk see remark 2.1.5.
2.2.5 Formal integrability of relative connections
Here we concentrate on formal integrability (defined in 2.2.24). For (F,D) formally
integrable, the tower
· · · −→ P kD(F ) D
(k)
−→ P k−1D (F ) −→ · · · −→ PD(F )
D(1)−→ F D−→ E
is a standard tower by construction, with the universal property of resolutions given
by theorem 2.2.40. We call this tower the classical resolution of (F,D). One of the
main properties of formal integrability is that one has the following existence result
in the analytic case. The proof is explained in the more general setting of Pfaffian
bundles (see theorem 3.3.9).
Theorem 2.2.43. Let (F,D) be an analytic relative connection which is formally
integrable. Then, given p ∈ P kD(F ) with π(p) = x ∈ M , there exists an analytic
solution s ∈ Sol(F,D) over a neighborhood of x such that jkxs = p.
The following result is a workable criteria for formal integrability; the rest of the
section will be devoted to its proof. A more general theorem (for Pfaffian bundles)
will be presented in chapter 3. Similar results can be found in [29, 27].
Theorem 2.2.44. Let (D, l) : F → E be a relative connection and let g be its symbol
space. Assume that
1. pr : PD(F )→ F is surjective,
2. g(1) is a smooth vector bundle over M , and
3. H2,k(g) = 0 for k ≥ 0.
Then, (F,D) is formally integrable.
We will now introduce some notions concerning the smoothness of the prolonga-
tions and the surjectivity of pr : P kD(F )→ P k−1D (F ).
The following result, generalizing lemma 2.2.22, is a workable criteria for the
smoothness of the classical prolongation spaces. For this purpose we consider the
possible non-smooth bundles P kD(F ) given by
Jk−1(PD(F )) ∩ JkF
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See corollary 2.2.30 and remark 2.2.31. Recall that, if the classical k-prolongation
space is smoothly defined, we have a short exact sequence of (possibly non-smooth)
vector bundles over M
0 −→ g(k+1) −→ P k+1D (F )
pr−→ P kD(F ) −→ 0, (2.27)
where g(k) := g(k)(F,D) is the k-prolongation of the map ∂D (see proposition 2.2.25).
Proposition 2.2.45. Let k be a natural number. If
1. the classical k-prolongation space P kD(F ) is smoothly defined,
2. g(k+1) is a vector bundle over M , and
3. pr : P k+1D (F )→ P kD(F ) is surjective for all 0 ≤ k ≤ k0
Then P k+1D (F ) ⊂ Jk+1F is smoothly defined.
See [27, 29] for similar results.
Proof. This is a direct consequence of proposition 2.2.25: by the short exact sequence
(2.20), g(k+1) is smooth if and only if P k+1D (F ) is smooth.
Higher curvatures
Now we will prove theorem 2.2.44. This will be done inductively by showing:
Proposition 2.2.46. Let (F,D) be a relative connection and let k be an integer.
If the classical k-prolongation space P kD(F ) is smoothly defined, then there exists an
exact sequence of vector bundles over M :
P k+1D (F )
pr−→ P kD(F )
κk+1−−−→ H(2,k−1)(g).
It is clear now that by an inductive argument, the previous proposition together
with proposition 2.2.45 proves theorem 2.2.44.
Throughout this subsection let’s assume that for a fixed integer k0, proposition
2.2.45 holds. Hence,
P k0+1D
pr−→ P k0D
pr−→ · · · −→ PD(F ) pr−→ F
is a sequence of surjective smooth vector bundle maps.
We will construct, for each natural number 0 ≤ k ≤ k0 + 1, the (k + 1)-reduced
curvature map of (F,D)
κk+1 : P
k
D(F ) −→ C2,k−1
where C2,k−1 is the bundle of vector spaces over M
C2,k−1 :=
∧2T ∗ ⊗ g(k−1)
∂(T ∗ ⊗ g(k)) ,
Here we set P 0D(F ) = F , g
(0) = g and g(−1) = E. In [29] one can also find the con-
struction of the reduced curvature maps for differential equations, and the following
results regarding them, but this is done from an algebraic point of view.
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We begin by showing the construction of
κ1 : F −→ C2,−1 := ∧
2T ∗ ⊗ E
∂D(T ∗ ⊗ g)
using the vector bundle map
κD : J
1
DF → ∧2T ∗ ⊗ E
which has PD(F ) as its kernel (see subsection 2.2.2). Recall that κD(α, ω), where
(α, ω) ∈ Γ(F )⊕ Ω1(M,F ) is such that D(α) = l ◦ ω, is given by
κD(α, ω)(X,Y ) = DXω(Y )−DY ω(X)− l ◦ ω[X,Y ] (2.28)
for X,Y ∈ X(M), and therefore if ω ∈ Ω1(M, g)
κD(0, ω) = ∂D(ω), for ∂D : T
∗ ⊗ g→ ∧2T ∗ ⊗ E.
On the other hand, the short exact sequence of vector bundles over M (for a proof
see remark 3.2.2)
0 −→ T ∗ ⊗ g −→ J1DF
pr−→ F −→ 0,
shows that
F ≃ J1DF/(T ∗ ⊗ g),
and that
κ1 :
J1DF
T ∗ ⊗ g −→ C
2,−1, [p] 7→ [κD(p)] (2.29)
is well defined.
Definition 2.2.47. The 1-reduced curvature map
κ1 : F −→ C2,−1
is defined by equation (2.29).
Lemma 2.2.48. The sequence
PD(F )
pr−→ F κ1−→ C2,−1
of bundles over M is exact.
Proof. That κ1 ◦ pr = 0 follows from the fact that PD(F ) = kerκD. Now,
[(α, ω)(x)] ∈ F ≃ J1D(F )/(T ∗ ⊗ g)
is such that κ1([(α, ω)]x) = 0 if and only if we find φx : TxM → gx such that
κD(α, ω)(X,Y )(x) = ∂D(φ(Y ))(X)(x) − ∂D(φ(X))(Y )(x)
= DX(φ(Y ))(x) −DY (φ(X))(x)
for all X,Y ∈ X(M), and where φ ∈ Γ(T ∗ ⊗ g) is any extension of φx. Since g =
ker l, and κD(α, ω)(X,Y )(x) is given by formula (2.28), the last equality shows that
(α, ω − φ)(x) ∈ PD(F ). And of course pr((α, ω − φ)(x)) = [(α, ω)(x)].
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For 1 ≤ k ≤ k0 + 1, the map
κk+1 : P
k
D(F ) −→ C2,k−1
is just the 1-reduced curvature map of D(k) : Γ(P kD(F )) → Ω1(M,P k−1D (F )). Having
in mind the short exact sequence
0 −→ T ∗ ⊗ g(k) −→ J1D(k)(P kD(F ))
pr−→ P kD(F ) −→ 0
and that P k+1D (F ) is the prolongation of (P
k
D(F ), D
(k)), we have the following defini-
tion and lemma.
Definition 2.2.49. For 1 ≤ k ≤ k0 + 1, we define the (k + 1)-reduced curvature
map by
κk+1 : P
k
D(F ) −→ C2,k−1, κk+1([p]) = [κD(k)(p)]
for [p] ∈ P kD(F ) ≃ J1D(k)(P kD(F ))/T ∗ ⊗ g(k).
Lemma 2.2.50. The sequence
P k+1D (F )
pr−→ P kD(F )
κk+1−→ C2,k−1
of bundles over M is exact.
Lemma 2.2.51. For 1 ≤ k ≤ k0+1, the image of κD(k) lies in the family of subspaces
ker{∂ : ∧2T ∗ ⊗ g(k−1) −→ ∧3T ∗ ⊗ g(k−2)}.
Hence, κk+1 takes values in
H2,k−1(g) :=
ker{∂ : ∧2T ∗ ⊗ g(k−1) → ∧3T ∗ ⊗ g(k−2)}
Im {∂ : T ∗ ⊗ g(k) → ∧2T ∗ ⊗ g(k−1)}
Proof. Let (α,Ω) ∈ Γ(P kD(F )) ⊕ Ω1(M,P kD(F )) be such that
Dk-clasα = prω
or, in other words, (α,Ω) is a section of J1
D(k)
(P kD(F )). Then,
pr(κD(k) (α,Ω)(X,Y )) = pr(D
k-clas
X Ω(Y )−D(k)Y Ω(X)− prΩ[X,Y ])
for all X,Y ∈ X(M). Since pr ◦ D(k) = D(k−1) ◦ pr because (D(k−1), D(k)) are
compatible, and D(k)α = prΩ we get that
pr(κD(k) (α,Ω)(X,Y )) = D¯
(k−1) ◦ D¯(k)(α) = 0.
for D¯(k−1) ◦ D¯(k) : Γ(P kD(F )) → Ω2(M,P k−1D (F )) as in lemma 2.2.2. This shows, by
the short exact sequence (2.27), that
κD(k)(α,Ω)(X,Y ) ∈ g(k−1)(F,D).
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On the other hand,
∂(κD(k)(α,Ω))(X,Y, Z) = ∂(κD(k)(α,Ω)(X,Y ))(Z)
+ ∂(κD(k)(α,Ω)(Y, Z))(X) + ∂(κD(k)(α,Ω)(Z,X))(Y )
= D
(k−1)
Z (κD(k)(α,Ω)(X,Y )) +D
(k−1)
X (κD(k)(α,Ω)(Y, Z))
+D
(k−1)
Y κD(k)(α,Ω)(Z,X))
(2.30)
for Z ∈ X(M). To prove that this expression vanishes let’s look closer at the expression
on the right hand side: as α is a section of P kD(F ), we can write it as (β, ω) ∈
Γ(P k−1D (F ))⊕ Ω1(M,P k−1D (F )) with
ω = D(k)(α) = prΩ
D
(k−1)
X ω(Y )−D(k−1)Y ω(X)− prω[X,Y ] = 0
(2.31)
for all X,Y ∈ X(M). Note that ω ∈ ker{pr : P k−1D (F ) → P k−2D (F )}, which is equal
to gk−1, by the exact sequence (2.27). Since gk−1 is the first prolongation of gk−2 we
have that
∂(ω(X))(Y )− ∂(ω(Y ))(X) = D(k−1)Y ω(X)−D(k−1)X ω(Y ) = 0. (2.32)
Now, Ω(X) is also a section of P kD(F ) and therefore, using (2.31), we can also
write it as
(ω(X), ζX) ∈ Γ(P k−1D (F ))⊕ Ω1(M,P k−1D (F ))
where
ζX = D
(k)Ω(X), (2.33)
and such that
D(k−1)ω(X) = prζX
D
(k−1)
Y ζX(Z)−D(k−1)Z ζX(Y )− prζX [Y, Z] = 0.
(2.34)
From (2.31) and (2.33), we write D
(k−1)
Z (κD(k)(α,Ω)(X,Y )) as
D
(k−1)
Z (D
(k)
X Ω(Y )−D(k)Y Ω(X)− prΩ[X,Y ]) =
D
(k−1)
Z (ζY (X)− ζX(Y )− ω[X,Y ]) =
D
(k−1)
Z ζY (X)−D(k−1)Z ζX(Y )−D(k−1)Z ω[X,Y ],
and the right hand side of equation (2.30) becomes
D
(k−1)
Z ζY (X)−D(k−1)Z ζX(Y )−D(k−1)Z ω[X,Y ] (2.35)
+D
(k−1)
X ζZ(Y )−D(k−1)X ζY (Z)−D(k−1)X ω[Y, Z] (2.36)
+D
(k−1)
Y ζX(Z)−D(k−1)Y ζZ(X)−D(k−1)Y ω[Z,X ]. (2.37)
Using (2.34), expression (2.35) reduces to
D
(k−1)
[Z,X] ω(Y ) +D
(k−1)
[X,Y ]ω(Z) +D
(k−1)
[Y,Z] ω(X)
−D(k−1)Z ω[X,Y ]−D(k−1)X ω[Y, Z]−D(k−1)Y ω[Z,X ]
which is zero by (2.32).
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2.3 Relative connections of finite type
Definition 2.3.1. We say that the l-connections (F,D) is of finite type if there
exists an integer k such that g(k)(F,D) = 0. The smallest k with this property is
called the order of D.
For a vector space V , denote by VM the trivial vector bundle over M with fiber
V . It comes equipped with the obvious flat connection, denoted by ∇flat. One has
Sol(VM ,∇flat) ≃ V,
where v ∈ V is identified with the constant section of VM .
In this section we will prove the following result
Theorem 2.3.2. Let D be a relative connection of finite type over a simply connected
manifold, and let k ≥ 1 be the order of D. If
1. P kD(F ) is smoothly defined, and
2. pr : P k+1D (F )→ P kD(F ) is surjective
then Sol(F,D) is a finite dimensional vector space of dimension
r := rkF + rk g(1) + rk g(2) + · · ·+ rk g(k−1).
More precisely, choosing V = Rr, there exists a morphism p : (VM ,∇flat)→ (F,D) of
relative connections, inducing a bijection on the space of solutions.
Remark 2.3.3. In the previous theorem, a morphism of relative connections means
that p : VM → F is a vector bundle map such that
D ◦ p = (l ◦ p) ◦ ∇flat (2.38)
The message here is the following: a relative operator satisfying the hypothesis of
theorem 2.3.2 is the quotient of a trivial bundle with the canonical flat connection
∇flat. Intuitively the situation is as follows
VM
∇flat //
p

VM
l◦p

F
D // E.
Although the above diagram is not precise, it helps to illustrate our situation.
Theorem 2.3.2 follows from the following lemma.
Lemma 2.3.4. With the hypotheses of theorem 2.3.2, one has that
1. P kD(F ) is isomorphic to the trivial bundle VM ,
2. pr : P kD(F )→ P k−1D (F ) is an isomorphism of vector bundles over M .
Moreover, under the identification given by pr, D(k) becomes the trivial connection
∇flat.
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Proof. By proposition 2.2.25 we have a short exact sequence
0 −→ g(l+1) −→ P l+1D (F )
pr−→ P l(F ) −→ 0 (2.39)
of vector bundles over M for any 0 ≤ l ≤ k. As g(k) = 0 we have that P kD(F ) is
isomorphic to P k−1D (F ) via pr, and under this identification we get that the connection
D(k) : Γ(P k(F )) → Ω1(M,P k−1(F )) is a classical linear connection on P kD(F ). We
claim that this connection is flat. Indeed since g(k) = 0 then its prolongation g(k+1) =
0, and therefore the sequence (2.39) for l = k implies that pr : P k+1D (F )→ P kD(F ) is a
bijection. From remark 2.2.17 it follows that D(k) is flat. We are now in the situation
of a vector bundle L over a simply connected manifold M , which admits a flat linear
connection ∇ : X(M) × Γ(L) → Γ(L). It is a well-known fact that in this case, L is
isomorphic to the trivial bundle VM , where V is the finite dimensional vector space
V ⊂ Γ(L) given by parallel sections of ∇. The isomorphism is given by
VM
ψ−→ L, (s, x) 7→ s(x)
From this isomorphism, it is clear that Sol(VM ,∇flat) ≃ V is mapped onto Sol(L,∇).
From the Leibniz identity for ∇ and ∇flat, and the fact that the set V ⊂ Γ(VM )
generates the space Γ(VM ) as a C
∞(M)-module, we have that ∇ becomes ∇flat, i.e.
ψ ◦ ∇flat = ∇ ◦ ψ
In our case take L = P kD(F ) and ∇ = D(k). To show that the dimension of V is equal
to r, we count the rank of P kD(F ) by the recursive formula
rkPD(F ) = rkF + rk g
(1)
rkP lD(F ) = rkP
l−1
D (F ) + rk g
(l), for l ≥ 2
which is true by the exact sequence (2.39).
Proof of theorem 2.3.2. From lemma 2.3.4, one takes VM = P
k
D(F ) and p = pr
k
0 .
Since prk0 gives a bijection between Sol(P
k
D(F ), D
(k)) and Sol(F,D), then formula
(2.38) is well-defined. Moreover, as p is surjective and in this case Γ(P kD(F )) is
generated by Sol(P kD(F ), D
(k)) as a C∞(M)-module, it follows that D is determined
by formula (2.38). Moreover,
r = rkP kD(F ) = dimSol(P
k
D(F ),∇flat) = dimSol(P kD(F ), D(k)),
and from corollary 2.2.27 we have that prk0 gives a linear bijection between
Sol(P kD(F ), D
(k))
and Sol(F,D).
Corollary 2.3.5. Let (F,D) be a relative connection of finite type over a simply
connected manifold M , and let k ≥ 1 be the order of D. If
1. pr : PD(F )→ F is surjective,
2. g(1) is a smooth vector bundle over M , and
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3. H2,l(g) = 0 for 0 ≤ l ≤ k − 1,
then Sol(F,D) is a finite dimensional vector space of dimension
r := rkF + rk g(1) + rk g(2) + · · ·+ rk g(k−1).
More precisely, choosing V = Rr, there exists a morphism p : (VM ,∇flat)→ (F,D) of
relative connections, inducing a bijection on the space of solutions.
Proof. Note that g(k) = 0 implies that g(l) = 0 for all l ≥ k, and therefore H2,l = 0
for all l ≥ 1. Hence, we can apply theorem 2.2.44 in this case to get that (F,D) is
formally integrable, and therefore the hypotheses of theorem 2.3.2 are fulfilled.
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Pfaffian bundles
In this chapter we will define two equivalent notions of Pfaffian bundles, one using
distributions H ⊂ TR and one using surjective one forms on R with values in some
vector bundle. The connection between the two notions is the kernel of the one form
which is a honest smooth distribution thanks to the surjectivity of the one form un-
der consideration. These two equivalent languages allow us to develop the theory
of Pfaffian bundles using either distributions or forms, depending on which is more
convenient at each specific step. However, the approach using one forms allows us to
have a slightly more general version of Pfaffian bundles when one does not require
the surjectivity assumption. Bearing this in mind, throughout this chapter we will
point out which properties and results still hold in the more general case of a one
form which is not necessarily surjective.
Through this chapter π : R → M denotes a surjective submersion. By T πR we
denote the subbundle of TR given by kerπ, the vectors tangent to the fibers of R.
By π : JkR→M,π(jkxs) = x we denote the smooth bundle over M which consists of
k-jets jkxs of local sections of π : R → M , and we set pr : JkR → Jk−1R to be the
surjective submersion mapping jkxs to j
k−1
x s. See subsection 1.1.2.
For ease of notation T and T ∗ denote the tangent and cotangent bundles of a
manifold M respectively. Also we will regard the vector bundles over M as vector
bundles over R via the pullback of π, unless otherwise stated.
3.1 Pfaffian bundles and Pfaffian forms
Let H ⊂ TR be a distribution. By E we denote the vector bundle over R given by
the quotient
E := TR/H
We denote by g := g(H) the bundle (not necessarily of constant rank) over R given
by
g = Hπ := H ∩ T πR
We call g the symbol space of H.
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Definition 3.1.1.
• We say that H is π-transversal if
TR = H + T πR.
• We call H π-involutive if Hπ is closed under the Lie bracket of vector fields
on X(R).
• A Pfaffian distribution H is a distribution which is both π-transversal and
π-involutive.
• A Pfaffian bundle is a surjective submersion π : R → M together with a
Pfaffian distribution H ⊂ TR. In this case we use the notation π : (R,H)→M .
• A solution of (R,H) is a section s :M → R with the property that
dxs(TxM) ⊂ Hs(x)
for all x ∈M. We denote the set of solutions by
Sol(R,H) ⊂ Γ(R).
• A partial integral element of H is any linear subspace V ⊂ TpR of dimension
equal to the dimension of M , such that
V ⊂ Hp and TpR = V ⊕ T πp R.
The set of partial integral elements, denoted by J1HR, is called the partial
prolongation with respect to H.
Remark 3.1.2. Some comments about notions and names that appear in the liter-
ature. In [8], a Pfaffian system was an exterior differential system I ⊂ Ω∗(R) with
independence condition generated as an exterior differential ideal in degree one. This
data was encoded in sub-bundles
I ⊂ J ⊂ T ∗R
which, in analogy with our approach, is given by
J = (TR/Hπ)∗, and I = (TR/H)∗,
where H ⊂ TR is a π-transversal distribution. What they called a linear Pfaffian
system in [8] is in our language equivalent to H being π-involutive. We warn that
linearity in the sense of [8] is a different notion of what we will call linear Pfaffian
bundles.
Remark 3.1.3.
• When H is π-transversal, then g is a smooth vector subbundle of TR as it has
constant rank and
H/g = π∗TM.
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Indeed, for any p ∈ R,
dim gp = rkTR− rkT πR− rkH.
On the other hand,
π∗TM ≃ TR/T πR ≃ (T πR+H)/T πR ≃ H/g.
• If H is π-transversal then the restriction of dpπ to Hp
dpπ : Hp −→ Tπ(p)M
is surjective for any p ∈ R. For a partial integral element V ⊂ Hp of π : (R,H)→
M we have that the restriction
dpπ : V
≃−→ Tπ(p)M (3.1)
is an isomorphism as V is transversal to T πp R and dimV = dimM.
• When H is π-transversal, the set of partial integral elements J1HR can be re-
garded as a sub-bundle of J1R in the following way. The fact that (3.1) is an
isomorphism for a partial integral element V ⊂ Hp means that V is the image of
a splitting σp : Tπ(p)M → TpR of dpπ : TpR→ Tπ(p)M . But the set of splittings
σp, where p ∈ R, is identified with J1R.
The involutivity of H is measured by the so called curvature map:
Definition 3.1.4. The curvature map of H is the C∞(R)-bilinear map, defined by
c := c(H) : H ×H −→ E, c(u, v) = [U, V ]p modH,
where U, V ∈ X(R) are vector fields tangent to H such that Up = u and Vp = v.
Note that the Leibniz identity implies that c is a well-defined bilinear map.
Remark 3.1.5.
• H is involutive if and only if c = 0.
• H is π-involutive if and only if cg×g = 0. If H is also π-transversal we have an
induced vector bundle map over R
g×H/g −→ E, (v, [X ]) 7→ c(v,X)
or analogously the dual vector bundle map over R
∂H : g −→ Hom(TM,E), (3.2)
where we are using the vector bundle isomorphism π∗TM ≃ H/g. We call
the map (3.2) the symbol map of H , and we extend it to the linear map
∂H : ∧kT ∗ ⊗ g→ ∧k+1T ∗ ⊗ E by the usual formula. We set
g(k) := g(k)(R,H) ⊂ SkT ∗ ⊗ g
the bundle over R (not necessarily of constant rank) equal to the k-prolongation
of the map ∂H . See definition 1.1.7.
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Associated to any distribution H ⊂ TR we have a canonical surjective form θH ∈
Ω(R, TR/H) which is nothing more than the projection map
θH : TR −→ TR/H, U 7→ [U ]. (3.3)
Moreover, any surjective form θ ∈ Ω1(R,E′) arises in this way (up to isomorphism of
E′): using the identification
TR/H
≃−→ E′, [U ] 7→ θ(U)
of vector bundles over R with H = ker θ, θ becomes the canonical projection TR →
TR/ kerθ.
Definition 3.1.6. Let θ ∈ Ω1(R,E′) be a one form with values on the vector bundle
E′ → R
• The symbol space of θ is the bundle over R (not necessarily of constant rank)
given by
g = g(θ) := ker θ ∩ T πR.
• We say that θ is regular if it surjective and its kernel is π-transversal, i.e.
TR = ker θ + TRπ.
• The 1-form θ is π-involutive if for any p ∈ R
θp([U, V ]) = 0
for any vector fields U, V ∈ Xπ(R) such that U, V ∈ Γ(ker θ).
• θ is called a Pfaffian form if it is regular an π-involutive.
• A Pfaffian bundle is a surjective submersion π : R → M together with a
Pfaffian form θ. In this case we use the notation π : (R, θ)→M .
• A solution of (R, θ) is a section s : M → R with the property that s∗θ = 0.
The set of solutions of (R, θ) is denoted by
Sol(R, θ) ⊂ Γ(R).
• A partial integral element of (R, θ) is a linear space V ⊂ TpR of dimension
equal to the dimension of M , and such that
θp(V ) = 0 and V ⊕ T πp R = TpR.
The set of partial integral elements, denoted by J1θR, is called the partial
prolongation with respect to θ.
Again for a one form θ ∈ Ω1(M,E′), the involutivity of H := ker θ is measured by
the so-called partial differentiation of θ:
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Definition 3.1.7. For a point-wise surjective 1-form θ ∈ Ω1(R,E′), the partial
differential of θ is the C∞(R)-bilinear map over R defined by
δθ : H ×H −→ E′, δθ(u, v) := θp([U, V ])
where U, V ∈ X(R) are vector fields such that θ(U) = θ(V ) = 0, with Up = u and
Vp = v.
The Leibniz identity implies again that δθ is a well-defined map.
Remark 3.1.8. Note that θ is π-involutive if δθg×g = 0. So for a Pfaffian form θ we
have an induced vector bundle map over R
∂θ : g −→ Hom(TM,E′), ∂θ(v)(X) = δθ(v, [X ]), (3.4)
where again we are using the vector bundle isomorphism H/g ≃ π∗TM . The map
(3.4) is called the symbol map of θ. We extend ∂θ to the linear map ∂θ : ∧kT ∗⊗g→
∧k+1T ∗⊗E by the usual formula. The bundle over R given by the k-prolongation of
∂θ is denoted by
g(k) := g(k)(R, θ) ⊂ SkT ∗ ⊗ g.
When θ is not surjective but is both π-involutive and π-transversal, the bundle
map (3.4) still makes sense as a C∞(R)-linear map but we deal with a possibly non-
smooth bundle g(θ).
From now on we should always keep in mind the following result which will allow
us to work either with Pfaffian distributions or with the equivalent dual picture of
Pfaffian forms.
Lemma 3.1.9. Let H ⊂ TR be a distribution and θ := θH ∈ Ω1(R,E) its associated
canonical form where E = TR/H. Then,
1. H is π-transversal if and only if θ is regular,
2. H is π-involutive if and only if θ is π-involutive,
3. a section s ∈ Γ(R) is a solution of (R,H) if and only if it is a solution of (R, θ),
4. V ⊂ TpR is partial integral element of (R,H) if and only if it is a partial integral
element of (R, θ), i.e. J1HR = J
1
θR,
5. the curvature map c(H) of H and the partial differential δθ of θ coincide, i.e,
for any u, v ∈ H
c(u, v) = δθ(u, v).
The proof of the above lemma is a direct consequence of the definitions.
Remark 3.1.10. From item 5 of lemma 3.1.9 we get that the symbol maps ∂H , ∂θ :
g → T ∗ ⊗ E of H and θ respectively coincide, therefore all their k-prolongations do
as well. That is
g(k)(R,H) = g(k)(R, θ).
83
Chapter 3
Example 3.1.11. Assume that our Pfaffian bundle π : (F, θ) → M is linear in the
sense that π : F →M is a vector bundle and the distribution H ⊂ TF is a sub-bundle
of the vector bundle dπ : TF → TM , where the structural maps of TF are given by
the differential of the structural maps of F . In the dual picture we get a linear one
form θH ∈ Ω1(M,π∗E′), where E′ is now a vector bundle over M defined by
E′ := TF/H |M .
The linearity condition of θH is given by the equation
a∗θ = p∗1θ + p
∗
2θ,
where a, p1, p2 : F ×M F → F are the fiber-wise addition, the projection to the first
and second components respectively. In this setting the bundles under consideration
become pullbacks of vector bundles over M , for example the symbol space g(H) ⊂ H
is now the pullback via π of the vector bundle Hπ|M → M , and the bundle maps c
and ∂θ are now pullbacks of vector bundle maps over M . Another very useful fact
is that in this case one can associate to H (or rather to θ) a canonical connection D
relative to the projection F → F/(Hπ|M ), and therefore we can apply all the theory
developed in chapter 2. This be fully treated in section 3.4.
Example 3.1.12 (Jet bundles and Cartan distributions and forms, see [41, 27]).
Continuing with the description of jet bundles given in subsection 1.1.2, recall that
for any surjective submersion π : R → M , and k ≥ 1 integer, the k-jet bundle
π : JkR → M carries a canonical Pfaffian distribution Ck, knows as the Cartan
distribution. It is designed to detect holonomic sections in the sense that a section
α : M → JkR is of the form α = jks for some s ∈ Γ(R) if and only if α is a solution
of (JkR,Ck) :
jk : Γ(R)
≃−→ Sol(JkR,Ck).
Recall the definition of Ck. As a set, Ck is generated as a C
∞(JkR)-module by the
image of the differential of holonomic sections of π : JkR → M , and therefore it is
transversal to π. Its vertical part Cπk is the image of the inclusion i : S
kT ∗⊗ T πR→
T πJkR given by the short exact sequence of vector bundles over JkR
0 −→ SkT ∗ ⊗ T πR i−→ TJkR dpr−→ TJk−1R −→ 0. (3.5)
This sequence also implies that Ck is π-involutive since it is the kernel of the differ-
ential of a surjective submersion. From this we have that
pr : (JkR,Ck) −→M
is a Pfaffian bundle. See [27] for the sequence (3.5).
In the dual picture we recover the so called Cartan forms
θk ∈ Ω1(JkR, T πJk−1R).
Their main importance is that they detect holonomic section: ξ ∈ Γ(JkR) is of the
form jks for some s ∈ Γ(R) if
ξ∗θk = 0.
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At the point p = jkxs, θp is given by the formula
θp(X) := dpr(X)− dx(jk−1s) ◦ dπ(X),
where X ∈ TpJkR. That θp(X) is indeed an element of T πJk−1R follows from the
fact that π ◦ pr = π and π ◦ jk−1s = idM . As the kernel of θk is precisely the Cartan
distribution Ck ⊂ TJkR (see e.g [7, 40, 50]), pr : (jkR, θk)→M is a Pfaffian bundle.
The following remark is for later use: the symbol map ∂k of Ck actually takes
values in
T ∗ ⊗ (Sk−1T ∗ ⊗ T πR) ⊂ T ∗ ⊗ TJk−1R,
where we are using the identification of the quotient TJkR/Ck ≃ TJk−1R given by
sequence 3.5. Moreover,
∂k : S
kT ∗ ⊗ T πR −→ T ∗ ⊗ (Sk−1T ∗ ⊗ T πR)
is the formal differentiation described in (1.4).
Remark 3.1.13. There are two questions for a Pfaffian bundle π : (R,H)→M that
are equivalent (modulo a topological condition):
1. When can one find a bundle R˜ over M and an immersion i : R →֒ J1(R˜) such
that θH is the pull-back via i of the Cartan form θ
1 on J1R˜?
2. When is the symbol map ∂H : H
π → Hom(π∗TM, TR/H) injective?
In the less interesting direction 1 implies 2. One remarks that ∂H is the restriction of
the differential of i toHπ. For the converse, recall thatHπ is an involutive distribution
on R. Take the leaf space of this foliation and call it R˜. It is here that the topological
condition comes in. We require that this quotient is a manifold (so that, strictly
speaking, 1 is equivalent to 2 under the assumption that the foliation Hπ on R is
simple). Our inclusion i is the canonical map from R to J1R˜ sending p ∈ Rx to
[σp] : TxM −→ T[p]R˜ ≃ TpR/Hπp
where σp : TxM → TpR is any splitting of dπ with the property that its image lies
inside H .
3.2 Prolongations of Pfaffian bundles
3.2.1 The partial prolongation
Recall from remark 3.1.3, that for a distribution H ⊂ TR transversal to π : R→M ,
the partial prolongation J1HR ⊂ J1R is given by
J1HR = {j1xs | dxs(TxM) ⊂ Hs(x)}.
In the dual picture, for a one form θ ∈ Ω1(M,E), the partial prolongation is
J1θR = {j1xs | s∗θx = 0}
Note that for θ = θH , J
1
HR = J
1
θR.
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Lemma 3.2.1. Let H ⊂ TR be π-transversal. The space J1HR of partial integral
elements is a smooth subbundle of pr : J1R → R, i.e. J1HR is a smooth submanifold
of J1R and the restriction pr : J1HR→ R is a surjective submersion.
Proof. J1HR is the kernel of the smooth bundle map over R given by
ev : J1R −→ T ∗ ⊗ E, j1xs 7→ dxs(·) modHs(x).
Using the exact sequence of vector bundles over J1R (see proposition 5.2 of [27])
0 −→ T ∗ ⊗ T πR −→ TJ1R dpr−→ TR −→ 0,
one has
ker dev ∩ ker dpr = T ∗ ⊗ g,
which implies that ev is of constant rank. On the other hand, the condition that H
is π-transversal ensures the existence of partial integral elements at any p ∈ R, and
therefore z(R) ⊂ ev(J1R), where z : R→ T ∗⊗E is the zero section. So, we are left in
the situation of a bundle map ev of constant rank of two fibered manifolds ev : X → Y
over R with the property that z(X) ⊂ ev(X). Hence we can apply proposition 2.1 of
[27] to ensure that kerz ev is a fibered submanifold of X → R, which in our case says
that pr : J1HR→ R is a smooth subbundle of pr : J1R→ R .
Remark 3.2.2. From the above proof we have that for a distribution H ⊂ TR
π-transversal, the sequence of vector bundles over J1HR
0 −→ T ∗ ⊗ g −→ TJ1HR
dpr−→ TR −→ 0
is exact, where g = H ∩ T πR.
Corollary 3.2.3. Let H ⊂ TR be a transversal distribution. If dimM > 0 then H
is an Ehresmann connection, i.e.
TR = H ⊕ T πR
if and only if pr : J1HR→ R is a bijection.
Proof. If TR = H ⊕ T πR, then g := H ∩ T πR = 0. So, if j1xs, j1xu ∈ J1HR are such
that u(x) = s(x) then
dxs− dxu : TxM −→ Ts(x)R
has image inside gs(x) = 0. Therefore j
1
xs = j
1
xu, which proves that pr is a bijection.
Conversely, if pr : J1HR→ R is a bijection then by the short exact sequence of remark
3.2.2 we have that T ∗ ⊗ g = 0. This happens only if g = 0, or in other words, if H is
an Ehresmann connection.
Remark 3.2.4. For a regular one form θ ∈ Ω1(R,E′) we have analogous versions of
lemma 3.2.1, remark 3.2.2 and corollary 3.2.3, using H = ker θ.
Definition 3.2.5. Let H ⊂ TR be a π-transversal distribution and let θ ∈ Ω1(R,E′)
be a regular form.
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• The partial prolongation of (R,H) is the Pfaffian bundle J1HR endowed with
the distribution
H(1) = C1 ∩ TJ1HR,
where C1 ⊂ J1R is the Cartan distribution.
• The partial prolongation of (R, θ) is the Pfaffian bundle J1θR endowed with
the Pfaffian form
θ(1) = θ1|TJ1
θ
R,
where θ1 ∈ Ω1(J1R, pr∗T πR) is the Cartan form.
From example 3.1.12 we have the following proposition.
Proposition 3.2.6. Let H ⊂ TR be a π-transversal distribution, and let θ := θH be
its associated regular one form. Then
J1HR = J
1
θR and H
(1) = ker θ(1)
where H(1) := C1 ∩ TJ1HR and θ(1) = θ1|J1θR.
One of the main properties of the partial prolongation is:
Proposition 3.2.7. Let H ⊂ TR be a π-transversal distribution and let θ ∈ Ω1(M,E′)
be a regular form. The partial prolongations (J1HR,H
(1)) and (J1θR, θ
(1)) are indeed
Pfaffian bundles. Moreover the map
pr : Sol(J1HR,H
(1)) −→ Sol(R,H)
is a bijection with inverse j1 : Sol(R,H)→ Sol(J1HR,H(1)). Analogously,
pr : Sol(J1θR, θ
(1)) −→ Sol(R, θ) (3.6)
is a bijection with inverse j1 : Sol(R, θ)→ Sol(J1θR, θ(1)).
This result is inspired by similar results of [29] in the setting of partial differential
equations.
Proof. We will prove that (J1θR, θ
(1)) is a Pfaffian bundle. The case of Pfaffian dis-
tributions follows from the case of Pfaffian forms taking θ = θH . Let’s first show that
for any σ ∈ J1θR,
θ(1) : TσJ
1
θR −→ T πpr(σ)R
is surjective. Note that θ(1) restricted to T πσ J
1
σR is equal to the projection dpr :
T πσ J
1
θR → T πpr(σ)R. By the analogous version of remark 3.2.2 we have that that dpr
restricted to T πJ1θR is surjective. This also shows that
dimH(1)σ = dimTσJ
1
θR− dimT πpr(σ)R
= dimM + dim T πσ J
1
θR− dimT πpr(σ)R
= dimM + dim(T ∗π(σ) ⊗ gpr(σ)),
(3.7)
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where g = ker θ ∩ T πR, and that
ker θ ∩ T πJ1θR = T ∗ ⊗ g (3.8)
as vector bundles over J1θR. Using (3.7) and (3.8) we can show that θ
(1) is regular
with respect to π1 : J
1
θR→M as follows: let H(1) := ker θ(1), then
dim(H(1)σ + T
π
σ J
1
θR) = dimH
(1)
σ + dimT
π
σ J
1
θR
− dimH(1)σ ∩ T πσ J1θR
= dimM + dim(T ∗π(σ) ⊗ gpr(σ)) + dimT πσ J1θR
− dim(T ∗π(σ) ⊗ gpr(σ))
= dimM + dimT πσ J
1
θR
= dimTσJ
1
θR.
That θ(1) is π-closed is a consequence of the fact that the Cartan form θ1 is π-closed.
As for the second part, let α : M → J1HR be a solution of (J1HR,H(1)), then for
all x ∈M , dα(TxM) ⊂ C1, which implies that α is of the form j1s for s = pr(α). On
the other hand, since α(x) = j1xs ∈ J1HR, then ds(TxM) ⊂ Hs(x). This means that
s = pr(α) is a solution of (R,H). It is clear that if s is a solution of (R,H), then
the holonomic section j1s : M → J1R has its image in J1HR and it is a solution of
(J1HR,H
(1)). The part with Pfaffian forms is analogous to this case.
Remark 3.2.8. For a general one form θ ∈ Ω1(M,E′), the map (3.6) still makes
sense whenever J1θR is smooth. In fact, the map (3.6) is a bijection with inverse given
by j1.
Remark 3.2.9. Let H ⊂ TR be a π-transversal distribution. A key property of J1HR
is that the differential of the projection pr : J1HR→ R is such that
θ ◦ dpr = θ ◦ θ(1).
Indeed, for X ∈ T πJ1HR this is trivially true since θ(1)(X) = dpr(X). For X ∈ H(1)j1xs
(i.e. θ(1)(X) = 0), with j1xs ∈ J1HR, one has that
dpr(X)− dxs(dπ(X)) = 0,
and therefore
θ(dpr(X)) = θ(dxs(dπ(X))) = 0.
3.2.2 The classical prolongation
The classical prolongation of H ⊂ TR is a Pfaffian bundle (under some smoothness
conditions) sitting above R, and may be thought as the complete infinitesimal data
of solutions of (R,H). See [27] for prolongations of PDE’s.
Definition 3.2.10. Let H ⊂ TR be a π-transversal distribution and let θ ∈ Ω1(R,E′)
be a regular one form.
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• The 1-curvature map c1 := c1(H) is the bundle map over R
c1 : J
1
HR −→ ∧2T ∗ ⊗ E, j1xs 7→ c(dxs(·), dxs(·)),
where c is the curvature map of H (definition 3.1.4). The classical prolonga-
tion space with respect to H, denoted by
PH(R) ⊂ J1HR ⊂ J1R,
is set to be ker c1. We say that PH(R) is smooth if it is a smooth submanifold
of J1R, and that is smoothly defined if, moreover, pr : PH(R) → R is a
surjective submersion.
• The 1-curvature map c1 := c1(θ) is the bundle map over R
c1 : J
1
θR −→ ∧2T ∗ ⊗ E, j1xs 7→ δθ(dxs(·), dxs(·)).
where δθ The classical prolongation space with respect to θ, denoted by
Pθ(R) ⊂ J1θR,
is set to be ker c1.
Remark 3.2.11. For a one form θ ∈ Ω1(R,E′), c1(θ) in definition 3.2.10 still makes
sense even though the objects under consideration are not necessarily smooth bundles.
Proposition 3.2.12. Let H ⊂ TR be a Pfaffian distribution and let θ := θH be its
associated Pfaffian form. Then the 1-curvature map c1(H) of H and the 1-curvature
map c1(θ) of θ coincide. Hence,
PH(R) = Pθ(R).
Moreover, if their classical prolongations are smooth, then
H(1) = ker θ(1),
where H(1) := C1 ∩ TPH(R) and θ(1) = θ1|Pθ(R).
Proof. From lemma 3.1.9 we have that J1θR = J
1
HR and c(H) = δθ. Therefore c1(θ) =
c1(H), which implies that PH(R) = Pθ(R). That H
(1) = ker θ(1) is a consequence of
remark 3.2.2.
Proposition 3.2.13. For a Pfaffian distribution H ⊂ TR the following are equiva-
lent:
1. H is involutive,
2. PH(R) = J
1
HR and ∂H vanishes.
Proof. Assume that PH(R) = J
1
HR, or equivalently c1 = 0, and that ∂H vanishes.
Now, for U, V ∈ Hp, let s ∈ Γ(A) be such that s(π(p)) = p and j1xs ∈ J1HR. Using
dxs we write
U = dxs(dπ(U)) + u, V = dxs(dπ(V )) + v,
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where u, v ∈ g are defined by u = U − dxs(dπ(U)) and v = V − dxs(dπ(V )). Hence
c(U, V ) =c(dxs(dπ(U)), dxs(dπ(V ))) + c(dxs(dπ(U)), v)
+ c(u, dxs(dπ(V ))) + c(u, v)
=c1(j
1
xs)(dπ(U), dπ(V ))− ∂H(v)(dπ(U)) + ∂H(u)(dπ(V ))
=0,
where we use the π-involutivity of H passing from the second to the third line. This
shows that c vanishes, and therefore H is involutive. Conversely, if H is involutive
then the map c is identically zero, and therefore c1 = 0 and ∂H = 0 by definition.
As for Ehresmann connections H ⊂ TR, one gets the following corollary.
Corollary 3.2.14. For any Ehresmann connection H,
1. pr : PH(R)→ R is injective, and
2. H is involutive if and only if pr : PH(R)→ R is a bijection.
Proof. Form corollary 3.2.3 one has that H is an Ehresmann connection if pr : J1HR→
R is a bijection. Since PH(R) is a subset of J
1
HR then the injective map pr : PH(R)→
R is a bijection if and only if J1H(R) = PH(R). Now we apply the previous proposition
in our case to have that H is involutive if and only if J1HR = PH(R) as ∂H is zero
(g = 0), i.e. if and only if pr : PH(R)→ R is a bijection.
Regarding smoothness of the partial prolongation PH(R) we have the following
two results:
Proposition 3.2.15. Let H ⊂ TR be a Pfaffian distribution. If PH(R) ⊂ J1R is
smoothly defined, then there is a commutative diagram over PH(R) with short exact
rows
0 // pr∗g(1)(R,H)
 _

// T πPH(R) _

dpr // T πR //
=

0
0 // T ∗ ⊗ T πR // T πJ1R dpr // T πR // 0.
(3.9)
In particular,
pr∗g(1)(R,H) ≃ T πPH(R) ∩ (T ∗ ⊗ T πR).
Proof. First of all, for σ = j1xs ∈ J1R, the inclusion
T ∗x ⊗ T πs(x)R →֒ T πσ J1R
is given by
φ : TxM → T vpR 7→
d
dt
(
dxs+ tφ : TxM → Ts(x)R
)
|t=0
∈ T πσ J1R.
So, if j1xs ∈ PH(R) ⊂ J1R and φ ∈ g(1)s(x), i.e.
dxs(TxM) ⊂ Hs(x) and c1(j1xs) = 0,
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and for every X,Y ∈ TxM
φ(TxM) ⊂ gs(x) and ∂H(φ(X))(Y )− ∂H(φ(Y ))(X) = 0,
then one has that for t ∈ R, dxs + tφ : TxM → Ts(x)R belongs to PH(R) since
(dxs+ tφ)(TxM) ⊂ Hs(x). In other words dxs+ tφ ∈ J1HR, and
c(dxs+ tφ(X), dxs+ tφ(Y )) = c(dxs(X), dxs(Y )) + c(φ(X), φ(Y ))
+c(dxs(X), φ(Y )) + c(φ(X), dxs(Y ))
= c1(j
1
xs)(X,Y ) + c(dxs(X), φ(Y ))
+c(φ(X), dxs(Y ))
= −∂H(φ(Y ))(X) + ∂H(φ(Y ))(X)
= 0,
where in the second equality we used that c(φ(X), φ(Y )) = 0 since g is involutive, and
in the third equality we used that c(dxs(X), φ(Y )) = −∂H(φ(Y ))(X) by definition of
∂H . Hence pr
∗g(1) ⊂ (T ∗M ⊗ T πR)|PH (R) ∩ T π(PH(R)).
To show the other inclusion, note that since pr : PH(R)→ R is a submersion then
(T ∗xM ⊗ T πs(x)R) ∩ T πσ (PH(R)) = ker(dσ(pr|PH (R))) = Tσpr−1|PH (R)(s(x))
So, an element of Tσpr
−1
|PH(R)
(s(x)) can be represented as the derivative of a path
Φ(t) : TxM → Ts(x)R
with the properties that Φ(0) = dxs and that for all t ∈ I
Φ(t)(TxM) ⊂ Hs(x) and c1(Φ(t)) = c(Φ(t)(·),Φ(t)(·)) = 0.
This implies that the image of Φ(t)− Φ(0) lies in gs(x), and also that
φ := Φ˙(0) : TxM → gs(x)
satisfies the equation
∂H(φ(X))(Y )− ∂H(φ(Y ))(X) = 0,
for any X,Y ∈ TxM , i.e. φ ∈ g(1). This last formula follows since c is a bilinear map
and therefore
0 =
d
dt
c(Φ(t)(X),Φ(t)(Y ))|t=0
= c(
d
dt
Φ(t)(X)|t=0,Φ(0)(Y )) + c(Φ(0)(X),
d
dt
Φ(t)(Y )|t=0)
= ∂H(φ(X))(Y )− ∂H(φ(Y ))(X).
But even more interestingly:
Proposition 3.2.16. Let H ⊂ TR be a Pfaffian distribution. Then the following
statements are equivalent:
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1. g(1)(R,H) is a smooth vector bundle over R and the map pr : PH(R) → R is
surjective,
2. PH(R) is smoothly defined.
Proof. We will prove that 1 implies 2. From lemma 3.2.1 one has that pr : J1HR→ R
is a fibered submanifold of pr : J1R→ R. Moreover, it is easy to check that the short
exact sequence (3.13) for k = 1 restricts to the short exact sequence over J1HR
0 −→ T ∗ ⊗ g −→ TJ1HR
dpr−→ TR −→ 0.
Now, PH(R) ⊂ J1HR is the kernel of the fiber bundle map over R,
c1 : J
1
HR −→ ∧2T ∗ ⊗ E, σ 7→ c(σ(·), σ(·)).
As in the proof of proposition 3.2.15 one can prove that
ker dσc1 ∩ kerdσpr = g(1)pr(σ)
for σ ∈ ker c1, and therefore c1 in this case is of constant rank as g(1) is of constant
rank by assumption. On the other hand, the surjectivity of pr : PH(R) → R implies
that z(R) ⊂ c1(J1HR), where z : R→ ∧2T ∗ ⊗E is the zero-section. We are left again
in the situation of a fibered bundle map c1 of constant rank of two fibered manifolds
a : X → Y over R with the property that z(X) ⊂ c1(X). We apply proposition 2.1
of [27] to ensure that kerz c1 is a fibered submanifold of X → R, which in our case
says that pr : PH(R)→ R is a smooth subbundle of pr : J1H(R)→ R.
Remark 3.2.17. By proposition 3.2.12, we have analogous versions of propositions
3.2.15 and 3.2.16 for the classical prolongation Pθ(R) of a Pfaffian form θ ∈ Ω1(M,E′).
Definition 3.2.18. Let H ⊂ TR be a distribution and let θ ∈ Ω1(R,E′) be a one
form, and assume that PH(R) and Pθ(R) are smoothly defined.
• The classical prolongation of (R,H) is PH(R) endowed with the Pfaffian
distribution
H(1) = C1 ∩ TPH(R),
where C1 ⊂ TJ1R is the Cartan distribution.
• The classical prolongation of (R, θ) is Pθ(R) endowed with the Pfaffian form
θ(1) := θ1|TPθ(R) ∈ Ω1(Pθ(R), T πR),
where θ1 ∈ Ω1(J1R, T πR) is the Cartan form.
Proposition 3.2.19. Let (R,H) be a Pfaffian bundle and suppose that PH(R) is
smoothly defined. Then,
pr : Sol(PH(R), H
(1)) −→ Sol(R,H)
is a bijection with inverse j1 : Sol(R,H)→ Sol(PH(R), H(1)).
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Proof. By example 3.1.12 and the definition of the classical prolongation, we have
that if ξ ∈ Sol(PH(R), H(1)), then ξ = j1s for some s ∈ Γ(R). Since for any x ∈ M ,
j1xs ∈ PH(R), then it follows that s ∈ Sol(R,H). On the other hand, if s ∈ Sol(R,H),
then it is easy to show that j1s ∈ Sol(PH(R), H(1))
Lemma 3.2.20. Let H ⊂ TR be a distribution and let θ ∈ Ω1(R,E′) be a one form.
If PH(R) is smoothly defined, then
π : (PH(R), H
(1)) −→M
is indeed a Pfaffian bundle. The same holds for (Pθ(R), θ
(1)) whenever Pθ(R) is
smoothly defined.
See [29] for similar results in the setting of partial differential equations.
Proof. By proposition 3.2.12 and proposition 3.2.12 it is enough to prove the result for
a π-transversal distribution H ⊂ TR. Let’s show that H(1) ⊂ TPH(R) has constant
rank equal to dimM + rkK(1), where K(1) is the vector bundle over PH(R) given by
the kernel of the point-wise surjective map
dpr : T πPH(R) −→ T πR. (3.10)
Let θ1 ∈ Ω1(J1R;T πR) be the Cartan form. Since H(1) = ker θ1|TPH (R), it’s enough
to show that θ(1) : TσPH(R) → T πpr(σ)R is surjective at every point σ ∈ PH(R).
For this, notice that the restriction θ(1) : T πσ PH(R) → T πpr(σ)R is equal to dpr :
T πσ PH(R) → T πpr(σ)R on the one hand, and on the other hand dpr : T πσ PH(R) →
T πpr(σ)R is surjective since pr : PH(R) → R is a surjective submersion and the com-
mutativity of the diagram
PH(R)
pr //
π
##●
●●
●●
●●
●
R
π
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
M.
This also shows that
dimH(1)σ = dimTσPH(R)− dimT πpr(σ)R
= dimM + dimT πσ PH(R)− dimT πpr(σ)R
= dimM + dimK(1)σ ,
where in the third equality we used the surjectivity of (3.10).
To show that H(1) is transversal to the fibers of π : PH(R)→M we see that
dim(H(1)σ + ker dσ(π|PH (R))) = dimH(1)σ + dimker dσ(π|PH (R))
− dim(H(1)σ ∩ ker dσ(π|PH (R)))
= dimM + dimK(1)σ + dimker dσ(π|PD(R))
− dimK(1)σ
= dimM + dimT πσ PH(R)
= dimTσPH(R),
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where in the second equality we used that
(H(1))π = H(1) ∩ ker d(π|PH (R)) = (C1)π ∩ T πPH(R)
= (T ∗ ⊗ T πR)|PH (R) ∩ T πPH(R) = K(1)
again by the surjectivity of (3.10). Now as (H(1))π is equal to (C1)
π ∩ T πPH(R),
and (C1)
π and T πPH(R) are both involutive, this implies that (H
(1))π is involutive.
Therefore π : (PH(R), H
(1))→M is a Pfaffian fibration.
Remark 3.2.21 (The key properties of (PH(R), H
(1))). Two remarkable properties
that the pair (H,H(1)), satisfies are the following:
1. The differential dpr : TPH(R)→ TR is such that
dpr(H(1)) ⊂ H.
2. For any X,Y ∈ H(1)σ ⊂ TσPH(R),
cH(dpr(X), dpr(Y )) = 0.
where cH is the Lie bracket modulo H .
Indeed, the first property was already shown for the partial prolongation (J1HR,H
(1)).
For the second property, take X,Y ∈ H(1)σ , i.e.
dpr(X) = σ(dπ(X)) and dpr(Y ) = σ(dπ(Y )),
and
cH(dpr(X), dpr(Y )) = cH(σ(dπ(X)), σ(dπ(Y ))) = 0.
Paraphrasing the above properties in the dual picture of a point-wise surjective
form θ ∈ Ω1(R,E′), one finds that the classical prolongation (Pθ(R), θ(1)) satisfies the
following:
1. The following diagram commutes:
TPθ(R)
dpr //
θ(1)

TR
θ

T πR
θ // E′.
2. For any X,Y ∈ ker θ(1)σ ,
δθ(dpr(X), dpr(Y )) = 0.
Remark 3.2.22. The previous properties can serve as an inspiration for introducing
the notions of morphism and abstract prolongations of Pfaffian bundles. We will do
this in the case of Pfaffian groupoids (see chapter 6).
94
Pfaffian bundles
For instance, the higher jet bundles JkR of a surjective submersion π : R → M ,
endowed with the Cartan distributions Ck ⊂ TJkR or rather with the Cartan forms
θk ∈ Ω1(JkR, T πJk−1R) (see example 3.1.12), are “compatible under prolongations”.
More precisely,
Proposition 3.2.23. For k ≥ 1 a natural number,
Pθk(J
kR) = PCk(J
kR) = Jk+1R ⊂ J1(JkR)
and
C
(1)
k = Ck+1, (θ
k)(1) = θk+1.
Proof. That Pθk(R) = J
k+1R ⊂ J1(JkR) its a well-known fact (see e.g [7, 40,
50]). That (θk)(1) = θk+1 is true since the restriction of the Cartan form θ ∈
Ω1(J1(JkR), T πJkR) to Jk+1R coincides precisely with θk+1.
3.3 Formal integrability of Pfaffian bundles
Throughout this subsection π : (R,H) → M is a Pfaffian bundle with symbol space
given by g, symbol map denoted by ∂H : g → T ∗ ⊗ E, and curvature map denoted
by c : H × H → E, where E := TR/H . In the rest of this section the equivalent
languages of Pfaffian distributions and Pfaffian forms will be used interchangeably
according to which suits our purposes better.
The reason to consider formally integrable Pfaffian bundles is that in some cases
(e.g. for analytic Pfaffian bundles) they have local solutions at any point of the base
manifold. This will be discussed later on in this subsection.
3.3.1 The classical prolongations of Pfaffian bundles
We now define the classical prolongations of a Pfaffian bundle π : (R,H) → M
inductively:
Definition 3.3.1. Let (R,H) be a Pfaffian bundle. We say that the classical k-
prolongation space P kH(R) is smooth if
1. (PH(R), H
(1)), . . . , (P k−1H (R), H
(k−1)) are smoothly defined, and
2. the classical prolongation space of (P k−1H (R), H
(k−1))
P kH(R) := PH(k−1) (P
k−1
H )
is smooth.
In this case, we define the k-prolongation of H:
H(k) := (H(k−1))(1) ⊂ TP kH(R).
We say that the classical prolongation space P kH(R) is smoothly defined if, more-
over,
pr : P kH(R)→ P k−1H (R)
95
Chapter 3
is a surjective submersion. In this case,
π : (P kH(R), H
(k)) −→M
(a Pfaffian bundle: see proposition 3.2.12) is called the classical k-prolongation of
(R,H).
Proposition 3.3.2. Let (R,H) be a Pfaffian bundle and suppose that P kH(R) is
smoothly defined. Then,
prk0 : Sol(P
k
H(R), H
(k)) −→ Sol(R,H)
is a bijection with inverse jk : Sol(R,H)→ Sol(P kH(R), H(k)).
Proof. Apply proposition 3.2.19 each time you prolong.
For now let us study the smoothness of the prolongations spaces as it is one of the
conditions on definition 3.3.7. The following proposition allows us to define higher
classical prolongations of (R,H) with no smoothness assumptions on the preceding
prolongation.
Proposition 3.3.3. Let (R,H) be a Pfaffian bundle and let k0 be an integer. If
the classical k0-prolongation space P
k0
H (R) is smoothly defined, then for any 0 ≤ k ≤
k0 + 1,
P kH(R) = J
k−1(PH(R)) ∩ JkR (3.11)
and H(k) is the intersection of the Cartan distribution Ck ⊂ TJkR with TP kH(R), the
tangent bundle of P kH(R).
Proof. For k = 2, we have that P 2H(R) is by definition the set of jets j
1
xs ∈ J1(PH(R)) ⊂
J1(J1(R)) such that
dxs(TxM) ⊂ H(1) and c1(H(1))(j1xs) = 0.
As H(1) ⊂ C1, then j1xs ∈ P 2H(R) if and only if j1xs ∈ J1(PH(R)) and
dxs(TxM) ⊂ C1 and c1(C1)(j1xs) = 0. (3.12)
By proposition 3.2.23, conditions (3.11) mean that j1xs ∈ J2R. In other words,
P 2H(R) = J
1(PH(R)) ∩ J2R
The reader may verify with an inductive argument that the equality (3.11) is valid
for k ≥ 2.
Now, the Cartan form θ1 ∈ Ω1(J1(Jk−1R), T πJk−1R) associated to the fiber
bundle π : Jk−1R→M , restricts to the sub-bundle JkR ⊂ J1(Jk−1R) to the Cartan
form θk ∈ Ω1(JkR, T πJk−1R), and therefore the associated Pfaffian form θ(k) of
P kH(R) is
θ1|J1(Pk−1
H
(R))∩JkR = θ
k|J1(Pk−1
H
(R))∩JkR = θ
k|Pk
H
(R).
Since H(k) is the kernel of θ(k), by the above equality it follows that H(k) = Ck ∩
TP kH(R).
96
Pfaffian bundles
For what follows let’s keep in mind the exact sequence of vector bundles over JkR
0 −→ SkT ∗ ⊗ T πR i−→ T πJkR dpr−→ T πJk−1R −→ 0. (3.13)
When working with the first jet J1R we may consider the elements of J1R as pairs
(p, σ), where p ∈ R and σ : Tπ(p)M → TpR is a splitting of dπ : TpR→ Tπ(p)M .
The next proposition puts together proposition 3.2.16 and proposition 3.2.12, and
explains the compatibility between higher prolongations. More precisely,
Proposition 3.3.4. The following statements are equivalent:
1. g(1)(R,H) is a smooth vector bundle over R and the map pr : PH(R) → R is
surjective,
2. PH(R) is smoothly defined.
Moreover, if either of the above two conditions holds, then
π : (PH(R), H
(1)) −→M
is a Pfaffian bundle, and the first classical prolongation space of (PH(R), H
(1)) is
equal to the classical 2-prolongation space of (R,H).
See again [29] for similar results in the setting of partial differential equations.
Proof. It remains to prove that the first prolongation of (PH(R), H
(1)) is equal to
the classical 2-prolongation of (R,H). One has that the first classical prolongation of
π : (PH(R), H
(1)) → M is the subset of J1(PH(R)) ⊂ J1(J1R), given by splittings
ξ : Tπ(σ)M → TσPH(R) ⊂ TσJ1R of dπ : TσPH(R)→ Tπ(σ)M such that
ξ(Tπ(ζ)M) ⊂ H(1) ⊂ C1 and c(ξ(X), ξ(Y )) = 0
for all X,Y ∈ Tπ1(σ)M , where c : H(1) × H(1) → TPH(R)/H(1) ≃ TJ1R/C1 is the
curvature of H(1), which coincides with the curvature of C1 restricted to H
(1). These
two conditions are equivalent to the fact that ξ is actually an element of J2R (see e.g
[7, 40, 50]). Therefore, the first classical prolongation of π : (PH(R), H
(1)) → M is
defined on
J1(PH(R)) ∩ J2R = P 2H(R).
For the next proposition we choose to define the classical prolongations spaces
of the Pfaffian bundle π : (R,H) → M by equation (3.11), where no smoothness
assumptions are needed. See also remark 3.1.5 for the definition of g(k).
Proposition 3.3.5. Let π : (R,H)→M be a Pfaffian bundle and let k be an integer.
If
1. P kH(R) is smoothly defined,
2. g(k+1)(R,H) is a vector bundle over R, and
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3. pr : P k+1H (R)→ P kH(R) is surjective for 0 ≤ k ≤ l,
then
1. P k+1H (R) is smoothly defined, and
2. the sequence (3.13) restricts to the short exact sequence
0 −→ pr∗g(k+1) −→ T πP k+1H (R)
dpr−→ T πP kH(R) −→ 0 (3.14)
of vector bundles over P k+1H (R) for any 0 ≤ k ≤ l.
Moreover, π : (P k+1H (R), H
(k+1)) → M is a Pfaffian bundle, and its classical l-
prolongation space is the same as the classical l + k-prolongation space of (R,H)
Proof. We proceed by induction. For k = 0, the conclusion holds by proposition
3.3.4. For l ≥ 1 we apply proposition 7.2 of [27] to the partial differential equation
R1 = PH(R) ⊂ J1R.
Remark 3.3.6. In proposition 3.3.5, the vector bundle pr∗g(k) over P kH(R) is equal
to the vertical part of H(k), i.e.
g(P kH(R), H
(k)) ≃ pr∗g(k).
This is clear since Cπk = S
kT ∗⊗T πR by example 3.1.12, and pr∗g(k) = SkT ∗⊗T πR∩
TP kH(R).
3.3.2 Formal integrability
Definition 3.3.7. The Pfaffian bundle (R,H) is called formally integrable if all
the classical prolongation spaces
PH(R), P
2
H(R), . . . , P
k
H(R), . . .
are smoothly defined.
The next corollary follows by the definitions and proposition 3.3.3, and is stated
here for future use.
Corollary 3.3.8. If π : (R,H)→M is a formally integrable Pfaffian bundle, then for
each k ≥ 0, pr : P k+1H (R)→ P kH(R) is a smooth fiber subbundle of pr : Jk+1R |PkH (R)→
P kH(R).
Hence, for a formally integrable Pfaffian bundle (R,H), we have a sequence of
Pfaffian bundles over M
· · · −→ (P kH(R), H(k))
pr−→ · · · −→ (PH(R), H(1)) pr−→ (R,H)
called the classical resolution of (R,H).
The following existence result in the analytic case shows the importance of formally
integrable Pfaffian bundles. See [29] for the same result in the setting of partial
differential equations.
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Theorem 3.3.9. Suppose that π : (R,H) → M is a formally integrable analytic
Pfaffian bundle. Then, given p ∈ P lH(R) with π(p) = x ∈M, there exists an analytic
solution s of π : (R,H)→M over a neighborhood of x such that jlxs = p.
Proof. We know that if (R,H) is formally integrable, then PH(R) ⊂ J1R is a formally
integrable differential equation in the sense of [27]. So, if PH(R) ⊂ J1R is an analytic
submanifold we can apply theorem 9.1 of [27] to PH(R) to obtain the result (since
any solution of the differential equation PH(R) is a solution of π : (R,H)→M). So,
we only need to check that PH(R) ⊂ J1R is an analytic submanifold. This follows
from the fact that PH(R) is the kernel of the analytic morphism
c1 : J
1
HR −→ HomR(∧2TM ;TR/H), j1xs 7→ c(dxs(·), dxs(·)),
and of course, J1HR is itself analytic as it is the kernel of the analytic morphism
J1R −→ HomR(TM ;TR/H), j1xs 7→ pr ◦ dxs : TxM → Ts(x)R/Hs(x).
One of the aims of this subsection is to prove following workable criteria for formal
integrability of Pfaffian bundles. This is a slight generalization of results in [29] in
the setting or partial differential equations.
Theorem 3.3.10. Let π : (R,H)→M be a Pfaffian bundle such that:
1. pr : PH(R)→ R is surjective,
2. g(1)(R,H) is a vector bundle over R, and
3. H2,l(g) = 0 for l ≥ 0.
Then, (R,H) is formally integrable.
In the previous theorem we are considering the ∂H -Spencer cohomology of g
(1).
See definition 1.1.9.
3.3.3 Higher curvatures
Now we concentrate on the proof of theorem 3.3.10; this will be achieved using induc-
tion. One of the main ingredients of the proof is given by proposition 3.3.5 together
with the following.
Proposition 3.3.11. Let (R,H) be a Pfaffian bundle and let k be an integer. If the
classical k-prolongation space P kH(F ) is smoothly defined, then there exists an exact
sequence of bundles over R:
P k+1H (R)
pr−→ P kH(R)
c¯k+1−−−→ H(2,k−1)(g).
In the previous proposition, by exactness of the non-linear sequence we mean that
Im (pr) = ker(c¯k+1),
where Z(c¯k+1) is the zero set of c¯k+1.
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Assume that for an integer k0, proposition 3.3.5 holds. Hence we have a sequence
of Pfaffian bundles
(P k0+1H (R), H
(k0+1))
pr−→ (P k0H (R), H(k0))
pr−→ · · · −→ (PH(R), H(1)) pr−→ (R,H)
each consecutive pair satisfying the properties 3.2.21.
We will construct, for each natural number 0 ≤ k ≤ k0 + 1, the (k + 1)-reduced
curvature map of π : (R,H)→M ,
c¯k+1 : P
k
H(R) −→ C2,k−1,
where C2,k−1 is the family of vector spaces over R
C2,k−1 :=
∧2T ∗ ⊗ g(k−1)
∂(T ∗ ⊗ g(k)) . (3.15)
Here we set P 0H(R) = R, P
−1
H (R) =M and g
(−1) = TR/H . The definition of reduced
curvature map is given in [29] in the setting of partial differential equation, from an
algebraic point of view. Similar results regarding them can be also found in [29].
We begin by constructing
c¯1 : R −→ C2,−1 = ∧
2T ∗ ⊗ TR/H
∂H(T ∗ ⊗ g)
using the bundle map over R
c1 : J
1
HR −→ ∧2T ∗ ⊗ TR/H, j1xs 7→ c(dxs(·), dxs(·))
whose kernel is precisely PH(R). Note that if j
1
xs, j
1
xα ∈ J1HR are such that s(x) =
u(x), then the image of the map Φ := dxs− dxu lies in g, and
c1(j
1
xs)(X,Y )− c1(j1xu)(X,Y ) = c(dxs(X), dxs(Y ))− c(dxu(X), dxu(Y ))
= c(dxs(X)− dxu(X), dxs(Y )) + c(dxu(X), dxs(Y )− dxu(Y ))
= ∂H(Φ(X))(Y )− ∂H(Φ(Y ))(X).
So the map
R ∋ s(x) 7→ c1(j1xs) mod ∂H(T ∗ ⊗ g) (3.16)
does not depend on the element j1xs ∈ J1HR.
Remark 3.3.12. Computing the vertical derivative of c1, i.e. the derivative of c1
restricted to T ∗ ⊗ g (see remark 3.2.2), we see that its value at Φ : Tπ(p)M → gp is
equal to ∂H(Φ).
Definition 3.3.13. Let π : (R,H) → M be a Pfaffian fibration. The 1-reduced
curvature map
c¯1 : R −→ C2,−1
is a well-defined map given by (3.16).
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Lemma 3.3.14. The sequence
PH(R)
pr−→ R c¯1−→ C2,−1
of bundles over R is exact.
Proof. If j1xs ∈ PH(R), of course c¯1(s(x)) = 0 as c1(j1xs) = 0. On the other hand, if
c¯1(s(x)) = 0 then there exists j
1
xs ∈ J1HR and Φ : TxM → gs(x) such that
c(dxs(X), dxs(Y )) = ∂H(Φ(X))(Y )− ∂H(Φ(Y ))(X)
= c(Φ(X), dxs(Y ))− c(Φ(Y ), dxs(X)).
Then, as g is involutive, σ = dxs − Φ : TxM → Ts(x)R belongs to PH(R) and
pr(σ) = s(x). This shows the exactness of the sequence.
For 0 ≤ k ≤ k0, the map
c¯k+1 : P
k(H) −→ C2,k−1
is the first reduced curvature map of (P kH(R)): we consider the curvature map over
P kH(R)
c1(H
(k)) : J1H(k) (P
k
H(R)) −→ ∧2T ∗ ⊗ T πP k−1H (R), (3.17)
where we are using the exact sequence (3.14) to identify T πP k−1H (R) with T
πP kH(R)/pr
∗g(k) =
TP kHR/H
(k).
Definition 3.3.15. For 1 ≤ k ≤ k0 + 1, we define the (k + 1)-reduced curvature
map
c¯k+1 : P
k
H(R) −→ C2,k−1
by
c¯k+1(s(x)) = c1(H
(k))(j1xs) mod ∂(T
∗ ⊗ g(k)),
where j1xs ∈ J1H(k) (P kH(R)).
The following lemma is immediate by construction:
Lemma 3.3.16. The sequence
P k+1H (R)
pr−→ P kH(R)
c¯k+1−→ C2,k−1
of bundles over R is exact.
Lemma 3.3.17. For 1 ≤ k ≤ l + 1, the image of c1(H(k)) lies in the family of
subspaces
ker
{
∂ : ∧2T ∗ ⊗ g(k−1) −→ ∧3T ∗ ⊗ g(k−2)
}
.
Hence, c¯k+1 takes values in
H2,k−1(g) :=
ker
{
∂ : ∧2T ∗ ⊗ g(k−1) → ∧3T ∗ ⊗ g(k−2)}
Im {∂ : T ∗ ⊗ g(k) → ∧2T ∗ ⊗ g(k−1)} .
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To prove the previous lemma we will need the following result which will be used
in other contexts:
Lemma 3.3.18. Let θ ∈ Ω1(R,E′) be a one form of constant rank and let p : P → R
be a submersion, then
δp∗θ = p∗δθ.
Explicitly, for any X,Y ∈ dp−1 ker θ,
δp∗θ(X,Y ) = δθ(dp(X), dp(Y )).
Proof. It is a straightforward computation using projectable vector fields.
Remark 3.3.19. For a distribution H ⊂ TR, the analogous version of lemma 3.3.18
says that for a submersion p : P → R,
cH(dp(X), dp(Y )) = cdp−1H(X,Y )
for X,Y ∈ dp−1H.
Proof of lemma 3.3.17. We will check the case k = 1. The case k > 1 follows by
an inductive argument. Consider θ ∈ Ω1(R, TR/H) and θ(1), the Cartan form on
PH(R). Let’s first see that for any j
1
xs ∈ J1H(1)(PH(R)) (i.e. dxs : TxM → Tb(x)PHR
has its image in H
(1)
b(x)), and any X,Y ∈ TxM ,
c1(H(k))(j1xs)(X,Y ) ∈ g.
Take X˜, Y˜ ∈ X(PHR) to be extensions of dxs(X) and dxs(Y ) respectively, then
θ(c1(H(k))(j1xs)(X,Y )) = θ(δθ
(1)(dxs(X), dxs(Y ))) = θ(θ
(1)[X˜, Y˜ ]) =
θ(dpr[X˜, Y˜ ]) = δpr∗θ(dxs(X), dxs(Y )) = δθ(dpr(dxs(X)), dpr(dxs(Y ))) = 0,
where we used the key property 1 of remark 3.2.21 in the third equality, and lemma
3.3.18 for the last equality.
To prove that ∂H(c1(j
1
xs))(X,Y, Z) = 0 for any X,Y, Z ∈ TxM , let X˜, Y˜ , Z˜ ∈
X(J1
H(1)
(PH(R))) be projectable vector fields along the submersion
pr ◦ pr1 : J1H(1)(PH(R)) −→ R
such that
X˜j1xs, Y˜j1xs, Z˜j1xs ∈ H
(2)
j1xs
,
dπ2(X˜j1xs) = X, dπ
2(Y˜j1xs) = Y and dπ
2(Z˜j1xs) = Z.
The first line means that
dpr1(X˜j1xs) = dxs(X), dpr
1(Y˜j1xs) = dxs(Y ) and dpr
1(Z˜j1xs) = dxs(Z).
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Therefore, for s˜ := pr(s(x)),
− ∂H(c1(j1xs)(Y, Z))(X) = δθ(dpr ◦ dpr1(X˜j1xs), δθ(1)(dxs(Y ), dxs(Z)))
= δθ(dpr ◦ dpr1(X˜j1xs), θ
(1)
s(x)(dpr
1[Y˜ , Z˜]))
= δθ(dpr ◦ dpr1(X˜j1xs), [dpr(dpr1(Y˜ )), dpr(dpr1(Z˜))]s˜ − dpr ◦ dxs(dπ1[Y˜ , Z˜])
= δθ(dpr ◦ dpr1(X˜j1xs), [dpr(dpr1(Y˜ )), dpr(dpr1(Z˜))]s˜)
− δθ(dpr ◦ dpr1(X˜j1xs), dpr ◦ dxs(dπ1[Y˜ , Z˜])
= δθ(dpr ◦ dpr1(X˜j1xs), ds(x)pr[dpr1(Y˜ ), dpr1(Z˜)]),
where in the passage to the last line we use the key property 2 for prolongations given
in remark 3.2.21. Using X˜, Y˜ , Z˜ for the computations we then have that
∂H(c1(j
1
xs))(X,Y, Z) = δθ(dpr ◦ dpr1(Z˜j1xs), [dpr(dpr1(X˜)), dpr(dpr1(Y˜ ))]s˜)
+ δθ(dpr ◦ dpr1(X˜j1xs), [dpr(dpr1(Y˜ )), dpr(dpr1(Z˜))]s˜)
+ δθ(dpr ◦ dpr1(Y˜j1xs), [dpr(dpr1(Z˜)), dpr(dpr1(X˜))]s˜)
is zero by the Jacobi identity.
Now we have all the ingredients to prove theorem 3.3.10. This proof is based on
the argument given in [27] for theorem 8.1.
Proof of theorem 3.3.10. H2,l = 0 for l ≥ 0 is equivalent to the fact that the sequences
in lemma 1.1.12 are exact. Since g(1) is a vector bundle, lemma 1.1.12 applies and
therefore g(l) is a vector bundle over R for l ≥ 1. We now proceed by induction on
l. Assume that for l ≥ 0, pr : Pm+1H (R)→ PmH (R) is surjective for 0 ≤ m ≤ l. Since
g(m+1) are vector bundles, we are under the hypothesis of proposition 3.3.5, and then
we can define the curvature map
c¯l+2 : P
l+1
H (R) −→ H2,l.
By lemma 3.3.16 for k = l, we get that
P l+2H (R)
pr−→ P l+1H (R)
c¯l+2−→ H2,l
is exact. By condition 3 in the statement of the theorem, we have that c¯l+2 is identi-
cally zero and therefore pr : P l+2H (R) −→ P l+1H (R) is surjective.
3.3.4 Abstract resolutions of Pfaffian bundles
Definition 3.3.20. Let π : (R,H)→M be a Pfaffian bundle. A standard resolu-
tion of (R,H) is a sequence {Rk | k ≥ 0} of fibered manifolds over M with R0 = R,
together with immersions ik : Rk → J1Rk−1 for k ≥ 0, with the following properties:
• The map i¯k : Rk → Rk−1 is a surjective submersion for k ≥ 0, where i¯k is the
composition
Rk
ik−→ J1Rk−1 pr−→ Rk−1.
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• i1(R1) ⊂ PH(R) and for k ≥ 1, ik+1(Rk+1) ⊂ P k+1H (R).
The following result is a consequence of the Cartan-Ka¨hler theorem and theorem
3.2 of [8], adapted to our setting of Pfaffian bundles, and will be of use for us in the
case of Pfaffian groupoids as we will see later on.
Theorem 3.3.21. Let π : (R,H) → M be an analytic Pfaffian bundle. If (R,H)
admits a standard resolution, then for every point p ∈ R there exists real analytic
solutions of (R,H) passing through p.
3.4 Linear Pfaffian bundles (= linear connections)
Linear Pfaffian bundles are Pfaffian bundles where all objects are linear. One of the
main advantages of linear Pfaffian bundles is that not only they are easier to handle,
but each of them is endowed with a relative connection canonically associated to the
linear distribution (or to the linear form), allowing us to apply the whole theory de-
veloped in chapter 2.
3.4.1 Definitions and basic properties
The aim of this section is to establish the usual duality between distributions and
forms in the linear case. We will prove:
Theorem 3.4.1. Let π : F → M and E′ → M be vector bundles. For any regular
linear 1-form θ ∈ Ω1(M,π∗E′)
Hθ := ker θ ⊂ TF
is a linear distribution. Conversely, any linear distribution arises in this way.
We start by explaining the definitions. Recall that the vector bundle structure of
π : F →M induces a vector bundle structure on dπ : TF → TM ; its structure maps
are the differentials of the structure maps of F .
Definition 3.4.2. A linear distribution H on F is any distribution H ⊂ TF which
is also a subbundle of TF → TM (with the same base TM).
Lemma 3.4.3. Linear distributions are Pfaffian distributions in the sense of defi-
nition 3.1.1. More precisely, if H ⊂ TF is linear then it is π-transversal and π-
involutive.
Proof. The fact that H is a subbundle of TF → TM implies that H is π-transversal.
To see this let’s first show that Hπ is of constant rank equal to rkH−dimM . Indeed,
as dz(TM) ⊂ H , where z : M → F is the zero-section, one has that
dimHπz(x) = rkH − n
is independent of the point x ∈M , where n = dimM . Moreover, for e ∈ Fx, the map
T πz(x)F ∋ U 7→ d(z(x),e)a(U, 0) ∈ T πe F
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is an isomorphism sending Hπz(x) onto H
π
e , where a : F ×M F → F is the addition and
0 ∈ Tz(x)F is the zero vector, since H is closed under the differential of the addition.
Thus, Hπ has constant rank. On the other hand,
dim(He + T
π
e F ) = dimHe + dimT
π
e F − dimHπe
= rkH + rkF − (rkH − n) = dim TeF,
which shows that H is transversal to the fibers of F . To show that H is π-involutive
notice that Γ(g) is generated as a C∞(F )-module by vector fields X ∈ Γ(g) of F ,
constant along the fibers of π. Since the Lie bracket of any such two vector fields
X and Y is zero (as they are tangent and constant along the fibers of π), then for
g, f ∈ C∞(F )
[gX, fY ] = gLX(f)Y − fLY (g)X ∈ Γ(g)
which completes the proof of our claim.
The linearity of H implies that the isomorphism of vector bundles T : T πF → π∗F
given by translation of vector tangent to the fibers of π induces an isomorphism
g(H) ≃ π∗g(H)|M ,
where g(H) = Hπ. Hence, T descends to the quotient to an isomorphism of TF/H ≃
T πF/Hπ with the pullback via π of the vector bundle over M given by
E := T πF/Hπ|M .
Therefore the associated Pfaffian form θH (see 3.3) becomes a one form with values
on the pullback bundle π∗E. In fact, θH is a regular linear form in the following sense:
Definition 3.4.4. Let E′ be a vector bundle over M . A linear form θ ∈ Ωk(F, π∗E′)
is a differential form such that
a∗θ = pr∗1θ + pr
∗
2θ,
where a, pr1, pr2 : F ×π F → F are the fiber-wise addition, the projection to the first
component and the projection to the second component respectively.
Remark 3.4.5. If we regard a one form θ ∈ Ω1(F, π∗E′) as a vector bundle map
θ : TF −→ E′ (3.18)
over the map π : F → M , saying that θ is linear is the same as requiring that
(3.18) is also a vector bundle map over TM →M , where the vector bundle structure
of dπ : TF → TM is the one given by the differentials of the structural maps of
the vector bundle π : F → E′. Note that for a linear form θ, θ(dz(X)) = 0 where
X ∈ X(M) and z : M → F is the zero section, as dz(X) = da(dz(X), dz(X)).
Proof of theorem 3.4.1. This fact follows from lemmas 6.1.13 and 6.1.14 regarding F
as a Lie groupoid with multiplication given by fiber-wise addition.
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3.4.2 Equivalence between linear Pfaffian bundles and relative
connections
Another point of view of linear Pfaffian bundles is that of relative connections. More
precisely,
Theorem 3.4.6. Let π : F → M and E → M be two vector bundle maps. There is
a one to one correspondence between
1. point-wise surjective linear one forms θ ∈ Ω1(F, π∗E), and
2. relative connections (D, l) : F → E
In this correspondence
D(s) = s∗θ and l(v) = θ(v) (3.19)
where s ∈ Γ(F ) and v ∈ Fx ≃ T πz(x)F .
Proof. As remarked in 4.1.2 a linear form θ is a multiplicative form on the Lie groupoid
F →M (multiplication here is given by fiber-wise addition) with values in the trivial
representation E of F . Applying theorem 4.3.1 we get a one to one correspondence
between linear one forms and E-valued Spencer operators of order 1. Note that in
this case the Lie algebroid of F →M is itself with trivial Lie bracket and zero anchor,
and therefore the Spencer operator associated to a regular linear one form is nothing
more than a relative connection. Formulas (3.19) follow from remark 3.4.5, equations
(4.6), and the fact that in this case
dφǫs(·) = da(dz(·), ǫds(·)),
as φǫs(x) = z(x) + ǫs(x).
An analogous result regarding multiplicative forms and relative connections is the
following:
Theorem 3.4.7. Let F → M be a vector bundle. There is a one to one correspon-
dence between
1. linear distributions H ⊂ TF ,
2. subbundles g ⊂ F together with connections relative to the quotient map F →
F/g.
In this correspondence, g is the symbol space of H and
DXs(x) = [X˜, s˜]x modH
π
z(x),
where X˜ ∈ Γ(H) ⊂ X(F ) is any vector field π-projectable to X and extending dz(X),
and s˜ ∈ Γ(T πF ) ⊂ X(F ) is the extension of s to the vector field constant on each
fiber of F .
The previous result is a special instance of theorem 6.1.23.
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Proof. We regard π : F →M as the Lie groupoid with source and target maps equal
to π, and multiplication given by fiberwise addition. In this case, the Lie algebroid of
F is π : F →M itself with trivial Lie bracket and zero anchor. In this sense, a linear
distribution H ⊂ TF is the same as a multiplicative distribution of the Lie groupoid
F in the sense of definition 6.1.1. Moreover, regarding F as the Lie algebroid with
trivial bracket and zero anchor, a Spencer operator on F relative to a subbundle g ⊂ F
in the sense of definition 5.1.1, is the same as a connection relative to the quotient
map F → F/g, since conditions (5.1) and (5.2) are trivially satisfied (“0 = 0”). In
this case, we see then that theorem 6.1.23 translates into corollary 3.4.7.
The next corollary shows us that the relative connection associated to a linear
distribution H is the equal to the one associated to θH .
Corollary 3.4.8. Let DH be the relative connection associated to H, and DθH the
relative connection associated to θH . Then
DH = DθH .
Proof. Let s ∈ Γ(F ). We must show that for any X ∈ X(M)
s∗θH(X) = [X˜, s˜]|M mod g
or in other words,
s∗θH(X) = θH([X˜, s˜]|M ), (3.20)
where X˜ ∈ Γ(H) ⊂ X(F ) is any vector field that is π-projectable to X and extending
dz(X), and s˜ ∈ Γ(T πF ) ⊂ X(F ) is the extension of s to the vector field constant on
each fiber of F . Equation (3.20) follows from lemma 6.1.27 in the following way: one
regards F as a Lie groupoid with multiplication given by the fiber-wise addition (and
with trivial representation on E), and therefore s˜ becomes a right invariant vector
field with flow equal to
ϕǫs˜ : F −→ F, ex 7→ ex + ǫs(x).
On the other hand X˜ ∈ ker θ, and therefore
s∗θH(X) =
d
dǫ
|ǫ=0(θH(dz(X)) + ǫθH(ds(X)))
=
d
dǫ
|ǫ=0θH(da(dz(X), ǫds(X))) = (LsθH)(dz(X))
= ([iX˜ , Ls]θH)|M = θH([X˜, s˜]|M ).
3.4.3 Equivalence between the theory of Linear Pfaffian bun-
dles and that of relative connections
Theorems 3.4.6 and 3.4.7 allow us to make an explicit connection between the theory
of relative connections (see chapter 2) and that of linear Pfaffian bundles. Here we
explain that the two theories are equivalent. First of all, one of the most relevant no-
tions of both theories is that of a solution; as expected the two notions coincide. More
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precisely, if the relative connection D, the linear 1-form θ and the linear distribution
H are all related by theorems 3.4.6 and 3.4.7, then
Sol(F,D) = Sol(F, θ) = Sol(F,H).
This is clear by definition 2.1.1. As a direct consequence we get that
J1HF = J
1
θF = J
1
DF.
See definition 2.2.10.
Example 3.4.9. For an integer k > 0, the associated relative connection associated
to the Cartan form θk ∈ Ω1(JkF, Jk−1F ), or equivalently to the Cartan distribution
Ck ⊂ JkF , is the classical Spencer operator
Dclas : Γ(JkF ) −→ Ω1(M,Jk−1F )
relative to the projection pr : JkF → Jk−1F . See subsection 6.1.16, where G = F is
interpreted as a Lie groupoid with multiplication given by fiber-wise addition and its
Lie algebroid is F with trivial Lie bracket and zero anchor.
From the previous example we have the following two results:
Proposition 3.4.10. Let H ⊂ TF be a linear distribution with D and θ the associated
relative connection and linear form respectively. Then
PD(F ) = Pθ(F ) = PH(F ). (3.21)
Moreover, if one of the previous spaces are smoothly defined then
H(1) := C1 ∩ TPH(F )
is a linear distribution with associated relative connection D(1) : Γ(PD(F ))→ Ω1(M,F )
and linear form θ(1) = θ1|Pθ(F ).
Proof. Equality (3.21) follows from the next lemma since PD(F ) = kerκD and
PH(F ) = Pθ(F ) = ker c1.
That θ(1) is linear follows from its definition. Since H(1) = ker θ(1), the linearity
of H(1) follows. As for the correspondence of H(1) with D(1), recall that D(1) is the
restriction to PD(F ) of the classical Spencer operator D
clas : Γ(J1F ) → Ω1(M,F ).
The correspondence then is clear from example 3.4.9.
Remark 3.4.11. As higher prolongations are defined inductively, the previous propo-
sition implies that the same holds for the k-classical prolongation of D, θ and H ,
whenever they are smooth. This is, under smoothness assumptions,
P kD(F ) = P
k
θ (F ) = P
k
H(F )
and the associated relative connection of H(k) (or rather of θ(k)) is D(k). See corollary
2.2.30.
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Lemma 3.4.12. The curvature map of θ (or rather of H)
c1(θ) : J
1
θF −→ π∗(∧2T ∗ ⊗ E)
coincides with the curvature map of D
κD : J
1
DF → ∧2T ∗ ⊗ E.
Explicitly, for any j1xs ∈ J1θF = J1DF, and X,Y ∈ TxM
c1(j
1
xs)(X,Y ) = κD(X,Y ) ∈ Ex.
Proof. This follows from lemma 2.2.29, as
d∇θ = δθ
when restricting d∇θ to the H , the kernel of θ.
Remark 3.4.13.
• The symbol map ∂H : g→ π∗(T ∗ ⊗ E) of H is the pullback of the symbol map
∂D : gM → T ∗ ⊗ E, i.e. for v ∈ gp = (gM )π(p) and X ∈ Tπ(p)M
∂H(v)(X) = ∂D(v)(X) ∈ Eπ(p).
This follows directly from the definition of ∂H , and the definition of D in terms
of H .
• We have isomorphisms of vector bundles over F
g(k)(F,H) ≃ π∗g(k)(F,D),
where g(k)(F,H) ⊂ π∗(SkT ∗ ⊗ E) and g(k)(F,D) ⊂ SkT ∗ ⊗ E are the k-
prolongation of the symbol maps ∂H and ∂D respectively.
• The pullback of the cohomology groups of the ∂D-Spencer cohomology are iso-
morphic as bundles over F with the ones of the ∂H - Spencer cohomology:
H(p,k)(g(F,H)) ≃ π∗H(p,k)(g(F,D)).
See definition 1.1.9
• From lemma 3.4.12 and remark 3.4.11 it follows that the higher curvatures of
D and H , whenever they are well-defined, are equal. That is
κk+1(D) = c¯k+1(H)
for κk+1(D) : P kD(R)→ C2,k−1 and c¯k+1(H) : P kH(R)→ C2,k−1. See definitions
2.2.49 and 3.3.15.
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3.5 Linearization along solutions
3.5.1 Linearization of distributions
Let π : R→M be a surjective submersion and let H ⊂ TR be a π-transversal distri-
bution with g := H ∩ T πR the symbol of H . See [22, 32] for related work.
Out of a solution σ : M → R of (R,H) one constructs a canonical linear Pfaffian
bundle over M , denoted by (Lσ(R), H
σ), in the following way. Let
Lσ(R) := σ
∗T πR
together with the connection
Dσ : Γ(Lσ(R)) −→ Ω1(M,Eσ)
relative to the projection map
pσ : Lσ(R) −→ σ∗(T πR/g) =: Eσ
given by the formula
DσX(s) := [X
σ, sσ]|σ(M) modH, (3.22)
where Xσ ∈ Γ(H) is any π-projectable vector field to X and extending dσ(X), and
sσ ∈ Γ(T πR) is any vertical extension of s ∈ Γ(Lσ(R)).
Definition 3.5.1. The linearization along σ is the relative connection (or the
associated linear Pfaffian bundle: see theorem 3.4.7)
(Dσ, pσ) : Lσ(R) −→ Eσ.
Lemma 3.5.2. The formula (3.22) is well-defined and it defines a connection relative
to the projection Lσ(R)→ Eσ.
Proof. Let’s first check that DσX(s) does not depend on the choice of s
σ ∈ Γ(T πR).
For this it suffices to verify that if s = 0, then DσX(s) = 0. Without loss of generality
let sσ ∈ Γ(T πR) be of the form
sσ = fβ
with β ∈ Γ(T πR) and f ∈ C∞(R) is such that f |σ(M) ≡ 0. Then,
[Xσ, fβ]|σ(M) = f |σ(M)[Xσ, β]|σ(M) + LXσ(f)|σ(M)β|σ(M)
= Ldσ(X)(f |σ(M))β|σ(M) = 0,
where in the last equation we used that Xσ|σ(M) = dσ(X) ∈ X(σ(M)).
Let’s now show that DσX(s) does not depend on X
σ. For this it is enough to check
DσX(s) = 0 whenever X = 0. Again, without loss of generality let X
σ be of the form
Xσ = fβ
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with β ∈ Γ(g) and f ∈ C∞(R) is such that f |σ(M) ≡ 0. Then,
[fβ, sσ]|σ(M) = f |σ(M)[β, sσ]|σ(M) − Lsσ (f)β|σ(M)
= −Lsσ(f)β|σ(M) = 0 modH.
To show that Dσ(s) is indeed a form (i.e. it is C∞(M)-linear) and that Dσ
satisfies the Leibniz identity relative the projection Lσ(R) → Eσ follows from the
Leibniz identity on vector field of R. This is left to the reader.
From the construction the symbol space gσ of D
σ (see definition 2.1.1) satisfies
the following properties.
Proposition 3.5.3. Let H ⊂ TR be a π-transversal distribution and let σ : M → R
be a solution of (R,H).
• The symbol space gσ of Dσ is given by the pullback
gσ = σ
∗g ≃ g|σ(M).
• If H is π-involutive, the symbol map ∂Dσ : gσ → T ∗ ⊗Eσ of Dσ is
∂Dσ = ∂H |σ(M),
where ∂H : g→ T ∗ ⊗ E is the symbol map of H.
• If H is π-involutive,
g(k)σ = σ
∗g(k),
where g
(k)
σ ⊂ SkT ∗ ⊗ Eσ and g(k) ⊂ π∗(SkT ∗) ⊗ E are the k-prolongations of
the symbol maps ∂Dσ and ∂H respectively.
Remark 3.5.4. One can define
Lξ(R,H)
for any ξ ∈ Γ(J1HR) so that for ξ = j1σ, σ ∈ Sol(R,H)
Lσ(R,H) = Lj1σ(R,H).
Many of the properties of Lσ(R,H) will extend to Lξ provided ξ ∈ Γ(J1HR). For the
precise definition, write σξ ∈ Γ(R) as the projection of ξ, so ξ is viewed as a map
ξx : TxM −→ Tσξ(x)R.
See remark 1.1.2. The condition that ξ ∈ Γ(J1HR) means that ξx takes values in
Hσξ(x). With this, D
ξ is defined exactly like before, just that, this time, Xξ ∈ Γ(H)
is required to extend ξ(X).
Conclusion: To compute g(k)(R,H)r, r ∈ R, choose any ξ ∈ J1HR around x := π(r),
with σξ(x) = r. Consider the linearization of (Lξ(R), D
ξ), and compute g(k)(Dξ)x.
The result is:
g(k)(Dξ)x = g
(k)(R,H)r.
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3.5.2 Heuristics of the linearization of one forms
Using one forms θ ∈ Ω1(R,E) we have an alternative description of the linearization
of (R, θ) along a solution σ ∈ Sol(R, θ), which will give us more insight into the lin-
earization along solutions and will allow us to treat the slightly more general case of
a non-surjective one form θ. We will give an idea of the procedure without proofs.
The infinite dimensional picture realizes Sol(R, θ) as zeros of a section:
• the base manifold is M = Γ(R),
• the vector bundle E over M has fiber over σ ∈ M:
Eσ := Ω1(M,σ∗E),
• the section
Eq :M−→ E , σ 7→ σ∗θ.
With this,
Sol(R, θ) := {σ : Eq(σ) = 0}.
So, naturally, the linearization of (R, θ) along a solution σ would be the usual vertical
differential of a section at a zero:
dvσEq : TσM−→ Eσ.
Now:
TσM≃ Γ(σ∗T πR). (3.23)
Hence, the linearization appears as an operator
dvσEq : Γ(σ
∗T πR) −→ Ω1(M,σ∗E)
which actually will be a relative connection on Lσ(R) := σ
∗T πR with values on
Eσ := σ∗E. For explicit formulas we have to be more precise with the identifications
(e.g. with (3.23)). First of all, a section s ∈ Γ(Lσ(R)) is given by the derivative at
t = 0 of a variation of σ. This is a family σt ∈ Γ(R) with the property that σ0 = σ
and such that for any x ∈M
d
dt
σt(x)|t=0 = s(x) ∈ T πσ(x)R.
The associated connectionDσ : Γ(Lσ(R))→ Ω1(M,Eσ) relative to the not necessarily
surjective vector bundle lσ : Lσ(R) → Eσ, Uσ(x) 7→ θσ(x)(U) is defined at DσX(s)(x)
by the projection to the second component of
d
dt
θ ◦ dxσt(X) ∈ Tz(σ(x))E ≃ Tσ(x)R⊕ Eσ(x). (3.24)
Note that in (3.24) we are using that σ is a solution of (R, θ) as θ ◦dσ = z, z : R→ E
being the zero-section of E.
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To see some properties of this construction let’s examine it further. The derivative
at t = 0 of the variation
j1σt :M −→ J1R
of j1σ ∈ Sol(J1R, θ1), where θ1 is the Cartan form is, by construction, a section φ :
M → Lj1σ(J1R) of the vector bundle overM given by Lj1σ(J1R) := (j1σ)∗T π(J1R).
The section φ can be identified with the first jet of the section
d
dt
σt|t=0 :M −→ Lσ(R).
Hence, we have an identification
Lj1σ(J
1R) ≃ J1(Lσ(R)) (3.25)
of vector bundles over M . Moreover, under this identification, one has:
• The linearization along j1σ of the bundle map over R
J1R −→ T ∗ ⊗ E, j1xb 7→ θ ◦ dxb
is equal to the vector bundle map over M given by
J1(Lσ(R)) −→ T ∗ ⊗ Eσ, j1xs 7→ Dσ(s)(x).
• The partial prolongation J1Dσ (Lσ(R)) of (Lσ(R), Dσ) has the property that
J1Dσ (Lσ(R)) ≃ Lj1σ(J1θR).
• The curvature map of Dσ
κDσ : J
1
Dσ (Lσ(R)) −→ ∧2T ∗ ⊗ Eσ
is equal to the linearization along j1σ of the curvature map
c1(θ) : J
1
θR −→ ∧2T ∗ ⊗ E.
• The relative connection Dj1σ obtained by the linearization of θ1 along j1σ is
such that
Dj
1σ = Dclas,
whereDclas : Γ(J1(Lσ(R)))→ Ω1(M,Lσ(R)) is the Spencer operator associated
to the vector bundle Lσ(R)→M (see definition 2.2).
From the previous discussion we want to state the following lemma, again without
proof.
Lemma 3.5.5. Let θ ∈ Ω1(R,E) be a one form and let σ ∈ Γ(R) be a solution of
(R, θ). The identification (3.25) restricts to an identification
PDσ (Lσ(R)) ≃ Lj1σ(Pθ(R))
of vector bundles over M . Moreover, if these spaces are smooth then
D(1) = Dj
1σ,
where D(1) : Γ(PDσ (Lσ(R)))→ Ω1(M,Lσ(R)) is the restriction of the Spencer opera-
tor associated to Lσ(R), and D
j1σ : Γ(Lj1σ(Pθ(R)))→ (M,Lσ(R)) is the linearization
along j1σ of θ(1) ∈ Ω1(Pθ(R), T πR).
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The integrability theorem for
multiplicative forms
In the process of understanding Pfaffian bundles in the setting of Lie groupoids, we
are brought back to the question of understanding the linearization of multiplica-
tive forms with coefficients and the corresponding integrability problem. We prove
an integrability result, in the spirit of Lie, which allows us to pass from the (more
interesting) global picture to the (easier-to-handle) linear picture. As an outcome
we find that the associated infinitesimal data are certain “connection-like operators”,
which we call ‘Spencer operators’, and which are the analogue of relative connections
in the context of Lie algebroids. The main example is the classical Cartan system
(see example 1.2.10) on the groupoids of jets of diffeomorphisms [11, 44, 30, 51]. On
the infinitesimal side we recover the classical Spencer operator [57, 42, 29, 30]. See
subsection 1.1.4. Hence, using Lie groupoids, we learn that the classical Cartan forms
and the classical Spencer operators are the same thing, modulo the Lie functor.
Working with forms of arbitrary degree is natural from Cartan’s point of view (ex-
terior differential systems). However, the main reason for us to allow general forms
is the fact that multiplicative 2-forms are central to Poisson and related geometries.
Moreover, while multiplicative 2-forms with trivial coefficients (!) are well under-
stood, the question of passing from trivial to arbitrary coefficients has been around
for a while. Surprisingly enough, even the statement of an integrability theorem for
multiplicative forms with non-trivial coefficients was completely unclear. This shows,
we believe, that even the case of trivial coefficients was still hiding phenomena that
we did not understand. The fact that our work related to Pfaffian groupoids clarifies
this point came as a nice surprise to us and, looking back, we can now say what was
missing from the existing picture in multiplicative 2-forms: Spencer operators.
And here are a few connections with the existing literature. On one hand, there
is the literature related to Poisson geometry. Symplectic groupoids were discovered
as the global counterparts to Poisson manifolds, thought of as infinitesimal (i.e. Lie
algebroids) objects [63], while Ping Xu realised the relevance of the multiplicativ-
ity condition [65]. Multiplicative 0-forms (1-cocycles) were studied in the context of
quantization [64] (see also our subsection 4.3.1). Motivated by Dirac geometry and
the theory of Lie group-valued moment maps, the case of closed multiplicative 2-forms
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was analyzed in [10]. The case of multiplicative 1-forms (not necessarily closed) ap-
peared in [18] in the context of pre-quantization. General multiplicative forms, i.e.
which are not necessarily closed and are of arbitrary degree (but still with trivial
coefficients!) were understood in [9, 3].
The work in this chapter is largely based on the preprint [17].
4.1 Multiplicative forms of degree k
Definition 4.1.1. Given a Lie groupoid G and a representation E of G, an E-valued
multiplicative k-form on G is any form θ ∈ Ωk(G, t∗E) satisfying
(m∗θ)(g,h) = pr
∗
1θ + g · (pr∗2θ) (4.1)
for all (g, h) ∈ G2, where pr1, pr2 : G2 → G denote the canonical projections.
See subsection 1.2.1 for the definition of representation.
Example 4.1.2 (Linear forms; the classical linear Cartan form). A vector bundle
π : F → M can be seen as a Lie groupoid with multiplication given by fiberwise
addition (a bundle of abelian groups). In this case, any vector bundle E over M can
be seen as a trivial representation of F (e · f = f). In this case, a multiplicative form
θ ∈ Ωk(F, π∗E) is called a linear form (see definition 3.4.4). Thus, if a : F ×π F → F
denotes the addition of F , then θ is linear if and only if
a∗θ = pr∗1θ + pr
∗
2θ.
An example is the linear Cartan 1-form associated to a vector bundle E,
θ ∈ Ω1(J1E,E).
Here F = J1E → M is the first jet bundle of E. The 1-form θ is the Cartan form
given in 1.1.3 taking R = E a vector bundle, and using the canonical identification of
T πE with E.
An important examples are classical Cartan forms on jet groupoids. However,
they will be treated separately in chapter 6.
Example 4.1.3 (Cohomologically trivial forms). Any form ω ∈ Ωk(M,E) induces a
multiplicative form δ(ω) ∈ Ωk(G, t∗E):
δ(ω)g = g · s∗ω − t∗ω.
Forms of this type will be called cohomologically trivial (for indications of the termi-
nology, see also subsection 4.3.1).
Note that the classical Cartan form θ ∈ Ω1(Π1(M), TM) is of this type: it is
δ(ι), where ι ∈ Ω1(M,TM) is the identity of TM . For higher jets however, θ ∈
Ωk(Πk(M), Jk−1TM) is not cohomologically trivial.
Remark 4.1.4 (Multiplicativity and bisections). Here is a point which, at least
implicitly, is at the heart of our approach to multiplicative forms: recall form definition
1.2.2 that the set of bisections Bis(G) forms a group.
Given a multiplicative form θ ∈ Ωk(G, t∗E), one can talk about θ-holonomic bi-
sections of G, i.e. those with the property that b∗θ = 0. The multiplicativity of θ
ensures that the set Bis(G, θ) of θ-holonomic bisections is a subgroup of Bis(G).
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4.2 Spencer operators of degree k
Passing to the infinitesimal side, let E be a representation of a Lie algebroid A with
A-connection
∇ : Γ(A)× Γ(E) −→ Γ(E).
See subsection 1.2.2. Each α ∈ Γ(A) induces a Lie derivative operator Lα acting on
Ωk(M,E), which acts as Lρ(α) on forms and as ∇α on Γ(E):
(Lαω)(X1, . . . , Xk) = ∇α(ω(X1, . . . , Xk))−
∑
i
ω(X1, . . . , [ρ(α), Xi], . . . , Xk).
Definition 4.2.1. Given a Lie algebroid A over M and a representation E of A, an
E-valued k-Spencer operator on A is a linear operator
D : Γ(A) −→ Ωk(M,E)
together with a vector bundle map
l : A −→ ∧k−1T ∗M ⊗ E,
called the symbol of the Spencer operator, satisfying the Leibniz identity
D(fα) = fD(α) + df ∧ l(α), (4.2)
and the compatibility conditions:
D([α, β]) = LαD(β) − LβD(α) (4.3)
l([α, β]) = Lαl(β)− iρ(β)D(α) (4.4)
iρ(α)l(β) = −iρ(β)l(α), (4.5)
for all α, β ∈ Γ(A), and f ∈ C∞(M).
Remark 4.2.2. When we are not in the “special case” k = dim(M) + 1, the entire
information is contained in D and we only have to require (4.3) and (4.5). Indeed, in
this case l will be unique and (4.4) follows from (4.3) and Leibniz identities (plug in
the first equation fβ instead of β and expand using Leibniz). The fact that one has
to adopt the previous definition so that it includes the “special case” k = dim(M)+1
is unfortunate because this case is not important for our main motivating purpose
(when k = 1). Keeping all these in mind, we will simply say that D is a Spencer
operator and that l is the symbol of D.
Again, a large class of examples is the classical Spencer operator on the k-jet
bundles of a vector bundle. This was treated in example 2.1.7.
Remark 4.2.3. Note that a general E-valued Spencer operator of degree 1 as in the
previous definition can be encoded/interpreted in a vector bundle map
jD : A −→ J1E.
in the same way as in remark 2.1.2.
Again, D itself can be recovered as the composition Dclas ◦ jD. For the classical
Spencer operator, it corresponds to jDclas = Id.
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Example 4.2.4. Here is the infinitesimal analogue of the cohomologically trivial
forms of example 4.1.3: for any algebroid A and any representation E of A, any form
ω ∈ Ωk(M,E) induces an E-valued Spencer operator by
D(α) = Lαω, l(α) = iρ(α)ω.
4.3 The integrability theorem for multiplicative forms;
Theorem 1
Theorem 4.3.1. Let E be a representation of a Lie groupoid G and let A be the Lie
algebroid of G. Then any multiplicative form θ ∈ Ωk(G, t∗E) induces an E-valued
Spencer operator Dθ of order k on A, given by


Dθ(α)x(X1, . . . , Xk) =
d
dǫ
∣∣∣
ǫ=0
φ
ǫ
α(x)
−1
· θ((dφǫα)x(X1), . . . , (dφ
ǫ
α)x(Xk)),
lθ(α) = u
∗(iαθ).
(4.6)
where φǫα : M → R is the flow of α (see remark 1.2.22).
If G is s-simply connected, then this construction defines a 1-1 correspondence
between E-valued k-forms on G and E-valued k-Spencer operators on A.
Remark 4.3.2. Let us look again at the case when A = F is a Lie algebroid with
trivial bracket and anchor; then theorem 4.3.1 gives a one-to-one correspondence
between linear forms θ ∈ Ωk(F, π∗E) and operators D : Γ(F ) → Ωk(M,E), with a
symbol map l : F → ∧k−1T ∗M ⊗ E, satisfying Leibniz (all compatibility conditions
are automatically satisfied).
This actually indicates a possible strategy, in the spirit of [9], but which we will
not follow here, to prove theorem 4.3.1: given θ ∈ Ωk(G, t∗E), first “linearize” θ
to a linear form θ0 ∈ Ωk(A, t∗E) then consider the associated Spencer operator D,
carefully book-keeping all the equations involved.
4.3.1 The case k = 0: 1-cocycles and the van Est map
Another interesting case of the main theorem is k = 0, when we recover the van
Est map relating differentiable and algebroid cohomology [64, 15], in degree 1. Since
this case will be used later on and also in order to fix the terminology, we discuss
it separately here. In particular, we will provide a simple direct argument, based on
Lie’s II theorem [49, 46] which says that, if G is s-simply connected and H is any
Lie groupoid, then for any Lie algebroid morphism ϕ : A(G) → A(H), there exists a
unique Lie groupoid morphisms Φ : G → H such that ϕ = dΦ|A(G).
Let G be a Lie groupoid over M , and E representation of G. We will denote by
G(p) the space of strings of p composable arrows on G, and by t : G(p) →M the map
which associates to (g1, . . . , gp) the point t(g1). A differentiable p-cochain on G with
values in E is a smooth section c : G(p) → t∗E. We denote the space of all such
cochains by Cp(G, E). The differential δ : Cp(G, E)→ Cp+1(G, E) is
δc(g1, . . . , gp+1) = g1c(g2, . . . , gp+1)+
+
p∑
i=1
(−1)ic(g1, . . . , gigi+1, . . . , gp+1) + (−1)p+1c(g1, . . . , cp).
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For each p we consider the space of p-cocycles
Zp(G, E) = ker(δ : Cp(G, E)→ Cp+1(G, E)).
We recognize multiplicative forms c ∈ Ω0(G, E) as elements of Z1(G,E).
At the infinitesimal level, given a representation ∇ of A on E, one defines the
de Rham cohomology of A with coefficients in E as the cohomology of the complex
(C∗(A,E), d), where Cp(A,E) = Γ(∧pA∗ ⊗ E) and
dω(α0, . . . , αp) =
∑
i
(−1)i∇αiω(α0, . . . , α̂i, . . . , αp)+
+
∑
i<j
(−1)i+jω([αi, αj ], α0, . . . , α̂i, . . . , α̂j , . . . , αp).
As above, the space of p-cocycles is denoted by Zp(A,E) and we recognize the E-
valued 0-Spencer operators as 1-cocycles on A with values in E.
The van Est map is a map of cochain complexes
ϑ : C∗(G, E) −→ C∗(A,E),
which induces an isomorphism in cohomology under certain connectedness conditions
on the s-fibers [64, 15]. We will concentrate on degree 1. In this case, for c ∈ C1(G, A),
ϑ(c) is given by:
ϑx(c)(α) =
d
dǫ
∣∣
ǫ=0
g−1ǫ c(gǫ),
where α ∈ Ax, and gǫ is any curve in s−1(x) such that g0 = 1x, ddǫ
∣∣
ǫ=0
gǫ = α. Using
gǫ = φ
ǫ
α(x), we recognize our formula for the Spencer operator from theorem 4.3.1.
Hence our main theorem gives:
Proposition 4.3.3. If G is s-simply connected, then the Van Est map induces an
isomorphism
ϑ : Z1(G, E) −→ Ω1cl(A,E),
where Ω1cl(A,E) denotes the closed elements of Ω
1(A,E).
Proof. Consider the semi-direct product G ⋉E ⇒M , whose space of arrows consists
of pairs (g, v) ∈ G × E with t(g) = π(v) and
s(g, v) = s(g), t(g, v) = t(g) = π(v), (g, v)(h,w) = (gh, v + gw).
The fact that c ∈ Z1(G, E) is a cocycle condition is equivalent to the fact that
c˜ := (Id, c) : G −→ G ⋉ E
is a morphism of groupoids. The Lie algebroid of G ⋉ E is A⋉ E = A⊕ E with
ρ(α, s) = ρ(α), and [(α, s), (α˜, s′)] = ([α, α˜],∇αs′ −∇α˜s).
As before, ω ∈ C1(A,E) is a cocycle if and only if ω˜ := (Id, ω) : A −→ A⋉E is a Lie
algebroid morphism. It is easy to see that, for c ∈ Z1(G, E), the Lie functor applied
to c˜ is ϑ˜(c); hence the result follows from Lie II.
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Remark 4.3.4. Sometimes it is more natural to consider cochains along s, i.e.
sections of the pull-back of E via s : G(p) →M , (g1, . . . , gp) 7→ s(gp). In degree 1 one
deals with c ∈ Γ(G, s∗E) and the cocycle condition becomes
c(gh) = h−1 · c(g) + c(h).
Of course, one can just pass to cocycles in the previous sense by considering
c(g) = g−1 · c(g).
Note that the associated algebroid cocycle is simply ϑ(c)(αx) = (dc)x(αx).
Remark 4.3.5 (cocycles as representations). Yet another interpretation of 1-cocycles
is obtained when E = R is the trivial representation of G (and of A). On the groupoid
side, any 1-cocycle c ∈ C1(G) induces a representation, denoted Rc, of G on the trivial
line bundle:
g · t := ec(g)t.
When the s-fibers of G are connected, it is not difficult to see that this gives a 1-1
correspondence. Similarly, one has a 1-1 correspondence between 1-cocycles on A and
structures of representations of A on the trivial line bundle; given a ∈ Z1(A), the
corresponding representation, denoted Ra, is determined by
∇α(1) = a(α).
It is clear that, in this case, the van Est map (and proposition 4.3.3) becomes the
Lie functor between representations of G and those of A.
For later use, we give the following:
Proposition 4.3.6. Let v ∈ TgG be a vector tangent to the t-fiber of G, and let
c ∈ Z1(G, E) be a cocycle. Then
dgc(v) = g · ds(g)c(dgLg−1v).
Proof. Let γ : I → G be a curve in the t-fiber through g whose velocity at ǫ = 0 is v.
Since c is a cocycle, it follows that
c(g−1 · γ(ǫ)) = g−1 · c(γ(ǫ)) + c(g−1),
for all ǫ ∈ I. Finally, one differentiates w.r.t. ǫ.
4.3.2 Example: trivial coefficients
Another interesting case of the main theorem is when E is the trivial representation.
This case was well studied because of its relevance to Poisson geometry. Our Theorem
4.3.1 recovers the most general results in this context. The key remark is that, when
E = R with the trivial action, any bundle map l : A→ ∧k−1T ∗M is canonically the
symbol of a E-Spencer operator, namely α 7→ d(l(α)). We see that any E-Spencer
operator can be decomposed as
D(α) = ν(α) + d(l(α)),
where, this time, ν is tensorial. Rewriting everything in terms of ν and α we obtain
the result of [3, 9]:
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Proposition 4.3.7. Let G be an s-simply connected Lie groupoid with Lie algebroid
A. Then there is a one-to-one correspondence between multiplicative forms θ ∈ Ωk(G)
and pairs (ν, l) consisting of vector bundle maps{
ν : A −→ ∧kT ∗M
l : A −→ ∧k−1T ∗M (4.7)
satisfying 
ν([α, β]) = Lρ(α)ν(β) − iρ(β)dν(α)
iρ(β)ν(α) = Lρ(α)l(β)− iρ(β)dl(α)− l([α, β])
iρ(α)l(β) = −iρ(β)l(α),
(4.8)
for all α, β ∈ Γ(A). The correspondence θ 7→ (νθ, lθ) is given explicitly by
νθ(α) = u
∗(iαdθ), lθ(α) = u
∗(iαθ).
For φ ∈ Ωk+1(M), the cohomologically trivial form δ(φ) = s∗φ − t∗φ gives (see
examples 4.1.3 and 4.2.4)
νδ(φ)(α) = −iρ(α)(dφ), lδ(B)(φ) = −iρ(α)(φ),
hence one obtains an infinitesimal characterization for cohomological triviality.
Note that in the case of trivial coefficients it makes sense to talk about the DeRham
differential of a multiplicative form (itself multiplicative). From the last formulas in
the proposition, we have:
νdθ = 0, ldθ = νθ,
hence one immediately obtains infinitesimal characterizations of multiplicative forms
which are closed. More generally, given φ ∈ Ωk+1(M) closed, one says that θ ∈ Ωk(G)
is φ-closed if dθ = s∗φ − t∗φ. One obtains for instance the following, which when
k = 2 gives the main result of [10].
Corollary 4.3.8. Assume that G is s-simply connected, φ ∈ Ωk+1(M) closed. Then
there is a bijection between φ-closed, multiplicative θ ∈ Ωk(G) and
l : A −→ Λk−1T ∗M
which are vector bundle maps satisfying{
l([α, β]) = Lρ(α)l(β)− iρ(β)dl(α) + iρ(α)∧ρ(β)(B)
iρ(α)l(β) = −iρ(β)l(α).
Example 4.3.9. We briefly recall here the Poisson case. Let (M,π) be a Poisson
manifold and let A = T ∗M be endowed with the induced algebroid structure (see
e.g. [23]), which is assumed to come from an s-simply connected Lie groupoid Σ.
Then proposition 4.3.7 can be applied to k = 2, φ = 0 and l = IdT∗M ; this gives
rise to ω ∈ Ω2(Σ) closed and multiplicative, and also non-degenerate (because l is an
isomorphism), making Σ into a symplectic groupoid.
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4.3.3 Proof of Theorem 4.3.1
Rough idea and some heuristics behind the proof
Let us briefly indicate the intuition behind our approach (the pseudogroup point of
view). The main idea is to reinterpret θ in terms of bisections: it gives rise to (and is
determined by) a family of k-forms {θb : b ∈ Bis(G)}; here θb ∈ Ωk(M,E) is obtained
by pull-backing θ to M via b and using the action of G on E. In other words, θ is
encoded in the map
Θ : Bis(G) −→ Ωk(M,E), b 7→ θb;
the multiplicativity of θ translates into a cocycle condition for Θ on the group Bis(G).
Hence, morally (because we are in infinite dimensions), the infinitesimal counterpart
of θ is encoded in the linearization ϑ(Θ) of Θ (as in subsection 4.3.1). While Γ(A)
plays the role of the Lie algebra of Bis(G) (cf. Remark 1.2.22), one arrives at ϑ(Θ) = D
given in the theorem. However, to prove the theorem, we have to avoid the infinite
dimensional problem and work (still in the spirit of Lie pseudogroups) with jet spaces:
since Θ depends only on first order jets of bisections, it can be reinterpreted as a finite
dimensional object- a map
c : J1G −→ Hom(∧kTM,E),
which is a 1-cocycle for the groupoid J1G. Hence, instead of applying the integration
of cocycles (as in Proposition 4.3.3) to the infinite dimensional Bis(G), we will apply
it to the groupoid J1G. Here one encounters a small technical problem: J1G may
have s-fibers which are not simply connected (not even connected), so we will have
to pass to the closely related groupoid J˜1G, which has the same Lie algebroid J1A,
but which is s-simply connected:
c˜ : J˜1G −→ Hom(∧kTM,E).
Then one has to concentrate on the linearization cocycle
η : J1A −→ Hom(∧kTM,E),
which, together with the decomposition (1.2) in mind, is precisely the pair (D, l)
consisting of the Spencer operator and its symbol. The rest is about working out the
details and finding out the precise equations that c and η have to satisfy.
Throughout this section, G denotes a Lie groupoid over M , E is a representation
of G, J1G denotes the Lie groupoid of 1-jets of bisections of G. Each one of the next
subsections is devoted to one of the 1-1 correspondences
θ ←→ c←→ c˜←→ η.
From multiplicative forms to differentiable cocycles
Recall that λ : J1G → GL(TM) denotes the canonical representation of J1G on
TM and Ad : J1G → GL(A) denotes the adjoint representation of J1G on the Lie
algebroid A of G (see subsection 1.3.1). Combining these two actions,
Hom(∧kTM,E)
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becomes a representation of J1G. Using notation from subsection 4.3.1, we will de-
noted the associated space of 1-cocycles by
Z1(J1G,Hom(∧kTM,E)).
Moreover, as in remark 1.3.3, we will view the elements of J1G as splittings σg :
Ts(g) → TgG of ds. In particular, for σg, σ′g ∈ J1G sitting above the same g ∈ G,
σg − σ′g takes values in Ker(ds)g; identifying the last space with At(g), we consider
the resulting map
σg ⊖ σ′g := Rg−1 ◦ (σg − σ′g) : Ts(g)M −→ At(g).
Proposition 4.3.10. There is a one-to-one correspondence between multiplicative
k-forms θ ∈ Ωk(G, t∗E), and pairs (c, l) with{
c ∈ Z1(J1G,Hom(∧kTM,E))
l : A −→ Hom(∧k−1TM,E)
satisfying the following equations:
c(σg)(λσgv1, . . . , λσgvk)− c(σ′g)(λσ′gv1, . . . , λσ′gvk) =
=
k∑
i=1
(−1)i+1l((σg ⊖ σ′g)(vi))(λσgv1, . . . , λσgvi−1, λσ′gvi+1, . . . , λσ′gvk),
(4.9)
iρ(α)l(β) = −iρ(β)l(α), (4.10)
l(Ad σgα)(λσgv1, . . . , λσgvk−1)− g · l(α)(v1, . . . , vk−1) =
= c(σg)(λσgρ(α), λσgv1, . . . , λσgvk−1),
(4.11)
for all splittings σg, σ
′
g ∈ J1G, v1, . . . , vk ∈ TxM , and α, β ∈ Ax, where x = s(g).
For the proof of the proposition we will need the following lemma:
Lemma 4.3.11. For any multiplicative form θ ∈ Ωk(G, t∗E), and any αg ∈ kerdgs,
we have that
θg(αg, X1, . . . , Xk−1) = θt(g)(αt(g), dgt(X1), . . . , dgt(Xk−1)), (4.12)
for all X1, . . . , Xk−1 ∈ TgG, where αt(g) = Rg−1(αg).
Proof. Notice that we can express αg and Xi as
αg = dt(g)Rg(αt(g)) = d(t(g),g)m(αt(g), 0g), Xi = d(t(g),g)m(dgt(Xi), Xi).
Equation (4.12) then follows from the multiplicativity equation (4.1) on the vectors
(tangent to G2) (αt(g), 0g), (dgt(X1), X1), . . ..
Proof of proposition 4.3.10. In one direction, given θ ∈ Ωk(G, t∗E),
c(σg)(w1, . . . , wk) = θg(σg(λ
−1
σg
(w1)), . . . , σg(λ
−1
σg
(wk))),
for all σg ∈ J1G and w1, . . . , wk ∈ Tt(g)M , and
l(α)(v1, . . . , vk−1) = θx(α, v1, . . . , vk−1),
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for all α ∈ Ax, and v1, . . . , vk−1 ∈ TxM . The desired equations for (c, l) will be proven
for k = 2, which reveals all the necessary arguments but keeps the notation simpler.
Note that in this case lemma 4.3.11 translates into
θg(αg, X) = l(αt(g))(dgt(X)), (4.13)
for all X ∈ TgG, αg ∈ ker dgs, where αt(g) = Rg−1(αg). To prove (4.9) (for k = 2),
using the definition of c, we find that the hand side of the equation is
θg(σg(v1),σg(v2))− θg(σ′g(v1), σ′g(v2)) =
= θg(σg(v1)− σ′g(v1), σg(v2)) + θg(σ′g(v1), σg(v2)− σ′g(v2)).
Applying (4.13) with αg = σg(vi) − σ′g(vi), i ∈ {1, 2}, we obtain (4.9). The same
(4.13), combined with skew symmetry of θ, gives (4.10):
l(α)(ρ(β)) = θ(α, β) = −θ(β, α) = −l(β)(ρ(α)).
Next we prove (4.11). Using the formula (1.18) for the adjoint representation,
l(Ad σgα)(λσgv) = θt(g)(Rg−1 ◦ d(g,s(g))m(σg(ρ(α)), α), λσg v).
Using again the equation (4.13), the last expression is
θg(d(g,s(g))m(σg(ρ(α)), α), σg(v)).
Combining with σg(v) = d(g,s(g))m(σg(v), v) and then applying the multiplicativity
equation for θ, we arrive at the right hand side of (4.11).
We are left with proving the cocycle equation δc = 0. Let (σg , σh) ∈ J1G(2) be a
pair of composable arrows. Then δc(σg , σh) is the map ∧2Tt(g)M → Et(g),
δc(σg , σh)(w1, w2) = c(σg)(w1, w2) + g · (c(σh)(λ−1σg w1, λ−1σg w2))− c(σg · σh)(w1, w2).
Let vi = λ
−1
σg
wi ∈ Tt(h)M . For the sum of the first two terms in the right hand side,
after applying the definition of c, we find
θg(σg(v1), σg(v2)) + g · θh(σh(λ−1σh v1), σh(λ−1σh v2)).
For the last term, using the description (1.17) for σg · σh, we find
θgh(d(g,h)m(σg(v1), σh(λ
−1
σh
v1)), d(g,h)m(σg(v2), σh(λ
−1
σh
v2)).
Finally, the multiplicativity of θ implies that the last two expressions coincide.
For the reverse direction, let c and l be given, and we construct θ. In order to
avoid clumsier notation, we extend l to the entire ker ds: for αg ∈ ker(ds)g :
l(αg) := l(Rg−1αg).
Given g, choose σg ∈ J1G and use it to split a vector X ∈ TgG into
X = σg(v) + αX ,
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where v = dgs(X) ∈ Ts(g)M , and αX = X − σg(v) ∈ kerdgs. We define
θg(X1, . . . , Xk) = c(σg)(λσgv1, . . . λσgvk)+∑
p+q=k
τ∈S(p,q)
(−1)|τ |l(αXτ(1))(ρ(αXτ(2) ), . . . , ρ(αXτ(p)), λσgvτ(p+1), . . . , λσgvτ(k)),
where p ≥ 1, the second summation is taken over all (p, q)-shuffles of {1, . . . , k}. The
rest of the proof will be given again in the case k = 2, when the previous formula
becomes
θg(X1, X2) = c(σg)(λσgv1, λσgv2)− l(αX2)(λσgv1)+
+ l(αX1)(λσgv2) + l(αX1)(ρ(αX2)).
Note that (4.10) implies that θg is skew-symmetric. Let us show that it does not
depend on the choice of σg. Choose another splitting σ
′
g and write α˜X = X − σ′g(v).
Let θ′g be the form obtained by using the splitting σ
′
g . Then
(θg − θ′g)(X1, X2) = c(σg)(λσgv1, λσgv2)− c(σ′g)(λσ′gv1, λσ′gv2)+
− l(αX2)(λσgv1) + l(α˜X2)(λσ′gv1)
+ l(αX1)(λσgv2)− l(α˜X1)(λσ′gv2)+
+ l(αX1)(ρ(αX2 ))− l(α˜X1)(ρ(α˜X2 )).
Let us denote by αvi = σg(vi)− σ′g(vi) and notice that
αXi − α˜Xi = −αvi , and λσgvi − λσ′gvi = ρ(αv). (4.14)
By using (4.9) and the polarization formula for θ, it follows that
(θg − θ′g)(X1, X2) = l(αv1)(λσgv2)− l(αv2)(λσ′gv1)
+ l(αv2)(λσgv1)− l(α˜v2)(ρ(αv1))
− l(αv1)(λσgv2) + l(α˜X1)(ρ(αv2 ))
− l(αv1)(ρ(αX2 ))− l(α˜X1)(ρ(αv2 )).
Thus, if we substitute into this expression the consequence
l(αv2)(λσ′gv1) = l(αv2)(λσgv1)− l(αv2)(ρ(αv1))
of (4.14), almost all of the terms cancel out two-by-two and we are left with
(θg − θ′g)(X1, X2) = l(αv2)(ρ(αv1 ))− l(α˜X2)(ρ(αv1 ))− l(αv1)ρ(αX2 )
= l(αv2 − α˜X2)(ρ(αv1 ))− l(αv1)(ρ(αX2 ))
= −l(αX2)(ρ(αv1 ))− l(αv1)(ρ(αX2)).
Because of (4.10), this expression vanishes and θ is well defined.
We are left with verifying that θ is multiplicative. Let g, h ∈ G be composable
arrows, and let (Xi, Yi) ∈ T(g,h)G(2) so that dht(Yi) = dgs(Xi). We fix splittings
σg, σh ∈ J1G and use them to write
Xi = αi + σg(vi), and Yi = βi + σh(wi).
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From (Xi, Yi) ∈ T(g,h)G(2) it follows that vi = ρ(βi) + λσh(wi), hence
Xi = αi + σg(ρ(βi)) + σg(λσhwi).
Decomposing
dm(Xi, Yi) = dm(αi, 0) + dm(σg(ρ(βi)), βi) + dm(σg(λσhwi), σh(wi)).
m∗θ(g,h)((X1, Y1), (X2, Y2)) gives six types of terms (where 1 ≤ i 6= j ≤ 2):
Type 1: θgh(dm(α1, 0), dm(α2, 0)),
Type 2: θgh(dm(αi, 0), dm(σg(ρ(βj)), βj)),
Type 3: θgh(dm(αi, 0), dm(σg(λσhwj), σh(wj))),
Type 4: θgh(dm(σg(ρ(β1)), β1), dm(σg(ρ(β2)), β2)),
Type 5: θgh(dm(σg(ρ(βi)), βi), dm(σg(λσhwj), σh(wj)))
Type 6: θgh(dm(σg(λσhw1), σh(w1)), dm(σg(λσhw2), σh(w2)))
In order to simplify the terms of type 1,2, and 3, we note that
d(g,h)m(αg, 0h) = Rh(αg)
for all αg ∈ ker(ds)g and thus, by the definition of θ
θgh(dm(α1, 0), dm(α2, 0)) = l(α1)(ρ(α2)),
θgh(dm(αi, 0), dm(σg(ρ(βj)), βj)) = l(αi)(λσgρ(βj)),
θgh(dm(αi, 0), dm(σg(λσhwj), σh(wj))) = l(αi)(λσgσhwj).
On the other hand, using again the formula (1.18) for the adjoint action, as well
as condition (4.11), we simplify the terms of type 4 and 5 into
θgh(dm(σg(ρ(β1)), β1),dm(σg(ρ(β2)), β2)) = l(Ad σgβ1)(λσg (ρ(β2))),
= c(σg)(λσgρ(β1), λσgρ(β2)) + g · l(β1)(ρ(β2))
θgh(dm(σg(ρ(βi)), βi),dm(σg(λσhwj), σh(wj))) = l(Ad σgβi)(λσgσhwj)
= c(σg)(λσgρ(βi), λσgσhwj) + g · l(βi)(λσhwj).
Finally, we use condition (4.10) to express
θgh(dm(σg(λσhw1), σh(w1)), dm(σg(λσhw2), σh(w2))) =
= θg(σg(λσhw1), σg(λσhw2)) + g · θh(σh(w1), σh(w2)).
Adding everything up, we recognize θg(X1, X2) + g · θh(Y1, Y2), thus concluding the
proof of the proposition.
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Realizing source-simply connectedness
As mentioned at the start of the section, we need to pass from J1G to J˜1G – the
source simply connected Lie groupoid with the same Lie algebroid J1A as J1G. See
subsection 1.2.3 for the construction. Recall that it comes equipped with a groupoid
map
p : J˜1G −→ J1G,
whose image is the subgroupoid (J1G)0 made of the connected component of the
identities in J1G. For elements in J˜1G we will use the notation σg whenever we want
to indicate the point g ∈ G onto which σg projects. For X ∈ Ts(g)G we will use the
notation
σg(X) := p(σg)(X)
and, for σg, σ
′
g ∈ J˜1G, consider
σg ⊖ σ′g := p(σg)⊖ p(σ′g) : Ts(g)M −→ At(g).
We will use the map p to pull-back structures from J1G to J˜1G. For instance, any
representation of J1G can also be seen as a representation of J˜1G and there is an
induced pull-back map at the level of the resulting cocycles. In particular, we will
consider
p∗ : Z1(J1G,Hom(∧kTM,E)) −→ Z1(J˜1G,Hom(∧kTM,E)). (4.15)
It is clear that the pairs (c, l) of Proposition 4.3.10 and the equations that they
satisfy have an analogue with J1G replaced by J˜1G, giving rise to pairs (c˜, l) satisfying
identical equations.
Proposition 4.3.12. Let G be an s-simply connected Lie groupoid. Then (c, l) 7→
(p∗(c), l) defines a 1-1 correspondence between pairs (c, l) satisfying the conditions
from proposition 4.3.10 and pairs (c˜, l) consisting of{
c˜ ∈ Z1(J˜1G,Hom(∧kTM,E))
l : A −→ Hom(∧k−1TM,E)
satisfying the conditions from proposition 4.3.10 but with J1G replaced by J˜1G.
Proof. Of course, the statement is about c 7→ p∗c, i.e. we can fix l. We begin by
showing that p∗ is injective when restricted to the set of c for which (4.9) holds. To
do so we first show that c is determined by its value on the the Lie groupoid (J1G)0
whose s-fibers are the connected component of the identity in the s-fibers of J1G.
Observe that for any g ∈ G, there exists σg ∈ (J1G)0. In fact, since (J1G)0 → G is a
submersion, and G is s-connected, we can lift any path in s−1(s(g)), starting at the
identity and ending at g, to a path in (J1G)0 starting at the identity and ending over
g. The corresponding end point is an element σg ∈ (J1G)0. It follows from (4.9) that
for any other σ′g ∈ J1G, c(σ′g) is determined by c(σg), and l.
Next, we note that if p∗c = p∗c′, then c and c′ coincide on (J1G)0. In fact, for any
σg ∈ (J1G)0 we can find a path inside the s-fiber of σg, joining the identity ds(g)u of
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(J1G)0, and σg. Taking its homotopy class, this path gives rise to an element ξg of
J˜1G which projects to σg. But then,
c(σg) = c(p(ξg)) = c
′(p(ξg)) = c
′(σg).
Finally, we prove that if (c˜, l) satisfies (4.9), then c˜ lies in the image of p∗. For
this, note that if p(ξg) = p(ξ
′
g), then the actions of ξg and ξ
′
g on TM coincide.
Moreover, they induce the same splittings of dgs. Thus, the right hand side of (4.9)
vanishes, which implies that c˜(ξg) = c˜(ξ
′
g). It follows that c˜ induces a map c : J
1G →
t∗Hom(∧kTM,E) such that p∗c = c˜.
Thus, we have just proven that p∗ determines a one-to-one correspondence{
c ∈ Z1(J1G,Hom(∧kTM,E))
(c, l) satisfies (4.9)
}
←→
{
c˜ ∈ Z1(J˜1G,Hom(∧kTM,E))
(c˜, l) satisfies (4.9)
}
.
A simple verification shows that (c, l) satisfies (4.10) and (4.11) if and only if (c˜, l)
satisfies (4.10) and (4.11). This concludes the proof.
Passing to algebroid cocycles
Proposition 4.3.13. Let G be s-simply connected. Then there is a one-to-one cor-
respondence between pairs (c˜, l) as in Proposition 4.3.12 and pairs (η, l) with{
η ∈ Z1(J1A,Hom(∧kTM,E))
l : A −→ Hom(∧k−1TM,E)
satisfying the equations:
η(df ⊗ α) = df ∧ l(α), (4.16)
iρ(α)l(β) = −iρ(β)l(α), (4.17)
l([α, β]) − Lαl(β) = iρ(α)η(j1β), (4.18)
for all α, β ∈ Γ(A), and all f ∈ C∞(M).
For (4.16) we are using the inclusion i from the exact sequence
0 −→ Hom(TM,A) i−→ J1A pr−→ A −→ 0
Proof. We use the isomorphism
ϑ : Z1(J˜1G,Hom(∧kTM,E)) −→ Z1(J1A,Hom(∧kTM,E))
induced by the Van Est map (Proposition 4.3.3); of course, η = ϑ(c˜). Fix (c˜, l) and
x ∈ M . We prove that (4.9) and (4.11) for (c˜, l) are equivalent to (4.16) and (4.18)
for (ϑ(c˜), l).
We start with the equivalence of (4.11) with (4.18). We interpret l as
l ∈ Γ(A∗ ⊗ ∧k−1T ∗M ⊗ E) = C0(J˜1G, A∗ ⊗ ∧k−1T ∗M ⊗ E),
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a zero-cochain on J˜1G. Of course, ϑ(l) = l, with l interpreted as a 0-cochain on J1A.
On the other hand, the anchor ρ induces a morphism of representations
ρ∗ : ∧kT ∗M ⊗ E −→ A∗ ⊗ ∧k−1T ∗M ⊗ E
hence also a map of complexes
ρ∗ : C(J˜1G,∧kT ∗M ⊗ E) −→ C(J1A,A∗ ⊗ ∧k−1T ∗M ⊗ E),
and similarly on algebroid cohomology, compatible with ϑ. In particular,
ϑ(d(l)− ρ∗(c˜)) = d(ϑ(l))− ρ∗(ϑ(c˜)) = d(l)− ρ∗(η).
Finally, note that (4.11) is just the explicit form of the equation d(l) = ρ∗(c˜), while
(4.18) is just d(l) = ρ∗(η); hence one just uses the injectivity of ϑ.
We are left with proving the equivalence of (4.9) with (4.16). We fix x ∈ M and
we show that (4.16) is satisfied at x if and only if (4.9) is satisfied for all g that start
at x. In the sequence
J˜1(G) p−→ J1(G) pr−→ G,
we consider the s-fibers of the three groupoids above x, denoted by
P˜ −→ P −→ B.
Both P and P˜ become principal bundles over B, with structure groups
K = pr−1(1x), Kˆ = (pr ◦ p)−1(1x),
respectively (the action is the one induced by the groupoid multiplication). Note also
that the map p : P˜ → P has as image the connected component P 0 of P containing
the unit at x and p : P˜ → P 0 is a covering projection. The following is immediate.
Lemma 4.3.14. Kˆ is connected.
Assume now that (ϑ(c˜), l) satisfies (4.9) for all g ∈ B. Let η = ϑ(c˜) and df ⊗ α ∈
T ∗M ⊗ A. Using p : P˜ → P to identify a neighborhood of the identity in P˜ , with a
neighborhood of the identity in P , we can view, for ǫ small enough,
γx(ǫ) = dxu+ ǫ(dxf ⊗ αx)
as a path in P˜ such that
γ(0) = dxu,
d
dǫ
∣∣
ǫ=0
γx = dxf ⊗ αx.
Since for each ǫ, γx(ǫ) acts trivially on E, it follows that
η(dxf ⊗ αx) = d
dǫ
∣∣
ǫ=0
c˜(γx(ǫ)). (4.19)
However, since c˜ is a cocycle, it follows that c˜(dxu) = 0, thus (4.9) implies that
c˜(γx(ǫ))(v1, . . . , vk) = ǫ(dxf ∧ l(αx))(v1, . . . , vk),
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for all ǫ and all vi ∈ TxM . By differentiating at ǫ = 0 one obtains (4.16) at x.
We now prove the converse, namely that (4.16) at x implies (4.9) at all g ∈ B.
Fix g and let ξg and ξ
′
g be two elements of J˜
1G which lie over g. Let γ1 be any path
in P˜ joining dxu to ξg, and let γ2 be any path fiber of P˜ → B joining ξg to ξ′g, which
exists because of Lemma 4.3.14. Furthermore, we may assume that
γ1(ǫ) = ξg for all
1
2
≤ ǫ ≤ 1, γ2(ǫ) = ξg for all 0 ≤ ǫ ≤ 1
2
.
Thus, we obtain two smooth paths
γξg (ǫ) =

γ1(2ǫ) if 0 ≤ ǫ ≤ 1
2
ξg if
1
2
≤ ǫ ≤ 1,
, γξ′g (ǫ) =

γ1(2ǫ) if 0 ≤ ǫ ≤ 1
2
γ2(2ǫ− 1) if 1
2
≤ ǫ ≤ 1
Finally, we consider the path f : [0, 1]→ E given by
f(ǫ) = c˜(γξg (ǫ))(λγξg (ǫ)v1, . . . , λγξg (ǫ)vk)− c˜(γξ′g (ǫ))(λγξ′g (ǫ)v1, . . . , λγξ′g (ǫ)vk)+
−
k∑
i=1
(−1)i+1l((γξg ⊖ γξ′g )(ǫ)(vi))(λγξg (ǫ)v1, . . . , λγξg (ǫ)vi−1, λγξ′g (ǫ)vi+1, . . . , ),
where vi ∈ Ts(g)M . We must show that f(ǫ) is contained in the zero section E for
all ǫ ∈ [0, 1]. It is clear that this is true for ǫ ∈ [0, 1/2]. On the other hand, for
ǫ ∈ [1/2, 1], the path f(ǫ) lies inside the fiber Et(g). Thus, it suffices to show that the
derivative of f at ǫ vanishes for all ǫ ∈ [1/2, 1]. However, by proposition 4.3.6 this is
reduced to the computation (4.19) performed at the identity ds(g)u, which vanishes
by virtue of (4.16).
End of proof of Theorem 4.3.1. We put propositions 4.3.10, 4.3.12 and 4.3.13 together.
Of course, we recognize the η’s from the last proposition as the bundle maps jD as-
sociated to Spencer operators (cf. remark 4.2.3); hence the relation between η and D
is:
η(j1α) =: D(α).
Using that
Lα(D(β)) = ∇j1αD(β),
it is immediate that the equations on (η, l) from the previous proposition are equiva-
lent to the equations that ensure that (D, l) is a Spencer operator.
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Spencer Operators
Spencer operators are the infinitesimal counterpart of point-wise surjective multiplica-
tive 1-forms (theorem 4.3.1 in the case k = 1). They also arise as the linearization
of Pfaffian groupoids along the unit map and therefore they are the natural notion
of relative connection in the setting of Lie algebroids (see conditions (5.1) and (5.2)).
It is remarkable that the Pfaffian groupoid itself can be recovered from its Spencer
operator (theorem 6.1.23). Of course, the main example is the classical Spencer op-
erator associated to a Lie algebroid (see 5.1.17). We will show that in this setting all
the notions developed in chapter 2 become Lie theoretic.
Throughout this chapter A is a Lie algebroid with Lie bracket denoted by [·, ·]
and anchor map ρ : A → TM , (D, l) : A → E is a relative connection with g ⊂ A
the symbol space of D. For ease of notation, T and T ∗ will denote the tangent and
cotangent bundle of M , respectively.
We will use of the notions given on subsection 1.2.2 and the Lie algebroid structure
on J1A described in subsection 1.3.1.
5.1 Spencer operators
In this section we study relative connection compatible with the Lie algebroid struc-
tures.
5.1.1 Definitions and basic properties
Let A be a Lie algebroid over M , E a vector bundle over M , and l : A → E a
surjective vector bundle map.
Definition 5.1.1. An Spencer operator relative to l is an l-connection
D : Γ(A) −→ Ω1(M,E)
satisfying the following two compatibility conditions
Dρ(β)α = −l[α, β], (5.1)
DX [α, α
′] = ∇α(DXα′)−D[ρ(α),X]α′ −∇α′(DXα) +D[ρ(α′),X]α (5.2)
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for all α, α˜ ∈ Γ(A), β ∈ Γ(g), X ∈ X(M), f ∈ C∞(M) and where
∇ : Γ(A)× Γ(E)→ Γ(E), ∇α(l(α′)) = Dρ(α′)α+ l[α, α′]. (5.3)
Remark 5.1.2. Condition (5.1) implies that ∇ given by (5.3) is indeed well-defined.
Lemma 5.1.3. ∇ makes E into a representation of A.
Proof. We need to show that
∇α∇β(l(α˜))−∇β∇α(l(α˜)) = ∇[α,β](l(α˜)) (5.4)
for any α, β, α˜ ∈ Γ(A). This will follow from the compatibility condition (5.2) applied
to X = ρ(α˜). On the one hand, one has that
∇[α,β](l(α˜)) = Dρ(α˜)[α, β] + l[[α, β], α˜].
On the other,
∇α∇β(l(α˜)) = ∇α(Dρ(α˜)β) +Dρ[β,α˜]α+ l[α, [β, α˜]]
and
∇β∇α(l(α˜)) = ∇β(Dρ(α˜)α) +Dρ[α,α˜]β + l[β, [α, α˜]].
Using the Jacobi identity for [[α, β], α˜] and the fact that ρ commutes with the Lie
bracket, replacing the above equations into (5.4) one has that (5.4) becomes the
compatibility condition (5.2) for X = ρ(α˜).
Remark 5.1.4. We see that definition 5.1.1 is just a reformulation of the notion
of 1-Spencer operator of section 4.2 in the case when the symbol map is surjective.
Indeed (4.4) becomes (5.3) and also implies (5.1) from the previous definition; also,
(5.2) is just (4.3) for k = 1.
Remark 5.1.5. In analogy with theorems 3.4.7 and 3.4.6, there is a 1-1 correspon-
dence between Spencer operators D on A and
• distributions H ⊂ TA with the property that H → TM is a Lie subalgebroid
of the tangent algebroid TA→ TM , and
• point-wise surjective linear 1-forms θ ∈ Ω1(A,E), with the property that the
map
θ : TA −→ A⋉ E, TaA ∋ v 7→ (a, θ(v))
is a Lie algebroid morphism.
For an idea of the proof we refer to [9] where they treat the case in which E = RM is
the trivial representation... The general case can be treated in a similar way.
Lemma 5.1.6. For any Spencer operator D, Sol(A,D) ⊂ Γ(A) is a Lie sub-algebra.
Proof. This is immediate from the compatibility condition (5.2)
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Another interpretation of a Spencer operator is in terms of Lie algebroid cocycles
on J1A with values in T ∗ ⊗ E ∈ Rep (J1A). Here we use that TM ∈ Rep (J1A) by
the adjoint action (see (1.19)), E ∈ Rep (J1A) by pulling back the action of lemma
5.1.3 via pr : J1A → A, and we consider T ∗ ⊗ E ∈ Rep (J1A) the tensor product
representation. Hence the action is
∇˜ : Γ(J1A)× Γ(T ∗ ⊗ E) −→ Γ(T ∗ ⊗ E)
(∇˜ξω)(X) = ∇pr(ξ)(ω(X))− ω(ad ξ(X))
(5.5)
for X ∈ X(M) and ω ∈ Ω1(M,E).
Lemma 5.1.7. An l-connection D is a Spencer operator relative to l if and only if
the vector bundle map
a : J1A→ T ∗M ⊗ E, a(j1xb) = D(b)(x) (5.6)
is an algebroid cocycle.
Proof. Using the Spencer decomposition (2.1), recall from remark 2.2.11 that a is
given at the level of sections by
a(α, ω) = D(α)− lω,
where (α, ω) ∈ Γ(A) ⊕ Ω1(M,A). What we must show is that equations (5.1) and
(5.2) are fulfilled if and only if
∇˜ξa(η)− ∇˜ηa(ξ)− a([ξ, η]) = 0
for any ξ, η ∈ Γ(J1A). Let α, β ∈ Γ(A) and ω, θ ∈ Ω1(M,A) be such that
ξ = (α, ω), η = (β, θ).
By formula (1.21), we have that the Lie bracket of ξ and η, using again the Spencer
decomposition (2.1), is given by
[ξ, η] = ([α, β], Lξ(θ) − Lη(ω)). (5.7)
Therefore, using formula (1.20)
a([ξ, η])(X) =DX [α, β] − l[α, θ(X)]− lω(ρ(θ(X))) + lθ([ρ(α), X ])
+ l[β, ω(X)] + lθ(ρ(ω(X)))− ω([ρ(β), X ])
for any X ∈ X(M). On the other hand, using formulas (1.19) and (5.5)
∇˜ξa(η)(X) =∇α(DXβ − lθ(X))− (Dβ − lθ)(ad ξ(X))
=∇α(DXβ − lθ(X))−D[ρ(α),X] −Dρ(ω(X))β + lθ([ρ(α), X ])
+ lθ(ρ(ω(X))),
and similarly
∇˜ηa(ξ)(X) =∇β(DXα− lω(X))− (Dα− lω)(ad η(X))
=∇β(DXα− lω(X))−D[ρ(β),X] −Dρ(θ(X))α+ lω([ρ(β), X ])
+ lω(ρ(θ(X))).
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Replacing the above equations, we get that the right hand side of (5.7) is equal to
∇α(DXβ)−∇α(lθ(X))−D[ρ(α),X]β −Dρ(ω(X))β −∇β(DXα)
+∇β(lω(X)) +D[ρ(β),X]α+Dρ(θ(X))α−DX [α, β] + l[α, θ(X)]− l[β, ω(X)],
but this equation is identically zero for any α, β ∈ Γ(A), ω, θ ∈ Ω1(M,A) and X ∈
X(M) if and only if
∇α(DXβ)−D[ρ(α),X]β −∇β(DXα) +D[ρ(β),X]α−DX [α, β] = 0,
and for any section γ ∈ Γ(A)
∇α(l(γ)) = Dρ(γ)α+ l[α, γ]
which completes our proof :-)
5.1.2 Lie-Spencer operators
The notion of Spencer operators from the previous subsection has more remarkable
properties when the surjective vector bundle map is a Lie algebroid morphism
l : A −→ E.
To emphasize that we are in such a setting (i.e. E is a Lie algebroid and l is a Lie
algebroid morphism) we will say that D is a Lie-Spencer operator relative to l
(although the definition remains unchanged). Also, in this case we will use the letter
L instead of E to denote the target of l. By abuse of notation we will denote the
anchor of L by ρ and the Lie bracket by [·, ·], as we do with A. Remark that, in this
case
g ⊂ ker(ρ);
hence the condition (5.1) is superfluous, the definition (5.3) of∇ becomes more direct,
and therefore equation (5.2) can be expressed without reference to ∇. Hence definition
5.1.1 becomes:
Definition 5.1.8. Let l : A → L be a surjective Lie algebroid morphism. A Lie-
Spencer operator relative to l is an l-connection
D : Γ(A) −→ Ω1(M,L)
with the property that
DX [α, β] − [DXα, l(β)]− [l(α), DXβ]
= DρDX (β)+[ρ(β),X]α−DρDX (α)+[ρ(α),X]β
(5.8)
for α, β ∈ Γ(A) and X ∈ X(M).
Remark 5.1.9. Intuitively, (5.8) measures the compatibility of D with the Lie
bracket and l. This is clear from the left hand side. But the left hand side of (5.8) is
not C∞(M)-linear, and the right hand side can be seen as making the expression of
the left hand side C∞(M)-linear. The rather complicated right hand side has some
more conceptual meaning, as we shall explain later on.
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Symbols
From the general theory of l-connections (see definitions 2.1.1), one associates to D
the symbol bundle
g = ker(l) ⊂ A
and the symbol map
∂D : g −→ Hom(TM,L), ∂D(v)(X) = DX(v).
In the Lie-Spencer case, all these objects become Lie theoretic. First of all:
Lemma 5.1.10. For any surjective Lie algebroid map l : A → L, g := ker(l) has a
natural structure of bundle of Lie algebras, uniquely determined by the condition that
Γ(g) becomes a Lie sub-algebra of Γ(A).
Proof. For a, b ∈ gx its Lie bracket is defined by
[a, b]x := [α, β](x) (5.9)
where α, β ∈ Γ(A) are any sections such that α(x) = a and β(x) = b. That the
previous formula does define a Lie bracket on gx follows from the fact that gx ⊂ kerρ,
where ρ is the anchor of A. Indeed,
ρ(a) = ρ(l(a)) = 0,
where in the left hand side ρ refers to the anchor of L. Hence, that (5.9) is well-defined
and it is bilinear is a consequence of the formula
[α, fβ](x) = f(x)[α, β](x) + Lρ(α(x))(f)β(x) = f(x)[α, β](x)
for any f ∈ C∞(M).
Lemma 5.1.11. For any vector bundle map ρ : L → T , the bracket [·, ·]ρ on
Hom(T, L) given by
[ξ, η]ρ = ξ ◦ ρ ◦ η − η ◦ ρ ◦ ξ
makes Hom(T, L) into a bundle of Lie algebras.
Proof. The Jacobi identity for [·, ·]ρ is a straightforward computation.
Finally,
Lemma 5.1.12. For any Lie-Spencer operator D,
∂D : g −→ T ∗ ⊗ L
is a morphism of bundles of Lie algebras.
Proof. Let α, β ∈ Γ(g). By the condition (5.8) and the facts that α, β ∈ ker(l), and
thus α, β ∈ ker(ρ),
∂D([α, β])(X) = DX [α, β] = DρDXβα−DρDXαβ
= ∂D(α) ◦ ρ ◦ ∂D(β)(X)− ∂D(β) ◦ ρ ◦ ∂D(α)(X)
= [∂D(α), ∂D(β)]ρ(X)
for any X ∈ X(M).
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The previous lemma is a direct consequence of the fact that ∂D is part of a Lie
algebroid map. Keeping in mind that
• g = ker(l : A→ L),
• Hom(TM,L) = ker(pr : J1L→ L),
• The relative connection D can be interpreted as a vector bundle map
jD : A −→ J1L,
lemma 5.1.12 can be “improved” as jD is a Lie algebroid morphism as follows.
Lemma 5.1.13. Let l : A → L be a surjective Lie algebroid morphism. An l-
connection D is a Lie-Spencer operator if and only if
jD : A −→ J1L
is a Lie algebroid map.
Proof. Using the Spencer decomposition (2.1), recall that jD(α) = (l(α), D(α)) for
α ∈ Γ(A). So, if β ∈ Γ(A) then, as in equation (5.7), we have that
[jD(α), jD(β)]J1L = [(l(α), D(α)), (l(β), D(β))]J1L
= ([l(α), l(β)], LjD(α)(D(β)) − LjD(β)(D(α))).
On the other hand,
jD[α, β] = (l[α, β], D[α, β]).
Hence, jD is a Lie algebroid morphism if and only if
[l(α), l(β)] = l[α, β] (5.10)
and
LjD(α)(D(β)) − LjD(β)(D(α)) −D[α, β] = 0. (5.11)
As l : A → L is surjective, equation (5.10) is equivalent to the fact that l is a Lie
algebroid morphism. Indeed, the only thing to check is that ρ ◦ l = ρ whenever (5.10)
is satisfied. From Leibniz we have that, for any f ∈ C∞(M),
fl[α, β] + Lρ(α)(f)l(β) = l[α, fβ] = [l(α), f l(β)] = f [l(α), l(β)] + Lρ(l(α))l(β).
Since this equation is valid for any α, β ∈ Γ(A) and l is surjective, then ρ(α) = ρ(l(α)).
Now, if we assume that l is a Lie algebroid morphism, then for X ∈ X(M)
LjD(α)(D(β))(X)− LjD(β)(D(α))(X) −DX [α, β]
=[l(α), DXβ] +DρDXβα−D[ρ(l(α)),X]β − [l(β), DXα]
−DρDXαβ +D[ρ(l(β)),X]α−DX [α, β]
=[l(α), DXβ] +DρDXβα−D[ρ(α),X]β − [l(β), DXα]
−DρDXαβ +D[ρ(β),X]α−DX [α, β]
=∇Lα(DXβ)−D[ρ(α),X]β −∇Lβ (DXα) +D[ρ(β),X]α−DX [α, β]
=RD(α, β)(X)
Therefore, equation (5.11) holds if and only if D is an Lie-Spencer operator relative
to l : A→ L.
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The associated representations
Some of the expressions appearing in (5.8) and (5.2) can be put in the form of two
operators (A-connections):
∇T : Γ(A)× Γ(TM) −→ Γ(TM), ∇Tα(X) = ρDX(α) + [ρ(α), X ] (5.12)
and
∇L : Γ(A)× Γ(L) −→ Γ(L), ∇Lα(λ) = Dρ(λ)(α) + [l(α), λ], (5.13)
where α ∈ Γ(A), X ∈ Γ(TM) and λ ∈ Γ(L). We call the previous A-connections the
basic connections on TM and L respectively.
Lemma 5.1.14. For any Lie-Spencer operator D relative to l : A→ L, ∇T and ∇L
make TM and L into representations of A.
Proof. Let α, β ∈ Γ(A) and X ∈ X(M). Using that ρ commutes with the Lie bracket
and that ρ ◦ l = ρ, where in the right hand side we refer to the anchor of A, we have
that
∇Tα∇Tβ (X)−∇Tβ∇Tα (X)−∇T[α,β](X)
=ρD∇T
β
(X)α+ [ρ(α),∇Tβ (X)]− ρD∇Tα (X)β − [ρ(β),∇Tα (X)]
− ρDX [α, β]− [ρ[α, β], X ]
=ρD∇T
β
(X)α+ [ρ(α), ρDXβ + [ρ(β), X ]]− ρD∇Tα (X)β
− [ρ(β), ρDXα+ [ρ(α), X ]]− ρDX [α, β]− [ρ[α, β], X ]
=ρD∇T
β
(X)α− ρD∇Tα (X)β + [ρDXα, ρ(β)] + [ρ(α), ρDXβ]− ρDX [α, β]
=ρ(D∇T
β
(X)α−D∇Tα (X)β + [DXα, l(β)] + [l(α), DXβ]−DX [α, β])
=ρ(0) = 0,
where in the passage from the third to the four line we used the Jacobi identity for
[[ρ(α), ρ(β)], X ], and from the fifth to the sixth line we used the condition (5.8).
On the other hand, for λ ∈ Γ(L),
∇Lα∇Lβ (λ)−∇Lβ∇Lα(λ) −∇L[α,β](λ)
=∇Lα(Dρ(λ)β + [l(β), λ])−∇Lβ (Dρ(λ)α+ [l(α), λ]) −Dρ(λ)[α, β] − [l[α, β], λ]
=∇Lα(Dρ(λ)β)−∇Lβ (Dρ(λ)α) +Dρ[l(β),λ]α+ [l(α), [l(β), λ]] −Dρ[l(α),λ]β
− [l(β), [l(α), λ]] −Dρ(λ)[α, β]− [l[α, β], λ]
=∇Lα(Dρ(λ)β)−D[ρ(α),ρ(λ)]β −∇Lβ (Dρ(λ)α) +D[ρ(β),ρ(λ)]α−Dρ(λ)[α, β]
=0,
where we used that l commutes with the Lie bracket and the Jacobi identity for
[[l(α), l(β)], λ], and condition (5.2).
Remark 5.1.15. Let l : A→ L be a Lie algebroid morphism. For any l-connection
D : Γ(A) −→ Ω1(M,L)
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one defines ∇T and ∇L given by (5.12) and (5.13) respectively, and also the basic
curvature of D
RD ∈ Hom(∧2A,Hom(TM,L))
given by
RD(α, β)(X) = ∇Lα(DXβ)−D[ρ(α),X]β −∇Lβ (DXα)
+D[ρ(β),X]α−DX [α, β],
(5.14)
where α, β ∈ Γ(A) and X ∈ X(M). The proof of lemma 5.1.14 shows that
R∇T = ρ ◦RD, R∇L = ρ∗RD,
where
R∇T ∈ Hom(∧2A,Hom(TM, TM)), R∇L ∈ Hom(∧2A,Hom(L,L))
are the basic curvatures of ∇T and ∇L respectively.
We find ourselves in the setting of representations up to homotopy of [2]:
ρ : L −→ TM
becomes a representation up to homotopy of A.
Let us state one of the conclusions of this discussion:
Corollary 5.1.16. A relative connection D is a Lie-Spencer operator if and only if
its basic curvature RD vanishes.
5.1.3 Examples
Example 5.1.17 (Jet algebroids). Of course in the setting of Lie algebroids one has
the classical Spencer operator of A, denoted by
Dclas : Γ(J1A) −→ Ω1(M,A).
The construction and properties of Dclas in the setting of vector bundles were ex-
plained in example 2.1.7. As one may expect, Dclas is compatible with the Lie alge-
broid structure of J1A. More precisely, recall that J1A acts on A and TM with the
adjoint actions (see subsection 1.3.1 and definition (1.19)).
Proposition 5.1.18. For a Lie algebroid A, the classical Spencer operator
Dclas : Γ(J1A) −→ Ω1(M,A)
is a Lie-Spencer operator relative to the projection pr : J1A → A, and the induced
action on A and M are the adjoint actions.
Proof. We should check that the curvature map
RDclas ∈ Hom(∧2J1A,Hom(TM,A))
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vanishes. Note that it is enough to check that it does on sections of Γ(J1A) of the form
j1α, α ∈ Γ(A), as Γ(J1A) is (locally) generated by sections of this form as a C∞(M)-
module (see subsection 1.3.1), and RDclas is C
∞(M)-bilinear. Let α, β ∈ Γ(A). Then,
for any X ∈ X(M),
RDclas(j
1α, j1β)(X) = DclasX [j
1α, j1β]− [DclasX j1α, pr(β)] − [pr(α), DclasX j1β]
−Dclas
ρDclasX (j
1β)+[ρ(j1β),X]j
1α+Dclas
ρDclasX (j
1α)+[ρ(j1α),X]j
1β
= DclasX j
1[α, β] = 0,
where we used that Dclas vanishes on holonomic sections and that [j1α, j1β] = j1[α, β]
is again holonomic. It is straightforward to check, using the formulas (1.19), that the
induced representations on A and TM are indeed the adjoint actions.
The above proposition has, of course, a version for higher jets (see subsection
1.3.1). More precisely, following the construction of example 2.1.7, the classical
Spencer operator on JkA
Dclas := Dk-clas : Γ(JkA) −→ Ω1(M,Jk−1A)
is a Lie-Spencer operator relative to the projection pr : JkA → Jk−1A. There are a
few things to remark here:
• The structure of bundle of Lie algebras Hom(TM,A) ⊂ J1A as a Lie subalge-
broid of J1A, is given at the point x ∈ A by
[φ, ψ]x(X) = φ(ρ(ψ(X))) − ψ(ρ(φ(X)))
for φ, ψ ∈ Hom(TxM,Ax) andX ∈ TxM. Note that this structure coincides with
that of Hom(TM,A) as the symbol space of the Lie-Spencer operator Dclas.
In the same way, the structure of bundle of Lie algebras of SkT ∗ ⊗ A ⊂ JkA
(see example 2.1.7 ) coincides with that of the symbol space of Dk-clas, which,
for k ≥ 2, is trivial.
• From example 2.2.37, it follows that (JkA,Dclas) is an example of a Lie prolon-
gation of (Jk−1A,Dclas) (to be defined in definition 5.2.5) for k ≥ 2. Moreover,
the tower
· · · −→ Jk+1A D
clas
−−−→ JkA D
clas
−−−→ · · · −→ J1A D
clas
−−−→ A
is the classical example of a standard Spencer tower to be defined in subsection
5.2.3.
Example 5.1.19. For a smooth generalized Lie pseudogroup Γ ⊂ Bis(G), one gets a
sequence of Lie algebroids together with Lie-Spencer operators
· · · −→ A(k)(Γ) D
(k)
−−−→ · · · −→ A(1)(Γ) D
(1)
−−−→ A(0)(Γ)
where D(k) is the restriction of the classical Lie-Spencer operator Dclas : JkA →
Jk−1A, for A = Lie(G). See subsection 1.2.4
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Example 5.1.20 (Composition). Let
A˜
D˜,l˜−→ A D,l−→ E
be two Spencer operators where l˜ : A˜ → A is a Lie algebroid map. We saw in
subsection 2.1.2 that we can compose the above relative connections in two different
ways to get connections
Di : Γ(A˜) −→ Ω1(M,E), i : 1, 2
relative to the vector bundle map l ◦ l˜ : A˜→ E, and defined by
D1(α) = l ◦ D˜(α) and D2(α) = D(l˜(α)),
where α ∈ Γ(A˜). In the setting of Lie algebroids we have:
• D2 is a Spencer operator,
• D1 is a Spencer operator if
l ◦ D˜ρA(γ)(α) = DρA(γ)(l˜(α)), (5.15)
or equivalently
l ◦ ∇Aα (γ) = ∇El˜(α)l(γ) (5.16)
for α ∈ Γ(A˜) and γ ∈ Γ(A).
Let’s check that D2 is a Spencer operator relative to l ◦ l˜, i.e. it satisfies equations
(5.1) and (5.2). Let β ∈ Γ(A˜) be such that l(l˜(β)) = 0, or equivalently l˜(β) ∈ ker l.
Then, as ρA˜(β) = ρA(l˜(β)),
D2ρA˜(α) = DρA˜(β)(l˜(α)) = DρA(l˜(β))(l˜(α)) = −l[l˜(α), l˜(β)]A = −l ◦ l˜[α, β]A˜,
which shows that equation (5.1) holds. To check that equation (5.2) holds, we take
the well-defined A˜-connection ∇ : Γ(A˜)× Γ(E)→ Γ(E) given by
∇α(l ◦ l˜(α˜)) = D2ρA˜(α˜)(α) + l ◦ l˜[α, α˜]A˜
= DρA˜(α˜)(l˜(α)) + l ◦ l˜[α, α˜]A˜
= DρA(l˜(α˜))(l˜(α)) + l[l˜(α), l˜(α˜)]A = ∇El˜(α)(l ◦ l˜(α˜))),
(5.17)
where α˜ ∈ Γ(A˜), and ∇E : Γ(A) × Γ(E)→ Γ(E) is the associated flat A-connections
associated to D. As D satisfies (5.2), we have that
∇E
l˜(α)
(DX l˜(α
′))−D[ρA(l˜(α)),X]l˜(α′)−∇El˜(α′)(DX l˜(α))
+D[ρA(l˜(α′)),X]l˜(α)−DX [l˜(α), l˜(α′)]A = 0.
(5.18)
Using a splitting Ψ : E → A˜ of l ◦ l˜ and equation (5.17) we can rewrite
∇E
l˜(α)
(DX l˜(α
′)) = ∇E
l˜(α)
(l ◦ l˜(ΨDX l˜(α′)))
= ∇α(l ◦ l˜(ΨDX l˜(α′))) = ∇α(DX l˜(α′));
(5.19)
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therefore, since l˜ is a Lie algebroid map, equation (5.18) becomes
∇α(D2X(α′))−D2[ρA˜(α),X](α
′)−∇α′(D2X(α))
+D[ρA˜(α′),X]α−D2X [α, α′]A˜ = 0.
Let’s check that whenever equation (5.15) holds, D1 is a Spencer operator. Let
β ∈ Γ(A˜) be such that l(l˜(β)) = 0, or equivalently l˜(β) ∈ ker l. Then,
D1ρA˜(β)(α) = l ◦ D˜ρA˜(β)(α) = l ◦ D˜ρA(l˜(β))(α) = DρA(l˜(β))(l˜(α))
= ∇E
l˜(α)
(l(l˜β))− l[l˜(α), l˜(β)]A = −l ◦ l˜[α, β]A˜.
In order to check that D1 satisfies the compatibility condition (5.2), we consider the
well-defined A˜-connection ∇ : Γ(A˜)× Γ(E)→ Γ(E)
∇α(l ◦ l˜(α˜)) = D1ρA˜(α˜)(α) + l ◦ l˜[α, α˜]A˜
= l(D˜ρA˜(α˜)(l˜(α)) + l˜[α, α˜]A˜)
= l(D˜ρA(l˜(α˜))(l˜(α)) + [l˜(α), l˜(α˜)]A) = l ◦ ∇Aα (l˜(α˜)).
Moreover, as D˜ satisfies the compatibility condition (5.2), then
l(∇Aα (D˜X(α′))− D˜[ρA˜(α),X](α′)−∇Aα′(D˜X(α))
+ D˜[ρA˜(α′),X]l˜(α)−DX [α, α′]A˜) = 0.
(5.20)
Using again a splitting of vector bundle maps Φ : A→ A˜ of l˜ : A˜→ A, we rewrite
l ◦ ∇Aα (D˜X(α′)) = l ◦ ∇Aα (l˜(ΨD˜X(α′)))
= ∇α(l ◦ l˜(ΨD˜X(α′))) = ∇α(l ◦ D˜X(α′))).
(5.21)
Plugging in equation (5.21) into equation (5.20), we get the compatibility condition
(5.2) for D1.
Note that by (5.16), ∇ is the same A˜-connection (5.19) associated to D2.
5.2 Prolongations of Spencer operators
As a continuation of section 2.2, we will discuss prolongations of Spencer operators.
We will see how in this setting the objects are “Lie theoretic”, for example the classical
prolongation becomes now a Lie subalgebroid, and the curvature map becomes a
cocycle.
Throughout this section (D, l) : A→ E is a Spencer operator relative to the vector
bundle map l : A→ E, with associated flat A-connection ∇ : Γ(A)× Γ(E)→ Γ(E).
5.2.1 The classical Lie prolongation
From the general theory of relative connections, recall from subsection 2.2.2 that one
has the inclusion :
PD(A) ⊂ J1DA ⊂ J1A.
In the setting of Spencer operators these spaces are all Lie theoretical,
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Proposition 5.2.1. For any Spencer operator D on A, J1DA is a Lie subalgebroid of
J1A.
Proof. From lemma 5.6 one has that J1DA is the kernel of a cocycle on J
1A, and
therefore it is a subalgebroid. Indeed, for any 1-cocycle c : B → E of constant rank
on a Lie algebroid B with coefficients in some representation E ∈ Rep (A), its kernel
is a Lie subalgebroid: for α, β ∈ ker c, the cocycle condition for c implies that
0 = ∇αc(β)−∇βc(α)− c[α, β] = −c[α, β],
where ∇ is the A-connection associated to E. Hence [α, β] ∈ ker c.
Proposition 5.2.2. PD(A), whenever smooth, is a Lie subalgebroid of J
1A.
The proof uses the same idea as the proof of proposition 5.2.1. In particular, we
use the description of PD(A) as the kernel of the curvature map
κD : J
1
DA −→ Hom(∧2TM,E) (5.22)
introduced in definition 2.2.14. In this setting the curvature map becomes a cocycle
with values in Hom(∧2TM,E) ∈ Rep (J1DA), where here we used the representation
TM ∈ Rep (J1DA) given by the restriction of the adjoint action of J1A on TM (see
(1.19)), E ∈ Rep (J1DA) by the pullback of the representation E ∈ Rep (A) via pr :
J1DA → A, and Hom(∧2TM,E) is endowed with the tensor product representation.
Hence the action is given by the flat J1DA-connection
∇˜ : Γ(J1DA)× Ω2(M,E) −→ Ω2(M,E)
defined by
∇˜ξω(X,Y ) = ∇pr(ξ)(ω(X,Y ))− ω(ad ξ(X), Y )− ω(Y, ad ξ(Y )), (5.23)
where ω ∈ Ω2(M,E), ξ ∈ Γ(J1DA) and X,Y ∈ X(M).
Lemma 5.2.3. The curvature of the Spencer operator D
κD : J
1
DA −→ Hom(∧2TM,E)
defined by equation (5.22) is an algebroid cocyle.
Proof. Let ξ, η ∈ Γ(J1A) be two sections of J1DA, i.e. for α, β ∈ Γ(A), ω, θ ∈ Ω1(M,A)
be such that ξ = (α, ω) and η = (β, θ), then
D(α) = l ◦ ω and D(β) = l ◦ θ.
Here we are using the Spencer decomposition (2.1). We must show that
∇˜ξκD(η)− ∇˜ηκD(ξ)− κD[ξ, η] = 0. (5.24)
Expanding formula (5.7) given in the proof of lemma 5.1.7, we have that
κD[ξ, η](X,Y ) =T (X,Y, α, θ, ω)− T (X,Y, β, ω, θ)− T (Y,X, α, θ, ω)
+ T (Y,X, β, ω, θ)− L(X,Y, α, θ, ω) + L(X,Y, β, ω, θ), (5.25)
142
Spencer Operators
where for X,Y ∈ X(M)
T (X,Y, α, θ, ω) = DX([α, θ(Y )] + ω(ρ(θ(Y )))) − θ[ρ(α), Y ]),
and
L(X,Y, α, θ, ω) = l([α, θ[X,Y ]] + ω(ρ(θ[X,Y ]))− θ[ρ(α), [X,Y ]]).
On the other hand, using the definition of the flat J1DA-connection ∇˜ (see equation
(5.23)), we have that
(∇˜ξκD(η))(X,Y ) =∇α(DXθ(Y )−DY θ(X)− lθ[X,Y ])−N(X,Y, α, θ, ω)
+N(Y,X, α, θ, ω),
(5.26)
where
N(X,Y, α, θ, ω) =DX(θ([ρ(α), Y ] + ρ(ω(Y )))) −D[ρ(α),Y ]θ(X)
−Dρ(ω(Y ))θ(X)− lθ([X, [ρ(α), Y ] + ρ(ω(Y ))]).
Similarly one finds that
(∇˜ηκD(ξ))(X,Y ) =∇β(DXω(Y )−DY ω(X)− lω[X,Y ])−N(X,Y, β, ω, θ)
+N(Y,X, β, ω, θ).
(5.27)
Using formulas (5.25), (5.26), (5.27), and the Jacobi identity for [[ρ(α), X ], Y ] and for
[[ρ(β), X ], Y ], the left hand side of equation (5.24) becomes
V (X,Y, α, θ, ω)− V (Y,X, α, θ, ω)− V (X,Y, β, ω, θ) + V (Y,X, β, ω, θ)
−∇α(lθ[X,Y ]) + l[α, θ[X,Y ]]) + lω(ρ(θ[X,Y ]))
+∇β(lω[X,Y ]− l[β, ω[X,Y ]])− lθ(ρ(ω[X,Y ])),
(5.28)
where
V (X,Y, α, θ, ω) =∇α(DXθ(Y ))−D[ρ(α),X]θ(Y )− lω[X, ρ(θ(Y ))]
−DX [α, ω(Y )]−Dρ(ω(X))θ(Y ).
(5.29)
Since Dα = lω, by the compatibility condition (5.3) we have that
Dρ(ω(X))θ(Y ) = ∇θ(Y ) − l[θ(Y ), ω(X)];
replacing this equation into (5.29) we get by the compatibility condition (5.2), that
V (X,Y, α, θ, ω) = l[θ(Y ), ω(X)].
Moreover, by the compatibility condition (5.3) we have that
−∇α(lθ[X,Y ]) + l[α, θ[X,Y ]]) + lω(ρ(θ[X,Y ])) = 0
and
−∇β(lω[X,Y ]) + l[β, ω[X,Y ]]) + lθ(ρ(ω[X,Y ])) = 0
since Dα = lω and Dβ = lθ; therefore (5.28) becomes
l[θ(Y ), ω(X)]− l[θ(X), ω(Y )]− l[ω(Y ), θ(X)] + l[ω(X), θ(Y )] = 0.
This finally shows equation (5.24).
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Remark 5.2.4. If PD(A) ⊂ J1A is smoothly defined in the sense of 2.2.16, then the
restriction of the classical Lie-Spencer operator (2.2) to PD(A)
D(1) : Γ(PD(A)) −→ Ω1(M,A)
is a Lie-Spencer operator relative to pr : PD(A)→ A. The fact that D(1) satisfies the
compatibility condition of a Lie-Spencer operator follows from example 5.1.17.
In analogy with the discussion of relative connections (see section 2.2.1), we can
talk about compatible Spencer operators and the universal nature of PD(A).
Definition 5.2.5. Let
A˜
(D˜,l˜)−→ A (D,l)−→ E
be Spencer operators. We say that (D, D˜) are compatible Spencer operators if
1. D and D˜ are compatible connections, and
2. D˜ is a Lie-Spencer operator.
W say that D˜ is a Lie prolongation of (A,D) if, moreover, D˜ is standard.
Remark 5.2.6. The condition (2.8) for compatible Spencer operators implies that
the representations ∇˜ and ∇ are compatible, in the sense that for any α˜ ∈ Γ(A˜)
and any α ∈ Γ(A),
l(∇˜α˜α) = ∇l˜(α˜)l(α). (5.30)
This is true as equation (5.30) is equivalent to
l ◦ D˜ρA(γ)(α) = DρA(γ)(l˜(α)).
The classical Lie prolongation PD(A) of a Spencer operator (D, l) : A→ E is also
characterized by the universal property, stated in this setting as follows.
Proposition 5.2.7. (D(1), pr) : PD(A)→ A is a Lie prolongation of (A,D) which is
universal in the sense that for any other Lie prolongation
A˜
(D˜,l˜)−→ A (D,l)−→ E
there exists a unique Lie algebroid map j : A˜→ PD(A) such that
D˜ = D(1) ◦ j.
Moreover, j is injective.
Proof. Note that j = jD is a Lie algebroid map by lemma 5.1.13.
Example 5.2.8. The classical Lie prolongation of the Lie-Spencer operator (JkA,Dclas)
is
(Jk+1A,Dclas).
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5.2.2 Higher prolongations; formal integrability
In the setting of Spencer operators all the notions and results given in chapter 2 are
still valid in this setting. Of course, in this context the objects are “Lie theoretic”. For
example, whenever smooth, the classical k-prolongation space of a Spencer operator
(A,D) (definition 2.2.23)
P kD(A) ⊂ JkA
is a Lie subalgebroid thanks to proposition 5.2.2. If, moreover, it is smoothly defined
(definition 2.2.16) then the relative connection
D(k) : Γ(P kD(A)) −→ Ω1(M,P k−1D (A))
is a Lie-Spencer operator relative to the Lie algebroid map pr : P kD(A) → P k−1D (A).
This is a consequence of example 5.1.17. In this case we call
(P kD(A), D
(k)) : P kD(A)
Dclas,pr−−−−−→ P k−1D (A)
the classical k-Lie prolongation of (A,D). If (A,D) is formally integrable in the
sense of definition 3.3.7, then we obtain the tower of Spencer operators
(P∞D (A), D
(∞)) : · · · −→ P kD(A) D
(k)
−→ · · · −→ PD(A) D
(1)
−→ A D−→ E
called the classical Spencer resolution.
Here are some results of relative connections that we want to remind in this setting:
Corollary 5.2.9. If the classical k-prolongation space P kD(A) is smoothly defined then
the symbol space of the classical k-prolongation of (A,D) is equal to the k-prolongation
of the symbol map ∂D
g(P kD(A), D
(k)) = g(k)(A,D).
Remark 5.2.10. As explained in subsection 5.1.2, the symbol space of a Lie-Spencer
operator is a bundle of Lie algebras. Hence, if P kD(A) is smoothly defined then for
k > 1,
g(P kD(A), D
(k)) ⊂ P kD(A)
is a bundle of trivial Lie algebras. In the case k = 1,
g(P kD(A), D
(1)) = g(1)(A,D) ⊂ PD(A)
is the bundle of Lie algebras with bracket given by [·, ·]ρ where ρ : A → TM is the
anchor map (see lemma 5.1.11). See example 5.1.17.
Corollary 5.2.11. If P k0D (F ) is smoothly defined, then for any integer 0 ≤ k ≤ k0,
there is a one to one correspondence between the Lie algebras Sol(P kD(A), D
(k)) and
Sol(A,D) given by the surjective Lie algebroid map
prk0 : P
k
D(A) −→ A,
where prk0 is the composition pr ◦ pr2 ◦ · · · ◦ prk.
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Recall that the main importance of formally integrable Spencer operators is the
following existence result in the analytic case:
Theorem 5.2.12. Let (A,D) be an analytic Spencer operator which is formally in-
tegrable. Then, given p ∈ P kD(A) with π(p) = x ∈M , there exists an analytic solution
s ∈ Sol(A,D) over a neighborhood of s such that jkxs = p.
And of course, we again have the same workable criteria for formal integrability:
Theorem 5.2.13. If
1. pr : PD(A)→ A is surjective,
2. g(1)(A,D) is a smooth vector bundle over M , and
3. H2,k(g) = 0 for k ≥ 0.
Then, (A,D) is formally integrable.
5.2.3 Abstract prolongations and Spencer towers
Not to make this subsection redundant, we want to remark that all the definitions
and results of subsection 2.2.4 make sense in the setting of Lie algebroids and Spencer
operators. For instance:
• A Spencer tower (A∞, D∞, l∞) is a tower of relative connections
· · · −→ Ak (D
k,l)−→ · · · −→ A2 (D
2,l)−→ A1 (D
1l)−→ A
in which all Ak are lie algebroids, and all Dk are Lie-Spencer operators. We say
that (A∞, D∞, l∞) is a standard Spencer tower when all the connections
are standard.
• A standard Spencer resolution of a Spencer operator D is a standard
Spencer tower (A∞, D∞) with the property that (D,D1) are compatible.
• A morphism Ψ of Spencer towers is a morphism of towers
Ψ : (A∞, D∞) −→ (A˜∞, D˜∞)
such that each Ψk : Ak → A˜k is a Lie algebroid morphism
and so on...
Example 5.2.14 (The classical standard Spencer tower). The sequence
(J∞A,D∞-clas) : · · · −→ Jk+1A D
clas
−→ JkA D
clas
−→ · · · −→ J1A D
clas
−→ A
is an example of a standard Spencer tower.
Example 5.2.15 (The classical Spencer resolution). If (D, l) : A → E is formally
integrable, we obtain the classical Lie-Spencer resolution
(P∞D (A), D
(∞)) : · · · −→ P kD(A) D
(k)
−→ · · · −→ PD(A) D
(1)
−→ A D−→ E.
Note that (5.2.15) is a subtower of (J∞A,D∞-clas). Using corollary 2.2.30 and remark
2.2.31, this sequence still makes sense even if (A,D) is not formally integrable, but
this involves non-smooth subbundles.
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Example 5.2.16. Going back to the notion of a Lie pseudogroup Γ ⊂ Bis(G) (see
subsection 1.2.4), one has an induced standard Spencer tower
(A∞(Γ), D∞) : · · · −→ A(k)(Γ) D
clas
−→ · · · −→ A(1)(Γ) D
clas
−→ A D
clas
−→ A(0)(Γ)
In the setting of Spencer operators the classical Spencer resolution is also universal
in the following sense.
Theorem 5.2.17. Let D be not necessarily formally integrable Spencer operator
relative to the vector bundle map l : A → E. The possibly non-smooth subtower
(P∞D (A), D
(∞)) of (J∞A,D∞) is universal among the Spencer resolution of (A,D)
in the sense that for any other Spencer resolution
A∞
(D∞,l∞)−−−−−−→ A (D,l)−−−→ E
there exists a unique morphism Ψ : (A∞, D∞) → (J∞A,D∞-clas) of Spencer towers
such that Ψ0 : A→ A is the identity map, and for k ≥ 1
Ψk(Ak) ⊂ P kD(A).
Moreover, if (A∞, D∞) is a standard Spencer resolution of (A,D) then Ψ is injective.
Proof. It remains to check that the maps Ψk : Ak → JkA constructed in the proof
of theorem 5.1.13 are Lie algebroid morphisms. We will give an inductive argument.
By construction Ψ1 is equal to
jD1 . : A1 → J1A
which is a Lie algebroid morphism by lemma 5.1.13. Let’s assume now that for a fixed
k, Ψk : Ak → JkA is a Lie algebroid morphism. By definition Ψk+1 : Ak+1 → Jk+1A
is given by the composition
Ak+1
j
Dk+1−−−−→ J1(Ak) prol(Ψk)−−−−−→ J1(JkA).
As Ψk : Ak → JkA is a Lie algebroid morphism then it follows that prol(Ψk) :
J1(Ak)→ J1(JkA) is a Lie algebroid morphism, and therefore Ψk+1 is a Lie algebroid
morphism since it is the composition of two of them. Indeed, as ρJkA ◦ Ψk = ρAk ,
where ρAk and ρJkA are the anchor maps of Ak and J
kA respectively, and the anchor
of the first jet of a Lie algebroid A is the composition of the projection J1A → A
with the anchor of A, then
ρJ1(JkA) ◦ prol(Ψk)(α, ω) =ρJ1(JkA)(Ψk ◦ α,Ψk ◦ ω)
= ρJkA(Ψk ◦ α) = ρAk(α) = ρJ1(Ak)(α, ω)
for (α, ω) ∈ Γ(Ak)⊕ Ω1(M,Ak), where here we are using the Spencer decomposition
(2.1). On the other hand, as [j1α, j1β]J1Ak = j
1([α, β]Ak) for α, β ∈ Γ(Ak), then
[prol(Ψk(j
1α)),prol(Ψk(j
1α))]J1(JkA) = [j
1(Ψk ◦ α), j1(Ψk ◦ β)]J1(JkA)
= j1[Ψk ◦ α,Ψk ◦ β]JkA = j1[α, β]Ak = [j1α, j1β]J1(Ak).
As the space of sections of J1(Ak) is generated by the holonomic sections as a C
∞(M)-
module, then by the above equation and the Leibniz identity it follows that
[·, ·]J1(JkA) ◦Ψk = [·, ·]J1(Ak).
Hence, Ψk+1 is a Lie algebroid morphism.
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5.3 Particular cases
5.3.1 Cartan algebroids
Recalling example 1.2.18, let
ρ : h −→ X(M)
be an infinitesimal action of a Lie algebra h on M . The associated action algebroid
h⋉M comes equipped with the canonical flat linear connection
∇flat : X(M)× C∞(M, h) −→ C∞(M, h).
This is the main example of a Cartan algebroid defined in [6], and in fact it is the
only flat Cartan algebroid, up to isomorphism, when M is simply connected as we
will see in proposition 5.3.1.
Cartan algebroids were defined as a Lie algebroid A together with a linear con-
nection
∇ : X(M)× Γ(A) −→ Γ(A)
such that its basic curvature R∇ vanishes. By definition 5.1.8 and lemma 5.1.13, two
equivalent interpretations of Cartan algebroids are:
• as a Lie-Spencer operator D relative to the identity map id : A→ A,
• as a Lie algebroid splitting
jD : A −→ J1A
of the projection pr : J1A→ A.
Proposition 5.3.1. Let (A,∇) be Cartan algebroid over a simply connected manifold
M . If ∇ is flat then there exists an infinitesimal action ρ : h → X(M) and a Lie
algebroid isomorphism
φ : h⋉M −→ A
such that under this identification, ∇ becomes the canonical flat linear connection
∇flat.
Proof. It is a well-known fact that a vector bundle A over a simply connected manifold
M , with a flat linear connection ∇, is isomorphic to the trivial bundle VM with fiber
V ⊂ Γ(A), the finite dimensional vector space of parallel sections. The isomorphism
is given by
VM
φ−→ A
(s, x) 7→ s(x).
(5.31)
Moreover, under this isomorphism, the canonical flat connection ∇flat of VM is equal
to ∇. Now, from the compatibility condition (5.1) we have that the Lie bracket of
Γ(A) restricts to a Lie bracket [·, ·] on V . Set h := V be the Lie algebra with Lie
bracket [·, ·]h := [·, ·]. We have an obvious action
ρ′ : h −→ X(M)
given by ρ′(α)(x) = ρ(α(x)), where ρ is the anchor of A. It is clear from the definition
of ρ and the Lie algebroid structure of h⋉M that (5.31) is a Lie algebroid isomorphism.
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5.3.2 Spencer operators of finite type
Let D be a Spencer operator of finite type (see section 2.3) relative to the vector
bundle map l : A→ E. We will prove the following stronger version of theorem 2.3.2.
Theorem 5.3.2. Suppose that D is a Spencer operator over a simply connected man-
ifold M , and let k ≥ 1 be the order of D. If
1. P kD(A) is smoothly defined, and
2. pr : P k+1D (A)→ P kD(A) is surjective,
then there exists an infinitesimal action
ψ : h −→ X(M)
of a Lie algebra h on M and a surjective morphism p : (h ⋉M,∇flat) → (A,D) of
Spencer operators, inducing a bijection in the space of solutions. Moreover, Sol(A,D) ⊂
Γ(A) is a finite dimensional Lie algebra of dimension
r = rkA+ rk g(1) + rk g(2) + · · ·+ rk g(k−1).
Remark 5.3.3. In theorem 5.3.2, a morphism of Spencer operators is a morphism of
relative connections p : (h ⋉M,∇flat) → (A,D) with p : h ⋉M → A a Lie algebroid
map.
The message is clear here: a Spencer operator satisfying the hypotheses of theorem
5.3.2 is the quotient of an action algebroid with the canonical flat connection ∇flat.
Intuitively the situation is as follows
h⋉M
∇flat //
p

h⋉M
l◦p

A
D // E.
Although the above diagram is not precise, it helps to illustrate our situation.
Lemma 5.3.4. With the hypotheses of the previous theorem, one has that
1. the Lie algebroid P kD(A) is isomorphic to the action algebroid h⋉M ,
2. pr : P kD(A)→ P k−1D (A) is a Lie algebroid isomorphism.
Moreover, under the identification pr, D(k) becomes the trivial connection ∇flat.
Proof of lemma 5.3.4 and theorem 5.3.2. From lemma 2.3.4 one has that under the
Lie algebroid isomorphism pr : P kD(A) → P k−1D (A), (P kD(A), D(k)) is a flat Cartan
algebroid and therefore, by lemma 5.3.1, it is isomorphic to the action groupoid h⋉M
where h is the Lie algebra of parallel sections of D(k).
That p : h ⋉M → A is a Lie algebroid morphism follows from the fact that it
is the composition of lie algebroid morphisms as one can see in the proof of theorem
2.3.2. From this, theorem 2.3.2, and lemma 2.3.4 the results follow.
Corollary 5.3.5. Suppose that D is a Spencer operator over a simply connected
manifold M , and let k ≥ 1 be the order of D. If
149
Chapter 5
1. pr : PD(A)→ A is surjective,
2. g(1) is a smooth vector bundle over M , and
3. H2,l(g) = 0 for 0 ≤ l ≤ k − 1,
then there exists an infinitesimal action
ψ : h −→ X(M)
of a Lie algebra h over M and a morphism p : (h ⋉M,∇flat) → (A,D) of Spencer
operators, inducing a bijection in the space of solutions. Moreover, Sol(A,D) ⊂ Γ(A)
is a finite dimensional Lie algebra of dimension
r = rkA+ rk g(1) + rk g(2) + · · ·+ rk g(k−1).
Proof. Our hypotheses imply that (A,D) is formally integrable and therefore we are
left in the situation of theorem 5.3.2.
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Pfaffian groupoids
Pfaffian groupoids are Lie groupoids G ⇒M endowed with a multiplicative distribu-
tion H of G (see definition 6.1.1) compatible with the groupoid structure and satisfy-
ing some extra conditions (see definition 6.1.4). For such a groupoid, the source map
s : (G,H) → M is a Pfaffian bundle, to which we can apply the theory of chapter
3. In the dual picture we deal with a Pfaffian form θ ∈ Ω1(G, t∗E), where in this
case E is a representation of G and θ is multiplicative, i.e. it is compatible with the
multiplication of G. In this setting all objects become Lie theoretic and therefore their
linearizations are of Spencer type on the Lie algebroid A of G (see chapter 5). Again,
one advantage of working with forms is that it is slightly more general (it allows θ to
have non-constant rank). An advantage of the point of view of distributions is that
some integrability conditions are more natural and easier to handle globally.
Here are some connections with the existing literature. Multiplicative distributions
in a sense more general than ours, but which are required to be involutive, were studied
in [31] in the context of geometric quantization and, more recently, in [34]. Moving
towards Cartan’s ideas, our Cartan connections from subsection 6.4.2 are the global
counterpart of Blaom’s Cartan algebroids [6]. The flat Cartan connections are the
same “flat connections on groupoids” used by Behrend in the context of equivariant
cohomology [4]. On the other hand, due to our approach, there is long list of literature
on Lie pseudogroups and the geometry of PDE that serves as inspiration for this thesis
[11, 12, 13, 57, 42, 30, 26, 27, 29, 51, 36, 8, 54]. Of course, the appearance of the
classical Cartan form and Spencer operator is an indication of this relationship with
the theory of Lie pseudogroups.
6.1 Pfaffian groupoids
6.1.1 Multiplicative distributions
To discuss multiplicativity of distributions, recall that one has a Lie groupoid TG ⇒
TM associated to any Lie groupoid G ⇒M ; its structure maps are just the differen-
tials of the structure maps of G.
Definition 6.1.1. Amultiplicative distribution on G is any distribution H ⊂ TG
which is also a Lie subgroupoid of TG ⇒ TM (with the same base TM).
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Here we have some remarks about the previous definitions
Remark 6.1.2. Given a distribution H ⊂ TG, the multiplicativity of H is equivalent
to:
1. H is closed under dm, i.e. for anyXg ∈ Hg, Yh ∈ Hh for which ds(Xg) = dt(Yh),
d(g,h)m(Xg, Yh) ∈ Hgh.
2. H is closed under di, i.e. di(Hg) = Hg−1 .
3. At units x = 1x, Hx contains TxM .
4. H is s-transversal, i.e. TG = H+ T sG.
The proof of the last condition is analogous to the part of proof of lemma 3.4.3 where
one shows that a linear distribution is π-transversal. In this case the roles of the zero
section z : M → F and the fiber-wise addition a : F ×M F → F are played by the
unit map u :M → G and the multiplication map m : G2 → G, respectively.
Note that the last condition is equivalent to the surjectivity of ds : H → TM ;
it actually implies that the last map is not only point-wise surjective, but also a
submersion (which is necessary for H to be a Lie groupoid over TM) as it is a vector
bundle map over s : G →M
Remark 6.1.3. The dual objects of multiplicative distributions are the point-wise
surjective multiplicative one forms. This will be treated in subsection 6.1.2.
Definition 6.1.4.
• A Pfaffian groupoid is a Lie groupoid G ⇒ M endowed with a multiplicative
distribution H ⊂ TG which is also a Pfaffian distribution with respect to the
source map.
• A Pfaffian groupoid (G,H) is said to be of Lie type (or a Lie-Pfaffian groupoid)
if
H ∩ ker ds = H ∩ ker dt.
Remark 6.1.5. In other words, a Pfaffian groupoid is Lie groupoid endowed with
an s-involutive multiplicative distribution. See remark 6.1.2.
Remark 6.1.6. Equivalently, one could define a Pfaffian groupoid as a Lie groupoid
G endowed with a multiplicative distribution H with the property that H is a Pfaffian
distribution with respect to the target map (see chapter 3). That both notions are
equivalent comes from the fact that the differential of the inverse map i : G → G maps
isomorphically H to H , and T sG to T tG. From this one has that the multiplicative
distribution H is Pfaffian with respect to the source map s : G →M if and only if it
is Pfaffian with respect to the target map t : G →M .
Remark 6.1.7. As we shall see, via the linearization along the unit map, Pfaffian
groupoids correspond to Spencer operators in the sense of chapter 5. In this corre-
spondence, Lie-Pfaffian groupoids correspond to Lie-Spencer operators (see definition
5.1.8). This also motivates the terminology of “Lie-Pfaffian”. See theorem 6.1.23 and
proposition 6.1.25.
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Proposition 6.1.8. Let (G,H) be a Lie-Pfaffian groupoid. There exists a Lie alge-
broid structure on
E := A/(Hs|M )
such that the projection A→ E is a Lie algebroid map.
Proof. Notice that the condition Hs = Ht implies that the anchor map ρ : A→ TM
descends to the quotient E →M as Hs|M ⊂ ker ρ. On the other hand, we define the
bracket on E on the equivalence class of α, β ∈ Γ(A) by
[α¯, β¯] = [α, β] modHs|M . (6.1)
To see that the bracket is well-defined, take β ∈ Γ(Hs|M ) and α ∈ Γ(A). Then for
the associated right invariant vector fields βr ∈ Γ(Hs)(= Γ(Ht)) and αr ∈ Xinv(G),
[αr, βr](g) =
d
dǫ
|ǫ=0dϕǫ
αr
(g)ϕ
−ǫ
αr (β
r
ϕǫ
αr
(g))
=
d
dǫ
|ǫ=0dm(φ−ǫα (dt(βrϕǫ
αr
(g))), β
r
ϕǫ
αr
(g))
=
d
dǫ
|ǫ=0dm(0t(ϕ−ǫ
αr
(g)), β
r
ϕǫ
αr
(g)) =
d
dǫ
|ǫ=0Lt(ϕ−ǫ
αr
(g))(β
r
ϕǫ
αr
(g)),
where ϕǫαr (g) = φ
ǫ
α(t(g))g is the flow of α
r (see remark 1.2.22), and L : T tG → T tG,
left multiplication, is defined by L(vg) = dm(0g−1 , vg). As Ht is closed under left
multiplication then [αr , βr] ∈ Γ(Ht)(= Γ(Hs)). This implies that [α, β] ∈ Γ(Hs|M )
and therefore formula (6.1) is well-defined.
Remark 6.1.9. The previous proof shows that any multiplicative distribution H
with the property that Hs = Ht is of Pfaffian-type, i.e. H is s-involutive.
Remark 6.1.10. There is a natural action of a Lie-Pfaffian groupoid (G,H) on TM ,
the tangent space of the base manifold: for g ∈ G,
g : Ts(g)M −→ Tt(g)M, g ·X = dt(X˜g),
where X˜g ∈ Hg is any vector that s-projects to X , i.e. ds(X˜g) = X . Note that this
does not depend on the choice of X˜g. Indeed, if X
′
g ∈ Hg is any other such vector
then
X˜g −X ′g ∈ Hsg = Htg =⇒ dt(X˜g) = dt(X ′g).
To check the axioms of the action notice that TM →֒ H by remark 6.1.2, and therefore
1x : TxM → TxM is the identity. Now, if (h, g) are composable and X ∈ Ts(g)M , let
Yh ∈ Hh be such that
ds(Yh) = dt(X˜g) = g ·X.
Take Zhg = dm(Yh, X˜g) ∈ Hhg. Then ds(Zhg) = ds(X˜g) = X and therefore
(hg) ·X = dt(Zhg) = dt(Yh) = h · (g ·X).
Since a Pfaffian groupoid is a Pfaffian bundle s : (G,H) → M , we can apply the
notions of Pfaffian bundles as:
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• the symbol space g(H) of H given by the vector bundle over G
g(H) := Hs,
• the symbol map given by the vector bundle map over G
∂H : g(H) −→ Hom(s∗TM, TG/H),
• the prolongations of g(H)
g(k)(G,H) ⊂ s∗(SkT ∗)⊗ (TG/H).
In the case of groupoids, we will see that these objects over G satisfy some invariance
conditions and that they actually come from M . For instance, for the symbol space,
consider the induced vector bundle over M given by
gM (H) := g(H)|M ⊂ T sG|M = A.
Lemma 6.1.11. Let H ⊂ TG be a multiplicative distributions. Then
g(H) ≃ t∗gM (H).
Proof. While right translations induce an isomorphism of vector bundles over M ,
R : T sG ∼−→ t∗A, R(Xg) = Rg−1(Xg), they restrict to an isomorphism Hs ∼= t∗g: this
is a consequence of H being closed under the differential of the multiplication, and
that R(Xg) = dm(Xg, 0g−1) for any Xg ∈ T sgG.
In this setting the natural objects to consider as solutions and partial integral
elements of the pair (G,H) are the following:
Definition 6.1.12. Let H ⊂ TG be a multiplicative distribution.
• A solution of (G,H) is a bisection b ∈ Bis(G) which is also a solution of (G,H)
in the sense of definition 3.1.1. the set of solutions of (G,H) is denoted by
Bis(G,H).
• A partial integral element of H is a linear subspace V ⊂ TgG with the
property that V ⊂ Hg and
TgG = V ⊕ T sgG and TgG = V ⊕ T tgG.
6.1.2 The dual point of view
In general, multiplicative distributions arise as kernels of point-wise surjective mul-
tiplicative one forms and this provides a dual point of view on Pfaffian groupoids,
which generalizes the following 1-1 correspondence for bundles R→M
1. point-wise surjective 1-forms θ ∈ Ω1(R,E′), where E′ is some vector bundle
over R.
2. distributions H on R, i.e. vector sub-bundles H ⊂ TR.
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In one direction,H = Ker(θ); conversely,E = TR/H and θ is the canonical projection.
It is clear that the kernel H of any point-wise surjective multiplicative one form
θ ∈ Ω1(G, E) (with coefficients in some representationE) is multiplicative. We explain
here the converse.
Proposition 6.1.13. Let G be a Lie groupoid. Then for any representation E of G
and any point-wise surjective E-valued multiplicative form θ ∈ Ω1(G, t∗E),
Hθ := Ker(θ) ⊂ TG
is a multiplicative distribution on G. Moreover, any multiplicative distribution arises
in this way.
We use
g := Hs|M ⊂ A
from the previous subsection, where A is the Lie algebroid of G. As coefficients we
take
E := A/g,
As we saw in lemma 6.1.11, while right translations induce an isomorphism of vector
bundles over M , R : T sG ∼−→ t∗A, r(Xg) = Rg−1(Xg), restricts to an isomorphism
Hs ∼= t∗g of vector bundles over G
TG/H ≃ T sG/Hs R−→ t∗(E).
Hence the canonical projection TG → TG/H can be interpreted as a form
θH ∈ Ω1(G, t∗E).
Finally, there is an induced “adjoint action” of G on E: for g ∈ G,
AdHg : Es(g) −→ Et(g), AdHg (αmod g) = (Ad σgα)mod g,
where σg : Ts(g)M → Hg ⊂ TgG is any splitting of dgs and where Ad is the adjoint
representation of J1G on A (see section 1.3.1). With this,
Proposition 6.1.14. E is a representation of G and θH ∈ Ω1(G, E) is multiplicative.
Proof. Through this proof we will use that the canonical Cartan form
θcan ∈ Ω1(J1G, t∗A)
is multiplicative with respect to the adjoint action. This will be proved in subsection
6.1.16.
To see that AdH is well defined we note that, if β ∈ g, then
Ad σgβ = Rg−1dm(σg(ρ(β)), β),
which belongs to g due to H being multiplicative. Moreover, if σ′g is another splitting
of ds whose image lies in H, then
Ad σgα−Ad σ′gα = Rg−1(dm(σg(ρ(α)), α) − dm(σ′g(ρ(α)), α))
= Rg−1dm(σg(ρ(α)) − σ′g(ρ(α)), 0s(g)),
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which also belongs to g, for all α ∈ Γ(A). It follows that AdHg is independent of the
choice of splitting σg .
We now show that θH is multiplicative for this representation. Observe that for
ξ ∈ TgG, if ξ˜ is any lift of ξ to TσgJ1G, then
θg(ξ) = θcan,σg (ξ˜)mod g,
where, again σg is any splitting of ds whose image lies in H. Also, since H is multi-
plicative, if σg and σh are splittings of ds whose image lie in H, then also the image
of σg · σh lies in H (whenever the product is defined). It follows that
θgh(dm(ξ1, ξ2)) = (θcan,σgσh(dm(ξ˜1, ξ˜2)))mod g
= (θcan,σg (ξ˜1) + Ad σgθcan,σh(ξ˜2))mod g
= θg(ξ1) + Ad
H
σh
(ξ2).
Recall from remark 6.1.10 that for a Lie-Pfaffian groupoid there is a canonical
action of G on TM .
Proposition 6.1.15. With the above notation, let (G,H) be a Lie-Pfaffian groupoid.
There exists an action of G on TM which makes ρ : E → TM G-equivariant with
respect to the adjoint action AdH of G on E.
Proof. Consider the action of G on TM described in remark 6.1.10. Let g ∈ G and
[v] ∈ Es(g), and take σ ∈ J1G any element such that σ(Ts(g)M) ⊂ Hg. Then
ρ(AdHg [v]) = ρ(Rg−1dm(σ(ρ(v)), v)) = dt(σg(ρ(v))) = g · (ρ([v])).
6.1.3 Examples
Example 6.1.16 (Jet groupoids). Our motivating class of examples of Lie-Pfaffian
groupoids comes from the Cartan forms on jet groupoids (and their subgroupoids).
They are, of course, the multiplicative version of the Cartan forms for jet bundles (see
example 3.1.12). In the case k = 1, we talk about the multiplicative Cartan form on
J1G
θcan ∈ Ω1(J1G, t∗A).
The Cartan form is the multiplicative form with values on the adjoint representation
(see subsection 1.3.1). Recall that θcan is described as follows. Let pr : J
1G → G be
the canonical projection and let ξ be a vector tangent to J1G at some point j1xb ∈ J1G.
Then the difference
dj1xbpr(ξ) − dxb ◦ dj1xbs(ξ) ∈ TgG
lies in kerds, hence it comes from an element in At(g):
θcan(ξ) = Rb(x)−1(dj1xbpr(ξ)− dxb ◦ dj1xbs(ξ)) ∈ At(g).
156
Pfaffian groupoids
Proposition 6.1.17. Let G be a Lie groupoid and A a Lie algebroid over M . Then:
1. The Cartan form θcan ∈ Ω1(J1G, t∗A) is a multiplicative form with values in
the adjoint representation.
2. If A = Lie(G), the Lie-Spencer operator of θcan (cf. theorem 4.3.1 and example
5.1.17) is Dclas.
Proof. We first show that θcan is multiplicative, i.e. that:
(m∗θcan)|(σg ,σh) = pr∗1θcan +Ad σgpr∗2θcan.
We use the description from remark 1.3.3. Let ξ1 ∈ TσgJ1G and ξ2 ∈ TσhJ1G
be such that ds(ξ1) = dt(ξ2). Denote by X1 = dpr(ξ1) ∈ TgG and v1 = ds(X1) =
ds(ξ1) ∈ Ts(g)G. Similarly, let X2 = dpr(ξ2) ∈ ThG and v2 = ds(X2) = ds(ξ2) ∈
Ts(h)M . Computing θcan(dm(ξ1, ξ2)) we find
R(gh)−1(dpr(dm(ξ1 , ξ2))− (σg · σh)(ds(dm(ξ1, ξ2)))) =
= R(gh)−1(dm(X1, X2)− (σg · σh)(v2))
= R(gh)−1(dm(X1, X2)− dm(σg(λσ2 (v2)), σh(v2)))
= R(gh)−1(dm(X1 − σg(λσ2(v2)), X2 − σh(v2)))
= Rg−1(dm(X1 − σg(λσ2 (v2)), Rh−1(X2 − σh(v2))))
= Rg−1(dm(X1 − σg(v1), 0s(g)) + dm(σg(v1)− σg(λσ2 (v2)), Rh−1(X2 − σh(v2))))
= Rg−1(X1 − σg(v1) + dm(σg(v1)− σg(λσ2 (v2)), Rh−1(X2 − σh(v2))))
= Rg−1(X1 − σg(v1)) + Ad σg (Rh−1(X2 − σh(v2)))
= θcan(ξ1) + Ad σgθcan(ξ2),
where we have used the fact that pr : J1G → G is a Lie groupoid morphism. Let
(D, l) denote the Spencer operator of θcan. It is clear from the definition of l that
l = pr and it suffices to prove that D satisfies the holonomicity condition D(j1α) = 0,
for all α ∈ Γ(A). Let ζ = j1α. In the explicit formula (4.6) for D, we remark that
φǫζ(x) = dxφ
ǫ
α, hence
θcan(dxφ
ǫ
ζ(Xx)) = R(φǫα(x))−1(dpr(dxφ
ǫ
ζ(Xx))− dxφǫα(ds(dxφǫζ(Xx))))
= R(φǫα(x))−1(dxφ
ǫ
α(Xx)− dxφǫα(Xx)) = 0,
Hence D(j1α)(X) = 0.
Of course proposition 6.1.17 holds for all the Cartan forms
θk ∈ Ω1(JkG, t∗Jk−1A),
on higher jet groupoids. This is easily seen as θk is given by the restriction to JkG ⊂
J1(Jk−1G) of the Cartan form associated to the (k − 1)-jet groupoid Jk−1G.
On the dual side one recovers the so called Cartan multiplicative distributions on
Ck ⊂ TJkG defined to be the kernel of the Cartan form θk. Alternatively, the Cartan
multiplicative distributions on JkG can by described as the intersection
Ck ∩ TJkG, (6.2)
where Ck is the Cartan distribution of the k-jet bundle associated to the source map
s : G →M .
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Proposition 6.1.18. The Lie groupoid JkG endowed with the Cartan multiplicative
distribution Ck ⊂ TJkG is Lie-Pfaffian.
Proof. That Ck is multiplicative is a consequence of lemma 6.1.13 and the fact that
it is defined by the kernel the multiplicative form θk. That it is s-involutive follows
from description (6.2). To see that Csk = Ctk, let X ∈ Csk. Then dpr(X) = 0 follows by
an easy computation of θk(X) = 0, and therefore
dt(X) = dt(dpr(X)) = 0.
This means that X ∈ Ctk which implies that Csk ⊂ Ctk. By dimension counting we
conclude that Csk = Ctk.
Remark 6.1.19. As a curiosity: the kernel of Lie groupoid map pr : J1G → G is
equal to the bundle of Lie groups K over M , with fiber at x given by
Kx := {φ : TxM → Ax | ρ ◦ φ+ id is an isomorphism}
with multiplication of two linear maps φ, ψ ∈ Kx given by
φ · ψ := φ ◦ ρ ◦ ψ + ψ + φ.
Hence, we get an exact sequence of Lie groupoids
K →֒ J1G pr−→ G.
For k ≥ 2, the situation is even simpler: the kernel of pr : JkG → Jk−1G is isomorphic
to the bundle of abelian Lie groups SkT ∗ ⊗A. With this we have an exact sequence
of Lie groupoids
SkT ∗ ⊗A →֒ JkG pr−→ Jk−1G.
For later use we state the following result: consider the exact sequence of vector
bundles over JkG
0 −→ SkT ∗ ⊗ T sG i−→ T sJkG dpr−→ T sJk−1G −→ 0.
Lemma 6.1.20. Let γ, b ∈ JkG be a pair of composable arrows. Then right translating
by b a vector Ψ ∈ SkT ∗s(γ) ⊗ T sγG one obtains
Rb(Ψ) ∈ SkT ∗s(b) ⊗ T sγbG
defined at X1, . . . Xk ∈ Ts(g) by
Rb(Ψ)(X1, . . . , Xk) = Rpr(b)(Ψ(λ
−1
b (X1), . . . , λ
−1
b (Xk−1))),
where Rpr(b) : T
s
pr(γ)G → T spr(γb)G is right translation by pr(b).
Example 6.1.21 (G-structures). Recall from example 1.2.8 that any principal G-
bundle π : P → M has an associated Lie groupoid, called the gauge groupoid, and
denoted by Gauge(P )⇒M . In particular, if G is a subgroup of GLn, and
P = FG(M)
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is a G-structure on M – a principal G sub-bundle of the frame bundle of M (the
bundle whose fiber over x consists of all linear isomorphisms p : Rn → TxM), one
obtains G(FG(M)) := Gauge(FG(M)). Note that in this case, G(FG(M)) is a Lie
subgroupoid of GL(TM) (see example 1.2.10). Thus, we obtain a point-wise surjec-
tive multiplicative form τ on G(FG(M)) ⊂ GL(TM) with values in TM , called the
tautological form, defined by
τ = θ1|G(FG(M)),
where θ1 ∈ Ω1(GL(TM), TM) is the multiplicative Cartan form associated to the pair
groupoid Π(M). Of course the symbol space g(τ)|M ⊂ T ∗M ⊗ TM of τ restricted to
M is given by the kernel of
dpr : TG(FG(M)) −→ TM
at the units. By the construction of G(FG(M)), we see that this is just
g(τ)|M = T ∗ ⊗ g, g := Lie(G) ⊂ gln .
The main importance of the tautological form is that it detects solutions of the
G-structure in the following sense: recall that bisections of GL(TM) are simply auto-
morphisms of TM (covering a diffeomorphism of M). The tautological form satisfies
the following important property:
Proposition 6.1.22. Let τ ∈ Ω1(G(FG(M)), t∗TM) denote the tautological form. A
bisection Φ ∈ Bis(G(FG(M))) is of the form Φ = dφ, where φ = t ◦ Φ : M → M if
and only if Φ∗τ = 0.
This of course follows from proposition 6.1.17 applied to J1Π(M) ∼= GL(TM).
On the infinitesimal side, the Lie algebroid of GL(TM) is gl(TM) (for the defini-
tion of this Lie algebroid see remark 1.2.24), and thus the Lie algebroid of G(FG(M))
is a transitive subalgebroid A(FG(M)) ⊂ gl(TM). A direct application of proposition
6.1.17 shows that the Spencer operator associated to the tautological form is
DX(∂) = [σ∂ , X ]− ∂(X), l(∂) = −σ∂ ,
for all ∂ ∈ Γ(A(FG(M)), and X ∈ X(M).
6.1.4 The integrability theorem for Pfaffian groupoids; Theo-
rem 2
Let H ⊂ TG be a multiplicative distribution. The multiplicativity of H ⊂ TG implies
that the unit map u : M → G is a solution of (G,H). The linearization of (G,H)
along u, in the sense of subsection 3.5.1, consists of the Lie algebroid A of G
A = Lu(G) := u∗T sG
endowed with the connection
D : X(M)× Γ(A) −→ (E)
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relative to the projection A→ E, where E is the vector bundle over M defined to be
E := A/g
for g = u∗(Hs). Actually, in the Lie groupoid setting, E becomes a representation
of G and D is now a Spencer operator in the sense of chapter 5. Moreover, if G is a
source simply connected Lie groupoid, H is determined by D and g.
In the rest of this subsection we explain and prove the following integrability result
(which is actually a consequence of theorem 4.3.1). This can also be found in [17].
Theorem 6.1.23. Let G ⇒M be a s-simply connected Lie groupoid with Lie algebroid
A→M . There is a one to one correspondence between
1. multiplicative distributions H ⊂ TG,
2. sub-bundles g ⊂ A together with a Spencer operator D on A relative to the
projection A→ A/g.
In this correspondence, g is the symbol space of H and
DXα(x) = [X˜, α
r]xmodHs1x ,
where X˜ ∈ Γ(H) ⊂ X(G) is any vector field which is s-projectable to X and extends
u∗(X) (for α
r, see remark 1.2.22).
Remark 6.1.24. Let G be a Lie groupoid whose source fibers are not necessarily
simply connected. As noticed before, out of a multiplicative distribution H ⊂ TG one
has a Spencer operator as in theorem 6.1.23. Of course in this case the correspondence
may fail to hold.
Before going to the proof of theorem 6.1.23, we extract some properties of H out
of its Spencer operator.
Proposition 6.1.25. Let G ⇒ M be a (not necessarily s-simply connected) Lie
groupoid. Let H ⊂ TG be a multiplicative distribution with D : Γ(A) → Ω1(M,A/g)
the associated Spencer operator as in theorem 6.1.23. Then,
1. H is of Pfaffian type (i.e. H is s-involutive) if and only if g ⊂ A is a Lie
subalgebroid of A.
2. H is of Lie-type (i.e. Hs = Ht) if and only if D is a Lie Spencer operator.
Proof. For item 1 recall that right translation
R : (Γ(A), [, ]A) −→ (Γ(T sG), [, ]G), α 7→ R(α)g = Rg(αt(g)) (6.3)
is an isomorphism of Lie algebras. As H is multiplicative, R restricts to an isomor-
phism R : Γ(g)→ Γ(Hs), and therefore Γ(g) ⊂ Γ(A) is Lie subalgebra (i.e. g ⊂ A is a
Lie subalgebroid) if and only if its image (i.e. Γ(Hs)) is a Lie subalgebra of Γ(T sG).
For item 2 suppose first that Hs = Ht. Then by corollary 6.1.15 the quotient
map pr : A→ A/g is a Lie algebroid morphism and therefore the Spencer operator D
becomes a Lie-Spencer operator. For the converse notice that g ⊂ ker ρ as ρ ◦ pr = ρ.
This means that g = Hs|M ⊂ Ht|M and by dimension counting Hs|M = Ht|M . Now,
fixing g ∈ G with x = s(g), Rg−1 : Hs1x → Hsg−1 is an isomorphism. As Ht1x = Hs1x
and dt ◦ Rg−1 = dt one has that im Rg−1 ⊂ Htg ∩ Hsg. Again by dimension counting
we conclude that Htg = Hsg.
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The next proposition states that we obatin (local) solutions of a non-linear system
of PDE’s out of a solution of its linearization. Of course, the immediate advantage
is to solve the easier infinitesimal (linear) problem to obtain a solution to the more
complicated and interesting global problem.
Proposition 6.1.26. Let H ⊂ TG be a multiplicative distribution and let D be the
associated Spencer operator. If α ∈ Γ(A) is a solution of (A,D), then for every
x ∈M ,
φǫα ∈ Bisloc(G,H)
is a solution around x, for ǫ such that φǫα is defined (around x). See definition 1.2.22.
Proof. As we will see in the proof of theorem 6.1.23, the Spencer operator associated
to H is the one given in theorem 4.3.1 for θ := θH. Let x ∈ M and let U ⊂ M be a
neighborhood of x. Take ǫ0 to be such that φ
ǫ0
α is defined on U . Consider the curve
ǫ 7→ c(ǫ) ∈ Ω1(U,E|U ), c(ǫ)(Xy) = φǫα(y)−1 · θ(dyφǫα(Xy)).
By the definition of D (see theorem 6.1.23),
d
dǫ
c(ǫ)|ǫ=0 = D(α).
We will prove that d
dǫ
c(ǫ)|ǫ=r = 0 for any 0 < r < ǫ0. This, together with the fact
that c(0) = 0, implies, of course, that c(ǫ0) = 0. Indeed,
φǫ+rα (y) = φ
ǫ
α(t(φ
r
α(y))) · φǫα(y).
Hence, the differential of φǫ+rα at y satisfies a similar equation involving the differential
of the functions. Therefore, by multiplicativity of θ,
θ(dyφ
ǫ+r
α (X)) = θ(dφ
ǫ
α(dt(dφ
r
α(X)))) + φ
ǫ
α(t(φ
r
α(y))) · θ(dφrα(X)),
and from this,
d
dǫ
c(ǫ+ r)|ǫ=0 = d
dǫ
φrα(y)
−1 · (φǫα(t(φrα(y)))−1 · θ(dφǫα(dt(dφrα(X)))) + θ(dφrα(X)))
= φrα(y)
−1 ·Ddt(dφrα(X)))α = 0.
Of course, theorem 6.1.23 follows from theorem 4.3.1 applied to θH, combined
with the reformulation of Spencer operators (remark 5.1.4). What we still have to
prove is that the explicit formula (4.6) for D (from theorem 4.3.1) gives the explicit
formula (5.27) (from theorem 6.1.23). With the right hand side of (4.6) in mind, we
consider more general expressions of type:
(Lαω)g :=
d
dǫ
∣∣
ǫ=0
(ϕǫαr (g))
−1 · (ϕǫαr )∗ω|ϕǫαr (g)
for α ∈ Γ(A) and ω ∈ Ωk(G, t∗E) (see also remark 1.2.22). This defines
Lα : Ω
k(G, t∗E) −→ Ωk(G, s∗E).
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Lemma 6.1.27. For any vector field ξ ∈ X(G), ω ∈ Ωk(G, t∗E), g ∈ G:
[iξ, Lα](ω)g = g
−1 · ωg([ξ, αr ]).
Note that this implies theorem 6.1.23. Indeed, if X˜ is as in the statement of
theorem 6.1.23, using the above lemma for g = 1x = x, ω = θ, since D(α)(x) =
Lα(θ)(x) and θ(X˜x) = 0,
DX(α)(x) = [iX˜ , Lα](θ)x = θx([X˜, α
r]) = [X˜, αr]xmod g.
Proof of lemma 6.1.27. We apply the chain rule to the composition
d
dǫ
∣∣
ǫ=0
(ϕ−ǫαr (g))
−1 · ωϕ−ǫ
αr
(g)(dgϕ
−ǫ
αr (ξg)) = f1 ◦ f2,
where
f1 : I × s−1(s(g)) −→ Es(g), f1(ǫ, h) = h−1 · ωh(dϕǫ
αr
(h)ϕ
−ǫ
αr (ξϕǫαr (h))),
and
f2 : I −→ s−1(s(g)), f2(ǫ) = ϕ−ǫαr (g).
We obtain,
d
dǫ
∣∣
ǫ=0
(ϕ−ǫαr (g))
−1 · ωϕ−ǫ
αr
(g)(dgϕ
−ǫ
αr (ξg)) =
=
d
dǫ
∣∣
ǫ=0
g−1 · ωg(dϕǫ
αr
(g)ϕ
−ǫ
αr (ξϕǫαr (g))) +
d
dǫ
∣∣
ǫ=0
(ϕ−ǫαr (g))
−1 · ωϕ−ǫ
αr
(g)(ξϕ−ǫ
αr
(g)),
or in other words,
−(Lαω)(ξ)(g) = g−1 · ω([αr, ξ])− Lα(ω(ξ))(g).
i.e. the equation in the statement.
6.2 Lie-Prolongations of Pfaffian groupoids
In this chapter we will show that the notions introduced in section 3.2 become Lie
theoretic. We will also introduce the notions of morphism and abstract Lie prolon-
gations of Pfaffian groupoids, notions closely related to the Maurer-Cartan equation!
(see subsection 6.2.2). We will see the advantages of passing from the more gen-
eral but “wild” picture of Pfaffian bundles to the easier to handle picture of Pfaffian
groupoids, whose rich structures will allow us to have a better understanding of the
process of prolonging. Throughout the whole exposition we will point out what the
analogous notions are in the setting of Spencer operators (see chapter 5) when taking
the Lie functor.
This can be slightly generalized to the case where G is endowed with a multiplica-
tive form θ. We will point out which results are still valid in this setting.
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6.2.1 Lie prolongations (abstract prolongations); Theorem 3
Throughout this section let G˜ and G be two Lie groupoids over M ;
θ˜ ∈ Ω1(G˜, t∗E˜) and θ ∈ Ω1(G, t∗E),
are multiplicative point-wise surjective 1-forms with
H˜ := ker θ˜ ⊂ T G˜ and H := ker θ ⊂ TG
being the multiplicative distributions given by the kernel of θ˜ and θ respectively.
Assume that
(D˜, l˜) : A˜→ E˜ and (D, l) : A→ E
are the associated Spencer operators of θ˜ and θ respectively.
Suppose that we have a Lie groupoid map p : G˜ → G with the property that
dp(H˜) ⊂ H. (6.4)
Then there is an induced vector bundle map p0 : E˜ → E making the diagram
A˜
l˜ //
Lie(p)

E˜
p0

A
l // E
(6.5)
commutes. Actually, p0 is determined by the formula
p0(l˜(v)) = l(Lie(p)(v)), v ∈ A˜
which is well-defined thanks to the condition (6.4) and the definitions of l˜, l (l˜ =
θ˜|A˜, l = θ|A).
Definition 6.2.1. Let (G˜, θ˜) and (G, θ) be Pfaffian groupoids, with θ˜ ∈ Ω1(G˜, t∗E˜)
and θ ∈ Ω1(G, t∗E). A morphism of Pfaffian groupoids, denoted by
p : (G˜, θ˜) −→ (G, θ),
is a Lie groupoid map p : G˜ → G with the following two properties:
1. dp(H˜) ⊂ H, and
2. for any X,Y ∈ H˜, p0(δθ˜(X,Y )) = δθ(dp(X), dp(Y )).
The following corollary is immediate from the definition.
Corollary 6.2.2. Let p : (G˜, θ˜)→ (G, θ) be a morphism of Pfaffian groupoids. Then
the morphism of groups p : Bis(G˜)→ Bis(G) restricts to
p : Bis(G˜, θ˜) −→ Bis(G, θ).
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Example 6.2.3. For a multiplicative point-wise surjective form θ ∈ Ω1(G, t∗E), with
H = ker θ ⊂ TG, the identity map
id : (G, θH) −→ (G, θ)
is an isomorphism of Pfaffian groupoids, θH ∈ Ω1(G, t∗A/g) being the multiplicative
form associated to H (see subsection 6.1.2).
Assume now that our Lie groupoid map p : G˜ → G satisfying the condition (6.4),
has the extra property that
dp(H˜s) = 0.
Hence g˜ := H˜s|M ⊂ kerLie(p) and we have an induced vector bundle map L : E˜ → A,
making the diagram
A˜
l˜ //
Lie(p)

E˜
L

p0

A
l // E
commute. Actually, L is determined by the well-defined formula
L(l˜(v)) = Lie(p)(v), v ∈ A˜.
The following definition is motivated by the fact that the infinitesimal counterparts
of the objects defined below are compatible Spencer operators. See definition 5.2.5
and theorem 6.2.10.
Definition 6.2.4. Let (G, θ) be a Pfaffian groupoid. A Lie-prolongation of (G, θ)
is a Pfaffian groupoid (G˜, θ˜) together with a morphism of Pfaffian groupoids
p : (G˜, θ˜) −→ (G, θ),
which is a surjective submersion satisfying:
1. dp(H˜s) = 0,
2. for any X,Y ∈ H˜, δθ(dp(X), dp(Y )) = 0, and
3. L : E˜ → A is an isomorphism.
Remark 6.2.5. Under the identification L : E˜ ≃ A, Lie(p) : A˜→ A and p0 : E˜ → E
become l˜ : A˜ → A and l : A → E respectively. Therefore we are left in the situation
where
p : (G˜, θ˜) −→ (G, θ)
is a surjective submersion, with the property that θ˜ is of Lie-type taking values in the
Lie algebroid A of G, and satisfying:
1. Lie(p) = l˜,
2. dp(H˜) ⊂ H, and
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3. for any X,Y ∈ H˜, δθ(dp(X), dp(Y )) = 0.
We will make this more precise in the results below.
Corollary 6.2.6. Let p : (G˜, θ˜)→ (G, θ) be a Lie-prolongation of (G, θ). Then (G˜, θ˜)
is a Lie-Pfaffian groupoid and
L : A ≃ E˜
is an isomorphism of Lie algebroids.
The previous corollary follows from the next lemma and proposition 6.1.25.
Lemma 6.2.7. Let p : (G˜, θ˜)→ (G, θ) be an abstract Lie prolongation of (G, θ). Then
there exists a unique Lie algebroid structure on E˜ with the property that
l˜ : A˜ −→ E˜
is a Lie algebroid map. Moreover, the vector bundle map L : E˜ → A becomes an
isomorphism of Lie algebroids.
Proof. We use the identification L : E˜ → A to put an algebroid structure on E˜. Now,
as Lie(p) : A˜→ A is a Lie algebroid map and as L ◦ l˜ = Lie(p), it is clear that with
this structure l˜ : A˜→ E˜ is a Lie algebroid map.
Definition 6.2.8. We say that
p : (G˜, H˜) −→ (G,H)
is a Lie prolongation of (G,H) if p : (G˜, θH˜) → (G, θH) is a Lie prolongation of
(G, θH). See subsection 6.1.2.
Remark 6.2.9. Of course in the previous definitions and results we don’t need that
our multiplicative distribution H ⊂ TG is s-involutive. Actually all the following
results are still valid without this condition.
One result that shows that the notion of Lie-prolongations is the global counterpart
of compatible Spencer operators is the following integrability theorem.
Theorem 6.2.10. If p : (G˜, θ˜) → (G, θ) is a Lie-prolongation of (G, θ) with θ˜ taking
values in the Lie algebroid A of G, then the associated Spencer operators
A˜
D˜,l˜−−→ A D,l−−→ E
are compatible.
If G˜ is source-connected and p : (G˜, θ˜)→ (G, θ) is a surjective submersion with the
property that Lie(p) = θ˜|A, then the converse also holds.
See subsection 6.2.7 for the proof of theorem 6.2.10.
Actually, as a consequence of theorems 4.3.1 and 6.2.10, theorem 3 says that under
some topological conditions, there is a correspondence between Lie-prolongations and
compatible Spencer operators. More precisely,
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Theorem 6.2.11. Let G˜ and G two Lie groupoid over M with G˜ s-simply connected
and G s-connected, with Lie algebroids A˜ and A respectively. Let θ ∈ Ω1(G, t∗E) be
a point-wise surjective multiplicative form and denote by (D, l) : A→ E the Spencer
operator associated to θ. There is a 1-1 correspondence between:
1. Lie-prolongations p : (G˜, θ˜)→ (G, θ) of (G, θ), and
2. Lie-Spencer operators (D˜, l˜) : A˜→ A compatible with (D, l) : A→ E.
In this correspondence, D˜ is the associated Lie-Spencer operator of θ˜.
Proof. Theorem 6.2.10 establishes the correspondence going from (1) to (2). Con-
versely, applying theorem 4.3.1 we get a a point-wise surjective multiplicative form
θ˜ ∈ Ω1(G˜, t∗A) with the property that θ˜|A˜ = l˜. Moreover, integrating the Lie alge-
broid map l˜ : A˜→ A we get a Lie groupoid map p : G˜ → G. Since l˜ is surjective then
p is a surjective submersion onto the s-connected component of G (which is actually
G). As Lie(p) = θ˜|A˜ we can apply 6.2.10 to conclude that the compatibility of (D˜,D)
implies that p : (G˜, θ˜)→ (G, θ) is a Lie-prolongation.
Remark 6.2.12. For p : (G˜, θ˜) → (G, θ) a Lie-prolongation of (G, θ), we have a
canonical Lie groupoid morphism
jθ˜ : G˜ −→ J1G,
where jθ˜(g) : Ts(g)M → Tp(g)G is defined by the equation
jθ˜(g)(X) = dp(X˜g),
for any vector X˜g ∈ H˜g with the property that ds(X˜g) = X .
Corollary 6.2.13. Let p : (G˜, θ˜)→ (G, θ) be a Lie-prolongation of (G, θ). Then there
exists a unique Lie groupoid map
j : G˜ −→ J1G
with the properties that pr ◦ j = p and
j∗θ1 = θ˜,
where θ1 ∈ Ω1(J1G, t∗A) is the Cartan form.
Proof. Take j = jθ˜. Let’s first show that j is well-defined, i.e. j(g)(X) does not
depend on the choice of X˜g. Indeed, if X
′ ∈ H˜g is any other such vector, then
X˜ −X ′ ∈ H˜s and therefore
dp(X˜ −X ′) = θ˜(X˜ −X ′) = 0.
On the other hand,
dt(j(g)(X)) = dt(dp(X˜g)) = dt(X˜g) = g ·X,
where g : Ts(g)M → Tt(g) is the action of G˜ on TM (see remark 6.1.10), which shows
that dt◦j(g) is an isomorphism and therefore j(g) is indeed an element of J1G. It’s left
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to the reader to show that j is Lie groupoid morphism. Let’s see now that j∗θ1 = θ.
For X ∈ TgG˜, we have
j∗θ1(X) = rp(g)−1(dpr(dj(X)) − j(g)(ds(dj(X))))
= rp(g)−1(dpr(X) − j(g)(ds(X))),
(6.6)
where we used that pr ◦ j = p. Now, for X˜ ∈ H˜g = ker θ˜g s-projectable to ds(X),
j(g)(ds(X)) := dp(X˜) = dp(X)− rp(g)θ˜(X) (6.7)
as dp(X˜−X) = rp(g)θ˜(X˜−X) = −rp(g)θ˜(X). Plugging in equation (6.7) into equation
(6.6) we get that j∗θ1(X) = θ˜g(X).
For the uniqueness notice that for any other such Lie groupoid map j′ : G˜ → J1G,
then for any X ∈ TgTG,
0 = j′∗θ1(Xg)− j∗θ1(Xg) = j′(g)(ds(X))− j(g)(ds(X)).
Remark 6.2.14. The previous proof shows j = jθ˜ and that for any X ∈ Ts(g)M
jθ˜(g)(X) = dp(X˜g)− rp(g)−1 θ˜(X˜g),
where X˜g ∈ TgG˜ is any vector (not necessarily in H˜g) s-projectable to X .
6.2.2 Lie prolongations and the Maurer-Cartan equation; The-
orem 4
Throughout this section let G be a Lie groupoid over M and let θ ∈ Ω1(G, t∗E) be a
multiplicative form. Denote by
D : Γ(A) −→ Ω1(M, t∗E),
the Spencer operator associated to θ, relative to the vector bundle map l : A→ E.
Out of the l-Spencer operator D, one can construct an antisymmetric, C∞(M)-
bilinear map
{·, ·}D : A×A −→ E
defined at the level of section by
1
2
{α, β}D := Dρ(α)(β)−Dρ(β)(α)− l[α, β]
where α, β ∈ Γ(A). On the other hand, one has a differential operator relative to D
dD : Ω
∗(G˜, t∗A) −→ Ω∗+1(G˜, t∗E)
explicitely defined by
dDω(X0, . . . ,Xk) =
∑
i
(−1)iDtXi(ω(X0, . . . , Xˆi, . . . , Xk))
+
∑
i<j
(−1)i+j l(ω([Xi, Xj ], X0, . . . , Xˆi, . . . , Xˆj, . . . , Xk)),
(6.8)
where Dt : Γ(t∗A) → Ω1(G˜, t∗E) is the pullback of D via the target map t : G˜ → M
(see subsection 2.1.2 for the precise definition of Dt).
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Definition 6.2.15. Let G˜ be a Lie groupoid over M and θ˜ ∈ Ω1(G˜, t∗A) a multiplica-
tive form. We denote by MC(θ˜, θ) ∈ Ω2(G˜, t∗E) the two form given by
MC(θ˜, θ) := dDθ˜ − 1
2
{θ˜, θ˜}D (6.9)
We say that the pair (θ˜, θ) satisfies the Maurer-Cartan equation if
MC(θ˜, θ) = 0.
Remark 6.2.16. In general, in order to obtain a two form as in (6.9), one only needs
a one form θ˜ ∈ Ω1(R, t∗A), with t : R → M a surjective submersion, A → M a Lie
algebroid, and D : Γ(A)→ Ω1(M,E) a relative connection.
Theorem 4 shows the relation between Lie-prolongations and the Maurer-Cartan
equation. Roughly speaking they are they same thing:
Theorem 6.2.17. Let p : G˜ → G be a Lie groupoid map which is also a surjective
submersion and let θ˜ ∈ Ω1(G˜, t∗A) be a multiplicative form with A = Lie(G). If
p : (G˜, θ˜) −→ (G, θ)
is a Lie prolongation of the Pfaffian groupoid (G, θ) then the pair (θ, θ˜) satisfies the
Maurer-Cartan equation.
If G˜ is source connected and Lie(p) = θ˜|A˜, then the converse also holds.
See subsection 6.2.7 for the proof.
6.2.3 The partial Lie prolongation
Let H ⊂ TG be a multiplicative distribution. The partial Lie prolongation of (G,H),
denoted by J1HG, is our first attempt to construct a Lie-prolongation of the Pfaf-
fian groupoid (G,H). However, the compatibility conditions for a Lie-prolongation
will hold for a ‘smaller’ subgroupoid of J1HG as we will see in the next subsection.
Explicitly, J1HG is the subspace of the jet groupoid J1G given by
J1HG = {σg ∈ J1G | σg : Ts(g)M → Hg ⊂ TgG}. (6.10)
Proposition 6.2.18. Let H ⊂ TG be a multiplicative distribution. Then,
1. J1HG ⊂ J1G is a Lie subgroupoid and pr : J1HG → G is a surjective submersion,
2. the Lie algebroid of J1HG is the partial prolongation J1DA ⊂ J1A, where D :
Γ(A)→ Ω1(M,E) is the Spencer operator associated to θ (see definition 2.2.10
and theorem 6.1.23).
The proof is a consequence of the following lemma. Let E be representation of G
and consider
Hom(TM,E) ∈ Rep (J1G)
with the tensor product action of J1G on TM by the canonical adjoint action, and
on E by the pullback via pr : J1G → G of the action of G on E.
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Lemma 6.2.19. Let θ ∈ Ω1(G, t∗E) be a multiplicative form. Then the map
ev : J1G −→ s∗Hom(TM,E), j1xb 7→ b(x)−1 · (b∗θ)x (6.11)
is a cocycle and its linearization is equal to vector bundle map a : J1A→ Hom(TM,E)
defined in lemma 5.1.7. More precisely,
ev(j1yb2 · j1xb1) = (j1xb1)−1 · ev(j1yb2) + ev(j1xb1)
for any pair of composable arrows j1xb1, j
1
yb2 ∈ J1G, and
Lie(ev)(j1xα)(X) = DX(α) (6.12)
for j1xα ∈ J1A and X ∈ TxM.
Proof. We use the description of J1G given in remark 1.3.3. Let σh, σg ∈ J1G be a
pair of composable arrows. Then,
ev(σh · σg)(X) = (hg)−1 · θ(dm(σh(λσg (X)), σg(X)))
= (hg)−1 · (θ(σh(λσg (X))) + h · θ(σg(X)))
= g−1 · h−1θ(σh(λσg (X))) + g−1 · θ(σg(X))
= σg · ev(σh)(X) + ev(σg)(X)
for any X ∈ Ts(g)M .
Let’s compute Lie(ev)(j1xα). Consider the flow φ
ǫ
αr : G → G of the right invariant
vector field αr induced by α. Denote by φǫα : M → G the bisection defined by
φǫα := φ
ǫ
αr ◦ u. Then, ǫ 7→ dxφǫα : TxM → Tφǫα(x)G is a curve on J1G lying inside the
source fiber at x such that
j1xα =
d
dǫ
dxφ
ǫ
α|ǫ=0
By definition of Lie(ev) we get that Lie(ev)(j1xα)(X) is given by
d
dǫ
ev(dxφ
ǫ
α)(X)|ǫ=0 =
d
dǫ
(φǫα(x))
−1 · θφǫα(x)(dxφǫα(X))|ǫ=0 = DX(α).
Proof of Proposition 6.2.18. Since J1HG ⊂ J1G is the kernel of ev, a cocycle on J1G,
then it is a subgroupoid. The smoothness of J1HG follows from the fact that it is
the intersection a smooth submanifold of the first jet bundle of the source map of
s : G → M , namely the partial prolongations of H with respect to the source map
(see definition 3.6 and lemma 3.2.1), with J1G which is an open subset of the first jet
bundle of the source map. Now, that pr : J1HG → G is surjective is clear. That it is a
submersion follows from the fact that J1HG is an open set of the partial prolongations
of H with respect to the source map and lemma 3.2.1.
That J1DA ⊂ J1A is the algebroid of J1HG follows from the fact that J1DA is the
kernel of Lie(ev) (see remark 2.2.11).
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Remark 6.2.20. For a general multiplicative one form θ ∈ Ω1(G, t∗E), the subspace
J1θG ⊂ J1G defined by
J1θG = {j1xb ∈ J1G | (b∗θ)x = 0}
still makes sense and it is again the kernel of the cocycle ev defined exactly in the same
way as in (6.11). Therefore, J1θG ⊂ J1G is again a subgroupoid (but it may fail to be
smooth), and the linearization Lie(ev) of ev is again given by formula (6.12), where
in this case, D : Γ(A) → Ω1(M,E) is defined to be the Spencer operator associated
to θ given in theorem 4.3.1.
Definition 6.2.21. Let H ⊂ TG be a multiplicative distribution. The partial Lie
prolongation of (G,H) is the Lie groupoid J1HG endowed with the Lie-Pfaffian mul-
tiplicative distribution H(1) ⊂ TJ1HG
H(1) := C1 ∩ TJ1HG,
where C1 ⊂ TJ1G is the multiplicative Cartan distribution (see example 6.1.16).
That H(1) is indeed a Pfaffian multiplicative form is a consequence of proposition
3.2.7 and subsection 1.3.1, as it follows that J1HG is an open subset of the partial
prolongation of s : (G, H)→ M where H := H as a Pfaffian distribution. As H(1) =
H(1)|J1
H
G by equation (6.2), and H
(1) is a Pfaffian distribution, it follows that H is
itself a Pfaffian distribution. That H(1) is multiplicative of Lie-type follows from the
definition.
One obtains one of the main properties of J1HG (see proposition 3.2.7):
Proposition 6.2.22. For a multiplicative distribution H ⊂ TG the morphism of
groups
pr : Bis(J1HG,H(1)) −→ Bis(G,H)
is a bijection with inverse j1 : Bis(G,H)→ Bis(J1HG,H(1)).
Remark 6.2.23. Related to the abstract notion of Lie-prolongation, one has that
if p : (G˜, H˜) → (G,H) is a Lie-prolongation of (G,H), then there is an induced Lie
groupoid map
jH˜ : G˜ −→ J1HG
such that j∗
H˜
θ(1) = θH˜. See corollary 6.2.13 to conclude that Im jH˜ ⊂ J1HG.
6.2.4 The classical Lie prolongation: its groupoid structure
The classical Lie prolongation of a Pfaffian groupoid (G,H) is, under some smoothness
assumptions, a Lie-prolongation of (G,H). Again, it may be thought as the complete
infinitesimal data of solutions H, and it also satisfies the universal property stated in
proposition 6.2.42. Also we can apply all the theory and notions developed in subsec-
tion 3.2.2 for Pfaffian bundles, but once again, the objects become Lie theoretic and
simpler thanks to the multiplicative structure. See for example [29] for the concept
of prolongation in the setting of partial differential equations.
Closely related to the notion of Lie-prolongation and the involutivity of H, we
recall that, using θH to identify TG/H with t∗E, we get the bracket modulo H:
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Definition 6.2.24. Let H ⊂ TG be a multiplicative distribution. The curvature
map is defined by
cH : H×H −→ t∗E, cH(X,Y ) = θH([X,Y ]).
See subsection 6.1.2 and definition 3.1.4 in the case of Pfaffian bundles.
Definition 6.2.25. The classical Lie-prolongation space of H, denoted by
PH(G) ⊂ J1HG ⊂ J1G
is defined by
PH(G) := {j1xb ∈ J1G | dxb(TxM) ⊂ Hb(x) and cH(dxb(·), dxb(·)) = 0}.
We say that PH(G) is smooth if it is a smooth submanifold of J1G, and that it is
smoothly defined if, moreover, pr : PH(G)→ G is a surjective submersion.
Remark 6.2.26. By subsection 1.3.1 and the previous definition one has that PH(G)
is an open set of PH(G), the partial prolongation of H := H with respect to the source
map s : G →M , given by the intersection of PH(G) with J1G.
Proposition 6.2.27. Let H ⊂ TG be a multiplicative distribution. Then PH(G) is a
subgroupoid of J1G. Moreover, if PH(G) is smooth then
Lie(PH(G)) = PD(A),
where PD(A) is the classical prolongation space of the Spencer operator D associated
to H (see theorem 6.1.23 and subsection 2.2.2).
To prove proposition 6.2.27 we will need to introduce the 1-curvature map, which
in this setting becomes a 1-cocycle. This, of course, comes from the 1-curvature map
in the setting of Pfaffian bundles (see definition 3.2.10), but in this setting all the
spaces involved are simpler. Of course there is a price to pay: some formulas become
more complicated due to the identifications of the spaces.
Definition 6.2.28. Let H ⊂ TG be a multiplicative distribution. The 1-curvature
map
c1 : J
1
HG −→ s∗Hom(Λ2TM,E)
is given by
c1(σg)(Xx, Yx) = Ad
H
g−1c
H
g (σg(Xx), σg(Yx))
for σg ∈ J1HG with s(g) = x, Xx, Yx ∈ TxM .
The following lemma follows from the definitions.
Lemma 6.2.29. Let H ⊂ TG be a multiplicative distribution. Then
PH(G) = ker c1.
In the statement of proposition 6.2.27, the fact that PH(G) is a subgroupoid of
J1HG follows from PHG being the kernel of a cocycle (see lemmas 6.2.29 and 6.2.30).
Hence it remains to prove that c1 is indeed a 1-cocycle on J
1
HG. The action of
J1HG on Hom(∧2TM,E) is the one induced by the representations λ, and AdH ◦ pr
on TM and on E respectively: for σg ∈ J1HG, with s(g) = x, t(g) = y and for
Tx ∈ Hom(Λ2TxM,Ex),
g(Tx) ∈ Hom(Λ2TyM,Ey), g(Tx)(Xy , Yy) = AdHg Tx(λ−1g Xy, λ−1g Yy).
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Lemma 6.2.30. The map c1 : J
1
HG → s∗Hom(∧2TM,E) is a cocycle.
For the proof we need the following lemma:
Lemma 6.2.31. Let H ⊂ TG by a multiplicative distribution. The curvature map
cH : H×H → t∗E satisfies
cH(dm(ξ1, ξ2), dm(ξ
′
1, ξ
′
2)) = cH(ξ1, ξ
′
1) + Ad
H
g cH(ξ2, ξ
′
2),
where ξ1, ξ
′
1 ∈ Hg, and ξ2, ξ′2 ∈ Hh are such that dt(ξ2) = ds(ξ1), and similarly
dt(ξ′2) = ds(ξ
′
1)
Proof. In general, for a fiber-wise surjective 1-form u ∈ Ω1(P, F ), denote by Iu the
resulting bilinear form cu on Ku := Ker(u). If f : Q → P is a submersion, then
cf∗u = f
∗(cu), i.e.
cf∗u(X,Y ) = cu(df(X), df(Y )) (X,Y ∈ Kf∗u = (df)−1(Ku)).
This is the content of lemma 3.3.18. In particular, cm∗θ = m
∗cθ, cpr∗1θ = pr
∗
1cθ. A
variation of this argument also gives cg−1pr∗2θ = g
−1pr∗2cθ, where g
−1 refers to the
multiplication by the inverse of the first component on E. Another general remark is
that, for u, v ∈ Ω1(P,E), cu+v = cu + cv on Ku ∩Kv. Putting everything together
we find that
m∗(cθ) = pr
∗
1(cθ) + g
−1pr∗2(cθ)
on all pairs (U, V ) of vectors tangent to G2 with
U, V ∈ (dpr1)−1(H) ∩ (dpr2)−1(H)
from which the lemma follows.
Proof of lemma 6.2.30. Let σg, σh ∈ J1HG composable, X,Y ∈ Ts(h)M . Using the
formula describing the composition σg · σh, i.e. applying (1.17) for u = X and u = Y
and then applying the multiplicativity of cH from Lemma 6.2.31, we find
cgh(σg · σh(X), σg · σh(Y )) = cg(σg(λh(X)), σg(λh(Y )))+
+ AdHg ch(σh(X), σh(Y )).
Rewriting this in terms of c1, we obtain, after also applying Ad
H
h−1g−1 ,
c1(σg · σh)(X,Y ) = AdHh−1c1(σg)(λh(X), λh(Y )) + c1(σh)(X,Y ),
i.e. the cocycle condition c1(σg · σh) = AdHh−1(c1(σg)) + c1(σh).
Of course, the next step is to linearize c1. Hence we pass to the Lie algebroid J
1
DA
of J1HG where D : Γ(A) → Ω1(M,E) is the Spencer operator associated to H. See
theorem 6.1.23.
Lemma 6.2.32. The linearization of the cocycle c1 is equal to the curvature map
κD : J
1
DA −→ Hom(Λ2TM,E).
See definition 5.22.
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To conclude the proof of proposition 6.2.27, it suffices to check that Lie(c1) = κD
as
Lie(PHG) = Lie(ker(Lie(c1))) = Lie(κD) = PD(A).
This is precisely the content of lemma 6.2.32.
Proof. For the proof, it is better to consider
θ˜g = Ad
H
g−1(θH)g ∈ Ω1(G, s∗E).
We claim that, for any connection ∇ on E, using the induced derivative operator d∇,
one has:
c1(σg)(X,Y ) = d∇θ˜(σg(X), σg(Y )). (6.13)
Indeed, using the definition of c1 and θ˜, this reduces to d∇θ˜(X,Y ) = θ˜([X,Y ]) for all
X,Y ∈ Ker(θ), which is clear.
We now compute the linearization κD. Let (α, ω) representing a section ζ of J
1
DA.
From the definition of κD,
κD(α, ω)(x) = (dc1)1x(ζx).
Note that, thinking of elements of J1DA in terms of splittings,
ζx = dxα− ωx : TxM −→ Tα(x)A, X 7→ (dα)x(X)− ωx(X),
where ωx(X) ∈ Ax is viewed inside Tα(x)A by the natural inclusion
Ax →֒ Tα(x)A, v 7→
d
dǫ
∣∣
ǫ=0
(α(x) + ǫv).
To compute (dc)(dxα+xωx), we will consider the curve σ
ǫ
g : I → s−1(x) ⊂ J1G given
by
σǫ(Xx) = dxφ
ǫ
α(Xx − ǫω(Xx)),
for all Xx ∈ TxM and ǫ small enough (for φǫα see remark 1.2.22). Note that σǫ is
a curve in the s-fiber of J1G (not necessarily in J1HG), whose derivative at ǫ = 0 is
dxα− ωx. In fact, one has that
d
dǫ
∣∣
ǫ=0
σǫg(Xx) =
d
dǫ
∣∣
ǫ=0
(dxφ
ǫ
α(Xx)− ǫ · dxφǫα(ω(Xx)))
= dxα(Xx)− dxφ0αω(Xx)
= (dxα− ωx)(Xx).
Next, we fix a splitting of ds : H → s∗TM , and for each X ∈ X(M) we denote by
X˜ ∈ Γ(H) the corresponding horizontal lift. Then
σ˜ǫ(X)g = dϕ−ǫ
αr
(g)ϕ
ǫ
αr (X˜ − ǫω(X)r)
defines an extension of σǫ(Xx) to X(G).
From the equation (6.13) we deduce that
κD(α, ω)(Xx, Yx) =
d
dǫ
∣∣
ǫ=0
d∇θ˜gǫ(σ˜
ǫ(X), σ˜ǫ(Y ))(x),
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for all X,Y ∈ X(M).
Finally, to perform the computation, we let∇ be the pull-back via s of a connection
on E (which we also denote by ∇). We have:
d∇s θ˜gǫ(σ˜
ǫ(X), σ˜ǫ(Y )) = ∇σ˜ǫ(X)θ˜(σ˜ǫ(Y ))−∇σ˜ǫ(Y )θ˜(σ˜ǫ(X))− θ˜([σ˜ǫ(X), σ˜ǫ(Y )])
= −ǫ∇σ˜ǫ(X)θ˜(dϕǫαr (ω(Y )r)) +∇σ˜ǫ(X)θ˜(dϕǫαr (Y˜ ))
+ ǫ∇σ˜ǫ(Y )θ˜(dϕǫαr (ω(X)r))−∇σ˜ǫ(Y )θ˜(dϕǫαr (X˜))
− ǫ2θ˜([dϕǫαr (ω(X)r), dϕǫαr (ω(Y )r)]) + ǫθ˜(dϕǫαr [ω(X)r, Y˜ ])
− ǫθ˜(dϕǫαr [ω(Y )r, X˜])− θ˜(dϕǫαr [X˜, Y˜ ]).
We now take the derivative when ǫ = 0 and evaluate the expression at x. Using the
fact that ∇ is the pull-back of a connection on E, the first term of the right hand side
of the second equality gives us
−∇σ˜0(X)θ˜(ω(Y )r)(x) = −∇X θ˜(ω(Y ))(x) = −∇X l(ω(Y ))(x),
while the second term gives
d
dǫ
∣∣
ǫ=0
∇σ˜ǫ(X)θ˜(dϕǫαr (Y˜ ))(x) = ∇ d
dǫ
σ˜ǫ(X)θ˜(Y˜ )(x) +∇X˜
d
dǫ
∣∣
ǫ=0
(ϕǫαr )
∗θ˜(Y˜ )(x)
= ∇X d
dǫ
∣∣
ǫ=0
(φǫα)
∗θ˜(Y )(x)
= ∇XDY α,
where in the passage from the first to the second line we have used that θ˜(Y˜ ) = 0
because Y˜ ∈ Γ(H). It then follows from DY (α) = l(ω(Y )) that the the first line of
the expression vanishes. The same argument shows also that the second line of the
expression is equal to zero. So we are left with calculating the last three terms of the
expression. We obtain:
θ˜([ω(X)r, Y˜ ])(x) − θ˜([ω(Y )r , X˜])(x) − d
dǫ
∣∣
ǫ=0
θ˜(dϕǫαr [X˜, Y˜ ])(x).
From the first two terms we obtain
DY (ω(X))−DX(ω(Y )).
Finally, for the last term we use the fact that X˜ and Y˜ are projectable extensions of
X and Y to obtain
d
dǫ
∣∣
ǫ=0
θ˜(dϕǫαr [X˜, Y˜ ])(x) =
d
dǫ
∣∣
ǫ=0
θ˜(dϕǫαr ◦ du([X,Y ]x)) =
d
dǫ
∣∣
ǫ=0
θ˜(dφǫα[X,Y ]x)
=
d
dǫ
∣∣
ǫ=0
(AdHφǫα)
−1θ(dφǫα[X,Y ]x) = D[X,Y ]α(x) = l(ω([X,Y ]x)).
Putting these pieces together concludes the proof.
Going back to jet groupoids (see subsections 6.1.16 and 1.3.1) one finds that the
multiplicative Cartan distributions Ck ⊂ JkG are “compatible under prolongations”.
That is,
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Proposition 6.2.33. Let G ⇒M be a Lie groupoid and k > 0 an integer. Then,
PCk(J
kG) = Jk+1G and C(1)k = Ck+1.
Proof. This follows form proposition 3.2.23, and the definition of Ck as in (6.2), and
the fact that JkG and are open submanifolds of the k-jet bundle of s : G →M .
Remark 6.2.34. For a multiplicative one form θ ∈ Ω1(G, t∗E) of constant rank, one
can describe the 1-curvature map directly in terms of θ:
c1 : J
1
θG −→ s∗Hom(Λ2TM,E)
given by
c1(σg)(Xx, Yx) = g
−1 · δθg(σg(Xx), σg(Yx))
for σg ∈ J1θG with s(g) = x, Xx, Yx ∈ TxM , where δθ is defined by equation (3.4). This
follows from the fact that in this case, δθ satisfies a similar multiplicativity condition
as in lemma 6.2.31, where in this case we replace the action AdH by the action with
respect to which θ is multiplicative. The classical Lie prolongation, denoted by
Pθ(G) ⊂ J1θG ⊂ J1G
is set to be the kernel of c1.
The linearization of c1 is again given by (5.22), where in this case D : Γ(A) →
Ω1(M,E) is the the Spencer operator associated to θ (see theorem 4.3.1).
6.2.5 The classical Lie-prolongation: smoothness
In order to define a canonical Lie-prolongation of a multiplicative distributionH ⊂ TG
on the space PH(G) we need to require the smoothness of PH(G). Thus, we now con-
centrate on the smoothness of PH(G).
For the following results let D : Γ(A)→ Ω1(M,E) be the Spencer operator asso-
ciated to H (see theorem 6.1.23) and let g(1)(A,D) ⊂ T ∗ ⊗ A be the prolongation of
the symbol map ∂D : g→ Hom(TM,E) (see definition 2.1.1).
Proposition 6.2.35. Assume that G has connected s-fibers and that pr : PH(G)→ G
is surjective. Then the following are equivalent:
1. PH(G) ⊂ J1G is smooth and pr : PH(G)→ G is a submersion.
2. g(1)(A,D) has constant rank and pr : PD(A)→ A is surjective.
The following two lemmas, which are interesting in their own right, are going to
be used together with results on relative connections in the proof of the proposition
6.2.35.
Lemma 6.2.36. PH(G) ⊂ J1G is a Lie subgroupoid if and only if PD(A) ⊂ J1A is a
Lie subalgebroid.
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Proof. By proposition 6.2.27 we know that if PH(G) is smooth then PD(A) is its Lie
algebroid. Conversely, as PD(A) is the kernel of κD, then PD(A) is smooth if and only
if κD has constant rank. By definition of the linearization of c1 and lemma 6.2.32,
one has that κD = dc1|A and this implies that
rk dσg c1 = rk (κD|t(g)) + dimM (6.14)
for any σg ∈ J1HG. From this one has that c1 : J1HG → Hom(∧2TM,E) has constant
rank and therefore PH(G) = ker c1 is smooth (see proposition 2.1 in [27]). Indeed,
to show (6.14) consider a 1-cocycle c on a Lie groupoid Σ ⇒ M with values in a
representation F ∈ Rep (Σ). Choose any g ∈ Σ, and let b ∈ Bis(Σ) be such that
b(x) = g for x = s(g). Using b we split TgΣ as the direct sum
TgΣ ≃ TxM ⊕ T sgΣ, (6.15)
where a vector X ∈ TxM corresponds to dxb(X). As the composition c ◦ b : M → F
is a section of F , then dgc is injective in the TxM component of the decomposition
(6.15). On the other hand, the cocycle condition for c ∈ Z1(Σ, s∗F ) implies that
dgc(v) = g
−1 · dt(g)c(rg−1v) = g−1 · Lin(c)(rg−1v) (6.16)
and therefore rk (dgc|T sgΣ) = rkLin(c)t(g) since rg−1 : T sgΣ→ At(g) is an isomorphism.
The argument to prove equation (6.16) is completely analogous to the one given on
proposition 4.3.6. From this one has that
rk dgc = rk (Lin(c))|t(g)) + dimM.
Lemma 6.2.37. Assume that G has connected s-fibers. If g(1)(A,D) has constant
rank and pr : PD(A)→ A is surjective then PH(G) is smooth and pr : PH(G)→ G is
a submersion.
Proof. From lemma 2.2.22 one obtains that PD(A) is smooth, and therefore by the
previous lemma, PH(G) ⊂ J1G is smooth.
That pr : PH(G)→ G is a submersion is an instance of the following general case:
let pr : Σ→ G be a Lie groupoid map over the identity map of M with the property
that G has connected s-fibers. If Lie(pr) : A(Σ)→ A(G) is surjective then pr : Σ→ G
is a surjective submersion. To see this we will show that pr is a submersion onto its
image and therefore Im (pr) ⊂ G is an open set. As G has connected s-fibers and
M ⊂ Im (pr) then Im (pr) = G. Let’s prove then that pr is a submersion. First of all,
notice that pr is a submersion at the units of Σ. Indeed, for any x ∈M ,
T1xΣ ≃ TxM ⊕A(Σ)x,
where a vector of X ∈ TxM corresponds to dxu(X) ∈ T1xΣ. Similarly one can
decompose T1xG as TxM ⊕ A(G)x. As pr is the identity on the units then dpr is the
on TxM . Now, as
dpr|A(Σ)x = Lie(pr)
and Lie(pr) is surjective by assumption, then d1xpr is surjective. Secondly, for any
g ∈ Σ, let b ∈ Bis(Σ) be such that b(s(g)) = g. If Lb : Σ→ Σ, h 7→ b(t(h)) · h denotes
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the diffeomorphism given by left multiplication by b, then the fact that pr respects
multiplication implies that we have the commutative diagram where the columns are
diffeomorphisms
Σ
pr //
Lb

G
Lpr◦b

Σ
pr // G.
Taking differentials we get that
Ts(g)Σ
dpr //
dLb

Ts(g)G
dLpr◦b

TgΣ
dpr // Tpr(g)G.
As the columns are isomorphisms and the top arrow is surjective, by the commuta-
tivity we have that the bottom arrow is also surjective.
Proof of proposition 6.2.35. That statement 1 implies 2 is clear from remark 2.2.21,
and the fact that the Lie functor of the Lie groupoid map pr : PH(G) → G is pr :
PD(A)→ A. Lemma 6.2.37 gives the converse.
Definition 6.2.38. Let H ⊂ TG be a multiplicative distribution. If PH(G) is smoothly
defined we call
pr : (PH(G),H(1)) −→ (G,H)
the classical Lie prolongation of (G,H), where
H(1) := C1 ∩ TPH(G)
with C1 ⊂ TJ1G being the multiplicative Cartan distribution.
Remark 6.2.39. For H ⊂ TG as in the previous definition. That H(1) ⊂ TPH(G)
is indeed a Pfaffian distribution with respect to the source map can be proven using
the ideas of lemma 3.2.20. The Lie-multiplicativity condition follows by definition.
Remark 6.2.40. If D is the associated Spencer operator of H, the induced Spencer
operator associated to H(1) ⊂ TPH(G) is
D(1) : Γ(PD(A)) −→ Ω1(M,A).
This follows from propositions 6.2.27 and 6.1.17.
Proposition 6.2.41. If PH(G) is smoothly defined, then
pr : (PH(G),H(1)) −→ (G,H)
is a Lie-prolongation of (G,H).
Proof. This is a consequence of the key properties 3.2.21 of pr : PH(G)→ G.
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6.2.6 The classical Lie-prolongation: the universal property
The classical Lie-prolongation of (G,H) is actually universal among Lie-prolongations
of (G,H) in the following sense:
Proposition 6.2.42. The Lie prolongation space PH(G) of (G,H) is universal among
Lie-prolongations of (G,H). More precisely, if
p : (G˜, H˜) −→ (G,H)
is a Lie prolongation of (G,H), then there exists a unique Lie groupoid map j : G˜ →
PH(G) with the property that p ◦ j = pr and
j∗θ(1) = θH˜, j
∗δθ(1) = δθH˜, (6.17)
where θH˜ is the multiplicative form associated to H˜.
Remark 6.2.43. One can write the condition (6.17) directly in terms of the multi-
plicative distributions as follows. By assumption A˜/g˜ ≃ A. On the other hand, recall
that right translation induces an isomorphism
T G˜/H˜ ≃ T sG˜/H˜s R≃ t∗(A˜/g˜) ≃ t∗A.
Similarly,
TPH/H(1) ≃ t∗A.
Condition (6.17) means that, under this identification,
Xmod H˜ = djθ˜(X)modH(1), cH˜(Y, Z) = cH(1)(djθ˜(Y ), djθ˜(Y ))
for any vectors X,Y, Z of G˜ with the property that Y, Z belong to H˜.
Proof. Take j = jθ
H˜
of corollary 6.2.13. By definition of PH(G) and proposition
6.2.46 it follows that Im j ⊂ PH(G). That j∗θ(1) = θH˜ follows from corollary 6.2.13.
To prove that j∗δθ(1) = δθH˜ notice that j
∗θ(1) = θH˜ implies that dj : T G˜ → J1G
maps H˜ to H(1). Take now X,Y ∈ Γ(H˜) s-projectable and let g ∈ G˜. Consider s-
projectable extensions d˜j(X), d˜j(Y ) ∈ Γ(H(1)) of ds(X) and ds(Y ), respectively with
the property that
d˜j(X)g = dgj(X) and d˜j(Y )g = dgj(Y ).
Then
j∗δθ(1)(X,Y )g = θ
1
jθ˜(g)
[d˜j(X), d˜j(Y )]
= rp(g)−1 (dpr[d˜j(X), d˜j(Y )]− j(g)(ds[d˜j(X), d˜j(Y )])).
But applying lemma 3.3.18 (or the remark below) to the submersion pr : P 1HG → G,
and recalling that dpr(H(1)) ⊂ H˜ by remark 3.2.21, one has that
dpr[d˜j(X), d˜j(Y )] = cH(dpr(dj(X)), dpr(dj(Y ))) = 0.
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On the other hand, as d˜j(X) and d˜j(Y ) are s-projectable to ds(X) and ds(Y ) respec-
tively, using remark 6.2.14
j(g)(ds[d˜j(X), d˜j(Y )]) = j(g)[ds(X), ds(Y )] = j(g)(ds[X,Y ])
= dgp([X,Y ])− rp(g)θH˜([X,Y ]g).
Using again lemma 3.3.18, one gets that
dgp([X,Y ]) = cH(dp(X), dp(Y )) = 0,
and therefore
j∗δθ(1)(X,Y )g = θH˜([X,Y ]g) = δθg(X,Y ).
Corollary 6.2.44. If pr : PH(G)→ G is smoothly defined, then
MC(θ(1), θH) = 0. (6.18)
Proof. This is a consequence of theorem 6.2.17 and proposition 6.2.41.
Going back to jet groupoids (see subsections 6.1.16), we have the main example
of Lie-prolongations.
Corollary 6.2.45. For k ≥ 1 a natural number, each jet groupoid endowed with the
Cartan form
pr : (Jk+1G, θk+1) −→ (JkG, θk)
is the classical Lie-prolongation of (JkG, θk). Hence,
MC(θk+1, θk) = 0.
Proof. This is a consequence of proposition 6.2.33 and theorem 6.2.17.
6.2.7 Proofs of the compatibility theorems 6.2.10 and 6.2.17
Through this subsection we assume that:
• G˜ and G are Lie groupoids over M with Lie algebroids A˜ and A respectively,
• the Lie groupoid map p : G˜ → G is a surjective submersion,
• θ˜ ∈ Ω1 ∈ Ω1(G˜, t∗A) and θ ∈ Ω1(G, t∗E) are point-wise surjective multiplicative
forms,
• (D˜, l˜) : A˜ → A and (D, l) : A → E are the associated Spencer operators of θ˜
and θ,
• Lie(p) = l˜ : A˜→ A, and
• we denote by H˜ := ker θ˜ ⊂ T G˜ and by H := ker θ ⊂ TG the associated multi-
plicative distributions.
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We will prove the following two propositions:
Proposition 6.2.46. If the differential dp : T G˜ → TG is such that
dp(H˜) ⊂ H, (6.19)
then
D ◦ l˜ − D˜ ◦ l = 0. (6.20)
Moreover, if dp(H˜) ⊂ H holds, then
δθ(dp(X˜), dp(Y˜ )) = 0, for any X˜, Y˜ ∈ H˜ (6.21)
implies that
DXD˜Y −DY D˜X − lD˜[X,Y ] = 0, for any X,Y ∈ X(M). (6.22)
If G˜ has connected s-fibers then conditions (6.19) and (6.21) are equivalent to
(6.20) and (6.22) respectively.
Remark 6.2.47. Note that as T G˜ = H˜+T sG˜ and dp|T s(G˜) = θ˜|T s(G˜), then condition
(6.19) is equivalent to the equation
θ ◦ dp = θ ◦ θ˜ = l ◦ θ˜.
It is clear that proposition 6.2.46 implies theorem 6.2.10; in order to achieve a
proof of the former, we will first prove two key lemmas (see lemmas 6.2.49 and 6.2.50).
However, before proceeding to a proof, we introduce two cocycles. The first one takes
care of condition (6.19). Explicitely, let
evH˜ : J
1
H˜
G˜ −→ s∗Hom(TM,E)
be defined at σg ∈ J1H˜G˜ and X ∈ Ts(g)M by
evH˜(σg)(X) = p(g)
−1 · θp(g)(dp(σg(X))).
As dp(H˜s) = θ˜(H˜s) = 0 since Lie(p) = θ˜A˜, then it is clear that (6.19) holds if and
only if evH˜ is identically zero.
Under the assumption that dp(H˜) ⊂ H (see also remark 6.2.47), we introduce the
second 1-cocycle which takes cares of the condition (6.21). More precisely, consider
the well-defined map
c˜1 : J
1
H˜
G˜ −→ s∗Hom(∧2TM,E)
defined at σg ∈ J1H˜G˜ and X,Y ∈ Ts(g)M by
c˜1(σg)(X,Y ) = p(g)
−1δθg(dp(X), dp(Y )).
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Remark 6.2.48. Of course if equation (6.21) holds then c˜1 vanishes. For the con-
verse, let g ∈ G˜ and let σg : Ts(g)M → TgG˜ be any element of J1H˜G˜. As
H˜g = σg(Ts(g)M)⊕ H˜sg, (6.23)
we can write
X = σg(U) + u, Y = σg(V ) + v,
where u, v ∈ H˜sg. Then
δθ(dp(X), dp(Y )) = δθ(dp(σg(U)), dp(σg(V ))) + δθ(dp(u), dp(σg(V )))
+ δθ(dp(σg(U)), dp(v)) + δθ(dp(u), dp(v))
= δθ(dp(σg(U)), dp(σg(V ))) = p(g)c˜1(σg)(U, V ),
where we use that dp(H˜s) = 0. This shows the equivalence.
The previous computation also shows that if G˜ has connected s-fibers, then con-
dition (6.21) holds if and only if
c˜1 : (J
1
H˜
G˜)0 −→ s∗Hom(∧2TM,E)
vanishes, where (J1
H˜
G˜)0 is the connected component of the s-fibers. This is true since
pr : J1
H˜
G˜ → G˜ is a surjective a submersion and therefore pr : (J1
H˜
G˜)0 → G˜ is still
surjective. Hence, for any g ∈ G˜, we can choose our σg as in (6.23) belonging to
(J1
H˜
G˜)0.
The action of J1
H˜
G˜ on Hom(TM,E) (and on Hom(∧2TM,E)) is the one induced
by the representation λ on TM and the pullback of the action of G on E via p ◦ pr :
J1
H˜
G˜ → G: for σg ∈ J1H˜G˜ with s(g) = x,t(g) = y and T ∈ Hom(TxM,Ex),
σg · T ∈ Hom(TyM,Ey), σg · T (Xy) = p(g) · T (λ−1σg (Xy)).
For the following lemma recall that J1
D˜
A˜ ⊂ J1A˜ is the Lie algebroid of J1
H˜
G˜,
whose sections are given by the Spencer decomposition (2.1) by pairs (α, ω) ∈ Γ(A˜)⊕
Ω1(M, A˜) with the property that
D˜(α) = l˜ ◦ ω. (6.24)
See remark 2.2.11.
Lemma 6.2.49. The map evH˜ : J
1
H˜
G˜ → s∗Hom(TM,E) is a cocycle with lineariza-
tion
Lie(evH˜) : J
1
D˜
A˜ −→ Hom(TM,E)
given on sections (α, ω) ∈ Γ(J1
D˜
A) by
D(l˜(α)) − l(D˜(α)).
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Proof. Note that evH˜ is the pullback of the cocycle ev : J
1G → Homs∗(TM,E) in
lemma 6.2.19, along the Lie groupoid map
j1p : J1
H˜
G˜ → J1G, σg 7→ dp ◦ σ.
Therefore evH˜ is a cocycle and its linearization is given by the composition
J1
D˜
A˜
Lie(j1p)−→ J1A a−→ Hom(TM,E),
where a = Lie(ev). Explicitely, for (α, ω) ∈ Γ(J1
D˜
A˜) as in (6.24)
Lie(evH˜)(α, ω) = a(Lie(j
1p)(α, ω)) = a(Lie(p) ◦ α,Lie(p) ◦ ω)
= a(l˜(α), l˜(ω)) = a(l˜(α), D˜(α)) = D(l˜(α)) − l(D˜(α)).
Lemma 6.2.50. Assume that dp(H˜) ⊂ H. The map c˜1 : J1H˜G˜ → Hom(∧2TM,E) is
a cocycle with linearization
Lie(c˜1) : J
1
D˜
A˜ −→ Hom(∧2TM,E)
given on section (α, ω) ∈ J1
D˜
A˜ as in (6.24) by
DXD˜Y (α) −DY D˜X(α)− lD˜[X,Y ](α)
for X,Y ∈ X(M).
Proof. Notice that c˜1 is the pullback of the 1-cocycle
c1 : J
1
θG −→ s∗Hom(∧2TM,E)
defined in remark 6.2.34, along the Lie groupoid map
j1p : J1
H˜
G˜ −→ J1θG, σg 7→ dp ◦ σg.
Hence c˜1 is a cocycle with linearization given by the composition
J1
D˜
A˜
Lie(j1p)−→ J1DA
Lie(c1)−→ Hom(∧2TM,E).
Explicitly, for (α, ω) ∈ Γ(J1
D˜
A˜) as in (6.24) and X,Y ∈ X(M),
Lie(c˜1)(α, ω)(X,Y ) = Lie(c1)(l˜(α), l˜(ω))(X,Y ) = Lie(c1)(l˜(α), D˜(α))(X,Y )
= DXD˜Y (α)−DY D˜X(α)− lD˜[X,Y ](α).
Lemmas 6.2.49 and 6.2.50 yield proposition 6.2.46 as shown below.
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Proof of proposition 6.2.46. As mentioned before, conditions (6.19) and (6.21) are
equivalent to the fact that ev and c˜1 vanish respectively. From this it is clear that if
conditions (6.19) and (6.21) hold then so do (6.20) and (6.22) respectively. For the
converse, assume that G˜ has connected s-fibers. As ev and c˜1 are 1-cocycles with
Lie(ev) = Lie(c˜1) = 0, then dev and dc˜1 vanish on vectors tangent to the s-fibers
(see equation (6.16) in the proof of lemma 6.2.36). This implies that ev vanishes on
(J1
H˜
G˜)0–the connected component of the s-fibers. On the other hand, as the map
pr : J1
H˜
G˜ → G˜ is a surjective submersion (see proposition 6.2.18), then (J1
H˜
G˜)0 is
mapped onto G˜0, i.e. the image equals G˜ since G˜ is s-connected. This means that for
any g ∈ G˜, one can choose a splitting σg : Ts(g)M → TgG˜ of the source map, whose
image lies in H˜, with the property that
θ(dp ◦ σg(Ts(g)M)) = 0.
As the vector space H˜g can be decomposed as the direct sum
H˜g = σg(Ts(g)M)⊕ H˜sg
and dpr(H˜sg) = Rpr(g)dpr(H˜st(g)) = Rpr(g)θ˜(H˜st(g)) = 0, then we can conclude that
dpr(H˜g) = 0 for any g ∈ G˜. A similar computation shows that if Lie(c˜1) vanishes on
(J1
H˜
G˜)0, then it vanishes everywhere (see remark 6.2.48).
Now we proceed with the proof of theorem 6.2.17.
Proof of theorem 6.2.17. As H˜ is s-transversal, any vector on G˜ can be written as a
linear combination (with coefficients in C∞(G˜)) of vector fields tangent to H˜ together
with right invariant vector fields on G˜. For this reason, to computeMC(θ˜, θ), it suffices
to calculate it on three types of pairs of vectors (X,Y ), namely,
1. X = αr ∈ Xr(G˜) is a right invariant vector field and Y is tangent to H˜,
2. X = αr and Y = βr are both right invariant vector fields, and
3. X,Y are both tangent to H˜.
In the first case, we have that for any g ∈ G˜
MC(θ˜, θ)(αrg, Yg) = −DtY (θ˜(αr))(g)− l ◦ θ˜[αr, Y ](g)
= −DtY (θ˜(α)r)(g) + l ◦ θ˜[αr, Y ](g)
= −DtY (l˜(α)r)(g) + l ◦ θ˜[αr, Y ](g),
(6.25)
where in the second equality we use that multiplicativity of θ˜ implies that
θ˜(αr) = θ˜(α)r = l˜(α)r .
On the one hand, one can easily show that DtY (l˜(α)
r) = Ddt(Y )(l˜(α)) ◦ t. On the
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other, lemma 6.1.27 implies that
θ˜([αr, Y ]g) = g · (Lαθ˜)(Y )
= g · d
dǫ
∣∣
ǫ=0
(ϕǫαr (g))
−1 · (ϕǫαr )∗θ˜|ϕǫαr (g)
= g · d
dǫ
∣∣
ǫ=0
(ϕǫα(t(g)) · g)−1 · (θ˜(dm(dϕǫα(dt(Y )), Y ))
= g · d
dǫ
∣∣
ǫ=0
g−1 · (ϕǫα(t(g)))−1 · (θ˜(dm(dϕǫα(dt(Y )), Y ))
=
d
dǫ
∣∣
ǫ=0
(ϕǫα(t(g)))
−1 · (θ˜(dϕǫα(dt(Y )))− ϕǫα(t(g)) · θ˜(Y ))
=
d
dǫ
∣∣
ǫ=0
(ϕǫα(t(g)))
−1 · θ˜(dϕǫα(dt(Y ))) = D˜dt(Y )(α)(t(g)),
where we used that the flow of a right invariant vector field αr is given by ϕǫαr (g) =
ϕǫα(t(g)) · g and therefore for a fixed ǫ, dϕǫαr = dm(dϕǫα ◦ dt, id). Expression (6.25)
becomes then
MC(θ˜, θ)(αr , Y ) = Ddt(Y )(l˜(α))(t(g)) − l(D˜dt(Y )(α)(t(g))).
As H˜ is t-transversal (see remarks 6.1.2 and 6.1.6), then the above equation implies
that MC(θ˜, θ) = 0 if and only if D ◦ l˜ − l ◦ D˜ = 0.
For the second case,
MC(θ˜, θ)(αr , βr) = Dtαr (θ˜(β
r))−Dtβr(θ˜(αr))
− l ◦ θ˜[αr, βr]− {θ˜(αr), θ˜(βr)}D
= Dtαr (θ˜(β)
r)−Dtβr(θ˜(α)r)
− l ◦ dp([αr, βr])− {θ˜(α)r , θ˜(β)r}D,
(6.26)
where we use that dp|T sG˜ = θ˜|T sG˜ . As dgt(αr) = ρ(αt(g)) for any g ∈ G˜, then it is
easy to see that
Dtαr (θ˜(β)
r) = Dρ(α)(θ˜(β)) ◦ t and Dtβr(θ˜(α)r) = Dρ(β)(θ˜(α)) ◦ t.
Also,
T (θ˜(α)r, θ˜(β)r) = T (θ˜(α), θ˜(β)) ◦ t
= (Dρ(α)(θ˜(β))−Dρ(β)(θ˜(α))− l[θ˜(α), θ˜(β)]) ◦ t;
hence, (6.26) becomes
−l ◦ dp[αr, βr] + l[θ˜(α), θ˜(β)] ◦ t = −l[dp(αr), dp(βr)]
+ l[dp(α), dp(β)] ◦ t = −l[dp(α), dp(β)]r + l[dp(α), dp(β)] ◦ t = 0.
where we used that dp|A˜ = θ˜.
For the third case,
MC(θ˜, θ)(X,Y ) = −l(θ˜[X,Y ]) = −θ(dp[X,Y ]) = −δθ(dp(X), dp(Y ))
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where in the the right equality we use that p is a submersion and therefore p∗δθ = δp∗θ
(see lemma 3.3.18).
From the above 3 cases it is clear that if p : (G˜, θ˜)→ (G, θ) is a Lie-prolongation,
then MC(θ˜, θ) = 0. Conversely, if G˜ is source-connected then we saw from the first
and third case that (θ˜, θ) satisfies the Maurer-Cartan equation if and only if conditions
(6.20) and (6.21) hold, which in this case, by proposition 6.2.46, it is equivalent to
the fact that p : (G˜, θ˜)→ (G, θ) is a Lie-prolongation.
6.3 Higher Lie-prolongations
6.3.1 Cartan towers; Corollary 1
Let
· · · −→ (Gk+1,Hk+1) p
k+1
−→ (Gk,Hk) p
k
−→ · · · −→ (G2,H2) p
2
−→ (G1,H1) (6.27)
be an infinite sequence of Pfaffian groupoids. For ease of notation, when there is no
risk of confusion, we omit the upper index of the map pk : Gk → Gk−1.
Definition 6.3.1.
• A Cartan tower (G∞,H∞, p∞) is a sequence as in (6.27) where any Pfaffian
groupoid is a Lie-prolongation of the previous one.
• A Cartan resolution of a Pfaffian groupoid (G,H) is a Cartan tower with the
property that there exists a Lie groupoid map p : G1 → G such that
p : (G1,H1) −→ (G,H)
is a Lie-prolongation of (G,H).
Corollary 1 says that (under the usual conditions) there is a one to one correspon-
dence between Cartan towers and Spencer resolutions. More precisely,
Corollary 6.3.2. Given a tower of s-simply connected Lie groupoids
· · · −→ G3 p
3
−→ G2 p
2
−→ G1 (6.28)
(i.e. all the maps are Lie groupoid morphisms and surjective submersions), and the
induced tower of Lie algebroids
· · · −→ A3 l3−→ A2 l2−→ A1, (6.29)
there is a 1-1 correspondence between:
1. multiplicative forms θk ∈ Ω1(Gk, t∗Ak−1) making (6.28) into a Cartan tower,
2. Spencer operators Dk relative to lk making (6.29) into a Spencer tower.
This, of course, is a consequence of 6.2.10.
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Example 6.3.3 (The classical Cartan tower). The sequence
(J∞G, C∞) : · · · −→ (Jk+1G, Ck+1) pr−→ (JkG, Ck) pr−→ · · · −→ (J1G, C1)
is an example of a Cartan tower. Taking the Lie functor we get the classical Spencer
tower (J∞A,D∞-clas, pr∞) on the Lie algebroid A of G. See corollary 6.2.45.
Example 6.3.4. Going back to the theory of Lie pseudogroups (see subsection 1.2.4),
for any smooth Lie pseudogroup Γ, one has a Cartan tower
(Γ∞(Γ), C∞) : · · · −→ (Γ(k), Ck) −→ · · · −→ (Γ(2), C2) −→ (Γ(1), C1).
See [61] where the author discusses the universal property (in the sense of proposition
6.2.42) of the tower above for Γ ⊂ Diff(M).
6.3.2 The classical k-Lie prolongation
Now we proceed to define the classical k-Lie prolongation space inductively, as in the
case of Pfaffian bundles (see definition 3.3.1). We remark that the smoothness results
of section 3.3.1 are still valid in this setting, for example propositions 3.3.4 and 3.3.5,
and corollary 3.3.8.
Definition 6.3.5. Let (G,H) be a Pfaffian groupoid. We say that the classical k-Lie
prolongation space P kH(G) is smooth if
1. (PH(G),H(1)), . . . , (P k−1H (G),H(k−1)) are smoothly defined, and
2. the classical prolongation space of (P k−1H (G),H(k−1))
P kH(G) := PH(k−1)(P k−1H )
is smooth.
In this case, we define the k-Lie prolongation of H:
H(k) := (H(k−1))(1) ⊂ TP kH(G).
We say that the classical Lie prolongation space P kH(G) is smoothly defined if,
moreover,
pr : P kH(G) −→ P k−1H (G)
is a surjective submersion. In this case,
π : (P kH(G),H(k)) −→M
(a Lie-Pfaffian groupoid: see proposition 6.2.41) is called the classical k-Lie pro-
longation of (G,H).
Proposition 6.3.6. Let (G,H) be a Pfaffian bundle and suppose that P kH(G) is
smoothly defined. Then,
prk0 : Bis(P
k
H(G),H(k)) −→ Bis(G,H)
is a bijection of groups with inverse jk : Bis(G,H)→ Bis(P kH(G),H(k)).
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Proof. The proof is completely analogous to that of proposition 3.3.2.
Remark 6.3.7. Of course as in the case of Pfaffian bundles one can define the k-
prolongation of (G,H) without smoothness assumptions as
P kH(G) = Jk−1(PH(G)) ∩ JkG,
where one takes jets of bisections. Note that proposition 3.3.3 also holds in this
setting.
Let D : Γ(A)→ Ω1(M,E) be the Spencer operator associated to H.
Corollary 6.3.8. Let k > 0 be an integer. If P kH(G) ⊂ JkG is smoothly defined then
it is a Lie subgroupoid and
Lie(P kH(G)) = P kD(A).
Moreover, D(k) : Γ(P kD(A))→ Ω1(M,A) is the associated Lie-Spencer operator H(k).
Proof. Apply proposition 6.2.27 and remark 6.2.40 inductively.
Corollary 6.3.9. Let k > 0 be an integer. If P kH(G) ⊂ JkG is smoothly defined then
g(P kH(G),H(k))|M = gk(A,D).
Proof. From corollary 5.2.9, we have that
g(P kH(G),H(k))|M = g(P kD(A), D(k)) = g(k)(A,D)
by corollary 6.3.8 and proposition 6.3.15.
6.3.3 Formally integrable Pfaffian groupoids
Definition 6.3.10. A Pfaffian groupoid (G,H) is called formally integrable if all
the classical k-Lie prolongations
PH(G), P 1H(G), . . . , P kH(G), . . .
are smoothly defined.
If (G,H) is formally integrable, we obtain the classical Cartan resolution,
(P∞H (G),H(∞)) : · · · −→ (P kH(G),H(k))
pr−→ · · · −→ (PH(G),H(1)) pr−→ (G,H).
Remark 6.3.11. Taking the Lie functor of (P∞H (G),H(∞)) we obtain the classical
Spencer resolution
(P∞D (A), D
(∞)).
The main importance of formally integrable Pfaffian groupoids is the following
existence result for analytic Pfaffian groupoids, and is a consequence of theorem 3.3.21.
Theorem 6.3.12. Let (G,H) be an analytic Pfaffian groupoid. If (G,H) is formally
integrable, then for every point g ∈ G there exists real analytic solutions of (G,H)
passing through g.
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In the spirit of theorem 3.3.10, we will prove the following workable criteria for
formally integrable Pfaffian groupoids.
Theorem 6.3.13. Let (G,H) be a Pfaffian groupoid and let D : Γ(A) → Ω1(M,E)
be the Spencer operator associated to H. If
1. pr : PH(G)→ G is surjective.
2. g(1)(A,D) is a vector bundle over M ,
3. H2,l(g(A,D)) = 0 for l ≥ 0.
Then, (G,H) is formally integrable.
In the previous theorem we are considering the ∂D-Spencer cohomology of g
(1)(A,D).
See definition 1.1.9.
The main difference between the previous result and theorem 6.3.13 is that of
replacing the global symbol space g(H) and its cohomology (which are bundles over G),
by the easier-to-handle cohomology of the symbol space g(A,D) (both the cohomology
and g(A,D) are bundles over M !). This situation reflects again the phenomenon
occurring in Lie groupoids: their multiplicative structure allows us to obtain global
information out of its infinitesimal data. In this case the result will follow from the
invariance of some objects in consideration, such as the symbol map
∂H : g(H) −→ Hom(s∗TM, TG/H)
and the ∂H-Spencer cohomology.
Invariance of the ∂H-Spencer cohomology
In this section fix H ⊂ TG a multiplicative Pfaffian distribution with D : Γ(A) →
Ω1(M,E) the associated Spencer operator given in theorem 6.1.23.
Recall that the symbol map of H ⊂ TG is given by
∂H : g(H) −→ Hom(s∗TM, TG/H), vg 7→ ∂H(Xs(g)) = rgcH(vg, X˜g),
where X˜g ∈ Hg is any vector s-projectable to X ∈ Ts(g)M . Notice that by definition
of ∂D, the symbol map of D,
∂D(rg−1(v))(λσg (X)) = cH(rg−1 (v), λσg (X)) (6.30)
for any v ∈ g(H)g, X ∈ Ts(g)M and σg ∈ J1H(G).
Lemma 6.3.14. For a fixed g ∈ G, v ∈ g(H)g, and X ∈ Ts(g)M, the expression
(6.30) does not depend on the choice of σg ∈ J1HG. Moreover,
rg−1∂H(v)(X) = ∂D(rg−1(v))(λσg (X)).
Proof. This is a consequence of lemma 6.2.31 as follows. Writing rg−1 (v) and λσg (X)
as
rg−1 (v) = dm(v, 0g−1), λσg (X) = dm(σg(X), di ◦ σg(X)),
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one has that
∂D(rg−1 (v))(λσg (X)) = cH(rg−1(v), λσg (X))
= cH(v, σg(X)) + Ad
H
g−1cH(0, di ◦ σg(X))
= cH(v, σg(X)) = rg−1∂H(v)(X).
Proposition 6.3.15. Let k ≥ 0 be a natural number. Then the following statements
are equivalent:
1. g(k)(A,D) ⊂ SkT ∗ ⊗ (g), the k-prolongation of ∂D, is a vector bundle over M .
2. g(k)(H) ⊂ s∗SkT ∗ ⊗ (Hs), the k-prolongation of ∂H, is a vector bundle over G.
Moreover, for any g ∈ G there is an isomorphism of vector spaces
g(k)(H)g ≃ g(k)(A,D)t(g).
Remark 6.3.16. The isomorphism of
g(k)(H)g ⊂ SkT ∗s(g) ⊗Hsg
with
g(k)(D)t(g) ⊂ SkT ∗t(g) ⊗ g(D)t(g)
is given on SkT ∗M by the action λσg : Ts(g)M → Tt(g)M where σg ∈ J1HG is any
element, and on Hs by right translation Rg−1 : Hsh → g(D)t(g).
Proof of proposition 6.3.15. For k = 0, the statement is true by lemma 6.2.19 as
gM (H) = g(A,D), where the isomorphism t∗g(A,D) ≃ g(H) is given by right trans-
lation. For k = 1, let g ∈ G and choose any σg ∈ J1HG. For a linear map ϕ : Ts(g)M →
Hsg, let ϕ¯ : Tt(g)M → gt(g) be the unique linear map such that the diagram
Tt(g)M
ϕ¯ // gt(g)
Ts(g)M
λσg ≃
OO
ϕ
// Hsg
≃ rg−1
OO
commutes. It is clear that this correspondence gives an isomorphism
Hom(Ts(g)M,Hsg) ≃ Hom(Tt(g)M, gt(g)).
Now, ϕ ∈ g(1)(H)g if and only if ∂H(ϕ(X))(Y ) − ∂H(ϕ(Y ))(X) = 0 for any X,Y ∈
Ts(g)M. By lemma 6.3.14,
∂H(ϕ(X))(Y )−∂H(ϕ(Y ))(X) =
= rg∂D(ϕ¯(λσg (X)))(λσg (Y ))− rg∂D(ϕ¯(λσg (Y )))(λσg (X)).
Hence, g(1)(A,D)t(g) = g
(1)(H)g. Using the isomorphisms λσg : Ts(g)M → Tt(g)M
and Rg−1 : Hsg → gt(g) and the case k = 1, the general case follows.
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Corollary 6.3.17. For any g ∈ G, and any p, k ≥ 0 integers, there is an isomorphism
of vector spaces
H(p,k)(g(A,D))t(g) ≃ H(p,k)(g(H))g,
where H(p,k)(g(A,D)) and H(p,k)(g(H)) are the cohomology groups of the ∂D and
∂H-Spencer cohomology respectively (see definition 1.1.9).
Proof. Let g ∈ G, and fix k ≥ 1 an integer. We want to show that there is an
isomorphism
lk : ∧pT ∗t(g) ⊗ g(k)(A,D)t(g) ≃ ∧pT ∗s(g) ⊗ g(k)(H)g (6.31)
which makes the diagram
∧pT ∗t(g) ⊗ g(k)(A,D)t(g)
∂ //
lk

∧p+1T ∗t(g) ⊗ g(k−1)(A,D)t(g)
lk−1

∧pT ∗s(g) ⊗ g(k)(H)g
∂ // ∧p+1T ∗s(g) ⊗ g(k−1)(H)g
(6.32)
commutative, where ∂ is the formal differentiation (see definition 1.4). We will carry
out the proof for p = 0, the general case can be proven analogously.
Throughout we will be using the exact sequence of vector bundles over JkG
0 −→ SkT ∗ ⊗ T sG i−→ TJkG dpr−→ TJk−1G −→ 0.
Choose an element σg ∈ J1HG and let (b, ξ) ∈ Jk+1G be any element with the property
that it projects to σg. Regarding (b, ξ) as a splitting ξ : Ts(g)M → TbJkG, then it has
the property that ξ ⊂ Ck (see proposition 3.2.23). By example 3.1.12, we have that
for an element v ∈ SkT ∗s(g) ⊗ T sgG = Csk|g
∂(v)(X) = ∂k(v)(X),
where ∂k is the symbol map of Ck. By lemma 6.3.14, and taking into account that
the associated Spencer operator of Ck is Dk-clas, we have that
∂k(v)(X) = Rb∂Dk-clas(Rb−1v)(λξ(X)) = Rb∂(Rb−1v)(λσg (X)),
where in the last equality we used that the actions λξ, λσg : Ts(g)M → Tt(g)M are
equal (ξ projects to σg), and ∂Dk-clas = ∂ (see example 2.2.37). Now, by lemma 6.1.20,
right translation by b ∈ JkG on an element
Ψ ∈ Sk−1T ∗t(g) ⊗ T st(g)G ⊂ Tt(g)Jk−1G ≃ TJkG/Ck|t(g)
evaluated at X1, . . . , Xk−1 ∈ Ts(g)M , is given by
Rb(Ψ)(X1, . . . , Xk−1) = Rpr(b)(Ψ(λ
−1
b (X1), . . . , λ
−1
b (Xk−1)))
= Rg(Ψ(λ
−1
σg
(X1), . . . , λ
−1
σg
(Xk−1))),
where we used again that b projects to σg and therefore λb = λσg . Now, for the
isomorphism
lk : g
(k)(A,D)t(g) ≃ g(k)(H)g (6.33)
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we use the one given in remark 6.3.16, as for
lk−1 : T
∗
t(g) ⊗ g(k−1)(A,D)t(g) ≃ T ∗s(g) ⊗ g(k−1)(H)g (6.34)
we use the action λ−1σg on the TM component and right translation by b on g
(k−1)(A,D)t(g).
It is left to the reader to check that the diagram (6.32) commutes.
Remark 6.3.18. For a multiplicative one form θ ∈ Ω1(G, t∗E), one has analogous
versions of the results 6.3.14, 6.3.15 and 6.3.17, where in this case D : Γ(A) →
Ω1(M,E) is the Spencer operator given in theorem 4.3.1.
Proof of theorem 6.3.13. A completely analogous proof to that of theorem 3.3.10
adapts to check that if PH(G) → G is surjective, g(1)(H) is a vector bundle over
G and H(l,2)(g(H)) = 0 for any integer l ≥ 0, then (G,H) is formally integrable.
Now, proposition 6.3.15 says that g(1)(H) is a vector bundle if and only if g(1)(A,D)
is a vector bundle over M . Finally, corollary 6.3.17 implies that H(l,2)(g(H))g =
H(l,2)(g(A,D))t(g).
6.4 Results related to the theory developed in this
thesis
In this sections we state and prove some results very much related to the language
and notions developed in this thesis. Again we come across the phenomenon occur-
ring in Lie groupoids (under some topological conditions): global information can be
recovered from its infinitesimal data.
Subsections 6.4.1 and 6.4.3 are largely based on the preprint [17]. Parts of sub-
section 6.4.2 can be found in the same preprint.
6.4.1 Integrability theorem for involutive multiplicative distri-
butions; Theorem 5
Let now H be a multiplicative distribution on a Lie groupoid G which is source
connected, and consider the associated symbol space g = Hs|M , representation E =
A/g, and the associated Spencer operator
D : X(M)× Γ(A)→ Γ(E).
Let
∂D : g→ Hom(TM,E),
be the symbol map of D. Remark that, if ∂D = 0, then D induces a connection
∇E : X(M)× Γ(E)→ Γ(E), ∇EX [α] = DX(α).
Theorem 6.4.1. A multiplicative distribution H ⊂ TG is involutive if and only if the
symbol map ∂D vanishes and the connection ∇E on E is flat.
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Example 6.4.2. Let ρ : h→ X(M) be an infinitesimal action of a Lie algebra h on
M . Consider the associated Lie algebroid h ⋉M (see example 1.2.18). In this case
the canonical flat connection
∇flat : X(M)× C∞(M, h) −→ C∞(M, h)
satisfies the conditions from the previous theorem with E = h⋉M , l = Id. Hence one
obtains a flat involutive H on the integrating groupoid. This can be best seen when
the infinitesimal action comes from the action of a Lie group H on M . Then h⋉M
is the Lie algebroid of the action groupoid H ⋉M , which as a manifold is H ×M
(see example 1.2.6). The flat involutive H on H ×M is simply the foliation with the
leaves {h} ×M (for h ∈ H). See also corollary 6.4.10.
Corollary 6.4.3. If G is s-simply connected then there is a 1-1 correspondence be-
tween
1. involutive multiplicative distributions H on G.
2. a flat vector bundle (E,∇E) over M , a ∇E-parallel tensor T : Λ2E → E and a
surjective vector bundle map l : A→ E satisfying
l([α, β]) = ∇Eρ(α)(l(β)) −∇Eρ(β)(l(α)) + T (l(α), l(β)), ∀ α, β ∈ Γ(A).
Proof. The last equation defines T in terms of ∇E and l; the only problem is whether
it is well-defined, but this immediately follows from (5.1). The rest follows from the
fact that D is determined by ∇E (a condition that itself implies that ∂D = 0). Hence
one just has to rewrite the equation (5.2) in terms of ∇E and T , and one finds the
condition that T is ∇E-parallel.
Proof of theorem 6.4.1
Let H ⊂ TG be a multiplicative distribution, let (θ, E) be its canonically associated
Pfaffian system given in lemma 6.1.14, and (D, l) its associated Spencer operator
given explicitly in Theorem 6.1.23. Recall that
g = (H ∩ ker ds)|M , E = A/g
and that ∂D denotes the symbol representation
∂D : g −→ Hom(TM,E), ∂D(β)(X) = DX(β).
As we have already pointed out, the involutivity of H is controlled by the bracket
modulo H; using θ to identify TG/H with t∗E, this is
cH : H×H −→ t∗E, cH(X,Y ) = θ([X,Y ]).
Lemma 6.4.4. cH(H,Hs) = 0 if and only if ∂D = 0.
Proof. For any y ∈ M , Yy ∈ TyM , βy ∈ gy, extending them to sections Y ∈ Γ(H)
and β ∈ Γ(Hs) and using them in the formula for D in theorem 6.1.23, we have
∂D(βy)(Xy) = DY (β)(y) = θ1y ([β, Y ]) = c
H
y (βy, Yy),
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where, as before, we identify y with 1y.
For arbitrary σg ∈ J1HG with s(g) = x, t(g) = y and Xx ∈ TxM , βy ∈ gy we write
λg(Xx) = (dt)g(σg(Xx)) = (dm)g,g−1 (σg(Xx), (di)gσg(Xx)),
βy = (dm)g,g−1 (Rg(βy)), 0g−1)
and we use lemma 6.2.31:
cHg (σg(Xx), Rg(βy)) = c
H
y (λg(Xx), βy) = ∂D(βy)(λg(Xx)).
Hence ∂D = 0 if and only if c
H
g (σg(TxM),Hsg) = 0 for all σg ∈ J1HG. Note that for
any σg and any ξ : TxM → gy linear,
σǫg(Xx) = σg(Xx) + ǫRg(ξ(Xx))
belongs to J1HG for ǫ small enough, so the last equation also implies that cHg (Hg,Hsg) =
0, and then the equivalence with ∂D = 0 is clear.
Recall again that the cocycle
c1 : J
1
HG −→ s∗Hom(Λ2TM,E)
is defined by
c1(σg)(Xx, Yx) = Ad
H
g−1c
H
g (σg(Xx), σg(Yx))
for σg ∈ J1HG with s(g) = x, Xx, Yx ∈ TxM . This cocycle, together with ∂D, takes
care of the involutivity of H.
The following is now clear:
Lemma 6.4.5. H is involutive if and only if ∂D = 0 and c1 = 0.
Note that, under the assumption ∂D ≡ 0, c(σg) only depends on g and not on the
entire splitting σg at g, i.e. c1 = pr
∗c¯1, the pull-back along the projection pr : J
1
HG →
G of the 1-reduced curvature map
c¯1 : G −→ s∗Hom(Λ2TM,E), g 7→ c1(σg)
where σg is any element in J
1
HG which projects to g. See definition 3.3.13. However,
even in this case, we will continue to work with c1 because G does not act canonically
on Hom(Λ2TM,E), and solving this problem for c¯1 requires some work.
For the following corollary recall that the linearization of c1 is given by the map
κD : J
1
DA −→ Hom(∧2TM,E)
which, under the Spencer decomposition (2.1), is given at the level of sections (α, ω) ∈
Γ(A) ⊕ Ω1(M,A) by
DXω(Y )−DY ω(X)− lω[X,Y ]. (6.35)
See proposition 6.2.32.
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Corollary 6.4.6. Assume that ∂D = 0 and consider the induced connection ∇E on
E (∇EX(l(α)) = DX(α)). Then
κD(α, ω)(X,Y ) = ∇EX∇EY (α) −∇EY∇EXα−∇E[X,Y ](l(α)),
hence κD vanishes if and only if ∇E is flat.
Proof. From the formula for κD(α, ω)(X,Y ) from equation (6.35), we obtain that
κD(α, ω)(X,Y ) = ∇EX(lω(Y ))−∇EY (lω(X))− lω([X,Y ]).
Using that l ◦ ω(Z) = DZ(α) = ∇EZ (l(α)), we obtain the formula from the statement
of the corollary.
The following finishes the proof of theorem 6.4.1.
Lemma 6.4.7. If ∂D = 0 and G has connected source fibers, then c1 = 0 if and only
if κD = 0.
Proof. As mentioned before, a cocycle vanishes on the connected component of the
s-fibers if and only if its linearization vanishes. Now, the situation is simpler here
because, as as we already remarked, c1 as a section lives already on G: c1 = pr∗(c¯1).
Also, as proven before (see proof of lemma 6.2.36), for a Lie groupoid map which is
also a surjective submersion, the connected components of the s-fibers are mapped
surjectively to the connected components of the s-fibers. But pr : J1HG → G is a
surjective submersion by proposition 6.2.18, and G is source connected itself. This
implies that c¯1 vanishes and therefore c1 vanishes itself (!).
6.4.2 Cartan connections on groupoids
The notion of Cartan connections on a Lie groupoid G arises when looking at the
adjoint representation of G [1]. They can be seen as the global counterpart of Blaom’s
cartan algebroids [6]. It is straightforward to see that the definition from [1] is equiv-
alent to:
Definition 6.4.8. A Cartan connection on a Lie groupoid G over M is a multiplica-
tive distribution H ⊂ TG which is complementary to Ker(ds).
As for any Ehresmann connection, we will denote the inverse of (ds)|H by
hor : TM −→ H ⊂ TG.
On the infinitesimal side, we deal with the Cartan algebroids. These are classical
connections
∇ : X(M)× Γ(A) −→ Γ(A)
on the vector bundle underlying a Lie algebroidA, whose basic curvature R∇ vanishes.
See subsection 5.3. Theorems 6.1.23 and 6.4.1 give:
Theorem 6.4.9. For any Cartan connection H on a Lie groupoid G over M ,
∇ : X(M)× Γ(A) −→ Γ(A), ∇Xα(x) = ds([hor(X), αr]x) (6.36)
is a Cartan connection on the Lie algebroid A of G.
When G is s-simply connected, this gives a bijection between Cartan connections
H on G and Cartan connections ∇ on the algebroid A. Moreover, H is involutive if
and only if ∇ is flat.
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Under topological conditions, the existence of flat Cartan connections implies that
the groupoid must come from the action of a Lie group. For instance:
Corollary 6.4.10. If G is a s-simply connected Lie groupoid over a compact 1-
connected manifold M and if G admits a flat Cartan connection H, then G is iso-
morphic to an action Lie groupoid H ⋉M associated to a Lie group H acting on M
(as defined in example 6.4.2).
Proof. The flatness of the associated ∇ and the 1-connectedness of M implies that A
is a trivial bundle: A = h×M for some vector space h and the constant sections cor-
respond to flat sections. The vanishing of the basic curvature implies that the bracket
of constant sections is again constant; hence one has an induced Lie algebra structure
on h; the anchor of A becomes an infinitesimal action. Due to the compactness of M ,
one can integrate this to an action of the 1-connected Lie group H whose Lie algebra
is h. Then H ⋉M and G are two Lie groupoids with 1-connected s-fibers and with
the same Lie algebroid; hence they are isomorphic.
In the same spirit as corollary 6.4.10, we have the following result for Pfaffian
groupoids of finite type.
Let (G,H) be a Pfaffian groupoid with associated Spencer operator D : Γ(A) →
Ω1(M,A).
Definition 6.4.11. We say that the Pfaffian groupoid (G,H) is of finite type if
there exists an integer k such that g(k)(A,D) = 0. The smallest k with this property
is called the order of H.
Proposition 6.4.12. Let (G,H) be a Pfaffian groupoid of finite type over a com-
pact connected 1-manifold M . If the s-connected component (P kH(G))0 is 1-connected,
where k is the order of H, then there is an inclusion of groups
H ⊂ Bis(G,H), h 7→ σh
for some Lie group H. Moreover, if G is source connected then for any g ∈ G, there
exists h ∈ H such that
σh(s(g)) = g.
Proof. Let (P kH(G),Hk) be the k-Lie prolongation of (G,H). From corollary 6.3.9 we
have that
g(P kH(G),Hk)|M = g(k)(A,D) = 0.
Lemma 6.1.11 implies that (H(k))s = 0 which means that H(k) is a Cartan connection
of P kH(G). Restricting H(k) to the open subgroupoid P kH(G)0 ⊂ P kH(G) we have a
Cartan connection on a 1-connected groupoid. Moreover, its associated Spencer op-
erator D(k) on P kD(A) is flat (see lemma 5.3.4 and corollary 6.3.8), and therefore, by
theorem 6.4.1, Hk is flat on P kH(G)0. Applying corollary 6.4.10 we have that P kH(G)0
is isomorphic to an action groupoid H ⋉M (see example 1.2.6). Note that the group
of solutions of (H ⋉M,F), where F is the trivial foliation on H ⋉M , is canonically
identified with H . Therefore, under the identification (H ⋉M,F) ≃ (P kH(G)0,H(k)),
we get that H ≃ Bis(P kH(G)0,H(k)) as a group. By proposition 6.3.6
prk0 : H −→ Bis(G,H), h 7→ σh
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is an injective group morphism. Moreover, if G is source connected, then the image
of the submersion prk0 : P
k
H(G) → G is G. With this we get that if g ∈ G, taking an
element on the preimage (h, (s(g))) ∈ H ⋉M ≃ P kH(G), then σh(s(g)) = g.
6.4.3 Contact groupoids; Corollary 2
In analogy with symplectic groupoids and Poisson geometry, contact groupoids are
the global counterpart of Jacobi manifolds. Although this has been known for a while
(see e.g. [21] and the references therein), the existing approaches have been rather in-
direct (by using “Poissonization”, applying the similar results from Poisson geometry,
then passing to quotients). What happens is that contact groupoids require the use of
non-trivial coefficients; therefore, our main theorem now allows for a direct approach.
Furthermore, using the slightly more general setting of Kirillov’s local Lie algebras,
the approach becomes less computational and more conceptual.
The difference between Jacobi manifolds and local Lie algebras, or the difference
between their global counterparts, is completely analogous the difference between the
two related but non-equivalent notions of contact manifolds that one finds in the
literature. Here we follow the terminology of [5].
Definition 6.4.13. Let M be a manifold.
• A contact structure on M is a contact form θ, i.e. a regular 1-form θ ∈
Ω1(M) with the property that the restriction of dθ to the distribution Hθ =
Ker(θ) is pointwise non-degenerate.
• A contact structure in the wide sense on M is a contact hyperfield, i.e. a
codimension one distribution H ⊂ TM which is maximally non-integrable.
Here maximal non-integrability can be understood globally as follows. First, H
induces a line bundle
L = TM/H.
The maximal non-integrability of H means that c is non-degenerate, where
c : H ×H −→ L, (X,Y ) 7→ [X,Y ] mod H (6.37)
is the curvature map of H (see definition 3.1.4). The contact case is obtained when
L is the trivial line bundle.
Passing to groupoids:
Definition 6.4.14. Let Σ be a Lie groupoid over M .
• A contact structure on the groupoid Σ is a pair (θ, r) consisting of a smooth
map r : Σ → R (the Reeb cocycle) and a contact form θ ∈ Ω1(Σ) which is
r-multiplicative in the sense that
m∗θ = pr∗2(e
−r)pr∗1θ + pr
∗
2θ.
• A contact structure in the wide sense on Σ is a contact hyperfield H on Σ
which is multiplicative.
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Regarding the first notion, note that the equation above implies that, indeed, r is
a 1-cocycle; hence it induces a representation Rr of Σ (cf. remark 4.3.5). Also, one
has the following immediate but important remark, which will allow us to reconstruct
θ from associated Spencer operators:
Lemma 6.4.15. The r-multiplicativity of θ is equivalent to the fact that erθ ∈ Ω1(Σ)
is multiplicative as a form with values in the representation Rr.
The following indicates the conceptual advantage of the “wide” point of view.
Lemma 6.4.16. Assume that the s-fibers of Σ are connected. Then the construc-
tion (Σ, θ, r) 7→ (Σ,Ker(θ)) induces a 1-1 correspondence between contact groupoids
(Σ, θ, r) and contact groupoids in the wide sense (Σ,H) with the property that the
associated line bundle is trivial.
Proof. It is clear that Ker(θ) has the desired properties. Conversely, assume that we
start with (Σ,H) so that L is trivial. First of all, we know that the multiplicativity
of H makes L into a representation of Σ (cf. subsection 6.1.2); we also know that
a representation of Σ on a trivial line bundle is uniquely determined by a 1-cocycle
(cf. e.g. remark 4.3.5); this gives rise to the cocycle r. Then the canonical projection
TΣ → L gives a 1-form θ ∈ Ω1(Σ) which, by proposition 6.1.14 is multiplicative
as a form with coefficients in Rr. Hence, by the previous lemma, θ := e
−rθ is r-
multiplicative.
We now pass to the corresponding infinitesimal structures.
Definition 6.4.17. Let M be a manifold.
• A Jacobi structure on M is a pair (Λ, R) consisting of a bivector Λ and a
vector field R (the Reeb vector field) satisfying
[Λ,Λ] = 2R ∧ Λ, [Λ, R] = 0.
• A Jacobi structure in the wide sense on M is a pair (L, {·, ·}) consisting
of a line bundle L over M and a Lie bracket {·, ·} on the space of sections Γ(L),
with the property that it is local, i.e.
sup({u, v}) ⊂ sup(u) ∩ sup(v) ∀ u, v ∈ Γ(L).
The second notion appears in the literature under various names. Kirillov intro-
duced them under the notion of local Lie algebra [39]; Marle uses the term Jacobi
bundle [48]. Our term “wide” is ad-hoc, for compatibility with the previous defini-
tions; however, we will also say that L is a Jacobi bundle.
For a Jacobi bundle L, Kirillov proves that {·, ·} must be a differential operator
of order at most one in each argument. When L = RM is the trivial line bundle, this
implies that the bracket must be of type
{f, g}Λ,R = Λ(df, dg) + LR(f)g − fLR(g) (f, g ∈ Γ(RM ) = C∞(M))
for some bivector Λ and vector field R. A straightforward check shows that this
satisfies the Jacobi identity if and only if (Λ, R) is a Jacobi structure. Hence, one
obtains the following well-known:
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Lemma 6.4.18. (Λ, R) 7→ (RM , {·, ·}Λ,R) defines a bijection between Jacobi struc-
tures and local Lie algebras with trivial underlying line bundle.
Next, we sketch the connection between contact groupoids and Jacobi structures
pointing out the relevance of the Spencer operator and of theorem 6.1.23.
The Lie functor
In one direction (the Lie functor), starting with a contact groupoid in the wide sense
(Σ,H), there is an induced Jacobi bundle onM . The relevance of the Spencer operator
D associated to H is the following: since H is contact, it follows that the vector bundle
map associated to D (cf. example 2.1.2),
jD : A −→ J1L,
is an isomorphism, whereA is the Lie algebroid of Σ and L is the line bundle associated
to H. Identifying A with J1L, we obtain a Lie bracket [·, ·] on J1L. On Γ(L) we define
the bracket
{u, v} := pr([j1u, j1v]).
Lemma 6.4.19. (L, {·, ·}) is a Jacobi structure in the wide sense.
Proof. The bracket is clearly local, hence we are left with proving the Jacobi identity.
For this it suffices to show that
[j1u, j1v] = j1{u, v}
for all u, v ∈ Γ(L). Note that, after the identification of A with J1L, theD is identified
with the classical Spencer operator (see example 5.1.17); in particular, D(ξ) = 0 if
and only if ξ is the first jet of a section. Fixing u and v, the equation (4.3) for the
Spencer operator implies that D kills [j1u, j1v], hence [j1u, j1v] = j1s for some s.
Applying pr, we find s = {u, v}.
Of course, starting with a contact groupoid (Σ, θ, r), lemmas 6.4.16 and 6.4.18
ensure the existence of a Jacobi structure (Λ, R) on the base.
Integrability
Conversely, start with a Jacobi structure in the wide sense (L, {·, ·}) on M . With the
Lie functor in mind, the strategy is quite clear: consider the induced Lie algebroid
structure on J1L with the property that
[j1u, j1v] = j1{u, v}
for all u, v ∈ Γ(L) and show that the classical Spencer operator D is a Spencer
operator with respect to this Lie algebroid structure. Then, if J1L comes from a Lie
groupoid Σ, assumed to be s-simply connected, integrating D gives the multiplicative
hyperfield H on Σ and the fact that jD is an isomorphism implies that H is contact.
For instance, when (L, {·, ·}) comes from a Jacobi structure (Λ, R), J1L = T ∗M⊕R
and, starting from the previous formula, one finds the Lie algebroid
AΛ,R := T
∗M ⊕ R,
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with anchor ρΛ,R = ρ given by
ρ(η, λ) = Λ♯(η) + λR
and bracket
[(η, 0), (ξ, 0)]Λ,R = ([η, ξ]Λ − iR(η ∧ ξ),Λ(η, ξ)),
[(0, 1), (ξ, 0)]Λ,R = (LR(ξ), 0),
[(0, 1), (0, 1)]Λ,R = (0, 0)
(extended to general elements using bilinearity and the Leibniz identity). The classical
Spencer operator becomes
D : Γ(AΛ,R) −→ Ω1(M), D(η, f) = η + df, l(η, f) = f.
Of course, checking directly that D is a Spencer operator on AΛ,R is rather tedious.
The advantage of the “wide” point of view is that it provides a more compact and
computationally free approach.
So, let’s return to our (L, {·, ·}). It is rather unfortunate (and surprising) that
the definition of the associated Lie algebroid J1L is missing from the literature. The
remaining part of this section is mostly devoted to this point (after that, the part
with the Spencer operator is immediate). The starting point is the result of Kirillov
mentioned above: {u, v} must be a differential operator of order at most one in each
argument. To fix notation, recall that a differential operator
P : Γ(E) −→ Γ(F )
of order at most one, where E and F are vector bundles, has a symbol
σP ∈ Γ(TM ⊗Hom(E,F )).
Its defining property is
P (fs) = fP (s) + σP (df)(s)
for all s ∈ Γ(E), f ∈ C∞(M). Of course, when E = F = L is one-dimensional, we
get σP ∈ Ω1(M). Fixing u ∈ Γ(L), applying this to the operator {u, ·}, we denote
the associated symbol by ρ1(u). This defines a map
ρ1 : Γ(L) −→ X(M),
characterised by the property that
{u, fv} = f{u, v}+ Lρ1(u)(f)v
for all u, v ∈ Γ(L). A straightforward computation with the Jacobi identity for u, fv, w
combined with the last equations implies that ρ1 is a Lie algebra map:
ρ1({u, v}) = [ρ1(u), ρ1(v)].
Unlike the case of Lie algebroids, ρ1 need not be C∞(M)-linear. However, it is a
differential operator of order at most one; hence it satisfies the equation
ρ1(fu) = fρ1(u) + ρ2(df ⊗ u),
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where ρ2 is the symbol of ρ1, interpreted as a vector bundle map
ρ2 : Hom(TM,L) −→ TM.
We define the anchor of J1L by putting ρ1 and ρ2 together (see (1.2)):
ρ : Γ(J1L) ∼= Γ(L)⊕ Ω1(M,L) ρ
1−ρ2−→ X(M).
Using the classical Spencer operator, one can write more compactly:
ρ(ξ) = ρ1(pr(ξ)) − ρ2(Dclas(ξ)).
Finally, the Lie bracket for J1L is, as we wanted, given by
[j1u, j1v] := j1({u, v}),
extended by the Leibniz identity to arbitrary sections (see also remark 6.4.22).
Lemma 6.4.20. (J1L, [·, ·], ρ) is a Lie algebroid.
Proof. The Leibniz identity holds by construction. The Jacobi identity
Jac(ξ1, ξ2, ξ3) = 0
is clearly satisfied when the ξi’s are first jets of sections of L. Hence it suffices to
remark that the expression Jac is C∞(M)-linear in all arguments. Using the Leibniz
identity, we see that this is equivalent to the fact that the anchor is a Lie algebra
map:
ρ([ξ1, ξ2]) = [ρ(ξ1), ρ(ξ2)].
This time, the Leibniz identity implies that the difference between the two terms
is C∞(M)-bilinear, hence it suffices to check it when ξ1 = j
1u, ξ2 = j
1v. This is
equivalent to ρ1 being a Lie algebra map.
Lemma 6.4.21. The classical Spencer operator Dclas : Γ(J1L) −→ Ω1(M,L) is a
Spencer operator on the Lie algebroid J1L.
Of course, the action ∇ of J1L on L is the one induced by formula (5.3); hence it
is characterised by
∇j1u(v) = {u, v}.
Proof. First note that equation (4.4) is satisfied (it is C∞(M)-linear in the arguments
and, on holonomic sections, it reduces to the previous formula for ∇). In turn, this
implies that formula (4.3) is C∞(M)-linear in the arguments hence, again, it suffices
to check it on holonomic sections, when it becomes 0 = 0.
Remark 6.4.22. As a curiosity, note that ∇ and [·, ·] can be written on general
elements using the Spencer operator D = Dclas as:
∇ξ(v) = {pr(ξ), v}+D(ξ)(ρ1(v)),
[ξ, η] = j1{prξ, prη} + Lξ(Dη)− Lη(Dξ).
See (1.19).
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In particular, we obtain the following integrability result (corollary 4), which
should be compared with the one of [21] (and please compare the proofs as well!).
Corollary 6.4.23. Given a Jacobi structure in the wide sense (L, {·, ·}) over M , if
the associated Lie algebroid J1L comes from an s-simply connected Lie groupoid Σ,
then Σ carries a contact hyperfield H making it into a contact groupoid in the wide
sense; H is uniquely characterized by the fact that the associated Spencer operator
coincides with the classical one. If (L, {·, ·}) comes from a Jacobi structure (Λ, R),
then we end up with a contact groupoid (Σ, θ, r).
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Samenvatting
De motivatie voor dit proefschrift komt voort uit de studie van symmetriee¨n van
partie¨le differentiaalvergelijkingen (PDE’s). Partie¨le differentiaalvergelijkingen dienen
als modellen voor verscheidene fenomenen in het dagelijks leven, waaronder bijvoor-
beeld de voortplanting van licht en geluid in de atmosfeer. In de wiskunde spelen
ze ook een essentie¨le rol in het beschrijven van meetkundige structuren. De Noorse
wiskundige Sophus Lie [45] begon aan het eind van de 19de eeuw aan een diepe studie
van hun symmetriee¨n, in een poging om de meetkunde van PDE’s beter te begrijpen.
Probeert u zich, om een idee te krijgen van de symmetriee¨n van een ruimte, een
fietswiel voor te stellen. Het wiel kan geroteerd worden met een hoek x zonder dat, als
we de spaken en andere details negeren, de vorm van het wiel veranderd. Vervolgens
kan het wiel nogmaals geroteerd worden met een hoek y, of het wiel kon vanaf het
begin direct met een hoek x + y geroteerd worden. Alledrie deze rotaties zijn sym-
metriee¨n van het wiel en we observeren dat twee symmetriee¨n samengesteld kunnen
worden om een nieuwe te vormen. In het bijzonder kunnen we roteren met een hoek
van 0 graden, dit wordt de eenheidssymmetrie genoemd. Als het wordt samengesteld
met een andere symmetrie verandert dit niets, vergelijkbaar met het vermenigvuldigen
met het getal e´e´n. Tot slot, als we eerst het wiel met een hoek x met de klok mee
draaien en daarna met dezelfde hoek tegen de klok in (in andere woorden, een rotatie
met de inverse van x), dan krijgen we uiteraard weer de eenheidssymmetrie.
Het werk van Lie lag was het beginsel van de het moderne begrip van een Lie
groep; welke een ‘glad’ (ofwel differentieerbaar) concept van symmetrie verwezenlijkt.
In het voorbeeld hierboven is de cirkel een Lie groep. De cirkel werkt op het wiel: elk
punt van de cirkel stelt een hoek van rotatie voor. Verder is de cirkel ‘glad’ in de zin
dat het geen hoeken heeft.
In werkelijkheid werkte Sophus Lie met een algemener concept, wat hedendaags
een Lie pseudogroep wordt genoemd. Hierbij is het toegestaan dat de symmetriee¨n
slechts op een deel van de ruimte werken. Een van zijn grootste ontdekkingen was
dat Lie pseudogroepen beter begrepen kunnen worden door ze lineair te benaderen.
Dit lineairiseringsproces stelt ons in staat om van complexe differentiaalvergelijkingen
naar eenvoudigere lineaire vergelijkingen, e´n weer terug, te gaan. Hij beperkte zich
in zijn beschrijving van de infinitesimale data voornamelijk tot een speciaal soort Lie
pseudogroepen: die van het eindige type. Zij corresponderen met Lie groepen en hun
infinitesimale data staan bekend als Lie algebra’s.
Het was echter pas E´lie Cartan [11, 12, 13] die in het begin van de 20ste eeuw
vooruitgang boekte op het gebied van Lie pseudogroepen van het oneindige type. Hij
ontdekte dat de infinitesimale data voor een dergelijke Lie pseudogroepen, in analogie
met Lie algebras voor Lie pseudogroepen van het eindige type, wordt gegeven door
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een differentiaal-1-vorm. Deze aanpak leidde tot de ontdekking van differentiaalvor-
men, welke hedendaags een centrale rol spelen in differentieerbare meetkunde, en tot
de theorie van ‘Exterior Differential Systems’ (EDS)[8]. In het hart van zijn interpre-
tatie van Lie’s werk ligt een jet-bundel X samen met een zogenaamde Cartan-vorm
(ook wel contactvorm genoemd) θ. De infinitesimale data van de originele Lie pseu-
dogroep is vervolgens gecodeerd in een Maurer-Cartan-achtige vergelijking voor θ. Dit
brengt ons tot de titel van dit proefschrift: het mooie samenspel tussen X en θ komt
niet zozeer voort uit het feit dat X een jet bundel en θ zijn Cartan-vorm is, maar
uit de compatibiliteit van θ met de multiplicatieve structuur van X . Dit leidt tot de
notie van een Pfaffiaanse groepo¨ıde: een Lie groepo¨ıde X samen een multiplicatieve
differentiaalvorm θ. Deze abstractie blijkt het meetkundige inzicht achter Cartan’s
elegante theorie naar boven te brengen.
In dit proefschrift bestuderen we Pfaffiaanse groepo¨ıden vanuit twee equivalente
uitgangspunten: de bovengenoemde definitie met een differentiaal-1-vorm en het duale
beeld met een deelbundel van de raakbundel (een distributie). U zult zien dat we in
alle hoofdstukken (met uitzondering van hoofdstuk 4) veel standaard theorie over de
meetkunde van PDE’s aandoen (zoals prolongatie en Spencer cohomologie), in een
poging om een conceptueler begrip van deze theorie uit te dragen.
In hoofdstuk 1 behandelen we het benodigde inleidende werk, zoals bijvoorbeeld
de theorie van jet-bundels van Ehresmann, Spencer cohomologie en Lie groepo¨ıdes en
hun algebro¨ıdes.
Omdat de theorie in latere hoofdstukken gebaseerd is op de klassieke theorie
(waarin wordt gewerkt met een algemene vezelbundel in plaats van een groepo¨ıde) is
het belangrijk om eerst een goed conceptueel beeld van deze theorie op te bouwen.
Zodoende zijn hoofdstukken 2 en 3 toegewijd aan de klassieke theorie, beginnende
met lineaire plaatje van relatieve connecties in hoofdstuk 2, om vervolgens naar het
globale plaatje in hoofdstuk 3 te gaan. In een zekere zin is het natuurlijker om vanuit
het globale af te dalen naar het lineaire. We zijn echter van mening dat de huidige
volgorde tot een helderdere uiteenzetting oplevert.
In hoofdstuk 4 doet het multiplicatieve aspect zijn intrede in de vorm van Lie
groepo¨ıdes en hun infinitesimale tegenhangers, de Lie algebro¨ıdes. Dit hoofdstuk is
in een zekere zin onafhankelijk van de rest van het proefschrift; de resultaten in dit
hoofdstuk zijn belangrijk voor de volgende hoofdstukken, maar spelen nog geen rol in
het voorgaande. Het hoofdresultaat in dit hoofdstuk is de integreerbaarheidsstelling
voor multiplicatieve k-vormen met coe¨fficie¨nten. Het stelt dat, onder de aannames
die men zou verwachten, we de multiplicatieve k-vorm terug kunnen winnen uit zijn
infinitesimale data (in de vorm van een k-Spencer operator). Hierin is vooral het geval
k = 1 relevant voor de rest van het proefschrift.
Hoofdstukken 5 en 6 vormen de kern van de theorie. De klassieke theorie wordt
vereenvoudigd door de multiplicativiteitsconditie voor Pfaffiaanse groepo¨ıdes en het
krijgt zijn “Lie theoretische” karakter. In tegenstelling tot hoofdstuk 3, kunnen in-
tegreerbaarheidsresultaten (stelling 2) gebruikt worden om de Pfaffiaanse groepo¨ıde
volledig terug te winnen uit de infinitesimale data. Hiervoor richt hoofdstuk 5 zich
eerst op deze infinitesimale data van een Pfaffiaanse groepo¨ıdes: Spencer operatoren.
Zij zijn de natuurlijke interpretaties van relatieve connecties in de wereld van Lie
algebro¨ıden, in de zin dat ze compatibel zijn met het anker en de Lie-haak. Tot slot
behandelen we in hoofdstuk 6 enkele zelfstandige gerelateerde resultaten. Stelling
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Samenvatting
5 geeft de infinitesimale conditie die Frobenius-involutiviteit voor Pfaffiaanse dis-
tributies garandeert. Corollarium 2 beschrijft hoe Jacobi-structuren integreren to
contactgroepo¨ıdes.
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