Introduction
Let L be a non-negative self-adjoint operator acting on L 2 (X), where X is a doubling measure space. It admits a spectral resolution
For a complex number δ = σ + iτ , σ > −1, by the spectral theorem we can define the Bochner-Riesz means S Due to the above, we can also consider the following square function associated to an operator L:
where c mδ = 1/(m(δ + 1)).
Note that when L is the Laplacian −∆ on R D , the square function G δ (∆) is introduced by E. M. Stein in his study of Bochner-Riesz means [21] . It is known that the L p boundedness of G σ (∆) for 1 < p 2 holds if and only if σ > D(1/p−1/2)−1/2 (see [14] , [15] and [21] ). For the range p > 2, the condition σ > max{1/2, D(1/2 − 1/p)} − 1 is known to be necessary and sufficient in dimensions D = 1 and 2. In dimensions D 3, there are some partial results, see for instance, for σ > D(1/2 − 1/p) − 1/2 in [14] and [15] . For 0 < p 1, if σ > D(1/p − 1/2) − 1/2, then G σ (∆) is bounded from H p to L p (see [16] ). Boundedness of the square function G δ (∆) has been studied extensively because of its important role in the Bochner-Riesz analysis and we refer the reader to [5] , [14] , [15] , [16] and [21] and the references therein. Recently, in the abstract framework of a space of homogeneous type (X, d, µ) with dimension n > 0 (see Section 2 below), P. Chen, X. T. Duong and L. X. Yan ( [5] ) studied and obtained the L p boundedness of Stein's square function G δ (L) when the semigroup e −tL , generated by −L on L 2 (X), has the kernels p t (x, y) which satisfy the Gaussian upper bounds (see, for example, [18] ) for all t > 0 and x, y ∈ X, where C, c are constants. They showed that under the assumption of the Plancherel type estimate (see also [6] , [10] ), that is, for some 2 q ∞ and any t > 0 and all Borel functions F such that supp F ⊆ [0, t],
where K F ( (see Theorem 1.1, [5] ). Sometimes it is not clear whether, or it is even not true that, a non-negative self-adjoint operator on L 2 (X) admits Gaussian upper bounds. This occurs, for example, for Schrödinger operators with bad potentials [20] or elliptic operators of higher order with bounded measurable coefficients [8] . So we consider the following weaker assumptions:
(H1) The operator L generates an analytic semigroup {e −tL } t>0 on L 2 (X) which satisfies the Davies-Gaffney estimate (of order m). That is, there exist constants C, c > 0 such that for any open subsets U 1 , U 2 ⊂ X,
Motivated by the works [5] and [11] we study the boundedness of Stein's square function [9] .
satisfies the Davies-Gaffney estimate (1.4). Consider the following quadratic operator associated to L:
Note that S. Hofmann, G. Z. Lu, D. Mitrea, M. Mitrea and L. X. Yan [12] developed a theory of Hardy spaces adapted to non-negative self-adjoint operators L on L 2 (X) which satisfy the Davies-Gaffney estimate (of order 2) in the framework of spaces of homogeneous type. X. T. Duong and J. Li [9] studied even non-self-adjoint operators and introduced Hardy spaces associated with operators which have a bounded holomorphic functional calculus on L 2 (X) and satisfy the Davies-Gaffney estimate (of order 2). For more details about Hardy spaces, we refer the reader to [1] , [13] .
There is an equivalent characterization of the Hardy spaces H p L (X) in terms of a molecular decomposition (see Theorem 3.3 below). In order to prove boundedness of an operator on H p L (X), one only needs to understand the action of the operator on an individual molecule. P. Chen [4] 
Having this replacement at hand, we are able to state our main results. 
the Davies-Gaffney estimate (1.4) and the Plancherel type condition (1.6) for some 
Preliminaries
Throughout the whole article we assume that (X, d, µ) is a metric measure space endowed with a distance d and a nonnegative Borel measure µ on X such that the doubling condition
holds for all x ∈ X and for all r > 0, where B(x, r) = {y ∈ X : d(x, y) < r} and V (x, r) = µ(B(x, r)). A more general definition and further studies of these spaces can be found in [7] . It follows from the doubling property that the strong homogeneity property
holds for some C, n > 0 uniformly for all λ 1 and x ∈ X. In the sequel the value n always refers to the constants in (2.2) which will be also called the dimension of (X, d, µ). Of course, n is not uniquely determined and for any n ′ > n the inequality (2.2) is still valid. However, the smaller n is, the stronger will be the multiplier theorems we are able to obtain. Therefore, we are interested in taking n as small as possible. Besides, there also exist C and n 0 such that
uniformly for all x, y ∈ X and r > 0. In fact, property (2.3) with n 0 = n is a direct consequence of the triangle inequality for the metric d and the strong homogeneity property (2.2). But, in general, n 0 can be taken to be smaller. For example, for the Lebesgue measure on R D or the Lie groups with polynomial growth, n 0 can be taken to be 0.
Proposition 2.1. Assume that the non-negative self-adjoint operator L satisfies the Davies-Gaffney estimate (1.4). Then for every K ∈ N, the family of operators
satisfies the Davies-Gaffney estimate (1.4) with c, C > 0 depending on K, n and n 0 in (2.2) and (2.3) only.
P r o o f. The proof is similar to that of [12] , Proposition 3.1, or [17] , Lemma 2.7, so we omit the details here.
As a consequence of Proposition 2.1, we have the following proposition. Proposition 2.2. Assume that the non-negative self-adjoint operator L satisfies the Davies-Gaffney estimate (1.4). Then for every K 1 , K 2 ∈ N, the family of operators
satisfies the Davies-Gaffney estimate (1.4) with c, C > 0 depending on K 1 , K 2 , n and n 0 in (2.2) and (2.3) only.
Molecular decompositions of the Hardy spaces H
Let us denote by D(T ) the domain of an operator T . Recall that B = B(x B , r B ) is the ball of radius r B centered at x B . Given λ > 0, we will write λB for the ball with the same center as B and with radius r λB = λr B . We set
We next describe the notion of a (p, m, M, ε)-molecule associated with an operator L which satisfies (H1).
and a ball B such that
(ii) for every k = 0, 1, 2, . . . , M and j = 0, 1, 2, . . ., we have
where the annuli U j (B) are defined in (3.1).
Next, we give the definition of the molecular Hardy spaces associated with L (cf. [9] ).
with the "norm" (it is true norm only when p = 1) given by
As a direct consequence of the definition, we note that
We shall see that any choice of ε > 0 and M > 1 2 n(2 − p)/mp leads to the same spaces H p L,mol,M (X); this follows from the more general fact that the "square function" and the "molecular" H p spaces are equivalent whenever ε > 0 and the parameter M is large enough. One can show the following theorem, which is proved as Theorem 3.15 of [9] in the special case when m = 2. In fact, the parameter m = 2 is not essential, similarly we can obtain the conclusion for more general cases. We omit the details here. 
, where the implicit constants depend only on p, M, ε and on the constants in the Davies-Gaffney estimate and the doubling condition.
Boundedness of Stein's square functions from H
In this section we will prove Theorem 1.2. First, we state a criterion for H p L − L p boundedness for singular integrals.
Proposition 4.1. Let L be a nonnegative self-adjoint operator which satisfies the Davies-Gaffney estimate (1.4). Let 0 < p 1. Assume that T is a non-negative sublinear operator which is bounded on L 2 (X). If for some M 0 > n(2 − p)/(2p) and C > 0 the estimate
is satisfied for each (p, m, M, ε)-molecule a and all j
P r o o f. The proof of this proposition is standard (cf. [3] , [12] ). For the sake of completeness, we provide it here.
Suppose that f ∈ H p L (X). By Theorem 3.3 and density, we can write f = j λ j a j in the L 2 (X) sense, where a j are (p, m, M, ε)-molecules and
By Hölder inequalities and (4.1), one has
C.
This together with (4.4) yields
.
Then the proof is complete. 
for every t > 0, y ∈ X, and all bounded Borel functions
for all integers j 0 and for all f ∈ L 2 (X) with supp f ⊂ B;
for all integers j, i 0 and for all f ∈ L 2 (X) with supp f ⊂ U i (B).
P r o o f. We first show that the operator G δ (L) is bounded on L 2 (X) (see [5] ).
For every R > 0 and λ > 0, we recall that
with c mδ = 1/(m(δ + 1)). It follows from the spectral theory in [22] that for any f ∈ L 2 (X),
where
and the integral above converges if σ > −1/2.
To complete the proof of this proposition, we need some preliminary results. We shall be working with an auxiliary nontrivial function ϕ with compact support. The choice of ϕ in the statements is not unique. Let ϕ ∈ C ∞ c (0, ∞) be a non-negative function satisfying
, we have that for every λ > 0,
This decomposition implies that the sequence
instance, Reed and Simon [19] , Theorem VIII.5). For every l 1 and r > 0, we set for λ > 0,
We may write
where the sequence converges strongly in L 2 (X).
For a ball B, we let r B be the radius of B. For every j = 1, 2, 3, . . . , we recall that
. Then the following result holds.
are defined as above. Let σ > n(1/p − 1/2) − 1/q with some q ∈ [2, ∞] and let max 1/q, n(1/p − 1/2)} < v < σ + 1/q and v < mM . Then there exists a constant C = C(v, σ) > 0 such that
for all j = 2, 3, . . ., and
for all |j − i| > 4.
P r o o f of Lemma 4.4. Consider a ball B ⊂ X with center y ∈ X and radius
, we use Lemma 4.2 to obtain that for any
For each x ∈ U j (B) we have, due to d(x, y) 2 j−1 r B , the estimate
2v . Hence we get
Case 2. r B > 2 −l R −1 . In this case we follow Lemma 2.2 of [17] to select a finite number of points y 1 , . . . , y K ∈ B(y, r B ) such that
, where M depends only on the constants in (2.2). Observe that for all j 2 and m ∈ {1, 2, . . . , K}, y m , r B ) ).
h L 2 (X) = 1. From (4.15) we obtain that for every j 2,
Taking the supremum over all such g, h and recalling
Now for any Sobolev space
It is known that for σ > −1/2, 0 < v < σ + 1/q
C σ e c|τ | see Lemma 2.2 of [5] . This, in combination with (4.14), (4.16) and (4.17), yields
Then the proof of (4.11) is complete.
Next we have to check (4.12). Since L is a non-negative self-adjoint operator, one can swap i and j in the term on the left-hand side of (4.12). Hence, it will be enough to show the assertion for every i, j ∈ N with j − i > 4. By applying [2] Lemma 3.4, (4.11), and the doubling property, we get
,
In the remaining steps we covered U j (B(y, r B )) by dyadic annuli around the point z with the same radius r B . With help of η=j+i+1 η=j−i−3
we finish our estimates as follows: M to get that
For j 2, from the definition of G δ (L) and (4.9), we use the Minkowski inequality to obtain that
One may write
For the term I, we note that 0 < R < 2 −l r −1 B , and then max{1, (r B 2 l R)
2mM . In view of the inequality (4.11), we have
Consider the term II.
. In view of the inequality (4.11) again, one obtains
Therefore, a simple calculation shows that for every j 2,
Then (α) of Proposition 4.3 is proved.
In the following, we will check (β). Let f be supported in U i (B). For |j − i| 4, by using the
For |j − i| > 4, we also use the Minkowski inequality to obtain that
With help of (4.12), by using an argument in a way similar to the proof of (α), we get
Inserting (4.24) into (4.23) yields that for every |j − i| > 4,
Then (β) of Proposition 4.3 is proved. The proof is complete.
P r o o f of Theorem 1.2. We apply Proposition 4.1 to show that for every p ∈ (0, 1] and σ > n(
. So we only need to check (4.1) in Proposition 4.1. Let ε ∈ (n + n(1/p − 1/2), n + v 0 ) be fixed, defineε = ε − n, where v 0 is the constant given in Proposition 4.3. Let a be an (p, m, M, ε)-molecule. First, we have that for j = 0, 1, 2,
Now assume that j 3. By the spectral theorem, we write into (4.26), we obtain the formula
Calculating I M by means of the binomial formula leads to
Putting this into the definition of G δ (L) in (1.2), we have
ds, and for l = 1, 2, . . . , M − 1,
and
. Now we shall estimate {G l,M,rB } 
Hence, one can write
In order to use Proposition 4.3, we note that for every s ∈ [r B ,
Due to (α) in Proposition 4.3,
The series in (4.29) can be estimated with help of (β) in Proposition 4.3,
in the last step we used the fact that
Recall thatε = ε − n < v 0 . In view of the inequalities (4.30) and (4.31), we have the estimate of (4.29)
Subcase 2. l = M . In this case we may write
It follows from the condition (1.4) that the operators {e
off-diagonal estimate, and then
Subcase 3. l = 1, 2, . . . , M − 1. In these cases, one has
By Proposition 2.2, the operator family {(tL)
estimates, and it is easy to prove that L 2 off-diagonal estimates also hold for
. So using arguments similar to Subcase 1, we conclude that G where ϕ is the function given in (4.8), then there exists a constant C > 0 such that
The following proposition plays an important role in proving Theorem 5.1. 
P r o o f. The proof is similar to that of Theorem 3.1 [11] or Theorem 4.6 [17] . We omit the details here. P r o o f of Theorem 5.1.
The proof follows from a slight modification of an argument as in [17] , Theorem 4.2. In fact, we can get the desired result by using Proposition 5.2 and Lemma 4.2. We omit the details here.
A standard application of spectral multiplier theorems is Bochner-Riesz means. Let us recall that Bochner-Riesz means of order δ for a non-negative self-adjoint operator L is defined by the formula 
C uniformly in R > 0.
