A novel and efficient pseudospectral method for performing fully coupled six-dimensional bound state dynamics calculations is presented, including overall rotational effects. A Lanczos based iterative diagonalization scheme produces the energy levels in increasing energies. This scheme, which requires repetitively acting the Hamiltonian operator on a vector, circumvents the problem of constructing the full matrix. This permits the use of ultralarge molecular basis sets ͑up to over one million states for a given symmetry͒ in order to fully converge the calculations. The Lanczos scheme was conducted in a symmetry adapted spectral representation, containing Wigner functions attached to each monomer. The Hamiltonian operator has been split into different terms, each corresponding to an associated diagonal or nearly diagonal representation. The potential term is evaluated by a pseudospectral scheme of Gaussian accuracy, which guarantees the variational principle. Spectroscopic properties are computed with this method for four of the most widely used water dimer potentials, and compared against recent terahertz laser spectroscopy results. Comparisons are also made with results from other dynamics methods, including quantum Monte Carlo ͑QMC͒ and reversed adiabatic approximation calculations. None of the potential surfaces produces an acceptable agreement with experiments. While QMC methods yield good results for ground ͑nodeless͒ states, they are highly inaccurate for excited states.
I. INTRODUCTION
While the study of intermolecular forces has a very long history, tremendous progress in our understanding of the details of molecular interactions has been achieved in the last several years. [1] [2] [3] [4] This has occurred because of major and simultaneous advances in high resolution spectroscopy of weakly bound clusters, 1,2 ab initio calculations of intermolecular potential surfaces ͑IPS͒, 5 and in the theoretical methods used to describe the dynamics that occur on the IPS. 1, 3, 6 These advances have now permitted the direct determination of accurate and detailed IPS for systems with two, three, and four fully coupled degrees of freedom.
These potential surface determinations have generally proceeded via direct least squares fits of far-IR and mid-IR vibration-rotation-tunneling ͑VRT͒ and microwave spectra, which were constrained with other available data ͑multipole moments, dispersion coefficients, virial coefficients,...͒. In order to perform such calculations for systems with 3 or more coupled degrees of freedom, accurate and very efficient dynamics methods must be employed, since a nonlinear regression analysis will typically involve ϳ100 calls to the algorithm which calculates the spectra from the IPS. If one employs a variational method with an L 2 finite basis representation ͑FBR͒, it is generally found that at least 10 basis functions per degree of freedom are required for spectroscopy accuracy. In order to calculate VRT spectra from an IPS for the general case of two interacting linear molecules with frozen internal motions ͑usually a very good approximation͒, this necessitates the solution of an eigenvalue problem of dimension 10 4 . Elrod and Saykally 1 employed such an L 2 approach in their determination of the fourdimensional ͑4D͒ IPS of (HCl) 2 , but upon extending this approach to the six-dimensional ͑6D͒ case of two interacting polyatomics both CPU time requirements ( ϰ N 3 ) and storage demands (ϰN 2 ) thus become prohibitive. Nevertheless, a most impressive demonstration of L 2 variational method was recently presented by van der Avoird and co-workers, in which an empirical potential model was employed to quantitatively reproduce all measured properties of the ammonia dimer ͑microwave and VRT spectra, dipole moments, nuclear quadrupole splittings of the (NH 3 ) 2 and (ND 3 ) 2 isotopomers. 7 However, the considerable expense of this calculation still precludes a rigorous determination of the IPS through regression analysis.
A number of innovative approaches to this problem have appeared recently. The collocation method, [8] [9] [10] used for the determination of the three-dimensional ͑3D͒ Ar-H 2 O computational inefficiency associated with the nonsymmetric eigenvalue problem. Quantum Monte Carlo ͑QMC͒ methods developed so far [14] [15] [16] [17] [18] offer a convenient and efficient extension to larger systems. A recent demonstration of the power of this method was presented by Liu et al. 4 wherein a fully coupled 30D treatment of the VRT dynamics in the water hexamer with diffusion quantum Monte Carlo ͑DQMC͒ using Stone's ASP potential model produced excellent agreement for ground state ͑nodeless͒ properties with far-IR laser spectroscopy results. Such QMC methods suffer from a great difficulty in treating excited states, however, and this limits their usage for potential surface determinations.
The method we describe in the present paper consists in a Lanczos based, split Hamiltonian formulation of the problem. Initiated by Feit and Fleck 19, 20 and Kosloff and Kosloff, 21, 22 the split Hamiltonian method makes use of two different representations associated with the Hamiltonian operator. In its original formulation, the kinetic energy part was evaluated in the spectral representation ͑plane waves͒, while a grid was used for the potential. It should be noted that these two representations are equivalent, being related by a unitary transform ͓multidimensional fast Fourier transform ͑FFT͔͒. Such a split representation has been confined for many years to iterative time dependent propagation methods ͑see Ref. 23 for a review͒. It was later introduced in bound states calculations by Friesner et al. 24 through the adiabatic pseudospectral ͑APS͒ method. The scheme, based on the iterative Lanczos method has been applied to the simulation of SEP spectra. In this formulation, the spectral representation consisted of the adiabatic eigenstates ͕⌽ n (q; ␣ )͖ with respect to some slow coordinate :
H͑ ␣ ͒⌽ n ͑ q; ␣ ͒ϭE n ͑ ␣ ͒⌽ n ͑ q; ␣ ͒. ͑1͒
These adiabatic states were computed on a two-dimensional grid q p by means of the successive adiabatic reduction ͑SAR͒ method of Bacić and Light, 25, 26 and were used in the treatment of Friesner et al. to perform the spectral to grid transformation using the collocation matrices
This grid representation was then used in order to evaluate some residual terms of the Hamiltonian operator ͑non-adiabatic coupling terms͒. Finally, the effect of these terms was expressed in the spectral representation by means of the inverse grid to spectral representation
defined by least squares fitting. The innovative aspect of this method is that of using a contracted spectral representation as the primary one. From a numerical point of view, a contracted representation is much more efficient as it is associated with a narrower spectrum, compared to an uncontracted one. This property is of utmost importance as it governs the convergence properties of the subsequent iterative ͑Lanczos͒ eigenstates calculation. Another consequence of using such a contracted basis is that it ensures converged matrix elements of the Hamiltonian operator. As discussed by Friesner, 27 the inverse transform ͓Eq. 3͔ allows one to eliminate the aliasing terms associated with evaluating the residual terms on a grid. One thus regains the variational principle which is otherwise lost. This approach has been recently generalized and applied to tetra-atomic systems. 28 The next step in the development of using contracted basis sets in split Hamiltonian algorithms is due to Corey and colleagues. In a very important paper, Corey and Lemoine 29 had shown how one can transform between a spherical harmonics basis set and a two-dimensional grid associated with the polar angles. The key point of this transformation is that it treats exactly the apparent singularity of the kinetic energy operator (sin Ϫ2 ‫ץ‬
2

‫ץ/‬
2 ) that appears in a pure grid description. As a result, the spectrum of the kinetic energy operator displays the smallest possible range. This paper established an efficient handling of a multidimensional grid associated with general non-direct product basis sets. The essential departure from Light's original formulation 30 is that one no longer seeks a unitary transform between the two representations. As a result, the two representations are no longer equivalent, the spectral representation becoming the primary one as it is more compact. [31] [32] [33] [34] [35] Recently the split Hamiltonian method has been applied by one of us ͑C.L.͒ 32 to the computation of the VRT states of the Ar-H 2 O van der Waals complex. The key feature of the calculation was the definition of a grid associated with a basis of Wigner functions, similar in spirit to Corey and Lemoine's approach for spherical harmonics. 29 It consists of a Jacobi transform followed by a double Fourier transform. In order to maintain the variational principle within the scheme, care has been taken to remove the aliasing terms resulting from evaluating the potential on a grid. This has been realized by using a grid size significantly larger than the spectral representation dimension. When combined with the Lanczos algorithm 36, 37 for extracting the low lying eigenstates, this split Wigner pseudospectral ͑SWPS͒ method was shown to be both very efficient and versatile with respect to the form of the potential, as well has having minimal storage requirements.
In the present paper we describe the application of the SWPS method to the calculation of VRT spectra of the 6D water dimer system. With this approach, we are able to quantitatively evaluate several widely used IPS for the water dimer with respect to their ability to reproduce high precision VRT spectra recently measured with far infrared laser methods, as well as ground state microwave spectra.
There are a maximum of 16 equivalent structures of the water dimer that can be generated without breaking any chemical bond. 38 The dimer tunnels along low-energy barrier pathways on the IPS to access the different structures. Permutation of the nuclei gives rise to 8 equivalent structures. Inversion of these structures through the center of mass generates 8 more configurations. If the equilibrium structure contains a plane of symmetry, as the evidence currently supports, then there are only 8 distinct configurations. The permutation inversion ͑PI͒ symmetry group G 16 is typically used to explain the resulting splittings in the rovibrational levels. G 16 is isomorphic with the D 4h (M ) point group and is consistent with observed VRT dynamics. For further discussion of the water dimer group theory see Acceptor tunneling has the lowest energy barrier making it the most feasible tunneling motion on the IPS. This motion allows for the exchange of the protons in the water molecule acting as the H-bond acceptor. Figure 1 shows the proposed pathway, but the net effect is a C 2 rotation of the acceptor about its symmetry axis. Each rovibrational energy level of the non-tunneling water dimer is split into two.
The next most feasible tunneling motion is identified as donor-acceptor interchange tunneling. There are several possible pathways with the most likely one being the geared motion shown in Fig. 1 . 41 In donor-acceptor interchange, the A 2 Ϫ --- 
roles of the individual donor and acceptor water molecules are swapped. The effect is to split the energy levels into three, but by a much smaller degree than that of acceptor tunneling. These two tunneling motions resolve all degeneracies in the water dimer. The final rearrangement identified is that of donor tunneling wherein the H-bond donor permutes its protons. The barrier to this motion is relatively high and results in a small shift of the energy levels, but causes no further splitting.
The water dimer has been the subject of a large number of experimental and theoretical studies. High resolution microwave, 42, 38, [43] [44] [45] [46] [47] [48] [49] [50] [51] mid-IR, [52] [53] [54] [55] and far-IR 56-59,39 spectra have all been measured. From these investigations, the hydrogen bond tunneling dynamics occurring in low K levels of the ground state and the first excited acceptor bending state are well characterized, 58, 60 and several other intermolecular vibrations have recently been measured and partially analyzed. 61 Several different dynamical methods have recently been employed to calculate the VRT states corresponding to a variety of IPS that have been determined for this system. Lewerentz and Watts 62 have used QMC to calculate the tunneling splittings and intermolecular vibrations on the RWK2 surface, 63 while Gregory and Clary 64 used a DQMC method to calculate ground state structural properties with the RWK2, ASP1 and ASP2 65 surfaces. Althorpe and Clary 66 employed the reversed adiabatic approximation ͑RAA͒ to calculate ground state tunneling splittings and several intermolecular vibrations, using these same three IPS models in a 5D approximation to the coupled dynamics. These authors 67 later presented a novel DVR scheme for multidimensional dynamics calculations, and also applied it to the water dimer VRT dynamics, but again using a 5D fixed R approximation. In addition to these explicit calculations of the VRT dynamics, a large number of ab initio calculations have addressed this system ͑see Refs. 68, 69 and references cited therein͒, generally calculating the minimum energy structures with harmonic frequencies and intensities, but one study 68 also calculated barriers for the three distinct tunneling pathways for degenerate structural rearrangements.
In this paper, we present converged fully coupled 6D Table III for the ASP1 surface. A j max value of 10 has been used for each monomer. Table III for the ASP2 surface. A j max value of 10 has been used for each monomer.
calculations of the VRT levels of the water dimer for all six intermolecular vibrations, including the tunneling sub-levels of all symmetries for both Kϭ0 and Kϭ1. Four of the best existing intermolecular potential surfaces were employed, namely the ab initio one of Clementi and co-workers 70 and the semi-empirical RWK2 63 and ASP 65 surfaces. This enables a direct comparison to be made between our exact 6D SWPS results and those from both the approximate 5D RAA treatment 66 and the 6D QMC 62 and DQMC 64, 71 results, as well as with precise experimental measurements. The outline of the paper is as follows. In Sec. II, we first review the Hamiltonian operator describing the dimer, and describe the different representations used to perform the calculations.
Section III deals with convergence tests with respect to the angular basis set associated to each monomer, for the various IPS explored in this paper. In Sec. IV, we present the VRT spectra of the 6D water dimer corresponding to these different surfaces. Finally, Sec. V presents our conclusions.
II. METHOD OF CALCULATIONS
A. Hamiltonian operator
We used the Brocks et al. rigid rotor formulation 72 which gives the Hamiltonian, after the normalization change ⌿→R Ϫ1 ⌿, as TABLE VII. Jϭ0 energy levels obtained from a 5D calculation on the Clementi and coworkers surface using j max ϭ11 and different k max values for the Wigner basis set attached to each monomer. 
where ͑1͒ R is the distance between the centers of mass of the two monomers A and B, and AB their reduced mass, ͑2͒ H rot (␣) and j A are respectively the rotational Hamiltonian and angular momentum of monomer ␣, ͑3͒ jϭj A ϩj B is the coupled internal rotational angular momentum, ͑4͒ Jϭjϩl the total angular momentum (l is the angular momentum of the monomer centers of mass͒, ͑5͒ and
, (␣) ) represents the Euler angles defining the orientation of monomer ␣ in the body fixed axes.
The parameters used in the calculations are given in Table I .
B. Spectral representations
The total spectral representation is written as the direct product B ang ͕͉S n ͘,nϭ1,N S ͖ with the S's chosen as sine functions:
where LϭR max ϪR min is the box size. These provide a convenient basis set to describe the relative R motion confined to the interval ͓R min , R max ͔. In order to perform the calculations, several different angular bases B ang are used, which are described below. TABLE IX. Jϭ0 energy levels obtained from a 5D calculation on the ASP1 surface using j max ϭ10 and different k max values for the Wigner basis set attached to each monomer.
Jϭ0 energy levels obtained from a 6D calculation using the Clementi and co-workers SCF/CI surface. Wigner basis sets corresponding to j max ϭ11 have been used on each monomer. Figures in parentheses correspond to the energy change in the level position associated to an increase in the basis set size from j max Ϫ1 to its actual value of j max .
The uncoupled basis set B unc
This basis is defined as the direct product of Wigner bases ͕͉ j ␣ ,k ␣ , ␣ ͖͘ on each monomer times a Wigner basis ͕͉J,⍀,M ͖͘ for the total angular momentum:
It will only be used as an intermediate between the coupled representation and the grid ͑see Sec. II C͒. Expressed in the uncoupled basis set B unc , the wave function displays many zero elements, depending on the J value. Figure 2 represents the case for Jϭ1. In this figure, the A and B indices run between Ϫ j A and j A , and Ϫ j B and j B respectively. Due to the large j A and j B values used in order to reach convergence, the proportion of null elements is very high ͑up to 96% when j A ϭ j B ϭ13 and Jϭ0). This sparsity has been taken into account as only the non-zero elements were stored. 
The coupled basis set B cpl
In order to contract this angular basis, one can define the coupled basis set 
This representation is used to compute the H rot (A) , H rot (B) , and centrifugalϩCoriolis terms as will be shown later on.
The symmetry adapted bases B sym (⌫)
The G 16 permutation-inversion symmetry of the (H 2 O) 2 complex allows us to subdivide the angular basis set into 10 symmetry adapted bases, corresponding to the different irreducible representations ͑Irrep͒ ⌫'s. The way to construct symmetry adapted vectors ͉ j A j B k A k B ; j⍀,⌫͘ from the coupled basis vectors,
where kϵϪk, is given in Table II .
In the following, we will use ͕͉͘ ⌫ ,ϭ1,N ⌫ ͖ as a shorthand notation for the elements of the symmetry adapted basis corresponding to the Irrep ⌫, and ͕͉i͘ ,iϭ1,N ͖ for the elements of the coupled basis set.
C. Grid representation
The different spectral representations defined just above allows one to easily compute the effect of the various parts of the Hamiltonian operator, except for the potential. The complete scheme will be presented in the next subsection. Now we discuss how the potential term is handled.
The method to evaluate the potential term consists in using a general pseudospectral method as defined by Friesner 27 for the case of electronic structure calculations. This method resorts to an intermediate grid representation, tantamount to making use of a quadrature rule in order to compute the matrix elements in the spectral representation. The potential function depends on the 6 coordinates 
The most convenient basis set to start from in order to transform to the grid representation is the uncoupled one B ang ͕͉S n ͘,nϭ1,N S ͖. That is, starting from a wave function expressed as This spectral-to-grid transform is performed in several successive steps.
The first step consists in switching from the radial basis set ͕͉S n ͘,nϭ1,N S ͖ to a grid ͕R p ϭR min ϩp⌬R͖ by means of the orthogonal collocation matrix
It should be recalled here that we are using a number N R of grid points larger than the number N S of sine functions. This matrix allows one to define the intermediate representation
͖ by means of the transformation
The inverse ͑grid to spectral͒ transform is performed by means of the inverse operation
The second step deals with the angular to Euler grid transformation. One of us 32 recently showed how one can 
transform from a Wigner basis set ͕D mk j (,,)͖ to a 3D grid ͕ g ϫ ␣ ϫ q )͖ associated with the Euler angles ͑the reader is referred to this paper for more details on the method which will be briefly recalled below͒. For a wave function specified by its components on a Wigner basis set
the method first performs a Legendre transform
where R ␣ j (m,k) is the orthogonal matrix 
cos ␣ and ␣ being respectively the abscissae and weights of a N points Gauss-Legendre quadrature, followed by a double inverse Fourier transform over and :
͕ ␣qg ͖ϭF Ϫ1 ͕ ␣km ͖.
͑16͒
The global inverse transform ͑grid→spectral͒ is performed by first direct Fourier transforming ͕ ␣km ͖ϭF ͕ ␣qg ͖,
͑17͒
followed by the reverse Legendre transform 
͑20͒
can be recast into the equivalent one
The transformation from the angular spectral representation to the five-dimensional grid can thus be realized by the following successive operations, performed for every value ⍀ϭ B ϩ A compatible with the J value:
tion is realized by applying the inverse transforms in reverse order, i.e., ͑ii͒ then ͑i͒.
D. The split Hamiltonian formulation
This is basically the same scheme as the one used previously by one of us ͑C.L.͒ for the ArϪH 2 O complex, 32 
where ␣ n ϭ͗u n ͉H͉u n ͘ and ␤ nϩ1 ϭ͗u nϩ1 ͉H͉u n ͘ are respectively the diagonal and off-diagonal terms of H in this new basis set. In order to perform the recursions, H as given by Eq. ͑4͒ has been split into 4 terms, namely
where each term has been handled as shown below. 
Radial kinetic energy T R
This term, T R ϭϪប 2 /2 AB ‫ץ‬ 2 /‫ץ‬R 2 , is diagonal in the initial representation ͑Eq. 24͒, resulting in the effect
Monomer rotational terms H AB ‫؍‬H A ؉H B
The rotational kinetic energy term H ␣ displays analytic expressions in a Wigner basis set ͕͉ jk͖͘ given by
where
. In order to exploit the above relations, one has to switch to the coupled basis set B cpl
͑29͒
As Eq. ͑28͒ only involves changes in the k index, the H ␣ terms can be directly applied in this representation.
Coriolis and centrifugal term H CC
This term, H CC ϭ1/2 AB R 2 ͕J 2 ϩj 2 Ϫ2j-J͖ also displays simple analytic expressions in the coupled angular basis set
. The 1/2 AB R 2 factor in front of H CC is handled by switching to the ͕R p ͖ grid, where it is diagonal, by means of Eq. ͑11͒
Potential term V
As discussed before, this last term is diagonal in the 6D grid times the total angular momentum representation
be reached, as discussed in Sec. II C, by means of Eqs.
Once a term of H has been applied in its own representation, the result is transformed back to the symmetrized times the sine functions basis set B sym ͕͉S n ͖͘ in which the Lanczos vectors are expressed.
III. ANGULAR BASIS CONVERGENCE TESTS
In this section, we study the size of the angular basis sets required in order to converge the calculations. This is realized by computing the energy levels at a fixed relative separation R * for increasing angular basis sizes until convergence is reached. We used for R * the value (R * ϭ5.6242 a.u.͒ close to the equilibrium geometry of the dimer. As will be shown in the next section, such fixed R calculations are much faster than full 6D ones including the R coordinate. Four different water dimer potential energy surfaces are successively studied, namely the Clementi and co-workers's, 70 the RWK2 63 and the ASP1 and ASP2 65 surfaces. These convergence tests are then used in the next section. In the first series of calculations presented, no restriction has been applied to the uncoupled angular basis set, except for the maximum j value j max allowed for each monomer. The k max ϭj max constraint will then be relaxed in subsequent calculations.
A. Unrestricted angular basis
In this case, the angular basis set for each monomer reads as
The convergence tests consist of increasing this j max value. The angular basis set is therefore specified by a single parameter, j max . The grid representation of the angular wave function involves other parameters, namely the numbers of grid points associated with each of the five Euler angles. We found by experimentation that using 2-3 more points than the number of functions associated with an angle ensures convergence of the results with respect to the basis definition. For example, the grid dimension was set to N ϭj max ϩ3, while for the and grids N ϭN у(2 j max ϩ1)ϩ2. This latter inequality reflects the fact that the and angles were handled by fast Fourier transform ͑FFT͒ routines which restrict the allowed dimensions.
As described so far, this scheme would generate huge grid sizes, of dimension of the order of ( j max ϩ3) 2 ͓(2 j max ϩ1)ϩ2] 3 . The vast majority of these grid points are associated with geometries corresponding to very high potential energies, close to or above the dissociation threshold (Vϭ0). At these points, the wave function has to be negligible for bound states localized near the bottom of the well ͑located at circa Ϫ1800 cm Ϫ1 ). For our present concerns, one can thus safely ignore these points and set the corresponding amplitudes to zero when transforming to the grid representation. In practice, we have used an energy threshold of V thres ϭϪ300 cm Ϫ1 for the potential, restricting the grid definition to the points located below this threshold. The results for all four potential energy surfaces are given in Tables III-VI , and are discussed now.
These tables are organized in such a way as to display the acceptor and interchange tunneling splittings, even though those quantities should be computed from a 6D calculation ͑see Sec. IV͒. Only the levels converged to within 0.01 cm Ϫ1 with respect to the Lanczos scheme have been reported.
In each table, the different columns display respectively the ground (A 1 ϩ ) energy, the relative position of each acceptor tunneling manifold band, the associated symmetry sublevels, and finally their relative energies with respect to the band origin. The figures in parentheses provide an estimate of the convergence with respect to the angular basis set, as specified by j max . They correspond to the energy change in the level position associated to an increase in the basis set size from j max Ϫ1 to its actual value of j max . It results from these tables that large j max values have to be used (у10), in order to converge the energy levels within a few hundredths of a wave number. It should be noticed that a particularly high value, j max ϭ13, had to be used for the RWK2 surface in order to converge the symmetry pattern for each acceptor tunneling manifold.
B. Restricted angular basis
In order to test the actual angular basis required for convergence of the splittings, we have relaxed the k max ϭj max constraint in a second series of calculations. More specifically, keeping j max at the values precedently obtained, we have reduced the maximum value k max allowed for the k index. The results, displayed in Tables VII-IX for ͑i͒ the positions of the degenerate levels (E Ϯ ) start to significantly change for k max рj max Ϫ2, ͑ii͒ the acceptor tunneling splittings are correctly described down to k max Ӎj max Ϫ4, ͑iii͒ for the interchange tunneling splittings, the k max values can safely be further reduced to j max Ϫ5 without noticeable relative changes.
IV. RESULTS
A. Assessing the model potentials
The results of the fully converged 6D calculations of the water dimer VRT states are presented in Tables X-XVI The Clementi and co-workers self-consistent field/ configuration interaction ͑SCF/CI͒ potential does very well in reproducing the experimental interchange splitting, but badly overestimates the effects of acceptor tunneling. The RWK2 potential, widely regarded as the best effective water dimer surface, drastically underestimates ͑by an order of magnitude͒ the interchange splitting and overestimates the acceptor splitting by a factor of 3. It is also the most anisotropic surface, requiring the largest angular basis, as described in the previous section. The ASP1 surface badly overestimates the interchange splitting and is somewhat high for the acceptor tunneling, whereas ASP2 exaggerates the interchange splitting by a factor of 5 and underestimates the acceptor splitting. Interestingly, the only difference between these two highly detailed distributed multipole potential models 65 with Tang-Toennies damping functions is in the treatment of dispersion, with ASP2 incorporating the extensive results of Rijks and Wormer, 75, 76 while ASP1 uses the perturbation theory results of Szczesniac et al. 77 This illustrates the extreme sensitivity of the VRT dynamics to the details of the dispersion interactions, which is perhaps surprising since the intermolecular attraction is dominated by electrostatics in all of these models.
On the other hand, the structure of the dimer expressed in the rotational constants is quite well represented by all four potentials. This illustrates an important point: The structure of a hydrogen bonded complex does not provide a sensitive probe of the intermolecular potential; it is therefore of limited use by itself for characterizing intermolecular forces, being a necessary but not sufficient constraint. The tunneling splittings and ͑as we shall see͒ intermolecular vibrations, however, provide an exacting measure of the potential energy, and can therefore serve as a direct route for their experimental determination. This has been shown previously for the simpler cases of Ar-HCl, 3 Ar-H 2 O, 12 and Ar-NH 3 .
13 Not surprisingly, the four water dimer potentials examined here differ widely in the representation of the intermolecular vibrations, as shown in Fig. 6 , and differ considerably in the values they produce for the ground state ͑vibrationally averaged͒ dissociation energy ͑Fig. 7͒, as well as for the ground state tunneling splittings.
B. VRT Dynamics: 5D vs 6D treatments
Due to the difficulties inherent in carrying out a completely rigorous treatment of the intermolecular dynamics occurring in weakly bound complexes, usually involving several fully coupled degrees of freedom, it has been customary to employ various approximate methods for this purpose. For those cases which have been examined in detail, viz. Ar-H 2 O, 12 and Ar-NH 3 , 13 it has been shown that the exclusion of the radial motion from the explicitly coupled dynamics leads to serious errors when angular-radial coupling in the potential mixes stretching and bending states. It is therefore important to explore the consequences of adiabatically separating, or simply fixing R in calculations of the water dimer VRT dynamics.
The most common of these is the reversed adiabatic ap- 66 and the other a novel DVR approach 67 at a fixed value of R. In Figs. 8 and 9 , we compare our rigorous SWPS results with the RAA calculations of Althorpe and Clary. 66 In these graphs, the exact 6D calculations are given in black, while the white bars represent the results of approximate 6D ͑RAA͒ calculations ͑see below͒. From these figures, we can see that the two calculations give similar results for the Jϭ0 interchange splittings, but widely different values for the acceptor splittings. Our energy levels were obtained with considerably larger basis sets ͑up to jϭ13 on both monomers and including all relevant k values͒ and yielding fully converged ͑to 0.01 cm Ϫ1 ) energies, and differ significantly from theirs. In the RAA calculations, the basis was truncated at j max ϭ8 and k max ϭ4 for both monomers ͑being of dimension 3300 for nondegenerate representations and about four times larger for the E states͒ and incorporated the coupled states approximation ͑i.e., treating K as a conserved quantity͒. Moreover, memory restrictions limited their calculations to Kϭ0 and Jϭ0. Energy level convergence to within 0.5-1.0 cm Ϫ1 was claimed in their study. Comparison between their direct diagonalization FBR method and their DVR approach implied a combined error from truncation of the potential expansion and convergence not exceeding 2 cm Ϫ1 for the first two levels of each symmetry and less than 0.2 for the ground state tunneling splittings. Hence, at least part of the difference between our SWPS results and the RAA calculations is in the level of convergence, but the principal difference lies again in the fact that the R motion must be rigorously included in the dynamics if truly quantitative results are to be obtained.
C. VRT dynamics: WDVR vs quantum Monte Carlo methods
Watts and co-workers 14, 15, 62 have pioneered the use of diffusion quantum Monte Carlo methodology for calculating properties of hydrogen bonded clusters, 14, 15 with extensive applications to the water dimer. This approach permitted a fully coupled treatment of the VRT dynamics, ideally yielding exact ͑for a given potential͒ results for the ground state. Calculations of the properties of excited states are notoriously difficult to carry out, however, due to the requirement for accurate knowledge of the nodal surfaces of the excited state wave function. Nevertheless, Watts and co-workers have published calculations for both the ground state and for excited vibrational states ͑both intra-and inter-molecular͒ employing the QMC method. Recently, Gregory and Clary 17 have achieved much higher accuracy for ground state properties of the water dimer with a combination of correlated sampling techniques and the rigid body diffusion quantum Monte Carlo ͑RBDQMC͒ approach developed by Buch. 18 By employing exact nodal constraints derived from the molecular symmetry group, they were able to efficiently compute the tunneling splittings in the ground vibrational state of the dimer. In Figs. 10 and 11 , we compare our SWPS results against those obtained with QMC methods for both ground state properties and for several excited intermolecular vibrational states, using the RWK2 potential surface. It is immediately apparent that the excited state QMC results 62 are very inaccurate, again due to the severe problems associated with rigorously specifying the nodal constraints. The potentially more accurate RBDQMC results for the ground state tunneling splittings are in good agreement with the SWPS results.
D. The intermolecular vibrations
Values calculated with the SWPS method for the lowest ͑below 150 cm Ϫ1 ) excited intermolecular vibrations are presented in Fig. 9 . As the eigenvectors were not computed in this work, we are not currently able to specify the nature of these vibrations. Lewerenz and Watts 62 did so for a few lowlying vibrations in their QMC treatment ͑see Fig. 11͒ , but as we have discussed above, their results are highly inaccurate due to the problems inherent in specifying the nodal surfaces for these excited eigenstates. It is clear from their work, however, that the intermolecular vibrations of the water dimer cannot be described as normal modes, and generally involve all six large amplitude coordinates. In Fig. 11 , we compare the normal mode frequencies calculated with the RWK2 potential by Coker and Watts, 15 and a set of harmonic frequencies from a recent ab initio calculation. 69 We see that these disagree by as much as a factor of 2 for some low-lying excited states.
V. DISCUSSION
The rigorous 6D SWPS results presented here for the water dimer VRT dynamics permit a number of general conclusions to be drawn regarding previous work and future directions. First, while the approximate 5D methods cannot be used for quantitative comparison of potential surfaces, they may be useful in the initial stages of an IPS fit to spectroscopic data. The exciting new advances in DQMC methodology may ultimately be combined with SWPS for this purpose, as these are cheaper and may allow non-pairwise contributions to the IPS of large clusters to be added in a systematic way 78 as recently shown by Gregory and Clary. 17, 64, 71 Specifically, they showed that by adding the iterated many-body induction and three-body dispersion interactions to the ASP pair potential, they were able to reproduce the structures of the water trimer, tetramer, pentamer and hexamer recently determined by far-IR laser spectroscopy. 4 It remains to be seen whether these manybody potentials can reproduce the VRT dynamics in these systems, however.
The work presented here has also demonstrated that none of the water dimer potentials examined so far -considered the best available -is capable of describing the tunneling dynamics or intermolecular vibrations observed by high resolution spectroscopy at an acceptable level of accuracy. Hence, there is a clear motivation to determine a new IPS for the water dimer by least squares inversion of VRT data, as has been accomplished for simpler systems. 12, 5, 13 Such efforts will be greatly facilitated by the SWPS formulation presented here.
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