Abstract. We study the asymptotics of the lattice point counting function N (x; y; r) = #f°2 ¡ : d(x;°y)g for X a Riemannian symmetric space of rank one and ¡ a discontinuous group of motions in X, such that ¡nX has¯nite volume. We show that
Introduction
Let X be a Riemannian symmetric space of strictly negative curvature. Then X = G=K; with G a semisimple Lie group of rank one over R and K a maximal compact subgroup of G. Let ¡ be a discrete subgroup of G of nite covolume. A classical problem is the determination of the asymptotic behavior of the counting function N(r) = N(x; y; r) = card f°2 ¡ : d(x;°y) < r g ; as r ! 1; for¯xed x; y 2 X: This problem has been investigated by many authors. For instance, in the case when ¡ is cocompact, it was treated in [Hbr] , [Ma] , [G] , and in [B] . In the case when ¡ is of¯nite covolume, the main results in the literature concentrate on the case of hyperbolic n-space H n . There are results of Selberg (unpublished) and Patterson for X = H 2 , and of Lax-Phillips for H n . (See [Pa] , [LP] ; see also [Le] and [MW] , x5.) The main theme in these papers links the asymptotic behavior of N(r) with spectral data of the Laplacian on ¡nX. There is a main term N(r) » c 0 e 2½ r , where c 0 ; ½ are positive constants depending only on X (2½ = n ¡ 1 if X = H n ). More precisely, N(r) = c 0 e 2½ r + X j c j ' j (x)' j (y) e (½+º j )r + E(r) (1) where 0 < º j < ½; 1 j m are chosen such that the¸(º j ) := ½ 2 ¡ º j 2 are the eigenvalues of ¡¢ on ¡nX with value in (0; ½ 2 ), with corresponding orthonormal eigenfunctions ' j . These eigenvalues are called exceptional. Furthermore, the c j 's are constants involving values of Gamma functions on the º j 's, and the constant b satis¯es 0 < b < ½. Finally E(r) = O(r a e (b+½)r ); for some positive constants a; b.
In the case of H n for n > 2, the best result is due to Lax-Phillips ([LP] ), who have proved that E(r) = O(r 3=(n+1) e (b0+½)r ) with b 0 = (n¡1) 2 2(n+1)
. (Actually they prove this result under a condition weaker than¯nite volume.)
In the present paper we will use some results in [MW] on the meromorphic continuation of the resolvent of the Laplacian on X and ¡nX, to obtain an estimate for N(r), for any X and ¡ as above, with c 0 = ³ 2 1¡n 2½ vol(¡nX) , ½ = ½(G) and c j = c(º j )³2 1¡n º j +½
. Here ³ is a constant depending only on G and c(º) denotes the Harish Chandra c-function. Theorem 4.1 gives the full statement; see Remark 4.2, (i) for a comparison with [LP] . In the case of H n , we obtain E(r) = e (b+½)r for each b > b 0 = (n¡1) 2 2(n+1) . Our methods are di®erent from those in [LP] , who use the wave equation. We shall follow the approach in [MW] , via functions related to the resolvent of ¢. The main tools in the proof are certain estimates of a truncation of the resolvent, HÄ ormander's theorem on the spectral function of an elliptic operator, and a suitable Tauberian theorem (Proposition 5.1).
Preliminaries
Let G be a connected semisimple Lie group of real rank one and¯nite center. Let K be a maximal compact subgroup of G with corresponding Cartan involution µ and Cartan decomposition g = k © p: Fix G = NAK an Iwasawa decomposition of G and let g = k © a © n be the corresponding decomposition at the Lie algebra level. Let M be the centralizer of A in K, P = M AN and denote by m the Lie algebra of M. (Note that p is not the Lie algebra of P .) If ® is the simple root of (P; A) then n = n ® © n 2® where n ® (resp. n 2® ) is the root space associated to ® (resp. 2®). Set p = dim(n ® ), q = dim(n 2® ), ½ = 1 2 (p + 2q)®: Then n = p + q + 1 = dim X, X = G=K. Fix H 0 2 a such that ®(H 0 ) = 1. We shall work with the multiple B of the Killing form of g, B K , for which B(H 0 ; H 0 ) = 1. Note that B K (H 0 ; H 0 ) = 2p + 8q and hence B = 1 2p+8q B K . With this choice, H ® = H 0 : If X; Y 2 g, let hX; Y i = ¡B(X; µY ): Then h ; i de¯nes an inner product on g which coincides with B on a: We will also denote by h ; i the bilinear extension of B to a c = a -R C; and its dual form on a ¤ c . All characters of A are of the form a 7 ! a º® with º 2 C. Often we write a º instead of a º® , that is, we identify a c and a ¤ c with C via the maps H ! B(H; H 0 );¸!¸(H 0 ): We also set, if t 2 R; a t = exp(tH 0 ), and a ® = e ®(log a) . Thus a
We choose the Riemannian metric dx on X = G=K, induced by the restriction Bj p of B to p. We then have that d(xK; yK) = B(tH 0 ; tH 0 ) 1=2 = t if x; y 2 G and a(x ¡1 y) = exp(tH 0 ), with t = t(x; y) > 0. Given our choices this implies that
In the sequel, we will often use elements of G to denote the corresponding elements of X = G=K. We let dg (resp. d¹ g) be the Haar measure on G (resp. G=K) such that
and dk is the Haar measure on K normalized so that K has volume 1. We claim that dx = ³2 ¡p¡q d¹ g, where ³ = vol(K=M), the volume with respect to the measure induced by the restriction of ¡B to k\ m ? . Actually, this will follow from Proposition 10.1.17 in [He] . Indeed, let d K x be the measure on X induced by the restriction B K j p of the Killing form.
is the measure on A induced by the Killing form B K . Now by Proposition 10.1.17 in [He] we have
, the volume computed with respect to the measure induced by the restriction of
We wish to point out that in [MW] , beginning of Section 5, the factor 2 ¡p¡q is missing in the right hand side of the formula relating the measures dx and d¹ g.
The resolvent of the Laplacian
The discrete subgroup ¡ ½ G with co¯nite covolume satis¯es the condition on p. 16 of [Langl] . (See Theorems 0.6 and 0.7 in [GR] .) This allows us to use the well known spectral theory for L 2 (¡nG). On ¡nX we use the measure induced by the measure dx on X.
Let ¢ be the Laplacian on X (or ¡nX). We identify ¡¢ with the Casimir element C of G, with respect to the form B. One has a spectral decomposition
j arranged in increasing order, with Re º j¸0 . So ' 0 is constant, and the other eigenvalues are positive. The explicit determination of such a basis is an open problem, even in the simplest cases. By a fundamental theorem of Langlands, L 2 c (¡nX) is generated by eigenpackets of Eisenstein series, one of these for each cusp of ¡.
We note that the ' j here coincide with the ' j in [MW] , Section 5, which di®er from the ' j in [MW] , Section 4, by a factor ³ ¡ 1 2 2 p+q 2 , since they are an orthonormal basis of L 2 d (¡nX) with respect to the Riemannian measure dx (and not dg).
We now recapitulate some results on powers of the resolvent of C on X and ¡nX.
Up to a meromorphic factor s(º), the resolvent of C on X is given by convolution with a K-biinvariant function Q º , real analytic on G n K. The following result summarizes the main properties of Q º (see [MW] x1, x2).
for Re º¸0 and admits a meromorphic continuation to C:
Here ' º is the zonal spherical function and c(º) denotes Harish-Chandra's c-function (normalized as in x1,
where a 0 (º) = 1 and a j (º) are rational functions, holomorphic for Re º¸0, and uniformly bounded on vertical strips. This series is uniformly convergent for a ®¸T ; for a su±ciently large positive constant
If r 2 N; r¸1; let Q r;º = Q º ¤ :::
The next theorem from [MW] shows that the r times iterated resolvent on ¡nX has a kernel as well. 
P°2
¡ Q r;º (x ¡1°y ) converges absolutely and de¯nes P r;º (x; y) holomorphic in º and smooth in x and y in the complement of the diagonal on (¡nX) £ (¡nX).
(ii) (C ¡¸(º)) r P r;º (x; ¢) = ³2 ¡p¡q ± x , with ± x f = f(x) for f 2 C 1 c (¡nX) and Re º > ½. (iii) P r;º (x; ¢) admits a meromorphic continuation to C, as a distribution.
The only singularities in Re º¸0; º 6 = 0, occur at points ¹ such thaţ (¹) is an eigenvalue of C in L 2 (¡nX), and have principal part
Proof. See [MW] , x3, and Theorem 4.5, taking into account, for (ii) and (iii), the discussion on normalizations of measures at the end of Section 2. Note in particular, that we use in Part ii) the measure dx to identify functions with distributions. Also, the proof of Theorem 3.5 in [MW] , implies that (ii) holds for Re º > ½.
We now expand several results from [MW, Section 3] in the case r = 1 that will be used in this paper.
We write P º instead of P 1;º . In the domain Re º > ½ we have P º (x; y) =P º (x; y) + P 0 º (x; y), with
where¯is a smooth K-biinvariant function on G, such that¯(a t ) = 0 for jtj < T , and¯(a t ) = 1 for jtj > T + 1. In particular,¯Q º is smooth. Later on we shall need to take T as in Part (iii) of Proposition 3.1. In this way, we obtainP º as a function in C 1 ((¡nX) £ (¡nX)) for Re º > ½. The remaining sum is locally¯nite in x; y , and de¯nes P 0 º as a smooth function outside the diagonal of (¡nX) £ (¡nX), meromorphic in º 2 C, holomorphic on Re º¸0. Proposition 3.3. P 1;º = P º is a smooth function on (¡nX) £ (¡nX), outside the diagonal, for all º where it is holomorphic. It is holomorphic in the set f ¹ : ¹ 6 = 0; Re ¹¸0 g, except for possible simple poles that may occur only if¸(¹) is in the discrete spectrum.
P º is a smooth function on (¡nX) £ (¡nX), for all º at which it is holomorphic. In the closed right half plane, it has the same singularities as P º . The residue of º 7 !P º (x; y) at º = ¹ 6 = 0, Re ¹¸0 is
, then this is also the residue of º 7 ! P º (x; y).
Proof. Once Theorem 4.5 of [MW] has given the meromorphic continuation of P º (x; ¢), we obtain also the meromorphic continuation to C ofP º (x; ¢) in the sense of distributions, with the same singularities as P º in Re º¸0. Proposition 4.6 of [MW] implies that this distribution is given by a smooth function on (¡nX) £ (¡nX) for each value of º with Re º¸0 where it is holomorphic.
Theorem 4.1 in [MW] gives for r > n 4 and Re º > ½ a family (º; x) 7 ! P r;º (x; ¢) of elements of L 2 (¡nX). The estimate in Theorem 4.2 is used in Proposition 4.3 to obtain the meromorphic continuation as a function of º. Moreover, the uniformity in Theorem 4.2 implies that (º; x) 7 ! P r;º (x; ¢) is continuous in (º; x) outside the singularities. Furthermore, at º = ¹ with Re ¹¸0, ¹ 6 = 0, the singularity is determined by the¯nitely many terms in the discrete sum corresponding to the º j such that º
2 . This family of L 2 -elements determines a family of distributions on X. For each test function Ã on X, we form P Ã : y 7 ! P°Ã (°y) in L 2 (¡nX) and de¯ne P r;º (x; Ã) : = hP r;º (x; ¢); P Ã i. This result is meromorphic in º, and continuous in (x; º) outside the singularities. In particular, for r > n 4 we have
where R r;º (x) is a distribution and (º; x) 7 ! R r;º (x; Ã) is continuous and holomorphic at º = ¹. In fact, R r;º is given by the remaining part of the expansion in Theorem 4.1, to which we can apply the estimate in Theorem 4.2.
Furthermore, if Re º > ½ we have (C y ¡¸(º)) P r;º (x; ¢) = P r¡1;º (x; ¢) for r¸2. Since for large r we have already P r;º (x; ¢) as a meromorphic family of distributions, this gives successively the extension of P r;º (x; ¢) as a meromorphic family for those values of r for which Theorem 4.2 does not apply. Moreover, if we de¯ne R r;º (x) as the distributional derivative (C y ¡¸(º)) R r+1;º (x), the fact that ' j is an eigenfunction of C shows that (4) remains valid for any r¸1. So R r;º (x; Ã) = R r+1;º (x; (C y ¡¸(º))Ã) is continuous in (º; x) and holomorphic at º = ¹.
In particular, we have
The expansion in Theorem 4.1 shows that P 1;º (x; Ã) is continuous in (º; x) and meromorphic in º, and that it is, uniformly for x in compact sets, bounded by the supremum norm of (C y ¡¸(º)) r¡1 Ã times the volume of the support of Ã. So P 1;º (x; ¢) is a family of distributions of order at most 2r ¡ 2. The same holds for R 1;º (x), but here we have holomorphy at º = ¹ as well. P 0 1;º (x; y) is well de¯ned for x 6 =°y for all°2 ¡. The asymptotics in part iv) of Theorem 1.1, and the formula for the Haar measure on page 667 make clear that y 7 ! P 0 1;º (x; y) is locally integrable. So we have a family of distributions (º; x) 7 ! P 0 1;º (x; ¢) that turns out to be continuous in (º; x) and holomorphic on Re º¸¡" for some " > 0.
Thus we have the meromorphy in º and the continuity in (º; x) of the di®erence of distributionsP 1;º (x; ¢) : = P 1;º (x; ¢) ¡ P 0 1;º (x; ¢), and also of R 1;º (x; ¢) : = R 1;º (x; ¢) ¡ P 0 1;º (x; ¢). For each test function Ã we havẽ
Integrating the¯rst term with respect to x gives a distribution on X £X, given by
. By the properties ofR r;º (x; Ã) mentioned previously, the second term gives a distributionR 1;º (¢; ¢) on X £ X :
Let U be a simply connected open neighborhood of ¹ in which ¹ is the only singular point and with the condition that U has a non-empty intersection with the region of absolute convergence f º : Re º > ½ g. Integrating over U as well, we obtain a distributionr on U £ X £ X:
For º 2 U , º 6 = ¹, we can de¯neP 1;º (¢; ¢) as a distribution on X £ X in a similar way. The reasoning in the proofs of Lemma 3.2 and Proposition 4.6 shows that it satis¯es
for some smooth function F º on X £X, which is holomorphic for º 2 U nf¹g.
Similarly, P j ' j -' j satis¯es a di®erential equation of the same type, and so doesR 1;º :
for some smooth function F º on X £ X depending meromorphically on º. But the holomorphy ofR 1;º (¢; ¢) on U implies thatF º is holomorphic on U as a distribution on X £ X.
We now apply the di®erential operator
where Ã 1 is another test function (obtained by interchanging the di®erenti-ations) andR r;º (x; y) given by a representation as in Theorem 4.1, but with a few terms omitted. AsR r;º is holomorphic on U , we¯nd zero after partial integration in the º-variable. So @ º @ ¹ ºr = 0. Let us now consider the elliptic operator
ButF º is smooth in all three variables jointly. The conclusion is thatr is given by a smooth function on U £ X £ X which is holomorphic in º 2 U . We denote this function byr(º; x; y) as well.
Finally, p : (º; x; y) 7 ! ³ 2 ¡p¡q ¹ 2 ¡º 2 P j ' j (x)' j (y) +r(º; x; y) determines a distribution on U £X £ X. This function is smooth outside its singularities, and its principal part is explicitly given.
As a distribution on U £ X £ X, it is the meromorphic continuation of the functionP 1;º (x; y) given by a convergent series for Re º > ½. So, the distribution on X obtained by integrating against p(º; x; ¢) is the same as the distributionP 1;º (x; ¢). This completes the proof.
We now prove an estimate which will play a fundamental role in the sequel.
,¯x ¾; ¾ 0 with 0 < ¾ < ¾ 0 , and let -½ X, a compact subset. Then there is C -;¾;¾ 0¸0 such that
We give a proof that does not use the fact that ¡ has¯nite covolume in G.
Proof. We claim that s(º)(C ¡¸(º)) rP º (x; ¢) can be written as a¯nite sum of functions of the form X°2
with r k 2r; 0 h r, and all Y i ; X j 2 g. Indeed if r = 1 and Re º > ½, since (C ¡¸(º))Q º = 0, where de¯ned, we get that s(º)(C ¡¸(º))P º (x; y) is a sum of terms of the form X°2
Now, if we apply C ¡¸(º) to an expression as in (5), this will introduce either two more derivatives on¯, or one derivative on¯and one on Q º , hence the inductive step from r to r + 1 follows. We also note that if X 2 g, then X¯is compactly supported on G, hence, locally in x; y, the sums in (5) have¯nitely many non-zero terms. Hence the expansion (5) is valid for º 2 C, outside the singularities of Q º . This implies in particular that if r¸1, x; y 2 G, s(º)(C ¡¸(º)) rP º (x; y) has a meromorphic continuation to C, with possible poles at the poles of Q º , in particular, it is holomorphic for Re º¸0. Furthermore, this continuation is given by a smooth function on (¡nX) £ (¡nX).
We now prove that for any X 1 ; : : : ; X h 2 g, there exists C = C ¾;¾ 0 ;X 1 ;::: ;X h , such that
uniformly for g in compact subsets of f k 1 a t k 2 : k 1 ; k 2 2 K; t > T g with T as in Part (iii) of Proposition 3.1, and º in the strip ¾ < Re º < ¾ 0 . If we set Ã(x) = ®(log a(x)), using the expansion (3) for Q º , we see that the left hand side of (6) equals
Now an inductive argument shows that d dt h j0 : : :
is a sum of terms of the form
where I 1 [ : : : [ I l = f1; : : : ; hg and X I j Ã(g) = X i j;1 : : : X i j;l j Ã(g), if I j = © i j;1 ; : : : ; i j;l j ª . We have 1 l h and P i j;l j = h. Hence (7) can be estimated by
where each Ã l (g) is a¯nite sum of functions of the form X I 1 Ã(g) : : : X I l Ã(g).
Since l h, (8) together with the uniform convergence of (3) implies that the series in (7) converges uniformly for a(g)¸T > 0, and º on the strip S ¾;¾ 0 ; with sum uniformly bounded on S ¾;¾ 0 by Cjºj h . This implies (6). We now claim that the lemma follows from (5) and (6). We denote q º (g) = Y i1 : : : Y i k¯( g) ¢ X j1 : : : X j h Q º (g). The properties of the cut-o® functionī mply that q º has compact support -0 in G. In particular, this support is contained in the region where (6) holds.
We denote left translation by
This clearly implies the assertion in the lemma in the light of (5) and (6).
In the sequel, we shall use the spectral function of the Laplacian on ¡nX, which we de¯ne by e(x; y;¸) := X
d (e(x; y; t)) ; where x; y 2 X,¸¸0. The c Q`a re the constants needed in the spectral expansion in eigenfunctions of the Casimir operator. They are proportional to the c j in Theorem 4.1 of [MW] .
Note that e(x; y;¸) is ¡-invariant in x as well as in y. We shall use the following result:
Lemma 3.5. For each x 2 X we have e(x; x;¸) = O ³¸n =2´(¸! 1); (10) and, if¸ ¸1 2¸:
The estimate in (10) is uniform for x in compact subsets of ¡nX.
The proof shows that for torsion free ¡ we also have uniformity of the estimate (11).
Proof. Borel shows in Proposition 17.6 and Corollaire 17.7 of [Bo] , that anȳ nitely generated subgroup of GL(n; K) over a¯eld K of characteristic zero has a \net" subgroup of¯nite index. The concept net implies torsion free. To get G inside a suitable general linear group, we take it in its adjoint form. This does not change the problem, as we are only interested in the quotient X = G=K. Going over to a covering involves a¯nite center, which is contained in K. This does not change the spectral function. This means that ¡ has a torsion-free subgroup ¡ 0 of¯nite index. We can suppose ¡ 0 to be normal in ¡.
We shall derive the lemma from a result of HÄ ormander, see [HÄ o], Theorem 5.1. It implies, since ¡ 0 is torsion free, that there is a smooth function ' on X such that the spectral function satis¯es
uniform for x in compact subsets of ¡ 0 nX, and
uniformly for (x; y) in compact subsets of (¡ 0 nX) £ (¡ 0 nX) that do not meet the diagonal.
It follows that the lemma is clear in the case that ¡ has no torsion, even with uniformity in (11). We shall reduce the general case to the torsion-free case.
As above, let ¡ 0 be a normal torsion-free subgroup of ¡; of¯nite index. The spectral function e ¡ 0 satis¯es the assertions (12) and (13). The spectral function e for the group ¡ is given by e(x; y;¸) = X°2
(This relation is based on the assumption that the invariant measures on ¡ 0 nX and ¡nX come from the same Haar measure on G.) The Cauchy-Schwartz inequality implies je ¡ 0 (x; y;¸)j e ¡ 0 (x; x;¸) 1=2 e ¡ 0 (y; y;¸)
1=2
for all x; y 2 X. For a¯xed system R of representatives of ¡ 0 n¡ and a compact set -½ X, the union S°2 R°-is also compact. So (12) implies that e(x; y;¸) = O(¸n =2 ), uniform for x and y in compact sets in X. Thus we obtain assertion (10) uniformly on ¡nX.
Let x 2 X be¯xed, and denote by ¡ x the subgroup of ¡ leaving x¯xed. Then
where u(x) = #((¡ 0 \ ¡ x )n¡ x ) = #¡ x . From (12) and (13) it follows that
where ' ¡ 0 is a smooth function on X. This gives (11) by a short computation. Note that x 7 ! u(x)' ¡ 0 (x) need not be continuous on X.
Theorem 3.6. Let ¾; " > 0, and let x; y 2 G. There exists C ¾;" such that
In the case of torsion free ¡, this estimate can be shown to be uniform for x and y in compact sets.
Proof. Let Re º > ½. Lemma 3.2 in [MW] shows thatP º (x; ¢) 2 L s (¡nX) for each s > 2. The derivatives (C y ¡¸(º)) jP º (x; y) have compact support in y 2 ¡nX for j¸1. Theorem 4.7 in [MW] shows that if r is any integer r > n=4, there is an absolutely convergent representation:
valid for Re º > ½. By applying the Cauchy-Schwartz inequality to the right hand side, we see that s(º) e P º (x; y) is estimated in absolute value by
with use of the uniform estimate on S ¾ for°°°s(º)(C ¡¸(º)) r e P º (x; ¢)°°°2 in Lemma 3.4. Now we note that X
d(e(x; x;¸)) (¸+ 1) n=2+" = e(x; x;¸) (¸+ 1) n=2+"¯T
e(x; x;¸) (¸+ 1) n=2+1+" d¸¿ T ¡" ;
by (10). This implies the convergence of the estimate ofP º obtained above, for any r 2 R, r > n 4 :
In the sequel, we shall use (11) to give an estimate for (15), uniform on vertical strips. We consider the following quantity, whose square root occurs in (15):
with r 2 N; r > n 4 to be chosen later. We take apart 0 < º j < ½ for 1 j m, corresponding to the exceptional eigenvalues. The other eigenvalues correspond to º j = it j , t j 2 R, for j > m. Also set º = s + it, s; t 2 R.
We note that it is su±cient to prove the estimate for t > 0, so we may and will assume that t j¸0 for all j > m. Fix 0 < # < 1, to be determined later. We split S(º) = S e (º)+S 1 (º)+S 2 (º); where S e (º) = P m j=1 j' j (x)j 2 jº 2 j ¡º 2 j 2r ; the contribution of the exceptional spectrum to (16), and
We¯rst estimate S 1 (º), uniformly on S ¾ . We will use the following estimate: For 0 < ® < 1, there exists C ® > 0 such that for t; u 2 R + we have the following inequality:
We obtain the following estimates:
provided r® > n 2 , so that (18) is convergent. Relative to S 2 (º) we note that since we assume t; t j > 0, the second sum is empty and the¯rst one is the sum over the t j such that t ¡ t # < t j < t + t # , or equivalently, a
Similarly, the sum of the integrals equals the integral taken over the set: a ¡ t;# <¸(i¹) < a + t;# . We note that, if ¹ is so that¸(i¹) is in this interval, we have, uniformly for º 2 S ¾ (since ¾ > 0),
with D = D ¾ . We can use this estimate also in the terms of the sum, with t j in place of ¹. Therefore,
for º 2 S ¾ , by (11). The contribution S e (º) of the exceptional spectrum is O(t ¡4r ). We have S(º) ¿ t ¡4r + t ¡2#r¡2r+2r® + t n¡1+#¡2r , with the conditions r > n 4 , r® > n 2 , 0 < ® < 1, and 0 < # < 1. For a given small " > 0 and a given r > n 4 , we¯rst take ® = 1 r ¡ n 2 + " ¢ . This imposes the condition r > n 2 + " on r. Next, we take # = 2"+1 2r+1 so that the second and third summands be equal. If " is small enough, we have 0 < # < 1. We end up with
We can take r 2 N as large as we want, and obtain the estimate in the theorem.
Distribution of lattice points.
This section will be devoted to the proof of our main result. We introduce the Dirichlet series
by (2). As shown in [MW] , x5, this series converges absolutely, uniformly for Re º¸¾ + ½. The convergence is even uniform for x and y in compact sets. The series de¯nes a holomorphic function in the half-plane f º : Re º > ½ g: Moreover, L(º) admits a meromorphic continuation to C and its poles in the open right half-plane are simple and located at º j ¡ 2l > 0 where l 2 N [ f0g ; 0 < º m º m¡1 : : :
is an exceptional eigenvalue of C, 1 j m. The desired result on the counting function N(x; y; r) will follow from some uniform estimates for L(º) on vertical strips and a Tauberian theorem.
Theorem 4.1. Let x; y 2 X, and let N(x; y; r) be as in the introduction. Let ' j , 1 j m, be an orthonormal system of eigenfunctions of the Casimir operator C with exceptional eigenvalues¸(
+") rá s r ! 1, for any " > 0. Here c(º) is the Harish-Chandra c-function, n = dim X, and ³ =vol(K=M) (see Section 2).
Proof. Fix -a compact subset of G containing x; y and let ¾ > 0: Let T be as in Part (iii) of Proposition 3.1. We note that ¡ -= f°2 ¡ : d(u;°v) T + 1; for some u; v 2 -g is a¯nite set. Since¯(x ¡1°y ) = 1 for°= 2 ¡ -, we may write L(º) for Re º > ½, as follows:
The¯rst and fourth summands are given by¯nite sums and de¯ne holomorphic functions in the closed right half-plane, uniformly bounded on vertical strips. On the other hand, by using the expansion (3) for Q º (a) and the fact that the values Q º (g) are uniformly bounded on vertical strips (c.f. [MW] ) we see that the second term is estimated in absolute value by
for any positive ", hence it is a holomorphic function in the region f º : Re º > ½ ¡ 2 g, uniformly bounded on vertical strips with Re º¸½ ¡ 2 + " for each " > 0. Now, since s(º) e P º (x; y) satis¯es the estimate in Theorem 3.6, it follows from (22) that L(º) satis¯es this same estimate, uniformly if ½ ¡ 2 + ¾ Re º ½ + ¾; for any positive ¾: By an iteration of this argument, in which we treat leading terms in (3) separately, we conclude that there exists C ¾;" > 0 such that jL(x; y; º)j C ¾;" j Im ºj
for Im º¸1; ¾ Re º ½ + ¾: Furthermore the poles of L(º) with Re º > ½ ¡ 2 coincide with those of s(º) e P º (x; y) and lie at the º j , 0 j m, such that¸(º j ) is an exceptional eigenvalue of C. (We here include 0 =¸(º 0 ), with º 0 = ½, among the exceptional eigenvalues.) Also, the residue at such a pole ¹ is given by
, by Proposition 3.3. In the case j = 0, we have j' 0 j = vol(¡nX) ¡1=2 , and residue ³ 2 ¡p¡q = vol(¡nX).
We now consider the Assumptions i),... ,iv) in the Appendix, in the case of D(s) = L(s ¡ ½). So the region of absolute convergence is Re s > ¿ := 2½.
As the set C, we take f a(x ¡1°y ) ® :°2 ¡ g, and a(c) : = #f°2 ¡ : a(x ¡1°y ) ® = c g. The discreteness in Assumption i) follows from the fact that f°2 ¡ :
The number¿ in Assumption iii) can be any number¿ 2 (½; 2½) not equal to some º j + ½ ¡ 2`,`¸0 integral.
The exponent k in the estimate in Assumption iv) can be any k > n¡1 2 ³ 2 ¡¿ ½´. We have used the Phragmen-LindelÄ of theorem (see for instance [La] , Ch.IX, x4, p.236.)
As the numbers a(c) are positive, Proposition 5.1 in the Appendix yields
where b = 1 k+1 (2k½ +¿ ), s i runs through the poles of D(s) and w i denotes the residue at s i . The optimal choice of¿ is slightly larger than ½. Thus wē nd
for each " > 0. Only the s i 2 ( For all rank-one groups, we have 2½=(1 + n) < 2. Indeed (see [BM] , Table  1 , p.110), if G = SO F (l; 1); with F = R; F = C or F = H, then X ' F H l , we have n = dl and 2½ = n ¡ 2 + d, d = 1; 2; 4 respectively. If G ' F 1 4 , then 2½ = 22 and n = 16. This implies that all relevant terms in (24) correspond to eigenvalues of the Casimir operator: the set fs 1 ; : : : ; s q g (without multiplicities) is equal to the set f2½; º 1 + ½; : : : ; º m + ½g and furthermore,
The Riemannian measure changes according to d ¿ x = ¿ n dx. So the factors 1 vol(¡nX) and ' j (x)' j (y) in (21) are multiplied by ¿ ¡n .
We have to replace ³ by ³ ¿ = vol ¿ (K=M), where the measure is induced by the restriction of
The Casimir operator associated to B ¿ is C ¿ = ¿ ¡2 C. So the eigenvalues are multiplied by ¿ ¡2 , and the spectral parameter satis¯es º ¿ = ¿ ¡1 º. In the new norm, the length of the simple root ® is equal to ¿ ¡1 , and the identi¯cation between C and a ¤ c is given by º ¿ 7 ! º ¿ ¿ ®. The Harish Chandra function is a function on a ¤ c , so we have c(º ¿ ¿ ®) = c(º®). The factors The purpose of this section is to study the asymptotic properties of the partial sums of the coe±cients of a Dirichlet series satisfying i),...,v) below. We make no claim to originality, but we include a proof , since we have been unable to¯nd a reference for the result we need.
We start with the following assumptions: i) C ½ (0; 1) is a closed in¯nite discrete set in R. So 1 is its only accumulation point. 
We apply this to the terms w m M(s m ) in (31), and obtain the¯nal estimate of S(Ã): 
So the estimate of S(Ã X;Y ) in (35) is valid for A(X) as well. The choice Y = X (¿¡¿)=(k+1) gives the assertion in the proposition.
Integrality assumption. In the application of the present paper, it is improbable that the elements of C are integral. But in an arithmetic situation, one may obtain better estimates than in (36), without the assumption a(c)¸0. We need information on the spacing of the c 2 C, and on the growth of the a(c). We give the following result as an example.
Proposition 5.2. Suppose that C = N in Assumption i), and that a(n) 2 C, a(n) = O(n ¿¡1 ), in Assumption ii). With these modi¯cations, Assumptions i){iv) imply Proof. We now have P X<c X+X=Y ja(c)j ¿ (1 + X=Y ) (X + X=Y ) ¿ ¡1 , and obtain instead of (36):
We combine this with (35) to obtain the proposition.
