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The Josephson supercurrent in a Nb-InAs nanowire-Nb junction was studied experimentally. The
nanowire goes superconducting due to the proximity effect, and can sustain a phase coherent su-
percurrent. An unexpected modulation of the junction critical current in an axial magnetic field
is observed, which we attribute to a novel form of Josephson interference, due to the multi-band
nature of the nanowire. Andreev pairs occupying states of different orbital angular momentum
acquire different superconducting phases, producing oscillations of the critical current versus mag-
netic flux. We develop a semi-classical multi-band model that reproduces the experimental data
well. While spin-orbit and Zeeman effects are predicted to produce similar behaviour, the orbital
effects are dominant in the device studied here. This interplay between orbital states and magnetic
field should be accounted for in the study of multi-band nanowire Josephson junctions, in particular,
regarding the search for signatures of topological superconductivity in such devices.
There has been much recent focus on topological super-
conductors because of the anyonic character of the states
they support [1], and their possible applications to quan-
tum information processing [1, 2]. A promising avenue
for the realization of topological superconductors is via
the superconducting proximity effect. Majorana fermions
(MFs) [3] are predicted to be observed with a combina-
tion of conventional s-wave superconductivity, a proxi-
mate semiconductor with strong spin-orbit coupling and
a suitable Zeeman splitting [4–9]. Low bandgap semi-
conductor (InAs, InSb) nanowires have attracted atten-
tion as candidates for the realization of such hybrid de-
vices. They form transparent, Schottky barrier-free con-
tacts with superconductors such as Nb and Al [10], have a
strong Rashba spin-orbit coupling, and their high Lande´
g-factor allows them to be driven into the topological
phase in the presence of a magnetic field applied perpen-
dicular to the spin-orbit vector. Several proposals for ob-
serving MFs in such devices have been put forward [4, 11–
17], and several reports of zero-bias anomalies (ZBAs)
in differential tunnelling conductance [18–20] consistent
with MFs [21] have been made. However, similar ZBAs
may arise from a non-topological origin such as strong
disorder [22–25], Kondo resonances [26], or smooth con-
finement potentials in the nanowire [21, 22, 27–29]. In-
deed, there have been observations of ZBAs from appar-
ently non-Majorana origins [30–32].
The topological phase is theoretically predicted to arise
in multiband nanowires, even in the presence of moder-
ate disorder [33]. The structure of transverse subbands
due to radial confinement in semiconductor nanowires
has been the subject of several recent studies [34, 35].
∗ baugh@uwaterloo.ca
Since proximity superconductivity is mediated by the
Andreev reflection of electron-hole pairs [36], and the
constituent carriers occupy certain transverse subbands
in the nanowire, one might expect an interplay between
the proximity effect and the nanowire subband struc-
ture. In this paper, we ask how this interplay affects
the critical current of a semiconductor nanowire Joseph-
son junction in the presence of a magnetic field. The
result is crucial for properly interpreting experiments on
nanowire Josephson junctions, particularly with respect
to recently proposed MF detection protocols which rely
on the measurement of the critical current rather than
ZBAs [37]. Motivated by experimental observations, we
develop a model describing a novel form of Josephson in-
terference arising in a nanowire junction under an applied
axial magnetic field. The axial field orientation is needed
to reach the topological phase in InAs and InSb junc-
tions. It is shown that the interference model can explain
our experimental observations on a Nb-InAs nanowire-
Nb junction.
RESULTS
Nanowire-based Josephson Junction
A Superconductor/Normal conductor/Superconductor
(SNS) Josephson junction was fabricated, wherein an
InAs nanowire is used as the N weak link, and is con-
tacted by Nb leads as shown schematically in Figure 1a.
Extensive dc electrical measurements of the junction were
made in a dilution refrigerator with a base lattice tem-
perature of 25 mK. A superconducting proximity effect
is observed in the junction in the form of a dissipationless
current. When the current bias exceeds a switching cur-
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2rent value Isw, the junction switches to the normal state.
The value for the switching current depends on the volt-
ages applied to the local gates, and can be as high as
55 nA. The phase dynamics of the junction are over-
damped, so Isw approximates the thermodynamic crit-
ical current Ic. Conductance modulations at voltages
Vn = 2∆Nb/(en), for integer n, signify multiple Andreev
reflection and indicate phase coherence across the junc-
tion. Here, ∆Nb = 1.2 meV is the superconducting en-
ergy gap in the Nb leads, and e is the electronic charge.
An excess current [38] of about 42 nA indicates a Nb-
InAs contact transparency t ∼ 0.65 – see Supplementary
Information. The figure of merit product IcRN of the
junction is ∼ 0.4 mV, where RN is the normal state
resistance of the junction. The normal section of the
junction is semiconducting, and tuning the local poten-
tial with voltages on the bottom gates, especially V3 (see
Figure 1a) modulates the critical current. Variations of
Ic and the normal state conductance GN = 1/RN with
gate voltage are correlated, as seen previously by others
[39]. The junction is long compared to the supercon-
ducting coherence length in Nb, ξNb  L ∼ 200 nm.
We estimate an electronic mean free path le on the or-
der of 100 nm, resulting in an intermediate regime be-
tween ballistic and diffusive transport. The mini-gap in
the nanowire is determined [40, 41] by the Thouless en-
ergy ETh = h¯D/L
2. Here, D = levF /3 is the electron
diffusion constant in the nanowire, and vF is the Fermi
velocity. Using an estimated value for the Fermi energy
EF ∼ 150 meV, we obtain ETh ∼ 0.5∆Nb. As discussed
in the Supplementary Information, the superconducting
coherence length in InAs, ξInAs, is limited by dephasing to
the inelastic scattering lengthscale, lin. Using values for
lin from magnetotransport studies on similar nanowires
[42], we estimate ξInAs ∼ 250− 500 nm.
The junction critical current Ic was measured in per-
pendicular and axial magnetic fields, B⊥ and B‖ respec-
tively. Below we discuss the behaviour of Ic in each field
direction.
Perpendicular magnetic field
The perpendicular field B⊥ was applied in the plane
of the substrate and at an angle 2◦ ± 3◦ with respect to
yˆ, the perpendicular direction to the nanowire axis. A
complete penetration of the magnetic field into the nor-
mal section of the junction is assumed, and the screening
of the field by Josephson supercurrents neglected. Ic is
found to have a monotonic, quasi-Gaussian decay with
B⊥ (Figure 1b). The field was not increased beyond
B⊥ = 0.55 T, where the switching transition becomes
too weak for Ic to be determined.
A similar, monotonic behaviour of Ic in a perpen-
dicular field was observed previously for InAs and InN
nanowire junctions [43, 44]. In the narrow planar junc-
tion limit with perfect interfaces, Ic is expected to exhibit
a Gaussian decay [45, 46], Ic(B) = Ic(0)e
−0.238(Φ/Φ0)2 ,
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FIG. 1. (a) Schematic of the nanowire SNS junction. The
set of bottom gates, especially V3, are used to modulate the
local potential. Our model treats the nanowire section as a
cylindrical shell conductor of diameter d, contacted by Nb
leads. We use d = 63 nm, from a scanning electron micro-
graph of the device studied experimentally. (b) Monotonic,
quasi-Guassian decay of the junction critical current Ic in a
perpendicular magnetic field. The data (solid circles) can
be fit to a Gaussian function, e(−0.499(Φ/Φ0)
2) (dashed line),
where Φ is the flux corresponding to the perpendicular field
and Φ0 is the flux quantum. (c) Oscillatory behaviour of Ic in
an axial magnetic field. (d) The same data as (c), enlarged to
show nodes. We explain these oscillations as Josephson inter-
ference due to classical spiral trajectories of Andreev pairs on
the cylindrical shell. Different paths correspond to nanowire
subbands of different orbital angular momentum. Example
trajectories corresponding to l = 0, 1 are shown in (a). Rep-
resentative error bars are shown for selected data points in
(b,c,d).
due to depairing. Here, Φ is the magnetic flux through
the junction, Φ = B⊥Ld, d the nanowire diameter, and
Φ0 the (superconducting) flux quantum, Φ0 = h/(2e).
The experimental data, however, is best fit to a curve
Ic(B) = Ic(0)e
−0.499(Φ/Φ0)2 . This discrepancy between
the numerical factors can be explained in terms of non-
ideal interfaces [47], i.e. a contact transparency less than
1 – see Supplementary Information.
Axial magnetic field
An axial magnetic field is perpendicular to the Rashba
spin-orbit direction, and the junction is predicted to en-
ter the topological phase for a certain range of B‖ values.
Here, we study the dependence of Ic on B‖. The axial
field was applied at an angle ∼ 8◦±4◦ with respect to the
3nanowire axis. The misalignment in B‖ is shown in the
Supplementary Information to have little effect on fitting
the experimental data to the model, so for simplicity in
what follows we assume B‖ to be aligned. As with the
perpendicular field, a complete penetration of B‖ into the
normal section of the junction is assumed, and the screen-
ing of the field by Josephson supercurrents neglected.
Since the Josephson current is aligned with the field
direction, naively one would expect no interference ef-
fects, and simply a slow decrease in Ic with field due to
depairing in the Nb leads. However, an oscillating be-
haviour in Ic vs. B‖ is observed, as shown in Figure
1c. In terms of the flux through the axial cross-section
of the nanowire Φnw = B‖pid2/4, the oscillations do not
exhibit Φ0-periodicity. Moreover, the shape and period-
icity of the oscillations can be modified by changing the
gate voltages.
What is the underlying physics of the observed oscilla-
tions? Recent observations of an oscillatory critical cur-
rent in InSb junctions are consistent with 0-pi transitions
of the junction phase in the presence of spin-orbit and
Zeeman effects [48]. However, we estimate for the InAs
junction studied here, the magnetic field at which Ic is
predicted to have a minimum due to a 0-pi transition
is ∼ 7 T, an order of magnitude larger than the val-
ues observed ∼ 0.6 T (see Supplementary Information).
Instead, we explain the effect as a form of Josephson in-
terference that is analogous to the well-known effect for
wide planar junctions in a perpendicular field that pro-
duces a Fraunhofer pattern, but here the azimuthal ve-
locity component of carriers occupying subbands of finite
orbital angular momentum yields a phase of magnetic ori-
gin, in addition to the zero-field superconducting phase
difference across the junction. For simplicity we consider
conduction on a shell, motivated by the tendency in InAs
nanowires to form a surface accumulation layer of elec-
trons due to the presence of surface states. Furthermore
we use classical paths on the shell to calculate the addi-
tional phase for a given angular momentum state. While
this model is semi-classical and based on simplifying as-
sumptions, it illustrates that orbital subband effects can
dominate the behaviour of Ic in an axial field for multi-
band nanowire SNS junctions. Good agreement is found
between the model and experimental results using a phys-
ically reasonable set of fitting parameters.
Junction critical current in a shell conduction model
Intrinsic InAs nanowires typically have surface band
bending ∼ 100− 200 meV [49] due to the pinning of the
Fermi energy above the conduction band at the nanowire
surface [50–52], and a corresponding surface accumula-
tion of carriers . We model the InAs nanowire junction
as a cylindrical shell 2-dimensional electron gas (2DEG)
contacted by Nb leads in the geometry of Figure 1a. The
2DEG is assumed to be at a radius d/2 from the nanowire
center. We consider relaxing this assumption and allow-
ing more realistic transverse wavefunctions later. For nu-
merical calculations, we choose the gauge A = (d/4)B‖θˆ
for the vector potential (θˆ is the azimuthal direction in
the yz plane).
The motion of an electron in the 2DEG can be decom-
posed into an axial degree of freedom along xˆ and an az-
imuthal degree of freedom along θˆ. The allowed quantum
states are characterized by an angular momentum quan-
tum number l = 0,±1,±2, etc. In the ballistic limit,
classical trajectories of electrons in subband l going from
source to drain are spiral paths on the cylindrical shell
with a winding angle θl equal to the azimuthal arc length
divided by the radius. So, θl = (vθ(l))× (L/vx)× (2/d),
where vx, vθ are the axial and azimuthal velocities, re-
spectively, and vθ is explicitly a function of the quan-
tum number l. Below we also consider trajectories in
the presence of back-scattering. The Andreev process
involves an electron and a retroreflected hole, both lo-
cated in the conduction band of the normal section of
the junction [53]. Therefore, the hole is considered to be
a time and charge-reversed electron, with the same effec-
tive mass m∗, mean free path le and radial position. The
relative motion of the electron and hole can be neglected
[54], and the charge transport described in terms of an
‘Andreev pair’ [55] with charge −2e, which follows the
same trajectory as the electron. As long as the center
of mass of the Andreev pair follows a spiral trajectory,
the interference effect should appear, even if the holes do
not have the same wavefunctions as electrons. Schematic
examples of classical trajectories are shown in Figure 1a
for l = 0 and l = 1 states.
An Andreev pair traversing the junction acquires a
gauge-independent phase φ = (2e/h¯)
∫
A · dl, due to
the θˆ component of its momentum perpendicular to the
field. This follows from the Ginzburg-Landau formula for
the gauge-invariant phase [56]. The line integral, taken
from one Nb electrode to the other, depends only on the
azimuthal angle θ between the start and finish points,
and not on the details of the path. For a spiral trajec-
tory with winding angle θl, one obtains φ =
Φnw
Φ0
θl. To
our knowledge, the current-phase relationship (CPR) of
a semiconducting nanowire SNS junction has not been
experimentally determined. Since we have L <∼ ξInAs, a
sinusoidal CPR is assumed. The phase difference γ be-
tween the Nb leads is assumed to be independent of the
position along yˆ, since the junction width is similar in
order to the Nb coherence length, d ∼ ξNb, correspond-
ing to the narrow junction limit for a planar junction.
Similar to the case of a wide planar junction in a per-
pendicular field [57] where the superconducting phase de-
pends linearly on the position along the junction width,
here the phase due to an axial field is linear in the winding
angle θ. Using the sinusoidal CPR, we define an angular
supercurrent density J(θ) = Jc(θ)sin
(
Φnw
Φ0
θ + γ
)
, where
Jc(θ) is the critical current density. The supercurrent
is obtained [57] by integrating the supercurrent density
4over θ:
I(Φnw) =
∫ ∞
−∞
J(θ)dθ, (1)
and the critical current is the maximum supercurrent
over the junction phase γ:
Ic(Φnw) = max
γ∈[0,2pi)
(I) =
∣∣∣∣∫ ∞−∞ Jc(θ)e
(
iΦnwΦ0
θ
)
d θ
∣∣∣∣ . (2)
Since Ic and Jc are related as a Fourier pair, Jc(θ) can
be thought of as a spectral density that is a function of
winding angle.
Spectral density of Ic oscillations
We model the spectral density Jc(θ) (see Eq. 2) as a
weighted sum of Gaussian functions in order to satisfy
the following properties: (i) The subband l contributes a
peak to Jc at its winding angle θl, (ii) Jc is proportional
to the normal state conductance GN , as required for an
SNS junction, (iii) Jc goes to zero for large |θ|, where the
trajectory length is much longer than the phase coherence
length ξInAs. We write
Jc(θ) = Jmax(θ)
∑
l
nl
σ
√
2pi
exp
(
− (θ − θl)
2
2σ2
)
, (3)
where nl is the number of radial subbands occupied with
angular momentum l. Here we allow nl > 1 in the
spirit of later relaxing the assumption of strictly two-
dimensional shell conduction so that higher radial exci-
tations are possible. Jmax takes into account the suppres-
sion of critical current density for large |θ|, and is calcu-
lated from the Usadel equations in the Supplementary
Information. The Gaussian peak width is determined by
the parameter σ.
Let us consider first the ballistic limit L  le. One
would expect sharp peaks (i.e. σ → 0) in Jc(θ) at θ = θl
for any subband l that is occupied. In this limit, vx
approximately equals the Fermi velocity of the electron,
vx ' vF =
√
2EF /m∗, and vθ(l) = 2h¯l/(m∗d) vx. We
use m∗ = 0.023me as the effective mass in InAs. As an
illustrative example, let Jmax(θ) = J0 for all θ, and let
nl = 1 for |l| ≤ 3, and zero otherwise. Then, the critical
current density is a sum of Dirac delta functions, and we
have
Jc(θ) = J0
3∑
l=−3
δ(θ − θl), (4a)
Ic(B‖) = J0
∣∣∣∣∣
3∑
l=−3
exp
(
i
Φnw
Φ0
θl
)∣∣∣∣∣
= J0
∣∣∣∣∣1 + 2
3∑
l=1
cos
((
eLl
m∗vF
)
B‖
)∣∣∣∣∣ . (4b)
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FIG. 2. Spectral densities (left) and critical currents (right)
for the examples given in the text, for (a,b) the ballistic
regime, and (c,d) the quasiballistic regime. Although the
spectral density is explicitly a function of the winding angle
θ, here it is plotted versus the magnetic frequency Φ0/Φnw,
since the inverse quantity Φnw/Φ0 is the conjugate variable
to θ in Eq. 2. (a,b) A uniform Jmax(θ) = J0 is used in this
example. The resulting Ic is the absolute value of the sum of
cosines in Eq. 4b. (c,d) In the presence of back-scattering, the
peaks in Jc move to higher frequencies (Eq. 5) as the carriers
spend more time in the junction and accumulate more phase.
Note that the frequency scales in (a) and (c) are not the same.
The higher frequency peaks in Jc are suppressed by Jmax(θ),
which falls off with increasing winding angle, or equivalently,
frequency. The oscillations in Ic are qualitatively similar to
the ballistic case, but have a shorter period, and attenuate
with magnetic flux due to the broadening σ of the Jc peaks.
(c, Inset) Jmax, as calculated from the Usadel equations, vs.
lθ/le. Here, lθ is the length of a spiral path with winding
angle θ, and an inelastic scattering length lin = 5le is cho-
sen arbitrarily. The dashed line is an exponential fit to the
lθ > lin region. Longer paths contribute less to Jc because
of dephasing, resulting in the suppression of the peak ampli-
tudes with increasing magnetic frequency seen in panel (c).
The following parameters (defined in the text) were used in
these simulations: d = 63 nm, L = 200 nm, le = 80 nm,
lin = 400 nm, EF = 150 meV, nl = 1 for |l| ≤ 3, and nl = 0
otherwise.
Even though Φnw ∝ d2, Ic(B) does not depend on d
because for a fixed angular momentum, vθ ∝ 1/d so
θl ∝ 1/d2 which cancels with the d2 dependence of flux.
This shows the interference effect is not sensitive to the
radial position of carriers in the ballistic regime. In the
limit d → 0, states with finite angular momentum be-
come very high in energy and will not be populated.
In Figure 2a is plotted Jc(θ) and Ic(B‖) for the ex-
ample above (Eq. 4). Note that the θl which determine
the peak positions in Jc(θ) depend on device-specific pa-
rameters L, vF , and d, and can take on any value. Thus,
the periodicity seen in Ic versus Φnw generally does not
5correspond to an integer multiple of Φ0.
We extend the model for Jc to the quasiballistic regime
le <∼ L by invoking the following assumption: the elec-
tron undergoes back-scattering events along xˆ only. This
is justified as long as the scattering does not substantially
mix the orbital angular momentum states, such as when
the scattering potential does not explicitly depend on the
azimuthal position [58]. Therefore, in a scattering event
vx → −vx, but vθ is unchanged, so on average the parti-
cle spends more time in the junction, accumulating more
phase. Noting that in the ballistic limit we have vx ' vF ,
the drift velocity along the nanowire axis now becomes
vx ' vF × le/(le + L). This follows from the scaling of
the conductance G from the Landauer-Bu¨ttiker quantum
conductance value by the factor le/(le +L), as discussed
in Refs. [59, 60]. Therefore, for quasiballistic transport
due to back-scattering, the winding angle θl is taken as
θl = (
L+ le
le
)(
L
vF
)(
2
d
)vθ(l). (5)
In Figure 2b we plot Jc(θ) in the quasiballistic regime,
corresponding to the example where nl = 1 for |l| ≤ 3
and is zero otherwise. Using le values typical for these
nanowires [59], we obtain (L+le)/le ∼ 3.5, so the peaks in
Jc(θ) appear at higher frequencies (inverse magnetic flux)
compared to the ballistic case. The effect of Jmax(θ),
calculated from the Usadel equations, is taken into ac-
count. It suppresses the higher frequency peaks of Jc,
since these correspond to longer classical paths of the car-
riers that will experience greater dephasing. Intuitively,
one expects a broader distribution of Jc(θ) about each
θl-centered peak when back-scattering occurs, and this
broadening is parametrized by σ. A finite σ suppresses
the recurrences in Ic; as σ is increased, the maxima in
Ic drop off with increasing magnetic flux. The experi-
mental data is fit below using this quasiballistic model.
It is shown in the Supplementary Information that the
interference effect is not sensitive to the radial position
of the carriers, d/2, up to a rescaling of the broadening
parameter σ, and of the envelope function Jmax.
Fitting to the data
In Eq. 3 we have modelled Jc(θ), the spectral den-
sity of Ic. In order to fit the model to the experimental
data, spectral densities are calculated numerically from
the Ic(B) data shown in Figure 3, for three values of gate
voltage V3. A fast-Fourier transform is taken of a signal
identical to Ic(B), but that changes sign at each node so
that each becomes a zero crossing. Eq. 3 is then fitted
to this Fourier transform, with results shown in Figure
3, and discussed below.
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FIG. 3. Theoretical fits to the experimental data for (a, b)
V3 = 1.4 V, (c, d) V3 = 0.7 V and (e, f) V3 = −1.4 V. (a, c,
e) The experimental critical current (solid circles) and model
fits (dashed lines) are overlaid. The data is truncated above
magnetic fields for which the switching transition becomes too
weak for Ic to be determined. (b, d, f) Spectral densities of
the experimental data determined by Fourier transformation
of Ic (solid circles), and the best-fit spectral densities from
the model (dashed lines) are shown. To produce the model
curves, Eq. 3 is fitted to the low-frequency region < 2 T−1
with the parameters given in Table I. Arrows indicate the
frequencies of the peaks corresponding to each subband of
orbital angular momentum h¯|l|, for |l| = 1, 2, 3 (l = 0 gives
a peak at zero frequency). For clarity, we only show every
fourth experimental data point, and representative error bars
on selected data points.
DISCUSSION
Here we discuss the best-fit parameters we obtained by
fitting the model to the experimental data (Table I). The
most important variation between the three data sets is
the occupation number of angular momentum subbands,
nl, which is modulated by the applied gate voltage. As V3
is made more negative, the fits are consistent with fewer
subbands being occupied. The subbands with higher l
values depopulate first, in a manner roughly consistent
with the expected shell-filling structure of the nanowire
[34, 35, 61]. For a given data set, only the ratios nl/nl+1
matter when calculating Ic(B)/Ic(0). We have adjusted
the nl so that the experimental normal state conductance
6V3 le σ n0 n±1 n±2 n±3
(V) (nm)
1.4 83.1 0.9 2.0 2.1 0.7 0.2
0.7 94.9 0.9 2.0 1.3 1.0 0.0
-1.4 168.0 0.8 1.0 1.1 0.3 0.2
TABLE I. The parameters used in the fits of Figure 3; le is
the mean free path, nl are the subband occupation numbers,
and σ describes the broadening of the angular spectral density
function. Since the model only constrains the ratios nl/nl+1,
the nl here are adjusted to be consistent with the experimen-
tal normal state conductance, GN , at each gate voltage. The
following parameters (defined in the text) are used but not
varied between the three data sets: d = 63 nm, L = 200 nm,
EF = 150 meV, lin = 400 nm.
GN at each gate voltage is consistent with the estimated
number of occupied subbands. Another notable feature
in Table I is an apparent increase in elastic mean free
path le as the gate voltages are made more negative. In
the real nanowire junction, the radial wavefunction is not
confined to a shell but rather is distributed through the
nanowire cross section, with some bias towards the sur-
face due to surface band bending. Higher l states have
a radial expectation value closer to the nanowire surface
and are expected to scatter more frequently due to sur-
face defects, which could explain a shorter mean free path
when more channels contribute to transport. Note that
the fitting involves several free parameters, and the set of
best-fit parameters is not generally unique. The model
is based on simplifying assumptions and considers shell
conduction only, and also neglects spin-orbit and Zeeman
effects. We therefore do not expect this model to capture
the complete physics of the junction; however, it appears
to explain the dominant mechanism of the critical cur-
rent oscillations in the InAs device studied here.
In conclusion, a nanowire SNS junction was investi-
gated that showed an unexpected modulation of critical
current in an axial magnetic field. This result is un-
derstood by considering a novel type of Josephson in-
terference due to orbital states in the multi-band InAs
nanowire. Although we restricted the model to a cylin-
drical shell, the interference effect does not depend on
the diameter d, up to a rescaling of the spectral den-
sity broadening parameter σ. The effect is therefore ex-
pected to be present for more general radial wavefunc-
tions, including when electrons and holes forming An-
dreev pairs have different radial wavefunctions. For a
more realistic model, it will be necessary to calculate the
Josephson interference based on quasiparticle wavefunc-
tions rather than classical trajectories. Despite the sim-
plicity of the semi-classical model considered here, it is
able to reproduce the main features of the experimental
data. Therefore, the interplay of orbital and magnetic
effects should be carefully considered for semiconductor
nanowire Josephson junctions, especially when searching
for signatures of topological states.
METHODS
The bottom gate pattern was defined by electron beam
lithography (EBL) on an undoped Si substrate with a 300
nm thermal oxide layer. 7 nm/14 nm layers of Ti/Au
were deposited by electron beam evaporation to realize
the gates, followed by atomic layer deposition of a 7 nm
layer of dielectric Al2O3, and plasma-enhanced chemical
vapour deposition of a 13 nm layer of dielectric SiNx.
Next, molecular beam epitaxially grown InAs nanowires
were mechanically deposited on the substrate. Details
of the nanowire growth can be found in Ref. [62]. Us-
ing scanning electron microscopy, we selected a nanowire
positioned on the predefined gate pattern. The pattern
for the superconducting contacts was defined by EBL.
A 50 nm layer of Nb was deposited by dc sputtering at
room temperature, preceded by Ar ion milling to achieve
transparent InAs/Nb interfaces.
The sample was wirebonded to a chip carrier and ther-
mally anchored to the mixing chamber of a dilution re-
frigerator with a base lattice temperature of 25 mK. The
junction was connected in a four-probe (current-voltage)
setup. A dc currant bias was applied using a homemade
voltage source, by dropping the output voltage across two
sets of resistors, anchored at room temperature, and the
mixing chamber temperature of the dilution refrigerator,
respectively. The voltage response of the junction was
measured using a voltage preamplifier.
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I. JUNCTION CHARACTERISTICS
A. Tunability of the Supercurrent with Local Gate Voltages
Figure S1 shows the differential resistance dV/dI of the junction vs. the bias current I and the local gate voltage V3
(see Figure 1 in the main text.) A clear zero-resistance regime can be seen at low bias. A voltage drop of magnitude
<∼ 5 µeV develops across the junction as I approaches the critical current Ic. This voltage has an exponential
dependence on the bias current I, and is consistent with the occurrence of a combination of thermally activated phase
slip events and quantum phase slip events, similar to the effect observed in Ref. [S1]. The voltages on the local
gates can be used to tune the critical current of the junction. Of these, V3 is the most effective. The variations of Ic
with V3 are reproducible. A general trend is observed that Ic is larger for more positive V3. In Section I C we show
that these variations are correlated with the variations of the normal state conductance, GN , with V3. We conclude
that the normal section of the SNS junction is indeed semiconducting, and the gate voltages tune the local potential
in the nanowire, simultaneously tuning Ic and GN .
FIG. S1. Differential Resistance dV/dI in Ohms, vs. bias current I and local gate voltage V3. Here, the voltages on the two
gates V3, V4 are being swept together from negative to positive values. The critical current shows reproducible variations with
V3.
B. Contact Resistances
In order to correctly identify the resistance of the nanowire section of the junction, the resistances of the Nb-InAs
contacts need to be subtracted from the total measured resistance. Since the nanowire is contacted by two Nb leads,
a four-point measurement of the contact resistances was not possible. Using the results in [S2], the barrier resistance
Rb was estimated to be no greater than 1 kΩ. In the main text, and in what follows, we consistently use the value
Rb = 800 Ω for each contact. The normal state resistance of the junction RN is related to the measured high bias
current resistance value R by the relation R = (1 + 2r)RN , where r = Rb/RN . Typically for this device, the value
for the ratio r is r ∼ 0.15.
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C. Correlation of the Critical Current and Normal State Conductance
The resistance R of the junction was measured at a high bias voltage V = 5 mV > 2∆Nb/e, where ∆Nb = 1.2 meV
is the superconducting gap in the Nb leads. The normal state resistance RN of the junction was obtained using the
relation R = RN + 2Rb, where Rb = 800Ω is the resistance of the Nb-InAs barriers (see Section I B).
In figure S2 we show the normal state conductance GN = 1/RN and the critical current Ic of the junction vs. the
local gate voltage V3. The variations of GN and Ic with V3 are correlated, suggesting a common physical origin. This
has been previously observed for semiconductor nanowire SNS junctions [S3–S7]. For a nanowire junction in the
ballistic regime, Ic and GN are directly proportional [S7]. This is not the case for the junction studied here, and can
be attributed to non-ideal Nb-InAs interfaces (i.e. a contact transparency less than 1), which suppress the mini-gap
and therefore the critical current of the junction [S8]. The relative fluctuations in Ic are larger than those in GN , as
seen in Doh, et al [S3]. This can be attributed to an interplay between the phase coherent Andreev processes and
conductance fluctuations resulting from potential fluctuations in the nanowire.
FIG. S2. Junction critical current Ic (blue) and high bias current normal state conductance GN (green) vs the local gate
voltage V3. The variations of Ic and GN with V3 are clearly correlated, although a direct proportionality relation does not
hold, due to non-ideal Nb-InAs interfaces.
D. Multiple Andreev Reflections
Signatures of Multiple Andreev Reflections (MAR) [S9] are visible as peaks in the differential resistance dV/dI of
the junction, at bias voltages Vn = 2∆Nb/en for integer n. Here, ∆Nb = 1.2 meV is the superconducting energy gap
in the Nb leads. The size of the peak at each Vn varies with the local gate voltages, but the peaks are visible whenever
there is a supercurrent present at zero bias voltage. The presence of this subharmonic gap structure [S10] indicates
phase coherence across the junction.
In Figure S3 the junction differential resistance vs. bias voltage is shown for V3 = +2.1 V. A supercurrent branch is
present at zero bias voltage, and signatures of MAR are clearly visible at higher bias. As the bias voltage is increased,
the Andreev process at the Nb-InAs interfaces is suppressed, increasing the junction resistance. The current-voltage
(I-V ) trace corresponding to Figure S3 can be used to extract the excess current [S10] due to the Andreev process, by
making a linear fit to the high bias voltage regime. This yields Iexc = 40.2 nA (Figure S4). This value, and the value
for the high-bias conductance of the junction, are used to calculate the figure of merit product eIexcRN/∆Nb ' 0.5.
This value is inserted into the OTBK model [S10] for the subharmonic gap structure, in order to get the scattering
parameter Z at the Nb-InAs interfaces. For Z we get a value ∼ 0.75, indicating a Nb-InAs contact transparency of
t ∼ 0.65.
Notice in Figures S3, S4 the bias voltage was not be increased to V > 2∆Nb/e, because the low resistance of the
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FIG. S3. Junction differential resistance dV/dI vs bias voltage V . A supercurrent branch can be seen at zero bias. Signatures
of Multiple Andreev Reflections (MAR) are seen higher bias as peak in dV/dI. This indicates phase coherence across the
junction. The arrows indicate the position and the number of MAR peak. For this value of the gate voltage, V3 = +2.1 V, the
bias voltage was not raised to V > 2∆Nb/e because of the low resistance of the junction. For other values of V3, the n = 1
MAR signature can be observed.
junction would result in a large current, and therefore a high Joule heating. However, for V > 2∆Nb/e we would
expect the excess current to be even higher than the measured value. Therefore, the reported value t ∼ 0.65 is a lower
bound of the actual contact transparency of the junction. For other values of the gate voltage V3, the MAR signature
at V = 2∆Nb/e can be observed.
E. Superconducting Coherence Length
Thermal fluctuations and inelastic scattering result in the dephasing of Andreev pairs, limiting the superconducting
coherence length in the normal section of an SNS junction [S8, S11]. For the junction studied here, the supercon-
ducting coherence length in the InAs nanowire is ξInAs = min(lT , lin), where lT =
√
h¯D/(2pikBT ) is a characteristic
thermal length, D the diffusion coefficient, kB the Boltzmann constant, T the (electron) temperature, and lin the
inelastic scattering length. Using an estimated T ∼ 100mK, we calculate lT on the order of a micrometer.
The inelastic scattering length in InAs nanowires, similar to the one studied here, was measured in Ref. [S12] to be
lin ∼ 250−500 nm. This indicates that ξInAs is limited by lin. In our calculations we consistently use ξInAs = 400 nm,
longer than the junction length L ' 200 nm.
II. JUNCTION CRITICAL CURRENT IN A PERPENDICULAR MAGNETIC FIELD
The Junction critical current exhibits a monotonic, quasi-Gaussian decay as the perpendicular magnetic field, B⊥,
increases (see Figure 1b in the main text). Here we concentrate on the theoretical description of this behaviour.
In Ref. [S8], the behaviour of the critical current of a long, diffusive planar SNS junction in a perpendicular
field was studied using the quasiclassical Green’s function method. The roles of non-ideal N-S interfaces were
considered. The perpendicular field results in a pair-breaking mechanism equivalent to spin-flip scattering, which is
responsible for the decay of the critical current Ic with B⊥. For a narrow junction (with width w smaller than the
superconducting coherence length ξ) with perfect interfaces, the following regimes were found: (i) When the junction
is very long, w  L, the Usadel equation for the Green’s function can be solved analytically, resulting in a Gaussian
decay as a function of the magnetic flux Φ through the junction: Ic(Φ) = Ic(0)exp(−0.238(Φ/Φ0)2). Here, Φ0 is the
(superconducting) flux quantum. (ii) If the width is lesser but of the order of the length, numerical methods are
required; however, Ic still decays, and the decay is approximately Gaussian. Aside from the interplay of the orbital
states and the perpendicular field (see Section III), the nanowire junction studied here is analogous to a planar
junction with w given by the diameter d = 63 nm. The junction is narrow, d <∼ ξInAs ∼ 250− 500 nm. The junction
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FIG. S4. Current-Voltage trace of the junction (blue circles), at the gate voltage V3 = +2.1 V. A linear fit to the high bias
voltage regime (solid red line) is used to extract the excess current Iexc = 40.2 nA. This value indicates a Nb-InAs contact
transparency t ∼ 0.65.
length is given by L = 200 nm. Thus, the model for a planar junction with w <∼ L applies. Calculations reported
in Ref. [S13] indicate that in this limit, a quasi-Gaussian decay of Ic with B⊥ is expected, with a tail at high B⊥
slightly above the Gaussian curve. This may explain the why the experimental critical current in figure 1b develops
a tail when B⊥ > 0.3 T.
The experimental Ic is fit to a Gaussian Ic(Φ) = Ic(0)exp(−0.499(Φ/Φ0)2), which decays faster by a factor of
2.1 than theoretically predicted in case (i) above. This can be explained by taking into account non-ideal Nb-InAs
interfaces. As discussed in [S8], the behaviour of the junction is critically dependent on contact resistances. The
main effect of non-ideal interfaces is to increase the dwell time of a the Andreev pair in the semiconducting section
of the junction. The cumulative spin-flip depairing effect causes Ic to decay faster. We use an estimated Rb = 800 Ω
for each contact, as discussed in Section I B . This implies a resistance ratio of r = Rb/RN = 0.15, which can account
for rescaling the decay by a factor of 1.6, see [S8]. An additional contribution can come from an asymmetry between
the contacts, which would further increase the decay rate.
III. INTERPLAY OF ORBITAL STATES AND THE PERPENDICUALR MAGNETIC FIELD
A natural question to ask is if the interference effect due to the interplay of orbital states and the external field
appears when the magnetic field is applied in a perpendicular rather than an axial direction.
Let the nanowire axis be along the xˆ direction (figure 1a in the main text). Let a magnetic field B = −B⊥yˆ be
applied. For the vector potential we choose A = (B⊥z/2)xˆ. The main effect of this field is to attenuate the critical
current with B⊥ through a depairing mechanism (Section II). We ask here if the phase picked up by spiral paths on
the circumference of the nanowire can result in an oscillatory behaviour on top of this attenuation.
Consider a spiral path with winding angle θ. Let us assume no back-scattering for the moment (ballistic regime).
The phase picked up by this path is φ = 2e/h¯
∫
A · dl, where the line integral is taken along the path. Since the
path is a simple spiral, the height z can be determined as a function of the position x along the junction length as
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z = r cos (xθ/L). Here, r = d/2 is the radius of the nanowire and L the length of the junction. So the phase is
φ = (eB⊥r/h¯)
∫ L
0
cos (xθ/L)dx = 2pi (Φ/Φ0)
(
sin (θ)
θ
)
, (S1)
where Φ = B⊥dL is the flux through the junction and Φ0 is the (superconducting) flux quantum. Eq. S1 indicates
a qualitative difference versus the case of an axial magnetic field: as the perpendicular component of the momentum
changes direction with respect to the applied field, the phase picked up by the spiral path changes sign, so the
accumulated phase cancels with itself. Specifically, the phase accumulated on parts of the spiral path with z > 0
cancels out with that of parts with z < 0. Whereas the phase picked up by long spiral paths is suppressed, for a
junction in the ballistic regime, the winding angles of the angular momentum subbands with l = −3,−2, . . . , 3 are in
the range (−pi, pi), i.e. on the main lobe of the sinc function in Eq. S1 (l is the angular momentum quantum number).
This means that angular momentum subbands can pick up an appreciable phase. Therefore, the occurrence of an
interference effect may be possible for a short, ballistic junction.
Now let us consider the quasiballistic regime by introducing back-scattering. Notice that A · dl changes sign upon
each back-scattering event. This has a randomizing effect on the total phase, as the phase now depends on the details
of the scattering events. Since the phase φ picked up between two scattering events is not small (|φ| ∼ pi/2), after
several scattering events we expect the phase to be completely randomized, and no interference effect to survive.
Similar to previously studied cases of a randomly distributed phase due to diffusive paths [S13, S14], the effect of this
random phase is estimated to be a suppression of the total supercurrent, contributing the suppression of Ic with B⊥
on top of the pair-breaking mechanism discussed in Section II.
In summary, for the quasiballistic junction studied experimentally we do not expect an interference effect due to the
interplay of orbital states and a perpendicular field, because of the randomizing effect of back-scattering. However,
in a ballistic junction short enough that the self-cancelling of the phase does not dominate, an interference effect may
occur.
IV. SPIN-ORBIT AND ZEEMAN EFFECTS IN THE JUNCTION
Yokoyama et al. [S15] theoretically studied the interplay of spin-orbit and Zeeman effects in an InSb nanowire SNS
junction. They found that, in the presence of a magnetic field B, the different spin components of Andreev pairs pick
up different amounts of superconducting phase, resulting in the splitting of the Andreev Bound States in the junction.
Consequently, as B is increased from zero, the junction critical current Ic is reduced. At a certain value for B, the
junction abruptly undergoes a so-called 0-pi transition, wherein the phase φ across the junction in its ground state
shifts from φ = 0 to φ = pi. This results in a cusp (minimum) in the critical current, and, upon further increasing
the field B, Ic increases until it recovers value close to its original value at B = 0. The cycle repeats upon further
increasing B, resulting in an oscillatory Ic. This effect can dominate the behaviour of Ic for InSb nanowire junctions
in the presence of a magnetic field. We ask if a similar physical picture can be responsible for the observed oscillations
of Ic vs B‖, in the InAs nanowire junction studied here.
In terms of a magnetic parameter θB = |gµBB|L/(h¯vF ), the cusps of the critical current are predicted to happen at
fields corresponding to θB = (2n+ 1)pi/2, for integer n. Here, g is the Lande´ g-factor, µB the Bohr magneton, L the
junction length, and vF the Fermi velocity. For an InSb nanowire of length 500−1000 nm, the first cusp (θB = pi/2) is
estimated in Ref. [S15] to be at B = 0.2 T. However, using the values for our InAs nanowire device, which is shorter
(L ' 200 nm), and has a g-factor that is roughly a factor of 5 smaller than that of InSb, we estimate B ∼ 7T for the
position of the first cusp. This is an order of magnitude larger than the observed value of B ∼ 0.6 T. Furthermore,
the regularity of positions, in B, of Ic minima predicted by the relation θB = (2n+ 1)pi/2 does not hold for the InAs
junction. In fact, we find the positions of the minima can be tuned using the voltages on the local gates, see Figure
3 in the main text. Also, the observed value of Ic at the first antinode (e.g. at B‖ ' 0.8 T in Figure 3a) is roughly
0.15 times the value of Ic at zero field, whereas in [S15] this ratio is predicted to be close to 1.
Therefore, it is concluded that the Ic vs B‖ oscillations observed in the InAs nanowire junction are not due to
the interplay of spin-orbit and Zeeman effects. We neglect these effects in our analyses for simplicity. Observing
0-pi transitions in an InAs nanowire junction may be difficult, because the high magnetic field required to drive the
transition will likely destroy superconductivity in the leads.
V. MAGNETIC FIELD MISALIGNMENT
The perpendicular magnetic field, B⊥, was applied in the plane of the device substrate (xy-plane in figure 1a, main
text). The deviation angle of the field from the perpendicular (yˆ) direction is 2◦ ± 3◦. Since tan(2◦) ' 0.03, this
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misalignment was neglected.
The axial magnetic field, B‖, was applied in the xy-plane, at an angle α = 8◦ ± 4◦ with respect to the nanowire
axis xˆ. The axial component of the field is B‖ × cos α. Since cos α > 0.98 ' 1, the axial component is very close in
magnitude to B‖.
The perpendicular (yˆ) component of B‖ is of magnitude B‖ × sin α. This results in a quasi-Gaussian decay of the
critical current Ic with B‖, due to a pair-breaking mechanism effectively equivalent to spin-flip scattering (see Section
II). Let us quantify this quasi-Gaussian decay by a suppression factor s(B‖) = Ic(B‖)/Ic(B‖ = 0). Given that sin α
is in the range 0.07− 0.2, with an average value 0.13, we estimate s is close to 1 (s > 0.75) for B‖ < 1.5 T, covering
a large range of the measured magnetic fields. However, for the highest field measured, B‖ = 2.5 T, the s can be as
severe as 0.3.
A similar field dependence can be defined for the critical current density, by generalizing Jc(θ) to Jc(B‖, θ) =
s(B‖)Jc(θ). The B‖- and θ-dependent parts of Jc are separable, and the pair breaking effect of B‖ has been neglected
in the treatment given in the main text (i.e. s(B‖) = 1 for all B‖) . Including the field dependence of Jc will not
qualitatively change the interference pattern (see also discussion in Section III). However, Ic and a field-dependent Jc
will no longer be simply related as a Fourier pair. The broadening parameter σ, which influences the attenuation of
Ic at high fields (see Section VI), is expected to be sensitive to the field dependence of Jc. We leave the treatment of
a model with a field dependant critical current density to future work.
VI. THE EFFECT OF BROADENING THE PEAKS IN THE SPECTRAL DENSITY
In the quasi-ballistic regime, the width of the Gaussian peaks in the modelled critical current density, Jc(θ), is
parametrized by σ (see Eq. 3 in the main text). The broadening of the peaks determines the qualitative behaviour
of Ic(B‖). To illustrate this we use the example developed in the main text, where nl = 1 for l = −3,−2, . . . , 3,
and zero otherwise. We show in Figure S5 the critical current density Jc vs. the magnetic frequency Φ0/Φnw, and
the resulting Ic vs. Φnw/Φ0, for two different values of σ. When the spectral density Jc shows sharp peaks in its
distribution vs. winding angle θ (i.e., when σ  dθl/dl), Ic oscillates. However, when the distribution of Jc is very
broad (σ  dθl/dl), Ic shows a monotonic, quasi-Gaussian decay. The model was fit to the experimental data using
an intermediate regime of broadening.
VII. VARYING THE NANOWIRE DIAMETER
We discuss the effect of changing the nanowire diameter d on the interference effect in the quasi-ballistic model,
where all carriers are on a cylindrical shell at a radius d/2 from the nanowire center. Consider the critical current of
the junction as a function of the axial magnetic field, B‖. Eq. 2 in the main text reads
Ic(B‖) =
∣∣∣∣∫ ∞−∞ Jc(θ)e
(
iΦnwΦ0
θ
)
d θ
∣∣∣∣ , (S2)
with Φnw = pid
2B‖/4. The critical current density, Jc, is given by Eq. 3 in the main text as
Jc(θ) = Jmax(θ)
∑
l
nl
σ
√
2pi
exp
(
− (θ − θl)
2
2σ2
)
. (S3)
Let us change the diameter from d to a value d′, resulting in Φnw → Φ′nw = (d
′2
d2 )Φnw, and Jc(θ) → J ′c(θ),
Ic(B‖) → I ′c(B‖). We calculate J ′c(θ) below, and show that I ′c(B‖) = Ic(B‖), up to a rescaling of the the broadening
parameter σ, and a rescaling of the envelope function Jmax(θ).
We make the substitution of variables θ = (d2/d′2)θ′ in Eq. S2 to write
Ic(B‖)→ I ′c(B‖) =
∣∣∣∣∣
∫ ∞
−∞
J ′c(θ)e
(
i
Φ′nw
Φ0
θ
)
d θ
∣∣∣∣∣
=
d2
d′2
∣∣∣∣∫ ∞−∞ J ′c
((
d2
d′2
)
θ′
)
e
(
iΦnwΦ0
θ′
)
d θ′
∣∣∣∣ . (S4)
In the above integral, θ, θ′ are dummy variables, and it suffices to have J ′c (θ) = (d
′2/d2)Jc(θ′) in order to get
I ′c(B‖) = Ic(B‖). Let us use a constant envelope function Jmax(θ) = J0 for now. Notice that in Eq. 5 in the
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main text, vθ ∝ 1/d, so the positions of the peaks, θl have an inverse-square dependence od d, so when d → d′,
θl → θ′l = (d2/d′2)θl. Using Eq. S3 we write
J ′c
((
d2
d′2
)
θ′
)
= J0
∑
l
nl
σ
√
2pi
exp
(
−
(
(d2/d′2)θ′ − θ′l
)2
2σ2
)
= J0
∑
l
nl
σ
√
2pi
exp
(
−
(
d2/d′2
)2
(θ′ − θl)2
2σ2
)
. (S5)
If we rescale σ as σ → σ′ = (d2/d′2)σ, the factors in the exponent cancel, and we get the result J ′c
(
(d2/d′2)θ′
)
=
(d′2/d2)Jc(θ′), or equivalently I ′c(B‖) = Ic(B‖).
Let us consider the case of a generic Jmax(θ). Using similar analysis we see that, if the angle argument of Jmax is
rescaled such that Jmax(θ)→ J ′max(θ) = Jmax((d′2/d2)θ), then the relation J ′c
(
(d2/d′2)θ′
)
= (d′2/d2)Jc(θ′) holds true
(up to rescaling σ) . This follows from the dependence of Jmax on the length of the spiral paths lθ =
√
L2 + (dθ/2)2, as
discussed in Section VIII. When the diameter of the nanowire becomes very large, the spiral paths on its circumference
become very long, and the supercurrent is suppressed due to inelastic scattering.
In summary, we have shown that if the radial position of the carriers is changed, the spectral density Jc(θ) is
unaffected up to a rescaling of the envelope function (Jmax) and the width of its peaks (σ). Crucially, the frequencies
at which the peaks of Jc appear, i.e. the frequencies of oscillations of Ic vs. B‖, are unaffected. We suggest that, for
general radial wavefunctions of the carriers, a Josephson interference effect similar to that discussed in the main text,
and with the same periods of oscillations in B‖, should appear. However, a detailed calculation is required to verify
this, using Usadel equations and taking into account the complete Hamiltonian for the system, including the radial
confinement potential.
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FIG. S5. Spectral densities (left) critical currents (right) in the quasiballistic regime, as a function of the broadening parameter
σ. The spectral density Jc is plotted vs. the magnetic frequency (Φ0/Φnw), see Figure 2 in the main text. The envelope function
Jmax(θ) has been taken into account, assuming lin = 400 nm as the inelastic scattering length (see Section VIII). (a,b) σ = 0.15.
Sharp peaks in Jc compared to the peak spacing, σ  dθl/dl, results in an oscillatory Ic. The oscillations in (b) attenuate
with increasing magnetic flux, due to the finite σ. Panels (a,b) are reproduced in the bottom row of Figure 2 in the main
text. (c,d) σ = 5.0. Broad peaks in Jc compared to the peak spacing, σ  dθl/dl. The peaks in (c) overlap, creating a bell
shaped curve. The attenuation of critical current with increasing magnetic flux is strong enough that no oscillation are seen in
(d), resulting in a monotonic, quasi-Gaussian decay. The following parameters (defined in the main text) were used in these
examples: d = 63 nm, L = 200 nm, le = 80 nm, EF = 150 meV. nl = 1 for l = −3,−2, . . . , 3, and zero otherwise. The
experimental data (Figure 3 in the main text) is best fit to an intermediate regime, with σ ∼ 0.9.
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VIII. Jmax CALCULATED BY THE USADEL EQUATIONS
We use the quasi-classical Green’s functions theory [S16] to describe the proximity effect superconductivity in the
InAs nanowire junction. Further details on this approach can be found in [S17], on which this section is based.
The starting point is a field operator
Ψ =
(
Ψ↑(x, t)
Ψ†↓(x, t)
)
acting on the electron-hole Nambu space. Ψ↑(x, t) and Ψ
†
↑(x, t) are annihilation and creation operators for a fermionic
quasiparticle with spin ↑ at position x and time t.
The basic objects in terms of which the theory is developed are the Retarded, Advanced, and Keldysh Green’s
functions (Rˆ, Aˆ, and Kˆ, respectively) defined in terms of the field operator Ψ. We consider the nanowire to be in
thermal equilibrium, so the function Kˆ is redundant and holds no further information about the system than Rˆ, Aˆ.
Being metallic superconductors, the Nb leads exhibit electron-hole symmetry. We assume electron-hole symmetry
in the normal section as well, so Aˆ is also redundant. We concentrate on Rˆ. Using the standard angular (Θ, φ)
parametrization on the unit sphere, we write
Rˆ = cosΘτz + sinΘ(cosφτx + sinφτy) =
(
cosΘ e−iφsinΘ
eiφsinΘ −cosΘ
)
,
where τx,y,z are Nambu spinors acting on the electron-hole degree of freedom. Here, Θ = Θ(x,E) is the complex pairing
angle which quantifies the strength of superconducting-like correlations (off-diagonal elements of Rˆ) and normal-like
correlations (diagonal elements of Rˆ). We use the capital symbol Θ instead of the more standard θ to avoid confusion
with winding angles. φ = φ(x,E) is the real superconducting phase. We have considered only one spatial dimension
x, along the axis of the nanowire. This one dimensional (1D) formulation is in anticipation of reducing the description
of the nanowire to a quasi-1D model, see below.
Our goal here is to calculate Θ(x,E) and φ(x,E) for all positions and energies, for the geometry of the junction.
The equilibrium Usadel equations, governing Θ, φ, can be derived from the equation for Rˆ. The 1D set of coupled
equations reads:
h¯D
2
∂2Θ
∂x2
+
(
iE − h¯
τin
−
(
h¯
τsf
+
h¯D
2
(
∂φ
∂x
+
2e
h¯
Ax
)2)
cosΘ
)
sinΘ + ∆(x)cosΘ = 0, (S6a)
∂
∂x
((
∂φ
∂x
+
2e
h¯
Ax
)
sin2Θ
)
= 0. (S6b)
Here, D = levF /3 is the diffusion coefficient of electrons, le is the elastic mean free path and vF the Fermi velocity. The
timescales for inelastic and spin-flip scatterings are denoted by τin and τsf , respectively. Ax is the axial component
of the magnetic vector potential, due to a perpendicular external magnetic field, B⊥. Spin-flip scattering off of
magnetic impurities is ignored, so the only contribution to the spin-flip rate is the narrow-junction limit depairing
term h¯/τsf = e
2d2DB2⊥/(6h¯), as discussed in [S8]. The quasi-1D depairing term is valid because the width of the
junction is on the same order as the superconducting coherence length in Nb, d = 63 nm ∼ ξNb. The parallel
component of the magnetic field does not enter the 1D Usadel equations. We use ∆ for the superconducting energy
gap due to electron-phonon coupling. In the Nb leads, this equals ∆Nb = 1.2 meV, and in the normal section of the
junction we have ∆ = 0.
All physical quantities related to the junction can be derived from Θ and φ. In particular, the supercurrent density
in the N (S) section of the junction is
JN(S) = −(σN(S)/e)
∫ ∞
0
dE tanh (E/2kBT ) Im
(
sin2Θ
)(∂φ
∂x
+ (2e/h¯)Ax
)
. (S7)
Here, σN(S) is the normal state conductivity of the normal (superconducting) section of the junction, kB the Boltzmann
constant and T the temperature. By comparison with the Ginzburg-Landau (GL) result J = (−h¯e/m∗)|ψGL|2(∇φ+
(2e/h¯)A), we identify the modulus squared of the GL order parameter in the normal section as
|ψGL|2 = (m∗σN/e2h¯)
∫ ∞
0
dE tanh (E/2kBT ) Im
(
sin2Θ
)
, (S8)
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where m∗ is the effective mass. The energy dependence of the phase φ has been neglected. This is justified because
the Nb reservoirs at the ends of the junction are bulk superconductors, with an energy independent phase difference γ
determined by the bias current. The N-S interface are transparent with t ∼ 0.65, so the phase gradient in the normal
section of the junction is also energy independent [S18].
In the model for the InAs nanowire junction, orbital effects are the dominant mechanism for Josephson interference.
However, the field operator Ψ contains no information on the orbital structure of the nanowire, such as angular
momentum subbands – in fact, it acts to create/annihilate a fermion of angular momentum zero. This is because the
effects of quantum confinement are neglected in the standard treatment of Green’s functions that leads to Eq. S6,
e.g. the treatment given in [S17]. It is possible, in principle, to generalize the Green’s functions method by starting
from a Hamiltonian for the junction which contains the quantum confinement potential, then deriving the orbital
subband structure of the nanowire, and the effects of its interplay with superconductivity. However, such treatment
is beyond the scope of this manuscript. Instead, in the main text we assume a sinusoidal current-phase relationship
and model the orbital effects using a semi-classical approach based on the spiral trajectories of particles. What we
wish to calculate here is the suppression of the supercurrent, for long trajectories, due to inelastic scattering.
Consider a spiral trajectory on the circumference of the nanowire with winding angle θ. The length of this trajectory
is lθ =
√
L2 + (dθ/2)2, where L = 200 nm is the length of the junction and d = 63 nm the diameter of the nanowire.
We approximate the supercurrent density of this trajectory by that of a planar junction (Eq. S7) of length L′ = lθ.
In doing so we are modelling the nanowire as a set of parallel, narrow (quasi-1D) planar junctions, each with a length
L′ = lθ, corresponding to a winding angle θ. What limits the supercurrent in the planar junction is the magnitude
squared of the GL order parameter at the “bottleneck” in the normal section midway between the Nb leads. Since
|ψGL|2 does not depend on the phase, we set φ equal to zero everywhere, and the Usadel equations (Eq. S6) simplify
to
h¯D
2
∂2Θ
∂x2
+
(
iE − h¯
τin
)
sinΘ + ∆(x)sinΘ = 0. (S9)
Here we have set the spin-flip scattering rate τsf equal to zero, i.e. no external magnetic field applied. We discuss
this assumption below. Let the N-S boundaries be at x = 0, x = L′. We have
∆(x) =
{
∆Nb = 1.2 meV x < 0 or x > L
′
0 otherwise
The pairing angle in the superconducting Nb leads, ΘS , tends to its BCS value for Nb at positions far from the N-S
interfaces, ΘS = ΘBCS , for x→ ±∞. Here,
ΘBCS(E) =
{
pi/2 + i argtanh(E/∆Nb) if |E| < ∆Nb,
i argtanh(∆Nb/E) if |E| > ∆Nb.
At the N-S interfaces, the pairing angle in the normal section, ΘN , and the superconducting section, ΘS , are subject
to the following continuity condition:
σN
∂ΘN
∂x
∣∣∣∣
x=xi
= σS
∂ΘS
∂x
∣∣∣∣
x=xi
= gb sin (ΘS(xi, E)−ΘN (xi, E)) ,
for xi = 0, L
′. This expresses the conservation of spectral current at the boundaries. Here, gb = Gb/Ab is the
conductance of an interface normalized by its area. We can further simplify the situation by noticing the high
conductance at the interfaces, r = Rb/RN = GN/Gb ∼ 0.15 1, see Section I B. So, we use the transparent interface
limit [S19] to write
ΘS(x = xi) = ΘN (x = xi) = ΘBCS , for xi = 0, L
′. (S10)
We solve Eq. S9 for the complex quantity ΘN numerically, subject to the boundary conditions in Eq. S10. We
insert the solution ΘN into Eq. S8 to calculate |ψGL|2 at middle of the junction, i.e. x = L′/2. We do this calculation
for different values of the junction length L′. The decay of the supercurrent with trajectory length lθ is captured by
the envelope function
Jmax(θ) =
|ψGL (L′ = lθ, x = L′/2)|2
|ψGL (L′ = L, x = L′/2)|2
, (S11)
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FIG. S6. The envelope function Jmax (Eq. S11) vs the normalized planar junction length L
′/le, as a function of the inelastic
scattering length lin. Here, le = 80 nm is the elastic scattering length. The supercurrent density decays as the length of the
trajectory is increased, and the decay is faster for shorter lin. The dashed lines are exponential fits to the region L
′/le > 5, for
the cases lin/le = 2.5, 3.75, 5. Each curve is normalized to its value at L
′ = 200 nm (i.e. L′/le = 2.5). For a trajectory with
winding angle θ on the circumference of the nanowire, Jmax(θ) can be calculated by setting L
′ = lθ =
√
L2 + (dθ/2)2. The
curve corresponding to lin = 5le is used in the inset of Figure 2 in the main text.
where L = 200 nm is the length of the shortest path across the junction, with θ = 0, i.e. a straight trajectory.
In Figure S6 we show Jmax vs L
′/le as a function of the inelastic scattering length lin. As expected, Jmax decays
as the length of the trajectory is increased, and the decay is faster for shorter lin. For L
′ much longer than le, and
longer than lin, the Jmax curves can be fitted to exponentials. The length scale of the exponential decay depends
on le as well as lin. For short lengths, L
′ <∼ le, the Jmax curves saturate (not shown). The parameters used for this
calculation are the same as those used in figure 2 in the main text: d = 63 nm, L = 200 nm, le = 80 nm, lin = 400 nm,
EF = 150 meV, m
∗ = 0.023me, and T = 100 mK is taken as the (electron) temperature.
Finally, we comment on setting the spin-flip scattering rate Γsf = h¯/τsf equal to zero in the above calculation.
The axial magnetic field B‖ can create a pair-breaking mechanism (i.e. an effective spin-flip mechanism similar to
that in Section II) for Andreev pairs on spiral paths, because the azimuthal (θˆ) component of the their velocity is
perpendicular to B‖. However, this effect is overshadowed by the pair-breaking due to the misalignment of B‖ with
respect to the nanowire axis, as discussed in Section V. This is because the θˆ component of the pair velocity is small
compared to its total (Fermi) velocity between scattering events: vθ <∼ 0.3vF . A typical value is vθ ∼ 0.1vF , for a
subband with angular momentum quantum number l = 1. Furthermore, the axial cross section of the nanowire, pid2/4,
is a factor of 4 smaller than its perpendicular cross section, d × L. Estimates give Jmax(Γsf )/Jmax(Γsf = 0) >∼ 0.8
for the largest magnetic field measured, B‖ = 2.5 T. As in Section V, we neglect such field dependence of Jc.
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