Abstract. Privacy decision making can be surprising or even appear contradictory: we feel entitled to protection of information about ourselves that we do not control, yet willingly trade away the same information for small rewards; we worry about privacy invasions of little significance, yet overlook those that may cause significant damages. Dichotomies between attitudes and behaviors, inconsistencies in discounting future costs or rewards, and other systematic behavioral biases have long been studied in the psychology and behavioral economics literatures. In this paper we draw from those literatures to discuss the role of uncertainty, ambiguity, and behavioral biases in privacy decision making.
Introduction
Privacy is a complex decision problem resulting in opinions, attitudes, and behaviors that differ substantially from one individual to another [1] . Subjective perceptions of threats and potential damages, psychological needs, and actual personal economic returns all play a role in affecting our decisions to protect or to share personal information. Thus inconsistencies or even contradictions emerge in individual behavior: sometimes we feel entitled to protection of information about ourselves that we do not control, and end up trading away that same information for small rewards. Sometimes we worry about personal intrusions of little significance, but overlook those that may cause significant damages. In previous works [2] [3] [4] 1] we have highlighted a number of difficulties that distance individual actual privacy decision making from that prescribed by classical rational choice theory. 3 First, privacy choices are affected by incomplete information and in particular asymmetric information [5] : data subjects often know less than data holders about the magnitude of data collection and use of (un)willingly or (un)knowingly shared or collected personal data; they also know little about associated consequences. Second, the complex life-cycle of personal data in modern information societies can result in a multitude of consequences that individuals are hardly able to consider in their entirety (as human beings, because of our innate bounded rationality [6] , we often replace rational decision making methods with simplified mental models and heuristics). Third, even with access to complete information and cognitive power to process it exhaustively, various behavioral anomalies and biases could lead individuals to take actions that are systematically different from those predicted by rational choice theory [7] . In this paper, we present an overview of those difficulties, and highlight how research on behavioral economics may improve our understanding of individuals' everyday privacy behavior. In Section 2, we consider the role of asymmetric and incomplete information in privacy scenarios, and how information asymmetries determine risk, uncertainty, and ambiguity in decision making. We argue that due to the prevalence of these informational complications, individuals' privacy relevant behavior may be best understood in terms of bounded rationality [6] , and behavioral biases. Specifically, in Section 3 we discuss how insights from the behavioral economic literature may cast a light on the often confusing observations drawn from privacy decision making. In Section 4 we comment on a number of possible paths that privacy research can follow based on those insights.
Privacy and Incomplete Information
The occurrence of incomplete information is relevant to privacy for two reasons.
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The first and perhaps most obvious reason is inherent to the very concept of privacy: an individual has some control on the level of access that other entities can gain on her personal sphere. For example, a subject's personal data may be concealed from other people's knowledge. Other people will thus rely only on incomplete information when interacting with the subject. This is the interpretation of privacy as "concealment" (of job-relevant skills, valuation for a product, creditworthiness, etc.) that Posner and most subsequent formal economic models have recognized [8] . However, incomplete information relates to privacy also in a second sense. It affects the data subject whenever her control on her personal or informational sphere is limited or not clearly determinable. For example, information asymmetries often prevent a subject from knowing when another entity has gained access to or used her personal information; in addition, the subject may not be aware of the potential personal consequences of such intrusions. The associated difficulties to exercise adequate control over private information have been amplified in highly networked, digitized, and interconnected information societies. The release and exchange of personal information has become ubiquitous and often invisible. For example, Varian noted that an individual has little or no control on the secondary use of her personal information, and hence may be subject to externalities whenever other parties transact her personal data [9] .
This second sense in which incomplete information creates uncertainties relating to privacy is not new in the economic or legal literature on privacy. However, links between that literature and economic research on incomplete information have been surprisingly limited. So have also been formal or empirical analyses of the impact of risk, uncertainty, or ambiguity on privacy decision making.
Incomplete information complicates privacy decision making because of the resulting mathematical complexity of (evaluating) privacy costs and benefits of transactions. For example, individuals would have to consider multiple layers of outcomes and associated probabilities rather than purely deterministic outcomes. The complexity of the privacy decision environment leads individuals to arrive at highly imprecise estimates of the likelihood and consequences of adverse events, and altogether ignore privacy threats and modes of protection [1] .
In the following subsections we restrict the discussion to the role of incomplete information about outcomes and probabilities associated with those outcomes. In particular, we relate the problem of privacy decision making to the research literature in the field of risk, uncertainty, and ambiguity. 
The classical distinction between risk and uncertainty
The distinction between risk and uncertainty in economics dates back to Knight [10] (although earlier discussions of the relations between risk, uncertainty, and utility may be recognized in Bernoulli [11] and then Menger [12] ). Knight proposed to distinguish situations characterized by risk (in which the possible random outcomes of a certain event have known associated probabilities) from those characterized by uncertainty or ambiguity (in which the randomness cannot be expressed in terms of mathematical probabilities, and the probabilities themselves are unknown). For example, the expected utility theory [13] is based on objectively knowable probabilities (what Knight would have referred to as risk ).
This distinction has not gone unchallenged by economic theorists and statisticians. A large body of literature suggests that individuals are always able to assign reasonable probabilities to random events. These probabilities could objectively exists in the world [13] , and could be used to calculated expected utilities. Or, these probabilities could be subjective [14] . Savage adapted expected utility theory into a theory of subjective expected utility, in which, under certain assumptions, people will have personal beliefs about the possible states of nature.
Behavioral economists and psychologists have worked on modifications of the theories of risk and uncertainty to produce satisfactory descriptive models of human decision making under incomplete information. 7 For example, Hogarth [16] suggests to focus on subjective weights associated to the various possible outcomes of a certain event -where the weights do not have the same mathematical properties as probabilities. In fact, Hogarth proposes that decision weights may be obtained by the individual through a process of anchoring and adjustment. First, an individual may anchor her value on an initial estimate of probabilities over outcomes. Then, she would adjust such an estimate after mentally simulating alternatives values. This adjustment may be influenced by the degree of ambiguity and by the size of the outcome (e.g., whether the gain or loss is large or small).
The debate outlined above is instrumental in the understanding of decision making under uncertainty in both the descriptive and the normative sense. It is also important to the theory of privacy decision making. In particular, we favor the view that in numerous privacy-sensitive situations it is unrealistic to assume existence of known or knowable probabilities or complete (subjective) beliefs for probabilities over all possible outcomes.
Privacy as a problem of risk or uncertainty?
When presented with a privacy-related problem, consumers often face two major unknowns: a) what privacy-relevant outcomes may occur under different contexts; and b) with what consequences [1] . Implicit in these two major unknowns there are, however, layers of additional uncertainties which we will briefly describe in the following.
First, an individual has often only vague and limited knowledge of the actions she can take to protect (or give away) her personal information. She has also limited knowledge of the possible or actual actions undertaken by other entities (e.g., a marketer's purpose and means to collect information).
Second, actions taken by the individual (whether as an attempt to protect or trade information) or another party have often hardly predictable consequences. For example, it is often unknown whether provided contact information will be used for unwanted communication or whether past consumption data is input for price discrimination strategies.
Third, possible relevant states of nature (with associated additional actions and consequences) may be unknowable in advance, because they depend on expected utility have incorporated the idea that knowledge (or subjective belief) of the actual risks associated with different events and decisions will drive the actions of an economic agent. An economic agent will consider a set of possible actions with different outcomes, probabilities over these outcomes, and associated utilities. He will then choose a strategy consisting of a series of actions leading to the highest expected utility. 7 Experimental evidence and formal modelling work on ambiguity is reviewed in [15] in great detail.
future, unforeseeable events and environmental changes (e.g., a technology development such as private information retrieval [17] ; or Google caching making old Usenet archives searchable ). Fourth, certain desirable actions and information may not be available (see research on asymmetric information and hidden action). Most importantly, consumers often cannot regain control over information formerly released to commercial entities or other individuals. 8 Fifth, we observed in prior work that individuals iteratively uncover additional layers of a privacy choice situation that reveal further actions and outcomes, with their sets of associated (possible) values and (possible) probabilities. For example, in [1] we describe how people change their perception on which parties have access to their credit card transactional data if they are prompted with this topic repeatedly. We show that individuals sometimes ignore both privacy risks and forms of protection, and even when they are aware of them, often miscalculate their probability of occurrence and their numerical outcome in terms of financial magnitude. This carelessness or ignorance might be justifiable if one considers the effort needed to evaluate everyday privacy choices carefully.
Sixth, privacy protection or invasion are often by-products of other (and sometimes unrelated) transactions. The privacy 'good' is often attached to other goods in complex bundles -or, in other words, trade-offs involving privacy are often trade-offs between heterogeneous goods. For example, when an individual purchases a book online (thus saving the time she would have to spend going to the bookstore and paying in cash), she will often reveal her credit card details to the online merchant, which may lead to an increased risk of identity theft. Or, in order to receive a monetary discount from the grocery store, she will reveal her buying patterns by using a loyalty card, which may increase her probability of receiving junk mail or undesired commercial offers.
Comparisons between those different goods are difficult because of their combinatorial aspects, but may be further complicated if the offers are uncertain or ambiguous. The marketing literature has long been interested in scenarios where the underlying values are incommensurate. In particular, Nunes and Park consider how different forms of wealth are difficult to "convert into any meaningful common unit of measurement." For example, they study a promotion that is presented in nonmonetary terms (e.g., an umbrella) [18] . Under these conditions, the marginal value of the nonmonetary, incremental benefits becomes difficult to evaluate for the individual, in relation to the focal product or its price. Note that privacy-related benefits and costs are rarely monetary and often immaterial.
Because of these intertwined layers of complexity, we conclude that an individual who is facing privacy sensitive scenarios may be uncertain about the values of possible outcomes and their probability of occurrence, and that sometimes she may not even be able to form any beliefs about those values and those probabilities. In fact, she may have no knowledge of the possible outcomes of a certain situation since the states of nature may be unknown or unknowable in advance. As a result individuals may sometimes ignore both privacy risks and forms of protection.
Behavioral economics and privacy
Due to the uncertainties, ambiguities, and complexities that characterize privacy choices, individuals are likely influenced by a number of cognitive limitations and behavioral biases that have been discussed in the literature on behavioral economics.
Behavioral economics studies how individual, social, cognitive and emotional biases influence economic decisions. This research is predominantly based on neoclassical models of economic behavior, but aims to integrate rational choice theory with convincing evidence from individual, cognitive, and social psychology. Behavioral economic models often abandon some of the tenets of rational choice theory: that agents possess consistent preferences between alternatives, chose the utility maximizing option, discount future events consistently, and act upon complete information or known probability distributions for all possible events. In fact, behavioral models expand the economic modelling toolkit by addressing many empirical phenomena -such as how our innate bounded rationality limits our ability to exhaustively search for the best alternative; how the framing of a scenario or a question may influence an individual's reaction to it; how heuristics often replace rational searches for the best possible alternative; and how biases and other anomalies affect the way we compare alternatives, perceive risks, or discount values over time [19, 7] . In this section we present a number of themes analyzed in the behavioral literature and discuss their relevance to privacy research, either by making reference to current results or by proposing possible paths of research.
Helping individuals understand risk and deal with bounded rationality
Consumers will often be overwhelmed with the task of identifying possible outcomes related to privacy threats and means of protection. Even more so, they will face difficulties to assign accurate likelihoods to those states. Policy makers often suggest that providing more information to consumers will help them make better decisions and avoid those impediments. Such additional information may be provided by commercials entities (e.g., anti-spyware vendors), by consumer advocacy groups, or by peers. However, even if individuals had access to complete information, they would often be unable to process and act optimally on large amounts of data. Especially in the presence of complex, ramified consequences associated with the protection or release of personal information, our innate bounded rationality limits our ability to acquire, memorize and process all relevant information, and it makes us rely on simplified mental models, approximate strategies, and heuristics.
Bounded problem solving is usually neither unreasonable nor irrational, and it needs not be inferior to rational utility maximization. However, these strategies replace theoretical quantitative approaches with qualitative evaluations and "aspirational" solutions that stop short of perfect (numerical) optimization. In [1] , we found some evidence of simplified mental models of privacy in a survey about individual privacy attitudes and behavior: a number of survey participants combined together security and privacy issues when they reported feeling that their privacy was protected by merchants who offered SSL connections to complete online payments. Similarly, the presence of a privacy policy may be taken by many to represent privacy protection regardless of its content [51] ; or a privacy seal may be interpreted as a guarantee of a trustworthy website [50] .
Consumer advocates might suggest that providing individuals with clearly phrased advice or pre-processed information (e.g., to avoid a certain product or activity) will help overcome problems of information overload and bounded decision making. Nevertheless, consumers may still use this data in ways which are different from that of expected utility maximization or contradict their own best interest. In a recent study, Good et al found evidence that even well-presented notices of dangerous behaviors of computer programs (e.g., spyware) may not always lead individuals to abort installations or to feel regret about completed installations [20] . Similarly, Spiekermann et al individuals' behavior in an interactive online shopping episode was not significantly affected as the privacy statement of the website was modified substantially [22] . Through these studies we learn that individuals are influenced by additional factors that add to the complexity of determining risks and uncertainties associated with privacy threats.
Framing and heuristics
Tversky and Kahneman have shown that the way a problem or question is framed affects how individuals respond to it [24] . In [25] we report experimental evidence from a survey study detailing the impact on the willingness to accept or reject a marketer's privacy related offer, when the consequences of the offer are re-framed in uncertain and highly ambiguous terms. Anecdotal evidence also suggests that it is a safer strategy to convince consumers ex ante to provide personal information (even in exchange for small benefits or rewards), than to allow for revelation of privacy-intrusive practices after the fact. In addition, Good et al describe preliminary experimental results suggesting that potentially unwanted privacy and security practices discussed in a privacy notice written in vague language might be considered less intrusive by consumers compared to more detailed descriptions of possible dangers [21] .
Tversky, Kahneman, and others have also highlighted a number of heuristics that guide individual decision making more than rational choice processes. In this context, an heuristic is some technique -often simple and efficient -that helps learning or problem-solving. As an example, individuals often anchor on a specific valuation of a good or service, and then adjust that valuation when new information becomes known. However, the process of initial anchoring may be arbitrary [26] , and may create persistent bias in the evaluation process [27] . The value that individuals assign to their own personal information may in fact be assigned through anchoring on a focal and possibly arbitrary value: it is very difficult for an individual to "price" her own information -but once a price has been found (perhaps completely arbitrarily, or perhaps by anchoring it to the reward received by a merchant in exchange for that information) it is likely that the consumer's valuation of her own personal data will thereafter orbit around that value.
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Other heuristics may also be found in privacy decision making. For example, individuals may tend to discount as improbable those events that are difficult to picture mentally, such as identity theft (the simulation heuristic [30] ); or may associate trustworthy behavior with the neat appearance and design of a website (an example for the representativeness heuristic [31] ).
One of the most influential theories in this context is prospect theory [32] , that provides an interpretation of how individuals evaluate and compare uncertain gains and losses. Kahneman and Tversky showed that individuals' evaluations around losses and gains can be represented as starting from a reference point, with an S-shaped value function passing through that point. Because of this shape, the same variation in absolute value has larger impact as a loss than as a gain. In other words, this representations reveals how individuals tend to be loss averse, by preferring avoiding losses to acquiring gains. An outcome of the theory is the so-called pseudocertainty effect: individuals tend to make risk-averse choices in the presence of positive expected payoffs but risk-seeking choices in the presence of negative expected payoffs. In addition, individuals are often not only risk averse but also ambiguity averse [15] . Given the choice between a certain outcome (e.g., $10) and a lottery over outcomes (e.g., $0 with 50% likelihood and X with 50% likelihood), individuals prefer the certain choice unless they are offered a premium in the lottery so that the expected value of the lottery is greater than the certain outcome (e.g., X strictly greater than $20). Furthermore, there is evidence that competence and knowledge affect individuals' choices. People prefer to bet on events they know more about, even when their beliefs are held constant [33] .
The role of these effects on privacy decision making is likely to be significant, although by no means clear -since many competing hypotheses can be formulated. Individuals who do not adopt free and readily available privacy technologies to protect their data, or accept small rewards in exchange for providing their information to parties they know little about, may have simple no interest in keep personal information private or may in fact be displaying both ambiguity love (rather than aversion) or little consideration of future risks. Individuals' low ex ante valuation of risks could also be due to a lack of faith about the power of protective solutions to noticeable decrease risks.
Related to prospect theory is also the so-called endowment effect, that suggests that individuals value a good more when they already have it in their possession [34] . In the privacy arena, we found preliminary evidence that individuals tend to assign a higher "sell" value to their personal information (the amount they request from others to give them their information) than the "buy" value (the amount they are willing to spend to make sure that the same information is not released to others) [1] . This happens even for pieces of information that would not appear to have financial consequences when released.
Other systematic biases
Individuals tend to make sometimes paradoxical, surprising, and seemingly contradictory decisions (see, for example, [35] and [36] ).
In the privacy arena, a bias that has been object of attention is hyperbolic discounting. Hyperbolic discounting refers to the idea that people do not discount distant and close events in a consistent way. These inconsistencies could lead to phenomena such as addiction and self-control biases [37] . In [3] , we present a model of privacy behavior grounded on some of those distortions -in particular, the tendency to trade-off privacy costs and benefits in ways that may be inconsistent with individuals' initial plans leading to damages of the future selves in favor of immediate gratification [38] .
Several other deviations from rationality may also affect the way consumers decide whether to protect or to reveal personal information. We develop below a list of topics for ongoing and future research.
Valence effect. The valence effect of prediction refers to the tendency to overestimate the likelihood of favorable events. In the form of a self-serving bias, individuals tend to overestimate the likelihood of favorable events happening to them relative to other individuals. In preliminary analysis of users of an online social network, Acquisti and Gross found that online social network users believe that providing personal information publicly on social networks could cause privacy problems to other users, although the same respondents are not particularly concerned about their own privacy on those networks [39] .
Overconfidence. Overconfidence refers to the tendency to be more confident in one's knowledge or abilities than what would be warranted by facts. Examples of overconfidence can be easily found in different arenas, especially in scenarios where probabilities are difficult to predict. In [1] , we found evidence of overconfidence in estimating exposure to a number of privacy risks.
Rational ignorance. Ignorance can be considered rational when the cost of learning about a situation enough to inform a rational decision would be higher than the potential benefit one may derive from that decision. Individuals may avoid assessing their privacy risks for similar reasons: for instance, they may disregard reading a data holder's privacy policy as they believe that the time cost associated with inspecting the notice would not be compensated by the expected benefit (for a related model, see [40] ).
Status quo bias. It could also be that individuals choose not to look for solutions or alternatives to deal with their personal information because they prefer, on average, for things to stay relatively the same (the so-called status quo bias [41] ). In a study of online social networks, we found that the vast majority of users do not change their default (and very permeable) privacy settings [39] . Further research in this area could investigate the relative importance of the status quo bias compared to individuals' desire to avoid learning and transaction costs involved in changing existing settings.
Reciprocity and fairness. Reciprocity and fairness have been studied in social psychology and economics [42] . This literature considers the innate desire to act fairly in transactions with other individuals, but also to retaliate or reward others' behavior when deemed appropriate. We believe that such social phenomena are also of relevance to privacy behavior. It is well known, for example, that survey takers are more likely to respond to a survey when the interviewer sends in money even before the survey has been completed. Web sites that ask for registration even before providing any service in return, instead, may end up receiving incorrect or no data at all.
Inequity aversion. Related to the aforementioned concept is the idea of inequity aversion.
10 Because of it, individuals reject offers or express discontent with scenarios in which they feel that others are unfairly getting better rewards than the individual, or in which they feel that they are getting rewards they do not deserve [43] . In the privacy arena, it is possible that individuals are particularly sensitive to privacy invasions of companies when they feel companies are unfairly gaining from the use of their personal data, without offering adequate consideration to the individual. Or, vice versa, users of social networks may find it natural and fair that, in exchange for the free service they offer, hosting websites end up learning and using information about the individual users [39] .
How to research the privacy phenomenon?
Privacy decision making is subject to several environmental constraints. Because of the complexities and the influence of uncertainty and ambiguity, providing more privacy information, while helpful, may not be always beneficial to the individual -as it may lead to more cognitive costs, heuristics, and biases.
Heuristics are not necessarily risky strategies. They can be good or bad guides to decision making. Similarly, biases and anomalies that affect privacy behavior are not necessarily damaging. Even ex post, only few of the consequences of privacy decisions are actually quantifiable; ex ante, fewer yet are. Accordingly, economic actors and observers will find it difficult to judge the optimality of a certain privacy related choice in economic terms.
It follows that one of the contributions that behavioral economics can offer to privacy research is not necessarily a set of lessons to let consumers avoid all costly mistakes, but rather a number of tools to better understand privacy decision making and behavior.
One of the main challenges in this process lies in the fact that several layers of difficulties are intertwined in the privacy phenomenon: incomplete information, framing and heuristics, anomalies and biases may all play interdependent roles, yet by no means all of them may always be present. It is hard, both theoretically and empirically, to separate the impact of any of those layers from the others. Understanding privacy decisions therefore requires a delicate balance between two types of studies: those that cover privacy holistically in its richness, and those consisting in controlled analyses of specific aspects. Combing the recent wave of theoretical models (like [44] , [45] , or [46] ), surveys (like [47] , [48] , or [1] ), and experiments (in the lab [4] , [28] , or [29] ; and in the field [39] ) with behavioral economics and newer approaches (such as neuroeconomics [49] ) may help us cast light on the intricacies and surprising observations with respect to privacy valuations and actions. The above research can improve policy decision making and technology design for end users and data holding entities. The works and directions discussed in this paper point at an exciting research agenda.
