A new method of parameter estimation in data scarce regions is valuable for bivariate hydrological extreme frequency analysis. This paper proposes a new method of parameter estimation (maximum entropy estimation, MEE) for both Gumbel and Gumbel-Hougaard copula in situations when insufficient data are available. MEE requires only the lower and upper bounds of two hydrological variables. To test our new method, two experiments to model the joint distribution of the maximum daily precipitation at two pairs of stations on the tributaries of Heihe and Jinghe River, respectively, were performed and compared with the method of moments, correlation index estimation, and maximum likelihood estimation, which require a large amount of data. Both experiments show that for the Ye Niugou and Qilian stations, the performance of MEE is nearly identical to those of the conventional methods. For the Xifeng and Huanxian stations, MEE can capture information indicating that the maximum daily precipitation at the Xifeng and Huanxian stations has an upper tail dependence, whereas the results generated by correlation index estimation and maximum likelihood estimation are unreasonable. Moreover, MEE is proved to be generally reliable and robust by many simulations under three different situations. The Gumbel-Hougaard copula with MEE can also be applied to the bivariate frequency analysis of other extreme events in data-scarce regions.
| INTRODUCTION
Over the past three decades, the world has faced an unprecedented increase in the frequency and intensity of extreme weather and climate events, which will have profound effects on both human society and the natural environment. Increasing attention has been paid to extreme events, such as droughts, floods, and storm surges (Ben Aissia, Chebana, Ouarda, et al., 2012; Bracken, Rajagopalan, Cheng, et al., 2016; Liu, Tornros, & Menzel, 2016; Ma, Song, Ren, et al., 2012; Rahmani & Zarghami, 2015; Wang, Chang, & Yeh, 2009 ).
These extreme hydrologic events are often characterized by multidimensional characteristics. The multivariate hydrological frequency analysis is essential for analysing and predicting extreme hazard events and an important step for hydrological design and water resource management.
Over the past several decades, copulas have been widely used in multivariate hydrological frequency analyses. For example, Zhang and Singh (2006) applied a copula to derive the bivariate distributions of flood peak and volume, volume and duration, and flood peak and duration. Ma et al. (2012) modelled joint distribution of drought duration, severity, and peak using trivariate Gaussian and Student t copulas. Ghosh (2010) used copula method to derive the bivariate distribution of monsoon rainfall in neighbouring meteorological subdivisions.
Salvadori, Durante, De Michele, et al. (2016) proposed a multivariate framework to consider hazard scenarios and failure probabilities based on copula theory. Wu, Qing, Lu, et al. (2015) used copulas to simulate the joint distribution between drought duration and drought deficit and investigated the changes in hydrological drought frequency over the Xijiang River Basin in South China. Tosunoglu and Can (2016) constructed the joint probability distributions of drought duration and severity series of Turkey using copulas.
The merits of copulas in hydrologic applications have been discussed in many studies (De Michele, Salvadori, Vezzoli, & Pecora, 2013) . However, estimating the parameters of copulas often requires a large amount of data (De Michele et al., 2013; Reddy & Ganguli, 2011; Salvadori & De Michele, 2004; Vandenberghe, Verhoest, & De Baets, 2010) . The correlation index estimation (CIE), method of moments (MOM), and maximum likelihood estimation (MLE) are often applied to estimate the parameters of a copula and its marginal distributions (Frees & Valdez, 1998) . None of these methods are applicable when the sample size is small, which is typically the case in hydrology (Favre, El Adlouni, Perreault, et al., 2004; Rahman, Rahman, Zaman, et al., 2013) . For example, precipitation measurements are scarce in many regions of the world Wagner, Fiener, Wilken, et al., 2012; Wang, 2001) . How can one estimate the parameters of copulas when insufficient data are available? It may be difficult to apply copulas to multivariate hydrological frequency analyses in data-scarce regions. Many studies in the hydrological literature have focused on the spatial interpolation of run-off or rainfall in ungauged basins (Castiglioni, Castellarin, Montanari, et al., 2011; Wagner et al., 2012) . To our knowledge, few studies in the hydrological literature have been conducted on the application of copulas in data-scarce regions. Thus, we propose an alternative method of parameter estimation for both marginal and joint distributions in situations with insufficient data and take the Gumbel distribution and Gumbel-Hougaard copula as examples.
The contributions of our paper are as follows. First, we proposed a new method of parameter estimation (maximum entropy estimation, MEE) for the Gumbel distribution in situations with insufficient data.
Then, we proposed MEE for the Gumbel-Hougaard copula for use in such situations. The MEE requires only the lower and upper bounds of two hydrological variables, that is, the minimum and maximum values of the hydrological variables.
| MATERIALS AND METHODS

| Study area
To test the effectiveness of our new method, we performed two experiments based on the data collected from the Ye Niugou and The maximum daily precipitation sequences were extracted from the daily precipitation sequences of the four stations.
| Modelling the joint distribution between two extreme hydrological variables with MEE
A copula is a tool to model a multivariate distribution considering the marginal distributions as the input. This tool avoids the restriction that the individual behaviours of the variables must be characterized by the same parametric family of univariate distribution (Genest, Favre, Béliveau, & Jacques, 2007) . The definition of copula is discussed in Appendix A and was introduced in the previous literature (Nelsen, 1998) . Archimedean copulas, such as Gumbel-Hougaard copula, Clayton copula, and Frank copula, are the most widely used for hydrologic applications (Singh & Zhang, 2007) . The Gumbel-Hougaard copula is characterized by an asymmetric density function and can capture the upper tail dependence between variables (Frees & Valdez, 1998) . The Clayton copula can describe the lower tail dependence between variables, whereas the Frank copula can capture the symmetric tail dependence between variables (Frees & Valdez, 1998) . Because this study aims to study the upper tail dependence between the maximum daily precipitation variables, the GumbelHougaard copula is selected to model the joint distribution of the maximum daily precipitation variables.
| Parameter estimation for the Gumbel-Hougaard copula using MEE
The distribution function and density function of the GumbelHougaard copula are as follows:
where p ∈ (0, 1], p is the parameter to be estimated, and u and v are the marginal distribution functions of random variables X and Y, respectively. When p is equal to 1, random variables X and Y are independent, that is, C G (u, v; 1) = uv. Random variables X and Y tend to a complete correlation when p approaches 0. p is often estimated by CIE in hydrologic applications (Ghosh, 2010) . The mathematical relationship between p and Kendall's coefficient of correlation τ is as follows (Frees & Valdez, 1998) :
The upper tail dependence coefficient (λ up ) is calculated as follows (Ghosh, 2010) : 
Maximum likelihood estimation is another method that is widely used for copulas (Patton, 2001 ). The principle of MLE is as follows.
Suppose that there are n samples (x i , y i )(i = 1, 2, ⋯, n); the marginal distribution functions of random variables X and Y are F(x) and G(y), respectively. We obtain
The marginal distribution of the maximum daily precipitation variables is assumed to follow the Gumbel distribution, that is,
As previously discussed, both CIE and MLE are based on the availability of a large quantity of observed data. In many regions of the world, precipitation or run-off measurements are scarce, and sufficient data are not available. In this case, how can one estimate the parameter of the Gumbel-Hougaard copula? To resolve this issue, we propose MEE as an alternative method for estimating the parameter of the Gumbel-Hougaard copula when sufficient data are not available. The principle of MEE for the Gumbel-Hougaard copula is as follows.
First, according to entropy theory (Jones & Jones, 2000) , the entropy of the Gumbel-Hougaard copula can be defined as 
where reach a maximum as in the maximum entropy principle (Jones & Jones, 2000) . There are three reasons for obtaining a solution based on the maximum entropy principle (Jones & Jones, 2000) . First, according to the principle of entropy increase, the entropy of an isolated system tends to reach a maximum. Second, the solution should be consistent with the sample/data, and the fewest number of hypotheses must be made regarding the unknown parts when sufficient data are not available. Third, according to the maximum multiplicity principle, the multiplicity of a state is the number of possible ways in which a system can evolve to that state, and a greater multiplicity of a state corresponds to a larger possibility that a system is in this state.
Based on the above analysis, an optimization model can be constructed.
According to extreme theory, if Equation 8 has a unique solution, the optimal parameter p can be obtained by solving Equation 9.
However, the integrand of Equation 8 is highly complex, and it is difficult to obtain the mathematical expression of H(p); thus, it is Note. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. The Gumbel distribution function and its probability density function are expressed as follows.
where α and β are unknown parameters that must be determined using the observed data. The MOM and MLE are typically used to estimate α and β (Rahman et al., 2013) . Both the MOM and MLE are based on a large amount of observed data (Rahman et al., 2013) . However, certain regions, such as mountain and coastal areas, lack observed data.
In these circumstances, the conventional methods cannot be used to estimate the parameters of the Gumbel distribution.
Thus, we propose MEE as an alternative method of parameter estimation for the Gumbel distribution when sufficient data are not available. The principle of MEE for the Gumbel distribution is as follows.
First, we define the entropy of the Gumbel distribution according to entropy theory.
where a 1 and b 1 are the lower and upper bounds of random variable X, respectively. According to the maximum entropy principle, the optimal parameters are obtained when the values of H(α, β) are maximum (Jones & Jones, 2000) .
Based on this analysis, an optimization model can be constructed as follows: Note. RMSE = root mean square error; MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. Note. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. Note. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. 
FIGURE 3
Comparison of the P-P plots of the theoretical joint frequencies generated from different parameter estimation methods and the empirical joint frequency. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation
According to extreme theory, if Equation 13 has a unique solution, the optimal parameters α, β can be obtained by solving Equation 14. Gumbel-Hougaard copula distribution generated from maximum entropy estimation between the maximum daily precipitation variables of the Ye Niugou and Qilian stations Comparison of the chi-square goodness-of-fit tests for the Gumbel-Hougaard copula generated from different parameter estimation methods (Ye Niugou, Qilian)
Chi-square statistic 2.153 1.566 1.453 0.796 1.219 1.991
Degree of freedom 3 3 3
Note. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. Note. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation.
distribution (α 1 , β 1 , α 2 , β 2 , and p). Both the MOM and MLE require a large amount of data to estimate the parameters of the marginal distribution. Both CIE and MLE also require a large amount of observed data to estimate the parameters of the joint distribution.
| Goodness-of-fit test
Marginal distribution
If the observed data are x 1 , x 2 , ⋯, x n , the empirical exceedance probability is as follows (Reddy & Ganguli, 2011) :
where m is the order of x i in the data set sorted in a descending order and n is the sample size.
The theoretical exceedance probability is r ¼ 1−e Note. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. Note. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. 
FIGURE 7
Comparison of the P-P plot of the joint theoretical frequency and joint empirical frequency of the Xifeng and Huanxian stations. CIE = correlation index estimation; MEE = maximum entropy estimation TABLE 9 Comparison of the chi-square goodness-of-fit test of Gumbel-Hougaard copula generated from different parameter estimation methods (Xifeng, Huanxian) Note. CIE = correlation index estimation; MEE = maximum entropy estimation.
where φ is the coefficient of deviation from the mean,
and s x are replaced by the average value (x) and standard deviation of the sequence {x 1 , x 2 , ⋯, x n }, respectively. The relationship among α, β, E(x), and σ x is as follows:
The values of x r computed by MLE and MEE can be obtained by substituting parameters (α, β) computed by MLE and MEE into Equations 19 and 20, respectively. According to (H i , x i ) and (r, x r ), we plot the theoretical frequency and empirical frequency to determine the fitting effect. The root mean square error (RMSE), which is used for the goodness-of-fit, is calculated as follows:
where H i and P i are the empirical and theoretical frequencies of the ith sample. (1) Probability Random data Actual probability Simulated probability by MOM Simulated probability by MLE Simulated probability by MEE
FIGURE 8
Comparisons between the actual and simulated probabilities generated from different parameter estimation methods (Simulations 1-6) when the true marginal distribution is Generalized extreme value. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation
The chi-square test is used to evaluate the suitability of the probability distributions. For the Gumbel distribution, the null hypothesis is that the distribution function of x is F x ð Þ ¼ e −e −α x−β ð Þ f g and the alternative hypothesis is that the distribution function of x is not
The principle of the chi-square test has been discussed in the literature (Sheng, Xie, & Pan, 2008) . Moreover, K-S test can also be used to evaluate the suitability of the probability distributions (Rahman et al., 2013) .
Joint distribution
By supposing that (x 1 , y 1 ), (x 2 , y 2 ), ⋯, (x n , y n ) are the values of the joint observations and sorting the observed data according to x in an ascending order, the empirical joint frequency H i is expressed as follows (Yue, Ouarda, Bobee, et al., 1999) :
where m i is the number of observations that satisfy (X ≤ x i , Y ≤ y i i, j = 1, 2, ⋯, N) and N is the sample size. The theoretical joint frequency
The RMSE between the empirical and theoretical frequencies is computed by substituting H i and P i into Equation 18, and the empirical and theoretical distributions are plotted to determine the goodness-of-fit.
Furthermore, goodness-of-fit test is commonly used to determine whether the dependence structures of a data set have been appropriately modelled by a selected copula, and there is no universally recommended method. There are many methods for performing the goodness-of-fit test (Genest, Favre, et al., 2007; Genest, Rémillard, & Beaudoin, 2007; Panchenko, 2005) . Ma et al. (2012) used a goodness-of-fit test intended for a copula because they believed that it was more convenient than other tests because it belongs to the univariate distribution test. Moreover, K-S test can also be used for to et al., 2012) . Its principle is discussed in Appendix B and was introduced in the previous literature (Nelsen, 1998) . 
Probability
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FIGURE 9
Comparisons between the actual and simulated probabilities generated from different parameter estimation methods (Simulations 7-12) when the true marginal distribution is Gamma. MOM = method of moments; MLE = maximum likelihood estimation; MEE = maximum entropy estimation The RMSE between the empirical and theoretical frequencies at the Ye Niugou and Qilian stations are shown in Table 2 , and the goodness-of-fit result is shown in Table 3 . For MEE, the RMSEs at both stations are extremely small, although they are slightly greater than those obtained using MLE and CIE. However, the performance of MEE is considered satisfactory considering that it uses only two data points. Table 4 . 
Goodness-of-fit test
| Simulation of the joint distribution
Goodness-of-fit test
The P-P plot of the theoretical and empirical joint frequencies is shown in Figure 3 . Table 5 . Figure 3 shows that all points of the empirical and theoretical joint frequencies are consistent with the 45°line. Figures 4 and 5 show that the Gumbel-Hougaard copula distribution obtained by MEE is highly similar to the empirical distribution. The upper tail dependence coefficient is about 0.169 (Table 4) , and it shows that the maximum daily precipitation in Ye Niugou and Qilian stations has an upper tail dependence, which suggests a certain of possibility of simultaneous occurrence of extreme precipitation events at those two stations. Therefore, the Gumbel-Hougaard copula obtained by MEE can capture the dependence pattern and structure of the maximum daily precipitations of two neighbouring stations. MEE is advantageous in terms of its ability to obtain a satisfying result using only four data points, whereas CIE and MLE are based on a large amount of data.
The RMSEs of CIE, MLE, and MEE are 0.037, 0.036, and 0.052, respectively. Although MEE has a slightly greater RMSE than MLE and CIE, the performance of MEE is good considering that it uses only four data points. The chi-square test results are shown in Table 5 . The chi-square statistics for MEE are 1.219 and 1.991, which are less than χ 2 0.1 (3), that is, 6.251; thus, both C 1 (u, v) and C 2 (u, v) are uniformly distributed with a significance level of 0.1. Thus, the Gumbel-Hougaard copula obtained by MEE is similar to the empirical distribution.
Moreover, for C 1 (u, v), the chi-square statistic of MEE is less as shown in Table 6 . Table 6 shows that the parameters obtained by MEE are highly similar to those obtained by the MOM and MLE. Considering that MEE uses only two data points, its performance is highly satisfactory, whereas both the MOM and MLE are based on a large quantity of observed data.
For the Huanxian station, MEE has the smallest chi-square statistic and thus the best performance (Table 7) . For the Xifeng station, the chi-square statistics of both the MOM and MLE are less than χ 2 0.1 (2), that is, 4.605. MEE has the largest chi-square statistic,
(5) Probability Random data Acual probability Simulated probability by CIE Simulated probability by MLE Simulated probability by MEE
FIGURE 10
Comparisons between the actual and simulated probabilities generated from different parameter estimation methods (Simulations 1-6) when the true joint distribution is Clayton copula. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation which is less than χ 2 0.01 (2), that is, 9.210. Therefore, for the Xifeng station, MEE performs slightly worse than the MOM and MLE, but the MEE result is acceptable considering that it uses only two data points.
| Simulation of the joint distribution
Parameter estimation
The parameters of the Xifeng and Huanxian stations can be computed by CIE and MLE based on the maximum daily precipitation sequences during the period of 1958-2012 (Table 8) .
By analogy, we can compute the MEE-estimated parameter.
Based on the scopes of the maximum daily precipitation sequences during the period of 1958-2012 of those two stations, the parameter can be obtained using the genetic algorithm. The upper tail dependence coefficient λ up can be obtained (Table 8 ). In Table 8 , the parameter obtained by MLE is 1.3129, whereas the parameter of Gumbel-Hougaard copula is 0-1; thus, the MLE result is unreasonable. Moreover, the p values obtained by CIE and MEE differ considerably, and the upper dependence coefficients λ up obtained by CIE and MEE also differ considerably.
Goodness-of-fit test
By analogy, the P-P plot of the theoretical and empirical joint frequencies can be obtained (Figure 7 ). Figure 7 shows that the empirical and theoretical joint frequencies are located along the 45°d iagonal line. The upper tail dependence coefficient is about 0.165 (Table 8) , and it shows that the maximum daily precipitation at the Xifeng and Huanxian stations has an upper tail dependence, which implies the simultaneous occurrences of extreme precipitation events Probability Random data Acual probability Simulated probability by CIE Simulated probability by MLE Simulated probability by MEE
FIGURE 11
Comparisons between the actual and simulated probabilities generated from different parameter estimation methods (Simulations 7-12) when the true joint distribution is Frank copula. CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation at these two stations. Therefore, the Gumbel-Hougaard copula obtained by MEE can capture the dependence pattern and structure of the maximum daily precipitations of two adjacent stations. MEE is advantageous in terms of its ability to obtain a satisfactory result using only four data points, whereas CIE and MLE require a large amount of data. Moreover, the upper dependence coefficient computed by CIE is only 0.067 (Table 8) , which implies that there is no upper tail dependence between the maximum daily precipitations of Xifeng and Huanxian stations, which contradicts the empirical distribution. Thus, the upper dependence coefficient computed by MLE is incorrect.
The RMSE of MEE is only 0.041, although this value slightly greater than that of CIE (0.034). Considering that MEE uses only four data points, the fitting effect of the MEE is considered satisfactory. The results of the chi-square test are shown in Table 9 . For MEE, the values of the chi-square statistic are 4.748 and 3.291, which are less than χ , it may be difficult to ensure the accuracy of the lower and upper bounds of two hydrological variables in data-scarce regions. Therefore, the effect of the accuracy of a 1 , a 2 , b 1 , and b 2 on the MEE result is extremely important. First, we analyse the effect of the accuracy of the lower bounds. Because all hydrological variables are greater than or equal to 0, the lower bound of the hydrological variable can be assumed to be 0. Now, we compute the parameter of the Gumbel-Hougaard copula when a 1 and a 2 are equal to 0 and b 1 and b 2 remain unchanged. Table 10 shows that when a 1 = a 2 = 0, both parameters are notably close to the values when a 1 and a 2 are the minimum of the maximum daily precipitation sequences. Therefore, a 1 and a 2 can be assumed to be 0 when it is difficult to obtain the lower bounds of two hydrological variables. Twelve simulations were performed to evaluate the performance of MEE when the true marginal distribution is Generalized extreme value or Gamma. First, we used random number generator of Generalized extreme value to generate 6 data sequences with the sample size of 52. Furthermore, we used random number generator of Gamma to generate another 6 data sequences with the sample size of 52. Then, Note. RMSE = root mean square error; CIE = correlation index estimation; MLE = maximum likelihood estimation; MEE = maximum entropy estimation. we fit these data sequences with Gumbel distribution using different parameter estimation methods. We computed the true probabilities (P(x < x i )(i = 1, 2, ⋯, 52)) using its true distribution (Generalized extreme value or Gamma) and the simulated probabilities using Gumbel distribution by MOM, MIE, and MEE, respectively. The comparisons between the actual and simulated probabilities are shown in Figures 8 and 9. The RMSE between the actual and simulated probabilities are shown in Table 11 . Figures 8 and 9 indicate a good match between the estimated and true distribution. The performance of MEE is nearly identical to those of the MOM and MLE in most of the simulations. For MEE, the RMSEs of all the simulations are extremely small, although they are slightly greater than those obtained by MLE and MOM in some simulations (Table 11) . Therefore, all the simulations indicate the performance of MEE is highly satisfactory when the true marginal distribution is Generalized extreme value or Gamma.
| The true joint distribution is Clayton or Frank copula
Twelve simulations were performed to evaluate the performance of MEE when the true joint distribution is Clayton or Frank copula. First, we used random number generator of Clayton copula to generate 6 data sequences with the sample size of 52. Furthermore, we used random number generator of Frank copula to generate another 6 data sequences with the sample size of 52. Then, we fit these data sequences with Gumbel-Hougaard copula using different parameter estimation methods. We computed the actual probabilities (P(x < x i , y < y i )(i = 1, 2, ⋯, 52)) using its true distribution (Clayton or Frank copula) and the simulated probabilities using Gumbel-Hougaard copula by CIE, MIE, and MEE, respectively. The comparisons between the actual and simulated probabilities are shown in Figures 10 and 11 .
The RMSE between the actual and simulated probabilities are shown in Table 12 . Figures 10 and 11 indicate a good match between the estimated and true distribution. The performance of MEE is nearly identical to those of the MOM and MLE in most of the simulations.
For simulations 1-6, the average RMSE of MEE are only 0.0399 although they are slightly greater than those obtained using MLE and CIE (Table 12 ). For simulations 7-12, MEE has the smallest average RMSE and thus provide the best performance (Table 12) . Therefore, all the simulations indicate the performance of MEE is highly satisfactory when the true joint distribution is Clayton or Frank copula.
| The MEE-estimated parameter under different sample size
To test the effectiveness of MEE, we carried out eight simulations under different sample size. The sample size are 5, 10, 15, 20, 25, 30, 40 , and 50, respectively. Table 13 shows a comparison of the values of the estimated parameter and absolute percentage error (APE) generated from different parameter methods. The APE is calculated as follows.
where p i is the value of the parameter generated from different 2. MEE requires only the lower and upper bounds of two hydrological variables. Many methods can be used to estimate the upper or lower bounds of hydrological variables, such as the two-site joint probability approach for transfer of hydrological information between two stations (Wang, 2001 ), a new information diffusion model for spatial interpolation of hydrological variables (Hong et al., 2017) , and other spatial interpolation methods.
| Conclusions
Our paper proposes a new parameter estimation method (MEE) for the 3. MEE is proved to be generally reliable and robust by many simulations under three different situations.
The Gumbel-Hougaard copula with MEE can also be applied to the regional bivariate frequency analysis of other extremes, such as flood peak volume and flood volume duration. In this paper, we proposed an alternative parameter estimation method in situations with an insufficient amount of data, just taking Gumbel-Hougaard copula for special case. However, there are many types of Archimedean copulas, such as Clayton and Frank copula, and determining how to estimate their parameters in situations with insufficient data is an important task. Therefore, future studies will focus on these priorities.
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