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ОБ ОПТИМАЛЬНОМ ВЫБОРЕ ПАРАМЕТРА РЕГУЛЯРИЗАЦИИ 
В МЕТОДЕ ТИХОНОВА 
Г. Вайникко 
Обсуждаются алгоритмы выбора параметра регуляризации в ме­
тоде Тихонова, обеспечивающие оптимальность метода в ослаб­
ленных норнах. 
I. Введение. Из результатов [б] следует, что оптимальные 
методы вычисления значений линейных неограниченных операто­
ров в гильбертовых пространствах можно строить на основе ме­
тода А.Н.Тихонова. В более явной форме этот результат сфор­
мулирован в работе [I], в которой рассматривается решение ли­
нейных некорректных задач в виде уравнений; см. также [3]. 
Настоящая статья преследует методические цели. Мы строим 
полное доказательство оптимальности метода Тихонова в ослаб­
ленных нормах, сосредоточив внимание на алгоритмах (оптималь­
ного) выбора параметра регуляризации. Дадим точную постановку 
вопроса. Имеется уравнение 
) (I) 
где A z^CCHjF) - линейный непрерывный инъективный оператор 
из гильбертова пространства Н в гильбертово пространство Г. 
Оператор А считается известным точно, правая часть ß - при­
ближенно II Априорная информация пусть заключается 
в принадлежности решения шару 
= {соеН: Ци.Ц
н  
5 ? } ,  ?>0. 
Погрешность приближенных решений будем измерять по норме не­
которого гильбертова пространства Ь , такого что Н cf и опе­
ратор/^ вложения Н в Е компактен. Требуется подобрать такой 
метод (такое отображение для которого реализует­
ся ивфимум наибольшего отклонения 
"{CÕj t; P/9) = ~ U  ^ 
г 
«Л U-fri l ls -
Нашей целью является показать, что при подходящим выборе па­
3 
раметра oc=ac(£)-oc(c)j > о этот тфимум достигает­
ся на методе Тихонова 7~ - (ы. Г + А*А)-<А* т.е. 




Здесь I - единичный оператор в Н , A*e^C(F; Н) - сопря­
женный к Ae<£(H,F) оператор. 
2. Опенка снизу. Хорошо известно (см., например, [4] или 
[2]), что 
llvf Iff (У, F, f; 9>) £ t, £ X (4) 
где 
r j ( 5  F  p \ ~  - v « , p  I M J n  =  W i  I ! " • l i p •  
; u e J i f / l i A u d ^ S  E ||a/?||H$17f|A^/5-/|F<1 
Согласно [б], для любых операторов Cl€ ^(Yj У t), õ- о, X 
(X, X- - гильбертовы пространства), справедливо неравенство 
-w-ip l(C= II = II C 0  x Ii. 
И'С^ц^/цс^Ия о<^<1 (5) 
Вместо инфимума по здесь можно написать минимум 
по te [0,-1] - он достигается.По некоторнм причинам нам удоб­
нее работать с Итак, 
ы^Л5>) = [ * л «/у I[ J + (4 -*) ii А«,;5 rF ]1/Л' 
Обозначим через ^e<£(Ej Н) оператор, сопряженный к операто­
ру вложения lhe £(Hjt): 
(е ,  u,)g .  = (Je ;  и-) н  \/ее Е,  и ,еН. 
Оператор J-6<£(E?H) вполне непрерывен вместе с Гне ; рас­
сматриваемый как оператор в Н или в Е , он самосопряжен, по­
ложителен и вполне непрерывен. Теперь формула для со примет 
вид 
Е. о) = - uni X (J:), (6) 
> цдю (±а+jriA*An, а)
н  
°<& 
где а#) - наибольшее собственное значение задачи 
* ( p l  + (7) 
f pi + = 
Оператор (•— Г + ~рг~А*~А) ^2f вполне непрерывен, самосопря­
жен и положителен в пространстве Е , поэтому 
>.«•)= II (fr г^Л"АТ'Л
ЖШ)П, (8, 
и окончательно 
w (5^ „У, l l (  f J +  ^ ^ Е) ' О) 
Согласно (6), лЮ равна супремуму некоторого семейства 
выпуклых на (0,1) функций вида ^/[czi + с3 0-Е)], c1tc.^c3?о;  
поэтому и сама выпукла на (o;-f). Из (8) следует, что 
At) непрерывна по i и даже удовлетворяет условию Липшица ви­
да 
I $ С-%? -~r^~ > 
3. Оптимальность метода Тихонова. Допустим, что ив$имум 
в (9) достигается при некотором е (о, 4). Покажем, что при 
(|-)2 справедлива оценка 
^ F, р X 
что совместно с (4) приводит к утверждению (3) об оптималь­
ности метода Тихонова в норме Е на множестве ; более того, 
Е }  5>, 3>) = (f ^  тсс) = wfJ, E,j>). (Ю) 
Обозначим A*A-)^A*fs • Для любого не Н 
имеем 
Uy - и, = — ы. Ы I+А А) 1  м, + Г +А*А) 1А f ^ 5- ~ А , 
и в соответствии с (2) 
4^5 ^ TV ) -
we Я, 5"^ F) li и iL £ 
Р НАЬ-Mf* 5'  
I «*-•%= 




усоь 11<>а[ы IА*АУ и. •+ 5"(^Г+А*А) 1Л*2-
IMgSM 
= ini . , ,, 1te  1!?*(*Г+,Л*АУ" a ^ UUA*Ay1AH's :  II 
(на последнем щаге преобразований мы использовали равенство 
(5))„ Введем на X = Н х F скалярное произведение 
(y i j  ~ ^  (^U (?1_, ) У-t - ( ^ ^  ) L=-fjX . 
Тогда li * II 
х 
- [i li^Ulf -f O-f) If 9-(l 2
Г 
и формула для ^ про­
должится так: 
l l c '^(x i r E) =  oJ<-,  1 С Л ' "Св,еу 
где 
= foc^r+A *A)"V + ^бГ+д*АГЛ*2, = 
а С* £J£(E; Xf ) - сопряженный к С„ ejfY Xf, В) оператор, 
действующий по формуле 
- (  i -\u tocI + A*AT"j t \  
С° 6 ~ U-tyW^r+AVO^e > e e F '  
ТГ^лтр.Р. 
CoCU= [t-<focüU[-tA*Ay\ ^ -^y1^(^A"A)~lAxA]j; 
При (-t-t) X т.е. при ( 4-) это выражение 
упродается: 
CcС**= (fa+5*)(<*[ + A*'A)'1 J-(pi + A)"J . 
Итак, при i-i*, имеем (см. (9)) 
«ä)E,?,7-_)=l(k'r +  l^A*ArjlQ0=*v ,E,f) .  
Этим установлена оптимальность метода Тихонова в предположе­
нии, что в (9) инфимум по -Ь достигается при некотором 
(о, л). Есть еще теоретические возможности, что инфимум в 
(9) достигается в пределе t о или t -М - Изменения, ко­
торые в этом случае следует внести в рассуждения, очевидны. 
4. Численное приближение оптимального значения параметра. 
Из проведенных рассуждений вытекает следующее предписание для 
определения оптимального =< - ы.(3, Е, q) : 
а) вычисляем наибольшее собственное значение x(f) (0 < 
<t < 1) задачи (7); 
б) найдем точку ^eZ°/ U, в которой выпуклая на [с ,  i]  
функция al~t) достигает своего минимума; 
6 
. •£* • /  5" \ a  
з) ПОЛОЖИМ с£ - 1  -  ( у у  .  
При этом aj(SjFj ф= I (•£*)]- погрешность получаемого 
оптимального метода на (см. (10)). 
Наибольшее собственное значение а(£) и соответствующий 
ему собственный элемент ut задачи (7) можно найти итерацион­
ными методами, например, при помощи простейших итераций 
[ -6 т 1- t- . V . 1-1 Ut ?n-1 
=г Р г + А л j j 
,1и
ч)П. " е 
+ (<-*) JA 4.^/s- i ip  
Для вычисления можно рекомендовать, например, алгоритм де­
ления отрезка пополам. Укажем, в какую сторону от очередного 
-be(GjA) располагается . Нетрудно усмотреть, что 
; если 5" H^IL < lj AutliF , 
t* ? Ь, если 5 IILLfll ц 
если S" li % llH = у ItAu^h . 
В случае интегральных уравнений первого рода часто пола­
гают 
Н = W~ n ' x  (« , £ ) ,  (S^) H = ^  + u-^Y-s)  d  б, 
F=LY<*, &), F= !-*• (с ,d) .  
Это соответствует ситуации, когда известна априорная информа­
ция о принадлежности решения р-шагу пространства по­
грешность метода измеряется по норме /Л , и правая часть 
уравнения дана с ^-погрешностью по норме /Л. В рассматри­
ваемом случае J - L'"1; где L - дифференциальный оператор 
L + и. с краевыми условиями , 
J= м,
ч
. . ;  Afvv-i , Изучаемый выше вариант метода Тихонова при­
мет вид Ы L + АтА)и = ATfs > u-(j) a]= 
где A(Lz[c;clX L*U, &)) - сопряженный к А , рассматри- > 
ваемому как оператор из Lz L2 (с, d). Если 
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OH THE OPTIMAL CHOICE OP REGULARIZATION PARAMETER 
IN THE TIKHONOV METHOD 
G.Vainikko 
Summary 
bet H; f~ jr be Hilbert spaces, H с E compactly. Consider 
equation (1) with А F) and. the Tikhonov method u^ = 
=» (off + А*АУ with II $ S\ The error of la 
estimated in the norm of We discuss the algorithm of the opti­
mal choice of = =4<f5) F, 0 ) provided that the exact solution 
u.6 : Н&Цц 5 5>>q. This algorithm is formulated 
in section 4. 
8 
Уч.зап.Тартуск.ун-та,1986,762,9-15. 
О СХОДИМОСТИ МЕТОДА ТИХОНОВА ДЛЯ 
НЕЛИНЕЙНЫХ НЕКОРРЕКТНЫХ ЗАДАЧ НА КЛАССЕ 
ФУНКЦИЙ ОГРАНИЧЕННОЙ ВАЖАЦИИ 
Э. Вайникко 
Изучается сходимость метода А.Н.Тихонова для нелинейных 
некорректных задач. Предполагается, что задача имеет точное 
решение ограниченной вариации; в качестве стабилизирующего 
функционала [4] привлекается полная вариация функции. Уста­
навливается сходимость тихоновских приближений по норме Lp, 
а в случае непрерывного точного решения - равномерная схо­
димость. Доказательство (§ 2) базируется на теореме Хелли и 
одном достаточном условии равномерной сходимости функций 
ограниченной вариаций (§ I). Усиливаются результаты [IJ. 
В [ 2, 5] теорема Хелли использовалось для обоснования схо­
димости некоторых других методов регуляризации на компакте 
монотонных функций. 
§ I. Равномерная сходимость 
функций ограниченной вариации 
Через 
V«Lu] = «up^Llüt-fco-uct^l ,  
как обычно, обозначаем полную вариацию функции 
(верхняя грань берется по всевозможным разбиениям отрезка 
Lajfc) точками , г= 1,1,... ) . Нетрудно 
доказать следующее свойство полной вариации: если и и и
и 
(пгд.,1,... ) имеют ограниченную вариацию и uv.il—>о<Ч] 
при оо для каждого -t€.La,W , то 
V£Lu3 4 lm V£[unl. (I) 
В дальнейшем важную роль играет теорема Хелли (см. [3 3, 
гл. У1, § 6.5): если 
= ceivst; VaLivU = cön^- (п=4Д,.-0; 
то последовательность un содержит подпоследовательность, 
сходящуюся в каждой точке отрезка , 
Нас интересует вопрос о равномерной сходимости. Обозначим 
Л4 = Д,.
С 1_=[а: Iutt)[6Со ,VŽLul5cj  .  (2)  
2 9 
Лемма I. Цусть функции u„e J/( (n = l,2,... ) монотонно 
возрастающие, u.n(t)-» u.(t) при кавдом t e La^] т при­
чем предельная функция и непрерывна на La,ß] , Тогда 
- a(i)l-»0 при n-9-co 
Доказательство. Из непрерывности функции и получим, что 
для любого ь > о найдется разбиение отрезка 1а,Ы точка­
ми = так что 
lua^bu(t k)U£.  ( 3 )  
При достаточно большом л, > о для всех п т- п„ имеем также 
Iu- 4Ci c)- U(-fc t) | < £ , k  .  
Возмем произвольную точку t; из произвольного отрезка 
Lt< te+1] . Учитывая (3) получим, что 
<  
Ь £- ,  h  > vi .  .  
В силу монотонности 
k-st-U) ' , 
U OrJ 4U[-1') * u. (tevt) | 
откуда получим оценку 
Ввиду поизвольности £ и -L'e-La,^] , приходим к утвервде-
нию леммы. Лемма I доказана; использовались детали рассувде-
ний из L2], гл. ЗТ, § 6.5.  
Замечание I. Если требование монотонности отбросить то 
утверждение леммы I не справедливо. Приведем соответствующий 
пример. Рассмотрим непрерывную функцию ц
и  
на отрезке Ce^i] 
с носителем 'Vu^p( uy,)c (±_ i А.) ( такую, что ^ 
= ujU\~ а причем на отрезках Г 1_ JL1 и[1_ Д] она 
J ' 
л 
ЗГ) д.^1 i-V) п 
монотонная. Ясно, что 
u^(t)-*o при всех 
i6[o,i] (VILu^ 
но wwlu.J=rl. В 
И  
х н Г  
, т 
этом примере v. L] 
не сходится kVoLuI. 
З.Г) д,п 
Теорема I. Пусть (п-1 Л.-- '), Для 
всех te[a &3 ; V|[uj-» Valu] при 1Л-» со, причем пре­
10 
дельная функция и. непрерывна на La,<>] . Тогда^^ I u„(f) -
при Vi-? oo. 
Доказательство. Сперва убедимся, что 
ValuJ—*V£[u3 при to —oo Vt<6 La,4].  (4)  
Допустим противоположно утверждению, что в некой точке 
' -t'e[q (>3 такой сходимости нет. Из поточечной сходимости 
и (I), тогда получим, что 
V£lu.] < Zem^V^Lu.^ . (5) 
Учитывая, что V£[-|] = Va С|3 + L j-1 , шеем 
Vl'Lu l^ 4 V*[C^1 Va [ u] + \# L Hl . 
Из неравенства (5) теперь подучим 
что противоречит свойству (I). Итак (4) имеет место. 
Представим u.h и К в виде 
^ п — Vi L ц „3 - (Ч-'), 
U.U) = VŠLu.] . 
Здесь функции V£tu„l Lul, -v3^Ct), 1л>{4) монотонно 
возрастающие. Из непрерывности U(f) подучим что и Vil^I 
непрерывна (см. L3], гл. У1, § 2), а следовательно непрерыв­
на и функция и(.*) . Из леммы I теперь вытекает, что имеют 
место равномерные сходимости Vatti,,)->Vati<-3 и 
—» ), следовательно и равномерная сходимость 
ц(-{-). Теорема I доказана. 
В [I] близкий результат установлен при условии абсолютной 
непрерывности U . 
Замечание 2. Сохранив остальные условия теоремы I, осла­
бим условие о непрерывности предельной функций: пусть она не­
прерывна на некотором подотрезке La',fe'3c [a 4] . Тогда со­
ответственно ослабится утверждение теоремы: ixL-k) 
равномерно на отрезке [»', 4'3 при v) —^ оо . 
§ 2. Теоремы сходимости метода Тихонова 
Раесмотрим задачу 
А и. = (6) 
где оператор А действует и непрерывен из ЕГ = L^fa, 
(l^p<oo) в некоторое банаховое пространство F . Введем 
2* 
II 
множество V функций ограниченной вариации. Ясно, что 
Vc.Lp (аЛ). Цусть нам вместо А и sF известны соответству­
ющие приближении А. и где 
" r f H S ' ,  т 
Р\у Й<Э являются непрерывными и 
lA*u-Au.l*^y(lu,iU) VufcV. (8) 
Здесь функция > о монотонно возраставшая, 
IlUfl*, = [lc(a)l + ViL(xl . 
Найдем приближенное решение U^_ задачи (6) методом 
А.Н.Тихонова определив его как приближенную точку минимума 
сглаживающего функционала 
фДи) s|lAYa--fs|40UaVL , и- ^V; о) 
где о < Л е- R - малый параметр. 
Теорема 2. Пусть уравнение (6) однозначно разрешимо, при­
чем решение U.0eV . Цусть выполнены условия (7), (8) и 
Uj=>V - произвольная точка, для которой 
1 , 3  с е 4 н  .  ( Ю )  
Пусть 
при S ^  ~>о , ( п )  
(5+д)1" ограничена при *-0. 
Тогда II UgL.—" Lteil^ 6)-» О при 6",^ о . 
Доказательство, 'так как ue£\Z , то из (10) получим 
I A^U^fsllV «U U J*1« &LlAt<lo -fr Г+*4мД (12) 
Из (7) и (8) вытекает, что 
Ч -^1 - +  С-*"! I Cr =  ^('1 иеЧ
Т
)/ 
и (12) принимает вид: '-
И |з"1|L + oZ-U Uj^ < & I (<^+ ) +aU| U0 II** j . (13 ) 
Отсюда и из (II) видно, что при S о имеем 
l A u , - | s | k o .  < и )  
Из (13) следует также, что 
1 u+ fei u. l | + v . 
Из последнего неравенства получим, что I и^(а) | и Vi [ 
равномерно по J~ ограничены, поэтому (см. (2)). 
Покажем, что сходится к функции U0 при <5До­
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статочно показать, что для любых последовательностей <У
П 
и 
^ , сходящихся к нулю, и-0\?(«бГ~!* ° > где ^ i = 
= ei_(<5",,^^. Предположим противоположно утверждению, что 
найдется подпоследовательность (о.
Л n) n е ^  'с. |ц для которой 
^ (ц"" м-°Ии ?(а (б) ^ £о  " >° I Ю 
По теореме Хелли из этой последовательности можно извлечь 
подпоследовательность, такую что (f) —и'[ f)( Л в W "сД/ \ 
для каждой "b^Lo.,61 ; где u' е Л(. По теореме Лебега та же 
последовательность сходится к тому же пределу и в простран­
стве Lf(Q,6) . Из непрерывности оператора А следует, что 
Alv -9- Aa' f  neN", и из (14) теперь получим, что Аи'~^, 
следовательно u'-U„ . Это противоречит (15). Теорема 2 до­
казана. 
Наш основной результат заключается в следующем. 
Теорема 3. Цусть уравнение (6) однозначно разрешимо, при­
чем решение и.„ непрерывно на La, 6] и имеет ограниченную ва-
вариацию. Цусть выполнены условия (7), (8) и следующие усло­
вия: V произвольная точка, для которой 
ПуСТЬ И (SjHl). сходятся к нулю при <5^-»о. 
Тохяа^! u^^f)-aoCf)|-^o при 
Доказательство. Аналогично доказательству теоремы I имеем 
-ь (16) 
Так как по условию 4. и (S +-Ъ) -»о при 5^ -^>о, 
то из (16) следует что 
Покажем, что 
* u. IUL = (I7) 
Предположим противоположно утверждению, что найдутся после­
довательности, для которых <5"
п  





' " - k 1 ,  n e I N  .  ' ( 1 8 ) '  
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По теореме Хелли найдется последовательностей^^ N , 
которая поточечно сходится к некоторой функции й'. в доказа­
тельстве предыдущей теоремы мы убеделись, что (л„. Из-
свойств нижней грани и из (I) следует, что 
vituj] > 
ÖA-»0 М;->0 ^ J 
»*• ; 
что противоречит (18) и доказывает (17).Теперь утверждение 
теоремы о равномерной сходимости и.^ „ ^ ^ и
е 
следует из 
теоремы I. Теорема 3 доказана. 
Теорема 3 усиливает близкий результат работы Li], в кото­
рой оператор А считается заданным точно и предполагается 
абсолютная непрерывность решения и0 . 
Замечание 3. Сохранив остальные условия теоремы 3, осла­
бим условие о непрерывности решения уравнения (6): пусть оно 
непрерывно на некотором подотрезке [a. 1,6'3cLci &l. 
Тогда соответственно ослабится утверждение теоремы: 
Замечание 4. Теорема I позволяет установить равномерную 
сходимость и некоторых других методов регуляризации вари­
ационного типа, например, метода невязки, в котором в ка­
честве стабилизирующего функционала привлекается S2(и)— 
= 1 и(о-)) 4- VŽLu] . 
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ОН THE COHVERGBHCB OP TIKHONOV'S METHOD 
ЮН HOHbUfEAR ILL-POSED PROBLEMS 
OH THE CLASS OP POHCTIOHS OP BOÜHDED VARIATION 
E. Vainikko 
Summary 
This paper deals with the Tikhonov's regalarization method 
for nonlinear ill-posed problems.The conditions for the uni­
form convergence of the method of minimizing the Tikhonov's 
functional in the form (9) are given on the class of func­
tions of bounded variation. It appears that the following 
condition is decisive; the solution u-0 of problem (6) exists, 
is unique, continuous and is with bounded variation. The main 




РЕГУЛЯРИЗАЦИЯ ОДНОГО УРАВНЕНИЯ ВОЛЬТЕРРА I РОДА, 
РАВНОСИЛЬНОГО УРАВНЕНИЮ 1 РОДА 
Я. Янно 
Изучается класс интегральных уравнений Вольтерра I рода, 
возникающих в теории обратных задач для наследственной среды. 
Основные свойства ядра таковы, что изучаемое интегральное 
уравнение равносильно уравнению Вольтерра Ш рода. Предлагает­
ся сохраняющий вольтерровость метод регуляризации, доказывает­
ся его сходимость, оценивается погрешность, 
I. Введение. Рассмотрим уравнение Вольтерра I рода 
J*G,(i,s)u(s)Js= f(+) , J* IVl, И) 
в котором 
С 3 ) (°)= ^  fo) ^ (с)—О j j 
Oi (-^s) как функция от -Ь при абсолютно непре­
рывна вместе с производными 
а) < 
r\ t 
сцf &;(4rtS) f  
G\(V>£0 (если и>4 
(4,4)=-х"£ , -f [°,тЗ , y>o , 
где ^ - интегрируемая (в смысле Лебега) - непре­
рывная функции и 4i^c)=D . 
Отсвда видно, что (I) равносильно уравнению Ш рода 
Уравнение типа (I) возникает (см. [9]) при решении обрат­
ной задачи наследственной среды, состоящей в определении 




•&(у,о> Л4(*,с) = С) t/0/V), 
-{Ух ( ) ** (41 j с < ^2 ) 
(2) 
(3) 
В [9] эта задача при некоторых предположениях о /с, а 
также о ^ £ %,*%(*)=• %(4)) была сведена к 
уравнению Вольтерра для определения вспомогательной функции 
К : 
£ ^  S) ж\[(4г) ) Oi4<M , 
(>(+,s) = j с s*/|4+Ä-s-r)Ъ*)-%(4*Ь-9-тН1т))& 
В 
<s 4l l( )%(++&-о *et s)ds-
В первой половине данной статьи мы докажем выполнение уело* 
вий а) для указанных в (3) (5 и ^. 
Регуляризация уравнения Вольтерра I рода хорошо изучена 
ДЛЯ случая &i Н,-£)Е<? , © « »' 4 >1-2 , 6,-,{4,4) ^ о. Тогда мож­
но использовать специально подобранные уравнения второго ро­
да (см. Гб, 7]) или методы квадратурных формул (см. [I]).Бо­
лее общий случай, когда 6 (4,s) имеет положительные характе­
ристические числа, рассмотрен в [23 и подучена сходимость ме­
тода Лаврентьева в LA -норме. В работе [5] доказана сходи­
мость метода Лаврентьева в предположении, что 6(4,4) имеет 
нули конечного зорядка в точках ir-o, -t = x и уравнение 
первого рода равносильно уравнению второго рода с ограничен­
ным ядром. Наш случай не подчиняется ни одному из ранее иссле­
дованных и требует отдельного изучения. Этим вопросам посвя­
щена вторая половина статьи. 
2. Выполнение условий а). При сведении задачи (2), (2*) 
к интегральному уравнению в [93 в частности требовалось, что­
бы Ж была непрерывной, положительной, монотонно убывающей и 




, f0 Я, (4-)М <о= . 
Теорема I. Цусть выполнены отмеченные условия о Л' и Л-,. 
Кроме того, пусть и %/(+) локально интегрируема 
на Со,0»). Цусть ч0€ с *<+3Соу=е> , , существует произ­
водная несобственный интеграл, определяющий пре­
образование Лапласа сходится абсолютно для функций , 
о*и*+ч, и v. t f%)=r 0 y  05.;#ь , <*. 
Тогда = (fxC^) ß где &(*>"*) -решение прямой задачи (2), 
5Т следующие свойства: 
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V«6 С [\С** К  L Л [ fk,o*) )  
\b) = о , 05-t ^  %. t £>£.;« lu , 
&+o)= ^#>r £ъм).  ^ 
Доказательство, Обозначив <°)= =< и V.W = 
= t(4t «.W , где *=(+)= * Si l ' 1  
' (*•<)! («,**> I 
Цуеть производные по x решения прямой задачи (2) в точке 
х= / с граничными значениями &> и X, (вместо YL ) будут 
соответственно % ш Хе * Тогда V* /4) - fyti)+ %((+). Связь 
между изображениями Лапласа функций V/, следующая 
(см. 1э1): 
^о<^€лр(- ja(l . 
Очевидно, 
iV ^ ^  M f i ) ) , йг|»с, 
ф®Ср» +рь*.)вср(- fk(  fy+0),  &p>f0 i  
Для функции to'КО , о <i б iM+ 4 , интеграл Лапласа сходит­
ся абсолютно и ^'"*г)(о)=о. Эти свойства 
дают оценку |t,Lfj>) I ^ с lpl R«p»C . Поскольку 
"ХгЧУ -
& ( fe-ktfCp) Z?0; (cm. L9])j 
^0 ' 
R,pro . 
Воспользуемся хорошо известным достаточным условием существо­
вания обратного преобразования Лапласа: если 1 <С(рГ^ V>V, 
Rep>6'<> , ((?) - аналитична, то существует сГ-V , она 
непрерывна и =?~'|(^(р)) 1^
о^ 
= 0 . При помощи этого условия 
убедимся что 
or* f j*) = ^ f At2fe-;, 
b = %'(&-*-о) = . . .= &+c)шО. 
(аналитичность ^ вытекает из аналитичности to , ^«L ). 
Аналогично подучим 
&Г4+4)ecV) / ъ'( 'Л+о)=...= t}*) M=0. 
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Нас интересует 
кГ'с%+» Е . 
Перепишем соответствующее изображение в форме 
р) «р (~ L ( f)  = ^ + р) "j3 Л Й *i(c))+ 
Из равенства /4)+ % (4-)= ßc[4-) получим 
Я'/Ю + Ч = К'(4-)- i#,(t)X,t+)j 
• l t ,h \  4  {  11 , (<)£  +  I J  14) .  
Умножая на с достаточно большим б": ( £ j #,(+)*' dt < 4) 
и интегрируя, получим 
IX/lVle^di 5 О' $ . 
• (v ЗД 4 л/^; < ~ • 
Итак, прербразование Лапласа от %//4) при сходится 
абсолютно. Мы имеем °С(/?//+))•= j>X<L(^- %"i(o). Так как 
4 аналитична относительно 2- и 
h*)-0 l&*o = о 
у 
то по теореме 3 из f4], стр. 36, 
<2-,( f- ; 
существует и соответствующий несобственный интеграл сходится 
абсолютно при ßto >С. Обозначим этот оригинал через ß (г-). 
Следовательно, 
(4+ % ) ~  (а+ *+) гхр (- £.Х,(°))+ e*f>(- £;^/oj). 
1  < 4  +  =  / /  fT)^& ). 
Как видно, 
я/Ам;$+ %)е С Ц~> , У/""?&+<>,'= «•**?(- šk ft (*)) , 
(***•),/, ,  
л> ( /«Ну локально интегрируема. 
Равенство 
1%. показано в [10}/и тем самым тео­
рема доказана. 
Теперь покажем, что в предположениях теоремы I выполне­
ны условия а) с л-для 6j и £ из (3). Взяв от 6t(4,s) 
производную порядка <3*+4 по * , получим 
3* 
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откуда видно, что (+гО = о. То же самое имеет место и 
для промежуточных производных. Производная порядка •£**1 
будет следующая: 
Gu«* (*,*)- s *-s; * 4 
A) - ^ V % - s.-r) 
G^i (-t-,4) « с&крб- &.Ъ(с)).-1= act t *- чЛгхр (-^Л fo;) . . 
Производная порядка «?*-»- ^ имеет вид 
s A w,$(*,s}= s + s  ^ /"75 */74+f-s; -
и легко убедимся, что 
С-6,%)- £ *«H-s)  + h(+,s)-* ,  ^  C«,tJ,  se  Ze/tJ ,  
где - интегрируема, ^s_ - непрерывна и ^Ц«)=о. Взяв 
производные до порядка =?*+3 от ^ <¥), непосредственно ви­
дим, что выполнены и соответствующие условия дня /W. 
3. Регуляризация уравнения (I). 
Левша. Цусть уравнение (I) имеет ограниченное решение, ко­
торое непрерывно в точке -Ь= о, и пусть выполнены условия а). 
Тогда 
цр, . 
Доказательство. Из уравнения (I) получим 
<*&- £ jfüi*)л + ii 
Оценим это выражение: 
I  U  | k w - k ( v ( +  l lb lk-J t  /% (М*-*)Ь МММ* 
ar-t J° 




Следовательно, сходимость t при -Ь-*о необхо­
дима для существования непрерывного на [о;т] решения урав­
нения (I). Усилим некоторые условия из а) следующим обрезом: 
б) j*  &)Wc }  ;  ^ > 0 .  
Теорема 2. Цусть выполнены условия а) и б). Цусть также 
j £ i^h,L+) Тогда уравнение (I) имеет непрерывное на 
[о,т1 решение U*(4~\ такое, что i U«f*)| £ С Ъ,*) t f. 
Это решение единственно в классе непрерывных функций, удовлет­
воряющих условию ft„(o)=o ,  
Доказательство. Уравнение (I) равносильно уравнению 
Ш- ^  /\шь = - 4 1*(Ь. 
Решая его относительно левей стороны, подучим одвопараметре-
ческое семейство у решений, равносильное (I): 
uu)+fн щчитs - if f y fkxs<- е, 
Сначала рассмотри* случай о-<|Ь< с помощью а) и б) имеем 
H(4,S)= 
J s%z(£ + а д  
Исследуем разрешимость уравнения 
V W +  f Ш ,  (5) 
где & - любая интегрируемая функция. Его единственное реше­
ние представляется формулой 
V(t)= Ш)+ С£l(-%(*-*)+ (*-*)-- .  )к(Ы$, (5*) 
если только подинтехральные свертки существуют ж ряд сходится. 
Действительно, вставляя функцию (5*) в (5), водим,что она 
есть решение. Но при любом решении, вставляя (5) бесконечно 
раз в самого себя, приходим в (5е). Известно, что свертка 
двух интегрируемых функций существует и она тоае интегрируема. 
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Остается ещё показать сходимость ряда -tjb1)+. 
Доопределим функцию нулем на (Т,=-«) и применим к раду 
- kr 1±) •+  ^  ^ . преобразование Лапласа. В резуль­
тате получим ряд — "K(L(p; + 
который сходится, если | <1^4 к 4 Это имеет'место на полу­
плоскости IR-eо ?^поскольку HL( р)-=> о при -R-ep-^ справно-
мерно по Jtup. Известно, что если ряд изображений сходится 
при Rej5^67 причем для каждого члена интеграл Лапласа сходит­
ся абсолютно при то сходится и ряд оригиналов (при 
почти всех "t ); и суша ряда изображений равна изображению сум­
м ы  р я д а  о р и г и н а л о в  ( с м .  [ з ] ) .  И т а к ,  -  % ( 1 )  +  * h * b Ю % Щ  
где +
г  
-интегрируемая функция и из (5) 
v(4)= {  -h w-s) . 
На основе этого каждое уравнение в (4) равносильно уравнению 
+ tü (-t,s) + 5 Й twr) 
^ fe(4r)+ [ (6) 
fe-to = ~^fL it) + fw( $)<£$+£ 
Ядро его оценимо величиной |г TŽji О*5 /Jl^Ml^)5/3"! Пред­
ставим «W через резольвентную сумму, мажорипуем и вычислим 
сушу мажоранты. В итоге получим единственное решение уравне­
ния (4) с фиксированной •& : 
jel+)+ 1^ф)М + 
+ J*H, «Л • С {*(<) + /1т hß-r)ftWr)jc j (7) 
где I 
Перейдем к исследощнию свойств U# (+). На основе сде­
ланных предположений W непрерывна. Оценка формулы (7) 
дает ограниченность Ю. Из (6) имеем 
f»W + Cži %(*-*) ( 
Покажем непрерывность решения ^У-). Начинаем с последнего 
слагаемого в полученном выражении : ^ ^ 
I I l*H(-i,VU4H)Js h 11 *7^;^^' 
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Ш<, |+ l J s  ^i(s*,(Г-о+ 1№))Л%М|+ 
,* .-f+a£ 
+  l j .  I +  & - L * Mr-sj+^^yru^w^U ~ l l < M !• 
• (^ü4#_ -f fU ^  il U#l\ (tax |  ^ t+W, S)- +t(+,s;I  + 1- . 
°~ S 4 t  -W? 
• f u ä: +  T^r)  IM ( Mf- f  f  J *  j jW<*r+ 
+ Jji ( ^+ДУ|!>- О при »-t-9 0 . 
Остается показать еще непрерывность функции 
fe^> fe&~ je"H(^r)u^r)Jr 
непрерывна. Оценим 
i-t+st < 1 л£ л 
1 /„ ^5-) ^ ^-$; fe^s- jo Д-  -öf*(s)ds I = 
I t'ittii' A /<", л 
= 11 1 -£ 
- I CSra^(i^s)ik^s|+1 
- 1f*(g£jr ^Jf^M-О^ММ 
-  ^  I I  f » "  I ' K  ( t i | c f e  +  I ;  
+ £ |l f»ll • /6VK(s)Ms -» О при />+-»о , веди -Ьо . 
,-t s A 
При "t=° функция /„ неопределена, но су­
ществует предел 
I [  VA+ s-  ^ (s)fe^-^A [ ^ f 1%ы1А -*ах I L(i)\->o при д+»<з. 
Vt-AT 4 0^ $<:•(; * 
Тем самым непрерывность ^ (<-) доказана. 
Выбираем из семейства j &б  . | решение 
соответствующее значению параметра с. Так как /у 
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оцешма величиной 
c^t> то из W получим !и0И)Ы 
i С- n)-t {^ _ Теорема доказана для о<р<4 . 
Остается рассмотреть случай рг<<- Тогда можно в б) ве­
личину cfj3 заменить на c^t t где »</< * . Приведенные 
ваше рассуадения до доказательства непрерывности U# [+), 
включительно, остаются в силе с константной / вместо у8 . 
функция W оценима величиной > и из (7) полу­
чим 1к0Ю 15 с ((!>,%, к)-t ^  . Теорема доказана и для /£?•/. 
Перейдем к рассмотрению случая, когда правая часть урав­
нения (I) и ядро известны приближенно. Регуляризуем уравне­
ние (I) следующим уравнением Вольтерра XI рода: 
f"(*"><*!»>+ Cl X & 
V4/! + м:/. * i [г-.ji Фумл - i iV4j, 
(8) 
где - достаточно больше числа: ; — 
- непрерывная функция, - интегрируемая по £ при каж­
дом -t и непрерывная по i при почти каждом 5 функция; 
Ü f - f I t  ;  - f .  
Теорема 3. Пусть выполнены условия а) и б). Пусть урав­
нение (I) имеет непрерывное решение И
а 
t+) такое, что 
/ ц0[4г) l< c-h fi . Тогда разность и решения Uji (+) 
уравнения (8; оценивается следующим образом: ' 
f lUc-кл ц
ь
£- Uh *<,*<,**.)(  k i  +  ^) J  (9) 
ГДе 
К'Ь*]), (ю) 
иА£ (  если |  Ue(4 4)- |  <Д i+i- tzl, ^,^.6 (ст] }  
^•«о ( £*"Ф£й)+ ^ 0<а< 1 ^ В общем 
ь 
случае , 
«г. f*f ) а< ?•<4, 
 ^ (10"' 
. f ,  
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Здесь К„ - модуль непрерывности функции К . 
Доказательство. Преобразуем (8) в следующую форму: 
-И{ЦчА-)А +  ± ^ «,Н,0 Т  4^)^.-4^. 




I i= О (h'i-ij I v 
• jo vdXrJ^s = f ž) L tfi f !Ушг)Ль + 
* ">-i>£ г« L+ -
- 6(V^(5)^s]+ [ ^  ^ Li)clb +• 
+ + I 2 V("^CA.W-d>+vJ%(s)A)+ J[ 6,'ž'. 
f=o 
• 1!$~1Ъ^м-^о1Хыг)Л- J+£*4&vk.a-
- /.WjA ] 4- [ hi Jo ffi'* U'l5)Js J • (И) 
Следующий шаг - решение уравнения (II) относительно ле-




гV JUV Jf^ Tb^ vysj-
-('+') jут^г)^ =Cjk) . (12) 
Сначала рассмотрим случай 4-6 £ Ь[от] j <{jL'\o)=o; с<<"^ >.-•/ 
Тогда ^ 
к 
/^О - J* [ fjtyftl 
<jLi)(*)=o , o±;ik-j _ J 
Решением этого уравнения является 
ы^= (^±11"± ' - f^y 2% Is£М 
и 
(13) 
•j Л f*-v' <•> (s+t /» Tr-rs)*- ) • 
После интегрирования по частям получим 
я™- ^  й>.«" 
Tiw> I, t~ '* tL4"^ )A <I3'> 
Понятно, что формула (13 ) остается в силе и в случае произ­
вольной непрерывной jW- Действительно, уравнение (12) по 
существу является уравнением Вольтерра второго рода с огра­
ниченным ядром, и его решение можно выразить через резольвен­
ту ядра, не зависящую от свободного члена. Но это и есть вы­
ражение (13*). 
Теперь с помощью формул (13) и (13*) получим из (II) 
VlQ= 14* Т\ + IVIs , 
где 
(А~ Ž )1 h (Mwa- £ W)+ 
-I W )Л)А 
^ Cjä. t-
• v(x) ]/$} 
4i j 
Оценим их в отдельности. Так как 
(.Cs^-yWrt- /„VM )c&-« ^ s;y 
TO 
|r,U [ (<- s;)+i,fx- &)] ||Wk J, ^ O-ftnJlMh • 
С помощью а) и б) при имеем 
Uiu Д киякл. 
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Так как внутренний интеграл монотонно возрастает, то 
В выражении I», используем формулу Лейбница для вычисления 
У\ -ой производной под интегралом. Затем оценим величину £71 
через I и также f(4)~ ff(+>+ I че­
рез it , Под интегралом остаются слагаемые типа 
е
- i _  
li-vi P ' F"' 
В результате получим 
ir=i- 4®° 
,= ' «=» 
+ »!) = ССЦ54^0. 
Легко видеть, что 
JS$£}*<-
и поскольку LuCo) в о 
у 
то по лемме I L?] 
lr N i  < к;. 
В формуле Xg-
1 Ä "•<••>•> L'Ö&xm* I -• 'f 
cf '•гГкг,1г' •'["'•£ , I1'', 
cf lSrf"RrA= , |UJ, 
^/>Гяг*5 fL'ty™ "?(r ' f -></>«• 
Следовательно, I Гу I £ 6e*rf £ hi,^) ft 
Объединяем полученные результаты: 
I vm I* ix«it  ix,  i t  ir s i* 11,1+ ir r i  6 li  J+k.  
ч Rj+ Um<rf 
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Поскольку в правой части неравенства стоит монотонно возрас­
тающая функция, то в левой части можно Iv^I заменить на 
II vii*. Кроме того, величину 1/^1/* оценим через -
Таким образом мы получим 
+ I^ti-t) 1 )] ltehs4 (H) Rt •* cekft"(Hn^ l i )  , 
Предположим, что достаточно малое число, так чтобы 
4- ^ 1+ CMsi(Hf)- ^jr, < 1. Тогда мы имеем 
Hvlit š  CoKi+Chjb^) j f  С j % (+-? )\) t v/jrofr + 
+ Cond" (KjMij p (fOi j- t  Rl+  )  .  
Строго говоря, подинтегральное ядро в точности такое только 
при 0<р<4. Если р>ъл/ то cffi- <-i"+ Г, , и мы 
получим оценку такого же типа, причем в ядре стоит величина 
Г • Легко видеть,вставляя неравенство (14) бесконечно раз 
в самого себя, что! Цу1Ц i%U)j где хШ- решение соответст­
вующего уравнения (т.е. (14), где ^ заменено на = ). Выразим 
функцию Xl±) через свободный член и резольвенту (последняя -
интегрируемая функция) и оценим. В результате получим утверж­
дение теоремы. 
Естественный способ выбора параметра £ по закону £ = 
= <[+)) htZ' гарантирует сходимость метода. Тогда в случае 
Липшиц-непрерывного точного решения погрешность имеет порядок 
(сГ-ь ц ) ^  & (4 +1 •(Т+ ~^^ ) . 
Вернемся к задаче (2), (2*). Из семейства решений соответ­
ствующего уравнения Вольтерра (3) мы должны выделить не реше­
ние с условием ^с'(р)-о t к которому сходится предась-
женный метод регуляризации, а решение Ш , которое погоже-
тельное и 1+) -»о при Характер семейства решений 
уравнения (3) проще, чем в общем случае для уравнения (I). 
В £9] было показано, что любое решение (3) представимо в виде 
% Н-)= к*М + •& , где -&•€ W. Следовательно, требуемое ре­
шение получим, добавляя к вычисленной функции подходя­
щую константу. Последнюю можно определить в случае большого 
Т так, чтобы Ст) была малой положительной величиной, илж 
используя какую-то другую идею определения ^ (о). 
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REGUbARIZATIOK OP A VOLTERRA EQUATION 
OP THE FIRST KIUD WHICH IS EQUIVALENT 
TO AN EQUATION OF THE THIRD KIND 
J. Janno 
Summary 
In the current article a regularization of equation (1) 
is under consideration. Functions 6» and satisfy con­
ditions a) and S~), in which % is an integrable function 
and V^is a continuous function , %. (.°)0)=0. The regularized 
equation is given by (8), in which st, Hi> j С [ojTJ ^ 
6i(| is continuous with respect to ~t and integrable with 
respec t to 5 . Futhermore, ll J t  J tfij (.4,У - (h L+/i)) . 
The main theorem states that if equation (1) has a con­
tinuous solution k0 euch that |k0l+)i i ; then 
the difference 4x>- U.& is estimable by (9), where f 
are determined by (10), (10'), (10") respectively ( 
is the module of continuity of tie). 
3C 
Уч.зап.Тартуск.ун-та,1986,762,31-39. 
ОПТШАДЫШЙ ВЫБОР ПАРАМЕТРА В МЕТОДЕ 
JTARPEHTbERA НА КЛАССЕ ИСТОКООБРАЗНО 
ПРЩДСТАЕЙМЫХ РЕШЕНИЙ 
Т.Кнхо 
В статье решается вопрос об оптимальном выборе параметра в 
методе Лаврентьева при решении операторного уравнения с линей­
ным непрерывным самосопряженным неотрицательным оператором в 
гильбертовом пространстве на классе 
истокообразно представи-
мых решений. Найдена неулучшаемая оценка погрешности прибли­
женного решения. 
Пусть И - гильбертово пространство, (Н,Й) линей­
ный непрерывный самосопряженный неотрицательный оператор с не­
замкнутой областью значений %{А) И. Рассмотрим уравнение 
(I) 
Пусть вместо точного свободного члена | <Е$.(А) известно при­
ближенный И, такой что <Г > О. Уравнение (I) 
решим методом Лаврентьева 
u l  + ay" 1 ^ ,  ^>о .  (2)  
Введем класс истокообразно представимых решений 
{ц . еи  •  и-  ^>о,  ^ >0 .  
Справедлива оценка (см. [i]) 
^ulp ци*-ml < с. s w (3) 
-"•о ^6m rv e4'tta«-^ll$s * • 
где 
С. = ,r n\ ür4 Sup a>p(d,t (4) f 4>o' oiti4 otv%= ' , x / 
® 
если найдется £>o такое, что спектр ЬМэСо,^, то в (3) 
при досточно малых £ >о достигается знак равенства. 
Известно (см. [ I]), что при о<^> sfUT-t'Wo^go опти­
мальным на клпссе м
р<? является выбор параметра ас = 
= р"1 и ему соответствует константа cf= ^ в 
оценке (3); при р< 4 не существует выбора <х = 
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= Mfs)j при котором оценка (3) была бы справедлива с 
\. Вопрос о наилучшем на выборе =х. = »: (^м^) па­
раметра и о неулучшаемой оценке (3) при |Счг?-1)< р< \ оставался 
открытым. Наконец, метод (2) при f >4 неоптимален даже по по­
рядку при любом выборе параметра <х (см. напр. [2]). 
Основной результат данной статьи заключается в следующем. 
Теорема. Оптимальным на выбором параметра <^ = <*.(£) = 
= «r(<S,Nps) при згОГ?-<0<р</1 является 
. Г \ lz<^ 
и соответствующая ему неулучшаемая погрешность 
6>u.p llu^-ul ^ ^  (6) 
Если ЪСА)о1о 1с\ ,С>о, то в (6) при достаточно малых <£>о 
достигается знак равенства. 
Доказательство построим отдельно при р<\ и 4 . 
а) Пусть р<с А . Исследуем функцию ^)?МЛ,Х). Из 
выражения (5) видно, что непрерывна Vd>o,Ntefo,i),V Х>о и 
^p(ct,t,V)>o Vdi>0, Vte(o,A), V>>o, (7) 
(8) 
^p(d,t,^->0 при * —»с», (9) 
—• ОС при t-*o, (10) 
>0° 
при t->4, (II) 







<А —> <=*=> • (13) 
производные 
(<*A.V> = - 1ЕЧ\< -
_Р 
(14) 
J ' (15) 
Найдем 0fü2. "-?f Заметим, что в точке Х = о (точнее 
в точке (&,k,o )) функция q>f <a,t,X) как функция аргумента > 
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убывающая, так как = < о. Значит, для того, 
о> m-t 
чтобы МЛ,Х) как функция аргумента X имела хотя бы одну 
точку максшума, она должна иметь по крайней мере две точки 
экстремума: первая из них - точка минимума, а вторая - точ­
ка максимума. Найдем число точек экстремума функции 
= Чр^Л,Х). Для этого решим уравнение ЭД. = о, или (см. 
(14)) ЪХ 
ф( М а t г Л xZp + р ° - <16) 
Исследуем разрешимость уравнения (16). Заметим, что для каж­
дого pe(iWF-i), i) и Х>о 
ф»(Х) = p(zp-M2?-z>fX2p-z--t-X!rV) < о. 
Итак, ф' строго убывающая в области (о,«») функция, по-
этому ф вогнутая функция. Из того, что — <о 
и ф(Х)—.-»о при Х-»с<=
л 
вытекает, что ф не может иметь 
более двух нулей. Значит, уравнение (16) имеет не более двух 
решений. Этим доказано, что функция %(Х) имеет не более 
двух точек экстремума в области (о,то ). Число точек экстре-
будет точно два, если 3Xefo,o») : Ф(Х>>о . Максимум 
функции ф достигается в точке X = ff~) • Итак, функция 
vfp(X) имеет точно две точки экстремума в области (О,»« ) 
тогда и только тогда, когда Ф > О, т.е. при 
< +d4 t i.2zp.(a-p)zr-f ~ 
То, что среди двух точек экстремума (которые имеются при 
t<t< ) есть одна точка максимума Xwx (i) вытекает 
из (7), (9) и того, что о)< о и )>0. 
В итоге мы можем сделать заключение: 
если t}t<; то убывающая по X, и точка гло­
бального максимума 
х*-0 ;  (18 .а)  
если t<t<; то имеет по X ровно одну точ­
ку локального максимума Х
тл-х
, и существует одна или две 
точки глобального максимума 
Го, если 
4 -   ( 1 8 . 6 )  
) есла fc, сл < 
. если = (18.в) 
л*2~ '«u«, 
Рассмотрим теперь fc,x) как функцию аргумента i. . 
Из выражения (8) видно, что при X - о функция ifyU,t,o)= 
=А/^ ч' по t строго возрастает в области о < t < 1. Учитывая вы­
ражения (5), (10) и (II), станет ясным, что <^fct,*,x) как 
функция аргумента t при \>о выпукла и имеет одну точку ми­
нимума , которая является единственной точкой минимума 
для самой Найдем эту Дня этого решим уравне­
ние или (см. (15)) (X/af= et2/f tf, из которого 
1 =•—^— (ig) 
Итак, справедливы следующие два утверждения. 
Предложение I. Для каждого i€ (o,t<) существует единствен­
ная точка X^-cX^tt) локального максимума ^
р
(с|ЛД) как 
функции от X . 
Предложение 2. При \>о функция ipfW,t,X) по t в облас­
ти (оД^Л строго убывающая. 
Обозначим через I* наибольшую из тех точек t04t<, для ко­
торых справедливо утверждение: для каждого tst, точка 
(t) является точкой глобального максимума для 
tfy(«U,x) по \ , т.е. ч^СаЛЛ^М^^ГаЛ.Х) NX?o. 
Такие точки i, существуют в силу предложения \ и выражения 
(8) при t->o и (10). 
Точки при i< t* являются однократными корнями 
функции ф (см. (16)). Из теоремы о неявной функции слудует, 
что X d) - непрерывная функция, и ее график L = 
= o<t( t,\ - непрерывная кривая. Так как 
непрерывна по всем аргументам, то 
непрерывна по t . Учитывая выражения (18) и определение Ъ* 
имеем 
Добавим к этому условие (см. (16)) 
и реишм полученную систему. Решения принимают вид 
х^ - (t,) i-p ) (20) 
V-pf"1" . (21) 
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Определим множество Q?((t,xV- o<t<tw<t6^(>,),x>o} 
и его "границу" (кусок границы) 
х>о} .  
Множество "bQ содержит точки, в которых =о; 
а множество Q - точки, в которых Точнее, при 
Q функция >,Х) убывает по t,te(o,"fc] - это вы­
текает из предложения 2. 
Убедимся, что множество \_П"йЦ не может содержать более 
одной точки. Действительно, для точек L H>Q одно­
временно выполнены уравнения ^  =о (ведь (к,Х)е L) и 
^=о (ведь (fc,x)€ ^Q). ВЫЯВИМ число решений этой систе­
мы (см. (16), (19)) 
<>-i)x4?x' 
v fc = (22) 
Подставим найденные из второго уравнения Х
гр 
и XZf"' в первое, 
получаем уравнение 
о "О. 
Из того, что <fy'(x)Sf Г.У*'+Х'"*]<О VX>o вытекает, 
что сама строго убывает по X и не может иметь более одного 
нуля, т.е. уравнение <UV)=o не имеет более одного решения, 
и тем самым система (22) не имеет более одного решения (t,x). 
Значит и 1_Л <>Q содержит не более одной точки. 
Легко проверить, что € Q при t из некоторой 
правой окрестности нуда (действительно, X„^(tW fAt-p) при 
t ~*о см. (16)). Итак, если при некоторой tc справедливо 




- u t4 tecq. 
Рис. I Рис. 2 
X, р/«-р) Ч 
Рис. I соответствует случаю LcQ;.pnc. 2 случаю Lc^Q. Ка­
кой из них реализуется, зависит от значения 4: 
l cq  4=> t ^ ( v> « = >  
5 *  
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IF*< X C»-P)Ž"F IF-M 
a  > h ^ ! t s d .  •  
Предположим, что ci>de. Возьмем произвольные t,,tL такие, 
что o<t,<tzžfe,. Тогда и по 
определению fc„ точка Х„„.
х
а) является точкой глобального 
максимума: ц>? ^.^Л^С+ЛНЧе^ЛЛ) для каздого \>,о, 
в том числе и Wa>4V<*.44^,fVÖ. с ДРУ­
ГОЙ стороны, для каждого (£,X)<£Q функция по t 
строго убывает в области te (о,lj. Значит (так как у нас 
!_с Q f ведь d>,de), - В ио" 
ге доказана импликация 
d l>d e y o<t ,<mt*  => ( ал ,w(*л)>(ы, f c 2 , u4  ?  (23)  
т.е. функция строго убывает по 
Добавим к этому, что ^f(et,t,o) по t строго возрастает (см. 
(8)), в частности 
t„< t,< iz< -1 => ^pu,iz,o) . (24) 
Нам надо найти cvjf. ь<^> - Учитывая определе­
ние Ь*,мы из импликации (23) увидим, что fc, х) убывает 
по t до точки t„ по глобальным максимумам. Заметим, имея в 
виду (18) и (24), что наименьший из глобальных максимумов 
х) достигается в точке t,. Итак, точками минимакса 
являются (так как выполнено (18.в)) и*Л*Л~(Ч*,о) и 
Предположим теперь, что d<dü. Обозначим через (t,X) 
единственную точку множества LH^. Аналогично как выше до­
казывается импликация (на этот раз только Ц
ь<гс: Q) 
d l<4 l ,  t 2 .< t  =s> 
4 f  u  д, ,  v (0)> ц> ?  (d  , t 4  д  ^  . (25)  
Учитывая еще свойства множества q*={(t,x) o<t4^/\>o^\ Q и 
Üt>t c Q* , устанавливаем импликацию 
<a<4e.äž  t, "=> %(^лгл^(^. (26^ 
Ясно, что наименьший из глобальных максимумов дости­
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гается в точке t - это прямое следствие из (25), (26) и (24). 
Итак, на сей раз точкой минимакса является (1Д). 
Еще надо найти В силу вышесказанного 
или 
vvj^ vtp- lr»v-vx i 4"-A" Ч(> W , fe* . d>d xr *>»«, v 
Найдем Ui 4,U,fc*,oWi*.e ft,S). Из (12) и (13) 
видно, что для нахождения точки минимума надо решить уравнение 
•г>^оыл*,о\ _ МЛжД—к^Л _ 
= 0, или f 3 A  = 0 . Общим решением (при 
решении имеем в виду (20), (21)) является 
(*-Prp)VF^" . (27) 
Мы получили ^
г






(<1ЛД). Точка ( t(X ) удовлетворяет сис­
теме (22), т.е. ' О. Вычислим 
tu т г х--цр^жгуугуу): j£± 
v*-*.*' ^x|v/ v ц+шр 
Покажем, что ^^'L|X-$q. Имеем 
\ч*\\( ?-ьШ + с>У'*(й-АГ к\~. d^'-vmvp _ 
•»а ~ {\+\U)Y^ 
_ x U) •%({(*)) , <г'-уцур _ л^ ' -ру^  '  
F (A-EVU))Z + АЧ^Л(Л) 
Надо показать, что А*4"-^\р(<0$ о, или 
Af*4 fV(4). (28) 
Убедимся, что убывающая функция. Для этого покажем, что 









\((ji)<0 ^=> 2f-i-z(«-p")xl») < о 
Поскольку точка "ie^i является точкой максимума для ф(Х) то 
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всегда , в том числе и X(d) (см. стр.33). 
Значит Х(а) действительно убывающая функция. Из неравенств 
Af<V с,у"р и М<0> вытекает, что для (28) 
достаточно неравенство 
p i i e s - ,  
Op-tV-r v (,-рур ' 
которое выполняется при ^>4^-1 >о; т.е. при Итак, 
(|*ЛД)=*%М«,^,Х). Легко проверить, что 
Этим доказано, что »J4V достигается в точке d* . Подста­
вив из (27) в (21), получаем точки мини-минимакса (см. 
также (20)), 
Ч,-о , Ar 
4т ' d^C(2ri^lh-pf'•%]*. (29) 
Константа С
р 
из (4) примет вид 
г 2е-1 # , 
Ч
2(<-Р) , 4И SfHf) ( 
/ (30) 
Подставивь(ЗО) в (3), приходим к оценке (6). Оптимальный вы-
- _±_ 
dop параметра «'имеет вид (см. [I}) (4)f+% и по 
получаем ( 
 ^ w,) f* {- £ f+< • 
Теорема при |Ц?-Л<р*.4 доказана. 
б) Цусть р = 4. Тогда 
t,X> —* при X —»во . 
Итак, 
С,— ч.и.8 &W-P ,t V) = iLtvl C*4 WVÖJS. (п==? ) Jjr \ , 
*  a>o oc f cm o tx to«  1 1  '  ( h > t f  p ^ v u  ^ 4 - t  ц х ) с  
Инфнмум по t достигается при t/dvTtT. Отсюда t*= 
и/ца-к^)и cnj (xftt^/a1) ? 
Са=<27. (31) 
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При этом точками мини-минимакса являются 
х^о , > 
\uä <  =j-z' 
Заметим, что в процессе р-Ц мы из выражений (29) и (30) по­
лучаем (32) и (31). Теорема доказана. 
Приведем таблицу значений константы <>. 
? 1(^1) 0,65 0,70 0,75 0,80 0,85 0,90 0,95 I 
CP I 1,00 1,02 1,05 1,08 I.I3 1,19 1,28 
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OPTIMAL CHOICE OF THE PARAMETER 
DI THE LAVTtENTIEV METHOD 
T.Kiho 
Summary 
The queation about the optimal choice of the parameter in 
the Lavrentiev method for solving the operator equation 
Au.*I with a linear continuous aelf-conjugate non-negative 
operator in a Hilbert apace on the claaa of the aourcelike 
elements is answered in this article. 
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0 некоторых результатах, связанных с метод® 
операторных итераций 
А. Минц 
В данной работе приводится численная иллюстрация резуль­
татов, полученных при исследовании сходимости метода опера­
торных итераций решения линейного операторного уравнения 
(см. [2, 3)), а также даются рекомендация о выборе наиболее 
удобного для 
вычислений начального операторного приближения. 
^1. Предварительные результаты 
Операторное уравнение 
Au = f, (I) 
где А - линейный оператор в гильбертовом пространстве Н, 
А = А* ^  0 > IIАII ^ А < , 
решается методом операторных итераций 
B K  = B K-i(2I -AB k_ 4) $  В, = 9(А)- (2) 
Здесь Cj(Xl — непрерывная на [О; IIAHJ функция, 
0<д(х)<2А. (3) 
Очередное приближение к решению (I) вычисляется следующим 
образом: 
u K= (Г-АВ к)и е•+• В к{, где и 0еМ. 
Интересно отметить (см., например, [I]), что приближение 
и
к
, вычисленное методом операторных итераций, совпадает с 
приближением и„, вычисленным методом простых итераций 
U 0=U n„ 1-Be(Au„_ i--l :) >  П = 2". 
Из-за погрешностей округления или каких-то других помех 
вычисления проводятся неточно, так что на к-ом шаге итера­
ций (2) делается ошибка С
к 
и, таким_образом, вместо В
к 






., (2I~A8 k,J^ с к, в„ = в 0>с_ 
Обозначим £
к 
= II ßK - 8JI, В работах [2] и [3] исследовался 
вопрос о поведении £
к 
в случае, когда задача (I) поставлена 
соответственно некорректно или корректно. Там были получены 
следующие результаты: 
1) Пусть Oed(A); IICKII«£ 2*. Тогда при 
(к + 1) 2* 1 £ < 1 имеем 
(4) 
2) Цусть Õe d(A); II Ск И «£. Тогда при 
Oiк< -Ц
а
е - 2 имеем 
£ k  s  3  - 2 к £ .  (5)  




д)  14-; license. 
Если е. < ^  - cj,, то £* сходится, причем 
9sjrr\ ^ (л. " — ч £1) / 2 ^  (6) 
Численной иллюстрации этих результатов и посвящена данная 
статья. 
§2. О вычислении начального приближения В0. 
Одним из видов задачи (I) может быть, например, задача 
решения интегрального уравнения первого рода. Производя дис­
кретизацию этого уравнения, получим задачу решения линейной 
системы 
A u « f ,  ( ? )  
где А - самосопряженная матрица размерности N х N, причем 
N достаточно велико. 
Для того, чтобы начать счет методом операторных итераций, 
необходимо вычислить начальное операторное приближение Во, 
равное <5(А), и сразу встает вопрос о выборе функции с$(л). 
На первый взгляд удобной кажется X) = <L /м + X) , 
поскольку она удовлетворяет условию (3) при любых 
х € со, + =о с . Однако, как показал счет, при больших N 
вычисление ^4(Х) занимает время, практически равное време­
ни, приходящемуся непосредственно на применение метода, и, 
кроме того, погрешность С„ оказывается довольно большой. 
Поэтому автор предлагает выбирать в качестве $(х) линейную 
функцию <^3(х) - с«, - С., х с надлежаще подобранными коэф­
фициентами с0 и с j . Неудобством вычисления (А) по срав­
нению с q4(А) является необходимость вычисления ПАИ. 
Однако, как показывают результаты, помещенные в табл. 1-4, 
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выигрыш во времени при счете с помощью получается 
весьма значительным (почти в 3 раза). 
Коэффициенты с0, с± выбираются из следующих сообра­
жений: 
а) <з2(>)= с» -с< х должна удовлетворять условию (3); 
б) o L ( t 0 i c * )  -  M-X(c0+qx>| должен быть минимален по 
с0) с4. Последнее условие связано с тем, что скорость сходи­
мости метода (2) тем больше, чем меньше oi. 
Из соображений а), б) следует, что с0> с, необходимо 
должны удовлетворять неравенствам: 
0<С 0 <8/а )  С?/8  <  C j  <  Со  / а .  
Если каким-то образом оценивается ji= u^-F^^X , то из б) 
можно получить более узкие границы для с0> с4. 
§3. Численные результаты 
Рассмотрим модельную задачу (ср. Cl]) 
(8) 
где А = </N; а
с
^ = т2 ibid-jh) при с 54 , 
полученную дискретизацией интегрального уравнения первого 
рода 
JT3 v<s)cG> = f(-ü (CUt < 1), 
о 
где 
g (  '  u ( f -6) ,  >s  
-функция Грина дифференциального оператора -у" при краевых 
условиях у(о)-= <j(d) = 0. 
Формально задача (8) является корректно поставленной, од­
нако при достаточно больших N она близка к некорректной, 
т.к. минимальное собственное число матрицы А пропорционально 
1/N 2. 
Для удобства вычислений предполагалось, что точное решение 
и» = (1, — 1). В этом случае 
Начальное приближение u.0- (as*... >0.5). 
В таблицах 1-4 приведены результаты, иллюстрирующие поведе­
ние невязки Au.K - f и нормы u,- vK при различных N , 
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дан ßc = (]> ATd и 80- ceI - c4 A» причем вычисления 
проводижсь на ЭШ EC-I022 с обычной и двойной точностью. 
Указано также время вычислений т в секундах. Из таблиц вид­
но, что при вычислениях с обычной точностью норна невязки 
A - 4 5 а такие норма u*-uK не стремятся к 0, а стаби­
лизируются на некотором отличном от 0 значении, при вычисле­
нии же с двойной точностью они стремятся к 0. Этого можно бы­
ло ожидать, исходя из (6). 
В случае задачи 
* j f e a *4 u i w t  (8 . )  
как легко видеть, одним из собственных чисел матрицы А явля­
ется 0, и, таким образом, задача (81) поставлена некорректно. 
В таблицах 5-6 приведены для этой постановки результаты, ана­
логичные результатам таблиц 1-4. Следует заметить, что в атом 
случае Н"' и Н
к
и> 
стремятся не к 0, а к 0.5. Это произхо-
дит потому, что и
к 
сходятся не к uv= (4, 4), а к дру­
гому точному решению = (d, 4, 0.5"). 
Обозначения в таблицах: 








и*, при вычислениях с обычной и двойной точностью 
соответственно, если В0= (г + А)"1 • 







- то же самое, если В9 = с 01 - с* н. 
Автор выражает глубокую благодарность профессору Г.Вайникко 
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*-к с С' 
4 .6*  ю - 2  0 .0  5 .5*ю~ 2  0 .0  
4 .3*то - 2  6.2-i0"2 
3.9*то"2 4.8-i0"2 
3.8-i0"2 5 .5-ю" 2  






4 .2-то - 2  6.0 *ю"2 







































II.7 7.8-I0"1 7.2-10' 
2.7 2.I-I0"1 I.6-I0' 
I.4-I0"1 6.7-Ю"2 8.0-10' 
4.0-Ю"4 6.4-Ю"2 2.0-10' 




















Г = 5.7-Ю"1 с,= 4.1* I0"2 
тС 
Т>? н:1 й'." 
13.0 II. 5 i.i 9.6 ТО"1 








2.1-10"* 1.0.ТО"3 5.0-ТО"1 5.0 
ТО"1 
I.7-I0"2 0.0 5.0-10"1 5.0 ТО"1 







I.7-IQ"2 4.9-I0"1 4.9 ТО"1 
I.7-I0"2 4.8-ТО"1 4.8 то-1 
I.6-I0"2 4.6-Ю"1 4.7 ТО"1 
I.6-I0"2 4.2-I0"1 4.4 
ТО"1 





<*o= 5.0-I0"1 C1= 3.2-I0"2 
К \ т£' h:° 
10 12.6 II.7 . 9.4-КГ1 8.9-I0"1 
II 3.3 3.2 5.4-10"^ 5.3«I0-1 
12 2.0-КП1 2.4-I0"1 5.0-I0"1 5.0.I0"1 
13 6.1'KT^ 
7.0'KT^ 
I.0-I0™3 5.0-I0"1 5.0-I0"1 
14 0.0 5.0-I0"1 5.0-I0"1 
15 7.0-10"® 5.0'Ю"1 5.0-I0"1 
16 8.0-I0"3 5.0-I0"1 5.0-I0"1 
17 7.2-КГ3 5.0-I0"1 5.0-I0"1 
18 6.1-ЕГ3 4.9-I0"1 4.9-I0"1 
19 7.I-I0™3 4.8-I0"1 4.9«I0-1 
20 7.6*I0~3 4.6-I0"1 4.8-I0"1 
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СШ SOME RESULTS CONNECTED 
WITH THE OPERATOR ITERATIONS METHOD 
A. Mints 
Summary 
In this work some nuaerical results concerning the opera­
tor iterations aethod are presented. Also some recommenda­
tions on the choice of a suitable starting operator are given. 
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О ПРИНЦИПЕ НЕВЯЗКИ В СЛУЧАЕ СМУТНОЙ ИНФОРМАЦИИ 
О ПОГРЕШНОСТИ ИСХОДНЫХ ДАННЫХ 
Т. Раус 
Рассматривается некоторая модификация принципа невязки 
при решении линейных некорректно поставленных задач в гиль­
бертовом пространстве. Статья является продолжением иссле­
дований работы [2], и здесь рассматриваются некоторые возмож­
ности оценить погрешность приближенного решения в случае, 
когда погрешность свободного члена больше заданного нами 
числа сГ. 
Рассотрим уравнение 
Au  ~ / / е А* (Л ) ,  (I) 
где А - линейный ограниченный самосопряженный неотрицатель­
ный оператор в гильбертовом пространство Н; допукается не­
замкнутость области значений R fA) с F Предполагается, что 
вместо ^ задано £ F и нам известна некоторая предпо­
лагаемая ошибка еГ правой части, но в общем случае мы не 
знаем, действительно ли ll/x-{llž<f или нет. 
Рассмотрим класс методов решения уравнения (I) (см. [I]). 
Пусть {<%Лч его,-) - семейство ограниченных, измеримых по Бо-
релю функций : Сс,оТ—» R таких, что IIАII 5 а 
и 
sun < va СптО) (2) 
OiXt'c* и ' 
sup А Г  U - Ла,(Х)1 -fr* '?  ( i rO,  .  
o t j b  а  
где у, - некоторые постоянные, р„ > 0. д0= I. Приближен­
ное решение уравнения (I) строится по формуле 
uп  -  ( 1 -  А<з„ (АУ)ц 0  + cjn (4) 
где I - единичный оператор, и„ - начальное приближение. 
Далее рассмотрим подробнее следующие методы этого класса. 
I. Метод Лаврентьева и его итерированный вяпияит. Вычис­
лим м итераций 
U n,„ - ör'I + А)" (*'* и„_ 1 Л+ /
х
) ,  у ,  =  <  5, -
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приближение имеет форму (4) с функцией а
Л
(Ъ) =. -jrLd~ 
- (i + n>)'"" J , ДЛЯ которой ^ - Ии, /р ^  Ср />^У (i - p/iv,)""*P 
fo - w . Если ryi = Uo= 0, то получим метод Лаврентьева. 
2. Неявный итерационный метод: 
(л+ а)ип  = *= с о ^ > 0 ;  
= ~ [ i - (^га) j z  «äc=ot ^ /f г"1"4' 
3. Явный итерашонный метод: 
Un = Ua.4 - h ( ЛЦ„.( - А) , я ~  4 , а ,  р б ( о ,  i /m) j  





Введём функцию Вп (^), которая зависит от квалификации 










при ро = ~а, 
при f>o " , 
при ро = °в . 
Нетрудно проверить, что для методов 1-3 выполнены ещё следу­
ющие неравенства: 





л, ^  ш 5 ^  yi, dj (O z ) ± a ,  *
л 
* л, ? о), (6) 
/л6"/,<Ж^- Я<з„/зСД))бд,Ы ( СН л>0), (7) 
>„ус
м 
6nd)(j-^ü0(a)) (osjua, п'о) (8) 
ö i s  * -ц ö  0  
где для методов 1-3 с
м 
- 4, <^м = о" S"), fn-i, соот­
ветственно. Также выполнено соотношение 
ВШ-1- СО) i Ы Cos Ai. a, I 7  0, s>,£Cn)\te) 
где для методов 1-3 соответственно, 
ГС(ги Л a)""' fj + na)""1 - 41 /о , если и-i <• 3 яли 
0.6O-J и п*я,= Ш+ЪУСъ-и-г-кТ*1'], 




г  Mg )  _ 
п +  % ) , е с л и  /  
(id 
. (i+^)n, если д,я
г  
; 
|и ( /<Па ) _ / .  v-£ 
. ,  , л  +  £„ги-
а/иг] > е с л и  ^ч^и-^г г , 
р
о
(л) г  л _ _ (12) 
fV + fi/) Я , если л > • 
Сформулируем теперь правило выбора параметра. 
Правило П. Зададим числа & W, 4з «• ^ . Если 
//S6 f-W/4ч,- < 4 сГ, то .положим л=<9, В противном слу­
чае выберем такое л > 0, чтобы ВЫПОЛНЯЛИСЬ неравенства 
£ < S  ± I IQnW(Au n -A ) l l  ^  i s c f .  (13) 
Далее будем предполагать, что существует некоторое конеч­
ное значение параметра, для которого условие (13) выполнено. 
В противном случае наше предположение об ошибке правой части 
заведено неправильное (поскольку ß;*» sup Hßr>(A)Mua-
- A)// £ <f), и вместо <f надо брать некоторое cf'> &. Отметим, 
что в случае NfA) = (О] ( IV f А) - нулевое пространство опе­
ратора A) II ßn (А)(Аи
п 
- Д)//= 0, и выбор параметра 
по правилу П всегда гарантирован.. В случае II ue-u,ll 4M, 
где М - известное нам число, можно использовать ещё следую­
щее утверждение : если для п е [Q^ . t j] условие 
(13) не выполнено, то <Г, и в таком случае выполнение 
условия (13) надо проверить только на конечном отрезке. 
В [2] доказана 
Теорема I. Пусть и* - ближайшее к начальному приближе­
нию ue решение уравнения (I) и параметр п.- KS) выбран по 
правилу П. Если Hfx-flli <Г, то для методов 1-3 имеет место 
оценка 
II «ЛМ"М 4  fctl/ c6l) ^ s Чо К-Ь*НМ4) 
где 
un = (т - а^„ му)ив + [А)4j 
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ct, = + cz l  = 11 ?Cc.j (it* J), 
С* - решение уравнения VtCc) ffe, tl) = причём 
в случае метода I 
а в случае методов 2 и 3 
тгс) = га е (1+ & с >2^;= а. сп 
В случае 9 [*•(!!>£ имеет место 
Теорема 2. Пусть параметр уг= я/cti выбран по правилу П . 
Если II fz-fbS, то для методов 1-3 имеет место оценка 
ИUflf„ -U.Ii i "W ( '»/ Ийя-и»И + (15) 
7, n > 
где 
U«) * i 2, -sup WCafrls)} 
S, ' 
И и л (j> -и* cv И 
IV^fifb) ~ y/s Ußp{$ MMüfCs) - /*)// s > 
IN - множество натуральных чисел и для метода I 
jöfs) = >иах Г Уа, p„fs)) , ^-ГУ = 
а для методов 2 и 3 
« J NT(p0(s)) +1 , *;>? //><41 -tf/j/; 
функции jj0 fsj определены формулами (10)—(12). 
Для доказательства теоремы 2 предварительно установим не­
которые вспомогательные результаты. 
Пусть ЯГЛ) — спектральное семейство проекторов оператора 
А. Сконструируем элемент такой, что 
и pc s )  (/ , -4)11= hp(x) (^-m (o i l ' a ) t  ( 1 6 )  
<f dPC\) (ц
в
-и„), Jx-4 > > 0 (С><Я£а), (17) 
где < d PO) . , . > - спектральная мера оператора А. 
Обозначим й„ = (1-A №)чо+и докажем, что в слу­
чае s rviax fVa, p0fn)l имеет место неравенство 
t f J l  I I  ß s  ( А) (Аи
л
-  { г )В  <  J lG f l - u J / .  ( i s )  
Имеем 
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u„-  u„ -  C l -  Ag„ M))fu„-uv) -I-
6<l CA) CA Un - (г.) = ß» (A)[J-А (Л))/\ fuc,-Чд) - ßn  (A)(I-Af (йЖ/и - /.), 
Теперь, учитывая (7), (9), (16), (17), получим 
f^)2|iß sfa)mu$-fj/r = 
= fyn)2 f ß!fa)a-^g5 )2a5c(< рауц6-ии), u0-4.> -
- f^n)1 j ßj C70(i-c( < Р(Ж(л
е
-Ч»),, Л-/> + 
+ ( r  7g/ед^)2d<: /»-/> * 
^ J С J - ^q, Cflf et < Pf>)fue-u»X U.-M» > + 
о о ^ 
+  ^ - ^ „ d <  p a ) f u 0 - t , . ) ,  7 , ?  +  




| 1 з ,  
что доказывает неравенства (18). 
Далее,, если /?
а 




- u* i/-i ii CI- /5^
г  
fwwuc-uj 4- ^ //?ул - /j// v-
+ !(9bW-fr(A))(J.-f)H / 




И(ъ-!)<?>. Шк-/)П < 
и,следовательно, 
д
, i h{ //ü.-ujh U/z-f/Z/a < 
-s ^ w n ?s 0 
4 £iy? Ih/ Ilun-uJI + НР*-/Ц/а . 
Используя (5), (6), (16), (17), получим при /?
я 
^ ;?< 
//o„ 3-u,//< IKI-Aq„x(A))(ae~uJ+ fa Ш/,~ f)/Ii 
(21) 
i HCl-А^(А))(и0-ц.) + fa ml-/)// i _ o»/z 
Обозначим здесь и далее через s* точну глобального ми­
нимума последовательности üü$ -ц* У, se^a/Kl и через л* 
точку минимума функции /Сл) = /"H(J-Ay n  (А^Си^-и,)// 1  + 
+ С/11//*-///) г}^ . По лемгле I в f2j имеет место неравенство 
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{(»*) ± m,-yv//. (22) 
/, ///-//A Uh-ft n>'° 
Доказательство теоремы 2. Предполагая, что //*.//>0Г 
докажем оценку (15). Предположим сначала, что s» 5 уг<У~Л 
Тогда используя неравенства (18), (20), (21) и учитывая, что 
для методов 2 и 3 pa(s) » sv получж 
Uu*a) -U»// < Hun«) И i- //Ups.) -Q, / < 
<[ ümam - ujcs,i!l , aß*)! и,- и , (23) 
" L fb ßßf&oMCtUfiv-/*)/! sTj Ms .-UJU 
< w(0(^1 sj[ SU» /V Hü„-uJhHA-M/a] 
7, ft-fh HfzfU n* °  
Если s» >,n(£) и n(S), то в силу (5), (20), (22) 
получим 
Huocd) -ч*// < //(2-Л^оы, (A))(u c-4*))h 
i HCl- Aejo* (A))(Ue-^*)H +  И-/)// i (24) 
& $Cn*)+ //u s„ -U.J! £ 2 $up /'V Ий*-(лЛ l л» о 
В заключение, если 5» и хи>п<У">1, то на основании 
(3), (13), (19) 
И8
Ш
(А)(7- < 4 </V ///, -///< амИ/г-Щ 
и аналогично доказательству теоремы 2 в [2] получим 
Hui)U)-k*ll - Sijp in ^  IiUr) — U j, /J, (25) 
г и-№ц.-н 
Теперь оценка (15) непосредственно следует из неравенств 
(23)—(25). Теорема 2 доказана. 
3 оценке (15) Aw; вычислимая функция, и следователь­
но, теорема I даёт возможность опостериори оценить погреш­
ность приближенного решения в случае lifz-(4>&. Так как при 
п о д х о д я щ е м  в ы б о р е  п о с т о я н н ы х  i L  и  в е л и ч и н ы  C 6 i  и  с в х  
будут достаточно малыми (см. 12]), то, судя по оценкам (14), 
( 15 ) ,  можно  ска з а т ь ,  ч то  не з ависимо  о т  в еличины I l f x - f D / t T  
параметр п-пcs) хорошо выбран, если ' мл) будет мала. 
Если значение тпы) будет большим, то в общем мы не можем су­
дить , выбран ли параметр хорошо, поскольку для некоторых 
элеиентов c#0-u, значение величины ~Tncd) будет большим 
даже в случае ///*-//£ cf. Конечно, если например 7~nnd) ^  
то, судя по оценкам, за параметр регуляризации 
естественнее брать fi~n(26). Далее рассмотрим поподробнее 
зависимость Тл«; от элемента u e-u«. 







-^% </, к = ,п-4, (26) 
(27) 
Где //Ж= > - - - > X., > Õ. Есмш И/г - Д.' сГ и параметр 
n=i(d) шбран на правилу П , то при Si nf<f) имеет место 
неравенство 
4 Co(s)f^), 
/5 CA)(Auf(s) - h)H 
f \ ( v /•'/' ) / ^^»<0(A){Au^fs) -/г)//+ <f 
c° 1 iißp&>mA«p(o-tJ/h. 
s ( d -
/2 s* J, et ( X„, <j/s)) 4* C-i - C*) , 





) 6СЛИ Xtz ^-4 или 
Хк+А , <2Сли Хк-г ^fyfs)) или 
I X**, < A.ftj/s))«^* и of fxkz ys))> dfx^^s)); 
для методов 1-3,соответственно, 
як ts) = JS ; ; ^s)=j^7). <28) 





-ч*)Ц ;> С(,-/)сГ. (29) 
Поскольку при s i имеет место неравенство (см. £21) 
(A)Ü-Apw(A))AU-^)fli Ца-/)рШ«.^)1/ 
и Cf,(s) & !>(6~) при s & fifed, то в силу (29) имеем 
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h^Aa) - H i h О - (А))(ц> -и
щ
)Ц+ £(t(d)-y(s))S £ 
* U + ffi) HCl- Ад
го
(А))(и„-и*)И. 
Теперь, учитывая неравенство 




f s  f t ß p ( s )  ( A ) - / * ) / /  
11(2- Ад1Ф (А))(и, -и*)// 
(30) 
rs HGys) (fi)(7-A<fa> (А))А(и0 ия)Ц 
Оценим функцию 
/л _ ! И(Т-Ад^Ши.-чЛ) 
( (р i/ß r a  (A)(7-Acjys) (А))А (и.-и>)Ц) 
Легко проверить, что функция {(%)- <Зо (?)(I-Л^ГД))Д для ме­
тодов 1-3 имеет единственную точку максимума в точке а »(о.), 
где а* (л) определено формулами (28). Поскольку = 
= i / f а ßn со) Убывающая функция и 
Н(Р(х
к
)~ Рfx„<))(и*-иЖ >/ 
> 1н~и-<£) ЯРЫ(ъ-u*)f , к* 42, — »-4, 
то получим 
п 
Т llfPCxJ-PfxU)(I-A9yi, fA))/u6-u,)j/ 
vfs) =
н* ž ii(p(x.)-^asrs/A)a-A^,vtA)Wu^)t 
«с»* ' 
Г ž {k->*%ls)(täui-ct)\ ,. 
<  m a x  ч  •  1 —  — w c u c s ) ,  
v x*«4a*ixu 1 ^s) z ckx, <^(s)hi< c-i-cu) 1 
что вместе с (30) доказывает теорему. 
Отметим, что если некоторые последовательности Z£*•!.< 
и {х* j< на" известны, то tv('s) - вычислимая функция и мы 
можем проверить выполнимость неравенства (27). Если хотя 
бы для одного параметра s, s^^äibl, s ьц(/) это неравенство 
не выполнено, то по теореме 3 ///*-//? cf) и параметр и=л6Г) 
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выбран слишком большим. 
В некоторых случаях оценку (15) можно уменьшить. Имеет 
место 
х 
Теорема 4. Цусть выполнены условия теорема I и ещё одно 
из условий 1°-3°: 
1 °  i i  # * - / 0  5  ~5, <f> 
2° llu» II > М > D, 
3° НР(]ь)(и.-ч.)И ><•<**, к- AQ, - - П, 
где IIA!/ =• x« > х2 > 
Тогда вместо оценки (15) ийеют место соответственно условиям 
1°-3° оценки l-d оценки 
нт-и .ч  < 7 ,2 ,  /  „  ' v  а  Ц,~№/^ (3D 
г,« £ гт-0'u-u l . . a3 '  
тад = г* а* {2, ci2, w i»«x e m/kd") л), WjC^4^( 
l-f?) tss aft) 
, , . . . 
— z>iax {P fa*(<?)); 3,VßfCs) (А)(Ацрф -/*)// (33) 
fü <j,fs) /s 
ршп •, ?<u (34, 
* »'-с, 7 (35) 
(36) 




С// = I) Jr& (i+ ; i , соответственно, для методов 1-3, 
= Al AX /5, cNv suyo tbin Lw(z(i),s\ WKwU)]} (37) 
- «v 
s i t e s )  3 , 3 ;  
, , , . 
л 
ltu»(dj - и th_ у Wx(o(J),s) = ma.* {ft-0} if (38) 
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i / z ,,i -\ HUflW - UsИ j (39) 
m, (лщ s) = 7~^ ;:— — + / 
X i $ s ( x/)) (о; - ,L)} 1 ' a"" = • 
Доказательству теоремы предпошлем одну лемму. 
Леша. Цусть П, - точка минимума функции ^(я) = 11(1 -
- Ag,/A)Xue-<-i*)l/3-i- j'1'!1 и l l ß - z - f l l  £  5". Тогда для ме­
тодов 1-3 имеет место неравенство л» з- Ло^сГ)
л 
где n0f<T) 
определено формулами (35)-(36). 
Доказательство. Поскольку S, - точка минимума функции 
#(л) = .( fi- Pft)6.le-u*)^ue-u* то имеет 
место равенство 
- Р fi- Ядь W) i~1uJs-.n, d <: РГЛ)Ги0-и,)у ив-ч»> + 
+ = 0. 
Используя неравенство (8), получим 
- ? Г dqsOOl 
* IЛ(А-^Я,Р0Н e*'S -*«»&« d( РГХ)(Че~кД «e-Uv) ^  
>, j ßx, ac^-^qiu^)tcl^ p^)fu,-u,0, ue~uw> = (40) 
, 
ч 
IIA'4 В* CA)(I- А^-„, 




и ß B  m i - A j n ША »)// * iißjmun-f^ii-d. с«)  
Элементарный подсчёт при я дает для методов 1-3 
// /з„ Ж1-а9, т)А'Ч1-Арл (лгвсш * д & -л 
и поэтому 
Н ßn (А) (Т- Afo (А)) А(ц 0-Чы)// ~ 
(42) 
4 J/y/ t  fГ? -Я г)~ Ь//8^ (А)(1-А^щ  ША'Чис -UM)//. 
Теперь в силу произвольности параметра Л из (40)-(42) сле­
дует утверждение леммы. 
Доказательство теоремы 3. Пусть выполнено условие 1°. По­
скольку И{
г




рим случай nj6)i п, i iCf), s»4/i J6). Используя неравен­
ства 
/у /s  -fJU/s, Нв^,) Шйи^ -Щ 
/ J 7 *  / - J L ) H  *  M W „ - и * / /  < =  
-  { sur üüv-uju //A-M/a} 7, iif-fnt up,-#/ t>,o 
и (18), (20), (21), получим 
MUA(<t) - и* II - П^яи) — Ujln,)}) + Muyn») !/ i. 
^ Wl (sitfl»,)* l^ su/? ih/ Uun~aHl/i- ^—^(43) 
Если л. i ntiV, nechis* s. V<f) иж n*-* n&f), s*>n(S) 
или Я*>, яЛ?), s, > n6f), то используем соответственно не­
равенства (23)-(25), которые вместе с (43) дают оценку 
(31)-(36). 
Цусть выполнено условие 2° или 3°. Тогда используем при 
S# к п(б) соответственно неравенства 
H unu)-«*/l 6 Mb„w~us„//+ //Us^-UbJ/š 
^ Ur>(<f) ~ 4 , j _ 
\ Ъ  а х  С О )  + J ^Us> ~ U*^> 
~ (UI-Ap, (A»(o. -u.)f * 4) '«». -L'.t i 
[ //Un<f) - Us,// Л _ 
*U|а-*ч,(*,м«?-of у "n'--uj-
которые, учитывая неравенство (20), дают вместе с (23)-(25) 
оценки (31), (37М39). 
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ABOUT A DISCREPANCY PRINCIPLE WHEN THE LEVEL 
OF THE ERROR OP THE DATA IS GIVEN APPROXIMATELY 
T. Raua 
Summary 
We study a modification of the discrepancy principle to 
choose the parameter in the regularization method for in­
cased problems. The results of Г2] are generalized to the 
case, when the level of the error of the right-hand term 
of linear equation (1) is given approximately. 
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РВШНРИЗОВАННЫЙ ИТЕРАЦИОННЫЙ МЕТОД 
ДЛЯ ОТЫСКАНИЯ СОБСТВЕННЫХ ЗНАЧЕНИЙ И 
СОБСТВЕННЫХ ВЕКТОРОВ СИММЕТРИЧНОЙ МАТРИЦЫ 
Т.Саан 
На основе тихоновской регуляризации строится итерационный 
метод пятого порядка точности. Доказываются соответствующие 
теоремы сходимости. Аналогичные метода третьего порядка точ­
ности (но без регуляризации) ранее исследованы в [1-4]. 
Пусть дана симметричная (а* п.)-матрица Т . Нормы вектора 
(х,,к
х
) и матрицы Т определим следующим образом: 
IM = *J(*,x)'  (X,z + t ||Til - /м.л ||Txi 
1 !l«i( 
Через ff(T) И ( К , , ) L }  о б о з н а ч и м  м н о ж е с т в о  
попарно различных собственных значний матрицы Т и соответст­
вующие им собственные подпространства, т.е. % - (х|Тх = 'Kik), 
I = 4,2,.,., п. , а «а. Далее, через обозначим ортопроектор 
в , проектирующий на *•. Каждый вектор в R"- предтав-
ляется единственным образом в виде 
Риг , (I) 
j i"1 
Для отыскания собственного вектора х матрицы Т и соот-
ветствуицего ещ собственного значения А используем следую­
щий итерационный метод. Сначала выбираем единичный вектор лг0 
Затем для fc= 0,4,1,,., будем повторить следующие шаги: 
(I) ВЫЧИСЛИМ = (т<, VV) • 
(II) решим уравнение [«ч + (г-vK, где 
« < ч > 0  И  С й х = 0 ;  
оп) формируемом-^ *wll<vv,li. 
Шаги (II) и (III) можно объединить в один, 
(III') <„ = <[«.г , < = 11 (Т-г. 
Из (I) следует, что в итерационном процессе ортогональ­
ность векторов atw к собственным подпространствам х3 сохран­
яется; не изменяется и 
3(Т, г ) ~  { I pj<r*0 в разложении ( I ) ] ,  
т.е. -в итерационном процессе 
3(T,v=)-= 3(T,^)-=.,. = 3(T,vk)^._ . 




лг„ = cm Х< + Ыт. u„ 
с x,e 1) *, 11 = 4 , u.» J. К , И МЫ , сез>„ = (у„,х,). 
Тогда каждый ^ может быть представлен в виде 
<= (2) 
0 411, , u»k= (<^л). 
Будем пользоваться отношением Релея 
= (ТАГ,«-)/(«•, V-) | О* V&IR"; 
Лемма I. Для каждого единичного вектора вида (2) выполне­
но равенство 
^ - я, = /ylvv ^ (<j(u,j - \). 
Доказательство» Так как 
*\- x, = (ал^-4) х, + /yürvxv*, 
то 
я, = (t^,a-sv) - tv, - ((т- л,) < | vw) = 
= (( 1 Vk ( X-V-1*» ) - ( ( 1 ~ЯЛ) (л,1к- Хд) | X, ^ = 
- (( 1 - Я,)[(tOo ^ ч) X^M.n/ifk.lV 1 (ил д) X, +^Н-а^и.».) = 
- 'mvi1 k ((т- л,)а„ >w) •= ovw1 ^ (^[u.k) - я,). q 
Теорема I. Предположим, что последовательность схо­
дится к собственному вектору х,. Если бХ = о, то 
g-j-iwyiu-t. 
Доказательство. Поскольку ^(-) непрерывная функция на 
единичной сфере, то из сходимости 4-^к, следует 
Я,. Исходя из вектора vle в виде (2) найдём (см. шаг 
(ИГ) ) 
=  t:o v ^ y p u b г - c w -  ( т - ^ t l u ' j  * 4 , ,  ( 3 )  
где а
м
, = [^+ и (v.,«, ,*,) = 0. 
Поскольку вектор можно представить в виде 
^ itta x j •+ /h>v ^v-t-л ^4t+* j 
то из (3) следует 
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= c\'^] 1 [^(t>)tvi. (4) 
Упорядочш собственные значения матрицы Т так, что 
- *>ламЪ jeäcwi^i-m 
(в случае п,<ь видоизменения, которые следует внести в по­
следующие рассувдения, довольно очевидны). В случае [Х-Х| = 
= I А*- 71,( выберем индексы так, что < л3. Цусть tu пред­
ставлен в виде 
vl„= сотб» +/хл,йд0 ( 
где х^Х,', КИ , <„-L {Х,ДЛ , Ц-ЦН ,ок,е> = (><,,**). Тогда 
vw= ««эк /wqvt*., (5) 
цце COT&i^ (u^.x-x) и единичный вектор 1* ортогонален X, и fct. 
Благодаря представлениям (2) и (5), получим 
ооо + /vw. x co^ökxi. •*• />vvx <yv\,6w *,k. 
Найдем вектор vk.v, 
=<[<* (t-^l]"< =<[<4 
•+ti[d.kr (ях- 1k+ fr-^txil 'mv.x/^wbwiku. (6) 
Поскольку можно представить в виде 
~ «л тч ^ л^-vv>t,4 у.^ + avvv ^ .ivvv ^k>4 "tv.+4 j 
то из (6),°tv-—»0 2 e-—»7V,следует 
t-tuti J ь.—*ч» 
с^ч/ i tiw 6w»( /toia/ ел = 
- — lf& 11г-ч ±cei &jt4j e, 1 _ 
(7v,-pj]"vw^k е.. \ 
- (т-^лх1 = 
= 
ее ^ -л*^№-мтчл 5 (7) 
В случае | "Ти-^Л < I К-~к\ 
й>. (^ /we»\ < (х-л.у/чтч-х)1 < 4, 
и из этого следует, что Swr-^O и ±=£К-Опираясь на эти 
сходимости, соотношение (4) и лемму I, получим 
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^ 1 *•«* /^л - tu. I tow. / (tcvv j^. VvV I -
1 lõ4 (3(0*)-^/(vm4 (я.-ло'дл^л,^! (8) 
В случае ^-'МЧ'Аь-тЧ5^ вьшишем вектор u.k и приближе­
ния < и более точно: 
АЛх. = COT0wXt ^ />4V\, 6ч. С<У>^к t A\»v6x ^/j,. ( 
где , *»-L {М.Д} ,К|*А, свй^.^л), 
*rw= coi^uxi* /^>v^kuk)vbх1+ '^rv )vavv9k too^kitj+^^w-ötvvl^/v/io) 
vv,-^ Liu [dk. + (^1" ^K.) ] С6Ю ^  X, * Т» [<<k 4 (% <^)2] '->WV, ^  ссу) 0t x.l + 
(v^']w!m cei^ 1 , » ) 
Аналогично пределу (7) получим из (10) и (II) 
1м£ |-t<va.»fw„/-twv^u.] = 
= &,m. l£l4*w + (t- 9ioy] 
*c [*k t ( v «jvfjvn ^  /xwok u>1 v^w iotx. ^  
= g. [*t* (V <?,)1] 1 (T-^yf xli= 
*S К-И.Г/ (I2) 
Из оценки (12) следует, что ^-^0. Учитывая представление 
(9), получим, что каждая точка накопления последовательности 
fu.Jj имеет вид (Ьх,+ ^де Рм-^М „ Вычислим 
^ tf *л » ( Т( pb+frX.), (|ЪX,* ух»)) / (JbX-t^X, , |ЬХ, tух»)= 
= рк + £г 7^ + (Ьу (т Х3 ,xt) 4 (by (Тхх ,*»)« 
= p>4v<r) + 2fo,+<f)+ Н сл»*»л) 
= p(wb}f(vtf- л* + (13) 
Учитывая теперь соотношения (4), (13), лешу I и 
<**/?* =0 ) найдём 
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1  /Т±\ ~ 1  ' - c u i v •  a u v  ^ ) |  =  
= lux ( ^("*1 - л«г/ (f1 - (jfl- (b1)1 4 \. (14) 
Оценки (8) и (14) дают утверждение теоремы, о 
Теорема 2. Цусть Л, - собственное значение матрицы Т и 
*4 - соответствующее ему собственное подпространство. Если 
какое-то приближение дг^ удовлетворяет условию 
\\ (Т - ^  vr|l 4- t^TifT • ^  , (15) 
где к- cLink( 6"(т)Х 7i«1 и (\,< 1 , то <—»*4в*,при 4.-*•*>. 
Доказательство. Из (15) на основе следствия 6.22 из [2]по-
лучим 
cuya(^ x) * fwh7!' • (16) 
Представим вектор *г
г 
в виде (2). Тогда 
сМ; (•vy, X») = <пл.«г IHr - X \\ - ||-^- (а^, X.,) t, \( = 
=• i) (17) 
При помощи леммы I, оценки (16) и равенства (17) получаем 
<>,- /wvV ^  -7\,)N ЦТ if 4 cfm\ 
Используя соотношение (4) получим оценку 
I tcvv >r, / -tcu.v fr 1 - [<V+ (.Л, - <jrV] Il fy. * (т- ^)'] lyl < 
4 [*r+c\w]j^r+rf) (18) 
Результаты (16), (17) и (18) гарантируют, что dvyfc(ьу11,)* 
4 Ц Т Ц  п р и  В  и т о г е  п о л у ч и м  
и из этого следует, что » х,. 
Лемма 2 (см. [i] стр. 27). Для любого дл.е(Г и p. 
ц[т-<^ы]и.| ^ пгг-ры, 
где <§(>) = [Таи)/^^). 
Наилучшей вычислимой мерой точности пары (л _как 
собственной пары для Т является вектор невязки 4= (~- cL. 
Лемма 3. Для данного итерационного метода при всех к спра­
ведливо неравенство Цп-^Л 4 II ^1). 
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Доказательство. Если |!Wnj|=0 , то -иемма справедлива. 
Если 1 twills0 , то представим шаг (III*) в виде 
d-it'tfk.-H + (т-^ =<с£дЛ
с
, (19) 
Умножая (19) на < получим 
I^k) ='Ufc. (20) 
Обозначим 
wrs fit ~ , 
CXXS Н'К = ((T-, H*.) / li (T- ) A)WM 11 IK 11. 
Используя (19) и (20), преобразуем 
110"л 11 ~ ((т- »im ((т-<^„)= 
- ( vk+4 t ) - (^yn , ^ ^  ^kti) -
= < = t^«y>yk + ((t- <j„) - -4 = 
= =(„. oo^'tk •+ 11 (J-<^)\>kt<iHrL4 o&>%. - ^  = 
= ii о"- hl| ml cxyivk to", x. - </kwx. 
Опираясь на лемму 2 и оценку (21), подучим 
itUl = It (T-^KJl 4 Ц (Т-^)^1 = 
-im toosl - < wf*/ ii cr-<jo <j| с 
< ii -uli «зоч
л 
(хл% с и fifcll. о (22) 
Лемма 4. Для каждого 1 при данной итерации углы tk и 
Yk из доказательства леммы 3 острые. 
Доказательство.Умножая (19) на л!
к
„ получш 
°^-V- С^ь»< I + ( (Т- ^ц,) -Vv.+A , 4?^« ) - *C«. , *Vn) , 
11 (.т-^)л)
и
лГ = < ЬУ>\. 
Из последнего равенства вытекает, что coo4V>ö для каждо­
го к>о„ Теперь из соотношения (21) следует, что соо'<>о. 
Демма 5. Для данного итерационного метода tiw. l^k-^«1=0-
Доказательство. Найдём 
|^k.«|| ~ (a'kx , ajvm) ' (л'kt* , ct- t?b«)= 
= (<'**;, (T- <„) t l ( - 5^,1 l^VM , (T-^) <0 -t ( <5„- ^ .4V = 
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= ii (t- ^  |l + Z( ^k«)[ (^Htl, ta*,) - (>j + ( fy,- ^y.,,)1-
- li (T-^tujlN 2 + (<^-^„y-= 
= l|(T-^) A)ti, f - tyw- <}ku y. (231 
Из оценки (22) и равенств (21), (23) следует 
lft»«li ~ 1 С1"" *v«|l -  ^ll^ ti - (<jk.- ^ t«y. 
Из (24) и монотонности норы невязок следует утверждение лем­
мы. о 
Теорема 3. Пусть {tfj[ - последовательность итераций, по­
рождаемая единичным вектором <, . Если iL™, =<*/?•£ ^ 0 , то при 
1с—« либо **" 
1. (<?*.,О—»( т\,х ), где Тх = Л.Х , причём сходимость будет 
пятого порядка, либо 
2. (<;*, ti„)—*(.f,.«?-), где лг направлена по биссектрисе пары 
собственных векторов, для которых соответствующие собствен­
ные значения имеют полусумму <5 . Ситуация в 2 неустойчива 
относительно возмущений <. 
Доказательство. Из леммы 3 следует, что 
ikim1ct- ^ л)л-^г>,0 
при t—»• Посколько последовательность (л),^ принадлежит 
единичной сфере в R", то (л)^ должна иметь хотя бы одну 
точку накопления. Заметим также, что ^Е[-ЦТЦ F ЦП!, ИЗУ­
ЧИМ отдельно случаи т=о и t>o . 
Случай fl:чг= о. Всякая точка накопления (^ л) последова­
тельности есть по определению предел подпоследова­
тельности j61) для некоторого индексного множества ^ . 
Поскольку непрерывная функция на единичной сфере, то 
^(v,) •= 1йч. ^  ^ 
нсмм-= елм<ч1^г=о. 
Таким образом,(F Л) должна быть собственной парой Т . Так 
как количество собственных значений матрицы Т конечно и 
1 <?vt«l = 0 , по лемме 5, то для достаточно больших к 
последовательность не может перескочить расстояние 
между двумя точками накопления. По теореме I при k—л схо­
димость будет пятого порядка. 
Случай Б. Имеет место неравенство (см. (22)) 
9 
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цt-кл < им! coiffc. 
Перейдем в этом неравенстве к пределу It—»-о, и учитывая лем­
му 4, получим 
^lwx, се^хи, tvh олу^м. 
Из соотношения (23) и леммы 5 следует, что 
^и1(т-о,и+дг= <а**к«г + (25) fc--»«o 3 ' Vt-»«© k--*vo > ) 
Из соотношениях (20) и (25) вытекает, что 
<л*ч tk = ti>v («tkcmf«. -v ii (т-о„,)<)и.л|1м1 = t1; (26) k-^л ) ' 
Покажем, что Iww l|(T- Действительно, 
i (t-^)x1 v< с£ l|(t-^)x„l t g ii er-^j||k-<4 = 
Ii (t-oJa.1 > lwv Ii (t- ot)4JI - && II (T-<?bTl I «Ut *< Vc-b- 1 V.-4» J 
Вычислим теперь 
lux 11 (г- ^ )4 - IKllVf = 
= (ХУЧ, II (T-ojfajf- a KU1 ^  (a, (J- <oX) + KftKIi" = k_-*<o ' к-1»* 
= CH - Ht4 +T11 =0. (27) 
Из (27) вытекает, что всякая точка накопления § ограниченной 
последовательности должна удовлетворять уравнению 
т.е. |^-||гС ддя некоторого собственного значения %\ 
матрицы Т . Таким образом,у последовательности {уЛ конечное 
число точек накопления, и поскольку | pt-<2„.,Д —>0 при 
fe ,» _ то twv ^  ^. В итоге получим что всякая точка 
накопления «г последовательности {*>*.] должна быть собствен­
ным вектором для матрицы (т-$ )1 : 
(T-f)lx7 -хг0; (28) 
при этом <? не будет собственным вектором матрицы Т (тогда 
было бы , а это случай А . Имеем (см. (I)) 
p*xj> 




Так как собственные подпространства Xj, ортого­
нальны, то 
(29) 




Поскольку при всех j ( л? не собственный вектор 
матрицы Т) и , то найдется по меньшей мере два 
ивдекса,при которых ßj*0, Так как у квадратного уравнения 
(30) два решения, то найдётся точно два индекса j , для ко­
торых Обозначим эти индексы у и у , следовательно, 
Jr - + Н1 х1г I (31) 
1<г. (32) 
Аналогично формуле (13) найдём 
* ? + (f>V 
Учитывая, что <$(&) = § и , подучим 
$ * (33) 
Обозначим векторы (31), со свойством (33), следующим образом: 
, л- = * (4ж/д-) (*у (34) 
Итак, имеет место утверждение 2 теоремы с v =Vv или if -ti-.. 
Покажем, что сходимость неустойчива относительно 
возмущения. Имеем 
(Т- ^)М-+ = -ТАГ, , "(Т-?) V. = -TV*. 
Цусть р произвольная величина. Вычислим 
<^( Сеор. V+ t tlvvp. V-) - (Т f , «ир.<г+ + M,p.V-) = 
= (TV.*, J; ) + /toif*. (Tv., 0-) +AÜVJV toy. [ (TV-, VT) -t (TV+, V.)]= 
=  I + ^ V 4 ^  4  № ( ч [  ( т ( ^ + о - _ )  r  v + - n > . )  -  ( т е * ,  v * ) -  ( tv. ,v-_)]= 
- ^  + созр, [ (jly + -t ) - 2^} = 
- ^  + ovvp. co) p. [ ^ -'C'iinlft. 
Наконец,вычислим 
II [т - ^  ( unp. V-+ * ( сс^р. Ц+ + 1vv|4. V.) V= 
- 1 (т- ^ )( cxyi p. *tt + ли-\.р.у-_) •+ t'lvxap. (uyi^. tf-t = 
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— i -t co|<a/- -тм«.р- *>+ + X Au\,2jx c»)^v ^-tt /yvw|4, itf-| = 
-T2"!! (1оУ)1|Чм) /yi*vJM.A>+ + (l-yLvvp-A) Coop. V- I ~ 
= T1" сел12-pv it Avw|4,Vt - = t' со^"Д|Ч.. (35) 
Из равенства (35) вытекает, что при возмущении, для которого 
i сепЗ^М норма невязки опустится ниже Т, 
ИТ-<?0*Ц = *' <Т. 
Если т'=о , то получим случай Й . Для т' >0 повторим рассуж­
дение случая Б, после возмущений, получим (см. 32)) 
9l-,,- я-)ч = г/с1 < 2.т = 7^г-(36) 
Из (36) следует, что пара ( Ху, У.^ ) отличается от (fy,^,2)о 
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THE REGULARIZED ITERATIVE METHOD FOR FINDING 
EIGENVALUES AND EIGENVECTORS OP SYMMETRIC MATRICES 
T. Saan 
Summary 
The iterative method constructed in this work is based 
on the Tikhonov regularization and the Rayleigh Quotient 
Iteration. The iteration can be developed for real symmetric 
matrices only. The aeymptbtic convergence rate to an eigen­
vector and eigenvalue is quintic. Its global properties are 
due to a monotone decrease in the norms of the residuals. 
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Уч.зап.Тартуск.ун-та,1986,762,69-76. 
О КРАЕВОЙ ЗАДАЧЕ ДЛЯ УРАВНЕНИЯ ЭДЙШГИЧЕСКОГО 
ТИПА С РАЗРЫВНЫМ ИЯЕНИЕМ 
й.-й. Саарвийт 
Исследуется вариационная постановка в разрешимость крае­
вых задач для линейных уравнений эллиптического типа, реше­
ния которых могут иметь разрывы первого рода. Рассматривает­
ся возможность применения для их приближенного решения мето­
да конечных элементов. 
§ I. Введение 
Краевые задачи, в которых разрывы первого рода претерпе­
вают не только коэффициенты уравнения, но и его решение, воз­
никают, например, при исследовании тепловых процессов в телах, 
имеющих разрезы с неидеальным тепловым контактом (подробнее, 
напр., в [4]). Вариационная постановка таких задач для урав­
нений эллиптического типа рассматривалась в [2], [3], [5], но 
только в случае одно- или двухмерного пространства и при раз­
биении области интегрирования (отрезка или прямоугольника) на 
две подобласти непрерывности решения. Ниже дается вариацион­
ная постановка таких задач при произвольной размерности про­
странства и при разбиении области интегрирования на любое ко­
нечное число подобластей, 
в которых решение непрерывно, ис­
следуется их разрешимость и возможность применения для их 
приближенного решения метода конечных элементов. 
§ 2. Функциональные пространства 
Цусть ограниченная область £2 с |Rn* разбита на подобласти 
Qu..,JQrr так, что Q?nQö-=& если и Q. = ÜQ9-
Введем обозначение Q 0 = IR х Q. Цусть границы подобластей 
0,1,.,.,г, непрерывны по Липшицу, цусть вдоль них 
определена поверхностная мера <£$- . Обозначим через Г^у-
замкнутые множества 0<<j<6"žf, а через D$<r 
- нормали к , направленные внутрь Q. ^. 
Введем пространство кусочно непрерывно дн|ференцнруешх 
на Q функций 
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<£m= {u-(x): u.(ot.) = u.sW, XfeQ?; u§e Сгп(0.9),9='1,...,т|л 
где С
m(Qs) - пространство функций пг раз ( 0 < т. $ +оо ) 
непрерывно диЦеренцвруеннх на Q<>. Возможность существова­
ния у функции и_е на с гаках Г^о- подобластей и Q, 
двух разных значений следует понимать как возможность су­
ществования у функции и там разрыва первого рода. Подмно­
жеством пространства является множество кусочно 
полиномиальных функций, степень которых на каждом не 
превышает j (0 б j < +00). 
Введем также соболевские пространства 
к5.1, рз-1, определим норму в них равенством 
В частном случае р~2 пространство Ж) ' является гильбер­
товым со скалярным произведением 
(a ir) = £ Y. 1 D"u„(a;)Din(a)d.x. 
к 9=1 н6.к Щ s > 
На пространства Ю0*/Р переносятся теоремы вложения и 
теоремы о следе ([I], [б]), а также следу кидая теорема об эк­
вивалентных нормах. 
Теорема I. Цусть на пространстве Ж)K/f> определен функ­
ционал <р со следующими свойствами: 
а) Ož ^LL 5 ernst P,LLllKjp ; 
б) tp (Xa) = |х|^)U., Хе IR.1 ; 
в) ^(a+u) § i^LL+ifir; 
г) если ^z = 0 и zepK\ то г=0. 
Тогда норма 1 
il и-|t* = f(vpu-)P+ £ £ i lD\tolPdx)/p 
11 llK,p X I <J=1 M=K й, Я У 
эквивалентна норме (I). 
Цри доказательстве можно следовать, например, доказатель­
ству аналогичной теоремы в [I]. 
г 
Рассмотрим подробнее пространство Ж) ' . 
Цусть S = : 5 = (9и-"»Чо-)} ~ множество всевозможных 
сочетаний индексов ^Le 1s <54 т. Через обоз­
начим соответствующие объединения подмножеств Q^cQ; Qg -
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- . Границу Q s обозначим через Г^. Из теоремы I сле­
дует 
Лемма I. Цусть заданы множества Г?сг, удовлетворяю-
щив условию: для любого 2! множество у - сумма всех 
принадлежащих } имеет положительную <%- меру. 
Тогда норма |ч-||1г эквивалентна в 2QQ1,2 норме 
М = ( I t [ |ё|2^ t 
+ ž S Kfdr+ft S (2) 
ober > $90-
Разобьем каждое Г?с. на два (не обязательно связных) под­
множества [£ и так, что Г^= £U Г,1,, Г°
СТ
Г) Г^=0. 
При этом предполагаем, что Г^о- замкнуты. Описанные выше мно­
жества ГI тоже разбиваются на - сужу всех Г°0 с , и 
г
1 = г ч г° 
s  i s *  о 
Цусть U(r^tf)cRn' - некоторая окрестность Fqa-, т.е. откры­
тое множество в R" такое, что Г^. с 11 (Г^). Определим 
множества 
с  -  ^ ( o n q , ,  с т = 1
у
. . .  т ;  
uk= 2,...л; 
Введем обозначение 
_ tr сг-1 
Г= и и с 6-\ д=0 
и определим пространство <£" с 
Мы будем говорить, что функция u.e £°° принадлежит .С", 
если у всех непустых Г^- существуют окрестности IL^q-
(у разных и, они, вообще говоря, разные) такие, что 
u-ffco = 0 ь u°d<t , сг= 1, ...,т ; 
и сужения о. на Q.q U Q.^ 
чй,ипл 2 т; г'-./м. 
Обозначим через Щ
г
' замыкание множества ,=П™ в HQ1,2 
относительно нормы !М11г- Пространство W) j1.'2 тоже гиль­
бертово со скалярным произведением (-,-)<• Из соответствую-
теоремы о следе вытекает: если tie } то при 
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mes > О 
u-<T(x)= О почти всюду на , (3) 
u^(x) = ix
с 
(*) почти вснщу на Г ^  с о ^  1 . (4) 
Отсюда следует в свою очередь, что при выполнении предпосылок 
леммы I норна ||и.|]1г эквивалентна в пространстве нор­
ме 
К- (£ЦПВ Г* + 
т г v т 6-1 , „ wo 
+ f |u,i ag- + г г 





§ 3. Вариационное равенство 
Цусть функции а, c,j= и почти при 
всех хе Q имеют место неравенства 
* *7-ii АЛЛ V 
sj-1 4 1-1 
где dt = const >0. Сужения ац и а на 0.^ обозначим через 
agij 2 «v " 1 
Пусть на множествах с положительной с^-мерой опреде­
лены функции в L™ (fqo), обладающие следующим свойством: 
t> ff(*) ž 0 почти всюду на Г^с- -
Зададим на Ж)^г* билинейную форму 
9 - » п л ч ч  s , s 3 x < i  d x <  *  *  v  
+ 
«г <r-1 
+ £ L L S<r(uru»xv^)dif-
'o<? {%<7 
Цусть задана функция fe L^fi)- Рассмотрим задачу: найти 
иг W)r'Z такую, что 
а(и,лт) =• ^ ^u-dx для Vire InQJl2 . (5) 
а 1 1 
Обозначим через fq<r с Гу множества, для которых сущест­
вуют постоянные >0 такие, что Б^С*.)^ почти всю­
ду на ^ , а через ^ - сумму всех таких jj^c , feZ. 
72 
Теорема 2> Если 
hru-s (Г| U > О дая любого Е& 2 (6) 
то вариационное равенство (5) имеет единственное решение в 
-
Утверждение теоремы вытекает при сделанных в этом парагра­
фе предположениях как следствие леммы Лакее—Мильграма (см., 




Замечание. Если функция ей удовлетворяет неравенству 
afx)= Const >0 почти при всех xeQ, то утверждение тео­
ремы 2 справедливо и без предположения (6). 
§ 4. Краевая задача 
Введем обозначения для ненормальных производных, опреде­
ленных почти вевду на : 
"&1Ло ^U.p - 
х 
ЪНф ~ ф за j 
Цусть коэффициенты ctq е , ft.; ae £ j 
Цб- - кусочно непрерывны на П^-, 6"= ; д-
Если решение задачи (5) ueW)2' то оно будет решением крае­
вой задачи 
-L05;(a?šife)+ aSuS e f-q , XfcQS)g=i-.vvj (7) 
°' as,"1 (e) 
с условиями сопряжения 





б- ' ans»lrq°ff 
(9) 
Здесь - сужение функции £ на СЦ, равенства (7)-(9) 
ВЕШОЛНЯЮТСЯ на соответствующих множествах почти вевду. 
Обратно, решение краевой задачи (7)-(9) ae Щ2'2 будет 
решением вариационного равенства (5). 
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Эти утверждения доказываются обычными рассуждениями об эк­
вивалентности краевой задачи и ее вариационной постановки. Та­
ким образом решение задачи (5) можно рассматривать как обоб­
щенное решение краевой задачи (7)-(9). 
§ 5. Метод конечных элементов 
При изложении этого параграфа мы следуем [?]. 
Пусть К с Незамкнутый многоугольник, Р
к 
- пространство 
многочленов, однозначно определяемых на К конечным множест­
вом значений их и их производных в некоторых точках К - т.н. 
множеством степеней свободы 5Г
К





конечным элементом в !Rn. Через к
к 
обозначим диаметр К , 
а через - диаметр наибольшей сферы, вписанной в К . 
Пусть - многоугольники, а Г^<г - или пустые множест­
ва, или покрываются в точности гранями некоторых многоугольни­
ков, содержащихся в или 
Рассмотрим на О. семейство триангуляций такое, что 
все в точности покрываются элементами К с Tf>> а 
записываются как объединения граней некоторых К. Цусть при 
этом величина 
(l = тех 
ketr 
аппроксимирует нуль и существует такая постоянная Х?0, что 
^ 5 X. при Vke UTR . Sk r к 





!<е U Tg, аффино-эквивалентны одному исходному конечному эле­
менту (.(<, Р, Ž), т.е. для каадого Ке UT<> существует такое 
обратимое аффинное отображение F; IR"-» что К - F(Kj. 
Обозначим через PJ(K) множество (рассматриваемых на К ) мно­
гочленов степени не больше j . 
С каждой такой триангуляцией ассоциируем пространство 
к у с о ч н о  п о л и н о м и а л ь н ы х  ф у н к ц и й  u R ( x ) :  u ^ C x ) ^ ,  
9  И с у ж е н и я  к о т о р ы х  P k .  П о т р е б у е м ,  ч т о б ы  
x, с m ж)1?, 
т.е. функции удовлетворяли условиям (3), (4). 
Рассмотрим наряду с задачей (5) задачу: найти та­
кую, что . 
a(u^,y-A) = I fv-g.dx для VxrRe ХГч. (10) 
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При сделанных в § 3 предположениях имеет место 
Теорема 3. Вариационная задача (10) имеет единственное ре­
шение . Если существует такое число , что имеют место 
следующие включения 
РЧК) С Р С wv0<), WJ + 1'Z(K)C С6(К), 
где б - максимальный порядок частных производных, встречаю­
щихся в определении множества Z, и решение вариационной за­
дачи (5) ц€ то существует такая не зависящая от it. 
постоянная с , что 
ltu--<4lli|z $ с. ^ 
Теорема доказывается аналогично соответствующему утвержде­
нию в [7]. Нетрудно перенести и некоторые другие утверждения 
из [7]. 
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AS ELLIPTIC BOUNDABY VALUE PROBLEM 
WITH DISCONTINUOUS SOLUTION 
I. Saarniit 
Summary 
The variational setting and solvability of boundary 
value problems for linear elliptic equations with dis­
continuous solutions are studied. A possibility of using 




О ЧИСЛЕННОЙ ИНТЕГРИРОВАНИИ УРАВНЕНИЯ ТЕПЛОПРОВОДНОСТИ 
НА НЕРАВНОМЕРНЫХ СЕТКАХ ДЛЯ ОПРЕДЕЛЕНИЯ СУТОЧНОГО ХОДА 
ТЕМПЕРАТУРЫ ПОЕЕРХНОСТНОГО СЛОЯ МОРЯ 
X. Арст, В. Соомер 
I. Введение. В настоящее время широко распространено из­
учение природных объектов и явлений методом численного экс­
перимента. Это позволяет оценить чувствительность изучаемого 
явления 
к различным влияющим факторам и даже в некоторой ме­
ре прогнозировать его поведение при рассматриваемых условиях. 
В настоящей работе рассматриваются некоторые проблемы, свя­
занные с численным интегрированием уравнения теплопроводности 
на неравномерных сетках. Это уравнение использовано авторами 
для определения 
ожидаемого суточного хода температуры поверх­
ностного слоя моря при различных видах и количествах загряз­
нения воды. Физический подход весьма примитивный: рассматри­
вается распространение тепла только по вертикалям в предпо­
ложении однородности температурного поля в горизонтальных на­
правлениях. С аспекта основной цели работы (оценка влияния 
загрязнения моря на температуру воды) важно отметить, что за­
грязнение воды влияет на температурный режим моря прежде все­
го путем вертикального 
хода лучистого притока тепла - т.е. 
изменяется вертикальный ход функции источника в уравнении 
теплопроводности. Поэтому на первом этапе можно ограничиться 
одномерной моделью распространения тепла. 
Как уже отмечено, 
математически этот подход описывается уравнением теплопровод­
ности 
ъ-t dz* дъ Зг Ffe.O (I) 
с начальным и краевыми условиями 
Т(г.о)=№, §£М-о, (г) 
Уравнение (I) рассмотрим в области 
0 = {{*,{)•> 0 г*, 0< 
(3) 
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и функция H(t,0 непрерывно дифференцируема в области D. 
Здесь TfzJ) - искомая температура морской воды, х. -
глубина, t - время, - коэффициент вертикального 
турбулентного обмена в воде за счет поглощенной солнечной 
энергии (функция источника). Следует принимать во внимание 
весьма большой градиент функций Ufe.i) и FUJ) вблизи 
водной поверхности. Поэтому задачу (I), (2) целесообразно 
решать с переменным шагом по глубине, выбирая вблизи водной 
поверхности более малые шаги. 
2. Метод решения задачи (I), (2). Введем на отрезке 
Г 0,з? ] (в общем неравномерное) разбиение 0~*-
о 
< < 
и на [0,t*\ равномерное разбиение 0^ic< 1, < 
= i*. Обозначим -i,4 , L = J, , n и 
i =  f K - ,  £  =  0 ,  . Предположим, что k ;  * A,v/. 
Частные производные в уравнений (I) приближаем при помощи 
форцул (обозначим TiK - T(ži7 tK), L = 0,...,n; «•=0,. 
3 T ß j ,  t K t 1 )  j - .ы - Tu + ( 4 )  
dt £ 
9T(th ) =Ти,щ ~ Ты. ы 
эг л,; •+ Я^ / f  '  
э*"7" _ у г 72//«т/ 77>/. *>./ _ 71'. 1+ 
9лг t»i (Lj + hjt.,) ZTfäTfc) L; 
4- + ^7 av/j (6) 
(4)-(6) справедливы, если функция ~T(&,t) имеет в 
области D непрерывные частные производные четвертого по­
рядка по t и второго порядка по i . Формула (4) хорошо из­
вестна, формула (6) доказана в книге [2] на стр. 81, формула 
(5) доказывается аналогично. 
Замечание I. При k L= к •= const из (5) и (6) получаем об-
37" 
щеизвестные формулы для аппроксимации (см. напр. 
12], стр. 73). 
Предполагаем, что функция т ( z : z )  определена и является 
достаточно гладкой и прм \~Я,1о\ и Z е lZ* 
Тогда производные в дополнительшк условиях (2) можем аппрои-
симировать по известным формулам 
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то = п. - z^JC . ^  
•йб л^-/ / ул 7 
(7) 
377/,/j _ 7;,/., -•£,.« + ^ 
ät г 4 г"+*'*• 
где Т_<к = 7А/С„у , 7;+/й = Т(**+Яй1-6К). Известно, 
что ^ = <^, %.U=®(K)' 
Обозначим yV4< = и = f(* Jk) и рас­
смотрим разностную схему 
C'l.x.+.j ~ к. _ 7 //, — '"*• ± k.Lidi ^  С-,'jc-rij 
I "4bJ/LsiufW 
+ 5Г 'FW,. 
L = 0,... t r> ,  K-O,...  ,/n-J, 
zio - Pc, (9) 
,m (10) 
Тогда из формул (4)-(7) следует, что при р. = у?. - KPfž:)i 
И к ^ =0 разностная схема (8)—(10) аппрокси­
мирует задачу (I), (2). Уравнение (I) аппроксимируется в 
точках Ct; ,iK4J,)) i-г?.,.,л ; £ = О,..., уравне­
нием (8), погрешность аппроксимации 
Напишем уравнение (8) в виде 
+ß;t ) ^ч', — 
— °cf'< *" ß'K- (- V; £*-/ ^ <-ce + K+4.; (ii) 
где 
в/ • — f<. 
£ 
Г -Z Н i.KJi diVfjb, , ) 
L L;u 
A'i't = 
£ г lU i i L+t dHfct.t*.,) 
л, ^ 4,, 1 [ 
А 
9* 
Дусть выполнено условие 
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тогда о1и>0} ßu >°-
, z н
и 
l •< ' к = *> — >гп> (12) 
""t*г , 
Замечание 2. Из условия (3) и из дифференцируемоети функ­
ции И(ž , i) следует, что условие (12) выполнено при доста­
точно малых Hi . 
Учитывая краевые условия (10), можем уравнения (II) напи­
сать в виде 
* ^ ок +ßoJ се,ы-4~ ^ +.^oJ с < кч ~ßc*fa*/ * lot.+ t 
|7 +ы1к +bu)r. i  K^ Ы + %•»+?Ы , 
Из этих равенств выводим следующее неравенство (напомним, что 
,  & и > 0 )  
\\гы\\ 4 '|*?Ч| + eilF^I + /myflA, 1,1«-- Vkw|J 
где 
цгЧ| =• ^»х l«c;J , ||F"]I = /Mw IF,'«:I 
0 < i $ n  0 < i  < >  n  
Тогда нетрудно убедиться, что имеет место неравенство 
1г*-\и\Т.а\+/Лг>м* К may flA-MlW,/ V; J). (13) {<.ни '</<ы 





схема (8)—(10) равномерно устойчива. 
Оценим теперь погрешность разностного метода (8)-(10). Ес­
ли разностная задача (8)-(Ю) аппроксимирует задачу (I), (2), 
то в точках fz> ,-tK) , i = О,..., п ; У,...., >» погреш­
ность аппроксимации = О(&•-., - Л -f /, L!t, + £). Цусть 
£1>с — iile - С,<. , т.е. - погрешность метода в точке 
(3z-ftK). Тогда числа £,
Л 
являются решениями разностной за­
дачи (8)-(Ю) при FiKi =" , Я /4Я f_4fK и 
ч, = ^ fn+J.K, • 
Тогда из условия (13) получаем 
wjr  l lyv l l  +  ic/mj/fmx |,  i l )  
#*/<*-/ /</<*-> J' '•> 'iijiKri 
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(14) 
ще 1|£*| = /ят |<£,
к
| 11^*11 = may \<fu\ • 
0< I an Oi, Uh ' 
Но из условий (3) и (12) вытекает 
П _ ^ Г? и _ / 9Н(0, 1< t 




Ыък. < ~w 
Значит, из условия (14) следует оценка (учитываем, что 
lf£k||<i. may \\у*-\\+ЬсЛ*тм(max W- f/ A, та* )j- %,/J) 
Так как ^  = #f/w - А *• /,• 4, + = 0(1:), 
Уи+4)К - ж L^k„, то можем сказать, что сущест­
вует такая постоянная М>0 что 
1|£ II «  ту II £ К Н  <  М ( £  +  А ) ,  
44 )G<W • 
3. О пешениц зяпячи ря атм. Задача (8)-(10) была решена 
на ЭВМ EC-I022. Мы выбирали шаги сетки 
Ц =••£* fy1'' I / = -/, • >ь, ^ 
где ^ >/. Рассматривались разные значения t* I и 
Например, рассматривался случай, где = 1,09, £/=£,= 
0,321*10~®см, 20 м, 1= 120 сек, 24 ч. функции И и 
у? были следующие 
=к +°Ц4~ъ**)+М4+е е/)(<!+«*.2 
=T(Z,0)-Т,-ёи или yY*)« сол75< , 
где ^еЛ,Д/^ <х,й, 7, , <£• - некоторые положительные 
постоянные. Функция $ = аппроксимируется по формулам, 
которые приведены например в книге ГI]. Для вычисления функ­
ции £ = F(ž,i) пока известны только приближенные методы и 
она была вычислена на ЭВМ при помощи специальной программы 
(в некоторых случаях можно полагать, что Tfi /i)= const. ). 
Надо отметить, что при аппроксимации краевых условий при 
помощи формул 
\-т" +P(Q « 
подученные результаты были достаточно близкие к результатам, 
подученным при применении более точных формул (7). 
Забирая переменный шаг по глубине, мы убедились, что за­
трата времени при решении задачи на ЗЕМ была значительно 
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меньше, чем например в случае, где шаг по глубине постоянно 
равен /• = min- L; Кроме того, подученные результаты 
./<£* <П 
(т.е. значения функции Т ) в этих двух случаях были достаточ­
но близкие (их разность было не более Ъ% от приращения темпе­
ратуры воды). Намного существенной являлось требование расче­
тов на ЭВМ с двойной точностью. 
Графики функций 7^=77^4), где Г°t*l, 
построенные по результатам решения задачи на ЭВМ, приведены 
в работе [з]. 
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ABOUT THE NUMERICAL INTEGRATION OP HEAT EQUATION 
BY USING THE VARIABLE STEP FOR DETERMINING SEA 
WATER TEMPERATURE VARIATIONS 
H. Arat, V. Soomer 
Summary 
Heat equation (1) in the initial and boundary conditione 
(2), was solved with the help of the method of finite dif-
ferencea (8), (9), (10). The variable step was applied in 
our calculations. The vertical and daily variationa of the 
aea water temperature are described by equation (1). 
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заметка к теоремам сходимости 
приближенных методов отыскания автоколебаний 
П. Мийдяа 
В статье [i] доказаны теоремы сходимости методов коллока-
ции, Галерюша и конечных разностей для нахождения нетриви­
альных периодических решений автономных дифференциальных 
уравнений 
z<~4±) = I (z (t), "ti)), (J) 
В настоящей заметке более подробно открывается суть одного 
предположения этих теорем. 
I. Поскольку нас интересуют основные предположения именуе­
мых теорем, которые одинаковы для всех трех методов, то до­
статочно привести здесь формулировку только одной теоремы; 
пусть, например, дня метода коллокации. Нам удобно привести 
эту формулировку в случае нормальной системы 
Z'(t)-F(Z(t)), (2) 
где Z и F - vn.-мерные вектор-функции; 2 (4)- (л,z.„(t)\ 
Г(£):(>(П..-,М2)М; (2)=f'K..,z-)-
Допустим, что 
(t) вектор-функция F непрерывна и непрерывно дифферен­
цируема по всем переменным z,,..., z.„ • 
Ui) система (2) имеет нетривиальное и * -периодическое 
решение Z* , )- Z*(ir -*ю г) , ) Ф О. 
Обозначив через И ИСКОМЫЙ период решения, можем задачу (2) 
рассмотреть в виде 
F(X(t», - ,з, 
где А' Zx/ьэ. Здесь искомыми являются ^г-периодическая 
вектор-функция X и значение параметра Л . Соответствующее 
предпосылке (1.1) решение системы (3) будем обозначать через 
[  А*, X* } ,  у - z n / u } * ,  x ' ( - t ) -  (jf/Ct),.... a матрицу 
Якоби системы (3) через 
11* 
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2 au — (5МУ 
Л* \ 9z; I,*,}' 1.-,"- (4) 
<1 
Решения 2*и Xсвязаны соотношением 
X ' T T I «  Z - C T / V ) .  ( 5 )  
ПуСТЬ 
( l i v )  и з в е с т н о  н е к о т о р о е  ч и с л о  o i  и з  о б л а с т и  з н а ч е н и и  х* 
- первой компоненты вектор-функции X*: 
тсЛ (0)= * , (о) * О . 
Следующие два предположения являются основными и будут 
анализироваться в дальнейшем. Допустим, что 
Cv) линеаризованная система (см. (4)) 
u ' ( t ) =  j  с о  u  c t )  ( 6 )  
имеет в качестве lir -периодических решений только вектор-
-функции вида const-X"' . 
Введем вектор-функцию 
[ X ' ( t ) - F ( X ( t ) ) J A,x* 7 7  
ЗЛ х=х* 
Наконец, потребуем, что 
(v) неоднородная система 
и'(-И= 3(t)Uft) -г Ш) (7) 
не имеет 1v -периодических решений. 
Комментируя условия (iv) и (v), можно отметить, что X* 
всегда является решением системы (6), а вектор-функция 
~ x'(t)= z'(ta') = - а х*'(4.) 
- решением системы (7). В этом легко убедится, соответствен­
но, дщ$еренцированием по t системы (3) и непосредственной 
подстановкой. 
Обозначим через (*-•>, • • •, ) вектор-функцию с 
компонентами в виде тригонометрических многочленов 
= — * 21 (с*.; d,cl 641-K.t ) • 
z кг'1 
t - г л  J J 1 
Теорема сходимости метода коллокации [I J формулируется 
так. 
Теорема. Пусть выполнены условия (1) - (v). 
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Тогда при почти всех п. метод коллокации 
ОС (t • )= i  FCXLt i))  , i --0, 1, • { 
определяет изолированное приближенное решение fA„* , X** } 
задачи (3), причем 
|ХЛ "A i 6 е-«к , II X J - X * И
Н 1  < с  ^ , 
где 
t K' Il X* ~ X II L  » О при и- -—> оо . 
Здесь - проектор Лагранжа, соответствующий интерполирова­
нию тригонометрическими многочленами по равноотстоящим уз­
лам; Н1 - класс £яг-периодическшс абсолютно непрерывных век­
тор-функций, производные которых принадлежат \~г.) II X II ^ -
= (ž 
Доказательство теоремы в приведенной формулировке объяс­
няется в замечании 2 статьи [I]. 
2. Целью настоящей заметки является анализ содержания 
предпосылки (v) теоремы. Напомним некоторые необходимые для 
этой цели результаты; их доказательства можно найти в главах 
1У и XII книги [2 j. 
а) Любые две фундаментальных матрицы (О и системы 
(6) связаны равенством Cj> (-t) = ^  (-t) С , где С - некоторая 
невырожденная постоянная матрица. Если фи) -фундаментальная 
матрица системы (6), то этой, ввиду ZV-периодичности J(t)y 
будет и ' (ft (t' lir). . Связывающую (невырожденную постоянную) 
С в равенстве <§>(i +Lk)- ft) С называют основной 
матрицей для ф(* ) . 
б) Собственные значения основных матриц инвариантны отно­
сительно преобразования фундаментальных матриц, они однознач­
но определяются системой (6) и носят название мультипликато­
ров системы (6). 
Приведем доказательство инвариантности. 
Пусть ф, (t) и - две фундаментальных матрицы с 
основными матрицами С, и С
г  
,  соответственно. Пусть С -
связывающая их матрица, (tj-фШС.Тогда имеем 
Х Е -  С ,  =  A E  -  V F O X ^ U I T )  =  A E "  -  C ' < P ^ ( 0 ) ( P J 2 R R ) C =  
= С" 4  (Ab" - Ci)C, 
т.е. собственные значения матриц С, и Qсовпадают; здесь 
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£ - единичная матрица. 
Отметим, что, по построению, число 1 всегда явжется 
мультипликатором системы (6). 
в) Обозначим,через v^1 (t^"(-t) столбцы фундамен­
тальной матрицы ф(1) системы (6), а через с", . . с" -
столбцы основной матрицы С для ф(Н. Из определения основ­
ной матрицы (2 а)) вытекает, что если с1, имеет вид единично­
го вектора е
1 (все компоненты кроме i -той - нули, a L -тая 
компонента равняется единице), то у'ft) будет ^^-периоди­
ческим решением системы (6). 
Пусть теперь ф(+) такая фундаментальная матрица системы 
(6), что ее основная матрица С имеет жорданову нормальную 
форму; С = ) , где J1 - единственная 
(единственная —по построению) жордановая клетка, отвеча­





и *f1(fc) будет 2,ir-периодическим решением системы 
(6), причем, в силу (iv), ^4t)= X* 'Сt) • без ограни­
чения общности можем считать, что X " ( t )  .  
Обозначим порядок жордановой клетки через -г . 
г) Наряду с системой (6) рассмотрим ее сопряженную 
V4t) г - J T(U V ( i  )  .  (8) 
Система (8), как и (6), имеет точно одно линейно независи­
мое 2,1Г-периодическое решение т.е. все нетривиальные 
7.К -периодические решения системы (8) отличаются лишь конс­
тантным множителем. 
Условие (v) выполняется тогда и только тогда, когда сво­
бодный член У(4) системы (7) неортогонален собственному 
подпространству задачи (8), т.е. 
[ l " ( X " ( t ) y * ( t ) )  А *  *  О  .  ( 9 )  
о 
Здесь под интегралом находится эвклидическое скалярное 
произведение векторов. 
д) Если фи)- фундаментальная матрица системы (6) с 
основной матрицей С, то Yft) = Г ф'Чь) V будет фундамен­
тальней для системы (8) и ее основная матрица имеет вид 
d -  с с - г  
Докажем сказанное для основных матриц: 
) 5  [ Ф - , ( - Ь«-2.»г)]г* СL Ф ( ± )  С J J 
=  Y ( T )  С  С - 1  ] Т  .  
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3. Завершим анализ предположения (v) теоремы. Пусть <£(*) 
- фундаментальная матрица системы (6), обладающая свойством 
2в). Выделим две возможности, 
Рассмотрим сперва случай, когда порядок t жордановой , 
клетки J, равняется единице. Оказывается, что тогда условие 
(v) выполняется. 
Действительно, в этом случае все элементы первой строки 
и первого столбца основной матрицы С - нули, кроме их обще­
го элемента, которий равняется единице. Тем же свойством об­
ладает и матрица 
b = С С;41 (см. 2д)). Значит - первым 
столбцом матрицы N4t) будет V*(t) (см. 2 г)). Скалярное 
произведение, стоящее под интегралом в соотношении (9) рав­
няется первому элементу первой строки матрицы-произведения 
4>( t ) : e ,  (10 )  
т.е. - единице. Следовательно, условие (9) выполняется и, 
ввиду 2 г), имеет место и (v). 
Рассмотрим вторую возможность: t >1, Теперь в первой 
строке основной матрицы С два элемента (первый и второй) 
равняются единице и первый столбец основной матрицы D (см. 
2 д)) уже отличается от единичного вектора, им будет г -ый 
столбец. Значит - lie -периодическим решением системы (8) бу­
дет i -ый столбец фундаментальной матрицы ^(t), ввиду (10) 
(X." У)- 0, следовательно, неравенство (9) и тем самым и 
предположение (и) опровергаются. 
Отметим, что (при л>1 ) система (6) имеет а-1 линейно 
независимых решений со свойством 
Ц. (t ) - U М X"(i ) . (jj) 
Это вытекает из определения основной матрицы и предположе­
ния («v). 
В итоге можем заключить, что условие (v) выполняется тогда 
когда : (vi) единица является простым мультипликатором системы 
(6) .  
Но (vi) достаточно и для выполненности (iv), следователь­
но, в формулировке теоремы вместо предположений (iv) и (v) 
можем требовать выполнение только (vi.). Одно лишь (v) в фор­
мулировке можно, на основе (II), заменить требованием, чтобы 
для всех решений U(t) системы (6) разность Ü(t'*£*)-Ц(*) 
не являлась нетривиальной 2Ж-периодической функцией. 
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A NOTE ТО CONVERSATION THEOREMS FOR THE NUMERICAL METHODS 
OF FINDING PERIODIC SOLUTIONS 
P. Mlidla 
Summary 
In the paper [1 ] the proofs of conversation of the methods 
of collocations, Galerkin's and finite differences for find­
ing periodic solutions of equations (1) are given. 
In this tiote we consider the relation between two con-
vergation conditions, (iV) and (v), in the case of auto­
nomous system (2) and of the method of collocations. It is 
proved that the simplicity of the multiplication A = 1 for 
system (6) implies (iv) and (т-). 
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О РЕШЕНИЙ СЛАБО-СИНГУЛНИШ УРАВНЕНИЙ МЕТОДОМ 
МЕХАНИЧЕСКИХ КВАДРАТУР С ФОРМУЛОЙ ТРАПЕЦИЙ 
А. Педас 
Исследуется скорость сходимости одной модификации метода 
механических квадратур решения слабо-сингулярных интеграль­
ных уравнений и проблемы собственных значений для 
указанных 
уравнений. Аппроксимационные схемы базируются на квадратур­
ной формуле трапеций и способе уничтожения особенности в 
ядре при совпадений аргументов. 
§ I. Введение 
Рассмотрим интегральное уравнение 
g 
utt) - t + f(i) , О it (i.i) 
0 
и проблему собственных значений для уравнения (1.1): 
au l i ) *  v a  ( t ,  ^  (t -4 )u (4 ) ck ,  о  ( i&&.  (1 ,2 )  
о 
Введём следующие условия ': 




причём при -ß-fi <0 и о<{ 6 6- справедлива оценка 
\ж" (±)\  s c l t r ?  ,  0< | ь с з  .  (1 . 6 )  
Заметим, что в случае дробного ys из (1.6) вытекают нера-
rflwpttw 
к , ( 1 . 7 )  
В частности, при о < р < 2  ядро может при -t =о иметь лишь 
разрыв первого рода; при 2<^з< з оно может иметь при t = о 
интегрируемую степенную особенность. В случае целого ß 
11 
Через С
т[«Д] обозначаем совокупность т раз непрерыв­
но дифференцируемых на |>Л] функций; буквой "с" обозна­
чаем положительные постоянные, которые в разных неравенствах 
могут принимать различные значения. 
12 
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( p-4.,2 ) оценки (1.7) верны для всех производных эе (К,0) 
к«o,i,2,кроме производной порядка к = 2-/3 ; для неё из 
(1.6) вытекает неравенство 
|de(KJ(t)| 5c(|lw|tll + l) , k=2-/3. (1.8) 
Особенность ядра, как правило, влечёт за собой особен­
ность решения уравнения (I.I) и собственных функций уравне­
ния (1.2). Точнее ([4], стр. 7), если уравнение (I.I) имеет 
интегрируемое решение u(i), то гс tC 0,£]ЛСг(о,(г) и в слу­
чае дробного |3 С 3 ) справедливы оценки 
|u£Wft)| 6c[i~^+3-K+(&-t)"^*5~K+l],<><£<£;К=1,2 (1.9) 
В случае целого уз справедливы следующие оценки: 
|u'(-t)| 4 с , o<i < 6-, 
I u"(*)l sc[iehtl+!6n(t-t)|+l],o<t<§ 
при ^=1 и 
I к.'«) I £ с С! 6wt(+ I 8vv((r-{)|+ ij ; 0 < i  <6-, 
i «."(*)i žc[i"x 4 ou<6-
при у8 = 2. В случае $ = О оценки (I.9)-(I.I3) являются оцен­
ками производных собственных функций уравнения (1.2). Если 
u(o)to, uC&)f-0> то оценки (I.9MI-I3) не могут быть 
улучшены в смысле порядка. 
Ниже для приближённого решения задач (I.I) и (1,2) при­
меняется метод механических квадратур с формулой трапеций, 
модифицированный по Канторовичу—Крылову (см. (2.1)-(2.4) и 
(3.1)). Доказывается, что этот метод сходится со скоростью 
О ^
2)(или "почти" ОСЬ2)), где 4 - шаг дискретизации (см. 
теоремы I и 3). 
Некоторые варианты метода механических квадратур для реше­
ния слабо-сингулярных уравнений второго рода исследовались в 
работах [2, 5, 6J. По точности они уступают методу механи­
ческих квадратур, модифицированному по Канторовичу—Крылову 
[з, 4, 8-10]. В [4] указанный метод применялся и для решения 
проблемы собственных значений. Настоящая работа представляет 
собой уточнение и продолжение работы [з] и одной части рабо­
ты [4]. 
§ 2. Аппроксимация неоднородного уравнения 








иШ = jA(i,4) хи-$[к(4)-к(и}Ь+иш1
а
и^)эеа-4)ск *fU) (2.1) 
о о 
применим метод механических квадратур с форцулсй трапеций: 
п j 




+ it£n ) Л(4;,4)аС(^-4>(4 +fK-)> u=o>i>„..,h.. (2.2) 
Здесь Uiu , L = о, - приближённые значения решения 
уравнения (2.1) (уравнения (I.I)) в уздах 
. 1,1, , i:0, lj •••.;  j -yj , (2.3) 
3 
Д iC^)=ri(40)+»(V+...+ ?(Vi)+i2f<rv). (2.4) 
Теорема I. Цусть выполнены условия (1.3)-(1.6). Пусть 
уравнение (I.I) имеет единственное решение и.(1). 
Тогда система уравнении (2.2) имеет при достаточно больших 




о (• с <: и 
где 2 
j ^ при о с  £ < 2  j  (2.6) 
£*,= "j ^.2(l&iK|2*i) при ^ = 2, (2.7) 
( £2(3~^ при 2 < р < 3 .  (2.8) 
Доказательство. Интегральное уравнение (I.I) рассмотрим 
как операторное уравнение 
U = T V + f  ( 2 . 9 )  
в банаховом пространстве С[о, &] , а систему уравнений (2.2) 
как операторное уравнение 
^и= +p » v f  ( 2 . 1 0 )  
в банаховом пространстве векторов ешття = 
= j с нормой 
^  w^l .  (2 .11 )  
«•1 0<. v 
Здесь Т и Т
п 
- линейные вполне непрерывные операторы соот­








(Т„"к\ = ^  Д'«(»;,-lj) 1 
л 
+ исл ) 0-к-,-4)эек'-1)|^,, 1^=0,4, ...,h. , (2.13) 
о 
a pn - линейные непрерывные операторы из С [о, &] в mftH 
(связывавшие отображения), задаваемые формулами 
м.еС[оД]. (2.14) 
Стандартными рассуждениями (ср. [4], стр. 27-29) устанав­
ливается, что последовательность операторов |Trt(. компактно 
сходится к оператору Т относительно связывающих отображений 
1°и.: 
лп —ь Т* компактно. (2.15) 
5  CV 1  
По теореме сходимости для операторных уравнений ([i], стр. 
49; [4^, стр. 27) получаем, что при достаточно больших п, 




II -4-и- llmnH 4 С li рпТч - TTv pn tl т„,4 • (2Л6) 
Ддя завершения доказательства теоремы I достаточно показать, 
что 
II pnTu - Т
п 
||WiiH (2.17) 
Мы имеем ^ ^ 
llpnTu-Trvprtu.||m = IHM Игг.(4)4-К Я'чч*;) 1,(2.18) 




Условие j'* с в (2.18) при суммировании величин \Г-ty) мо­
жет быть опущено, так как 
[«.(*}- u(4)J—5» о при 6-it 
(см. (I.4)-(I.I3)). Для'оценки правой части (2.18) отрезок 
интегрирования [о,#-] разделим на части 
На отрезках с длиной & применим оценку ( К < £ ) 
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66 e ei 
I j u*)cU-l.Z eaxjUc-A-) \i'M\fa, (2.20) 
1 
к j=k 1 
а на остальных отрезках оценку 5. 
с _ öx 
I ^ 6 S (2.21) 
к*. j=l< kt 
Соотношения (2.20) и (2.21) вытекают из аналогичных соотноже-
ний для квадратурной формулы средних прямоугольников ( [з]; 
£l], стр. 31). 
Покажем, что 
я i 
И  Тс(*)<к-М }1Гсф)\&С-1
л  
,i*0, i , ( 2 . 2 2 )  
о i'=o 
Из (2.20) и (2.19) вытекает, что 
И te)ck> - & 2 Х: Ц'&)1 £ c ti \ Iv/fc) |<^(2.23) 
о о ' 
где g 
<• = СМ IMkl)эе(4,--6)-о-^,:;4)дс/С1(.-5)11u(4)-u.(\-)l<А, 
л 
л 
= ci j I «.(^,4)ae(4l;-6)f|V(r<$)l*s, 
о 
Из (I.4)-(I.I0) и (I.12) вытекает, что 
а; £С S n  j к £ с ; с = л- (2-24^ 
Из (2.24) и (2.23) следует (2.22). Аналогично устанавливается, 
что ^ 
«-а i-h-i 1 * ' 
и 
i (2.26) 
v-iir 4=м 1 
Далее, из (2.21) и (2.19) (для с^В ) вытекает, что 
ct-ivl fc-i tviir 
I j f't1 И)Ж - ZL 'vj (j ft) I $ С •£, J 1ck$CL^ $-+C£ + d{ 
где * К * 
а1;=ся $ |лс4;,4)ае"(4£-5)|[ад-«^)|^ 
к =^zjl ^ ^зе^:-5)-р-^1зс^-1)||и№-иа;)|^ 
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. _ оЖ~ 1 )^ 
ci - ck i i 4v-4)j|v>)|ct^ 
(h.)6 
^ = c ^  1 I ^ w*) i )(  i «."(6)(pk . 
Из (I.4)-(I.I3) и равенства ^ 
Ч С 4 )  - uc-ic) = i гс'а)М 
*г 
вытекает, что 
а£ 4,- & с,£
н 
С:бс£П} с1цсг^  ,х=ъ,...,и. 
Поэтому 
1-  




Аналогично устанавливается, что 
(ft-i)r n-i 
I } -Vj W<=t*,- R. Z 'K-Q'Ä) Uc -?K l = o,...,h-2.(2.28) 
i& <f=<-
Оценка (2.17) теперь следует из (2.18), (2.22), (2,25)-(2.28). 
Доказательство теоремы X завершено. 
§ 3. Аппроксимация проблемы собственных значений 
Рассмотри» задачу (1.2). Аппроксимирующую конечномерную 
задачу- для (1.2) построим в виде 
Л Ил 5't 2Z "^ *)3C.(4t-"5j J E^ jlv-1 j=° 
4 
+ ttCH i «-(4t', 4>э€С^ -4)A , t-О,i,..П., (3.1) 
О 
где j Д, и Z' определены в (2.3) и (2.4) соответственно. 
Уравнение (1.2) рассмотрим как операторное уравнение Av-= 
=Tu в банаховом пространстве С [о,4-J и систему уравнений 
(3.1) как операторное уравнение ЛuK = -и.^ в банахо­
вом пространстве tnn<1 с нормой (2.II). Здесь Т и 7^ - ли­
нейные вполне непрерывные операторы соответственно в простран­
ствах СВД и fvLhtl, задаваемые формулами (2.12) и (2.13). 
Теорема 2. Пусть выполнены условия (1,4)-(1.6). 
Тогда для кяждого ненулевого собственного значения Л. о 
уравнения (1.2) найдется последовательность {А»\ собствен-
ш значений систем уравнений (3.1) такая, что при 
Ц, —> «2 • 
Обратно, кяждяя ненулевая предельная точка любой последо­
вательности -|3.
п
| собственных значений систем уравнений 
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(3.1) является собственным значением уравнения (1.2). 
Доказательство. Теорема 2 следует на основе (2.15) непо­
средственно из общей теоремы о сходимости собственных значе­
ний ([13, стр. 68-74; [4], стр. 70). 
Следуя [4], введём обозначения для собственного подпро­
странства 
v  = v ( a 0 ; t )  = n ( a , i - t )=  {u€ c £ o , 4 : - ( a . i - t ) t t s o }  
и корневого подпространства 
W=W(A»;T)= /V((Aei-T)v). 
Здесь J - тоядественный оператор, а V - ранг собственного 
значения Л6 , т.е. наименьшее натуральное число, для кото­
рого 
rV((A aI-T) v) = N((A.I-T) V H); 
(k-m W (A6; T) называется корневой кратностью Л0 . 
Пусть 5>о- такое число, что в круге |Л- Л0|^ £ нет дру­
гих собственных значений уравнения (1.2), крше Л
с 
. Из тео­
ремы 2 следует, что при достаточно больших п в этот круг 
попадает хотя бы одно собственное значение задачи (3.1). 
Цусть (t =1, г,...) К*) - попарно различные собствен­
ные значения задачи (3.1), попавшие в указанный круг, 
vh(u =£>».W(AZ, c>;T„) 
- их корневые кратности. Обозначим 
- это среднее арифметическое чисел с учетом их корне­
вых кратностей. Линейную оболочку корневых подпространств 
Т
п
) , с- I,. , обозначим через V*. = 
- v/ i $s ) • Собственное подпространство для с 
обозначим через 
= V(A^; Tn)--N( Xfl ~Гп) : (A^-Tn)v^o|. 
Теорема 3. Цусть' выполнены условия (1.4)—(1.6). Цусть 
А
к
—> К0ФО> где Ла и - собственные значения уравнения 
(1.2) и систем уравнений (3.1) соответственно, причём Л0 
имеет ранг У . Цусть, наконец, 4>о - такое число, что в кру­
ге t А -Л0 \ < S нет других собственных значений уравнения 
(1.2), кроме А 0* 
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Тогда справедливы следующие оценки: 
\ K - K \ & C - t t  J |L-a eUc - e t v ,  
UJL t-wo-x |it-h-itCiR.)| 5 c- £ v" 
vki,llun||w|t t=i -46v о^сби. n  > 
wtcp iwf. £-n} 
Ч п б Ы к ,  nnll^'i u*w °žuk 
4up tui- hv<a,X j И;^-м6&)| $ С- £rtj 
u.€ v, t(lx.|if(^0j^.j=i o^i. 
где - определенная в (2.6)-(2.8) величина, aun un = 
• 3 •w-n.H ) - собственные (или корневые) элемен­
ты задач (1.2) и (3.1), соответствующие собственным значениям 
Л0 и Ак СД-ц—*>->U) соответственно. 
Доказательство. Теорема 3 непосредственно следует из 
(2.15), (2.17) и общей теоремы о сходимости для проблемы 
собственных значений(р], стр. 68-84; [4] стр. 70). 
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8 17 1986 
THE NUMERICAL SOLUTION OF WEAKLY SINGULAR 
INTEGRAL EQUATIONS BY QUADRATURE METHOD 
WITH TRAPEZOIDAL FORMULA 
A. Pedes 
Summary 
Error estimates of approximate solutions for linear in­
tegral equations of the second kind with weakly singular ker­
nels andifor the eigenvalue problem are derived. The approxima­
tion schemes are based on the trapezoidal formula for numeri­
cal quadrature and in an idea of relaxation of singularities. 
It is shown that the approximation is of order О ( ft.2) (or 
"hearly" О (&2)),where R denotes the step-size in the quadra­




0 СЛАБОЙ СХОДИМОСТИ РЕШЕНИЙ 
ВАРИАЦИОННЫХ НЕРАВЕНСТВ 
П. Оя 
Хотя в практике интерес представляет прежде всего сильная 
сходимость решений разных приближенных задач, слабая сходи­
мость является важным средством при изучении существования 
решений бесконечномерных задач. В рассматриваемых простран­
ствах используем довольно общую аппроксимационную схему, 
называемую обычно в литературе дискретной [1, б]. 
1. В основном рассмотрим вариационные неравенства 
«А & К : -^TAJU or- и.У >у О Vir е К , (1) 
где К — непустое выпуклое замкнутое множество вещественного 
банахова пространства Е , оператор Т действует из К в 
сопряженное к Е пространство Е*, а 
г 
означает соотно­
шение двойственности мезду Е и Е*. Аналогичные обозначения 
примем и в других задачах. Предположим, что задана аппрокси­
мация пространства Е последовательностью вещественных бана­
ховых пространств Е- , Lei, где каждому элементу из Е 
поставлено в соответствие класс сходящихся последовательнос­
тей элементов из Е - ; точное определение и основные свойства 
см. в [l]. Предположим также, что задана аппроксимация Е* 
пространствами Е- и выполнено условие совместимости: если 
дг-^лг и ^ , TO <|c,V;> 
Последовательность дг; еЕ- называется слабо сходящейся к 
лге Е , если для любого Е* и любой последовательности 
выполняется •( а ^ с е Е с* назовем 
слабо сходящейся к Е*, если при v\- -) \г имеем 
лг)>. Отметим, что слабая сходимость функцио­
налов обобщает понятие -^-сходимости, а в случае рефлексив­
ного Е понятие слабой сходимости в банаховых пространствах. 
Рассмотрим еще вариационные неравенства 
-и-: е «; :<(Т; и: ,лг;^ О Улг- е Кс, (2) 
где КЕ- непустые замкнутые выпуклые множества,Т-: К--*Е*. 
Пусть 1,1' и т.д. обозначают бесконечные подмножества I. 
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Для любой последовательности множеств X; с Е - , с е Т , 
положим 
s - X ;  = ^AreE:-3v ceX; JL»io, vü —> 'v}, 
W- UZ X; - {лГ6 E : 3 ЛГ; e Xc, :e I', ЛГ- —» ЛГ слабо}. 
Ясно, ЧТО S — Lew. X; С ЛлГ— ^ Скл. X; . 
Предположим везде в дальнейшем, что 
/ИГ- JEZT KF: С К С S-IVGW К; , 
это соотношение будем обозначать через К = к г . Че­
рез S и S;, с е I , обозначим множества решений неравенств 
(1) и (2) соответственно (в общем случае они могут быть и 
пустыми). 
2. Будем говорить, что операторы Tc,te I, слабо аппрокси­
мируют Т на множествах X с К и X; с К; , Се I, если 
для любого лгеХ существуют *Гг е X; , с е I'c I, такие, 
что АГ;—j лг слабо, Т; лг
с 
Т лг слабо. Последовательность 
Т;, с е I, назовем слабо сходящейся к Т на множествах X 
и X- , с е I j если из дг
с 
—> лг слабо, лг; е X;, лге X, 
следует, что Tj лг
с 
—^Тлг слабо. 
Введем функции т (лг) = -(Таг^лг)» >лГ€ К, и т- (лг:) = 
— { Т: лг
с 
j лг: ^ лгс е К ;. Будем говорить, что функции 
т; > е Т , слабо снизу аппроксимируют т на множествах X 
и X с, если для любого лге X существуют лг£ е X;, i е I с I, 
такие, что лг- —» лг слабо и 




t e l '  у  
Последовательность Т; , с е Г, назовем' слабо снизу полу­
сходящейся к т на X и X - , если из лг- —»лг слабо} 
ЛГ; еХ; ,-veX, следует, что 
Т (лг) $ tcvw V; (лг
с
) . 
Теорема 1 (принцип разделения переменных). Предположим, 
что если <л; е S; , ь е I, и чыгабо, то найдется 
I'с Т такое, что 
<т v-, ао.^ < fcvw u-r, 
1/  : е т '  
и для любого лге К существуют лг^еКс ,iel, такие, что 
лГ ;
:'^Л г  > ;4v ^ Т ;  > лГс> 5<Тu.,v>. 
Тогда ае S. 
13* 
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ал.-; лгс -v--) $ ivv-.z <тс + ^ хт:ис,- и.:\ 
V GX v6  1 t-G 1 
Из этого, учитывая равносильность неравенств 
TCWI -(Т; -«Л.;^ 6«,J-И ^Т- а,- .иг4? ^  <~Гu.. u.4»j 
получаем, что <(Ти-, лг- "-)> > о. 
Теорема доказана. 
Теорема 2. Пусть Тс ,i el 
г 
слабо аппроксимируют Т на мно­
жествах s-c s 1j Cel_, и 21 С АО-- hz. s- , а Т;, С el, 
слабо снизу полу сходится к х на 51 и Sj. Тогда !ЕГ с S. 
Теорема 3. Цусть Тс ,Lei, слабо сходится к Т на 51 и 
S;, а т
с 
j I el, слабо снизу аппроксимируют т на ^  и S-'. 
Тогда 5Г с S. 
Теоремы 2 и 3 следуют из теоремы 4, нужно лишь для выбран­
ного лге к взять аГ; е к:, лг - —> •хг (это возможно, поскольку 
К - Lv. kj, тогда даже 
!lcv^ <(т
с 
ал: ; лгс)> =<(тu_;-vy. 
3. Рассмотрим теперь операторы т; D(t)-) Е*И т; : d(tt-)-) 
ЕЛ , С е Г, где К с D(Ty>c Е сО(Т;) с Е
с
. Напомним, что 
Т называется монотонным, если 
<(ти. - тлг , ^  ^ > о vsv6d(t); 
в случае выпуклости D(t) радиально непрерывным, если функ­
ция -t \ Г(и+t (ir- uj -V- «.> непрерывна на [0,4] при всех 
w-^лг е D(T), И хеминепрерывным, если функция -Ь-*^Т(-и.+ 
+ -fc(лг-и:)), м-> непрерывна на [О, 4] при всех <а, лге О (Т), 
/иге Е . Будем говорить, что операторы Тс , Lei, аппрокси­
мируют Т , если для любого лге d(t) существуют -у
с 
е d(т;) 
:е l'cl , такие, что лг
с 
лг и Т- лг- Тлг . 
Теорема 4. Пусть операторы Тс , С е I, монотонны, аппрокси­
мируют оператор Т и при любой ограниченной последовательности 
u.- е S; v  с еТ у  ограничена Т u. c,cel. Тогда, если u :eS ;, 
^ - ^  и. слабо, то для льбой последовательности 
w;€ D(Tc)^e l'cl > такой, что ^Т ^ , 
имеем 
<т-  v . ,  -  т ;  с т?  0  '  (3 )  
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Если, кроме того, Т радиально непрерывен, то ueS. 
Доказательство. Из аппроксимации Т операторами Tj сле­
дует существование последовательности <W; С приведенными 
свойствами. На основе равенства К = ^  К г выберем еще 
и.;' е Кг такие, что и,- —>и.. Равенство 
<Tt -Т; vr; , U.; - -ur;> =<ТС ЛЛ-С , -Лл;> -h 




и. :  -Тс^:> = 
С другой стороны, в силу монотонности Т; 
^ I с U-C —) **-1 ~ ^ ^ Л 
значит, 





т.е. имеет место сходимость (3) (отметим, что здесь удается 
также доказать сходимость Ис^ <Т: «,с , и,; - и.-4^ = о). 
Зададим дге К и выберем лг; б К с такие, что лг: -»лг, 
а также г
г  
е О (Т ;) такие, что г с-»лг,Т сг с  —^Тлг. 



















в пределе (возьмем tCw. ) получаем, что <(т-u-, -\r--u./- ^  о 
(при всех лге К ). Из этого в силу радиальной непрерывности 
Т следует, что <Т<л,лг-*л.> ^  о (это утверждается в лем­
ме Минти, см. [2]). 
Теорема доказана. 
Замечание. Так как Т монотонны и аппроксимируют Т , то 
Т монотонен. 
4. В этом пункте остановимся на взаимоотношениях наших 
теорем с результатами других авторов. 
Теорема 4 обобщает результаты У.Моско [4], где рассматри­
вается идентичная аппроксимация, т.е. Е -= Е и сходимость 
означает обычную сходимость по норме, кроме того, мы требуем 
меньше от 
операторов Т-. 
В работе Е.Строеску [б] фактически найдены разные содержа­
тельные достаточные условия, при которых выполнены предположе-
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ния теоремы 1 (принцша разделения переменных), точнее,' ос­
новная теорема в [б] и разные ее варианты следуют из теорем 
2 и 3. Там же, как следствие из основной теоремы, подучен 
следующий результат: если операторы Т:,Т монотонны и хеми-
непрерывны, при любом лге D (T) существуют л г - е  e e l ,  
такие, что -»м-, Тс мч —> "TV , существуют s -  с S:j 
S-' фф, такие, что последовательности s- ж Т
с 
S• слабо 
компактны (последовательность множеств X- с Е с, сеТ, 
называется слабо компактной, если при любой последователь­
ности лг
г 
6 X; > I е I'c I, существуют - 1"с т" и «те Е та­
кие, что лгь1"£|„лг слабо), при этом D(T) плотно в Е, то 
ал- а S „ Добавим, что вместо плотности D(r) в Е 
достаточно требовать, что замыкание Р(т) содержало бы неко­
торую окрестность множества К или даже некоторую окрестность 
множества vr- <EcZ Sj, 
А.А.Панков [з] доказывает утверждение м-- tc«» S : с S 
в предположении, что операторы Т- равномерно ограничены и 
псевдомонотонно аппроксимируют Т (мы понимаем под этим 
свойством, что если ^ слабо, u.c е D(TC), *-<- е D (т), 
и при некоторой последовательности м-
с 
•u- , *j-; е D (ТД 
выполняется (т
г 
и-с, < о , то (Т<л, 
< <Тг при всех л г е  D (t) и лг: 
лге е 0(Тс)). при этом в [з] рассматривается случай D(TV-) = Е,^ 
D(r)= Е, По существу в [б] показано, что тогда выполнены 
предположения нашей теоремы 2. Сходимость (3) доказана в [з] 
в более сильных предположениях, чем у нас в теореме 4. 
5. Поставим вопрос о взаимоотношении предположений теорем 
1 и 4. Приведем конкретные примеры, показывающие их незави­
симость. 
Пусть Е = Е*=Е;-= Ei* = Iх с идентичной аппроксима­
цией, Т;=Т, Kv = K. Положим U.: = <L; + < + *„,1 = 1,X, — , 
цде Я-i — канонические единичные векторы, К = ^ 3 { и.
с
: г = 
= 4,2,...}. Определим Т4;=^ и продолжим Т на множество 
со[и:^  но форкуле T(X<u.1 + ...+Х^и.
№
)= (г-х'-...-Xl) 
1де Xt?o; 2Г Xt = i, Тогда, если и. = 2Г X* , 
» = Z:у"-- «-* ; следова-
тельно 
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К JU. -ЛГ||А = ZI (Х
С
-
1  ic=A А ^  vc. vw 
Из этого и равенства Тш -Т «г = 21 (/-*-*-Хе)ч получаем, 
что 
iitia. -t-vrn ž |/4-x*t = 
sc= \ ' - t 1 
< 2. wxo-x. iX*^ $ X u ЛЛ.-ЛГ1[ . 
Л< « *1~-
Теперь ясно, что осуществимо продолжение Т по непрерывности 
на К, т.е. Тлг = 8-^ ™Глг
е
, если лг«. —t -uv е <to , 
лге К, при этом выполняется неравенство 
цт^-т -0 - l l  ž  2  i i  аа . -л гц  v ^ - v - e  к .  
Из этого вытекают свойства непрерывности и аппроксимации, 
предполагаемые в теореме 4. Если и-, лге со [ , то 
•\Т U.-T и. — ЛГ^ — ^ 2Г (л*"* й-1 J 51 (X^/Sc) 2-к. 4-^ ~ Oy 
это же равенство распространяется на К предельным перехо­
дом, значит, Т монотонен. Кроме того, при лге со[и.-| 
имеем 
<Т и,-1 лг-лл-^ ) -^(Х к — 5":к.) V = 
предельным переходом получаем, что 
{Та: j ЛГ~ЛЛС^ - О V-xr е 
т.е. и-; е S ; . Далее, xx - —> jz. t слабо, пусть u = z-v Но \гк= 
- i- + и-^-^ 2-4, "Т^. = (г - в силу не­
прерывности Т имеем Tu. = Т «•, — 2 «ч . Таким образом, 
{Tu-, = 2, , но <Т<л
С
, = 1, значит, предположения 
теоремы 1 не выполнены, хотя выполнены все предположения тео­
ремы 4. 
Отметим, что здесь выполнены также предположения теоремы 
Моско [4], которую, следовательно, невозможно доказывать 
принципом разделения переменных. 
Предположения теоремы 1 выполнены при идентичной аппрокси­
мации в случае непрерывного оператора, например, в конечно­
мерном пространстве (тогда множество решений S непусто). 
Однако, если мы предполагаем, что этот оператор немонотонен, 
то не применима 
теорема 4. 
6. Вместо (1) и (2) рассмотрим неравенства 
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u. е К : {"Г ju. } кг— UL)> ^  , 'V— ajl)> V-veK, 
v-iek;; : <(т
г 
u-^Arz -ллг), 5.<^г, лгс-"•:)> V-v-c e K- ^  
где ^ € E*, Jj.;€E *. Если требовать, что to имеют 
место теоремы 1-4, так как при выполнении предположений этих 
теорем для операторов Т^Т; они будут выполнены для опера­
торов ЛГ—>ТлГ-^ И лГ
с 
—>ТЬ -V; - J|c. 
Пусть еще заданы неравенства II рода 






где f; Е -э R, : R ^ {R = IR VJ {-t- j собствен­
ные функции, Т : Е -» Е*,Т
С 
: Е: —> Е Предположим, что 
g.^ vf = ®-ги~ ""Г2 " Тогда (см. [з]): 1) для любого 
/ц-еЕ существуют лг
С
€Е;, eel, такие, что дг
с
-)лг и 
чр (-чг) Ч'сС^с); 2) дня любой последовательности 
лг- —» лг слабо имеем Ч"0) £ tc~. 4>:(v:) . Опираясь на это, 
lei' t ie-l' 
получаем и здесь (ослабленный) принцип разделения переменных: 
Теорема 5. Предположим, что асли «-с c.el, -u-c ЛА. 
слабо, то найдется I'c Т такое, что 
{тu-, u-v 5 <тс , 
х ' ' Тер х 
и для любых are Е , Arv-e Е.с , V elz, таких, что агс —^лг }  
имеет место 
IŽZ <Т: м.1 , АГ
с
> $ <Тхл, АГ> . 
: e i ' x  '  
Тогда и. € S. 
Приведем еще аналог теоремы 4 для неравенств II рода. 
Теорема 6. Если дополнительно предполагать, что flf-c = 
= Hüw„ е^эс ^с , ' то имеют место утверждения теоремы 4 в 
тех же предположениях. 
Доказательство. Приведем лишь нужные дополнения. Пусть 
а;'бЕс такие, что и~'-~, Icvw Тогда 
при помощи равенства (4) получаем 
L~ (Tv- U. - -Т; j u; - Lc«~ (fC Ы) ~ ("•')) < 
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£ псы vfc(uc')_ bw о, 
остальное в доказательстве сходимости (3) не изменяется. 
Для выбранного лге Е пусть АГ
с 
еЕ; такие, что яг с —> лг, 
4>c(vc)$ Ч'М, а также ?;бЕ
с 
такие, что ^  
Т;г
с 







-«л-^  -+ 4>с (У;)- f:  ^о 
в пределе (возьмем iSZ. )• дает неравенство 
<^Тлг, ЛГ- ЛЛ)> + W) - О VAT€E, 
а это в силу радиальной непрерывности Т влечет 
<Tu., v-,u)> +^(лг)-^О)з10 УлгеЕ. 
Теорема доказана. 
По сравнению с аналогичным результатом из [з] у нас схо­
димость (3) доказана без условий непрерывности наТ . 
Отметим еще, что неравенства II рода в [з"] сводят к нера­
венствам й) и (2), однако, хотя бы формально, это влечет 
выпуклость функций Ц> и • так как и fс- берутся 
в качестве К и К;. 
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ON THE WEAK CONVERGENCE OF SOLUTIONS 
OF VARIATIONAL INEQUALITIES 
P. Oja 
Summary 
Let us consider a variational inequality 
1ЛК : <(т u.J \t- ul > г о V v-B К 
with К a closed convex set in a real Banach space E,T: \<->E* 
We consider also a sequence of perturbated inequalities 
u-c 6 К; : <(T; и.
Г>лгго V ,rc e kl; 
with К - С E z, where the sequence E - t г el of Banach spaces 
presents a(discrete) approximation of E and a compatible 
approximation of E* by E* is given. We suppose that К = 
= icwvk;. The sets of the solutions of these inequalities 
are denoted by S andS; respectively. 
Theorem 1. Suppose that for U.; E S; ,CEI ; U.; —  ^ <JU 
weakly there is l'cl (a subsequence) such that 
<c"tju.^ и.'У $ <CTcu.;jia.^ 
and for every <re К there is a sequence AT - 6 K; С el' 
satisfying 
ЛГ- AT , lev«. <T: ) лт^у 5 . 
Then u€ S. 
Let us consider now the operators T•- D(T)—эЕ* with К<0(Т) 
and. T:: D(T;)-» E* with К ; С D(T;). We say that the 
sequence , с el approximates T when for every XreD(T) 
there is a sequence AJ-; e D(Tc), Ce l'cl auch that V; r^ Kr.T.ii^ Tv. 
Theorem 2. Suppose that Тг^СбТ is a sequence of monotone 
operators which approximate T and for every bounded sequence 
ix; eS; , CeT the sequence Т;и.;;СеТ is bounded. Then 
if и.; u. weakly, a^ -feS; } for any sequence -vr: € РСТ,-)^  
Cel'cT with ллг- —f, и. ,T~; ллг-—>T"w- we have L ce l, J V . 6T' 
<tr - tc vj-c ,axv-- ^ ;> О . 
Furthermore, if T is radially continuous then u.eS, 
vfe show that the assumptions of Theorems 1 and 2 sire in­
dependent. The results of U.Mosco, E.Stroescu and A.Pankov on 
the weak convergence of solutions of variational inequalities 
can be deduced from these theorems as applications. 
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где F: X -» Y -отображение вещественных гильбертовых прос­
транств .Уравнение (I) эквивалентно уравнению 
1F )|=0. 
Для решения уравнения (2) построим итерационное отображение 
типа Ньютона: 
фСж)= ос - х* *' flRWIÖ t (3) 
где функционал х"есть производная Фреше от функционала IIFMI: 
х*- F'*(X)FLX) 
а под X* понимается полный прообраз функционала X.* . 
Таким образом итерационное отображение (3) является многоз­
начным. Для того, чтобы множество эс** ßlFfzui]представить в более 
коне трук ти вно м(параметрическом) виде, наедем обращение функ­
ционала х* по наименьшей норме.Т.е. необходимо найти x« X , 
что 
0$|= |<х* зс>- а} , а 6 я. 
Лемма I.Пусть X -нормированное рефлексивное про'странство. 
Тогда для любого sc*e X* 1**^0) и для любого ае к 
 )  { | 1хл |<я*  3c> =  a>  =  ^ j  ,  
б) если Х-гильбертово пространство, то 
я » а- "X* 
II ОС*!1 '* 
Доказательство. С одной стороны 




для всех хб X"С ДРУГОЙ стороны, по теореме Хана-Банаха су­
ществует х*е X =У. такой,что 
f <*•,*>* v*l, (5) 
( 1же1=1 
Возьмем теперь $ f S3? .Тогда из (5) имеем 
lal 
<эс, эе >= <X* зсе> = Л 
" " 1х*1 1*4 . 
Отсюда,имея в виду (4), следует утверждение а) этой леммы. 
Утверждение б) проверяется непосредственно. 
Лемма доказана. 
Перепишем отображение (3) в следующем виде 
[ф(Х)=Х-Н ) 
Отметим, что отображение(3) включает в себя обычный метод 
Ньютона.В самом деле, в методе Ньютона k-F'" (x)F(x) .Тогда 
< £
№§° ' e <^ ' f ' t o ) f '№)>=<^ .пх )>  = 
Зададим теперь отображение ф(1,$):Х«Х «-» X по формуле 
(6)  
k-i - gg^[<f'wfcti,0-bf r]. 
При доказательстве сходимости итерационных процессов (6) на 
отображение F будут наложены такие условия, что из X? Х+ 
будет следовать F'*fx)F(x) ^  О ,где Хе В (X*tГ.) -некоторвй 
окрестности точки зс* , а Ff«,)= О, С этой оговоркой 
справедлива 
Лемма 2. Образ отображения (6),гдеt пробегает всеХ,сов­
падает с образом отображения (3), причем при £= О норма \ь 
является наименьшей. 
Доказательство.Для отображения (6) имеем 
/  f'wf^ . у / f'ъзрйй j - у _ 
Х  IFCX» 4 IFftOI ,Т? (7) 
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- ar, rr^ ftexo-lftx)!1]» ofwi 
lffic)ll ' 
при любом £ e у, .А это означает, что образ 4>fi, к) со­
держится в образе Ф(х} .Рассмотрим одномерное подпрост­
ранство в X : 1л { Y"F'*(X)F  I )fe R1 .Множество (ж - ф(х)} 
есть параллельный сдвиг пространства L .С другой сто­
роны, для любого 2 е [А из (6) имеем 
„ ^ = 2 if'wtol1 • 
Поэтому множество {ж- I есть параллельный 
сдвиг пространства L1 на элемент, кратный F'(x)FW . 
Из этого и из того, что эти подпространства пересекаются, 
следует, что они совпадают. 
Далвв, из леммы I имеем 
при этом 
I Д F(x>|I^F' ГзО 
Л
~ |F'*(xlFOO|* . 
Из (6) при i в0 как раз и получается такое значение k . 
Лемма доказана. 
Рассмотрим итерационный процесс, задаваемый формулой(6): 
х 
i k k c l fm ,  
(8) 
где константа С будет определена в лемме 3. 
Теорема. Пусть отображение F--X-*Y гильбертовых пространств 
непрерывно дифференцируемо в некотором шаре В ( f 1 ), 
где - изолированное решение уравнения (I).Пусть отображе­
ние (б) отображает шар В ( ОС,, 1 )= В в себя. 
Если в этом шаре выполняются условия 
а) i£hF'*oo$ü= to>0 , хеВ, I^S=1 , 
б) L В CC i - Ж
а 
II , , 
8) -ß m. > M , M=s«g iF'fx)ll , 
то итерационный процесс (8) сходится к решению уравнения (I), 
т.е. эСц -» X , ,а параметрические последовательности 
сходятся к нулю.т.е. . 
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Доказательство.Без ограничения общности полагаем, что в 
шаре В ( t ) при х ^  х, следует FCX}# О .Из условия а) 
теоремы следует, что оператор F' (*) инъективен; а потому при 
зс* имеем F'*(0C)F(X)* О. 
Из условия б) получаем !1Их)Ц^  L t +  ffF'(cc,)B при 
всех х е Starbt) .Поэтому существует константа М-с «о такая, 
ЧТ0 
М= Sup IF'COO . 
хе 'в 
Утверждение теоремы вытекает из следующей леммы. 
Лемма 3. Пусть выполняются условия теоремы. 
Тогда существует такая константа О < ^  < i , не зависящая 
от выбора X € В , что при 
к ,
У£&-&' г м  ( 9 >  
выполняется неравенство 
effc-m^lftolt, 
а константа а > О определяется шаром В ( cc*j t ). 
Доказательство.Покажем вначале корректность оценки(9),т.е. 
установим, что подкоренное выражение неотрицательноiИз усло­
вия в) следует, что существует такое, не зависящее от зе чис-
ло О < % < i , что (i+pwH > И 1  . 
Тогда 
> о _ 
Выберем число а таким образом, чтобы выполнялось соотношение 
0<а< f t + f t b ' - H «  ,  
откуда и следует неотрицательность подкоренного выражения 
в (9) .Без ограничения общности полагаем, что ПР(зс)Ц< Ci в 
шаре ВСа^У. В противном случае в силу непрерывности отображения 
F  в  э т о м  ш а р е  н а й д е т с я  т а к о е  1 ±  <  X  ,  ч т о  в  ш а р е  ß  ( у к а ­
занное неравенство будет выполнено.Далее,пусть хе В (xf,i) . 
Оценим Ih,II : 
!U=<lv,jv> г >-HFtoEz] + 
Г<Р'WF(x),i>»..л <F'\x)F(x),i/ ПРСзоИ% 
IF'*CWFCX)II1 " FbtiimF HF'Wcwi1 • 
Отсюда и из (9) , используя условие а), получим 
ПО 
(10) 
Из свойства скалярного произведения имеем 
iFft-h.)!1« 2<F(x-k),F(i)>tlFCr-M-Ffttf1-IFtiü|\ (II) 
ho i 
F(x~k)= F(x)-}F'CZ-tL)hck = FM~F'(z)h + ) *)-F'(x-tk)2kdt . 
Из (7) следует, что 
< F(x), F'(x)k>= <F'*mF ), K>=HF )i1. 
Тогда « 
<F(I-K), )>3IFfolf-BHxuN-<F(x\ |[F'(x)-F'(x-tk)]k<A:>. 
Отсюда и из условия б) получаем 
|Z<F(x-to,F(x)>l4 ZBFWItfГр'(х)-F'(x-tk)IkVt|f< 
4 UFMU IM J fltMcft - Z IWaOli UM"" i  ^  ( I2)  
< t^tfi < 
Последнее неравенство следует из (10). Далее , по теореме о 
среднем, используя (10), получим 
(13) EFd-k)-Ftot5, ^f^lF'fr-ejAl14 М* 
Теоремой о среднем и условием Липшица мы смогли воспользо­
ваться потому, что по условию теоремы X-k«8(X, 1). 
Из (II),(12) и (13) имеем 
llF(z-k)S l4 * 1Кв|Ч  vll l- iFtof^ 
4 M2= fllFCxf, 
Откуда и следует утверидение леммы.В свою очередь, это озна­
чает сходимость итерационных процессов(8), так как если 
xe е В (ОС*, t), то l|F(Xh.)||-»0 .Теорема доказана. 
Если в итерационной последовательности (8) положить£*= О, 
III 
15* 
то получим итерационный процесс 
- sf ^f'tt»)ffati 
I"" ' ТОЗгомР. (н> 
Последовательность (14) была подробно изучена в работах[il­
li Я ,где были,найдены условия ее сходимости и показано,что 
эта последовательность сходится со скоростью геометрической 
прогрессии.Однако по нашему построению она принадлежит нью­
тоновскому типу и, поэтому, естественно предположить нали­
чие условий, при которых итерационная последовательность(14) 
сходится к 
ЭС, с квадратичной скоростью. 
Предположим в шаре 6(х,,г) обратимость оператора FYoc) и на­
личие условия 
F'(X) F' *(®F(X)=Л fx) F(X), (15) 
где А: Y —г Ü . Отсюда получим 
F'*fI)FfDc)=>fx)F'"1'i)Ffz). 
Тогда , 
I IFto^F'^xlFOO _ Mx)l|F(:»0i| F' (XJF[X)_.  Д[х)ГГхмУ m Ff а:) _ 
11 F'*(x)F(x)!|2 ~ <Fta)F'V-)FW,F(M>" Mx)<Fi'z),F(i)> = " 
Таким образом, при выполнении условия (15) в окрестности 
ВС=С*} 1 ) итерационная последовательность (14) совпадает с 
методом Ньютона. 
Замечание.Условие (15) очевидным образом вытекает из 
следующих эквивалентных условий: 
 ) F'(x)F'*(z)« IIFteMi1! , 
б) BF'"*(x)l|iP'toü =*1. 
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