Abstract. We provide an elementary proof of the Franks lemma for geodesic flows that uses basic tools of geometric control theory.
Introduction
In 1971, John Franks stated and proved an elegant lemma (see [8, 
lemma 1.1])
showing how to perturb the derivative of a diffeomorphism along a periodic orbit by small perturbations of the diffeomorphism on a neighbourhood of the orbit. Since the original Franks' lemma concerns diffeomorphisms, its proof is quite simple. The Franks lemma has since been proven in other interesting contexts such as geodesic flows (see [3] and [2] ) and more generally Hamiltonians flows (see [15] ). In this work, we focus on the Franks lemma for geodesic flows. This problem was first studied in the particular case of surfaces by Contreras and Paternain (see [3, Theorem 4 .1]). They proved that on any surface, the linearized Poincaré map along any geodesic segment of length 1 can be freely perturbed in a neighborhood inside Sp(1) by a C 2 -small perturbation of the metric, where for every m ∈ N * , the symplectic group Sp(m) is defined by In 2010, Contreras studied the higher-dimensional analogue (see [2, Theorem 7 .1]). He generalized the previous result for a special set of metrics: those such that every geodesic segment of length 1 2 has a point whose curvature matrix has all its eigenvalues distinct and separated by a uniform bound. The proof was long and technical.
Let M be a closed manifold of dimension n ≥ 2 endowed with a Riemannian metric g and S g M be the unit tangent bundle. Given a geodesic arc of length 1
with unit speed and Σ 0 and Σ 1 transverse sections at γ(0) and γ(1) respectively. Let P g (Σ 0 , Σ 1 , γ) be a Poincaré map going from Σ 0 to Σ 1 . One can choose Σ 0 and Σ 1 such that the linearized Poincaré map
If n ≥ 3, we denote by G 1 the set of Riemannian metrics on M such that every unit geodesic segment of lenght 1 admits a point where the curvature matrix has distinct eigenvalues. (1) . The following theorem summarizes the Franks lemma for geodesic flows on surfaces and its higher-dimensional analogue (under the Contreras assumption on the spectrum of the curvature matrix) with estimates on the size of perturbation in terms of the radius of the ball of Sp(n − 1).
There existsr, K > 0 such that for any geodesic arc γ of g 0 of lenght 1 and any r ∈ (0,r),
Let F := {ξ 1 , ..., ξ N } be a finite set of geodesic segments that are transverse to γ. We have the following result. Proposition 1.2. For any tubular neighborhood W of γ and any finite set F of transverse geodesics, the support of the perturbation can be contained in W \ V for some neighborhood V of the transverse geodesics F .
Franks' Lemma type results has many interesting applications. For instance, in [3] Contreras and Paternain used it to show that the set of C ∞ Riemannian metrics on S 2 or RP 2 whose geodesic flow has positive topological entropy is open and dense in the C 2 topology. In [2] Contreras used the Franks lemma to prove that a C 2 generic Riemannian metric has a non-trivial hyperbolic basic set in its geodesic flow. The author says that this perturbation lemma is "the main technical difficulty of the paper". Recently, Visscher (see [14] ) gave a shorter and less technical proof for the two cases.
The purpose of the present paper is to provide a simple proof of the Franks lemma using geometric control tools. Such techniques have been initially introduced by Rifford and Ruggiero in [13] . We mention that recently in a joint work with Rifford and Ruggiero, we obtained a Franks lemma at lower order (r < K √ δ) without the Contreras assumption (see [10] ).
The paper is organized as follows. In the next section, we introduce some preliminaries in geometric control theory. We describe the relationship between local controllability and the properties of the End-Point mapping. In Section 3, we provide the proof of Theorem 1.1. Then, in Section 4, we provide the proof of Proposition 1.2.
Acknowledgments:
The author is very grateful to Ludovic Rifford for his suggestions, comments and careful reading of the paper. Special thanks to Lanouar Lazrag for his interesting remarks.
Preliminaries in geometric control theory
Our aim here is to provide sufficient conditions for first order local controllability results. This kind of results could be developed for nonlinear control systems on smooth manifolds. For sake of simplicity, we restrict our attention here to the case of affine control systems on the set of (symplectic) matrices. We refer the interested reader to [1, 5, 12] for a further study in control theory.
2.1. The End-Point mapping. Let us a consider a bilinear control system on M 2m (R) (with m, k ≥ 1), of the forṁ
where the state X(t) belongs to M 2m (R), the control u(t) belongs to
possesses a unique solution XX ,ū (·). The End-Point mapping associated withX in time T > 0 is defined as
It is a smooth mapping.
,T atū is given by the linear operator
where Y (·) is the unique solution to the Cauchy problem
Note that if we denote by S(·) the solution to the Cauchy problem
then there holds
Let Sp(m) be the symplectic group in M 2m (R) (m ≥ 1), that is the smooth submanifold of matrices X ∈ M 2m (R) satisfying
Sp(m) has dimension p := 2m(2m + 1)/2. Denote by S(2m) the set of symmetric matrices in M 2m (R). The tangent space to Sp(m) at the identity matrix is given by
Therefore, if there holds
then Sp(m) is invariant with respect to (1) , that is for everyX
In particular, this means that for everyX ∈ Sp(m), the End-Point mapping EX
Such a property is satisfied as soon as EX ,T is locally open atū.
First order controllability results. Given
is surjective (withX(T ) := XX ,u (T )). The following sufficient condition for first order controllability is given in [13, Proposition 2.1]. For sake of completeness, we provide its proof. smooth mapping and B 1 , . . . , B k ∈ M 2m (R) be matrices in M 2m (R) satisfying (6) . Define the k sequences of smooth mappings {B
for every t ∈ [0, T ] and every i ∈ {1, . . . , k}. Assume that there exists somet
Then for everyX ∈ Sp(m), the control system (1) is controllable at first order aroundū ≡ 0.
Proof. If DūEX
,T is not onto, there is a nonzero matrix Y ∈ M 2m (R) such that
By (5), this can be written as
Taking for every i ∈ {1, ..., k},
we obtain that
The above equality at t =t yields
Using that
,Ẋ(t) = A(t)X(t) and differentiating (9) at t =t again and again gives T r Y * S(T )S(t) −1 B j i (t)X(t) = 0 ∀j ∈ N, ∀i ∈ {1, ..., k} . By (6), we haveX (T )
)X(t) ∈ S(2m). So all the matrices S(T )S(t) −1 B j i (t)X(t) belong to TX (T ) Sp(m). Since the matrix S(T )S(t)
−1 is invertible and (8) holds, we infer that
which yields a contradiction.
As a corollary, we deduce a local controllability property on Sp(m).
Proposition 2.2. Assume that assumptions of Proposition 2.1 hold. Then, for everȳ X ∈ Sp(m) and T > 0, there are µ, ν > 0, p smooth controls
with Supp(u j ) ⊂ (0, T ) for j = 1, ..., p and a smooth mapping
with U X (T ) = 0 such that for every X ∈ B X (T ), µ ∩ Sp(m),
Proof. Remember that the set of controls
and from Proposition 2.1, we know that the mapping EX ,T :
is a smooth submersion atū ≡ 0. Then there are p smooth controls
The function F is well-defined, smooth, and satisfies F (0) = EX ,T (ū) =X(T ). Its differential at λ = 0 is given by
hence it is invertible By (10) . By the Inverse Function Theorem, we conclude the proof. 
and X u (T ) = X.
Proof of Theorem 1.1
Since M is compact, there exists τ > 0 such that
for every geodesic γ arc of g 0 . Let γ : [0, 1] −→ S g M be a geodesic arc of g 0 of length 1 (this can be obtained by scaling).
Fix a set of Fermi coordinates {(t, x)} along γ. The linearized Poincaré map P g 0 (γ)(t) satisfies a first order system of the form (see [13, Section 3] )
where K(t) represents the matrix of the sectional curvature of the metric g 0 . In fact, if g 0 := (g kl 0 ) k,l=0,...,n−1 , we have for any i, j = 1, ..., n − 1,
Let f : M −→ R be a C 2 function with f (t, 0) = 0 and
..,n−1 be the function defined by
Consider the metric g u := e f g 0 . The linearized Poincaré map P gu (γ)(t) is given by
with E(ij), 1 ≤ i ≤ j ≤ m are the symmetric n − 1 × n − 1 matrices defined by
Set m = n − 1, k := m(m + 1)/2. The formulas (11)- (12) giving P gu (γ)(t) can be viewed as a control system of the forṁ
where the 2m × 2m matrices A(t), E(ij) are defined by
and
To avoid eventually self-intersection at γ(1), we assume that the support of u is included in (1 − τ + δ, 1 − δ), with 0 < δ < τ . It is clear that if for every final state X ∈ Sp(m) close to γ(1) there is a control u ∈ L 2 [1 − τ, 1]; R k which steers γ(1 − τ ) to X (see figure 1) , then the controlũ defined byũ
steers γ(0) to X. For sake of simplicity assume from now that
Let us first prove the higher-dimensional (n ≥ 3) Franks' lemma for geodesic flows. The Jacobi matrix K(t) is real and symmetric, so it is diagonalisable and there are λ 1 (t), ..., λ m (t) ∈ R, P (t) ∈ GL m (R) such that K(t) = P (t) −1 diag λ 1 (t), ..., λ m (t) P (t). Recall that by hypothesis, (14) ∃t
Hence if we change our coordinates, we can suppose that K(t) = diag λ 1 (t), ..., λ m (t) . Since our control system has the form (1), all the results gathered in Section 2 apply. Since the E(ij) do not depend on time, we check easily that the matrices B
ij associated to our system are given by
]. An easy computation yields for any i, j = 1, . . . , m with i ≤ j and any t ∈ [0, 1],
We need to show that S = Span B 
Moreover, it holds that
Let's now compute the m × m matrices [E(ij), K(t)] for all 1 ≤ i < j ≤ m :
[E(ij), K(t)] := (c rs ) r,s with
Hence, using the condition (14) we obtain
where F (pq) is the skew-symmetric matrix defined by (F (pq)) rs := δ rp δ sq − δ rq δ sp .
Therefore we have
This allow us to compute the dimension of S. In fact, since the matrices E(ij) form a basis of the vector space of symmetric matrices S(m), we check easily that the vector space
has dimension m(m+1). It remains to check that the rest spans a space of dimension d − m(m + 1)/2 = m 2 . The spaces respectively spanned by
are orthogonal with respect to the scalar product tr(P * Q). The first has dimension m(m + 1)/2. It remains to show that the second one has dimension m(m − 1)/2. The second space is generated by the matrices of the form
with 1 ≤ p < q ≤ m. Finally, the condition (8) is satisfied and we conclude easily using Propositions 2.1, 2.4 and a compactness argument (see Remark 2.3).
Let us now provide the proof of Franks' lemma for geodesic flows on surfaces. Set m = 1, the control system (13) becomeṡ
where the 2 × 2 matrices A(t), E(11) are defined by
and E(11) := 0 0 1 0 .
Since our control system has the form (1), all the results gathered in Section 2 apply. Since the E(11) do not depend on time, we check easily that the matrices B We check easily that dim Span B 
remains a local diffeomorphism, which concludes the proof.
