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We consider the problem of constructing a “universal set” of Markovian processes, such that any
Markovian open quantum system, described by a one-parameter semigroup of quantum channels,
can be simulated through sequential simulations of processes from the universal set. In particular,
for quantum systems of dimension d, we explicitly construct a universal set of semigroup generators,
parametrized by d2 − 3 continuous parameters, and prove that a necessary and sufficient condition
for the dynamical simulation of a d dimensional Markovian quantum system is the ability to im-
plement a) quantum channels from the semigroups generated by elements of the universal set of
generators, and b) unitary operations on the system. Furthermore, we provide an explicit algorithm
for simulating the dynamics of a Markovian open quantum system using this universal set of gen-
erators, and show that it is efficient, with respect to this universal set, when the number of distinct
Lindblad operators (representing physical dissipation processes) scales polynomially with respect to
the number of subsystems.
PACS numbers: 03.67.Ac, 03.65.Yz, 89.70.Eg
I. INTRODUCTION
All quantum systems are invariably in contact with
some environment to some extent. As a result, the de-
velopment of tools for the study of such open quantum
systems, undergoing non-unitary dynamics as a result
of system-environment interactions, is of importance for
understanding a rich variety of phenomena [1, 2]. In par-
ticular, the study of open quantum systems allows us
to better understand the nature of dissipation and de-
coherence [1, 2], thermalisation and equilibration [3, 4],
non-equilibrium phase transitions [5, 6] and transport
phenomena in both strongly-correlated [7–9] and biolog-
ical systems [10–12]. Furthermore, it has been shown
that dissipation and decoherence, traditional enemies of
quantum information processing, can be exploited as a
resource for quantum computation [13, 14], the prepara-
tion of topological phases [15–17] and the preparation of
entangled states [18, 19].
Simulations on controllable quantum devices promise
to be one of the most effective tools for the study of
open quantum systems, and while the majority of ef-
fort over the past twenty years has focused on the de-
velopment of methods for the simulation of closed quan-
tum systems [20–23], which undergo Hamiltonian gen-
erated unitary evolution, a plethora of methods have
also been developed for the quantum simulation of open
quantum systems, on a wide variety of quantum devices.
These methods include collision model based approaches
[24–28], simulation algorithms designed for conventional
unitary gate based universal quantum computers [29–
44] and simulation algorithms designed for more general
∗ rsweke@gmail.com
quantum simulators incorporating feedback and dissipa-
tive elements in addition to unitary gates [45–52].
However, despite the wide variety of methods for the
simulation of open quantum systems, there exists no
“universal set” of non-unitary processes through which
all such processes can be simulated via sequential simu-
lations from the universal set. This is in clear contrast
with the situation for Hamiltonian generated unitary evo-
lution, for which it is well known that any unitary opera-
tion can be implemented, up to arbitrary precision, using
some (not necessarily efficient) sequence of unitary gates
from a finite universal set [53]. Such universal sets are
interesting not only from a fundamental perspective, but
also from a pragmatic perspective, as they allow for ex-
perimental development to be focused on developing the
capability of implementing a reduced set of significantly
simpler processes.
One natural response to this problem is via the Stine-
spring dilation [54]. Given any non-unitary dynamics of
some particular system, it is always possible to introduce
some environment, with size the square of the system size
in the general case, such that the non-unitary dynamics
of the system may be simulated through unitary evolu-
tion of the total system and environment [29–34]. How-
ever, it is important to note that for an arbitrary non-
unitary process, there is no guarantee that the dilated
unitary admits an efficient decomposition into some se-
quence of unitary gates from a universal set [53], and as
such this strategy offers an advantage for the construction
of efficient simulation algorithms only when the original
non-unitary process exhibits some useful structure, such
as local interactions [31]. Furthermore, in line with the
spirit of dissipative state preparation [18, 19], we would
like to investigate the possibility of developing a universal
set which might allow us to exploit the natural dissipa-
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2tion and decoherence present in any controlled quantum
device.
Therefore, as an alternative approach, one can consider
the problem of identifying the smallest set of non-unitary
dynamics, applied to the system only, such that if one has
the resources to simulate dynamics from this set, and im-
plement unitary operations on the system, then one will
be able to simulate any non-unitary dynamics up to arbi-
trary precision. This problem has been considered before.
In particular, Wang et al. have constructed a method for
the simulation of arbitrary quantum channels through
the simulation of extreme channels [32, 33], and in effect
identified such a universal set for discrete time evolution
of open quantum systems. However, for systems evolving
continuously in time, even in the simplest case of Marko-
vian semigroup dynamics it is necessary to first exponen-
tiate the generator of the semigroup in order to obtain
the quantum channels describing time evolution. This
is infeasible for an arbitrary semigroup generator and in
order to address this problem Bacon et al. [36] have con-
structed a composition framework for the combination
and transformation of semigroup generators. Using this
framework they were able to identify a continuous one-
parameter set of semigroup generators and demonstrate
that one can efficiently simulate arbitrary Markovian dy-
namics of a single qubit through simulations of quantum
channels from the semigroups generated by this one pa-
rameter set of generators [34, 36].
Despite this initial progress, extending these results
to arbitrary Markovian open quantum systems has re-
mained a challenging open problem. In this work we ad-
dress this problem by using the composition framework of
[36] to construct a continuous d2−3 parameter set of gen-
erators, which is universal in the sense that given the abil-
ity to implement quantum channels from the semigroups
generated by elements of this set of generators, along
with unitary operations on the system, one can simulate
the dynamics of an arbitrary d dimensional Markovian
quantum system up to arbitrary precision. This set of
generators is minimal within this particular composition
framework, and by construction of this set we complete
the program initiated in [36], proving that the dimension
of this universal set is indeed as originally conjectured.
Furthermore, assuming the ability to implement uni-
tary operations on the system along with quantum chan-
nels from the semigroups generated by elements of the
universal set, we utilise recent error bounds for superop-
erator Suzuki-Lie-Trotter expansions [34] to construct an
explicit algorithm for the simulation of arbitrary Marko-
vian open quantum systems, and analyse the conditions
under which a Markovian open quantum system may be
efficiently simulated, with respect to the constructed uni-
versal set, using this algorithm.
This paper is structured as follows: We begin in Sec-
tion II by introducing the formalism of Markovian semi-
group dynamics and formulating the problem of simulat-
ing such dynamics. We then proceed, in Section III, to
introduce the composition framework of linear combina-
tion and unitary conjugation, introduced in [36], for the
combination of Markovian semigroup generators. Given
this framework, we then present our main result in Sec-
tion IV, the construction of a universal set of generators
for arbitrary Markovian dynamics. A detailed proof of
the main result is then given in Section V, before dis-
cussing in Section VI the consequences for simulation of
Markovian open quantum systems.
II. SETTING
Given a quantum system with Hilbert space HS ∼= Cd,
we are concerned with Markovian semigroup dynamics,
in which the state of the system ρ(t) ∈ B(HS) evolves
according to a quantum Markov master equation
d
dt
ρ(t) = Lρ(t), (1)
where L ∈ B(B(HS)) is the generator of a uniformly con-
tinuous one parameter semigroup of quantum channels
{T (t)}, which we refer to as a Markovian semigroup [1].
The state of the system at time t > t0 is then given by
ρ(t) = T (t − t0)ρ(t0) = e(t−t0)Lρ(t0). Furthermore, (1)
may always be written in the form
L(ρ) = i[ρ,H] +
d2−1∑
l,k=1
Al,k
(
FlρF
†
k −
1
2
{F †kFl, ρ}+
)
, (2)
for some Hermitian operatorH = H† ∈Md(C) and some
positive semidefinite A ∈Md2−1(C), where {Fi} is some
basis for the space of traceless matrices in Md(C), and
without loss of generality from this point we will always
utilise the Hermitian traceless basis which generalises the
Gell-Mann basis for su(3). Eq. (2) is known as the
Gorini, Kossakowski, Sudarshan and Lindblad (GKSL)
form of the quantum Markov master equation and we re-
fer to A as the GKS matrix. Additionally, note that via
diagonalisation of the GKS matrix A, Eq. (2) can always
be brought into, and is often specified in, the so called
diagonal form,
L(ρ) = i[ρ,H] +
m∑
k=1
γk
(
LkρL
†
k −
1
2
{L†kLk, ρ}
)
, (3)
where m is the number of non-zero eigenvalues of A,
and typically each Lindblad operator Lk represents some
physical dissipation process [1].
In order to discuss simulations of Markovian semi-
groups it is necessary to have some means for quantifying
the error in approximations of generators and quantum
channels. To achieve this we will utilise the (1→ 1)-norm
for super-operators, where in general the (p → q)-norm
of a super-operator T ∈ B(B(H)) is defined as [56]
3||T ||p→q := sup
||A||p=1
||T (A)||q. (4)
The (p → q)-norm defined above is induced from the
Schatten p-norm of an operator, defined as ||A||p :=(
tr(|A|p)) 1p for all A ∈ B(H). We use the (1 → 1)-
norm as this is induced by the Schatten 1-norm, which
corresponds up to a factor of 1/2 with the trace distance,
dist(ρ, σ) := sup0≤A≤1 tr
(
A(ρ−σ)), arising from a phys-
ical motivation of operational distinguishability of quan-
tum states [53], which is relevant when working in the
Schro¨dinger picture.
At this stage, given a Markovian semigroup {T (t)},
generated by L ∈ B(B(HS)) with dim(Hs) = d, we say
that the semigroup can be efficiently simulated if given
any initial state ρ(0) ∈ B(HS), any  > 0 and any t > 0,
there exists a well defined procedure, requiring at most
poly
(||L||(1→1), t, 1/, ln(d)) applications of standard re-
sources, such that the output of the procedure is a state
ρ˜ satisfying ||ρ˜ − ρ(t)||1 < . Note that poly denotes
any polynomial function and that for many-body sys-
tems ln(d) is proportional to the number of subsystems.
Furthermore, note that the standard resources depend
on the simulator on which the well defined procedure, or
algorithm, is executed. If we are considering simulations
on a universal quantum computer, then the procedure
would be a quantum circuit, and the resources would be
unitary gates from some finite universal set. However,
motivated by the spirit of dissipative state preparation,
in this paper we are considering more general simulators
whose standard resources might include additional non-
unitary elements capable of exploiting natural or engi-
neered dissipation. In particular, under the understand-
ing that we are considering this more general context, we
will consider as standard resources all quantum channels
from semigroups generated by elements of the universal
set constructed in Section IV, in addition to arbitrary
unitary operations.
III. COMPOSITION FRAMEWORK
In this section, following [36], we present a composi-
tion and transformation framework through which one
can combine and transform the generators of Marko-
vian semigroups to form the generator of a new Marko-
vian semigroup. As described in Section I, this com-
position framework will allow us to identify in Section
IV a parametrized universal set of semigroup generators,
through which all Markovian semigroups of a given di-
mension can be simulated, up to arbitrary precision.
This composition framework consists of two pro-
cedures, linear combination and unitary conjugation.
Firstly, let La and Lb be the generators of Markovian
semigroups {T (a)(t)} and {T (b)(t)} respectively. The lin-
ear combination of La and Lb is then quite simply defined
as the super-operator La+b = La + Lb, the generator of
a Markovian semigroup {T (a+b)(t)} [36]. From a gener-
alisation of the Lie-Trotter theorem [57] into the super-
operator regime [31, 34], we see that
T (a+b)(t) = etLa+b = lim
n→∞
[
T (a)(t/n)T (b)(t/n)
]n
. (5)
The generalisation of this procedure to the linear com-
bination of multiple generators is then straightforward.
Furthermore, as discussed in detail in Appendix A, using
Suzuki-Lie-Trotter techniques [58, 59], generalised from
the context of Hamiltonian simulation [60, 61], one can
show that the infinite sum in Eq. (5) can be effectively
truncated, such that any channel from the semigroup
generated by the linear combination La+b can be im-
plemented, up to arbitrary precision, through a finite
number of implementations of channels from the semi-
groups generated by the constituent generators La and
Lb [31, 34]. A discussion of when the Markovian semi-
group generated by the linear combination of multiple
generators can be efficiently simulated is postponed un-
til Section VI.
Note that given any generator L we can always rewrite
(2) as
L(ρ) = LH(ρ) + LA(ρ), (6)
where
LH(ρ) = i[ρ,H] (7)
and
LA(ρ) =
d2−1∑
l,k=1
Al,k
(
FlρF
†
k −
1
2
{F †kFl, ρ}+
)
. (8)
Therefore, if we assume the ability to implement arbi-
trary unitary operations on the system, then without loss
of generality we can set H = 0, as we can always reintro-
duce the unitary contribution and implement the total
generator L through linear combination of LH and LA.
The second transformation procedure, unitary con-
jugation, is defined as follows: Given a Hilbert space
HS ∼= Cd and a Markovian semigroup {T (t)} with gener-
ator L ∈ B(B(HS)), for any unitary operator U ∈ SU(d)
the unitary conjugation via U of the semigroup {T (t)} is
the new Markovian semigroup
{TU (t)} ≡ {U†T (t)U}, (9)
where U(ρ) = UρU†. The following theorem, due to [36],
is particularly important, as it describes the manner in
which the GKS matrix specifying L is transformed as a
result of unitary conjugation of the semigroup {T (t)}.
The statement of this theorem relies on notions related
to the adjoint representation of a Lie group, presented in
detail in Appendix B. Note in particular that Int
(
su(d)
)
denotes the image of the adjoint representation of SU(d),
a Lie group itself, while Int
(
su(d)
)
is the Lie algebra of
Int
(
su(d)
)
.
4Theorem 1 Assume HS ' Cd and that L ∈ B(B(HS))
is the generator of a Markovian semigroup with H = 0,
such that
L(ρ) = LA(ρ) (10)
=
d2−1∑
l,k=1
Al,k
(
FlρF
†
k −
1
2
{F †kFl, ρ}+
)
. (11)
Furthermore, assume that {Fγ}|d
2−1
γ=1 is a Hermitian
basis for the space of traceless matrices in Md(C),
such that {iFγ}|d
2−1
γ=1 is a basis for su(d) and U =
exp
(∑d2−1
γ=1 irγFγ
) ∈ SU(d) for any ~r ∈ Rd2−1. Then,
U†TtU = U†etLAU (12)
= etLA˜ (13)
= TU (t), (14)
where,
LA˜(ρ) =
d2−1∑
l,k=1
A˜l,k
(
FlρF
†
k −
1
2
{F †kFl, ρ}+
)
, (15)
with A˜ = G(U)AG
T
(U), where G(U) ∈ Int
(
SU(d)
)
is given
by
G(U) = Aˆd
(
U
)
= exp
( d2−1∑
γ=1
irγGγ
)
, (16)
and {iGγ} is a basis for Int
(
su(d)
)
, with matrix elements
[Gγ ]αβ = ifγαβ, where fγαβ are the real structure con-
stants of su(d), defined via
[Fγ , Fα] = i
d2−1∑
β=1
fγαβFβ . (17)
Colloquially, Theorem 1 states that unitary conjuga-
tion of the semigroup results in conjugation of the GKS
matrix by an element of the adjoint representation of
SU(d). As such, we see that by adding together the gen-
erators of Markovian semigroups (linear combination),
or conjugating the generators via elements of Int(SU(d))
(unitary conjugation), we obtain the generators of new
Markovian semigroups which can be simulated (though
perhaps not necessarily efficiently), provided the semi-
groups corresponding to the original constituent gener-
ators can be simulated and arbitrary unitary operations
can be implemented on the system.
IV. MAIN RESULT
Given the composition framework of Section III, we
can now present our main result, the construction of a
universal set of Markovian semigroup generators, param-
eterised by d2 − 3 continuous parameters, for Markovian
open quantum systems of any dimension d. For d = 2
this set was first constructed in [36], and our construc-
tion, presented as Theorem 2, generalises this original
method to arbitrary dimension. As per the statement
of the theorem, the constructed set is universal with re-
spect to the composition framework of linear combina-
tion and unitary conjugation, i.e. universal in the sense
that in order to simulate any Markovian semigroup it
is necessary and sufficient to be able to implement ar-
bitrary unitary operations on the system, along with all
quantum channels from the semigroups generated by the
d2 − 3 parameter family of generators. It is important
to note however that, as in the unitary case, if we con-
sider operations from the universal set as our “standard
resources”, we do not necessarily expect to be able to ef-
ficiently simulate all Markovian semigroups in terms of
these resources. In Section VI we utilise the construc-
tion of the proof of Theorem 2, presented in Section V,
to construct an explicit algorithm for the (not necessarily
efficient) simulation of an arbitrary Markovian semigroup
via simulations of semigroups from the universal set, and
then analyse the conditions under which a class of Marko-
vian open quantum systems may be efficiently simulated
using this particular algorithm.
Theorem 2 In order to simulate, using linear combina-
tion and conjugation by unitaries, an arbitrary Marko-
vian semigroup generated by L ∈ B(B(HS)) with HS '
Cd, it is necessary and sufficient to be able to simulate
all Markovian semigroups whose generator is specified by
a GKS matrix from the d2 − 3 parameter family
A(θ, ~αR, ~αI) = ~a(θ, ~αR, ~αI)~a(θ, ~αR, ~αI)†, (18)
where
~a(θ, ~αR, ~αI) = cos(θ)a˜R(~αR) + i sin(θ)a˜I(~αI) (19)
for θ ∈ [0, pi/4], with a˜R(~αR), a˜I(~αI) ∈ Rd2−1 given by
a˜R(~αR) =

aR1
...
aRd−1
0
...
...
0

a˜I(~αI) =

aI1
...
...
aId2−d
0
...
0

, (20)
with
|a˜R(~αR)| = |a˜I(~αI)| = 1 (21)
a˜R(~αR) · a˜I(~αI) = 0, (22)
5such that for d ≥ 3,
aR1 = cos(α
R
1 ) (23)
aR2 = sin(α
R
1 ) cos(α
R
2 ) (24)
...
aRd−2 = sin(α
R
1 ) . . . sin(α
R
d−3) cos(α
R
d−2) (25)
aRd−1 = sin(α
R
1 ) . . . sin(α
R
d−3) sin(α
R
d−2) (26)
and
aI1 = cos(α
I
1) (27)
aI2 = sin(α
I
1) cos(α
I
2) (28)
...
aId2−d−1 = sin(α
I
1) . . . sin(α
I
d2−d−2) cos(α
I
d2−d−1) (29)
aId2−d = sin(α
I
1) . . . sin(α
I
d2−d−2) sin(α
I
d2−d−1) (30)
where,
αRj ∈ [0, pi] for j ∈ [1, d− 3], (31)
αIk ∈ [0, pi] for k ∈ [1, d2 − d− 2], (32)
αRd−2 ∈ [0, 2pi], (33)
αId2−d−1 ∈ [0, 2pi], (34)
and
cos(αI1) =
1
aR1
( d−1∑
j=2
aRj a
I
j
)
(35)
is constrained by orthogonality, and for d = 2,
a˜R(~αR) =
10
0
 a˜I(~αI) =
01
0
 . (36)
V. PROOF OF THEOREM 2
A. Proof of sufficiency
Firstly, without any loss of generality we assume H =
0. Let A ≥ 0 ∈ Md2−1(C) then be the GKS matrix
specifying the generator of the Markovian semigroup we
wish to simulate. A is positive semidefinite and therefore
via the spectral decomposition one can express A as
A =
m∑
k
λk~ak~a
†
k, (37)
where λk ≥ 0, m is the number of non-zero eigenvalues
of A and |~ak| = 1 for all k. By linear combination it is
therefore sufficient to be able to simulate all GKS matri-
ces ~a~a† with |~a| = 1. Any such vector ~a can be split into
real and imaginary part,
~a = ~aR + i~aI , (38)
where ~aR,~aI ∈ Rd2−1. Furthermore, ~a appears only in
outer products and as such the phase of ~a is irrelevant,
i.e. if we define ~a′ = eiψ~a, then we see that ~a~a† = ~a′~a′†,
and therefore to simulate ~a~a† we could simulate ~a′~a′† for
any value of ψ. If we now define the two parameters
k1 ≡ |~aR|2 − |~aI |2 (39)
k2 ≡ 2~aR · ~aI , (40)
then we can see that a phase transformation
~a′ = eiψ~a (41)
= (~aR cosψ − ~aI sinψ) + i(~aR sinψ + ~aI cosψ) (42)
maps k1 and k2 according to(
k′1
k′2
)
=
(
cos 2ψ − sin 2ψ
sin 2ψ cos 2ψ
)(
k1
k2
)
. (43)
As we can choose ψ arbitrarily, we can always choose
tan 2ψ = −k2/k1, (44)
such that k′2 = 0, in which case ~a
′R and ~a′I are orthogo-
nal. In addition, we can always choose k′1 = k1/ cos 2ψ ≥
0 such that |~a′R| ≥ |~a′I |. Therefore, via the phase free-
dom in ~a, we can assume, without loss of generality, that
~aR ·~aI = 0 and that |~aR| ≥ |~aI |. Taking into account the
fact that |~a| = 1, we see that in order to simulate any
GKS matrix ~a~a†, it is sufficient to consider only
~a = ~aR + i~aI (45)
= cos (θ)aˆR + i sin (θ)aˆI (46)
with |aˆR| = |aˆI | = 1, θ ∈ [0, pi/4] and aˆR · aˆI = 0.
Now, as per Theorem 1, we see that conjugation via
U ∈ SU(d), of the semigroup whose generator is specified
by GKS matrix ~a~a†, results in the transformation
~a~a† → G(U)~a~a†GT(U) = (G(U)~a)(G(U)~a)†, (47)
where G(U) = Aˆd(U) ∈ Int
(
SU(d)
)
is a real matrix.
Furthermore, using the natural basis isomorphism f :
su(d)→ Rd2−1, we see that
G(U)~a = cos (θ)f
[
Ad(U)(AˆR)
]
+ i sin (θ)f
[
Ad(U)(AˆI)
]
= cos (θ)f
[
UAˆRU†
]
+ i sin (θ)f
[
UAˆIU†
]
, (48)
6where we have defined AˆR ≡ f−1(aˆR) and AˆI ≡ f−1(aˆI).
At this stage it is useful to define an explicit basis for
su(d). To this end, let {|j〉}|dj=1 be a basis for Rd and
define the Hermitian traceless matrices
d(l) =
1√
l(l + 1)
[ l∑
j=1
|j〉〈j| − l|l + 1〉〈l + 1|
]
, (49)
σ(j,k)x =
1√
2
(
|j〉〈k|+ |k〉〈j|
)
, (50)
σ(j,k)y =
1√
2
(
− i|j〉〈k|+ i|k〉〈j|
)
, (51)
such that{
{id(l)}∣∣d−1
l=1
, {iσ(j,k)x , iσ(j,k)y }
∣∣d−1
j=1
∣∣
j<k≤d
}
(52)
is a basis for su(d) and {id(l)}∣∣d−1
l=1
is a basis for the di-
agonal Cartan subalgebra of su(d).
As AˆR ∈ su(d), we can always find U1 ∈ SU(d) which
diagonalises AˆR, such that
U1Aˆ
RU†1 ≡ A˜Rd =
d−1∑
l=1
dRl (id
(l)), (53)
with real components {dRl }. Defining A˜I ≡ U1AˆIU†1 , we
can also write
A˜I ≡ A˜Id + A˜Iσ (54)
=
d−1∑
l=1
dIl (id
(l))
+
d−1∑
j=1
d∑
k=j+1
(
ax(j,k)(iσ
(j,k)
x ) + a
y
(j,k)(iσ
(j,k)
y )
)
,
(55)
with real components {dIl }, {ax(j,k)} and {ay(j,k)}.
Now, let U2 = exp(i
∑d−1
l=1 hld
(l)) for some ~h ∈ Rd−1
with components hl. One can then see that for any ~h ∈
Rd−1,
U2A˜
R
d U
†
2 = A˜
R
d , (56)
U2A˜
I
dU
†
2 = A˜
I
d, (57)
so that if we define B˜Iσ ≡ U2A˜IσU†2 and take G(U2U1) ≡
Aˆd(U2U1), then we obtain,
G(U2U1)~a = cos(θ)f
(
A˜Rd
)
+ i sin(θ)f
(
A˜Id + B˜
I
σ
)
. (58)
In order to obtain an explicit expression for B˜Iσ let us
define the matrices σ(j,k) ≡ (1/√2)|j〉〈k|, and rewrite A˜Iσ
as
A˜Iσ =
d−1∑
j=1
d∑
k=j+1
(
a(j,k)(iσ
(j,k)) + a(j,k)(iσ
(k,j))
)
, (59)
where
a(j,k) = a
x
(j,k) − iay(j,k) ≡ m(j,k)eiφ(j,k) , (60)
and a(j,k) denotes the complex conjugate of a(j,k). The
matrices σ(j,k) are eigenvectors of the map which conju-
gates by U2, so that some algebra yields,
B˜Iσ =
d−1∑
j=1
d∑
k=j+1
i
[
m(j,k)e
if(j,k)(σ(j,k)) + H.C
]
, (61)
where H.C denotes the Hermitian conjugate, and
f(j,k) = φ(j,k) − (j − 1)ϕ(j − 1)hj−1
+
k−2∑
l=j
(
ϕ(l)hl
)
+ kϕ(k − 1)hk−1, (62)
with ϕ(j) ≡ 1/(√j(j + 1)) and h0 ≡ 0. If we choose
h1 = − 1
2ϕ(1)
φ(1,2), (63)
and then inductively set
hl = − 1
(l + 1)ϕ(l)
[
φ1,l+1 +
l−1∑
x=1
ϕ(x)hx
]
, (64)
we see that f(1,k) = 0 for all k ∈ [2, d]. As a result, we
obtain that
B˜Iσ =
d∑
k=2
m(1,k)i(σ
(1,k) + σ(k,1))
+
d−1∑
j=2
d∑
k=j+1
i
[
m(j,k)e
if(j,k)(σ(j,k)) + H.C
]
(65)
=
d∑
k=2
m(1,k)(iσ
(1,k)
x )
+
d−1∑
j=2
d∑
k=j+1
(
bx(j,k)(iσ
(j,k)
x ) + b
y
(j,k)(iσ
(j,k)
y )
)
.
(66)
If we now define a˜R = f(A˜Rd ) and a˜
I = f(A˜Id+ B˜
I
σ), then
by fixing an appropriate order for the basis vectors in
(52), and relabelling the components in (53), (55), (66),
we can write
7a˜R =

aR1
...
aRd−1
0
...
...
0

a˜I =

aI1
...
...
aRd2−d
0
...
0

. (67)
Furthermore, via complete antisymmetry of the struc-
ture constants of su(d) one can prove that Int(SU(d)) ⊆
SO(d2 − 1), and therefore that the adjoint action pre-
serves orthogonality and normalisation. As a result, we
have now successfully shown that for any GKS matrix
~a~a†, with ~a ∈ Cd2−1 and |~a| = 1, there always exists
U = U2U1 ∈ SU(d) such that
G(U)~a = cos(θ)a˜
R + i sin(θ)a˜I , (68)
where G(U) = Aˆd(U) and a˜
R, a˜I ∈ Rd2−1 are given
by (67), with |a˜R| = |a˜I | = 1 and a˜R.a˜I = 0. Ex-
ploiting orthogonality and normalisation we can always
find angles {αRj }|d−2j=1 and {αIk}|d
2−(d+1)
k=1 such that the
parametrisation given in the statement of the theorem
exists. Finally, using the definition of G(U), along with
complete antisymmetry of the structure constants, one
can show that GT(U) = G(U†) = Aˆd(U
†), and therefore as
G(U) ∈ SO(d2 − 1) we have that
~a~a† = G(U†)
[
G(U)~a~a
†GT(U)
]
GT(U)† , (69)
and as a result the semigroup generated by ~a~a† can
be simulated through the semigroup generated by
G(U)~a~a
†GT(U), a member of the universal set, using
unitary conjugation via U†.
B. Proof of necessity
We show here that using linear combination and
unitary conjugation it is not possible to simulate the
Markovian semigroup specified by some GKS matrix
A(θ, ~αR, ~αI), satisfying the restrictions of the theorem
statement, through simulation of some other combina-
tion/transformation of Markovian semigroups specified
by GKS matrices satisfying the same conditions for some
different set of parameters.
Firstly, all A(θ, ~αR, ~αI), as projections onto the
eigenspace of a single eigenvector of A, a basis vector
of Cd2−1, are rank one matrices. As rank one matri-
ces are extreme in the convex cone of positive matrices,
no such A(θ, ~αR, ~αI) can be simulated through the lin-
ear combination of Markovian semigroups specified by
other such GKS matrices. Note also that a phase trans-
formation of ~a(θ, ~αR, ~αI) commutes with a rotation via
G ∈ Int(SU(d)), and as such we only need to prove that
if ~a(θ, ~αR, ~αI) and ~a(θ′, ~α′R, ~α′I) satisfy the restrictions
(23)-(35), but for different sets of parameters, and
eiψG
[
~a(θ, ~αR, ~αI)
]
= ~a(θ′, ~α′R, ~α′I), (70)
for some ψ ∈ [0, 2pi] and some G ∈ Int(SU(d)), then
(θ, ~αR, ~αI) = (θ′, ~α′R, ~α′I). In order to simplify the pre-
sentation of the proof, in what follows we drop from our
notation the explicit dependency of vectors on their pa-
rameters by defining
~a(θ, ~αR, ~αI) = cos(θ)a˜R(~αR) + i sin(θ)a˜I(~αI) (71)
≡ cos(θ)a˜R + i sin(θ)a˜I (72)
≡ ~aR + ~aI (73)
≡ ~a, (74)
and
~a(θ′, ~α′R, ~α′I) = cos(θ′)a˜R(~α′R) + i sin(θ′)a˜′I(~α′I) (75)
≡ cos(θ′)a˜′R + i sin(θ′)a˜′I (76)
≡ ~a′R + ~a′I (77)
≡ ~a′, (78)
with the goal of proving that if eiψG~a = ~a′ then ~a = ~a′.
In this simplified notation we can write,
eiψG
[
~a
]
= eiψ
[
cos(θ)
(
Ga˜R
)
+ i sin(θ)
(
Ga˜I
)]
, (79)
where, as G ∈ Int(SU(d)) ⊆ SO(d2 − 1), we see that
rotation of ~a(θ, ~αR, ~αI) via G leaves θ unchanged. Fur-
thermore, if we define
k˜1 ≡ | cos(θ)
(
GaˆR
)|2 − | sin(θ)(GaˆI)|2 (80)
k˜2 ≡ 2
[
cos(θ)
(
GaˆR
)
] · [ sin(θ)(GaˆI)] (81)
then via the fact that G ∈ SO(d2 − 1) we obtain that
k˜1 = k1 ≥ 0 and k˜2 = k2 = 0, where k1 and k2 are
defined in (39) and (40). Let us now define
k′1 ≡ |~a′R|2 − |~a′I |2 (82)
k′2 ≡ 2~a′R · ~a′I . (83)
(k′1, k
′
2) is related to (k˜1, k˜2) via an expression such as
(43), but as k′1 ≥ 0 and k′2 = 0 by assumption, we see
that we must have ψ = 0, i.e. the phase transformation
must be trivial. As neither the phase transformation nor
rotation via G effects θ, we have that θ = θ′ and we can
then write
8~a′ = cos(θ)
(
Ga˜R
)
+ i sin(θ)
(
Ga˜I) (84)
= cos(θ)a˜′R + i sin θa˜′I . (85)
Furthermore, again because G ∈ Int(SU(d)) ⊆ SO(d2−1)
is real, eiψG~a = ~a′ implies that Ga˜R = a˜′R and Ga˜I =
a˜′I , and therefore all that remains is to prove that Ga˜R =
a˜R and Ga˜I = a˜I .
To this end, let us define
A˜R = f−1(a˜R), (86)
A˜′R = f−1(a˜′R). (87)
If G = Aˆd(U), for some U ∈ SU(d), then from Ga˜R = a˜′R
we have that
A˜′R = UA˜RU†. (88)
However, also by assumption, both A˜′R and A˜R are diag-
onal, and therefore U must also be diagonal, i.e. we must
have that U = exp(i
∑d−1
l=1 pld
(l)), for some ~p ∈ Rd−1
with components pl. However, in this case one can show
that
UA˜RU† = A˜R, (89)
and therefore Ga˜R = a˜R. To prove that Ga˜I = a˜I we
define
f−1(a˜I) ≡ A˜Id + B˜Iσ, (90)
where
A˜Id =
d−1∑
l=1
dIl (id
(l)), (91)
is diagonal and
B˜Iσ =
d∑
k=2
m(1,k)i(σ
(1,k) + σ(k,1))
+
d−1∑
j=2
d∑
k=j+1
i
[
m(j,k)e
if(j,k)(σ(j,k)) + H.C
]
. (92)
We then have that
Ga˜I = f(UA˜IdU
† + UB˜IσU
†), (93)
but given diagonal U we again see that
UA˜IdU
† = A˜Id, (94)
and as such all that remains is to prove that UB˜IσU
† =
B˜Iσ. To show this, note that via our assumptions we can
write
f−1(a˜′I) ≡ A˜′Id + B˜′Iσ , (95)
with A˜′Id diagonal and
B˜′Iσ =
d∑
k=2
m′(1,k)i(σ
(1,k) + σ(k,1))
+
d−1∑
j=2
d∑
k=j+1
i
[
m′(j,k)e
if ′(j,k)(σ(j,k)) + H.C
]
.
(96)
However, from (93)-(95) and the fact that Ga˜I = a˜′I , we
can also see that
B˜′Iσ = UB˜
I
σU
†, (97)
and therefore that
B˜′Iσ =
d−1∑
j=1
d∑
k=j+1
i
[
m(j,k)e
iγ(j,k)(σ(j,k)) + H.C
]
, (98)
where
γ(j,k) = f(j,k) − (j − 1)ϕ(j − 1)pj−1
+
k−2∑
l=j
(
ϕ(l)pl
)
+ kϕ(k − 1)pk−1, (99)
and from (92) we have that f(1,k) = 0 for k ∈ [2, d].
By comparison of (96) and (98) we see that we must
have γ(1,k) = 0 for k ∈ [2, d], and therefore from (99)
and (92) we can show that we must have pl = 0 for
l ∈ [1, d − 1]. This implies that U = 1, and therefore
G = 1 and G~a = ~a. 
VI. SIMULATION ALGORITHM
If we assume the ability to implement the necessary
and sufficient set of resources implied by Theorem 2, or in
other words, if we consider arbitrary unitary operations
on our system along with quantum channels from the
semigroups generated by elements of the universal set as
“standard resources”, then the construction of Theorem
2, along with previous work on simulation of linear combi-
nations [34] (described in Appendix A), implies a natural
algorithm for the simulation of arbitrary Markovian open
quantum systems. This algorithm is not necessarily effi-
cient for an arbitrary system, however after presentation
9of the algorithm we discuss the conditions under which a
Markovian open quantum system can be efficiently simu-
lated, with respect to the constructed universal set, using
this algorithm. This discussion of efficiency relies on the
details concerning simulation of linear combinations [34],
as presented in detail in Appendix A.
The algorithm is as follows:
1. Given HS ∼= Cd and L = LH + LA ∈ B(B(HS)),
the generator of a Markovian semigroup, obtain the
spectral decomposition of A such that
L = LH +
m∑
k=1
λkL~ak~a†k ≡
m∑
k=0
λkLk, (100)
where λ0 = 1 and L0 ≡ LH .
2. For each k ∈ [1,m] use phase freedom to find
θk, and construct U
(k)
1 and U
(k)
2 as per the proof
of Theorem 2, such that by defining U (k) =
U
(k)†
1 U
(k)†
2 ,
~ak~a
†
k = G(U(k))
[
A(k)(θk, ~α
R
k , ~α
I
k)
]
GT(U(k)), (101)
where A(k)(θk, ~α
R
k , ~α
I
k) is an element of the univer-
sal set of semigroup generators.
3. Given  > 0 and t > 0, construct, as described
in Appendix A, the Suzuki first-order integrator
S2(Lˆ1, . . . , Lˆm, t/r) [34, 60], with
r =
√
2L2(mt)
3/2
1/2
, (102)
where L2 := ||L2||1→1.
4. Given ρ(0), implement S2(Lˆ1, . . . , Lˆm, t/r) consec-
utively rL1 times, in order to recombine the linear
combination (100) through sequential implementa-
tions of Tk(t˜) = e
t˜Lk . Each implementation of Tk(t˜)
is achieved via
Tk(t˜) = U†k
(
TA(k)(t˜)
)Uk, (103)
where Uk(ρ) = U (k)(ρ)U (k)† and TA(k)(t) =
exp(tLA(k)).
As shown in [34], and presented in Appendix A, as a
result of the Suzuki-Lie-Trotter procedure used for the re-
combination of linear combinations, the above algorithm
simulates the Markovian semigroup generated by (100),
within precision , using poly
(||L||(1→1), t, 1/,m) appli-
cations of “standard resources”, i.e. implementations of
A
 1~a1~a
†
1 + . . . +  m~am~a
†
m
 1
⇥
G(U(1))A
(1)GT
(U(1))
⇤
 m
⇥
G(U(m))A
(m)GT
(U(m))
⇤
T1(t) = U†1TA(1)(t)U1 Tm(t) = U†mTA(m)(t)Um
1
FIG. 1. Any GKS matrix A ≥ 0 can be decomposed into
the linear combination of rank 1 GKS matrices ~ai~a
†
i . The
semigroups whose generator is specified by these matrices can
be further decomposed into the unitary conjugation of semi-
groups whose generator is specified by an element of the uni-
versal set A(i)(θi, ~α
R
i , ~α
I
i ). As a result any quantum channel
from the original semigroup can be implemented through the
linear combination and unitary conjugation of channels from
the semigroups whose generators belong to the universal set.
quantum channels from the semigroups generated by ele-
ments of the universal set and unitary operations on the
system. More precisely, the algorithm requires at most
N ≤ (2m− 1)
√
2L2L1(mt)
3/2
1/2
. (104)
implementations of channels Tk(t˜), each of which, as
per Eq. (103), requires 3 “standard resources”, namely
two unitary operations and one quantum channel from a
semigroup generated by an element of the universal set.
By comparison with our definition of efficient simu-
lation in Section II, we therefore see that this algorithm
will be efficient, with respect to this universal set, for any
class of Markovian semigroups for which m, the number
of non-zero eigenvalues of the GKS matrix A, is pro-
portional to ln(d), or alternatively, if we are within a
many-body context, to the number of subsystems. As
A ∈Md2−1(C), we see that in the general case m = d2−1
and the algorithm will not be efficient - however by com-
paring the GKSL form of Eq. (2) with the diagonal form
of Eq. (3) we see that the algorithm will be efficient,
with respect to this universal set, for any system for
which the number of distinct physical dissipation pro-
cesses with non-zero rates (the number of distinct Lind-
blad operators) scales polynomially with the number of
subsystems.
VII. WORKED EXAMPLE
As an illustration of the above algorithm we consider
as an example a three level atom in the Λ configuration
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(see Fig. 2), experiencing effective dissipation described
by the Lindblad master equation
L(ρ) =
2∑
i=1
γi
(
LiρL
†
i −
1
2
{L†iLi, ρ}+
)
, (105)
where,
L1 = cosφ|1〉〈e|+ eiη sinφ|2〉〈e|, (106)
L2 = cosα|1〉〈2|+ sinα|2〉〈1|. (107)
We begin by transforming into the GKS form,
LA(ρ) =
8∑
l,k=1
Al,k
(
FlρF
†
k −
1
2
{F †kFl, ρ}+
)
, (108)
where {Fi}|8i=1 is a Hermitian basis for the traceless ma-
trices in M3(C), defined via
{Fi}|2i=1 ≡ {d(l)}|2l=1 (109)
{Fi}|5i=3 ≡ {σ(j,k)x }2j=1|j<k≤3 (110)
{Fi}|8i=6 ≡ {σ(j,k)y }2j=1|j<k≤3. (111)
Setting φ = η = α = pi/3, we find that with respect to
this basis
A =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 a3,3 a3,4 0 ia3,3 a3,7 0
0 0 a3,4 3a3,3 0 a4,6 3ia3,3 0
0 0 0 0 a5,5 0 0 a5,8
0 0 −ia3,3 a4,6 0 a3,3 a3,4 0
0 0 a3,7 −3ia3,3 0 a3,4 3a3,3 0
0 0 0 0 a5,8 0 0 a8,8

,
(112)
where the overbar is used to denote the complex conju-
gate, and
a3,3 =
γ1
8
(113)
a3,4 =
√
3− 3i
16
γ1 (114)
a3,7 =
3 + i
√
3
16
γ1 (115)
a4,6 =
−3 + i√3
16
γ1 (116)
a5,5 =
2 +
√
3
4
γ2 (117)
a5,8 =
iγ2
4
(118)
a8,8 =
2−√3
4
γ2. (119)
|1〉 |2〉
|e〉
1
FIG. 2. Illustration of three level Λ atom experiencing effec-
tive collective spontaneous emission and external incoherent
driving.
The next step is to decompose A into the linear combi-
nation of rank 1 generators through the spectral decom-
position. Constructing this decomposition we obtain
A =
2∑
k=1
λk~ak~a
†
k, (120)
where λi = γi, and
~a1 =
√
3
2
√
2

1
0
1
2 +
i
2
√
3
i
0
− 12 i+ 12√3
1
0

, (121)
~a2 =
1√
1 +
(
2 +
√
3
)2

0
0
0
0
(2 +
√
3)i
0
0
1

. (122)
At this stage each constituent generator ~ai~a
†
i of the
linear combination needs to be decomposed into the uni-
tary conjugation of a semigroup from the universal set.
We focus first on decomposing the semigroup generated
by ~a1~a
†
1. The first step in this regard is to identify the
phase ψ1 such that
eiψ1~a1 = cos(θ1)aˆ
R
1 + i sin(θ1)aˆ
I
1, (123)
for some aˆR1 and aˆ
I
1 such that aˆ
R
1 · aˆI1 = 0, |aˆR1 | = |aˆI1| = 1
and θ1 ∈ [0, pi/4]. For ~a1 as per (121) no such phase
transformation is necessary, (i.e. we use ψ1 = 0) and we
see that
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~a1 =
1√
2

0
0√
3
4
0
0
1
4√
3
2
0

+
1√
2
i

0
0
1
4√
3
2
0
−
√
3
4
0
0

(124)
= cos(θ1)aˆ
R
1 + sin(θ1)aˆ
I
1, (125)
with θ1 = pi/4. The next step is to identify U
(1)
1 and U
(1)
2
such that
a˜R1 ≡ f
(
U
(1)
2 U
(1)
1 f
−1[aˆR1 ]U
(1)†
1 U
(1)†
2
)
, (126)
a˜I1 ≡ f
(
U
(1)
2 U
(1)
1 f
−1[aˆI1]U
(1)†
1 U
(1)†
2
)
, (127)
have the form given in (20), where f : su(d) → R8 is
the natural isomorphism defined via f(iFj) = |j〉, where
{iFj}|8j=1 and {|j〉}|8j=1 are the standard bases for su(d)
and R8 respectively. As per the proof of Theorem 2, U (1)1
is the matrix which diagonalises AˆR1 ≡ f−1(aˆR1 ). For aˆR1
as per (124) we find that
AˆR1 =
√
3
2
√
2
 0 16 (3i+√3) 11
6
(
3i−√3) 0 0
−1 0 0
 , (128)
and
U
(1)
1 =
√
3
2
√
2

2i√
3
1
6
(
3i+
√
3
)
1
− 2i√
3
1
6
(
3i+
√
3
)
1
0
√
2
(
− 12 − i
√
3
2
) √
2
3
 (129)
such that
A˜Rd,1 ≡ U (1)1 AˆR1 U (1)†1 =
 i√2 0 00 − i√
2
0
0 0 0
 (130)
and
AI1 ≡ U (1)1 AˆI1U (1)†1 =
 0 − 1√2 01√
2
0 0
0 0 0
 . (131)
At this stage one would typically construct diagonal
U
(1)
2 to eliminate 2 (i.e. d − 1 with d = 3) components
of f(A˜I1) while leaving f(A˜
R
d,1) unchanged. However, in
this case we see that
f(A˜Rd,1) =

1
0
0
0
0
0
0
0

f(A˜I1) =

0
0
0
0
0
−1
0
0

, (132)
so that if we define a˜R1 ≡ f(A˜Rd,1) and a˜I1 ≡ f(A˜I1) then
a second unitary transformation is not necessary, as a˜R1
and a˜I1 already have the desired form. So, following the
proof by defining U (1) = U
(1)†
1 and G(U(1)) = Aˆd(U
(1)),
we now have that
~a1~a
†
1 = G(U(1))
[
A(1)(θ1, ~α
R
1 , ~α
I
1)
]
GT(U(1)), (133)
where A(1)(θ1, ~α
R
1 , ~α
I
1 is an element of the universal set
of semigroup generators, with θ1 = pi/4, ~α
R
1 = 0 and
~αI1 =
pi
2

1
1
1
1
3
 . (134)
Furthermore, from Theorem 1 and (133), one has that
for any channel T1(t) = exp(tL~a1~a†1) from the semigroup
generated by ~a1~a
†
1,
T1(t)(ρ) = U
(1)†
(
TA(1)(t)
[
U (1)ρU (1)†
])
U (1), (135)
where TA(k)(t) = exp(tLA(k)).
We can now proceed to decompose the semigroup gen-
erated by ~a2~a
†
2, the second component of the linear de-
composition. We follow the same procedure, however in
this case if we simply rewrite (122) as
~a2 = ~a
R
2 + i~a
I
2 (136)
then we see that although ~aR2 · ~aI2 = 0, we have |~aI2| >
|~aR2 |, and as such a non-trivial phase transformation is
necessary in order to be able to write
eiψ2~a2 = cos(θ2)aˆ
R
2 + i sin(θ2)aˆ
I
2, (137)
for some aˆR2 and aˆ
I
2 such that aˆ
R
2 · aˆI2 = 0, |aˆR2 | = |aˆI2| = 1
and θ2 ∈ [0, pi/4]. As ~aR2 · ~aI2 = 0 we see that a phase
transformation via ψ2 = pi/2 is sufficient, and after such
a transformation we obtain an expression in the form
(137) with
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θ2 = arccos
( 2 +√3√
1 +
(
2 +
√
3
)2), (138)
and
aˆR2 =

0
0
0
0
−1
0
0
0

aˆI2 =

0
0
0
0
0
0
0
1

(139)
Once again, the next step is to find the unitary matrix
U
(2)
1 which diagonalises Aˆ
R
2 ≡ f−1(aˆR2 ). In this case we
find
AˆR2 =
0 0 00 0 − i√
2
0 − i√
2
0
 , (140)
and
U
(2)
1 =
0 − 1√2 1√20 1√
2
1√
2
1 0 0
 , (141)
such that
A˜Rd,2 ≡ U (2)1 AˆR2 U (2)†1 =
 i√2 0 00 − i√
2
0
0 0 0
 , (142)
and
AI2 ≡ U (2)1 AˆI2U (2)†1 =
 0 − 1√2 01√
2
0 0
0 0 0
 . (143)
From (142) and (143) we see that A˜Rd,2 = A˜
R
d,1 and A˜
I
2 =
A˜I1, and therefore its clear that once again no second
unitary transformation is necessary, and that
~a2~a
†
2 = G(U(2))
[
A(2)(θ2, ~α
R
2 , ~α
I
2)
]
GT(U(2)), (144)
where ~αR2 = ~α
R
1 , ~α
I
2 = ~α
I
1 and we have defined U
(2) =
U
(2)†
1 and G(U(2)) = Aˆd(U
(2)). Finally, for any channel
T2(t) = exp(tL~a2~a†2) from the semigroup generated by
~a2~a
†
2,
T2(t)(ρ) = U
(2)†
(
TA(2)(t)
[
U (2)ρU (2)†
])
U (2), (145)
where TA(2)(t) = exp(tLA(2)).
At this stage, given  > 0, t > 0 and ρ(0), in or-
der to efficiently implement T (t) = etL one constructs
S2k(Lˆ1, . . . , Lˆm, t/r) as per (A4), with k given by (??).
One then implements S2k rL1 times, with r given by
(??), and each call to Tk(t˜) is achieved using the unitary
conjugation of some channel from the universal set, as
per (135) and (145), where t˜ incorporates γk.
VIII. CONCLUSION
Utilising the composition framework of linear combi-
nation and unitary conjugation we have constructed a
universal set of generators for the simulation of Marko-
vian semigroup dynamics. More precisely, we have con-
structed a d2 − 3 parameter family of semigroup genera-
tors, such that any Markovian semigroup describing the
dynamics of a d dimensional Markovian open quantum
system can be simulated through the implementation of
unitary operations on the system and quantum channels
from the semigroups generated by the d2 − 3 parameter
family of generators. Furthermore, assuming the abil-
ity to implement all operations from the universal set,
the construction of such a universal set implies a natu-
ral methodology for the simulation of Markovian open
quantum systems: Given such a system, one utilises the
construction of Theorem 2 to decompose the generator of
the system into the linear combination and unitary conju-
gation of generators from the universal set, before utilis-
ing Suzuki-Lie-Trotter techniques [34, 60] to simulate the
original system through simulations of the constituent
semigroups. This approach will provide a method for
the efficient simulation, with respect to this universal
set, of any Markovian open quantum system for which
the number of distinct physical dissipation processes with
non-zero rates (the number of Lindblad operators) scales
polynomially with the number of subsystems.
Given such a methodology, it is clear that in order to
use this approach for the simulation of arbitrary Marko-
vian open quantum systems one need only to focus on ex-
plicitly constructing methods, and developing the experi-
mental capability, for efficiently simulating those systems
whose generators are specified by GKS matrices belong-
ing to the universal set of Theorem 2. These generators
provide a significant simplification from the general case,
and in principle, these systems could be simulated using
any of the previous methods [41–43, 46–50] for the sim-
ulation of Markovian open quantum systems. Another
appealing approach would be to investigate the possibil-
ity of utilising the inherent dissipation and decoherence
within currently available controllable quantum devices
for the implementation of non-unitary processes from the
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universal set, therefore developing the potential of quan-
tum simulators other than universal quantum comput-
ers. One other possibility, already explored in detail for
the single qubit case [34], would be to explicitly con-
struct parametrised descriptions of the quantum chan-
nels appearing in the semigroup generated by an arbi-
trary element of the universal set. Given such an explicit
parametrised family of quantum channels, the methods
of [33] could be used to implement any such channel for
any given time, on a minimal dilation space, through the
simulation of constituent extreme channels.
Given these results, a natural open question con-
cerns the extension of this approach for more general
open quantum systems, such as those described by time-
dependent generators [31]. In order to extend this ap-
proach one could investigate the possibility of utilis-
ing more general composition frameworks which are not
constrained to preserve Markovianity, possibly including
feedback [45] or probabilistic implementations of quan-
tum channels [32, 33].
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Appendix A: Simulation of linear combinations
Given the generator of a Markovian semigroup, L =∑m
j=1 Lj , we want to show that for any t > 0 it is pos-
sible to implement T (t) = etL, up to arbitrary accuracy
 > 0, using only poly
(||L||(1→1), t, 1/,m) number of
implementations of quantum channels T (j)(t′) = et
′Lj .
Using Suzuki-Lie-Trotter techniques [57–59] the analo-
gous problem for linear combinations of Hamiltonians has
been studied extensively [20, 21, 60, 61], and generalisa-
tions to the context of open quantum systems have been
considered before for both the case of time-dependent [31]
and time-independent [34] generators. Here we present
a direct generalisation of the work in [60] to the super-
operator setting, first presented in [34], which provides
the best current bounds on the number of implemen-
tations of quantum channels T (j)(t′) = et
′Lj required,
within the context of time-independent generators L.
We begin by assuming that
||L1||(1→1) ≥ ||L2||(1→1) ≥ · · · ≥ ||Lm||(1→1) (A1)
and defining the normalised component generators Lˆj =
Lj/L1, where we have defined Lj := ||Lj ||(1→1) for all
j. We then follow [60] and define the basic Lie-Trotter
product formula [57] as,
S2(Lˆ1, . . . , Lˆm, λ) =
m∏
j=1
e(
λ
2 )Lˆj
1∏
j′=m
e(
λ
2 )Lˆj′ (A2)
=
m∏
j=1
T (j)(tλ)
1∏
j′=m
T (j
′)(tλ), (A3)
where tλ = λ/(2L1). Suzuki’s higher order integrators
[58, 59] are then defined using the recursion relation
S2k(λ) = [S2k−2(pkλ)]2[S2k−2((1− 4pk)λ)][S2k−2(pkλ)]2,
(A4)
where pk = (4 − 41/(2k−1))−1 for k > 1 and for nota-
tional convenience we have used S2k(λ) and S2k−2(λ) to
denote S2k(Lˆ1, . . . , Lˆm, λ) and S2k−2(Lˆ1, . . . , Lˆm, λ) re-
spectively. At this stage it is essential to note that for
k > 1 we have (1− 4pk) < 0, and therefore applying the
recursion rule (A4) allows us to see that for all k > 1
implementation of S2k(λ) requires the simulation of mul-
tiple propagators T (j)(t˜) with t˜ < 0 [58]. As such prop-
agators are not quantum channels (in particular they
may violate complete positivity, or even positivity) [1],
we therefore restrict ourselves here to first order (k = 1)
integrators. This is in juxtaposition to the Hamiltonian
simulation case, where for generators Lj(·) = −i[Hj , ·] of
purely coherent evolution, the propagators T (j)(t˜) = et˜Lj
are quantum channels (in fact unitary conjugations) even
for the case of t˜ < 0.
In light of these considerations, we therefore pro-
ceed to examine the efficiency of approximating T (t) =
exp(t
∑m
j=1 Lj) with sequences of quantum channels of
the form [S2(t/r)]
x. In particular, we note that S2(λ)
consists of the product of 2m−1 exponentials, and hence
we can define
Nexp = (2m− 1)x (A5)
as the number of exponentials, and hence quantum chan-
nels, in the expression [S2(t/r)]
x. The following theorem
[34], a direct generalization of the work in [60] to the
superoperator setting, then gives the desired result
Theorem 3 Let 1 ≥  > 0 be such that (9/2)L2mt ≥ ,
then for
r ≥
√
2L2(mt)
3/2
1/2
, (A6)
we have that
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∣∣∣∣∣∣exp(t m∑
j=1
Lj
)
− [S2(Lˆ1, . . . , Lˆm, t/r)]rL1∣∣∣∣∣∣
1→1
≤ ,
(A7)
and the number of exponentials required is bounded by
Nexp ≤ (2m− 1)
√
2L2L1(mt)
3/2
1/2
. (A8)
Furthermore, by definition of the (1 → 1) norm we
have that for any density matrix ρ and any superopera-
tors P and Q,
||P (ρ)−Q(ρ)||1 ≤ ||P −Q||1→1 (A9)
and as such the results of Theorem 3 bound the error in
the output state obtained when approximating T (t) with
[S2(t/r)]
rL1 .
Appendix B: Properties of the adjoint
representation
We summarise here properties and characterisations
of the adjoint representation of SU(d), in order to set
the notation used for a rigorous description of the effect
of unitary conjugation and to provide the fundamental
results used in the proof of our main result. For more
detail, and proofs of the statements which follow, the
interested reader is referred to [62, 63].
For any Lie group G, with Lie algebra g, we define the
conjugation map
ψg : G→ G (B1)
via
ψg(h) = ghg
−1 (B2)
∀g, h ∈ G. The adjoint representation of G,
Ad : G→ GL(g), (B3)
is then defined via
Ad(g) := dψg
∣∣
e
: g→ g, (B4)
where dψg
∣∣
e
is the differential of ψg at the identity ele-
ment of G. The adjoint representation of g,
ad : g→ End(g) ' gl(g), (B5)
is then induced from Ad and defined via,
ad(X) = d(Ad)
∣∣
e
(X) : g→ g (B6)
∀X ∈ g. We then define Int(g) = Im(Ad) ⊆ GL(g), the
image of Ad, and Int(g) = Im(ad) ⊆ gl(g), the image of
ad. One can show that Ad is a Lie group homomorphism,
ad a Lie algebra homomorphism, and that Int(g) is a Lie
group with Lie algebra Int(g).
As we will be concerned with SU(d), we assume here
that g ' Rn is a real vector space (where for g = su(d)
we have that n = d2 − 1). Under this assumption, let
{Xi}|ni=1 be a basis for g, with structure constants
[Xi, Xj ] = fijkXk, (B7)
where we have utilised the summation notation for re-
peated indices. Furthermore, for arbitrary X ∈ g, let
X = xiXi, so that by identifying basis elements we can
define the natural linear isomorphism
f : g→ Rn, (B8)
such that f(X) = ~x. Given this, it is possible to show
that ∀X,Y ∈ g,
ad(X)(Y ) = [X,Y ], (B9)
such that via linearity of the Lie bracket
ad(X)(Y ) =
[
xiad(Xi)
]
(Y ). (B10)
Furthermore, if ker(ad) = 0, which is indeed the case
for g = su(d), then ad : g → Int(g) is also a linear
isomorphism, such that {ad(Xi)}|ni=1 is a basis for the
Lie algebra Int(g). Using the structure constants, for
any X ∈ g we can then define aˆd(X) ∈ Mn(C), the
matrix representation of ad(X), such that ∀Y ∈ g
ad(X)(Y ) = f−1
(
aˆd(X)f(Y )
)
, (B11)
via aˆd(X) = xiaˆd(Xi), where the matrix elements of
aˆd(Xi) are given by
[aˆd(Xi)]jk = fijk. (B12)
In addition, one can show that ∀X ∈ g the Ad map
satisfies
Ad
(
exp(X)
)
= exp
(
ad(X)
)
, (B13)
and that for connected matrix groups G (such as SU(d))
Ad(g)(Y ) = gY g−1, (B14)
∀g ∈ G and ∀Y ∈ g, such that for any g = exp(X) ∈ G
we have the equivalence
15
Ad(g)(Y ) = f−1
(
eaˆd(X)f(Y )
)
= f−1
(
Aˆd(g)f(Y )
)
= gY g−1, (B15)
where Aˆd(g) ∈ Mn(C) is the matrix representation of
Ad(g).
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