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1 Einleitung
1.1 Motivation
Anfang des Jahres 1892 meldete der deutsche Ingenieur Rudolf Diesel (1858-1913)
ein Patent auf „Neue rationelle Wärmekraftmaschinen“ beim Kaiserlichen Patent-
amt zu Berlin an, woraufhin er ein Jahr später die Patenturkunde DRP 67207 „Ar-
beitsverfahren und Ausführungsart für Verbrennungskraftmaschinen“ ausgestellt be-
kam. Kurz darauf begann er zusammen mit der Maschinenfabrik Augsburg AG mit
dem Bau eines ersten auf dem Prinzip der Selbstzündung beruhenden Versuchs-
motors. Im Jahr 1897 wurde der erste betriebsfähige Dieselmotor auf einer VDI-
Hauptversammlung in Kassel vorgestellt und konnte schon damals durch seinen
Wirkungsgrad von 26,2% bestechen. Mit einem Gewicht von etwa 4,5 t und einer
Höhe von 3m war dieser Prototyp allerdings noch nicht als Pkw-Antrieb geeignet.
Bereits vor dem ersten Weltkrieg wurden Dieselmotoren zunächst auf Schiffen und
später auch in Lokomotiven eingesetzt. Anfang der 1920er Jahre wurden die ersten
Dieselmotoren für Nutzfahrzeuge präsentiert. Ermöglicht durch die Serienfertigung
einer geeigneten Einspritzpumpe der Firma Bosch Ende der 1920er Jahre konnte
1936 der erste Pkw mit Dieselmotor in Serie gehen (vgl. Mollenhauer und Tschö-
ke [72], Reif [78]). Seitdem wurden Dieselmotoren durch zahlreiche Innovationen
weiterentwickelt und verbessert. Moderne Pkw-Dieselmotoren erreichen Wirkungs-
grade bis zu 43% und bleiben damit den Ottomotoren in dieser Hinsicht weiterhin
Abbildung 1.1: Rudolf Diesel, Dieselmotor von 1897, erster in Serie produzierter
Pkw mit Dieselmotor (Mercedes-Benz 260 D), alle aus Wikimedia Commons [97]
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Abbildung 1.3: Pkw-Bestand in
Deutschland der Jahre 1960 bis 20132
überlegen, die lediglich Wirkungsgrade von etwa 36% aufweisen (vgl. Braess und
Seiffert [9]).
Seit Jahrzehnten ist weltweit ein steigender Pkw-Bestand zu verzeichnen (vgl. Ab-
bildung 1.2). Heutzutage sind Pkw zu einem dominierenden Fortbewegungsmittel
geworden und der dadurch erreichte hohe Grad an individueller Mobilität und Fle-
xibilität gilt in der heutigen Gesellschaft als selbstverständlich. In Abbildung 1.3 ist
der Verlauf des Pkw-Bestands in Deutschland der Jahre 1960 bis 2013 dargestellt.
Im Jahr 2008 verfügten laut ADAC 82% der deutschen Haushalte über mindestens
einen Pkw (vgl. ADAC [1]). Der Motorisierungsgrad ist von 494 Pkw/1000 Einwoh-
ner Mitte der 1990er-Jahre auf 517 Pkw/1000 Einwohner im Jahr 2011 gestiegen
(vgl. Umweltbundesamt [91]). Der Dieselmotor galt lange als zwar zuverlässiger und
effizienter, aber auch geräuschintensiver und leistungsschwacher Antrieb. Dieser Ruf
wandelte sich mit der Einführung elektronischer Steuergeräte und der Verbreitung
von Hochdruckdirekteinspritzsystemen und Abgasturboladern in den 1980er und
1990er Jahren. Heutzutage sind Dieselmotoren selbst in Luxusautos keine Seltenheit
mehr. Der Anteil der Fahrzeuge mit Dieselmotor am Pkw-Bestand in Deutschland
ist von gut 3% im Jahr 1960 über knapp 13,5% im Jahr 1990 auf fast 29% im
Jahr 2013 gestiegen. Auch bezüglich der Neuzulassungen sind mit Dieselmotoren
betriebene Pkw auf dem Vormarsch (vgl. Abbildung 1.4). Der Anteil der neuzuge-
lassenen Pkw mit Dieselmotor beträgt in Deutschland bereits seit einigen Jahren
rund 50% aller Pkw-Neuzulassungen und liegt somit gleichauf mit den von Otto-
motoren angetriebenen Pkw (vgl. Abbildung 1.5). Die sonstigen Antriebsarten wie
1Die Daten sind Davis et al. [16] entnommen.
2Die Daten stammen vom Kraftfahrt-Bundesamt [58]. Sie spiegeln den Stand des 1. Juli des
jeweiligen Jahres wider, seit 2001 den Stand des 1. Januar. Im Jahr 2001 wurde zudem die
Stilllegungsfrist von 12 auf 18 Monate erhöht (vgl. Kraftfahrt-Bundesamt [57]). Seit 2006 werden
Fahrzeuge mit besonderer Zweckbestimmung, zu denen z. B. Wohnmobile und Krankenwagen
zählen, vom Kraftfahrt-Bundesamt den Pkw zugeordnet. Seit 2008 gehen nur noch angemeldete
Fahrzeuge ohne vorübergehende Stilllegungen/Außerbetriebsetzungen in die Statistik ein.
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Abbildung 1.4: Pkw-Neuzulassungen
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Abbildung 1.5: Pkw-Neuzulassungen
in Deutschland der Jahre 2009 bis 20134
zum Beispiel Erdgas, Elektro oder Hybrid haben bisher nur einen sehr geringen
Anteil.
Die steigende Anzahl an Fahrzeugen führt aber auch zu einer zunehmenden Umwelt-
und Gesundheitsbelastung. Neben Industrie, Haushalten und Kraftwerken ist der
Straßenverkehr zu einem großen Teil an der Luftverschmutzung beteiligt. In Indus-
trienationen beträgt sein Anteil an den Gesamtemissionen ca. 20% (vgl. Reif [78]).
Das Abgas eines Verbrennungsmotors setzt sich hauptsächlich aus Stickstoff (N2),
Sauerstoff (O2), Kohlenstoffdioxid (CO2) und Wasser (H2O) zusammen. Daneben
entstehen während der Verbrennung aber auch Schadstoffe wie Kohlenmonoxid
(CO), Stickoxide (NOx), Kohlenwasserstoffe (HC) und unverbrannte Rußpartikel
(PM, englisch: particulate matter). Die Verbrennung findet beim Dieselmotor mit
Luftüberschuss statt. Da Kohlenmonoxid und Kohlenwasserstoffe hauptsächlich bei
einer Verbrennung mit Luftmangel entstehen, sind diese Schadstoffe eher für Ot-
tomotoren von Bedeutung. Beim Dieselmotor steht die Senkung der Stickoxide
und der Partikelemissionen im Vordergrund (vgl. Mollenhauer und Tschöke [72],
Reif [78]).
Mitte der 1960er Jahre wurden die ersten Abgasgesetze für Ottomotoren in Ka-
lifornien eingeführt, Anfang der 1970er Jahre folgten Vorschriften für Dieselmo-
toren. Inzwischen werden die zulässigen Grenzwerte für Otto- und Dieselmoto-
ren und entsprechende Prüfmethoden in allen Industrienationen gesetzlich gere-
gelt (vgl. Mollenhauer und Tschöke [72], Reif [78]). In der Europäischen Union gilt
zurzeit die Verordnung (EU) Nr. 459/2012, welche eine Änderung der Verordnung
(EG) Nr. 715/2007 „über die Typgenehmigung von Kraftfahrzeugen hinsichtlich der
Emissionen von leichten Personenkraftwagen und Nutzfahrzeugen (Euro 5 und Eu-
3Die Daten stammen vom Kraftfahrt-Bundesamt [59]. Seit 2005 werden Fahrzeuge mit besonderer
Zweckbestimmung, zu denen z. B. Wohnmobile und Krankenwagen zählen, vom Kraftfahrt-
Bundesamt den Pkw zugeordnet.
4Die Daten stammen vom Kraftfahrt-Bundesamt [56].
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ro 6) und über den Zugang zu Reparatur- und Wartungsinformationen für Fahrzeu-
ge“ ist (vgl. EU-Verordnungen [24], [26]). Die darin aufgeführten Grenzwerte der für
Pkw-Dieselmotoren wesentlichen Schadstoffe Stickoxide und Rußpartikel sind in Ab-
bildung 1.6 dargestellt.5 Die Euro-4-Norm wurde zum 1. Januar 2005 eingeführt, die
Euro-5-Norm zum 1. September 20096 und die Euro-6-Norm gilt seit dem 1. Septem-
ber 2014. Nach Inkrafttreten der jeweiligen Norm müssen die EU-Mitgliedsstaaten
auf deren Einhaltung bei Typgenehmigung, Zulassung und Verkauf von Neufahrzeu-
gen der betroffenen Fahrzeugklassen achten.
Da Kohlenstoffdioxid ein natürlicher Bestandteil der Luft ist, wird es nicht den
Schadstoffen zugeordnet. Aufgrund seines Beitrags zum Treibhauseffekt werden
trotzdem Grenzwerte für den CO2-Ausstoß von Neuwagen vorgeschrieben, in der
Europäischen Union zum Beispiel durch die Verordnung (EG) Nr. 443/2009 „zur
Festsetzung von Emissionsnormen für neue Personenkraftwagen im Rahmen des Ge-
samtkonzepts der Gemeinschaft zur Verringerung der CO2-Emissionen von Perso-
nenkraftwagen und leichten Nutzfahrzeugen“ (vgl. EU-Verordnung [25]). Darin wird
der Grenzwert für das Jahr 2015 je nach Gewicht des Fahrzeugs auf etwa 130 g/km
und für das Jahr 2020 auf 95 g/km festgesetzt. Die Hersteller müssen dafür Sor-
ge tragen, dass die durchschnittlichen CO2-Emissionen ihrer Neuwagenflotten die
Grenzwerte nicht überschreiten, anderenfalls werden Strafzahlungen fällig. Da sich
die CO2-Emissionen proportional zum Kraftstoffverbrauch verhalten, lassen sie sich
unmittelbar über einen geringeren Verbrauch reduzieren (vgl. Reif [78]).
Neben der Einhaltung der gesetzlichen Vorgaben gilt es bei der Entwicklung neuer
Pkw-Motoren Kundenwünsche zu beherzigen. Dazu zählen unter anderem ein gutes
Fahrverhalten (Sicherheit, Komfort und Leistung), geringe Kosten (Anschaffungs-
und Betriebskosten), hohe Zuverlässigkeit und eine lange Lebensdauer (Schutz der
Bauteile vor Ermüdung oder Zerstörung). Durch den Wettbewerb auf dem Markt
steigt gleichzeitig die Forderung nach möglichst kurzen Entwicklungszeiten. Zusam-
menfassend ergeben sich eine Reihe von anspruchsvollen, teilweise im Widerspruch
zueinander stehenden Anforderungen, die bei der Entwicklung moderner Pkw-Mo-
toren zu beachten sind.
Um sowohl den immer strenger werdenden gesetzlichen Vorgaben als auch den Kun-
denwünschen gerecht zu werden, hat die Automobilindustrie zum einen völlig neue
Konzepte wie zum Beispiel Elektro- oder Hybridmotoren entwickelt, zum anderen
aber auch bestehende Antriebsarten wie den Dieselmotor um zahlreiche innovati-
5Die Angaben über die Euro-4-Norm sind der Richtlinie 98/69/EG (vgl. EU-Richtlinie [23]) ent-
nommen, welche durch die Verordnung (EG) Nr. 715/2007 (vgl. EU-Verordnung [24]) aufgeho-
ben wurde. In der Richtlinie 98/69/EG werden zudem die Grenzwerte der Euro-3-Norm festge-
legt. Die Grenzwerte der Euro-1- und der Euro-2-Norm werden in den Richtlinien 91/441/EWG
und 94/12/EG festgesetzt (vgl. EU-Richtlinien [21], [22]).
6Die Euro-5-Norm wurde zum 1. September 2011 noch verschärft.
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Abbildung 1.6: Grenzwerte für Stickoxide und Rußpartikel der jüngeren Euro-
Normen für Pkw-Dieselmotoren
ve Technologien erweitert. Dazu gehören Hochdruckdirekteinspritzsysteme, Abgas-
nachbehandlungssysteme mit Oxidationskatalysatoren und Partikelfiltern, Abgas-
rückführungen, Abgasturbolader mit variabler Turbinengeometrie und nicht zuletzt
eine elektronische Motorsteuerung bzw. -regelung. Alle diese Erweiterungen zählen
heute standardmäßig zum Dieselmotor (vgl. Isermann [45]). Die zusätzlichen Akto-
ren bieten mehr Flexibilität, sorgen aber auch dafür, dass der Dieselmotor zu einem
höchst komplexen System mit mehreren miteinander in Wechselwirkung stehenden
Regel- und Stellgrößen geworden ist. Neben der Auslegung der Motorkenngrößen,
des Abgasturboladers, des Einspritzsystems und der Abgasnachbehandlungssysteme
hat das Motormanagement entscheidenden Einfluss auf die Einhaltung der gesetzli-
chen Forderungen und die Erfüllung der Kundenwünsche.
Im Fokus dieser Arbeit steht die Regelung des Luftsystems für Pkw-Dieselmotoren,
welches alle Komponenten umfasst, die zur Versorgung der Zylinder mit Frischluft
sowie zum Abtransport des Abgases dienen. Werden für die Prozesssimulation im
Automobilbereich bereits vielfach mathematische Verfahren angewandt, trifft dies
auf mathematische Regelungskonzepte noch nicht zu. Voraussetzung dafür wäre eine
Weiterentwicklung der Motorsteuergeräte hin zu mehr Rechenleistung.7 Zukünftige
Verschärfungen der Abgasgesetzgebung und damit einhergehende Erweiterungen des
Dieselmotors lassen den Einsatz von modellbasierten Mehrgrößenregelungen jedoch
unausweichlich erscheinen. Damit können Wechselwirkungen im Luftsystem berück-
7Für Motorsteuergeräte stehen momentan 32-Bit-Mikroprozessoren mit Taktfrequenzen von bis
zu 300MHz zur Verfügung (vgl. z. B. Freescale Semiconductor [30], Infineon Technologies [43],
Renesas Electronics [79]).
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sichtigt und infolgedessen unerwünschte Schwingungen vermieden werden. Laut Iser-
mann [45] entstehen etwa 50% der Emissionen und des Verbrauchs in transienten
Zuständen, so dass das mathematische Modell nicht nur das stationäre, sondern
auch das dynamische Systemverhalten erfassen sollte. Differentialgleichungssysteme
sind ein dafür geeigneter Modellansatz. Darüber hinaus kann das Regelungsziel mit
optimalen Regelungsverfahren auf einer bezüglich eines zu definierenden Gütemaßes
optimalen Weise erreicht werden.
1.2 Stand der Technik
In bisher produzierten Serienfahrzeugen setzt sich die Regelung des Diesel-Luftsys-
tems üblicherweise aus dezentralen PID-Reglern zusammen, für die kein mathemati-
sches Modell der Regelstrecke erforderlich ist (vgl. z. B. Braess und Seiffert [9], Iser-
mann [45], Nitzke und Rebohl [73], van Nieuwstadt et al. [95]).8 Das Luftsystem wird
dazu in Teilstrecken unterteilt, für die jeweils ein separater PID-Regler entworfen
wird, welcher die Regelabweichung, deren Integral sowie deren zeitliche Ableitung auf
die Regelstrecke zurückführt.9 Dabei bleiben die Wechselwirkungen der Regel- und
Stellgrößen während der Reglerauslegung unberücksichtigt und werden lediglich als
Störgrößen aufgefasst. Um daraus resultierende Probleme zu umgehen, werden mit-
unter nicht alle Stellglieder gleichzeitig eingesetzt. Zur schnelleren Ansteuerung der
Stellglieder kommen kennfeldbasierte Vorsteuerungen als Unterstützung der Regler
zum Einsatz. Die geforderten Stellgliedpositionen werden dabei abhängig vom Mo-
torbetriebspunkt aus einem Kennfeld ermittelt und durch Korrekturkennfelder an
die Umgebungsbedingungen angepasst.
In der Dissertation von Nitzke und Rebohl [73] werden Schwachpunkte der kon-
ventionellen Regelung beschrieben. Die Vernachlässigung der im Luftsystem auftre-
tenden Kopplungseffekte führt insbesondere in instationären Betriebsbereichen zu
Problemen. Dies wird anhand der Regelkreise für den Ladedruck und die Abgasrück-
führung aufgezeigt. So bewirkt eine Erhöhung der Einspritzmenge bei geöffnetem
und sich nur langsam schließenden Abgasrückführventil zunächst ein Absinken der
Frischluftmasse. Infolgedessen entsteht ein Luftmangel im Brennraum, wodurch die
Einspritzmenge begrenzt wird. Dies führt nicht nur zu einem verzögerten Momen-
tenaufbau, sondern auch zu einem Anstieg der Partikelemissionen.
Durch die oben beschriebene Problematik motiviert, existieren zahlreiche For-
schungsarbeiten, in denen alternative Ansätze zur Regelung des Luftsystems un-
8In den letzten Jahren kamen auch modellbasierte, aber weiterhin dezentral wirkende Regler zum
Einsatz.
9PID-Regler werden in Lehrbüchern über die Grundlagen der Regelungstechnik behandelt, vgl.
z. B. Föllinger [29] oder Lunze [66].
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tersucht werden. Die Betrachtungen sind meist auf eine Regelung des Ladedrucks
und des Abgasrückführmassenstroms oder analoge Größen eingeschränkt. In Nitzke
und Rebohl [73] wird unter anderem eine dynamische Vorsteuerung vorgeschlagen,
um das Schließen des Abgasrückführventils zu beschleunigen. Es wird jedoch darauf
hingewiesen, dass dieser Ansatz mit einem hohen Parametrisierungsaufwand ver-
bunden ist. Um die Wechselwirkungen zwischen den Stell- und Regelgrößen bei der
Reglerauslegung direkt zu berücksichtigen, ist eine Mehrgrößenregelung erforderlich.
Daher befassen sich viele wissenschaftliche Arbeiten mit unterschiedlichen Mehrgrö-
ßenregelungsansätzen für das Luftsystem, von denen hier einige beispielhaft genannt
werden sollen.
Eine Reihe von Arbeiten (z. B. Larink [60], Schwarte et al. [84], van Nieuwstadt [94])
behandeln Varianten von PID-Reglern, bei denen die Kopplungseffekte im Luftsys-
tem Beachtung finden. Simulationen und Untersuchungen am Motorprüfstand die-
nen zur Analyse der Regler.
Jankovic et al. befassen sich in [46] und [47] mit einem nichtlinearen, auf einer
Lyapunov-Funktion basierenden, robusten Regler, welcher sowohl in einer Simulati-
on als auch am Motorprüfstand getestet wird. Jung et al. verfolgen in [49], [50] und
[51] mit einem H∞-Regler ebenfalls ein robustes Regelungskonzept. Dazu wird auf
ein um einen Arbeitspunkt linearisiertes Modell zurückgegriffen. Um den gesamten
Arbeitsbereich des Dieselmotors abzudecken, wird ein Regler untersucht, der auf ei-
nem linear parameter-veränderlichen Modell basiert. Die vorgestellten Regler werden
sowohl simulativ als auch experimentell an einem Motorprüfstand analysiert.
Richert et al. präsentieren in [80] und [81] eine auf einem linearisierten physikali-
schen Modell basierende modellgestützte prädiktive Regelung. Zum Schätzen nicht
messbarer Zustände wird ein Extended Kalman-Filter eingesetzt. Das vorgestellte
Regelungskonzept wird anhand von Diesel-Nutzfahrzeugmotoren in einer Hardware-
in-the-Loop-Simulation getestet. In Herceg et al. [39] wird eine nichtlineare modell-
prädiktive Regelung für das Diesel-Luftsystem beschrieben und in einer Simulation
untersucht.
In Onder [75] wird ein linear quadratischer Regler zur Regelung des Luftsystems
eines Ottomotors beschrieben. Zum Schätzen von nicht messbaren Zuständen wird
ein Beobachter herangezogen. Zudem wird der Regler durch eine Vorsteuerung un-
terstützt. Das untersuchte Regelungskonzept wird an einem Motorprüfstand anhand
sprungförmiger Testsignale einem Praxistest unterzogen.
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1.3 Ziele und Aufbau dieser Arbeit
Das Ziel dieser Arbeit ist die Entwicklung einer modellbasierten, optimalen Mehr-
größenregelung für das Luftsystem eines aufgeladenen Pkw-Dieselmotors mit Ab-
gasrückführung, bei der die Wechselwirkungen zwischen den Stell- und Regelgrößen
direkt bei der Reglerauslegung berücksichtigt werden. Der Fokus liegt dabei weniger
auf dem Entwurf einer serienreifen Regelung als vielmehr auf einer Machbarkeits-
studie. Neben dem Nachweis der allgemeinen Funktionsfähigkeit des Regelungskon-
zepts für das Luftsystem werden unterschiedliche Aspekte beleuchtet, die es bei einer
Echtzeitumsetzung zu beachten gilt.
Für eine modellbasierte Regelung ist es zunächst erforderlich, ein geeignetes ma-
thematisches Modell des Luftsystems zu formulieren und zu implementieren. Nach
erfolgreicher Simulation des Systemverhaltens wird darauf aufbauend eine linear
quadratische Regelung entworfen und implementiert. Dabei handelt es sich um ein
mathematisches, modellbasiertes, optimales Mehrgrößenregelungskonzept. Nach ei-
ner Offline-Validierung der Regelung in einer Simulation wird auch eine erste Online-
Validierung unter vereinfachten Bedingungen an einem Fahrzeug durchgeführt.
Eine Schwierigkeit bei der linear quadratischen Regelung ist die vom Anwender zu
treffende Wahl der Gewichtungsmatrizen, welche den Einfluss der Regelabweichun-
gen und der aufzuwendenden Stellenergie auf den Regler gegeneinander abwägen.
Abschließend wird daher ein neues Verfahren vorgestellt, mit dem optimale Gewich-
tungsmatrizen durch das Lösen eines Optimalsteuerungsproblems bestimmt werden
können. Zu Vergleichszwecken wird auch eine optimale Steuerung für das Luftsystem
berechnet, die als Performance-Grenze für die Regelung dient.
Insgesamt bildet die Arbeit eine Grundlage für zukünftige Weiterentwicklungen
und einen Serieneinsatz der modellbasierten, optimalen Mehrgrößenregelung für das
Diesel-Luftsystem. Sie ist wie folgt gegliedert.
In Kapitel 2 werden die zum Verständnis dieser Arbeit benötigten technischen
Grundlagen über Dieselmotoren beschrieben. Es werden die getaktete Arbeitswei-
se eines Dieselmotors, die bei der Verbrennung entstehenden Schadstoffe sowie der
Aufbau des Diesel-Luftsystems erklärt.
Kapitel 3 widmet sich der mathematischen Modellierung des Diesel-Luftsystems.
Nach einem Überblick über gängige Ansätze zur Luftsystemmodellierung werden
die in dieser Arbeit eingesetzten Modelle für die wesentlichen Systemkomponenten
erläutert. Daraufhin werden die Teilmodelle zu einem Gesamtmodell zusammenge-
setzt, welches anhand von Daten einer Fahrzeugmessung validiert wird. Das Kapitel
schließt mit einem Ausblick auf mögliche Modellerweiterungen.
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In Kapitel 4 wird die Regelung des Diesel-Luftsystems behandelt. Die benötig-
ten systemtheoretischen Grundlagen sowie die benötigten Grundlagen über linear
quadratische Regler werden zusammengetragen, bevor die Theorie auf das Luftsys-
tem angewandt wird. Die Validierung der Regelung erfolgt zunächst offline in einer
Matlab-Simulation und später auch online an einem Testfahrzeug. Abschließend wird
ein Ausblick auf mögliche Erweiterungen der Regelung gegeben.
In Kapitel 5 wird ein neues Verfahren zur effizienten Reglerparametrisierung vor-
geschlagen. Dafür werden zu Beginn des Kapitels Optimalsteuerungsprobleme und
deren Lösungen definiert. Danach wird auf die numerische Lösung optimaler Steu-
erprozesse mit direkten Verfahren eingegangen. Anschließend werden Optimalsteue-
rungsprobleme entwickelt, mit denen die Gewichtungsmatrizen des linear quadrati-
schen Reglers für das Diesel-Luftsystem optimiert werden können. Als Performance-
Grenze für die Regelung wird eine optimale Steuerung für das Luftsystem berechnet.
Anhand numerischer Untersuchungen wird die Funktionsfähigkeit der Methode un-
tersucht.
Die Arbeit schließt mit einer Zusammenfassung des Erreichten sowie einem Aus-
blick auf mögliche zukünftige Weiterentwicklungen der modellbasierten, optimalen
Mehrgrößenregelung für das Diesel-Luftsystem.

2 Technische Grundlagen
Dieses Kapitel gibt einen Überblick über die für diese Arbeit relevanten technischen
Grundlagen zu Dieselmotoren. Der Dieselmotor zählt wie der Ottomotor zu den
Verbrennungsmotoren, bei denen durch das Verbrennen von Kraftstoff und Sau-
erstoff chemische Energie in Bewegungsenergie umgewandelt wird. Im Unterschied
zum klassischen Ottomotor ohne Direkteinspritzung1 wird beim Dieselmotor übli-
cherweise eine innere Gemischbildung durchgeführt, das heißt, der Kraftstoff wird
erst im Brennraum mit der den Sauerstoff enthaltenden Frischluft bzw. einem Luft-
Abgas-Gemisch vermischt, wobei ein heterogenes Luft-Kraftstoff-Gemisch entsteht.
Für die Verbrennung in Ottomotoren wird ein stöchiometrisches Verbrennungsluft-
verhältnis2 von λZyl = 1 angestrebt. Dagegen findet die Verbrennung im Dieselmotor
bei Luftüberschuss statt, das heißt λZyl > 1. Während die Verbrennung beim Ot-
tomotor durch eine Fremdzündung eingeleitet wird, findet in Dieselmotoren eine
Selbstzündung statt. Insgesamt herrschen in Dieselmotoren höhere Spitzendrücke,
so dass sie grundsätzlich massiver gebaut sind als Ottomotoren.
Im Folgenden wird auf die getaktete Arbeitsweise eines Viertaktdieselmotors, die
Entstehung von Schadstoffen während der Verbrennung sowie den Aufbau des Luft-
systems von aufgeladenen Dieselmotoren mit Abgasrückführung eingegangen. Der
Inhalt basiert auf Braess und Seiffert [9], Golloch [35], Merker et al. [70], Mollen-
hauer und Tschöke [72], Pischinger et al. [76], Reif [78] und van Basshuysen und
Schäfer [93], wo detailliertere Darstellungen des technischen Hintergrunds zu finden
sind.
2.1 Arbeitsweise eines Viertaktdieselmotors
Charakteristisch für Verbrennungsmotoren ist eine getaktete Arbeitsweise, welche
in diesem Abschnitt anhand eines Viertaktdieselmotors beschrieben wird.
1Seit einigen Jahren finden auch Ottomotoren mit Direkteinspritzung zunehmende Verbreitung.
2Das Verbrennungsluftverhältnis beschreibt das Verhältnis zwischen der tatsächlich im Zylinder
zur Verfügung stehenden Luftmasse und der für eine vollständige Verbrennung des Kraftstoffs
mindestens erforderlichen Luftmasse.
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Abbildung 2.1: Zylinderaufbau, nach Richert [80]
Abbildung 2.1 zeigt schematisch den Zylinderaufbau eines Dieselmotors. Der Brenn-
raum umfasst ein sich periodisch veränderndes Volumen, das durch die Ein- und
Auslassventile sowie den Kolben begrenzt wird. Über das Einlassventil wird die
Luftzufuhr und über die Einspritzdüse die Kraftstoffzufuhr kontrolliert. Durch das
Auslassventil wird das Abgas ausgestoßen. Der Kolben bewegt sich oszillierend durch
das Hubvolumen Vh, welches durch die Totpunkte begrenzt wird. Die Totpunkte
kennzeichnen somit die Punkte, an denen sich die Bewegungsrichtung des Kolbens
umkehrt, so dass sich am oberen Totpunkt (OT) das minimale Zylindervolumen und
am unteren Totpunkt (UT) das maximale Zylindervolumen ergibt. Das Volumen, das
der Brennraum umfasst, wenn sich der Kolben im oberen Totpunkt befindet, wird
als Kompressions- oder Totvolumen Vc bezeichnet. Der Pleuel wandelt die trans-
latorische Bewegung des Kolbens in eine Rotationsbewegung der Kurbelwelle um.
Die Kurbelwellendrehzahl ist die Drehzahl des Motors. Der Kurbelwinkel α wird in
Grad Kurbelwinkel (◦KW) angegeben.
Abbildung 2.2 illustriert das Arbeitsspiel eines Viertaktdieselmotors in Abhängigkeit
des Kurbelwinkels.
Ansaugtakt (0 ◦KW ≤ α < 180 ◦KW): Zu Beginn des Ansaugtakts befindet sich
der Kolben im oberen Totpunkt. Der Brennraum hat minimales Volumen, welches
nur aus dem Totvolumen Vc besteht. Im Verlauf des Ansaugtakts bewegt sich der
Kolben zum unteren Totpunkt, wo der Brennraum das maximale Volumen Vc + Vh
einnimmt. Währenddessen ist das Einlassventil geöffnet und das Arbeitsmedium
strömt in den Zylinder. Bei dem Arbeitsmedium kann es sich sowohl um Frischluft
als auch um ein Gemisch aus Frischluft und Abgas handeln.
Verdichtungstakt (180 ◦KW ≤ α < 360 ◦KW): Während des Verdichtungstakts
sind Ein- und Auslassventile geschlossen. Der Kolben bewegt sich vom unteren zum
oberen Totpunkt, wodurch das Arbeitsmedium verdichtet wird. Dabei steigen Druck
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Abbildung 2.2: Arbeitsweise eines Viertaktdieselmotors, nach Richert [80]
und Temperatur im Brennraum. Kurz vor dem Ende dieses Takts wird unter hohem
Druck Kraftstoff durch die Einspritzdüse eingespritzt.
Arbeitstakt (360 ◦KW ≤ α < 540 ◦KW): Auch während des Arbeitstakts bleiben
Ein- und Auslassventile geschlossen. Der fein zerstäubte Kraftstoff bildet mit dem
Arbeitsmedium ein zündwilliges Gemisch; durch die im Brennraum herrschenden
hohen Drücke und Temperaturen kommt es zur Selbstzündung. Durch die Verbren-
nung steigen Druck und Temperatur im Brennraum weiter an, die Expansion des
Verbrennungsgases treibt den Kolben zum unteren Totpunkt. Die im Kraftstoff ge-
bundene chemische Energie wird somit in Bewegungsenergie umgewandelt.
Ausstoßtakt (540 ◦KW ≤ α < 720 ◦KW): Im Ausstoßtakt bewegt sich der Kolben
zurück zum oberen Totpunkt. Durch die Verdrängerwirkung des Kolbens wird das
Abgas bei geöffnetem Auslassventil aus dem Zylinder geschoben. Nach dem Ausstoß-
takt beginnt der Kreislauf von vorne. Ausstoßtakt und Ansaugtakt bilden zusammen
den sogenannten Ladungswechsel.
Mit einem Arbeitsspiel ist das Durchlaufen dieser vier Takte gemeint. Bei einem
Viertaktmotor dauert ein Arbeitsspiel genau zwei Kurbelwellenumdrehungen, was
720 ◦KW entspricht.
Der einzige Takt, in dem Bewegungsenergie geliefert wird, ist der Arbeitstakt, was
zu einem ungleichmäßigen Motorlauf führt. Zur Verbesserung der Laufruhe werden
mehrere Zylinder verbaut, die das Arbeitsspiel gleichzeitig, aber zeitlich versetzt
durchlaufen. Pkw-Motoren haben heutzutage zwei bis zwölf, in Einzelfällen sogar
bis zu 18 Zylinder (vgl. Braess und Seiffert [9]), am häufigsten werden vier Zylinder
eingesetzt (vgl. Mollenhauer und Tschöke [72]).
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2.2 Entstehung von Schadstoffen
In diesem Abschnitt wird ein kurzer Überblick über die Entstehung von Kohlenstoff-
dioxid, Rußpartikeln und Stickoxiden während der Verbrennung von Dieselkraftstoff
gegeben.
Der Betrieb von Verbrennungsmotoren erzeugt Abgase, die in die Umgebung gelan-
gen. Mit Stickstoff, Sauerstoff, Kohlenstoffdioxid und Wasser handelt es sich dabei
größtenteils um harmlose Substanzen. Daneben entstehen aber auch Schadstoffe wie
Kohlenmonoxid, Stickoxide, Kohlenwasserstoffe und unverbrannte Rußpartikel. Koh-
lenmonoxid und Kohlenwasserstoffe entstehen hauptsächlich bei einer Verbrennung
mit Luftmangel und sind somit eher für Ottomotoren von Bedeutung. Wie bereits in
der Einleitung erwähnt, steht beim Dieselmotor die Senkung der Partikel- und Stick-
oxidemissionen im Vordergrund. Des Weiteren zählt Kohlenstoffdioxid zwar nicht zu
den Schadstoffen, soll aufgrund seines Beitrags zum Treibhauseffekt und des damit
einhergehenden Klimawandels aber dennoch reduziert werden.
Bei einer praktisch nicht umsetzbaren, vollkommenen Verbrennung reinen Kraft-
stoffs mit einer ausreichenden Menge an Sauerstoff würde das Abgas nur aus Was-
serdampf und Kohlenstoffdioxid bestehen. Da der Kohlenstoffdioxidausstoß somit
unmittelbar mit dem Kraftstoffverbrauch verbunden ist, kann er direkt über einen
geringeren Verbrauch gesenkt werden. Dies kann über eine Verringerung der Fahr-
widerstände oder eine Verbesserung des Motorwirkungsgrads, insbesondere durch
verbesserte Aufladesysteme, Einspritzsysteme und Einspritzstrategien erreicht wer-
den.
Aufgrund der tatsächlichen Kraftstoffzusammensetzung und nicht idealer Verbren-
nungsbedingungen entstehen während der realen Verbrennung zusätzlich zum Was-
serdampf und Kohlenstoffdioxid die oben genannten, teils harmlosen, teils schädli-
chen Stoffe. Im Folgenden wird lediglich auf die für Dieselmotoren zentralen Schad-
stoffe Rußpartikel und Stickoxide eingegangen.
Die Feststoffe im Abgas werden Rußpartikel genannt. Sie können zu Atemwegser-
krankungen führen und gelten als krebserregend. Sie entstehen bei einer unvollstän-
digen Verbrennung des eingespritzten Kraftstoffs. Für eine vollständige Verbren-
nung des Kraftstoffs wird genügend Sauerstoff benötigt. Damit für das heterogene
Gemisch aus Arbeitsmedium und Kraftstoff auch lokal möglichst ausreichend Sauer-
stoff zur Verfügung steht, werden Dieselmotoren stets mit Luftüberschuss betrieben.
Durch Aufladeverfahren wird die Dichte der Ladeluft erhöht, so dass entsprechend
mehr Sauerstoff im Brennraum zur Verfügung steht.
Stickoxid ist der Oberbegriff für Verbindungen aus Stickstoff und Sauerstoff.
Während des Betriebs von Dieselmotoren entstehen hauptsächlich Stickstoffmon-
oxid (NO) und Stickstoffdioxid (NO2). Stickstoffmonoxid wird an der Luft schnell zu
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Stickstoffdioxid, welches giftig ist, Schleimhautreizungen hervorruft und in Verbin-
dung mit Feuchtigkeit ätzend wirkt. Die genannten Stickoxide entstehen bei hohen
Spitzentemperaturen während der Verbrennung in Verbindung mit Luftüberschuss.
Die Verbrennungstemperatur kann beispielsweise durch Ladeluftkühlung oder zu-
rückgeführtes, der Frischluft beigemischtes Abgas3 gesenkt werden. Letzteres redu-
ziert zudem den Sauerstoffgehalt des Arbeitsmediums.
Bereits aus dieser kurzen Zusammenfassung geht hervor, dass zwischen der Senkung
der unverbrannten Rußpartikel einerseits und der Senkung der Stickoxide anderer-
seits ein gewisser Zielkonflikt besteht. Maßnahmen gegen erhöhte Rußemissionen
führen im Allgemeinen zu einem stärkeren Stickoxidausstoß und umgekehrt. Die ge-
setzlich vorgegebenen Grenzwerte können wirtschaftlich nur durch die Kombination
von inner- und außermotorischen Maßnahmen eingehalten werden. Zu den inner-
motorischen Maßnahmen zählen beispielsweise verbesserte Brennraumgeometrien,
Einspritzsysteme und -strategien, Aufladeverfahren, Ladeluftkühlung und Abgas-
rückführungen. Mit ihnen wird durch eine verbesserte Gemischbildung Einfluss auf
den Verbrennungsablauf genommen, um so der Entstehung von Schadstoffen ent-
gegenzuwirken. Zu den außermotorischen Maßnahmen zählen Abgasnachbehand-
lungssysteme wie zum Beispiel Dieselpartikelfilter, Oxidationskatalysatoren, NOx-
Speicherkatalysatoren und SCR-Katalysatoren (englisch: selective catalytic reducti-
on). Damit sollen Schadstoffe aus dem Abgas herausgefiltert und in harmlose Sub-
stanzen konvertiert werden, bevor sie in die Umgebung gelangen. Die Ablagerungen
im Filter müssen von Zeit zu Zeit im Regenerationsbetrieb kontrolliert abgebrannt
werden. Auch für die in den Katalysatoren ablaufenden chemischen Reaktionen be-
darf es ganz bestimmter Betriebsbedingungen.
2.3 Darstellung des Diesel-Luftsystems
In diesem Abschnitt wird der Aufbau und die Funktionsweise des Diesel-Luftsystems
anhand eines aktuellen Dieselmotors beschrieben.
In den Zylindern von Verbrennungsmotoren wird ein Luft-Kraftstoff-Gemisch ge-
zündet, um das geforderte Antriebsmoment zu erzeugen. Das Luftsystem dient zur
Bereitstellung der zur Verbrennung benötigten Frischluft und zum Abtransport des
dabei entstehenden Abgases. Anstelle des Begriffs Luftsystem sind auch andere Be-
zeichnungen wie Luftpfad, Luftstrecke oder Gassystem gebräuchlich.
Diesel-Luftsysteme sind modular aufgebaut und können somit unterschiedlich kon-
figuriert sein. In Abbildung 2.3 ist beispielhaft das Luftsystem eines aktuel-
3Abgas besitzt eine höhere spezifische Wärmekapazität als Frischluft, wodurch sich die niedrigeren
Temperaturen während der Verbrennung erklären lassen.
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Abbildung 2.3: Schematischer Aufbau des Luftsystems eines aufgeladenen Diesel-
motors mit Abgasrückführung, nach Schollmeyer [83]
len Dieselmotors schematisch dargestellt. Es kann grob in das Ein- und Aus-
lasssystem sowie die Abgasrückführung (AGR) oder etwas genauer in die fünf
Teilstrecken Niederdruck-Frischluftstrecke, Hochdruck-Frischluftstrecke, Hochdruck-
Abgasstrecke, Niederdruck-Abgasstrecke und Abgasrückführung unterteilt werden.
Dabei trennt der Abgasturbolader den Hoch- vom Niederdruckbereich und der Mo-
torblock mit den Zylindern den Frischluft- vom Abgastrakt.
In der Niederdruck-Frischluftstrecke wird die für die Verbrennung benötigte Frisch-
luft aus der Umgebung angesaugt. Nachdem die angesaugte Luft im Luftfilter ge-
reinigt wurde, wird ihre Menge mithilfe eines Heißfilm-Luftmassenmessers (HFM)
erfasst. Der Verdichter als Teil des Abgasturboladers verdichtet die Luft, so dass
die Luftdichte am Zylindereinlass bei einem aufgeladenen Dieselmotor höher als die
Dichte der Umgebungsluft ist. Die daraus resultierende Bereitstellung einer größe-
ren Menge an Sauerstoff im Zylinder wirkt einerseits der Rußbildung entgegen und
erlaubt andererseits, mehr Kraftstoff bei gleichbleibendem Hubvolumen einzusprit-
zen. Die dadurch erzielbare Leistungssteigerung des Motors hat gegenüber einer
Leistungssteigerung durch die Vergrößerung des Hubvolumens oder der Zylinderan-
zahl den Vorteil, dass beispielsweise geringere Reibungs- oder Wandwärmeverluste
auftreten und dass auch das Gesamtgewicht des Motors niedriger ausfällt. Die Ver-
kleinerung von Motoren bei etwa gleichbleibender Leistung ist unter dem Begriff
Downsizing bekannt.
Stromabwärts4 des Verdichters beginnt die Hochdruck-Frischluftstrecke. Im Lade-
luftkühler wird die durch die Verdichtung erhitzte Luft abgekühlt. Die daraus resul-
tierende höhere Luftdichte wirkt sich ebenfalls positiv auf die Leistungsdichte des
4Die Begriffe stromaufwärts bzw. stromabwärts beziehen sich auf die Hauptströmungsrichtung.
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Motors aus. Mithilfe der Regelklappe kann der Druck im Saugrohr gedrosselt werden,
um ein bestimmtes Druckgefälle für die Abgasrückführung herbeizuführen. Sie wird
insbesondere für das Erzeugen von besonders hohen AGR-Raten eingesetzt. Eine
weitere Funktion der Regelklappe ist das Erhöhen der Abgastemperatur für die Re-
generation des Dieselpartikelfilters. An der Mischstelle der Abgasrückführung wird
der Luft gegebenenfalls zurückgeführtes Abgas beigemischt, bevor das Luftgemisch
in den Zylinder gelangt und an der Verbrennung teilnimmt.
Das Abgas aus dem Zylinder wird in die Hochdruck-Abgasstrecke ausgestoßen, die
lediglich den Abzweig der Abgasrückführung enthält und mit der Turbine des Abgas-
turboladers abschließt. Die Turbine ist über eine Welle mit dem im Frischlufttrakt
verbauten Verdichter verbunden und treibt diesen an. Sie selbst wird durch den
Abgasmassenstrom angetrieben. Durch das Anpassen der Position der verstellbaren
Turbinenleitschaufeln, der variablen Turbinengeometrie (VTG), ändern sich der An-
strömwinkel und die Strömungsgeschwindigkeit des Abgasmassenstroms, so dass die
von der Turbine aufgenommene Leistung geregelt werden kann.
Stromabwärts der Turbine, in der Niederdruck-Abgasstrecke, befinden sich Ab-
gasnachbehandlungssysteme (AGN) wie Dieselpartikelfilter, Oxidationskatalysator,
NOx-Speicherkatalysator und SCR-Katalysator. Zuletzt passiert das Abgas einen
Schalldämpfer, bevor es in die Umgebung geleitet wird.
Über die Abgasrückführung kann Abgas in das Einlasssystem zurückgeführt werden.
Dies senkt sowohl den Frischluftanteil im Saugrohr und somit den Sauerstoffgehalt
des Arbeitsmediums als auch die Verbrennungstemperatur im Zylinder, wodurch die
Stickoxidemissionen reduziert werden können. Diese Wirkung kann durch einen in
der Abgasrückführstrecke verbauten Kühler verstärkt werden, aber auch die Me-
tallrohre im Auslasssystem bewirken einen gewissen Kühleffekt. Zur Regelung des
Abgasrückführmassenstroms dient ein Ventil.
Um bei möglichst geringem Kraftstoffverbrauch das geforderte Moment bereitstellen
zu können und gleichzeitig die Emissionen, insbesondere die Stickoxidkonzentration
im Abgas sowie den Rußpartikelausstoß, möglichst gering zu halten, ist der konven-
tionelle Dieselmotor um innovative Technologien erweitert worden. Um die verschie-
denen inner- und außermotorischen Maßnahmen zum Erreichen der verschiedenen
Ziele aufeinander abzustimmen, ist ein intelligentes Motormanagement erforderlich.
Im folgenden Kapitel wird ein dynamisches Modell für das Luftsystem beschrieben,
das als Grundlage für die modellbasierte Mehrgrößenregelung in Kapitel 4 dienen
wird.

3 Modellierung
Mathematische Modelle des Diesel-Luftsystems können sowohl für Diagnosezwecke
als auch für Steuerungs- und Regelungsaufgaben eingesetzt werden. Sie bieten die
Möglichkeit, Wechselwirkungen zwischen verschiedenen Größen abzubilden und Grö-
ßen zu erfassen, für die es kein geeignetes Messverfahren gibt. Während der Motor-
entwicklung kann der Bedarf an Prüfstandsuntersuchungen und Prototypen durch
den Einsatz von Simulationen gesenkt werden. Außerdem können Entwicklungs-
abläufe parallelisiert werden, so dass beispielsweise bereits vor Fertigstellung der
Konstruktion an einer Regelung gearbeitet werden kann.
In diesem Kapitel wird ein dynamisches Modell für das Luftsystem eines aufgela-
denen Dieselmotors mit Abgasrückführung und variabler Turbinengeometrie vorge-
stellt, das in Kapitel 4 als Grundlage für die modellbasierte Mehrgrößenregelung
dienen wird. Das Modell entstand in Zusammenarbeit mit Herrn Dr. Mitja Echim
und wird daher auch in der Dissertation Echim [17] beschrieben. Als Grundlage für
dieses Kapitel dienen die Bücher Guzzella und Onder [37], Isermann [44] und [45],
Merker et al. [70] und Pischinger et al. [76], in denen ähnliche Modelle oder Teilmo-
delle beschrieben werden. Als umfangreiches Nachschlagewerk über Verbrennungs-
motoren wurde das Buch van Basshuysen und Schäfer [93] herangezogen. Allgemeine
thermodynamische Grundlagen sind in Baehr [5] zu finden, die Wärmeübertragung
wird in Polifke und Kopitz [77] behandelt.
Im ersten Abschnitt dieses Kapitels werden verschiedene aus der Literatur bekannte
Ansätze zur Modellierung von Diesel-Luftsystemen vorgestellt. Daraufhin wird auf
die Modellierung der einzelnen Komponenten des Luftsystems eingegangen, bevor
die einzelnen Teilmodelle zu dem in dieser Arbeit verwendeten Gesamtmodell zusam-
mengesetzt werden. Dieses wird anhand von Messdaten in einer Matlab-Simulation
validiert. Abschließend wird ein Ausblick auf mögliche Modellerweiterungen gege-
ben.
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3.1 Ansätze zur Modellierung des
Diesel-Luftsystems
Mathematische Modelle lassen sich grundsätzlich bezüglich der Modellbildung nach
theoretischen und experimentellen Modellen unterscheiden. Theoretische oder phy-
sikalische Modelle basieren auf physikalischen Gesetzmäßigkeiten. Sie bieten eine
hohe Transparenz und Übertragbarkeit, sind für komplizierte Zusammenhänge aber
nur schwierig oder sogar unmöglich zu formulieren. Abhilfe können dann experi-
mentelle oder datenbasierte Modelle schaffen, die ohne Kenntnis der physikalischen
Gesetze mithilfe von Messdaten erstellt werden. Über die Komplexität der zu wäh-
lenden Ansatzfunktion kann Einfluss auf die Genauigkeit des Modells genommen
werden. Nachteilig ist, dass das zu modellierende System komplett fertiggestellt sein
muss, bevor das Modell entwickelt werden kann. Problematisch ist auch die Anwen-
dung des Modells auf Bereiche, die nicht durch die Messdaten abgedeckt werden. Für
die Modellierung des Diesel-Luftsystems werden üblicherweise Kombinationen dieser
beiden Modellarten eingesetzt, bei denen die Parameter der physikalischen Modelle
mithilfe von Messdaten an die Realität angepasst werden (vgl. z. B. Guzzella und
Onder [37], Merker et al. [70], Nitzke und Rebohl [73], Richert [80]).
Die verschiedenen Ansätze zur Luftsystemmodellierung unterscheiden sich in ihrer
Genauigkeit und der benötigten Rechenleistung. Zum einen werden sie nach ihrer Be-
rücksichtigung der getakteten Arbeitsweise von Verbrennungsmotoren klassifiziert,
zum anderen findet eine Unterteilung der Modelle bezüglich der Berücksichtigung
der Ortsabhängigkeit der Zustandsgrößen statt.
In der Literatur (vgl. z. B. Guzzella und Onder [37], Isermann [45]) wird zwischen
Mittelwertmodellen und arbeitstaktsynchronen Motormodellen unterschieden. Mit-
telwertmodelle berechnen die Zustandsgrößen über die Dauer mehrerer Kurbelwel-
lenumdrehungen gemittelt. Das bedeutet, dass dabei die getaktete Arbeitsweise des
Verbrennungsmotors vernachlässigt und dieser stattdessen als kontinuierlich durch-
strömtes System betrachtet wird. Die durch das zyklische Öffnen und Schließen der
Zylinder hervorgerufenen Pulsationen der Drücke, Massenströme etc. werden nicht
berücksichtigt. Arbeitstaktsynchrone Modelle berechnen die Zustandsgrößen dage-
gen kurbelwinkelsynchron und zylinderindividuell, beanspruchen dafür aber entspre-
chend mehr Rechenleistung.
Das Modell besteht typischerweise aus Untermodellen für die verschiedenen Teil-
strecken und Komponenten des Luftsystems. Dazu werden in der Literatur (vgl.
z. B. Merker et al. [70], Pischinger et al. [76], van Basshuysen und Schäfer [93]) im
Wesentlichen drei Ansätze genannt, die sich darin unterscheiden, inwiefern die Orts-
abhängigkeit der Zustandsgrößen berücksichtigt wird. Die hochauflösenden ein- bzw.
dreidimensionalen Modellierungsansätze basieren auf den Erhaltungssätzen für Mas-
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se, Impuls und Energie. Die resultierenden partiellen Differentialgleichungssysteme
beschreiben die Strömungsvorgänge im Luftsystem sehr genau, sind jedoch nur mit
erheblichem numerischen Aufwand zu lösen. Häufig genügt eine Modellierung mit
der sogenannten Füll- und Entleermethode. Dabei handelt es sich um einen „null-
dimensionalen“, das heißt ortsunabhängigen Ansatz, der lediglich die Erhaltungs-
gleichungen für Masse und Energie berücksichtigt und den Impulserhaltungssatz
vernachlässigt. Die Methode liefert ein rein thermodynamisches Modell, gasdynami-
sche Effekte werden nicht beschrieben. Die Zustandsgrößen sind dabei zwar zeit-,
aber nicht ortsabhängig, so dass sich ein System gewöhnlicher Differentialgleichun-
gen ergibt.
Das in dieser Arbeit entwickelte Modell soll zunächst zur Simulation des Diesel-
Luftsystems in Matlab benutzt werden. Später wird darauf aufbauend eine optimale
Mehrgrößenregelung erarbeitet, die in Matlab, aber auch am Fahrzeug zu validieren
ist. Neben einer hinreichenden Modellgüte ergibt sich daraus die Anforderung nach
Echtzeitfähigkeit. Das bedeutet, dass alle relevanten dynamischen Effekte abgebildet
werden müssen, dabei aber möglichst wenig Rechenzeit anfallen darf. Aufgrund der
vergleichsweise geringen Rechenkapazität heutiger Steuergeräte bzw. des zum Vali-
dieren am Fahrzeug verwendeten Rapid-Prototyping-Systems wird in dieser Arbeit
ein nulldimensionales Mittelwertmodell nach der Füll- und Entleermethode entwi-
ckelt.
3.2 Modellierung der Komponenten des
Luftsystems
Die zu modellierenden Teilsysteme des Diesel-Luftsystems sind die Frischluft-,
Abgas- und Abgasrückführstrecken, der Brennraum sowie das Aufladesystem. Darin
enthalten sind unter anderem Rohre, Kühler, Ventile, Klappen und Strömungsma-
schinen. Die Modellierung erfolgt größtenteils physikalisch durch Modelle für Spei-
chervolumina und Drosselstellen, die durch Kennlinien, Kennfelder oder andere da-
tenbasierte Modelle ergänzt werden.
Der nulldimensionalen Füll- und Entleermethode dienen die Erhaltungsgleichungen
für Masse und Energie, thermodynamische Zustandsgleichungen sowie bei Bedarf
Modelle für den Wärmeübergang als physikalische Ansätze. Ladeluftkühler, Einlass-
sammler und Abgaskrümmer werden als Behälter aufgefasst, die über Drosselstellen
miteinander verbunden sind. Zu diesen Drosselstellen zählen die Regelklappe und
das Ventil in der Abgasrückführstrecke, aber auch die Turbine des Abgasturboladers.
Es ergibt sich ein System zeitabhängiger, nichtlinearer, gewöhnlicher Differentialglei-
chungen.
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Im folgenden Abschnitt werden zunächst die für die Modellierung benötigten Grund-
lagen der Thermodynamik zusammengetragen, bevor die Modellierung der Speicher-
effekte in den Volumina des Luftsystems durch Behältermodelle und die Modellie-
rung der Verbindungen als Drosselstellen erläutert wird. Daraufhin wird auf die
Modellierung der Stellglieddynamik sowie weiterer Komponenten des Luftsystems
eingegangen. Das Erstellen der datenbasierten Teilmodelle ist nicht Bestandteil die-
ser Arbeit. Methoden zur datenbasierten Modellbildung werden in den Büchern von
Isermann [44] und [45] behandelt. In dieser Arbeit wird davon ausgegangen, dass
die benötigten Kennwerte, Kennlinien und Kennfelder bereits vorliegen.
3.2.1 Thermodynamische Grundlagen
Die Erhaltungsgleichungen für Masse und Energie beziehen sich auf einen von der
Umgebung abgegrenzten Bereich, der thermodynamisches System genannt wird. Für
die Modellierung des Diesel-Luftsystems werden größtenteils offene Systeme betrach-
tet, deren Grenzen für Materie durchlässig sind, so dass ein Energieaustausch durch
Arbeit, Wärme oder einen Stoffstrom stattfinden kann.1
Der Massenerhaltungssatz besagt, dass sich die Änderung m˙ der Masse in einem
System aus der Differenz der zu- und abfließenden Massenströme m˙ein und m˙aus
als
m˙(t) =
nein
i=1
m˙ein,i(t)−
naus
i=1
m˙aus,i(t) (3.1)
ergibt. Dabei bezeichnet t den betrachteten Zeitpunkt, nein die Anzahl der zuflie-
ßenden und naus die Anzahl der abfließenden Massenströme.
Die Energieerhaltung wird durch den ersten Hauptsatz der Thermodynamik be-
schrieben. Er besagt, dass die in einem System gespeicherte Energie mit der über
die Systemgrenzen transportierten Energie übereinstimmt. Für allgemeine instatio-
näre Prozesse lautet er
E˙(t) = Q˙(t) + P (t) +
nein
i=1
m˙ein,i(t)

hein,i(t) +
v2ein,i(t)
2
+ gzein,i(t)

−
naus
i=1
m˙aus,i(t)

haus,i(t) +
v2aus,i(t)
2
+ gzaus,i(t)

.
Dabei bezeichnet E˙ die Energieänderung, Q˙ den Wärmestrom, P die übertrage-
ne Leistung, h die mit einem Massenstrom transportierte spezifische2 Enthalpie,
1Eine Ausnahme bildet der Brennraum mit geschlossenen Ventilen, bei dem es sich um ein ge-
schlossenes System handelt.
2Spezifische Größen sind auf die Masse bezogene Größen.
3.2. Modellierung der Komponenten des Luftsystems 23
Tabelle 3.1: Stoffspezifische Konstanten von Frischluft und Abgas
R [J/(kg K)] cp [J/(kg K)] cv [J/(kg K)] κ [-]
Frischluft 286,9 1 012 724 1,40
Abgas 286,9 1 066 778 1,37
v die Geschwindigkeit zur Bestimmung der spezifischen kinetischen Energie eines
Massenstroms und g die Fallbeschleunigung sowie z die Höhe zur Bestimmung der
spezifischen potentiellen Energie eines Massenstroms.
Die in einem System gespeicherte Energie E setzt sich aus kinetischer, potentieller
und innerer Energie U zusammen. In dieser Arbeit werden stets Systeme betrach-
tet, bei denen die zeitlichen Änderungen der kinetischen und potentiellen Energien
vernachlässigbar sind und die keine Leistung aufnehmen oder abgeben. Der Ener-
gieerhaltungssatz lautet dann
U˙(t) = Q˙(t) +
nein
i=1
m˙ein,i(t)

hein,i(t) +
v2ein,i(t)
2
+ gzein,i(t)

−
naus
i=1
m˙aus,i(t)

haus,i(t) +
v2aus,i(t)
2
+ gzaus,i(t)

. (3.2)
Eine zentrale Annahme bei der Modellierung des Diesel-Luftsystems mithilfe der
Füll- und Entleermethode ist, die Strömungsmedien als ideale Gase zu betrachten.
Das ideale Gas ist ein Stoffmodell für Gase bei geringer Dichte bzw. niedrigem Druck,
dessen Zustandsverhalten sich gegenüber realen Gasen vereinfacht. Im Allgemeinen
ist es für Gase anwendbar, deren Drücke kleiner als 1MPa sind (vgl. Baehr [5]).
Auch für die Strömungsmedien des Diesel-Luftsystems bildet es eine gute Näherung
(vgl. Pischinger et al. [76]).
Die thermische Zustandsgleichung für ideale Gase
p(t) = ρ(t)RT (t), (3.3)
auch allgemeine Gasgleichung genannt, beschreibt den Zusammenhang der thermi-
schen Zustandsgrößen Druck p, Temperatur T und Dichte ρ. Letztere wird aus dem
Quotienten aus Masse m und Volumen V gebildet. Des Weiteren bezeichnet R die
individuelle Gaskonstante des Gases. Tabelle 3.1 enthält die für die individuelle
Gaskonstante verwendeten Werte für Frischluft und Abgas.
Die kalorischen Zustandsgleichungen für ideale Gase liefern einen Zusammenhang
zwischen der spezifischen inneren Energie u bzw. der spezifischen Enthalpie und der
Temperatur. Für die spezifische innere Energie ergibt sich
u(t) = cvT (t) (3.4)
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und für die spezifische Enthalpie
h(t) = cpT (t). (3.5)
Dabei bezeichnen cp und cv die spezifischen isobaren und isochoren Wärmekapazi-
täten3 des betrachteten Gases. Sie hängen über die Beziehung
R = cp − cv (3.6)
mit der individuellen Gaskonstanten zusammen. Außerdem definieren sie den Isen-
tropenexponenten
κ :=
cp
cv
. (3.7)
Tabelle 3.1 enthält Werte für Frischluft und Abgas sowohl für die spezifischen Wär-
mekapazitäten als auch für den Isentropenexponenten.
Für die Zustandsänderung eines idealen Gases von einem Zustand „v“ in einen Zu-
stand „n“, die während eines reibungsfreien, adiabaten4 Prozesses stattfindet, gilt die
Isentropengleichung
Tn(t)
Tv(t)
=

pn(t)
pv(t)
κ−1
κ
. (3.8)
3.2.2 Modellierung von Speichereffekten
Der Ladeluftkühler, der Einlasssammler und der Abgaskrümmer zählen zu den für
die Modellierung der dynamischen Effekte wesentlichen Volumina des Diesel-Luft-
systems. Sie werden von Luft, Abgas oder einem Gemisch aus Luft und Abgas als
Strömungsmedium durchflossen und speichern die Differenz zwischen den ein- und
austretenden Massenströmen. Mit der Füll- und Entleermethode wird das Spei-
cherverhalten der Volumina durch Behältermodelle abgebildet. Behältermodelle be-
schreiben die aufgrund der Füll- und Entleerungsvorgänge hervorgerufenen Ände-
rungen der thermodynamischen Zustandsgrößen Druck, Temperatur und Masse im
betrachteten Volumen, dem Behälter. Thermodynamisch ist dieser als ein offenes,
instationär durchströmtes System anzusehen.
Abbildung 3.1 zeigt die schematische Darstellung eines Speichervolumens mit den
Ein- und Ausgangsgrößen des Behältermodells. Die Eingangsgrößen sind die zu- und
3Die spezifischen Wärmekapazitäten idealer Gase sind temperaturabhängige Größen. Treten je-
doch nur kleine Temperaturänderungen auf, können sie als konstant angenommen werden. Dies
trifft auch auf das Diesel-Luftsystem zu (vgl. Pischinger et al. [76]).
4Adiabat bedeutet ohne Wärmeaustausch mit der Umgebung.
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Abbildung 3.1: Schematische Darstellung eines Speichervolumens
abfließenden Massenströme m˙ein und m˙aus sowie die zugehörigen Temperaturen Tein
und Taus am Ein- und Ausgang des Behälters, der das Volumen V besitzt. Die
Ausgangsgrößen sind der Druck p, die Temperatur T und die Masse m des Gases
im Behälter.
Das Modell basiert auf der Annahme, dass Frischluft, Abgas und deren Gemische
als ideale Gase mit konstanten spezifischen Wärmekapazitäten betrachtet werden
können. Des Weiteren werden die betrachteten Volumina als ideal durchmischte Be-
hälter angenommen, in denen sich die Zustandsgrößen unverzüglich ausgleichen, so
dass sie zwar eine Zeit-, aber keine Ortsabhängigkeit aufweisen. Je nach Wärmeleit-
fähigkeit des Behältermaterials kann ein Behälter als adiabat angenommen oder die
Wärmezu- und -abfuhr berechnet werden.
Durch Differenzieren der allgemeinen Gasgleichung (3.3) nach der Zeit ergibt
sich
p˙(t) =
R
V

m˙(t)T (t) +m(t)T˙ (t)

als Beschreibung für das dynamische Verhalten des Drucks in einem Behälter mit
konstantem Volumen V . Eine Massenbilanz gemäß Gleichung (3.1) liefert die Än-
derung der Masse im Behälter als Differenz der ein- und austretenden Massenströ-
me.
Aus dem ersten Hauptsatz der Thermodynamik (3.2) lässt sich eine Formel für das
dynamische Verhalten der Temperatur im Behälter herleiten. Für einen adiabaten
Behälter, bei dem die kinetischen und potentiellen Energien der zu- und abfließenden
Massenströme vernachlässigbar sind, vereinfacht er sich zu
U˙(t) =
nein
i=1
m˙ein,i(t)hein,i(t)−
naus
i=1
m˙aus,i(t)haus,i(t). (3.9)
Unter Berücksichtigung der Massenbilanz (3.1), der allgemeinen Gasgleichung (3.3),
der kalorischen Zustandsgleichungen für ideale Gase (3.4) und (3.5), der Definition
des Isentropenexponenten (3.7) und der Annahme, dass die Temperatur am Ausgang
des Behälters mit der Temperatur im Inneren des Behälters übereinstimmt, lässt sich
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Gleichung (3.9) umformen zu
T˙ (t) =
RT (t)
V p(t)

nein
i=1
m˙ein,i(t)(κTein,i(t)− T (t))−
naus
i=1
m˙aus,i(t)(κ− 1)T (t)

.
(3.10)
Insgesamt ergibt sich
p˙(t) =
κR
V

nein
i=1
m˙ein,i(t)Tein,i(t)−
naus
i=1
m˙aus,i(t)T (t)

(3.11a)
T˙ (t) =
RT (t)
V p(t)

nein
i=1
m˙ein,i(t)(κTein,i(t)− T (t))−
naus
i=1
m˙aus,i(t)(κ− 1)T (t)

(3.11b)
m˙(t) =
nein
i=1
m˙ein,i(t)−
naus
i=1
m˙aus,i(t) (3.11c)
p(t0) = p0 (3.11d)
T (t0) = T0 (3.11e)
als Modell für die Druck-, Temperatur- und Massenänderungen im Behälter, wobei
m˙ein, m˙aus und Tein bekannte Eingangsgrößen und p0 und T0 geeignete Anfangswerte
für den Druck und die Temperatur sind.
3.2.3 Modellierung von Drosselstellen
Bei der Füll- und Entleermethode werden die Volumina des Luftsystems, wie im vor-
herigen Abschnitt beschrieben, als Behälter modelliert, welche durch Drosselstellen
miteinander verbunden sind. Aus strömungstechnischer Sicht handelt es sich bei der
Regelklappe, dem Abgasrückführventil und der Turbine des Abgasturboladers um
Drosselstellen mit variablem Querschnitt. Durch Druckdifferenzen über Drosselstel-
len werden Massenströme hervorgerufen, die mithilfe der sogenannten Durchfluss-
oder auch Ausflussgleichung modelliert werden können. Um das Modell für die Tur-
bine verwenden zu können, ist jedoch eine Anpassung nötig. Für Drosselstellen mit
konstantem Querschnitt, wie zum Beispiel den Luftfilter, die Abgasnachbehand-
lungssysteme oder den Schalldämpfer, kann eine Vereinfachung der Durchflussglei-
chung vorgenommen werden.
3.2.3.1 Modellierung von Klappen und Ventilen
In diesem Abschnitt werden die Klappen und Ventile des Diesel-Luftsystems als
Drosselstellen variablen Querschnitts modelliert. Abbildung 3.2 zeigt die schemati-
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Abbildung 3.2: Schematische Darstellung einer Drosselstelle mit variablem Quer-
schnitt
sche Darstellung einer solchen Drosselstelle mit den Ein- und Ausgangsgrößen des
Modells. Die Eingangsgrößen sind die Position r des Stellglieds, die Temperatur Tv
des anströmenden Gases sowie die Drücke pv und pn in den Behältern stromaufwärts
und stromabwärts der Drosselstelle. Die Ausgangsgröße ist der durch die Drosselstel-
le fließende Massenstrom m˙. Falls der Druck stromabwärts der Drosselstelle größer
als der Druck stromaufwärts der Drosselstelle ist, kehrt sich die Strömungsrichtung
um, so dass der Massenstrom dann entgegen der Hauptströmungsrichtung fließt und
deshalb mit einem negativen Vorzeichen versehen wird.
Für das Modell wird angenommen, dass es sich bei den Strömungsmedien um ideale
Gase mit konstanten spezifischen Wärmekapazitäten handelt. Die Strömung selbst
wird als stationär, reibungsfrei, adiabat und horizontal verlaufend behandelt.
Bei stationären Prozessen bleiben Masse und Energie im betrachteten System kon-
stant. Aus der Massenbilanz (3.1) ergibt sich, dass die Summe der zufließenden
Massenströme mit der Summe der abfließenden Massenströme übereinstimmt. Da
es an den zu modellierenden Drosselstellen nur jeweils einen Zu- und Abfluss gibt,
herrscht in jedem Strömungsquerschnitt der gleiche Massenstrom, der sich mit der
Dichte ρ, der Strömungsgeschwindigkeit v und der geometrischen Querschnittsflä-
che Ageo durch den Zusammenhang
m˙(t) = ρ(t)v(t)Ageo(t) (3.12)
berechnen lässt. Die Strömungsgeschwindigkeit ist mithilfe des ersten Hauptsatzes
der Thermodynamik (3.2) ermittelbar. Unter der Annahme, dass die potentiellen
Energien der Massenströme vernachlässigbar sind, vereinfacht er sich im hier vorlie-
genden Fall eines stationären Fließprozesses zu
hv(t)− hn(t) = vn(t)
2
2
− vv(t)
2
2
.
Unter der weiteren Modellannahme, dass die Geschwindigkeit vv stromaufwärts der
Drosselstelle vernachlässigbar klein gegenüber der Geschwindigkeit vn stromabwärts
der Drosselstelle ist und unter Berücksichtigung der allgemeinen Gasgleichung (3.3),
der kalorischen Zustandsgleichung (3.5), des Zusammenhangs zwischen der indivi-
duellen Gaskonstanten und den spezifischen Wärmekapazitäten (3.6), der Definition
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des Isentropenexponenten (3.7) sowie der Isentropengleichung (3.8) ergibt sich da-
raus die Gleichung
vn(t) =
2pv(t)
ρv(t)
κ
κ− 1

1−

pn(t)
pv(t)
κ−1
κ

zur Berechnung der Strömungsgeschwindigkeit. Das Einsetzen dieses Ausdrucks in
die Gleichung (3.12), weiteres Umformen und das Ersetzen der geometrischen Quer-
schnittsfläche durch die effektive Querschnittsfläche Aeff liefert mit den Definitionen
des Druckverhältnisses
Π(t) :=
pn(t)
pv(t)
und der Durchflussfunktion
Ψ(Π(t)) :=
Ψmax für Π(t) < Πkrit κ
κ−1

Π(t)
2
κ − Π(t)κ+1κ

für Π(t) ≥ Πkrit
(3.13)
die Durchflussgleichung
m˙(t) =
Ψ(Π(t))Aeff(t)pv(t)

2
RTv(t)
für Π(t) ≤ 1
−Ψ

1
Π(t)

Aeff(t)pn(t)

2
RTn(t)
für Π(t) > 1
(3.14)
zur Modellierung der Strömung durch eine Drosselstelle. Die Bedeutungen der effek-
tiven Querschnittsfläche, des kritischen Druckverhältnisses Πkrit und des Maximums
der Durchflussfunktion Ψmax werden im Folgenden erläutert.
In der Realität ist die Strömung nicht reibungsfrei und es treten Verwirbelungen
und Ablösungen auf. Daher wird in der Durchflussgleichung (3.14) die effektive
Querschnittsfläche verwendet, die nicht nur die von der Position des Stellglieds ab-
hängige geometrische Querschnittsfläche der Drosselstelle ausdrückt, sondern auch
als Ausgleich solcher Modellunsicherheiten dient. Werte für die effektive Fläche kön-
nen aus Messungen bestimmt und in einer Kennlinie oder einem Kennfeld abgelegt
werden.
Das kritische Druckverhältnis
Πkrit :=

2
κ+ 1
 κ
κ−1
unterteilt den Definitionsbereich der Durchflussfunktion (3.13) in einen unterkriti-
schen und einen überkritischen Bereich (vgl. Abbildung 3.3). Für Πkrit ≤ Π ≤ 1 liegt
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Abbildung 3.3: Durchflussfunktion für κ = 1,4
der unterkritische Bereich vor, in dem der Durchfluss mit abnehmendem Druckver-
hältnis steigt. Beim kritischen Druckverhältnis wird das Maximum der Durchfluss-
funktion
Ψmax :=

2
κ+ 1
 1
κ−1

κ
κ+ 1
erreicht. Die zugehörige kritische Geschwindigkeit entspricht der Schallgeschwindig-
keit für ideale Gase mit konstanten spezifischen Wärmekapazitäten. Für Π < Πkrit
liegt der überkritische Fall vor. Da an den im Luftsystem von Verbrennungsmo-
toren vorkommenden Drosselstellen keine höhere Geschwindigkeit als die Schallge-
schwindigkeit erreicht werden kann (vgl. Schollmeyer [83]), bleibt die Strömung im
überkritischen Bereich konstant bei Ψmax.
Die Auswertung der Potenzen mit nichtganzzahligen Exponenten in der Durchfluss-
funktion (3.13) erfordert verhältnismäßig viel Rechenzeit. Um dies zu umgehen,
wird der Radikand der Durchflussfunktion durch ein Taylorpolynom zweiten Grades
approximiert (vgl. Heuck [41], Ochs [74]). Die daraus resultierende Näherung der
Durchflussfunktion lautet
Ψapp(Π(t)) :=
 Ψapp,max für Π(t) < Πapp,krit(1− Π(t))− 3
2κ
(1− Π(t))2 für Π(t) ≥ Πapp,krit
(3.15)
mit dem kritischen Druckverhältnis
Πapp,krit :=
3− κ
3
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und dem maximalen Wert
Ψapp,max :=

κ
6
.
Mit bekannten Eingangsgrößen r, Tv, pv und pn kann der Massenstrom durch eine
Drosselstelle variabler Querschnittsfläche demnach durch
m˙(t) =
Ψapp(Π(t))Aeff(t)pv(t)

2
RTv(t)
für Π(t) ≤ 1
−Ψapp

1
Π(t)

Aeff(t)pn(t)

2
RTn(t)
für Π(t) > 1
(3.16)
modelliert werden.
Für den Massenstrom m˙Rk durch die Regelklappe ergibt sich somit das Modell
m˙Rk(t) = fm˙Rk(pnVrd(t), pvZyl(t), TnLlk(t), rRk(t))
:=
Ψapp

pvZyl(t)
pnVrd(t)

Aeff,Rk(t)pnVrd(t)

2
RLuftTnLlk(t)
für pnVrd ≥ pvZyl
−Ψapp

pnVrd(t)
pvZyl(t)

Aeff,Rk(t)pvZyl(t)

2
RLuftTnLlk(t)
für pnVrd < pvZyl,
(3.17)
wobei der Fall pnVrd < pvZyl in der Praxis üblicherweise nicht auftritt. Für den
Massenstrom m˙Agr durch das Abgasrückführventil ergibt sich
m˙Agr(t) = fm˙Agr(pnZyl(t), pvZyl(t), TAgr(t), rAgr(t))
:=
Ψapp

pvZyl(t)
pnZyl(t)

Aeff,Agr(t)pnZyl(t)

2
RAbgasTAgr(t)
für pnZyl ≥ pvZyl
−Ψapp

pnZyl(t)
pvZyl(t)

Aeff,Agr(t)pvZyl(t)

2
RAbgasTAgr(t)
für pnZyl < pvZyl.
(3.18)
Dabei bezeichnet pnVrd den Druck stromabwärts des Verdichters, TnLlk die Tempe-
ratur stromabwärts des Ladeluftkühlers, rRk die Position der Regelklappe, pvZyl den
Druck stromaufwärts des Zylinders, pnZyl den Druck stromabwärts des Zylinders,
rAgr die Position des Abgasrückführventils und TAgr die AGR-Temperatur.
3.2.3.2 Modellierung der Turbine
In Schollmeyer [83] wird eine Methode vorgestellt, mit der der Turbinenmassen-
strom m˙Trb ebenfalls durch die Durchflussgleichung (3.14) abgebildet werden kann.
Dazu muss statt des Druckverhältnisses Π = pnTrb
pnZyl
aus dem Druck pnTrb stromabwärts
der Turbine und dem Druck pnZyl stromabwärts des Zylinders das transformierte
DruckverhältnisΠ(t) := cd(Π(t)− 1) + 1
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eingesetzt werden, wobei cd als Turbinendurchflussfaktor bezeichnet wird. Dessen
Werte sind in Abhängigkeit der VTG-Position rVtg aus Messungen zu bestimmen
und in einer Kennlinie abzulegen. Als Durchflussfunktion wird
Ψ(Π(t)) := Ψ(Π(t))
definiert. Diese wird analog zum vorherigen Abschnitt durch
Ψapp(Π(t)) := Ψapp(Π(t))
approximiert.
Mit bekannten Eingangsgrößen pnZyl, pnTrb, rVtg und der Temperatur TvTrb strom-
aufwärts der Turbine lässt sich der Turbinenmassenstrom durch
m˙Trb(t) = fm˙Trb(pnZyl(t), pnTrb(t), TvTrb(t), rVtg(t))
:= Ψapp(Π(t))Aeff,Trb(t)pnZyl(t)

2
RTvTrb(t)
(3.19)
modellieren, wobei pnZyl ≥ pnTrb vorausgesetzt wird. In Schollmeyer [83] wurde an-
hand von Messungen eine hohe Modellgüte für diesen Ansatz zur Modellierung des
Turbinenmassenstroms festgestellt.
3.2.3.3 Modellierung von passiven Bauteilen
Passive Bauteile5, wie zum Beispiel der Luftfilter, die Abgasnachbehandlungssys-
teme oder der Schalldämpfer, können als Drosselstellen konstanten Querschnitts
modelliert werden. Die Massenströme durch solche festen Drosselstellen lassen sich
ebenfalls mithilfe der Durchflussgleichung (3.16) darstellen. Für kleine Druckdiffe-
renzen ∆p := pv − pn ist der quadratische Term in der approximierten Durchfluss-
funktion (3.15) vernachlässigbar, so dass sich die einfachere Darstellung
m˙(t) = Aeff(t)pv(t)

2∆p(t)
RTv(t)pv(t)
ergibt (vgl. Heuck [41]). Zu gegebenen Eingangsgrößen Tv, pv und m˙ liefert das
Umstellen dieser Gleichung das Modell
∆p(t) =
R
2Aeff(t)2
Tv(t)
pv(t)
m˙(t)2 (3.20)
als Beschreibung des Druckabfalls über passive Bauteile.
5Als passive Bauteile werden Bauteile mit konstantem Strömungswiderstand bezeichnet.
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Damit lässt sich der Druck pnTrb stromabwärts der Turbine aus dem Umgebungs-
druck pU berechnen. Die Berechnung des Druckabfalls über dem Schalldämpfer liefert
zunächst das Modell
pnAgn(t) = fpnAgn(pU(t), m˙Trb(t), TnAgn(t))
:=
pU(t)
2
+

pU(t)2
4
+
RAbgas
2Aeff,Sd(t)2
TnAgn(t)m˙Trb(t)2 (3.21)
für den Druck pnAgn stromabwärts der Abgasnachbehandlungssysteme. Die Berech-
nung des Druckabfalls über den Abgasnachbehandlungssystemen liefert das Mo-
dell
pnTrb(t) = fpnTrb(pnAgn(t), m˙Trb(t), TnTrb(t))
:=
pnAgn(t)
2
+

pnAgn(t)2
4
+
RAbgas
2Aeff,Agn(t)2
TnTrb(t)m˙Trb(t)2 (3.22)
für den Druck pnTrb stromabwärts der Turbine. Dabei bezeichnet m˙Trb den Massen-
strom durch die Turbine, TnTrb die Temperatur stromabwärts der Turbine und TnAgn
die Temperatur stromabwärts der Abgasnachbehandlungssysteme.
3.2.4 Modellierung der Stellglieddynamik
In Abschnitt 3.2.3 wurde die statische Modellierung der durch die Stellglieder des
Diesel-Luftsystems fließenden Massenströme behandelt. Die jeweiligen Stellgliedpo-
sitionen r gehen als Eingangsgrößen in die Modelle ein. Die Aufgabe der Luftsystem-
regelung ist es, unter Zuhilfenahme der Modellgleichungen (3.17), (3.18) und (3.19),
Sollwerte für diese Positionen zu berechnen. Da die erreichbaren Beschleunigungen
der Stellglieder in der Realität selbstverständlich beschränkt sind, können neue Soll-
positionen nur verzögert eingestellt werden. Um dieses zeitliche Verhalten in Form
von Beschränkungen für die Beschleunigungen r¨ bei der Regelung des Luftsystems
zu berücksichtigen, wird ein Modell für die Stellglieddynamik benötigt.
Die elektronischen Stellglieder werden von Gleichstrommotoren angetrieben. Um
Beschränkungen für die Beschleunigungen der Stellglieder zu berechnen, werden
deren Bewegungen in Abhängigkeit der an den Gleichstrommotoren anliegenden
Spannungen durch das Modell
uPWM(t) = a2r¨(t) + a1r˙(t) + a0r(t) + c1sign(r˙(t)) + c2 (3.23)
beschrieben. Dabei bezeichnet uPWM die am Motor des Stellglieds anliegende puls-
weitenmodulierte Spannung. Das Modell beruht auf dem Drallsatz, in den in dieser
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Anwendung die Grundgleichungen für Gleichstrommotoren, das Hookesche Federge-
setz sowie das Coulombsche Reibungsgesetz eingehen. Die physikalischen Grundla-
gen können beispielsweise in Tipler [89], Ulbrich et al. [90] undWeck und Brecher [96]
nachgelesen werden. Das Modell für die Stellglieddynamik ist in Horn et al. [42] und
Kopf et al. [55] näher beschrieben, wo es zur Regelung der Drosselklappe von Ot-
tomotoren verwendet wird. Die im physikalischen Modell auftretenden Konstanten
werden für das Modell (3.23) zu den Koeffizienten a0, a1, a2, c1 und c2 zusammen-
gefasst. Die Werte dieser Koeffizienten können anhand von Messungen ermittelt
werden.
Durch Umstellen der Modellgleichung (3.23) ergeben sich
r¨max(t) =
1
a2
(uPWM,max − a1r˙(t)− a0r(t)− c1sign(r˙(t))− c2) (3.24a)
r¨min(t) =
1
a2
(uPWM,min − a1r˙(t)− a0r(t)− c1sign(r˙(t))− c2) (3.24b)
als Beschränkungen für die Stellgliedbeschleunigungen.
3.2.5 Modellierung des Verdichtermassenstroms
Das Verhalten des Luftsystems wird wesentlich durch den einströmenden Frischluft-
massenstrom beeinflusst. Daher ist der Verdichtermassenstrom m˙Vrd eine bedeutende
Größe für die Luftsystemmodellierung. Er wird typischerweise durch ein Verdichter-
kennfeld beschrieben, in das das Verhältnis aus Ladedruck pnVrd und dem Druck
stromaufwärts des Verdichters sowie die Turboladerdrehzahl nAtl als Eingangsgrö-
ßen eingehen. Zudem werden diese Größen mithilfe des Drucks und der Temperatur
stromaufwärts des Verdichters an die vorherrschenden Umgebungsbedingungen an-
gepasst, so dass sich insgesamt ein Modell der Form
m˙Vrd(t) = fm˙Vrd(pnVrd(t), pU(t), TU(t), nAtl(t))
für den Verdichtermassenstrom ergibt.6
3.2.6 Modellierung der AGR-Mischstelle
An der Mischstelle der Abgasrückführung in der Hochdruck-Frischluftstrecke wird
der Frischluftmassenstrom gegebenenfalls mit einem Abgasmassenstrom vermischt,
6 In dieser Arbeit wird der Druckabfall über dem Luftfilter der Einfachheit halber vernachlässigt
und angenommen, dass der Druck und die Temperatur stromaufwärts des Verdichters mit dem
Umgebungsdruck pU und der Umgebungstemperatur TU übereinstimmen. Alternativ kann der
über dem Luftfilter auftretende Druckabfall gemäß Abschnitt 3.2.3.3 berechnet werden.
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cp,Luft, TnLlk, m˙Rk
cp,Abgas, TAgr, m˙Agr
TvZyl, m˙vZyl
Abbildung 3.4: Schematische Darstellung einer AGR-Mischstelle
wodurch sich auch die Druck- und Temperaturverhältnisse stromabwärts der Misch-
stelle ändern. Abbildung 3.4 zeigt die schematische Darstellung einer solchen AGR-
Mischstelle mit den Ein- und Ausgangsgrößen des Modells. Zu den Eingangsgrößen
zählen die durch die Regelklappe und das Abgasrückführventil zufließenden Mas-
senströme m˙Rk und m˙Agr sowie deren Temperaturen TnLlk und TAgr. Des Weiteren
werden die spezifischen isobaren Wärmekapazitäten cp,Luft und cp,Abgas von Frisch-
luft und Abgas benötigt. Die Ausgangsgrößen sind der Massenstrom m˙vZyl und die
Mischtemperatur TvZyl stromabwärts der Mischstelle.
Für das Modell werden die Strömungsmedien als ideale Gase mit konstanten spe-
zifischen Wärmekapazitäten angesehen. Die Strömung selbst wird als stationär und
adiabat angenommen, bei der zudem die kinetischen und potentiellen Energien ver-
nachlässigbar sind.
Bei stationären Prozessen bleiben Masse und Energie im betrachteten System kon-
stant. Aufgrund des Massenerhaltungssatzes (3.1) entspricht die Summe der beiden
Massenströme m˙Rk und m˙Agr stromaufwärts der Mischstelle somit dem Massen-
strom
m˙vZyl(t) = m˙Rk(t) + m˙Agr(t)
stromabwärts der Mischstelle. Aus dem ersten Hauptsatz der Thermodynamik (3.2)
ergibt sich die Gleichung
TvZyl(t) = fTvZyl(m˙Rk(t), m˙Agr(t), TnLlk(t), TAgr(t))
:=
cp,Luftm˙Rk(t)TnLlk(t) + cp,Abgasm˙Agr(t)TAgr(t)
cp,Luftm˙Rk(t) + cp,Abgasm˙Agr(t)
(3.25)
als Modell für die Mischtemperatur. Ist einer der beiden zufließenden Massenströme
negativ, wird die Temperatur des jeweils anderen Massenstroms verwendet. Sind
beide zufließenden Massenströme null oder negativ, wird die Temperatur TnLlk des
Massenstroms m˙Rk verwendet.
3.2.7 Modellierung des Ansaugverhaltens des Motors
Das Ansaugverhalten des Motors wird mit einem Einzonenzylindermodell abgebil-
det, für das der gesamte Zylinderinhalt als homogen angenommen wird. Das Strö-
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mungsmedium, bei dem es sich um Frischluft oder ein Gemisch aus Frischluft und
Abgas handeln kann, wird als ideales Gas betrachtet. Die Zylinder werden als Ver-
drängerpumpe modelliert, die Frischluft aus dem Einlasssystem ansaugt. Bei dem
Modell handelt es sich um ein Mittelwertmodell, bei dem die getaktete Arbeitsweise
von Verbrennungsmotoren nicht berücksichtigt wird, so dass die einzelnen Zylinder
als ein größerer Zylinder aufgefasst werden können. Die wesentlichen Modellein-
gangsgrößen sind der Druck pvZyl und die Temperatur TvZyl des Strömungsmediums
im Saugrohr sowie die Motordrehzahl nMot und das Motormoment MMot. Die Aus-
gangsgrößen des Modells sind der Zylindermassenstrom m˙Zyl, der Zylinderdruck pZyl
und die Zylindertemperatur TZyl.
Für das Modell des Zylindermassenstroms wird zunächst der bei gegebenem Zylin-
dervolumen theoretisch mögliche Massenstrom
m˙Zyl,theo(t) =
nZylVZyl
2
ρZyl(t)nMot(t)
unter der Annahme berechnet, dass der Zylinder im Ansaugtakt komplett befüllt
und im Ausstoßtakt komplett entleert wird. Dabei bezeichnet ρZyl die Dichte des
Gases im Zylinder, VZyl das Volumen der einzelnen Zylinder und nZyl die Anzahl der
Zylinder. Die Dichte und das Volumen beziehen sich auf den Zeitpunkt am Ende des
Ansaugtakts, wenn sich der Kolben im unteren Totpunkt befindet und das maximale
Zylindervolumen erreicht wird. Durch den Faktor 1
2
wird berücksichtigt, dass die
Zylinder in der Realität nicht kontinuierlich durchströmt werden, sondern dass jeder
Zylinder eines Viertaktmotors nur in jeder zweiten Kurbelwellenumdrehung einmal
befüllt wird.
Zur Berechnung des Zylindermassenstroms wird der theoretisch mögliche Massen-
strom mit dem sogenannten volumetrischen Wirkungsgrad λl multipliziert, um Ef-
fekte zu berücksichtigen, die zu Abweichungen vom theoretischen Wert führen. Der
volumetrische Wirkungsgrad ist experimentell in Abhängigkeit von Motordrehzahl
und Motormoment zu ermitteln und in einem Kennfeld abzulegen. Die Dichte kann
durch Umstellen der allgemeinen Gasgleichung (3.3) durch
ρZyl(t) =
pZyl(t)
RTZyl(t)
bestimmt werden. Für den Zylinderdruck pZyl im unteren Totpunkt dient der Saug-
rohrdruck pvZyl als Modell. Mithilfe von Korrekturfaktoren werden Druckverluste
im Einlasskanal und über dem Zylindereinlassventil berücksichtigt. Die Faktoren
werden abhängig von der Stellposition rZyl des Zylindereinlassventils und der Mo-
tordrehzahl experimentell ermittelt und in Kennfeldern abgelegt. Für den Zylinder-
druck ergibt sich somit ein Modell der Form
pZyl(t) = fpZyl(pvZyl(t), rZyl(t), nMot(t)).
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Ebenso wird die Saugrohrtemperatur TvZyl für das Modell der Zylindertempera-
tur TZyl im unteren Totpunkt herangezogen. Mithilfe von experimentell zu ermitteln-
den Kennfeldern, die vom Saugrohrdruck, von der Motordrehzahl und vom Motor-
moment abhängen, werden die Wärmeübergänge zwischen dem Strömungsmedium
im Saugrohr und der Umgebungsluft sowie dem Arbeitsmedium im Zylinder und
dem Kühlwasser berücksichtigt. Für die Zylindertemperatur ergibt sich somit ein
Modell der Form
TZyl(t) = fTZyl(pvZyl(t), TvZyl(t), TU(t), TMot(t),MMot(t), nMot(t)),
wobei TU die Temperatur der Umgebungsluft und TMot die Kühlwassertemperatur
bezeichnet.
Insgesamt ergibt sich
m˙Zyl(t) = fm˙Zyl(pZyl(t), TZyl(t),MMot(t), nMot(t))
:=
nZylVZyl
2
pZyl(t)
RTZyl(t)
nMot(t)λl(t) (3.26)
als Modell für den Zylindermassenstrom.
3.2.8 Modellierung des Abgasmassenstroms
Der aus dem Zylinder austretende Abgasmassenstrom m˙nZyl setzt sich aus dem Zy-
lindermassenstrom m˙Zyl und dem Kraftstoffmassenstrom m˙Diesel zusammen und wird
durch
m˙nZyl(t) = fm˙nZyl(m˙Zyl(t), m˙Diesel(t))
:= m˙Zyl(t) + m˙Diesel(t) (3.27)
berechnet.
Für die mathematische Beschreibung der Abgastemperatur TnZyl wird auf ein bereits
existierendes, datenbasiertes Modell der Form
TnZyl(t) = fTnZyl(m˙Zyl(t), TvZyl(t), TMot(t), nMot(t), σDiesel(t))
zurückgegriffen, das auf verschiedenen Kennlinien und Kennfeldern beruht, auf die
in dieser Arbeit nicht näher eingegangen werden soll. Zu den Modelleingangsgrößen
zählen der Zylindermassenstrom m˙Zyl, die Saugrohrtemperatur TvZyl, die Kühlwas-
sertemperatur TMot, die Motordrehzahl nMot sowie diverse die Kraftstoffeinspritzung
betreffende Größen, die im Vektor σDiesel zusammengefasst werden.
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3.2.9 Modellierung der AGR-Temperatur
In der Abgasrückführung kann ein Kühler verbaut sein. Selbst wenn das nicht der
Fall ist, tritt zwischen dem Zylinderauslass und der AGR-Mischstelle ein Tempera-
turabfall aufgrund vonWandwärmeverlusten auf. Die Eingangsgrößen für das Modell
der AGR-Temperatur TAgr sind der AGR-Massenstrom m˙Agr, die Abgastempera-
tur TnZyl und die Kühlwassertemperatur TMot. Zudem wird die spezifische isobare
Wärmekapazität cp,Abgas für Abgas benötigt.
Nach dem Newtonschen Ansatz ist der Wärmestrom durch die Rohrwand
Q˙(t) = αWAW(TMot(t)− TnZyl(t))
proportional zur Differenz zwischen Kühlwassertemperatur und Abgastemperatur.
Dabei bezeichnet αW den Wärmeübergangskoeffizienten und AW die Oberfläche der
Rohrwand. Wird die Strömung als stationär und das Abgas als ideales Gas mit
konstanten spezifischen Wärmekapazitäten und vernachlässigbaren kinetischen und
potentiellen Energien angenommen, gilt nach dem ersten Hauptsatz der Thermody-
namik (3.2) außerdem
Q˙(t) = cp,Abgasm˙Agr(t)(TAgr(t)− TnZyl(t)).
Das Gleichsetzen dieser beiden Gleichungen liefert
TAgr(t) = fTAgr(m˙Agr(t), TnZyl(t), TMot(t))
:= TnZyl(t)− cW(t)(TnZyl(t)− TMot(t)) (3.28)
als Modell für die Temperatur TAgr des Gases in der Abgasrückführung. Der Fak-
tor
cW(t) :=
αWAW
cp,Abgasm˙Agr(t)
kann abhängig vom AGR-Massenstrom experimentell ermittelt und in einer Kenn-
linie abgelegt werden.
3.3 Dynamisches Gesamtmodell des Luftsystems
Die im vorherigen Abschnitt vorgestellten Teilmodelle werden nun zu einem Ge-
samtmodell des Diesel-Luftsystems zusammengefügt. Der Fokus liegt dabei auf der
dynamischen Modellierung des in Abbildung 3.5 farblich hervorgehobenen Hoch-
druckbereichs. Die in der Abbildung ausgegrauten Teile des Luftsystems werden
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Abbildung 3.5: Gesamtmodell des Diesel-Luftsystems. Dynamische Modellierung
des Hochdruckbereichs mit drei Behältermodellen, nach Schollmeyer [83]
statisch modelliert. Auf Grundlage dieses Modells wird es möglich sein, den Saug-
rohrdruck pvZyl und den Massenstrom der Abgasrückführung m˙Agr mit einer modell-
basierten, optimalen Mehrgrößenregelung über die Regelklappenstellung rRk und die
Position des Abgasrückführventils rAgr zu regeln.
Als Modellansatz wird entsprechend der vorangehenden Abschnitte ein nulldimen-
sionales Mittelwertmodell nach der Füll- und Entleermethode mit drei adiabaten
Behältern gewählt, die durch Drosselstellen und den Brennraum miteinander ver-
bunden sind und in denen sich Druck und Temperatur ohne Verzögerung ausglei-
chen. Der erste Behälter umschließt das Volumen VnVrd zwischen dem Verdichter
des Abgasturboladers und der Regelklappe, der zweite das Volumen VvZyl zwischen
Regelklappe, Abgasrückführventil und Zylinder und der dritte das Volumen VnZyl,
welches den Abgaskrümmer und die Abgasrückführung umfasst (vgl. Abb. 3.5). Es
ist vorstellbar, die Werte für die Volumina anhand von Messdaten mithilfe eines
Optimierungsverfahrens zu identifizieren. Da jedoch gute Schätzwerte für diese Grö-
ßen vorliegen, wird in dieser Arbeit davon abgesehen. Der erste Behälter wird von
Frischluft durchströmt, welche durch den Verdichter ein- und durch die Regelklappe
austritt. In den zweiten Behälter strömt durch die Regelklappe Frischluft und durch
das Abgasrückführventil Abgas ein. Das dabei entstehende Frischluft-Abgasgemisch
verlässt den Behälter durch das Zylindereinlassventil. Der dritte Behälter wird von
Abgas durchströmt, welches durch das Zylinderauslassventil ein- und die Turbine
sowie das Abgasrückführventil austritt. Alle auftretenden Strömungsmedien wer-
den für das Modell als ideale Gase angenommen. Die zugehörigen stoffspezifischen
Konstanten sind Tabelle 3.1 zu entnehmen. Da Frischluft in der Regel den größe-
ren Anteil des Frischluft-Abgas-Gemischs im Einlasssammler ausmacht, werden für
den zweiten Behälter ebenfalls die individuelle Gaskonstante und der Isentropenex-
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ponent für Frischluft verwendet. Die Modellannahme der Wärmeundurchlässigkeit
bedeutet für die verschiedenen Behälter verschieden starke Vereinfachungen. Die
im Einlasssystem verbauten Rohre aus Kunststoff weisen eine deutlich geringere
Wärmeleitfähigkeit als die im Auslasssystem verbauten Metallrohre auf. Der ers-
te Behälter enthält zudem den Ladeluftkühler, dessen Aufgabe in der Abfuhr von
Wärme besteht.7
Die Differentialgleichung (3.11) wird auf die drei Behälter angewandt, um ein dyna-
misches Modell für den Ladedruck pnVrd stromabwärts des Verdichters, den Saugrohr-
druck pvZyl stromaufwärts des Zylinders und den Abgasgegendruck pnZyl stromab-
wärts des Zylinders zu erhalten. Diese drei Drücke werden im Zustandsvektor
x(t) := (x1(t), x2(t), x3(t))
T = (pnVrd(t), pvZyl(t), pnZyl(t))
T
zusammengefasst. Für diese Arbeit wird vorrangig ein möglichst genaues Modell für
die Drücke benötigt. Da sich die Temperaturen gegenüber den Drücken und Mas-
senströmen vergleichsweise träge verhalten, spielt die dynamische Temperaturmodel-
lierung dabei eher eine untergeordnete Rolle. Um das Differentialgleichungssystem
klein zu halten und damit Rechenzeit zu sparen, werden die Behältertemperaturen
deshalb nicht zu den Zustandsvariablen hinzugefügt. Für den ersten Behälter wird
die Temperatur TnLlk stromabwärts des Ladeluftkühlers als Behältertemperatur ge-
wählt. Hierfür stehen Sensordaten zur Verfügung. Für den zweiten Behälter wird die
Mischtemperatur TvZyl gemäß Abschnitt 3.2.6 als Behältertemperatur berechnet. Als
Temperatur für den dritten Behälter wird die Abgastemperatur TnZyl mittels eines
datenbasierten Modells nach Abschnitt 3.2.8 bestimmt. Aufgrund der Temperatur-
trägheit stellt die Annahme T˙ (t) = 0 einer konstanten Behältertemperatur eine
denkbare Vereinfachung dar. Damit die Temperaturänderungen gemäß der Differen-
tialgleichung (3.10) dennoch Berücksichtigung finden, wird stattdessen jeweils die
rechte Seite der Differentialgleichung für die Temperatur direkt in die Differential-
gleichung für den Druck im entsprechenden Behälter eingesetzt.8 Zusätzlich wird
vereinfachend angenommen, dass die Temperaturen Tein am Eingang der Behälter
jeweils mit den Temperaturen T im Inneren der Behälter übereinstimmen.
Im Vorgriff auf die in Kapitel 4 eingeführte Notation werden die Stellgrößen im
Steuervektor
u(t) := (u1(t), u2(t))
T = (rRk(t), rAgr(t))
T
7Durch Berücksichtigung des entsprechenden Terms im ersten Hauptsatz der Thermodyna-
mik (3.2) können auch die Wärmeübergänge in das Modell aufgenommen werden. In dieser
Arbeit wird darauf jedoch verzichtet.
8Diese Vorgehensweise stellt einen Kompromiss dar zwischen der Annahme, dass die Behältertem-
peratur konstant ist und der dynamischen Modellierung der Temperatur als Zustandsvariable.
40 Kapitel 3. Modellierung
zusammengefasst. Der Parametervektor
p(t) := (p1(t), . . . , p14(t))
T = (m˙Diesel(t),MMot(t), nAtl(t), nMot(t), pU(t), TU(t),
TnLlk(t), TMot(t), TvTrb(t), TnTrb(t), TnAgn(t), rZyl(t), rVtg(t), σDiesel(t))
T
enthält die für das Modell benötigten Größen, für die in dieser Arbeit davon ausge-
gangen wird, dass deren Werte vom Steuergerät, beispielsweise in Form von Sensor-
daten, geliefert werden.
Zu geeigneten Anfangswerten pnVrd,0, pvZyl,0 und pnZyl,0 für die Drücke in den Be-
hältern und mit den in den vorangehenden Abschnitten definierten Modellfunk-
tionen f... ist damit schließlich ein dynamisches Modell für das Luftsystem eines
Pkw-Dieselmotors durch
x˙(t) = (p˙nVrd(t), p˙vZyl(t), p˙nZyl(t))
T
=

κLuftRLuft
VnVrd
(m˙Vrd(t)− m˙Rk(t))TnLlk(t)
κLuftRLuft
VvZyl
(m˙Rk(t) + m˙Agr(t)− m˙Zyl(t))TvZyl(t)
κAbgasRAbgas
VnZyl
(m˙nZyl(t)− m˙Agr(t)− m˙Trb(t))TnZyl(t)
 (3.29)
x(t0) = (pnVrd,0, pvZyl,0, pnZyl,0)
T
pnTrb(t) = fpnTrb(pnAgn(t), m˙Trb(t), TnTrb(t))
pnAgn(t) = fpnAgn(pU(t), m˙Trb(t), TnAgn(t))
m˙Rk(t) = fm˙Rk(pnVrd(t), pvZyl(t), TnLlk(t), rRk(t))
m˙Zyl(t) = fm˙Zyl(pZyl(t), TZyl(t),MMot(t), nMot(t))
m˙nZyl(t) = fm˙nZyl(m˙Zyl(t), m˙Diesel(t))
m˙Trb(t) = fm˙Trb(pnZyl(t), pnTrb(t), TvTrb(t), rVtg(t))
m˙Agr(t) = fm˙Agr(pnZyl(t), pvZyl(t), TAgr(t), rAgr(t))
TvZyl(t) = fTvZyl(m˙Rk(t), m˙Agr(t), TnLlk(t), TAgr(t))
TAgr(t) = fTAgr(m˙Agr(t), TnZyl(t), TMot(t))
gegeben. Des Weiteren werden, zum Teil implizit für die Modellfunktionen, die Grö-
ßen pZyl, m˙Vrd, TnZyl, TZyl, Aeff,Agn, Aeff,Agr, Aeff,Rk, Aeff,Sd, Aeff,Trb, cd, cW und λl
benötigt, welche durch datenbasierte Modelle abgebildet werden. Da das über die
Modellfunktionen und die datenbasierten Modelle definierte nichtlineare Gleichungs-
system möglicherweise mehrere Lösungen besitzt, kann es erforderlich sein, für die
dadurch modellierten Größen im Startzeitpunkt geeignete Werte vorzugeben.
Um später die Beschränkungen für die Beschleunigungen der Stellglieder gemäß
Abschnitt 3.2.4 in die Regelung des Luftsystems einbeziehen zu können, wird das
Differentialgleichungssystem (3.29) aufgeweitet, so dass statt der Stellgliedpositio-
nen r die Beschleunigungen r¨ der Stellglieder als Steuergrößen dienen. Mit dem
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erweiterten Zustand
x(t) := (x1(t), . . . , x7(t))
T
= (pnVrd(t), pvZyl(t), pnZyl(t), rRk(t), rAgr(t), r˙Rk(t), r˙Agr(t))
T
und der neuen Steuerung
u(t) := (u1(t), u2(t))
T = (r¨Rk(t), r¨Agr(t))
T
bilden die gewöhnlichen Differentialgleichungen
x˙(t) = (p˙nVrd(t), p˙vZyl(t), p˙nZyl(t), r˙Rk(t), r˙Agr(t), r¨Rk(t), r¨Agr(t))
T
= fmdl(x(t), u(t), p(t))
:=

RLuft
VnVrd
κLuft(m˙Vrd(t)− m˙Rk(t))TnLlk(t)
RLuft
VvZyl
κLuft(m˙Rk(t) + m˙Agr(t)− m˙Zyl(t))TvZyl(t)
RAbgas
VnZyl
κAbgas(m˙nZyl(t)− m˙Agr(t)− m˙Trb(t))TnZyl(t)
r˙Rk(t)
r˙Agr(t)
r¨Rk(t)
r¨Agr(t)

(3.30)
x(t0) = (pnVrd,0, pvZyl,0, pnZyl,0, r˙Rk,0, r˙Agr,0, r¨Rk,0, r¨Agr,0)
T
das nichtlineare Modell für die Dynamik des Luftsystems. Die Berechnung der üb-
rigen Größen bleibt unverändert. Zur Ermittlung der Beschränkungen für die Stell-
gliedbeschleunigungen nach den Gleichungen (3.24) werden zusätzlich Werte für die
Koeffizienten a0, a1, a2, c1 und c2 benötigt.
3.4 Validierung des Modells
Das in den vorherigen Abschnitten entwickelte dynamische Modell (3.29) für das
Diesel-Luftsystem wird im Folgenden anhand von Messdaten in einer Matlab-
Simulation validiert.
Zum Integrieren der Systemdynamik wird die von Matlab bereitgestellte Funktion
ode15s verwendet. Aus den Messdaten der serienmäßig verbauten Sensoren wer-
den für die modellierten Größen geeignete Werte für den Startzeitpunkt ermittelt.
Beispielsweise können so die Anfangswerte pnVrd,0, pvZyl,0 und pnZyl,0 für die Behäl-
terdrücke, gegebenenfalls unter Zuhilfenahme der Durchflussgleichung (3.16) und
des Modells (3.20) für den Druckabfall über passiven Bauteilen, gewonnen werden.
Die Messwertverläufe zwischen den Messzeitpunkten werden bei Bedarf durch linea-
re Interpolation ermittelt. Der Zustandsvektor x des Differentialgleichungssystems
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Abbildung 3.6: Stellpositionen von Regelklappe und AGR-Ventil in der zur Mo-
dellvalidierung verwendeten Messung
enthält physikalische Größen unterschiedlicher Größenordnungen. Um daraus resul-
tierende numerische Probleme bei der Integration zu vermeiden, wird er mittels eines
geeigneten Normierungsvektors σx ∈ Rnx gemäß
x˜i(t) := σx,ixi(t) für i = 1, . . . , nx
auf das Intervall [−1, 1] normiert.
Die für die Validierung verwendete Messung wurde mit einem Pkw der Kompaktklas-
se durchgeführt. Es handelte sich dabei um ein Fahrzeug mit einem vierzylindrigen
Motor mit 81 kW Leistung und 2 l Hubvolumen. Im Hinblick auf die Verwendung
des Modells für die Mehrgrößenregelung ist es entscheidend, dass das Modell das
dynamische Verhalten des Luftsystems hinreichend genau erfasst, so dass darauf zu
achten ist, dass die Messung dynamische Fahrsituationen enthält. Außerdem ist es
wichtig, dass in der Messung sowohl die Regelklappe als auch das Abgasrückführ-
ventil verschiedene Positionen einnehmen und auch gleichzeitig eingesetzt werden.
Abbildung 3.6 zeigt den Verlauf der Stellgliedpositionen9 in der zur Validierung ver-
wendeten Messung. Dort, wo keine Sensordaten für die Zustandsgrößen des Modells
vorliegen, wird ein bereits existierendes, größtenteils statisches, bewährtes Luftsys-
temmodell als Referenzmodell herangezogen.
In den Abbildungen A.1 und A.2 in Anhang A sind die vom dynamischen Modell
berechneten Größen in blau und die des Referenzmodells in grün aufgetragen. Dazu
ist die absloute Abweichung eabs (vgl. Anhang B) zwischen den beiden Modellen in
rot angegeben. Von oben nach unten sind mit dem Ladedruck pnVrd und dem Saug-
rohrdruck pvZyl in Abbildung A.1 und dem Abgasgegendruck pnZyl in Abbildung A.2
9In dieser Arbeit werden die Stellpositionen bezüglich der maximalen Wirkung der Stellglieder
normiert, so dass 0% keine Wirkung und 100% maximale Wirkung bedeutet. Die Aufgabe der
Regelklappe ist die Drosselung der Frischluft. Sie ist bei 0% vollständig geöffnet und bei 100%
vollständig geschlossen. Beim Abgasrückführventil ist es umgekehrt, da es komplett geöffnet
die volle Wirkung besitzt.
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Tabelle 3.2: Modellvalidierung anhand absoluter Fehlermaße
eabs,max [hPa] eabs,min [hPa] e¯abs [hPa] σabs [hPa]
pnVrd 360,80 −183,16 5,13 34,78
pvZyl 194,94 −99,77 −0,71 25,08
pnZyl 290,71 −418,45 0,40 56,28
eabs,max [kg/h] eabs,min [kg/h] e¯abs [kg/h] σabs [kg/h]
m˙Agr 30,18 −16,19 0,20 1,67
die dynamisch modellierten Drücke abgebildet. Zusätzlich wird in Abbildung A.2
der Abgasrückführmassenstrom m˙Agr betrachtet, da dieser eine Regelgröße10 ist.
Auf den ersten Blick sind keine größeren oder systematischen Abweichungen in sta-
tionären Bereichen zu erkennen. Sowohl der zeitliche Verlauf als auch die Absolut-
werte der modellierten Größen stimmen offenbar sehr gut mit dem Referenzmodell
überein. Der Saugrohrdruck scheint besonders gut modelliert zu sein. Die größten
Modellunsicherheiten gibt es anscheinend beim Abgasgegendruck und beim AGR-
Massenstrom.
Abbildung 3.7 zeigt die Vergrößerung eines repräsentativen Ausschnitts der Mes-
sung. Die darin enthaltenen sich schnell ändernden Signalverläufe ermöglichen ei-
ne genauere Beurteilung der Modellgüte für dynamische Situationen. Zwischen den
Zeitpunkten t = 138 s und t = 141 s sind leichte Abweichungen im dynamischen Ver-
halten der Modelle des Ladedrucks und des Saugrohrdrucks erkennbar. Während sich
die durch das Referenzmodell modellierten Drücke monoton verhalten, schwanken
die Drücke des dynamischen Modells leicht. Der Verlauf des AGR-Massenstroms in
diesem Zeitraum lässt ein Schwanken des Saugrohrdrucks jedoch plausibel erschei-
nen. Weitere Abweichungen treten beim Ladedruck zu den Zeitpunkten t = 149 s
und t = 155 s auf. Während der Ladedruck des Referenzmodells zu diesen Zeitpunk-
ten zu fallen beginnt, steigt er beim dynamischen Modell zunächst kurz an, bevor er
ebenfalls fällt. Zu den genannten Zeitpunkten ändert sich die Regelklappenposition
jeweils von 60% auf 75%, wodurch eher ein Anstieg des Ladedrucks zu erwarten ist.
Beim Abgasgegendruck sind gelegentliche stationäre Abweichungen zu sehen, beim
AGR-Massenstrom ist ein geringfügiger zeitlicher Versatz zwischen den Modellen
beobachtbar. Insgesamt ist bei allen dargestellten Größen jedoch deutlich erkenn-
bar, dass das neu entwickelte Modell nicht nur das stationäre Verhalten, sondern
auch die Dynamik des Systems sehr gut erfasst.
Um diesen optischen Eindruck mit Zahlenwerten zu untermauern, wird das Simula-
tionsergebnis anhand geeigneter absoluter und relativer Fehlermaße11 ausgewertet.
Tabelle 3.2 enthält die absoluten und Tabelle 3.3 die relativen Abweichungen.
10In der Regelungstechnik werden die zu regelnden Größen als Regelgrößen bezeichnet.
11Die verwendeten Fehlermaße sind in Anhang B definiert und näher erläutert.
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Abbildung 3.7: Modellvalidierung anhand von Messdaten aus einem repräsenta-
tiven Ausschnitt der Messung. Von oben nach unten: Ladedruck, Saugrohrdruck,
Abgasgegendruck, AGR-Massenstrom.
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Tabelle 3.3: Modellvalidierung anhand relativer Fehlermaße
erel,max [%] erel,min [%] e¯rel [%] σrel [%] eMAD/Mean [%]
pnVrd 25,58 −17,61 0,40 2,62 1,70
pvZyl 24,02 −10,58 −0,01 2,23 1,46
pnZyl 20,35 −20,63 0,10 3,49 2,59
m˙Agr − − − − 12,85
Unter den Drücken weist demnach der Saugrohrdruck mit einer mittleren relativen
Abweichung von -0,01% und einer Standardabweichung der mittleren relativen Ab-
weichung von 2,23% die geringste Modellunsicherheit auf. Aber auch der Ladedruck
mit einer mittleren relativen Abweichung von 0,4% bei einer Standardabweichung
von 2,62% und der Abgasgegendruck mit einer mittleren relativen Abweichung von
0,1% bei einer Standardabweichung von 3,49% sind ähnlich gut modelliert. An ver-
einzelten Stellen treten stärkere Abweichungen auf. So liegt die maximale relative
Abweichung der drei Drücke betragsmäßig zwischen 10,58% und 25,58%.
Bei der Auswertung der Modellgröße AGR-Massenstrom ist zu beachten, dass die
Modellwerte des dynamischen Modells aus technischen Gründen nicht im äquidistan-
ten 10-ms-Zeitraster des Referenzmodells vorliegen. Stattdessen sind die Zeitschritte
zwischen 2,3ms und 110ms groß, im Mittel 12,9ms. Um die Modellwerte des dy-
namischen Modells für den AGR-Massenstrom an das äquidistante 10-ms-Zeitraster
anzupassen, wurden sie entsprechend linear interpoliert. Dies war für die Drücke
nicht erforderlich, weil die Drücke des dynamischen Modells und des Referenzmo-
dells für dasselbe Zeitraster berechnet wurden. Da der AGR-Massenstrom bei ge-
schlossenem AGR-Ventil oder bei einem nicht vorhandenen Druckgefälle über der
Abgasrückführung 0 kg/h beträgt, kann dafür keine relative Abweichung berechnet
werden. Die mittlere absolute Abweichung beträgt 0,2 kg/h bei einer Standardab-
weichung von 1,67 kg/h. Die maximale Abweichung beträgt 30,18 kg/h.
Aufgrund der unterschiedlichen Einheiten können die absoluten Abweichungen der
Drücke und des AGR-Massenstroms nicht miteinander verglichen werden. Um die
Güte der Modellierung der verschiedenen Modellgrößen untereinander zu verglei-
chen, wird das sogenannte MAD/Mean-Verhältnis verwendet (vgl. Anhang B). Für
die Drücke bestätigt sich das Bild, das sich auch bei den übrigen relativen Fehler-
maßen ergeben hat. Der Saugrohrdruck besitzt mit einem MAD/Mean-Verhältnis
von 1,46% die höchste Modellgüte, dicht gefolgt vom Ladedruck mit 1,7% und dem
Abgasgegendruck mit 2,59%. Der AGR-Massenstrom liegt mit 12,85% deutlich da-
hinter.
Zur Beurteilung dieser Zahlen sei daran erinnert, dass die Referenzwerte lediglich
Modellwerte eines weitgehend statischen Modells sind. Somit ist nicht klar, welches
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der beiden Modelle die Realität besser beschreibt. Insbesondere sollten vereinzelte,
stärkere Abweichungen bei der Bewertung des entwickelten Modells nicht zu sehr
ins Gewicht fallen, da diese mitunter aus der verzögerten Reaktion des statischen
Modells auf dynamische Situationen herrühren.
Beim Vergleich der modellierten Größen untereinander schneidet der AGR-Massen-
strom nicht ganz so gut ab wie die Drücke. Ein entscheidender Unterschied zu den
dynamisch modellierten Drücken ist, dass der AGR-Massenstrom lediglich durch
ein statisches Modell abgebildet wird, das auf der Durchflussgleichung beruht. Die
Dynamik wird dabei nur indirekt durch die dynamisch modellierten Modelleingangs-
größen Saugrohrdruck und Abgasgegendruck berücksichtigt. Für alle modellierten
Größen gilt, dass die Modellgüte nicht zuletzt von einer guten Bedatung12 der ver-
wendeten Kennwerte, Kennlinien und Kennfelder abhängt. Die für alle Modellgrößen
sehr kleinen mittleren Abweichungen deuten darauf hin, dass es keine nennenswerten
systematischen Abweichungen gibt, so dass keine der genannten Größen durchweg
über- oder unterschätzt wird.
Insgesamt kann eine hohe Modellgüte festgestellt werden. Das dynamische Modell
wurde mit dem Ziel entwickelt, ein für die Mehrgrößenregelung geeignetes Modell
des Diesel-Luftsystems zu erarbeiten. Dafür ist es insbesondere wichtig, dass die
Dynamik des Systems gut erfasst wird. Da dies bei dem entwickelten Modell der Fall
ist, wird im folgenden Kapitel darauf aufbauend eine optimale Mehrgrößenregelung
für das Luftsystem vorgestellt.
3.5 Erweiterungen des Modells
Da das vorgestellte Modell wie auch das Luftsystem selbst modular aufgebaut ist,
kann es leicht um weitere Bauteile ergänzt werden. Im Folgenden wird ein Ausblick
auf die dynamische Modellierung des Abgasturboladers sowie einer Abgasrückfüh-
rung im Niederdruckbereich gegeben.
3.5.1 Modellierung des Abgasturboladers
Damit sich das Modell als Grundlage für eine Mehrgrößenregelung eignet, bei der
auch die variable Turbinengeometrie rVtg als Stellgröße berücksichtigt wird, ist ein
dynamisches Modell des Abgasturboladers erforderlich. Dieses muss den dynami-
12Mit Bedatung oder Applikation wird das Zuweisen von an das Fahrzeug und spezielle Vor-
gaben angepassten Werten an die Parameter (Kennwerte, Kennlinien, Kennfelder etc.) der
Steuergeräte-Software bezeichnet.
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schen Zusammenhang zwischen der Position der variablen Turbinengeometrie als
Stellgröße und dem Ladedruck als Regelgröße wiedergeben.
In Echim [17] wird ein dynamisches Modell für den Turbolader vorgestellt. Es beruht
auf aus der Literatur bekannten Darstellungen der Verdichter- und Turbinenleistung
sowie der Dynamik der Turboladerdrehzahl (vgl. Guzzella und Onder [37], Nitzke
und Rebohl [73], Pischinger et al. [76], Schollmeyer [83]). Die darin auftretenden Pa-
rameter und der als Eingangsgröße benötigte Verdichtermassenstrom werden anhand
von Messdaten identifiziert.
Über die variable Turbinengeometrie wird der Massenstrom durch die Turbine gere-
gelt, welcher in direktem Zusammenhang mit der von der Turbine aufgenommenen
Leistung steht. Die Leistung, die die Turbine dem Abgasmassenstrom entzieht, wird
vom Verdichter an die Frischluft abgegeben. Im stationären Betrieb herrscht ein
Gleichgewicht zwischen der von der Turbine aufgenommenen und der vom Verdich-
ter abgegebenen Leistung. Im dynamischen Betrieb bewirken Leistungsdifferenzen
Änderungen der Turboladerdrehzahl. Aus der Leistungsbilanz des Turboladers und
dem Drehimpulssatz ergibt sich mit einem geeigneten Anfangswert nAtl,0 das dyna-
mische Modell
n˙Atl(t) = ηm(t)
PTrb(t)− PVrd(t)
4π2JAtlnAtl(t)
, nAtl(t0) = nAtl,0
für die Turboladerdrehzahl nAtl. Die Leistung PVrd des Verdichters kann dazu
nach
PVrd(t) = m˙Vrd(t)cp,LuftTvVrd(t)

pnVrd(t)
pvVrd(t)
κLuft−1
κLuft − 1

1
ηVrd(t)
,
die Leistung PTrb der Turbine nach
PTrb(t) = m˙Trb(t)cp,AbgasTvTrb(t)
1− pnTrb(t)
pvTrb(t)
κAbgas−1
κAbgas
 ηTrb(t)
berechnet werden. Dabei bezeichnet ηm den mechanischen Wirkungsgrad und JAtl
das Massenträgheitsmoment des Turboladers, ηVrd den isentropen Wirkungsgrad des
Verdichters und ηTrb den isentropen Wirkungsgrad der Turbine. Anhand von Mess-
daten können für diese Größen datenbasierte Modelle ermittelt werden. Des Weite-
ren bezeichnet m˙Vrd den Verdichtermassenstrom, m˙Trb den Turbinenmassenstrom,
pvVrd den Druck stromaufwärts des Verdichters, pnVrd den Druck stromabwärts des
Verdichters, pvTrb den Druck stromaufwärts der Turbine, pnTrb den Druck stromab-
wärts der Turbine, TvVrd die Temperatur stromaufwärts des Verdichters und TvTrb
die Temperatur stromaufwärts der Turbine. Werte für die spezifischen Wärmeka-
pazitäten cp,Luft und cp,Abgas sowie die Isentropenexponenten κLuft und κAbgas sind
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Tabelle 3.1 zu entnehmen. Für den Verdichtermassenstrom wird in Echim [17] ein
datenbasiertes Modell abhängig von der Turboladerdrehzahl, dem Druckverhältnis
über dem Verdichter, der Motordrehzahl und dem Motormoment vorgeschlagen. Als
Ansatzfunktion wird eine Polynomfunktion zweiten Grades gewählt, deren Koeffizi-
enten wiederum anhand von Messdaten identifiziert werden.
Da der Turbinenmassenstrom nach Gleichung (3.19) unter anderem von der VTG-
Position abhängt und der Verdichtermassenstrom nach Gleichung (3.29) eine Ein-
gangsgröße des Modells für den Ladedruck ist, ist mit den Modellen für die Turbola-
derdrehzahl, den Verdichtermassenstrom und den Turbinenmassenstrom der gesuch-
te dynamische Zusammenhang zwischen VTG-Position und Ladedruck gegeben. In
Echim [17] wurde das Modell ausführlich analysiert und in eine Mehrgrößenrege-
lung des Luftsystems integriert, die sowohl in einer Matlab-Simulation als auch di-
rekt am Fahrzeug validiert wurde. Die Untersuchungen am Fahrzeug fanden jedoch
ausschließlich im Leerlauf statt. Für den Einsatz im allgemeinen Fahrbetrieb wären
umfangreichere Messungen für die Parameteridentifikation und das datenbasierte
Modell des Verdichtermassenstroms erforderlich, die jedoch noch ausstehen.
Seit einigen Jahren sind auch Motoren mit zweistufigen Aufladesystemen auf dem
Markt, in denen zwei Abgasturbolader verbaut sind (vgl. z. B. Braess und Seiffert [9],
Merker et al. [70], Reif [78] oder van Basshuysen und Schäfer [93]). Bei deren Mo-
dellbildung kann analog vorgegangen werden.
3.5.2 Modellierung einer Niederdruck-Abgasrückführung
Es existieren Motorkonzepte, in denen neben der Abgasrückführstrecke im Hoch-
druckbereich auch eine Abgasrückführung im Niederdruckbereich vorgesehen ist
(vgl. z. B. Braess und Seiffert [9], Merker et al. [70] oder Reif [78]). Dafür wird
stromabwärts der Abgasnachbehandlungssysteme Abgas entnommen und stromauf-
wärts des Verdichters der Frischluft beigemischt.
Bei der Modellierung und Regelung solch einer Niederdruck-Abgasrückführung ist
weitgehend analog zur Modellierung und Regelung der Abgasrückführung im Hoch-
druckbereich vorzugehen. Das Modell des Luftsystems ist um je ein Behältermo-
dell für die Niederdruck-Frischluftstrecke sowie für die Niederdruck-Abgasstrecke zu
ergänzen. Die Behälter sind durch das Ventil der Niederdruck-Abgasrückführung
miteinander und über den Abgasturbolader mit den Behältern im Hochdruckbe-
reich verbunden. Das erforderliche Druckgefälle über dem Niederdruck-AGR-Ventil
wird mithilfe einer Abgasklappe erzeugt. Die Massenströme durch das Niederdruck-
AGR-Ventil und die Abgasklappe können mithilfe der Durchflussgleichung (3.16) ab-
gebildet werden. Die dynamisch modellierten Drücke dienen als Eingangsgrößen des
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statischen Modells für den Niederdruck-AGR-Massenstrom, so dass dessen Dynamik
wie die Dynamik des Hochdruck-AGR-Massenstroms indirekt erfasst wird.

4 Optimale Regelung
Die Aufgabe einer Regelung besteht darin, die Regelstrecke als das zu regelnde
System über Stellgrößen u in einen vorab definierten Sollzustand xsoll zu überfüh-
ren oder einer zeitabhängigen Führungsgröße zu folgen und dabei, anders als eine
Steuerung, nicht vorhersehbare Systemänderungen und äußere Einflüsse d auszuglei-
chen. Dazu werden die Istwerte x der Systemzustände laufend mit ihren Sollwerten
bzw. Führungsgrößen verglichen. Aus der Regelabweichung berechnet der Regler die
Werte für die Stellgrößen. Abbildung 4.1 zeigt das Blockschaltbild eines einfachen
Regelkreises.
Regler Regelstrecke
Stell-
größe
u(t)
Führungs-
größe
xsoll(t)
Regel-
abweichung
x(t)− xsoll(t)
Zustands-
größe
x(t)
−
Störgröße d(t)
Abbildung 4.1: Blockschaltbild eines Regelkreises, nach Lunze [66]
In diesem Kapitel wird ein sogenannter linear quadratischer Regler für den Hoch-
druckbereich des Diesel-Luftsystems entwickelt. Es handelt sich dabei um einen An-
satz der modellbasierten, optimalen Mehrgrößenregelung. Eine modellbasierte Rege-
lung stützt sich auf ein mathematisches Modell der Regelstrecke, welches die Regler-
entwicklung durch Simulationen unterstützen und die benötigte Zeit zur Regleraus-
legung am Prüfstand verringern kann. Für einen linear quadratischen Regler wird
ein dynamisches, lineares Modell verwendet. Für die Luftsystemregelung wird auf
das in Kapitel 3 entwickelte nichtlineare Modell zurückgegriffen, welches entspre-
chend zu linearisieren ist. Eine optimale Regelung optimiert ein Gütefunktional,
welches die Güte der Regelung beurteilt. Diese kann beispielsweise in möglichst kur-
zen Einregelzeiten, der Vermeidung von Schwingungen oder dem Einhalten von für
den Bauteilschutz sinnvollen Beschränkungen bestehen. Für einen linear quadrati-
schen Regler wird ein quadratisches Gütefunktional verwendet. Für Mehrgrößen-
systeme, bei denen das Verstellen eines einzelnen Stellglieds eine Änderung mehre-
rer Regelgrößen bewirkt, wird eine Mehrgrößenregelung benötigt. Diese ist in der
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Lage, unter Verwendung mehrerer Stellglieder mehrere Regelgrößen simultan auf
vorgegebene Sollwerte zu regeln, wobei Wechselwirkungen im System berücksichtigt
werden. Im Diesel-Luftsystem wird zum Beispiel die Menge und Zusammensetzung
der Zylinderfüllung durch die Positionen des Abgasrückführventils, der variablen
Turbinengeometrie und der Regelklappe bestimmt. Wird mithilfe des Ventils der
Abgasrückführung die Abgasrückführrate verändert, ändern sich dadurch auch der
Ladedruck, der Saugrohrdruck und der Abgasgegendruck, so dass die Positionen der
Regelklappe und der variablen Turbinengeometrie entsprechend angepasst werden
müssen. Umgekehrt bewirkt das Verstellen der variablen Turbinengeometrie oder der
Regelklappe neben einer Veränderung des Ladedrucks auch ein verändertes Druckge-
fälle über der Abgasrückführung und ändert somit den Abgasrückführmassenstrom,
so dass die Position des Abgasrückführventils entsprechend angepasst werden muss.
Werden für die einzelnen Stellglieder unabhängig voneinander ausgelegte Regler ein-
gesetzt, kann es zu unerwünschten Schwingungen im Luftsystem kommen.
Bevor die fundamentale Theorie zu linear quadratischen Reglern dargelegt wird, wer-
den im folgenden Abschnitt die dafür benötigten systemtheoretischen Grundlagen
erläutert. Anschließend wird auf die praktische Umsetzung des linear quadratischen
Reglers zur Regelung des Hochdruckbereichs des Diesel-Luftsystems eingegangen,
welcher daraufhin sowohl in einer Matlab-Simulation als auch anhand von Untersu-
chungen am Fahrzeug validiert wird. Abschließend wird ein Ausblick auf mögliche
Erweiterungen der Regelung gegeben. Die Entwicklung der Luftsystemregelung so-
wie ihre Validierung wurde in Zusammenarbeit mit Herrn Dr. Mitja Echim durch-
geführt und wird daher auch in der Dissertation Echim [17] beschrieben.
4.1 Systemtheoretische Grundlagen
In diesem Abschnitt wird ein Überblick über die für diese Arbeit benötigten sys-
temtheoretischen Definitionen und Aussagen gegeben. Für ausführlichere Darlegun-
gen und die Herleitung der Aussagen sei auf die Literatur verwiesen (vgl. z. B. He-
spanha [40], Knobloch und Kwakernaak [53], Sontag [86], Tietjen [88] und Zhou
et al. [99] für Darstellungen aus mathematischer Sicht sowie Föllinger [29] und Lun-
ze [67] für einen Überblick aus ingenieurtechnischer Sicht).
In Abschnitt 4.1.1 werden zunächst Definitionen zur Beschreibung von dynamischen
Systemen eingeführt. Anschließend werden in Abschnitt 4.1.2 wichtige Eigenschaften
linearer dynamischer Systeme dargelegt.
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4.1.1 Dynamische Systeme
Grundsätzlich kann ein zu regelndes System durch mathematische Modelle verschie-
denster Art dargestellt werden. In dieser Arbeit werden ausschließlich dynamische,
zeitkontinuierliche Mehrgrößenmodelle für die Regelung betrachtet. Das in Kapitel 3
vorgestellte nichtlineare Modell des Diesel-Luftsystems setzt sich aus theoretisch und
experimentell ermittelten Teilen zusammen, was für die Regelung jedoch keine Rolle
spielt. Es hat die Form eines nichtlinearen dynamischen Systems wie in der folgenden
Definition, die allerdings für konstante Parametervektoren formuliert ist.
Definition 4.1 (Nichtlineares dynamisches System)
Ein nichtlineares dynamisches System wird für t ∈ [t0, tf] durch die Zustandsdiffe-
rentialgleichung
x˙(t) = f(x(t), u(t), t, p), x(t0) = x0 (4.1a)
sowie die Ausgangsgleichung
y(t) = g(x(t), u(t), t, p) (4.1b)
beschrieben. Dabei bezeichnet t0 den Startzeitpunkt, tf den Endzeitpunkt, x0 ∈ Rnx
den Anfangszustand,
x : [t0, tf]→ Rnx den Zustand,
u : [t0, tf]→ Rnu die Steuerung1 bzw. den Eingang und
y : [t0, tf]→ Rny den Ausgang
des Systems, welches zudem von einem Parametervektor p ∈ Rnp abhängen kann.
Die Funktionen
f : Rnx × Rnu × [t0, tf]× Rnp → Rnx und
g : Rnx × Rnu × [t0, tf]× Rnp → Rny
sollen hinreichend glatt und können nichtlinear sein. Das System wird als autonom
oder zeitinvariant bezeichnet, wenn es nicht explizit von der Zeit t abhängt. Für
diesen Fall wird abkürzend
f(x(t), u(t), t, p) ≡ f(x(t), u(t), p) und
g(x(t), u(t), t, p) ≡ g(x(t), u(t), p)
notiert.
1In diesem Kontext ist der Begriff „Steuerung“ nicht im Sinne eines offenen Regelkreises ohne
Rückführung, sondern als Synonym für die Stellgrößen gemeint.
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In praktischen Anwendungen kann es vorkommen, dass nicht alle Zustandsgrößen
messtechnisch erfassbar sind. In dem Fall beschreibt die Ausgangsgleichung (4.1b)
die Beziehung zwischen dem Ausgang y, der die messbaren Größen enthält, und
dem Zustand x. In dieser Arbeit wird davon ausgegangen, dass alle Zustandsgrößen
messbar sind, so dass die Ausgangsgleichung hier nur von theoretischem Interesse
ist.
Befindet sich ein dynamisches System in einem Zustand, den es ohne äußere Einflüsse
nicht mehr verlässt, so wird dieser Zustand Ruhelage genannt.
Definition 4.2 (Ruhelage)
Das Paar (xruhe, uruhe) ∈ Rnx × Rnu heißt Ruhelage eines dynamischen Systems,
wenn für die rechte Seite der Zustandsdifferentialgleichung (4.1a)
f(xruhe, uruhe, t, p) = 0 für alle t ≥ t0
gilt.
Für eine Ruhelage (xruhe, uruhe) ist durch x(t) ≡ xruhe und u(t) ≡ uruhe offensichtlich
eine Lösung der Differentialgleichung (4.1a) zum Anfangszustand x(t0) = xruhe ge-
geben. Jedes dynamische System mit einer Ruhelage (xruhe, uruhe) ̸= (0, 0) lässt sich
vermöge
x˜(t) := x(t)− xruhe und
u˜(t) := u(t)− uruhe
in ein System mit einer Ruhelage (x˜ruhe, u˜ruhe) = (0, 0) transformieren. Daher kann
allgemein stets von einem System mit einer Ruhelage (xruhe, uruhe) = (0, 0) ausge-
gangen werden.
Die Betrachtung linearer dynamischer Systeme vereinfacht die Systemanalyse und
den Reglerentwurf maßgeblich. Für einen linear quadratischen Regler wird ein linea-
res dynamisches System wie in der folgenden Definition benötigt.
Definition 4.3 (Lineares dynamisches System)
Ein lineares dynamisches System wird für t ∈ [t0, tf] durch die Zustandsdifferential-
gleichung
x˙(t) = A(t, p)x(t) +B(t, p)u(t), x(t0) = x0 (4.2a)
sowie die Ausgangsgleichung
y(t) = C(t, p)x(t) +D(t, p)u(t) (4.2b)
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beschrieben. Dabei bezeichnet
A : [t0, tf]× Rnp → Rnx×nx die Systemmatrix,
B : [t0, tf]× Rnp → Rnx×nu die Eingangsmatrix,
C : [t0, tf]× Rnp → Rny×nx die Beobachtungsmatrix und
D : [t0, tf]× Rnp → Rny×nu die Durchgangsmatrix.
Das System wird autonom oder zeitinvariant genannt, wenn es nicht explizit von
der Zeit t abhängt. Für diesen Fall wird abkürzend A(t, p) ≡ A(p), B(t, p) ≡ B(p),
C(t, p) ≡ C(p) und D(t, p) ≡ D(p) notiert.
Die meisten Anwendungen zeigen ein nichtlineares, dynamisches Verhalten, so dass
sie zunächst durch nichtlineare Systeme wie in Definition 4.1 beschrieben werden.
Um dennoch Regelungsverfahren einsetzen zu können, die eine lineare Systemdy-
namik voraussetzen, sind nichtlineare Modelle entsprechend zu linearisieren. Falls
die Funktionen f und g des nichtlinearen dynamischen Systems (4.1) differenzierbar
sind, ergeben sich mit den linearen Taylor-Polynomen dieser Funktionen um einen
Referenzpunkt (xref, uref) die linearen Approximationen
x˙(t) = f(x(t), u(t), t, p)
≈ f(xref, uref, t, p) + A(t, p)(x(t)− xref) +B(t, p)(u(t)− uref) (4.3a)
y(t) = g(x(t), u(t), t, p)
≈ g(xref, uref, t, p) + C(t, p)(x(t)− xref) +D(t, p)(u(t)− uref). (4.3b)
Die Matrizen sind dabei durch die Ableitungen
A(t, p) := ∇xf(xref, uref, t, p), B(t, p) := ∇uf(xref, uref, t, p),
C(t, p) := ∇xg(xref, uref, t, p), D(t, p) := ∇ug(xref, uref, t, p)
gegeben. Im Referenzpunkt (xref, uref) stimmt die lineare Approximation exakt mit
dem nichtlinearen System überein. Je mehr der aktuelle Zustand x(t) und die aktu-
elle Steuerung u(t) von ihren Referenzwerten abweichen, desto ungenauer kann die
Approximation sein.
Für einen linear quadratischen Regler wird eine Linearisierung der Form (4.2) be-
nötigt. Da somit ein verschwindender konstanter Term f(xref, uref, t, p) erforderlich
ist, muss der Referenzpunkt (xref, uref) für die lineare Approximation (4.3) eine Ru-
helage der nichtlinearen Dynamik (4.1a) sein. Die Ausgangsgleichung erhält die ge-
wünschte Form nach (4.2b), wenn statt des Ausgangs y der transformierte Aus-
gang y˜(t) := y(t)− g(xref, uref, t, p) betrachtet wird.
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4.1.2 Eigenschaften linearer dynamischer Systeme
In diesem Abschnitt werden für diese Arbeit benötigte Definitionen und Aussagen
über lineare dynamische Systeme eingeführt.
Für die verbleibenden Abschnitte und Kapitel genügt es, ausschließlich lineare, zeit-
invariante dynamische Systeme der Form
x˙(t) = A(p)x(t) +B(p)u(t), x(t0) = x0 (4.4a)
y(t) = C(p)x(t) +D(p)u(t) (4.4b)
zu betrachten.2 Zugunsten einer besseren Lesbarkeit wird die Parameterabhängig-
keit der Matrizen in dieser Arbeit nicht weiter durch (p) hervorgehoben, solange
dies nicht explizit für den Kontext erforderlich ist. Ohne Einschränkung der All-
gemeinheit erlaubt die Transformation y˜(t) := y(t) − Du(t) den Verzicht auf die
Durchgangsmatrix D. Abkürzend wird für ein lineares, zeitinvariantes dynamisches
System daher die Schreibweise (A,B,C) oder (A,B), wenn die Ausgangsgleichung
nicht von Interesse ist, eingeführt.
Eine grundlegende Eigenschaft ungesteuerter3 dynamischer Systeme ist deren Sta-
bilitätsverhalten, welches die Reaktion des Systems auf Störungen des Anfangswerts
charakterisiert.
Definition 4.4 (Stabilität)
Ein lineares, ungesteuertes System x˙(t) = Ax(t), x(t0) = x0 heißt stabil, falls des-
sen Lösung für alle Anfangszustände x0 ∈ Rnx und für alle t ≥ t0 beschränkt ist.
Falls außerdem lim
t→∞
∥x(t)∥ = 0 gilt, heißt das System asymptotisch stabil (bzgl. der
Ruhelage xruhe = 0).
Die asymptotische Stabilität eines dynamischen Systems kann anhand der Eigen-
werte der Systemmatrix überprüft werden.
Satz 4.5 (Eigenwertkriterium für asymptotische Stabilität)
Das lineare, ungesteuerte System x˙(t) = Ax(t), x(t0) = x0 ist genau dann asymp-
totisch stabil, wenn alle Eigenwerte λ der Systemmatrix A einen negativen Realteil
besitzen. Eine Matrix mit dieser Eigenschaft heißt Stabilitäts- oder Hurwitz-Matrix.
Beweis: Vgl. Hespanha [40].
Kann ein dynamisches System durch geeignet gewählte Eingangsgrößen in eine Ru-
helage überführt werden, ist es stabilisierbar.
2Nicht alle in diesem Abschnitt getroffenen Aussagen können ohne Weiteres auf den zeitvarianten
Fall übertragen werden.
3Ein ungesteuertes System ist ein System mit u(t) ≡ 0.
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Definition 4.6 (Stabilisierbarkeit)
Ein lineares dynamisches System (A,B) heißt stabilisierbar, wenn es eine lineare
Zustandsrückführung u(t) = Kx(t) mit einer Rückführmatrix K ∈ Rnu×nx gibt, so
dass die Dynamik x˙(t) = (A+BK)x(t), x(t0) = x0 asymptotisch stabil ist.
Kann ein dynamisches System durch geeignet gewählte Eingangsgrößen in endlicher
Zeit in einen beliebigen Endzustand überführt werden, ist es steuerbar.
Definition 4.7 (Steuerbarkeit)
Ein lineares dynamisches System (A,B) heißt steuerbar, wenn es für alle An-
fangszustände x0 ∈ Rnx und Endzustände xsoll ∈ Rnx eine Steuerfunktion
u : [t0, tf]→ Rnu gibt, so dass diese den Anfangszustand in endlicher Zeit in den
Endzustand x(tf) = xsoll überführt.
Mithilfe eines auf den ungarisch-amerikanischen Mathematiker Rudolf Kálmán zu-
rückgehenden Steuerbarkeitskriteriums ist die Steuerbarkeit eines linearen dynami-
schen Systems leicht zu überprüfen.
Satz 4.8 (Steuerbarkeitskriterium von Kalman)
Das lineare dynamische System (A,B) ist genau dann steuerbar, wenn die Steuer-
barkeitsmatrix
SS := [B,AB,A
2B, . . . , Anx−1B]
vollen Rang besitzt, d. h. wenn rang(SS) = nx gilt.
Beweis: Vgl. Zhou et al. [99].
In der Literatur finden sich Beweise, dass zu steuerbaren dynamischen Syste-
men (A,B) stets eine Rückführmatrix K ∈ Rnu×nx existiert, so dass die Eigenwerte
der Matrix A+BK einen negativen Realteil besitzen (vgl. z. B. Knobloch und Kwa-
kernaak [53] oder Sontag [86]). Aufgrund des Eigenwertkriteriums für asymptotische
Stabilität (vgl. Satz 4.5) ist somit offensichtlich, dass jedes steuerbare dynamische
System (A,B) stabilisierbar ist.
Kann aus dem Verlauf der Ein- und Ausgangsgrößen in einem endlichen Zeitinter-
vall auf den Zustand eines dynamischen Systems geschlossen werden, so ist dieses
beobachtbar. Die Definition der Beobachtbarkeit ist insbesondere für dynamische
Systeme von Interesse, bei denen nicht alle Zustandsgrößen messtechnisch erfassbar
sind.
Definition 4.9 (Beobachtbarkeit)
Das lineare dynamische System (A,B,C) heißt beobachtbar, wenn jeder Anfangs-
zustand x0 ∈ Rnx für alle tf > t0 aus dem bekannten Verlauf der Steuerfunktion u
und des Systemausgangs y auf dem endlichen Intervall [t0, tf] bestimmt werden kann.
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Die Beobachtbarkeit eines linearen dynamischen Systems ist leicht mithilfe eines
ebenfalls nach Kálmán benannten Kriteriums überprüfbar.
Satz 4.10 (Beobachtbarkeitskriterium von Kalman)
Das lineare dynamische System (A,B,C) ist genau dann beobachtbar, wenn die Be-
obachtbarkeitsmatrix
SB := [C,CA,CA
2, . . . , CAnx−1]T
vollen Rang besitzt, d. h. wenn rang(SB) = nx gilt.
Beweis: Vgl. Zhou et al. [99].
4.2 Linear quadratische Regler
In diesem Abschnitt werden die Grundlagen linear quadratischer Regler (LQ-Regler)
erläutert. Diese werden zum Beispiel auch in Hespanha [40], Lewis et al. [61] und Lo-
catelli [62] beschrieben. Weitere Einblicke werden in Anderson und Moore [2], Athans
und Falb [4], Föllinger [28] und [29], Lunze [67] und Sontag [86] gegeben.
Bei einem LQ-Regler handelt es sich um ein Konzept der modellbasierten, optima-
len Mehrgrößenregelung, für das ein dynamisches, lineares Modell der Regelstrecke
und ein quadratisches Gütefunktional verwendet werden. Da zur Berechnung ei-
nes solchen Reglers eine sogenannte Riccati-Gleichung zu lösen ist, sind LQ-Regler
auch unter dem Namen Riccati-Regler bekannt. Das Ziel einer optimalen Rege-
lung besteht nicht nur darin, die Regelstrecke, die sich zum Startzeitpunkt t0 im
Anfangszustand x(t0) = x0 befindet, mithilfe der Steuerung u in den vorab definier-
ten Sollzustand xsoll zu überführen, sondern dies auch auf dem bestmöglichen Weg
zu erreichen, was mithilfe eines Gütefunktionals J bewertet wird. Unter den Vor-
aussetzungen der Stabilisierbarkeit und der Beobachtbarkeit des dynamischen Sys-
tems ergibt sich eine lineare Zustandsrückführung als Reglergesetz, welches zu einem
asymptotisch stabilen Regelkreis führt. Um ein möglichst einfaches Reglergesetz zu
erhalten, wird in dieser Arbeit der Fall eines unendlichen Zeithorizonts tf → ∞
betrachtet, aus dem eine zeitinvariante Rückführmatrix resultiert.
Für einen LQ-Regler wird im zeitkontinuierlichen, autonomen Fall ein lineares, dy-
namisches Modell der Form
x˙(t) = A(p)x(t) +B(p)u(t), x(t0) = x0, (4.5)
als Systembeschreibung gewählt, wobei A(p) ∈ Rnx×nx und B(p) ∈ Rnx×nu für einen
festen Parameter p konstante, das System beschreibende Matrizen sind. Ohne Ein-
schränkung der Allgemeinheit kann dabei für den Startzeitpunkt t0 = 0 angenom-
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men werden.4 Das Modell entspricht einem linearen dynamischen System gemäß
Definition 4.3.
Soll das zu regelnde System aus dem Anfangszustand x0 ̸= 0 durch die Steuerfunk-
tion u in den Sollzustand xsoll = 0 überführt werden,5 so existieren im Allgemeinen
mehrere, womöglich sogar unendlich viele Steuerfunktionen, die diese Aufgabe er-
füllen. Mit dem Ziel, die bestmögliche dieser Steuerfunktionen zu wählen, wird das
Regelungsproblem um ein geeignetes Gütemaß erweitert, welches zur Bewertung der
Regelgüte dient. Optimale Regelungen überführen das zu regelnde System in den
Sollzustand und optimieren dabei dieses Gütemaß, welches für den LQ-Regler durch
das quadratische Funktional
J(x, u) :=
 ∞
0
x(t)TQx(t) + u(t)TRu(t) dt (4.6)
definiert wird. Dabei beschreiben die Einträge der symmetrischen Gewichtungsma-
trizen6 Q ∈ Rnx×nx ≥ 0 und R ∈ Rnu×nu > 0 den relativen Einfluss der Zustands-
und Steuergrößen auf die Reglerauslegung. Durch die positiv semidefinite Matrix Q
wird die Relevanz der Regelabweichung und durch die positiv definite Matrix R die
der Steuerenergie geprägt. Damit lässt sich das Gütemaß zum Beispiel so formulie-
ren, dass der Sollzustand unter Verwendung der minimalen Steuerenergie erreicht
wird. Dazu müssen die Einträge in R groß gegenüber den Einträgen in Q sein. Sind
umgekehrt die Einträge in Q größer, wird der Sollzustand schneller erreicht. Wenn
dabei zu viel Steuerenergie zugelassen wird, kann es zu Schwingungen der Stell- und
infolgedessen auch der Regelgrößen kommen.
Mit dem linearen Modell (4.5) und dem Gütefunktional (4.6) wird das linear qua-
dratische Regulatorproblem definiert.
Definition 4.11 (Linear quadratisches Regulatorproblem)
Mit den Matrizen A, Q ∈ Rnx×nx , B ∈ Rnx×nu , R ∈ Rnu×nu und dem Anfangs-
zustand x0 ∈ Rnx lautet das linear quadratische Regulatorproblem (LQR-Problem)
min
x,u
J(x, u) =
 ∞
0
x(t)TQx(t) + u(t)TRu(t) dt (4.7a)
unter x˙(t) = Ax(t) +Bu(t) (4.7b)
x(0) = x0. (4.7c)
4Andere Startzeitpunkte können stets durch eine Koordinatentransformation nach t0 = 0 über-
führt werden.
5Sollzustände xsoll ̸= 0 können stets durch eine geeignete Koordinatentransformation erreicht
werden.
6Die Gewichtungsmatrizen können vom Parametervektor p abhängen. Zudem gibt es eine allge-
meinere, in dieser Arbeit nicht betrachtete Variante des LQ-Reglers, in der ein zusätzlicher
gemischter Term der Form x(t)TNu(t) im Zielfunktional auftritt (vgl. Hespanha [40]).
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Dabei wird von einem Sollwert (xsoll, usoll) = (0, 0) ausgegangen. In der Literatur
wird das Zielfunktional gelegentlich mit dem Faktor 1
2
multipliziert, was in dieser
Arbeit jedoch keine Rolle spielt.
Eine Vorgehensweise zum Auffinden der optimalen Lösung des linear quadratischen
Regulatorproblems wird in folgendem Satz beschrieben.
Satz 4.12 (LQ-Regler)
Das dynamische System (A,B) sei stabilisierbar, (A,B,Q) sei beobachtbar und für
die Gewichtungsmatrizen gelte Q = QT ≥ 0 und R = RT > 0. Dann exis-
tiert eine eindeutige positiv definite Lösung P ∗ = P ∗T der algebraischen Riccati-
Gleichung (ARE, englisch: algebraic Riccati equation)
0 = ATP + PA− PBR−1BTP +Q. (4.8)
Die Lösung des LQR-Problems (4.7) ergibt sich für jedes x0 ∈ Rnx und für alle t ≥ 0
aus der linearen Zustandsrückführung
u(t) = −Kx(t), K := R−1BTP ∗. (4.9)
Die Rückführmatrix K wird auch als Reglermatrix bezeichnet. Das Zielfunktional
nimmt den Wert
J(x, u) = xT0 P
∗x0
an und der Regelkreis x˙(t) = (A−BK)x(t) ist asymptotisch stabil.
Beweis: Vgl. Hespanha [40].
Für Sollwerte (xsoll, usoll) ̸= (0, 0) gelten mit den Koordinatentransformationen
x˜(t) := x(t) − xsoll und u˜(t) := u(t) − usoll die gleichen Resultate. Als Zustands-
rückführung ergibt sich dann
u(t) = −K(x(t)− xsoll) + usoll.
4.3 Regelung des Diesel-Luftsystems
In diesem Abschnitt wird die praktische Umsetzung des im vorherigen Abschnitt be-
schriebenen linear quadratischen Reglers zur Regelung des Hochdruckbereichs des
Diesel-Luftsystems geschildert. Mithilfe der Regelklappe und des Abgasrückführven-
tils sollen dabei der Saugrohrdruck und der Abgasrückführmassenstrom zeitgleich ge-
regelt werden. Insbesondere wird auf Verfahren zum Lösen der algebraischen Riccati-
Gleichung und die Berücksichtigung von Modellunsicherheiten eingegangen.
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4.3.1 Allgemeiner Ablauf
Das in Kapitel 3 entwickelte dynamische Modell dient als Grundlage für die Luft-
systemregelung. Es beschreibt den Systemzustand
x(t) := (x1(t), . . . , x7(t))
T
= (pnVrd(t), pvZyl(t), pnZyl(t), rRk(t), rAgr(t), r˙Rk(t), r˙Agr(t))
T
durch das System nichtlinearer, gewöhnlicher Differentialgleichungen (3.30), welches
die Dimension nx = 7 besitzt. Zudem werden die im Kapitel 3 erläuterten Modell-
funktionen und die ebenfalls dort genannten datenbasierten Modelle benötigt. Des
Weiteren hängt das Modell von den im Parametervektor
p(t) := (p1(t), . . . , p14(t))
T = (m˙Diesel(t),MMot(t), nAtl(t), nMot(t), pU(t), TU(t),
TnLlk(t), TMot(t), TvTrb(t), TnTrb(t), TnAgn(t), rZyl(t), rVtg(t), σDiesel(t))
T
zusammengefassten Größen ab, deren Werte vom Steuergerät, beispielsweise in
Form von Sensordaten, zu liefern sind. Der Parametervektor besitzt die Dimensi-
on np = 14. Über den Steuervektor
u(t) := (u1(t), u2(t))
T = (r¨Rk(t), r¨Agr(t))
T
kann Einfluss auf das System genommen werden. Der Steuervektor hat die Dimen-
sion nu = 2.
Der Zustands- und der Steuervektor setzen sich aus physikalischen Größen unter-
schiedlicher Größenordnungen zusammen. Um daraus resultierende numerische Pro-
bleme zu vermeiden, wird mit auf das Intervall [−1, 1] normierten Größen gerechnet,
die sich mit geeigneten Normierungsvektoren σx ∈ Rnx und σu ∈ Rnu aus
x˜i(t) := σx,ixi(t) für i = 1, . . . , nx
u˜j(t) := σu,juj(t) für j = 1, . . . , nu
ergeben.
Für die Berechnung eines LQ-Reglers sind dynamische Modelle für die zu regelnden
Größen erforderlich. Für die Regelgröße AGR-Massenstrom ist mit der Modellfunk-
tion fm˙Agr nach Gleichung (3.18) jedoch lediglich ein statisches Modell gegeben. Als
entscheidende Eingangsgrößen dieses Modells sind die Position des AGR-Ventils,
der Saugrohrdruck und der Abgasgegendruck zu nennen, für die dynamische Mo-
delle zur Verfügung stehen. Als Ausweg wird daher der Ansatz verfolgt, den AGR-
Massenstrom über diese dynamisch modellierten Größen indirekt zu regeln.
Das Flussdiagramm in Abbildung 4.2 zeigt den Programmablauf eines LQ-Reglers.
Nach den notwendigen Initialisierungen werden zunächst die Messdaten erfasst. Da-
zu gehört der Istwert des Systemzustands, aber auch für das mathematische Modell
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u
Abbildung 4.2: Flussdiagramm eines LQ-Reglers
sowie für die Bestimmung der Sollwerte benötigte Parameter.7 Die Sollwerte für
den Saugrohrdruck pvZyl,soll und den AGR-Massenstrom m˙Agr,soll werden abhängig
von Betriebspunkt, Fahrerwunsch und Umgebungsbedingungen von einer externen
Funktion bereitgestellt.8 In dieser Arbeit wird stets vorausgesetzt, dass alle Zu-
standsgrößen messtechnisch erfassbar sind. Steht kein Sensor zur Verfügung, wird
vorläufig das in Abschnitt 3.4 bereits zur Modellvalidierung verwendete Referenz-
modell als Sensor betrachtet. Als weiterführende Untersuchung und im Hinblick
eines Einsatzes der Mehrgrößenregelung in Serienfahrzeugen wäre der Einsatz eines
Beobachtersystems (vgl. Abschnitt 4.5.2) interessant.
Für die Umsetzung eines LQ-Reglers werden Sollwerte für alle Zustands- und Steuer-
größen des dynamischen Systems benötigt. Daher wird nach dem Erfassen der Mess-
daten in Ergänzung der Sollwerte für den Saugrohrdruck und den AGR-Massenstrom
eine Ruhelage (xruhe, uruhe) des Differentialgleichungssystems (3.30) berechnet, die
zu den extern vorgegebenen Sollwerten passende Sollwerte für die übrigen Zustands-
und Steuergrößen bereitstellt. Das Nullstellenproblem fmdl(xruhe, uruhe, p) = 0 zum
Bestimmen der Ruhelage kann beispielsweise mit dem mehrdimensionalen Newton-
Verfahren9 gelöst werden. Für die Rechenzeit ist es in der Regel jedoch günstiger,
die Ruhelage analytisch zu berechnen. Dabei ist zu beachten, dass die nichtlineare
Funktion fmdl womöglich keine eindeutige Nullstelle besitzt. Außerdem ist es mög-
lich, dass eine Nullstelle nicht auf analytischem Weg gefunden werden kann. Bei der
Berechnung von Ruhelagen für das Diesel-Luftsystem ist die Invertierung einiger
7Zwischen zwei Messzeitpunkten werden die Messgrößen als konstant angenommen. Daher wird
der Parametervektor p im Folgenden nicht mehr als zeitabhängige Größe notiert.
8Die Berechnung geeigneter Sollwerte ist nicht Teil dieser Arbeit.
9Das Newton-Verfahren wird in der Standardliteratur zur numerischen Mathematik behandelt,
z. B. in Freund und Hoppe [31] oder Hanke-Bourgeois [38].
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Kennfelder erforderlich, die nicht unbedingt global invertierbar sein müssen. Gege-
benenfalls kann eine Kombination aus analytischer und numerischer Ruhelagenbe-
rechnung Abhilfe schaffen, bei der die Ruhelagen weitestgehend analytisch berechnet
werden und lediglich die lokale Invertierung der Kennfelder numerisch erfolgt.
Für die Berechnung eines LQ-Reglers wird ein dynamisches, lineares Modell der
Regelstrecke benötigt. Liegt wie beim Luftsystemmodell (3.30) zunächst eine nicht-
lineare Systembeschreibung der Form x˙(t) = fmdl(x(t), u(t), p) vor, kann diese lokal
durch ein lineares Taylor-Polynom approximiert werden. Als Referenzpunkt dient
die zuvor berechnete Ruhelage, so dass sich das lineare dynamische System
x˙(t) = A(x(t)− xruhe) +B(u(t)− uruhe), x(t0) = x0
mit A := ∇xfmdl(xruhe, uruhe, p) und B := ∇ufmdl(xruhe, uruhe, p) für den LQ-Regler
ergibt. In dieser Arbeit werden zur Berechnung der Ableitungen zentrale Differen-
zenquotienten verwendet. Falls analytische Ableitungen bestimmbar sind, besteht
an dieser Stelle noch Potential zum Einsparen von Rechenzeit.
Für das Zielfunktional des linear quadratischen Regulatorproblems sind geeignete
Gewichtungsmatrizen Q und R anzugeben. Im Allgemeinen ist es denkbar, die Ge-
wichtungsmatrizen zum Beispiel je nach Betriebspunkt oder Betriebsbereich anzu-
passen. In dieser Arbeit werden jedoch konstante Gewichtungsmatrizen verwendet,
so dass dieser Schritt in die Initialisierungen integriert werden kann. Um geeigne-
te Gewichtungsmatrizen zu wählen, müssen häufig aufwendige numerische Unter-
suchungen durchgeführt werden. Die Bryson-Regel liefert eine erste Näherung für
diese Untersuchungen (vgl. z. B. Åström und Murray [3] oder Hespanha [40]). Dabei
werden die Matrizen Q und R als Diagonalmatrizen mit den Diagonaleinträgen
qii =
1
x2max,i
, i = 1, . . . , nx
rjj =
1
u2max,j
, j = 1, . . . , nu
gewählt, wobei xmax,i ein Richtwert für den betragsmäßig maximal zu erwartenden
Wert des Zustands xi und umax,j ein Richtwert für den betragsmäßig maximal zu er-
wartenden Wert der Steuerung uj ist. Die Terme des Zielfunktionals werden dadurch
so normiert, dass sie maximal den Wert eins annehmen. Anschaulich beschreibt ein
Diagonaleintrag qii bzw. rjj den Einfluss des zugehörigen Zustands xi bzw. der zu-
gehörigen Steuerung uj auf die Reglerauslegung. In dieser Arbeit wird vorerst mit
nach der Bryson-Regel bestimmten Gewichtungsmatrizen gearbeitet, da erfahrungs-
gemäß auch damit häufig schon gute Ergebnisse erzielt werden können. Hier werden
allerdings nur die Diagonaleinträge mit einem Wert ungleich null belegt, die für das
Einregeln des Saugrohrdrucks und des AGR-Massenstroms wesentlich zu sein schei-
nen. Es handelt sich dabei um eine intuitive Wahl, die dadurch begründet ist, dass
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nur der Saugrohrdruck und der AGR-Massenstrom eine hohe Relevanz bei der Reg-
lerauslegung haben sollen. Da der AGR-Massenstrom keine dynamisch modellierte
Zustandsgröße ist, werden mit dem Saugrohrdruck, dem Abgasgegendruck und der
Position des AGR-Ventils diejenigen Zustandsgrößen berücksichtigt, die einen direk-
ten Einfluss auf ihn ausüben. Ist von Standardwerten für die Matrizen die Rede, so
sind in dieser Arbeit die auf diese Weise bestimmten Diagonalmatrizen
Q :=

0 0 0 0 0 0 0
0 11,11 0 0 0 0 0
0 0 6,25 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1,108 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

und R :=

25 0
0 25

(4.10)
gemeint, welche die in Satz 4.12 geforderten Definitheitseigenschaften offensichtlich
erfüllen. In Kapitel 5 wird ergänzend ein Verfahren vorgestellt, mit dem sich opti-
male Gewichtungsmatrizen als Lösung eines Optimalsteuerungsproblems berechnen
lassen. Die Standardmatrizen können dabei als Startschätzung dienen.
Nachdem die für die Auslegung des LQ-Reglers benötigten Matrizen A, B, Q und
R bekannt sind, können die Voraussetzungen von Satz 4.12 überprüft werden. Der
wesentliche Schritt im Zyklus des LQ-Reglers besteht daraufhin im Lösen der al-
gebraischen Riccati-Gleichung. In Abschnitt 4.3.2 werden verschiedene Verfahren
zum Lösen dieser quadratischen Matrixgleichung erläutert und untersucht, die sich
deutlich bezüglich der benötigten Rechenzeit sowie der erreichten Genauigkeit un-
terscheiden. Es zeigt sich, dass das Newton-Verfahren für diese Arbeit einen guten
Kompromiss zwischen hoher Lösungsgenauigkeit, geringer Rechenzeit und niedrigem
Implementierungsaufwand darstellt.
Mit der Lösung P ∗ der algebraischen Riccati-Gleichung ergibt sich die Reglermatrix
gemäß Satz 4.12 zu K = R−1BTP ∗, welche für die lineare Zustandsrückführung
u(t) = −K(x(t)− xruhe) + uruhe verwendet wird. Bei der Luftsystemregelung enthält
der Steuervektor u die Stellgliedbeschleunigungen. In einer Ruhelage des Systems
nehmen diese den Wert null an, so dass der Term uruhe in der Zustandsrückführung
entfällt.
Im Konzept des LQ-Reglers ist es nicht direkt vorgesehen, Zustands- oder Steuerbe-
schränkungen zu berücksichtigen. Daher wird die ReglermatrixK zunächst ungeach-
tet der Beschränkungen für die Stellgliedbeschleunigungen berechnet. Anschließend
wird mittels der Gleichungen (3.24) überprüft, ob die dadurch bestimmten Steuer-
größen die Beschränkungen einhalten.10 Bei Unter- oder Überschreiten der zulässigen
10Idealerweise sind die Gewichtungsmatrizen Q und R so zu wählen, dass die Beschränkungen der
Steuergrößen nicht überschritten werden.
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Beschleunigungen werden die Steuergrößen auf den minimal bzw. maximal zulässi-
gen Wert gesetzt, bevor sie an das Motorsteuergerät übermittelt werden. Danach
beginnt der Zyklus mit dem Erfassen der Messdaten von vorne.
Auf dem Motorsteuergerät ist dieser Zyklus in Echtzeit zu durchlaufen. Auf dem
Steuergerät gibt es neben einem kurbelwinkelsynchronen auch verschiedene zeit-
äquidistante Zeitraster. Für die Berechnungen des LQ-Reglers stehen äquidistante
Zeitschritte im Millisekundenbereich zur Verfügung.
4.3.2 Verfahren zum Lösen der algebraischen
Riccati-Gleichung
Der wohl rechenintensivste Schritt im Konzept des LQ-Reglers ist das Lösen der
algebraischen Riccati-Gleichung (4.8). Ein dafür effizientes Verfahren ist daher ent-
scheidend für die Echtzeitfähigkeit der Regelung.
Die algebraische Riccati-Gleichung ist eine quadratische Matrixgleichung, zu de-
ren Lösung verschiedene Verfahren bereitstehen. Ein Überblick über mögliche Lö-
sungsmethoden wird zum Beispiel in Bini et al. [8], Bunse-Gerstner [11] oder Mehr-
mann [69] gegeben. Um den LQ-Regler für das Diesel-Luftsystem auch am Fahrzeug
testen zu können, wird für diese Arbeit ein Algorithmus benötigt, der einen Kom-
promiss zwischen hoher Lösungsgenauigkeit, geringer Rechenzeit und niedrigem Im-
plementierungsaufwand darstellt. Dazu werden Integrationsverfahren mit und ohne
Schrittweitensteuerung, das Newton-Verfahren und die Schur-Methode in Betracht
gezogen. Im Folgenden werden die einzelnen Verfahren kurz erläutert, bevor die Er-
gebnisse der Untersuchungen zusammengetragen werden. In diesem Abschnitt wird
davon ausgegangen, dass die Voraussetzungen von Satz 4.12 stets erfüllt sind und
es somit eine eindeutige positiv definite Lösung der algebraischen Riccati-Gleichung
gibt.
Die positiv definite Lösung der algebraischen Riccati-Gleichung kann als Grenzlö-
sung der rückwärts zu integrierenden Riccati-Differentialgleichung
−P˙ (t) = ATP (t) + P (t)A− P (t)BR−1BTP (t) +Q, P (tf) = 0nx×nx (4.11)
aufgefasst werden (vgl. z. B. Anderson und Moore [2], Lewis et al. [61], Locatelli [62]).
Daher werden zum Lösen der algebraischen Riccati-Gleichung zunächst einige In-
tegrationsverfahren11 zum Lösen der Riccati-Differentialgleichung untersucht. Diese
wird dazu in ein System aus nx×nx Differentialgleichungen überführt, so dass klas-
sische Integrationsverfahren wie das Verfahren von Heun (vgl. Butcher-Tableau in
11Theorie und Algorithmen der betrachteten Verfahren können in den Standardlehrbüchern über
numerische Mathematik nachgelesen werden, z. B. in Hanke-Bourgeois [38] oder Stoer und Bu-
lirsch [87].
66 Kapitel 4. Optimale Regelung
Tabelle 4.1: Butcher-Tableau
zum Verfahren von Heun
0
1 1
1/2 1/2
Tabelle 4.2: Butcher-Tableau zum eingebetteten
Runge-Kutta-Verfahren
0
1/4 1/4
27/40 −189/800 729/800
1 214/891 1/33 650/891
RK2 214/891 1/33 650/891 0
RK3 533/2106 0 800/1053 −1/78
Tabelle 4.1), ein eingebettetes Runge-Kutta-Verfahren mit Schrittweitensteuerung
(vgl. Butcher-Tableau in Tabelle 4.2) sowie die von Matlab bereitgestellten Integra-
tionsfunktionen ode45 als Vertreter der expliziten und ode15s als Vertreter der im-
pliziten Verfahren auf ihre Eignung zum Lösen der algebraischen Riccati-Gleichung
geprüft werden können.
Bei der algebraischen Riccati-Gleichung handelt es sich um ein Nullstellenproblem.
Ein intuitiver Ansatz ist daher, das klassische mehrdimensionale Newton-Verfahren
zu dessen Lösung heranzuziehen, das ebenfalls mit nur wenig Implementierungsauf-
wand verbunden ist. Dazu wird die algebraische Riccati-Gleichung in ein System aus
nx × nx Nullstellenproblemen überführt. Abhängig von einer guten Startschätzung
konvergiert das Newton-Verfahren gegen die positiv definite Lösung. Als Startschät-
zung wird für diese Arbeit jeweils die im vorherigen Zeitschritt berechnete Lösung
verwendet, welche mit einer in einer Simulation berechneten Lösung initialisiert
wird. Es sei bemerkt, dass zum Lösen der algebraischen Riccati-Gleichung üblicher-
weise ein auf Banach-Räume verallgemeinertes Newton-Verfahren verwendet wird,
das direkt auf dem Rnx×nx operiert und zu dem es Beschleunigungsstrategien sowie
Strategien zur Wahl einer geeigneten Startschätzung gibt (vgl. z. B. Bini et al. [8],
Bunse-Gerstner [11], Mehrmann [69]).
Ein weiteres Verfahren zum Lösen der algebraischen Riccati-Gleichung ist die Schur-
Methode.12 Dabei wird der stabile, invariante Unterraum zur Hamilton-Matrix
H :=

A −BR−1BT
−Q −AT

bestimmt. Dies kann mit dem QR-Algorithmus (vgl. Golub und Van Loan [36])
erreicht werden, der mithilfe von orthogonalen Ähnlichkeitstransformationen eine
reelle Schur-Zerlegung H = UTUT der Hamilton-Matrix berechnet. Die Eigenwerte
von H setzen sich aus den Eigenwerten der 1 × 1- bzw. 2 × 2-Diagonalblöcke der
quasi-oberen Dreiecksmatrix T zusammen. Mit dem Bartels-Stewart-Algorithmus
12In Anhang C wird ein Überblick über für das Verständnis der Schur-Methode hilfreiche theore-
tische Grundlagen gegeben.
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Tabelle 4.3: Vergleich der Verfahren zum Lösen der ARE bzgl. Rechenzeit und
Genauigkeit
Gesamtzeit [s] mittlere
Rechenzeit [ms]
mittlere
Genauigkeit [-]
nicht pos.
definite
Lösungen [-]
Heun 152,45 12,58 11,49 3 461
RK2(3) 3 233,65 266,80 1,22 4 402
Newton 28,57 2,36 0,45 0
ode45 3 556,90 293,47 74,78 12 093
ode15s 301,71 24,89 0,01 9
ode15s 188,44 15,55 0,50 10
Schur 2,97 0,25 1,27 ·10−12 4
können diese Blöcke entlang der Diagonalen von T beliebig umsortiert werden (vgl.
Bai und Demmel [6] und Golub und Van Loan [36]). Somit kann eine orthogonale
Matrix
U =

U11 U12
U21 U21

ermittelt werden, deren erste nx Spalten (U11, U21)T den stabilen, invarianten Un-
terraum zu H aufspannen und aus denen sich die positiv definite Lösung der al-
gebraischen Riccati-Gleichung durch P ∗ = U21U−111 berechnen lässt. Für die Un-
tersuchungen in dieser Arbeit werden die Matlabfunktionen schur und ordschur
benutzt.
Um zu entscheiden, welches der genannten Verfahren am besten, nicht nur für die
Reglersimulation in Matlab, sondern auch für Validierungen am Fahrzeug, geeig-
net ist, werden Untersuchungen in Matlab durchgeführt. Dazu wird die algebraische
Riccati-Gleichung für 12 120 Situationen aus einer Fahrzeugmessung13 jeweils mit
den verschiedenen Verfahren gelöst. Die Ergebnisse werden bezüglich Rechenzeit
und Genauigkeit miteinander verglichen. Als Maß für die Genauigkeit wird die eu-
klidische Norm verwendet. Außerdem wird die positive Definitheit der gefundenen
Lösungen überprüft. Die Ergebnisse sind in Tabelle 4.3 zusammengetragen.14
Der obere Teil von Tabelle 4.3 enthält die Ergebnisse zu den Verfahren, für die der
Implementierungsaufwand als sehr gering einzustufen ist. Unter diesen Verfahren
liefert das Newton-Verfahren die besseren Ergebnisse und benötigt zudem weni-
ger Rechenzeit als die Integrationsverfahren. Als weiterer Nachteil der Integrations-
13Es handelt sich dabei um dieselben Messdaten, die auch schon zur Modellvalidierung in Ab-
schnitt 3.4 verwendet wurden.
14Die Berechnungen wurden auf einem Prozessor vom Typ Intel Core i7-3770 durchgeführt.
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verfahren ist zu beobachten, dass die gefundene Lösung in etwa einem Drittel der
betrachteten Fälle nicht positiv definit ist, wohingegen dieser Effekt beim Newton-
Verfahren nicht auftritt. Angesichts der mit dem Newton-Verfahren auf Anhieb er-
zielten, vergleichsweise guten Ergebnisse wurde auf weitere Untersuchungen mit In-
tegrationsverfahren verzichtet. Es sei jedoch erwähnt, dass sich deren Ergebnisse
mit Verfahren höherer Ordnung verbessern lassen sollten. Außerdem können diese
durch die Größe des Intervalls, auf dem die Riccati-Differentialgleichung (4.11) gelöst
wird, und bei Verfahren ohne Schrittweitensteuerung durch die Wahl der Schrittwei-
te beeinflusst werden. Wird die Riccati-Differentialgleichung zum Beispiel auf einem
größeren Intervall gelöst, so ist auch von den Integrationsverfahren eine höhere Ge-
nauigkeit zu erwarten, die allerdings zumindest bei gleicher Schrittweite mit einer
noch höheren Rechenzeit einherginge.
Der untere Teil von Tabelle 4.3 enthält die Ergebnisse zu den Verfahren mit hö-
herem Implementierungsaufwand. Beim Vergleich der beiden Matlab-Integrations-
funktionen fällt auf, dass das implizite Verfahren ode15s genauere Lösungen in kür-
zerer Zeit liefert. Dies deutet darauf hin, dass sich unter den zu lösenden Riccati-
Differentialgleichungen auch steife15 Differentialgleichungssysteme befinden. Außer-
dem fällt auf, dass so gut wie alle von ode45 gefundenen Lösungen nicht positiv
definit sind, während dieser Fall unter Verwendung von ode15s nur in neun Situa-
tionen eintritt. In diesen neun Situationen ist die Lösung zumindest positiv semidefi-
nit. Verglichen mit dem Newton-Verfahren benötigt die Matlab-Integrationsfunktion
ode15s mehr Zeit, liefert allerdings auch eine deutlich genauere Lösung. Um einen
gerechteren Vergleich zu ermöglichen, wird die Fehlertoleranz für ode15s herab-
gesetzt. Daraufhin treten jedoch numerische Schwierigkeiten in Form von diver-
gierenden Lösungen auf. Eine weitere Möglichkeit, die Genauigkeit der durch ein
Integrationsverfahren gefundenen Lösung herabzusetzen, besteht darin, die Riccati-
Differentialgleichung auf einem kürzeren Zeitintervall zu integrieren. Für eine mittle-
re Genauigkeit von 0,50 benötigt die Matlab-Integrationsfunktion ode15s dann ins-
gesamt 188,44 s, im Mittel 15,55ms. Unter den gefundenen Lösungen befinden sich
zehn positiv semidefinite Matrizen. Die Lösungsgenauigkeit ist nun mit der Genau-
igkeit der vom Newton-Verfahren berechneten Lösung vergleichbar, die Rechenzeit
bleibt jedoch höher. Am meisten Potential bietet offensichtlich die Schur-Methode.
Sie erreicht in der kürzesten Zeit die mit Abstand höchste Genauigkeit, ist aber
auch mit hohem Implementierungsaufwand verbunden. Es erscheint daher sinnvoll,
entsprechende Bibliotheken zu nutzen, deren Einbindung in die Testumgebung am
Fahrzeug in der zur Verfügung stehenden Zeit jedoch noch nicht möglich war. Als
weiterer Vorteil der Schur-Methode ist deren Unabhängigkeit von einer Startschät-
15Differentialgleichungssysteme, bei denen explizite Lösungsmethoden Schwierigkeiten bereiten,
während implizite Verfahren besser geeignet sind, werden als steif bezeichnet. Dies ist häufig
mit Lösungsanteilen verbunden, die ein stark unterschiedliches zeitliches Verhalten aufweisen
(vgl. z. B. Stoer und Bulirsch [87]).
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zung zu nennen. In vier Fällen wurde lediglich eine positiv semidefinite Lösung
gefunden.
In Anbetracht der dargelegten Ergebnisse wird für diese Arbeit das Newton-Verfah-
ren zum Lösen der algebraischen Riccati-Gleichung sowohl für die Simulationsrech-
nungen als auch für die Untersuchungen am Fahrzeug verwendet. Es bietet einen gu-
ten Kompromiss zwischen Genauigkeit, Rechenzeit und Implementierungsaufwand
und ist ausreichend, um die grundsätzliche Eignung des Konzepts der Mehrgrößenre-
gelung für das Diesel-Luftsystem zu untersuchen. Für künftige Weiterentwicklungen
erscheint es zweckmäßig, stattdessen die Schur-Methode einzusetzen, auch wenn in
den durchgeführten Untersuchungen vereinzelt positiv semidefinite statt positiv de-
finite Matrizen als Lösung gefunden wurden. Eine Variante von Satz 4.12 sichert
unter abgeschwächten Voraussetzungen die Existenz und Eindeutigkeit einer positiv
semidefiniten Lösung der algebraischen Riccati-Gleichung, so dass der sich daraus
ergebende Regelkreis ebenfalls asymptotisch stabil ist (vgl. z. B. Anderson und Moo-
re [2]). Dies rechtfertigt, auch die positiv semidefiniten Lösungen zur Berechnung des
Reglers heranzuziehen, obwohl die Lösung unter den in den durchgeführten Unter-
suchungen stets erfüllten, schärferen Voraussetzungen von Satz 4.12 positiv definit
sein sollte. Da es sich nur um wenige Einzelfälle handelt, könnte alternativ zu den
positiv semidefiniten Lösungen auch die jeweils zuletzt berechnete positiv definite
Lösung eingesetzt werden.
Um die Genauigkeit der gefundenen Lösung zu erhöhen, wird in Bunse-Gerstner [11]
und Mehrmann [69] empfohlen, im Anschluss an die oben beschriebenen Verfahren
eine Fehlerkorrektur durchzuführen. Dort wird auch ein entsprechender Algorith-
mus beschrieben. Im Hinblick auf die im Motorsteuergerät zur Verfügung stehende,
begrenzte Rechenzeit wird in dieser Arbeit auf eine Fehlerkorrektur verzichtet. Ein
weiteres interessantes Verfahren zum Lösen der algebraischen Riccati-Gleichung, das
für diese Arbeit nicht betrachtet wurde, ist die sign-Funktions-Methode. Diese wird
zum Beispiel in Bini et al. [8], Bunse-Gerstner [11] und Mehrmann [69] beschrieben
und ist zum parallelen Rechnen geeignet (vgl. Bunse-Gerstner [11]).
4.3.3 Berücksichtigung von Modellunsicherheiten
Ein zuverlässiges mathematisches Modell der Regelstrecke ist ausschlaggebend für
die Regelgüte einer modellbasierten Regelung. In der Realität wird es jedoch nicht
gelingen, die Regelstrecke exakt abzubilden, sondern es werden Modellunsicherheiten
auftreten. Diese entstehen zum einen aufgrund von Vereinfachungen oder Vernach-
lässigungen bestimmter Effekte, zum anderen aber auch durch Veränderungen der
Regelstrecke (zum Beispiel durch Alterung, Verschleiß oder leichte Bauteildefekte).
Infolgedessen kommt es zu einer bleibenden Regelabweichung, die in stationären
Betriebsbereichen sichtbar wird.
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In der Literatur (vgl. z. B. Föllinger [29], Lunze [67]) werden im Wesentlichen zwei
Verfahren genannt, um länger andauernden Störeinflüssen entgegenzuwirken. Für
die Methode der Störgrößenaufschaltung muss die Störung messbar oder zumindest
schätzbar sein. Ist die Störung messbar, kann beispielsweise mit der Methode der
kleinsten Quadrate der Anteil des Steuervektors, die sogenannte Störgrößenaufschal-
tung, bestimmt werden, der die Störung kompensiert. Ist lediglich die Gestalt der
Störung bekannt, kann das Modell der Regelstrecke um ein dynamisches Störmo-
dell ergänzt werden. Mithilfe eines Störbeobachters kann die Störung geschätzt und
somit die Störgrößenaufschaltung bestimmt werden. Für das zweite Verfahren wird
ein integraler Regleranteil eingeführt, für den es keiner Kenntnis der Störgrößen be-
darf. In Anlehnung an den klassischen PI-Regler wird dabei das Integral über die
Regelabweichungen in den Zustandsvektor aufgenommen, so dass die Regelgrößen
in einer Ruhelage des Systems ihre Sollwerte annehmen.
Der Einfachheit halber und insbesondere im Hinblick auf die Rechenzeit wird in die-
ser Arbeit ein anderer Ansatz untersucht, bei dem die Dimension des dynamischen
Systems erhalten bleibt. Der Regler bleibt unverändert, stattdessen wird direkt das
mathematische Modell der Regelstrecke korrigiert, da dort die Ursache für die blei-
benden Regelabweichungen liegt.
Dazu wird angenommen, dass sich die auftretenden Modellunsicherheiten durch eine
Funktion d : Rnx × Rnu × Rnp → Rnx ausdrücken lassen und diese additiv auf die
Dynamik des Systems wirkt. Des Weiteren seien die durch die Modellunsicherhei-
ten verursachten bleibenden Regelabweichungen klein gegenüber den einzuregelnden
Sollwerten. Das reale System wird dann durch
x˙(t) = f(x(t), u(t), p) + d(x(t), u(t), p)
beschrieben. Wird für die Berechnung des Reglers lediglich die ungestörte Dyna-
mik
x˙(t) = f(x(t), u(t), p)
berücksichtigt, so ergibt sich für eine dazu berechnete Ruhelage (xruhe, uruhe) in der
Realität
x˙(t) = f(xruhe, uruhe, p) + d(xruhe, uruhe, p)
= d(xruhe, uruhe, p).
Im realen System handelt es sich bei (xruhe, uruhe) also nicht um eine Ruhelage.
Das führt dazu, dass es zu einer konstanten Abweichung der Regelgrößen von ihren
Sollwerten kommt. Wäre die Störung d der Systemdynamik bekannt, könnte das
Modell entsprechend angepasst werden. Mithilfe der Messwerte aus dem aktuellen
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Zeitschritt ti, i = 1, 2, 3, . . ., und dem vorherigen Zeitschritt ti−1 kann die Störung
im Zeitintervall [ti, ti+1) lokal durch
d(x(t), u(t), p) ≈ dapp(x(t), u(t), p)
:=
x(ti)− x(ti−1)
ti − ti−1 − f(x(ti−1), u(ti−1), p) (4.12)
approximiert werden (mit ti ̸= ti−1 für i = 1, 2, 3, . . .). Zur Reduzierung der durch
Modellunsicherheiten verursachten bleibenden Regelabweichungen kann damit für
die Reglerauslegung die modifizierte Dynamik
x˙(t) = f(x(t), u(t), p) + dapp(x(t), u(t), p)
verwendet werden. Es ist zu beachten, dass die durch Gleichung (4.12) definierte
Approximation der Abweichung von zuverlässigen Messwerten abhängt.
4.4 Validierung der Regelung
In diesem Abschnitt wird die im vorherigen Abschnitt beschriebene modellbasierte,
optimale Mehrgrößenregelung für den Hochdruckbereich des Diesel-Luftsystems va-
lidiert. Wie in anderen Industriezweigen, so können auch in der Automobilindustrie
durch Simulationsrechnungen Entwicklungszeiten und -kosten gesenkt werden. Das
Luftsystem und seine Steuerung bzw. Regelung werden zeitlich parallel zueinander
entwickelt, so dass laufend Änderungen am System vorgenommen werden. In ei-
ner Simulation können diese mit verhältnismäßig geringem Aufwand berücksichtigt
und die Regelung entsprechend angepasst werden. Werden Fahrzeuguntersuchun-
gen durch Simulationen ersetzt, können zudem mögliche Gefahren für Fahrzeug und
Fahrer und unnötige Umweltbelastungen vermieden werden. Die Funktionsfähigkeit
und das Verhalten des entwickelten LQ-Reglers werden daher in Abschnitt 4.4.1 zu-
nächst offline in einer Matlab-Simulation untersucht. Da mithilfe von Simulationen
aber nicht alle Aspekte der Realität erfasst werden können, wird der Regler an-
schließend in Abschnitt 4.4.2 unter realen Bedingungen im Fahrzeug validiert. Die
Ergebnisse der Untersuchungen werden in Abschnitt 4.4.3 zusammengefasst. Sowohl
bei den Simulationsrechnungen als auch bei den Fahrzeuguntersuchungen ist es aus-
drücklich nicht das Ziel, die Regelung vollständig zu validieren. Es geht vielmehr
darum, die allgemeine Funktionsfähigkeit des LQ-Reglers anhand ausgewählter Si-
tuationen stichprobenartig zu überprüfen. Es wird aufgezeigt, dass die Wechselwir-
kungen im Luftsystem von der Regelung erkannt und ausgenutzt werden. Schließlich
wird die Echtzeitfähigkeit des Konzepts unter realitätsnahen Bedingungen nachge-
wiesen.
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Als Gewichtungsmatrizen für das Zielfunktional des LQ-Reglers werden die Stan-
dardmatrizen nach Gleichung (4.10) eingesetzt. Diese wurden mithilfe der Bryson-
Regel ermittelt, wobei nur die Diagonaleinträge der Matrix Q mit einem Wert un-
gleich null belegt wurden, die für das Einregeln des Saugrohrdrucks pvZyl und des
Abgasrückführmassenstroms m˙Agr wesentlich zu sein scheinen. Die Definitheitsan-
forderungen aus Satz 4.12 sind damit erfüllt.
4.4.1 Validierung der Regelung in der Simulation
Um Erfahrungen für den späteren Einsatz des LQ-Reglers im Fahrzeug zu sammeln,
wird dessen Funktionsfähigkeit zunächst in einer Matlab-Simulation getestet. Wie
bei den späteren Untersuchungen am Fahrzeug, wird der in Abschnitt 4.3 beschrie-
bene Zyklus in einem 20-ms-Zeitraster durchlaufen. Dabei sind die in Satz 4.12 gefor-
derten Voraussetzungen der Stabilisierbarkeit und der Beobachtbarkeit stets erfüllt.
Zum Integrieren der Systemdynamik wird die von Matlab bereitgestellte Funktion
ode15s verwendet.
Im Folgenden wird zuerst die allgemeine Funktionsfähigkeit des LQ-Reglers über-
prüft. Daraufhin wird die in Abschnitt 4.3.3 vorgestellte Methode zum Beheben von
bleibenden Regelabweichungen untersucht.
4.4.1.1 Allgemeine Funktionsfähigkeit des LQ-Reglers
Um die allgemeine Funktionsfähigkeit des LQ-Reglers zu verifizieren, wird zunächst
die in Abbildung 4.3 gezeigte Situation untersucht. Ausgehend von einem einer realen
Messung entnommenen Anfangszustand, sollen die Regelgrößen zunächst konstant
gehalten werden und später einen Sprung durchführen. Für den Saugrohrdruck wird
ein Sprung von 1304 hPa auf 1200 hPa und für den AGR-Massenstrom von 0 kg/h auf
10 kg/h gefordert. Das Ergebnis der Untersuchung ist in Abbildung 4.3 zu sehen, die
in der ersten Zeile die Regelgrößen Saugrohrdruck pvZyl und AGR-Massenstrom m˙Agr
zeigt. Neben dem Saugrohrdruck sind auch der Ladedruck pnVrd und der Abgasgegen-
druck pnZyl dargestellt. Darunter sind jeweils die Positionen, Geschwindigkeiten, Be-
schleunigungen und Beschleunigungsgrenzen der Regelklappe und des AGR-Ventils
abgebildet. Die durchgezogenen Linien kennzeichnen die Istwerte dieser Größen, die
gestrichelten Linien die Sollwerte. Für die Geschwindigkeiten und Beschleunigungen
der Stellglieder sind keine Sollwerte eingezeichnet; diese haben in einer Ruhelage
stets den Wert null.
Die Mehrgrößenregelung überführt beide Regelgrößen in ihre Sollwerte. Der Saug-
rohrdruck ist nach 0,22 s auf den neuen Sollwert eingeregelt, der AGR-Massenstrom
nach 0,08 s. Dabei wurde für den Saugrohrdruck eine Toleranz von 1 hPa und für
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Abbildung 4.3: Simulation des LQ-Reglers: sprungförmiger Sollwertverlauf. Linke
Spalte von oben nach unten: Drücke (Ladedruck, Saugrohrdruck, Abgasgegendruck),
Position der Regelklappe, Geschwindigkeit der Regelklappe, Beschleunigung der Re-
gelklappe. Rechte Spalte von oben nach unten: AGR-Massenstrom, Position des
AGR-Ventils, Geschwindigkeit des AGR-Ventils, Beschleunigung des AGR-Ventils.
Sollwerte als gestrichelte, Istwerte als durchgezogene Linien.
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den AGR-Massenstrom eine Toleranz von 0,5 kg/h angenommen. Auch die übri-
gen Zustands- und Steuergrößen erreichen ihre Sollwerte innerhalb ähnlicher Zeit-
spannen. Das Überschwingen der Stellgliedpositionen kurz nach dem Sollwertsprung
führt zu einem leichten Unterschwingen des Saugrohrdrucks, wobei die maximale
Abweichung 12,7 hPa beträgt, und zu einem Überschwingen des AGR-Massenstroms
mit einer maximalen Abweichung von 1,66 kg/h. In beiden Fällen handelt es sich um
akzeptable Abweichungen. Durch Anpassen der Gewichtungsmatrizen ist es möglich,
das Unter- und Überschwingen der Regelgrößen noch zu dämpfen. Davon abgese-
hen treten keine Schwingungen auf. Beim Betrachten der Stellgliedbeschleunigungen
fällt auf, dass die Grenzen für die Beschleunigung der Regelklappe nicht ausgenutzt
werden. Dies deutet darauf hin, dass durch Anpassen der Gewichtungsmatrizen ein
schnelleres Einregeln der Regelgrößen möglich ist. Dabei ist jedoch zu erwarten, dass
sich die zum Einregeln benötigte Zeit und das Unter- bzw. Überschwingen gegenläu-
fig verhalten und daher ein Kompromiss zwischen schnellem Einregeln und geringem
Unter- und Überschwingen eingegangen werden muss. Da die Beschleunigungsgrenze
des AGR-Ventils zum Zeitpunkt des Sollwertsprungs nahezu erreicht wird, ist eine
sehr viel schnellere Reaktion des AGR-Ventils nicht möglich.
Die soeben betrachtete Situation stückweise konstanter Sollwertverläufe tritt im nor-
malen Fahrbetrieb nicht auf. Daher wird nun noch die in Abbildung 4.4 gezeigte,
etwas allgemeinere Situation untersucht. Ausgehend von einem einer realen Messung
entnommenen Anfangszustand, sollen die Regelgrößen einem kurzen, aber realisti-
schen, dynamischen Sollwertverlauf folgen.
Nicht nur der Saugrohrdruck und der AGR-Massenstrom, sondern auch die übrigen
Zustands- und Steuergrößen folgen ihren Sollwerten, ohne dass stärkere Schwin-
gungen auftreten. Wie zuvor ist auch hier stellenweise leichtes Unter- bzw. Über-
schwingen der Stellgliedpositionen und Regelgrößen erkennbar. Ebenso zeigen die
Stellgliedbeschleunigungen ein ähnliches Verhalten. Während die Beschleunigungs-
grenzen des AGR-Ventils insbesondere bei den größeren Sollwertsprüngen gut aus-
genutzt werden, ist das bei der Beschleunigung der Regelklappe nicht der Fall. Dies
bekräftigt die Vermutung, dass die Ergebnisse mit anderen Gewichtungsmatrizen
noch verbessert werden können. Ein Vergleich der Sollwertverläufe für die Regel-
größen und die Stellgliedpositionen lässt erkennen, dass der LQ-Regler, ähnlich wie
die konventionellen, dezentralen PID-Regler, den Saugrohrdruck hauptsächlich über
die Regelklappe und den AGR-Massenstrom hauptsächlich über das AGR-Ventil
einstellt.
Ein wesentlicher Unterschied zwischen der klassischen Luftsystemregelung und einer
Mehrgrößenregelung liegt darin, dass durch Letztere Wechselwirkungen im Luft-
system berücksichtigt werden. Um dies zu verdeutlichen, wird die Situation in
Abbildung 4.5 betrachtet. Während der AGR-Massenstrom einem Sollwertsprung
von 0 kg/h auf 14 kg/h folgen soll, ist der Saugrohrdruck konstant zu halten. Un-
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Abbildung 4.4: Simulation des LQ-Reglers: dynamischer Sollwertverlauf. Linke
Spalte von oben nach unten: Drücke (Ladedruck, Saugrohrdruck, Abgasgegendruck),
Position der Regelklappe, Geschwindigkeit der Regelklappe, Beschleunigung der Re-
gelklappe. Rechte Spalte von oben nach unten: AGR-Massenstrom, Position des
AGR-Ventils, Geschwindigkeit des AGR-Ventils, Beschleunigung des AGR-Ventils.
Sollwerte als gestrichelte, Istwerte als durchgezogene Linien.
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Abbildung 4.5: Simulation des LQ-Reglers: Berücksichtigung von Wechselwir-
kungen. Linke Spalte von oben nach unten: Drücke (Ladedruck, Saugrohrdruck,
Abgasgegendruck), Position der Regelklappe. Rechte Spalte von oben nach unten:
AGR-Massenstrom, Position des AGR-Ventils. Sollwerte als gestrichelte, Istwerte
als durchgezogene Linien.
ter Vernachlässigung der Wechselwirkungen zwischen Saugrohrdruck und AGR-
Massenstrom wäre somit ein konstanter Sollwert für die Regelklappenposition zu
erwarten, bis eine Abweichung des Saugrohrdrucks von seinem Sollwert eintritt. Da
durch das Ansteigen des AGR-Massenstroms aber auch mit einer Änderung des
Saugrohrdrucks zu rechnen ist, werden die Sollwerte für die Regelklappenposition
zeitgleich mit denen des AGR-Ventils angepasst, noch bevor die Istwerte des Saug-
rohrdrucks von ihren Sollwerten abweichen.
4.4.1.2 Berücksichtigung von Modellunsicherheiten
Im vorherigen Abschnitt wurde für die Berechnung des Reglers und für die Simulati-
on der Regelstrecke dasselbe mathematische Modell verwendet. Dies entspricht der
Annahme, dass das Modell die Dynamik des Luftsystems exakt wiedergibt. Tatsäch-
lich wird es aber immer zu Modellunsicherheiten kommen, die bei Nichtbeachtung
während der Reglerauslegung zu bleibenden Regelabweichungen im Regelungsbe-
trieb führen. In Abschnitt 4.3.3 wurde eine Methode zum Beheben solcher bleiben-
den Abweichungen vorgestellt, die nun in der Matlab-Simulation getestet wird.
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Abbildung 4.6: Simulation von Modellunsicherheiten. Oben: LQ-Regler, bei dessen
Auslegung keine Modellunsicherheiten berücksichtigt werden. Es kommt zu bleiben-
den Regelabweichungen. Unten: LQ-Regler, bei dessen Auslegung die Modellunsi-
cherheiten gemäß Abschnitt 4.3.3 berücksichtigt werden. Die bleibenden Regelab-
weichungen werden eliminiert.
Abbildung 4.6 zeigt das Ergebnis der Untersuchung. Ausgehend von einem einer rea-
len Messung entnommenen Anfangszustand, sollen die Regelgrößen zunächst kon-
stant gehalten werden und später einen Sprung durchführen. Für den Saugrohr-
druck wird ein Sprung von 1304 hPa auf 1025 hPa und für den AGR-Massenstrom
von 0 kg/h auf 10 kg/h gefordert. Um Modellunsicherheiten zu simulieren, wird die
Dynamik des Luftsystems durch den Vektor
d =

800hPa/s
1000hPa/s
−3500hPa/s
0%/s
0%/s
0%/s2
0%/s2

gestört.
Im oberen Teil der Abbildung 4.6 ist das Simulationsergebnis des LQ-Reglers zu
sehen, bei dessen Auslegung keine Modellunsicherheiten berücksichtigt wurden. Die
dadurch verursachte bleibende Regelabweichung des Saugrohrdrucks beträgt vor
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dem Sollwertsprung 15,81 hPa und nach dem Sprung 27,25 hPa. Auch für den La-
dedruck und den Abgasgegendruck kann eine bleibende Abweichung zwischen den
Istwerten und der berechneten Ruhelage beobachtet werden. Da das AGR-Ventil
vor dem Sprung geschlossen ist, weicht der Istwert des AGR-Massenstroms erst
nach dem Sprung von seinem Sollwert ab. Die bleibende Regelabweichung beträgt
0,89 kg/h.
Der untere Teil von Abbildung 4.6 zeigt das Simulationsergebnis des nach Ab-
schnitt 4.3.3 korrigierten LQ-Reglers. Wird die Störung der Dynamik mithilfe der
Istwerte der Zustandsgrößen aus dem aktuellen und dem vorherigen Zeitschritt ap-
proximiert und bei der Reglerauslegung berücksichtigt, werden die entstehenden Mo-
dellunsicherheiten ausgeglichen, so dass die Istwerte der Regelgrößen ihre Sollwerte
erreichen. Auch die bleibenden Abweichungen des Ladedrucks und des Abgasgegen-
drucks werden eliminiert.
4.4.2 Validierung der Regelung am Fahrzeug
Um die Ergebnisse aus der Simulation in der Praxis zu bestätigen und um die Echt-
zeitfähigkeit des Regelungskonzepts nachzuweisen, wurden Tests zur Validierung der
Regelung am Fahrzeug durchgeführt. Für diese Tests wurde derselbe Pkw der Kom-
paktklasse verwendet, der bereits in Abschnitt 3.4 zur Modellvalidierung gedient hat.
Es handelte sich dabei um ein Fahrzeug mit einem vierzylindrigen Motor mit 81 kW
Leistung und 2 l Hubvolumen. Der Regler wurde nicht direkt auf dem Steuergerät,
sondern in einer Rapid-Prototyping-Umgebung getestet, welche im folgenden Ab-
schnitt beschrieben wird. Anschließend werden die Ergebnisse der Untersuchungen
vorgestellt.
4.4.2.1 Rapid-Prototyping-Umgebung
In der Automobilindustrie werden während der Reglerentwicklung und -applikation
immer häufiger Rapid-Prototyping-Umgebungen genutzt. Damit können neu entwi-
ckelte Funktionen frühzeitig in der realen Umgebung am Fahrzeug getestet und Feh-
ler erkannt und behoben werden. Auch das Verhalten des LQ-Reglers für das Diesel-
Luftsystem wurde bereits in einem frühen Stadium in einer Rapid-Prototyping-
Umgebung am Fahrzeug analysiert. Deren Zusammensetzung wird im Folgenden
beschrieben.
Die Validierung der Regelung wurde an einem Fahrzeug durchgeführt, in dem ein
Applikationssteuergerät verbaut war. Im Unterschied zu einem Seriensteuergerät ist
ein Applikationssteuergerät mit einem sogenannten Emulatortastkopf (ETK) aus-
gestattet, welcher eine Schnittstelle sowohl für lesenden als auch für schreibenden
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Zugriff auf die Variablen und Parameter der Steuergeräte-Software bietet. Neu entwi-
ckelte Funktionen müssen dadurch nicht direkt auf dem Steuergerät, sondern können
mithilfe eines ETK-Bypasses getestet werden. Das bedeutet, dass das Steuergerät
zunächst über den Emulatortastkopf mit zusätzlicher Hardware verbunden wird, die
sowohl genügend Rechenleistung als auch ausreichend Speicherplatz zur Verfügung
stellt. Die Funktionen der Steuergeräte-Software können dann durch neue, auf der
zusätzlichen Hardware implementierte Funktionen ersetzt werden, die ihre Eingangs-
größen vom Steuergerät empfangen und die Ausgangsgrößen der auf dem Steuergerät
implementierten Funktionen überschreiben. Bei den Ausgangsgrößen handelt es sich
im Fall des LQ-Reglers für das Luftsystem um Sollwerte für die Stellgliedpositionen,
die schließlich vom Steuergerät an die Stellglieder weitergegeben werden.
Als zusätzliche Hardware diente für diese Arbeit das Rapid-Prototyping-Mo-
dul ETAS ES91016, welches sich mit einem Laptop verbinden lässt, so dass der
LQ-Regler mithilfe der Mess- und Verstell-Software INCA (vgl. ETAS [20]) bereits
während der Laufzeit untersucht und gegebenenfalls einfach und schnell modifiziert
werden konnte. Die Algorithmen zur Berechnung des Reglers wurden in der Software
ASCET (vgl. ETAS [18]) implementiert, welche daraus für das Rapid-Prototyping-
Modul lesbaren Programmcode generiert hat. Auf dem Rapid-Prototyping-Modul
stehen verschiedene Zeitraster zur Verfügung. Zur Berechnung des LQ-Reglers wur-
de ein 20-ms-Zeitraster verwendet.17
4.4.2.2 Ergebnisse der Fahrzeuguntersuchungen
Um die physikalischen Beschränkungen der Stellglieder mithilfe des in Ab-
schnitt 3.2.4 beschriebenen Modells für die Stellgliedbeschleunigungen bei der Luft-
systemregelung berücksichtigen zu können, wurde das Differentialgleichungssys-
tem (3.29) aufgeweitet, so dass der vom LQ-Regler berechnete Steuervektor anstelle
von Sollwerten für die Stellgliedpositionen Sollwerte für die Stellgliedbeschleunigun-
gen enthält (vgl. Modell nach Differentialgleichungssystem (3.30)). Bei der Umset-
zung der Regelung am Fahrzeug ist jedoch zu beachten, dass die Schnittstelle zu
den Lageregelungen der Stellglieder Sollwerte für deren Positionen erfordert. Daher
werden aus den aktuellen Stellgliedpositionen durch zweifaches Integrieren der be-
rechneten Sollbeschleunigungen Sollwerte für die Stellgliedpositionen im nächsten
Zeitschritt ermittelt, welche über das Motorsteuergerät an die Lageregelungen der
Stellglieder übergeben werden.
16Das Rapid-Prototyping-Modul ETAS ES910 bietet mit einer Taktfrequenz von 800MHz deutlich
mehr Rechenleistung als gängige Motorsteuergeräte (vgl. ETAS [19]).
17Dies entspricht auch dem üblicherweise für Steuer- und Regelfunktionen verwendeten Zeitraster
auf dem Motorsteuergerät.
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Die variable Turbinengeometrie stand in den durchgeführten Untersuchungen nicht
als Steuergröße zur Verfügung.18 Die Position wurde daher konstant auf 100% ge-
halten, um die Ergebnisse nicht durch die im Fahrzeug vorhandene Regelung zu
beeinflussen. Da ohne die variable Turbinengeometrie als Steuergröße nicht alle La-
dedrucksollwerte und damit auch nicht alle Saugrohrdrucksollwerte erreicht werden
können, fanden die Untersuchungen im Leerlauf statt. Die für das mathematische
Modell verwendeten Kennlinien und Kennfelder sind allerdings nicht für den Leer-
lauf ausgelegt. Um diese dennoch verwenden zu können, wurde die Leerlaufdrehzahl
des Motors vor Beginn der Tests auf etwa 1300U/min erhöht, um genügend hohe
Massenströme im Luftsystem zu erhalten. Da die Kennlinien und Kennfelder auch
dafür nicht ausgelegt sind, ist mit einer entsprechend erhöhten Modellunsicherheit
zu rechnen. Die Massenströme wurden durch diese Maßnahme jedoch so weit erhöht,
dass die untere Grenze der Kennfelder nicht mehr unterschritten wird. Dies war für
die in dieser Arbeit durchgeführten Untersuchungen ausreichend.
Diese vereinfachten Bedingungen erlauben es, gezielte Sollwertvorgaben zu machen.
Für die Validierung der Regelung werden zum einen sinusförmige Sollwerte vorge-
geben, um die allgemeine Funktionsfähigkeit des Reglers zu überprüfen. Tabelle 4.4
enthält eine Übersicht über die in dieser Arbeit präsentierten Untersuchungen mit si-
nusförmigen Sollwertvorgaben. Zum anderen werden Sollwertsprünge durchgeführt,
um die Eigenschaften des Reglers genauer zu untersuchen und um zu verdeutlichen,
dass die Wechselwirkungen zwischen den Regelgrößen durch die Mehrgrößenrege-
lung erfasst und berücksichtigt werden. Tabelle 4.6 enthält eine Übersicht über die
dazugehörigen Sollwertvorgaben.
Die Ergebnisse der Untersuchungen sind in den Abbildungen 4.7 bis 4.12 und im
Anhang D in den Abbildungen D.1 bis D.7 zu sehen. Die Abbildungen zeigen die
Regelgrößen pvZyl und m˙Agr in grün, die dazugehörigen absoluten Abweichungen eabs
zwischen den Soll- und Istwerten in rot und die Stellgrößen rRk und rAgr in blau.
Die Sollwerte sind als gestrichelte, die Istwerte als durchgezogene Linien darge-
stellt.
Zunächst werden die Untersuchungen mit sinusförmigen Sollwertvorgaben ausge-
wertet (Abb. 4.7 bis 4.9 und D.1 bis D.4). Als Maß für die Regelgüte dient die
Verzögerung zwischen den Soll- und den Istwerten. Diese wird als Mittelwert der
Verzögerungen zwischen den Soll- und Istwerten in den Nulldurchgängen19 gebildet.
Zudem werden die Mittelwerte der Verzögerungen der fallenden bzw. steigenden
Flanken gesondert angegeben. Soll eine der Regelgrößen konstant gehalten werden,
18In der Dissertation Echim [17] werden ein um den Abgasturbolader erweitertes dynamisches
Modell und eine entsprechende erweiterte Regelung beschrieben und analysiert. Dabei findet
auch die variable Turbinengeometrie als Steuergröße Berücksichtigung.
19Da die Sinuskurven entlang der y-Achse verschoben sind, sind mit den Nulldurchgängen die
Durchgänge durch die entsprechend verschobene x-Achse gemeint.
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Tabelle 4.4: Validierung der Regelung am Fahrzeug: Sinusförmige Sollwertvorgaben
konstant sinusförmig
Wert y-Achsen-
verschie-
bung
Amplitude Frequenz
[Hz]
Phasen-
verschie-
bung [s]
Abb. 4.7 pvZyl 1000hPa
m˙Agr 10 kg/h 10 kg/h 1/(2π) 0
Abb. 4.8 pvZyl 900hPa 100hPa 1/(2π) 0
m˙Agr 10 kg/h
Abb. 4.9 pvZyl 900hPa 100hPa 1/(2π) 0
m˙Agr 10 kg/h 7 kg/h 1/(2π) 0
Abb. D.1 pvZyl 900hPa 100hPa 1/π 0
m˙Agr 10 kg/h 7 kg/h 3/(4π) 0
Abb. D.2 pvZyl 900hPa 100hPa 3/(4π) 0
m˙Agr 10 kg/h 7 kg/h 1/π 0
Abb. D.3 pvZyl 900hPa 100hPa 1/(2π) π/2
m˙Agr 10 kg/h 7 kg/h 1/(2π) 0
Abb. D.4 pvZyl 900hPa 100hPa 1/(2π) 0
m˙Agr 10 kg/h 7 kg/h 1/(2π) π/2
wird für diese Größe die maximale Abweichung der Istwerte von den Sollwerten als
Maß für die Regelgüte verwendet.
Die Ergebnisse sind in Tabelle 4.5 zusammengetragen. Die Verzögerungen zwischen
den Soll- und Istwerten der Regelgrößen liegen in allen Fällen zwischen 293,7ms und
450,9ms. Es fällt auf, dass die Verzögerung des Saugrohrdrucks stets etwas geringer
als die des AGR-Massenstroms ist. Das kann zum einen an der Wahl der Gewich-
tungsmatrizen Q und R liegen, zum anderen aber auch an der relativ zum möglichen
Wertebereich größeren Amplitude der Sollwerte des AGR-Massenstroms. Des Wei-
teren gilt für beide Regelgrößen, dass die Verzögerung in den fallenden Flanken
größer als in den steigenden Flanken ist. Ursachen dafür sind in den Konstruktionen
oder den internen Lageregelungen der Stellglieder zu suchen. Beim Saugrohrdruck
ist das beschriebene Verhalten besonders auffällig. Beim Betrachten der zugehörigen
Stellgliedpositionen fällt auf, dass die steigenden Flanken der Regelklappenpositi-
on20 deutlich steiler verlaufen als deren fallende Flanken, während die Position des
AGR-Ventils gleichmäßiger verläuft (vgl. z. B. Abb. 4.9). Hier ist also zu erkennen,
dass der Regler entsprechend den Abweichungen reagiert.
20Eine steigende Regelklappenposition bedeutet Schließen der Regelklappe und damit Drosseln
des Saugrohrdrucks.
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Tabelle 4.5: Validierung der Regelung am Fahrzeug: Auswertung der sinusförmigen
Sollwertvorgaben
Verzögerung [ms]
gesamt fallende
Flanken
steigende
Flanken
maximale
Abweichung
Abb. 4.7 pvZyl 27,0 hPa
m˙Agr 404,0 433,3 374,8
Abb. 4.8 pvZyl 329,2 531,0 127,5
m˙Agr 1,1 kg/h
Abb. 4.9 pvZyl 373,9 588,3 159,6
m˙Agr 442,6 472,3 412,9
Abb. D.1 pvZyl 307,5 429,9 185,1
m˙Agr 400,4 428,3 372,5
Abb. D.2 pvZyl 297,8 434,6 160,9
m˙Agr 379,2 395,6 362,7
Abb. D.3 pvZyl 293,7 464,9 122,5
m˙Agr 447,8 483,7 411,8
Abb. D.4 pvZyl 311,1 426,2 196,0
m˙Agr 450,9 490,3 411,5
In der Untersuchung zu Abbildung 4.7 wird ein sinusförmiger Verlauf für den AGR-
Massenstrom gefordert. Er soll mit einer Amplitude von 10 kg/h und einer Frequenz
von 1/(2π)Hz um den Wert 10 kg/h schwingen, während der Saugrohrdruck kon-
stant bei 1000 hPa gehalten werden soll. Der AGR-Massenstrom läuft seinen Soll-
werten um 404ms hinterher. Es fällt auf, dass die Minima der AGR-Ventilposition
„spitzer“ als die Maxima sind und auf halber Höhe der Flanken „Knicke“ auftre-
ten. Dies könnte darin begründet sein, dass eine AGR-Ventilposition zwischen 0%
und etwa 15% keine nennenswerten Veränderungen bewirkt. Auswirkungen auf den
AGR-Massenstrom sind jedoch kaum beobachtbar. Der sinusförmige Verlauf des
AGR-Massenstroms verursacht ein leichtes Oszillieren des Saugrohrdrucks. Es ist
zu erkennen, dass der Regler diesem Oszillieren über die Regelklappenposition ent-
gegenwirkt. Der etwas unruhige Verlauf des Saugrohrdrucks kann durch die bereits
zuvor erwähnten Unregelmäßigkeiten der Position des AGR-Ventils bedingt sein.
Die maximale Abweichung des Saugrohrdrucks von seinem Sollwert beträgt 27 hPa.
Bei der Beurteilung dieser Werte ist zu berücksichtigen, dass hier, wie auch bei
den folgenden Untersuchungen der Regelung am Fahrzeug, aufgrund von Modell-
unsicherheiten bereits vor Beginn des sinusförmigen Sollwertverlaufs eine bleibende
Abweichung der Regelgrößen von ihren Sollwerten auftritt. Sie beträgt in diesem Fall
beim Saugrohrdruck im Mittel 11,5 hPa und beim AGR-Massenstrom 1,13 kg/h und
liegt damit gemäß Tabelle 3.2 im Bereich der Modellgenauigkeit. In Abschnitt 4.3.3
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Abbildung 4.7: Fahrzeuguntersuchungen: konstanter Saugrohrdruck (1000 hPa),
sinusförmiger AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h, Amplitude:
10 kg/h, Frequenz: 1/(2π)Hz)
wurden die Ursachen für solche bleibenden Regelabweichungen bereits erläutert und
eine Methode vorgestellt, mit der diese reduziert werden können. In den hier be-
schriebenen Untersuchungen wurde dieses Verfahren jedoch noch nicht angewen-
det.
In der Untersuchung zu Abbildung 4.8 wird ein sinusförmiger Verlauf für den Saug-
rohrdruck gefordert. Er soll mit einer Amplitude von 100 hPa und einer Frequenz von
1/(2π)Hz um den Wert 900 hPa schwingen, während der AGR-Massenstrom kon-
stant bei 10 kg/h gehalten werden soll. Der Saugrohrdruck läuft seinen Sollwerten
um 329,2ms hinterher. Die maximale Abweichung des AGR-Massenstroms von sei-
nen Sollwerten beträgt 1,1 kg/h. Es ist jedoch kein Oszillieren des Massenstroms zu
erkennen, so dass die Abweichungen hier offenbar ausschließlich auf Modellunsicher-
heiten zurückzuführen sind. Dies war zu erwarten, da mit steigendem Saugrohrdruck
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Abbildung 4.8: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Achsen-
verschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 1/(2π)Hz), konstanter AGR-
Massenstrom (10 kg/h)
auch der Abgasgegendruck steigt und umgekehrt, so dass sich das Druckgefälle über
dem AGR-Ventil trotz oszillierenden Saugrohrdrucks nicht verändert.
Es folgen weitere Untersuchungen, in denen für beide Regelgrößen sinusförmige Soll-
werte gefordert werden. Der Saugrohrdruck soll dabei jeweils mit einer Amplitude
von 100 hPa um den Wert 900 hPa schwingen, der AGR-Massenstrom mit einer
Amplitude von 7 kg/h um den Wert 10 kg/h. In der Untersuchung zu Abbildung 4.9
sollen beide Regelgrößen mit einer Frequenz von 1/(2π)Hz oszillieren. In den Unter-
suchungen zu den in Anhang D enthaltenen Abbildungen D.1 und D.2 werden höhere
und unterschiedliche Frequenzen getestet. In der Untersuchung zu Abbildung D.1 soll
die Frequenz des Saugrohrdrucks 1/πHz betragen und die des AGR-Massenstroms
3/(4π)Hz. In der Untersuchung zu Abbildung D.2 soll es umgekehrt sein. In den Un-
tersuchungen zu den Abbildungen D.3 und D.4 werden schließlich wieder Frequenzen
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Abbildung 4.9: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Ach-
senverschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 1/(2π)Hz), sinusförmiger
AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h, Amplitude: 7 kg/h, Frequenz:
1/(2π)Hz)
von 1/(2π)Hz gefordert und unterschiedliche Phasenverschiebungen getestet. In der
Untersuchung zu Abbildung D.3 soll der Saugrohrdruck dem AGR-Massenstrom um
π/2 nacheilen, in der Untersuchung zu Abbildung D.4 soll es umgekehrt sein.
Die Untersuchungen mit höheren Frequenzen zeigen, dass die Regelung sowohl Soll-
werte unterschiedlicher Frequenz als auch schneller fallende bzw. steigende Sollwerte
beherrscht. Auch in den Untersuchungen mit phasenverschobenen Sollwerten sind
keine Auffälligkeiten erkennbar.
Es folgt die Auswertung der Untersuchungen mit sprungförmigen Sollwertvorgaben
(Abb. 4.10 bis 4.12 und D.5 bis D.7). Als Maß für die Regelgüte dient hier die Zeit,
die benötigt wird, bis die Regelgrößen bis auf eine gewisse Toleranz eingeregelt sind.
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Tabelle 4.6: Validierung der Regelung am Fahrzeug: Sprungförmige Sollwertvor-
gaben
konstant sprungförmig
Wert von auf
Abb. 4.10 pvZyl 1000hPa 900hPa
m˙Agr 10 kg/h
Abb. 4.11 pvZyl 1000hPa
m˙Agr 10 kg/h 5 kg/h
Abb. 4.12 pvZyl 1000hPa
m˙Agr 10 kg/h 2 kg/h
Abb. D.5 pvZyl 1000hPa 900hPa
m˙Agr 10 kg/h 5 kg/h
Abb. D.6 pvZyl 1000hPa 900hPa
m˙Agr 10 kg/h 15 kg/h
Abb. D.7 pvZyl 1000hPa 1050hPa
m˙Agr 10 kg/h 5 kg/h
Soll eine der Regelgrößen konstant gehalten werden, wird für diese Größe wie zuvor
die maximale Abweichung der Sollwerte von den Istwerten als Maß für die Regelgüte
verwendet. Um den Einfluss der Modellunsicherheiten auf die Regelgüte bewerten
zu können, werden zusätzlich die bleibenden Regelabweichungen angegeben. Dazu
wird jeweils der Mittelwert der Abweichungen zwischen Soll- und Istwerten zwischen
der zehnten und der zwanzigsten Sekunde nach dem Sollwertsprung gebildet.
Die Ergebnisse sind in Tabelle 4.7 zusammengetragen. Für den AGR-Massenstrom
wird eine Toleranz von 1 kg/h festgelegt, für den Saugrohrdruck wird zunächst eine
Toleranz von 50 hPa gewählt. Zum Einregeln des Saugrohrdrucks werden zwischen
360ms und 540ms benötigt, zum Einregeln des AGR-Massenstroms zwischen 320ms
und 840ms. Wird für beide Regelgrößen ein Sprung gefordert, so fällt auf, dass zum
Einregeln des Saugrohrdrucks weniger Zeit benötigt wird als zum Einregeln des
AGR-Massenstroms. Dies kann einerseits an der Wahl der Gewichtungsmatrizen Q
und R liegen, andererseits aber auch an den relativ zum möglichen Wertebereich grö-
ßeren Sollwertsprüngen des AGR-Massenstroms. Die bleibende Regelabweichung des
Saugrohrdrucks liegt zwischen 6,46 hPa und 23,95 hPa, die des AGR-Massenstroms
zwischen 0 kg/h und 1 kg/h. Gemäß Tabelle 3.2 liegen diese Abweichungen im Be-
reich der Modellgenauigkeit. Beim Betrachten der zugehörigen Abbildungen fällt auf,
dass die Istwerte des Saugrohrdrucks in stationären Bereichen stets etwas über ih-
ren Sollwerten liegen. Der AGR-Massenstrom liegt dagegen mal über und mal unter
seinen Sollwerten. Dies scheint von der Richtung der vorausgehenden Sollwertände-
rung abzuhängen. Bei fallenden Sollwerten bleibt der AGR-Massenstrom zu groß,
4.4. Validierung der Regelung 87
Tabelle 4.7: Validierung der Regelung am Fahrzeug: Auswertung der sprungförmi-
gen Sollwertvorgaben
Verzögerung [ms]
tol=50 hPa
tol=1 kg/h
tol=25 hPa maximale
Abweichung
bleibende
Abweichung
Abb. 4.10 pvZyl 360 480 20,82 hPa
m˙Agr 0,8 kg/h 0,70 kg/h
Abb. 4.11 pvZyl 24,0 hPa 22,48 hPa
m˙Agr 600 0,90 kg/h
Abb. 4.12 pvZyl 16,0 hPa 6,46 hPa
m˙Agr 320 0,00 kg/h
Abb. D.5 pvZyl 540 (3120) 23,95 hPa
m˙Agr 640 0,90 kg/h
Abb. D.6 pvZyl 420 740 11,42 hPa
m˙Agr 560 0,79 kg/h
Abb. D.7 pvZyl − 220 15,70 hPa
m˙Agr (840) 1,00 kg/h
bei steigenden bleibt er zu klein. Dieses Verhalten ist auch bei den sinusförmigen
Sollwertvorgaben in den Abweichungen der Extrema zu erkennen.
In der Untersuchung zu Abbildung 4.10 wird ein Sprung des Saugrohrdrucks von
1000 hPa auf 900 hPa gefordert. Währenddessen soll der AGR-Massenstrom kon-
stant bei 10 kg/h gehalten werden. Zum Einregeln des Saugrohrdrucks werden 360ms
benötigt (480ms bei einer Toleranz von 25 hPa). In der Abbildung ist ein leichter
„Unterschwinger“ des Saugrohrdrucks zu erkennen. Dieser ist jedoch kleiner als die
durch Modellunsicherheiten hervorgerufene bleibende Regelabweichung, die in die-
sem Fall 20,82 hPa beträgt, so dass der Istwert des Saugrohrdrucks stets oberhalb
seines Sollwerts liegt. Die maximale Abweichung des AGR-Massenstroms beträgt
0,8 kg/h. Angesichts einer bleibenden Regelabweichung von 0,7 kg/h ist die Abwei-
chung des AGR-Massenstroms von seinem Sollwert größtenteils auf Modellunsicher-
heiten zurückzuführen.
In den Untersuchungen zu den Abbildungen 4.11 und 4.12 werden Sprünge des AGR-
Massenstroms von 10 kg/h auf 5 kg/h sowie von 10 kg/h auf 2 kg/h gefordert. Der
Saugrohrdruck soll währenddessen konstant auf 1000 hPa gehalten werden. Es fällt
auf, dass für den kleineren Sollwertsprung mit 600ms mehr Zeit benötigt wird als
für den größeren, bei dem der AGR-Massenstrom bereits nach 320ms eingeregelt ist.
Auch die maximale Abweichung des Saugrohrdrucks ist bei dem kleineren Sprung
mit 24 hPa größer als bei dem größeren Sprung, bei dem sie 16 hPa beträgt. Eine
Erklärung dafür ist vermutlich abermals in der durch Modellunsicherheiten verur-
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Abbildung 4.10: Fahrzeuguntersuchungen: sprungförmiger Saugrohrdruck (von
1000 hPa auf 900 hPa), konstanter AGR-Massenstrom (10 kg/h)
sachten bleibenden Regelabweichung zu finden. Diese ist für beide Regelgrößen bei
dem kleineren Sprung größer. Insbesondere liegt der Istwert des AGR-Massenstroms
vor dem kleineren Sprung oberhalb seines Sollwerts, während er bei dem größeren
Sprung darunter liegt. Ein weiterer Grund dafür, dass für den größeren Sollwert-
sprung weniger Zeit benötigt wird, könnte in der internen Lageregelung des AGR-
Ventils liegen. In beiden Situationen, bei dem größeren Sollwertsprung jedoch stär-
ker, ist zu erkennen, dass durch die Kopplungseffekte im Luftsystem zusammen mit
dem AGR-Massenstrom auch der Saugrohrdruck leicht abfällt. Der Regler arbeitet
über eine Anpassung der Regelklappenposition dagegen an.
Abbildung 4.13 zeigt einen vergrößerten Ausschnitt der Untersuchung zu Abbil-
dung 4.12. Dort ist zu erkennen, dass mit dem Sollwertsprung des AGR-Massen-
stroms sowohl die Sollwerte für die Position des AGR-Ventils als auch die Sollwerte
für die Position der Regelklappe angepasst werden, noch bevor sich die Istwerte
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Abbildung 4.11: Fahrzeuguntersuchungen: konstanter Saugrohrdruck (1000 hPa),
sprungförmiger AGR-Massenstrom (von 10 kg/h auf 5 kg/h)
der Regelgrößen verändert haben. Dies zeigt, dass die Wechselwirkungen zwischen
den Regelgrößen im Luftsystem von der Mehrgrößenregelung berücksichtigt wer-
den.
In den Untersuchungen zu den Abbildungen D.5 bis D.7 wurden für beide Regelgrö-
ßen sowohl fallende als auch steigende Sollwertsprünge gefordert. In der Untersu-
chung zu Abbildung D.5 fand ein Sollwertsprung des Saugrohrdrucks von 1000 hPa
auf 900 hPa statt. Gleichzeitig sollte der AGR-Massenstrom von 10 kg/h auf 5 kg/h
fallen. Für den Saugrohrdruck ist das Ziel nach 540ms erreicht, für den AGR-Mas-
senstrom nach 640ms. Im Vergleich zu den vorherigen Situationen, in denen jeweils
eine Regelgröße konstant gehalten werden sollte, wird nun etwas mehr Zeit zum
Einregeln benötigt. Ein Fallen des Saugrohrdrucks würde ohne ein Eingreifen der
Regelung zumindest bei unverändertem Abgasgegendruck ein Ansteigen des AGR-
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Abbildung 4.12: Fahrzeuguntersuchungen: konstanter Saugrohrdruck (1000 hPa),
sprungförmiger AGR-Massenstrom (von 10 kg/h auf 2 kg/h)
Massenstroms bewirken, so dass die Forderung, dass beide Regelgrößen fallen sollen,
die längeren Zeiten erklären könnte.
In der Untersuchung zu Abbildung D.6 sollte der Saugrohrdruck wieder von 1000 hPa
auf 900 hPa fallen, für den AGR-Massenstrom war nun aber ein Sprung von 10 kg/h
auf 15 kg/h gefordert. Verglichen mit der vorherigen Untersuchung sind die Zeiten
zum Einregeln hier etwas geringer. Für den Saugrohrdruck werden 420ms benötigt,
für den AGR-Massenstrom 560ms.
In der Untersuchung zu Abbildung D.7 sollte der AGR-Massenstrom von 10 kg/h
auf 5 kg/h fallen. Für den Saugrohrdruck wurde nur ein kleiner Sprung von 1000 hPa
auf 1050 hPa gefordert, da ohne Zuhilfenahme der VTG als zusätzliches Stellglied
keine großen Sprünge des Saugrohrdrucks nach oben vollführt werden können. Be-
züglich einer Toleranz von 50 hPa kann hier keine sinnvolle Angabe über die Zeit,
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Abbildung 4.13: Fahrzeuguntersuchungen: Berücksichtigung der Wechselwirkun-
gen im Luftsystem
die zum Einregeln benötigt wird, gemacht werden. Daher wird für diese Situation
eine Toleranz von 25 hPa betrachtet. Der Saugrohrdruck ist dann nach 220ms ein-
geregelt, der AGR-Massenstrom nach 840ms. Diese lange Zeit zum Einregeln des
AGR-Massenstroms ist dadurch zu erklären, dass die bleibende Regelabweichung
mit 1 kg/h hier genauso groß wie die betrachtete Toleranz ist. Für eine aussage-
kräftige Beurteilung der Regelgüte wäre in solchen Fällen also eine höhere Toleranz
anzusetzen. Darauf wurde an dieser Stelle verzichtet, da aus der Abbildung bereits
hervorgeht, dass damit keine nennenswerten neuen Erkenntnisse zu erwarten sind.
Gleiches gilt für den Saugrohrdruck der Untersuchung zur Abbildung D.5, wenn eine
Toleranz von 25 hPa angesetzt ist. Auch da liegt die Toleranz in der Größenordnung
der bleibenden Regelabweichung, so dass eine hohe Zeit zum Einregeln gemessen
wird.
4.4.3 Zusammenfassung der Validierungsergebnisse
Das in Abschnitt 4.3 beschriebene Konzept zur Regelung des Hochdruckbe-
reichs des Diesel-Luftsystems durch einen LQ-Regler wurde zunächst in einer
Matlab-Simulation analysiert. Anschließend wurden die Algorithmen in ein Rapid-
Prototyping-System übertragen, um die Praxistauglichkeit des Ansatzes an einem
Testfahrzeug zu untersuchen.
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In allen durchgeführten Untersuchungen lässt sich feststellen, dass die Istwerte der
Regelgrößen ihren Sollwerten schwingungsfrei folgen, so dass die grundsätzliche
Funktionsfähigkeit des LQ-Reglers für den Hochdruckbereich des Diesel-Luftsystems
sowohl in der Simulation als auch am Fahrzeug belegt ist. Es konnte gezeigt wer-
den, dass die Mehrgrößenregelung Wechselwirkungen im Luftsystem erfasst und
diese Erkenntnisse ausnutzt. Durch die Umsetzung des LQ-Reglers in der Rapid-
Prototyping-Umgebung konnte die Echtzeitfähigkeit des Regelungskonzepts nach-
gewiesen werden. Bei den Fahrzeuguntersuchungen traten bleibende Regelabwei-
chungen in stationären Bereichen auf. Da diese in der Größenordnung der Modellge-
nauigkeit liegen, sind sie offenbar auf Modellunsicherheiten zurückzuführen. Die in
Abschnitt 4.3.3 vorgeschlagene Methode zum Beheben von bleibenden Regelabwei-
chungen hat in der Simulation bereits gute Ergebnisse geliefert, ist aber noch nicht
in der Praxis getestet worden. Bisher wurde kein Aufwand bezüglich einer Verbes-
serung der Reglerparameter betrieben. Durch eine Anpassung der Gewichtungsma-
trizen aus dem Zielfunktional des LQ-Reglers sind daher noch bessere Ergebnisse zu
erwarten. Ein Ansatz zur Optimierung der Gewichtungsmatrizen wird in Kapitel 5
vorgestellt. Auch mit den Standardgewichtungsmatrizen konnten jedoch schon gute
Ergebnisse erzielt werden, die das Potential des LQ-Reglers als Mehrgrößenrege-
lung des Diesel-Luftsystems verdeutlichen und weiterführende Arbeiten motivieren.
Die Untersuchungen am Fahrzeug fanden bisher unter vereinfachten Bedingungen im
Leerlaufbetrieb statt. Für eine Validierung der Regelung im allgemeinen Fahrbetrieb
wäre als nächstes eine Erweiterung von Modell und Regelung um den Abgasturbola-
der erforderlich, um mithilfe der variablen Turbinengeometrie den Ladedruck regeln
zu können.
4.5 Erweiterungen der Regelung
Nachdem im vorherigen Abschnitt die allgemeine Funktionsfähigkeit des LQ-Reglers
für den Hochdruckbereich des Diesel-Luftsystems nachgewiesen wurde, werden in
diesem Abschnitt als Anregung für zukünftige Arbeiten mögliche Erweiterungen des
Regelungskonzepts behandelt.
Der in Abschnitt 4.5.1 beschriebene Ansatz hat zum Ziel, durch eine Echtzeitan-
passung des LQ-Reglers Rechenzeit einzusparen. In Abschnitt 4.5.2 wird das Beob-
achterkonzept erläutert, mit dem Schätzwerte für nicht messbare Zustandsgrößen
bestimmt werden können.
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4.5.1 Echtzeitanpassung des linear quadratischen Reglers
Wie in Abschnitt 4.3 beschrieben, wurde die optimale Mehrgrößenregelung des
Diesel-Luftsystems in dieser Arbeit so umgesetzt, dass in jedem Zeitschritt eine
neue Reglermatrix K berechnet wurde. Für den Einsatz des Reglers in der Rapid-
Prototyping-Umgebung bedeutete das, dass für die erforderlichen Berechnungen
sowie die Kommunikation mit dem Steuergerät jeweils 20ms zur Verfügung stan-
den. Wenn weitere Komponenten wie zum Beispiel der Abgasturbolader oder eine
Niederdruck-Abgasrückführung in die Regelung einbezogen oder die für den Reg-
ler erforderlichen Berechnungen auf dem weniger leistungsfähigen Motorsteuergerät
durchgeführt werden sollen, müssten für die Neuberechnung des Reglers in Echtzeit
Maßnahmen zum Einsparen von Rechenzeit ergriffen werden.
Ein intuitiver und einfacher Ansatz wäre, die Reglermatrix K ungeachtet sich än-
dernder Parameter- oder Sollwerte für mehrere Zeitschritte zu benutzen. Dies ist
eine häufig angewendete Vorgehensweise, bei der jedoch die Optimalität des Reglers
nicht bewahrt und sogar die Stabilität des Regelkreises verloren gehen kann. Ähn-
lich ist es denkbar, einen Satz offline berechneter Reglermatrizen für verschiedene
Betriebsbereiche bereitzuhalten.
In Büskens [14] wird eine alternative Methode zur Echtzeitanpassung des linear
quadratischen Reglers präsentiert, welche deutlich bessere Optimalitäts- und Ro-
bustheitseigenschaften aufweist. Sie basiert auf Methoden der parametrischen Sen-
sitivitätsanalyse für endlichdimensionale, nichtlineare Optimierungsprobleme, deren
Theorie und Numerik ausführlich in Büskens [12] und Fiacco [27] dargelegt werden.
Die parametrische Sensitivitätsanalyse untersucht die Auswirkungen von Änderun-
gen der Parameter auf die Lösung des Optimierungsproblems. Sie ist hier anwendbar,
da das LQR-Problem wie folgt als endlichdimensionales, nichtlineares Optimierungs-
problem aufgefasst werden kann. Zum einen ist die Steuerung unter den Vorausset-
zungen von Satz 4.12 durch u(t) = −K(p)x(t) gegeben. Zum anderen besitzt die
lineare Differentialgleichung (4.7b) mit dem Anfangswert aus (4.7c) für t ∈ [0,∞)
die eindeutige Lösung
x(t;K(p), p) = x0e
(A(p)−B(p)K(p))t.
Setzt man dies in das LQR-Problem (4.7) ein, erhält man das gestörte, endlichdi-
mensionale, unbeschränkte, nichtlineare Optimierungsproblem
min
K(p)∈Rnu×nx
J(K(p), p) =
 ∞
0
x(t;K(p), p)T (Q+K(p)TRK(p))x(t;K(p), p) dt.
(4.13)
In Tietjen [88] wird gezeigt, dass die beiden Probleme (4.7) und (4.13) tatsächlich
äquivalent zueinander sind. Infolgedessen sind die Methoden der parametrischen
Sensitivitätsanalyse auf LQR-Probleme übertragbar.
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Der Sensitivitätssatz für unbeschränkte Optimierungsprobleme ist von zentraler Be-
deutung für die Echtzeitanpassung des LQ-Reglers. Der Satz gilt für Optimierungs-
probleme der Form
min
z
F (z, p), (4.14)
zu denen auch das Optimierungsproblem (4.13) zählt.
Satz 4.13 (Sensitivitätssatz für unbeschränkte Optimierungsprobleme)
Die Zielfunktion F : Rnz × Rnp → R sei bezüglich der Optimierungsvariablen z
und des Parametervektors p zweimal stetig differenzierbar. Des Weiteren sei z0 ei-
ne streng reguläre, lokale Lösung des Optimierungsproblems (4.14) zu einem fest
vorgegebenen Nominalparameter p0 ∈ Rnp, d. h. es gelte
∇zF (z0, p0) = 0 (notwendige Optimalitätsbedingung) und
∇2zzF (z0, p0) > 0 (hinreichende Optimalitätsbedingung).
Dann gibt es eine Umgebung U(p0) ⊂ Rnp von p0, in der das Optimierungspro-
blem (4.14) für alle p ∈ U(p0) eine eindeutige, streng reguläre, lokale Lösung z(p)
besitzt. Dabei ist z(p) eine bezüglich p stetig differenzierbare Funktion auf U(p0) und
es gilt
dz
dp
(p0) = −(∇2zzF (z0, p0))−1∇2zpF (z0, p0).
Beweis: Vgl. Tietjen [88].
Dieser Satz ermöglicht eine Approximation der Reglermatrix K(p) zu einem vom
Nominalwert abweichenden Parametervektor p ̸= p0 durch ein Taylorpolynom erster
Ordnung
K(p) ≈ Kapp(p) := K(p0) + dK
dp
(p0)(p− p0), (4.15)
vorausgesetzt es gilt p ∈ U(p0). Dabei können die Nominallösung K(p0) und die
zugehörige Sensitivitätsableitung dK
dp
(p0) offline berechnet werden, so dass nur noch
wenige Rechenoperationen nötig sind, um die Reglermatrix K(p) in Echtzeit zu
approximieren. Als Näherung für die Zustandsrückführung des LQ-Reglers ergibt
sich
u(t) = −Kapp(p)x(t).
Ergänzend zu Satz 4.13 gilt der folgende Satz, mit dem die Robustheit des durch die
approximierte Reglermatrix Kapp definierten adaptiven LQ-Reglers bewertet werden
kann.
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Satz 4.14
Zusätzlich zu den Voraussetzungen von Satz 4.13 sei F dreimal bezüglich z und p
differenzierbar. Dann gelten für alle p ∈ U(p0) die Fehlerabschätzungen
∥z(p)− zapp(p)∥ = O(∥p− p0∥2)
∥F (z(p), p)− F (zapp(p), p)∥ = O(∥p− p0∥3).
Dabei bezeichnet zapp das Taylorpolynom erster Ordnung, das die optimale Lö-
sung z(p) des Optimierungsproblems (4.14) approximiert.
Beweis: Vgl. Büskens [13].
Die lineare Approximation der Reglermatrix K bewirkt also eine quadratische
Approximation des Zielfunktionals J . Da das einem instabilen dynamischen System
zugehörige Zielfunktional für t → ∞ gegen Unendlich strebt, bekräftigen die Feh-
lerabschätzungen des obigen Satzes nicht nur die gegenüber dem intuitiven Ansatz
verbesserte Optimalität, sondern auch die Robustheit des adaptiven Reglers.
Problematisch bei dieser Methode ist, dass keine Kenntnis über die Größe der Um-
gebung U(p0) besteht. Entsprechende Informationen müssen vorab durch geeignete
numerische Untersuchungen ermittelt werden. Daraufhin kann ein Satz Reglerma-
trizen und Sensitivitätsableitungen offline berechnet und für den Online-Betrieb
gespeichert werden.
Wie in Abschnitt 4.3 beschrieben, wird das nichtlineare Modell des Luftsystems für
den LQ-Regler linearisiert. Für diese Linearisierung dient eine Ruhelage der nichtli-
nearen Systemdynamik als Referenzpunkt, welche wiederum von den Sollwerten der
Mehrgrößenregelung abhängig ist. Die Systemmatrix A und die Eingangsmatrix B
des linearen dynamischen Systems hängen unter anderem also offensichtlich auch
von den Sollwerten ab,21 so dass neben den für das Modell des Luftsystems benötig-
ten Sensordaten auch die Sollwerte als Parameter aufgefasst werden können. Somit
kann nach der in diesem Abschnitt beschriebenen Methode sowohl für sich ändern-
de Sensorwerte als auch für sich ändernde Sollwerte in kürzester Zeit ein adaptiver
Regler berechnet werden.
Um die Auswirkungen der verschiedenen Reglermatrizen auf das Regelungsverhal-
ten zu illustrieren, wird erneut eine Matlab-Simulation durchgeführt. Ausgehend von
einem einer realen Messung entnommenen Anfangszustand, sollen die Regelgrößen
zunächst konstant gehalten werden und später einen Sprung durchführen. Für den
Saugrohrdruck wird ein Sprung von 1058,75 hPa auf 1000 hPa und für den AGR-
Massenstrom von 6,5 kg/h auf 5 kg/h gefordert. Das Ergebnis ist in Abbildung 4.14
zu sehen. Von oben nach unten zeigt sie die Drücke, den AGR-Massenstrom, die
21Zudem ist es denkbar, die GewichtungsmatrizenQ undR abhängig von den Sollwerten zu wählen.
96 Kapitel 4. Optimale Regelung
1 1,5 2 2,5
0
5
10
t [s]
m˙
[k
g/
h]
m˙Agr,Kopt
m˙Agr,Kapp
m˙Agr,K0
m˙Agr,soll
1 1,5 2 2,5
1000
1200
t [s]
p
[h
P
a]
pnVrd,Kopt pvZyl,Kopt pnZyl,Kopt
pnVrd,Kapp pvZyl,Kapp pnZyl,Kapp
pnVrd,K0 pvZyl,K0 pnZyl,K0
pnVrd,soll pvZyl,soll pnZyl,soll
1 1,5 2 2,5
50
60
70
80
90
t [s]
r
[%
]
rRk,Kopt
rRk,Kapp
rRk,K0
rRk,soll
1 1,5 2 2,5
0
10
20
30
40
t [s]
r
[%
]
rAgr,Kopt
rAgr,Kapp
rAgr,K0
rAgr,soll
Abbildung 4.14: Simulation mit verschiedenen Reglermatrizen. Von oben nach
unten: Drücke (Ladedruck, Saugrohrdruck, Abgasgegendruck), AGR-Massenstrom,
Position der Regelklappe, Position des AGR-Ventils. Sollwerte als gestrichelte Li-
nien, Istwerte bei optimalen Reglermatrizen als durchgezogene, bei approximierten
Reglermatrizen als strichpunktierte, bei konstanter Reglermatrix als gepunktete Li-
nien.
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Regelklappenposition und die Position des AGR-Ventils. Die Sollwerte sind als ge-
strichelte Linien dargestellt. Wird in jedem Zeitschritt eine neue, optimale Regler-
matrix Kopt berechnet, werden die resultierenden Verläufe der Istwerte als durchge-
zogene Linien dargestellt. Die strichpunktierten Linien zeigen das Ergebnis, das sich
unter Verwendung der nach Gleichung (4.15) approximierten Reglermatrizen Kapp
ergibt. Für die Approximationen werden vereinfachend nur die Sollwerte für den
Saugrohrdruck und den AGR-Massenstrom als Parameter aufgefasst.22 Die gepunk-
teten Linien zeigen den Verlauf der Istwerte, wenn die im ersten Zeitschritt bestimm-
te Reglermatrix K0 auch in allen späteren Zeitschritten verwendet wird.
Beim Betrachten der AGR-Ventilposition und des AGR-Massenstroms fallen keine
nennenswerten Unterschiede auf. Bei allen drei Varianten wird der neue Sollwert
unverzüglich bis auf eine Toleranz von 0,5 kg/h eingeregelt. Dabei tritt ein leichter
Unterschwinger von maximal 0,36 kg/h auf. Dagegen sind bei der Regelklappen-
position, beim Saugrohrdruck und beim Abgasgegendruck deutliche Unterschiede
erkennbar. Das beste Ergebnis wird erwartungsgemäß unter Verwendung der in je-
dem Zeitschritt neu berechneten, optimalen Reglermatrizen erzielt. Damit erreicht
der Saugrohrdruck seinen Sollwert bis auf eine Toleranz von 1 hPa nach 0,26 s. Wird
die Reglermatrix aus dem ersten Zeitschritt auch in den späteren Zeitschritten einge-
setzt, wird zum Einregeln des Saugrohrdrucks mit 1,46 s deutlich mehr Zeit benötigt.
In beiden Fällen tritt ein leichter Unterschwinger von maximal 13,19 hPa auf. Die
Verwendung der approximierten Reglermatrizen stellt einen Mittelweg zwischen die-
sen beiden Varianten dar. Die Zeit zum Einregeln des Saugrohrdrucks liegt dann bei
0,6 s. Ein Unterschwingen ist dabei nicht zu erkennen.
Anhand dieses Beispiels wird bereits deutlich, dass die Echtzeitapproximation eine
vielversprechende Erweiterung des LQ-Reglers ist, mit der ein guter Kompromiss
aus Rechenaufwand und Regelgüte erzielbar ist.
4.5.2 Beobachter zum Schätzen nicht messbarer Zustände
Für die lineare Zustandsrückführung des LQ-Reglers werden die Istwerte der Zu-
standsgrößen benötigt. In praktischen Anwendungen sind jedoch häufig nicht alle
Systemzustände messtechnisch erfassbar. Die Gründe dafür sind gewöhnlich wirt-
schaftlicher oder technischer Natur. Auch im Diesel-Luftsystem gibt es nicht für
jede Zustandsgröße einen Sensor. In dieser Arbeit werden in so einem Fall die Werte
des in Abschnitt 3.4 bereits zur Modellvalidierung verwendeten Referenzmodells als
Istwerte verwendet. Alternativ dazu könnte der LQ-Regler um einen sogenannten
Luenberger-Beobachter erweitert werden, um die nicht messbaren Zustandsgrößen
22Da es sich beim Saugrohrdruck und beim AGR-Massenstrom um Größen unterschiedlicher Grö-
ßenordnung handelt, ist die Sensitivitätsableitung dKdp (p0) geeignet zu normieren.
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Regler
u(t) = −Kxˆ(t)
Regelstrecke
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
u(t)
Beobachter
˙ˆx(t) = Axˆ(t) +Bu(t) + L(y(t)− yˆ(t))
yˆ(t) = Cxˆ(t)
xsoll xˆ(t)− xsoll y(t)
xˆ(t)
−
Abbildung 4.15: Blockschaltbild eines Regelkreises mit Luenberger-Beobachter
zu schätzen (vgl. Luenberger [63], [64], [65]). Dies wird zum Beispiel auch in den
Lehrbüchern Anderson und Moore [2], Föllinger [29], Hespanha [40] und Lunze [67]
behandelt.
Mit x : [0,∞) → Rnx , u : [0,∞) → Rnu und y : [0,∞) → Rny wird das lineare,
zeitinvariante dynamische System
x˙(t) = A(p)x(t) +B(p)u(t), x(0) = x0
y(t) = C(p)x(t)
betrachtet, bei dem nicht alle Zustandsgrößen gemessen werden können. Die mess-
technisch erfassbaren Größen werden als Linearkombinationen der Zustandsgrößen
im Systemausgang y zusammengefasst. Gesucht ist ein Schätzwert xˆ : [0,∞)→ Rnx
für den Zustand x. Zur Berechnung des Schätzwerts stehen der Systemausgang y
sowie die Steuerung u zur Verfügung. Ohne Einschränkung der Allgemeinheit sei
wieder xsoll = 0.
Abbildung 4.15 zeigt das Blockschaltbild des Beobachterkonzepts nach Luenberger.
Der Grundgedanke besteht darin, nicht nur die reale Regelstrecke mit der Steue-
rung u zu beaufschlagen, sondern parallel dazu auch das mathematische Modell
der Regelstrecke, welches einen Schätzwert für den Zustandsvektor liefert. Durch
Störungen der Regelstrecke, unterschiedliche Anfangszustände oder andere Modell-
unsicherheiten werden der reale Zustand x und der durch das Modell geschätzte
Zustand xˆ Unterschiede aufweisen. Um diese Unterschiede zwischen Modell und
realer Regelstrecke auszugleichen, wird zusätzlich die Differenz y(t)− yˆ(t) zwischen
realem und modelliertem Ausgang auf das Modell zurückgeführt. Der Luenberger-
Beobachter (oder kurz: Beobachter) kann somit wie folgt definiert werden.
Definition 4.15 (Luenberger-Beobachter)
Seien A ∈ Rnx×nx, B ∈ Rnx×nu, C ∈ Rny×nx, L ∈ Rnx×ny und xˆ0 ∈ Rnx. Dann heißt
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das dynamische System
˙ˆx(t) = Axˆ(t) +Bu(t) + L(y(t)− yˆ(t)), xˆ(0) = xˆ0
yˆ(t) = Cxˆ(t)
Luenberger-Beobachter für das lineare dynamische System (A,B,C), wenn
lim
t→∞
∥x(t)− xˆ(t)∥ = 0
gilt.
Die Rückführmatrix L ist also so zu wählen, dass der sogenannte Schätzfehler
ex : [0,∞)→ Rnx , ex(t) := x(t)− xˆ(t)
mit der Zeit verschwindet. Wird für den Schätzfehler die Differentialgleichung
e˙x(t) = x˙(t)− ˙ˆx(t)
= Ax(t) +Bu(t)− (Axˆ(t) +Bu(t) + L(y(t)− yˆ(t)))
= (A− LC)ex(t), ex(0) = x0 − xˆ0
betrachtet, so ist mit dem Eigenwertkriterium für asymptotische Stabilität
(vgl. Satz 4.5) offensichtlich, dass genau dann limt→∞∥ex(t)∥ = 0 gilt, wenn alle
Eigenwerte der Matrix A−LC einen negativen Realteil besitzen. Zur Existenz eines
Luenberger-Beobachters gilt der folgende Satz.
Satz 4.16
Das lineare dynamische System (A,B,C) sei beobachtbar. Dann gibt es eine Ma-
trix L ∈ Rnx×ny , so dass die Systemmatrix A− LC eine Stabilitätsmatrix ist.
Beweis: Vgl. Lunze [67].
Die Lehrbücher Föllinger [29] und Lunze [67] bieten einen Überblick über Methoden
zum Bestimmen einer geeigneten Rückführmatrix L, die im Zusammenhang mit
den Entwurfsverfahren für Zustandsrückführungen stehen. In Hespanha [40] und
Tietjen [88] wird mit dem Minimum-Energie-Schätzer ein optimales Schätzverfah-
ren beschrieben, bei dem die Rückführmatrix L ähnlich wie die Reglermatrix K
des LQ-Reglers bezüglich eines gewissen Zielfunktionals optimal gewählt wird. Bei
optimalen Schätzverfahren findet sowohl System- als auch Messrauschen Berück-
sichtigung. Das Kalman-Filter ist ein bekannter Spezialfall eines Minimum-Energie-
Schätzers, bei dem spezielle Eigenschaften für die betrachteten Rauschterme vor-
ausgesetzt werden. Weiterhin wird in der Dissertation Tietjen [88] ein Verfahren
zur Echtzeitanpassung von optimalen Schätzverfahren vorgestellt, das an die im
vorherigen Abschnitt beschriebene Methode zur Echtzeitanpassung des LQ-Reglers
anknüpft.
Aufgrund des Separationstheorems können LQ-Regler und Beobachter unabhängig
voneinander entworfen werden.
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Satz 4.17 (Separationstheorem)
Die Eigenwerte des Regelkreises mit linearer Zustandsrückführung, in den ein Be-
obachter integriert ist, setzen sich aus den Eigenwerten der Systemmatrix A− BK
des Regelkreises ohne Beobachter und den Eigenwerten der Systemmatrix A − LC
des Beobachters zusammen.
Beweis: Vgl. Lunze [67].
Anstelle der Zustandsrückführung (4.9) kann somit
u(t) = −Kxˆ(t) mit K = R−1BTP ∗
für den LQ-Regler verwendet werden, wenn nicht alle Zustandsgrößen messtechnisch
erfassbar sind.
5 Optimale
Reglerparametrisierung
Wegen der auf dem Markt herrschenden Wettbewerbsbedingungen ist ein möglichst
geringer Applikationsaufwand eine wichtige Anforderung an die Regelung für das
Diesel-Luftsystem. Die freien Parameter eines linear quadratischen Reglers liegen in
den Gewichtungsmatrizen Q und R des Zielfunktionals (vgl. Abschnitt 4.2). Die-
se mit geeigneten Werten zu belegen ist eine stark problemspezifische, nichttriviale
Aufgabe. In dieser Arbeit wurden bisher die nach der Bryson-Regel bestimmten
Standardgewichtungsmatrizen aus Gleichung (4.10) verwendet. Es handelt sich da-
bei um Diagonalmatrizen, wobei jeder Diagonaleintrag den Einfluss des zugehöri-
gen Zustands bzw. der zugehörigen Steuerung auf die Reglerauslegung beschreibt.
Die Untersuchungen in Abschnitt 4.4 haben gezeigt, dass sich damit bereits gu-
te Ergebnisse erzielen lassen. Trotzdem dienen nach der Bryson-Regel bestimmte
Gewichtungsmatrizen oft nur als Ausgangslage für eine Suche nach besseren Regler-
parametern. Diese Suche ist meist heuristischer Natur und sehr zeitaufwendig.
Werden anstelle von Diagonalmatrizen voll besetzte Matrizen verwendet, beschrei-
ben die Nebendiagonaleinträge den Einfluss der Kombination von jeweils zwei ver-
schiedenen Zustands- bzw. Steuergrößen auf die Reglerauslegung.1 Erscheint es viel-
leicht noch machbar, Diagonalgewichtungsmatrizen intuitiv mit geeigneten Werten
zu belegen, ist der Schwierigkeitsgrad dieser Aufgabe bei voll besetzten Matrizen
beträchtlich größer.
In der Literatur werden neben Trial-and-Error-Methoden (vgl. z. B. Richmann und
Gordon [82]) auch andere Verfahren zum Bestimmen von Gewichtungsmatrizen be-
schrieben. Cigler und Kucera [15] präsentieren eine Methode, bei der die Gewich-
tungsmatrizen so gewählt werden, dass die daraus resultierende Reglermatrix die Ei-
genwerte der Systemmatrix zu vorgegebenen Werten verschiebt. Die Autoren setzen
sich auch mit der Frage auseinander, welche Eigenwertverschiebungen möglich sind.
Des Weiteren kommen Methoden der globalen Optimierung zum Einsatz. Mobayen
1In einer allgemeineren, in dieser Arbeit nicht betrachteten Variante des LQR-Problems enthält
das Zielfunktional zusätzlich einen gemischten Term der Form x(t)TNu(t), über den Kombina-
tionen aus Zustands- und Steuergrößen berücksichtigt werden können (vgl. Hespanha [40]).
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et al. [71] vergleichen beispielsweise die Partikelschwarmoptimierung mit einem ge-
netischen Algorithmus und der Trial-and-Error-Methode.
Im Folgenden wird ein weiteres, neuartiges Verfahren zum Parametrisieren von LQ-
Reglern vorgestellt, bei dem mithilfe geeigneter Optimalsteuerungsprobleme opti-
male Gewichtungsmatrizen berechnet werden.
In Abschnitt 5.1 dieses Kapitels wird zunächst die Problemstellung optimaler Steuer-
prozesse erläutert. Theoretische Resultate zu diesem Thema werden in dieser Arbeit
nicht behandelt. Für die numerische Lösung optimaler Steuerprozesse können direk-
te oder indirekte Verfahren verwendet werden. Die in dieser Arbeit vorkommenden
Optimalsteuerungsprobleme werden mit der Programmbibliothek TransWorhp
gelöst, welche die Umsetzung eines direkten Verfahrens ist und in Abschnitt 5.2 be-
schrieben wird. Anschließend werden in Abschnitt 5.3 Optimalsteuerungsprobleme
zum Berechnen optimaler Gewichtungsmatrizen für den LQ-Regler des Luftsystems
formuliert. Zu Vergleichszwecken wird zudem eine optimale Steuerung für das Luft-
system als Performance-Grenze für den LQ-Regler ermittelt. Mit der numerischen
Auswertung in Abschnitt 5.4 wird die allgemeine Funktionsfähigkeit des Verfah-
rens überprüft. Dabei wird auch das Potential voll besetzter gegenüber lediglich mit
Diagonaleinträgen besetzten Gewichtungsmatrizen beleuchtet. Schließlich wird auf
die für einen praktischen Einsatz des Verfahrens noch erforderlichen Arbeitsschritte
eingegangen.
Bei dem im vorherigen Kapitel beschriebenen LQR-Problem (vgl. Definition 4.11)
handelt es sich um einen Spezialfall eines optimalen Steuerprozesses. In der Lite-
ratur ist es weit verbreitet, zuerst den allgemeinen Fall optimaler Steuerprozesse
einzuführen und darauf aufbauend den LQ-Regler zu behandeln (vgl. z. B. Athans
und Falb [4], Bryson und Ho [10], Föllinger [28] oder Lewis et al. [61]). Da das
vorrangige Ziel dieser Arbeit in der Entwicklung und Analyse eines LQ-Reglers für
das Diesel-Luftsystem besteht und die Methoden der optimalen Steuerung ledig-
lich als Hilfsmittel für die Reglerparametrisierung herangezogen werden, wird diese
Reihenfolge hier nicht befolgt.
5.1 Optimale Steuerprozesse
In diesem Abschnitt werden optimale Steuerprozesse und deren Lösungen definiert.
Für ausführlichere Darstellungen der Theorie optimaler Steuerprozesse sei auf die
Literatur, wie zum Beispiel die Lehrbücher Athans und Falb [4] und Bryson und
Ho [10], verwiesen. In Betts [7], Büskens [12] und Gerdts [34] wird insbesondere
auch auf die numerische Lösung optimaler Steuerprozesse eingegangen.
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Ein optimaler Steuerprozess2 ist eine Verallgemeinerung des linear quadratischen
Regulatorproblems (4.7).
Definition 5.1 (Optimaler Steuerprozess)
Das Problem
min
x,u,s
Φ(x, u, s):= G(x(t0), x(tf), s) +
 tf
t0
f0(x(t), u(t), s)dt (5.1a)
unter x˙(t) = f(x(t), u(t), s) für fast alle t ∈ [t0, tf] (5.1b)
ψ(x(t0), x(tf), s) = 0 (5.1c)
S(x(t), u(t), s) ≤ 0 für alle t ∈ [t0, tf] (5.1d)
heißt optimaler Steuerprozess oder Optimalsteuerungsproblem. Wie zuvor bezeich-
net t0 den Startzeitpunkt, tf den Endzeitpunkt3,
x : [t0, tf]→ Rnx den Zustand und
u : [t0, tf]→ Rnu die Steuerung bzw. den Eingang
des Systems. Die Funktionen
G : Rnx × Rnx × Rns → R,
f0 : Rnx × Rnu × Rns → R,
f : Rnx × Rnu × Rns → Rnx ,
ψ : Rnx × Rnx × Rns → Rnψ und
S : Rnx × Rnu × Rns → RnS
sollen hinreichend glatt und können nichtlinear sein. Zudem können sie von einem
Parametervektor s ∈ Rns abhängen.
Genau wie beim LQR-Problem (4.7) wird auch hier eine Steuerung u gesucht, die
das zu regelnde bzw. zu steuernde System aus einem Anfangszustand x(t0) in einen
Endzustand x(tf) überführt und zwar so, dass das Gütefunktional Φ optimiert wird.
Im Unterschied zum LQR-Problem muss das Zielfunktional (5.1a) eines allgemeinen
Optimalsteuerungsproblems nicht quadratisch sein und auch die Dynamik (5.1b)
des Systems kann nichtlinear sein. Zusätzlich können allgemein formulierte Rand-
bedingungen (5.1c) sowie Steuer- und Zustandsbeschränkungen (5.1d) vorgegeben
werden. Aus der optimalen Lösung des Optimalsteuerungsproblems (5.1) ergibt sich
eine optimale Steuerung.
2Da es sich bei dem in Kapitel 3 hergeleiteten Modell des Diesel-Luftsystems um ein autonomes
Modell handelt, genügt es, hier nur autonome Steuerprozesse zu betrachten.
3Die Endzeit tf kann fest vorgegeben oder frei wählbar sein. In letzterem Fall zählt sie zu den
Optimierungsvariablen.
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Definition 5.2 (Zulässige und optimale Lösung)
Das Tripel (x∗, u∗, s∗) heißt zulässige Lösung des Optimalsteuerungsproblems (5.1),
wenn es der Dynamik (5.1b) unter Einhaltung der Randbedingungen (5.1c) und der
Beschränkungen (5.1d) genügt. Das Tripel (x∗, u∗, s∗) heißt optimale Lösung, wenn
es sich um eine zulässige Lösung handelt, für die zusätzlich
Φ∗ := Φ(x∗, u∗, s∗) ≤ Φ(x, u, s)
für alle zulässigen Lösungen (x, u, s) gilt. Dann heißt x∗ optimale Trajektorie, u∗
optimale Steuerung und s∗ enthält die optimalen Parameter.4
Eine optimale Steuerung ist im Allgemeinen nicht abhängig vom tatsächlichen Zu-
stand des Systems, so dass unerwartete Störeinflüsse nicht berücksichtigt werden und
es sich somit um eine Steuerung im Sinne eines offenen Regelkreises handelt.
Ein Optimalsteuerungsproblem der Form (5.1) heißt Bolza-Problem. Es ist unter
anderem in ein Lagrange-Problem transformierbar, für das G ≡ 0 gilt, oder in ein
Mayer-Problem, für das f0 ≡ 0 gilt. Durch das Einführen neuer Zustandsvariablen
kann ein Bolza-Problem in ein Mayer-Problem transformiert werden und ein Opti-
malsteuerungsproblem mit freier Endzeit in ein Optimalsteuerunsproblem mit fester
Endzeit (vgl. Büskens [12] oder Gerdts [34]).
Durch das sogenannte Pontryaginsche Minimumprinzip sind notwendige Optimali-
tätsbedingungen für unbeschränkte5 optimale Steuerprozesse gegeben. Ein entspre-
chend erweitertes Minimumprinzip liefert notwendige Optimalitätsbedingungen für
beschränkte optimale Steuerprozesse wie in Definition 5.1. Detaillierte Ausführungen
dazu sind beispielsweise in Büskens [12] zu finden. Dort werden auch hinreichende
Optimalitätsbedingungen behandelt.
5.2 Numerische Lösung optimaler Steuerprozesse
mit direkten Verfahren
Grundsätzlich gibt es mit den indirekten und den direkten Verfahren zwei unter-
schiedliche Vorgehensweisen zur numerischen Lösung optimaler Steuerprozesse (vgl.
Büskens [12]). Bei den indirekten Verfahren werden die notwendigen Bedingungen
optimaler Steuerprozesse auf ein Randwertproblem zurückgeführt. Dies erfordert ei-
nerseits umfassende Kenntnisse über die Theorie optimaler Steuerprozesse, liefert
4Im Fall einer frei wählbaren Endzeit ist die optimale Endzeit ebenfalls Teil der optimalen Lösung.
5Ein unbeschränkter optimaler Steuerprozess ist ein optimaler Steuerprozess, in dem anstelle der
Steuer- und Zustandsbeschränkungen (5.1d) lediglich Steuerbeschränkungen der Form u(t) ∈ U
auftreten. Dabei bezeichnet U ⊂ Rnu den Steuerbereich, der die zulässigen Werte für die
Steuerung umfasst.
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andererseits aber sehr genaue Lösungen. Für die direkten Verfahren oder Transkrip-
tionsverfahren wird weniger Vorwissen benötigt. Durch eine Diskretisierung des op-
timalen Steuerprozesses wird dabei ein endlichdimensionales Optimierungsproblem
gewonnen, zu dessen Lösung effiziente Verfahren zur Verfügung stehen.
In dieser Arbeit wird die an der Universität Bremen entwickelte Programmbibliothek
TransWorhp (englisch: transcription method for Worhp, vgl. Knauer und Büs-
kens [52]) zum Lösen von optimalen Steuerprozessen verwendet. TransWorhp ist
die Umsetzung eines Transkriptionsverfahrens, die das resultierende endlichdimen-
sionale Optimierungsproblem6 mit dem NLP-Solver Worhp (englisch: we optimise
really huge problems, vgl. WORHP [98]) löst.
Transkriptionsverfahren beruhen auf einer Diskretisierung des unendlichdimensio-
nalen Optimalsteuerungsproblems, welches dadurch auf ein Optimierungsproblem
mit endlich vielen Optimierungsvariablen zurückgeführt wird. Als Startzeitpunkt
wird ohne Einschränkung der Allgemeinheit weiterhin t0 = 0 angenommen. Das
Zeitintervall [0, tf] wird durch die Gitterpunkte oder Stützstellen
0 = t1 ≤ t2 ≤ . . . ≤ tN = tf, N ∈ N
diskretisiert, welche nicht notwendigerweise äquidistant sein müssen. Die Abstände
zwischen den diskreten Gitterpunkten werden mit
hi := ti+1 − ti, i = 1, . . . , N − 1
bezeichnet und heißen Schrittweiten. Der Zustand und die Steuerung werden an den
Stützstellen ti, i = 1, . . . , N , approximiert und die Näherungen mit
xi ≈ x(ti) und ui ≈ u(ti)
bezeichnet. Werte zwischen den Gitterpunkten können bei Bedarf beispielsweise
durch Interpolation7 näherungsweise bestimmt werden.
Unter Verwendung dieser Näherungen wird die Systemdynamik (5.1b) mit nume-
rischen Integrationsverfahren, wie zum Beispiel dem Trapezverfahren oder dem
Hermite-Simpson-Verfahren (vgl. Butcher-Tableaus in den Tabellen 5.1 und 5.2),
approximiert. Bei beiden Verfahren handelt es sich um implizite Verfahren. Das Tra-
pezverfahren ist ein Verfahren der Ordnung O(h2), das Hermite-Simpson-Verfahren
weist die Ordnung O(h4) auf.8
6Die Theorie und die Methoden endlichdimensionaler Optimierungsprobleme werden z. B. in Gei-
ger und Kanzow [32] und [33] oder Jarre und Stoer [48] behandelt.
7Interpolationsverfahren werden in der Standardliteratur zur numerischen Mathematik behandelt,
z. B. in Freund und Hoppe [31] oder Hanke-Bourgeois [38].
8Dabei bezeichnet h := maxi=1,...,N−1 hi die maximale Schrittweite.
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Tabelle 5.1: Butcher-Tableau zum
Trapezverfahren
0
1 1/2 1/2
1/2 1/2
Tabelle 5.2: Butcher-Tableau zum
Hermite-Simpson-Verfahren
0
1/2 5/24 1/3 −1/24
1 1/6 2/3 1/6
1/6 2/3 1/6
Um das Zielfunktional (5.1a) anstelle der kontinuierlichen Variablen x und u mit-
tels des Startzustands x1 und des Endzustands xN auszudrücken, kann ein Bolza-
Problem in ein Mayer-Problem transformiert werden. Alternativ dazu lässt sich der
Lagrange-Term des Zielfunktionals mithilfe eines Quadraturverfahrens9 approximie-
ren. Unter Verwendung des Trapezverfahrens ergibt sich beispielsweise
Φ(x, u, s) ≈ G(x1, xN , s) +
N−1
i=1
hi
2
(f i0 + f
i+1
0 )
als Näherung für das Zielfunktional. Dabei wird die Kurzschreibweise
f i0 := f0(x
i, ui, s), i = 1, . . . , N , verwendet.
Ein optimaler Steuerprozess (5.1) lässt sich somit näherungsweise durch das end-
lichdimensionale, nichtlineare Optimierungsproblem
min
xi,ui,s
F (x, u, s) := G(x1, xN , s) +
N−1
i=1
hi
2
(f i0 + f
i+1
0 )
unter xi+1 = xi +
hi
2
(f i + f i+1), i = 1, . . . , N − 1
ψ(x1, xN , s) = 0
S(xi, ui, s) ≤ 0, i = 1, . . . , N
beschreiben. Dabei wird die abkürzende Schreibweise f i := f(xi, ui, s), i = 1, . . . , N ,
verwendet und das Trapezverfahren zur Approximation des Zielfunktionals und der
Systemdynamik herangezogen. Malanowski et al. [68] befassen sich mit Aussagen
zur Konvergenz der Lösung eines mit dem Euler-Verfahren diskretisierten Optimal-
steuerungsproblems gegen die Lösung des optimalen Steuerprozesses.
Die aus der Diskretisierung von optimalen Steuerprozessen hervorgehenden endlich-
dimensionalen, nichtlinearen Optimierungsprobleme sind verhältnismäßig groß, aber
dünn besetzt.10 Der NLP-SolverWorhp ist insbesondere zum effizienten Lösen sol-
cher großen, dünn besetzten Optimierungsprobleme gut geeignet.
9Quadraturverfahren werden in der Standardliteratur zur numerischen Mathematik behandelt,
z. B. in Freund und Hoppe [31] oder Hanke-Bourgeois [38].
10Die in einem dünn besetzten Optimierungsproblem auftretenden Matrizen enthalten nur ver-
gleichsweise wenige von Null verschiedene Einträge.
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5.3 Optimierung der Gewichtungsmatrizen
Durch das Lösen geeigneter optimaler Steuerprozesse sind optimale Gewichtungs-
matrizen für einen linear quadratischen Regler bestimmbar. Im Folgenden wird ein
Optimalsteuerungsproblem formuliert, mit dem sich optimale, voll besetzte Gewich-
tungsmatrizen für den LQ-Regler des Diesel-Luftsystems berechnen lassen. Zu Ver-
gleichszwecken werden zudem optimale Gewichtungsmatrizen in Gestalt von Diago-
nalmatrizen bestimmt. Des Weiteren wird eine optimale Steuerung für das Luftsys-
tem als Performance-Grenze für den LQ-Regler ermittelt.
5.3.1 Formulierung des Optimalsteuerungsproblems
Zur Beschreibung der Dynamik des Diesel-Luftsystems wird das nichtlineare Mo-
dell (3.30) herangezogen. Der Zustand ist dabei durch
x(t) := (x1(t), . . . , x7(t))
T
= (pnVrd(t), pvZyl(t), pnZyl(t), rRk(t), rAgr(t), r˙Rk(t), r˙Agr(t))
T
festgelegt (d. h. nx = 7).
Die Werte der im Vektor
p(t) := (m˙Diesel(t),MMot(t), nAtl(t), nMot(t), pU(t), TU(t), TnLlk(t), TMot(t),
TvTrb(t), TnTrb(t), TnAgn(t), rZyl(t), rVtg(t), σDiesel(t))
T
zusammengefassten Modellparameter werden als gegeben angenommen (beispiels-
weise in Form von Sensordaten).
Die für das Modell benötigten statisch modellierten Drücke, Massenströme und Tem-
peraturen werden aus programmiertechnischen Gründen als Steuervariablen imple-
mentiert. Die erweiterte Steuerung wird somit durch
u(t) := (u1(t), . . . , u15(t))
T
= (r¨Rk(t), r¨Agr(t), pZyl(t), pnTrb(t), pnAgn(t), m˙Vrd(t), m˙Rk(t), m˙Zyl(t),
m˙nZyl(t), m˙Trb(t), m˙Agr(t), TvZyl(t), TZyl(t), TnZyl(t), TAgr(t))
T
definiert (d. h. nu = nu,strg + nu,f = 2 + 13 = 15). Zur Abgrenzung wird für den
ursprünglichen Steuervektor im Folgenden die Bezeichnung
ustrg(t) := (u1(t), u2(t))
T
verwendet.
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Die Modellfunktionen zur Beschreibung der Drücke, Massenströme und Temperatu-
ren (vgl. Kapitel 3) werden für t ∈ [0, tf] als Beschränkungen
0 = u3(t)− fpZyl(pvZyl(t), rZyl(t), nMot(t))
0 = u4(t)− fpnTrb(pnAgn(t), m˙Trb(t), TnTrb(t))
0 = u5(t)− fpnAgn(pU(t), m˙Trb(t), TnAgn(t))
0 = u6(t)− fm˙Vrd(pnVrd(t), pU(t), TU(t), nAtl(t))
0 = u7(t)− fm˙Rk(pnVrd(t), pvZyl(t), TnLlk(t), rRk(t))
0 = u8(t)− fm˙Zyl(pZyl(t), TZyl(t),MMot(t), nMot(t))
0 = u9(t)− fm˙nZyl(m˙Zyl(t), m˙Diesel(t))
0 = u10(t)− fm˙Trb(pnZyl(t), pnTrb(t), TvTrb(t), rVtg(t))
0 = u11(t)− fm˙Agr(pnZyl(t), pvZyl(t), TAgr(t), rAgr(t))
0 = u12(t)− fTvZyl(m˙Rk(t), m˙Agr(t), TnLlk(t), TAgr(t))
0 = u13(t)− fTZyl(pvZyl(t), TvZyl(t), TU(t), TMot(t),MMot(t), nMot(t))
0 = u14(t)− fTnZyl(m˙Zyl(t), TvZyl(t), TMot(t), nMot(t), σDiesel(t))
0 = u15(t)− fTAgr(m˙Agr(t), TnZyl(t), TMot(t))
in das Optimalsteuerungsproblem aufgenommen. Da das über diese Beschränkungen
definierte nichtlineare Gleichungssystem mehrere Lösungen besitzen kann, werden
für die dadurch modellierten Größen im Startzeitpunkt t = 0 feste Werte
u3(0) = pZyl,0 u8(0) = m˙Zyl,0 u13(0) = TZyl,0
u4(0) = pnTrb,0 u9(0) = m˙nZyl,0 u14(0) = TnZyl,0
u5(0) = pnAgn,0 u10(0) = m˙Trb,0 u15(0) = TAgr,0
u6(0) = m˙Vrd,0 u11(0) = m˙Agr,0
u7(0) = m˙Rk,0 u12(0) = TvZyl,0
vorgegeben. Die datenbasierten Modelle der implizit für die Modellfunktionen be-
nötigten Größen Aeff,Agn, Aeff,Agr, Aeff,Rk, Aeff,Sd, Aeff,Trb, cd, cW und λl werden bei
Bedarf ausgewertet, so dass dafür keine Nebenbedingungen eingeführt werden müs-
sen.
Weitere Nebenbedingungen ergeben sich aus den Beschränkungen für die Beschleu-
nigungen der Stellglieder. Für t ∈ [0, tf] lauten sie
r¨Rk,min(t) ≤ u1(t) ≤ r¨Rk,max(t)
r¨Agr,min(t) ≤ u2(t) ≤ r¨Agr,max(t).
Die Schranken werden dazu gemäß Abschnitt 3.2.4 abhängig von den Positionen und
den Geschwindigkeiten der Stellglieder berechnet.
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Für die Optimierung der Gewichtungsmatrizen Q und R sind zusätzliche Op-
timierungsvariablen in Form eines Parametervektors s ∈ Rns einzuführen. Ei-
ne intuitive Wahl wäre, den Parametervektor mit den Einträgen der Matri-
zen Q und R zu besetzen. Aufgrund der Symmetrie dieser Matrizen würden dazu
ns =
nx(nx+1)
2
+ nu(nu+1)
2
= 31 Parameter ausreichen. Um die Lösbarkeit der algebrai-
schen Riccati-Gleichung zu gewährleisten, sollte Q jedoch eine positiv semidefinite
und R eine positiv definite Matrix sein (vgl. Satz 4.12). Werden mit Qs ∈ Rnx×nx
und Rs ∈ Rnu×nu die Matrizen Q := QTsQs und R := RTs Rs gebildet, so ist deren
positive Semidefinitheit gesichert. Ist die Matrix Rs regulär, so ist R sogar positiv
definit. Daher werden die ns = n2x + n2u = 53 Einträge von Qs und Rs als Parame-
tervektor
s := (qs,11, qs,21, . . . , qs,nx1, . . . , qs,1nx , qs,2nx , . . . , qs,nxnx ,
rs,11, rs,21, . . . , rs,nu1, . . . , rs,1nu , rs,2nu , . . . , rs,nunu)
T
gewählt.11,12 Zur Verdeutlichung werden die Gewichtungsmatrizen im Folgenden
auch als Q(s) und R(s) notiert. Der Parametervektor s ist vom Vektor p der Mo-
dellparameter zu unterscheiden, da Letzterer nicht zu den Optimierungsvariablen
zählt.
Um das Optimalsteuerungsproblem möglichst klein und einfach zu halten, wird dar-
auf verzichtet, die Regularität der Matrix Rs betreffende Nebenbedingungen einzu-
führen. Auch für die die Stabilisierbarkeit und Beobachtbarkeit betreffenden Vor-
aussetzungen aus Satz 4.12 sind keine Nebenbedingungen vorgesehen. Es wäre denk-
bar, entsprechende Nebenbedingungen aufzunehmen, indem zum Beispiel die QR-
Zerlegungen der Steuerbarkeits- und Beobachtbarkeitsmatrizen sowie der Matrix Rs
berechnet würden. Die Diagonaleinträge der Dreiecksmatrizen dieser Zerlegungen
dürften dann nicht den Wert null annehmen. Stattdessen werden die Invertierbarkeit
der Matrix R sowie die Steuerbarkeit und Beobachtbarkeit des Systems nachträglich
überprüft. Da diese Forderungen in den durchgeführten Untersuchungen praktisch
immer erfüllt waren, erscheint der Verzicht auf derartige Nebenbedingungen vertret-
bar.13
11Laut Lunze [67] genügt es, Qs ∈ Rnu×nx zu wählen. Die Gewichtungsmatrizen ließen sich dann
aus den ns = nunx + n2u = 18 Parametern zusammensetzen.
12Da für die Berechnung der Reglermatrix des LQ-Reglers nur die inverse Matrix R−1 benötigt
wird, ist es sinnvoll, anstelle der Gewichtungsmatrix R direkt deren Inverse zu optimieren.
Zugunsten einer besseren Lesbarkeit werden aber weiterhin die Einträge von R als Optimie-
rungsvariablen notiert.
13Zudem gilt es zu bedenken, dass Nebenbedingungen während der Optimierung auch verletzt
sein können, so dass es ohnehin keine Garantie für die Lösbarkeit der algebraischen Riccati-
Gleichung in allen Iterationsschritten geben würde.
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Damit die optimale Steuerung u∗strg der Lösung des linear quadratischen Regulator-
problems (4.7) entspricht, wird das Optimalsteuerungsproblem um die Beschrän-
kung
0 = ustrg(t)− (uruhe(t)−R−1(s)BT (t)P ∗(t, s)(x(t)− xruhe(t)))
für t ∈ [0, tf] ergänzt. Dabei beschreiben (xruhe, uruhe) die Sollwerte bzw. die Soll-
werte ergänzende Ruhelagen, (A,B) die bezüglich der Ruhelagen linearisierten Sys-
temdynamiken und P ∗ die positiv definiten Lösungen der zugehörigen algebraischen
Riccati-Gleichungen.14
Schließlich ist noch ein geeignetes Zielfunktional als Maß für die Regelgüte zu de-
finieren. Für stückweise konstante, das heißt sprungförmige Sollwertvorgaben wäre
ein zeitoptimales Steuerungsproblem, bei dem die Endzeit minimiert wird, eine in-
tuitive Wahl. Da sich die Sollwerte des Diesel-Luftsystems im normalen Fahrbetrieb
aber kontinuierlich verändern, ist ein zeitoptimales Steuerungsproblem für diesen
Anwendungsfall eher ungeeignet. Stattdessen wird im Folgenden in Anlehnung an
das linear quadratische Regulatorproblem (4.7) das Integral über eine Linearkombi-
nation der quadratischen Fehler zwischen Ist- und Sollwerten minimiert. Es werden
hier jedoch nicht alle Zustands- und Steuergrößen berücksichtigt, sondern nur der
Saugrohrdruck pvZyl und der Abgasrückführmassenstrom m˙Agr, da für diese Größen
Sollwerte vom Steuergerät vorgegeben werden und sie somit eine natürliche Wahl
zum Beurteilen der Regelgüte darstellen. Zur Dämpfung von Schwingungen wer-
den dem Zielfunktional außerdem Terme für die beiden Steuergrößen r¨Rk und r¨Agr
hinzugefügt. Das zu minimierende Funktional lautet also
Φ(x, u) :=
 tf
0
β1(pvZyl(t)− pvZyl,soll(t))2 + β2(m˙Agr(t)− m˙Agr,soll(t))2
+ β3(r¨Rk(t)
2 + r¨Agr(t)
2) dt. (5.2)
Die Faktoren β1, β2 und β3 bieten die Möglichkeit, die einzelnen Terme geeignet
zu gewichten. Möglich wäre eine Normierung anhand der maximal zu erwartenden
Abweichungen zwischen den Ist- und den Sollwerten der jeweiligen Größen. Es ist
denkbar, die Dauer der Regelabweichung beispielsweise durch Multiplikation des In-
tegranden mit der Zeit t im Zielfunktional zu berücksichtigen. In Unbehauen [92]
wird ein Überblick über weitere in der Regelungstechnik gängige Gütemaße gege-
ben.
14Beim Lösen des resultierenden Optimalsteuerungsproblems mit einem direkten Verfahren wird
der optimale Steuerprozess diskretisiert (vgl. Abschnitt 5.2). Die Beschränkungen werden dabei
lediglich an den einzelnen Gitterpunkten ausgewertet, an denen die Matrizen A und B jeweils
konstant sind, so dass die in Abschnitt 4.2 beschriebene Theorie dann weiter anwendbar ist.
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Zusammenfassend ergibt sich das Optimalsteuerungsproblem
min
x,u,s
Φ(x, u) =
 tf
0
β1(pvZyl(t)− pvZyl,soll(t))2 + β2(m˙Agr(t)− m˙Agr,soll(t))2
+ β3(r¨Rk(t)
2 + r¨Agr(t)
2) dt (5.3)
unter x˙(t) = (p˙nVrd(t), p˙vZyl(t), p˙nZyl(t), r˙Rk(t), r˙Agr(t), r¨Rk(t), r¨Agr(t))T
= fmdl(x(t), u(t), p(t)) für fast alle t ∈ [0, tf]
x(0) = (pnVrd,0, pvZyl,0, pnZyl,0, rRk,0, rAgr,0, r˙Rk,0, r˙Agr,0)
T
0 = u3(t)− fpZyl(pvZyl(t), rZyl(t), nMot(t))
0 = u4(t)− fpnTrb(pnAgn(t), m˙Trb(t), TnTrb(t))
0 = u5(t)− fpnAgn(pU(t), m˙Trb(t), TnAgn(t))
0 = u6(t)− fm˙Vrd(pnVrd(t), pU(t), TU(t), nAtl(t))
0 = u7(t)− fm˙Rk(pnVrd(t), pvZyl(t), TnLlk(t), rRk(t))
0 = u8(t)− fm˙Zyl(pZyl(t), TZyl(t),MMot(t), nMot(t))
0 = u9(t)− fm˙nZyl(m˙Zyl(t), m˙Diesel(t))
0 = u10(t)− fm˙Trb(pnZyl(t), pnTrb(t), TvTrb(t), rVtg(t))
0 = u11(t)− fm˙Agr(pnZyl(t), pvZyl(t), TAgr(t), rAgr(t))
0 = u12(t)− fTvZyl(m˙Rk(t), m˙Agr(t), TnLlk(t), TAgr(t))
0 = u13(t)− fTZyl(pvZyl(t), TvZyl(t), TU(t), TMot(t),MMot(t), nMot(t))
0 = u14(t)− fTnZyl(m˙Zyl(t), TvZyl(t), TMot(t), nMot(t), σDiesel(t))
0 = u15(t)− fTAgr(m˙Agr(t), TnZyl(t), TMot(t))
jeweils für t ∈ [0, tf]
u3(0) = pZyl,0 u8(0) = m˙Zyl,0 u13(0) = TZyl,0
u4(0) = pnTrb,0 u9(0) = m˙nZyl,0 u14(0) = TnZyl,0
u5(0) = pnAgn,0 u10(0) = m˙Trb,0 u15(0) = TAgr,0
u6(0) = m˙Vrd,0 u11(0) = m˙Agr,0
u7(0) = m˙Rk,0 u12(0) = TvZyl,0
r¨Rk,min(t) ≤ u1(t) ≤ r¨Rk,max(t) für t ∈ [0, tf]
r¨Agr,min(t) ≤ u2(t) ≤ r¨Agr,max(t) für t ∈ [0, tf]
0 = ustrg(t)− (uruhe(t)−R−1(s)BT (t)P ∗(t, s)(x(t)− xruhe(t)))
für t ∈ [0, tf]
zum Optimieren der Gewichtungsmatrizen Q und R des LQ-Reglers für das Diesel-
Luftsystem. Es handelt sich dabei um ein Optimalsteuerungsproblem, das dem LQR-
Problem übergeordnet ist und angibt, wie dessen Zielfunktional zu wählen ist. Der
Vorteil liegt darin, dass das Zielfunktional des übergeordeneten Problems beliebig
wählbar ist. Dies ist im Fall des Diesel-Luftsystems unter anderem deshalb interes-
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sant, weil die Regelgröße AGR-Massenstrom in dieser Arbeit nicht als Zustandsgröße
implementiert wurde und somit nicht explizit im Zielfunktional des LQR-Problems
berücksichtigt werden kann, wodurch eine intuitive Wahl der Gewichtungsmatrizen
erschwert wird.
5.3.2 Einschränkung auf Diagonalgewichtungsmatrizen
Um Vergleichswerte für die mit dem im vorherigen Abschnitt entwickelten Opti-
malsteuerungsproblem berechneten optimalen Gewichtungsmatrizen zu bestimmen,
wird ein Optimalsteuerungsproblem gelöst, in dem die nach der Bryson-Regel be-
stimmten Standardgewichtungsmatrizen aus Gleichung (4.10) verwendet werden.
Mit einem weiteren Optimalsteuerungsproblem werden optimale Gewichtungsma-
trizen berechnet, die jedoch ebenfalls auf Diagonalgestalt eingeschränkt sind, um
das Potential voll besetzter Gewichtungsmatrizen gegenüber Diagonalgewichtungs-
matrizen analysieren zu können.
In beiden Fällen handelt es sich um Gewichtungsmatrizen, in denen nur die Diago-
naleinträge mit von null verschiedenen Werten besetzt sind. Der Parametervektor
aus dem Optimalsteuerungsproblem (5.3) kann daher auf
s = (qs,11, qs,22, . . . , qs,nxnx , rs,11, rs,22, . . . , rs,nunu)
T
eingeschränkt werden und besitzt somit ns = nx + nu = 9 Einträge. Da sich die
Diagonaleinträge der Gewichtungsmatrizen aus
qii = q
2
s,ii für i = 1, . . . , nx
rjj = r
2
s,jj für j = 1, . . . , nu
ergeben, werden durch die zusätzlichen Nebenbedingungen
qs,ii ≥ 0 für i = 1, . . . , nx
rs,jj ≥ 0 für j = 1, . . . , nu
Redundanzen aus dem Optimalsteuerungsproblem eliminiert. Um den Wert des
Zielfunktionals unter Verwendung der Standardgewichtungsmatrizen zu ermitteln,
kann der Parametervektor mittels geeigneter Beschränkungen auf die entsprechen-
den Werte festgesetzt oder ganz aus dem Optimalsteuerungsproblem entfernt wer-
den.
Es ist zu erwarten, dass mit optimierten Diagonalmatrizen bessere Ergebnisse als
mit den nach der Bryson-Regel berechneten Gewichtungsmatrizen, aber höchstens
so gute wie mit optimalen, voll besetzten Gewichtungsmatrizen erzielt werden.
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5.3.3 Optimale Steuerung als Performance-Grenze
In diesem Abschnitt wird ein Optimalsteuerungsproblem für das Diesel-Luftsystem
formuliert, mit dessen Hilfe die Performance-Grenze für den LQ-Regler zur Regelung
des Luftsystems untersucht wird. Dazu wird das Optimalsteuerungsproblem (5.3)
geeignet verallgemeinert.
Zur Beschreibung der Dynamik des Diesel-Luftsystems wird wieder das nichtlinea-
re Modell (3.30) verwendet. Die für das Modell benötigten statisch modellierten
Drücke, Massenströme und Temperaturen werden wie zuvor als Steuervariablen
implementiert, die zugehörigen Gleichungen werden als Nebenbedingungen aufge-
nommen. Für den Startzeitpunkt werden wieder feste Werte vorgegeben. Auch die
Beschränkungen für die Beschleunigungen der Stellglieder werden wieder als Neben-
bedingungen aufgenommen. Das Zielfunktional bleibt ebenfalls unverändert. Der
Parametervektor sowie die Nebenbedingung zur Festsetzung der Steuerung als li-
neare Zustandsrückführung werden nicht mehr benötigt.
Zusammenfassend ergibt sich das Optimalsteuerungsproblem
min
x,u
Φ(x, u) =
 tf
0
β1(pvZyl(t)− pvZyl,soll(t))2 + β2(m˙Agr(t)− m˙Agr,soll(t))2
+ β3(r¨Rk(t)
2 + r¨Agr(t)
2) dt (5.4)
unter x˙(t) = (p˙nVrd(t), p˙vZyl(t), p˙nZyl(t), r˙Rk(t), r˙Agr(t), r¨Rk(t), r¨Agr(t))T
= fmdl(x(t), u(t), p(t)) für fast alle t ∈ [0, tf]
x(0) = (pnVrd,0, pvZyl,0, pnZyl,0, rRk,0, rAgr,0, r˙Rk,0, r˙Agr,0)
T
0 = u3(t)− fpZyl(pvZyl(t), rZyl(t), nMot(t))
0 = u4(t)− fpnTrb(pnAgn(t), m˙Trb(t), TnTrb(t))
0 = u5(t)− fpnAgn(pU(t), m˙Trb(t), TnAgn(t))
0 = u6(t)− fm˙Vrd(pnVrd(t), pU(t), TU(t), nAtl(t))
0 = u7(t)− fm˙Rk(pnVrd(t), pvZyl(t), TnLlk(t), rRk(t))
0 = u8(t)− fm˙Zyl(pZyl(t), TZyl(t),MMot(t), nMot(t))
0 = u9(t)− fm˙nZyl(m˙Zyl(t), m˙Diesel(t))
0 = u10(t)− fm˙Trb(pnZyl(t), pnTrb(t), TvTrb(t), rVtg(t))
0 = u11(t)− fm˙Agr(pnZyl(t), pvZyl(t), TAgr(t), rAgr(t))
0 = u12(t)− fTvZyl(m˙Rk(t), m˙Agr(t), TnLlk(t), TAgr(t))
0 = u13(t)− fTZyl(pvZyl(t), TvZyl(t), TU(t), TMot(t),MMot(t), nMot(t))
0 = u14(t)− fTnZyl(m˙Zyl(t), TvZyl(t), TMot(t), nMot(t), σDiesel(t))
0 = u15(t)− fTAgr(m˙Agr(t), TnZyl(t), TMot(t))
jeweils für t ∈ [0, tf]
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u3(0) = pZyl,0 u8(0) = m˙Zyl,0 u13(0) = TZyl,0
u4(0) = pnTrb,0 u9(0) = m˙nZyl,0 u14(0) = TnZyl,0
u5(0) = pnAgn,0 u10(0) = m˙Trb,0 u15(0) = TAgr,0
u6(0) = m˙Vrd,0 u11(0) = m˙Agr,0
u7(0) = m˙Rk,0 u12(0) = TvZyl,0
r¨Rk,min(t) ≤ u1(t) ≤ r¨Rk,max(t) für t ∈ [0, tf]
r¨Agr,min(t) ≤ u2(t) ≤ r¨Agr,max(t) für t ∈ [0, tf]
zum Bestimmen einer Performance-Grenze für den LQ-Regler des Luftsystems.
5.4 Numerische Untersuchungen
Die soeben beschriebenen Optimalsteuerungsprobleme werden im Folgenden mithil-
fe der in Abschnitt 5.2 beschriebenen Programmbibliothek TransWorhp gelöst.
Dazu werden Startschätzungen für die Zustands- und Steuergrößen sowie die Para-
meter benötigt. Es ist darauf zu achten, dass die Startschätzungen der Zustands-
und Steuergrößen physikalisch sinnvoll sind. Geeignete Startschätzungen können aus
der bereits in Abschnitt 4.4.1.1 zur Validierung des LQ-Reglers verwendeten Matlab-
Simulation gewonnen werden. Als Startschätzungen für die Parameter können zum
Beispiel nach der Bryson-Regel (vgl. Abschnitt 4.3.1) berechnete Gewichtungsmatri-
zen verwendet werden. Das betrachtete Zeitintervall wird äquidistant diskretisiert,
so dass die Steuerung alle 20ms mit neuen Werten belegt werden kann. Zur Approxi-
mation der Systemdynamik wird das Hermite-Simpson-Verfahren gewählt, das Ziel-
funktional wird mithilfe des Rechteckverfahrens diskretisiert. Zum Lösen der alge-
braischen Riccati-Gleichung wird die Funktion sb02md aus der Softwarebibliothek
SLICOT herangezogen, wobei es sich um eine Implementierung der Schur-Methode
handelt (vgl. SLICOT [85]). Um numerische Probleme zu vermeiden, die sich aus
den unterschiedlichen Größenordnungen der physikalischen Zustands- und Steuer-
größen ergeben könnten, wird wie in den vorherigen Kapiteln mit auf das Intervall
[−1, 1] normierten oder skalierten Größen gerechnet.
In Abschnitt 5.4.1 wird die allgemeine Funktionsfähigkeit des vorgestellten Konzepts
zur Optimierung der Gewichtungsmatrizen des LQ-Reglers für das Diesel-Luftsystem
anhand ausgewählter Situationen analysiert. Es handelt sich dabei nicht um eine
vollständige Validierung des Verfahrens. Anschließend wird in Abschnitt 5.4.2 der
optimale Steuerprozess zum Berechnen optimaler Diagonalgewichtungsmatrizen ge-
nauer untersucht. Dabei werden die Fragen behandelt, wie viele lokale Minima es
gibt und ob es unterschiedliche optimale Gewichtungsmatrizen zu demselben Ziel-
funktionalswert geben kann.
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5.4.1 Allgemeine Funktionsfähigkeit
Zum Prüfen der allgemeinen Funktionsfähigkeit des vorgestellten Konzepts zur Op-
timierung der Gewichtungsmatrizen des LQ-Reglers für das Diesel-Luftsystem wird
zunächst derselbe Sollwertsprung herangezogen, der in Abschnitt 4.4.1.1 bereits zur
Validierung des LQ-Reglers in der Simulation betrachtet wurde. Ausgehend von ei-
ner realen Messsituation, in der der Saugrohrdruck pvZyl = 1304 hPa und der AGR-
Massenstrom m˙Agr = 0 kg/h beträgt, soll der Druck auf 1200 hPa abgesenkt und
der Massenstrom auf 10 kg/h erhöht werden. Die Dimensionen der aus den Opti-
malsteuerungsproblemen resultierenden endlichdimensionalen Optimierungsproble-
me sowie die zu deren Lösung mit TransWorhp benötigten Rechenzeiten sind in
Anhang E zusammengestellt.
Das in Abschnitt 5.3.1 beschriebene Optimalsteuerungsproblem liefert die optima-
len, voll besetzten Gewichtungsmatrizen
Q∗ =

771 927,2 -21 298,2 10 058,5 -53 175,1 2 630,5 9 107,2 -178,9
-21 298,2 5 704,0 -3 733,0 1 253,1 -45,9 43,0 -291,0
10 058,5 -3 733,0 2 906,4 -516,3 -39,9 -205,2 201,1
-53 175,1 1 253,1 -516,3 3 674,3 -186,4 -648,7 25,0
2 630,5 -45,9 -39,9 -186,4 16,2 48,5 -2,6
9 107,2 43,0 -205,2 -648,7 48,5 159,8 -20,1
-178,9 -291,0 201,1 25,0 -2,6 -20,1 17,2

R∗ =

75,6 -28,9
-28,9 20,5

.
Es lässt sich feststellen, dass die den Drücken zugehörigen Einträge in Q∗ betrags-
mäßig vergleichsweise groß sind (siehe Zeile bzw. Spalte 1 bis 3). Auch der der Regel-
klappenposition zugehörige Diagonaleintrag q∗44 ist verhältnismäßig groß. Die Einträ-
ge von R∗ sind dagegen eher klein. Besonders auffällig ist die starke Gewichtung des
Ladedrucks und seiner Kombinationen mit anderen Zustandsgrößen (siehe q∗11 und
den Rest der Zeile bzw. Spalte 1 in Q∗). Dies ist möglicherweise dadurch erklärbar,
dass ein zu geringer Ladedruck in der Regel einen zu geringen Saugrohrdruck nach
sich zieht, da mithilfe der Regelklappe nur ein begrenzter Druckaufbau erzielbar ist.
Für die übrigen Zustandsgrößen gilt, dass der Einfluss der Größen selbst geringer
ist als der Einfluss der Kombination dieser Größe mit einer anderen Zustandsgröße.
Auch das ist plausibel. So ist beispielsweise zum Einregeln des AGR-Massenstroms
nicht der Abgasgegendruck, sondern das Verhältnis aus Abgasgegendruck und Saug-
rohrdruck maßgeblich.
Bei den nach der Bryson-Regel bestimmten Standardgewichtungsmatrizen (vgl. Glei-
chung (4.10)) sind die den Drücken zugehörigen Einträge in Q ebenfalls größer als die
den Stellgliedpositionen und -geschwindigkeiten zugehörigen Einträge. Die Einträge
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standard
optimiert (diagonal)
optimiert (voll)
Performance-Grenze
100%
45%
34%
34%
Abbildung 5.1: Relativer Vergleich der Werte des Zielfunktionals der Regler unter
Verwendung von Standardgewichtungsmatrizen und optimierten Gewichtungsmatri-
zen und der Performance-Grenze bei sprungförmigem Sollwertverlauf
in R sind jedoch noch größer. Während der Ladedruck und die Regelklappenposition
durch die optimierten Matrizen eine hohe Relevanz erhalten, wurden die zugehöri-
gen Einträge der Standardgewichtungsmatrizen auf den Wert null gesetzt. Insgesamt
unterscheiden sich die Größenordnungen der optimierten und der Standardgewich-
tungsmatrizen stark voneinander.
Das in Abschnitt 5.3.2 beschriebene Optimalsteuerungsproblem liefert die optimalen
Diagonalgewichtungsmatrizen
Q∗diag =

0,1 0 0 0 0 0 0
0 3,6 · 10−2 0 0 0 0 0
0 0 29,4 0 0 0 0
0 0 0 1,9 0 0 0
0 0 0 0 6,4 0 0
0 0 0 0 0 1,5 · 10−3 0
0 0 0 0 0 0 12,3

R∗diag =

0,3 0
0 17,2

.
Eine Ähnlichkeit zu den Standardgewichtungsmatrizen ist hier kaum erkennbar.
Zwar sind die Größenordnungen insgesamt vergleichbar, allerdings steht dem eher
starken Einfluss des Saugrohrdrucks durch die Standardgewichtungsmatrizen ein
verschwindender Einfluss durch die optimierten Diagonalgewichtungsmatrizen ge-
genüber. Das stärkste Gewicht erhält hier der Abgasgegendruck. Auffällig ist zudem
die hohe Relevanz des AGR-Ventils, die durch die vergleichsweise großen der Be-
schleunigung, der Geschwindigkeit und der Position des AGR-Ventils zugehörigen
Einträge in Q∗diag und R∗diag beschrieben wird. Mit den optimalen, voll besetzten
Gewichtungsmatrizen haben die optimalen Diagonalgewichtungsmatrizen keine Ge-
meinsamkeiten.
Abbildung 5.1 gibt einen Überblick über die Verbesserung der Regelgüte der opti-
mierten Regler und der als Performance-Grenze berechneten optimalen Steuerung
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gegenüber dem Regler mit den Standardgewichtungsmatrizen. Die Angaben entspre-
chen jeweils dem Wert des Zielfunktionals bezogen auf den Wert des Zielfunktionals
des Reglers mit Standardgewichtungsmatrizen. Werden lediglich die Diagonaleinträ-
ge der Gewichtungsmatrizen optimiert, so wird bereits eine Verbesserung um rund
55% erreicht. Der Einsatz der optimalen, voll besetzten Gewichtungsmatrizen be-
wirkt sogar eine Verbesserung des Zielfunktionals um rund 66%, womit die Güte
der Performance-Grenze erreicht wird.
Abbildung 5.2 zeigt den Verlauf der Regelgrößen unter Verwendung der verschiede-
nen LQ-Regler und der optimalen Steuerung, Abbildung 5.3 zeigt die zugehörigen
Steuergrößen. Für den Saugrohrdruck fallen die Ergebnisse der optimierten Regler
und der optimalen Steuerung praktisch zusammen. Für den AGR-Massenstrom gilt
dies nur bei den optimalen, voll besetzten Gewichtungsmatrizen und der optimalen
Steuerung. Es ist deutlich zu erkennen, dass durch die LQ-Regler mit optimierten
Gewichtungsmatrizen und die optimale Steuerung die Sollwerte schneller erreicht
werden als durch den LQ-Regler mit Standardgewichtungsmatrizen. Während un-
ter Verwendung des LQ-Reglers mit Standardgewichtungsmatrizen 0,28 s benötigt
werden, um den Saugrohrdruck einzuregeln, benötigen die optimierten LQ-Regler
und die optimale Steuerung dafür nur 0,11 bis 0,14 s. Für das Einregeln des AGR-
Massenstroms werden statt 0,13 s lediglich 0,04 bis 0,06 s benötigt. Dabei ist zu be-
merken, dass die Zeit zum Einregeln der Sollwerte kein Bestandteil des Zielfunktio-
nals war. Die maximalen Abweichungen der auftretenden Unter- bzw. Überschwinger
sind bei allen Varianten etwa gleich groß. Es fällt auf, dass die Beschleunigungs-
grenzen der Stellglieder bei Verwendung der Standardgewichtungsmatrizen nicht
ausgenutzt werden. Unter Verwendung der optimalen Gewichtungsmatrizen ist das
dagegen der Fall. Bei der optimalen Steuerung und den voll besetzten Matrizen sind
keine Unterschiede zwischen den Beschleunigungsverläufen erkennbar. Mit beiden
Varianten sind die Beschleunigungen bereits im ersten Zeitschritt sehr hoch, mit
den Diagonalgewichtungsmatrizen erst mit einer leichten Verzögerung.
Anhand der soeben betrachteten Situation eines stückweise konstanten Sollwertver-
laufs konnte die allgemeine Funktionsfähigkeit der vorgeschlagenen Methode zum
Optimieren der Gewichtungsmatrizen eines LQ-Reglers gezeigt werden. Solche Situa-
tionen treten im normalen Fahrbetrieb nicht auf. Außerdem sollten die Gewichtungs-
matrizen für möglichst viele Situationen gültig sein. Als weiteres Testszenario wird
daher der bereits in Kapitel 4.4.1.1 zur Validierung des LQ-Reglers in der Simulati-
on verwendete dynamische Sollwertverlauf untersucht. Ausgehend von einer realen
Messsituation wird ein der Realität nachempfundener Sollwertverlauf für den Saug-
rohrdruck und den AGR-Massenstrom gefordert. Die Dimensionen der aus den Opti-
malsteuerungsproblemen resultierenden endlichdimensionalen Optimierungsproble-
me sowie die zu deren Lösung mit TransWorhp benötigten Rechenzeiten sind in
Anhang E zusammengestellt.
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Abbildung 5.2: Vergleich der Regler unter Verwendung von Standardgewichtungs-
matrizen (standard) und optimierten Gewichtungsmatrizen (diagonal bzw. voll) und
der optimalen Steuerung (grenze) bei sprungförmigem Sollwertverlauf. Oben: Saug-
rohrdruck, unten: AGR-Massenstrom.
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Abbildung 5.3: Vergleich der Regler unter Verwendung von Standardgewichtungs-
matrizen (standard) und optimierten Gewichtungsmatrizen (diagonal bzw. voll) und
der optimalen Steuerung (grenze) bei sprungförmigem Sollwertverlauf. Links jeweils
Beschleunigung der Regelklappe, rechts jeweils Beschleunigung des AGR-Ventils.
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Das in Abschnitt 5.3.1 beschriebene Optimalsteuerungsproblem liefert die optima-
len, voll besetzten Gewichtungsmatrizen
Q∗ =

21 331,0 -3 419,5 -2 025,0 -1 416,0 86,4 477,8 288,6
-3 419,5 1 666,0 268,9 287,8 15,6 -273,8 -17,2
-2 025,0 268,9 1 470,2 71,9 -27,6 -133,9 -61,9
-1 416,0 287,8 71,9 100,1 -3,3 -37,9 -16,0
86,4 15,6 -27,6 -3,3 1,4 -1,9 2,4
477,8 -273,8 -133,9 -37,9 -1,9 53,1 3,9
288,6 -17,2 -61,9 -16,0 2,4 3,9 5,5

R∗ =

0,4 0,7
0,7 4,4

.
Es können ähnliche Feststellungen wie bei der Untersuchung des einzelnen Soll-
wertsprungs gemacht werden. Die den Drücken zugehörigen Einträge der Gewich-
tungsmatrizen sind betragsmäßig besonders groß. Wie zuvor ist der dem Ladedruck
zugehörige Diagonaleintrag der größte Eintrag, aber auch der Saugrohrdruck, der
Abgasgegendruck und die Kombinationen dieser Drücke mit dem Ladedruck haben
einen starken Einfluss. Abgesehen vom Ladedruck wird der Einfluss der Zustands-
größen selbst geringer gewichtet als die Kombination der jeweiligen Größe mit einer
anderen Zustandsgröße. Eine relativ hohe Relevanz haben neben den bereits genann-
ten Kombinationen auch die des Ladedrucks mit der Regelklappenposition und der
Regelklappengeschwindigkeit.
Das in Abschnitt 5.3.2 beschriebene Optimalsteuerungsproblem liefert die optimalen
Diagonalgewichtungsmatrizen
Q∗diag =

8,4 · 10−4 0 0 0 0 0 0
0 2,3 · 10−4 0 0 0 0 0
0 0 104,3 0 0 0 0
0 0 0 1,7 · 10−4 0 0 0
0 0 0 0 724,2 0 0
0 0 0 0 0 2,8 · 10−5 0
0 0 0 0 0 0 3,7 · 10−3

R∗diag =

1,0 0
0 1 548,4

. (5.5)
Diese optimalen Diagonalgewichtungsmatrizen ähneln wiederum denen, die zur vor-
herigen Situation berechnet wurden. Während der Einfluss des Saugrohrdrucks ver-
schwindend gering ist, bekommt das AGR-Ventil wieder eine hohe Relevanz zuge-
wiesen. Der der Beschleunigung des AGR-Ventils zugehörige Eintrag ist nun mit
Abstand am größten, wobei die Größenordnung nicht mehr mit der der Standard-
gewichtungsmatrizen oder der zuvor berechneten Diagonalmatrizen übereinstimmt.
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Abbildung 5.4: Relativer Vergleich der Werte des Zielfunktionals der Regler unter
Verwendung von Standardgewichtungsmatrizen und optimierten Gewichtungsmatri-
zen und der Performance-Grenze bei dynamischem Sollwertverlauf
Ähnlichkeiten zu den optimalen, voll besetzten Gewichtungsmatrizen sind auch hier
wieder nur schwer erkennbar.
Abbildung 5.4 gibt einen Überblick über die Verbesserung der Regelgüte der opti-
mierten Regler und der optimalen Steuerung gegenüber dem Regler mit den Stan-
dardgewichtungsmatrizen. Hier konnten größere Verbesserungen erzielt werden als
bei der Untersuchung mit einem einzelnen Sollwertsprung. Ursache dafür ist vermut-
lich ein größeres Optimierungspotential, da im dynamischen Sollwertverlauf mehrere
Sollwertsprünge enthalten sind. Werden lediglich die Diagonaleinträge der Gewich-
tungsmatrizen optimiert, so wird eine Verbesserung um rund 77% erreicht. Der
Einsatz der optimalen, voll besetzten Gewichtungsmatrizen bewirkt eine Verbes-
serung des Zielfunktionals um rund 87%. Die in Kapitel 4 unter Verwendung der
Standardgewichtungsmatrizen erzielten, bereits sehr guten Ergebnisse lassen sich
mit den optimierten Matrizen also noch enorm verbessern. Der durch die optima-
le Steuerung erreichte Wert des Zielfunktionals ist um 98,7% kleiner als der der
Standardgewichtungsmatrizen und stellt somit, anders als in dem zuvor betrach-
teten Sollwertszenario, auch eine deutliche Verbesserung gegenüber dem Zielfunk-
tionalswert der optimalen, voll besetzten Gewichtungsmatrizen dar. Während eine
Regelung auf Abweichungen der Zustandsgrößen von den Sollwerten reagiert, ist
für die Berechnung der optimalen Steuerung der Sollwertverlauf vorab bekannt. In
Letztere sind also Informationen über zukünftige Sollwertsprünge einkalkuliert, wo-
raus sich die kleineren Werte des Zielfunktionals ergeben könnten. Da in der zuvor
untersuchten Situation lediglich ein Sollwertsprung gleich zu Beginn des betrachte-
ten Zeitintervalls vorkam, trat dieser Unterschied zwischen Steuerung und Regelung
dort nicht in Erscheinung.
Abbildung 5.5 zeigt den Verlauf der Regelgrößen unter Verwendung der verschiede-
nen LQ-Regler und der optimalen Steuerung, Abbildung 5.6 zeigt die zugehörigen
Steuergrößen. Auch hier ist die Verzögerung zwischen den Soll- und Istwerten bei
den optimierten Reglern und der optimalen Steuerung erkennbar geringer als bei
Verwendung der Standardgewichtungsmatrizen. Weiterhin werden bei Verwendung
der optimierten Regler die Beschleunigungsgrenzen der Stellglieder wie zuvor stärker
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Abbildung 5.5: Vergleich der Regler unter Verwendung von Standardgewichtungs-
matrizen (standard) und optimierten Gewichtungsmatrizen (diagonal bzw. voll) und
der optimalen Steuerung (grenze) bei dynamischem Sollwertverlauf. Oben: Saug-
rohrdruck, unten: AGR-Massenstrom.
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Abbildung 5.6: Vergleich der Regler unter Verwendung von Standardgewichtungs-
matrizen (standard) und optimierten Gewichtungsmatrizen (diagonal bzw. voll) und
der optimalen Steuerung (grenze) bei dynamischem Sollwertverlauf. Links jeweils
Beschleunigung der Regelklappe, rechts jeweils Beschleunigung des AGR-Ventils.
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ausgenutzt als unter Verwendung der Regler mit Standardgewichtungsmatrizen. Da-
bei fällt auf, dass die Diagonalmatrizen verglichen mit den voll besetzten Matrizen
ähnliche, aber ruhigere Verläufe der Stellgliedbeschleunigungen hervorrufen. Bemer-
kenswert ist zudem der Verlauf der Beschleunigungen bei der optimalen Steuerung.
Der niedrige Zielfunktionswert wird erreicht, ohne dass die Beschleunigungsgrenzen
ausgenutzt werden.
Insgesamt lässt sich festhalten, dass für alle betrachteten Situationen optimale Lö-
sungen der Optimalsteuerungsprobleme gefunden wurden. Sowohl mit den optima-
len, voll besetzten Gewichtungsmatrizen als auch mit den optimalen Diagonalgewich-
tungsmatrizen konnten deutlich bessere Ergebnisse erzielt werden als mit den Stan-
dardgewichtungsmatrizen. Dabei traten auch Unterschiede zwischen voll besetzten
Gewichtungsmatrizen und Gewichtungsmatrizen in Diagonalgestalt hervor.
5.4.2 Lokale Minima und redundante Lösungen
Der in Abschnitt 5.3.2 beschriebene optimale Steuerprozess zum Optimieren der
Diagonalgewichtungsmatrizen wird nun etwas näher untersucht. Es gilt zum einen
herauszufinden, ob das Optimalsteuerungsproblem mehrere lokale Minima besitzt
und zum anderen, inwiefern es redundante Lösungen gibt. Dazu wird das zweite
Testszenario aus dem vorherigen Abschnitt herangezogen, in dem die Regelgrößen
einem dynamischen Sollwertverlauf folgen sollen. Das Optimalsteuerungsproblem
wird 2000-mal gelöst, wobei die Startschätzungen für die Gewichtungsmatrizen je-
weils mit verschiedenen Zufallszahlen belegt werden. Für die Einträge der Matrix Q
stammen diese aus dem Intervall [0, 50], für die Einträge der Matrix R aus dem
Intervall [0,001, 50]. Die nun folgenden Auswertungen beziehen sich jeweils auf die-
jenigen der 2000 untersuchten Optimalsteuerungsprobleme, für die eine optimale
Lösung gefunden wurde und in denen die algebraische Riccati-Gleichung in allen
Iterationen lösbar war.
Abbildung 5.7 zeigt die optimalen Zielfunktionalswerte. Es sind deutlich zwei lokale
Minima mit den Werten 0,0168 (grün) und 0,0179 (hellblau) zu erkennen. Daneben
gibt es weitere lokale Minima mit unterschiedlichen Zielfunktionalswerten (dunkel-
blau). Selbst der größte der optimalen Zielfunktionalswerte, welcher zur Startschät-
zung 197 gehört, ist mit 0,0383 kleiner als der zu den Standardgewichtungsmatrizen
gehörige Zielfunktionalswert von 0,0771 (rot), der hier zu Vergleichszwecken mit ein-
gezeichnet ist. Das Ergebnis kann somit um rund 50% verbessert werden, selbst wenn
nicht das globale Minimum erreicht wird. Der kleinste Zielfunktionalswert gehört zur
Startschätzung 847 und beträgt 0,0163, womit eine Verbesserung um rund 79% ge-
genüber den Standardgewichtungsmatrizen erreicht wird. Der Zielfunktionalswert
zu den im vorherigen Abschnitt gefundenen optimalen Diagonalgewichtungsmatri-
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Abbildung 5.7: Optimale Zielfunktionalswerte (grün, hellblau, dunkelblau) nach
zufällig gewählten Startschätzungen für die Gewichtungsmatrizen. Es existieren of-
fenbar mehrere lokale Minima, von denen die beiden grün und hellblau eingefärb-
ten im Folgenden weiter untersucht werden. Alle gefundenen lokalen Minima sind
deutlich kleiner als der zu den Standardgewichtungsmatrizen gehörige Zielfunktio-
nalswert (rot).
zen (vgl. Gleichung (5.5)) entspricht dem in Abbildung 5.7 hellblau eingefärbten
lokalen Minimum.
Da das Auftreten mehrerer lokaler Minima auf numerischen Ungenauigkeiten beru-
hen könnte, wird die Untersuchung wiederholt. Dabei wird unter Verwendung dersel-
ben Startschätzungen eine höhere Genauigkeit für das Abbruchkriterium zum Über-
prüfen der Optimalität der Lösung gefordert.15 Das Ergebnis ist in Abbildung 5.8 zu
sehen. Es sind weiterhin die beiden hellblau und grün markierten lokalen Minima er-
kennbar, die bereits bei der Untersuchung mit geringerer Genauigkeit auftraten (vgl.
Abbildung 5.7). Zudem existiert offenbar ein weiteres häufig gefundenes lokales Mi-
nimum mit dem Zielfunktionalswert 0,0163, das sich in der vorherigen Untersuchung
bereits angedeutet hatte.
Anscheinend besitzt das betrachtete Optimalsteuerungsproblem tatsächlich mehre-
re lokale Minima. Da das Zielfunktional quadratisch und somit konvex ist, ist die
15Untersuchungen, in denen auch für das Abbruchkriterium bezüglich der Zulässigkeit der Lösung
eine höhere Genauigkeit gefordert wurde, lieferten ähnliche Ergebnisse.
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Abbildung 5.8: Optimale Zielfunktionalswerte nach zufällig gewählten Startschät-
zungen für die Gewichtungsmatrizen. Auch bei höherer Genauigkeit sind mehrere
lokale Minima erkennbar.
Hauptursache dafür in den Nichtlinearitäten der Systemdynamik zu vermuten. Po-
sitiv hervorzuheben ist jedoch, dass alle lokalen Minima deutlich unter dem zu den
Standardgewichtungsmatrizen gehörenden Zielfunktionalswert liegen.
Es stellt sich nun die Frage nach der Eindeutigkeit der zu einem Zielfunktionalswert
gehörenden Lösung. Abbildung 5.9 zeigt die bei der Untersuchung mit der geringeren
Genauigkeit berechneten optimalen Parameter, die zu dem in Abbildung 5.7 grün
hervorgehobenen lokalen Minimum gehören.16 Es lässt sich feststellen, dass zum
Teil stark unterschiedliche Reglerparameter zu demselben Zielfunktionalswert führen
können.
Dieses Ergebnis ist nicht überraschend, denn es ist leicht einzusehen, dass verschiede-
ne Paare von Gewichtungsmatrizen auf dieselbe Reglermatrix und somit zu demsel-
ben Zielfunktionalswert führen können. Erfüllen die Matrizen A,B,Q und R die Vor-
aussetzungen von Satz 4.12, so kann die Reglermatrix K = R−1BTP ∗ zum Beispiel
aus den Gewichtungsmatrizen Q und R oder den mittels eines Faktors γ > 0 nor-
mierten Gewichtungsmatrizen Q := γQ und R := γR entstanden sein. Ist nämlich
P ∗ die eindeutige positiv definite Lösung der algebraischen Riccati-Gleichung
0 = ATP + PA− PBR−1BTP +Q,
so ist die eindeutige positiv definite Lösung der algebraischen Riccati-Glei-
chung
0 = AT P + PA− PB(γR)−1BT P + γQ
16Für die hier betrachteten Diagonalmatrizen werden die Einträge der Gewichtungsmatrizen durch
Quadrieren der optimalen Parameter gebildet.
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Abbildung 5.9: Optimale Parameter zu dem in Abbildung 5.7 grün eingefärbten
lokalen Minimum. Zum Teil stark voneinander abweichende Reglerparameter können
zu demselben Zielfunktionalswert führen.
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Abbildung 5.10: Optimale Zielfunktionalswerte nach zufällig gewählten Start-
schätzungen für die Gewichtungsmatrizen. Die Erweiterung des Zielfunktionals hat
keinen wesentlichen Einfluss auf die Werte des Zielfunktionals.
durch P ∗ := γP ∗ gegeben und die Reglermatrix K := (γR)−1BTγP ∗ stimmt mit
der Reglermatrix K überein.
Um die Spannweiten17 der mehrdeutigen optimalen Parameter zu verringern, wird
das Zielfunktional (5.2) um Normen der Gewichtungsmatrizen ergänzt. Unter Ver-
wendung der quadrierten Frobenius-Norm ergibt sich
Φ(x, u, s) :=
 tf
0
β1(pvZyl(t)− pvZyl,soll(t))2 + β2(m˙Agr(t)− m˙Agr,soll(t))2
+ β3(r¨Rk(t)
2 + r¨Agr(t)
2) dt+ β4

nx
i,j=1
q2ij +
nu
i,j=1
r2ij

als neues, erweitertes Zielfunktional. Der neue Faktor β4 ist dabei so zu wählen,
dass die Streuungen der optimalen Parameter möglichst klein werden, ohne dabei
die Werte der übrigen Lösungskomponenten wesentlich zu beeinflussen.
Das Ergebnis der Untersuchung mit erweitertem Zielfunktional ist in den Abbildun-
gen 5.10 und 5.11 zu sehen. Abbildung 5.10 zeigt, dass die Werte des Zielfunktionals
für die grün und hellblau hervorgehobenen lokalen Minima gegenüber denen aus
Abbildung 5.7 praktisch unverändert geblieben sind. Tatsächlich betragen die Ab-
weichungen in beiden Fällen nur etwa 0,1%. In Abbildung 5.11 sind die optimalen
Parameter abgebildet, die zu dem grün hervorgehobenen lokalen Minimum gehö-
ren. Wie bei den Standardgewichtungsmatrizen bekommt der Saugrohrdruck das
größte Gewicht zugewiesen, gefolgt vom Abgasgegendruck. Der Ladedruck erhält
dagegen nur ein verschwindend kleines Gewicht. Die den Stellgliedpositionen zu-
gehörigen Einträge sind etwa gleich groß, bezüglich der Stellgliedgeschwindigkeiten
17Die Spannweite ist die Differenz zwischen maximalem und minimalem Wert.
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Abbildung 5.11: Optimale Parameter zu dem in Abbildung 5.10 grün eingefärbten
lokalen Minimum. Durch die Erweiterung des Zielfunktionals werden die Spannwei-
ten drastisch reduziert.
und -beschleunigungen wird die Regelklappe stärker gewichtet als das AGR-Ventil.
Diese Beobachtungen lassen sich auch zu den in Abbildung 5.9 dargestellten opti-
malen Parametern machen, die ohne die Erweiterung des Zielfunktionals berechnet
wurden. Verglichen damit konnten die Spannweiten aller Parameter durch das er-
weiterte Zielfunktional jedoch deutlich reduziert werden, in der Regel etwa um den
Faktor 100, mindestens jedoch um den Faktor 22 (vgl. Tabelle 5.3).
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Tabelle 5.3: Maximale Spannweiten der in den Abbildungen 5.9 und 5.11 darge-
stellten optimalen Parameter bei ursprünglichem und erweitertem Zielfunktional.
Durch die Erweiterung des Zielfunktionals werden die Spannweiten drastisch redu-
ziert.
maximale Spannweite
bei ursprünglichem
Zielfunktional
bei erweitertem
Zielfunktional
Reduktionsfaktor
qs,11 3,09 0,14 22,07
qs,22 285,90 2,83 101,02
qs,33 92,92 0,92 101,00
qs,44 7,11 0,07 101,57
qs,55 6,63 0,07 94,71
qs,66 8,81 0,11 80,09
qs,77 0,03 0,0007 42,86
rs,11 29,89 0,29 103,07
rs,22 8,36 0,08 104,50
5.5 Weitere Schritte
In den vorherigen Abschnitten wurden Optimalsteuerungsprobleme zur optimalen
Parametrisierung des linear quadratischen Reglers für das Diesel-Luftsystem formu-
liert und untersucht. Das Reglerverhalten für einen Sollwertsprung sowie für einen
kurzen, der Realität nachempfundenen, dynamischen Sollwertverlauf konnte mit die-
ser Methode verbessert werden.
Um optimale Gewichtungsmatrizen für den praktischen Einsatz im Fahrzeug zu be-
stimmen, müssten anstelle einzelner Sollwertsprünge umfassendere Sollwertverläufe
in die Optimierung einbezogen werden. Dazu wäre eine Sollwerttrajektorie zu gene-
rieren, die alle relevanten, aber möglichst keine redundanten Sollwertkonstellationen
umfasst. Mit der Dauer der Trajektorie würde auch die Dimension des zu lösenden
Optimierungsproblems steigen.
Wie bereits in Abschnitt 4.3 erwähnt ist es denkbar, die Gewichtungsmatrizen je
nach Betriebsbereich anzupassen. In dem Fall könnte das Optimalsteuerungspro-
blem in kleinere Probleme unterteilt werden. Andererseits wäre es interessant, die
Suche nach einer geeigneten Unterteilung in Betriebsbereiche in das Optimalsteue-
rungsproblem zu integrieren.
Schließlich müsste das Reglerverhalten unter Verwendung der optimierten Matrizen
in Fahrzeuguntersuchungen analysiert werden.
6 Zusammenfassung und Ausblick
6.1 Zusammenfassung
Anspruchsvolle Kundenwünsche und eine zunehmend strengere Abgasgesetzgebung
treiben die Weiterentwicklung von Dieselmotoren voran. Heutzutage gehören inno-
vative Technologien wie Hochdruckdirekteinspritzsysteme, Abgasturbolader, Abgas-
rückführungen und diverse Abgasnachbehandlungssysteme zur Standardausstattung
moderner Pkw-Dieselmotoren. Die daraus resultierenden höchst komplexen Systeme
enthalten mehrere miteinander in Wechselwirkung stehende Regel- und Stellgrößen.
Für ein effizientes Zusammenspiel der verschiedenen Komponenten ist ein intelligen-
tes Motormanagement erforderlich. Die auf dem Markt herrschenden harten Wett-
bewerbsbedingungen rufen zudem die dringende Forderung nach möglichst kurzen
Entwicklungszeiten hervor.
In dieser Arbeit wurde mit einem linear quadratischen Regler ein modellbasiertes,
optimales Mehrgrößenregelungskonzept für das Luftsystem eines Pkw-Dieselmotors
untersucht. Der Fokus lag dabei auf der dynamischen Modellierung und Regelung
des Hochdruckbereichs.
Zum besseren Verständnis wurden zunächst einige technische Grundlagen erläu-
tert. Dabei wurden die Arbeitsweise eines Viertaktdieselmotors, die Entstehung von
Schadstoffen sowie der Aufbau und die Funktionsweise des Diesel-Luftsystems be-
handelt.
Voraussetzung für die erfolgreiche Umsetzung einer modellbasierten Mehrgrößenre-
gelung ist die Kenntnis eines zuverlässigen Modells der Regelstrecke, welches insbe-
sondere deren dynamisches Verhalten gut wiedergibt. Nach einem kurzen Überblick
über in der Motorentwicklung gebräuchliche Modellierungsansätze wurden Teilmo-
delle für die einzelnen Komponenten des Luftsystems geschildert, welche daraufhin
zu einem Gesamtmodell zusammengefügt wurden. Es handelte sich dabei um ein
nulldimensionales Mittelwertmodell nach der Füll- und Entleermethode, bei dem
die Volumina des Luftsystems als Behälter modelliert werden, welche durch Drossel-
stellen miteinander verbunden sind. Das gesuchte dynamische Modell für das Luft-
system eines aufgeladenen Dieselmotors mit Abgasrückführung und variabler Turbi-
nengeometrie ergab sich schließlich als System nichtlinearer, gewöhnlicher Differen-
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tialgleichungen. Mithilfe von Daten einer Fahrzeugmessung konnte eine erfolgreiche
Simulation des Systemverhaltens in Matlab durchgeführt werden.
Darauf aufbauend wurde der linear quadratische Regler für das Diesel-Luftsystem
behandelt. Nach einem Überblick über die für diese Arbeit wesentlichen Grundla-
gen aus der Systemtheorie und über linear quadratische Regler wurde die Regelung
des Luftsystems erläutert. Die auszuführenden Arbeitsschritte wurden detailliert be-
schrieben. Im Hinblick auf die Echtzeitfähigkeit der Regelung wurden für die rechen-
intensive Aufgabe, die algebraische Riccati-Gleichung zu lösen, verschiedene Verfah-
ren genannt und bezüglich des erforderlichen Rechenaufwands und der erreichten Ge-
nauigkeit miteinander verglichen. Außerdem wurde ein Ansatz zum Ausgleichen von
Modellunsicherheiten vorgeschlagen, welche anderenfalls konstante Regelabweichun-
gen verursachen würden. Die allgemeine Funktionsfähigkeit der Regelung konnte so-
wohl in einer Matlab-Simulation als auch unter realitätsnahen Bedingungen in einer
Rapid-Prototyping-Umgebung an einem Versuchsfahrzeug nachgewiesen werden. In
allen Untersuchungen sind die Regelgrößen ihren Sollwerten zuverlässig und (bis
auf gelegentliches leichtes Über- oder Unterschwingen) schwingungsfrei gefolgt. Es
konnte gezeigt werden, dass die Wechselwirkungen im Luftsystem von der Regelung
berücksichtigt werden. Mit dem Einsatz der Regelung in der Rapid-Prototyping-
Umgebung wurde deren grundsätzliche Echtzeitfähigkeit belegt.
Hinsichtlich einer effizienten Reglerentwicklung ist ein möglichst geringer Applikati-
onsaufwand wünschenswert. Die freien Parameter eines linear quadratischen Reg-
lers liegen in den Gewichtungsmatrizen des Zielfunktionals aus dem linear qua-
dratischen Regulatorproblem. Deren Parametrisierung ist jedoch eine nichttriviale
Aufgabe. Daher wurde ein neues Verfahren zur automatischen Wahl der Reglerpa-
rameter vorgestellt, bei dem optimale Gewichtungsmatrizen mithilfe von Optimal-
steuerungsproblemen bestimmt werden. Nach einer kurzen Einführung in optimale
Steuerprozesse und deren numerische Lösung wurden entsprechende Optimalsteue-
rungsprobleme formuliert und mittels der Programmbibliothek TransWorhp ge-
löst. Zunächst wurde die allgemeine Funktionsfähigkeit der Vorgehensweise anhand
ausgewählter Situationen untersucht. Die Ergebnisse wurden mit denen der Stan-
dardgewichtungsmatrizen und mit der als Performance-Grenze berechneten optima-
len Steuerung verglichen. Für alle betrachteten optimalen Steuerprozesse konnten
optimale Lösungen gefunden und merkliche Verbesserungen gegenüber den Stan-
dardgewichtungsmatrizen erzielt werden. Dabei ist auch das Potential voll besetzter
Gewichtungsmatrizen gegenüber Diagonalgewichtungsmatrizen deutlich geworden.
Eine Analyse des Optimalsteuerungsproblems zum Berechnen optimaler Diagonal-
gewichtungsmatrizen ergab, dass das Problem mehrere lokale Minima besitzt, deren
Werte jedoch alle besser sind als der den Standardgewichtungsmatrizen zugehörige
Zielfunktionalswert. Des Weiteren konnte die Mehrdeutigkeit der Lösung durch eine
Erweiterung des Zielfunktionals drastisch reduziert werden.
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6.2 Ausblick
Diese Arbeit verdeutlicht das Potential modellbasierter, optimaler Mehrgrößenrege-
lungungen für den Einsatz in Pkw-Dieselmotoren. Sie motiviert ergänzende Unter-
suchungen und zukünftige Weiterentwicklungen, die auf einen Serieneinsatz abzie-
len.
Durch den modularen Aufbau des Diesel-Luftsystems und dessen Modells sind Sys-
temveränderungen oder -erweiterungen problemlos in die Modellierung und Rege-
lung integrierbar. Das Regelungskonzept kann dadurch beispielsweise auch auf Luft-
systeme mit Niederdruckabgasrückführung angewandt werden (vgl. Abschnitt 3.5.2).
Essenziell für eine Regelung, die im normalen Fahrbetrieb einsetzbar ist, ist das Ein-
beziehen des Ladedrucks als Regelgröße und der variablen Turbinengeometrie als
Stellgröße (vgl. Abschnitt 3.5.1). Für diese Erweiterung wurden in der Dissertation
Echim [17] bereits Grundlagen gelegt. Mit den dort beschriebenen Methoden können
auch zweistufige Aufladesysteme behandelt werden. Des Weiteren können bereits
bestehende Teilmodelle durch verbesserte Modelle ersetzt werden. So könnten mög-
licherweise leichte Modellverbesserungen durch Berücksichtigung der Wärmedurch-
lässigkeit der Behälter oder die dynamische Modellierung der Behältertemperaturen
erzielt werden.
Für die Umsetzung des linear quadratischen Reglers bieten sich einige interessante
Weiterentwicklungsmöglichkeiten. Mit der in Abschnitt 4.3.3 dargelegten Methode
zum Ausgleichen von bleibenden Regelabweichungen konnten zwar bereits vielver-
sprechende Ergebnisse in der Matlab-Simulation erzielt werden, sie wurde jedoch
noch nicht an einem realen Fahrzeug überprüft. Für einen Serieneinsatz des LQ-
Reglers müsste unter anderem die Lösbarkeit des Nullstellenproblems zum Berech-
nen einer Ruhelage des dynamischen Systems sowie die Lösbarkeit der algebraischen
Riccati-Gleichung sichergestellt werden (vgl. Abschnitt 4.3.1). Alternativ dazu könn-
ten geeignete Ausweichstrategien bereitgestellt werden. Im Hinblick auf die Echtzeit-
fähigkeit der Regelung wäre eine Implementierung der Schur-Methode anstelle des
Newton-Verfahrens zum Lösen der algebraischen Riccati-Gleichung wünschenswert
(vgl. Abschnitt 4.3.2). Weitere Rechenzeit könnte eingespart werden, wenn nicht in
jedem Zeitschritt eine neue Reglermatrix berechnet würde. Diese könnte stattdessen
mithilfe von Methoden der parametrischen Sensitivitätsanalyse für endlichdimensio-
nale, nichtlineare Optimierungsprobleme approximiert werden (vgl. Abschnitt 4.5.1).
Dafür wären vorab numerische Untersuchungen über die Gültigkeitsbereiche der Ap-
proximationen durchzuführen. Eine interessante Erweiterung des Regelungskonzepts
wäre auch die Einführung eines Beobachtersystems zum Schätzen nicht messbarer
Zustandsgrößen (vgl. Abschnitt 4.5.2). Dabei ist zu beachten, dass für die Berech-
nung der Rückführmatrix und die Integration des Beobachtersystems zusätzliche
Rechenzeit benötigt würde.
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Die Reglerparametrisierung anhand von Optimalsteuerungsproblemen müsste da-
hingehend ausgedehnt werden, die Gewichtungsmatrizen bezüglich aller relevanten
Sollwertverläufe zu optimieren. Denkbar wäre auch eine Anpassung der Gewich-
tungsmatrizen an verschiedene Betriebsbereiche. Schließlich wäre das Verhalten des
LQ-Reglers unter Verwendung der optimalen Gewichtungsmatrizen an einem Ver-
suchsfahrzeug zu analysieren.
Mit dieser Arbeit wurde nachgewiesen, dass ein modellbasierter Mehrgrößenrege-
lungsansatz zur Regelung des Luftsystems von Pkw-Dieselmotoren sehr vielverspre-
chend ist. Für die hier behandelten linear quadratischen Regler müssen nichtlineare
Systembeschreibungen linearisiert werden. Eine Weiterentwicklung der Motorsteuer-
geräte bezüglich ihrer Rechenleistung vorausgesetzt, wäre eine modellprädiktive Re-
gelung ein alternativer modellbasierter Mehrgrößenregelungsansatz, mit dem auch
nichtlineare Modelle direkt behandelt werden könnten.
A Ergänzende Abbildungen zur
Modellvalidierung
Es folgen ergänzende Abbildungen zur in Abschnitt 3.4 anhand von Messdaten
durchgeführten Modellvalidierung. Es handelt sich dabei um die Daten der gesamten
Messung.
Die vom dynamischen Modell berechneten Größen sind in blau und die des Referenz-
modells in grün aufgetragen. Dazu ist die absloute Abweichung eabs zwischen den bei-
den Modellen in rot angegeben. Von oben nach unten sind mit dem Ladedruck pnVrd
und dem Saugrohrdruck pvZyl in Abbildung A.1 und dem Abgasgegendruck pnZyl in
Abbildung A.2 die dynamisch modellierten Drücke abgebildet. Zusätzlich wird in
Abbildung A.2 der Abgasrückführmassenstrom m˙Agr betrachtet.
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Abbildung A.1: Modellvalidierung anhand von Messdaten. Von oben nach unten: Ladedruck, Saugrohrdruck.
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Abbildung A.2: Modellvalidierung anhand von Messdaten. Von oben nach unten: Abgasgegendruck, AGR-Massenstrom.

B Für die Modellvalidierung
verwendete Fehlermaße
Im Folgenden werden die für die Validierung des dynamischen Modells verwendeten
Fehlermaße definiert. Dazu seien
wi := w(ti), w
i ∈ R, i = 1, . . . , N
die Werte der zu untersuchenden Modellgröße zu den Zeitpunkten ti, i = 1, . . . N ,
die mit den Referenzwerten
wiref := wref(ti), w
i
ref ∈ R, i = 1, . . . , N
verglichen werden.
Zunächst werden einige absolute Fehlermaße definiert. Mit der absoluten Abwei-
chung
eiabs := w
i − wiref i = 1, . . . , N
werden die maximale absolute positive Abweichung
eabs,max := max
i=1,...,N
{eiabs : eiabs > 0}
sowie die maximale absolute negative Abweichung
eabs,min := min
i=1,...,N
{eiabs : eiabs < 0}
berechnet. Die mittlere absolute Abweichung ergibt sich zu
e¯abs :=
1
N
N
i=1
eiabs.
Da die absolute Abweichung als vorzeichenbehaftete Größe angegeben wird, können
sich Abweichungen mit unterschiedlichen Vorzeichen im Mittelwert ausgleichen. Auf
diese Weise können systematische Abweichungen erkannt werden, das heißt, ob die
untersuchte Modellgröße eher über- oder eher unterschätzt wird. Um die Modellgüte
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besser beurteilen zu können, wird zusätzlich die Standardabweichung der absoluten
Modellabweichung
σabs :=
 1
N − 1
N
i=1
(eiabs − e¯abs)2
als Maß für die Streuung der Abweichungen um den Mittelwert bestimmt.
Analog zu den absoluten Fehlermaßen werden die relativen Fehlermaße definiert,
welche besser zum Vergleichen von Größen unterschiedlicher Größenordnung oder
mit unterschiedlichen Einheiten geeignet sind. Mit der relativen Abweichung
eirel :=
wi − wiref
wiref
i = 1, . . . , N
werden die maximale relative positive Abweichung
erel,max := max
i=1,...,N
{eirel : eirel > 0}
und die maximale relative negative Abweichung
erel,min := min
i=1,...,N
{eirel : eirel < 0}
berechnet. Die mittlere relative Abweichung ergibt sich zu
e¯rel :=
1
N
N
i=1
eirel.
Die Standardabweichung der relativen Modellabweichung lautet
σrel :=
 1
N − 1
N
i=1
(eirel − e¯rel)2.
Für Größen, die Werte um null herum annehmen können, ist die Berechnung der
klassischen relativen Fehlermaße nicht möglich. Stattdessen kann das MAD/Mean-
Verhältnis
eMAD/Mean :=
N
i=1 |wi − wiref|N
i=0 |wiref|
als alternatives relatives Fehlermaß verwendet werden (vgl. Kolassa und Schütz [54]).
Es wird aus dem Quotienten der mittleren absoluten Abweichung (englisch: mean
absolute deviation) und dem Mittelwert (englisch: mean) der Beträge der Referenz-
werte gebildet. Das MAD/Mean-Verhältnis soll in dieser Arbeit nicht dazu dienen,
systematische Modellfehler zu erkennen, sondern die Modellgüte der einzelnen Mo-
dellgrößen untereinander zu vergleichen. Daher werden hier, abweichend von den
übrigen Fehlermaßen, die Beträge der absoluten Abweichungen für die Mittelwert-
bildungen verwendet, so dass sich Abweichungen mit unterschiedlichem Vorzeichen
an dieser Stelle nicht aufheben.
C Theoretische Grundlagen der
Schur-Methode zum Lösen der
algebraischen Riccati-Gleichung
In Abschnitt 4.3.2 wird die Schur-Methode als ein mögliches Verfahren zum Lösen
der algebraischen Riccati-Gleichung 4.8 genannt. Im Folgenden werden die wesentli-
chen theoretischen Grundlagen zusammengetragen, die zum Verständnis dieser Me-
thode beitragen. Ausführlichere Darstellungen sind zum Beispiel in Bini et al. [8],
Hespanha [40] oder Zhou et al. [99] zu finden.
Grundlegend für die Schur-Methode ist die Definition invarianter Unterräume aus
der linearen Algebra.
Definition C.1 (Invarianter Unterraum)
Sei M ∈ Rn×n eine Matrix und V ⊆ Rn ein k-dimensionaler Unterraum. Außerdem
sei MV := {y ∈ Rn : y = Mx, x ∈ V }. Dann heißt V invarianter Unterraum
(bzgl. M), wenn MV ⊆ V .
Bemerkung C.2
Der Vektorraum V ⊆ Rn ist genau dann ein k-dimensionaler invarianter Unterraum
(bzgl. M ∈ Rn×n), wenn es Matrizen X ∈ Rn×k, Λ ∈ Rk×k gibt, so dass
(i) MX = XΛ gilt und
(ii) die Spalten von X den Unterraum V aufspannen.
Das Spektrum von Λ ist dann eine Teilmenge des Spektrums von M und die Eigen-
werte von Λ werden mit dem invarianten Unterraum assoziierte Eigenwerte von M
genannt.
Um die für den LQ-Regler gesuchte positiv definite Lösung der algebraischen Riccati-
Gleichung zu bestimmen, spielen stabile, invariante Unterräume eine entscheidende
Rolle.
Definition C.3 (Stabiler, invarianter Unterraum)
Die Eigenwerte einer MatrixM ∈ Rn×n mit negativem Realteil heißen stabile Eigen-
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werte. Der mit diesen Eigenwerten assoziierte, invariante Unterraum heißt stabiler,
invarianter Unterraum (bzgl. M).
Des Weiteren ist der Begriff der Hamilton-Matrix hilfreich.
Definition C.4 (Hamilton-Matrix)
Eine Matrix M ∈ R2n×2n ist eine Hamilton-Matrix, wenn J−1MTJ = −M mit
J =

0n×n In×n
−In×n 0n×n

gilt. Dabei bezeichnen 0n×n und In×n die Null- bzw. die Einheitsmatrix im Rn×n.
Es lässt sich leicht zeigen, dass die Eigenwerte einer Hamilton-Matrix symmetrisch
zur imaginären Achse angeordnet sind, das heißt, dass mit einem Eigenwert λ auch
−λ¯ im Spektrum der Hamilton-Matrix liegt (vgl. Zhou et al. [99]). Für reellwertige
Matrizen gilt außerdem, dass mit λ auch der komplex konjugierte Wert λ¯ ein Ei-
genwert ist. Für Hamilton-Matrizen gilt also, dass mit λ auch −λ, λ¯ und −λ¯ im
Spektrum enthalten sind. Wenn es sich um rein reelle bzw. rein imaginäre Eigenwer-
te handelt, treten diese in entsprechenden Paaren auf. Zum Lösen der algebraischen
Riccati-Gleichung wird die Hamilton-Matrix
H :=

A −BR−1BT
−Q −AT

mit Matrizen A, B, Q und R wie in Abschnitt 4.2 betrachtet, zu der ein n-dimen-
sionaler, invarianter Unterraum bestimmt wird. Dies wird durch die folgenden Sätze
begründet.
Satz C.5
Sei V ⊆ R2n ein n-dimensionaler, invarianter Unterraum bzgl. H. Außerdem seien
X1, X2 ∈ Rn×n Matrizen, so dass V = Im((X1, X2)T ). Vorausgesetzt X1 ist inver-
tierbar, so ist durch P := X2X−11 eine Lösung der algebraischen Riccati-Gleichung
gegeben. Des Weiteren stimmen die Eigenwerte von A− BR−1BTP mit den mit V
assoziierten Eigenwerten überein. Die Lösung P ist unabhängig von der Wahl der
Basis für V .
Beweis: Vgl. Zhou et al. [99].
Satz C.6
Sei P ∈ Rn×n eine Lösung der algebraischen Riccati-Gleichung. Dann gibt es Matri-
zen X1, X2 ∈ Rn×n, X1 invertierbar, so dass P = X2X−11 gilt und die Spalten von
(X1, X2)
T einen n-dimensionalen, invarianten Unterraum zu H aufspannen.
Beweis: Vgl. Zhou et al. [99].
Falls H keinen Eigenwert auf der imaginären Achse hat, muss es genau n Eigenwerte
mit positivem Realteil und n Eigenwerte mit negativem Realteil geben. Es lässt sich
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zeigen, dass dies unter den Voraussetzungen von Satz 4.12 der Fall ist und dass die
Matrix X1 dann auch invertierbar ist (vgl. Hespanha [40], Zhou et al. [99]).

D Ergänzende Abbildungen zu
den Fahrzeuguntersuchungen
Es folgen ergänzende Abbildungen zur in Abschnitt 4.4.2.2 durchgeführten Validie-
rung der Regelung am Fahrzeug. Es handelt sich dabei zunächst um Untersuchungen
mit sinusförmigen Sollwertvorgaben unterschiedlicher Frequenz und Phasenverschie-
bung, danach um Untersuchungen mit sprungförmigen Sollwertvorgaben.
Die Abbildungen zeigen die Regelgrößen pvZyl und m˙Agr in grün, die dazugehörigen
absoluten Abweichungen eabs zwischen Ist- und Sollwerten in rot und die Stellgrö-
ßen rRk und rAgr in blau. Die Sollwerte sind als gestrichelte, die Istwerte als durch-
gezogene Linien dargestellt.
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Abbildung D.1: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Ach-
senverschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 1/πHz), sinusförmiger
AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h, Amplitude: 7 kg/h, Frequenz:
3/(4π)Hz), d. h. höhere und unterschiedliche Frequenzen, Teil 1
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Abbildung D.2: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Ach-
senverschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 3/(4π)Hz), sinusförmiger
AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h, Amplitude: 7 kg/h, Frequenz:
1/πHz), d. h. höhere und unterschiedliche Frequenzen, Teil 2
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Abbildung D.3: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Ach-
senverschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 1/(2π)Hz, Phasenver-
schiebung: π/2 s), sinusförmiger AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h,
Amplitude: 7 kg/h, Frequenz: 1/(2π)Hz, Phasenverschiebung: 0 s), d. h. AGR-Mas-
senstrom vorauseilend
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Abbildung D.4: Fahrzeuguntersuchungen: sinusförmiger Saugrohrdruck (y-Ach-
senverschiebung: 900 hPa, Amplitude: 100 hPa, Frequenz: 1/(2π)Hz, Phasenver-
schiebung: 0 s), sinusförmiger AGR-Massenstrom (y-Achsenverschiebung: 10 kg/h,
Amplitude: 7 kg/h, Frequenz: 1/(2π)Hz, Phasenverschiebung: π/2 s), d. h. Saugrohr-
druck vorauseilend
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Abbildung D.5: Fahrzeuguntersuchungen: sprungförmiger Saugrohrdruck (von
1000 hPa auf 900 hPa), sprungförmiger AGR-Massenstrom (von 10 kg/h auf 5 kg/h)
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Abbildung D.6: Fahrzeuguntersuchungen: sprungförmiger Saugrohrdruck (von
1000 hPa auf 900 hPa), sprungförmiger AGR-Massenstrom (von 10 kg/h auf 15 kg/h)
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Abbildung D.7: Fahrzeuguntersuchungen: sprungförmiger Saugrohrdruck (von
1000 hPa auf 1050 hPa), sprungförmiger AGR-Massenstrom (von 10 kg/h auf 5 kg/h)
E Ergänzende Tabellen zur
Reglerparametrisierung
Es folgen ergänzende Tabellen zur numerischen Auswertung in Abschnitt 5.4.1.
Dort wurden Optimalsteuerungsprobleme zur Reglerparametrisierung mithilfe von
TransWorhp gelöst. Die Tabellen enthalten Angaben zu den Dimensionen der sich
dabei ergebenden endlichdimensionalen Optimierungsprobleme sowie die zu deren
Lösung benötigten Rechenzeiten. Tabelle E.1 bezieht sich auf die im genannten Ab-
schnitt betrachtete Situation mit sprungförmigem Sollwertverlauf, Tabelle E.2 auf
die Situation mit dynamischem Sollwertverlauf.
Die Berechnungen wurden auf einem Prozessor vom Typ Intel Core i7-3770 durch-
geführt. Es wurden noch keine Maßnahmen ergriffen, um die Rechenzeiten zu ver-
kürzen.
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Tabelle E.1: Dimensionen der aus den Optimalsteuerungsproblemen resultieren-
den endlichdimensionalen Optimierungsprobleme sowie zu deren Lösung benötigte
Rechenzeiten. Berechnung der Regler unter Verwendung von Standardgewichtungs-
matrizen und optimierten Gewichtungsmatrizen und der Performance-Grenze bei
sprungförmigem Sollwertverlauf.
Optimierungs-
variablen
Neben-
bedingungen
Rechenzeit [s]
standard 1284 1520 9,9
optimiert (diagonal) 1284 1511 164,3
optimiert (voll) 1328 1502 389,6
Performance-Grenze 1275 1400 8,2
Tabelle E.2: Dimensionen der aus den Optimalsteuerungsproblemen resultieren-
den endlichdimensionalen Optimierungsprobleme sowie zu deren Lösung benötigte
Rechenzeiten. Berechnung der Regler unter Verwendung von Standardgewichtungs-
matrizen und optimierten Gewichtungsmatrizen und der Performance-Grenze bei
dynamischem Sollwertverlauf.
Optimierungs-
variablen
Neben-
bedingungen
Rechenzeit [s]
standard 2534 2970 84,6
optimiert (diagonal) 2534 2961 417,1
optimiert (voll) 2578 2952 954,3
Performance-Grenze 2525 2750 83,6
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