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Re´sume´
Le contexte ge´ne´ral de cette the`se s’inscrit dans le cadre de la mode´lisation eule´rienne
instationnaire des e´coulements turbulents anisothermes gaz - particules. La mode´lisation
de ces e´coulements est cruciale pour de nombreuses applications industrielles et pour la
pre´diction de certains phe´nome`nes naturels. Par exemple, la combustion diphasique dans
les moteurs automobiles et ae´ronautiques est pre´ce´de´e par l’injection et la dispersion de
carburant liquide dans la chambre de combustion. Les phe´nome`nes mis en jeu exigent alors
une pre´diction locale tenant compte du caracte`re instationnaire de l’e´coulement turbulent
et de la pre´sence de ge´ome´tries complexes. De plus, de nombreuses e´tudes expe´rimentales
et nume´riques re´centes ont mis en e´vidence le roˆle pre´ponde´rant de l’inertie des particules
sur les me´canismes de dispersion et de concentration pre´fe´rentielle en e´coulement turbulent.
Ceci rend donc indispensable la prise en compte de ces me´canismes dans la mode´lisation
diphasique. Au cours de ce travail de the`se, une approche eule´rienne locale et instantane´e a
e´te´ de´veloppe´e pour pre´dire les e´coulements gaz-particules anisothermes et turbulents. Elle
est base´e sur l’approche statistique du Formalisme Eule´rien Me´soscopique (MEF) introduite
par Fe´vrier et al. (JFM, 2005). Cette approche a e´te´ ici e´tendue aux variables thermiques
pour la prise en compte du caracte`re anisotherme de l’e´coulement. Cette approche a e´te´
ensuite utilise´e dans le cadre de la me´thode des moments (Kaufmann et al., JCP, 2008), et
un syste`me d’e´quations locales et instantane´es pour la phase disperse´e a e´te´ propose´. La
mode´lisation au premier ordre exige la fermeture des moments de second ordre apparaissant
dans les e´quations de la quantite´ de mouvement et de l’e´nergie. La proposition de telles
relations constitutives fait l’objet d’une partie de la the`se. Afin de fournir une me´thode
capable de pre´dire le comportement local, instantane´ et anisotherme de la phase disperse´e
dans des configurations a` une e´chelle re´aliste, les e´quations pour la phase disperse´e ont e´te´
filtre´es et une mode´lisation aux grandes e´chelles (LES) est effectue´e. Cette mode´lisation
e´tends, par la prise en compte des variables thermiques, le travail de Moreau et al. (FTaC,
2010) sur l’approche LES Euler-Euler en conditions isothermes. L’approche comple`te est
enfin applique´e aux re´sultats de simulation nume´rique d’un jet plan turbulent gazeux froid,
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charge´ en particules, dans une turbulence homoge`ne isotrope chaude monophasique.
Mots cle´s : e´coulement turbulent instationnaires gaz-particules, approche Eule´rienne,
fermetures au premier ordre, approche aux grandes e´chelles
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Abstract
The aim of this thesis is to provide an Eulerian modeling for the dispersed phase interact-
ing with unsteady non-isothermal turbulent flows. The modeling of these flows is crucial
for several industrial applications and for predictions of natural events. Examples are the
combustion chambers of areo engines where the combustion is preceded by the injection
and dispersion of liquid fuel. The prediction of such phenomena involves a local modeling
of the mixture for taking into account the unsteady behavior of the turbulent flow and
the presence of complex geometries. Moreover, many experimental and numerical studies
have recently highlighted the significant role of the particle inertia on the mechanisms of
dispersion and preferential concentration. Accounting for such mechanisms is therefore
essential for modeling the particle-laden turbulent flows. In this thesis, a local and instan-
taneous Eulerian approach able to describe and to predict the local behavior of inertial
particles interacting with non-isothermal turbulent flows has been developed. It is based
on the statistical approach known as Mesoscopic Eulerian formalism (MEF) introduced by
Fe´vrier et al. (JFM, 2005). The statistical approach has been extended to the thermal
quantities in order to account for the non-isothermal conditions into the modeling. This
formalism is then used in the framework of the moment approach (Kaufmann et al., JCP,
2008) and a system of local and instantaneous equations for the non-isothermal dispersed
phase has been suggested. The first order modeling requires to close second-order moments
appearing in momentum and energy equations. The proposal of such constitutive relations
makes the object of a part of this study. In order to provide an Eulerian approach usable in
real configurations at industrial scale, the equations of the dispersed phase are filtered and
the approach developed in the framework of the Large-Eddy Simulations. From the work
of Moreau et al. (FTaC, 2010), the Eulerian-Eulerian LES approach is then extended to
non-isothermal conditions. The whole modeling is then a priori tested against numerical
simulations of a cold planar turbulent particle-laden jet crossing a homogeneous isotropic
decaying hot turbulence.
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Chapter 1
Introduction
Particle/droplet-laden turbulent flows are commonly encountered in environmental or in-
dustrial contexts and their physical understanding and prediction is crucial in many sit-
uations. Examples are the weather forecast, the pollution control, or fluidized bed in
chemical engineering and the atomization and combustion of liquid spray in aeronautic
and automotive engines. Supplying a modeling for the predictions involves the knowledge
of the mechanisms of interaction between the solid/liquid phase and the turbulence. An
overview of some mechanisms governing particle-laden turbulent flows, such as preferential
concentration, inter-particle collisions and two-way coupling, has been provided by Som-
merfeld (2000). Many experiments were performed to provide additional information as, for
instance, by Snyder and Lumley (1971) and Wells and Stock (1983) in grid-generated tur-
bulence or Hishida (1987) in mean sheared turbulent flows. However, numerical simulations
have greatly helped the improvement of the knowledge of such complex flows since their
laboratory reproduction is not easy and not always possible. In numerical simulations the
particles may be followed in a Lagrangian reference frame (Riley & Paterson 1974, Maxey
1987) by integration of the Newton equations were the undisturbed fluid properties, as the
velocity and the temperature, are taken into account into the closures of the external forces
and heat exchanges, accurately interpolated at the particle location. The undisturbed am-
bient may be retained if particles are small compared to the small scales of the turbulence
(Maxey & Riley 1983, Gatignol 1983). In the framework of this assumption, then the fluid
may be resolved by the direct numerical simulations (DNS) so that no additional models
are needed to describe the whole behavior of the turbulent mixture. This point-particle
approach (Balachandar 2009, Balachandar & Eaton 2010) was extensively used in the last
decades and several and important improvements in the understanding of some physical
phenomena has been supplied in this way (Squires & Eaton 1991a, Elghobashi & Truesdell
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1992, 1993, Wang & Maxey 1993, Sundaram & Collins 1997, 1999, Boivin et al. 1998,
Ferrante & Elghobashi 2003). The fact that this approach does not require further efforts
about the modeling and that is easy to implement, makes of it a powerful tool justifying
its extensive use. On the other hand, this technique is really prohibitive in most real cases
and its use at industrial scale is unrealistic. At this level the constraint is double. The large
numerical domains of industrial test cases involves a huge number of particles which must
be followed separately with a consequent increase of computational costs. Moreover the
unsteady nature of the turbulent flows and the presence of complex geometries requires the
use of the DNS approach which is again prohibitive for such simulations. Alternatively, for
predicting unsteady turbulent flows with high level of accuracy, the Large-eddy Simulations
(LES) approach is used. This involves that particles accede only to the resolved quantities
of the fluid so that the Lagrangian modeling becomes less obvious. Several studies has
been carried out on this topic (Wang & Squires 1996, Armenio et al. 1999, Yamamoto et
al. 2001, Fede & Simonin 2006) and the influence of the subgrid-scales of the turbulence
on the particle statistics is a timely topic of research. In most cases the effects of the
subgrid-scales on the particles are neglected. Examples of numerical simulations which use
the Lagrangian approach coupled with the LES of the turbulence are given, for instance, by
the works of Wang & Squires (1996), Boivin et al. (2000). In some cases the modification
of the turbulence by the particles at the subgrid-scales is accounting for into the subgrid
modeling of the fluid (Okong’o & Bellan 2000).
In DNS as well as in LES, an alternative to the Eulerian-Lagrangian approach is the
Eulerian-Eulerian approach. The latter involves that the particles are described as a con-
tinuum in an Eulerian framework. The Eulerian equations for the dispersed phase may
be obtained following different methods. Druzhinin (1995) used a spatial averaging over
a length scale of the order of the Kolmogorov length scale which is assumed to be much
larger than the particle diameter and the inter-particle distance, in order to obtain local and
instantaneous Eulerian transport equations of concentration and velocity for the dispersed
phase. Numerical simulations were then performed using bubbles and particles with re-
sponse times much smaller than the Kolmogorov time scale (Druzhinin & Elghobashi 1998,
1999). Maxey (1987), using a Taylor expansion of the particle velocity in powers of small re-
sponse time, provided an expression of the particle velocity in terms of the fluid velocity and
its spatial and temporal derivatives. Ferry & Balachandar (2001) extended this so-called
“Eulerian equilibrium approach” to account for added mass, Saffman lift and Basset history
forces. Such an approach was then evaluated in homogeneous isotropic turbulence (HIT)
and homogeneous turbulent shear flows (Rani & Balachandar 2003, Shotorban & Balachan-
dar 2006). Recently, the Eulerian equilibrium approach was also derived for non-isothermal
17
particle-laden flows (Ferry & Balachandar 2005) and in LES framework (Shotorban & Bal-
achandar 2007). If the particle response time is small enough, the Eulerian equilibrium
approach is a very powerful tool since it is able to reproduce some complex phenomena,
as the preferential concentration, with a very cheap computational cost. Indeed, only the
particle number density is transported and the dispersed phase does not require for ad-
ditional modeling, being the velocity obtained from that of the fluid. Unfortunately, this
approach fails when the particle inertia increases (Rani & Balachandar 2003). Indeed, a
crucial assumption of the Eulerian equilibrium model, namely the uniqueness of the particle
velocity distribution, is not verified for particle Stokes numbers, based on the Kolmogorov
time scale, greater than unity (Ferry & Balachandar, 2001).
Recently, Fe´vrier, Simonin & Squires (2005) showed that in the case of inertial particles,
suspended in a homogeneous isotropic turbulence, with response times larger than the Kol-
mogorov time scale, the Eulerian approach for the dispersed phase must account specifically
for the effects of the crossing between particle trajectories. This effect involves many differ-
ent velocities in the same volume control, making the uniqueness of the velocity distribution
violated. By introducing an ensemble averaging over a large number of particle realizations,
conditional on a given fluid flow realization, statistical properties of the dispersed phase
may be derived in the framework of the probability density function approach (PDF). The
statistical approach by Fe´vrier et al. (2005), called mesoscopic Eulerian formalism (MEF),
is based on the idea that the Lagrangian particle velocity may be partitioned into two con-
tributions: i) an Eulerian particle velocity field which is spatially correlated and shared by
all the particles, accounting for correlations between particles and between particles and
fluid; ii) a spatially-uncorrelated contribution, associated with each particle and stemming
from the particle chaotic behavior, which may be characterized in terms of Eulerian fields
of particle-velocity moments. The importance of the random (spatially-uncorrelated) com-
ponent of the particle velocity field, due to the fact that particle trajectories may cross, was
pointed out by Falkovich et al. (2002). The MEF approach may be naturally considered as
an extension of the Eulerian equilibrium model over a larger range of applicability in terms
of the particle Stokes number. IJzermans, Reeks & Meneguz (2010) and IJzermans et al.
(2009) used the partitioning in the framework of a study characterizing the particle segrega-
tion by a full Lagrangian approach (FLM). Vance et al. (2006) used the MEF to investigate
the spatial characteristics of the particle velocity field in a turbulent channel flow with and
without inter-particle collisions. Simonin et al. (2006) compared such an approach with a
two-point probability density function method (Zaichik & Alipchenkov 2003), finding strong
connections when modeling spatial characteristics of inertial particles. In the framework
of the moment approach, the moments of the conditional probability density function may
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be closed in different ways. Simonin et al. (2002) and Kaufmann et al. (2008) suggested
a “2 + 1-equations” approach in which the second-order moment, appearing in momentum
equation, is closed by using a viscosity assumption. Hereinafter “2 + 1-equations” should
be understood as the 0-order (particle number density) and 1th-order equations (velocity
and/or temperature) + an additional equation used for providing the viscosity. Following
the characteristics of the dispersed phase, alternative closures may be then supplied by
using a Grad’s approach (1949) or a quadrature-based moment method. The latter is a
very timely topic of research since the work of McGraw (1997) and Wright et al. (2001),
QMOM (say), or that of Marchisio & Fox (2005, 2007), DQMOM (say). Following this
approach, the particle velocity distribution function is written as a weighted sum of delta
functions where weights and abscissas are computed from the moments which are known.
The distribution function is then used to provide closures for higher order moments by
resolution of a quadrature inversion problem. Some theoretical and numerical aspects of
this modeling have been recently addressed (Fox 2008, Desjardins, Fox & Villedieu 2008,
Le Lostec et al. 2010) also accounting for poly-dispersion phenomena (Laurent et al. 2004,
de Chaisemartin et al. 2007, Fox, Laurent & Massot 2008, Massot et al. 2009, namely
“multi-fluid” methods). The QMOM/DQMOM approach is a very promising tool but it is
still far to be used in realistic cases, for instance in the framework of the LES approach.
Instead, the MEF, providing local and instantaneous Eulerian fields, may be used to derive
the Eulerian-Eulerian LES approach (Moreau et al. 2010) for predicting unsteady particle-
laden turbulent flows in more realistic situations as well as in complex geometries (Riber
et al. 2009). Using the MEF in non-isothermal conditions remains an important topic of
study. Figure 1.1 summarizes schematically the Eulerian approaches discussed above.
Nowadays the “2 + 1-equations” moment approach, arisen from the MEF and closed by a
viscosity assumption, when used for performing a posteriori Eulerian-Eulerian simulations
(Kaufmann et al. 2008, Riber 2007, Vie et al. 2009), has shown to be able to predict
inertial-particle-laden homogeneous and isotropic turbulent flows (HIT). Instead, it fails
when performing preliminary a posteriori tests (Riber 2007) in mean-sheared conditions
(Hishida 1987). The reason must be sought in the failure of the viscosity assumption which
is no longer able to correctly predict the second-order moment in such cases. Currently,
mean-sheared Eulerian-Eulerian numerical simulations, both in DNS and LES, are per-
formed by using a “2-equations” method in which the second-order moment in momentum
equation is neglected.
The goal of this work is thus triple. First, to extend the MEF in order to take into account
the effect of the chaotic nature of inertial particles on the thermal quantities. This makes
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Figure 1.1: Schematic representation of existing unsteady modeling approaches for predict-
ing the dispersed phase interacting with turbulent flows.
it possible to provide an instantaneous local Eulerian approach for inertial non-isothermal
particle-laden turbulent flows. Second, to supply one-point closures for unknown dynamic
and thermal second-order moments in order to permit the use of such an approach in tur-
bulent flows also in presence of mean velocity and temperature gradients. Third, to extend
the LES approach for the dispersed phase, already derived by Moreau (2006), Moreau et
al. (2010), accounting for the subgrid-scale modeling of the thermal quantities. We restrict
ourselves to the case of mono-dispersed phase in dilute regimes.
The manuscript is organized as follows. In Chapter 2, the MEF is extended to the ther-
mal quantities through statistical one-point and two-point correlation analysis and some
new moments are measured in the framework of the MEF Eulerian approach. In Chap-
ter 3, one-point closures for the second-order moment appearing in momentum equation
are provided. In Chapter 4, the modeling is extended to the case in which inter-particle
collisions, in dilute regime, are taken into account. Chapter 5 address the concern of the
one-point closure of the second-order moment appearing in the energy equation of the dis-
20 CHAPTER 1. INTRODUCTION
persed phase. Finally in Chapter 6 the LES approach for the non-isothermal dispersed
phase is tackled. The extension of the MEF to the evaporating dispersed phase is not
detailed in the manuscript even if a preliminary analysis was carried out making the object
of a publication (cited in annexe) . Only deterministic simulations are performed in this
work, i.e. Eulerian-Lagrangian simulations. Then, measurements of mesoscopic moments
and evaluation of the models are a priori carried out. “Exact” Eulerian mesoscopic fields
are obtained from deterministic simulations by using a projection procedure (Kaufmann et
al. 2008) and they are a priori filtered when the LES approach is evaluated.
Chapter 2
Statistical Eulerian modeling of
non-isothermal dispersed phases in
turbulent flows.
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This Chapter is devoted to the statistical modeling of the dispersed phase when par-
ticles interact with non-isothermal turbulent flows and heat exchanges occur. In order
to supply the statistical tool, the mesoscopic Eulerian formalism, introduced by Fe´vrier,
Simonin & Squires (2005), is recalled and extended to non-isothermal conditions. This
approach is chosen because of its ability to reproduce local and instantaneous behaviors
of particles involved in interactions with fully unsteady and non-homogeneous turbulence.
It may be considered as a powerful alternative to the classical Lagrangian approach which
is prohibitive in industrial applications and not yet finalized if the Large-eddy Simulations
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(LES) are used. In the context of this study, the Lagrangian approach is used to perform
numerical simulations which are then used as database for the model validation. Before
addressing the concern of the statistical modeling, a brief description of the equations used
for performing non-isothermal deterministic simulations is supplied. After extending the
statistical approach, some results of a particle-laden homogeneous isotropic turbulence are
presented. This configuration makes it possible to supply statistical one-point and two-
point correlation analysis showing that as for the particle velocity, also for the particle
temperature and any passive scalar, the partitioning into the two contributions correlated
and spatially uncorrelated could be useful. The goal of this Chapter is to improve the un-
derstanding of the temperature distribution and mechanisms of heat transfer and transport
in order to improve the Eulerian modeling. The demand of Eulerian models to predict
reactive two-phase flows motivates this study.
2.1 Lagrangian approach for the particulate phase
The behavior of particles interacting with non-isothermal turbulent flows, is investigated
by the integration in time of the Newton equations of the particle position, velocity and
temperature. In literature, from early works of Stokes (1851), such equations have been
more and more studied in order to provide closures for external forces and heat exchanges
accounting for any different situation (Boussinesq, 1885, Bassett, 1888, Oseen, 1927, Faxen,
1922, Tchen, 1947). When the mixture is composed of spherical, rigid, non-rotating and
non-interacting heavy particles with a diameter smaller than the Kolmogorov length scale
and an infinite internal conductivity, equations are strongly simplified since many contri-
butions may be neglected. Following more recent studies (e.g. see Maxey & Riley, 1983,
Gatignol, 1983, Abramzon & Elata 1984), assuming neither gravity nor radiant sources,




















where uf@p and Tf@p are the undisturbed fluid velocity and temperature at the particle
center location and τp and τθ the dynamic and thermal particle response times, respectively.
The general expressions for the response times accounting for non-linearities of external
forces and heat exchanges leads to:
τp =
4ρpdp
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where CD and Nu are the corrected drag coefficient (Schiller & Nauman, 1935) and Nusselt













In the above equations, Pr is the Prandtl number chosen smaller than one in order to insure
well-resolved thermal small scales, µf and νf the dynamic and cinematic fluid viscosity
respectively, ρf the density of the fluid, ρp and dp the particle density and the particle
diameter, and α = Cpp/Cpf the particle-to-fluid heat capacity ratio. In regimes of Stokes,














Pr α τp. (2.5)
The system of Eqs. 2.1 is generally coupled with an evolving turbulent flow which is ex-
actly resolved by using the direct numerical simulation (DNS) approach. During this study,
since we assume very dilute regimes, the particles are one-way coupled with the fluid, so
that no modulation of the turbulence occurs neither in momentum nor in energy equations.
The integration in time of Eqs. 2.1 needs to know instantaneous local fluid velocity and
temperature at the particle location. In order to supply such information, the interpola-
tion of Eulerian fluid quantities is provided any time stepping. Details about numerical
code, schemes and algorithm used for performing such Eulerian-Lagrangian simulations,
are supplied in Appendix.
2.2 The statistical approach
Fe´vrier, Simonin & Squires (2005) developed a formalism able to analyze velocity correla-
tions for neighboring particles. Their formalism addressed the question why light particles
are more spatially correlated than heavy particles when close together. This phenomenon
was pointed out using the Eulerian spatial velocity correlations computed between any two
separate particles. At the scalar limit, such a two-point correlation function approaches
that of the fluid, behaving exponentially as modeled in one-phase flows by Hinze (1975)
and converging to twice the kinetic energy for distances tending to zero. An increase in
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particle inertia leads to losing part of the correlation in motion for neighboring particles
with a consequent decrease in correlation at the zero-distance limit. This phenomenon was
explained by analogy with the kinetic theory of rarefied gases (Abrahamson 1975): in the
limit of very large inertia, particles move chaotically, behaving like molecules in a dilute
gas. In intermediate regimes, particles partially adapt to the turbulence because of their
response times, magnifying any microscopic difference coming from their initial conditions:
this behavior leads to trajectories crossing each other and particles may find themselves
close together when coming from interactions with distant and independent turbulent ed-
dies. The formalism suggested by Fe´vrier et al. (2005) makes it possible to take into
account the effects of the inertia on the particle motion by partitioning the velocity into
two contributions: first, the Mesoscopic Eulerian Particle Velocity Field (MEPVF), which
is a continuous field shared by all the particles and accounting for correlations between
particles and between particles and fluid; second, a random spatially-uncorrelated contri-
bution, associated with each particle and satisfying the molecular-chaos assumption. It is
referred to as RUM (Random Uncorrelated Motion) and characterized in terms of Eulerian
fields of particle-velocity moments. For the sake of simplicity, we will refer to as “meso-
scopic” and “RUM” for any quantities arisen from correlated and uncorrelated contribution
respectively. In the framework of the moment approach, the mesoscopic Eulerian formalism
(MEF) permits to predict inertial particle-laden unsteady turbulent flows.
2.3 MEF extension to thermal quantities
The MEF describes the dispersed phase in terms of one-particle and two-particle condi-
tional probability distribution functions (p.d.f.s). They are defined by ensemble averaging
over a large number Np of particulate phase realizations Hp slightly differing in initial
conditions, associated to one-fluid flow realization Hf . In this way, information concerning
spatial and/or temporal correlations between particles are maintained. The one-particle
conditional p.d.f is defined as follows:








W (m)p (x, cp, ξp, t;Hp|Hf )
 . (2.6)
In the above expression Np is the whole particle number for any realization, andW
(m)
p is the
refined-grid p.d.f. (Reeks 1991) accounting for particles with center at the position xp = x,
having velocity vp = cp and temperature Tp = ξp, at time t. The mesoscopic average of any
function γ(vp, Tp) may be obtain by integration over the particle-property space leading to
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p (x, cp, ξp, t;Hf )dcpdξp (2.7)
where n˜p is the mesoscopic particle number density obtained by the integration of f˜
(1)
p .
The contracted notation g˜p(x, t) = < gp(t)|xp(t) = x;Hf >= < gp(t)|Hf > is used for the
sake of simplicity. The link between mesoscopic g˜p(x, t) and macroscopicGp(x, t) quantities
is done relating the statistical operators as follows:








The latter is equivalent to the ensemble average over a very large number Nf&p of two-phase
flow realizations Hf&p corresponding to the using of a standard non-conditional one-particle
p.d.f. This average may also be computed by the time average or the spatial average in
statistically stationary or homogeneous flows respectively. Lagrangian fluctuations are then
defined as g′p(t) = gp(t)−Gp(xp(t), t). By using the conditional ensemble average, Fe´vrier




f˜ (1)p (x, cp, ξp, t,Hf )dcpdξp (2.9)







p (x, cp, ξp, t,Hf )dcpdξp = < up(t)|xp(t) = x;Hf >. (2.10)
Assuming the specific heat of particles Cpp as constant, a mesoscopic temperature may be







p (x, cp, ξp, t,Hf )dcpdξp = < Tp(t)|xp(t) = x;Hf >. (2.11)
The partitioning into two contributions leads to write velocity and temperature in terms
of an instantaneous Eulerian mesoscopic field and a residual contribution associated with
each particle and defined along its path as follows:
up,i(t) = u˜p,i(xp(t), t) + δup,i(t), (2.12)
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Tp(t) = T˜p(xp(t), t) + δTp(t). (2.13)
As the generic mean field < gp(t)|xp(t) = x > and the generic mean mesoscopic field
< n˜p(x, t)g˜p(x, t) > / < n˜p(x, t) > are identical (demonstrated by Fe´vrier et al. 2005),
fluctuating contributions may also be written in terms of partitioning as follows:
u′p,i(t) = u˜
′
p,i(xp(t), t) + δu
′
p,i(t), (2.14)
T ′p(t) = T˜
′
p(xp(t), t) + δTp(t). (2.15)
In dilute regime where there is neither turbulence modulation nor inter-particle interactions,
the one-particle conditional p.d.f. provides a complete description of the particle spatially-
correlated motion and the two-particles conditional p.d.f. may be written as follows:
f˜ (2)p (x, cp, ξp,x
+, c+p , ξ
+
p , t;Hf ) =
Np(Np − 1)
N2p
f˜ (1)p (x, cp, ξp, t;Hf )f˜
(1)
p (x
+, c+p , ξ
+
p , t;Hf ).
(2.16)
By means of the standard two-particle p.d.f., the inter-particle correlations (Sundaram &
Collins, 1999) between two separate particles (m 6= n) are classically expressed as




p,j (t)|x(m)p (t) = x;x(n)p (t) = x+ r >. (2.17)
From the definition of f˜
(2)
p , using the partitioning, Fe´vrier et al.(2005) showed that cor-
relations computed as in (2.17) are equivalent to that obtained using mesoscopic fields
Rppg,ij(x, r, t) = R˜
pp
g,ij(x, r, t) =
< n˜p(x, t)g˜
′
p,i(x, t)n˜p(x+ r, t)g˜
′
p,j(x+ r, t) >
< n˜p(x, t)n˜p(x+ r, t) >
; (2.18)
indeed, neither RUM contribution is spatially correlated with the mesoscopic field, nor
RUM contributions of any two separate particles between themselves.
2.3.1 Mesoscopic moments and local instantaneous Eulerian equations
In the framework of the mesoscopic Eulerian formalism, Eulerian quantities are the moments
associated to the one-particle conditional p.d.f. Using the above notation, the second-order




〈δTp(t)δTp(t)|xp(t) = x;Hf 〉 , (2.19)
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the RUM heat flux
δΘp,i(x, t) = 〈δvp,i(t)δTp(t)|xp(t) = x;Hf 〉 . (2.20)
We also recall the RUM velocity stress tensor (Fe´vrier et al. 2005)
δRp,ij(x, t) = 〈δvp,i(t)δvp,j(t)|xp(t) = x;Hf 〉 . (2.21)
The third-order moments accounting for the correlations between the RUM velocity and
temperature are then:
δΩp,i(x, t) = 〈δvp,i(t)δTp(t)δTp(t)|xp(t) = x;Hf 〉 (2.22)
δ∆p,ij(x, t) = 〈δvp,i(t)δvp,j(t)δTp(t)|xp(t) = x;Hf 〉 . (2.23)
The RUM velocity third-order moment is also recalled (Fe´vrier et al. 2005)
δQp,ijk(x, t) = 〈δvp,i(t)δvp,j(t)δvp,k(t)|xp(t) = x;Hf 〉 . (2.24)
The moment transport equations are then obtained by analogy with the kinetic theory of
non-uniform gases (Chapman & Cowling, 1939, Reeks, 1991). In very dilute regime, the
turbulence modulation is assumed negligible. Without gravity, if the particle diameter is
smaller or equal than the Kolmogorov length scale and the particle-to-fluid density ratio is
large, then only the drag force modifies the p.d.f. Moreover, for stationary inter-phase heat


































The first and the second terms on the right hand side (r.h.s.) account for the effect of exter-
nal forces and heat exchanges acting on the particle respectively; they are closed by using
the same assumptions than in Lagrangian equations presented in §2.1 (e.g. see Zaichik,
1999). The last term accounts for the modification in the distribution function due to the
particle interactions (collision, coalescence). In very dilute regimes, the latter may be ne-
glected provided that the typical collision time is greater than the particle response time:
this question will be addressed in the manuscript later. However, the formalism may the-
oretically include inter-particle collisions assuming that they do not directly induce spatial
correlations in the particle fields. Local and instantaneous Eulerian equations are then
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obtained from equation (2.25) by multiplying with any function γ(vp, Tp) and integrating
over particle velocity and temperature space. Mesoscopic particle-response times as also
introduced as follows:
τ˜p =< 1/τp|Hf >−1, τ˜θ =< 1/τθ|Hf >−1 . (2.26)
At the first order, neglecting collisions, the local and instantaneous non-isothermal dispersed
phase is described by the evolution of the mesoscopic particle number density and velocity














(u˜p,i − uf,i)− ∂n˜pδRp,ij
∂xj
(2.28)














The first term on the r.h.s. of Eq. 2.28 accounts for the effects of the drag force and the
second one is the transport due to the RUM second-order moment. Into Eq. 2.29, the
first r.h.s. contribution represents the interphase heat exchanges and the second one is the
transport of the mesoscopic temperature due to the RUM heat flux. At the second order,





































The first term on the r.h.s. of the Eq. 2.30 is the dissipation of the RUM, the second and
third ones are the productions by mesoscopic shear, the fourth term supplies to the diffusion
by higher order moments. Into the Eq. 2.31, the first term on the r.h.s. accounts for the
2.3. MEF EXTENSION TO THERMAL QUANTITIES 29
dissipation of the RUM heat flux due to heat and momentum transfers, the second and
third ones represent the production by both mesoscopic velocity and temperature gradient,
and the last is the transport due to the third-order moment.
At the second order, the equations of the local kinetic energy and the local temperature
variance may also be written. The equation of the evolution of the local RUM kinetic






























Eqs. 2.27, 2.28, 2.29, 2.30 and 2.31, represent a system of unclosed equations usable for
predicting local and instantaneous non-isothermal dispersed phases. At the first order, the
system involves the integration of the only mesocopic particle number density, mesocopic
velocity and mesoscopic temperature, i.e. Eqs. 2.27, 2.28 and 2.29, closed by modeled
second-order moments δRp,ij and δΘp,i. The question of the closure of the second-order
moments in mean-sheared flows represents an important issue addressed in this study by
the Chapters 3 and 5.
2.3.2 Macroscopic moments and Eulerian equations for mean quantities
In order to improve the understanding of mechanisms of energy exchanges and heat trans-
fers, macroscopic moments and relative transport equations are here written and analyzed.
For accounting non-linearities of external forces and heat exchanges, a mean mesoscopic
thermal relaxation time should be introduced
τFθfp =< 1/τ˜θ >
−1
p (2.34)
equivalent to the mean dynamic one suggested by Fe´vrier et al.(2005)
τFfp =< 1/ < τ˜p >
−1
p . (2.35)
In this study, most of the simulations are performed in regimes of Stokes in which we have
τFfp ≈ τ˜p ≈ τp, τFθfp ≈ τ˜θ ≈ τθ. (2.36)
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This is why the simple write τp and τθ is often used.
2.3.2.1 Dynamic mean quantities and energy exchanges
From mesoscopic fields one can obtain macroscopic quantities by means of the density-
weighted average. So, mean mesoscopic and mean RUM kinetic energies are defined as









< n˜p(x, t) >
, δq2p(x, t) =
< n˜p(x, t)δθp(x, t) >
< n˜p(x, t) >
. (2.37)
In order to lighten the writing of the mean transport equations quoted below, mean meso-







< n˜p(x, t) >
, δRp,ij(x, t) =
< n˜p(x, t)δvp,i(x, t)δvp,j(x, t) >
< n˜p(x, t) >
.(2.38)




























The total, the mean mesoscopic and mean RUM kinetic energies are then related as follows
(Fe´vrier et al. 2005):
q2p(x, t) = q˜
2
p(x, t) + δq
2
p(x, t). (2.42)
In order to analyze the mechanisms of energy exchange, the transport equations of mean
kinetic energies are written and discussed.
The momentum equation 2.28, describes the evolutions of the local mesoscopic velocity.
In presence of a mean shear, the latter consists of a mean component, density-weighted
averaged, and a fluctuating one. Defining the mean energy, which stems from only the
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V p,iV p,i, (2.43)


































The last two terms of Eq. 2.44 represent the dissipation of the mean motion into the
fluctuating mesoscopic and RUM respectively. The equations of the mean mesoscopic and
the mean RUM kinetic energy (Fe´vrier et al., 2005), which together account for the total
amount of the mean kinetic energy due to the particle agitation, are here recalled. The
























)− npR˜p,ij ∂V p,i
∂xj



























The operator < g˜ >p= < n˜p(x, t)g˜(x, t) > / < n˜p(x, t) > means density-weighted average
over Eulerian fields. Since the averaging operation leads to write the generic quantity as
< n˜p(x, t)g˜(x, t) >, the equivalent expression np < g˜ >p using the mean particle number
density is retained.
Looking at the Eqs. 2.44, 2.46 and 2.47, mechanisms of energy exchanges may be sum-
marized as follows: i) the mean motion exchanges energy with fluctuating contributions
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mainly providing to produce mean mesoscopic and mean RUM kinetic energies; ii) the
mean mesoscopic kinetic energy is also produced and/or controlled by the interactions with
the fluid by means of the drag force and dissipated by the RUM contribution; iii) the mean
RUM kinetic energy is produced by the mean motion and by the mean mesoscopic kinetic
energy and then destroyed. This is what the effects of the local exchanges reproduce at
macroscopic level. However, the question of the energy exchange is quite complex and the
connection between local and mean phenomena should be understood. In Figure 2.1, the
effects of the particle inertia on the mean dissipation/production and on the mean kinetic
energies are depicted. The picture (by Fe´vrier et al. 2005), shows the Tchen-equilibrium
accounting for both mean mesoscopic and RUM contributions separately (left) and the
trend of the dissipation/production ǫ˜p (right) in statistically stationaries HIT. ǫ˜p is defined
as




and it is classically referred to as “dissipation” because it accounts for the dissipation con-
tribution from mesoscopic to RUM. However, we refer to “production” for such a quantity
since we are looking at the equation of the mean RUM kinetic energy and since we are
comparing the magnitudes of all production terms. Looking at results in Figure 2.1, one
can note that for small inertia almost all the kinetic energy resides into the correlated
contribution and exchanges between contributions are small. They become relevant for a
range of intermediate inertia, decreasing at large Stokes numbers when the particle agita-
tion decreases. This is what observed in the case without mean velocity gradients. We are
interested in understanding what happens when in presence of a mean shear. Simulations
of a particle-laden turbulent planar jet, recalled in Chapter 3 and detailed in Appendix,
give results as depicted in Figure 2.2. The picture shows the quantity ǫ˜p compared to the
production of the mean RUM kinetic energy provided by the mean motion −δRp,ij ∂V p,i∂xj
and to the production of the mean mesoscopic kinetic energy by the mean velocity gradient
−R˜p,ij ∂V p,i∂xj . The observations show that the quantity ǫ˜p has similar behavior and magni-
tudes at the center (Figure 2.2 left) as well as in the zone of shear of the jet (Figure 2.2
right). Moreover, similar behavior than that of the outcomes by Fe´vrier et al. (Fig. 2.1
right) is observed, included the same trend to vanish at large Stokes numbers (St ∼ 10).
At the center of the jet, ǫ˜p is the only nonzero quantity due to the fact that no mean
gradients exist in this zone. At the periphery of the jet, where mean gradients are em-
phasized, several aspects may be highlighted. The most important is that the relevance
of the mean RUM production provided by the mean motion −δRp,ij ∂V p,i∂xj increases with
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Figure 2.1: Effect of particle inertia on the particulate-phase kinetic energy (left) and on
the dissipation rate ǫ˜p (right). Figure by Fe´vrier et al.(2005) computed in statistically sta-
tionaries HIT.
























Figure 2.2: Effect of particle inertia on the mean productions; (left) at the centre, (right) in
a zone of mean shear of the jet, at the time t = 6.2Tf@p. Line with squares is the quantity
ǫ˜p, line with triangles is the mean production −δRp,ij ∂V p,i∂xj , line with circles is the sum
of the two contributions, dotted-line is the production of mean mesoscopic kinetic energy
−R˜p,ij ∂V p,i∂xj .
the inertia becoming predominant for numbers of Stokes larger than ∼ 5. At very large
inertia, this term exists where ǫ˜p disappears. These results may induce in error leading to
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think that also local exchanges between contributions, mesoscopic and RUM, vanish when
inertia increases. In order to address this question, the quadratic mean (density-weighted)




is computed and results depicted in Figure 2.3. Obser-
vations show that in the zone of high mean shear, when particle inertia is large, relevant
local exchanges between contributions occur. In order to analyze such results, the p.d.f.s





























(left) at the centre, (right) in a zone of mean shear of the jet, at the time t = 6.2Tf@p.




are measured for three simulations corresponding to
the Stokes numbers St ∼ 0.1 and St ∼ 7, depicted in Figure 2.4, and St ∼ 2 shown by
Figure 2.5. The latter represents the simulation for which the mean value of ǫ˜p is found
the highest. Numerical observations show that when the inertia is small, also the lo-
cal energy exchanges are small and this justify the small values of the mean quantity ǫ˜p.
Moreover, the energy exchange is mainly due to the transfer from mescoscopic to the RUM
contribution, as may be observed looking at the shape of the p.d.f. in Figure 2.4 (left). At
large inertia, such a local transfer is again light at the center of the jet being instead very
important in high shear zones. However, despite the high local magnitudes, the p.d.f. of
the local quantity is quite centered (Figure 2.4 right) meaning that local exchanges move
in both the directions to and from the RUM contribution. This justify again small values
of the mean quantity ǫ˜p. At intermediate inertia, the center and the periphery of the jet
show similar behavior and magnitude of the local quantity (Figure 2.5). In this case, both
the high values of energy exchanges and the prevalence of transfer from the mesoscopic
to the RUM contribution, make of the mean dissipation value the highest. The difference
between local and mean behavior will reveal a crucial point. If the RUM agitation is not
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for simulations corresponding to
St ∼ 0.1 (left) and St ∼ 7 (right) at the time t = 6.2Tf@p. The quantity is evaluated at the
centre of the jet (dot-dashed line) as well as in a zone of mean shear of the jet (solid line).











for simulations corresponding to
St ∼ 2, at the time t = 6.2Tf@p. The quantity is evaluated at the centre of the jet (dot-
dashed line) as well as in a zone of mean shear (solid line).
well locally reproduced, the dispersed phase will have not enough energy for collisions or
coalescence. On the other hand, if the mean dissipation rate is badly predicted, it may
seriously affect the numerical simulation leading to phenomena of re-laminarization when
it is, for instance, strongly over-estimated (as observed by Riber, 2007 when performing
Eulerian-Eulerian simulations of mean-sheared particle-laden flows). Such considerations
will be taken into account in the framework of the one-point closure models for the RUM
stresses addressed in Chapter 3.
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2.3.2.2 Thermal mean quantities and mechanisms of heat transfer
A similar analysis for thermal quantities is carried out. Mean mesoscopic and mean RUM









< n˜p(x, t) >
, δq2θ(x, t) =
< n˜p(x, t)δθθ(x, t) >
< n˜p(x, t) >
. (2.49)







< n˜p(x, t) >
, δFp,i(x, t) =
< n˜p(x, t)δΘp,i(x, t) >
< n˜p(x, t) >
. (2.50)




































The total, the mean mesoscopic and mean RUM temperature variances are related as
follows:
q2θ(x, t) = q˜
2
θ(x, t) + δq
2
θ(x, t). (2.55)
The same relation may be written for the total, the mean mesoscopic and mean RUM heat
flux:
Fp,i(x, t) = F˜p,i(x, t) + δFp,i(x, t). (2.56)
In presence of a mean temperature gradient, also the mesoscopic temperature may be
written in terms of a mean component, density-weighted averaged, and a fluctuating one.
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The last two terms of Eq. 2.58 represent the exchanges from mean temperature to fluctu-
ating mesoscopic and RUM respectively. Assuming Cpp as constant, the transport equation

























− npCppF˜p,j ∂T p
∂xj




The first term on the r.h.s. of Eq. 2.59 represents the transport of the mean mesoscopic
temperature variance by the third-order correlations, the second one is the term accounting
for the interphase heat exchanges, the third one is the production provided by the mean
mesoscopic temperature gradient correlated with the mean mesoscopic heat flux, and the
last represents the dissipation of the mean mesoscopic temperature variance into the RUM
contribution. Indeed the latter, with a reverse sign, appears also into the transport equation

















− npCppδFp,j ∂T p
∂xj




The first term on the r.h.s. of Eq. 2.60 is the transport by high-order moments, the second
one acts for destroying the RUM contribution, the third is the production by the mean
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mesoscopic temperature gradient correlated with the RUM mesoscopic heat flux, and the
fourth one is the mean production directly provided by the fluctuating mesoscopic temper-
ature gradient correlated with the local RUM heat flux. Defining the term responsible for
the heat transfer between contributions as follows:




then ǫ˜θ and −δFp,j ∂T p∂xj are compared and analyzed. Figure 2.6 show the mean values of









evaluated and results shown by Figures 2.8 and 2.9. Observations show same phenomena
than for the energy exchanges. On one hand, local heat exchanges between contributions
increase with the inertia, on the other hand they become quite balanced, i.e. the heat move
equally from and to the two contributions, making the mean value tending to zero. Also
for the modeling of the RUM heat flux, such different local and mean behavior should be
taken into account.
Finally, the mean contributions of the heat flux are also analyzed. The transport equation
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− npCppR˜p,ij ∂T p
∂xj
− npCppF˜p,j ∂V p,i
∂xj
+ npCpp < δRp,ij
∂T˜ ′p
∂xj




The firsts three terms on the r.h.s. of Eq. 2.62 are the transport of the mean mesoscopic
heat flux by higher-order moments, the second three terms on the second line represent
the interphase exchange, terms on the third line are the productions by mean velocity and
temperature gradients correlated with mesoscopic second-order moments and the last two
terms on the r.h.s are the dissipation of the mean mesoscopic heat flux into the mean RUM
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Figure 2.6: Effect of particle inertia on the mean productions; (left) at the centre, (right) in
a zone of mean shear of the jet, at the time t = 6.2Tf@p. Line with squares is the quantity
ǫ˜θ, line with triangles is the mean production −δFp,j ∂T p∂xj , line with circles is the sum of the
two contributions.





























(left) at the centre, (right) in a zone of mean shear of the jet, at the time t = 6.2Tf@p.
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− npCppδRp,ij ∂T p
∂xj
− npCppδFp,j ∂V p,i
∂xj
− npCpp < δRp,ij
∂T˜ ′p
∂xj




At the first line on the r.h.s. of Eq. 2.63 we recognize the transport due to the third-order



















for simulations corresponding to Stθ ∼
0.2 (left) and Stθ ∼ 10 (right) at the time t = 6.2Tf@p. The quantity is evaluated at the
centre of the jet (dot-dashed line) as well as in a zone of mean shear of the jet (solid line).










for simulations corresponding to Stθ ∼
1, at the time t = 6.2Tf@p. The quantity is evaluated at the centre of the jet (dot-dashed
line) as well as in a zone of mean shear of the jet (solid line).
correlation, on the second line we find the term corresponding to the destruction of the
mean RUM heat flux, on the third line are the productions provided by mean temperature
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and velocity gradients correlated with RUM second order moments, and finally the two
terms representing the exchanges between mean mesoscopic and RUM contributions. As
the mean kinetic energy and the mean temperature variance, also the mean heat flux is
composed by two coupled contributions which interact with the non-isothermal turbulence
in different way and which must to be considered separately in the modeling of the local
and instantaneous non-isothermal particle-laden flows.
At the equilibrium, in statistically stationary turbulence, equations for the temperature
















Their sum leads to the equivalence 2q2θ = q
θ




































δFp,i = − < δRp,ij
∂T˜ ′p
∂xj
























as, for instance, in Couzinet (2008).
2.4 “Measurement” of mesoscopic moments in non-isothermal
flows
For a priori analyze the extended MEF in non-isothermal conditions, deterministic simu-
lations are carried out. In this section, the results of such simulations are presented as well
as the statistical one-point and two-point correlation analysis. The Eulerian-Lagrangian
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simulations make it possible to obtain Lagrangian values for the dispersed phase which are
then post-processed for computing “exact” Eulerian mesoscopic fields. The post-processing
consists in projecting Lagrangian quantities on a regular mesh grid of the same length size
than that of the fluid using a projection algorithm suggested by Kaufmann et al. (2008).
Further details on such a procedure may also be found in Moreau (2006).
2.4.1 Numerical approach
In order to characterize the non-isothermal dispersed phase, a frozen turbulence issued from
the stationary state of an evolving non-isothermal DNS is used. The statistically stationary
non-isothermal turbulence was generated (Couzinet, 2008) by a stochastic forcing in the
momentum equation (Eswaran & Pope, 1988) and by using a constant mean temperature
gradient in the normal y-direction (Corrsin, 1952). When the stationary state is reached,
the temperature gradient is removed and the flow is frozen: the result is a homogeneous
isotropic turbulence (HIT) with respect to velocity fields and statistically homogeneous in
temperature fluctuations. The summary of turbulence parameters is posted in Table 2.1.
Further details can be found in Couzinet et al.(2008).
The choice of the frozen turbulence is induced by the gain in computational cost because
of the huge number of particles used (up to 320 million particles). This is needed in order
to have accurate mesoscopic Eulerian fields and using a non-evolving flow which needs no
numerical integration and which does not limit the time step for the Lagrangian tracking of
inertial particles, the computational costs are reduced. This technique was already used to
study fluid-particle interactions and collisions by Zhou et al.(1998) and Wang et al.(2000).
They showed no quantitative difference in collision kernel between frozen and evolving flows
under the limit of very small and very large particle inertia, showing differences at the typ-
ical relaxation-to-Kolmogorov time ratio of the order of the unity. From an other point of
view, it should be noted that in a frozen turbulence the effective “eddy-life” time of the
fluid seen by the particles is only due to the particle motion. As a matter of fact, in the
frozen turbulent field the fluid-velocity time-correlated-function decay, measured along the
particle paths, is controlled by the spatial change of correlations. Hence, the Lagrangian
time of the fluid sampled along particle trajectories TLf@p, may be estimated by the ra-
tio between the turbulence integral length scale and the instantaneous particle velocity,
TLf@p ≃ Lf/u′p. When particle inertia is small, TLf@p tends to the Lagrangian time scale of
turbulence since u′p → u′f and Lf/u′f ≃ TL, while it increases as well as the particle inertia
increases because of decreasing of u′p. Figure 2.10(a) gives an illustration of such a trend
measured in a HIT by Fede (2004). The two techniques give similar values of TLf@p/T
L up
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Figure 2.10: Comparison between forced (N) and frozen (△) turbulence (ReL = 110). (a)
Ratio between the Lagrangian time of the fluid sampled along particle trajectories and the
Lagrangian time of turbulence. (b) The Tchen equilibrium; line corresponds to the Tchen-
Hinze theory.
to moderate Stokes numbers, while they diverge in the region where the inertia becomes
significant. Therefore, such an increase raises a question concerning the region of validity
of such a technique even if the Tchen equilibrium, extended to the turbulence seen by the
particles (Deutsch & Simonin, 1991), is achieved in any case, as well illustrated by Figure
2.10(b). In order to address this question, we will compare the results obtained from the
frozen turbulence with that obtained by Fe´vrier et al. (2005) from evolving flows, eval-
uating the fraction residing in mean mesoscopic and RUM kinetic energies. In any case,
we will use the frozen turbulence only to “qualitatively” evaluate the particle temperature
distribution with the only objective to show that a partitioning could be fruitful to describe
inertial non-isothermal dispersed phase.
Particles are investigated by using the Lagrangian tracking as detailed in §2.1. The inte-
gration in time of particle trajectories is performed with a third-order Runge-Kutta scheme
and the interpolation of Eulerian fluid quantities at the particle location is provided by
using a third-order Lagrange polynomial algorithm.
Two simulations with 320 million particles (referred to as B) are carried out in order to
obtain local and instantaneous Eulerian fields with higher resolution at small scales (α = 1,
St ∼ Stθ ∼ 0.3, St ∼ Stθ ∼ 1.5). The same simulations with 20 million particles are
performed and compared with simulations B in order to check the accuracy of their statis-
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Reynolds number ReL 61
Kolmogorov length scale ηk/Lbox 0.0049
Integral length scale Lf/Lbox 0.10
Lagrangian time scale TL/τk 4.02
Prandtl number Pr 0.7
Corrsin-Obukhov length scale ηθ/Lbox 0.0064
Thermal integral length scale Lθ/Lbox 0.08
Thermal Lagrangian time scale TLθ /τk 6.96
Table 2.1: Statistical parameters of turbulence after frozing.
tics. Finally, nine simulations with 20 million particles (referred to as A) are carried out
and used to perform both one-point and two-point correlations (α = 1, St ∼ Stθ ranging
between about 0.05 and 4.00).
Hereinafter, we will refer to the thermal (dynamic) Stokes number Stθ (St) for the ratio be-
tween the thermal (dynamic) response time τθ (τp) and the Lagrangian thermal (dynamic)
integral timescale of the fluid sampled along particles trajectories TLθf@p (T
L
f@p) (in these
simulations τFθfp ≈ τθ and τFfp ≈ τp).
2.4.2 Statistical thermal description
2.4.2.1 Lagrangian temporal thermal correlations
Defining the Lagrangian temporal temperature correlation function along particle trajecto-




p(t+ τ) > (here brackets denote average over all realizations of any










as a sum of two contributions which are, at the equilibrium, the thermal Lagrangian in-
tegral timescale of the turbulence seen by the particle TLθf@p and the thermal response
time τθ (Couzinet, 2008). Figure 2.11 shows the Lagrangian temporal temperature cor-
relation functions obtained from the numerical simulations A. The area enclosed by the
function RpLθ(τ) increases with the thermal particle inertia making increasing the thermal
Lagrangian particle integral timescale, as expected. The dependency from the inertia of
such a timescale is well known and already pointed out (e.g. see Jabery 1998, Jabery &
Mashayek 2000, Couzinet 2008). Results are consistent with the literature. Comparing the
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Figure 2.11: Influence of particle inertia on the Lagrangian temporal temperature correlation
function; ◦, τθ/T θL = 0.05, ⊳, τθ/T θL = 0.43, +, τθ/T θL = 0.91, , τθ/T θL = 1.31, △,
τθ/T
θ
L = 3.03, ∗, τθ/T θL = 4.28.
integral timescales TLθp computed by integration of the Lagrangian temporal temperature
correlation functions against the sum of the times TLθf@p and τθ gave differences less than
5%.
2.4.2.2 One-point and two-point Eulerian particle thermal correlations
Fe´vrier et al. (2005) observed and explained by means of the MEF the decrease of the cor-
relations between two separate particles at small distances when the inertia increases. The
analysis was carried out by means of two-point velocity correlations. In order to character-
ize the temperature distribution, we define the particle-particle temperature correlations




p (t)|x(m)p (t) = x;x(n)p (t) = x+ r > (2.69)
restricted to m 6= n. As shown by Fe´vrier et al.(2005) for the velocity, this function
computed from Lagrangian quantities is equivalent to that derived from mesoscopic fields
Rppθ (x, r, t) =
< n˜p(x, t)T˜
′
p(x, t)n˜p(x+ r, t)T˜
′
p(x+ r, t) >
< n˜p(x, t)n˜p(x+ r, t) >
. (2.70)
In this work, both methods for computing two-point correlation functions are used leading
to nearly identical results as shown by Figure 2.12. For the temperature as well as for
the velocity, an increase in particle inertia points to the existence of a part of temperature
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Figure 2.12: Influence of particle inertia on the particle-particle temperature correlations
computed from 2.70 (figure a) and 2.69 (figure b). Dashed-dotted line represents the fluid,
solid lines are the simulations B. Symbols are the simulations A. ◦ : τθ/TLθ = 0.05,
△ : τθ/TLθ = 0.43, + : τθ/TLθ = 0.91,  : τθ/TLθ = 1.31, ⊳ : τθ/TLθ = 3.03, ∗ : τθ/TLθ = 4.28.
distribution that is not spatially correlated.
Then, the effect of the thermal inertia on the mean mesoscopic and mean RUM temperature
variances is evaluated. To insure the validity of our results, kinetic-energy outcomes are
compared with the ones of Fe´vrier et al.(2005). In their work they use the longitudinal two-
point correlation function evaluated at the origin (r = 0) to estimate the mean mesoscopic
kinetic energy since they do not have access to the local instantaneous mesoscopic Eulerian
fields. In order to compare the same quantities, the energies are first computed in the same
way (using the definition 2.71). However, it is important to note that the longitudinal




F pp(0, t) =
1
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< n˜2p(x, t) >
(2.71)









< n˜p(x, t) >
. (2.72)
From a theoretical point of view, the above definitions are not fully identical, in particular
the difference between the two relations resides in the different weights used for the weighted
average (n˜2p against n˜p). For this reason, mean mesoscopic and mean RUM quantities are
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also computed in the correct way (using the definition 2.72) and both results are depicted
in figure 2.13(a). Differences between methods occur when the particle number density n˜p
is strongly non-homogeneous, nevertheless the two quantities (black circles against black
stars in Figure 2.13 a) globally have the same behavior.
Concerning the assessment of our data against the outcomes of (Fe´vrier et al., 2005) (black


































Figure 2.13: Effect of particle inertia on the (a) kinetic energies and (b) temperature
variances for both mesoscopic and RUM contributions. Black symbols are simulations A
(Stθ ∼ St): black stars are computed using the 2.72, black circles are derived using the
2.71 and the empty symbols are the Fe´vrier et al.(2005) outcomes. The dashed line in (a)








The dashed line in (b) is the same model related to the thermal quantities. At the Tchen
equilibrium it leads to y(x) = (x/(1 + x))1/2.
circles against empty symbols in Figure 2.13 a), results are found to be highly satisfactory up
to intermediate Stokes numbers, of the order of unity, after which a gap between frozen and
forced turbulence appears. This difference may be related to the non-physical Lagrangian
time of turbulence seen by the particles, which tends to infinite for large Stokes numbers:
as pointed out in §2.4.1, the frozen turbulence could be not appropriate for simulating large
inertia. Finally, in Figure 2.13(b) results of the temperature variances are shown: similarly
to the energy, a dependency of the mean mesoscopic and RUM contributions on the thermal
particle inertia is pointed out.
However, it should be noted that these results (simulations A) have been obtained for
similar dynamic and thermal Stokes numbers (α = 1): this question is not trivial. When
the Stokes numbers are sensibly different the physics of the thermal interactions between
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particles becomes less intuitive. In order to study this point, two sets of further simulations
are carried out. Starting from a simulation of reference (St ∼ Stθ ∼ 1.5), first the dynamic
Stokes number is maintained constant (St = const.) and the thermal one is decreased
( Stθ ↓ ) ranging between about 1.5 and 0.3: these are referred to as simulations A1.
Then, the thermal Stokes number is maintained almost constant (Stθ ∼ const.) and the
dynamic one is decreased ( St ↓ ) ranging between about 1.5 and 0.3: these are referred to
as simulations A2. Figure 2.14(a) shows the results in both cases. In the first case (A1) a
decrease of the thermal Stokes number leads to an increase of the correlated contribution,
as expected (black circles in Figure 2.14 a). In the second case (A2), a surprising increase of
the correlated contribution is observed even if the thermal Stokes number remains almost
constant and only the dynamic one decreases (black stars in Figure 2.14 a). This feature
illustrates the fact that the thermal correlation between two particles may increase when
the correlation in motion increases. Indeed, a decrease of the dynamic inertia involves
a decrease of the separation velocity between two particles which is represented by the
RUM velocity. So, two separate particles will stay a longer time together leading to an
increase of the thermal correlation between them with a maximum corresponding to the
correlation between one particle and the fluid. This limit is represented, at equilibrium, by





which is fulfilled in all the simulations. Moreover, results show that the fraction residing
in the mean mesoscopic and mean RUM temperature variances depend on a time scale
which is closed to the smaller of the two response times. From the observations, as an
empirical time scale representing the change in temperature distribution one may suggest
the harmonic mean between the dynamic and thermal response times τ˜ = 2(τpτθ)/(τp+ τθ)
which is consistent with the limit τp = τθ and which favours the faster process, as empirically
observed. Figure 2.14(b) shows the outcomes against the new timescale.
2.4.3 Some results by using Eulerian particle fields
By means of the “exact” Eulerian particle fields referred to as simulations B (320 million
particles), the budgets of the equations of mean quantities presented in §2.3.2 are assessed.
Figure 2.15(left) shows the terms (mean dissipation/productions) of Eq. 2.66 for the simu-
lation B corresponding to Stokes numbers, dynamic and thermal, of about one half (α = 1).
The budget of the equation is closed with an error less than 3%. At the start of the sim-
ulation, since particles have the same velocities and temperatures than that of the gas at
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Figure 2.14: Effect of particle inertia on the temperature variances. Black circles: simu-
lations A1 (St = const., Stθ decreasing). Black stars: simulations A2 (Stθ ∼ const., St
decreasing). Black square: simulation of reference (St ∼ Stθ).
the particle location, they have the same spatial correlations than the turbulence and RUM
contributions are zero. After a transient, depending on the inertia, the Tchen equilibrium is
reached and contributions converge toward a statistically constant mean value. In statisti-
cally stationary HIT, this was pointed out by Fe´vrier et al. (2005) for dynamic quantities;
thermal ones behave in similar way. Figure 2.15 (right) shows the effect of the thermal
inertia on the dissipation ǫ˜θ of the mean mesoscopic temperature variance. As already
pointed out in section §2.3.2.2, the quantity ǫ˜θ is found to reach a maximum correspond-
ing to the largest unbalanced transfer from mesoscopic to RUM contributions. However,
the Figure 2.15 depicts that values corresponding to the simulations A for which dynamic
and thermal inertia have similar magnitude (St ∼ Stθ). As already pointed out in §2.4.2.2,
mesoscopic and RUM thermal quantities are functions of both the response times and when
dynamic and thermal inertia have different magnitudes a new timescale accounting for both
the times should be used. Figure 2.16 shows the shape of the local instantaneous quantity
computed by using the two simulations B. As already pointed out in section §2.3.2.2, both
negative and positive values are observed meaning that reverse exchanges from RUM to
mesocopic contributions occur. At large inertia, p.d.f.s tend toward centered distributions
annihilating their mean value.
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Figure 2.15: (Left) Budget of the Eq. 2.66 computed from the simulation B corresponding to
St ∼ Stθ ∼ 1.5: normalized RUM heat flux (line with diamonds), production by fluctuating
mesoscopic temperature gradient (line with squares), production by fluctuating mesoscopic
velocity gradient (line with circles), sum of all terms (dotted line). (Right) Influence of the
particle thermal inertia on the quantity ǫ˜θ computed by using simulations A.



















. Simulations B corresponding to
St ∼ Stθ ∼ 0.3 (left) and St ∼ Stθ ∼ 1.5 (right).
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2.5 Conclusion
In this Chapter, the mesoscopic Eulerian formalism is extended to the thermal quantities
in order to provide Eulerian modeling for non-isothermal dispersed phases. The temper-
ature field of inertial particles interacting with a non-isothermal homogeneous, isotropic,
frozen turbulence is also investigated. It is shown that the particle temperature may be
partitioned into two contributions, a continuous spatially-correlated Eulerian field and a
random, spatially uncorrelated contribution; such a partitioning may be helpful for de-
scribing the dispersed phase when mechanisms of heat transfer and transport occur. The
local instantaneous Eulerian equations of the mesoscopic temperature and the RUM heat
flux derived in this Chapter, should be combined with the equations of the evolution of the
mesoscopic particle number, the mesoscopic velocity and the RUM stress tensor in order to
predict non-isothermal particle-laden turbulent flows. At the first order, the system needs
to be closed by modeling the second-order moments appearing into momentum and energy
equations. In order to close the RUM stress tensor, an additional transport equation of the
RUM kinetic energy and a viscosity model for the deviatoric RUM may be used (Simonin
et al. 2002). The latter when a priori (Moreau 2006, Moreau et al. 2010) and a posteriori
(Kaufmann et al. 2008, Riber 2007) tested gives quite satisfactory results in particle-laden
homogeneous isotropic turbulence but it fails when performing preliminary a posteriori tests
(Riber 2007) in mean-sheared turbulent particle-laden flows (Hishida 1987). In Chapters
3 and 5 the concern of the modeling in presence of both mean velocity and temperature
gradients will be addressed.
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Chapter 3
Modeling the RUM stress tensor
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This chapter is devoted to the modeling of the random uncorrelated stress tensor (also
referred to as RUM only) which is accounted for in the momentum equation of the meso-
scopic Eulerian modeling of the dispersed phase. Such a tensor is equivalent to the stress
tensor Tij in Navier-Stokes equations similarly derived by using the Boltzmann kinetic the-
ory. The RUM consists of a spherical part, accounting for the RUM kinetic energy δθp, and
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a deviatoric part which are analogous to the pressure and viscous contribution in kinetic












The RUM kinetic energy may be obtained by an additional transport equation and only the
deviatoric RUM then needs to be modeled (Kaufmann et al. 2008, Riber et al. 2009, Moreau
et al. 2010). In order to close Tij in Navier-Sokes equations, the well-known hypotheses
leading to formulate the constitutive relations (Noll 1954) for Stokesian and Newtonian
fluids, are needed. To the general principles of determinism, indifference from the reference
frame and local effect, a linear relation between the stresses and the rate-of-strain tensor
for Newtonian fluids is assumed. It may be supposed that the behavior of the dispersed
phase is instead far from that of Newtonian fluids. If a local effect may be assumed as
first approximation, a linear relation between the RUM and the rate-of-strain tensor seems,
instead, inadequate to close the second-order moment. Chen et al. (2004) provide an ana-
lytical expression of the momentum stress tensor Tij using a Chapman-Enskog expansion
applied to the Boltzmann equation. They shown that the first-order approximation leads
to the well-known constitutive relation for Newtonian fluids, while the second order leads
to a “non-Newtonian” expression in which stresses are related to a “memory-effect” term,
represented by the Lagrangian derivative of the strain, and to non-linear tensorial terms.
Likening turbulent fluctuations and isotropic thermal fluctuations, the authors supply to
an expression for the Reynolds stresses accounting for the second order approximation in
the Chapman-Enskog expansion. Surprising, this expression was found to be very similar
to the higher-order turbulence models, suggesting the analogy between turbulent eddy and
thermal fluctuations. Using the same analogy for the dispersed phase but in reverse, a
non-Newtonian, non-linear constitutive relation between the RUM and the rate-of-strain
tensor could be emulated by using higher-order models which are classically used in turbu-
lence. Clearly, this must not lead to misunderstandings, confusing the RUM tensor with the
Reynolds tensor. In this chapter the local effect will be assumed, and only non-linearities
will be emphasized.
Numerical test case
Whenever we use local and instantaneous Eulerian fields, i.e. mesoscopic fields or RUM
velocity moments, we are using the a priori technique consisting in computing the Eule-
rian fields from Lagrangian deterministic simulations by means of the projection procedure
(Moreau 2006, Kaufmann et al. 2008). Moreover, also the models suggested in this chapter
are a priori tested against the “exact” scalar and tensorial terms computed by using “ex-
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act” Eulerian fields. The main configuration retained for checking the models is a turbulent
particle-laden slab. Further details on Lagrangian simulations are supplied in Appendix.
We just recall here some information helpful to understand the context in which the analysis
is carried out. The slab represents a turbulent temporal planar jet, periodic in boundary
Figure 3.1: Stylized picture of the particle-laden slab (by Vermorel 2003).
conditions and charged of small heavy particles. This configuration is particularly con-
sidered in this study since in all realistic industrial applications, particles are submitted
to a shear. Moreover, as this simulation is totally unsteady and inhomogeneous, it is an
excellent field to test the powerful of the mesoscopic Eulerian formalism for describing lo-
cal particle-to-turbulence interactions. In all simulations we assume very dilute regimes
in which particles are non-interacting and the turbulence is no modified by the presence
of the particles (one-way coupling). Several simulations for different Stokes numbers are
performed by using such a non-colliding particle-laden slab. The Stokes number ranges be-
tween 0.1 and 10 and it is computed over a characteristic timescale of the turbulence seen by
the particles (Deutsch & Simonin 1991) similar to the integral Lagrangian timescale TLf@p
defined in Chapter 2. Such a timescale is estimated assuming the Tchen equilibrium in




p >xz∼< w′f@pw′p >xz (3.2)
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from which the characteristic timescale Tf@p may be deduced. All mean quantities are
provided averaging over the (x, z)-plane of homogeneity of the jet. The Stokes number is





However, not all the simulations may reach the Tchen equilibrium in the spanwise direction.
Indeed, all simulations are carried out for a time corresponding to the maximum imposed by
the turbulent jet expansion, the constraint arising from the choice of the periodic boundary
conditions for the cubic box. In this way, the less inertial simulation is carried out for a
time of about 60 τp while the most inertial is stopped at a time corresponding to about 0.6
τp. So, in order to estimate the Stokes number for all the simulations, one of reference is
chosen. Figure 3.2 shows the profile, along the y-direction, of the Stokes number evaluated
for the simulation of reference at the end of the computation. This simulation will refer
to as “St ∼ 1”. For the other simulations, the Stokes number is evaluated comparing the
particle density which is the only parameter modified. The simulation so called “St ∼ 10”
is that initialized with a particle density 10 times greater than the simulation of reference.
For the sake of synthesis, results will be show only for that planes considered representative












Figure 3.2: Profile of the Stokes number, at the time t = 6.2, corresponding to the simulation
so called “St ∼ 1”.
of the jet such as the center and the so called “periphery”. The periphery must not be
confused with the external limit of the jet (the interface for continuous phases); it represents
a portion of the slab, of y-coordinates ranging between about 0.6 and 0.8 where the latter
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corresponds to the periphery of the jet at the initial time. This portion of the slab is chosen
in order to have at any time and for any simulation particles into the slab. Hereinafter, all
the times will shown normalized by the characteristic timescale Tf@p of the turbulence seen
by the particles corresponding to the value of the simulation of reference at the periphery.
The time Tf@p will be withdrew from the graphics.
A further study over the particle-laden HIT presented in Chapter 2, is also carried out. The
analysis performed over a non-mean-sheared turbulent dispersed phase, may be helpful for
improving the understanding of some physical mechanisms.
3.1 Non-colliding dispersed phase interacting with mean-sheared
turbulent flows
3.1.1 The structure of the tensor in mean-sheared flows
We are interested in studying the structure of the RUM stress tensor in order to provide
closure models for the second-order moment R accounted for in the momentum equation.
Since the tensor is locally defined, we use a local dimensionless parameter proposed by
Lund & Rogers (1994) and used by several authors involved in one-phase turbulent flow
analysis (e.g., Tao et al. 2002, Higgins et al. 2003). This parameter, originally called
“strain-state parameter” and used to study the “shape” of deformations caused by the
rate-of-strain tensor, may be used to investigate the structure of traceless tensors giving
local information about the relative magnitude of the tensor eigenvalues, and reproducing
information similarly to that found in the invariant Lumley’s map. Since all models are
built using the traceless rate-of-strain tensor S∗, the analysis of the tensor structure is done
for both R∗ and S∗. The latter is the deviatoric symmetric part of the mesoscopic velocity-
gradient tensor accounting for shearing or distortion of any element of the dispersed phase
while the spherical part (23∇.u˜p) accounts for contraction or expansion. The mesoscopic


























where Ω is the mesoscopic vorticity tensor accounting for the angular rotation and I is
the identity matrix. Hereinafter, the bold writing denotes second-rank tensors, brackets
{.} represents the trace and the asterisk means traceless when associated with a tensor.
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where λ1, λ2 and λ3 are the tensor eigenvalues. This parameter is bounded between +1
and −1 where +1 corresponds to an axisymmetric expansion and −1 is an axisymmetric
contraction, in classical turbulence way of speaking. From a mathematical point of view +1
means that two identical eigenvalues dominate and that the third is small, while −1 means
one large eigenvalue and the other two, identically small. For the sake of simplicity we will
use the same vocabulary than that used in turbulence, missing out, for the moment, any
physical meaning. Figure 3.3 shows the p.d.f. of s∗ evaluated for both the deviatoric RUM
and the rate-of-strain tensors, for three different Stokes numbers and far from the initial
time. Results show that the tensors R∗ and S∗ behave as in axisymmetric contraction and
expansion respectively, independently from the inertia. Same results are found over all the
planes of the jet. However, for large inertia and only at the periphery of the jet, the tensor
S∗ tends toward a more random distribution. The same parameter is also computed for the
fluid strain. Lund & Rogers (1994) showed in HIT that the state of axisymmetric expansion
is the most probable state for the fluid rate-of-strain. The mesoscopic and the fluid rate-of-
strain show quite similar behaviors. Concerning the RUM, a marked axisymmetric direction
is found. Figures 3.5, 3.6 and 3.7 are snapshots, in a (x, y)-plane in the middle of the box, of
the axisymmetric direction of R∗, S∗ and of the rate-of-strain of the fluid, for the simulation
corresponding to St ∼ 1. The alignment between tensors will be tackled later. Moreover,























Figure 3.3: P.d.f. of the parameter s∗ evaluated for R∗ (left) and S∗ (right), at the periph-
ery, at the time t = 5.8. The rate-of-strain of the fluid is also evaluated.
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the analysis shows that the tensorR∗ behaves as in one-component limit state, which means
that the smallest eigenvalues of RUM tend to zero. This behavior is developed immediately,
in terms of time, in all the zones of the jet, and it persists up to the end of each simulation
for every Stokes number. In this case, theoretically, the eigenvalues are known. Indeed,









corresponding to the one-component limit, are λ1 =
2
3 , λ2 = λ3 = −13 in descending order.
Consequently, the eigenvalues of the averaged tensor G or that of its deviatoric part G∗
















for which the eigenvalues associated to the one-component limit are known. Figure 3.4
shows the p.d.f. of the exact eigenvalues of b∗ measured at the periphery and at the center
of the jet for a number of Stokes of the order of one. The analysis shows that over all the
planes, for every Stokes number, the one-component limit state is reproduced.
In this case, the observations leads to the eigenvalues of the deviatoric tensor R∗ which,








in a non-colliding particle-laden turbulent jet.
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Figure 3.4: P.d.f.s of the eigenvalues of b∗ over the planes at the centre (left) and at the
periphery (right) of the jet; simulation corresponding to St ∼ 1, at the time t = 5.8.
Figure 3.5: Axisymmetric direction of R∗ plotted on the (x, y)− plane in the middle of the
box. Simulation corresponds to St ∼ 1, at the time t = 5.8. Light-colored arrows: negative
x component, brown-colored arrows: positive x component.
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Figure 3.6: Axisymmetric direction of S∗ plotted on the (x, y)− plane in the middle of the
box. Simulation corresponds to St ∼ 1, at the time t = 5.8. Light-colored arrows: negative
x component, brown-colored arrows: positive x component.
Figure 3.7: Axisymmetric direction of the rate-of-strain of the fluid, plotted on the (x, y)−
plane in the middle of the box, at the time t = 5.8. Light-colored arrows: negative x
component, brown-colored arrows: positive x component.
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3.1.2 Alignment between the RUM and the rate-of-strain tensor
Concerning the evaluation of the alignment between two tensors, Tao et al. (2002) suggested
a technique using a 3D joint p.d.f. P (cos(θ), ψ, φ) computed by means of the three angles
which express the relative orientation of a tensor with respect to an other. This technique is
very interesting but it needs of a large number of points in order to give accurate statistics
when computing the joint p.d.f. In this work, in order to address the question of the
alignment, a simple scalar product between the principal directions of the two tensors is
used, and the rotation matrix F occurring for superimposing the frames of reference of the
two tensors is computed. Indeed, if the coordinates of the tensor eigenvectors, XR∗ and
XS∗ , are known, the matrix occurring for rotating the rate-of-strain tensor on the reference
frame of R∗, can be straightforwardly obtained by the well-known relation
XR∗ = FXS∗ (3.10)










The rotation matrix contains the combinations of the three Eulerian angles using the clas-
sical convention of precession (ψ), nutation (θ) and pure rotation (φ).It may be written as
the product of the three elementary rotation:
F = CTBTAT (3.12)
where the matrix representing, the precession, the nutation and the pure rotation are re-
spectively:
A =




 1 0 00 cos θ − sin θ
0 sin θ cos θ

C =
 cosφ − sinφ 0sinφ cosφ 0
0 0 1
 .
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The general rotation matrix is then defined as follows:
F =
 cosφ cosψ − cos θ sinφ sinψ cosφ sinψ + cos θ sinφ cosψ sin θ sinφ− sinφ cosψ − cos θ cosφ sinψ − sinφ sinψ + cos θ cosφ cosψ sin θ cosφ
sin θ sinψ − sin θ cosψ cos θ
 .
Figure 3.8 shows the p.d.f. of the nine matrix components, computed over a plane at
the periphery of the jet, for various Stokes numbers. Figure 3.9 (left) shows the mean























































Figure 3.8: Components of the matrix A representing the rotation of S∗ on R∗ at the time
t = 5.8: solid line is the smallest Stokes number (∼ 0.1), dot-dashed line is the largest
Stokes number (∼ 10), dotted lines are all the intermediate simulations.
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Figure 3.9: Averaged matrix components of A (left) over the periphery of the jet, at the
time t = 5.8. Mean profiles of the component A13 (right), at the time t = 5.8: smallest
symbols correspond to the smallest Stokes number, largest symbols are the largest Stokes
number.
pictures using local (Fig. 3.8) and mean quantities (Fig. 3.9 left), show similar behaviors
for all numerical simulations. An intriguing observation is that the particle-laden jet is
not symmetric with respect to the x-axis for what concerning the rotation of S∗ on R∗.
This may be observed by Figure 3.9 (right) where the component A13 is plotted along
the normalwise direction. This is consistent with what observed by the two snapshots 3.5
and 3.6 reproducing the axisymmetric directions of the tensors R∗ and S∗ respectively;
pictures show that a privileged axisymmetric direction of R∗ exists and that it has different
x-sign in the two portions of the jet which are oppositely mean-sheared. Globally, no large
dependency from the inertia of the alignment between R∗ and S∗ is revealed, in particular
looking at the large Stokes numbers. However, the analysis from the rotation matrix is
not straightforward and it may also induce in error. For this reason, the scalar product
between the tensor eigenvectors is also evaluated. It makes it possible to measure the
relative orientation of the two axisymmetric directions testing the dependency from the
inertia of the alignment between tensors. Figures 3.10 and 3.11 show the relative angle
between any couple of principal directions for six different Stokes numbers and far from the
start of the simulations. All pictures give similar distributions; the larger Stokes numbers
are still in transient comparing to the smaller ones, however no considerable dependency
of the alignment from inertia is observed. The most probable relative angles between the
tensors are about 40o and 140o, in all simulations, independently from the inertia and from
the topology (in the center as well as at the periphery of the jet).
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Figure 3.10: P.d.f.s of the relative angle between the principal directions of the tensors R∗
and S∗ at the time t = 5.8, at the periphery. Left: St ∼ 0.1; centre: St ∼ 1; right: St ∼ 3.
Solid line is the angle between the two axisymmetric directions.















Figure 3.11: P.d.f.s of the relative angle between the principal directions of the tensors R∗
and S∗ at the time t = 5.8, at the periphery. Left: St ∼ 5; centre: St ∼ 7; right: St ∼ 10.
Solid line is the angle between the two axisymmetric directions.
3.1.3 The structure of tensors and their alignement in HIT
In this section, the analysis of the tensor structure is carried out by using the homogeneous
isotropic frozen turbulence presented in Chapter 2. The mainly purpose is understanding
the influence of the mean gradient on the dispersed phase behavior. The analysis leads to
emphasize the fact that the dispersed phase is always locally sheared, even without mean
gradient, since the mesoscopic velocity, arisen from the conditional ensemble average, is a
priori nonzero. In HIT, similar behaviors between small inertia and mean sheared flows
will be observed.
First, the structure of the two tensors R∗ and S∗ is studied. Figure 3.12 shows the p.d.f.
of the parameter s∗ computed for the deviatoric RUM over all the Stokes numbers. The
deviatoric RUM is again axisymmetric; it is interesting to note that such a state grows
up to a relaxation time close to the Kolmogorov timescale inverting its trend after. When
the Stokes number becomes large, in absence of a mean gradient, the deviatoric RUM
smoothly loses its characteristic of axisymmetric contracted tensor tending toward a more
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Figure 3.12: P.d.f.s of the parameter s∗ evaluated for R∗ for all the Stokes numbers: solid
line St = 0.07; symbol + St = 0.33; dot-dashed line St = 3.66. The right picture is a zoom
of the left one.










Figure 3.13: P.d.f.s of the parameter s∗ evaluated for S∗ for all the Stokes numbers (left):
solid line St = 0.07; symbol + St = 0.33; dot-dashed line St = 3.66. P.d.f. of s∗ for the
fluid (right).
random distribution. Figure 3.13 shows the same parameter evaluated for the strain S∗.
The “shape” of the deviatoric rate-of-strain tensor varies gradually from an axisymmetric
state of expansion, similar to that of the fluid, up to a quite random distribution, without
reverse its trend. For the rate-of-strain, the loss of the axisymmetric direction is stronger
than for the RUM. As a matter of fact, as one would expect, the dispersed phase gradually
lose the characteristic of one-component-limit state. Figure 3.14 shows the p.d.f.s of the
anisotropy-tensor eigenvalues, for all the Stokes numbers: the same inversion of trend than
in picture 3.12 is observed, as well as the loss of the one-component-limit state. Concerning
the relative alignment of the tensors R∗ and S∗, the scalar product between the couples of
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principal directions is computed. The p.d.f.s of the relative angle are depicted in Figure
3.15. Picture shows that in HIT the smallest Stokes numbers reproduce the same most
probable angles pointed out in the slab. Then, such quantities move toward values meaning
slightly better alignment between tensors, and toward more random distributions at large
inertia.































































Figure 3.14: P.d.f.s of the eigenvalues of b∗.
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Figure 3.15: P.d.f.s of the relative angle between the principal directions of R∗ and S∗.
Solid line corresponds to the axisymmetric directions.
3.2 Modeling the RUM in non-colliding dispersed phase
3.2.1 A local equilibrium assumption
In order to close the deviatoric RUM stress tensor, a condition of equilibrium on the stress
components may be assumed. Writing the transport equation of the stresses (Moreau 2006)














and then neglecting any transport term







the equation reduces to the following form:







































and following the properties of matrices for which if two matrices are equivalent also that





































Finally, if a light anisotropy is assumed, leading to neglect the second term into Eq. 3.17,
the above expression becomes the known viscosity-like model (Simonin et al. 2002) which























3 . To our knowledge, this model is the only one used and published up to the
present (Kaufmann et. al 2008, Riber et. al 2009, Moreau et al. 2010) in order to predict
stresses and for performing the Eulerian-Eulerian numerical simulations by using the MEF.
Its failure when in presence of mean shear was already pointed out by Riber (2007). The
current work is devoted to study the reasons of such a failure and the alternative solutions.
Hereinafter, Eq. 3.18 will refer to as “VISCO” model. Eq. 3.17 can also be rearranged as









































+ (b∗Ω−Ωb∗) . (3.20)
This is a set of implicit linear algebraic equations already suggested by Moreau (2006). Its
resolution is not here detailed since this model show totally unsatisfactory results. This
failure was already pointed out by Moreau (2006) who checked the model in freely-decaying
HIT found very poor correlations when performing a priori tests. Such a model, tested
in presence of a mean shear, gives worse correlations than in HIT, meaning that the equi-
librium assumption “production=dissipation” is not adequate. The wrongness of such an
assumption is largely confirmed by the measures of the local advection terms in numerical
simulations. Hereinafter, the second-order approximation will be forgotten.
3.2.2 Modeling by using the eigenvalues
Results of a priori tests, will show (§3.2.9) that in mean-sheared flows the viscosity model
“VISCO” fails when the particle inertia increases because it is no longer able to predict
the good magnitude at tensor and scalar level, over-estimating the dissipation of the mean
mesoscopic kinetic energy by the RUM viscosity. As already mentioned, this phenomenon
was encountered by Riber (2007) while performing a posteriori Eulerian-Eulerian simula-
tions. Instead, as observed in Section §3.1.2, the analysis shows that the alignment between
the tensors R∗ and S∗ is no particularly sensitive to the change of inertia. In this section
a way for overcoming the problem of the badly prediction of magnitude is suggested.
As R∗ and S∗ are real and symmetric, then they always have an orthonormal basis com-
posed by their real eigenvectors. Thus, on the principal axes, the assumption of the relative
alignment between tensors may be traduced by the equality between their eigenvectors, as
the magnitude is taken into account by the respective eigenvalues. By means of the linear
transformation, the well-known relation may be used
R∗xR∗ = λR∗xR∗ (3.21)
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where xR∗ is a right column eigenvector of R
∗ and λR∗ its correspondent eigenvalue. This
relation may also be written in a matrix form as follows:
R∗XR∗ = XR∗ΛR∗ (3.22)
where XR∗ is the matrix of the tensor eigenvectors and ΛR∗ is the diagonal matrix of the




Then, using the assumption of alignment, which leads to impose XR∗ = XS∗ , the deviatoric




This formulation is particularly interesting in our case, because it makes it possible to
predict the good magnitude of stresses, as the values of the eigenvectors of R∗ are known.
This model, referred to as “EIGEN”, evaluated in this study by the a priori analysis, is
instead less easy to handle when performing a posteriori Eulerian simulations because of
the operation of matrix inversion and since it requires to initially check the right position
of the deviatoric RUM eigenvalues into the matrix. During this work, another approach
will be used leading to an equivalent formulation in Cartesian frame of reference.
3.2.3 Quadratic algebraic approximation
Assuming equilibrium of the stress components, i.e. neglecting all transport terms, Zaichik
(2009b) suggested a model for the RUM stress tensor which, starting from Eq. 3.17, applies
an iteration procedure invoking the isotropic approximation, i.e. δR∗p,ij = 0, at the zero-
order iteration, assuming that ǫ = τ˜pS is a small parameter (here S is a typical particle
velocity gradient). The first approximation is equivalent to that given by Simonin et al.
(2002), i.e. the viscosity model “VISCO”. The second approximation is obtained from Eq.






















Following Zaichik, the relation 3.25 agrees with the second-order approximation obtained
by solving the BGK (Bhatnagar, Gross & Krook 1954) kinetic equation by means of a
Chapman-Enskog-like expansion technique (Chen et al. 2004). Chen et al. (2004) use
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the expansion technique (Chapman & Cowling 1939) to obtain deviations from equilibrium
at various orders of the Knudsen number K supposing this parameter sufficiently small
(similarly to the parameter ǫ used by Zaichik). In the model of Chen et al. (2004), developed
to supplying high-order terms for the Reynolds stress tensor, the BGK equation is expanded
neglecting only the terms due to the finite compressibility. In their result, a term accounting
for the Lagrangian time derivative of the rate-of-strain tensor appears, differently from the
model suggested by Zaichik. This difference will not be developed here since we have
supposed the agreement with the local effect hypothesis. However, this point deserves to
be deepen. Hereinafter, Eq. 3.25 will refer to as “QUAD” model.
3.2.4 A local “weak-equilibrium” assumption: 2ΦEASM models
In 1972 Rodi introduced a “weak-equilibrium” assumption which no need to neglect the
transport terms into the stress equations but which supposes that spatial and temporal
variations of the stresses are related to that of the kinetic energy so to transpose the
equilibrium assumption to the anisotropy tensor. From this idea, Pope (1975) suggested
an effective-viscosity approach able to model turbulent flows with inequality of normal
stresses which cannot be accounted for with an isotropic-viscosity Boussinesq hypothesis.
Afterward, several authors contributed to the development of the Reynolds stress models
based on the assumption of equilibrium on the anisotropy (e.g., Gatski & Speziale 1993,
Girimaji 1996, Wallin & Johansson 2000). In literature these models refer to as ASM
(algebraic stress models) or sometimes ARSM (algebraic Reynold stress models) where
an “E” may be added meaning “explicit”. Because of their relative simplicity, they are
preferred to the Reynolds-stress-transport models and used coupled with classical k − ǫ or
k − ω approaches for modeling complex flows. Introducing the same “weak-equilibrium”
assumption for the local RUM anisotropy stress tensor, we write:
D
Dt
b∗p,ij = 0. (3.26)
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The term into the brackets represents the production, normalized by 2δθp, of the local RUM








δnm)(Sp,nm +Ωp,nm) = −{b∗S∗} − 1
3
{S}. (3.33)
Before tackling the problem of the resolution of the system, it is written in terms of equations















S− (b∗S+ Sb∗) + (b∗Ω−Ωb∗) . (3.34)
Then, subtracting the trace at both left and right hand sides and accounting for the com-
pressibility (trace of S is not zero), the expression takes the final form:








+ (b∗Ω−Ωb∗) . (3.35)
The system 3.35 is implicit and not linear since the production term contains tensor compo-
nents and the system is expressed in terms of b∗, S∗ and Ω. Hereinafter, all models leading
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to an explicit solution of this set of linearized equations will be called 2ΦEASM models.
The powerful of this model is to be no subordinated to the heavy condition of equilibrium
“production=dissipation”; this model represents a more generalized form containing also
the case of such an equilibrium. Indeed, using the equation 3.28, the equivalence between












As the contribution by the pressure-dilation production is small if compared to the total
production amount, the equilibrium may reduce to the equivalence between production by
shear and dissipation which leads to write −{b∗S∗} = 1τ˜p . In this case particular case, the
system 3.35 takes the linear form 3.20.
3.2.4.1 The problem of the explicit algebraic resolution
Since the implicit resolution of the system may require large efforts compared to the benefits
coming from these category of models, an explicit solution is needed. In this section we
recall the fully 3D and 2D explicit solution of a linear system (Pope 1975, Gatsky & Speziale
1993) tackling in a second time the problem of the linearization.
The system 3.35 is rewritten as follows
b+ = −S+ −
(










where b+ = 32b
∗, and S+ = S∗/(−2{b∗S∗}) and Ω+ = Ω/(−2{b∗S∗}) are the normalized
deviatoric rate-of-strain and vorticity tensors respectively.





which represents the linear combination of a set of non-dimensional independent, symmetric
and deviatoric second-order tensors T (ς) by the scalar coefficients G(ς) which are functions
of the invariants of S+ and Ω+. Using the Cayley-Hamilton theorem, Pope (1975) showed
that a set of ten (ς = 10) tensors T (ς) is needed to form an integrity basis (Spencer 1971)
in order to express every symmetric deviatoric second-order tensor formed from S+ and
Ω+. The ten tensors are recalled in Table 3.1. Concerning the coefficients G(ς), Gatski
& Speziale (1993) gave the general solution for the three-dimensional flows involving ten
3.2. MODELING THE RUM IN NON-COLLIDING DISPERSED PHASE 75
T (1) = S+ T (6) = Ω+2S+ + S+Ω+2 − 23{S+Ω+2}I
T (2) = S+Ω+ −Ω+S+ T (7) = Ω+S+Ω+2 −Ω+2S+Ω+
T (3) = S+2 − 13{S+2}I T (8) = S+Ω+S+2 − S+2Ω+S+
T (4) = Ω+2 − 13{Ω+2}I T (9) = Ω+2S+2 + S+2Ω+2 − 23{S+2Ω+2}I
T (5) = Ω+S+2 − S+2Ω+ T (10) = Ω+S+2Ω+2 −Ω+2S+2Ω+
Table 3.1: The integrity basis for fully three-dimensional flows.
coefficients. They are functions of the following five invariants
η1 = {S+2}, η2 = {Ω+2}, η3 = {S+3}, η4 = {S+Ω+2}, η5 = {S+2Ω+2}; (3.39)













The resulting solution is fully explicit and its implementation quite easy. However, a
well-known problem of this solution is that singularities may appear in some cases where
denominator D vanishes. For this reason, Gatski & Speziale (1993) suggested a regulariza-
tion procedure assuring that model is consistent in two-dimensional formulation. To our
knowledge, no regularization procedure exist for the three-dimensional formulation because
of its cumbersome form. In practice, it is common to use the 2D form also for the fully
three-dimensional flows. Two-dimensional flows are mean-quantity free in one of the three
directions. Following Gatski & Speziale, in such a case only three tensors need as integrity
basis which are T (1), T (2), T (3). Moreover in two-dimensional limit the invariants η3 and
η4 are zero and η5 is equal to
1
2η1η2. The resulting 2D expression becomes:
b+ = − 3









which, after regularization, may be written as follows:
b+ = − 3(1 + η
2)
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G(1) = −12(6− 3η1 − 21η2 − 2η3 + 30η4)/D G(6) = −9/D
G(2) = −(3 + 3η1 − 6η2 + 2η3 + 6η4)/D G(7) = 9/D
G(3) = (6− 3η1 − 12η2 − 2η3 − 6η4)/D G(8) = 9/D
G(4) = −3(3η1 + 2η3 + 6η4)/D G(9) = 18/D
G(5) = −9/D G(10) = 0
Table 3.2: Coefficients associated to the integrity basis.
where η2 = η1 and ζ
2 = −η2. The latter is the commun form for practical applications as
suggested by Gatski & Speziale (1993). In our case, because of some assumptions doing
later, we do not need of the regularized form of the system. However, it could be useful
and it should be retained.
In turbulence, several studies on theoretical and numerical aspects of the algebraic models,
exist; an overview may be gained from the reading of the fundamental works already cited,
and moreover from the works of Rodi (1976), Taulbee (1992), Speziale & Xu (1996), Gatski
(1997), Girimaji (1997a,b), Gatski & Jongen (2000), Wallin & Johansson (2002), Weis &
Hutter (2003), Gatski & Wallin (2004), Grundestam et al. (2005), Hamba (2006) which
address many aspects such as, for instance, the non-equilibrium flows, the invariance from
the frame of reference, numerical methods. This bibliography is clearly not exhaustive, but
it enough for understanding the multitude of questions arisen from the EASM approaches.
About the application of such approaches to the dispersed phase interacting with unsteady
and inhomogeneous turbulent flows, i.e. local and instantaneous mesoscopic Eulerian equa-
tions, no literature exist. This is the reason why we remain on the simpler original idea
which engendered the approach, leaving as a perspective the handling of more sophisticate
aspects of such models.
3.2.4.2 Modeling the non-linearity
Unfortunately, this method does not solve the problem of the linearization into the explicit
resolution procedure. Indeed, Gatski & Speziale (1993) needed to add further assumptions
to express their “mathematically” equivalent term P/ǫ, so evoking the equilibrium for




Similarly, in order to use this method, we need to an expression for the term −2{b∗S∗}.
The analysis about the structure of the tensors b∗ and S∗ (detailed in section §3.1.1), shows
that tensors are both axisymmetric, behaving as in one-component limit state and as in
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axisymmetric expansion, respectively. In this case, assuming alignment between tensors and
same preferred direction, the contracted product b∗p,ijS
∗











 −2Sλ 0 00 Sλ 0
0 0 Sλ
 = -2Sλ
where Sλ is the largest eigenvalue of S







 −2Sλ 0 00 Sλ 0
0 0 Sλ

 −2Sλ 0 00 Sλ 0
0 0 Sλ
 = 6S2λ = IIS
where IIS = {S∗2} is the dimensional second invariant of the tensor S∗. Using the above









This product is invariant by definition, hence it may be used in any reference frame. Injected
Eq. 3.43 into the fully three-dimensional system 3.37 or into the two-dimensional 3.41 form,
the system is then linearized and the solution may be explicitly obtained. While there is
no mathematical guarantee that singularities do not occur in the 3D solution, we can
demonstrate that in our case in which tensors are normalized by using the 3.43, the 2D
form is always non-singular. Indeed, writing the denominator D for two-dimensional flows
by using the new quantities η2 = η1 and ζ
2 = −η2, wich account for the sign of the second
invariant of the normalized vorticity tensor which is always negative,
D = 3− 2η2 + 6ζ2, (3.44)
it may be seen that in the limit case in which ζ2 is zero (otherwise it is always positive),
η2 must have values less then 1.5 to avoid that D vanish. Computing η2 from the tensor
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it is clear that this condition is always attended:








Stable solutions can be found using the algebraic and explicit 2D system 3.41. In this study,
both the 3D and 2D solutions will be checked. They will refer to as 2ΦEASM1 model.
3.2.4.3 An explicit solution accounting for the non-linearity - I method
In 1996 Girimaji suggested a fully-explicit and consistent solution, for two-dimensional
mean flows, where no assumption concerning the term P/ǫ is made. In this section we will
adapt the same technique to our system of equations. In order to facilitate the reading, we
will use the same notation than Girimaji for the coefficients so called “L”. The algebraic,
implicit and non linear system for the dispersed phase (Eq. 3.35) is recalled

























where L01 = 0, L
1
1 = 2, L2 = −23 , L3 = −1 and L4 = −1, and where S+ and Ω+ are
dimensionless tensors. The normalization was effected by using the quantity II
1/2
S . Here
the technique of Girimaji (1996) is briefly recalled. In two-dimensional modeling, the general









By using Eq. 3.49, the contracted product b∗p,ijS
+








p,ij = G1η1. (3.50)
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Then inserting Eqs. 3.50 and 3.49 into the system 3.48 leads to write:
[G1S
+ +G2(S












where η1 = {S+2} and η2 = {Ω+2}. Comparison of the homogeneous terms on the left
against the right hand side of the above relation, leads to give solutions for the unknown





, G3 = − 2L3
η1L11
, (3.52)







η1L3G3 − 2η2L4G2] (3.53)
Unfortunatly, as η2 is always negative, the polynomial admits real solutions only for η
2 ≥ ζ2.
In order to check this model, local negative values will be set to zero. Concerning the sign
of the coefficient G1, considering the relation 3.50 and the definition of the local production
by shear of the RUM kinetic energy −{R∗S∗}, in the simplest case it is taken as negative.
Including the coefficients G1, G2, G3 into Eq. 3.49 yields the solution for the anisotropy
tensor. Hereinafter, this model will refer to as 2ΦEASM2 model.
3.2.4.4 An explicit solution accounting for the non-linearity - II method
An other approach to make the system explicit accounting for the non-linearity, in one-
phase turbulent flows, was suggested by Wallin & Johansson (2000). Their approach may
be used for fully three-dimensional flows. Comparing with the notation of Gatski & Speziale
(1993) or Girimaji (1996), the following correspondence of coefficients should be considered
β1 = G1, β2 = G3, β3 = G4, β4 = G2, β5 = −G5,
β6 = G6, β7 = G9, β8 = G8, β9 = G7, β10 = G10 (3.54)
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if the same integrity basis T (λ) of the section 3.2.4.1 is used. As in the above section, in
order to facilitate the reading, we will use the same notation than that of the authors, for
that coefficients so called “A”. In the Wallin & Johansson (2000) notation the equation for
the dispersed phase is written as follows:
Nb∗ = −A1S+ −A2
(







where N , by analogy with the authors, is defined as follows:
N = A3 +A4(−{b∗S+}) (3.56)
and S+ and Ω+ are the dimensionless tensors. Comparing the systems 3.35 and 3.55, the




, A2 = 1, A3 = 0, A4 = 2. (3.57)














into Eq. 3.55. This leads to formulate the ten coefficients as functions of N and N becomes
the only unknown term which need to be resolved. The ten scalar coefficients are functions
of the five invariants here recalled:
η1 = {S+2}, η2 = {Ω+2}, η3 = {S+3}, η4 = {S+Ω+2}, η5 = {S+2Ω+2}. (3.59)
For fully three-dimensional flows, the equation for N is a sixth-order polynomial, complex
to handle. Alternatively, a two-dimensional solution, consisting in a third-order polynomial
in N , may be obtained and then used in both the 2D and 3D general representations of the
anisotropy tensor. Following Wallin & Johansson (2000), the third-order polynomial in N
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Since for the dispersed phase the coefficient A3 is zero, the polynomial is depressed to the










= 2η1 + 2η2. (3.61)
As for the solution obtained by the Girimaji method, the polynomial admits real solutions
only for η2 ≥ ζ2. Similarly, in order to check this model, local negative values will be set to
zero. Concerning the sign of N , the same consideration than in section §3.2.4.3 is made; in
the simplest case, the sign of N must lead to a positive sign of the production −{R∗S∗},
hence it will be chosen as positive. For fully-three dimensional flows the ten coefficients
provided by Wallin & Johansson (2000) are here recalled:
G1 = −1
2
A1N(30A2η4 − 21Nη2 − 2A32η3 + 6N3 − 3A22η1N)/Q,
G2 = −A1(2A32η3 + 3A22Nη1 + 6A2η4 − 6Nη2 + 3N3)/Q,
G3 = −A1A2(6A2η4 + 12Nη2 + 2A32η3 − 6N3 + 3A22η1N)/Q,
G4 = −3A1(2A22η3 + 3NA2η1 + 6η4)/Q,
G5 = −9A1A2N2/Q, G6 = −9A1N2/Q,G7 = 9A1N/Q,
G8 = 9A1A
2
2N/Q, G9 = 18A1A2N/Q,G10 = 0. (3.62)
where the denominator Q is defined by the relation:








N3 + (21A2η4 −A32η3)N2






− 2A32η2η3 − 6η4A2η2. (3.63)
The two-dimensional form is instead more simple. Only three coefficients are necessary to
describe the flow and they are:
G1 = −A1N
Q
, G2 = −A1
Q




with the denominator Q written as:
Q = N2 − 2η2 − 2
3
A22η1. (3.65)
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Replacing N2 by its definition (Eq. 3.61) into Eq. 3.65 is possible to see that Q never vanish
if η1 6= 0 Finally, inserting the coefficients into Eq. 3.58, imposing to zero the seven ones
when the two-dimensional form is chosen, the explicit solution for the anisotropy tensor is
then obtained. In this study both the 2D and the 3D forms will be checked. For both
will we use the same second-order polynomial for N . Hereinafter this model will refer
to as 2ΦEASM3 model. The two techniques of Girimaji (1996) and Wallin & Johansson
(2000) lead to the same solution in two-dimensional flows. They differ in the second-order
coefficients when the approximation G1 = 0 or N = 0 is used for avoiding complex solutions.
3.2.5 A viscosity-type model for axisymmetric tensors
Following an idea of Jovanovic´ & Otic´ (2000) for turbulent flows, tensors are assumed, as
observed, axisymmetric with the respect to a preferred direction and written in a bilinear
form (Batchelor 1946, Chandrasekhar 1950) leading to:
S∗p,ij = Aδij +Bλiλj (3.66)
δR∗p,ij = Cδij +Dλiλj . (3.67)
Since the tensors are traceless, Eq. 3.66 and 3.67 may be rewritten as follows:
S∗p,ij = Aδij − 3Aλiλj (3.68)
δR∗p,ij = Cδij − 3Cλiλj . (3.69)

















where the sign of the third invariant accounts for the possibility to have an axisymmetric
contraction or expansion. Hereinafter, as notation, S will replace II
1/2
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As well as for A, the sign of C is established by the sign of the third dimensional invariant
















The product of the invariants’s signs accounts for the fact that tensors may be both in the
same configuration of “contraction” or “expansion” (positive sign) or in the opposite one
(negative sign).Numerical simulations showed that the local sign of IIIb is always positive
(b∗ is strictly in axisymmetric contraction) and only that of IIIS changes. Moreover,
numerical simulations pointed out the local one-component limit state of b∗ which gives
IIb =
2
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The latter represents a model in which the axisymmetry of tensors, their alignment, and the
one-component limit state are assumed. Concerning the sign of the model, the sign of IIIS
is used to reproduce both positive and negative viscosities, theoretically in that special case
in which the axisymmetric rate-of-strain tensor moves from a configuration of expansion to
contraction and vice versa. However, this assumption may be relaxed in practical appli-
cations, as shown in next section. In this study, the model will be checked accounting for
only a positive viscosity (negative sign into the model), referred to as “AXISY”, as well as
accounting for the sign of IIIS and it will refer to as “AXISY-C”. Hereinafter “-C” means
with correction. In next section we tackle the question of the correction for also the models
2ΦEASM.
3.2.6 Model correction
It has been shown, for instance in section §3.2.4.3, with restriction to the two-dimensional
flows, that a reverse sign in the energy exchange is related to the sign of the coefficient
G1 which is the same of the scalar quantity {b∗S∗}. This sign was shown to be negative
in turbulence, in the domain of the applicability of the “weak-equilibrium” assumption.
Instead, for the dispersed phase interacting with turbulent flows, is usual to have a reverse
exchange of energy from the RUM to the mesoscopic motion, meaning a reverse sign of
the first-order approximation coefficient. The model 2ΦEASM1, cannot predict such a
state since the term {b∗S∗} is modeled in the special case in which the two tensors R∗
and S∗ behave as in axisymmetric contraction and expansion respectively (negative sign),
being observed to be the most probable state. The models 2ΦEASM2 and 2ΦEASM3 are
theoretically limited by the fact that the polynomial is depressed to a “pure” quadratic
equation admitting both positive and negative sign of the solution. Since we have no
additional information, we chose the most probable on the basis of the above considerations.
In the previous section, we have seen that the sign of the third invariant of rate-of-strain
tensor could be used to reproduce a reverse sign into model, in that special case in which this
is due to change of the state of the rate-of-strain tensor from “expansion” to “contraction”.
In order to check its pertinence, the sign of the third invariant IIIS is directly correlated
to the sign of the quantity {b∗S∗} by using the conditional average. Results are depicted
in Figure 3.16 for simulations corresponding to the Stokes numbers St ∼ 2 and St ∼ 7. As
numerical observations support such assumption, the sign of IIIS will be take into account
into the models 2ΦEASM1, 2ΦEASM2 and 2ΦEASM3 that will be check with and without
“correction”. When accounting for the correction, models will be marked by a “-C”.
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Figure 3.16: Conditional average of the normalized IIIS over the quantity {b∗S∗}, corre-
sponding to the simulation St ∼ 2 (left) and St ∼ 7 (right), over the plane at the periphery
of the jet, at the time t = 6.2.
3.2.7 A hierarchy of models: two different timescales
In section §3.2.1 the viscosity model “VISCO” was recalled. This model assumes that the
deviatoric RUM and the rate-of-strain tensor are relating by a linear relationship through
an eddy-viscosity which uses the particle relaxation time as a typical timescale. This
assumption may be compared to the fundamental hypothesis of the kinetic theory of rarefied
gases which is at the origin of the constitutive relation for Newtonian fluids. Such an
assumption involves that molecular motion adjusts rapidly to the change imposed by the
local strain. Hence, for similarity, the basic assumption from which the viscosity model
arises is violated when the ratio between the particle-relaxation time and the mesoscopic-
shear timescale, i.e. τ˜pS >> 1, is large. This ratio is classically referred to as Knudsen
number (this definition is not the unique for the dispersed phase, see Moreau 2006). The
question about the domain of validity of a local eddy-viscosity assumption for large value
of such a number, was already raised by Simonin et al. (2002). As a matter of fact, when
the strain is high, models which uses the particle relaxation time as typical timescale have
no many chance to work.
In order to adress the question of the timescale, the two viscosity models presented in the
manuscript are compared. The model “VISCO” and the model “AXISY” are here recalled.
86 CHAPTER 3. MODELING THE RUM STRESS TENSOR












It is easy to recognized that the difference resides into the two different timescales used by








In the one-component limit state the relation may be rewritten as follows:
τ˜p =⇒
√
6S−1 = S−1λ (3.82)
where Sλ is an eigenvalue of the rate-of-strain tensor. Hence, the two models “VISCO” and
“AXISY” are eddy-viscosity models using two different timescales F (τ˜p) and F (S
−1).
The relation between the model “EIGEN” and the model “AXISY-C” should be also un-








As b∗ and S∗ are real and symmetric, they may be written in the principal axes. Then, the
assumption of the alignment, which leads toXb∗=XS∗ , involves that also the eigenvalues are
the same, of course accounting for every scalar included into the model. So, the expression












Contracting the axisymmetric tensor S∗, for instance in configuration of expansion, leads
to write S =
√












which is fulfilled in our one-component limit state, giving evidence of the same model as-
sumptions. Theoretically, accounting for all the assumptions, using the model “EIGEN”
is like to use the model “AXISY-C” in principal directions. In practice, the two models
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can give different results. The models “EIGEN” and “AXISY-C” are viscosity-like models
accounting for positive or negative local viscosity and using the timescale F (S−1). Finally,
looking at the models issued from an assumption of “weak-equilibrium”, at the first order,
accounting for all the assumptions, they lead to the same expression than the model “AX-
ISY” (the half), as the first order of the equilibrium assumption led to the viscosity model
“VISCO”. All these models are using a timescale F (S−1). A schematic representation
of the models is given by Figure 3.17. The new appearing, so called “QUAD-MOD”, is
presented in next section.
Figure 3.17: Schematic representation of models: L=linear, NL=nonlinear consitutive re-
lations.
3.2.8 A “rescaled” quadratic algebraic approximation
The relation 3.82 which relates the timescales of the two viscosity models, is here used to
construct a new nonlinear viscosity model following the idea of Zaichik (2009b) presented
in section §3.2.3. Replacing τ˜p with the new timescale and applying the same procedure for
which the second-order approximation is obtained by using the first-order approximation,
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If the particle inertia is not small enough, the assumption of the small parameter ǫ = τ˜pS ,
permitting to justify the expansion procedure, is no longer valid. Accounting for the new
timescale makes it possible to extend the range of applicability of the model. This model
will refer to as “QUAD-MOD”.
3.2.9 Model assessment
In this section all models are evaluated against deterministic simulations. The a priori
testing is using the non-colliding particle-laden turbulent slab configuration. The model
accuracy is evaluated by means of the correlation coefficients computed at scalar and tensor
level (Clark 1979). Correlation coefficients are defined as follows (Salvetti & Banerjee, 1994)
correlations(A,B) =
< AB > − < A >< B >√
(< A2 > − < A >2)(< B2 > − < B >2) (3.87)
where brackets denote averages over xz-planes. Moreover, every component of the traceless
RUM stress tensor is assested by comparisons between exact and modeled mean profiles. At
scalar level, the magnitude ratio between exact and modeled mean quantities is computed:
magnitude ratio (A) =
< exact (A) >
< modeled (A) >
. (3.88)
It represents a multiplicative coefficient which should be accounted for into the model in
order to predict the exact mean magnitude. The p.d.f.s of the exact against modeled local
scalar quantities are also evaluated. All results plotted in function of the Stokes number,
are computed over the plane at the periphery of the jet and averaged over the six last times
of the simulations.
3.2.9.1 Scalar-level model evaluation
In this section results of the model evaluation at scalar level are shown. In order to identify
among the scalar quantities the better candidates for the evaluation of the model accuracy,
the mechanisms of the energy exchange discussed in Chapter 2, §2.3.2.1, are here recalled.
The local RUM kinetic energy is produced by the local scalar quantity −n˜pδRp,ij ∂u˜p,i∂xj (Eq.
3.28) accounting for correlations between the RUM and the mesoscopic velocity gradient.
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Since we are interested in the modeling of the local deviatoric RUM stress tensor, only the
contribution by shear of such a quantity is considered. This local contribution is defined
as:




and its mean value yields:







which are the shear-productions of the mean RUM kinetic energy provided by the mean and
the fluctuating velocity respectively, as pointed out in section §2.3.2.1. The quantity P ∗RUM
is thus initially chosen for testing the accuracy of the models. However, the analysis carried
out in Chapter 2, §2.3.2.1, has shown that only the production by fluctuating-velocity
gradients is responsible for the energy exchanges between mean contributions, and that
for large inertia a divergence between the local and the mean behavior of such a quantity
is revealed. For this reason, in a second time, the models will be checked over the scalar







A good model should be able to predict local scalar quantities corresponding to right mean
magnitudes.
2ΦEASM models in 2D and 3D form
Figure 3.18 shows the correlation coefficients evaluated over the quantity P ∗RUM by using
the two-dimensional and three-dimensional forms provided by the models 2ΦEASM1 and
2ΦEASM3. Concerning the model 2ΦEASM1, accounting or not for the model correction
introduced in section 3.2.6, no noticeable differences are found between the two forms.
It should be noted that, in the particle-laden slab, the dispersed phase is totally three-
dimensional since the conditional ensemble average leads to mesoscopic quantities which
are nonzero in all the three directions. However, in the streamwise and in the normalwise
directions, the mesoscopic shear is stronger than in the spanwise direction, and this could
justify the fact that both the representations are adequate. Instead, concerning the model
2ΦEASM3, a large difference in predictions by using the two forms is found; in particular,
the three-dimensional representation shows a strong locally instability. This question will
not be addressed in our study. In both the cases, the 2D form gives the best results; for
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this reason, it will be the unique retained. Hereinafter, 2ΦEASM1 and 2ΦEASM3 models
will be shown only in their two-dimensional form.






































Figure 3.18: Correlation coefficients for the models 2ΦEASM1 and 2ΦEASM3 in two and
three-dimensional form, with and without correction.
Correlation coefficients over P ∗RUM
Figures 3.19 and 3.20 give an overview of the behavior of all the models over the quantity
P ∗RUM . In Figure 3.19 the correlation coefficients computed by using the models without
correction are shown. Figure 3.20 shows the accuracy of that models for which the correc-
tion of section §3.2.6 is applied. Since the models 2ΦEASM2 and 2ΦEASM3 give similar
results, only the latter will be shown. Looking at the results, some interesting considera-
tions may be done. For instance, comparing the models “AXISY-C” and “EIGEN ”, which
stem from the same theoretical assumptions (section §3.2.7), similar behaviors are found;
however, the model “AXISY-C” gives better predictions. Comparing “VISCO” with “AX-
ISY” or “QUAD” with “QUAD-MOD”, arising from the same basic ideas but using two
different timescales, no so large differences are pointed out. Instead, strong differences are
found comparing linear models (“VISCO” and “AXISY”) against non-linear ones (“QUAD”
and “QUAD-MOD”). The accuracy of the first ones decreases when inertia increases, get-
ting to very poor correlations. Second ones give higher correlation values less sensitive to
the particle inertia. Concerning the model 2ΦEASM1, it gives quite good results without
correction improving predictions when the model correction is applied. Finally, the model
2ΦEASM3, which shows a good agreement with exact terms already when used in its basic
form, significantly improves its accuracy if corrected, reaching to very satisfactory results.
Magnitude predictions over P ∗RUM
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Figure 3.19: CORRELATION COEFFICIENTS at scalar level over P ∗RUM : all models
without correction.


















Figure 3.20: CORRELATION COEFFICIENTS at scalar level over P ∗RUM : models with
correction.
In Figures 3.21 and 3.22, the magnitude ratios between real and predicted mean produc-
tions < P ∗RUM >p are depicted. Looking at these results, the differences between the models
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Figure 3.21: MAGNITUDE RATIO between exact and modeled P ∗RUM : all models without
correction.
are surprising. The models “VISCO” and “QUAD”, which are based on the particle re-
laxation timescale, strongly decrease their ability to predict the good magnitude when the
inertia increases; a decrease up to three orders of magnitude comparing the largest with
the smallest dynamic Stokes number is observed. The great variability makes these models
not adequate for predicting the dispersed phase, in particular when in presence of differ-
ent particle inertia as, for instance, in evaporating or poly-dispersed particle-laden flows.
Moreover, large inertia are also prohibitive if a well calibrated “very small” parameter is
not accounted for into these models. Unfortunately, the results obtained at tensor level
will show that a parameter applied to the models will reduce also the magnitude of the
tensor components making to fail them at tensor level. Instead, the models which use the
inverse of the rate-of-strain magnitude as timescale are found less sensitive to the inertia in
particular if the correction is used.
P.d.f. shape of P ∗RUM
To conclude the analysis of the model accuracy over the quantity P ∗RUM , comparisons be-
tween exact and modeled probability distribution functions of the local production are
carried out. The p.d.f.s are computed by multiplying the local value of the modeled quan-
tities by the magnitude ratio associated to each model; in this way, only the “shape” of the
p.d.f. is evaluated (Moreau 2006). In order to check the influence of the model correction,
comparisons between the shapes obtained by the models with and without correction are
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Figure 3.22: MAGNITUDE RATIO between exact and modeled P ∗RUM : models with correc-
tion.
carried out. Figures 3.23 and 3.24 show the results of the simulation corresponding to the
Stokes number St ∼ 3. In order to check the influence of the particle inertia, the shapes are
evaluated over different Stokes-number simulations. In Figures 3.25 and 3.26 the results of
the numerical simulations corresponding to St ∼ 0.1 and St ∼ 7 are depicted. As expected,
the viscosity-like models “VISCO” and “AXISY” are no able to predict reverse energy ex-
changes. The observations show that also the model “2ΦEASM1” is no able to predict
such a reverse of sign if not accounting for the correction, while the model “2ΦEASM3”
gives some local negative values. The quadratic models “QUAD” and “QUAD-MOD”, are
instead able by construction due to the second-order approximation accounting for into the
models. When the correction is used the shape of the models is strongly improved.
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Figure 3.23: P.d.f.s of the exact and modeled P ∗RUM : St ∼ 3, without correction, at the
time t = 6.2.
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Figure 3.24: P.d.f.s of the exact and modeled P ∗RUM : St ∼ 3, with correction, at the time
t = 6.2.




































Figure 3.25: P.d.f.s of the exact and modeled P ∗RUM : St ∼ 0.1, with correction, at the time
t = 6.2.


















































Figure 3.26: P.d.f.s of the exact and modeled P ∗RUM : St ∼ 7, with correction, at the time
t = 6.2.
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Model assessment over P ∗
′
RUM
In this part of the section, models are checked against the scalar local quantity P ∗
′
RUM .
This quantity play a crucial role in numerical simulations since it contributes for the level
of the mean dissipation rate. Figures 3.27 and 3.28 show the correlation coefficients






















Figure 3.27: CORRELATION COEFFICIENTS at scalar level over P ∗
′
RUM : all models
without correction.


















Figure 3.28: CORRELATION COEFFICIENTS at scalar level over P ∗
′
RUM : models with
correction.
obtained evaluating the quantity P ∗
′
RUM . No noticeable differences are observed comparing
these results with that obtained for the quantity P ∗RUM (Figures 3.19, 3.20). Instead, some
significant differences are found about the values of the magnitude ratio. An increase of
the particle inertia leads to a decrease of this parameter, i.e. to an increase of the predicted
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magnitude, much more important for the contribution P ∗
′
RUM than for the total amount
P ∗RUM . For moderate Stokes numbers (up to ∼ 1) the prediction of the two quantities
is nearly identical as shown by Figures 3.29 and 3.30. For larger Stokes numbers (∼ 3)
the difference becomes more noticeable but still acceptable if the correction is used as
shown by Figures 3.31 and 3.32. After this limit, predicting the dispersed phase in the
DNS framework becomes more arduous. The two contributions of production, from mean
and fluctuating mesoscopic velocity gradients, show a different response to the modeling.
When the mean value of P ∗
′
RUM tends to zero, as shown by the analysis of Chapter 2,
§2.3.2.1, models yield a strong over-estimation of the mean dissipation rate in numerical
simulations. This is consistent with phenomena of re-laminarization observed by Riber
(2007) when performing a posteriori Eulerian-Eulerian particle-laden mean-sheared flows.
This concern will be taken up in Chapter 6 when the dispersed phase will be modeled by
using the Large-eddy Simulation approach.




















VISCO AXISY EIGEN QUAD QUAD−MOD 2ΦEASM1 2ΦEASM3
Figure 3.29: Profiles of the MAGNITUDE RATIO between exact and modeled P ∗RUM (left),
P ∗
′
RUM (right). Simulation corresponding to St ∼ 0.5, at a time t = 6.2: models without
correction.
3.2.9.2 Tensor-level model evaluation
At tensor level, the model assessment is done by using correlation coefficients for all the
components of the deviatoric RUM stress tensor. For the sake of synthesis, correlations
are shown only for the components δR∗p,11 and δR
∗
p,12, being the most representative of
simulations. Indeed, into the slab, the mean components < δR∗p,13 >p and < δR
∗
p,23 >p
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Figure 3.30: Profiles of the MAGNITUDE RATIO between exact and modeled P ∗RUM (left),
P ∗
′
RUM (right). Simulation corresponding to St ∼ 0.5, at a time t = 6.2: models with
correction.




















VISCO AXISY EIGEN QUAD QUAD−MOD 2ΦEASM1 2ΦEASM3
Figure 3.31: Profiles of the MAGNITUDE RATIO between exact and modeled P ∗RUM (left),
P ∗
′
RUM (right). Simulation corresponding to St ∼ 3, at a time t = 6.2: models without
correction.
are neglectible compared to the other ones, and the components δR∗p,22 and δR
∗
p,33 behave,
with respect to the model predictions, similarly to the component δR∗p,11. Hereinafter
the subscript “p” is withdrew from the average operator; the averages must be considered
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Figure 3.32: Profiles of the MAGNITUDE RATIO between exact and modeled P ∗RUM (left),
P ∗
′
RUM (right). Simulation corresponding to St ∼ 3, at a time t = 6.2: models with correc-
tion.
always as density-weighted. Information on the magnitude ratios are instead given through
the comparison between exact and modeled mean profiles of components. For the sake of
synthesis, results about mean profiles are shown for only one Stokes number (St ∼ 3), all
referred to the time t = 6.2, normalized by the square of the mean velocity of the jet at the
initial time. The assessment of models at tensor level supplies some additional information.








































Figure 3.33: CORRELATIONS COEFFICIENTS over the normal stresses δR∗p,11.
Correlations coefficients depicted in Figures 3.33 and 3.34 show that the viscosity models
“VISCO” and “AXISY” are no able to predict the normal stresses working better on the
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Figure 3.34: CORRELATIONS COEFFICIENTS over the off-diagonal stresses δR∗p,12.
shear component δR∗p,12. An inverse trend is found for the nonlinear “QUAD” and “QUAD-
MOD” and for the two models ‘EIGEN” and “AXISY-C”. The “2ΦEASM” models give
the best predictions. The inability of the models “VISCO” and “AXISY” to reproduce
right normal stresses may also be observed looking at the mean profiles by Figures 3.35
and 3.39. The correction of the axisymmetric model, i.e. “AXISY-C”, highly improves the
magnitude predictions (Figure 3.40) but does not remove this deficit. The model “QUAD”
shows instead a trend to overestimate at any level, as by Figure 3.36. Normal stresses are
underestimated also by the models “EIGEN” and “2ΦEASM1” (Figures 3.38 and 3.41).
Good results are supplied by “QUAD-MOD” and “2ΦEASM3” (Figures 3.37 and 3.43)
in particular when the correction is applied (Figure 3.44). The latter shows a very good
agreement also at tensor level.
3.2. MODELING THE RUM IN NON-COLLIDING DISPERSED PHASE 103




































Figure 3.35: Profiles of exact (solid line) and modeled by “VISCO” (dot-dashed line) mean
deviatoric RUM stresses.
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Figure 3.36: Profiles of exact (solid line) and modeled by “QUAD” (dot-dashed line) mean
deviatoric RUM stresses.
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Figure 3.37: Profiles of exact (solid line) and modeled by “QUAD-MOD” (dot-dashed line)
mean deviatoric RUM stresses.
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Figure 3.38: Profiles of exact (solid line) and modeled by “EIGEN” (dot-dashed line) mean
deviatoric RUM stresses.
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Figure 3.39: Profiles of exact (solid line) and modeled by “AXISY” (dot-dashed line) mean
deviatoric RUM stresses.
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Figure 3.40: Profiles of exact (solid line) and modeled by “AXISY-C” (dot-dashed line)
mean deviatoric RUM stresses.
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Figure 3.41: Profiles of exact (solid line) and modeled by “2ΦEASM1” (dot-dashed line)
mean deviatoric RUM stresses.
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Figure 3.42: Profiles of exact (solid line) and modeled by “2ΦEASM1-C” (dot-dashed line)
mean deviatoric RUM stresses.
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Figure 3.43: Profiles of exact (solid line) and modeled by “2ΦEASM3” (dot-dashed line)
mean deviatoric RUM stresses.
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Figure 3.44: Profiles of exact (solid line) and modeled by “2ΦEASM3-C” (dot-dashed line)
mean deviatoric RUM stresses.
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3.2.9.3 Final remarks
In previous sections §3.2.9.1 and §3.2.9.2, results about the assessment of all models were
presented. With the exception of the two viscosity models “VISCO” and “AXISY” which
were found “inertia-sensitive” showing poor correlations for high Stokes numbers, globally
the models gave satisfactory results. In some case, as for the model “2ΦEASM3-C”, corre-
lation coefficients were found close to one, mean profiles very well predicted and the shape
of the p.d.f., at scalar level, perfectly reproduced also at the largest inertia. However, the
analysis about the ability of the models to predict the good mean magnitude, revealed a
crucial point in the modeling. In a range of intermediate inertia (St ≤ 3) more than one
model has proved to be able to reproduce the good behavior. At large inertia (St > 3),
high-intensity local transfer of energy between mesoscopic and RUM contributions occur.
At these high local transfers correspond low values of the mean dissipation rate due to
the fact that the probability that such exchanges move in both the direction, to and from
contributions, increases as well as inertia increases. As a matter of fact, at the large inertia
models are no longer able to predict the good magnitude showing a global trend to over-
estimate the mean dissipation rate. On the other hand, most of the models underestimate
some stress components. In this way, at large inertia, a calibrated coefficient cannot work
a priori for all the models. Only the model which show the same trend of predictions at
scalar as well as at tensor level may be retained. This concern will be taken up in Chapter 6
where the one-point closures will be checked on the resolved, i.e. filtered, deviatoric RUM.
3.3 Conclusion
In this chapter the problem of the modeling of the random uncorrelated velocity stress
tensor (RUM) was addressed. This second-order moment appears in momentum equation
of the local and instantaneous Eulerian description of the dispersed phase interacting with
turbulent flows and modeled by using the MEF. The RUM stress tensor may be consid-
ered as equivalent to the stress tensor accounting for in the Navier-Stokes (NS) equations,
similarly derived by using the Boltzmann kinetic theory. Its spherical part corresponds
to the translation temperature in kinetic theory of dilute gases while the deviatoric part
is analogous to the viscous contribution due to the thermal agitation in NS equations.
Modeling the RUM stress tensor is equivalent to define a constitutive relation for the “non-
Newtonian” dispersed phase. In order to provide such a modeling, the structure of the
tensor was analyzed. The analysis was carried out over a particle-laden turbulent planar
jet and a particle-laden homogeneous isotropic frozen turbulence. The RUM tensor was
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found behaving as in a state of axisymmetric contraction meaning that the RUM agitation
develops in one preferred direction while it is damped in the other. Moreover, numerical
simulations showed that the tensor behaves as in one-component limit state. This behavior
is achieved in both the configurations with and without mean shear. When in presence of a
mean shear, the one-component limit state is maintained regardless of the inertia. In HIT,
the same behavior is found at small Stokes numbers; then the dispersed phase move far
from such a state as well as inertia increases. These two different configurations made it
possible to observe the nature perpetually sheared of the dispersed phase which is always
submitted to a local mesoscopic-velocity gradient. In turbulence, the one-component limit
state is the long-time asymptotic solution provided by the Rapid Distortion Theory (Rogers
1991) of a homogeneous isotropic turbulence submitted to a strong shear. Then, the return
to the isotropy is assured by the action of the pressure-velocity correlations. The analysis
carried out in this study showed that in very dilute regimes, without accounting for colli-
sions, the dispersed phase behaves as in a perpetual strong shear and its anisotropy achieves
and preserves the theoretical asymptotic values of the one-component state in particular,
but not only, when in presence of a mean velocity gradient. This question arises some
doubts about the legitimacy of the use of a local linear relationship between the stresses
and rate of strain tensor since the dispersed phase cannot adjust rapidly to the imposed
local mesoscopic-velocity straining. The nonlinear nature of this relation was indirectly
proved by the improvement in predictions supplied by nonlinear models with respect to
linear ones. The nonlocal nature of the constitutive relation is still an open question which
deserves to be deepen.
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In previous Chapter the question of the modeling of the deviatoric second-order tensor
(RUM) was addressed. The one-point closures make it possible to use the first-order system
of equations for describing the evolutions of the non-colliding dispersed phase interacting
with mean-sheared turbulent flows. The development of such closures assumed very dilute
regimes and the a priori testing was performed by using deterministic very dilute particle-
laden flows. In such a case, the inter-particle collision time τc is assumed larger than the
particle relaxation time τp and collisions may be neglected. If the two timescales are instead
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of the same order of magnitude and the solid-volume-fraction rate is small (αp ≤ 0.01), the
regime can still be considered as dilute but collisions can no longer be neglected (e.g. see
Simonin 2000).
The purpose of this Chapter is to provide the modeling of the dispersed phase in that
dilute regimes in which particles interact between themselves through collisions but still
no modulation of turbulence occurs. In such cases, from a theoretical point of view, the
mesoscopic Eulerian formalism is still an exact model and it may be used for providing local
and instantaneous Eulerian modeling accounting for collision effects. In order to check the
models developed in this Chapter, one simulation consisting in a colliding particle-laden
turbulent slab is performed (details are supplied in Appendix). Since we do not dispose of
sophisticate algorithms for the collision detection (e.g. see, Wunsch, Fede & Simonin, 2008,
for vectorial codes or Vance & Squires 2002, for parallel codes), not yet implemented into
the NTMIX-2Φ code, we must limit the whole particle number at the smallest occurring for
computing mesoscopic Eulerian fields (about 10 particles per cell). This number may be
sufficient to supply mean mesoscopic quantities, as shown in Chapter 2, but is quite small to
give accurate local values (Moreau 2006, Kaufmann et al. 2008). For this raison the same
identical simulation without collisions is performed. In this way, first the two simulations
(with and without collisions) may be compared exactly at the same times and with the same
level of accuracy, and second the simulation without collision may be evaluated against
more accurate simulations. The number of Stokes estimated is of about St ∼ 1. Since these
simulations use particle diameters larger than the non-colliding particle-laden slabs, the
drag force and the heat exchanges account for non-linearities by means of the corrections
given by Eqs. 2.3 in Lagrangian equations (Chapter 2). Simulations are pushed up to only
three relaxation times because of very limited time step (dt < 10−3τp). Into the slab, the
initial solid-volume-fraction rate is αp = 0.0027. All times will be made dimensionless by
using the initial particle relaxation time τp(t = 0).
4.1 Modeling colliding dispersed phases by using MEF


































must be closed accounting for the modeling of the term representing the modification in
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the distribution function due to the particle interactions. The closure of this term may
be provided by analogy with the Grad’s theory of rarefied gases (1949). According with
the hard-sphere model, considering only instantaneous binary collisions, the collision rate is
written by means of the particle-particle pair distribution f˜
(2)
p . The mean rate of the change
of the particle property C(n˜pγ), is then given by the integration over all possible binary col-
lisions of the change into a collision multiplied by its probable frequency. In the framework
of the molecular chaos assumption, assuming uncorrelated and independent velocities, the
particle-particle p.d.f. may be written as the product of the two one-particle distribution
functions (Simonin 1991a, Sommerfeld 1995) and modeled by its third order expansion in
Hermite polynomials around an equilibrium Maxwellian distribution function (Jenkins and
Richmann, 1985). This modeling is consistent with the mesoscopic Eulerian formalism in
which a spatially uncorrelated velocity may be accounted for separetly. However, the RUM
velocity has not a gaussian distribution function (Moreau 2006) despite the assumptions of
the modeling. In dilute particle-laden turbulent flows, the collision term appearing into the
momentum equation may be neglected with respect to the stress-tensor contribution. If we
assume that temperature does not change by collisions, i.e. no heat transfer by conduction
occurs during a collision, and that also the heat flux is not changed, at the second order
only the stress transport equation will be modified. Collision contributions modeled in the




















σc = (1 + ec)(3− ec)/5; (4.3)
ec is the coefficient of restitution, and τ˜c a mesoscopic, local, collision time. In the framework
of the kinetic theory of dry granular medium the latter is given by the following relation
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If collisions are totally elastics, the coefficient ec takes the value of one. In this case the
kinetic energy is not directly affected by collisions, but indirectly through the stresses




























The last-to-next term on the r.h.s. of Eq. 4.5 has a nature of redistribution similar to the
pressure-strain correlations in turbulent flows (Simonin 1991a), while the second one is the





















where the last term represents the dissipation of the RUM kinetic energy by inelastic colli-
sions. In this study we assume elastic collisions, i.e. ec = 1, so that dissipative additional
terms into Eqs. 4.5 and 4.6 are equal to zero.
4.2 The colliding dispersed phase behavior
4.2.1 Modification of stresses by collisions
The new terms accounting for collisions into the RUM equation, involve a change of the
stresses which is directly related to the collision frequency through the local mesoscopic
collision time. Figure 4.1 shows the local ratio between the mesoscopic particle relaxation
time and the mesoscopic collision time τ˜p/τ˜c and the ratio between the mean times τ
F
fp/τc
defined as τFfp =< 1/τ˜p >
−1 and τc =< 1/τ˜c >
−1. As shown by the pictures, at the
periphery of jet the two times have the same order of magnitude, hence collisions must
be taken into account. Figures 4.2 and 4.3 show the differences between the magnitude
of spherical and deviatoric RUM computed with or without collisions. Results show that
the diagonal components of the deviatoric RUM are decreased in favor of an increase of
the RUM kinetic energy. This increase was already observed by Vance et al. (2006) whose
investigated the spatial characteristics of the particle velocity field in a turbulent channel
with and without inter-particle collisions. As already pointed out by Simonin (1991a) within
the two-fluid approach, the collisions act on the dispersed phase as a contribution of return
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to the isotropy. The same behavior is observed also when the dispersed phase is locally
modeled.









Figure 4.1: Relaxation to collision times. Ratio between mesoscopic local and instantaneous
times τ˜p/τ˜c on a plane in the middle of the box (Z = Lbox/2) at the time t = 3 (left). Ratio
between averaged times τFfp/τc at the time t = 1.55 solid line, and t = 3 dot-dashed line
(right).














Figure 4.2: Non-colliding (solid line) versus colliding (dot-dashed line) mean RUM kinetic
energy: mean profiles at the time t = 3.
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Figure 4.3: Non-colliding (solid line) versus colliding (dot-dashed line) mean deviatoric
RUM stresses: mean profiles at the time t = 3.
4.2.2 The structure of the tensors and their alignment
In order to study the structure of tensors, the parameter s∗ introduced in section Chapter
3, §3.1.1 is used. Figures 4.4 and 4.5 show the p.d.f. of s∗ evaluated for the tensors R∗ and
S∗, both at the center and at the periphery of the jet, for the colliding and the non-colliding
particle-laden slabs. Pictures show same “shapes” in colliding as well as in non-colliding
case, confirming the attitude of the tensors to behaving as in an axisymmetric contraction
and expansion respectively. However, in presence of collisions, the RUM gradually
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Figure 4.4: P.d.f.s of the parameter s∗ evaluated for both R∗ (left) and S∗ (right) in colliding
and non-colliding cases, at the periphery, at the time t = 3.




















Figure 4.5: P.d.f.s of the parameter s∗ evaluated for both R∗ (left) and S∗ (right) in colliding
and non-colliding cases, at the centre, at the time t = 3.
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Figure 4.6: P.d.f.s of the eigenvalues of b∗ in non-colliding (left) and colliding (right) slab,
at the periphery, at the time t = 3.
loses the one-component limit state while remains still axisymmetric. Figure 4.6 shows the
three eigenvalues of the anisotropy tensor b∗ with and without collisions. In the latter,
the most probable large eigenvalue is still close to +2/3; however one may expect that it
moves away from this value with the increase of the collision frequency (i.e. decreasing of
τ˜c). Concerning the alignment between tensors, the scalar product between the principal
directions is computed, as in Chapter 3, section §3.1.2, and results depicted in Figure 4.7.
For the two simulations similar most probable angles are found. Simulation with collision
is tending toward a more uniform probability distribution function, as expected.
4.3 One-point closures accounting for collisions
4.3.1 The viscosity model
Using equation 4.5 and the same assumptions of equilibrium and light anisotropy than in
section §3.2.1, a viscosity-type model for the local colliding dispersed phase is obtained as
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Figure 4.7: P.d.f.s of the relative angle between the principal directions of the tensors R∗
and S∗ at the time t = 3, at the periphery of the jet. Left: non-colliding slab; right: colliding
slab. Solid line is the angle between the two axisymmetric directions.
From the above expression a new characteristic timescale, including the effects of collisions











and the viscosity model rewritten as follows:




S∗ = −2νkpS∗. (4.10)
Hereinafter the equation 4.10 will refer to as “VISCO-COLL” model.
4.3.2 The algebraic quadratic approximation
By using the new characteristic timescale and assuming equilibrium of the stresses, applying
the same iteration procedure than in Chapter 3, section §3.2.3, an algebraic quadratic























Hereinafter it will refer to as “QUAD-COLL” model.
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4.3.3 The 2ΦEASM models
Assuming the “weak-equilibrium”, as in Chapter 3, section §3.2.4, and imposing
D
Dt
b∗p,ij = 0, (4.12)
by means of the new Eqs. 4.5 and 4.6, in the case of elastic collisions, the new algebraic














+ (b∗Ω−Ωb∗) . (4.13)
In this form, the procedures doing the system explicit and accounting for the non-linearity
employ the third-order polynomial in “G1” or “N” if the techniques detailed in Chapter 3,
sections §3.2.4.3 and 3.2.4.4 are used. In this section, only the latter is shown.
In the Wallin & Johansson (2000) notation, the equation for the colliding dispersed phase
is written as follows:
Nb∗ = −A1S+ −A2
(







with N defined as
N = A3 +A4(−{b∗S+}) (4.15)
and S+ and Ω+ dimensionless tensors obtained by using the quantity II
1/2
S . With respect
to the non-colliding case, the difference is that the coefficient A3 is nonzero. Comparing









, A4 = 2. (4.16)
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, P2 < 0 (4.18)











































, G2 = −A1
Q




with the denominator Q written as:
Q = N2 − 2η2 − 2
3
A22η1. (4.21)
Inserting the new coefficients “G” into Eq. 3.58, imposing to zero the other seven, the
explicit solution for the anisotropy tensor is then obtained. Hereinafter this model will
refer to as “2ΦEASM3-COLL”.
4.3.4 The “rescaled” first-order and second-order approximations
In section Chapter 3 §3.2.7 we have focused on the two different timescales used by the
models for predicting non-colliding dispersed phases. When in presence of collisions, two





















The time on the l.h.s. of the arrow represents the timescale accounted for into the viscosity
model “VISCO-COLL”, while the time on the r.h.s. may be written by analogy with the
non-colliding case, using the relation 3.82. The new timescale, accounting for the time
imposed by the local shear, may improve predictions of linear and nonlinear relations as
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observed in the case without collisions. Using this time, a new viscosity model may be
constructed as follows:





which is similar to the model “AXISY” in non-colliding case. Hereinafter, it will refer to
as “AXISY-COLL” model. Then, using the idea of Zaichik (2009b) but accounting for the
























The latter will refer to as “QUAD-COLL-MOD”.
4.3.5 Model evaluation










































Figure 4.8: CORRELATION COEFFICIENTS at scalar level over the quantity P ∗RUM :
non-colliding case (left), colliding case (right), at the periphery of the jet.
In this section the new models accounting for collision contributions are a priori tested
and results compared with the non-colliding case. Correlation coefficients and magnitude
ratios are evaluated at scalar level over the quantity P ∗RUM . The “shape” of the p.d.f.
of the local scalar quantity is also assessed. In order to give some information at tensor
level, comparisons between profiles of exact and modeled mean stresses are carried out. A
first important information that should be retained is the inconsistence of the correction
introduced in Chapter 3, section §3.2.6, when collisions are taken into account, as shown by
the a priori tests. On one hand, no large differences are found between models corrected
or not (not shown); models corrected slightly increase their accuracy. On the other hand,
the correction induces an overestimation of the negative values of P ∗RUM making the shape
of the p.d.f. badly predicted. When in presence of collisions, the correction must be
4.3. ONE-POINT CLOSURES ACCOUNTING FOR COLLISIONS 127
discarded. Looking at the correlation coefficients depicted in Figure 4.8, it is interesting to
note that the two viscosity models “VISCO-COLL” and “AXISY-COLL” strongly increase
their accuracy if compared to the non-colliding case. This is probably due to the fact










































Figure 4.9: MAGNITUDE RATIOS at scalar level over the quantity P ∗RUM : non-colliding
case (left), colliding case (right), at the periphery of the jet.
that the new timescales accounted for the collisions (τ˜kp and τ˜
kS
p ) yield lower values of the
Knudsen number making the eddy-viscosity assumption more valid. The model “EIGEN-
COLL” reduces its performance, as expected, since the one-component limit is no longer
achieved. At scalar level, nonlinear models behave in a similar way in non-colliding case as
well as in colliding one which accounts for modification. Figure 4.9 shows the magnitude
ratios between exact and modeled mean P ∗RUM computed in both the cases. Comparing the
results, a global increase of the values is found when collisions are considered, in particular
for the models “VISCO-COLL” and “QUAD-COLL” which doubled their value, meaning
that predicted magnitudes are less overestimated. Concerning the p.d.f.s of the local P ∗RUM
depicted in Figures 4.10 and 4.11, numerical simulations show that collisions act to reduce
the “inverse” energy exchanges from RUM to the mesoscopic contribution, i.e. negative
values in the p.d.f., making to increase the real mean dissipation rate. Following the remarks
pointed out in Chapter 3, this behavior is consistent with the observed increase of the
magnitude ratios and with the general improvement of the model predictions. Finally,
the profiles of the exact and modeled mean stresses are computed and results depicted
in Figures 4.12, 4.13, 4.14, 4.15, 4.16, 4.17. At tensor level no large difference are found
comparing predictions with or without collisions. The two viscosity models slightly increase
their capability to reproduce the normal stresses in the colliding turbulent slab.
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4.4 Conclusion
In this chapter we have extended, by using the MEF, the local and instantaneous modeling
of the dispersed phase in that cases of dilute regimes in which the turbulence is still no
modified by the presence of the particles but the particles interact between themselves
through collisions. One-point closures for the second-order deviatoric RUM tensor in the
new conditions have also been provided. The whole modeling has been checked against
one deterministic simulation which should be considered only qualitatively indicative of
the local behavior of the colliding dispersed phase. By the analysis of such a case some
interesting information have been pointed out. First, the collisions, as expected, act on the
dispersed phase as a return to the isotropy and the RUM stress tensor slightly moves away
from the one-component limit state. Second, they reduce the probability to have inverse
energy exchanges from RUM to mesoscopic contribution. Third, the collisions, reducing the
characteristic particle timescale, allow the particles to adjust more rapidly to the change
imposed by the local strain. As a matter of fact, a local viscosity assumption increases the
chance of working in such cases.
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Figure 4.10: P.d.f.s of the exact and modeled P ∗RUM in non-colliding slab, at the periphery
of the jet, at the time t = 3.
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Figure 4.11: P.d.f.s of the exact and modeled P ∗RUM in colliding slab, at the periphery of
the jet, at the time t = 3.
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Figure 4.12: Exact (solid line) against modeled (line+symbols) deviatoric RUM stresses:
“VISCO” (the 4 components at the top, simulation without collisions); “VISCO-COLL”
(the 4 components at the bottom, simulation with collisions).
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Figure 4.13: Exact (solid line) against modeled (line+symbols) deviatoric RUM stresses:
“AXISY” (the 4 components at the top, simulation without collisions); “AXISY-COLL”
(the 4 components at the bottom, simulation with collisions).
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Figure 4.14: Exact (solid line) against modeled (line+symbols) deviatoric RUM stresses:
“EIGEN” (the 4 components at the top, simulation without collisions); “EIGEN-COLL”
(the 4 components at the bottom, simulation with collisions).
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Figure 4.15: Exact (solid line) against modeled (line+symbols) deviatoric RUM stresses:
“QUAD” (the 4 components at the top, simulation without collisions); “QUAD-COLL”
(the 4 components at the bottom, simulation with collisions).
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Figure 4.16: Exact (solid line) against modeled (line+symbols) deviatoric RUM stresses:
“QUAD-MOD” (the 4 components at the top, simulation without collisions); “QUAD-
MOD-COLL” (the 4 components at the bottom, simulation with collisions).
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Figure 4.17: Exact (solid line) against modeled (line+symbols) deviatoric RUM
stresses: “2PhiEASM3” (the 4 components at the top, simulation without collisions);
“2PhiEASM3-COLL” (the 4 components at the bottom, simulation with collisions).
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This chapter is devoted to the modeling of the random uncorrelated heat flux (RUM-HF)
which represents the second-order moment into the energy equation of the dispersed phase.
This equation describes the evolution of the mesoscopic temperature of a cloud of particles
interacting with a non-isothermal turbulent flow and modeled in the Eulerian framework
by using the MEF. Similarly to the RUM stress tensor, the RUM heat flux needs to be
closed if additional transport equations for the flux components are not accounted for. In
order to study the thermal behavior of the dispersed phase and for checking the models, the
same numerical simulations than in Chapter 3 are used (detailed in Appendix). The non-
isothermal non-colliding particle-laden slab is a cold temporal turbulent planar jet warming
up by interactions with a homogeneous decaying hot turbulence. At the initialization,
particles and fluid have the same mean temperature and zero temperature fluctuations.
They are generated along the simulation by the mean gradient and controlled, for the
particles, by the interactions with the turbulent thermal field. In all the simulations, the
effects of the particles on the carrier gas are not considered neither in momentum nor in
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energy equation. Particles are small and “thermally heavy” and their thermal inertia is
determined by the value of the constant particle-to-fluid heat capacity ratio set as α = 2.
As a matter of fact, their thermal Stokes numbers are about twice the dynamic ones, ranging
between about 0.2 and 20, as they are estimated over the same Lagrangian timescale of the
turbulence seen by the particles. Results will be shown up to Stθ ∼ 14. All the time will
be shown dimensionless as in Chapter 3.
5.1 The relative alignment of first and second-rank tensors



























Figure 5.1: P.d.f.s of the relative angle between the RUM-HF and the mesoscopic tempera-
ture gradient, at the time t = 5.8, at the periphery of jet. Left: Stθ ∼ 0.2; centre: Stθ ∼ 2;
right: Stθ ∼ 4.



























Figure 5.2: P.d.f.s of the relative angle between the RUM-HF and the mesoscopic tempera-
ture gradient, at the time t = 5.8, at the periphery of jet. Left: Stθ ∼ 6; centre: Stθ ∼ 10;
right: Stθ ∼ 14.
In this section, the question of the alignment of the main first-rank and second-rank
tensors of the dispersed phase interacting with non-isothermal mean-sheared turbulent flow
is addressed. These information may be useful for better understanding the physical mech-
anisms of heat transfer and for develop models for the RUM heat flux. First, the alignment
between the RUM-HF and the mesoscopic temperature gradient is evaluated in order to
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establish if a linear relationship between the two vectors may be considered as adequate for
closing the unknown heat flux. Figures 5.1 and 5.2 show the angle of the relative alignment
computed for six different thermal Stokes numbers. In all pictures the most probable angle
is found close to 90o meaning that the flux and the temperature gradient are mainly per-
pendiculars. Then, the alignment between the RUM-HF and the axisymmetric direction

































Figure 5.3: P.d.f.s of the relative angle between the RUM-HF and the axisymmetric direction
of the deviatoric RUM stress tensor, at the time t = 5.8, at the periphery of jet. Left:
Stθ ∼ 0.2; centre: Stθ ∼ 2; right: Stθ ∼ 4.

































Figure 5.4: P.d.f.s of the relative angle between the RUM-HF and the axisymmetric direction
of the deviatoric RUM stress tensor, at the time t = 5.8, at the periphery of jet. Left:
Stθ ∼ 6; centre: Stθ ∼ 10; right: Stθ ∼ 14.
of the deviatoric RUM stress tensor is analyzed and results depicted in Figures 5.3 and
5.4. In the particle-laden slab, a strong alignment between the two second-order moments
is found. Finally, the relative alignment between the mesoscopic temperature gradient and
the axisymmetric direction of the rate-of-strain tensor is evaluated. Figures 5.5 and 5.6
show that the most probable angle is the same for all simulations, regardless of the inertia.
Same results are found over all planes of the jet far from the start. Figures 5.7, 5.8 and




the temperature gradient of the fluid (
∂Tf
∂xi
), plotted on the (x, y)-plane in the middle of the
box, corresponding to the simulation with St ∼ 1 and Stθ ∼ 2.
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Figure 5.5: P.d.f.s of the relative angle between the mesoscopic temperature gradient and
the axisymmetric direction of the rate-of-strain tensor, at the time t = 5.8, at the periphery
of jet. Left: Stθ ∼ 0.2; centre: Stθ ∼ 2; right: Stθ ∼ 4.



























Figure 5.6: P.d.f.s of the relative angle between the mesoscopic temperature gradient and
the axisymmetric direction of the rate-of-strain tensor, at the time t = 5.8, at the periphery
of jet. Left: Stθ ∼ 6; centre: Stθ ∼ 10; right: Stθ ∼ 14.
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Figure 5.7: The RUM-HF δΘp,i plotted on the (x, y) − plane in the middle of the box.
Simulation corresponds to Stθ ∼ 2. Light-colored arrows: negative x component, brown-
colored arrows: positive x component.
Figure 5.8: The mesoscopic temperature gradient
∂T˜p
∂xi
plotted on the (x, y) − plane in the
middle of the box. Simulation corresponds to Stθ ∼ 2. Light-colored arrows: negative x
component, brown-colored arrows: positive x component.
Figure 5.9: The temperature gradient of the fluid
∂Tf
∂xi
, plotted on the (x, y) − plane in
the middle of the box. Light-colored arrows: negative x component, brown-colored arrows:
positive x component.
142 CHAPTER 5. MODELING THE RUM HEAT FLUX
5.2 An equilibrium assumption for the RUM heat flux
The RUM heat flux takes into account correlations between particle velocities and tempera-
tures which stem from the random uncorrelated contributions. In order to provide closures,




















Assuming equilibrium for the RUM-HF components, i.e. neglecting all the transport terms,














where one can recognizes in the time τ˜Θ = (τ˜pτ˜θ)/(τ˜p + τ˜θ) the half of the harmonic mean
τ˜ between the two dynamic and thermal relaxation times. In frozen non-isothermal ho-
mogeneous turbulence, τ˜ was observed to be the timescale responsible for the fraction of
the temperature variance residing in the mean correlated contribution. The above relation





δij + Sp,ij +Ωp,ij (5.3)




where cj = −δRp,jk ∂T˜p∂xk . Unfortunately, this model gives bad results when a priori tested,
thus the inversion of the matrix by using an explicit formulation will not be detailed in this
section and the model no longer considered. Its failure is equivalent to that of the model
for the RUM stresses issued from an equivalent equilibrium assumption.
In the case in which the production due to the mesoscopic velocity gradient is neglected, a
model for the RUM heat flux may be derived as follows:
δΘp,i = −τ˜ΘδRp,ij ∂T˜p
∂xj
. (5.5)
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It represents a tensor-diffusivity model, similar to that proposed in turbulence for modeling
the Reynolds-averaged heat flux by Daly & Harlow (1970). For using this model, one should
employ a modeled RUM stress tensor if the stresses are not resolved. Hereinafter this model
will refer to as “RIJ-DIFF-HF” and it will be tested by using exact stresses. Otherwise,
the RUM stress tensor may be split into spherical and deviatoric part leading to









so that if an additional assumption of light anisotropy is used only the first r.h.s. term of
Eq. 5.6 is kept and the model takes the form of a gradient-diffusion or eddy-diffusivity-like
model: this solution will refer to as “DIFF-HF”. In general, such a model is considered the
most constraint since it supposes alignment between the heat flux and temperature gradi-
ent. This condition is clearly disclaimed by the analysis on the vector alignment carried
out in section 5.1. In fact, it would seem very arduous to well reproduce the flux compo-
nents by using this model. On the other hand, since the RUM heat flux is found perfectly
aligned with the preferred direction of the deviatoric RUM tensor, it is difficult to guess
that the model accounting for the deviatoric part of the stresses may considerably improve
the predictions.
In turbulence, for improving predictions of the tensor-diffusivity-like model, in particular
when the flux is strongly unbalanced as, for instance, near walls, Abe & Suga (2001) sug-
gested a quadratic form able to reproduce the ratio between the flux components. Referring
to the study of Kim & Moin (1989), whose pointed out as near the wall the scalar quan-
tity is more correlated with the streamwise velocity fluctuations than with the normalwise
ones, they showed as a classical Rij-diffusivity model cannot reproduce good predictions
for all the components of the flux. The Abe & Suga (2001) suggestion, for improving the
modeling, is based on the idea that multiplying the model by a nondimensional tensor Aij
may produce a change in the magnitude of each scalar components modifying the direction
of the predicted flux. In their model they suggest the normalized averaged Reynolds stress
tensor as the better candidate to reproduce the expected behavior. In a general tensor-
diffusivity model, the tensor which is used is non-diagonal and not necessarily symmetric as
pointed out by Rogers et al. (1989). The quadratic form suggested by Abe & Suga (2001),
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eventually accounting for the first order term given by the tensor-diffusivity model, and
introducing functional coefficients needed to be calibrated. This model, which is certainly
helpful in some unbalanced-flux-component situations, as in confined flows, is however not
helpful in our case in which the anisotropy is aligned with the RUM heat flux. When
it is checked against deterministic data, this model gives poor correlations, slightly worse
than the original tensor-diffusivity model. However the idea is useful and we can try some
improvement using an other nondimensional tensor for Aij . As also pointed out by Abe
& Suga (2001), the rate-of-strain tensor could be an other candidate for constructing the
matrix Aij . As we are looking for a non-dimensional form of the rate-of-strain tensor, we




























This model is improved with respect to the tensor-diffusivity one (5.6) but not yet finalized.
Indeed, results presented in section §5.5, will show that the time τ˜Θ does not represent the
good timescale for predicting the RUM heat flux, as well as the dynamic relaxation time τ˜p
was not the right timescale for predicting the RUM stresses. The inadequacy of such times
stems from the failure of the equilibrium assumption which is, in both cases, not truthful.
The question of the timescales will be addressed later. This model is not so far from the
quadratic form of Abe & Suga (2001); here a normalized rate-of-strain tensor is chosen for
representing the matrix Aij and an assumption of light anisotropy is done for maintaining
only the spherical part of the RUM tensor. This choice allows the flux modeling to be
decoupled from that of the stresses.
5.3 A gradient diffusion model using axisymmetric vectors
Assuming the same direction for both the RUM-HF and the mesoscopic temperature gra-
dient, the two vectors may be written, in one point, by using the linear form (Batchelor
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1946, Chandrasekhar 1950) as follows:
δΘp,i = Aλi (5.10)
Ti = Bλi (5.11)
where the gradient is renamed Ti =
∂T˜p
∂xi
for the sake of simplicity. Contracting the last
relation gives B = ±T where T = √TiTi is the Euclidean norm of the vector. Then λi






















= ±II1/2F . (5.15)
II
1/2










where the negative sign is chosen, representing the most probable state. Figure 5.10 shows
the p.d.f.s of the quantity II
1/2
F for six different thermal Stokes number over the periphery of
jet, at the time t = 5.8. Its value is found to be close to one; this makes it possible to with-
draw this quantity from the above relation, supplying for a new gradient-diffusion model
in which the relaxation times no longer appear. Hereinafter Eq. 5.16 (with II
1/2
F = 1) will
refer to as “AXISY-HF”, by analogy with the model for the RUM presented in Chapter
3 §3.2.5. Since the flux and the gradient are strongly not aligned, good predictions are
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not expected; however, this form will be helpful for addressing the concern related to the
timescales. Moreover, the model may be improved by using the correction introduced in
Chapter 3, section §3.2.6, since the signs of both the productions of the RUM kinetic energy
and temperature variance are found correlated.


































Figure 5.10: P.d.f.s of the quantity II
1/2
F , at the periphery of jet, at the time t = 5.8.
Figure 5.11 shows the conditional average of the minus RUM-temperature-variance pro-
duction on the minus RUM-kinetic-energy production. When the correction is taken into

























































Figure 5.11: Conditional average of the minus RUM-temperature-variance production on
the minus RUM-kinetic-energy production, at the periphery of jet, at the time t = 5.8,
corresponding to the simulation with Stθ ∼ 2.
Hereinafter, it will refer to as “AXISY-HF-C”.
Comparing the two timescales arisen from the models “AXISY-HF” and “DIFF-HF”, the



















T−1 = τ˜TΘ . (5.19)
This relation is the “thermal” equivalent of that obtained comparing the viscosity models
“VISCO” and “AXISY” (3.82) which led to:
τ˜p =⇒
√
6S−1 = τ˜Sp . (5.20)
The two times τ˜TΘ and τ˜
S
p are found behaving in a correlated way, as shown by Figure 5.12.
In terms of magnitude, looking at the two “axisymmetric” expressions for the deviatoric
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τ˜Sp / < τ˜
S
p >
Figure 5.12: Conditional average of τ˜TΘ on τ˜
S
p , both normalized by their own averaged value,
at the periphery of jet, at the time t = 5.8, computed over the simulation corresponding to
St ∼ 1-Stθ ∼ 2. Solid line is the conditional average, dot-dashed line represents equality
between quantities.





















and assuming equality beetwen the times into the square brackets, the following relation is
found:
τ˜TΘ =⇒ τ˜Sp . (5.23)
Such an assumption would mean that the same timescale is governing the variation of the
RUM contributions due to the mesoscopic velocity and temperature gradients. Results of










F ∼ 1 are quite exact, in mean-sheared case; for smaller Stokes
number the timescale τ˜TΘ is found slighlty larger than τ˜
S
p (one-half), as shown by Figure
5.13.
The relation between the two competitor timescales 5.19 may be then used for settling the
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Figure 5.13: Average of τ˜TΘ conditional on τ˜
S
p no normalized, over a plane at the periphery
of jet, at the time t = 5.8. Results of the simulation corresponding to St ∼ 1-Stθ ∼ 2 (left):
solid line is the conditional average, line with cercles is the average divided by 1.5. Results
of the simulation corresponding to St ∼ 7-Stθ ∼ 14 (right): solid line is the conditional
average. In both pictures dot-dashed line represents equality between quantities.



















In this way, relaxation times are no longer considered. Hereinafter this model will refer to
as “SIJ-DIFF-HF”.
5.4 A “weak equilibrium” for the RUM heat flux
The “weak-equilibrium” approach, used for modeling the RUM stress tensor (Chapter 3),
assumed that spatial and temporal variations of the RUM stresses could be related to the
variations of the tensor trace so to transpose the equilibrium on the components of the
anisotropy tensor (Rodi, 1972). As a matter of fact, this hypothesis is less constraining
than the basic assumption of equilibrium, and its validity extended to a larger range of
applicability. Results of the a priori testing presented in Chapter 3 gave evidence of the
power of such an approach.
In a similar way, a “weak-equilibrium” assumption may be considered also for the heat
flux as suggested by , for instance, Adumitroaie et al. (1997), Girimaji & Balachandar
150 CHAPTER 5. MODELING THE RUM HEAT FLUX
(1998), Wikstrom et al. (2000), So et al. (2004a, 2004b), Qiu et al. (2008), involved in
the modeling of the Reynolds-averaged scalar flux in turbulent flows. Such an assumption
supposes similarity between variation of the scalar heat flux and that of the kinetic energy
and temperature variance and the equilibrium is applied to the components of the heat flux
normalized by the product of velocity and temperature rms fluctuations. In next sections,
the validity of such an assumption for the RUM-HF will be assess and models develop.
5.4.1 A weak-equilibrium model






where δθp is the local RUM kinetic energy and δθθ the local RUM temperature variance.



























which then uses the transport equations of the RUM heat flux, the RUM kinetic energy












































































The last term includes all the diffusion terms which, withdrawing the constant heat capacity
Cpp, are written as:
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The latter may be written in a fully dimensional form withdrawing the square-root
√
δθpδθθ.



























K˜p,l − (S∗p,il +Ωp,il)δHp,l. (5.33)
The system is made completely dimensionless if the quantities K, S∗ and Ω are normalized
by the inverse of a chosen timescale. Eq. 5.33 represents a set of implicit nonlinear algebraic
equations. Its resolution is addressed in the next section.
5.4.2 Explicit algebraic model for the RUM heat flux
In order to resolve the implicit system 5.33, the concern of the nonlinearity should be
tackled into the explicit formulation of the equations. In the framework of the modeling of
the Reynolds-averaged scalar flux by a “weak-equilibrium” assumption, Wikstrom, Wallin
& Johansson (2000) suggested a method making it possible to account for the nonlinearity
directly into the explicit resolution of the system. In this section their technique is recalled
and adapted to the RUM-HF.
Using the same notation that Wikstrom et al. (2000), we will refer to as Nθ for the scalar
quantity at the l.h.s. of Eq. 5.33, namely
Nθ = −1
2
δHp,lK˜p,l − b∗p,klS∗p,kl. (5.34)
The system 5.33 may be solved inverting the matrix defined as
Ap,ij = Nθδij + S
∗
p,ij +Ωp,ij (5.35)
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This system differ from that arisen from an equilibrium assumption (Eqs. 5.2, 5.3, 5.4) by
the term Nθ and the dilatation/compression contribution. However, it easy to recognize
that when the equilibrium of the RUM kinetic energy and the RUM temperature variance
is assumed (i.e. neglecting the transport terms into Eqs. 5.27 and 5.28, and assuming only
equilibrium by shear for the energy), the two models 5.4 and 5.36 become equivalent mean-
ing that the “weak-equilibrium” assumption includes the simple equilibrium as a special
case.
The inversion of the matrix A could be numerically supplied by some iteration procedures;
however an analytical inversion is suitable in order to assure exact converged solutions. The
inversion may be provided by using the Cayley-Hamilton theorem as follows:
A−1 =
1
2({A}2 − {A2})I− {A}A+A2
1
6{A}3 − 12{A}{A2}+ 13{A3}
(5.37)
where the denominator represents the determinant of the matrix A. Further details may
be found in mathematical or physical books (e.g. see Pope, 2000). The operation of matrix
inversion is assured provided that the matrix A admits real nonzero eigenvalues so to avoid
that the determinant vanish and singularities occur. Developping the analytical expression
gives:
A−1 =
(N2θ − 12(η1 + η2))I−Nθ(S∗ +Ω) + (S∗ +Ω)2
N3θ − 12(η1 + η2)Nθ + 13η3 + η4
(5.38)
where η1, η2, η3 and η4 are nondimensional invariants if nondimensional tensors are used (as
in Chapter 3). The basic idea of Wikstrom et al. (2000), is to inject the relation of the flux
(Eq. 5.36) into the definition of Nθ (Eq. 5.34), replacing A
−1 by its analytical expression
(Eq. 5.38). This leads to a fourth-order polynomial in Nθ for fully three-dimensional flows.
Its resolution is arduous in order to supply the unique right real solution. As alternative,
Wikstrom et al. (2000) suggested to resolve the third-order polynomial corresponding to
the modeling for two-dimensional flows using the solution also for fully three-dimensional
flows. Then the problem is to assure stable solutions by assuring that the determinant of the
matrix does not vanish. Unfortunately, as the dispersed phase is far from an equilibrium
state, the determinant of the matrix change continuously of sign making impossible the
use of such an explicit solution. In order to avoid singularities in the operation of matrix
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inversion, we need to introduce some approximation. Moreover, only the two-dimensional
form will be retained.
The term Nθ (Eq. 5.34) consists of two quantities which are the normalized local produc-
tions of RUM temperature variance and RUM kinetic energy by shear, respectively. The















Using the “axisymmetric” form of the RUM-HF (Eq. 5.16 with II
1/2
F = 1) and contracting





Ti = −T. (5.40)


































The matrix in two-dimensional form is written as (Wikstrom et al. , 2000):
A−1 =
NθI− (S∗ +Ω)
N2θ − 12(η1 + η2)
(5.44)
and for assuring that determinant never vanish, the following condition must be respected:
det(A) = N2θ −
1
2
(η1 + η2) > 0. (5.45)
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It is easy to recognize that adopting the approximation as in Eq. 5.43 the condition is
always fulfilled. By using the explicit solution for two-dimensional flows, a non singular
matrix is always granted and consequently a real solution for the RUM heat flux. However,
since we have imposed Nθ to be always positive, the solutions in which the productions
change their sign are not explored. For this reason, since the two productions are found
correlated in sign, we will use the model corrected as in §3.2.6 Chapter 3. The correction
should be considered as an ad-hoc solution for predicting the second-order moments by a
DNS approach. As in Chapter 4 we have shown that accounting for collisions makes the
correction no longer consistent, we will show in Chapter 6 that it will be no longer valid
also when an LES approach is used. Hereinafter this model will refer to as “2ΦAHFM-C”.
5.5 Model evaluation
In this section the results of the a priori testing are presented. Predictions of all models are
compared against deterministic simulations of non-isothermal particle-laden slabs. Models
are evaluated at scalar and vector level by means of correlation coefficients, magnitude
ratios, mean profiles, and local p.d.f.s. The scalar quantity used for the model assessment





For the sake of synthesis, the results for the only fluctuating contribution will not be shown.
Unfortunately, the analysis point out the same problems encountered for the modeling of
the RUM stresses: for small thermal inertia mean and fluctuating contributions of the RUM
temperature-variance production show similar behaviors and similar predictions. For large
thermal inertia, models are no longer able to predict high values of local heat exchanges
corresponding to small values, tending to zero, of the same mean quantities. This concern
will be revisited later, when the dispersed phase will be modeled in the framework of the
LES approach.
Figure 5.14 shows the correlation coefficients computed at scalar level. The gradient-
diffusivity model “DIFF-HF” gives poor correlations, as expected, because of the bad
alignment between the RUM-HF and the mesoscopic temperature gradient which makes
inconsistent a linear relationship between vectors. Surprising, the model “AXISY-HF-C”
behaves strongly better than the models “DIFF-HF” even if it assumes alignment between
vectors: this improvement is mainly due to the application of the correction, without which
the two models give similar results. Concerning the tensor-diffusivity-like models, the re-
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Figure 5.14: CORRELATION COEFFICIENTS at scalar level over PRUMθ, at the periph-
ery of the jet.
sults obtained by using the model “RIJ-DIFF-HF” are the evidence that the RUM stress
tensor is not adequate for reproducing the right ratio between heat flux components. The
rate-of-strain tensor seems instead working better as shown by the results obtained using
the model “SIJ-DIFF-HF”. Satisfactory results are also found for the model “2ΦAHFM-
C”. This model, if no corrected, gives halved correlation values. The magnitude ratios
(exact-to-modeled) depicted in Figure 5.15, show the same behavior observed in Chapter
3 over the quantity P ∗RUM which was retained for evaluating the modeling of RUM. In
particular, like for the stresses, the models which use the relaxation timescales show the
largest differences of prediction between the largest and the smallest Stokes number, up
to three orders of magnitude. Corresponding to such overestimation there is instead a
general trend to underestimate the streamwise component as shown by Figures 5.16, 5.17,
5.18, 5.20. Only the model “SIJ-DIFF-HF”, Figure 5.19, is in counter trend on both the
streamwise and normalwise components. On the other hand, this model yields very low
values of the magnitude ratios making needful the introduction of a coefficient into the
model. Figure 5.21 shows the p.d.f.s of the local PRUMθ obtained by using all models for
the simulation corresponding to St ∼ 1 and Stθ ∼ 2. Only the models “AXISY-HF-C”,
“SIJ-DIFF-HF” and “2ΦAHFM-C” are capable to reproduce reverse heat exchanges.
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Figure 5.16: Profiles of the exact (solid line) and modeled by “DIFF-HF” (line with symbols)
mean RUM-HF components, at the time t = 6.2, for a Stθ ∼ 2.







































Figure 5.17: Profiles of the exact (solid line) and modeled with “AXISY-HF-C” (line with







































Figure 5.18: Profiles of the exact (solid line) and modeled with “RIJ-DIFF-HF” (line with
symbols) mean RUM-HF components, at the time t = 6.2, for a Stθ ∼ 2.







































Figure 5.19: Profiles of the exact (solid line) and modeled with “SIJ-DIFF-HF” (line with







































Figure 5.20: Profiles of the exact (solid line) and modeled with “2ΦAHFM-C” (line with
symbols) mean RUM-HF components, at the time t = 6.2, for a Stθ ∼ 2.
5.6 Conclusion
In this Chapter the question of the modeling of the RUM heat flux was addressed. At the
first order, for predicting the non-isothermal dispersed phase, the energy equation needs to
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Figure 5.21: P.d.f.s of the exact (dot-dashed line) and modeled (solid line) local production
PRUMθ: simulation with Stθ ∼ 2, at the time t = 6.2.
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be closed by modeling the second-order moment arisen from the correlations between RUM
velocities and temperatures. The local analysis of the RUM-HF and the mesoscopic tem-
perature gradient has shown that the two vectors are strongly not aligned making the choice
of a linear relationship not helpful in order to provide closures. An equilibrium assumption
applied to the components of the flux has also failed, similarly to what observed for the
modeling of the deviatoric RUM stresses. An alternative “weak-equilibrium” assumption
has shown to be more adequate. However, accounting for the non-linearities into the ex-
plicit resolution of the system yields some problems inherent to the operation of the matrix
inversion and the model may be used only introducing some approximations. As a matter
of fact, the potentiality of such an assumption is strongly reduced. This point deserves
to be deepen since the “weak-equilibrium” assumption has given evidence of its ability to
reproduce RUM moments. Alternatively, tensor-diffusivity models has been suggested. The
results obtained by using the normalized rate-of-strain tensor suggest that this tensor may
be used to improve the ratio between flux components. For the RUM-HF as well as for the
RUM stress tensor, the analysis has shown the dynamic and thermal relaxation times are
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This Chapter is devoted to the modeling of the spatially filtered non-isothermal meso-
scopic Eulerian equations, in order to supply a closed Eulerian system for the dispersed
phase which may be used over coarse mesh grids directly coupled with the resolved, i.e.
filtered, fluid velocities and temperatures. The powerful of this approach, referred to as the
Eulerian-Eulerian LES, is double: i) particles are modeled in an Eulerian framework over
coarse mesh grids with a gain of computational costs; ii) resolved Eulerian particle fields
are coupled with resolved fluid fields, so no efforts need to modeling the effects of the fluid
subgrid scales on the particles. Indeed, the latter remains an open issue for the Eulerian-
Lagrangian LES approach for which several studies have been carried out (Wang & Squires
1996, Armenio et al. 1999, Yamamoto et al. 2001, Fede & Simonin 2006). Of course, being
the system spatially filtered, subgrid-scale (SGS) correlations, arisen from the filtering of
nonlinear advection terms, must be closed. On this subject, the whole originality of the
conditional ensemble average comes out. Indeed, the partitioning of velocities and temper-
atures into the two contributions, spatially correlated and uncorrelated, makes it possible
to separate contributions which are intrinsically different, interacting in different manner
the with various scales of the turbulence and which must be modeled in their own way. In
particular, mesoscopic and RUM contributions show a different scaling depending on the
filter lenght size. This is not surprising if the deviatoric RUM stress tensor and the RUM
kinetic energy are compared to the viscous and pressure contributions in the Navier-Stokes
equations. Similarly, such terms should be few sensitive to the spatial filtering. This is why
different kind of modeling for the two contributions should be supplied.
This study follows up the work of Moreau (2006), Moreau et al. (2010) whose derive the
Eulerian-Eulerian LES by using the MEF statistical approach, providing a detailed and
complete description of such an issue. The specific contribution of the present study is
about: i) the extension of this approach to the non-isothermal two-phase flows; ii) the
modeling of the filtered RUM and RUM-HF by new one-point closures; iii) the validation
of the whole LES approach in presence of mean velocity and temperature gradients. In
order to check the LES modeling, non-isothermal particle-laden slabs of Chapters 3 and 5
are used.
6.1 Spatial filtering
The Large-Eddy Simulation approach may consist in solving Eulerian equations over a
coarse mesh grid larger than the smallest scales of the flow which are no resolved and
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which have thus to be modeled. A vast literature exists about this technique applied to the
turbulent flows. We recalled, for instance, the works of Smagorinsky (1963), Lilly (1967),
Leonard (1974), Clark et al. (1979), Speziale (1985), Piomelli et al. (1988), Germano
(1991), Moin et al. (1991), Liu et al. (1994), Vreman (1995), Lesieur & Me´tais (1996),
Meneveau (1994), Sagaut (1998), Armenio & Piomelli (2000), Meneveau & Katz (2000). A
spatial separation between scales is consistent, from a mathematical point of view, with a





φ˜(ξ)G∆f (x− ξ)d3ξ (6.1)
where G represents the convolution kernel which is associated to the cutoff scales in space
∆f . The convolution kernel depends on the type of filter which is used. The tilde notation
is maintain to avoid confusion between the operation of filtering (overline, top-hat) and
conditional-ensemble averaging (tilde). The filter must fulfill three important properties
which are i) the conservation of any constant which imply that the integral of the kernel is
one; ii) the linearity, which traduces in writing the filtering of a sum into the sum of the
filtered addends; iii) the commutation with the spatial or temporal derivation. When the
density is not constant, it is convenient to use a Favre-type filter in order to simplify the






n˜p(ξ)φ˜(ξ)G∆f (x− ξ)d3ξ (6.2)
meaning that quantities are density-weighted filtered. Several kind of filters exist, in this
work a spherical top-hat one is used because of its ease of implementation. The convolution
kernel is defined as follows:









)3 if |x− ξ| ≤ ∆f2 ,
0 otherwise
The filtered fields are then a priori obtained by spatial filtering of the mesoscopic Eulerian
fields. In this Chapter the notation “∆p” is used for identifying the characteristic size of
the dispersed-phase mesh grid. In the framework of the projection procedure (Kaufmann
et al. 2008) the equivalence ∆p=∆x is chosen where ∆x is the size of the gas mesh grid.
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6.2 Filtering the local and instantaneous Eulerian equations
In this section, the Eulerian system of equations presented in Chapter 2 (Eqs. 2.27, 2.28,
2.29) and representing, at the first order, the evolution of the non-isothermal dispersed
phase, is spatially filtered. The operation of filtering on the particle density and momentum

























= − n˜pCpp̂˜τ θ





where resolved drag force and heat exchanges are linearized by defining the filtered relax-













The operation of spatial filtering makes appear unclosed terms representing the effects of




˜̂up,iu˜p,j − ̂˜up,î˜up,j) (6.7)
and the mesoscopic SGS heat flux
n˜pΥp,j = n˜p
(
̂˜Tpu˜p,j − ̂˜T p̂˜up,j) . (6.8)
The system is then closed modeling the above subgrid correlations as well as the resolved
RUM stress tensor and RUM heat flux. In order to predict the spherical part of the RUM
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where the new appearing terms are defined as follows:
the SGS production of the filtered RUM kinetic energy











and its SGS diffusion
n˜pΨp,j = n˜p
(
˜̂up,jδθp − ̂˜up,j δ̂θp) . (6.11)
Also these terms need to be closed. In this study the question of the modeling of an
additional equation for the filtered RUM temperature variance will not be tackled. However,
if these quantity is used for closing the filtered RUM heat flux, this concern has to be
addressed.
6.3 Kinetic-energy and heat exchanges in LES
In Chapter 2 the question of the energy and heat exchanges between mesoscopic and RUM
contributions was discussed. In the framework of the LES modeling, the exchanges between
contributions take places at both large and small scales respectively, and new exchanges
between scales have also to be considered. In order to understand such mechanisms in
LES, the transport equations of the mean quantities are here synthetically described. The




= −D − np
τ̂Ffp









where D includes also the SGS diffusion, q̂fp is the mean resolved fluid-particle covariance
and τ̂Ffp is computed as in section §2.3.2 using the filtered response time defined by Eq. 6.6.
The two last terms are the dissipations of the mean resolved mesoscopic kinetic energy into
the mean resolved RUM and the mean mesoscopic SGS kinetic energies, respectively. They
obey the following equations:
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− np < δ̂Rp,ij
∂̂˜u′p,i
∂xj
>p −np < Πp >p (6.13)








)− np < Σp,ij >p ∂V̂ p,i
∂xj




+ np < Πp >p (6.14)
where qfpSGS is the mean SGS fluid-particle covariance and D and D includes all the
respective diffusions. Looking at the equations 6.12, 6.13 and 6.14 the mechanisms of energy
exchanges are now clear and they may be summarized as follows: energies are exchanges




and IIp respectively. Then from (to) large to (from) small scales over




The same equations may be written for the mean temperature variances (for the sake of
easy the constant heat capacity Cpp is withdrew). The transport equation of the mean




= −DT − np
τ̂Fθfp















where q̂θfp is the mean filtered fluid-particle temperature covariance, DT accounts for all
the diffusions and τ̂Fθfp is computed similarly to τ̂
F
fp. The two last terms on the r.h.s. are
the dissipations of the mean resolved mesoscopic temperature variance into filtered RUM
and SGS contributions respectively. Then, the equations for these ones are:




















>p −np < Xp >p (6.16)
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− np < Υp,j >p ∂T̂ p
∂xj








+ np < Xp >p (6.17)
where qθfpSGS is the mean SGS fluid-particle temperature variance and −n˜pXp represents
the local SGS production of the filtered RUM temperature variance and it is defined as
follows:








Also for the heat exchanges similar mechanisms between contributions and scales are re-
produced. The extension of the analysis to the heat flux is then obvious.
6.3.1 The effect of the filtering on the RUM and mesoscopic contributions
As already pointed out by Moreau (2006), the spatial filtering acts on the uncorrelated
contributions differently than on the mesoscopic ones. This is due to the fact that the two
contributions do not interact in the same way with the different scales of the turbulence,
involving the necessity to provide a separated modeling. As a matter of fact, the scaling
in function of the filter size is not the same; the RUM contributions are less sensitive to
the subgrid-scale effects while the mesoscopic SGS correlations are scaled following their
power spectrum function. For instance, the filtered RUM kinetic energy does not change
its magnitude with the filtering, while the mesoscopic SGS kinetic energy, stemming from
the only mesoscopic contribution, is strongly depending on the filter size ∆f . A very rough
measure of the scaling of the mean residual mesoscopic kinetic energy (SGS) may be sup-
plied using the shape of the kinetic energy spectrum provided by Kaufmann et al. (2008)
and Moreau et al. (2010). They studied the spectra of the kinetic energy obtained by using
Eulerian mesoscopic velocity fields. Using a spectral approach, they decomposed the meso-
scopic velocity into a purely compressible and an incompressible solenoidal part, making it
possible to separate the energy spectrum in solenoidal and compressible components. The
authors observed, in a decaying HIT, a dominant range of wavenumbers in which the two
energy spectra, solenoidal and compressible, vary with a slope of about −2. This range
extends its covering toward the lower wavenumbers as well as the particle inertia increases.
Following Moreau (2006), this may be due to the competition between two timescales: i)
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the mesoscopic particle response time τ˜p; ii) a characteristic Lagrangian time of the tur-
bulence seen by the particles at the small scales δτ tf@p (Fede & Simonin, 2006). When
the latter is smaller than the particles response time, particles have no enough time for
interacting with the small scales of the turbulence: at small scales, the dissipation of the
mesoscopic contribution is assured by the RUM probably through a shock-like dissipation
phenomenon similarly to that pointed out in supersonic flows (Passot & Pouquet, 1987)
which could justify such observed slopes. Using this information and defining an energy
spectrum function as E˜p(κ) ∼ Aκ−2, where A is a dimensional parameter, then the residual
mesoscopic kinetic energy may be roughly estimated by the integration over the cut range









κ−2dκ ≈ Aκc = A∆f
π
(6.19)
where the relation κc = π/∆f is used. It should be noted that the quantity obtained by in-
tegration represents a mean quantity standard averaged while the mean residual mesoscopic
kinetic energy is instead defined as density-weighted averaged. So, only very approximately,
we expect that the filtered RUM kinetic energy remains constant while the mean SGS meso-
scopic kinetic energy varies linearly with the filter size. Figure 6.1 shows the values of such
mean quantities over a plane at the periphery of the jet for two different Stokes numbers.
The observations confirm the linear dependence quite well. The picture also shows that for
small inertia and large filter sizes the SGS energy prevails over the RUM energy and vice
versa.
In the same way, one can expect that all the quantities related to the only mesoscopic
fluctuations vary according to their own scaling law. Less obvious is the scaling of the
quantities which arise from the correlation between moments of the two different contribu-
tions. In Figure 6.2 both the dissipations of the mean resolved mesoscopic kinetic energy
in RUM and SGS contributions are depicted against several filter sizes. Figure 6.3 shows
instead the dissipations of the mean resolved mesoscopic temperature variance in RUM
and SGS contributions. For both dynamic and thermal quantities, the dissipations in RUM
contributions decrease with the filtering. Like for the energies, competitions between quan-
tities depend on the inertia and the filter size. The action of the filtering on the mean
dissipations is however complex. On the one hand mean dissipation rates decrease because
of the decreasing of the resolved quantities, as for instance the magnitude of the filtered
mesoscopic rate of strain, following scaling laws depending on the power velocity or tem-
perature spectrum. On the other hand the filtering acts for reducing the “reverse” energy
and heat exchanges from RUM to mesoscopic contribution meaning that such exchanges
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Figure 6.1: Mean values of filtered RUM kinetic energy δ̂θp (squares) and residual meso-
scopic kinetic energy q˜2pSGS (circles) against various filter sizes. Simulation corresponding
to St ∼ 0.1 (left) and St ∼ 3 (right), at the periphery of the jet, at the time t = 6.2. Dashed
line is the linear interpolation.























Figure 6.2: Filtered kinetic energies: the mean mesoscopic dissipation in RUM contribution
− < δ̂Rp,ij ∂
̂˜u′p,i
∂xj
>p (triangles) compared with the mean mesoscopic dissipation in SGS
contribution − < Σp,ij ∂
̂˜u′p,i
∂xj
>p (diamonds) against several filter length sizes. Simulation
corresponding to St ∼ 1 (left) and St ∼ 3 (right), at the periphery of the jet, at the time
t = 6.2.
take place at small scales. Figures 6.4 and 6.5 shows the p.d.f. of the local dissipations with
and without spatial filtering. For both the dynamic and thermal quantities the local values
decrease with the filtering but the distributions become less centered. Consequently,
the difference between standard and quadratic means of such quantities is reduced making
local and mean behaviors more similar. This may be seen by the Figures 6.6 and 6.7 where
170 CHAPTER 6. LES FOR NON-ISOTHERMAL PARTICLE-LADEN FLOWS



























Figure 6.3: Filtered temperature variances: the mean mesoscopic dissipation in RUM con-






>p (triangles) compared with the mean mesoscopic dissipation in






>p (diamonds) against several filter length sizes. Simulation
corresponding to Stθ ∼ 2 (left) and Stθ ∼ 6 (right), at the periphery of the jet, at the time
t = 6.2.














Figure 6.4: P.d.f.s of the local quantity −n˜pδ̂Rp,ij ∂
̂˜u′p,i
∂xj
for the simulation with St ∼ 2. No
filtered (left) filtered with ∆f = 8∆p (right), at the time t = 6.2. The quantity is evaluated
at the centre of the jet (dot-dashed line) as well as the periphery (solid line).
the effect of the inertia on the mean dissipation rates with and without spatial filtering is
shown.
In order to evaluate the action of the inertia combined with the filtering at tensor and
vector level, the different moments appearing in momentum and energy equations are com-
pared over different Stokes numbers and filter length sizes. Comparisons are made between
mean components as follows: i) the filtered RUM stress tensor δ̂R
∗
p,ij against the mesoscopic
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for the simulation with Stθ ∼ 2. No
filtered (left) filtered with ∆f = 8∆p (right), at the time t = 6.2. The quantity is evaluated
at the centre of the jet (dot-dashed line) as well as the periphery (solid line).


























Density-weighted standard mean (left) and density-weighted quadratic mean (right), at the
periphery of the jet, at the time t = 6.2. No filtered (empty symbols), filtered with ∆f = 8∆p
(black symbols).
SGS stress tensor Σ∗p,ij ; ii) the filtered RUM heat flux δ̂Θp,j against the mesoscopic SGS





three different dynamic and thermal Stokes numbers and for a fixed filter size ∆p = 8∆f .
Results show that the SGS components have almost the same magnitude corresponding to
the same filter size at different Stokes numbers, unlike the RUM contributions. Vice versa,
when the inertia is fixed and the filter size changes, SGS components are modified while
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Density-weighted standard mean (left) and density-weighted quadratic mean (right), at the
periphery of the jet, at the time t = 6.2. No filtered (empty symbols), filtered with ∆f = 8∆p
(black symbols).
RUM contributions remain quite constants, as shown by the Figure 6.9. This is why a


































Figure 6.8: Mean profiles of filtered (with ∆f = 8∆p) δ̂R
∗
p,11 (dot-dashed line) and Σ
∗
p,11
(dotted line) for three Stokes numbers: St ∼ 0.1 (left), St ∼ 1 (centre) St ∼ 3 (right), at
the time t = 6.2.
flux components. Figures 6.10 and 6.11 show the results for varying of inertia and filter
size respectively. The SGS heat flux is found more variable than the SGS stresses when the


































Figure 6.9: Mean profiles of filtered δ̂R
∗
p,11 (dot-dashed line) and Σ
∗
p,11 (dotted line) for the
Stokes number St ∼ 1. ∆f = 4∆p (left), ∆f = 6∆p (centre), ∆f = 8∆p (right), at the time
t = 6.2.
particle inertia changes; this should be attributed to the fact that thermal quantities are
much more affected by the transient in our numerical simulations. In any case, the different


































Figure 6.10: Mean profiles of filtered (with ∆f = 8∆p) δ̂Θp,1 (dot-dashed line) and Υp,1
(dotted line) for three thermal Stokes numbers: Stθ ∼ 0.2 (left), Stθ ∼ 2 (centre) Stθ ∼ 6
(right), at the time t = 6.2.


































Figure 6.11: Mean profiles of filtered δ̂Θp,1 (dot-dashed line) and Υp,1 (dotted line) for the
thermal Stokes Stθ ∼ 2. ∆f = 4∆p (left), ∆f = 6∆p (centre), ∆f = 8∆p (right), at the
time t = 6.2.
6.4 Subgrid-scale (SGS) modeling
The concern of the modeling of the subgrid-scale effects on the resolved fields will be
addressed in this section. The modeling involves SGS closures of the terms stemming from
the spatial filtering of the nonlinear advection contributions of momentum, energy and RUM
kinetic energy equations. In their work Moreau (2006), Moreau et al. (2010), adapted
classical “low-Mach” models, used in LES of turbulent flows, for modeling the subgrid
correlations of a isothermal freely-decaying particle-laden HIT. The goal of the present
study is to check their closures in mean sheared flows as well as to close the mesoscopic
SGS heat flux in order to supply the LES approach for non-isothermal particle-laden flows.
In next sections the models are briefly recalled and afterward they are a priori evaluated
against “exact” filtered particle Eulerian fields.
6.4.1 Modeling the SGS stress tensor
The mesoscopic subgrid stress tensor Σp,ij is split into deviatoric and spherical parts. Then
a Smagorinsky (1963) model is used for closing the anisotropic SGS stresses and a Yoshizawa
(1986) model for modeling the SGS kinetic energy (e.g. see Moin et al. 1991, Lenormand
et al. 2000 for LES of compressible turbulent flows). The modeled tensor is then written
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∣∣∣Ŝ∣∣∣ Ŝ∗p,ij + 23 n˜pCY∆2f ∣∣∣Ŝ∣∣∣2 δij (6.20)
where
∣∣∣Ŝ∣∣∣ = √2Ŝ∗p,ijŜ∗p,ij is the magnitude of the deviatoric filtered rate-of-strain tensor
by analogy with the work of Lenormand et al. 2000. This model is the most simple and
used in LES of turbulent flows and its limits are well known. For instance, since it uses a
linear eddy-viscosity assumption, for which the energy is always transferred from filtered to
residual motion, no backscattering phenomena are predicted. Moreover it overestimates the
dissipation rate when the turbulence is damped as, for instance, near walls or in laminar-
turbulent transition regions. For these reasons, several alternatives have been suggested
in literature (an overview may be found in the books of Sagaut 1998 and Lesieur et al.
2005). As alternative, Moreau (2006), Moreau et al. (2010) suggested to adapt a mixed
model largely used in LES of turbulence (e.g. see Speziale et al. 1988, Zang et al. 1992,
Erlebacher et al. 1992 for compressible flows). It is obtained from the Leonard’s triple de-
composition, based on a Favre filtering, which makes appear the Leonard stress tensor which
no needs of closures, the Cross stress tensor which may be modeled by a scale-similarity
assumption (Bardina et al. 1980) accounting for a model coefficient of one for ensuring
the Galilean invariance (Speziale 1985), and a Reynolds-stress tensor that, split into devia-
toric and isotropic parts, may be modeled by using the Smagorinsky and Yoshizawa models
respectively. The mixed-model procedure adapted to the mesoscopic SGS tensor, yields:
n˜pΣp,ij = n˜p
(̂˜̂up,î˜up,j − ̂˜̂up,î˜̂up,j)− 2n˜pC2S∆2f ∣∣∣Ŝ∣∣∣ Ŝ∗p,ij + 23 n˜pCY∆2f ∣∣∣Ŝ∣∣∣2 δij . (6.21)
This model makes it possible, to improve correlations as the SGS tensor and the filtered rate
of strain no need to be necessarily aligned, to predict reasonable values of the dissipation
rate in several complex situations and to predict reverse energy exchanges.
6.4.2 Modeling the SGS heat flux
In order to model the mesoscopic SGS heat flux, a classical eddy-diffusivity model, used in
“low-Mach” LES (e.g. see, Moin et al. 1991), is suggested. The mesoscopic SGS heat flux














is the filtered mesoscopic temperature gradient and CS is the coefficient
used in the Smagorinsky model for the mesoscopic SGS stresses (Eq. 6.20). PrpSGS is
a particle SGS Prandtl number which has to be fixed or calculated dynamically (as sug-
gested, for instance, by Moin et al. 1991, Martin et al. 2000). In this model, similarly to
the Smagorinsky type, a linear relationship between the flux and the resolved temperature
gradient is assumed and an eddy-viscosity, based on a mixing length hypothesis, is used.
This model represents the simplest one in order to predict the SGS velocity-temperature
correlations. On the other hand, it is no able to reproduce reverse heat exchanges and pre-
dictions are constrained by the alignment between SGS and resolved vectors. Alternatively,
a classical Mixed-type model may be suggested (Speziale et al. 1988, Zang et al. 1992,








Here C ′S may be set of the same value than in the Mixed model used for the SGS stresses
(6.21) and Pr′pSGS may be fixed or adjusted dynamically (e.g. see Martin et al. 2000).
6.4.3 Modeling the SGS diffusion
In order to modeling the SGS diffusion of the filtered RUM kinetic energy, Moreau (2006),
Moreau et al. (2010), suggested to adapt the same models used in turbulence for predicting
the SGS heat flux, recalled in the above section. They are written as follows:





















Like for the modeling of the SGS heat flux, coefficients may be set using the same of the SGS
stresses, imposing or adjusting dynamically the value of the SGS particle Prandtl number.
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6.4.4 Modeling the SGS production
Several models were proposed for closing the SGS production of the filtered RUM kinetic
energy (Moreau 2006, Riber et al. 2006). These models used an hypothesis of local equi-
librium of the residual kinetic energy leading to formulate the SGS production by means
of the SGS drag force and the SGS dissipation. Applied to the case with mean shear,
they give weak correlations and some negative values. In this section, a Ghosal-type model
(Ghosal et al. 1995) is retained. In this model the SGS production is assumed related to
the magnitude of the residual kinetic energy and the filter length size. The model is then







where C is evaluated assuming a global equilibrium on the directions of homogeneity of the
flow (Vreman 1995).
6.5 SGS model evaluation
In this section the results of the a priori testing of the SGS closures are presented. The
assessment of the models is carried out at scalar and tensor level (but only the scalar level
is shown) using correlation coefficients as defined in Chapter 3 and by evaluating the shapes
of the p.d.f. of modeled versus exact local scalar quantities. Moreover, the coefficients of
the models are measured and compared with that in literature of the LES of turbulent
flows.
6.5.1 Evaluation of models for the mesoscopic SGS stress tensor
In this sections the two models suggested for closing the mesoscopic SGS stress tensor are
assessed. They are the Smagorinsky-type (Eq. 6.20) and the Mixed-type (Eq. 6.21) models
in which the spherical part of the tensor is closed by a Yoshizawa-type assumption. The
local scalar quantities used for evaluating the models are the subgrid-scale productions of














The spherical part of the tensor is evaluated also not contracted, comparing directly the
modeled against the exact residual kinetic energy q˜2pSGS . Figure 6.12 shows the correlation
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Figure 6.12: Modeling the deviatoric SGS stress tensor Σ∗p,ij by the Smagorinsky model
(left) and the Mixed model (right). CORRELATION COEFFICIENTS at scalar level, at
the periphery of the jet.
coefficients obtained by using the Smagorinsky model and the Mixed model over P ∗SGS , at
the periphery of the jet, averaging the last six times of the simulations. The Smagorinsky
model gives quite good correlation at scalar level and for intermediate Stokes numbers while
its accuracy decreases for large inertia. The evaluation at tensor level is more severe: the
model shows a great variability along the normal direction and low correlations (about 0.2,
not shown). Results are strongly improved by using the Mixed model as shown by the re-
sults depicted in Figure 6.12. All inertia are well predicted, both at tensor and vector level,
and the variability along the normal direction strongly reduced as depicted in Figure 6.13.
Figure 6.14 shows the p.d.f.s of the local quantity P ∗SGS modeled by both the Smagorinsky
and the Mixed models. Comparisons against exact local values show the ability of the
Mixed models to reproduce backscattering-type phenomena.
Results of the tests over the SGS kinetic energy modeled by using the Yoshizawa (Eq.
6.20) and the Mixed (Eq. 6.21) models, are depicted in Figure 6.15. The same test over
the contracted quantity PSSGS are shown by the Figure 6.16. Globally, the trace of the
tensor is well reproduced by both the modeling. Results are found satisfactory along all
the normal direction of the jet (Figure 6.17). However, for large inertia and large filter
sizes, the accuracy tends to decrease. The constants of the models are also assessed.
The coefficients CS and C
′
S are computed as the ratio between exact and modeled scalar
quantity P ∗SGS . In the case of the Mixed model, the exact quantity is evaluated subtracting
the “exact” Bardina contribution. Cy and C
′
y are estimated by using exact and modeled
SGS kinetic energies (not contracted). Because of their variability along the normal di-
rection, only the profiles over different Stokes numbers are shown. Figure 6.18 shows the
6.5. SGS MODEL EVALUATION 179















Figure 6.13: Comparison between CORRELATION COEFFICIENTS, at scalar level, along
the normal direction by using both Smagorinsky and Mixed models, for the simulation cor-
responding to St ∼ 3, at the time t = 6.2.
















Figure 6.14: Comparison between exact and modeled p.d.f.s of the local production P ∗SGS
modeled by using both Smagorinsky (left) and Mixed (right) models, at the periphery of the
jet, for the simulation corresponding to St ∼ 1, at the time t = 6.2.
Smagorinsky constant computed for the two Stokes numbers St ∼ 1 and St ∼ 7. In the
first case, the values of CS are mainly included between 0.08 and 0.1 quite comparable to
the classical values found in shear turbulent flows (for instance, Deardoff 1970, which gives
0.1 in turbulent channel). In the case of large inertia, a more variability is observed and
the values range between 0.05 and 0.1. In Figure 6.19 the results about the Yoshizawa
constant are depicted. For moderate inertia, its value is found close to 0.03 against the
theoretical value of ∼ 0.09 supplied by Yoshizawa (1986). Figures 6.20 and 6.21 show
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Figure 6.15: Modeling the SGS kinetic energy q˜2pSGS by the Yoshizawa model (left) and the
Mixed model (right). CORRELATION COEFFICIENTS over the energy, at the periphery
of the jet.


























Figure 6.16: Modeling the SGS kinetic energy q˜2pSGS by the Yoshizawa model (left) and the
Mixed model (right). CORRELATION COEFFICIENTS over the quantity PSSGS, at the
periphery of the jet.
the results of the tests evaluating the deviatoric (C ′S) and spherical (C
′
y) coefficients of the
Mixed model. For intermediate inertia, the value of C ′S is found close to 0.004 and that of
C ′y close to 0.015. In literature of compressible one-phase flows, such coefficients are given
as C ′S = 0.0085 and C
′
y = 0.0033 (for instance by Zang et al. 1992 where the constants are
divided by
√
2 and 2, respectively, in order to have comparable values). The values of C ′S
are observed smaller than that corresponding to “low-Mach” turbulent LES, contrary to
the values of C ′y which are found instead greater. Such comparisons should be considered
only qualitatively because of the nature highly compressible of the dispersed phase and
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Figure 6.17: Comparison between CORRELATION COEFFICIENTS along the normal
direction over the quantity PSSGS by using both Yoshizawa and Mixed models, for the simu-
lation corresponding to St ∼ 3, at the time t = 6.2.
































Figure 6.18: Mean profiles of the Smagorinsky coefficient CS corresponding to simulation
St ∼ 1 (left) St ∼ 7 (right), at the time t = 6.2.
different ways for computing the coefficients.
6.5.2 Evaluation of models for the SGS mesoscopic heat flux
The two models suggested for closing the SGS heat flux Υp,j (Eqs. 6.22 and 6.23) are
evaluated against deterministic simulations over the scalar quantity representing the local
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Figure 6.19: Mean profiles of the Yoshizawa coefficient Cy corresponding to simulation
St ∼ 1 (left) St ∼ 7 (right), at the time t = 6.2.
































Figure 6.20: Mean profiles of the Mixed model coefficient C ′S corresponding to simulation
St ∼ 1 (left) St ∼ 7 (right), at the time t = 6.2.
production of the SGS mesoscopic temperature variance. It is written as follows:





Results of the a priori testing are depicted in Figure 6.22. As expected, the Mixed model
gives better accuracy regardless of the inertia. Predictions by the Mixed model also show
less variability along the normal direction of the jet, as shown by the Figure 6.23. Moreover,
the latter is able to reproduce reverse exchanges from small to large scales contrary to the
eddy-diffusivity model (Figure 6.24). The assessment of the SGS Prandtl numbers PrpSGS
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Figure 6.21: Mean profiles of the Mixed model coefficient C ′y corresponding to simulation
St ∼ 1 (left) St ∼ 7 (right), at the time t = 6.2.


























Figure 6.22: Modeling the SGS heat flux Υp,j by using the eddy-diffusivity model by Eq.
6.22 (left) and the Mixed model by Eq. 6.23 (right). CORRELATION COEFFICIENTS
at scalar level over the local quantity PSGSθ, at the periphery of the jet.
and Pr′pSGS is then carried out inserting into the models the coefficients CS and C
′
S as
evaluated for the stresses. Figure 6.25 shows the profile of the Prandtl number obtained by
using the eddy-diffusivity model compared exact and modeled PSGSθ. Similar values are
found for Pr′pSGS . Results show a mean value of about 0.4 for the small Stokes numbers
which increases with inertia tending to values close to one. The inertia makes also increase
the variability of such a quantity along the normal direction. Concerning the values observed
in the external zones of the slab (beyond the coordinates y = ±1) they could be affected
by statistical bias since the temperature gradients, in these zones poor of particles, are not
accurate.
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Figure 6.23: Comparison between CORRELATION COEFFICIENTS, at scalar level, along
the normal direction by using both the eddy-diffusivity and the Mixed models, for the simu-
lation corresponding to Stθ ∼ 4, at the time t = 6.2.














Figure 6.24: Comparison between exact and modeled p.d.f.s of the local production PSGSθ
modeled by using both the eddy-diffusivity (left) and the Mixed (right) models, at the periph-
ery of the jet, for the simulation corresponding to Stθ ∼ 4, at the time t = 6.2.
6.5.3 Evaluation of models for the SGS diffusion
The Eddy-diffusivity model (Eq. 6.24) and the Mixed one (Eq. 6.25) used for closing the
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Figure 6.25: Mean profiles of the particle SGS Prandtl number PrpSGS corresponding to the
simulations Stθ ∼ 1 (left) Stθ ∼ 6 (right), at the time t = 6.2.
and the results depicted in Figure 6.26. Once again the Mixed model improves predictions.
If the coefficients of the stresses CS and C
′
S are accounting for into the diffusion models,
the two Prandtl numbers PrpSGS and Pr
′
pSGS may be estimated. In this case they are
computed by using the quadratic means of exact and modeled scalar quantities and the
observations give values close to 0.4 over several Stokes numbers. The shape of exact and
modeled p.d.f.s is shown by the Figure 6.27.































Figure 6.26: Modeling the SGS diffusion of the resolved RUM kinetic energy by the Eddy-
diffusivity model and the Mixed one. CORRELATION COEFFICIENTS over the quantity
DRUM−SGS, at the time t = 6.2. Simulations corresponding to St ∼ 1 (left) and St ∼ 3
(right).








Figure 6.27: Comparison between exact and modeled p.d.f.s of the local SGS diffusion
DRUM−SGS modeled by using both Eddy-diffusivity (dot-dashed line) and Mixed (solid line)
models, at the periphery of the jet, for the simulation corresponding to Stθ ∼ 1, at the time
t = 6.2. Symbols are the exact p.d.f.
6.5.4 Evaluation of the model for the SGS production
Results of the a priori testing using the model Eq. 6.26 are here shown by the Figure 6.28.
This model gives light but acceptable values of correlations for small inertia while it fails for
large Stokes numbers. Moreover, by construction, it is able to predict only positive values
of the local quantity −n˜pIIp as shown by the Figure 6.28.




























Figure 6.28: Modeling the SGS production of the resolved RUM kinetic energy by the model
Eq. 6.26. CORRELATION COEFFICIENTS over the quantity −n˜pIIp, at the time t = 6.2.
Simulations corresponding to St ∼ 0.1 (left) and St ∼ 1 (right).
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Figure 6.29: Comparison between exact (dot-dashed line) and modeled (solid line) p.d.f. of
the local SGS production −n˜pIIp by using the model Eq. 6.26. Simulation corresponding to
St∼1, at the time t = 6.2.
6.6 Modeling the resolved deviatoric RUM and RUM-HF
6.6.1 The deviatoric filtered RUM
In Chapter 3, several models were suggested in order to close the unknown second-order
moment δR∗p,ij . In this section the same models will be adapted for closing the filtered
deviatoric RUM stress tensor δ̂R
∗
p,ij . In order to separate the predictions from the influence
of the subgrid scales, the models are re-written based on the only resolved quantities,
namely the filtered velocity-gradient tensor and the filtered RUM kinetic energy. Moreover,
an analysis about the effect of the filtering on the structure of the resolved deviatoric RUM
and rate-of-strain tensors is carried out, in order to check the validity of some assumptions.
6.6.1.1 The effect of the filtering on the RUM and strain tensors
The “shape” of the filtered tensors is tested by using the parameter s∗ introduced in Chapter




p,ij over the largest filter length size are





even if the rate-of-strain is moving toward a more random distribution. However, the
deviatoric filtered RUM slightly loses its state of one-component limit, in particular for
small inertia. Figures 6.31 and 6.32 show the eigenvalues of the filtered anisotropy tensor
b̂∗p,ij for simulations corresponding to the Stokes numbers St ∼ 1 and St ∼ 7. As a matter
of fact, for small inertia, the value of the mean second invariant of b̂∗p,ij , slightly decreases
with the increase of the filter length size (Figure 6.33). The relative alignment of the two
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tensors is also tested. Figures 6.34 and 6.35 show the p.d.f.s of the scalar product between




p,ij for simulations corresponding
to the Stokes numbers St ∼ 1 and St ∼ 7. A slight change of the most probable relative
angle is also detected. Nevertheless, globally the tensors maintain the same behavior and
the assumptions suggested for the unfiltered modeling may still be kept.






















Figure 6.30: P.d.f.s of the parameter s∗ evaluated for the filtered R̂∗ (left) and Ŝ∗ (right),
at the periphery of the jet, at the time t = 5.8; ∆f = 8∆p.














Figure 6.31: P.d.f.s of the eigenvalues of unfiltered (left) and filtered with ∆f = 8∆p (right)
anisotropy b∗, over the plane at the periphery of the jet, at the time t = 5.8. Simulation
corresponding to St ∼ 1.
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Figure 6.32: P.d.f.s of the eigenvalues of unfiltered (left) and filtered with ∆f = 8∆p (right)
anisotropy b∗, over the plane at the periphery of the jet, at the time t = 5.8. Simulation
corresponding to St ∼ 7.


















Figure 6.33: Profiles of the averaged second invariant IIb for simulation corresponding to
St ∼ 1 (left) and St ∼ 7 (right) over four filter sizes, at the time t = 5.8. Unfiltered
(solid line), filtered with ∆f = 8∆p (dot-dashed line); dot lines in the middle correspond to
∆f = 2∆p, ∆f = 4∆p and ∆f = 6∆p.
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Figure 6.34: P.d.f.s of the relative angle between the principal directions of R∗ and S∗ at the
periphery of the jet, at the time t = 5.8, for simulation corresponding to St ∼ 1. Evaluation
over unfiltered (left) and filtered with ∆f = 8∆p (right) quantities. Solid line corresponds
to the axisymmetric directions.














Figure 6.35: P.d.f.s of the relative angle between the principal directions of R∗ and S∗ at the
periphery of the jet, at the time t = 5.8, for simulation corresponding to St ∼ 7. Evaluation
over unfiltered (left) and filtered with ∆f = 8∆p (right) quantities. Solid line corresponds
to the axisymmetric directions.
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Figure 6.36: Conditional average of the normalized IIIS over the normalized quantity
{b∗S∗}, corresponding to the simulation with St ∼ 1 (left) and St ∼ 7 (right), over the
plane at the periphery of the jet, at the time t = 6.2. Unfiltered quantities (solid line),
filtered quantities with ∆f = 8∆p (dot-dashed line).
Model predictions
Concerning the use of the correction into the models “AXISY”, “2ΦEASM1” and
“2ΦEASM3”, Figure 6.36 shows that for moderate Stokes numbers it is no longer needed
as the filtering acts reducing inverse energy exchanges, and that for large Stokes numbers
it is no longer consistent. The use of the correction in LES is discarded. Figure 6.37 shows
the comparison between unfiltered and filtered predictions. The correlation coefficients are
computed at scalar level over the quantity P ∗RUM , if unfiltered, and P̂
∗
RUM when the filter
is applied. The latter is defined as follows:






Globally, predictions are improved with the spatial filtering, excepted for the model
“EIGEN” which loses its ability mainly because the filtered deviatoric RUM loses the local
one-component limit behavior. Hereinafter, this model will be discarded. Models are also
evaluated at tensor level and the mean profiles are depicted in Figures 6.38 and 6.39 for
the simulation corresponding to St ∼ 3 (correlations are not shown). Results show that
the spatial filtering leads to annihilate the component δ̂R
∗
p,22 when modeled by the mod-
els “QUAD” and “QUAD-MOD”. Moreover, all the non-EASM models yield unbalanced
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Figure 6.37: CORRELATION COEFFICIENTS at scalar level over P ∗RUM (left, unfiltered)
and P̂ ∗RUM (right, filtered with ∆f = 8∆p), at the periphery of the jet.
predictions, diagonal against off-diagonal modeled stresses. This is why only the model
“2ΦEASM3” (or “2ΦEASM2”) will be retained in LES.
About the magnitude ratios
In Chapter 3 we have shown results of predictions of the models over two scalar quantities,
P ∗RUM and P
∗
′
RUM , here recalled:









P ∗RUM represents the local production of the RUM kinetic energy, and P
∗
′
RUM only the part
accounting for fluctuating velocity. The first assures the total amount of the local RUM
kinetic energy produced by both mean and fluctuating mesoscopic shear, the second is the
term responsible for the energy exchanges between mesoscopic and RUM contributions and
represents the most important dissipation rate of the numerical simulation. In Chapter
3, we have shown that the models are able to predict similar exact-to-modeled magnitude
ratios for both the quantities only for moderate inertia (Stokes number less than 3). After-
ward, the mean quantity < P ∗
′
RUM >p decreases, even if high local exchanges occur, since
the probability to have reverse energy exchanges from the RUM to the mesoscopic con-
tribution increases, i.e. the local p.d.f becomes centered. This behavior leads the models
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Figure 6.38: Exact against modeled mean profiles of filtered RUM components (∆f = 8∆p):
“VISCO” (top), “AXISY” (centre), “QUAD” (bottom), corresponding to the simulation
with St ∼ 3, at the time t = 6.2.
to overestimate the mean dissipation rate and calibrated coefficients into the models are
needed. However, the use of a coefficient involves the reduction of the modeled total pro-
duction amount (including the contribution arisen from the only mean gradient) as well as
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Figure 6.39: Exact against modeled mean profiles of filtered RUM components (∆f = 8∆p):
“QUAD-MOD” (top), “2ΦEASM1” (centre), “2ΦEASM3” (bottom), corresponding to the
simulation with St ∼ 3, at the time t = 6.2.
the reduction of the modeled stresses. For this reason, it is suitable that the model behaves
at scalar and tensor level and for fluctuating and mean contributions in the same way, so
that a calibrated coefficient may correctly work at any level. In order to investigate this
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aspect in the framework of the LES approach, the total production P̂ ∗RUM , predicted by the
model “2ΦEASM3”, is computed and analyzed term by term. Figure 6.40 shows the main




























































Figure 6.40: Mean profiles of the main addends of the production P̂ ∗RUM . Dashed lines are
the terms accounting for fluctuating velocity gradients, solid lines are the term accounting
for mean velocity gradients, the sum of all terms gives P̂ ∗RUM . Exact contributions are black
colored, modeled contributions by “2ΦEASM3” are light colored. Simulation corresponding
to St ∼ 3, at the time t = 6.2, filtered with ∆f = 8∆p.
addends of the scalar quantity divided into fluctuating and mean components. Observa-
tions show that the model “2ΦEASM3” is quite able to reproduce the productions along the
normal directions and that it mainly overestimates the terms of shear. The overestimation
is similar for both mean and fluctuating velocity-gradient contributions. Looking at the
predictions of the mean profiles by Figure 6.39, this behavior is also observed at tensor
level where the shear component is the unique to be slightly overestimated. The analyse
shows that this model may work accounting for a calibrated coefficient on the components
of shear. This model is finally retained for predicting the deviatoric RUM stress tensor in
LES. Figures 6.41 and 6.42 show the profiles of the correlation coefficients and magnitude
ratios for three Stokes numbers, respectively. Figures 6.43 and 6.44 show the p.d.f.s of
the scalar quantity evaluated for mean and fluctuating contributions separately, for two
different Stokes numbers. In LES the modeling of the deviatoric RUM stress tensor is less
constraint than in DNS and the limit of St < 3 may be relaxed.
6.6.2 The filtered RUM-HF
6.6.2.1 The effect of the filtering on the thermal contributions
The same analysis than in Chapter 5 is carried out for the thermal contributions in the
LES framework. For instance the relative alignment between the filtered RUM-HF and




























Figure 6.41: Profiles of CORRELATION COEFFICIENTS at scalar level over the quantity
P̂ ∗RUM using the model “2ΦEASM3”. Simulation corresponding to St ∼ 0.5 (left), St ∼ 1




























Figure 6.42: Profiles of MAGNITUDE RATIOS over the quantity P̂ ∗RUM (solid line) and
P̂ ∗
′
RUM (dashed line) using the model “2ΦEASM3”. Simulation corresponding to St ∼ 0.5
(left), St ∼ 1 (centre) and St ∼ 3 (right), filtered by ∆f = 8∆p, at the time t = 6.2.
the filtered temperature gradient, and also between the filtered RUM-HF and the axisym-
metric direction of δ̂R
∗
p,ij is carried out. Figure 6.45 shows the results for a simulation
corresponding to Stθ ∼ 2 computed by filtering with a filter length size ∆f = 8∆p. Ob-
servations show that the RUM moments remain strongly aligned also in LES. The most
probable angle of the relative alignment between the resolved RUM-HF and the resolved
temperature gradient slightly change with the filtering. Figure 6.46 shows the magnitude of
the normalized RUM-HF, II
1/2
F , computed by filtered fields. Like observed for the second
invariant of the anisotropy tensor IIb, the quantity II
1/2
F slightly move away from the value

















Figure 6.43: P.d.f.s of exact (dashed line) and model by “2ΦEASM3” (solid line) local
production. Quantity arising from the only mean shear (left), quantity computed by the
only fluctuating shear (right). Simulation corresponding to St ∼ 0.5, at the time t = 6.2,
filtered with ∆f = 8∆p.













Figure 6.44: P.d.f.s of exact (dashed line) and model by “2ΦEASM3” (solid line) local
production. Quantity arising from the only mean shear (left), quantity computed by the
only fluctuating shear (right). Simulation corresponding to St ∼ 3, at the time t = 6.2,
filtered with ∆f = 8∆p.
of one with the filtering, in particular for small thermal inertia. The two timescales τ˜TΘ on
τ˜Sp remain correlated between themselves as shown by the Figure 6.47. Similar results are
also found compared the minus normalized production of the resolved RUM temperature
variance with the minus normalized production of the resolved RUM kinetic energy as ap-
pearing into the “weak-equilibrium” model Eq. 5.31, Chapter 5. Figure 6.48 shows that
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the two contributions have the same order of magnitude also in LES.




















Figure 6.45: P.d.f.s of the relative angle between the filtered RUM-HF and the filtered meso-
scopic temperature gradient (left) and between the filtered RUM-HF and the axisymmetric
direction of the filtered deviatoric RUM (right), at the periphery of jet, at the time t = 5.8.
Simulation corresponding to Stθ ∼ 2, filtered by ∆f = 8∆p.
6.6. MODELING THE RESOLVED DEVIATORIC RUM AND RUM-HF 199































Figure 6.46: P.d.f.s of the quantity II
1/2
F computed by spatial filtering with ∆f = 8∆p, at
the periphery of jet, at the time t = 6.2.
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Figure 6.47: Conditional average of ̂˜τΘT on ̂˜τpS, both normalized by their own averaged
value, computed by filtered fields using ∆f = 8∆p, at the periphery of jet, at the time
t = 6.2. Simulation corresponding to St ∼ 1-Stθ ∼ 2. Solid line is the conditional average,
dot-dashed line represents equality between quantities.


























































































Figure 6.48: Conditional average of the minus normalized RUM-temperature-variance pro-
duction on the minus normalized RUM kinetic- energy production, by using ∆f = 8∆p.
Simulation corresponding to St ∼ 1 − Stθ ∼ 2 (left) and to St ∼ 7 − Stθ ∼ 14 (right), at
the periphery of the jet, at the time t = 6.2.
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6.6.2.2 One-point closure predictions in LES: the RUM-HF
Model predictions
In this section, the models detailed in Chapter 5 and suggested for modeling the RUM-
HF are adapted by using resolved quantities for closing the resolved heat flux. Models
are evaluated over the quantity P̂RUMθ representing the production of the filtered RUM
temperature variance by the filtered mesoscopic temperature gradient. It is defined as
follows:





Like for the stresses also for the filtered RUM-HF the correction is no more consistent in
LES and it will be discarded. Figure 6.49 shows the correlation coefficients at scalar lever
obtained by using filtered fields. Globally the models gives satisfactory results, especially
the model “SIJ-DIFF-HF”. At tensor level, the results about the mean profiles of the filtered
RUM heat flux are shown by the Figures 6.50, 6.51, 6.52, 6.53 and 6.54. A priori tests show
that the spatial filtering leads to annihilate the component of the flux in the streamwise
direction when predicted by the models “DIFF-HF” and “AXISY-HF”. This component is
very important in the slab and these models clearly fails in LES. Concerning the models
“RIJ-DIFF-HF” and “2ΦAHFM”, results show that they underestimate all the components
of the heat flux while they overestimate the thermal dissipation rate. This is why also these
models will be discarded. Only the model “SIJ-DIFF-HF” shows the same trend at scalar
and tensor level overestimating everywhere. Hereinafter, only this model will be retained.
About the magnitude ratios
Like for the stresses, also for the heat flux the scalar quantity P̂RUMθ, modeled by “SIJ-
DIFF-HF”, is analyzed term by terms. Figure 6.55 shows the results of the contracted
product of each component of the filtered RUM-HF with the mean and the fluctuating
filtered mesoscopic temperature gradients, separatetly. Observations show that the model
“SIJ-DIFF-HF” overestimates all the contributions and in particular that in the spanwise
direction. Moreover, the overestimation is observed for both the mean and the fluctuating
contributions. Figures 6.56 and 6.57 show the correlation coefficients and the exact-to-
modeled magnitude ratios at scalar level obtained by using the model “SIJ-DIFF-HF” for
different thermal Stokes numbers. The model shows very good correlations and values of
the magnitudes ratio quite constants for intermediate thermal Stokes numbers. Finally, in
Figure 6.58 and 6.59 the p.d.f.s of the local quantity P̂RUMθ modeled by “SIJ-DIFF-HF” are
compared with the exact ones, for two thermal Stokes numbers, for both the mean-gradient
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Figure 6.49: CORRELATION COEFFICIENTS at scalar level over P̂RUMθ, at the periph-







































Figure 6.50: Profiles of the exact (solid line) and modeled by “DIFF-HF” (line with symbols)
mean filtered RUM-HF components at the time t = 6.2, for the simulation corresponding to








































Figure 6.51: Profiles of the exact (solid line) and modeled by “AXISY-HF” (line with sym-
bols) mean filtered RUM-HF components at the time t = 6.2, for the simulation correspond-
ing to Stθ ∼ 2, by using the filter lenght size ∆f = 8∆p.
and the fluctuating-gradient contributions. Globally, the results of the a priori tests show
that this model may be used if well calibrated over all the components. Moreover, the
results may be improved calibrating the model with two coefficients, for the first and the
second approximation terms, by analogy to the quadratic form of Abe & Suga (2001). This
point deserves to be deepened. If an additional equation for the filtered RUM temperature
variance is not accounting for, this model may be used, in LES, replacing the time ̂˜τΘT
with the time ̂˜τpS following the numerical observations of Figure 6.47.
6.7 Conclusion
In this Chapter the concern of the modeling of the non-isothermal dispersed phase inter-
acting with turbulent flows in the LES framework, was adressed. The originality of the
mesoscopic Eulerian formalism comes out when the Eulerian filtered system of equations
needs to be closed providing subgrid models for the unknown subgrid-scale correlations.
Indeed, the partitioning of the particle velocity and temperature into spatially correlated
and uncorrelated contributions makes it possible to separate the modeling of the subgrid
terms from that of the second-order resolved moments which behave in different manner
since the quantity from which they arise interact in different way with the various scales







































Figure 6.52: Profiles of the exact (solid line) and modeled by “RIJ-DIFF-HF” (line with
symbols) mean filtered RUM-HF components at the time t = 6.2, for the simulation corre-
sponding to Stθ ∼ 2, by using the filter lenght size ∆f = 8∆p.
of the turbulence. As a matter of fact, the subgrid mesoscopic stresses and mesoscopic
heat flux may be closed by adapting classical “low-Mach” models already used in LES of
turbulent flows, while the resolved second-order moments may be modeled by the one-point
closures as detailed in Chapter 3 and 5. In this manuscript no modeling is provided for
closing the third-order moment appearing into the transport equation of the RUM kinetic








































Figure 6.53: Profiles of the exact (solid line) and modeled by “SIJ-DIFF-HF” (line with
symbols) mean filtered RUM-HF components at the time t = 6.2, for the simulation corre-







































Figure 6.54: Profiles of the exact (solid line) and modeled by “2ΦAHFM” (line with symbols)
mean filtered RUM-HF components at the time t = 6.2, for the simulation corresponding to
Stθ ∼ 2, by using the filter lenght size ∆f = 8∆p.
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Figure 6.55: Mean profiles of all the addends of the production P̂RUMθ. Dashed lines are the
terms accounting for fluctuating temperature gradients, solid lines are the term accounting
for mean temperature gradient, the sum of all terms gives P̂RUMθ. Exact contributions
are black colored, modeled contributions by “SIJ-DIFF-HF” are light colored. Simulation






















Figure 6.56: Profiles of CORRELATION COEFFICIENTS at scalar level over the quantity
P̂RUMθ using the model “SIJ-DIFF-HF”. Simulation corresponding to Stθ ∼ 1 (left), Stθ ∼
2 (centre) and Stθ ∼ 4 (right), filtered by ∆f = 8∆p, at the time t = 6.2.
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Figure 6.57: Profiles of MAGNITUDE RATIOS over the quantity P̂RUMθ (solid line) and
P̂ ′RUMθ (dashed line) using the model “SIJ-DIFF-HF”. Simulation corresponding to Stθ ∼ 1
(left), Stθ ∼ 2 (centre) and Stθ ∼ 4 (right), filtered by ∆f = 8∆p, at the time t = 6.2.














Figure 6.58: P.d.f.s of exact (dashed line) and model by “SIJ-DIFF-HF” (solid line) local
production P̂RUMθ. Quantity arising from the only mean filtered temperature gradient (left),
quantity computed by the only fluctuating filtered temperature gradient (right). Simulation
corresponding to Stθ ∼ 1, at the time t = 6.2, filtered with ∆f = 8∆p.
208 CHAPTER 6. LES FOR NON-ISOTHERMAL PARTICLE-LADEN FLOWS














Figure 6.59: P.d.f.s of exact (dashed line) and model by “SIJ-DIFF-HF” (solid line) local
production P̂RUMθ. Quantity arising from the only mean filtered temperature gradient (left),
quantity computed by the only fluctuating filtered temperature gradient (right). Simulation
corresponding to Stθ ∼ 2, at the time t = 6.2, filtered with ∆f = 8∆p.
Chapter 7
Conclusions
In this manuscript we have suggested an Eulerian modeling able to predict the instanta-
neous local behavior of inertial particles interacting with unsteady non-isothermal turbulent
flows. In the framework of the PDF approaches, it is developed by means of the mesoscopic
Eulerian formalism (MEF) following an idea of Fe´vrier, Simonin & Squires (2005). Their
statistical approach uses a conditional probability density function which makes it possi-
ble to account for the chaotic nature of the particles by partitioning the particle velocity
into two contributions: an Eulerian continuous field shared by all the particles and ac-
counting for correlations between particles and between particles and fluid, and a random
spatially-uncorrelated contribution, associated with each particle, which accounts specifi-
cally for the particle random behavior and which is characterized in terms of Eulerian fields
of particle-velocity moments. The power of such an approach, residing into the separa-
tion between spatially correlated and uncorrelated contributions, is to provide local and
instantaneous modeling for particle-laden turbulent flows. This makes it possible to re-
produce the right behavior of the mixture when interactions take place in fully unsteady
and non-homogeneous conditions. In this case the turbulent flow may be modeled by using
the DNS approach and the use of the MEF makes the coupling between Eulerian phases
straightforward. But all the originality of such an approach comes out in the framework of
the LES approach. When unsteady turbulent flows must be predicted with a high level of
accuracy in industrial applications, where the use of the DNS seems unrealistic, the LES
approach is used. In this case Eulerian phases must be coupled accounted for the effects of
the filtering, and subgrid-scale-correlation modeling must be supplied. The analisys carried
out by Moreau (2006), Moreau et al. (2010) in a HIT turbulence, and extended in this
work to non-isothermal inhomogeneous particle-laden flows, shows that the two contribu-
tions have different response to the spatial filtering meaning that the interaction with the
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various scales of the turbulence is not the same. Separation of contributions permits to
provide separated modeling for reproducing resolved and SGS second-order moments.
The same ability is supplied by the “filtered Equilibrium model” of Shotorban & Balachan-
dar (2007) which is however restricted to small particle inertia in terms of Stokes numbers
computed over the Kolmogorov timescale. Figure 7.1 is a schematic representation provided
by Balachandar (2009), Balachandar & Eaton (2010), of the different approaches which may
be used in multiphase flows. The authors include the MEF into the category of the Eulerian
models. They use the Kolmogorov timescale for limiting the range of applicability of the
different approaches, suggesting that the Eulerian modeling may provide predictions up to
Stokes numbers of the order of unity. In this manuscript we have shown that this range
may be relaxed to larger values of the particle inertia for relaxation times of the order of
the characteristic Lagrangian timescale of the turbulence seen by the particles TLf@p.
Figure 7.1: Schematic representation of different approaches in multiphase flows by Bal-
achandar & Eaton (2010).
In the framework of the moment approach, the unknown higher-order moments of the
Eulerian dispersed phase must be closed as well as the subgrid-scale correlations if the
Eulerian-Eulerian LES approach is used. In this work we use the “2+1-equations” method
consisting in describing the dispersed phase, at the first order, by the evolution of the par-
ticle number density, the mesoscopic velocity and temperature with an additional transport
equation for the RUM kinetic energy used for supplying second-order moment closures. In
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our study several one-point closures are developed and analyzed both in DNS and in LES
framework, in order to close the RUM stress tensor and the RUM heat flux appearing into
momentum and energy equations. No closures are instead supplied for closing the third-
order correlations into the RUM kinetic energy equations. This question remains an open
issue. The concern of the subgrid-scale modeling is also addressed in this work. Existing
models (Moreau et al. 2010) are used and tested for closing the subgrid-scale correlations
and the modeling is extended to the thermal quantities for providing the Eulerian-Eulerian
LES approach for non-isothermal particle-laden turbulent flows. Globally, the results pre-
sented in the manuscript are very encouraging. The works of Kaufmann et al. (2008), Riber
et al. (2009) and Moreau et al. (2010) and the present study, show that the mesoscopic
Eulerian approach is a very promising tool.
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In order to perform numerical simulations, the Eulerian-Lagrangian NTMIX3D-2Φ code
is used. This code solves the compressible Navier-Stokes and energy equations in dimen-
sionless form by third order Runge-Kutta time stepping and a sixth-order compact finite
difference scheme on a Cartesian mesh grid (Lele 1992). The governing equations for the gas
phase correspond to the classical compressible Navier-Stokes equations in which terms are
added to take into account the coupling with the dispersed phase. The transport equations
of the gas are:






(ρf uf,i) = ζm (A.1)
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+ ζe (A.3)
iv) the mass fraction equation
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where the subscript f denotes fluid (i.e. gas) variables. etf is the total gas energy corre-




u2f,i + CvfTf (A.5)




















The thermal conductivity λf and the diffusion coefficient D are obtained from the viscosity








The coupling terms ζm, ζui and ζe correspond respectively to the mass, the two way cou-
pling and the energy exchange between the liquid/solid phase and the carrier flow. In our
simulations, since we assume dilute regimes, all these terms are neglected.
Lagrangian tracking (DPS) of non-isothermal particles is assured by the Newton equations
as detailed in Chapter 2 (Eq. 2.1). Also the advancement in time in Lagrangian track-
ing is ensured by a third order Runge-Kutta scheme. The interpolation of the Eulerian
carrier-flow variables at the location of the particles is performed by a third-order Lagrange
polynomial algorithm. Periodic boundary conditions are applied to both the carrier and
the dispersed phase and when it is required non-reflecting boundary condition is used in y
direction (Poinsot and Lele, 1992).
NTMIX3D-2Φ is a parallel code which uses parallel computations in order to reduce the
whole computation time. The process of cooperation and synchronization during the com-
putation is ensured by a messages passing protocol (PVM or MPI). In our calculations, we
use a domain decomposition method (the description is taken by Vermorel 2003). The cal-
culation domain is divided into several sub-domains and each processor executes the same
program onto its sub-domain. The computation domain is split into nprocx processors in the
x-direction, nprocy processors in the y-direction and nprocz processors in the z-direction.
Each processor manages a sub-domain (the gas sub-domain) of N3/(nprocx.nprocy.nprocz)
grid points with N the number of grid points in each direction. Thus, a processor has
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access (reading and writing) to all variables calculated on grid points included into its sub-
domain. Domain overlappings (by messages passing between neighboring processors) allow
each processor to know variables calculated on grid nodes surrounding its sub-domain (and
belonging to other processors) to compute spatial derivatives. The particles sub-domain of
a processor is different from that of the gas because a particle can be located everywhere
and not only on grid nodes. In particular, a particle can be located in one of the meshes
which separate two gas sub-domains. In this case, this particle does not belong to any gas
domain: therefore, it does not belong a priori to any processor. To avoid these problems,
each gas sub-domain is extended by ∆x in the east direction, by ∆y in the north direction
and by ∆z in the top direction to obtain the particle sub-domain.
The code uses dimensionless variables written in terms of a set of dimensional reference
quantities: the length Lref , the velocity uref = usound, the temperature Tref , the density
ρref and the molecular weight Wref . From these basic quantities one can derive additional
dimensional ones, as the time scale τref = Lref/uref or the specific heat Cp,ref = u
2
ref/Tref ,




, τ∗ = τ
τref
, u∗ = u
uref
, T∗ = T
Tref
, ρ∗ = ρ
ρref
, W∗ = W
Wref
Then the temperature, pressure and density are related by the law of the ideal gases.
Further details on the numerical code may be found in the work of Boughanem & Trouve´
(1996). Any simulation is characterized by a set of dimensionless parameters which, in the
general case, are:
the acoustic Reynolds number Reac = urefLref/νf , the Prandtl number Pr = Cpfvfρf/λf ,
the Schmidt number Sc = νf/D, the dimensionless boiling temperature T
∗
eb = Teb/Tref ,
the dimensionless specific heat of gas C∗pf = Cpf/Cp,ref , the dimensionless latent heat
L∗v = Lv/Cp,refTref , the dimensionless particle diameter d
∗
p = dp/Lref , the particle-to-
gas density ratio ρp/ρf , the particle-to-gas specific heat ratio Cpp/Cpf , the particle to gas
molecular weight ratio Wp/Wf .
In our simulations, the gas temperature is set as constant and the temperature is emulated
as a passive scalar by using Eq. A.4 in which the Schmidt number is chosen equal to the
Prandtl number. This is possible because of the use of a low Mach number (about 0.15)
which makes the contribution of the stresses into the energy equation neglectible. In this
way, the gas temperature and the pressure are decoupled avoiding any “acoustic” problem.
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A.2 The test case
The Eulerian-Lagrangian simulations of non-isothermal particle-laden slabs correspond to
the dispersion of a temporal cold particle-laden turbulent planar jet into a homogeneous
isotropic decaying hot turbulence. The simulation domain is a cube with periodic boundary
conditions as in Figure A.1. The initial mean profiles of the gas velocity and temperature
Figure A.1: Numerical domain.
are imposed as hyperbolic-tangent types supplemented with statistically homogeneous and
isotropic velocity fluctuations (see for instance Be´dat & Simonin 2004). In this way the jet
is already turbulent at the initial time. No fluctuations of temperature are instead provided
at the start. They are produced along the simulation via the mean gradient. Particles are
randomly embedded at the same mean velocity and temperature than the carrier flow and
their number (NS) is large enough to permit mesoscopic field calculation. The sample size
NS approximates the statistical population of particles over all the particle realizations Hp
conditional on one given flow realization Hf (Kaufmann et al. 2008). This approximation
will be accurate as much as the sample size will be large.
A.3 Numerical simulations of particle-laden slabs
The particle-laden slabs of Chapters 3,5 and 6, are performed with 13 million particles on
a cubic domain of length size Lbox = 2π and 128
3 cells. The initial slab width is 0.25Lbox.
Particles are randomly embedded, at the initial time, at the same mean velocity and temper-
ature than the gas. Particles have no fluctuations at the start. The turbulence is initialized
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by a Passot-Pouquet spectrum (Passot & Pouquet 1987) setting the energetic length scale
as Le = 0.0637Lbox. Several tests have been performed in order to chose the good length
scale and they showed that too large values of Le lead to damp the turbulence similarly to
what happen into a homogeneous decaying turbulence. Instead, the chosen value, closer to
the large scales of the turbulent jet, allows the jet to develop additional turbulent velocity
fluctuations from the mean gradient. As a matter of fact, at the end of the simulations, the
intensity of the turbulence is doubled. The initial turbulent Reynolds number computed
over the initial integral length scale is of about 15. This value increases with the simulation.
In all simulations used in Chapters 3, 5 and 6, the following dimensionless parameters, at
the initialization, are used:
kinematics viscosity νf = 1.82e − 4, turbulent kinetic energy q2f = 3.37e − 4, dissipa-
tion ǫf = 3.78e − 5, jet mean velocity Uf = 0.15, jet rms velocity u′f = 0.015, jet mean
temperature Tf = 2.0, external mean temperature Text = 2.5, acoustic Reynolds number
Reac = 5500, Prandtl number Pr = Sc = 0.7, particle diameter dp/∆x = 0.01, particle-
to-gas specific heat ratio Cpp/Cpf = 2. The particle-to-gas density ratios is then chosen
such to give dynamic number of Stokes ranging between about 0.1 and 10 and computed
as detailed in Chapter 3. Figures A.2 are snapshots of the gas velocity and temperature
at the end of all the simulations. Figures A.3 and A.4 show the mean profiles of velocities
Figure A.2: Local gas velocity (left) and temperature (right), in the middle of the box
z = zbox/2, at the end of the simulation.
and temperature of the fluid, seen by the particles, and of the particles at the end of two
simulations taken as example. Particle fields are obtained from Lagrangian data which are
density-weighted volume averaged over planes parallel to streamwise direction. Since these
planes may be considered as planes of homogeneity, the volume average gives an estimation
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of the theoretical ensemble average computed over a large number of particle-and-fluid flow
realizations, i.e. mean quantities. Figures A.5 and A.6 show the profiles of the mean parti-
cle number density, obtained from Lagrangian data and volume averages, at the end of all
the simulations. The profile of such a quantity gives information on the mean accumulation
of particles over the planes of the jet, as well as on the expansion of the dispersed phase
































Figure A.3: Profiles of the mean streamwise velocity (left), the mean normalwise veloc-
ity (centre) and the mean temperature (right) for simulations corresponding to St ∼ 0.5,
Stθ ∼ 1, at the time t = 6.2. Particle mean quantities (solid line), fluid mean quantities
(dashed line). Velocities and temperature are normalized by the jet mean velocity and mean
temperature at t = 0, respectively.
A.4 From Lagrangian to Eulerian fields
In order to obtain mesoscopic fields from Lagrangian data, Lagrangian quantities (positions
x
(k)
p , velocities u
(k)
p , temperature T
(k)
p , etc., of the k particle) need to be projected on the
Eulerian mesh grid. Specific studies over different projectors have been carried out by
Kaufmann et al. (2008) and finally a Gaussian filter was retained in order to reduce the
spatial dependency of the projection. The Gaussian filter reads as:




















p −x) is the weight function, xp represents the particle position and x the mesh
node. The characteristic size of projection ∆p is chosen such to have ∆p = ∆x where ∆x is
































Figure A.4: Profiles of the mean streamwise velocity (left), the mean normalwise veloc-
ity (centre) and the mean temperature (right) for simulations corresponding to St ∼ 3,
Stθ ∼ 6, at the time t = 6.2. Particle mean quantities (solid line), fluid mean quantities
(dashed line). Velocities and temperature are normalized by the jet mean velocity and mean
temperature at t = 0, respectively.












































Figure A.5: Profiles of the mean particle number density for simulations corresponding to,
in order from the left, St ∼ 0.1, St ∼ 0.5, St ∼ 1, St ∼ 2, at the time t = 6.2. Mean values
are normalized by the value of the particle number density at t = 0.
the regular-mesh cell size. This procedure leads to the following numerical approximation






w(x(k)p (t)− x) (A.10)





w(x(k)p (t)− x)u(k)p (t) (A.11)
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Figure A.6: Profiles of the mean particle number density for simulations corresponding to,
in order from the left, St ∼ 3, St ∼ 5, St ∼ 7, St ∼ 10, at the time t = 6.2. Mean values
are normalized by the value of the particle number density at t = 0.





w(x(k)p (t)− x)T (k)p (t) (A.12)
for all the projected quantities. Further details may be found in the works of Kaufmann et
al. (2008) and Moreau (2006).
For that regimes of high preferential concentration, it is possible that some zones have no
particles and that particle velocity and temperature fields are thus no longer continuous.
In this case, the computation of the velocity and temperature gradients is affected by an
error and an operation of interpolation may be needed. In our simulations the smallest
inertia cases (St ∼ 0.1 and St ∼ 0.5) are the most affected by this concern. For this reason,
velocity and temperature fields are estimated, in zero-particle cells, by averaging over a
radial distance of one or more mesh-grid (Moreau 2006).
Figures A.7, A.8, A.9 and A.10, show the mean kinetic energies and the mean temperature
variances and their partitioning into spatially correlated and uncorrelated contribution for
all the simulations.
A.5 Higher Reynolds particle-laden slab
In order to test the one-point closures and the subgrid-scale models for the dispersed phase
interacting with higher Reynolds-number turbulence, one particle-laden slab with 210 mil-
lion particles on the same cubic domain of 2563 cells, is performed. The slab uses the same
parameter than the lower Reynolds number ones, excepted for the acoustic Reynolds which
is set as 20000. The new initial values of the turbulence are then as follows:
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Figure A.7: Profiles of the mean kinetic energies for simulations corresponding to, in order
from the left, St ∼ 0.1, St ∼ 0.5, St ∼ 1, St ∼ 2, at the time t = 6.2. RUM (dot-
dashed line), mesoscopic (dotted line), sum RUM+mesoscopic (solid line), volume averaged
of Lagrangian data (circles), fluid (symbols). Energies are normalized by q2f at t = 0.












































Figure A.8: Profiles of the mean kinetic energies for simulations corresponding to, in order
from the left, St ∼ 3, St ∼ 5, St ∼ 7, St ∼ 10, at the time t = 6.2. RUM (dot-dashed
line), mesoscopic (dotted line), sum RUM+mesoscopic (solid line), volume averaged of
Lagrangian data (circles), fluid (symbols). Energies are normalized by q2f at t = 0.
the kinematics viscosity νf = 5e− 5, the turbulent kinetic energy q2f = 3.37e− 4, the dissi-
pation ǫf = 1.104e− 5, corresponding to an initial turbulent Reynolds number, computed
over the integral length scale, of about 50. Also in this case, at the end of the simulation the
intensity of the turbulence is doubled due to the production of fluctuations via the mean
gradient. Figures A.11 are snapshots of the gas velocity and temperature at the end of the
simulation (t = 6 normalized by the timescale of the turbulence seen by the particles at
the periphery of the jet). Figure A.12 shows the mean profiles of velocities and tempera-
ture at the end of the simulation. In Figure A.13 the mean profiles of the particle number
density and the dynamic and thermal Stokes numbers are depicted. Figure A.14 shows
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Figure A.9: Profiles of the mean temperature variance for simulations corresponding to, in
order from the left, Stθ ∼ 0.2, Stθ ∼ 1, Stθ ∼ 2, Stθ ∼ 4, at the time t = 6.2. RUM (dot-
dashed line), mesoscopic (dotted line), sum RUM+mesoscopic (solid line), volume averaged
of Lagrangian data (circles), fluid (symbols). Temperature variances are normalized by
(∆T )2 = (Text − Tf )2 at t = 0.












































Figure A.10: Profiles of the mean temperature variance for simulations corresponding to, in
order from the left, Stθ ∼ 6, Stθ ∼ 10, Stθ ∼ 14, Stθ ∼ 20, at the time t = 6.2. RUM (dot-
dashed line), mesoscopic (dotted line), sum RUM+mesoscopic (solid line), volume averaged
of Lagrangian data (circles), fluid (symbols). Temperature variances are normalized by
(∆T )2 = (Text − Tf )2 at t = 0.
the mean kinetic energies and temperature variances partitioned in spatially correlated and
uncorrelated contributions.
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Figure A.11: Local gas velocity (left) and temperature (right), in the middle of the box


































Figure A.12: Profiles of the mean streamwise velocity (left), the mean normalwise velocity
(center) and the mean temperature (right) at the time t = 6. Particle mesoscopic mean
quantities (solid line), fluid mean quantities (dashed line). Velocities and temperature are
normalized by the jet mean velocity and mean temperature at t = 0, respectively.
A.6 Model assessment in higher Reynolds number simula-
tion
A.6.1 One-point closures: the RUM stress tensor
Figures A.15 and A.16 show the results of the a priori testing using the models suggested
in Chapter 3 for closing the deviatoric RUM stress tensor. The correlation coefficients are
computed at scalar level over the quantity P ∗RUM as detailed in Chapter 3. Model are
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Figure A.13: Profiles of the mean particle number density (left) and the Stokes numbers
(right) at the time t = 6. +: dynamic Stokes number; o: thermal Stokes number. The
particle number density is normalized by the value at t = 0.






















Figure A.14: Profiles of the mean kinetic energies (left), normalized by q2f at t = 0 and the
mean temperature variances (right) normalized by (∆T )2 = (Text − Tf )2 at t = 0, at the
time t = 6. RUM (dot-dashed line), mesoscopic (dotted line), sum RUM+mesoscopic (solid
line), volume averaged of Lagrangian data (circles)
.
tested, in DNS, with and without correction. Figures A.17 and A.18 show the values of the
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magnitude ratios between exact and modeled mean productions P ∗RUM . Figures A.19 and
A.20 show the values of the correlation coefficients and the magnitude ratios, respectively,
in LES over the quantity P̂ ∗RUM computed applying the spatial filtering corresponding to
∆f = 8∆p.






















Figure A.15: CORRELATION COEFFICIENTS at scalar level over P ∗RUM : models without
correction in DNS, at the periphery of the jet.
A.6.2 One-point closures: the RUM heat flux
Figure A.21 show the results of the a priori testing using the models suggested in Chapter
5 for closing the RUM heat flux. The correlation coefficients are computed at scalar level
over the quantity PRUMθ as detailed in Chapter 5. Model are tested also in LES and results
depicted in Figure A.22. Figures A.23 and A.24 show the results of the magnitudes ratios
in DNS and LES respectively.
A.6.3 Subgrid-scale models: SGS stress tensor
Figure A.25 shows the results of the a priori testing using the models suggested in Chapter
6 for closing the deviatoric SGS stress tensor. The correlation coefficients are computed at
scalar level over the quantity P ∗SGS as detailed in Chapter 6. Figure A.26 shows the mean
profiles of the coefficients CS and Cy.
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Figure A.16: CORRELATION COEFFICIENTS at scalar level over P ∗RUM : models with
correction in DNS, at the periphery of the jet.






















Figure A.17: MAGNITUDE RATIOS at scalar level over P ∗RUM : models without correction
in DNS, at the periphery of the jet.
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Figure A.18: MAGNITUDE RATIOS at scalar level over P ∗RUM : models with correction in
DNS, at the periphery of the jet.






















Figure A.19: CORRELATION COEFFICIENTS at scalar level over P̂ ∗RUM : models without
correction in LES using ∆f = 8∆p.
A.6.4 Subgrid-scale models: SGS heat flux
Figure A.27 shows the results of the a priori testing using the models suggested in Chapter
6 for closing the SGS heat flux. The correlation coefficients are computed at scalar level
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Figure A.20: MAGNITUDE RATIOS at scalar level over P̂ ∗RUM : models without correction
in LES using ∆f = 8∆p, at the periphery of the jet.




















Figure A.21: CORRELATION COEFFICIENTS at scalar level over PRUMθ: models in
DNS, at the periphery of the jet.
over the quantity PSGSθ as detailed in Chapter 6. Figure A.28 shows the mean profile of
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Figure A.22: CORRELATION COEFFICIENTS at scalar level over P̂RUMθ: models in
LES, at the periphery of the jet.




















Figure A.23: MAGNITUDE RATIOS at scalar level over PRUMθ: models in DNS, at the
periphery of the jet.
the particle Prandtl number.
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Figure A.24: MAGNITUDE RATIOS at scalar level over P̂RUMθ: models in LES, at the
periphery of the jet.














Figure A.25: CORRELATION COEFFICIENTS at scalar level over P ∗SGS, at the periphery
of the jet.
A.7 Colliding slab
The colliding slab is a particle-laden turbulent planar jet of 5, 2 million particles as that
detailed in §A.3 (1283 of cells and same parameters of turbulence). The difference is in
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Figure A.26: Mean profiles of the Smagorinsky and Yoshizawa coefficients CS (left) and Cy
(right), at the time t = 6.














Figure A.27: CORRELATION COEFFICIENTS at scalar level over PSGSθ, at the periph-
ery of the jet.
the choice of the particle diameter (set as d/∆x = 0.08) and the particle density which is
chosen such to simulate a Stokes number of about 1. In this Eulerian-Lagrangian simulation
the non-linearities of the drag force are accounted for using the Schiller & Nauman (1935)
correction (Eq. 2.3 of Chapter 2). Since we do not dispose of sophisticate algorithms for the
collision detection in the NTMIX-2Φ parallel code (as that suggested, for instance, by Vance
& Squires, 2002), we compute the inter-particle collisions by detecting the whole particle
population in each processors. The cost of checking for collisions is thusNp(Np−1)/2 where
Np is the number of particles per processor, which limit our computation in terms of choice
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Figure A.28: Mean profiles of the particle Prandtl number PrpSGS, at the time t = 6.
of the total particle number into the domain. Moreover, inter-particle collisions between
processors are neglected since the code does not account for overlaps of the particulate
phase. This yields a bias in computing statistics. However, simulations of dry granular
flows with the same characteristics (solid-volume-fraction rate, particle diameter, time step,
etc..), using a homogeneous division of the sub-domains and neglecting inter-proc collisions,
give a good agreement with the theory meaning that for the light concentrations, as that
used in the computation, the error is acceptable. The choice of the time step assuring a













where q2p is the mean particle agitation amount into the slab. Then binary collisions are then
computed by using the classical hard sphere model, assuming spherical and not deformable
particles. Neither friction between particles nor rotation are considered.
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