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Steady state simulations are an important method to
investigate thermodynamic processes. This is especially
true for innovative micro gas turbine (MGT) based cy-
cles as the complexity of such systems grows. Therefore,
steady state simulation tools are required which ensure
large flexibility and computation robustness. As the in-
creased system complexity result often in more exten-
sive parameter studies also a fast computation speed is
required.
While a number of steady state simulation tools for
micro gas turbine based systems are described and ap-
plied in literature, the solving process of such tools is
rarely explained. However, this solving process is crucial
to achieve a robust and fast computation within a physi-
cally meaningful range. Therefore, a new solver routine
for a steady state simulation tool developed at the DLR
Institute of Combustion Technology is presented in de-
tail in this paper.
The solver routine is based on Broyden’s method.
It considers boundaries during the solving process to
maintain a physically and technically meaningful solu-
tion process. Supplementary methods are implemented
and described which improve the computation robustness
and speed.
Furthermore, some features of the resulting steady
state simulation tool are presented. Exemplary applica-
tions of a hybrid power plant, an inverted Brayton cycle
and an aircraft auxiliary power unit show the capabili-
ties of the presented solver routine and the steady state
simulation tool. It is shown that the new solver routine
is superior to the standard Simulink algebraic solver in
terms of system evaluation and robustness for the given
applications.
Nomenclature
Symbols
A Cross-sectional area [m2]
B Broyden matrix
D Diagonal (Scaling) matrix
D Diameter [m]
J Jacobian matrix
T Temperature [K]
V˙ Volume flow [m3/s]
c Loss factor
cf Darcy friction factor
f Residual function
i Vector element index
k Iteration index
lb Lower boundaries
ub Upper boundaries
m˙ Mass flow [kg/s]
n Number of solver variables and residuals
x Solver variables
w Inlet weight factor
∆ Difference
α Line search step length
ρ Density [kg/m3]
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Subscripts
f Residuals
lim Limitation
LS Line Search
Newton Newton step
QP Quadratic programming
Acronyms
APU Auxiliary power unit
IBC Inverted Brayton cycle
HyPP Hybrid power plant
MGT Micro gas turbine
MGTS3 Micro gas turbine steady state simulation tool
SOFC Solid oxide fuel cell
1 INTRODUCTION
Micro gas turbines (MGT) are a promising technol-
ogy for a wide variety of stationary and mobile appli-
cations. Today, they are mostly used in the classical
Brayton cycle configuration. However, MGT are also
the base of many emerging novel cycles. Key examples
are the inverted Brayton cycle [1, 2], multi staged cycles
and hybrid power plants which combine a MGT with a
high temperature fuel cell [3, 4, 5]. The complexity of
these cycles is often significantly higher compared to a
classical Brayton cycle. Even more so, if the concepts
are combined or extended with exhaust gas recircula-
tion, water injection or other modifications.
Experimental investigations of such cycles are lim-
ited by time and resources. Therefore, steady states cal-
culation with process simulation tools provides a pow-
erful method to investigate, develop and optimize such
systems. However, the simulation tools must overcome
the increased complexity to ensure a fast and robust cal-
culation. This is especially true because more complex
systems have more degrees of freedom and hence often
require extensive parameter studies.
To determine steady state solutions of systems it is
possible to simulate the system with a transient simu-
lation tool until a steady state is reached. An example
for such a tool is the TRANSEO code [6, 7]. However,
transient simulations compute more information than
needed for steady state analysis in general. Hence, they
cannot reach minimal calculation time. This is over-
come with the direct determination of a steady state
by an iterative solving process. In this case unknown
process quantities are initialized with guess values and
then changed until deviations to the steady state van-
ish. Such methods are used in several simulation tools,
for example in the Gas Turbine Simulation Program
(GSP) which is described in detail in [8]. Also more
general simulations tools like Aspen Plus [9] or Engi-
neering Equation Solver(EES) [10] use this method.
The solving process of such tools is the crucial fac-
tor which determines how fast and robust a steady state
solution can be found and how flexible the simulation
can be extended. However, in literature the solving
process is typically hardly discussed in detail. Visser
describes the method for the GSP solution process [8]
which is based on a simplified Newton’s method. In the
documentation of EES [10] an overview of the solution
method is given. It organizes all equations in blocks
which are solved using Newtons’s method while consid-
ering given boundaries of the variables.
At the DLR Institute of Combustion Technology
a steady state simulation tool is developed which is
suitable to perform fast and robust analysis of com-
plex MGT based cycles. The tool was introduced by
Panne et al. [3]. It was further developed, expanded and
also validated with experimental data from a Turbec
T100 MGT by Henke et al. [1]. The tool was recently
revised to the micro gas turbine steady state simula-
tor (MGTS3). This paper works out the requirements
which are advantageous for a cycle simulation tool to
support the investigation of innovative MGT based cy-
cles. Based on these requirements the so called global
solver routine was developed. It greatly enhances the
capabilities of earlier versions of the simulator and is
described in detail in the paper.
Also a general overview of the MGTS3 simulation
tool and its abilities is given. Finally, application ex-
amples show the advantages and capabilities of the pre-
sented solver algorithm.
2 STEADY STATE PROCESS SIMULATION
TOOLS
With a steady state simulation tool it is possible
to create a system model, this is a representation of a
real world system with equations. The tool assists the
describing of the systems, for example with predefined
sub-models of system components. Also the tool solves
the model equations. In a specific implementation of
such a model these equations are solved in a certain or-
der which defines their dependencies among themselves.
In addition, this results in a classification of the used
variables. Here four types are distinguished: User given
parameters are all values which are specified by the user.
Interim variables can be calculated directly from given
equations using only variables which are already known
in the solving process. However, typically some equa-
tions depends on each other or they can be only formu-
lated in an implicit form. Therefore solver variables x
are needed which are determined somehow by solving
procedures of the simulation tool. To do this the sys-
tem must define the same numbers of residuals f which
reach zero if the system is in a valid steady state.
2.1 Simulation Tool Requirements
A steady state simulation tool must meet several re-
quirements to be suitable to analyze complex systems:
Modularity of the system allows to reuse functions and
models of system components. It includes also the pos-
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sibility to interconnect the component models in any
way. This results in higher flexibility in model creation.
Flexibility in problem definition means an easy and fast
possibility to adapt the model to other questions. This
means that in a certain model it is not fixed which
variables are user given parameters and which ones are
solver variables. The same applies also for interim vari-
ables and residuals. This simplifies the investigation of
the system behavior as the same model allows the in-
vestigation of different problems.
High computation speed allows extensive parameter
studies with large systems containing many degrees of
freedom.
Computation robustness ensures that a solution is found
also with bad starting values.
2.2 Solver Strategy
The requirements for modularity and flexibility re-
sult in the design principle of local solvers and a global
solver : Local solvers are used inside a model of a compo-
nent or in modular functions. They are used for numer-
ical solving of equations which depends only on quanti-
ties which are known inside this subroutine. Therefore,
many local solvers can exist in a model. An example
is the calculation of an outlet temperature if a certain
heat flow is added to a gas flow whose specific heat ca-
pacity depends on the temperature. In contrast, only
one global solver exists in a system model. It solves
quantities which depend on several system components.
For example, the global solver determines a gas mass
flow through several components such that at the outlet
of the system the ambient pressure is achieved. There-
fore, the global solver has to be a black box solver which
needs no a priori knowledge of the system.
In principle it would be possible to combine all lo-
cal solvers to the global solver. However, the use of
local solvers enables the creation of standalone models
of components. This simplifies both, the verification of
component models and the reuse of these models outside
of the simulation tool, for example in measurement data
analyzes. Furthermore, local solvers can be specialized
as the structure of the equations is known. This can
improve computation robustness and speed.
3 GLOBAL SOLVER
The global solver finds a steady state which is de-
fined by the system model. Therefore, the system can
be described as a nonlinear function
f : Rn 7→ Rn : x 7→ f (x) (1)
which maps n quantities which are determined by the
global solver (solver variables x) to n residuals (f (x)).
Basically the global solver has to find values for x such
that the residual function is solved to zero. However,
it must meet the requirements for computation speed
and robustness. Furthermore, the use as a steady state
solver for process simulations must be considered. This
result in four design principles for the global solver:
1. The solver must consider given boundaries for x
which are not exceeded during the solving process.
This ensures physically meaningful solutions in all
iterations. Furthermore this can prevent technically
not meaningful solutions. These can occur if multi-
ple physically steady states exist.
2. The main solution process must not use derivations:
As the system model cannot provide exact deriva-
tions they can only approximated by difference quo-
tients. However, the use of local solvers adds a small
noise to the residual function as they solve equations
only with a certain precision. Therefore, calculation
of difference quotients with too small differences can
result in strong deviations to the actual derivation.
3. The solution process must not be rewritten as
an optimization problem. This is an often used
workaround to consider the boundaries of the first
principle. However, optimization routines either in-
ternally uses derivations which violates the second
principle, or they have to sum up the residual func-
tion somehow to a single cost function. Thus, a lot
of system information is lost.
4. The computation time of a system evaluation with
all of its components and local solvers is typically
much longer as the computation time of an iter-
ation of the global solver routine. Therefore, the
most important criterion for computation speed is
the number of system evaluations which should be
as small as possible.
Considering boundaries of x the task of the global
solver is:
Find a sequence
(
xk
)
k∈N
such that:
f (x∞) = 0
lbki ≤ xki ≤ ubki ∀ k ∈ N; 1≤ i≤ n
(2)
Where lb and ub are the lower and upper boundaries,
respectively. In practice the sequence is terminated if
all elements of f are close to zero within a specified
tolerance.
3.1 Broyden’s Method
A class of solvers which is very suitable to use in the
global solver are Quasi Newton methods [11, 12, 13].
These methods are inspired by the Newton-Raphson
method. In contrast, they do not use the Jacobian ma-
trix Jk =
[
∂f(xk)
∂x1
, . . . , ∂f(x
k)
∂xn
]
to calculate a new value
xk+1. Instead an approximation matrix Bk is used
which is updated at each iteration using a special update
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rule. The update rule must satisfy the Quasi-Newton
equation[11]:
Bk+1 · (xk+1−xk) = f
(
xk+1
)
−f
(
xk
)
(3)
Note that in a one dimensional case the update rule
is uniquely determined. In that case all Quasi-Newton
methods are equivalent to the secant method.
Here the so called Broyden’s good method [14, 11] is
used which is a prominent member of the Quasi Newton
class. It is described in Eq. (4):
Initialization:
k := 0 x0 ∈ Rn f0 := f (x0) B0 ∈ Rn×n
(4a)
Do until max
(∣∣∣fk∣∣∣)≤ tolerance:
Newton step:
∆xk :=−
(
Bk
)−1
fk (4b)
xk+1 := xk + ∆xk (4c)
fk+1 := f
(
xk+1
)
(4d)
Broyden update:
Bk+1 :=Bk +
(
fk+1−fk−Bk∆xk)(∆xk)>
(∆xk)>∆xk
(4e)
k := k+ 1 (4f)
Note that the good Broyden method updates Bk such
that for all ∆x⊥ which are orthogonal to ∆xk hold
Bk∆x⊥ =Bk+1∆x⊥. Therefore, the Broyden update
adds no information on directions orthogonal to ∆xk.
Broyden’s method is very suitable for the global
solver in MGTS3 because:
• The basic algorithm in Eq. (4) needs only one sys-
tem evaluation per iteration. Even though the
rate of convergence is smaller than for the Newton-
Raphson method with a Jacobian determined by
difference quotients, the total number of system
evaluations is generally much lower and the total
computation speed faster.
• Broyden’s method doesn’t use derivations. There-
fore, it is robust against noise from local solvers.
• For typical MGT-based systems the variations of
the Jacobian matrix are moderate. Therefore, an
approximation of the Jacobian is often sufficient.
3.1.1 Scaling
The Newton-Raphson method is invariant to both,
scaling of the residual function f and the solver vari-
ables x. It is easy to show that, in contrast, Broyden’s
good method in Eq. (4) is only invariant to scaling of the
residual function. Therefore, it is useful to scale the un-
known variables x to achieve a good convergence behav-
ior. A diagonal and invertible scale matrix Dx ∈ Rn×n
is used to scale the physical system variables xSystem to
the variables used in the solver xSolver:
xSolver =Dx xSystem (5)
Here Dx should be chosen such that all elements of
xSolver are in the same order of magnitude.
Even though Broyden’s method is invariant to scal-
ing of the residual function such a scaling with a scaling
matrix Df ∈ Rn×n can be defined:
fSolver =Df fSystem (6)
Such a scaling is useful to reduce rounding errors. How-
ever, in contrast to the scaling of the unknown variables,
it is difficult to define a scale matrix Df at the begin-
ning of the solver routine without any a priori knowledge
of the system: Depending on the start guess of x some
values of the residuals can be very large at the begin-
ning and decrease strongly during the iteration process.
Likewise, some residual values can be very small at the
beginning but reach very large values during the calcu-
lation. Therefore, in MGTS3 a scaling of the residuals
by the user is supposed and no additional scaling in the
global solver is used.
3.2 Global Solver Routine
Broyden’s method is the most important part of
the global solver routine. However, additional elements
are necessary to fulfill the design principles. This con-
cerns in particular the consideration of boundaries of
the solver variables during the iterations. The MGTS3
global solver routine uses initial lower boundaries lb0
and upper boundaries ub0. These can be further lim-
ited for the following iteration by values defined in the
model during a system evaluation:
lbk+1i = max
(
lbi
(
xk
)
, lb0i
)
ubk+1i = min
(
ubi
(
xk
)
,ub0i
)
for 1≤ i≤ n
(7)
This method allows the use of boundaries which depend
on other solver variables as long as these dependencies
are not circular and thus prevent convergence. Typi-
cally, the initial boundaries lb0 and ub0 represent phys-
ical limits. Adapting these limits can improve the speed
of convergence or prevent the solver from converging to
a technically not meaningful solution.
During the solving process the Jacobian matrix
sometimes needs to be calculated by finite differences.
As the boundaries often represent physical limits this
can result in a singular Jacobian if the calculation is
done with some elements of x on a boundary. In this
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Figure 1. GLOBAL SOLVER PROCEDURE AND CALCULATED
QUANTITIES FOR EACH STEP.
case the appropriate elements of x are slightly set be-
sides their boundaries during the calculation of the Ja-
cobian.
Figure 1 shows the main steps of the global solver
routine which will be described in this section.
Initialization The initialization process determines
the first approximation of the JacobianB0. This is done
by approximating the Jacobian with finite differences.
In parameter studies subsequent studies are initialized
with the last Broyden approximation of the previous
steady state as differences between the boundary con-
ditions are typically small. In this case also the values
of the last steady state are taken as start guesses for x.
Furthermore, the scale matrix Dx is determined using
the inverse of the differences of initial upper and lower
boundaries. If these boundaries are infinite the absolute
values of the start guesses x0 are used instead.
Update Boundaries At the beginning of each itera-
tion k the updated boundaries of the previous iteration
(Eq. (7)) are checked. If a boundary is violated the re-
lated element of xk is set to the appropriate boundary
and the system is evaluated again.
Newton Step New values xkNewton = xk + ∆xkNewton
of the solver variables are calculated for a full Newton
step. This is done with the approximation of the Jaco-
bian Bk and Eq. (4b).
Limitation If a boundary is violated the step size
∆xkNewton is reduced to the largest possible step length
skmax without altering the direction of the step:
skmax = arg max
0≤s≤1
{s}
s.t. : lbki ≤ xki +s ·∆xkNewton,i ≤ ubki
for 1≤ i≤ n
xklim = xk +skmax ·∆xkNewton
(8)
Quadratic Programming The maximal Newton
step length skmax can become zero if elements of xk are
already on a boundary and the Newton step is in direc-
tion of this boundary. Then xklim is identical with xk
and the solver sticks to this point. Therefore, if skmax is
smaller than a critical value, the Newton equation (4b)
is replaced with a constrained optimization problem:
if skmax < scritical :
xklim = arg min
xQP
{∥∥∥DQP(fk +Bk(xQP−xk))∥∥∥2}
s.t.: lbki ≤ xQP,i ≤ ubki for 1≤ i≤ n
with: DQP ∈ Rn×n
(9)
Here DQP is a scaling matrix which is diagonal and
invertible. It is build using the inverse of the absolute
values of fk. Note that Eq. (9) is equivalent to Newton’s
method for an unconstrained case. Furthermore, note
that the use of an optimization routine is not contradic-
tory to the third design principle of the global solver as
the optimizing is not for the system itself. The use of
quadratic programming is in particularly helpful if the
solution for one element of x is close to or on a bound-
ary. In MGTS3 the quadratic program is solved with
an active set method [15] as this method guarantees the
exact compliance of the boundaries.
Line Search For some problems or bad values of x0
the full limited newton step is not optimal. Therefore,
it is sometimes useful to maintain the direction of the
newton step but to reduce the step length [14, 15]. The
line search finds an optimum for a scaled norm of f(x):
xkLS = arg min
x
{
‖DLSf (x)‖2
}
s.t.: x= xk +α ·
(
xklim−xk
)
αmin ≤ α≤ 1
(10)
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The scale matrix DLS is built with the absolute inverses
of the elements of f
(
xklim
)
. As minimizing algorithm a
variant of a derivative free optimizing routine of Brent
is used [16]. Some additional stop criteria and minor
changes were added to the original algorithm to solve
Eq. (10) with fewer function calls and without an un-
necessarily high precision.
The line search can improve the convergence and for
difficult problems it can increase the computation speed.
However, at least one additional system evaluation is
needed to perform the line search. Furthermore, often
xkLS is close to or exact xklim. Therefore, the line search
is only used if at least a certain number of iterations are
needed or the newton step seems to worsen the result.
This is if
∥∥DLSf (xklim)∥∥> ∥∥DLSfk∥∥.
Validity Checks The provided system can be infea-
sible. To detect this, the quotient of the maximum ab-
solute value of f(xkLS) and the maximum absolute value
of fk is used. If this quotient is several times in a row
close to 1 the global solver sticks either on a limit or on
a local minimum of ‖f(x)‖ and the system is infeasi-
ble. If the quotient is significant larger then 1 the solver
process continues although the system behavior is con-
tradictory to the expected one. If this happens several
times in a row the Broyden matrix is replaced by a new
calculated Jacobian. This is also done if a boundary is
hit several times in a row.
Broyden Update The Jacobian approximation is
updated according to Eq. (4e) with ∆xk = xkLS −xk.
The routine terminates if all absolute values of the resid-
ual function f
(
xkLS
)
are smaller than a desired toler-
ance. Otherwise the iteration counter k is increased and
a new iteration is started.
4 MGTS3 SIMULATION TOOL
The global solver is only one aspect of the
MGTS3 simulation tool. Other parts of the simula-
tion tool were already described by Panne et al. [3] and
Henke et al. [17]. In this section a short overview of the
simulation tool is given with special emphasis on further
developments not mentioned in previous publications.
4.1 Model Creation in Simulink
MGTS3 is implemented in Matlab and Simulink:
All component models are written in Matlab code to
allow reusability for other applications independent of
Simulink. Simulink is used as a graphical user inter-
face to create and simulate system models and to or-
ganize the component library. It allows a graphical
interconnection between the component blocks using
specified interfaces like gas flows or shafts. Simulink
autonomously determines the calculation order of all
blocks. A special initial method is implemented which
collects all residuals for the global solver and distributes
the calculated solver variables. Hence, this allows a
flexible method to define the positions and numbers of
residuals and solver variables in the model. Although
Simulink is designed as transient simulation platform, it
is used here to perform steady state studies. For this,
the simulation time is interpreted as index for parameter
studies.
4.2 Components Overview
All gas flows are assumed as ideal gas mixtures.
Temperature depending polynomials are used to calcu-
late heat capacity [18], viscosity and heat conductiv-
ity [19] of pure substances.
Turbomachinery behavior is calculated using the
pressure ratio and isentropic efficiency [1, 3]. These val-
ues can be interpolated from a map according to the op-
eration point or directly specified. The second method
is for example useful during the design of new systems.
Recuperators and water heat exchangers are calculated
assuming a constant efficiency [1, 17]. Other compo-
nents implemented in MGTS3 are combustion cham-
bers [3], piping, flow branchings and mixers with or
without recirculation, fuel cell models [3, 5] and gen-
erators [17].
4.3 Heat and Pressure Losses
Nearly all components consider heat and pressure
losses. For both losses a selection of loss mechanism is
available. Pressure loss calculation can be selected as
absolute, relative, proportional to the squared volume
flow or proportional to the squared mass flow divided
by the density. The first three methods are further de-
scribed by Henke et al. [17]. The last one is equivalent
to the Darcy-Weisbach equation with a constant friction
factor cf :
∆p= cf ·L2 ·D ·A2 ·ρ · V˙
2 = cf ·L2 ·D ·A2︸ ︷︷ ︸
c∆p
·m˙
2
ρ
(11)
Heat loss calculation can be selected as a constant
temperature difference, a change of temperature propor-
tional to the temperature difference of working gas and
ambient conditions (Eq. (12a)) or as a heat flow pro-
portional to this difference (Eq. (12b)). The last two
cases uses a mean component temperature Tmean which
is calculated by a weighted mean value of the inlet and
the outlet temperatures of the component (Eq. (12c)):
∆Tloss = closs,T · (Tmean−Tamb) (12a)
Q˙loss = closs,Q˙ · (Tmean−Tamb) (12b)
Tmean = w ·Tin + (1−w) ·Tout (12c)
The weight factor w can be given or it is calculated
using a mean logarithmic temperature difference of the
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Figure 2. SCHEMATIC STRUCTURE OF HYBRID POWER PLANT
DEMONSTRATOR.
component to the ambient [20]. The second method
results in a larger computation effort but guarantees
physical meaningful heat losses even for very small mass
flows.
5 EXEMPLARY CASE STUDIES
Some capabilities of the MGTS3 system and its
global solver are shown with three exemplary applica-
tions. They demonstrate the flexibility, robustness and
computation speed of the simulation tool. Also, the dif-
ferent elements of the solver routine are analyzed sepa-
rately to visualize their impact on the performance. The
examples include a comparison between the MGTS3
global solver, the previously used solver and Simulink’s
standard algebraic loop solver, which is widely used for
academic and industrial applications.
5.1 Hybrid Power Plant
The here investigated hybrid power plant (HyPP)
is a combination of a solid oxide fuel cell (SOFC) and a
micro gas turbine. A HyPP demonstrator is currently
build at DLR with a designated electric power of about
30 kW and a predicted electric efficiency above 60 %.
Figure 2 shows the structure and most important com-
ponents of the HyPP steady state model. The fuel cell
is placed inside a pressure vessel which is purged by
pressurized air [5]. The MGTS3 model of the HyPP
describes the compressor and the turbine with turbo-
machinery maps derived from measurement data. The
fuel cell is represented by a 0D-model of the SOFC
stack which is developed by the DLR Institute of En-
gineering Thermodynamics and parametrized by mea-
surement data. Heat and pressure losses are considered
for all components and the piping.
From the modeling point of view, the recirculation
of the anode gas is interesting as the gas properties
of the recirculated flow cannot be calculated directly.
One intuitive solution is given by iteratively calculat-
ing the mixed gas flow properties based on recirculated
gas flow properties of the last iteration (e.g. Panne et
al. [3]). However, this simple solution must not be used
in combination with a global Newton-like solver method.
On the one hand, it can lead to a large amount of in-
terim system evaluations between global solver itera-
tions, caused by the iterations of the intuitive solution.
On the other hand, the solution is not as robust against
bad starting values. Therefore, in MGTS3 the recir-
culation is solved by the global solver: The tempera-
ture and the species concentrations of the mixed flow
are calculated by the global solver. The corresponding
residuals are determined later in the system calculation
process using the incoming flow, the recirculated flow
and the mentioned values of mixed flow. Note that as
long as the numbers of species is not extremely large
this method results in less system evaluations than the
intuitive method mentioned above as the convergence
speed is much faster.
5.1.1 Comparison to Simulink Algebraic Solver
The HyPP steady state model is used to investigate
the number of system evaluations for different global
solver methods which is also an indication of the com-
putation time. In this analysis the global solver method
is compared with the Simulink standard method to
solve algebraic equations using an “algebraic constraint”
block. The system models for the MGTS3 global solver
and the reference case are identical. According to the
Simulink documentation its algebraic solver uses either
a trust-region method or a line-search method [21]. As
with the HyPP model the behavior of both Simulink al-
gorithms is very similar only the trust-region-algorithm
is mentioned here. It is based on the HYBRD1 pro-
gram of the FORTRAN library MINPACK [22] which
is itself based on a method of Powell [23, 24]. It uses also
the Broyden method to approximate the Jacobian ma-
trix. Simulink uses no boundaries of the solver variables
which causes very often nonphysical values for the HyPP
model. Therefore, the solver variables are bounded us-
ing an additional sigmoid function. However, this solu-
tion is not suitable for problems where the solution of
some solver variables is close or equal to their boundary.
Furthermore, the computation precision of the Simulink
solver cannot be defined by the user. Therefore, in the
following the Simulink solver is forced to achieve ap-
proximately the used precision of the MGTS3 global
solver which is 10−6 for the normalized residuals. This
is achieved by a multiplication of the residuals with an
empirical value at the port of the algebraic constraint
block.
The here investigated model configuration specifies
among others the electric power output, the turbine out-
let temperature, the stack outlet temperature and the
recirculation rate as user given parameters. The most
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Table 1. NUMBERS OF SYSTEM EVALUATIONS FOR DIFFER-
ENT START VALUES OF THE AIR MASS FLOW. (NC=NO CON-
VERGENCE)
Start value
(rel. to solution)
Simulink solver MGTS3
solver
1.00 37 26
1.05 133 28
1.10 155 33
1.40 127 41
1.60 229 40
1.80 275 59
1.90 NC 63
2.00 NC 55
2.50 NC 106
3.00 NC 570
4.00 NC 323
4.50 NC 409
important quantities solved by the global solver are the
fuel and air mass flows, the shaft speed and the SOFC
fuel utilization. In total, there are 15 global solver vari-
ables and residuals.
5.1.2 Solver Comparison: Start Value Varia-
tion
First the behavior of the global solver methods is
investigated for an increasing difference of the start val-
ues to the solution. To do this, a HyPP reference point
is chosen with an electrical load of 30 kW and a stack
temperature of 1123 K. This point is simulated several
times, each with different start values for one solver vari-
able while the start values for all other solver variables
are set to the steady state solution of the reference point.
Table 1 shows exemplary the number of system eval-
uations for varying deviations of the start values of air
mass flow. It can be seen that the MGTS3 global
solver needs significantly less system evaluation than
the Simulink solver. At least with small variations of
the start values this is surprising because the base of
both solvers is the Broyden method. The possibilities
to investigate the Simulink solver are limited but further
investigation indicates that this is caused by the scaling
of the solver variables in the MGTS3 solver which is
probably not done in the Simulink solver. For larger
variations of the start value the additional strategies
of the MGTS3 global solver become more important,
namely the consideration of solver value boundaries in
the solver routine itself and the additional line search.
Beside needing less system evaluations, this results also
Table 2. NUMBERS OF ITERATIONS AND SYSTEM EVALUA-
TIONS FOR DIFFERENT VARIANTS OF GLOBAL SOLVER FOR
A SMALL PARAMETER STUDY.
(NA=NOT AVAILABLE)
Solver method First steady
state
Following steady
states (average)
Iter. Sys. eval. Iter. Sys. eval.
MGTS3 22 44 10.9 14.6
MGTS3 Newton
instead Broyden
11 167 7.9 120.3
MGTS3 always
line search
22 84 10.8 34.3
Simulink trust-
region
NA 254 NA 128.3
in a more robust convergence behavior for a much larger
variation of the start values.
5.1.3 Solver Comparison: Consecutive Simula-
tions
With the same configuration of the HyPP steady
state model a small exemplary parameter study is per-
formed by reducing the specified electric power out-
put from 30 kW to 20 kW in ten steps. The study is
performed using different global solver configurations:
With the global solver as described above, with the
global solver but with Newton’s method instead the
Broyden update and with Broyden update combined
with a line search performed every iteration. Fur-
thermore the parameter study is performed with the
Simulink algebraic solver. Start values of solver vari-
ables are set such that they significantly differ from the
solution: The fuel mass flow differs by about 50 %, the
air mass flow by about 16 %. The mean absolute devi-
ation of the other values is about 55 %.
Table 2 shows the numbers of iterations and the
numbers of system evaluations for the first steady state
and a mean value for the the following nine steady
states. Here the MGTS3 global solver takes the Broyden
matrix and start values from the last steady state. It is
assumed that the Simulink solver has the same behavior
even tough this is not described in the documentation.
As expected, Newton’s method need usually less itera-
tions than the Broyden update but the numbers of sys-
tem evaluations is significant larger as the computation
of the Jacobian matrix needs a lot of system evalua-
tions. In addition, there are examples where Newton’s
method needs more iterations than Broyden’s method.
This can happen if some crucial Jacobian matrices re-
sult in a significant deterioration of the solver variables,
for example if local solvers produce large errors in the
derivations. Also the result shows an example where
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the line search does not improve the performance as the
number of iterations is not affected while the number
of system evaluations is much larger. However, the line
search can be very useful for bad start values. In sum-
mary, the parameter study confirms important aspects
of the global solver routine, namely the derivative free
method and the use of a line search only in certain cases.
With the Simulink solver it is only possible to count
the overall system evaluations but not the iteration steps
of the solver itself as the solver routine is hidden from
the user. The average number of system evaluations is
more than eight times larger as with the MGTS3 solver.
Using manual scaling of solver variables the number of
system evaluations per steady state can be reduced to
about 70.
The overall processing time1 without model ini-
tialization in a typical parameter study is less than 1.5 s
per steady state with the MGTS3 system and the HyPP
model. This is four to six times faster than the Simulink
solver. The increase in computation time is smaller
than the increase in system evaluations. This is mainly
caused by process overhead such as saving of the system
results.
5.2 Inverted Brayton Cycle
The next demonstration case is based on an inverted
Brayton cycle (IBC). Utilizing such a cycle, the power
of a micro gas turbine is reduced compared to the classi-
cal Brayton cycle with same turbomachinery without a
strong impact on electrical efficiency [1, 26]. Therefore,
this cycle is particularly suitable for combined heat and
power generation in small residential houses. At the
DLR Institute of Combustion Technology an IBC ap-
plication is currently investigated using MGTS3 [2]. A
schematic overview of the cycle is given in Fig. 3. The
model includes an exhaust gas recirculation, a recuper-
ator and two water heat exchangers. Heat and pressure
losses are considered for all components. The turboma-
chinery models either rely on component maps or on
user-given pressure ratios and efficiencies. The latter is
for example useful to identify optimal turbomachinery
characteristics for a given cycle.
The model was parametrized and validated with ex-
perimental data by Agelidou et al. and a performance
study was performed [2]. The model contains each 13
solver variables and residuals and was able to reproduce
the experimental measurement data with good agree-
ment. The MGTS3 global solver converged for all oper-
ation points.
Henke et al. implemented the same model in the
previous steady state simulation tool of the DLR Insti-
tute of Combustion Technology [1]. While the compo-
nent models are essentially identical with the MGTS3,
1Computed with Matlab/Simulink R2017a on a virtual Win7
machine (2.3GHz). Some results of Matlab’s bench command [25]:
Relative speed: ca. 0.45; LU: ca. 0.30 s; FFT: ca. 0.28 s;
ODE: ca. 0.07 s
Figure 3. STRUCTURE OF INVERTED BRAYTON CYCLE
MODEL.
the global solver differs completely: Instead of a black
box solver which solves all solver variables simultaneous,
cascaded secant solvers are used, one for each solver
variable. Therefore, the user has to specify manually
the connection between a solver variable and a residual.
Furthermore, some special computation rules are imple-
mented to achieve a stable convergence. Therefore, this
global solver is specialized only on the IBC model and
no flexibility in problem definition as described above is
achieved. However, this method allows to use the “in-
tuitive solution” to implement the recirculation as de-
scribed in the hybrid power plant section. This reduces
the number of solver variables to 4.
Table 3 shows the number of system evaluations for
solving the IBC model with a certain residual precision.
The listed values are generated with a single exemplary
steady state, the computation time is without initial-
ization of the model. Again, the MGTS3 global solver
shows a large reduction of the number of system eval-
uations to less than a sixth. Also it can be seen that
the computation time is reduced to less than 5 % and
thus its reduction is stronger than the reduction in the
number of system evaluations. This is the result of sev-
eral optimizations regarding implementation details in
MGTS3, mainly a reduction of Matlab/Simulink over-
head that was unavoidable for the previous solver.
In typical parameter studies the solver converge for
all operation points with an average computation time
of 0.5 s without initialization.
5.3 Auxiliary Power Unit
The last mentioned application case is the sim-
ulation of the aircraft auxiliary power unit (APU)
GTCP36-28. This is a MGT without recuperation
which provides electric energy and compressed air. The
APU and its simulation model are described in detail by
Zanger et al. [27] including measurement and simulation
data. Figure 4 shows the structure of the APU model
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Table 3. NUMBERS OF SYSTEM EVALUATIONS AND COMPUTA-
TION TIME FOR THE IBC MODEL.
Precision Previous
steady state
simulation tool
MGTS3
Sys. eval. Time [s] Sys. eval. Time [s]
1 ·10−3 152 40 21 1.5
5 ·10−4 155 44 26 1.5
3 ·10−4 185 57 26 1.4
1 ·10−4 620 256 35 1.5
1 ·10−5 NA NA 50 1.9
1 ·10−6 NA NA 41 1.9
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Figure 4. STRUCTURE OF AUXILIARY POWER UNIT MODEL.
used here. The line width of the flows indicates qualita-
tively the mass flow rate. The challenging aspect of the
simulation is given by the many flow branches that are
considered in the model. As Fig. 4 shows, the APU has
a bleed mode and a no bleed mode. In each mode some of
the flow paths are closed. This can be very challenging
for a simulation system: The global solver has to deter-
mine the mass flow split ratio at each branch which must
not exceed the range between 0 and 1. The constraints
are typically pressure differences at the flow mixers or
pressure ratios of a nozzle or a valve in the branch. How-
ever, for a closed branch the pressure difference at the
flow mixer is useless. Furthermore, systems with nested
branches can generate singular Jacobian matrices if the
main branch is closed. Figure 4 shows that this hap-
pens in the no bleed mode: Then the branching from
the bleed air to the pneumatic thermostat has no effect
on any constraints.
MGTS3 overcomes these challenges: As MGTS3
considers limits, the physically meaningful range of
flow ratios cannot be exceeded. Furthermore, nested
branches result not in an initial singular Jacobian as
during its calculation the exact upper or lower bound-
aries are avoided. The Broyden update usually does not
result in a singular matrix during the calculation. If so,
then this is handled well during the validity checks. Fur-
thermore, each flow of the model contains a flag which
is set during the solving procedure and marks whether
the branch is open or not. Therefore, the flow mixer
can decide whether the pressure difference is a useful
constraint.
The MGTS3 tool can reproduce the measurement
data very well [27] and is able to perform a robust cal-
culation of the system. The average calculation time is
about 1.1 s per steady state1. The calculation is quite
robust although for some parameter studies the nested
branches can still be challenging. A very important fact
for the robustness is the consideration of boundaries for
the solver variables and the ability to find solutions with
some values close to or on their boundaries. Therefore,
no comparison with the standard Simulink solver was
possible, as no configuration or initial conditions could
be found that enabled convergence.
6 CONCLUSIONS AND OUTLOOK
Simulation tools for steady states of MGT-based
systems are required to be highly flexible, utilizing
fast and robust computation routines. The presented
MGTS3 tool fulfills these demands. Therefore, it pro-
vides a valuable tool to model and investigate innovative
cycles. This is mainly achieved by the global solver rou-
tine which is introduced in this paper. The routine is
based on Broyden’s method which results in a fast com-
putation without the need to compute the Jacobian in
each iteration. Furthermore, the derivative free method
is robust against noise in the residuals caused by lo-
cal solvers. While Broyden’s method is well known and
often used the here presented global solver routine ex-
pands it using two main principles: A limitation of the
Newton step in each iteration, to consider boundaries,
ensures physically and technically meaningful solutions
throughout the solution procedure. A line search along
the direction of the Newton step often improves the con-
vergence if start values of the problem are poorly chosen
or the system is highly nonlinear.
MGTS3 and its global solver routine solver can han-
dle complex innovative cycles. This includes recircula-
tions as well as nested and closed branches. Its capa-
bilities are demonstrated by three application examples
which are presented in this paper.
The analysis of the hybrid power plant shows that
the new global solver routine has a much higher per-
formance as the Simulink built in trust-region algebraic
solver: In typical parameter studies only about 10 %
of the system evaluations are needed. Furthermore, a
significantly higher robustness against variations in the
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start values is observed.
Compared with the solver routine of the previous
steady state tool a substantial improvement is reached
which is shown with the example of the Inverted Bray-
ton Cycle: Firstly, the flexibility of the model is en-
hanced as the solver must not be adapted manually for
different problems. Secondly, the computation time and
number of system evaluations is also reduced drastically.
The new solver routine can also handle very com-
plex problems, for example with solutions directly on
boundaries or in the instance of singular Jacobians. This
is demonstrated in the third application case of an air-
craft auxiliary unit.
Nevertheless, there is potential for improvements:
The global solver can run into problems if the resid-
ual function is not continuous. This can happen if e.g.
the residuum is composed by several conditions. An ex-
ample is the implementation of a fuel control which is
limited by the maximum turbine inlet temperature, tur-
bine outlet temperature and electric output at the same
time. A possible solution for that is currently being de-
veloped. For this approach each residuum is divided in
several sub-residuals. The system is solved such that all
sub-residuals are lower or equal to zero and at least one
sub-residuum is equal to zero. It is expected that this
method further expands the application possibilities of
the global solver and the MGTS3 tool.
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