We consider hypothesis testing with smooth functional data by performing pointwise tests and applying a multiple comparisons procedure. Methods based on general inequalities (e.g., Bonferroni's method) do not perform well because of the high correlation between observations at nearby points. We consider the multiple comparison procedure proposed by Westfall and Young (1993) and show that it approximates a multiple comparison correction for a continuum of comparisons as the grid for pointwise comparisons becomes finer. Simulations verify that this result applies in practical settings.
Introduction
In the setting of Functional data analysis (FDA) (Ramsay and Silverman, 2005) , an idealized observation is a smooth function y(x) with x in some domain D. In practice, we would typically not deal directly with the y(x)
for all x ∈ D but rather evaluate the function at some finite set of points D m = {x 1 , x 2 , . . . , x m } ⊂ D and produce a data vector y = (y(x 1 ), . . . , y(x m )) .
The choice of the set of evaluation points D m is somewhat arbitrary; we only require that it be possible to recover y(x) for arbitrary x ∈ D with high accuracy by interpolation. Assume we have a sample of independent functional observations y 1 (x), . . . , y n (x). The dimension m of the stored vectors will often be much larger than the sample size n. This fact alone means that most of the inferential methods from multivariate analysis (Rencher, 2002 ) cannot be used directly since they require inversion of the sample covariance matrix, and hence we need to develop specialized methods for inference with functional data. Furthermore, since the grid of evaluation points D m is somewhat arbitrary, a minimal requirement is that any inferential method be fairly independent of the choice of D m . Furthermore, it would be highly desirable that any such method converge to an appropriate "continuum" method as the number of grid points increases and D m becomes dense in D.
Suppose we wish to test for differences in the means of curves from several populations, i.e. Functional Analysis of Variance (FANOVA). There are methods to detect the overall difference in the mean curves (Fan and Lin (1998); Shen and Faraway (2004) ). Just as with ordinary ANOVA and MANOVA, after we decide that the means from the two or more samples are significantly different by an overall testing method, we want to identify more specifically where the differences are. In the FANOVA setting, a natural goal is to determine the specific region of D where the differences occur. For this problem, we propose a testing procedure based on the Westfall-Young Randomization Method (WYRM, Westfall and Young, 1993) as a follow-up to the overall test. The WYRM is a multi-step procedure which conducts an appropriate univariate test at each x ∈ D m first and then applies a correction for the multiple comparisons. Many multiple comparison correction methods (e.g. Bonferroni) will be highly dependent on the number of comparisons m; in fact, any statistical significance will disappear as m → ∞. This is very undesirable with functional data since one wants a large number of evaluation points for high accuracy. We will show that if one uses the WYRM for the multiple comparison, then as m → ∞ and D m becomes dense in D, the region of statistically significant differences will converge to a reasonable limit which is almost the region that would be found if one corrected for the continuum of comparisons at all x ∈ D.
We describe the algorithm in Section 2 in a simple setting. The main results are in Section 3. We present some simulation results in Section 4, and we conclude by discussing some open problems in Section 5.
The Method Illustrated with the Two Sample Case
In this section, we consider the problem of testing equality of means in the two sample setting. Suppose we have two independent samples y ij (x), i = 1, 2, j = 1, . . . , n i , where i denotes the population from whence the observation is drawn, and j indexes the observation within the sample. Assume the observations within the samples are independent and identically distributed. We assume the observations are realizations of Gaussian processes with continuous mean functions µ i (x) = E[y ij (x)], i = 1, 2, and a common covariance function. We wish to test the null hypothesis
versus the general alternative
Consider the pointwise testing problems
This is a "simple" univariate two-sample problem for each x. Because of the Gaussian and common covariance assumptions, the two sample t-test can be used for each pointwise testing problem.
We assume that all curves have a common set of evaluation points x k , 1 ≤ k ≤ m. The proposed testing methodology consists of the following steps. First, we perform a univariate two sample t-test of H 0 (x k ) test at each grid point x k . Let the pointwise test at a given x be summarized with a p-value p(x), and compute p(x k ) at each grid point x k . Then we apply a multiple comparison procedure (MCP) that controls for the family-wise error rate (FWER). To define the FWER consider
This is the set of grid points for which the null hypothesis is true. Then,
Note that this depends on the set of grid points. The goal of a MCP is to control the FWER (i.e., make FWER ≤ α, where α is given) no matter what is the set C m of true null hypotheses.
We will show now that the results can depend critically on the choice of the x j grid, and in a very undesirable way. The simplest MCP is the Bonferroni method. With this procedure, given a FWER of α, we would
Alternatively, the Bonferroni corrected p-value is min{1, mp(x j )}, and we reject any H 0 (x j ) for which the corrected p-value is ≤ α. But this procedure is clearly too conservative and depends heavily on the number of grid points m. In general, the p-value function p(x) will be continuous and positive, so as we refine the grid and m → ∞, we will eventually not reject any H 0 (x). An improvement on the Bonferroni procedure is Holm's method (Hochberg and Tamhane, 1987) . This is a "sequential step down" method which proceeds as follows. First, the p-values, p(x j ), obtained from the univariate tests are ordered,
Then, find the the smallest j = j * such that
Reject all H 0 (x k ) for which the corresponding p(x k ) < p (j * ) . The rejection of the null hypothesis with the smallest p-value is equivalent to Bonferroni's method, so again, as we refine the grid we will eventually fail to reject any
Bonferroni's and Holm's procedures are based on the subadditivity property of probability, which is accurate when the events of rejection are disjoint. However, with smooth functional data, the events of rejection of H 0 (x) and H 0 (x ) are highly positively correlated when x and x are close. Thus,
we need an approach that somehow accounts for this correlation. We will show in the next section that the Westfall-Young Randomization Method (WYRM) does incoporate this correlation and does not suffer from the undesirable dependence on the particular grid that is chosen.
To use the WYRM, we need an additional property known as the Permutation Pivotality Condition. A general statement is given in the next section, but with our equal covariance Gaussian model, it is simple to obtain. Suppose we randomly permute the population label i ∈ {1, 2} in the
Then no matter what is the subset C m for which the null hypotheses are true, the joint distribution
It will be the distribution of independent and identically distributed multivariate normal observations with mean vector µ 1 (x k ) = µ 2 (x k ), x k ∈ C m and a covariance matrix determined from the assumed common covariance function.
We now describe the WYRM starting from the sorted p-values as in the Holm's method:
. Let π be the permutation that maps the original grid sequence onto sorted p-value sequence, i.e. p (j) = p(x π(j) ). Now, randomly permute data between the two populations (call the resulting data set a randomized data set). We will denote quantities computed from such a randomized data set with superscript * . Let p * (j) , j = 1, . . . , m be the p-values computed from the randomized data set put in the same order as the sorted p-values for the original data set, i.e. p * (j) = p * (x π(j) ). We repeat the randomization many times, say N times, to get an array of such randomized p-values, {p * (i), : j = 1, . . . , m and = 1, . . . , N }. Next, compute q * (j), = min{p * (s), : s ≥ j} for all = 1, . . . , N . Now, the corrected p-values corresponding to the p (j) 's are
where I[A] denotes the indicator random variable for the event A. Find the smallest j, call it j + , such that r (j) > α. Reject H 0 (x j ) for all j satisfying r (j) < r (j + ) , and accept all other H 0 (x j ).
Let j † be given by p(
It has been shown that (Westfall and Young, 1993 ) the WYRM controls the FWER to be less than or equal to α, since
We will show in the next section that as the number of evaluation points m → ∞, the set {r 
Theoretical Results
In this section, we assume a very general setup. We denote the functional data by y k (x), x ∈ D, where k may be a vector index (e.g., k = (i, j) with i = 1, 2 and j = 1, . . . , n i for a two sample setup). We let Y (x) denote the vector-valued function obtained by "stacking" the values of y k (x) in some convenient way. We suppose that at each x, there is a null hypothesis
). There will also be a corresponding alternative hypothesis
, of course, but it will not generally be mentioned. We suppose further that there is a test which can be summarized as a p-value p(x). We assume that for each x, p(x) is a valid p-value, i.e., if H 0 (x) is true, then the distribution of p(x) is stochastically greater than uniform.
Now we state the permutation pivotality condition. Let
Assume G is a group of transformations that acts on vectors of the same dimension as Y (x) through permutations on the indices k. We suppose that
Here, it suffices to understand the equality to mean equality of all finite dimensional distributions. Since C is not known, this condition must hold for all possible C as well.
Let p * (x) be the p-value function computed from the permuted data obtained by selecting an element of G at random. Always p(x) will denote the p-value function from the original data. Let P * be the probability measure associated with the random p * 's. More precisely, P * [A] is the probability measure conditional on the original data Y (x) : x ∈ D which measures the proportion of the randomized p-values p * (x) satisfying the criteria in A.
where we typically take D m to be finite (e.g., the number of elements in D m is m).
Note that r (j) defined in (2) has the relation r (j) = r m (p (j) ), and we have already named the r (j) a (discrete) corrected p-value. Call r(p(x)) the continuum corrected p-value.
We now give a theorem that shows the continuum corrected p-value is a valid p-value for the continuum of multiple comparisons.
Theorem 1. Let
be the smallest p-value for which H 0 is true. Then
Proof. Define p * 0 = inf x∈C p * (x), and let F * be the permutation c.
By permutation pivotality,
Since P * is the conditional permutation distribution given the original data
and since F * is the (coniditional) c.d.f. of the random variable p * 0 (given the data), it follows that F * (p * 0 ) is stochastically larger than a uniform [0, 1] random variable, i.e., P * [F * (p * 0 ) ≤ α] ≤ α, (Casella and Berger, 2002) . Therefore,
as was claimed.
To see how the previous result can be used, consider
Then by the previous theorem,
Thus, if we reject H 0 (x) for all x ∈ R(α), the FWER will be ≤ α.
Now we consider the behavior of r
i.e. that r m (θ) is nondecreasing and bounded by r(θ), so there is a limit
Ideally we would have r ∞ (θ) = r(θ), but in fact r ∞ (θ) < r(θ) is possible. Be-
The following result shows that with a minor modification, we can achieve a bracketing of the continuum corrected p-value through limits of the discrete corrected p-values.
Then for every > 0, r m (θ, ) converges to a limit r ∞ (θ, ) as m → ∞, and
Proof. For each fixed θ and , we can easily see that r m (θ, ) is an increasing sequence in m and converges to some limit r ∞ (θ, ) as in the derivation of (4). Now, for every > 0, we have
and since r ∞ (θ, ) is decreasing as ↓ 0, the theorem follows. 
Simulation
Now, we present a small simulation of the WYRM applied to functional data. We used the mt.minP function in multtest library of R to perform the calculations. Each example consists of two independent samples of functional data simulated from a Gaussian process with the same covariance. In each example, the first sample has zero mean and the second has a nonzero mean function.
To obtain (approximately) zero mean Gaussian functional data, we gen- formulae for µ 2 for each example is presented in Table 1 and their graphs are presented in Figure 1 . In each example, we first compute uncorrected p-values (see Figure 2 ) using a two sample t-test at each of the 1,000 x grid 
Conclusion
We have shown that the WYRM applied to functional data works well even as the grid of evaluation points is refined so that the number of pointwise 
