Constraint-based reasoning is a problem-solving approach based on deductive reasoning. In this approach, a problem is modeled in terms of hypotheses and conclusion constraints, and it is solved via constraint satisfaction. The ability to handle linear and nonlinear algebraic constraints is essential for successful application of constraint-based reasoning in engineering. Due to the scarcity of algebraic techniques for satisfying nonlinear constraints, little attention has been paid to the use of constraint-based reasoning for solving nonlinear problems. This paper examines the use of the Grobner Bases method for satisfying nonlinear constraints in the context of constraint-based reasoning. After a brief introduction to the Grobner Bases method and its role in constraint-based reasoning, two examples are presented. The first example illustrates the use of Grobner bases, in the context of constraint-based reasoning, for reasoning about the behavior of beams. The second example illustrates the geometry configuration of truss structures via constraint-based reasoning.
INTRODUCTION
The field of artificial intelligence offers conceptual views, computational approaches, and techniques that facilitate problem-solving automation. Based on a unifying conceptual view, the constraint-based approach provides formal techniques suitable for automated problem solving. According to this approach, problem solving is a two-step process: problem representation and manipulation. First, the relationships among the problem attributes are represented in terms of constraints. Then, the problem solution is obtained by manipulating (satisfying) the constraints. In the constraintbased approach, the human problem solver is responsible primarily for the representation step; the manipulation step is handled by the machine. Hence, from the human problemsolver's perspective, the task of automation is (theoretically) reduced to the task of defining problems using declaratively stated constraints.
Background: Constraint-based reasoning
Two pioneering works in the area of constraint-based reasoning are those of Sutherland (1963) and Borning (1979) .
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They used constraints for constructing and interactively manipulating graphical drawings. One of the first attempts to declaratively represent and process engineering constraints was that of Sussman and Steele (1980) , who showed how the analysis and synthesis of electrical networks can be accomplished using algebraic manipulation of constraints. A general approach to architectural design using constraints was proposed by Gross (1986) . Constraint-based scheduling automation was studied by Navinchandra (1986) . A use of constraints for truss design was examined by Chan (1986) . A more general constraint-based formulation for the design of truss structures was proposed by Rasdorf (1989, 1990) . Geometric modeling in computeraided design (CAD) systems via constraint processing was investigated by Suzuki (1990) . An application of constraints for reasoning about time and space was reported by Guesgen and Hertzberg (1993) . An application of constraints for discrete system configuration and floor-plan layout was presented by Dahl (1993) . Aconstraint formulation for road layout design was developed by Ervin and Gross (1987) , whose formulation involves nonlinear constraints that are satisfied using numeric techniques. In a related work, de la Cruz and coworkers (1995) investigated constraintbased highway design.
Constraint satisfaction, the essence of constraint-based problem solving, entails manipulating constraints using algebraic and nonalgebraic (search-based) techniques. As many engineering problems are modeled using algebraic constraints, the use of algebraic constraint satisfaction techniques is essential for engineering problem-solving automation. Both linear and nonlinear constraints are abundant in engineering problems, and the use of techniques for satisfying linear constraints for solving engineering problems has been investigated extensively. However, due to the scarcity of algebraic techniques for satisfying nonlinear constraints, little attention has been paid to solving nonlinear problems. This paper focuses on this important problem.
Background: Grobner Bases
In 1965, Buchberger reported an algorithm for computing a standard basis (also called the Grobner Basis) for a set of polynomial equations such that each of the polynomials can be expressed as a combination of the elements of the Grobner Basis. The Grobner Bases method has been viewed primarily as an algebraic technique for solving geometry problems. For the theory of Grobner Bases and its applications in mathematics, consult Adams and Loustaunau (1990) and Cox et al. (1991) .
The use of the Grobner Bases method in engineering is relatively new, and very few engineering applications of this method are reported in engineering literature. One reported application is the solution to the problem of determining distances and angles of the robot joints that result in a given position and orientation of the end-effector (see Buchberger, 1990) . Also, Ioakimidis (1993 Ioakimidis ( ,1994 Ioakimidis ( ,1995 has shown application of the Grobner Bases method to several problems in the area of engineering mechanics. This paper examines the use of the Grobner Bases method for reasoning about the behavior of beams and for configuring truss geometry. The paper consists of eight sections. Section 2 defines the terms "constraints" and "constraintbased reasoning." Section 3 discusses the specific case of reasoning with nonlinear constraints. Section 4 briefly describes the Grobner Bases method. Section 5 and 6 deal with the two applications of this method. Section 7 provides a discussion on the use of Grobner Bases for constraint-based reasoning in engineering.
A subset of C is set D = {(2,2),(3,3)}. This set contains pairs (x, y) that are related to each other in a specific way (i.e., x = y)\ D is called a relation. This relation is a binary one, since it defines a relationship between two variables (i.e., x and y). In general, relations are sets of n-ary elements defining relationships among n variables.
A constraint is a computable expression that evaluates to true for the elements of a relation and evaluates to false for elements not belonging to the relation. Hence, a constraint is a means of deciding whether or not an element belongs to a relation. Consider constraint x -y, where x and y are defined over sets A and B, respectively. The constraint evaluates to true for pairs (2,2) and (3,3), and it evaluates to false for all of the other pairs in C.
Let X n = (JCI , JC 2 , --., x n ) denote an n-ary tuple of variables where each variable x h i = 1,2,..., n, takes its values from a set. An n-ary tuple with known values is called an instantiated tuple. A partially instantiated tuple is one with one or more uninstantiated variables. Let 2T(X,,) denote a constraint among n variables. The processing of 2T(X,,) yields either true or false, if X n is an instantiated tuple. This is called constraint evaluation. If X n is partially instantiated, then constraint processing "solves" the constraint and returns a condition under which the tuple belongs to the underlying relation. This is called constraint satisfaction.
Consider relation D given above. The constraint manifestation of this relation is:
Given the pairs (1,1), (1,2), and (2,2), constraint processing lends itself to constraint evaluation. The result of each evaluation is as follows:°T
Now, consider pairs (2,y) and (JC, 3) ; these are partially instantiated tuples. Here, constraint processing involves determining the conditions that make these tuples belong to relation D. This constraint satisfaction process yields:
CONSTRAINTS AND CONSTRAINT-BASED REASONING
Defined among a set of variables, a relation is a subset of all of the possible combinations of the values that can be assigned to the variables. Consider sets A = {1,2,3} and B = {2,3,4}, each consisting of three elements. Let x be a variable defined over A and y a variable defined over B. Then, all of the possible combinations of x and y (called the Cartesian product of A and B) are:
Note that the computed conditions are constraints themselves. In general, constraint satisfaction transforms a constraint into a simpler form that must be satisfied in order for the partially instantiated tuple to belong to the underlying relation.
The modeling of a problem in terms of constraints and solving it via constraint satisfaction is called the constraint-based approach to problem solving. Constraintbased reasoning is a manifestation of this approach.
Constraint-based reasoning can best be described in terms of deductive reasoning.
Deductive reasoning is the process of determining the validity of an assertion (called a conclusion) from what is believed to be true (hypotheses). When the hypotheses and conclusion are expressed as constraints, deductive reasoning is called constraint-based reasoning. The process of constraint-based reasoning lends itself to determining the truth (satisfiability) of the conclusion from the hypotheses.
Generally, constraints can be classified as algebraic and nonalgebraic. An algebraic constraint is subject to algebraic manipulation, whereas a nonalgebraic constraint usually is manipulated using search techniques. This paper deals with the use of algebraic constraints only.
REASONING WITH NONLINEAR CONSTRAINTS
Consider a system of hypothesis constraints and a conclusion constraint defined over the domain of real numbers. Let *P and £ denote the hypothesis and conclusion constraints, respectively, and let n be the number of variables appearing in ^ and f. Then, the solution space defined by \P is a possibly infinite set of «-ary tuples such that each tuple (a, ,a 2 , •. -, a,,) satisfies the hypothesis constraints. Let this solution space be denoted by V(t). The f's solution space is defined similarly and is expressed as V(£). The determination of the satisfiability of £ with respect to ¥ leads to one of the following cases:
Case 2: D This case occurs when V(^) is contained in V(f); that is, the solutions to W are also solutions to £.
Case 3:
where S C Case 2 occurs when V(¥) and V(£) overlap; that is, only a subset of the solutions to ^ satisfies £. This subset (denoted by 5) can be defined using additional constraints.
V(V) n V(£) = 0.
This occurs when V(W) and V(£) have an empty intersection; that is, ^ and £ do not share a solution space.
These cases are shown graphically in Figure 1 .
Due to the possibly infinite size of a solution space, it is impractical to determine constraint satisfiability by performing the set intersection operation associated with Cases 1, 2, and 3 above. Instead, algebraic techniques can be used for this purpose.
If ¥ and jj are polynomials, the above set-oriented formulation can be written in algebraic form as shown below.
Case 1: This is the case where the solutions of "9 are also solutions of £. Therefore, (; can be written Case 2: This is the case where M* and £ share a solution space. This space (S), which is a subset of V(¥), is formed by adding a constraint (r) to ¥ . Therefore, £ can be expressed as:
where r is a polynomial.
Case 3: This is the case where £ cannot be expressed in terms of ¥ for any choice of h t s. That is, or, equivalently, where c is a nonzero constant. When constraints are polynomial equations, constraintbased reasoning can be performed by expressing the conclusion polynomial in terms of the hypothesis polynomials. If this cannot be accomplished (Case 3), then the conclusion does not follow from the hypotheses; otherwise, it does (Cases 1 or 2), either directly (Case 1) or under an additional constraint (Case 2). Let us illustrate this point using a simple example. Consider the hypothesis polynomials ^ = {ip u tl/ 2 }, where polynomials. The Grobner Bases method is briefly discussed below.
GROBNER BASES METHOD
if/ 2 -x x x 2 -1 = 0 .
Let the conclusion polynomial be £ = x\ -x 2 • This polynomial can be written, in terms of 1 P', as:
where h x = x x and h 2 = x 2 .
Therefore, it follows that £ is a conclusion of ^. Now consider another conclusion polynomial: £ = x x x\ -2. This polynomial can be expressed as:
where h x = -x x x 2 , h 2 = x \ , and r -x \ -2.
Therefore, £ follows from ^ if and only if x\ -2 = 0.
Finally, consider conclusion polynomial £ = x\ -x 2 + 1. In terms of ^, this polynomial becomes:
where ^ = x x and /i 2 = x 2 .
As 1 0, ^ does not share a solution space with "V. The representation of the conclusion polynomial in terms of the hypotheses can be accomplished via polynomial division. Consider two hypothesis polynomials \p x and if/ 2 , and a conclusion polynomial £. Then, where r is the remainder of dividing £ by i/f,, and /t, is the quotient of the division. Subsequently, r can be divided by i// 2 , yielding:
where r is the remainder of dividing £ by </f, and (/f 2 . This remainder contains sufficient information for deciding whether or not the conclusion follows from the hypotheses.
This polynomial division process, however, is sensitive to the order in which hypothesis polynomials are used to reduce the conclusion polynomial. Consider the hypothesis polynomials ip x and ifi 2 given in the above example and the conclusion polynomial £ = x\ x 2 -*,. If i/r 1 is used first to reduce £, the computed remainder is r = x\ -x x . However, if 1^2 is u s e d first, the remainder of dividing £ by if/ x and if/ 2 vanishes. Hence, polynomial division does not provide a suitable decision procedure for constraint-based reasoning. The Grobner Bases method can solve the problem effectively. A set of hypotheses polynomials can be transformed into another set of polynomials called a Grobner Basis. The remainder of the division of a conclusion polynomial by a Grobner Basis is unique and independent of the order of The set of all polynomial consequences of ^V is called an ideal (Cox, 1991 A Grobner Basis for ip x and tp 2 is:
The division of f= x x x 2 -x x by <f> x and <f> 2 yields a zero remainder regardless of the order in which the two polynomials are divided into/ Since {<f> x ,<f> 2 } is a Grobner Basis for {<A,,
The computation of a Grobner Basis of an ideal defined by a non-Grobner Basis requires the computation of 5-polynomials. Let ip t and if/j be two polynomials in a set of polynomials (^). Then, the 5-polynomial of (//j and if/j, denoted by S(tp h il/j), is:
where X is the least common multiplier of the leading monomial of if/1 and the leading monomial of ij/j. In the above expression, "If denotes the polynomial's leading term. The computation of a Grobner from a non-Grobner Basis involves:
1. computing the S-polynomial of two arbitrary polynomials from the non-Grobner Basis ( 1 P), and 2. reducing the S-polynomial using ty.
If the remainder of this reduction is a nonzero polynomial of degree one or higher, it is added to ¥ . This process is repeated until the remainder of the reduction of each pair of 5-polynomials using ¥ vanishes. The resulting set is a Grobner Basis. Term ordering plays an important role in the computation of Grobner Bases. The Buchberger algorithm requires that the terms of polynomials be arranged in increasing or decreasing order. This ordering can be done in different ways. Three widely used term-ordering schemes are lexicographic, degree lexicographic, and degree reverse lexicographic (see Adams, 1990) . Herein, lexicographic term ordering is used.
For illustration purposes, consider the process of computing a Grobner Basis for a polynomial set "9 = {(^, ,(^2}' where Here, lexicographic term ordering with *, > x 2 is used. This process begins by computing the S-polynomial for the pair ((/>, ,ifj 2 ), as shown below: r X\ -0 = *. -Then, the S-polynomial is reduced using V. This reduction involves dividing the S-polynomial by the elements of "9 and determining the remainder of the division. This can be viewed as representing the S-polynomial in terms of (// { and t// 2 , as shown below:
The outcome of the reduction process is the remainder (r). An algorithm for multivariable polynomial division is presented by Adams (1990) . The division of S(iA,,iA 2 ) by ¥ yields polynomial X\ -x\. As this remainder is not zero, it is added to ty; that is,
where >p x and ip 2 are as given before and if/ 3 = x x -x\.
The addition of ifi 3 to ^9 introduces two new pairs of polynomials: (t^!,^f 3 ) and (if/ 2 ,i// 3 ). The first pair has the following S-polynomial:
The reduction of this polynomial using "9 yields the zero polynomial. The second pair has the following S-polynomial:
The reduction of this polynomial using M* yields the polynomial x\ -1. Since this remainder is not zero, it is added to set ¥ ; that is, * = ty,,fa,fa,<M-This modification to *9 introduces three new pairs of polynomials: {>p\,if/ 4 ), (ip 2 ,iff 4 ), and (ifi 3 ,t// 4 ). TheS-polynomials of these pairs are
The reduction of each of these polynomials using "9 yields the zero polynomial. Hence, {II/ 1 ,(// 2 ,I// 3 ,IIJ 4 } is a Grobner Basis.
If there are two distinct polynomials i/f, and tf/j in a Grobner Basis such that the leading power product of if/j divides the leading power product of i/*,-, then i/>, -can be removed from the basis. The removal of all such polynomials results in a minimal Grobner Basis. A minimal Grobner Basis has the same properties as its source Grobner Basis. Since the leading power product of tfi 3 (i.e., x x ) divides the leading power products of i/», (i.e., x\) and 1/^ (i.e., x x x 2 ), both polynomials can be removed from the computed Grobner Basis. The remaining two polynomials (i.e., iji 3 and ip 4 ) in "9 form a minimal Grobner Basis. The Grobner Bases given in this paper are all minimal Grobner Bases.
Grobner Bases for constraint-based reasoning
To determine whether a conclusion polynomial (£) is true with respect to hypothesis polynomials (^), first a Grobner Basis of M* is computed and then £ is divided by the Grobner Basis. If the remainder of this division is zero, £ is a conclusion of ¥ (see Case 1 in Section 3). If the remainder of the division is a polynomial of at least degree one, then £ is a conclusion of "9 if the remainder vanishes (see Case 2 in Section 3). If the remainder is a constant different than zero, £ is not a conclusion of "9 (see Case 3 in Section 3).
Alternatively, the satisfiability of £ with respect to "9 can be determined in the following manner. Compute a Grobner Basis of ^ U £. If the computed Grobner Basis is empty, then £ is not a conclusion of "9 (Case 3); otherwise, £ is a conclusion of "9 (Case 1 or 2). The elements of the computed Grobner Basis are the conditions that must hold true in order for £ to be a conclusion of W. This alternative approach is used in this paper.
Grobner Bases for solving systems of nonlinear equations
As discussed above, the use of the Grobner Bases method facilitates the process of constraint-based reasoning. Grobner Bases also permit systems of nonlinear polynomial equations to be solved in a direct, noniterative manner. Consider the three polynomial equations Such systems of equations usually are solved using iterative techniques such as the Newton-Raphson method. The Grobner Bases method is an alternative approach for solving this system. A Grobner Basis for the above set is
Note that the last polynomial is in terms of c only. Hence, c can be computed directly using this polynomial. Once c is computed, the remaining variables can be determined easily using the other polynomials.
Computing Grobner Bases via factorization
The determination of a Grobner Basis may be computationally intensive since it involves computing and reducing S-polynomials many times. The following strategy may prove useful in this regard. Consider polynomials {q x ,q 2 ), where q x = h x t x and q 2 -h 2 t 2 ; that is, each polynomial is factorized into two polynomials. Then,
•D
V{q u q 2 ) = U V(h u t 2 ) U V(t u h 2 ) U V(t u t 2 ).
Therefore, a Grobner Basis of {q x ,q 2 } is the union of Grobner Bases of {h x ,h 2 }, {h x ,t 2 },{t x ,h 2 }, and {t x ,t 2 }. The computation of a Grobner Basis for the polynomial set {/?, ,p 2 ,p 3 } given above based on this factorization approach yields four sets of polynomials. They are
These sets contain all of the solutions of the original set of polynomials. In the following sections, this factorization approach is utilized for computing Grobner Bases. 
REASONING ABOUT BEHAVIOR OF BEAMS
Consider the beam shown in Figure 2 . In this section we show how the behavior of such structural systems can be modeled systematically using constraints and how the method of Grobner Bases can be used to reason about their behavior.
Utilizing the general displacement formulation of the finite-element method, the beam is discretized into three segments of variable lengths. Each beam segment is assumed to have four degrees of freedom: two vertical displacements and two rotations at the ends of the segment, and at each end there is a vertical force and a bending moment. The relationships among the forces and displacements are expressed as a system of polynomial equations. For a typical beam segment, these equations, in matrix form, are where 5,-= £W, and w = M l 2. Four such polynomials can be generated for each beam segment in the structure. For segment AB, where length equals iL and 5, = S 2 = 0, the polynomials are Fig. 3 . Nodal displacements and forces associated with a beam segment. Herein, we use 8^ to denote 5, for member y and/-,-to denote / for member j . For segment BC, where the length equals (j -i)L and 5 3 = 0, the polynomials are
Constraint-based reasoning
For segment CD, where the length equals (1 -j)L and 5, = 0, the polynomials are
Displacement compatibility at the joints of the structure can be maintained by imposing the following constraints: patibility, and force equilibrium at the joints of the structure. It is possible to automatically generate these constraints from a declarative description of the structure. Once they are generated, constraint-based reasoning can be used to answer questions about the behavior of the structure. Consider the following questions: Note that in each set the very last polynomial is in terms of j only, and only i and ; appear in the last two polynomials. Each of these pairs, which defines a portion of the solution space, can be easily solved for relevant / and; values. These values are tabulated in Table 1 . Note that Sets 2 and 3 yield more solutions than what is depicted in Table 1 This answer polynomial indicates four conditions that yield a zero moment at the fixed end. These are
• No load applied to the beam (w = 0).
• Beam has zero length (L = 0).
• The hinge is placed at the left end of the beam (i = 0).
• The hinge and the roller are placed such that ij -2; + 1 = 0 .
Question 3: The answer to this question does not require formulating any conclusion polynomials. To find the answer to this question, it is sufficient to compute a Grobner Basis of {c u c 2 If we take the displacements and forces as the unknowns and w, L, i, and j as knowns, then the above set of polynomials can be viewed as a triangulated system where the first equation contains only one unknown, the second equation has two unknowns, and so on. This triangulated system can be solved for the unknowns via back-substitution, which is very similar to the Gaussian elimination method for solving systems of linear equations.
GEOMETRIC CONFIGURATION OF TRUSS STRUCTURES
Geometric configuration of truss structures is another application of the Grobner Bases method. When the joint coordinates of a truss structure are variable, the equilibrium equations become a set of nonlinear constraints. These can be taken as the hypothesis constraints. To configure the truss structure so that certain conditions are met, the conditions can be formulated as conclusion polynomials and their satisfyability with respect to the hypotheses can be determined. This problem can be solved using Grobner Bases. Consider the truss structure shown in Figure 4 . As this structure is statically determinate, the method of joints is used to model the system in terms of constraints. For sim- plicity, we take advantage of the symmetrical nature of the structure in this formulation. More general constraint formulation can be obtained using the displacement method.
For the joint connecting members 1 and 3 (at the left support) the equilibrium conditions yield:
The first two equations above are the equilibrium equations for the joint, and the last three equations define the sine and cosine of the angle between members 1 and 3 in terms of the members' lengths. A ti is the cosine of the angle, A J , | is the sine of the angle, and L x is the length of member 1. For the joint that connects members 1, 2, and 4, the following constraints are obtained:
The first two equations above are the equilibrium conditions for the joint, and the last three equations define the sine and cosine of the inclination angle of member 2. X x2 is the cosine of the angle, A y2 is the sine of the angle, and L 2 is the length of member 2.
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The constraints for the joint connecting members 3, 4, 5, and 6 are
Similar to the other joints, the first two equations are the equilibrium conditions for the joint, and the last three equations define the sine and cosine of the inclination angle of member 5. A^ is the cosine of the angle, A yj is the sine of the angle, and L 5 is the length of member 5. Suppose that we are interested in determining a configuration that makes all of the member forces equal in magnitude when q = 1 and L = 2. That is, determine i and h such that |/! | = |/ 2 | = • • • = | / j ! | . This can be expressed as a set of polynomials, and its satisfyability can be determined using Grobner Bases. The computation of a Grobner Basis for this conclusion yields an empty set, meaning that there is no solution to the posed problem.
Consider the less restricted problem of determining the truss geometry in terms of i and h such that all of the interior members (4,5,10,11) have the same force magnitude. This problem can be solved by first formulating appropriate conclusion polynomials and then computing a Grobner Basis for the set consisting of the conclusion polynomials and Table 2 .
DISCUSSION
Formal deductive reasoning involves using a deductive logic to infer conclusions from hypotheses. This process can be characterized by:
1. the representation of the conclusion and hypotheses as logical expressions, and 2. the mechanical use of the rules of logical inference for determining the truth of the conclusion from the hypotheses. 
A A
Hence, any problem that is correctly modeled as a set of hypotheses and a conclusion, and represented as logical expressions can be solved automatically via deductive reasoning. The process of solving such problems is said to involve (automated) reasoning. When the conclusion and hypotheses are expressed as constraints and logical inference is carried out via a constraint-satisfaction technique, the process is said to involve constraint-based reasoning. This paper presented the Grobner Bases method as a constraint-satisfaction technique and provided two examples on the use of the method in the context of constraintbased reasoning. In Section 5, the behavior of a beam was modeled as a set of (hypotheses) constraints, and several questions were posed as conclusion constraints. The problem then was solved (the questions were answered) using the method of Grobner Bases. In Section 6, the process of configuration a truss structure via constraint based reasoning was illustrated. Constraint satisfaction is a central task in constraintbased reasoning. A system of constraints is satisfiable when it has a nonempty solution space. The problem of deciding the satisfiability of a system of constraints is different than that of solving the constraint system. The former deals with determining whether or not a nonempty solution space exists, while the latter involves determining the points constituting the solution space. The Grobner Bases method, devised by Buchberger, makes it possible to solve both problems when the constraints are polynomial equations.
The Buchberger algorithm has, in the worst case, double exponential complexity. As the degrees of polynomials increase, the need for computing resources (i.e., memory and CPU time) grows very rapidly. The memory and time requirements of the algorithm are, however, very sensitive to the term-ordering scheme used. For example, the computation of the Grobner Basis for Question 1 of Section 5 using lexicographic term ordering consumed approximately 3 seconds of CPU time of a Pentium-based PC. Approximately 1178 seconds of CPU time is needed for the same computation, using the same machine, if the reverse graded lexicographic term ordering is used. This is an increase of about 39000 percent. Improving the efficiency of Buchberger algorithm by changing the term ordering during the computation is discussed by Gritzmann and Sturmfels (1993) . Other ways for improving the efficiency of the algorithm include its parallelization (Schwab, 1992) and the use of distributed machines for computing Grobner Bases (Sawada, 1994) .
The Buchberger algorithm for computing Grobner Bases works in the field of complex numbers (C). When the hypothesis and conclusion polynomials have their solutions in the field of real number (R), the satisfiability of the polynomials may not be decidable using Grobner Bases. For example, suppose that we would like to know whether x 2 + y 2 = 0 and xy = 1 share the same solution space in R. To answer this question one can compute a Grobner Basis of the two polynomials. If this basis is empty, then no common solution space exists. The computed Grobner Basis is {x + y 3 , y 4 + 1}. The implication of this is that a solution space exists in C. This solution space, however, does not necessarily extend to R, since R is a subset of C. Note that although the computed Grobner Basis is nonempty, the two polynomials have no common solutions in R. The solution space for the two polynomials is (T(72/2)(l ± i), +(Jll 2)(1 T /)). This, however, appears to be a minor limitation of the Grobner Bases method. As has been illustrated in this paper, when necessary, the polynomial roots can be computed in order to correctly decide whether the problem has solutions in R.
The need for handling inequality constraints arises in many engineering design problems. Since the Grobner Bases method cannot handle such constraints, techniques such as cylindrical algebraic decomposition due to Collins (1975) in conjunction with Grobner Bases are being investigated (see Hong, 1993 ). An alternative (probably more efficient but less general) technique for constraint-based reasoning with nonlinear polynomials is a method devised by Wu (1978) . The use of this method for proving complex geometry theorems is demonstrated by Chou (1985) . Its use in engineering is yet to be examined.
To develop systems that can perform nontrivial reasoning about engineering problems, an appropriate computational framework is needed. It appears that the declarative "logicbased" approach augmented with appropriate computational mechanisms (e.g., algebraic techniques for handling nonlinearity) is such a framework. An important research objective in this area is assessing the suitability of Grobner Bases and other related techniques for automated reasoning with nonlinear constraints. To this end, it is necessary to first establish the engineering applicability of such techniques. In addition to placing the Grobner Bases method in the framework of constraint-based reasoning, this paper illustrates two structural engineering applications of constraint-based reasoning via Grobner Bases.
