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A simple class of algorithms for the efficient computation of the Hurwitz zeta and related
special functions is given. The algorithms also provide a means of computing fundamental
mathematical constants to arbitrary precision. A number of extensions aswell as numerical
examples are briefly described. The algorithms are easy to implement and compete with
Euler–Maclaurin summation-based methods.
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1. Introduction
In this paperwepresent efficient algorithms for computing the Riemann andHurwitz zeta functions in the complex plane.
The algorithms are particularly useful if the domain of interest does not lie far from the real axis. These methods extend the
work of Borwein [1], are easily implemented, and at least in the absence of the precomputation of the Bernoulli numbers,
are often superior to commonly used Euler–Maclaurin summation-based methods. We recall that the latter computational
methods are implemented in the readily available symbolic computing programsMaple, Mathematica, and Pari [4]. Because
of the second complex parameter in the Hurwitz zeta function, special cases of this function lead also to useful results for
other special functions and numbers, including the polygamma functions ψ (j), the generalized harmonic numbers H(r)n , the
Euler constant γ , and the Stieltjes constants. Because Dirichlet L functions may be written as a combination of Hurwitz zeta
functions, the algorithms are also relevant to those functions.
The Hurwitz zeta function, defined by ζ (s, a) = ∑∞n=0(n + a)−s for Re s > 1 and Re a > 0, extends to a meromorphic
function in the entire complex s-plane. This analytic continuation to C has a simple pole of residue one. This is reflected in
the Laurent expansion
ζ (s, a) = 1
s− 1 +
∞∑
n=0
(−1)n
n! γn(a)(s− 1)
n, (1)
wherein γk(a) are designated the Stieltjes constants [2,3,7,9,11,13] and γ0(a) = −ψ(a), where ψ = 0′/0 is the digamma
function. In certain special cases including a = 1/2 and a ≥ 1 a positive integer the Hurwitz zeta function may be written
in terms of the Riemann zeta function ζ (s).
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2. Algorithms for computing the Riemann and Hurwitz zeta functions
We begin with a simple algorithm for computing the Riemann zeta function and then go on to new algorithms for the
Hurwitz zeta function. As another specific choice of polynomial pn(x) =∑nk=0 akxk of degree n in Algorithm 1 of Ref. [1] we
propose the associated Laguerre polynomials Lαn (x) [12]. For this family of orthogonal polynomials we have
ak = (−1)k
(
n+ α
n− k
)
1
k! , L
α
n (−1) =
n∑
m=0
(
n+ α
n−m
)
1
m! > 0. (2)
In particular, we take α = 0, and put
cj = (−1)j
[
j∑
k=0
(−1)kak − Ln(−1)
]
, (3)
and
En(s) = 1Ln(−1)(1− 21−s)
1
0(s)
∫ 1
0
Ln(x)
x+ 1 (− ln x)
s−1dx, (4)
with 0 the Gamma function. We then have
Proposition 1. For σ = Re s > 0 we have
ζ (s) = − 1
(1− 21−s)Ln(−1)
n−1∑
j=0
cj
(j+ 1)s + En(s), (5)
with, as n→∞,
|En(s)| ≤ Cn1/4e−2
√
n (1+ |t|/σ)epi |t|/2
|1− 21−s| , (6)
where t = Im s and C is an absolute constant.
When we write of Algorithm a in this paper, it refers to the corresponding Proposition a with the error term with
integral omitted in the computation. An estimate of the error term may be used to decide upon the polynomial degree
n for a given desired accuracy. The emphasis of this paper is a mathematical description, with the resulting algorithms and
implementations implied.
Algorithm 1 and those of Ref. [1] are based upon the alternating form of the zeta function. Hence we immediately gain
convergence for σ > 0.
Of the many possible generalizations of Ref. [1], we first present the following instance for the Hurwitz zeta function.
Proposition 2. For pn(x) =∑nk=0 akxk an arbitrary polynomial of degree n with pn(1) 6= 0, let
cj =
j∑
k=0
ak − pn(1), 0 ≤ j ≤ n− 1. (7)
Put
In(s, a) = 1pn(1)0(s)
∫ 1
0
xa−1pn(x)
1− x (− ln x)
s−1dx. (8)
Then for at least Re s > 1 and Re a > 0 we have
ζ (s, a) = − 1
pn(1)
n−1∑
j=0
cj
(j+ a)s + In(s, a). (9)
Corollary 1. For integers m ≥ 1 and Re x > 0 we have
ψ (m)(x) = (−1)m+1m!
[
− 1
pn(1)
n−1∑
j=0
cj
(j+ x)m+1 + In(m+ 1, x)
]
. (10)
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Proposition 3. For pn(x) =∑nk=0 akxk an arbitrary polynomial of degree n with pn(−1) 6= 0, let
cj = (−1)j
[
j∑
k=0
(−1)kak − pn(−1)
]
, 0 ≤ j ≤ n− 1. (11)
Put
In(s, a) = − 2
s
pn(−1)0(s)
∫ 1
0
xa−1pn(x)
1+ x (− ln x)
s−1dx. (12)
Then for Re s > 0 and Re a > 0 we have
ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)
= 2
s
pn(−1)
n−1∑
j=0
cj
(j+ a)s + In(s, a). (13)
Notice that the singular (polar) part has been cancelled in the left side of Eq. (13). This leads to:
Corollary 2. We have (a)
ψ
( a
2
)
− ψ
(
a+ 1
2
)
= 2
pn(−1)
n−1∑
j=0
cj
(j+ a) + In(1, a), (14)
and (b) for r ≥ 1 an integer
(−1)r
[
γr
(
a+ 1
2
)
− γr
( a
2
)]
= 2
pn(−1)
r∑
m=0
(−1)m
( r
m
)
lnr−m 2
n−1∑
j=0
cj
(j+ a) ln
m(j+ a)+
(
d
ds
)r
In(s, a)
∣∣∣∣
s=1
.
(15)
We recall that a standard (fundamental) interval for the Stieltjes constants may be taken to be of length 1/2 [2,5], and
Eq. (15) plainly exhibits this.
Along with the proofs of these propositions we discuss various special cases, corollaries, and extensions.
3. Proofs of Propositions 1 and 2
For Proposition 1 we need to bound the error term En(s). We have
|En(s)| ≤ 1Ln(−1)|1− 21−s|
1
|0(s)|
∣∣∣∣∫ 1
0
(− ln x)s−1
x+ 1 dx
∣∣∣∣ , (16)
wherein we used |Ln(x)| ≤ 1 on [0, 1]. By the asymptotic form of Lαn (x) as n→∞ or otherwise [12], we have 1/Ln(−1) ≤
Cn1/4 exp(−2√n), where the constant C > 0 does not depend upon n. By a product representation of the 0 function [1] we
have ∣∣∣∣ 0(σ )0(σ + it)
∣∣∣∣2 = ∞∏
n=0
[
1+ t
2
(σ + n)2
]
, (17)
giving ∣∣∣∣ 0(σ )0(σ + it)
∣∣∣∣ =
(
1+
(
t
σ
)2)1/2 ( ∞∏
n=1
[
1+ t
2
(σ + n)2
])1/2
≤
[
1+ (t/σ)2
pi |t|
]1/2
(sinhpi |t|)1/2
≤
(
1+ |t|
σ
)
exp(pi |t|/2). (18)
For the integral factor in Eq. (16) we have∣∣∣∣∫ 1
0
(− ln x)s−1
x+ 1 dx
∣∣∣∣ ≤ ∫ 1
0
(− ln x)σ−1dx = 0(σ ), (19)
and its combination with Eqs. (16) and (18) gives Proposition 1.
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Remark. Our Algorithm1uses the confluent hypergeometric polynomials Lαn (x) =
( n+α
n
)
1F1(−n, 1+α, x)while Algorithm
2 in Ref. [1] uses the Gauss hypergeometric polynomials (−1)n cos(2n sin−1√x) = (−1)n 2F1(n,−n, 1/2, x) that are
shifted Chebyshev polynomials. Very closely related to the α = ±1/2 cases are the Hermite polynomials Hn. While these
polynomials have a very fast increase of the values |Hn(−1)| ∝ 2n(2n − 1)!! in n, we expect this is offset by the behaviour
of the integral in the error term E(s), so that the overall error would be similar to that of Algorithm 1.
For the proof of Proposition 2 we apply the representation for Re s > 1
ζ (s, a) =
∞∑
n=0
1
(n+ a)s =
1
0(s)
∫ ∞
0
ts−1e−(a−1)t
et − 1 dt =
1
0(s)
∫ 1
0
ta−1(− ln t)s−1
1− t dt. (20)
We form
In(s, a) = 1pn(1)0(s)
∫ 1
0
xa−1pn(x)
1− x (− ln x)
s−1dx
= 1
pn(1)0(s)
∫ 1
0
xa−1
1− x [pn(1)− pn(1)+ pn(x)](− ln x)
s−1dx
= ζ (s, a)+ 1
pn(1)
1
0(s)
∫ 1
0
[pn(x)− pn(1)]
1− x (− ln x)
s−1dx, (21)
where we used Eq. (20) in the last step. We have
[pn(x)− pn(1)]
1− x = −
n∑
k=1
ak
k−1∑
j=0
xk = −
n−1∑
j=0
(
n∑
k=j+1
ak
)
xj =
n−1∑
j=0
cjxj, (22)
where we reordered the double summation and used definition (7). Inserting Eq. (22) into Eq. (21),
In(s, a) = ζ (s, a)+ 1pn(1)
1
0(s)
n−1∑
j=0
cj
∫ 1
0
xj+a−1(− ln x)s−1dx, (23)
and performing the integration gives Proposition 2.
The polygamma functions ψ (j) are connected with the Hurwitz zeta function as ψ (m)(x) = (−1)m+1m!ζ (m + 1, x), for
m ≥ 1 an integer. Therefore Corollary 1 follows from Proposition 2.
4. Remarks and extensions of Proposition 2
Integral arguments of the digamma and polygamma functions are directly related to the harmonic Hn and generalized
harmonic H(r)n numbers: Hn = ψ(n+ 1)− ψ(1) = ψ(n+ 1)+ γ ,
H(r)n =
(−1)r−1
(r − 1)!
[
ψ (r−1)(n+ 1)− ψ (r−1)(1)] , (24)
and
γ + ψ(n+ 1/2) = −2 ln 2+ 2
n∑
j=1
1
2j− 1 . (25)
Therefore Proposition 2 gives another form of these special numbers. The generalized harmonic numbers are given by
H(r)n ≡
n∑
j=1
1
jr
, Hn ≡ H(1)n . (26)
As a simple example, we have from Eq. (10)
H(r)m =
(−1)r−1
(r − 1)!
[
− 1
pn(1)
n−1∑
j=0
cj
(j+m+ 1)r + In(r,m+ 1)+
1
pn(1)
n−1∑
j=0
cj
(j+ 1)r − In(r, 1)
]
. (27)
For extensions of Proposition 2 in which it is valid to evaluate ζ (s, a) for−N < σ < 0, we obtain as special cases finite
series representations for Bernoulli polynomials Bm(x) = −mζ (1 − m, x). This is because the prefactor 1/0(s) = 0 at
negative integers. Therefore we then obtain exact representations of Bernoulli polynomials,
Bm(x) = mpn(1)
n−1∑
j=0
cj(j+ x)m−1. (28)
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The formula (d/ds)ζ (s, a)|s=0 = ln0(a) − (1/2) ln(2pi) in conjunction with Algorithm 2 gives other series
representations for ln0(a). If we then differentiate with respect to a we obtain an algorithm for computing the digamma
function,
ψ(a) = d
da
d
ds
ζ (s, a)
∣∣∣∣
s=0
. (29)
If we then evaluate at a = 1 we have a means of computing the Euler constant γ = −ψ(1).
Proposition 2 and variations also extend to the Lerch zeta function [10]
Φ(z, s, a) =
∞∑
n=0
zn
(n+ a)s . (30)
Eq. (30) holds for s ∈ C when |z| < 1 and complex a not a non-positive integer, or for Re s > 1 when |z| = 1. The integral
representation extending Eq. (20) is
0(s)Φ(z, s, a) =
∫ ∞
0
ts−1e−(a−1)t
et − z dt =
∫ 1
0
ta−1(− ln t)s−1
1− zt dt, (31)
holding for Re a > 0 when |z| ≤ 1 but z 6= 1 and Re s > 0, or for Re s > 1 when |z| = 1. Then as a corollary, we obtain
series representations for polylogarithm functions (Jonquière’s function)
Lis(z) = zΦ(z, s, 1), (32)
where s ∈ C for |z| < 1, Re s > 1 when |z| = 1.
This leads to:
Proposition 4. For pn(x) =∑nk=0 akxk an arbitrary polynomial of degree n with pn(1/z) 6= 0, let
cj = z j
[
j∑
k=0
z−kak − pn(1/z)
]
, 0 ≤ j ≤ n− 1. (33)
Put
In(z, s, a) = 1pn(1/z)0(s)
∫ 1
0
xa−1pn(x)
1− zx (− ln x)
s−1dx. (34)
Then under the conditions given for Eq. (31) on z, s, and a we have
Φ(z, s, a) = − 1
pn(1/z)
n−1∑
j=0
cj
(j+ a)s + In(z, s, a). (35)
For the proof we form
In(z, s, a) = 1pn(1/z)0(s)
∫ 1
0
xa−1pn(x)
1− zx (− ln x)
s−1dx
= 1
pn(1/z)0(s)
∫ 1
0
xa−1
1− zx [pn(1/z)− pn(1/z)+ pn(x)](− ln x)
s−1dx
= Φ(z, s, a)+ 1
pn(1/z)
1
0(s)
∫ 1
0
[pn(x)− pn(1/z)]
1− zx (− ln x)
s−1dx, (36)
where we used Eq. (31) in the last step. We have
[pn(x)− pn(1/z)]
1− zx = −
n∑
k=1
ak
k−1∑
j=0
z j−kxk = −
n−1∑
j=0
(
z j
n∑
k=j+1
z−kak
)
xj =
n−1∑
j=0
cjxj, (37)
where we used definition (33). Inserting Eq. (37) into Eq. (36) and performing the integration gives Proposition 4.
A special case of Eq. (30) for |z| = 1 is that of the periodic zeta function
L(x, s) =
∞∑
n=1
e2pi inx
ns
, x ∈ R, Re s > 1, (38)
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with period 1 and such that L(1, s) = ζ (s). For rational values of x, we may write L(x, s) as a combination of Hurwitz zeta
functions:
L(p/q, s) = q−s
q∑
r=1
e2pi irp/qζ (s, r/q). (39)
Algorithm 2 and the like could also be extended to Dirichlet (e.g., [6]) and automorphic L-functions, although the latter
is not our focus. As a first quick example, the Dirichlet L-function defined by
L(s) ≡
∞∑
n=0
(−1)n
(2n+ 1)s , Re s > 1, (40)
corresponding to quadratic characters modulo 4, can be expressed as [5]
L(s) = 4−s[ζ (s, 1/4)− ζ (s, 3/4)] = 1+ 4−s[ζ (s, 5/4)− ζ (s, 3/4)]. (41)
In particular, we have for non-negative integersm the special values
L(2m+ 1) = − (2pi)
2m+1
2(2m+ 1)!B2m+1(1/4). (42)
Generally the values of L at odd or even integer argument may be expressed in terms of Euler or Bernoulli polynomials
at rational argument and these in turn are expressed in terms of the Hurwitz zeta function. Therefore we may in this way
obtainmany other computable series representations for L(2m) and L(2m+1). These include the special cases of L(1) = pi/4,
L(2) = G ' 0.91596559, Catalan’s constant, and L(3) = pi3/32.
In general, Dirichlet L functionsmay bewritten as a combination of Hurwitz zeta functions. For instance, forχ a character
modulom and Re s ≥ 1 we have
L(s, χ) =
∞∑
k=1
χ(k)
ks
= 1
ms
m∑
k=1
χ(k)ζ
(
s,
k
m
)
. (43)
Therefore from Proposition 2 we have:
Corollary 3. Let pn, cj, and In(s, a) be as in Proposition 2. Then for χ modulo m a non-principal character we have
L(s, χ) = − 1
pn(1)
m∑
k=1
χ(k)
n−1∑
j=0
cj
(k+mj)s +m
−s
m∑
k=1
χ(k)In
(
s,
k
m
)
. (44)
The algorithms we present and their relatives may be used to compute the derivatives(
d
ds
)j
ζ (s, a) = (−1)j
∞∑
n=0
lnj(n+ a)
(n+ a)s , (45)
and mixed derivatives with respect to a. It would be particularly interesting if our algorithms could be so implemented to
be very fast for also computing the logarithmic derivative of the zeta function and its higher derivatives.
According to either Algorithm 1, the algorithms of Ref. [1], or specialization of the algorithms for the Hurwitz zeta
function, a variety of computational results may be obtained for special values of the Riemann zeta function. These
specifically include the values ζ (0) = −1/2, ζ ′(0) = −(1/2) ln 2pi , ζ (−2k) = 0 (the trivial zeros for k ≥ 1 an integer), and
ζ (1− 2n) = −B2n/2n for n ≥ 1 an integer, where Bj are the Bernoulli numbers. Such values that are known exactly could
be used as partial validation of implementations.
While we do not pursue the subject here, each of the algorithms for ζ (s, a) has implications for the high-precision
computation of the Stieltjes constants [3,8].
5. Proof of Proposition 3
For the proof of Proposition 3 we apply the representation for Re s > 0 and Re a > 0
ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)
= − 2
s
0(s)
∫ 1
0
ta−1(− ln t)s−1
1+ t dt. (46)
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Fig. 1. Plotted are numerical values from Algorithm 1 for approximating ζ (2) = pi2/6 as the polynomial degree n increases.
We form
In(s, a) = − 2
s
pn(−1)0(s)
∫ 1
0
xa−1pn(x)
1+ x (− ln x)
s−1dx
= − 2
s
pn(−1)0(s)
∫ 1
0
xa−1
1+ x [pn(1)− pn(1)+ pn(x)](− ln x)
s−1dx
= ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)
− 2
s
pn(−1)
1
0(s)
∫ 1
0
[pn(x)− pn(−1)]
1+ x (− ln x)
s−1dx, (47)
where we used Eq. (37) in the last step. We have
[pn(x)− pn(−1)]
1+ x =
n∑
k=1
ak
k−1∑
j=0
(−1)j−k+1xk =
n−1∑
j=0
(
(−1)j
n∑
k=j+1
(−1)k+1ak
)
xj =
n−1∑
j=0
cjxj, (48)
using the definition (11) of cj. Inserting Eq. (48) into Eq. (47),
In(s, a) = ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)
− 2
s
pn(−1)
1
0(s)
n−1∑
j=0
cj
∫ 1
0
xj+a−1(− ln x)s−1dx, (49)
and performing the integration give Proposition 3.
By using the defining Laurent series (1) about s = 1 we have
ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)
=
∞∑
n=0
(−1)n
n!
[
γn
(
a+ 1
2
)
− γn
( a
2
)]
(s− 1)n. (50)
Evaluating this equation at s = 1 gives part (a) of Corollary 2. Taking r derivatives of Eq. (50) gives(
d
ds
)r [
ζ
(
s,
a+ 1
2
)
− ζ
(
s,
a
2
)]
=
∞∑
n=r
(−1)n
n! n(n− 1) · · · (n− r + 1)
[
γn
(
a+ 1
2
)
− γn
( a
2
)]
(s− 1)n−r . (51)
Evaluating this equation and Eq. (13) at s = 1 leads to part (b) of Corollary 2.
6. Brief numerical examples
As a simple example of Algorithm 1, we consider the convergence to the value ζ (2) = pi2/6 with increasing degree n.
This is plotted in Fig. 1 for small values of n. The approach to ζ (2) appears to be monotonic from below. In Algorithm 1 the
coefficients ak do not change sign with k but the coefficients cj alternate in sign with j.
As a second example, we may take the polynomials pn(x) = xn(1 + x)n of degree 2n in Algorithm 2. For large n these
polynomials approach a Gaussian function centered at x = −1/2. As far as on the interval [0, 1], these polynomials are< 1
or not depending upon whether x < (
√
5 − 1)/2 = φ − 1, where φ = (1 + √5)/2 is the golden ratio. Here we have the
coefficients ak = 0 for k < n, ak =
( n
k−n
)
for n ≤ k ≤ 2n, and pn(1) = 2n. In order to give an idea of the rate of convergence
of Algorithm 2 even with low degree polynomials, we plot in Fig. 2 the approach to the Catalan number G = L(2) with
increasing n.
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Fig. 2. Plotted are values from Algorithm 2 for approximating the Catalan number G as the degree n increases.
Fig. 3. The Dirichlet L function |L(s, χ3)| as obtained from Algorithm 2 is plotted along s = 1/2+ it for 0 ≤ t ≤ 40.
In Fig. 3 we plot the complex modulus of the Dirichlet L function
L(s, χ3) = 3−s
[
ζ
(
s,
1
3
)
− ζ
(
s,
2
3
)]
, (52)
along the critical line s = 1/2 + it for 0 ≤ t ≤ 40. This plot was obtained with the use of Algorithm 2 with n = 20 for
the polynomials just above and it provides an example of the extended Riemann hypothesis that the non-real Dirichlet L
function zeros lie only on the critical line.
7. Summary
In applications of multiprecision algorithms such as Algorithm 4, one seeks polynomials pn with |pn(1/z)| as large as
possible simultaneously with the corresponding integral in the error term I(z, s, a) being as small as possible. These types
of algorithms become attractive when the error decreases exponentially in somemanner with the degree n, andmany types
of polynomials lead to this behaviour. Another attraction of the class of algorithm described here is that the error may often
be characterized explicitly fairly easily. Because of the typical error dependence exp(pi |t|/2)where t = Im s, the algorithms
become less useful for regions of the complex plane far from the real axis.
While Algorithm 4 covers the Lerch zeta function and many others including the polylogarithm, we have concentrated
on algorithms for the Hurwitz zeta function. The Hurwitz zeta function already includes a great many useful special cases
and extensions. Besides the high-precision computation of other special functions such as the polygamma functions and
Dirichlet L functions, the algorithms permit the multiprecision calculation of fundamental mathematical constants.
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