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In this paper we investigate Schrödinger operators L=−Dg+a(x) on a compact
Riemannian manifold (M, g), where the potential function a(x) is assumed to be
continuous, but not necessarily bounded, outside of some closed set S …M of
measure zero. Under certain geometric hypotheses on S and growth conditions on
a(x) as xQ S, we prove that the Dirichlet extension of L is bounded from below
with discrete spectrum; in many cases, a(x) is allowed to approach −. as xQ S.
We also consider conditions on S and a(x) under which the Sturm–Liouville theory
of L is ‘‘singular’’ in that no boundary conditions are needed to specify the eigen-
values and eigenfunctions of L; in particular, this occurs when the domain of L
does not depend on boundary conditions, for example, when L is essentially self-
adjoint or more generally ‘‘essentially Dirichlet’’ (a new property that we define).
The behavior of L on weighted Sobolev spaces is also discussed. In most of the
paper we assume that S is a k-dimensional submanifold without boundary, but in
the last few sections we generalize our results to stratified sets. © 2001 Academic Press
0. INTRODUCTION
Let (M, g) be a smooth compact Riemannian manifold of dimension n,
and S …M a closed set of measure zero. Let Mˆ=M0S. Consider the
elliptic operator of Schrödinger type
L — −Dg+a(x),(1)
where a(x) ¥ C(Mˆ) is a real-valued potential function, as well as the
associated eigenvalue problem
Lf=mf for f ¥ D(L),(2)
where D(L) is a given space of functions on Mˆ; more precisely, we shall
suppose that D(L) … L2(M) and L: D(L)Q L2(M) is a self-adjoint exten-
sion of the symmetric operator L on C.0 (Mˆ), the smooth functions with
compact support in Mˆ. The goal of Sturm–Liouville theory is to show that
this self-adjoint operator has discrete spectrum tending to positive infinity.
In this case, we shall say that L is Sturm–Liouville on D(L). Notice that a
necessary condition for L to be Sturm–Liouville is that the quadratic form
q induced by L is semibounded (below) on D(L),
q(u) — OLu, uP \ −C0 ||u||2 for u ¥ D(L),(3)
where || · || and O · , ·P denote the L2-norm and inner product.
We shall be primarily interested in self-adjoint extensions L: D(L)Q
L2(M) associated with ‘‘boundary conditions’’ on S, but this needs to be
made precise. The simplest case is the Dirichlet extension of L, correspond-
ing to the Dirichlet boundary condition u=0 on S. This extension is
defined using the quadratic form
Q(u) — F
M
(|Nu|2+a(x) |u|2) dVg.(4)
An integration by parts shows that
q(u)=Q(u)(5)
for all u in the core domain D0(q) — C.0 (Mˆ). Provided L is semibounded
on C.0 (Mˆ), i.e. q(u) \ −C0 ||u||2 for u ¥ C.0 (Mˆ), then q with core domain
C.0 (Mˆ) is closeable; let Dmin(q) denote the domain of its closure. If we
apply the Friedrichs construction (see Section 1) to q: Dmin(q)Q R, we
obtain a self-adjoint extension L: D(L)Q L2(M) with domain D(L) …
Dmin(q), and (5) continues to hold for all u ¥D(L). (The notation D(L) will
always be reserved for the domain of the Dirichlet extension; the domain of
a general extension will be denoted D(L).)
Provided S and a(x) are sufficiently ‘‘nice’’, there could be other self-
adjoint extensions of L which satisfy (5) and are defined through the
Friedrichs construction starting from other core domains. As an example,
let us consider the classical boundary case, where M is a compact manifold
with smooth boundary S and interior Mˆ, and a ¥ L.(M). (For notation
and additional details for the following constructions, see Section 1.) Since
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L is semibounded on C.0 (Mˆ), the Dirichlet extension exists; the induced
form domain is Dmin(q)=H
1, 2
0 (Mˆ), and the Dirichlet extension defined
above has domain D(L) —H1, 20 (Mˆ) 5H2, 2(M); this corresponds to the
imposition of the Dirichlet boundary condition u=0 on S. However, if we
use C.(M) instead as core domain, then q is still semibounded and the
domain of its closure is D(q)=H1, 2(M). Now the Friedrichs construction
produces the Neumann extension of L; since Mˆ has smooth boundary, the
domain of this extension is D(L)={u ¥H2, 2(M): “u/“n ¥H1, 20 (M)} where
n is a smooth extension of the unit normal on the boundary. Elements in
D(L) satisfy the Neumann condition “u/“n=0 on S; again (5) continues
to hold on this domain.
In general, we shall call a self-adjoint extension L: D(L)Q L2(M) a
B-extension if (5) holds for all u ¥ D(L). (This definition extends to more
general sequilinear forms B than the quadratic form Q; see Definition 2 in
Section 1.) As we have seen, (5) often requires the imposition of boundary
conditions on S; but, depending on the ‘‘size’’ of S or the behavior of a(x)
near S, boundary conditions may not be appropriate. This is certainly true
when L is essentially self-adjoint, i.e. when the symmetric operator L has a
unique self-adjoint extension on Mˆ; this occurs when the closure of L with
core domain D0(L)=C
.
0 (Mˆ) is self-adjoint. More generally, however, the
symmetric operator L may have a unique B-extension, namely the Dirichlet
extension, although other self-adjoint extensions may exist which fail to
satisfy (5); we shall call such an operator essentially Dirichlet. (It would be
nice to have a characterization of B-extensions when L is not essentially
Dirichlet, but we do not achieve this here.) If L is essentially Dirichlet and
its unique B-extension is Sturm–Liouville, then the eigenvalues and eigen-
functions do not depend upon boundary conditions imposed through a
choice of form domain in the Friedrichs construction; we shall call such an
operator singular Sturm–Liouville, and shall find that this occurs when S is
‘‘sufficiently small’’ or a(x) is sufficiently singular.
Let us collect together the new terms that we have introduced:
Definition 1. A self-adjoint extension L: D(L)Q L2(M) is Sturm–
Liouville if its spectrum is discrete with eigenvalues tending to positive
infinity, and a B-extension if (5) holds for all u ¥ D(L). The operator L is
essentially Dirichlet on Mˆ if the only B-extension of L is the Dirichlet
extension; i.e. D(L)=D(L). The operator L is singular Sturm–Liouville on
Mˆ if it is essentially Dirichlet on Mˆ and the Dirichlet extension is Sturm–
Liouville.
Let us now describe the specific investigations of this paper. Roughly
speaking, our goals here are to consider the following questions:
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Q1: Under what conditions on S, a(x), and D(L) is L semibounded,
and then Sturm–Liouville?
Q2: Under what conditions is L essentially self-adjoint, essentially
Dirichlet, or singular Sturm–Liouville?
Although we shall not give the sharpest possible criteria in either of these
two questions, we shall establish some useful necessary conditions which
involve simple geometric hypotheses on S and analytic inequalities on a(x).
(In particular, our assumption a ¥ C(Mˆ) is far from necessary, but we
choose to focus on the singular behavior at S rather than milder singulari-
ties in Mˆ.) In Section 1 we present the standard variational method for
proving that L is Sturm–Liouville when D(L) …H1, 2(M), and apply it to
the simplest cases, where the potential a(x) is bounded from below and we
have imposed either Dirichlet or Neumann boundary conditions on S. In
Section 2 we assume that S is a smooth k-dimensional submanifold of M,
and consider some cases where a(x)Q −. and yet we may still conclude
that L is semibounded on C.0 (Mˆ) and Dmin(q) …H1, 20 (M) so that the
Dirichlet extension of L has compact resolvent by Rellich’s theorem (we
call this case ‘‘coercive’’); hence the Dirichlet extension of L is Sturm–
Liouville. We use here some Hardy-type inequalities, the proofs of which
are given in the Appendix. In Section 3 we consider the borderline case for
the growth rate of a(x) encountered in Section 2; although we no longer
know that Dmin(L) …H1, 20 (M), we are again able to show that L is semi-
bounded on C.0 (Mˆ) and the Dirichlet extension has compact resolvent, so
it is Sturm–Liouville. In Section 4 we discuss conditions under which L is
essentially Dirichlet and singular Sturm–Liouville on Mˆ; this generally
occurs when S has sufficiently large codimension, or a(x) blows up suffi-
ciently quickly as xQ S. In Section 5 we use the Sturm–Liouville theory of
the preceding sections to obtain isomorphism theorems for L acting on
weighted Sobolev spaces when a(x) has a ‘‘regular singularity’’ at S; these
results are useful in applications such as the determination of the asympto-
tics of solutions to linear and nonlinear equations; another application is to
the issue of essential self-adjointness, which we discuss in Section 6.
However, essential self-adjointness holds under much more general condi-
tions on a(x) than those required for the isomorphism theorems on
weighted Sobolev spaces; this, too, is discussed in Section 6. In Section 7
we give examples of various simple operators which illustrate the types of
behavior we have been discussing. Here is a collection of the main results
of this paper when S is smooth:
Main Theorem. Suppose S is a smooth submanifold of dimension k in
the compact Riemannian manifold (Mn, g), and suppose a ¥ C(Mˆ), where
Mˆ —M0S. Let r(x) — distg(x, S) for x near S.
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(i) Then L is semibounded on C.0 (Mˆ) and the Dirichlet extension of L
is Sturm–Liouville provided a(x) satisfies for some e > 0
r(x)2 a(x) \ −
(n−k−2)2
4
+O(|log r(x)|−(2+e)) as xQ S,
or for k=n−2
r(x)2 a(x) \ − 14 |log r(x)|
−2+O(|log r(x)|−(2+e)) as xQ S.
(ii) Moreover, L is singular Sturm–Liouville under the conditions of (i)
provided k < n−1; if k=n−1, we need to assume
lim inf
xQ z ¥ S
r(x)2 a(x) \ e > 0.
(iii) In fact, L is essentially self-adjoint provided a(x) satisfies for some
e > 0
r(x)2 a(x) \ −
(n−k−2)2
4
+1+O(|log r(x)|−(1+e)) as xQ S,
or for k=n−4 and some d ¥ (0, 1)
r(x)2 a(x) \ −d |log r(x)|−1+O(|log r(x)|−(1+e)) as xQ S.
In Sections 8–10, we generalize these results to stratified sets S=
1n−1k=0 Sk, where each Sk is a k-dimensional (open but not necessarily con-
nected) manifold. In general, such stratified sets can have cusps and other
ill-mannered behavior, and we obtain some results in this setting. But our
strongest results require S to be of iterated cone-edge type, which essen-
tially means that it locally looks like C(S˜)×Ra, where C(S˜) is the cone
over a subset S˜ of the same type in SN−1 with N=n− a. Near smooth
points of S we take C(S˜)=”, and then the growth conditions on a(x)
coincide with the smooth case; but when p is the vertex of the cone C(S˜),
we need to assume a combination of spectral and pointwise growth condi-
tions. For details, see Sections 9 and 10, but for now let us discuss an
example of those results.
Example. Suppose that S …M is a k-dimensional submanifold with a
conic point p0. This means S=S0 2 Sk, where S0={p0} and Sk is a
smooth k-dimensional manifold which, in a neighborhood of p0, is a cone
(0, r0)× S˜ with metric dr2+r2h where r(x)=distg(x, p0), S˜ is a smooth
(k−1)-dimensional closed submanifold of Sn−1, and h is the spherically
induced metric on S˜. Let rk(x)=distg(x, Sk) and denote points of Sn−10 S˜
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by h. Since Sk is smooth, as xQ Sk there are no spectral conditions
imposed on a(x), only pointwise bounds: we assume that
rk(x)2 a(x) \ −
(n−k−2)2
4
+e as xQ Sk(6)
for some e > 0. (This assumption is stronger than (i) in the Main Theorem;
it corresponds to the ‘‘coercive’’, nonborderline, case that is discussed in
Section 2 below.) As rQ 0, we want to allow a(x)Q −. not only at p0,
but also along Sk. For this reason, suppose that
a(r, h)=
a˜(h)
r2
+a0(r, h),(7)
where a0 satisfies the expected lower bound
r2a0(r, h) \ −
(n−2)2
4
+e as xQ p0,(8)
and a˜ ¥ C(Sn−10 S˜) may tend to −. as hQ S˜; but by (6) we shall know
that −Dh+a˜(h) is semibounded and Sturm–Liouville on Sn−1, which
allows us to make the following assumption on its lowest eigenvalue:
l1(−Dh+a˜(h)) > 0.(9)
Under these assumptions, the results of Section 10 enable us to conclude
that L=−Dg+a(x) is semibounded and Sturm–Liouville on Mˆ=M0S;
in addition, if k < n−1 we may conclude that L is essentially Dirichlet on
Mˆ, and if we increase both lower bounds (6) and (8) by 1 we may also
conclude that L is essentially self-adjoint on Mˆ.
There are many works in the literature that are related to various aspects
of this one. The equation (2) represents an equation on a domain with
nonsmooth boundary S, i.e. S may have high codimension and/or contain
conic points or edges; [7], [9], and [15] are recent references for more
classical (non microlocal) treatments of some topics in this area. Concern-
ing spectral theory for Schrödinger operators on noncompact manifolds,
[14] definitively discusses the problem of discreteness of the spectrum for
Schrödinger operators when the metric is complete, has bounded geometry,
and the potential is bounded below; the paper also contains an extensive
bibliography on the subject. The essential self-adjointness of Schrödinger
operators on complete manifolds is obtained under very weak conditions
on the potential function in [20]; there is also an extensive bibliography in
that paper. These results on the spectral theory and self-adjointness of
Schrödinger operators are similar to ours in spirit, but we must emphasize
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that the context and methods are quite different from ours. In fact, because
our metric g extends smoothly across S, the only issue is the nature of the
singularity in a(x); we should expect a much wider variety of phenomena
to arise when g has singularities on S.
Even closer to ours are two works in the literature of which we became
aware only during the writing of this paper. One is the paper by H. Kalf
[11], which we cite frequently, and has strongly influenced the exposition
and results of certain parts of this work. Another is a paper in Russian by
A. G. Brusentsev [4] which is devoted to the study of the essential self-
adjointness of Schrödinger operators caused by the behavior of the poten-
tial function near the boundary of open sets in Rn. His methods are quite
different from ours, but his results are closely related to, and in some cases
considerably more general than, our results in Sections 6 and 10.
We thank M. Shubin for suggestions on an early version of this paper,
and for bringing our attention to several works in the literature, notably
[4] and [11]. We also thank the referee for identifying some erroneous
statements in the version that was originally submitted for publication.
1. THE STANDARD VARIATIONAL METHOD
There are two sequilinear forms associated with L:
b(u, v) — OLu, vP,(10)
and
B(u, v) — F
M
(Nu ·Nv¯+a(x) uv¯) dVg.(11)
If L: D(L)Q L2(M) is a self-adjoint extension of L|C.0 (Mˆ), then by definition
b(u, v) is finite for all u, v ¥ D(L), but there is no a priori reason that this is
also true for B(u, v). We are interested in self-adjoint extensions for which
not only is B(u, v) finite, but
b(u, v)=B(u, v),(12)
for all u, v ¥ D(L); notice that (5) holds as the special case u=v. Now (12)
implies some sort of a boundary condition on S; for example, if S is an
(n−1)-dimensional hypersurface in M, then S separates a neighborhood U
of S into two disjoint open sets U− and U+, and if the restrictions u± , v± of
u, v respectively to U± satisfy u± , v± ¥ C.(U± ), then B(u, v)−b(u, v)=
>S (v¯+“u+“n++v¯− “u−“n− ) ds where n± is the unit exterior normal to U± and ds is
the measure induced by g on S. Clearly (12) holds if every u ¥ D(L)
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satisfies u± |S=0 (Dirichlet condition) or
“u±
“n± |S=0 (Neumann condition),
but we shall be interested in the general case of any self-adjoint extension
of L for which (12) holds. Returning to the general case that S is any
closed set of measure zero, we make the definition already mentioned in the
Introduction.
Definition 2. A self-adjoint extension L: D(L)Q L2(M) of L|C.0 (Mˆ)
such that (12) holds for all u, v ¥ D(L) will be called a B-extension.
We shall discuss more completely the examples of the Dirichlet and
Neumann extensions below. It should be noted that we could modify the
sesquilinear form B, for example by adding an extra boundary integral
term, to get a different form which agrees with B for u, v ¥ C.0 (Mˆ). These
arise in the study of general Robin or oblique derivative boundary condi-
tions. However, the form B in (11) is naturally associated to Dirichlet and
Neumann boundary conditions, and we shall restrict attention to this case.
Let us now review the construction of the Friedrichs extension of L. We
begin with a core domain D0(L) on which L is semibounded, i.e. such that
(3) holds for all u ¥ D0(L). Because q(u) — OLu, uP is a semibounded form
which arises from a symmetric operator, it is necessarily closeable (this
need not be true for arbitrary semibounded forms), and the domain of this
closure, D(q), is the completion of D0(L) with respect to the norm given by
|||u|||2q — q(u)+(C0+1) ||u||2.(13)
Furthermore, any closed semibounded form q defines a unique self-adjoint
operator, which in this case must be a closed extension of L; this is the
Friedrichs extension of L, and its domain D(L) contains D0(L). Moreover,
if (12) holds for u, v ¥ D0(L), then (12) continues to hold for u, v ¥ D(L), so
the Friedrichs extension is a B-extension.
As defined in the Introduction, the Dirichlet extension of L is the
Friedrichs extension which is obtained by starting with the core domain
D0(L)=C
.
0 (Mˆ), assuming of course that L is semibounded on D0(L); the
domain of the Dirichlet extension is denoted by D(L). Moreover, since (12)
holds for u, v ¥ D0(L), the Dirichlet extension is always a B-extension. In
the classical boundary case, D(L)=H1, 20 (Mˆ) 5H2, 2(M), where Hm, 2(M)
denotes the standard L2-based Sobolev space of order m, and H1, 20 (Mˆ)
denotes the closure of C.0 (Mˆ) in the H
1, 2-norm:
||u||1, 2 — 1F
M
|Nu|2+|u|2 dVg 21/2;(14)
of course, if S ]”, then for u ¥H1, 20 (Mˆ), ||u||1, 2 is equivalent to ||Nu|| by
the Poincaré inequality. Other choices of initial core domains might lead to
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different self-adjoint extensions; we shall discuss the Neumann extension of
L below.
The standard variational method for showing that L is Sturm–Liouville is
to first show that the quadratic form q is semibounded on some given core
domain, so that it has a closure with domain D(q), and then to show that
D(q) is compactly contained in L2(M). This compactness is often a conse-
quence of the inequality
|||u|||q \ C ||u||1, 2 for u ¥ D0(L)(15)
for some C > 0, which is usually referred to as the coercivity of q. It imme-
diately implies that D(q) …H1, 2(M), and from Rellich’s Lemma we may
then conclude the desired compactness of D(q) in L2(M). Note that
although (15) is considerably stronger than (3), we still single out (and
prove) (3) first because it is required to show that q is closeable in the first
place.
In this section we prove the basic proposition of the standard variational
method, and apply it to some of the simplest cases.
Proposition 1. Suppose that L is a symmetric operator on some core
domain D0(L) such that the associated quadratic form q satisfies (15). Then
the Friedrichs extension of L, defined through q, is Sturm–Liouville.
Proof. Since (15) implies the weaker condition of semiboundedness (3),
and since we do not lose any generality by replacing L by L+C for some
constant C, we may as well assume that L \ I. This same lower bound will
also hold for its Friedrichs extension, which we again denote L. Hence L is
invertible, and the range of L−1 on L2(M) is equal to D(L). By definition,
D(L) … D(q) (in fact, the domain of the self-adjoint operator is given by
{u ¥ D(q) : Lu ¥ L2(M)}), and then D(q) …H1, 2(M) by (15). The com-
pactness of H1, 2(M) … L2(M) shows that L−1 is a compact operator on
L2(M), i.e. L has compact resolvent. But L−1 is also self-adjoint, and the
spectral theory of such operators is well-known: there is a discrete collec-
tion of (positive) eigenvalues whose only accumulation point is zero, and
the associated eigenfunctions form an orthonormal basis for L2(M). The
inverses of these eigenvalues are the eigenvalues mj of L, which therefore
tend to infinity; the associated eigenfunctions are the same. L
When a(x) \ −C and D0(L)=C.0 (Mˆ), (3) and (15) are easily estab-
lished, so we obtain the following well-known result.
Corollary 1. If a(x) is bounded below and S is any closed set of
measure zero, then the Dirichlet extension of L is Sturm–Liouville.
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In the next section we will improve Corollary 1 to consider Dirichlet
conditions when a(x) is not bounded below as xQ S, provided S is a
k-dimensional submanifold (without boundary). This additional geometric
structure on S also enables us to apply the the standard variational method
to Neumann boundary conditions on S. In order to define the appropriate
self-adjoint extension of L, consider the compactification of Mˆ obtained by
replacing each point z ¥ S by the fibre SzS of the spherical normal bundle
to S in M. The resulting compact space is a manifold with boundary which
will be denoted by [M; S] and referred to as the blow-up of M around S.
Its C. structure is fixed by requiring that it be the smallest one containing
lifts of smooth functions on M and polar coordinates around S. Thus
smooth functions on this space are smooth functions on Mˆ all of whose
derivatives extend continuously to [M; S]. As core domain for L we
must use D0(L)={u ¥ C.([M; S]): u has zero derivatives in all normal
directions along S} in order to have (12). Provided that L is semibounded
on this core domain, we obtain the Friedrichs extension of L, which we
call the Neumann extension of L; clearly the Neumann extension is a
B-extension. For example, suppose a(x) \ −C; then (3) and (15) are easily
obtained, and we have the following:
Corollary 2. If a(x) is bounded below and S is a k-dimensional sub-
manifold, then the Neumann extension of L is Sturm–Liouville.
If k=n−1, then [M; S] is the (possibly disconnected) manifold with
boundary obtained by cutting M along S, and this extension corresponds
to the ordinary Neumann boundary problem for L.
It is quite possible, however, that the Dirichlet and Neumann extensions
of L on Mˆ are actually the same: this is the case when L is essentially
Dirichlet. In Section 4 we shall show that this occurs when a(x) satisfies a
certain lower bound (depending upon N=n−k) as xQ S. In particular,
when a ¥ L.(M) and N \ 2 the Dirichlet and Neumann extensions both
coincide with L: H2, 2(M)Q L2(M), i.e. S is not felt by L at all. On the
other hand, when a ¥ L.(M) the Dirichlet and Neumann extensions are
distinct for N=1 (as in the classical boundary case).
2. STURM–LIOUVILLE CONDITIONS FOR THE DIRICHLET
EXTENSION: COERCIVE CASE
We now want to consider question Q1 for the Dirichlet extension of L:
• What growth restrictions when a(x)Q −. as xQ S still allow us to
conclude that L is semibounded on C.0 (Mˆ) and the Dirichlet extension of
L is Sturm–Liouville?
396 MAZZEO AND MCOWEN
In this section we shall continue to assume that S is a k-dimensional
manifold (without boundary); this will be relaxed in Sections 8–10. Some of
our results are stated in a generality which includes the possibility that the
choice of core domain D0(L)=C
.
0 (Mˆ) represents a choice of Dirichlet
boundary conditions on some portions of S, whereas other portions of S
are actually ‘‘singular’’ (due to S having large codimension or a(x) becom-
ing infinite as xQ S). However, in Section 4 we shall investigate conditions
under which L is essentially Dirichlet on Mˆ; in that case, of course, neces-
sarily D0(L)=C
.
0 (Mˆ) is a core domain.
Let r(x) be any defining function for S, i.e. any smooth positive function
on Mˆ satisfying
r(x)=distg(x, S) in a neighborhood of S;(16)
notice that |Nr| — 1 near S. The first main restriction on a(x) is that it
satisfy the lower growth bound
a(x) \ −
C
r(x)2
.(17)
The exponent ‘‘2’’ in the denominator is quite natural: it will be clear from
the arguments below that if a(x) diverges to −. like −Cr(x)−2− e for
e > 0, then Q is not bounded below. The more restrictive growth condition
|a(x)|=O(r−2) arises naturally in many geometric and physical problems,
and is sometimes called a regular singularity by analogy with the classical
theory of ODEs. We shall assume a(x) is regular singular in our study of L
as a mapping on weighted Sobolev spaces in Section 5, but we shall here
consider only the lower growth rate (17), because the Sturm–Liouville
property does not depend on an upper bound.
Next, we refine the lower growth of a(x) near S. Specifically, let us
define
A(z) — lim inf
xQ z ¥ S
r(x)2 a(x),
and assume that there exists some e > 0 so that
A(z) \ −
(n−k−2)2
4
+e for all z ¥ S.(18)
We shall now show that (18) is sufficient to conclude that L is semi-
bounded on C.0 (Mˆ), and the Dirichlet extension of L is Sturm–Liouville.
Theorem 1. Suppose that S is a k-dimensional submanifold of M, and
that a(x) satisfies (18). Then L is semibounded on C.0 (Mˆ), and the Dirichlet
extension of L is Sturm–Liouville.
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We begin with a preliminary analysis on Euclidean space which explains
the critical lower growth coefficient appearing in (18). Set N=n−k, which
is the dimension of the fibres of the normal bundle to S. We then have the
following ‘‘weighted Poincaré inequality’’:
Proposition 2. For N \ 1,
(N−2)2
4
F
R
N
|u|2
|x|2
dx [ F
R
N
|Nu|2 dx, for all u ¥ C.0 (RN0{0}).
This is an N-dimensional Hardy inequality (cf. #327 in [10]); for
completeness, we give the proof (also for a more general result) in the
Appendix. But here let us record the following consequence.
Corollary 3. The quadratic form
Q(u)=F
R
N
1 |Nu|2+ A
|x|2
|u|22 dx, u ¥ C.0 (RN0{0}),
satisfies Q(u) \ c ||Nu||2 with c > 0 provided A > −(N−2)2/4.
We shall actually only be interested in applying Proposition 2 and
Corollary 3 to functions u ¥ C.0 (Bgc ), where Bc — {x ¥ RN : |x| < c} and
Bgc — Bc 0{0}.
We now pass to the Riemannian manifold (Mn, g). Provided c > 0 is
sufficiently small, we may choose Fermi coordinates in the tubular neigh-
borhood Uc — {x ¥M : r(x) < c} of S, i.e. local coordinates in the form
(r, h, z) ¥ [0, c)×Sn−k−1×V,
where V is some local coordinate patch on S. In these coordinates, the
metric satisfies
g=dr2+(r2hab(h)+O(r4)) dha dhb(19)
+(smn+O(r)) dzm dzn+O(r) dr dz+O(r2) dz dh,
where hab is the Euclidean metric on Sn−k−1 and smn is the metric on S
induced by g. (The terms dr dz and dz dh involve an abuse of notation, but
their meaning should be clear.)
Now we turn to the operator L and its quadratic form Q given in (4). We
begin by analyzing Q for functions supported in Uc, for c sufficiently small.
The following result shows that the coercive inequality (15) holds near S.
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Lemma 1. Suppose a(x) satisfies (18). If we choose c > 0 sufficiently
small, then Q(u) \ c ||Nu||2 holds for all u ¥ C.0 (Uc 0S), where c > 0.
Proof. Let N=n−k and A=inf {A(z): z ¥ S}; by assumption A >
−(N−2)2/4. In fact, we assume that for some g > 0 and c sufficiently
small, r2a(x) \ A−g when r(x) < c. Using (19) we may compute
|Nu|2g=|“ru|2+r−2 |Nhu|2h+|Ng˜u|2g˜+O(r) R2(“ru, r−1 “hu, “zu),
where R2 is a quadratic expression in its arguments. Again for c sufficiently
small, we can arrange that
|Ngu|
2
g \ (1−g)(|“ru|2+r−2 |Nhu|2h+|Ng˜u|2g˜)
whenever r < c. Now if we choose g small enough that A−g >
−(1−g)(N−2)2/4, then we can apply Proposition 2 to conclude that
Q(u) \ c ||Nu||2. L
Lemma 2. Let Vc={x ¥M : r(x) > c/2}. Then there exists C0 so that
Q(u)+C0 ||u||2 \ ||Nu||2
for all u ¥ C.0 (Vc).
Proof. Just take C0=sup {|a(x)|: x ¥ Vc}. L
Theorem 1 is now proved using a partition of unity to patch together the
estimates of the previous two lemmas.
Proof of Theorem 1. We want to show that there exist C0, c > 0 so that
Q(u)+C0 ||u||2 \ c ||Nu||2 for all u ¥ C.0 (Mˆ).(20)
Having picked c > 0 so small that Lemma 1 holds, let U0 —Uc and U1 —Vc,
and choose a partition of unity {q20, q
2
1} subordinate to the open cover
{U0, U1} of Mˆ with 0 [ qj [ 1. Let uj=q2j u. Then
Q(u)=Q(u0)+Q(u1)+2Re B(u0, u1),
where B(u, v) — > (Nu ·Nv¯+a(x) uv¯) dVg as in (11); for notational con-
venience, let us assume that u is real-valued. By Lemmas 1 and 2,
respectively,
Q(u0) \ C0 ||Nu0 ||2 and Q(u1)+C1 ||u1 ||2 \ ||Nu1 ||2.
Next, using ||Nu0 ||2+||Nu1 ||2 \ 12 ||Nu||
2, we obtain C0 ||Nu0 ||2+||Nu1 ||2 \
C1 ||Nu||2. Thus we shall get (20) provided we show that B(u0, u1) \ −C ||u||2.
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We focus a bit more attention on this final part of the argument since it
will arise in more complicated contexts later. First, expanding the integrand
in B yields
B(u0, u1)=F (q20q21 |Nu|2+uN(q20q21) ·Nu+(Nq20 ·Nq21+a(x) q20q21) |u|2) dVg.
However, using the identity
|N(q0q1u)|2=q
2
0q
2
1 |Nu|
2+2uq0q1 Nu ·N(q0q1)+|N(q0q1)|2 |u|2,
we can rewrite
B(u0, u1)=F (|N(q0q1u)|2+a(x) |q0q1u|2)+F |u|2 dV,(21)
where
F=4 q0q1 N(q0q1)− |q0 Nq1+q1Nq0 |2=−|q0 Nq1−q1 Nq0 |2.(22)
Now the function q0q1u is supported in Uc so that
F (|N(q0q1u)|2+a(x) |q0q1u|2) dV \ −C F |q0q1u|2 dV \ −CŒ F |u|2 dV,
and the function F is also bounded, and so this final term is also bounded
below by some negative multiple of ||u||2. Together, these considerations
establish (20) and finish the proof. L
3. BORDERLINE CASES
We have thus far left open the case of what happens if A(z) ever equals
the critical coefficient − 14(n−k−2)
2. Not surprisingly, this borderline case
is less stable. In this section we present some results in this context which,
while not optimal, are useful in many cases.
Instead of only an assumption about lim inf r(x)2 a(x), we need to
impose more refined behavior for a(x). To see this, consider the two
potentials a0(x) and a1(x) on RN0{0} given by
a0(x)=−
1
4 (N−2)
2 |x|−2 and a1(x)=a0(x)−(|x|2 |log |x| |)−1.
Note that
lim inf
xQ 0
|x|2 a0(x)=lim inf
xQ 0
|x|2 a1(x)=−(N−2)2/4.
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If Q0 and Q1 are the corresponding quadratic forms, then Q0 is nonnega-
tive by inequality (77) in the Appendix with a=−2 and b=0, whereas
using (79) and suitable truncations of the function |x| (2−N)/2 one can see
that Q1 is unbounded below. (We point out a subtlety: although the
quadratic form Q1 is unbounded below, the operator L could still have a
semibounded extension, and hence the quadratic form q would then be
semibounded too. This occurs, for example, when N \ 5 since then a1 ¥ L2
near 0 and standard perturbation methods apply. However, because the use
of Q is our starting point, this does not affect our point.)
We shall address two borderline cases, depending on whether N —
n−k=2 or not; the reason is that when the critical coefficient − 14(N−2)
2
vanishes, it is natural to refine the lower bound using a log term and obtain
a stronger result. (Henceforth we make the harmless assumption that r(x) [
1−d for some d > 0 and all x ¥ Mˆ.)
Theorem 2. Suppose that S is a k-dimensional submanifold of M with
n−k \ 2, and that a(x) satisfies
r(x)2 a(x) \ −
(n−k−2)2
4
+O(|log r(x)|−(2+E)) as xQ S,(23)
for some e > 0. For n−k=2 we may improve (23) to
r(x)2 |log r(x)|2 a(x) \ − 14+O(|log r(x)|
−E) as xQ S,(24)
for some e > 0. Then the corresponding quadratic form Q is semibounded on
C.0 (Mˆ) and the Dirichlet extension of L is Sturm–Liouville on Mˆ.
Note. The notation f(x) \ O(g(x)) means f(x)=p(x)+r(x) where
p(x) \ 0 and r(x)=O(g(x)).
As before, we begin with an analysis of the Euclidean case. Let c < 1 (we
shall fix its value later) and set Bgc — Bc(0)0{0} … RN; we shall also use the
notation of the appendix that s(x) — −1/log |x|.
Proposition 3. Suppose that in Bgc
a(x) \ −
(N−2)2
4
|x|−2+O(|x|−2 s(x)2+E) as |x|Q 0
for some E > 0. Then for c sufficiently small, and for all u ¥ C.0 (Bgc ) we have
Q(u)=F
Bgc
(|Nu|2+a(x) |u|2) dx \ 12 F
Bgc
|N(|x| (N−2)/2 u)|2 |x|2−N dx.
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Proof. Let a0(x)=−
1
4(N−2)
2 |x|−2 and Q0 be the corresponding
quadratic form. Setting u=|x| (2−N)/2 v, then by (79) from the Appendix we
see that
Q0(u)=F
Bgc
1 |N(|x| (2−N)/2 v)|2−(N−2)2
4
|x|−N |v|22 dx=F
Bgc
|Nv|2 |x|2−N dx.
Now write a(x)=a0(x)+b(x), where b(x) \ O(|x|−2 s(x)2+E), so that
correspondingly Q=Q0+R. It suffices to show that R(u) \ − 12Q0(u). But
−R(u) [ C F
Bgc
(|x|−2 s(x)2+E) |v|2 |x|2−N dx=C F
Bgc
|v|2 |x|−N s(x)2+E dx.
Using (78) with a=−N, b=1+E, we bound this by
CŒ F
Bgc
|Nv|2 |x|2−N s(x)E dx which is less than 12 F
Bgc
|Nv|2 |x|2−N dx
provided CŒ |log c|−e [ 1/2. This completes the proof. L
Proposition 4. Suppose that N=2 and that in Bgc
a(x)=−14 |x|
−2 s(x)2+O(|x|−2 s(x)2+E) as |x|Q 0
for some E > 0. Then for c sufficiently small, and for all u ¥ C.0 (Bgc ) we have
Q(u)=F
Bgc
(|Nu|2+a(x) |u|2) dx \ 12 F
Bgc
s(x)−1 |N(s(x)1/2 u)|2 dx.
Proof. Just as in the previous proposition we write a(x)=a0(x)+b(x)
and Q(u)=Q0(u)+R(u). Letting s(x)1/2 u=v, we obtain from (80) that
Q0(u)=F
Bgc
s(x)−1 |Nv|2 dx.
Next,
−R(u) [ C F
Bgc
|x|−2 s(x)2+E |u|2 dx=C F
Bgc
|x|−2 s(x)1+E |v|2 dx.
Now use (78) with a=−2 and b=E to bound this by
CŒ F
Bgc
s(x)−1+E |Nv|2 dx.
This is bounded by 12Q0(u) provided c is sufficiently small. L
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Now we adapt these propositions to the geometric setting.
Proof of Theorem 2. We may proceed, as in Section 2, to perturb the
Euclidean case. First of all, let us assume that a(x) satisfies (23). If g is a
general Riemannian metric, then we may generalize Proposition 3, just as
in the proof of Lemma 1, to conclude that for all u ¥ C.0 (Uc) we have
Q(u) \ 14 F
Uc
|Ng(|x| (N−2)/2 u)|2 r2−N dVg,
where r is the defining function for S, Uc={x ¥M : r(x) < c}, and |x| is
the Euclidean distance relative to Fermi normal coordinates around S. Of
course r and |x| are comparable, i.e. we may write |x|=r(x) e(x) where
e(x)Q 1 and Nge(x)Q 0 as xQ S, so that
|Ng((er) (N−2)/2 u)|2 \ 34e
N−2 |Ng(r (N−2)/2 u)|2−CeN−4 |Nge|2 rN−2 u2.
For c sufficiently small, we conclude that
Q(u) \ 18 F
Uc
|Ng(r (N−2)/2 u)|2 r2−N dVg−C F
Uc
|u|2 dVg.
Since the norm given by
|||u|||2 — F
M
|N(r (N−2)/2 u)|2 r2−N dVg+C F
M
|u|2 dVg
is equivalent to the H1, 2 norm outside of Uc, we conclude that
Q(u)+C1 F
M
|u|2 dVg \ g |||u|||2 \ 0,
so that Q is semibounded.
It remains, finally, to check the compactness of D(q) in L2(M). To do
this, change the dependent variable to v=r (N−2)/2u, and assume for con-
venience C=1:
|||v|||2=F
Uc
(|Nv|2+|v|2) r2−N dVg.
We must show that the set of v with |||v||| [ 1 which vanish on {r=c} is
precompact in L2(r2−N dVg). If (r, h, z) are the Fermi coordinates around
S, then we set r=e−t. Up to factors in the integrand bounded above and
below, the integral of |Nv|2 r2−N becomes
F
Uc
(|“tv|2+|“hv|2+e−2t |“zv|2) dt dh dz
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while the L2 norm squared becomes > |v|2 e−2t dt dh dz. We may apply the
L2 form of the Arzela–Ascoli theorem directly, since the exponential factor
yields uniform smallness at r=0.
The proof when a(x) satisfies (24) proceeds along almost identical
lines. L
Remark 1. A careful examination of the proofs of the Propositions 3
and 4 shows that it is possible to obtain even finer results. For example, in
the first of these Propositions, instead of requiring b(x)=O(|x|−2 s(x)2+e),
we could actually let b(x) blow up exactly at the borderline rate |x|−2 s(x)2,
provided that the coefficient of this term satisfies an inequality. In turn, if
this coefficient is at the borderline value then a similar trick allows pertur-
bations of the form |x|−2 s(x)2 y(x)2+e where y(x)=(log(−log |x|))−1. But
hopefully the results presented here suffice for most applications.
4. ESSENTIALLY DIRICHLET OPERATORS
In this section we turn to the question of when we can say that an
operator L, which is semibounded on C.0 (Mˆ), is essentially Dirichlet on Mˆ,
i.e. the Dirichlet extension L: D(L)Q L2(M) is the only self-adjoint exten-
sion of L satisfying (5). (In the cases that we study, we shall also know by
the previous sections that the extension is Sturm–Liouville, so we may also
say that L is singular Sturm–Liouville on Mˆ.) Again in this section we
suppose that S is a k-dimensional submanifold ofM.
In identifying self-adjoint extensions, it will be useful to recall the
following fact. If L is semibounded on C.0 (Mˆ), then the Dirichlet extension
L: D(L)Q L2(M) exists and is a self-adjoint extension. If L: D(L)Q
L2(M) is any symmetric extension of L|C.0 such that either D(L) … D(L) or
D(L) …D(L), then D(L)=D(L).
To begin with, if L: D(L)Q L2(M) is any extension of L|C.0 , then
u ¥ D(L) implies Lu ¥ L2(M), and by ellipticity u ¥H2, 2loc (Mˆ); in particular,
for any r > 0,
Lu ¥ L2(M)S u ¥H2, 2(Mr), where Mr — {x ¥M : r(x) > r}.
Hence the issue is generally the behavior of functions in a small neigh-
borhood of S; for 0 [ r < r0 with r0 sufficiently small, let us define
U={x ¥M : r(x) < r0} and Ur={x ¥ U : r(x) > r}.
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We use a barrier method adapted from [11]. Namely, we shall specify a
positive C2-function g on Mˆ, and then set v=u/g. A calculation shows
that for any such g,
u¯ Du=div(v¯g2 Nv)−g2 |Nv|2+|v|2 g Dg;
the divergence theorem then gives, for u ¥H2, 2loc (Mˆ),
F
Mr
u¯Lu dV=F
r(x)=r
g2v¯
“v
“n dSr+FMr (g
2 |Nv|2+(g−1Lg) |u|2) dV.(25)
(Here dSr denotes the induced measure on the hypersurface {x: r(x)=r}
and n is the inward pointing unit normal to Mr, so that “/“n may be iden-
tified with “/“r.) For example, if L: D(L)Q L2(M) is a B-extension,
u ¥ D(L) and g — 1, then necessarily
F
r(x)=r
u¯
“u
“n dSr Q 0 as rQ 0,(26)
since for B-extensions, the quadratic forms q(u) and Q(u) agree. More
generally, we use (25) by choosing g(x) carefully so that all integrands on
the right hand side of (25) are nonnegative (at least in Ur); since the left side
of this formula is uniformly bounded in r, both integrals on the right must
also converge as rQ 0, and in particular gN(u/g) ¥ L2(M).
Our first choice of a barrier function is
g=r−
N−2
2 s−
1
2, where s=(−log r)−1,(27)
where N=n−k. (We assume r0 < 1, so that s(x) and hence g(x) are well-
defined in U0.)
Proposition 5. If N \ 2, a(x) satisfies (23), and u ¥ D(L) for some
B-extension L: D(L)Q L2(M), then for g as in (27), both r−1su and
gN(u/g) are in L2(M).
Proof. Clearly we may assume u is supported in U. With some abuse of
notation we write g(r)=r (2−N)/2(−1/log r)1/2. Then Ng=gŒ(r) Nr and so
Dg=gœ(r) |Nr|2+gŒ(r) Dr.
Since |Nr|2=1 near S and Dr=(N−1)/r+O(1), a short calculation
shows that
Lg
g
\
1
4
r−2s2+O(r−2s2+e).
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Hence the integral over Mr on the right side of (25) has positive integrand
(provided r0 is sufficiently small). Moreover, when N \ 2 we also compute
that
“(g2)
“n =2ggŒ=(2−N) r
1−Ns−1−r1−N < 0.
Together with (26), this shows that
lim inf
rQ 0
F
r=r
g2v¯
“v
“n dSr=limrQ 0 Fr=r u¯
“u
“n dSr−
1
2
lim inf
rQ 0
F
r=r
|v|2
“(g2)
“n dSr \ 0,
(28)
and so the boundary integral in (25) is nonnegative in the limit. Putting
these facts together we conclude that the integral over Mr on the right in
(25) is bounded as rQ 0, and consequently r−1su, gN(u/g) ¥ L2(M). L
Remark 2. In the coercive case (18) we can use the simpler barrier
g=r (2−N)/2 and obtain Lg/g \ Cr−2; this enables us to reach the stronger
conclusion that r−1u, Nu ¥ L2(M). However, it is possible to construct
a potential in the noncoercive case, e.g. a(x)=−(N−2)
2
4 r
−2 for 0 < r < r0
with N> 2, such that there exist u ¥D(L) for which Nu ¨ L2(M); in this
case Q(u) <. is due to cancellations between |Nu|2 and a(x) |u|2 as rQ 0.
Notice that the proposition above does not allow a(x)Q −. when
N=2. To cover this case, we use the barrier
g=s−
1
2y−
1
2, where s=(−log r)−1 and y=(−log s)−1.(29)
Proposition 6. If N=2, a(x) satisfies (24), and u ¥ D(L) for some
B-extension L: D(L)Q L2(M), then for g defined by (29) we have r−1syu,
gN(u/g) ¥ L2(M).
Proof. Following the proof of Proposition 5, we first calculate
Lg
g
\
1
4
r−2s2y2+O(r−2s2+e),
so the domain integral on the right hand side of (25) has positive integrand.
Moreover, it is easy to see that “(g2)/“r < 0, so we again have (28), and
consequently r−1syu, gN(u/g) ¥ L2(M). L
The conclusion gN(u/g) ¥ L2(M) for all u in a B-extension D(L) is very
helpful for concluding that L is essentially Dirichlet; this relies on the
following characterization of the domain D(L) of the Dirichlet extension,
which was obtained by Kalf [11] when S={0} … RN.
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Proposition 7. Suppose L is semibounded on C.0 (Mˆ) and g is a positive
C2-function on Mˆ which is a function of r alone in 0 < r < r0 such that
Lg/g \ 0 and
Fr0
0
r1−Ng(r)−2 dr=..(30)
Then the space
D˜ — {u ¥ L2(M): Lu ¥ L2(M) and gN(u/g) ¥ L2(M)}(31)
coincides with D(L), the domain of the Dirichlet extension of L.
Proof. Following [11], we first show that L: D˜Q L2(M) is a symmetric
operator. Since D˜ contains C.0 (Mˆ), it is a dense subspace of L
2(M), and
thus it suffices to show that Im OLu, uP=0 for all u ¥ D˜. For any such u
define v=u/g, so that gNv ¥ L2(M). Define h(r) — >r0r s1−Ng(s)−2 ds. Then
using (30) and a straightforward generalization using Fermi coordinates of
Proposition 17 in the Appendix, we obtain
F
U0
|v|2
(g(r) rN−1h(r))2
dV <..
Next, the Cauchy–Schwartz inequality shows that
2 F
U0
|v¯ “v/“r|
rN−1h(r)
dV [ F
U0
g2 |Nv|2 dV+F
U0
|v|2
(g(r) rN−1h(r))2
dV <..(32)
But
F
U0
|v¯ “v/“r|
rN−1h(r)
dV=Fr0
0
1
g2rN−1h(r)
1F
r=r
g2v¯(“v/“r) dSr 2 dr
=F.
0
1
h
1F
r=r(h)
g2v¯(“v/“r) dSr 2 dh.
Since >.h0 dh/h=., there must exist a sequence of rj Q 0 such that
F
r=rj
g2v¯(“v/“r) dSr Q 0.
By (25), this implies that ImOLu, uP=0, as desired.
Next we observe that D(L) … D˜. In fact, if u ¥D(L), then there exist
uj ¥C.0 (Mˆ) for which uj Q u in L2(M) and O(Luj−uk), (uj−uk)P=
Q(uj−uk)Q 0 as j, kQ.. If we write uj=gvj, then we know
||gN(vj−vk)||Q 0 as j, kQ.. In particular, ||gNv|| <., where v=u/g. But
this means u ¥ D˜.
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As observed near the beginning of this section, we may conclude that
D(L)=D˜. L
We now put these pieces together to determine conditions under which L
is essentially Dirichlet.
Theorem 3. Suppose that a(x) satisfies the following growth condition,
depending upon the codimension N=n−k of S:
• for N> 2, r(x)2 a(x) \ − (N−2)
2
4 +O(|log r(x)|
−(2+E)) as rQ 0,
• for N=2, r(x)2 |log r(x)|2 a(x) \ − 14+O(|log r(x)|
−E) as rQ 0,
• for N=1, lim infxQ z ¥ S r(x)2 a(x) \ d > 0 for all z ¥ S.
Then L is essentially Dirichlet and singular Sturm–Liouville.
Proof. In either case N> 2 or N=2, the corresponding barrier func-
tion (27) or (29) satisfies the condition (30). On the other hand, if u ¥ D(L)
for any B-extension L: D(L)Q L2(M), then Propositions 5 and 6 imply
that gN(u/g) ¥ L2(M); hence u ¥D(L) by Proposition 31. But this means
that D(L) …D(L), and consequently D(L)=D(L).
When N=1 we argue more directly. The condition on a(x) in this
case implies that if u is in the domain of any B-extension, then Nu,
r−1u ¥ L2(M). We now use a simple approximation argument. Let
qj(x) \ 0 be a sequence of cut-off functions which vanish when r(x) [ 1/j,
equal one when r \ 2/j and such that |Nqj | [ C/j. Each function uj=qju
is compactly supported in Mˆ, and so by mollification, uj ¥D(L). Now
Q(u−uj) [ F (1−qj)2(2 |Nu|2+|u|2) dVg+F 2 |Nqj |2 |u|2 dVg.
Since u is in the domain of a B-extension and Nu ¥ L2 implies > a(x)
|u|2 dVg <., the first integral on the right tends to zero as jQ.. The
second is estimated by
C F
1/j < r < 2/j
u2j2 dVg [ CŒ F
1/j < r < 2/j
u2/r2 dVg,
which also tends to zero as jQ.. Thus any u ¥ D(L) may be approxi-
mated (with respect to Q) by elements of D(L), and so D(L)=D(L). L
Remark 3. When a ¥ L.(M), Theorem 3 shows that a necessary con-
dition for L to be singular Sturm–Liouville is N=n−k \ 2. But for
a ¥ L.(M) we can also consider L as an elliptic operator on all of M,
which is certainly Sturm–Liouville. Now the classical condition that S be
spectrally negligible, i.e. the eigenvalues of L on M agree with those of L
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on Mˆ with Dirichlet boundary conditions, is that the capacity of S is
zero, i.e. N=n−k \ 2. In other words, when a ¥ L.(M), L is singular
Sturm–Liouville on Mˆ exactly when S is spectrally negligible.
5. MAPPING PROPERTIES ON WEIGHTED SOBOLEV SPACES
One important application of Sturm–Liouville theory concerns mapping
properties on Sobolev spaces. To put this in a familiar context, consider the
classical boundary case that M is a compact manifold with smooth
boundary S and interior Mˆ, and assume a ¥ L.(M). Let X=H1, 20 (Mˆ) and
Xg —H−1, 2(Mˆ) denote its dual space (with respect to the L2-pairing). Then
the quadratic form Q allows us to consider L: H1, 20 (Mˆ)QH
−1, 2(Mˆ) as a
bounded operator; moreover, the mapping L−m: H1, 20 (Mˆ)QH
−1, 2(Mˆ) is
an isomorphism for all m ] mj, the eigenvalues of L.
In order to allow a(x) to be singular on S, the Sobolev spaces must be
replaced by weighted Sobolev spaces. As in the previous section, assume
that S is a k-dimensional manifold (without boundary) and r is a smooth
positive function satisfying (16).
Definition 3. For any nonnegative integer a and d ¥ R, the weighted
Sobolev spaceWa, 2d (Mˆ) is defined to be the set of all u ¥Ha, 2loc (Mˆ) such that
||u||2Wa, 2d — FM
1 Ca
j=0
r2(j−d) |N ju|22 dVg <..(33)
Let L2d(Mˆ) —W0, 2d (Mˆ), and denote by W−a, 2−d (Mˆ) the space dual to
Wa, 2d (Mˆ) with respect to the L
2-pairing. For d=a, notice that ||u||2Wa, 2a =>M (|Nau|2+·· ·+r−2au2) dVg.
Remark 4. Using Fermi coordinates near S, it is clear that |N jr|=
O(r1−j) as rQ 0, and hence the norm (33) is equivalent to ||r−du||Wa, 20 , so we
could alternatively have defined Wa, 2d (Mˆ) as the isometric image of
Wa, 20 (Mˆ) under multiplication by r
d, i.e. Wa, 2d =r
dWa, 20 . (One may also
defineW s, pd for any s ¥ R and p \ 1, but this will not be considered here.)
One basic result about these spaces is the following.
Proposition 8. The space of smooth, compactly supported functions
C.0 (Mˆ) is dense in W
a, 2
d (Mˆ) for every integer a \ 0 and d ¥ R.
In proving this proposition, we shall use the following class of vector
fields on Mˆ:
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Definition 4. Let XS=XS(Mˆ) denote the class of smooth vector fields
X on Mˆ which, near S, are generated by smooth functions with bounded
derivatives, and the differential operators r“r, r“z, and “h, where (r, h, z)
are Fermi coordinates near S.
Proof of Proposition 8. It suffices to consider the case d=0. We use the
cutoff functions qj(x) introduced in the proof of Theorem 3. It is straight-
forward to verify that for any elements X1, ..., Xr ¥XS, the function
X1 · · ·Xrqj(x) is bounded in L. independently of j and supported in the
region 1/j [ r [ 2/j. It is also easy to check that if we choose a generating
set of elements X1, ..., Xn ¥XS (for example, in the form r“r, r“z, “h), then
C
k
i=0
r2i |N iu|2 is comparable to C
|I| [ k
|XIu|2.(34)
Here I is a multi-index of length n, |I|=i1+·· ·+in and XI=X
i1
1 · · ·X
in
n .
We must verify, for each a \ 0, that if u ¥Wa, 20 (Mˆ), then
F
Mˆ
C
a
i=0
r2i |N i(qju−u)|2 dVg Q 0 as jQ.,
for then we may approximate the compactly supported functions qju by
their smooth mollifications in the usual way. We first use (34) to rewrite the
integrand; next, we commute the operators XI through (qj−1) to obtain
an expression of the form
F
Mˆ
1 C
|I| [ a
C
I=IŒ+Iœ
IŒ ] 0
cIŒ, Iœ |hIŒXIœu|2+(qj−1)2 C
|I|=a
|XIu|22 dVg.
In the first sum in the integrand, I is split into all partitions IŒ+Iœ,
depending on how many of the Xi hit the function (qj−1) and how many
hit u, and we assume that (qj−1) is hit at least once. The functions hIŒ are
bounded independently of j and supported in 1/j [ r [ 2/j. This whole
expression tends to zero because each of the terms |XIu|2 for |I| [ a is
integrable. This proves the assertion. L
The other basic fact we need is
Proposition 9. u ¥Wa, 2d if and only if u and Xu are in Wa−1, 2d for all
X ¥XS.
The proof is elementary from the definitions.
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If we now strengthen our assumption on the potential to
a(x)=O(r−2) as rQ 0,(35)
then L: W1, 21 (Mˆ)QW
−1, 2
−1 (Mˆ) is a bounded linear mapping; in fact, so is
(L−m): W1, 2d (Mˆ)QW
−1, 2
d−2 (Mˆ)(36)
for any d, m ¥ R. We shall now modify the Sturm–Liouville condition (18)
to the existence of some e > 0 for which
lim inf
xQ z ¥ S
r(x)2 a(x) — A(z) \ −
(n−k−2)2
4
+(1−d)2+e for all z ¥ S.
(37)
Using this condition, we shall now show that (36) is an isomorphism
provided m is not an eigenvalue.
Theorem 4. Suppose that a(x) satisfies (35) and (37). Then the mapping
(36) is an isomorphism for all m ¥ R0E, where E={m1 < m2 < · · · } is the
discrete set consisting of the distinct eigenvalues of L.
Proof. We first consider the case d=1. Using (35), (37), and Proposi-
tion 2 we find
C1 ||u||W1, 21 [ ||u||Q [ C2 ||u||W1, 21 , for u ¥ D0(Q)=C
.
0 (Mˆ),(38)
where ||u||Q — Q(u)+C0 ||u||2; hence Dmin(Q)=W1, 21 (Mˆ). We conclude from
Theorem 1 that L−m: W1, 21 (Mˆ)QW
−1, 2
−1 (Mˆ) is an isomorphism whenever
m is not an eigenvalue of L.
Next, consider the case d ] 1. Since (36) is equivalent to
Ld — r1−dLrd−1 : W1, 21 (Mˆ)QW−1, 2−1 (Mˆ),(39)
we are led to consider the quadratic form
Qd(u) — OLdu, uP=F
Mˆ
N(rd−1u) ·N(r1−du¯)+a |u|2 dVg
=F
Mˆ
|Nu|2+1a(x)−(1−d)2 |Nr|2
r2
2 |u|2 dVg.
Now, using that |Nr| — 1 in a neighborhood of S, we may apply the analy-
sis of the previous sections, provided only that (37) holds. L
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An immediate consequence of Theorem 4 is the inequality
||u||W1, 2d [ C ||(L−m) u||W−1, 2d−2 for all u ¥W
1, 2
d (Mˆ), m ¨ E,(40)
and this may be used to establish such results as the
Corollary 4. Under the hypotheses of Theorem 4, if u ¥ L2d(Mˆ) satis-
fies Lu ¥W−1, 2d−2 (Mˆ), then u ¥W1, 2d (Mˆ); in particular, for m ¨ E, L−m has
trivial nullspace on L2d(Mˆ), not just W
1, 2
d (Mˆ).
Proof. Let uj=qju, with the cut-off function qj as in the proof of
Theorem 3. Then uj Q u in L
2
d, and uj ¥W1, 2d (Mˆ) since uj has compact
support, as does Luj=qjLu+[L, qj] u ¥H−1, 2(Mˆ); but we want to show uj
converges in W1, 2d . If we pick m ¨ E, then we may apply (40) to the differ-
ence uj−ui. The estimate ||(L−m)(uj−ui)|| [ ||m(uj−ui)||+||(qj−qi) Lu||+
||[L, qj] u||Q 0 as j, iQ., where || · || is the W−1, 2d−2 -norm, then provides the
desired convergence of uj. L
We next generalize this to the map
L−m: Wa, 2d (Mˆ)QW
a−2, 2
d−2 (Mˆ), for a \ 2.(41)
In order for this map to even be bounded, we need to strengthen the
assumption (35) on a(x): if
|N ja|=O(r−2−j),(42)
for j=0, ..., a−2, then (41) is bounded. If (37) and (42) hold and m ¨ E,
then (41) is certainly injective (as a consequence of Theorem 4 and the fact
that Wa, 2d (Mˆ) …W1, 2d (Mˆ)), so we need only verify that (41) is surjective.
But this will also follow from Theorem 4 if we can prove the regularity
statement that u ¥Wa, 2d (Mˆ) whenever u ¥W1, 2d (Mˆ) satisfies Lu — f ¥
Wa−2, 2d−2 (Mˆ); for this we need to assume (42) for j=0, ..., a−1.
Theorem 5. Suppose that a(x) satisfies (37) and that (42) holds for
j=0, ..., a−1 where a \ 2. If u ¥W1, 2d (Mˆ) satisfies Lu — f ¥Wa−2, 2d−2 (Mˆ),
then u ¥Wa, 2d (Mˆ). In particular, (41) is an isomorphism for all m ¨ E.
Proof. Let us consider first the case a=2; i.e. assume f ¥W0, 2d−2(Mˆ) —
L2d−2(Mˆ) and show u ¥W2, 2d (Mˆ). Pick m ¨ E and write P=r2(L−m), so
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that Pu=h where h=r2(f−mu) ¥ L2d. Since the result is local, we may
consider this equation in local coordinates around S. Now P has the form
C
j+|a|+|b| [ 2
aj, a, b(r, z, h)(r“r) j (r“z)a “bh ,
where the functions aj, a, b and all their derivatives up to order a−1 with
respect to the vector fields in XS are bounded. By Proposition 9, it suffices
to show that Xu ¥W1, 2d for any vector field X ¥XS.
Now X ¥XS and (42) with j=1 imply that the commutator [X, P]=PŒ
is a second-order operator of the same type as P, i.e. is a combination of
products of vector fields from X(S). In particular PŒ maps W1, 2d to W−1, 2d ,
so we have
P(Xu)=X(Pu)+[P, X] u=Xh+PŒu ¥W−1, 2d .
Thus far, we only know Xu ¥ L2d(Mˆ); but recalling from Theorem 4 that
P: W1, 2d QW
−1, 2
d is an isomorphism, and from Corollary 4 that P has
trivial nullspace on L2d, we conclude that Xu ¥W1, 2d , and this gives the
result for a=2.
The argument for a > 2 is handled by induction. L
Using duality, we find that L−m: W2− a, 22−d (Mˆ)QW
−a, 2
−d (Mˆ) is also an
isomorphism under the conditions of the preceding theorem. But notice
that (2−d) satisfies (37) exactly when d does, so we may consider instead
L−m: W2− a, 2d (Mˆ)QW
−a, 2
d−2 (Mˆ).(43)
Theorem 6. Under the conditions of the previous theorem, (43) is an
isomorphism for all m ¨ E.
An important consequence of Theorems 5 and 6 is the regularity of
solutions to Lu=f. As an example, let a=d=2.
Corollary 5. Suppose that a(x) satisfies (37) with d=2 and that
(42) holds for j=0, 1. If u ¥ L2(M) satisfies Lu=f ¥ L2(M), then
u ¥W2, 22 (Mˆ).
Proof. Pick m ¨ E, and write (L−m) u=f−mu ¥ L2(M). But L−m:
W2, 22 (Mˆ)Q L
2(M) is an isomorphism, and L−m is injective on L2(M), so
u ¥W2, 22 (Mˆ). L
This corollary will be used in the next section to show that L is essen-
tially self-adjoint.
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6. ESSENTIAL SELF-ADJOINTNESS
In this section we continue to assume that S is a k-dimensional manifold
(without boundary) and address the issue of when L|C.0 (Mˆ) has only one self-
adjoint extension in L2(M) of any kind (not just a B-extension); i.e. when is
L essentially self-adjoint? To study this question, we review some basic
facts concerning self-adjoint extensions.
The closure of the graph of L on C.0 (Mˆ) is the graph of the minimal
extension of L, i.e.
Dmin(L)={u ¥ L2(M): there exists fj ¥ C.0 (Mˆ) such that
fj Ł
L2 u and Lfj Ł
L2 f for some f ¥ L2(M)}.
The adjoint of the minimal extension is the maximal extension of L,
because it is in a sense the largest possible extension of L. Its domain is
given by
Dmax(L)={u ¥ L2(M) : Lu ¥ L2(M)},
where the differentiations in L on the right are distributional. The domain
D(L) of an arbitrary self-adjoint extension of L satisfies Dmin(L) … D(L) …
Dmax(L), so the most obvious criterion for essential self-adjointness is to
show that
Dmin(L)=Dmax(L).
Our first result uses this condition and states that if a(x) satisfies the
assumptions of Corollary 5, then Dmin(L) and Dmax(L) may both be
identified withW2, 22 (Mˆ).
Theorem 7. Suppose that a(x) satisfies (42) with j=0, 1 and (37) with
d=2. Then L is essentially self-adjoint, and in fact Dmin(L)=Dmax(L)=
W2, 22 (Mˆ).
Proof. Since L: W2, 22 (Mˆ)Q L
2(Mˆ) is bounded, Dmin(L) …W2, 22 (Mˆ). On
the other hand, if u ¥W2, 22 (Mˆ), then there exists a sequence uj ¥ C.0 (Mˆ)
with uj Q u in W
2, 2
2 (Mˆ). But W
2, 2
2 (Mˆ) … L2(M) implies uj Q u in L2(M),
and the boundedness of L: W2, 22 (Mˆ)Q L
2(Mˆ) implies Luj Q Lu in L2(M).
Consequently, u ¥ Dmin(L), soW2, 22 (Mˆ) … Dmin(L). In other words,Dmin(L)=
W2, 22 (Mˆ).
On the other hand, the fact that Dmax(L)=W
2, 2
2 (Mˆ) follows from
Corollary 5; we need only note that if 0 happens to be an eigenvalue of L,
then we replace this operator by L−m for some m ¨ E, and note that
Dmax(L−m)=Dmax(L). L
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There are other criteria to show that an operator is essentially self-
adjoint, and accordingly, it is possible to substantially weaken the
hypotheses on a(x) from the rather strong ones in this last result. In par-
ticular, we shall focus on the criterion that L is essentially self-adjoint if
and only if
OLu, vP=Ou, LvP for all u, v ¥ Dmax(L).(44)
In order to use (44) in practice, one must know more about the functions in
Dmax(L); as in Section 4, this can be done by using the formula (25) with
the function g carefully chosen.
Now recall the notation s=(−log r)−1 and let us suppose that
r2a(x) \ −
(N−2)2
4
+1+O(s1+e),(45)
or (in case N=4)
r2a(x) \ −ds+O(s1+e),(46)
where e > 0 and 0 < d < 1.
Proposition 10. Let a(x) satisfy (45) (or (46) when N=4). Also set
g=r−
N
2 s
1
2 .(47)
Then gN(u/g), r−1 `s u ¥ L2(M) for any u ¥ Dmax(L).
Remark 5. Here we have chosen to focus on the noncoercive case, but
if we were to replace the lower bound (45) by the coercive bound
lim inf
rQ 0
r2a(x) \ −(N−2)2/4+1+e
for any e > 0, then a similar proof to the one below, but using g=r−N/2
instead, gives the stronger conclusion that r−1u ¥ L2(M), and from this we
easily also obtain Nu ¥ L2(M).
Proof of Proposition 10. As in Section 4, we may assume that u ¥
Dmax(L) is supported in U={x ¥M : r(x) < r0}, and let v=u/g. We want
to use the identity (25). We calculate
Lg
g
=a(x)+1 (N−2)2
4
−1+s−
3
4
s22 r−2+O(r−1) \ c1 s
r2
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for some c1 > 0 and all 0 < r < r0, provided r0 is sufficiently small; in fact,
0 < c1 < 1−d if N=4, otherwise we may take 0 < c1 < 1. Next, let
Mv(r)=r1−N F
r(x)=r
|v|2 dSr,
where dSr is the induced measure on the hypersurface {x: r(x)=r}. Then
M −v(r)=2 r
1−N F
r(x)=r
Re v¯
“v
“n dSr+O(r) Mv(r).
(The second term on the right is produced by the fact that the derivative of
r1−N dSr is O(r), by virtue of Gauss’ Lemma.) This gives
Re F
r=r
g2v¯
“v
“n dSr=r
−Ns(r) F
r=r
Re v¯
“v
“n dSr=
s(r)
2r
M −v(r)+O(s(r)) Mv(r).
On the other hand, for r1 < r0,
F
r \ r1
|u|2 dV=Fr0
r1
r−Ns(r) F
r=r
|v|2 dSr dr=F
r0
r1
s(r)
r
Mv(r) dr.
Since >r00 s/r dr is infinite, while > u2 dV is finite, there must exist a
sequence rj Q 0 for which Mv(rj)Q 0 and M
−
v(rj) \ 0. Recalling the identi-
ties for g−1Lg andM −v above, this gives
Re F
rj [ r [ r0
u¯Lu dV \ F
rj [ r [ r0
1g2 |N(u/g)|2+c1 s
r2
|u|22 dV−c s(rj) Mv(rj).
The term on the left is uniformly bounded as rj Q 0, and the final term on
the right tends to zero. This gives the desired result. L
Theorem 8. If a(x) satisfies (45) or (46), then L is essentially self-
adjoint.
Proof. Let u, v be any two functions Dmax(L). For t > 0 consider the
region Ut — {x: log(−log r) [ 1/t}, so that 1−t log(−log r) [ 1 in Ut.
Now define
It — F
Ut
(1−t log(−log r)) div (u Nv¯ − v¯Nu) dV.(48)
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Our goal is to show that It Q 0 as tQ 0, for this will imply (44), and hence
show that L is essentially self-adjoint.
Integrating by parts, we get
It=−t F
Ut
s
r
(u Nv¯− v¯ Nu) ·Nr dV.
Using the previous Proposition we shall show that both r−1s |u Nv¯| and
r−1s |v¯ Nu| are integrable. Granting this, then It does indeed vanish in the
limit and we are done.
For this last step, first note that Nv¯=N(gv¯g−1)=gN(v¯/g)+v¯g−1 Ng. We
know the first of these terms is in L2, while for the second we have
|g−1 Ng| [ Cr−1, and so finally
r−1s |u Nv¯| [ r−1s |u| |gN(v/g)|+Cr−1s1/2 |u| r−1s1/2 |v|,
and all terms on the right are integrable. Interchanging the roles of u and v
we estimate the other term. L
Remark 6. When a(x) ¥ L.(Mˆ), then our conditions (45) and (46) only
give essential self-adjointness for L when N \ 4. This is sharp. For
example, when S={pt} so that N=n, then L=−Dg fails to be essentially
self-adjoint when N [ 3; in fact, [6] describes the various self-adjoint
extensions on RN0{pt} when N=1, 2, or 3. These examples can easily be
transfered to our situation whenever S …M is a smooth submanifold of
codimension less than four.
7. EXAMPLES
In this section, we shall consider examples which illustrate the various
conditions discussed above. Again we suppose that S is a k-dimensional
submanifold of M, and we shall discuss conditions on the codimension
N=n−k under which we may answer the following questions:
1. Is the Dirichlet extension of L Sturm–Liouville?
2. Is L essentially Dirichlet (and singular Sturm–Liouville)?
3. Is L essentially self-adjoint?
The reason we have combined singular Sturm–Liouville with essentially
Dirichlet is that they will both be true or both false in the examples that we
consider. (Of course, there are examples of operators on noncompact
manifolds which are essentially Dirichlet, even essentially self-adjoint,
which have continuous spectrum and therefore are not Sturm–Liouville.)
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Example 1. Suppose that a ¥ L.(M).
1. Yes.
2. No, if N=1 (the Dirichlet and Neumann extensions are distinct).
Yes, if N \ 2; in fact, using H1, 20 (Mˆ)=H1, 2(M), the (unique) B-exten-
sion agrees with the (unique) self-adjoint extension of L on M with
D(L) …H1 (M).
3. No, if N=1, 2, 3 (cf. Remark 6). Yes, if N \ 4.
If N=3, we see that L is essentially Dirichlet, but not essentially self-
adjoint; the reason is that there exist self-adjoint extensions (other than the
Dirichlet extension) which are not B-extensions (so they affect the answer
for 3 but not 2). For example, with a — 0 and S={x0} as in [6], we can
allow the Green’s function G(r)=(4pr)−1 in the nullspace of a self-adjoint
extension of L because G ¥ L2(M) and DgG=dx0 — 0 on Mˆ; this cannot be
a B-extension because Q(G)=..
Example 2. Suppose that a(x)Q −. as xQ S.
1. Yes, provided r2a(x) \ −(N−2)2/4+O(|log r|−(2+e)) for N ] 2
and r2a(x) \ − 14 |log r|
−2+O(|log r|−(2+e)) for N=2.
2. No, if N=1. Yes, if N \ 2 and a(x) satisfies the same lower
bounds as in 1.
3. Yes, if N \ 4 and r2a(x) \ (1−(N−2)2)/4+O(|log r|−(1+e) for
N ] 4 and r2a(x) \ −d |log r|−1+O(|log r|−(1+e)) for N=4 and some
0 < d < 1.
8. STRATIFIED SINGULAR SETS
In the remaining sections of this paper we finally relax the assumption
that S be a closed submanifold. It is unreasonable to expect satisfactory
results when S is too general, and so we assume that that it has a stratified
structure. There are two different classes of stratified sets we shall consider.
The first, which we treat in this section, is quite general and allows S to
have conic, edge and cusp singularities. Unfortunately, the results we can
prove in this generality are not very strong. In the next section we intro-
duce the more restricted class of stratified sets of iterated cone-edge type
(see also [18]). Elements of this class do not have cusp type singularities.
Furthermore, constructions and arguments may all be handled inductively
here. In the final section of this paper we obtain much more satisfactory
results concerning singular Sturm–Liouville theory in this category.
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The most general class of stratified sets in the differentiable category is
defined as follows. The subset S …M is said to be stratified if it may be
written as a disjoint union S=Qnk=0 Sk where each stratum Sk is a prop-
erly embedded smooth submanifold of M of dimension k, if j ] k then
Sj 5 Sk=”, and if Sj 5 S¯k ]” then Sj … S¯k. (Here we shall index strata
by dimension, and so it is especially important to remember that the Sk
need not be connected.) Because we want S to have measure zero, we
generally have Sn=”.
A simple consequence of this definition concerns the frontier points of
each stratum, i.e. points in S¯k 0Sk:
Lemma 3. If S=Qnk=0 Sk is a closed stratified set, and x¯ … S¯k 0Sk for
some k, then x¯ ¥ Sj for some j < k.
Proof. Since S is closed, x¯ ¥ Sj for some j, so Sj 5 S¯k ]”. Hence
Sj … S¯k, which implies j < k. L
As before, we let r(x) denote a defining function for S which satisfies
(16); it is a nonnegative bounded Lipschitz function vanishing only on S,
with gradient (defined almost everywhere) satisfying |Nr|=1 near S. (One
of the advantages of the more restricted class of iterated cone-edge sets
defined in the next section is that for those sets it is possible to define a
good smoothing of r.) We shall also let rk denote the distance function to
the stratum Sk; similar to r, we have |Nrk |=1 (a.e.) near Sk.
Now consider the operator L=−Dg+a(x) where a ¥ C(Mˆ). In order to
show L is semibounded on Mˆ, we need to assume that a(x) satisfies
appropriate lower bounds for each k. More specifically, for every stratum
Sk and any connected closed set S
−
k … Sk, we shall assume either
lim inf
xQ z ¥ S −k
r2k(x) a(x) \ −
(n−k−2)2
4
+e where e=e(S −k) > 0,(49)
(which corresponds to the coercive case (18) when S −k=Sk is itself a closed
manifold), or (corresponding to the ‘‘borderline cases’’ (23) and (24))
n−k \ 2 and r2k(x) a(x) \ −
(n−k−2)2
4
+O(|log rk(x)|−(2+e))
(50)
as xQ S −k > 0,
n−k=2 and r2k(x) |log rk(x)|
2 a(x) \ −
1
4
+O(|log rk(x)|−e)
(51)
as xQ S −k > 0.
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We should observe that relationships between the Sk may impose restric-
tions on the possible combinations of the conditions (49) and (50); for
example, if Sk=“Sk+1 for k=n−3, then we cannot have a(x) satisfying
both (49) for k+1=n−2 (which requires a(x) > 0 near Sk+1) and (50) for
k=n−3 (which requires a(x)Q −. as xQ Sk). We only admit those
combinations of conditions which are compatible with one another.
In this context, we may generalize Theorems 1 and 24 as follows.
Theorem 9. Suppose that S is a stratified subset of measure zero in M,
and for every connected closed set S −k … Sk that a(x) satisfies (49), (50), or
(51). Then L is semibounded on C.0 (Mˆ), and the Dirichlet extension of L is
Sturm–Liouville.
Proof. As usual, we must show the coercivity estimate
Q(u)+C0 ||u||2 \ c ||Nu||2 for all u ¥ C.0 (Mˆ),(52)
where C0, c > 0. This involves a localization to reduce the coercivity of Q to
the cases already studied. In turn, this depends upon choosing an appro-
priate open cover of Mˆ. For simplicity of exposition, we shall asume that
(49) holds for each connected closed set S −k.
To define the open cover, let us begin with the zero-dimensional stratum
S0, which must consist of a finite number of points pj. Let U0 be an open
neighborhood of S0 consisting of small nonintersecting balls Bj around
each of the points pj of S0. Using (49) with S
−
0=S0, the Bj may be chosen
small enough that r20(x) a(x) \ −
(n−2)2
4 +g0 for all x ¥U0 0S0. We can now
apply Lemma 1 in each Bj 0{pj} to obtain the local coercivity estimate
Q(u) \ c ||Nu||2 for all u ¥ C.0 (U0 0S0) where c > 0. In particular, since
U0 0S …U0 0S0, the local coercivity estimate holds for all u ¥ C.0 (U0 0S).
Now let us consider the set S1 0U0, and let S −1 denote its closure. Then
S −1 … S1, since otherwise there would be a point x¯ ¥ S −1 which is also a
frontier point of S1. But by Lemma 3 we would have x¯ ¥ S0, contradicting
the fact that S −1 lies outside of the neighborhood U0 of S0. Consequently,
we may use (49) to conclude that there is an open neighborhood U1 of S1
in which r21(x) a(x) \ −
(n−3)2
4 +g1 for all x ¥U1 0S1. We may also choose
U1 so that U1 5 S … S1 and the closure of U1 5 S1 is compact in S1. The
argument of Lemma 1 now applies to show that Q(u) \ c ||Nu||2 holds for
all u ¥ C.0 (U1 0S1). Continue this process to obtain U0, U1, ..., Un−1. We
complete the cover of Mˆ by adding Un={x ¥ Mˆ : r(x) > e} for some e > 0
sufficiently small. By Lemma 2, there exists C0 so that Q(u)+C0 ||u||2 \
||u||21, 2 for all u ¥ C.0 (Un).
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Now let {q2k}
n
k=0 be a partition of unity subordinate to the cover
{Uk}
n
k=0 of Mˆ, and for u ¥ C.0 (Mˆ) let uk=q2ku. Then
Q(u)=C
k
Q(uk)+2 C
j < k
B(uj, uk).
By the local coercivity results obtained above,
C
n
k=0
Q(uk) \ c C
n−1
k=0
||Nuk ||2+||Nun ||2−C0 ||un ||2.
(52) will follow provided we show that B(uj, uk) \ −C ||u||2 for each pair
j < k. Following the calculations in the proof of Theorem 1 in Section 2, we
have
B(uj, uk)=F (|N(qjqku)|2+a(x) |qjqku|2) dVg+F F |u|2 dVg,
where F is as in (22). The first integral on the right is bounded below by
−C ||u||2 because qjqku is supported in Uk, and the second integral is also
bounded below because the qi are smooth functions on M. This completes
the proof. L
The only other result we prove in the context of general stratified sets is
the analogue of Theorem 3 concerning when L singular Sturm–Liouville.
Theorem 10. Suppose S is a stratified subset of measure zero in M, and
a(x) satisfies either (49) or (50) for every connected closed set S −k … Sk for
k=0, ..., n−2, and for every connected closed set S −n−1 … Sn−1,
lim inf
xQ z ¥ S −n−1
r2n−1(x) a(x) \ e where e=e(S −n−1) > 0.(53)
Then L is singular Sturm–Liouville on Mˆ.
Proof. We know that L: D(L)Q L2(M) exists and is Sturm–Liouville.
Suppose L: D(L)Q L2(M) is a B-extension. Let u ¥ D(L) so that
> |Nu|2 dVg <. and > a(x) u2 dVg <.; we want to find ui ¥D(L) for which
Q(u−ui)Q 0 as iQ..
Write S=S˜ 2 Sn−1, where S˜=Qn−2k=0 Sk is a stratified space with all
strata of dimension at most n−2. Since cap (Sk)=0 for k [ n−2 and
the capacity is additive, cap (S˜)=0; consequently (Theorem 9.1.13 in [1])
there exist cut-off functions q˜i ¥ C.0 (M0 S˜) with q˜i(x)=1 for dist(x, S˜) >
1/i and for which > |N(u− q˜iu)|2 dVg as well as > a(x)(u− q˜iu)2 dVg Q 0 as
iQ.. To get vanishing on Sn−1, consider the sequence of functions
qj(x)=h(jrn−1(x)), where h is the functionused in the proof ofTheorem3, and
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consider the collection q˜iqju. For a given i=1, 2, ..., we can use (53) and
the proof of Theorem 3 to show that > u2q˜2i |Nqj |2 dVg Q 0 as jQ.. Con-
sequently, we may choose j=j(i) so that > u2q˜2i |Nqj |2 dVg [ > u2 |Nq˜i |2 dVg,
and then let ui=q˜iqju. Then > a(x)(u−ui)2 dVg=> a(x) u2(1− q˜iqj)2 dVg
Q 0, and similarly > |Nu|2 (1− q˜iqj)2 dVg Q 0 as iQ.. Thus we need only
show > u2 |N(q˜iqj)|2 dVg Q 0 as iQ.. But
F u2 |N(q˜iqj)|2 dVg [ F u2 |q˜i Nqj+qj Nq˜i |2 dVg
[ 2 F u2q˜2i |Nqj |2 dVg+2 F u2q2j |Nq˜i |2 dVg
[ 4 F u2 |Nq˜i |2 dVg,
which tends to zero because > |N(u− q˜iu)|2 dVg Q 0 and > (1− q˜i)2 |Nu|2
dVg Q 0. L
9. STRATIFIED SETS OF ITERATED CONE-EDGE TYPE
We now narrow our focus and assume that the singular locus S for the
potential a(x) is a set of iterated cone-edge type, as originally introduced
by Cheeger [5], but more recently developed in [18]. This section will be
devoted to the definition of this class of sets and a development of various
objects associated to them. The generalization of singular Sturm–Liouville
theory to this setting will occupy the next section.
Definition 5. The class I(M) of stratified subsets of M of iterated
cone-edge type is the smallest class of closed stratified sets S=Qn−1k=0 Sk …
M with the following properties:
• Any smooth compact submanifold S …M is an element of I(M).
• Suppose S has the following property: any point p ¥ Sa admits a
neighborhood U in M and a diffeomorphism k: UQV with a neigh-
borhood V of the origin 0 ¥ Rn such that k(p)=0 and k(U 5 S)=
V 5 (C(S˜)×Ra), where S˜ ¥I(SN−1) with N=n− a and C(S˜) is the cone
over S˜. Then S ¥I(M).
A point p ¥ S ¥I(M) is of depth 0 if it is a smooth point of S, and induc-
tively it is of depth j if a neighborhood of it is of the form V 5 (C(S˜)×Ra),
where every point of S˜ is of depth j−1; p is of exact depth j if it is of depth
j but not depth j−1. We shall say that S is of depth j if all of its points are
of depth j (at most); notice that every connected component of a stratum
Sk has depth and exact depth associated with one (hence all) of its points.
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In this definition, C(S˜) is the closed cone over S˜ in RN, i.e. C(S) —
R+× S˜ with metric dr2+r2h, where h is a metric on (the strata of) S˜. For
future reference, we let Cg(S˜) — C(S˜)0{0} — R+× S˜ denote the corre-
sponding open metric cone; notice that points of Cg(S˜) have the same
depth as those of S˜. Also in this definition, the subset S˜ … SN−1 is the set
of unit vectors in TpM which are tangent to S and orthogonal to Sa. In
fact, at any point p ¥ Sa … S there is a tangent cone in TpM (obtained as a
limit of dilates of S in any coordinate system centered at p) which is
obviously identified with C(S˜)×Ra. In fact, if S −a is a connected compo-
nent of Sa, then the union of these tangent cones for points p ¥ S −a deter-
mines a cone bundle Ca with fiber C(S˜) over S
−
a; we shall return to this
shortly.
Near any point p ¥ Sa … S the diffeomorphisms k in this definition give
coordinate charts (r, h, z) ¥V … R+×SN−1×Ra, which we call cone-edge
coordinates. In any such system, S is (locally) identified with the set
{(r, h, z): h ¥ S˜ … SN−1}.
We shall require information about the relationship between these cone-
edge coordinates and Fermi coordinates around any stratum Sa. First, at
smooth points (when S˜=”), we may as well assume that the cone-edge
coordinate system is obtained by exponentiation in the normal directions,
so it agrees with Fermi coordinates and the metric g has the expected
normal form (19). In general this is too much to expect; the diffeo-
morphism needed to ‘‘straighten out’’ S need not respect the geodesic flow
of g. However, we can still arrange matters so that the coordinate form of
the metric is reasonably good. To do this, consider a connected component
S −a of a stratum Sa, and recall the cone bundle Ca over this stratum. We
first choose Fermi coordinates (r¯, h¯, z¯) relative to the framing of the
normal bundle associated with this cone bundle. This is not a cone-edge
coordinate system for the simple reason that the intersection of S with the
set where r¯ and z¯ are fixed may vary with these coordinates, and hence is
not of the required form h¯=h¯0. Letting S(r¯, z¯) … SN−1 denote this inter-
section, we now examine how this family of iterated cone-edge sets (of
depth less than or equal to j−1) actually does vary. In fact, there is a dif-
feomorphism F=F(r¯, z¯) of SN−1, depending parametrically on (r¯, z¯), of the
form F=I+O(r¯2) (this bound does not depend on z¯ because of the use of
the cone bundle to determine the initial directions of exponentiation), such
that F(S(r¯, z¯))=S˜ is independent of (r¯, z¯). Therefore we may define cone-
edge coordinates (r, h, z) by r=r¯, z=z¯ and h=F(r¯, z¯)(h¯). A short compu-
tation gives that in this coordinate system
g=(1+O(r4)) dr2+(r2hab(h)+O(r3)) dha dhb(54)
+(smn+O(r)) dzm dzn+O(r3) dr dh+O(r) dr dz+O(r2) dz dh,
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where hab is the Euclidean metric on SN−1 and smn is the induced metric on
S −a. We cannot expect to do better than this in general, as may be seen by
the simple example where S is a non-geodesic line segment. Although
weaker than (19), (54) is still sufficient for our purposes. Henceforth we
shall always assume that cone-edge coordinates are chosen in this manner.
We shall need a smooth defining function r for S. It is no longer pos-
sible to choose such a function so that (16) still holds, so we shall only
require r to be uniformly equivalent to the distance to S:
r(x) % distg(x, S), i.e. C1 [ distg(x, S)/r(x) [ C2 for all x ¥ Mˆ.(55)
Recall (cf. [21]) that for any closed set S there is a smooth, positive
‘‘regularized’’ distance function r(x) which satisfies (55) and in addition
|N jr|=O(r1−j) as rQ 0, for all j \ 0.(56)
Using that S ¥I(M), we shall prove below that it is possible to choose r
such that (56) holds and also so that |Nr| is arbitrarily close to 1 near S.
We pause in this development to observe that when S ¥I(M), there is a
straightforward way to choose a defining function r satisfying (55) and (56)
using the blow-upMS ofM. This space is a resolution of S inM and is the
manifold with corners obtained by blowing up the strata of S in order of
increasing dimension (or equivalently, of decreasing depth); thus
MS=[M; S0; S1; ...; Sn−1].
We have already mentioned this space in case S is a smooth submanifold.
More generally, as examples, if S=S0 is a point (or a discrete set), then
MS is the manifold with boundary obtained by replacing each element of S
with the unit sphere in its tangent space. If S=Sk 2 S0 is a submanifold
of M with isolated conic singularities, then Sk is a k-dimensional submani-
fold of [M; S0] which intersects the boundary transversely, and MS is
obtained by replacing this submanifold by its unit spherical normal bundle.
Note that the interior of MS is naturally identified with Mˆ=M0S. As
already stated, MS is a manifold with corners. Its hypersurface boundary
faces Hk are in one-to-one correspondence with the strata Sk which they
cover under the natural blow-down maps. Now suppose that rk is a defin-
ing function for the boundary hypersurface Hk in MS, i.e. rk(x)=
dist(x, Hk) near Hk where the distance is in MS. Then, under the natural
blow-down maps, these functions may be considered on M; we shall call
the resultant rk on M an iterated system of defining functions for S. Each rk
is positive and vanishes on Sk, but in general rk is not (even equivalent to)
the distance to Sk on M. However, a global defining function for S is given
by r=<n−1k=0 rk, and this function satisfies (55) and (56).
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The defining functions rk (and hence r) are defined globally, but it is
important to understand how they act locally near a point of S. If p ¥ S
and Sk1 , ..., Skm are the strata with dimensions k1 < · · · < km containing p
in their closures, then p ¥ Sk1 (by Lemma 3) and rk1 is the geodesic distance
to Sk1 (at least near Sk1 ). Near interior points of Sk2 , rk2 is just the distance
to Sk2 , but this is not true near boundary points such as p. Near p, the
stratum Sk2 is identified with an open set in C
g (S˜k˜2 )×R
k1 where
S˜k˜2 … S
N−1 is a stratum of dimension k˜2=k2−k1−1 and N=n−k1.
Notice that S˜k˜2 has codimension n−k2 in S
N−1, and has no boundary
points itself: if S˜k˜2 had boundary points, it would contain a stratum S˜k˜ of
dimension k˜ < k˜2, which would mean that p was a boundary point of a
stratum Sk for k1 < k < k2, contrary to hypothesis. This representation
allows us to realize that rk2 is equivalent to the distance (in S
N−1) to S˜k˜2 ,
and the product rk1 rk2 is equivalent to the distance to Sk1 2 Sk2 . We
proceed inductively to identify each rki near p. At each stage, the product
rk1 · · · rkj is equivalent to the distance to Sk1 2 · · · 2 Skj , so for j=m we get
the desired conclusion that the product of the defining functions is equiva-
lent to the distance to S (near p).
Now let us see how to make |Nr| arbitrarily close to 1.
Proposition 11. Fix S ¥I(M). For any c > 0 there exists a function
r ¥ C.(Mˆ) 5 C(M) with r > 0 in Mˆ, r=0 on S, such that (55) and (56)
hold, and also
1− c [ |Nr| [ 1+c in W0S,(57)
for some sufficiently small neighborhood W of S.
Proof. The construction of r proceeds locally and by induction over the
depth of S. When S is smooth, hence of depth zero, then r may be defined
as in earlier sections (and in particular, |Nr| — 1 near S); similarly, for any
(possibly open) stratum Sk of smooth points of S, we may define r in a
neighborhood of any compact set S˜ contained in Sk. Now suppose induc-
tively that r has been defined for any set in I(X) of depth less than j for
any manifold X. If p ¥ S is a point of exact depth j, then choose cone-edge
coordinates (r, h, z) adapted to the metric, as in the discussion above. Thus
near p, S is of the form C(S˜)×Ra.
By the induction hypothesis, choose a defining function s — r˜ for S˜ on
SN−1 such that | |Nws|−1| [ c/2 on a small neighborhood of S˜, where Nw is
the gradient with respect to the standard spherical metric. Now define
r=rs. Because of the properties of s assumed by induction and also the
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proximity of the metric to the product case, we calculate that in this small
neighborhood of p,
|Nr| [ (1+eŒ)(r |N°s|+s |N°r|)=(1+eŒ)(|Nws|+s) [ (1+eŒ)(1+c/2+s),
where N° denotes the Euclidean gradient. Provided w is close to S˜ and eŒ is
sufficiently small, then the upper bound in (57) must hold in some small
neighborhood W of S in Up. The lower bound holds in a similar fashion.
Now suppose that there is a (possibly open) stratum Sa of points of
exact depth j containing p; points of Sa near p correspond under the dif-
feomorphism k to points in {0}×B −e(0) …V. By means of a partition of
unity (in the variable y along the Euclidean factor), we may extend the
definition of r to a small neighborhood of any compact subset S −a … Sa.
Finally, it remains to show that these localized definitions of r may be
patched together and still satisfy (57) on all of S. We have noted that a
partition of unity may be used to extend r in directions corresponding to
the factor Ra, so for notational simplicity, let us assume that a=0 near
p ¥ S, and that we have one definition of r as rs in Be(0) in C(S˜) and
another definition, say r1, in the complement of Be/2(0). Choose a non-
negative cutoff function q(r) which equals one inside Be/2 and vanishes
outside Be. Since s is a very small perturbation of the distance function
along the sphere, we have
|rs−r1 | [ Crs3,
as follows from elementary Euclidean geometry. Hence if r=q(r) rs+
(1−q(r)) r1, then
|Nr| [ (1+e)((1+c)+|rs−r1 | |Nq|).
By the preceding estimate, this final set of terms on the right can be
estimated by Cs3 since |qŒ| [ Ce−1, and hence since s is small in our neigh-
borhood, we can estimate the whole term on the right by 1+cŒ. The lower
bound is similar. This completes the inductive step, and hence the con-
struction of r in a full neighborhood of S. L
We also define XS, the analogue of the space of vector fields on Mˆ
introduced in Definition 4. This definition proceeds inductively on the
depth of S. With this approach, we simultaneously define a closely related
space of vector fields YS. When S is of depth zero, then we have already
defined XS=XS(Mˆ) to be the space of vector fields obtained as sums of
multiples by smooth functions (on M) of the generating set r“r, “h, and r“z
where (r, h, z) are Fermi coordinates around S (so that r represents dis-
tance from S, h is the angular variable around S and z is a local coordi-
nate system along S). The space YS=YS(Mˆ) is generated by “r, r−1“h, “z
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over the same set of smooth functions. Notice that the Lie bracket of any
two elements in XS remains in XS, while this is not true for most pairs of
elements in YS.
Suppose we have defined XS˜ and YS˜ for all S˜ which are of depth j−1 (in
any smooth ambient manifold), and let S …Mn have depth j. The defini-
tions of these spaces of vector fields are local, and their elements are arbi-
trary smooth vector fields away from S, so we need only define them near
points of S. Near any one of its points, S is either locally a cone over some
S˜ … Sn−1 or else a product of some C(S˜) with an Ra and S˜ … SN−1,
N=n− a. In the first case, we define the elements Y ¥YS to be of the form
“r and r−1X˜ where X˜ ¥YS˜ and r is the radial variable in the cone. In the
second case, if the coordinates in the Euclidean factor are denoted by z,
then we adjoin to the elements of YS˜ the vector fields “z. Finally, the ele-
ments of XS are the vector fields of the form X=rY where r is the smooth
defining function for S constructed above, and Y is an arbitrary element
in YS.
The elements of XS lift to the blown up space MS and are tangent to all
boundary faces there. However, these lifts do not generate the space
Vb(MS) of all smooth vector fields tangent to the faces of MS. Instead,
they are constrained to be tangent to an iterated fibration structure on the
faces ofMS; this is the point of view of [18].
In any case, YS and XS are fundamental in various different ways. First
note that the elements of YS are of bounded length with respect to the
ambient metric g on M; this may be verified inductively, using polar coor-
dinates near the tip of each cone C(S˜). XS is closed under the ordinary Lie
bracket of vector fields. Recalling the overall defining function r intro-
duced earlier, these remarks then directly imply the
Lemma 4. The Laplacian Dg may be written as the sum of products of
two or fewer elements of YS; the operator r
2Dg may be written as a sum of
products of two or fewer elements of XS.
We also note that from (56) we have
Lemma 5. If X1, ..., Xr ¥XS, then |X1 · · ·Xrr | [ Cr.
One other point is that we may define the weighted Sobolev spaces in
terms of any overall defining function r and the elements of XS:
L2d(Mˆ)={u ¥ L2loc : r−du ¥ L2(Mˆ; dVg)}
Wa, 2d (Mˆ)={u ¥ L2loc : X1 · · ·Xru ¥ L2d for all Xj ¥XS, r [ a}.
We could have defined spaces using different exponents on the different
defining functions rk, but in this paper we shall not consider these multi-
weighted spaces. Analogous to Proposition 9, we have
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Proposition 12. u ¥Wa, 2d if and only if u and Xu are in Wa−1, 2d for any
X ¥XS.
Note that as in Proposition 8, C.0 (Mˆ) is dense in everyW
a, 2
d (Mˆ).
10. SINGULAR STURM–LIOUVILLE THEORY WHEN S ¥I(M)
Having developed a language suitable for discussing the geometry of
these iterated cone-edge sets, we turn to the analytic developments in this
context. We shall prove results concerning the sufficiency of various criteria
on the potential function a(x) for the operator L=−Dg+a(x) to be semi-
bounded, essentially Dirichlet and essentially self-adjoint, in turn. We also
discuss mapping properties on weighted Sobolev spaces. In the interests of
brevity, we focus exclusively on what we have called the coercive case, and
omit discussion of the borderline cases. Results for these other cases are
both more difficult to formulate, and also more delicate than before.
We first consider the semiboundedness problem. The conditions we
impose on a(x) are more complicated to state than before; they involve the
same pointwise lower bounds at smooth points of S, but also lower bounds
involving spectral data at boundary strata. To explain the spectral condi-
tion at boundary points, suppose that p ¥ Sk is of depth exactly j > 0, and
choose cone-edge coordinates (r, h, z) adapted to the metric which straigh-
ten out S locally to V 5 (C(S˜)×Ra); here S˜ is an iterated cone-edge set in
SN−1, N=n− a, of depth j−1. We suppose that a(r, h, z) has a decompo-
sition of the form
a(r, h, z)=
a˜(r, h, z)
r2
+a0(r, h, z),(58)
and we now explain the different roles of a˜ and a0.
We regard the function a˜ as a potential on SN−1, with (r, z) as param-
eters. We write a˜r, z(h)=a˜(r, h, z) and let
L˜r, z — −Dh+a˜r, z(h) on SN−10 S˜.(59)
The function a˜r, z(h) may be singular along S˜, but we shall assume the
global (in h) condition that L˜r, z is uniformly coercive in (r, z), and in fact
satisfies the stronger assumption that its ground-state eigenvalue is uni-
formly positive:
l1(L˜r, z) \ l1 > 0 as rQ 0.(60)
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We shall use a different but equivalent formulation of this, that for all
u ¥ C.0 (SN−10 S˜),
F
SN−1
(|Nhu|2+a˜r, z(h) |u|2) dh \ c˜ F
SN−1
|Nhu|2 dh,(61)
for r small enough and for z varying in a compact set of Sk. To see these
are equivalent, note that
F (|Nhu|2+a˜ |u|2) dV \ c˜ F |Nhu|2 dV+(1− c˜) F (|Nhu|2+(1− c˜)−1 a˜ |u|2) dV
and the final term is nonnegative if c˜ is small by stability of the first eigen-
value.
On the other hand, we shall impose the usual pointwise lower bounds on
the function a0(r, h, z) for h ¥ SN−10 S˜, uniformly for z in a compact subset
S −k … Sk and as rQ 0:
A — inf
z ¥ S −k
lim inf
rQ 0
r2a0(r, h, z) \ −
(N−2)2
4
+e(62)
for some e > 0.
We now show how (61) and (62) are used to verify coercivity in a neigh-
borhood around p. We wish to show that for u ¥ C.0 (Rn0(C(S˜)×S −a))
which is supported near enough to p,
Q(u) \ Q0(u) — F
R
N×S −a
|Nu|2+
a˜(r, h, z)+A
|x|2
|u|2 dV \ c F
R
N
|Nu|2 dx,(63)
for some c > 0. But
Q0(u)=F
S
−
a
F.
0
F
SN−1
5:“u
“r
:2+|Nzu|2+1r2 (|Nhu|2+a˜ |u|2+A |u|2)6
×rN−1 dr dh dz
\ c˜ F |Nu|2 dV+(1− c˜) F
S
−
k
F.
0
F
SN−1
1 :“u
“r
:2+ A |u|2
(1− cŒ) r2
2 rN−1 dr dh.
Finally, possibly letting c˜ be even smaller so that A/(1− c˜) > −(N−2)2/4,
use the one-dimensional Hardy inequality ((77) in the Appendix) to show
that the final integral here is nonnegative. This gives the desired inequality.
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Although we have implicitly used the Euclidean metric here, it is clear
that this coercivity for L holds in a small enough neighborhood U for any
metric of the form (54). We shall patch together these local results to
obtain coercivity of L on all of Mˆ, but this calculation illuminates the
separate roles, one global and one local, of the terms a˜ and a0 appearing in
the decomposition of a. We formalize this class of potential functions:
Definition 6. If S ¥I(M), then define P(Mˆ) … C(Mˆ) to be those
functions a(x) satisfying the following conditions:
• For every connected closed set S −k of depth 0 in a component of Sk,
a(x) satisfies (49).
• For every point p ¥ S of exact depth j > 0, there is a decomposition
in cone-edge coordinates (r, h, z) as in (58), where a˜ satisfies the spectral
condition (60) and a0 satisfies the lower bound (62).
Let us now see how to patch together our local coercivity results to show
L is coercive on all of Mˆ.
Theorem 11. Suppose that S ¥I(M) and a(x) ¥P(Mˆ). Then L is
coercive (and in particular semibounded) on C.0 (Mˆ) and the Dirichlet
extension is Sturm–Liouville.
Proof. As usual, we proceed by induction on the depth j of S. If S has
depth 0, then it is smooth and the result is provided by Theorem 1.
Suppose then that S has depth j and p ¥ S be any point. As we saw above,
we can use cone-edge coordinates to conclude that there is a neighborhood
U of p such that Q(u) \ c ||Nu||2 for all u ¥ C.0 (U0S); here we use the
induction hypothesis to conclude the requisite coercivity near S˜ … SN−1
which must have depth j−1.
This provides us with an open cover {Up} of S which, by compactness,
has a finite subcover {Ui}
I
i=1. We can add an open set U0 in Mˆ to obtain a
finite cover of Mˆ. We need to show that the coercivity in each Ui can be
extended to coercivity on Mˆ. This is done using a partition of unity {qi}
subordinate to the open cover {Ui}, as was done at the end of Section 2.
In fact, for u ¥ C.0 (Mˆ) we let ui=qiu, and we need only verify that
B(ui, uk) \ −C ||u||2 for i ] k. As in the case of Section 2, this follows from
the smoothness of the qj, and completes the proof. L
To prove suitable results about when L is essentially Dirichlet or essen-
tially self-adjoint, we need further preparation. Recalling the proofs in
Section 4 and Section 6, a crucial ingredient is the existence of a function g
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used in the integration by parts formula (25), and which we henceforth call
a barrier function. In the coercive case (cf. Remark 2) we expect that
Lg
g
\
C
r2
.(64)
When S is a smooth submanifold, the existence of a suitable barrier func-
tion is required only near S; furthermore, only pointwise lower bounds on
the potential a(x) near S are required to ensure that it satisfies (64).
However, in the present situation, more global considerations enter into its
construction, which involves its successive extension from a neighborhood
of points of depth j−1 to a neighborhood of points of depth j. Specifically,
the definition of g near a cone (or edge) point p involves, by induction, the
use of a barrier function g˜ which is globally defined on SN−10 S˜, and this is
precisely where we must use the spectral lower bound for the induced
operator on the link. Thus we must carry forth the globalization procedure
and the local construction essentially simultaneously. This is done in the
next two propositions; the first involves the transition from local barrier
functions to global ones, while the second uses global barriers at depth j−1
to construct local barriers at depth j.
Before stating these results, we set up some notation. Suppose that
p ¥ Sa is a point of depth j, and let (r, h, y) be cone-edge coordinates
adapted to the metric near p. Thus locally near p, S is identified with
C(S˜)×Ra, with S˜ of depth j−1. The total defining function r near p has
the form r=rr˜, where r˜ is a total defining function for S˜ in SN−1. Beyond
(64), we shall require two other properties of the barrier function at each
stage of the induction. Using the notation above, then near p we also
require that if a < n−2 then
g(x) % r
2+a−n
2 g˜(h)(65)
|Ng(x)|=O(g/r)(66)
as xQ p. By hypothesis, then, the function g˜ which appears in (65) and
its gradient must satisfy the analogous properties on SN−1. We discuss
precisely what this entails later, but do not need to know anything beyond
these estimates for the next proposition. When p is of depth 0, then define
g=r (2+a−n)/2 nearby, so that the bounds (64), (65) and (66) are all
satisfied. This begins the induction.
Proposition 13. Suppose that S ¥I(M) and a(x) ¥P(Mˆ); in case
Sn−1 ]”, add the assumption lim infxQ p ¥ Sn−1 r2n−1a(x) \ e > 0. Suppose
that there exists a neighborhood U of S and a positive C2 function g0 defined
on U0S which satisfies (64), (65) and (66) there. Assume also that l1(L),
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the lowest eigenvalue for the Dirichlet extension of L on Mˆ, is positive. Then
there exists a positive C2 function g defined on all of Mˆ which satisfies (64),
(65) and (66).
Proof. First extend the function g0 from its original domain of defini-
tion U0S to all of Mˆ so that the extended function, which we still call g0,
remains positive and twice continuously differentiable. Let k1 denote the
eigenfunction corresponding to the lowest eigenvalue of L: D(L)Q L2(M)
(normalized to have ||k1 ||=1). Thus Lk1=l1k1 and k1 > 0 on Mˆ. (Tech-
nically speaking, k1 need not be C2 since a is only assumed to be in C0. We
may either assume that a is slightly more differentiable at this point, or else
proceed without this assumption by a mollification argument, which we
omit.) We define the function g to have the form
g=g0+C1k1,
for some sufficiently large C1. For any such g,
Lg
g
=
Lg0+C1l1k1
g0+C1k1
,
and so (64) will be satisfied provided we show that the numerator
Lg0+C1k1 is strictly positive and also that g0 dominates k1 in U.
Recall the space MS obtained by blowing up the strata of S in order of
increasing dimension, and let rj be a good defining function on this space
for the hypersurface covering Sj. For e=(e0, ..., en−1), define the domains
Me=M(e0 , ..., en−1 )={x ¥ Mˆ : r0 \ e0, ..., rn−1 \ en−1};
these exhaust Mˆ as all ej Q 0.
We now show, using the maximum principle, that k/g0 Q 0 as xQ Sa
for any a < n−2, and k1 [ C as xQ Sa for a=n−1 or n−2. Since k1 is an
eigenfunction for the Dirichlet extension, it is the limit (uniformly on
compact subsets of Mˆ) of the L2-normalized eigenfunctions k1, e corre-
sponding to the first Dirichlet eigenvalues l1, e onMe. Thus k1, e=0 on “Me
and L(k1, e)=l1, ek1, e in Me. As all ej Q 0, then l1, e Q l1 and k1, e Q k1
uniformly on compact subsets of Mˆ.
Introduce the functions
Rd=r
n−2
2 −d
0 r
n−3
2 −d
1 · · · r
1
2−d
n−3, and fd, e=Rdk1, e ,(67)
for small d > 0. We shall show that fd, e satisfies the maximum principle
near S, which will imply that fd, e remains bounded as eQ 0.
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The calculation is somewhat involved, but the essential idea is already
contained in the case when S=Sa is a smooth submanifold of dimension
a. Now let r be a smooth defining function with |Nr|=1 near S. Let
N=n− a and b=(N−2)/2−d when N> 2 and b=0 when N=1, 2, and
set fe=rbk1, e. If d is small enough, then r(x)2 a(x) \ −(N−2)2/4+2d2
as rQ 0. A short calculation gives
Dfe−2br−1 Nr Nfe+c(x) fe=0,(68)
where
c(x) %
b(b−(N−2))
r2
−a(x)+l1, e as rQ 0.
When N> 2 and b=(N−2)/2−d, then b(b−(N−2))=−(N−2)2/4
+d2, while by the earlier remark, r2a(x) \ −(N−2)2/4+2d2, and so
c(x) < 0 since −d2/r2+l1, e < 0 uniformly as eQ 0. Similarly, c(x) is also
negative for small enough r when N=1, 2 and b=0, because a \ er−2
then. In either case, we have c(x) < 0 in U — {x ¥ Mˆ : r(x) < r0}.
Rescale k1 so that supr(x)=r0 k1(x)=1 (and similarly for k1, e). Since
k1, e Q k1 uniformly on compacta, we may assume that supr(x)=r0 k1, e(x) [
3/2 for e [ e0. Consequently, supr(x)=r0 fe(x) [
3
2r
b
0 . However, fe satisfies
the maximum principle in the region Ue — {x ¥ Mˆ : e < r(x) < r0} and
vanishes when r=e, so that fe(x) [ 32r
b
0 in Ue. Letting eQ 0 gives that
f — limeQ 0 fe=rbk1 is bounded in U. In other words, k1 [ Cr−b, where as
before, b=0 when N=1, 2. But then, in either case, k1/g0 [ Cr−b/g0=
Crd Q 0 as rQ 0, which is what we set out to prove.
When S is a general iterated cone-edge set, then the function fd, e defined
in (67) satisfies (68) where c(x) can once again be assumed negative in a
small neighborhoodofS, so longas (n−2−k)/2 > d and lim infxQ Sk r
2
k(x) \
−(n−2−k)2/4+2d2 provided Sk ]” and k < n−2. The maximum prin-
ciple is applied as before, and we conclude that g0 dominates k1 as xQ S.
Thus we have shown that (64) holds; it is clear from this argument that g
also satisfies (65) and (66). L
We now turn to the construction of the local barriers in a neighborhood
of S.
Proposition 14. Let S ¥I(M) and a(x) ¥P(Mˆ); assume also that
lim infxQ z ¥ Sn−1 r
2
n−1a(x) \ e > 0 when Sn−1 ]”. Then there exists a neigh-
borhood U of S and a positive C2 function g which satisfies (64), (65) and
(66) in U0S. In fact, if we let r0, r1, ..., rn−1 denote an iterated system of
defining functions as discussed in the previous section, then
g % r
2−n
2
0 r
3−n
2
1 · · · r
− 12
n−3 as xQ S.(69)
(Recall that rk — 1 if Sk=”.)
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Proof. As usual, the proof is by induction over the depth j of S. When
j=0, S is smooth of some dimension a, so we define g=r(2+a−n)/2 if
a < n−2 (cf. Remark 2 in Section 4), and define g — 1 if a=n−1 or
a=n−2.
Now let us assume that the Proposition holds for all iterated cone-edge
sets of depth j−1 (in any Riemannian manifold), and suppose that
S ¥I(M) has depth j. We shall construct g in a neighborhood U of S by
working locally on S, using the assumptions on a(x) and the induction
hypothesis, and also a patching argument.
Consider a point p ¥ Sa of depth j, and fix cone-edge coordinates (r, h, z)
nearby p, so that we are identifying S with C(S˜)×Ra locally, and the link
S˜ … SN−1 has depth j−1. Also, for the remainder of the proof, set
N=n− a. By induction there is a function g˜(h) defined on a neighborhood
of S˜ in SN−1 satisfying (64), (65) and (66). In particular,
L˜g˜
g˜
\
C
r˜2
in a neighborhood U˜ of S˜ in SN−1, where L˜ is the operator given in (59).
The spectral conditions on L˜ coming from the hypotheses on a give that
l1(L˜) > 0, and hence by Proposition 13 we may extend g˜(h) to all of
SN−10 S˜.
Now define g in a neighborhood of p by
g(r, h, z)=r
2−N
2 g˜(h).(70)
In these cone-edge coordinates, L=L0+Q where
L0 — −
“2
“r2−
N−1
r
“
“r−
1
r2
Dh−Dz+a(r, h, z)
and Q is an operator of the form r−1 times a sum of products of two or
fewer elements of XS (or equivalently, is an operator of the same general
form as L0 but with an extra factor of r in front). Now use (62) to calculate
that
L0g
g
\
1
r2
L˜r, z g˜
g˜
+
1
r2
(N−2)2
4
+a0 \
C
r2r˜2
\
C
r2
.
The additional operator Q creates only a lower order error, and so (64)
follows. By definition, (65) holds, and (66) as well as (69) follow by induc-
tion on the analogous properties for g˜.
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We have now defined, for any point p ¥ S, a suitable function gp in some
neighborhood of p. It remains to show that these locally defined functions
can be patched together to give a function defined in an entire neigh-
borhood of S and with the desired properties.
First notice that gp is independent of the z variable in cone-edge coordi-
nates around p. More precisely, if S −a is a compact subset of some con-
nected component of Sa containing p, then the function gp may be defined
using cone-edge coordinates in some neighborhood U −a of S
−
a and has all
the required properties there. (Alternately, we can use a partition of unity
to patch together the various locally defined functions gp as p varies over
S −a, and then it is straightforward to check that this function satisfies all the
required properties.) Denote this function by ga. Now suppose that S
−
a is of
depth j, so that near S −a, S may be identified with C(S˜)×S
−
a where
S˜ … SN−1 is of depth j−1. Notice that the set Cg(S˜)×S −a is also of depth
j−1. Hence, if S −(j−1) … S is a set of depth j−1 that is identified with a
compact subset of Cg(S˜)×S −a, then our inductive hypothesis ensures the
existence of a function g (j−1) that satisfies all the necessary properties in
U −(j−1) 0S, where U −(j−1) is a neighborhood of S(j−1). If S −(j−1) is large
enough to meet the neighborhood U −a of S
−
a, it remains for us to show that
we can patch together the functions ga and g (j−1) on (U
−
a 2U −(j−1))0S and
preserve the desired behavior.
This final patching requires some care. It takes place near S −a so we may
use the cone-edge coordinates (r, h, z). Let q(r) be a cutoff function which
equals 1 in the region r [ E and 0 in r \ 2E, and such that qŒ [ 0 every-
where. Define
g=g (j)=q(r) ga+(1−q(r)) g (j−1).
We now show that this satisfies (64), (65) and (66). In fact, the latter two
properties are easily verified, so we concentrate on the former.
First write
Lg=qLga+(1−q) Lg (j−1)+R,(71)
where
R — (Dq)(g (j−1)−ga)+2Nq ·N(g (j−1)−ga).
It suffices to work in the region E [ r [ 2E, and we know that
Lga \ C1
ga
r2
and Lg (j−1) \ C2
g (j−1)
r2
there. Thus
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Lg \
Cg
r2
+R,
and it will be enough to show that for any d > 0 there is a small neigh-
borhood of S in which R \ −dg r−2. On the other hand, if we write r=rr˜
where r˜ is a global defining function for S˜ … SN−1, and recall that
e [ r [ 2e, then it suffices to show that for any d > 0 we have
R \ −
dg
r˜2
(72)
provided r˜ is sufficiently small.
To estimate R, we first use |Nr|2 — 1 and Dr=(N−1) r−1+O(1) to
conclude
Nq=qŒNr and Dq=qœ+qŒ 1 (N−1)
r
+O(1)2 ,
so that
R=(qœ+qŒO(r−1))(g (j−1)−ga)+2qŒ Nr ·N(g (j−1)−ga).
We need to estimate g (j−1)−ga and Nr ·N(g (j−1)−ga) as r˜Q 0. First use
ga=r
2−N
2 g˜a where N=n− a (and we have assumed N> 2, otherwise ga=g˜a)
to conclude that
Nr ·Nga=O(r−
N
2) g˜a+r
2−N
2 Nr ·Ng˜a.
But Ng˜a(h)=(r−1+O(1)) Nh g˜a(h), so
Nr ·Nga=O(r−
N
2)(g˜a+Nh g˜a).
But using |Nh g˜a |=O(g˜a/r˜) together with e [ r [ 2e, we conclude
Nr ·Nga
ga
=O 1 1
r˜
2 as r˜Q 0.
We are also interested in Nr ·Ng (j−1) as r˜Q 0. In particular, let us consider
xQ q ¥ Sk, where Sk is some connected stratum of S that contains p (and
hence all of S −a) in its closure; notice that k > a. Sufficiently near Sk, we
know by induction that g (j−1)=r
2−M
2
k g˜
(j−1), where M=n−k (and we have
assumed M> 2, otherwise we just have g (j−1)=g˜ (j−1)), rk is the distance to
Sk, and g˜ (j−1) is defined on the unit sphere SM−1 that is normal to Sk at q;
436 MAZZEO AND MCOWEN
in fact, if q ¥ Sk is a smooth point of S, then g˜ (j−1) — 1, but otherwise g˜ (j−1)
is singular on SM−1. If we let S˜k=Sk 5 SN−1 and sk(h) denote the defining
function for S˜k … SN−1, then rk % rsk, so g (j−1) % (rsk)
2−M
2 g˜ (j−1) as xQ q. (If
q ¥ Sk is a smooth point of S, then sk(h)=distSN−1(h, S˜k).) Using this form
of g (j−1) and estimating as above, we compute
Nr ·N(g (j−1))=O(r−
M
2 )(s
2−M
2
k g˜
(j−1)+Nh(s
2−M
2
k g˜
(j−1))).
Moreover, since r˜ [ Csk,
s
M−2
2
k Nh(s
2−M
2
k )=O 1 1sk 2=O 1 1r˜2 and Ng˜
(j−1)
g˜ (j−1)
=O 1 1
r˜
2 as xQ p.
If we now let Sk1 , ..., Skm be the maximal collection of strata of S that
contain p (and hence S −a) in their closures, and repeat the above argument
with k=ki, then recalling r˜=sk1 · · · skm allows us to conclude
Nr ·N(g (j−1))
g (j−1)
=O 1 1
r˜
2 as r˜Q 0.
Finally, let us observe that ga and g (j−1) both have the same asymptotic
behavior as r˜Q 0 (with r bounded away from zero), namely
ga, g (j−1) % s
2+k1 −n
2
k1
· · · s
2+km−n
2
km
as r˜Q 0 with e [ r [ 2e.
As a consequence, we certainly have
R
g
=O 1 1
r˜
2 as r˜Q 0 with e [ r [ 2e,
which implies (72).
This concludes the inductive step for the patching argument and hence
the proof. L
We now use this proposition to obtain conditions under which the
operator L is essentially Dirichlet on Mˆ.
Theorem 12. Suppose S ¥I(M) and a(x) ¥P(Mˆ); in case Sn−1 ]”,
add the assumption lim infxQ z ¥ Sn−1 r
2
n−1a(x) \ e > 0. Then L is essentially
Dirichlet and singular Sturm–Liouville on Mˆ.
Proof. Let L: D(L)Q L2(M) be a B-extension of L|C.0 (Mˆ), and let
u ¥ D(L). By elliptic regularity, we know that u ¥H2, 2loc (Mˆ). If we can show
that every point p ¥ S admits a neighborhood U for which Nu,
r−1u ¥ L2(U), then the compactness of S will enable us to conclude Nu,
r−1u ¥ L2(M), and we can use cut-off functions (as in the proof of case
N=1 of Theorem 3) to conclude u ¥D(L).
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Now if p ¥ Sn−1 or p ¥ Sn−2, then the coercivity assumption on a(x)
together with Q(u) <. show that in a neighborhood U of p we must have
Nu, r−1u ¥ L2(U). So we may assume p ¥ Sa with a < n−2.
Let Sk1 , ..., Skm with dimensions k1 < · · · < km < n−2 denote strata
containing p in their closures, and rk1 , ..., rkm their defining functions. We
must have a < k1; note also that p could be in the closure of Sn−2 or Sn−1.
Choose a suitable cone-edge neighborhood U of p with r being a defining
function for Sa. Multiplying by a smooth cut-off function, we may assume
that u vanishes in a neighborhood of “U. Let Ue={x ¥U : r \ e,
rk1 \ e, ... rkm \ e}. For any positive C
2-function g, the function v=u/g
satisfies the integration by parts formula
F
Ue
u¯Lu dV=F
“Ue
g2v¯
“v
“n dS+FUe (g
2 |Nv|2+(g−1Lg) |u|2) dV,(73)
where n denotes the inwards pointing normal to “Ue. Because we are in the
stratified case, “Ue is no longer smooth; but S ¥I(M) implies that “Ue is
piecewise smooth, which is enough for the divergence theorem to hold. The
idea, of course, is to use the local barrier g that was constructed in Propo-
sition 13, so that we know that both terms in the domain integral on the
right hand side of (73) are positive near S. If we can show “(g2)/“n < 0 on
all components of “Ue, then as in the proof of Proposition 5 we shall be
able to conclude that
lim inf
eQ 0
F
“Me
g2v¯
“v
“n dS \ 0,
which guarantees that gNv, r−1u ¥ L2(M). But on any component of “Ue
where, say, rk¯=e (but all other rki > e), n is just the direction of increasing
rk¯. Since “(g2)/“rk¯=(2−n+k¯) g2(rk¯)−1 < 0 (recall k¯ < n−2), we conclude
that “(g2)/“n < 0, as desired. But once we know that gNv, r−1u ¥ L2(M),
we may write gN(u/g)=Nu−g−1uNg to conclude
1
2
|Nu|2 [ | gN(u/g)|2+
|Ng|2
g2
|u|2,
and then observe that |Ng|/g [ Cr−1 to conclude that |Nu| ¥ L2(U). L
Let us also investigate conditions under which L is essentially self-adjoint
on Mˆ.
Theorem 13. Suppose S ¥I(M) and a(x) ¥P(Mˆ) satisfies the stronger
condition
lim inf
rQ 0
r2a0(r, h, z) \ −
(N−2)2
4
+1+e(74)
in place of (62), for each p ¥ S. Then L is essentially self-adjoint on Mˆ.
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Proof. The proof is similar in outline to that of Theorem 12, so we shall
simply sketch the details.
It suffices to show that u ¥ Dmax(L) implies Nu, r−1u ¥ L2(M), for then
we may repeat the argument in the proof of Theorem 8. (In fact, since we
are assuming coercivity, that argument can be simplified slightly, by
replacing (48) by It — >Ut (1−t log r) div(u Nv¯− v¯ Nu) dV.) This means that
we may work locally. For any p ¥ S, we may assume that u vanishes
outside of a small neighborhood of p and we must define a function g that
will enable us to integrate by parts as in Section 6. As in the proof of
Theorem 12, we must construct g inductively. This involves proving
analogues of Propositions 13 and 69 in which we construct g satisfying
g(x) % r
a−n
2 r
k1 −n
2
1 · · · r
km −n
2
1 as xQ p ¥ Sa,(75)
instead of (65). Now coercivity implies Lg/g \ cr−2 in a neighborhood of
S near p, so we may repeat the argument of Proposition 47 involving
the integration by parts formula to conclude Nu, r−1u ¥ L2(M) (cf.
Remark 5). L
Finally, let us observe that we may also generalize the results of Sec-
tion 5 to S ¥I(M); here is where we use the carefully constructed defining
function satisfying (57). Of course, we must generalize (62) along the lines
of (37). This means that we must generalize our class of admissible poten-
tial functions to depend upon d ¥ R: let Pd(Mˆ) …P(Mˆ) be those functions
a(x) for which a0, in the local decomposition (58), satisfies for some e > 0
lim inf
rQ 0
r2a0(r, h, z) \ −
(N−2)2
4
+(1−d)2+e,(76)
instead of (62). Since we will be considering L as a mapping between
weighted Sobolev spaces, we shall also need to assume upper bounds on
a(x) of the form (35) and (42).
Theorem 14. Suppose that S ¥I(M), and a(x) ¥Pd(Mˆ) also satisfies
(35). Then Dmin(Q)=W
1, 2
1 (Mˆ) and the mapping L−m: W
1, 2
d (Mˆ)Q
W−1, 2d−2 (Mˆ) is an isomorphism for all m ¥ R0E, where E={m1 < m2 < · · · } is
the discrete set consisting of the eigenvalues of L.
Utilizing (62) and the coercive bounds (76), this result is proved exactly
as for Theorem 4. Similarly, we may generalize the proof of Theorem 5 to
obtain the following regularity result.
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Theorem 15. Suppose that S ¥I(M), and a(x) ¥Pd(Mˆ) also satisfies
(42) for j=0, ...a−1 where a \ 2. If u ¥W1, 2d (Mˆ) satisfies Lu=f ¥ u ¥
Wa−2, 2d−2 (Mˆ) for some a \ 2, then u ¥Wa, 2d (Mˆ). In particular, (41) is an iso-
morphism for all m ¨ E.
As in Section 6, a consequence of regularity with a=2=d is the follow-
ing result on essential self-adjointness that generalizes Theorem 7.
Theorem 16. Suppose that S ¥I(M), and a(x) ¥P2(Mˆ) also satisfies
(42) for j=0, 1. Then Dmax(L)=W
2, 2
2 (Mˆ), and L is essentially self-adjoint.
11. APPENDIX: HARDY-TYPE INEQUALITIES
We collect together here some inequalities in RN that are used in this
paper. Throughout this section, let Bc=Bc(0) denote the ball of radius
c > 0, and Bgc=Bc(0)0{0} denote the punctured ball. For simplicity, we
also let s=−1/log |x| throughout this appendix.
Lemma 6. Suppose that a \ −N and b \ 0. Then for all f ¥ C.0 (Bgc ),
c < 1,
(N+a) F |x|a sb | f|2 dx+b F |x|a sb+1 | f|2 dx [ 2 F |x|a+1 sb | f| |Nf| dx.
Proof. For simplicity assume that f is real-valued. Then by Gauss’
theorem, since div x=N, we have
F |x|a sb | f|2 dx=F 1 − x
N
2 ·N(|x|a sb | f|2) dx
=−
1
N
F x · (a |x|a−1 (x/|x|) sb | f|2
+b |x|a sb−1 (s2x/|x|2) | f|2+2 |x|a sbf Nf) dx
=−
1
N
F (a |x|a sb | f|2+b |x|a sb+1 | f|2+2 |x|a sbfx ·Nf) dx.
The desired inequality follows directly. L
The lemma has several direct and useful corollaries.
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Proposition 15. For all f ¥ C.0 (Bgc ), c < 1, and for any a \ −N and
b \ 0 we have
(N+a)2
4
F |x|a sb | f|2 dx [ F |x|a+2 sb |Nf|2 dx(77)
and
b2
4
F |x|a sb+1 | f|2 dx [ F |x|a+2 sb−1 |Nf|2 dx.(78)
Proof. These two inequalities are proved very similarly. For the first we
drop the second term on the left in the inequality of Lemma 6 and use
Hölder’s inequality in a straightforward manner. For the second, we drop
the first term on the left and proceed similarly. L
These are essentially N-dimensional generalized Hardy-type inequalities
for p=2 (cf. #330 in [10]). By taking a=−2, b=0 in (77) we get Propo-
sition 2 for N \ 2. The case N=1 does not follow directly because of the
restriction a \ −N. Then we could, of course, appeal directly to the classi-
cal Hardy inequality, but instead we present two integral identities, the first
of which gives a proof of Proposition 2 in all dimensions.
Proposition 16. Let f ¥ C.0 (Bgc ). Then
F 1 |Nf|2−(N−2)2
4
|x|−2 | f|22 dx=F |N(|x|N−22 f)|2 |x|2−N dx,(79)
and when N=2 (and c < 1)
F (|Nf|2− 14 |x|−2 s2 | f|2) dx=F |N(s1/2f)|2 s−1 dx.(80)
Proof. It is straightforward to verify that
|Nf|2−
(N−2)2
4
| f|2
|x|2
=
|N(|x|
N−2
2 f)|2
|x|N−2
−
(N−2)
2
div 1 | f|2x
|x|2
2 ,(81)
which immediately implies (79). The other expression is proved similarly.
L
(We have not presented the most general identities for f ¥ C.0 (Bgc ), but
have restricted ourselves to the two which are directly useful for our
purposes in the body of the paper.)
Notice that all the above versions of Hardy’s inequality require
f ¥ C.0 (Bgc ). This is appropriate when considering the Dirichlet extension,
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but for results on general self-adjoint extensions (such as in Section 4) we
need to consider functions which are not assumed to vanish near 0. The
following is a special case of results in [12].
Proposition 17. Suppose that g(r) is a positive continuous function for
0 < r [ 2c and satisfies >2c0 r1−Ng(r)−2 dr=.. Define
h(r)=F 2c
r
s1−Ng(s)−2 ds.(82)
If u ¥H1, 2loc (Bgc ) satisfies gNu ¥ L2(Bc), then
F
Bc
|u(x)|2
[g(|x|) |x|N−1 h(|x|)]2
dx <..(83)
Proof. For simplicity assume that u is real-valued. Following [12], let
us define
k(x)=
u(x)
`h(|x|)
.
Notice that N(h(|x|))=−|x|1−N g(|x|)−2 x|x| , so we may calculate
g2h |Nk|2=g2 |Nu|2+
u Nu ·x
h |x|N
+
1
4
u2
h2 |x|2N−2 g2
.
On the other hand,
1
2
div 1k2x
|x|N
2=u Nu ·x
h |x|N
+
1
2
u2
g2h2 |x|2N−2
,
so we conclude
g2 |Nu|2=g2h |Nk|2+
1
4
u2
g2h2 |x|2N−2
−
1
2
div 1k2x
|x|N
2 .
We may now integrate over the annulus Ar — {x: r < |x| < c} and use the
divergence theorem to obtain
F
Ar
g2 |Nu|2 dx=F
Ar
g2h |Nk|2 dx+
1
4
F
Ar
u2
g2h2 |x|2N−2
dx
−
1
2
F
|x|=c
k2
|x|N−1
dSc+
1
2
F
|x|=r
k2
|x|N−1
dSr,
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where dSc and dSr denote the surface measures on the spheres |x|=c and
|x|=r respectively. Thus we have the following inequality:
F
Ar
g2 |Nu|2 dx \
1
4
F
Ar
u2
g2h2 |x|2N−2
dx−
1
2
F
|x|=c
k2
|x|N−1
dSc.(84)
If we let rQ 0 in (84), we obtain (83). L
To illustrate the usefulness of Proposition 17, notice that we may take
g — 1 provided N \ 2, and then from Nu ¥ L2 conclude (i) r−1u ¥ L2 when
N> 2, or (ii) (r log r)−1 u ¥ L2 when N=2. On the other hand, we may
use g(r)=r(2−N)/2 for all N \ 1, and then from gNu ¥ L2 conclude
(rN/2 log r)−1 u ¥ L2. Also, in the special case u ¥ C.0 (Bgc ), we could use the
method of Proposition 17 to obtain the earlier inequalities. For example, if
N> 2, we could take h(r)=r2−N/(N−2) and g — 1 to obtain the basic
semiboundedness inequality of Proposition 2.
Remark 7. We should also mention that [12] obtains additional
conclusions about u under the hypotheses of Proposition 17, in particular
lim
rQ 0
>|t|=1 |u(rt)|2 dt
h(r)
=0.
However, we shall not need this fact.
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