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RÉSUMÉ
L’imagerie intravasculaire ultrasonore (IVUS) est une technologie médicale par
cathéter qui produit des images de coupe des vaisseaux sanguins. Elle permet de quan-
tifier et d’étudier la morphologie de plaques d’athérosclérose en plus de visualiser la
structure des vaisseaux sanguins (lumière, intima, plaque, média et adventice) en trois
dimensions. Depuis quelques années, cette méthode d’imagerie est devenue un outil
de choix en recherche aussi bien qu’en clinique pour l’étude de la maladie athérosclé-
rotique.
L’imagerie IVUS est par contre affectée par des artéfacts associés aux caracté-
ristiques des capteurs ultrasonores, par la présence de cônes d’ombre causés par les
calcifications ou des artères collatérales, par des plaques dont le rendu est hétérogène
ou par le chatoiement ultrasonore ("speckle") sanguin. L’analyse automatisée de sé-
quences IVUS de grande taille représente donc un défi important.
Une méthode de segmentation en trois dimensions (3D) basée sur l’algorithme du
fast-marching à interfaces multiples est présentée. La segmentation utilise des attributs
des régions et contours des images IVUS. En effet, une nouvelle fonction de vitesse de
propagation des interfaces combinant les fonctions de densité de probabilité des tons de
gris des composants de la paroi vasculaire et le gradient des intensités est proposée. La
segmentation est grandement automatisée puisque la lumière du vaisseau est détectée
de façon entièrement automatique. Dans une procédure d’initialisation originale, un
minimum d’interactions est nécessaire lorsque les contours initiaux de la paroi externe
du vaisseau calculés automatiquement sont proposés à l’utilisateur pour acceptation ou
correction sur un nombre limité d’images de coupe longitudinale.
La segmentation a été validée à l’aide de séquences IVUS in vivo provenant d’ar-
tères fémorales provenant de différents sous-groupes d’acquisitions, c’est-à-dire pré-
angioplastie par ballon, post-intervention et à un examen de contrôle 1 an suivant l’in-
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tervention. Les résultats ont été comparés avec des contours étalons tracés manuelle-
ment par différents experts en analyse d’images IVUS. Les contours de la lumière et
de la paroi externe du vaisseau détectés selon la méthode du fast-marching sont en ac-
cord avec les tracés manuels des experts puisque les mesures d’aire sont similaires et
les différences point-à-point entre les contours sont faibles. De plus, la segmentation
par fast-marching 3D s’est effectuée en un temps grandement réduit comparativement
à l’analyse manuelle. Il s’agit de la première étude rapportée dans la littérature qui
évalue la performance de la segmentation sur différents types d’acquisition IVUS.
En conclusion, la segmentation par fast-marching combinant les informations des
distributions de tons de gris et du gradient des intensités des images est précise et
efficace pour l’analyse de séquences IVUS de grandes tailles. Un outil de segmentation
robuste pourrait devenir largement répandu pour la tâche ardue et fastidieuse qu’est
l’analyse de ce type d’images.
Mots clés: Imagerie intravasculaire ultrasonore, segmentation, level-sets, fast-
marching, fonctions de densité de probabilité des tons de gris, gradients de tons
de gris.
ABSTRACT
Intravascular ultrasound (IVUS) is a catheter based medical imaging technique that
produces cross-sectional images of blood vessels. These images provide quantitative
assessment of the vascular wall, information about the nature of atherosclerotic lesions
as well as the plaque shape and size. Over the past few years, this medical imaging
modality has become a useful tool in research and clinical applications, particularly in
atherosclerotic disease studies.
However, IVUS imaging is subject to catheter ring-down artifacts, missing vessel
parts due to calcification shadowing or side-branches, heterogeneously looking plaques
and ultrasonic speckle from blood. The automated analysis of large IVUS data sets thus
represents an important challenge.
A three-dimensional segmentation algorithm based on the multiple interface fast-
marching method is presented. The segmentation is based on region and contour fea-
tures of the IVUS images: a new speed fonction for the interface propagation that
combines the probability density functions (PDFs) of the vessel wall components and
the intensity gradients is proposed. The segmentation is highly automated with the
detection of the lumen boundary that is fully automatic. Minimal interactions are nec-
essary with a novel initialization procedure since initial contours of the external vessel
wall border are also computed automatically on a limited number of longitudinal im-
ages and then proposed to the user for acceptance or correction.
The segmentation method was validated with in-vivo IVUS data sets acquired from
femoral arteries. This database contained 3 subgroups: pullbacks acquired before bal-
loon angioplasty, after the intervention and at a 1 year follow-up examination. Results
were compared with validation contours that were manually traced by different ex-
perts in IVUS image analysis. The lumen and external wall boundaries detected with
the fast-marching method are in agreement with the experts’ manually traced con-
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tours with similarly found area measurements and small point-to-point contour differ-
ences. In addition, the 3D fast-marching segmentation method dramatically reduced
the analysis time compared to manual tracing. Such a valdiation study, with compar-
ison between pre- and post-intervention data, has never been reported in the IVUS
segmentation literature.
In conclusion, the fast-marching method combining the information on the gray
level distributions and intensity gradients of the images is precise and efficient to an-
alyze large IVUS sequences. It is hoped that the fast-marching method will become a
widely used tool for the fastidious and difficult task of IVUS image processing.
Keywords: Intravascular ultrasound imaging, segmentation, level-sets, fast-
marching, gray level probabilty density functions, gray level gradients.
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Chapitre 1
Introduction : Athérosclérose et méthodes d’imagerie
Ce chapitre présente le contexte des travaux de cette thèse. Ce contexte, relié à la
segmentation d’images médicales, inclut la description d’une pathologie et des moda-
lités d’imagerie médicale qui y sont rattachées. En premier lieu, la pathologie dont il
est question sera présentée : l’athérosclérose et les processus entraînant la formation
des lésions seront brièvement décrits. Des méthodes d’imagerie utilisées pour diag-
nostiquer, traiter et investiguer la maladie occlusive athérosclérotique seront ensuite
exposées puis comparées. Enfin, les objectifs et le plan de la thèse seront énoncés.
1.1 Athérosclérose et structure artérielle
De nos jours, les maladies cardiovasculaires sont la principale source de décès au
Canada et partout dans le monde (Libby et al., 2007). Plusieurs milliards sont dépensés
chaque année au Canada en coûts directs et indirects associés à ces maladies (Santé
Canada, 2003). L’athérosclérose est à la base de plusieurs maladies cardiovasculaires.
Elle peut causer de l’insuffisance coronarienne, des infarctus du myocarde, la maladie
artérielle occlusive périphérique ou des accidents vasculaires cérébraux.
L’athérosclérose est un processus par lequel la paroi des moyennes et grandes ar-
tères est modifiée suite à l’accumulation de lipides, de glucides complexes, de sang
et de produits sanguins, de tissu fibreux et de dépôts calcaires. L’épaississement de la
paroi vasculaire causé par l’apparition d’une plaque d’athérosclérose peut ralentir ou
bloquer la circulation sanguine et obstruer le vaisseau.
21.1.1 Lésions d’athérosclérose
Les lésions athérosclérotiques peuvent survenir très tôt chez l’humain et passent par
différents stades, les lésions d’athérosclérose sont dites évolutives. La Figure 1.1 sché-
matise l’évolution de la plaque d’athérosclérose en montrant certains types de lésions
pour une artère coronaire. On voit qu’une artère coronaire normale a une structure en
couches : l’endothélium qui est en contact avec le sang ; l’intima qui contient des cel-
lules musculaires lisses dans une matrice extracellulaire ; la média, qui est séparée de
l’intima par la limitante élastique interne (LEI), contient plusieurs couches de cellules
musculaires lisses organisées de façon plus compacte que dans l’intima ; et l’adventice,
qui est la tunique externe du vaisseau, est faite de tissus conjonctifs et est séparée de la
média par la limitante élastique externe (LEE).
Les lésions athérosclérotiques sont divisées en catégories : lésions initiales (I),
stries lipidiques (II), lésions intermédiaires (III) et lésions avancées (IV-VI) (Stary
et al., 1995, 1994). La lésion initiale ou de type I correspond à la présence d’un petit
nombre de macrophages spumeux dans l’intima détectable au microscope. Les ma-
crophages spumeux sont des cellules chargées de gouttelettes de lipides qui doivent
leur nom à leur apparence mousseuse au microscope. Les lésions précoces ou stries
lipidiques (de type II) sont aussi caractérisées par la présence de macrophages spu-
meux, mais en plus grand nombre. Les lésions de type II sont visibles à l’oeil nu (suite
à l’excision du vaisseau et à son analyse dans un service de pathologie). La lésion
intermédiaire ou de type III correspond quant à elle à l’accumulation de lipides ex-
tracellulaires sous les cellules spumeuses. Les accumulations sont par contre isolées et
de faible quantité.
Le type IV, aussi appelé athérome, est la première lésion avancée. Elle contient un
centre lipidique dense et bien défini. La couche de tissus qui recouvre ce centre lipi-
dique, derrière les cellules endothéliales, est une combinaison de l’intima du vaisseau
3Figure 1.1 – Schéma de l’évolution d’une plaque d’athérome. L’artère normale a une
structure en trois couches : intima, média et adventice. Les membranes frontières entre
ces couches sont l’endothélium entre la lumière et l’intima, la limitante élastique in-
terne (LEI) entre l’intima et la média et la limitante élastique externe (LEE) entre la
média et l’adventice. L’athérome précoce contient un centre lipidique. La plaque de-
vient vulnérable lorsque le noyau lipidique continu de croître et que la chape fibreuse
s’amincit. Après rupture de la plaque, le sang coagule lorsqu’il entre en contact avec les
tissus. Il y a ensuite formation d’un thrombus. Un infarctus aigu du myocarde survient
s’il y a occlusion prolongée du vaisseau coronarien par le thrombus. Le même concept
s’applique à d‘autres vaisseaux du réseau artériel. Il est possible que le thrombus se
résorbe, cependant ce processus peut stimuler la prolifération de cellules musculaires
lisses et faire ainsi croître la chape fibreuse et épaissir l’intima vers l’intérieur du vais-
seau. Il y a alors un rétrécissement de la lumière. Ces lésions fibreuses sont moins
promptes à se rupturer. Il est également possible que la plaque vulnérable devienne
plus stable en diminuant l’apport de lipides ; la plaque aura alors une chape fibreuse
plus épaisse. D’après (Libby, 2002).
et de macrophages spumeux. Ces lésions sont excentriques et se manifestent par un
remodelage du vaisseau vers l’extérieur ; il n’y a généralement pas de rétrécissement
de la lumière. La Figure 1.2 montre deux coupes histologiques de plaques d’athéro-
4sclérose de type IV.
La plaque fibro-lipidique (V) est la lésion typique de l’athérosclérose. Contraire-
ment à la lésion précédente, elle présente une chape fibreuse qui entoure le noyau de
lipide (type Va). La chape fibreuse est composée de cellules musculaires lisses vas-
culaires, de macrophages, de lymphocytes et d’une matrice extracellulaire riche en
collagène. Si le centre lipidique ou d’autres sections de la lésion sont calcifiés, on
parle alors du type Vb. Les lésions Vc contiennent peu ou pas de lipides ; ce sont des
plaques essentiellement fibreuses. Les lésions de type V peuvent entraîner un rétré-
cissement de la lumière du vaisseau. Les plaques fibrolipidiques (Va) ont parfois plu-
sieurs couches, c’est-à-dire qu’elles contiennent plusieurs noyaux lipidiques séparés
par des tissus conjonctifs fibreux. Les cellules musculaires lisses de la média peuvent
(a) (b)
Figure 1.2 – Coupes histologiques de plaques de type IV montrant le noyau lipidique
et la croissance excentrique de la lésion athérosclérotique. Des macrophages spumeux
(MS) se retrouvent entre le noyau lipidique et l’endothélium sans qu’il y ait de tissus
fibreux. Les flèches (b) montrent également la présence de macrophages non spumeux
(MNS) dans l’intima. M correspond à la média, A à l’adventice. Grossissement de×55
en (a) et de ×220 en (b). D’après (Stary et al., 1995).
5être désorganisées ou en nombre réduit dans le cas des lésions de type V.
Le dernier type de lésions définit les plaques athérosclérotiques complexes. Ces
plaques surviennent suite à une complication des lésions de types IV ou V. Trois types
de complications ont été identifiés : rupture de la plaque (type VIa) ; hémorragie ou
hématome intra-plaque (type VIb) ; et thrombose (type VIc). Les trois complications
peuvent se présenter en même temps (type VIabc). Le type VIa est associé à une perte
de quantité variable de substance dans la lumière du vaisseau suite à une fissure ou
à une ulcération de sévérité et d’étendue plus ou moins grandes. La thrombose est la
formation d’un caillot sanguin. Elle survient suite à la rupture de la lésion. La cicatri-
sation de la plaque suite à la thrombose ou à l’hémorragie intra-plaque peut entraîner
la réorganisation et la progression de la lésion pour la transformer en lésion de type V.
1.1.2 Pathogenèse de l’athérosclérose
Par le passé, différentes hypothèses ont été proposées pour expliquer l’athéroge-
nèse. Par contre, on s’accorde aujourd’hui sur le rôle que joue l’inflammation dans
l’athérosclérose (Ross, 1999 ; Libby 2002). Il s’agit donc d’une maladie inflamma-
toire chronique de la paroi vasculaire des moyennes et grandes artères telles que les
artères coronaires, carotidiennes et des membres inférieurs. L’inflammation a un rôle
initiateur, elle contribue également au développement de la maladie et joue un rôle
dans ses complications. Plusieurs processus inflammatoires sont donc en cause pour le
développement de la plaque d’athérosclérose.
La réaction inflammatoire est causée par le cholestérol-LDL (low-density lipopro-
tein) retenu dans la paroi et modifié, par exemple, par oxydation (Skålén et al., 2002).
Un déséquilibre entre les flux d’entrée et de sortie explique la présence de cholestérol-
LDL dans la paroi. Ce déséquilibre peut survenir si le cholestérol-LDL est présent en
trop grande quantité dans le sang à cause de l’hyperlipidémie. Le cholestérol oxydé en-
traîne l’adhésion de leucocytes, particulièrement les monocytes du sang, aux cellules
6endothéliales qui résistent en temps normal à leur contact. L’expression des "vascular
cell adhesion molecule-1" (VCAM-1) par les cellules endothéliales causée par le LDL
retenu dans la paroi entraîne cette adhésion (Cybulsky et Gimbrone Jr, 1991). Les mo-
nocytes qui sont attachés aux VCAM-1 pénètrent ensuite dans la paroi vasculaire suite
à leur recrutement par différents chemokines. Les chemokines sont des protéines qui
ont la capacité d’attirer les leucocytes dans l’intima (Boring et al., 1996). La Figure 1.3
montre ce processus.
Une fois dans l’intima, les monocytes se transforment en macrophages. Ces macro-
phages dans la paroi vasculaire participent alors à plusieurs processus reliés à la pro-
gression et aux complications de l’athérosclérose. Entre autres, certains macrophages
évoluent en cellules spumeuses, c’est-à-dire qu’ils accumulent des gouttelettes de li-
pides. De plus, des macrophages activés sécrètent des enzymes qui peuvent dégrader
la matrice extracellulaire (Shah et al., 1995) et, se faisant, déstabiliser la plaque et aug-
menter les risques de rupture. Également, les macrophages se multiplient dans l’intima
Figure 1.3 – Le cholestérol LDL retenu et modifié dans la paroi entraîne l’activation
des cellules vascular cell adhesion molecule-1 (VCAM-1). Les VCAM-1 cause l’adhé-
sion des monocytes du sang ; ces derniers migrent ensuite dans l’intima de la paroi
vasculaire dû à un gradient de chemokines. D’après (Hansson et al., 2006).
7et sécrètent des facteurs de croissance1 et des cytokines2 qui ont pour effet de stimu-
ler la réaction inflammatoire. Lorsque les macrophages meurent par apoptose, il y a
apparition du noyau nécrotique de la lésion athérosclérotique (Kockx, 1998).
Il est à noter que la présence de facteurs de risque tels que l’hyperlipidémie, l’hy-
percholestérolémie, l’hypertension ou le tabagisme favorisent le développement et la
progression des plaques d’athérosclérose (Libby, 2006). Les lésions sont également su-
jettes à se développer aux bifurcations vasculaires qui sont soumises à des écoulements
turbulents. En effet, le type d’écoulement influence les mécanismes d’expression de
gènes des cellules endothéliales : un écoulement turbulent a un effet athéro-favorable
alors qu’un écoulement laminaire a un effet athéro-protecteur (Dai et al., 2004).
Ces processus initiaux de l’athérosclérose qui entraînent la formation de stries li-
pidiques (lésions initiales de type III) se produisent généralement après la puberté ou
chez des individus dans la jeune vingtaine (Stary et al., 1995). Le recrutement de cel-
lules inflammatoires qui se poursuit et l’accumulation de lipides contribuent à la pro-
gression des lésions vers les types avancés IV et V qui entraînent généralement des
complications chez des individus qui ont atteint la quarantaine et plus (Stary et al.,
1995).
L’inflammation joue également un rôle dans l’érosion et la rupture des plaques
ainsi que dans la thrombose (lésions de type VI). En effet, d’autres types de leucocytes
peuvent également être recrutés dans l’intima et contribuer à la progression et aux
complications des lésions athérosclérotiques (Libby, 2002). Les lymphocytes adhèrent
aussi aux cellules endothéliales par l’entremise des cellules VCAM-1 et entrent dans
la paroi vasculaire (Cybulsky et Gimbrone Jr, 1991). Ceux-ci produisent des cytokines
qui agissent sur certaines cellules de la plaque ; elles participent donc à la progression
1Molécules de signalisation qui sont impliquées dans le contrôle de la croissance et de la différen-
ciation des cellules.
2Les cytokines sont des protéines sécrétées par différents types de cellules en réponse à un signal
d’activation. Elles régulent l’intensité et la durée de la réponse immunitaire. Elles jouent un rôle de
communication intercellulaire.
8de la plaque et à la fragilisation du collagène de la matrice extracellulaire. Des cellules
granulocytes basophiles (type de leucocyte plus rare, "mast cells") peuvent elles aussi
pénétrer dans l’intima ; elles se retrouvent aux sites d’érosion et de rupture de la plaque
(Kovanen et al., 1995). Elles s’y retrouvent en plus grande proportion qu’ailleurs dans
la paroi.
1.2 Méthodes d’imagerie
Cette section présente différentes méthodes d’imagerie vasculaire utilisées pour
le diagnostic, la planification du traitement et la recherche sur la maladie occlusive
athérosclérotique coronarienne et périphérique. L’imagerie intravasculaire ultrasonore
sera décrite de façon plus détaillée.
1.2.1 Angiographie
L’angiographie ou l’artériographie est la méthode standard utilisée en clinique pour
évaluer les maladies vasculaires occlusives coronariennes. Elle permet de visualiser la
lumière vasculaire et de quantifier son rétrécissement. Elle est utilisée lors du diagnos-
tic et d’interventions pour les patients en cas d’ischémie (Libby et al., 2007).
L’angiographie consiste en l’injection par cathéter d’un agent de contraste radio-
paque dans une artère puis à la prise d’images radiographiques. Les tissues de diffé-
rentes densités modulent le niveau d’absorption des rayons-x. D’autre part, l’agent de
contraste absorbe une grande quantité du rayonnement, ce qui fait apparaître les vais-
seaux de façon contrastée sur l’image radiographique. L’angiographie montre donc
l’agent de contraste circulant dans les vaisseaux sanguins (ou une projection 2D de la
lumière des vaisseaux). Un exemple d’image angiographique coronarienne est montrée
à la Figure 1.10 de la section 1.3 Comparaison des méthodes d’imagerie, un exemple
d’image d’artères des membres inférieurs est également montré à la Figure 1.11 de la
9même section.
L’angiographie numérique avec soustraction (DSA pour Digital subtraction an-
giography) est une technique qui soustrait une image de l’anatomie du patient aux
images angiographiques. L’image de fond soustraite est une image radiographique sans
agent de contraste. La DSA montre uniquement l’arbre vasculaire contenant l’agent de
contraste radiopaque. Pour obtenir une image de bonne qualité, il ne doit pas y avoir de
mouvement entre les images avec et sans agent de contraste. Il est possible d’afficher
en transparence une version pâle de l’image de fond pour fournir certains repères ana-
tomiques. Cette technique standardisée s’utilise principalement pour les angiographies
périphériques et carotidiennes.
L’angiographie conventionnelle à rayons-x et DSA sont des méthodes invasives
puisqu’il est nécessaire d’insérer un cathéter pour injecter l’agent de contraste. Avec
l’apparition de nouvelles méthodes d’imagerie vasculaire pour diagnostiquer et prendre
en charge l’athérosclérose, telles que celles décrites dans les prochaines sections, l’an-
giographie devrait perdre en popularité bien qu’elle demeure aujourd’hui la méthode
de référence (gold standard) pour la validation des autres modalités d’imagerie vascu-
laire comme on le verra à la section 1.3 Comparaison des méthodes d’imagerie.
1.2.1.1 Angiographie par tomographie assistée par ordinateur
L’angiographie par tomographie assistée par ordinateur (CTA) combine l’imagerie
par tomographie et les principes de l’angiographie pour produire des images de coupes
des vaisseaux sanguins. Ces coupes sont assemblées pour produire des images 3D de
l’arbre vasculaire.
Lors d’une acquisition en tomographie (CT), le tube à rayons-x et les détecteurs,
qui sont disposés de part et d’autre du patient, entrent en rotation. L’axe de rotation
est parallèle au patient. La table supportant le patient effectue alors une translation
dans l’axe de la rotation du tube et des détecteurs comme le montre la Figure 1.4. Des
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projections de coupes 2D sont produites à différents angles pendant la rotation.
Le volume 3D imagé est ensuite reconstitué et peut être visualisé par ordinateur.
L’algorithme employé pour reconstruire le volume à partir des projections est la ré-
troprojection filtrée (Bushberg et al., 2002). Des images de coupes selon de multiples
axes ou différents rendus volumiques peuvent ensuite être produits pour visualiser les
tissus. Pour les acquisitions hélicoïdales, les projections doivent être interpolées avant
d’effectuer la reconstruction 3D. En effet, puisque la table est en mouvement pendant
la rotation, les projections correspondent à différentes coupes axiales.
Pour l’acquisition CT angiographique, un agent de contraste radiopaque est injecté
au patient comme pour l’angiographie standard. L’injection se fait par contre au moyen
d’un cathéter intraveineux. En absorbant hautement les rayons-x, l’agent de contraste
circulant augmente le contraste de la lumière vasculaire.
Les systèmes CTA employés aujourd’hui contiennent plusieurs rangées de détec-
teurs (16 à 128 rangées). Ces systèmes permettent d’imager des volumes plus rapide-
ment car un moins grand nombre de rotation du tube et des détecteurs est nécessaire.
De meilleures résolutions sont également obtenues grâce à une épaisseur de coupe plus
fine.
Pour l’imagerie cardiaque et coronarienne, l’acquisition angiographique CT doit
Figure 1.4 – Schéma d’une acquisition en tomographie assistée par ordinateur. Trans-
lation de la table et rotation du tube à rayons-x autour de celle-ci (a). Lorsque la table
se déplace à vitesse constante pendant la rotation du tube, l’acquisition est dite hélicoï-
dales (b). D’après (Bushberg et al., 2002).
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être synchronisée avec les battements cardiaques pour éviter les artéfacts de mouve-
ment du coeur ayant pour effet de diminuer grandement la qualité de la reconstruction
3D. Puisque le coeur est également imagé lors de l’acquisition, cette modalité d’ima-
gerie produit de l’information supplémentaire sur la fonction ventriculaire, la morpho-
logie des valves cardiaques et autres (Burgstahler et Schroeder, 2007).
1.2.1.2 Angiographie par résonance magnétique
L’angiographie par résonance magnétique (MRA) est une méthode d’imagerie non-
invasive. Elle utilise les principes de la résonance magnétique nucléaire pour produire
des images 3D des vaisseaux sanguins. L’imagerie par résonance magnétique nucléaire
(IRM) utilise le moment magnétique des protons des atomes d’hydrogène contenus
dans les tissus biologiques. Chaque unité de volume est imagée en produisant une
intensité qui correspond aux propriétés magnétiques du tissu concordant. Puisque les
différents tissus ont des propriétés magnétiques différentes, des images contrastées
sont produites.
Durant un examen par IRM, le patient est soumis à un champ magnétique initial
élevé qui permet aux moments de rotation des protons de s’aligner avec ce champ.
Ensuite, le principe de résonance qui inclut les phases d’excitation et de relaxation est
utilisé. Des ondes magnétiques de radiofréquences (RF) sont émises et les protons ab-
sorbent une partie de l’énergie provenant de ces ondes. Cet apport d’énergie s’appelle
la phase d’excitation. Lorsque l’émission des ondes RF cesse, les protons se réorientent
dans le champ initial et vont émettre à leur tour des ondes RF qui sont détectées par
l’appareillage. Il s’agit de la phase de relaxation. Les tissus ayant des propriétés ma-
gnétiques différentes ont des délais d’émissions qui varient. Les signaux détectés dé-
pendent donc des propriétés magnétiques locales des tissus contenant les protons en
résonance, par exemple les temps de relaxation, la densité des protons ou la diffusion
moléculaire. Le mouvement des tissus ou l’écoulement des fluides influencent égale-
12
ment les signaux émis par les protons.
Différents types d’images et de contrastes sont obtenus en IRM en utilisant diffé-
rentes séquences d’excitation pour lesquelles varient l’ordre et la fréquence de répéti-
tion des impulsions RF (Bushberg et al., 2002). Les gradients appliqués aux champs
magnétiques permettent quant à eux de coder spatialement l’image pour identifier dans
l’espace d’où proviennent les signaux et ainsi reconstituer le volume imagé.
Différentes méthodes permettent de visualiser la lumière des vaisseaux sanguins
par résonance magnétique. Il existe des méthodes avec ou sans injection de produit
de contraste. Les techniques angiographiques avec contraste les plus utilisées sont les
méthodes de temps de vol et de contraste de phase. L’angiographie avec contraste
utilise le gadolinium et permet une visualisation tridimensionnelle de la lumière. Plus
récemment, des acquisitions de type SSFP ("steady-state free-precession") permettent
une bonne visualisation de la lumière en combinant la synchronisation cardiaque et
respiratoire.
D’autres techniques de type "black blood" ou "bright blood" permettent de visua-
liser la paroi vasculaire et la lumière. La MRA "black blood" supprime le signal de
la lumière vasculaire, la lumière apparaît donc en noir et la paroi vasculaire et les tis-
sus environnants sont alors visibles. La MRA "bright blood" produit quant à elle des
images avec un signal intense associé à la lumière vasculaire (à la façon d’une angio-
graphie standard) ; la MRA avec agent de contraste, par temps de vol et par contraste
de phase sont des techniques "bright blood".
Tout comme l’angiographie CT, l’imagerie MRA est bien adaptée pour l’évaluation
des lésions vasculaires athérosclérotiques périphériques puisque les artefacts de mou-
vement sont moins importants pour ces réseaux artériels. Toutefois, l’acquisition se
fait aujourd’hui de façon synchronisée avec la respiration et les battements cardiaques
pour produire des images acceptables du coeur et des vaisseaux coronaires (Nieman
et al., 2001) ; les temps d’examen sont par contre plus longs.
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1.2.2 Échographie
Les images échographiques (ou ultrasonores) sont générées par un transducteur qui
émet des ondes de pressions hautes fréquences (de l’ordre des MHz). Ces ondes ultra-
sonores de radiofréquences se propagent dans les tissus mais sont également diffusées
par ceux-ci et réfléchies à leurs frontières. La Figure 1.5(a) montre une image ultraso-
nore mode-B (enveloppe des signaux de radiofréquences) sur laquelle sont identifiées
des zones réfléchissantes et diffusantes.
Pour produire une image, les ondes ultrasonores sont émises puis les échos réflé-
chis et diffusés sont enregistrés. Le temps de vol de l’écho est fonction de la position
des interfaces et des diffuseurs, et de la vitesse de propagation de l’onde dans les tissus.
L’intensité des échos réfléchis traduit la différence d’impédance acoustique à l’inter-
face de ces différentes structures.
En plus d’être réfléchies aux interfaces des tissus, les ondes ultrasonores sont at-
ténuées à mesure qu’elles se propagent. Cette perte d’énergie est causée en majorité
par la diffusion et l’absorption. L’atténuation dépend du type de tissus, mais aussi
de la fréquence des ondes ultrasonores. Plus la fréquence des ondes est élevée, plus
l’atténuation sera forte. Il est tout de même intéressant d’utiliser l’échographie haute
fréquence puisque la résolution des images augmente avec la fréquence. Pour compen-
ser l’atténuation des ondes ultrasonores, le signal reçu par le capteur est amplifié en
fonction du temps comme le montre la Figure 1.5(b). Ce processus augmente l’inten-
sité des échos en fonction de leur temps de vol ; plus le temps de vol est élevé, plus
l’écho a parcouru une grande distance et plus il doit être amplifié.
Un faisceau ultrasonore fournit une information 1D le long de sa trajectoire.
L’échographie mode-A correspond à la visualisation de l’enveloppe d’une seule ligne
de radiofréquence. L’échographie mode-B montre aussi l’enveloppe des signaux RF,
mais l’amplitude des échos est encodée en niveau de gris pour produire une image.
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La Figure 1.5(b) montre un exemple d’un signal ultrasonore de radiofréquence 1D et
du traitement de signal effectué. Pour augmenter le contraste de l’image mode-B, une
compression logarithmique est ensuite appliquée à l’enveloppe des signaux RF.
Lorsque le faisceau ultrasonore balaie une région, une image 2D est produite en
plaçant côte à côte les différentes lignes RF converties en mode-B. La Figure 1.5(a)
montre une image mode-B et la Figure 1.5(b) montre une seule ligne mode-B.
1.2.3 Échographie Doppler
L’imagerie ultrasonore Doppler permet d’imager les tissus en mouvement. Elle
donne de l’information sur la direction et la vitesse de ce mouvement. C’est le déca-
lage fréquentiel entre l’onde ultrasonore émise et réfléchie qui est utilisé dans ce mode
d’imagerie. En combinant le décalage fréquentiel mesuré à l’équation qui décrit l’ef-
fet Doppler, il est possible d’étudier le mouvement des tissus insonifiés. Le spectre
(a) (b)
Figure 1.5 – Image ultrasonore mode-B d’une artère (a). L’image est construite à par-
tir d’interfaces réfléchissantes (flèches blanches) et de diffuseurs (régions encerclées).
Les échos d’intensité élevée entre deux régions correspondent à une différence éle-
vée d’impédance acoustique. Signal ultrasonore de radiofréquence (RF) et traitement
de signal appliqué (b). Le mode-A montre l’enveloppe de la ligne RF et le mode-B
correspond à l’enveloppe encodée en niveau de gris, GT est le gain temporel. D’après
(Zwiebel et Pellerito, 2005).
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Doppler produit par une analyse temps-fréquence fournit l’information sur les vitesses
directionnelles des tissus (Bushberg et al., 2002).
En mode duplex, l’image mode-B et l’information Doppler sont combinées. L’utili-
sateur peut choisir une région d’intérêt dans l’image mode-B pour y obtenir de l’infor-
mation Doppler. Les échographes affichent l’information Doppler et l’image mode-B
en temps réel à des taux de rafraîchissement variant typiquement de 30 à plus de 500
images / seconde selon la dimension de la zone imagée.
Les vitesses calculées en mode Doppler peuvent aussi être encodées selon une
échelle de couleur pour former une image. En superposant les images mode-B et Dop-
pler couleur, on obtient une image composite qui donne de l’information sur la mor-
phologie et sur le mouvement des tissus.
L’échographie Doppler est très utilisée en imagerie vasculaire puisqu’elle permet la
visualisation et la quantification de l’écoulement sanguin ; elle est aussi employée pour
étudier le mouvement du coeur. Pour le diagnostic et le traitement de sténoses arté-
rielles, les modes échographiques mode-B, Doppler et duplex sont grandement utilisés
pour les vaisseaux périphériques (carotides, membres inférieurs) puisque ces vaisseaux
sont de taille plus grande et à proximité de la peau contrairement aux artères coronaires
qui ne peuvent être imagées par échographie, à moins d’utiliser un agent de contraste
injecté dans le réseau vasculaire. La Figure 1.6 montre un exemple de sténose d’une
artère fémorale imagée en échographie duplex. En cardiologie, l’échocardiographie
permet d‘imager le coeur et sa dynamique.
1.2.4 Échographie 3D
Différentes méthodes permettent de produire des images échographiques en trois
dimensions. Il existe des sondes échographiques 3D, des techniques de reconstruction
3D basées sur la corrélation entre les images 2D adjacentes, des balayages mécaniques
d’une région avec une sonde échographique 2D et des systèmes de localisation combi-
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Figure 1.6 – Exemple d’image échographique duplex d’une sténose d’artère fémorale.
L’image mode-B de l’artère et des tissus environnants est affichée dans la partie gauche
de l’image en niveau de gris. Les vitesses calculées en Doppler sont encodées selon une
échelle de couleur ; le sang en mouvement, affiché selon cette échelle, est superposé
à l’image mode-B. Le spectre Doppler est affiché dans la section droite de l’image.
D’après (Zwiebel et Pellerito, 2005).
nés aux sondes 2D. Les systèmes de localisation peuvent être optique, électromagné-
tique ou robotique.
Pour l’imagerie vasculaire, l’échographie 3D de la carotide avec balayage méca-
nique produit des mesures reproductibles du volume de la plaque et du vaisseau (Egger
et al., 2007). Des coefficients de variation de moins de 4.6 % pour le calcul du volume
de la paroi vasculaire entre différentes acquisitions sur les mêmes vaisseaux (dans un
intervalle de 2 semaines) répétées 5 fois pour chaque ensemble de données ont été
obtenus. Une autre étude de ce groupe a montré que des changements de la plaque
et de la paroi vasculaire carotidienne sont quantifiables avec des mesures provenant
d’échographies 3D (Chiu et al., 2008). L’ultrasonographie 3D robotisée a également
été validé pour la maladie occlusive des membres inférieurs sur un fantôme vasculaire ;
une erreur de quantification de moins de 3 % pour des sténoses et 75 % et 80 % a été
obtenue (Janvier et al., 2008). L’échographie 3D est une modalité récente qui n’est
17
pour l’instant pas largement répandue en clinique pour l’imagerie vasculaire.
1.2.5 Imagerie intravasculaire ultrasonore
L’imagerie intravasculaire ultrasonore (IVUS) a été introduite à la fin des années
80. Les images sont produites par un transducteur qui est placé sur un cathéter. Des
images tomographiques sont produites de l’intérieur des vaisseaux sanguins alors que
le faisceau acoustique est déplacé à vitesse constante dans l’artère. Une image IVUS
contient typiquement une section centrale qui correspond au cathéter, la lumière du
vaisseau sanguin, la paroi vasculaire et les tissus environnants. Il a été montré en 1989,
en comparant des images IVUS avec les coupes histologiques correspondantes, qu’il
est possible de distinguer le type d’artère (musculaire ou élastique), ainsi que d’iden-
tifier et de mesurer la paroi vasculaire et la taille de lésions athérosclérotiques avec
l’IVUS (Gussenhoven et al., 1989). La Figure 1.7 montre un exemple d’image IVUS
d’une artère normale et d’une artère contenant une lésion athérosclérotique.
Il existe deux types de transducteurs utilisés dans les systèmes d’acquisition en
imagerie IVUS : les transducteurs à rotation mécanique et les barrettes multiéléments
Cathéter
Lumière
Média
Intima
(a)
Cathéter
Lumière
rétrécie
Intima épaissie
et plaque
Média
(b)
Figure 1.7 – Exemples d’images IVUS d’une artère fémorale. Artère normale avec
lumière, intima et média (a). Lésion athérosclérotique avec lumière rétrécie, intima et
plaque, et média (b).
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balayées électroniquement. Typiquement, ces transducteurs ultrasonores fonctionnent
à des fréquences variant entre 20 et 40 MHz.
Dépendamment du type d’artère, du type de plaque athérosclérotique et du degré
d’atteinte, la paroi vasculaire apparaîtra de façon différente sur l’image IVUS. Une
image IVUS d’une artère musculaire normale a une apparence en trois couches : l’in-
tima qui peut être plus échogène que la lumière, la média qui est hypoéchogène et
l’adventice qui est hyperéchogène. L’adventice n’est pas clairement délimitée des tis-
sus environnants sur les images IVUS. La Figure 1.8 montre différents types et mor-
phologies de plaques d’athérosclérose imagées en IVUS. La fréquence ultrasonore du
transducteur utilisée lors de l’acquisition influence également l’apparence de l’image
IVUS produite. En effet, à des fréquences plus élevées (40 MHz), le sang affiche
plus de speckles ultrasonores qui peuvent rendre difficile l’identification de l’interface
lumière-intima du vaisseau.
La Figure 1.8 montre également que certaines interprétations quant au contenu de
la plaque peuvent être faites à partir de l’échogénicité des tissus. Par contre, certains
tissus ne sont pas différentiables en IVUS. L’élastographie qui est une nouvelle tech-
nique complémentaire d’imagerie introduite à la fin des années 90, permet de quanti-
fier l’élasticité des tissus à partir d’une séquence d’images de radiofréquences IVUS.
L’élastographie IVUS aide ainsi à différencier les composantes des lésions athérosclé-
rotiques (Maurice et al., 2007).
L’IVUS permet de quantifier le volume de plaque d’une artère car elle montre la
paroi vasculaire. Il est également possible de mesurer le volume de la lumière et du
vaisseau, le pourcentage de sténose produite par la plaque dans la lumière et le pour-
centage de plaque dans le vaisseau, d’évaluer le degré de remodelage vasculaire et la
taille de l’arc de calcium. En effet, un volume 3D est produit en effectuant le retrait
du cathéter dans l’artère à vitesse constante. Il est également possible de produire des
images longitudinales du vaisseau en choisissant des plans de coupe à travers le vo-
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Figure 1.8 – Exemples d’images IVUS montrant différents types et morphologies de
plaques. Une lésion concentrique et peu échogène (A) catégorisée comme plaque molle
comparativement à une plaque fibreuse plus échogène à cause du contenu en colla-
gène (B). Les parois vasculaires contenant des calcifications sont caractérisées par une
bordure de grande intensité avec une perte de signal ultrasonore derrière la calcifica-
tion (cône d’ombre) ; les calcifications peuvent être focales (C) ou étendues (D). Les
images successives d’une plaque vulnérable (E) montrent une chape fibreuse amincie
(longue flèche) et un noyau lipidique important (petite flèche). D’après (Libby et al.,
2007).
lume. L’IVUS est donc une méthode de choix pour évaluer la progression ou la régres-
sion des lésions athérosclérotiques et elle est largement utilisée lors d’études cliniques
qui évaluent des traitements et thérapies de l’athérosclérose (Böse et al., 2007).
1.2.5.1 Artéfacts
L’imagerie IVUS est assujettie à certains artéfacts lors de l’acquisition. L’artéfact
de "ring-down" apparaît fréquemment sur les images IVUS. Il prend la forme de halos
concentriques d’intensités élevées proche du cathéter. Il s’agit de réflexions multiples
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des ultrasons à l’intérieur du transducteur. Le "ring-down" ajoute une zone d’incerti-
tude autour du cathéter pour l’interprétation des images surtout s’il se superpose à la
paroi vasculaire. La Figure 1.9(a) montre une image IVUS avec un artéfact de "ring-
down".
Les images IVUS provenant de cathéters à rotation mécanique sont sujettes à des
artéfacts NURD (de l’anglais "non-uniform rotational distortion") qui sont des distor-
sions causées par des rotations à des vitesses non-uniformes du transducteur. La Figure
1.9(b) montre une image IVUS avec ce type d’artéfact. La vitesse de rotation du trans-
ducteur peut être modifiée à cause de frictions dues, par exemple, à un enroulement ou
à une flexion du cathéter.
Certaines difficultés sont également reliées à la physique de propagation des ondes
acoustiques en imagerie IVUS. En effet, la présence de cônes d’ombre causés par les
calcifications ou le bruit de speckle du sang pour des fréquences de transducteur plus
élevées (40 MHz) peuvent rendre les images plus difficilement interprétables.
Ring−down
(a) (b)
Figure 1.9 – Exemples d’images IVUS démontrant des artéfacts. Ar-
téfact "ring-down" autour du cathéter (a) et NURD (b). (b) d’après
http ://ccal.stanford.edu/case/case28/stills.html (page accédée le 10 octobre 2008).
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1.2.6 Tomographie à cohérence optique
La tomographie à cohérence optique (OCT) est une méthode d’imagerie médicale
introduite dans les années 1990 qui peut être utilisée de façon intravasculaire (Bre-
zinski et al., 1996; Huang et al., 1991). L’OCT utilise un faisceau lumineux plutôt
que les ultrasons pour produire des images. L’intensité d’un faisceau lumineux infra-
rouge réfléchit par les tissus est mesurée. Pour l’application intravasculaire, le cathéter
employé contient une fibre optique.
Le principe physique est le même qu’en ultrasonographie. Des impulsions lumi-
neuses (lumière à faible cohérence) sont émises vers les tissus à imager. Le temps né-
cessaire à l’impulsion pour parcourir l’espace entre l’émetteur et le tissu, et revenir à
l’émetteur est utilisé pour calculer la distance entre ceux-ci. Une image OCT représente
donc une image de coupe des propriétés de réflectance optique des tissus. Le temps de
vol de l’impulsion est mesuré par interférométrie à faible cohérence puisque la vitesse
de propagation est très grande. Contrairement à l’ultrasonographie qui mesure direc-
tement le temps de vol de l’écho réfléchi, l’OCT mesure l’intensité de l’interférence
entre le faisceau émis puis réfléchi, et un faisceau de référence (Patel et al., 2005).
La pénétration du faisceau lumineux est de 2-3 mm et il s’agit d’une méthode à
haute résolution (entre 10 et 20 microns) pour les systèmes OCT par cathéter. En ima-
gerie OCT intravasculaire, pour obtenir des images de bonne qualité, il est nécessaire
d’enlever le sang dans le vaisseau en envoyant un bolus de liquide physiologique pour
le rincer. Ainsi, le faisceau lumineux n’a pas à se propager dans le sang dont les glo-
bules rouges atténuent fortement le signal. La Figure 1.13 de la section 1.3 montre un
exemple d’image OCT et l’image IVUS correspondante.
L’OCT produit donc des images à haute résolution de la lumière des vaisseaux
(Yamaguchi et al., 2008). Cette technique permet également de mesurer l’épaisseur de
la chape fibreuse des lésions athérosclérotiques. En effet, des chapes fibreuses entre
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10 et 450 µm ont été mesurées avec une différence moyenne de −24± 44 µm par
rapport à l’histologie (Kume et al., 2006). Par contre, à cause de la faible pénétration
du faisceau lumineux, la visualisation de la LEE du vaisseau au site de plus grande
occlusion de la lumière est difficile (Yamaguchi et al., 2008).
1.3 Comparaison des méthodes d’imagerie
Plusieurs études comparant la précision des modalités d’imagerie pour l’évalua-
tion de la maladie occlusive athérosclérotique ont été publiées. Puisque les technolo-
gies évoluent constamment, seulement des études récentes ont été recensées. De façon
générale, les modalités d’imagerie sont évaluées sur la base de leur sensibilité et spéci-
ficité à détecter les sténoses artérielles. Par contre, d’autres facteurs comparatifs seront
explorés à la fin de cette section.
1.3.1 Précision des méthodes d’imagerie
L’angiographie standard est la méthode la plus utilisée dans les études cliniques
évaluant les thérapies pour l’athérosclérose. C’est aussi la méthode étalon qui sert de
comparaison pour les nouvelles méthodes d’imagerie. Les avantages de l’angiographie
sont qu’elle fournit une vision d’ensemble de l’arbre artériel (surtout pour les artères
coronaires) et qu’elle permet de visualiser les vaisseaux sévèrement rétrécis ou tota-
lement occlus. Il est accepté que la progression de l’athérosclérose telle que détectée
angiographiquement (augmentation de l’obstruction de la lumière des vaisseaux) est
en corrélation avec l’augmentation des manifestations cardiovasculaires (infarctus du
myocarde ou mort cardiaque subite par exemple) (Azen et al., 1996). La résolution des
images angiographiques numériques est de 100 µm (Brown et Zhao, 2007).
Les désavantages principaux de l’angiographie sont qu’elle ne montre pas la paroi
vasculaire et qu’elle ne donne qu’une projection 2D de la lumière ce qui peut ame-
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ner une sous-estimation de la sévérité de la lésion. Des techniques d’ angiographie 3D
sont disponibles, mais elles ne sont applicables que sur les structures vasculaires im-
mobiles (carotides, aorte, artères périphériques). Contrairement à l’imagerie IVUS, il
n’est pas possible de calculer le volume de plaque à partir d’images angiographiques.
De plus, les lésions athérosclérotiques se développent initialement vers l’extérieur du
vaisseau sans compromettre la lumière ; l’angiographie ne permet donc pas de quan-
tifier ce type de lésions qui ne rétrécissent pas la lumière vasculaire. La Figure 1.10
montre un exemple d’angiographie sans rétrécissement de la lumière avec des images
de coupe IVUS à différents sites. Les images IVUS montrent la présence de lésions
athérosclérotiques diffuses. L’IVUS fournit également de l’information sur certaines
lésions ambiguës ou sur certains segments artériels coronaires difficilement visibles en
angiographie. En imagerie ultrasonore, la résolution axiale est dépendante de la fré-
quence du transducteur, mais pour l’IVUS où les fréquences sont de l’ordre de 20 à
40 MHz, la résolution varie typiquement entre 80 et 120 µm axialement et autour de
200 µm latéralement (Dijkstra et al., 1999; Mintz et al., 2001).
Figure 1.10 – Exemple d’une image angiographique coronarienne et images IVUS
correspondantes à 4 différents sites d’un vaisseau angiographiquement normal. La ma-
ladie étant diffuse, aucun rétrécissement de la lumière n’apparaît malgré la présence
de lésions athérosclérotiques sur les images IVUS A à D. D’après (Nissen, 2002).
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Plusieurs études de progression/régression de l’athérosclérose ont été effectuées en
se basant sur des mesures de la plaque à partir d’images IVUS (Nissen et al., 2004;
Tardif et al., 2007). Ces études ont évalué l’effet réparateur de thérapies sur les lé-
sions athérosclérotiques. Toutefois, contrairement à l’angiographie, les études utilisant
l’imagerie IVUS n’ont pas encore montré de corrélation des mesures effectuées avec
l’étendu des manifestations cardiovasculaires (Brown et Zhao, 2007). Pour ce faire,
des études prospectives et multicentriques à grande échelle seraient nécessaires. Un
désavantage par contre de l’imagerie IVUS pour prédire les manifestations cliniques
est que les mesures du volume de plaque ne sont effectuées que sur un segment arté-
riel à la fois. Il a cependant été montré que les mesures de la lumière et des lésions
athérosclérotiques faites à partir de l’artériographie corrélaient fortement avec celles
du volume de la lumière, de la plaque et du pourcentage de plaque effectuées sur une
séquence IVUS d’un segment artériel (p < 0.0001) (Berry et al., 2007).
L’angiographie par tomographie assistée par ordinateur et par résonance magné-
tique produisent toutes deux des images 3D de l’arbre vasculaire. Elles montrent la
lumière et aussi la paroi artérielle, mais à faible résolution et avec peu de contraste
(voir la Figure 1.12-(E-G)). En effet, les résolutions de ces méthodes d’imagerie sont
moins bonnes que l’angiographie standard ou l’IVUS. Les scanners CT à 64 détecteurs
obtiennent une résolution isotrope en mode angiographie de 400 µm dans les trois di-
mensions (Leber et al., 2005). Dans le cas de la résonance magnétique, les angiogra-
phies sont produites avec une résolution variant de 650 à 1000 µm par image avec une
épaisseur de coupe de 1.5 à 3 mm, donnant ainsi une résolution quasi-isotropique de
1300 ×1300 ×1500 µm3 (Stehning et al., 2007; Watanabe et al., 2002).
La Figure 1.11 montre des images d’angiographie à soustraction numérique et CT
dans le cas d’artères des membres inférieurs. La Figure 1.12 présente des images an-
giographiques standards, CTA et IVUS mais dans le cas d’artères coronaires.
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Figure 1.11 – Exemple d’images CTA (a) et DSA (b) pour des artères des membres
inférieurs. La vue postérieure de l’image CTA montre une sténose importante (flèche
blanche) qui n’est pas visible sur l’angiographie. Par contre, l’image DSA montre une
autre sténose importante (flèche noire) qui n’est quant à elle pas visible sur l’angiogra-
phie CT. D’après (Edwards et al., 2005).
1.3.2 Études cliniques comparatives
Une méta-analyse comparative de l’angiographie par résonance magnétique et par
tomographie assistée par ordinateur (entre 4 et 16 détecteurs) pour la détection de
sténoses coronaires a été effectuée par Maintz et al (2007). La détection de sténoses
coronaires de plus de 50 % a été évaluée sur des segments d’artères préalablement
diagnostiqués par angiographie à rayon-x. La CTA a obtenu une sensibilité de 85 %
et une spécificité de 95 % en moyenne, alors que la MRA a obtenu une sensibilité de
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Figure 1.12 – Lésion athérosclérotique non obstructive et non calcifiée (montrée par
les flèches blanches sur les images). Angiographie coronarienne montrant la lésion
(A). Même lésion sur l’image angiographique par tomographie assistée par ordinateur
(CT à 64 détecteurs) (B). Coupe longitudinale du volume IVUS (C) et image IVUS
axiale de la lésion (D). Image CTA de coupe de la lésion (E) correspondant à la flèche
en (B). Seuillage et segmentation des contours de la lumière et du vaisseau (F) à partir
de la coupe CTA (E). Superposition de l’image de coupe et des contours (G). D’après
(Leber et al., 2005).
72 % et une spécificité de 87 %. Le pourcentage moyen des segments artériels évalués
par chacune des modalités était de 87 % pour la tomographie assistée par ordinateur et
de 83 % pour la résonance magnétique. La CTA semble donc plus avantageuse pour
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détecter ou écarter la présence de sténoses significatives. Par contre, un désavantage
de ces deux techniques est qu’elles ne font que catégoriser le pourcentage de sténose
(plus de 50 % ou moins de 50 %) sur les segments artériels atteints contrairement à
l’angiographie conventionnelle et à l’IVUS qui fournissent une mesure précise.
D’autres études sur la quantification des lésions athérosclérotiques par angiogra-
phie CT à 64 détecteurs ont montré que cette modalité est utile pour écarter la maladie
coronarienne occlusive chez les patients dont le risque est faible ou intermédiaire. En
effet, la détection de sténoses de plus de 50 % a été effectuée chez des patients avec
une sensibilité de 90 % et une spécificité de 95 % (Raff et al., 2005). Dans une autre
étude, des sténoses de moins de 50 %, plus de 50 % et plus de 75 % ont été détectées
sur des segments artériels avec une sensibilité de 79 %, 73 % et 80 %, respectivement,
et avec une spécificité de 97 % (Leber et al., 2005). Par contre, l’angiographie CT à 64
détecteurs sous-estime le volume de plaque et le pourcentage d’obstruction de l’artère
comparativement à l’IVUS chez les patients dont le diagnostic de maladie occlusive
coronarienne est établi (Leber et al., 2005).
Les auteurs Collins et al. ont publié une revue systématique de la littérature sur la
précision de l’ultrasonographie duplex, de l’angiographie par résonance magnétique et
de l’angiographie par tomographie assistée par ordinateur pour le diagnostic de la ma-
ladie occlusive des membres inférieurs (Collins et al., 2007). Ils ont retenu 58 études
sur la capacité de détecter l’occlusion et des sténoses de plus de 50 % d’artères des
membres inférieurs. Il en ressort que l’angiographie par résonance magnétique avec
agent de contraste est la modalité qui offre le diagnostic le plus précis avec une sen-
sibilité médiane de 95 % et une spécificité médiane de 97 %. La MRA par temps de
vol obtient quant à elle une sensibilité médiane de 92 % et une spécificité médiane
de 88 %. L’angiographie par tomographie assistée par ordinateur fournit un diagnostic
avec une sensibilité médiane de 91 % et une spécificité médiane de 91 %. Pour l’ul-
trasonographie duplex, la sensibilité médiane est de 88 % et la spécificité médiane est
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de 96 %. Il est à noter que cette revue n’a pas évalué la précision de la quantification
du pourcentage de sténose des lésions athérosclérotiques avec ces différentes modali-
tés. Les auteurs proposent donc l’angiographie par résonance magnétique avec agent
de contraste comme alternative à l’angiographie standard pour évaluer les patients at-
teints de maladie occlusive des membres inférieurs avant le traitement.
Par contre, une autre étude a montré l’équivalence CTA et MRA pour la prise de
décision thérapeutique avec un plus faible coût pour le CT (Ouwendijk et al., 2005).
Puisque l’échographie duplex est peu coûteuse, elle reste une technologie de choix
comme première évaluation des patients malgré sa moins bonne précision. De plus,
en réponse à Collins et al., Bradbury et Adam font valoir que l’ultrasonographie du-
plex est la seule technologie nécessaire pour la majorité des patients ; lorsque cette
dernière est insuffisante, la MRA devrait alors être utilisée (Bradbury et Adam, 2007).
En résumé, l’angiographie par résonance magnétique et par tomographie assistée par
ordinateur sont des technologies en constante évolution et promettent l’obtention de
diagnostic aussi précis que l’angiographie standard et pourrait même très prochaine-
ment remplacer cette dernière. L’échographie Doppler reste l’outil de dépistage de la
maladie vasculaire périphérique.
L’IVUS et l’OCT sont deux méthodes intravasculaires qui produisent des images
de coupe des vaisseaux sanguins. La Figure 1.13 montre que des images similaires
peuvent être produites par ces méthodes. Mais, de façon générale, l’OCT ne permet
d’imager qu’une section de la paroi vasculaire adjacente à la lumière à cause de la
faible pénétration du faisceau lumineux. L’IVUS produit quant à elle une image de
la paroi vasculaire et de certains tissus adjacents. Par contre, la grande résolution en
imagerie OCT permet de quantifier des caractéristiques de la plaque plus précisément
qu’avec l’imagerie IVUS. En effet, l’OCT permet de mesurer l’épaisseur de la chape fi-
breuse (Kume et al., 2006), de vérifier s’il y a rupture de cette chape (Kubo et al., 2007)
et d’identifier certains composants de la plaque (Kume et al., 2008) plus précisément
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que l’IVUS. Par contre, l’OCT ne peut mesurer le pourcentage de plaque athéroscléro-
tique puisqu’elle qui ne fournit pas une mesure fiable du contour externe du vaisseau.
Contrairement à l’IVUS qui permet de caractériser la progression/régression des lé-
sions athérosclérotiques (Böse et al., 2007), l’OCT ne permet pas ce type d’études. La
Figure 1.14 exprime la complémentarité des deux modalités. La coupe OCT montre des
tissus fibrolipidiques qui sont confirmés sur la coupe histologique. Par contre, seule-
ment les images IVUS montrent la totalité du contour externe du vaisseau.
Par rapport aux différentes modalités présentées, l’IVUS est la seule qui montre en-
tièrement la paroi vasculaire avec une assez bonne précision pour calculer le volume de
plaque et le pourcentage d’obstruction du vaisseau par la plaque. De plus, tout comme
l’angiographie conventionnelle, l’IVUS permet également de calculer le pourcentage
de sténose des segments artériels atteints.
Figure 1.13 – Images axiales et longitudinales d’une même lésion athérosclérotique
en OCT et en IVUS. Coupes axiales OCT (A1) et IVUS (B1) au site de dimension
minimale de la lumière ; les coupes montrent le diamètre minimal (flèches rouges) et
l’aire minimale de la lumière (surfaces circulaires jaunes). Coupes longitudinales OCT
(A2) et IVUS (B2) du segment artériel ; les lignes rouges indiquent la position des
images axiales. D’après (Yamaguchi et al., 2008).
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Figure 1.14 – Images axiales d’une lésion athérosclérotique en IVUS et OCT. Coupes
axiales correspondantes en IVUS (a), OCT (c) et histologie (d). Coupe axiale IVUS du
segment de référence (b). Des tissus fibrolipidiques sont identifiables sur l’image OCT
(flèches blanches) et confirmés sur la coupe histologique (flèches noires). Par contre,
l’OCT ne montre qu’une section du contour externe du vaisseau qui est visible sur les
images IVUS (anneau hypoéchogène). D’après (Kume et al., 2008).
1.3.3 Autres facteurs de comparaison
D’autres facteurs à considérer dans la comparaison des méthodes sont la dose de
radiation, le caractère invasif des techniques et l’utilisation de produits de contraste qui
peuvent entraîner des réactions allergiques.
L’IVUS (ainsi que les autres méthodes ultrasonores), l’OCT et l’angiographie par
résonance magnétique sont des méthodes d’imagerie sans radiation. L’angiographie
à soustraction numérique utilise une dose plus importante de radiation que l’artério-
graphie puisque cette méthode est plus sujette au bruit. Elle requiert un ratio signal sur
bruit plus grand qui se traduit par l’augmentation de la dose (Bushberg et al., 2002). La
plus grande dose de radiation est associée à l’angiographie par tomographie assistée
par ordinateur puisque chaque coupe est formée de plusieurs projections qui néces-
sitent chacune une part de radiation (Coles et al., 2006). De plus, l’augmentation du
nombre de détecteurs produit une augmentation de la dose de radiation.
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Les technologies d’imagerie par cathéter, soit l’IVUS et l’OCT, sont les plus inva-
sives puisque le cathéter doit être positionné dans le segment artériel à imager. L’angio-
graphie conventionnelle ou DSA est moins invasive même si elle nécessite l’introduc-
tion d’un cathéter artériel puisque le cathéter ne doit pas nécessairement être au site de
la sténose à caractériser. Viennent ensuite les angiographies CT et IRM avec agent de
contraste qui sont moins invasives puisque l’agent est injecté avec un cathéter veineux.
Les modalités totalement non-invasive sont l’échographie duplex (et les autres formes
d’échographie) ainsi que les techniques MRA sans injection d’agent de contraste.
Enfin, les modalités utilisant un agent de contraste et qui peuvent causer des ré-
actions allergiques sont l’angiographie conventionnelle et DSA, l’angiographie CT et
la MRA avec contraste à base de gadolinium. L’IVUS et l’OCT ne causent pas ce
genre de problèmes. Enfin, une injection veineuse d’un agent hyper-échogène fait de
micro-bulles peut parfois être utilisée pour certains types d’examens ultrasonores. Peu
de réactions allergiques sont toutefois répertoriées (Blomley et al., 2007).
1.3.4 Résumé
Les études présentées dans cette section ont évalué les méthodes d’imagerie en
termes de précision du diagnostic en mesurant la sensibilité et la spécificité de l’éva-
luation des sténoses. Comme il est mentionné dans la revue systématique de Collins et
al. (2007), des données sur l’issue des patients et du traitement choisi en fonction des
techniques d’imagerie sont manquantes et permettront de choisir quelle modalité doit
être utilisée en fonction de l’application.
À ce jour, il ressort que l’IVUS est une modalité prisée pour l’évaluation précise
des lésions athérosclérotiques en termes de pourcentage de sténose, de volume et pour-
centage de plaque, de volume de la lumière et d’index de remodelage des vaisseaux.
Il s’agit cependant d’une technique invasive et coûteuse. Ces mesures sont essentielle-
ment employées dans les études de recherche clinique qui évaluent la progression et la
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régression de la plaque suite à une intervention chirurgicale et/ou suite à un traitement
pharmacologique.
Chapitre 2
Revue de la littérature en segmentation d’images IVUS
La segmentation d’une image consiste à identifier des régions uniformes dans celle-
ci et à diviser l’image en ces régions. Dans le cas d’images IVUS, les régions recher-
chées sont la lumière et la paroi vasculaire. Pour ce faire, les contours correspondants
à l’interface lumière-intima et à la limitante élastique externe (LEE) doivent être dé-
tectés.
Depuis les années 1990, plusieurs algorithmes de segmentation dédiés à l’analyse
des images IVUS ont été proposés, les deux grandes catégories de méthodes portent
sur la recherche d’un chemin de coût minimal dans un graphe ainsi que la technique
des contours et surfaces actives (”snakes”). D’autres modèles de segmentation basés
soit sur les multi-agents, la morphologie mathématique, l’optimisation d’un maximum
a posteriori, ou la classification d’images ayant subies un filtrage anisotropique ont
également été proposés.
Les caractéristiques des images qui ont été exploitées par le passé sont surtout des
propriétés locales des contours telles que des images d’arêtes provenant de différents
types de filtres ou le gradient des tons de gris. Certains algorithmes ont par contre
utilisé des propriétés plus globales telles que les textures ou la variance des tons de
gris des différentes régions de l’image.
Les algorithmes de segmentation IVUS qui suivent ont tous été développés et vali-
dés avec des images d’artères coronaires. La majorité des algorithmes ont été élaborés
pour la segmentation des 2 contours de la paroi vasculaire, mais certains n’en seg-
mentent qu’un seul.
Ce chapitre est organisé de la façon suivante. Les méthodes de segmentation par
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recherche d’un chemin dans un graphe sont d’abord décrites ; elles sont suivies des
résultats obtenus lors de la validation des algorithmes. Les segmentations basées sur
le modèle des contours actifs sont ensuite exposées, également suivies des résultats
obtenus. Les autres modèles de segmentation sont présentés en 2 sections : modèles
basés sur des attributs locaux des images et ceux basés sur des informations régionales ;
les résultats sont présentés à la fin de chacune de ces sections. S’en suit une analyse
des algorithmes de segmentation présentés qui inclut un tableau synthèse des résultats.
Enfin, les objectifs et le plan de la thèse sont décrits.
2.1 Modèles de recherche d’un chemin dans un graphe.
Les méthodes de segmentation par recherche d’un chemin dans un graphe mo-
délisent les images à segmenter comme un graphe 2D (ou 3D pour une séquence
d’images). Chaque pixel est considéré comme un noeud du graphe et un coût est asso-
cié à chaque noeud. Le coût C(i, j) du pixel de l’image I situé en (i, j) doit être faible
s’il appartient au contour à segmenter. Dans le cas des images IVUS, le format polaire
est utilisé pour I, ainsi, seule la position à chaque ligne radiale est nécessaire pour
représenter le contour. Une fois que le coût associé à chaque noeud est calculé, un che-
min de coût minimal est recherché dans le graphe ; ce chemin correspond au contour
détecté. Le coût d’un chemin Cpath est la somme des coûts de chacun des noeuds du
graphe le constituant :
Cpath =
M
∑
i=1
C(i, p(i)) (2.1)
où M est le nombre de positions angulaires ; p(i) est un point du chemin P = {p(1), ...,
p(M)} qui traverse l’image de telle sorte qu’un seul point de chaque ligne radiale
constitue le chemin P. Il est à noter qu’un point p(i) et son prédécesseur ou son suc-
cesseur doivent être voisins dans le graphe de telle sorte que |p(i)− p(i− 1)| ≤ 1 et
|p(i)− p(i + 1)| ≤ 1. Le coût d’un pixel peut dépendre de différentes caractéristiques
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des images : tons de gris, gradient des tons de gris, opérateur de texture ou images
résultantes de différents types de filtrage.
Différents algorithmes permettent de déterminer le chemin de coût optimal parmi
les chemins possibles dans le graphe. Un algorithme simple est de calculer le coût Cpath
de tous les chemins possibles et de retenir celui ayant la valeur minimale (Li, 1997).
Certaines heuristiques de recherche permettent de trouver un chemin de coût minimal
sans avoir à explorer le graphe en totalité.
Un premier algorithme de recherche dans un graphe pour la segmentation IVUS a
été présenté par (Sonka et al., 1995). La méthode a ensuite été modifiée par (Zhang
et al., 1998). Les fonctions de coûts de la lumière et de la paroi extérieure du vaisseau
sont calculées à partir d’images d’arêtes de la séquence IVUS. Dans ce travail (Sonka
et al., 1995), la fonction de coût des noeuds du graphe servant à la détection de la lu-
mière se sert de l’intensité et de la direction des arêtes de l’image IVUS. Les arêtes sont
calculées avec un filtre de Sobel de taille 7×7 pixels (qui correspond à une région de
0.21×0.21 mm2). L’intensité de l’arête positionnée angulairement en i et radialement
en j est fedge(i, j). La direction des arêtes d(i, j) est calculée avec un filtre de Prewitt
de taille 3× 3 pixels (0.09× 0.09 mm2). La fonction de coût de la lumière Clum(i, j)
est donnée par :
Clum(i, j) = max
n∈M,n∈N
{ flum(m,n)}− flum(i, j) (2.2)
avec
flum(i, j) =


fedge(i, j) si d(i, j) ∈ [−pi/2,pi/2]
fedge(i, j)−d p sinon
(2.3)
où M et N sont les dimensions angulaire et radiale de l’image d’arêtes pour la lumière ;
et d p pénalise les arêtes selon la direction puisque des arêtes autour de 0 degré sont
recherchées. La fonction prend donc de faibles valeurs pour les arêtes d’intensité élevée
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et orientées entre −pi/2 et pi/2.
Pour la détection du contour externe du vaisseau, toujours selon les travaux de
(Sonka et al., 1995), la fonction de coût utilise également l’intensité et la direction des
arêtes. Un filtre de Sobel de taille 5× 5 pixels (0.15× 0.15 mm2) permet d’évaluer
l’intensité des arêtes ( fedge(i, j)). Le même filtre de Prewitt utilisé pour la direction
des arêtes de la lumière sert dans la fonction de coût de la LEE. La fonction de coût
CLEE(i, j) est donc :
CLEE(i, j) =


ˆCLEE(i, j) si le point précedant du chemin est (i−1, j)
ˆCLEE(i, j)+mp sinon
(2.4)
où mp est une pénalité ajoutée au coût du chemin si les points voisins du chemin ne sont
pas à la même position radiale pour favoriser les contours circulaires qui apparaissent
comme une droite en format polaire. La composante ˆCLEE(i, j) du coût tient compte
des échos des limitantes élastiques internes et externes :
ˆCLEE(i, j) = max
m∈M,n∈N
{P(m,n)}−P(i, j) (2.5)
où P(i, j) est le patron d’intensité des arêtes qui est la somme de l’intensité de l’écho
principal Ep(i, j) et secondaire Es(i, j) de la limitante élastique externe et de l’écho
secondaire Is(i, j) de la limitante élastique interne :
P(i, j) = Ep(i, j)+Es(i, j)+ Is(i, j) (2.6)
avec
Ep(i, j) =


fedge(i, j) si d(i, j) ∈ [−pi/2,pi/2]
fedge(i, j)−d p sinon
(2.7)
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Es(i, j) = maxk=2,4{ fEs(i, j + k)}
Is(i, j) = maxk=−6,−3{ fIs(i, j + k)}
et
fEs(i, j) = fIs(i, j) =


fedge(i, j) si d(i, j) ∈ [pi/2,3pi/2]
fedge(i, j)−d p sinon
où d p est encore une fois un paramètre de pénalisation pour les arêtes dont la direction
est inappropriée. Un patron de 3 arêtes d’intensité élevée est donc recherché : l’arête
principale du contour externe de la média est préférablement dans la direction 0 et les
2 arêtes secondaires ne sont pas pénalisées si elles sont dans la direction pi . Les arêtes
secondaires des limitantes élastiques externes et internes sont recherchées respective-
ment entre 2 et 4 pixels à l’extérieur et -6 et -3 pixels à l’intérieur de l’arête principale
du contour externe du vaisseau.
Préalablement à la segmentation, un utilisateur doit identifier 2 régions d’intérêts
sur les images IVUS transversales. Une première région elliptique contenant toute la
paroi vasculaire est nécessaire. La deuxième région d’intérêt est formée par un contour
polygonal reliant une série de points entrés par l’utilisateur à l’intérieur de la lumière et
à proximité du contour interne du vaisseau. Les régions d’intérêts doivent être tracées
sur chaque image IVUS à segmenter. Dans la version plus récente de l’algorithme
présenté par (Zhang et al., 1998), la région extérieure est entrée sur la première image
et propagée sur les images subséquentes de la série ; la deuxième région d’intérêt est
éliminée. Un algorithme standard de recherche heuristique est utilisé pour identifier les
chemins de coût minimal pour la lumière et la LEE. Les détails de l’algorithme ne sont
pas donnés dans leur article.
Une autre méthode de recherche dans un graphe, présentée par (Li, 1997), utilise
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des fonctions de l’intensité des tons de gris des images et la continuité des contours
dans les fonctions de coûts associées à la lumière et au contour externe du vaisseau.
Cet algorithme de segmentation a été validé in vivo dans les études de (von Birgelen
et al., 1996) et (Koning et al., 2002). La fonction servant à la détection de la lumière
est la suivante :
Clum(i, j) =


(I(i, j−1)− I(i, j +1))F(Il) si I(i, j−1)≤ I(i, j +1)
0 sinon
(2.8)
avec
F(Il) ∝
1
Il
Il =
1
2
(I(i, j−1)+ I(i, j))
où I(i, j) est la valeur de ton de gris du pixel positionné angulairement en i et radia-
lement en j. La fonction F(Il) réduit la valeur du coût du pixel I(i, j) si la valeur
moyenne Il du pixel et du voisin en (i, j− 1) est élevée. Cette fonction de coût est
faible lors d’une transition d’intensité faible à élevée.
D’autre part, la fonction de coût pour le contour externe du vaisseau utilise les ca-
ractéristiques de la média des artères. Lorsque les images IVUS sont en format polaire,
l’anneau hypoéchogène correspondant à la média devient linéaire. La fonction attribue
donc un coût minimal aux pixels faisant partie d’une structure linéaire de faible inten-
sité suivie d’une structure hyperéchogène (l’adventice). Pour ce faire, la corrélation-
croisée entre l’image et des patrons de formes linéaires prédéfinies est calculée. La
fonction de coût CLEE est donc :
CLEE(i, j) = maxCLEE,p(i, j), p = 1,2,3; (2.9)
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CLEE,p(i, j) = 1Np
∑Ll=0 ∑Kk=0 Lp(l,k)(I(i+ l, j + k)− ¯I)√
∑Ll=0 ∑Kk=0(I(i+ l, j + k)− ¯I)2
(2.10)
où CLEE,p(i, j) est la corrélation-croisée entre le patron de ligne Lp et le voisinage du
pixel (i, j) de l’image ; le patron Lp contient L lignes et K colonnes ; Np est un facteur
de normalisation ; et ¯I est la moyenne des intensités de gris sur la section d’image de L
lignes et K colonnes.
Trois différents patrons permettant de détecter des segments linéaires à des angles
de −pi/4, 0 et pi/4 par rapport à la tangente d’un cercle en coordonnées polaires sont
utilisés. Les détails de la taille et du contenu des patrons de ligne ne sont pas mention-
nés dans la thèse (Li, 1997). Le coût obtenu avec le patron de ligne corrélant le plus
avec la section d’image est retenu.
L’algorithme de recherche du chemin de coût minimal utilisé par Li (1997) est une
recherche exhaustive parmi tous les chemins. La segmentation est semi-automatique
et s’effectue en 2 étapes : segmentation d’images IVUS longitudinales suivie de la
segmentation des images transverses. Les mêmes fonctions de coût sont employées
aux 2 étapes.
Les images de coupes longitudinales sont produites à partir du volume IVUS (voir
la Figure 1.13 à la section 1.3.1 au chapitre précédent pour un exemple d’image IVUS
longitudinale). Ces images sont segmentées puis corrigées manuellement par l’uti-
lisateur jusqu’à l’obtention de contours précis pour la lumière et pour la LEE. Les
contours longitudinaux provenant de la segmentation de 2 (von Birgelen et al., 1996)
ou 4 coupes (Koning et al., 2002) produisent un ensemble de 4 ou 8 points pour chaque
images transverses de la séquence et pour chaque structure à segmenter. Les ensembles
de points sur les images transverses sont ensuite utilisés pour créer des contours ini-
tiaux pour la segmentation de la séquence complète. Enfin, les contours finaux sont
corrigés manuellement si nécessaire.
La méthode de segmentation proposée par Takagi et al. (2000) utilise aussi l’infor-
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mation reliée à l’intensité et à la direction des arêtes ainsi que certaines contraintes sur
la géométrie des contours. Les opérateurs utilisés pour calculer l’intensité des arêtes
ne sont pas spécifiés, mais des filtres de Prewitt ont servis au calcul de la direction de
ces arêtes. Cet algorithme ne requiert pas de contours initiaux édités manuellement.
La fonction de coût, d’un point du graphe positionné en (i, j), utilisée pour la dé-
tection du contour de la lumière est la suivante :
Clum(i, j) = flum(i, j)+arc_wlum(i, j) (2.11)
avec
flum(i, j) =


fedge(i, j) pour les directions d’arêtes favorisées
fedge(i, j)+d plum sinon
(2.12)
arc_wlum(i, j) =


0 pour les directions d’arêtes favorisées
Lum−model sinon
(2.13)
où fedge(i, j) est l’intensité de l’arête positionnée angulairement en i et radialement
en j ; d plum est une pénalité pour les arêtes dans les directions qui sont désavanta-
gées ; et Lum−model est une constante prédéfinie de pénalisation. La composante
arc_wlum(i, j) ajoute une contrainte géométrique au modèle.
Le contour externe du vaisseau est quant à lui segmenté de façon similaire à la
lumière, avec la fonction de coût suivante :
CLEE(i, j) = fLEE(i, j)+arc_wLEE(i, j) (2.14)
avec
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fLEE(i, j) =


fedge(i, j) pour les directions d’arêtes favorisées
fedge(i, j)+d pLEE sinon
(2.15)
arc_wLEE(i, j) =


0 pour les directions d’arêtes favorisées
LEE−model sinon
(2.16)
où d pLEE est une pénalité pour les arêtes dans les directions qui sont désavantagées ;
et LEE−model est une constante prédéfinie de pénalisation.
Préalablement à la détection des contours, un algorithme de réduction du speckle
sanguin est appliqué aux images IVUS. L’algorithme est basé sur le principe que les
speckles sanguins démontrent plus de variations spatialement et temporellement que
les autres tissus ; une combinaison de filtrage spatial et temporel est donc utilisée. Pour
chaque pixel des images IVUS, un voisinage 1D de 15 pixels adjacents angulairement
est utilisé. Une région 2D est ensuite définie en prenant ce même voisinage sur les 15
images adjacentes. Cette région 2D est analysée dans le domaine fréquentiel suite à
l’application de la transformée de Fourier ; selon la valeur du ratio entre les hautes et
les basses fréquences, le pixel initial est étiqueté comme un tissu vasculaire ou sanguin.
Les pixels du tissu vasculaire sont alors remplacés par la valeur moyenne du voisinage
1D initial alors que les pixels du sang sont remplacés par la valeur minimale de ce
voisinage.
2.1.1 Validation et résultats obtenus
En guise de rappel, un tableau synthèse et une analyse comparative seront présen-
tés à la fin de ce chapitre. L’algorithme de (Sonka et al., 1995) a été validé in vitro avec
des images IVUS post-mortem d’artères coronaires (38 images). Une solution saline
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circulait dans les artères plutôt que du sang, ce qui diminue le speckle ultrasonore dans
la lumière. La méthode de segmentation raffinée par (Zhang et al., 1998) a été validée
sur 5 séquences in vivo d’artères coronaires provenant d’acquisitions synchronisées
avec l’ECG ; 6 images par séquences ont été analysées manuellement. La validation de
la segmentation de (Li, 1997) par (von Birgelen et al., 1996) a été effectuée à l’aide
de 20 séquences IVUS de 200 images d’artères coronaire in vivo. Cette validation ne
compare que la variabilité de la segmentation entre différents utilisateurs ; les résultats
n’ont donc pas été comparés avec des contours tracés manuellement. Les séquences
pouvaient contenir de petites calcifications ou une seule artère collatérale ; celles qui
comportaient trop de mouvement dus aux battements cardiaques ont été exclues. La
validation effectuée par (Koning et al., 2002) comprenait 4 séquences in vivo d’ar-
tères coronaires dont 127 images ont été segmentées manuellement. L’algorithme de
recherche d’un chemin de coût minimal dans un graphe de (Takagi et al., 2000) a quant
à lui été validé avec 27 séquences IVUS coronaires in vivo (acquisitions synchronisées
avec l’ECG). Dix images choisies aléatoirement dans chacune des séquences ont été
analysées manuellement pour fin de comparaison ; d’un total de 270 images, 77 et 192
ont été exclues pour la validation du contour luminal et du contour externe du vaisseau
respectivement, les images rejetées contenaient des larges calcifications, des NURD de
plus de 90◦, des vaisseaux collatéraux ou étaient de mauvaise qualité.
La comparaison de la segmentation par recherche d’un chemin de coût minimal
dans un graphe de séquences IVUS avec des contours tracés manuellement a produit
les résultats suivants. Des différences d’aire entre les contours détectés par la segmen-
tation et tracés manuellement de 1.13 et de 1.33 mm2 ont été obtenus avec la méthode
de (Sonka et al., 1995) pour la lumière et la plaque respectivement. La précision de la
segmentation a également été évaluée à l’aide des différences moyennes point à point
entre les contours segmentés automatiquement et ceux tracés manuellement. Des va-
leurs de 0.07± 0.02 mm et de 0.09± 0.03 mm ont été obtenues pour la lumière et la
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LEE respectivement ; des différences maximales point à point de 0.30± 0.07 mm et
de 0.33± 0.10 mm ont également été calculées pour les 2 contours. Pour la version
de cet algorithme modifiée par (Zhang et al., 1998), des différences moyennes point
à point supérieures entre les contours segmentés automatiquement et ceux tracés ma-
nuellement de 0.13±0.05 mm et de 0.17±0.08 mm ont été obtenues pour la lumière
et la LEE respectivement ; pour les 2 mêmes parois, les différences maximales point
à point étaient relativement équivalentes avec des valeurs de 0.30± 0.13 mm et de
0.40±0.19 mm. Les différences d’aire des contours n’ont pas été présentées.
L’étude de (von Birgelen et al., 1996) a évalué la variabilité de la méthode semi-
automatique présentée par (Li, 1997). Différents utilisateurs ont effectué la segmen-
tation des séquences IVUS avec le modèle de recherche du chemin de coût minimal
dans un graphe ; les variations des résultats de ces segmentations ont été calculées. Des
pourcentages de différences d’aire entre les contours pour la lumière et la LEE respec-
tivement de −0.80±7.28% et de 0.17±4.44% ont été obtenus. Dans le cas de l’étude
de (Koning et al., 2002), les résultats de la segmentation ont été comparés avec des
contours tracés manuellement. Les différences d’aire de la lumière et de la LEE étaient
respectivement de l’ordre de −0.21±0.34 mm2 et 0.27±0.49 mm2. Les pourcentages
de différences d’aire n’ont pas été évalués.
La dernière méthode de segmentation par recherche d’un chemin de coût minimal
(Takagi et al., 2000) a obtenu des différences d’aire des contours de la lumière et de
la paroi externe du vaisseau respectivement de 0.40±14.4% et de 0.6±9.7% corres-
pondant à des valeurs de −0.15± 0.84 mm2 and −0.18± 1.36 mm2. Les résultats de
la segmentation automatique ont été comparés avec des contours tracés manuellement.
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2.2 Modèles de contours actifs.
De façon générale, le modèle des contours actifs (ou ”snakes”), proposé par Kass et
al. (1988), consiste à minimiser une fonction d’énergie du contour qui dépend de forces
internes et externes au contour. Le contour est déplacé à partir d’une position initiale
jusqu’à ce que l’énergie atteigne un minimum. Le contour initial doit être proche de
la solution finale pour éviter les minimums locaux de la fonction d’énergie. Des al-
gorithmes permettant de trouver le minimum global de fonction existent, par contre
les temps de calculs sont plus importants. Le contour est donc v(s) = (x(s),y(s)) dont
(x(s) et y(s) sont les coordonées le long de la courbe et s∈ [0,1]. L’énergie totale Esnake
à minimiser s’exprime ainsi :
Esnake =
∫ 0
1
[Eint(v(s))+Eext(v(s))]ds (2.17)
où Eint et Eext sont respectivement les termes d’énergie intérieure et extérieure du
contour ; et (x,y) sont les coordonnées dans l’image. L’énergie interne du contour est :
Eint(v(s)) = α|v′(s)|2 +β |v′′(s)|2 (2.18)
où α et β sont des paramètres qui pondèrent chacun des termes de l’énergie interne ;
et v′(s) et v′′(s) sont respectivement les dérivés première et seconde du contour par
rapport à s. L’énergie externe dépend quant à elle des caractéristiques de l’image.
Un contour qui minimise l’énergie Esnake satisfait à l’équation d’Euler-Lagrange
qui s’exprime ainsi :
αv′′(s)−βv′′′′(s)−∇Eext = 0 (2.19)
Le contour final crée donc l’équilibre entre la force intérieure Fint = αv′′(s)−βv′′′′(s)
et extérieure Fext = ∇Eext .
45
Une première méthode de segmentation IVUS basée sur le modèle des contours
actifs a été présentée par Shekhar et al. (1999). Cet algorithme a ensuite été raffiné par
Klingensmith et al. (2000). Le modèle utilise la minimisation de la fonction d’énergie
de l’équation 2.17 qui, numériquement, devient :
Esnake(V ) =
n
∑
i=1
Econt(vi)+Ecurv(vi)+κextEext(vi, I) (2.20)
où le contour V = [v1, ...,vn] défini l’ensemble des points vi = (xi,yi) dont xi et yi sont
les coordonnées dans l’image I ; Econt est l’énergie interne qui assure une continuité de
premier ordre et Ecurv est l’énergie de courbure qui assure une continuité de deuxième
ordre ; et κext est un paramètre de poids qui donne plus ou moins d’importance à l’éner-
gie Eext . Les termes d’énergie proposés par les auteurs sont les suivants :
Econt(vi) = dcont −|vi− vi−1| (2.21)
Ecurv(vi) = |vi−1−2vi + vi+1|2 (2.22)
et
Eext(vi) =
min−g(vi)
max−min
(2.23)
où dcont est la distance moyenne entre les points du contour ; vi, vi−1 et vi+1 sont res-
pectivement le points courant, précédent et suivant ; g(vi) est le gradient de tons de
gris de l’image ; et min et max sont respectivement la valeur minimale et maximale du
gradient dans le voisinage du point courant vi. Le modèle est ensuite étendu en 3D en
ajoutant des composantes transversales aux énergies de continuité Econt et de courbure
Ecurv. Enfin, des contours initiaux entrés manuellement à toutes les 7 à 10 images de
la séquence sont nécessaires pour initialiser la segmentation.
Un autre modèle de contours actifs a été développé par Kovalski et al. (2000).
La segmentation est basée sur le modèle des forces de l’équation 2.19. Les auteurs
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effectuent la segmentation sur les images IVUS en format polaire. De cette façon, les
points du contour ne sont déplacés que dans la direction radiale des images. Les forces
proposées sont :
Fsnake(r) = Fint(r)+Fimage +Fbal(r) (2.24)
= α
d2r
dθ 2 −κimageI(r)∗Mliss + kln⊥(r) (2.25)
où r = r(θ),θ ∈ [0,2pi] est défini comme la position radiale du point sur le contour à
la position angulaire θ ; Fint(r), Fimage et Fbal(r) sont respectivement la force interne
qui assure une continuité du contour, la force image qui attire le contour vers les tons
de gris de valeurs élevées, et la force ballon qui attire le contour vers l’extérieure de
l’image pour éviter les minima locaux ; α et κimage sont des poids ; Mliss est un masque
de lissage 2D ; kl est l’amplitude de la force ballon ; et n⊥(r) est le vecteur unitaire
normal au contour au point r(θ).
Les auteurs ont également transposé le modèle en 3D en ajoutant un terme longi-
tudinal à Fint(r), en prenant un masque de lissage Mliss en 3D pour Fimage et en prenant
la normale de la surface active pour la force ballon.
Les contours initiaux de Kovalski et al. (2000) pour la lumière sont positionnés sur
le cathéter puisque la force ballon permet d’éviter les minima locaux. Pour la LEE, une
première segmentation 2D est effectuée en utilisant le résultat de l’image précédente
comme contour initial de l’image suivante. La première image est initialisée en posi-
tionnant le contour sur le cathéter. Les résultats de la segmentation 2D sont convertis
en surface et sont utilisés comme initialisation de la méthode 3D.
Un algorithme de contours actifs pour la détection de la LEE proposé récemment
(Sanz-Requena et al., 2007) utilise la force interne de l’équation 2.19 (Fint = αv′′(s)−
βv′′′′(s)) ainsi qu’une force ballon similaire à celle utilisée par (Kovalski et al., 2000).
Par contre, la force externe est basée sur le flux de vecteurs du gradient (GVF, "gradient
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vector flow") (Xu et Prince, 1998). Avec le GVF, le terme −∇Eext dans l’équation 2.19
est remplacé par νGV F(s) où νGV F est le champ de vecteurs qui satisfait :
µGV F∇2νGV F − (νGV F −∇ fedge)|∇ fedge|2 = 0, (2.26)
avec µGV F qui est un paramètre de régularisation ajusté selon le niveau de bruit (un
bruit important demande une valeur de µGV F élevée) et fedge est une carte des arêtes de
l’image. Le calcul du GVF est détaillé dans (Xu et Prince, 1998). Pour la segmentation
IVUS, la fonction fedge suivante est utilisée :
fedge(x,y) = |∇(Hm(x,y)∗ I(x,y))| (2.27)
où Hm est un filtre médian et I est l’image IVUS.
Les auteurs (Sanz-Requena et al., 2007) proposent 2 implémentations différentes :
une interactive et une automatique. Avec la méthode interactive, des contours initiaux
sont entrés sur la première image et périodiquement pour le reste de la séquence. Les
images à réinitialiser sont celles dont la corrélation est faible avec l’image précédente,
c’est-à-dire que de nouveaux contours initiaux sont nécessaires lorsqu’il y a beaucoup
de variations entre 2 images adjacentes. La méthode automatique consiste à ajuster dy-
namiquement les paramètres des contours actifs pendant la segmentation. Sans donner
de détails additionnels, les auteurs mentionnent que cette stratégie permet de garder la
segmentation aussi automatique que possible. La méthode inclut également la détec-
tion de la lumière du vaisseau avec un filtrage et un seuillage des images.
Une dernière méthode proposée nouvellement (Giannoglou et al., 2007) utilise le
même modèle d’énergie interne que (Klingensmith et al., 2000) et le gradient de tons
de gris (−|∇I|2) comme énergie externe. Le modèle de contours actifs est implémenté
en 2D. Cet algorithme inclut également une méthode d’initialisation automatique des
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contours. Pour ce faire, des ensembles de pixels de la lumière et de la LEE sont iden-
tifiés dans les images ; des contours initiaux sont ensuite calculés à partir de ces en-
sembles. Pour la lumière, l’ensemble de pixels correspond à une bande de points d’in-
tensité plus grande qu’un seuil Tlum et dont les pixels intérieurs sont d’intensité plus pe-
tite que le même seuil Tlum. Pour le contour externe du vaisseau, les images IVUS sont
d’abord traitées avec un filtre passe-bas pour enlever les détails de haute-fréquences.
Ensuite, les pixels choisis sont ceux ayant la valeur d’intensité maximale sur chaque
ligne radiale de l’image dans la région extérieure aux points initialement sélectionnés
pour la lumière.
2.2.1 Validation et résultats obtenus
Les méthodes de segmentation IVUS par contours actifs présentées dans cette sec-
tion ont toutes été validées avec des images IVUS in vivo d’artères coronaires. La
validation de la méthode présentée par (Klingensmith et al., 2000) a été effectuée avec
3 acquisitions IVUS synchronisées avec l’ECG pour un total de 185 images ; 44 images
IVUS provenant de 5 séquences ont été utilisées dans l’étude de (Kovalski et al., 2000) ;
12 séquences IVUS de 34 images (408 images) provenant de 5 patients ont permis la
validation de (Sanz-Requena et al., 2007) ; et les contours actifs présentés par (Gian-
noglou et al., 2007) ont été évalués à l’aide de 50 images choisies aléatoirement parmi
17 séquences IVUS provenant d’acquisitions effectuées sur 9 patients.
Ce paragraphe résume des comparaisons faites avec des contours tracés manuelle-
ment par des experts. Les résultats de la segmentation de (Klingensmith et al., 2000)
sont présentés en terme de l’index de William (WI). Le WI est un ratio entre la va-
riabilité moyenne inter-observateur et la variabilité moyenne entre l’observateur et la
méthode de segmentation (Chalana et Kim, 1997). Des WI de 0.60, 0.65 et 0.67 res-
pectivement pour la différence d’aire entre les contours détectés par la segmentation
et tracés manuellement, pour la distance moyenne point-à-point entre ces contours, et
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pour la distance maximale point-à-point (distance de Hausdorff) ont été trouvés pour
la lumière. Pour le contour externe du vaisseau, ces valeurs étaient respectivement de
0.81, 0.68 et 0.70. Des pourcentages de différences d’aire entre les contours détectés
par la segmentation et tracés manuellement pour la lumière et la LEE respectivement
de 15.2± 17.4% et de 6.5± 7.6%, correspondant à des valeurs de 0.5 et 1.5 mm2,
ont été obtenus avec les contours actifs de (Kovalski et al., 2000). Dans le cas de
Sanz-Requena et al. (2007), des différences de 11.09% et de 4.98% pour la version
interactive de l’algorithme et de 10.95% et de 7.27% pour la segmentation automa-
tique ont été obtenues pour l’aire de la lumière et de la LEE respectivement ; ces pour-
centages correspondent à des différences de moins de 1 mm2. Dans l’ensemble, les
résultats de Sanz-Requena et al. (2007) semblent supérieures à ceux de Kovalski et al.
(2000). Pour les contours actifs présentés par Giannoglou et al. (2007), les différences
d’aire de la lumière et de vaisseau étaient respectivement de 0.70± 1.34 mm2 et de
0.17± 2.29 mm2 ; les différences en pourcentage de l’aire des contours n’ont pas été
fournies. Ces derniers résultats semblent démontrer une supériorité de cet algorithme
pour détecter la LEE, comparativement aux autres travaux comparatifs.
2.3 Autres méthodes basées sur les caractéristiques locales des images
Outre les algorithmes de recherche dans un graphe et de contours actifs, d’autres
méthodes de segmentation utilisant des propriétés locales des images ont été proposées.
Un système multi-agents a été développé par (Bovenkamp et al., 2004) pour la
segmentation d’images IVUS. Le système est implémenté à l’aide de la plateforme
d’architecture cognitive Soar développée à l’Université du Michigan et disponible gra-
tuitement (http ://sitemaker.umich.edu/soar/home). Dans un tel système, un ensemble
d’agents effectue en parallèle des tâches soit d’interprétation de l’image ou de résolu-
tion de problèmes. De plus, les différents agents peuvent communiquer entre eux. Ces
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agents obéissent à certaines règles qui sont définies selon l’application. La communi-
cation entre les agents est également régie par des règles.
Le système de Bovenkamp et al. (2004) utilise 5 différents agents d’interpréta-
tion d’images. Ces agents sont spécialisés dans la détection de la lumière, du contour
externe de la paroi vasculaire, de calcifications, de zones d’ombre et de vaisseaux col-
latéraux. Chaque agent est responsable de la détection d’un seul type de structure. Un
agent supplémentaire fait partie du système, il s’agit d’un agent de focus. Cet agent
s’occupe de la synchronisation des différents processus d’interprétation des images.
Les agents d’interprétation d’images ont la capacité d’effectuer les tâches suivantes :
– Traitement d’images : Détection et ajustements d’objets, tests d’hypothèses.
– Communication : envoi, réception et traitement de messages vers ou en prove-
nance des autres agents.
– Gestion des entrées et sorties : sauvegarde, récupération et retrait des objets de
l’image.
– Résolution de conflits : Trouver des solutions aux conflits d’interprétation des
images par rapport aux autres agents.
Pendant le cycle de décision du système multi-agents, qui s’effectue durant la phase
d’interprétation de l’image, la prochaine opération qui sera effectuée par un agent est
choisie parmi une liste d’opérations associées à l’état du système et à l’état dans lequel
se trouve l’agent. L’opération dont la préférence est la plus élevée est sélectionnée.
Les relations entre les différents éléments présents dans l’image sont déterminées
par la communication entre les agents du système. En effet, l’interprétation de l’image
par un agent est influencée par les interprétations que font les autres agents de la même
image. L’information supplémentaire qu’un agent reçoit d’un autre agent peut entraîner
une des opérations suivantes :
– Suggestion/mise au point : Pour tenter de déterminer de quels types sont les
objets de l’image aux endroits non explorés dus à un manque de connaissance.
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– Ajustement de l’interprétation : Lorsqu’un autre agent effectue une interprétation
de l’image qui peut influencer le présent agent.
– Résolution du conflit : Lorsque l’interprétation d’un autre agent est conflictuelle
avec celle du présent agent.
– Test d’hypothèse : Lorsqu’un agent demande la confirmation d’une hypothèse
qu’il a émis à propos de l’image mais qu’il ne peut vérifier lui-même.
Le système complet de multi-agents comprend plus de 450 règles qui dictent le
comportement des différents agents. La majorité des règles (209) établissent comment,
quand et où effectuer des opérations de traitement d’images dans différentes circons-
tances. D’autres règles régissent la communication dans le système (48 règles), déter-
minent comment résoudre les conflits (126 règles) ou concernent des généralités (24
règles). En moyenne, 14 règles sont suffisantes pour déterminer la spécialisation d’un
agent (lumière, LEE, calcification, collatérale, cône d’ombre). Un exemple de règle
reliée à la création d’un agent pour la détection de la LEE est donné ici :
IF Created()
THEN Name(ivus-vessel)
AND CAPABILITY(vessel)
AND INTERESTS(lumen, shadow, sidebranch, ...)
AND ADJUST-TO(lumen, shadow, sidebranch, ...)
où Created vérifie qu’un agent a été créé et Name donne un nom à l’agent. CAPA-
BILITY, INTERESTS et ADJUST-TO sont des fonctions qui déterminent respecti-
vement la spécialisation (détection du contour externe de la paroi), les intérêts et les
éléments qui influencent l’agent.
Pendant le cycle de décision, lorsqu’un agent choisit de détecter un élément de
l’image, il utilise l’algorithme de segmentation de cet élément. L’étude de Bovenkamp
et al. (2004) ne détaille pas les différents algorithmes pour la détection de la lumière, du
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contour externe du vaisseau, des calcifications, des collatérales ou des zones d’ombre.
Seule la méthode de détection du contour externe du vaisseau est donnée. Pour ce
faire, l’intensité cumulative calculée radialement du cathéter jusqu’à chaque pixel est
utilisée. Les pixels dont la valeur d’intensité cumulative se situe près d’une constante
prédéfinie sont retenus. Le contour est ensuite calculé en faisant correspondre une el-
lipse à ces points.
Il semble que le processus de segmentation des images IVUS se termine lorsque les
différents agents ont effectué leur interprétation de l’image et que les conflits entre les
agents sont résolus. Peu de détails sont donnés sur les critères d’arrêt de la méthode.
Cette technique est entièrement automatique, il n’est pas nécessaire d’éditer ma-
nuellement des contours initiaux. Par contre, les auteurs mentionnent un temps de cal-
cul assez élevé sans apporter de précision quant au temps nécessaire pour analyser
une image. Les séquences IVUS utilisées dans cette étude ont été tronquées aux 200
images centrales des acquisitions pour diminuer le temps de traitement.
Une dernière méthode basée sur la détection des arêtes de l’image a été proposée
par (Gil et al., 2006) pour la segmentation IVUS du contour externe de la paroi vas-
culaire. Cette méthode comporte 3 étapes : calcul du centre géométrique du vaisseau
sanguin sur les différentes images et filtrage anisotropique des images ; segmentation
des images basée sur des techniques de classification ; et calcul des contours à partir
des masques de la segmentation.
Lors de la première étape de la méthode, un recalage est effectué pour centrer les
images par rapport au centre géométrique du vaisseau plutôt qu’autour du cathéter.
De plus, les images sont converties en format polaire qui est utilisé pour les étapes
suivantes de la méthode. Lorsque le cathéter, qui apparaît au centre des images IVUS,
est positionné près de la paroi vasculaire, l’image doit être recalée pour que le contour
externe du vaisseau soit rectiligne sur l’image polaire. Le recalage est effectué par
rapport au centre géométrique d’un ensemble de points près de la LEE. Ces points
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sont détectés avec la méthode de classification statistique qui est aussi utilisée pour la
segmentation des images.
Lors de l’étape de traitement préliminaire, les images IVUS sont également filtrées
par la méthode de diffusion anisotropique restreinte (RAD, "restricted anisotropic dif-
fusion") qui est décrite dans cette même étude (Gil et al., 2006). Le filtrage a pour but
de faire ressortir les arêtes des structures de l’image et d’enlever le bruit et la texture
des tissus. Le filtrage anisotropique utilise le module et la direction des arêtes d’images
calculées avec un opérateur tel que le gradient. Le filtrage RAD lisse les structures dans
les directions privilégiées des objets, alors que le reste de l’image est simplement filtré
avec une Gaussienne pour moyenner les tons de gris. Un opérateur d’arêtes standard
est utilisé pour produire une image lissée des calcifications. Pour obtenir une image
sans bruit ni texture qui ne contient que les contours de la paroi vasculaire, un détec-
teur d’arêtes horizontales est utilisé dans le modèle. Le filtrage est basé sur l’équation
de diffusion suivante :
It(x,y, t) = div(J∇I), I(x,y,0) = I0(x,y) (2.28)
où I est l’image filtrée et It sa dérivé partielle par rapport au temps ; J est une métrique
2D qui décrit le patron de distribution des tons de gris de l’image (calculé à partir des
opérateurs d’arêtes) ; et I0 est l’image initiale à lisser.
La deuxième étape de la méthode est la classification statistique des images à partir
des séquences d’images IVUS préalablement filtrées. Quatre classes sont identifiées
dans l’algorithme : l’adventice, les calcifications, les tissus fibreux et autres. Les ca-
tégories calcifications et tissus fibreux permettent d’éviter que le classificateur ne se
trompe lorsque ces structures sont présentes puisqu’elles modifient l’apparence de la
paroi vasculaire. La classification est effectuée en 2 temps pour restreindre le problème
à des classificateurs binaires. En premier lieu, les classes adventice et autres sont re-
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groupées (classe C1) ainsi que les classes calcifications et tissus fibreux (classe C2).
Ces 2 super-classes sont alors discriminées. Les résultats de cette classification sont
ensuite utilisés pour séparer chacune des classes à l’intérieur des ensembles C1 et C2.
L’espace des attributs des images utilisés lors de la classification contient les arêtes
horizontales, l’écart-type radial et la moyenne cumulative radiale. Les images d’arêtes
sont produites avec un filtre Gaussien 2D dérivé dans la direction radiale des images
polaires. Les autres informations, soient l’écart-type radial σr et l’énergie cumulative
radiale εr, sont calculées de la façon suivante :
σr(i, j) = (I(i, j)−µr(i))2 (2.29)
µr( j) = 1Nr
Nr∑
i=1
I(i, j) (2.30)
εr(i) =
Rmax∑
j=1
νi( j) (2.31)
νi( j) = 1Rmax− j
j
∑
n=Rmax
I(i,n) (2.32)
où I(i, j) est l’intensité du pixel de l’image I situé angulairement en i et radialement en
j ; µr(i) est la moyenne de la ligne radiale située en i ; Nr est le nombre de points par
ligne radiale ; Rmax n’est pas défini, mais semble être la valeur radiale maximale d’une
région d’intérêt ; et νi( j) est la moyenne cumulative au point j de la ligne radiale située
en i.
À partir de ces attributs, une classification par analyse linéaire discriminante de Fi-
sher est effectuée. L’analyse discriminante linéaire recherche un sous-espace linéaire
parmi l’espace des attributs qui discrimine le mieux les classes. Ce sous-espace est
calculé à partir d’un ensemble d’entraînement constitué d’images IVUS dont les struc-
tures adventice, calcifications, tissus fibreux et autres ont été préalablement identifiées.
Soit Xc,Yc,Zc l’espace des attributs correspondant respectivement aux arêtes ho-
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rizontales, à l’écart-type radial et à la moyenne cumulative radiale. La classification
entre C1 et C2 est effectuée dans le plan (Xc,Yc) seulement, l’espace de Fisher cor-
respond donc à une droite. Suite à l’entraînement du classificateur, l’espace de Fisher
suivant a été obtenu :
PF1 = 0.1906Xc +0.9817Yc (2.33)
Les points dont la valeur PF1 est plus petite qu’un seuil τPF1 = 0.0619 sont attribués à
la classe C1. Ce seuil a été choisi de telle sorte qu’au moins 90% des points de la classe
C1 soient correctement classifiés. Ces points sont ensuite séparés entre les classes ad-
ventice et autres. Pour ce faire, le domaine des Xc est utilisé. Un seuil en pourcentage
discrimine entre l’adventice et les autres pixels de l’image. Puisque les pixels corres-
pondant à l’adventice produisent des arêtes de valeurs négatives avec le filtre employé,
les points dont la valeur d’intensité des arêtes est inférieure à l’intensité correspondant
au sixième percentile de toutes les arêtes sont retenus. Enfin, seuls les segments les plus
longs sont conservés et constituent l’ensemble final de points de l’adventice. L’espace
de Fisher PF1 et l’attribut Zc sont quant à eux utilisés pour discrimer les calcifications
des tissus fibreux de l’image. Tous les seuils ont été calculés à partir de l’ensemble
d’entraînement.
La dernière étape de la méthode de segmentation proposée par Gil et al. (2006)
consiste à générer un contour fermé de la LEE à partir de l’ensemble de points attribués
à la classe adventice. Une fermeture anisotropique du contour est d’abord appliquée
à l’ensemble de points. L’équation de diffusion 2.28, appliquée à des segments de
contour dans un plan, a la propriété de les connecter pour former une courbe lisse. Un
contour fermé paramétrique est ensuite calculé par un contour actif de type "B-snake".
Il s’agit d’un contour actif qui a les caractéristiques d’une B-spline et dont le terme
d’énergie externe dépend des points de contour de l’adventice.
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2.3.1 Validation et résultats obtenus
La validation de la segmentation par multi-agents de (Bovenkamp et al., 2004) a
été effectuée sur un total de 1067 images IVUS in vivo provenant d’acquisitions de 7
patients. Des différences d’aire de −0.14± 1.01 mm2 et de 0.13± 2.16 mm2 ont été
obtenues entre les contours détectés par les multi-agents et ceux tracés manuellement
pour la lumière et la LEE respectivement. Les pourcentages de différences d’aire n’ont
pas été calculés.
La segmentation par classification proposée par (Gil et al., 2006) a été validée avec
22 séquences IVUS in vivo d’artères coronaires provenant de 11 patients. Les séries
comportaient entre 200 et 300 images pour un total de 5400 images disponibles. De cet
ensemble, 540 images ont été analysées manuellement par des experts qui ont tracés
les contours de la lumière et de la LEE. Suite à l’analyse manuelle des images, 2
séquences IVUS ont été exclues de l’étude à cause de la trop grande variabilité inter-
utilisateurs. De plus, 15 % des images IVUS (810) ont été utilisées dans l’ensemble
d’entraînement pour le classificateur. Une différence moyenne point-à-point entre les
contours détectés automatiquement et tracés manuellement de 0.23± 0.07 mm a été
obtenue. Une différence d’aire de 8.6±3.3% entre ces mêmes contours a été calculée.
2.4 Méthodes basées sur des informations des régions des images
Une première méthode de segmentation basée sur des informations globales des
images a été proposée par (Mojsilovic et al., 1997). Deux opérateurs de texture sont
utilisés pour séparer les différents tissus des images IVUS. Ensuite, ces régions sont
raffinées à l’aide d’opérations de morphologie mathématique. Pour chaque point de
l’image, les attributs de texture sont calculés sur un voisinage Rvois de 15×15 pixels.
La première valeur calculée est l’intensité moyenne (MGL, "mean gray level") de la
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région :
MGL = 1
N ∑
(i, j)∈Rvois
I(i, j) (2.34)
où I(i, j) est l’intensité de ton de gris du pixel situé en (i, j) dans l’image et N est le
nombre de points dans la région Rvois.
Le deuxième opérateur de texture est basé sur la matrice de la longueur des séries de
tons de gris (GLRL, "Gray-level run length"). Une série de tons de gris est un ensemble
de points consécutifs dans l’image ayant la même valeur d’intensité. La longueur de
la série correspond au nombre de pixels qu’elle contient. Les matrices GLRL peuvent
être calculées pour différentes directions puisque les séries de tons de gris peuvent
être orientées à 0, 45, 90 ou 135 degrés par exemple. La méthode de segmentation
de (Mojsilovic et al., 1997) n’utilise que la matrice GLRL dans la direction 0 degré.
L’élément p(i, j)(θ=0) de la matrice P, qui est la matrice GLRL, indique le nombre de
fois, dans la région, où apparaît une série de longueur j et d’intensité i dans la direction
θ = 0.
Certaines informations peuvent ensuite être définies à partir de la matrice de GLRL.
Pour la segmentation IVUS, la fraction de la région contenant des séries est utilisée
(FOIIR, "Fraction of image in runs"). Cette valeur est calculée ainsi :
FOIIR = 1
N
Ng
∑
i=1
Ns∑
j=1
p(i, j) (2.35)
où N est le nombre de pixels dans la région où a été calculée la matrice GLRL ; Ng est
le nombre de tons de gris dans la région (nombre de lignes de P) ; et Ns est le nombre
de différentes longueurs des séries (nombre de colonnes de P).
L’information fournie par le MGL est utilisée pour la segmentation du contour ex-
terne de la paroi alors que la lumière est segmentée avec le FOIIR. Des seuils sont
choisis automatiquement à partir de l’histogramme des MGL et des FOIIR pour sépa-
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rer les tissus sur les images IVUS. Puisque l’adventice et les tissus environnants sont
d’intensité élevée, les pixels avec une valeur de MGL au-dessus du seuil sont attribués
à la région adventice (l’intérieur de cette région correspond à la limitante élastique
externe). Les pixels ayant une faible mesure de FOIIR (sous le seuil) sont classifiés
comme faisant partie de la lumière. Ces pixels correspondent à des régions ayant peu
de texture.
Ces régions correspondant à la lumière et à l’extérieur du vaisseau doivent en-
suite être raffinées, à l’aide d’opérations de morphologie mathématique, avant d’être
transformées en contours finaux. Dans un premier temps, les trous de petite taille sont
enlevés dans chaque région. La deuxième étape consiste à enlever les irrégularités de
plus grande importance sur le pourtour des régions avec un opérateur morphologique
d’ouverture ("opening"). Cette opération consiste en une érosion suivie d’une dilata-
tion (avec des opérateurs de même taille). Des opérateurs d’assez grande taille sont
utilisés avec un diamètre de 21 pixels (0.95 mm) pour la lumière et de 37 pixels (1.68
mm) pour la paroi du vaisseau.
La segmentation est finalement obtenue en lissant les contours de la région lumière
et de la région paroi vasculaire. Pour cette étude de Mojsilovic et al. (1997), un en-
semble de 10 images IVUS in vivo d’artères coronaires a été utilisé pour la mise au
point de l’algorithme. Ces images ont servi à déterminer la taille des régions pour
le calcul des textures et à choisir les opérateurs de morphologie mathématique. Ces
images n’ont pas été utilisées pour la validation des résultats de la segmentation.
La première méthode de segmentation IVUS à utiliser les statistiques de l’image
a été présentée par Hass et al. (2000). Il s’agit d’un estimateur MAP qui modélise les
contours de la lumière et du vaisseau sur les images IVUS en format polaire. Soit
l’image polaire I subdivisée en M et N positions angulaires et radiales respective-
ment ; et soit r = {rm,n,ϕm} un contour dont les coordonnées radiales et angulaires
sont respectivement rm,n et ϕm. Le contour rMAP est celui qui maximise la probabilité
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a posteriori P(r|I). Puisque cette probabilité est inconnue, on l’exprime selon la loi de
Bayes :
rMAP =arg max
r
P(r|I) = arg max
r
P(I|r)P(r)
P(I)
∝arg max
r
P(I|r)P(r) . (2.36)
Dans cette dernière équation, l’expression P(I|r) représente le modèle de génération de
l’image en fonction des structures représentées par r et P(r) représente les informations
a priori sur le contour r telles que la courbure ou la continuité.
Pour le modèle de génération des données, la distribution de Rayleigh est utilisée.
En effet, pour les images ultrasonores, lorsque qu’un tissu est constitué d’un grand
nombre de diffuseurs positionnés aléatoirement, l’intensité du signal ultrasonore rétro-
diffusé par ce tissu est distribuée selon une telle fonction de Rayleigh (Dempster et al.,
1977). La probabilité d’occurrence d’un pixel d’intensité I positionnée en Im,n dépend
de la position du contour r, elle est :
P(I = Im,n|r) =


0 si I ≤ 0
I
σ2m,n(r)
exp
(
− I
2
2σ2m,n(r)
)
sinon
(2.37)
avec
σm,n(r) = σ
′
m pour n < rm,n
σm,n(r) = σ
′′
m pour n > rm,n
On voit que dépendamment de la région dans laquelle se trouve le pixel, le paramètre
σm,n(r) de la distribution Rayleigh prend la valeur σ ′m ou σ ′′m. Ces 2 paramètres, en plus
du contour r, sont inconnus et doivent être estimés.
La probabilité complète P(I|r) de l’image s’exprime comme le produit des proba-
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bilités P(Im,n|rm,n) de chacun des pixels. Puisque le contour est continu, un processus
de Markov est utilisé pour modéliser les points du contour. Un point du contour est
dépendant de ses voisins immédiats et indépendants des autres points ; un voisinage
de Gibbs contenant des cliques (ensemble constitué d’un point ou 2 points voisins) est
donc utilisé et P(r) s’exprime comme le potentiel des cliques associées au contour.
Les cliques choisies dans cette étude sont {rm,n} et {rm,n,rm−1,n}. La probabilité d’un
contour r est donc :
P(r) = const · exp
{
−
M
∑
m=1
(ΦRm(r)+ΦSm(r))
}
(2.38)
avec
ΦRm(r) =


0 si rmin ≤ rm,n ≥ rmax
∞ sinon
ΦSm(r) =αm(rm,n− rm−1,n)2
où ΦRm(r) et ΦSm(r) sont respectivement les fonctions d’énergie des cliques {rm,n} et
{rm,n,rm−1,n} ; rmin et rmax sont respectivement les valeurs radiales minimale et maxi-
male que peut prendre un point du contour ; et αm est un paramètre qui contrôle le
lissage du contour : plus la valeur αm est grande, plus le contour sera lisse. La fonc-
tion d’énergie ΦRm(r) détermine la région d’intérêt pour la recherche du contour et la
seconde fonction ΦSm(r) définit la continuité du contour.
Le contour est calculé itérativement en maximisant le log de l’équation 2.36 à partir
d’un contour initial r0. Chaque itération comprend 2 étapes. Premièrement, les para-
mètres σ ′m et σ ′′m sont estimés à partir des régions délimitées par le contour de l’itéra-
tion précédente. Ensuite, ces nouvelles valeurs sont utilisées pour calculer le contour
qui maximise l’équation 2.36.
Le même modèle est utilisé pour la segmentation des contours de la lumière et
61
de la LEE. La segmentation est également transposée en 3D. La géométrie du vais-
seau sur des images adjacentes est reliée puisque l’artère est une structure continue.
Une fonction d’énergie de clique supplémentaire est ajoutée pour une clique consti-
tuée de points voisins sur les images consécutives. En 3D, la détection de contours
sur une image est effectuée en maximisant la probabilité jointe de cette image et de
l’image précédente. Les contours de l’image en cours sont optimisés en gardant fixes
les contours de l’image précédente. Les images sont donc segmentées séquentiellement
de cette façon.
La méthode proposée par Haas et al. (2000) nécessite des contours initiaux qui
doivent être entrés manuellement pour la première image de la séquence. Des contours
circulaires sont utilisés aux fins de l’initialisation. De plus, certains paramètres de la
méthode peuvent être ajustés par l’utilisateur : le nombre de points par contour, les
valeurs rmin et rmax et d’autres paramètres d’espacement des contours en 3D. Des va-
leurs par défaut sont définies, mais les valeurs peuvent être ajustées pour améliorer la
segmentation de certaines séquences. Une étude plus récente de Brusseau et al. (2004),
basée sur les travaux de Haas et al. (2000), a présenté une méthode de détection des
contours de la lumière sur des séquences d’images IVUS. Cet algorithme inclut une
procédure d’initialisation automatique pour la segmentation par maximum a posteriori
(MAP).
Le contour recherché de la lumière est aussi celui maximisant le log de l’équation
2.36. Les distributions de Rayleigh ont également été utilisées pour le modèle de gé-
nération de l’image P(I|R) (voir l’équation 2.37). Le contour recherché r en format
polaire contient M points dont rm est la position radiale du point à l’angle m.
Le modèle de contour P(R) utilisé, qui établit une forte corrélation entre les points
voisins, est le suivant :
P(R) = exp
{
λr((rm− rm−1)2 +(rm− rm+1)2)
} (2.39)
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où λr est une constante qui définit le degré du lissage du contour ; rm−1 et rm+1 sont
les points voisins de rm dans le contour. Dans ce modèle d’estimation du MAP, une
procédure d’initialisation automatique a été ajoutée. Elle est basée sur le modèle de
génération des données P(I|R). Pour ce faire, l’image en format polaire est divisée
en N régions auxquelles on attribue chacune un point du contour. Pour chaque région
et de façon indépendante, 2 points sont calculés : celui maximisant P(I|R) et celui
correspondant au premier passage par zéro de la dérivé de P(I|R). Lorsque ces 2 points
correspondent à la même position, ils sont sélectionnés pour faire partie du contour
initial et sont considérés comme étant les points fiables du contour. Lorsque ces points
ont des positions radiales différentes, celui produisant le chemin le plus court entre les
points fiables est sélectionné. Les paramètres de cette méthode de segmentation ont été
fixés aux mêmes valeurs pour le traitement de toutes les images IVUS de l’étude.
2.4.1 Validation et résultats obtenus
La méthode de segmentation basée sur les textures des images de (Mojsilovic et al.,
1997) a été validée avec un ensemble de 29 images IVUS in vivo d’artères coronaires.
Le nombre de patients desquels proviennent les images n’est pas spécifié. Les résul-
tats de la segmentation ont été comparés avec l’analyse manuelle des images par des
experts. Des différences d’aire de la lumière et du contour externe du vaisseau res-
pectivement de 0.192± 0.180 mm2 et 0.680± 0.387 mm2 ont été calculées entre les
contours tracés à la main et détectés automatiquement. Les pourcentages de différence
n’ont pas été évalués.
La méthode de segmentation présentée par Haas et al. (2000) a été validée à l’aide
de 29 images IVUS coronaires in vivo. Le nombre de patients dont proviennent les
images n’est pas mentionné. Les résultats présentés correspondent à la différence entre
le rayon moyen de contours détectés par l’algorithme et tracés manuellement par des
experts. Les valeurs obtenues varient entre −1.0± 10.5% et −1.4± 10.7% pour la
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lumière, et entre −0.4± 8.1% et −2.9± 7.6% pour le contour externe de la paroi
vasculaire. Les différences d’aire entre les contours segmentés automatiquement et
tracés manuellement n’ont pas été calculées.
La segmentation de la lumière par optimisation d’un estimateur MAP de (Brusseau
et al., 2004) a été validée avec des images d’artères coronaires IVUS in vivo provenant
de 15 patients. Les images contenant des plaques totalement occlusives, des dissections
ou des collatérales ont été exclues de l’étude. Le nombre total d’images ayant servies
pour la validation n’est pas énoncé. Les résultats de la segmentation ont été compa-
rés avec des contours tracés manuellement. Des différences d’aire de la lumière entre
les contours tracés manuellement et automatiquement de 8.2±5.4% (correspondant à
0.70± 0.48 mm2) ont été obtenues. Les différences moyennes point à point entre ces
mêmes contours étaient de 0.099±0.032 mm.
2.5 Analyse comparative des méthodes de segmentation
Plusieurs méthodes ont été proposées pour la segmentation d’images IVUS coro-
naires. Puisque les images IVUS présentent certaines difficultés pour la segmentation
telles les artéfacts du cathéter, les ombres causées par les calcifications, les vaisseaux
collatéraux et la texture du speckle ultrasonore, des algorithmes spécifiques de traite-
ment d’images ont été élaborés.
La majorité des méthodes utilise des propriétés locales des images : gradient de
tons de gris, filtre détecteur d’arêtes ou intensité des tons de gris. Également, pour pal-
lier au manque d’information sur certaines images, des contraintes géométriques sont
généralement nécessaires dans les méthodes de segmentation : contours circulaires ou
elliptiques, continuité des points ou valeurs de rayon minimal et maximal. Le tableau
2.1 contient une synthèse des résultats obtenus par les différents algorithmes présentés.
Parmi les méthodes présentées dans la littérature, certaines sont entièrement auto-
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matiques : Mojsilovic et al. (1997), Takagi et al. (2000), Kovalski et al. (2000), Brus-
seau et al. (2004), Bovenkamp et al. (2004), et Giannoglou et al. (2007). L’algorithme
de Gil et al. (2006) est également automatique ; par contre, le classificateur contient
une phase d’entraînement qui utilise des images IVUS préalablement analysées ma-
nuellement. Il n’est pas clairement indiqué que les images ayant servies à l’entraîne-
ment du classificateur (15% de la base de données) proviennent de patients différents
des images utilisées pour la validation. Dans ce cas, il s’agirait plutôt d’un algorithme
semi-automatique puisque la méthode inclut des informations provenant des séquences
segmentées lors de la validation.
Les méthodes semi-automatiques utilisent de l’information entrée par un utilisa-
teur ; cette information peut prendre différentes formes. Certaines méthodes requièrent
une région d’intérêt ou un contour tracé manuellement sur la première image comme
pour les algorithmes de Zhang et al. (1998), Haas et al. (2000) et Sanz-Requena et al.
(2007) (version avec initialisation). D’autres modèles de segmentation nécessitent des
contours manuels sur un sous-ensemble d’images, par exemple les méthodes de Sonka
et al. (1995), Klingensmith et al. (2000) et Sanz-Requena et al. (2007) (version in-
teractive). Enfin, une correction manuelle des résultats intermédiaires ou finaux de la
segmentation peut être nécessaire telle que pour l’algorithme de Li (1997).
Le tableau 2.1 montre que la différence d’aire entre les contours calculés et ceux
tracés manuellement est majoritairement utilisée pour évaluer les résultats de la seg-
mentation. Par contre, les méthodes n’ont pas toutes été validées en utilisant les mêmes
métriques. Par exemple, lorsque les différences d’aire sont mesurées en valeur absolue
uniquement, il est difficile d’effectuer une comparaison avec les autres méthodes. Les
valeurs en pourcentage tiennent compte de la taille des vaisseaux sanguins analysés
et permettent de mieux comparer les méthodes entre elles. Pour des vaisseaux de plus
grande taille tels que les artères fémorales, on peut s’attendre à des différences d’aire
plus élevées en valeur absolue, mais du même ordre de grandeur en pourcentage.
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Tableau 2.1 – Synthèse des résultats des méthodes de segmentation IVUS présentées dans la littérature.
Lumière LEE
DA (mm2) DA (%) DM (mm) N DA (mm2) DA (%) DM (mm) N
Sonka et al. (1995)1 1.13 - 0.07±0.02 38 1.33 - 0.09±0.03 38
Li (1997) -0.21±0.342 - - 127 0.27±0.492 - - 127
- -0.80±7.283 - 4000 - 0.17±4.443 - 4000
Mojsilovic et al. (1997) 0.19±0.18 - - 29 0.68±0.39 - - 29
Zhang et al. (1998) 0.13±0.05 - - 30 0.17±0.08 - - 30
Haas et al. (2000) - - -1.0±10.5 (%) 29 - - -2.9±7.6 (%) 29
Klingensmith et al. (2000) 0.60 (WI) - 0.65 (WI) 185 0.81 (WI) - 0.68 (WI) 185
Kovalski et al. (2000) 0.5 15.2±17.4 - 44 1.5 6.5±7.6 - 44
Takagi et al. (2000) -0.15±0.84 0.4±14.4 - 1934 -0.18±1.36 0.6±9.7 - 784
Bovenkamp et al. (2004) -0.14±1.01 - - 1067 0.13±2.16 - - 1067
Brusseau et al. (2004) 0.70±0.48 8.2±5.4 0.10±0.03 15 - - - -
Gil et al. (2006) - - - - - 8.06±3.34 0.23±0.07 540
Giannoglou et al. (2007) 0.70±1.34 - - 50 0.17±2.29 - - 50
Sanz-Requena et al. (2007) - 11.095 - 408 - 4.985 - 408
- 10.956 - 408 - 7.276 - 408
LEE est la limitante élastique externe qui délimite le contour externe de la paroi vasculaire. DA indique que la mesure correspond à la
différence entre l’aire des contours détectés par la segmentation et ceux tracés manuellement par des experts. DM indique que la mesure
correspond à la distance moyenne point-à-point entre les contours détectés par la segmentation et ceux tracés manuellement par des
experts (lorsque la valeur n’est pas en mm, l’unité est précisé entre parenthèses à côté de la mesure). N est le nombre d’images IVUS
utilisées lors de la validation. 1 : La validation a été effectuée avec des images IVUS in vitro. 2 : Validation provenant de l’étude de
Koning et al. (2002). 3 : Validation provenant de l’étude de von Birgelen et al. (1996), la variabilité de la segmentation entre différents
utilisateurs a été calculée ; les résultats n’ont donc pas été comparés avec des contours tracés manuellement. 4 : Images retenues pour la
validation sur un total de 270. 5 : Version interactive de la segmentation. 6 : Version avec initialisation de la segmentation.
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De façon générale, les algorithmes de segmentation ont une précision qui varie
entre −0.21 mm2 et 1.13 mm2 pour le contour de la lumière et entre −0.18 mm2 et
1.5 mm2 pour le pourtour externe de la paroi vasculaire. Pour ce qui est de la précision
lorsqu’elle est mesurée en pourcentage de la différence d’aire, on voit que des valeurs
entre 0.4% et 15.2% et entre 0.6% et 8.06% ont été obtenues dans la littérature, res-
pectivement pour la lumière et la LEE. De grands écarts ont donc été obtenus entre les
différentes méthodes. Aussi, il est à noter que les études ayant obtenues des différences
d’aire entre les contours inférieures à 1% ont soit mesuré la variabilité de l’algorithme
et non sa précision (Li, 1997) ou exclu plusieurs images de la validation (Takagi et al.,
2000).
On voit également dans la tableau 2.1 que des précisions du même ordre de gran-
deur ont généralement été obtenues pour la détection de la lumière et du contour ex-
terne de la paroi. Par contre, on observe certaines différences importantes dans les
études de Li (1997), Kovalski et al. (2000), Haas et al. (2000) et Sanz-Requena et al.
(2007) avec une erreur en pourcentage de différence d’aire de 2 à 4 fois plus grande
pour l’un ou l’autre des contours. Dans l’ensemble, on ne peut pas affirmer qu’un
contour est plus facile à segmenter que l’autre ; ces différences dépendent de la mé-
thode utilisée ou des séquences IVUS analysées.
Le tableau 2.1 montre également que la majorité des études publiées ont effectué
des validations avec peu d’images alors que de grandes variations surviennent entre les
acquisitions d’un patient à l’autre ou à l’intérieure d’une même séquence. Seulement
deux études (Bovenkamp et al., 2004; von Birgelen et al., 1996) ont testé leur méthode
sur plus de 1000 images. Par contre, l’étude de von Birgelen et al. (1996) (effectuée
avec plus de 4000 images) a seulement testé la variabilité de l’algorithme de Li (1997)
lorsque utilisé par différents experts ; les résultats n’ont pas été comparés avec des
contours tracés manuellement.
Comme il a été mentionné au début du chapitre, les méthodes présentées précédem-
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ment étaient dédiées au traitement de données IVUS coronaires. La Figure 2.1 montre
des exemples d’images IVUS provenant d’artères fémorales. On voit que les struc-
tures de la paroi vasculaire ne sont pas nécessairement circulaires, particulièrement la
lumière du vaisseau (2.1-(b) et -(c)). L’imagerie IVUS est de plus en plus utilisée en
imagerie vasculaire périphérique, elle est même parfois nécessaire lors de certaines
interventions ou pour effectuer des essais cliniques (Lee et al., 2006).
Puisque l’apparence en IVUS et la taille des artères périphériques diffèrent de celles
des artères coronaires, des méthodes spécifiques de traitement d’images devraient être
développées pour l’imagerie IVUS des artères périphériques. En effet, pour les artères
de plus grandes tailles, des transducteurs IVUS de plus basses fréquences (typiquement
20 MHz) sont utilisés comparativement à des fréquences de 30 ou 40 MHz pour les
artères coronaires. À plus basse fréquence, la pénétration du faisceau est plus grande,
par contre la résolution des images est moins bonne pour les IVUS des grandes artères.
Cette différence des fréquences d’acquisition modifie également la texture échogra-
phique des images. De plus, la composition et l’épaisseur des couches qui composent
la paroi vasculaire peuvent différer pour les artères coronaires et les artères fémo-
rales. Généralement, plus les artères sont de gros calibre, plus leur média est épaisse
(a) (b) (c) 
(1) 
Lumière 
Cathéter 
Tissus environnants  
Intima et
plaque
Média
Figure 2.1 – Images transversales IVUS typiques d’artères fémorales : frontières cir-
culaires (a), lumière ayant un contour irrégulier (b) et dissection montrée en (1) (c).
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et contient de fibres élastiques, et plus l’adventice est mince. Puisque l’adventice est
très échogène, ceci peut changer l’apparence du contour externe du vaisseau. Enfin,
puisque les artères des membres inférieurs sont également grande en terme de lon-
gueur, les séquences IVUS contiennent une grande quantité d’images (des centaines)
ce qui nécessitent des méthodes de segmentation rapides.
2.6 Objectifs
L’analyse de la littérature montre que des méthodes de segmentation d’images
IVUS d’artères coronaires ont été développées, mais aucune de ces méthodes n’a sur-
passée les autres. En effet, la segmentation automatisée n’est pas largement utilisée
puisque les essais cliniques utilisant l’IVUS mentionnent souvent que les images sont
analysées manuellement, par exemple dans (Tardif et al., 2007). De plus, ces méthodes
utilisent surtout des informations locales des images.
Le premier objectif de ce travail est donc de développer une méthode de segmen-
tation basée sur le modèle du fast-marching pour la détection des contours de la paroi
vasculaire d’images IVUS d’artères fémorales. En second lieu, on cherchera à montrer
que l’information régionale fournit par l’estimation des fonctions de densité de proba-
bilité (FDPs) modélisant les distributions de tons de gris des séquences IVUS permet
la segmentation des images IVUS. Un troisième objectif de ce travail est de mini-
miser l’intervention de l’utilisateur nécessaire pour l’initialisation de la méthode de
segmentation IVUS d’artères fémorales tout en ayant un modèle versatile qui permet
d’analyser précisément un grand nombre de séquences IVUS provenant de différents
patients. Enfin, le dernier objectif de cette thèse est d’effectuer une validation exhaus-
tive de la méthode de segmentation avec des contours de la paroi vasculaires tracés
manuellement par différents experts.
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2.6.1 Plan de la thèse
Théorie. Les techniques de segmentation par "level-set" et de "fast-marching" sont
décrites au chapitre 3 puisqu’elles servent de cadre à la méthode présentée dans cette
thèse.
Premier article. Le chapitre 4 introduit une méthode de segmentation 3D d’images
IVUS d’artères fémorales par fast-marching. La segmentation utilise les FDPs des tons
de gris des différents tissus de l’image. La FDP de la séquence complète est modélisée
par une mixture de distributions de Rayleigh. Les différentes FDPs de la mixture re-
présentent les distributions de tons de gris des différentes structures de l’image IVUS
(lumière, intima et plaque, média, tissus environnants). La segmentation est comparée
avec une implémentation du fast-marching basée sur le gradient des tons de gris de
l’image. La segmentation est initialisée avec des contours longitudinaux de la lumière
et de la LEE qui sont entrés manuellement par l’utilisateur.
Deuxième article. Le second article, présenté dans le chapitre 5, décrit une mé-
thode de segmentation qui combine des informations locales et régionales des images.
Le modèle du fast-marching utilise ici des interfaces qui se propagent en fonctions des
FDPs des différentes structures de l’image et du gradient des tons de gris. De plus,
une méthode interactive d’initialisation du contour externe de la paroi vasculaire est
proposée, alors que la lumière est initialisée de façon entièrement automatique. La
segmentation est également validée avec des contours tracés manuellement par 2 ex-
perts en imagerie IVUS sur plus de 1500 images provenant de 20 séquences IVUS.
Ceci dépasse grandement le nombre d’images utilisées lors des études précédentes qui
ont effectuées des validations avec contours manuels. Différentes métriques ont été uti-
lisées pour évaluer les résultats de la segmentation : différences d’aire absolues et en
pourcentage, distances absolues moyenne et maximale entre les contours, variabilité
des contours détectés. L’algorithme a également été évaluée pour comparer la perfor-
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mance de la segmentation de données acquises pré- et post-angioplastie par ballon,
ou lors d’un examen de contrôle 1 an après l’intervention. Une telle évaluation pré et
post-traitement n’a encore jamais été décrite dans la littérature.
Discussion et conclusion. Les résultats obtenus sont mis en perspective, notam-
ment avec des applications des présents travaux et des pistes à suivre pour les travaux
futurs.
Annexes. On trouvera également un brevet élaboré à partir des travaux de cette
thèse ; des articles de conférences reliés aux chapitres 4 et 5 ; ainsi que les permissions
des éditeurs pour la reproduction des articles publiés.
Chapitre 3
Théorie : Segmentation par level-set et fast-marching
Ce chapitre présente un résumé de la théorie reliée à la segmentation d’images
basée sur les méthodes de "level-set" et de "fast-marching". La détection de contour
par fast-marching à interfaces multiples est également abordée. Ces techniques de cal-
cul numérique ont été développées par Osher et Sethian (1988) dans le but de suivre
l’évolution d’une interface.
3.1 Level-set
Le level-set est un modèle de propagation d’interfaces (Sethian, 1999). L’interface
en évolution est représentée par la surface Γ ∈ℜn séparant deux milieux, sa vitesse de
propagation dans la direction normale est donnée par F . On définit φ , la fonction du
level-set, qui est d’une dimension supérieure à l’interface. On peut suivre l’évolution
de l’interface puisqu’elle est définie comme le level-set de niveau zéro de la fonction
φ qui varie temporellement. À tout moment t de la propagation, l’interface Γ(t) est
représentée par φ(x, t) = 0 où x = (x1,x2, ...,xn) ∈ ℜn.
La Figure 3.1-(a) montre une interface 2D en évolution, la fonction φ correspon-
dant aux instants t = 0, t = 1 et t = 2 est également représentée en (b), (c) et (d),
respectivement. Le contour en trait gras sur chacun des schémas de la fonction φ est le
level-set de niveau zéro ou l’interface en propagation (φ(x, t = 0) = 0, φ(x, t = 1) = 0 et
φ(x, t = 2) = 0, en (b), (c) et (d), respectivement). La fonction du level-set φ s’exprime
de la façon suivante :
φ(x, t) =±d,
où d est la distance entre x et l’interface Γ, cette distance est positive pour un point à
72
l’extérieur de l’interface et négative pour un point à l’intérieur.
Dans (Sethian, 1999), pour décrire le mouvement de la fonction du level-set φ , on
pose que la valeur d’un point de l’interface ayant pour trajectoire x(t) est toujours zéro
sur la fonction du level-set :
φ(x(t), t) = 0
Si on calcule la dérivé du level-set par rapport au temps par la règle de dérivation en
chaîne, on obtient :
∂φ
∂ t +∇φ(x(t), t) ·
∂x(t)
∂ t = 0
Puisque F est la vitesse de propagation dans la direction normale, on a ∂x(t)∂ t ·~n = F ,
avec le vecteur unitaire normal ~n = ∇φ|∇φ | par définition. On obtient donc l’équation de
Figure 3.1 – Interface en évolution (a) et fonctions level-set correspondantes. La fonc-
tion φ à trois instants différents (t = {0,1,2}) (b), (c) et (d). D’après (Sethian, 1999).
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l’évolution de la fonction level-set qui est donnée par :
∂φ
∂ t +F |∇φ | = 0, (3.1)
φ(x, t = 0) = fonction level-set initiale. (3.2)
L’avantage du modèle est que la règle d’évolution de la fonction φ à l’équation
3.1 s’exprime plus simplement que celle de l’interface Γ elle-même. En particulier, le
modèle tient compte des changements topologiques de l’interface.
La propagation du level-set est effectuée itérativement en discrétisant l’équation 3.1
et en utilisant la valeur de φ à l’itération n précédente. La solution discrète suivante
pour une interface 2D a été proposée par (Osher et Sethian, 1988) :
φ n+1i j = φ ni j−∆t (max(Fi j,0)∆+−min(Fi j,0)∆−) (3.3)
avec
∆+ =
[
max(D−xi j ,0)
2 +min(D+xi j ,0)
2 +max(D−yi j ,0)
2 +min(D+yi j ,0)
2
]1/2
∆− =
[
max(D+xi j ,0)
2 +min(D−xi j ,0)
2 +max(D+yi j ,0)
2 +min(D−yi j ,0)
2
]1/2
où
D−xi j = (φ ni, j−φ ni−1, j)/hx
D+xi j = (φ ni+1, j−φ ni, j)/hx
D−yi j = (φ ni, j−φ ni−1, j)/hy
D+yi j = (φ ni+1, j−φ ni, j)/hy
où ∆t est le pas de temps de l’itération ; Fi j est la vitesse au point (i, j) du milieu de
propagation ; D−xi j , D
+x
i j , D
−y
i j et D
+y
i j sont les différences avant et arrières respective-
ment en x et y, à l’itération n, de la fonction du level-set φ n au point (i, j) ; hx et hy sont
74
les espacements respectivement en x et y entre les points du milieu de propagation. On
peut suivre l’évolution de l’interface en observant le level-set de niveau zéro φ n+1 = 0
à chaque itération. L’équation 3.3 peut être généralisée en 3D de façon directe.
La fonction de vitesse F selon laquelle l’interface se propage peut dépendre de
plusieurs facteurs. Elle est fonction de propriétés locales de l’interface telles que la
courbure ; de propriétés globales du front telles que la forme et la position ; et, enfin,
de propriétés indépendantes telles que le milieu d’évolution.
Le modèle level-set décrit un cadre général de propagation d’interfaces. Pour uti-
liser ce modèle en segmentation d’image, tel que proposé par Malladi et al. (1995), le
contour recherché dans l’image est considéré comme la position finale de l’interface
en évolution. Dans les dernières années, de nombreuses applications de segmentation
en imagerie médicale ont été dérivées de la méthode des level-sets.
Pour segmenter une image avec les level-sets, il faut définir la vitesse de propaga-
tion F du level-set en utilisant des caractéristiques de l’image. La fonction de vitesse
doit être élevée lorsque l’interface est loin du contour et elle doit tendre vers zéro
lorsque l’interface se rapproche de la frontière à segmenter. De cette façon, l’interface
cessera d’évoluer une fois arrivée sur le contour et mettra fin à la segmentation de
l’image puisqu’on obtiendra φ n+1(x) = φ n(x) dans le modèle itératif de l’équation 3.3.
Pour tenir compte de la courbure du level-set lors de la segmentation, il faut ajouter
un terme dépendant de celle-ci à la fonction de vitesse de propagation. La fonction de
vitesse proposée par (Malladi et al., 1995) pour la segmentation est :
F = gI(ys)(±1− εκ) (3.4)
où gI est un filtre détecteur d’arêtes qui tend vers zéro lorsque l’image présente une
forte variation de gradient, ys est la valeur de ton de gris du pixel s positionné en (x,y)
pour le cas d’une image I en 2D, ε est une constante qui permet de donner plus ou
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moins d’influence à la courbure κ de l’interface. Le filtre gI et la courbure κ sont
calculés comme suit :
gI(ys) =
1
1+ |∇(Gσ ∗ I(ys))|
(3.5)
κ = ∇ ∇φ
|∇φ | =
φxxφ 2y −2φxφyφxy +φyyφ 2x
(φ 2x +φ 2y )3/2
(3.6)
où Gσ est un filtre gaussien de lissage de variance σ2 et φx = ∂φ∂x (des définitions
similaires s’appliquent à φy, φxx, φyy et φxy). Un avantage de la méthode des contours
évolutifs est que le passage de la segmentation 2D à des dimensions supérieures se fait
directement puisque la formulation est similaire.
La stabilité et la convergence de l’implémentation numérique de l’évolution du
level-set pour le domaine de l’imagerie, par exemple selon l’équation 3.3, ont été étu-
diées dans (Chaudhury et Ramakrishnan, 2007). Le critère suivant de stabilité sur le
pas de temps ∆t entre les itérations a été établi :
|Fmax| ·∆t ≤ min(hx,hy) (3.7)
où Fmax est la vitesse maximale pouvant être atteinte par tous les points du milieu
de propagation. Ce critère assure que l’interface ne traverse pas plus d’un point à
chaque itération. L’utilisation d’un pas de temps très petit permet de trouver une solu-
tion stable, mais avec un temps de calcul plus élevé. L’utilisation d’un pas trop grand
peut entraîner une solution erronée.
Le critère de convergence proposé à l’équation 3.7 dépend de la taille du contour
détecté Lc(n) à l’itération n. Lorsque cette valeur cesse de varier, on considère que la
propagation de l’interface est terminée. De façon plus précise, le critère est le suivant :
si le nombre d’itérations n excède un seuil N0 et que le taux de variation de la longueur
de l’interface |dLc(t)dt < εL| pour un certain nombre ∆t d’itérations consécutives, cessez
l’évolution de la fonction du level-set φ . Les valeurs proposées dans (Chaudhury et
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Ramakrishnan, 2007) sont N0 = 500, εL = 5 pixels / itération, et ∆n = 50. On doit
attendre N0 itérations avant d’appliquer le critère pour éviter de terminer le processus
si les premières itérations évoluent lentement.
3.2 Fast-marching
Le fast-marching (Sethian, 1996) est un cas particulier du modèle level-set. Il dé-
crit l’évolution d’une interface se propageant dans une seule direction, la fonction de
vitesse de l’interface est donc toujours positive ou négative. Pour caractériser la propa-
gation d’une telle interface unidirectionnelle, le temps d’arrivée T (x) du front au point
x = (x1,x2, ...,xn) ∈ ℜn est calculé.
Pour le cas unidimensionnel, le mouvement de l’interface est caractérisé par l’équa-
tion :
F
dT
dx = 1 (3.8)
qui indique simplement que la distance est le produit de la vitesse du front et du temps
de propagation. Dans le cas d’une interface multidimensionnelle, l’équation caracté-
ristique de la propagation de l’interface devient :
|∇T |F = 1 . (3.9)
L’équation 3.9 signifie également que le gradient du temps d’arrivée est inversement
proportionnel à la vitesse de propagation. En effet, plus la vitesse sera grande, plus la
différence de temps d’arrivée entre un point et son voisin sera petite.
Pour la segmentation d’un volume d’images, le fast-marching effectue la construc-
tion du volume T (i, j,k) à partir d’une région initiale que l’on sait à l’intérieur ou
à l’extérieur d’une interface qui se propage selon une fonction de vitesse respective-
ment positive ou négative et qui dépend des caractéristiques de l’image. La fonction de
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vitesse F = gI est utilisée dans (Sethian, 1999) pour la segmentation d’images médi-
cales. Une autre fonction de vitesse utilisant le gradient des tons de gris a été proposé
par Yan et Zhuang (2003) pour la segmentation par fast-marching d’images échocar-
diographiques.
La construction de T se fait par la solution de l’équation 3.9, qui, de façon discrète
et en 3D, s’exprime ainsi :
1
F2i, j,k
= max(D−xi, j,kT,−D
+x
i, j,kT,0)
2
+max(D−yi, j,kT,−D
+y
i, j,kT,0)
2
+max(D−zi, j,kT,−D
+z
i, j,kT,0)
2 (3.10)
avec
D±xi, j,kT =±(Ti±1, j,k−Ti, j,k)/∆
D±yi, j,kT =±(Ti, j±1,k−Ti, j,k)/∆
D±zi, j,kT =±(Ti, j,k±1−Ti, j,k)/∆ ,
où ∆ est la taille d’un élément de la grille de propagation et (i, j,k) est la position 3D
du point dont le temps d’arrivée est calculé.
L’utilisation d’un level-set se propageant dans une seule direction permet de calcu-
ler le temps d’arrivée T (i, j,k) de façon unique, c’est-à-dire sans avoir recours à une
méthode itérative telle que celle de l’équation 3.3. Différents critères d’arrêt peuvent
être utilisés pour mettre fin à la propagation. Ils sont basés soit sur le temps d’arrivée T
ou sur le gradient du temps d’arrivée |∇T |. L’interface finale peut être choisie comme
l’ensemble des points T (x) = t0. Le point d’arrêt peut également être choisi lorsque le
gradient du temps d’arrivée est suffisamment petit, i.e. |∇T (x)|< εT où εT est un seuil
d’arrêt, ce qui correspond à une interface stationnaire ou dont la vitesse de propagation
est très faible. En segmentation, le dernier critère est plus souvent utilisé puisqu’on
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recherche une interface qui a cessé d’évoluer.
3.3 Fast-marching à interfaces multiples
Dans certains cas, particulièrement en segmentation, il peut être nécessaire d’iden-
tifier simultanément différentes régions dans une image (ou dans un autre milieu de
propagation). L’algorithme du fast-marching à interfaces multiples a été proposé pour
cette tâche (Sifakis et al., 2002).
Pour identifier une région, le contour la bordant est défini comme le point de ren-
contre de deux interfaces se propageant en directions opposées. Les deux interfaces
sont donc disposées de part et d’autre du contour recherché et se déplace l’une vers
l’autre. Pour détecter un contour, deux interfaces délimitant une région qui contient la
frontière à segmenter doivent alors être initialisées. Autant de paires d’interfaces que de
structures à segmenter dans l’image doivent être propagées. Par exemple, pour détec-
ter la lumière et le contour externe de la paroi vasculaire dans une séquence d’images
IVUS, deux paires d’interfaces 3D correspondant respectivement à chacune de ces
deux structures sont utilisées.
Avec le fast-marching à interfaces multiples, chaque interface évolue selon une
fonction de vitesse qui peut être générale ou définie de façon spécifique à chaque in-
terface. Une fonction de vitesse générale pourrait utiliser le gradient de ton de gris
des images ; toutes les interfaces se propageraient alors rapidement dans les régions
de faible gradient et s’immobiliseraient sur les contours exhibant un gradient élevé.
Les fonctions de vitesse spécifiques aux différentes régions à segmenter peuvent, à
titre d’exemple, être basées sur les distributions de tons de gris ou des paramètres de
texture des régions à segmenter.
L’algorithme de construction de la carte des temps d’arrivée T est similaire au
fast-marching classique. En effet, une seule carte commune T est construite pour les
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multiples interfaces. L’encadré de la Figure 3.2 montre l’algorithme associé au fast-
marching avec interfaces multiples. De plus, la Figure 3.3 montre les différents en-
sembles de points utilisés pour la propagation des interfaces dans l’algorithme et les
interfaces se propagant en direction d’un contour à détecter. L’ensemble Narrow des
points à propager sera vide seulement lorsque les différentes interfaces se propageant
en directions opposées se seront rencontrées. La segmentation est terminée à ce mo-
ment. Les différentes interfaces doivent donc se propager jusqu’à ce que la carte des
temps d’arrivée T soit complètement construite. Lors du calcul des nouvelles valeurs
de T , par la solution de l’équation quadratique (3.10), la plus grande valeur doit être
choisie s’il y a plus d’une solution.
La vitesse de propagation dans une région l d’un point au site s, positionné en
(i, j,k) pour le cas 3D, devrait prendre une valeur dans l’intervalle [0, 1] et, idéalement,
s’approcher de la probabilité a posteriori de la région candidate pour ce point :
Fl(s) = p(l(s)|x(s)) (3.11)
où l(s) est l’étiquette candidate pour le point au site s et x(s) est le vecteur de données
des images au site s (peut contenir des informations sur le gradient, les textures, l’in-
tensité ou la probabilité d’occurrence du ton de gris). On peut réécrire la fonction de
vitesse de la façon suivante :
Fl(s) =
p(x(s)|l(s))p(l(s))
∑k∈K p(x(s)|k(s))p(k(s))
(3.12)
où K est l’ensemble de toute les étiquettes associées aux régions à segmenter dans les
images.
Pour identifier des régions en fonction du gradient de tons de gris des images,
Sifakis et al. (2002) ont proposé la fonction suivante qui est la même pour chacune des
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1. Initialisation
(a) Soit Alive, l’ensemble des points (i, j,k) à l’intérieur des mul-
tiples interfaces initiales. Initialiser T (i, j,k) = 0.
(b) Soit E, la carte des étiquettes des points. Initialiser E(i, j,k)
avec une étiquette propre à chaque interface ; le point (i, j,k)
à l’intérieur de l’interface m est initialisé à E(i, j,k) = m.
(c) Soit Narrow, l’ensemble des points proches, c’est-à-dire les
points (i, j,k) autour des points de l’ensemble Alive, mais qui
n’appartiennent pas à Alive. Calculer les valeurs T (i, j,k) =
1
F(i, j,k) .
(d) Soit Far, l’ensemble des points éloignés, c’est-à-dire les
points (i, j,k) ne faisant pas partie des ensembles Alive et
Narrow. Initialiser T (i, j,k) = ∞.
2. Propagation
(a) Soit (imin, jmin,kmin) le point de l’ensemble Narrow ayant la
valeur T la plus petite.
(b) Ajouter le point (imin, jmin,kmin) à l’ensemble Alive, le retirer
de Narrow.
(c) Mettre a jour l’étiquette du point (imin, jmin,kmin) en lui attri-
buant l’étiquette d’un voisin déjà dans l’ensemble Alive.
(d) Ajouter les points voisins (imin+1, jmin,kmin),
(imin−1, jmin,kmin), (imin, jmin+1,kmin), (imin, jmin−1,kmin),
(imin, jmin,kmin+1) et (imin, jmin,kmin−1) à l’ensemble Narrow
s’ils font partie de Far.
(e) Calculer T selon l’équation (3.10) pour les points ajoutés à
Narrow.
(f) Retourner en 2.(a) tant que l’ensemble Narrow contient des
points.
Figure 3.2 – Algorithme du fast-marching à interfaces multiples
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Alive
Far
Alive
Narrow
Narrow
Figure 3.3 – Régions correspondant aux ensembles de points Alive (en blanc), Narrow
(en gris) et Far (en noir). La ligne pointillée blanche est le contour à détecter. Les
flèches grises montrent la direction de propagation de chacune des interfaces de la
paire qui évoluent jusqu’à leur rencontre. Les points des interfaces en propagation
correspondent à l’ensemble Narrow.
régions :
Fl(s) =
1
1+
(
|∇I|
θ
)γ (3.13)
où θ est un seuil qui défini la valeur minimale du gradient qui peut influencer la pro-
pagation et γ est un paramètre qui influence la sensibilité de la propagation par rapport
aux valeurs normalisées du gradient.
Il est à noter que, tout comme le fast-marching classique et contrairement aux level-
sets, les vitesses de propagations doivent être unidirectionnelles et qu’elles n’incluent
pas les caractéristiques géométriques des contours (comme la courbure).
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Chapitre 4
Méthode de segmentation 3D Fast-Marching basée sur
les distributions de tons de gris en imagerie intravascu-
laire ultrasonore
4.1 Avant-propos
Ce chapitre reproduit l’article "Intravascular Ultrasound Image Segmentation : A
Three-Dimensional Fast-Marching Method based on Gray Level Distributions" publié
en 2006 dans le journal "IEEE Transactions on Medical Imaging" par Marie-Hélène
Roy Cardinal, Jean Meunier, Gilles Soulez, Roch L. Maurice, Éric Therasse et Guy
Cloutier1,2.
Cet article décrit une méthode 3D de segmentation d’images intravasculaires ultra-
sonores par fast-marching basée sur les fonctions de densité de probabilité de tons de
gris. Un mélange de distributions de Rayleigh, estimée pour chacune des séries IVUS
à analyser, modélise la distribution de tons de gris de la séquence complète d’images.
Les différents contours de la paroi vasculaire sont détectés simultanément par de mul-
tiples interfaces qui se propagent dans les images. La méthode de segmentation est
comparée à une implémentation courante du fast-marching utilisant le gradient de tons
de gris des images. Des contours initiaux doivent être entrés par l’utilisateur sur trois
coupes longitudinales du volume IVUS.
Une séquence IVUS a été modélisée puis segmentée pour évaluer les différences
entre les contours détectés et la géométrie réelle du vaisseau. De plus, afin de valider les
1Publié dans IEEE Transactions on Medical Imaging, 25(5) : 590-601, 2006.
2Les co-auteurs Gilles Soulez et Éric Therasse ont fourni les données IVUS et l’expertise quant à
l’interprétation des images ; Roch L. Maurice a fourni les images IVUS simulées. Les co-auteurs Guy
Cloutier et Jean Meunier sont respectivement les directeur et co-directeur de cette thèse.
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résultats de la méthode de segmentation sur des images in vivo, une comparaison a été
effectuée avec des contours tracés manuellement par 2 utilisateurs initiés à l’imagerie
IVUS. Un total de 9 séquences provenant d’artères fémorales ont ainsi été analysées,
ce qui correspond à 540 images segmentées manuellement. Les distances point à point
moyenne et maximale ont été calculées entre les contours détectés de façon automa-
tisée et tracés manuellement. Les différences d’aire des contours ont également été
mesurées.
4.2 Abstract
Intravascular ultrasound (IVUS) is a catheter based medical imaging technique par-
ticularly useful for studying atherosclerotic disease. It produces cross-sectional images
of blood vessels that provide quantitative assessment of the vascular wall, information
about the nature of atherosclerotic lesions as well as plaque shape and size. Automatic
processing of large IVUS data sets represents an important challenge due to ultra-
sound speckle, catheter artifacts or calcification shadows. A new 3D IVUS segmenta-
tion model, that is based on the fast-marching method and uses gray level probability
density functions (PDFs) of the vessel wall structures, was developed. The gray level
distribution of the whole IVUS pullback was modeled with a mixture of Rayleigh
PDFs. With multiple interface fast-marching segmentation, the lumen, intima plus
plaque structure, and media layers of the vessel wall were computed simultaneously.
The PDF-based fast-marching was applied to 9 in-vivo IVUS pullbacks of superficial
femoral arteries and to a simulated IVUS pullback. Accurate results were obtained
on simulated data with average point to point distances between detected vessel wall
borders and ground truth < 0.072 mm. On in-vivo IVUS, a good overall performance
was obtained with average distance between segmentation results and manually traced
contours < 0.16 mm. Moreover, the worst point to point variation between detected
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and manually traced contours stayed low with Hausdorff distances < 0.40 mm, in-
dicating a good performance in regions lacking information or containing artifacts.
In conclusion, segmentation results demonstrated the potential of gray level PDF and
fast-marching methods in 3D IVUS image processing.
4.3 Introduction
Over the past few years, intravascular ultrasound (IVUS) technology has become
very useful for studying atherosclerotic disease. IVUS is a medical imaging technique
that produces cross-sectional images as a catheter is pulled-back inside blood vessels.
These images show the lumen but also the layered structure of the vascular wall. It pro-
vides quantitative assessment of the wall, information about the nature of atheroscle-
rotic lesions as well as the plaque shape and size. In clinic, IVUS was rapidly recog-
nized as a valuable tool in diagnosis and in pre-intervention analysis of atherosclero-
sis. Its ability to characterize the vascular wall was initially proven in 1989 (Gussen-
hoven et al., 1989) and studies of the mid-90s showed in-vivo, based on IVUS images,
that 40% of angiographically normal vessels were in fact atherosclerotic (Mintz et al.,
1995). It may be worth mentioning that this phenomenon, known as compensatory ar-
terial enlargement, had been earlier observed on histologic cuts (Glagov et al., 1987).
It was also demonstrated, using IVUS, that conventional stent implantation resulted in
incomplete apposition and expansion causing thrombosis, which changed the clinical
practice (Colombo et al., 1995). IVUS is also expected to play an important role in
atherosclerosis research; for example, to achieve precise evaluation of the disease in
new progression-regression therapies (Nissen, 2002). Experts agree that IVUS imaging
adds precious complementary information to angiography which only shows a projec-
tion of the lumen (Nissen et Yock, 2001).
The tomographic nature of intravascular ultrasound makes 3D reconstruction of the
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vessel wall possible. When combined to biplane angiography to recover the catheter
path, geometrically accurate 3D reconstruction is also feasible (Godbout et al., 2005;
Wahle et al., 1999). Furthermore, 2D and 3D quantitative measurements of atheroscle-
rotic disease such as plaque volume, intima-media thickness, vascular remodeling and
lumen area stenosis can be retrieved from IVUS data (Mintz et al., 2001). However,
a typical intravascular ultrasound acquisition contains several hundred of images mak-
ing non-automatic analysis of the data long, fastidious and subject to intra- and inter-
observer variabilities. These could be serious constraints against the clinical usage of
IVUS. In addition, because IVUS image quality remains poor due to speckle noise,
imaging artifacts and shadowing of parts of the vessel wall by calcifications, it is nec-
essary to develop specific segmentation methods that take into account the nature of
IVUS images.
So far, a number of segmentation techniques have been developed for IVUS data
analysis. A great portion of this work was based on local properties of image pixels,
namely gradient-based active surfaces (Klingensmith et al., 2000) and pixel intensity
combined to gradient active contours (Kovalski et al., 2000). Graph search was also in-
vestigated using local pixel features: e.g., Sobel-like edge operator (Zhang et al., 1998)
and gradient associated to line patterns correlation (von Birgelen et al., 1996). Another
portion of the IVUS segmentation work was based on more global or region infor-
mation. Texture-based morphological processing was considered (Mojsilovic et al.,
1997). Gray level variances were then used for the optimization of a maximum a
posteriori (MAP) estimator modeling ultrasound speckle and contour geometry (Haas
et al., 2000). In addition, some studies defining only the lumen boundary and not using
the full IVUS potential can be found in the literature. Still, in 2001, a clinical expert
consensus from the American College of Cardiology (Mintz et al., 2001) reported that
no IVUS edge detection method had found widespread acceptance by clinicians.
The aim of this work was thus to achieve IVUS image segmentation by using global
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image features and a region based model. Since pixel gray values are distributed ac-
cording to Rayleigh probability density function (PDF) in B-mode imaging of uni-
form scattering tissues (Burckhardt, 1978; Wagner et al., 1983), it is believed that PDF
features can be of value for IVUS segmentation. This information is hypothetically
valuable for IVUS image analysis, especially when the vascular wall edges are weakly
defined.
The atherosclerotic plaque structure can have an irregular and complex shape that
is rarely elliptical. A fast-marching method (Sethian, 1999), derived from the level-set
model, that can handle topological changes and object irregularities should therefore
be appropriate for IVUS images. Also, fast-marching propagates interfaces in the di-
rection of the boundaries through an exhaustive analysis of the propagation region, this
should decrease the variability of segmentation results. Consequently, this study pro-
poses a three-dimensional fast-marching segmentation based on automatic detection
of vessel wall component PDFs to address the IVUS segmentation problem3. The fast-
marching combined to gray level gradient was also evaluated for comparison purpose.
The paper is organized as follows: section 4.4 presents the PDF estimation al-
gorithm of the different vessel wall structures. The IVUS 3D fast-marching method
based on estimated probability density functions and gray level gradient is detailed
in section 4.5 followed by the initialization technique. Experimental and simulated
data are presented in sections 4.6 and 4.7. Segmentation results are then reported in
section 4.8 and discussed in section 4.9.
4.4 Probability Density Function Estimation
In B-mode imaging4, a Rayleigh probability density function can model the gray
level distribution of the ultrasonic speckle pattern in a uniform scattering tissue (Wag-
3A preliminary 2D version of this work can be found in Roy-Cardinal et al. (2003).
4The B-mode signal is the envelop filtered radio-frequency signal.
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ner et al., 1983). The gray level distribution of a whole intravascular ultrasound series
can then be estimated by a mixture of Rayleigh PDFs, each corresponding to the lu-
men, plaque structure of the intima, media, and adventitia plus surrounding tissues.
The Expectation-Maximization algorithm (EM) is an iterative computation tech-
nique of maximum likelihood estimates for incomplete data (Dempster et al., 1977). It
provides the parameters of a density distribution function in which information is hid-
den. In IVUS imaging, the occurring probability of the gray level values, or observed
data, can be measured by computing the image histogram. But the vessel wall structure
to which each pixel belongs is unknown or hidden for images that are not segmented.
Because the IVUS data are incomplete in terms of maximum likelihood estimation, the
EM algorithm was applied to evaluate the mixture parameters.
The Rayleigh probability density function pY (y) with parameter a2, where Y is the
gray level taking values in [1, ...,256], is given by :
pY (y;a2) =
y
a2
exp
(
−
y2
2a2
)
(4.1)
with y,a2 > 0 and the variance σ2 ≈ a2(4−pi)/2.
IVUS data, in which there are M different tissue structures, were modeled by a
mixture of M Rayleigh PDFs with parameters Θ = {(ω j,a2j)}Mj=1, where ω j is the
proportion of the jth component of the mixture so that ∑Mj=1 ω j = 1. The PDF mixture
then becomes :
pY |Θ(y | Θ) =
M
∑
j=1
ω j p(y | a2j). (4.2)
To describe the global data PDF, the parameters (ω j,a2j) of each distribution com-
posing the mixture need to be estimated. The EM algorithm is necessary because ˆΘ,
the mixture parameter maximizing the likelihood of p(Y |Θ), cannot be solved analyti-
cally. A hidden variable X , the tissue class taking values [1, ...,M], must be introduced
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at this point. The log-likelihood of the joint distribution of (X ,Y ) = {(xi,yi)}Ni=1, where
N is the data size, is :
log(pX ,Y |Θ(x,y | Θ)) =
N
∑
i=1
log p(xi)p(yi | xi,Θ). (4.3)
The first step of the EM algorithm (Expectation) is the calculation of the cost func-
tion Q(Θ,Θ′) = EX [log(P(X ,Y |Θ))|Y,Θ′], the expected value of the log-likelihood of
(X ,Y ), the joint distribution, given the observed data Y and Θ′ = {(ω ′j,a2j ′)}Mj=1, a
previous estimate of the mixture parameters. The next step is to evaluate ˆΘ, the new
parameter estimate, by maximizing Q(Θ,Θ′) with respect to Θ, that can now be done
analytically.
The detailed PDF parameter estimation procedure via the EM algorithm is :
• Initialize Θ′, the previous estimate of mixture parameters5.
• Expectation :
Evaluate the cost function :
Q(Θ,Θ′) = EX [log(P(X ,Y |Θ)) | Y,Θ′] (4.4)
=
M
∑
j=1
N
∑
i=1
log(ω j p(yi|a2j)p(xi = j|yi,Θ′). (4.5)
Calculate p(xi = j|yi,Θ′) =
ω ′j p(yi | a2j
′
)
∑Mk=1 ω ′k pk(xi | a2k
′
)
, according to Bayes rule, and
using the previous parameter estimate Θ′ and Eq. 4.1.
• Maximization :
5Initialize ω ′j = 1M + random value between
−1
M and
1
M with ω
′
M = 1−∑M−1j=1 ω ′j, and a2j
′
= jM
2σ2
4−pi ,
where σ2 is the variance of the pixel gray values.
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Calculate ˆΘ, the new estimate of the mixture parameters :
ωˆ j = argmaxω j(Q(Θ,Θ′)+λ (1−
M
∑
j=1
ω j))
=
1
N
N
∑
i=1
p(xi = j | yi,Θ′) (4.6)
where λ = N is a Langrangian making the ω j sum to 1.
aˆ2j = argmaxa2j Q(Θ,Θ
′)
aˆ2j =
∑Ni=1 p(xi = j | yi,Θ′)y2i
2∑Ni=1 p(xi = j | yi,Θ′)
. (4.7)
• If ˆΘ 6= Θ′, update previous estimate Θ′ = ˆΘ, repeat Expectation/Maximization.
In summary, the EM algorithm maximizes the likelihood of the joint distribu-
tion of the observed and hidden data by estimating the posterior distribution with
pX |Y,Θ′(x|y,Θ′). An interesting property of the EM algorithm is that it is guaranteed
that the likelihood of the observed data Y increases at each iteration (Dempster et al.,
1977).
For computation efficiency, the EM algorithm was only applied to a randomly
drawn subset of the observed data Y , which are, in this case, pixels from the whole
IVUS series. The subset size was about 400 000 pixels, a complete IVUS pullback
contained over 80 000 000 pixels. It is to note that no statistically significant difference
was found between the parameters calculated for a subset of this size and the whole
observed data set (p > 0.2 for each parameter on the effect of subsampling according
to two-way ANOVA tests6 on parameters calculated from 5 whole IVUS series and 30
different subsets for each pullback). The subset pixels were randomly sampled from
axial IVUS frames of the whole pullback. An example of average mixture parameters
6SPSS statistical software, version 13.0, SPSS Inc., Chicago, IL.
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for runs of the EM algorithm on 30 different subsets from 1 IVUS pullback is shown
in Table 4.1 of section 4.8. Results.
Once the gray level distributions of the artery components were estimated, they
were used as segmentation features.
4.5 Segmentation Model
4.5.1 Fast-Marching Method
The fast-marching method was derived from the level-set model introduced by Os-
her and Sethian to follow an interface (or front, or contour) propagating under a speed
function F (Osher et Sethian, 1988; Sethian, 1999). These methods can be applied to
image segmentation by interpreting an image boundary as the propagating interface fi-
nal position (Malladi et al., 1995; Sethian, 1999). To achieve this, the speed function is
defined in terms of image or shape features and should become close to zero when the
propagating front meets with object borders. The interface stop on image boundaries
since the speed value is near zero, which ends the segmentation process.
Fast-marching is a particular case of the level-set model. It consists of the evolution
of an interface propagating under a unidirectional speed function. In this case, the
evolving contour must be inside the region to segment (for a positive speed function or
outside for a negative one) because the front does not explore its initial inside region.
In the fast-marching formulation, the evolution of the contour is expressed in terms of
the arrival time T (x) of the contour at point x = (x1,x2, ...,xn) ∈ ℜn. The T function
satisfies Eq. 4.8, stating that the arrival time difference between two adjacent pixels
increases as the velocity of the contour decreases.
| ∇T | F = 1 . (4.8)
The propagation of the interface is done via the construction of the arrival time
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function. The construction algorithm (Sethian, 1996) selects the interface point hav-
ing the smallest arrival time and calculates the arrival times of its neighbors. This is
repeated until the interface has propagated across the whole image or until the front is
considered stationary (when the time gradient is sufficiently high). The fast-marching
equation is independent of the interface dimension. On a discrete 3D grid, neigh-
bors’ arrival times are updated by solving Eq. 4.9 (Sethian, 1999), an approximation of
Eq. 4.8. Another method, proposed by Tsitsiklis (1995), can be used to solve Eq. 4.8.
1
F2i, j,k
= max(D−xi, j,kT,−D
+x
i, j,kT,0)
2
+max(D−yi, j,kT,−D
+y
i, j,kT,0)
2
+max(D−zi, j,kT,−D
+z
i, j,kT,0)
2. (4.9)
For the x dimension,
D±xi, j,kT = ±(Ti±1, j,k−Ti, j,k)/∆
where ∆ is the grid element size and (i, j,k) is the 3D position of the point having its
arrival time calculated. Similar definitions apply for D±yi, j,kT and D
±z
i, j,kT , in the y and z
dimensions.
Since multiple borders (lumen, intima and media) must be identified on the IVUS
series, image segmentation is done via a multiple interface extension of the fast-
marching algorithm (Sifakis et al., 2002). For this particular case, a boundary is defined
by the meeting position of two contours propagating in opposite directions. Figure 4.1
shows a schematic representation of the multiple interface fast-marching for the de-
tection of a boundary in which the interfaces propagating in opposite directions are
represented by the gray lines on each side of the propagation area that is represented
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Figure 4.1: Example of two interfaces propagating in opposite directions to detect a
boundary. The black region is the unexplored propagation area. The white dashed line
is the desired boundary. The gray pixels on each side of the black region correspond
to the propagating interfaces that will meet at the boundary; the arrows indicate the
direction of propagation.
by the black region. Figure 4.1 also shows that each interface propagates inside the re-
gion that it segments. A speed function must then be determined for each propagating
interface and the T map is built by selecting the point with the smallest arrival time
value from all interfaces7. Notice that the multiple interface fast-marching enables si-
multaneous segmentation of different parts of the vessel wall. The multiple interfaces
directly depict the layered structure of the wall and prevent the detected borders from
overlapping.
In the PDF-based fast-marching, each interface propagating in a vessel wall layer
evolves at a velocity defined in terms of the PDF Pm∈L of the corresponding anatomical
structure. The propagation speed of interface m ∈ L, where L is the set 1,2, . . . ,NL of
the NL vessel wall structures, is given by Eq. 4.10.
Fm(i, j,k) =
(
1+
1
Nν ∑s∈ν
logPm(Is)
1
NL−1 ∑l 6=m,l∈L logPl(Is)
)−1
. (4.10)
Is is the gray level value of pixel s at position (i, j,k) in image I, Pm(Is) and Pl(Is) are the
measured occurring probabilities of pixel Is in region m and l. Because the occurring
7A detailed description of the T map construction algorithm can be found in (Sifakis et al., 2002).
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probability is more significant for a region than for a single pixel, the speed function is
calculated over a certain number Nν of neighbors, which are the 26-connected pixels
around (i, j,k); this window size was determined empirically to be large enough to
provide neighborhood averaging, a smaller window would not contain enough infor-
mation. According to Eq. 4.10, the interface m velocity will always be positive and
will take higher values when inside a region having a grayscale distribution close to
Pm. As the front approaches the boundary, neighbors start to be distributed under other
component PDFs, this should increase Pl(Is), decrease Pm(Is) and the interface speed.
This velocity function has a general form that can be used with any types of PDF and
provides neighborhood averaging.
Since gray level gradient is a widely accepted image feature, comparison was also
made with a gradient implementation of the fast-marching segmentation. The speed
function is given by (Sethian, 1999) :
F(i, j,k) = 1
1+ |∇Gσ ∗ Is|
(4.11)
where Gσ is a 9x9 pixel symmetric gaussian smoothing filter of standard deviation σ =
0.5 and the gradient is computed in 2D. This speed function propagates interfaces faster
on low gradient regions.
Multiple interface fast-marching segmentation is finished when all fronts propagat-
ing in opposite directions have met. Fronts are thus obligated to evolve until the arrival
time map is completely built.
4.5.2 Segmentation Initialization
This fast-marching segmentation requires the initial interfaces propagating in op-
posite directions to include the border of the object to segment. This was assured with
an initialization procedure in which propagation regions were computed; the initial in-
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terfaces propagating in opposite directions were set as the bounding contours of the
propagation region (see Figure 4.1). The initial regions were determined from manu-
ally traced contours on longitudinal images (L-views) of the IVUS series. Longitudinal
cuts of the IVUS volume were used, instead of a single 2D IVUS frame, because they
give information about the whole series. Also, the number of manually traced contours
on longitudinal images is independent of the number of IVUS 2D slices.
On each longitudinal view and on both sides of the catheter (see Figure 4.2-a),
a contour was traced close to the lumen boundary and another one inside the me-
dia (which appears as a hypoechoic ring on axial frames). Contours from 3 different
longitudinal cut planes at equally spaced angles over 360 degrees were sufficient to
compute the initial propagation areas. The number of planes was not fixed, although 3
seemed to be adequate in the current study; it had to be chosen so that the vessel wall
boundaries were included in the propagation regions. At the end of this procedure, 4
lines were traced on 3 longitudinal images (for a total of 6 points on the lumen border
and 6 points inside the media in each axial frame).
The longitudinal contour points were spline-interpolated axially and longitudinally
while being forbidden to overlap (to preserve the layered structure of the vessel wall).
The axial lumen contours were then shifted radially in the 2 opposite directions to
compute the pair of 3D tube-like initial lumen interfaces, as illustrated by the gray
lines on Figure 4.1. The axial contours inside the media were used to compute 2 pairs
of interfaces to initialize the segmentation of the internal and external media bound-
aries8. The first pair of interfaces, to initialize the inner media border, was composed
of the axial contours inside the media and of an inward radially shifted version of these
contours. The pair of outer media border initial interfaces was set similarly, but with
an outward radial shift of the axial media contours. The length of the radial shifts were
8The internal media border delimits the plaque of the intima, whereas the external media border
separates the external tissue from the vessel wall.
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set to separate the interfaces of each pair (lumen, inner and outer media) by 24 pixels
(0.625 mm). These 3 propagation regions, when combined, corresponded to 55±5%
of the vessel volume. More than half of the vessel volume was thus explored with the
propagating interfaces.
To facilitate interaction, the last longitudinal point clicked by the user was dis-
played on the corresponding IVUS frame as shown by Figure 4.2. The contour could
also be restarted from any previous points. This way, the user could explore, on-line
and easily, sections of an IVUS series that were more difficult to interpret on L-views.
4.6 Experimental Data
A total of 9 in-vivo IVUS pullbacks (of 600 frames/series) from diseased superficial
femoral arteries of either one or both legs were performed on 7 patients before under-
going balloon angioplasty. In these cases where the disease is advanced, the vessels
reveal extensive irregular atheromas that project into the lumen (Juergens et al., 1980).
Data were acquired with a Jomed equipment (In-vision gold, Helsingborg, Sweden)
Corresponding points
Current lumen longitudinal contour being
entered on one side of the catheter
(a) (b)
Figure 4.2: Longitudinal IVUS image of the 3D data set in which a contour is being
entered (a) and current longitudinal contour point displayed on the corresponding 2D
IVUS image (b). At the end of the initialization procedure, 4 lines were traced in
3 longitudinal images (that converts into 6 points on the lumen border and 6 points
inside the media in each axial frame).
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using a 20 MHz transducer. Images of size 10 x 10 mm were digitized on 384 x 384
pixel matrices and stored using the DICOM standard. The acquisition was done at a
10 images/sec frame rate and the catheter pullback velocity was set to 1 mm/sec gen-
erating 0.1 mm thick 2D slices. Acquisition parameters were set by the clinician to
optimize image quality (the gain varied from 46 to 54 and the grayscale look-up table
was set to 5). Image acquisition was not ECG-gated.
4.6.1 Validation
The EM algorithm was applied at the beginning of each segmentation because mix-
ture parameters are specific to each IVUS series as gain and other parameter settings
were different and the echogenicity of the different wall components was variable be-
tween patients. The detected mixtures were composed of 4 distributions (correspond-
ing to the lumen, intima, media, and surrounding tissues regions). Each pullback was
thus segmented with its own set of parameters. The IVUS series were segmented
three times with both 3D methods using different sets of initial fronts. Lumen, intima
(plaque), and media borders were obtained.
To validate the segmentation results, comparison was made with manually drawn
contours. Boundaries were traced two times by two independent experimented users
on 1 every 10 frames of each IVUS pullback. For each series, boundary positions from
60 IVUS frames were thus available. Even though 3 contours were available with
the fast-marching segmentation, the validation was performed only on the lumen and
external media boundaries. For instance, it is not the practice to manually trace the
intima-media boundary because, in any artery IVUS scans, this boundary is not well
delineated as pointed out by the IVUS clinical expert consensus (Mintz et al., 2001).
The consensus thus established that plaque measurements should be made with the
lumen and the external media borders.
To quantify the boundary detection accuracy, average and Hausdorff point to point
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distances (Chalana et Kim, 1997), and area differences between the manually traced
contours and segmentation results were calculated. Hausdorff distance represents the
worst case, it is the maximum distance between different contours. Average and Haus-
dorff distances directly depict point to point contour variations. Since each pullback
was manually analyzed four times (two times per user expert), the error metrics were
also calculated between the different manually traced contours to evaluate the intra-
and inter-user variabilities.
Moreover, to quantify the repeatability of the segmentation results under various
initializations, average and Hausdorff point to point distances between segmentation
results from different initial contour sets were calculated.
Detected boundaries from a whole IVUS pullback represent the wall layers in 3D
without the vessel curvature. Reconstruction of the vessel boundaries was made from
a simple smoothed contour stack (see Figure 4.8 of the Results section).
4.6.2 Statistical Analysis
Multiple pairwise comparisons with the Bonferonni method were performed for the
average and Hausdorff distances, and area differences. The analysis was carried out
on metrics calculated with the manual and 3D fast-marching contours based on PDF
and gradient features; the same statistical test was also used to assess the significance
of the distance metrics and area differences with respect to the intra- and inter-user
variabilities. The average and Hausdorff distances between segmentation results from
each method for different initial contour sets were compared with paired t-tests. All
statistical analyses were performed with the SPSS statistical software, version 13.0,
SPSS Inc., Chicago, IL.
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4.7 Numerical Simulation of IVUS Data
In addition to the above validation of the segmentation methods, realistic simula-
tions of IVUS data were conducted to evaluate the segmentation accuracy. Since the
exact geometry of simulated data is known, direct calculation of the detected boundary
performance could be obtained. The simulated IVUS images were segmented using
the same algorithms as for the in-vivo data, also with 3 different sets of initial L-view
contours. Lumen, intima (plaque), and media borders were obtained. Average and
Hausdorff point to point distances between ground truth and detected boundaries were
calculated for segmentation results from each set of initial contours.
The image-formation model that was used to simulate the IVUS echograms is de-
tailed in (Maurice et al., 2004). Under assumptions such as space-invariance of the
imaging system, IVUS images were modeled by a convolution operation between the
point-spread function (PSF)9 of the ultrasound system and a function representing
acoustic impedance variations within the vascular wall. The PSF was modeled by a
1D cosine modulated by a 2D Gaussian envelope: a simple approximation of the ul-
trasound far field PSF. One in vivo IVUS series was used to generate a realistic vessel
geometry. The vessel boundaries (lumen, plaque of the intima, media) were created
from manually traced contours, on longitudinal cuts of the IVUS data. The simulated
pullback from a diseased superficial femoral artery (different from the 9 pullbacks de-
scribed in section 4.6) contained 86 IVUS 2D frames.
Figure 4.3 illustrates the implementation of the image-formation model for a 20
MHz transducer with a 60% bandwidth at -3 dB and a beam width of 0.1 mm. For
the purpose of these simulations, the media was selected 2 times more echogenic than
the lumen; the plaque, 1.5 times more echogenic than the media; and the surrounding
tissues 2 times more echogenic than the media. The signal to noise ratio (SNR) was
9The PSF is the equivalent radio-frequency image of a single ultrasound scatterer. In other words,
the PSF expresses the intrinsic characteristics of the ultrasound imaging system.
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set at 20 dB. For each vessel section, the scatterers were randomly positioned in space,
and their backscattering cross-sections (echogenicity) were distributed according to a
Gaussian model (with a standard deviation of 0.5).
4.7.1 Statistical Analysis
The average and Hausdorff distances between ground truth geometry and segmen-
tation results from each method were compared with paired t-tests.
Figure 4.3: Schematic implementation of the image-formation model. An in vivo
IVUS pullback (1) was used to create the vessel geometry (2). z(x,y) is a function rep-
resenting the acoustic impedance variations; z(r,ϕ) is the acoustic impedance function
mapped in polar coordinates; h(r,ϕ) is the polar point spread function (PSF), with a
beam width that increases with depth; ⊗ is the 2D-convolution operator; I(r,ϕ) is the
simulated polar radio-frequency (RF) image; IB(r,ϕ) is the polar B-mode image, that
was computed using the Hilbert transform (HT) (Kallel et al., 1994) of I(r,ϕ); IB(x,y)
is the Cartesian B-mode image or simulated IVUS image. This simulation strategy was
repeated for the whole image series of a pullback within a diseased superficial femoral
artery. For more details on the simulation model, refer to (Maurice et al., 2004).
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4.8 Results
4.8.1 Probability Density Function Estimation
An example of average mixture parameters detected with the EM algorithm on 30
different subsets from 1 IVUS pullback is shown in Table 4.1. An automatically de-
tected Rayleigh PDF mixture and corresponding IVUS pullback histogram is shown
in Figure 4.4. In the PDF mixture of Figure 4.4, distribution overlaps occur for non-
adjacent wall layers (the lumen and media; the plaque and the surrounding tissues);
thus, the overlaps did not affect significantly the boundary detection process10. The
presence of regularly spaced histogram peaks, that are probably caused by a digitiza-
tion artifact of the IVUS system, did not seem to interfere either with the parameter
estimation.
Table 4.1 shows that small variations were found between different runs of the EM
algorithm, it was thus applied to the 9 available pullbacks to study PDF variability
between different patients. The results are shown in Table 4.2.
Table 4.1: Estimated probability density function parameters for 30 runs of the
Expectation-Maximization (EM) algorithm on 1 intravascular ultrasound pullback.
Component ω (%) a2
Lumen 29.63±0.88 0.6456±0.0014
Intima and Plaque 20.72±0.72 341.53±6.49
Media 13.49±0.11 22.43±0.39
Surrounding Tissues 36.19±0.24 2283.04±12.09
10The neighborhood averaging in Eq. 4.10 also gives additional information if gray values fall in the
overlapping regions.
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Figure 4.4: Intravascular ultrasound image gray level histogram and detected mixture
of probability density functions.
Table 4.2: Estimated probability density function parameters with the Expectation-
Maximization (EM) algorithm, average values for the 9 intravascular ultrasound pull-
backs.
Component ω (%) a2
Lumen 18.82±10.44 5.52±12.50
Intima and Plaque 27.81±14.54 1052.40±1405.97
Media 15.87±3.61 339.46±817.80
Surrounding Tissues 37.50±13.82 2580.49±654.49
4.8.2 Segmentation
4.8.2.1 Simulated IVUS Data
Typical results on simulated IVUS data for each method are displayed in Figure 4.5.
Table 4.3 shows the average and Hausdorff distances in mm between detected bound-
aries from different initializations and ground truth values obtained from the simulated
geometry. Smaller average and Hausdorff distances were achieved with the gradient
method on detected lumen borders. However, PDF feature had better worst case per-
formance (Hausdorff distance) on plaque and media borders.
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Figure 4.5: Segmentation examples on simulated data. Vessel geometries (a-b) and
simulated intravascular ultrasound cross-sectional images (c-d). Lumen, thickened in-
tima and media detected boundaries with probability density functions (e-f) and gradi-
ent (g-h) 3D fast-marching methods.
Table 4.3: Average distance and Hausdorff distance between detected boundaries on
simulated intravascular ultrasound data and true border position.
Segmentation Method FMM-3D PDFs FMM-3D Gradient
Lumen AD (mm) 0.072±0.062 0.069±0.056 §
Plaque AD (mm) 0.061±0.038 0.060±0.044
Media AD (mm) 0.063±0.038 0.063±0.044
Lumen HD (mm) 0.226±0.074 0.197±0.085 §
Plaque HD (mm) 0.154±0.046 ⋆ 0.173±0.050
Media HD (mm) 0.164±0.048 § 0.180±0.052
AD is the average distance between the detected boundary and true border, HD is the
Hausdorff distance (maximum distance between the boundary and true border). The
pixel size is 26 x 26 µm2. FMM-3D is the three-dimensional fast-marching segmen-
tation. PDF signifies probability density function. ⋆,§ indicate statistically significant
better performance (smaller distances) (⋆ has p< 0.05, § has p< 0.01 on paired t-test).
A column without ⋆,§ indicates no statistical difference (p > 0.05).
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4.8.2.2 In-vivo IVUS Data
A typical segmentation result for the 3D fast-marching method using PDFs and
gradient is shown in Figure 4.6. The lumen, intima and media detected boundaries
are presented for 3 different cross-sectional IVUS images. A qualitative analysis of
the PDF- and gradient-based fast-marching segmentation revealed detected contours
that were very close to all vessel layers. An example of the PDF-based speed function
calculated according to Eq. 4.10 for the lumen region is shown in Figure 4.7 where the
darker pixels depict lower speed values.
Table 4.4 shows the average and Hausdorff distances, and area differences between
the manually traced and detected boundaries. Table 4.4 also presents the inter- and
intra-user variabilities. Except for the media Hausdorff distance, statistically signif-
icant smaller average and Hausdorff distances, and area differences were obtained
with both PDF- and gradient-based 3D fast-marching methods when compared to the
inter-user variability. Area differences smaller than the intra-user variability were also
achieved with both segmentation methods.
Table 4.5 shows average and Hausdorff distances between segmentation results
from each method for different initial contour sets. Statistically significant better con-
sistency was achieved with the PDF-based method for the worst case index on all vessel
wall layers (smaller Hausdorff distances). Nevertheless, gradient-based segmentation
presented lower variations on average distance for the media boundaries.
Figure 4.8 shows a 3D reconstruction of the lumen and media borders obtained
with PDF-based 3D fast-marching segmentation for which a double stenosis is clearly
seen. The gradient fast-marching method provided similar qualitative results (data not
shown).
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Table 4.4: Average distance, Hausdorff distance and area correlation coefficient be-
tween detected boundaries and manual segmentation with 3D fast-marching.
SegmentationMethod FMM-3D PDFs FMM-3D Gradient Inter-user Intra-user
Lumen AD (mm) 0.16±0.10∗ 0.14±0.10∗§ 0.18±0.23 0.14±0.20
Media AD (mm) 0.13±0.07∗ 0.12±0.07∗§ 0.17±0.22 0.10±0.08
Lumen HD (mm) 0.40±0.25∗ 0.39±0.24∗ 0.44±0.41 0.36±0.37
Media HD (mm) 0.31±0.16§ 0.33±0.16 0.29±0.24 0.26±0.21
Lumen area diff (mm2) 0.4±2.1 0.1±2.0 0.6±2.8 0.8±2.5
Lumen area corr coeff (r) 0.93 0.94 0.89 0.91
Media area diff (mm2) -0.2±2.1 -0.2±2.1 0.3±2.2 0.1±1.9
Media area corr coeff (r) 0.92 0.93 0.92 0.94
AD is the average distance between manually traced and detected boundaries, HD
is the Hausdorff distance (maximum distance between boundaries), area diff is the
difference between the detected and manual contour areas and corr coeff (r) is the
area correlation coefficient. The pixel size is 26 x 26 µm2. FMM-3D is the three-
dimensional fast-marching segmentation. PDF signifies probability density function.
Inter-user and Intra-user are, respectively, the inter-user and intra-user variabilities; the
AD, HD, Area diff and r coefficient were calculated between the different manually
traced contours. ∗ and ⋆ indicate, respectively, statistically significant smaller value
than the inter-user and intra-user variabilities (∗ and ⋆ have p < 0.05 on pairwise com-
parisons). A column without ∗ or ⋆ indicates no statistical difference with the intra-
and inter- user variabilities (p > 0.05). § indicates statistically significant better per-
formance between the PDF- and gradient-based method (§ have p < 0.05 on pairwise
comparisons). A column without § indicates no significant difference (p > 0.05).
Table 4.5: Average distance and Hausdorff distance between detected boundaries from
different initializations on intravascular ultrasound in-vivo data.
Segmentation Method FMM-3D PDFs FMM-3D Gradient
Lumen AD (mm) 0.083±0.089 0.085±0.099
Plaque AD (mm) 0.064±0.066 0.065±0.068
Media AD (mm) 0.079±0.079 0.076±0.082 *
Lumen HD (mm) 0.249±0.145 * 0.297±0.144
Plaque HD (mm) 0.190±0.104 * 0.222±0.100
Media HD (mm) 0.228±0.115 * 0.273±0.113
AD is the average distance between closest points in different detected boundaries,
HD is the Hausdorff distance (maximum distance between boundaries). The pixel
size is 26 x 26 µm2. FMM-3D is the three-dimensional fast-marching segmentation.
PDF signifies probability density function. ∗ indicates statistically significant better
performance (smaller distances) (∗ has p < 0.001 on paired t-test). A column without
∗ indicates no statistical difference (p > 0.05).
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Figure 4.6: Typical intravascular ultrasound cross-sectional images (a-c) and corre-
sponding segmentation results. Lumen, thickened intima and media detected bound-
aries with probability density functions (d-f) and gradient (g-i) 3D fast-marching meth-
ods.
4.9 Discussion
The goal of this work was to demonstrate the IVUS segmentation potential of the
three-dimensional fast-marching method, and the usefulness of region statistics (prob-
ability density functions) in the determination of the vessel wall anatomical structures.
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(b)(a)
Figure 4.7: Typical intravascular ultrasound cross-sectional image (a) and correspond-
ing speed function map for the lumen interface (b) calculated according to Eq. 4.10
where darker pixels depict lower speed values.
4.5 cm 
0.75 cm 
Figure 4.8: Example, from one pullback, of the volumic reconstruction of the lumen
(dark gray) and external media boundary (light gray). The 3D segmentation was per-
formed with the probability density function based 3D fast-marching method (internal
media boundary is not shown for better visibility).
The EM algorithm was first presented to detect a mixture of Rayleigh distribu-
tions in intravascular ultrasound data. The mixture parameters were estimated with
a single run of the EM algorithm at the beginning of each segmentation. Table 4.1
showed that mixture detection is a robust and stable process with standard deviations
of ω and a2 going from 0.2% to 3.5% for several runs of the algorithm on different
pixel subsets of an IVUS pullback. Only small differences were thus observed be-
tween different EM estimations of the mixture parameters on the IVUS datasets. As
expected, because of instrument settings and echogenicities specific to the different
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plaque structures, Table 4.2 emphasized the high variability between mixture param-
eters of distinct pullbacks. These results suggest that the EM algorithm is capable of
fitting various Rayleigh mixtures from different patients.
4.9.1 Comparison of the Segmentation Methods
The typical simulated IVUS segmentation results in Figure 4.5 showed that de-
tected boundaries were very close to the vessel wall structures. They also revealed that
the external border of the media was smoother with the PDF fast-marching than with
the gradient-based method, but that the lumen, which can have a rougher surface, was
detected with sufficient details. Gradient methods seemed to trace speckle contours on
objects’ boundaries, because speckles have high gray level intensity differences.
As presented in Tables 4.3 to 4.5, the average and Hausdorff distances were chosen
as comparison metrics because they directly depict point to point contour variations.
For the segmentation accuracy evaluation on simulated IVUS data, correlation coef-
ficients between area measurements from simulated vessel and segmentation results
were higher than 0.99 for both gradient and PDFs on each vessel layer. The average and
Hausdorff distance are thus more sensitive metrics on simulated data. As seen in Ta-
ble 4.3, very low average and Hausdorff distance values were obtained, for both PDF-
and gradient-based three-dimensional fast-marching, demonstrating that this method
is very powerful for simulated IVUS segmentation. In fact, average deviation ranged
from 0.060 to 0.072 mm and worst point to point distances were between 0.154 and
0.226 mm, which is highly satisfying. Lower Hausdorff distances were obtained on
lumen boundary with the gradient method (p < 0.01) because the blood and intima
frontier produces bright echoes for which the gradient information is significant. How-
ever, on less contrasting boundaries such as the intima (plaque) and media, statistically
significant lower Hausdorff distances (p < 0.05) were achieved with the PDF-based
method.
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Figure 4.6 showed that vessel wall boundaries of in-vivo IVUS images could be
identified even if the contrast was very low, as seen at 4 o’clock for the collateral
vessel in Figure 4.6(a) or behind a calcified plaque at 11 o’clock in Figure 4.6(c).
Also, boundaries on Figure 4.6(e) and (h) demonstrated that non-circular lumen could
be detected with fast-marching methods.
Figure 4.7 was given as an example of a PDF-based speed function for one of
the vessel wall structure (each layer has its own PDF speed function). The speed
function map of the lumen region in Figure 4.7 showed that the speed values calculated
according to Eq. 4.10 were higher in the lumen region. The lower speeds in the plaque
region indicated that the lumen front would propagate slower there.
To evaluate the error of the segmentation method, detected boundaries were com-
pared to manually traced lumen and media contours in Table 4.4. Small average
distances, between 0.12 and 0.16 mm, and Hausdorff distances, between 0.31 and
0.40 mm, were obtained with the PDF- and gradient-based 3D fast-marching. Only the
media Hausdorff distances between these contours, for both PDF and gradient meth-
ods, were significantly higher than the inter-user variability (p < 0.05). This shows
that the segmentation errors were smaller than the differences between different man-
ual analyses. Also, the intra-user variability was significantly higher than the segmen-
tation errors for the area measurements (p < 0.05). The difference with the manual
and 3D fast-marching boundary areas ranged from -0.2 to 0.4 mm2. Area differences
do not directly depict point-to-point contour differences, but area measurements are
widely used in clinic to evaluate the plaque volume and percentage of stenosis. Area
differences between detected and manually segmented contours shown in Table 4.4
were slightly higher than those reported in (Bovenkamp et al., 2004; Koning et al.,
2002) (between −0.14± 1.01 and 0.27± 0.49 mm2), however, in the current study,
data were acquired on femoral arteries, which are larger than the coronary arteries of
these other studies.
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Multiple pairwise comparisons with Bonferonni tests were also performed to com-
pare the accuracy of the PDF- and gradient-based segmentation results of Table 4.4.
For the media boundary, smaller Hausdorff distances were obtained with the PDF-
based segmentation, but average distances were smaller with the gradient method
(p < 0.05). The lumen boundary, which often has strong edges, was closer to the man-
ual segmentation with the gradient fast-marching according to the average distances
and area differences (p < 0.05). However, the difference between the segmentation
errors of the gradient and PDF methods were lower than half the pixel size for all
point-to-point contour distances. Overall, good performances were achieved with the
gradient and the PDF information when used separately in a 3D fast-marching segmen-
tation scheme. Consequently, it would be interesting to combine these two features in
the speed function of Eq. 4.10. Also, the usage of edge direction information could
improve the vessel boundary detection in a fast-marching model combining PDF and
edge features.
Quantitative evaluation and comparison of the variability or consistency of 3D fast-
marching under different initializations were performed in Table 4.5 with in-vivo data.
Results indicated that PDF-based fast-marching had the smallest Hausdorff distances
(p < 0.01), which remained under 0.249 mm for all boundaries compared to a value of
up to 0.297 mm for the gradient implementation. PDF fast-marching also had relatively
small average distances between borders, of 0.083 mm and lower which is less than
3.2 pixels, but they were significantly higher than media average distances obtained
with the gradient-based method (p < 0.05). However, the differences between these
distances were small (lower than the pixel size). Thus, 3D fast-marching detected
boundaries had small variations when initialized differently and the maximum distance
to the closest point, representing the worst case, stayed low.
Overall, these results indicate, with small average and Hausdorff distances in
Tables 4.4 and 4.5, that the segmentation is accurate even in regions lacking infor-
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mation, for example if desired boundaries were covered by catheter ring-down arti-
facts, lost behind calcium deposits or in side branches. This is explained by the initial
longitudinal contour information, but also by the multiple interface extension of the
fast-marching method. The parallel segmentation of the different wall components in-
tegrates high-level information because the layered structure of the vessel wall is pre-
served during the segmentation. Also, because of their associated low speeds, regions
of missing speckle information are segmented after all other propagation areas have
been explored through the arrival time construction map algorithm based on Eq. 4.9.
In these regions, the interfaces are pulled by their adjacent parts that propagated in
areas containing reliable information.
In short, fast-marching methods explore the object border area in a detailed man-
ner: all pixels are analyzed with respect to all preceding neighbors through the arrival
time map construction. Also, since the initial front is inside the region to segment, the
interface is forced to go into the boundary direction. The PDF feature, when used in
conjunction with an in-depth exploration algorithm such as the fast-marching, com-
pares very well with the widely used gradient and can be a valuable and relevant infor-
mation for IVUS segmentation.
4.9.2 Other Considerations
A fast-marching segmentation algorithm based on automatically detected mixture
of Rayleigh PDFs was presented for IVUS image analysis. This method was able to
identify vessel wall structure in 3D, however some limitations can be identified. As
many IVUS segmentation techniques, an initial contour was necessary for the PDF
and gradient fast-marching. In this study, contours from 3 longitudinal views were
sufficient and were manually traced in 4.1 ± 0.8 minutes. For more complex lesions,
the user might have to trace contours on more views during the initialization procedure.
This is a limitation of the method. However, the number of initial longitudinal contours
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could be reduced with a correction strategy based on a multiscale optimization. With
this approach, a higher resolution data set is initialized with low resolution segmen-
tation results of the same pullback. If one adopts this strategy, initial contours would
only be used for the segmentation of the coarsest data set. Still, results demonstrated
that the PDF information was able to characterize the statistics of each component of
the vessel wall. This may be useful for the elaboration of an automatic initialization
strategy, that could be done through a search in likelihood maps of the pixels calculated
from the detected mixture.
The processing time for all segmentation calculations (PDF mixture, gradient and
3D fast-marching) was approximately 1 sec/image for a Matlab and C combined im-
plementation on a Pentium IV 2.6 GHz. Proper data structures were used to handle the
arrival time map T to rapidly retrieve, add or remove values. The segmentation was
not real-time, however, with some optimizations, close to real-time computation can
be expected.
The goal of the PDF parameter estimation is to characterize the statistics of each
wall layer over the whole vessel. The EM algorithm was able to estimate a PDF mix-
ture that could fit the IVUS data globally for patients having different vessel wall ap-
pearance, even when the pullbacks contained structures such as heterogeneous plaques.
For future developments, it is possible to conceive an estimation algorithm that would
detect more than four PDFs, in addition to their parameters, to allow the segmentation
of the heterogeneous nature of plaques (lipidic, calcified, fibrous, necrotic, etc.). Also,
to precisely characterize the tissues inside a small segment of the vessel, it would
be possible to estimate a PDF mixture for this segment only. Moreover, to increase
the performance of the proposed segmentation method, other types of PDFs such as
the K (Dutt et Greenleaf, 1996), Nakagami (Shankar, 2000) or Rician inverse Gaus-
sian (RiIG) (Eltoft, 2005) distributions can be considered to model tissues that are not
Rayleigh distributed (when the number of scatterers is low, when they are not ran-
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domly distributed or when log-compression or other filtering operations performed by
the ultrasonic equipment modified the signal PDFs). For these distributions, the cost
function of Eq. 4.4 might not be maximized analytically. In this case, to evaluate the
mixture parameters, other algorithms such as the stochastic EM (Masson et Pieczyn-
ski, 1993) might be used. In this study, a Rayleigh PDF mixture was able to model the
IVUS gray level distributions.
Finally, for the segmentation of arteries with a small or even absent media, as often
seen in the coronary arteries, a weight factor (ω j in Eq. 4.2) close to zero for the media
distribution in the PDF mixture estimation is expected. In that case, the segmentation
would be performed on the lumen and external vessel boundaries only.
4.10 Conclusion
IVUS image processing is a difficult but important task. Image series contain
highly relevant clinical information but are sometimes of poor quality and subject to
shadowing and catheter artifacts.
This study has demonstrated the efficiency of fast-marching segmentation using
Rayleigh PDF mixture and gradient on in-vivo and realistic simulation of intravascular
ultrasound images. Fast-marching approach, a segmentation method with small vari-
ability, is a promising technique for in-vivo IVUS image processing. The PDF infor-
mation is relevant for IVUS image analysis and would benefit of being combined with
the gradient information. With an automated initial contour calculation, it is hoped that
the fast-marching algorithm using the PDF and/or gradient information may become a
reliable segmentation tool of choice for IVUS.
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Chapitre 5
Segmentation en imagerie intravasculaire ultrasonore
basée sur une combinaison d’informations des régions
et contours de l’image dans un modèle de fast-marching
tridimensionnel
5.1 Avant-propos
Ce chapitre présente le manuscript intitulé "Fast-Marching Segmentation of Three-
Dimensional Intravascular Ultrasound Images : a Pre- and Post-Intervention Study"
soumis par Marie-Hélène Roy Cardinal, Gilles Soulez, Jean-Claude Tardif, Jean Meu-
nier et Guy Cloutier1,2.
La méthode du fast-marching combinant l’information régionale des distributions
de tons de gris et l’information locale des arêtes de l’image est décrite. Ces 2 attri-
buts des images sont associés dans une nouvelle fonction de vitesse des interfaces.
Une méthode d’initialisation interactive est ajoutée à l’algorithme de segmentation.
Durant cette procédure, des contours longitudinaux de la limitante élastique externe du
vaisseau sont calculés automatiquement puis proposés à l’utilisateur pour approbation
ou correction. Les contours initiaux de la lumière sont générés de façon entièrement
automatique.
La méthode de segmentation a été validée à l’aide d’une analyse manuelle de 20
séquences IVUS in vivo provenant d’acquisitions effectuées sur des artères fémorales.
1Soumis à Medical Image Analysis, 2008.
2Les co-auteurs Gilles Soulez et Jean-Claude Tardif ont respectivement fourni les données IVUS et
la validation des résultats. Les co-auteurs Guy Cloutier et Jean Meunier sont respectivement les directeur
et co-directeur de cette thèse.
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Les résultats de la segmentation ont été comparés avec de contours tracés manuelle-
ment sur plus de 1500 images par 2 experts en imagerie IVUS. La précision de la
segmentation a été évaluée par les différences point à point moyenne et maximale.
L’aire des contours détectés de façon automatisée et tracés manuellement ainsi que
leur différence ont également été comparés.
Par rapport au chapitre précédent, la nouvelle méthode de segmentation réduit gran-
dement l’interaction manuelle nécessaire à l’initialisation des interfaces. Une nouvelle
fonction de vitesse de propagation est aussi suggérée. Une validation plus exhaus-
tive a également été effectuée avec une quantité d’images analysées manuellement qui
dépasse celle utilisée pour valider les méthodes proposées dans la littérature (voir le
tableau synthèse 2.1 du chapitre 2). Enfin, la segmentation a été appliquée à diffé-
rents sous-groupe d’acquisitions IVUS, c’est-à-dire pré-angioplastie par ballon, post-
intervention et à un examen de contrôle 1 an suivant l’intervention. Il s’agit de la pre-
mière étude rapportée dans la littérature qui évalue la performance de la segmentation
sur différents types d’acquisition IVUS.
5.2 Abstract
Intravascular ultrasound (IVUS) is a vascular imaging technique that is used to
study atherosclerosis since it has the ability to show the lumen and the vessel wall.
Cross-sectional images of blood vessels are produced and they provide quantitative as-
sessment of the vascular wall, information about the nature of atherosclerotic lesions
as well as the plaque shape and size. Due to the ultrasound speckle, catheter artifacts
or calcification shadows, the automated analysis of large IVUS data sets represents
an important challenge. A multiple interface 3D fast-marching method is presented
for the detection of the lumen and external vessel wall boundaries. The segmentation
is based on a combination of region and contour information, namely the gray level
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probability density functions (PDFs) of the vessel structures and the intensity gradient.
The detection of the lumen boundary is fully automatic. The segmentation method
includes an interactive initialization procedure of the external vessel wall border. The
segmentation method was applied to 20 in-vivo IVUS data sets acquired from femoral
arteries. This database contained 3 subgroups: pullbacks acquired before balloon an-
gioplasty (n=7), after the intervention (n=7) and at a 1 year follow-up examination
(n=6). Results were compared with validation contours that were manually traced by
two experts on more than 1500 individual frames. For all subgroups, no significant dif-
ference was found between the area measurements of the segmentation and validation
contours for the lumen and external vessel wall. Moreover, high intraclass correlation
coefficients (> 0.96) between the area of the manually traced contours and detected
boundaries with the fast-marching method were obtained for both vessel layers over
the whole data sets. The segmentation performance was also evaluated with point-to-
point contour distances between segmentation results and manually traced contours. A
good overall performance was obtained with average distances < 0.13 mm and max-
imum distances < 0.46 mm, indicating a good performance in regions lacking infor-
mation or containing artifacts. Only small differences of less than a pixel (0.02 mm)
were observed between the average distance metrics of each subgroup, which prove
consistency of the segmentation. In conclusion, this new IVUS segmentation method
provides accurate results that correspond well to the experts’ manually traced contours,
but requires much less manual interactions and is faster.
5.3 Introduction
Intravascular ultrasound imaging (IVUS) provides high-resolution tomographic
images of the lumen and vessel wall as a transducer mounted on a catheter is pulled-
back inside blood vessels. IVUS can be safely used to assess the atherosclerotic plaque
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progression/regression in clinical trials (Guédès et al., 2005) and it has also been the
case in several studies that evaluated the effect of therapies on coronary atherosclero-
sis (Nissen et al., 2004; Tardif et al., 2007). Benefits of IVUS based-studies include
smaller patient numbers to confirm study end-points and shorter trial durations (Böse
et al., 2007). With its ability to show the lumen cross section area, the wall thickness
and the length, volume and position (concentricity or eccentricity) of the lesion, IVUS
is also becoming a tool of choice in the treatment of peripheral diseases (Lee et al.,
2006). Better stent expansion evaluation (Colombo et al., 1995) and understanding of
in-stent restenosis mechanisms (Hoffmann et al., 1996) resulted from IVUS studies.
More recently, several reports that investigated, based on IVUS imaging, drug-eluting
stent deployment, implantation and failures were reviewed (Mintz, 2007).
A typical IVUS pullback contains hundreds of images in which the lumen and ex-
ternal elastic membrane (EEM, the outer layer of the vessel wall) must be identified.
Several 2D and 3D quantitative measurements of the atherosclerotic disease such as the
plaque volume, wall thickness, vascular remodeling, lumen area stenosis, and plaque
burden can be made from these contours (Mintz et al., 2001). Since clinical trials often
require numerous patients (> 100) to investigate atherosclerosis therapies, a tremen-
dous amount of data is produced and the analysis is fastidious without robust and easy
to use image processing methods. Moreover, IVUS imaging is subject to catheter ring-
down artifacts, missing vessel parts due to calcification shadowing or side-branches,
pulsation movements, heterogeneously looking plaque and ultrasonic speckle. Specific
segmentation models must then be elaborated to overcome these difficulties.
Many segmentation methods have been proposed so far for the assessment of coro-
nary IVUS images. The vast majority of these algorithms were based on edge infor-
mation. Recent works include graph search algorithms with implementations based on
the information of edge operators applied to blood noise filtered images (Takagi et al.,
2000), and on first- and second-derivative gradient filters (Koning et al., 2002). Active
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contours and surfaces were investigated with various edge information: gradient-based
active surfaces (Klingensmith et al., 2000), pixel intensity combined to gradient active
contours (Kovalski et al., 2000), gradient vector flow active contours based on edge
information with median filtered images (Sanz-Requena et al., 2007) and image gray
level gradient active contours with automatic initialization (Giannoglou et al., 2007).
Other edge based segmentation models include elliptical template fitting (Weichert
et al., 2003) and multi-agent segmentation (Bovenkamp et al., 2004). On the other
hand, segmentation models were developed using region features of IVUS images :
the optimization of a maximum a posteriori (MAP) estimator modeling gray level vari-
ances and contour geometry was proposed (Haas et al., 2000) and then revised using
Rayleigh statistics of the signal for the detection of the lumen contour only (Brusseau
et al., 2004). A graph-search algorithm also using Rayleigh statistics and intensity
patterns learned from a training step was also proposed (Wahle et al., 2006). None of
these segmentation methods combines local edge information and region features.
Note that these investigations were all focused on the analysis of coronary IVUS
images that are widely studied. Because the usage of IVUS is becoming a valued
and sometimes necessary tool in peripheral artery interventions, and as the appearance
and size of peripheral arteries are different (Lee et al., 2006), the IVUS segmentation
problematic should also be addressed for these vessels. In cases where the disease
is advanced and intervention is required, extensive irregular atheromas that project
into the lumen are routinely found in peripheral vessels (Juergens et al., 1980). The
segmentation method should be validated with IVUS acquisitions that were performed
at different time points during a clinical trial (for example, before and after balloon
angioplasty and one year after pharmaceutical or other therapies). In our previous work
(Roy-Cardinal et al., 2006b), we presented a 3D fast-marching segmentation model
that was based on the gray level probability density functions (PDFs) of the vessel wall
structures. However, the segmentation method was initialized manually. Segmentation
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results compared well with a gradient implementation of the fast-marching method.
The aim of this work was thus to identify the luminal and EEM borders on IVUS
sequences of diseased femoral arteries with a highly automated segmentation method.
A fast-marching segmentation model, with an automated initialization procedure that
requires minimal user involvement is thus presented. This method has the ability
to recover in parallel different boundaries. During the initialization, the lumen con-
tours are fully automatically detected; a restricted number of automatically detected
EEM contours are then proposed to the user for acceptance or correction. The au-
tomatically estimated PDFs that model the gray level distributions of the wall layers
and atherosclerotic plaques are shown to be appropriate for the segmentation of the
femoral arterial wall that exhibits various sizes and echogenicity. The image gradient
information was combined with PDF mixtures representing the vessel wall structures
to give more robustness to the multiple interface fast-marching segmentation. Overall,
20 pullbacks containing 15 895 frames were segmented and more than 1500 frames
were analyzed manually for accuracy assessment of our method. Such a comparison
with pre- and post-intervention data has never been reported in the IVUS segmentation
literature (for both coronary and peripheral vessels).
The paper is organized as follows: the 3D fast-marching method based on a mixture
of probability density functions and the gray level gradient is detailed in section 5.4; it
is followed by the description of the PDF estimation method and the initialization pro-
cedure. Section 5.5 presents the experimental data. Segmentation results are reported
in section 5.6 and discussed in section 5.7.
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5.4 Segmentation Model
5.4.1 Fast-Marching Method
Level-set and fast-marching methods, which were introduced by Osher and Sethian
to follow an interface (or front, or contour) propagating under a speed function F
(Sethian, 1996, 1999), have been widely used in the medical imaging field ever since
they were adapted to shape recovery (Malladi et al., 1995). When applied to image
segmentation, the boundary is defined as the desired final position of the propagating
interface. To achieve this, the interface speed should become close to zero when it
reaches the object borders to stop the propagation and end the segmentation process.
When using the fast-marching formulation for the segmentation of a 3D image se-
quence, the function T that describes the arrival time T (x) of the propagating contour
at a point x = (x1,x2,x3) in the imaging volume governs the front evolution. The T
function satisfies Eq. 5.1, stating that the arrival time difference between two adjacent
voxels increases as the velocity of the contour F decreases. The evolution of the inter-
face is performed through the construction of the time function map (T map) (Sethian,
1999).
| ∇T | F = 1 . (5.1)
For the segmentation of IVUS images, the luminal and EEM borders must be iden-
tified. In our study, both contours were detected in parallel using a multiple interface
extension of the fast-marching algorithm (Sifakis et al., 2002). The multiple interface
approach directly depicts the layered structure of the wall and prevents the detected
borders from overlapping. For this particular case, a boundary is defined by the meet-
ing position of two fronts propagating in opposite directions. The final position of
the boundary is thus located where the speed is minimal for both opposite interfaces.
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To identify the lumen and EEM borders, two sets of two interfaces propagating un-
til they meet were defined. Each of the multiple interfaces l ∈ L, where L is the set
{1,2, . . . ,2NL} of interfaces of the NL = 2 vessel wall structures, propagates accord-
ing to a speed function defined in terms of the image gradient and the PDF Pl of the
corresponding wall component. For example, to detect the lumen boundary, the first in-
terface, positioned inside the lumen, evolves outward according to the lumen PDF and
the intensity gradient; the second interface, positioned inside the intima plus plaque
structure of the wall, evolves inward according to the intima plus plaque PDF and the
intensity gradient (the EEM border is similarly detected with two moving interfaces).
The propagation speed Fl of interface l is given by Eq. 5.2 :
Fl(i, j,k) = αFl,pd f (i, j,k)+βFl,grad(i, j,k) , (5.2)
where Fl,pd f (i, j,k) and Fl,grad(i, j,k) are the speed function components, at position
(i, j,k) in the IVUS image volume I, respectively defined in terms of the PDF and
intensity gradient; α and β are the weights of each component in the speed function Fl
that should be in the interval [0, 1] (Sifakis et al., 2002). Fl,pd f (i, j,k) and Fl,grad(i, j,k)
are defined as :
Fl,pd f (i, j,k) = 1Nν ∑s∈ν pl(ys) , (5.3)
Fl,grad(i, j,k) = 11+ |Gσ ∗g(ys)| , (5.4)
where ys is the gray level value of voxel s positioned at I(i, j,k); ν is the set of the
Nν 3D neighbors of the voxel s; pl(ys) is the occurring probability of ys in region l.
According to Eq. 5.3, the velocity of interface l takes higher values when it is inside a
region having a gray level distribution close to pl; whereas the velocity decreases when
approaching the boundary since the neighbors are distributed under other component
PDFs. This velocity function has a general form that can be used with any type of PDF.
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In Eq. 5.4, g(ys) is the value of the gradient g at ys and Gσ is a gaussian smoothing
filter of standard deviation σ = 3.5 pixels3. According to Eq. 5.4, the speed function
takes low values when the gradient is high, which corresponds to the border between
different regions.
The propagation of multiple interfaces is similar to the single interface fast-
marching algorithm except that several interfaces contribute to the construction of a
joint T map4. The multiple interface fast-marching segmentation is finished when all
fronts propagating in opposite directions have met. Fronts are thus obligated to evolve
until the arrival time map is completely built.
5.4.2 Pre-processing
The IVUS images were converted in the polar format to enable the usage of a radial
window in Eq. 5.3 and the computation of a radial gradient in Eq. 5.4. All computations
were performed in the polar format. The radial 3D window that provided neighborhood
averaging was of size 3 degrees radially×0.3 mm axially×0.3 mm longitudinally (3×
12×3 voxels, Nν = 108). The α and β parameters in Eq. 5.2 were set empirically to
0.5 to give the same weight to both speed components. For the gradient computation,
each radial line of the smoothed polar transformed image was convoluted with the gra-
dient operator [2 2 1 0 -1 -2 -2]. The gradient at each point was then averaged with
both axial neighbors and normalized between [−1,1].
The catheter artifact (ring-down) was also automatically detected and removed
from the IVUS images. Pixels that had intensities that correlated highly (with r > 0.9)
through frames across the whole pullback were labeled as catheter pixels. Since the
blood pixels decorrelate as well as the wall pixels over the whole pullback, it was pos-
3The dimension of the IVUS images was 10×10 mm with an isotropic pixel size of 0.026 × 0.026
mm, the vessel diameter of the superficial femoral arteries were 6.0 mm on average in this study.
4A detailed description of the T map construction algorithm can be found in (Sifakis et al., 2002).
For further details, see also (Roy-Cardinal et al., 2006b).
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sible to distinguish the catheter from the blood and wall. The search length for each
scan line was reduced to the first 30% points (corresponding to a circular area with a
1.5 mm radius) to reduce the computation. The size of the searched region, determined
empirically, was wide enough to cover large ring-down artifacts. The labeled catheter
pixel intensities were replaced by the average intensity of the 8-connected non-catheter
pixel neighbors to preserve the plaque in the image if the artifact and parts of the ves-
sel wall were superimposed. Fig. 5.1 shows an example of an IVUS image before and
after the catheter artifact removal procedure.
5.4.3 Probability Density Function Estimation
The speed function of Eq. 5.3 is based on the occurring probability of the gray
level values (pl(ys)) in the different vessel components. It is usually assumed in ultra-
sound B-mode imaging5 that the intensity of the ultrasonic speckle pattern of a tissue
that contains a large number of randomly distributed scatterers is Rayleigh distributed
(Wagner et al., 1983). The gray level distributions of the tissue components in the
IVUS volume were thus each modeled with a Rayleigh PDF. Since an IVUS pullback
contains the ultrasonic speckle pattern of various tissues (lumen, plaque components,
5The B-mode signal is the envelop filtered radio-frequency signal.
Figure 5.1: Typical intravascular ultrasound cross-sectional image with ring-down ar-
tifact (a) and corresponding image without the artifact (b).
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vessel wall, different types of surrounding tissues), its distribution was modeled as a
mixture of Rayleigh PDFs. The PDF mixture pY |Θ with parameter Θ = {(ωm,a2m)}Mm=1
that contains M Rayleigh probability density function pY (ys), was defined by:
pY |Θ(ys | Θ) =
M
∑
m=1
ωm pm(ys | a2m) , (5.5)
with
pY (ys;a2) =
ys
a2
exp
(
−
y2s
2a2
)
, (5.6)
where ωm is the proportion of the mth component of the mixture so that ∑Mm=1 ωm = 1;
Y is the image gray levels and ys takes its value in [1, ...,256]; a2 > 0 and the variance
σ2 ≈ a2(4−pi)/2.
The global mixture PDF is thus the combination of the intensity distributions of the
different tissues that form the IVUS data. The Expectation-Maximization algorithm
(EM) (Dempster et al., 1977) was used to estimate the mixture parameter Θ from the
whole IVUS pullback. A detailed description of the Rayleigh PDF mixture parameter
estimation for IVUS pullbacks with the Expectation-Maximization algorithm can be
found in (Roy-Cardinal et al., 2006b). With the EM algorithm, the mixture parame-
ters were automatically computed at the beginning of each segmentation to take into
account the echogenicity variability among patients. The only fixed parameter was the
number of distribution in the mixture. A mixture of M = 5 distributions (roughly cor-
responding to the lumen, plaque components, vessel wall and 2 types of surrounding
tissues) was used to model each IVUS data set.
For computation efficiency, the EM algorithm was only applied to a subset of Y , i.e.
the pixel intensities of the whole IVUS series of a given patient. The subset contained
approximately 3% of the pixels that were randomly sampled from the whole pullback
frames. It was shown in (Roy-Cardinal et al., 2006b) that no statistically significant
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difference was found between the Rayleigh mixture parameters calculated for such a
subset and the whole observed data set.
5.4.3.1 PDF Classification
To be used in the multiple interface fast-marching, the different distributions of the
mixture must be assigned to the tissues that form the IVUS data. For the initial inter-
face calculation (see section 5.4.4. Interactive Initialization), a first rough assignment
was performed. The distributions were thus classified in two groups: the hypoechoic
tissue group that contains the lumen and media structure6 (group 1); and the higher
intensity tissue group that represents the intima plus plaque and surrounding tissues
(group 2). The two distributions with the lowest average value were assigned to the
first group and the remaining three distributions to the second one. This was a rough
estimate that was only used during the initialization procedure. For the fast-marching
segmentation, the distributions used in Eq. 5.3 were selected to minimize the difference
with the lumen or wall component histograms that were computed from the initial con-
tours. The speed function Fl,pd f was thus defined according to the PDF that best fitted
the tissue echogenicity.
5.4.4 Interactive Initialization
The initialization procedure was divided in two steps. Initial lumen and EEM bor-
ders were computed on longitudinal views (LViews) during the first step of the initial-
ization procedure. LViews provide information for the whole pullback independently
of the number of frames, which is advantageous when there are large variations in the
arterial segments due to the morphology of the lesions and different thickness and di-
ameter of the wall layers. A total of 4 LViews were thus selected at regularly spaced
angles over 360 degrees; they provided enough information on each cross-sectional
6which appears, on axial frames, as a thick hypoechoic ring inside the EEM.
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image while limiting the computation time. Initial longitudinal lumen contours were
fully automatically detected. The EEM longitudinal contours were also automatically
computed and then proposed to the user for correction or acceptance on the 4 LViews.
The fully automatic calculation of the cross-sectional (or axial) lumen and EEM
initial borders of the individual frames was performed during the second step of the
initialization process. In this last initialization step, the cross-sectional contours were
computed from the initial longitudinal contours.
5.4.4.1 Longitudinal Initialization
Sets of two longitudinal lumen contours (one on each side of the catheter) were
first automatically detected on the 4 LViews for a total of 8 boundaries. The two thick
gray lines on Fig. 5.2 are an example of detected initial longitudinal lumen contours on
an IVUS LView. Each longitudinal contour cLum, where Lum indicates the lumen, was
grown, starting at the catheter position, to maximize the lumen boundary likelihood
LLum:
LLum(cLum) =
1
Nν1 ∑s∈ν1 log p1(ys) , (5.7)
where ν1 is the set of Nν1 voxels inside the lumen boundary and outside the catheter;
p1(ys) is the estimated occurring probabilities of voxel ys in the hypoechoic tissue
group 1. Pixels were added to the set ν1 as long as the log-likelihood of their neighbor-
hood was higher than 95% of the lumen boundary likelihood LLum. The neighborhood
was defined by a window of 0.08 mm radially, 0.08 mm longitudinally and 0.08 mm
axially (3×3×3 voxels). The longitudinal contours were then smoothed as B-Splines
to remove inconsistent points. This method was simple and fast, and provided initial
longitudinal contours that were rough initialization of the lumen to be refined in the
last step of the initialization process (see section 5.4.4.2).
EEM longitudinal borders were then detected on the same LViews. For that pur-
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Figure 5.2: Example of a longitudinal view (LView) of an IVUS dataset with the lon-
gitudinal initialization contours, which required manual corrections of the EEM. The
thick gray lines, one on each side of the catheter, correspond to the initial longitudinal
lumen contours automatically detected. The white dotted lines are the automatically
computed longitudinal EEM contours proposed to the user for manual acceptance or
correction. The thick white lines corresponds the manual corrections. The catheter
position was outlined with the thin gray lines. Nlong is the number of IVUS frames in
the pullback.
pose, the low intensity media surrounded by the adventitia that brightly reflects the
ultrasound waves was searched in the IVUS LViews. The vessel contours cEEM con-
tained the previously identified longitudinal lumen and were positioned to maximize
the EEM boundary likelihood defined by :
LEEM(cEEM) =
1
Nν1 ∑s∈ν1 log p1(ys)+
1
Nν2 ∑s∈ν2 log p2(ys)+
1
Nν3 ∑s∈ν3 g(ys) , (5.8)
where ν1 and ν2 are sets of Nν1 and Nν2 voxels in regions of interest, respectively
inside and outside the vessel boundary ; ν3 is the set of Nν3 voxels on the boundary;
p1(ys) and p2(ys) are the estimated occurring probabilities of ys in the hypoechoic and
higher intensity tissue regions, respectively; g(ys) is the value of the gray level gradient
g at ys. LEEM reached a maximum when the pixels inside and outside the vessel bound-
ary were distributed according to the hypoechoic and hyperechoic tissue distributions
respectively, and when the pixels close to the boundary had a high intensity gradient.
To maximize Eq. 5.8, deformation transformations were applied to the longitudinal
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EEM boundary cEEM at regularly spaced control points. A simplified deformable tem-
plate strategy, similar to (Jain et al., 1996), was used to modify the longitudinal EEM
boundary with 1D stretching transformations applied in the radial direction only. The
stretching deformations were performed according to Eq. 5.9 by displacing the contour
c1 with various Gaussian windows w centered on the control point position kctrl .
c2(k) = c1(k)+ γw w(k) , (5.9)
with
w(k) = e
−
(k− kctrl)2
2σ2 ,
where c1 is the contour to deform and c2 the deformed contour; k = [1, ...,Nlong] and
1≤ kctrl ≤Nlong; Nlong is the number of points in the longitudinal contour (equal to the
number of IVUS frames in the pullback); γw is a scaling factor of the window; kctrl is
the control point position; and σ2 is the variance of the gaussian window. Parameters
in Eq. 5.9 were set to−1.2 mm≤ γw ≤ 1.2 mm, σ = 40 and Nctrl = 20 regularly spaced
control points. These values were determined empirically to provide a large enough
searching window and to make the contour flexible while keeping a low computation
time.
On the first LView, the deformations were applied to the longitudinal EEM bound-
ary that was initially positioned outside the longitudinal lumen location since no infor-
mation was available on its position. On the following 3 LViews, deformations were
applied to the previously detected EEM border in a restrained neighborhood of the
longitudinal contour to maximize LEEM locally. The detected longitudinal contours
were proposed to the user and corrected if necessary before proceeding to the next
LView. Corrections were made by dragging the erroneous parts of the contour close
to the boundary while keeping the accurately detected parts of the boundary. Fig. 5.2
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shows an example of LView that required manual corrections of the EEM contours.
The detected and corrected longitudinal EEM contours are displayed.
5.4.4.2 Automatic Cross-sectional Initialization
From the previous longitudinal IVUS initialization procedure, two sets of 8 con-
tour points, for the lumen and EEM, were available for the initialization of all cross-
sectional frames. Fig. 5.3 shows an example of an IVUS cross-sectional frame in the
polar format with the corresponding two sets of 8 longitudinal contour points. Axial
(along depth) lumen and EEM contours were detected inside a region around these
longitudinal contour points to reduce the searching area and computation time. A sim-
ilar procedure to the EEM longitudinal boundary detection based on Eqs. 5.8 and 5.9,
without the manual interaction, was used to initialize the axial lumen and EEM.
The initial cross-sectional lumen contours were automatically detected as smooth
closed curves, not necessarily circular to preserve the irregular lumen shape. A spline
interpolated contour passing through the initial longitudinal lumen points was thus
deformed to maximize the lumen boundary likelihood defined similarly to the EEM
boundary likelihood in Eq. 5.8. However, for the lumen initialization, ν1 in Eq. 5.8,
which is the set of pixels in a region of interest inside the boundary, contained the
pixels inside the whole lumen; and ν2 contained the set of pixels outside the lumen
boundary (corresponding to the intima plus plaque).
On the other hand, the initial axial propagating interface for the external wall
boundary was automatically set as an elliptical contour, passing near the longitudi-
nal EEM contour points and maximizing the vessel boundary likelihood LEEM(cEEM)
of Eq. 5.8 for the cross-sectional images.
Once initialized, stretching transformations, as defined in the previous section by
Eq. 5.9, were applied to both lumen and EEM cross-sectional contours to maximize
their boundary likelihood. Deformations applied to the axial contours were character-
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ized by parameters σ = {40,60}, −0.25 mm ≤ γw ≤ 0.25 mm and Nctrl = 20 control
points in Eq. 5.9. A smaller search window was used here since only small adjust-
ments of the axial contours were performed. Examples of automatically computed
cross-sectional contours for the lumen and EEM are shown on Fig. 5.3.
Cross-sectional lumen and EEM contours were computed for one out of three IVUS
images and interpolated for the missing frames to reduce the computation time. As
mentioned earlier, the multiple interface fast-marching segmentation requires that the
initial axial contours be converted in pairs of interfaces propagating in opposite direc-
tions and that they contain the boundary to be detected. This was performed using the
procedure described in Roy-Cardinal et al. (2006b).
5.5 Experimental Data
A total of 20 in-vivo IVUS pullbacks (of 795 ± 308 frames/series for a total of
15 895 frames) from diseased superficial femoral arteries of 11 patients were available.
Of these data sets, 7 were acquired before undergoing balloon angioplasty, 7 were
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Figure 5.3: Example of a cross-sectional IVUS frame in polar format with the initial
longitudinal set of 8 contour points and automatically computed axial contours for both
the lumen and EEM.
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acquired following intervention (balloon angioplasty) and finally 6 were obtained at
a one year follow-up examination. The data sets were thus divided into 3 subgroups.
The patients received external beam radiation (doses between 0 and 14 Gy) 24 hours
after intervention. The IVUS database was acquired during a substudy of a randomized
clinical trial (Therasse et al., 2005).
An IVUS Volcano Therapeutics imaging system (In-vision gold, California, USA)
equipped with a 20 MHz array transducer was used to acquire data. The frame rate
was set to 10 images/sec and the catheter pullback velocity to 1 mm/sec; 0.1 mm thick
2D slices were thus generated. The acquisition was not ECG-gated. Images of size 10
x 10 mm were recorded as 384 x 384 pixel matrices and stored in the DICOM format.
The acquisition parameters were set by the clinician to optimize image quality (the
gain varied from 46 to 54 and the grayscale look-up table was set to 5).
5.5.1 Validation
To validate the segmentation results, comparisons were made with manually drawn
contours of the lumen and EEM. Boundaries were traced by two independent experts
from an accredited IVUS core laboratory on 1 every 10 frames of each IVUS pull-
back. The boundaries were traced by entering control points through which a spline
was interpolated. The experts entered as many control points as necessary to precisely
outline the lumen and EEM. The experts did not draw the boundary if there was high
uncertainty on its position due to excessive noise deterioration, large calcifications or
side branches. A total of 3066 and 3049 manually traced boundaries for the lumen and
EEM, respectively (from 1593 IVUS frames, corresponding to 3186 possible bound-
aries for each layer), were thus available for the validation of the IVUS segmentation
method. Of these 1593 available IVUS frames, 459 came from the pre-angioplasty
group, 476 from the post-intervention group and 658 from the 1 year follow-up exam-
ination group.
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Average and Hausdorff point-to-point distances (Chalana et Kim, 1997), and area
differences between the detected and manually traced contours were computed to as-
sess the segmentation accuracy. These error metrics were computed for the lumen
and EEM borders. The Hausdorff distance is the maximum distance between different
contours; its represents the largest segmentation error or difference between contours
(worst case). To evaluate the inter-user variability, these error metrics were also calcu-
lated between the contours manually traced by the two experts.
Moreover, the repeatability of the segmentation was evaluated; each IVUS pullback
was segmented two times (including the mixture parameter detection and interactive
initialization). The interactive initialization of the method was performed by a qualified
user blinded to the validation experts. Average and Hausdorff point-to-point contour
distances, and area differences between detected boundaries from different runs of the
algorithm were thus calculated.
5.5.2 Statistical Analysis
Two way analyses of variance (ANOVA) were carried out to confirm differences
of area measurements, and average and Hausdorff distances; multiple pairwise com-
parisons with Tukey tests were performed. The area measurements from the whole
datasets and for each subgroup (pre- and post-angioplasty, and follow-up examination)
were computed. The average and Hausdorff distances were also evaluated for each
subgroup (pre- and post-angioplasty, and follow-up examination). In the first ANOVA,
the comparison was made between the area measurements of the segmentation and
the experts’ contours (see Table 5.1). The second ANOVA, for the average and Haus-
dorff distance metrics, compared the differences between the 3D fast-marching and
the manual contours, between the manual contours from the two experts (inter-user),
and between the results from the two runs of the algorithm (inter-segmentation) (see
Table 5.3). In the comparisons between the detected and manually traced boundaries,
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the error metrics between the two runs of the algorithm and each expert were average
to match the population size of the inter-user and inter-segmentation set (Table 5.3).
Comparisons of the distance metrics were also made between the subgroups to study
the performance of the segmentation on different types of IVUS acquisitions. The in-
traclass correlation coefficient was also computed for the area measurements of the
manually traced boundaries and segmentation results (see Fig. 5.6 (a) and (b)) for the
whole database. All statistical analyses were performed with SigmaStat, version 3.11,
Systat Software Inc., San Jose, California, USA.
5.6 Results
The segmentation method was applied to the 20 IVUS pullbacks of which 7 were
acquired before balloon angioplasty, 7 after the intervention and 6 at a 1 year follow-up
examination. The lumen and EEM borders were obtained.
5.6.1 Pre-processing
5.6.1.1 Probability Density Function Estimation
Fig. 5.4 shows an example of automatically detected PDF mixture and correspond-
ing IVUS pullback histogram7. The detected mixtures were composed of 5 Rayleigh
distributions even though only 4 are visible on Fig. 5.4. In this special case, the fifth
PDF is flat with a weight ωm close to zero because the IVUS pullback PDF mixture
could be modeled with less than 5 distributions.
5.6.1.2 Interactive Initialization
The fast-marching initialization procedure was performed at the beginning of each
segmentation. The interactive acceptance or correction of the EEM longitudinal initial
7A digitization artifact of the IVUS system have probably caused the regularly spaced histogram
peaks visible on Fig. 5.4, however the PDF mixture estimation process seemed robust to this artifact.
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Figure 5.4: Detected PDF mixture and corresponding IVUS data histogram. The dot-
ted line corresponds to the global distribution and the solid lines to the individual Ray-
leigh PDFs. The gray level x-axis was shorten for better readability; however, PDFs
decreased exponentially for the gray level values up to 256.
contours was performed on 4 LViews of each IVUS pullback. The difference between
the automatically detected and interactively corrected longitudinal EEM contours was
calculated to evaluate the error of the automatically detected boundaries. Average and
Hausdorff differences between these contours of 0.14 ± 0.28 mm and 0.64 ± 0.48 mm
were respectively found (corresponding to 1.4% and 6.4% of the image dimension).
5.6.2 Segmentation
Typical segmentation results for the 3D fast-marching method combining PDFs
and gradient are shown in Fig. 5.5, the manually traced contours are also displayed.
The lumen and EEM boundaries are presented for 3 different cross-sectional IVUS im-
ages. A qualitative analysis of the fast-marching segmentation results reveals detected
contours that were very close to all vessel layers.
The area measurements computed from the two runs of the segmentation method
and both experts’ contours are shown and compared in Table 5.1. The results are re-
ported for the whole IVUS data sets and for each subgroup. For the whole database,
statistically significant differences were found between the lumen area measurements
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Figure 5.5: Typical intravascular ultrasound cross-sectional images (a, d, g), corre-
sponding segmentation results (b, e, h) of the two different runs of the algorithm (solid
gray and dashed white sets of contours) and manually traced contours (c, f, i) by the
two experts (solid gray and dashed white sets of contours). Lumen and EEM detected
boundaries are depicted. The catheter artifact was removed in b, c, e, f, h and i. Note
that d and g had almost no catheter artifact. The image size is 10 mm × 10 mm.
from the two experts, and between one of the experts and the segmentation results. The
area measurements between the experts and the segmentation results were not signif-
icantly different when the data sets were divided into the 3 subgroups. No significant
difference was found for the EEM area measurements.
Figure 5.6 shows the correlation between the detected and manually drawn con-
tours for all IVUS sequences. The segmentation results from each run of the algorithm
were compared to the manual segmentation of each expert. High intraclass correlation
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coefficients of 0.966 and 0.989 were respectively found for the lumen and EEM areas
between the manually traced contours and automated segmentation results. Fig. 5.6
also shows the variation of the area measurements between the detected boundaries
and manually drawn contours with the lumen and EEM Bland-Altman plots.
To evaluate the degree of discrepancy between the area measurements, Table 5.2
shows the difference (mm2 and %) between the manually traced and detected bound-
ary areas (Auto-Man column). The results of each run of the segmentation method
were compared to each expert, they were then averaged. The area differences were
evaluated for the pre- and post-angioplasty, and follow-up examination datasets. This
table also presents the inter-user variability (Man-Man column) and the segmentation
repeatability (Auto-Auto column).
Table 5.1: Segmentation accuracy: area measurements for the detected boundaries and
manually traced contours by the experts.
Expert 1 Expert 2 FMM 1 FMM 2
Lumen area (mm2)
All data (N=1590) 15.3±5.9⋄§∗ 16.0±6.0⋄ 16.1±5.8§ 16.2±5.8∗
Pre-interv (N=459) 15.2±5.5 15.9±5.5 16.3±5.0 16.3±5.0
Post-interv (N=473) 15.6±5.0 16.6±5.0 16.6±5.1 16.8±5.3
Follow-up (N=658) 15.1±6.8 15.8±6.9 15.7±6.6 15.7±6.6
EEM area (mm2)
All data (N=1459) 28.5±7.4 28.6±7.4 28.5±7.3 28.5±7.3
Pre-interv (N=428) 28.1±4.7 28.1±4.7 28.2±4.5 28.2±4.6
Post-interv (N=422) 29.8±4.8 29.8±4.7 29.8±4.8 29.7±4.8
Follow-up (N=609) 27.9±9.7 28.2±10.0 27.9±9.7 27.9±9.8
Expert 1 and Expert 2 correspond to the area measurements from the manually traced
contours, and FMM 1 and FMM 2 from the detected boundaries with the fast-marching
method (both runs). EEM is the external elastic membrane (the vessel wall bor-
der). Pre-interv, Post-interv and Follow-up respectively show the results for the pre-
intervention (balloon angioplasty), post-intervention and 1 year follow-up examination
groups. The pixel size is 26 x 26 µm2. ⋄ indicates statistically significant differences
(p < 0.01) between Expert 1 and Expert 2; § between Expert 1 and FMM 1 (p < 0.01);
and ∗ between Expert 1 and FMM 2 (p< 0.01). No significant difference existed when
not indicated.
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Figure 5.6: Area of the detected boundaries versus manually drawn contours for the
lumen (a) and vessel wall (b) for all datasets, the gray lines correspond to y = x, ICC
is the intraclass correlation coefficient between the detected and manual contour areas.
Bland and Altman plots of the area measurements of the detected boundaries and man-
ually drawn contours for the lumen (c) and vessel wall (d), the gray lines correspond
to the mean ± 2 standard deviations. EEM is the external elastic membrane (the vessel
wall border).
Table 5.3 shows the average and Hausdorff distances between the manually traced
and detected boundaries (Auto-Man column). The results of each run of the segmen-
tation method were compared to each expert’s contours, the distances were then av-
eraged. This table also presents the inter-user variability (Man-Man column) and the
segmentation repeatability measurements (Auto-Auto column). The average and Haus-
dorff distances were again computed for the pre-intervention (balloon angioplasty),
post-intervention and follow-up exam acquisitions.
The average and Hausdorff point-to-point contour distances between the automated
and manual segmentations were significantly higher than the inter-user variability for
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Table 5.2: Segmentation accuracy: area differences.
Man-Man Auto-Man Auto-Auto
Lumen area difference (mm2)
Pre-interv (N=459) -0.71±0.53 0.71±1.70 -0.02±0.45
Post-interv (N=473) -0.94±0.75 0.63±1.38 -0.19±0.96
Follow-up (N=658) -0.67±0.73 0.23±1.16 -0.03±0.46
Lumen area difference (%)
Pre-interv (N=459) -5.0±5.1 8.3±22.2 -0.2±3.2
Post-interv (N=473) -6.3±5.0 4.4±10.3 -0.8±4.7
Follow-up (N=658) 4.9±6.0 3.3±11.1 -0.2±3.1
EEM area difference (mm2)
Pre-interv (N=428) -0.07±0.72 0.10±0.94 -0.03±0.52
Post-interv (N=422) -0.03±1.08 -0.07±0.98 0.002±0.97
Follow-up (N=609) -0.24±0.72 -0.15±0.87 0.007±0.59
EEM area difference (%)
Pre-interv (N=428) -0.3±2.6 0.5±3.7 -0.1±1.9
Post-interv (N=422) -0.1±3.6 -0.2±3.6 0.03±3.1
Follow-up (N=609) -0.8±2.7 -0.4±3.3 0.03±2.3
Man-Man indicates the area difference between the manually traced contours of the
two experts, Auto-Man shows the average of the difference between each automated
segmentation and each of the expert contours (a positive value indicates a bigger area
with the fast-marching method), and Auto-Auto gives the difference between different
runs of the 3D fast-marching algorithm. EEM is the external elastic membrane (the
vessel wall border). Pre-interv, Post-interv and Follow-up respectively show the results
for the pre-intervention (balloon angioplasty), post-intervention and 1 year follow-up
examination groups. The pixel size is 26 x 26 µm2.
both contours and for all subgroups (Man-Man column compared to Auto-Man col-
umn). However, for the segmentation repeatability, lower average and Hausdorff dis-
tances than the inter-user variability were obtained for the lumen (Man-Man column
compared with Auto-Auto column). For the EEM boundary, the average distance was
lower, but the Hausdorff distance was higher when comparing the segmentation vari-
ability with that of the expert users.
To investigate the influence of the type of datasets (pre- and post-balloon angio-
plasty, and follow-up examination) on the segmentation results, comparison were also
made between the results of the different groups within each column of Table 5.3. Sta-
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tistically significant differences were found for many of the error metrics between the
different groups. Most often, the post-intervention group produced statistically signif-
icant higher error metrics than the pre-intervention and follow-up exam groups.
Table 5.3: Segmentation accuracy: average and Hausdorff distances.
Man-Man Auto-Man Auto-Auto
Lumen AD (mm)
Pre-interv (N=459) 0.08±0.03 ∗ 0.13±0.10 ⋄ 0.02±0.03 ∗
Post-interv (N=473) 0.09±0.04 ∗ § 0.13±0.07 § 0.03±0.05 ∗ §
Follow-up (N=658) 0.08±0.04 § 0.12±0.06 ⋄ § 0.02±0.03 §
EEM AD (mm)
Pre-interv (N=428) 0.06±0.03 ∗ 0.08±0.04 0.03±0.03 ∗
Post-interv (N=422) 0.07±0.04 ∗ § 0.09±0.05 § 0.05±0.05 ∗ §
Follow-up (N=609) 0.06±0.03 § 0.08±0.04 § 0.03±0.03 §
Lumen HD (mm)
Pre-interv (N=459) 0.20±0.10 ∗ 0.43±0.30 0.16±0.15 ∗
Post-interv (N=473) 0.25±0.13 ∗ 0.46±0.26 § 0.20±0.21 ∗ §
Follow-up (N=658) 0.22±0.12 0.40±0.21 § 0.16±0.13 §
EEM HD (mm)
Pre-interv (N=428) 0.16±0.09 0.27±0.17 0.17±0.15 ∗
Post-inter (N=422)) 0.18±0.11 § 0.30±0.15 § 0.25±0.19 ∗ §
Follow-up (N=609) 0.15±0.08 § 0.25±0.14 § 0.20±0.16 §
AD is average distance and HD is Hausdorff distance. Man-Man corresponds to the
difference metrics between the manually traced contours of the two experts, Auto-Man
shows the average of the difference between each automated segmentation and each of
the expert contours, and Auto-Auto gives the difference between different runs of the
3D fast-marching algorithm. EEM is the external elastic membrane (the vessel wall
border). Pre-interv, Post-interv and Follow-up respectively show the results for the
pre-intervention (balloon angioplasty), post-intervention and 1 year follow-up exami-
nation groups. The pixel size is 26 x 26 µm2. Symbol ∗ indicates statistically signifi-
cant differences between the pre-intervention and post-intervention groups (p < 0.01),
⋄ between the pre-intervention and follow-up exam groups (p < 0.01), and § between
the post-intervention and follow-up exam groups (p < 0.01). No significant differ-
ence existed between the sub-groups when not indicated. The differences between the
columns are not indicated to lighten the table appearance (results from the Auto-Man
column were significantly higher than the ones from the Man-Man column).
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5.7 Discussion
A segmentation method based on a combination of global and local image features
integrated in a 3D fast-marching model was presented. The segmentation method is
highly automated with interactive initialization of the EEM and automatic lumen de-
tection. An extensive validation of the method was performed: a total of 15 895 IVUS
frames were segmented and 1593 of these were compared with manually traced con-
tours by IVUS analysis experts. The contributions of this work include the usage of
the mixture of the IVUS gray level PDFs and the association of this information to
the intensity gradient; a multiple interface fast-marching segmentation using an in-
teractive initialization procedure in which automatically detected EEM contours from
only 4 LViews are accepted or corrected by the user; the processing of femoral artery
IVUS images with the segmentation method; and the validation of the segmentation
on IVUS acquisitions performed before balloon angioplasty, after the intervention and
at a 1 year follow-up examination.
The pre-processing of the method includes the estimation of a Rayleigh PDF mix-
ture at the beginning of each segmentation, Fig. 5.4 showed qualitatively that the de-
tected mixture closely fit the corresponding IVUS gray level histogram. Each pullback
was thus segmented with its own set of PDF mixture parameters since the acquisition
settings were different and the echogenicity of the different wall components was vari-
able between patients. A quantitative evaluation was performed in our previous work
(Roy-Cardinal et al., 2006b), it was shown that the mixture detection was robust and
had a low variability. Standard deviations of the mixture parameters ωm and a2m go-
ing from 0.2% to 3.5% were found for several runs of the algorithm on different pixel
subsets of an IVUS pullback. The number of distribution in the mixture (5 PDFs) was
chosen empirically to be high enough to model the different tissue distributions with-
out being too elevated for convergence and computation efficiency. Moreover, with
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the PDF classification procedure described in section 5.4.3.1, a complex plaque could
be modeled with more than one Rayleigh distribution. Fig. 5.4 showed that the whole
IVUS gray level distribution could be modeled with less than 5 distributions without
altering the segmentation process.
The computation of the fast-marching initial contours was also part of the segmen-
tation pre-processing. The Hausdorff distance between the proposed EEM longitudinal
contours on 4 LViews that were automatically detected and the corrected boundaries
was 0.64 mm on average showing that only small corrections were necessary. More-
over, the computation and manual correction of the initial longitudinal EEM contours
were completed in 243±161 seconds per pullback with a combined C and Matlab im-
plementation of the procedure on an AMD Athlon 64 2 GHz processor with 1 GB of
RAM running under Windows XP.
The typical segmentation results that are displayed on Fig. 5.5 show that the vessel
wall boundaries were detected for IVUS images exhibiting different characteristics.
A vessel with a large ring-down artifact and a plaque with a hypoechoic section sur-
rounded by a brighter looking thickened intima (Fig. 5.5(a)) was accurately segmented
when comparing the manually drawn and detected contours (Fig. 5.5(b) and (c) respec-
tively). A robust segmentation was also provided for the large vessel of Fig. 5.5(d). A
vessel that contained calcifications and a heterogeneously looking plaque was seg-
mented in Fig. 5.5(h). Fig. 5.5(h) and (i) show that the largest disagreement between
the two experts and between the segmentation results from different runs of the al-
gorithm occurred in the same regions with less information (the lumen contours at 7
o’clock and the EEM contours at 12 o’clock).
A quantitative evaluation of the segmentation accuracy was performed in Tables 5.1
and 5.3. The results were compared to manually traced boundaries on approximately
1500 IVUS frames. The first Table shows the area measurements computed from both
experts and from the segmentation results. Over the whole IVUS database, statistically
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significant differences were found between the two experts’ lumen area measurements.
This difference shows that the lumen contour was more difficult to identify and led to
differences in the IVUS image interpretation. However, these differences were small.
The IVUS data were acquired on severely diseased femoral arteries from pre-, post-
intervention and one year follow-up examinations. The average plaque burden, i.e.
the area within the EEM occupied by the atherosclerotic plaque (Mintz et al., 2001),
was 47± 13% with an average maximal value of 71± 11% (computed from the ex-
perts’ validation contours). No significant difference was found between the lumen
area measurements from the segmentation contours and one of the experts’ manually
traced boundaries; a significant difference was found with the other expert’s lumen area
measurements. However, that difference was small and only slightly higher than the
experts’ disagreement for the lumen area. Since the segmentation method was closer
to one of the experts’ lumen area measurements, that difference was expected. No sig-
nificant difference was found between the EEM area measurements of the experts and
fast-marching segmentation contours.
Table 5.1 also showed the area measurements for the pre-angioplasty, post-interven-
tion and follow-up examination subgroups. When divided in this manner, no signifi-
cant difference was found between the segmentation results and the experts’ tracings
for both contours. This indicates that the lumen and EEM areas can be computed with
the fast-marching segmentation in agreement with both experts for the different types
of datasets.
Moreover, small area differences between −0.15 mm2 and 0.71 mm2 were ob-
tained in Table 5.2 for the lumen and EEM. These absolute values are in the range
of the experts’ variability between −0.94 mm2 and −0.03 mm2 for the lumen and
EEM area differences. It is important to evaluate the error on the lumen and EEM area
measurements since they are used to evaluate the atherosclerotic disease in terms of
stenosis percentage, plaque burden, lumen and vessel wall volumes, and wall thick-
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ness.
In addition to these previous results, Fig. 5.6 showed a high intraclass correlation
(> 0.96) between the manually traced contours and detected boundaries with the fast-
marching method for both lumen and EEM area measurements. The Bland-Altman
plots in Fig. 5.6 (c) and (d) revealed that the highest errors came from overestimation
of the lumen area in some cases. This happened in the presence of a low echogenic
plaque or wall making the blood and vessel wall interface hard to identify. An analysis
of the ultrasonic speckle that decorrelates in the flowing blood as opposed to the plaque
speckle that correlates between adjacent frames might solve this problem and improve
the lumen segmentation.
The average and Hausdorff point-to-point distances between contours that were
manually traced and detected with the 3D fast-marching segmentation were also re-
ported for the pre-intervention (balloon angioplasty), post-intervention and follow-up
exam acquisitions in Table 5.3. The inter-observer and segmentation variability was
also evaluated. Table 5.3 revealed that the point-to-point contour distances between the
segmentation results and manual boundaries were significantly higher than the manu-
ally traced contour differences (comparison between the columns of Table 5.3). Still,
for any type of acquisition, the average and Hausdorff distances of the segmentation
results remained low with values respectively under 0.13 mm and 0.46 mm for both
lumen and EEM structures indicating a good performance in general and in regions
lacking information or containing artifacts. Again, as shown in Table 5.2, the average
and maximum distances corresponded to variations close to the boundaries since small
area differences were obtained.
The average and maximum distance results also revealed that the computerized
segmentation variability was significantly smaller than the manual inter-observer vari-
ability according to the point-to-point contour distances except for the EEM Hausdorff
distance, but these differences were smaller than 3 pixels (0.07 mm) for all sub-groups.
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The high repeatability of the results shows the low sensitivity of the segmentation
method to the EM initialization and to the interactive initialization of the external wall
boundary.
When comparing average and Hausdorff distances between the different subgroups
(comparison within the columns of Table 5.3), the post-intervention datasets were of-
ten more difficult to analyze either manually or computationally as we measured the
highest average and Hausdorff distances. However, the discrepancy was small with
less than the size of a pixel (0.02 mm) for the average distances and less than 3 pixels
(0.08 mm) for the Hausdorff distances. A statistically significant difference was found
between the average distance of the pre-intervention and follow-up groups, however it
was less than the size of a pixel (0.01 mm).
To conclude, the multiple interface fast-marching has thus provided segmentation
results that were close to the manually traced boundaries by two experts with much
less manual interactions. Tables 5.1 and 5.3 have also shown that the lumen and EEM
areas correspond to the experts’ analyses, and that the processing of datasets acquired
at different time points in a clinical trial (i.e. pre-intervention, post-intervention and
follow-up exams) is feasible with the fast-marching segmentation method.
5.7.1 Comparison with other Segmentation Methods
Recently, Giannoglou et al. (2007) proposed a gradient-based active contour me-
thod and found lumen and EEM area differences between segmented and manually
traced contours of 0.70± 1.34 mm2 and 0.17± 2.29 mm2, respectively. Moreover,
Bovenkamp et al. (2004) obtained area differences of −0.14± 1.01 mm2 and 0.13±
2.16 mm2 for the lumen and EEM, respectively, with an edge-based multi-agent seg-
mentation that took up to a minute of processing per image. Takagi et al. (2000) found
lumen and EEM area differences of −0.15± 0.84 mm2 and −0.18± 1.36 mm2, re-
spectively, with an edge-based graph search method. These methods are fully au-
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tomatic and authors obtained area differences roughly in the same range than those
obtained with our method but on smaller vessels (coronaries). However, an objective
comparison cannot be made without the percentage of area differences that enables
comparison regardless of the vessel size. Moreover, in two of these studies, the vali-
dation was performed on limited size data sets (less than 200 images in Takagi et al.
(2000) and 50 images in Giannoglou et al. (2007)). Here, we validated our method
with 1593 IVUS images that were segmented two times with the computerized algo-
rithm and manually delineated by two experts. In addition, the 3D datasets segmented
with the fast-marching method included 15 895 frames.
Sanz-Requena et al. (2007) also proposed an active contour segmentation method
and obtained, for the lumen and EEM respectively, percentage of area differences of
11.09% and 4.98% for the interactive version of their segmentation and of 10.95%
and 7.27% for an automatic segmentation. These values are higher than our 3D fast-
marching combining region and local image information that provided differences
lower than 8.3% and 0.5% for the lumen and EEM areas respectively. Koning et al.
(2002) proposed a graph search-based segmentation method with manual corrections
of results if necessary; lumen and EEM area differences of respectively −0.21±
0.34 mm2 and 0.27± 0.49 mm2 were obtained on a small data set (less than 130 im-
ages). These values are again in the range of area measurements of our study but on
smaller vessels. However, the authors did not provide information on the necessary
manual corrections. In our previous work (Roy-Cardinal et al., 2006b), area differ-
ences of 0.40± 2.1 mm2 and −0.2± 2.1 mm2, average distances of 0.16± 0.10 mm
and 0.13±0.07 mm and Hausdorff distances of 0.40±0.25 mm and 0.31±0.16 mm,
each for the lumen and EEM respectively, were obtained, which are in the same range
of error metrics presented in Tables 5.2 and 5.3; these results were obtained with the
fast-marching segmentation that was initialized manually. A direct comparison be-
tween the previous version of the fast-marching method based only on the gray level
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PDFs was not performed since the initialization procedure is different. With the new
fast-marching method combining the intensity gradient and the gray level PDF mix-
ture, the lumen was fully-automatically detected. In addition, minimal interaction,
which involved only 4 minutes on average per IVUS 3D data set for the EEM longitu-
dinal contour calculation and correction, was required for the vessel border initializa-
tion.
5.7.2 Other Considerations
The average computation time for the whole segmentation process (PDF mix-
ture, gradient, the initialization computation and interactive correction, and 3D fast-
marching) was 1.7 ± 0.3 sec / 2D image. The segmentation was not real-time, how-
ever the time to analyze an IVUS data set was dramatically reduced compared with the
manual analysis that took approximately 60 sec / image, corresponding to a more than
30-fold improvement.
The parameters used in the equations of the initialization procedure (in section
5.4.4) were chosen empirically to provide neighborhood averaging and flexible defor-
mation windows for all IVUS sequences with small corrections on average. However,
some IVUS sequences could have been initialized with less manual corrections if using
a different set of parameters specific to the pullback being segmented. Adaptive pa-
rameters, optimized for each dataset, could decrease the number of necessary manual
corrections. It would be conceivable to use the manually corrected contours to com-
pute new parameters for the next frame to be initialized. However, the computation
load of such a strategy should remain low to preserve the low computation time.
Moreover, it would be possible to develop a multiscale optimization of the 3D fast-
marching segmentation to increase the performance of the method. With this approach,
a higher resolution data set is initialized with low resolution segmentation results of the
same pullback. At low resolution levels, a larger region can be explored and provides
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a rough segmentation in less computation time; the segmentation can then be refined
at higher resolution levels but with a reduced region to explore. In addition, the initial
longitudinal contours could be directly converted to initialize the coarsest data set seg-
mentation; the automatic computation of the initial cross-sectional contours (section
5.4.4.2) could thus be eliminated and the computation time decreased.
Another possibility to correct contours that were not initialized with enough preci-
sion would be the usage of a generalized fast-marching segmentation method using a
speed function that can be either positive or negative (Forcadel et al., 2008). The speed
function of Eq. 5.2 should then be modified to authorize negative values if, for exam-
ple, the interface propagating toward the lumen boundary was inside the wall instead
of being inside the lumen.
A limitation of the method for the processing of IVUS images coming from other
types of arteries (such as coronaries) or from other IVUS imaging system might be
the usage of Rayleigh distributions in the mixture model. Depending on gain settings,
envelop filtering techniques or other filtering applied to the data by the imaging sys-
tem, the gray level PDFs of the vessel wall tissues might not be Rayleigh distributed
anymore. Other models such as the Nakagami distribution that can still be estimated
with the EM algorithm could be used (Destrempes et al., 2008). That would increase
the robustness of the segmentation method to the image acquisition parameters and
equipment.
Finally, some adjustments of the segmentation method might be required for the
processing of coronary IVUS data sets. The size of the windows that defines the neigh-
borhood ν in the computation of the multiple interface speed functions (Eq. 5.3), or
the neighborhood of the lumen and EEM boundary likelihood functions (ν1, ν2 and ν3
Eq. 5.8) would likely need to be adjusted since the size of the coronary wall layers is
different. Moreover, the assignment of the distributions composing the mixture to the
different wall structures for the initial contour calculation (section 5.4.3.1 PDF Classi-
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fication) would also need to be revised to take into account the echogenicity differences
between the peripheral and coronary artery vessel wall layers.
5.8 Conclusion
This study has demonstrated the efficiency of the 3D fast-marching segmentation
using a combination of Rayleigh PDFs and gray level gradient on in-vivo intravascular
ultrasound images of femoral arteries acquired before and after balloon angioplasty.
The segmentation method is highly automated with an interactive initialization proce-
dure. The proposed approach is reliable and has a small variability for the analysis of
in-vivo IVUS images. The usage of the 3D fast-marching segmentation method dra-
matically reduced the analysis time compared to manual contour tracing. It is hoped
that the fast-marching method become a widely used tool for the fastidious and difficult
task of IVUS image processing.
Acknowledgments
This work was supported by grants from the National Sciences and Engineer-
ing Research Council of Canada (138570-6) and the Fonds de la recherche en santé
du Québec. The salaries of G.C., G.S. and M.H.R.C. were partially supported by a
National Scientist award (G.C.), a clinical research scholarship award (G.S.) and a
studentship award (M.H.R.C.) from the Fonds de la Recherche en Santé du Québec.
Complementary studentship awards were obtained from the Groupe de recherche en
sciences et technologies biomédicales of the Institute of Biomedical Engineering of
the University of Montreal and the Fondation J.A. de Sève.
150
Chapitre 6
Discussion et Conclusion
Dans le domaine de l’imagerie vasculaire, différentes modalités permettent d’éva-
luer les plaques d’athérosclérose qui causent la majorité des maladies cardiovascu-
laires. La plupart des méthodes produisent des images qui classifient la pathologie en
différentes catégories (par exemple, pourcentage de sténose < 50%, entre 50% et 75%,
ou > 75%). Pour obtenir des images détaillées de la paroi vasculaire et évaluer préci-
sément le volume de plaque d’athérosclérose d’un vaisseau, l’imagerie IVUS est uti-
lisée. Les images IVUS présentent certaines difficultés qui compliquent le traitement
automatisé des images : artéfacts du cathéter, ombres casées par des calcifications,
vaisseaux collatéraux et speckle ultrasonore sanguin. Une méthode de segmentation
en imagerie IVUS d’artères fémorales a donc été élaborée.
La segmentation est basée sur le fast-marching à interfaces multiples. Les différents
contours de la paroi vasculaire sont détectés simultanément dans les séquences IVUS
3D. Pour ce faire, des interfaces se propagent selon une fonction de vitesse qui dépend
des distributions de tons de gris des composants de la paroi vasculaire et du gradient
d’intensité des images.
La fonction de densité de probabilité (FDP) globale des tons de gris de la séquence
IVUS a été modélisée par une mixture de distributions de Rayleigh. Puisque les distri-
butions de tons de gris des différents tissus présents sur les images sont variables d’une
acquisition à l’autre, la mixture est estimée pour chaque séquence IVUS à segmenter.
Ces différences sont dues aux réglages de l’équipement (par exemple, valeur du gain
ou palette des intensités de gris choisie) et à l’échogénicité spécifique des différents
composants des plaques d’athérosclérose.
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Les multiples interfaces qui effectuent la segmentation par fast-marching se pro-
pagent également en fonction du gradient des tons de gris des images. En effet, cette
information a été combinée au FDPs pour que la méthode utilise des attributs des
contours et des régions de l’image. Il a été montré, au chapitre 4, que de bonnes per-
formances étaient obtenus séparément par les algorithmes utilisant les distributions ou
le gradient des tons de gris avec peu de différences entre les résultats des 2 segmen-
tations. Les différences moyennes entre les contours détectés de façon automatisée et
tracés manuellement étaient tout de même plus faibles avec la méthode utilisant le gra-
dient. Par contre, pour le contour externe du vaisseau, les différences maximales entre
ces mêmes contours étaient plus faibles avec le fast-marching basé sur les FDPs. Il est
donc avantageux de combiner ces informations complémentaires et de les utiliser, tel
que présenté au chapitre 5, pour calculer des contours initiaux dans une procédure qui
requiert très peu d’interactions manuelles, et pour ensuite obtenir une segmentation
précise.
La segmentation comprend une procédure d’initialisation interactive qui a été dé-
crite au chapitre 5. Cette procédure se situe entre une initialisation manuelle et une
méthode entièrement automatique puisque des contours initiaux de la LEE sont cal-
culés automatiquement et proposés à l’utilisateur pour acceptation ou correction. Les
contours initiaux de la lumière sont détectés de façon entièrement automatique. L’ini-
tialisation interactive permet de compenser le manque d’information dans certaines
séquences lorsque de larges calcifications ou collatérales complexifient l’identification
du contour externe de la paroi. De cette façon, aucune séquence n’a été exclue de
l’étude. Un article de conférence présenté dans le cadre des travaux de cette thèse dé-
crit une méthode de segmentation IVUS entièrement automatique qui n’a, par contre,
été validée qu’avec une seule séquence in vivo (voir Roy-Cardinal et al. (2005) à l’an-
nexe II). Cette méthode sert de base à l’initialisation interactive. En effet, une méthode
générale qui peut s’appliquer à une base de données de 20 séquences IVUS in vivo et
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qui demeure entièrement automatique tout en conservant un temps de calcul acceptable
est difficilement praticable.
L’algorithme de segmentation par fast-marching a été validé, au chapitre 5, avec
20 séquences IVUS in vivo et plus de 1500 images analysées manuellement par 2 ex-
perts de l’imagerie IVUS. Aucune différence significative n’a été trouvée entre l’aire
des contours segmentés de façon automatisée et tracés manuellement pour le pour-
tour externe de la paroi vasculaire. Lors de la comparaison de l’aire de la lumière, des
différences statistiquement significatives ont été observées entre les résultats de la seg-
mentation et 1 des experts, mais également entre les contours tracés par les 2 experts.
Ces disparités étaient tout de même faible puisque ces différences d’aire sont restées en
moyenne entre −1 mm2 et 1 mm2 pour tous les contours (moins de 8% de différence).
Également, la base de données IVUS était divisée en trois sous-groupe qui conte-
naient respectivement des acquisitions IVUS pré-angioplastie par ballon, post-interven-
tion et à un examen de contrôle 1 an suivant l’intervention. Cette validation a permis
de vérifier que la méthode peut effectuer l’analyse des différents types de données qui
se retrouvent dans les études cliniques. Dans chacun des sous-groupes et pour tous
les contours, aucune différence significative n’a été constatée entre l’aire des contours
segmentés par fast-marching et tracés par les experts. Les différences moyennes et
maximales entre ces mêmes contours n’ont démontré que peu de différences entre les
sous-groupes. En effet, les données post-intervention semblaient les plus difficiles à
analyser, mais les distances moyennes entre les contours détectés par la segmentation et
tracés manuellement ne dépassaient celles des autres groupes que par 0.01 mm (moins
de 1 pixel) ; les distances maximales ne différaient quant à elles que de 0.06 mm (moins
de 3 pixels) entre les groupes. Il est donc possible d’analyser des séquences IVUS ac-
quises à différents moments d’un essai clinique. L’algorithme de segmentation est donc
versatile tout en requérant peu d’interactions de l’utilisateur.
Le tableau synthèse 2.1 du chapitre 2 a présenté les précisions des méthodes de seg-
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mentation IVUS proposées dans la littérature. Les différences d’aire entre les contours
tracés manuellement et détectés par les algorithmes varient entre −0.21 mm2 et
1.13 mm2 pour le contour de la lumière et entre −0.18 mm2 et 1.5 mm2 pour la LEE.
Les différences d’aire en pourcentage sont entre 0.4% et 15.2% et entre 0.6% et
8.06% pour la lumière et la LEE respectivement. Les résultats obtenus dans cette thèse
avec la segmentation par fast-marching se comparent avantageusement à ceux-ci. En
effet, des différences d’aire entre 0.23 mm2 et 0.71 mm2 pour le contour de la lumière
(entre 3.3% et 8.3%) et entre −0.15 mm2 et 0.10 mm2 pour la LEE (entre −0.4% et
0.5%) ont été mesurées. Il est à noter que les méthodes précédentes ont été dévelop-
pées et validées avec des images IVUS d’artères coronaires de diamètre plus petit que
les artères fémorales.
Enfin, les résultats de la segmentation par fast-marching ont une très faible varia-
bilité avec des différences d’aires entre −0.19 mm2 et 0.007 mm2 (entre −0.8% et
0.03%) pour les contours détectés suite à différentes segmentations. Une grande pré-
cision et une faible variabilité de la méthode d’analyse des images sont nécéssaires
puisque les différences de volume de plaque mesurées lors d’études de recherche cli-
nique peuvent être petites : par exemple, entre 0.6% et 1.9% (Nissen et al., 2004) ou
entre 0.3% et 1% (Tardif et al., 2004).
6.1 Originalité
Cette thèse a présenté la première méthode de segmentation IVUS par fast-
marching ; les interfaces multiples permettent de détecter en parallèle les différents
contours de l’image. L’algorithme de segmentation a été développé pour l’analyse
d’images IVUS de vaisseaux périphériques, plus particulièrement d’artères fémorales.
Les méthodes précédentes de segmentation IVUS ont toutes été mise au point pour
l’analyse d’images d’artères coronaires.
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De plus, 2 fonctions de vitesse originales ont été utilisées dans les articles des
chapitres 4 et 5. La première fonction de vitesse utilisée est basée sur la probabilité
d’occurrence des tons gris dans les différents tissus qui composent l’image IVUS. Une
mixture est estimée pour chaque séquence à segmenter et les distributions qui la com-
posent correspondent aux différents tissus des images IVUS. La deuxième fonction de
vitesse combine les informations provenant de ces mêmes distributions de tons de gris
au gradient des intensités de gris des images.
Une méthode d’initialisation interactive pour le fast-marching à interfaces mul-
tiples a été proposée. La méthode utilise le gradient d’intensité des images et les distri-
butions de tons de gris. L’interaction manuelle est seulement nécessaire pour le contour
externe de la paroi puisque les contours initiaux de la lumière sont calculés de façon
entièrement automatique. L’originalité est reliée à l’introduction d’interactions ma-
nuelles au cours de la segmentation, plutôt que lors d’une étape de corrections des ré-
sultats finaux ou lorsque des contours initiaux sont tracés manuellement comme pour
les autres méthodes de segmentation IVUS. Avec l’étape d’acceptation ou correction
des contours proposés, cette méthode permet d’automatiser au maximum la segmen-
tation lorsque les séquences s’y prêtent et d’éviter de resegmenter complètement une
séquence pour laquelle l’initialisation aurait échouée.
Un dernier élément apporté par cette thèse est l’analyse des résultats de segmen-
tation d’acquisitions effectuées à différents moments d’un essai clinique : pré-angio-
plastie par ballon, post-intervention et à l’examen de contrôle 1 an suivant l’interven-
tion. Cette comparaison a montré que la méthode de segmentation permet de traiter les
données acquises à différents moments du suivi d’un patient.
Il est à noter que la méthode de segmentation par fast-marching utilisant les distri-
butions de tons de gris et le gradient d’intensité des images a été utilisée pour certaines
autres applications. En effet, la segmentation a été utilisée en prétraitement pour le cal-
cul d’élastogrammes IVUS coronariens (Fromageau et al., 2008; Maurice et al., 2008)
156
ou pour l’analyse d’images d’un fantôme d’artères des membres inférieurs pour la vali-
dation de systèmes d’échographie 3D (Janvier et al., 2008; Lécart et al., 2008, accepté
conditionnellement).
6.2 Travaux futurs
6.2.1 Analyse d’images IVUS d’artères coronaires
Bien que l’imagerie vasculaire périphérique utilise de plus en plus l’IVUS, le pre-
mier domaine d’application reste la maladie athérosclérotique coronarienne. En effet,
les essais cliniques qui évaluent les effets de thérapies sur la progression et la régres-
sion de l’athérosclérose à l’aide de l’imagerie IVUS étudient majoritairement les ar-
tères coronaires. Il serait donc avantageux d’adapter le modèle de segmentation par
fast-marching au traitement d’images IVUS coronaires.
Un modèle de distributions de tons de gris plus général que les distributions de Ray-
leigh devrait être utilisé dans ce cas. Avec un modèle plus général, les séquences IVUS
provenant d’acquisitions effectuées sur différents segments artériels ou à diverses fré-
quences d’acquisition (20 à 40 MHz par exemple) ou provenant d’équipements IVUS
utilisant des transducteurs de types différents (à rotation mécanique ou barrette multi-
éléments balayée électroniquement) pourraient utiliser le même modèle de mixture de
fonctions de densité de probabilité. Par exemple, les distributions de Nakagami ont une
forme plus variable que les distributions de Rayleigh et modélisent des tissus avec dif-
férentes tailles et distributions (aléatoires ou organisées) de diffuseurs. Une mixture de
distributions de Nakagami peut être estimée par l’algorithme EM (Destrempes et al.,
2008), tel qu’utilisé dans cette thèse.
Également, à des fréquences plus élevées (30-40 MHz), l’interface lumière-intima
peut devenir plus difficile à identifier puisque le speckle ultrasonore devient plus im-
portant dans le sang. Des informations supplémentaires calculées à partir des images
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IVUS pourraient être nécessaires. Par exemple, la corrélation spatio-temporelle entre
les images pourrait s’avérer utile puisque le speckle décorrèle plus rapidement dans la
lumière que dans la paroi vasculaire.
De plus, pour le traitement d’images IVUS d’artères coronaires, qui sont de plus
petites tailles que les fémorales, certains ajustements devraient être faits lors de l’étape
d’initialisation interactive présentée au chapitre 5. En effet la taille des fenêtres utili-
sées dans les fonctions de vraisemblance des contours (équations 5.7 et 5.8 au chapitre
5) devrait être ajustée pour correspondre aux couches de la paroi vasculaire coronaire
(surtout pour la détection du contour externe de la paroi qui est fonction de la taille
de la média et de l’adventice). Enfin, la taille du voisinage utilisé dans la fonction de
vitesse du fast-marching (équations 5.3 et 5.4 au chapitre 5) pourrait aussi nécessiter
des modifications.
Enfin, un problème supplémentaire qui doit être adressé pour la segmentation IVUS
d’artères coronaires est l’artéfact de mouvement causé par le battement cardiaque. Ce
mouvement amène des translations et rotations du cathéter qui créent des discontinui-
tés dans les images longitudinales puisque la paroi y apparaît en "dents de scie". Les
méthodes de segmentation doivent donc intégrer des algorithmes de correction de ce
mouvement.
6.2.2 Analyse d’images IVUS 2D
Il peut s’avérer intéressant pour les cliniciens d’obtenir une segmentation rapide
sur une image IVUS 2D. Par exemple, lors d’une intervention, un tel résultat permet
de calculer la taille d’un stent à insérer dans la paroi vasculaire. Dans ce cas, des
adaptations doivent être effectuées puisque les coupes longitudinales qui fournissent
de l’information 3D ne peuvent être utilisées lors de l‘initialisation. Une telle initia-
lisation devrait alors être effectuée avec les coupes axiales seulement. Une interface
de correction conviviale pourrait être offerte pour le contour de la LEE pour traiter les
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images plus difficiles.
6.2.3 Optimisation et amélioration de la segmentation
Une optimisation multi-échelle de l’algorithme fast-marching à interfaces mul-
tiples a été utilisée pour la segmentation d’un nombre restreint de séquences IVUS,
telle que présentée dans (Roy-Cardinal et al., 2008) à l’annexe II. Cette optimisation
permet de réduire le temps de calcul puisque la segmentation est effectuée à partir
de contours initiaux longitudinaux seulement. Dans le chapitre 5, la segmentation est
lancée en utilisant des contours initiaux pour les images IVUS transversales qui sont
calculées automatiquement à partir des contours longitudinaux.
En mode multi-échelle, les résultats de la segmentation d’une version des don-
nées à plus faible résolution sont transposés vers un niveau de résolution plus élevé.
Ces résultats transposés permettent de calculer les régions de propagation pour le fast-
marching à la résolution courante plus élevée ; les contours détectés sont donc itérati-
vement corrigés. Lorsque la résolution augmente, la taille de la région de propagation
peut être diminuée. Il est possible d’utiliser des contours initiaux moins précis avec
le fast-marching multi-échelle puisqu’une plus grande région de l’image peut être ex-
plorée à basse résolution. De plus, la segmentation se fait en un temps comparable
au fast-marching régulier ; par contre, puisque les contours initiaux sont calculés plus
rapidement, le temps total de traitement est diminué.
Pour le fast-marching multi-échelle, des modifications de la fonction de vitesse
pourraient être nécessaires pour la segmentation des données en faible résolution. Par
exemple, on pourrait utiliser la probabilité d’occurrence médiane ou le gradient maxi-
mal sur le voisinage du point dont la vitesse de propagation est calculée plutôt que
la moyenne de ces attributs pour éviter un trop grand lissage de l’information sur la
fenêtre de calcul pour le données en basse résolution.
Dans cette thèse, l’initialisation interactive, qui est effectuée successivement sur
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4 coupes longitudinales du volume IVUS, pourrait également être améliorée en modi-
fiant de façon adaptative les paramètres servant au calcul des contours initiaux. Lorsque
l’usager modifie un contour calculé automatiquement, ces ajustements pourraient ser-
vir à améliorer la détection des contours sur les autres coupes de la séquence courante
en ajustant la taille des fenêtres et en donnant des poids appropriés aux différentes in-
formations (gradient et distributions de tons de gris). Les paramètres de calcul seraient
donc optimisés pour la segmentation de chaque séquence.
Enfin, il serait intéressant d’investiguer l’utilisation de l’algorithme du fast-
marching avec vitesse de propagation bidirectionnelle pour améliorer les résultats de
la segmentation (Forcadel et al., 2008). Ceci pourrait augmenter la robustesse de la
méthode en autorisant des changements de topologie, par exemple, pour la segmenta-
tion de dissections de la plaque d’athérosclérose ou de lésions complexes. Également,
il faudrait tester l’algorithme pour évaluer sa capacité de corriger un contour initialisé
incorrectement. Pour cet algorithme, la fonction de vitesse devrait être modifiée pour
prendre des valeurs positives ou négatives (par exemple si l’interface lumière se trouve
dans la paroi vasculaire à cause d’une erreur d’initialisation).
6.2.4 Traitement d’images IVUS dans le cadre d’une étude clinique
Il serait intéressant d’évaluer la performance de la méthode de segmentation par
rapport à l’analyse manuelle des données IVUS dans le cadre d’une étude clinique. De
nombreuses études utilisant l’IVUS ont tirés des conclusions sur différents traitements
de l’athérosclérose à partir de mesures d’aire de contours tracés manuellement pour
la lumière et du contour externe de la paroi vasculaire. Parfois, les séquences sont en-
tièrement analysées manuellement, par exemple dans (Tardif et al., 2004), et d’autres
études évaluent seulement un sous-ensemble d’images, par exemple une image par
millimètre, tel que dans (Nissen et al., 2004). On pourrait vérifier que l’on peut obtenir
les mêmes résultats avec des séquences d’images IVUS analysées de façon automa-
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tisée. Le temps nécessaire à l’analyse des données serait alors un facteur important à
comparer. Un tel projet requiert l’accès à une large base de données IVUS acquises
lors d’une étude clinique qui inclut généralement plusieurs centaines de patients.
6.3 Conclusion
En traitement d’images, les méthodes de segmentation sont dédiées à des applica-
tions précises, particulièrement en imagerie médicale. On s’entend généralement pour
dire que les méthodes générales qui peuvent être appliquées à différents problèmes sans
ajustements de paramètres, contraintes et autres ne sont pas pour un avenir proche. Jus-
qu’à maintenant, les méthodes ayant obtenus du succès sont celles qui s’adressaient à
un problème précis comme en témoigne les centaines de publications décrivant des
méthodes de segmentation d’images médicales.
Une méthode de segmentation précise et nécessitant un minimum d’interactions
de l’utilisateur a donc été élaborée dans le cadre du traitement d’images IVUS. Un
meilleur outil de segmentation IVUS devrait faciliter l’utilisation de cette modalité en
clinique et pour la recherche de traitement de la maladie cardiovasculaire occlusive.
6.4 Annexes
Des documents complémentaires et réalisés dans le cadre de cette thèse se re-
trouvent en annexes :
• L’annexe I présente le brevet :
– Marie-Hélène Roy Cardinal, Guy Cloutier, Jean Meunier, Gilles Soulez et Éric
Thérasse. Automatic Multi-Dimensional Intravascular Ultrasound Image Seg-
mentation Method. 76 pages, USA (#10/579,381), Canada (#2,587,417), Eu-
rope (#04818371.9), Japon (#2006− 538623)., brevet en instance déposé en
novembre 2005.
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• L’annexe II présente les articles de conférence suivants :
– Marie-Hélène Roy-Cardinal, Jean Meunier, Gilles Soulez, Éric Therasse et
Guy Cloutier. Intravascular ultrasound image segmentation : A fast-marching
method. Lecture Notes in Computer Sciences. Proccedings of MICCAI 2003 :
Medical Image Computing & Computer Assisted Intervention., volume 2879,
pages 432-439, 2003.
– Marie-Hélène Roy-Cardinal, Jean Meunier, Gilles Soulez, Roch L. Maurice,
Éric Therasse et Guy Cloutier. Automatic 3D segmentation of intravascular ul-
trasound images using region and contour information. Lecture Notes in Com-
puter Sciences. Proccedings of MICCAI 2005 : Medical Image Computing &
Computer Assisted Intervention., volume 3749, pages 319-326, 2005.
– Marie-Hélène Roy-Cardinal, Marvin Doyley, Ebo Demuinck, John Robb, Jean
Meunier et Guy Cloutier. Intracoronary 3D ultrasound image segmentation :
application to pre- and post-intervention data. First MICCAI Workshop on
Computer Vision for Intravascular and Intracardiac Imaging (CVII)., pages
179-186, Copenhagen, Denmark, 2006.
– Marie-Hélène Roy-Cardinal, Gilles Soulez, Jean-Claude Tardif, Jean Meunier
et Guy Cloutier. Multiscale optimization for the fast-marching segmentation
of three-dimensional intravascular ultrasound images. Second MICCAI Work-
shop on Computer Vision for Intravascular and Intracardiac Imaging Work-
shop (CVII)., pages 96-103, New York, USA, 2008.
• L’annexe III présente les permissions des éditeurs pour la reproduction des ar-
ticles publiés.
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Annexe I
Brevet pour la segmentation IVUS par fast-marching
Cet appendice contient un brevet en instance élaboré à partir des travaux de cette
thèse et déposé en 2005. Le brevet par Marie-Hélène Roy Cardinal, Guy Cloutier, Jean
Meunier, Gilles Soulez et Éric Thérasse s’intitule "Automatic Multi-Dimensional In-
travascular Ultrasound Image Segmentation Method". Les numéros de références pour
les différents pays dans lesquels une demande a été déposée sont : USA (#10/579,381),
Canada (#2,587,417), Europe (#04818371.9) et Japon (#2006−538623).
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Annexe II
Articles de conférence
Cet appendice contient 2 articles des conférences MICCAI ("Medical Image Com-
puting and Computer Assisted Intervention") ayant eu lieu en 2003 et 2005 qui sont
référencés dans le texte par (Roy-Cardinal et al., 2003, 2005). Il contient également 2
comptes rendus des ateliers CVII 2006 et 2008 ("Computer Vision in Intravascular et
Intracardiac Imaging") tenus dans le cadre de la conférence MICCAI (Roy-Cardinal
et al., 2006a, 2008).
Intravascular Ultrasound Image Segmentation :
A Fast-Marching Method
Marie-He´le`ne Roy Cardinal1, Jean Meunier2, Gilles Soulez3, E´ric The´rasse3
and Guy Cloutier1
1 Laboratory of Biorheology and Medical Ultrasonics, University of Montreal
Hospital.
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2 De´partement d’Informatique et de Recherche Ope´rationnelle, University of
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Abstract. Intravascular ultrasound (IVUS) is a medical imaging tech-
nique that not only provides three-dimensional information about the
blood vessel lumen and wall, but also directly depicts atherosclerotic
plaque structure and morphology. Automatic processing of large data
sets of IVUS data represents an important challenge due to ultrasound
speckle and technology artifacts. A new semi-automatic IVUS segmenta-
tion model, the fast-marching method, based on grayscale statistics of the
images, is compared to active contour segmentation. With fast-marching
segmentation, the lumen, intima plus plaque structure, and media con-
tours are computed in parallel. Preliminary results of this new IVUS
segmentation model agree very well with vessel wall contours. Moreover,
fast-marching segmentation is less sensitive to initialization with average
distance between segmentation performed with different initializations
<0.85 % and Haussdorf distance <2.6 %.
1 Introduction
Over the past few years, the intravascular ultrasound (IVUS) technology has
become very useful in research and in some clinical applications, particularly
for studying atherosclerotic disease. IVUS is a catheter based medical imaging
technique that produces cross-sectional images of blood vessels. It also provides
quantitative assessment of the vascular wall, information about the nature of
atherosclerosis lesions as well as the plaque shape and size. IVUS adds comple-
mentary information to angiography when characterizing atherosclerotic plaque
[13]. The tomographic nature of intravascular ultrasound also makes 3D recon-
struction of the vessel wall possible. Furthermore, quantitative measurements of
atherosclerosis disease such as plaque volume, intima-media thickness, vascular
remodeling and lumen area stenosis can be retrieved from IVUS [12]. However,
the amount of data produced by an intravascular ultrasound acquisition can be
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quite large, making the analysis of the data long and fastidious. Automatic image
segmentation should ease the examination of intravascular ultrasound series. On
the other hand, because IVUS image quality remains poor due to speckle noise,
imaging artifacts and shadowing of parts of the vessel wall by plaque components
like calcifications, it is necessary to develop specific segmentation methods.
So far, a number of segmentation techniques have been developed for IVUS
data analysis. A great portion of this work is based on local properties of image
pixels: gradient based region growing [2], gradient active surfaces [7], pixel inten-
sity and gradient active contours [8], graph search using first and second deriva-
tive gradient filters combined to local grayscale properties [3, 9] or Sobel-like edge
operator [19], and multiagent image segmentation [1]. Texture information has
also been investigated as a basis for IVUS segmentation [14]. Finally, optimiza-
tion of a MAP estimator modeling ultrasound speckle and contour geometry
was considered [5]. Still, in 2001, a clinical expert consensus from the Ameri-
can College of Cardiology [12] reported that no IVUS edge detection method
had found widespread acceptance by clinicians. In the present study, usage of
a global image characteristic, i.e. the probability density functions of the IVUS
wall components, combined to a fast-marching segmentation model, a region-
based method handling topological contour changes, is proposed to address the
IVUS segmentation problem.
2 Segmentation Model
2.1 Fast-Marching Method
The fast-marching method is a particular case of the level-set approach intro-
duced by Osher and Sethian to follow interface propagation [15, 16]. The level-set
model defines the interface as the zero level of a function φ of higher dimension.
The φ function moves in its normal direction according to a speed function F .
For a 2D interface, the evolution of φ is given by Eq. (1) with initial surface
φ(x, y, t = 0).
∂φ(x, y, t)
∂t
+ F | ∇φ |= 0 . (1)
The level-set model can be applied to image segmentation by interpreting
image contours as the propagating interface final position [10, 16]. To achieve
this, the speed function should become close to zero when the propagating front
meets with the desired contour thus making the interface stop at this position
and then ending the segmentation process.
Fast-marching consists of the evolution of an interface propagating under a
unidirectional speed function. In this case, the evolving contour must be inside
the region to segment (for a positive speed function or outside for a negative
one). In the fast-marching formulation, the evolution of the contour is expressed
in terms of the arrival time T (x, y) of the contour at point (x, y). The T function
satisfies Eq. (2), stating that the arrival time difference between two adjacent
pixels increases as the velocity of the contour decreases.
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| ∇T | F = 1 . (2)
The propagation of the interface is done via the construction of the arrival
time function. The construction algorithm [17] selects the interface point having
the smallest arrival time and calculates the arrival times of its neighbors, and
so on until the interface has propagated across the whole image. The interface
front is considered as stationary when the time gradient is sufficiently high.
Since multiple contours (lumen, intima and media) must be identified on
the IVUS series, image segmentation is done via a multiple interface extension
of the fast-marching algorithm [18]. A speed function is then defined for each
propagating interface. Also, every interface associated to the vessel wall contours
evolves at a velocity defined in terms of the probability density function Pl∈L
of the corresponding anatomical structure. The propagation speed of interface
m ∈ L, where L is the set 1, 2, . . . , N of the N evolving interfaces, is given by
Eq. (3).
Fm(x, y) =
(
1 +
1
Nν
∑
s∈ν
∑
l 6=m,l∈ L Pl(Is)
Pm(Is)
)−1
. (3)
Where Is is the grayscale of pixel s at position (x, y) in image I, Pl(Is) and
Pm(Is) are the measured occurring probabilities of pixel Is in region l and m.
Because the occurring probability is more significant for a region than for a single
pixel, the speed function is calculated over a certain number Nv of neighbors,
which are the 8-connected pixels around (x, y). According to Eq. (3), the m
interface velocity will always be positive and take higher values when it is inside
a region having a grayscale distribution close to Pm. This velocity function was
chosen because of its general form (no specific PDF is required) and because it
provides neighborhood averaging.
To allow comparison, the segmentation model has also been implemented
using a gradient based speed function of the form F (x, y) = 1/(1 + |∇I(x, y)|).
Notice that the multiple interface fast-marching enables simultaneous segmen-
tation of different parts of the vessel wall.
2.2 Active Contours Model
To compare the new IVUS segmentation method based on the fast-marching,
active contours or snakes, introduced by Kass et al. [6] have also been imple-
mented using PDFs and image gradient. The snake general energy function is
given by Eq. (4). For PDFs based snakes [11], the external energy term satisfies
Eq. (7).
Esnake(V ) =
n∑
i=1
αEd mean(vi) + βEcurv(vi) + γEext(vi, I) . (4)
Ed mean(vi) =| d− | vi − vi−1 || . (5)
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Ecurv(vi) =| vi−1 − 2vi + vi+1 | . (6)
Eext(vi, I) = −
1
Nin
∑
s∈vin
i
lnPin(Is) −
1
Nout
∑
s∈vout
i
lnPout(Is) . (7)
Where V is the set of n points vi making the contour, α, β and γ are weighting
factors, Is is the intensity of pixel s, Ed mean is an energy term keeping distance
between neighboring points close to the mean distance d, Ecurv is the energy
term minimizing the curvature, Pin and Pout are the PDFs inside and outside the
contour. Eext is the energy term related to image I’s characteristics. The energy
function is calculated over regions vini and v
out
i . These regions are delimited by
the current point, the two closest contour points and these three points extended
by five pixels inside and outside the contour along its normal direction. For the
gradient implementation of snakes [7], the external energy function is given by
Eext(vi, I) =
(
gmin(vi) − g(vi)
)
/
(
gmax(vi) − gmin(vi)
)
(8)
where g is the gradient, gmin and gmax are the minimum and maximum values of
gradient among the vi neighbors. Segmentation is finished when minimal energy
is reached. The energy function is minimized by evaluating iteratively the energy
for three contour point neighbors in normal direction, inside and outside the
snake. Neighbors minimizing Esnake(V ) are chosen to replace contour points of
higher energy. Segmentations of the lumen, intima plus plaque structure and
media are performed one at a time.
2.3 Data Initialization
The fast-marching segmentation requires an initialization which was done by the
user on longitudinal images of the IVUS series. Contours were manually traced
on 3 to 4 different cut planes, creating a set of contour points on each IVUS
frame. Then, splines passing through these points were computed and used as
initial contours, directly for the active contours model and slightly shrunk for
the fast-marching algorithm (because the propagating interface must be inside
the region to segment).
2.4 Probability Density Function Estimation
For intravascular ultrasound images, the lumen, intima plus plaque structure,
and media PDFs can be modeled by a shifted Rayleigh law [4]. The PDF, with
parameters {min, a}, is given by
R(u;min, a) =
u−min
a2
exp
(
−
(u−min)2
2a2
)
(9)
with u > min, a > 0, and the variance = a2(4−pi)/2. By measuring the standard
deviation and minimum gray level value of each area outlined by the user’s
initialization, the parameters {min, a} were estimated for each region of interest.
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2.5 Materials
The active contours and the multiple interface fast-marching methods were used
to segment the lumen, intima plus atherosclerotic plaque structure, and media of
a 200 IVUS image series of a femoral artery. Data were acquired with a Jomed
equipment (In-vision gold, Helsingborg Sweden) using a 20 MHz transducer.
Images of size 10 x 10 mm were digitized on 384 x 384 pixel matrices and stored
using the Dicom standard. The acquisition was done at a 10 images/sec frame
rate and the catheter pullback velocity was set to 1 mm/sec generating 0.1 mm
thick slices. Image acquisition was not ECG-gated.
3 Results
In most cases, a qualitative analysis of the PDFs based fast-marching segmen-
tation revealed detected contours that were very close to the lumen, intima and
media boundaries. A typical segmentation result is shown in Fig. 1.
(a) (b) 
Fig. 1. (a) Typical IVUS cross-sectional image and (b) IVUS image with PDFs based
fast-marching detected contours of lumen, intima plus plaque and media.
Fig. 2 and Fig. 3 show a volumic representation of the lumen and media
contours also obtained with PDFs based fast-marching segmentation. On each
figure, 20 of the 200 set of detected contours are drawn over two longitudinal cut
planes of the image series. The other methods (fast-marching with gradient and
active contour with both gradient and PDFs) also provided similar qualitative
results (data not shown).
To quantify the variability of the segmentation under different initializations,
fast-marching and active contour methods, both based on gradient and PDFs,
were applied to a 15-image sequence with three different sets of initial contours.
Table 1 shows the average and Haussdorf distances (maximum distance to the
closest point) between resulting contours. The distances are presented in per-
centage of the image size.
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Fig. 2. Lumen contours from PDFs based fast-marching segmentation displayed over
two IVUS images and two longitudinal cuts.
Fig. 3. Media contours from PDFs based fast-marching segmentation displayed over
two IVUS images and two longitudinal cuts.
4 Discussion
The goal of this work was to demonstrate the IVUS segmentation potential of the
fast-marching method, and the usefulness of region statistics such as probability
density functions of vessel wall anatomical structures. Fig. 1 showed that vessel
wall boundaries can be identified even when the contrast is not very high and
when the shape is irregular as for the luminal contour. Figs. 2 and 3 demonstrated
that segmentation results followed the desired boundaries for a whole volume.
In the case of the snake model, the boundaries seemed to be more affected when
they were not well defined (results not shown).
Table 1. Average distance (AD) and Haussdorf distance (HD) between contours with
different initializations in percent.
AD and HD in %
Lumen
AD HD
Intima
AD HD
Media
AD HD
Fast- Gradient 0.86 2.90 0.88 3.14 0.60 2.65
Marching PDFs 0.74 2.13 0.84 2.57 0.61 2.35
Active- Gradient 0.93 3.33 1.07 3.98 0.65 3.27
Contour PDFs 0.63 3.66 0.78 4.44 0.42 2.47
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Qualitative analysis of the detected contours indicates that the fast-marching
is an accurate segmentation method for intravascular ultrasound imaging, but
this should be further confirmed from validation with several manually traced
contours by independent experts. This step would also enable quantitative ac-
curacy comparison of active contour and evolving interface algorithms. Never-
theless, quantitative evaluation and comparison of the variability or precision of
active contours and fast-marching under different initializations was performed
in Table 1. The average and Haussdorf distance comparison metrics were chosen
instead of area or perimeter differences because they directly depict point to
point contour variations. Table 1 indicates that PDFs based fast-marching has
the smallest Haussdorf distance, which remained under 2.6% for all boundaries,
with a relatively small average distance between contours, of less than 0.84%.
Thus, fast-marching detected contours had small variations when initialized dif-
ferently and the maximum distance to the closest point, representing the worst
case, stayed low. PDFs active contours also had a small average distance of less
than 0.78%, but the worst variation could be higher than for the evolving in-
terfaces. Table 1 also showed that gradient based segmentations, independently
of the method, produced more variations (less precision) than the ones using
grayscale PDFs. This indicates that the PDF information seems more constant
and possibly more reliable over the whole image than the gradient.
These preliminary segmentation results showed that the fast-marching ap-
proach is a promising technique for IVUS image processing. In the near future, a
need would be to automate the initialization step to minimize user’s interactions
by fitting a mixture of PDFs directly to the IVUS image, and then by roughly
estimating an initial segmentation. This way it is hoped that the PDFs based
fast-marching algorithm may become a reliable fully automatic segmentation
tool of choice for IVUS.
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Abstract. Intravascular ultrasound (IVUS) produces images of arteries
that show the lumen in addition to the layered structure of the vessel
wall. A new automatic 3D IVUS fast-marching segmentation model is
presented. The method is based on a combination of region and con-
tour information, namely the gray level probability density functions
(PDFs) of the vessel structures and the image gradient. Accurate results
were obtained on in-vivo and simulated data with average point to point
distances between detected vessel wall boundaries and validation con-
tours below 0.105 mm. Moreover, Hausdorﬀ distances (that represent the
worst point to point variations) resulted in values below 0.344 mm, which
demonstrate the potential of combining region and contour information
in a fast-marching scheme for 3D automatic IVUS image processing.
1 Introduction
Intravascular ultrasound (IVUS) is a medical imaging technique that produces
cross-sectional images of the vascular wall as a catheter is pulled-back inside
blood vessels. The ability of IVUS to characterize the vascular wall was ini-
tially proven in 1989 [1]. Since then, it has become very useful for studying
atherosclerotic disease because quantitative assessment of the wall, information
about the nature of atherosclerotic lesions as well as plaque shape and size are
provided. IVUS is expected to play an important role in atherosclerosis research;
for example, to achieve precise evaluation of the disease in progression-regression
therapies [2]. Experts agree that IVUS imaging adds precious complementary in-
formation to angiography which only shows a projection of the lumen [3].
A typical intravascular ultrasound acquisition contains several hundred of
images making non-automatic analysis of the data long, fastidious and subject
to high intra- and inter- observer variabilities. These could be serious constraints
against the clinical usage of IVUS. There is also some quality issues related to
IVUS imaging due to speckle noise, imaging artifacts and shadowing of parts of
J. Duncan and G. Gerig (Eds.): MICCAI 2005, LNCS 3749, pp. 319–326, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the vessel wall by calciﬁcations. It is thus necessary to develop speciﬁc segmen-
tation methods that take into account the nature of IVUS images.
So far, a number of segmentation techniques have been developed for IVUS
data analysis. A great portion of this work was based on local properties of
image pixels, namely gradient-based active surfaces [4] or multi-agents [5] and
pixel intensity combined to gradient active contours [6]. Graph search was also
investigated using diﬀerent edge operators [7, 8, 9]. Another portion of the IVUS
segmentation work was based on more global or region information. Texture-
based morphological processing was considered [10]. Gray level variances were
then used for the optimization of a maximum a posteriori (MAP) estimator
modeling ultrasound speckle and contour geometry [11]. However, some of these
methods are semi-automatic and others focus on either region or contour infor-
mation without combining them.
The aim of this work was thus to achieve automatic IVUS image analysis
by combining region and contour features in a segmentation model. Since pixel
gray values are distributed according to Rayleigh probability density functions
(PDFs) in B-mode imaging of uniform scattering tissues [12], PDF features can
be of value for IVUS segmentation. In a previous semi-automatic 2D segmen-
tation model[13], gradient- and PDFs-based methods were compared and both
provided results with similar variability (PDFs parameters were calculated from
manually traced regions). The combination of the region statistics and of the
gray level gradient contour information, that are complementary, is thus hypo-
thetically more suitable for IVUS image analysis, especially when the vascular
wall edges are weakly deﬁned. These features were included in a multiple inter-
face fast-marching segmentation [14], that enables simultaneous segmentation of
diﬀerent parts of the vessel wall. In this paper, automatic estimation of the PDF
parameters and initial contours is also presented.
2 Methods
2.1 Fast-Marching Segmentation
The fast-marching method was derived from the level-set model; they both allow
the following of an interface propagating under a speed function F [15]. Fast-
marching can be applied to image segmentation by interpreting an image contour
as the propagating interface ﬁnal position [16]. To stop the evolution of the
interface on image boundaries, the speed function, that is deﬁned in terms of
image or shape features, should become close to zero when the propagating front
meets with object boundaries.
In the fast-marching formulation, where an interface propagates under a uni-
directional speed function, the evolution of the contour is expressed in terms of
the arrival time T (x) of the front at point x = (x1, x2, ..., xn) ∈ n. The T func-
tion satisﬁes Eq. 1, stating that the arrival time diﬀerence between two adjacent
pixels increases as the velocity of the contour decreases.
| ∇T | F = 1 . (1)
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The propagation of the interface is done in 3D via the construction of the
arrival time function map (T map). The construction algorithm [17] selects the
interface point having the smallest arrival time and calculates the arrival times
of its neighbors. Neighbor arrival times are updated by solving a discrete 3D
approximation of Eq. 1. This is repeated until the interface has propagated across
the whole image or until the interface front is considered stationary (when the
time gradient is suﬃciently high).
In IVUS imaging, multiple contours (lumen and media) must be identiﬁed to
characterize plaque development, consequently segmentation was done via a mul-
tiple interface extension of the fast-marching algorithm [14]. For this particular
case, a boundary is deﬁned by the meeting position of two contours propagating
in opposite directions. A speed function must then be determined for each prop-
agating interface; it is deﬁned according to the PDF of the anatomical structure
in which the interface is evolving. The T map is built by selecting the point with
the smallest arrival time value from all interfaces1. For the current study, the
multiple interfaces evolved according to the speed function given by Eq. 2, which
is based on the gray values occurring probability and gradient.
Fm(i, j, k) =
1
Nν
∑
s∈ν pm(Is) + 1/(1 + g(Is)). (2)
g = |∇Gσ ∗ I| (3)
where Is is the gray level value of pixel s in image I; ν is the set of the Nν
neighbors of the pixel positioned at (i, j, k) (the neighbors window size is 7×7×3);
pm(Is) is the occurring probability of pixel Is in the region m; g(Is) is the value
of the gradient g at pixel Is and Gσ is a gaussian smoothing ﬁlter of standard
deviation σ = 2. According to the ﬁrst term of Eq. 2, the velocity of interface m
will take higher values when it is inside a region having a grayscale distribution
close to pm; it will decrease when approaching the boundary since the neighbors
are distributed under other component PDFs.
2.2 Pre-processing
The pre-processing calculations involved the catheter artifact detection and re-
moval; and the feature extraction (PDF mixture parameters and image gradient).
The pixels near the catheter with gray level values that correlated through
the whole IVUS pullback were labeled as being part of the ring-down artifact.
The catheter artifact was removed from the images by subtracting the average
ring-down gray level values from each IVUS 2D frame. The catheter artifact had
to be detected before each segmentation because it is speciﬁc to each pullback.
The speed function of Eq. 2 uses the gray level distributions pm(Is) of the
diﬀerent vessel wall structures. The distribution of a whole IVUS pullback was
thus estimated by a mixture of Rayleigh PDFs, each corresponding to the lumen,
plaque structure of the intima, media, and adventitia plus surrounding tissues.
The mixture PDF pX|Θ with parameters Θ = {(ωm, a2m)}Mm=1 is:
1 A detailed description of the T map construction algorithm can be found in [14].
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pX|Θ(x | Θ) =
M∑
m=1
ωmpm(x | a2m). (4)
pm(x | a2m) =
x
a2m
exp
(
− x
2
2a2m
)
(5)
where X represents the pixels’ gray level taking values in [0, ..., 255] (with x > 0);
M is the number of diﬀerent tissue structures; ωm is the proportion of the
mth component of the mixture; and pm(x | a2m) is the mth tissue Rayleigh
probability density function with parameter a2m, which is related to the variance
σ2m = a
2
m(4 − π)/2 of the distribution.
The mixture parameters Θ were estimated with the Expectation-
Maximization algorithm (EM) that is an iterative computation technique of
maximum likelihood estimates for incomplete data [18].
2.3 Automatic Initialization
Initial contours must be computed to initialize the fast-marching segmentation.
These contours were found on one every three frames to diminish computational
load without losing their 3D continuity.
An initial lumen contour was ﬁrst automatically detected from the IVUS
data. The log-likelihood of the lumen Llum was calculated for each pixel accord-
ing to Eq. 6 and by using the previously estimated lumen distribution of the
PDF mixture.
Llum(i, j, k) =
1
Nν
∑
s∈ν
log plum(Is) . (6)
where plum(Is) is the estimated occurring probability of pixel Is in the lumen
region.
The initial lumen contour was set as a smooth closed curve, not necessarily
circular to preserve the irregular lumen shape, containing the catheter and the
pixels maximizing Llum. The initial media contour calculation was performed
similarly to the lumen initialization. An elliptical contour surrounding the pre-
viously found lumen was grown radially to maximize the media log-likelihood
Lmed also calculated according to Eq. 6 but with the estimated media distribu-
tion pmed(Is). An elliptical contour was searched because the media boundary
is generally smooth and regular (it appears as a hypoechoic ring, see Fig. 2).
These automatically computed initial contours were only rough estimates of
the wall boundaries; they were used to initialize the fast-marching segmentation
that allowed obtaining more precise contours. The initial contour points were
spline-interpolated axially and longitudinally while being forbidden to overlap
to preserve the layered structure of the vessel wall. The fast-marching requires
the initial front to be inside the object to segment, the contours were thus each
shifted radially (10 pixels) in the 2 opposite directions to compute the 2 pairs of
3D tube-like initial interfaces. The interfaces propagating in opposite directions
(and including the exact object border) were thus separated by 20 pixels.
xxxviii-
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2.4 In-Vivo Data and Numerical Simulation
An in-vivo IVUS pullback of 600 frames from a diseased superﬁcial femoral artery
was acquired with a Volcano Therapeutics equipment (In-vision gold, California,
USA) using a 20 MHz transducer. Images of size 10 x 10 mm were digitized on
384 x 384 pixel matrices and stored using the DICOM standard. The acquisition
was done at a 10 images/sec frame rate and the catheter pullback velocity was
set to 1 mm/sec generating 0.1 mm thick 2D slices.
In addition to the in-vivo data, realistic simulations of IVUS data were con-
ducted. Since the exact geometry of simulated data is known, direct calculation
of the detected boundary performance could be obtained. A detailed description
of the image-formation model used to simulate IVUS echograms can be found
in [19]. To generate a realistic vessel geometry, the vessel boundaries (lumen,
plaque of the intima, media) were created from manually traced contours on an
in-vivo IVUS series. The simulated pullback contained 86 IVUS 2D frames.
The automatic 3D segmentation method was applied to the in-vivo and sim-
ulated IVUS images. For validation purpose, the in-vivo IVUS segmentation
results were compared with manually traced contours on 1 every 10 frames;
boundary position from 60 IVUS frames were thus available. Results on simu-
lated data were compared with the exact geometry. The average and Hausdorﬀ
point to point contour distances [20], and wall layer area diﬀerences were calcu-
lated. Hausdorﬀ distance represents the worst case, it is the maximum distance
between between corresponding contour points.
3 Results
As part of the pre-processing, the EM algorithm was applied to the IVUS series to
evaluate the PDF mixture parameters. An example of an automatically detected
Rayleigh PDF mixture and corresponding IVUS pullback histogram is shown in
Fig. 1.
Segmentation results for the automatic 3D fast-marching method combin-
ing PDFs and gradient are shown in Fig. 2. The lumen and media detected
boundaries are presented for typical cross-sectional IVUS images of the whole
3D in-vivo and simulated pullbacks. Table 1 shows the average and Hausdorﬀ
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Fig. 1. Illustration of an automatically detected Rayleigh PDF mixture and corre-
sponding IVUS gray level histogram
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Fig. 2. Segmentation examples on in-vivo and simulated data. Typical IVUS cross-
sectional image (a). Lumen and media detected contours (b). Simulated IVUS cross-
sectional image (c). Lumen and media detected contours (d).
Table 1. Average distances, Hausdorﬀ distances and area diﬀerences between detected
contours on in-vivo and simulated data and the validation contours
In-vivo Data
Lumen Media
Average Distances (mm) 0.083 ± 0.111 0.105 ± 0.094
Hausdorﬀ Distances (mm) 0.344 ± 0.237 0.300 ± 0.104
Area Diﬀerences (mm2) -0.24 ± 1.07 (r=0.974) -0.47 ± 1.14 (r=0.890)
Simulated Data
Average Distances (mm) 0.059 ± 0.069 0.066 ± 0.061
Hausdorﬀ Distances (mm) 0.235 ± 0.105 0.224 ± 0.064
Area Diﬀerences (mm2) 0.18 ± 0.65 (r=0.997) -0.65 ± 0.73 (r=0.976)
The pixel size is 26 x 26 µm2.
distances and the area diﬀerences between the detected contours and the vali-
dation boundaries for the in-vivo and simulated IVUS pullbacks.
4 Discussion
The goal of this work was to demonstrate the feasibility of a fully automatic 3D
fast-marching method for the segmentation of IVUS images when using PDFs
and gradient in the same model.
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No ground truth value was available to evaluate the precision of the calcu-
lated mixture parameters, however a rough comparison, in Fig. 1, of the pull-
back gray level histogram with the estimated Rayleigh PDF mixture showed
good agreement. A qualitative analysis of the automatic fast-marching segmen-
tation combining region and contour information in Fig. 2 revealed detected
contours that were very close to all vessel layers. Fig. 2 also showed that non-
circular lumen contours could be precisely found. For the simulated images, Ta-
ble 1 showed that the detected contours were very close to the simulated vessel
boundaries with average point to point distances below 0.066 mm (2.5 pixels).
Similar distances were obtained for the in-vivo IVUS data with average dis-
tances between 0.083 and 0.105 mm (3 to 4 pixels). Hausdorﬀ distances, which
represent the highest distance between the contour and the validation bound-
ary position, resulted in values below 0.344 mm (13 pixels), this demonstrates
the eﬃciency of the segmentation method. Area diﬀerences between detected
and validation contours showed in Table 1 were slightly higher than the ones
reported in [5, 8] (between −0.14 ± 1.01 and 0.27 ± 0.49 mm2), but the data
was acquired on a femoral artery that is larger than the coronary arteries of
these studies.
These preliminary segmentation results showed that this new IVUS segmen-
tation approach is promising for the processing of large pullbacks without user
interaction. In the near future, the segmentation method will be applied to sev-
eral IVUS series acquired from diﬀerent patients before and after undergoing
balloon angioplasty to characterize the lumen and wall volumic changes over a
whole vessel segment. The complete validation of the segmentation method will
also include several experts’ manually traced contours repeated in time to assess
the performance in terms of intra- and inter-user variabilities.
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Abstract. Intravascular ultrasound (IVUS) is a medical imaging tech-
nique that produces vascular cross-sectional images as a catheter is pulled-
back inside blood vessels. An IVUS segmentation method that is based
on the fast-marching model combining region and contour information
is presented to detect the lumen and vessel wall boundaries. The seg-
mentation method was applied to in-vivo human coronary IVUS data
sets taken before and following balloon angioplasty dilatation and stent
placement. The repeatability of the method was evaluated. Small vari-
ations were obtained when the segmentation was initialized differently
with average distances under 0.040 mm and area differences lower than
0.024 mm2 for both the lumen and vessel detected boundaries. The worst
point to point contour variations stayed below 0.145 mm for all vessel
wall layers. Segmentation results demonstrated the potential of the fast-
marching method for the processing of pre- and post-intervention 3D
IVUS data.
1 Introduction
Intravascular ultrasound (IVUS) is a vascular imaging technique that is used to
study atherosclerosis since it has the ability to show the lumen and the vessel
wall. IVUS produces cross-sectional images as a catheter is pulled-back inside ar-
teries. In addition to the quantitative assessment of the vascular wall, information
about the nature of atherosclerotic lesions as well as the plaque shape and size
are available. IVUS plays an important role in atherosclerosis research with its
possibility to achieve precise evaluation of the disease in progression-regression
therapies [1]. Typically, IVUS series contains several hundred of images that are
subject to ultrasound speckle, catheter artifacts, calcification shadows or move-
ments of the catheter caused by the beating heart. Automated analysis of the
IVUS series is thus necessary. There is also a need for the processing of data
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acquired without ECG-gating to use the vessel pulsation in elastographic com-
putation, for example, to characterize the mechanical behavior of the plaque [2].
Recent work in IVUS segmentation includes methods that are based on ei-
ther contour or region information. Such methods comprise gradient-based active
surfaces [3], graph-search [4] or multi-agents [5] that use local information; and
statistical feature-based maximum a posteriori (MAP) estimator [6] or active
contours [7]. However, some of these methods are not adapted to the segmen-
tation of non ECG-gated acquisition or do not take advantage of the region
information of the ultrasound speckle. Moreover, some only provide a segmen-
tation of the lumen boundary.
We have previously presented in [8] a 3D IVUS segmentation model that was
based on the fast-marching method and used the gray level probability density
functions (PDFs) of the vessel wall structures. Results compared well with a
gradient implementation of the fast-marching method; we thus showed that this
region and contour information could be efficiently combined to provide a fully
automatic segmentation [9]. These previous studies were focused on the segmen-
tation of femoral artery IVUS images. The aim of this work was thus to achieve
the segmentation of coronary IVUS series that include pullbacks taken before
and following balloon angioplasty dilatation and stent placement. The segmenta-
tion is shown to be adaptable to the movement between adjacent frames caused
by the heart contraction and vessel pulsation. A semi-automatic segmentation
method, with reduced user interaction, and that is based on the fast-marching
model combining region and contour information is thus presented to detect the
lumen and vessel boundaries on IVUS pullbacks.
2 Segmentation Method
2.1 Fast-Marching Segmentation
The fast-marching method, a particular case of the level-set model, was devel-
oped to follow the evolution of an interface propagating under a unidirectional
speed function F [10]. In the segmentation framework, an image contour is in-
terpreted as the propagating interface final position [11]. The speed function,
that is defined in terms of image or shape features, should become close to zero
when the propagating front meets with the image object boundaries to stop the
evolution and obtain the segmentation. The evolution of the contour is expressed
as a function of the arrival time T of the front at point x = (x1, x2, ..., xn) ∈ ℜ
n.
The T function satisfies Eq. 1, stating that the arrival time difference between
two adjacent pixels increases as the velocity of the contour decreases.
| ∇T | F = 1 . (1)
The propagation of the interface is done in 3D via a construction algorithm
of the arrival time function map (T map) [12]. Since multiple contours (lumen
and media) must be identified to characterize the plaque development, the seg-
mentation was done via a multiple interface extension of the fast-marching algo-
rithm [13]. Multiple interfaces are defined and propagate according to their own
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speed function. The same speed function Fm as presented in [9] that is defined
according to the image gradient and to the PDF of the anatomical structure in
which the interface is evolving was used:
Fm(i, j, k) =
1
Nν
∑
s∈ν pm(Is) + 1/(1 + g(Is)). (2)
g = |∇Gσ ∗ I|
where Is is the gray level value of pixel s in image I; ν is the set of the Nν
neighbors of the pixel positioned at (i, j, k); pm(Is) is the occurring probability
of pixel Is in the region m; g(Is) is the value of the gradient g at pixel Is and
Gσ is a gaussian smoothing filter of standard deviation σ = 2.5. According to
the first term of Eq. 2, the velocity of interface m takes higher values when it is
inside a region having a grayscale distribution close to pm; whereas it decreases
when approaching the boundary since the neighbors are distributed under other
component PDFs.
2.2 Probability Density Function Estimation
The speed function of Eq. 2 uses the occurring probability of the gray level values
in the different vessel component distributions calculated with pm(Is). The gray
level PDF of each vessel structure must be estimated from the IVUS pullback.
The PDF of the whole IVUS series was modeled as a mixture of PDFs where each
of the mixture distributions corresponds to an IVUS structure (lumen, vessel
wall, surrounding tissues). The mixture PDF pX|Θ that contains M distributions
with parameter Θ = {(ωm, φm)}
M
m=1 is defined by:
pX|Θ(x | Θ) =
M∑
m=1
ωmpm(x | φm) (3)
where X represents the pixels’ gray level taking values in [0, ..., 255]; ωm is the
proportion of the mth component of the mixture; φm is the parameterization
vector of distribution pm. The mixture parameter Θ was estimated with the
Expectation-Maximization algorithm (EM) [14]. A description of the parameter
estimation for IVUS pullbacks with the EM can be found in [8].
2.3 Initial Contour Calculation
Initial lumen and vessel contours must be computed to initialize the fast-marching
segmentation. They were calculated from manually entered contours close to the
external wall boundary on 2 longitudinal views (L-views) of the IVUS volume.
An elliptical contour, passing near the manually entered longitudinal con-
tours and maximizing the vessel boundary likelihood Lves, was set as the initial
propagating interface for the external wall boundary. Lves was defined as:
Lves =
1
Nν1
∑
s∈ν1
log pwall(Is) +
1
Nν2
∑
s∈ν2
log ptiss(Is) +
1
Nν3
∑
s∈ν3
g(Is) (4)
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where ν1 and ν2 are sets of Nν1 and Nν2 pixels in regions of interest respectively
inside and outside the vessel boundary ; ν3 is the set of Nν3 pixels on the
boundary; pwall(Is) and ptiss(Is) are the estimated occurring probabilities of
pixel Is in the wall and surrounding tissues regions respectively ; g(Is) is the
gradient value at pixel Is. pwall(Is) and ptiss(Is) were calculated according to
the previously estimated PDFs of the mixture. Lves reaches a maximum when
the pixels inside and outside the vessel boundary are distributed respectively
according to the wall and surrounding tissues distributions and when the pixels
close to the boundary have a high gradient.
An initial lumen contour was automatically detected inside the initial ves-
sel contour. This contour maximized the lumen boundary likelihood (defined
similarly as Eq. 4). The lumen boundary likelihood corresponded to the sum of
the lumen and wall log-likelihoods in regions of interest respectively inside and
outside the contour and of the image gradient on the boundary.
These initial lumen and vessel contours were then used to compute initial
propagating interfaces for the fast-marching segmentation using the procedure
described in [8].
2.4 In-Vivo IVUS Data
An in-vivo IVUS pullback of 707 frames from a follow-up exam of a patient who
underwent balloon angioplasty dilatation and stent placement on a diseased
coronary artery, and a static data set (acquired with a steady catheter) of 133
frames recorded within a coronary artery before intervention were acquired. A
Galaxy 2 IVUS scanner that was equipped with a 40 MHz Advent rotating
element catheter (Boston Scientific, California, USA) was used. The raw radio-
frequency data in polar format were available. The sampling frequency was 400
MHz; frames contained 256 lines with 2048 samples/line; one line corresponded
to 4 mm. The acquisition was done at a 32 images/sec frame rate. For the follow-
up data set, the catheter pullback velocity was set to 0.5 mm/sec generating
0.017 mm thick 2D slices.
The fast-marching segmentation was performed in polar format on B-mode
images reconstructed with standard envelop detection and log-compression. B-
mode images were under-sampled to 512 samples/line. Images were also con-
verted into the cartesian format to display the detected boundaries.
The two data sets were each segmented with two different sets of initial
longitudinal contours to evaluate the repeatability of the segmentation results
under various initializations. Area differences, and average and Hausdorff point
to point distances between segmentation results from different initial contour sets
were calculated to quantify the repeatability. Average and Hausdorff distances1
directly depict point to point contour variations.
1 Hausdorff distance represents the worst case, it is the maximum distance between
different contours.
xxxviii-
20
3 Results
As part of the pre-processing, the EM algorithm was applied to the IVUS series
to evaluate the PDF mixture parameters. The histogram of the B-mode data
in Fig. 1 shows that shifted Rayleigh distributions would have been necessary
to model the whole IVUS distribution. However, the EM algorithm cannot be
solved analytically with shifted Rayleigh distributions, mixtures of Gaussian
distributions were thus estimated. Since the global distribution (dotted line in
Fig. 1) closely fits the histogram, this approximation seems valid.
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Fig. 1. Example of estimated gaussian PDF mixture and corresponding IVUS gray
level histogram (in light gray). The dotted line corresponds to the global PDF.
An example of manually entered longitudinal contours and corresponding L-
view is displayed in Fig. 2. Detected lumen and external wall boundaries with the
fast-marching segmentation combining PDF and gradient information are shown
in Fig. 3. The lumen and media detected boundaries are presented for typical
cross-sectional IVUS images preceding and following intervention. It should be
noticed that the lumen was detected in a segment that contains a stent.
Fig. 2. Example of a longitudinal view of the IVUS data and of manually drawn initial
vessel wall contours.
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(a) (b)
(c) (d)
Fig. 3. Segmentation examples on in-vivo human coronary data. Typical IVUS cross-
sectional images and detected lumen and external wall boundaries following interven-
tion (a-b) and before intervention (c-d).
Table 1 shows the average and Hausdorff distances, and the area differences
between the detected boundaries from different initial contour sets.
Fig. 4 shows a 3D reconstruction of a the pullback data obtained from a
simple stack of the segmented contours.
4 Discussion
The goal of this work was to evaluate the 3D fast-marching method based on
a combination of PDFs and gradient information for the segmentation of intra-
coronary ultrasound images obtained before and following intervention (balloon
angioplasty and stent placement).
Fig. 1 showed that the EM algorithm estimated a PDF mixture that could
closely model the histogram of a whole IVUS pullback. Some distribution over-
laps are visible in Fig. 1, however they occur for non-adjacent vessel structures,
for example the lumen and hypoechogenic structures of the surrounding tissues.
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Table 1. Average distances, Hausdorff distances and area differences between detected
contours from different initializations.
Lumen Media
Average Distances (mm) 0.034 ± 0.054 0.040 ± 0.053
Hausdorff Distances (mm) 0.137 ± 0.115 0.145 ± 0.090
Area Differences (mm2) 0.024 ± 0.181 (r=0.99) 0.010 ± 0.257 (r=0.99)
Fig. 4. 3D reconstruction (from a simple contour stacks) of the segmented vessel wall.
The lumen is displayed in dark gray and the external vessel boundary is the transparent
white structure. A stent was present within the vessel wall of this IVUS acquisition.
The typical results of Fig. 3 shows, according to a qualitative examination,
that the lumen and external wall boundary were detected precisely. A quanti-
tative evaluation of the segmentation variability was performed in Table 1. It
shows that the detected boundaries had small variations when the segmentation
was initialized differently with average distances under 0.040 mm and area dif-
ferences lower than 0.024 mm2 for both the lumen and vessel boundaries. The
Hausdorff distances that represent the worst variation between contours stayed
under 0.145 mm for all vessel layers.
The vessel reconstruction of Fig. 4 clearly shows the movement of the wall
caused by the beating heart and the vessel pulsation. When compared with
the straight initial L-view contours of Fig. 2, the detected boundaries adapt
really well to the moving vessel wall of a non-gated acquisition. The pulsation
movement was detected for the external wall boundary even in the presence of
a stent that produced shadow artifacts.
An IVUS segmentation method that we presented in [8] was previously vali-
dated with pullbacks acquired on femoral arteries. The difference between the
segmentation results and manually drawn validation contours was in the range
of the intra- and inter-user variabilities. Even though this method required more
user interaction and compared PDF- and gradient-based fast-marching instead
of combining them, the previous validation gives confidence in the accuracy of
the segmentation method presented in this study. However, the validation with
manually drawn contours by IVUS experts should be extended to pre- and post-
intervention coronary IVUS images.
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Abstract. Intravascular ultrasound is a medical imaging technique that
produces cross-sectional images of the vascular wall as a catheter is
pulled-back inside blood vessels. A multiscale 3D fast-marching method
with minimal user interaction is presented for the detection of the lu-
men and external vessel wall boundaries. The proposed segmentation
framework is based on a combination of local and global image features.
The method was applied to 5 in-vivo pullback datasets of 678 images on
average acquired on diseased femoral arteries. No difference was found
between the contour area measurements of the lumen and external vessel
wall from the segmentation results and manually drawn contours by ex-
perts. Area differences between segmentation and validation contours of
-1.9 ± 8.7 % and -1.8 ± 2.5 % were respectively found for the lumen and
the external vessel border. The multiscale optimization of fast-marching
provides accurate results with 40 % less computation.
1 Introduction
Intravascular ultrasound imaging (IVUS) provides high-resolution axial images
of the lumen and vessel wall as a catheter is pulled-back inside blood vessels.
IVUS imaging has been used in several studies that evaluated the effect of ther-
apies on atherosclerosis [1]. IVUS datasets provide information on the lumen
cross section area, the wall thickness and on the length, volume and position
(concentricity or eccentricity) of the lesion. Moreover, IVUS is becoming a tool
of choice in the treatment of peripheral disease [2]. IVUS acquisitions often
contain several hundreds of images that are subject to artifacts such as ultra-
sonic speckle, catheter ring-down or calcification shadows. Automated segmen-
tation of the IVUS series is thus desirable for the analysis of the voluminous
datasets acquired in clinical trials evaluating the progression and regression of
the atherosclerotic disease.
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Recent works in IVUS image segmentation include models that are based on
edge information. Active contour models were considered with implementations
based on gray level gradient with automatic initialization [3] and gradient vec-
tor flow of canny edge maps [4]. A graph search algorithm implemented using
gray level properties and first- and second-derivative gradient filters was also
described [5]. Another edge based segmentation model relies on a multi-agent
method [6].
A fast-marching method for the segmentation of IVUS images based on the
intensity gradient and probability density functions (PDFs) of the vessel wall
components was proposed in [7]. An interactive initialization procedure was used
for the segmentation. The aim of the current work was thus to identify the
luminal and outer vessel (or external elastic membrane, EEM) borders on IVUS
sequences of diseased femoral arteries with an optimized segmentation method
where the initialization and segmentation computation load is reduced with the
multiscale optimization of the fast-marching method.
2 Fast-Marching Segmentation and Multiscale
Optimization
The fast-marching method, a particular case of the level-set model, was devel-
oped to follow the evolution of an interface propagating under a unidirectional
speed function F [8]. In the segmentation framework, the detected boundary
is defined as the propagating interface final position [9]. The speed function is
defined in terms of image or shape features. When the propagating front meets
the boundaries of the image objects, the velocity should tend toward zero to
stop the segmentation. The evolution of the contour is expressed as a function
of the arrival time T of the front at a point in the image. The T function satis-
fies Eq. (1), stating that the arrival time difference between two adjacent points
increases as the velocity of the contour decreases.
| ∇T | F = 1 . (1)
For the segmentation of IVUS images, the luminal and EEM borders must be
identified. Both contours were detected in parallel using a multiple interface
extension of the fast-marching algorithm [10]. For this particular case, a bound-
ary is defined as the meeting position of two fronts propagating in opposite
directions. Each of the multiple interfaces was propagated according to a speed
function defined in terms of the image gradient and the PDF of the correspond-
ing wall component [7, 11]. The propagation speed Fm of interface m is given
by :
Fm(i, j, k) = αFm,pdf (i, j, k) + βFm,grad(i, j, k). (2)
where Fm,pdf (i, j, k) and Fm,grad(i, j, k) are the speed function components, at
position (i, j, k) in the IVUS image volume I. They are respectively defined in
terms of the PDF and intensity gradient components; α and β are the weights
of the velocity components.
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A multiscale optimization of the fast-marching method was used to provide
large exploration regions to the propagating fronts with less computation. The
segmentation results of a lower resolution representation of the data were mapped
into the next level of resolution. These mapped results were used to initialize the
front propagation at this higher resolution level. At a resolution level l, a pixel
represents a 2l×2l block of pixels from the original image. To overcome this lost
of information, a PDF-based energy function calculated using the whole data at
each resolution was proposed in [12] for a multiscale deformable template. The
fast-marching speed function was adapated using this approach. The PDFs and
image gradient computed on the original dataset were thus used at each scale.
To obtain a multiscale fast-marching method without information loss, the
velocity function of Eq. (2) was thus redefined as :
F lm(i, j, k) = αF
l
m,pdf (i, j, k) + βF
l
m,grad(i, j, k), (3)
where F lm,pdf (i, j, k) and F
l
m,grad(i, j, k) are the speed function components of
the pixel positioned at (i, j, k) in the IVUS image volume Il at resolution level l.
The multiscale velocity function components were defined as :
F lm,pdf (i, j, k) =
1
Nν
∑
q∈ν
∑
s∈bl
q
pm(ys). (4)
F lm,grad(i, j, k) =
1
1 +
∑
s∈bl
q
|gσ(ys)|
. (5)
where ν is the set of the Nν 3D neighbors of the pixel positioned at (i, j, k); b
l
q
is the 2l × 2l block of pixels of the highest resolution dataset corresponding to
the point q; ys is the gray level value of the pixel positioned at s in the original
dataset; and gσ(ys) is the gaussian filtered (with standard deviation σ) gradient
g at pixel ys.
With these speed functions, the occurring probability of the point q in the
image volume Il, when the propagation is done at level l, was replaced with
the average of the occurring probabilities of the 2l × 2l block of pixels from the
original dataset. Similarly, the gradient at q was replaced with the average value
of the pixel block gradient. The initial resolution level was set to l = 2.
Pre-processing. The IVUS images were converted in the polar format and
all processing was performed in this format. The pre-processing calculations
involved the catheter artifact detection and removal, the estimation of the PDF
parameters and the intensity gradient computation.
The pixels near the catheter with gray level values that correlated highly
(with r > 0.9) through frames across the whole pullback were labeled as being
part of the ring-down artifact and subtracted from the 2D IVUS frames. This
catheter related artifact was detected for each dataset because it is specific to
the catheter used to scan a given patient.
The speed function of Eq. (4) uses the occurring probability of the gray level
values in the different vessel component distributions calculated with pm(ys).
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The gray level PDF of the whole IVUS pullback was modeled as a mixture of
Rayleigh PDFs [13] where each distribution corresponds to a vessel structure
(lumen, vessel wall, surrounding tissues). The PDF mixture pY |Θ that contains
M Rayleigh distributions with parameter Θ = {(ωm, a
2
m)}
M
m=1, was defined by:
pY |Θ(ys | Θ) =
M∑
m=1
ωmpm(ys | a
2
m) (6)
where ωm is the proportion of the m
th component of the mixture so that∑M
m=1 ωm = 1; am is the parameter of the Rayleigh distribution pm. The
Rayleigh distribution is defined by:
pY (ys; a
2) =
ys
a2
exp
(
−
y2s
2a2
)
(7)
with ys > 0 and the variance σ
2 = a2(4 − pi)/2. The mixture parameter Θ was
estimated with the expectation-maximization algorithm (EM) [14]. A detailed
description of the estimation of a Rayleigh PDF mixture is provided in [11].
The speed function of Eq. (5) uses the gradient that was computed along the
radial lines using a radial difference operator.
Initialization. The initialization procedure was divided in two steps: auto-
matic lumen initialization and interactive EEM initialization. All initial contour
computations were performed on longitudinal views (LViews) of the IVUS vol-
ume. The initialization procedure was based on the method described in [7].
With the multiscale fast-marching, only LViews need to be initialized whereas
cross-sectional images were also necessary in [7].
Four LViews were selected at regularly spaced angles over 360 degrees. The
lumen longitudinal contours were automatically detected: they were positioned
outside the catheter and grown to maximize the lumen likelihood computed
according to the lumen PDF pLum:
LLum(i, j, k) =
1
Nν1
∑
s∈ν1
log pLum(ys) (8)
where ν1 is the set of the Nν1 pixels inside the contour. The longitudinal EEM
contours were then interactively detected. Smooth contours surrounding the pre-
viously found lumen were grown radially to maximize the EEM log-likelihood :
LEEM (i, j, k) =
1
Nν1
∑
s∈ν1
log pinEEM (ys)
+
1
Nν2
∑
s∈ν2
log poutEEM (ys) +
1
Nν3
∑
s∈ν3
gσ(ys) . (9)
where ν1 and ν2 are sets of Nν1 and Nν2 pixels in regions of interest respectively
inside and outside the vessel boundary ; ν3 is the set of Nν3 pixels on the bound-
ary; pinEEM (ys) and poutEEM (ys) are the estimated occurring probabilities of
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ys in the tissue regions inside and outside the EEM, respectively; and gσ(ys) is
the value of the filtered gray level gradient at ys.
These automatically detected EEM contours were then proposed to the user
and corrected if necessary. The initial longitudinal contours were directly con-
verted into propagation regions for the fast-marching segmentation [11].
3 In-Vivo IVUS Data
A total of 5 in-vivo IVUS pullbacks of 600 to 989 frames from diseased superfi-
cial femoral arteries were acquired with a Volcano Therapeutics IVUS imaging
system (In-vision gold, California, USA) using a 20 MHz transducer. Images of
size 10 x 10 mm were digitized on 384 x 384 pixel matrices and stored using the
DICOM standard. The acquisition was done at a 10 images / sec frame rate and
the catheter pullback velocity was set to 1 mm / sec.
The multiscale segmentation method was applied to the in-vivo IVUS datasets.
For validation purpose, the segmentation results were compared with manually
traced contours from two experts on 1 every 10 frames. Results were also com-
pared with an implementation of the fast-marching without the multiscale op-
timization. The average and maximum (or Hausdorff) point to point contour
distances, area and percentage of area difference were calculated for the lumen
and EEM boundaries.
A two way analysis of variance was carried out for the average and Hausdorff
distances, and for the area measurements; multiple pairwise comparisons with
Tukey tests were performed. The accuracy of the segmentation was compared to
the inter-user variability. All statistical analyses were performed with SigmaStat,
version 3.11, Systat Software Inc., San Jose, California, USA.
4 Results
Typical segmentation results for the multiscale 3D fast-marching method com-
bining PDFs and gradient are shown in Fig. 1. The lumen and EEM boundaries
are presented for cross-sectional IVUS images from pullbacks acquired on 4 dif-
ferent patients. The segmentation, including the interactive initialization, was
performed in 1.1 sec / image instead of 1.7 sec / image for the implementation
of the algorithm without the multiscale optimization corresponding to a 40 %
improvement of the processing time.
Table 1 shows the average and Hausdorff distances between the detected
contours and the validation boundaries. The area measurements and percentage
of area difference are also shown in Table 1. No difference was found between
the area measurements computed from the detected contours and the experts’
validation boundaries; small area differences lower than −1.9% were obtained.
However, statistically significant differences for the average and Hausdorff dis-
tances were found (p < 0.01) for the lumen and EEM.
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(a) (b)
(c) (d)
Fig. 1. Typical intravascular ultrasound cross-sectional images, corresponding segmen-
tation results (solid contours) and manually traced contours by one of the experts
(dashed contours). The lumen and EEM detected boundaries are drawn.
Table 1. Segmentation accuracy: average and Hausdorff distances; and area measure-
ments of manual segmentation and detected boundaries.
Man-Man AutoMulti-Man Auto-Man
Lumen AD (mm) 0.08±0.03 0.12±0.06 0.10±0.05
EEM AD (mm) 0.05±0.03 0.09±0.03 0.07±0.03
Lumen HD (mm) 0.20±0.10 0.37±0.20 0.34±0.18
EEM HD (mm) 0.14±0.08 0.23±0.09 0.22±0.12
Lumen Area Difference (%) -5.1±4.2 -1.9±8.9 0.7±8.0
EEM Area Difference (%) -0.4±2.5 -1.8±2.5 -0.07±2.7
Manual AutoMulti Auto
Lumen Area (mm2) 17.9±5.6 17.4±5.2 17.9±5.4
EEM Area (mm2) 29.4±5.1 28.9±5.2 29.4±5.1
Man-Man shows the difference metrics between the manually traced contours of the
two experts, AutoMulti-Man and Auto-Man shows the difference between the manual
boundaries and the segmentation results respectively with and without the multiscale
optimization. AD is the average distance; HD is the Hausdorff distance. Lumen and
EEM areas show the average areas of the experts and segmentation contours with
(AutoMulti) and without (Auto) the multiscale optimization. The pixel size is 26 x
26 µm2. Statistically significant differences (p < 0.01) were found for the lumen and
EEM between the Man-Man and AutoMulti-Man, between the Man-Man and Auto-
Man and between the AutoMulti-Man and Auto-Man columns for the AD and HD.
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5 Discussion
A multiscale optimization of the fast-marching method based on the vessel com-
ponent PDFs and gradient was presented for the segmentation of IVUS images.
A qualitative examination of the typical results of Fig. 1 reveals that the lu-
men and EEM boundary were close to the manually drawn contours. Accurate
segmentation results were found for different types of plaque: a plaque with a
brighter section (Fig.1 (a)), a large plaque (Fig.1 (b)), an irregular eccentric
plaque (Fig.1 (c)); or for a thin hypoechogenic wall (Fig.1 (d)).
A quantitative evaluation of the segmentation accuracy was performed in
Table I. It shows that the average and maximum point to point distances be-
tween the detected and manually traced boundaries were higher than the inter-
user variability. However, these differences correspond to variations close to the
boundaries since no difference was found between the area measurements and
small percentages of area differences of -1.9 % and -1.8 % were obtained for
the lumen and EEM, respectively. These values are in the range of the experts’
variability of -5.1 % and -0.4 % for the lumen and EEM, respectively. The area
measurements are important since they are used in the computation of the steno-
sis percentage, lumen and wall volumes, wall thickness, and plaque burden to
evaluate the atherosclerotic disease. In [4], percentages of area differences, for the
lumen and EEM respectively, of 11.09% and 4.98% for the interactive version of
their active contours and of 10.95% and 7.27% for their automatic segmentation
that are higher than those achieved with the multiscale fast-marching presented
here were obtained. Absolute area differences were presented in [3, 5, 6], but it is
difficult to compare with these methods since the measurements were made on
coronary vessels that are smaller than femoral arteries.
The multiscale optimization provided accurate results on areas with less ini-
tialization computation. An improvement of 40 % of the computation time was
feasible without sacrificing the accuracy since average and Hausdorff distances
in a close range to those obtained without the multiscale optimization were com-
puted and no difference was found for the area measurements (see Table 1). This
was possible due to the fast coarse exploration of a wide area that was performed
with the low resolution dataset to correct the rough initialization contours. At
the higher resolution, a fine segmentation was performed in smaller propagation
areas. The initialization was thus performed with LViews only. Without the mul-
tiscale scheme, a more precise initialization procedure must be performed on the
cross-sectional frames and the segmentation must be done over a larger area of
the highest resolution dataset hence the larger computation time.
These segmentation results on a small database of femoral artery IVUS im-
ages showed that the vessel wall boundaries were accurately detected with less
computation. The usage of local and global image features such as the gray
level gradient and PDFs in a fast-marching model provided a robust segmenta-
tion that was optimized in a multiscale framework. Further investigations on a
larger IVUS database will provide a more precise evaluation of the multiscale
optimization performances.
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