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Abstract
A version of Burnside’s theorem states that if F is an arbitrary field and A ⊂ Mn(F)
is an irreducible (or, equivalently, transitive) subalgebra containing a rank-one matrix, then
A = Mn(F). The present paper shows that if F is replaced by a division ring D, then every
transitive left subalgebra of Mn(D) containing a rank-one matrix is equal to Mn(D). (Here,
by a left algebra we mean a ring which is also a left D-module.) Counterexamples are given
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of quaternionic matrices contain rank-one idempotents and their structures are classified.
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1. Introduction
Extensions of results about reducibility and triangularizability of semigroups or
algebras of matrices to the case where the underlying field is replaced by a general di-
vision ring has been of interest. (See [5–7] for general discussions and [2,3,9,12–16]
for particular results.) We have to acknowledge that our familiarity with the subject
is through linear algebra and operator theory; we have to apologize for our lack of
knowledge of the related literature in abstract algebra.
Let D be a division ring and let Dn be the right D-space of n × 1 (column) vec-
tors with entries in D; that is, the addition x + y is defined componentwise and
the multiplication of the scalar λ ∈ D into the vector x = (xi)ni=1 ∈ Dn is defined
by xλ := (xiλ)ni=1. For an n × n matrix A and an n × 1 vector x with entries in
D, the usual matrix multiplication Ax yields a linear operator on Dn. Let Mn(D)
be the ring of all n × n matrices with entries in D equipped with usual addition
A + B := [aij + bij ] and multiplication AB :=
[∑
k aikbkj
]
, where A = [aij ] and
B = [bij ] are matrices in Mn(D). Since I ∈ Mn(D), the scalar multiplications λA
or Aλ in Mn(D) can be respectively defined as the multiplication of the diagonal
matrix with diagonal (λ, . . . , λ) from left or right into the matrix A. Thus Mn(D)
can be viewed as both a left D-module and a right D-module. However, a general
left D-submodule of Mn(D) need not be a right D-submodule and vice versa.
Throughout the paper, by a left subalgebra of Mn(D) we mean a subring of
Mn(D) which is also a left D-module. A right subalgebra is defined in a similar
manner. A left algebra which is also a right algebra is called a bialgebra.
Definition 1.1. Let D be a division ring and let n be a positive integer.
(a) A nonempty collectionA of operators on a right vector spaceV over D is called
irreducible if it is nonzero and has no invariant subspace other than {0} andV;
i.e., if M is a nonzero right subspace of V and AM ⊂M for all A ∈A, then
M =V. In particular, a subringA of Mn(D) is irreducible, if Dn, viewed as a
leftA-module, has no proper submodules that are right D-spaces.
(b) A nonempty collectionA of operators on a right vector spaceV over D is called
transitive if, for every nonzero x ∈V and every y ∈V, there exists A ∈A such
that Ax = y.
Notes
(i) The definition of a left or a right subalgebra of Mn(D) is independent of the
vector space Dn and its chirality (left-handedness or right-handedness). If a left
or a right subalgebra of Mn(D) contains the identity, then it is both a left and a
right subalgebra (i.e., a bialgebra in our terminology).
(ii) A transitive left subalgebra of Mn(D) acting on the right vector space Dn of
column vectors is irreducible. Theorems 2.4 and 3.1 show that irreducibility
does not imply transitivity. If D is a field, the two notions are equivalent.
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(iii) In Theorem 2.1 we will show that an irreducible left subalgebra of Mn(D) con-
tains I and hence is a bialgebra.
Burnside’s theorem [1] says that if D is an algebraically closed (commutative)
field, then Mn(D) is the only irreducible subalgebra. (We refer to [6,10,11] for a
general discussion of the subject, and to [4,8] for proofs similar to our approach
below.) The requirement that D be algebraically closed is needed only to prove the
following simple lemma. Let us first fix notations needed for the rest of the paper.
The kernel and the rank of an operator or a matrix A are denoted by ker(A) and
rank(A), respectively; the range of A is denoted by ran(A).
Lemma 1.2. LetA be an algebra of operators defined on a finite dimensional vec-
tor space over an algebraically closed field D. Assume an idempotent E ∈A has
the property that rank(EAE) is equal to either 0 or rank(E) for all A ∈A. Then
EAE|ran(E) consists of multiples of the identity.
Proof. For every A ∈A let λA be an eigenvalue of EAE|ran(E). Then E(λAI −
A)|ran(E) has rank less than rank(E). Thus E(λAI − A)|ran(E) = 0. 
The main aim of the present paper is to extend Burnside’s theorem to the case
of left subalgebras of n × n matrices with entries in a general division ring. (See
Theorem 2.4 below.) The left algebras are assumed to be irreducible or transitive. A
further condition is imposed to compensate for the lack of eigenvalues in this case.
This additional condition is stated in terms of a property of idempotents defined in
the following definition as satisfying a weak form of the hypothesis of Lemma 1.2.
Definition 1.3. A nonzero idempotent E in a left subalgebra A is called tight if
EAE has rank equal to either 0 or rank(E) for all A ∈A.
Fix the chirality of Dn as a right vector space. We will show that an irreducible
left algebra of Mn(D) contains tight idempotents, and ifA is transitive and contains
a rank-one matrix, thenA = Mn(D). In the weaker case that transitivity is replaced
by irreducibility, we show that TAT −1 spans the left vector space Mn(D) for some
T ∈ GLn(D).
The last section of the paper deals with matrices having entries in the division
ring of real quaternions. We show that Burnside’s theorem remains valid if n is odd
and provide counterexamples for even integers n.
We conclude this section with some results which are well-known for fields and
are likely known to experts on division rings. We provide proofs for the reader’s
convenience. Tight idempotents can be obtained as polynomials of nonnilpotent
matrices of minimal rank in A. To see this, we need parts of the primary decom-
position theorem that remain valid for right vector spaces over division rings. The
following Propositions 1.4 and 1.5 contain what we need. The proofs are, for the
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most part, imitations of the proofs known for fields. Part (g) of Proposition 1.4 can
be found in [11, Lemma 2.1.10]. Part (h) is due to Levitzki and has been revisited in
[7,11,15] and elsewhere.
Proposition 1.4. Let V be an n-dimensional vector space over a division ring D
and let A and B be linear operators onV. Then the following hold:
(a) (The rank theorem) n = nul(A) + rank(A), where nul(A) := dim(ker(A)). Con-
sequently, if A,B ∈ Mn(D) and BA = I, then AB = I.
(b) If V = Dn and A ∈ Mn(D), the range and the kernel of A − λI are hyperin-
variant subspaces of A for any λ in the centre Z(D) of D; i.e., they are invariant
subspaces of every linear transformation commuting with A.
(c) Let r be a positive integer. Then ran(Ar) = ran(Ar+1) if and only if ker(Ar) =
ker(Ar+1) if and only if V = ker(Ar) ⊕ ran(Ar). In this case, ker(Ar) =
ker(Ar+k) and ran(Ar) = ran(Ar+k) for all integers k  0.
(d) rank(AB)  min{rank(A), rank(B)}.
(e) If A, B, BA, and ABA are operators of ranks 0 or k for a constant k, and if
(BA)2 = 0, then ABA = 0.
Moreover, ifS is a multiplicative semigroup of linear operators onV and if I
is a nonzero semigroup ideal inS, then the following hold:
(f) If the nilpotent operators in I form a nonzero ideal in I, thenS is reducible.
(g) If the collection I is reducible, thenS is reducible.
(h) (Levitzki’s theorem) If S consists of nilpotent operators, then it is triangular-
izable; that is, there exists a basis φ1, . . . , φn for V such that 〈φ1, . . . , φk〉 is
an invariant subspace ofS for every k = 1, . . . , n, where 〈X〉 denotes the right
subspace generated by a subset X.
Proof. The proof of parts (a) and (b) is essentially the same as in the case that D is
a field. Note that, if λ ∈ Z(D), then λIx = xλ.
The proof of (c) follows from the rank theorem and the fact that ker(Ar) ∩
ran(Ar) = {0}.
For (d), the inequality rank(AB)  min{rank(A), rank(B)} follows from the rank
theorem and the facts that ran(AB) ⊂ ran(A) and ker(B) ⊂ ker(AB).
For (e), assume without loss of generality that A, B, and BA are of rank k.
Since (BA)2 = 0, ran(BA) ⊂ ker(BA). Also, since ker(A) ⊂ ker(BA), it follows
that ker(BA) = ker(A) and hence ABA = 0.
For part (f), let I1 denote the set of all nilpotent operators in I whose ranks
are 0 or k, where k is positive and minimal. It is easy to see that I1 is a (2-sided)
ideal ofI and A2 = 0 for all A ∈ I1. Fix x ∈ Dn and A ∈ I1 such that Ax /= 0. In
view of (e), the (right) linear space generated by {BAx : B ∈ I1} is an invariant
subspace of I1 included in ker(A). Thus I1 is reducible. To complete the proof of
(f), it is thus sufficient to prove (g).
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For the proof of (g), letM be a (nontrivial) invariant subspace of I. Then 〈SI
M ∪ISM〉 is a (possibly zero) subspace invariant under S included in M. If
SIM ∪ISM = {0}, then 〈SM〉 is a (possibly zero) subspace invariant under
S included in ∩{ker(J ) : J ∈ I}. Finally, if SM = {0}, then M is a (nontrivial)
invariant subspace ofS.
The proof of (h) follows by induction on the dimension of the space and the fact
that the restriction and quotient of a nilpotent operator with respect to an invariant
subspace are both nilpotent. 
Note. Part (a) of Proposition 1.4 contains a simple proof of Proposition 4.1 of [17]
about quaternionic matrices.
Proposition 1.5. Let A ∈ Mn(D) and assume ker(A) = ker(A2). Then there ex-
ists an idempotent E in the left subalgebra generated by A which projects Dn onto
ran(A) along ker(A).
Proof. Let At + ft−1At−1 + · · · + f1A + f0I = 0 for some f0, f1, . . . , ft−1 ∈ D,
where t is minimal. (The existence of such a polynomial follows from the fact
that Mn(D) is an n2-dimensional linear space.) Then −f0I = (At−1 + ft−1At−2 +
· · · + f1I )A. If f0 /= 0, then ker(A) = {0} and E = I = (−f0)−1(At−1 +
ft−1At−2 + · · · + f1I )A is the desired idempotent. If f0 = 0, then (At−1 +
ft−1At−2 + · · · + f1I )A = 0. We claim f1 /= 0. If not, then (At−2 + ft−1At−3 +
· · · + f2I )A2 = 0. Since ran(A2) = ran(A), it follows that (At−2 + ft−1At−3 + · · ·
+ f2I )A = 0 and hence t is not minimal. This is a contradiction.
Let G = f −11 At−1 + f −11 ft−1At−2 + · · · + I . Since A and A2 have the same
rank, it follows from Proposition 1.4(c) that Dn = ker(A) ⊕ ran(A) and G(x ⊕ y) =
x for all x ∈ ker(A) and y ∈ ran(A). Thus G is the projection onto ker(A) along
ran(A). It is now clear that E = I − G is an idempotent belonging to the left algebra
generated by A and projects Dn onto ran(A) along ker(A). 
2. General division rings
The main results of this section are Theorems 2.1 and 2.4. The first one studies the
structure of the irreducible left subalgebras and the second one shows that the only
transitive left subalgebra of Mn(D) containing a rank-one matrix is Mn(D) itself.
Theorem 2.1. LetA be an irreducible left subalgebra of Mn(D) for some division
ring D. Let k be the minimal positive rank in A. Then n = mk for some integer
m and there exist tight idempotents E1, . . . , Em of rank k in A such that EiEj =
δijEi for i, j = 1, . . . , m, and I = E1 + · · · + Em. In particular, I ∈A andA is
a bialgebra.
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Proof. Let I1 be the 2-sided ideal in the semigroup S1 =A consisting of 0 and
all matrices of rank k. SinceA is irreducible, the ideal I1 is irreducible and hence,
in view of Levitzki’s theorem, contains a nonnilpotent matrix A. Since k is minimal,
rank(At ) = k for all t  1. By Proposition 1.5, there exists an idempotent E1 of rank
k inA projecting Dn onto ran(A) along ker(A). Note that E1 is a tight idempotent
inA.
Next, assume tight idempotents E1, E2, . . . , Em ∈A (of rank k) are obtained
such that EiEj = δijEj (i, j = 1, 2, . . . , m). If I /= E1 + E2 + · · · + Em, let Fm =
I − E1 − E2 − · · · − Em and Sm+1 = FmAFm. Then Sm+1 ⊂A and, by Cor-
ollary 2.2 of [16], the restriction of Sm+1 to the range of Fm is an irreducible
semigroup. Let Im+1 be the 2-sided ideal in Sm+1 consisting of 0 and all ma-
trices of minimal positive rank km+1 in Sm+1. We claim km+1 = k. Let ei be an
element of the standard basis such that Fmei /= 0. Since M := {x = B1Fmeiλ1 +
· · · + BrFmeiλr : r ∈ N;B1, . . . , Br ∈A; λ1, . . . , λr ∈ D} is invariant under A,
it follows that some vector of the form x = ∑rp=1 E1BpFmeiλp ∈M is nonzero.
Similarly, a vector of the form y = ∑sq=1 FmAqxµq with Aq ∈A and µq ∈ D (q =
1, . . . , s) is nonzero. Hence, some matrix of the form FmAE1BFm with A,B ∈A
must be nonzero. This shows that km+1 = k.
Now, there exists a (nonnilpotent) matrix G ∈ Im+1 such that rank(Gt ) = k for
all t  1. Note that ran(G) ⊂ ran(Fm) and ker(G) ⊃ ran(E1 + · · · + Em). Let
Em+1 ∈A be the idempotent mapping Dn onto ran(G) along ker(G). Then
ran (EiEm+1)⊂ ran(EiFm)= {0} and ran(Em+1Ei)⊂ ran(Em+1(E1 +· · ·+Em))=
{0}. Thus EiEj = δijEj for all i, j = 1, 2, . . . , m + 1. Since n is finite, there exists
m such that I = E1 + · · · + Em ∈A. In particular, λI ∈A for all λ ∈ D, and hence
A is a bialgebra. 
Corollary 2.2. LetA be an irreducible left subalgebra of Mn(D). Then the ringA
is both left Noetherian and left Artinian. Moreover,A is simple.
Proof. SinceA contains the identity matrix, it follows from the theorem that every
left ideal of A is indeed a left D-submodule of Mn(D) and, since D is a division
ring,A has finite dimension. Therefore, every ascending as well as descending chain
of left ideals of A must terminate. That is, A as a ring is both left Noetherian and
left Artinian. To show that A is simple, let I be a nonzero ideal of A. In view of
Proposition 1.4(g) and the theorem, I is an irreducible left subalgebra of Mn(D)
and hence I ∈ I. Thus I =A. 
Remark. Since every irreducible left algebra contains the identity matrix, a similar
proof shows that every irreducible left subalgebra of Mn(D) is both right Noetherian
and right Artinian.
To prove our main result about irreducible left subalgebras of Mn(D) containing
rank-one matrices we need the following lemma.
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Lemma 2.3. Let A be an irreducible left subalgebra of Mn(D) for some division
ring D, and assume A contains nonzero matrices E1, . . . , En satisfying EiEj =
δijEj for i, j = 1, . . . , n. Let T ∈ GLn(D) be any matrix satisfying T Ei = EiiT ,
where each Eij ∈ Mn(D) is the elementary matrix sending the kth member ek of
the standard basis of Dn to δjkei (i, j, k = 1, 2, . . . , n). Then Mn(D), as a left D-
module, is spanned by the semigroup TAT −1.
Proof. Since A is irreducible, there exists Aij ∈A such that EiAijEj /= 0 for
i, j = 1, . . . , n. Assume ∑ni,j=1 µijT EiAijEjT −1 = 0 for some µij ∈ D (i, j =
1, . . . , n). Since EiiT AijT −1Ejj sends ej to a nonzero multiple λij of ei , it follows
that 0 = ∑i,j µij T EiAijEjT −1er = ∑i,j µijEiiT AijT −1Ejj er = ∑i µirλirei
and hence µirλir = 0 = µir for i, r = 1, . . . , n. 
Now, we are ready to prove our main result about irreducible left subalgebras of
Mn(D) containing rank-one matrices.
Theorem 2.4. LetA be an irreducible left subalgebra of Mn(D) for some division
ring D and assumeA contain a matrix of rank 1. Then Mn(D), as a left D-module,
is spanned by TAT −1 for some T ∈ GLn(D). Moreover, if A is transitive, then
A = Mn(D).
Proof. Continuing the proof of Theorem 2.1, let k = 1. Then m = n. Choose any
collection E1, . . . , En of tight idempotents of A satisfying EiEj = δijEi , i, j =
1, . . . , n. Let {u1, . . . , un} be a basis for Dn with Eiui = ui , and define T ∈ GLn(D)
by T ui = ei (i = 1, . . . , n). Then T ∈ GLn(D) and T Ei = EiiT (i = 1, . . . , n).
The proof that TAT −1 spans Mn(D) now follows from Lemma 2.3.
Next, we assume A is transitive. Let u ∈ Dn be an arbitrary nonzero vector.
Choose a nonzero G ∈A of rank 1 and let Gx /= 0 for some x. Choose B,C ∈
A such that Bu = x and CGx = u. Then A := CGB is a rank-one matrix in A
such that Au = CGBu = CGx = u. Since Am /= 0, it follows that rank(Am) = 1
(m = 1, 2, . . .). By Proposition 1.5, there exists an idempotent Eu ∈A projecting
Dn onto ran(A) along ker(A). In particular, Euu = u. Thus, Eu is a rank-one matrix
inA sending u to u. For each nonzero vector u, fix the notation Eu for the rank-one
idempotent inA just constructed.
Let V = {v1, v2, . . . , vm+1} be any collection of m + 1 linearly independent vec-
tors in Dn for some m = 1, 2, . . . , n − 1. Let E1ii = Evi , i = 1, 2, . . . , m + 1. Since
ran
(
E1m+1,m+1
) = 〈vm+1〉 and, since the set V is linearly independent, the vectors
ui =
(
I − E1m+1,m+1
)
vi (i = 1, 2, . . . , m) are linearly independent. Assume, by a
finite induction, that we have shown that for the linearly independent collection U =
{u1, . . . , um}, there exist rank-one idempotents EUii ∈A (i = 1, 2, . . . , m) such that
EUii uj = δij uj for i, j = 1, 2, . . . , m. Then the rank-one matrix Gi := AiEUii
(
I −
E1m+1,m+1
)
belongs toA, sends vi to vi , and vanishes on vj for j ∈ {1, 2, . . . , m +
1} \ {i}, where Aiui = vi for some Ai ∈A (i = 1, 2, . . . , m).
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By Proposition 1.5, corresponding to each Gi , there exists a rank-one idempo-
tent EVii ∈A sending vi to vi and vanishing on vj for j /= i (i = 1, 2, . . . , m; j =
1, 2, . . . , m + 1). Define Gm+1 = E1m+1,m+1
(
I − EV11 − · · · − EVmm
)
. Then Gm+1 is
a rank-one matrix in A sending vm+1 to vm+1 and vanishing on v1, . . . , vm. Let
EVm+1,m+1 ∈A be the corresponding rank-one idempotent sending vm+1 to vm+1
and vanishing on v1, . . . , vm.
Thus, we have shown that for any basis (in particular, the standard basis {e1, . . . ,
en}) of Dn, the corresponding elementary idempotents E11, E22, . . . , Enn belong to
A. Let Aij ∈A be such that Aij ej = ei (i, j = 1, 2, . . . , n). Then the matrix Eij :=
EiiAijEjj is a rank-one matrix in A sending ej to ei and vanishing on ek for k /=
j (i, j, k = 1, 2, . . . , n). Then, for all A = [aij ] ∈ Mn(D), [aij ] = ∑ni,j=1 aijEij ∈
A. ThusA = Mn(D). 
Remark. For n even, in Section 3, we construct irreducible bialgebrasA ⊂ Mn(H)
for which tight idempotents are of rank one but the semigroups TAT −1 of Theorem
2.4 are not left subalgebras of Mn(D). This means that an irreducible bialgebra need
not be transitive.
Corollary 2.5 (Burnside’s theorem). LetA be an irreducible subalgebra of Mn(D)
for some algebraically closed field D. ThenA = Mn(D).
Proof. Let E be a tight idempotent in A. By Lemma 1.2, EAE|ran(E) consists
of multiples of E. This implies that rank(E) = 1. Otherwise, EAE and, hence,A
have nontrivial invariant subspaces; a contradiction. Now, by Theorem 2.4, A =
Mn(D). 
Corollary 2.6. LetA be an irreducible left subalgebra of Mn(D) for some noncom-
mutative division ring D. Let T be a diagonal matrix with diagonal (x, 1, . . . , 1) for
some x not in the centre of D, and assume TAT −1 is also a left subalgebra of
Mn(D). ThenA = Mn(D).
Proof. Choose y ∈ D such that yx /= xy. Since bothA and TAT −1 are irreducible
algebras, yI ∈A ∩ (TAT −1) and hence the rank-one diagonal matrix T (yI)T −1 −
yI ∈ TAT −1. ThusA contains a rank-one matrix and, by the theorem, TAT −1 =
Mn(D). ThusA = Mn(D). 
The next proposition describes some properties of irreducible subalgebras of
Mn(D) concerning inner eigenvalues.
Definition 2.7. Let A be an operator acting on a (right) vector space V over a
division ring D. We say λ ∈ D is an inner eigenvalue of A if there exist a subspace
U ofV and a vector v ∈V \U such that AU ⊂ U and Av − vλ ∈ U.
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Proposition 2.8. Let A be an irreducible left subalgebra of Mn(D) for some
division ring D. Let A ∈A be such that A2 /= 0 and rank(A) is minimal. Then
the following hold:
(a) If λ ∈ D is an inner eigenvalue of A and f (λ) = 0 for some polynomial f with
coefficients in Z(D), then f (A)E = 0 and f (µ) = 0 for all inner eigenvalues
µ of A, where E ∈A is the projection onto ran(A) along ker(A).
(b) If λ ∈ Z(D) is an inner eigenvalue of A, then A = λE for some idempotent E.
Proof. Since A2 /= 0, and A is of minimal positive rank, it follows that ran(A) =
ran(A2). Then the idempotent E projecting Dn onto ran(A) along ker(A) is in A
and rank(E) = ran(A) > 1.
Let λ ∈ D be an inner eigenvalue of A and let U be a subspace of V such that
AU ⊂ U and Av − vλ ∈ U for some v ∈ Dn \U. We continue the proof in the
spirit of the proof of Lemma 2.4 of [13]. Since U ∩ ran(A) is invariant under A,
there is a (possibly empty) linearly independent set {vi = Aui : i = 1, . . . , j} gen-
erating U ∩ ran(A) for some u1, . . . , uj ∈ U. Let vj+1 = Av. Since Av − vλ ∈ U
and v ∈ Dn \U, it follows that v1, . . . , vj+1 is a linearly independent subset of
ran(A) which can be extended to a basis {v1, . . . , vk} for ran(A) and, further, to
a basis {v1, . . . , vk, . . . , vn} for Dn. Now, let f (x) = ∑m αmxm be a polynomi-
al with coefficients in Z(D) such that f (λ) = 0. Then f (A)Evj+1 = Af (A)v =
A
∑
m α
mAmv = A(v∑m αmλm + w) = Aw for some w ∈ 〈v1, . . . , vj 〉. Thus
f (A)E has rank less than rank(E) and hence f (A)E = 0. It easily follows from
the same argument that f (µ)E = 0 for all inner eigenvalues µ of A. This proves
(a), and the proof of (b) follows from the special case where f (x) = x − λ when
λ ∈ Z(D). 
Remark. If D/Z(D) is finite, then every λ ∈ D is algebraic over Z(D); that is, it is
a zero of a polynomial with coefficients in Z(D). Also, if the inner eigenvalue λ of A
in Theorem 2.7 is algebraic over Z(D), then, by part (a) of Theorem 2.7, E = g(A)
for some polynomial g with coefficients in Z(D).
3. Real quaternions
In this section we assume D is the division ring (skew field)H of real quaternions.
The first theorem of this section shows that, contrary to the commutative case, the
existence of rank-one elements in an irreducible algebra does not guarantee the
validity of Burnside’s theorem. For each even integer n, an irreducible algebraA ⊂
Mn(H) is constructed which is not transitive. The real algebra A1 consisting of all
real matrices inA is irreducible, the complex algebraAi consisting of all complex
matrices inA is reducible, and the irreducible algebra itself is not equal to Mn(H).
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Theorem 3.1. Let n = 2q for some q  1. LetA ⊂ Mn(H) be the set of all matri-
ces of the form
A =
[
B C
−C B
]
, (1)
where B,C are q × q matrices with entries from H. ThenA satisfies the following
properties:
(a) A is an irreducible proper bialgebra of Mn(H).
(b) The tight idempotents ofA are of rank 1.
(c) The bialgebraA is not transitive.
(d) The real algebra A1 consisting of all real matrices in A is irreducible (transi-
tive) on Rn and spansA in Mn(H). Moreover, the minimal positive rank inA1
is equal to 2.
(e) The complex algebra Ai consisting of all complex matrices in A is reducible
(intransitive) on Cn and UAiU−1 = Mq(C) ⊕ Mq(C) for some U ∈ GLn(C).
In particular, the minimal positive rank inAi is equal to 1.
Proof. The fact thatA is a proper bialgebra of Mn(H) is easy to see. So is the fact
that A is spanned by A1. It is easy to see that A is the commutant of the single
matrix
T =
[
0 I
−I 0
]
, (2)
and hence, by the Burnside’s theorem in Mn(C),Ai is reducible. The matrix
A =


1 0 i 0
0 0 0 0
−i 0 1 0
0 0 0 0


is a matrix inA of rank 1. Thus the minimal positive rank inAi and, hence, inA,
is 1. By Theorem 2.4,A is not transitive. Now, we show thatA andA1 are irreduc-
ible. Since the matrix T ∈ Mn(R) has an irreducible minimal polynomial x2 + 1,
it follows from [15, Lemma 2.2.20] that T has no hyperinvariant subspace in Rn.
ThusA1 is irreducible.
Now, assume M ⊂ Hn is a right vector subspace such that AM ⊂M, and as-
sume 0 /= y ∈M. Since iy, jy, ky ∈M, we can assume without loss of generality
that iy + yi /= 0. Now, since (iI )y + yi ∈M, it follows thatM contains a nonzero
vector of the form α + iβ with α, β ∈ Rn. Also, since (jI )(α + iβ) ± (α + iβ)j ∈
M, it follows thatM contains jα and kβ, which implies thatM contains the nonzero
real vector α or β. Let M1 =M ∩ Rn. Then M1 /= {0} and A1M1 ⊂M1. Hence
M1 = Rn and thusM = Hn. This shows thatA is irreducible.
Finally, let M±i be the subspace of Cn consisting of all eigenvectors of T cor-
responding to the eigenvalue ±i. It is easy to see that M±i = 〈{er ± ier+q : r =
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1, 2, . . . , q}〉, T = (iI ) ⊕ (−iI ), and {T }′ ∩ Mn(C) consists of all operators of the
form D ⊕ G with respect to the decomposition Cn =M+i ⊕M−i. Since
dimM±i = q, it follows thatM±i ≡ Cq and (e) is proven. 
The following theorem includes Burnside’s theorem for Mn(H) when n is odd.
It also describes the structure of irreducible left algebras when n is even. In the
following, by A♦ we mean the (irreducible) bialgebra of Mn(H) consisting of all
matrices of form (1) in Theorem 3.1.
Theorem 3.2. Let A be an irreducible left subalgebra of Mn(H). Let A1 =A ∩
Mn(R) andAi =A ∩ Mn(C). Then one of the following holds:
(a) A = Mn(H),A1 = Mn(R), andAi = Mn(C).
(b) n = 2q for some positive integer q, SAS−1 ⊂A♦ for some S ∈ GLn(R), and
UAiU−1 ⊂ Mq(C) ⊕ Mq(C) for some U ∈ GLn(C). Moreover, either
(b1) SAS−1 =A♦, UAiU−1 = Mq(C) ⊕ Mq(C), and the minimal positive
ranks inAi andA1 are 1 and 2, respectively, or
(b2) UAiU−1 = {D ⊕ WDW−1 : D ∈ Mq(C)} for some W ∈ GLq(C), and
the minimal positive ranks inAi andA1 are 2 and 4, respectively.
Proof. Let A ∈A and write A = A1 + iA2 + jA3 + kA4 with A1, A2, A3, A4 ∈
Mn(R). Since [A(iI ) + iA](jI ) − j[A(iI ) + iA] ∈A, it follows that 2kA1 and,
hence, A1, belong to A. By similar proofs, Ar ∈A for r = 2, 3, 4. Thus A, as a
vector space overH, is spanned by the algebraA1. LetM1 ⊂ Rn be a subspace such
that A1M1 ⊂M1. Let M = {α + iβ + jγ + kδ : α, β, γ, δ ∈M1}. Then AM ⊂
M and dimHM = dimRM1. ThusM1 is either {0} or Rn; i.e.,A1 is irreducible on
Rn. Now, if Ai = Mn(C), then it is clear that A1 = Mn(R). Hence A = Mn(H)
and (a) holds.
So, we assume Ai /= Mn(C) and conclude from Burnside’s theorem for Mn(C)
that Ai has an invariant subspace Mi ⊂ Cn such that {0} /=Mi /= Cn. Let M1 =
Mi ∩ Rn and observe that A1M1 ⊂M1. Since 〈{α + iβ : α, β ∈M1}〉 ⊂Mi /=
Cn, it follows thatM1 /= Rn and henceM1 = {0}. Let
D = {α ∈ Rn : α + iβ ∈Mi for some β ∈ Rn}.
The above observation about Mi ∩ Rn reveals that Mi contains no vector of the
form α or iβ with α, β ∈ Rn. Thus for each α ∈ D there exists a unique vector
T α ∈ Rn such that α + iT α ∈Mi. Since i(α + iT α) ∈Mi, it follows that TD ⊂
D and T 2 = −I . Moreover, T is linear on D, AD ⊂ D, and AT = TA|D for all
A ∈A1.
Let {α1 + iT α1, . . . , αq + iT αq} be a basis forMi. (Note that q  1.) We claim
{α1, . . . , αq, T α1, . . . , T αq} is a basis for D. Assume ∑r (crαr + drT αr) = 0.
Then
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∑
r
(cr − idr)(αr + iT αr) =
∑
r
(crαr + drT αr) + i
∑
r
(crT αr − drαr)
= iT
∑
r
(crαr + drT αr) = 0.
Hence cr − idr = 0 or equivalently, cr = dr = 0 (r = 1, . . . , q).
Thus dim(D) = 2q and hence, by the first paragraph of the proof, the (irreduc-
ible) algebraA has an invariant subspace of dimension 2q. Therefore, 2q = n. This
means that ifN is any nontrivial invariant subspace ofAi, then dimC(N) = q and,
by Burnside’s theorem for the algebraically closed field C,Ai|N ≡ Mq(C).
Let S ∈ GLn(R) be the operator sending αr to er and T αr to eq+r (r = 1, 2, . . . ,
q). Then, up to similarity by S, the matrix of a general A ∈A as well as the matrix
of T can be written as in (1) and (2) and, thus, SAS−1 ⊂A♦. Since irreducibility,
and transitivity, as well as all the algebraic properties of a subalgebra of Mn(H), are
preserved under similarity by real matrices, we can assume without loss of generality
that S = I .
Next, let U ∈ GLn(C) be the matrix sending er + ieq+r to er and er − ieq+r
to eq+r (r = 1, 2, . . . , q). Then UTU−1 = (iI ) ⊕ (−iI ) with respect to Cq ⊕ Cq .
Since UAiU−1 commutes with UTU−1, it follows that UAU−1 = D ⊕ G for all
A ∈Ai and that {D : D ⊕ G ∈ UAiU−1} = {G : D ⊕ G ∈ UAiU−1} =
Mq(C).
We now consider two cases.
Case 1. UAiU−1 contains an element of the form {0} ⊕ G0 or G0 ⊕ {0} for some
G0 /= 0. We treat the case {0} ⊕ G0 and the other case follows by symmetry. Since
{G1G0G2 : G1,G2 ∈ Mq(C)} spans Mq(C), it follows that UAiU−1 contains {0} ⊕
Mq(C) and, hence, Mq(C) ⊕ {0}. Thus, UAiU−1 = Mq(C) ⊕ Mq(C), andAi con-
sists of all complex matrices in A♦, which, in turn, implies that A1 consists of all
the real matrices in A♦. Hence, A =A♦. It now follows from Theorem 3.1 that
(b1) holds.
Case 2. For every D ⊕ G ∈ UAiU−1, D = 0 if and only if G = 0. Since the re-
lation D → G is an injective algebra homomorphism (sending I to I ), there exists
W ∈ GLq(C) such that UAiU−1 = {D ⊕ WDW−1 : D ∈ Mq(C)}. (See [11, The-
orem 1.2.4].) In particular, the minimal positive rank in Ai is equal to 2. For (b2),
it remains to be shown that the minimal positive rank in A is equal to 4. This will
be proved in Theorem 3.5(b2) below. 
Corollary 3.3. With the notation of the theorem and its proof, A is of type (a) or
(b1) if and only if T ∈ SAS−1.
Proof. Since iI = (iI ) ⊕ (iI ) belongs to UAU−1, (iI ) ⊕ 0 ∈ UAU−1 if and only
T ∈ UAU−1 if and only ifA is of type (a) or (b1). 
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Note that if n = 2, then the only irreducible subalgebras of M2(H) are M2(H)
itself andA♦ = 〈{I, T }〉. The following Theorem shows that M4(H) contains irre-
ducible algebras properly included inA♦.
Theorem 3.4. An irreducible left subalgebraA of M4(H) has one of the following
forms. In all cases, the tight idempotents ofA are of rank one.
(a) A = M4(H).
(b1) SAS−1 =A♦ and UAiU−1 = M2(C) ⊕ M2(C) for some S ∈ GL4(R) and
some U ∈ GL4(C).
(b2) SAS−1 ⊂A♦, UAiU−1 = {D ⊕ WDW−1 : D ∈ M2(C)}, andA ∩ M4(R)
is isomorphic to the division ring H. Conversely, if A1 ⊂A♦ ∩ M4(R) is a
division ring, then the left subalgebra A of M4(H) generated by A1 is irre-
ducible andA ∩ M4(R) =A1. Moreover,A1 is isomorphic to H.
Proof. In view of Theorem 3.2, all that remains to be verified is the case when A
is a proper subset of A♦. We claim every nonzero matrix in A1 =A ∩ M4(C) is
invertible. Assume, if possible, thatA1 contains a matrix of rank less than 4. Since
A1 is an irreducible proper subalgebra of M4(R), it follows from Theorem 2.1 that
it contains a tight idempotent E of rank 2. Now, letAi denote the subalgebra ofA
consisting of all complex matrices. Since the complex algebra EAiE is generated
by the irreducible real algebraA1, it follows thatAi contains a matrix of rank 1. In
view of Theorem 3.2(b2), this is a contradiction. (Note that every matrix inAi is of
rank at least 2.)
Thus A1 is a noncommutative division ring algebraic over R and hence, by the
Frobenius theorem, it is isomorphic to H. (See [5, Corollary IX.6.8] or [7, p. 163].)
We now show that A contains a matrix of rank 1. Let A1 = I and let Ai, Aj, and
Ak be matrices inA1 such that A2i = A2j = A2k = −I , AiAj = Ak, AjAk = Ai, and
AkAi = Aj. Let x be any nonzero vector inR4. We claim the set {Atx : t = 1, i, j, k}
is linearly independent in R4 and hence inH4. If not, then there exists s ∈ {1, i, j, k}
such that Asx is a (real) linear combination of {Atx : t /= s}. Since As is invertible,
we can assume without loss of generality that x + aAix + bAjx + cAkx = 0 for
some real numbers a, b, c. It easily follows that

1 a b c
−a 1 −c b
−b c 1 −a
−c −b a 1




x
Aix
Ajx
Akx

 = 0.
Observe that the matrix in the equation is of the form I + W with W ∗ = −W , and
that I + W is invertible. Hence x = 0, a contradiction. This fact, enables us to show
that A contains a matrix of rank 1. For let J = I + iAi + jAj + kAk. Obviously,
J ∈A. Note that {e1, Aie1, Aje1, Ake1} is a basis forH4. Since JAte1 = (J e1)(−t)
for t = i, j, k, it follows that J is of rank 1. (Note also that the proof just given for
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the linear independence of {x,Aix,Ajx,Akx} reveals that any left algebra in M4(R)
which is a division ring is irreducible.)
The following concrete example shows that the class of subalgebras of type (c) is
not empty. Let A1 ⊂ M4(R) be the left linear space generated by U1 = I and the
following matrices U2, U3 and U4:
U2 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 , U3 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 ,
U4 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .
It is well-known (and can be easily seen) thatA1 is isomorphic to H.
In general, if A1 is any division ring in M4(R), A1 is an irreducible algebra
isomorphic to H by what we observed above. Then the left subalgebraA of M4(H)
generated byA1 is an irreducible algebra not of types (a) and (b1). 
The following theorem completes as well as summarizes the results of this sec-
tion.
Theorem 3.5. Let A be an irreducible bialgebra in Mn(H) and let A1 =A ∩
Mn(R) and Ai =A ∩ Mn(C). Let E ∈A, E1 ∈A1, and E2 ∈Ai be arbitrary
tight idempotents in the corresponding algebras. Then rank(E) = 1 and the follow-
ing hold:
(a) If rank(E1) = 1, then rank(E2) = 1 andA = Mn(H).
(b) If rank(E1) /= 1, then n = 2q for some positive integer q, SAS−1 ⊂A♦ and
UAiU−1 ⊂ Mq(C) ⊕ Mq(C) for some S ∈ GLn(R) and some U ∈ GLn(C).
Moreover, either
(b1) rank(E1) = 2, rank(E2) = 1, SAS−1 =A♦, and UAiU−1 = Mq(C) ⊕
Mq(C), or
(b2) q is a multiple of 4, rank(E1) = 4, rank(E2) = 2, UAiU−1 = {D ⊕
WDW−1 : D ∈ Mq(C)} for some W ∈ GLq(C), and E1A1E1 is isomor-
phic to H.
Proof. If rank(E1) = 1, it follows from Theorem 2.4 that the irreducible (transitive)
algebraA1 is equal to Mn(R) and henceA = Mn(H). This proves (a). (See also the
proof of Theorem 3.2.)
If rank(E1) /= 1, it follows that E1A1E1 contains a matrix with two distinct com-
plex eigenvalues. Thus, Ai contains a matrix of rank 1 and hence A is of type
described in Theorem 3.2(b1). This proves (b1).
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Now assume rank(E1) > 2. We show that (b2) holds. In view of Theorem 3.2, it
is sufficient to show that rank(E1) = 4 and rank(E) = 1. Since E1 is a real matrix,
E1AE1 is a bialgebra in Mn(H) and spans it linearly. Also, since E1A1E1 is a
division ring whose elements are algebraic over R, it follows from the Frobenius
Theorem that E1A1E1 is isomorphic to H. By the observation made in the proof of
Theorem 3.4, every invariant subspace of E1A1E1|ran(E1) is of dimension 1, 2 or 4.
By the recent assumption on E1, it is of exact rank 4.
By a change of basis in Rn, we can assume without loss of generality that ran
(E1) = 〈e1, e2, e3, e4〉. Thus we can assume without loss of generality that n = 4.
Now, Theorem 3.4(b2) can be applied to show that rank(E) = 1. 
4. Almost transitivity
To prove the transitivity of an irreducible algebra A of operators on a vector
space V over a field D, we argue that given a nonzero vector x ∈V, the set M
defined by {Ax : A ∈A} is a nonzero linear subspace of V which is an invariant
subspace of A. Thus M =V and, hence, for every y ∈V, there exists A ∈A
such that Ax = y. However, when V is the right D-module Dn for some division
ring D, andA is an irreducible left subalgebra of Mn(D), then the setM need not
be a D-submodule, but still the right D-submodule generated by M is an invariant
D-submodule ofA. This means that for every y ∈ Dn there exist A1, . . . , Ar ∈A
and λ1, . . . , λr ∈ D for some r ∈ N such that A1xλ1 + · · · + Arxλr = y. We are
able to show that the proof of Theorem 2.4 as well as the transitivity arguments
of Section 3 remain valid if the transitivity condition is replaced by the following
apparently weaker condition: A collection A of operators on a right D-module V
is called almost transitive, if for every nonzero x ∈ Dn and arbitrary y ∈ Dn, there
exist A ∈A and λ ∈ D such that Axλ = y. We do not know whether the two notions
are equivalent.
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