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Abstract Detectingpeoplein imagesisakey problemfor videoindexing,brows-
ing andretrieval. Themaindifficultiesarethelargeappearancevariationscaused
by action,clothing, illumination, viewpoint andscale.Our goal is to find peo-
ple in staticvideo framesusinglearnedmodelsof both the appearance of body
parts(head,limbs, hands),andof thegeometryof their assemblies.We build on
Forsyth& Fleck’s general‘body plan’ methodology andFelzenszwalb & Hut-
tenlocher’s dynamicprogramming approach for efficiently assemblingcandidate
partsinto ‘pictorial structures’.However wereplacetherathersimplepartdetec-
torsusedin theseworkswith dedicateddetectorslearnedfor eachbodypartusing
SupportVectorMachines(SVMs) or RelevanceVectorMachines (RVMs). We
arenot awareof any previous work usingSVMs to learnarticulatedbodyplans,
however they have beenusedto detectbothwholepedestriansandcombinations
of rigidly positionedsubimages(typically, upperbody, arms,andlegs) in street
scenes,undera wide rangeof illumination, poseandclothing variations.RVMs
areSVM-likeclassifiersthatoffer awell-foundedprobabilistic interpretationand
improvedsparsityfor reducedcomputation. Wedemonstratetheirbenefitsexper-
imentally in a seriesof resultsshowing greatpromisefor learningdetectorsin
moregeneral situations.
Keywords: objectrecognition,imageandvideoindexing, grouping andsegmen-
tation,statisticalpatternrecognition,kernelmethods.
1 Introduction
Detectingpeople in imagesis animportantpracticalchallenge for content-basedimage
andvideoprocessing. It is difficult owing to the wide range of appearancesthat peo-
ple canhave. Thereis a needfor methods that candetectpeople in general everyday
situations.For instance,actorsin typical featurefilms areshown in a great varietyof
activities,scales,viewpoints andlightings.We cannot rely on frequently-madesimpli-
fying assumptions suchasnon-occlusion,perfect backgroundsubtraction, etc.
To addressthis issue,Forsyth & Fleckintroducedthegeneral methodologyof body
plans [8] for finding people in images. However, they relied on simplistic body part
detectors basedon generalizedcylinders.This is problematic,especiallyin thecaseof
looseclothing. Similarly, Felzenszwalb & Huttenlocher[6] showedhow dynamic pro-
gramming could be usedto efficiently group body planscastas ‘pictorial structures’
[7], but they reliedonsimplisticcolour-basedpartdetectors.Bothof theseworks make
strongphotometric assumptions about the body parts.We retain their ideasfor com-
posingpartsinto assembliesby building tree-structuredmodelsof people,but propose
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a moregeneral approachto learning the body part detectors andthe underlying geo-
metric model, basedon Support VectorMachines(SVM) [24,4] or RelevanceVector
Machines(RVM) [22,23]. In the past,SVM classifiershave beenlearned for entire
humans [18] andalsofor rigidly connected assembliesof subimages(typically, upper
body, arms,andlegs)[16], but not for flexibly articulatedbodymodels.
We present a seriesof experimentsshowing thepromiseof learningthearticulated
structureof peoplefrom training exampleswith hand-labelledbodyparts,usingSVMs
or RVMs. Our contribution is three-fold. Firstly, our featuresetandtraining method
builds reasonably reliablepartdetectorsfrom asfew as100hand-labelledtrainingim-
ages,andthefinal RVM detectors arevery efficient, often involving comparisonwith
only 2–3positiveand2–3negativeexemplars.Secondly, wesketchamethodfor learn-
ing a body joint model usingthe recentlyproposedAdaptive Combination of Classi-
fiers (ACC) framework [16]. Thirdly, we describeanefficient decoderfor the learned
models,thatcombineskernelbaseddetectionwith dynamicprogramming. Our initial
experimentsdemonstratethat bodypart detectors learnedwith only 100 imagesfrom
the MIT pedestriandatabasecangive reliabledetection with asfew as4 falsealarms
per imageon this dataset.This is remarkableas even humansoften find it difficult
to classifythe isolatedpart subimagescorrectly. The detectedpartscanbe efficiently
assembledinto correctbody plansin 70%of cases.
Thepaperis structuredasfollows. We introduce our body planmodelin §2, then
discussbodypartdetectors learnedby two competingalgorithms,SVM andRVM, in
§3.§4presentsourapproachfor learning anddecodingbodyplans.Finally, §5presents
someresultsanddiscussesfuture work.
2 The Pictorial Structure of People
In thework of Marr & Nishihara[15] andothers[10,19], people aredescribedashier-
archical3D assembliesof generalizedcylindersandcomponents.Thepositionof apart






in P’s cylindrical coordinatesystem.Eachjoint is thusrepresentedasa
6-vector, with discretetolerancedvaluesfor eachparameter. They notethatperspective
projection makesmany parametersunobservable andthattheimagesignatureof a joint
is a pairof axes,but still emphasize,andattemptto recover, 3D structure.
Recoveringarticulated3D modelsfrom singleimagesis difficult. Felzenszwalb &
Huttenlocherrecently reconsideredFischler& Elschlager’snotionof pictorial structure
[7] anddemonstratedits usefulnessfor detectingpeoplein indoor scenes[6]. Pictorial
structuresarecollectionsof imagepartsarranged in deformableconfigurations.They
aredirectly adaptedto monocularobservations.Similarly, Morris & Rehgarguedthat
3D trackingsingularities canberemovedusingimagebased‘scaledprismaticmodels’
[17] — essentially, pictorial structure models.Other2D part-basedmodelsuseimage
edges[25] or motionmodelsderived from denseopticalflow [14] asfeaturesfor detec-
tion and/or tracking.
Following this line of research,we representpeopleusinga 2D articulatedappear-
ancemodelcomposedof 15 part-alignedimagerectanglessurroundingtheprojections
of body parts:thecompletebody, thehead,thetorso,andtheleft andright upperarms,
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forearms,hands,thighs,calvesandfeet,numbered from 1 to 15 asin Figure1. Each
bodypart  is a rectangleparametrizedin imagecoordinatesby its centre     , its
lengthor size 	 andits orientation 
  . A coarseresolutionwhole-body imageis also
included in case‘the whole is greaterthanthe sumof the parts’.During trainingand
detection, we discretizethe admissible rangeof sizesandorientations. As discussed
later, we usea rangeof 8 scales,and36 orientationsequallyspacedevery 10 degrees.
14 body joints connecttheparts:theplexusbetweenbodyandtorso,theneckbetween
headandtorso,thehipsbetweentorsoandthighs,thekneesbetweenthighsandcalves,
the ankles betweencalvesandfeet, the shouldersbetweentorsoandupper arms,the
elbows betweenupper armsandforearmsandthewristsbetweenforearmsandhands.
































Figure 1. Our articulatedbodymodelwith its 14 jointsand15 body parts.
Expressedin termsof theprobabilistic formulationof pictorial structure, theposte-
rior likelihood of therebeinga body with parts   at imagelocations  ( !#"%$&'(')'(&+*-, 
is theproduct of thedata likelihoods for the15 parts (i.e. theclassificationprobabili-
tiesfor theobservedsubimagesat thegivenpartlocations to beimagesof therequired
parts)andthe prior likelihoods for the 14 joints (i.e. the probabilities for a coherent
bodyto generateanimagewith thegiven relativegeometricpositioningsbetweeneach
part andits parent in the body tree).The negative log likelihood for the whole body
assembly.0/1$2 43  '5'6'   3879, canthusbewritten asfollows,where: is thelist of body
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joints (‘edges’ of thebodytree):
;  .  /=<?> A@)BDC
      <E>F GHJIDK
L MG      G 
Felzenszwalb & Huttenlocher modelbody partsas constantcolor regions of known
shapesandbody joints asrotational joints. In this paper, we machine-learnthe29 dis-
tributions
      and L G      G  from setsof positive andnegative examples. We model
the part andarticulation likelihoods usinglinear Support Vectoror Relevance Vector
Machines.Our work canbeviewedasanextensionof Mohan’s recent work on com-
binedclassifiers [16], where‘component’classifiersaretrainedseparatelyfor thelimbs,
torsoandheadbasedon imagepixel values,and‘combination’ classifiersaretrained
for theassembliesbasedon thescoresof thecomponent classifiersin fixed imagere-
gions.However, we learnpart-aligned, rather thanimage-aligned,classifiersfor each
bodypart,andweextend the‘combination’ classifierto includedeformable,articulated
structuresratherthanrigid assemblies.
3 Detecting Body Parts
In our model, learningeachbodypartamounts to estimatingits probability given the
observedimagedistributionat its location. Detectingandlabellingbodypartsis a cen-
tral problemin all component-basedapproaches.Clearlytheimagemustbescannedat
all relevant locations andscales,but thereis alsoa questionof how to handle differ-
entpartorientations,especiallyfor small,mobile,highly articulatedpartssuchasarms
andhands. Onecanwork eitherin the imageframe,trying to build a generaldetector
that is capableof finding the partwhatever its orientation, or in a part-alignedframe,
buildingadetectorthatworksfor justoneorientationandscanningthisoverall relevant
orientations.Thepart-alignedapproachhasthepotentialto producesimplerdetectors
from less(but betterlabelled)trainingdata,andtheadvantagethat it alsorecovers the
part orientation.Which approachis fasteror bettermustdependon the relative com-
plexity andreliability of all-orientationandone-orientationdetectors,but in general it
is difficult to build goodtransformationinvarianceinto general-purposedetectors.The
image-frameapproachis well adaptedto pedestriandetection applicationssuchasMo-
han’s[16], whereonewantsarelatively coarsewholepersondetectorfor distantpeople
with similarposes(mainly standingor walking). But ourultimategoalis to detectpeo-
ple andlabel themwith detailedpart locations, in applications wherethe person may
be in any poseandpartly occluded.For this we believe that the part-basedbodyplan
approachis preferable.
Our detectorworks with a generalizedfeature pyramid spanning 8 scalesand36
orientations NPOQ'5'6'SR*9NTO . During training, thearticularstructureof eachtrainingimage
is clicked,andfor eachdesignatedparta &6UWVYX	U subimagealignedwith its axesand
scaledto its size is extractedas shown in Figure 2. We learn15 Support Vector or
RelevanceVectorMachinesfor the individual partsand the whole body, andduring

















Figure 2. A hand-labelled training imagefrom the MIT databaseand its extractedbody part
subimages. Readingvertically from left to right: left upperarm, forearm,hand; left thigh, calf
andfoot; head, torsoandwholebody;right thigh,calf, foot; right upperarm,forearmandhand.
3.1 Feature Sets
Theproblem of choosingfeaturesfor objectrecognition hasreceiveda lot of interest
in recentyearsandnumerous feature setshave beensuggested,including imagepixel
values,wavelet coefficients andGaussianderivatives.Waveletsarecurrently popular,
but as a general representationfor humanbody partsit is unclear whether standard
(rectangular) or non-standard(square) wavelet constructionsaremostsuitable[9,16].
Heiseleetal obtainedbetterresultsfor theirSVM facedetector usinggraylevelsrather
thanHaarwavelets[9]. Someauthorsalsofeel thatwaveletsareunsuitable asageneral
imagerepresentation becausethey representpoint events ratherthanline or curveones,
andinsteadproposeridgeletsandcurvelets[2,5]. Thesemight proveusefulfor detecting
humanlimbs.
Herewe leave suchissuesfor future work andusea featuresetconsistingof the
Gaussianfiltered imageand its first and secondderivatives.Although simple, these
featuresseemto representthe variations of body part detail effectively over a range
of scalesandorientations.Thefeaturevectorfor animagerectangleat location-scale-
orientation Z []\^_D\^S`2\^a	\cb containstheabsolute valuesof theresponsesof thesix Gaus-
sian dfehg filters i+jk^SlnmDjk^lno	jk^Slnm5mjk^Slnm2o	jk^Slnopo	jnq in the rectangle’s (rescaled
andreoriented)g6rsut	r window. Therearethus g5rsut	rs#vewt9xyg5v featuresperwindow.
For color images we useonly theluminance values Y. Theabsolutevaluesof thefilter
responsesarenormalizedacrosseachimage. Theextractedfeaturesarenot required to
be scale-or orientation-invariant.On the contrary, we seekfeatures that aretunedto
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thecharacteristic scalesandorientationsof thedetail in thealigned body-part images.
Someexamplesof thefeaturevectorsareshown in Figure 3.
To implementthis, theGaussianfilters arecomputedusing9 rotatedimagesfrom
0 to 80 degreesand8 scales.We resampleaccording to scalein eachwindow, so the
standarddeviation of the filters in their resampled&5UWVzX	U windows is always & . For
any givensizeandorientation,we selectthe featurevector thatbestapproximatesthe
part-alignedregionasanaxis-alignedrectangle of height24.This choice of primitives
makesreasonablyfew assumptionsabout thenatureof thefeaturesto belearned,which
canbearbitrary combinationsof shape,luminance andtexture.
Figure 3. The {}|	~ and {2~ featureimagesfor theexamplein Figure2.
3.2 Training
Using the 2016-dimensional featurevectorsfor all body partsin the training set,we
trainedtwo linearclassifiersfor eachpart,oneusingaSupport VectorMachineandthe
otherusinga RelevanceVectorMachine.SVMs andRVMs aregroundedon statistical
learningresultsthatsuggesthatthey should givegood classificationperformanceeven
whentherearerelatively few trainingexamples.Herewe decidedto put this claim to a
severetestby trainingon thesmallestsetsof examples thatgive reasonable results—
in ourcase,about100.
We trainedthe15partclassifiersindividually againsta common ‘background’ data
setconsistingof random piecesof thetrainingimagesthatdonot contain people.Note
thatwe arenot attemptingto learnisolatedpartdetectors or multi-classpart-typeclas-
sifiers,but reliablefilters for rejectingnon-partswithin anarticulated bodyplanframe-
work.Weexpect theoverlapin appearancebetweendifferent partsto besignificant,but
we donotwantthis to causemisseddetectionsin ambiguouscases.
Support Vector Machines: SVMs arediscriminant classifiersthat give a yes/no
decision,notaprobability. Howeverin ourexperimentswetreattheSVM scores(scalar
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productsin feature space)asif they werelog likelihoods for thebodypartsgiven the
imagevalues1.
Relevance Vector Machines: RVMs [22,23] are Bayesiankernel methods that
choosesparsebasissetsusingan‘Automatic Relevance Determination’ [1] styleprior
thatpushesnon-essentialweightsto zero.They do not usuallygive significantlybetter
error ratesthanthe corresponding SVMs, but they do often give similar resultswith
many fewerkernels.Thefunctionalform of thefinal classifieris thesameasthatof an
SVM — only thefitted weightsaredifferent. Herewe uselogistic lineardiscriminant
RVMs, whoseoutputdirectly modelsthe log-oddsfor a part versusa non-part at the
givenpoint. In this paper, we useRVMs mainly to reducethenumber of kernels(‘rel-
evance vectors’) andhencethecomputationalcomplexity. ThetrainedRVM classifiers
typically useonly 2–3positive and2–3negative relevancevectorseach,ascompared
to 100–200support vectors for a comparableSVM classifier.
Currently we train thelinearRVMs to makesparseuseof examples, but they could
alsobetrainedto make sparseuseof features. This would potentiallymeanthat fewer
imagefeatureswouldhaveto beextracted,andhence thatthemethodwouldrunfaster.
We planto investigate this in future work.
3.3 Detection
We detectall of thebodypartsatonce,in a singlescanover theorientation-scalepyra-
mid. Thedetection scorefor eachpartreducesto a simpleconvolution product against
amaskcontaining thediscriminant sumof weightedsupport or relevancevectors.Con-
ceptually, this amounts to generalizedtemplatematching over imagesof local feature
vectors, with weightedsumsof training examples as templates.The nonlinearity of
the processis hidden in the rectified,normalized local featurevectors. For efficiency
in the assemblystage,we currently retainonly the 50 bestcandidatesfor eachpart.
Theobserveddetectionratessuggesthat this strategy sufficesfor simpleimages,but
it is not ideal for robustnessagainst occlusionsandwe ultimately plan to usea more
sophisticatedstrategy basedonadaptive thresholds.
4 Parsing the body tree
In anon-articulated, image-alignedmethod suchasthatof Mohan[16], assemblingthe
partdetectionsis relativelystraightforward:decomposethesearchwindow intosubwin-
dows,keepthehighestscorefor theappropriatepartin eachsubwindow, andcompose
thescoresinto a single,low-dimensionalfeaturevector. Giventhesesecond-stagefea-
turevectors,a singlelinearSVM canbelearnedfor theoverall body detection.
In our articulated,part-aligned method, the composition of part-models is only
slightly more difficult, and can be castas a combinatorial search:from all detected
1 A moreprincipledapproachto convertingthescoresof adiscriminantclassifierto probabilities
isasfollows:runthedetectoroveravalidationsetandfit densitymodelsto itspositive-example
and negative-exampleoutput scores.At any given score,the ratio of the positive-example
densityto the negative-exampleone is an estimateof the positive-to-negative oddsratio for
detectionsat thatscore.
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parts,searchfor the assemblieslooking most like people. Sinceassembliesarenatu-
rally described astrees,efficientdynamicprogrammingalgorithmscanbeusedto build
thesecond-stageclassifier, aswe now describe.
4.1 Parsing/decoding algorithm
GivenN candidatebodypartlocations  p detectedby eachbodypartclassifier , we
arelooking for a ‘parse’of thesceneinto oneor more ‘body trees’.Oneimportant sub-
problem is to assigna ‘valid detection’or ’f alsealarm’ label to eachcandidate,based
not only on the candidate’s scores,but on the local configurationbetweenthe candi-
datesandits neighbours.Our approachrelieson anextensionof theViterbi decoding
algorithm, asdescribedby Ioffe & Forsyth[13] andFelzenszwalb & Huttenlocher[6],
which we sketchonly briefly here. Given the detectionscores      for all candi-
dates/&D')'('  , we searchfor thebestcandidateasa function of their directparents   in thebody tree.For the leaves(i.e. hands, feetandhead), this is computedby
algorithm 1:
Algorithm 1 leaf locationD #zP+      ¡¢£¥¤¦9§  ¨ª©D  § P«  #c¬  #®­6¯8°± +      ¡¢ £¥¤¦9§  ¨ª©D  § ²«  #
Basedon this computation,we canscorecandidatesfrom thebottom up,usingthe
recursion algorithm 2:
Algorithm 2 bottomupD #zP+      ¡¢£¥¤¦9§  ¨ª©D  § P«  #y¨Y³uJ´Sµ  -¶S·2¸M´J¹c¢ ´ )  c¬  #®­6¯8°± +      ¡¢ £¥¤¦9§  ¨ª©D  § ²«  #y¨º³ J´Sµ  -¶S·2¸M´J¹c¢  ´ §  
At therootnodeweobtainthesimpleformula3 for scoringthehigh level hypothe-
ses.
Algorithm 3 root location»¥® 82]      ¡Q¢ £¥¤}»+)»  ¨º³ J´Sµ » T¶·2¸ ´¹c¢  ´ (»  ¼ ¬» ®­p¯8°-82]      ¡Q¢£¥¤ »  »  ¨º³u´µ » -¶S·2¸M´J¹c¢ ´  »  
Choosingthemostprobableroot node,we canthenassigntheothernodesin a top
down fashionby choosing
;½ /¾ ½  ;À¿6Á F  H  for eachnode given its parent. Note that
this algorithmhasa complexity Â ÄÃ ÆÅ  with Ã the number body partsand  the
number of candidatesper body part.As an example of the detectionresultsobtained
with this method, Figure6 shows the threemostprobable parsesfor four testimages,
rankedin orderof decreasinglikelihood.
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4.2 Learning the body tree
Thecostfunctionsusedin our bodytreemodelarebasedon geometric constraintson
therelativepositionsof partsatabodyarticulation, asin Felzenszwalb& Huttenlocher
[6]. Essentially, the articulationmodel is a linear combination of the differencesbe-
tweentwo joint locations,aspredictedseparatelyby thetwo body partsmeetingat the
articulation.
Algorithm 4 joint distance(    G )
Computejoint location ÇTÈ  «É È  givenfirst bodypartlocation  È
Computejoint location Ç  È «É  È givensecondbodypartlocation  
Return
© È ÊzË |È DÌ Ç È ¥£ Ç  È Ì ¨?Ë È  Ì É È £ É  È Ì ¨?Ë¥ÍÈ Ì Î È £ Î £ Î È  Ì ¨ÏËÐÈ Ì4ÑÒ ° Ð4ÓÐ4Ô £ ÑÒ °QÕ È  Ì
Eachbody joint is parametrizedby the relative sizes ²G andangles
 G between
its parts,andthe four rigidity parameters Ök×G  ÖØG  ÖÙG  Ö}ÚG governingthe admissible
rangeof apparentdeformations of thearticulationin position,sizeandorientation.We
learnedthe relative sizes 9G andangles
 G of eacharticulation by simply taking the
average relativepositionsof all pairsof body partsover thetrainingset.
To learntherigidity parameters,weagainusedaSupport VectorMachine.For each
articulation . MG betweenparts   and  G , we learneda ‘combinationclassifier’based
on a five-dimensional featurevector ÛÝÜ /ÞkßàáG  Û× /ãâ äMG<®²Gâ  ÛØ /ãâ  G< GSâ  ÛåÙ /1â 
 ]< 
 Gu< 
 GTâ  ÛåÚ /æâ @)BDC Ú
ÓÚ Ô < @)BDC 2GTâ .Usingpositive andnegative examplesfrom our trainingset,we useda linearSVM
classifierto learna setof weights Ö ÜMG  Ö ×MG  Ö ØG  Ö ÙG  Ö ÚG suchthatthescoreis positive
for all positive example, and negative for all negative examples.We experimentally
verifiedthatthelearnedweights have theexpectedsigns,ÖçÜMGkè N and Ö}×MGké N  Ö ØG éN  Ö}ÙGwé N  ÖÚGwé N , so that the learnedmodel can indeedbe relatedto the log-
likelihood of thearticulation;  . G  /fÛ¦Ü <æê ëìÓÔ êë]íÓÔ Û× < ê ë]î
ÓÔ êë]íÓÔ ÛØ <ïê ëð
ÓÔ êë]íÓÔ ÛåÙ <ïê ëñ
ÓÔ êë]íÓÔ ÛåÚ
In ourexperimentswith theMIT pedestriandatabase,thelearnedmodelsperformed
slightly betterthanthenaiveapproachof assigningequalweightsto all parameters and
all articulations,andweexpect themethod to beof evengreaterbenefitfor dealingwith
themorecomplicatedcasesof people in actionsuchasrunning or jumping.
5 Implementation and results
Weimplementedandtestedourmethodin Matlab. Thesystemconsistsof severalcom-
ponents. Thereis an interactive programfor hand-labellingexamples andstoringthe
locationsof thebody joints andparts.Anotherfunction computesimagepyramids and
extractsimagesignatures at all locations Àò   
 . Theseareusedboth to generate
featurevectors for SVM/RVM training, andto perform detectionagainstthe learned
models.Finally, a parserbasedon the above dynamic programming approach reads
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candidatelocations from the15 bodypartdetectors andproducesa rankedlist of can-
didateassemblies.
WeusedMIT’ spublicdomainprogramSvmFu-3.0 to traintheSVM classifiers.We
trainedtheRVM classifiersin Matlabusinga new algorithmthatwill bedescribedin
detailelsewhere.
5.1 Experimental setup
We selected100frontal imagesfrom theMIT pedestriandatabaseandlabelledtheir15
parts,asshown in Figure2. Eachexample is labelledby clicking 14 body joints. Oc-
cludedpartsareclickedat their mostlikely (hidden)location,but flaggedasoccluded.
Only visible partsareusedto train the imagepartmodels,but thehiddenpartscanbe
included whentraining the geometricmodels. We alsopicked 5 backgroundregions
in eachimage,for useasnegative examples.As a result,eachbodypartclassifierwas
trainedwith slightly lessthan100positiveexamples,and500negativeexamples.
Separate examplesareneededfor training andtesting,sowe selectedandlabelled
another 100 images from theMIT pedestriandatabaseto serve asa testset.This was
usedto evaluatethebody partandassemblydetectors.
5.2 Detection of body parts.
Detectorsare traditionally comparedby tracingROC curves, i.e. true detectionrates
(recall)asa function of falsealarmrates( &< precision).In our casethedetectorsmust
betunedto functionasfilters,somostimportant parameteris thefalsealarmrateneeded
to achieve ‘total recall’. Hence,we comparedthetwo detectorsby measuring thefalse
detectionratesrequiredto detectall visiblebody partsin our testset.Theresultingtrue
positiveratesfor eachpartdetectorareshown in Figure4.
As canbeseen,individual part imagesarenot very discriminative, sotheabsolute
falsealarmratesremainquitehigh. In fact,they becomestill higher(up to 15:1)once
confusionsbetweenpartsareincluded.Even so, the linking stagemanagesto resolve
mostof theambiguity, andthenumber of candidatesthathave to beexaminedremains
quite tractable,at mostabout 75 candidatesperpart for theseimages.Ignoring spatial
contiguity, the worst-casenumber of body joint hypothesesis therefore &5U?Vó9*ÀÅ?/ó	ôTóD*9N . In practice,weobservedanaveragenumbercloserto &5UuVåX9NÅu/õ*9öNDN andused
50candidatesasasafebetin all of ourexperiments.TheRVM classifiersperform only
slightly worsethantheir SVM counterparts,with meanfalsedetectionratesof 80.1%
and78.5% respectively. This is remarkablegiven the very small number of relevance
vectorsusedby theRVM detectors.For thepurposeof rapidfiltering, theadvantagesof
theRVM clearlyoutweightheir inconvenience.
Also notethat theworst resultsareobtainedfor thetorso(3) andhead(2) models.
Thetorsois probablythehardestbody partto detectasit is almostentirelyshapeless.It
is probablybestdetectedindirectlyfromgeometricclues.In contrast,theheadis known
to containhighly discriminantfeatures,but thetrainingimagescontainawide range of
posesandsignificantlymoretraining data(andperhaps somebootstrappingon false





































































Figure 4. Truepositive ratesfor SVM andRVM bodypartdetectors.
5.3 Detection of body trees
We evaluatedthe final body detectorby visually comparing the best(highestproba-
bility) threeconfigurationsreturnedwith the correct interpretation in eachof the 100
testset images.Thus,the taskwaspurely that of detectinghumans usingthe 50 best
candidatesfor eachbodypartandthebody treemodel. Our first experimentused100
trainingexemples.Weobtainedcorrectdetections ratesof 72% usingRVM scoresand
83 % usingSVM scores,while usinga naive geometric model with uniform rigidity
parametersfor all of thebodyjoints.We thenlearnedageometricmodel usinglabelled
bodyjointsfromthe100trainingimages.Weusedthecorrectassembliesaspositiveex-
amples,andcircularpermutationsof thebody partsasnegativeones.Usingthelearned
model,the correctdetectionratesimproved to 74 % and85 %. We should notethat
detectionis arelatively easytaskwith thisdataset,andourmethod should beevaluated
alsowith regards to theposeestimates.We plan to investigatethis areaquantitatively
in laterwork. Qualitatively, we notedthata majority of thebodypartswerecorrectly
positioned in only 36% of thetestimagesfor RVM and55% for SVM.
In a secondexperiment,we increasedthesizeof the trainingsetto 200examples.
This resultedin a slight increaseof thedetectionrates,to 76 % for SVM and88 % for
RVM, anda muchvasterimprovement of theposeestimates,resultingin qualitatively
correct posesin 54% of thetestexamplesfor RVM and75% for SVM.
6 Discussion and Future Work
Thegooddetectionratesachievedby themethod makeaconvincingcasethatthebody-
plan strategy is applicableto real problemsin imageandvideo indexing. We plan to

















Figure 5. Partdetectionresultsfrom testcollection.
by makinguseof temporal andkinematic constraints. But theconstructionof the im-
agepyramid is computationallyexpensive, andwe plan to move to a more efficient
implementation,which couldrely on a morethoroughselectionof thefeaturevectors.
Oneway to do this will be to useRVM classifiersthat learnrelevant features rather
thanrelevant examples.As a complement,Sidenbladh & Black’s [20,21] approachfor
learningthe imagestatisticsof peoplevs. backgroundcouldprove usefulfor learning
bettermodelsby selectingbetterfeatures.In theassemblyphase,thecomplexity of the
dynamic programming algorithm is quadratic n the number of candidatepartswhich
needto be stored,which in turn depends on the precisionof the individual bodypart
detectors. By fine-tuning thebodypartdetectors, we expectto achieve significantim-












































































































































Figure 6. Rankeddetectionsandtheir energies,usingthelearnedbodymodelandSVM scores.
Further work will beneededfor assessingthecorrectnessof thedetection andpose
estimationresultsin amoresystematicwayandfor ’bootstrapping’ thelearnedmodels
(adding examplesonwhichourcurrent model fails,andretraining). Evenwithoutboot-
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strapping, we have verifiedexperimentallythat thequality of thebody partclassifiers
is improved significantlyby increasingthe sizeof the training data.We will needto
quantify thisobservation in future work.
Wealsoplanto extendthemethodto handle multiple persons in agreatervarietyof
backgrounds andposes,by explicitly representing occlusionsin thedecoding process
asin thework of Coughlanet al. [3] or by introducingmixturesof partialbody trees,
asin the recentproposalmadeby Ioffe andForsyth[11,12]. The cost functions used
to evaluate theassemblyof thebodyplanscouldalsobenefitfrom a richergeometric
modelandadditional photometricconstraints (e.g.similarity of color andtexture be-
tweenthe body partsfor the sameperson). There arecaseswherewe would like to
move evenfurtheraway from thehumananatomicmodel, andreplaceit with a small
setof ’clothing models’,which could be learnedin muchthe sameway andprovide
additional flexibility . Thoseareavenuesfor furtherexperimentalwork.
7 Conclusion
Detectinghumans is achallenging problemin computervision,with considerableprac-
tical implicationsfor content-basedindexing. We believewe have reachedthreeuseful
concusionswith thework reportedin this paper. Firstly, it is possibleto learnappear-
ancemodels for humanbodypartsfrom examplesandto usethemasinput to a body
planparser, at leastfor a modest-sizeproblem suchaspedestriandetection.Secondly,
we havebeenableto learngeometric modelsfor thecombinationof thedetectedparts,
allowing us to robustly estimatethe likelihood of a body part assembly, without re-
courseto samplingor HMM distributions,which require thousandsof examples to be
learnedefficiently. Thirdly, the learnedmodelsleadto anefficient decoding algorithm
thatcombineskernel basedlearning anddynamicprogrammingtechniques,andis sim-
pleenough to beextendedto videosequences.
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