Abstract. A configuration of a Turing machine is given by a tape content together with a particular state of the machine. Petr Kůrka has conjectured that every Turing machine -when seen as a dynamical system on the space of its configurations -has at least one periodic orbit. In this paper, we provide an explicit counter-example to this conjecture. We also consider counter machines and prove that, in this case, the problem of determining if a given machine has a periodic orbit in configuration space is undecidable.
Introduction
A Turing machine is an abstract deterministic computer with a finite set Q of internal states. The machine operates on a doubly-infinite tape of cells ind exed by an integer i ∈ Z. Symbols taken from a finite alphabet Σ are written on every cell; a tape content can thus be seen as an element of Σ Z . fait ceci. At every discrete time step, the Turing machine scans the cell indexed by 0 and, depending upon its internal state and the scanned symbol, the machine either has no corresponding action, or performs one or more of the following operations: replace the scanned symbol with a new symbol, focus attention on an adjacent square by shifting the tape by one unit, and transfer to a new state. A Turing machine M can thus be given by its transition function δ M : Q × Σ → Q × Σ × {−1, 0, 1}. A tape content together with an internal state constitute a configuration of the machine. A Turing machine thus defines a (partial) function f : Q × Σ Z → Q × Σ Z on its configuration space C = Q × Σ Z . We look at computing machines as dynamical systems on configuration space and look at the possible types of trajectories. Let f be the function defined by some Turing machine M on its configuration space and let c be some configuration of M . The configuration c ′ = f (c) is the successor of c. If f is not defined on c, then c has no successor and is said to be terminal. Denote by f t : C → C the t-th iteration of f . A configuration c is halting (or eventually terminal ) if f t (c) is terminal for some t ≥ 0, it is periodic if f t (c) = c for some t ≥ 1, and it is eventually periodic if f t (c) is periodic for some t ≥ 0. Configurations that are not halting nor eventually periodic are said to be wandering. Thus, a configuration is either halting (1), eventually periodic (2), or wandering (3); see It is clear that a machine has a periodic configuration if and only if it has an eventually periodic configuration, and this condition is again equivalent to that of the existence of a configuration that leads to periodic sequences of tape contents. Little is known about the possible combinations of configurations types defined by Turing machine. In [5] , Petr Kůrka has proved that Turing machines (when endowed with a suitable topology) do not have attracting periodic orbits. In the same reference, Kůrka conjectures the following (see also [6] for a discussion of this conjecture):
A Turing machine that has no halting configuration has a periodic configuration.
In this paper, we analyze Kůrka's conjecture and questions related to it. We first consider counter machines rather than Turing machines. A n-counter machine with state set Q can be seen as a dynamical system on the configuration space C = Q × N n . The 1-counter machine that keeps incrementing its unique counter has no periodic configuration and therefore constitutes an easy counterexample to a statement analoguous to Kůrka's conjecture for counter machines. In Section 2, we prove the stronger result that, in the case of counter machines, the problem of determining if a given machine that has no halting configuration has a periodic configuration is undecidable.
In Section 3, we consider the Turing machine model. We first provide an explicit construction of a Turing machine that has no halting configuration nor periodic configuration, thus disproving Kůrka's conjecture. The machine we construct has 36 states and operates on an alphabet of four letters. We then show how to construct a similar machine with only three states. This bound on the number of states cannot be further improved since we show that machines with only two states always have periodic configurations. We also give another explicit counterexample with only six states and four letters.
Periodic configurations for counter machines
A n-counter machine is an abstract deterministic computing machine with a finite set Q of internal states and a finite number of registers R 1 , . . . , R n containing nonnegative integers. The register values together with the internal state of the machine constitute a configuration of the machine. The configuration space of counter machines is thus given by C = N n × Q. Depending upon its internal state and whether the registers are equal to 0, a machine can perform one of the following operations: leave the registers unchanged, increase some register R j by 1, or decrease some register R j by 1 (assuming R j = 0), and move to a new internal state k. The transition function of the counter machine is defined through instructions. Instructions are tuples
where q ∈ Q represents the present state, b i ∈ {true, f alse} says whether the register R i is equal to 0, j is the index of the register which is modified by the instruction, D ∈ {−1, 0, +1} is the operation affecting R j , and k ∈ Q is the new internal state. For consistency, no two tuples begin with the same n+1 symbols. This definition of a counter machine is slightly different from that given in [4] but is easily seen equivalent in term of computational power.
As explained in the Introduction, it is easy to construct counter machines that only have wandering configurations. Consider for example the 1-counter machine with one state, that keeps incrementing its unique register. This machine is defined by the two instructions
This machine has no halting nor periodic configuration; all its configurations are wandering. By adapting the proof of Theorem 1 in [2] , we prove that distinguishing the counter machines that have a periodic configuration from those that have not cannot be done algorithmically.
Theorem 1 Let M be a counter machine that has no halting configuration. The problem of determining if M has a periodic configuration is undecidable. This problem is undecidable even in the case of 2-counter machines, but is decidable for 1-counter machines.
Proof: The proof is by reduction from the classical halting problem for counter machines; see [4] . Consider a counter machine M with m internal states labeled q 1 , q 2 , . . . , q m , n registers R 1 , . . . , R n and let s = (r 1 , r 2 , . . . , r n , q l ) be a given configuration of M . The instructions of M are, as said before, of the form
To establish the first part of the result we describe how to effectively construct a counter machine M ′ that has no halting configuration, that has n + 2 registers R 1 , . . . , R n , V, W , and that has a periodic configuration if and only if M halts on s.
The machine M ′ has a special state denoted by q 0 . Each time when it enters the state q 0 , M ′ executes a sequence of instructions whose effect is to store r i in R i , for all i, 1 ≤ i ≤ n, 2 max(1, V ) in W and 0 in V . After having done this, the machine moves into state q * and from there moves into state q l . (The intermediate state q * is only introduced to facilitate the exposition of the proof.)
Then the machine starts a simulation of the machine M . The simulation is such that, before performing any of the instructions of M , the machine first increases the value of the register V by 1, decreases that of W by 1 and performs the instruction of the machine M only if the value of W is not equal to 0. If the value of W is equal to 0 it returns to the special state q 0 . Thus, the instructions of the machine
are all changed into twelve instructions for M ′ :
where b * n+1 and b * n+2 range over all four possible combinations, that is b * n+1 , b * n+2 ∈ {true, f alse}. We complete the construction of M ′ by adding jumps to q 0 from all terminal configurations.
The machine M ′ we have constructed has no halting configuration. We claim that it has a periodic configuration if and only if M halts on s.
In order to prove our claim, assume first that M halts on s and let k be the number of steps after which it halts. Consider the machine M ′ at configuration c = (r 1 , r 2 , . . . , r n , 0, 2k, q * ). Before every step simulation of M , the value of the register V is increased by 1 and that of W is decreased by 1. After k such steps, the values of the registers V and W are both equal to k and the machine M ′ jumps to q 0 with the value of V equal to k. From there it is easily verified that M ′ returns to c, and so c is a periodic configuration. For the reverse implication, assume that M ′ has a periodic configuration. We first observe that all trajectories in configuration space pass infinitely many often through configurations of the form (r 1 , r 2 , . . . , r n , 0, 2k, q * ) for some k ≥ 1. Indeed, the register W is regularly decremented when executing instructions of
It is therefore clear that, whatever configuration the machine M ′ starts from, either the machine M ′ reaches a terminal configuration of M , or W reaches 0 after finitely many steps. In both cases, M ′ then jumps to q 0 , executes a sequence of instructions whose effect is to store r i in R i , 2 max(1, V ) in W , and 0 in V and finally moves to q * ; thus leading to the configuration (r 1 , r 2 , . . . , r n , 0, 2k, q * ) for some k ≥ 1.
From this observation we conclude that, if M ′ has a periodic configuration, then it must have one of the form c = (r 1 , r 2 , . . . , r n , 0, 2k, q * ) for some k ≥ 1. But a configuration of this type can only be periodic if the machine M halts on s after k steps. Indeed, if M does not halt on s, then the value of 2V +W regularly increases (it increases by 1 on each simulation step, and remains unchanged on other steps) and c is not periodic. Hence the result.
We now show that the problem is undecidable even in the case of 2-counter machines. Let M ′ be a counter machine on n registers R 1 , R 2 , . . . , R n . We construct a machine M ′′ on two registers S and T such that M ′′ has a periodic configuration if and only if M ′ has. The values of the registers R i of M ′ are stored in the register S of M ′′ by the classical prime number encoding. The nonnegative integers r 1 , r 2 , . . . , r n are encoded into the nonnegative integer s by
rn where π(n) is the n-th prime number. Incrementation (respectively, decrementation) of the register R i can then be simulated by multiplying (respectively, dividing) s by π(i), and testing whether R i = 0 can be done by testing the divisibility of s by π(i). These operation can be performed with just one additional register T . For initial configurations of M ′′ with S not being an exact product of the required prime powers, the trailing factors remain untouched during all iterations, and so our construction does not introduce any unwanted periodic configuration for M ′′ . On the other hand, the machine M ′′ clearly has periodic configurations when M ′ has. Finally, we prove decidability for one-counter machines. Suppose, without loss of generality, that there are no instructions which do not modify the register value (any cycle only having these instructions is trivially decidable, and any other cycle still remains a cycle when taking them off).
We shall prove that a one-counter machine M with n states has a cycle if and only if it has one for which the value of the register is bounded by n. This then trivially ensures the decidability: simply check all n 2 possible configurations for periodicity (by iterating M on each of them until either M cycles or it gets the register value greater than n).
Let us first notice that if ((q 1 , r 1 ), (q 2 , r 2 ), . . . , (q p−1 , r p−1 ), (q p , r p )) is a sequence of configurations that is part of a cycle and such that r i > 0 for all i, then:
Property (i) is obvious, since otherwise the machine M would increase the register forever. Property (ii) can easily be proven by induction on p. It clearly holds if p = 1; assume the property holds for sequences of length less than p, and consider the sequence ((q 1 , r 1 ) , . . . , (q p , r p )). Note that r 2 ≤ r 1 + 1. If q 1 does not occur again in (q 2 , . . . , q p ), then the property can be applied to ((q 2 , r 2 ), . . . , (q p , r p )). which contains at most n ′ − 1 different states, so that r i − r 2 < n ′ − 1 for all i ≥ 2, hence r i − r 1 < n ′ . If q 1 occurs again, let q j be its second occurrence. By (i), r j ≤ r 1 , and the induction hypothesis can be applied both to ((q 2 , r 2 ) , . . . , (q j−1 , r j−1 )) (empty if j = 2) and to ((q j , r j ), . . . , (q p , r p ) ). Now the main proof follows easily. Suppose M has a cycle of length p and consider the infinite and periodic sequence of its configurations ((q 1 , r 1 ), (q 2 , r 2 ) , . . . , (q p−1 , r p−1 ), (q p , r p ), (q p+1 , r p+1 ), . . . , (q 2p , r 2p ) , . . .).
That is
, q i = q p+i and r i = r p+i for all integers i. Suppose now that there are configurations with zero values for the register. We can then conclude by applying the property (ii) for each (finite) subsequence given by a couple (t, z) of integers such that r t = r z = 0 with t < z and for all i with t < i < z, r i > 0. Suppose now the cycle has no zero-valued-register configuration. Then, by finding the index j giving the minimum r j = min 1≤i≤p r i , we easily see that the sequence (q 1 , r 1 −r j +1), (q 2 , r 2 −r j +1), . . . , (q p−1 , r p−1 −r j +1), (q p , r p −r j +1) is again a cycle respecting the conclusion, by applying the property (ii) to its sequence from (q j , r j − r j + 1) round the cycle and back to it.
A counter-example to Kůrka's conjecture
We now describe our counter-example to Kůrka's conjecture. As a starting point, consider the Turing machine K 0 represented on Figure 2 .
The machine has three states and operates on the two-letter alphabet {0, 1}. When in state 1, the machine searches for a 1 to the right of the head. Once it has found one, it changes it into a 0, writes a 1 to the right of it, and moves to state 3 from which it starts a left search for a 1. Once it has successfully completed its search, it returns to state 1. It is easy to verify that this machine doesn't have any periodic configuration, except for the configurations for which the machine is in its left or right search state (state 1 or 3) and the tape is a tape of 0's. Machines that have search states do in fact always have periodic configurations whose associated tape is a periodic tape of symbols that do not satisfy the search. It is therefore clear that in constructing a counter-example we need to eliminate all search states. The machine we construct below essentially performs the same operations as those of K 0 , except that it does so by bounding its searches. The technique we use for replacing searches by bounded searches is adapted from [3] .
The Turing machine K 1 we construct has 36 states and operates on the four-letter alphabet {0, 1, 2, 3}. The machine is rather involved, and we show on Figure 3 , only half of the machine; the other half is symmetrical, with L and R being interchanged. In order to describe the behavior of the machine, we have grouped the states in six groups denoted 1, 2, 3, 1
Figure 2: The Turing machine K 0 . The machine is defined by a labelled oriented graph. The vertices represent the states of the machine, and the labels on the arcs are used to define the transition function. For example, the label 10R on the arc from state 1 to state 3 means that, when in state 1 and reading the symbol 1, the machine writes the symbol 0 and shifts the tape one unit to the right, then goes into state 3.
has a particular functional purpose, has a unique entry state, q i1 , and has two exit states: the failed search state q i5 and the dispatch state q i6 . The group 1 has the same function as the state 1 of K 0 (search right for a non-zero symbol), the group 2 has the same function as the state 2 of K 0 (search left for a non-zero symbol), and the state q 16 corresponds to state 3. In order to bound the searches without introducing periodic configurations we introduce a third group of state (group 3) that has no counterpart in K 0 and construct a symmetric set of states.
The technique for bounding the searches consist in using the searched zone on the tape as a stack. The stack is used to push the group index of failed searches. The corresponding pop operation is performed by the groups 3 (for right searches) and 3 ′ (for left searches), that have no equivalent among the states of K 0 . The pop is a search operation as well, thus a push mechanism for it is also set in place. The states q ij with j = 1, 2, 3 perform the bounded search. The states q ij with j = 4, 5 write the 1 to be moved by the new search called from q i5 , and push the index of the failed search. The return from the new search to the calling search, when the one-unit move fails, is made from q 16 (respectively q 1 ′ 6 ) by going to q 31 (respectively q 3 ′ 1 ).
In the sequel, configurations of the machine will be given by expressions of the form ( ω 0010100000 ω , q 11 ). This configuration for example is the one of tape content ω 0010100000 ω , internal state q 11 , and with the head scaning the underlined symbol. In this example, we see in the * -marked lines that the machine passes through the configurations ( ω 0100 n 10 ω , q 11 ) for n = 0, 1 and 2. In the next section we prove that the machine will then pass through configurations of the type ( ω 0100 n 10 ω , q 11 ) for increasing values of n, so that the initial configuration ( ω 000 ω , q 11 ) is not periodic; and more generally, whichever configuration it starts from, the machine passes through configurations where the head is at the beginning of increasingly larger blocks of zeros, and so the machine may not have periodic configurations.
K 1 has no periodic configuration
We now prove that the machine K 1 doesn't have periodic configurations. Due to the symmetry of the machine, the proofs will only be detailed for one half of the configurations, the other being inferred by symmetry. We first need auxiliary definitions and results. Definition 1 For s ≥ 0, let Q(s) be the proposition:
"The machine goes from any configuration of the form (. . . 00 s XY . . . , q 11 ), with X ∈ {1, 2, 3} and Y ∈ {0, 1, 2, 3}, to configuration (. . . 0 s+1 0Y . . ., q 16 ), where the parts of the tape represented by . . . remain unchanged. For i = 2 and i = 3, the machine goes from any configuration of the form (. . . X0 s 0 . . . , q i1 ) to configuration (. . . X0 s+1 . . ., q i6 ). The symmetric statements also hold." For k ≥ 2, let P (k) be the proposition: "For any integers t, p, n ≥ 0 such that t + p + n + 2 = k and for any X, Y, Z ∈ {1, 2, 3} the machine goes from configuration (. . . X0 t 00 p Z0 n Y . . . , q 11 ) to configuration (. . . X0 k Y . . ., q 36 ). The symmetric statement also hold."
Proof: The proof is by induction on s. The cases s = 0 and s = 1 can be checked by hand by following the machine's diagram on Figure 3 .
Then, to prove the proposition by induction on s it is sufficient to show that (Q(s−1) and P (s)) implies Q(s). We have the following configuration sequence: The proof for the configurations (. . . 00 s X . . . , q 21 ) and (. . . 00 s X . . . , q 31 ) is similar. The Turing machine K 1 . Details are given only for half of the machine; the other half is symmetrical. L, R and N mean, respectively, left, right and no tape shift. We use the symbol * to denote an arbitrary symbol of {0, 1, 2, 3}, and X to denote a symbol from {1, 2, 3}.
Proof: Define P (k, n) to be the proposition P (k) where n is also fixed. Let L = {(k, n) | n ≥ 0, n + 2 ≤ k} and consider the lexicographical order < L , i.e., (
The order < L is well-founded, therefore allowing us to prove the lemma by induction.
Fix (k, n) from L and assume
Note that this implies, in particular, that P (k ′ ) is true for all k ′ < k and so, by Proposition 2, Q(s) is true for all s ≤ k − 1.
Case n = 0 We have the following configuration sequence:
Case n > 0 We have the following configurations sequence:
In both cases P (k, n) holds. This concludes the proof.
Puting together Proposition 2 and Lemma 1 we immediatly conclude:
Lemma 2 Q(s) is true for all s ≥ 0.
We now prove that the machine doesn't have periodic configurations of a particular type.
Lemma 3
The configurations (. . . 00 ω , q ij ) with i ∈ {1, 2 ′ , 3 ′ } and j ∈ {1, 2, 3} are not periodic. This is also true for the symmetric case.
Case i = 2
′ We have the following sequence of configurations, where Z, T ∈ {0, 1, 2, 3}:
if T = 0, this is exactly the symmetrical of the line 1A of the previous table. If T = 0, we are in the desired configuration (. . . 0 n 0 . . . , q j ′ 1 ).
Case i = 3 ′ We have the following sequence of configurations, where Z, T ∈ {0, 1, 2, 3}:
IF T = 0 we are done, so let us assume T ∈ {1, 2, 3}. The value of k depends on X. If X = 1 (respectively, X = 2), then k = 1 ′ (respectively, k = 2) and we conclude with the symmetric of line 1A (respectively, line 1B). If X = 3, then k = 3, and the sequence continues . . . ZT 00 n−2 00 . . . q 31 ↓ Q(n − 1) . . . ZT 00 n−2 00 . . . q 36 ↓ one iteration . . . Z000 n−2 00 . . . q j1 (some j)
which concludes the proof of the lemma.
We can now finally prove:
Theorem 3 The machine K 1 has no periodic configuration.
Proof: Consider an arbitrary configuration c. After at most 5 steps, the machine enters a state q i1 for some i ∈ {1, 2, 3, 1
A brief case analysis shows that if the scanned symbol is non-zero, after a few iterations, no matter the symbols around the scanned one, the machine returns in a state q i1 with a zero as scanned symbol. Then we are in the situation described in Lemma 4, and for all n the machine will reach a configuration of the form (. . . 00 n−1 . . . , q i1 ) with i ∈ {1, 2 ′ , 3 ′ }, up to symmetry. Either at some point the machine will reach a configuration of the form (. . . 00 ω , q i1 ), up to symmetry, which by Lemma 3 is not periodic; or we can extract an infinite sequence of configurations (. . . 00 n−1 X . . . , q i1 ), up to symmetry, with X = 0 and increasing n, so that the initial configuration is not periodic.
Smaller machines
We can analyze the intrinsic features of K 1 that make it free of periodic configurations, and then compress the machine as much as possible while keeping the observed features. Two compressions are possible. First, the number of steps used in the bounded searches can all be reduced. Second, two groups for each half of the machine almost perform the same kind of search and can be merged. By implementing these two modifications, we obtain the six-state machine K 2 depicted on Figure 4 . We do not know whether a smaller machine can be found while keeping the cardinality of the alphabet to 4. If we give up this last provision then, by using a result from [8] , it is possible to build a three-state Turing machine with no periodic configuration. On the other hand, machines that have only two states always have at least one periodic configuration. Indeed, a twostate Turing machine has either a one-state loop, a two-state loop (for example 1 → 2 going left, and 2 → 1 going left) or a "lace" (for example 1 → 2 going left, and 2 → 1 going right) in all these cases it is trivial to exhibit periodic configurations. Finally, it is also possible to construct a Turing machine operating on a binary alphabet with no periodic configuration, at the expense of a larger number of states, by encoding elements of {0, 1, 2, 3} into binary words of length two.
Discussion
Various models of computing devices (Turing machines, counter machines, cellular automata, recurrent artificial neural networks, etc.) are equivalent in terms of computational power when they are seen as defining functions from input to output. In this paper, we consider the dynamics of some computing devices. We do not just look at the relations between inputs and outputs, but also look at what happens in between. We also look at configurations that do not correspond to a valid input (e.g., infinite tape content). The answer to the question we consider in this context (the existence of periodic configurations) highly depends on the chosen computing model. For example, recurrent neural networks always have a periodic configuration (a periodic configuration is given by the fixed point for which all activation levels are set equal to 0). For these networks one can also infer from Theorem 1 of [1] the existence of networks that have no other periodic configuration. The situation for cellular automata is quite different. For a given cellular automata, there are only finitely many space-periodic configurations of a given period. Space-periodicity is preserved through iteration, and so all space-periodic configurations of cellular automata are periodic and cellular automata always have infinitely many periodic configurations. In the case of Turing machine we have shown that, contrarily to what was conjectured, not all Turing machines have a periodic configuration. Finally, in the case of counter machines we have proved that identifying the presence of a periodic configuration is an undecidable task. These few examples show how rich and different the dynamics of these computing devices are.
