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Isogenic cells in culture show strong variability, which arises from dynamic adaptations to the
microenvironment of individual cells. Here we study the inﬂuence of the cell population context,
which determines a single cell’s microenvironment, in image-based RNAi screens. We developed a
comprehensive computational approach that employs Bayesian and multivariate methods at the
single-cell level. We applied these methods to 45 RNA interference screens of various sizes,
including7druggablegenomeand2genome-wide screens,analysing17differentmammalianvirus
infections and four related cell physiological processes. Analysing cell-based screens at this depth
reveals widespread RNAi-induced changes in the population context of individual cells leading to
indirect RNAi effects, as well as perturbations of cell-to-cell variability regulators. We ﬁnd that
accounting for indirect effects improves the consistency between siRNAs targeted against the same
gene, and between replicate RNAi screens performed in different cell lines, in different labs, and
with different siRNA libraries. In an erawhere large-scale RNAi screens are increasingly performed
to reach a systems-level understanding of cellular processes, we show that this is often improved by
analyses that account for and incorporate the single-cell microenvironment.
Molecular Systems Biology 8: 579; published online 24 April 2012; doi:10.1038/msb.2012.9
Subject Categories: computational methods; microbiology & pathogens
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Introduction
Cells display inherent variability of both a stochastic and
deterministic nature. Stochastic cell-to-cell variability arises
owing to the probabilistic and discrete nature of biochemical
interactions and of the partitioning of cellular components
during division (Elowitz et al, 2002; Ozbudak et al, 2002; Raj
andvanOudenaarden,2009; EldarandElowitz,2010; Huhand
Paulsson, 2010). Deterministic or regulated cell-to-cell varia-
bility however makes up the larger part of phenotypic
variation in a cell population, and consists of predictable
responses of cells to both intrinsic and extrinsic cues, such as
cell-cycle dependent variability (Sigal et al, 2006) and
adaptations of individual cells to changes in their microenvir-
onment (Shapiro, 1998; Raser and O’Shea, 2005; Snijder and
Pelkmans, 2011). In cell culture conditions, growing adherent
mammalian cell populations create a continuously changing
microenvironment for individual cells by increasing the local
cell density and reducing the number of cells that constitute
the edges of cell islets, factors that shape the cell population
context (Snijder et al, 2009; Snijder and Pelkmans, 2011). This
leads among others, to the population context-determined
remodelling of cell–cell and cell–matrix adhesions (Gumbiner,
1996; Parsons et al, 2010), polarization (Takeichi, 1991; Ohno,
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(Doherty and McMahon, 2009; Scita and Di Fiore, 2010). Such
contextual cellular state changes lead to strong differences in
the capacity of viruses to infect individual cells (Snijder et al,
2009; Snijder and Pelkmans, 2011).
We previously demonstrated that population-averaged mea-
surements of unperturbed virus infection or endocytic activity
can be highly sensitive to differences in the population context
(Snijder et al,2 0 0 9 ) .H o w e v e r ,t h e s ed i f f e r e n c e si np o p u l a t i o n -
averaged measurements can be predicted by mathematical
models that describe the cellular activity as a function of the
population context of individual cells (Snijder et al, 2009). It is
however currently unclear if and how population context effects
contribute to the challenges present in RNA interference (RNAi)
screens (Echeverri and Perrimon, 2006; Moffat and Sabatini,
2006; Cherry, 2009; Mohr et al,2 0 1 0 ) .R N A is c r e e n si n
mammalian tissue culture cells have been very successful in
revealing novel molecular regulators (Kittler et al, 2004;
Pelkmans et al, 2005; Collinet et al, 2010; Neumann et al,
2010), but they have suffered from poorcomparability (Bushman
et al, 2009; Cherry, 2009; Mohr et al,2 0 1 0 ) .M o r e o v e r ,t h el a r g e
variability in perturbation phenotypes obtained with different
siRNAs targeting the same gene (Collinet et al,2 0 1 0 )h a v e
suggested widespread off-target effects. We here present a broad
and systematic study of virus infection as well as of other
readouts of cellular activities, in which we investigate the
interplay between population context-regulated cell-to-cell varia-
bility and the establishment of RNAi perturbation phenotypes in
cell populations. We ﬁnd that accounting for population context-
mediated effects in RNAi phenotypes strongly changes screening
results, improving both the comparability of RNAi screens
between different cell lines and the consistency of phenotypes
obtainedwithdifferentsiRNAstargetingthesamegene.Weshow
that a computational analysis of single-cell phenotypes, which
does not average out cell-to-cell variability and is aware of
population context, greatly enhances the interpretation of RNAi
screens for systems-level approaches and a global understanding
of cellular processes. We share both our novel computational
methods for measurement and correction of cell population
context effects as well as screening results used in this work on
http://www.infectome.org.
Results
We ﬁrst studied the infection of 17 different mammalian
viruses in 34 small-scale and 7 large-scale image-based RNAi
screens, and we analysed the RNAi phenotypes at the single-
cell level across populations of cells. In each screen, we
targeted each host gene with three independent siRNAs and
repeated each screen three times, every time imaging most of
the surface of the well to accurately measure the full cell
population context (Figure 1A). For the 34 small-scale screens,
we selected a set of 49 human kinases that were previously
implicated in virus infection and endocytosis (Supplementary
Table 1) (Pelkmans et al, 2005), while the large-scale screens
were performed on 6978 human genes constituting the
druggable genome (Hopkins and Groom, 2002). For an
overviewoftheassaysandtheworkﬂow,andafulldescription
of methods, we refer to Figure 1 and Materials and Methods.
The 17 viruses are from 13 different virus families and include
most known combinations of enveloped/non-enveloped,
single/double-stranded, and DNA/RNA viruses (Figure 1E
and Supplementary Table 2). We used four strains of human
HeLa cell lines obtained from different sources (see
Supplementary Methods), which despite their similar origin
demonstrated striking differences in their population-deter-
mined phenotypic properties (see Supplementary Figure 8), as
well as in their ability to be infected by the different viruses.
Transfection controls conﬁrmed that all four cell lines were
capable of achieving high and reproducible RNAi-mediated
silencing efﬁciencies, which is also evident from their wide-
spread use in published RNAi screens (Kittler et al, 2004;
Pelkmansetal,2005;Collinetetal,2010;Neumannetal,2010).
In total, we measured over 200 quantitative features of each
of 2.4 10
9 individual cells, based on which we classiﬁed
each cell into multiple phenotypic classes using supervised
machine learning (Figure 1). For the 34 small-scale screens,
replicate measurements of infection showed an average
correlation coefﬁcient of 0.8, demonstrating that the screens
were of high technical quality (Supplementary Figure 9).
Population context determines the cell-to-cell
variability of virus infection in RNAi screens
We previously reported that the cell-to-cell variability
observed in the infection efﬁciencyof four mammalianviruses
is to a large extent determined by the cell population context,
rather than the consequence of stochasticity (Snijder et al,
2009). To explore the generality of these observations, we
investigated the presence of population context-determined
cell-to-cell variability of infection independent of RNAi for
all 17 viruses in all cell lines tested (Figure 1B, and
Supplementary Figure 5). We calculated the typical cell
Figure 1 Cell-to-cell variability in comparative RNAi screens of virus infection. (A) Experimental and computational overview of the 34 small-scale and 7 druggable
genome screens analysed in this study. Individual screens are denoted as a combination of the virus and cell line abbreviation (for example, DEN-1_KY for DEN-1
infection in HeLa Kyoto cells). (B) Bootstrapped hierarchical clustering of the average population context-determined patterns of virus infection for each screen
(Supplementary information). Infection efﬁciencies per quantile bin of the multidimensional population context and cellular state space were calculated, and z-score log2
transformed. Median values along all dimensions per screen were clustered (Supplementary information). (C) Heat map of virus infection-induced phenotypes
(Supplementary information, and Supplementary Figure 4). Grey boxes indicate insufﬁcient data points. (D) Heat map depicting average cell-to-cell variability infection
pattern strength and reproducibility. The strength and reproducibility was calculated as the average of bootstrapped cell-to-cell variability pattern correlations observed
between pooled populations of cells selected from different sets of perturbations per screen (Supplementary information). (E) Table of viruses with characteristic virus
properties, virus names, families, and abbreviations (see for more information Supplementary Table 2). (F)Aschematic outline of the cell population context and cellular
state space model used throughout this study. Non-mitotic and non-apoptotic cells denote interphase cells. (G) Example scatter plots of the data used to calculate the
pattern strength and reproducibility. SV40_CNX (green dots, correlation coefﬁcient of 0.91) shows a very strong and reproducible pattern of cell-to-cell variability,
whereas MHV_TDS (red dots, correlation coefﬁcient of 0.05) shows no measurable pattern of infection. Individual dots represent infection indices for 2 bins of equal
cellular state and population context and with at least 30 cells in each bin, but sampled from different sets of perturbations.
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and cell line combination (Supplementary information), and
clustered the infection patterns to assess similarities between
them (Figure 1B and Supplementary information). Interest-
ingly, of the 14 viruses screened in two or more cell lines, 5
viruses (VACV, YFV, DEN-1, HAdV3-C, and HSV1) displayed
different population context-determined infection patterns
depending on the cell line strain. For 9 viruses, the infection
pattern was similar among the sampled cell lines. We further
controlled for virus infection-induced cellular state changes
(see Figure 1C, and Supplementary information), and calcu-
lated the reproducibility and strength of the cell-to-cell
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Supplementary information). These results conﬁrm and
broaden the observation that the infection efﬁciency of an
individual cell is strongly and reproducibly determined by
its adaptation to the population context prior to the viral
challenge.
RNAi perturbs virus infection via changes in the
cell population context
RNAi in human tissue culture cells can strongly affect
population context parameters, such as cell size and local cell
density (Figure 2A–C). This can only partially be inferred from
knowing the total number of cells in a population (B50%, see
Supplementary Figure 14). For instance, two perturbed cell
populationscanhaveanidenticalnumberofcells,butstrongly
different distributions of local cell density or fractions of cells
located on cell islet edges (see Figure 2D). As population
context strongly determines virus infection, RNAi perturba-
tions that alter the population context of individual cells may
thereby indirectly change the infection efﬁciency. To evaluate
this, we used the non-parametric models that take all
quantiﬁed parameters of the population context into account
to predict the expected unperturbed infection efﬁciency of
each individual cell (see Figure 2D for DEN-1 virus infection
and Supplementary Figure 16 for more prediction examples).
Theaveragesofthesepredictedsingle-cellvaluesrepresentthe
expected unperturbed level of infection of a population of
cells. We next compared these predictions with the actual
measured fractions of infected cells in each cell population
(see Figure 2E for VSV_MZ and see Supplementary
information). Strikingly, the correlation coefﬁcients between
predicted and measured levels of infection in each population
of an RNAi screen were as high as 0.89 (e.g. for VACV in HeLa
MZ, Figure 2F). The average correlation coefﬁcient for all
34 screens was 0.64 (Figure 2F). Controls conﬁrmed that
this was not the result of model over-ﬁtting on potentially
virus-induced phenotypic properties of individual cells
(Supplementary Figure 10). This demonstrates that a large
part of the changes in infection in these RNAi screens are
determined by siRNA-induced changes in the cell population
context, which propagate into virus infection in a predictable
manner.
Single-cell modelling reveals causality in
perturbation phenotypes
To separate perturbations that act via changes in the cell
population context from direct perturbations of the infection
process itself, we developed two complementary statistical
analysis methods. To quantify the siRNA-induced change in
virus infection independent of population context changes
(direct effects), we normalized the measured level of infection
for each siRNA-transfected cell population (total effects,
includingbothdirecteffectsandeffectsthroughthepopulation
context) with its model-predicted level of infection (see
Figure 3 bar graphs on the right for examples, and
Supplementary information). As a complementary analysis,
we developed a data-driven approach based on Bayesian
network inference to understand the causal interactions
leading to the observed changes in virus infection (see
Supplementary information, and Supplementary Figures 7
and 11). In total, we calculated 4998 bootstrapped Bayesian
networks, one for each siRNA in each of the 34 small-scale
screens. These networks (Figure 3 and Supplementary
Figure 25) are inferred from single-cell measurements and
display causal interactions between population context para-
meters and virus infection, as well as the effects of gene
silencingontheseparameters.Thisallowedustoinferhowthe
loss of a gene lead to changes of parameters in this network,
and which parameter was the most upstream effector. These
analyses revealed direct, indirect and masked RNAi pheno-
types (see Figure 3 and Supplementary Figure 12), which we
observed both in the small-scale and in the large-scale screens
of virus infection (Supplementary Figure 29).
Direct RNAi phenotypes consist of perturbations that act
directly on the infection process inside single cells, besides
having possible effects on the population context. These
changes in virus infection efﬁciency are traditionally the kind
of perturbations one is after in RNAi screens, and cannot be
predicted based on the population context. Examples of such
direct effects of perturbations are the siRNA-mediated silen-
cing of FK506-binding protein 12-rapamycin-associated pro-
tein1 (FRAP1, alsoknownasmechanistic targetofrapamycin,
mTOR) for the adenoviruses, and the second and third siRNAs
silencing the dual-speciﬁcity tyrosine-(Y)-phosphorylation-
regulated kinase 3 (DYRK3) for VSV (where the ﬁrst siRNA
did not have a direct effect on VSV) (see Figure 3A and
Figure 2 RNAi causes widespread changes in cell population context leading to predictable changes in virus infection. (A–C) siRNA-induced changes in the cell
population context ((A) Local cell density distributions; (B) Cell size distributions; (C) Fraction of cells located in cell islet edges) are shown from an example small-scale
RNAiscreen.Individualcolouredlines anddots representvaluesfromindividualpopulationsofanexample RNAiscreeninHeLaMZcells,colour codedaccordingtothe
number of cells in each perturbed population (see colour scale on the right of panel C). Black lines (and transparent grey regions) and dots represent the median values
(and s.d.) of non-targeting siRNA controls. (D) Two examples of wells with equal cell number (B2600 cells) but different cell population contexts. Segmented nuclei are
pseudo-coloured according to the local cell density, cell islet edges, and predicted DEN-1 infection probabilities. The upper panels show HeLa Kyoto cells transfected
with the second siRNA targeting STK40, resulting in an average local cell density of 4.5 (a.u.), 32% of cells located on cell islet edges, and a predicted infection index of
0.091.ThelowerpanelsshowHeLaKyotocellstransfectedwiththethirdsiRNAtargetingDYRK3,whichhasanaveragelocalcelldensityof2.2(a.u.),ofcellslocatedon
cell islet edges, and a predicted infection index of 0.248. (E) RNAi results for VSV infection expressing GFP in HeLa MZ cells. Normalized z-scores of fold-change in
infection (see Supplementary information) are presented per siRNA perturbation. Values are ranked according to the strength in direct perturbations of the infection
process inside single cells. Blue circles, direct effects (i.e. population context-independent) for each siRNA; Green circles, direct effects of non-targeting (scrambled)
siRNAs; Red circles, direct effects of positive controls (siRNAs silencing GFP); Light blue squares, total siRNA effects (direct and population context-mediated effects);
Black circles, population context model-expected infection indices. Median values of triplicates are shown. Error bars depict standard deviations of direct siRNA effects
(n¼3). (F) Correlation between all measured infection indices per siRNA and their model predicted infection indices for each small-scale screen (see Supplementary
informationandSupplementaryFigure13).InsetshowsanexamplescatterplotofthesevaluesforDEN-1infectioninHeLaKyotocells(correlation¼0.85).Thebarson
the right axis show the relative histogram of all correlation values.
Single-cell analysis of population context in RNAi
B Snijder et al
4 Molecular Systems Biology 2012 & 2012 EMBO and Macmillan Publishers LimitedSupplementaryFigure12).Thesedirecteffectswereconﬁrmed
by validation experiments (Supplementary Figure 32) as well
as by the Bayesian approach, which inferred direct causal
effects between the siRNAs and virus infection, despite
the presence of additional siRNA-induced effects on cell
growth and downstream cell population context parameters
(Figure 3A).
Indirect phenotypes consist of changes in infection that can
be fully attributed to changes in cell population context, and
can therefore be predicted. An example of such a phenotype
can be observed in the silencing of DYRK3, where the ﬁrst
siRNA (DYRK3_1) increased cellular growth, whereas the
second and third siRNA (DYRK3_2 and DYRK3_3) decreased
cellular growth. This leads to a decrease in DEN-1 infection for
the ﬁrst siRNA, and an increase in infection for the second and
third siRNA (Figure 3B). Causal modelling revealed that the
ﬁrst DYRK3 siRNA increased population size and local cell
density, resulting in a reduction of the number of cells located
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population sizes, leading to a lower local cell density and a
relative increase in cells located on cell islet edges (Figure 3B).
Because DEN-1 prefers to infect cells on the edges of cell islets,
DEN-1 infection is signiﬁcantly changed as a result of all
three DYRK3-targeting siRNAs, but in opposite directions for
the individual siRNAs. A second example is the decrease in
RV infection upon silencing of adenylate kinase 5 (AK5)
(Figure 3B). This decrease, observed for all three siRNAs
targeting AK5 (AK5_1-3), is explained by an siRNA-induced
increaseinthenumberofcellsandthelocalcelldensity,which
resulted in fewer cells located on cell islet edges (Figure 3B).
Because RV infection occurs preferentially in these cells, RV
infection is strongly decreased.
We also observed masked phenotypes, where direct
perturbations of infection were counteracted by opposite
effects on infection through changes in the cell population
context(Figure3C).Forinstance,thedirecteffectofBRserine/
threonine kinase 1 (BRSK1, also known as SAD1A) silencing
on RV infection in HeLa MZ cells (a reduction) was masked in
the total effect on infection of the third siRNA (BRSK1_3), due
to a relative increase in the number of cells located on cell islet
edges for this siRNA (Figure 3C). Also, the direct effect of
inositol 1,4,5-trisphosphate 3-kinase A (ITPKA) silencing on
DEN-1 infection in HeLa KY cells (a moderate increase) was
masked in the total effect on infection of the third siRNA
(ITPKA_3) by a decrease in the number of cells located on cell
islet edges.
These examples illustrate the complexity that can underlie
the effects of gene silencing over 3 days in a growing cell
population. A cell population-averaged readout would over-
look this complexity, leading in the case of indirect and
maskedeffectstoawronginterpretationoftheloss-of-function
phenotype.
Accounting for population context strongly
changes screening results and improves cell line
comparability
We next asked to what extent the RNAi screening results
changed when just the direct perturbation effects were
considered instead of total perturbation effects. To account
for inconsistent siRNA phenotypes, we calculated the median
value of all three siRNAs, which effectively selects away any
outlier siRNA phenotype. On average over all 34 small-scale
screens, we observed a 40% change of the top 3 genes for
which 2/3 or 3/3 siRNAs gave the same phenotype (Figure 4A
and Supplementary Figure 18). In the large-scale RNAi screens
of virus infection, both masked and indirect effects occurred
frequently. For three of the seven large-scale screens, we
observed abundant (25–50%) fully indirect and fully masked
siRNA phenotypes (Figure 3D and Supplementary Figure 29).
Furthermore,overallsevenscreens,theidentityofthe300genes
for which at least two out of three RNAi phenotypes most
strongly and reproducibly reduced infection (host factors
required for infection) changed on average by 35% after
accounting for indirect and masked effects (Figure 4A). Thus,
indirectandmaskedeffectshaveastrongimpactonthechoiceof
genes for follow-up investigation. We further noticed that direct
effects showed more signiﬁcant outliers from the mean (a
Kurtosis of 4.73 compared with 3.88 in the 34 small-scale
screens) (Supplementary Figure 19), and a higher similarity
between different negative controls (Po3 10
 9, n¼306)
compared with total effects. Thus, by eliminating indirect effects
and revealing masked effects, hits stand out more clearly from
non-hits, improving the statistical window for hit scoring.
Given the strong changes in RNAi screening results after
accounting for population context-propagated effects, we next
asked how this would impact the reproducibility and compar-
ability of RNAi screens. In general, comparative RNAi
strengthens the conﬁdence in reproduced screening hits and,
for virus infection, has the potential to reveal structure in the
complexity of the underlying host factors (Pelkmans et al,
2005; Pelkmans, 2009). However, published RNAi screens of
the same virus infection have had poor hit-list overlap
(between 3 to 6% overlap in hits from several HIV screens)
(Bushman et al, 2009; Cherry, 2009; Mohr et al, 2010). Based
on our ﬁndings so far, we reasoned that poor overlap in cell
population-averagedRNAiscreenscould, inpart,becausedby
different patterns of cell-to-cell variability (see Figure 1B). To
investigate this, we compared the two small-scale RNAi
screens of each virus infection performed in multiple cell
lines. VACV infection preferentially occurred in large HeLa KY
cells with intermediate local cell densities, whereas in HeLa
MZ cells, it occurred in sparsely growing and small cells
(Figure 4B). The total effects of these two screens correlated
poorly (r¼0.12, Po0.16) (Figure 4C, upper panel), whereas
the direct perturbation effects correlated signiﬁcantly better
(r¼0.42, Po10
 6) (Figure 4C, lower panel). Similar signiﬁ-
cant improvements in comparability were observed for the
HSV1 and DEN-1 RNAi screens performed in different cell line
strains(Figure4D).LikeVACV,thesevirusinfectionsdisplayed
strong patterns of cell-to-cell variability, but with different
characteristics for different HeLa strains (see Figure 1B).
Notably, accounting for population context-propagated effects
Figure3 Single-cellmodellingofcausalityinpopulationcontext-determinedcell-to-cellvariabilityofinfectioninRNAiscreens.(A–C)Examplesofthecausalmodelling
(see Supplementary information) of direct (A), population context-mediated (B) and masked (C) perturbation effects, as well as their corresponding infection and
population context measurements in various RNAi screens. Black arrowheads in the causal graphs denote inferred directionality of effects, whereas their absence
indicates effects where both directions had the same likelihood. Red and green edges denote the sign of the pairwise single-cell bootstrapped correlations between
nodes of the network (red¼negative, green¼positive). Orange nodes in the causal graphs represent virus infection; Light blue nodes represent siRNAs indicated by
thegenenameandtheirsiRNAnumber(groupedbyparenthesesifeffectsfordifferentsiRNAsareidentical).Greynodesrepresentpopulationcontextparameters(Pop.
size, population size; Edge, cell islet edges; LCD, Local cell density). Population context and cellular state nodes not causally linked to infection have been omitted for
clarity. The bar plots show normalized z-score values (Supplementary information) for infection (orange bars) and 3  z-score values (to put them on the same scale as
infection) for population context measurements (grey bars). Error bars denote s.d. (n¼3) around median values. (D) Quantiﬁcation of fully indirect (blue) and fully
masked(red) siRNAeffectsfor the YFVandVACVlarge-scale screens.siRNAphenotypes were classiﬁed basedon theirdirect andtotal measurements, as indicated in
the legend.
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without adversely affecting the comparability of screens that
displayed already good correlation (Po0.001) of RNAi
phenotypes between cell line strains before accounting for
population context-propagated effects (Figure 4D). More
importantly, when we compared hit-list overlap (and not
overall correlation, which is strongly determined by non-hit
data points) between small-scale screens of the same virus
infection in different HeLa strains, we observed that hit-list
overlap improved for 9 of the 15 virus infections, whereas that
of four remained constant and two decreased (Figure 4D).
Overlap between down-hits (host factors required for infec-
tion) increased from 26.7 to 40%, whereas overlap between
up-hits (host factors suppressing infection) increased from
11.1 to 20% (Figure 4A and D).
In conclusion, hit lists from RNAi screens are confounded
by indirect and masked effects due to changes in the cell
population context. Correcting for these unwanted effects
changes such lists, improves the statistical window for hit
scoring, and increases reproducibility between screens
performed in different cell line strains.
Cell population context confounds large-scale and
genome-wide RNAi screens of various cell
physiological activities
To investigate the generality of these improvements, we used
the size of interphase nuclei, a proxy for cell size (Snijder et al,
2009), as a readout common in the seven druggable genome
RNAi screens (Supplementary Table 6). Also for this readout,
we observed signiﬁcant changes in hits after accounting for
population context-mediated effects. The top-300 hit lists for
regulatorsofcellsize(inwhichatleasttwooutofthreesiRNAs
gave consistent reductions of cell size) changed between 50
and 80% (Figure 4A). Furthermore, an average increase of
36% (from 11.8 to 16%) in overlap was observed between
druggable genome screens performed in different HeLa strains
(Figure 4A).
To investigate to which extent such improvements can still
be seen when screens from different laboratories are
compared, using different experimental protocols, siRNA
libraries and cell lines, we additionally analysed two
genome-wide RNAi screens in HeLa MZ and A431 cells,
performed in Lausanne (Scott et al, in preparation). First,
accounting for population context-mediated effects in the
identiﬁcation of cell size regulators improved the hit-list
overlap between these two screens with 35.7% (from 5.6 to
7.6% hit overlap, Figure 4A). We next analysed the impact
between comparisons of the seven druggable genome screens
performed in Zurich with the two genome-wide screens
performed in Lausanne. Average hit-list overlap of all
druggable genome screens and the genome-wide screen
performed in the same cell line (HeLa MZ) improved by
23.9% (from 7.1 to 8.8%). The average overlap between all
seven druggable genome screens performed in three different
HeLa strains and the genome-wide screen performed in A431
cells furthermore improved by 13.1% (from 6.1 to 6.9%)
(Figure 4A).
The two genome-wide RNAi screens from Lausanne were
intended to identify regulators of cellular cholesterol levels in
both HeLa MZ and A431 cells. Also for this important cell
physiological property, we observed that accounting for
indirect and masked effects through changes in the population
context changed the top-500 hit list with 26.6% and 31.8%,
respectively (Figure 4A). Furthermore, the overlap
between these two hit lists improved by 20.8% (from 10.6 to
12.8%overlap).Similarobservationsweremadeincomparing
two medium-scale RNAi screens (targeting 1183 genes using
siRNA pools) of early endosome organelle abundance (EEA1
stain) performed in HeLa MZ cells and in A431 cells. The hit
lists of these screens changed between 25 and 50%, whereas
hit-list overlap increased by 17% (from 15.9 to 18.6%,
Figure 4A).
A previous study comparing genome-wide HIV infection
screens revealed poor reproducibility in actual hits between
thesescreens,butshowedthatthefunctionalgeneannotations
of the hits overlap somewhat better (Bushman et al, 2009). As
accounting for cell population context-mediated effects
improves actual hit-list overlap of cell size regulators
(Figure 4A), we also expected to see an improvement in gene
Figure 4 Accounting for population context-propagated effects changes hit lists and improves reproducibility, cell line comparability, and siRNA phenotype
consistency. (A) Percentage of gene hits (observed with at least two independent siRNAs in triplicate) that changed after accounting for cell population context in: (left)
the top-300 genes of the druggable genome screens, which silencing reduced virus infection; (second from left) the average of the top-3 genes in the 34 small-scale
screens, which silencing reduced or increased infection; (third from left) the top-300 genes of the druggable genome screens, which silencing reduced interphase nuclei
size; (right) the top-150 genes of the medium-scale RNAi screens on early endosome abundance (stained for EEA1). Brackets on top of the bar graphs indicate the
improvementofhit-listoverlapbetweenscreensofthesamecellularactivityperformedindifferentcelllinesand/orlaboratories,with%overlapbeforeandafterthearrow
representing results before and after accounting for population context-mediated effects. (B) Infection indices at intersections of the multidimensional population context
and cellular state space (as in Figure 1F) for interphase cells, cells not located on cell islet edges, at intermediate population sizes. Examples for Vaccinia virus (VACV)
infection in HeLa MZ cells (upper) and HeLa Kyoto cells (lower) are shown (see Supplementary Figure 20 for more examples). VACV infection preferentially occurs in
different subpopulations of cells in the two cell line strains. (C) Scatter plots for measurements of total effects (upper) and direct effects (lower) of siRNAs on VACV
infection in HeLa MZ and HeLa Kyoto cells. Black dots depict median values for individual siRNAs (n¼3). Values have been z-score log2 normalized over all siRNA
phenotypes. Total siRNA effects do not signiﬁcantly correlate between cell lines (r¼0.12, Po0.16), whereas direct siRNA effects signiﬁcantly correlate between the
two RNAi screens (r¼0.42, Po10
 6). (D) Comparison of siRNA effect correlations (upward bars) and their signiﬁcance (downward bars) between virus infections
performed in different cell lines (see also Supplementary Figure 17). Correlations between direct siRNA effects are indicated in blue; Correlations between total siRNA
effectsare depictedinorange.Dashed blacklineinlower bargraph indicates the Po0.001signiﬁcance threshold.Additionally, absolute numbersof sharedhits(up and
down)are shownfor total(beforearrow) anddirect(after arrow)effects. (E,F)Absolute increases ofsiRNAconsistency(for calculation, seeSupplementary information)
are shownfor thelarge-scale RNAi screens ofYFV andVACVinfection(E) andofinterphase nucleisize inHeLaCNX andHeLaMZcells (F). X-axesindicate the siRNA
rank threshold at which the perturbation is considered signiﬁcant. The number of genes for which 2/3 or 3/3 siRNAs give consistent phenotypes are shown, minus the
number of corresponding cases expected by random (the random model is depicted on the right of F), and absolute numbers are indicated for certain examples.
Numbers of genes with increased consistency for 2/3 or 3/3 siRNAs, after accounting for population context-propagated effects, are color coded as red and green,
respectively (see legend). See Supplementary Figure 31 for the results of all seven large-scale infection screens.
Single-cell analysis of population context in RNAi
B Snijder et al
8 Molecular Systems Biology 2012 & 2012 EMBO and Macmillan Publishers Limitedannotation overlap. Indeed, overlap in the functional annota-
tions enrichedwith aP-value below 0.01 and present in atleast
threeofthesevendruggablegenomescreenswentupfrom4to
15. Such improvements were consistently found at varying
P-values and varying numbers of screens (Supplementary
Figure 30, Supplementary Tables 5 and 6).
Taken together, our analysis of this unprecedented large
numberofRNAiscreensshowsthatcellpopulationcontextisa
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as of intrinsic cell physiological properties, such as cell size,
cellular cholesterol levels, and organelle abundance. Account-
ing for this improves the reproducibility of such screens. This
improvement is seen between screens performed at different
laboratories, with different cell lines, different high-through-
put cell culture and RNAi transfection protocols, as well as
with different siRNA libraries (Supplementary Table 7).
Population context-propagated effects partially
account for inconsistent siRNA phenotypes
We next investigated to what extent population context-
mediated effects inﬂuence differences in phenotype observed
for siRNAs targeting the same gene. Such different phenotypes
can occur due to, for instance, dissimilar gene knockdown
efﬁciencies and off-target effects caused by micro-RNA-like
behaviour of siRNAs (Jackson et al, 2003; Luo and Chang,
2004), although the design of newer siRNA libraries attempts
to avoid such micro-RNA-like effects. Interestingly, the direct
siRNAeffects on virus infection discussed above (see Figure3)
were more consistent among the individual siRNAs targeting
the same gene than their total effects (see also Supplementary
Figure 12). We therefore measured siRNA rank overlap (see
Supplementary Methods) in the seven druggable genome
RNAi screens of virus infection before and after accounting for
populationcontext-mediatedeffects(Figure4E).Strikingly,for
ﬁve of the seven screens, accounting for population context-
propagated effects led to considerable improvements in siRNA
consistency, whereas the other two screens were not nega-
tively impacted (Supplementary Figure 31). The strongest
relative increases were observed for genes where 3/3 siRNAs
gave consistent phenotypes, with up to 80% more 3/3
phenotypes in the top 750 siRNAs of the three siRNA-sets in
the VACV infection screen (Supplementary Figure 31). The
strongest absolute increases were observed for 2/3 pheno-
types, with up to 25 more 2/3 phenotypes observed for the top
750 siRNAs of three siRNA sets in the YFV infection screen
(Figure 4E). In the large-scale RNAi screen on VACV infection,
11 more consistent 3/3 phenotypes were found (Figure 4E).
Finally, we also observed improved siRNA consistency for
six of the seven druggable genome screens when analysed for
cell size regulation (see Figure 4F). For instance, in HeLa CNX
cells, 8 more 3/3 consistent siRNA phenotypes were found,
whereas in the HeLa MZ cells, 17 more 2/3 consistent siRNA
phenotypes were found. These improvements were indepen-
dent of potential virus-induced cell size changes in these
screens, as they remained when infected cells were excluded
from the analysis. Thus, differences in population context
contribute to inconsistencies between phenotypes of siRNAs
that target the same gene.
Accounting for population context improves the
functional annotation of large-scale RNAi screens
To understand the impact of scoring direct perturbation effects
beyond the single-gene results of a large-scale RNAi screen,
wecomparedthefunctionalannotations(DennisJretal,2003)
of SV40 infection hit lists before and after accounting
for population context-propagated effects (Figure 5, Supple-
mentary Figure 28 and Supplementary Table 8). Comparing
these two lists of annotations revealed that direct perturbation
effects were more enriched in cellular processes known
to be required for SV40 infectious entry (Pelkmans et al,
2001, 2005; Schelhaas et al, 2007), including membrane
association, involvement in signalling, vesicle and calcium
iontransport,associationwiththeendoplasmicreticulum,and
involvement in cell adhesion (Figure 5, Supplementary
Figure 28). Accounting for population context-mediated
effects, most strongly reduced annotations with expected
pleiotropic roles in numerous aspects of cellular physiology,
such as alternative splicing (Figure 5, and Supplementary
Figure 28). Accounting for population context-propagated
effects, therefore, not only improves the reproducibility and
consistency of RNAi screening results at the siRNA, gene, and
functional annotation level but also increases the focus of
screening results on genes that are directly involved in the
intracellular activity screened for.
RNAi perturbations of infection patterns reveal
regulators of cell-to-cell variability
Apart from direct, indirect, and masked phenotypes, a global
inspection of the causal networks derived from perturbed
single-cell measurements (as shown in Figure 3) further
revealed that certain perturbations invert the sign of the causal
interactions by which population context determines virus
infection (Supplementary Figure 24). These changes occurred
irrespective of changes in cell population context or in the
number of infected cells. Most notably, 9 of the 34 small-scale
screens showed perturbations that resulted in a sign switch of
causal links between cell islet edges and virus infection
(Supplementary Figure 24). To further visualize and quantify
these, we plotted bootstrapped single-cell correlations
between infection and location on cell islet edges for each
triplicateperturbation(Figure6A).The screenofSFVinfection
in HeLa KY cells showed most opposing RNAi phenotypes,
which either led to a positive or a negative correlation. The
strongest increase of infection in edge cells was observed for
the silencing of TRIO, whereas the strongest decrease was
observed for the silencing of ABL1 (see Figure 6A and B, and
Supplementary Figure 25). Population-averaged results did
not reveal TRIO as a signiﬁcant regulator in any of the RNAi
screens, or ABL1 as a signiﬁcant regulator of SFV infection.
Because both protein expression levels and activity have been
reported to correlate with cell population context parameters,
such as cell size (Colman-Lerner et al, 2005; Newman et al,
2006) and cell density (Fukuhara et al, 2008; Snijder et al,
2009), wereasoned that this could also be the case for Trio and
Abl1. Indeed, the single-cell protein levels of Trio and Abl1
showed population context-dependent expression levels,
which were highest in those subpopulations where infection
was most increased upon their gene silencing (Figure 6C). In
addition, the silencing of TRIO and ABL1 increased clathrin-
mediated endocytosis (CME, as measured by transferrin
uptake, hijacked by SFV for infection (Helenius et al, 1980))
in a population context-dependent manner consistent with the
upregulation of SFV infection (Figure 6D). Trio and Abl1 are
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et al, 1999; Sini et al, 2004; Zandy and Pendergast, 2008), a
negative regulator of CME (Lamaze et al, 1996). Consistently,
silencing of RAC1 increased SFV infection throughout the
entire cell population (Supplementary Figure 26). Together,
these results suggest a cell population context-dependent
opposite regulation of Rac1 by Trio and Abl1, which has so far
only been reported in several developmental studies (Liebl
et al, 2000; Forsthoefel et al, 2005; Hurwitz et al, 2009). Multi-
cellular organization with relevance for developmental biol-
ogy might therefore be revealed by the analysis of perturba-
tions of regulated cell population context-determined cell-to-
cell variability in monoclonal tissue culture cells.
Towards a systems-level analysis of virus
infection
Using bootstrapped hierarchical clustering, we next analysed
the complex structure underlying the molecular regulation of
virus infection by the 49 kinases tested in all 34 small-scale
RNAi screens (Figure 7A) (see Supplementary information,
and Matlab code available at www.infectome.org). Direct
perturbation effects improved the co-clustering of the same
virus infection screened in different cell line strains (see
Supplementary Figure 21). This indicates that clusters based
on direct perturbation effects on virus infection are less
sensitive to speciﬁc, virus infection-unrelated properties of the
celllineused.Intriguingly,theobtainedclustergramrevealeda
striking separation between enveloped and non-enveloped
viruses (Po8.6 10
 9) (Figure 7A), suggesting that virus
particle structure and type constrain the host cellular
mechanisms that can be hijacked for infection.
To reveal the genes determining the clustergram structure,
we calculated signiﬁcant RNAi phenotypes for each branch
point (see Supplementary Figure 22). This identiﬁed DYRK3
(independently validated for VSV, and HSV1 infection, see
Supplementary Figure 32) and FRAP1 (independently vali-
datedforHAdV3-BandHAdV5-Cinfection,seeSupplementary
Figure 32) as the two most global determinants of this
clustering (Figure 7B). FRAP1 and DYRK3 also displayed one
of the strongest negative correlations between their RNAi
proﬁles over all 34 small-scale assays (r¼ 0.48, Po0.0038)
(see Figure 7B and Supplementary Figure 23). More than half
of all enveloped virus infections weremore sensitiveto DYRK3
silencing than to FRAP1 silencing, while most of the non-
envelopedvirusesweresensitivetoFRAP1silencingandnotto
DYRK3 silencing. FRAP1 is well known to regulate protein
translation downstream of growth factor signalling and
nutrient sensing (Sarbassov et al, 2005). DYRK3 has so far
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Figure 6 RNAi perturbations of population context-determined infection patterns. (A) Single-cell bootstrapped correlations between virus infection and location on cell
islet edges are shown for the 147 siRNAs in each of the 34 small-scale screens. Bootstrapped correlations were calculated combining single-cell measurements from
triplicate experiments. The grey region around zero indicates weak correlations. Dot colour and dot size depict the median direct effects of siRNAs on infection and the
population size, respectively. Insets on the right show the observed patterns for SFV infection in HeLa Kyoto cells, in which TRIO (upper), or ABL1 (lower), is silenced
(Blue¼DAPI, green¼SFV infection) (see also Supplementary Figure 25). Additional RNAi phenotypes of STK40 and QSK, which have multiple siRNAs (number in
parentheses) targeting the same gene that cluster together in the dot plots (clustering indicated with black bold lines), are highlighted. (B) Measured indices of SFV
infection in HeLa Kyoto cells located or not on cell islet edges. Median and s.d. of triplicate measurements are shown for TRIO-silenced cells (red), ABL1-silenced cells
(blue) and scrambled (non-targeting) siRNA-silenced cells (grey). (C) Protein levels of Trio (red) are higher in sparsely growing cells, whereas protein levels of ABL1
(blue) are higher in cells in densely growing cells. Solid lines and dots indicate median values of mean intensity per cell, for varying local cell densities. Light-coloured
regions indicate the inter-quartile range of intensities of individual cells. (D) Silencing of TRIO increases CME (as measured by transferrin uptake relative to that of non-
perturbed cells) more strongly in single cells at lower local cell densities (red), whereas ABL1 silencing increases CME more strongly in single cells at high local cell
densities. The solid lines represent median values, and transparent region 0.5  inter-quartile ranges of single-cell values.
Figure 7 Towards a systems-level analysis of host factors regulating infection across mammalian viruses. (A) Bootstrapped hierarchical clustering of all 147 direct
siRNA effects of the 34 small-scale RNAi screens. Per branch-point, three bootstrapped empirical P-values were calculated: Red, approximately unbiased P-value;
Green: sub-tree P-value; Blue: leaf-set (i.e. clade or cluster) P-value. The tree with the highest summed edge P-value from 10
6 bootstrapped trees is shown (see
Supplementary information). (B) Direct effect of DYRK3 (orange) and FRAP1 (blue) silencing for each assay. Per screen, the median value of all three siRNAs, and
median of triplicates is shown (i.e. similar to a two out of three criterion). Asterisks indicate gene-silencing phenotypes, which were independently validated (see
Supplementary Figure 32). Distribution below the x-axis depicts typical data density of the normal distribution. Note that for visual purposes the x-axis is inverted, with
negativevalues(reducedinfectionphenotypes) ontherightside.ThecorrelationofDYRK3/FRAP1phenotypes overallassaysis  0.48(Po0.0038).(C)Genescores
for selected genes are shown for all small-scale RNAi screens of virus infection. Bar colours correspond to different genes (see legend). (D) Functional annotation
enrichmentP-valuesarevisualizedforsixfunctionalannotationcategoriesontheclusteringofthe34small-scaleRNAiscreens.Enrichmentwascalculatedusingarank-
based Kolmogorov–Smirnov method (see Supplementary information). Node colour indicates enrichment in down-hits (red) or up-hits (green), and node size indicates
P-value of enrichment (see legend).
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homologues of FRAP1 and DYRK3 oppositely regulate
ribosomal protein gene expression (Martin et al, 2004). This
suggests the presence of two distinct and envelope-dependent
strategies by which viruses hijack regulation of protein
translation. Analysis of RNAi phenotypes that determine the
lower part of the clustergram structure further revealed virus-
speciﬁc regulators of infection (validated for AAK1 in HAdV-
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regulators of infection, and additional regulators of multiple
virus infection pathways (see Figure 7C, Supplementary
Figure 22, Supplementary Table 4, and www.infectome.org).
We further analysed functional annotation enrichments at
each branch-point of the clustering of the 34 small-scale
screens, using a rank-based Kolmogorov–Smirnovenrichment
score based on average gene ranks over all assays below each
branch-point in the tree (Figure 7D, and Supplementary
information).Thisrevealedseveralglobalenrichmentpatterns
that can only be identiﬁed by comparative RNAi. For instance,
the clustered enveloped viruses YFV, SFV, and HSV1 share a
stronger dependency on protein tyrosine kinases than the
other viruses. We further observed several opposite roles for
host factors with shared functional annotations. For instance,
cell projection genes were required for VACV infection in HeLa
KYand MZ but suppress VSV infection in HeLa CNX and TDS.
Furthermore, VEGF signalling is required for VSV infection in
both HeLa CNX and TDS, but suppresses SV40 infection in the
same cell lines (see Figure 7D). Such global analyses are a ﬁrst
step towards a systems-level view of the complexity in host
factors regulating infection across mammalian viruses.
Discussion
We have presented a systematic studyof the interplaybetween
population context-regulated cell-to-cell variability and RNAi
phenotypes of virus infection in an unprecedented large set of
functional RNAi screens. Two separate statistical methods
consistently reveal abundant population context-mediated
RNAi effects, as well as regulators of cell-to-cell variability.
Accounting for even a limited set of population context
measurements helps to address two of the largest technical
problems currently faced in RNAi screening (Mohret al, 2010).
It leads to improved comparability of RNAi screens performed
indifferent celllines, andtoimprovedsimilarityofperturbation
phenotype obtained with different siRNAs that target the same
gene.Besidesvirusinfection,improvementswerealsoobserved
forscreensinvestigatingcellsize,cellularcholesterollevels,and
organelle abundance, evenwhen comparing screens performed
in different cell lines, screening facilities, and with different
siRNA libraries. Discrepancies in screening results caused by
true differences in the molecular mechanisms by which cell
lines regulate their physiology will naturally remain.
The improved consistency in phenotype of siRNAs targeting
the same gene stem in part from different effects on cellular
growth, which then propagate via the cell population context
into the cellular activity screened for. It will be interesting to
understand to which extent these differences are the result of
different silencing efﬁciencies or cytotoxicity due to true off-
target effects (Jackson et al, 2003; Luo and Chang, 2004).
However, regardless of the nature of these differences, our
approach partially resolves the problem.
Given the broad range of improvements observed in this
study, we expect our methods to also improve other RNAi
screens of cellular processes that show cell-to-cell variability
determined by the cell population context. For virus infection,
which has been a common focus of RNAi screening in the past
5 years (Bushman et al, 2009; Cherry, 2009; Mohr et al, 2010),
as well as cell size regulation, lipid homeostasis, and
endocytosis, second-generation RNAi screens that account
for cell-to-cell variability will likely result in signiﬁcantly
altered and improved hit lists. If population context-mediated
effects should generally be accounted for is currently not clear,
but we expect the cell population context to inﬂuence the
expression of a large number of genes (see for instance
(Fukuhara et al, 2008)), metabolic activity, signal transduc-
tion, cell polarization, cell proliferation and migration, and the
determinationofcell shape(Kimetal,2010;Schultzetal,2 0 1 1;
Snijder and Pelkmans, 2011).
Besides RNAi screening, our ﬁndings in principle apply to
any type of cellular perturbation, although at different levels.
When both the perturbation and the assay occur in a time
period that is shorter than one cell cycle, for instance in small
compound screens, and cytotoxicity is not too high, there may
be little effect on the cell population context, and therefore
likely less indirect effects. However, one can still expect
molecular perturbations to show effects only in a speciﬁc
subpopulation of cells that reside in a particular microenvir-
onment (for instance, cells on cell islet edges or cells with
extensive cell–cell contacts), or to even show different effects
in different subpopulations of cells (Singh et al, 2010). The fact
that Trio and Abl1 show population context-speciﬁc expres-
sion levels suggests that small-molecule inhibitors of such
kinases would also show context-speciﬁc effects. Population-
averaged readouts may thus also in such screens lead to an
incomplete or wrong interpretation of results.
Our ﬁndings show how cell population averaging can be
misleading in interpreting a perturbation phenotype. This can
only be overcome by applying methods that have the depth to
measure activities at single-cell resolution, in a large number
of single cells, and that can quantify each single cell’s
population context. At the moment, these requirements are
onlymetinimage-basedapproachescombinedwithsingle-cell
image analysis and data-driven modelling. Perturbation
screens that measure average signals from a whole perturbed
population, for instance via ﬂuorescence plate readers, cannot
apply such a deep screening approach and will therefore lack
the technical advances it offers. However, with the advent of
affordable automated microscopes, and the continued devel-
opment of software and computational capacity, single-cell
image-based screens at a depth performed here may now
become more mainstream. To facilitate the adoption of the
methods presented here, a MatLab-based toolbox that inte-
grates with CellProﬁler (Carpenter et al, 2006) is available for
download from our website (http://www.infectome.org).
Single-cell analysis of the population context allows a more
sensitive and complete mining of the potential resource that
image-based RNAi screens are for systems-level approaches.
Highly parallel RNAi screens of virus infection can now reveal
the combinatorial molecular modules of the host cell that
viruses hijack for different steps of entry and replication
(Damm and Pelkmans, 2006; Li et al, 2009), reducing the bias
of cell line speciﬁcities. Furthermore, the ability to identify
perturbations of population context-determined cell-to-cell
variability, which are fundamentally different from perturba-
tions of overall cellular activity, enables the systematic
investigation of how single cells adapt to their microenviron-
ment and shape the cell population context.
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Experimental material and methods
Cell lines and tissue culture
All human cell lines were maintained under standard tissue culture
conditions, at 371C in a humidiﬁed atmosphere of 95% air and 5%
carbon dioxide. HeLa Kyoto cells were obtained from Jan Ellenberg
(EMBL, Heidelberg), HeLa MZ cells from Marino Zerial (MPI-CBG,
Dresden), HeLa CNX from Cenix Biosciences GmbH (Dresden), and
HeLa TDS fromthe High-Throughput Technology Development Studio
(MPI-CBG, Dresden).
siRNA transfection
RNAi screenswere performedinblack 96-well (small-scale screens) or
384-well (medium, druggable genome, and genome-wide screens)
mClear plates from Greiner. RNA interference against the selected 49
kinases (Supplementary Tables 1 and 3) (small-scale screens) and
againstthe6986genesofthedruggablegenome(siRNA#1and#2from
Qiagen druggable genome V2, and siRNA #3 from Qiagen druggable
genome V3) was performed with three independent siRNAs from
Qiagen each, and each siRNA transfection was repeated three times.
siRNA transfection was performed in a reverse manner, seeding the
cells into a well already containing transfection mix. The transfection
mix for a single well of a 96-well contained 0.1ml LP2000 (Qiagen),
14.9ml Optimem and 5mlo f1 mM siRNA (diluted in RNase-free
ddH2O). The cells were seeded in 80ml/well of complete medium
(DMEM, Gibco#41965039; 10% FCS, Sigma #F7524 lot.# 085K3396;
1%Glutamax,Gibco#35050038).Thenumberofseededcellswas3200
for HeLa MZ, and 2500 for HeLa Kyoto, HeLa TDS, and HeLa CNX,
except for the YFand DEN-1 screens, where 2700 and 2200 cells were
seeded for HeLa MZ and HeLa KY, respectively. Reagent and cell
amounts for 384-well plate-based experiments were scaled according
to the volume and surface area difference.
Virus preparation
Virus preparations for the 17 different mammalian viruses (see
Supplementary Table 2) were performed as described in the
Supplementary Methods and references therein.
Infection assays
We aimed for a mean infection index (fraction/percentage of infected
cells in a well) of 10 to 20% for all infection assays. As the infection
index is a combined function of the amount of virus added, and of
properties of the host cells (Snijder et al, 2009), we tested the various
virus stocks by seeding a gradient of cells (HeLa MZ: 1000 22000,
HeLa Kyoto: 500 20000) in the columns of a 96-well plate and
subsequently infecting the rows with a gradient of virus stock (see
Supplementary Methods). Optimal virus amounts were selected for
each corresponding cell line that resulted in an infection index of
B10% over a wide range of different population sizes and contexts.
Most infection assays were typically performed 48h after seeding and
reverse siRNA transfection of cells by adding an infection volume of
10 ml (HadV3-B, HadV5-C), 20ml (RV,RRV), 30ml (HRV-2) or 50ml
(FLUAV,VSV).ForSFV(PBSwash),SV40(R-mediumwash)andVACV,
the cell culture medium was removed and replaced by the infection
volume, 20ml (SV40), 50ml (VACV) or 90ml (SFV). See the
Supplementary Methods and Supplementary Table 2 for more details
on the individual infection assays.
Detection of virus infection
Successful virus infection was detected either by immunoﬂuorescence
staining of a viral protein or by detection of a ﬂuorescent protein
integrated into the viral genome. Immunoﬂuorescence was performed
for and with the following virus and antibodies: DEN-1(antibody:
monoclonal antibody 2H2 (ATCC collection), 8mg/ml, the antibody
was labelled with Alexaﬂuor 488, Invitrogen A10235; epitope: prM),
EV1(antibody:rabbitAbagainstpuriﬁedEV1;epitope:capsidproteins
VP1–3), RV (antibody: OBT0882, Oxford Biotechnology, 1:500;
epitope: VP6), RRV (antibody: OBT0882, Oxford Biotechnology,
1:500; epitope: VP6), HRV-2 (monoclonal antibody 8F5 (from D Blaas,
Department of Medical Biochemistry, Max F Perutz Laboratories,
Vienna Biocenter, Medical University of Vienna, Austria); epitope:
VP219), FLUAV (antibody: anti inﬂuenza A nuclear protein mouse
hybridomastrain,ATCCHB-65,unpuriﬁedsupernatant100mlperwell;
epitope: nuclear protein), SFV (antibody: Lady Di, 1:200; epitope: E1,
E2), SV40 (epitope: T-antigen1) and YFV (antibody: monoclonal
antibody 2D12 (ATCC collection), 2mg/ml, the antibody was labelled
with Alexaﬂuor 488, Invitrogen A10235; epitope: E protein). The
infection of HSV-1, HadV3-B, HadV5-C, HIV-1, HPV16, MHV, VACV,
andVSVwasdetectedbyexpressionofﬂuorescentreportersintegrated
in the viral genomes. See Supplementary Table 2 for more information
on the speciﬁc virus strains used.
Fixation and staining
AllassayswereﬁxedbyaddingPFAtoanendconcentrationof4%,and
incubating the cells for 15 30min, followed by two PBS washes. To
assure a homogeneous DAPI stain, cells were permeabilized for 3min
with PBS containing 0.1% Triton X-100. After one PBS wash, the cells
were incubated with PBS containing 1mg/ml DAPI for 10min. Before
scanningaﬁnalwashwithddH2Owasperformed,whichwasfoundto
minimize contaminants when imaging samples with automated
microscope. For those assays where virus infection was assessed by
indirect immunoﬂuorescence, the cells were incubated between 2h
andovernightwiththespeciﬁcprimaryantibody(seeparagraphabove
for details), secondary antibody incubation, and by two PBS washes
before DAPI staining and imaging.
Imaging
All small-scale and druggablegenome screen imageswere acquired on
two automated wide-ﬁeld cell WoRxt microscopes (Applied Preci-
sion) with a 10  objective. Per well, 3 3 directly adjacent images
were acquired, covering B65% of each 96-well and over 90% of each
384-well bottom surface. Image-based auto-focussing was performed
on the DAPI signal for each imaged site. The images were recorded
with 12-bit CCD cameras, and stored as individual 16-bit uncom-
pressedTIFFﬁlesper imagedsiteandperchannel.Combined forall34
small-assays, 396.018 images (994 GB of image data) were analysed,
whereas the seven druggable genome screens amounted to over 5
million individual images (amounting to roughly 5 TB of raw image
data).
Transferrin (Tf) uptake assay
HeLa KY cells were grown and siRNA-transfected as described above.
The cells were incubated with Alexa488-Tf for 15min at 371C in the
incubator. The cells were then washed once with PBS at RTand then
ﬁxed for 15min with PFA 4%. After ﬁxation, the cells were
permeabilized with 0.1% Triton for 5min at RTand the nuclei stained
with DAPI (1mg/ml) in PBS for 10min at RT. The cytosol was stained
incubating the cells with CellTrace (Molecular Probes, Invitrogen,
1:10000 fromstock solution 1mg/ml in DMSO) in 100mM Na2HCO3 for
5min at RT to remove non-internalized Tf. The cells were then ﬁnally
washed twice with PBS. The image acquisition was performed with a
Molecular Device microscope (ImageXpress Micro) with a 20 
objective. Different z-planes were acquired for the Tf channel (only
the maximum intensity projection was saved) and 49 ﬁelds per well
were acquired.
ABL1 and TRIO immuno-staining
Cells were incubated with blocking solution (1% BSA and 50mM
NH4Cl) for 45min at RT, washed with PBS, incubated with speciﬁc
primary antibody (1:100 ABL-Cell Signaling, rabbit, Cat.num.2862;
1:100 TRIO- Santa Cruz, goat, C-20 and N-20,sc-6061 and sc-6060,
respectively) in blocking solution for 1h and subsequently incubated
with the required secondary antibody (Molecular Probes, Invitrogen).
Image acquisition was performed with a Molecular Device microscope
(ImageXoressMicro)witha20  objective,and49ﬁeldsperwellwere
acquired.
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HeLa Kyoto cells were reversely transfected as previously described
with 50nM siRNA and Lipo2000 (Invitrogen) as a carrier in 96-well
plates (Greiner). At 3 days (72h) after transfection, the cells were
washed twice with serum-free RPMI medium, containing 0.2% BSA
and 20mM HEPES (pH 6.8). After 15min incubation at 371C in the
incubator, the medium was removed and the virus was added with a
1:900dilutionpreparedinRPMI-BSA,pH6.8.Thecellswereincubated
with the virus for 60min at 371C in the incubator. The medium was
then replaced with RPMI-BSA medium without virus (pH 7.2) and the
cells were further incubated for 2 or 4h at 371C in the incubator. The
cells were washed once with PBS at RTand then ﬁxed for 15min with
PFA 4%. After ﬁxation, the cells were permeabilized with 0.1% Triton
for 5min at RTand the nuclei stained with DAPI (1mg/ml) in PBS for
10minatRT.Thecellswerenextincubatedwithblockingsolution(1%
BSA and 50mM NH4Cl) for 45 min at RT, washed with PBS, incubated
with speciﬁc primary antibody (Mouse monoclonal anti dsRNA (J2)-
use at dilution 1:1000; Rabbit polyclonal antibody against E1/E2
glycoproteins (Lady-Dye)-use at dilution 1:1000) in blocking solution
for 1h at 41C and ﬁnally incubated with the appropriate secondary
antibody (Molecular Probes, Invitrogen). Image acquisition was
performed with a Molecular Device microscope (ImageXpress Micro)
with a 10  objective.
DYRK3, FRAP1, and AAK1 follow-up experiments
ValidationexperimentswereconductedwithsiRNAsdifferentfromthe
original screens, but in otherwise identical setups (Supplementary
Figure 32). Adenovirus experiments were analysed with a Tecan Saﬁre
plate reader and normalized for the total amount of DAPI signal,
whereas all other experiments were analysed the same as the original
screens, and normalized to the respective controls. Cells were
incubated with small compounds (1mM GSK626616, a DYRK3-speciﬁc
inhibitor,or1mMHarmine,ageneralDYRKfamilykinaseinhibitor)for
12h prior to virus infection. Cell number effects were measured
(B55% and B71% of cells remaining after GSK626616 and Harmine
treatment,respectively)anddidnot invalidatethe interpretationofthe
direct effect of the small compounds. Validation of AAK1 for HAdV5-C
infection was done by transient transfection of a human AAK1-
constructcombinedwiththe expressionofavalidatedSigmaMISSION
shRNA (50-CCGGCTCACTTGTATCACTCCAAATCTCGAGATTTGGAGT
GATACAAGTGAGTTTTTTG-30) targeting the 30-UTR of AAK1. Qiagen
DYRK3_2 and DYRK3_3 knockdown efﬁciency was measured using
qRT–PCR to be, respectively, 83% and 99% efﬁcient.
Computational image analysis
The images were analysed with open-source image analysis software
(Carpenter et al, 2006) (http://www.cellproﬁler.org), combined with
software published previously for supervised classiﬁcation of cellular
phenotypes (Ramo et al, 2009), and image analysis methods
speciﬁcally designed for this study and implemented in MATLAB
(http://www.mathworks.com) (see below). All computational image
analysis was run on the high-performance computing cluster Brutus
from the ETH Zurich. Novel methods can be downloaded from
http://www.infectome.org.
CellProﬁler Image analysis
The CellProﬁler image analysis pipeline was as follows: First, nuclei
were identiﬁed based on the DAPI stain. Next, cell boundaries were
estimated using nuclear expansion. Standard CellProﬁler texture,
intensity,size,andshapefeatureswereextractedfromnucleusandcell
regions, as well as from complete images, for all available channels. In
total, 224 raw and derived features were measured per individual cell.
Supervised classiﬁcation of cellular phenotypes
We applied supervised machine learning using the open-source
support vector machine (SVM) learning tool CellClassiﬁer (Ramo
et al,2009)(http://www.cellclassiﬁer.ethz.ch), toidentify biologically
and technically relevant cellular phenotypes. We classiﬁed all cells in
each screen into ﬁve distinct binary phenotype classes (infected/non-
infected, interphase/non-interphase, mitotic/non-mitotic, apoptotic/
non-apoptotic, blob/non-blob). See the Supplementary Methods for
more information.
Population context measurements
The population context parameters (local cell density, population size,
cells residing at cell islet edges, cell size, distance from cell-colony
edge) were measured using custom software written in Matlab
speciﬁcally for this study. The algorithm works on top of CellProﬁler
measurementsoftheweightedcentroidsofindividualobjects(nuclei),
and can be downloaded from http://www.infectome.org as CellPro-
ﬁler module (MeasurePopulationContext). See the Supplementary
Methods for more information.
Image analysis automation via iBRAIN
Image analysis and data content management was largely automated
using iBRAIN (image-based RNA interference) (see http://www.
infectome.org), a custom-made software package that manages job
submission,jobtracking,resultvisualizationanderrorrecoveryonthe
ETH high-performance computing cluster (Brutus), of the full analysis
pipeline. The pipeline includes, amongst others steps, lossless image
compression, merging, stitching and rescaling of images into preview
JPG ﬁles, CellProﬁler image analysis, population context measure-
ments and correction, SVM classiﬁcations, additional statistical
analyses, as well as preliminary data visualization and basic lab
information management.
Statistical analysis
Quantile multidimensional bin (QMB) models
To model virus infection in a robust and non-parametric way, we
performed quantile multidimensional binning of cells (for the small-
scale screens on average B5.8 million cells per assay, after discarding
poor quality cells) for the following population context and cell state
parameters: Local cell density (LCD), population size (POP.SIZE), cell
islet edges (EDGE), cell size (SIZE), mitotic phase (MIT) and apoptosis
(APOP), where MIT and APOP are mutually exclusive, and their
combinedalternative state(i.e.non-mitoticandnon-apoptotic)denote
interphase cells (See Figure 1F, and Supplementary Figure 3). Each
parameter was quantile binned, and cells with equal bin-values for
all six dimensions were grouped into multidimensional bins
(Supplementary Figure 3), and average readout values (infection
levels, or log10 transformed intensities for non-virus readouts) were
calculated over all cells from each multidimensional bin. See
Supplementary Methods for more details. The QMB method presented
here is fast, general, accommodates mixes of discrete and continuous
parameters, and has been successfully applied to many other
responder and predictor parameter combinations. A Matlab imple-
mentation for bootstrapped QMB modelling and subsequent correc-
tion using these models is implemented in a CellProﬁler v1 module
(PopulationContextCorrect), and can be downloaded (with an
example data set) from http://www.infectome.org.
Clustering QMB models (heterogeneity patterns)
The clustering results presented in Figure 1B were obtained from QMB
models including all cells from a single infection assay. For clustering
and visualization purposes, we transformed each six-dimensional
QMB model per assay into a row vector by taking the median value of
all bins at a given value along all six dimensions (for instance, median
value of all bins with an LCD¼1, 2, y, 11, SIZE¼1, 2, y 11, etc. for
allsixdimensions).Weﬁndthattheclusteringofthesenon-parametric
representations of the data yields better (more robust) results
compared with a clustering of parameter values estimated with
various regression approaches, likely due to the non-linear nature of
the data and inherent differences in LCD and SIZE distributions of the
different cell lines used in this study. The data were clustered using a
novel bootstrapped hierarchical clustering implementation in Matlab
made speciﬁcally for this study (available for download from
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correlation distance measure and average cluster method. Prior to
clustering, infectionindices were transformedin log2 relative infection
indices, relative against the median bin infection index per QMB.
Correction of population context effects using QMB
models
To correct for population context and cell state-speciﬁc effects, we ﬁrst
created QMB models (as described above) for all cells from a given
plate (as opposed to all cells from a given assay). The QMB models
describe the average, expected, infection index for cells from a given
population context and cellular state, per plate. Next, expected
infection indices per well were calculated as the sum of QMB expected
infection indices for all cells from a given well, given those cells’
population context and cellular state parameters and the plate-wise
QMB models. The expected infected index equals the mean QMB-
derived infection probabilities for all cells in a given well, equal to the
summed probability of infection divided by the total number of cells.
Finally, the corrected score is the difference between observed readout
and expected readout.
Bootstrapped Bayesian network inference
Bayesian network learning was performed essentially as described
before (Snijder et al, 2009), and see Supplementary Methods. Causal
networks were inferred from single-cell measurements from cells
treatedwiththesamesiRNAaswellasfrommixedcellstoestimatethe
siRNA effects. Single-cell measurements in each bootstrap sample
were discretized maximizing the Akaike Information Criterion, as
implemented in the BNT Structure Learning Package. Bayesian
network learning was performed using a greedy search algorithm in
the Markov equivalent space (Chickering, 2003). Retrieval rates for
each edge were calculated as the fraction of bootstrap runs in which
that particular edge was found. See Supplementary Methods for
further details.
Rank-based siRNA consistency scores
To measure the consistency between phenotypes of siRNAs we
calculated a score that tests the signiﬁcance of siRNA consistency
beyondthatexpectedbyrandomdata(i.e.hypergeometricdistribution
function). We setthetop-xstrongestsiRNAsofeachofthethreesiRNA
sets to 1 (hit) and all other siRNAs of each set to 0 (non-hit). We next
calculated for increasing x how many genes had 0/3, 1/3, 2/3, and 3/3
siRNA hits. We bootstrapped this procedure for both direct and total
effects 130.000 times, by adding an amount of normally distributed
noise (with a sigma of 0.3  s.d. of each siRNA set) to the data set.
Average values over 100.000 bootstraps are shown in the main text. If
the lists would be completely random, the probabilities for each gene-
case can be calculated using the hypergeometric distribution function:
y¼fðx j M;K;NÞ¼
K
x

M  K
N  x

M
N

where M is the number of genes (B7000), K is the number of hit-
siRNAs in each siRNA set (0 to B7000), N is the number of siRNA sets
(3), and x the number of positives we sample (0 to 3).
Functional annotation enrichment scores on tree
We tested the functional annotation enrichment by a non-parametric
two-sample Kolmogorov–Smirnov test, comparing the ranks of genes
ofa functional annotation (positivegenes)to that of allothergenes.To
test functional annotation enrichment of branch points in the tree (i.e.
multiple assays), we calculated the two-sample Kolmogorov–Smirnov
testforthegeneranksofallranksaveragedovertheunderlyingassays.
Additional statistical analyses
See Supplementary Methods for more information on the calculation
of virus-induced cellular state controls, calculation of the
heterogeneity pattern strength and reproducibility, and an explanation
and motivation of the normalized z-score.
Data availability
Screening data is available at http://www.infectome.org and in the
Supplementary information.
Supplementary information
Supplementary information is available at the Molecular Systems
Biology website (www.nature.com/msb).
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