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ABSTRACT
Key aspects of the current state of the ability of global and regional climate models to represent
dynamical processes and precipitation variations are summarized. Interannual, decadal, and global-
warming timescales, wherein the influence of the oceans is relevant and the potential for predictability
is highest, are emphasized. Oceanic influences on climate occur throughout the ocean and extend over
land to affect many types of climate variations, including monsoons, the El Niño Southern Oscillation,
decadal oscillations, and the response to greenhouse gas emissions. The fundamental ideas of coupling
between the ocean-atmosphere-land system are explained for these modes in both global and regional
contexts. Global coupled climate models are needed to represent and understand the complicated
processes involved and allow us to make predictions over land and sea. Regional coupled climate
models are needed to enhance our interpretation of the fine-scale response. The mechanisms by which
large-scale, low-frequency variations can influence shorter timescale variations and drive regional-
scale effects are also discussed. In this light of these processes, the prospects for practical climate
predictability are also presented.
Keywords: climate modeling, regional climate downscaling, climate predictability, El Niño South-
ern Oscillation, ENSO, global warming, monsoons, decadal climate variability, ocean-atmosphere-
land interactions
1. Introduction
The ocean exerts a strong influence on the atmospheric circulation and precipitation,
both due to the oceanic mean state and its anomalies. These influences occur throughout
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the ocean, extend over land, and affect many timescales of variability, including monsoons,
the El Niño Southern Oscillation (ENSO), decadal modes, and the response to greenhouse
gas emissions. Global coupled climate models are needed to represent and understand
the complicated processes involved and allow us to make predictions over land and sea.
Regional coupled climate models are needed to enhance our interpretation of the fine-scale
response.
This paper focuses on the fundamental coupling within the ocean–atmosphere–land sys-
tem, particularly as it affects precipitation, in both global and regional contexts. We focus
here on interannual to decadal variations of the large-scale system. We also discuss how
those large-scale, low-frequency variations can influence shorter timescale variations and
how the system can be downscaled to understand local impacts.
Our goal is to summarize key aspects of the current state of global and regional climate
models, focusing on their ability to represent dynamical and precipitation processes on
interannual, decadal, and global-warming timescales, for which the influence of the oceans
is relevant and the potential for predictability is emphasized.
2. Global climate models
A primary goal of global climate modeling and prediction is to properly represent the wide
range of processes that occur in the air–sea–ice–land system (Palmer 2014). Current climate
model capabilities include fully coupled atmosphere, ocean, wave, sea ice, and land surface
models with typically about 100-km resolution (e.g., Taylor et al. 2012). They are readily
capable of simulating many aspects of observed climate variability, as will be highlighted
in subsequent sections. These models are also often extended to include biogeochemical
cycles and ecosystem models, but this will not be the focus of this discussion.
The accuracy of numerical simulations relies on the ability of atmospheric and oceanic
models to capture the essential physics of the phenomena involved. Models used for climate
studies and seasonal forecasting attempt to represent all the important physical processes
that affect ocean–atmosphere–land interactions. Modeling the freshwater evaporation–
precipitation feedback loop, transport of moisture in the atmosphere, and regional rainfall
is a major focus for global coupled models (IPCC 2013). Cloud formation and condensa-
tion processes, however, are highly nonlinear and sensitive to model formulation. Model
rainfall over land must fall within the proper drainage basin, and once river runoff reaches
the shore, stirring by tidal, mesoscale, and submesoscale currents must generate salinity
fronts where stirring and flow instabilities can take place and produce mixing into the water
column. This downward mixing often takes place during nighttime cooling, which thereby
requires resolving the diurnal cycle; this is commonly missing in the climate models. Rain-
fall over the sea results in low-salinity water lenses that can affect the vertical stability of
the ocean boundary layer. Under calm, clear sky conditions, sea surface temperature (SST)
will rapidly increase, which in turn can lead to convective clouds and more precipitation,
i.e., a positive feedback.
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A major challenge to properly resolve the air–sea–ice–land coupling in climate models
is the coupling framework. There are several standard couplers available to the community,
for example the OASIS (ENES 2011), the Model Coupling Toolkit (MCT; USDOE 2015),
and the Earth System Modeling Framework (ESMF; ESGF-CoG 2017). But many models
are also based on a coupler developed by their own coupling algorithms in order to improve
the efficiency and performance (e.g., GFDL Flexible Modeling System). Coupling is done
either concurrently or sequentially, with the coupling frequency ranging from hourly to
daily, although some models couple at every model time-step for operational purposes.
Couplers differ in how they calculate the surface fluxes: some use the surface fluxes obtained
directly from the nonlocal surface physics scheme of the atmosphere, while others use the
simple bulk formula in the coupler, given the lower meteorological variables provided by
the atmosphere and the ocean surface properties.
Climate model biases are well known to occur in global climate models (GCMs) and
major international research efforts continually attempt to remedy them. The biases degrade
climate simulations of natural and forced variability and deteriorate climate forecasts of
future conditions (Turner et al. 2007b; Gent et al. 2010; Kay et al. 2012; National Research
Council 2012). Of particular concern are the biases that develop in the tropical Pacific Ocean
because of it being the source of ENSO variability, which extends its influence through
teleconnections around the globe (Pezzi and Cavalcanti 2001; Turner et al. 2007a; Deser et al.
2011; Lienert et al. 2011; Xiang et al. 2011; Wang et al. 2017). Fully coupled models tend
to have a cold bias in the cold tongue region when simulating the eastern equatorial Pacific,
which may be partially caused by the poor representation of Tropical Instability Waves
(TIW) activity (Pezzi 2003; Pezzi and Richards 2003; Pezzi et al. 2004). Also, the majority
of coupled models show the occurrence of an overly strong Intertropical Convergence
Zone (ITCZ) in the southeastern Pacific region (Mechoso et al. 1995; Bellucci et al. 2010).
Though the appearance of a Southern Hemispheric ITCZ is observed during March–April
in the tropical Pacific, its overestimation represents a well-known bias affecting state-of-
the-art climate models, which is generally referred to as double ITCZ (Mechoso et al.
1995).
The tropical Pacific biases also impact the propagation of Madden-Julian Oscillation
(MJO) disturbances as they transit the Pacific and affect distant regions such as western
North America (Jones 2000; Hendon et al. 2007; Sardeshmukh and Sura 2007; Tang and
Yu 2008; Marshall et al. 2009; Moon et al. 2011). Due to mean-state teleconnections, the
presence of tropical Pacific biases also affects the mean climate state in remote locations,
such as the tropical Atlantic and Indian Oceans, and over continental areas of the Americas,
Asia, and Australia.
Much effort has been directed towards diminishing these biases and considerable progress
has indeed been made in identifying the multitude of factors that can influence the tropi-
cal Pacific (Gent 2010). Many of the factors are local, such as coupled ocean–atmosphere
feedbacks (Wood et al. 2011) or biological couplings (Jin et al. 2012), and some are remote,
such as clouds (Hwang and Frierson 2013) and ocean heat transport (Frierson et al. 2013).
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Previous studies such as Maes et al. (1997), Large et al. (2001), and Pezzi and Richards
(2003) suggested that small-scale processes, such as lateral mixing, play an important role in
the simulation of the coupled dynamics of equatorial SST and large-scale atmospheric cir-
culation. Errors in model formulation and process parameterizations (Jochum and Potemra
2008; Neale et al. 2008; Jochum 2009; Neale et al. 2013) are frequently implicated and var-
ious remedies have been prescribed. However, serious biases still remain in even the best
GCMs, such as the NCAR Community Earth System Model (CESM) and its components
the Community Atmospheric Model (CAM) and the Parallel Ocean Program model (POP)
(Gent et al. 2010).
Many attempts at relieving these biases involve adjusting parameters associated with key
processes, such as convection in the atmosphere or mixing in the ocean, and then running
the model to equilibrium to determine the new, possibly improved, seasonal mean climate
state. But often those types of experiments lead to deterioration in the resulting climate, or
improving it in one location but distorting it in another (e.g., Jochum and Potemra 2008;
Neale et al. 2008).
3. Regional coupled climate models
Many of the deficiencies of GCMs can be remedied or assuaged by using limited-domain
regional coupled climate models (RCCMs), which include higher resolution but also are
highly controlled by the boundary condition forcing driven by global or larger-scale models
and observations. RCCMs often include coupling to sea ice, ocean waves, biogeochem-
istry, and ecosystems, and also run in data assimilation mode. RCCMs have been developed
primarily to improve weather prediction (e.g., Gustafsson et al. 1998), but given the merit
for high-resolution view of ocean–atmosphere processes, they have been increasingly used
to study the dynamics of air–sea coupling and regional climate processes and predictabil-
ity. RCCMs thus fill an important gap in our understanding of the processes simulated
between the coarsely resolved coupled models and the high-resolution regional uncoupled
atmospheric models (e.g., Tseng et al. 2012).
Use of the same physical parameterizations developed for coarse-resolution models for
the high-resolution RCCMs can yield poor simulations. In many regional applications with
different resolutions, modifications and tuning of the existing physics for the atmosphere (for
deep convection and clouds) and ocean (mixing and eddies) models are necessary. There is a
need for the modeling community (both global and regional modelers) to improve physical
parameterizations to be more spatially scalable for different grid sizes and universal to
different geographical regions (e.g., Palmer 2014; Small et al. 2014).
Recent years have seen the development of several regional coupled ocean–atmosphere
models—some including the cryosphere, ocean waves, and bottom sediments—which have
been applied in various regions around the globe. We highlight a few of them here.
Seo and Miller et al. (2007) developed the Scripps Coupled Ocean-Atmosphere Regional
(SCOAR) model in which the ocean is the Regional Ocean Modeling System (ROMS)
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(Shchepetkin and McWilliams 2005, 2009; Haidvogel et al. 2008) and the atmosphere is
the Regional Spectral Model (RSM) (Juang et al. 1997). This model has been employed
in several studies of ocean–atmosphere interaction in various regions with intense thermal
ocean fronts such as in the Kuroshio Extension, where mesoscale eddies were shown to
affect the winter precipitation (Putrasahan et al. 2013a) and synoptic extreme rainfall events
associated with the African Easterly Waves in the Atlantic ocean (Seo et al. 2008a). Recently
SCOAR2, using the Weather Research and Forecasting (WRF) model (Skamarock et al.
2008) instead of RSM, was developed by Seo et al. (2014).
Another example is the Coupled Ocean–Atmosphere–Wave–Sediment Transport
(COAWST) system modeling as described in Warner and Sherwood et al. (2008). This
modular system allowed advances in the representation of coastal dynamics due to the
coupling of oceanic and atmospheric circulation models and waves and sediment trans-
port models (Lesser et al. 2004; Warner and Perlin et al. 2008). The atmospheric model
is WRF, the ocean model is the ROMS, the wave model is Simulating Waves Nearshore
(SWAN) (Booij et al. 1999) and the model of sediment transport is the Community Sed-
iment Transport Modeling Project (CSTM) (Warner and Sherwood et al. 2008). Some of
the ocean–atmosphere applications were made to investigate and forecast the interactions
between tropical cyclones and the ocean (Bender and Ginis 2000; Bender et al. 2007; Chen
et al. 2007).
The US Navy has developed the Coupled Ocean/Atmosphere Mesoscale Prediction Sys-
tem (COAMPS), which includes air–sea–wave coupling and is used on regional scales for
short-term operational forecasts as well as for detailed reanalysis simulations over several
seasons in support of observational experiments (e.g., Jensen et al. 2016). In coupled sim-
ulations surface fluxes are more consistent with observations (e.g., Jensen et al. 2011) and
contain less bias than for uncoupled systems (e.g., Small et al. 2011; Allard et al. 2014).
High vertical resolution is needed when coupled to an atmospheric model to capture fresh-
water lenses from precipitation and the diurnal cycle during calm conditions. To model the
diurnal cycle of SST during the inactive phase of the MJO, a 0.5 m resolution in the upper
10 m was used (Chen et al. 2015; Jensen et al. 2015), and fluxes between the models were
exchanged every 6 min using an ESMF coupler. An additional challenge is the formation of
high density (cold and saline) water under growing sea ice on the shelf areas in the Arctic.
The brine is quickly mixed in the vertical, but is later advected down over the continental
margin and contributes to deep water and bottom water formation. The COAMPS ocean
component includes processes rarely found in climate models: for instance, diurnal and
semidiurnal tides, ocean color prediction, and wetting and drying, which are important on
local and regional scales.
4. Key climate processes
Both global and regional climate models must properly represent many climate processes
when attempting to simulate and predict the observed variability of climate. In the context
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of precipitation, land–surface coupling and oceanic frontal coupling are two key processes
that have recently been the focus of several interesting studies.
a. Land-surface coupling to the atmosphere
Land represents a boundary for about 30% of the atmosphere, exchanging with it momen-
tum, energy (radiation and heat), mass (water evaporation and precipitation), and chemical
compounds (e.g., carbon dioxide and nitrogen). The land surface processes that underlie
the characteristics of the surface runoff and consequent river discharge, on the other hand,
determine the interaction between land and ocean (and sea ice).
Land surface states provide interactive boundary conditions to the atmospheric circulation
with a high degree of variability, both spatial and temporal. For example, the surface albedo,
i.e., the fraction of reflected solar radiation, varies markedly in space, depending on the
type of surface cover (e.g., topography, soil type, vegetation type, snow cover). Also the
moisture fluxes between atmosphere and land surface exhibit high variability: a dry soil
does not provide any moisture source to the atmosphere and, due to its very limited heat
capacity, its local thermal response to absorbed solar radiation is considerably high. But
a wet soil can exchange moisture even more rapidly than an ocean surface (because of a
greater surface roughness), providing to the lower layers of the atmosphere water vapor and
energy in the form of latent heat.
These important processes and interactions must be taken into account when modeling
the climate system, and, in fact, state-of-the-art climate models include surface components
(Sellers et al. 1997; Pitman 2003; van den Hurk et al. 2011). In particular, said in very simple
terms, these modules have the task of representing the evolution of the land surface state and
account for its interactions with the other components of the climate system. Importantly, the
surface energy and water balances are coupled through the evapotranspiration term, which
thus emerges as one of the critical parameters of the land surface component, with a key role
both in the energy and water cycles. Furthermore, the largest amount of evapotranspiration
from land to atmosphere occurs through vegetation, which therefore interlinks the water
and biogeochemical cycles (e.g., carbon and nitrogen cycles).
Though a number of processes might contribute to control and influence evapotranspira-
tion, soil moisture, i.e., the amount of water stored in different layers of the unsaturated soil,
has a fundamental function. Budyko (1956, 1974) provided a useful conceptual framework,
further developed by the recent works of Koster et al. (2004), Seneviratne et al. (2006), and
Teuling et al. (2009) (see also Seneviratne et al. 2010 and references therein, for a more
complete discussion), where two main evapotranspiration regimes can be defined accord-
ing to soil moisture availability: an energy-limited regime, where soil moisture exceeds a
critical threshold and evapotranspiration is not dependent on its amount; and a soil moisture-
limited regime, where soil moisture is below the critical value and its amount provides a
first-order constraint to evapotranspiration. When soil moisture, then, drops below a thresh-
old called wilting point, the amount of water in the soil is too low and evapotranspiration
stops completely. Several recent studies (e.g., Koster et al. 2004; Seneviratne et al. 2006;
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Teuling et al. 2006) have shown that this simple conceptual approach provides a represen-
tative portrait of the coupling between land and atmosphere and a useful framework for its
modeling.
Land surface models (LSMs) describe, among other things, the dependency of evap-
otranspiration on soil moisture, which acts as a water reservoir for the land surface to
provide the overlying atmosphere with water vapor. The evapotranspirated water vapor
contributes to alter the atmospheric stability, triggering convection and cloud formation,
returning eventually to land in form of rainfall. The soil-moisture–precipitation coupling
has been extensively investigated in the past decades, with many studies emphasizing the
capability of soil moisture to alter the atmospheric boundary layer properties and possibly
lead to favorable conditions for precipitation (Betts and Ball 1995; Eltahir 1998; Schär et al.
1999; Seneviratne et al. 2010; Tseng et al. 2016).
Because it regulates the relative distribution of the surface heat flux into latent and sensible
heat, soil moisture is one of the drivers of the land–air interface thermal response. This soil-
moisture–air-temperature coupling has recently received considerable attention, especially
for its possible implication in the occurrence of heat waves (e.g., Fischer and Schar 2009;
Miralles et al. 2012).
Though the many diverse links and possible mutual influences between climate and vege-
tation have been known (or hypothesized) for a long time (e.g., Brovkin 2002 and references
therein), only a relatively small number of studies have explored the possible effects of veg-
etation on climate variability and predictability (Sellers et al. 1996). Particularly, all climate
models in the third and fifth phases of the Coupled Model Intercomparison Project (CMIP3
and CMIP5, respectively) using multimodel ensembles (MMEs) of forced greenhouse gases
have failed to simulate the patterns or amplitudes of twentieth- and twenty-first-century
African drying and rainfall variability (e.g., Xue et al. 2010; Roehrig et al. 2013). These
models even yield inconsistent precipitation regarding the signs of future anomalies in the
Sahel (IPCC 2007, 2013). After the seminal work of Zeng et al. (1999), which investi-
gated the role of vegetation in the Sahel drought during the 1980s, few studies have been
conducted to assess the effects of vegetation distribution (leaf area index, LAI) on poten-
tial predictability and prediction skill of GCMs at decadal timescales (Weiss et al. 2012,
2014). The ensemble spread in the trend amplitude remains large in the Sahel (Roehrig
et al. 2013). Several modeling studies have suggested that positive feedback resulting from
land–surface interactions and the atmosphere can amplify the climate response to forcings
such as SSTs or solar variations (Doherty et al. 2000; Tseng et al. 2016). Current projections
of climate change in the Sahel are inconclusive, mainly as a result of the large uncertainty
of land–atmosphere coupling and the atmospheric response to the ocean (e.g., Cook and
Vizy 2006; Douville et al. 2006; IPCC 2013; Tseng et al. 2016). The uncertainty is likely
due to the enhanced local wave instability triggered by the largely diverged boundary-
layer temperature gradients and amplified by land–atmosphere interactions (Tseng et al.
2016).
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b. Frontal air–sea interaction
While much of the mid-to-high latitude open ocean is typically driven by the atmosphere
(e.g., Cayan 1992), oceanic regions dominated by mesoscale eddies and sharp fronts, such
as western boundary currents and the Southern Ocean, tend to drive overlying atmospheric
processes (e.g., Pezzi et al. 2004; Minobe et al. 2008; Seo et al. 2008b; Small et al. 2008;
O’Neill et al. 2012; Ma et al. 2016). The SST anomalies associated with mesoscale eddies or
fronts can modify atmospheric stability, surface wind flow patterns, and precipitation. Indeed
many studies have shown ocean–atmosphere coupling over ocean fronts and mesoscale
eddies (e.g., Xie 2004; Pezzi et al. 2005; Small et al. 2008; Chelton and Xie 2010); however,
the spatial-scale dependence of ocean–atmosphere coupling is not as clear in mid-latitude
oceanic fronts, where a strong SST front and mesoscale eddies coexist.
Regional (and even some global) coupled models have been recently used to study the
dynamics of this mesoscale/frontal coupled ocean–atmosphere process. Seo and Miller et al.
(2007) examined the dynamics of the atmospheric response to SST variability associated
with the TIWs and the mesoscale eddies off California. Seo and Jochum et al. (2007) and Seo
et al (2008b) subsequently quantified the feedback effect of the atmospheric responses to the
energetics of the mesoscale eddies in the tropical Atlantic and Indian Oceans, respectively.
Small et al. (2009), using the University of Hawaii regional ocean–atmosphere coupled
system (IROAM), demonstrated a significant damping effect of TIW energetics via TIW-
induced surface current affecting the surface stress.
A new approach that separates the spatial scale of ocean–atmosphere coupling has been
developed by comparing a fully coupled ocean–atmosphere model to the same model with
an online 2-D spatial smoother that removes mesoscale SST fields seen by the atmosphere
(Putrasahan et al. 2013a,b; Seo et al. 2016; Seo, 2017). The implementation of an interactive
2-D smoother allows large-scale SST coupling to be retained while removing the mesoscale
eddy impact on the atmospheric boundary layer (ABL). Putrasahan et al. (2013b) performed
a scale-dependence experiment over the Kuroshio Extension region and it revealed that win-
tertime ocean–atmosphere coupling, represented by the coupling coefficient between wind
stress divergence and downwind SST gradients, is significant in both the fully-coupled and
interactively smoothed-coupled cases. In fact, the smoothed-coupled case exhibits stronger
coupling than the fully coupled case, indicating the presence of a large-scale Kuroshio SST
front that maintains large-scale SST anomalies, which in turn influence the ABL. And yet,
the largest wind stress divergence anomalies are seen in the fully coupled case, which sug-
gests that mesoscale SST anomalies also have a strong imprint on the ABL. The atmospheric
response to the oceanic mesoscale SST was studied by comparing the fully coupled run to
an uncoupled atmospheric model forced with smoothed SST prescribed from the coupled
run. Precipitation anomalies were found to be forced by surface wind convergence patterns
that are driven by mesoscale SST gradients, indicating the importance of the ocean forc-
ing the atmosphere at this scale. Such deep atmospheric response is expected to modify the
downstream development of weather systems in the North Pacific, thus potentially affecting
the remote circulation (e.g., Seo et al. 2014; Ma et al. 2016).
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Figure 1. SCOAR model sensitivity simulations showing the impact of air-sea interaction due to SST
and surface current on the eddy kinetic energy (EKE). (a) The summertime (July–September, 2005–
2010) surface EKE (cm2 s−2) derived from the altimeter dataset assuming geostrophy based on
the AVISO (Archiving, Validation and Interpretation of Satellite Oceanographic) data. (b), (c), (d)
Simulated surface EKEs in a regional coupled model with full coupling (CTL, control experiment),
no eddy-current coupling, and no total-current coupling in the wind stress calculations. Adapted
from Seo et al. (2016).
In addition to SSTs, the mesoscale eddies produce energetic surface current anomalies,
which by creating a velocity shear across the air–sea interface, affect the wind stress and
Ekman pumping velocities on oceanic mesoscales. Seo et al. (2016) expanded the 2-D
smoothing technique by Putrasahan et al. (2013a) to include the interactive filtering of the
eddy-induced surface currents in the California Current System (CCS). They show that the
eddy–wind interaction through surface currents leads to remarkably strong dissipation of
the eddy kinetic energy (EKE) via reduced momentum input and enhanced surface eddy
drag (e.g., Eden and Dietze 2009; Renault et al. 2016). Figure 1 compares the six-year mean
summer (June–September) surface EKE per unit mass from a series of regional coupled
model experiments. In comparison to EKE from the control simulation (CTL) and from
the AVISO sea level anomaly, the coupled run in which the mesoscale surface current
effect on wind stress is suppressed produces a considerably (42%) higher EKE (Fig. 1c).
When the total ocean current effect is removed, the EKE increased by 53% (Fig. 1d).
This indicates that most of the EKE reduction is done by eddies rather than by the background
current. This EKE damping mechanism through the eddy-current–wind interactions leads
to an improved simulation of the energetics of the CCS.
The interactive smoothing technique paves the way for future studies to help identify the
impact of oceanic mesoscale features on the ABL through surface-flux coupling processes
in various regions of the world’s ocean, or investigate any rectified response of precipitation
to oceanic fronts and eddies (e.g., Taguchi et al. 2009; Xu et al. 2011). This framework can
also be used to separate the thermodynamical and dynamical effects of oceanic mesoscale
eddies on atmospheric flow and processes, as well as determine any feedback of ocean
induced atmospheric anomalies on the ocean eddies themselves.
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5. Patterns and timescales of climate variability
We next highlight several of the most important regional modes of variability that are
linked to precipitation impacts through coupled ocean–atmosphere processes.
a. El Niño Southern Oscillation
The El Niño Southern Oscillation (ENSO) is the largest natural mode of climate variability
in the global climate system with wide-ranging teleconnections around the Pacific basin
(e.g., Philander 1990). It is generated by coupling between the ocean and the atmosphere in
the tropical Pacific that causes small amplitude perturbations to either SST or wind stress
to grow in tandem to produce the familiar pattern of mature SST anomalies (Fig. 2a). These
SST anomalies are then damped by atmospheric surface fluxes and relaxed back to the
climatological ocean state. Theories for ENSO generation are numerous and are reviewed
by Wang et al. (2017).
Successive generations of coupled models have produced simulations of ENSO that have
gotten better over time. Yet errors and biases that are common to all models exist in both
the mean climate and the variability of the tropical Pacific (Bellenger et al. 2014). The
equatorial cold tongue is usually too cold and extends too far into the west. Models suffer
from the so-called “double ITCZ” problem (Lin 2007) whereby the SPCZ is too zonally
oriented. Warm-pool convection is impacted by these biases and is, in general, fragmented
and not as organized as convection in the real world. There is a wide diversity of ENSO
characteristics in models with differences in amplitude and frequency in comparison with
observations. A perennial problem appears in the simulation of skewness. In the real world,
El Niño events are generally larger than La Niña events in terms of their SST anomalies.
Models tend to simulate a symmetric distribution of anomalies.
One of the big debates in the literature in recent times has been about the existence of
different types of ENSO events. The SST anomaly pattern shown in Figure 2a is generally
considered to be a “canonical” or “east Pacific” or “cold tongue” event in which the SST
anomaly maximum is towards the coast of South America. Some events, however, do not
penetrate that far and have been termed “Modoki,” “west Pacific,” or “warm pool” events
(Ashok et al. 2007), as shown in Figure 2d. During canonical events, the thermocline depends
significantly in the east and the thermocline feedback is dominant. During Modoki events,
the thermocline is less active and processes such as the zonal advection of SST anomalies
from the west play a more important role. It is also suggested that Modoki events have
become more prevalent after 2000 because of the change of the mean ocean background
states and the reduced variability of the coupling system in the tropics (Lee and McPhaden
2010; McPhaden et al. 2011; Hu et al. 2013). However, it has been argued that these are
not really distinct modes but more part of a spectrum of behavior (Takahashi et al. 2011;
Capotondi et al. 2015). Every ENSO event is different and is generated by a subtly different
combination of amplifying and damping processes. Long model historical simulations and
future projections show that significant variations in ENSO characteristics are possible on
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Figure 2. Composite sea surface temperature (SST) anomalies showing the difference between
“canonical,” eastern Pacific, El Niño events (top row), the “Modoki” (central Pacific) SST events
(middle row), and their combined structure (bottom row). The left column is from the HadISST
observational dataset, computed by averaging: (a) 1982–1983 and 1997–1998 El Niño “canonical”
events; (d) 1986–1987, 1990–1991, 1994–1995, and 2004–2005 El Niño “Modoki” events; and (g)
combined events. The middle column (b, e, h) shows the model representations of those types of
(random) events in the historical climate model simulations. The right column (c, f, i) shows them
for RCP8.5 model global warming conditions. Adapted from Tedeschi and Collins (2015).
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decadal and longer timescales (e.g., Fig. 2, middle and right columns), generated only by
natural internal processes in the climate system (Wittenberg 2009; Di Lorenzo et al. 2010;
Tedeschi and Collins 2015).
b. Pacific Decadal Oscillation
The Pacific Ocean sector exhibits a high degree of decadal variability that impacts the
surrounding continents in many ways. One of the most prominent metrics for this variability
in the northern region is the Pacific Decadal Oscillation (PDO) index, defined as the leading
principal component of sea surface temperature (SST) anomalies north of 20◦N in the North
Pacific, after adjustment to remove the global SST trend (Mantua et al. 1997; Newman et al.
2016). It is sometimes viewed as an intrinsic part of the larger, Pacific-wide Interdecadal
Pacific Oscillation (IPO; Power et al. 1999; Meehl et al. 2013). The PDO is closely associated
with forcing by atmospheric pressure fluctuations of the Aleutian Low (e.g., Miller and
Schneider 2000). The spatial pattern of SST anomalies associated with the PDO can be
seen by regressing the PDO time series onto SST anomalies (Fig. 3a), which reveals a
characteristic horseshoe-shaped pattern with warm values in the tropical Pacific, Gulf of
Alaska, and along the west coast of North America, and cold values in the central North
Pacific. These anomalies are reversed for the negative phase of the PDO.
The time series of the PDO index shows appreciable low-frequency content, with periods
when the index is high altering with periods when it is low (Fig. 3b). Considerable research
has been focused on the transition between the low and high phases that occurred in 1977.
For example, Mantua et al. (1997) found that the 1977 shift was associated with changes in
salmon production in the North Pacific. Gedalof and Smith (2001) showed that it affected
ecosystems along the west coast of North America; McGowan et al. (2003) showed that it
was associated with changes in zooplankton biomass in the California Current system. Yeh
et al. (2011) found that the 1977 climate shift differed in some key respects from the later
1988 climate shift. Hare and Mantua (2000) documented an extensive list of physical and
ecological changes associated with the 1977 change in the PDO.
The power spectrum of the PDO time series (Fig. 3c) shows the characteristic shape of a
first-order autoregressive process (a so-called “red” spectrum), as would be expected from
basic physical principles by the ocean continually integrating random perturbations of the
atmosphere (Hasselmann 1976; Frankignoul and Hasselmann 1977; see also Pierce 2001).
Such red noise processes described by the Hasselmann mechanism are consistent with the
regime shifts often described for the PDO, such as the shift in 1977 described above, and
it is difficult to find evidence of significant decadal-frequency spectral peaks in the PDO
index just using the approximate 100-year observed record of SSTs (Pierce 2001; Newman
et al. 2016). This is unlike the ENSO process, which is a coupled ocean–atmosphere mode
of interaction that depends on both ocean and atmospheric processes and has a preferred
timescale. The PDO is, instead, the result of an amalgam of processes (e.g., Newman et al.
2016) and is not a dynamical mode of variability.
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Figure 3. The structure of the Pacific Decadal Oscillation and its effect on winter climate in Mexico
and the U.S. (a) Regression (deg C−1/sd) between the cold season (NDJFM) Pacific Decadal
Oscillation (PDO) index and sea surface temperature (SST) anomalies 1946–2014. (b) The PDO
time series (Mantua, 2017). Colored bars show the monthly values; the heavy black line shows the
seven-year low-pass filtered time series. Values are standardized. (c) Power spectrum of the PDO
time series (blue line) along with the 95% significance value assuming the null hypothesis of a
first-order autoregressive process (dashed red line). (d) Correlation coefficient between the cold
season (NDJFM) PDO index and precipitation. (e), (f) Same as (d), but for daily maximum and
minimum temperature, respectively. Meteorological data is from Livneh et al. (2014).
The PDO is associated with changes in precipitation and temperature over land areas
adjacent to the North Pacific, including parts of North America (Fig. 3d, e, f). During the high
(positive) phase of the PDO, the southwestern and southeastern United States and northern
Mexico are wetter than usual, while southern Canada is drier. The Pacific Northwest is
warmer than usual, and the southeastern United States colder. The pattern for daily maximum
temperature is similar to that for daily minimum temperature, but the two are not identical,
which suggests differences in cloudiness associated with the PDO (since clouds influence
the diurnal temperature range). The changes in precipitation and temperature affect land
ecosystems, and several studies have used paleo tree rings to extend the observational record
of the PDO to the era before widespread ocean temperature measurements were available
(e.g., Biondi et al. 2001; D’Arrigo et al. 2001; MacDonald and Case 2005). Several studies
have found associations between the PDO and climate response over land, such as the PDO
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Figure 4. The leading Combined Empirical Orthogonal Function mode (CEOF1) of (a, c) sea level
pressure (SLP) anomalies (mbars) and (b, d) sea surface temperature (SST) anomalies (◦C) (three-
month running mean) in the North Pacific (a, b: observation; c, d: the NCAR Community Earth
System Model simulation).
Figure 5. The second Combined Empirical Orthogonal Function mode (CEOF2) of (a, c) sea level
pressure (SLP) anomalies (mbars) and (b, d) sea surface temperature (SST) anomalies (◦C) (three-
month running mean) in the North Pacific (a, b: observation; c, d: the NCAR Community Earth
System Model simulation).
modulating the effects of ENSO both over North America (Gershunov and Barnett 1998;
DeFlorio et al. 2013) and in east Asia (e.g., L. Wang et al. 2008).
Most GCMs are capable of simulating the PDO in their natural variations. For exam-
ple, Figures 4 and 5 compare the two leading Combined Empirical Orthogonal Function
(CEOF) modes of the sea level pressure (SLP) and sea surface temperature (SST) in the
observation (top) and CESM version 1 (bottom; Gent et al. 2011). Both the observations and
CESM indicate the leading CEOF mode (CEOF1) of SLP anomalies in the North Pacific
2017] Miller et al.: Coupled ocean-atmosphere modeling and predictions 375
is the Aleutian Low (AL), the semi-permanent low-pressure winter center over the Aleu-
tian Islands caused by planetary waves, in association with another strong pressure high
near the Indo-Pacific warm pool region and another strong pressure low near the eastern
tropic. The canonical PDO/ENSO pattern emerges in the CEOF1 of SST anomalies (Fig.
4b and 4d). The second CEOF mode (CEOF2) of SLP anomalies in the North Pacific (Fig.
5) represents a meridional dipole structure of the North Pacific Oscillation (NPO) in the
central-eastern Pacific. In addition, the CEOF2 of the SST footprint resembles the North
Pacific Gyre Oscillation (Di Lorenzo et al. 2008), another prominent mode of Pacific decadal
variability.
GCM experiments also show, however, that a PDO-like signal is present in the atmosphere
even when SSTs are fixed, indicating the primary role of intrinsic atmospheric fluctuations
in forcing the PDO. The amplitude of the PDO increases when an oceanic mixed layer
model is added under the atmosphere, and increases again when full ocean dynamics are
added, especially in the decadal frequency range (Barnett et al. 1999; Pierce 2001). Different
oceanic processes contribute to enhanced power at different frequencies and locations (e.g.,
Schneider et al. 2002; Miller et al. 2004; Schneider and Cornuelle 2005). Part of this
increase in North Pacific variability due to ocean dynamics can be ascribed to ENSO,
which creates a teleconnected response through the atmosphere that contributes to ocean
variability in the North Pacific (e.g., Alexander et al. 2002; Newman et al. 2003; Deser et al.
2004). This likely accounts for the spectral peak at near ENSO timescales in Figure 3c, and
may partially explain the similarities between the effects of the PDO and ENSO on North
American precipitation and temperature (Fig. 3d, e, f).
Multiple observational reconstructions of equatorial trade winds and wind stress seem
to indicate highly anomalous strengthening over the past one to two decades (Fig. 6),
potentially outside the range of natural variability in terms of its magnitude and longevity.
While this has been attributed to a negative phase of the PDO, the PDO index indicates that
the recent negative phase is not anomalous in the historical record. Notwithstanding this,
the association of a negative PDO with the enhanced trades is not, in itself, an explanation,
as we do not possess a complete dynamical description of the PDO as a self-contained mode
of variability (in comparison with the ENSO case in which there are plausible dynamical
descriptions). The strengthening trades are of the opposite sign to that which is expected
under climate change theory, which predicts a weakening due to the sub-Clausius-Clapeyron
response of global precipitation (Held and Soden 2006; Vecchi et al. 2006). Farneti et al.
(2014) recently suggested a tropical–extratropical, ocean–atmosphere coupled mechanism
to drive the Pacific interdecadal variability and, specifically, lead to the recent enhanced
trade winds. The coupled mechanism links the changes in atmospheric circulation directly
with the Pacific subtropical cells (STCs) variability on multidecadal timescales. It has been
shown that Pacific STCs are directly connected with the interannual ENSO variability
(Chen et al. 2015). Unfortunately, our understanding of the STCs, and their decadal to
multidecadal variability in relation to the surface wind stress, remains limited due to the
lack of observational data and model simulations.
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Figure 6. Time series from 1940–2014 reveal a general association of negative PDO phases with
enhanced trade winds. (a) An estimate of the strength of the zonal component of the trade winds
(10 m zonal wind velocity) annually averaged in the NINO4 box (160◦E–150◦W, 5◦S–5◦N) from
three different reanalysis products—the 20th Century Reanalysis (Compo et al. 2011), colored bars;
ERA40 (Uppala et al. 2005), thin black line; and ERA Interim (Dee et al. 2011), thick black line.
(b) An annual-average index of the Pacific Decadal Oscillation (Mantua et al. 1997) formed from
the time component of the leading empirical orthogonal function of sea surface temperatures in
the North Pacific. In each panel anomalies are computed for 1979–2014 (the period of the shortest
time series).
There is mounting evidence that the Pacific has played a leading role in the global warming
hiatus observed in the last 15 years or so (Kosaka and Xie 2013; England et al. 2014;
Watanabe et al. 2014; Amaya et al. 2015; Roberts et al. 2015)—an event which has been
widely discussed within the scientific community and on the global geopolitical stage.
The stronger trade winds drive enhanced upwelling of cold waters in the east Pacific that
cool the SSTs, but also potentially drive enhanced sensible and latent heat fluxes which
may have contributed to the observed cooling. The enhanced upwelling is part of the STCs
system that accelerates due to an enhanced off-equatorial wind stress curl. This acceleration
subducts warm subtropical water from off the equator into the thermocline in the west,
similar to the recharge phase in the ENSO cycle. It is worthy of note that global warming
has apparently rebounded after 2015, supporting the multidecadal variation in the Pacific
ocean–atmosphere coupling proposed in Farneti et al. (2014).
c. Atlantic Meridional Overturning Circulation
The Atlantic Meridional Overturning Circulation (AMOC) has been long believed to
be a key component of the decadal and longer timescale climate variability, characterized
mainly by a warm and saline northward water in the upper layers of the Atlantic (above
1000 m) to supply the formation of North Atlantic Deep Water (NADW) in the Nordic and
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Labrador Seas, which returns southward in the deep Atlantic (approximately 1500–4500
m). The other weaker component in the AMOC is the Antarctic Bottom Waters flowing
northward below 4500 m and rising into the lower part of the southward-flowing NADW. A
substantial amount of heat is transported from the tropics and southern hemisphere toward
the North Atlantic in the ocean, where the heat is released to the atmosphere at high latitudes.
Since the AMOC carries a significant amount of heat, resulting in the change of Atlantic
sea surface temperature, it has a profound impact on the global climate system, as indicated
by observations and models (e.g., Clark et al. 2002; McManus et al. 2004; Sutton and
Hodson 2005; Hurrell et al. 2006; Lynch-Stieglitz et al. 2007, 2011). Any slowdown in
the overturning circulation would have potential implications for a “collapse” or an abrupt
change of climate (Rind et al. 2001; Hall et al. 2006; Stouffer et al. 2006; Thornalley et al.
2010; Hawkins et al. 2011).
It has been well recognized that AMOC variability is closely linked with the change of
subpolar gyre (SPG, defined here as 60◦W–10◦W, 50◦N–66◦N), particularly the decadal
variability of the North Atlantic SST (e.g., Häkkinen and Rhines 2004; Böning et al. 2006;
Bersch et al. 2007; Rhein et al. 2011). The SPG is known as the deep water formation region
(resulting mainly from the deep convection in the Labrador Sea) of the intermediate water
mass due to intense air–sea interaction, especially during severe winters (Dickson et al.
1996; Lab Sea Group 1998).
However, how the AMOC is connected with the atmospheric circulation is still not clear.
Previous studies have suggested that the North Atlantic Oscillation (NAO) variability signif-
icantly contributes to the oceanic variability in the North Atlantic SST pattern and circulation
(Eden and Willebrand 2001; Visbeck et al. 2003; Deshayes and Frankignoul 2008). The
influence of NAO on the Atlantic Multidecadal Oscillation (AMO) has been discussed exten-
sively in numerical model studies (e.g., Delworth et al. 1993; Visbeck et al. 1998; Delworth
and Greatbatch 2000; Eden and Jung 2001; Eden and Greatbatch 2003; Danabasoglu et al.
2012). Substantial modeling evidence has confirmed that the NAO-related surface turbulent
heat flux anomalies over the North Atlantic, particularly over the SPG, influence the mul-
tidecadal variation of the AMOC, which in turn produces the SST signatures of the AMO
and the interannual and longer timescale sea-surface height (SSH) variability in the North
Atlantic (Esselborn and Eden 2001; Häkkinen 2001; Volkov and van Aken 2003; Yeager
and Danabasoglu 2014). Thus, the AMO may be a delayed response to low-frequency NAO
variability at time lag of decadal timescales (Visbeck et al. 1998; Delworth and Greatbatch
2000; Eden and Jung 2001; Lohmann et al. 2009) in the response of the AMOC change (as
indicated by the Atlantic dipole) through the changes in Labrador Sea convection (Wood
et al. 1999; Hillaire-Marcel et al. 2001; Latif et al. 2006).
Similarly, using numerical models, the low frequency SSH variability along the Gulf
Stream and in the SPG is related to the meridional overturning (Häkkinen 2001). Zhang
(2008) further suggested that the pattern of SSHa could be used as a “fingerprint” of
the AMOC variations in the mid-to-high latitudes using a 1000-year model simulation.
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Figure 7. Climatological distribution of sea surface temperature during the peak August–September–
October season of Atlantic Warm Pool. The area enclosed by 28.5◦C is contoured, which defines
the Western Hemisphere Warm Pool and the Atlantic Warm Pool.
However, caution is warranted in representing the AMOC change using SSHa given the
existence of a high-frequency wind-driven response as suggested by Lorbacher et al. (2010).
6. Regional examples
We next examine two key examples of coupled ocean–land–atmosphere interactions that
affect the precipitation in specific regions of the world.
a. Intra-American Seas
The Intra-American Seas (IAS) comprises the Gulf of Mexico, Caribbean Sea, and parts
of the northwestern tropical Atlantic Ocean. It hosts the largest pool of warm water (≥28◦C)
in the western hemisphere besides a small adjacent region in the northeastern tropical Pacific
Ocean (Fig. 7). This large pool of warm water, which appears in midboreal summer season
and disappears by late boreal fall season is termed the Western Hemisphere Warm Pool
(WHWP; Wang and Enfield 2001). C. Wang et al. (2008) suggest that the WHWP is more
strongly influenced by the variability of the area of the warm pool in the Atlantic Ocean,
which is much larger in area than its counterpart in the northeastern tropical Pacific. This
Atlantic Warm Pool (AWP) is objectively defined by the area enclosed by the 28.5◦C
isotherm in the IAS region (Fig. 7). The AWP displays a very strong seasonal cycle, with
the AWP area peaking in August-September-October (ASO) season. This allows, following
Misra et al. (2014), objective definition of the onset of the AWP season based on the first day
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when the daily area of the AWP exceeds the climatological annual mean area of the AWP.
Similarly, the demise of the AWP season is defined as the first day after the onset of the AWP
season when the daily area of the AWP falls below the climatological annual mean area
of the AWP. Based on these definitions, Misra et al. (2014) indicate that the climatological
onset date of AWP is June 21 and the climatological demise date is November 5. A rich
literature of observational studies indicate that the AWP undergoes frequency modulation
on several timescales that produces atmospheric teleconnections including at intraseasonal
(30–50 days; Maloney and Hartmann 2000; Higgins and Shi 2001), seasonal (Wang and
Enfield 2003), interannual (Wang and Enfield 2001; C. Wang et al. 2006; Misra et al. 2009),
and decadal (Wang et al. 2008) timescales.
The variability of the AWP has been associated with corresponding warm season vari-
ations of North American precipitation cycles (C. Wang et al. 2006, 2008; Misra et al.
2011, 2014; Misra and DiNapoli 2013). A primary aspect of this influence stems from the
modulation of the low-level atmospheric flow (Fig. 8a), which includes the modulation of
the North American subtropical high, more prominently referred as the Bermuda high. In
years of large (small) AWP, the Bermuda high becomes weaker (stronger) and extends to the
east (west), which leads to anomalous low-level northerly (southerly) flow over the central
Plains and Mississippi and Ohio River valleys. This anomalous flow suggests the weakening
(strengthening) of the North American low-level jet along the eastern slopes of the Rocky
Mountains, which disfavors (favors) moisture transport into the central United States that
results in dry (wet) ASO seasonal rainfall anomaly (Fig. 8b). On the other hand, the low
level easterly flow in the Caribbean Sea and the eastern Pacific is also modulated by the
AWP variations, which effectively influences the moisture flux convergence over Central
America in such a way to increase (decrease) the ASO seasonal mean rainfall during large
(small) AWP years. The interannual variation of the AWP and its teleconnection with the
low level flow (Fig. 8a) and the associated rainfall anomaly (Fig. 8b) over North America
is found to be independent of the El Niño and the Southern Oscillation (ENSO) variation
(Wang and Enfield 2003; Misra et al. 2013).
AWP variations also have an impact on the Atlantic hurricane season, with large (small)
AWP years producing the likelihood of more (less) Atlantic tropical cyclones (Wang et al.
2006). For example, in 18 years of large (18 years of small) AWP between 1950 and 2003,
there were 11 (3) active Atlantic hurricane seasons with a total of 82 (23) tropical storms.
This influence of the AWP is largely from its modulation of the vertical wind shear in the
tropical Atlantic (Wang et al. 2006). The AWP variations not only modulate the low-level
flow but also the upper level atmospheric circulation as the anomalous diabatic heat release
in the IAS elicits a “Gill” type response (C. Wang et al. 2008; Lee et al. 2009), which affects
the large-scale wind shear in the tropical Atlantic Ocean.
Surface heat budget studies in the IAS reveal that cloud-radiative fluxes, especially those
which relate to longwave cloud radiative feedback, are some of the most important terms to
regulate the SST in the AWP region (Wang and Enfield 2001; Misra et al. 2013). Although
the contribution to the SST variability in the IAS region during the AWP season from
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Figure 8. The regression of August–September–October (ASO) seasonal mean (a) 850-hPa wind
flow from Climate Forecast System Reanalysis (Saha et al. 2010) and (b) Climate Prediction Center
merged precipitation analysis (Chen et al. 2008) on the corresponding seasonal ASO Atlantic Warm
Pool area anomaly. Only significant values at 90% confidence interval according to t-test are shown.
The period 1982–2010 was used in this analysis.
oceanic advective terms is relatively small, it should be recognized that they play a vital
role in sustaining warm pools (Clement et al. 2001). In the case of the IAS, the loop current
through the Yucatan Channel is a vital source of transporting heat from the deep tropical
Atlantic to the subtropical Gulf of Mexico.
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The global models of the CMIP class (both the CMIP3 and CMIP5 suites) display a very
cold bias, thereby underestimating the AWP by a very large margin (Misra et al. 2009;
Kozar and Misra 2012; Liu et al. 2012, 2013). Liu et al. (2012) find that when observed SST
forces an atmospheric GCM then excessive precipitation is generated over the AWP region
during the summer, contrary to observations. They further find that when the atmosphere
and ocean models are fully coupled, there is a dry and cold SST bias in the AWP region.
The cause of these model biases in the AWP region is a challenging problem, although it
has been suggested that the largest impact on the rainfall bias over North America in the
boreal summer and fall seasons may come from the negative SST biases, since the same
CMIP3 models that have the least SST bias in the IAS region also have the most realistic
rainfall (Liu et al. 2012).
b. Mediterranean basin
The Mediterranean region has been identified as one of the most responsive to climate
change (Giorgi 2006; Diffenbaugh and Giorgi 2012), and being also densely populated
(more than 500 million people live here, distributed over approximately 30 countries in
Africa, Asia and Europe), it represents one of the most interesting case studies from the sci-
entific point of view and is important from a social perspective (Navarra and Tubiana 2013).
Via atmospheric teleconnections, the variability at intraseasonal and interannual times-
cales in the area is strongly influenced by the major large-scale circulation patterns of the
Northern Hemisphere, such as the North Atlantic Oscillation, the East Atlantic pattern and
the Scandinavian pattern (see Ulbrich et al. 2012 and references therein for an extensive
review). Tropical variability, especially ENSO (Mariotti et al. 2002; Alpert et al. 2006), the
South Asian monsoon (Rodwell and Hoskins 1996; Ziv et al. 2004) and the West African
monsoon (Alpert et al. 2006) also appears to exert some influence on the Mediterranean
region.
The atmospheric circulation patterns associated with large-scale modes of variability
(e.g., NAO, AMO, or ENSO) are modulated by the small-scale processes induced by the
local complex physiography of the region (e.g., orography and land-sea contrast). The small-
scale events resulting from this interaction have important effects in forcing the Mediter-
ranean Sea circulation, which, in turn, can feedback on the atmosphere providing moisture
and heat, as, for example, seems to happen in the case of the Mediterranean cyclones.
Decadal and multidecadal variations in regional precipitation, surface air temperature,
and Mediterranean SSTs have been documented and investigated in numerous studies (e.g.,
Hurrell et al. 2003, Xoplaki et al. 2004; Mariotti and Dell’Aquila 2012). Specifically focus-
ing on the major drivers of decadal and multidecadal Mediterranean climate variations in
northern winter (DJF) and summer (JJA) seasons, these studies have shown that precipitation
variations over large portion of the region are significantly affected by the low-frequency
variability of the North Atlantic Oscillation via modifications in sea level pressure and
associated circulation anomalies.
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In general, GCMs (e.g., CMIP3 and CMIP5) can reproduce some basic large-scale fea-
tures of the observed Mediterranean climate (e.g., Kelley et al. 2012; Baker and Huang
2014), even if substantial biases appear to persist (e.g., Cattiaux et al. 2015). However, due
to their limited spatial resolution, global models clearly fail in reproducing the small-scale
processes and circulation features described above and that appear to be important elements
of the regional climate. Marcos and Tsimplis (2008), for example, showed that CMIP3
general circulation models reveal many difficulties in simulating a realistic Mediterranean
Sea temperature and salinity in present climate, most likely because of their low resolution.
Similarly, Elguindi et al. (2009) showed that global models have too coarse resolution to
correctly describe heat and momentum air–sea fluxes over the basin. These problems, in
turn, reflect on the lack of ability of global models to reproduce a realistic climatology and
variability of the Mediterranean cyclones (Flaounas et al. 2013) and associated precipitation
(Sanna et al. 2013).
In the framework of the EU project CIRCE (Climate Change and Impact Research: The
Mediterranean Environment; Navarra and Tubiana 2013), a set of coupled atmosphere–
ocean models have been developed with the aim of producing climate change projections
for the Mediterranean region (Gualdi et al. 2013). Following Somot et al. (2008), all of the
models were composed by a relatively high-resolution atmospheric component (ranging
from about 80 to about 25 km) fully coupled with a high-resolution numerical model of
the Mediterranean Sea (from about 12 to about 7 km), which allowed resolving the small-
scale dynamical features of the basin. Compared to the climate models commonly used to
perform climate (scenario) simulations for the Euro-Mediterranean area, the major novelty
featured by the CIRCE models was the inclusion of a fully interactive, mesoscale-permitting
Mediterranean Sea into the climate system.
With these models, the evolution of some key variable (e.g., SST, sea level, water and
heat fluxes) is simulated with a high degree of physical consistency due to coherent, high-
resolution air–sea flux modelling and well-resolved physiographic features of the basin.
When compared with the results obtained with global low-resolution models (e.g., Coupled
Model Intercomparison Project, CMIP3), the CIRCE simulations show some improvement
in reproducing the seasonal means of T2m, precipitation, and SST, though substantial sys-
tematic errors in near-surface temperature and precipitation continue to occur (Gualdi et al.
2013). Overall, the regional coupled models appear to provide reasonably good estimates
of the Mediterranean surface water budget and heat budget, which are generally in better
agreement with observations compared to the results obtained with atmosphere only models
(Dubois et al. 2012).
7. Issues of predictability, predictions, and projections
In this section, we discuss a variety of issues related to the theoretical predictability,
practical predictions, and multidecadal-scale projections under global warming scenarios of
the various modes, particular regions, and climate processes presented above. We emphasize
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that the prediction of anomalous climate states of climate modes of natural variability
have temporal limits due to inherent nonlinearities in the climate system. These limits
of predictability are currently an active line of study for many research groups around the
world. The forced signal due to increasing greenhouse gases, in contrast, rises further above
the climate noise the further into the future the predictions are made because of the increase
in signal-to-noise ratio. It provides a measure of changes in the mean state and variance
levels of the climate system and forms the basis of IPCC projections. In the near term,
the prediction problem is a mixed initial condition/boundary condition problem with, in
general, the signal coming from the initial state in the first few years–decades and the signal
coming from the forcing climate change response growing in time. Studies have attempted
to partition the uncertainty in predictions along these lines. There is a natural definition of
near-term as being when the forced response does not depend on the scenario.
The sensitivity of model forecasts of climate variables, such as precipitation, to model ini-
tial conditions and different parameterization lead to uncertainty in single model forecasts,
making the use of ensemble forecasts necessary to reduce forecast errors and to provide
an estimate of the errors. For ensembles of fully coupled models the required computing
resources are onerous and generally only able to be carried out by national centers of climate
prediction. Currently, typical climate model forecasts are initialized from separately ana-
lyzed atmospheric and oceanic states, constrained by observations. Data assimilation in the
coupled system is an ongoing major research goal in our field and will involve covariance
calculation of variables between the submodels, e.g., correlations between atmospheric and
ocean observations.
The possibility to perform climate predictions, i.e., to forecast the state of the climate
system in the future on the basis of our knowledge of its state at the present, is based on
processes that, in their evolution, bring memory of the initial state. The slowly evolving
ocean—its large thermal inertia and its dynamics, for example—introduce memory in the
system on a broad range of timescales, ranging from subseasonal to decadal and further. This
memory is at the basis of the predictability of several processes and of our skill to predict
them; for example, as in the case of the ENSO fluctuations on interannual timescales and,
to a lesser extent, for the interannual and decadal fluctuations of the North Atlantic and
North Pacific SST (e.g., Schneider and Miller 2001; Boer 2011; Doblas-Reyes et al. 2013).
Temporary heat storage by the ocean may also be important in causing decadal variations
in global mean temperature such as the recent hiatus in global warming.
Efforts for understanding regional climate processes using RCCMs are leading to devel-
oping and examining regional climate change scenarios using projection and uncertainty
information from GCMs, in which key oceanic and coastal processes are poorly captured.
GCM predictions are typically generated on a grid in which numerous observed data points
are available, thereby providing multiple ways to validate forecasts. In contrast, regional
coupled climate models have far more grid points than available data; because of the lack
of a sufficient quantity of point measurements in nature compared to the density of model
gridpoints, it is often difficult to evaluate the downscaled fields of regional models and to
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quantify uncertainties (or errors). In regional atmospheric and ocean models, the downscaled
skill is impacted by multiple factors including the large-scale fields via lateral boundary
conditions, the domain size, inconsistencies of the physics used in the nested and parent
models, and finally the internal variability arising from the coupled system. RCCMs pre-
dict the SST; land surface conditions; and surface ocean–atmosphere heat, moisture and
momentum fluxes; as opposed to them being specified in RAMs and ROMs. Because of
this air–sea coupling and uncertainty in prediction, internal variability of the coupled model
can be amplified, increasing discrepancy of the interior solutions with the lateral boundary
conditions and thus contributing to biases and forecast errors. Ensembles of RCCM predic-
tions are useful to distinguish the physical response more reliably versus internal variability
of the coupled system interacting with the prescribed, forecasted boundary conditions.
The processes underpinning land–atmosphere interaction, in particular the coupling
between temperature, soil moisture and precipitation, might potentially increase the pre-
dictability of the climate system by transferring the information of surface state anomalies
to the atmosphere at different timescales. Since the pioneering and seminal works of Shukla
and Mintz (1982) and Fennessy and Shukla (1999), a number of studies have explored the
potential of soil moisture for seasonal climate predictability (e.g., Koster et al. 2004; Fer-
ranti and Viterbo 2006; Douville 2010; Paolino et al. 2012; Materia et al. 2014). The results
indicate that moisture anomalies in the soil may persist for months, determining a land sur-
face memory, which in some areas contributes to an increase in the seasonal predictability
(Douville 2010; Paolino et al. 2012; Materia et al. 2014).
The potential influence of land surface processes on climate predictability at timescales
longer than the seasonal is a matter of very recent development (for a review, see Bellucci
et al. 2015). Information from the slow varying components of the land surface system,
such as, for example, ground water and especially vegetation, might lead to enhanced pre-
dictability at interannual or longer timescales. Evapotranspiration from land to atmosphere
occurs mostly through vegetation, and thus changes in the vegetation characteristics (e.g.,
distribution) might have substantial influences on the evolution of the climate system.
In the Pacific sector, a great deal of attention has been directed towards determining
whether the climate processes associated with the PDO are predictable. Numerical exper-
iments with a single coupled climate model (CCSM4) show that initializing the ocean to
the pre-1977 thermal structure and then letting the model evolve forward in time results
in a reasonably accurate prediction of the 1977 climate shift (Meehl and Teng, 2012), so
some part of the decadal variability might be predictable, at least in the ocean. However,
a wider selection of seven climate models showed a large spread in model ability to pre-
dict the PDO, and overall the models showed less predictive skill than could be found by
assuming simple persistence (Kim et al. 2012). It is worth noting that for a pure first-order
autoregressive process no predictability exists except for persistence. However more work
needs to be done to understand whether the differences among models are due to sampling
variability or poor model representations of the key physical processes, which might be
negatively affecting the ocean predictability results.
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The potential for using the PDO to predict climate variations over land is less clear,
despite the associations illustrated in Figure 2d, e, f. Numerical experiments suggest that
specifying PDO SST patterns as lower boundary conditions to an atmospheric model has
little subsequent effect downstream (Pierce 2002; Kumar et al. 2013). Several studies have
found associations between the PDO and climate response over land, such as the PDO
modulating the effects of ENSO both over North America (Gershunov and Barnett 1998)
and in east Asia (e.g., L. Wang et al. 2008). However, the degree to which these effects arise
from more than simple persistence of the PDO, or the ocean merely passively recording
atmospheric states that are the ultimate cause of the land effects, is not clear; more research
on this topic is needed (Newman et al. 2016). The exception might be in coastal regions
immediately adjacent to the North Pacific, where land temperatures are directly influenced
by ocean temperatures. For instance, Alfaro et al. (2004) show that up to a third of the
variance in coastal California summer air temperatures can be predicted one season ahead
using the PDO.
Future changes in the PDO due to anthropogenic forcing of the climate have not been
extensively studied. Furtado et al. (2011), examining the older generation of climate models,
show no clear future model consensus on PDO changes. However, the models generally did
not capture current relationships between PDO and ENSO in the first place, which casts
doubt on their ability to predict future changes. Di Lorenzo et al. (2010), by contrast, focus
on the North Pacific Gyre Oscillation (NPGO) rather than the PDO, and conclude that the
NPGO is relatively more sensitive to ENSO variability in the central tropical Pacific than
is the PDO. Since it is thought that central Pacific ENSO events may increase in the future
(Yeh et al. 2009), changes in the NPGO may be relatively more important to future climate
than changes in the PDO. Considerably more work remains to be done to understand this
issue.
Year-to-year ENSO variability is controlled by a delicate balance of amplifying and
damping feedbacks and the physical processes that are responsible for determining the
characteristics of ENSO will be modified by climate change (Collins et al. 2010). Recent
studies have suggested an increase in the frequency of extreme ENSO events under climate
change (Cai et al. 2014, 2015) as shown in Figure 9. This increasing frequency is linked to
an enhanced and nonlinear precipitation response (Power et al. 2013; Chung et al. 2014), but
this precipitation response is not seen in simulations in which uniform SSTs are imposed.
Models show an increase in the central and east Pacific, anchored to a pattern of equatorially
enhanced SST changes (Xie et al. 2010). The pattern of mean SST change is of leading-
order importance in determining changes in variability. The whole storyline of increasing
extreme ENSO events is thrown into doubt when one considers that long-standing biases
in models might influence the mean pattern of SST and precipitation changes in mod-
els. Hence there is still considerable uncertainty over how ENSO might change in the
future.
In the Atlantic sector, early potential predictability studies showed some possibility of
interannual to decadal predictability, in particular in the North Atlantic but with not much
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Figure 9. Changes in extreme El Niño events due to global warming simulated in climate models
from Cai et al. (2014). Tropical Pacific meridional sea surface temperature (SST) gradient plotted
against rainfall in Niño3 area (5◦S-5◦N, 150◦W-90◦W) from (a) historical simulations, 1891–1990
and (b) climate change scenario runs, 1991–2090. Red dots indicate extreme El Nino events, green
dots indicate moderate El Nino events and blue dots indicate non-El Nino conditions.
predictability of land. A recent study has performed perfect ensembles to look at sea-
ice predictability on interannual timescales and found potential signals out to three years.
CMIP5 provided the first coordinated set of decadal prediction experiments but little has
been found from those studies as (i) many of the systems were experimental and (ii) the
design of the experiments was not perfect. The experiments had insufficient start dates to
assess skill and included volcanic aerosols, which are unpredictable in real-time, in the
forcing files. As one example, Doblas-Reyes et al. (2013) executed retrospective decadal
forecasts with a multimodel ensemble approach using both initialized forecasts (which
capture the natural mode part of the prediction) and random initial states (which capture
only the forced part of the prediction). They found that the primary part of the skill is
dominated by the global warming forcing (Fig. 10a), while the skill due to the natural
modes of variability is small and localized in the North Atlantic (Fig. 10b) with very
low predictability in the Pacific. However, that study only addressed atmospheric surface
variable predictability, while subsurface oceanic predictability associated with Rossby wave
propagation can result in enhanced SST forecast skill over interannual timescales (Schneider
and Miller 2001; Qiu et al. 2014).
CMIP5 models show the AMOC to weaken under climate change but no models predict
a collapse. However, there is some indication that models might be too stable as diagnosed
from the cross-equatorial salinity flux. One study with a low-resolution climate model
does exhibit bi-stability. A recent study on Abrupt Climate Change by the U.S. Climate
Change Science Program concluded that it is very likely that the strength of the AMOC
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Figure 10. Results from retrospective decadal forecasts from both initialized forecasts (natural-mode
part of the prediction) and random initial states (forced part of the prediction) show that the main
skill is due to the global-warming forcing. (a) Root mean square skill score (multiplied by 100) of
the ensemble mean of the initialized multimodel for predictions averaged over the forecast years
6–9. A combination of observed temperatures over land and over the polar areas is used as a
reference. Black dots correspond to the points where the skill score is statistically significant with
95% confidence. (b) Ratio of Root mean square error between the initialized and not-initialized
multimodel experiments for predictions averaged over the forecast years 6–9. Contours are used for
areas where the ratio of at least 75% of the individual forecast systems has a value above or below
1 in agreement with the multimodel ensemble-mean result. Dots are used for the points where the
ratio is statistically significantly above or below 1 with 90% confidence. Poorly observationally
sampled areas are masked in gray. From Doblas-Reyes et al. (2013).
will decrease over the 21st century in response to increasing greenhouse gases, with a
best estimate decrease of 25%–30% (Delworth et al. 2008). This mainly results from the
warming of the North Atlantic on the multidecadal to century timescales, with the aid of
the retreat of summer Arctic sea-ice cover in the future 21st century climate projections.
Changes in the AMOC and the associated northward flow of warm water could, in turn,
affect the reduction of Arctic sea ice and the shrinking of the Greenland Ice Sheet.
Interestingly, the climate change projections for the Mediterranean area obtained from
the regional coupled models are generally consistent with the findings obtained with global
or regional atmospheric-only models (Gualdi et al. 2013). This agreement suggests that,
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in general terms, the regional air–sea coupling does not impact strongly the response to
anthropogenic climate change.
In contrast, some RCCMs studies show markedly different climate projections than the
global models, due largely to the poorly simulated oceanic dynamical and coastal processes.
For example, Seo and Xie (2011), using the SCOAR model, carried out the first RCCM study
that regionally downscaled the climate change scenarios based on GFDL climate model. In
the equatorial Atlantic, they suggested that the equatorial currents, upwelling, and TIWs
strongly control the spatial pattern in SST warming via eddy-driven heat transport, not
captured in the GFDL model. This result supports the importance of the ocean dynamical
process in regulating regional SST warming patterns under climate change scenarios. Li
et al. (2014) also downscaled the NCAR CCSM3 projection of future climate over California
to find that near-coast air-temperature warming is significantly reduced in the coupled model
compared to that in the atmosphere-only run. The difference is attributed to the lower SST
associated with coastal upwelling, not captured in the CCSM. This result further suggests
the importance of the ocean dynamical process in regulating regional SST warming patterns
and thus the regional climate change patterns.
8. Conclusions
We reviewed many aspects of the coupled ocean–atmosphere processes relevant to
understanding precipitation impacts, focusing on interannual, decadal, and global-warming
timescales. Current GCMs are now capable of capturing many aspects of these key pro-
cesses and simulate some of the most prominent modes of coupled climate variability. There
is a the need for regional climate model downscaling and several of the new models have
demonstrated impressive abilities in this context. Land-surface processes and frontal-scale
air–sea interactions are important crux points for simulations affecting precipitation. Two
example regions, the Intra-American Seas and the Mediterranean Basin, show how models
and observations can be used together to improve simulations and forecasts. Lastly, we
explained many issues related to the theoretical predictability limits of climate problems,
the practical limits of making actual predictions, and the expectations for skill associated
with global warming projections.
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