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ABSTRACT
Many real world problems can be formalized as optimisation problems. Yet, the
environment in the real world is mostly changing over time, which makes the
optimisation problems change over time.
This thesis is dedicated to the problem of finding robust solutions in changing
environments. By robustness, we mean that a solution not only is good for the
current environment but also maintains its performance after future environmen-
tal changes. The problem of finding such robust solutions repeatedly over time
is termed as Robust Optimisation Over Time (ROOT).
The first contribution of this thesis is a formal definition of ROOT problems
and two robustness definitions of solutions to ROOT. The second contribution
of this thesis is two benchmarks developed for ROOT. The third contribution
of this thesis is an algorithm framework for finding solutions repeatedly over
time to ROOT problems. Finally, the fourth contribution of this thesis is a
dynamic handling strategy, which is used to initialize a population of solutions
right after an environmental change when evolutionary algorithms are used for
ROOT problems.
I would like to dedicate this thesis to my loving parents Weiguo Fu
and Hongxing Huang.
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CHAPTER 1
INTRODUCTION
This chapter introduces the research topic of this thesis, which is Robust Optimi-
sation Over Time (ROOT), and gives an overview of the whole thesis. The rest of
this chapter is organised as follows. Section 1.1 discusses the general background
of the research topic ROOT. A number of research questions are then proposed
with regard to ROOT in Section 1.2. Section 1.3 outlines the subsequent chap-
ters. Finally, a list of contributions of the thesis on ROOT is presented in Section
1.4.
1.1 Background
Many real world problems can be formalised as optimisation problems. An opti-
misation problem can be defined as:
Definition 1.1.1. Given an objective function f that is a mapping from some
set S, i.e., a solution space, to the real numbers R: S → R, an optimisation
problem is to determine an optimal solution x∗ in S such that, for all x ∈ S,
f(x∗) ≥ f(x)1.
In practice, it might be impossible to check whether a determined solution is
optimal or not, and an optimisation problem is then about determining a solution
with its fitness f as large as possible given limited computational resource.
1Maximization problems are considered in this thesis without loss of generality. Minimiza-
tion problems can be transferred into maximization problems by multiplying the objective
fitness function with −1.
1
A lot of real world optimisation problems are subject to environmental changes
over time (Branke [2001], Jin and Branke [2005], Nguyen et al. [2012a]). By
environmental changes, we mean changes to the objective fitness function f , the
number of decision variables of the solution space S, the constraints that a feasible
solution in the solution space S must satisfy, etc. For instance, in some real world
scheduling problems (Barlow and Smith [2008], Yang et al. [2010], Bui et al.
[2012]), environmental changes happen over time, such as the arrival of new jobs,
the breakdown of communication links, bad weather, etc. In some real world
control problems (Ursem et al. [2002], Michalewicz et al. [2007]), the system’s
state is changing over time, which makes optimal controls vary across time.
If environmental changes to optimisation problems are taken into account ex-
plicitly, i.e., new solutions are provided to react to the changes, such optimisation
problems are termed as Dynamic Optimisation Problems (DOPs) (Branke [2001],
Jin and Branke [2005], Nguyen et al. [2012a]). DOPs consist of different types of
problems and can be mainly classified according to the way the decision maker
provides solutions to react to environmental changes, the details of which will be
discussed in Chapter 2. Assuming that environmental changes occur discretely
over time, a DOP can thus be represented using a sequence of fitness functions
(f1, f2, ..., fN)
1 during a considered time interval [t0, tend). A natural way of pro-
viding solutions to such a DOP is determining and implementing2 a new solution
whenever an environmental change happens. Therefore, for a DOP represented
as a sequence of fitness functions (f1, f2, ..., fN) during a considered time interval
[t0, tend), a sequence of solutions (x1,x2, ...,xN), one solution corresponding to
one fitness function, has to be determined and implemented.
It is easy to understand that the way of solving a DOP by implementing a
new solution every time an environmental change happens may only be justifi-
able in situations where implementing a solution can be finished instantaneously,
compared to the frequency of environmental change, and with little cost (Stroud
1In the following of the thesis, we will be discussing only DOPs that can be represented
using a sequence of fitness functions over time.
2We would like to emphasize the practical difference between determination of a solution
and implementation of a solution. Determination of a solution is achieved once an optimizing
algorithm finishes its computation, while implementation of a solution involves the practical
operation of the determined solution.
2
[2001], Ursem et al. [2002], Rossi et al. [2008]). In other words, in situations
where the implementation of a solution involves human operation (Handa et al.
[2005]), resource transportation (Bui et al. [2012]), etc, which all incur a huge
cost, it is impossible to implement a new solution every time the environment
changes. Based on this consideration, Yu et al. [2010] proposed the idea of find-
ing robust solutions to DOPs. Such a robust solution is aimed to be used for
not just one fitness function but a consecutive number of fitness functions over
time. In other words, if such a robust solution is implemented, it can be kept in
use after environmental changes. The problem of finding such robust solutions
repeatedly over time is termed as ROOT (Yu et al. [2010]).
This thesis is dedicated to the research of ROOT. In the next section, a list of
research questions with regard to ROOT will be presented, and this thesis tries
to answer these questions.
1.2 Research Questions
1.2.1 What is ROOT?
The general idea of ROOT is to repeatedly find solutions whose performance
is robust against environmental changes over time (Yu et al. [2010], Jin et al.
[2012]). In ROOT, the decision maker is providing new solutions to optimisation
problems that are subject to environmental changes. Therefore, ROOT problems
can be considered as one type of DOPs, according to the definition of DOPs
(Branke [2001], Jin and Branke [2005], Nguyen et al. [2012a]). Yet, the definition
of ROOT and the relationship between ROOT problems and other types of DOPs
are not quite clear (Yu et al. [2010], Jin et al. [2012]), and one of the reasons is that
the robustness of a solution to ROOT problems was not practically motivated.
A deep understanding of the relationship between ROOT problems and other
types of DOPs is beneficial. More importantly, a problem definition of ROOT
that captures the distinctive feature of ROOT problems, which is finding robust
solutions against environmental changes compared to other types of DOPs, is
indispensable. The reasons are as follows. Firstly, existing research on other types
of DOPs can be transferred to the solving of ROOT problems. Secondly, specific
3
methods can be developed to deal with the distinctive feature of ROOT problems.
Finally, people can understand the potential advantages of formulating a DOP
as a ROOT problem rather than other types of problems, and hence real world
applications of ROOT can be identified easily. Based on the above consideration,
we are interested in answering the following research question.
Research Question 1: How to formally define ROOT problems so that the
distinctive feature of ROOT problems compared to other types of DOPs can be
captured and that real world applications of ROOT can be easily identified?
1.2.2 How to Benchmark ROOT?
Given that the ROOT problem is clearly and formally defined, it is good to have
some methods tested and evaluated on ROOT benchmark problems before they
are applied to real world ROOT problems. From the test results on benchmark
problems, we can understand the strength of different methods on ROOT prob-
lems with different characteristics. Also, the difficulties of ROOT problems can
be controlled within benchmarks, which can be used to test the scalability of
ROOT methods. Since the ROOT problem is one type of DOPs, an immediate
question is that whether it is sufficient to test an algorithm’s ROOT ability on
existing DOP benchmarks. More specially, we are interested in answering the
following research question.
Research Question 2: Is it sufficient to test an algorithm’s ROOT ability
on existing DOP benchmarks? If not, why and how to develop suitable ROOT
benchmarks?
1.2.3 How to Find Solutions to ROOT Problems?
The central idea of ROOT is to find solutions whose performance is robust against
future environmental changes. By future environmental changes, we mean the
changes that the decision maker does not exactly know beforehand until they
happen. Therefore, in order to find solutions to ROOT problems, prediction
techniques are needed. The prediction techniques are used to predict either what
the future (i.e., the future fitness function) will be or what the future fitness of
a solution will be. Under mild assumptions, which will be discussed in Section
4
3.4, the question is how to build such a prediction model for ROOT. Also, once
predictions into the future can be made, the question is then how to come up
with ROOT solutions based on the predictions. Based on the above discussions,
given that in this thesis we are trying to apply Evolutionary Algorithms (EAs) to
ROOT problems, we are interested in answering the following research question.
Research Question 3: When trying to find solutions to ROOT problems,
where a solution’s future fitness matters, under mild assumptions discussed in
Section 3.4, how to build a prediction model such that a solution’s future fitness
can be predicted? Given the prediction of a solution’s future fitness, how to
design an EA such that it searches for good solutions to ROOT problems?
1.2.4 How to, from the Perspective of an EA, Handle En-
vironmental Changes in ROOT?
When an environmental change happens in DOPs, a simple strategy for an EA
to solve DOPs is to restart itself. In this way, DOPs are solved as a sequence of
independent optimisation problems (an optimisation problem is defined in Def-
inition 1.1.1). Restarting EAs from scratch whenever an environmental change
happens is inefficient for the following reasons. Firstly, for real world DOPs, the
fitness function after an environmental change is often related to previous fitness
functions (Branke [2001]). Therefore, information gathered in the past is useful
for optimizing the present. Secondly, in cases where the environment is chang-
ing fast, a restart of EAs won’t have enough time to converge to good solutions.
Finally, in some DOPs, there exists time-linkage where a solution implemented
in the past has an influence on what DOPs look like in the future. Solving such
DOPs as a sequence of independent optimisation problems is certainly subopti-
mal. Therefore, it is important to explicitly handle environmental changes instead
of restarting EAs when solving DOPs using EAs.
For the same reasons, it is important to explicitly handle environmental
changes in ROOT, from the perspective of EAs developed for ROOT problems,
because ROOT problems are one type of DOPs. In other words, we are interested
in the following research question:
Research Question 4: When an environmental change happens in a ROOT
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problem being solved by an EA, instead of restarting the EA, what information
can be learned from the past to facilitate the optimizing process for the current?
More specifically, instead of randomly initializing a population, how to initialize
a promising population in the EA so that useful information can be learned from
the past to facilitate the optimizing process for the current?
1.3 Outline of the Thesis
This thesis is trying to answer the research questions listed in Section 1.2, and
the rest of the thesis is organised as follows:
Chapter 2 reviews related work on applying EAs to DOPs, which is referred
to as Evolutionary Dynamic Optimisation (EDO). The purpose of this chapter
is to present a general review of what has been done in terms of solving DOPs
using EAs and demonstrate that ROOT presents some new challenges that have
not been investigated before in EDO. Three major types of DOPs, in addition
to ROOT problems, are identified from EDO. For each of the three major types
of DOPs, typical optimizing techniques are discussed, and more importantly the
differences between them and ROOT are analysed. Also, previous work on ROOT
is briefly reviewed, and similar motivations to ROOT in the literature, which also
try to find robust solutions in dynamic environments, are briefly discussed, with
an emphasis of their differences to ROOT.
Chapter 3 is dedicated to answering Research Question 1 proposed in Section
1.2.1. Real world DOP applications where it is desirable to have a robust solu-
tion that can be used after environmental changes are first identified. Based on
the investigation of such real world DOP applications, a practically motivated
problem definition of ROOT is given, together with two robustness definitions of
solutions to ROOT problems. Assumptions with regard to the ROOT problems
investigated in this thesis are made clear. Finally, problem difficulties of ROOT
are briefly discussed, especially from the perspective of an EA.
In Chapter 4, we are trying to answer Research Question 2 proposed in Sec-
tion 1.2.2. Problems of existing DOP benchmarks used for the study of ROOT
are first identified, which justify the need to develop specific ROOT benchmark
problems. Two new ROOT benchmarks are developed, which aim to test an
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algorithm’s ROOT ability respectively under the two robustness definitions pro-
posed in Section 3.3. Some representative EDO methods are then evaluated on
our developed ROOT benchmarks, which demonstrates for the first time that
existing EDO methods do not solve ROOT problems well and that there is need
to develop more specialized algorithms for ROOT problems.
Chapter 5 is about answering Research Question 3 proposed in Section 1.2.3.
Existing methods for ROOT problems are briefly reviewed, with discussions of
their potential weaknesses for ROOT problems. A novel algorithm framework
is then proposed specially for solving ROOT problems. The algorithm frame-
work consists of an optimizer for searching for ROOT solutions, a component
for estimating a solution’s previous fitness via building surrogate models, and a
component for predicting a solution’s future fitness via ensemble learning. Some
experiments on benchmark problems, including those developed in Chapter 4,
are then conducted to validate the effectiveness of the algorithm framework over
existing ROOT methods. Performances with regard to different EDO methods
for ROOT problems under different dynamics are discussed.
Chapter 6 addresses Research Question 4 proposed in Section 1.2.4. Existing
dynamic handling strategies in EDO, which are used to initialize a new population
whenever an environmental change happens, are briefly reviewed, with discussions
of their potential weaknesses in different situations. A novel dynamic handling
strategy is then developed, which is used to initialize a new population whenever
an environmental change happens in ROOT. Within our dynamic handling strat-
egy, distributions of good solutions are predicted by building a learning model on
time series of distributions of good solutions over time. The effectiveness of our
dynamic handling strategy is evaluated against existing dynamic handling strate-
gies in EDO on ROOT problems with different dynamics and under different
budgets of computational resource. Moreover, the diversity and the convergence
of the initial population, produced by different dynamic handling strategies right
after an environmental change, are analysed, which further explains the success
of our dynamic handling strategy over other strategies.
Conclusions of the thesis are given in Chapter 7, with some discussions of the
future work on ROOT.
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1.4 Contributions of the Thesis
This thesis presents the following list of contributions.
• A practical definition of ROOT problems and two practical definitions of
robustness of solutions to ROOT. The unique feature of ROOT, compared
to other types of DOPs, is that a ROOT solution is used for a long time
period during which environmental changes happen, and this feature is
captured in our definition of ROOT. The two robustness definitions have
been motivated by investigating real world applications where it is desirable
to have a solution in use after environmental changes (Chapter 3).
• Two new types of benchmark problems that are motivated by the inappro-
priateness of existing DOP benchmarks for the study of ROOT. Represen-
tative methods in EDO are evaluated on our proposed ROOT benchmarks,
which shows the strengths and weaknesses of different methods in solving
ROOT problems with different dynamics. In particular, the real challenges
of ROOT problems have been revealed for the first time by the experimental
results on our proposed ROOT benchmarks (Chapter 4).
• A novel algorithm framework for finding solutions repeatedly over time
to ROOT problems. Within the framework, two new metrics, which are
designed respectively for the two robustness definitions of solutions, are used
to guide a population-based search algorithm towards optimal solutions. A
new mechanism is proposed for building surrogate models in the framework,
which are used to estimate a solution’s previous fitness. Given a solution’s
previous and current fitness, we propose to predict a solution’s future fitness
via an ensemble learning mechanism. The predicted future fitness and the
current fitness are used to calculate the corresponding metric of a solution
(Chapter 5).
• A novel dynamic handling strategy, in which distributions of good solu-
tions are predicted, for initializing a new population in an EA whenever
there is an environmental change in ROOT problems. In our strategy, an
explicit learning model is trained on a time series of distributions of good
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solutions at each previous time step. Distributions of good solutions are
then predicted and used to initialize a population whenever there is an
environmental change in ROOT problems (Chapter 6).
1.5 Publications Resulting from the Thesis
Refereed or submitted journal papers
• [1] H. Fu, B. Sendhoff, K. Tang, and X. Yao. Robust optimisation over time:
Problem difficulties and benchmark problems. Evolutionary Computation,
IEEE Transactions on, c (accepted)
• [2] H. Fu, L. L. Minku, B. Sendhoff, K. Tang, and X. Yao. Optimizing and
learning in robust optimisation over time. submitted to Cybernetics IEEE
Transactions on, b (submitted)
• [3] H. Fu, H. Chen, B. Sendhoff, K. Tang, and X. Yao. Distribution predic-
tion in robust optimisation over time. submitted to Evolutionary Computa-
tion, IEEE Transactions on, a (revised and resubmitted)
Published conference papers
• [4] H. Fu, B. Sendhoff, K. Tang, and X. Yao. Characterizing environmental
changes in robust optimisation over time. In Evolutionary Computation
(CEC), 2012 IEEE Congress on, pages 1–8. IEEE, 2012
• [5] H. Fu, B. Sendhoff, K. Tang, and X. Yao. Finding robust solutions to
dynamic optimisation problems. In Applications of Evolutionary Computa-
tion, pages 616–625. Springer, 2013
• [6] H. Fu, P. R. Lewis, B. Sendhoff, K. Tang, and X. Yao. What are dy-
namic optimisation problems? In Proceedings of the 2014 IEEE Congress
on Evolutionary Computation (CEC). IEEE Press, 2014a. in press
• [7] Y. Guo, M. Chen, H. Fu, and Y. Liu. Find robust solutions over time by
two-layer multi-objective optimisation method. In Proceedings of the 2014
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IEEE Congress on Evolutionary Computation (CEC). IEEE Press, 2014. in
press
• [8] H. Fu, P. R. Lewis, and X. Yao. A q-learning based evolutionary algo-
rithm for sequential decision making problems. In Proceedings of the Work-
shop “In Search of Synergies between Reinforcement Learning and Evo-
lutionary Computation” at the 13th International Conference on Parallel
Problem Solving from Nature (PPSN), 2014b. in press
The following is the mapping between the publications and each chapter in
the thesis:
• Chapter 2: Publications [4, 5]
• Chapter 3: Publications [1, 5]
• Chapter 4: Publications [1]
• Chapter 5: Publications [2]
• Chapter 6: Publications [3]
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CHAPTER 2
LITERATURE REVIEW ON
EVOLUTIONARY DYNAMIC
OPTIMISATION
DOPs represent a board class of optimisation problems that change over time, and
the changes are taken into consideration by the decision maker (Branke [2002],
Jin and Branke [2005], Nguyen et al. [2012a]). Usually, a DOP is formalised by a
Dynamic Fitness Function (DFF) and how the decision maker provides solutions
to the DFF. A DFF is basically a changing fitness function f(x,α), in which x
denotes the decision variables and α represents environmental states that change
over time. The terms DFF and environment are used interchangeably in this
thesis. ROOT is one type of formalisations of DOPs, and there are other common
formalisations of DOPs in the literature. In this chapter, existing work on DOPs
using EAs is reviewed, in which we will focus on the methods for different types
of DOPs. Particularly, major formalisations of DOPs are discussed respectively,
and main features of each major formalisation of DOPs are stressed, which in turn
emphasizes the unique feature of ROOT. As it is impossible to cover everything
in EDO in one chapter, readers are advised to refer to other resources for other
issues in EDO: theoretical work in EDO (Rowe [1999], Rowe [2001], Droste [2002],
Droste [2003], Rohlfshagen et al. [2009]), benchmark problems in EDO (Branke
[1999], Morrison and De Jong [1999], Jin and Sendhoff [2004], Nguyen and Yao
[2009a], Nguyen [2011], Nguyen et al. [2012a]), and performance measures in
EDO (Branke [2002], Weicker [2002], Morrison [2003], Nguyen [2011], Nguyen
et al. [2012a]).
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Assuming that the DFF of a DOP can be represented as a sequence of static
fitness functions (f1, f2, ..., fN) during a considered time interval [t0, tend) (one
time step corresponds to one static fitness function), i.e., α in a DFF f(x,α)
changes discretely over time, we can divide DOPs studied in EDO into the fol-
lowing four categories according to the way the decision maker provides solutions
to the DFF. The first type, which is most widely studied so far (Branke [1999],
Blackwell et al. [2008], Nguyen and Yao [2009a], Woldesenbet and Yen [2009],
Yang and Li [2010], Rohlfshagen and Yao [2011]), is called Tracking Moving Op-
timum (TMO). Basically, in TMO the decision maker aims to find an optimal
solution for the current fitness function and relocate a new optimum once the
current fitness function changes into the next one.
The second type of DOPs is called Adaptation and Optimisation (AO) (Bui
et al. [2012]). Every time the DFF changes, the decision maker has to provide
a new solution. The decision maker has to consider not only the solution’s cur-
rent fitness but also the adaptation cost incurred by adapting the previously
implemented solution to the solution for the current fitness function. Therefore,
AO problems are intrinsically Dynamic Multiobjective Optimisation Problems
(DMOPs)1 (Bui et al. [2012]), although some work treats AO problems as TMO
problems with special constraints (Van de Vonder et al. [2007], Van de Vonder
et al. [2008]).
In the third type of DOPs, solutions implemented in the past have an impact
on how the DFF changes in the future (Bosman [2005], Nguyen and Yao [2013]),
and the decision maker needs to consider a solution’s impact on future fitness
functions in addition to its fitness for the current fitness function. This kind of
problems are called DOPs with time-linkage (Bosman [2005]), and their difficulty
lies in how to extract the actual dependence of future fitness functions on solutions
implemented previously.
In contrast to the aforementioned three types of DOPs where the decision
maker has to implement a new solution every time the DFF changes, the idea
of ROOT is to repeatedly find robust solutions whose performance is not only
good for the current fitness function but also future fitness functions (Yu et al.
1In existing studies for DMOPs using EAs, the main objective is to track the moving Pareto
front (Zhou et al. [2011]).
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[2010], Fu et al. [2012], Jin et al. [2012], Fu et al. [2013]). The unique feature
of ROOT, compared to the aforementioned three types of DOPs, is that once a
robust solution is implemented it is used for multiple consecutive fitness functions
over time. In other words, it is not necessary to implement a new solution every
time the DFF changes in ROOT.
In the following sections, the four main types of DOPs studied in EDO are
briefly reviewed, in which we will focus on the problem definition and correspond-
ing methods.
2.1 Tracking Moving Optimum
2.1.1 Problem Definition of Tracking Moving Optimum
Supposing a DFF can be represented as a sequence of static fitness functions
(f1, f2, ..., fN) during a considered time interval [t0, tend), the goal of TMO is to
find a solution that maximizes the current fitness function at each time step. A
TMO problem is defined as:
max
N∑
i=1
fi(xi), (2.1)
s.t. xi is feasible, 1 ≤ i ≤ N,
where xi denotes the solution determined at time step i when the DFF takes
the form of fi. fi(xi) is the fitness of solution xi at time step i. An implicit
assumption of TMO is that maximizing the sum in Equation 2.1 is equivalent
to finding a solution that maximizes the current fitness function at every time
step. This implicit assumption is not necessarily true in all possible cases since a
solution implemented in a previous time step may influence how the DFF changes
in later time steps. In other words, maximizing the current fitness function at
each time step does not necessarily maximize the sum in Equation 2.1. Another
implicit assumption of TMO is that, every time the DFF changes from one fitness
function to the next, a new solution has to be implemented. In other words, once
solution xi is determined at time step i, it has to be implemented into practice
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at time step i.
It should be noted that any TMO method is supposed to solve a TMO prob-
lem in an on-line manner. To be more specific, a TMO method starts when the
DFF takes the form of f1 and determines a solution x1 within a computational
budget ∆e. After that, solution x1 will be implemented into practice. Once the
DFF changes from f1 to f2, the TMO method will determine a new solution x2
within the computational budget ∆e, and solution x2 is then implemented into
practice. The process repeats till the last fitness function fN . Also, the compu-
tational budget ∆e should be generally smaller than the time interval between
two successive environmental changes.
2.1.2 EAs for Tracking Moving Optimum Problems
The objective of TMO is to find an optimum for the current fitness function,
say ft, as fast as possible, given historical evaluation information collected while
optimizing previous fitness functions fi, 1 ≤ i < t. Various heuristics have been
developed to adapt existing EAs for static optimisation problems for the purpose
of TMO:
• Producing diversity when a change occurs: Population diversity is gener-
ated as soon as the DFF changes. An early example is the hyper-mutation
approach (Cobb [1990]), in which the mutation rate is increased for a cer-
tain number of generations right after the DFF changes. Another example
is the variable local search method (Vavak et al. [1997]), in which the mu-
tation rate is controlled using a variable local search range right after the
DFF changes. Alternatively, some individuals in the population are re-
placed by randomly generated individuals, or simply the whole population
is reinitialized randomly once the DFF changes (Hu and Eberhart [2002]).
More recently, Woldesenbet and Yen [2009] proposed a method to adapt
the population in EAs for TMO problems once the DFF changes based on
historical evaluation information, in which each individual in the population
right before an environmental change is relocated dimension by dimension
to a new position once the DFF changes. For each dimension, the original
value in the individual is moved by a distance randomly generated between
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0 and a radius. For each dimension, the corresponding radius is calculated
based on the corresponding fitness change due to the environmental change
and the average sensitivity of an individual’s position in that dimension to
the corresponding change in the fitness during the evolution at last time
step.
The general idea of introducing diversity right after the DFF changes is still
used together with other heuristics in recent work of TMO (Parrott and Li
[2006], Blackwell et al. [2008], Nguyen and Yao [2009a], Yang and Li [2010],
Li and Yang [2012]).
• Maintaining diversity all the time: Diversity in the population is maintained
at a relatively high level all the time in the hope that whenever a change
happens there exist some individuals that are near a new optimum. Usually,
approaches in this category do not explicitly detect environmental changes.
Typical examples include the random immigrants approach (Grefenstette
[1992]), the thermo-dynamical genetic algorithm (Mori et al. [1998]), the
population-based incremental learning algorithm (Yang and Yao [2005]),
the charged Particle Swarm Optimizer (PSO) (Blackwell and Branke [2006],
Blackwell et al. [2008]), and the multi-objective approach (Bui et al. [2008]).
In the random immigrants approach (Grefenstette [1992]), a number of
individuals are replaced with randomly generated ones at every generation
in the hope that the diversity of the population is maintained at a high
level.
The population in the thermo-dynamical genetic algorithm (Mori et al.
[1998]) is evolved based on a metric called ‘free energy’. The ‘free energy’
metric is the sum of the average fitness of the population and a measure of
population diversity.
Yang and Yao [2005] investigated the performance of population-based in-
cremental learning algorithms for TMO problems, and a dual population-
based incremental learning algorithm is proposed. In the dual population-
based incremental learning algorithm, two probability vectors that are dual
to each other are used to generate individuals at every generation. Be-
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sides, the probability vectors are updated using best found solutions at
every generation. The population diversity is maintained by introducing a
central probability vector that has probability 0.5 for all its entries.
Blackwell and Branke [2006] developed a multi-swarm PSO for TMO prob-
lems, in which multiple sub-swarms interact with each other both locally by
an exclusion mechanism and globally by an anti-convergence mechanism,
both of which aim to maintain the diversity of the swarm. Within each sub-
swarm, diversity is also maintained by using charged particles or quantum
particles.
Multi-objective EAs are used for solving TMO problems in (Bui et al.
[2008]). A second objective, aside from the objective of TMO, is consid-
ered, the aim of which is to maintain diversity in the population. Several
forms of the second objective were tested, the best of which is shown to be
competitive to other TMO approaches in (Bui et al. [2008]).
• Memory-based approaches: Memories are used to store previously good so-
lutions or useful information in the hope that these solutions or the infor-
mation can be useful in the future. Representative methods can be divided
into implicit memory approaches and explicit memory approaches. By far,
most memory-based approaches belong to the category of explicit memory
approaches.
In implicit memory approaches, redundant representations for solutions are
usually employed. Goldberg and Smith [1987] developed a genetic algo-
rithm with a diploid representation and dominance operators for solving
TMO problems. A diploid representation means that the chromosome of
an individual has two alleles at each locus, and only one allele is dom-
inant when the individual is being evaluated. The dominance operators
adjust the dominance level of each allele as the environment changes. It
was demonstrated that a genetic algorithm with the diploid representation
and dominance operators is able to adapt more quickly to environmental
changes than a haploid genetic algorithm or a diploid genetic algorithm
with fixed dominance level. Other examples using diploid or multiploid
presentations can be found in (Ng and Wong [1995], Lewis et al. [1998],
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Uyar and Harmanci [2005], Yang [2006b]).
In explicit memory approaches, an explicit memory is maintained separately
from EAs and is used to bias the evolution of individuals in the population.
Explicit memory approaches mainly differ in the following three aspects:
– the structure of the memory: Memories are in the forms of either
previously found good solutions (Mori et al. [1998], Branke [1999],
Bendtsen and Krink [2002], Yang [2005], Mavrovouniotis and Yang
[2011] ) or associative information in various forms (Eggermont et al.
[2001], Yang [2006a], Simo˜es and Costa [2008], Yang and Yao [2008],
Richter and Yang [2008], Richter [2010]). Associative information is
abstracted from solutions that have been evaluated by EAs over time.
In terms of associative memories, Eggermont et al. [2001] stored envi-
ronmental information of previous time steps. The information about
the distribution of population at previous time steps are archived in
(Yang [2006a]). A list of environmental states and their transitional
probabilities are stored in Markov chains in (Simo˜es and Costa [2008]).
Yang and Yao [2008] developed a population-based incremental learn-
ing algorithm for TMO, in which the probability vector that generated
the best solutions at previous time steps are stored. Richter and Yang
[2008] memorized the probability of different regions in the solution
space having good solutions. In case of dynamic constrained TMO
problems, Richter [2010] stored the probability of different regions in
the solution space being feasible.
– how to update the memory: There are mainly three issues with regard
to updating the memory: what information is inserted to the mem-
ory; what information is deleted from the memory; and when these
operations happen. In most cases, insertion into and deletion from the
memory happen at every generation or right after an environmental
change. In terms of what information is inserted to the memory, usu-
ally the best found solution at each generation is directly archived into
the memory or used to generate the corresponding information, which
is then inserted to the memory. Explicit memory approaches mainly
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differ in their ways of deleting information from the memory: the
most outdated solutions are replaced (Trojanowski and Michalewicz
[1999], Simoes and Costa [2007], Woldesenbet and Yen [2009]); so-
lutions that contribute to the population diversity least are replaced
(Branke [1999], Yang [2005], Yang and Yao [2008]); solutions with
worst fitness are replaced (Eggermont et al. [2001]);
– how to use the memory: This is the issue about utilizing the mem-
ory to aid EAs in TMO. If previously found solutions are stored in
the memory, usually every generation or several generations solutions
in the memory are re-evaluated, and the best one is inserted to the
population in EAs. If associative information is stored in the memory,
the corresponding information is used to generate new solutions that
are inserted into the population in EAs right after an environmental
change or every fixed number of generations.
• Multi-population approaches: Several sub-populations are maintained to
cover different promising areas in the solution space. It is hoped that
once the environment changes a new optimum would be close to one of
the sub-populations. The major theme in multi-population approaches is
the balance between exploitation and exploration: sub-populations should
track promising areas found previously and keep looking for new promising
areas when the environment changes. Examples in this category include
the self-organizing scouts (Branke et al. [2000]), the multi-national genetic
algorithm (Ursem [2000]), the species-based PSO (Parrott and Li [2006]),
and the clustering PSO (Yang and Li [2010]).
The method of using self-organizing scouts is developed by Branke et al.
[2000], in which a larger population is assigned the task of searching for
new promising areas while several smaller populations, i.e., scouts, are used
to track previously found promising areas. Whenever a new promising area
is found, a new scout is created for that promising area, and the larger
population keeps searching.
In contrast to the self-organizing scouts (Branke et al. [2000]), a sub-
population in the multi-national genetic algorithm (Ursem [2000]) is used
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for both tracking a previously found best solution and looking for new
optimal solutions. Whenever a new local optimal solution is found by a
sub-population, the sub-population is divided into two new sub-populations
ensuring that a local optimum is tracked only by one sub-population in the
multi-national genetic algorithm (Ursem [2000]).
In the species-based PSO (Parrott and Li [2006]), the swarm population is
divided into several sub-populations, i.e., species, according to the distance
between particles in an on-line manner. To be more specific, a particle called
the species seed is identified for each sub-population at every iteration. The
species seed is employed as the neighbourhood best for the corresponding
sub-population, and particles in that sub-population evolve based on the
attraction to their own personal bests and the species seed. Besides, this
method was tested for both locating multiple optimum in a static environ-
ment and tracking multiple optimum in a dynamic environment.
A hierarchical clustering method is used to locate and track multiple op-
timum in a dynamic environment in (Yang and Li [2010]). By specify-
ing the maximal number of sub-populations in the clustering method, a
proper number of sub-populations are identified right after the environment
changes. After that, identified sub-populations undergo their own local
search to find promising solutions till the next environmental change. Also,
previously found best solutions in each sub-population are achieved and are
used to initialize a new population whenever the environment changes.
• Prediction-based approaches: Implicit and explicit learning models are built
to predict the future based on historical evaluation information, and various
types of predictions have been made to aid EAs in TMO (Branke and
Mattfeld [2000], Van Hemert et al. [2001], Hatzakis and Wallace [2006],
Zhou et al. [2007], Rossi et al. [2008], Simo˜es and Costa [2009]).
Branke and Mattfeld [2000] investigated the dynamic job shop scheduling
problem using an EA with an anticipation mechanism. To be more specific,
the anticipation mechanism is a combined fitness function of a schedule’s
idle times and tardiness. A schedule’s adaptability, i.e., the idle times,
to the arrival of future jobs is explicitly considered. Experimental results
19
demonstrated the benefits of the anticipation mechanism, and the overall
performance of the system was significantly improved. However, no explicit
prediction model is constructed in (Branke and Mattfeld [2000]).
Van Hemert et al. [2001] introduced an EA that uses two populations to
optimize the current fitness function. The first population evolves based on
the current fitness function while the second population evolves based on a
predicted future fitness function. Every now and then, some individuals are
migrated from the second population to the first one in order that the EA
is prepared for the future environmental change. However, how to predict
the future fitness function is not discussed, and the experimental studies
are based on a true future fitness function.
In (Hatzakis and Wallace [2006]), an Auto-regression (AR) model is built
on the time series data of previously found best solutions at each previous
time step. Whenever the environment changes, the trained AR model is
used to predict the position of a new optimum for the new environment,
and the predicted optimum is inserted into the initial population together
with some individuals from the population right before the change and some
randomly generated ones.
The position of an optimal solution for the next time step is predicted using
a Kalman filter in (Rossi et al. [2008]). Genetic operators, i.e., mutation
and crossover, and a solution’s fitness are modified based on the predicted
optimal solution. The advantage of the method was demonstrated in a
vision-based tracking robotic application. It should be noted that the dy-
namic of how an optimal solution changes over time should be available to
the algorithm, and this information is passed to the Kalman filter in (Rossi
et al. [2008]).
Another example can be found in (Simo˜es and Costa [2009]), where two
separate learning models, i.e., a Markov chain and a non-linear regression
model, are built on historical evaluation information. The Markov chain is
used to predict which state the environment will change into, and the non-
linear regression model aims to predict when the next change will happen.
Given the output of the two learning models, the EA in (Simo˜es and Costa
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[2009]) was shown to be better prepared for the next environmental change
than an EA without the two learning models. However, it should be noted
that the EA in (Simo˜es and Costa [2009]) handles an environmental change
a number of generations before the change happens.
We can see from the above review that TMO approaches implicitly assume
that every time the DFF changes a new solution has to be determined and imple-
mented. This is different from ROOT as a solution’s future fitness is considered
in ROOT. In other words, solutions to ROOT problems are aimed to be used
for multiple time steps, while solutions to TMO problems are aimed just for
the current environment. It should be noted that even though there are some
prediction-based TMO approaches, their purposes are TMO rather than ROOT,
and more importantly they cannot be used to predict a solution’s future fitness
under our assumptions, which will be made clear in Section 3.4, in ROOT.
2.2 Adaptation and Optimisation
2.2.1 Problem Definition of Adaptation and Optimisation
At every time step, the goal of AO is to find a solution that maximizes the current
fitness function and minimizes the adaptation cost. By adaptation cost, we mean
the cost incurred when the DFF changes and an already implemented solution
is adapted for the new fitness function. The adaptation cost could be measured,
for instance, in the Euclidean distance between the already implemented solution
and the new one. Therefore, given a DFF represented as a sequence of static
fitness functions (f1, f2, ..., fN) during a considered time interval [t0, tend), a AO
problem is intrinsically a DMOP and can be defined as:
max[
N∑
i=1
fi(xi),
N−1∑
i=1
−c(xi,xi+1)] (2.2)
s.t. xi is feasible, 1 ≤ i ≤ N,
where xi denotes the solution determined at time step i when the DFF takes
the form of fi. fi(xi) is the fitness of solution xi at time step i, and c(xi,xi+1)
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denotes the adaptation cost from solution xi to solution xi+1.
An implicit assumption in AO is that solving the DMOP defined in Equation
2.2 is equivalent to solving a multi-objective problem at each time step, which
is, for example at time step t, maximizing ft and −c(xt−1,xt). Another implicit
assumption in AO is that, every time the DFF changes from one fitness function
to the next, a new solution has to be implemented. Also, any AO method is sup-
posed to solve a AO problem in an on-line manner, i.e., determining a solution
within a computational budget ∆e once the DFF changes. Besides, the compu-
tational budget ∆e should be generally smaller than the time interval between
two successive environmental changes.
2.2.2 EAs for Adaptation and Optimisation Problems
The objective in AO cares not only about a solution’s fitness for the current
fitness function but also the adaptation cost of the current solution from the
previously implemented solution (Branke [2002], Bui et al. [2012]). It is natural
to think AO as a bi-objective optimisation problem at each time step as defined
in Equation 2.2, where the fitness of the current solution should be maximized
whereas the adaptation cost should be minimized. Nonetheless, there is some
work that viewed it as a single-objective optimisation problem at each time step:
• Single-objective approaches: A pre-determined baseline solution is used as
a starting point at each time step (Van de Vonder et al. [2007]). Whenever
the DFF changes, a local search is conducted around the baseline solution,
so that the resulted solution does not deviate too much from the baseline
solution. However, the setting of the baseline solution is rather heuristic
and can have a huge impact on the fitness of the resulted solution at each
time step. In other approaches, for instance in (Van de Vonder et al. [2008]),
no baseline solution is involved but a proactive solution is determined with
regard to future environmental changes. In other words, a proactive solution
is meant to be used for a number of consecutive time steps and therefore
saves the adaptation cost of implementing a new solution whenever the
DFF changes. However, future environmental changes are assumed to have
a certain probabilistic distribution, and the proactive solution is achieved
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via Monte Carlo integration, i.e., by sampling the probabilistic distribution.
• Bi-objective approaches : At each time step, a solution’s deviation from
the previously implemented solution and its current fitness are optimized
simultaneously using multi-objective EAs (Branke [2002], Bui et al. [2012]).
Branke [2002] developed a multi-objective EA with the ability to explore the
preferred region of the Pareto front more than other regions. This feature
has its advantage over traditional multi-objective EAs in AO since in reality
the current solution is required to stay near the previously implemented
solution due to various constraints. Bui et al. [2012] proposed a centroid-
based multi-objective EA. Basically, a set of non-dominated solutions are
obtained during each time step. The centroid of the set at each time step
is then calculated. Whenever the environment changes, previous centroids
are exploited to give the prediction of the current centroid. The predicted
centroid together with the population from the last time step are used
to seed an initial population for the current environment. A case study
was then conducted in military mission planning, which demonstrated the
effectiveness of the centroid-based multi-objective EA.
From the above review, we can see that a solution’s future fitness is not
considered in AO, and it is therefore implicitly assumed in AO that every time
the DFF changes a new solution has to be determined and implemented. Besides,
AO offers one way to account for the adaptation cost, i.e., by requiring the current
solution to be somewhat similar to the previously implemented solution. This
requirement is very reactive as the previously implemented solution is determined
without anticipation of how the DFF will change. In contrast, by explicitly
accounting for a solution’s future fitness in ROOT, solutions to ROOT problems
are aimed to be used for multiple time steps. Yet, whether ROOT would strike
a better balance than AO between adaptation cost and fitness over time is still
an open question, which is left as our future work.
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2.3 DOPs with Time-linkage
2.3.1 Problem Definition of DOPs with Time-linkage
DOPs with Time-linkage were first investigated by Bosman [2005]. The term
time-linkage, first employed by Bosman [2005], is used to describe a property
presented in some real world DOPs. A DOP is said to have time-linkage if
decisions implemented previously for such a DOP have an influence on how the
DOP changes in the future. A typical example described by Bosman [2005]
is the case of dynamic vehicle routing problems, where the locations to visit are
announced to the decision maker in an on-line manner. If the announced locations
oscillate between two separated clusters over time, a routing decision that only
considers the current location will likely lead to the oscillation of the vehicles.
Yet, a more efficient routing scheme would be taking future announced locations
(this may be achieved by prediction) into consideration and routing the vehicle
inside one cluster first and then the other. Strictly speaking, time-linkage itself
describes a property a DOP can have and does not place a requirement on how
the decision maker should provide solutions to a DOP with time-linkage. In other
words, the decision maker can provide solutions to a DOP with time-linkage like
the way of TMO or AO. Nonetheless, existing studies in EDO on DOPs with
Time-linkage (Bosman [2005], Bosman and La Poutre [2007], Nguyen and Yao
[2009b], Nguyen et al. [2012b], Nguyen and Yao [2013]) implicitly assume that a
new solution is determined and implemented every time the DFF changes.
Given a DFF that is represented as a sequence of static fitness functions (f1,
f2, ..., fN) during a considered time interval [t0, tend), the corresponding DOP with
time-linkage can be defined as follows, assuming that the decision maker deter-
mines and implements a new solution at each time step and that the adaptation
cost is not considered:
max
N∑
i=1
fi(xi), (2.3)
s.t. xi is feasible, 1 ≤ i ≤ N,
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where Equation 2.3 has the same form and notations as Equation 2.1 except
that in Equation 2.3 solutions implemented previously have an influence on what
future fitness functions look like, i.e., xi can influence fitness function fj, i <
j. The exact influence is problem dependent and is usually not available to
the decision maker. In other words, the decision maker has to learn the actual
dependence while solving a DOP with time-linkage.
2.3.2 EAs for DOPs with Time-linkage
The goal of DOPs with time-linkage is to find an optimal solution trajectory
over time instead of an optimal solution at each time step. The reason is that
finding a solution that merely maximizes the current fitness function may lead to
unfavourable future fitness functions. In order to solve DOPs with time-linkage
optimally, prediction techniques (Bosman [2005], Bosman and La Poutre [2007],
Nguyen and Yao [2009b], Nguyen et al. [2012b], Nguyen and Yao [2013]) were
combined with EAs.
Bosman [2005] demonstrated that it can be arbitrarily bad just optimizing
the current fitness function for a DOP with time-linkage. Therefore, Bosman
[2005] claimed that it is necessary to optimize the current and the future simul-
taneously, based on which an algorithm framework that consists of an EA and a
learning model was developed. More specially, the current solution and a future
solution are optimized together. Since the future solution’s fitness is evaluated
by a future fitness function, a learning model is used to predict the future so-
lution’s fitness. A linear learning model and a quadratic learning model were
tested, which showed that the accuracy of the prediction has a huge influence on
the algorithm framework’s performance. However, it should be noted that the
dynamic of DOP investigated in (Bosman [2005]) is assumed deterministic. Also,
in the benchmark problems used in (Bosman [2005]), a solution determined at
a time step can only influence the future fitness function a certain number of
time steps ahead, which may not be true in many real world cases. Besides, the
algorithm framework is given the information of how many time steps ahead the
current solution has an impact on. Later, Bosman and La Poutre [2007] extended
the work in (Bosman [2005]) to DOPs with time-linkage where the DFFs change
25
stochastically.
Nguyen and Yao [2009b] proposed a detailed definition framework for DOPs
with time-linkage, where the static form of fitness function, the inherent dynamic
of fitness function, and the time-linkage property can be specified separately.
Also, a new type of DOPs with time-linkage was identified, in which the dy-
namic of the DOPs is unpredictable to some extent. Nguyen and Yao [2009b]
termed the new property as prediction-deceptive. For this new type of DOPs
with time-linkage and prediction-deceptive, Nguyen and Yao [2009b] showed that
an EA with existing prediction methods can perform even worse than an EA
without prediction. Finally, a new benchmark problem was developed to study
the new type of DOPs with time-linkage and prediction-deceptive. Later, Nguyen
et al. [2012b] developed a specific approach for the solving of DOPs with time-
linkage and prediction-deceptive under certain circumstances. More specially, the
prediction-deceptive is assumed to be the case where the time-linkage property
takes several function forms and is switching among those forms over time. More-
over, the switch rules are assumed to be known to the decision maker. Two new
benchmark problems for DOPs with time-linkage and prediction-deceptive were
also developed in (Nguyen et al. [2012b]).
It should be noted that existing studies (Bosman [2005], Bosman and La Poutre
[2007], Nguyen and Yao [2009b], Nguyen et al. [2012b], Nguyen and Yao [2013])
on DOPs with time-linkage implicitly assume that a new solution is implemented
every time the DFF changes, whereas in ROOT an implemented solution is used
for multiple consecutive time steps. We can also incorporate time-linkage into
ROOT problems, although in this thesis we will focus on ROOT problems with-
out time-linkage.
2.4 ROOT and Similar Motivations
The work on ROOT has started since a few years ago. The idea of ROOT was
initially proposed by Yu et al. [2010], where it is suggested to find robust solutions
to DOPs based on the investigation that it is unrealistic to TMO in many real
world DOPs. Yet, a clear and practical definition of ROOT is lacking in (Yu
et al. [2010]), except for some evaluation criteria for comparing an algorithm’s
26
performance on ROOT. Also, the robustness of solutions to ROOT problems is
not explicitly defined in (Yu et al. [2010]), without of which it may be difficult to
evaluate a ROOT solution.
We gave a definition of ROOT in (Fu et al. [2012]), based on which we de-
veloped a number of measures that can be used to characterize and analyse the
dynamic of the DFF when solving ROOT problems. Those measures can be used
to understand what aspects of a DFF change and more importantly how these
changes influence the solving of ROOT problems. Yet, the problem definition
of ROOT in (Fu et al. [2012]) is of little relevance to real world DOPs where a
robust solution is desirable. The reasons are two-fold. Firstly, within the problem
definition of ROOT in (Fu et al. [2012]), the objective of the decision maker is to
find solutions whose performance does not deviate too much from true optimal
solutions. However, often in practice, the information of true optimal solutions
is not available. Secondly, a clear robustness definition of solutions to ROOT
problems is still lacking in (Fu et al. [2012]).
Jin et al. [2012] developed an algorithm framework for ROOT, in which a so-
lution is evaluated in the algorithm framework by the average of its past, current,
and future fitness. To be more specific, a solution’s past fitness is approximated
by building a surrogate model using neighbourhood solutions evaluated at the
same previous time step, while the solution’s current fitness is evaluated using
the current fitness function. By modelling a solution’s past and current fitness
as a time series, the solution’s future fitness is predicted by training a learning
model on the time series. The algorithm framework was then tested on several
benchmark problems, which demonstrated its effectiveness on three performance
measures. Yet, the three performance measures are not directly connected to a
solution’s robustness definition in (Jin et al. [2012]).
By pointing out the lack or inappropriateness of robustness definition in
ROOT in (Yu et al. [2010], Fu et al. [2012], Jin et al. [2012]), we proposed two
new robustness definitions in (Fu et al. [2013]). Also, we extended the algorithm
framework proposed by Jin et al. [2012] with two new metrics for respectively
maximizing the two proposed robustness definitions in (Fu et al. [2013]).
The motivation of ROOT is to find robust solutions that can be used for mul-
tiple time steps during which the DFF changes, and there have been similar mo-
27
tivations in the literature (Handa [2006], Leung et al. [2007], Van de Vonder et al.
[2008], Salomon et al. [2013]). Robust solutions to DFFs, in which a robust solu-
tion is used for multiple time steps, are sought in (Handa [2006], Van de Vonder
et al. [2008]). However, future fitness functions are assumed either to be known
(Handa [2006]) or to follow a certain probabilistic distribution (Van de Vonder
et al. [2008]), neither of which is assumed in ROOT. Leung et al. [2007] devel-
oped a robust optimisation model for a multi-site aggregate production planning
problem, where a solution’s fitness and feasibility are subject to environmental
uncertainties. A robust solution is optimal if both its fitness and feasibility re-
main “close” to optimality under any environmental change. However, a fixed
probability distribution of the environmental uncertainties is assumed in (Leung
et al. [2007]), which is not assumed in ROOT. Salomon et al. [2013] addressed the
active robust optimisation problem, where a solution contains some adjustable
parameters that can be adapted while in use. An optimal robust solution in this
case is a solution that maximizes its performance under different environments
and minimizes the corresponding cost incurred. The cost comes from three com-
ponents, namely the implementation cost of the solution, the operational cost of
maintaining a state of the adjustable parameters in a particular situation, and the
adaptation cost of adapting the adjustable parameters in reacting to environmen-
tal changes. Similarly, the distribution of the dynamic environment is assumed
to be available in (Salomon et al. [2013]) in order to be sampled for evaluation of
a solution, and this is not assumed in ROOT. To summarise similar motivations
to ROOT in the literature, they assume either that the decision maker knows the
future fitness function or that the future fitness function has a fixed probabilistic
distribution that is available to the decision maker, both of which may be imprac-
tical in most real world DOPs and are not assumed in ROOT. In other words,
ROOT presents new challenges that have not been addressed before in the EDO
literature.
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2.5 Differences Between ROOT and Traditional
Evolutionary Robust Optimisation
Robust solutions are also sought in traditional Evolutionary Robust Optimisation
(ERO) (Jin and Branke [2005], Beyer and Sendhoff [2007]). Yet, robust solutions
in ERO are significantly different from robust solutions in ROOT.
In ERO, instead of finding an optimal solution maximizing a fitness function f ,
as defined in Definition 1.1.1, the following expected fitness is usually maximized:
+∞∫
−∞
+∞∫
−∞
f(x+ δ,α)p(δ)p(α)dδdα, (2.4)
where x denotes a vector of decision variables. δ represents noises added to x,
and δ follows a probabilistic distribution p(δ). α represents environmental states
that specify f , and α follows a probabilistic distribution p(α). Both p(δ) and
p(α) are assumed to be available to the decision maker. The reason in introducing
δ is that in some cases implemented decision variables can be slightly different
from determined decision variables due to manufacturing tolerances (Paenke et al.
[2006]). The reason in modelling α as a random variable is that in some cases
environmental states α is noisy (Beyer and Sendhoff [2007]).
From Equation 2.4, we can see that in ERO environmental states, i.e., α, are
modelled as random variables, whose probabilistic distribution p(α) is assumed
to be known. In contrast, α in ROOT is modelled as a discrete time series1,
which results in a sequence of fitness functions over time, i.e., one fitness function
at one time step. In other words, the ERO robustness in Equation 2.4 can be
either mathematically calculated if a closed form of Equation 2.4 is available or
otherwise estimated by Monte Carlo integration, i.e., by sampling over δ and
α. On the other hand, a robust solution in ROOT, which will be discussed
in detail later in Chapter 3, involves a solution’s future fitness. A solution’s
future fitness is determined by α at future time steps in ROOT and can only be
predicted based on previous evaluation information. Therefore, past information
1In this thesis, α in ROOT is assumed to be deterministic at each time step.
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and appropriate learning models are crucial to find robust solutions in ROOT.
In other words, ERO methods can not be directly applied to ROOT problems.
It should be noted that, although we discuss the differences between ERO and
ROOT using the expected fitness in Equation 2.4, the same differences apply to
other ERO robustness definitions (Beyer and Sendhoff [2007]) as well. To sum it
up, ROOT presents new challenges that have not been addressed before in the
ERO literature.
2.6 Summary
In this chapter, we have briefly reviewed different types of DOPs and the cor-
responding methods in EDO. More importantly, the unique feature of ROOT,
which is finding robust solutions that can be used for multiple time steps, was
emphasized by making a comparison to other types of DOPs. The brief literature
review in EDO shows that ROOT problems present new challenges that have not
been investigated before in other types of DOPs in EDO. Also, the differences be-
tween ROOT and traditional ERO were discussed. Although the unique feature
of ROOT has been stated clearly, the motivation of ROOT has not been strongly
validated, and a practical problem definition of ROOT is lacking. Moreover, the
robustness of a ROOT solution is not explicitly defined. In the next chapter, we
will motivate ROOT by investigating real world DOPs where robust solutions
that can be used after environmental changes are desirable. Based on the inves-
tigation, a practical problem definition of ROOT will be given. Moreover, two
robustness definitions will be defined, both of which are motivated respectively by
investigating two typical situations of real world DOPs where a robust solution
is favourable.
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CHAPTER 3
MOTIVATION, PROBLEM DEFINITION,
AND PROBLEM DIFFICULTIES OF
ROBUST OPTIMISATION OVER TIME
In Chapter 2, different types of DOPs studied in EDO and their corresponding
methods were reviewed. The unique feature of ROOT was identified, which is
finding robust solutions that can be used for a long period during which envi-
ronmental changes happen. Existing work on ROOT was also reviewed, which
shows that a practical problem definition of ROOT that captures the unique fea-
ture of ROOT is lacking. Also, the robustness of a ROOT solution is not clearly
defined. In this chapter, we try to solve these problems. Section 3.1 motivates
ROOT by investigating real world DOP applications where it is desirable to have
robust solutions that can be used after environmental changes. Based on the
investigation in Section 3.1, a problem definition of ROOT is given in Section
3.2, and two robustness definitions are proposed in Section 3.3. Assumptions
with regard to the ROOT problems investigated in this thesis are made clear in
Section 3.4. Problem difficulties of ROOT, from the perspective of an EA, are
briefly discussed in Section 3.5. Finally, a summary is given in Section 3.6.
3.1 Motivation of ROOT
For static optimisation problems defined in 1.1.1, usually only one solution, which
is found to be best in terms of fitness for the corresponding objective fitness func-
tion among all evaluated solutions, is determined and implemented in practice.
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However, for optimisation problems that change over time, i.e., DOPs, the de-
cision maker has to repeatedly determine and implement solutions in reacting
to environmental changes. So far, the majority of research on applying EAs to
DOPs has been focusing types of DOPs where it is implicitly assumed that the
decision maker has to determine and implement a new solution every time the
environment changes. Implementing a new solution every time the environment
changes is justifiable only in situations where implementing a solution, e.g., up-
dating some control variables, can be finished instantaneously and cheaply, such
as in (Stroud [2001], Ursem et al. [2002], Rossi et al. [2008]).
However, in situations where the implementation of a solution involves human
operation (Handa et al. [2005]), resource transportation (Bui et al. [2012]), etc,
which all incur a huge cost, it might be impossible to implement a new solution
every time the environment changes. This is further explained in the following:
1. A lot of real world DOPs involve human operation. Taking practical dy-
namic vehicle routing problems for example (Larsen and Madsen [2000],
Handa et al. [2005], Handa [2006]), the environmental states, e.g., demands
from customers, conditions of road, etc., vary from day to day. For this
kind of DOPs, if we implement a different solution every day, it will cause
disruptions to the working timetable of staff and may also confuse the op-
erators as the operators would daily change their implementations (Handa
[2006]). Therefore, in such circumstances, it would be more beneficial hav-
ing a fixed and good solution implemented and used for a long time period
than implementing a new solution every time the environment changes.
2. In some circumstances, it is desirable to have an already implemented solu-
tion in use as much time as possible, during which environmental changes
may happen, as long as the solution maintains its feasibility and its perfor-
mance above a certain level. Such circumstances can be found in aircraft
taking-off/landing scheduling problems (Atkin et al. [2008], Wilkins et al.
[2008]) and the airspace partition problem (Gianazza [2010]). As long as the
system performance is maintained above a certain level, it is preferred to
stick to an already implemented solution/schedule after an environmental
change. The reason is that any modification of an already implemented so-
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lution will cause unfavourable disruptions to the operations in the airport,
e.g., rescheduling some other aeroplanes. Therefore, in such circumstances,
it is more practical to use a solution that can maintain its feasibility and its
performance above a threshold as long as possible, starting from the time
when it is first implemented, than to use a solution that is determined by,
e.g., maximizing the performance only for the current environment.
From the above discussion, we can see that implementing a new solution
every time the environment changes is not justifiable in situations where an im-
plemented solution is required to be kept in use for a long period during which
environmental changes may happen. In other words, solutions that have good
performance for not only the current environment but also environments after
environmental changes are desirable in those situations. We term such solu-
tions as robust solutions in the thesis. Supposing a DFF can be represented as
a sequence of fitness functions (f1, f2, ..., fN) during a considered time interval
[t0, tend), a robust solution is defined as follows:
Definition 3.1.1. Supposing the current time step is t when the fitness function
is ft, a robust solution at time step t is a solution whose performance is measured
not only by ft but also future fitness functions ft+i, i ≥ 1.
The problem of finding a robust solution at each time step for a DFF is referred
to as ROOT, and this thesis is dedicated to the research of ROOT.
3.2 A Formal Problem Definition of ROOT
As we discussed in Section 3.1, the idea of ROOT is to repeatedly find robust
solutions at each time step. Every time the environment changes from one static
fitness function to the next one, we need to determine a robust solution within
a computational/time budget ∆e. It should be noted that we may not need to
actually implement the solution if the previously implemented solution is still in
use for the current time step. Given a DFF that is represented as a sequence of
static fitness functions (f1, f2, ..., fN) during a considered time interval [t0, tend),
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a ROOT problem is defined as:
max
N∑
i=1
F (xi), (3.1)
s.t. xi is feasible, 1 ≤ i ≤ N,
where xi denotes the robust solution determined at time step i when the DFF
takes the form of fi. F (xi) is the robustness of solution xi, and F is a user-
defined function of a solution’s current fitness fi and its future fitness fi+j , j ≥ 1.
It should be noted that any ROOT method is supposed to solve a ROOT problem
in an on-line manner. In other words, a ROOTmethod starts when the DFF takes
the form of f1 and determines a solution x1 within the computational budget ∆e.
Then, the ROOT method will determine a solution x2 within the computational
budget ∆e after the DFF changes from f1 to f2. The process repeats till the last
static fitness function fN . Also, the computational budget ∆e should be generally
smaller than the time interval between two successive environmental changes in
ROOT.
In the ROOT problem definition in Equation 3.1, we have not explicitly de-
fined the robustness of a solution in ROOT, and the purpose is to make the ROOT
problem definition flexible enough to incorporate different robustness definitions.
Nonetheless, in this thesis, we will investigate only two robustness definitions,
both of which have been proposed by investigating the characteristics of real
world DOPs where robust solutions are desirable (Fu et al. [2013]). The two
robustness definitions are defined in the following section.
3.3 Two Robustness Definitions: ‘Average Fit-
ness’ and ‘Survival Time’
In Section 3.1, we discussed two situations of DOPs where a robust solution is
desirable. To account for the first situation where it is desirable to use a solution
for a long time period, during which environmental changes occur, the following
robustness definition is proposed to quantify the performance of a solution during
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a time period. Given a DFF that is represented as a sequence of fitness functions
(f1, f2, ..., fN) during a considered time interval [t0, tend), assuming at time step t
a solution xt is determined, the first robustness definition, which is called ‘average
fitness’, is defined as:
F a(xt, t, T ) =
1
T
T−1∑
i=0
ft+i(xt), (3.2)
where T is a user-defined time window parameter, which specifies for how many
consecutive time steps a solution’s fitness needs to be considered.
An illustration of a solution’s ‘average fitness’ is presented in Figure 3.1, in
which a solution’s fitness time series at different time steps is plotted. Without
loss of generality, supposing that the solution in Figure 3.1 is determined or
implemented at time step 4 and that the time window T is set to 4, the solution’s
‘average fitness’ is the average of its fitness at time step 4, 5, 6, and 7, which
is 26.5 in this case. It should be noted that, when maximizing ‘average fitness’
in ROOT, only a solution’s fitness at the current time step can be evaluated
while a solution’s fitness at future time steps can only be predicted. In the
case of Figure 3.1, this means only the fitness at time step 4 can be evaluated
while the fitness at time step 5, 6, 7, etc. should be predicted. A more detailed
discussion of assumptions with regard to ROOT problems investigated in this
thesis is presented later in Section 3.4 of this chapter.
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Figure 3.1: Illustration of a solution’s ‘average fitness’.
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To account for the second situation where it is desirable to use a solution for
as much time as possible, as long as the solution maintains its fitness above a
predefined threshold, the following robustness definition is proposed to quantify
the amount of time a solution can maintain its fitness above a user-specified
threshold. Given a DFF that is represented as a sequence of fitness functions
(f1, f2, ..., fN) during a considered time interval [t0, tend), assuming a solution xt
is determined at time step t, the second robustness definition, which is called
‘survival time’, is defined as:
F s(xt, t, V ) =
{
0, if ft(xt) < V ,
1 +max{l|fi(xt) ≥ V, ∀i, t ≤ i ≤ t+ l}, otherwise,
(3.3)
where V is a user-defined fitness threshold. The robustness ‘survival time’ quan-
tifies the number of consecutive time steps a solution maintains its fitness above
V since the time step when it is determined.
An illustration of a solution’s ‘survival time’ is presented in Figure 3.2, in
which a solution’s fitness time series at different time steps is plotted. Without
loss of generality, suppose that the solution in Figure 3.2 is determined or imple-
mented at time step 4 and that the fitness threshold V is set to a value that is
plotted as a dashed horizontal line in Figure 3.2. We can see that, from Figure
3.2, the solution maintains its fitness above the fitness threshold V for 4 time
steps starting from time step 4 (at time step 8, the solution’s fitness drops below
the fitness threshold V ). As a result, according to the robustness definition of
‘survival time’ in Equation 3.3, the ‘survival time’ of the solution in Figure 3.2
is 4. Again, it should be noted that, when maximizing ‘survival time’ in ROOT,
only a solution’s fitness at the current time step can be evaluated while a solu-
tion’s fitness at future time steps can only be predicted. In the case of Figure
3.2, this means only the fitness at time step 4 can be evaluated while the fitness
at time step 5, 6, 7, etc. should be predicted.
A more detailed discussion of assumptions with regard to ROOT problems
investigated in this thesis is presented later in Section 3.4 of this chapter.
36
1 2 3 4 5 6 7 8 9 10 110
10
20
30
40
50
Time Step
Fi
tn
es
s
Fitness threshold Vx’s survival time
from time step 4
is: 4
Figure 3.2: Illustration of a solution’s ‘survival time’.
3.4 Assumptions for ROOT Problems Investi-
gated in This Thesis
It is important that implicit assumptions made explicitly about ROOT, so people
can understand the potential applications of ROOT. So far, we have explicitly
assumed that the dynamic environment in a ROOT problem can be represented as
a sequence of fitness functions over time. In the following, a full list of assumptions
about ROOT problems studied in this thesis is made explicit. These assumptions
are established to make ROOT problems studied in this thesis practical on the
one hand and easily formulated on the other hand. More importantly, these
assumptions are established based on a comprehensive investigation of real world
DOPs in Chapter 3 in the thesis (Nguyen [2011]).
Firstly, the dynamic environment, i.e., the DFF, is assumed to change sud-
denly with constant status between two successive changes. This means the DFF
can be represented as a sequence of static fitness functions during a considered
time interval. The primary reason to assume that the dynamic environment
changes discretely is as follows. It is natural to divide those types of DOPs
where implementing a solution involves human operation or huge cost into time
windows, during each of which the environment is considered static.
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Secondly, the task for the decision maker in ROOT is to determine a solution
within a computational budget when an environmental change occurs. The deci-
sion maker would then decide whether to implement the determined solution for
the new environment. In the context of ‘average fitness’, the determined solution
will not be implemented until the previously implemented solution has been used
for T time steps. In the context of ‘survival time’, the determined solution will
not be implemented as long as the previously implemented solution maintains its
fitness above the pre-defined fitness threshold V .
Thirdly, at each time step when the DFF is considered static, the decision
maker should be able to evaluate a number of solutions and obtain their fitnesses
for the static fitness function at that time step. In other words, ROOT can
deal with black-box DFFs, which means that the analytical form of DFF can be
unavailable and that the only requirement is that the decision maker can evaluate
a solution’s fitness at the current time step.
Fourthly, a solution’s future fitness1 should be predictable to some extent. In
ROOT, at the current time step, we would like to find a solution that maximizes
‘average fitness’ or ‘survival time’, both of which involve a solution’s future fitness.
As we are unable to evaluate a solution’s future fitness at the current time step,
certain prediction models are needed, which will be trained based on historical
evaluation information. The historical evaluation information consists of a set of
evaluated solutions with their fitnesses at previous time steps, which is essentially
a set of triplets in the form (x, fi(x), i). (x, fi(x), i) means solution x has been
evaluated at previous time step i with its fitness for fi being fi(x). Only under
the assumption about predictability in a solution’s future fitness, information
gathered in the past is useful to guide the search for the present in ROOT.
Otherwise, the environment is thought to change completely randomly, and there
is no need to use historical evaluation information.
Finally, solutions implemented in ROOT are hoped to be used for a long time
period, during which the environment is changing. Therefore, it is required that
the dimensionality of decision variables does not change over time. However, it
should be noted that we can have the constraints for decision variables changing
1If the current time step is t, then a solution’s future fitness means its fitness at future time
step t+ i, i ≥ 1.
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over time in ROOT, although in this thesis we only investigate the case where
the solution space S stays constant over time.
Based on these assumptions, we briefly analyse the problem difficulties of
ROOT in the following section from the perspective of an EA, which is informative
in designing specialised algorithms for ROOT problems.
3.5 Problem Difficulties of ROOT
The task of ROOT at each time step is to find an optimal robust solution. Bear
in mind with the assumptions of ROOT listed in Section 3.4, we can see that
at the current time step, in order to find an optimal robust solution in terms of
‘average fitness’ or ‘survival time’, a solution’s future fitness needs to be predicted.
This imposes two major difficulties in ROOT problems. The first one would be
in building learning models for the prediction task. Given historical evaluation
information, it is not straightforward as how to build a learning model that can
be used to predict a solution’s future fitness. On the other hand, there is no
guarantee that a solution’s future fitness can be predicted perfectly. Therefore,
when we apply EAs to search for ROOT solutions, solutions are evolved based
on inaccurate ‘average fitness’ or ‘survival time’. In the following, we discuss in
detail difficulties encountered in ROOT from both perspectives.
3.5.1 Difficulties in Predicting a Solution’s Future Fitness
in ROOT
The most intuitive way to predict a solution’s future fitness would be formulating
it as a time series prediction problem and then employing time series prediction
models, e.g., the AR model (Akaike [1969]), to predict a solution’s future fitness.
However, should the time series data be a solution’s past fitnesses or models
of past fitness functions does not have a confirm answer. Moreover, how to
generate the time series data is not straightforward. For instance, if we decide
the time series data is a series of a solution’s previous and current fitness, it may
happen that a solution has not been evaluated at certain previous time steps,
and therefore the solution’s fitness at some previous time steps cannot be fetched
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directly from historical evaluation information. Finally, given the time series
data, the time series prediction task is itself a hard problem (Box and Jenkins
[1994]).
3.5.2 Difficulties in Evolving a Population Based on Inac-
curate Information in ROOT
We are interested in applying EAs to searching for robust solutions to ROOT
problems. The metric that is used to differentiate good solutions from bad ones
in EAs plays an important role in the optimisation process, since it guides the pop-
ulation to converge to good solutions. In ROOT, a solution is evaluated in EAs
by the solution’s estimated/predicted ‘average fitness’ or ‘survival time’. Since
a solution’s future fitness cannot be exactly evaluated, the estimated/predicted
‘average fitness’ or ‘survival time’ is inevitably inaccurate or noisy. Evolving
solutions based on an inaccurate or noisy metric has long been studied in evo-
lutionary optimisation with noisy fitness functions (Jin and Branke [2005]) and
surrogate-assisted evolutionary optimisation (Jin [2005]). A major concern with
an inaccurate or noisy metric is that it may lead EAs to converge to a false
optimum. This concern applies to EAs for ROOT problems as well.
3.6 Summary
In this chapter, we have motivated ROOT by investigating real world DOPs
in two situations. In the first situation, a solution that has good performance
over a time period during which environmental changes can occur is sought.
In the second situation, a solution is kept in use as long as its performance is
maintained above a certain threshold. The first contribution of this chapter is
a practical problem definition of ROOT, in which the dynamic environment is
assumed to be represented as a sequence of fitness functions over time. The
task of ROOT at each time step is then finding a solution that maximizes a
corresponding robustness definition.
The second contribution of this chapter is the two robustness definitions pro-
posed to respectively account for the two situations that motivate ROOT. One
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robustness definition is ‘average fitness’, and the other is ‘survival time’. As-
sumptions for ROOT problems studied in this thesis were then made explicitly,
so people can understand the potential applications of ROOT. Moreover, we
briefly analysed the problem difficulties of ROOT from the perspective of an EA.
A single objective, namely the robustness of a solution (i.e., ‘average fitness’
or ‘survival time’), is considered at a time step currently in ROOT. For the future
work, it would then be interesting to extend the current definition of ROOT to
multi-objective cases as many real world DOPs are multi-objective in nature.
A practical second objective would be the adaptation cost from a previously
implemented solution to a new implemented solution, which has been considered
in AO problems. Moreover, it is worth exploring other robustness definitions that
are relevant to practical DOP applications, given that a solution’s robustness
involves its fitness after environmental changes.
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CHAPTER 4
BENCHMARKING ROBUST
OPTIMISATION OVER TIME
In Chapter 3, we gave a practical problem definition of ROOT in Section 3.2,
where the task of ROOT is to find a robust solution within a computational
budget at each time step. Two robustness definitions, i.e., ‘average fitness’ and
‘survival time’, that reflect real world DOPs characteristics were also defined in
Section 3.3. Before an algorithm is applied to real world DOPs, it is good to
test it on benchmark problems as potential advantages and disadvantages of the
algorithm can be understood. This chapter discusses the benchmark design in
terms of maximizing ‘average fitness’ and ‘survival time’ in ROOT, which can
be seen as a prior step to developing algorithms for ROOT problems. Section
4.1 briefly reviews existing DOP benchmarks and discusses the problems when
they are used as ROOT benchmarks. We then develop two ROOT benchmark
problems to alleviate these problems in Section 4.2. One ROOT benchmark
problem is used for maximizing ‘average fitness’ in ROOT, and the other is used
for maximizing ‘survival time’ in ROOT. ROOT methods from the literature are
then tested on the two ROOT benchmarks in Section 4.3. Finally, Section 4.4
summaries this chapter.
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4.1 Existing DOP Benchmarks and Their Prob-
lems for ROOT
In order to evaluate algorithms for ROOT, appropriate benchmarks are needed.
Over the years, researchers have developed various DOP benchmarks to test an
algorithm’s TMO ability. Since existing DOP benchmarks are essentially bench-
marks that define the DFFs of DOPs, those DOP benchmarks could be potentially
used for testing an algorithm’s ROOT ability as well.
There are mainly three categories in existing DOP/DFF benchmarks. In the
first category, the DFF switches among several fixed fitness functions, e.g., the
oscillating fitness landscape (Cobb [1990]) and the dynamic knapsack problem
(Lewis et al. [1998]).
The second category includes benchmarks that are built by defining base-
line fitness functions with configurable parameters and dynamics to change those
configurable parameters. Typical examples can be found in the moving peaks
benchmark (Branke [1999]), DF1 dynamic benchmark (Morrison and De Jong
[1999]), the multi-objective dynamic test problem generator (Jin and Sendhoff
[2004]), the dynamic rotation peak benchmark together with the dynamic com-
position benchmark (Li et al. [2008]), and the dynamic constrained benchmark
(Nguyen and Yao [2009a]).
Compared with the first two categories, in which the DFF changes over time,
the third category involves benchmarks where the DFF stays unchanged but a
solution x has to go through a transformation before being evaluated and the
transformation rule is subject to environmental changes. A representative ex-
ample is the exclusive-or (XOR) generator for binary encoded problems (Yang
[2003]) and continuous domains (Tino´s and Yang [2007]). In contrast to the
fitness-landscape-oriented DOP benchmarks in the aforementioned three cate-
gories, another seminal work was developed in (Ursem et al. [2002]), where the
authors proposed a DOP benchmark based on general characteristics of real world
DOPs.
Since so many DOP benchmarks are available, an immediate question is
whether any of these could be employed directly to serve as a ROOT benchmark.
43
It turns out that it is not sufficient to use existing DOP benchmarks as ROOT
benchmarks when maximizing ‘average fitness’ or ‘survival time’. The reason is
that it is generally difficult to know the absolute best ‘average fitness’ for existing
DOP benchmarks given a time window T (T > 2). Also, it is generally difficult
to know the absolute best ‘survival time’ for existing DOP benchmarks given a
fitness threshold V .
Given the ‘average fitness’ definition in Equation 3.2 in Section 3.3, the abso-
lute best ‘average fitness’ starting from time step t with time window T , t+T ≤ N ,
is:
max{F a(x, t, T )|x ∈ S}, (4.1)
where S denotes the solution space of x. Given the ‘survival time’ definition in
Equation 3.3 in Section 3.3, the absolute best ‘survival time’ starting from time
step t with the fitness threshold V is:
max{F s(x, t, V )|x ∈ S}. (4.2)
The lack of knowledge about the absolute best performance makes the eval-
uation and comparison of algorithms on existing benchmarks difficult if not im-
possible. Therefore, it is not sufficient to use existing DOP benchmarks for the
study of ROOT. The reasons why it is so difficult to know the absolute best
‘average fitness’ or the absolute best ‘survival time’ are explained respectively in
the following subsections.
4.1.1 Difficulties in Calculating the Absolute Best ‘Aver-
age Fitness’
The difficulty to obtain the absolute best ‘average fitness’ for existing DFF bench-
marks lies in the fact that usually the function form of F a(x, t, T ) when T ≥ 2
cannot be reduced to the same form as the corresponding baseline fitness function.
Therefore, the logical inference procedure that is used to obtain an optimum of
the corresponding baseline fitness function cannot be used to obtain an optimum
of the ‘average fitness’ function in Equation 3.2 in Section 3.3.
Taking the widely used moving peaks benchmark (Branke [1999]) and the DF1
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dynamic benchmark (Morrison and De Jong [1999]) for example, the baseline
fitness function in both benchmarks takes a similar form as follows:
ft(x) =
i=m
max
i=1
{hit − w
i
t ∗ ||x− c
i
t||2}, (4.3)
where scalars hit, w
i
t, and vector c
i
t, c
i
t = (c
i
1, ..., c
i
d), denote the height, the width
and the centre of the ith peak function at time step t; x is the vector of decision
variables; m is the total number of peaks, and d is the number of dimensions.
According to the function form in Equation 4.3 and supposing the solution space
S being the d-dimensional vector space over the real numbers Rd, it is easy to
infer that an optimal solution for the baseline fitness function in Equation 4.3
is cj
∗
t with its fitness taking the value h
j∗
t where j
∗ = argmaxi h
i
t, 1 ≤ i ≤ m.
When we use the baseline fitness function in Equation 4.3 to generate the DFF,
the function form of ‘average fitness’, F a(x, t, T ), becomes (supposing T = 2):
1
2
(
i=m
max
i=1
{hit − w
i
t ∗ ||x− c
i
t||2}+
i=m
max
i=1
{hit+1 − w
i
t+1 ∗ ||x− c
i
t+1||2}). (4.4)
It is easy to verify that we are unable to use the same inference technique to obtain
the absolute best ‘average fitness’ (T ≥ 2). The reason is that the function form
of ‘average fitness’ in Equation 4.4 cannot be reduced to the same form as the
baseline fitness function in Equation 4.3.
A natural attempt to find the absolute best ‘average fitness’ for DFFs gen-
erated using the baseline fitness function in Equation 4.3 would be to set the
derivative of the function of ‘average fitness’ to zero and then obtain the sta-
tionary points. However, the analytical solutions of stationary points are not
available because of the function form in Equation 4.4.
Although we illustrate the difficulty in calculating the absolute best ‘average
fitness’ using two existing DFF benchmarks, we argue that for most existing DFF
benchmarks (Branke [1999], Morrison and De Jong [1999], Li et al. [2008]), the
same difficulty in calculating the absolute best ‘average fitness’ applies. However,
there do exists one DFF benchmark (Jin and Sendhoff [2004]) where the function
form of ‘average fitness’ can be reduced to the form of the corresponding baseline
fitness function, and therefore it is capable to calculate the absolute best ‘average
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fitness’ just as calculating the optimal fitness for the baseline fitness function
in (Jin and Sendhoff [2004]). Nonetheless, we would like to contribute a new
benchmark for maximizing ‘average fitness’ in ROOT. This is partly because, for
the DFF benchmark in (Jin and Sendhoff [2004]), all possible optimal solutions
of ‘average fitness’ are confined within a fixed Pareto set. The reason is that the
DFF is generated in (Jin and Sendhoff [2004]) by aggregating different objects
of a fixed multi-objective optimisation problem and changing the aggregating
weights.
4.1.2 Difficulties in Calculating the Absolute Best ‘Sur-
vival Time’
The difficulty in calculating the absolute best ‘survival time’ in Equation 4.2
originates from the difficulty associated with general non-linear arithmetic Con-
straint Satisfaction Problems (CSPs) (Ratschan [2006]). Given a sequence of
static fitness functions (f1, f2, ..., fN), the problem of calculating the absolute
best ‘survival time’ starting from ft is equivalent to the problem of finding the
maximal number that the variable l can take for which there exists a solution x∗,
x∗ ∈ S, satisfying the following array of arithmetic constraints simultaneously:


ft(x
∗) ≥ V,
ft+1(x
∗) ≥ V,
...
ft+l(x
∗) ≥ V.
(4.5)
The problem of answering whether there exists a solution x∗ ∈ S that satis-
fies all the constraints in Equation 4.5 for a fixed l, l ≥ 0, is one type of CSPs.
Therefore, being able to solve the corresponding CSP is a necessary condition
of calculating the absolute best ‘survival time’. Suppose we can solve the cor-
responding CSP successfully, we can obtain the absolute best ‘survival time’,
starting from any fitness function ft, 1 ≤ t ≤ N , in the sequence (f1, f2, ..., fN),
by separately solving a set of corresponding CSPs with l being 1, 2, ..., N − t.
As stated in (Ratschan [2006]), solving arbitrary non-linear arithmetic CSPs
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over the real numbers is undecidable. This means if ft+i, 0 ≤ i ≤ l, is an
arbitrary non-linear function of x, it is impossible to construct a single algorithm
that will always lead to a yes/no answer as to whether there exists a solution x∗
simultaneously satisfying all the constraints in Equation 4.5. If ft+i, 0 ≤ i ≤ l,
is a linear function of x, the corresponding CSP in Equation 4.5 is reduced to a
linear programming problem and can be solved in polynomial time. Also, if both
the baseline fitness function ft+i, 0 ≤ i ≤ l, and the solution space S are convex,
the corresponding CSP can be solved satisfactorily (Nuzzo et al. [2010]).
Based on the above discussions, we can see that in order to employ a general
CSP solver to solve the CSP with a fixed l in Equation 4.5, the baseline fitness
function ft is required to be either linear or convex together with a convex solution
space S. Alternatively, we can require the baseline fitness function to take a
specific form (more complexed than just linear or convex) based on which we can
calculate the absolute best ‘survival time’. We take the latter way in this chapter
to develop a new baseline fitness function (i.e., a new baseline fitness function for
a benchmark) for the study of maximizing ‘survival time’ in ROOT. The reason
is that the requirement of the baseline fitness function being linear or convex is
too strong, and it may only represent a small portion of real world problems.
4.2 Tunable Benchmark Problems for ROOT
In this section, we describe in detail the construction of two benchmark problems
for ROOT. The first benchmark is used specially for maximizing ‘average fitness’
in ROOT, and the other is used specially for maximizing ‘survival time’ in ROOT.
It is worth noting that although we use loosely the term of “two benchmark
problems”, it actually includes many different benchmark instances given different
dynamics for the corresponding baseline fitness functions. Two here should be
regarded as two types of baseline fitness functions.
The two benchmarks are developed by first developing two baseline fitness
functions, respectively, with configurable parameters. After that, we suggest
some desired dynamics that are used to change the configurable parameters in
our baseline fitness functions to produce DFFs. We prove two lemmas and one
theorem based on which the absolute best ‘average fitness’ is calculated for DFFs
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generated from the first baseline fitness function. Another two lemmas and one
theorem are proved with regard to calculating the absolute best ‘survival time’
for DFFs generated from the second baseline fitness function.
Since the two proposed ROOT benchmarks have the ‘peak’ characteristic as
defined in the moving peaks benchmark (Branke [1999]) and aim at testing an
algorithm’s ROOT ability (in terms of maximizing ‘average fitness’ and ‘sur-
vival time’ respectively), we term the two benchmarks Robust Moving Peaks
Benchmark (RMPB). The benchmark for maximizing ‘average fitness’ is denoted
as RMPB-I, and the benchmark for maximizing ‘survival time’ is denoted as
RMPB-II.
4.2.1 Baseline Fitness Functions
The baseline fitness function in RMPB-I for maximizing ‘average fitness’ in ROOT
is:
fat (x) =
1
d
d∑
j=1
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |} , (4.6)
and the baseline fitness function in RMPB-II for maximizing ‘survival time’ in
ROOT is:
f st (x) =
j=d
min
j=1
{
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |}} , (4.7)
where, in both baseline fitness functions, scalars hijt , w
ij
t , and c
ij
t denote the
height, the width, and the centre of the ith peak function for the jth dimension
at time step t. The ith peak function for the jth dimension in both baseline fitness
functions takes the same form: hijt −w
ij
t ∗ |xj − c
ij
t |. The only difference between
fat and f
s
t is that f
a
t is the average over all dimensions and f
s
t takes the minimal
value among all dimensions. x represents the decision variables with d dimensions
(x = (x1, ..., xd)), and m is the number of peaks along each dimension. Without
loss of generality, we set the solution space S as the constrained d-dimensional
vector space [a, b]d where a and b are two real numbers. Also, we require that
every wijt takes positive values and every c
ij
t belongs to the interval [a, b].
The construction of the two baseline fitness functions is motivated as follows.
On the one hand, we would like both baseline fitness functions to be multi-
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Figure 4.1: One fitness landscape example with 5 peaks along each dimension
generated by the baseline fitness function in RMPB-I.
modal, scalable to any number of dimensions, and computationally efficient. More
importantly on the other hand, we should be able to calculate the absolute best
‘average fitness’ in DFFs generated using the first baseline fitness function and
the absolute best ‘survival time’ in DFFs generated using the second baseline
fitness function. However, we would like to mention that the two baseline fitness
functions are developed not to represent any specific real world situation but to
provide proper platforms for the study of ROOT problems.
We generate two examples of fitness landscape using the baseline fitness func-
tion in Equation 4.6 in Figures 4.1 and 4.2. We generate another two examples
of fitness landscape using the baseline fitness function in Equation 4.7 in Figures
4.3 and 4.4. In Figures 4.1 and 4.3, we have 5 peaks along each dimension (2
dimensional solution space), and we generate the landscapes randomly with each
height ranging from 30 to 70, each width ranging from 1 to 13, and each centre
ranging from −25 to 25. The same rule is applied to Figures 4.2 and 4.4 except
that we set m, i.e., the number of peaks along each dimension, to 20. We can see
that the fitness landscape in Figure 4.2 is more rugged than that in Figure 4.1,
and so is the fitness landscape in Figure 4.4 than that in Figure 4.3.
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Figure 4.2: One fitness landscape example with 20 peaks along each dimension
generated by the baseline fitness function in RMPB-I.
Figure 4.3: One fitness landscape example with 5 peaks along each dimension
generated by the baseline fitness function in RMPB-II.
4.2.2 Dynamics for the Baseline Fitness Functions
We do not restrict the types of dynamics that are applied to the configure pa-
rameters, i.e., height hijt , width w
ij
t and centre c
ij
t , in the two baseline fitness
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Figure 4.4: One fitness landscape example with 20 peaks along each dimension
generated by the baseline fitness function in RMPB-II.
functions to generate DFFs. In other words, users can define their own dynamics
for their study of ROOT problems using the two baseline fitness functions. How-
ever, we do suggest the following 6 types of dynamics that have been developed
in CEC09 dynamic optimisation competition (Li et al. [2008]). The 6 different
types of dynamics cover common dynamics found in real world DFFs, which are
described as follows:
1. small step:
∆φ = γ ∗ ||φ|| ∗ r ∗ φseverity, (4.8)
2. large step:
∆φ = ||φ|| ∗ (γ ∗ sign(r) + (γmax − γ) ∗ r) ∗ φseverity, (4.9)
3. random:
∆φ = N(0, 1) ∗ φseverity, (4.10)
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4. chaotic:
φt+1 = φmin + A ∗ (φt − φmin) ∗ (1− (φt − φmin)/||φ||), (4.11)
5. recurrent :
φt = φmin + ||φ|| ∗ (sin(
2pi
P
t+ ϕ) + 1)/2, (4.12)
6. recurrent with noise:
φt = φmin + ||φ|| ∗ (sin(
2pi
P
t + ϕ) + 1)/2 + N(0, 1) ∗ noiseseverity, (4.13)
where φ represents a configurable parameter in DFFs. φt is the value of φ at
time step t, and ∆φ denotes the change in φ between two consecutive time steps:
φt+1 = φt + ∆φ. φmin, ||φ||, and φseverity denote the minimum value of φ, the
range of φ, and the change severity of φ respectively. φseverity basically controls
the magnitude of the change in φ between two consecutive time steps. γ and γmax
are constant values, which are set to 0.04 and 0.1 respectively. A logistics function
is used for the chaotic change: A is a positive constant in the interval (1, 4). P is
the period for the recurrent change and recurrent with noise change, and ϕ is the
initial phase. r is a random number drawn uniformly from the interval (−1, 1).
sign(r) returns 1 when r is positive, −1 when r is negative, and 0 otherwise.
N(0, 1) is a random number drawn from the Gaussian distribution with mean 0
and variance 1. noiseseverity is the noise severity applied to the recurrent with
noise change.
The height hijt and width w
ij
t in Equations 4.6 and 4.7 are updated using the
above mentioned 6 dynamics. An additional technique using rotation matrix is
employed to rotate the centres (vector cit = (c
i1
t , c
i2
t , ..., c
id
t ) in Equations 4.6 and
4.7). More specifically, according to (Li et al. [2008]), the following algorithm is
used to change the centre:
1. l (l is even) number of dimensions are randomly selected from the d dimen-
sions resulting a vector (d1, ..., dl).
2. For each pair of dimension di and dimension di+1 (1 ≤ i ≤ l− 1), construct
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a rotation matrix Rt(di, di+1) that rotates the vector of centres in the plane
di − di+1 by an angle θt from the di-th axis to the di+1-th axis.
3. Since rotation matrices are orthogonal, an overall rotation matrix Rt is
obtained via: Rt = Rt(d1, d2) ∗ ... ∗Rt(dl−1, dl).
4. The new vector of centres is produced by setting cit+1 = c
i
t ∗Rt.
Moreover, the rotation angle θt is subject to the 6 different dynamics. Therefore,
every time the DFF changes, the rotation angle θt is updated first, and the new
angle is used to construct the rotation matrix that eventually changes the position
of each centre.
Additionally, we introduce a parameter ∆e for both RMPB-I and RMPB-II.
∆e is measured in the number of fitness evaluations and is used to measure the
computational budget for the decision maker to determine a solution right after
an environmental change in ROOT problems. It should be noted that ∆e should
be generally smaller than the frequency of environmental changes measured in the
number of fitness evaluations. The reason to introduce ∆e, instead of a parameter
that controls how frequently the DFF changes, is that usually a solution has to
be found before a certain deadline in many real world DOPs (∆e is called the
deadline parameter on Page 67 in Chapter 3 of (Nguyen [2011])). The deadline is
usually before the next possible environmental change. In other words, solutions
usually have to be determined before the next environmental change happens.
4.2.3 Relationship Between the Benchmark Parameters
and ROOT Problem Difficulties
We can tune the difficulties of ROOT problems in the following aspects. The
complexity of the baseline fitness functions can be varied by changing the number
of peaks, m, along each dimension and the number of dimensions. The larger m
is, the more rugged the fitness landscape is and the more difficult it is for EAs
to find a good solution to ROOT problems. In addition, we can vary ROOT
problem difficulties by tuning the parameter ∆e as ∆e controls the number of
fitness evaluations for EAs to determine a solution at a time step. Also, different
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dynamics in the DFF should have an influence on the performance of methods
for ROOT problems.
4.2.4 Calculating the Absolute Best ‘Average Fitness’ in
RMPB-I
In this subsection, we prove two lemmas and one theorem for the purpose of
calculating the absolute best ‘average fitness’ in Equation 4.1 for DFFs generated
in RMPB-I.
Suppose a sequence of fitness functions (fa1 , f
a
2 , f
a
3 , ..., f
a
N) has been generated
in RMPB-I. Without loss of generality, we would like to calculate the following
absolute best ‘average fitness’: max{F a(x, t, T )|x ∈ S}, which starts from fat in
the sequence (fa1 , f
a
2 , f
a
3 , ..., f
a
N) (t < N , t+ T − 1 ≤ N , and T ≥ 2). max{F
a(x,
1, T )|x ∈ S} takes the form as:
max{F a(x, t, T )|x ∈ S} = max{
1
T
T−1∑
i=0
fat+i(x)|x ∈ S}. (4.14)
Firstly, we define the Maximal Average Fitness (MAF) of a number of fitness
functions (g1, g2, ..., gk) as follows:
MAF (g1, g2, ..., gk) = max{
1
k
k∑
i=1
gi(x)|x ∈ S}, (4.15)
where gi, 1 ≤ i ≤ k, represents a fitness function of x. All the fitness functions,
i.e., gi, 1 ≤ i ≤ k, share the same solution space S. By definition, max{F
a(x,
t, T )|x ∈ S} = MAF (fat , f
a
t+1, ..., f
a
t+T−1). We use peak
ij
t to denote the ith peak
function for the jth dimension at time step t in Equation 4.6: peakijt = h
ij
t −w
ij
t ∗
|xj − c
ij
t |, a ≤ xj ≤ b. We have:
Lemma 4.2.1. The MAF for a set of peak functions {peakikjt+k|0 ≤ k ≤ T −
1}, i.e., MAF (peaki0jt , peak
i1j
t+1, ..., peak
iT−1j
t+T−1), can be achieved when xj takes the
value of one of the centres cikjt+k, 0 ≤ k ≤ T − 1.
Lemma 4.2.1 is proved in Appendix .1. From Lemma 4.2.1, we can see
that the MAF for a set of peak functions {peakikjt+k|0 ≤ k ≤ T − 1} equals
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max{ 1
T
∑T−1
k=0 (h
ikj
t+k − w
ikj
t+k ∗ |xj − c
ikj
t+k|) | xj ∈ {c
ikj
t+k|0 ≤ k ≤ T − 1}}, which can
be calculated by enumerating all the centres.
We use dimjt to denote the jth dimensional function at time step t in Equation
4.6: dimjt = max
i=m
i=1 {h
ij
t − w
ij
t ∗ |xj − c
ij
t |}, a ≤ xj ≤ b. We have the following
lemma, which is proved in Appendix .2:
Lemma 4.2.2. The MAF of a set of dimensional functions {dimjt+k|0 ≤ k ≤
T − 1}, i.e., MAF (dimjt , dim
j
t+1, ..., dim
j
t+T−1), is equal to max{MAF (peak
i0j
t ,
peaki1jt+1, ..., peak
iT−1j
t+T−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ T − 1}.
Theorem 4.2.1. The MAF of a set of fitness functions {fat+k|0 ≤ k ≤ T − 1}
is equal to 1
d
∑d
j=1max{MAF (peak
i0j
t , peak
i1j
t+1, ..., peak
iT−1j
t+T−1) | 1 ≤ ik ≤ m, 0 ≤
k ≤ T − 1}.
Theorem 4.2.1 is proved based on Lemma 4.2.2 in Appendix .3. Based on
Lemma 4.2.1 and Theorem 4.2.1, we can exactly calculate MAF (fat , f
a
t+1, ...,
fat+T−1), which is the absolute best ‘average fitness’, i.e., max{F
a(x, t, T )|x ∈ S},
given a sequence of fitness functions (fa1 , f
a
2 , ..., f
a
N) generated in RMPB-I.
4.2.5 Calculating the Absolute Best ‘Survival Time’ in
RMPB-II
In this subsection, we prove two lemmas and one theorem for the purpose of
calculating the absolute best ‘survival time’ in Equation 4.2 for DFFs generated
in RMPB-II.
Suppose a sequence of fitness functions (f s1 , f
s
2 , f
s
3 , ..., f
s
N) has been generated
in RMPB-II. Without loss of generality, we would like to calculate the following
absolute best ‘survival time’: max{F s(x, t, V )|x ∈ S}, which starts from fat (1 ≤
t ≤ N) in the sequence (fa1 , f
a
2 , f
a
3 , ..., f
a
N) with the fitness threshold V .
Firstly, we define the Maximal Intersection Fitness (MIF) of a number of
fitness functions (g1, g2, ..., gk) as follows:
MIF (g1, g2, ..., gk) = max{
i=k
min
i=1
gi(x)|x ∈ S}, (4.16)
where gi, 1 ≤ i ≤ k, represents a fitness function of x, and all the fitness functions,
i.e., gi, 1 ≤ i ≤ k, share the same solution space S. We use peak
ij
t to denote the
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ith peak function for the jth dimension at time step t in Equation 4.7: peakijt =
hijt − w
ij
t ∗ |xj − c
ij
t |, a ≤ xj ≤ b. It is easy to verify that the MIF of peak
i0j
t and
peaki1jt+1, i.e., MIF (peak
i0j
t , peak
i1j
t+1), is equal to:


hi0jt , if h
i1j
t+1 − w
i1j
t+1 ∗ |c
i0j
t − c
i1j
t+1| ≥ h
i0j
t ,
hi1jt+1, elseif h
i0j
t − w
i0j
t ∗ |c
i1j
t+1 − c
i0j
t | ≥ h
i1j
t+1,
w
i0j
t ∗h
i1j
t+1+w
i1j
t+1∗h
i0j
t −w
i0j
t ∗w
i1j
t+1∗|c
i0j
t −c
i1j
t+1|
w
i0j
t +w
i1j
t+1
, else.
(4.17)
For a number of peak functions, we have the following lemma, which is proved
in Appendix .4:
Lemma 4.2.3. The MIF of a set of peak functions {peakikjt+k|0 ≤ k ≤ L−1}, i.e.,
MIF (peaki0jt , peak
i1j
t+1, ..., peak
iL−1j
t+L−1), is equal to min{MIF (peak
ipj
t+p, peak
iqj
t+q)|0 ≤
p < q ≤ L− 1}.
We use dimjt to denote the jth dimensional function at time step t in Equation
4.7: dimjt = max
i=m
i=1 {h
ij
t − w
ij
t ∗ |xj − c
ij
t |}, a ≤ xj ≤ b. We have the following
lemma, which is proved in Appendix .5:
Lemma 4.2.4. The MIF of a set of dimensional functions {dimjt+k|0 ≤ k ≤
L − 1}, i.e., MIF (dimjt , dim
j
t+1, ..., dim
j
t+L−1), is equal to max{MIF (peak
i0j
t ,
peaki1jt+1, ..., peak
iL−1j
t+L−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ L− 1}.
Theorem 4.2.2. The MIF of a set of fitness functions {f st+k|0 ≤ k ≤ L − 1},
i.e., MIF (f st , f
s
t+1, ..., f
s
t+L−1), is equal to min
d
j=1{max{MIF (peak
i0j
t , peak
i1j
t+1, ...,
peak
iL−1j
t+L−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ L− 1}}.
Theorem 4.2.2 is proved based on Lemma 4.2.4 in Appendix .6. Based on
Equation 4.17, Lemma 4.2.3, and Theorem 4.2.2, we can exactly calculateMIF (f st ,
f st+1, ..., f
s
t+L−1) for any L number of consecutive fitness functions in a sequence
of fitness functions (fa1 , f
a
2 , ..., f
a
N) generated in RMPB-II. The absolute best ‘sur-
vival time’, max{F s(x, t, V )|x ∈ S}, starting from f st , is equal to the largest
number that L can take satisfying MIF (f st , f
s
t+1, ..., f
s
t+L−1) ≥ V .
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4.3 Behaviour of Existing Methods for ROOT
In this section, experimental studies are conducted regarding the performance
of existing methods on RMPB-I and RMPB-II. The purpose is to investigate
the strengths and weaknesses of existing methods on ROOT problems. Also, we
would like to examine the performance of existing methods on ROOT by showing
the gaps between the performance of different methods and the absolute best
performance in our benchmarks.
4.3.1 Experimental Settings
4.3.1.1 Test Problems
We generate 6 benchmark instances in RMPB-I by applying the 6 types of dy-
namics defined in Equations 4.8 to 4.13 to the first baseline fitness function in
Equation 4.6. In the meantime, we apply those 6 types of dynamics to the sec-
ond baseline fitness function in Equation 4.7 to produce 6 benchmark instances
in RMPB-II. We refer each of them as TPij , i = 1, 2 , j = 1, 2, ..., 6, where TPij
means the benchmark instance that is generated by applying the jth dynamic to
the ith baseline fitness function. TP1j, j = 1, 2, ..., 6, are used for maximizing
‘average fitness’ in ROOT, and TP2j, j = 1, 2, ..., 6, are used for maximizing ‘sur-
vival time’ in ROOT. For each TPij , we generate 200 consecutive fitness functions
as follows. For the first fitness function, we randomly initialize the heights and
the widths in their corresponding ranges, and the centres are randomly initialized
across the solution space. To generate the next fitness function, we apply the jth
dynamic to the current heights, widths, and rotation angle. The centres of the
next fitness function are obtained by rotating the centres of the current fitness
function using the updated rotation angle. Whenever the heights, widths, or
centres get out of their corresponding ranges, we reset them to their up limits (if
larger than up limits) or low limits (if lower than low limits). Note the following
exceptions. For the chaotic change, centres are updated dimension by dimension
using Equation 4.11 rather than the rotation technique. For the recurrent change
and the recurrent with noise change, θ is fixed to 2pi
P
where P is the period, and
the centres are rotated following a fixed direction. A summary of all test problem
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parameters is presented in Table 4.1.
Table 4.1: Parameter settings of the test problems.
number of peaks m 5
number of dimensions d 2
search range [a, b] [−25, 25]
height range [30, 70]
width range [1, 13]
angle range [−pi, pi]
heightseverity 5.0
widthseverity 0.5
angleseverity 1.0
initial angle θ 0
γ 0.04
γmax 0.1
chaotic constant A 3.67
period P 12
noiseseverity 0.8
number of dimensions l for rotation 2
time window T 2,6,10
fitness threshold V 40,45,50
computational budget for each time step ∆e 2500
It should be emphasized that both T and V are ROOT problem parameters.
T is used to indicate how many time steps a robust solution in terms of ‘average
fitness’ is kept in use. V indicates the minimal fitness that a solution in terms
of ‘survival time’ is required to maintain in order to be robust in a particular
situation. In this thesis, we simply set T and V to some fixed values that have a
certain range.
4.3.1.2 Methods Investigated for ROOT Problems
We select 4 representative methods from the literature to test their ROOT abil-
ities. The first approach is a simple PSO with a re-start strategy, which we will
denote as ‘RPSO’ hereafter. The re-start strategy means that the best solution
found in terms of the fitness for the last fitness function at the last time step is
copied into the initial population for the current time step whenever the environ-
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ment changes and that all other particles are initialized randomly. The second
approach can be seen as an ideal TMO algorithm, in which each fitness func-
tion’s optimum is chosen as the ROOT solution at each time step. The ideal
TMO approach, denoted as ‘optimum’ hereafter, can be viewed as the best any
TMO approach can do in terms of TMO. The third and fourth approaches are
two latest methods developed specially for ROOT problems. The third approach
is Jin et al.’s framework (Jin et al. [2012]), denoted as ‘Jin’s’ hereafter. A global
Radial Basis Function Network (RBFN) is employed as the surrogate model to
approximate a solution’s previous fitness in ‘Jin’s’. For predicting a solution’s fu-
ture fitness in ‘Jin’s’, the AR (Box et al. [1994]) model with order 4 is employed.
One estimated previous fitness and four predicted future fitnesses are used in the
metric1 in ‘Jin’s’, the setting of which is reported to have the best performance
in (Jin et al. [2012]). For more details of ‘Jin’s’, readers are referred to (Jin et al.
[2012]). The fourth approach is the method developed by us in (Fu et al. [2013]),
which we will denote as ‘Fu’s’ hereafter. The same RBFN and AR models are
used in ‘Fu’s’ as in ‘Jin’s’ except that the metrics used for respectively maximiz-
ing ‘average fitness’ and ‘survival time’ in ‘Fu’s’ are different from the metric in
‘Jin’s’. Furthermore, the weight coefficient, which is associated with the accuracy
of the estimator in the metrics in ‘Fu’s’, is set to 1. For more details of ‘Fu’s’,
readers are referred to (Fu et al. [2013]).
For methods ‘RPSO’, ‘Jin’s’, and ‘Fu’s’, they all employ the same constriction
version of PSO (Clerc and Kennedy [2002]) as the optimizer. The swarm popula-
tion size is 50. The constants c1 and c2 that are used to bias a particle’s attraction
to the personal best and the global best are both set to 2.05, and therefore the
constriction factor χ takes the value 0.729844. The velocity of particles is con-
stricted within the range [−vmax, vmax]. The value of vmax is set to the range of
the search space, which is 50 in our case.
We believe it is necessary to test TMO methods for the purpose of ROOT.
For the current time step, the objective of TMO is to find a solution maximizing
the current fitness function. In contrast, the objective of ROOT is to find a
solution which maximizes ‘average fitness’ or ‘survival time’. It is easy to note
1The metric is a function that returns a real number for a candidate solution to quantify
the quality of the solution.
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that a solution’s current fitness does not necessarily contradict with the solution’s
‘average fitness’ or ‘survival time’. In other words, whether a TMO method would
be successful in finding robust solutions in ROOT largely depends on how the
DFF changes over time, and the question is under what circumstances will TMO
methods be effective or not in solving ROOT problems. The reason to employ
‘RPSO’ and ‘Optimum’ methods is that they serve to represent a vast majority
of approaches designed for the purpose of TMO. The ideal TMO approach, i.e.,
‘optimum’ approach, is selected in the hope that the effort to enumerate all state-
of-the-art TMO approaches can be saved. Actually, ‘optimum’ approach is the
best any algorithm can do in terms of TMO. Besides, the reason to include ‘Jin’s’
is that it is, to the best of our knowledge, the only method from the literature
that has been designed specially for ROOT problems so far.
4.3.1.3 Performance Measurement
In ROOT, our objective is to find solutions whose performance is robust against
future environmental changes. At a time step, we are searching for a solution that
is not only good for the current time step but also for future ones. Therefore,
we can compare an algorithm’s ROOT ability by comparing the robustness (in
this thesis ‘average fitness’ and ‘survival time’) of solutions they found at each
time step given a certain computational budget ∆e for each time step. For the
performance measurement, a solution’s robustness is calculated using the true
future fitness functions. Nonetheless, it should be noted that, in practice, we
won’t implement a new solution every time the environment changes due to the
definition of ‘average fitness’ and ‘survival time’. The performance measurement
of an algorithm’s ROOT ability used in this chapter on a sequence of fitness
functions (f1, f2, ...fN) is:
PerformanceROOT =
1
N
N∑
i=1
F (xi), (4.18)
where F (xi) is the robustness (either ‘average fitness’ or ‘survival time’) of solu-
tion xi determined by an algorithm at time step i.
It should be noted that the performance measurement for ROOT proposed
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here is dependent on parameter settings, being either the time window T if ‘aver-
age fitness’ is considered or the fitness threshold V if ‘survival time’ is investigated.
Therefore, in order to compare an algorithm’s ROOT ability comprehensively, re-
sults should be reported under different settings of T and V .
4.3.2 Experimental Results
All the results presented below are for time steps 20 to 100, i.e., from the 20th
fitness function to the 100th fitness function in the sequence of TPij, i = 1,
2 , j = 1, 2, ..., 6. The reason is that we require 20 length of time series data
available for the prediction of a solution’s future fitness in ‘Jin’s’ and ‘Fu’s’. This
means the performance measure in Equation 4.18 is calculated by averaging the
corresponding robustness of the solution determined by the investigated method
at each time step (from time step 20 to 100). Since some solution’s ‘survival time’
can be infinity in certain benchmarks, we reset a solution’s ‘survival time’ to be
10 if its ‘survival time’ is larger than 10.
Results with a ‘+’ or ‘-’ attached in the right hand side in Tables 4.2 and 4.3
are significantly better or worse than those of ‘Fu’s’ at a 0.05 significance level of
Wilcoxon rank sum test.
4.3.2.1 Results for Maximizing ‘Average Fitness’
The results of maximizing ‘average fitness’ in ROOT using the four methods are
presented in Table 4.2. We can see that when the time window T takes a small
value, i.e., T = 2, it is generally better to use TMO methods rather than methods
specially designed for ROOT problems (i.e., ‘Jin’s’ and ‘Fu’s’). The reason is
straightforward as within a small time window T , previously good solutions tend
to remain good during that time window. However, as the time window T gets
larger (T = 6, 10), the advantage of ROOT methods (i.e., ‘Jin’s’ and ‘Fu’s’,
especially ‘Fu’s’) over TMO methods gradually shows up. ‘Fu’s’ is significantly
better than ‘RPSO’ and ‘Optimum’ in almost all cases when T = 6, 10. However,
for some specific dynamics in the DFFs, such as the random change in TP13
and the recurrent with noise change in TP16, ‘RPSO’ and ‘Optimum’ outperform
‘Jin’s’ and ‘Fu’s’. The reason is that there is randomness in the change of the
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DFF in TP13 or TP16, and hence prediction methods in ‘Jin’s’ and ‘Fu’s’ are
inaccurate, which degrades the performance of ‘Jin’s’ and ‘Fu’s’. Finally, for the
comparison between ‘Jin’s’ and ‘Fu’s’, ‘Fu’s’ outperforms ‘Jin’s’ in most cases.
The success of ‘Fu’s’ over ‘Jin’s’ is primarily due to the metrics in ‘Fu’s’, which
guide EAs better to converge to good solutions. For more details of ‘Fu’s’, readers
are referred to (Fu et al. [2013]).
Table 4.2: The average performance in Equation 4.18 over 30 runs under the
robustness definition of ‘average fitness’ with different settings of time window T .
Test
Problem
RPSO Optimum Jin’s Fu’s
T = 2 T = 6 T = 10 T = 2 T = 6 T = 10 T = 2 T = 6 T = 10 T = 2 T = 6 T = 10
TP11 51.65- 46.43- 45.12- 51.96- 46.26- 44.87- 51.50- 48.79 48.21 52.41 48.87 48.31
TP12 44.90+ 31.46- 27.90- 45.63+ 30.97- 28.02- 40.18- 32.91 31.78 44.17 32.68 31.62
TP13 48.88+ 40.58+ 38.51+ 48.31+ 38.97- 36.73- 43.60- 38.97- 37.48 47.28 39.25 37.34
TP14 47.94- 37.41- 35.89- 48.89 37.59- 36.06- 46.10- 41.22 40.77- 48.92 41.50 41.28
TP15 52.38+ 34.21- 33.32- 52.58+ 34.83- 34.33- 49.18- 36.64- 35.74- 51.33 37.45 38.82
TP16 56.72+ 44.40+ 41.26 56.43+ 44.46+ 41.59 55.07- 43.35 40.66- 56.21 43.41 41.28
4.3.2.2 Results for Maximizing ‘Survival Time’
The results for maximizing ‘survival time’ in ROOT for methods ‘RPSO’, ‘Op-
timum’, ‘Jin’s’, and ‘Fu’s’ are presented in Table 4.3. We can see that ‘Fu’s’
outperforms ‘RPSO’, ‘Optimum’, and ‘Jin’s’ in most cases except in some cases
when the fitness threshold V takes a large value, say V = 50. The reason why
‘Optimum’ outperforms ‘Fu’s’ in some cases when V = 50 is that there exist
few solutions which can maintain their fitness above V for more than 2 time
steps if the fitness threshold V is set high. In other words, maximizing ‘survival
time’ in ROOT is reduced to TMO when the fitness threshold V is set relatively
high. On the other hand, even in some randomly changing DFFs, such as in
TP23, ‘Fu’s’ still outperforms ‘RPSO’ and ‘Optimum’ when V = 40, 45. The
reason is that, even though the prediction in ‘Fu’s’ is inherently inaccurate, the
prediction method in ‘Fu’s’ can still estimate the uncertainty in a solution’s pre-
dicted future fitness, which is helpful in estimating a solution’s ‘survival time’.
In contrast, TMO methods only maximize a solution’s current fitness, without
any consideration of a solution’s future fitness. Finally, ‘Fu’s’ outperforms ‘Jin’s’
in most cases, and the primary reason is again due to the metrics used in ‘Fu’s’.
For more details of ‘Fu’s’, readers are referred to (Fu et al. [2013]).
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Table 4.3: The average performance in Equation 4.18 over 30 runs under the
robustness definition of ‘survival time’ with different settings of fitness threshold
V .
Test
Problem
RPSO Optimum Jin’s Fu’s
V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50
TP21 2.09- 1.60- 1.12- 1.94- 1.48- 1.11- 3.19- 1.84- 0.91- 3.55 2.31 1.26
TP22 1.10- 1.02 0.96+ 1.11- 1.02 0.98+ 0.78- 0.56- 0.45- 1.13 1.03 0.95
TP23 1.29- 1.12- 0.98- 1.30- 1.09- 1.02+ 0.97- 0.72- 0.50- 1.35 1.17 1.00
TP24 1.27- 1.15- 1.08 1.38 1.21+ 1.12+ 1.12- 0.81- 0.60- 1.39 1.18 1.09
TP25 1.34 0.95 0.91- 1.33 0.83- 0.83- 1.09- 0.85- 0.74- 1.34 0.96 0.92
TP26 2.37- 1.74- 1.32- 2.25- 1.53- 1.19- 2.30- 1.77- 1.30- 2.52 1.85 1.38
4.3.2.3 Gaps Between the Absolute Best and the Results obtained by
Investigated Methods
In Tables 4.2 and 4.3, we have shown the ROOT performance of investigated
methods on TPij, i = 1, 2, 1 ≤ j ≤ 6. We would also like to know the gaps
between the absolute best performance and the performance of any investigated
method for solving ROOT problems.
We plot the absolute best performance in terms of ‘average fitness’, calculated
using Theorem 4.2.1, and the corresponding performance of investigated methods
on TP1j under different settings of time window T , T = 2, 3, 4, ..., 10, in Figure
4.5. It should be noted that ‘Fu’s’ has only been tested on T = 2, 6, 10. Taking the
subfigure Figure 4.5(a) for example, we calculate the absolute best performance
in the following way (suppose T = 2). For TP11, we have already generated a
sequence of fitness functions of length 200, say (fa1 , f
a
2 , ..., f
a
200). We then calculate
the absolute best ‘average fitness’ in Equation 4.1 for each fitness function in
the sequence (fa20, f
a
21, ..., f
a
100) based on Theorem 4.2.1. Finally, we average the
absolute best ‘average fitness’ for each fitness function in the sequence (fa20, f
a
21, ...,
fa100) to obtain the absolute best performance for TP11 with T = 2. Other absolute
best performance for TP1j (1 ≤ j ≤ 6), with T = 2, 3, ..., 10, are produced in the
same way. From Figure 4.5, we can see that the gaps between the absolute
best performance and the performance of investigated methods get larger as T
increases. In other words, the difficulty in maximizing ‘average fitness’ in ROOT
increases as T gets larger.
We plot the absolute best performance in terms of ‘survival time’, calculated
using Theorem 4.2.2, and the corresponding performance of investigated methods
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Figure 4.5: The average performance in Equation 4.18 with one standard devia-
tion errorbar over 30 runs of investigated methods under the robustness definition
of ‘average fitness’ with different settings of time window T , in comparison with
the corresponding absolute best performance.
on TP2j under different settings of fitness threshold V , V = 40, 41, 42, ..., 50, in
Figure 4.6. It should be noted that ‘Fu’s’ has only been tested on V = 40, 45, 50.
Taking the subfigure Figure 4.6(a) for example, we calculate the absolute best
performance in the following way (suppose V = 40). For TP21, we have already
generated a sequence of fitness functions of length 200, say (f s1 , f
s
2 , ..., f
s
200). We
then calculate the absolute best ‘survival time’ in Equation 4.2 for each fitness
function in the sequence (f s20, f
s
21, ..., f
s
100) based on Theorem 4.2.2. Finally, we
average the absolute best ‘survival time’ for each fitness function in the sequence
(f s20, f
s
21, ..., f
s
100) to obtain the absolute best performance for TP21 with V = 40.
Other absolute best performance for TP2j (1 ≤ j ≤ 6), with V = 40, 41, 42, ..., 50,
are produced in the same way. From Figure 4.6, we can see that the gaps between
the absolute best performance and the performance of investigated methods get
larger as V decreases. In other words, the difficulty in maximizing ‘survival time’
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in ROOT increases as V gets smaller.
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Figure 4.6: The average performance in Equation 4.18 with one standard devia-
tion errorbar over 30 runs of investigated methods under the robustness definition
of ‘survival time’ with different settings of fitness threshold V , in comparison with
the corresponding absolute best performance.
4.4 Summary
In this chapter, we have investigated the benchmark design of ROOT. Existing
DOP benchmarks were briefly reviewed, and their problems for using as ROOT
benchmarks were discussed. We argued that it is difficult to calculate the abso-
lute best ‘average fitness’ and the absolute best ‘survival time’ on existing DOP
benchmarks. Therefore, it is not sufficient to test an algorithm’s ROOT abil-
ity on existing DOP benchmarks as the lack of knowledge about the absolute
best performance makes the evaluation and comparison of algorithms on existing
benchmarks difficult if not impossible.
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The primary contribution of this chapter is the two benchmark problems, i.e.,
RMPB-I and RMPB-II, specially designed for maximizing ‘average fitness’ and
‘survival time’ in ROOT respectively. Particularly, lemmas and theorems were
developed with regard to the calculation of the absolute best ‘average fitness’ in
RMPB-I and the absolute best ‘survival time’ in RMPB-II.
The second contribution of this chapter is the experimental studies presented
in this chapter. Several methods from the literature were tested on the two
ROOT benchmarks, which demonstrates the potential strengths and weaknesses
of different methods for ROOT problems with different dynamics. Besides, it
was shown that the ROOT problem parameters (i.e., the time window T when
maximizing ‘average fitness’ or the fitness threshold V when maximizing ‘survival
time’) also have a huge impact on an algorithm’s performance. To be more
specific, the difficulty in maximizing ‘average fitness’ increases as T increases,
and the difficulty in maximizing ‘survival time’ increases as V decreases. More
importantly, the difficulties of ROOT problems in terms of maximizing ‘average
fitness’ or ‘survival time’ were demonstrated for the first time by showing the
gaps between the absolute best performance and the performance of investigated
methods.
The two ROOT benchmarks developed in this chapter do not have time-
linkage. For the future work, it would be interesting to incorporate some time-
linkage into the benchmark problems as time-linkage is found in many real world
DOP applications (Bosman [2005], Bosman and La Poutre [2007], Nguyen [2011],
Nguyen and Yao [2013]). Moreover, the constraints in the solution space of the
two ROOT benchmarks stay constant over time, which may not be the case
in some real world DOP applications as discussed in the dynamic constraint
optimisation (Nguyen [2011]). Therefore, it would be interesting to extend the
two ROOT benchmarks by varying the constraints over time.
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CHAPTER 5
LEARNING AND OPTIMIZING IN ROBUST
OPTIMISATION OVER TIME
In Chapter 4, we developed two types of benchmark problems for respectively
maximizing ‘average fitness’ and ‘survival time’ in ROOT, in which the absolute
best performance is available. Moreover, existing methods for ROOT were tested
on our benchmarks, which demonstrated the strengths and weaknesses of existing
methods for ROOT problems under different dynamics. In this chapter, we try
to develop an algorithm framework for ROOT that handles different dynamics
properly. The rest of this chapter is organised as follows. Existing methods for
ROOT are briefly reviewed in Section 5.1, with some discussions on their potential
problems for ROOT. Based on the discussions, a novel algorithm framework is
then developed in Section 5.2. Some experiments are conducted in Section 5.3,
evaluating the effectiveness of our algorithm framework against existing methods
on maximizing ‘average fitness’ and ‘survival time’ in ROOT. Finally, a summary
is given in Section 5.4.
5.1 Existing Methods for ROOT
Since the idea of ROOT was proposed just a few years ago (Yu et al. [2010]), only
a few methods have been developed specially for ROOT. The first method devel-
oped specially for ROOT is the algorithm framework in (Jin et al. [2012]). The
framework consists of an optimizer for searching for ROOT solutions, a compo-
nent for estimating a solution’s previous fitness, and a component for predicting
a solution’s future fitness. Within the optimizer, a solution is evaluated by the
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metric that is the average of its past, current, and future fitness. To be more spe-
cific, a solution’s previous fitness is approximated by building a surrogate model
using neighbourhood solutions evaluated at the same previous time step, while
the solution’s current fitness is evaluated using the current fitness function. By
modelling a solution’s past and current fitness as a time series, the solution’s
future fitness is predicted by training a learning model on the time series. One
problem with the method in (Jin et al. [2012]) for ROOT is that the metric in
the optimizer does not have a direct connection with a solution’s robustness def-
inition. Later on, we extended the framework in (Jin et al. [2012]) by developing
two metrics that are used for maximizing two corresponding robustness defini-
tions (i.e., ‘average fitness’ and ‘survival time’ in this thesis) in (Fu et al. [2013]).
One problem with the method in (Fu et al. [2013]) and also with the method in
(Jin et al. [2012]) is the computational cost incurred for estimating a solution’s
previous fitness. To be more specific, whenever a solution is evaluated in (Jin
et al. [2012]) or (Fu et al. [2013]), L− 1 number of surrogate models have to be
built, where L is the solution’s fitness time series length. Building a surrogate
model itself is usually a computationally costly task (Jin [2011]). As a result,
the overall computational cost for estimating a solution’s previous fitness can be
unbearable if a large number of fitness evaluations are conducted at a time step.
Another problem with the method in (Fu et al. [2013]) and also with the method
in (Jin et al. [2012]) lies in the part for predicting a solution’s future fitness. A
single learning model is used for prediction, whose performance can be unstable
and unsatisfactory as we often do not know the dynamic of the DFF we deal
with.
Aside from the methods developed specially for ROOT, various methods have
been developed for solving different types of DOPs, and they may be potentially
used for the purpose of ROOT. Based on the review of different types of DOPs in
EDO in Chapter 2, we can see that methods that are developed for the purpose
of TMO can also be used for solving ROOT problems. The reason is that both
TMO and ROOT aim to find an optimal solution at every time step, except
that the optimality in TMO is different from that in ROOT. At each time step,
the optimality in TMO means maximizing the current fitness function, while the
optimality in ROOT means maximizing a corresponding robustness definition. It
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is possible for a solution being optimal both in TMO and ROOT, depending on
how the DFF changes. However, it is easy to understand that TMO methods
may be suitable for ROOT problems only when a good solution in terms of the
current fitness is also good in terms of the corresponding robustness.
5.2 A Novel Algorithm Framework for ROOT
In this section, we develop a new approach for solving ROOT problems, which
is a generic algorithm framework for finding ROOT solutions repeatedly over
time. Within the framework, a population-based search algorithm is employed
to search for ROOT solutions based on the metrics specially designed for the
corresponding robustness definition of solutions to ROOT problems. Two metrics
are proposed to respectively maximize ‘average fitness’ and ‘survival time’. The
metrics are functions of a solution’s current and future fitness. It should be noted
that a solution’s robustness is evaluated based on its true future fitness, while its
metric value is calculated based on its predicted future fitness. Hence, learning
models are built to predict a solution’s future fitness within the framework. More
specifically, we build surrogate models to estimate a solution’s fitness at previous
time steps, based on which we construct a time series of the solution’s fitness over
time. Ensemble learning is then used to predict the solution’s future fitness based
on the fitness time series. In contrast to existing approaches for ROOT problems,
the main contributions of our approach are the two new metrics, the mechanism
for building the surrogate models, and the method for predicting a solution’s
future fitness via ensemble learning. Our algorithm framework is described in
detail in the following.
5.2.1 Ensemble Learning for ROOT
One of the central tasks in ROOT is to predict a solution’s future fitness (Jin et al.
[2012], Fu et al. [2013]). In the ideal case where a solution’s future fitness can be
perfectly predicted, a ROOT problem will degenerate into a TMO problem as we
can exactly evaluate a solution’s robustness (a solution’s robustness is a function
of its current and future fitness) like we evaluate its current fitness. However,
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prediction in ROOT is a nontrivial task. In our algorithm framework, we model
a solution’s fitness over time as a time series. Suppose at time step t, we have got
a fitness time series regarding to solution x: (ft−L+1(x), ..., ft(x)) where fi(x),
t − L + 1 ≤ i ≤ t, is the fitness of solution x when the DFF took the form of
fi, and L is the length of the time series. We propose to use multiple learning
models, i.e., an ensemble, to predict x’s future fitness based on x’s fitness time
series data as follows:
fˆt+j(x) =
k∑
i=1
[βit(x) ∗ fˆ
i
t+j(x)], (5.1)
where fˆ it+j(x) is the prediction of the ith learner for solution x’s future fitness at
time step t+ j, j = 1, 2, ..., and βit(x) is the weighting function for the ith learner
at time step t. k is the number of learners in the ensemble. Accordingly, fˆt+j(x)
is the prediction of the ensemble for solution x’s future fitness at time step t+ j.
The reasons for using multiple learning models rather than a single model are
as follows:
• It has been shown in the machine learning community that ensemble learn-
ing is able to improve the prediction accuracy in terms of Mean Square Error
(MSE) compared to single model learning, given a diverse set of learners in
the ensemble (Perrone and Cooper [1992]).
• The prediction accuracy of a solution’s future fitness has a huge impact on
the performance of population-based search algorithms in finding ROOT
solutions. The reason is that if the prediction accuracy is so low that a
population-based search algorithm thinks an actually better ROOT solu-
tion worse than the other, the population-based search algorithm would
probably converge to a false optimum.
There has been work in the literature showing that ensembles can help to
improve prediction performance over single learners. However, the extent to which
ensembles can help varies from one problem to another, and the advantages of
using ensembles may not be significant in some cases. Therefore, we would like
to investigate for the first time to what extent ensembles could help over single
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learners in situations of ROOT problems, given that the training data in ROOT
can be quite noisy (a solution’s fitness time series consists of its estimated fitness
at previous time steps).
We adopt a simple ensemble method for predicting a solution’s future fitness
in ROOT for its efficient use of training data and small time complexity. The
ensemble method is called the basic ensemble method, which was proposed in
(Perrone and Cooper [1992]). In the basic ensemble method, the output of en-
semble is the average of outputs of each learner, which takes the form as follows:
fˆt+j(x) =
k∑
i=1
[
1
k
∗ fˆ it+j(x)], (5.2)
where the same notations are used as in Equation 5.1. The basic ensemble method
sets the weight βit(x) for each learner as a constant
1
k
. Each learner in the basic
ensemble method is trained separately on the whole training data. Any prediction
made by the basic ensemble method is the average of predictions made by each
learner in the ensemble. It has been shown in (Perrone and Cooper [1992]) that
the basic ensemble method reduces the MSE by a factor of k compared to the
average MSE over each learner under mild assumptions. As for the selection of
learners in the basic ensemble, we would like to select a diverse set of learners in
the hope that the mutually independent error assumption will hold (Tang et al.
[2006]).
5.2.2 Optimizing for ROOT
The objective in ROOT at time step t is not to find a solution maximizing the
fitness function ft, which is the theme of TMO approaches, but the correspond-
ing robustness definition (i.e., ‘average fitness’ or ‘survival time’). Both ‘average
fitness’ and ‘survival time’ involve a solution’s future fitness but differ in the way
how a solution’s current and future fitness contribute to the corresponding ro-
bustness. In the following, we describe the metrics, which are used in population-
based search algorithms to search for optimal solutions in terms of the defined
robustness, in the context of ‘average fitness’ and ‘survival time’ respectively.
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5.2.2.1 Maximizing ‘Average Fitness’ in ROOT
In this case, a solution’s ‘average fitness’ over a consecutive number of time steps
is considered. The consecutive number of time steps is specified by the user in
the parameter T . Given a solution’s current fitness ft(x) and predicted future
fitness fˆt+i(x), i = 1, 2, ...T − 1, produced by our ensemble learning method, the
metric for maximizing a solution’s ‘average fitness’ is:
Fˆ a(x, t, T ) =
1
T
(ft(x) +
T−1∑
i=1
fˆt+i(x)). (5.3)
This metric was first proposed by us in (Fu et al. [2013]). If the predicted fitness
fˆt+i(x) can be interpreted as the expected fitness of solution x at time step t+ i,
the metric in Equation 5.3 is then the expected ‘average fitness’ of solution x over
a time period specified by T .
5.2.2.2 Maximizing ‘Survival Time’ in ROOT
The metric for ‘survival time’ is not as straightforward as that for ‘average fitness’.
In (Fu et al. [2013]), we employed a simple heuristic to develop a metric for
maximizing ‘survival time’. Basically, for a solution x, we first predict a number
of its future fitness. After that, we simply count the number of consecutive time
steps, during which x’s fitness is above the fitness threshold V , as the metric. The
problem with the metric for maximizing ‘survival time’ in (Fu et al. [2013]) is that
it treats a higher predicted fitness and a lower predicted fitness the same as long as
they are both above the fitness threshold V . However, from a probabilistic point
of view, the higher predicted fitness is more likely to be above the threshold
than the lower one if they have the same predicted variance. Based on this
consideration, we employ a more probabilistic point of view to develop the metric
for maximizing ‘survival time’ as follows:
Fˆ s(x, t, V ) =
{
ft(x) if ft(x) < V ,
V + ω ∗ lˆ otherwise,
(5.4)
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where a constant scaling factor ω is introduced to make V and lˆ in the same
scale1. lˆ is the expected ‘survival time’ calculated as:
Lp−1∑
i=1
[(i+ 1) ∗
i∏
j=1
(1− Φ(
V − fˆt+j(x)
σ
)) ∗ Φ(
V − fˆt+i+1(x)
σ
)], (5.5)
where Φ(y) returns the probability that the value of a standard normal random
variable is smaller than y. We are assuming the predicted fitness of x at time
step t+ i, 1 ≤ i ≤ Lp, follows a normal distribution with mean fˆt+i and standard
deviation σ. σ is calculated in our approach according to Equation 11 in Appendix
.8. As a result, Φ(
V−fˆt+j(x)
σ
) calculates the probability that ft+j(x) is smaller than
V . Lp is a parameter that specifies the number of predicted future fitness used
for the calculation of lˆ. In other words, the probability of a solution’s ‘survival
time’ greater than Lp is considered as null when calculating lˆ.
The metric in Equation 5.4 is motivated as follows. According to the definition
of ‘survival time’ in Equation 3.3 in Section 3.3, a solution’s ‘survival time’ from
time step t is 0 if its fitness ft is smaller than V . Supposing the current time
step is t, the first goal therefore for the population-based search algorithm is to
find solutions with ft not smaller than V . Once a solution’s ft is not smaller
than V , we then try to maximize the number of consecutive time steps during
which this solution can maintain its fitness no smaller than V . The metric in
Equation 5.4 is designed in such a way that a solution with fitness ft no smaller
than V is always considered better than any solution whose ft is smaller than V .
In contrast, solutions are compared based on the estimated ‘survival time’ when
both have fitness ft no smaller than V . Note that Equation 5.4 is a metric for
maximizing ‘survival time’ in Equation 3.3 in Section 3.3. Therefore, Equation
5.4 does not necessarily have the same form as the definition of ‘survival time’ in
Equation 3.3 in Section 3.3.
1The part lˆ will be treated as 0 in computers if V is much larger than lˆ, and vice versa. The
possible value of V is within the range [−1000, 1000] since a solution’s fitness in the benchmarks
is within the range [−1000, 1000], and thus ω is properly set to 1.
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5.2.3 An Optimizing and Ensemble Learning Framework
for ROOT
At each time step in ROOT, our goal is to find a solution that maximizes ‘average
fitness’ or ‘survival time’. Given a certain amount of computational resources
at each time step, we are interested in the final solution the algorithm outputs.
Without loss of generality, given the information of previously evaluated solutions
in previous time steps, we describe our algorithm framework at time step t as
follows.
At the beginning of time step t, a surrogate model St−1 is constructed on
the solution database Dt−1 (Dt−1 is a collection of solutions with their fitnesses
evaluated at time step t − 1), the reason of which will be described in Step 1
below. After that, we employ a population-based optimisation algorithm, e.g.,
PSO (Clerc and Kennedy [2002]), to search for an optimal solution based on
the metric in Equation 5.3 when maximizing ‘average fitness’ or the metric in
Equation 5.4 when maximizing ‘survival time’. For each candidate solution x in
the population, three steps are performed to calculate the corresponding metric
(Note that when maximizing ‘survival time’, the following 3 steps are performed
if ft(x) ≥ V . Otherwise, ft(x) is returned as the metric.):
• Step 1: Prepare the solution’s fitness time series up to time step t:
(ft−L+1(x), ..., ft(x)). We first evaluate x using the current fitness function
ft to get ft(x). At time step t, we have previously trained one surrogate
model St−i on each database Dt−i, t − L + 1 ≤ i ≤ t − 1. In practice, we
need to maintain only the surrogate models St−i, t− L+ 1 ≤ i ≤ t− 1, in
the memory. Since we model the DFF as a black-box, we cannot evaluate
a solution’s fitness at previous time steps. Therefore, in order to get a
solution’s fitness at previous time steps, say ft−j(x), 1 ≤ j ≤ L − 1 &
1 ≤ t − j, we use the surrogate model St−j to evaluate x and return the
output as ft−j(x). For more information on how the surrogate model for a
previous fitness function is built, readers are referred to Appendix .7.
• Step 2: Build the ensemble based on the time series (ft−L+1(x), ...,
ft(x)) produced by Step 1, and predict the solution’s future fitness
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using the ensemble. Suppose we are using k learners in the ensemble. For
each learner, we train it on the time series data (ft−L+1(x), ..., ft(x)). We
then make the prediction of each leaner for the solution’s fitness at future
time steps: fˆ it+j(x), 1 ≤ i ≤ k, for ‘average fitness’ 1 ≤ j ≤ T − 1 and for
‘survival time’ 1 ≤ j ≤ Lp. Finally, predictions made by each learner are
averaged to give the output of the ensemble, fˆt+j(x), according to Equation
5.2. For more information on how to build each learner on the fitness time
series, readers are referred to Appendix .8.
• Step 3: Calculate the corresponding metric based on the output
of Step 2. Given a solution’s predicted future fitness and corresponding
prediction standard deviation σ, we are able to calculate the solution’s
metric in Equation 5.3 when maximizing ‘average fitness’ or the metric in
Equation 5.4 when maximizing ‘survival time’.
As our algorithm framework contains components of optimizing and ensem-
ble learning, we term it the framework of Optimizing and Ensemble Learning
(OEL). The OEL framework is further summarised in pseudo-code in Algorithm
1. Without loss of generality, we illustrate OEL at time step t. In other words,
we assume that the environmental change is known to OEL. Also, there is the
computational budget ∆e, which is measured in the number of fitness evaluations,
for each time step. Note that the time step t starts from 1, and the metrics in
Equations 5.3 and 5.4 are not calculated until t is no smaller than L (the fitness
time series of length L is required to train the ensemble). When t is smaller than
L, the optimiser in OEL searches based on a solution’s current fitness.
It should be noted that, although we demonstrate OEL by using PSO as the
optimizer, any population-based optimisation algorithm can serve as the opti-
mizer in OEL. The reason is that the population-based optimizer in OEL runs
based on the metric calculated entirely outside the optimizer. In other words,
with slight change to the pseudo-code between Line 8 and 20 in Algorithm 1,
we can apply other population-based optimisation algorithms, such as genetic
algorithm, evolution strategy, etc, to OEL.
The general idea of using surrogate models to approximate a solution’s previ-
ous fitness and learning models to predict a solution’s future fitness was inspired
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by Jin et al.’s work (Jin et al. [2012]). However, OEL differs significantly from
(Jin et al. [2012]) in three aspects:
• The metrics in OEL based on which a population-based optimisation al-
gorithm searches for robust solutions are specially designed for the cor-
responding robustness definition, whereas a single metric that averages a
solution’s past, current and future predicted fitness was used in Jin et al.’s
framework regardless of the corresponding robustness definition.
• Only one global surrogate model is built at each time step, whereas in Jin et
al.’s framework (Jin et al. [2012]) every time a solution is evaluated, (L−1)
(L is the length of the fitness time series) number of local surrogate models
have to be constructed if the current solution has not been evaluated before.
The global surrogate model scheme employed in OEL greatly reduces the
number of times of training a surrogate model in comparison with Jin et
al.’s local surrogate scheme. The factor of reduction can be as high as
Θ(L∗∆e), where ∆e is the number of fitness evaluations at each time step.
• The basic ensemble learning method is used in OEL to predict a solution’s
future fitness while a single learning model was used in Jin et al.’s frame-
work.
5.2.4 Computational Complexity
Our OEL framework outputs a robust solution at each time step, even though
the robust solution found needs not be implemented depending on the robustness
definition of ‘average fitness’ or ‘survival time’. In the following, we analyse the
computational complexity to arrive at a robust solution at the current time step:
1. Building a global surrogate model for the last time step: The
global surrogate model employed in our algorithm framework is a RBFN.
We use the K-means (MacQueen et al. [1967]) algorithm to first determine
the centre of each basis function. Within each cluster, a covariance matrix
is estimated for the width of corresponding basis function. A simple least
square method is then used to determine the weights for each basis function.
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Algorithm 1 Pseudo-code of OEL for ROOT at Time Step t
1: Begin
2: if t == 1 then
3: Randomly initialize a population Pt, and go to Line 7;
4: end if
5: Randomly initialize a population Pt. Replace an individual in Pt with the
best solution in the solution database Dt−1 in terms of fitness ft−1;
6: Train a surrogate model St−1 using the solution database Dt−1;
7: Create an empty solution database Dt;
8: Repeat
9: for each particle x in the population Pt do
10: Evaluate x using the current fitness function ft. Insert (x, ft(x), t) into the
solution database Dt, if it is not in Dt;
11: if t ≥ L then
12: Calculate x’s metric for maximizing ‘average fitness’ or ‘survival time’
by following the above mentioned three steps, which involve ensemble
learning;
13: Update pbest (i.e., the best position found by x) and gbest (i.e., the best
position found by the whole swarm) of the swarm based on the metric;
14: else
15: Update pbest and gbest of the swarm based on ft(x);
16: end if
17: end for
18: Until ∆e number of fitness evaluations exhausted
19: Output gbest as the best robust solution;
20: End
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The overall time complexity for building the RBFN is O(I ∗ nc ∗∆e ∗ d +
∆e ∗ d2+n3c +nc ∗∆e ∗ (nc+ d)), where I is the number of iterations in the
K-means algorithm, nc is the number of basis functions used in RBFN, and
d is the number of dimensions in the decision variables. For more details of
the RBFN surrogate model, readers are referred to Appendix .7.
2. Optimizing and learning: The computational complexity of calculat-
ing the metric of a solution is analysed as follows. Firstly, a fitness time
series of length L has to be prepared, which incurs a time complexity of
O(L ∗ d ∗ nc + cef). We use cef to denote the computational cost for one
fitness evaluation. Secondly, k number of learners have to be trained on the
time series. Three types of learners are employed in the ensemble, i.e., AR
(Box et al. [1994]), Nearest Neighbourhood (NN) (Farmer and Sidorowich
[1987]), and Moving Average (MA) (Box et al. [1994]). Therefore, the time
complexity for training k learners is approximately O(k ∗ n2f ∗L), where nf
is the order of AR model. We get O(k ∗ n2f ∗ L) because the training time
of AR dominates that of NN or MA. Finally, several predictions have to
be made using the ensemble, which gives a time complexity of O(k ∗ T ) if
‘average fitness’ is considered or O(k ∗ Lp) if ‘survival time’ is considered.
As a result, the overall time complexity for the population-based search
algorithm is O(∆e∗ (k ∗n2f ∗L+ cef )), considering that the training of each
learner for each solution takes most of computational time. For more details
of learning models used for time series prediction, readers are referred to
Appendix .8.
It is easy to show that the overall time complexity to arrive at a robust
solution given ∆e number of fitness evaluations at each time step is donated by
the K-means algorithm in RBFN training, the ensemble model training for time
series prediction, and fitness evaluations, which is therefore O(∆e ∗ (I ∗ nc ∗ d +
k ∗ n2f ∗ L + cef)). It should be noted that OEL does not incur any additional
fitness evaluation in evaluating the corresponding metric of a solution except for
the fitness evaluation of the solution’s current fitness.
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5.3 Experimental Studies
The first goal of the experimental studies is to show the effectiveness of our OEL
framework compared to existing EDO approaches on ROOT problems. In other
words, we would like to answer the question that under what type of DFFs it
is better to use other EDO approaches over OEL for ROOT problems and vice
versa. The second goal of the experimental studies is to investigate whether the
ensemble learning mechanism offers an improvement over single model learning
in solving ROOT problems.
5.3.1 Experimental Settings
5.3.1.1 Test Problems
There have been a number of benchmarks for constructing DFFs (Branke [1999],
Morrison and De Jong [1999], Jin and Sendhoff [2004], Li et al. [2008]). The
common idea of these benchmarks is to first define a baseline fitness function
with some configurable parameters. The dynamics are then defined to change
one fitness function to another by updating those configurable parameters. The
first baseline fitness function used in the experimental studies takes the form as
follows:
ft(x) =
i=m
max
i=1
{hit − w
i
t ∗ ||x− c
i
t||2}. (5.6)
The baseline fitness function in Equation 5.6 is first defined in (Morrison and
De Jong [1999]), where scalars hit, w
i
t, and vector c
i
t, c
i
t = (c
i
1, ..., c
i
d), denote the
height, the width, and the centre of the ith peak function at time step t. x is
the vector of decision variables. m is the total number of peaks, and d is the
number of dimensions. The cone-like baseline fitness function in Equation 5.6 is
by far the most commonly used one in DFF benchmarks (Branke [1999], Morrison
and De Jong [1999], Nguyen et al. [2012a]). Therefore, in order to represent a
vast majority of DFF benchmarks studied in the literature, we employ the cone-
like baseline fitness function defined in Equation 5.6 as the first baseline fitness
function.
As discussed in Chapter 4, it is not sufficient to test an algorithm’s ROOT
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ability on existing DFF benchmarks as it is difficult to know the absolute best
performance on existing DFF benchmarks. We therefore include the two baseline
fitness functions developed in Chapter 4 in the experimental studies. The baseline
fitness function for maximizing ‘average fitness’ is:
ft(x) =
1
d
d∑
j=1
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |} , (5.7)
and the baseline fitness function for maximizing ‘survival time’ is:
ft(x) =
j=d
min
j=1
{
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |}} , (5.8)
where, in both baseline fitness functions, scalars hijt , w
ij
t , and c
ij
t denote the height,
the width, and the centre of the ith peak function for the jth dimension at time
step t. x represents the decision variables with d dimensions (x = (x1, ..., xd)),
and m is the number of peaks for each dimension.
In order to answer the question that under what type of DFFs it is better
to use existing approaches over OEL for ROOT problems and vice versa, The
6 different dynamics suggested in the dynamic benchmark generator (Li et al.
[2008]), which have been described in Section 4.2.2, are applied to change the
baseline fitness functions in Equations 5.6, 5.7, and 5.8.
Applying those 6 different types of dynamics and the rotation technique to
the three baseline fitness functions in Equations 5.6, 5.7, and 5.8, we obtain
18 different DFFs. We refer them as TPij, i = 1, 2, 3 & j = 1, 2, ..., 6, where
TPij indicates the benchmark that is generated by applying the jth dynamic to
the ith baseline fitness function. TP1j, j = 1, 2, ..., 6, are used for maximizing
both ‘average fitness’ and ‘survival time’, while TP2j, j = 1, 2, ..., 6, are used
only for maximizing ‘average fitness’, and TP3j, j = 1, 2, ..., 6, are used only for
maximizing ‘survival time’. For each TPij, we generate 200 consecutive fitness
functions as follows. For the first fitness function, we randomly initialize the
height and the width in their corresponding ranges, and the centre across the
solution space. To generate the next fitness function, we apply the jth dynamic
to the current height, width, and rotation angle. The centre of the next fitness
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function is obtained by rotating the centre of the current fitness function using the
updated rotation angle. Whenever the height, width, or centre gets out of their
corresponding ranges, we reset them to their upper limits (if larger than upper
limits) or lower limits (if smaller than lower limits). Note the exceptions that for
the chaotic change the centre is updated dimension by dimension using Equation
4.11 rather than using the rotation technique, and for the recurrent change and
the recurrent with noise change the rotation angle θ is fixed to 2pi
P
, where P is
the period and the centre is rotated following a fixed direction. A summary of all
test problem parameters are presented in Table 5.1. In the experimental studies
in Chapter 4, we set the time window T to 2, 6, and 10, which cover a relatively
large range. In this chapter in Table 5.1, we set the time window T to 2, 3, and 4.
The reason is that we would also like to evaluate the performance of maximizing
‘average fitness’ in ROOT when it is not required to predict far into the future.
Yet, experimental results are still shown on large time windows on one problem
instance in Figure 5.7.
Table 5.1: Parameter settings of the test problems
number of peaks m 5
number of dimensions d 2
search range [−25, 25]
height range [30, 70]
width range [1, 13]
angle range [−pi, pi]
heightseverity 5.0
widthseverity 0.5
angleseverity 1.0
initial angle θ 0
γ 0.04
γmax 0.1
chaotic constant A 3.67
period P 12
noiseseverity 0.8
number of dimensions l for rotation 2
time window T 2,3,4
fitness threshold V 40,45,50
computational resource for each time step ∆e 2500
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5.3.1.2 Performance Measurement
We use the performance measurement defined in Equation 4.18 in Section 4.3.1.3,
and the reason is the same as that explained in Section 4.3.1.3. Given a sequence
of fitness functions (f1, f2, ...fN), the performance measurement is rewritten in
the following for clarity:
PerformanceROOT =
1
N
N∑
i=1
F (xi), (5.9)
where F (xi) is the robustness (either ‘average fitness’ or ‘survival time’) of solu-
tion xi determined by an algorithm at time step i.
It should be noted that the performance measurement for ROOT is dependent
on parameter settings, being either the time window T if ‘average fitness’ is
considered or the fitness threshold V if ‘survival time’ is investigated. Therefore,
in order to compare an algorithm’s ROOT ability comprehensively, results should
be reported under different settings of V and T .
5.3.1.3 The Setting of PSO
We adopt a simple PSO as the optimizer in OEL. The PSO follows the constriction
version (Clerc and Kennedy [2002]). The swarm population size is 50. The
constants c1 and c2, which are used to bias a particle’s attraction to the personal
best and the global best, are both set to 2.05, and hence the constriction factor
χ takes a value of 0.729844. The velocity of particles is constricted within the
range [−vmax, vmax]. The value of vmax is set to the range of the search space,
which is 50 in our case.
5.3.1.4 Learning Models for Approximation and Prediction
The global surrogate model employed is RBFN because of its relatively lower time
complexity compared with other non-linear surrogate models. For the RBFN, the
K-means algorithm is first used to determine the centre of each basis function,
where 500 iterations are executed. The number of basis functions, i.e., the num-
ber of clusters in the K-means algorithm, is arbitrarily fixed to 10. Normalised
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Gaussian radial basis functions are used, and a density estimation technique is
used to determine the width for each basis function. Finally, a least square so-
lution is obtained for the weight of each basis function. For more information
about the surrogate model, readers are referred to Appendix .7.
The time series prediction models are AR, NN, and MA, which serve as the
3 learners in the ensemble in OEL. The reasons for using AR, NN, and MA are
two-fold. Firstly, they all have low time complexity so a solution’s metric can
be calculated efficiently. Secondly, they possess different characteristics in the
sense that AR is a linear model in the input space; NN is good at prediction in
recurrent DFFs; and MA is appropriate for DFFs which change randomly. In
other words, AR, NN, and MA are more likely to have mutually independent
prediction error than, e.g., 3 AR models which differ only in the embedding size.
The embedding size for the time series in AR is set to 4, i.e., the order of AR is
4. The coefficients of AR are determined using the least square technique. The
embedding size for the time series in NN is also 4, and the size of neighbourhood
in NN is 3. For MA, the average of the latest 3 data points in the time series is
used to predict future data points. For more details of learning models for time
series prediction, readers are referred to Appendix .8.
T − 1 steps into the future are predicted when maximizing ‘average fitness’
with time window T . Four, i.e., Lp = 4, steps into the future are predicted when
maximizing ‘survival time’.
5.3.1.5 Methods for Comparison
We select three typical approaches from the literature for DFFs to compare their
effectiveness on ROOT problems with OEL. The first approach is a simple PSO
algorithm with a re-start strategy, which we denote as ‘RPSO’ hereafter. The re-
start strategy means the best solution found for the last fitness function is copied
into the initial population for the current fitness function, and all other particles
are initialized randomly. The corresponding PSO in ‘RPSO’ is the same as the
optimizer we employed in OEL. The second approach can be seen as an ideal
TMO approach, where at time step t a solution that maximizes ft is chosen
1 as the
1No computation is involved in selecting a solution that maximizes the fitness function ft
in our benchmarks since we know beforehand which solution maximizes ft in our benchmarks.
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ROOT solution at time step t. The ideal TMO approach, denoted as ‘optimum’
hereafter, can be viewed as the best any TMO approach can do for TMO. Note
that the performance of ‘optimum’ is not necessarily better than ‘RPSO’ on
ROOT problems since both are designed for TMO instead of ROOT. The third
approach is Jin et al.’s framework (Jin et al. [2012]) designed specially for ROOT
problems. Jin et al.’s framework, denoted as ‘Jin’s’ hereafter, is implemented as
follows. The same surrogate model RBFN for estimating a solution’s past fitness
is used in ‘Jin’s’ as in OEL. The AR model with order 4 is used for time series
prediction in ‘Jin’s’. One previous estimated fitness and four future predicted
fitnesses are used in the metric in ‘Jin’s’, the setting of which is reported to have
the best performance in (Jin et al. [2012]). For more details of ‘Jin’s’, readers are
referred to (Jin et al. [2012]).
The three methods ‘RPSO’, ‘optimum’, and ‘Jin’s’ have also been selected in
the experimental studies in Chapter 4, and they are selected in this Chapter for
the same reasons, which have been discussed in Section 4.3.1.2.
In order to justify the ensemble learning mechanism in OEL in comparison
with single model learning for ROOT problems, we create other versions of OEL,
in which only one learner is used for time series prediction in ROOT. Since the
ensemble investigated in OEL includes three learning models, i.e., AR, NN, and
MA, we create 3 other versions of OEL by setting the time series prediction model
to be only AR, NN, and MA respectively. Without any ambiguity, we will denote
OEL as the method which uses ensemble learning for time series prediction, and
those three other versions of OEL as ‘AR’, ‘NN’, and ‘MA’, respectively. The
settings of AR model in ‘AR’, NN model in ‘NN’, and MA model in ‘MA’ are the
same as those in OEL.
It should be noted that all the methods in comparison on the performance of
ROOT are given the same number of fitness evaluations, i.e., ∆e = 2500, at each
time step.
5.3.2 Simulation Results
It should be noted that all the results presented below are for time steps L (the
length of fitness time series) to 100 since the prediction of a solution’s future
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fitness starts when there are L number of data points available. L is set to 20,
except for the results presented in Figures 5.5 and 5.6, where we examine the
influence of L on the performance of OEL. The maximal ‘survival time’ is set to
10 as some solution’s ‘survival time’ can be infinite in certain benchmarks. The
results in Tables 5.2, 5.3, 5.4, and 5.5 are averaged over 30 independent runs.
Results with a ‘+’ or ‘-’ are significantly better or worse than those of OEL at
the 0.05 significance level using the Wilcoxon rank sum test1.
5.3.2.1 Peer Methods Versus OEL
The results for maximizing ‘average fitness’ using ‘RPSO’, ‘Optimum’, ‘Jin’s’, and
OEL are presented in Table 5.2. We can see that OEL significantly outperforms
other methods for ROOT problems in 12 benchmark problems with 6 different
dynamics with few exceptions. On test problems TP13 and TP23, ‘RPSO’ and
‘Optimum’ outperform OEL. The reason is that in TP13 and TP23 the DFFs
change entirely at random. Learning in this case would mostly be fitting noises
and can mislead the optimizer in OEL. In other words, for DFFs which change
entirely at random, TMO is equivalent to maximizing ‘average fitness’ in ROOT.
To account for the poor performance of OEL in TP25 and TP26 when T is 2,
the reasons can be two-fold. Firstly, the time window is short as compared to
T = 3 and T = 4, and thus good solutions for the current time step can still have
a good ‘average fitness’. Secondly, the fitness landscapes of TP25 and TP26 are
more rugged than others, and therefore the prediction accuracy of the surrogate
in OEL is lower, which presents large noise in the fitness time series.
In comparison with ‘Jin’s’, OEL outperforms it in nearly all cases with the
exceptions of TP11 and TP15 when T = 4. This may be due to the fact that,
when maximizing ‘average fitness’ with T = 4, the metric in ‘Jin’s’ takes a similar
form to OEL’s metric in Equation 5.3. The reasons why OEL outperforms ‘Jin’s’
in all other cases are as follows. On the one hand, the metric used in OEL for
maximizing ‘average fitness’ is adapted with the time window T while a fixed
number (4 investigated in our experiment) of predicted future fitnesses, a fixed
number (1 investigated in our experiment) of estimated previous fitness, together
1The p-values have been adjusted using Holm-Bonferroni corrections (Holm [1979]) for each
column in the Table over 12 test problems.
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Table 5.2: The averaged performance measure in Equation 5.9 over 30 runs under
the robustness definition of ‘average fitness’ with different settings of time window
T (peer methods versus OEL).
Test
Problem
RPSO Optimum Jin’s OEL
T = 2 T = 3 T = 4 T = 2 T = 3 T = 4 T = 2 T = 3 T = 4 T = 2 T = 3 T = 4
TP11 48.19- 42.24- 39.33- 48.75- 43.16- 40.49- 49.01- 46.06- 44.97 49.45 46.67 44.92
TP21 51.55- 50.41- 48.33- 51.95- 50.69- 48.23- 51.52- 50.78- 49.72- 52.60 51.50 50.01
TP12 26.64- 17.42- 11.46- 26.87- 17.87- 12.33- 26.54- 22.89- 20.52- 32.75 26.04 22.56
TP22 44.81 36.89- 33.95- 45.29+ 37.13- 34.36- 40.29- 36.30- 34.28- 44.83 38.48 35.44
TP13 38.75 32.36+ 26.98+ 39.02+ 31.91+ 27.05+ 29.99- 26.79- 24.50- 38.78 31.47 26.21
TP23 48.85+ 45.18+ 42.73+ 48.29+ 43.84- 41.12- 43.73- 41.63- 40.34- 47.95 44.35 41.75
TP14 -0.28- 6.31- -11.79- 0.10- 5.85- -11.87- 4.63- 3.23- -0.80- 12.88 12.99 2.71
TP24 48.15- 43.36- 40.11- 48.89- 43.72- 40.17- 45.93- 43.70- 42.20- 49.45 45.04 42.99
TP15 48.17- 33.56- 22.00- 44.92- 27.87- 16.47- 48.22- 34.47- 24.22 49.49 35.49 24.55
TP25 52.34+ 46.09- 40.30- 52.58+ 46.33 40.99- 49.04- 44.49- 40.69- 51.37 46.31 42.03
TP16 54.04- 48.11- 43.74- 49.73- 43.12- 38.87- 51.86- 50.40- 48.96- 55.12 51.60 49.61
TP26 56.78+ 52.28 48.92- 56.45- 52.08- 48.76- 55.09- 51.41- 48.22- 56.59 52.23 49.77
with a solution’s current fitness are used to calculate the metric in ‘Jin’s’. This is
rather inflexible as in different situations users would like a solution to be robust
for different length of time. More importantly, this inflexibility leads to the larger
gap between ‘Jin’s’ and OEL when T = 2 than when T = 4. Furthermore, only
one learning model (AR) is used for the prediction task in ‘Jin’s’, whereas the
basic ensemble learning method is used for the prediction of a solution’s future
fitness in OEL. The improved prediction accuracy due to ensemble learning in
OEL further escalates OEL’s performance over that of ‘Jin’s’.
Table 5.3 presents the results of maximizing ‘survival time’ using ‘RPSO’,
‘Optimum’, ‘Jin’s’, and OEL. We can observe that OEL outperforms ‘RPSO’
and ‘Optimum’ with few exceptions. Again in randomly changing DFFs, i.e.,
TP32 and TP33, ‘RPSO’ and ‘Optimum’ sometimes outperform OEL when V
is 45 and 50. This might be caused by large random changes in DFFs, which
make OEL’s learning ineffective. In some other cases, like TP34 and TP15, where
OEL performs worsen than ‘RPSO’ and ‘Optimum’, this is also due to OEL’s
poor prediction accuracy. The reason why OEL did not predict well in those
DFFs needs to be further investigated. In all other cases where OEL outperforms
‘RPSO’ and ‘Optimum’, the ensemble learning model provides useful information
in quantifying a solution’s future expected fitness and fitness variance, and also
the metric in Equation 5.4 for maximizing ‘survival time’ in OEL guides the
optimizer to converge to robust solutions in terms of ‘survival time’.
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Table 5.3: The averaged performance measure in Equation 5.9 over 30 runs un-
der the robustness definition of ‘survival time’ with different settings of fitness
threshold V (peer methods versus OEL).
Test
Problem
RPSO Optimum Jin’s OEL
V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50
TP11 1.99- 1.75- 1.43- 2.28- 2.01- 1.51- 3.23- 2.47- 1.52- 3.71 2.60 1.80
TP31 2.11- 1.61- 1.13- 1.94- 1.48- 1.11- 3.22- 1.86- 0.91- 3.53 2.39 1.26
TP12 1.21- 1.13- 1.05- 1.22- 1.15- 1.07 0.76- 0.63- 0.45- 1.31 1.20 1.07
TP32 1.10- 1.02 0.97+ 1.11 1.04+ 0.96 0.76- 0.57- 0.46- 1.13 1.02 0.95
TP13 1.23 1.08- 1.00- 1.17- 1.07- 1.04 0.74- 0.57- 0.43- 1.25 1.13 1.04
TP33 1.31 1.12- 0.98 1.28 1.09- 1.02+ 1.00- 0.72- 0.50- 1.31 1.19 1.00
TP14 1.00- 1.00- 1.00 1.00- 1.00- 1.00 0.39- 0.31- 0.22- 1.03 1.01 1.00
TP34 1.26- 1.13- 1.08 1.38 1.21 1.12+ 1.09- 0.83- 0.59- 1.40 1.21 1.08
TP15 2.51+ 2.22+ 1.48- 2.14- 1.79- 1.35- 2.45+ 1.99- 1.48- 2.33 2.07 1.64
TP35 1.34- 0.95- 0.92- 1.33- 0.83- 0.83- 1.10- 0.87- 0.72- 1.38 0.99 0.93
TP16 3.16- 2.47- 1.88- 2.26- 1.90- 1.43- 2.92- 2.34- 1.70- 3.30 2.64 1.92
TP36 2.34- 1.75- 1.32- 2.25- 1.53- 1.19- 2.25- 1.75- 1.31- 2.61 2.10 1.53
According to Table 5.3, OEL outperforms ‘Jin’s’ in nearly all cases with ex-
ception for TP15 when V = 40. The reasons for the success of OEL over ‘Jin’s’
can be summarised as follows. The metric used in ‘Jin’s’ is simply an average of a
solution’s estimated past, evaluated current, and predicted future fitness, which
does not care about whether the current fitness is above the threshold V . This
can be problematic as a solution can have a very poor current fitness even though
it has a very good metric value in ‘Jin’s’. According to the ‘survival time’ defi-
nition in Equation 3.3 in Chapter 3, a solution’s ‘survival time’ is 0 if its current
fitness is below the fitness threshold V . Also, the metric in ‘Jin’s’ is fixed no
matter what the corresponding robustness definition is in ROOT. When it comes
to maximizing ‘survival time’, not only a solution’s future expected fitness should
be considered but also its future fitness variance. The metric in Equation 5.4 in
OEL calculates a solution’s expected ‘survival time’ directly, which guides the
optimizer to robust solutions in terms of ‘survival time’. However, in the metric
of ‘Jin’s’, no information is provided about a solution’s expected ‘survival time’.
5.3.2.2 Single Model Versus OEL
The results of maximizing ‘average fitness’ using a single learner for time series
prediction and OEL are presented in Table 5.4. We can see that OEL generally
outperforms ‘AR’, ‘NN’, and ‘MA’. In cases where OEL is not the best, OEL
always comes as the second best. The results confirm our claim that the en-
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semble learning mechanism in OEL reduces the MSE in predicting a solution’s
future fitness, which leads to better robust solutions in terms of ‘average fit-
ness’. This is further illustrated in Figure 5.1, where the Root-Mean-Square
Error (RMSE) at each time step is presented for methods ‘AR’, ‘NN’, ‘MA’,
and OEL for TP14 with T being 2. The RMSE for time step t is calculated as√
1
∆e
∑∆e
i=1(ft+1(xi)− fˆt+1(xi))
2, where ∆e number of solutions have been eval-
uated during time step t. ft+1(xi) is xi’s true fitness at time step t + 1, and
fˆt+1(xi) is the predicted fitness at time step t+ 1. We can see that the RMSE is
reduced in OEL in comparison with ‘AR’, ‘NN’, and ‘MA’. Similar phenomena
can be observed in other cases. In cases where ‘NN’ outperforms OEL, they are
mainly on DFFs which change periodically over time, such as TP15, TP25, and
TP26. This is because the NN learning model is more suitable for the prediction
of periodic DFFs than AR and MA learning models. As for the case where ‘MA’
outperforms OEL in TP23, this is because in TP23 the DFF changes totally at
random, and a MA learning model is more appropriate than AR and NN learning
models in this case.
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Figure 5.1: The averaged RMSE over 30 runs at each time step obtained by
methods ‘AR’, ‘NN’, ‘MA’, and OEL on TP14 with T being 2.
The results of maximizing ‘survival time’ using single learners for time series
prediction and OEL are presented in Table 5.5. The performance of OEL is
88
Table 5.4: The averaged performance measure in Equation 5.9 over 30 runs under
robustness definition of ‘average fitness’ with different settings of time window T
(single model versus OEL).
Test
Problem
AR NN MA OEL
T = 2 T = 3 T = 4 T = 2 T = 3 T = 4 T = 2 T = 3 T = 4 T = 2 T = 3 T = 4
TP11 49.02- 45.98- 44.32- 48.65- 46.16- 43.95- 50.15+ 46.85 44.54- 49.45 46.67 44.92
TP21 52.32- 51.29- 50.02 52.01- 50.69- 49.08- 52.27- 51.00- 49.42- 52.60 51.50 50.01
TP12 31.64- 25.08- 21.21- 30.70- 23.71- 21.04- 32.34 25.23- 20.62- 32.75 26.04 22.56
TP22 44.22- 37.52- 35.17 43.82- 36.93- 34.31- 44.55 38.07 35.15- 44.83 38.48 35.44
TP13 37.73- 31.37 26.74+ 36.96- 30.16- 26.08 38.67 31.01- 25.79- 38.78 31.47 26.21
TP23 47.30- 43.44- 40.68- 46.67- 42.91- 40.65- 48.20+ 44.72+ 42.33+ 47.95 44.35 41.75
TP14 9.76- 9.14- -0.18- 10.58- 10.02- 0.05- 9.50- 12.43 0.36- 12.88 12.99 2.71
TP24 49.17 45.00 42.89 48.79- 44.11- 42.03- 48.48- 43.60- 41.36- 49.45 45.04 42.99
TP15 49.01- 34.58- 23.79- 48.93- 36.05+ 25.12 47.38- 32.56- 22.45- 49.49 35.49 24.55
TP25 51.19 46.03 41.06- 51.59+ 46.38 43.24+ 49.36- 42.83- 38.17- 51.37 46.31 42.03
TP16 51.20- 47.29- 44.53- 54.16- 50.69- 48.27- 54.14- 48.89- 45.74- 55.12 51.60 49.61
TP26 56.19- 51.79- 48.34- 56.85+ 52.87+ 51.09+ 56.13- 51.35- 48.10- 56.59 52.23 49.77
Table 5.5: The averaged performance measure in Equation 5.9 over 30 runs under
robustness definition of ‘survival time’ with different settings of fitness threshold
V (single model versus OEL).
Test
Problem
AR NN MA OEL
V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50 V = 40 V = 45 V = 50
TP11 3.53 2.62 1.76 3.60 2.57 1.80 3.15- 2.26- 1.69- 3.71 2.60 1.80
TP31 3.49 2.28 1.26 3.50 2.33 1.25 2.91- 2.14- 1.24 3.53 2.39 1.26
TP12 1.30 1.20 1.06 1.27- 1.18 1.05 1.24- 1.13- 1.06 1.31 1.20 1.07
TP32 1.12 1.02 0.95 1.14 1.03 0.96 1.11 1.02 0.96 1.13 1.02 0.95
TP13 1.24 1.15 1.04 1.27 1.15 1.03 1.21- 1.10- 0.99- 1.25 1.13 1.04
TP33 1.33 1.18 1.00 1.28 1.17 0.99 1.36+ 1.20 0.99 1.31 1.19 1.00
TP14 1.04 1.00 1.00 1.03 1.01 1.00 1.02- 1.00- 1.00 1.03 1.01 1.00
TP34 1.39 1.19 1.09 1.34- 1.19 1.08 1.34- 1.17- 1.08 1.40 1.21 1.08
TP15 2.41+ 2.06 1.55- 2.42+ 2.28+ 1.91+ 2.08- 1.85- 1.40- 2.33 2.07 1.64
TP35 1.35 0.95- 0.91- 1.43+ 1.03+ 0.94 1.19- 0.93- 0.90- 1.38 0.99 0.93
TP16 3.12- 2.53- 1.82- 3.38 2.63 1.97 2.93- 2.47- 1.83- 3.30 2.64 1.92
TP36 2.57 1.87- 1.37- 2.67 2.18 1.59 2.22- 1.73- 1.29- 2.61 2.10 1.53
slightly worse than that of ‘NN’ and better than those of ‘AR’ and ‘MA’. There
does not seem to be any substantial differences between different learning models.
‘MA’ seems to perform worse than OEL in most cases, and ‘AR’ and ‘NN’ seem
to be comparable to OEL in general. There are only two cases, TP15 and TP35,
where ‘NN’ performs better than OEL. This is again due to that NN model is
more suitable for the prediction of periodic DFFs than models AR and MA.
5.3.2.3 The Absolute Best Performance Versus OEL
The absolute best performance means the best performance on a certain bench-
mark. At a certain time step, the absolute best performance, denoted as ‘Bound-
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ary’, is the best robustness (i.e., ‘average fitness’ or ‘survival time’) any solution
in the solution space can have. The averaged results obtained by OEL over 30
runs at each time step and the absolute best performance in benchmark TP24 are
plotted in Figure 5.2. From Figure 5.2, we can see that the difference between
the two generally gets larger as T increases when maximizing ‘average fitness’,
which indicates that it is more difficult to predict distant future.
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Figure 5.2: The absolute best performance of the robustness ‘average fitness’
in benchmark TP24 and the robustness ‘survival time’ in benchmark TP34 with
different settings of T and V respectively, compared to results obtained by OEL.
For the difference shown in maximizing ‘survival time’ in Figure 5.2, the gap,
in other words the difficulty in maximizing ‘survival time’, increases as the fit-
ness threshold V decreases. The reasons may be as follows. On the one hand,
maximizing a solution’s ‘survival time’ involves two steps. The first step is to
maximize the solution’s current fitness till V , and the second step is to maximize
the number of consecutive future time steps during which the solution’s fitness is
no smaller than V at each time step. On the other hand, it is relatively easy to
maximize the current fitness function in benchmarks employed in this chapter,
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which can be verified noticing that the averaged solution’s ‘survival time’ at each
time step in Figure 5.2 is at least 1. As a result, it may be more difficult max-
imizing a solution’s future fitness than maximizing the solution’s current fitness
till V in the benchmarks employed in this chapter. In other words, it is harder
to find a best solution in terms of ‘survival time’ with a smaller V in our exper-
imental studies because the solution space with fitness larger than V increases
as V decreases. However, it should be noted that in other situations, where it
is difficult to maximize a solution’s current fitness, the difficulty in maximizing
‘survival time’ may decrease as V decreases.
5.3.3 More Discussions on OEL
In this subsection, we investigate the influence of some important parameters
in OEL. Moreover, the scalability of OEL for ROOT problems is examined by
varying the time window T when maximizing ‘average fitness’ and the fitness
threshold V when maximizing ‘survival time’.
5.3.3.1 Varying the Number of Clusters in the K-means in OEL
The surrogate model for estimating a solution’s previous fitness plays an impor-
tant role in OEL as it provides the data based on which a solution’s future fitness
is predicted. We employed a RBFN as the surrogate model in OEL, and we
have previously fixed the number of clusters in the K-means in the RBFN to
10. Additional experiments are conducted with regard to the sensitivity of the
performance of OEL on the number of clusters in the K-means, the results of
which are presented in Figures 5.3 and 5.4.
From Figures 5.3 and 5.4, we can see that the performance of OEL is not
influenced much by the number of clusters in the K-means.
5.3.3.2 Varying the Length of Fitness Time Series in OEL
A solution’s future fitness is predicted by solving a time series prediction problem
via ensemble learning in OEL. An important parameter with regard to the fitness
time series is the length L of the time series. The parameter L has been previously
fixed to 20. Additional experiments are conducted with regard to the effects of
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Figure 5.3: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of number of clusters in
the K-means when maximizing ‘average fitness’ with T = 3 on TP24.
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Figure 5.4: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of number of clusters in
the K-means when maximizing ‘survival time’ with V = 45 on TP34.
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L on the performance of OEL, the results of which are presented in Figures 5.5
and 5.6.
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Figure 5.5: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of length of the fitness
time series when maximizing ‘average fitness’ with T = 3 on TP24.
In general, the performance of OEL when maximizing ‘average fitness’ im-
proves as the time series length L increases since more data is used to predict
a solution’s future fitness. The observation that the performance of OEL when
maximizing ‘survival time’ does not improve as L increases may indicate the
relatively poor performance of OEL when maximizing ‘survival time’.
5.3.3.3 Varying the Problem Parameter T in ROOT
When maximizing ‘average fitness’ in ROOT, the problem parameter T is the
number of consecutive time steps based on which a solution’s ‘average fitness’ is
calculated. A larger T means that a solution is used for more consecutive time
steps. Additional experiments are conducted by varying T from 2 to 10 in order
to examine the performance of OEL in a wider range of T , the results of which
are presented in Figure 5.7.
93
15 20 25 30 350
1
2
3
4
5
length of fitness time series L
’s
u
rv
iv
al
 ti
m
e’
 p
er
fo
rm
an
ce
 
 
RPSO
Optimum
Jin’s
OEL
Boundary
Figure 5.6: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of length of the fitness
time series when maximizing ‘survival time’ with V = 45 on TP34.
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Figure 5.7: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of T when maximizing
‘average fitness’ on TP24.
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From Figure 5.7, we can see that OEL performs best under different settings
of T . The performance of ‘Jin’s’ is comparable to OEL when T is large. Also, the
gap between the performances of TMO methods (i.e., ‘RPSO’ and ‘Optimum’)
and those of OEL and ‘Jin’s’ gets larger as T increases.
5.3.3.4 Varying the Problem Parameter V in ROOT
The problem parameter V is the fitness threshold that indicates the minimal
fitness a solution is required to have in order to be robust when maximizing
‘survival time’ in ROOT. A larger V means that a smaller portion of solutions in
the solution space will have a fitness no smaller than V at a time step. Additional
experiments are conducted by varying V from 40 to 50 in order to examine the
performance of OEL in a wider range of V , the results of which are presented in
Figure 5.8.
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Figure 5.8: The averaged performance measure in Equation 5.9 over 30 runs with
one standard deviation errorbar under different settings of V when maximizing
‘survival time’ on TP34.
From Figure 5.8, we can see that the performance of OEL is better than
‘Jin’s’. Yet, the performance of OEL is comparable to ‘RPSO’ and ‘Optimum’,
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and future work is needed to improve OEL’s performance in maximizing ‘survival
time’ in ROOT.
5.4 Summary
The major contribution of this chapter is a new algorithm framework, i.e., OEL,
for ROOT problems. More specially, two new metrics in Equations 5.3 and
5.4 were developed, which are used to guide population-based search algorithms
towards optimal solutions in terms of ‘average fitness’ and ‘survival time’ respec-
tively in ROOT. Secondly, we proposed to estimate a solution’s previous fitness
in ROOT via building a global surrogate model, which greatly reduces the time
complexity compared to existing strategies. Finally, we proposed to predict a
solution’s future fitness in ROOT via ensemble learning compared to existing
single model learning strategies. Ensemble learning, compared to single model
learning, improves the prediction accuracy of a solution’s future fitness in ROOT
and eventually the quality of solutions to ROOT problems.
We demonstrated the effectiveness of OEL over other methods from the lit-
erature on 18 benchmark problems with different dynamics. The following con-
clusions can be drawn from our experimental studies. Firstly, OEL outperforms
TMO approaches on benchmark problems in which the DFFs do not change en-
tirely at random. Secondly, the surrogate model, which is used for estimating a
solution’s past fitness, plays an important role in OEL as it provides OEL with
the training data for fitness time series prediction. Thirdly, the ensemble learn-
ing mechanism in OEL reduces the MSE in predicting a solution’s future fitness,
which leads to better robust solutions than when only one learning model is used
for fitness time series prediction. As for the selection of learners in the ensemble
in OEL, it is good to have a diverse set of learners in the hope that the prediction
errors among different learners are uncorrelated. Finally, the problem parame-
ter time window T when maximizing ‘average fitness’ or the problem parameter
fitness threshold V when maximizing ‘survival time’ has a huge influence on the
performance of OEL.
Currently in OEL, we model a solution’s fitness over time as a time series and
predict a solution’s future fitness based on the ensemble, which is trained on the
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corresponding fitness time series. For the future work, it would be interesting to
directly model the DFFs as a time series and predict future DFFs, which are then
used to evaluate a solution’s future fitness directly. In addition, we set the weight
for each learner in the ensemble to be the same and constant over time. This
can be suboptimal when future fitness prediction errors among different learners
are correlated or the dynamics of a solution’s fitness varies from one region to
another in the solution space. Therefore, updating the weights in the ensemble
adaptively over time and setting the weights according to a solution’s position in
the solution space will be an interesting work to pursue. Finally, applying OEL
to real world applications is of great interest.
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CHAPTER 6
DISTRIBUTION PREDICTION FOR
HANDLING ENVIRONMENTAL CHANGES
IN ROBUST OPTIMISATION OVER TIME
In Chapter 5, we investigated the method for ROOT problems, and we developed
an algorithm framework, i.e., OEL, for solving ROOT problems. An important
aspect in solving ROOT problems and also more general DOPs using EAs is
handling the environmental changes in DFFs. To be more specific, EAs are
adapted via, e.g., initializing a new population, increasing the mutation rate, etc.,
right after an environmental change happens. In OEL developed in Chapter 5,
whenever an environmental change happens in ROOT problems, a new population
is randomly initialised in the population-based optimizer, and one individual is
replaced with the best solution found in terms of fitness at last time step. The way
OEL handles an environmental change is inefficient, and one obvious reason is
that most historical evaluation information is simply discarded, which otherwise
could be exploited to better prepare the population-based optimizer for the new
environment.
In this chapter, we investigate the dynamic handling strategy, i.e., adapting
EAs right after an environmental change, for ROOT problems. Particularly,
we are interested in adapting EAs by generating a promising initial population
whenever an environmental change happens. The rest of this chapter is organised
as follows. Section 6.1 briefly reviews existing dynamic handling strategies in
EDO for solving various types of DOPs and DMOPs, and the main weaknesses
of different types of dynamic handling strategies are identified. In Section 6.2,
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we develop a novel dynamic handling strategy for solving ROOT problems, in
which distributions of good solutions are estimated for previous time steps and
predicted for future time steps. Some experiments are conducted to evaluate the
effectiveness of our dynamic handling strategy against existing dynamic handling
strategies on ROOT problems in Section 6.3. Finally, a summary is given in
Section 6.4.
6.1 Existing Strategies in EDO for Handling En-
vironmental Changes in DOPs
A general assumption in EDO is that past evaluation information is helpful for
the current optimisation. Otherwise, there is no reason to use other strategies
rather than restarting EAs every time the DFF changes. Assuming that learning
from the past is indeed helpful, various strategies have been proposed to adapt
static EAs to solving DOPs (Nguyen et al. [2012a]). Out of those strategies, a
major effort has been devoted to handling the environmental change in DFFs,
from the perspective of EAs, immediately after the environmental change is de-
tected or informed (Cobb [1990], Branke [1999], Hu and Eberhart [2002], Hatzakis
and Wallace [2006], Rossi et al. [2008], Woldesenbet and Yen [2009], Zhou et al.
[2013]).
Strategies for EAs to handle environmental changes in DFFs can be generally
divided into two groups, i.e., implicit prediction strategies and explicit predic-
tion strategies. In implicit prediction strategies, many ad hoc heuristics have
been proposed to adapt EAs immediately after the environment changes. Typi-
cal examples are introducing diversity when changes occur (Cobb [1990], Hu and
Eberhart [2002]), memory-based strategies (Branke [1999], Yang and Yao [2008]),
and adaptation of population based on historical evaluation information (Wolde-
senbet and Yen [2009]). More recently, a lot of the strategies have been focusing
on explicitly building a time series learning model on previous evaluation informa-
tion and using the trained model to handle the environmental change. We term
those strategies as explicit prediction strategies. Typical examples are (Hatzakis
and Wallace [2006]) and (Simo˜es and Costa [2009]), with a strategy (Zhou et al.
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[2013]) in the DMOPs literature.
The problems with implicit prediction strategies are either a relatively strong
assumption is made in the DFF or a small amount of previous evaluation informa-
tion is actually used. More specifically, for strategies about introducing diversity
when changes occur (Cobb [1990], Hu and Eberhart [2002]), it is implicitly as-
sumed that a new optimum is somewhere near the population right before the
environmental change. Moreover, only evaluation information from the last time
step is used. For memory-based strategies, it is assumed that the DFF changes
recurrently, and therefore it is useful to introduce some previous good solutions to
the population right after environmental changes. For strategies of adaptation of
population based on historical evaluation information, only the evaluation infor-
mation from the latest time steps is actually used (Woldesenbet and Yen [2009],
Bui et al. [2012]). Using evaluation information only from the latest one or two
time steps can be problematic as this can potentially prevent the decision maker
from discovering a long-term dynamic of DFF, e.g., a recurrent dynamic with a
period of 10 time steps.
By building an explicit learning model on historical evaluation information,
explicit prediction strategies can hopefully deal with more types of dynamic en-
vironments than implicit prediction strategies. Yet, existing explicit prediction
strategies made their predictions based on the training data consisting of only
best solutions found for each previous time step (Hatzakis and Wallace [2006],
Simo˜es and Costa [2009], Zhou et al. [2013]). Using only best solutions found pre-
viously can be problematic if the best solutions are far from any true optimum,
which is very likely to happen if there is not enough computational resource within
one time step. More importantly, other evaluation information accumulated in
the past is simply discarded, which otherwise can be helpful if an appropriate
learning mechanism is developed.
To summarise different strategies for EAs in EDO to handle environmental
changes, the main weakness of implicit prediction strategies is that an explicit
learning model is lacking, and a lot of historical evaluation information is simply
discarded. The main weakness of explicit prediction strategies is that learning
models are built on the training data consisting of only best solutions found in
the past, which can be problematic if best solutions found in the past are poor
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approximations to any true optimum.
Motivated by the main problems discussed in existing prediction strategies
(i.e., both implicit prediction strategies and explicit prediction strategies) for EAs
to handle environmental changes in DFFs, we propose a new prediction strategy
in this chapter. In contrast to existing prediction strategies, our strategy builds an
explicit learning model on distributions of good solutions over time. The proposed
prediction strategy is used to reinitialize a population in EAs for ROOT problems
whenever the environment changes. By building an explicit learning model on
distributions of good solutions over time rather than best solutions found over
time, it is hoped that our prediction strategy, compared to existing strategies,
can deal with more types of dynamic environments, learn more useful information
from historical evaluation information, and provide relatively accurate predictions
even when there is little computational resource available for each time step. It
should be noted that it is easy to adapt our prediction strategy to other types of
DOPs and even DMOPs as we are focusing on the mechanism of learning from
historical evaluation information. The details of the proposed prediction strategy
for handling environmental changes in ROOT are described in the next section.
6.2 Distribution Prediction in Robust Optimi-
sation Over Time
In this section, the proposed prediction strategy for EAs to handle environmental
changes in ROOT is described in detail. The main idea in our strategy is to
build a time series model on the distributions of good solutions over time. The
predicted distributions made by the trained model are then used to initialise some
individuals at the beginning of each time step. Those individuals sampled from
the predicted distributions are aimed to be a good starting point for EAs when
the DFF changes, especially when there is not enough computational resource
at each time step. In contrast to previous related work in which positions of
optimal solutions are predicted, we predict the distributions of good solutions,
and therefore we term our strategy as Distribution Prediction Strategy (DPS).
There are three steps in DPS, namely estimating distributions of good solutions,
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prediction of distributions of good solutions, and population initialization, which
are described in sequence in the following.
6.2.1 Estimating Distributions of Good Solutions
Without loss of generality, suppose at time step t (1 ≤ t ≤ N), the decision maker
has evaluated ∆e number of solutions, which form the database Dt (Dt = {(x,
ft(x), t)j}, 1 ≤ j ≤ ∆e). We introduce a parameter ρs
1, 0 < ρs ≤ 1, that controls
the proportion of evaluated solutions in database Dt that is used to estimate a
distribution of good solutions at time step t. The distribution of good solutions at
time step t is estimated by fitting a multivariate Gaussian distribution N(mt,Ct)
to Ns (Ns = ∆e∗ρs) solutions selected from Dt, where mt is the mean vector, Ct
is the covariance matrix, and Ns best solutions in terms of fitness ft are selected
from Dt. We assume the covariance matrix Ct to be diagonal in DPS, so that
Ct can be represented as a vector (σ
2
t1, σ
2
t2, ...σ
2
td), where σ
2
ti, 1 ≤ i ≤ d, is the
variance for the ith dimension of the distribution at time step t, and d is the
dimension of x.
The mean mt of the multivariate Gaussian distribution of good solutions at
time step t is estimated as the sample mean:
mt =
1
Ns
Ns∑
j=1
xt(j), (6.1)
where xt(j) is the jth best solution in terms of fitness ft in database Dt.
Since the covariance matrix is assumed to be diagonal, the covariance matrix
Ct can be estimated dimension by dimension. The variance σ
2
ti for the ith (1 ≤
i ≤ d) dimension in Ct is estimated as follows:
σ2ti =
1
Ns − 1
Ns∑
j=1
(xt(j)i −mti)
2, (6.2)
1When maximizing ‘average fitness’ in ROOT, ρs is used. When maximizing ‘survival time’
in ROOT, the proportion of solutions in database Dt used for estimation of a distribution of
good solutions is set to max(ρs, ρv), where ρv is the proportion of solutions in Dt with fitness
no smaller than the fitness threshold V .
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where xt(j)i is the ith dimension of the jth best solution in terms of fitness ft in
database Dt. mti is the ith dimension of the estimated mean mt in Equation 6.1.
We estimate a multivariate Gaussian distribution of good solutions at each
previous time step. As a result, at the beginning of time step t, t ≥ 2, we have a
time series of Gaussian distributions (N(m1,C1), N(m2,C2), ..., N(mt−1,Ct−1)).
6.2.2 Prediction of Distributions of Good Solutions
Given distributions of good solutions for previous time steps, we are interested in
the prediction of distributions of good solutions for future time steps. Essentially,
this is a time series prediction problem, and any suitable time series prediction
technique can be applied given corresponding prior knowledge. We employ the
ensemble model used in OEL developed in Chapter 5 for the time series prediction
task. The reasons are two-fold. Firstly, the ensemble contains three computa-
tionally cheap learners (i.e., AR (Box et al. [1994]), NN (Farmer and Sidorowich
[1987]), and MA (Box et al. [1994])), and therefore the computational time to
train it is much less than other more complex non-linear models. This property
is desirable if not much computational resource is given at a time step. Further-
more, little prior knowledge about the dynamic of distributions of good solutions
is available, and an ensemble may provide more accurate predictions compared
to a single model.
For a time series of Gaussian distributions, there are two ways to build the cor-
responding ensemble. We can build a multivariate time series model by treating
the mean together with the covariance matrix (the diagonal covariance matrix is
reduced to a vector of variances) as a whole vector. Alternatively, for each dimen-
sion of the whole vector, we can build a univariate time series model. Therefore,
with the dimension of x being d, we have 2 ∗ d independent ensemble models.
In our approach, we follow the latter way. The reason is that by treating each
dimension independently in the whole vector, as suggested in (Hatzakis and Wal-
lace [2006]), the prediction error in one dimension cannot propagate to others,
which can hopefully improve the overall prediction accuracy.
Let (y1, y2, ...yL) be a scalar time series of length L. The prediction task of
the ensemble is to predict future values of y: yL+i, i ≥ 1. The prediction made
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by the ensemble is simply the average of the prediction made by each learner in
the ensemble:
yˆL+i =
1
k
k∑
j=1
yˆjL+i, (6.3)
where k is the number of learners in the ensemble, which is 3 in this study. yˆL+i
is the prediction of the ensemble at time step L+ i, and yˆjL+i is the prediction of
the jth learner in the ensemble at time step L+ i.
Each learner in the ensemble is trained independently on the whole training
data. For more details of the learning models (i.e., AR, NN, and MA) used in
the ensemble for predicting a distribution, readers are referred to Appendix .8.
6.2.3 Population Initialization
Assume at the beginning of time step t we have accumulated enough historical
evaluation information, i.e., t > Lmin, where Lmin is the length of time series that
is required to train the ensemble model. We first train an ensemble model for
each dimension of the combined vector of the Gaussian mean and the Gaussian
variances, and the future values of each dimension are predicted. We then use the
predicted Gaussian distributions of good solutions to initialise some individuals
for the initial population at time step t. It should be noted that the predicted
mean or variance can have improper values. Therefore, we need to reset the mean
or variance when they get out of range. Without loss of generality, assuming the
ith (1 ≤ i ≤ d) dimension of x is within the search interval [a, b], the following
resetting rule applies to the ith dimension mˆ(t+j)i of the predicted mean mˆt+j,
j ≥ 0, at time step t+ j:
mˆ(t+j)i =


a, if mˆ(t+j)i < a,
b, if mˆ(t+j)i > b,
mˆ(t+j)i, otherwise.
(6.4)
In other words, we want to make sure the predicted mean is within the search
range for each dimension. Also, the following resetting rule applies to the ith
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dimension σˆ2(t+j)i of the predicted variances Cˆt+j , j ≥ 0, at time step t+ j:
σˆ2(t+j)i =


θvar ∗
b−a
3
, if σˆ2(t+j)i < θvar ∗
b−a
3
,
b−a
3
, if σˆ2(t+j)i >
b−a
3
,
σˆ2(t+j)i, otherwise,
(6.5)
where θvar is a parameter within (0, 1). In our approach, we set θvar to 0.2. The
reason to reset the predicted variance (if out of range) is that we want σˆ2(t+j)i to
be neither too large nor too small. It is very likely to have the ith dimension
of the corresponding sampled individual out of the search interval [a, b] if σˆ2(t+j)i
is too large. On the other hand, if σˆ2(t+j)i is too small, the ith dimension for
most sampled individuals would be within a very small range compared to the
interval [a, b], which might offer no additional exploitation advantage but harm
the exploration ability for the initial population at the beginning of time step t.
Assuming the population size is Psize, we introduce a parameter ρinit, 0 <
ρinit ≤ 1, which controls the proportion of population that is initialised using
samples from the predicted distributions of good solutions. Without loss of gen-
erality, we assume totally Ninit (Ninit = ⌈Psize ∗ ρinit⌉) individuals are initialised
using samples from the predicted Gaussian distributions for the initial population
at the beginning of time step t. The rest Psize − Ninit individuals are uniformly
randomly generated across the search space. Since in ROOT the objective in max-
imizing ‘average fitness’ is different from that in maximizing ‘survival time’, we
describe the corresponding initialisation procedure respectively in the following.
6.2.3.1 Initialization for Maximizing ‘Average Fitness’
The objective in maximizing ‘average fitness’ at time step t is to find a solution
that maximizes the robustness ‘average fitness’ with the predefined time window
T . At the beginning of time step t, we sample some individuals using each
predicted Gaussian distribution N(mˆt+j , Cˆt+j), 0 ≤ j ≤ T − 1, respectively.
Besides, the position of each Gaussian mean is sampled first. It is hoped, in this
way, promising areas in terms of ‘average fitness’ can be located. The initialization
procedure of DPS at the beginning of time step t for maximizing ‘average fitness’
is further summarised in Algorithm 2.
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Algorithm 2 Initialisation Procedure in DPS for Maximizing ‘Average Fitness’
or ‘Survival Time ’ at the Beginning of Time Step t (t > Lmin).
1: INPUT: The population size Psize; the parameter ρinit, i.e., Ninit (Ninit =
⌈Psize ∗ ρinit⌉) individuals are initialised using predicted Gaussian distribu-
tions; The time window T and the predicted Gaussian distributions of good
solutions: N(mˆt+j , Cˆt+j), 0 ≤ j ≤ T − 1, or the fitness threshold V and the
predicted Gaussian distribution N(mˆt, Cˆt).
2: OUTPUT: The initial population Pinitt at time step t.
3: Begin
4: Pinitt ← empty set;
5: for i = 1→ (Psize −Ninit) do
6: Sample x uniformly randomly across the search space;
7: Pinitt ← P
init
t ∪ x ;
8: end for
9: if maximizing ‘average fitness’ then
10: count = 0;
11: for j = 1→ T do
12: Pinitt ← P
init
t ∪ mˆt+j−1;
count = count+ 1;
13: if count == Ninit then
14: Terminate;
15: end if
16: end for
17: while count < Ninit do
18: for j = 1→ T do
19: Sample x ∼ N(mˆt+j−1, Cˆt+j−1);
20: Pinitt ← P
init
t ∪ x;
21: count = count+ 1;
22: if count == Ninit then
23: Terminate;
24: end if
25: end for
26: end while
27: end if
28: if maximizing ‘survival time’ then
29: Pinitt ← P
init
t ∪ mˆt;
30: for i = 2→ Ninit do
31: Sample x ∼ N(mˆt, Cˆt);
32: Pinitt ← P
init
t ∪ x;
33: end for
34: end if
35: Output the initial population Pinitt ;
36: End
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6.2.3.2 Initialization for Maximizing ‘Survival Time’
The objective in maximizing ‘survival time’ at time step t is to find a solution that
maintains its fitness above the predefined threshold V as long as possible. In order
for the solution to have a large ‘survival time’, its fitness for the current fitness
function ft must be no smaller than V . Therefore, we sample individuals only
using the predicted Gaussian distribution for the current time step t: N(mˆt, Cˆt).
Besides, the position of the Gaussian mean mˆt is sampled first. The initialization
procedure of DPS at the beginning of time step t for maximizing ‘survival time’
is further summarised in Algorithm 2.
6.2.4 DPS for ROOT
The objective in ROOT is to find a robust solution within a computational budget
∆e at each time step. We assume that the environmental change is informed to
the decision maker. Without loss of generality, we illustrate in Algorithm 3 how
DPS is incorporated into a population-based ROOT algorithm at time step t.
Note that time step t starts from 1 and increases by 1 every time the DFF
changes. DPS is not used until t is greater than Lmin. When t is not greater than
Lmin, the initial population at each time step is randomly initialised.
Algorithm 3 DPS for ROOT at Time Step t.
1: Begin
2: if t ≤ Lmin then
3: Initialise the population Pinit uniformly randomly across the search space;
4: else
5: Predict future distributions of good solutions using the prediction proce-
dure in DPS; Initialise the population Pinit using the initialisation proce-
dure in DPS;
6: end if
7: Search for a robust solution with the initial population being Pinit; Output
the found robust solution after a certain amount of computational resource
is exhausted.
8: Estimate the distribution of good solutions for time step t: N(mt,Ct);
9: End
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6.3 Experimental Studies
The goal of the experimental studies is to show the effectiveness of our DPS strat-
egy compared to existing strategies on handling environmental changes in ROOT
problems. Particularly, we are interested in the performance, in terms of the
determined solution’s robustness at each time step, of these strategies in different
dynamic environments under different budgets of computational resource. The
budget of computational resource at one time step is measured in the number
of fitness evaluations ∆e. The reason for such an experimental design is that
different dynamics can have a large impact on the learning mechanisms in differ-
ent strategies. Also, how much computational resource is available at each time
step can also influence the way in handling environmental changes. For instance,
if there is enough computational budget to determine a solution at each time
step, a random restart strategy might be as good as, or even better than, other
strategies that try to learn from the past. Also, we would like to demonstrate the
effectiveness of DPS by showing that DPS can strike a better balance between
diversity and convergence in the initial population than existing strategies.
6.3.1 Experimental Settings
6.3.1.1 Test Problems
There are many benchmarks for studying DOPs in EDO (Branke [1999], Morrison
and De Jong [1999], Jin and Sendhoff [2004], Li et al. [2008]). Usually, those
benchmarks are constructed by first defining a baseline fitness function and then
the dynamics for changing the baseline fitness function. One of the most widely
used baseline fitness functions (Branke [1999], Morrison and De Jong [1999],
Nguyen et al. [2012a]), takes a cone-like form as the following:
ft(x) =
i=m
max
i=1
{hit − w
i
t ∗ ||x− c
i
t||2}, (6.6)
where scalars hit, w
i
t, and vector c
i
t, c
i
t = (c
i
1, ..., c
i
d), denote the height, width, and
centre of the ith peak function at time step t. x is a vector of decision variables
with d dimensions, and m denotes the total number of peaks. The baseline
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fitness function in Equation 6.6 is first defined in (Morrison and De Jong [1999]).
In order to represent a majority of benchmarks studied in EDO, the baseline
fitness function in Equation 6.6 is chosen as the first baseline fitness function in
the experimental studies.
By demonstrating that it is difficult, if not impossible, to calculate the absolute
best robustness using existing EDO benchmarks, we have developed two baseline
fitness functions in Chapter 4 that enable the calculation of the absolute best
‘average fitness’ and the absolute best ‘survival time’ respectively. The absolute
best robustness (either ‘average fitness’ or ‘survival time’) in a benchmark is
necessary for evaluating and comparing ROOT methods as it shows the gap
between the absolute best performance and the performance of an algorithm.
Therefore, the two baseline fitness functions developed in Chapter 4 are employed
in the experimental studies. The baseline fitness function for maximizing ‘average
fitness’ is:
ft(x) =
1
d
d∑
j=1
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |} , (6.7)
and the baseline fitness function for maximizing ‘survival time’ is:
ft(x) =
j=d
min
j=1
{
i=m
max
i=1
{hijt − w
ij
t ∗ |xj − c
ij
t |}} , (6.8)
where, in both baseline fitness functions, scalars hijt , w
ij
t , and c
ij
t denote the
height, width, and centre of the ith peak function for the jth dimension at time
step t. x is the decision variables with d dimensions (x = (x1, ..., xd)), and m is
the number of peaks for each dimension.
The 6 different dynamics suggested in the dynamic benchmark generator (Li
et al. [2008]), which have been described in Section 4.2.2, are applied to change
the baseline fitness functions in Equations 6.6, 6.7, and 6.8.
Applying the 6 different dynamics and the rotation technique to the three
baseline fitness functions in Equations 6.6, 6.7, and 6.8, we get 18 different DFFs.
We refer each of them as TPij , i = 1, 2, 3 & j = 1, 2, ..., 6, where TPij represents
the benchmark which is generated by applying the jth dynamic to the ith baseline
fitness function. TP1j, j = 1, 2, ..., 6, are used for maximizing both ‘average
fitness’ and ‘survival time’, while TP2j , j = 1, 2, ..., 6, are used only for maximizing
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‘average fitness’ and TP3j , j = 1, 2, ..., 6, are used only for maximizing ‘survival
time’. For each TPij in this chapter, we generate 200 consecutive fitness functions
as follows. For the first fitness function, we randomly initialize the height and
width in their corresponding ranges and the centre across the solution space. To
generate the next fitness function, we apply the jth dynamic to the current height,
width, and rotation angle. The centre of the next fitness function is obtained by
rotating the centre of the current fitness function using the updated rotation
angle. Whenever the height and width get out of their corresponding ranges,
we reset them to their upper limits (if larger than upper limits) or lower limits
(if lower than lower limits). Note the exceptions that, for the chaotic change,
the centre is updated dimension by dimension using Equation 4.11 rather than
the rotation technique. For the recurrent change and the recurrent with noise
change, the rotation angle θ is fixed to 2pi
P
where P is the period and the centre
is rotated following a fixed direction. A summary of all test problem parameters
are presented in Table 6.1. It should be noted that the reason to set the time
window T to 1 in Table 6.1 is that we would also like to evaluate DPS on TMO
problems other than ROOT problems (TMO problems are equivalent to ROOT
problems when maximizing ‘average fitness’ with the time window T being 1).
6.3.1.2 Performance Measurement
We use the performance measurement defined in Equation 4.18 in Section 4.3.1.3,
and the reason is the same as that explained in Section 4.3.1.3. Given a sequence
of fitness functions (f1, f2, ...fN), the performance measurement is rewritten in
the following for clarity:
PerformanceROOT =
1
N
N∑
i=1
F (xi), (6.9)
where F (xi) is the robustness (either ‘average fitness’ or ‘survival time’) of the
solution xi determined by the algorithm at time step i.
Note that the performance measurement in Equation 6.9 is dependent on
parameter settings, being either T if ‘average fitness’ is considered or V if ‘survival
time’ is investigated. Therefore, in order to compare an algorithm’s ROOT ability
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Table 6.1: Parameter settings of the test problems
number of peaks, m 5
number of dimensions d 2
search range [−25, 25]
height range [30, 70]
width range [1, 13]
angle range [−pi, pi]
heightseverity 5.0
widthseverity 0.5
angleseverity 1.0
initial angle θ 0
γ 0.04
γmax 0.1
chaotic constant A 3.67
period P 12
noiseseverity 0.8
number of dimensions l for rotation 2
time window T 1,3,5
fitness threshold V 40,45,50
comprehensively, results should be reported under different settings of T and V .
6.3.1.3 ROOT Solver
We use the algorithm framework OEL developed in Chapter 5 as the ROOT
solver, which is implemented as follows. Within the framework, the PSO (Clerc
and Kennedy [2002]) is used as the population-based search algorithm. The
swarm population size is 50 (Psize = 50). The constants c1 and c2, which are used
to bias a particle’s attraction to the personal best and the global best, are both
set to 2.05. The constriction factor χ takes a value of 0.729844. The velocity of
particles are constricted within the range [−vmax, vmax]. The value of vmax is set
to the range of the search space, which is 50 in our case. The global surrogate
model in the framework is the RBFN, which is used to approximate a solution’s
previous fitness. In the RBFN, the K-means (MacQueen et al. [1967]) algorithm
is first used to determine the centre of each basis function, where 500 iterations
are executed. The number of basis functions is arbitrarily set to 10. A normalised
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Gaussian radial basis function is used, and a density estimation technique is used
to determine the width for each basis function. Finally, a least square solution is
obtained for the weight of each basis function. Moreover, the learning models in
the ensemble of the framework for predicting a solution’s future fitness are AR,
NN, and MA. The length of time series of a solution’s fitness over time is set to
20. The embedding size for the time series in AR is set to 4 (i.e., the order of
AR is 4). The coefficients of AR are determined using the least square technique.
The embedding size for the time series in NN is 4, and the size of neighbourhood
in NN is 3. For MA, the average of the latest 3 data points in the time series is
used to give the prediction for future data points. For more information about
the algorithm framework OEL, readers are referred to Chapter 5.
It should be noted that if we are dealing with ‘average fitness’ and the time
window T is set to 1, i.e., we are essentially solving TMO problems, there is
no need to predict a solution’s future fitness. In other words, when TMO, the
algorithm framework OEL developed in Chapter 5 at a time step is essentially a
population-based search algorithm, which is the PSO (Clerc and Kennedy [2002])
in our implementation.
6.3.1.4 Strategies in Comparison
DPS proposed in this chapter is compared with four representative strategies
from the literature for handling environmental changes in DFFs, i.e., generating
a new population when a change occurs. The first strategy is called Random
Restart Strategy (RRS), in which the whole population is reinitialised uniformly
randomly across the solution space when a change occurs.
The second strategy is about introducing diversity to the population when
a change occurs (Hu and Eberhart [2002]). Basically, when a change occurs,
we initialize a new population by randomly copying half of the population right
before the change and generating the other half uniformly randomly across the
solution space. We name this strategy Last Population Strategy (LPS) as only
evaluation information from the last time step is used. Similar strategies can also
be found in (Yang and Li [2010], Jin et al. [2012]).
Compared to the second strategy, the third strategy learns more information
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from historical evaluation information as best solutions found in previous time
steps other than only the last time step are introduced to the population when
a change occurs. More specifically, when a change occurs, half of the population
is randomly reinitialised; 10% of the population is copied from best solutions
found for each previous time step starting from the last time step backwards (one
best solution for one time step); and the rest 40% is randomly sampled from the
population right before the change. If not enough previous best solutions have
been stored, the slots will be assigned to individuals randomly copied from the
population right before the change. Since we transfer best solutions found at
previous time steps into the initial population, we call the third strategy Memory
Strategy (MS). Similar memory strategies can also be found in (Branke [1999],
Yang et al. [2010]).
The second and the third strategies can be considered as implicit prediction
strategies as no explicit learning model is employed to learn from the past. The
fourth strategy (Hatzakis and Wallace [2006]) investigated belongs to explicit
prediction strategies as the time series data consisting of best solutions found for
each previous time step is used to train an explicit learning model1 to predict
new optimal solutions when the environment changes. The predicted optimal
solutions2 are copied into the initial population for the new time step. Half of
the initial population is uniformly randomly generated, and the rest except for
the predicted optimal solutions is randomly copied from the population right
before the change. Since only the positions of optimal solutions are predicted, we
name this strategy Optimum Prediction Strategy (OPS). The strategy in (Zhou
et al. [2013]) also predicts the positions of optimal solutions, i.e., the Pareto front
solutions, except that it is used for DMOPs.
As for the settings of DPS, we use the estimated Gaussian means and variances
from the latest 20 time steps to train the ensemble model, i.e., Lmin = 20. The
settings of the ensemble is the same as that in the ROOT solver (i.e., the algorithm
framework OEL developed in Chapter 5), described previously in this section. ρs
and ρinit in DPS take the values of 0.2 and 0.5 respectively. For all the strategies
1The same AR model is used as the AR model in the ROOT solver.
2When maximizing ‘average fitness’, T , i.e., the time window size, number of future optimal
solutions are predicted (here, we assume that T is smaller than half of the population size Psize.),
while only one future optimal solution is predicted when maximizing ‘survival time’.
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in comparison, once the DFF changes, the personal best and the global best in
memories of particles in the population are erased, and the velocity of all particles
are reinitialised randomly in the interval [−vmax, vmax].
6.3.2 Simulation Results
All the results reported below are from time step 21 to 100 as the length of time
series of distributions of good solutions in DPS is set to 20 (i.e., Lmin = 20). 30
independent runs are conducted. Also, the maximal ‘survival time’ of a solution is
set to 10 as some solution’s ‘survival time’ can be infinity in certain benchmarks.
Results with a ‘+’ or ‘-’ in Tables 6.2 and 6.3 are significantly better or worse
than those of DPS at the 0.05 significance level using the Wilcoxon rank sum
test.
6.3.2.1 Results for Maximizing ‘Average Fitness’
The results for maximizing ‘average fitness’ using different dynamic handling
strategies are presented in Table 6.2. We can see that DPS is generally sig-
nificantly better than RRS under different dynamics when there is not enough
computational time to converge to optimal solutions at each time step (i.e., ∆e
is small). This demonstrates that an initial population produced by DPS at the
beginning of a time step is better than a randomly initialised one. When ∆e is
large, there is enough time for a randomly initialised population to converge to a
good solution. In other words, an initial population produced by DPS offers no
advantage over a randomly generated one in terms of converging to a good solu-
tion (DPS performs comparably to RRS with a worse performance on TP25). We
also note that when a DFF changes entirely at random (i.e., for the test problems
TP13 and TP23), DPS performs slightly worse than RRS as the learning in DPS
is simply fitting noise in such a DFF.
Compared to other strategies (i.e., LPS, MS, and OPS) which learn from the
past, the performance of DPS is significantly better in many cases under different
settings of ∆e and different dynamics. This is because DPS strikes a better
balance between the diversity and the convergence of the initial population. The
better balance of DPS will be demonstrated later in this chapter. The reason
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why a better balance between the diversity and the convergence of an initial
population leads to better performance is as follows. For any dynamic of DFF,
when ∆e is small, an initial population with a better performance has a higher
chance in converging to a good solution. In other words, the convergence of an
initial population dominates the performance of the final solution determined at
a time step. On the other hand, when ∆e is large, the convergence of an initial
population may prevent the population from exploring other promising regions.
In other words, the diversity of an initial population plays a more important role
when ∆e is large since the search algorithm has enough time to converge to a
good solution at a time step.
The reason why DPS strikes a better balance between the diversity and the
convergence of an initial population is due to the following aspects. Firstly, DPS
employs an explicit learning model so that the prediction in DPS can be relatively
accurate for a range of dynamics, while implicit learning models, e.g., in LPS and
MS, may only be effective for certain dynamics of DFF. The second aspect is that
DPS builds a learning model on time series of distributions of good solutions, in
comparison to time series of best solutions found over time. Time series models
built on distributions of good solutions may be more accurate or stable than on
best solutions found previously as best solutions found previously can be bad
approximations of true optimal solutions especially when ∆e is small. The third
aspect may be due to the fact that DPS initialises a population that is partly ran-
domly generated and partly generated according to the predicted distributions of
good solutions, while in other strategies the initial population is partly generated
by copying some individuals from the population right before the environmental
change. In cases where the environmental change is so severe that good solutions
for the last environment perform badly for the current environment, inheriting
some good solutions from the last environment might offer little help in finding
good solutions for the current environment.
We also note that in some cases the performance of LPS, MS, or OPS is
comparable to or even better than DPS. This happens mostly when T = 3 or
T = 5. This may due to the fact that DPS predicts distributions of good solutions
in terms of fitness at each time step rather than a solution’s actual ‘average
fitness’. Currently, DPS tries to initialize good solutions in terms of ‘average
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fitness’ by sampling some individuals using each predicted distribution of good
solutions in terms of fitness, and this may not be a good approximation in some
cases.
6.3.2.2 Results for Maximizing ‘Survival Time’
The results for maximizing ‘survival time’ using different dynamic handling strate-
gies are presented in Table 6.3. DPS significantly outperforms other strategies
mostly in cases when ∆e is small. The better performance of DPS is primarily
due to the better convergence of an initial population produced by DPS as the
convergence plays a more important role than diversity when ∆e is small.
In other cases, the difference between the performance of DPS and those of
other strategies is insignificant. The reasons for this may be the following. Firstly,
when maximizing ‘survival time’, DPS tries to predict a distribution of solutions
with fitness no smaller than the fitness threshold V for the current environment.
As most times V is a relatively high threshold, a search algorithm may have
found only a few solutions with fitness no smaller than V at each previous time
step. Therefore, the data used to estimate a distribution of solutions with fitness
no smaller than V at each previous time step is sparse, and thus the estimated
distribution is inaccurate. As a result, the prediction of DPS is inaccurate. Sec-
ondly, DPS predicts a distribution of solutions with fitness no smaller than the
fitness threshold V , which is not exactly a distribution of solutions with good
‘survival time’. In other words, the predicted distribution given by DPS may not
be strongly correlated with the distribution of solutions with good ‘survival time’.
Finally, even though in some cases DPS gives a relatively accurate prediction and
the predicted distribution is strongly correlated with the distribution of solutions
with good ‘survival time’, this might be offset by the relatively unsatisfactory per-
formance, demonstrated in Chapter 5, of the ROOT solver itself in maximizing
‘survival time’.
6.3.2.3 Balance of Diversity and Convergence
Assuming an initial population Pinit of size Psize is generated by one of the dy-
namic handling strategies (i.e., RRS, LPS, MS, OPS, or DPS), we use the Solow-
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Table 6.2: The averaged performance measure using Equation 6.9 of different
strategies over 30 runs when maximizing ‘average fitness’ with different settings
of the time window T and the computational budget ∆e.
Test
Problem
∆e
RRS LPS MS OPS DPS
T=1 T=3 T=5 T=1 T=3 T=5 T=1 T=3 T=5 T=1 T=3 T=5 T=1 T=3 T=5
TP11
200 65.26 46.77- 43.94- 65.07- 46.81- 44.01- 65.25 46.87- 44.04- 65.16- 46.96- 44.06- 65.29 47.17 44.30
400 66.17- 47.44- 44.45 66.16- 47.44- 44.46 66.19 47.47 44.48 66.17- 47.54 44.48 66.23 47.68 44.45
800 66.86 47.40 44.49 66.86 47.06- 44.36- 66.92 47.30- 44.31- 66.87 47.21- 44.42 66.88 47.57 44.63
1600 67.17 46.67- 44.06 67.12 46.53- 43.96- 67.18 46.37- 43.96- 67.14 46.48- 44.19 67.14 47.10 44.27
3200 67.20 46.38 43.93 67.16 46.33- 43.61- 67.20 46.24- 43.64- 67.17 46.24- 43.91 67.19 46.60 44.01
TP21
200 59.15- 50.65- 48.91- 59.05- 50.71- 48.96- 59.19- 50.82- 48.93- 59.03- 50.70- 48.98 59.36 50.96 49.08
400 60.51 51.16- 49.24 60.45- 51.25 49.19 60.51 51.28 49.19- 60.47- 51.36 49.26 60.54 51.30 49.29
800 61.40 51.52 49.42 61.37- 51.49 49.35- 61.41 51.49 49.36- 61.39- 51.53 49.38- 61.45 51.53 49.47
1600 61.88 51.50 49.44 61.86- 51.56 49.47+ 61.84- 51.54 49.42 61.83- 51.52 49.35 61.89 51.54 49.39
3200 61.97 51.52- 49.33 61.93- 51.47- 49.31 61.97 51.49- 49.24- 61.95- 51.47- 49.27 61.99 51.61 49.34
TP12
200 51.05- 21.51- 17.68- 51.00- 21.56- 17.45- 52.20- 22.38- 17.99 51.17- 22.07- 17.57- 53.56 23.04 18.21
400 57.61- 24.19 19.32 57.95- 24.11 19.10 58.02- 24.50 19.23 57.85- 24.21 19.21 58.32 24.37 19.34
800 61.79- 25.49 19.88 61.85- 25.52 19.67 61.93 25.61 19.96 61.81- 25.48 19.89 62.01 25.52 19.98
1600 63.62- 25.86 20.19 63.65- 25.73 20.09 63.67 25.65 20.24 63.65 25.96 20.17 63.74 25.77 20.32
3200 63.97 25.89+ 20.15 64.05 25.77 20.05 64.04 25.43 20.11 64.00 25.78 20.12 64.04 25.60 20.05
TP22
200 59.20- 36.87- 33.42 59.02- 36.57- 33.56 59.17- 36.84- 33.23- 58.97- 36.83- 33.55 59.39 37.21 33.76
400 61.97 37.58- 34.12 61.84- 37.82 34.20 61.94- 37.82 33.98 61.97 37.81 34.03 62.05 37.90 34.26
800 63.95 38.23- 34.15 63.89 38.39 34.27 63.94 38.66 34.19 63.90 38.26 34.20 63.94 38.57 34.20
1600 64.86 38.51 33.91 64.82 38.48 33.93 64.82 38.35 33.96 64.88 38.57 33.90 64.85 38.51 33.80
3200 65.11 38.27 33.92 65.12 38.34 33.71 65.13 38.50 33.79 65.11 38.40 33.98 65.13 38.47 33.84
TP13
200 58.82 30.08+ 24.56 58.22- 29.74 24.43 58.55 30.03 24.53 58.36- 29.67 24.58 58.62 29.80 24.52
400 60.81+ 30.57 24.95 60.44 30.34 24.83 60.52 30.34 24.94 60.40 30.47 24.81 60.55 30.45 24.76
800 62.24+ 31.09 24.90 62.01 30.86 24.81 62.11 31.10 25.00+ 61.96 30.83 24.89 61.98 31.08 24.67
1600 62.85 31.24 24.46 62.77 31.07- 24.53 62.84 31.17 24.61 62.61 31.22 24.53 62.70 31.39 24.48
3200 63.10+ 31.38 24.24 62.69 31.08 24.25 62.96 31.15 24.45 62.89 30.95- 24.48 62.83 31.27 24.29
TP23
200 59.77 43.89 40.65 59.58- 43.67 40.54 59.75 43.80 40.58 59.57- 43.65 40.75 59.79 43.78 40.70
400 61.21 44.20 40.91 61.06- 44.06- 40.65- 61.20 44.11 40.86 61.09- 44.02- 40.84 61.21 44.28 40.93
800 62.18 44.48 41.02 62.10- 44.44 41.01 62.16 44.37 40.99 62.12 44.37 40.94 62.19 44.46 41.00
1600 62.65 44.36 40.93 62.57 44.34 40.95 62.59 44.36 40.89 62.57 44.33 40.86 62.63 44.37 40.93
3200 62.74 44.51 40.94 62.74- 44.37 40.86 62.70- 44.39 40.87 62.68- 44.43 40.98 62.79 44.46 41.00
TP14
200 52.92- 7.09- -0.07- 51.94- 7.30- 0.25- 52.98- 7.51- 0.63 52.32- 7.93- 0.70 55.28 8.79 1.11
400 59.33- 10.77- 1.84- 59.19- 11.06- 2.20 59.32- 10.79- 2.25 59.13- 11.09- 2.58 59.92 11.64 2.55
800 62.88- 12.71 3.61 62.79- 12.41 2.82- 62.92- 12.59 3.02 62.79- 12.46- 2.99 63.09 12.94 3.50
1600 64.29- 13.06 3.67 64.27- 12.75 3.10- 64.30- 12.90 3.31 64.35 12.83 2.94- 64.42 12.71 3.71
3200 64.67- 12.85 3.40 64.66- 12.81 2.94 64.71 12.64 3.28 64.65- 12.87 3.26 64.79 13.05 3.50
TP24
200 58.96- 41.45 37.86 58.75- 41.43 38.77+ 59.05- 41.95 38.44 58.87- 41.99 38.50 59.40 41.71 38.10
400 61.32- 43.05- 39.90- 61.41 44.00+ 41.10+ 61.40 44.03+ 41.16+ 61.46 44.17+ 40.73 61.46 43.62 40.57
800 63.20 44.86- 42.34 63.17 44.99 42.70 63.22 45.09 42.42 63.14 45.24 42.63 63.19 45.16 42.61
1600 64.25 45.13 42.00 64.20- 45.06 42.24 64.23 45.10 41.99 64.17- 45.06 42.22 64.23 45.11 42.16
3200 64.56 44.86- 41.84 64.50- 44.96 41.92 64.53 45.05 41.95 64.51- 44.97- 42.03 64.56 45.31 42.20
TP15
200 61.00- 31.09- 16.21- 61.14- 30.61- 15.45- 61.08- 30.83- 15.41- 61.27- 31.22- 16.03- 61.83 32.74 17.83
400 63.31- 33.02- 17.03- 63.49- 33.68- 17.47- 63.54- 33.72- 17.18- 63.57 33.74 17.96 63.67 34.12 18.41
800 64.83- 34.62- 17.04- 65.06 34.95- 17.79 64.97- 35.16 17.49- 65.06 34.98- 17.74 65.10 35.40 18.23
1600 65.59- 35.08 16.96- 65.72- 35.43 17.22- 65.69- 35.45 17.35 65.70- 35.59 17.18- 65.84 35.44 17.71
3200 65.82- 35.02- 17.42 65.93- 35.55 17.70 65.91- 35.64 17.57 65.86- 35.50 17.64 66.02 35.45 17.77
TP25
200 59.22- 43.10 35.19 59.16- 43.06- 35.09 59.29 42.92- 34.81 59.20- 42.87- 34.86 59.37 43.30 35.06
400 60.67 43.85 36.17 60.67- 43.98 36.47 60.70 43.85 36.34 60.67 43.74 36.64+ 60.73 43.87 36.22
800 61.63+ 44.98 38.01 61.59 45.06 38.81+ 61.62+ 44.89 38.57 61.51 45.10 38.58 61.54 44.88 38.23
1600 62.15+ 45.97+ 39.52 62.05 45.85 39.77 62.11 45.93 39.90 62.05 45.90 39.49 62.08 45.68 39.50
3200 62.29 46.40+ 40.22+ 62.19- 46.13 39.78 62.28 46.05 39.90 62.22 46.30+ 39.81 62.27 45.93 39.65
TP16
200 57.02- 48.29- 44.20- 57.01- 48.24- 44.61- 57.28- 48.77- 45.02- 57.26- 49.05- 45.80 57.94 49.78 46.02
400 59.14- 49.91- 45.23- 59.24- 50.03- 44.98- 59.30- 50.07- 45.24- 59.25- 50.11- 45.79 59.46 50.45 45.69
800 60.48- 50.94 46.10- 60.56- 51.27+ 46.54 60.56- 51.18+ 46.52 60.56- 51.19+ 46.44 60.63 50.94 46.49
1600 61.13 51.92 47.70 61.12- 51.98 48.71+ 61.08- 51.87 48.01 61.09- 51.89 48.55+ 61.17 51.87 47.92
3200 61.24 51.86 47.94 61.21- 51.84 48.09 61.20- 51.83 47.99 61.20- 51.73 48.19 61.27 51.87 47.72
TP26
200 63.19- 51.63 47.33- 63.20- 51.54- 47.27- 63.21- 51.61 47.47- 63.24- 51.68 47.60- 63.53 51.72 47.92
400 64.49- 51.97 47.78- 64.45- 51.92 47.66- 64.44- 51.94 47.80- 64.49- 51.92 48.03 64.56 52.02 48.07
800 65.33 52.12 47.87- 65.26- 52.05 48.02- 65.29- 52.10 47.94- 65.27- 52.15 48.02- 65.32 52.15 48.24
1600 65.72 52.25 47.97 65.67- 52.14- 47.71- 65.68- 52.30 47.76 65.68- 52.21 47.91 65.73 52.33 48.02
3200 65.84 52.27 47.95 65.80- 52.21- 47.74 65.83 52.11- 47.81 65.79- 52.31 48.02 65.86 52.39 47.90
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Table 6.3: The averaged performance measure using Equation 6.9 of different
dynamic handling strategies over 30 runs when maximizing ‘survival time’ with
different settings of the fitness threshold V and the computational budget ∆e.
Test
Problem
∆e
RRS LPS MS OPS DPS
V=40 V=45 V=50 V=40 V=45 V=50 V=40 V=45 V=50 V=40 V=45 V=50 V=40 V=45 V=50
TP11
200 2.79 2.13 1.61 2.84 2.15 1.58 2.74- 2.13 1.55- 2.77 2.10- 1.59 2.88 2.20 1.61
400 2.88- 2.20- 1.61 2.94 2.24 1.59 2.92 2.28 1.58 2.97 2.22- 1.62 2.99 2.29 1.61
800 3.03 2.19- 1.62 3.02 2.21 1.66+ 2.98- 2.22 1.62 2.95- 2.21 1.58 3.08 2.28 1.58
1600 2.88- 2.16 1.62 2.94 2.18 1.57 2.96 2.17 1.57- 2.92 2.17 1.63 3.00 2.21 1.62
3200 2.85 2.16 1.61 2.86 2.14 1.57 2.80- 2.15 1.57 2.75- 2.16 1.58 2.91 2.20 1.62
TP21
200 2.82 2.03 1.12- 2.83 2.01 1.12- 2.78 2.04 1.10- 2.80 2.09 1.12- 2.80 2.09 1.18
400 2.83 2.10 1.23- 2.90 2.12 1.22- 2.87 2.18 1.23 2.89 2.16 1.20- 2.86 2.15 1.27
800 2.84 2.27 1.27 2.89 2.25 1.27 2.84 2.24 1.26 2.85 2.28 1.28 2.79 2.27 1.28
1600 2.76 2.30 1.27 2.71 2.31 1.28 2.83+ 2.33 1.26 2.80+ 2.34 1.26 2.73 2.30 1.27
3200 2.73 2.32 1.23 2.69 2.23 1.23 2.72 2.26 1.23 2.77 2.28 1.23 2.72 2.27 1.24
TP12
200 1.02- 0.82- 0.62- 1.03- 0.82- 0.61- 1.08- 0.87- 0.65- 1.02- 0.83- 0.60- 1.13 0.93 0.70
400 1.18- 1.05- 0.84- 1.19- 1.06 0.84- 1.22 1.09 0.86 1.21 1.06 0.85 1.22 1.09 0.87
800 1.25- 1.15 0.98- 1.27 1.16 0.98- 1.28 1.19 0.99 1.27 1.18 1.00 1.28 1.17 1.00
1600 1.28 1.19- 1.05 1.29 1.20 1.05 1.29 1.21 1.05 1.29 1.20 1.06 1.30 1.21 1.05
3200 1.30 1.20 1.06- 1.31 1.21 1.07 1.32 1.23 1.07 1.31 1.20- 1.07 1.31 1.22 1.08
TP22
200 1.08 0.94 0.80 1.08 0.93 0.77- 1.08 0.92- 0.80 1.11 0.92 0.76- 1.09 0.95 0.79
400 1.12 1.00 0.90 1.11 1.01 0.89 1.12 1.00 0.90 1.12 1.00 0.89 1.12 1.00 0.90
800 1.12 1.02 0.93 1.12 1.02 0.93 1.11 1.03 0.93 1.12 1.02 0.93 1.11 1.02 0.93
1600 1.12 1.01 0.95 1.13 1.02 0.95 1.12 1.02 0.95 1.14 1.01 0.95 1.12 1.01 0.95
3200 1.12 1.01 0.95 1.13 1.02 0.95 1.12 1.02 0.94 1.12 1.02 0.95 1.12 1.01 0.95
TP13
200 1.20 1.06 0.91 1.18 1.02- 0.90 1.21 1.05 0.91 1.21 1.04 0.90 1.18 1.04 0.91
400 1.23 1.09 1.00 1.23 1.09 0.98 1.22 1.09 0.98 1.23 1.08 0.97- 1.23 1.09 0.99
800 1.23 1.13 1.02 1.22 1.12 1.00- 1.23 1.11- 1.00 1.22 1.10 1.01 1.23 1.12 1.01
1600 1.23 1.12 1.02 1.23 1.11 1.01 1.21- 1.12 1.02 1.22 1.12 1.01 1.24 1.12 1.02
3200 1.24 1.12 1.02 1.21 1.11- 1.01 1.24 1.11- 1.02 1.22 1.12- 1.01 1.22 1.14 1.02
TP23
200 1.31 1.15 0.92 1.30 1.15 0.91 1.30 1.16 0.92 1.29 1.15 0.91 1.30 1.16 0.91
400 1.32 1.17 0.97 1.32 1.15 0.97 1.31 1.16 0.96 1.31 1.17 0.97 1.31 1.17 0.97
800 1.31 1.18 0.98 1.32 1.17 0.99 1.30 1.17 0.99 1.33 1.16 0.98 1.32 1.17 0.99
1600 1.34 1.18 0.99 1.32 1.16- 0.99 1.32 1.16- 1.00 1.32 1.18 0.98 1.33 1.19 0.98
3200 1.33 1.18 1.00 1.34 1.17 0.98- 1.35 1.16- 1.00 1.33 1.18 0.99 1.32 1.18 1.00
TP14
200 0.98- 0.90- 0.72- 0.96- 0.86- 0.65- 0.98- 0.90- 0.73- 0.97- 0.87- 0.67- 1.02 0.97 0.85
400 1.02- 1.00- 0.99- 1.03- 1.00 0.98- 1.03 1.00 0.99 1.03 1.00- 0.98- 1.04 1.01 0.99
800 1.03 1.01 1.00 1.05 1.00 1.00- 1.04 1.01 1.00 1.04 1.00 1.00 1.04 1.01 1.00
1600 1.02- 1.00 1.00 1.04 1.01 1.00 1.04 1.01 1.00- 1.04 1.01 1.00 1.04 1.01 1.00
3200 1.03 1.01 1.00 1.03 1.01 1.00 1.04 1.01 1.00 1.04 1.01 1.00- 1.04 1.01 1.00
TP24
200 1.23- 1.14 0.99- 1.27 1.12 0.99- 1.26 1.12 1.00 1.25 1.13 0.99- 1.27 1.14 1.01
400 1.30- 1.14- 1.06 1.34 1.14- 1.06 1.36 1.18+ 1.08+ 1.34 1.16 1.06 1.33 1.16 1.07
800 1.36 1.16- 1.08 1.38 1.19 1.09 1.39 1.21+ 1.09 1.40 1.19 1.08 1.37 1.18 1.09
1600 1.37 1.18 1.09 1.41 1.20 1.09 1.42 1.22 1.10 1.42 1.20 1.08 1.39 1.20 1.09
3200 1.37- 1.18 1.09 1.42 1.20 1.10 1.40- 1.19 1.11+ 1.40- 1.21 1.09 1.44 1.20 1.09
TP15
200 2.32 2.03 1.56 2.31 2.04 1.57 2.32 2.04 1.51- 2.31 2.02 1.55 2.35 2.06 1.56
400 2.31 2.07 1.59 2.31 2.06 1.62 2.32 2.05 1.60 2.31 2.07 1.60 2.32 2.06 1.60
800 2.30 2.12+ 1.64 2.30- 2.06 1.64 2.31 2.09+ 1.64 2.30 2.05 1.64 2.32 2.04 1.63
1600 2.32 2.08 1.63 2.32 2.06 1.63 2.30 2.06 1.60 2.31 2.06 1.60 2.32 2.04 1.62
3200 2.27 2.03 1.58 2.29 2.07 1.58 2.27 2.03 1.55- 2.27 2.04 1.58 2.27 2.04 1.60
TP25
200 1.31 0.98 0.86- 1.32 0.99 0.88 1.31 0.99 0.87 1.32 0.97 0.87- 1.30 0.98 0.88
400 1.34 0.99 0.92 1.34 0.99 0.92 1.36 0.98 0.92 1.36 0.98- 0.92 1.36 0.99 0.93
800 1.33 0.96 0.93 1.35 0.97 0.92 1.36 0.97 0.92 1.35 0.97 0.93 1.33 0.96 0.93
1600 1.36 0.96 0.92 1.34 0.96 0.92 1.37 0.98+ 0.93 1.34 0.96 0.93 1.35 0.95 0.92
3200 1.37 0.96 0.92 1.36 0.99 0.92 1.38 1.01+ 0.93 1.38 0.99 0.92 1.35 0.98 0.93
TP16
200 2.67 2.16- 1.60- 2.66 2.14- 1.62- 2.66- 2.20- 1.68- 2.68 2.25 1.69- 2.75 2.31 1.80
400 2.81- 2.30- 1.85- 2.81- 2.35 1.92- 2.83- 2.31 1.93 2.84- 2.33 1.93 2.96 2.36 1.95
800 3.08 2.41 1.94 3.09 2.45 1.98 3.07 2.47+ 1.98 3.04- 2.42 1.95 3.11 2.41 1.97
1600 3.10 2.54- 1.92 3.13 2.61 1.93 3.11 2.58 1.93 3.15 2.59 1.92 3.09 2.62 1.94
3200 3.22 2.67- 1.93 3.20 2.74 1.93 3.19 2.74 1.92 3.23 2.74 1.92 3.24 2.74 1.94
TP26
200 2.53 1.99+ 1.40 2.51 1.95 1.38- 2.57 1.95 1.36- 2.56 1.93 1.40 2.54 1.94 1.41
400 2.59 1.98 1.46 2.55 1.96 1.46 2.56 1.98 1.44 2.60 1.95 1.45 2.62 1.99 1.46
800 2.62 2.05 1.50 2.67 2.03 1.51 2.60 2.01 1.50 2.61 2.05 1.50 2.61 2.06 1.51
1600 2.60 2.03- 1.55 2.59 2.09 1.55 2.63 2.08 1.55 2.58 2.07 1.54 2.65 2.12 1.53
3200 2.63 2.06 1.52 2.62 2.03 1.56+ 2.59 2.07 1.54 2.62 2.01 1.54 2.59 2.07 1.52
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(f) Fitness threshold V = 50
Figure 6.1: The averaged diversity and convergence of the initial population
produced by each dynamic handling strategy at the beginning of a time step on
TP14. Each data point in the figure is the average over 30 runs and over time step
21 to 100. For each dynamic handling strategy, we plot a data point for every
setting of ∆e with bigger size for larger ∆e.
Polasky measure (Solow and Polasky [1994]) to quantify the diversity of Pinit. The
Solow-Polasky measure outputs a real number in the interval [1, Psize], which can
be interpreted as the number of different species in the population. The Solow-
Polasky measure is defined as:
Div(Pinit) = e ∗M−1 ∗ eT , (6.10)
where e is a row vector (1, 1, ..., 1) of length Psize, and e
T is the transpose of e.
M−1 is the inverse1 of the Psize ∗ Psize square matrix M. The element mij at the
ith row and the jth column of M is:
mij = exp(−θ ∗ d(P
init[i],Pinit[j])), ∀1 ≤ i, j ≤ Psize, (6.11)
1In case M is singular, the Moore-Penrose pseudoinverse is used.
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where d(Pinit[i],Pinit[j]) is a distance measure between the ith individual and the
jth individual in Pinit. In DPS, the distance measure is the Euclidean distance.
θ normalises the relationship between the distance measure and the number of
different species and is set to 1.0.
The convergence of Pinit is defined as the average performance of individuals
in Pinit:
Con(Pinit) =
1
Psize
Psize∑
i=1
F (Pinit[i]), (6.12)
where F (Pinit[i]) denotes the ‘average fitness’ or the ‘survival time’ of the ith
individual Pinit[i] in population Pinit.
We present the diversity and convergence results on TP14 in Figure 6.1. From
Figure 6.1, we can see that DPS generally strikes a better blance between the
diversity and the convergence for maximizing ‘average fitness’ or ‘survival time’.
To be more specific, when ∆e is small, DPS maintains a high convergence without
too much loss of diversity, compared to other strategies. As discussed before, high
convergence is beneficial for a population to find a good solution within a small
computational time. On the other hand, when ∆e is large, DPS maintains not
only a high convergence but also a high diversity compared to other strategies
that learn from the last (i.e., LPS, MS, and OPS). Also, the convergence produced
by DPS is much better than that produced by RRS without too much loss in the
diversity. Similar results with regard to the diversity and convergence of the
initial population produced by different strategies can be observed on other test
problems.
6.3.3 More Discussions on DPS
In this subsection, we investigate the influence of the time series prediction model
in DPS and the settings of some important parameters in DPS.
6.3.3.1 Influence of the Time Series Prediction Model in DPS
The results of maximizing ‘average fitness’ and ‘survival time’ using DPS with
different time series prediction models are presented in Tables 6.4 and 6.5 re-
spectively. Three other types of time series prediction models are investigated:
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Table 6.4: The averaged performance measure using Equation 6.9 obtained by
DPS with different time series prediction models over 30 runs when maximizing
‘average fitness’ with different settings of the time window T and the computa-
tional budget ∆e.
Test
Problem
∆e
DPS(AR) DPS(MA) DPS(NN) DPS(Ensemble)
T=1 T=3 T=5 T=1 T=3 T=5 T=1 T=3 T=5 T=1 T=3 T=5
TP14
200 55.55+ 8.19 0.42 53.60- 8.48 0.49 55.86+ 8.39 0.83 55.28 8.79 1.11
400 59.92 11.50 2.63 59.53- 10.99- 2.52 60.22+ 11.06- 2.31 59.92 11.64 2.55
800 63.05 12.83 3.27 62.82- 12.17- 3.08 63.06 12.75 3.33 63.09 12.94 3.50
1600 64.41 12.88 3.58 64.30- 12.60 3.12- 64.44 13.24+ 3.27 64.42 12.71 3.71
3200 64.71 12.91 3.54 64.67- 12.74 3.27 64.72 12.94 3.56 64.79 13.05 3.50
Table 6.5: The averaged performance measure using Equation 6.9 obtained by
DPS with different time series prediction models over 30 runs when maximizing
‘survival time’ with different settings of the fitness threshold V and the compu-
tational budget ∆e.
Test
Problem
∆e
DPS(AR) DPS(MA) DPS(NN) DPS(Ensemble)
V=40 V=45 V=50 V=40 V=45 V=50 V=40 V=45 V=50 V=40 V=45 V=50
TP14
200 1.01 0.97 0.85 0.99- 0.92- 0.74- 1.01- 0.98+ 0.88+ 1.02 0.97 0.85
400 1.03 1.00 0.99 1.03 1.01 0.98- 1.03 1.01 1.00+ 1.04 1.01 0.99
800 1.05 1.01 1.00 1.04 1.00 1.00 1.04 1.01 1.00 1.04 1.01 1.00
1600 1.04 1.01 1.00 1.04 1.01 1.00- 1.04 1.01 1.00 1.04 1.01 1.00
3200 1.04 1.01 1.00 1.04 1.01 1.00 1.04 1.01 1.00 1.04 1.01 1.00
AR, NN, and MA, the results of which are denoted as DPS(AR), DPS(NN), and
DPS(MA) respectively. The original DPS is denoted as DPS(Ensemble) for clar-
ity. Results with a ‘+’ or ‘-’ in Tables 6.4 and 6.5 are significantly better or worse
than those of DPS(Ensemble) at the 0.05 significance level using the Wilcoxon
rank sum test. From Tables 6.4 and 6.5, we can see that DPS(Ensemble) per-
forms better than DPS(MA) and slightly worse than DPS(NN) (This is because
the NN model is more appropriate for a chaotic dynamic than AR and MA in the
ensemble). For other test problems, in general, the time series prediction models
have some impact on the performance of DPS, and DPS(Ensemble) achieves the
best performance most times.
6.3.3.2 Influence of the Parameter ρs
We fix the setting of ρinit (ρinit = 0.5) and vary the setting of ρs (ρs ∈ {0.1,
0.3, 0.5, 0.7, 0.9}) in DPS. From Figure 6.2, we can see that a smaller value of ρs
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gives a better performance when ∆e is small (∆e = 200). When ∆e is getting
larger, the impact of ρs on the performance of DPS becomes negligible. The
reason is that when ∆e is small all evaluated solutions within a time step tend to
spread uniformly across the solution space, and a smaller value of ρs is therefore
better in terms of estimating a distribution of good solutions. On the other hand,
when ∆e is large, evaluated solutions are biased to promising areas, and therefore
different settings of ρs result in more or less the same estimated distribution of
good solutions. Similar phenomenon can be observed on other test problems
when maximizing either ‘average fitness’ or ‘survival time’.
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Figure 6.2: The averaged performance measure using Equation 6.9 obtained by
DPS with different settings of ρs and ∆e over 30 runs when maximizing ‘average
fitness’ with the time window T = 1 on TP14.
6.3.3.3 Influence of the Parameter ρinit
We fix the setting of ρs (ρs = 0.2) and vary the setting of ρinit (ρinit ∈ {0.1, 0.3,
0.5, 0.7, 0.9}) in DPS. From Figure 6.3, we can see that a larger value of ρinit gives
a better performance when ∆e is small (∆e = 200). When ∆e is getting larger,
the impact of ρinit on the performance of DPS becomes negligible. The reason
is that when ∆e is small there is not enough time for a population to converge
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to a good solution, and therefore an initial population with a larger convergence,
i.e., when ρinit is large, is more likely to find a good solution. On the other hand,
when ∆e is large, the diversity of an initial population plays a more important
role. Besides, in DPS we sample individuals from Gaussian distributions with
reasonably set minimal variances, and therefore different settings of ρinit won’t
result in much difference in the diversity of an initial population, as demonstrated
in Figure 6.1. Similar phenomenon can be observed on other test problems when
maximizing either ‘average fitness’ or ‘survival time’.
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Figure 6.3: The averaged performance measure using Equation 6.9 obtained by
DPS with different settings of ρinit and ∆e over 30 runs when maximizing ‘average
fitness’ with the time window T = 1 on TP14.
6.4 Summary
The main contribution of this chapter is a new dynamic handling strategy, i.e.,
DPS, which is used to react to environmental changes in ROOT problems by
initializing a new population whenever the DFF changes. In comparison to other
dynamic handling strategies, DPS builds an explicit time series model on dis-
tributions of good solutions over time. Whenever the environment changes, the
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distributions of good solutions are predicted and used to initialize some indi-
viduals in the population. The main advantages of DPS over existing dynamic
handling strategies are two-fold. The time series in DPS consists of distributions
of good solutions over time, and therefore more information can be learned from
the past, compared to the time series consisting of best solutions found over time.
Furthermore, an explicit learning model, i.e., the ensemble, is built in DPS to give
predictions of the distributions, which enables DPS to deal with more types of
dynamics than implicit prediction strategies.
We demonstrated the effectiveness of DPS over other strategies from the lit-
erature on 18 benchmark problems with different dynamics, which confirms our
claim that DPS is able to deal with more types of dynamics and has a significantly
better performance under different settings of ∆e in most cases. We also showed
that DPS, compared to other strategies, can strike a better balance between the
diversity and the convergence of an initial population, which explains the success
of DPS from a different perspective. Finally, we studied the influences of the time
series prediction model and the settings of ρs and ρinit on DPS. We found that a
more accurate prediction model can benefit DPS and that ρs and ρinit generally
do not have a big impact on DPS except when ∆e is small.
In DPS, we modelled good solutions at a time step using a Gaussian distri-
bution, which is inherently uni-modal. This is a rough approximation of the true
distribution where the fitness landscape at a time step is multi-modal. In the
future, we would like to first extend the current DPS by employing a Gaussian
mixture distribution to model good solutions at a time step. Secondly, we esti-
mated and predicted distributions of solutions that are good in terms of fitness
at a time step, and we employed a heuristic to initialize individuals that are
hopefully good in terms of the corresponding robustness. It will be interesting to
directly estimate and predict distributions of solutions that are good in terms of
the corresponding robustness as it is the robustness that we want to maximize in
ROOT problems. Finally, it is worth applying the idea of DPS, which is building
an explicit time series learning model on distributions, to other types of DOPs
or DMOPs.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
This chapter concludes the thesis, and some future work are discussed with regard
to the work presented in this thesis.
7.1 Conclusions
This thesis is dedicated to the research of one type of DOPs, i.e., ROOT problems,
and has given an answer to each of the research questions proposed in Section
1.2. To be more specific, the thesis has made the following contributions:
In Chapter 2, research in EDO was briefly reviewed, in which we have iden-
tified four major types of DOPs, namely TMO problems, AO problems, DOPs
with time-linkage, and ROOT problems. More importantly, the unique feature
of ROOT problems, which is finding robust solutions that can be used after envi-
ronmental changes in DOPs, was made clear in comparison to other three major
types of DOPs. Also, similar motivations to ROOT in the literature have been
discussed, which further emphasizes the unique feature of ROOT. Moreover, main
problems with existing research on ROOT were discussed, which are that a prac-
tical definition of ROOT problems is lacking and that the robustness of ROOT
solutions is not clearly defined.
In Chapter 3, we proposed a practical problem definition of ROOT, which
captures the unique feature of ROOT problems compared to other types of DOPs
in EDO. Two robustness definitions, i.e., ‘average fitness’ and ‘survival time’,
were also proposed, which have been motivated by investigating real world DOPs
where it is desirable to have robust solutions that can be used after environmental
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changes. Assumptions of ROOT problems investigated in this thesis were then
made clear in the hope that ROOT can be as general and practical as possible on
the one hand and easily formulated on the other hand. Moreover, some discussions
with regard to the difficulties of solving ROOT problems from the perspective of
an EA were presented.
In Chapter 4, we investigated the design of benchmark problems for the study
of ROOT. We argued that it is not sufficient to test an algorithm’s ROOT ability
on existing DOP benchmarks, and the main reason is that it is difficult, if not
impossible, to know the absolute best performance, in terms of either ‘average
fitness’ or ‘survival time’, in existing benchmarks. The information of the abso-
lute best performance in benchmarks is necessary as it gives the absolute best
performance against which an algorithm’s performance can be evaluated. Based
on this argument, we developed two benchmark problems respectively for the
study of maximizing ‘average fitness’ and ‘survival time’ in ROOT. Some EDO
methods were then tested on our ROOT benchmarks, which demonstrated, for
the first time, the gaps between the performance of existing methods and the
absolute best performance on our ROOT benchmarks. Moreover, the strengths
and weaknesses of existing methods on ROOT problems with different dynamics
were discussed.
In Chapter 5, we developed an algorithm framework, called OEL, for solv-
ing ROOT problems. OEL features both optimizing and ensemble learning. To
be more specific, a population-based search algorithm is employed to search for
ROOT solutions based on the corresponding metric (a metric for maximizing
‘average fitness’ in ROOT and a metric for maximizing ‘survival time’ in ROOT
were developed). In order to calculate the metric, a solution’s future fitness is
predicted via ensemble learning, which is built based on a solution fitness time
series over time. A solution’s fitness time series consists of its current fitness eval-
uated using the current fitness function and its fitness at previous time steps that
is estimated by building a global surrogate model using all solutions evaluated at
the same previous time step. OEL was then evaluated against existing methods
for ROOT on a widely used benchmark in EDO and benchmarks we developed
specially for ROOT in Chapter 4. It was shown that OEL achieves significantly
better performance than existing methods on ROOT problems when maximizing
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‘average fitness’ or ‘survival time’ under different dynamics. The better perfor-
mance of OEL is due to the metrics that are developed specially for maximizing
the corresponding robustness and the ensemble learning mechanism that achieves
a more accurate prediction of a solution’s future fitness than a single model.
An important aspect in solving ROOT problems using EAs is handling en-
vironmental changes in ROOT problems. There have been various strategies in
EDO for handling environmental changes in different types of DOPs and also
DMOPs. In Chapter 6, we developed a novel dynamic handling strategy for
ROOT problems. In contrast to existing dynamic handling strategies, our dy-
namic handling strategy, i.e., DPS, predicts distributions of good solutions and
uses the prediction to initialize a promising population whenever there is an
environmental change in ROOT. There are two features in DPS that may be ad-
vantageous over existing dynamic handling strategies. One feature is that DPS
organizes historical evaluation information in the form of distribution of good
solutions. The other feature is that DPS employs an explicit learning model (i.e.,
an ensemble) to learn and predict distributions of good solutions. The effective-
ness of DPS over other strategies from the literature was then demonstrated on
three types of benchmark problems (a widely used benchmark in EDO and two
benchmark problems developed in Chapter 4) with different dynamics and under
different budgets of computational resource, which showed that DPS is able to
deal with more types of dynamics and has a significantly better performance in
most cases. It was also demonstrated that DPS is able to strike a better bal-
ance between the diversity and the convergence of an initial population, and this
explains the success of DPS over existing dynamic handling strategies from a
different perspective.
7.2 Future Work
By finding robust solutions in ROOT, the adaptation cost, which is incurred
when adapting a previously implemented solution for a new environment, can be
saved as a ROOT solution is aimed to be used for multiple time steps. Yet, the
adaptation cost has not been explicitly considered in ROOT, and whether ROOT
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could strike a better balance between the adaptation cost and the performance
than AO, where both the adaptation cost and the performance are optimized,
is still an open question. For the future work, it is therefore worth comparing
the performance and the adaptation cost when formulating a DOP as a ROOT
problem to those when formulating a DOP as a AO problem. Also, we can extend
ROOT to multi-objective cases where the adaptation cost is explicitly considered.
It was found in (Nguyen [2011]) that, in some real world DOPs, the constraints
of the solution space are also changing over time in addition to the fitness function.
Therefore, it is necessary in some cases to account for dynamic constraints in
ROOT as well. Dynamic constraints will present new challenges to ROOT as
a previously found robust solution could be infeasible after an environmental
change. As a result, not only a solution’s future fitness needs to be considered in
ROOT, but also the solution has to maintain its feasibility after environmental
changes. In other words, it is worth developing specific methods for handling
dynamic constraints in ROOT in the future.
One important assumption about ROOT problems investigated in this thesis
is that time-linkage is not considered. This assumption could be invalid in some
cases where there exists some level of time-linkage in which a previously imple-
mented solution influences how the environment changes in the future. Additional
techniques are needed to extract the actual dependence of future environments
on previously implemented solutions so that time-linkage can be explicitly ac-
counted for in ROOT. The issue of time-linkage has been extensively studied in
the research community of reinforcement learning (Sutton and Barto [1998]), and
we have recently drawn a connection between EDO and reinforcement learning
(Fu et al. [2014a]). It is therefore interesting to extend existing ROOT meth-
ods to situations with time-linkage by transferring knowledge from reinforcement
learning.
Theoretical analysis of ROOT is also worth pursuing in the future. For in-
stance, it would be interesting to strictly analyse the relationship between the
ROOT performance of a standard EA and the accuracy of the metric that is used
to guide the EA. The reason is that a solution’s robustness in ROOT involves
the solution’s future fitness, and therefore any metric used in the EAs for ROOT
problems is inevitably inaccurate. Also, it would be interesting to know the exact
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impact of the computational budget ∆e at a time step on the ROOT performance
of a standard EA given a certain noisy metric. Moreover, rigorous runtime analy-
sis of EAs for ROOT problems under certain assumptions is of great interest and
importance to both the academia research of ROOT and its potential real world
applications.
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Appendices
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.1 Proof of Lemma 4.2.1
Remember that xj and all the centres c
ikj
t+k, 0 ≤ k ≤ T − 1, belong to the interval
[a, b]. By definition, the MAF of a set of peak functions {peakikjt+k|0 ≤ k ≤ T − 1}
is max{ 1
T
∑T−1
k=0 (h
ikj
t+k −w
ikj
t+k ∗ |xj − c
ikj
t+k|)|xj ∈ [a, b]}. Without loss of generality,
suppose all the centres cikjt+k, 0 ≤ k ≤ T − 1, are in an ascending order in the list
(ci0jt , c
i1j
t+1, ..., c
iT−1j
t+T−1). It is easy to verify that
1
T
∑T−1
k=0 (h
ikj
t+k −w
ikj
t+k ∗ |xj − c
ikj
t+k|) is
monotonically increasing for the interval [a, ci0jt ] and monotonically decreasing for
the interval [c
iT−1j
t+T−1, b]. For any of the intervals [c
ik−1j
t+k−1, c
ikj
t+k], 1 ≤ k ≤ T−1, either
of the following statements is true:
∑k−1
l=0 w
ilj
t+l <
∑T−1
l=k w
ilj
t+l and
∑k−1
l=0 w
ilj
t+l ≥∑T−1
l=k w
ilj
t+l. This means
1
T
∑T−1
k=0 (h
ikj
t+k −w
ikj
t+k ∗ |xj − c
ikj
t+k|) is monotonically either
decreasing or increasing in the interval [c
ik−1j
t+k−1, c
ikj
t+k]. Therefore, we have that the
MAF for a set of peak functions {peakikjt+k|0 ≤ k ≤ T − 1} can be achieved when
xj takes the value of one of the centres c
ikj
t+k, 0 ≤ k ≤ T − 1.
.2 Proof of Lemma 4.2.2
By definition, the MAF of a set of dimensional functions {dimjt+k|0 ≤ k ≤ T −1}
is max{ 1
T
∑k=T−1
k=0 max
i=m
i=1 {h
ij
t+k − w
ij
t+k ∗ |xj − c
ij
t+k|} | xj ∈ [a, b]}. Without loss
of generality, suppose the MAF of the set of dimensional functions is achieved
at point x∗j . As a result, there exists a set of i
∗
ks, 0 ≤ k ≤ T − 1, such that
the MAF of the set of dimensional functions equals 1
T
∑k=T−1
k=0 (h
i∗
k
j
t+k − w
i∗
k
j
t+k ∗
|x∗j − c
i∗
k
j
t+k|).
1
T
∑k=T−1
k=0 (h
i∗
k
j
t+k −w
i∗
k
j
t+k ∗ |x
∗
j − c
i∗
k
j
t+k|) is no bigger than MAF (peak
i∗
0
j
t ,
peak
i∗1j
t+1, ..., peak
i∗T−1j
t+T−1), which is no bigger than max{MAF (peak
i0j
t , peak
i1j
t+1, ...,
peak
iT−1j
t+T−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ T − 1}.
On the other hand, without loss of generality, suppose max{MAF (peaki0jt ,
peaki1jt+1, ..., peak
iT−1j
t+T−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ T − 1} is obtained on a set of
i′ks, 0 ≤ k ≤ T − 1, such that max{MAF (peak
i0j
t , peak
i1j
t+1, ..., peak
iT−1j
t+T−1) | 1 ≤
ik ≤ m, 0 ≤ k ≤ T − 1} is equal to MAF (peak
i′0j
t , peak
i′1j
t+1, ..., peak
i′T−1j
t+T−1). By
definition, MAF (peak
i′
0
j
t , peak
i′
1
j
t+1, ..., peak
i′
T−1
j
t+T−1) is max{
1
T
∑k=T−1
k=0 (h
i′
k
j
t+k −w
i′
k
j
t+k ∗
|xj − c
i′
k
j
t+k|) | xj ∈ [a, b]}, which is no bigger than max{
1
T
∑k=T−1
k=0 max
i=m
i=1 {h
ij
t+k −
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wijt+k ∗ |xj − c
ij
t+k|} | xj ∈ [a, b]}, i.e., MAF (dim
j
t , dim
j
t+1, ..., dim
j
t+T−1).
Therefore, we have Lemma 4.2.2 proved.
.3 Proof of Theorem 4.2.1
By definition, the MAF of a set of fitness functions {fat+k|0 ≤ k ≤ T − 1} is
max{ 1
T
∑T−1
k=0
1
d
∑d
j=1max
i=m
i=1 {h
ij
t+k − w
ij
t+k ∗ |xj − c
ij
t+k|} | xj ∈ [a, b], 1 ≤ j ≤ d}.
By arithmetic operation and since d is finite, we have:
max{
1
T
T−1∑
k=0
1
d
d∑
j=1
i=m
max
i=1
{hijt+k − w
ij
t+k ∗ |xj − c
ij
t+k|} |
xj ∈ [a, b], 1 ≤ j ≤ d} =
1
d
d∑
j=1
max{
1
T
T−1∑
k=0
i=m
max
i=1
{hijt+k − w
ij
t+k ∗ |xj − c
ij
t+k|} |
xj ∈ [a, b]} =
1
d
d∑
j=1
MAF (dimjt , dim
j
t+1, ..., dim
j
t+T−1).
Based on Lemma 4.2.2, we have MAF (dimjt , dim
j
t+1, ..., dim
j
t+T−1) equal to
max{MAF (peaki0jt , peak
i1j
t+1, ..., peak
iT−1j
t+T−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ T − 1}. There-
fore, we have Theorem 4.2.1 proved.
.4 Proof of Lemma 4.2.3
Remember that xj and all the centres c
ikj
t+k, 0 ≤ k ≤ L− 1, belong to the interval
[a, b]. Without loss of generality, suppose that the MIF of peak
ip∗ j
t+p∗ and peak
iq∗ j
t+q∗ ,
i.e., MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗), equals min{MIF (peak
ipj
t+p, peak
iqj
t+q)|0 ≤ p < q ≤
L−1}, and thatMIF (peak
ip∗j
t+p∗ , peak
iq∗j
t+q∗) is achieved at point xp∗q∗ . Furthermore,
suppose that the centre of peak
ip∗j
t+p∗ is no bigger than the centre of peak
iq∗ j
t+q∗ :
c
ip∗ j
t+p∗ ≤ c
iq∗ j
t+q∗ . It is easy to verify that c
ip∗j
t+p∗ ≤ xp∗q∗ ≤ c
iq∗j
t+q∗ .
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For any peak function peakiljt+l in the set {peak
ikj
t+k|0 ≤ k ≤ L − 1} whose
centre is no bigger than xp∗q∗ , suppose that MIF (peak
ilj
t+l, peak
ip∗j
t+p∗) is achieved
at point xlp∗ , and that MIF (peak
ilj
t+l, peak
iq∗ j
t+q∗) is achieved at point xlq∗ . On the
one hand, if xp∗q∗ = c
ip∗j
t+p∗ , we have peak
ip∗ j
t+p∗(c
ip∗j
t+p∗) = MIF (peak
ip∗ j
t+p∗ , peak
iq∗ j
t+q∗) ≤
MIF (peakiljt+l, peak
ip∗j
t+p∗) ≤ peak
ip∗ j
t+p∗(xlp∗), and hence xp∗q∗ = xlp∗ = c
ip∗j
t+p∗ . There-
fore, peakiljt+l(xp∗q∗) = peak
ilj
t+l(xlp∗) ≥ MIF (peak
ilj
t+l, peak
ip∗j
t+p∗) ≥ MIF (peak
ip∗ j
t+p∗ ,
peak
iq∗ j
t+q∗). On the other hand, if c
ip∗j
t+p∗ < xp∗q∗ ≤ c
iq∗j
t+q∗ , we have peak
iq∗j
t+q∗(xp∗q∗) =
MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗) ≤ MIF (peak
ilj
t+l, peak
iq∗j
t+q∗) = peak
iq∗ j
t+q∗(xlq∗). Therefore,
xp∗q∗ ≤ xlq∗ ≤ c
iq∗ j
t+q∗ , and hence peak
ilj
t+l(xp∗q∗) ≥ peak
ilj
t+l(xlq∗) ≥ MIF (peak
ilj
t+l,
peak
iq∗ j
t+q∗) ≥ MIF (peak
ip∗ j
t+p∗ , peak
iq∗ j
t+q∗). To sum it all, we have proven, so far in this
paragraph, that peakiljt+l(xp∗q∗) ≥ MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗) for any peak function
peakiljt+l in the set {peak
ikj
t+k|0 ≤ k ≤ L− 1} whose centre is no bigger than xp∗q∗ .
Following the same proof procedure as above, it is easy to see that the following
statement is true: for any peak function peakirjt+r whose centre, c
irj
t+r, is larger than
xp∗q∗ , we have peak
irj
t+r(xp∗q∗) ≥ MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗). As a result, we have
MIF (peaki0jt , peak
i1j
t+1, ..., peak
iL−1j
t+L−1) ≥MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗) proved.
On the other hand, peak
ip∗j
t+p∗ and peak
iq∗j
t+q∗ are a subset of all the peak functions
{peakikjt+k|0 ≤ k ≤ L − 1}, and therefore MIF (peak
i0j
t , peak
i1j
t+1, ..., peak
iL−1j
t+L−1) ≤
MIF (peak
ip∗ j
t+p∗ , peak
iq∗j
t+q∗).
Therefore, we have Lemma 4.2.3 proved.
.5 Proof of Lemma 4.2.4
By definition, the MIF of a set of dimensional functions {dimjt+k|0 ≤ k ≤ L− 1}
is max{mink=L−1k=0 max
i=m
i=1 {h
ij
t+k − w
ij
t+k ∗ |xj − c
ij
t+k|} | xj ∈ [a, b]}. Without loss
of generality, suppose the MIF of the set of dimensional functions is achieved
at point x∗j . As a result, there exists a set of i
∗
ks, 0 ≤ k ≤ L − 1, such
that the MIF of the set of dimensional functions equals mink=L−1k=0 (h
i∗
k
j
t+k − w
i∗
k
j
t+k ∗
|x∗j − c
i∗
k
j
t+k|). min
k=L−1
k=0 (h
i∗
k
j
t+k − w
i∗
k
j
t+k ∗ |x
∗
j − c
i∗
k
j
t+k|) is no bigger than MIF (peak
i∗0j
t ,
peak
i∗
1
j
t+1, ..., peak
i∗
L−1
j
t+L−1), which is no bigger than max{MIF (peak
i0j
t , peak
i1j
t+1, ...,
peak
iL−1j
t+L−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ L− 1}.
On the other hand, without loss of generality, suppose max{MIF (peaki0jt ,
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peaki1jt+1, ..., peak
iL−1j
t+L−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ L − 1} is obtained on a set of
i′ks, 0 ≤ k ≤ L − 1, such that max{MIF (peak
i0j
t , peak
i1j
t+1, ..., peak
iL−1j
t+L−1) | 1 ≤
ik ≤ m, 0 ≤ k ≤ L − 1} equals MIF (peak
i′0j
t , peak
i′1j
t+1, ..., peak
i′L−1j
t+L−1). By defini-
tion, MIF (peak
i′
0
j
t , peak
i′
1
j
t+1, ..., peak
i′
L−1
j
t+L−1) is max{min
k=L−1
k=0 (h
i′
k
j
t+k − w
i′
k
j
t+k ∗ |xj −
c
i′
k
j
t+k|) | xj ∈ [a, b]}, which is no bigger than max{min
k=L−1
k=0 max
i=m
i=1 {h
ij
t+k −w
ij
t+k ∗
|xj − c
ij
t+k|} | xj ∈ [a, b]}.
Therefore, we have Lemma 4.2.4 proved.
.6 Proof of Theorem 4.2.2
For any dimension j, 1 ≤ j ≤ d, MIF (f st , f
s
t+1, ..., f
s
t+L−1) ≤ MIF (dim
j
t , dim
j
t+1,
..., dimjt+L−1), since f
s
t+k ≤ dim
j
t+k, ∀k, 0 ≤ k ≤ T − 1. Supposing MIF (dim
j∗
t ,
dimj
∗
t+1, ..., dim
j∗
t+L−1) = min
d
j=1MIF (dim
j
t , dim
j
t+1, ..., dim
j
t+L−1), we haveMIF (f
s
t ,
f st+1, ..., f
s
t+L−1) ≤MIF (dim
j∗
t , dim
j∗
t+1, ..., dim
j∗
t+L−1).
On the other hand, suppose for any dimension j, 1 ≤ j ≤ d, MIF (dimjt ,
dimjt+1, ..., dim
j
t+L−1) achieves its maximal at point x
∗
j : MIF (dim
j
t , dim
j
t+1, ...,
dimjt+L−1) = min{dim
j
t+i(x
∗
j )|0 ≤ i ≤ L − 1}. By denoting x
∗ = (x∗1, x
∗
2, ..., x
∗
d),
we have min{f st+i(x
∗)|0 ≤ i ≤ L− 1} = MIF (dimj
∗
t , dim
j∗
t+1, ..., dim
j∗
t+L−1). This
means MIF (f st , f
s
t+1, ..., f
s
t+L−1) ≥ min{f
s
t+i(x
∗)|0 ≤ i ≤ L − 1} = MIF (dimj
∗
t ,
dimj
∗
t+1, ..., dim
j∗
t+L−1).
Therefore, we have MIF (f st , f
s
t+1, ..., f
s
t+L−1) equal to MIF (dim
j∗
t , dim
j∗
t+1, ...,
dimj
∗
t+L−1).
Based on Lemma 4.2.4, we have MIF (dimjt , dim
j
t+1, ..., dim
j
t+L−1) equal to
max{MIF (peaki0jt , peak
i1j
t+1, ..., peak
iL−1j
t+L−1) | 1 ≤ ik ≤ m, 0 ≤ k ≤ L− 1}. There-
fore, we have Theorem 4.2.2 proved.
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.7 Surrogate Model for Fitness Approximation
The surrogate model used in this thesis for estimating solution’s past fitness is
RBFN of the form:
f(x) =
nc∑
i=1
ηi ∗Ki(x,xi), (1)
where we use the normalized Gaussian radial basis function:
Ki(x,xi) =
exp{(x− xi)
T ∗C−1i ∗ (x− xi)}
nc∑
i=1
exp{(x− xi)T ∗C
−1
i ∗ (x− xi)}
, (2)
where Ci is the covariance matrix for the ith basis function. nc number of centres,
xi(1 ≤ i ≤ nc), are selected using the K-means algorithm, and the covariance ma-
trix for each cluster is determined by fitting a multivariate Gaussian distribution
within each cluster. In this thesis, we consider the diagonal covariance matrix
and estimate the variance dimension by dimension (the minimum standard devi-
ation for each dimension is set 0.1). Finally, a least square solution is obtained
for the weights ηi, 1 ≤ i ≤ nc. The RBFN has been implemented using the Weka
software (Hall et al. [2009]).
.8 Learning Models for Time Series Prediction
Given a time series of length L: (y1, y2, ...yL), the prediction task is to predict
future values of y: yL+i, i ≥ 1. All the following learning models have been
implemented using the Weka software (Hall et al. [2009]).
For AR model, a training data set is firstly formed based on (y1, y2, ..., yL)
with an embedding size of m: {(yi, yi+1, ...yi+m)}, 1 ≤ i ≤ L − m, considering
Takens’s theorem (Takens [1981]) about discrete time dynamical system. The
first m data points in each instance are treated as the input, and the last data
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point is the desired output. To determine the coefficients η in AR model:
yt =
m∑
i=1
ηi ∗ yt−i + εt, (3)
where εt is the Gaussian white noise with variance σ
2, a least square solution of
η is obtained on the training data set {(yi, yi+1, ...yi+m)}, 1 ≤ i ≤ L −m. After
that, prediction about future values of y is made as:
yˆL+j =
m∑
i=1
ηi ∗ yL+j−i, j ≥ 1, (4)
where yˆL+1 is firstly predicted and then used for the prediction of yˆL+2. The
process is repeated for prediction of later future values of y. The variance σ2 in
AR model is estimated as follows after the determination of η:
σˆ2AR =
1
L−m
L∑
i=m+1
(yi −
m∑
j=1
ηj ∗ yi−j)
2. (5)
In NN model, a training data set is formed with an embedding size of m as
what is done in AR. The basic idea in NN is to use the average output of k nearest
neighbours in input space as the prediction. The NN prediction takes the form
as:
yt =
1
n
n∑
i=1
yti + εt, (6)
where n is the neighbourhood size and εt is the Gaussian white noise with vari-
ance σ2. yti the ith nearest neighbour of yt in terms of Euclidean distance in
input space: d(yt, yti) =
√∑m
j=1(yt−j − yti−j)
2. Similar as in AR, yˆL+1 is firstly
predicted in NN and then used for the prediction of yˆL+2. The process is re-
peated for prediction of later future values of y. The variance σ2 in NN model is
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estimated as follows:
σˆ2NN =
1
L−m
L∑
i=m+1
(yi −
1
n
∗
n∑
j=1
yij)
2. (7)
A model with a constant mean b is assumed in MA model:
yt = b+ εt, (8)
where εt is the Gaussian white noise with variance σ
2. The parameter b is esti-
mated by taking the latest n data points in the time series:
b =
1
n
n∑
i=1
yL+1−i. (9)
The variance σ2 is estimated within the latest n data points after b has been
estimated:
σˆ2MA =
1
n
n∑
i=1
(yL+1−i − b)
2. (10)
Therefore, future values of y are all predicted as having a mean of b and a variance
of σˆ2MA.
The estimation of variance of the Gaussian white noise for a future predicted
y by the ensemble in OEL is given by:
σˆ2OEL =
1
k2
k∑
i=1
σˆ2i , (11)
where σˆ2i is the variance estimation given by the ith learner in the ensemble, and
k is the number of learners in the ensemble.
137
List of References
H. Akaike. Fitting autoregressive models for prediction. Annals of the institute
of Statistical Mathematics , 21(1):243–247, 1969. 39
J. A. D. Atkin, E. K. Burke, J. S. Greenwood, and D. Reeson. On-line decision
support for take-off runway scheduling with uncertain taxi times at london
heathrow airport. Journal of Scheduling , 11(5):323–346, 2008. 32
G. J. Barlow and S. F. Smith. A memory enhanced evolutionary algorithm for
dynamic scheduling problems. In Applications of Evolutionary Computing ,
pages 606–615. Springer, 2008. 2
C. N. Bendtsen and T. Krink. Dynamic memory model for non-stationary op-
timisation. In Proc. of the 2002 Congress on Evol. Comput , pages 145–150,
2002. 17
H. G. Beyer and B. Sendhoff. Robust optimisation-a comprehensive survey. Com-
puter methods in applied mechanics and engineering , 196(33-34):3190–3218,
2007. ISSN 0045-7825. 29, 30
T. Blackwell and J. Branke. Multiswarms, exclusion, and anti-convergence in
dynamic environments. Evolutionary Computation, IEEE Transactions on, 10
(4):459–472, 2006. 15, 16
T. Blackwell, J. Branke, and X. Li. Particle swarms for dynamic optimisation
problems. Swarm Intelligence, pages 193–217, 2008. 12, 15
P. A. N. Bosman. Learning, anticipation and time-deception in evolutionary
online dynamic optimisation. In Proceedings of the 2005 workshops on Genetic
and evolutionary computation, pages 39–47. ACM, 2005. 12, 24, 25, 26, 66
138
P. A. N. Bosman and H. La Poutre. Learning and anticipation in online dynamic
optimisation with evolutionary algorithms: the stochastic case. In Proceedings
of the 9th annual conference on Genetic and evolutionary computation, pages
1165–1172. ACM, 2007. 24, 25, 26, 66
G. E. P. Box and G. M. Jenkins. Time series analysis: forecasting and control.
Prentice Hall PTR, 1994. 40
G. E. P. Box, G. M. Jenkins, and G. C. Reinsel. Time Series Analysis: Forecasting
and Control. Prentice Hall PTR, Upper Saddle River, NJ, USA, 3rd edition,
1994. ISBN 0130607746. 59, 78, 103
J. Branke. Memory enhanced evolutionary algorithms for changing optimisation
problems. In Evolutionary Computation, 1999. CEC 99. Proceedings of the
1999 Congress on, volume 3. IEEE, 1999. 11, 12, 17, 18, 43, 44, 45, 48, 79, 99,
108, 113
J. Branke. Evolutionary Optimisation in Dynamic Environments. Kluwer Aca-
demic Publishers, Norwell, MA, USA, 2001. ISBN 0792376315. 2, 3, 5
J. Branke. Evolutionary optimisation in dynamic environments, volume 3. Kluwer
Academic Pub, 2002. 11, 22, 23
J. Branke and D. Mattfeld. Anticipation in dynamic optimisation: The schedul-
ing case. In Parallel Problem Solving from Nature–PPSN VI , pages 253–262.
Springer, 2000. 19, 20
J. Branke, T. Kaußler, C. Schmidt, and H. Schmeck. A multi-population ap-
proach to dynamic optimisation problems. Adaptive computing in design and
manufacturing , 2000:299–308, 2000. 18
L. T. Bui, M. H. Nguyen, J. Branke, and H. A. Abbass. Tackling dynamic
problems with multiobjective evolutionary algorithms. Multiobjective Problem
Solving from Nature, pages 77–91, 2008. 15, 16
L. T. Bui, Z. Michalewicz, E. Parkinson, and M. B. Abello. Adaptation in dy-
namic environments: a case study in mission planning. Evolutionary Com-
139
putation, IEEE Transactions on, 16(2):190–209, 2012. 2, 3, 12, 22, 23, 32,
100
M. Clerc and J. Kennedy. The particle swarm-explosion, stability, and conver-
gence in a multidimensional complex space. Evolutionary Computation, IEEE
Transactions on, 6(1):58–73, 2002. 59, 74, 82, 111, 112
H. G. Cobb. An investigation into the use of hypermutation as an adaptive op-
erator in genetic algorithms having continuous, time-dependent nonstationary
environments. Technical report, DTIC Document, 1990. 14, 43, 99, 100
S. Droste. Analysis of the (1+ 1) ea for a dynamically changing onemax-variant.
In Evolutionary Computation, 2002. CEC’02. Proceedings of the 2002 Congress
on, volume 1, pages 55–60. IEEE, 2002. 11
S. Droste. Analysis of the (1+ 1) ea for a dynamically bitwise changing onemax. In
Genetic and Evolutionary ComputationGECCO 2003 , pages 202–202. Springer,
2003. 11
J. Eggermont, T. Lenaerts, S. Poyhonen, and A. Termier. Raising the dead:
Extending evolutionary algorithms with a case-based memory. In Genetic Pro-
gramming , pages 280–290. Springer, 2001. 17, 18
J. D. Farmer and J. J. Sidorowich. Predicting chaotic time series. Physical review
letters, 59(8):845, 1987. 78, 103
H. Fu, H. Chen, B. Sendhoff, K. Tang, and X. Yao. Distribution prediction in
robust optimisation over time. submitted to Evolutionary Computation, IEEE
Transactions on, a.
H. Fu, L. L. Minku, B. Sendhoff, K. Tang, and X. Yao. Optimizing and learning
in robust optimisation over time. submitted to Cybernetics IEEE Transactions
on, b.
H. Fu, B. Sendhoff, K. Tang, and X. Yao. Robust optimisation over time: Prob-
lem difficulties and benchmark problems. Evolutionary Computation, IEEE
Transactions on, c.
140
H. Fu, B. Sendhoff, K. Tang, and X. Yao. Characterizing environmental changes
in robust optimisation over time. In Evolutionary Computation (CEC), 2012
IEEE Congress on, pages 1–8. IEEE, 2012. 13, 27
H. Fu, B. Sendhoff, K. Tang, and X. Yao. Finding robust solutions to dynamic
optimisation problems. In Applications of Evolutionary Computation, pages
616–625. Springer, 2013. 13, 27, 34, 59, 62, 68, 69, 72
H. Fu, P. R. Lewis, B. Sendhoff, K. Tang, and X. Yao. What are dynamic optimi-
sation problems? In Proceedings of the 2014 IEEE Congress on Evolutionary
Computation (CEC). IEEE Press, 2014a. in press. 128
H. Fu, P. R. Lewis, and X. Yao. A q-learning based evolutionary algorithm for se-
quential decision making problems. In Proceedings of the Workshop “In Search
of Synergies between Reinforcement Learning and Evolutionary Computation”
at the 13th International Conference on Parallel Problem Solving from Nature
(PPSN), 2014b. in press.
D. Gianazza. Forecasting workload and airspace configuration with neural net-
works and tree search methods. Artificial intelligence, 174(7):530–549, 2010.
32
D. E. Goldberg and R. E. Smith. Nonstationary function optimisation using
genetic algorithm with dominance and diploidy. In Proceedings of the Second
International Conference on Genetic Algorithms on Genetic algorithms and
their application, pages 59–68. L. Erlbaum Associates Inc., 1987. 16
J. J. Grefenstette. Genetic algorithms for changing environments. Parallel prob-
lem solving from nature, 2:137–144, 1992. 15
Y. Guo, M. Chen, H. Fu, and Y. Liu. Find robust solutions over time by two-
layer multi-objective optimisation method. In Proceedings of the 2014 IEEE
Congress on Evolutionary Computation (CEC). IEEE Press, 2014. in press.
M. Hall, E. Frank, G. Holmes, B. Pfahringer, P. Reutemann, and I. H. Wit-
ten. The weka data mining software: an update. ACM SIGKDD Explorations
Newsletter , 11(1):10–18, 2009. 135
141
H. Handa. Fitness function for finding out robust solutions on time-varying func-
tions. In Proceedings of the 8th annual conference on Genetic and evolutionary
computation, pages 1195–1200. ACM, 2006. ISBN 1595931864. 28, 32
H. Handa, L. Chapman, and X. Yao. Dynamic salting route optimisation us-
ing evolutionary computation. In Evolutionary Computation, 2005. The 2005
IEEE Congress on, volume 1, pages 158–165. IEEE, 2005. 3, 32
I. Hatzakis and D. Wallace. Dynamic multi-objective optimisation with evolution-
ary algorithms: a forward-looking approach. In Proceedings of the 8th annual
conference on Genetic and evolutionary computation, pages 1201–1208. ACM,
2006. 19, 20, 99, 100, 103, 113
S. Holm. A simple sequentially rejective multiple test procedure. Scandinavian
journal of statistics, pages 65–70, 1979. 85
X. Hu and R. C. Eberhart. Adaptive particle swarm optimisation: detection and
response to dynamic systems. In Evolutionary Computation, 2002. CEC’02.
Proceedings of the 2002 Congress on, volume 2, pages 1666–1670. IEEE, 2002.
14, 99, 100, 112
Y. Jin. A comprehensive survey of fitness approximation in evolutionary compu-
tation. Soft Computing-A Fusion of Foundations, Methodologies and Applica-
tions , 9(1):3–12, 2005. ISSN 1432-7643. 40
Y. Jin. Surrogate-assisted evolutionary computation: Recent advances and future
challenges. Swarm and Evolutionary Computation, 1(2):61–70, 2011. 68
Y. Jin and J. Branke. Evolutionary optimisation in uncertain environments-
a survey. Evolutionary Computation, IEEE Transactions on, 9(3):303–317,
2005. ISSN 1089-778X. 2, 3, 11, 29, 40
Y. Jin and B. Sendhoff. Constructing dynamic optimisation test problems using
the multi-objective optimisation concept. Applications of Evolutionary Com-
puting , pages 525–536, 2004. 11, 43, 45, 46, 79, 108
142
Y. Jin, K. Tang, X. Yu, B. Sendhoff, and X. Yao. A framework for finding robust
optimal solutions over time. Memetic Computing , pages 1–16, 2012. 3, 13, 27,
59, 67, 68, 69, 76, 84, 112
A. Larsen and O. B. Madsen. The dynamic vehicle routing problem. PhD thesis,
Technical University of DenmarkDanmarks Tekniske Universitet, Department
of TransportInstitut for Transport, Logistics & ITSLogistik & ITS, 2000. 32
S. C. H. Leung, S. O. S. Tsang, W. L. Ng, and Y. Wu. A robust optimisation
model for multi-site production planning problem in an uncertain environment.
European Journal of Operational Research, 181(1):224–238, 2007. 28
J. Lewis, E. Hart, and G. Ritchie. A comparison of dominance mechanisms and
simple mutation on non-stationary problems. In Parallel Problem Solving from
Nature–PPSN V , pages 139–148. Springer, 1998. 16, 43
C. Li and S. Yang. A general framework of multipopulation methods with cluster-
ing in undetectable dynamic environments. Evolutionary Computation, IEEE
Transactions on, 16(4):556–577, 2012. 15
C. Li, S. Yang, T. T. Nguyen, E. L. Yu, X. Yao, Y. Jin, H. G. Beyer, and P. N.
Suganthan. Benchmark generator for CEC 2009 competition on dynamic op-
timisation. University of Leicester, University of Birmingham, Nanyang Tech-
nological University, Tech. Rep, 2008. 43, 45, 51, 52, 79, 80, 108, 109
J. MacQueen et al. Some methods for classification and analysis of multivariate
observations. In Proceedings of the fifth Berkeley symposium on mathematical
statistics and probability , volume 1, page 14. California, USA, 1967. 76, 111
M. Mavrovouniotis and S. Yang. Memory-based immigrants for ant colony optimi-
sation in changing environments. In Applications of Evolutionary Computation,
pages 324–333. Springer, 2011. 17
Z. Michalewicz, M. Schmidt, M. Michalewicz, and C. Chiriac. Adaptive business
intelligence: three case studies. In Evolutionary Computation in Dynamic and
Uncertain Environments, pages 179–196. Springer, 2007. 2
143
N. Mori, H. Kita, and Y. Nishikawa. Adaptation to a changing environment by
means of the feedback thermodynamical genetic algorithm. In Parallel Problem
Solving from Nature-PPSN V , pages 149–158. Springer, 1998. 15, 17
R. Morrison. Performance measurement in dynamic environments. In GECCO
workshop on evolutionary algorithms for dynamic optimisation problems, pages
5–8. Citeseer, 2003. 11
R. W. Morrison and K. A. De Jong. A test problem generator for non-stationary
environments. In Evolutionary Computation, 1999. CEC 99. Proceedings of the
1999 Congress on, volume 3, pages 2047–2053 Vol. 3. IEEE, 1999. 11, 43, 45,
79, 108, 109
K. P. Ng and K. C. Wong. A new diploid scheme and dominance change mecha-
nism for non-stationary function optimisation. In Proceedings of the 6th inter-
national conference on genetic algorithms, pages 159–166. Morgan Kaufmann
Publishers Inc., 1995. 16
T. T. Nguyen. Continuous dynamic optimisation using evolutionary algorithms.
PhD thesis, University of Birmingham, 2011. 11, 37, 53, 66, 128
T. T. Nguyen and X. Yao. Benchmarking and solving dynamic constrained prob-
lems. In Evolutionary Computation, 2009. CEC’09. IEEE Congress on, pages
690–697. IEEE, 2009a. 11, 12, 15, 43
T. T. Nguyen and X. Yao. Dynamic time-linkage problems revisited. In Applica-
tions of Evolutionary Computing , volume 5484 of Lecture Notes in Computer
Science, pages 735–744. Springer, 2009b. 24, 25, 26
T. T. Nguyen and X. Yao. Dynamic time-linkage evolutionary optimisation: Def-
initions and potential solutions. In Metaheuristics for Dynamic Optimisation,
pages 371–395. Springer, 2013. 12, 24, 25, 26, 66
T. T. Nguyen, S. Yang, and J. Branke. Evolutionary dynamic optimisation: A
survey of the state of the art. Swarm and Evolutionary Computation, 6:1–24,
2012a. 2, 3, 11, 79, 99, 108
144
T. T. Nguyen, Z. Yang, and S. Bonsall. Dynamic time-linkage problems-the chal-
lenges. In Computing and Communication Technologies, Research, Innovation,
and Vision for the Future (RIVF), 2012 IEEE RIVF International Conference
on, pages 1–6. IEEE, 2012b. 24, 25, 26
P. Nuzzo, A. Puggelli, S. A. Seshia, and A. Sangiovanni-Vincentelli. Calcs: Smt
solving for non-linear convex constraints. In Formal Methods in Computer-
Aided Design (FMCAD), 2010 , pages 71–79. IEEE, 2010. 47
I. Paenke, J. Branke, and Y. Jin. Efficient search for robust solutions by means of
evolutionary algorithms and fitness approximation. Evolutionary Computation,
IEEE Transactions on, 10(4):405–420, 2006. ISSN 1089-778X. 29
D. Parrott and X. Li. Locating and tracking multiple dynamic optima by a par-
ticle swarm model using speciation. Evolutionary Computation, IEEE Trans-
actions on, 10(4):440–458, 2006. 15, 18, 19
M. P. Perrone and L. N. Cooper. When networks disagree: Ensemble methods
for hybrid neural networks. Technical report, DTIC Document, 1992. 70, 71
S. Ratschan. Efficient solving of quantified inequality constraints over the real
numbers. ACM Transactions on Computational Logic (TOCL), 7(4):723–748,
2006. 46
H. Richter. Memory design for constrained dynamic optimisation problems. In
Applications of Evolutionary Computation, pages 552–561. Springer, 2010. 17
H. Richter and S. Yang. Memory based on abstraction for dynamic fitness func-
tions. In Applications of Evolutionary Computing , pages 596–605. Springer,
2008. 17
P. Rohlfshagen and X. Yao. Dynamic combinatorial optimisation problems: an
analysis of the subset sum problem. Soft Computing , 15(9):1723–1734, 2011.
12
P. Rohlfshagen, P. K. Lehre, and X. Yao. Dynamic evolutionary optimisation:
an analysis of frequency and magnitude of change. In Proceedings of the 11th
145
Annual conference on Genetic and evolutionary computation, pages 1713–1720.
ACM, 2009. 11
C. Rossi, M. Abderrahim, and J. C. Dı´az. Tracking moving optima using kalman-
based predictions. Evolutionary computation, 16(1):1–30, 2008. 3, 19, 20, 32,
99
J. E. Rowe. Finding attractors for periodic fitness functions. In Genetic and
Evolutionary Computation Conference, pages 557–563, 1999. 11
J. E. Rowe. Cyclic attractors and quasispecies adaptability. In Theoretical aspects
of evolutionary computing , pages 251–259. Springer-Verlag, 2001. 11
S. Salomon, G. Avigad, P. J. Fleming, and R. C. Purshouse. Active robust
optimisation-enhancing robustness to uncertain environments. Technical Re-
port 1040, Department of Automatic Control and Systems Engineering, Uni-
versity of Sheffield, November 1, 2013. 28
A. Simoes and E. Costa. Improving memory’s usage in evolutionary algorithms
for changing environments. In Evolutionary Computation, 2007. CEC 2007.
IEEE Congress on, pages 276–283. IEEE, 2007. 18
A. Simo˜es and E. Costa. Evolutionary algorithms for dynamic environments:
Prediction using linear regression and markov chains. Parallel Problem Solving
from Nature–PPSN X , pages 306–315, 2008. 17
A. Simo˜es and E. Costa. Prediction in evolutionary algorithms for dynamic en-
vironments using markov chains and nonlinear regression. In Proceedings of
the 11th Annual conference on Genetic and evolutionary computation, pages
883–890. ACM, 2009. 19, 20, 21, 99, 100
A. R. Solow and S. Polasky. Measuring biological diversity. Environmental and
Ecological Statistics , 1(2):95–103, 1994. 119
P. D. Stroud. Kalman-extended genetic algorithm for search in nonstationary
environments with noisy fitness evaluations. Evolutionary Computation, IEEE
Transactions on, 5(1):66–77, 2001. 2, 32
146
R. S. Sutton and A. G. Barto. Reinforcement learning: An introduction, volume 1.
Cambridge Univ Press, 1998. 128
F. Takens. Detecting strange attractors in turbulence. In Dynamical systems and
turbulence, Warwick 1980 , pages 366–381. Springer, 1981. 135
E. K. Tang, P. N. Suganthan, and X. Yao. An analysis of diversity measures.
Machine Learning , 65(1):247–271, 2006. 71
R. Tino´s and S. Yang. Continuous dynamic problem generators for evolutionary
algorithms. In Evolutionary Computation, 2007. CEC 2007. IEEE Congress
on, pages 236–243. IEEE, 2007. 43
K. Trojanowski and Z. Michalewicz. Searching for optima in non-stationary en-
vironments. In Evolutionary Computation, 1999. CEC 99. Proceedings of the
1999 Congress on, volume 3. IEEE, 1999. 18
R. K. Ursem. Multinational GAs: Multimodal optimisation techniques in dy-
namic environments. In Proceedings of the Genetic and Evolutionary Compu-
tation Conference, pages 19–26, 2000. 18, 19
R. K. Ursem, T. Krink, M. T. Jensen, and Z. Michalewicz. Analysis and mod-
eling of control tasks in dynamic systems. Evolutionary Computation, IEEE
Transactions on, 6(4):378–389, 2002. 2, 3, 32, 43
A. S. Uyar and A. E. Harmanci. A new population based adaptive domination
change mechanism for diploid genetic algorithms in dynamic environments.
Soft Computing , 9(11):803–814, 2005. 17
S. Van de Vonder, E. Demeulemeester, and W. Herroelen. A classification of
predictive-reactive project scheduling procedures. Journal of Scheduling , 10
(3):195–207, 2007. 12, 22
S. Van de Vonder, E. Demeulemeester, and W. Herroelen. Proactive heuristic
procedures for robust project scheduling: An experimental analysis. European
Journal of Operational Research, 189(3):723–733, 2008. 12, 22, 28
147
J. Van Hemert, C. Van Hoyweghen, E. Lukschandl, and K. Verbeeck. A futurist
approach to dynamic environments. In GECCO EvoDOP Workshop, pages
35–38. Citeseer, 2001. 19, 20
F. Vavak, K. Jukes, and T.C. Fogarty. Learning the local search range for genetic
optimisation in nonstationary environments. In Evolutionary Computation,
1997., IEEE International Conference on, pages 355–360. IEEE, 1997. 14
K. Weicker. Performance measures for dynamic environments. Parallel Problem
Solving from Nature–PPSN VII , pages 64–73, 2002. 11
D. E. Wilkins, S. F. Smith, L. A. Kramer, T. J. Lee, and T. W. Rauenbusch.
Airlift mission monitoring and dynamic rescheduling. Engineering Applications
of Artificial Intelligence, 21(2):141–155, 2008. 32
Y. G. Woldesenbet and G. G. Yen. Dynamic evolutionary algorithm with variable
relocation. Evolutionary Computation, IEEE Transactions on, 13(3):500–513,
2009. 12, 14, 18, 99, 100
S. Yang. Non-stationary problem optimisation using the primal-dual genetic
algorithm. In Evolutionary Computation, 2003. CEC’03. The 2003 Congress
on, volume 3, pages 2246–2253. IEEE, 2003. 43
S. Yang. Memory-based immigrants for genetic algorithms in dynamic environ-
ments. In Proceedings of the 2005 conference on Genetic and evolutionary
computation, pages 1115–1122. ACM, 2005. 17, 18
S. Yang. Associative memory scheme for genetic algorithms in dynamic environ-
ments. In Applications of evolutionary computing , pages 788–799. Springer,
2006a. 17
S. Yang. On the design of diploid genetic algorithms for problem optimisation in
dynamic environments. In Evolutionary Computation, 2006. CEC 2006. IEEE
Congress on, pages 1362–1369. IEEE, 2006b. 17
S. Yang and C. Li. A clustering particle swarm optimizer for locating and tracking
multiple optima in dynamic environments. Evolutionary Computation, IEEE
Transactions on, 14(6):959–974, 2010. 12, 15, 18, 19, 112
148
S. Yang and X. Yao. Experimental study on population-based incremental learn-
ing algorithms for dynamic optimisation problems. Soft Computing , 9(11):
815–834, 2005. 15
S. Yang and X. Yao. Population-based incremental learning with associative mem-
ory for dynamic environments. Evolutionary Computation, IEEE Transactions
on, 12(5):542–561, 2008. 17, 18, 99
S. Yang, H. Cheng, and F. Wang. Genetic algorithms with immigrants and
memory schemes for dynamic shortest path routing problems in mobile ad hoc
networks. IEEE Transactions on Systems, Man, and Cybernetics, Part C:
Applications and Reviews , 40(1):52–63, 2010. 2, 113
X. Yu, Y. Jin, K. Tang, and X. Yao. Robust optimisation over time–A new
perspective on dynamic optimisation problems. In Evolutionary Computation
(CEC), 2010 IEEE Congress on, pages 1–6. IEEE, 2010. 3, 12, 26, 27, 67
A. Zhou, Y. Jin, Q. Zhang, B. Sendhoff, and E. Tsang. Prediction-based popula-
tion re-initialization for evolutionary dynamic multi-objective optimisation. In
Evolutionary Multi-Criterion Optimisation, pages 832–846. Springer, 2007. 19
A. Zhou, B. Qu, H. Li, S. Zhao, P. N. Suganthan, and Q. Zhang. Multiobjec-
tive evolutionary algorithms: A survey of the state of the art. Swarm and
Evolutionary Computation, 1(1):32–49, 2011. 12
A. Zhou, Y. Jin, and Q. Zhang. A population prediction strategy for evolutionary
dynamic multiobjective optimisation. Cybernetics, IEEE Transactions on, PP
(99):1–1, 2013. ISSN 2168-2267. doi: 10.1109/TCYB.2013.2245892. 99, 100,
113
149
