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Abstract
We postulate that exogenous losses–which are typically re-
garded as introducing undesirable “noise” that needs to be
filtered out or hidden from end points–can be surprisingly
beneficial. In this paper we evaluate the effects of exoge-
nous losses on transmission control loops, focusing primar-
ily on efficiency and convergence to fairness properties. By
analytically capturing the effects of exogenous losses, we
are able to characterize the transient behavior of TCP. Our
numerical results suggest that “noise” resulting from exoge-
nous losses should not be filtered out blindly, and that a
careful examination of the parameter space leads to better
strategies regarding the treatment of exogenous losses in-
side the network. Specifically, we show that while high lev-
els of exogenous losses lead to inefficient network utiliza-
tion, lower levels of losses do help connections converge to
their fair share. This observation suggests that the beneficial
value of exogenous losses should be leveraged inside the
network in favor of TCP connections. To that end, we pro-
pose an eXogenous-loss aware Queue Management (XQM)
that actively accounts for exogenous losses to improve ef-
ficiency and fairness. Our proposed approach is based on
classifying the effects of exogenous losses into long-term
and short-term effects. Such classification informs the ex-
tent to which we control exogenous losses, so as to oper-
ate in an efficient and fair region. We validate our results
through simulations.
Keywords: TCP; Error Control; Control Theory; Transient
Analysis; Active Queue Management; Wireless Links.
1. Introduction
Independent exogenous packet losses pose a formidable
challenge to an end-to-end transmission control protocol’s

This work was supported in part by NSF grants ANI-0095988, ANI-
9986397, EIA-0202067 and ITR ANI-0205294, and by grants from Sprint
Labs and Motorola Labs.
ability to react effectively to changes in network resource
availability. By exogenous losses we mean losses that are
produced outside the transmission control system of a traf-
fic source, i.e., independently of that source’s behavior and
its long-term fair share of network resources. The emer-
gence of independent exogenous losses could be attributed
to two radically different causes: the first is simply a conse-
quence of traversing lossy channels (e.g., wireless first and
last hops, satellite links), whereas the second is due to the
bursty nature of cross-traffic.
Motivation: Exogenous losses are problematic because
they are thought of as constituting “noise” with which a
transmission control loop must reckon. Unchecked, ex-
ogenous losses have the potential of decreasing resource
utilization, introducing unfairness in resource allocation,
and even compromising the stability of an end-to-end con-
trol loop. Recent research efforts have started to address
these issues—for example, by diagnosing the cause of
packet losses and reacting differently to different types of
losses [3], or by slowing down the reaction to packet losses
through the use of “smoother” control rules [25].
While countering the effects of exogenous losses is
a worthy goal, a more important goal is to assess the ex-
tent to which these losses actually impact the behavior of
control loops. More to the point, to be able to assess the
usefulness of the plethora of traffic control strategies deal-
ing with effects of exogenous losses, we need a rigorous
methodology for the analysis of the emergent behaviors that
result from the composition of end-to-end protocols (e.g.,
increase-decrease rules), network element behaviors (e.g.,
RED/AQM [6]), and new application-level functionalities.
To that end, a particularly promising approach is to marshal
techniques from control theory and optimization theory to
the modeling and evaluation of complex network transmis-
sion control strategies, as exemplified in a number of recent
efforts [21, 15, 11]. While useful, these efforts were limited
to the wired part of the network and did not explicitly model
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exogenous losses.
Contributions: In this paper, we capture the effect of ex-
ogenous losses by extending a dynamic model of the widely
deployed Transmission Control Protocol (TCP) [13]. As
one would expect, we show that high levels of exogenous
losses lead to inefficient network utilization. Surprisingly
though, we also show that low levels of exogenous losses
introduce convergence to fairness properties that are both
beneficial and desirable.
Since TCP, by its nature, adaptively seeks available
bandwidth, exogenous losses in effect impose an upper limit
on achievable TCP throughput. The extent to which ex-
ogenous losses limit achievable throughput makes the cru-
cial difference between desirable and undesirable exoge-
nous losses. In particular, if this limit lies below a connec-
tion’s long-term fair share, then exogenous losses cripple
that TCP connection. Otherwise, we show that exogenous
losses enable the fast and stable convergence of TCP con-
nections to their long-term fair shares of network resources.
This is because such exogenous losses serve as early error
notifications to the sources, which, similar to RED (Random
Early Detection) [6], randomize packet drops across all con-
nections. This randomness prevents an individual TCP con-
nection from monopolizing the bottleneck resource, in ad-
dition to preventing several connections from synchronizing
their sending behavior which may result in high delay vari-
ance (jitter). Thus, low levels of exogenous losses, which
do not force TCP throughput to dip below its long-term fair
share, can be beneficial in reaching an efficient, stable and
fair allocation of resources.
This observation suggests that the common wisdom of
utterly hiding all exogenous losses may indeed be counter-
productive. Even if such hiding is harmless, the overhead
of implementing it—for example through local error recov-
ery over wireless access links using Snoop [2]—may not be
justified.
Our analysis has also identified two vulnerabilities of
RED (as well as AQM techniques that employ queue-length
dependent signaling of congestion conditions) in the pres-
ence of exogenous packet losses. First, since RED gener-
ates its congestion notification signals as a function of the
average, rather than instantaneous, queue size, it may fail to
react quickly to the behavior of TCP sources responding to
fast-changing exogenous losses. This could lead to further
inefficiencies until the average queue catches up with the
new value imposed by exogenous losses. Second, with high
levels of exogenous losses, the queue length at the bottle-
neck router may decrease below the minimum threshold of
RED. In this case, RED does not drop (or mark) packets and
the system degenerates into an open-loop control system.
Towards a constructive application of our findings, we
propose an Active Queue Management (AQM) approach,
which intelligently accounts for exogenous losses. The goal
of such an approach is two-fold: (1) To hide from TCP
senders the “harmful” level of losses so as they converge to-
ward their long-term fair shares; and (2) To expose the “ben-
eficial” level of losses that create enough randomness for
improved convergence and stability, while removing the in-
herent bias of TCP against connections with long round-trip
time (RTT). While implementation details of such AQM,
which we term eXogenous loss aware Queue Management
(XQM), is beyond the scope of this paper, XQM outlines
a common framework that explicitly considers and exploits
exogenous losses.
Paper Outline: The rest of the paper is organized as fol-
lows. In Section 2, we present and validate through ns-2 [5]
simulations a dynamic model of TCP that incorporates ex-
ogenous losses. In Section 3, we analytically derive a lower
bound on losses that need to be hidden from TCP sources
to ensure efficient operation. In Section 4, we classify the
effects of exogenous losses into short-term and long-term
effects, and show that hiding short-term exogenous losses
improves the transient behavior of TCP connections. We
capitalize on this finding in Section 5, where we outline and
evaluate the performance of XQM. We present relevant re-
lated work in Section 6 and also throughout the paper, when
appropriate. We conclude in Section 7 with a summary of
results and follow-up research.
2. Modeling TCP + Exogenous Losses
A transmission control loop is usually divided into two
components: The forward control path, which governs how
much data the sender can inject into the network, and the
feedback path, via which the network (e.g., AQM at the
bottleneck) informs the sender of congestion or available
bandwidth. Such feedback is always associated with a de-
lay known as the feedback delay, which is the time it takes
the feedback signal to reach the sender.1
In this section, we extend an analytical fluid model
similar to that proposed in [11, 16, 21, 27] to capture the ef-
fect of exogenous losses on closed-loop TCP control loops.
We validate our model using ns-2 [5] simulations.
2.1. Model Derivation
We consider a dynamic fluid model of  TCP connections
traversing a single bottleneck of capacity

. The round trip
time 
	 at time 	 for connection  is equal to the round-trip
1Notice that not every transmission protocol has those two components;
TCP [13] is an example of a closed-loop protocol where both components
are present, whereas UDP [24] is an example of an open-loop protocol with
no feedback component.
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propagation delay  between the sender and the receiver
for connection  , plus the queuing delay at the bottleneck
router. Thus 
 can be expressed by

 
ff


fi (1)
where
ff

 is the backlog buffer size at time  at the bottle-
neck router. We denote the propagation delay from sender 
to the bottleneck by ffifl "! , which is a fraction #$ of the total
propagation delay.
ffifl %!& #$' (2)
The backlog buffer ff 
 evolves according to the equation
(
ff


)
*
%+-,.

0/1ffifl  !20/
fi (3)
which is equal to the input rate
.
435 from the 6 connections
minus the output link rate. Notice that the input rates are
delayed by the propagation delay from the senders to the
bottleneck ffifl "! .
We assume that the links between the bottleneck and
the receivers are subjected to exogenous packet losses, and
that all connections see the same levels of exogenous losses.
It follows that the total packet loss probability 78
 ob-
served by senders would comprise the congestion-induced
loss probability 9:
 (due to buffer overflow at the bottle-
neck) as well as the exogenous loss probability 9<;=
 . Thus,
the total loss probability seen by senders is given by
78
 >?/@ >A/B9<:C
D >A/B9<;E

F
6B'GHI9:J
KL9;E
MC>E (4)
where the congestion loss probability 9:
 depends on our
choice of a queue management implementation at the bot-
tleneck router.
For DropTail, 9<:C
 is simply given by
9<:C
 NPO
ff

RQTS
>
ff

HUS
(5)
where S is the maximum buffer size.2
For RED [6], the congestion loss probability 9:
 is
given by3
9<:
 V
W X
O Y

RZTS
)
\[
]

Y

-/_^E`S
)
a[BQ
Y

bQTS
)?cDd
>
Y

ReTS
)AcJd
(6)
2We assume that when operating in a certain regime at time f , e.g.,
when ghifkj$lBm , the probability that the queue is full is small enough that
the queue length is practically less than m over all sample paths. This
assumption is validated by the ns-2 simulations presented later in this sec-
tion.
3For simplicity, we follow the same assumptions of other studies by
ignoring the uniformization of packet drops [6]. This assumption is relaxed
in our ns-2 simulations.
where ] and ^ are the RED parameters given by
npo$q4r
so$q r=tuso
iv
and S ) a[ , respectively, and
Y

 is the aver-
age queue size, which evolves according to the equation:
(
Y

w
/Rx
fi

Y

0/
ff

M
O
QyxzQ{> (7)
Notice that in the above relationship, we multiply x by
fi
since RED updates the average queue length at every packet
arrival, whereas our model is a fluid model [11, 21].
The throughput of TCP,
.

 is given by
.

 |




(8)
where
|

 is the size of the TCP congestion window for
sender  .
According to the TCP Additive-Increase
Multiplicative-Decrease (AIMD) algorithm, the dy-
namics of TCP throughput for each of the 6 connections
can be described by the following differential equations
(
.

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
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
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


.


 >A/178
-/1!fl42
-/
.


.

0/


k78
-/ffi!fl



` >=M

MJ3a3iM6 (9)
The first term represents the additive increase rule, whereas
the second term represents the multiplicative decrease rule.
Both sides are multiplied by the rate of the acknowledg-
ments coming back due to the last window of packets
.

J/
 . In the above equations, the time delay between
the bottleneck and sender  , passing through the receiver  ,
is given by
!fl42
 
-/1ffifl %! (10)
2.2. Model Assumptions
The fluid model we presented above makes the following
assumptions, some of which we have already mentioned.
(1) All connections with the same round-trip time (RTT)
are synchronized in their feedback from the network.
(2) The level of exogenous losses experienced by all con-
nections with the same RTT is identical.
(3) All losses (exogenous and congestion) are observed af-
ter the same feedback delay !fl 2
 .
(4) The effect of slow start and timeouts is ignored in the
TCP equations, focusing only on the AIMD mecha-
nism.
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As we will discuss later, some of the above assump-
tions do indeed hold in special settings (e.g., when exoge-
nous losses are due to wireless first/last-hop losses). How-
ever, in general, the above assumptions may not hold and
will need to be relaxed—which we could do in simulation
experiments, but not in analysis. For example, since exoge-
nous loss levels and patterns depend on the traversed links,
assumption (2) may not hold. Also, since exogenous losses
may be produced on any point along a path (let alone at the
congestion point), assumption (3) may not hold. Be that
as it may, the analytical model captures the essential dy-
namics necessary to gain valuable insights, which could be
confirmed using more empirical means.
2.3. Model Application
Low JŁ [21] studied the dynamics of TCP over RED
queues through linearization around equilibrium points.4
While useful, linearization fails to track the system trajecto-
ries across different regions dictated by the non-linear equa-
tions.
In Appendix 7, we show the linearization of the sys-
tem (TCP + exogenous losses) modeled above. In particu-
lar, we show how such a system switches between an open
loop control, when exogenous losses are high, and a closed
loop control, otherwise. This switching between operating
regions prevents us from using traditional transient control
analysis. Thus, in the remainder of this section, we solve
the above set of non-linear equations numerically for a care-
ful and continuous tracking of the model’s behavior through
different operating regions.
It is important to note that the numerical solution of
the non-linear fluid model (equations (1) through (10)) read-
ily provides the average performance of the system, unlike
simulation which requires the averaging of many indepen-
dent runs.
2.4. Model Validation
To validate the predictive value of our analytical model, we
compare results obtained from solving the set of equations
(1) through (10) with those obtained from ns-2 simulations,
with similar parameterization. Figure 1 depicts the topol-
ogy under consideration. We set the total number of com-
peting connections to 20; we set the capacity  to 2,000
C2

  
; and we chose the propagation delay of all connections
uniformly at random between 80 and 120 msec. Each con-
nection’s fair share of the link is around 100
C2

  
. The total
buffer size at the bottleneck is chosen to be 250 packets.
RED’s minimum and maximum buffer thresholds are set to
4Linearization assumes (and hence requires) that the system always
stays within a certain operating regime.
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Figure 1: Dumbbell topology used in numerical evaluation
and in ns-2 simulations.
50 and 120 packets, respectively. The weight parameter 
was set to 0.0001 and -AD was set to 0.1. We also assume
that the bottleneck is in the middle of the path between the
senders and the receivers, i.e.,  in equation (2) is chosen to
be 0.25.
In our ns-2 [5] simulations (parameterized as above),
we assume that all sources start sending at the same time
with unlimited data to send. The packet size is chosen to be
1,000 bytes. Loss modules, generating exogenous losses,
are attached to every access link between the bottleneck and
each receiver, hence relaxing assumption (3) of our analyt-
ical model. During the time period [0, 20) we introduce
0% exogenous losses, during [20, 40) the rate of exogenous
losses is increased to 1% and finally during [40, 60], exoge-
nous losses are increased further to 5%. The simulations
results are averaged over ten independent runs.
Figure 2 shows that the throughput and the queue size
trend predicted by our analytical model closely matches
those obtained via ns-2 simulations, under both DropTail
(top row) and RED (bottom row).
In the first twenty seconds, i.e., under zero exogenous
losses, TCP throughput oscillates between low and high
sending rates for DropTail. While RED sustains these oscil-
lations only until the average queue size reaches its steady
state value (around time 10). In the next twenty seconds,
when the level of exogenous losses increases to 1%, TCP
throughput converges to its fair share under both DropTail
and RED. Notice how the queue size converges to a steady
state (non-zero) value, hence the system is well utilized. In
the last twenty seconds, exogenous losses (now increased
to 5%) result in the convergence of each  
¡¢ , albeit to a
value lower than the fair share and the queue size drops to
zero, hence the system is under utilized. This observation
suggests that low levels of exogenous losses do not degrade
the throughput of TCP. But clearly, when exogenous loss
rates are increased to 5%, TCP’s throughput suffers and the
system becomes under utilized (below the fair share of 100
£C¤D¥"¦
¦ § ¨
). Notice that while the results obtained via simulation
does not match the numerical results of our model perfectly
(due to the assumption in the fluid model, which is not pre-
served in simulations), the trends are in good agreement.
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(d) Queue Size
RED
Figure 2: DropTail (top row with throughput on the right and queue size on the left) and RED (bottom row with throughput
on the right and queue size on the left). The level of exogenous losses is increased from 0% to 1% at time 20 and further to
5% at time 40.
3. Impact on Efficiency
Figures 2(b) and 2(d) suggest that low levels of exogenous
losses do not degrade the efficiency since the queue con-
verges to a non zero steady state value. But clearly, when
exogenous loss rates are increased to 5%, TCP’s throughput
suffers and the system becomes underutilized (queue size
goes to zero). In this section we focus on that dimension of
the impact of exogenous losses.
A transmission control loop is said to be efficient if
the TCP throughput for that loop matches the bottleneck
link capacity. Thus, at steady state, the following two equa-
tions should be satisfied for an efficient network utilization.
These equations are obtained by setting the derivatives to
zero in equations (3) and (9).
©
ª «%¬-­®
¯
«±° ²
(11)
®
¯
«±° ³
®
´
«¶µ ·¹¸
³
®
º
«¼»
³E½
(12)
Clearly, the steady-state TCP throughput
®
¯
«
is in-
versely proportional to the square root of the total loss prob-
ability
®
º
«
, which in turn is directly affected by the exoge-
nous loss rate
®
¾¿
.
5 For a steady state behavior,
®
º
«
must be
larger than zero. Having no drops remove the upper limit
on the rate/window and this, in theory, will cause it to grow
indefinitely.
As the steady-state value of
®
¾<¿ increases, the send-
ing rate would start to decrease, approaching zero. This
could prevent TCP throughput À
©
«%¬-­
®
¯
«
from reaching
²
,
i.e. equation (11) cannot be satisfied. The value of À ©
«"¬-­
®
¯
«
being less than
²
means that the system is underutilized.
Hence TCP is forced to operate with no buffering at the bot-
tleneck, and no congestion signals going back to senders.
When this happens, the TCP transmission control loop is
actually broken—it operates as an open-loop control system
with no feedback from routers.
When exogenous losses are not present, nothing hin-
ders the increase of TCP throughput so as to match its band-
width share.6 Once the connection hits its bandwidth share,
packets start to accumulate until Á
¸
Â
½
reaches Ã under Drop-
Tail, or the average queue size starts building up until it ex-
ceeds Ã ©
«aÄ
under RED. At that time, congestion signals
5Observe that equation (12) resembles the so-called TCP-friendly equa-
tion [9], except that in the model of Section 2, ÅÆÇ is not necessarily a
Bernoulli probability, but depends on queue management parameters.
6The connection is still limited by its round-trip time, but eventually
will hit its bandwidth share. We assume that connections are not limited
by the advertised receiver’s window.
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are generated and the sender would back off and this cycle
repeats (cf. equation (9)).
The presence of exogenous losses impose an upper
limit on TCP’s throughput and it is crucial where this up-
per limit lies. If this upper limit is close to the connection’s
long-term fair share, then these exogenous losses turn out
to improve the connection’s convergence to its fair share.
This is exactly what happens in the time period [20, 40) in
Figure 2. Without such exogenous losses [0, 20), the con-
nection’s throughput shows large oscillations.
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Figure 3: Efficient convergence with 2% exogenous losses
Consider the same setup described in the previous sec-
tion, except that all connections have the exact same propa-
gation delay of 100 msec. If the goal is to allocate an equal
share of the bandwidth to each TCP connection, then using
equation (11), we have each connection’s (long-term) fair
share, ÈÉÊ , equals 100 ËCÌ2Í
Î
Î Ï Ð
. Solving for ÈÑDÊ using equation
(12), we get a value of almost 2%. Indeed, Figure 3 shows
that when exogenous losses are at 2%, the throughput con-
verges to the fair share value, with no oscillations.
Many protocols have been developed for hiding all ex-
ogenous losses from the sender [2, 1]. For example, in
Snoop [2] the connection between the server and the client
is intercepted by the proxy in the middle. The proxy buffers
data packets to allow link-layer retransmission when du-
plicate acknowledgments, indicating packets lost over the
wireless proxy-client link, arrive at the proxy. Snoop does
not allow such duplicate acknowledgments to pass back to
the sender to prevent it from doing fast retransmit and re-
covery (i.e., halving its sending rate).
While such protocols attempt to improve efficiency by
removing the upper limit imposed on throughput by exoge-
nous losses, they could be hindering the convergence to fair-
ness! Furthermore, hiding further packet losses from con-
nections that are already getting their fair share would not
be beneficial, but would only add the overhead of complete
hiding (e.g., the cost of buffering and local retransmission
at the Snoop proxy).
Ideally, we would like to always report a value of ÈÑDÊ
to sender Ò , since this would mean that the network is uti-
lized efficiently while at the same time, connections have
a fair chance to compete. In the next section, we address
the challenges behind tuning (adjusting) exogenous losses
inside the network to achieve this goal.
4. Active Tuning of Exogenous Losses
As discussed in the previous section, for given bottleneck
link and RTT characteristics, there exists a desirable value
for the loss rate that would promote both convergence and
efficiency of a TCP control loop. We use the term quies-
cent loss rate to refer to this desirable value. For example,
a quiescent loss rate of 2% yielded both efficiency and con-
vergence for the experimental setting used in Figure 3. In
this section we examine the pros and cons of various ac-
tive approaches for relaying such a quiescent loss rate to
senders.
Exogenous Loss Unaware Signaling: The traditional ap-
proach ignores the presence of exogenous losses and im-
poses a loss value that would improve some local metric
(e.g; buffer size). An example of such an approach is RED
(or some other variants thereof, e.g. [12, 10]), whereby
dropping or marking of packets is conditioned on the lo-
cal queue occupancy in order to stabilize the queue. There-
fore, a natural question to ask is whether tuning the aver-
age drop rate of such queue management techniques over
a long time scale (to match the quiescent loss rate) would
yield the desirable efficient convergence to fair share. The
results in Figure 2(d) suggest that this would be the case,
but only over long time scales. As evident from the re-
sults in Figure 2(d), RED exhibits transient inefficiencies
when faced with variability in exogenous loss rates over
short time scales. Specifically, at time 20, RED’s queue size
drops to zero, before converging again to the new steady-
state value around 50. This transient anomaly does not oc-
cur under DropTail.
The undesirable transient behavior exhibited under
RED is due to the unawareness of RED of the presence of
exogenous losses coupled with the time it takes for the aver-
age queue size to adapt to a new value. When the exogenous
loss rate suddenly increases while the queue length is above
ÓÔ
ÊaÕ
, TCP backs off in response to the (exogenous) losses
and hence the queue starts to drain. The problem is that
RED uses the average queue length as indication of con-
gestion, and as long as the average is lagging behind the ac-
tual queue length, RED keeps generating congestion signals
(by dropping or marking packets) for the stale higher value
of its average queue length. Obviously, at that point, the
congestion-oriented design of RED is challenged by the ex-
ogenous losses—it is no longer true that the sender reduces
its rate only in response to congestion signals! As soon as
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the average queue size catches up with the new value below
ÖØ×RÙ\Ú
, RED seizes to send feedback signals. At this point,
TCP is in fact operating as an open loop control system and
starts to increase its sending rate.
Exogenous Loss Aware Signaling: The above discussion
suggests that it is crucial for any AQM to take into account
the presence of exogenous losses. In particular, FRED [19]
implicitly makes few steps forward toward this goal (al-
though this was not in its design motivation to tune for
exogenous losses) by protecting fragile flows, which could
have been fragile (i.e. have small windows) by the presence
of exogenous losses. In contrast, XQM as will be presented
later in this work, makes the decision of when to introduce
losses and when to hide losses and when not to interfere
based on the level of exogenous losses present. In effect,
XQM utilizes such external losses, toward its own feedback
signal. Thus it provides the minimum interference and only
when needed. If the value of exogenous losses occurring on
the rest of a connection’s path can be magically relayed to
XQM, XQM can make sure, through adjusting its own con-
trol rules, that the sender will only see the quiescent end-to-
end loss rate. However, this is hard to achieve in general,
so we focus more on how can XQM relay the quiescent loss
rate, based on each connection’s performance.
In a real setting, the level of exogenous losses varies
over time. If that level is below the quiescent rate, then it is
possible to “introduce” losses to promote efficient conver-
gence to a fair share. This could be done through randomly
dropping or marking packets. If that level is higher than
the quiescent rate then it would be necessary to “hide” such
losses from the sender. This could be done in many ways,
including link layer retransmission, forward error correc-
tion techniques, or replication over multiple paths.
More realistically, what if the level of exogenous
losses fluctuates over time, exhibiting a long-term, average
behavior, as well as a short-term, oscillatory (or cyclic) be-
havior?
With the same setup described in the previous section,
Figure 4(left) shows the effect of short-term fluctuations
(captured by a sinusoidal cyclic behavior) of Û 2% during
the interval [10,20], which is superimposed on an average,
persistent (i.e., long-term) level of exogenous losses of 3%
during the interval [0,30]. Clearly, the higher-than-desirable
long-term exogenous losses result in lower efficiency during
the intervals [0,10] and [20,30], with throughput of 80 ÜCÝ2Þ
ß
ß à4á(as opposed to the 100 ÜCÝDÞ
ß
ß à á
fair-share). Given such a mix of
long-term and short-term effects, how could an agent (e.g.,
a wireless proxy [2, 26] or an Internet Traffic Manager [23])
massage the exogenous losses observable by senders?
Long-Term Adjustment: As a first approximation, such
an agent may attempt to bring the long-term average of ob-
servable exogenous losses to the quiescent rate. We refer
to such an approach as long-term adjustment of exogenous
losses, whereby an agent would hide losses in the amount
of â<ãä
åæ , allowing senders to observe loss rates of âç~ä
åæ that
are equal to the difference between the real losses â
à
ä
åæ and
â<ãèä
åæ .
âèçpä
åæé êëpì-äkí8î'â
à
ä
åæ-ïðâãèä
åææ (13)
The equation above effectively shifts â
à
ä
åæ down by a value
that is equal to âãèä
åæ in order to match a desirable quiescent
loss rate.
A long-term reduction of exogenous loss rates will re-
sult in larger TCP congestion window sizes (i.e., higher
throughput). Thus, by appropriately setting the value of
â<ãèä
åæ , we are able to bring connections operating in an in-
efficient region to an efficient one.
Figure 4(center) shows the results of applying such
a policy, where the average level of exogenous losses over
a long time scale (e.g., calculated over the interval [0,30])
is brought down from 3% to 2%. As expected, the re-
sulting throughput is decidedly better during the intervals
[0,10] and [20,30], but the short-term variability in exoge-
nous losses during the interval [10,20] results in wide oscil-
lations that are clearly undesirable.
Short-Term Compensation: To tackle variations in exoge-
nous loss rates over shorter time-scales, we may extend our
policy to allow for a dead-band controller which filters out
short-term changes in exogenous losses (by hiding and/or
introducing losses) that are within a prescribed range (e.g.,
Û 1%) around the long-term average. We refer to this as
short-term compensation.
Short-term compensation causes the sender to see
smoother loss patterns (not affected by the real dynamics of
exogenous losses). Let the losses â
à
ä
åæ be evolving around
a certain average denoted by âñ8ä
åæ . Under short-term com-
pensation, the rate of exogenous losses âçpä
åæ reported back
to senders is given by:
òŁóEô%õöø÷ ù
ò¶úô%õöûò8üŁô%õöþýIß¶ò¶úJô%õö Bò ô%õö ò8üŁô%õö
ò¶úô%õö ò8üŁô%õöþýIß¶ò¶úJô%õöBò ô%õöuûò8üŁô%õö
ò ô%õö 
	 ý
(14)
The equation above reports to senders an average exoge-
nous loss rate of âñ8ä
åæ , unless short-term variability in ex-
ogenous loss rates is beyond what can be hidden or intro-
duced, in which case remnants of this variability are ob-
servable by senders.
Figure 4(right) shows the results from applying short-
term compensation as well as long-term adjustment poli-
cies. Clearly this two-pronged strategy results in significant
smoothing of achievable throughput during times of short-
term variability in exogenous loss rates, while keeping the
long-term average around the quiescent value for efficient
convergence to a connection’s fair share.
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Figure 4: Effect of short-term cyclic (sinusoidal) exogenous losses on efficiency (left); effect of hiding exogenous losses over
long time scales (middle); and effect of hiding exogenous losses over long and short time scales (right).
5. Leveraging Exogenous Losses
In this section, we outline and evaluate an instantiation of
a network agent that leverages our findings regarding the
promise of tuning exogenous losses seen by long-lived TCP
connections so as to control their share of bandwidth. We
term such active queue management eXogenous-loss aware
Queue Management (XQM).
5.1. XQM
We consider a simple scenario where XQM is employed
at a bottleneck router at the edge of a network cloud,
over which exogenous losses can occur. We choose this
particular setting because it ensures that many of the as-
sumptions in our model are satisfied (e.g., all flows expe-
rience the same levels of exogenous losses). Given this
setup, and assuming both data and acknowledgments tra-
verse the XQM-enabled access point, XQM can distinguish
exogenous losses over the downstream cloud.7 Similar to
RED [6], XQM would additionally generate early error no-
tifications through packet drops (or markings). However,
unlike RED, these losses are not a function of the queue
length, rather they depend on the profile of each individual
TCP flow. This profile includes the round-trip time of the
connection and the throughput that we would like to provide
to this connection.
In order to set the quiescent loss rate  for a flow (or
aggregate set of flows), an XQM agent needs to maintain es-
timates of the RTT of long-lived connections under its man-
agement, for example using “measurement-in-the-middle”
techniques [14]. From equation (12), this quiescent loss rate
is given by:

fiff
fl
ffi

! 

"
#%$'&
fl
(15)
7Note that this setup subsumes a wireless access point (base station) at
which XQM, rather than Snoop [2], is employed.
As discussed in Section 4, an XQM agent would employ
long-term adjustment and short-term compensation of ex-
ogenous losses to match the value of  obtained from equa-
tion (15).
It is important to note that setting the quiescent loss
rate using equation (15) could be modulated to allow for
a differentiated/weighted allocation of the bottleneck band-
width (e.g., due to traffic engineering rules based on type of
traffic). Also, the flow under consideration in equation (15)
may represent an aggregate set of flows, that are identifiable
by an XQM agent (e.g., through source/destination IP pre-
fixes), or an equivalent class of flows (e.g., within a similar
RTT range).
Implementation details of the XQM agent, including
efficient techniques for flow classification and RTT mea-
surement are beyond the scope of this paper. However, in
the remainder of this section, we present XQM performance
evaluation results using the model and analysis presented in
this paper.
5.2. Performance Evaluation
We present numerical results to demonstrate the effect of
XQM on competing long-lived TCP connections that have
different round-trip times. In this setup, we have 20 con-
nections that traverse a bottleneck of capacity 2,000 (*)+-,
,%.%/
.
19 of these connections have the same propagation delay of
100 msec, while the remaining one has a propagation de-
lay of 60 msec. The total buffer size at the bottleneck is
chosen to be 250 packets. RED’s minimum and maximum
buffer thresholds are set to 50 and 120 packets, respectively.
The weight parameter 0 was set to 0.00001 and 132546 was
set to 0.1. During the time period [0, 10), 0% exogenous
losses are present. During the time period [10, 20), we in-
troduce 1% exogenous loss rate, followed by an increase to
5% during [20, 30]. Figure 5 illustrates the system’s behav-
ior, namely the throughputs and queue length, under Drop-
Tail (first row), RED (second row), and XQM (last row).
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Figure 5: One connection with 60 msec delay competing with 19 other connections, each with 100 msec delay
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Figure 6: Buffer trajectories with no exogenous losses (left) and with 1% exogenous losses (right).
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Figures 5(a) and (c) show that the presence of exoge-
nous losses improves convergence and reduces oscillations
under both DropTail and RED. However, the connections
are still limited by the unfairness imposed by the differ-
ent round-trip times—the shorter RTT connection (with 60
msec propagation delay) achieves better throughput over
the whole run. On the other hand, by tuning exogenous
loss rates to match the quiescent value, XQM (Figure 5(e))
achieves fairness among connections regardless of round-
trip times.
Another metric of interest is jitter. Jitter is a measure
of delay variability experienced by flow packets. It can be
measured directly by the variance in buffer size. Figures
5(b), (d) and (f) show that the presence of exogenous losses
reduces jitter, moreover XQM has much better transient re-
sponse (almost zero jitter on average and full utilization).
Figure 6 shows the effect of exogenous losses on the
DropTail buffer trajectory. Here we set the propagation de-
lay of all 20 connections to 100 msec. Buffer trajectories
are represented by the buffer size on the x-axis, while the
y-axis represents the change in the buffer size. This kind of
plots are used in control theory to visualize non-linear be-
haviors. Figure 6(left) shows how the buffer oscillates in a
limit cycle when there are no exogenous losses. Introducing
a quiescent value of 1% exogenous losses leads to conver-
gence of the buffer trajectory to a non-zero value, where the
system is efficient and stable.
6. Related Work
This paper is inspired by the need of merging two orthogo-
nal directions that have been recently taken in the network-
ing research community.
Control-theoretic Analysis: On one hand, marshaling
techniques from control and optimization theory has been
a fruitful direction [4, 11, 12, 22, 16, 17, 8, 20, 18]. In par-
ticular, studies in [21, 11] investigated the stability regions
for TCP over RED. Katabi 78!9:; [15] develops a controller
for stable and efficient congestion control. Kelly 78<9=:;
[16] model TCP/AQM as an optimization problem where
they maximize the aggregate resource utility. However, all
these techniques did not consider the effect of exogenous
losses. Furthermore, the design of AQM schemes (e.g.
[6, 12, 18, 7]) have been oriented toward congestion. Even
those schemes which may react quickly to time-varying ex-
ogenous losses, e.g. by using more instantaneous measures
of queue length or packet arrival rates, do not consider the
profiles of flows in their design.
In contrast, our XQM approach is exogenous-loss
aware and can thus be more effective in dealing with the
heterogeneity in flow characteristics, e.g. exogenous losses
they experience and their different RTTs. Furthermore,
XQM goes beyond congestion avoidance by supporting
fair (or weighted) allocation of resources to connections
(or classes of them). To that end, XQM utilizes exoge-
nous losses to provide efficiency and fairness to TCP flows.
XQM framework leverages recent work on “measurement-
in-the-middle” techniques [14] and differentiated flow ser-
vices [10].
TCP over Wireless: On the other hand, TCP over wireless
studies have always regarded wireless transmission errors as
noise that should be completely hidden or filtered out from
the senders [2, 1]. Other studies attempt to infer the reason
of packet losses (e.g. congestion-induced or wireless) and
investigate how the TCP sender should react to each type of
loss [3]. None of this work investigated this topic from a
control-theoretic approach and none advocated that “some”
exogenous losses are beneficial to fairness and stability.
7. Conclusion
In this paper, we captured the effect of exogenous packet
losses by extending a TCP dynamic fluid model. We
showed that, while high levels of exogenous losses lead
to inefficiencies, low levels may be desirable as they im-
prove other properties such as jitter and fairness. Given that
the congestion-oriented design of TCP fails to effectively
deal with exogenous losses, a “hide-all-exogenous-losses”
strategy would generally improve efficiency, but may un-
necessarily incur overhead while forfeiting the performance
gains that come from low levels of exogenous (or random)
losses. In this paper, we showed that through the use of an
eXogenous-loss aware Queue Management (XQM) frame-
work, it is possible to tune exogenous losses at the con-
nection or aggregate (class) level so as to ensure that the
network operates in an efficient and fair regime. We are
currently developing practical algorithms for the efficient
implementation of XQM framework within the ITM [23]
architecture and API. This involves the design of efficient
data structures as well as accurate algorithms for round-trip
estimation and flow classification. Preliminary results are
promising.
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Appendix>
In this appendix, we show the effect of exogenous losses on TCP
behavior, specifically, that TCP’s behavior follows more than one
transfer function, in accordance with the level of exogenous losses.
For the sake of simplicity and ease of exposition, we derive our
control-theoretic results for the case of one TCP connection ( ?A@
B ) traversing a RED bottleneck router.
A standard control-theoretic approach to studying a non-
linear dynamical system is to linearize it around an operating
point. This is done by expanding the equations using Taylor series
and ignoring the high order terms. After linearization, the vari-
ables in the equations describe perturbations around the operating
point that we have chosen. The question then becomes whether the
system converges to the chosen operating point, i.e. whether per-
turbations in the system outputs eventually vanish after the system
inputs were subjected to small perturbations. Clearly, based on
our choice of the operating point, we would obtain a different set
of (linear) equations.
In [21], Low CEDGFIHKJ assumed that the system always oper-
ates in the region of LNMPORQTSVUXWYDZ[SVLNM!\] . In general, this is
not always the case because of the oscillatory behavior of TCP;
TCP would keep decreasing its window until there are no losses,
which suggests that UXWYDZ could drop below LNMPORQ . Then, TCP
would keep increasing its window until there are losses, which
suggests that the system may switch between the two regions,
LNMPOQGSTUXWYDZ!S^LNM!\E] and UXWYDZ!_^LNMPOQ . We are particularly in-
terested in this oscillatory regime around L`M!OQ since the presence
of exogenous losses tend to drive UXWYDZ below L MPOQ . Equation (9)
contains the time-varying delay lag abWYDZ , which makes lineariza-
tion hard as pointed out in [21]. As an approximation, we replace
abWYDZ by its steady-state value. Substituting equation (1) in (9) and
linearizing yields (recall that after linearization, variables repre-
sent perturbations):
c
d
WYDZe@ f
g
f
d
f
a
d
WYDZih
B
f
a
f
g
g
WYDZ (16)
where
f
a ,
f
g and
f
d are the steady-state round trip time, total mark-
ing/loss probability and window size, respectively.
Similarly, substituting equation (1) in (3) and linearizing
yields:
c
j
WYDZe@ k
f
d
d
WYDlhnmpoqZrhsk
f
d
j
WYDrhtmpoqZ (17)
If we choose the operating point for RED’s average buffer
size UXWYDZ to lie between L`M!OQ and LNM!\E] , from (6) and (7), we can
write the following RED’s linear equations:
c
UXWYDZe@ h!u
k
WYUXWYDZrh
j
WYDZZ (18)
vw
WYDZe@ xUXWYDZ (19)
On the other hand, by choosing the operating point to be
UXWYDZP_TLNMPOQ , from (6) we get:
v
w
WYDZfi@ y (20)
Equation (20) says that when UXWYDZN_zLNMPORQ , there is no feedback
given from the network back to the sender.
p
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w(s)
s + D1
D2 e
D
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s−
β C σ
s +β C
s + K1 e
D s−
sb
K1 e
D s−
sb
TCP
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Open Loop
Figure 7: Linearized block diagram
Closed Loop System: Assuming the system operates in the
region L M!OQ STUXWYDZ!S{L M|\E] and taking the Laplace Transforms
for the above linear model (16)-(19), we get:
d
W-}Zfi@
mp~C*X
o
}m
W
v w
W-}Z
v
W-}ZZ (21)
j
W-}Zfi@ Ł
EC
iK
o
}3
Ł

C
X

o
d
W-}Z (22)
v
w
W-}Zfi@
u
k
x
}3u
k
j
W-}Z (23)
where mP@





, mp~|@






, and
Ł
P@


.
Hence the closed loop transfer function in the Laplace do-
main is given by:
d
W-}Z
v
W-}Z
@
mp~*W-}3uiZEW-}
Ł
C*X
o
ZC*X-
o
W-}3mEZEW-}3uiZEW-}
Ł
C
X
o
Zihtmp~
Ł
ulxlC

o
(24)
Open Loop System: Observe that if the system operates in-
stead in the region UXWYDZP_^L MPOQ , then equation (20) replaces (19)
and we have an open loop system whose transfer function is given
by:
d
W-}Z
v

W-}Z
@
mp~C*X-
o
}m

(25)
Figure 7 illustrates the open loop and closed loop transfer
functions of TCP over RED in the presence of exogenous losses
v
. One can easily see that if vX is high enough to cause the TCP
sender to shrink its window d to the point that the average RED
queue size is below LNMPORQ , then v w equals zero and the closed
loop is broken, i.e. TCP operates as an open loop control system.
Even with no exogenous losses, the system may oscillate between
two different regimes, e.g., the average queue length may oscil-
late around LNMPORQ . This switching between totally different behav-
iors, especially under time-varying exogenous losses, prevents us
from applying traditional control-theoretic transient analysis tech-
niques, thus we resort to the numerical solution of the non-linear
equations.
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