Lab (FDDR) has been developed to support development of,fault detection algorithms for the flight computer aboard the Ares I and follow-on vehicles.
I. Introduction
HE Fault Detection, Diagnosis and Recovery laboratory (FDDR) is a unique computing environment dedicated to the development, testing and valldation of fault detection algorithms. Its primary objectives are to facilitate the development and evaluation of FDDR algorithms for use on the Ares I launch vehicle system and ground systems supporting the Ares I launch vehicle, and to evaluate advanced FDDR algorithms, technologies, techniques, sensors and instrun_entation for use .with other mission systems intended for travel to the moon and beyond. Within each objective, FDDR algorithms provide three capabilities to satisfy Vehicle requirements: 1) Detect failures and abort conditions during'flight or mission operations, 2) perform pre flight ground diagnostics and checkout, and 3) perform post flight ground diagnostics and mission analysis.
The Ares I launch vehicle and Orion spacecraft have been designed to allow safe recovery of the crew throughout the launch. Davidson etal _provide a summary of the abort strategies intended for the ascent phase. Figure ! provides an overview of the FDDR lab software architecture. The three large rectangles labeled Vehicle Sirnulator, Flight Emulator, and Ground Emulator represent separate workstations as well as specific software tasks. These components we,'e designed to operate in 'real time' using Red Hat Linux Each software is described in detail in the sequel. The Scenarid Library / Scenario Generator is essentially a file system and infrastructure software allowing the user to easily reformat and splice sensor data from multiple source as necessary to stimulate the algorithms intended for testing. The scenario generator currently runs independently of the other software.
II. Scenario Library and Scenario Generator
The purpose of the Scenario Generator is to develop tile datasets containing the nominal and failure sensor data for the Ares-I vehicle. Simulated sensor data may come from several sources including flight data from legacy systems similar to the Ares 1, existing vehicle silnulations of varying fidelity, and models specifically developed for this task. Thescenario librarywill contain representative datafor theperfbrnlance of important sensors duringnominal andabort situations. A finitesetof monitored abort scenarios hasbeen defined by,NASA.TheFDDRgroup is tasked withfindingor developing models ofthese scenarios for upper stage subsystems notincluding theengine. Nominal andborderline beha;vior isprovided totest thealgorithm forfalsepositive diagnosis.• A companion paper describes thedevelopment ofarepresentative moclel forthemainpropulsion system 2.
TheAresI vehicle will haveover5000sensors, including vehicle guidance andnavigation sensors, subsystem performance andhealth sensors, suchandtankpressures, battery temperatures, etc., andstatus measurements such astankfloatswitches, current valvepositions, etc.Simulating allof these signals wouldbeaninsurmountable and unnecessary task. TheScenario generator allowsthedeveloper to choose whichsignals will beincluded in a scenario, andsplice together signals frommultiple sources.
A. Scenario Generator Software
Include speciJics about the scenario generator sol?ware here (language, inie@Tce, anything novel, etc 
Flight Emulator
The Flight Emulator simulates the flight computer tasks of listening l:or sensor data, and reacting by executing the active detection algorithms, it is also expected to relay sensor data and diagnoses to the ground emulator(s). The.flight emtt/olor Wc_Swritten in C, and is implemented in the L)'Ilzlx OS.
More speciJics about the flight emulalor here.
V. Ground Emulator
A ground emulator shell was developed in C Multiple ground emulat6rs may be run sirnultaneously on one or more workstations as depicted in Figure I . Several NASA developed fault detection applications may be tested including HYDE, TEAMS, etc.
VI. Conclusion

