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1 Introdution, SCRMs and Lovasz-Shrijver proe-
dures
Sine 1960's, omplementarity problems attrated a very signiant attention in the theory
as well as appliations of operations researh. See, for instane, the book on LCP [4℄. In this
paper, we onsider various omplementarity problems in the ontext of Suessive Convex
Relaxation Methods (SCRMs) proposed by the authors [5, 6℄. Sine these methods an be
used to ompute the onvex hull of any ompat subset of an Eulidean spae desribed by
a system of quadrati inequalities and a ompat onvex set, they an be used to attak
many omplementarity problems from several angles.
In the speial ase of 0-1 optimization problems over onvex sets, or more speially
polytopes, there are many Suessive Convex Relaxation Methods (SCRMs) based on lift-
and-projet tehniques. We also disuss some of the relationships of general SCRMs and
these more speialized algorithms in solving LCPs.
Let F be a ompat set in the n-dimensional Eulidean spae R
n
. SCRMs take as input,
a ompat onvex subset C
0
of R
n
and a set P
F
of quadrati funtions whih indue a
desription of F suh that
F = fx 2 C
0
: qf(x; ; q;Q)  0; qf(; ; q;Q) 2 P
F
g:
Here we denote by qf(; ; q;Q), the quadrati funtion (+2q
T
x+x
T
Qx). Note that the
variable x is irrelevant outside a ontext and it will always be lear what the variable vetor
is, from the ontext.
Let ` be an integer suh that 1 < 2`  m, d 2 R
m
, and let A be a ompat onvex
subset of R
m
. Consider the onvex optimization problem with omplementarity onditions:
maximize d
T
u
subjet to u 2 A; 0  u
i
; 0  u
i+`
; u
i
u
i+`
= 0; 8i 2 f1; 2; : : : ; `g:
)
(1)
First of all, it is lear that LCP, with a known upper bound on a solution of it, is a speial
ase of (1) (we an take m = 2` and A as an aÆne subspae interseted with a large enough
ball). Seondly, it is very elementary to formulate this problem as a mixed 0-1 optimization
problem with onvex onstraints:
maximize 
T
v
subjet to v 2 C
0
; v
i
2 f0; 1g; 8i 2 fm + 1; m+ 2; : : : ; ng;
)
(2)
where
C
0

8
>
>
>
>
<
>
>
>
>
:
v =
0
B
B
B
B

u
v
m+1
.
.
.
v
n
1
C
C
C
C
A
2 R
m+`
:
u 2 A;
0  u
i
 rv
m+i
;
0  u
i+`
 r(1  v
m+i
);
8i 2 f1; 2; : : : ; `g
9
>
>
>
>
=
>
>
>
>
;
;  
 
d
0
!
2 R
m+`
;
n  m+ `; r  max
i
fmaxfu
i
: u 2 Agg :
2
In general, we allow C
0
to be an arbitrary ompat onvex set in R
n
. There are various
suessive onvex relaxation methods that an be applied to suh a problem.
We an represent the feasible region F  R
n
of (2) as
F = fv 2 C
0
: p(v)  0; 8p() 2 P
F
g;
where P
F
denotes a set onsisting of quadrati funtions
(v
2
i
  v
i
); ( v
2
i
+ v
i
); i 2 fm+ 1; m+ 2; : : : ; ng
on R
n
.
In onnetion with the SCRMs and also the Lovasz-Shrijver proedures (see [8℄), it
seems onvenient to introdue the following notation: For every ompat onvex relaxation
C  C
0
of F and every subset D of D  fd 2 R
n
: kdk = 1g,
P
2
(C;D)  f (d
T
v   (C
0
;d))(

d
T
v   (C;

d)) : d 2 D;

d 2 Dg;

N (C;D) 
8
>
<
>
:
v 2 C
0
:
9V 2 S
n
suh that
 + 2q
T
v +Q  V  0;
8qf(; ; q;Q) 2 P
F
[ P
2
(C;D)
9
>
=
>
;
(a Semi-Innite LP relaxation of F );

N
+
(C;D) 
8
>
>
>
>
<
>
>
>
>
:
v 2 C
0
:
9V 2 S
n
suh that
 
1 v
T
v V
!
2 S
1+n
+
;
 + 2q
T
v +Q  V  0;
8qf(; ; q;Q) 2 P
F
[ P
2
(C;D)
9
>
>
>
>
=
>
>
>
>
;
(an SDP relaxation of F );
where (C;d)  maxfd
T
v : v 2 Cg for every d 2 D. Let S
n
and S
1+n
+
denote the set of
n n symmetri matries and the set of (1 + n) (1 + n) symmetri positive semidenite
matries, respetively. The orresponding variants of Suessive Semi-Innite LP Relaxation
Method (SSILPRM) and Suessive SDP Relaxation Method (SSDPRM) an be written as
follows.
Algorithm 1.1. (SSILPRM)
Step 0: Choose a D
0
 D. Let k = 0.
Step 1: If C
k
= (the onvex hull of F ), then stop.
Step 2: Let C
k+1
=

N (C
k
; D
0
).
Step 3: Let k = k + 1, and go to Step 1.
Algorithm 1.2. (SSDPRM)
Steps 0, 1 and 3: The same as the Steps 0, 1 and 3 of Algorithm 1.1.
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Step 2: Let C
k+1
=

N
+
(C
k
; D
0
).
To onnet these algorithms to the Lovasz-Shrijver proedures, we need to introdue
some additional notation. For every pair of losed onvex ones K and T in R
1+n
, dene
M(K; T ) 
8
>
<
>
:
Y =
 
 v
T
v V
!
:
  0; v 2 C
0
; V 2 S
n
;
v
i
= V
ii
; i 2 fm + 1; m+ 2; : : : ; ng;
v
T
Y w  0; 8v 2 T

; 8w 2 K

9
>
=
>
;
;
M
+
(K; T ) 
8
>
<
>
:
Y =
 
 v
T
v V
!
:
  0; v 2 C
0
; V 2 S
n
;Y 2 S
1+n
+
v
i
= V
ii
; i 2 fm + 1; m+ 2; : : : ; ng;
v
T
Y w  0; 8v 2 T

; 8w 2 K

9
>
=
>
;
:
Let T
0
and K
0
be losed onvex ones given by
T

0
= .one
 ( 
(C
0
;d)
 d
!
2 R
1+n
: d 2 D
0
)!
;
K
0
=
( 

v
!
2 R
1+n
: v 2 C
0
;   0
)
:
(Note that T
0
itself is dened as the dual of T

0
.) If C  C
0
is a ompat onvex relaxation
of F and
K =
( 

v
!
2 R
1+m
: v 2 C;   0
)
;
then

N (C;D
0
) =
(
v 2 R
n
:
 
1 v
T
v V
!
2 M(K; T
0
)
)
;

N
+
(C;D
0
) =
(
v 2 R
n
:
 
1 v
T
v V
!
2 M
+
(K; T
0
)
)
:
Algorithms 1.1 and 1.2 speialized to (2) with P
F
= fv
2
i
  v
i
;  v
2
i
+ v
i
; i 2 fm+1; m+
2; : : : ; ngg an be stated in the following forms, whih are essentially the Lovasz-Shrijver
proedures.
Algorithm 1.1H (Homogeneous form of Algorithm 1.1)
Step 0: Choose a D
0
 D. Dene T
0
and K
0
as above. Let k = 0.
Step 1: If K
k
= .one
 ( 
1
v
!
: v 2 F
)!
then stop.
Step 2: Let K
k+1
= fY e
0
: Y 2 M(K
k
; T
0
)g.
Step 3: Let k = k + 1, and go to Step 1.
Algorithm 1.2H (Homogeneous form of Algorithm 1.2)
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Steps 0, 1 and 3: The same as Steps 0, 1 and 3 of Algorithm 1.2H, respetively.
Step 2: Let K
k+1
= fY e
0
: Y 2 M
+
(K
k
; T
0
)g.
In this paper e
j
denotes the jth unit vetor and e denotes the vetor of all ones (the
dimensions of the vetors will be lear from the ontext).
2 SCRMs applied to LCP with an a priori bound
Let M 2 R
``
, q 2 R
`
be given. Consider the LCP in the following form.
(LCP) Find x, s suh that Mx+ q = s;
x  0; s  0;
x
i
s
i
= 0; 8 i 2 f1; 2; : : : ; `g:
Suppose we are given B(; r) 
n
u 2 R
2`
: ku  k  r
o
, an Eulidean ball ontaining
a solution of the LCP. (In the ase of rational data (M ; q), we an take B entered at the
origin with the radius bounded above by a polynomial funtion of the \bit size" of the data
(M ; q).) For the rest of this setion, we assume that the Eulidean ball with enter   0
and the radius r (r is assumed given) ontains some solution of the LCP.
Under the boundedness assumption above, it is partiularly easy to model any LCP as
a 0-1 mixed integer programming problem, sine the only nonlinear onstraints of LCP an
be expressed as
x
i
= 0; or s
i
= 0; 8 i 2 f1; 2; : : : ; `g:
Balas' method [1℄ an be diretly applied to suh formulations. We an also apply some
variants of the Lovasz-Shrijver proedures [8℄ to the mixed integer programming feasibility
problem:
Find x, s and z suh that Mx+ q = s;
0  x  rz; 0  s  r(e  z);
z 2 f0; 1g
`
:
Note that we an eliminate the variable vetor s from the formulation and apply the
SSILPR and SSDPR Methods to the following formulation:
0  Mx+ q  r(e  z);
0  z  e; 0  x  rz;
z
2
i
  z
i
 0;  z
2
i
+ z
i
 0; i 2 f1; 2; : : : ; `g:
To apply the SCRMs, we an take
C
0

(
v =
 
x
z
!
2 R
n
:
0  Mx+ q  r(e  z);
0  z  e; 0  x  rz
)
;
m  `; n  2`;
P
F

n
(v
2
i
  v
i
); ( v
2
i
+ v
i
); i 2 fm+ 1; m+ 2; : : : ; ng
o
:
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Both algorithms, SSILPRM and SSDPRM presented in Setion 1, terminate in at most
` steps. This fat an be proved easily, using the results of Balas [1℄, Sherali and Adams
[10℄, Lovasz and Shrijver [8℄, or Kojima and Tunel [5, 6℄. For omputational experiene on
similar algorithms for similar problems see [3℄, [12℄. In the next setion, we give the details
of a proof of suh a onvergene result when the methods are applied to a formulation of
Pardalos and Rosen [9℄.
3 SCRMs applied to Pardalos-Rosen formulation of
LCP
We will illustrate the onvergene proof on a formulation of (LCP) by Pardalos and Rosen
[9℄. They homogenize the vetor q with a new ontinuous variable , then they maximize
.
(MIP

) maximize 
subjet to 0  Mx+ q  e  z;
0  x  z; 0    1; z 2 f0; 1g
`
:
9
>
=
>
;
Note that
0
B



x

z
1
C
A
 0 is feasible in (MIP

) and, it is easy to see that (MIP

) has an optimal
solution with 

> 0 i the (LCP) has a solution (or solutions) [9℄. Moreover, if
0
B



x

z

1
C
A
is
an optimal solution of (MIP

) with 

> 0 then
x



solves the (LCP) [9℄. One advantage
of (MIP

) is that it does not require the introdution of large, data dependent onstants
(suh as r in the previous setion) or their a priori estimates. Now, we take
C
0

8
>
<
>
:
v =
0
B


x
z
1
C
A
2 R
1+2`
:
0  Mx+ q  e  z;
0  x  z; 0    1
9
>
=
>
;
;
m  `+ 1; n  2`+ 1;
P
F

n
(v
2
i
  v
i
); ( v
2
i
+ v
i
); i 2 fm+ 1; m+ 2; : : : ; ng
o
:
We have an analog of a very elementary but also a key lemma (Lemma 1.3 of [8℄) of
Lovasz and Shrijver (and their proof tehnique is adapted here). In what follows, we refer
to the vetors in the spae of K
k
by v. At the same time, we refer to dierent subvetors
of v by dierent names, suh as x,  et., to keep the orrespondene of elements of v and
the original formulation of F learer. The proof of Lemma 1.3 of [8℄ leads to the following
analogous result in our ase.
Lemma 3.1. Let D
0
 fe
m+1
;e
m+2
; : : : ;e
n
g: Then the sequene of onvex ones
fK
k
: k  0g given by Algorithm 1.1H satises
K
k+1
 (K
k
\ fv : x
i
= 0g) + (K
k
\ fv : (Mx+ q)
i
= 0g) ;
for every i 2 f1; 2; : : : ; `g; and for every k  0:
6
Proof: Let w 
0
B
B
B

1


x

z
1
C
C
C
A
2 K
k+1
. Fix j 2 f1; 2; : : : ; `g arbitrarily. By the denition
of D
0
and T
0
, the unit vetor e
0
is in T
0
. Hene, by the denition of M(K
k
; T
0
);
K
k+1
 K
k
for every k  0. Therefore, w 2 K
k
. If x
j
= 0 or (Mx + q)
j
= 0 then the
statement of the lemma learly holds. So, without loss of generality, we assume x
j
> 0
and (Mx + q)
j
> 0. Let Y 2 M(K
k
; T
0
) suh that w = Y e
0
. By our hoie of the
one T
0
, we onlude that Y e
n+j
and Y (e
0
  e
n+j
) are both in K
k
. Note that
w =
^
w +
~
w;
where
^
w  Y e
n+j
and
~
w  Y (e
0
 e
n+j
). We will refer to the x and z parts of the vetor
^
w by
^
x,
^
z et. (Similarly for
~
w:) First, sine by the denition of M(K
k
; T
0
), v
i
= V
ii
for every i 2 fm + 1; m + 2; : : : ; ng, we have ~z
j
= 0 whih implies ~x
j
= 0. Therefore,
~
w
lies in the one (K
0
\ fv : x
j
= 0g). Seond, sine x
j
> 0, z
j
must be positive. Therefore,
(1=z
j
)
^
w 2 K
0
. Sine v
i
= V
ii
for every i 2 fm + 1; m+ 2; : : : ; ng, z^
j
= z
j
. So,
1
z
j
0
B

^
^
x
^
z
1
C
A
2 C
k
;
with its z
j
entry equal to 1. Thus, (M
^
x+ q^)
j
= 0. Hene,
^
w is in the one
(K
k
\ fv : (Mx+ q)
j
= 0g). Sine the argument above is independent of the index j
the proof is omplete.
Note that the onlusion of the above lemma also applies to the SSDPR Method sine
SSDPR Method yields at least as tight relaxations as the SSILPR Method.
Theorem 3.2. Both algorithms, Algorithm 1.1H and 1.2H terminate in ` iterations when
applied to the formulation (MIP

) with our hoie of P
F
, C
0
and D
0
above.
Proof: First note that
.hull(F ) 
8
>
>
>
<
>
>
>
:
0
B


x
z
1
C
A
2 R
n
:
0
B
B
B

1

x
z
1
C
C
C
A
2 K
k
9
>
>
>
=
>
>
>
;
; 8 k  0:
Next, let i; j 2 f1; 2; : : : ; `g, i 6= j. Sine x  0 and Mx + q  0, for all v 2 K
k
, for
every k  0,
[(K
k
\ fv : x
i
= 0g) + (K
k
\ fv : (Mx+ q)
i
= 0g)℄ \ fv : x
j
= 0g
= (K
k
\ fv : x
i
= 0; x
j
= 0g) + (K
k
\ fv : x
j
= 0; (Mx+ q)
i
= 0g) :
Similarly, for the intersetion with fv : (Mx+ q)
j
= 0g : Now, we apply Lemma 3.1
repeatedly to onlude that K
`
is the homogenization of the onvex hull of all solutions
of the LCP that lie in the original relaxation C
0
.
7
4 SCRMs applied to the smaller formulation of LCP
with expliit treatment of disjuntive onstraints
Now, we onsider a formulation with fewer variables and onstraints.
(LCP

) maximize 
subjet to Mx+ q  0; x  0;   0;
e
T
(M + I)x+ (e
T
q + 1)  1;
x
i
(Mx+ q)
i
= 0; i 2 f1; 2; : : : ; `g:
It is easy to see that


x


 0 is feasible in (LCP

), and it is also easy to observe that
(LCP

) has an optimal solution with 

> 0 i the (LCP) has a solution(or solutions).
Moreover, if

x




is an optimal solution of (LCP

) with 

> 0 then
x



solves the (LCP).
Note that the inlusion in Lemma 3.1 an sometimes be strit for the SSILPR and SSDPR
Methods.
We expliitly inlude the variable vetor s in our disussion in this setion, for the sake
of presentation. Let
C
0

8
>
<
>
:
v =
0
B

x
s

1
C
A
2 R
2`+1
:
s = Mx+ q  0; x  0;   0;
e
T
(M + I)x+ (e
T
q + 1)  1;
9
>
=
>
;
:
In this setion, we will desribe another Suessive Convex Relaxation Method based on the
ideas of Balas [1℄, Lovasz and Shrijver [8℄. This method will use only Linear Programming
(LP) relaxations. We desribe the method in the original spae of F and C
0
. Let F(C
0
)
denote the set of faet dening inequalities for C
0
. F(C
0
) is the input of the algorithm
whih we introdue now.
Algorithm 4.1. Step 0. k  0:
Step 1. F(C
k+1
)  F(C
k
):
Step 2. For every inequality
 
`
X
i=1
(u
i
x
i
+ u
`+i
s
i
)  u
2`+1
  u
0
in F(C
k
) and every j 2 f1; 2; : : : ; `g solve the LP problems
(P
j
) minimize u
T

(j)
subjet to 
(j)
j
= 1; 
(j)
`+j
= 0; 
(j)
2 K
k
;
and
(P
`+j
) minimize u
T

(`+j)
subjet to 
(`+j)
j
= 0; 
(`+j)
`+j
= 1; 
(`+j)
2 K
k
:
8
If (P
j
) is infeasible then add the equation x
j
= 0 (or the inequality x
j
 0, sine the
inequality x
j
 0 is already inluded) to F(C
k+1
). If (P
`+j
) is infeasible then add the
equation s
j
= 0 to F(C
k+1
). Otherwise, let (
(j)
)

and (
(`+j)
)

denote the optimal solutions
of (P
j
) and (P
`+j
) respetively. Dene y
j
 u
j
  u
T
(
(j)
)

, y
`+j
 u
`+j
  u
T
(
(`+j)
)

. Add
the inequality
 
X
i 6=j
(u
i
x
i
+ u
`+i
s
i
)  y
j
x
j
  y
`+j
s
j
  u
2`+1
  u
0
to F(C
k+1
).
Step 3. Let k = k + 1, and go to Step 1.
Note that in iteration k, the algorithm solves (2`jF(C
k
)j) LP problems.
Theorem 4.2. Let C
k
, k 2 f1; 2; : : :g be the sequene of onvex relaxations generated by
Algorithm 4.1. Then C
`
= .hull(F ).
Proof: We think of K
k
for all k  0, as a subset of R
1+(2`+1)
, with the 0th ompo-
nent being the homogenizing variable, the next ` omponents representing x, the next `
omponents representing s and the last omponent representing . Note that
K
1
 (K
0
\ fv : x
j
= 0g) + (K
0
\ fv : s
j
= 0g)
i
K

1
 (K

0
+ f e
j
g) \ (K

0
+ f e
`+j
g) : (3)
(We used the fat that K
0
 R
1+(2`+1)
+
.) Therefore, if we ensure the latter inlusion, then
Theorem 3.2 applies and we an onlude the onvergene of the method in ` iterations.
Reall that every vetor u 2 K

0
represents a valid inequality
 
`
X
i=1
(u
i
x
i
+ u
`+i
s
i
)  u
2`+1
  u
0
for C
0
. To ensure the inlusion (3), it suÆes to prove:
\For every u;w 2 K

0
suh that u
i
= w
i
; 8i =2 fj; `+ jg; u
j
 w
j
; u
`+j
 w
`+j
;
we have y 2 K

1
; where y
i
 u
i
; 8i 6= j; y
j
 w
j
."
This is equivalent to proving the fat that if the two inequalities
 
`
X
i=1
(u
i
x
i
+ u
`+i
s
i
)  u
2`+1
  u
0
; and
 
X
i 6=j
(u
i
x
i
+ u
`+i
s
i
)  w
j
x
j
  w
`+j
s
j
  u
2`+1
  u
0
are valid for C
0
, then
 
X
i 6=j
(u
i
x
i
+ u
`+i
s
i
)  w
j
x
j
  u
`+j
s
j
  u
2`+1
  u
0
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is valid for C
1
. To ompute all suh inequalities dening C
1
, we solve for every valid
inequality
 
`
X
i=1
(u
i
x
i
+ u
`+i
s
i
)  u
2`+1
  u
0
for C
0
and every j 2 f1; 2; : : : ; `g, the linear programming problems
maximize 
subjet to e
j
+ Æe
`+j

K

0
u;
and
maximize 
subjet to e
j
+ e
`+j

K

0
u:
Here, 
K

0
denotes the partial order indued by the onvex one K

0
(that is, u
1

K

0
u
2
i (u
2
 u
1
) 2 K

0
). Note that both problems are always feasible. Therefore, eah of them
either has an optimal solution or is unbounded. If both LPs have optimal solutions, say


and 

then we set w
j
 u
j
  

and u
`+j
 u
`+j
  

. Sine the above two problems
are LPs, we an equivalently solve their duals. Namely, we solve the LPs:
(P
j
) minimize u
T

(j)
subjet to 
(j)
j
= 1; 
(j)
`+j
= 0; 
(j)
2 K
0
;
and
(P
`+j
) minimize u
T

(`+j)
subjet to 
(`+j)
j
= 0; 
(`+j)
`+j
= 1; 
(`+j)
2 K
0
:
These latter two linear programming problems are preisely the ones used by Algorithm
4.1. Notie that sine their duals are either unbounded or have optimal solutions, these
LP problems either have optimal solutions or are infeasible. When (P
j
) is infeasible, the
equality x
j
= 0 is valid for F and the algorithm adds this equality to the desribing
inequalities of C
k
. Similarly, when (P
`+j
) is infeasible, s
j
= 0 is valid for F and the
algorithm behaves orretly in this instane. (In either instane, the inlusion (3) is
obviously satised for j.) However, the proof is not yet omplete; beause, the arguments
so far ensure the inlusion (3) when the algorithm is ran for every valid inequality of C
0
.
So, next we prove that what the algorithm does (using only the faets of C
0
) suÆes. To
see this, we need to prove that to derive the faets of K
1
, it suÆes to start with a faet
u of K
0
in the above proedure. Suppose u;w 2 K

0
satisfy the above onditions but u is
not faet induing for K

0
. (We will prove that the valid inequality derived from u and w
is implied by some other inequalities derived from some faets u
1
;u
2
; : : : ;u
`
of K
0
.) Sine
u is not faet induing for K
0
, u is not an extreme ray of K

0
. Hene, there exist extreme
rays u
1
;u
2
; : : : ;u
`
of K

0
suh that for some 
r
> 0; r 2 f1; 2; : : : ; `g,
P
`
r=1

r
= 1 the
following onditions are satised:
u =
`
X
r=1

r
u
r
; u
r
0
= u
0
; 8r 2 f1; 2; : : : ; `g:
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Note that u
r
is faet induing for eah r. Let 
r
be the optimal solution of (P
j
) above for
the objetive funtion vetor u
r
. Let 

be an optimal solution of (P
j
) when the objetive
funtion vetor is u. We laim that there exists
~
 2 K
0
suh that
(u
r
)
T
~
 = (u
r
)
T

r
; 8r 2 f1; 2; : : : ; `g;
~

j
= 1;
~

`+j
= 0;
~
 2 K
0
:
(This laim follows from Farkas' Lemma, using the fats that u
r
2 K

0
; 8r and 
r
2 K
0
; 8r.)
Thus, we have
`
X
r=1

r
(u
r
)
T

r
= u
T
~
  u
T


:
Therefore, the inequality obtained from u is equivalent to or dominated by a nonnegative
ombination of the inequalities obtained from u
r
whih indue faets of K
0
. The proof is
omplete.
We illustrated a derivation and onvergene proof for a suessive relaxation method
(losely related to Balas' approah and analogous to a suggestion of Lovasz and Shrijver
[8℄) based on Lemma 3.1 and Theorem 3.2. Algorithm 4.1 is an analog of a method based on
relaxations N
k
0
(K) from [8℄ (whih is onerned with the ase of 0-1 integer programming).
For the relationship of the methods of [1℄ and [8℄, see Balas, Ceria and Cornuejols [2℄. (Balas'
method [1℄, in essene, orresponds to dening
K
k+1
 (K
k
\ fv : x
k+1
= 0g) + (K
0
\ fv : (Mx+ q)
k+1
= 0g) :)
Let C
(4)
k
, k  0 denote the projetion of C
k
generated by Algorithm 4.1 onto the oor-
dinates

x


. Let C
(3)
k
, k  0 denote the projetion of C
k
, generated by Algorithm 1.1, as
used in Setion 3, onto the oordinates

x


. Let K
(4)
k
denote the onvex one assoiated
with C
(4)
k
. From the proof of Theorem 4.2, it is easy to see that
K
(4)
k+1
=
`
\
i=1
h
K
(4)
k
\ fv : x
i
= 0g

+

K
(4)
k
\ fv : s
i
= 0g
i
:
Therefore, the proofs of Theorems 3.2 and 4.2 imply that
if C
(4)
0
 C
(3)
0
then C
(4)
k
 C
(3)
k
for all k  0:
Thus, the SSILPR Method (Algorithm 1.1) as applied in Setion 3 to (MIP

) onverges at
least as fast as Algorithm 4.1 applied to (LCP

).
5 SCRMs applied to the smaller formulation of LCP
with an impliit treatment of the disjuntive on-
straints
We have already seen various ways of applying SCRMs to LCP problems. Sine the methods
proposed in [5, 6℄ only require a formulation of the feasible solutions by quadrati inequali-
11
ties, we are also interested in applying the methods of [5, 6℄ to the following formulation:
C
0

(


x

2 R
`+1
:
Mx+ q  0; x  0;   0;
e
T
(M + I)x+ (e
T
q + 1)  1
)
;
and
P
F
 fx
i
(Mx+ q)
i
 0; i 2 f1; 2; : : : ; `gg :
The general theory of Kojima-Tunel [5℄ implies that their SSDPR and SSILPR Methods
onverge. It would be interesting to haraterize the onditions under whih the Algorithms
3.1 and 3.2 of [6℄ onverge in at most ` iterations for the above desription of P
F
and C
0
.
Also see [7℄, where the authors derived some neessary and some suÆient onditions for
the nite onvergene of SCRMs.
6 A general linear omplementarity problem
Let A : R
`
! R
`
, a linear transformation, q 2 R
`
and K  R
`
a pointed, losed onvex
one with nonempty interior, be given. Consider the Complementarity Problem (CP):
(CP) Find x, s suh that A(x) + q = s;
x 2 K; s 2 K

; hx; si = 0;
where K

is the dual of K:
K

 fs 2 R
`
: hx; si  0; 8x 2 Kg:
Sine K is a pointed, losed onvex one with nonempty interior, so is K

. Suh problems
were studied reently, in the ontext of interior-point methods [11℄. We pik  2 int(K),

 2 int(K

) and we an solve instead the optimization problem
(CP

) maximize 
subjet to x 2 K; [A(x) + q℄ 2 K

;   0;
h

;xi+ h;A(x) + qi+   1;
hx;A(x) + qi = 0:
We hoose
C
0

(


x

2 R
`+1
:
x 2 K; [A(x) + q℄ 2 K

;   0;
h

;xi+ h;A(x) + qi+   1
)
:
Note that C
0
is always a ompat onvex set (see the next theorem). We also pik
P
F

n
hx;A(x) + qi;  hx;A(x) + qi
o
:
Theorem 6.1. (i) C
0
is a ompat onvex set.
(ii) (CP

) has an optimal solution with 

> 0 i (CP) has a solution (or solutions).
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(iii) If



x


is an optimal solution of (CP

) with 

> 0 then the pair of vetors

x



;
1


A(x

) + q

solves (CP).
Proof:
(i) We only need to show that C
0
is bounded; beause, C
0
is a losed and onvex subset of
R
`+1
by denition. Assume on the ontrary that we an take an unbounded diretion


x

6= 0 in C
0
;


x

6= 0; x 2 K;  0; [A(x) + q℄ 2 K

;
h

;xi+ h;A(x) + qi+  0:
Sine eah term in the left hand side of the last inequality is nonnegative, we have
h

;xi = 0 and  = 0:
Sine

 2 int(K

) and x 2 K, the rst identity above implies that x = 0. Thus,
we have a ontradition to


x

6= 0.
(ii) Suppose (CP

) has an optimal solution



x


with 

> 0. Then

x 
x



2 K,

s 
1


A(x

) + q 2 K

: We have
h

x;

si = h

x;A(

x) + qi =
1
(

)
2
hx

;A(x

) + 

qi = 0:
Therefore, (

x;

s) solves (CP). For the onverse, let (

x;

s) be a solution of (CP). Let
  h

;

xi+ h;

si  0; 

=
1
 + 1
and x

=

x
 + 1
:
Then



x


is a feasible solution of (CP

). But the feasible region of (CP

) is ompat
and nonempty, its objetive funtion is linear, hene, (CP

) has optimal solution (or
solutions). Sine we already showed a solution with positive objetive value, the
optimum value is positive.
(iii) This laim follows from the proof of (ii).
Theorem 6.1 shows that we an apply SCRMs to (CP

) with the above C
0
and P
F
and
solve the original, general problem (CP).
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