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Samenvatting
– Summary in Dutch –
De voorbij jaren kenden een ongeziene vooruitgang in het onderzoeksge-
bied gekend als “Deep Learning”. Diepe neurale netwerken zijn nu in staat
om taken zoals beeld- en spraakherkenning op menselijk niveau uit te voe-
ren. Ze kunnen zelfs menselijke spelers verslaan bij complexe spellen zoals
Go of Dota 2. Deep learning werd heel snel toegepast door grote bedrijven
zoals Google, Microsoft, Facebook, Nvidia of Baidu die machine learning
zien als een belangrijk onderdeel van hun producten. Nieuwe innovaties
verhuizen dan ook snel van onderzoek naar productie. Producten zoals
Google Translate, Google Photos, voice assistants (bv: Alexa of Siri) en Ap-
ple’s FaceID gebruiken deep learning technieken achter de schermen.
Veel van deze toepassingen zullen uitgevoerd worden op een toestel van
de gebruiker, in tegenstelling tot cloudsystemen die een vertraging en kost
introduceren omdat data doorgestuurd moet worden naar een server in
een datacenter. Ook vanuit privacyperspectief is het interessant om toe-
passingen lokaal uit te voeren aangezien de persoonlijke data dan nooit
het toestel verlaat. Het nadeel van deze aanpak is dat toestellen zoals
smartphones een beperkte rekenkracht hebben en dat neurale netwerken
veel geheugen en energie nodig hebben. In dit proefschrift bekijken we
technieken die neurale netwerken efficiënter kunnen maken. Er zijn ver-
schillende mogelijkheden en sommige worden al effectief gebruikt in com-
merciële producten. De meeste van deze technieken proberen om één
geoptimaliseerd netwerk te bouwen. In deze thesis focussen we echter
op flexibiliteit en bouwen we adaptieve architecturen die kunnen schalen
met externe factoren zoals de gewenste uitvoeringstijd, de beschikbare sys-
teembronnen of de complexiteit van de invoer. We passen dit toe op com-
putervisietaken maar de geïntroduceerde technieken kunnen ook gebruikt
worden in andere domeinen.
Als een eerste stap stellen we voor om meerdere uitvoerlagen toe te voegen
aan een neuraal netwerk. Dit laat ons toe om snel een voorspelling terug
te geven als het netwerk zeker is van zijn stuk. Toegepast op beeldherken-
ning tonen we aan dat onze modellen in staat zijn om hun computationele
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kost automatisch aan te passen aan de complexiteit van de invoer. Beelden
die eenvoudig te herkennen zijn hebben minder rekenkracht nodig dan
moeilijk te herkennen beelden. Deze architectuur is vooral geschikt voor
gedistribueerde omgevingen waarbij een netwerk opgesplitst wordt tus-
sen een lokaal toestel en de cloud. Dankzij de extra uitvoerlagen kunnen
we het in veel gevallen vermijden om te communiceren met de cloud.
Deze techniek gebruikt de uitvoer van het netwerk als een indicatie voor
de zekerheid waarmee een beslissing genomen werd. Door deze waarde
te vergelijken met een vooraf bepaalde grens kunnen we beslissen om snel
een resultaat terug te geven of om het volledige netwerk te gebruiken. Het
nadeel van deze manier van werken is dat dit alleen werkt voor classifica-
tietaken. In hoofdstuk 3 introduceren we daarom een alternatieve techniek
die gebruikt kan worden om de computationele kost en het geheugenge-
bruik van ResNets te beperken. ResNets zijn een vaak gebruikte familie
van neurale netwerk modellen die ook gebruikt worden voor object detec-
tie of segmentatie.
Soms willen we de computationele kost laten schalen met andere facto-
ren zoals bv. het batterijniveau van het toestel. Wanneer de batterij bijna
leeg is willen we misschien een kleiner, meer energie-efficiënt netwerk ge-
bruiken. We willen echter niet verschillende netwerken, elk met hun ei-
gen energieverbruik-nauwkeurigheid afwegingen opslaan op het toestel.
Om dit te vermijden trainen we een reeks gewichten die kunnen gebruikt
worden om meerdere netwerken op te bouwen, elk met een verschillende
grootte. We kunnen dan telkens het netwerk selecteren dat het best past
bij de huidige beperkingen. Deze techniek introduceert geen overhead tij-
dens de inference-fase en heeft het zelfde geheugengebruik als één groot
netwerk.
In de volgende twee hoofdstukken bestuderen we binaire neurale netwer-
ken. Binaire netwerken gebruiken binaire gewichten en activaties in plaats
van de floating point getallen. Binaire netwerken gebruiken 32 keer min-
der geheugen en kunnen heel efficiënt geïmplementeerd worden in hard-
ware omdat de vermenigvuldigingen gereduceerd worden tot logische ope-
raties. Binaire netwerken zijn echter moeilijker te trainen en geven meestal
minder goede resultaten dan floating point netwerken. In hoofdstuk 5
introduceren we een nieuw trainingsalgoritme voor binaire neurale net-
werken. We trainen eerst een floating point netwerk en gebruiken dit net-
werk om het trainen van het binaire netwerk te vereenvoudigen. We tonen
aan dat dit het trainingsprocess versnelt en dat het de nauwkeurigheid ten
goede komt. Binaire netwerken worden normaal gezien getraind zonder
voorkennis wat een grote computationele kost met zich meebrengt. Om
deze netwerken te trainen hebben we ook een grote hoeveelheid gelabelde
data nodig. Wanneer we minder gelabelde data ter beschikking hebben
kunnen we transfer learning technieken gebruiken. Hierbij nemen we een
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getraind netwerk en passen we het aan voor de nieuwe taak. In hoofdstuk
6 tonen we aan dat dit ook werkt voor binaire netwerken. We trainen eerst
een binair neuraal netwerk met een grote dataset en gebruiken dit netwerk
als een vaste feature extractor. Dit netwerk wordt nooit aangepast en kan
heel efficiënt geïmplementeerd worden in hardware. De laatste laag van
het netwerk implementeren we in software. Deze laag is specifiek voor de
huidige taak en is klein genoeg om snel getraind te kunnen worden. Zelfs
al is er maar een beperkte hoeveelheid data ter beschikking.
Het laatste hoofdstuk is een beetje een buitenbeentje. In alle vorige hoofd-
stukken keken we naar technieken om neurale netwerken te optimalise-
ren zodat we ze kunnen gebruiken op een mobiel toestel in plaats van af
te hangen van een verbinding met de cloud. De cloud heeft echter ook
zijn voordelen. Het maakt het eenvoudiger om modellen te updaten en
om te interageren met andere systemen. Zelfs wanneer de verbinding met
de cloud geen probleem is moeten we toch nog voorzichtig zijn met deze
oplossing aangezien dit betekent dat de beheerder van het cloud systeem
toegang heeft tot de ongeëncrypteerde data van de gebruikers. Dit is een
groot probleem voor medische data. We stellen voor om lokaal de data
om te vormen zodat die niet meer te herkennen valt voor een menselijke
luistervink. Het neurale netwerk is echter wel nog steeds in staat om een
nauwkeurige voorspelling te maken.
Alle technieken die in dit proefschrift voorgesteld worden bieden een al-
ternatieve of complementaire aanpak aan om diepe neurale netwerken uit
het laboratorium te halen en ze toe te passen bij de eindgebruiker. Dit kan
inhouden dat we modellen lokaal toepassen op een toestel van de gebrui-




During the past years, we have witnessed several breakthroughs in the
field of deep learning. Deep neural networks now obtain human level per-
formance on tasks such as image recognition, image segmentation, speech
recognition and playing complex games. Deep learning was quickly adop-
ted by industry and companies like Google, Microsoft, Facebook, Nvidia
or Baidu consider machine learning as a core part of their business. These
companies invest vast amounts of money and resources into machine learn-
ing research which keeps increasing the pace of progress in the field. New
inventions often move from research to production in only a couple of
months and are quickly adopted by the end users. Products such as Google
Translate, Google Photos, voice assistants (e.g. Alexa, Siri) and Apple’s
FaceID are all powered by deep learning techniques.
Many of these applications run on a device of the end user as opposed to
running on a cloud system. This avoids the latency and cost involved with
sending data to the cloud and protects the privacy of the user since the
personal data does not leave the device. Most of these devices however
are constrained in terms of computational resources, memory or energy
consumption which makes it hard to use them to deploy deep neural net-
works. In this dissertation we explore different solutions to make deep
learning models more efficient. There are many different approaches to
realize this and some like using reduced precision arithmetic are already
used in practice. Most of these techniques however try to build a single
optimized network while we focus on flexibility and build adaptive net-
works, i.e. networks that are able to adjust their computational cost based
on external factors such as the desired latency, the available resources and
the complexity of the input sample. In this dissertation we look mainly at
computer vision tasks such as image classification but the proposed tech-
niques can also be used for neural networks applied in other domains.
As a first approach we propose to add multiple output layers to a network
instead of the single output layer at the end of the network. This gives us
the option to return a prediction early if the network is already sufficiently
confident. We find that the model can automatically adapt its computa-
tional cost based on the complexity of the input data. Easy to recognize
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samples take less time than harder inputs. The early stopping architecture
is especially useful in a distributed environment where the network is split
up between a local device and a cloud backend. Because of the early stop-
ping mechanism we can avoid the communication with the cloud for the
majority of the input data.
This technique interprets the outputs of the network as a confidence mea-
sure and uses a threshold to decide to continue processing the input or
to return early. The disadvantage of this approach is that it only works
for classification tasks. To solve this we also introduce an alternative tech-
nique in chapter 3. This approach is able to reduce the computational cost
and memory footprint of ResNet models, a commonly used family of deep
neural networks that is also used for object detection and segmentation
tasks.
Both of these techniques show a similar behaviour, they can automatically
allocate different amounts of computational resources based on the com-
plexity of the current input. This property is unique, most deep neural
networks have a fixed computational cost regardless of the input.
Sometimes however we want to adapt the computational cost to other pa-
rameters such as the battery level of a device. When the battery level is
low, we might want to switch to a smaller, more energy efficient network.
Instead of training and storing multiple independent networks, each with
their own accuracy-energy consumption trade-off, we design a modular
architecture. We train a single set of weights that can be used to initial-
ize multiple networks of different sizes. At runtime we can then select the
network that best fits the current constraints. This technique introduces no
overhead during inference and has the same memory footprint as a single
large network.
In the next two chapters we investigate binary neural networks. Binary
neural networks use binary weights and activations instead of the floating
point numbers typically used in neural networks. Binary neural networks
require 32 times less memory and can be implemented very efficiently in
hardware because the multiplications are reduced to logical operations.
Binary neural networks however are hard to train and typically perform
worse than floating point networks in terms of accuracy. In chapter 5 we
propose a new training algorithm for binary neural networks. We first train
a floating point network and use this network to guide the training process
of the binary network. We find that this increases the training speed and
improves the classification accuracy. Binary neural networks are typically
trained from scratch which has a huge computational cost and also requires
a large amount of training data. Sometimes we want to use a neural net-
work for a task where there is less training data available. We can then use
transfer learning where we take an already trained network and fine-tune
it for the new task. In chapter 6 we show that this also works for binary
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networks. We propose to first train a binary neural network on a large
dataset and use this network as a fixed feature extractor. This network is
never changed and can be implemented very efficiently in hardware. The
last layer is implemented in software and is specific for the current task.
This layer is small and easy to train, even with limited amounts of training
data.
The last chapter is an outsider. In all previous chapters we investigated
techniques that optimize neural networks for deployment on an edge de-
vice instead of relying on a connection to the cloud. Running models in
the cloud also has its benefits. It makes it easy to update the model or to
interface with other systems or databases. Even when the latency or cloud
connectivity is not an issue, we should be careful when doing this because
this means that the (potentially untrusted) cloud operator has access to the
unencrypted data of the user. This is definitely a problem for medical data.
We propose a trainable obfuscation technique to resolve this. We obfuscate
data before sending it to the cloud. This makes it impossible for a human
eavesdropper to see the raw data but a trained neural network is still able
to make an accurate prediction.
All approaches presented in this thesis provide alternative or complemen-
tary techniques to move deep neural networks from research labs to the
end user. This could mean that we deploy the models on a local device
such as a smartphone or that we run the models in the cloud or even a
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2 CHAPTER 1
This first chapter gives a short overview of the background needed to sit-
uate the research of this dissertation. Next, the research contributions are
discussed in detail in the subsequent chapters. Each of these chapters fo-
cusses on one specific technique or research question. The last chapter
concludes and lists several interesting directions for future research.
1.1 Artificial Intelligence
The field of Artificial Intelligence (AI) deals with building systems that
can act intelligently within their environment. The term AI is very con-
fusing and its meaning seems to continuously change, perhaps because
our definition of intelligence continuously changes. Many tasks that were
considered off limits for machines can now be solved efficiently by com-
puter programs. Before IBM’s chess playing computer Deep Blue defeated
Garry Kasparov in 1997 most people assumed that it was impossible for a
machine to beat a chess grandmaster and that doing so would show signs
of intelligence. Immediately after, people complained that it had only used
“brute force methods” and it wasn’t real intelligence [1]. The same is true
for many recent breakthroughs. In 2019 it is possible for a computer pro-
gram to defeat a professional Go player, a game much more complicated
for a computer than chess [2]. We have computer programs that can gen-
erate coherent texts [3]. We can have conversations with a personal voice
assistant that can even set up our appointments for us by talking to a hu-
man over the phone [4]. We have language translation models that are ac-
tually good enough to use in practice. All of this seemed like science fiction
just a few years ago but still most people will not consider this “real AI”.
This behavior where onlookers discount the behavior of an artificial intelli-
gence program by arguing that it is not “real” intelligence is known as the
AI effect [1]. It seems that the moment AI successfully solves a problem,
the problem is no longer a part of AI. Douglas Hofstadter, an American
professor of cognitive science, maybe summarizes the AI effect best: "AI is
whatever hasn’t been done yet" [5].
1.2 Machine learning
AI is a very broad field with people working on rule-based and symbolic
systems, reasoning, planning, searching, knowledge representation, deci-
sion making, ... in different application areas like computer vision, robotics
or language processing. The subfield of Machine Learning (ML) focusses
on techniques that learn from data. Typical computer programs follow a
predefined set of instructions (an algorithm) provided by the programmer
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to solve a certain task. Computers excel in these repetitive tasks where
the solution can be obtained after a series of predefined operations. Many
tasks such as image recognition are not straight-forward to describe as a
sequence of steps. Humans can easily recognize a cat in a picture but a
computer program only sees the raw pixel values corresponding to color
intensities. It is extremely hard to come up with an algorithm that can
detect cats from this input data.
Instead of directly writing an algorithm that specifies exactly how the com-
puter should recognize cats we build algorithms that learn to do this from
data. By showing many examples of pictures of cats and other animals we
can build a mathematical model of this data and use this model to predict
the category of new data.
1.3 Deep Learning
Many algorithms exist that are able to learn from data. Simple statistical
techniques such a linear regression or distance based techniques such as
nearest neighbour search can be surprisingly good baselines for many ap-
plications. The breakthrough results from the past years however have all
been obtained by a specific family of machine learning algorithms called
Deep Neural Networks (DNNs) or Deep Learning (DL).
Neural Networks (NNs) are not exactly new, their origins can be dated
back to 1943 [6]. Neural Networks were originally inspired by the ani-
mal brain even though they are only a very crude approximation. Mod-
ern Deep Neural Networks are much closer related to statistical regression
techniques than to biological systems but they still take inspiration from
the animal brain. The techniques used to train neural networks have also
been known for quite a long time, dating back to 1975 [7]. So why do
we only see these breakthroughs now ? The first reason why neural net-
works now are much more powerful than in the past has to do with the
abundance of data that is available to learn from. Right now we gener-
ate 2.5 quintillion (1018) bytes of data each day1. People uploading pho-
tos to social media and interacting with mobile devices generate a wealth
of information that can be used to train more powerful machine learning
models. Processing data at this scale requires compute infrastructure of a
similar scale which brings us to the second crucial reason for the success
of deep learning methods: powerful hardware implementations. A typi-





computer. A CPU can handle a wide variety of tasks and is extremely flex-
ible. Deep neural networks however need many operations of the same
type and these can be done efficiently in parallel by a Graphics Processing
Unit (GPU). GPUs were originally designed to accelerate the generation of
output on a screen and high-end GPUs were almost exclusively reserved
for playing video games. However, the operations that form the neural
network can be very efficiently mapped to the GPU hardware. It is not un-
common to see a speedup of 40x for a GPU compared to a CPU. Together
these two advances have enabled the breakthrough achievements we have
witnessed in the last years.
Deep learning is not without problems. Deep Neural Networks need large
amounts of information to learn a specific task. Image recognition models
are trained on millions of labelled images. Google’s AlphaGo model that
defeated a professional Go player used hundreds of thousands of exam-
ples of human played games and millions of games played against itself.
Secondly, the models generally lack interpretability. It is hard for a human
to understand how a neural network actually performs a specific task. We
understand the global mechanism but the details are hidden within the
many parameters of the network. In this dissertation we focus on the third
bottleneck of deep learning: its computational cost.
1.4 Resource efficient deep learning
As mentioned in the previous section, the computational cost is one of the
weaknesses of deep learning models. Processing a single input sample
with a modern architecture easily requires billions of Floating Point Oper-
ations (FLOPs) and hundreds of Megabytes of memory. Training a model
involves multiple passes over the training set and can take weeks. How-
ever, training a model is typically done offline on large compute infrastruc-
ture in the cloud where distributed training algorithms can use hundreds
of machines to train models relatively quickly [8] [9].
Once trained, these models are deployed for inference. Inference is less
computationally demanding than training but for many interesting appli-
cations we need to use the models on resource constrained devices such as
mobile phones. Here intrinsic limitations like energy consumption or lim-
ited network bandwidth make it challenging to use DNNs for real-world
problems. Many works have proposed techniques to reduce the computa-
tional cost of DNNs for inference.
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1.4.1 Reduced precision
Most deep neural network implementations use 32 bit floating point num-
bers for the weights and activations of the network. Various works have
shown that this is not necessary and that 8 bit fixed point integers [10] are
usually sufficient. This reduces the memory footprint and allows for a very
efficient implementation in hardware. Other works further reduce the pre-
cision of the weights to 4 bits (for convolutional layers) or even to two bits
(for fully connected layers) [11]. In the extreme case it is even possible to
use binary weights and activations [12] which could allow a very efficient
implementation in hardware since the floating point operations can be re-
placed with logical operations.
1.4.2 Knowledge distillation
Other techniques try to transfer the knowledge stored in a large model
(teacher) to a smaller more efficient (student) network. Hinton et al. pro-
posed to use the soft outputs of the teacher (the probability distribution
over the classes) as a soft target for the student [13]. A soft target includes
information about the similarities between classes which can make it eas-
ier to optimize the student. This was later extended by Romero et al. Their
Fitnets [14] uses the intermediate representations to guide the student in
addition to the soft targets.
1.4.3 Pruning redundant parameters
Neural networks are typically overparameterized and it is possible to prune
the networks to remove unnecessary weights. Many heuristics such as
second order gradient information [15] or the magnitude of the weights
[16] have been proposed to identify these weights. Other more compli-
cated techniques rely on Bayesian statistics [17] or on reinforcement learn-
ing [18]. In all of these techniques the pruned weights are set to zero. By
storing the weights as sparse weight matrices the size of the network is
reduced making it more efficient to download or to store. Because many
weights are zero, this approach also has the potential to speed up inference
since the multiplications involving zero weights can be skipped. Doing this
efficiently however requires custom hardware support [19].
1.4.4 Efficient neural network building blocks
The early networks like AlexNet [20], Overfeat [21] or VGG [22] all fol-
lowed the same basic architecture with a stack of convolutional layers fol-
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lowed by a few fully connected layers. Most of the parameters are used
for the fully connected layers. For the VGG network these parameters ac-
count for 90% of the total number of parameters. Modern architectures
only have a single fully connected layer at the end of the network which
already reduces the memory footprint drastically.
The convolutional layers on the other hand are responsible for the majority
of the computational cost. A normal convolution works by taking an input
volume with c channels and sliding a convolutional kernel over this vol-
ume. The kernel has a certain width and height and has the same number
of channels as the input volume. A single kernel generates a single output
plane and a convolutional layer typically applies multiple kernels in paral-
lel to obtain an output volume with multiple channels. The early networks
like AlexNet [20] used convolutional kernel sizes such as 11x11 and 5x5.
Modern architectures instead rely on stacking multiple layers with smaller
(3x3) kernels. Smaller kernels have less parameters and require less com-
putations. Multiple stacked layers can obtain the same receptive field as a
layer with a large kernel size [23].
A single convolutional kernel actually performs two tasks simultaneously,
it looks for spatial features and it combines information from multiple
channels. Depthwise separable convolutions explicitly perform these two
tasks independently. First, a 3x3 depthwise convolution looks for spatial
features in each input channel separately. Then, a 1x1 pointwise convo-
lution combines information from the different channels and generates an
output volume. Depthwise separable convolutions use fewer parameters
and operations than a normal convolution and are therefore a very popular
building block for efficient architectures [24].
1.4.5 Efficient hardware implementations
The availability of powerful GPU hardware was one of the main triggers
that enabled the recent breakthroughs in the field of deep learning. GPUs
are still the most common platforms for training and inference but there is
a lot of interest in specialized hardware platforms that promise lower en-
ergy consumption or higher throughput. Google has developed the Tensor
Processing Unit (TPU) [25], a custom Application Specific Integrated Cir-
cuit (ASIC) that supports more operations per second per watt than most
GPU platforms. The first generation was designed only for inference while
the newer generations also support training. In July 2018, Google intro-
duced the "Edge TPU" that uses a similar design but requires less power,
making it suitable for mobile or battery powered devices.
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Many recent GPUs and CPUs have special features to speed up matrix mul-
tiplications. The NVIDIA Volta and Turing GPUs for example are equipped
with Tensor Cores that support FP32 and FP16 mixed precision matrix mul-
tiplication. Intel Xeon Scalable processors have 8 bit integer instructions for
deep learning workloads.
Mobile devices are also more and more equipped with specialized hard-
ware for deep learning. Apple’s iPhone has a “Bionic Chip” with a “Neural
Engine”, Huawei’s new phone and Qualcomm’s Snapdragon 855 chipset
have a “Neural Processing Unit (NPU)” and high-end Samsung phones
have a “Vision Processing Unit (VPU)”. These are all different names for
very similar hardware chips that typically use reduced precision opera-
tions to speed up inference while consuming less energy. Apple uses this
chip to recognize the face of the user to unlock the phone and Android has
an “AI-enabled” camera that can automatically select the settings to take
the perfect photo. Both Android and iOS also allow third party developers
to use the optimized deep learning functionality in their own apps.
All these hardware devices use similar ideas but they are still developed in-
dependently by different companies or research teams. This means it will
be difficult for developers to switch between them. Recently NVIDIA re-
leased the NVIDIA Deep Learning Accelerator (NVDLA), a free and open
architecture that promotes a standard way to design deep learning infer-
ence accelerators. It has a modular, scalable and highly configurable design
that should simplify integration and portability. This project is still in its
early stages but ARM already announced that it will use this architecture
for its embedded deep learning hardware suite.
1.5 Research contributions
This doctoral dissertation is comprised of six research-focused chapters.
Each chapter deals with a different approach to reduce the computational
cost of deep neural networks.
Chapter 2: The Cascading Neural Network
In this chapter we make the observation that the typically used networks
are actually larger than they need to be for the average input sample. When
designing a network, we try to achieve the best possible accuracy averaged
over all samples. This is a worst-case approach since we design our net-
works to have enough capacity to handle the hardest inputs while a smaller
network would work fine for the majority of inputs. We propose to add an
early stopping mechanism to a network which allows to return a prediction
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early if the network is already sufficiently confident. The resulting network
is able to dynamically adjust its computational cost at runtime depending
on the input data. This is especially useful in a distributed setting where
the network is split up between a local device and a cloud backend. Be-
cause of the early stopping mechanism we can avoid the communication
with the cloud for the majority of the input data.
Chapter 3: Iterative Neural Networks for Adaptive Inference
on Resource Constrained Devices.
In this chapter we propose an alternative approach to obtain the adaptive
behaviour where the model automatically adjusts its computational cost
based on the complexity of the input image. We design a ResNet based
architecture that uses weight sharing to reduce the memory footprint of
the models. We also incorporate a trainable Adaptive Computation Time
(ACT) module that learns to allocate the resources of the model depending
on the complexity of the input data. We apply this to different computer
vision tasks such as object recognition, object detection and semantic seg-
mentation.
Chapter 4: Multi-Fidelity Deep Neural Networks for Adap-
tive Inference in the Internet of Multimedia Things
Given a certain device, we can design a network that best fits the capacity
of the device. To do this we need to keep different constraints in mind such
as the number of parameters, the required memory to store intermediate
representations, the number of operations, the desired latency and accu-
racy of the model. In this chapter we look at Internet-of-Things environ-
ments that are characterized by a large amount of heterogeneous devices.
Instead of trying to design the optimal network for each of these devices,
we propose to train a single set of parameters that can be used to initial-
ize different networks, each with their own computational cost - accuracy
tradeoff. This allows to pick the network that best fits the current require-
ments at runtime without having to store multiple independent networks.
Chapter 5: Training Binary Neural Networks With Knowl-
edge Transfer
Reducing the arithmetic precision is a popular technique to reduce the
memory footprint and computational cost of a neural network. In the
extreme case we can reduce the precision to a single bit for the weights
and/or the activations. These binary networks can be implemented very
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efficiently in hardware but it is much harder to train them compared to full
precision networks. In this chapter we introduce a teacher-student train-
ing technique where we use a trained floating point network to guide the
training process of the binary student network. We find that this improves
the final accuracy and makes the training process faster and more stable.
Chapter 6: Transfer Learning with Binary Neural Networks
A common approach to train a neural network for a new task is to start
from an already trained network and to finetune the last layers for the
new task. This transfer learning approach works very well if the data from
the two tasks is sufficiently similar (e.g. both are natural images). In this
chapter we explore whether this is also possible if the original model was
trained with binary weights and activations. We propose an architecture
where we first train an binary neural network on ImageNet. This network
can be very efficiently implemented in hardware and can be used as a gen-
eral feature extractor for other tasks. The last layer is implemented in soft-
ware which allows us to quickly retrain the network for a new task, even
when there is only a small amount of training data for this task available.
Chapter 7: Privacy Aware Offloading of Deep Neural Net-
works
In all other chapters we propose techniques to reduce the computational
cost of deep neural networks to make them more suitable for deployment
on mobile and resource constrained devices. However, running a model
on the device is not always an option. A trained model is often seen as
intellectual property and companies are sometimes not keen on distribut-
ing the trained weights. A common business model is to expose a pub-
lic Application Programming Interface (API) where customers are charged
per request. Running a model in the cloud also makes it easy to contin-
uously retrain the model or to interact with other systems. In addition to
the latency and cost involved with sending data to the cloud, there is also
a privacy risk because the cloud backend needs the unencrypted raw data
of the user to pass it through the network. In this chapter we introduce a
trainable obfuscation technique that allows a user to locally obfuscate an
image before sending it to the cloud. This makes the image unintelligible
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Abstract Most of the research on Deep Neural Networks (DNNs) so far has
been focused on obtaining higher accuracy levels by building increasingly
large and deep architectures. Training and evaluating these models is only
feasible when large amounts of resources such as processing power and
memory are available. Typical applications that could benefit from these
models are however executed on resource constrained devices. Mobile de-
vices such as smartphones already use deep learning techniques but they
often have to perform all processing on a remote cloud. We propose a new
architecture called a cascading network that is capable of distributing a
deep neural network between a local device and the cloud while keeping
the required communication network traffic to a minimum. The network
begins processing on the constrained device and only relies on the remote
part when the local part does not provide an accurate enough result. The
cascading network allows for an early stopping mechanism during the re-
call phase of the network. We evaluated our approach in an Internet of
things (IoT) context where a deep neural network adds intelligence to a
large amount of heterogeneous connected devices. This technique enables
a whole variety of autonomous systems where sensors, actuators and com-
puting nodes can work together. We show that the cascading architecture
allows for a substantial improvement in evaluation speed on constrained
devices while the loss in accuracy is kept to a minimum.
2.1 Introduction
In the past years deep artificial neural networks have proven to be excep-
tionally powerful for various machine learning tasks. Deep learning tech-
niques are currently the state of the art for various machine learning tasks
such as image and speech recognition or natural language processing [1].
While extremely capable, they are also resource demanding, both to train
and to evaluate. Most of the research on deep learning focuses on train-
ing these deep models. Increasingly deep and complex networks are con-
structed to be more accurate on various benchmark datasets. Crucial for
training these huge models are Graphical Processing Units (GPUs). High-
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end GPUs were once reserved for 3D modelling and gaming but their par-
allel architecture makes them also remarkably suitable for deep learning.
The majority of the operations within a deep neural network are matrix
multiplications and additions, two types of operations for which a GPU is
orders of magnitude faster than a Central Processing Unit (CPU).
Training a deep neural network is computationally very expensive but ef-
ficient (distributed) GPU implementations now make it feasible to train a
model considered too difficult to train in the past [2]. The time needed to
train a deep neural network is in most cases not very critical. The evalu-
ation of a trained model however can be extremely time sensitive. When
the network is used to guide a robot or to interpret voice commands from
a user, it should be able to operate in real-time. Any delay will result in
poor user experience or possibly in dangerous situations when a robot or
drone is involved. While training the network is often done on a high-
performance system, once trained, the network has to be used in a real-
world environment. The resources available to systems in these environ-
ments are much more limited.
In this paper, we focus on image classification problems using deep neural
networks. The techniques presented here are however not limited to this
domain but can be extended to all deep learning classification tasks. Pos-
sible applications include home automation and security systems, smart
appliances and household robots. We want to use deep neural networks
on constrained devices that are unable to evaluate the entire network due
to limitations in available memory, processing power or battery capacity.
Current wireless technologies are fast and affordable enough to consider
offloading all the computations to a cloud back-end as a solution. This of
course introduces an extra latency (10-500 ms) and makes the devices de-
pendent on the network connection. This dependency may be unaccept-
able in some cases. A robot, for example, would become inoperable when
the server can not be reached.
In this paper we strike a middle ground. A neural network consists of
sequential layers where each layer transforms the output from the previ-
ous layer to a representation suitable for the next layer. Each layer extracts
more complex features from its input. The last layer uses the high level fea-
tures to classify the input. We exploit the inherent sequential design of a
neural network to enable an early stopping mechanism. We use the layers
of a pretrained network as stages in a cascade. Each layer is able to capture
additional complexity but also requires additional resources such as com-
puting time and memory to store the parameters. Every stage classifies the
input and returns a confidence value. We cease the evaluation of deeper
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layers once a certain required confidence threshold is reached. The choice
of this threshold value allows us to trade-off accuracy and speed.
We proposed the concept of a Cascading network before in a conference
paper [3]. Here, we extend this work by including a much more thorough
evaluation on three typical IoT devices. We also include a validation of the
architecture on a distributed neural network trained on real-world large
color images (Imagenet dataset [4]).
The remainder of this paper is organized as follows. Section 2.3 introduces
the Cascading architecture. Section 2.4 illustrates what kind of problems
can be solved by this architecture. A thorough evaluation of the Cascading
technique can be found in section 2.5 where our approach is tested on three
well known datasets and on three types of resource-constrained devices.
We begin in Section 2.2 with an overview of the related previous work and
the differences with our approach.
2.2 Related work
2.2.1 Neural networks and deep learning
The basic architecture of neural networks dates back to the 1950s and the
essence has not changed much since. A neural network contains inter-
connected layers of neurons. The knowledge of the network is stored in
the weights of the connections between the nodes. In the 1980s it was
proven that neural networks with a single hidden layer are universal ap-
proximators [5]. This theorem states that these simple neural networks can
represent every possible function when given appropriate weights; it does
however not state how to find these parameters or how many weights are
needed.
Around 2006, interest in neural networks was renewed thanks to the ad-
vent of deep learning [6]. Advances in technology such as efficient GPU
implementations and the availability of huge (labelled) datasets allowed
to train increasingly deeper and complex network architectures. Currently
(extremely) deep networks are the state of the art technique for image and
speech recognition [7]. For a more in-depth overview of the history of neu-
ral networks and deep learning, we refer to [6].
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2.2.2 Resource constrained machine learning
Both neural networks and other machine learning algorithms and tech-
niques require vast amounts of resources, especially memory and process-
ing power. The training phase of a neural network is the most computa-
tionally expensive. The gradient descent algorithm [8] used to tune the
weights of the network needs multiple passes over the training set and
each iteration requires multiple matrix multiplications and additions. Much
of the research on distributed neural networks has thus been focused on ar-
chitectures for the distributed training of deep networks on huge amounts
of data. The most famous example of this is the Google DistBelief [9] sys-
tem, capable of training extremely large neural networks on 1000s of ma-
chines and 10000s of CPU cores.
While the resources available when training a network are almost unlim-
ited, the evaluation of the trained network is often done on a budget. We
sometimes want to add the intelligence of a deep neural network to a con-
strained device. Here, intrinsic restrictions on battery capacity, processing
power and memory, limit the size and complexity of the network. Various
works have proposed techniques to minimize the cost when evaluating a
machine learning model [10] [11].
The use of a cascade architecture in a machine learning model has been
proposed before [12] [13]. In [14], the authors present various topologies
in which machine learning models can be combined to minimize the cost
when evaluating the models. They describe how to construct a tree of clas-
sifiers where samples can follow an individual path. Each path looks at
specific features of the input data. A cascade can be seen as a special case
of a tree topology. The technique we present here differs from previous
uses of a cascade topology in a machine learning model. Our cascade does
not contain a set of independent feature extractors but is trained as a whole,
as one big model. By including an early stopping mechanism in the form
of intermediate output layers, we are able to reuse parts of the big model
as a smaller model.
Recently, various techniques have been proposed to compress a trained
neural network, making it more suitable for resource constrained devices
such as smartphones, robots or drones. In [15] and [16], the authors show
that a shallow network can learn to mimick a large, deep network, effec-
tively compressing the deep architecture in a small network with similar
properties. This allows the small network to obtain an excellent perfor-
mance at a much lower cost, both in memory required to store the weights
and in processing power needed to evaluate the network. It is also pos-
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sible to compress an ensemble of neural networks into one network [17].
The Knowledge Distillation (KD) technique proposed here trains a student
network based on the output of an ensemble of teacher networks.
State-of-the-art networks are usually deep (number of layers) and wide
(number of neurons per layer). In [18], a technique similar to the previous
compressing techniques is used to train very thin but deep networks based
on large powerful networks. The depth of the networks is crucial since it
encourages the reuse of features, and leads to more abstract and invariant
representations at higher layers [19].
In [20] the authors present a network architecture called HashedNets. They
exploit the redundancy inherent in neural networks to achieve reductions
in model sizes, thereby making it possible to store the networks on devices
with limited memory. The hashing technique is elegantly simple: a hash
function is used to group weights in buckets. Every connection grouped
in the same bucket shares a weight value. A similar result can be obtained
when using reduced precision parameters in the network [21] [22].
Deep neural network architectures contain thousands of neurons. A large
improvement in runtime speed may be obtained by pruning the network.
Optimal Brain Damage [23] uses second order derivatives to remove unim-
portant weights from the network. More recently, a technique to reduce
the computational cost of convolutional neural network layers was pro-
posed [24]. The Perforated Convolutional Layer introduced here only calcu-
lates a subset of the output exactly. The other outputs are approximated
through interpolation.
Our cascading architecture also makes deep neural networks suitable for
constrained devices but does it in a fundamentally different way. Our re-
sulting model is not a compressed variant of the original network, in fact,
the cascade model is even slightly larger than the original model since
there are extra parameters required for the additional output layers. We
make a model more suitable for distributed evaluation by introducing an
early-stopping mechanism. The major advantage of this technique is that
it allows for a runtime trade-off between accuracy and speed. A suitable
threshold can be selected based on the required accuracy and on the avail-
able resources instead of having one network with a fixed accuracy and
computational cost. The time needed to process one image depends on the
complexity of the image whereas a normal implementation of a neural net-
work uses the exact same steps for each image regardless of the different
complexities. This concept of conditional computation has been recently
proposed in other works as well. The most relevant of these approaches
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are the Big-little neural networks [25] where a little, fast to execute network
is used to try to classify an input sample. The big network is only used
when the confidence of the little network is less than a predefined thresh-
old.
The Cascading architecture could be seen as a special case of a Big-little net-
work where a part of the big network is used as the little network, therefore
avoiding the overhead of storing two completely independent networks.
Another advantage of the cascade compared to the Big-little architecture is
that the computations done by the first stage in the cascade are used by the
latter stages when needed. The Big network in the Big-little architecture
on the other hand needs to start again from scratch when the little network
is unable to classify the input. We compare the cascade and the Big Little
approach in section 2.5.1.
2.3 Architecture
We want to evaluate a trained deep neural network on a constrained de-
vice unable to hold all the parameters in memory or unable to perform the
calculations in the required time. Instead of offloading the entire network
to a cloud backend, we offload only a part of the network. The first layers
are evaluated locally and the remote part is only required when these lay-
ers are unable to classify a sample with sufficient confidence. This early-
stopping mechanism during the recall phase of the network makes sure
that we only communicate with the cloud backend when it is absolutely
required. By avoiding unnecessary data transfers to the cloud, we can re-
duce the average latency and cost when evaluating the network.
We slightly modify the standard architecture of a feed forward neural net-
work to enable the early-stopping mechanism. Instead of one output layer
(a softmax classifier) after the last hidden layer, we train multiple output
layers: one directly on the raw input data and one after every hidden layer
in the network. This allows to stop propagating a sample through the net-
work once a sufficiently confident result is obtained. We use an interesting
property of neural network classifiers stating that they provide outputs
which estimate Bayesian a posteriori probabilities [26], meaning the out-
puts can be interpreted as confidence measures (i.e. how confident is the
network that a certain sample belongs to a certain class ?).
This approach is shown in Figure 2.1 for a neural network with three hid-
den layers. The technique used to propagate a sample through the network
is illustrated in Algorithm 1. The network consists of n hidden layers and
n + 1 output layers.
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Figure 2.1 The cascading architecture. The three additional output layers



















Algorithm 1 Propagating a sample through the cascade network: Keep




4: while max(y) < thresholdi & i < n do
5: x ← hidden_layeri(x)
6: i← i + 1
7: y← output_layeri(x)
8: return y
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2.3.1 Training
A cascade network is trained as follows. We append additional output lay-
ers (softmax classifiers) after all or after a subset of the hidden layers and
use standard backpropagation to train the layers. It is possible to train all
the layers at once. The error backpropagated to a certain parameter is the
(weighted) average of the error of every output layer for that parameter.
It is also possible to reuse a pre-trained off-the-shelf network. Research has
shown that the features learned by the first layers of a deep neural network
are often not specific to one problem but can be generalized over different
datasets [27]. A popular approach to train a powerful network is to reuse
the first layers of a publicly available pre-trained network and to replace
the layers at the end of the network. The network as a whole is then fine-
tuned on the problem specific dataset. This technique makes it possible to
train a complex network on a relatively small amount of data since the first
layers of the network already are suitable feature extractors.
Converting a completely trained traditional network to a cascade network
can be done very fast at a small cost when keeping the weights fixed. We
propagate the training set data once through the network and store the
internal representations after every hidden layer. We then train softmax
output layers to classify the stored representations. This second approach
is used in all our experiments.
2.4 Use cases
The principal use case aims at evaluating a large neural network on a de-
vice unable to hold all the parameters in memory or unable to do the re-
quired calculations in the given time window. Instead of offloading the
entire network to the cloud, we run a part of the network locally and only
rely on the cloud server when absolutely necessary.
The delay introduced by offloading the computations to a server in a dat-
acenter may be unacceptable for real-time applications such as a control
system for a robot. An interesting idea is to bring the cloud closer. Fog
computing [28] aims at reducing the physical distance between the user
and the cloud. Local computation nodes (cloudlets [29]) can be used as a
substitute for remote cloud servers. Technological advancements allow for
ever more powerful systems in a smaller, more energy efficient package
but these local systems will always fall behind the remote cloud servers
where space and energy is abundant.
In most cases, neural networks are simulated in software on general pur-
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pose hardware. While extremely flexible, this paradigm is not the most effi-
cient way to evaluate a neural network. Neuromorphic chips [30] are hard-
ware components, specially designed to accommodate a neural network.
They require less power to run and are able to generate an output faster.
They are still expensive and hard to obtain at the moment and the amount
of neurons they can contain is relatively small for any real-world network.
The cascade architecture however would allow for a potentially very pow-
erful hybrid network. The first layers are evaluated on the fast neural net-
work hardware. The deeper layers, simulated in software, are only needed
when the first layers were unable to classify the sample confidently. A sim-
ilar architecture could incorporate Field Programmable Gate Arrays (FP-
GAs) to evaluate the first layers. The potential of FPGAs as a hardware
accelerator for deep neural networks has been well documented [31] but
practical applications are still rather uncommon.
The Cascading paradigm also allows for a more robust fault-tolerant sys-
tem. Internet connectivity can be unstable in many practical situations.
The cascade network divides the neural network into different parts. One
part is always evaluated locally so the system will still be able to operate
when the Internet connection drops, although the accuracy will be lower.
The cascade network decides whether to accept or to reject a classification
based on the threshold value. This value is not hard-coded into the net-
work but can be passed as an argument at runtime, independent for each
sample. This can be useful in many practical situations since it allows a
trade-off between accuracy and speed. Similarly, the threshold could de-
pend on other measurements such as network latency or the cost associ-
ated with the network connection (WiFi vs mobile connections).
A possible architecture enabled by the cascade network is shown in Fig-
ure 2.2. The first layers are evaluated on the robot, either by an on board
neuromorphic chip or by the embedded CPU or GPU. Offloading the com-
putations is only needed when these layers are unable to classify the input.
A local computation node (cloudlet) is used for the intermediate layers.
The cloudlet can be reached by a local low latency network connection.
Sending data to the cloud introduces a higher latency and is only required
when the deeper layers are needed.
2.5 Experimental results
In this section, we present the results obtained on three well known im-
age classification datasets (MNIST, CIFAR-10 and ImageNet 1K). These
datasets represent increasingly difficult tasks that require increasingly com-
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Figure 2.2 A deep neural network with the layers distributed between de-
vices. The first two hidden layers are evaluated on the robot. The interme-








plex networks and amounts of training data. All experiments described
here were performed using the Theano framework [32].
We used an Nvidia GTX980 and an Nvidia Tesla K40 GPU for training.
We used three devices typical for an IoT-context to validate our approach.
Each experiment was performed on a different device. A summary of the
system specifications can be found in Table 2.1.
The Raspberry Pi1 was originally developed to teach basic programming
skills in schools. It quickly became a favourite platform for developers to
build IoT systems because of the small physical size and affordability. The
Intel Edison2 was, in contrast to the Raspberry Pi, specially designed with
IoT applications in mind. The Edison includes a 500 MHz Atom processor
together with WiFi and Bluetooth connectivity in a package half the size
of the Raspberry Pi. Its size and typical power consumption of less than
1W make it even suitable for wearable applications. The Nvidia Jetson
TK13 finally is a very powerful (considering its size and price) single board
computer. The Jetson includes a Kepler GPU with 192 CUDA cores which
makes it perfect for deep learning. The TK1 is especially suited for robotics
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Figure 2.3 Resource constrained devices used for testing
(a) Raspberry Pi 2 (b) Intel Edison (c) NVIDIA Jetson TK1
2.5.1 MNIST
The MNIST dataset [33] is arguably one of the most common benchmark
datasets for image recognition. It consists of a 60,000 sample training set
and a 10,000 sample test set. The samples are 28 by 28 pixel black and white
images of handwritten digits. While this dataset is a relatively easy task
for most state-of-the-art models, it is still interesting as a first evaluation of
new techniques since the amount of data is relatively small. The human
performance on this dataset is estimated at an error rate of 0.2% [34]. Deep
(convolutional) neural networks are able to achieve similar performance
levels [35]. Some typical examples of the digits in this dataset are shown in
Figure 2.4.
Figure 2.4 The MNIST dataset consists of 28 by 28 pixel black and white
images of handwritten digits.
We trained the basic fully-connected architecture shown in Figure 2.5 to
obtain an error rate of 0.69% on the MNIST dataset. All neurons are Rec-
tified Linear units (ReLUs) [36]. A fixed momentum [37] value of 0.9 was
used during training.
Dropout [38] and L2 regularization proved to be essential in training this
network. We used the infimnist code4 [39] to generate additional training
samples by applying pseudo-random deformations and translations to the
original MNIST training set.
4http://leon.bottou.org/projects/infimnist
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Figure 2.5 4 layer fully connected MNIST cascade network. Four addi-































Table 2.2: Accuracy and runtime on the Raspberry Pi 2 of the network at varying
depths.






Table 2.2 shows the accuracy of the different output layers in the network
and the corresponding runtime on the Raspberry Pi 2. These results con-
firm the premise that deeper neural networks are usually capable of more
accurate classification than shallow ones. This also proves that it is indeed
possible to have a hidden layer that functions as an input for another hid-
den layer and simultaneously for a softmax output layer. While additional
hidden layers are able to improve the classification accuracy, they also in-
crease the computational cost and memory requirements of the network.
The Softmax output layer trained directly on the raw input data is still
able to achieve a 91.29% accuracy rate. This suggests that the greater part
of the network is only needed for a minority of the data samples. The
cascading architecture allows us to exploit this property by providing an
early-stopping mechanism.
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Table 2.3: Accuracy and runtime of the cascade using varying thresholds, evaluated
on the Raspberry Pi 2.








The test error rate and the corresponding runtime of the cascade on the
Raspberry Pi 2 are presented in Table 2.3. These results are also graphically
summarized in Figure 2.6. The same threshold is used for every layer. This
experiment confirms the advantages of the cascade network. The cascade
is able to achieve the same error rate as the base network while the required
runtime is less than half the time needed for the base network.
Some random samples classified by each layer are shown in Table 2.4. This
gives a qualitative idea of what type of samples are classified by each layer.
These images confirm our intuitive expectations, the uncomplicated sam-
ples are classified by the early layers while the harder samples are left for
the deeper layers.
We can distinguish the harder from the easier classes in a similar way. Table
2.5 shows for each class and for each layer the percentage of the samples
of that class that are classified by the layer. Images of a handwritten zero
are relatively easy to classify, over a third of these samples are classified
by the first output layer, trained directly on the raw input data. The digit
one on the other hand poses more of a challenge to the network. Two
possible explanations for the difficulty of this class are the different styles
of handwritten ones and the fact that a vertical pen stroke is also present
in other classes such as four or seven.
Table 2.6 reveals the total percentage of samples classified by each layer.
While the first output layer is capable of an accurate classification in 91.29%
of the samples, only 16.47% are classified by this layer because of the thresh-
old imposed by the cascade.
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Figure 2.6 Accuracy and runtime (measured on the Raspberry Pi 2) of the
MNIST cascade network using varying thresholds. A larger threshold re-
quires the network to be more confident of the result. The error rate is
lower but the computational cost is higher. The accuracy and the runtime
of the base network are indicated by the dashed horizontal line.










































Table 2.4: Typical images classified by different layers. The easier samples are clas-











While the MNIST dataset contained relatively uncomplicated images of
numeric digits, the CIFAR-10 dataset [40] contains images of complex types
of objects. This dataset consists of 60,000 32 by 32 pixel color images in 10
classes. Some of the classes include: airplane, car, truck, cat and dog. Hu-
man level performance is estimated at an accuracy of 94% [41]. The current
state-of-the-art models are able to achieve human performance (93.57%)
[42]. Some typical samples are shown in Figure 2.7.
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Table 2.5: Percentage of the test samples classified by each layer (threshold = 0.999)
Layers
Classes
0 1 2 3 4
0 37.9% 2.6% 29.9% 17.8% 12.3%
1 23.6% 24.6% 17.5% 25.5% 20.8%
2 22.0% 57.0% 22.8% 33.8% 41.0%
3 12.1% 10.6% 21.7% 15.0% 16.5%
4 4.4% 5.2% 8.0% 7.8% 9.4%
5 6 7 8 9
0 4.5% 29.8% 25.0% 4.8% 0.7%
1 37.3% 18.4% 24.6% 8.4% 2.0%
2 28.7% 29.5% 17.4% 42.8% 50.8%
3 19.3% 15.2% 20.6% 33.8% 35.1%
4 10.2% 7.0% 12.4% 10.2% 11.4%
Table 2.6: Total percentage of the test samples classified by each layer (threshold =
0.99)






Figure 2.7 The CIFAR-10 dataset contains 32 by 32 pixel color images of ten
classes such as car, truck, cat and dog.
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We trained the convolutional architecture shown in Figure 2.8 to obtain
an accuracy of 84.26%. The network consists of three convolutional layers
with 64 5 by 5 filters each and one fully connected layer with 1024 neu-
rons at the end. The non-linearities are all ReLUs [36]. We used stochastic
gradient descent with a fixed momentum value of 0.9 to train these layers.
Dropout [38] with probability of 0.5 was used on the fully connected layer.
The input image data was rescaled to have zero mean and unit variance
but no other preprocessing or data augmentation techniques were used.
The Intel Edison was chosen as the test platform for this experiment. Table
2.7 shows the error rate that can be obtained by the different subnetworks
in the cascade and the corresponding runtime on the Edison. We also
include the accuracy when each path is trained completely from scratch.
This to investigate the impact of training softmax output layers on the in-
termediate representations. We found that the penalty of using these al-
ready trained layers is small. The complexity of the images included in the
CIFAR-10 dataset poses more of a challenge than the MNIST digits. Yet, a
single softmax classifier trained on the raw pixel data is still able to classify
41.85% of the test set correctly. This suggest that the cascade could also
allow for a speed-up on this more complicated dataset.
Table 2.8 shows the obtained test error rate and the required runtime on
the Intel Edison using various thresholds. The cascade again allows for a
speed up, although less spectacular than the MNIST cascade. The average
runtime of the cascade with a threshold of 0.95 is 25% less than the runtime
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Table 2.7: Accuracy and runtime of the CIFAR-10 network at varying depths, eval-
uated on the Intel Edison.
Layer Test error Test error (from scratch) Latency (ms)
0 58.15% 58.15% 1.0
1 29.31% 28.33% 13.9
2 18.11% 18.05% 37.6
3 16.24% 16.05% 39.7
4 15.74% 15.74% 56.7
of the base network at a marginal increase in error rate (15.97% vs. 15.74%).
Even though the cascade allows for a gain in speed when evaluating the
network on one machine, this is not the main goal of this architecture. The
cascade is even more advantageous when it is used to distribute the layers
over different machines, as described in the following experiment.
Table 2.8: Accuracy and runtime of the cascade using varying thresholds, evaluated
on the Intel Edison.







The Cascading approach exploits the fact that not all possible input sam-
ples are equally hard to classify and that even a small network is able to
capture enough information to allow a correct classification. In the worst
case all layers of the network are used but the amortized cost over all sam-
ples should be lower. A similar approach is also presented in [25]. Here
the authors propose a mechanism with two independent networks. First a
“little network” is used. This is a low cost, fast to execute model. The sec-
ond (“Big”) network is only used for those input samples where the “little”
network is not confident in the output. Our cascading technique could be
seen as a special case where we do not have two completely independent
models but where instead we provide an early-stopping mechanism in the
network. Our “little” network is part of the “Big” network. This allows
us to reduce the memory footprint of the system and this also allows us to
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Figure 2.9 Accuracy as a function of runtime for both the cascade and the
Big Little architecture, measured on the Intel Edison.

















build upon the computations of the first stage when the deeper layers are
needed (compared to starting over from scratch in the Big-little technique).
The little network in the Big-little technique however is not forced to be
useful as a part of the Big network which means that the architecure of
both networks can be optimised independently, something that is not pos-
sible for the cascade. We have implemented a basic version of the Big-little
technique to compare against the cascade. We used the CIFAR-10 network
described before as the cascade. We based the Big-little version on the same
network. The “little” network consists of one convolutional layer (64 5*5
filters) and a softmax output layer. The “Big network” is the same network
as used in the cascade. The results are shown in Figure 2.9. The reported
runtime is measured on the Intel Edison. This graph shows that the cas-
cade allows for more flexibility to trade-off accuracy and speed since the
cascade has multiple decision points compared to just one in the Big-little
architecture. We also find that for these networks the cascade approach is
able to obtain the same accuracy level at a lower computational cost.
2.5.3 ImageNet
The previous two datasets are excellent default benchmark datasets but do
not really capture the complexity of real-world high-resolution images.
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Figure 2.10 Sample ImageNet images
The ImageNet dataset [4] contains millions of images, organized follow-
ing the WordNet [43] hierarchy. Wordnet can be seen as a linked database
of English words grouped in sets of synonyms (synsets). ImageNet con-
tains manually labelled high resolution images for a subset of these words.
At the moment of writing (September 2015), ImageNet contains 14,197,122
images in 21841 synsets for an average of 650 images per synset.
A subset of the data is used in the ImageNet Large Scale Visual Recogni-
tion Challenge (ILSVRC) [44]. This challenge has been run annually since
2010 and every year, new state-of-the-art results were obtained. The 2014
dataset contained 1,281,167 training images, a validation set of 50,000 im-
ages and a 100,000 test set. There were 1000 classes and each class had at
least 732 training images. Some typical examples of the images included
in this dataset are shown in Figure 2.10.
The accuracy on this challenge is most often measured using the top-5 test
error rate (the model is allowed to return 5 predictions). The human per-
formance on this dataset is hard to measure but is estimated at an error rate
of 5.1% [44]. Recently, a deep convolutional neural network outperformed
humans when it achieved a 4.94% top-5 test error rate [45].
The strength of the ImageNet dataset is its size but this size also makes
training a model very challenging. For our experiments, we choose not to
train a network from scratch but re-used a pre-trained network. We used
the Overfeat network [46]. Overfeat was designed for the 2013 ILSVRC
contest where it obtained very competitive results.
There are two versions available for download, a fast version and an accu-
rate version. Both have a similar architecture. The fast network achieves
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Figure 2.11 The adapted Overfeat network with two extra output layers.
Maxpooling is used to reduce the dimensionality before applying the ad-




















































a 16.39% top-5 error rate on the ILSVRC 2013 test set while the accurate
network obtains a 14.18% top-5 error rate [46].
The Overfeat network contains 5369 million connections, requiring 144
million weights [46]. Every weight is a 32 bit floating point number, this
means that at least 576 MB of memory is required just to store the weights.
Even more memory is temporarily needed when using the network. These
memory requirements, combined with the needed processing power makes
it practically impossible to evaluate a network of this size on most embed-
ded devices.
We transformed the pretrained Overfeat network into a cascade by training
two additional output layers after the second and the fourth convolutional
layer. The intermediate representations after these layers are large (respec-
tively 57600 and 115200 elements). We applied an eight by eight max pool-
ing operation just before the softmax layers to reduce the dimensionality
and to make it easier for the softmax layers to learn a suitable classification.
Figure 2.11 shows the components of the Overfeat network and the extra
cascading layers. Traditional stochastic gradient descent with a momen-
tum value of 0.9 was used to train the output layers. Dropout (with prob-
ability=0.5) proved to be crucial to reliably train these layers. The weights
of the base network were kept fixed.
Table 2.9 summarizes the results that can be obtained by the different out-
put layers in the network. The first output layer is able to achieve a top-5
accuracy of 33.83% which is impressive for a network with only two con-
volutional layers (a random guess would yield a top-5 accuracy of 0.5%).
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Table 2.9: Accuracy and runtime of the output layers in the Overfeat network when
evaluated on an Nvidia GTX980 GPU
Output Top-1 accuracy Top-5 accuracy Runtime (ms)
1 17.95% 33.83% 3.6
2 29.49% 51.7% 7.2
3 59.95% 81.59% 36
Table 2.10: Accuracy and runtime of the Overfeat cascade when evaluated on an
Nvidia GTX980 GPU
Threshold Top-1 accuracy Top-5 accuracy Runtime (ms)
0.9 58.14% 79.79% 30
0.99 59.73% 81.27% 34
0.999 59.95% 81.59% 35
The next two convolutional layers are able to improve this result to a top-5
accuracy rate of 51.7%.
The last output layer is the pretrained Overfeat Softmax layer and is able
to obtain a top-5 accuracy of 81.59%. All calculations were performed on
the Nvidia GTX980 GPU. Each sample was processed one at a time by the
GPU to simulate an environment where each image has to be processed as
soon as it becomes available.
We then evaluated the required runtime and the obtained accuracy of the
cascade with varying thresholds. Table 2.10 shows that the cascading ar-
chitecture even allows for a small speed-up when evaluating the network
on a GPU.
The real strength of this architecture however becomes apparent when we
distribute the neural network between devices. To demonstrate this, we
built an experimental set-up where the network is distributed between the
Jetson TK1 board and a GPU server (GTX980 GPU) in the cloud. The net-
work connection between the two nodes was throttled to simulate real-
world network connections. For each architecture, we measured the re-
quired runtime with a network bandwidth of 1, 10 and 100 Mbit/s and a
Round Trip Time (RTT) of 10 and 100 ms.
The two traditional options (local evaluation and full offload) are com-
pared in Table 2.11. When all calculations needed by the Overfeat network
are performed locally on the Jetson TK 1 GPU, it takes 1110 ms to pro-
cess one image. The alternative approach is to offload all the computations
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Table 2.11: Local evaluation on the Jetson TK1 compared to full offload to the cloud
with varying network bandwidth and latency.











Figure 2.12 The two cascade networks, gray blocks are evaluated locally
(a) 2 local layers (b) 4 local layers
to the GPU server in the cloud. The time required by this technique will
depend on the bandwidth and latency of the network connection. Table
2.11 shows that a complete offload to the cloud takes less time than the lo-
cal computation except in the case of very limited bandwidth (1 Mbit/s).
The time needed to serialise and to transfer the data can quickly outweigh
the time needed to do the actual calculations. The cascading architecture
avoids sending data over the network when a confident classification can
be made by the local part of the network. We evaluated the cascading net-
work on the same machines using the same network parameters.
We compared two possible cascades, one with two local convolutional lay-
ers (and one maxpool + softmax layer) and one with four local convolu-
tional layers (and one maxpool + softmax layer). These networks are illus-
trated in Figure 2.12.
Table 2.12 shows the required runtime of the first cascade with varying
network bandwidth and latency. In the case of very limited bandwidth (1
Mbit/s), it takes over two seconds to process one image. The Jetson board
is able to evaluate the entire network in just over 1 second so in this case
it is less time consuming to do all the calculations locally. This however is
only possible because the Jetson TK1 can hold the entire network in mem-
ory. On other devices, with less memory, offloading to the cloud would be
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Table 2.12: Accuracy and runtime of the Overfeat cascade with two local convolu-
tional layers when using a threshold value t of 0.9,0.99 and 0.999
Bandwidth RTT (ms) t=0.9 (ms) t=0.99 (ms) t=0.999 (ms)
1 Mbit/s
10 2143 2390 2490
100 2220 2477 2579
10 Mbit/s
10 299 329 341
100 375 414 430
100 Mbit/s
10 114 123 127
100 190 208 215
Top 1 Accuracy 58.12% 59.67% 59.92%
Top 5 Accuracy 79.73% 81.33% 81.56%
Table 2.13: Accuracy and runtime of the overfeat cascade with four local convolu-
tional layers.
Bandwidth RTT (ms) t=0.9 (ms) t=0.99 (ms) t=0.999 (ms)
1 Mbit/s
10 4211 4700 4899
100 4285 4785 4986
10 Mbit/s
10 559 614 637
100 636 702 728
100 Mbit/s
10 191 203 210
100 268 290 297
Top 1 Accuracy 58.14% 59.73% 59.95%
Top 5 Accuracy 79.79% 81.27% 81.59%
unavoidable. The cascade network would allow for a 2X speed-up com-
pared to a full offload in these cases.
A full offload in the case of a 10 Mbit/s connection with 10 and 100 ms
RTT takes respectively 551 and 639 ms. The cascade with threshold 0.99
requires only 329 and 414 ms respectively. A speed-up of 40% while the
drop in top-5 accuracy is negligible (-0.3%).
A high speed network connection (100 Mbit/s) makes offloading to the
cloud less time consuming. The runtime of the cascade is statistically the
same as a full offload in this case. The cascade could still be useful however
since it provides a redundancy against network failure and could avoid
costs related with wireless network connections.
We repeated the experiment but now with a larger local part. The first four
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convolutional layers are evaluated locally. The cascade offers little to no
improvement in this case since the local computations take much longer
and the data that needs to be transferred over the network is twice as large
as the data sent over the network in the previous cascade. This to illustrate
that the performance of the cascade will strongly depend on the choice of
the local and the remote part.
2.6 Conclusion
We presented a novel architecture called a cascade network to avoid re-
dundant calculations when evaluating a deep neural network model. In
addition, this technique also allows for an elegant offloading mechanism
where network communication is avoided when it is not absolutely nec-
essary. The performance gain depends on the neural network architec-
ture and on the hardware specifications. We evaluated our approach on
three well known benchmark datasets (MNIST, CIFAR-10 and Imagenet)
and were able to speed up the evaluation of three standard network archi-
tectures while keeping the loss in accuracy to a minimum. The measure-
ments were performed on three typical IoT devices, simulating real-world
environments. For the MNIST network we are able to reduce the com-
putational cost by half while keeping the same level of accuracy. On the
CIFAR-10 dataset we have a speedup of 20% with a marginal loss of ac-
curacy. For the Imagenet dataset we distributed the well known Overfeat
network. The network was evaluated partially on a local device and par-
tially offloaded to the cloud. We measured the performance for different
bandwidth and round trip times and found that we were able to reduce the
average runtime by up to 40% depending on the network characteristics.
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Abstract The computational cost of training and evaluating a neural net-
work usually only depends on design choices such as the number of layers
or the number of units in each layer. In this work we build upon the re-
cently introduced deep Residual Networks (ResNets) and use their prop-
erties to design a more efficient adaptive neural network building block.
We propose a new architecture which replaces the sequential layers with
an iterative structure where weights are reused multiple times for a single
input image, reducing the storage requirements drastically. In addition,
we incorporate an adaptive computation time module that allows the net-
work to adjust its computational cost at runtime for each input sample
independently. We experimentally validate our models on image classi-
fication, object detection and semantic segmentation tasks and show that
our models only use their full capacity for the hardest input samples and
are more efficient on average.
3.1 Introduction
A neural network typically defines a fixed pipeline of operations where
each input sample undergoes the exact same operations to obtain the re-
sult. As a consequence, each input has exactly the same computational
cost regardless of the complexity of the input. When designing a network,
we aim to have the best possible performance averaged over all samples
in the dataset. This means that we take the worst-case approach to de-
signing networks. Our network has enough capacity to handle the hard-
est inputs even though a smaller network would work fine for the major-
ity of inputs [29]. The human visual system on the other hand does not
have a constant processing speed. Recognizing familiar objects is done
almost instantaneously while more complex or unfamiliar scenes require
more time [1]. In this work we build networks with similar properties.
Our networks learn during training to adapt their computational cost to
the complexity of the input image and only use their full capacity for the
hardest input samples.
We presented the idea of an adaptive neural network building block be-
fore in a workshop paper [2]. Here, we extend this work with a thorough
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analysis of different design choices such as the expansion rate, the use of
depthwise separable convolutions and the number of iterative blocks in
the network (section 3.4.1). We also report experimental results on other
tasks in addition to image classification (section 3.4.2 and 3.4.3).
3.2 Related work
Deep Neural Networks (DNNs) have achieved breakthrough results in the
past years for applications such as speech recognition [3], language transla-
tion [4], robotics [5] and playing complex games [6]. Arguably the biggest
success story can be found in the field of computer vision. Around 2011
deep Convolutional Neural Networks (CNNs) trained on Graphics Pro-
cessing Units (GPUs) started to achieve state-of-the -art results on different
benchmark datasets [7] [8] [9]. When Krizhevsky et al. used CNNs to win
the ImageNet competition in 2012, beating the competitors by a large mar-
gin [10], the world took notice and CNNs replaced shallow architectures
for most computer vision tasks in the next years. Deep Neural Networks
are so powerful because they are able to extract hierarchies of complex
features from large amounts of raw data instead of having to rely on hand-
crafted features defined by human experts. This combined with the large
amounts of compute power provided by GPUs allows us to build increas-
ingly large and powerful models. The success is not limited to image clas-
sification. Deep Learning is now the state-of-the-art technique for object
detection [11], semantic segmentation [12], image super-resolution [13] as
well as for less traditional tasks such as style transfer [14], image gener-
ation [15] or image captioning [16]. For a more in-depth overview of the
history of Deep Learning we refer to [17] and [18].
3.2.1 Resource efficient deep learning
The impressive performance of DNNs comes at a cost. Since the models
are trained from scratch without any prior information, they need large
amounts of (labelled) data which is often costly to obtain. In this article we
focus however on the computational cost. Processing a single input sample
with a modern architecture easily requires billions of Floating Point Oper-
ations (FLOPs) and hundreds of Megabytes of memory. Training a model
involves multiple passes over the training set and can take weeks. How-
ever, training a model is typically done offline on large compute infrastruc-
ture in the cloud where distributed training algorithms can use hundreds
of machines to train models relatively quickly [19] [20].
Once trained, these models are deployed for inference. Inference is less
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computationally demanding than training but for many interesting appli-
cations we need to use the models on resource constrained devices such as
mobile phones, drones, sensor nodes or wearables. Here intrinsic limita-
tions such as energy consumption or limited network bandwidth make it
challenging to use DNNs for real-world problems. Many works have pro-
posed techniques to reduce the computational cost of DNNs for inference.
A popular technique is to use reduced precision operations to speed up
inference. A typical implementation uses 32 bit floating point operations
but most networks will work fine with 16 bit floating point numbers. Sev-
eral studies have shown that it is also possible to reduce the precision to 8
bit [21], 4 bit or even 2 bit [22]. In the extreme case it is possible to use 1 bit
(binary) weights and activations although this incurs a heavy penalty on
the classification accuracy [23].
Other works have shown that neural networks are typically overparame-
terized and that it is possible to prune the networks to remove unnecessary
weights. Many heuristics such as second order gradient information [24]
or the magnitude of the weights [25] have been proposed to identify these
redundant weights. Other more complicated techniques rely on Bayesian
statistics [26] or on reinforcement learning [27]. In all of these techniques
the pruned weights are set to zero. By storing the weights as sparse weight
matrices, the size of the network is reduced making it more efficient to
download and to store. Because many weights are zero, this approach also
has the potential to speed up inference since the multiplications involv-
ing zero weights can be skipped. Doing this efficiently however requires
custom hardware support [28].
3.2.2 Adaptive Computation in Deep Neural Networks
There has been some interest in designing adaptive network architectures
that can scale their computational cost with the complexity of the input.
One technique is to include an early stopping mechanism which allows
the network to return a prediction early if the network is confident enough
[29]. Other techniques use reinforcement learning to selectively activate
only parts of the network [30] or use different networks, each with their
own computational cost-accuracy trade-off, where a big network is only
used if a small network is unable to give a confident prediction [31] [32].
In this work we design a new architecture that uses the Adaptive Compu-
tation Time (ACT) algorithm introduced in [33]. This algorithm was first
used in combination with Recurrent Neural Networks (RNNs) allowing
the network to learn how many computational steps to take between re-
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ceiving an input and emitting an output. ACT is an interesting approach
because it requires minimal changes to the network and is fully determin-
istic and differentiable. ACT was later extended to Spatially Adaptive
Computation Time (SACT) [34] which allows a network to use different
amounts of computation for different parts of the input image.
3.2.3 Residual Networks
Deep Residual Networks (ResNets) [35] won the ImageNet 2015 competi-
tion and have proven themselves to be one of the most important break-
throughs of the last years. Even though ResNets use the same basic oper-
ations as other convolutional neural networks they are different in that a
single layer does not completely transform its input (y = F(x)). Instead a
layer learns a residual to add to its input (y = x + F(x)). This seemingly
minor difference has important implications. ResNets can be much deeper
(up to a thousand layers [36]) and can still be trained with stochastic gra-
dient descent.
In addition to supporting much deeper networks, these residual connec-
tions also make the network more robust against deleting or reordering
layers of the network at test time which destroys other CNNs [37]. It is
even possible to share weights between different layers [38] [39] or to drop
random layers during training and use all layers together for inference [40].
One explanation for these observations is given by the unraveled view of
a ResNet [37]. Because each layer has two parallel paths, a ResNet archi-
tecture with i residual layers has 2i different paths between the input and
the output. When we delete a layer from a trained model, we corrupt cer-
tain paths but other paths remain intact. More traditional architectures
only have a single path between input and output and are completely cor-
rupted by this operation. Because of these many parallel paths, a ResNet
can be interpreted as an ensemble of many smaller networks [37].
A second possible explanation for the special behaviour of ResNets can be
found in the iterative estimation viewpoint [41]. Here, it is argued that a
group of successive layers iteratively refine their estimates of the same fea-
tures instead of computing an entirely new representation. The first layer
of a block already computes a rough estimate of the feature representa-
tion, which is then iteratively refined by the successive layers. This also
explains the robustness of ResNets against deleting or reordening layers.
This iterative refinement behaviour was further formalized in [39].
ResNets are closely related to Highway networks that also have shortcut
connections although Highway networks have gating functions that reg-
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ulate the information flow [42] making them similar to Long Short Term
Memory networks (LSTMs) [43].
3.3 Architecture
The basic building block of a Residual Network is shown in Figure 3.1.
This block contains three convolutional layers (with Batchnorm [44] and
a ReLU [45] activation after each convolution). The block receives input
with 4n channels. The first 1x1 convolution reduces this to a tensor with
n channels for the 3x3 convolutional layer to work on. The last 1x1 con-
volution expands the number of channels back to 4n. The input and out-
put of a block have the same dimensions and are summed together before
passing the result on to the next block in the network. A ResNet is built
by stacking many of these blocks, grouped together in stages (see Figure
3.2). Within a single stage all residual blocks will have the same number
of convolutional filters (n) and will work on the same spatial size. The first
block of a stage downsamples the input using a convolution with stride 2
which means that each stage works on inputs with a spatial size four times
smaller than the previous stage. A typical ResNet uses four stages and the
number of residual blocks in each stage determines the size of the network.
ResNet101 for example has 3, 4, 23 and 3 residual blocks in each stage re-
spectively while ResNet152 has 3, 8, 36 and 3 respectively. The number
of channels (n) doubles in each stage and is typically 64, 128, 256 and 512.
A full ResNet is show in Figure 3.2. The input is first passed through a
single convolutional layer (64 filters, again with Batchnorm and ReLU ac-
tivation) before going through the four stages. As a last step, the network
applies global average pooling and a fully connected layer which returns
the predicted output.
We propose to use the Iterative Estimation property of ResNets [41] to re-
duce the memory footprint and computational cost. Within a single stage,
the first residual block makes a rough estimate of the feature representa-
tion that the stage will extract. The next blocks do not completely change
this but instead make small refinements. This means that all the layers of
a stage look for the same features and have the same behaviour. We take
this to the extreme and reuse the same block multiple times within a single
stage. In our architecture each stage collapses to a single residual block
that is used over and over again. We replaced the sequential layers by an
iterative structure, which reduces the model size drastically. Our proposed
building block is shown in Figure 3.3. We keep the same three convolu-
tional layers and each layer has the same number of filters as in a normal
ResNet. Instead of having a shortcut connection we keep track of a “state”.
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Figure 3.1 The basic building block of a ResNet with a bottleneck architec-








Figure 3.2 A ResNet is built by stacking many Residual Blocks. These
blocks are grouped in four stages. Within a stage, each block has the same
input size and number of filters.
Image Conv Stage 1 Stage 2 Stage 3 Stage 4 Pool FC Output
This state is initialized with a copy of the input of the stage. Each iteration,
we add the output of the last convolutional layer to the state and feed the
result back into the first convolutional layer.
Each iteration, we refine the previously extracted features. Not all inputs
are equally hard to recognize. For some easy inputs, a rough estimate of the
features is good enough to accurately classify the input. For other inputs, a
more refined feature estimation is needed. To support this, we include an
Adaptive Computation Time (ACT) block in the network. This is a small
two layer fully connected network that looks at the previous and the cur-
rent state to determine if we need to continue iterating or if we can move
on to the next stage. This Adaptive Computation block allows to adapt the
number of iterations based on the current input.
Our building block works as described in Algorithm 2 (which closely fol-
lows the ACT algorithm from [34]). The block is configured to allow at
most L iterations. The task of the ACT network is to predict a halting score
hi, a scalar value in the range [0, 1] for each iteration i. We keep track of the
cumulative sum of the halting scores c and a remainder value R. As soon
as the cumulative sum of the halting scores reaches one, we stop iterating
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Figure 3.3 The basic building block of our Iterative Networks.






within this block and move on to the next block in the architecture. The
output of a block is defined to be the weighted sum of the state at each iter-
ation. The weight is the halting score at the corresponding iteration except
for the last iteration where we use the remainder value as the weight. This
ensures that the weights sum to one.
To force the network to use as few iterations as possible we introduce a
ponder cost. This is equal to the number of used iterations plus the re-
mainder value. Minimizing the ponder cost increases the halting scores,
making it more likely that the computation would stop earlier. We train
the network end to end with gradient descent to simultanously minimize
the cross entropy classification loss and the ponder cost.
The ACT network is a small two layer fully connected network with 64
hidden neurons. We apply global average pooling to the current state and
to the output of the last convolution and concatenate these vectors before
passing this to the ACT network. The ACT network returns a single value
(the halting score hi). The ACT network uses a sigmoid activation to ensure
that the halting score is in the range [0,1]. The weights of the ACT network
are optimized simultaneously with the other parameters in the network.
We initialize the bias value of the output neuron to a small value to force
the network to use the maximum number of iterations at the beginning of
the training phase.
Just like in the original ResNet implementations we use BatchNorm [44]
after each convolutional layer. We found that it is not possible to use the
same batchnorm statistics for multiple iterations, instead we use a different
set of statistics in each iteration. The same approach was used in [39] in
their experiments with shared weights.
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Algorithm 2 The forward pass through a single stage.
Require: 3D tensor input
Require: Maximal number of iterations for this stage L
Ensure: 3D tensor output
Ensure: ponder cost ρ
1: s = input . Initial state=input
2: c = 0 . Cumulative halting score
3: R = 1 . Remainder value
4: output = 0 . Output of the block
5: ρ = 0 . Ponder cost
6: for i = 1 . . . L do
7: y = F(s) . One pass through the block
8:
9: if l < L then
10: x = avg(s) ‖ avg(y) . Global average pooling
11: h = ACT(x) . Calculate the halting score
12: else
13: h = 1 . Max number of iterations reached
14:
15: c += h
16: ρ += 1
17:
18: if c < 1 then
19: output += h · s
20: R −= h
21: else
22: output += R · s
23: ρ += R
24: break
25: return output, ρ
3.3.1 Additional design choices
We follow the same bottleneck structure with three convolutional layers
as a normal ResNet. A first 1x1 convolution reduces the number of chan-
nels, a 3x3 convolution looks for spatial features and a second 1x1 convo-
lution goes back to the original number of channels. This bottleneck struc-
ture is more efficient because the expensive 3x3 convolution now works
on smaller input data. The difference in number of channels between the
input and the intermediate number of channels is called the expansion rate
and is typically 4 (as in Figure 3.1). This is however an arbitrary number
and it is possible to use other factors to scale the model. We explore the
impact of the expansion rate in our experiments in Section 3.4.1.
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A second technique that can be used to reduce the computational cost is
to use depthwise separable convolutions. A normal convolution works by
taking an input volume with c channels and sliding a convolutional ker-
nel over this volume. The kernel has a certain width and height (e.g. 3)
and has the same number of channels as the input volume. A single ker-
nel generates a single output plane and a convolutional layer typically ap-
plies multiple kernels in parallel to obtain an output volume with multiple
channels. A single convolutional kernel actually performs two tasks simul-
taneously, it looks for spatial features and it combines information from
multiple channels. Depthwise separable convolutions explicitly perform
these two tasks independently. First, a 3x3 depthwise convolution looks
for spatial features in each input channel separately. Then, a 1x1 point-
wise convolution combines information from the different channels and
generates an output volume. Depthwise separable convolutions use fewer
parameters and operations than a normal convolution and are therefore
a very popular building block for efficient architectures [51]. We experi-
ment with replacing the 3x3 convolutions with depthwise convolutions in
section 3.4.1 and report the impact on classification accuracy, number of
parameters and computational cost.
When we introduced our architecture in the previous section we stayed
close to the original ResNet architecture and replaced each stage with a
single iterative block. We can also use multiple iterative blocks to replace
a single ResNet stage. This increases the capacity of the network but also
increases the number of parameters and computational cost. We explore
this trade-off in section 3.4.1.
3.4 Experiments
In this section we experimentally validate our approach on different bench-
mark datasets. We start with image classification on the CIFAR10 and CI-
FAR100 datasets to explore the impact of different design choices on the
accuracy, memory footprint and computational cost of the models. We em-
pirically show that our models are able to adapt their computational cost
based on the complexity of the input image. We also report results for a
large scale image classification task on the ImageNet dataset.
ResNets are one of the most common network architectures right now and
are often used as building blocks for networks trained for other tasks such
as object detection or semantic segmentation. In section 3.4.2 and 3.4.3 we
take existing implementations of networks trained for object detection and
image segmentation and replace the ResNet backbone with our iterative
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network. We again report the impact on the accuracy, memory footprint
and computational cost and show that for these tasks the computational
cost of the models also scales with the complexity of the input image.
3.4.1 Image classification
As explained in section 3.3, differently sized ResNets can be designed by
changing the number of residual blocks in each stage. Table 3.1 shows four
typically used ResNet variants together with the number of parameters,
the computational cost (number of multiply-accumulate operations: MAC)
and their accuracy on the CIFAR10 and CIFAR100 dataset [46] respectively.
The computational cost and number of parameters is calculated for the
CIFAR10 networks but the only difference between the CIFAR10 and CI-
FAR100 networks is the number of output units in the last layer (100 vs 10).
This only has a minimal effect on both measurements. All these networks
were trained with stochastic gradient descent (SGD) with momentum [47]
for 150 epochs with inital learning rate 0.01. The learning rate was reduced
by a factor of ten every 50 epochs. We used random horizontal flips of the
images during training.
We designed an iterative network that can use the same number of itera-
tions in each stage as the number of residual blocks in the corresponding
stage of ResNet152. This means that our network can use 3, 8, 36, and 3
iterations in each of the four stages respectively.
Table 3.2 show the results on the CIFAR10 dataset. We trained four ver-
sions, each with a different expansion rate (1-4) and show the number of
parameters and the accuracy of these models. Compared to ResNet152 (the
ResNet variant that our architecture was modelled after), we use drasti-
cally fewer parameters. Our model with expansion rate 1 uses 4M param-
eters, more than a tenfold reduction compared to the 58M parameters of
ResNet152. A model with expansion rate 4 doubles the memory footprint
to 9M, still only 15% of the original model size. Somewhat surprisingly
our models actually achieve a higher test accuracy than the ResNet mod-
els. This is most likely because the weight sharing acts as a regularizer and
because the ResNet models are probably oversized for a task like CIFAR10.
ResNet152 requires 3.7 GMAC to process a single image. In our architec-
ture the computational cost is not fixed but depends on the input itself.
The second row of Table 3.2 shows the measured number of multiply-
accumulate operations averaged over all images of the test set. The third
row shows the lower and upper bounds. The upper bound is slightly
higher than the computational cost of ResNet152 even though it uses the
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Table 3.1: Accuracy, computational cost and number of parameters for standard
ResNets trained on CIFAR10 and CIFAR100.
Network Params GMAC CIFAR10 CIFAR100
Resnet18 11.2 M 0.6 93.0% 77.3%
ResNet50 23.5 M 1.3 93.6% 77.6%
ResNet101 42.5 M 2.5 93.8% 78.4%
ResNet152 58.2 M 3.7 94.8% 79.0%
Table 3.2: Accuracy, computational cost and number of parameters for the CIFAR10
iterative networks.
Expansion 1 2 3 4
Params 4.18 M 5.52 M 7.21 M 9.24 M
GMAC 1.4 1.8 2.1 2.5
0.3 - 2.4 0.4 - 2.9 0.6 - 3.5 0.9 - 4.2
Accuracy 94.4% 94.8% 94.8% 94.9%
same number of convolutions. This is because of the overhead of the ACT
block that is executed every iteration. On average however our architec-
ture still uses much fewer computations than the ResNet.
Table 3.3 shows the results of the same architectures but now using depth-
wise separable convolutions. This immediately reduces the number of pa-
rameters and computational cost even further while still having a higher
accuracy than the baseline ResNet models. It is interesting to note that
the average number of MAC operations is now much closer to the upper
bounds compared to the previous experiment. This suggests that depth-
wise separable convolutions can not capture the same level of complexity
as normal convolutions and that more iterations are needed to converge to
a good feature estimation.
Table 3.4 and 3.5 show the same experiments but now using the CIFAR100
dataset. This dataset is more complicated since it contains images from
100 different classes. We can make similar observations as in the CIFAR10
experiments. Our models require fewer parameters and operations than
the baseline ResNet models while still obtaining a very good classification
accuracy. We again see a drop in accuracy for the models using depthwise
separable convolutions. This drop is more severe because CIFAR100 is a
more difficult task than CIFAR10.
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Table 3.3: Accuracy, computational cost and number of parameters for the CIFAR10
networks with depthwise separable convolutions.
Expansion 1 2 3 4
Params 1.06 M 2.4 M 4.09 M 6.12 M
GMAC 0.4 0.9 1.4 2.1
0.1 - 0.5 0.3 - 1.0 0.5 - 1.6 0.7 - 2.3
Accuracy 93.7% 94.1% 94.6% 94.9%
Finally, we also trained models on the challenging ImageNet dataset [48].
This dataset is much larger than the previous two. It contains large real-
world images grouped in a thousand classes. There are around 1.2 million
training, 50.000 validation and 150.000 testing images. We rescaled all im-
ages to have a smallest dimension of 256 and took random 224*224 crops
and random horizontal flips during training. For testing we used a single
224*224 center crop of the rescaled images. The inputs were normalized
to have zero mean and unit variance. All our networks were trained with
stochastic gradient descent (SGD) with momentum [47] for 90 epochs with
inital learning rate 0.01. The learning rate was reduced by a factor of ten
every 30 epochs.
We summarize the number of parameters, computational cost and accu-
racy of some commonly used networks in the first part of Table 3.6. Since
ImageNet has a large number of very fine-grained classes it is common
to report the Top 5 accuracy where the model is allowed to return five
predictions. The ResNet architectures vary in size between 11M and 60M
parameters (44Mb and 240Mb respectively if stored as 32 bit floating point
numbers). The smallest network (ResNet18) only requires 1.8 GMAC, the
largest ResNet requires six times more computations. We trained three it-
erative networks, summarized in the second part of the table. The first net-
work (IterativeNet152) is modelled exactly after ResNet152. It only uses
9M parameters compared to the 60M of ResNet152. The computational
cost of our iterative network is 5 GMAC averaged over all test samples, a
reduction of 56%. The accuracy drops from 78.3% to 70.2% (94,1% to 90,0%
top 5). The second iterative network (IterativeNet152_small) uses an ex-
pansion rate of two instead of four. This reduces the number of parame-
ters further to 6M and halves the computational cost. The accuracy drops
to 65,6%. The last model (IterativeNet152_double) replaces each stage from
a ResNet with two iterative blocks instead of one. This allows the network
to learn more complex features which improves the accuracy but also al-
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Table 3.4: Accuracy, computational cost and number of parameters for the CI-
FAR100 iterative networks.
Expansion 1 2 3 4
Params 4.23 M 5.62 M 7.35 M 9.43 M
GMAC 1.0 1.3 1.7 2.1
0.3 - 2.4 0.4 - 2.9 0.6 - 3.5 0.9 - 4.2
Accuracy 77.3% 78.9% 79.2% 79.6%
most doubles the model size. Somewhat surprisingly, the average compu-
tational cost is only slightly higher since the model now uses less iterations
in each block.
Finally we also compare with architectures that were specifically designed
to be as efficient as possible (third part of the table). They use depthwise
separable convolutions [51] or replace expensive convolutions with shuf-
fling operations [54]. Other architectures [53] are the result of extensive
automated architecture search procedures. These architectures have a sim-
ilar number of parameters, an even lower computational cost and a slightly
higher accuracy than our models.
Our motivation was to design architectures that can automatically allocate
their resources based on the complexity of the input. This also gives us
insight into the behaviour of deep neural networks and how they learn to
perform certain tasks. Table 3.7 shows some typical test samples for the
three datasets. The first row shows images that require the smallest num-
ber of iterations, subsequent rows require more iterations. These results
show that indeed the model is able to adjust its computational cost based
on the complexity of the input image. It seems that the difficulty of an in-
put according to the models correlates well with our human definition of
difficulty. Empirically we found that the easy images typically contain a
single object in the center of the image while the hard images are typically
dark or unclear. For the ImageNet dataset the hardest images typically
show landscapes or scenes with very small objects.
3.4.2 Object detection
In the previous section we focussed on image classification where the task
is to predict a single class for the entire image. Here we investigate the
more complicated task of object detection where the input image may con-
tain more than one object and each object needs to be localized (annotated
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Table 3.5: Accuracy, computational cost and number of parameters for the CI-
FAR100 networks with depthwise seperable convolutions.
Expansion 1 2 3 4
Params 1.1 M 2.49 M 4.22 M 6.3 M
GMAC 0.4 0.8 1.3 1.8
0.1 - 0.5 0.3 - 1.0 0.5 - 1.6 0.7 - 2.3
Accuracy 73.9% 75.6% 76.9% 77.9%
Table 3.6: Accuracy, computational cost and number of parameters for different Im-
ageNet networks.
Network Params GMAC Top 1 % Top 5%
AlexNet [10] 61.1 M 0.72 56.6 79.1
VGG16 [49] 138.4 M 15.5 71.6 90.4
InceptionV3 [50] 27.2 M 2.9 77.5 93.6
ResNet18 11.7 M 1.8 69.8 89.1
ResNet34 21.8 M 3.7 73.3 91.4
ResNet50 25.6 M 4.1 76.2 92.9
ResNet101 44.6 M 7.9 77.4 93.6
ResNet152 60.2 M 11.6 78.3 94.1
IterativeNet152 9.0 M 5.0 70.2 90.0
IterativeNet152_small 6.1 M 2.7 65.6 86.1
IterativeNet152_double 16.6 M 5.6 71.7 90.9
MobileNetV1 [51] 4.2 M 0.6 70.6 89.5
MobileNetV2 [52] 6.1 M 0.6 75.0 92.5
NasNet-A [53] 5.3 M 0.6 74.0 91.6
ShuffleNet2x [54] 5.6 M 0.5 70.9 89.8
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with a bounding box) and classified. The number of objects varies between
images.
In this experiment we take an existing implementation of Faster R-CNN
[56] and adapted this implementation to use our iterative network. Faster
R-CNN is one of the most commonly used networks for object detection.
Like most object detection networks, Faster R-CNN uses a pretrained con-
volutional neural network as a backbone to extract features from the input
image. These features are then used to predict Regions Of Interest (ROI),
regions that potentially contain objects. Each of these regions is checked
and all predictions are combined to obtain the predictions of the entire im-
age. The backbone network is usually a VGG [49] or ResNet network but
we replaced it with the pretrained IterativeNet152 from the previous sec-
tion.
For this task we used the PASCAL Visual Object Classes Challenge 2007
(VOC2017) [57] dataset. This dataset contains 20 different types of objects.
There are around 5000 train and test samples with in total 24,640 annotated
objects. We used an input image size of 600.
Table 3.8 shows the number of parameters, computational cost and mean
Average Precision (mAP) for a Faster R-CNN architecture trained with dif-
ferent backbone networks. Compared to a ResNet152 backend, our model
has 77% less parameters and requires only 60% of the computational cost
on average. The mean average precision is 68.9%, comparable to a model
with a VGG16 backend that has ten times more parameters.
Figure 3.4 shows typical test images together with the predicted bounding
box and labels. The first row shows the images that require the smallest
amount of iterations, subsequent rows need more iterations. We again find
that the required number of iterations correlates well with our human un-
derstanding of complexity. The easy images typically contain large objects,
centered in view while the hardest images typically contain many small
objects. We further analyse this in Figure 3.5. We show the relationship be-
tween the required number of iterations (y axis) and the number of ground
truth objects (x axis) for the test samples in an Image (Figure 3.5a). Al-
though this relationship is noisy, we find that images with a large number
of ground truth objects typically require more computation time. In Figure
3.5b we plot the required number of iterations as a function of the average
ground-truth object size. Here, we find that the computational cost de-
creases as the average size increases, confirming our intuitive observation
that images with a small number of big objects are easier for the network
to process than images with many small objects. With a ResNet backbone
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Table 3.8: Accuracy, computational cost and number of parameters for a Faster-
RCNN model trained with different backend networks.
Backend Params GMAC mAP
VGG16 136 M 196.0 69.6%
ResNet152 62 M 198.0 73.5%
IterativeNet152 14 M 116.6 68.9%
the R-CNN network has the same computational cost for all, regardless of
the number of visible objects or the difficulty of the input image.
3.4.3 Semantic Segmentation
Semantic segmentation is the task of predicting a label for every pixel in the
input image. This is a much more complex task than image classification
where a single label is predicted for the entire image. Different network ar-
chitectures were designed for this task. Typically these networks follow an
encoder-decoder architecture where the encoder first extracts features and
creates a compressed representation of the image. The decoder then uses
this representation to predict a label for each pixel. The encoder is usually
based on a network for image classification. The decoder uses upsampling
operations and transposed convolutions. We adapt the UPerNet architec-
ture [58] to use the IterativeNet152 trained on ImageNet from Section 3.4.1
as the encoder.
We trained our models on the MIT ADE20K scene parsing dataset [59] [60].
ADE20K is the largest open source dataset for semantic segmentation and
scene parsing. It contains images of indoor and outdoor scenes and the
goal is to segment an image into different image regions associated with
one of 150 semantic categories, such as sky, road or person. There are
20.210 training images and 2.000 validation images.
Table 3.9 shows that compared to a model with a ResNet152 backend our
model has less than half the number of parameters and uses 20% less com-
putations on average. Figure 3.6 shows some typical validation images
sorted from easy (top) to hard (bottom). For each row we show the in-
put image, the ground truth segmentation and the output of the model
from left to right respectively. Somewhat surprisingly, the images that re-
quire the least amount of iterations show cluttered scenes with many dif-
ferent types of objects. We would have expected that these images are hard
for the network to classify. We attribute this to the fact that the objects
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Figure 3.4 Some typical examples of images that require less iterations
(top) and images that require more iterations (bottom) for the object de-
tection task. Images that contain many small objects are the hardest for the
network.
Figure 3.5 Correlation between the number of ground truth objects and the
required number of iterations (a) and between the average ground truth
object size and the required number of iterations (b). The model is able to
scale its computational cost with the complexity of the input image.
















































Table 3.9: mean Intersection-over-Union (IoU), pixel accuracy, computational cost
and number of parameters for the semantic segmentation model trained
with a ResNet and an IterativeNet backend.
Backend Params GMAC Mean Pixel
IoU Accuracy
ResNet152 99 M 315.7 40.0 80.3%
IterativeNet152 47 M 261.2 35.7 74.6%
in these scenes have clear boundaries between each other and the back-
ground, making it easier for the network to make a decision. The hardest
images according to the model are all landscapes or natural scenes where
it is difficult to identify sharp boundaries between objects.
3.5 Conclusion and future work
In this work we exploited the iterative refinement property of ResNets to
design a more efficient neural network building block. By reusing the same
weights multiple times we can reduce the memory footprint dramatically.
We validated our approach on different benchmark datasets for image clas-
sification, object detection and semantic segmentation and found that our
models are able to adjust their computational cost at runtime based on the
complexity of the input data and use less resources on average. In future
work it would be interesting to explore the use of adaptive computation
in combination with efficient architectures such as ShuffleNet to see if this
can improve the average computational cost for these architectures as well.
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Figure 3.6 Some typical examples of images that require less iterations
(top) and images that require more iterations (bottom) for the segmenta-
tion task. For each row, we show the input, the ground truth and the out-
put of the model from left to right respectively. The network struggles the
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Abstract Internet of Things (IoT) infrastructures are more and more rely-
ing on multimedia sensors to provide information about the environment.
Deep neural networks (DNNs) could extract knowledge from this audiovi-
sual data but they typically require large amounts of resources (processing
power, memory and energy). If all limitations of the execution environ-
ment are known beforehand, we can design neural networks under these
constraints. An IoT setting however is a very heterogeneous environment
where the constraints can change rapidly. We propose a technique allow-
ing us to deploy a variety of different networks at runtime, each with a
specific complexity-accuracy trade-off but without having to store each
network independently. We train a sequence of networks of increasing
size and constrain each network to contain the parameters of all smaller
networks in the sequence. We only need to store the largest network to
be able to deploy each of the smaller networks. We experimentally vali-
date our approach on different benchmark datasets for image recognition
and conclude that we can build networks that support multiple trade-offs
between accuracy and computational cost.
4.1 Introduction
The Internet of Things (IoT) entails the promise of a world with billions of
interconnected devices, each with sensors that continuously monitor our
homes, offices and streets. These devices will generate massive amounts
of information allowing us to analyze and optimize our environments in
unprecedented ways.
There are many challenges involved when building large scale sensor net-
works. The devices themselves need to be small and affordable yet they
also need to be robust and reliable. They need to capture and transmit
fine-grained information without consuming large amounts of energy and
they need to be easy to deploy and to maintain without intensive manual
interaction.
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Figure 4.1 An IoT environment is characterized by a large amount of het-
erogeneous devices. We store a single set of weights and are able to de-
ploy a different optimized neural network to each device without having
to train or store all these networks independently.
Typical sensors that are found in these IoT deployments are temperature,
humidity, pressure and motion sensors. With the right analytic tools these
sensors can already provide a wealth of information about their surround-
ings but we will also need additional rich sensors such as cameras and
microphones to fully understand our environment. A smart traffic cam-
era with license plate detection capabilities can recognize a stolen car or
it can detect a traffic jam. Smart security cameras with facial recognition
software can trigger alerts when unauthorized persons are detected. Voice
recognition is already used in smart personal assistants and microphones
are increasingly used as sensors for example to detect gunshots in urban
environments1.
These multimedia sensors generate large amounts of high dimensional
data [1] and extracting useful high level insights typically requires com-
putationally intensive techniques. It is usually not an option to offload the
computations to a cloud back-end since the latency and communication
cost of transmitting the data to the cloud would be prohibitively large for
some applications. In addition the raw audio and video recordings are
often privacy sensitive and should not leave the local device [2].
In this work we look at techniques that could perform these types of op-




ing techniques since these are arguably the state of the art methods to ex-
tract information from high dimensional observations. Deep learning is
typically not a good match for the resource constrained IoT devices since
deep learning models require large amounts of memory and computa-
tional power. A lot of progress however has been made in reducing the
computational cost of deep learning models (we refer to section 2 for an
overview).
An IoT setting is characterized by a large amount of heterogeneous de-
vices. Therefore we argue that it is not sufficient to have one optimized
neural network with a fixed computational cost. Instead we should be
able to optimize the neural network for each specific device. In addition
we would also like to trade-off the computational cost and accuracy of the
network at runtime. This would allow us to adjust the required resources
based on external factors such as tolerable latency, battery level of the de-
vice or required accuracy. The trivial solution would be to train a number
of different neural networks each with a different configuration and to de-
ploy the network that best fits the current needs. Training all these different
networks will take time but even worse, the overhead involved in storing
all these different networks on an embedded device in the network might
be prohibitively large. A single neural network for large scale image recog-
nition can quickly require millions of parameters adding up to hundreds
of megabytes of storage.
We propose to train a sequence of models, increasing in size but instead
of training all networks independently we constrain the larger models to
contain all parameters of the smaller networks as subsets. Hence, just one
set of weights needs to be stored (i.e. the weights of the largest model in
the sequence) while we can use subsets of these weights to deploy smaller
networks.
We presented the concept of a runtime configurable neural network before
in a conference paper [3]. We now extend this work with a more thorough
evaluation on different network architectures and datasets including neu-
ral networks trained on the Imagenet dataset. We also provide a guideline
on how to choose the different subnetworks depending on the bottlenecks
of the environment.
The remainder of this paper is organized as follows. We give an overview
of related work in section 4.2. We introduce our multi-fidelity architecture
in section 4.3 and we experimentally validate our approach on different
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benchmark datasets in section 4.4. We finally conclude in section 4.5 with
a short summary of possible future research directions.
4.2 Related work
Neural networks have been around for a long time but recent advances
in technology such as efficient GPU implementations and large labelled
datasets have renewed interest. Deep neural networks are the current state
of the art for image and speech recognition [4]. We refer to [5] for an in
depth overview of the history of neural networks and deep learning.
One problem with deep neural networks is the amount of resources they
require during training and inference. Training a neural network is the
computationally most expensive part. In most cases however training can
be done offline on high performance GPU systems where energy consump-
tion is less of an issue. We instead focus on deploying a trained network on
an IoT device. These devices are constrained in terms of processing power,
memory or energy consumption. In these cases we need to reduce the size
or complexity of the network without sacrificing too much accuracy. Vari-
ous approaches have been proposed to achieve these goals.
4.2.1 Reducing the memory footprint
Deep neural networks for image classification easily require millions of pa-
rameters (hundreds of megabytes). This makes it hard to deploy a neural
network to a device with limited memory or to incorporate a neural net-
work into a mobile app. There is a considerable amount of prior work that
has focussed on reducing the memory footprint of deep neural networks.
Han et al. presented a three stage pipeline that is able to reduce the stor-
age requirement of neural networks by 35x to 49x without affecting the
test accuracy [6]. They succeed in reducing the size of the Alexnet [7] and
VGG16 [8] architectures from 240MB and 552MB to 6.9MB and 11.3MB re-
spectively.
Chen et al. proposed an elegant Hashing based approach [9]. They use
a hashing function that groups the weights into a small number of buck-
ets. All connections belonging to the same bucket share a single weight
value. This technique was extended in a follow up paper [10] in which
they also apply the hashing trick to the convolutional layers. The authors
argue that the weights of the convolutional filters are typically smooth and
low-frequency. They first convert the weights to the frequency domain and
then use the hash function to group the parameters in hash buckets.
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Other approaches to reduce the memory footprint of a neural network in-
clude low rank decomposition of the weight matrices [11] or Structured
Matrices [12], m × n matrices that can be described using less than mn
parameters because they follow a certain structure. This dramatically re-
duces the memory footprint but also supports faster matrix multiplications
which can accelerate inference and training.
4.2.2 Reducing the computational cost
Reducing the number of weights in a neural network does not necessar-
ily reduce the computational cost. Most of the parameters are used in the
fully connected layers while the convolutional layers are responsible for
most operations.
One approach is to introduce sparsity between the layers. In [13] the au-
thors use a sparse connection matrix for the convolutional layers where
each output channel is only connected to a small subset of the input chan-
nels. Operations on sparse data may need less operations in theory but
since most implementations are optimized for dense matrix operations this
may not result in a reduction in latency or in an increase in throughput.
Other techniques try to transfer the knowledge stored in large models (teacher)
to a smaller more efficient (student) network. Hinton et al. proposed to use
the soft outputs of the teacher (the probability distribution over the classes)
as a soft target for the student [14]. A soft target includes information about
the similarities between classes which can make it easier to optimize the
student. This was later extended by Romero et al. Their Fitnets [15] uses
the intermediate representations to guide the student in addition to the soft
targets.
Most implementations of deep neural networks use 32 bit floating point
numbers for weights and activations. Various works have shown that this
is not necessary and that 8 bit fixed point integers [16] are usually suffi-
cient. This reduces the memory footprint and allows for a very efficient
implementation in hardware. Other works further reduce the precision of
the weights to 4 bits (for convolutional layers) or even to two bits (for fully
connected layers) [6]. It is even possible to use binary weights and acti-
vations [17] which allows for a very efficient implementation in hardware
since the floating point operations can be replaced with logical operations.
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Figure 4.2 For our multi-fidelity architecture we train a set of weights that
can be used to deploy different networks, each with their own accuracy
and computational cost trade-off. Each network has the same structure
but differs in the number of parameters (the width of the layers).
Input Layer 1 Layer 2 Layer 3 Layer 4
In this contribution we take a different approach and instead focus on re-
configurability. We argue that it is not enough to train one optimized net-
work because an IoT setting is a very heterogeneous environment where
different devices require different trade-offs that might change at runtime.
It is however possible to combine our approach with other techniques such
as reducing the precision of the weights to further reduce the memory foot-
print or computational cost.
4.3 Architecture
Our goal is to train a set of different neural networks each with their own
accuracy v.s. cost trade-off. All networks in the set share the same structure
(same number and types of layers) but they will have a different number
of parameters (see Figure 4.2). We constrain every network to contain the
exact weights of all smaller networks. We start by training a very small
network and then gradually add additional parameters to each layer while
keeping the already trained parameters fixed. As a result, the largest net-
work in the sequence will contain all the weights of the previous networks
as subsets of its own weight matrices. To deploy the networks we only
need to store one set of weights (the weights of the largest network that we
want to use) and we can use a subset of these weights to deploy smaller
versions.
Figure 4.3a shows how this is done for a fully connected layer. A fully
connected layer with n neurons computes x ·W + b where x is a one di-
mensional input vector (with size m), W is the (m× n) weight matrix of the
layer and b is a bias vector (with size n). If we increase the number of neu-
rons for this layer from n to n + k we reshape the weight matrix and bias
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Figure 4.3 Schematic overview of how the weight tensors change when we
scale the number of neurons in a fully connected layer (a) or the number
of filters in a convolutional layer (b) from n to n + k. For both cases we
increase the size of the weight tensor and bias vector. This changes the
dimensionality of the output of the layer which is why we also need to
change the size of the weight tensor of the next layer.
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Conv 1 Conv 2




















vector for this layer and we initialize the new values with random values
(grey blocks in figure 4.3a). We also need to reshape the weight matrix of
the next layer since this layer now receives a larger input.
We use the same approach for convolutional layers. The weight matrix for
a layer with n kernels is now a 4D tensor (n× c×w× h) with c the number
of channels in the input and w and h the width and height of the convo-
lutional kernels. If we increase the number of kernels in one layer from n
to n + k we again reshape the weight matrix and bias vector of this layer
(grey blocks in Figure 4.3b). We also need to reshape the weight matrix of
the next layer because the input of this layer will have a larger number of
channels.
We use the traditional backpropagation algorithm to train the network.
At each step in the backpropagation algorithm we calculate the gradient
of the loss function with respect to the weights of the network and update
them to minimize the error. We make sure to only update the new parame-
ters by putting all updates to zero except those that correspond to the new
parameters. We simply multiply the gradient descent updates with a mask
that contains zero values except for those positions that correspond to the
new weights. For example in the first fully connected layer of Figure 4.3a
where we increase the number of neurons from n to n + k we calculate the
gradient updates with respect to every element of the m ∗ (n + k) weight
tensor and n + k bias vector but put all elements to zero except those m ∗ k
weights and k bias values that correspond to the grey parts of the tensor.
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In the previous paragraph we explained the iterative training routine where
we start with the smallest network of the sequence and each time add ad-
ditional parameters and retrain them without changing the already trained
weights. We also experimented with an alternative training approach that
trains the different networks all at once. During training we simply select
one configuration at random for each batch of training data and only up-
date the weights of this specific subnetwork. This update might reduce
the performance of the other networks that share a subset of the weights
but we found that during training the networks learn to co-adapt. This
approach is easy to implement but results in slightly lower accuracies than
the first training technique.
4.4 Experimental validation
In this section we apply our approach to different benchmark problems.
We focus on image classification since this typically requires large net-
works to process the high dimensional input images.
All our experiments were performed using Pytorch 2. We trained the net-
works on NVIDIA GTX1080 GPUs. The reported runtimes were all mea-
sured on an Intel Edison3 device. The Intel Edison is an ultra-small em-
bedded computing platform with an Intel® Atom™ SoC dual-core CPU
and integrated WiFi and Bluetooth LE. These features combined with a
peak power consumption of under 1W make this platform an interesting
computing platform for various IoT applications.
4.4.1 Small scale experiments on CIFAR10, CIFAR100 and
SVHN
In our first experiments we validate our approach on three small scale
datasets for image recognition: CIFAR10 [18], CIFAR100 [18] and SVHN
[19]. All three datasets are similar in size and they all contain 32 by 32 RGB
images. The CIFAR10 dataset contains images from ten classes such as
“cat”, “dog”, “car” and “plane”. The CIFAR100 dataset is similar but con-
tains images from 100 classes. The Street View House Numbers (SVHN)
dataset contains small cropped digits obtained from house numbers in
Google Street View images. The number of train and test samples in each
dataset are shown in table 6.1.
We applied our multi-fidelity approach to a VGG16-like [8] network. The
2Pytorch website: http://pytorch.org/
3Intel Edison Wikipedia article: https://en.wikipedia.org/wiki/Intel_Edison
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Table 4.1: Properties of the small scale datasets.
CIFAR10 CIFAR100 SVHN
Number of classes 10 100 10
Number of train images 50 000 50 000 73 257
Number of test images 10 000 10 000 26 032
VGG16 architecture was used by the Visual Geometry Group (VGG) at Ox-
ford University in the 2014 ImageNet competition. We used the same net-
work architecture for all three datasets. We trained the network at four
different scales following the approach from the previous section. For each
scale we divide the number of convolutional filters and neurons of each
layer by the same number. Scale 1/4 for example means that each layer
contains one-fourth of the number of convolutional kernels or neurons of
the same layer in the full network. The results are summarized in table
4.2. For each scale we report the number of parameters, the execution
time on the Intel Edison platform and the classification accuracy on the
three datasets. The smallest version (scale 1/8) takes only 2% of the exe-
cution time of the original network measured on the Intel Edison (60ms vs
3400ms) and requires only 1.7% of the number of parameters. Compared
to the largest scale, the accuracy drops by 10% for the CIFAR10 and CI-
FAR100 datasets and by 5% for the SVHN dataset which is an easier task.
By doubling the size to one-fourth of the original size we increase the num-
ber of parameters five-fold to just over 1 million (4 MB if they are stored
as 32 bit floating point). The execution time increases four-fold to 224 ms.
The accuracy increases with 5% for CIFAR10 and CIFAR100 but only by
1% for the SVHN dataset. Doubling the scale to 1/2 and again to the full
size increases the number of parameters and execution time four-fold each
time.
For each scale we also report the accuracies for a network of the same
scale but now trained independently of the other scales. The accuracy of
the single scale networks is consistently slightly higher than the multiscale
versions because the optimization problem is much harder when we con-
strain the network to contain all parameters of the smaller networks. This
penalty is however a small price to pay for the freedom of having 4 differ-
ent configurations contained in one set of weights.
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Table 4.2: Results for the VGG16 network on the small scale datasets. The first part
of the table shows the results of our multi-fidelity approach where the
weights are shared between the scales. The second part shows the re-
sults of the same networks but now trained independently without the
constraint that weights have to be shared between them.
Scale Parameters Time (ms) CIFAR10 CIFAR100 SVHN
1/8 280 460 60 82.3% 62.7% 92.7%
1/4 1 061 428 224 87.5% 68.4% 93.5%
1/2 4 125 188 870 90.2% 70.2% 96.0%
1 16 260 004 3400 91.4% 71.7% 97.1%
1/8 (single) 280 460 60 82.1% 62.8% 93.0%
1/4 (single) 1 061 428 224 87.8% 69.2% 94.6%
1/2 (single) 4 125 188 870 90.5% 70.5% 96.8%
1 (single) 16 260 004 3400 92.4% 73.1% 97.8%
4.4.2 Imagenet
The previous experiments used small scale datasets that are not really rep-
resentative of real world applications. In this section we apply our method
to the ILSVRC2012 dataset [20]. This dataset contains 1.2 million training
images in 1000 classes.
We use the Alexnet architecture [7] for this dataset. This architecture has
five convolutional layers and three fully connected layers. The full Alexnet
architecture requires 62 million parameters which corresponds to 250 MB
of storage when all weights are stored as 32 bit floating point numbers. The
original architecture requires 7E+08 floating point operations for a single
image.
In the previous sections we used a rather naive way of building the subnet-
works by just adding a fixed number of convolutional filters or neurons to
each layer. This is far from optimal since the different layers all have very
different characteristics. There are three properties that we have to take
into account as we decide on an optimal architecture for a certain device:
• The size of the weights. If the storage capacity of the device or the
bandwidth of the network connection needed to download the weights
is the bottleneck, we can gain most by reducing the number of weights
in the network.
• The size of the intermediate representations. In addition to storing
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Figure 4.4 Analysis of the number of operations, number of parameters
and the size of the intermediate outputs for each layer in the Alexnet Net-
work.































the weights we also need memory to temporarily store the interme-
diate activations of the network.
• The number of operations. This directly determines the latency and
energy consumption of the network.
Figure 4.4 shows these three measurements for each layer in the Alexnet
architecture, relative to the entire network. Most of the parameters are
needed for the fully connected layers at the end of the network (the first
fully connected layer alone is responsible for 63% of the parameters). This
is a common observation that can be made for most convolutional neural
networks for image classification [21]. When the size of the weight vectors
is the bottleneck, for example when the network needs to be downloaded
to a device over a slow or costly network connection, we can gain most by
reducing the number of parameters in these layers.
The number of floating point operations on the other hand is dominated
by the convolutional layers. The fully connected layers are almost negli-
gible when the computation itself is the bottleneck. In these cases we can
have the highest impact by reducing the number of filters in the first con-
volutional layers. The largest intermediate vectors are created by the first
convolutional layers and reducing the number of convolutional filters in
these layers will have the largest impact on the required memory.
To build our different networks we focus on the Conv1, Conv2 and FC1
layers because these have the largest impact on the needed memory, on
the number of operations and on the model size respectively. Note that
changing the number of parameters in one layer also has an effect on the
number of parameters and number of operations of the next layer.
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We trained a multi-fidelity version of the Alexnet network with 16 and
64 filters for the first convolutional layer (C1), 48 and 192 filters for the sec-
ond convolutional layer (C2) and 512 and 4096 neurons in the first fully
connected layer (FC1). This results in eight different combinations each
with a computational cost and corresponding accuracy. Table 4.3 lists the
different subnetworks contained in one set of weights. The first row shows
the properties of the original Alexnet network. The second row shows the
same network but now trained with the constraint that it needs to contain
all parameters of all seven smaller networks. The optimization problem
for our multi-fidelity network is much harder because of these constraints
which explains the 2% drop in accuracy compared to the full model trained
from scratch. The following rows show various subnetworks that we have
at our disposal thanks to the multi-fidelity architecture. We again report
the time needed to forward one image through the network on the Intel
Edison platform. We report both the Top 1 and Top 5 accuracy.
Even though we only change three layers, we end up with 8 distinctly
different networks, each with there own trade-offs. If we focus on execu-
tion time for example, we can reduce the latency by half and the accuracy
drops from 55.6% to 47%. We can also reduce the number of parameters to
one-fifth of the original number. This reduces the accuracy by 5%. The ex-
ecution time stays the same since we only removed neurons from the fully
connected layers and these layers have a minimal effect on computational
cost.
4.5 Conclusion and future work
Applying deep neural networks to IoT sensor data is an interesting re-
search direction. In this article we argue that because IoT environments are
continuously changing heterogeneous environments we need more than
one network with a fixed computational cost and corresponding accuracy.
We propose to train multiple networks and to constrain them to share pa-
rameters. We only need to store one set of weights to be able to deploy
multiple versions of the same network. We evaluated our approach on
four well known image classification datasets and found that it is indeed
possible to have a variety of network configurations contained in one set
of weights.
Future work could focus on optimizing the different splits of the network.
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a manual inspection of the different layers but it would be interesting to
find a method that could find the most interesting splits automatically for
any given network architecture.
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Abstract Binary Neural Networks (BNNs) use binary values for both weights
and activations instead of 32 bit floating point numbers typically used in
deep neural networks. This reduces the memory footprint by a factor of 32
and allows a very efficient implementation in hardware. BNNs are trained
using regular gradient descent but are harder to optimise, take longer to
train and generally require a more careful tuning of hyperparameters such
as the learning rate decay schedule than floating point versions. We pro-
pose to use Knowledge Transfer techniques to make it easier to train BNNs.
Knowledge transfer is a general technique that tries to transfer the knowl-
edge stored in a large network (the teacher) to a smaller (student) network.
In our case the teacher is a network trained with floating point weights
and activations while the student is a BNN. We apply different Knowl-
edge Transfer techniques to the task of training a BNN. We introduce a
novel similarity based Knowledge Transfer algorithm and show that this
technique results in a higher test accuracy on different benchmark datasets
compared to training the BNN from scratch.
5.1 Introduction
Deep neural networks are exceptionally powerful but they also require
large amounts of resources such as compute power and memory. Training
a neural network is the computationally most expensive part but this is
usually done offline on high performance systems in a datacenter. The ba-
sic computational operation of a neural network is a matrix-matrix multi-
plication. This operation is highly parallelizable and can be very efficiently
performed on Graphical Processing Units (GPUs). GPUs are currently the
best option to train neural networks.
Once trained the network needs to be deployed in a real-world environ-
ment. This stage (known as inference) requires less resources than training
but even a moderate sized network can take billions of floating point oper-
ations (FLOPs) just to process one input. In addition the device also needs
to store all parameters of the network which quickly adds up to hundreds
of megabytes.
Binary neural networks are more efficient because they are constrained to
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binary weights and activations. This reduces the memory footprint of the
weights by a factor of 32 and also allows for a very efficient implementa-
tion in hardware since the 32 bit floating point multiplications can now be
replaced with bitwise logical operations [1].
Courbariaux et al. first showed that it is possible to train modern large
neural networks for image classification with binary weights and activa-
tions [1]. This suggests that typical neural networks are overparameter-
ized [2]. While we were able to replicate these results we found that BNNs
typically take longer to train and are more sensitive to hyperparameters
such as the architecture of the network, the initial learning rate, the learn-
ing rate decay schedule, the optimization algorithm and regularization
terms.
Instead of training a BNN from scratch we propose to use the knowledge
from an already trained floating point model. A floating point teacher
model can be trained using existing state-of-the-art techniques and then
be used to guide the optimisation process of the student network. This con-
cept is known as Knowledge Transfer. We describe two common Knowl-
edge Transfer techniques in Section 2. In Section 3 we present our novel
similarity based Knowledge Transfer technique and we compare the three
techniques applied to training binary neural networks for image classifica-
tion in section 4.
5.2 Related work
Deep neural networks (DNNs) have been successfully applied in various
areas such as computer vision [3–5], remote sensing [6], speech recogni-
tion [7], robotics [8], metric learning [9, 10] and recently even in image
generation [11], style transfer [12] and caption generation [13]. For a com-
prehensive overview of the history of deep learning we refer to [14].
5.2.1 Resource constrained deep learning
Various works have reduced the computational cost and/or the memory
footprint of DNNs. Two of the first works to recognize the fact that neu-
ral networks typically contain redundant parameters were Optimal Brain
Damage [15] and Optimal Brain Surgeon [16]. They used second order
derivative information to identify the connections that can be safely pruned.
More recently Han et al. proposed a three step method [17] where first the
network was trained to learn which connections are important. Next the
unimportant connections were pruned and finally the remaining weights
were fine-tuned to compensate for the lost accuracy. This technique is able
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to reduce the number of parameters in state of the art networks by an order
of magnitude.
Other approaches include transforming the weight matrices into low rank
decompositions [18, 19] or even a hashing based technique [20] where con-
nection weights are grouped into hash buckets and all connections within
the same bucket share the same value.
It is well known that full precision floating point numbers are not needed
for weights and activations. 8 bit fixed point integers are usually suffi-
cient [21] and these allow for efficient implementation in hardware. Other
works further reduce the precision of the weights to 4 bits (for convolu-
tional layers) or to two bits (for fully connected layers) [22].
5.2.2 Binary neural networks
In the extreme case the precision of weights and activations can even be re-
duced to 1 bit. This allows an extremely efficient implementation in hard-
ware. The BinaryConnect paper by Courbariaux et al. [23] was the first
to train large modern neural networks for image classification with binary
weights. This was later extended in [1] to binary weights and binary acti-
vations and in a follow-up paper [24] results on the Imagenet dataset were
presented. The name “binary neural network” had been used long before
for networks that were capable of learning binary-to-binary mappings [25].
These networks used ternary (-1, 0, +1) or integer weights that make them
more efficient in hardware implementations [26] and could be trained with
different techniques such as expand-and-truncate learning (ETL) [27] or
DNA-like learning [28].
The basic operation in a BNN is the binarization function that transforms
the floating point weights and activations (x) to binary values (-1 and +1).
This function simply thresholds the value based on the sign:
Binarize(x) = sign(x)
{
+1 if x ≥ 0
−1 if x < 0
(5.1)
This binarization function is used to binarize both the weights of the net-
work and the activations. The forward pass is then described by algorithm
3. Where N is the number of layers in the network. Wk are the floating
point weights of the k− th layer and Wbk are the binarized weights. Simi-
larly, ak are the activations of the k− th layer. Batchnorm(x) represents the
Batch Normalization [29] operation and BinaryDotProduct(x, w) calculates
the binary dot product between the (binary) input vector x and the binary
weights w.
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Algorithm 3 Forward pass through a BNN [23]
Input: Full-precision weights Wk for each layer k. The total number of
layers N. A minibatch of data a0.
1: procedure FORWARD
2: for k=1 to N do
3: Wbk ← Binarize(Wk)
4: ak ← BinaryDotProduct(ak−1, Wk)
5: ak ← BatchNorm(ak)
6: if k < L then
7: ak ← Binarize(ak)
Training a neural network with binary weights and activations is not straight-
forward for two reasons. First, Stochastic Gradient Descent (SGD) relies
on making many small updates to weights. Every update on itself is very
noisy but the noise is averaged out by accumulating many updates. Re-
stricting the weights to binary values is a much too coarse approximation
for SGD since the small updates would be lost in the quantization noise.
The solution is to accumulate all updates in floating point weights and to
use binarized copies for the dot product. The second problem is that the
sign function that is used for binarizing the weights and activations has a
zero derivative almost everywhere (hard threshold) which makes it incom-
patible with backpropagation since the gradient of the loss with respect to
the input of the sign function would be zero [23]. The solution is to use a
“straight-through estimator” [30] which approximates the outgoing gradi-
ent by the incoming gradient .
The XNOR-net paper [31] proposed a similar but slightly different ap-
proach where the output of the binary layers was multiplied with a floating
point scale factor to recover the dynamic range. This yields better results
on the Imagenet dataset but makes a hardware implementation more diffi-
cult. The first and last layers still used 32 bit floating point numbers in this
implementation making it a slightly less resource efficient solution com-
pared to fully binary networks.
It might seem surprising that it is possible to train neural networks with
binary weights and activations. There has been some very recent theoreti-
cal work that gives a possible explanation. Anderson et al. [32] show that
a binary approximation of a high dimensional vector still preserves the di-
rection of the vector very well. This would suggest that the information
loss caused by the binarization process is not as severe as it would seem.
They also find that the batch normalized weight-activation dot products
(the intermediate representations) are approximately preserved under the
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binarization of the weight vectors and they show that this is a sufficient
condition for the binary operations to approximate the underlying floating
point operations. Lastly they argue that the computations done by the first
layer of neural networks trained for image classification are fundamentally
different than the computations being done in the rest of the network. The
impact of binarization on this layer is much more severe. This is why they
suggest to use a floating point convolution for this very first layer. This
layer then projects the floating point input to a high dimensional binary
space.
BNNs can be evaluated much more efficiently than floating point networks
but this requires custom implementations since most general purpose com-
pute platforms like CPUs or GPUs are not optimized for binary operations.
Courbariaux et al. implemented a custom GPU kernel that is able to eval-
uate BNNs seven times faster than a baseline kernel on GPUs [1]. Other
works have designed Field Programmable Gate Array (FPGA) implemen-
tations [33] or even completely custom hardware platforms [34] to fully
exploit the potential of BNNs.
5.2.3 Knowledge distillation
An interesting family of techniques tries to export the knowledge stored
in a large model or in an ensemble of models (the teacher) to a smaller
network (the student) that is more efficient to evaluate. A first version of
this idea was proposed in [35] where a large trained ensemble was used to
label additional data that can then be used to train a new more compact
network.
More recently Hinton et al. introduced an elegant transfer technique called
Knowledge Distillation [36]. It is based on the observation that the output
of the trained teacher (the probability distribution of the classes) can be
used as a soft target for the student. This soft target provides more infor-
mation than a hard class label since it also encodes information about the
similarity between classes. This makes it easier for the student to discover
structure in the data. A neural network trained for classification typically
uses a softmax activation (equation 5.2.3) for the last layer. This activation






Where T is a temperature parameter that is typically set to 1. Smaller val-
ues of T cause the network to produce more confident results while larger
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values of T cause a softer probability distribution over the classes. The
Knowledge Distillation technique passes a batch of training data through
the teacher network and uses the obtained probability distribution as a soft
target for the student. To train the student we minimize the cross-entropy
loss (equation 5.3) between the soft target p(x) and the output of the stu-
dent q(x).
H(p, q) = −∑
i
p(x)log(q(x)) (5.3)
If the correct labels are available for (some of) the training samples we can
use a weighted sum of two cross entropy loss functions. One calculated on
the soft targets and the other calculated on the hard ground truth labels.
The idea of distillation was later extended in Fitnets [37] where the inter-
mediate representations of the teacher were used to guide the training pro-
cess of the student in addition to the soft outputs. The student is encour-
aged to have a similar intermediate representation as the teacher. Since
the dimensionalities of the intermediate representations of both networks
do not necessarily correspond they added additional regressor layers that
could map the intermediate representation of the student to the same size
as the intermediate representation of the teacher. The student is trained to
minimize the euclidian loss function shown in equation 5.4 where pi cal-
culates the intermediate representation of the teacher network up to layer i
and qj similarly calculates the activations of the student network after layer
j. r is the regressor network that converts the activations of the student to





Both approaches are illustrated in Figure 5.1. Knowledge distillation on
the left uses the output of the teacher as a soft target to train the student
while Fitnets (right) rely on layer wise pretraining.
5.3 Similarity based knowledge transfer
Deep neural networks use multiple layers to transform a high dimensional
input into an abstract output such as a class label. Each layer transforms its
input into a representation that makes it easier to distinguish the different
classes for the next layer.
We propose to explicitly use this property to guide the training of the stu-
dent. We pass a batch B of b images through the teacher network and
record the intermediate representations teacheri(B) after layer i. We then
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Figure 5.1 Conceptual difference between Knowledge Distillation (a) and
Fitnets (b). Knowledge distillation uses the soft output of the teacher as
a target for the student. Fitnets use the intermediate representations to
guide the learning process of the student. L indicates the loss function









calculate the cosine distances dxy between the representations of each ex-
ample pair (x, y) following equation 5.5. The resulting b ∗ b distance matrix
gives us an idea of the transformation that the neural network has learned
after layer i. A single element dxy in the distance matrix measures how
similar two input samples x and y are according to the network up to layer
i.

















We then pass the exact same batch through the student network to record
its intermediate representations studentj(B) after layer j and calculate the
corresponding distance matrix again following equation 5.5.
We train the student with gradient descent by minimizing the cosine dis-
tance between the two distance matrices. This encourages the student net-
work to learn a transformation that mimics the behaviour of the teacher.
Two images that have a similar intermediate representation for the teacher
should also have a similar intermediate representation in the student net-
work. There is no constraint on the similarity of the learned representations
between teacher and student, the student can learn completely different
features from the teacher as long as two images that are (dis)similar to the
teacher are also (dis)similar to the student. This process is illustrated in
Figure 5.2.
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Figure 5.2 Our similarity based Knowledge Transfer technique: The same
batch is passed through the teacher network and the student network. Both
intermediate representations are recorded and used to calculate two dis-
tance matrices. We minimise the cosine distance (indicated by L ) between
the two distance matrices, forcing the student to learn a transformation
where two images have a similar intermediate representation only when







We repeat this procedure for different (i, j) layer combinations and fine-
tune the network afterwards using supervised learning by minimizing the
cross-entropy loss function from equation 5.3 between the predictions and
the true labels. Our technique is also compatible with Knowledge Distilla-
tion during the finetuning stage but we found that this only has a minimal
effect on the final performance. The full algorithm can be found in Algo-
rithm 4.
To calculate the loss term during pretraining we only need the two dis-
tance matrices. The two networks can have completely different architec-
tures (different depth, different number of convolutional filters, different
nonlinearities, ...). In our case the student is constrained to binary weights
and activations but this technique can also be used to train floating point
student networks.
Since our pretraining step is completely unsupervised we can use large
amounts of new unlabelled data and only rely on labelled data for the fine-
tuning step.
A disadvantage of knowledge transfer methods is that we need to evaluate
the teacher for every train step of the student since we need the additional
training signal based on the output or the intermediate representations of
the teacher. Knowledge distillation uses the outputs of the teacher as soft
targets which means that we always need to evaluate the entire network.
Fitnets and our similarity based approach use intermediate representations
which are less expensive to obtain since we only need to evaluate part of
the network. It is possible to evaluate both teacher and student networks
in parallel (even on different GPUs) since they are completely indepen-
dent. Another solution to reduce the overhead of evaluating the teacher
every time is to cache the outputs or the intermediate representations of the
teacher. The teacher is a fixed network that is not changed when training
the student. It is therefore possible to pass the entire training set through
the teacher once to record the intermediate representations or network out-
put. These cached representations can then be used to calculate the dif-
ferent loss functions of the knowledge transfer methods. This approach
reduces the training time in exchange for increased storage needs.
5.4 Experiments
In this section we evaluate our approach on different default image classi-
fication benchmark datasets: CIFAR10/CIFAR100 and ILSVRC2012
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Algorithm 4 Pretraining and finetuning with similarity based knowledge
transfer
1: procedure PRETRAIN(i, j)
2: Input: The indices i, j of the layers of respectively the teacher and
3: the student that knowledge should be transferred between
4: and a set of (unlabelled) training samples.
5: for each batch B of training samples do
6: yi ← teacheri(B)
7: yj ← studentj(B)
8: dteacher ← cos(yi)
9: dstudent ← cos(yj)
10: loss← cos(dteacher, dstudent)
11: perform gradient update to the weights of the student network
12: procedure FINETUNE
13: Input: A set of labelled training samples.
14: for each batch B of training samples and associated labels L do
15: y← student(B)
16: loss← cross_entropy(y, L)
17: perform gradient update to the weights of the student network
18: procedure MAIN
19: Input: A list of (i,j) combinations indicating the indices of the layers
20: of respectively the teacher and the student that knowledge
21: should be transferred between.




5.4.1 CIFAR10 and CIFAR100
The CIFAR-10 dataset [38] consists of 60 000 32x32 color images in 10 classes,
with 6 000 images per class. There are 50 000 training images and 10 000
test images. The CIFAR-100 dataset is very similar. The images have the
same size but are divided into 100 classes. Each class has 500 training and
100 test images for a total of 60 000 images.
In all our CIFAR10 and CIFAR100 experiments we use the unmodified Bi-
naryNet architecture [1] for our student. The teacher network is a Deep
Residual Network [39] with 32 layers. The teacher obtains an error rate of
7% for CIFAR10 and of 30% for CIFAR100. We used Pytorch [40] for all
our experiments. All networks were trained using ADAM [41] on NVIDIA
GTX1080 GPUs with batchsize 64.
5.4.1.1 Qualitative results: Visualizing the transferred knowledge
The similarity based knowledge transfer technique introduced in the pre-
vious section relies on layer wise pretraining where we iteratively train
each layer to mimic the behaviour of a layer in the teacher network. The
loss function forces the student to learn a mapping where images that have
a similar representation in the teacher network also have similar represen-
tations in the student network.
To understand if our pretraining technique indeed learns a useful transfor-
mation we look at t-SNE [42] visualizations of the intermediate representa-
tions of the binary student network before and after pretraining each layer.
These results are shown in Table 5.1. t-SNE is a dimensionality reduction
technique that is able to visualize high dimensional vectors in 2D scatter
plots. Similar vectors (according to their euclidean distance) are shown as
nearby dots in the plot while dissimilar points are further apart. Each dot
corresponds to an image from the test set and the color indicates the class
label. These plots were generated before the finetuning step which means
that no labelled information was used while training the student.
The first scatter plot (Conv1 - before transfer) shows little to no structure
because all weights are initialised randomly. After pretraining this layer
with our Knowledge Transfer technique we can already vaguely distin-
guish two clusters. Upon inspection of the samples we found that one
cluster contains man-made objects such as cars, trucks and boats while the
other cluster contains natural objects such as animals.
This distinction is further emphasized as we pretrain more layers. We
can distinguish clear clusters of samples belonging to the same class after
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Table 5.1: T-SNE plots of the intermediate representations of each layer before and
after pretraining of that layer.
Conv 1 Conv 2 Conv 3 Conv 4
Before
After
Conv 5 Conv 6 FC 1 FC 2
Before
After
the last convolutional layer. The fully connected layers then further im-
prove the decision boundary and after the last fully connected layer we
can clearly discriminate the different classes, even though we have not
used the class labels while training the student. This experiment shows
that our Knowledge Transfer technique can train a binary neural network
to distinguish between different classes based on the characteristics of the
intermediate representations of the teacher network and without any la-
belled information.
5.4.1.2 Quantitative results: How does pretraining affects the test accu-
racy and training time ?
In our second experiment we look at the training time and the final test ac-
curacy of the different Knowledge Transfer techniques applied to training
BNNs. Figure 5.3 shows the test accuracy as a function of the training time
for the different approaches.We used an NVIDIA GTX1080 GPU to train all
networks.
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Wall clock time (minutes)
CIFAR100
Trained from scratch Soft targets
Similarity based (ours) Fitnets
The red line corresponds to the training from scratch baseline. The dark
blue line shows the accuracy when the network is trained with soft targets.
This clearly helps the network to converge faster on both datasets but the
impact is best visible on CIFAR100 where the soft targets help the network
to achieve a higher test accuracy. A possible explanation is that the 100 dif-
ferent classes from the CIFAR100 dataset are grouped in 10 “super classes”
with 10 fine grained “sub classes” each. A super class would for example
be “fish” with members such as “Shark” and “Trout”. Because of this de-
sign choice there are a lot of similar classes. Distillation with soft targets
can exploit this property because a single example can now for example
be labelled as 60 % hamster, 30 % mouse and 10 % squirrel, providing in-
formation of all three classes to the student. Each training sample now
carriers much more information compared to a single ground truth label.
Both the Fitnets approach and our similarity based technique need a pre-
training stage. We start pretraining at timestamp 0 and only plot the test
accuracy during the finetuning stage.
It is somewhat surprising that Fitnets work so well when training binary
neural networks since Fitnets explicitly use the values of both interme-
diate representations and these are completely different (binary vs float-
ing point). Yet it seems that the regressor layer that is used to change
the dimensionality of the representations also takes care of the conver-
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Table 5.2: Test accuracy of the BNN on CIFAR10 and CIFAR100.
Model CIFAR10 CIFAR100
Trained from scratch 88.6% 65.3%
Distillation (soft targets) 87.9% 66.2%
Fitnet 88.4% 67.4%
Similarity based (ours) 89.4% 68.7%
sion of binary to floating point values. The regressor layer used floating
point weights and activations. Fitnets result in a higher accuracy on both
datasets compared to Distillation. On CIFAR10 this is still slightly lower
than the baseline but on CIFAR100 Fitnets give us an accuracy of 67.42%
compared to 65.31% for the baseline.
Our Similarity based Knowledge Transfer technique has a very similar be-
haviour as Fitnets. The biggest advantage of our approach compared to
Fitnets is that we do not directly compare the intermediate representations.
Therefore we do not require that both intermediate representations have a
similar spatial size and we do not need the additional regressor layers. In-
stead we calculate the loss function between two similarity matrices and
the dimensions of the similarity matrices only depend on the batch size.
We believe that this decoupling is especially interesting when training net-
works with binary weights and activations since this allows us to have a
completely different architectures for the student and the teacher. Our sim-
ilarity based technique results in the highest test accuracy on both datasets.
The final test accuracies for all approaches are summarized in Table 5.2.
5.4.2 ImageNet
The CIFAR datasets from the previous section are small scale datasets that
are easy to experiment with but the small images are not representative of
real world applications. In this section we trained BNNs on the Imagenet
dataset [43]. The task is to distinguish between 1000 classes. The input
images are 224 by 224 pixel RGB images of real world scenes. The dataset
has 1,281,167 training images. Each class has at least 732 training images.
We trained a binary version of the Alexnet architecture [3], the same net-
work architecture that was used in the original BNN paper [24] as well as
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in the XNOR-net paper [31]. The drop in accuracy for a BNN compared
to a floating point network is much more severe on this dataset than on
the small scale datasets from the previous section. Training accurate net-
works with binary weights and activations remains an open problem for
large and complex datasets. Table 5.3 shows a summary of the accuracies
obtained by the different approaches.
The baseline Alexnet network with floating point operations achieves an
accuracy of 56.6% (80.2% top 5). We report results for three binary neural
network variants. The BNN follows the binarization approach from [24].
We reimplemented the network and training routine in Pytorch and were
able to reproduce their results. We then applied our Knowledge Trans-
fer technique and obtained a slightly higher accuracy (68.8% compared to
67.8%).
For both XNORnet and Binary Weight Networks (BWN) we were unable
to exactly reproduce the results from [31] in Pytorch, probably because of
different data augmentations and normalization techniques. We again find
that our similarity based Knowledge Transfer technique results in slightly
higher test accuracies compared to our implementations that were trained
from scratch.
5.5 Conclusion and future work
In this work we introduced a novel Knowledge Transfer technique that
uses the similarity between intermediate representations to guide the train-
ing of a student network based on a trained teacher network. We focussed
on training binary neural networks for image recognition but our tech-
nique is not limited to binary neural networks nor to image classification
tasks. We showed that pretraining a BNN with Knowledge transfer helps
to obtain higher test accuracies compared to training from scratch. Future
work will focus on improving the results on large scale datasets like Ima-
genet.
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Table 5.3: Test accuracy of different Binary Neural network architectures on Ima-
genet.
Model Top 1 Top 5
Floating point weights and activations
Alexnet [3] 56.6% 80.2%
BNN: Binary weights and activations
Trained from scratch [24] 41.8% 67.1%
Trained from scratch (our implementation) 41.4% 67.8%
Trained with similarity based knowledge transfer (ours) 44.2% 68.8%
XNORnet: Binary weights and activations
Trained from scratch [31] 44.2% 69.2%
Trained from scratch (our implementation) 42.5% 68.0%
Trained with similarity based knowledge transfer (ours) 43.6% 68.7%
Binary Weight Networks (BNN): Binary weights, floating point activations
BWN-net [31] 56.8% 79.4%
BWN-net (our implementation) 53.6% 76.8%
BWN-net trained with similarity based knowledge transfer (ours) 54.6% 77.5%
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Abstract Previous work has shown that it is possible to train deep neural
networks with low precision weights and activations. In the extreme case
it is even possible to constrain the network to binary values. The costly
floating point multiplications are then reduced to fast logical operations.
High end smart phones such as Google’s Pixel 2 and Apple’s iPhone X are
already equipped with specialised hardware for image processing and it is
very likely that other future consumer hardware will also have dedicated
accelerators for deep neural networks. Binary neural networks are attrac-
tive in this case because the logical operations are very fast and efficient
when implemented in hardware. We propose a transfer learning based
architecture where we first train a binary network on Imagenet and then
retrain part of the network for different tasks while keeping most of the net-
work fixed. The fixed binary part could be implemented in a hardware ac-
celerator while the last layers of the network are evaluated in software. We
show that a single binary neural network trained on the Imagenet dataset
can indeed be used as a feature extractor for other datasets.
6.1 Introduction
Deep learning really took off in 2012 when Krizhevsky et al. showed record
breaking results on the Imagenet dataset [1]. They demonstrated that deep
convolutional neural networks trained end to end on large labelled datasets
can beat most other techniques for image recognition. Deep learning quickly
became the default algorithm for image classification and now even achieves
super-human level performance [2]. Deep learning has also revolutionized
other fields like speech recognition and natural language processing [3].
The two key ingredients needed to successfully apply deep neural net-
works are large amounts of labelled training data and powerful computing
systems such as GPUs. Mobile devices including smartphones, Internet-of-
Things (IoT) devices or smart home assistants have very limited processing
power because of their intrinsic limitations on size and energy consump-
tion. One possible solution is to offload all computations to the cloud but
this introduces a latency and potentially even a privacy risk when sensitive
data is processed remotely.
TRANSFER LEARNING WITH BINARY NEURAL NETWORKS 115
There is a considerable amount of active research on techniques to reduce
the computational cost of deep learning models. One approach is to prune
the network by removing redundant weights. The idea of pruning already
goes back to the eighties when LeCun et al. used second order deriva-
tives to calculate the impact of each weight on the loss of the network [4].
Weights with a small impact are then removed from the network. More
recently pruning was used on modern deep neural networks. Song et al.
proposed a pruning pipeline where first weights with a small magnitude
where removed after which the network was fine-tuned to recover the lost
accuracy [5]. Network pruning is especially effective when a network is
used for transfer learning. In transfer learning the model is first trained on
a large dataset such as Imagenet and is then fine-tuned on a small domain
specific dataset.
Because the network was pretrained on a general dataset it will contain
convolutional kernels that are not useful for the domain specific dataset.
Molchanov et al. introduced a criterion based on a first-order Taylor ex-
pansion to decide which feature maps to remove and demonstrated im-
pressive results when used together with transfer learning [6].
Instead of compressing a trained model it is also possible to train efficient
models from scratch. The recently introduced MobileNets [7] use depth-
wise separable convolutions to reduce the computational cost. Depthwise
separable convolutions factorize a standard convolution into a depthwise
convolution and a 1x1 pointwise convolution. The depthwise convolution
applies a single convolution to each input channel while the pointwise con-
volution combines the information in the different channels. Factorizing a
traditional convolution into these two convolutions dramatically reduces
the computational cost and size of the network with only a minimal reduc-
tion in accuracy.
Most implementations of deep neural networks use 32 bit floating point
numbers for weights and activations. Various works have shown that this
is not necessary and that it is possible to use 16 bit [8] or 8 bit [9] numbers.
In the extreme case it is even possible to use binary weights and activations.
Courbariaux et al. successfully trained convolutional neural networks for
image recognition with binary weights and activations [10]. This works
surprisingly well for small scale datasets such as CIFAR10 but there is still
a large drop in accuracy for larger datasets such as Imagenet. Neural net-
works with binary weights and activations are attractive because they re-
place the costly floating point multiplications and additions with bitwise
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XNORs and left and right bit shifts. These operations are very efficient to
implement in hardware.
Another problem with deep learning is the need for large labelled datasets.
Training a new model from scratch requires a large amount of training
data. A well known technique is to use transfer learning where a model is
first trained on a large dataset like Imagenet and afterwards the last layer
is removed and retrained using a small amount of new domain specific
training data. Transfer learning works because the first layers in the net-
work learn to detect features such as color transitions and basic shapes that
are present in images from different domains [11].
6.2 A hybrid hardware-software architecture
We propose a hybrid hardware-software architecture based on this idea
of transfer learning. We train a neural network with binary weights and
activations on the Imagenet dataset and use this network as a fixed fea-
ture extractor that could be optimised on hardware level. The last layer
is implemented in software and is evaluated on the CPU (or GPU) of the
device. Most of the computations are offloaded to the custom circuit. Since
we only need to retrain the last layer of the network it even becomes fea-
sible to train on the device itself instead of offloading the training to the
cloud. This is very attractive from a privacy point of view because the
training data never leaves the mobile device. Our architecture also allows
app developers to embed custom neural networks into their apps. Right
now this is often impossible because a typical neural network quickly re-
quires hundreds of megabytes of storage just for the weights. If the device
however is equipped with the fixed feature extractor we only need to ship
the last (domain specific) layer of the network with the app. A schematic
overview of our architecture is shown in Figure 6.1.
6.3 Experiments
In this section we show that it is possible to use a binary neural network
trained on Imagenet as a feature extractor for other datasets. We trained
a binary version of the Alexnet architecture [1] on the ILSVRC2012 train-
ing set following the binarization technique of Courbariaux et al. [10]. Our
binary network obtains a top 5 accuracy of 67% (42% top 1) while the float-
ing point Alexnet obtains a top 5 accuracy of 80% (57% top 1). We then re-
trained the last layer on the domain specific datasets without changing the
weights of the other layers. We report results for the three fine-grained im-
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Figure 6.1 Schematic overview of our proposed architecture. Most layers
of a binary neural network trained on Imagenet are embedded in a spe-
cialised circuit in hardware. This circuit is used as a fixed feature extractor.















Table 6.1: The different datasets used in our experiments. We pretrained our net-
work on the Imagenet dataset and then retrained the last layer on the
three smaller domain specific datasets.
Dataset Number of classes Training images Testing images
ILSVRC2012 1000 1,200,000 50,000
Flowers [13] 102 6,149 1,020
UCSD Birds [14] 200 5,994 5,794
MIT Indoor scenes [15] 67 5.360 1,340
age datasets summarized in Table 6.1. For all our models we resized the in-
put images such that the longest side was of length 256. During training we
took random 224 by 224 pixel crops. For the test set we used center crops.
The floating point networks were trained with stochastic gradient descent
with momentum. For the binary networks we found that Adam [12] gives
better results which is consistent with Courbariaux et al. [10].
The results are summarized in Table 6.2. The first part of the table shows
the accuracies for the baseline floating point networks, either trained from
scratch on the domain specific datasets or fine-tuned from the Imagenet
model. As expected the fine-tuned models consistently outperform the
models trained from scratch. The second part of the table shows the re-
sults for our binary models. The fine-tuned models again outperform the
models trained from scratch which shows that transfer learning also works
when the network uses binary weights and activations. For the last layer
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we can use binary weights and activations (a) but because this layer is eval-
uated in software in our proposed architecture we also experimented with
floating point weights and activations (b). This consistently increases the
accuracy on all datasets and pushes the accuracy closer to the accuracy of
the floating point models.
6.4 Conclusion and future work
We introduced a hybrid hardware-software architecture where a binary
neural network trained on Imagenet can be embedded in a dedicated cir-
cuit. The last layer is implemented in software and is retrained for each
specific task. We showed that transfer learning works very well for binary
neural networks and experimented with a hybrid binary-floating point
network where only the last layer uses floating point operations. This is
a good trade-off between accuracy and computational cost since most of
the computations can be offloaded to the fixed hardware accelerator. In fu-
ture work we will explore other hybrid architectures. We now only consid-
ered finetuning the last layer of the network but we can also retrain more
than one layer which should give a higher accuracy but will also incur a
higher computational cost since a larger part of the network is evaluated
in software.
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Abstract Deep neural networks require large amounts of resources which
makes them hard to use on resource constrained devices such as Internet-
of-things devices. Offloading the computations to the cloud can circum-
vent these constraints but introduces a privacy risk since the operator of
the cloud is not necessarily trustworthy. We propose a technique that ob-
fuscates the data before sending it to the remote computation node. The
obfuscated data is unintelligible for a human eavesdropper but can still be
classified with a high accuracy by a neural network trained on unobfus-
cated images.
7.1 Introduction
Remote processing of neural networks in the cloud is not without risk.
Traditional encryption techniques can protect the data while sending it to
the cloud but the unencrypted data is needed by the computation node to
evaluate the neural network. The operator of the computing node can not
necessarily be trusted and has access to the raw data of the users. An even
greater risk is the compromise of the node by a third party. Recent security
breaches such as the leak of personal images stored in Apple iCloud or the
abuse of personal data shared on Facebook for political goals have raised
public awareness of privacy and security risks.
In this paper we present a technique to obfuscate the data before sending it
to the cloud. The obfuscation routine renders the data unintelligible for a
human eavesdropper while still retaining enough structure to allow a cor-
rect classification by the neural network. We focus on image classification
using deep neural networks (DNNs) since this is arguably one of the most
common use cases for DNNs but this technique could be applied to other
application domains as well.
Previous approaches to protect the privacy of users in computer vision
tasks include extreme downsampling [1], [2] and blurring or scrambling [3]
of the inputs. These are hand-crafted heuristics that are able to remove pri-
vacy sensitive details but they also have a large penalty on the classifica-
tion accuracy. The most similar approach to our work is [4] where the au-
thors introduce a trainable model that modifies video frames to obfuscate
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each person’s face with minimal effect on action detection performance.
The biggest difference is that they train the classification network together
with the obfuscation network. The classification network will therefore
only work together with the obfuscation network. In contrast, we use pre-
trained classification networks that were trained on unobfuscated images.
We then train an obfuscation network to transform images in order to make
them unintelligible for humans while still allowing for a high classification
accuracy with the pretrained classification network. We also obfuscate the
full image instead of only specific parts of the human face.
7.2 Architecture
Our approach builds upon two recent discoveries in deep learning: Adver-
sarial inputs and Generative Adversarial Networks (GANs). Adversarial
inputs [5] are special input samples that have been carefully tweaked to
fool neural networks. They are created by making tiny changes to real in-
puts such that the real and the perturbed versions are indistinguishable to
human observers yet the model consistently misclassifies the perturbed in-
put with high confidence. In this paper we are however interested in the
exact opposite behaviour, we want to transform images in order to make
them unintelligible for human observers yet the neural network should
still be able to correctly classify them.
Generative Adversarial Networks (GANs) [6] are models that can learn
to generate artificial datapoints that follow the same distribution as real
datapoints. The model consists of two networks, the generator and the
discriminator competing against each other. The task of the generator is to
generate new datapoints based on random input. The discriminator tries
to distinguish between real data points and generated data. By training
both networks together the generator will eventually be able to generate
realistically looking datapoints.
Our proposed architecture is shown in figure 7.1. It consists of three deep
neural networks. The pretrained network on the right is a network trained
for image classification on normal, unobfuscated images. We do not mod-
ify the weights of this network. The obfuscator and the deobfuscator are
two autoencoder-like networks. The obfuscator takes the original image
as input and generates an obfuscated version that is then fed into the pre-
trained classification network. The deobfuscator tries to reconstruct the
original image based solely on the obfuscated version. The final goal is
to train an obfuscator network than can transform the image in order that
the classifying network is still able to recognize the object without the de-
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obfuscator being able to reconstruct the original input. We introduce two
loss terms to train the architecture. Lc is the crossentropy classification loss
that is commonly used in classification problems. Lr is the reconstruction
loss that measures the euclidean distance between the original image and
the reconstructed version. The obfuscator is jointly trained to minimize the
classification loss and to maximize the reconstruction loss. The deobfusca-
tor is solely trained to minimize the reconstruction loss. Both networks are
trained at the same time.
The premise of our approach is to offload the computationally costly clas-
sification network to the cloud and to do a local obfuscation step to protect
the privacy of the user. It is therefore crucial that the obfuscator network
is as small as possible. We use a MobileNet inspired architecture [7] with
depthwise seperable convolutions to reduce the computational cost. De-
tails of the architecture and training routine can be found in Appendix 7.4.
7.3 Experiments
All our experiments were implemented in PyTorch [8] We used the CI-
FAR10 dataset [9] for all these experiments.
Table 7.1 shows the accuracy of the classification models on original and
on obfuscated images. We find similar results for the different architec-
tures where the accuracy drops by 5%. We argue that this is a reasonable
price to pay for the added privacy. We also show the overhead of the ob-
fuscation network relative to the classification network both in terms of
FLOPS and number of parameters. Table 7.2 shows some more qualitative
results. We show the original images, the obfuscated and the deobfuscated
versions. The classification network was trained on the original images but
is also able to classify the obfuscated versions. The deobfuscated versions
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Table 7.1: Classification accuracies for plain and obfuscated images. The overhead
column shows the cost (in terms of FLOPS and parameters) of the obfus-
cator network relative to the classification network. Absolute measure-
ments are included in Appendix 7.4.
Accuracy Overhead
Architecture Plain Obfuscated Flops Parameters
VGG19 93.4% 89.3% 6.7% 1.6%
ResNet18 94.8% 89.8% 4.8% 2.9%
ResNet50 95.1% 90.2% 2.1% 1.4%
GoogleNet 95.2% 90.5% 1.7% 5.3%
were included to prove that it is indeed impossible to retrieve the original
images from the obfuscated versions. These images show that there is still
information on the background color and the location of the object encoded
in the obfuscated image but all details are lost.
One disadvantage with our proposed approach is that we need to back-
propagate through the classification network to train the obfuscation net-
work. This means that our technique does not treat the classification model
as a truly black box since we need the weights of the network which might
be unavailable. In our last experiment we examine how transferable the
obfuscator networks are. We train the obfuscator network with one clas-
sification network and test it with another. The results are shown in Table
7.3. There is a large drop in accuracy but surprisingly the accuracy does
not drop to the random level for most combinations. This suggests that
the obfuscator network can learn a transformation that is not completely
overfitted to one classification network but that captures some universal
features that are used by different classification networks.
7.4 Conclusion and future work
We introduced a trainable obfuscation step that renders images unintelligi-
ble for humans but still allows a high classification accuracy by pretrained
networks. Future work will focus on applying this technique to more com-
plex datasets and on improving the transferability of the obfuscator net-
works between classification networks.
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Table 7.2: Original, obfuscated (output of the obfuscator) and reconstructed images































Table 7.3: The classification accuracy when applying the obfuscator network to
other networks than it was originally trained with. ResNet18_1 and
ResNet18_2 are the same architecture, trained in the same way but from























ResNet18_1 89.8% 53.8% 36.0% 30.6% 47.4%
ResNet18_2 72.6% 90.0% 46.7% 34.7% 46.0%
ResNet50 62.1% 54.9% 90.2% 29.1% 44.8%
GoogleNet 71.0% 74.0% 66.3% 90.5% 41.5%
VGG19 25.8% 20.0% 20.2% 13.0% 89.3%
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Appendix 1: Network architecture and training de-
tails
The obfuscator and deobfuscator networks are based on the MobileNet [7]
architecture. MobileNets use depthwise seperable convolutions to reduce
the computational cost and the number of parameters. The basic building
block is the “Bottleneck module” that uses 3 convolutional layers: a 1x1
pointwise convolution that expands the number of input channels by a
factor of six, a 3x3 depthwise convolution that applies a single 3x3 filter
to each channel and a 1x1 pointwise convolution that performs a linear
combination of information in different channels to reduce the number of
channels again. We use BatchNorm [10] and Leaky ReLU activations [11]
for all layers. The obfuscator has 324518 parameters (1.2 MB if stored as
32 bit floating point) and requires 2.6× 107 FLOPS. All our models were
trained using the Adam optimizer [12] with initial learning rate 0.001. We
trained for 100 epochs and divided the learning rate by 10 every 30 epochs.
We used horizontal flips of the training images to augment the dataset.
The “Upsample Bottleneck” layers use 2D nearest neighbour upsampling
to double the spatial size.
Table 7.4: Obfuscator and deobfuscator network architecture.
Input size Module Output Channels Stride
3 x 32 x 32 Conv2D 32 1
32 x 16 x 16 Bottleneck 32 2
64 x 16 x 16 Bottleneck 64 2
128 x 4 x 4 Bottleneck 128 2
128 x 4 x 4 Upsample Bottleneck 64 1
64 x 8 x 8 Upsample Bottleneck 32 1
32 x 16 x 16 Upsample Bottleneck 3 1
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Appendix 2: Additional examples
Table 7.5: Original, obfuscated (output of the obfuscator) and reconstructed images
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Conclusions and Future Research Directions.
In this dissertation we proposed different techniques that facilitate run-
ning deep neural networks on the device of the user as opposed to run-
ning models in the cloud. We introduced adaptive architectures in chapter
2 and 3 that can dynamically allocate computational resources depending
on the input image. The model has the same capacity as a similar large
network but only uses the full capacity for the hardest inputs and uses less
resources on average. Chapter 4 also introduced an adaptive architecture
but instead of scaling the computational cost with the complexity of the
input, this architecture can adapt based on properties of its environment
such as the battery level of the device without requiring more parameters
than a single large network.
In Chapter 5 and 6 we investigated binary neural networks and explored
new training techniques to train these models from scratch or to adapt
them to new tasks.
Finally in Chapter 7 we proposed a complementary technique that can pro-
tect the privacy of the user when it is impossible to use the models locally
and sending the data to the cloud is the only option.
8.1 Future work
Somewhat ironically, the field of Artificial Intelligence (AI) is notoriously
bad at predicting its own future. There is a well known urban legend that
claims that “Solving computer vision” was originally a summer project
given to an undergraduate student. Although this is most likely not true1,
it does illustrate how difficult it is for researchers to grasp the complexity
of a certain task. In the history of artificial intelligence, there were peri-
ods of enormous enthusiasm, followed by disappointment and periods of
reduced funding and interest (known as AI winters). Right now, we are
clearly witnessing a hype concerning anything even remotely related to
AI but will this continue or can we expect the bubble to burst ? Make no
mistake, the progress in the field is real and companies like Google and
Facebook rely on machine learning for the core of their products. Machine
learning is however only a small part of the field of AI and many people
have inflated expectations of a near future with fully autonomous robots
and Artificial General Intelligence. These people will most likely be disap-
pointed. Instead of changing the world immediately, machine learning will
1http://www.lyndonhill.com/opinion-cvlegends.html
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most likely keep powering more and more applications gradually. Systems
like voice assistants will become common place, machine learning will be
used more and more in medicine to support doctors in the decision making
process and eventually we will have those self-driving cars.
For many of those applications it is crucial that the models run at the edge.
It is simply too slow or too costly to offload the models to the cloud. Run-
ning a model locally increases the robustness because it does not depend
on internet connectivity. In addition, most of the applications will work
with potentially privacy sensitive or personal data such a medical data.
We can thus expect an increasing interest in efficient neural network im-
plementations and especially in specialized hardware platforms.
In this thesis we focussed mainly on the inference part. We assumed that
the training is done offline on GPU systems in the cloud. This is a reason-
able assumption to make and this will remain the most common paradigm
in the near future. There is however an increasing interest in training mod-
els at the edge. This makes a lot of sense because this is where much of the
data of the user is located. Because of privacy reasons the user might not
be willing to send the data to the cloud for training. We probably do not
need to train a model from scratch at the edge but instead can finetune an
existing model with personal data from the user to customize it to the spe-
cific characteristics of the user or to a changing environment (Continuous
learning). A very promising approach is Federated Learning [1] which al-
lows multiple devices to collaboratively train a single model while keeping
all the training data on device.
A more controversial topic is Spiking Neural Networks (SNNs). These
neural networks have little in common with the Artificial Neural Networks
(ANNs) we used in this dissertation. Spiking neural networks try to stay
closer to how the brain processes information by sending discrete spikes
between neurons. Information in encoded in the frequency and timing
of the spikes instead of in the exact value of activations as is the case for
ANNs. SNNs are often claimed to be more efficient, especially when im-
plemented in hardware. The main problem with SNNs is training them.
There are some biologically inspired training techniques but right now
SNNs typically achieve lower accuracies than ANN models on real-world
tasks. It is also possible to convert ANN models into SSNs which typically
results in a higher accuracy than training the models from scratch. Intel
has recently released its Loihi chip [2] which is claimed to be up to 1,000
times more energy-efficient than conventional processors when it comes to
training neural networks but the research is still in its early stages. Right
now it seems unlikely that SNNs will replace ANNs for tasks such as im-
136 CHAPTER 8
age classification, even for low power systems. Instead of seeing SSNs and
ANNs as competitors, they can be complementary. SNNs are a natural fit
for event-based sensors and support local on-chip learning [3] but more
research is needed to actually use them for real-world tasks.
More generally, in the field of deep learning we can expect more research
into unsupervised learning. Most of the applications right now rely on
supervised learning where the training data is manually annotated with
the ground truth. Unsupervised learning on the other hand allows us to
train models on much larger amounts of unlabelled data. There are many
unsupervised learning models today but it is not clear yet how to apply
them to real world tasks and how to measure their performance since there
is no ground truth element to the data. Semi-supervised learning takes
the best from both worlds, models are largely trained with unlabelled data
but they also use small amounts of richer labelled data. This would be a
powerful paradigm especially when there is a human in the loop. This
is closely related to Active learning where the training algorithm selects
the unlabelled data points that would provide the most information when
labelled. A human expert can then be queried for this information.
Right now most networks are trained end-to-end for a specific task. As we
keep applying neural networks to more complex problems such as robotics
or self-driving cars we might need to reconsider this. A possible solution is
a modular architecture were different networks are trained independently
and are combined when needed. Each module provides a certain func-
tionality and neural network modules can be combined with other mod-
ules that provide reasoning or algorithmic capabilities. Modules can be
reused for different tasks. If neural networks become part of a bigger sys-
tem we will need a measure of how confident a network is in its predic-
tions. Bayesian Neural Networks combine the power of deep learning
with Bayesian inference and could provide these uncertainty estimations.
They are however computationaly more demanding and harder to train.
As models become yet increasingly larger, we will most likely move away
from designing the architectures by hand. There is currently a lot of interest
in Neural Architecture Search (NAS). Different approaches like reinforce-
ment learning [4], evolutionary algorithms [5] or bayesian opimization [6]
can outperform human designed architectures. They are expensive to use
since they involve training lots of different network configurations. There
is however a lot of interest in more efficient search algorithms [7] [8]. Typ-
ically NAS techniques focus on finding architectures with high accuracies
but it is possible to incorporate other constraints such as model size or
complexity to automatically find efficient models [9].
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Deep learning is a relatively new research field that has attracted many
new researchers both from industry and academia. It is a very fast moving
field which means that there is a lot of competition between institutions in
the race to newer and better models. This puts a lot of pressure on the in-
dividual researchers. Research works are most often compared purely on
a quantitative metric (e.g. classification accuracy on a certain dataset). It is
not always clear how significant a slightly higher score is and how much
can be attributed to noise. To solve this, we need to invest in reproducible
research where independent researchers can validate and build upon ex-
isting research. As a field we should also carefully balance quantitative
and qualitative metrics, new techniques and ideas can be extremely valu-
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