Abstract-This paper describes the development of an energy-efficient amplify-and-forward distributed estimation scheme using realistic amplifier models. Specifically, a novel algorithm is presented that enables distributed estimation in the presence of amplifier compression resulting from the energy-efficient but non-linear class AB operation. In this system, a digital predistortion scheme is utilized to fit the amplifier at each sensor to a mathematically tractable, soft compression function that roughly mimics the compression region of the amplifier. It is shown both analytically and via simulation that using this scheme has two benefits over linear amplifier operation: improved transmitter efficiency by operating the amplifier in compression, and reduced sensitivity to heavy-tailed distributions due to the soft saturation.
I. INTRODUCTION

I
N CERTAIN types of distributed estimation, a large number of inexpensive sensors is scattered, measuring a desired quantity, , and transmitting the measurement back to a fusion center (FC), where these measurements are fused into a single estimate, . An example of such a scenario is surveillance in an inaccessible area: sensors are airdropped into a region and there is a fusion center in the area. The sensors measure some physical quantity in the presence of noise. In this or other mobile low-power sensor network applications, power efficiency is a key design attribute influencing usability of the system.
There are a variety of ways to transmit the data from each sensor to the fusion center. Each individual sensor can transmit its data to the fusion center using an orthogonal signaling scheme, which makes each sensor's measurement independently discernible, but also requires a total system bandwidth that grows with the number of sensors [1] . This increasing bandwidth requirement limits the attainable sensor sampling rate. This may be acceptable if the number of sensors is small, but may not be applicable when the number of sensors is large. A different technique is to use an estimation algorithm which does not need to attain the values of individual sensor measurements orthogonally, but instead operates on an aggregate received value. One estimation algorithm that can operate using a shared bandwidth is amplify-and-forward (AF) [2] - [4] .
An assumption made in AF systems is that the transmitter is linear. Though linearity is desirable for accurate estimation by keeping the equations of [3] and [4] tractable, it significantly reduces the power efficiency of the transmitting sensors. Many papers have been published on maximizing the energy-efficiency of wireless sensor networks at the system-level by optimally allocating transmitted output power among the sensors [1] , [2] , [5] , [6] or by using phase modulation [7] , [8] , but none of these examines the battery power required to generate the output.
The key component in a transmitter that affects its efficiency is the power amplifier (PA) [9] . When an amplifier is operating linearly as typically assumed by AF algorithms, the amplifier's efficiency is low. Efficiency improves as input signal power increases, but at the cost of introducing gain-compression, as shown in Fig. 1 . One common metric for amplifier efficiency is called power-added efficiency (PAE). PAE is defined as the ratio between signal power out and the sum of signal power and supply power into the amplifier: (1) When gain compression is uncorrected, the equations for linear AF [3] , [4] fail. To add further complication, the exact gain-compression behavior can differ between sensors based on manufacturing process, supply voltage, and temperature (PVT) variations. The gain-compression problem cannot be solved by assuming all sensors are identically nonlinear.
Linear AF operation in the gain compressed region can be accomplished by linearizing each amplifier individually. This linearization is done by adding a gain-expansive predistorter [10] 1549-8328 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. preceding the amplifier in each transmitter. It is possible to operate linearly a few decibels into the class AB region of operation by using linearization as shown in Fig. 2 . However, the amplifier still requires a linear dynamic range equal to the dynamic range of the noisy sensed measurements. The highly efficient operating region will only be utilized at the largest measurement values. Most measurements will still occur in the inefficient class A region. We propose a new approach for boosting efficiency of AF systems where receiver and channel noise are low relative to received power. Predistortion is utilized not to linearize an amplifier, but rather to force all sensor amplifiers to fit a common limiting-amplifier model. We design modified estimators that allow us to exploit the more efficient, nonlinear, class AB region of amplifier operation for a wider range of sensor measurements than the linear AF. We analyze the performance of the proposed technique in terms of asymptotic variance and power added efficiency.
The rest of this paper is organized as follows. We first discuss the reference linear AF schemes in Section II. Then, we propose and analyze a novel algorithm for distributed estimation that utilizes the nonlinear and slowly compressing behavior of an amplifier to attain higher efficiency while maintaining estimation accuracy in Section III. In Section IV, we present simulation results that verify our proposal and demonstrate efficiency increases due to the use of the proposed estimation scheme. In Section V, conclusions obtained from our research are presented.
II. DISTRIBUTED ESTIMATION WITH AMPLIFY & FORWARD
In distributed estimation, noisy measurements from multiple sensors are processed in order to estimate the value of a set of parameters. The measurements of these sensors are then jointly processed in some manner to form an estimate of the single quantity they all measure. Each sensor must be self-contained, with its own power source and transmitter. Data is transmitted to a fusion center which processes the measurements of each sensor into a single estimate. For simplicity, the channels between the sensors and the fusion center are assumed to be additive white Gaussian noise (AWGN) channels.
For AF distributed estimation to work, it is assumed that the transmitters are all phase synchronized. Estimating the channel requires that the channels and signals are slowly varying [5] . Examples of synchronization systems are shown in [11] and [12] . It is demonstrated in [11] and [13] that even with some phase error in the synchronization, reasonable estimates can be developed so this assumption is not unreasonable.
Consider a set of sensors, each with its own power supply transmitting over a Gaussian multiple-access channel [14] to a fusion center as shown in Fig. 3 . Each of the sensors is measuring , in some additive noise . The measurement, , including observed noise at each sensor is:
(2) For the reference techniques presented in [1] and [2] , the value transmitted by the sensor is a perfectly scaled version of the noisy sensor measurement , where is a hardware-determined constant determining the largest gain factor of the input signal range that can be applied while keeping the amplifier linear. The received signal is a sum of the transmitted signals from each sensor, subject to some receiver noise, .
At the receiver, this is scaled by the number of sensors to provide: (4) Evaluating the limit of as gives the asymptotic approximation, , of the value received as the number of sensors becomes large: (5) In (5), the receiver noise can be ignored due to the assumption that as the number of sensors transmitting, , becomes large, the received power from the sensors becomes much greater than the fusion center's receiver noise floor. By applying the central limit theorem, it can be seen that in (5) approximates a Gaussian random variable with mean and variance , when and exist [15] . The asymptotic mean of received value as is subject to variation induced by the random sensor measurement noise. It is useful to develop an estimate of the expected value received given the sensor noise distributions.
The sum term from (6) can be simplified using the central limit theorem [16] , provided each sensor noise has similar distribution and is of zero mean and defined variance, , to obtain , the asymptotic mean of the received value for a given actual parameter :
Although the estimator with uniform sensor noise, perfect channel-state information (CSI), and linear amplifiers can be found using a conventional means, we take the more general approach to developing the estimator for smallest variance for a received signal in Gaussian noise. The estimator with smallest variance, , is found by solving the minimization problem in (8) utilizing the actual observed received value, , and the expected asymptotic mean and variance of received signal , given by and respectively [15] :
The variance of the received value, , asymptotically converges to: (9) Using (9), the can be evaluated for either the Gaussian or uniform distributed sensing noise by substituting the value of variance, , appropriate for that distribution. This yields the values: (10) Solving the (8) utilizing either the Gaussian or uniform distribution yields an identical result: (11) From [15] , the asymptotic variance of the optimal estimate (11) can be calculated as: (12) resulting in: (13) From (13) it can be seen that in the absence of receiver noise and channel noise, if the sensor measurement noise is distributed in such a manner that the central limit theorem can be applied, the estimate has asymptotically the same variance as the quantity being measured.
Using Cauchy distributed sensor measurement noise yields an undefined mean and variance. Consequently the reference amplify-and-forward schemes do not work for sensors with Cauchy distributed noise. This is because the conventional amplify-and-forward technique implicitly computes the sample mean of the sensor observations via (4). For heavy-tailed distributions such as the Cauchy distribution, the sample mean does not produce a meaningful value.
We will show our proposed algorithm provides accurate estimates in the presence of nonlinear amplifiers. It also provides consistent estimates with Cauchy distributed sensing noise, while perfect linear amplifiers do not.
III. ESTIMATION IN SOFT COMPRESSION
In our proposed approach, rather than trying to linearize the mathematically inconvenient gain compression, we utilize it to attain higher sensor energy efficiency. Our approach utilizes the soft-limiting behavior of amplifiers to compress the dynamic range of the sensor measurements, and allow us to avoid using the amplifier in the deep class-A region of operation. Because we are utilizing the amplifiers in a non-linear manner, spectral widening can be a problem if the sensors are measuring signals of arbitrarily high bandwidth. It is assumed in our network that the sensors are measuring more slowly-varying physical quantities such as temperature or moisture for environmental monitoring thus largely avoiding mixing products.
Implementing and analyzing a distributed estimation system utilizing the soft-limiting behavior requires three things: a model for the soft-limiting behavior of amplifiers, a method to ensure all amplifiers in the sensor network adhere to the behavior specified in the model across PVT variation, and an algorithm for computing and quantifying the validity of estimates based on the value received at the fusion center from the sensors. We will show that increases in sensor power-added-efficiency are attainable in exchange for a predictable and tolerable penalty in estimate variance. The next two subsections describe the first two requirements: limiting amplifier models and a method to make sure amplifiers match the models.
A. Limiting Amplifier Models
Many papers describe methods for developing analytical models for power amplifiers, as summarized in [17] . Most power amplifier models involve fitting the amplifier to a reduced Volterra series [18] or a neural network [19] . There are amplifier models which concentrate their emphasis on the amplifier's compression characteristics [20] . The Cann model [21] is one such model. It has a parameter, , to control sharpness of the gain curve "knee" where the amplifier enters the class AB region, shown in Fig. 4 .
A more analytically convenient and common model for soft saturation is the scaled hyperbolic tangent function [22] . The noisy sensor measurement is scaled by and the amplifier has peak output amplitude , to give:
Determination of the proper values of and to produce the physically constrained value is discussed in Section III-C. Using techniques for distributed estimation with bounded transmissions outlined in [23] , it is asserted that if a non-linear transmitter shaping function satisfies certain criteria, a consistent estimate of can be attained. The required criteria for this non-linear function from [23] are in place to ensure that if the non-linearity, , is one-to-one and monotonic, then the expected value at the receiver, , is also one-to-one and monotonic. The required criteria are:
• is differentiable at all, ; • is bounded, ; • ; • is monotonic in . The scaled hyperbolic tangent function in (14) is one model that both satisfies the mathematical requirements and approximates the response our transmit amplifier. The scaled hyperbolic tangent function is also mathematically convenient in that it is both invertible and has continuous derivatives. The Cann model satisfies the mathematical requirements, but is not analytically easy to invert for estimate calculation. Consequently, the scaled hyperbolic tangent model was chosen for implementation and analysis. When numerical analysis is acceptable, we believe that the Cann model can yield improved performance due to the availability of a softer nonlinearity when is small.
If the channel gains between each sensor and the fusion center are unequal, this must be compensated for by channel estimation. It is assumed in this paper that the transmitter's power control dynamic range system can bias the amplifier such that peak amplifier output as seen at the receiver is similar for all amplifiers, and thus amplifier efficiency is similar across all amplifiers for similar sensor measurements. Also, it is assumed that the predistorter can shape the amplifier response such that all amplifiers appear to be transmitting the same value through the same channel loss when observed at the fusion center. For the remainder of this paper, the assumption is that channel estimation is working and each transmitter appears to be operating through an equal-loss AWGN channel.
B. Predistortion Algorithms
In digital predistortion, the output of the amplifier is monitored and by comparing the actual output values to the desired output values, an adaptation algorithm can be used to modify the predistortion function such that actual outputs match the values intended to be transmitted accounting for the expected process, voltage, and temperature (PVT) variations. Two of the methods used for digital predistortion include gain-based look-up-table (LUT) [10] and neural network techniques [24] .
The predistortion technique utilized varies from that presented in [24] and [25] in that we are adapting a predistorter not to produce a constant linear gain, but rather to produce a known non-linear function. The typical configuration of a predistorter and an amplifier is shown in Fig. 5 .
Two methods for predistortion are now presented. 
1) Gain Based Look-Up-Table Predistortion:
The gain-based predistorter [10] compensates for variable amplifier gain at the fundamental signal frequency. This topology is based on two assumptions. First, it assumes compression occurs primarily as a result of input power. Second, it assumes adjacent input power levels have highly similar power amplifier complex gains. Consequently, sensor outputs are assigned LUT bins based on their input power level. The exact method used for allocation of these bins is discussed in [26] .
Each bin has a correction factor which scales the sensor output, with the intent of bringing the combined gain of the predistorter and the nonlinear amplifier to the total desired gain. The correction factors are learned via the least-mean-squares (LMS) gradient descent algorithm [27] . Due to the amplifier's monotonicity, it is assumed that increasing the correction factor increases the amplifier's output power. Unlike the reference technique from [10] a linear LMS convergence algorithm is used instead of a secant-based algorithm. This slows LMS learning, but makes the convergence rate more consistent.
A basic system diagram for gain-based predistortion system is shown in Fig. 6 . For a given bin, the error, , can be found by finding the difference between the actual signal transmitted, , and the desired signal, according to: (15) where actual amplifier gain is , predistorter gain for the selected bin is , and the desired gain resulting from the soft-saturation function is . The error , the current predistortion correction factor for input points within the corresponding bin , the input value , and the LMS algorithm learning factor , can then be used to compute an updated correction factor according to: (16) Many different customizations have been made to the LUT technique to aid with modeling accuracy given specific nonlinear characteristics, memory effects, or to improve learning time in the presence of significant loop delay [26] , [28] , [29] .
2) Neural Network Based Predistortion: From Fig. 5 , it can be determined that if the predistorter has function and the combination of upconverter and power amplifier has function , then the following relationships hold:
To make a predetermined function of input voltage, we can make the following substitutions: 
Applying the inverse of function to each side of (19) yields:
The function can be determined provided the amplifier system desired function is invertible. Furthermore, is the input to the amplifier, , that produces output . The predistortion function is the function that takes as input and produces output . When measurements of power amplifier output are available, this function can be fit using a neural network. In the specific case of a scaled hyperbolic tangent function, where ,
The predistortion function can be trained using a neural network with training inputs and training outputs . Such a network is numerically fit using a Levenberg-Marquadt neural network training algorithm [30] on a neural network consisting of two layers. The first layer uses non-linear hyperbolic tangent functions and the second layer is a single linear node. If the amplifier is known to be closely modeled by a polynomial or has memory, then higher order terms or prior inputs can also be added, while decreasing the number of neurons per layer [25] . The resulting network topology can be seen in Fig. 7 .
C. Estimator & Performance Analysis
In the following subsection, the estimator for transmitters operating in soft-compression is derived for distributed estimation systems. We utilize the techniques for distributed estimation using bounded transmissions outlined in [23] . First the assumptions made for linear AF systems are reviewed to see if they can be maintained for nonlinear AF systems. Then, estimators and performance estimates for general non-linear AF systems are derived. Finally, specific equations are derived using measurements with a uniform sensing noise transmitted through a limiting amplifier fit to a scaled hyperbolic tangent function as described in Sections III-A and III-B.
When quantifying the estimate variance for linear AF systems, an assumption made was that the number of sensors . This assumption allows analyzing the signal at the receiver as a Gaussian distribution. In practical systems, there will be a finite, but large, number of sensors, , for which the distribution is effectively Gaussian. In a linear AF system with sensors, the receiver divides the received value by the number of sensors, , and the linear gain, , to attain the estimate. Because is generally a large constant, the receiver noise is generally insignificant compared to the sensing noise contribution to estimate variance and thus ignored.
When nonlinear transmitters are used, the sensor gain is no longer fixed at a generally large constant . Instead, the gain changes as a function of the sensor measurement. For large sensor measurements operating in the highly-compressed region of amplifier operation, effective sensor gain could be very small. Thus, a small amount of noise coupled at the receiver input could result in a large estimation error. Therefore, the receiver noise is no longer ignored in our analysis for a finite number of sensors, . The distributed estimation equations from Section II are reanalyzed now assuming the receiver noise is Gaussian with mean and variance , . The value received at the fusion center is the scaled sum of the transmissions due noisy sensor measurements, , using limiting amplifier model plus receiver noise :
The expected value at the fusion center, , can be found given the distribution of sensing noise at each sensor, assuming each sensor has independent identically-distributed sensing noise distributed according to , and the mean receiver noise is :
The choice of is such that the summation in (22) converges according to the law of large numbers, but the channel noise does not go to 0. The variance of the expected received value can be calculated as [15] : (24) Using [15] , the asymptotic variance of the optimal estimate can be calculated to be: (25) Intuitively in (25) , when the amplifier is highly compressed, the change in value expected at the receiver versus becomes small. When the derivative term is small for large and the variance due to receiver noise is constant, the estimation variance for large will become very large.
As an example, we assume a scaled hyperbolic tangent limiting amplifier model as shown in (14), a uniform distribution of sensing noise bounded by , , and zero-mean receiver noise, . Under these assumptions, the value observed at the receiver is:
The estimate can be found by replacing the expected receiver value with the actual received value and replacing actual with the estimate , then solving for . Defining constant , and for : (27) It should be noted here that the estimate in (27) is the same solution to the optimization problem in (8) , and the condition for (27) , , is satisfied almost surely for a sufficiently large number of sensors . The variance of the received value, , can be computed for the uniformly distributed sensing noise as: (28) The derivative of can be found using (26) to be:
Substituting (28) and (29) into (25) yields the asymptotic variance of the estimate calculated using a scaled hyperbolic tangent function at specific values of measured in the presence of uniformly distributed zero-mean sensing noise:
The scaled hyperbolic tangent function becomes equivalent to the linear function when and . Evaluating from (30) , yielding as expected the same estimate variance result as attained by using the perfectly linear model.
A design tradeoff exists when determining the proper value of for sensor measurements. Smaller allows the sensor to operate at higher output powers and thus attain higher efficiency, but at the cost of increased estimation variance. As demonstrated previously large selection approximates linear amplification, and thus ultimately yield estimation accuracy equivalent to a linear amplifier, but the highly efficient compressed region of operation will not be utilized. As is decreased from , at first the sensing noise will dominate estimate variance. Eventually, when reaches some threshold, the receiver noise, , will dominate and the asymptotic variance increases dramatically. The best point of operation from an efficiency standpoint is the smallest for which estimate variance is determined by the sensing noise. The value at which this transition occurs will depend on the specific sensing noise distribution. For a given amplifier type, the maximum amplifier output, , is typically fixed. Thus, the can be determined given via . For Gaussian and Cauchy sensing noise sources, equation (25) holds but the integrals cannot be easily evaluated in a closed form. Simulations showing the performance attainable with Gaussian and Cauchy sensor noise distributions are shown in Section IV-D using numerical integration to determine asymptotic variance of the estimate for those sensing noise distributions.
IV. RESULTS
To verify the proposed estimation algorithm, simulations were performed in MATLAB. Initial simulations to validate the analytical solutions (27) - (30) were performed with following a uniform distribution and the observed data passed through perfectly predistorted amplifiers. This "perfect" predistortion was attained by using the targeted scaled hyperbolic tangent function itself as the amplifier model.
To attain a realistic profile of PAE versus amplifier output power, an example class-AB amplifier from the PA design guide of Agilent Advanced Design System (ADS) was simulated using the ADS harmonic balance simulator [31] . PAE was calculated by taking the ratio of output RF fundamental-frequency power to the sum of input RF and input DC power as input RF power was swept. PAE was assembled into a list indexed by the output power at the fundamental frequency. In the MATLAB estimation simulations, PAE is determined by performing a table look-up based on the fundamental-frequency output power. PAE and fundamental-frequency gain for this amplifier simulation are shown in Fig. 1 .
A. Selection of Hyperbolic Tangent Scaling Factors
To use the scaled hyperbolic tangent model to do nonlinear estimation, the proper values to use for and must be determined. First, the limiting value of the amplifier can be selected to be just below the amplifiers maximum output amplitude. In this case, based on our actual amplifier simulated in ADS, the value of . In our simulations, the value of ranges from 6/32 to 6, with sensing noise, , chosen to be uniform bounded by , with . These selections were made to roughly mimic 5-bits of accuracy in a converter. It is demonstrated via simulation in Section IV-D that this performance is equivalent to analog sensor over the same range with Gaussian noise variance . The receiver noise was Gaussian with variance such that . The sensor measurements were allowed to be equally likely across the anticipated range to determine expected PAE.
To find the best value for , the simulations were run across the full range of expected with many realizations of sensing noise. It is known that for large the sensor approximates linear operation, and the estimate asymptotic variance should approach . This was observed in our simulation at large as shown in Fig. 8 where at , . The rapid rise in estimate asymptotic variance at low given non-zero is predicted by (30) , which is experimentally verified in Section IV-B.
B. Experimental Verification of Analytical Formulae
Simulations were performed using perfect predistortion to experimentally verify the analytic formulae from (26) to (30) . Unless otherwise noted, the simulations used , , , and values as specified in Section IV-A. The values attained from simulation using sensors proved identical to the analytic formulae, as can be seen from Fig. 9 and Fig. 10 . These plots are used to demonstrate the tradeoffs between , , and achievable estimate asymptotic variance . . Note that receiver noise establishes a noise floor not present when only using sensing noise. Some key observations can be made from these plots. First, from (28) it can be seen that receiver noise introduces an additive term, which is not a function of in , that establishes a floor on the asymptotic variance of the quantity provided to the estimator. This noise floor is demonstrated for several different receiver noise strengths in Fig. 9 , and serves to limit the maximum for which accurate estimates may be attained. A plot of estimate asymptotic variance, , for the same conditions is shown in Fig. 10 . It can be seen that improves at a fixed receiver noise level by increasing the scaling factor, , by which measurements are divided.
once the receiver noise floor determines , accurate estimates are no longer attainable. These plots show both results obtained from the analytic formulas derived in Section III-C as solid lines, and results obtained via simulation as markers.
Aside from reducing , estimate asymptotic variance, , can be reduced by increasing the measurement scaling factor, , as shown in Fig. 11 . This has the effect of moving amplifier operation back closer to the linear region. From a performance standpoint, it is equivalent to scaling down the values of , but this improvement in comes at a cost of decreased PAE as shown previously in Section IV-A. Here again we see the values attained from the analytic (30) matches values attained from simulation.
C. Efficiency Performance vs. Conventional Techniques
The major benefit of our proposed technique is the ability to obtain accurate estimates while pushing further into the nonlinear region of the amplifier. To demonstrate this, we have run simulations to determine the asymptotic variance of for three different configurations of AF distributed sensing networks. The first configuration simulates the reference technique: conventional AF over an uncompensated amplifier. The estimator assumes linear transmitters. In the second technique, the amplifier has been linearized to make it perform perfectly linearly up to its maximum output power. The estimator still assumes linear transmitters. The third technique simulated is our proposed technique, with the amplifier predistorted to fit a scaled hyperbolic tangent and estimation done according to (27) .
Each of the three techniques was simulated using the same receiver noise characteristics to indicate the effect of receiver noise sensitivity which is a potential vulnerability of our approach relative to the two reference techniques. Additionally, the measurement scaling factor was swept to make sure the comparison included the best scaling factor possible for each of the three techniques to ensure a fair comparison. The performance at each scaling factor was quantified via two metrics. The first metric was the worst-case asymptotic variance of across the range of . This value should be kept as low as possible. The second metric was the power-added efficiency across , obtained by the ratio of all power transmitted at the fundamental frequency to all power consumed across for each scaling factor. PAE should be as high as possible.
It can be seen in Fig. 12 that our proposed technique is able to provide limited by sensing measurement noise while achieving a PAE around 48% with the simulated class AB amplifier when receiver noise . Achieving estimate variance with a perfectly linearized amplifier, only 33% PAE was achievable. Without linearization, using the amplifier in deep class A by using large results in PAE around 2%.
In cases where the sensor network can tolerate greater than the limit imposed by the sensing noise, performance of the proposed technique degrades more slowly with decreases in than does the linearized AF technique. The performance degradation is shown by the slope of the worst-case shown in Fig. 12(a) , with steeper slopes indicating more sudden performance degradation. The sudden decrease in performance for linearized amplifiers is because once linearized amplifiers reach their maximum output amplitude, any additional information about how far beyond maximum power would have been transmitted is fully lost. In the proposed algorithm using the limiting amplifier models, the performance gracefully degrades as decreases. Conventional linear AF systems have the slowest performance degradation with decrease in , but power-added efficiency is unacceptably low. This is because once any amplifier reaches compression, the assumptions made by the estimator start to fail. When the amplifier first encounters compression, the impact on performance is light as the amount of compression is small. As compression increases, the performance falls further away from the desired value. Compression can only be avoided by increasing the amplifier scaling factor , which decreases the power the amplifier is transmitting and in turn decreases PAE. When receiver noise is increased, the margin between linearized AF and the proposed technique decreases, but PAE remains a few percent higher. The performance of the two techniques becomes similar at approximately .
D. Performance for Gaussian and Cauchy Sensing Noise
To verify the performance of the estimation technique for other sensor noise distributions, simulations were performed with both Gaussian and Cauchy distributed sensing noise sources. The parameters and determine the asymptotic variance of the best attainable estimator using (25) . These two values are plotted and used to attain . For Cauchy distributed noise sources in conventional AF systems, it was determined in Section II that a consistent estimator does not exist. The expected value of data at the receiver with the proposed scheme is shown in Fig. 13 . Using the proposed limiting amplifier models with Cauchy sensing noise, was consistent and well-defined. This is an advantage over the reference techniques.
From Fig. 13 , it can be seen that with comparable sensor noise variances, changes in the value expected at the receiver, , versus distribution are small. Thus, rough estimates for can be attained using the analytical estimator (27) from uniformly distributed sensor noise with comparable variance.
From Fig. 14 , it can be seen that with sensors, the uniformly distributed and Gaussian distributed sensing noises of the same sensing noise variance have almost identical asymptotic variance at the receiver, , as alluded to in Section IV-A. Thus, similar estimator performance is to be expected, and this is confirmed in Fig. 15 . For the Cauchy distribution, is much higher. Consequently, the performance of its estimator is lower and is only valid for small . This restriction on low can be bypassed by using a higher measurement scaling value , but at a power-added efficiency cost.
E. Predistortion Application & Efficiency Gains
In this section it is verified that it is possible to fit amplifier behavior to a scaled hyperbolic tangent function using predistortion, and thus extend the range of sensor values that can be successfully estimated well into the amplifier's more power efficient non-linear class AB region of operation. To achieve this, the previously discussed ADS amplifier model was utilized.
Three different predistorter configurations were simulated. The first two configurations used the gain-based look-up-table technique, the first with 32 bins and the second with 128 bins. for different sensing noise distributions. Gaussian and Uniform sensing noises of similar variance have similar . Fig. 15 . vs for different sensor noise distributions. Cauchy estimates can be seen to be less accurate at larger than Gaussian or uniform noise distributions. Fig. 16 .
vs. . Good estimates are still possible even using realizable predistortion techniques.
The third configuration used a neural network where the first layer consisted of 3 hyperbolic tangent neurons and the second layer was a single linear neuron. The performance of each predistorter implementation is shown in Fig. 16 . The predistorter imperfections manifest themselves similarly to modest receiver noise.
V. CONCLUSIONS
We proposed a new algorithm for amplify-and-forward distributed estimation utilizing non-linear amplifiers. We have produced analytical backing of the algorithms for uniformly distributed sensor noise. Modeling and simulation were used to validate the algorithms. Practical implementations were confirmed using simulated data from a real amplifier for both perfect and more practical methods of digital predistortion. Significant improvements in power-added efficiency were demonstrated at the cost of minimal increases in estimate asymptotic variance relative to either conventional inherently linear or linearized AF systems. The modified estimator was proven to be more effective in the presence of additive receiver noise. Imperfections in realizing predistortion were shown to have similar performance degradation to receiver noise.
When implementing the proposed technique in a practical system it is desired to tune scaling factors and such that the amplifier operates in the compression region as much as possible while still attaining the desired variance. How closely to its maximum output power the amplifier can be operated, and thus how high efficiency can be increased, is dictated primarily by receiver noise variance and any additional noise added by the channel.
Future research opportunities exist for the proposed system in developing systems to optimally allocate transmitter powers in channels of varying gain to minimize the power consumption of the network while performing at a specified level of estimate variance. Additional opportunities exist in additional amplifier models which may be beneficial for other distributions of the quantity being measured or other distributions of measurement sensing noise.
