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Resumen
Desde hace tiempo ha habido mucho intere´s en la automatizacio´n de todo tipo de
tareas en las que la intervencio´n humana es esencial para que sean completadas con
e´xito. Esto es de especial intere´s si adema´s se necesita de personal muy cualificado para
ciertas tareas que pueden ser perfectamente reproducibles y, o bien requieren mucha
formacio´n, o bien consumen mucho tiempo.
Este proyecto esta´ dirigido a la bu´squeda de me´todos para automatizar la anotacio´n
de ima´genes me´dicas. En concreto, se centra en el apartado de delimitacio´n de las
regiones de intere´s (ROIs) en ima´genes de tipo PET siendo e´stas usadas con frecuencia
junto con las ima´genes de tipo CT en el campo de oncolog´ıa para delinear volu´menes
afectados por ca´ncer.
Se pretende con esto ayudar a los hospitales a organizar y estructurar las ima´genes
de sus pacientes y relacionarlas con las notas cl´ınicas. Esto es lo que llamaremos el
proceso de anotacio´n de ima´genes y la integracio´n con la anotacio´n de notas cl´ınicas
respectivamente.
En este documento nos vamos a centrar en describir cua´les eran los objetivos ini-
ciales, los pasos dados para su consecucio´n y las dificultades encontradas durante el
proceso.
De todas las te´cnicas existentes en la literatura, se han elegido 4 te´cnicas de segmen-
tacio´n, 2 de ellas probadas en pacientes reales y las otras 2 probadas so´lo en phantoms
segu´n la literatura. En nuestro caso, las pruebas, se han realizado en ima´genes PET
de 6 pacientes reales diagnosticados de ca´ncer. Los resultados han sido analizados y
presentados.
Abstract
For a long period of time, there has been an increasing interest in automation of
tasks where human intervention is needed in order to succeed. This interest is even
greater if those tasks must be solved by qualified specialists in the area and the task is
reproducible or if the task is too time consuming.
The main objective of this project is to find methods which can help to automate
medical image annotation processes. In our specific case, we are willing to delineate
regions of interest (ROIs) in PET images which are frequently used simultaneaously
with CT images in oncology to determine those volumes that are affected by cancer.
With this process we want to help hospitals organize and structure the images they
have from their patient studies and to relate these images to the corpus annotations.
We may call this the image annotation process and the integration with the corpus
annotation respectively.
In this document we are going to concentrate in the description of the initial ob-
jectives, the steps we had to go through and the difficulties we had to face during this
process.
From all existing techniques in the literature, 4 segmentation techniques have been
chosen, 2 of them were tested in real patients and the other 2 were tested using phantoms
according to the literature. In our case, the tests have been done using PET images from
6 real patients diagnosed with cancer. The results have been analyzed and presented.
Cap´ıtulo 1
Introduccio´n
En la actualidad, el uso de ima´genes me´dicas esta´ muy extendido en el campo de
la oncolog´ıa. El uso de ima´genes en el diagno´stico y tratamiento de ca´ncer ayuda a
los especialistas a llevar a cabo sus tareas de forma ma´s ra´pida. Esto es vital en el
diagno´stico de pacientes que puedan padecer ca´ncer ya que la deteccio´n temprana de
esta enfermedad puede ayudar a llevar a cabo un tratamiento ra´pido y en consecuencia,
reducir los dan˜os que pueda causar e incluso evitar el fallecimiento del paciente.
Las te´cnicas de obtencio´n de ima´genes y los distintos tipos de ima´genes me´dicas que
se usan en la actualidad es muy variado. Cada te´cnica proporciona un tipo de ima´genes
con caracter´ısticas distintas. Por su naturaleza, ciertas caracter´ısticas se adaptan mejor
a ciertos tipos de problemas y, por tanto, el uso de las te´cnicas esta´ ma´s extendido en
unas a´reas dentro de oncolog´ıa que en otras.
De las regiones cancer´ıgenas detectadas en las ima´genes, se suelen extraer importan-
tes datos como la forma, el volumen, la actividad metabo´lica y la estructura de dicho
volumen. La correcta extraccio´n de estos datos depende en mayor o menor medida del
tipo de imagen que se este´ utilizando.
Por esta razo´n, la combinacio´n de la informacio´n contenida en distintas ima´genes
es una tendencia cada vez ma´s popular. As´ı, se pretende aprovechar las ventajas que
proporcionan los diversos tipos de ima´genes y superar, al ser posible, las restricciones
que tiene el uso de una sola te´cnica.
Los tipos de ima´genes ma´s comunes en oncolog´ıa se obtienen a trave´s de la inter-
accio´n de ondas electromagne´ticas con los tejidos y fluidos de los pacientes. Aunque
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tambie´n existe otra te´cnica para obtener ima´genes que hace uso de ondas acu´sticas.
Esta te´cnica se conoce como ultrasonido y suele tener aplicacio´n en el diagno´stico de
ca´ncer de mama, pro´stata y fibrosis del h´ıgado [6]. Tambie´n son comunes las ima´genes
de resonancia magne´tica (MRI) las cuales se usan para detectar ca´ncer, para estudiar
la respuesta a terapia y guiar la terapia de forma mı´nimamente invasiva, entre otros.
Las caracter´ısticas de las ima´genes obtenidas a partir de la radiacio´n electromagne´ti-
ca var´ıan dependiendo de la frecuencia de la onda electromagne´tica. En el espectro
de baja frecuencia (entre radiofrecuencia y luz visible), se encuentran te´cnicas de ob-
tencio´n de ima´genes como tomograf´ıas cerca del infrarrojo (NIR), ima´genes termo- y
foto-acu´sticas; y tomograf´ıa de impedancia ele´ctrica (EIT). Si bien este tipo de imagen
es de utilidad, no son tan comunes como las ima´genes de mayor frecuencia ni como las
de ultrasonidos, que han sido mencionadas en el pa´rrafo anterior.
Entre las ima´genes de alta frecuencia y las de baja frecuencia, se encuentran las
ima´genes generadas mediante luz visible. E´stas se conocen como ima´genes de tipo o´ptico
y han quedado limitadas al uso en endoscopias, cate´teres e ima´genes superficiales [6].
Por u´ltimo, las ima´genes de alta frecuencia (por encima de la frecuencia del ul-
travioleta) son muy comunes y son las que se consideran de tipo ionizante. Ima´genes
de este tipo son las ima´genes basadas en rayos X, las ima´genes de medicina nuclear
y aque´llas basadas en emisio´n de positrones (PET). De todos estos tipos de ima´genes
existen diversos derivados que tienen utilidad en diferentes a´reas. Este tipo de ima´genes
son las que se usan en este trabajo, concretamente las ima´genes de tipo PET.
Todas las ima´genes que hacen uso de radiacio´n de baja frecuencia y aque´llas que
hacen uso del espectro de luz visible, se dice que usan radiacio´n no ionizante, es decir,
que la radiacio´n emitida no es capaz de liberar electrones de a´tomos y mole´culas, por lo
que se dice que no los ioniza. La radiacio´n ionizante supone un peligro para el paciente
puesto que puede destruir y llegar a generar ca´ncer en tejidos sanos tras un largo per´ıodo
de exposicio´n a una fuente de radiacio´n ionizante.
Por otro lado, se esta´n haciendo avances usando distintos tipos de marcadores que
parecen prometedores para identificar tumores cancer´ıgenos. U´ltimamente, ha aumen-
tado el uso de marcadores en las ima´genes me´dicas para resaltar y mostrar los efectos
del metabolismo, la proliferacio´n y migracio´n de ce´lulas entre otros [6].
Con esto, hemos introducido los tipos ba´sicos de ima´genes y su capacidad, centra´ndo-
nos ahora en las ima´genes de tipo CT, de PET y, posteriormente, el h´ıbrido PET-CT.
El esca´ner de ima´genes CT (Computed Tomography) esta´ clasificado dentro de las
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ima´genes que utilizan rayos X. Sin embargo, son distintos de las pruebas de rayos X a
las que estamos acostumbrados en casos comunes de traumatismo tales como fracturas
o fisuras de huesos. La diferencia reside en que las ima´genes CT no son planas, suelen
ser tridimensionales o incluso cuatro-dimensionales. Los casos cuatro dimensionales son
aquellos en los que se incluye la dimensio´n del tiempo. Se utiliza en casos en los que haya
que observar el comportamiento del tumor tal y como sucede en pacientes con ca´ncer
de pulmo´n. En estos casos, permite a los especialistas observar el tumor durante todo
el ciclo de respiracio´n del paciente. Este tipo de ima´genes se conocen como ima´genes
anato´micas debido a su naturaleza tal y como sucede con las ima´genes de rayos X.
Las ima´genes de tipo CT se pueden tomar principalmente con dos tipos de esca´neres:
el c-arm CT que esta´ basado en un brazo que gira alrededor del paciente obteniendo va-
rias ima´genes desde distintas perspectivas para la reconstruccio´n 3D [14]; y el multi-slice
CT que se basa en grandes a´reas de detectores usando tubos de rayos X de alta poten-
cia, de esta forma se pueden cubrir grandes volu´menes de to´rax y abdomen mientras el
paciente aguanta la respiracio´n. Tambie´n se ha utilizado e´ste u´ltimo para escanear el
cerebro [6].
Las te´cnicas de CAD (Computer Aided Diagnostics) usando ima´genes CT se han
extendido sobre todo para ca´ncer de pulmo´n y de colon. En los casos de ca´ncer de
pulmo´n se identifican a menudo no´dulos sanos de los pulmones como cancer´ıgenos.
Esto sucede porque el 50 % de las ocasiones, los no´dulos son tumores benignos y son
casi indistinguibles en CT [6].
En resumen, las ima´genes CT tienen el beneficio de las ima´genes de rayos X, es decir,
una muy alta resolucio´n debido a su naturaleza, pero tienen muy poca sensibilidad y
como hemos visto antes, son de tipo ionizante. Y en este tipo de ima´genes, los tejidos
blandos tienden a ser dif´ıciles de distinguir los unos de los otros tal y como sucede en
los no´dulos pulmonares.
En cuanto a las ima´genes PET (Positron-Emission Tomography), es un tipo de
tomograf´ıa que se obtiene tras haber emitido positrones mediante radioisotopos como
18F, 11C y 68Ga entre otros. El que se utiliza normalmente es el 18F. De hecho, so´lo
hay dos marcadores aprobados y ambos hacen uso del 18F. E´stos son el 18F-FDG que
contiene glucosa y se puede usar para marcar el metabolismo; y el 18F-NaF2 que se
utiliza para ser incorporado en los huesos [6]. Este tipo de ima´genes se clasifican como
ima´genes metabo´licas.
Las ima´genes PET se suelen utilizar para distinguir volu´menes de tejido afectado
por ca´ncer de aque´llos que no lo esta´n. Al principio, se decidio´ utilizar el volumen del
tumor como medida de desarrollo del ca´ncer. Pero usar solamente el volumen de los
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tumores como medida de la evolucio´n de la enfermedad era inadecuado ya que so´lo
puede mostrar un retraso en la respuesta a la terapia y no da indicaciones sobre el
metabolismo y otros para´metros. E´sta es la principal razo´n del uso de los marcadores
en este tipo de ima´genes [6].
En este trabajo, nos vamos a centrar en ima´genes de FDG PET, que usan el primer
marcador. Este marcador destacara´ los tumores malignos en la imagen ya que e´stos
tienden a tener un metabolismo mucho mayor que el de los dema´s tipos de tejidos.
Por tanto, cuando las ce´lulas cancer´ıgenas consumen el FDG de la sustancia y hay
una mayor concentracio´n del radioiso´topo 18F en dicha zona. E´ste emite positrones que
son detectados por el esca´ner y as´ı se acaba generando la imagen con mayor brillo o
intensidad en torno a esa zona.
Las principales aplicaciones de las ima´genes PET incluyen diagno´stico del tumor,
estadificacio´n1, deteccio´n de reca´ıda, seguimiento y evaluacio´n de respuesta ante la
terapia [17]. Las zonas del cuerpo donde las ima´genes PET no son u´tiles son aque´llas
a´reas donde existe una concentracio´n del marcador que no se corresponde con un tumor
maligno. Estas a´reas comprenden el cerebro, que siempre tiene un metabolismo alto;
los rin˜ones, la pro´stata y la vejiga [6].
En radioterapia, es muy importante conocer la extensio´n de los tumores malignos
y para ello es necesario conocer el volumen de estos tumores. El volumen se puede
determinar usando ima´genes de tipo PET. El procedimiento incluye la delineacio´n de
la zona afectada por parte de un experto y del resultado obtenido, se obtiene el volu-
men estimado del tumor. Los volu´menes afectados se conocen como regiones de intere´s
(ROIs) aunque este te´rmino se usa tambie´n en otras a´reas de medicina [17].
Debido a la naturaleza de las ima´genes PET, la tarea de delineacio´n manual no es
tan sencilla como pueda ser esa misma tarea en otro tipo de volu´menes en CT tal y como
sucede con la distincio´n de huesos y tejidos blandos. Esto se debe a que la resolucio´n
espacial de las ima´genes PET y el nivel de ruido es relativamente mayor que el existente
en las ima´genes CT. Por tanto, la determinacio´n precisa de la zona cancer´ıgena y la no
cancer´ıgena es una tarea complicada.
Por este motivo, la combinacio´n de ima´genes PET y CT es una buena alternativa
en el sentido de que se pueden combinar las ventajas de ambos tipos de ima´genes.
Estas ventajas son la sensibilidad de las ima´genes PET usando el marcador 18F-FDG
para la correcta evaluacio´n del progreso del tumor cancer´ıgeno y la resolucio´n espacial
que proporcionan las ima´genes CT. As´ı las tareas de diagnosis y prognosis se pueden
1Se conoce como el proceso de determinacio´n del nivel de extensio´n del ca´ncer en el paciente.
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realizar con mayor precisio´n.
Este tipo de imagen se conoce como PET-CT y se consigue realizando las pruebas
de PET y CT al mismo tiempo sobre el paciente de forma que no haya variaciones entre
ambos tipos de ima´genes. Si no se hiciesen simulta´neamente, se correr´ıa un alto riesgo
de que las dos ima´genes no quedasen alineadas y carecer´ıa de sentido combinarlas.
A lo largo de este documento, se revisara´n las te´cnicas encontradas en diversos
art´ıculos para delinear las regiones de intere´s de las ima´genes PET, es decir, los volu´me-
nes afectados por ca´ncer. Esta revisio´n se hara´ en el cap´ıtulo 3 del estado del arte.
En el cap´ıtulo 4 de metodolog´ıa, se procedera´ a describir las te´cnicas escogidas para
realizar las pruebas de delineacio´n en los pacientes de los que se dispone para este
proyecto as´ı como la descripcio´n de las caracter´ısticas del material de prueba.
Tambie´n se hara´ un ana´lisis de los resultados obtenidos en el cap´ıtulo 5 con los
me´todos elegidos y con el material de prueba ya descrito y, por u´ltimo, en el cap´ıtulo
6 se dara´ una conclusio´n relacionando los resultados y se hara´ una reflexio´n para que
futuros interesados puedan continuar con el desarrollo de este tema.
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Cap´ıtulo 2
Objetivos
2.1. Visio´n general del proyecto
Este proyecto Fin de Grado se enmarca en uno de los proyectos de investigacio´n que
se esta´n desarrollando en el Laboratorio de Ana´lisis de Datos y Simulacio´n (MIDAS)
del Centro de Tecnolog´ıa Biome´dica de la UPM. El objetivo de este proyecto es la
anotacio´n de ima´genes me´dicas junto con la anotacio´n de notas cl´ınicas.
El objetivo general de dicho proyecto es conseguir una herramienta que pueda ayudar
a los me´dicos de los hospitales actuales y, por tanto, con el material actual; a estructurar,
la informacio´n electro´nica disponible de los pacientes de manera automa´tica, para su
posterior almacenamiento y consulta. Esta herramienta o herramientas esta´n idealmente
compuestas de varios mo´dulos que deber´ıan ser capaces de coordinarse entre s´ı para
conseguir el objetivo anterior.
El proyecto consta entonces de las siguientes partes desde un punto de vista general:
Anotacio´n de ima´genes
• Delineacio´n de las regiones de intere´s (ROI)
◦ Delineacio´n a baja resolucio´n espacial usando ima´genes PET
◦ Delineacio´n a alta resolucio´n espacial usando ima´genes CT a partir de
lo obtenido en PET
• Separacio´n de las distintas ROI obtenidas
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• Anotacio´n de las ROI
◦ Asignacio´n de posicio´n relativa de cada ROI en el cuerpo
◦ Caracterizacio´n de cada ROI en base a los resultados obtenidos con cada
mo´dulo
• Integracio´n con el mo´dulo de anotacio´n de notas cl´ınicas
Anotacio´n de notas cl´ınicas
• Ana´lisis de las notas cl´ınicas del paciente/s
◦ Clasificacio´n de las partes del texto analizadas en base a algoritmos de
aprendizaje entrenados con notas anteriores
◦ Continuacio´n de dicho entrenamiento para perfeccionar el modelo
• Estructuracio´n de los datos en una base de datos
En la siguiente (figura 2.1) se puede ver el esquema anterior de forma gra´fica:
Figura 2.1: Esquema de la visio´n general del proyecto
As´ı esperamos que los especialistas tengan muchas menos dificultades y poder agi-
lizar su trabajo sin necesidad de que tengan que actualizar su equipo ya que estar´ıan
utilizando tan so´lo nuevo software. Los aparatos y dispositivos que llevan utilizando
hasta ahora sera´n los mismos.
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2.2. Objetivos espec´ıficos de este proyecto de Fin
de Grado
Los objetivos generales del proyecto global han sido sen˜alados en la seccio´n anterior.
Este proyecto de Fin de Grado se centra en la delimitacio´n de las regiones de intere´s
(ROI) en las ima´genes PET. E´sta es la parte referida en la vista general como delineacio´n
a baja resolucio´n.
La parte correspondiente al tratamiento de las ima´genes CT no sera´ incluido en este
proyecto pero, sin olvidar que los resultados obtenidos deben poder usarse en e´stas y
en el posterior proceso de combinacio´n o fusio´n de resultados PET con CT.
Entonces, el objetivo principal de este proyecto es la obtencio´n de los volu´menes
cancer´ıgenos correspondientes en las ima´genes PET de la manera ma´s precisa dentro
de las posibilidades.
Para conseguir este objetivo principal, se definen los siguientes objetivos espec´ıficos:
O1: Estudio de las te´cnicas utilizadas hasta la fecha para escoger los me´todos que, en
el tiempo dado, sean los ma´s indicados para resolver el problema.
O2: Definicio´n de la arquitectura del mo´dulo.
O3: Implementacio´n y desarrollo del submo´dulo de delineacio´n de ROIs.
O4: Validacio´n de resultados.
O5: Comparacio´n de los resultados con los diversos me´todos escogidos.
O6: Documentacio´n del mo´dulo.
Aparte de estos objetivos espec´ıficos, se pretende, si fuera posible la separacio´n de
las diversas ROI en funcio´n de los datos de posicionamiento relativo al cuerpo obtenidos
mediante otro mo´dulo del proyecto general (objetivo O7). Este objetivo queda entonces
como objetivo adicional ya que no es en lo que se centra realmente este proyecto.
El objetivo de integracio´n del submo´dulo con los dema´s mo´dulos que componen el
proyecto general a nivel de departamento no sera´ incluido en la lista de objetivos y
tambie´n quedara´ como objetivo adicional ya que los dema´s submo´dulos todav´ıa no han
llegado a ser desarrollados. Esto entonces incluye, la integracio´n del submo´dulo con la
delineacio´n de alta resolucio´n en CT.
8
Se considera de mayor importancia que este trabajo se centre en revisar ma´s te´cnicas
existentes y evaluar la correccio´n de los resultados en lugar de cumplir el anterior
objetivo adicional u otros posibles objetivos adicionales.
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Cap´ıtulo 3
Estado del arte
En este cap´ıtulo se presentara´ con mayor detalle lo que se ha revisado en la literatura
existente en lo referente al tema de la delimitacio´n de regiones de intere´s (ROI) en las
ima´genes de tipo PET.
Posteriormente, se pasara´ a describir en detalle aquellas te´cnicas que se han revisado
para realizar la tarea de delineacio´n de PET as´ı como los problemas encontrados en la
literatura. Las te´cnicas escogidas para este proyecto y la descripcio´n de la metodolog´ıa
usada para realizar las pruebas no se describira´n en detalle hasta el cap´ıtulo 4.
3.1. Conceptos previos
3.1.1. Segmentacio´n de ima´genes
El primer concepto a revisar es la delimitacio´n de estas ROI que estamos hablando.
Hablaremos indistintamente a lo largo de este documento de delimitacio´n, delineacio´n
y de definicio´n de las ROIs ya que en el contexto en el que estamos trabajando, sus
significados los consideramos intercambiables.
La delimitacio´n de regiones cancer´ıgenas en las ima´genes PET es un caso particular
de los problemas conocidos como segmentacio´n de ima´genes. Se entiende por segmen-
tacio´n el proceso de dividir los p´ıxels, vo´xeles o, en general diremos, unidades de una
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imagen en una serie de conjuntos disjuntos1. A estos conjuntos disjuntos se les conoce
como segmentos en el a´rea de ima´genes. Podr´ıamos resumirlo matema´ticamente en que
segmentar una imagen de cualquier tipo consiste en crear una particio´n sobre el con-
junto de unidades que componen la imagen donde cada parte se corresponde con un
segmento.
La unidad en las ima´genes sirve para relacionar un fragmento de la imagen u´nico
con un dato de nuestro intere´s. Esto es lo que se conoce en el d´ıa a d´ıa como p´ıxel
si la imagen es de dos dimensiones o vo´xel si la imagen es de tres dimensiones. En
medicina se suele tratar con ambos tipos de ima´genes as´ı que cuando nos refiramos a
la unidad en las ima´genes hablaremos directamente de vo´xeles o p´ıxels dependiendo de
las dimensiones de la misma.
El dato de intere´s que se relaciona con la posicio´n del p´ıxel o del vo´xel dependera´ de
la informacio´n que se quiera obtener de la imagen y, por supuesto, de la informacio´n
que proporcione la imagen. Normalmente, son interesantes datos de color o intensidad
del p´ıxel o vo´xel en una dimensio´n. En el caso de ser de intere´s el color, se suelen usar
3 canales o incluso 4 canales de color, como los conocidos canales RGB (red, green,
blue) y RGBA (red, green, blue, alpha). Aunque en las aplicaciones me´dicas es ma´s
comu´n usar tan so´lo un canal de intensidad cuyo rango de valores var´ıa entre unos
tipos de ima´genes y otras. Adema´s depende tambie´n del tipo de esca´ner utilizado. Se
suele llamar profundidad al nu´mero de bits que cada p´ıxel puede almacenar, esto afecta
a la cantidad de valores distintos que se pueden asociar a un p´ıxel o vo´xel en una
imagen.
En general, la segmentacio´n de ima´genes es u´til para extraer caracter´ısticas de la
imagen, para hacer medidas en regiones concretas y para mejorar la visualizacio´n de
las ima´genes. En el a´rea de medicina, es interesante distinguir tipos de tejidos distintos
como huesos, mu´sculos y venas, y en otras, interesa distinguir tejidos cancer´ıgenos,
deformidades de tejidos o lesiones de esclerosis mu´ltiple [1].
Como se puede observar en todos estos casos, el problema se ajusta al problema de
segmentacio´n de ima´genes ya que, en general, de lo que se esta´ tratando es de distinguir
las diferentes regiones de la imagen y clasificarlas acorde con lo que representan en la
realidad. La clasificacio´n entonces es importante llevarla a cabo correctamente, aunque
la gravedad de las consecuencias por obtener resultados erro´neos depende del a´mbito
en que se este´ trabajando.
1Recordar que una serie de conjuntos disjuntos cumple que cada uno de los elementos o unidades
que lo compone pertenece so´lo a ese conjunto y a ninguno ma´s de los otros.
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3.1.2. Proceso de segmentacio´n
Para poder llevar a cabo el proceso de segmentacio´n de ima´genes es necesario saber
que´ queremos sacar de la imagen o ima´genes que queremos segmentar y adema´s, conocer
la naturaleza de las mismas puesto que dependiendo de la forma, estructura y distribu-
cio´n de la informacio´n que proporcione la imagen, hara´ faltar resolver la solucio´n del
problema siguiendo una estrategia u otra.
Entonces, lo primero que se debe identificar antes del proceso de segmentacio´n es el
objetivo que tenemos, es decir, que´ informacio´n queremos extraer. Una vez identificado,
debemos entender co´mo se presenta la informacio´n en la imagen para elegir una te´cnica
de segmentacio´n y posteriormente, probarla sobre la imagen o conjunto de ima´genes
para ver los resultados obtenidos.
En algunas ocasiones, sera´ necesario el uso de mu´ltiples te´cnicas durante el proceso
para conseguir la segmentacio´n deseada [1]. El uso de mu´ltiples te´cnicas se puede llevar a
cabo tanto en paralelo como en secuencia o incluso combinar en paralelo y en secuencia.
Habra´ casos en los que las te´cnicas en secuencia utilizadas no se usen necesaria-
mente para la segmentacio´n en s´ı, sino que ma´s bien, se utilizan para adaptar ciertas
condiciones de la imagen que no nos son favorables en el posterior proceso de segmen-
tacio´n. Estas te´cnicas previas a la segmentacio´n se conocen en general en el campo
de tratamiento de ima´genes como te´cnicas de preprocesamiento. Estas te´cnicas suelen
usarse para reducir la cantidad de informacio´n que proporcionan estas ima´genes ya que
a menudo, contienen ma´s informacio´n de la deseada y dificulta la bu´squeda de patrones
y, por tanto, la segmentacio´n de las ima´genes. Por ejemplo, el ruido que suele haber en
muchas ima´genes dificulta la segmentacio´n de las mismas y hacer uso de ciertas te´cnicas
de preprocesamiento tal y como puede ser el conocido filtro gaussiano pueden ayudar
a reducir el ruido de la imagen.
Una vez que ya tenemos la imagen lista para que sea segmentada, podemos deci-
dirnos por una o varias te´cnica de segmentacio´n y continuar el proceso. Las diversas
te´cnicas de segmentacio´n existentes y ma´s populares en el a´mbito de la medicina sera´n
descritas en la seccio´n 3.2 y se dara´n algunos ejemplos de sus aplicaciones, de nuevo,
en el a´rea de ima´genes me´dicas.
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3.1.3. Caracter´ısticas de las ima´genes PET y CT
Ahora vamos a describir en ma´s detalle las caracter´ısticas de las ima´genes CT y sobre
todo PET as´ı como su uso en el tratamiento de pacientes con ca´ncer y las dificultades a
las que se enfrentan los especialistas cuando tienen que delinear tumores cancer´ıgenos
usando estos tipos de ima´genes.
Como vimos en la introduccio´n, las mayores diferencias presentes en las ima´genes
PET y CT se daban en su sensibilidad y su resolucio´n. Esto afecta severamente a la
nitidez de las ima´genes y la facilidad para distinguir las regiones de intere´s.
Una caracter´ıstica comu´n tanto en las ima´genes PET como las ima´genes CT es que
ambas son tridimensionales y, en ambas pueden abarcar pra´cticamente todo el cuerpo
del paciente, aunque el esca´ner se hace normalmente tan so´lo del to´rax y del abdomen
de los pacientes. Para hablar de las coordenadas que se manejan en estas ima´genes
usaremos los ejes X e Y para referirnos a las coordenadas de cada una de las ima´genes
bidimensionales obtenidas durante el proceso. Cada una de estas ima´genes se conoce
como slice y recorren el eje que llamaremos Z cada vez que sea necesario. Cada uno de
los slices del paciente se corresponde con un “seccio´n” del mismo en lo que se conoce
como plano transversal del cuerpo.
Figura 3.1: Ejemplo de imagen CT de to´rax
En oncolog´ıa, las ima´genes CT no son
sufienciente para poder delimitar o deli-
near los volu´menes de los tumores can-
cer´ıgenos. El problema que se da con las
ima´genes CT es que no hay marcadores
equivalentes a los de PET que puedan ha-
cer que los tumores malignos queden co-
rrectamente definidos. Sin embargo, al ser
ima´genes de relativamente alta resolucio´n,
los resultados de la delineacio´n ser´ıan bas-
tante ma´s precisos aunque tambie´n ser´ıa
mucho ma´s laborioso. Pero esto no se pue-
de aplicar a los volu´menes cancer´ıgenos ya
que a la vista de un especialista los teji-
dos son pra´cticamente indistinguibles en
muchos casos debido a lo que se acaba de
comentar sobre los tejidos blandos.
En otros tipos de tejidos, la delinea-
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cio´n es una tarea relativamente sencilla de realizar por un especialista. Por ejemplo, los
tejidos o´seos son muy fa´ciles de distinguir frente a los tejidos blandos que pueda haber
alrededor (suele haber mucho contraste). No siempre es sencillo automatizar estas tareas
ya que en este tipo de ima´genes nos podemos encontrar con la presencia de artefactos
o simplemente, la dificultad conocida que tienen los algoritmos de reconocimiento de
patrones visuales en general.
Dentro del campo de oncolog´ıa, se usan entonces las ima´genes PET ya que son
ima´genes en las que el marcador 18F-FDG se puede distinguir visual y anal´ıticamente
de las dema´s zonas debido al alto contraste. No obstante, como indicamos previamen-
te, el problema de estas ima´genes es la baja resolucio´n y la presencia de ruido. Esto
significa que los segmentos que obtengamos tras hacer el proceso de delineacio´n en es-
tas ima´genes no sera´n tan homoge´neos como teo´ricamente deber´ıan ser, con lo cual, es
sencillo cometer errores en la delineacio´n automa´tica de este tipo de ima´genes.
Figura 3.2: Ejemplo de imagen PET de paciente con ca´ncer de pulmo´n
En la figura 3.2 se puede observar un ejemplo de imagen PET donde los tonos de
color blanco se corresponden con valores de actividad metabo´lica superiores y los de
color negro se corresponden con valores inferiores. Como sabemos, la alta intensidad
esta´ directamente relacionada con que el esca´ner ha recibido muchos positrones de
esa zona, lo que significa que hay mucho 18F-FDG concentrado en dichos puntos y ello
implica que hay mayor probabilidad de que exista un ca´ncer de algu´n tipo. No obstante,
tan so´lo indica que hay un mayor metabolismo en la zona y esto suele estar relacionado
con el ca´ncer, por eso se ha dicho “probabilidad” en la l´ınea anterior. En esta imagen,
el ca´ncer esta´ localizado en el pulmo´n izquierdo del paciente.
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No saber si se trata exactamente de un tumor cancer´ıgeno puede dar muchos pro-
blemas a la hora de averiguar que´ zonas se deben considerar como falsos positivos. Sin
embargo, se sabe de antemano que zonas como el cerebro, los rin˜ones, la pro´stata y la
vejiga, tienen una mayor concentracio´n de marcador (18F-FDG) [6]. El cerebro tiene
mayor concentracio´n puesto que siempre tiene mayor metabolismo. Pero esto no es lo
que sucede con los rin˜ones y la vejiga, en estos casos, la mayor concentracio´n de mar-
cador se debe a que al realizar el cuerpo la funcio´n de excrecio´n, almacena grandes
cantidades de 18F puesto que la glucosa ya ha sido consumida durante el proceso de
metabolismo. Por tanto, cuanto ma´s tiempo pase desde que se inyecta el marcador en
el paciente, menos disperso esta´ el marcador ya que se da tiempo a que se concentre
en las zonas de metabolismo ma´s alto; pero si la cantidad de tiempo transcurrido es
demasiado alta, es posible que la mayor parte de marcador quede en la vejiga. En la
figura 3.2 se pueden observar todas estas zonas que se acaban de comentar.
En casi todas las te´cnicas conocidas, no se trabaja directamente con las intensidades
de las ima´genes obtenidas mediante los esca´neres PET. Normalmente, se hace una
conversio´n a otra unidad que ya ha sido introducida anteriormente y que se llama
standard uptake value (SUV). El SUV es una medida tambie´n de la actividad metabo´lica
directamente relacionada con la cantidad de actividad metabo´lica en cada vo´xel en
funcio´n del tiempo, del peso del paciente y de la cantidad de dosis inyectada [6, 24]. No
tener en cuenta estos factores puede acarrear problemas ya que dependiendo del caso, los
valores obtenidos pueden variar notablemente entre pacientes y se hace ma´s complicada
la comparacio´n de los valores en los mismos. Por tanto, el SUV aparecio´ como un intento
de unificar de alguna manera los valores obtenidos en todos los pacientes.
El SUV es concretamente una medida de correccio´n sobre la vida media del marcador
por cada unidad de masa corporal y por cada dosis administrada en funcio´n del peso
del paciente. En otros te´rminos, el SUV se puede expresar como indica la fo´rmula 3.1
extra´ıda del art´ıculo [24].
SUV =
cm
di/w
· 1
d
(3.1)
donde cm es la concentracio´n media de marcador en la ROI y se mide en MBq/g
donde g son gramos y donde MBq se entiende por millones de Bq (becquerel) que es
una medida utilizada en el sistema internacional (SI) para medir la radiactividad; di
es la cantidad de dosis inyectada medida en MBq, el peso del paciente w medido en
gramos y el factor de tiempo de descomposicio´n del marcador. Por tanto, con el SUV, se
tiene en cuenta el tiempo que ha pasado desde el comienzo de las pruebas en el esca´ner.
De hecho, incluso se tiene en cuenta el tiempo transcurrido entre un slice y otro.
Es u´til tambie´n conocer el SUV ma´ximo del tumor cancer´ıgeno en el paciente, que
en muchas ocasiones se usa como referencia para comprobar el estado de avance en el
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que se encuentra el ca´ncer y para ayudar a preveer la evolucio´n de la enfermedad [6].
El problema que tiene el uso del SUV es que la fiabilidad del mismo depende de
una serie de factores te´cnicos y de los pacientes [24, 11]. Factores como el tiempo que
transcurre entre el momento de inyeccio´n y el momento en el que comienzan las pruebas
o como el grado de infiltracio´n del marcador en la zona de inyeccio´n pueden afectar la
correccio´n y fiabilidad del SUV, no siendo siempre la medida ma´s indicada [24]. Sin
embargo, este medida es la que se ha aceptado comunmente como la ma´s acertada y es
la que se suele utilizar en los hospitales actualmente.
Para poder evitar los problemas que tienen las ima´genes PET y CT y poder apro-
vechar los datos que proporcionan ambos tipos de ima´genes, se hace uso del h´ıbrido
PET-CT que ya fue introducido al comienzo de este documento. Con las ima´genes PET-
CT estar´ıamos aprovechando la resolucio´n espacial de las ima´genes CT y la sensibilidad
de las ima´genes PET.
Figura 3.3: Aplicacio´n de visualizacio´n PET-CT [5]
Las ima´genes PET-CT se suelen visualizar usando aplicaciones software (ver figura
3.3) que permiten dividir la interfaz de usuario en dos ventanas simulta´neamente de
forma que en una ventana se muestran los resultados obtenidos por el esca´ner CT y los
obtenidos por el esca´ner PET. La imagen 3.4 es un ejemplo de co´mo se representar´ıa el
h´ıbrido PET-CT en tres dimensiones.
Estos esca´neres esta´n ya integrados para poder analizar a los pacientes y obtener
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Figura 3.4: Ejemplo de h´ıbrido PET-CT 3D
las ima´genes PET y CT al mismo tiempo. Esto es importante ya que si se tuviesen que
obtener en dos sesiones de pruebas distintas, se correr´ıa el riesgo de que el paciente no
este´ alineado de la misma manera en ambas pruebas y entonces, la informacio´n es ma´s
dif´ıcil de tratar, sobre todo si se hace uso de te´cnicas automa´ticas.
La combinacio´n de ima´genes PET y CT se hace hoy en d´ıa para evitar problemas
que se dan al delinear volu´menes tanto si se hace so´lo en PET como si se hace so´lo
en CT. Los volu´menes delineados en PET garantizan que si el tumor cancer´ıgeno ha
sido captado por el esca´ner, es mucho menos probable que el operador entrenado en
delimitacio´n de contornos de tumores cancer´ıgenos en ima´genes PET cometa el error
de dejar el volumen sin delinear. Pero por otro lado, la baja resolucio´n de las ima´genes
hace que la definicio´n de los contornos no sea del todo acertada. Delimitar correcta-
mente los volu´menes es importante porque en casos como los carcinomas pulmonares
no microc´ıticos (non-small-cell lung cancer o NSCLC) es normal que se requiera de ra-
dioterapia ya que la quimioterapia no suele servir. Y durante el tratamiento mediante
radioterapia, es imprescindible conocer el volumen cancer´ıgeno real con la mayor exac-
titud posible puesto que la radioterapia es de tipo ionizante y si se cometen errores, se
pueden afectar a zonas sanas pudiendo tener consecuencias graves.
En cuanto a las ima´genes CT, el problema reside en que hay ocasiones en las que no
se detectan ciertas zonas afectadas porque a la vista de los espacialistas no lo parecen.
Sin embargo, se puede conseguir una delineacio´n del tumor mucho ma´s exacta y por
consiguiente, la radioterapia tendra´ menos efectos nocivos.
En dos estudios [5, 7] de NSCLC se demuestra que estos errores se cometen con
frecuencia al delinear so´lo CT y que, consecuentemente, hacer uso de PET-CT mejora
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los resultados obtenidos. En la siguiente figura (3.5) se muestra uno de los casos pre-
sentados en dicho estudio en los que el operador no detecto´ una de las zonas en CT,
pero s´ı se detectaron en PET y, por tanto, fueron an˜adidas posteriormente en PET-CT
obteniendo un volumen considerablemente mayor que el anterior.
(a) CT sin detectar (b) PET equivalente
Figura 3.5: Ejemplo de regio´n sin detectar en CT pero visible en PET [5]
Con toda esta introduccio´n de conceptos y te´cnicas ma´s o menos generales, concluye
esta seccio´n y se pasa a revisar las te´cnicas encontradas en la literatura centra´ndonos
en el a´rea de oncolog´ıa y las ima´genes CT y, sobre todo, PET ya que e´ste es nuestra
principal objetivo.
3.2. Te´cnicas principales de segmentacio´n
En la seccio´n 3.1.2 hemos visto que una vez que tenemos la imagen adecuada y
hemos observado su naturaleza, podemos empezar a buscar una te´cnica o conjunto de
te´cnicas que nos sean ma´s adecuadas para la segmentacio´n definitiva de la imagen.
Para poder determinar la clasificacio´n de cada p´ıxel o vo´xel en un segmento u otro,
se suelen aproximar las soluciones usando te´cnicas de reconocimiento de patrones comu´n
en los campos de aprendizaje de ma´quinas (machine learning) y de miner´ıa de datos
(data mining). Estas te´cnicas se adaptan al problema ya que, al fin y al cabo, lo que
se intenta obtener de estas ima´genes es un conjunto de segmentos donde exista una
homogeneidad en algunas caracter´ısticas entre todos los elementos que componen ese
segmento. Esta homogeneidad debe ser evidentemente menos notable o incluso inexis-
tente entre elementos que pertenecen a distintos segmentos ya que por esa razo´n han
sido clasificados as´ı [1].
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Para facilitar la eleccio´n de las te´cnicas de segmentacio´n, es muy conveniente saber
co´mo se comportan estas te´cnicas en el sentido de saber co´mo trabajan con la imagen
de entrada y que hacen en el resto del procedimiento o algoritmo. Adema´s, hay te´cnicas
que requieren de cierta informcio´n adicional de entrada en mayor o menos medida y,
dependiendo del caso, puede que esto nos interese o no. Entonces, al existir muchas
te´cnicas y muchos derivados de e´stas, se va a hacer una clasificacio´n que pueda ayudar
a distinguir las te´cnicas por sus caracter´ısticas comunes frente a ciertos criterios de
clasificacio´n.
Clasificaremos entonces usando los siguientes criterios de clasificacio´n [1]:
Grado de interaccio´n - segu´n el grado de interaccio´n que requiera la te´cnica con
respecto al usuario. Aunque como se puede comprender, es complicado decidir
hasta que´ nivel una te´cnica es completamente automa´tica o si ma´s bien deber´ıa
ser vista como semiautoma´tica. En caso de duda, se dara´ un razonamiento de por
que´ la clasificamos de una manera o de otra.
Manuales: grado de interaccio´n ma´ximo.
Semiautoma´ticas: requieren ciertos para´metros que se consideran excesivos
como para ser clasificadas en el siguiente grupo.
Automa´ticas: no requieren interaccio´n en absoluto o bien se requieren tan
so´lo unos pocos para´metros de menor importancia para la clasificacio´n.
Localizacio´n - en este caso estamos refirie´ndonos a la localizacio´n o posicio´n de la
informacio´n que la te´cnica extrae de la imagen.
Globales: que usan toda la informacio´n de la imagen al mismo tiempo.
Locales: basadas en regiones independientes de la imagen pudiendo ser in-
cluso un solo p´ıxel o vo´xel.
Nivel de abstraccio´n - al igual que suceder´ıa con el nivel de los lenguajes de progra-
macio´n en funcio´n a lo cercanos que son al hardware de la ma´quina, en nuestro
caso nos referimos al nivel de manipulacio´n de la informacio´n que se maneja.
Delineacio´n manual: manipulacio´n al nivel ma´s bajo posible, no hay ninguna
“capa” de abstraccio´n entre medias.
Segmentacio´n de bajo nivel: te´cnicas que trabajan con los datos de la imagen
sin an˜adir significado como la umbralizacio´n y las te´cnicas de crecimiento de
regiones.
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Segmentacio´n basada en modelos: te´cnicas que tratan de relacionar datos
usando modelos y, por tanto, aumentando el nivel de abstraccio´n y de signi-
ficado a la informacio´n extra´ıda. Algunos ejemplos de te´cnicas de este estilo
tales como te´cnicas multimodales y te´cnicas de programacio´n dina´mica.
Rama de la ciencia - podr´ıamos decir que e´sta es la clasificacio´n cla´sica en el sentido
de que se utilizan directamente grupos de te´cnicas conocidos en otras ramas de
la informa´tica.
Cla´sicas: aque´llas te´cnicas que se disen˜aron espec´ıficamente para el ana´lisis
de ima´genes en general tales como la umbralizacio´n, las basadas en contornos
y las basadas en regiones
Basadas en estad´ısticas.
Basadas en lo´gica borrosa (fuzzy logic).
Basadas en redes neuronales.
Se hara´ ahora una breve introduccio´n a las te´cnicas ma´s populares en segmentacio´n
de ima´genes me´dicas sin necesidad de seguir ningu´n criterio de clasificacio´n espec´ıfico:
Te´cnicas de umbralizacio´n: estas te´cnicas son las ma´s comunes dentro de las te´cni-
cas globales [1]. Las te´cnicas de umbralizacio´n consisten en establecer un umbral sobre
los valores (intensidad) que pueden tomar los p´ıxeles o vo´xeles de la imagen. De esta
manera, se distinguen al menos dos clases en funcio´n del umbral seleccionado. Estas
dos clases son, la clase cuyos p´ıxeles o vo´xeles tienen dicho valor por encima del um-
bral o igual y la clase de aque´llos que esta´n por debajo de dicho umbral. Aunque esta
definicio´n so´lo sirve para los casos en los que se usa un solo umbral global, es decir, un
u´nico umbral aplicado a toda la imagen.
En general, podemos definir estas te´cnicas de la siguiente manera asumiendo que se
trabaja sobre un solo canal de intensidad de las ima´genes. Las te´cnicas de umbralizacio´n
se basan en clasificar todos los p´ıxeles, vo´xeles o la unidad en la dimensio´n que sea
siguiendo la fo´rmula 3.2.
g(x¯) =
{
1 si f(x¯) ≥ u
0 si f(x¯) < u
(3.2)
siendo f(x¯) la imagen original y g(x¯) la imagen binaria resultante. Adema´s, en general,
llamaremos objeto (o foreground) al segmento cuyos p´ıxeles o vo´xeles sean clasificados
como 1 y fondo (o background) a aque´llos que se hayan clasificado como 0.
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La fo´rmula anterior so´lo nos sirve para dar un solo umbral global, sin embargo,
existen te´cnicas que dan umbrales diferentes a cada zona o incluso a cada p´ıxel o vo´xel
de la imagen. En este caso, bastar´ıa con sustituir u en la fo´rmula por uh(x¯) donde h(x¯)
ser´ıa una funcio´n que nos devuelve el ı´ndice del umbral en la lista de umbrales para
cada p´ıxel, vo´xel o en la dimensio´n que sea con coordenadas (x¯) en la imagen. Es decir,
que se asume adema´s la existencia de una lista de umbrales para llevar a cabo este
proceso de segmentacio´n descrito mediante la fo´rmula.
Por otro lado, hay te´cnicas de umbralizacio´n que se basan en establecer varios um-
brales independientes en partes disjuntas de la imagen (umbral local) o que incluso
establecen mu´ltiples umbrales para obtener varios segmentos de objeto distintos (siem-
pre se entiende que so´lo existe un segmento de fondo) en cuyo caso diremos que se trata
de multiumbralizacio´n la cual sera´ descrita con mayor detalle en la seccio´n 3.4.2.
En conclusio´n, podemos comprobar que las te´cnicas de umbralizacio´n se centran
en buscar diferencias entre intensidades de p´ıxeles o vo´xeles para establecer el umbral.
Aunque, en realidad, el resultado sigue siendo una agrupacio´n de p´ıxeles o vo´xeles con
caracter´ısticas similares.
Se mostrara´n ejemplos de ima´genes obtenidas mediante este tipo de te´cnica ma´s
adelante, concretamente, en la seccio´n 3.4.1.
Te´cnicas de crecimiento de regiones: las te´cnicas de crecimiento de regiones en
lugar de buscar la diferencia entre p´ıxeles o vo´xeles, tratan de agrupar aque´llos que
tengan ciertas similitudes en alguna caracter´ıstica. Este tipo de te´cnica comienza ha-
ciendo uso de una semilla (seed en ingle´s) y un posterior proceso de crecimiento de la
regio´n a partir de dicha semilla. La semilla debera´ ser un p´ıxel o vo´xel que se sabe
que pertenece o predice que pertenece a dicha regio´n. La semilla puede ser introducida
tanto por un operario en el programa como elegida mediante otro algoritmo [1]. Por
tanto, el procedimiento podemos dividirlo en seleccio´n de la semilla, crecimiento de
la regio´n y determinacio´n del fin del proceso de crecimiento ya que no puede crecer
indefinidamente.
El criterio utilizado para decidir cua´l es el siguiente p´ıxel o vo´xel a introducir en
la regio´n se conoce como criterio de homogeneidad o criterio de uniformidad [1]. Este
criterio normalmente establece p´ıxel a p´ıxel o vo´xel a vo´xel cua´les son los siguientes que
van a ser incluidos o clasificados como regio´n de intere´s. La eleccio´n de los siguientes
p´ıxeles o vo´xeles a clasificar se suele hacer por proximidad a la semilla o a los u´ltimos
que han sido clasificados como positivos. Este proceso termina cuando no se consigan
incluir ma´s p´ıxeles o vo´xeles en el conjunto una vez evaluados todos aque´llos que deban
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ser evaluados en la siguiente iteracio´n.
La ventaja de este tipo de te´cnica es que se extraen los p´ıxeles y vo´xeles con carac-
ter´ısticas similares relativas a la intensidad en cada punto, pero adema´s, se tienen en
cuenta las caracter´ısticas espaciales en la imagen. Por esta razo´n, las regiones obtenidas
con estos procedimientos son siempre regiones conexas, lo cual ser´ıa necesario compro-
bar en otros tipos de me´todos si es que se requieren regiones necesariamente conexas.
Por otro lado, una desventaja que presentan es que se obtienen distintos resultados de-
pendiendo de que´ semilla se elija. Pero no so´lo depende de la semilla, tambie´n depende
enormemente del criterio de homogeneidad que se escoja.
Figura 3.6: Proceso descrito de hill climbing
[1]
Un ejemplo de crecimiento de regiones
es el uso de hill climbing en la delineacio´n
de microcalcificaciones en mamogramas.
Para usar esta te´cnica, se comienza esco-
giendo el ma´ximo local que hay en dicha
microcalcificacio´n y se usa como semilla.
Desde este punto se dibujan de forma ra-
dial una serie de l´ıneas con el mismo a´ngu-
lo entre todas ellas. Estas l´ıneas determi-
nan las direcciones en las que se va a rea-
lizar el hill climbing. El hill climbing con-
siste en avanzar p´ıxel a p´ıxel en la direc-
cio´n escogida hasta alcanzar un ma´ximo
en una funcio´n determinada [1]. En este
caso, la funcio´n representa la inclinacio´n
(en el sentido de gradiente) que hay entre
unas intensidades y otras. El punto de in-
clinacio´n ma´xima localmente es el punto
escogido para cada l´ınea trazada.
Como podemos ver en la figura 3.6, se
escoge el ma´ximo local de la zona de mayor intensidad de la imagen y desde ah´ı se
alzan 16 l´ıneas equiespaciadas de forma radial para calcular mediante hill climbing
los 16 puntos que hacen de l´ımite de la regio´n. Estos puntos se usan despue´s como
semillas para hacer crecer la regio´n hacia dentro, es decir, en este ejemplo el criterio
de homogeneidad hace que se escojan p´ıxeles que se acerquen al ma´ximo local tanto
espacialmente como en te´rminos de intensidad.
Este tipo de te´cnica se ha utilizado tambie´n en otros casos como puede ser la seg-
mentacio´n de ventr´ıculos en ima´genes card´ıacas, la extraccio´n de venas en angiograf´ıas
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y la extraccio´n de la superficie del cerebro en otras a´reas de ima´genes me´dicas [1].
Algoritmo de Watershed: la segmentacio´n mediante el algoritmo de Watershed
esta´ basada en regiones y utiliza la morfolog´ıa de la imagen. De nuevo, se requiere
una semilla interior a la futura regio´n, pero adema´s, se debe marcar tambie´n la zona
a la que pertenece el fondo conocido de la imagen. Para ello, se puede hacer esto, de
nuevo, mediante un operador, o bien, mediante un algoritmo que marque ambas cosas
automa´ticamente usando conocimientos previos2 sobre la imagen [1].
(a) Eleccio´n del punto interior y del fondo
(b) Algoritmo de Watershed tras aplicar el operador So-
bel
Figura 3.7: Ejemplo de algoritmo de Watershed descrito [1]
Este algoritmo funciona intuitivamente de la siguiente forma (figura 3.7). Si asocia-
mos la intensidad de los p´ıxeles de la imagen con la altitud de un terreno, la imagen
tridimensional resultante ser´ıa la de un terreno con picos, montan˜as y valles a distintas
altitudes. Si pudie´semos sumergir dicho terreno en agua de forma que el eje de altitud
del terreno fuese paralelo al eje de profundidad en una ban˜era, este algoritmo seleccio-
nar´ıa los puntos en los que el agua comenzar´ıa a invadir otros valles distintos del valle
externo. Es decir, ba´sicamente, este algoritmo es capaz de distinguir los bordes de las
“piscinas” que se formar´ıan en el terreno o, lo que es lo mismo, ser´ıa capaz de marcar
cordilleras [1]. Ana´logamente, si simula´semos la caida de gotas de agua en cada uno de
los puntos del terreno, podr´ıamos decir que el algoritmo es capaz de detectar que´ puntos
tienen una vertiente que da a un valle o a otro. Los puntos que lleven al valle donde
2Aque´llos que se conocen debido a la propia naturaleza del tipo de imagen.
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esta´ la semilla interior son puntos pertenecientes a la “piscina” que nos interesa, los
dema´s pertenecen al fondo.
No todas las ima´genes tienen esta caracter´ıstica de que nos interese marcar sus
cordilleras, de hecho, es ma´s usual querer delimitar tan so´lo la regio´n de mayor inten-
sidad de estas ima´genes. Por tanto, lo que se puede hacer es convertir dichas ima´genes
usando el operador Sobel3 para obtener una imagen donde la intensidad de los p´ıxeles
es proporcional a la diferencia de intensidades entre p´ıxeles vecinos, que en este caso,
s´ı coinciden con el l´ımite de dicha regio´n [1].
Esta te´cnica se utiliza en numerosas aplicaciones en ima´genes de dos dimensiones.
Por ejemplo, es u´til para segmentar ima´genes microsco´picas de la retina. Tambie´n se
ha llegado a implementar una versio´n tridimensional para analizar ima´genes card´ıacas
volume´tricas [1].
Te´cnicas basadas en contornos: estas te´cnicas consisten en usar los contornos
detectados en las ima´genes para hacer una posterior segmentacio´n de la misma. Al
igual que en el caso anterior, lo que se hace es hallar los contornos usando un operador,
normalmente basado en el gradiente, tal y como sucede con el operador Sobel (ver figura
3.8 B). Por tanto, la estrategia a seguir es la misma que la de antes, primero se obtienen
los bordes de la imagen usando cierto operador y, despue´s, se determina que´ bordes nos
interesan [1].
Figura 3.8: (A) imagen original, (B) tras aplicar el operador Sobel, (C y D) tras um-
bralizar con distintos umbrales [1]
3Este operador esta´ basado en el gradiente.
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En este caso, se suele hacer uso de te´cnicas de umbralizacio´n sobre la imagen de
gradientes para determinar cua´les son los bordes que nos interesa clasificar como bordes
(ver figura 3.8 C). Pero en muchas ocasiones, estos bordes no formara´n recintos cerra-
dos, lo cual suele ser un requisito imprescindible en este tipo de segmentacio´n. Para
poder cerrar los recintos tras haber realizado el proceso anterior, se suele hacer uso de
te´cnicas de postprocesado que cierran dichos recintos. Esto se puede hacer de forma
automa´tica, aunque puede resultar ser una situacio´n bastante ambigua. En este caso,
sera´ necesario hacer uso de me´todos semiautoma´ticos o completamente manuales [1].
Otra posibilidad es la de usar el operador Laplaciano en lugar de otros operadores, que
incluye la informacio´n que proporcionan las segundas derivadas.
Estas te´cnicas suelen presentar problemas en casos de ruido en las ima´genes ya que
el ruido puede alterar significativamente los resultados y generar contornos que no nos
interesen [1].
Diversas versiones de estos me´todos se han utilizado para analizar ima´genes me´di-
cas. Se ha utilizado para detectar las ca´maras ventriculares en ima´genes de resonancia
magne´tica del corazo´n, para segmentar ima´genes de resonancia magne´tica del cerebro
y para delinear venas [1].
Te´cnicas multimodales: las te´cnicas multimodales se basan en utilizar la infor-
macio´n que proporcionan varias ima´genes de distinta naturaleza al mismo tiempo. La
variedad de la informacio´n que proporcionan dichas ima´genes depende del tipo de ima-
gen que se trate. Podemos estar combinando caracter´ısticas de ima´genes que provienen
de distintos tipos de esca´ner (MRI, PET, CT...) o bien podemos estar combinando
ima´genes del mismo tipo de esca´ner pero adquiridas en distintos momentos, da´ndonos
informacio´n ma´s completa sobre la evolucio´n de la enfermedad en el paciente.
Combinando mu´ltiples te´cnicas: en el caso de usar varias te´cnicas lo que te-
nemos es una imagen que, en lugar de tener un solo canal de intensidad, tiene varios
canales de intensidad (como sucede con las ima´genes a color). Para poder sacar la in-
formacio´n de estas ima´genes correctamente en mu´ltiples ima´genes simulta´neamente, se
suele hacer uso de te´cnicas conocidas como puede ser k-nearest neighbors (kNN), fuzzy
c-means, k-means o las redes de neuronas artificiales (RNA). Adema´s, es importante
que estas ima´genes tengan poco ruido porque deben corresponderse las unas con las
otras. El ruido y otros factores puede hacer que relacionar ima´genes sea mucho ma´s
complicado [1].
Este tipo de te´cnica ha resultado ser muy eficiente por ejemplo en el ana´lisis del
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cerebro en dos versiones distintas de MRI para poder contrastar los tejidos que lo
componen [1].
Adquisicio´n en funcio´n del tiempo: las te´cnicas ma´s conocidas para analizar
en funcio´n del tiempo se conocen como te´cnicas de ana´lisis parame´trico. En estas te´cni-
cas la intensidad de cada elemento se contrasta con el tiempo generando unas gra´ficas.
Se pueden elegir una serie de para´metros como la intensidad ma´xima y mı´nima que se
utilizara´n para obtener unas ima´genes resultantes y poder hacer el estudio consecuente
sobre ellas en funcio´n de un solo para´metro. Cada gra´fica se analiza asumiendo que
las curvas tienen caracter´ısticas similares en el tiempo, es decir, que siguen el mismo
patro´n [1].
Este tipo de te´cnica se ha utilizado por ejemplo en segmentacio´n tridimensional
de lesiones de esclero´sis mu´ltiple en ima´genes MRI obtenidas a lo largo del tiempo.
Despue´s, se escogen para´metros como por ejemplo, variacio´n de la intesidad en las
lesiones conocidas, momento de aparicio´n o momento de desaparicio´n de las mismas.
Con esto, se obtienen unas ima´genes en las que se pueden observar resaltadas otras
lesiones que siguen los patrones establecidos por los para´metros elegidos.
Con esto, se han introducido en menor detalle las te´cnicas ma´s populares en el mundo
del ana´lisis de ima´genes me´dicas, se han proporcionado ciertos ejemplos sobre co´mo se
aplica determinada versio´n de la te´cnica y en que´ a´mbitos reales se ha probado. Adema´s,
se han dado ciertas nociones para entender las ventajas y desventajas que pueden tener
estos tipos de te´cnicas en funcio´n de la situacio´n.
3.3. Segmentacio´n manual y semiautoma´tica
Ahora se procede a introducir tanto la segmentacio´n manual como la semiautoma´ti-
ca en ima´genes PET y CT en base a lo descrito en la clasificacio´n 3.2. La informacio´n
adicional que se debe proporcionar en cada te´cnica var´ıa evidentemente segu´n el con-
texto y segu´n la te´cnica que se este´ utilizando. En nuestro caso, en el campo de la
oncolog´ıa, las te´cnicas semiautoma´ticas suelen requerir informacio´n previa acerca de la
posicio´n de los volu´menes de ca´ncer. En muchos casos, basta con introducir un punto
interior al volumen.
Primero se revisara´ la segmentacio´n manual. La segmentacio´n manual de los tumores
cancer´ıgenos requiere de especialistas entrenados en este campo. Por tanto, se requiere
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de mucha experiencia y de mucho tiempo para llegar a delinear los volu´menes de la
forma ma´s correcta posible.
Aunque disponer de un especialista muy entrenado pueda parecer garant´ıa de ob-
tencio´n de resultados suficientemente correctos, esto no es del todo cierto. Es conocido
el problema de que la delineacio´n manual no es del todo objetiva, es decir, que depende
de cada especialista. Esto se le llama variabilidad entre observadores (inter-observer
variability) y esta´ ilustrado en la figura 3.9 [24, 12]. Adema´s, tambie´n se sabe que exis-
te un problema de variabilidad en la delineacio´n manual debido a la configuracio´n del
programa que el especialista este´ usando [24].
Figura 3.9: Diferencias en 3 tumores distintos entre varios observadores indicado me-
diante contornos azules [12]
En el caso de las ima´genes CT, tambie´n existen problemas para obtener la delinea-
cio´n ma´s correcta posible. De hecho, se suele sobreestimar la extensio´n del tumor para
garantizar que la delineacio´n no queda fuera de la lesio´n [8].
Para evitar estos problemas se hace uso a menudo de te´cnicas de crecimiento de
regiones. Tal y como se explico´ en la seccio´n 3.2, estas te´cnicas consisten en el uso de
al menos una semilla o seed principal la cual se usa como punto de partida para hacer
crecer la regio´n hasta el punto que se crea conveniente.
El problema que pueden llegar a presentar este tipo de me´todos es que dependen
mucho de la funcio´n que se use como criterio de homogeneidad (revisar 3.2) y adema´s,
depende tambie´n de co´mo se elijan las semillas iniciales [8]. Esto se puede comprobar en
el siguiente estudio (ver figura 3.10) donde se propone una nueva te´cnica de crecimiento
de regiones a ima´genes CT.
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Figura 3.10: Diferentes resultados obtenidos en el mismo paciente entre distintas semi-
llas iniciales (slices 79-85) [8]
3.4. Segmentacio´n automa´tica
Los procesos de segmentacio´n automa´tica o sin supervisar son los que vamos a
analizar con ma´s detalle en esta seccio´n, so´lo que esta vez nos centraremos tan so´lo en
PET.
La segmentacio´n automa´tica, como ya hemos visto, tiene la peculiaridad de no
requerir la intervencio´n en ningu´n momento del operario durante el proceso. Tan so´lo
es necesario dar unos primeros para´metros si es que la te´cnica que se utilice lo requiere
y eso es todo. Tener en cuenta que no es sencillo clasificar entre te´cnicas automa´ticas y
semiautoma´ticas puesto que la l´ınea que divide a ambas definiciones es muy fina. Por
ejemplo, las te´cnicas de crecimiento de regiones son semiautoma´ticas porque requieren
la semilla inicial que es considerada como una ventaja importante para el procedimiento.
Y por otro lado, hay te´cnicas que requieren ciertos ajustes para llegar a conseguir el
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resultado que se pretende, por tanto, en el fondo sigue estando presente un operario.
Pero como estos para´metros se pueden conseguir en realidad entrenando un modelo o
a trave´s de datos estad´ısticos, al final se pueden considerar como automa´ticos.
La segmentacio´n automa´tica o, en nuestro caso, la podemos llamar “delineacio´n”
automa´tica, presenta varias ventajas especialmente frente a la segmentacio´n manual.
Principalmente, podr´ıamos hablar de una ventaja en la falta de variabilidad frente a
la que pueda haber entre varios observadores en el caso manual. Evidentemente, esto
depende en gran medida en el algoritmo utilizado ya que algoritmos basados en para´me-
tros aleatorios carecen de rigor tal y como suced´ıa con el crecimiento de regiones (ver
3.10). En este sentido estar´ıamos hablando de una mayor reproducibilidad de las prue-
bas puesto que podr´ıan repetirse en distintas ocasiones y siempre obtener los mismos
resultados. Como es lo´gico, esto es algo muy positivo de cara a hacer mediciones y a
intentar predecir el comportamiento de las te´cnicas automa´ticas en su futuro uso.
Y adema´s de esto, como tambie´n es evidente, el hecho de disponer de te´cnicas au-
toma´ticas hace que no sea necesario, en nuestro caso, disponer de un operador entrenado
ni de que tenga que emplear tanto tiempo en analizar las ima´genes y sus respectivos
volu´menes cancer´ıgenos.
Ahora procedemos a explicar las distintas te´cnicas encontradas que potencialmente
podr´ıan ser u´tiles para ser aplicadas a lo que nos concierne que son las ima´genes PET y
el h´ıbrido PET-CT. Tambie´n se describira´n los problemas encontrados en la revisio´n de
la literatura en los casos que sean necesarios tales como incoherencias o falta de datos
sobre los experimentos entre distintas publicaciones.
3.4.1. Te´cnicas de umbralizacio´n
Las te´cnicas de segmentacio´n ma´s populares en ana´lisis de ima´genes me´dicas ya
han sido introducidas anteriormente y entre ellas estaba la umbralizacio´n (ver 3.2).
Por ello nos vamos a centrar ma´s adelante en revisar aque´llas que esta´n disponibles
en la literatura pero aplicadas a nuestro campo de estudio de las ima´genes PET. Para
recordar en que´ consisten las te´cnicas de umbralizacio´n desde un punto de vista general
ir al pa´rrafo 3.2.
En esta seccio´n distinguiremos entre dos tipos de umbralizacio´n dentro de nues-
tro a´mbito de ima´genes PET. Se distinguira´ entre umbralizacio´n fija y umbralizacio´n
dina´mica.
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Umbralizacio´n fija
Entendemos por umbralizacio´n fija a aque´lla basada en un umbral constante, aun-
que tambie´n se suele entender como umbralizacio´n fija a umbrales fijos pero relativos
al rango de valores de la imagen. Entonces, podemos distinguir entre umbrales fijos
absolutos y umbrales fijos relativos respectivamente.
En la literatura se han propuesto distintos me´todos de umbralizacio´n fija, aunque
so´lo se ha propuesto uno de umbralizacio´n fija absoluta sobre los valores del SUV
(para recordar que´ es el SUV, ver la descripcio´n en la subseccio´n 3.1). Este umbral
tiene el valor 2,5 sobre el SUV y fue propuesto por Paulino et al. [16]. Este umbral se
hallo´ realizando estudios y comparativas sobre tumores malignos en pacientes de ca´ncer
en la cabeza y el cuello.
El problema de los umbrales absolutos para distinguir entre zonas afectadas por
ca´ncer y las zonas no afectadas es que existe cierta inhomogeneidad en los tumores, lo
cual puede dificultar la bu´squeda de un umbral ideal [24]. Adema´s, puede haber muchos
artefactos en las ima´genes haciendo que estos me´todos no sirvan [24]. De hecho, se ha
probado que este me´todo ha fallado en ciertas pruebas [24] y sigue siendo un tema de
discusio´n en el a´rea [24, 13]. No obstante, este me´todo se utiliza habitualmente en los
hospitales como primera aproximacio´n al volumen ideal del tumor y posteriormente, si
hay cierta inexactitud, se corrige manualmente a partir de lo hallado por esta te´cnica
de umbralizacio´n.
Por otro lado, como hemos dicho, existen umbrales que clasificaremos como fijos,
pero que son relativos a los valores de intensidad de la imagen. Estos umbrales rela-
tivos se empezaron a proponer porque segu´n algunos estudios, el umbral ideal var´ıa
dependiedo del taman˜o de la esfera (phantom4) que se use para llevar a cabo el estudio
estad´ıstico, de la relacio´n con la actividad del fondo y de otros factores [24, 4]. Es decir,
que como ya se ha dicho, queda demostrado que los umbrales fijos absolutos, no son
suficientemente precisos en todos los casos.
El umbral que ma´s se suele utilizar en la literatura es el umbral relativo constante
del 42 % o, en algunas ocasiones, del 40 %. Este umbral constante se suele aplicar sobre
los valores del SUV de la forma descrita en la siguiente ecuacio´n 3.3.
umbral = 0,42× (maximo−mı´nimo) + mı´nimo (3.3)
Es decir, que se aplica el 42 % al ma´ximo valor de la imagen para determinar el umbral
4Los phantom son volu´menes preparados para hacer pruebas que, en este caso, se rellenan de
marcador FDG.
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absoluto [4]. Este estudio fue llevado a cabo por Erdi et al. en el documento [4] donde
se asegura que todos los umbrales relativos constantes se encuentran siempre entre el
36 % y el 44 %. Este estudio se llevo´ a cabo usando phantoms con forma de esfera de
diversos taman˜os.
Umbralizacio´n dina´mica
Entendemos entonces como umbralizacio´n dina´mica a cualquier te´cnica que no
este´ basada en un umbral fijo ya sea relativo o absoluto. En resumen, es lo opuesto
a lo que se ha descrito anteriormente.
La umbralizacio´n dina´mica se puede entender tambie´n en mayor o menor medida
como “fija” si contiene para´metros constantes que se han obtenido mediante estudios
estad´ısticos, normalmente usando l´ıneas de regresio´n o me´todos similares. En otras
ocasiones, los para´metros no tienen nada que ver con estudios hechos y tan so´lo sirven
para guiar al algoritmo y para conseguir unos resultados determinados. Entonces, tal y
como se dijo en la clasificacio´n 3.2, e´ste es uno de aquellos casos de los que no estamos
seguros de co´mo clasificarlos. Por el momento, diremos que la umbralizacio´n fija se da
so´lo en los casos descritos anteriormente, y los dema´s los clasificaremos directamente
como dina´micas aunque haya dudas presentes.
Ahora separaremos las te´cnicas de umbralizacio´n dina´micas en dos grupos en funcio´n
de su objetivo de disen˜o. Distinguiremos entonces te´cnicas de umbralizacio´n dina´micas
cla´sicas y te´cnicas de umbralizacio´n dina´micas de PET.
Umbralizacio´n dina´mica cla´sica
Vamos a empezar hablando de las te´cnicas de umbralizacio´n dina´micas cla´sicas que
no se inventaron necesariamente con la idea de que fuesen aplicadas en un campo
determinado. Es decir, en cierto sentido son te´cnicas de umbralizacio´n con un enfoque
general. Dentro de estas te´cnicas cla´sicas, se pueden distinguir distintos tipos segu´n la
estrategia que sigan a la hora de realizar los ca´lculos [20]:
Basadas en la forma del histograma: se analizan las curvas (ma´ximos locales, mı´ni-
mos locales,...) de los histogramas para determinar el umbral.
Basadas en clustering : donde las intensidades se agrupan (de ah´ı el hecho de lla-
marlos de clustering) en dos grupos distintos, lo cual se suele modelizar como si
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se intentasen clasificar esos dos grupos siguiendo dos distribuciones gaussianas,
una para cada grupo. Para que este tipo de umbralizacio´n de´ buenos resultados es
importante que el histograma sea suficientemente bimodal [15]. Esto implica que
el histograma5 debe representar una distribucio´n de las intensidades de la imagen
de forma que haya un “valle” bien definido entre ambos grupos. Si este valle es
inexistente, los resultados no tendra´n por que´ ser buenos.
Basadas en entrop´ıa: aque´llas que analizan la imagen en base a la entrop´ıa de los
segmentos de fondo y de objeto, la entrop´ıa de la iamgen binarizada frente a
la imagen original o, en general, cualquier derivado que requiera de ana´lisis de
entrop´ıa para poder decidir sobre los segmentos resultantes.
Basadas en los atributos de los objetos: tratan de buscar similitud entre atribu-
tos entre la imagen original y la imagen binarizada resultante tales como el ana´li-
sis de la forma usando lo´gica borrosa (fuzzy), ana´lisis de la coincidencia entre los
bordes, etc.
Me´todos espaciales: utilizan distribuciones de probabilidad y/o correlacio´n entre
p´ıxeles de la imagen para determinar los segmentos.
Me´todos locales: este tipo de me´todos en lugar de dar un umbral para todos los p´ıxe-
les, dan un umbral para cada p´ıxel basa´ndose en caracter´ısticas locales (aque´llas
que pertenecen a los vecinos de los p´ıxeles analizados).
Estas te´cnicas de umbralizacio´n son tambie´n populares fuera del a´mbito de las
ima´genes me´dicas. Pueden ser u´tiles por ejemplo para automatizar tareas de testing
no destructivo (NDT) [20]. Puede ser u´til en tareas como la deteccio´n automa´tica de
pequen˜as roturas y corrosio´n del fuselaje de los aviones en ima´genes obtenidas mediante
corriente Eddy (figura 3.11a). Tambie´n es comu´n la deteccio´n de defectos en pla´sticos
reforzados con fibra de vidrio (GFRP) a trave´s de ima´genes de ultrasonidos (figura
3.11b) y en la inspeccio´n de circuitos impresos (figura 3.11c). Estas tareas son muy
tediosas y requieren de mucha concentracio´n por parte de los operarios que lo hacen
manualmente.
Es tambie´n muy comu´n el uso de umbralizacio´n para la binarizacio´n de documentos,
es decir, la separacio´n del documento en dos segmentos: el fondo, que corresponde
al papel; y el objeto que en este caso corresponde a los caracteres que componen el
documento [20]. Este tipo de aplicaciones puede servir para la automatizacio´n de tareas
de lectura de documentos y su conversio´n a formato electro´nico sin necesidad de un
operario (figura 3.11d). Adema´s de las ima´genes originales, se muestran las ima´genes
ya umbralizadas manualmente con el umbral ideal para cada caso.
5Representacio´n de la distribucio´n de intensidades de la imagen en una serie de rangos establecidos.
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(a) Eddy (b) GFRP (c) PCB
(d) Binarizacio´n de un documento y el resulta-
do tras umbralizar
Figura 3.11: Ejemplos de ima´genes umbralizadas en NDT [20] y binarizacio´n de docu-
mentos
Como estas te´cnicas se crearon con una visio´n general, se pueden aplicar a casi
cualquier tipo de imagen y pueden dar buenos resultados en general. Todo esto se
puede hacer siempre y cuando la imagen cumpla con los requisitos necesarios para
poder hacer umbralizacio´n, es decir, que la imagen tenga un solo canal de intensidad.
Si la imagen tuviese varios canales, habr´ıa que convertirlas primero a ima´genes de un
solo canal.
Estas te´cnicas se han aplicado ya en nuestro campo, las ima´genes PET, aunque el
estudio se hizo en seis phantoms esfe´ricos de distintos taman˜os y distintos niveles de
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Figura 3.12: Esferas 1, 3 y 5 en ambos esca´neres y los niveles de contraste [17]
contraste en cada prueba. Las ima´genes PET de estos phantoms se obtuvieron usando
dos tipos de esca´ner distintos que tienen distintas caracter´ısticas y producen distintas
cantidades de ruido al extraer las ima´genes [17].
Para la realizacio´n de estas pruebas se siguio´ el protocolo esta´ndar en cada uno de
los esca´neres, lo que incluye un proceso de correccio´n de la atenuacio´n para la obtencio´n
de las ima´genes finales. Para simular el contraste que se da en ima´genes PET ordinarias
se inyecto´ marcador de fondo en el material de prueba de ambas pruebas (las de los dos
esca´neres) en distintas cantidades siguiendo tres niveles de contraste (tambie´n conocido
como source-to-background) diferentes (2:1, 4:1 y 8:1). Adema´s, la profundidad de las
ima´genes obtenidas se paso´ de 16 bits a 8 bits [17].
En resumen, en este experimento se generaron un total de 36 pruebas (6 esferas, 3
niveles de contraste y 2 esca´neres) las cua´les se pueden observar en la figura 3.12.
En este experimento se probaron concretamente 21 te´cnicas que aparecen en la eva-
luacio´n (survey) de te´cnicas de umbralizacio´n del art´ıculo [20]. Primero probando estas
te´cnicas para descartar aque´llas que daban resultados inaceptables y as´ı continuar el
experimento con las te´cnicas no descartadas. De todas esas te´cnicas, so´lo se seleccio-
naron 12, las cua´les fueron puestas a prueba y cuyos resultados fueron analizados y
contrastados posteriormente con la te´cnica de umbralizacio´n fija del 42 % [17].
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Figura 3.13: Medida de rendimiento de las 12 te´cnicas probadas [17]
Se utilizaron tres indicadores de rendimiento para comparar los resultados obtenidos
con los volu´menes conocidos de las esferas. De estos indicadores se calculo´ la media para
que sirviese de medida de rendimiento definitiva. Segu´n este art´ıculo, las te´cnicas de
clustering (ver la clasificacio´n 3.4.1 para recordar cua´les son las te´cnicas de clustering)
fueron las que dieron los mejores resultados y, en concreto, las te´cnicas de umbralizacio´n
de Ridler, Ramesh, Otsu y Yanni dieron mejores resultados que la te´cnica de 42 % fijo
(ver figura 3.13). De hecho, las te´cnicas de Ridler y de Ramesh fueron las que mejores
resultados dieron [17]. Esta medida de rendimiento esta´ basada en una medida del error,
por tanto, cuanto ma´s bajos sean los resultados de los indicadores, mejor es el resultado
(de nuevo, ver figura 3.13).
Este art´ıculo es el u´nico art´ıculo encontrado que parece hacer una comparativa
completa de te´cnicas cla´sicas, aunque so´lo se centre en la umbralizacio´n.
Umbralizacio´n dina´mica de PET
Ahora nos centraremos en la umbralizacio´n dina´mica creada exclusivamente con la
intencio´n de ser u´til en PET. Estas son te´cnicas que en lugar de ser de caracter general,
se basan en estudios estad´ısticos y que hacen uso de para´metros tales como el SUV
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ma´ximo, el valor de SUV medio de los volu´menes de ca´ncer obtenidos en experimentos
previos o la relacio´n entre la intensidad de los valores de fondo y la intensidad de los
valores del tumor o tumores cancer´ıgenos.
A menudo estas te´cnicas se basan en estudios estad´ısticos hechos mediante phan-
toms, que, como hemos visto, son volu´menes experimentales expresamente disen˜ados
para hacer estudios de este estilo. En pocas ocasiones se han hecho estudios utilizan-
do casos reales y adema´s, los estudios que se han hecho sobre casos reales utilizan
volu´menes hallados manualmente por especialistas para contrastar con los volu´menes
obtenidos usando te´cnicas de segmentacio´n. Evidentemente, estos volu´menes usados pa-
ra contrastar no tienen por que´ ser buenos ya que, como se ha visto en la seccio´n 3.1.3,
son subjetivos. Entonces, no hay garant´ıas de que el estudio sea del todo acertado si la
validacio´n se basa en resultados manuales [24]. Estos estudios mediante phantoms pue-
den tener ruido y simular la heterogeneidad de los casos reales, aunque evidentemente
esto no es suficiente ya que los casos reales tienen much´ısima complejidad [24].
En resumen, se han propuesto muchas te´cnicas de umbralizacio´n que utilizan para´me-
tros obtenidos experimentalmente pero cuyos umbrales var´ıan en base de ciertas carac-
ter´ısticas generales de la imagen. Estos para´metros son fijos y se han obtenido para
maximizar la precisio´n de estas te´cnicas en la delineacio´n de PET. Entonces, ninguna
de las siguientes te´cnicas esta´ pensada para ser aplicadas en un a´mbito general y los
ma´s probable es que los resultados no sean ni siquiera aceptables si se usan en otras
a´reas.
Ahora se revisara´n brevemente algunas de las te´cnicas de umbralizacio´n dina´micas
citadas en el documento [24]:
Relacio´n logar´ıtmica con el volumen del tumor: segu´n Biehl et al. (2006) [3]
existe una relacio´n logar´ıtmica entre el volumen del tumor y el umbral fijo relativo,
obtenido mediante el estudio de volu´menes delineados manualmente en CT en pacientes
con NSCLC. Ver la fo´rmula 3.4.
umbral( %) = 59,1− 18,5× log10(volumen del tumor) (3.4)
Aunque en el art´ıculo [24] no queda especificado en que´ unidad se debe introducir el
volumen del tumor, los volu´menes con los que suelen trabajar esta´n en mililitros y lo
ma´s probable es que se trate de esa unidad.
Basado en la intensidad media y la de fondo: propuesto por Nestle et al. (2005)
[13], esta fo´rmula utiliza la intensidad media de todos los p´ıxeles rodeados por el con-
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torno generado sobre el 70 % de la intensidad ma´xima del tumor y la intensidad media
de un o´rgano vecino suficientemente alejado del tumor como para no verse afectado
por su intensidad. La primera intensidad media, se nota en la fo´rmula como Imedio y
la intensidad considerada de fondo se nota como Ifondo. La fo´rmula quedar´ıa entonces
como sigue en 3.5.
umbral( %) = β · Imedio + Ifondo (3.5)
donde se hayo´ que el β ideal era de 0.15.
Posteriormente se reviso´ la fo´rmula anterior y se dio una nueva versio´n optimizada
para un nuevo conjunto de prueba que inclu´ıa phantoms esfe´ricos de distintos dia´metros.
La fo´rmula resultante fue la 3.6.
umbral( %) = (a× SUVmedio(70 %) + b×BKG)/SUVma´x (3.6)
En este caso los valores a y b dependen del taman˜o de la esfera y del esca´ner. Con-
cretamente, indicaron que para esferas superiores a 3 cm de dia´metro los valores eran
a = b = 0,5 y que para esferas inferiores a 3 cm de dia´metro eran a = 0,67 y b = 0,6.
Adema´s de estos me´todos, se han propuesto otros me´todos iterativos que relacionan
el volumen de la lesio´n con otros para´metros como el source-to-background y el volumen
directamente con el umbral ideal basa´ndose en el me´todo de Monte Carlo [24]. Pero
e´stos y otros me´todos se han omitido para no alargar innecesariamente este apartado.
Como se puede observar, todos estos me´todos tienen demasiados para´metros que
se deben optimizar y que dependen del estudio que se este´ haciendo. De hecho, esta´n
muy enfocadas al taman˜o de los phantoms en muchos casos y esto aplicado en un caso
real implicar´ıa conocer el taman˜o del tumor cancer´ıgeno cuando esto es precisamente
lo que se quiere hallar. Por tanto requieren de demasiados conocimientos a priori sobre
la lesio´n y, en muchos casos, carecen de una explicacio´n profunda y razonada de co´mo
y por que´ se deben usar exactamente las fo´rmulas que proponen.
3.4.2. Te´cnicas de multiumbralizacio´n
La multiumbralizacio´n fue nombrada en la seccio´n 3.2 donde se describieron bre-
vemente todas las te´cnicas de segmentacio´n, entre ellas las te´cnicas de umbralizacio´n.
La multiumbralizacio´n difiere de la umbralizacio´n simple en que se utiliza ma´s de un
umbral para segmentar y, por tanto, se obtienen ma´s segmentos de objeto que en la
simple.
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De nuevo, asumiendo un solo canal de intensidad en la imagen de entrada, podemos
describir la multiumbralizacio´n usando la siguiendo la fo´rmula 3.7.
g(x¯) =

0 si f(x¯) < u1
1 si u1 ≤ f(x¯) < u2
. . .
n− 1 si un−1 ≤ f(x¯) < un
n si un ≤ f(x¯)
(3.7)
Ahora en lugar de tener so´lo valores 0 y 1, tenemos que usar ma´s valores para etique-
tar los p´ıxeles o vo´xeles que corresponda. En esta fo´rmula tenemos n umbrales. Y de
nuevo, al igual que en la umbralizacio´n simple, podemos encontrarnos con un caso en
el que queramos hacer umbralizacio´n local y multiumbralizacio´n al mismo tiempo. En
este caso, necesitaremos mu´ltiples umbrales descritos para cada p´ıxel o vo´xel indepen-
dientemente. De nuevo, habr´ıa que sustituir los u1, u2, . . . un por uh1(x¯), uh2(x¯), . . . uhn(x¯)
donde cada hk(x¯) ser´ıa una funcio´n que nos devuelve el ı´ndice del umbral que haya que
aplicar al p´ıxel o vo´xel en la lista de umbrales para x¯. Adema´s, en este caso, habr´ıa que
an˜adir la condicio´n de que la lista de umbrales sea estrictamente creciente para evitar
repeticiones de umbrales y para que la fo´rmula anterior tenga sentido.
La multiumbralizacio´n es entonces u´til para segmentar ima´genes donde hay ma´s
de un grupo de intensidades de los que estamos interesados en separar. Este tipo de
segmentacio´n puede ser bastante u´til de nuevo en ima´genes NDT como las presentadas
en figura 3.11 [21] y parece ser u´til para la deteccio´n de venas en ima´genes de retina
[10].
Por otro lado, no ha sido posible encontrar art´ıculos en los que se haya utilizado
este tipo de te´cnica anteriormente en el a´mbito de las ima´genes PET y CT. Aunque
esto no significa necesariamente que sean te´cnicas que no se puedan adaptar para su
uso al menos en PET.
Al no haber conseguido encontrar ninguna referencia sobre multiumbralizacio´n, tan
so´lo podremos introducir ciertas te´cnicas de multiumbralizacio´n cla´sicas de uso general
tal y como se hizo en la seccio´n 3.4.1 con las te´cnicas cla´sicas. Para ello nos basaremos
en el art´ıculo [19].
En este art´ıculo se sen˜ala que los me´todos cla´sicos que vamos a listar a continuacio´n
se pueden extender al caso de multiumbralizacio´n.
Otsu: te´cnica de umbralizacio´n basada en clustering que utiliza la media y las desvia-
ciones t´ıpicas de una distribucio´n gaussiana conceptual por cada segmento para
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hacer la clasificacio´n de manera similar a otras te´cnicas basadas en clustering.
Esta te´cnica se explicara´ con ma´s detalle en la seccio´n 4.1.1 ya que fue elegida
para hacer nuestras pruebas.
Pun: la cual esta´ basada en entrop´ıa y utiliza unas funciones de maximizacio´n para
obtener el umbral ideal.
Kapur: esta te´cnica utiliza de nuevo el concepto de entrop´ıa, pero esta vez utilizando
probabilidades de distribucio´n de las distintas intensidades de la imagen sobre
otra funcio´n de maximizacio´n distinta.
Preservacio´n del momento: en esta te´cnica los valores de los umbrales se calculan de
forma determinista de forma que los momentos de la imagen original se preserven
en la imagen umbralizada.
Mı´nimo error: en esta te´cnica el histograma se ve como una estimacio´n de la funcio´n
de densidad de probabilidades sobre la poblacio´n de p´ıxels que comprenden el
segmento de objeto y el segmento de fondo.
Adema´s de esos me´todos, en el art´ıculo se an˜aden otros me´todos que parecen no
estar clasificados con los dema´s me´todos probablemente por no ser tan conocidos y ser
creados con el objetivo de ser utilizados so´lo para multiumbralizacio´n.
Me´todo de amplitud de la segmentacio´n: en este me´todo se examina la curvatura
de la funcio´n de distribucio´n acumulativa para establecer los umbrales.
Me´todo de Wang y Haralick: esta te´cnica esta´ basada en la distincio´n de los p´ıxeles
que forman bordes en la imagen en base a la intensidad de los p´ıxeles vecinos para
establecer un primer umbral, despue´s se aplica sucesivas veces sobre los p´ıxeles
clasificados en un segmento y en los p´ıxeles del otro segmento individualmente si
es que se quieren obtener ma´s umbrales sobre esos p´ıxeles.
Me´todo de contraste uniforme: esta te´cnica se basa en la seleccio´n recursiva tra-
tando de buscar el umbral que encuentre la mayor cantidad posible de bordes de
mayor contraste y la menor cantidad posible de bordes de menor contraste en
cada iteracio´n.
En este art´ıculo se hicieron varias pruebas de rendimiento, sin embargo, las ima´genes
que utilizaron son ima´genes comunes del d´ıa a d´ıa y no sera´n presentadas aqu´ı puesto
que la calidad de las mismas no es muy conveniente dado que el documento del que
disponemos parece haber sido escaneado.
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Cap´ıtulo 4
Metodolog´ıa
4.1. Te´cnicas escogidas
Las te´cnicas que se han escogido para resolver el problema han sido ya introducidas
en el cap´ıtulo 3 del estado del arte. Las te´cnicas se han escogido en base a los siguientes
criterios por orden de preferencia:
Debe haber sido preferiblemente utilizada en el campo de delineacio´n de tumores
cancer´ıgenos en ima´genes PET y haber dado buenos resultados. En su defecto,
debe poder ser fa´cilmente adaptable a nuestro campo de intere´s.
Debe requerir la menor cantidad posible de para´metros, es decir, ser lo ma´s pa-
recido a una te´cnica completamente automa´tica (ver 3.2).
Debe ser suficientemente sencilla en dos sentidos: debe ser suficientemente ra´pida
en la obtencio´n de los resultados y, debe ser sencilla conceptualmente puesto que
eso implicara´ que sera´ ma´s sencillo razonar sobre lo que esta´ sucediendo si algu´n
resultado difiere de lo esperado.
Este criterio va en relacio´n con el punto anterior, la te´cnica debe utilizar conceptos
conocidos o, si no se conocen, deben estar bien detallados para evitar ambigu¨eda-
des. Si la te´cnica contiene partes que son complicadas de entender, la te´cnica es
descartada al no haber garant´ıas de que la implementacio´n se vaya a corresponder
con lo que supuestamente se este´ describiendo en el art´ıculo.
Preferiblemente, y en relacio´n con el primer punto descrito, si la te´cnica fue proba-
da en el a´rea de delineacio´n en PET, las pruebas deber´ıan ser variadas y deber´ıan
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utilizar indicadores suficientemente variados. A continuacio´n se describen en ma´s
detalle estas preferencias sobre la “variabilidad” de las pruebas.
• Las pruebas se deben haber realizado preferiblemente con phantoms de dis-
tintos taman˜os, al ser posible, phantoms complejos que simulen casos reales,
no necesariamente esfe´ricos.
• Las pruebas deben incluir distintos contrastes entre el marcador del tumor
y el marcador de fondo para simular la situacio´n real.
• Las pruebas deber´ıan haber sido realizadas tambie´n en pacientes reales con-
trastando los volu´menes obtenidos con volu´menes obtenidos manualmente
por los especialistas.
Por esta razo´n, las te´cnicas de umbralizacio´n son las que se han escogido ya que
tienen las siguientes ventajas y desventajas:
Ventajas:
• Han sido las ma´s utilizadas en el a´rea de PET [24]. Esto implica que hay
numerosos estudios y, por tanto, informacio´n completa sobre e´stas.
• Son sencillas en ambos sentidos, en tiempo de ejecucio´n y conceptualmente
[17].
• La mayor´ıa son reproducibles dado que no hay variaciones respecto de una
prueba a otra. Se obtienen siempre los mismos resultados.
Desventajas:
• Sensibles a los artefactos producidos por el movimiento [24].
• Problema´ticas cuando los tumores son muy heteroge´neos [24, 12].
Sin embargo, las desventajas que tienen estas te´cnicas las podemos encontrar tam-
bie´n en otros tipos de te´cnicas locales basadas por ejemplo en el gradiente, las cuales
son sensibles al ruido [24]. No obstante, la heterogeneidad de las lesiones y los arte-
factos producidos por el movimiento no difieren demasiado visualmente de los efectos
producidos por el ruido. Aunque no hay que confundir la heterogeneidad natural del
tumor con la heterogeneidad debida al ruido, en definitiva, siempre nos encontramos
con ruido en torno a los tumores y tambie´n en sus alrededores.
Adema´s, no hay todav´ıa ninguna preferencia en la literatura sobre que´ te´cnicas
son definitivamente mejores para las tareas de delineacio´n en hospitales, esto todav´ıa
esta´ siendo activamente investigado [24].
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Aunque lo que nos interesa es obtener el volumen ma´s ajustado posible, en caso de
error, es preferible que el volumen delineado resultante sea ligeramente superior en lugar
de ser ligeramente inferior. Esto es as´ı puesto que, hay que recordar que el objetivo es
refinar posteriormente la delineacio´n en CT lo cual se hara´ probablemente modificando
el volumen obtenido y adapta´ndolo a la imagen en CT siendo ma´s fa´cil reducir dicho
volumen que ampliarlo.
Dada la naturaleza de las ima´genes PET, las te´cnicas de multiumbralizacio´n podr´ıan
ser bastante u´tiles puesto que idealmente, podr´ıan ayudar a separar automa´ticamente
zonas del fondo de la imagen, del cuerpo, de los tumores y de la vejiga del paciente.
Todas estas zonas que han sido nombradas tienen intensidades muy distintas y no
tendr´ıa por que´ ser improbable que la separacio´n de las mismas diese buenos resultados.
4.1.1. Umbralizacio´n de Otsu
La te´cnica que se va a revisar ahora se conoce como umbralizacio´n de Otsu y se puede
ver en mayor detalle en el art´ıculo original de Otsu ([15]). La te´cnica de umbralizacio´n
de Otsu se basa en clustering y trabaja directa y expl´ıcitamente con distribuciones
gaussianas y sus propiedades. Hay que recordar adema´s que por ser una te´cnica de
umbralizacio´n basada en clustering el rendimiento es mayor cuanto ma´s bimodal sea el
histograma (ver 3.4.1). Aunque como se indico´ en la seccio´n 3.4.2, esta te´cnica se puede
extender al caso de multiumbralizacio´n, con lo cual, el histograma en estos casos deber´ıa
presentar varios “valles” claramente definidos y preferiblemente no muy anchos para
ser ma´s sencilla la deteccio´n del umbral en el punto ma´s bajo del valle (equivalente
a ser bimodal pero en lugar de “bi-” podr´ıamos llamarlo multi-modal). En la figura
4.1a se muestra un ejemplo de histograma con un valle claramente definido en el cual
podemos apreciar sin problemas el umbral ideal y, en la figura 4.1b se muestra otro
histograma pero que esta vez, a pesar de ser bimodal, el valle es demasiado amplio y es
ma´s complicado determinar cua´l ser´ıa el umbral ideal.
Para aplicar esta te´cnica so´lo se requiere de una imagen con un canal de intensidad
(equivalente a lo que Otsu llama en su art´ıculo gray-level) y un histograma que se
corresponda con la distribucio´n de los valores de intensidad de la imagen.
Usando la notacio´n de Otsu en dicho art´ıculo, podemos decir que la imagen podra´ te-
ner L valores distintos que son representados como [1, 2, . . . , L]. Adema´s, llamamos ni
al nu´mero de p´ıxeles o vo´xeles de la imagen con el valor i. Si esto es as´ı, nu´mero total
de p´ıxeles es N = n1 + n2 + · · · + nL. As´ı podemos definir cada uno de los bins1 del
1Cada uno de los rangos de valores sobre los que se hacen los conteos en el histograma.
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(a) Bien definido (b) Valle ancho
Figura 4.1: Ejemplos de histogramas bimodales
histograma normalizado (sobre N) como sigue en 4.1. Entonces, podemos ver pi como
una probabilidad.
pi =
ni
N
, pi ≥ 0,
L∑
i=1
pi = 1 (4.1)
Siendo e´stas las condiciones de las que partimos, lo que queremos es clasificar los p´ıxeles
o vo´xeles en dos clases C0 y C1 para el segmento de fondo y el de objeto respectivamente.
Para hacer esta clasificacio´n tomaremos el umbral k, entonces nos quedara´ C0 como
los p´ıxeles o vo´xeles con intensidades [1, . . . , k] y C1 como aque´llos con intensidades
[k + 1, . . . , L].
Otsu define as´ı la clasificacio´n de p´ıxeles y posteriormente, describe el proceso de
obtencio´n de la fo´rmula final que es la que nos sirve para hacer la umbralizacio´n.
En este documento, tan so´lo daremos la fo´rmula final y describiremos cada una de las
variables que sean necesarias para poder entenderla. Primero definiremos estas variables
empezando pos las probabilidades de cada clase 4.2 y 4.3.
ω0 = Pr(C0) =
k∑
i=1
pi = ω(k) (4.2)
ω1 = Pr(C1) =
L∑
i=k+1
pi = 1− ω(k) (4.3)
Es decir, que ω0 y ω1 son respectivamente las probabilidades de que un p´ıxel quede
clasificado en la clase C0 o C1 respectivamente.
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Y por u´ltimo, tan so´lo necesitamos definir las medias en 4.4 y 4.5 que se van a
utilizar en la fo´rmula simplificada final.
µ0 =
k∑
i=1
iPr(i|C0) =
k∑
i=1
ipi
ω0
=
µ(k)
ω(k)
(4.4)
µ1 =
L∑
i=k+1
iPr(i|C1) =
L∑
i=k+1
ipi
ω1
=
µ(L)− µk
1− ω(k) (4.5)
donde µ(L) se suele notar como µT .
Entonces la fo´rmula final que hay que maximizar es 4.6.
σ2B(k) =
(µ(L)ω(k)− µ(k))2
ω(k)(1− ω(k)) (4.6)
El k que maximice el valor de σ2B(k) sera´ el umbral o´ptimo que sera´ representado como
k∗ y por tanto se podr´ıa formalizar como 4.7.
σ2B(k
∗) = ma´x
1≤k<L
σ2B(k) (4.7)
La te´cnica de Otsu ha sido escogida por ser una te´cnica de umbralizacio´n de cara´cter
general y porque al parecer, ha dado muy buenos resultados en diversas a´reas de NDT
y de binarizacio´n de documentos tal y como mostraron Sezgin y Sankur en su art´ıculo
[20]. Adema´s, esta te´cnica ha sido probada usando phantoms tal y como se describio´ en
la seccio´n 3.4.1 los cuales cumplen al menos la segunda condicio´n sobre los phantoms
descrita en la seccio´n 4.1.
Podemos afirmar que esta te´cnica es “suficientemente” automa´tica dado que no
requiere ningu´n para´metros a parte de la imagen de entrada. Por tanto, es una te´cnica
ideal para el objetivo de automatizacio´n que queremos cumplir en este proyecto.
Y, por supuesto, al tratarse de una te´cnica de umbralizacio´n, comparte las ventajas
y desventajas descritas al comienzo de esta seccio´n 4.1. Esta te´cnica es sencilla a nivel
de conceptos y de optimizacio´n debido a que Otsu trato´ de utilizar el indicador de
umbral ideal ma´s simple que pudo encontrar y que utiliza so´lo medias, las cua´les son
muy sencillas de hallar.
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4.1.2. Umbralizacio´n de Ridler-Calvard
La te´cnica de umbralizacio´n de Ridler-Calvard es una te´cnica de umbralizacio´n de
tipo clustering (ver 3.4.1). Se basa en un proceso iterativo de clasificacio´n de p´ıxeles
o vo´xeles a modo de prueba y error para poder determinar que´ hacer en la siguiente
iteracio´n. Aqu´ı se resumira´ el algoritmo propuesto en el documento original [18] y
se dara´ tambie´n una fo´rmula que se encuentra en este art´ıculo [22] y que facilita la
comprensio´n e implementacio´n del algoritmo.
En esta te´cnica, Ridler y Calvard propusieron comenzar el algoritmo utilizando una
estimacio´n inicial sobre la segmentacio´n de la imagen. Esta estimacio´n inicial consist´ıa
en una imagen de las mismas dimensiones que la imagne de entrada, con los 4 p´ıxeles
de las esquinas clasificados como segmento de fondo y todos los dema´s p´ıxeles como
segmento de objeto. Concretamente, la figura 4.2 es la imagen que aparece en el art´ıculo.
Figura 4.2: Segmentacio´n inicial [18]
El procedimiento a seguir en este algoritmo se describio´ en el art´ıculo siguiendo un
esquema que se ha sido copiado del art´ıculo original figura 4.3.
Segu´n este gra´fico, el algoritmo de umbralizacio´n de Ridler consiste en introducir
la imagen inicial junto con un criterio para la primera iteracio´n, pudiendo usar por
ejemplo la propuesta por Ridler y Calvard (4.2), y partiendo de esta imagen inicial, se
establece un criterio de clasificacio´n de cada p´ıxel (notado como p en la figura). En las
siguientes iteraciones, el criterio que se utiliza es la media de las medias obtenidas en
cada segmento. Para hacer estas medias, no hay ma´s que calcular la media, pero so´lo
de los p´ıxeles pertenecientes al segmento correspondiente.
Este procedimiento se seguir´ıa hasta que no hubiese cambios en el nuevo umbral
hallado entre una iteracio´n y la siguiente o hasta un l´ımite en el nu´mero de iteraciones.
Para simplificar la comprensio´n de este algoritmo, se proporciona ahora una fo´rmula
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Figura 4.3: Esquema del algoritmo de Ridler [18]
(4.8) obtenida de [22] que resume el procedimiento.
Tk+1 =
∑Tk
b=0 bn(b)
2
∑Tk
b=0 n(b)
+
∑N
b=k+1 bn(b)
2
∑N
b=k+1 n(b)
(4.8)
donde Tk es el umbral obtenido en la iteracio´n k-e´sima, b es el nivel de “brillo” o lo
que conocemos como intensidad de un p´ıxel o vo´xel cumpliendo 0 ≤ b ≤ N siendo N
la mayor intensidad de la imagen; y n(b) es el nu´mero de ocurrencias de la intensidad
b, lo cual ser´ıa equivalente al nu´mero de ocurrencias en el bin b del histograma de la
imagen.
Esta te´cnica ha sido escogida por las mismas razones que la te´cnica de Otsu en
todos los aspectos, es decir, es de cara´cter general y ha dado buenos resultados en di-
versas a´reas [20], ha dado buenos resultados en PET (ver seccio´n 3.4.1), no requiere de
para´metros adicionales y, comparte las caracter´ısticas de otras te´cnicas de umbraliza-
cio´n. Adema´s, esta te´cnica en particular es muy sencilla de entender al tratarse de un
algoritmo iterativo que utiliza tan so´lo medias de las clases de la iteracio´n anterior y,
por tanto, es sencilla.
4.1.3. Umbral fijo de Paulino
Esta te´cnica de umbralizacio´n ya ha sido introducida al comienzo de la seccio´n 3.4.1
y dada su simplicidad, no se considera necesaria una explicacio´n en mayor profundidad
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ni acerca de la te´cnica, ni acerca del experimento que llevo´ a la obtencio´n de este umbral
fijo.
Como se dijo tambie´n en la seccio´n 3.4.1, parece ser que los umbrales fijos no tienen
por que´ dar necesariamente resultados buenos y su uso parece que todav´ıa es fruto de
controversias. Sin embargo, al tratarse de una te´cnica tan sencilla y utilizada tan a
menudo, parece correcto el empleo de esta te´cnica en este proyecto para poder hacer
una comparativa con las dema´s que hemos escogido.
4.1.4. Umbralizacio´n fija de Erdi
Al igual que sucede en la te´cnica anterior, e´sta es una te´cnica muy sencilla y, por
tanto, no requiere una descripcio´n ma´s a fondo que la que se dio en la seccio´n 3.4.1.
Tan so´lo hay que especificar el umbral relativo que vamos a utilizar nosotros ya que
como dijimos, en principio se podr´ıa usar cualquier umbral entre el 36 % y el 44 %. Los
valores que se usan ma´s habitualmente en la literatura suelen ser del 40 % (nombrado
en [24]) y del 42 %. Como el que se utiliza en el art´ıculo de Prieto et al. (2012) [17]
parece ser del 42 %, nosotros haremos lo mismo.
Esta te´cnica ha sido escogida puesto que asumiendo que usa´semos la constante
recomendada (42 %) fija, no requiere de ma´s para´metros y ya ha sido empleada en
otras ocasiones, esta vez so´lo en PET, dando buenos resultados.
De la misma manera que sucede con el umbral fijo de Paulino, el me´todo de Erdi
parece ser muy popular y se ha nombrado en diversos art´ıculos sirvie´ndonos como
medida de referencia sobre te´cnicas comunmente utilizadas para as´ı poder hacer una
comparativa. Adema´s, este te´cnica ha sido disen˜ada exclusivamente para PET.
No se han escogido las otras te´cnicas de umbralizacio´n dina´mica de PET puesto
que o bien requieren de ma´s para´metros tal y como sucede con el volumen del tumor
en el me´todo de la relacio´n logar´ıtmica, o bien alguno de los valores a utilizar son
demasiado subjetivos como sucede con la fo´rmula de Nestle et al. (2005) [13] (“o´rgano
vecino suficientemente alejado”). Adema´s de que esta te´cnica ha sido ya probada fuera
en pacientes reales tal y como se indica en [24] (pacientes de NSCLC).
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4.2. Descripcio´n del material de prueba
Los datos de los que se dispon´ıa para realizar la parte experimental, eran las ima´ge-
nes PET-CT de 6 pacientes diagnosticados de ca´ncer. Estas ima´genes han sido propor-
cionadas por un hospital pu´blico de la Comunidad de Madrid.
Adema´s, se nos ha proporcionado el resultado de la delineacio´n manual hecha por
los especialistas de los que dispongan en el hospital. Esto es lo que utilizamos para
comprobar la correccio´n de los resultados que obtenemos con los algoritmos escogidos.
4.2.1. Formato de las ima´genes PET
Las ima´genes PET esta´n en el formato DICOM (Digital Imaging and Communica-
tions in Medicine), conocido como el esta´ndar en el a´mbito de las ima´genes me´dicas.
Este formato contiene los datos de intensidad de cada uno de los slices del paciente y
adema´s va acompan˜ado de una serie de metadatos conocidos como cabecera. Este for-
mato exige que cada slice sea guardado junto con los datos de la cabecera en un fichero
por separado.
En las cabeceras se guardan mu´ltiples datos relacionados con la identificacio´n del pa-
ciente como su nombre y apellidos, direccio´n, fecha de nacimiento y su sexo. En nuestro
caso, los datos relacionados con el paciente han sido eliminados, es decir, las ima´ge-
nes se han anonimizado por razones de seguridad y adema´s, son datos completamente
irrelevantes para lo que nos ocupa en este proyecto.
Por otro lado, se guardan datos relacionados con el hospital como el nombre del
mismo y el nombre y apellidos del especialista que le haya hecho las pruebas. Y, unos
de los datos ma´s importantes, las cabeceras guardan informacio´n sobre el estudio en
cuestio´n como resolucio´n de las ima´genes, profundidad del canal de intensidad, posi-
cio´n del paciente, marca del esca´ner, versio´n del software del esca´ner y otras muchas
caracter´ısticas que son muy importantes para posteriores revisiones.
Vamos a revisar algunas caracter´ısticas importantes de nuestras ima´genes PET en
concreto. Estas ima´genes PET tienen una resolucio´n de 168 × 168 p´ıxeles y el nu´mero
de slices var´ıa de un paciente a otro, siendo 174 slices el que tiene menor nu´mero y
198 el que tiene mayor nu´mero. Adema´s, tambie´n se conocen las dimensiones de cada
vo´xel, siendo en todos los pacientes de 4,0728 mm × 4,0728 mm en los ejes X e Y y de
5 mm de grosor de cada slice, es decir, la distancia entre planos transversales (eje Z).
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Estas ima´genes han sido guardadas con una profundidad de 16 bits.
Tambie´n se incluyen diversos datos en la cabecera de las mismas como el factor de
deca´ıda y el peso del paciente, que nos permiten hallar el SUV y as´ı poder transformar
toda la imagen de un canal de actividad del marcador a un canal del nivel de SUV
representado en forma de nu´meros positivos en coma flotante de doble precisio´n.
Adema´s, hay que an˜adir que se nos han proporcionado versiones de las ima´genes a
las que llaman “corregidas” que, al parecer, son las mismas ima´genes que las ima´genes
originales obtenidas por el esca´ner pero tras haber aplicado un filtro gaussiano o algu´n
otro me´todo de suavizado similar. Desgraciadamente, no sabemos que´ me´todo han
utilizado exactamente y no ha habido posibilidad de averiguarlo. Daremos por hecho
que lo u´nico que se ha hecho a estas ima´genes “corregidas” es aplicar me´todos de
eliminacio´n de ruido.
4.2.2. Caracter´ısticas de los pacientes
Los pacientes que se van a estudiar en este proyecto tienen tumores cancer´ıgenos
que var´ıan en gran medida tanto de taman˜o como de localizacio´n y de nu´mero de
volu´menes disjuntos. Adema´s, tambie´n se pueden observar variaciones de intensidad e
inhomogeneidad en las lesiones y pra´cticamente en el resto del cuerpo.
En la tabla 4.1, se presentan los valores del SUV ma´ximo de cada paciente para
que sirva de referencia y se puedan apreciar los diferentes rangos de valores que pueden
tomar los vo´xeles en cada paciente.
No de paciente SUV ma´ximo
0 22.4889
1 34.9941
2 25.6329
3 54.336
4 50.8571
5 44.5358
Cuadro 4.1: Tabla de SUV ma´ximo
Y en la tabla 4.2, se muestran los slices que ocupan los volu´menes definidos por los
especialistas para que sirvan de referencia y para saber la situacio´n de los pacientes
que disponemos. Tan so´lo se indicara´n los rangos o intervalos de aquellos slices en
los que hay al menos un vo´xel segmentado como tumor cancer´ıgeno por los expertos.
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Los intervalos son presentados adema´s en el mismo orden en que han sido anotados
y etiquetados. Cada etiqueta se corresponde con un volumen disjunto (tumor aislado
de los dema´s tumores) al volumen de los dema´s tumores cancer´ıgenos detectados por
el especialista en el paciente. Entonces, en la tabla se muestra tambie´n el nu´mero de
tumores detectados que aparecen en la cabecera de las ima´genes DICOM.
No de paciente No tumores Intervalos de slices afectados y etiqueta
0 1 [56, 58]1
1 6 [58, 59]1, [57, 59]2, [71, 74]3, [63, 67]4, [69, 74]5, [81, 89]6
2 2 [66, 69]1, [76, 87]2
3 6 [154, 156]1, [85, 86]2, [84, 87]3, [80, 83]5, [80, 84]6
4 6 [85, 89]1, [82, 87]2, [71, 73]3, [73, 77]4, [91, 94]5,[81, 99]6
5 5 [96, 97]1, [93, 97]2, [77, 80]3, [82, 87]4, [83, 93]5
Cuadro 4.2: Tabla de slices afectados de los pacientes
Como se puede observar en la tabla, en el paciente 3, hemos puesto 6 tumores y
sin embargo, se presentan tan so´lo 5 intervalos. Esto sucede porque en la cabecera
aparecen 6 tumores, pero uno de ellos no tiene ningu´n vo´xel anotado. Entonces, en las
anotaciones manuales del paciente 3 distinguimos los volu´menes con etiquetas 1, 2, 3,
5 y 6 (la 4 es la que corresponde al volumen vac´ıo). Con lo cual, simplemente hemos
descartado dicho volumen en nuestras pruebas.
Adema´s de este problema, tenemos otros problemas con el paciente 4 ya que hay
un solapamiento de volu´menes y la existencia de un par de volu´menes anotados como
disjuntos pero que realmente son conexos en las versiones manuales.
Nosotros estamos considerando dos volu´menes como conexos cuando al menos dos
vo´xeles pertenecientes a cada uno de los volu´menes son vecinos o lo que es lo mismo,
se tocan. La conexio´n en dos dimensiones se puede considerar de dos maneras, en 4-
vecinos y en 8-vecinos, sin y con diagonales repectivamente. En tres dimensiones, los
tipos conocidos de conexiones son de 6-vecinos (vecinos por las caras del cubo), 18-
vecinos (an˜adiendo los vecinos de las aristas) y 26-vecinos (an˜adiendo los vecinos de los
ve´rtices). Nosotros estamos considerando el caso de 26 vecinos.
Ahora mostramos estos problemas de los que estamos hablando con el paciente 4.
En la figura 4.4 podemos observar que los volu´menes etiquetados como 1 y 2 se solapan
en el slice 86 (cada uno con distinto color). Y en la figura 4.5 podemos ver que los
volu´menes 5 y 6 son conexos en los slices 92 y 93 (de nuevo, cada volumen de distinto
color).
Tras esta revisio´n de los pacientes, vamos a mostrar todos los pacientes en tres
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Figura 4.4: Volu´menes 1 (rojo), 2 (amarillo) e interseccio´n (verde)
(a) Slice 92 (b) Slice 92
Figura 4.5: Volu´menes 5 y 6
dimensiones usando el programa de visualizacio´n OsiriX (figura 4.6). Se han an˜adido
notas manualmente para poder indicar que´ zonas se corresponden con los volu´menes de
tumor cancer´ıgeno obtenidos tras ser anotados manualmente por los especialistas. Las
notas consisten en circunferencias y lazos verdes que rodean las zonas en las que esta´n los
tumores reales junto con la etiqueta del tumor correspondiente. As´ı podremos situarnos
intuitivamente cuando hablemos de un paciente u otro ma´s adelante. Para apreciar estos
volu´menes de la mejor forma posible, se ha colocado cada uno de los pacientes de manera
que en la reconstruccio´n 3D hecha por OsiriX se distingan fa´cilmente los distintos tonos
de las ima´genes. En estas ima´genes el nivel de SUV es proporcional al mapa de colores
que va desde negro para niveles de SUV inferiores pasando por tonos de rojo, naranja,
amarillo para niveles de SUV intermedios y finalmente blanco para niveles de SUV
superiores.
En el paciente 5, no hemos sido capaces de encontrar en la reconstruccio´n 3D el
tumor etiquetado como 1. Por tanto, este tumor se ha anotado como “1?” en la zona
donde se situ´a, aunque no se sepa exactamente a que´ vo´xeles se refiere. Y en el paciente
4, se han utilizado lazos en lugar de circunferencias para indicar los volu´menes, ya que
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esta´n demasiado juntos como para que se vean correctamente.
(a) Paciente 0 (b) Paciente 1 (c) Paciente 2
(d) Paciente 3 (e) Paciente 4 (f) Paciente 5
Figura 4.6: Reconstruccio´n 3D de las ima´genes PET
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4.3. Me´todos de evaluacio´n
Primero vamos a describir brevemente el procedimiento de realizacio´n de las prue-
bas brevemente para poder llevar a cabo la evaluacio´n correctamente. Se mostrara´ el
resumen del procedimiento por orden de ejecucio´n:
Carga de los slices del paciente: el paciente de la base de datos se carga y con-
vierte a unidades del SUV.
Proceso de segmentacio´n: el paciente esta´ listo para ser segmentado y se sigue el
proceso de segmentacio´n ya descrito en 3.1.2.
Separacio´n de volu´menes no conexos: se separan los volu´menes que sean no co-
nexos usando la relacio´n de conexio´n de 26-vecinos descrita en la seccio´n 4.2.2, a
cada volumen separado se le asigna una etiqueta distinta.
Eleccio´n de las ROIs: se eligen manualmente los volu´menes que se corresponden con
un tumor ya que conocemos do´nde esta´n situados. Recordar que la intencio´n de
este trabajo es la delineacio´n de las ROIs, pero no la discriminacio´n de las regiones
irrelevantes. Idealmente, este trabajo deber´ıa ser realizado por otro mo´dulo en el
proyecto presentado en la seccio´n 2.1.
Evaluacio´n final: se hace una evaluacio´n de cada uno de estos volu´menes por separado
siguiendo los me´todos de evaluacio´n que vamos a describir a continuacio´n.
Los me´todos de evaluacio´n que se han elegido para evaluar el rendimiento de las
te´cnicas escogidas son los mismos que se proponen en el art´ıculo [17]. Estos me´todos se
describira´n a continuacio´n y se dara´ una motivacio´n de su uso. Pero primero se dara´ una
gu´ıa sobre la nomenclatura que se va a utilizar, siendo la misma que se usa en dicho
art´ıculo, ya que es comu´n a todos los me´todos. E´stas son las medidas que se usara´n en
el cap´ıtulo 5.
F0 = conjunto de vo´xeles pertenecientes al segmento de objeto real (manualmente de-
lineado por los especialistas).
B0 = conjunto de vo´xeles pertenecientes al segmento de fondo real (manualmente de-
lineado por los especialistas).
Ft = conjunto de vo´xeles pertenecientes al segmento de objeto a evaluar (segmento de
objeto hallado mediante la te´cnica).
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Bt = conjunto de vo´xeles pertenecientes al segmento de fondo a evaluar (segmento de
fondo hallado mediante la te´cnica).
Y ahora vamos a describir los me´todos de evaluacio´n con la anterior nomenclatura:
Medida de error sobre el volumen (VE) - e´sta es una medida del error que evalu´a
la relacio´n entre el volumen hallado (|Ft|) y el volumen real cuantitativamente
(|F0|). Entendemos que el operador |A| sobre el conjunto A es el cardinal de este
conjunto, es decir, el nu´mero de elementos que tiene. En nuestro caso, el cardinal
se corresponde directamente con el volumen ya que es la cantidad de vo´xeles que
hay en el conjunto. Esta medida se puede representar como muestra la fo´rmula
4.9.
VE( %) = 100 ·
∣∣∣∣ |F0| − |Ft||F0|
∣∣∣∣ (4.9)
Medida de error sobre la clasificacio´n (CE) - e´sta es una medida del error que
evalu´a la relacio´n entre la cantidad de vo´xeles clasificados erro´neamente y la can-
tidad de vo´xeles que deber´ıa haber. En esta medida, se tienen en cuenta dos casos
distintos, la cantidad de vo´xeles clasificados como objeto en las ROIs reales que
quedan clasificados como vo´xeles de fondo en nuestra segmentacio´n y la cantidad
de vo´xeles clasificados como objeto en nuestra segmentacio´n que quedan clasifica-
dos como vo´xeles de fondo en las ROIs reales. La ventaja de esta medida respecto
de la anterior es que adema´s de incluir el volumen, incluye tambie´n el posiciona-
miento correcto o incorrecto de los vo´xeles ya que podemos obtener un volumen
ide´ntico en cantidad pero estar desplazado del volumen real. Esta medida se puede
representar como muestra la fo´rmula 4.10.
CE( %) = 100 · |F0 ∩Bt|+ |B0 ∩ Ft||F0| (4.10)
Dice similarity index (DSI) - en este caso, no se trata de una medida de error,
sino que se trata de una medida de similitud (tambie´n en porcentaje). En este
caso, lo que estamos haciendo es medir la similitud entre los dos volu´menes de
objeto en cuanto al nu´mero de coincidencias que tienen o lo que es lo mismo, el
cardinal del conjunto de interseccio´n. Esta medida ofrece informacio´n desde otro
punto de vista y adema´s, incluye la caracter´ıstica del posicionamiento puesto que
se mide la cantidad de vo´xeles que coinciden. Sin embargo, esta medida no sirve
para comprobar cua´ntos vo´xeles se salen del volumen ideal, por tanto, podemos
obtener un resultado del 100 % de similitud y tener un volumen mucho ma´s grande
que otro. Esto puede suceder si uno de los volu´menes esta´ contenido en el otro
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volumen. Esta medida se puede representar como muestra la fo´rmula 4.11.
DSI( %) = 100 · 2 · |F0 ∩ Ft||F0|+ |Ft| (4.11)
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Cap´ıtulo 5
Resultados
En este cap´ıtulo se muestran los resultados obtenidos usando las te´cnicas escogidas
(ver seccio´n 4.1) siguiendo el proceso descrito en la seccio´n 4.3 sin utilizar ningu´n tipo
de preprocesado salvo aque´l que se este´ usando en las ima´genes “corregidas” al ser
sobre las que hemos trabajado. Adema´s, se ha utilizado el SUV para hacer las pruebas
(revisar seccio´n 3.1.3 para recordar que´ es el SUV).
Primero se mostrara´n los umbrales obtenidos con cada te´cnica escogida en la tabla
5.1 salvo en el caso de la te´cnica de Paulino dado que se trata de un umbral constante
sobre el SUV de 2,5.
Pacientes Otsu Ridler 42 %
Paciente 0 2,6803 2,6858 9,4441
Paciente 1 13,12 13,1446 14,6975
Paciente 2 6,211 1,7374 10,7658
Paciente 3 15,9929 1,0064 22,82
Paciente 4 3,0559 3,0808 21,36
Paciente 5 2,8284 2,8365 18,7051
Cuadro 5.1: Umbrales obtenidos con cada te´cnica sobre el SUV
En las pro´ximas tablas (5.2, 5.3, 5.4, 5.5, 5.6, 5.7, 5.8 y 5.9), se muestran los resul-
tados usando el siguiente formato: Pi-Tj que quiere decir Paciente i-e´simo y Tumor
o volumen j-e´simo. As´ı nos referiremos a los resultados obtenidos tras aislar cada uno
de los volu´menes disjuntos manualmente en cada uno de los pacientes tal y como se
describio´ en el procedimiento de las pruebas. Adema´s, para referirse a los me´todos de
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evaluacio´n, se utilizara´n las siglas mostradas en la seccio´n 4.3.
Para los casos especiales de ROIs que se han visto en la seccio´n 4.2.2 se ha seguido
adema´s del procedimiento general, otro procedimiento distinto. En estos casos especia-
les, en lugar de evaluar cada volumen obtenido con cada volumen de las ROIs reales
(las obtenidas por los especialistas), se han juntado las ROIs reales que cumpl´ıan las
condiciones de ser conexas o de solaparse. Es decir, se han juntado con una sola etiqueta
las ROIs etiquetadas como volu´menes 1 y 2 del paciente 4 y 5 y 6 del paciente 4. Estas
ROIs se han notado P4-T1+T2 y P4-T5+T6 respectivamente. Los resultados de los
casos especiales, se muestran en las tablas 5.3, 5.5, 5.7 y 5.9.
Esto se ha hecho de ambas formas ya que estar´ıamos siendo parciales si trata´semos
a estas dos ROIs de distinto modo que las dema´s. No obstante, tambie´n ser´ıa injusto
tratar ROIs conexas como no conexas ya que esto no favorece a los me´todos que estamos
evaluando y los resultados no ser´ıan del todo fieles a la realidad. Por tanto, se presentan
ambos resultados.
En las tablas 5.2 y 5.4 se puede observar que los resultados en el paciente 0 han
sido perfectos tanto en el algoritmo de Otsu como el de Ridler. Y decimos “perfectos”
porque los resultados han sido de 0 % de error en ambos indicadores de error y de 100 %
en la similitud entre volu´menes dada su interseccio´n. E´ste es el ejemplo de resultado
ideal que se esta´ buscando obtener. Todos estos casos ideales han sido resaltados en las
tablas.
El peor resultado que podemos obtener se da en aque´llos cuyo error es del 100 %
tanto en VE como CE y del 0 % de similitud, significa que directamente no existe dicho
volumen, es decir, son casos en los que los volu´menes correspondientes no han sido
detectados y por tanto esta´n vac´ıos.
Los resultados encontrados en la tabla 5.2 del paciente 1 y 3, de la tabla 5.4 o de
pra´cticamente todos los pacientes y todas las combinaciones posibles en las tablas 5.8 y
5.9 cumplen con lo descrito en el pa´rrafo anterior. Lo que siginifica que no se detectaron
los tumores que deb´ıan ser detectados, de hecho, no se detecto´ nada a parte de la vejiga
la cual siempre ha aparecido en todos los pacientes debido a su alto nivel de SUV.
En otros casos, aparecen nu´meros superiores al 100 %. Estos valores en la fo´rmula
de VE (4.9) significan que la diferencia de volu´menes es superior al 100 % del volumen
real. En particular, un valor de 200 % significa que, por ejemplo, un volumen |A| = 4 y
un volumen |B| = 12 nos dar´ıa |4− 12| = 8 y en consecuencia (8/4) × 100 = 200. La
relacio´n entre esos volu´menes es que el volumen hallado B es 3 veces el volumen real A.
Por otro lado, los valores de CE (4.10) superiores a 100 % indican que hay muchos ma´s
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Paciente-Tumor VE( %) CE( %) DSI( %)
P0-T1 0 0 100
P1-T1 100 100 0
P1-T2 100 100 0
P1-T3 100 100 0
P1-T4 100 100 0
P1-T5 100 100 0
P1-T6 100 100 0
P2-T1 96 96 7,6923
P2-T2 53,641 53,641 63,3497
P3-T1 100 100 0
P3-T2 100 100 0
P3-T3 100 100 0
P3-T5 100 100 0
P3-T6 100 100 0
P4-T1 147,7612 189,5522 45,4936
P4-T2 71,134 106,1856 60,8365
P4-T3 54,5455 54,5455 62,5
P4-T4 8,5714 25,7143 86,5672
P4-T5 12560 12640 0,9404
P4-T6 2,8843 13,9307 92,9328
P5-T1 50 50 6,6667
P5-T2 8,8235 17,647 90,7692
P5-T3 19,0476 19,0476 89,4737
P5-T4 22,069 22,069 87,5969
P5-T5 5,3846 8,9744 95,3888
Cuadro 5.2: Resultados de evaluacio´n usando la te´cnica de Otsu
Paciente-Tumor VE( %) CE( %) DSI( %)
P4-T1+T2 1,2195 44,5122 67,2727
P4-T5+T6 3,6236 13,6724 93,0377
Cuadro 5.3: Evaluacio´n de casos especiales usando Otsu
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Paciente-Tumor VE( %) CE( %) DSI( %)
P0-T1 0 0 100
P1-T1 100 100 0
P1-T2 100 100 0
P1-T3 100 100 0
P1-T4 100 100 0
P1-T5 100 100 0
P1-T6 100 100 0
P2-T1 96 96 67,5676
P2-T2 1.527,282 1.528,923 11,4839
P3-T1 884.792,3 884.792,3 0,02
P3-T2 2.875.800 2.875.800 0,01
P3-T3 479.216,70 479.216,70 0,04171736
P3-T5 442.346,2 442.346,2 0,04519303
P3-T6 216.949,1 216.949,1 0,09210263
P4-T1 143,2836 185,0746 46,087
P4-T2 68,0412 107,2165 60
P4-T3 54,5455 54,5455 62,5
P4-T4 8,5714 25,7143 86,5672
P4-T5 12.496 12.576 0,9452
P4-T6 3,3753 14,1761 92,7903
P5-T1 50 50 6,6667
P5-T2 8,8235 17,647 90,7692
P5-T3 19,0476 19,0476 89,4737
P5-T4 22,7586 22,7586 87,1595
P5-T5 5,5128 9,1026 95,3197
Cuadro 5.4: Resultados de evaluacio´n usando la te´cnica de Ridler
Paciente-Tumor VE( %) CE( %) DSI( %)
P4-T1+T2 60,9756 45,122 66,6667
P4-T5+T6 4,1108 13,916 92,896
Cuadro 5.5: Evaluacio´n de casos especiales usando Ridler
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Paciente-Tumor VE( %) CE( %) DSI( %)
P0-T1 9,0909 9,0909 95,6522
P1-T1 19,0476 19,0476 91,3044
P1-T2 8,3333 8,3333 95,6522
P1-T3 9,0909 27,2727 85,7143
P1-T4 28,2051 48,718 78,6517
P1-T5 26,3736 26,3736 88,3495
P1-T6 7,9051 9,4862 95,0617
P2-T1 28,00 36,00 79,0698
P2-T2 6,9744 9,2308 95,2179
P3-T1 15,3846 15,3846 91,6667
P3-T2 1550 1550 11,4286
P3-T3 4,1667 29,1667 85,1064
P3-T5 19,2308 19,2308 89,3617
P3-T6 24,5283 32,0755 85,7143
P4-T1 222,3881 234,3284 44,523
P4-T2 122,6804 122,6804 61,9808
P4-T3 0 0 100
P4-T4 14,2857 31,4286 85,3333
P4-T5 14024 14032 1,3498
P4-T6 8,3461 11,2304 94,6097
P5-T1 0 0 100
P5-T2 10,2941 13,2353 93,7063
P5-T3 14,2857 14,2857 93,3333
P5-T4 11,7241 14,4828 92,3077
P5-T5 2,4359 2,9487 98,5434
Cuadro 5.6: Resultados de evaluacio´n usando la te´cnica de Paulino
Paciente-Tumor VE( %) CE( %) DSI( %)
P4-T1+T2 31,7073 43,9024 71,579
P4-T5+T6 4,1108 13,916 92,896
Cuadro 5.7: Evaluacio´n de casos especiales usando Paulino
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Paciente-Tumor VE( %) CE( %) DSI( %)
P0-T1 100 100 0
P1-T1 100 100 0
P1-T2 100 100 0
P1-T3 100 100 0
P1-T4 100 100 0
P1-T5 100 100 0
P1-T6 100 100 0
P2-T1 100 100 0
P2-T2 91,1795 91,1795 16,2111
P3-T1 100 100 0
P3-T2 100 100 0
P3-T3 100 100 0
P3-T5 100 100 0
P3-T6 100 100 0
P4-T1 100 100 0
P4-T2 100 100 0
P4-T3 100 100 0
P4-T4 100 100 0
P4-T5 100 100 0
P4-T6 100 100 0
P5-T1 100 100 0
P5-T2 100 100 0
P5-T3 100 100 0
P5-T4 100 100 0
P5-T5 79,7436 79,7436 33,6887
Cuadro 5.8: Resultados de evaluacio´n usando la te´cnica de Erdi
Paciente-Tumor VE( %) CE( %) DSI( %)
P4-T1+T2 100 100 0
P4-T5+T6 100 100 0
Cuadro 5.9: Evaluacio´n de casos especiales usando Erdi
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vo´xeles mal clasificados que la cantidad de vo´xeles existentes en el volumen real. En
este caso, un 200 % significa que hay una cantidad del 100 % de vo´xeles reales que no
han sido segmentados como objeto y otro 100 % de vo´xeles hallados que no coinciden
con los vo´xeles reales asumiendo que ambos tuviesen el mismo volumen.
Valores como el caso P4-T4 en la tabla 5.2 indican que el volumen se ha ajustado
mucho al caso real (VE bastante bajo) pero que ha habido ciertos vo´xeles que no se
correspond´ıan, lo que indica cierto desplazamiento (CE del 26 % y DSI del 87 %) con
respecto al volumen real.
En muchos casos sucede que los valores de VE y CE coinciden tal y como sucede
con P4-T5, P5-T1 o P5-T3 de la tabla 5.2 o todos los valores de VE y CE en los
pacientes 2 y 3 de la tabla 5.4. En estos casos lo que esta´ ocurriendo es que el volumen
hallado esta´ contenido en el volumen real o viceversa, por tanto, la cantidad de vo´xeles
clasificados erro´neamente coincide con la diferencia de volu´menes y como VE y CE
tienen el mismo denominador, se obtiene el mismo resultado. En concreto, los resultados
de las evaluaciones obtenidos en el algoritmo de Ridler (ver tabla 5.4) del paciente 3
han sido muy malos dado que el valor del umbral de Ridler en este paciente (ver tabla
5.1) ha sido muy bajo y ha clasificado como tumor casi todo el cuerpo del paciente.
Por u´ltimo, comentamos los casos especiales de todas las te´cnicas salvo la de Erdi
(ver tablas 5.3, 5.5 y 5.7). En todos estos casos, se puede observar que los resultados
han mejorado, especialmetne en el caso del tumor 5 del paciente 4 al ser un volumen
relativamente pequen˜o conectado a un volumen relativamente grande (ver figura 4.5).
Y evidentemente, al hacer la evaluacio´n, la cantidad de vo´xeles mal clasificados era
equivalente a pra´cticamente todos los vo´xeles del tumor 6 del mismo paciente lo que
eleva el ı´ndice de error exageradamente.
De forma general podemos afirmar que el algoritmo de Erdi no ha proporcionado
buenos resultados. De hecho, no se ha hayado ningu´n volumen salvo la vejiga en la
mayor´ıa de los casos. Sin embargo, todos estos resultados son lo´gicos dado que esta
te´cnica se ha utilizado exclusivamente sobre volu´menes cancer´ıgenos que ya se conoc´ıan
a priori. Por tanto, como esta te´cnica actu´a sobre el SUV ma´ximo de toda la imagen, en
esos casos, el SUV ma´ximo era el SUV ma´ximo del tumor. Pero en nuestro caso, el SUV
ma´ximo es del cuerpo entero lo que implica que la vejiga muy probablemente sea la que
tenga ese SUV ma´ximo. Si la vejiga tuviera un SUV ma´ximo y una distribucio´n de los
valores de SUV similar al de los volu´menes que nos interesan, esto no habr´ıa sucedido.
Por tanto, esta te´cnica no se puede considerar una te´cnica automa´tica para usar sobre
el cuerpo completo del paciente al verse tan afectada por otros SUV superiores a los de
los tumores.
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De cara a comparar los resultados obtenidos por las te´cnicas de Otsu y Ridler,
podemos concluir que han dado resultados similares en todos lo pacientes salvo el 2
y el 3 en base a los umbrales obtenidos y mostrados en la tabla 5.1. Y si analizamos
los resultados obtenidos usando el umbral fijo de Paulino, podemos observar que este
umbral esta´ en muchas ocasiones por encima de del SUV mı´nimo en varios de los
pacientes. Para ello se muestra la tabla 5.10.
Paciente-Tumor Volumen SUV min SUV max
P0-T1 11 2,7799 5,3753
P1-T1 12 2,4585 4,5358
P1-T2 21 2,5344 4,3713
P1-T3 39 1,8605 3,754
P1-T4 33 1,3767 4,7814
P1-T5 91 2,5418 5,7138
P1-T6 253 1,7291 13,0147
P2-T1 25 1,7382 6,2653
P2-T2 975 1,4778 12,9733
P3-T1 13 1,9169 3,7841
P3-T2 4 2,5836 4,2203
P3-T3 24 1,4278 4,0063
P3-T5 26 1,5173 5,4955
P3-T6 53 2,1972 69962
P4-T1 67 1,9432 9,5593
P4-T2 97 2,5 10,399
P4-T3 11 2,5252 4,9263
P4-T4 35 1,9618 7,8815
P4-T5 25 2,1605 6,1944
P4-T6 3259 1,7771 17,9157
P5-T1 4 2,6463 3,1492
P5-T2 68 2,4995 9,4856
P5-T3 21 2,509 5,4774
P5-T4 145 0,5681 18,4344
P5-T5 780 1,8362 44,5358
Cuadro 5.10: Datos de volumen, SUV mı´nimo y ma´ximo en cada una de las ROIs
manuales
A modo ilustrativo, se incluyen algunas ima´genes de la reconstruccio´n 3D de los
resultados de la segmentacio´n en los pacientes 0, 2 y 5 (figura 5.2). Se han escogido
estas ima´genes porque se distinguen claramente los volu´menes que se corresponden con
tumores reales. Se han anotado la mayor´ıa de los volu´menes junto con una descrip-
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cio´n breve para que sea ma´s sencilla la asociacio´n de cada uno de ellos con lo que se
corresponden en la realidad.
(a) Paciente 0 (b) Paciente 1 (c) Paciente 2
Figura 5.1: Resultados en varios pacientes
En estas ima´genes se pueden observar varios volu´menes que se corresponden con
ningu´n tumor cancer´ıgeno real. Entre ellos se encuentran normalmente el cerebro, los
rin˜ones y la vejiga. Adema´s de estos volu´menes, aparecen otros derivados de los efectos
de ruido en la imagen y que llamamos “artefactos”.
Adema´s de estos resultados buenos, se muestra el slice 85 del paciente 3 usando el
algoritmo de Ridler. Como se puede ver en la tabla 5.4, es el mejor ejemplo de peor
resultado obtenido si no contamos con los resultados usando la te´cnica de Erdi. Si se
observa el umbral obtenido en la tabla 5.1, e´ste no es muy inferior al SUV mı´nimo
de P3-T3 de la tabla 5.10 y, sin embargo, los resultados no se corresponden con esta
relacio´n de umbrales.
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(a) Volumen P3-T3 usando Ridler
(b) Volu´menes manuales correspondientes a
P3-T3
Figura 5.2: Slice 85 del paciente 3
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Cap´ıtulo 6
Conclusio´n
En este trabajo, se ha hecho una revisio´n rigurosa del estado del arte y se han
proporcionado resultados de varias te´cnicas encontradas en la literatura que no hab´ıan
sido probadas anteriormente en ima´genes PET de pacientes reales. Han sido probadas
la te´cnica de umbralizacio´n de Otsu y la te´cnica de umbralizacio´n de Ridler. Y, a par-
te de estas dos te´cnicas, se han utilizado otras te´cnicas de umbralizacio´n probadas en
pacientes reales y ma´s conocidas en la segmentacio´n de ima´genes PET para la delinea-
cio´n de tumores cancer´ıgenos que se han usado en este documento para comparar los
resultados con las otras dos te´cnicas.
De todas las te´cnicas encontradas en la literatura, se comenzaron eligiendo las te´cni-
cas de umbralizacio´n desde un comienzo dado que existe un alto contraste entre la con-
centracio´n de marcador que hay en los tumores y la concentracio´n de marcador en el
resto del cuerpo y fondo de las ima´genes PET. Lo cual favorece a estas te´cnicas debido
a su naturaleza tal y como se ha expuesto en 4.1.
Los resultados obtenidos y expuestos en el cap´ıtulo 5, en general, no han sido sufi-
cientemente buenos. Aunque tampoco podemos afirmar que estos resultados han sido
validados en su totalidad puesto que tan so´lo se dispone de 6 pacientes para llevar a cabo
la evaluacio´n. Y aunque cada uno de estos pacientes tiene diversos tumores muy varia-
dos en taman˜o, forma y concentracio´n de marcador, no es suficiente para poder decidir
si estas te´cnicas deber´ıan ser descartadas o no. Idealmente, la mejor opcio´n encontra-
da en la literatura es la combinacio´n de pruebas usando tanto ima´genes de pacientes
reales anotadas manualmente como phantoms de taman˜os, contrastes y concentracio´n
de marcador variada. Tambie´n parece ser una buena opcio´n la utilizacio´n de phantoms
que simulen torsos reales tales como los utilizados en el art´ıculo de Zaidi et al. (2010)
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[24]. Parece ser que se ha propuesto el uso de phantoms que simulan los movimientos
de los pacientes debidos a la respiracio´n durante las sesiones en los esca´neres.
Adema´s de estos resultados, en este trabajo se ha aportado una primera aproxi-
macio´n al problema de delineacio´n junto con la seguridad de que muchas te´cnicas han
sido revisadas para hacer la seleccio´n de te´cnicas presentada. Y sobre todo, este traba-
jo ayudara´ a futuros estudiantes e investigadores a decidir por que´ camino se deber´ıa
continuar.
Tambie´n cabe destacar que la mayor´ıa de la literatura encontrada y revisada en
este documento trata casos de carcinomas pulmonares no microc´ıticos (non-small-cell
lung cancer o NSCLC) y casos de ca´ncer en el cuello y la cabeza en las que se utilizan
ima´genes de zonas reducidas. Para el resto de casos de ca´ncer la literatura encontrada
no se basaba necesariamente en PET y se utilizaban otras te´cnicas que no esta´n relacio-
nadas con las te´cnicas que presentamos aqu´ı salvo en los casos de te´cnicas de cara´cter
general. Por tanto, podemos concluir que la literatura en la que nos estamos basando
es de caracter espec´ıfico y nosotros lo que estamos haciendo es tratar las ima´genes de
cuerpo completo (salvo las extremidades inferiores) de los pacientes. Entonces, es natu-
ral que sea complicado encontrar te´cnicas que den buenos resultados en ima´genes tan
complejas como las que se presentan.
Aunque no se hayan mostrado los resultados obtenidos en las te´cnicas que de multi-
umbralizacio´n que hemos probado ma´s recientemente, son una muy buena opcio´n para
la continuacio´n de este trabajo. En concreto, se ha probado una te´cnica de multium-
bralizacio´n que consiste en la simplificacio´n del histograma mediante el uso de Wavelet
Atrous y un posterior ana´lisis de los ma´ximos locales. Los resultados obtenidos no han
sido buenos de cara a la delineacio´n, pero s´ı se han obtenido muy buenos resultados en
todos los pacientes en la separacio´n del fondo de la imagen respecto del cuerpo del pa-
ciente. La combinacio´n de los resultados obtenidos en esta te´cnica junto con la medida
de source-to-background (S/B) ya introducida en la seccio´n 3.4.1 permitira´n acentuar el
contraste de los niveles de SUV entre el cuerpo del paciente y los tumores facilitando la
umbralizacio´n puesto que se estara´ consiguiendo lo que se buscaba desde un principio,
que es la obtencio´n de histogramas claramente bimodales. De hecho en el art´ıculo de
Erdi et al. (1997) [4] se dice expl´ıcitamente que el valor de S/B tiene en cuenta los
valores de background en la definicio´n esta´ndar del SUV, lo cual no se ha tenido en
cuenta en ninguna de estas pruebas.
Adema´s de esta simplificacio´n de los datos se puede llevar a cabo haciendo uso de
heur´ısticas en base a conocimientos previos relacionados por ejemplo con la localiza-
cio´n del tumor cancer´ıgeno en el cuerpo. De este modo, se puede conseguir eliminar
volu´menes que puedan ser complicados de discriminar tras hacer la segmentacio´n tal y
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como sucede con los rin˜ones o volu´menes que afectan notablemente a los resultados de
la umbralizacio´n como la vejiga.
Por otro lado, el uso de te´cnicas que no este´n basadas en la umbralizacio´n no ha
sido reflejado en este documento aunque eso no significa que estas te´cnicas no sean con-
venientes. Se han encontrado algunas te´cnicas que no han sido revisadas con suficiente
detalle y, por tanto, se ha considerado mejor no describirlas. Las te´cnicas que pueden
ser u´tiles para trabajos futuros son la complejidad de estos me´todos encontrados han
llevado al abandono de esta l´ınea. De todas estas te´cnicas, podemos destacar la te´cnica
de segmentacio´n de PET de tipo local fuzzy del art´ıculo [9] y, sobre todo, una te´cnica
encontrada recientemente [2] que hace pruebas utilizando phantoms y pacientes.
Para agilizar la fase de pruebas y de discriminacio´n de volu´menes, el desarrollo de
una herramientas a parte es muy conveniente. Lo ideal es que esta herramienta siva
para facilitar la visualizacio´n y el etiquetado de estos volu´menes as´ı como la muestra
de caracter´ısticas como por ejemplo volumen cuantitativo, el SUV mı´nimo y el SUV
ma´ximo. As´ı se podr´ıan discriminar los volu´menes manualmente reduciendo la cantidad
de tiempo requerida para dicha tarea. Alaternativamente, en lugar de tratarse una
herramienta manual, se puede hacer una herramienta automa´tica que sea capaz de hacer
dicha discriminacio´n usando las caracter´ısticas de los tumores. La eleccio´n volu´menes
a discriminar no es una tarea trivial ya que, para ser exactos, el volumen ma´s pequen˜o
encontrado en las ROIs reales (las delineadas por los operadores o especialistas) era de
4 vo´xeles. Pero eso no quiere decir que no se pueda conseguir establecer alguna relacio´n
que ayude al desarrollo de la herramienta.
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