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Abstract
Dynamic hazard models are applied to analyze time-varying effects of covariates on the sur-
vival time. The state-of-the-art methods for learning parameters in the Bayesian framework are
MCMC methods but due to high correlations among the time-varying effect parameters, they
converge very slowly. To handle these correlations efficiently, we apply a Sequential Monte
Carlo (SMC) method commonly known as Particle Filter (PF). We develop a proposal distribu-
tion tailored to the nature of the survival data based on the second order Taylor series expansion
of the posterior distribution and the linear Bayes theory. Our PF based sampler is shown to be
faster and generates an effective sample size that is more than two orders of magnitude larger
than a state-of-the-art MCMC sampler for the same computing time.
Keywords: Hazard function, Linear Bayes, Particle filter, Piecewise exponential, Survival
function.
1. Introduction
The standard proportional hazards model (Cox, 1972) specifies the hazard function as a prod-
uct of a baseline hazard which is a function of the time, t, and a relative hazard which is a function
of the covariate, x:
λ(t| x) = λ0 (t) exp (x′β) , (1)
where β is a vector of parameters to be estimated. Implicit in the above model is the assumption
that the ratio of the hazards of any two different values of x is constant over time. However, in
real-life situations the effect of a covariate, and hence the ratio of the hazards, may change over
time, especially when the observation period is long. In order to relax this restrictive assumption,
the above model can be extended to a generalized hazard model where the parameters are allowed
to vary over time:
λ(t|x) = λ0(t) exp (x′β(t)) . (2)
This model is a special case of the generalized additive models in Fahrmeir and Kneib (2011)
and Hennerfeind et al. (2006) which incorporate nonlinear effects of continuous covariates, spa-
tial effects and frailty terms.
Houwelingen and Putter (2011) express β(t) using a set of basis functions, while Hennerfeind
et al. (2006) propose a Bayesian approach based on P-splines. Another common and simpler
approach of expressing β(t) is the semi-parametric piecewise exponential (PE) model, which is a
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special case of the P-splines with degree zero. The PE parametrizes β(t) through a Gaussian ran-
dom walk process. It has been applied to analyze continuous survival times (Gamerman, 1991;
Hemming and Shaw, 2005; Wagner, 2011; Hemming and Shaw, 2002) and discrete survival
times (Fahrmeir and Wagenpfeil, 1996; Fahrmeir, 1994).
Although the PE model is simple, it has some drawbacks associated with nonlinearity and
correlations among parameters induced by the random walk process. The nonlinearity makes the
posterior analytically intractable. Thus, it requires the Metropolis-Hasting within Gibbs algo-
rithm to sample from the posterior distribution (Hemming and Shaw, 2005). On the other hand,
correlations among parameters slow down the convergence of the MCMC algorithms (Gamer-
man, 1998).
Potential solutions to these issues include reparametrization of the random walk process in
terms of a sum of Gaussian noise (Hemming and Shaw, 2002) and data augmentation using aux-
iliary variables (Wagner, 2011). The former manipulates the random walk process that defines the
evolution of β(t) and applies the Metropolis-Hasting algorithm to sample from the posterior. The
latter approximates the observation model based on a data augmentation method that involves ap-
proximating the likelihood by a mixture of ten Gaussian distribution. These approaches achieve
a better convergence at the expense of costly iterations mostly associated with the MCMC sam-
plers and partly with the model manipulation.
In the present work, we introduce an alternative Sequential Monte Carlo (SMC) approach that,
to the best of our knowledge, has not been explored specifically for survival models. SMC sam-
pling methods commonly known as particle filter (PF) algorithms, are generally more suitable for
dynamic models in particular nonlinear dynamic models (Doucet et al., 2001). The advantage
of SMC algorithms is that they do not require any transformation of the model and they have
computational advantages compared to MCMC methods (Del Moral et al., 2006).
PF algorithms require designing a good proposal distribution that is simpler to sample from.
To do so, we develop a proposal distribution adapted to the nature of survival data based on
the second order Taylor series expansion of the posterior distribution around the mode and the
linear Bayes method described in West et al. (1985) and Gamerman (1991). We explore the
potential of our particle filter algorithm, which we refer to as the particle filter with linear Bayes
tailored proposal (PFLiB), for survival models in a filtering context. PFLiB can be used as basis
for developing smoothing algorithms (Briers et al., 2010; Fearnhead et al., 2010), and more
advanced algorithms such as particle MCMC (Andrieu et al., 2010; Lindsten et al., 2014) and
S MC2 (Chopin et al., 2013) algorithms, but we leave these to future research.
In the next section we discuss the dynamic survival model specifications; its likelihood and
prior. Section 3 introduces briefly the parameter updating procedure. In Section 4, we apply the
procedures to two known data sets. In the first application the PFLiB is compared to the auxiliary
mixture method of Wagner (2011) on a model with one covariate, and in the second application
the PFLiB is applied on a model with several covariates. Concluding remarks and suggestions
for future research are provided in the last section.
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2. Dynamic survival model specification
Let T denote a random variable representing the survival time, which is the time until a certain
event of interest occurs. The survival time is not observed for all individuals in the study: some
individuals are lost or the study ends before they experience the event. In survival data analysis,
such individuals whose survival time is not known are called censored observations. We denote
the censoring time by the random variable C. Thus, the observed survival data for n individuals
consists of ti = min(Ti,Ci), a censoring indicator di (di = 0 if censored, and di = 1 if event), and
a vector of explanatory variables xi, with i = 1, · · · , n.
The hazard function describes the instantaneous rate at which the event occurs:
λ(t) = lim
∆t→0
P(t < T < t + ∆t|T ≥ t)
∆t
.
The survival function S (t) which represents the proportion of individuals who have not experi-
enced the event at time t is related to the hazard function through the expression
S (t) = P (T > t) = exp
(
−
∫ t
0
λ(s)ds
)
.
PE models partition the survival time into consecutive time intervals, I j = [τ j−1, τ j), j =
1, · · · , J, where τ0 = 0 < τ1 <, · · · , < τJ . The baseline hazard function is assumed to be constant
within each I j; i.e. λ0(t) = λ0 j, for t ∈ I j and some constant λ0 j > 0. In this case, the log baseline
hazard becomes the intercept and the model (2) can be rewritten as
ln λ j = z′θ j, for t ∈ I j (3)
where z = (1, x′)′ is the original covariate vector of length p augmented with a column of 1s,
and θ j =
(
θ0 j, θ1 j, · · · , θp j
)
is the new regression parameters vector within the interval I j, with the
intercept θ0 j = ln
(
λ0 j
)
. The implication of the relation (3) is that the integral in the expression of
the survival function is replaced by a summation, thus the survival function for individuals who
survived the previous interval I j−1 becomes.
S
(
t|t > τ j−1
)
= exp
(
−λ j
(
t − τ j−1
))
, j = 1, · · · , J. (4)
2.1. Likelihood function
For data with censored observations, the likelihood function can be expressed in terms of the
hazard and the survival functions as
L (t|λ, d) =
n∏
i=1
λ(ti)di S (ti) . (5)
Gamerman (1991) showed that with the assumption of piecewise constant regression param-
eters, the likelihood (5) can be factorized across the intervals I j. That is, the full likelihood is
expressed in terms of the product of interval-based likelihood contributions that are computed
based on the data available within each interval.
Assuming that n j individuals are at risk at the beginning of interval I j, the data available within
I j (that we denote by D j throughout the remaining sections) include the covariate vector xi, the
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exposure time ti j spent in I j, and the censoring indicator di j (di j = 0 if individual i is censored
within interval j, else di j = 1). The survival time based on the interval data are defined as follows:
ti j = min
(
ti − τ j−1, τ j − τ j−1
)
.
The contribution to the likelihood of all individuals in interval I j is given by
L j
(
t j|λ j
)
=
n j∏
i=1
λ
di j
i j exp
(
−λi jti j
)
(6)
ln λi j = z′iθ j
Alternative likelihood expressions can be obtained via a data augmentation scheme that uses
auxiliary survival data (Wagner, 2011) or by using a partial likelihood approach (Sargent, 1997).
2.2. Prior specification
In order to complete the model specification, it is important to define prior processes for the
regression parameters. One of the simplest and most applied prior on θ j is the random walk
θ j = θ j−1 +  j,  j ∼ N
(
0,U j
)
. (7)
This process has been adopted by Wagner (2011), Fahrmeir (1994) and Hemming and Shaw
(2002). It is a special case of the more general first order random walk process of the parameter
evolution suggested by Gamerman (1991). Clearly, if U j is zero then there is no change in
the parameters and the dynamic model reduces to the standard proportional hazards model. In
many applications U j is held constant; i.e U j = U. Generally, the covariance matrix U is not
known, and hence needs to be estimated. Hemming and Shaw (2002) suggests a diagonal matrix
U and sets a lognormal prior on the diagonal components. Sargent (1997) and Wagner (2011)
set an inverse gamma prior on the diagonal components of U. Another approach suggested by
Gamerman (1998) is to apply an inverse Wishart prior on U. Considering a constant covariance
U results in a global smoothing, and may not adapt well to abrupt changes or high fluctuations.
On the other hand, allowing the variance to change over time improves the capacity of the
random walk process to adapt locally (Fahrmeir and Kneib, 2011). However, estimating U j
dynamically may not be an easy task. West et al. (1985) proposed a way of bypassing the esti-
mation of U j by applying a discounting procedure. In this procedure, a discount factor is defined
in terms of a parameter 0 < φ < 1 that controls the amount of information propagated from one
interval to the next. If φ is close to zero, then no information is propagated across intervals, and
the parameters are updated independently. On the other hand, if φ is close to one, all information
from the previous interval is propagated to the current interval. Though not pursued in this paper,
the discount factor can be allowed to vary dynamically (Das and Dey, 2013).
In the next section, we present the posterior distribution and describe briefly the SMC sampling
procedure that will be used to sample from the posterior. All inference is based on the model
defined by (6) and the prior processes (7). The parameter updating is achieved by iteratively
sampling the posterior distribution from interval to interval.
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3. Sequential Monte Carlo sampling methods
The whole vector of the regression parameters for all intervals is updated jointly through the
posterior distribution
p (θ1:J |DJ) ∝ p (t1|θ1) p (θ1)
J∏
j=2
p
(
t j|θ j
)
p
(
θ j|θ j−1
)
, (8)
where θ1:J = (θ1, · · · , θJ). In order to sample from the joint posterior, a standard MCMC sampling
approach requires choosing an initial block of parameters
(
θ01, · · · , θ0J
)
and updating each block’s
component by sampling from the conditional distribution P
(
θ j|θ− j,DJ
)
. However, this proce-
dure faces two major drawbacks. The first is the correlations among the parameters in different
intervals, which slows down the convergence of the MCMC chain. The second is the impossibil-
ity to sample directly from the conditional distribution P
(
θ j|θ− j,DJ
)
since it is not analytically
tractable due to the nonlinearity embedded in the likelihood.
In order to improve the performance of MCMC algorithms for dynamic models, different
approaches have been suggested. These include the forward filtering backward sampling algo-
rithm (Fru¨hwirth-Schnatter, 1994), and the reparametrization of the parameter evolution process
(Gamerman, 1998). For a survey of such algorithms see Migon et al. (2005).
In our present case, we will explore an alternative method based on the SMC commonly known
as the particle filter (Van Der Merwe et al., 2001). The SMC procedure updates parameters one
at a time sequentially using the data available at the current time point through the following two
recursive steps:
p
(
θ j|D j−1
)
=
∫
p
(
θ j|θ j−1
)
p
(
θ j−1|D j−1
)
dθ j−1 (9)
p
(
θ j|D j
)
∝ p
(
y j|θ j
)
p
(
θ j|D j−1
)
, (10)
where D j =
{(
ti j, xi, di j
)
, i = 1, · · · , n j
}
represents the data of all individual who are at risk in the
jth interval. Starting from a known initial distribution p (θ1) at the time point j = 1, parameters
are drawn from p
(
θ j|D j−1
)
, and they are updated according to Equation (10). The process evolves
from interval to interval until the last interval is reached. However, this is possible only if one is
able to draw samples from p
(
θ j|D j−1
)
; that is, if the integral in (9) is tractable. Such analytically
defined prior exists only for linear Gaussian dynamic models, for which the resulting filtering
distribution p
(
θ j|D j
)
is a normal distribution with moments obtained recursively by the Kalman
filter procedure (Kalman, 1960). On the other hand, nonlinear models such as (6) do not yield
a prior distribution that is tractable analytically and hence one can not draw parameters directly
from the posterior distribution. In this situation, either the observational model (6) is linearized
through some manipulation of the model such as data augmentation (Wagner, 2011), or through a
Gaussian approximation of the observational model using a second order Taylor series expansion.
PF algorithms apply the latter approach (Van Der Merwe et al., 2001).
Clearly there is a difference between the joint smooth posterior (8) and the filtering distribution
(10) in the sense that the former uses the entire data for updating parameter, but the latter uses
only a partition of the data. In the present work we are interested in developing a method for
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sampling from (10), but one can easily extend our method to sample from (8) by applying algo-
rithms in Briers et al. (2010) or Fearnhead et al. (2010). In the next section, we briefly describe
the particle filter.
3.1. Particle filter
PF algorithms approximate the posterior distribution p(θ j−1|D j−1) empirically by a sam-
ple of K draws
{
θ(1)j−1, · · · , θ(K)j−1
}
(known as particles) associated with corresponding weights{
w(1)j−1, · · · ,w(K)j−1
}
,
w(k)j ∝ w(k)j−1
p
(
t j|θ(k)j
)
p
(
θ(k)j |θ(k)j−1
)
q
(
θ(k)j |θ(k)j−1,D j
) , (11)
where q
(
θ(k)j |θ(k)j−1,D j
)
is the proposal distribution. With the set of particles and their associated
weights, one can approximate the online posterior distribution at the jth time interval empirically
(Arulampalam et al., 2002):
p
(
θ j|D j
)
=
K∑
k=1
w(k)j δ
(
θ j − θ(k)j
)
, (12)
where δ (· ) is the Dirac delta function. Thus, the multidimensional joint posterior problem (8)
is broken down into a simplified problem that consists of sampling particles
{
θ(k)j
}K
k=1
, and com-
puting their corresponding weights
{
w(k)
}K
k=1
recursively. This process in known as the sequential
importance sampling (SIS) (Liu and Chen, 1998). A sample of particles
{
θ(k)j
}K
k=1
is drawn from
the proposal distribution, and their corresponding weight
{
w(k)
}K
k=1
are updated according to Equa-
tion (11). Then, the online posterior is approximated empirically by the sampled particles as in
Equation (12).
Although the SIS provides a simple mechanism of sampling sequentially from the posterior,
it has one serious drawback. The support of posterior tends to be dominated by the few particles
that have significantly large weights. This degeneracy issue leads to a substantial increase of the
variance of the weights over time (Van Der Merwe et al., 2001).
To alleviate this problem, a sampling importance resampling (SIR) algorithm was suggested.
This step consists in resampling with replacement the sampled particles
{
θ(k)j
}K
k=1
with probability
proportional to their corresponding weights
{
w(k)
}K
k=1
. The effect of the resampling step is that the
resampled particles will have equal weights, see Van Der Merwe et al. (2001) for more details.
A variant of the SIR algorithm is the auxiliary sequential importance resampling (ASIR) pro-
posed by Pitt and Shephard (1999). Instead of sampling particles according to their weights, the
resampling step is performed by sampling particles proportional to
ϕ(k)j = p
(
t j| µ(k)j−1
)
w(k)j−1, (13)
where µ(k)j−1 represents either a draw from p
(
θ j|θ j−1
)
or the expected value
E
[
θ j|θ(k)j−1
]
(Arulampalam et al., 2002). Setting ϕ(k)j = p
(
t j| θ(k)j−1
)
w(k)j−1 results in an adapted
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filter with all current weights w j distributed uniformly (Fearnhead et al., 2010), hence the
weights are updated as follows:
w(k)j ∝
p
(
t j|θ(k)j
)
p
(
θ(k)j |θ(k)j−1
)
w(k)j−1
q
(
θ(k)j |θ(k)j−1,D j
)
ϕ(k)j
. (14)
The efficiency of the particle filter depends on a good proposal distribution design (Van
Der Merwe et al., 2001). Therefore, the choice of the proposal distribution is one of the main
issues for the PF algorithm.
3.2. Proposal distribution
There are many ways of designing the proposal distribution q
(
θ j|θ j−1,D j
)
. A simple choice
is to simply use the transition distribution p
(
θ j|θ j−1
)
. This choice has some computational ad-
vantages since the computation of the weights can be parallelised easily. However, it is not the
optimal distribution. It ignores the information from data p
(
t j|θ j
)
resulting in higher variance of
the weights (Van Der Merwe et al., 2001). Common designs of optimal proposal distribution rely
on the local linearization (Doucet et al., 2000), or the unscented transformation of the posterior
(Van Der Merwe et al., 2001).
To design our proposal distribution, we combine the local linearization of the posterior with
the linear Bayes method (West et al., 1985) and Gamerman (1991). To do so, we approximate the
true posterior (9) by a normal distribution obtained from a second-order Taylor series expansion
of the log posterior around the mode. Observe that from the model in Equation (6), θ j are linked
to the likelihood only through the function ln λi j = z′iθ j. Therefore, the posterior update of θ j
depends only on ln λi j which is not an observed quantity. Linear Bayes methods described in
Section 2.2 of West et al. (1985) update the posterior of θ j through the change in mean and
variance of ln λi j.
Before proceeding, let us define some new notations that will be used. We denote by Di, j =(
ti j, xi, di j
)
the data available from the ith individual at risk at the beginning of the jth interval.
Further, we treat the log hazard as a random variable ηi j = ln λi j = z′iθ j. The contribution of the
ith individual to the joint posterior p
(
θ j, η j|θ j−1,D j
)
is given by the expression (West et al., 1985)
p
(
θ j, ηi j|θ j−1, Di, j
)
∝ p
(
ti j|ηi j
)
p
(
ηi j|θ j−1,Di, j−1
)
p
(
θ j|ηi j, θ j−1,Di, j−1
)
∝ p
(
ηi j|Di, j
)
p
(
θ j|ηi j, θ j−1,Di, j−1
)
. (15)
Note that the joint posterior p
(
θ j, ηi j|θ j−1, Di, j
)
is degenerate because ηi j and θ j are linked
through a deterministic relationship. Therefore, a prior on ηi j implies a prior on θ j through the
relationship ηi j = z′iθ j. The aim of defining the joint posterior (15) is to express the proposal
distribution q
(
θ(k)j |θ(k)j−1,D j
)
as the Gaussian approximation of the marginal p
(
θ j|θ j−1,Di, j
)
. To do
so, we need to approximate the first term in the right hand side of Equation (15) by a Gaussian
distribution and apply the linear Bayes theory (West et al., 1985).
Given the structure of the likelihood (6), the original parameter λi j has a gamma distri-
bution conjugate prior, Gamma
(
αi j, ψi j
)
, and it follows that the marginal posterior of λi j is
Gamma
(
αi j + di j, ψi j + ti j
)
. Taking into account the Jacobian of the transformation ηi j = ln λi j,
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p
(
ηi j|Di j
)
∝ exp
{
ηi j
(
αi j + di j
)
−
(
ψi j + ti j
)
exp
{
ηi j
}}
(16)
The Gaussian approximation of the posterior (16) is obtained from the following approxima-
tion
p
(
ηi j|Di j
)
≈ N

∂ ln p
(
ηi j|Di j
)
∂ηi j

ηi j=ηˆi j
,
−∂2 ln p
(
ηi j|Di j
)
∂η2i j

−1
ηi j=ηˆi j
 , (17)
where ηˆi j is the mode. In our particular case, the first and second derivatives of the log of
the posterior (16) are given by ∂ ln p(ηi j |Di j)
∂ηi j
= αi j + di j −
(
ψi j + ti j
)
exp
{
ηi j
}
, and ∂
2 ln p(ηi j |Di j)
∂η2i j
=
−
(
ψi j + ti j
)
exp
{
ηi j
}
respectively. From the first derivative, one can show that the mode lies at
ηˆi j = ln
(
αi j+di j
ψi j+ti j
)
; therefore the approximate normal distribution becomes
p
(
ηi j|Di j
)
≈ N
(
ln
(
αi j + di j
ψi j + ti j
)
,
1
αi j + di j
)
(18)
Once p
(
ηi j|Di j
)
is linearized, the linear Bayes method for linear dynamic model described in
Section 2.2 of West et al. (1985) is applicable. Given the normal approximation (18), the linear
Bayes method approximates the posterior distribution of θ j by
q
(
θ j|θ j−1,Di, j
)
= N
(
µi j,Ci j
)
,
where
µi j = E
[
E
[
θ j| ηi j, θ j−1,Di, j−1
]
|Di, j
]
, (19)
and
Ci j = V
[
E
[
θ j| ηi j, θ j−1,Di, j−1
]
|Di, j
]
+ E
[
V
[
θ j| ηi j, θ j−1,Di, j−1
]
|Di, j
]
. (20)
The inner conditional moments in the expressions above are computed from the joint normal
approximation of the prior of ηi j and θ j:
q
((
ηi j, θ j
)
| θ j−1,Di, j−1
)
= N
((
ai j, θ j−1
)
,
(
Bi j Ai j
A′i j U j
))
, (21)
where ai j = z′iθ j−1, Ai j = U jzi, Bi j = z
′
i Ai j, and U j is the covariance matrix for the parameter
evolution (7). The variance Bi j and covariance Ai j are computed from the relationship ηi j = z′iθ j.
If we assume that the covariance matrix for θ j−1|D j−1 computed from the previous interval is C j−1,
then according to (7) R j = C j−1 + U j is the covariance matrix of θ j|D j−1. Applying the discount
factor method of West et al. (1985), R j is approximated as R j =
C j−1
φ
, and thus U j =
(
1
φ
− 1
)
C j−1,
where 0 < φ < 1 is a discount factor that controls the amount of information propagated to the
subsequent interval. Note that if we use R j in the place of U j then we obtain the same distribution
as Gamerman (1991).
The conditional expectation and variance (19)-(20) lead to
µi j = θ j−1 +
Ai j
Bi j
(
ln
(
αi j + di j
ψi j + ti j
)
− ai j
)
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Ci j = U j −
Ai jA′i j
Bi j
1 − 1Pi j (αi j + di j)
 . (22)
West et al. (1985) suggests to select the hyper-parameters αi j and ψi j in order to match the true
moments of the prior p
(
ηi j|θ j−1,Di, j−1
)
. This is accomplished by setting lnαi j − lnψi j = ai j and
lnαi j = Bi j since P
(
ηi j|Di, j−1
)
≈ N
(
ln
(
αi j
ψi j
)
, 1
αi j
)
. Hence αi j = B−1i j and ψi j = B
−1
i j exp
{
−ai j
}
.
Substituting these values into the expressions above yields
µi j = θ j−1 +
Ai j
Bi j
ln
1 + Bi jdi j
1 + ti jBi j exp
{
ai j
} (23)
Ci j = U j − Ai jA′i j
(
di j
1 + di jBi j
)
Finally, the mean and covariance are updated recursively: starting from the first individual at
risk µ1 j and C1 j are computed according to Equation (23), then µi jand Ci j are updated recursively
by setting θ j−1 = µi−1,, j and U j = Ci−1, j until the last individual at risk. Finally, θ j = µn j, j and
C j = Cn j j (for more details about this iterative procedure see Gamerman (1991); West et al.
(1985) ). The proposal distribution is then set as
q
(
θ j|θ j−1,D j
)
= N
(
µ j, C j
)
(24)
Now, sampling from the posterior will proceed in three main steps. In the first instance, can-
didates are proposed from the proposal distribution (24), and in the second step weights of the
proposed candidates are computed. Finally, a resampling step is performed to remove those
candidates with small weights. All these steps are detailed in the following section.
3.3. Particle filter algorithm with linear Bayes tailored proposal
The following summarizes the PFLiB algorithm, which is based on the auxiliary particle filter
algorithm of Pitt and Shephard (1999).
1. Initialization:
Sample K particles
{
θ(k)0
}K
k=1
from the prior p (θ0) and set the weights
{
w(k)0
}K
k=1
to 1/K.
2. For j = 1, · · · ,J
(a) Resampling step
i. Compute and normalize the sampling probabilities ϕ(k)j for each particle’s index
k = 1, · · · ,K according to Equation (13).
ii. Sample K indexes
{
ind(k)
}K
k=1
with probability proportional to ϕ(k)j , k = 1, · · · ,K,
and remove non sampled particle paths by setting the new particle paths to{
θ0: j−1
}K
k=1
=
{
θind
(k)
0: j−1
}K
k=1
, where θ0: j−1 =
(
θ0, · · · , θ j−1
)
.
(b) Importance sampling
i. Based on θ(k)j−1 , compute recursively the matrix C
(k)
j , and the mean m
(k)
j from the
procedure in (23).
ii. Sample new particles θ(k)j ∼ q
(
θ j|θ(k)j−1,D j
)
, from the importance distribution (24),
and update the particle’s path θ(k)0: j =
(
θ(k)0: j−1, θ
(k)
j
)
, k = 1, · · · ,K.
iii. Compute weights w(k)j according to Equation (14).
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4. Applications
We begin with a dataset on 90 patients diagnosed with gastric cancer, which was previously
analysed by Gamerman (1991) and Wagner (2011). Our aim in this application is to compare
the performance of the PF with the auxiliary mixture sampler (AMS) of Wagner (2011). The
AMS linearizes the likelihood function (6) by means of data augmentation methods such that
the dynamic survival model, defined by Equation (6) and Equation (7), reduces to a Gaussian
state space model. However, the PF and the AMS are not directly comparable because the PF
computes the filtering distribution while the AMS provides the smoothing distribution. In order
to make the two approaches comparable, we run only the forward filtering step of the forward
filtering backward sampling (FFBS) algorithm applied by Wagner (2011).
The second application consists of data on 1878 patients diagnosed with Acute Myocardial
Infraction (AMI). The dataset is available in the timereg package (Scheike, 2009), a package in
R under the name “TRACE”. We analyse this data to assess the performance of the PFLiB in
problems with several covariates.
4.1. Gastric cancer patients
This dataset consists of survival times for 90 gastric cancer patients who were assigned into
two treatment groups. The first group includes survival times (in days) of 45 individuals who
were treated with both chemotherapy and radiation while the second group, which includes also
survival times for 45 individuals, received only a chemotherapy treatment. The only covariate
included in this data is the treatment group. The data contains ten censored observations in total.
The aim here is to assess the effect of combining both treatments on the risk of dying from gastric
cancer.
To analyse this data, we define a dummy variable representing the treatment group (x = 1 for
patients who received the combined treatment group, and x = 0 otherwise). Thus, the baseline
is the chemotherapy treatment group. In order to fit the piecewise exponential model, we define
the time intervals to coincide with the survival time of every third observed events. That is, each
interval contains three events, except the last one. In total, there are 26 intervals. Our model has
two parameter vectors in each interval: θ0 =
(
θ0,1, · · · , θ0,26) representing the log baseline hazard,
and θ1 =
(
θ1,1, · · · , θ1,26) representing the combined treatments effect. Alternative time partitions
are possible and once could in principle compare different partitions by comparing their marginal
likelihoods.
In order to compare our method with the AMS sampler, we set, for both methods, the initial
distribution p (θ01, θ11) to the bivariate normal distribution with mean zero, and a diagonal co-
variance matrix where the variance of each covariate is set to 100. For the AMS, we perform
50000 iterations with a burn-in period of 25000. Following Wagner (2011) all hyperparameter
values for the inverse gamma prior process defined for the prior (7) are set to 0.01. In order to
have the same number of posterior simulations for both methods, we set the number of particles
in the PFLiB algorithm to 25000. The performance of the PFLiB depends largely on the dis-
count factor φ. We select the discount factor based on the Watanabe Akaike information criteria
(WAIC), following Equations 12 and 13 in Gelman et al. (2014). The lowest WAIC (1162) is
obtained when φ = 0.4.
Figure 1 presents the resulting posterior mean trajectories of the effect parameter θ1 and the
log baseline hazard θ0 together with their corresponding 95% highest probability density (HPD)
intervals obtained from the PFLiB and AMS algorithms.
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Figure 1: Gastric cancer data: Mean trajectory for the effect parameter of the combined treatments (left), and the log
baseline hazard (right) together with their corresponding 95% HPD.
From Figure 1 we observe that the effect of the combined treatments on the risk of death is
positive but decreasing during the first 400 days. After this period, the combined treatments
becomes negative and continues to decrease steadily. On the other hand the log baseline hazard
increases within the first 400 days of the treatment, and then stabilizes afterwards. However, the
trajectory obtained from the auxiliary sampler shows a sharper decline in the log baseline hazard
before it stabilizes.
Figure 2: Gastric cancer data: Kaplan Meier estimates (blue step function), and survival curves estimated by the PFLiB
(red line), and the AMS ( black broken line).
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Figure 2 displays the Kaplan Meier survival curves together with the survival curves esti-
mated by PFLiB and AMS methods. We observe that, at least for the first 1000 days, patients
treated with chemotherapy (baseline) have a higher survival compared to those treated with both
radiography and chemotherapy. Combining treatments show effect after 1000 days. The me-
dian survival time of patients in the combined treatments group is about 400 days while for the
chemoterapy treatment group it’s about 600 days. We also note that the Kaplan Meier estimates
are slightly more closer to the survival curves (and especially the baseline curves) estimated from
the Particle Filter algorithm than to those estimated by the AMS.
To compare the computation time of the PFLiB algorithm to that of the AMS, we use a built-
in function in R (system.time) on a windows computer with 8 RAM memory, and an i7-4790
3.60 GHz processor. We observe that the PFLiB is about 11 times faster than the AMS; 50000
iterations took 135 minutes (2.25 hours) for the AMS, and 12.28 minutes for the PFLiB. This is
not surprising because the AMS involves many computations. For instance, the linearization step
requires sampling auxiliary survival times for censored observations, sampling latent component
allocation indicators from the mixture of ten Gaussian components for all observations in the risk
set, and then computing the Kalman filter moments.
Further, we compared the convergence of both methods through the average number of effec-
tive sample size per minute. We average the effective sample size per minute for all parameters
in the model: The average effective sample size per minute for the AMS is 2.052 and for the
PFLiB is 586.669. This is an indication that the PFLiB explore the posterior distribution more
efficiently than to the AMS.
4.2. Patients with Acute Myocardial Infraction (AMI).
In this illustration we apply the PFLiB algorithm to assess the effects of more than one risk
factors (covariates) on the survival time of patients who were diagnosed with AMI. The data
contains survival times of 1878 patients with Acute Myocardial Infraction (AMI). Furthermore,
it contains different risk factors- patient’s heart pumping measured in ultrasound measurements
(wmi), patient’s ventricular fibrillation (vf ) where v f = 1: presence and v f = 0 indicates ab-
sence, patient’s clinical heart pump failure (chf ) where ch f = 1 indicates presence and ch f = 0
indicates absence, indicator of patient’s diabetes (1: present, 0: absent), and patient’s sex (1:
female, 0: male). The aim of the study is to estimate the effect of various risk factors on the
patients’ survival time.
By the end of the follow-up time, 970 of the 1878 patients (52%) have died from myocardial
infraction while the rest 908 (48%) were still alive or died from other causes and, hence, were
considered as censored. The survival time (in years) was partitioned such that each interval
contained 40 events, which resulted in 24 intervals (970/40 ≈ 24). Thus, the model includes 24
sets of parameters corresponding to the number of intervals, and each parameter set is a vector
of length six corresponding to the log-baseline (intercept) and five risk factors.
To run the PFLiB algorithm, we set the initial distribution p (θ0) to the multivariate normal
distribution with mean zero, and a diagonal covariance matrix where the variance of each covari-
ate is set to 100. Further, we set the number of particles to 30000. We fitted the model with the
discount factor φ = 0.4, because the lowest WAIC were obtained at this value of φ.
The posterior estimates for the parameters in the model are presented in Figure 3. One can
see that the log baseline hazard (intercept), as well as the risk factors wmi, chf and the vf have
dynamic trends. The log baseline hazard decreases sharply in the first year and remains nearly
constant for the next three years which is followed by a slight linear increase. The effect of the
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wmi increases in the first four years and then stabilizes. However, it is always negative indicating
that the hazards of dying from AMI decreases with increasing wmi values. The effect of chf is
around one (implying patients with chf die from AMI at a rate of exp(1)= 2.7 times those without
chf ) during the first five years after which it drops to 0.4 (corresponding to relative hazard of
1.49). The effect of vf is positive in the first year and stabilizes around -0.6 afterwards. One can
also note that the effects of diabetes and sex are nearly constant since their mean trajectories are
more or less horizontal throughout the study period. Generally, females seem to have lower rates
of death from AMI than males. Lastly, patients with diabetes seem to have an elevated risk of
dying from AMI compared to diabets-free patients.
In accordance with Jensen et al. (1997), who previously analysed the data, our results indicate
that chf and vf are the most significant risk factors of death from AMI. For this reason, we plot the
survival curves for the groups corresponding to combinations of these two factors. The survival
curves estimated from the PFLiB (smooth curves) and empirical survival function estimated
using Kaplan Meier (step functions) are presented in Figure 4. The group of patients with ch f =
0 and v f = 0 have the highest survival curve, followed by the group with ch f = 1 and v f = 0.
The lowest survival curve corresponds to the group with ch f = 1 and v f = 1. Thus, patient
with both ventricular fibrillation (vf ) and clinical heart pump failure (chf ) have the highest risk
of death from AMI.
Figure 3: AMI data: Posterior mean trajectories of the effect parameters and the log baseline hazards (intercept) with
their corresponding 95% HPD (grey band)
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Figure 4: AMI data: Survival curves of the groups corresponding to the combination of different levels of chf and vf
5. Concluding remarks
Dynamic survival models extend the standard proportional hazard models in order to allow for
covariate-effects to vary over time. Such models are naturally handled with a Bayesian approach
which allows flexibility in incorporating past information and advanced relationships among
parameters through the prior distribution. However, the models are generally complex due to
nonlinearity and high correlations among the parameters in the model.
In the present work, we apply Sequential Monte Carlo methods known as the Particle Filter
to handle the above problems. This method requires designing a good proposal distribution;
we developed it by approximating the posterior distribution with a second order Taylor series
expansion and applying the linear Bayes method. We illustrated the method with two datasets
containing one and five covariates, respectively.
Our approach replicates previous results obtained through MCMC sampling methods, but in
a much more efficient way. A comparison of our approach with the auxiliary mixture sampler
shows that the particle filter is much faster and explores the posterior more efficiently as indicated
by a significantly higher average effective sample size per minute. Further, the particle filter
performs very well on a dataset with more than one covariate.
A major drawback of our approach is that the particle filter can only compute the filtering dis-
tribution. As smoothing distribution is needed in order to make predictions, we suggest to apply a
particle smoothing algorithm (Briers et al., 2010) that enables sampling from the smoothed pos-
terior distribution. Another possible future extension is to incorporate in the model time-varying
covariates (Houwelingen, 2007) or anticipatory covariates (Ghilagaber and Koskinen, 2009).
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