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DUAL VARIATIONAL METHODS AND NONVANISHING FOR
THE NONLINEAR HELMHOLTZ EQUATION
GILLES EVEQUOZ AND TOBIAS WETH
Abstract. We set up a dual variational framework to detect real standing
wave solutions of the nonlinear Helmholtz equation
−∆u− k2u = Q(x)|u|p−2u, u ∈ W 2,p(RN )
with N ≥ 3, 2(N+1)
(N−1)
< p < 2N
N−2
and nonnegative Q ∈ L∞(RN ). We prove
the existence of nontrivial solutions for periodic Q as well as in the case where
Q(x) → 0 as |x| → ∞. In the periodic case, a key ingredient of the approach
is a new nonvanishing theorem related to an associated integral equation. The
solutions we study are superpositions of outgoing and incoming waves and are
characterized by a nonlinear far field relation.
1. Introduction
Due to their importance in various problems in physics, nonlinear stationary
Schro¨dinger equations of the type
(1) −∆u+ λu = f(x, u), x ∈ RN
have been studied extensively since the pioneering works of Berestycki and Lions
[7, 8], Lions [21], Floer and Weinstein [12], Ding and Ni [10] and Rabinowitz [22]
from the 1980s and 1990s. For superlinear nonlinearities of the form f(x, u) =
r(x, |u|2)u, solutions of (1) correspond to periodic solutions of the time-dependent
nonlinear Schro¨dinger equation
i∂tψ(t, x) = −∆ψ(t, x) − f(x, ψ(t, x)), (t, x) ∈ R× RN .
via the ansatz ψ(t, x) = eiλtu(x). Moreover, for m ≥ 0 and λ < m, the ansatz
ψ(t, x) = ei
√
m−λtu(x) leads to periodic solutions of the nonlinear Klein-Gordon
equation
(2)
∂2ψ
∂t2
(t, x)−∆ψ(t, x) +mψ(t, x) = f(x, ψ(t, x)), (t, x) ∈ R× RN .
In the present paper we are interested in standing wave solutions to (2) which arise
from real-valued solutions u of (1). We note that real-valued solutions of (1) with
the decay property u(x) → 0 as |x| → ∞ have been studied extensively in the
case where ∂uf(·, 0) ≡ 0 on RN and λ ≥ 0, see e.g. [19, 25, 27] and the references
therein. On the contrary, very little is known in the case λ < 0, where 0 is contained
in the essential spectrum of the Schro¨dinger operator −∆+λ. In the present paper
we are interested in this case, which is relevant for the analysis of standing wave
solutions of (2) with large frequencies according to the ansatz above. In this case,
it is customary to set λ = −k2, and (1) is called nonlinear Helmholtz equation (or
nonlinear reduced wave equation). By restricting our attention to the important
2010 Mathematics Subject Classification. 35J20 (primary) 35J05 (secondary).
Key words and phrases. Nonlinear Helmholtz equation, standing waves, dual variational
method, nonvanishing.
1
2 GILLES EVEQUOZ AND TOBIAS WETH
class of power type nonlinearities f(x, u) = Q(x)|u|p−2u, we are therefore led to
study real-valued solutions of the problem
(3) −∆u − k2u = Q(x)|u|p−2u, u ∈W 2,p(RN ).
One of the very few existence results available for (3) is due to Gutie´rrez [16], who
studied the special case N = 3, 4, p = 4, Q ≡ ±1. She proved the existence of small
complex solutions of (3) with the additional (finiteness) property
(4) sup
R>1
1
R
∫
BR
|u|2 dx <∞.
Here and in the following, BR ⊂ RN denotes the open ball of radius R centered
around the origin. In order to give a more precise description of the solutions
obtained by Gutie´rrez, we briefly recall some important facts on (3) in the case
N ≥ 3, Q ∈ L∞(RN ) and 2(N+1)(N−1) ≤ p ≤ 2NN−2 . In this case, a (complex-valued)
function u ∈W 2,p(RN ) solves (3), (4) if and only if u ∈ Lp(RN ) solves
(5) u = R
(
Q(x)|u|p−2u
)
+ ϕg for some ϕg ∈ H .
Here R is the resolvent operator given by convolution with the fundamental solution
of the linear Helmholtz equation (see Section 2 below), and H denotes the space
of Herglotz wave functions ϕg : R
N → C given as
ϕg(x) =
∫
SN−1
eik(x·ξ)g(ξ) dσ(ξ) for some function g ∈ L2(SN−1).
It follows from the dual version of the Stein-Tomas-Theorem (see Theorem 2.3
below) and elliptic estimates that such functions satisfy ϕg ∈ W 2,p(RN ) and solve
the linear Helmholtz equation (∆ + k2)ϕg = 0 in the strong sense. For a given
solution u of (3), (4), the functions g and ϕg are uniquely determined by (5), and
we will call ϕg the Herglotz wave associated to u in the sequel.
In the case N = 3, 4, p = 4, Q ≡ ±1, it was proved in [16, Theorem 1] that
for given small g ∈ L2(SN−1) the problem (5) admits a unique (complex-valued)
solution u ∈ W 2,4(RN ) which is also small in the L4-norm. The proof is based
on subtle resolvent estimates combined with a contraction mapping argument. As
mentioned in [16, Page 3], the same argument also gives small real-valued solutions
of (5), when replacing the resolvent operator R by its real part and considering
real-valued functions g ∈ L2(SN−1) such that g(−ξ) = g(ξ) for all ξ ∈ SN−1. In
the present paper, we focus on a complementary class of real-valued solutions of
(3) which satisfy the integral equation
(6) u = R
(
Q(x)|u|p−2u
)
, u ∈ Lp(RN ),
where R denotes the real part of the resolvent operator R. We shall see that these
solutions satisfy (5) with
(7) gu(ξ) = − i
4
( k2
2π
)N−2
2
F (Q|u|p−2u)(kξ), ξ ∈ SN−1,
where, here and in the following, F denotes the Fourier transform (see (22) below).
So the associated Herglotz wave ϕgu is related in a nonlinear way to the solution u
itself. From resolvent estimates which we recall in Section 2, it easily follows that
u ≡ 0 is an isolated solution of (6) in Lp(RN ), and thus nontrivial solutions cannot
be found by a contraction mapping argument as in [16]. In this paper, we set up
a variational framework to find nontrivial solutions of this problem. Before stating
our main results, we mention that there is an intimate relationship between the
far field behavior of solutions of (3), (4) and their associated Herglotz waves. In
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particular, we shall see that if u ∈ Lp(RN ) solves (6), then not only does it solve
the problem (3) but it also satisfies the far field relation
(8) lim
R→∞
1
R
∫
BR
∣∣∣u(x) + 2( 2π
k|x|
)N−1
2
Re
[
eik|x|−
i(N−1)π
4 gu(xˆ)
]∣∣∣2 dx = 0,
with xˆ = x|x| for x ∈ RN \ {0} and gu as in (7). Note that (8) implies (4). We are
now in a position to state our main results which are related to two different types
of weight functions Q.
Theorem 1.1. Let N ≥ 3, 2(N+1)
N−1 < p <
2N
N−2 , and let Q ∈ L∞(RN ), Q ≥ 0,
Q 6≡ 0 be ZN -periodic. Then problem (3), (8) admits a nontrivial strong solution
such that u ∈W 2,q(RN ) ∩ C 1,α(RN ) for all q ∈ [p,∞), α ∈ (0, 1).
Theorem 1.2. Let N ≥ 3, 2(N+1)
N−1 ≤ p < 2NN−2 , and let Q ∈ L∞(RN ), Q ≥ 0,
Q 6≡ 0 satisfy lim
|x|→∞
Q(x) = 0. Then problem (3), (8) admits a sequence of pairs
±un of solutions such that un ∈ W 2,q(RN )∩C 1,α(RN ) for all q ∈ [p,∞), α ∈ (0, 1),
and
(9) ‖un‖Lp(RN ) →∞ as n→∞.
Up to our knowledge, these results are the first existence results for problem
(3), (8) under the given assumptions on Q. The main difficulty of the problem
is the lack of a direct variational approach, since the energy functional formally
associated to (3) is not well defined on W 2,p(RN ), and it is not even well defined
on nontrivial solutions of (3), (8). In a previous paper by the authors [11], the case
of compactly supported Q (and a more general class of superlinear nonlinearities
f compactly supported in space) has been studied with a variational reduction
method. More precisely, in [11] we used a Dirichlet-to-Neumann map associated to
the exterior problem for the linear Helmholtz equation to reduce the problem to
the existence of nontrivial critical points of an energy functional in H1(BR(0)) for
some R > 0. We then used linking arguments to get existence results. The method
of [11] is obviously restricted to (spatially) compactly supported nonlinearities and
therefore cannot be used to derive the results of the present paper. On the other
hand, in the case of compactly supported Q, multiple existence of solutions can be
shown for any N ≥ 1 and for a larger range of exponents, namely for p > 2 with
p < 2N
N−2 if N ≥ 3, see [11].
It is natural to ask whether a stronger, pointwise version of the far field relation
(8) in the form
(10) u(x) = −2
( 2π
k|x|
)N−1
2
Re
[
eik|x|−
i(N−1)π
4 gu(xˆ)
]
+ o(|x| 1−N2 ) as |x| → ∞.
is available for the solutions given by Theorems 1.1 and 1.2 above. Related to this
question, we have the following result.
Theorem 1.3. Let N = 3, 4 < p ≤ 6 or N = 4, 113 < p ≤ 4, and let Q ∈ L∞(RN ).
Then every solution u ∈ Lp(RN ) of (6) satisfies (10). In particular, u has pointwise
decay given by |u(x)| = O(|x| 1−N2 ) as |x| → ∞.
Note that, for N = 3, the full range of admissible exponents in Theorem 1.1
is covered by Theorem 1.3, and thus (10) holds for the solution detected in this
Theorem. Moreover, for N = 3, (10) also holds for the solutions detected in The-
orem 1.2 unless p = 4 in which case the question is open. The first step in the
proof of Theorem 1.3 is to show that u ∈ Lp−1(RN ), which implies that the RHS
of (3) is in L1(RN ). This is done by a bootstrap argument, using Lp−Lq mapping
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properties of the resolvent due to Gutie´rrez [16, Theorem 6] for exponents p and q
lying off the line of duality p = q′. It is open whether the restrictions on N and
p in Theorem 1.3 are necessary, but we note that for p < 3N−1
N−1 the property (10)
implies in general that u 6∈ Lp−1(RN ).
Let us now briefly explain our approach and the organization of the paper. In
Section 2, we first recall important estimates and characterizations related to the
linear (homogeneous and inhomogeneous) Helmholtz equation due to Kenig, Ruiz
and Sogge [18], Gutie´rrez [16] and Agmon [1, 2]. In particular, we recall some
mapping properties of the resolvent R with respect to Lebesgue spaces. Moreover,
we derive far field asymptotics within the linear inhomogeneous setting. In Sec-
tion 3, we then derive a nonvanishing property related to the resolvent which is
a key ingredient in the proof of Theorem 1.1. With the help of this nonvanishing
property, the problem of lack of compactness of the periodic case will be overcome.
The nonvanishing property can be seen as an analogue of Lions’ local compact-
ness Lemma (see e.g. [21] or [27, Lemma 1.21]), and it relies, in particular, on a
combination of arguments as in [3] with an asymptotic multiplier estimate inspired
by [16]. In Section 4 we set up a dual variational framework for problem (3), (8)
which relies on the corresponding integral equation (6). More precisely, we define
an energy functional on Lp
′
(RN ) such that (6) is reformulated as the corresponding
Euler-Lagrange equation for v := Q
1
p′ |u|p−2u. Here p′ := p
p−1 denotes the conju-
gate exponent of p. This approach is inspired, in particular, by [3, 17]. We also
complete the proof of Theorem 1.3 in this section. In Section 5 we then consider
the case where the coefficient Q satisfies Q(x) → 0 as |x| → ∞, and we show that
in this case the dual energy functional satisfies the Palais-Smale condition. We
then apply a variant of the symmetric mountain-pass lemma in order to complete
the proof of Theorem 1.2. In Section 6 we consider the case of periodic Q. In
this case, the dual energy functional also has the mountain-pass geometry, but it
does not satisfy the Palais-Smale condition anymore. Nevertheless, the existence
of a bounded Palais-Smale sequence can be shown, and it remains to show that
a subsequence converges strongly in Lp
′
loc(R
N ) to a nontrivial critical point of the
functional. By this we complete the proof of Theorem 1.1. Finally, in Appendix
A, we add a result, based on standard elliptic estimates, on the Sobolev regularity
imposed by the resolvent operator R.
We close this introduction by fixing some notation. Throughout the paper, we let
BR(x) denote the open ball of radius R centered at x, and we also set BR := BR(0)
and MR = R
N \ BR. As already mentioned, we put x̂ = x|x| for x ∈ RN \ {0}.
The symbols S and S ′ respectively denote the Schwartz space and the space of
tempered distributions on RN . For f ∈ S ′, we write F (f) or f̂ to denote the
Fourier transform of f . Moreover, for matters of simplicity, we sometimes write
‖ · ‖s instead of ‖ · ‖Ls(RN ) for s ∈ [1,∞].
Throughout the remainder of the paper, we restrict our attention to the case
k = 1. This leads to less complicated formulas in the derivations, and the general
case follows from the scaling properties of (3) and the linear (homogeneous and
inhomogeneous) Helmholtz equation.
2. Resolvent estimates and far field asymptotics
Throughout this section, we regard all function spaces as spaces of complex-
valued functions. Let ε > 0. Then the operator −∆− (1 + iε): H2(RN ) ⊂ L2(RN )
→ L2(RN ) is an isomorphism. Moreover, for any f from the Schwartz space S its
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inverse is given by
Rεf(x) := [−∆− (1 + iε)]−1f(x) = (2π)−N2
∫
RN
eix·ξ
f̂(ξ)
|ξ|2 − (1 + iε) dξ.
It is well known (see e.g. [13]) that there exists a linear operator R : S → S ′
given by
〈Rf, g〉 := lim
ε→0
∫
RN
[Rεf ](x)g(x) dx =
∫
RN
[Φ ∗ f ](x)g(x) dx for f, g ∈ S
with
(11) Φ(x) := (2π)−
N
2 F
−1((|ξ|2 − 1− i0)−1)(x) = i
4
(2π|x|) 2−N2 H(1)N−2
2
(|x|)
for x ∈ RN \{0}, where H(1)N−2
2
is the Hankel function of the first kind of order N−22 .
Here we use the notation from [13], which also allows us to briefly write
Rf := F−1
(
(|ξ|2 − 1− i0)−1f̂
)
for f ∈ S .
For H
(1)
N−2
2
we have the asymptotic expansions
(12) H
(1)
N−2
2
(s) =

√
2
πs
ei(s−
N−1
4 π)[1 +O(s−1)] as s→∞,
− iΓ(
N−2
2 )
π
(2
s
)N−2
2
[1 +O(s)] as s→ 0+
(see e.g. [20, Formulas (5.16.3)]), so there exists a constant C0 > 0 such that
(13) |Φ(x)| ≤ C0max{|x|2−N , |x|
1−N
2 } for x ∈ RN \ {0}.
Moreover, Φ satisfies the equation −∆Φ− Φ = δ together with Sommerfeld’s out-
going radiation condition
(14) |∇Φ(x)− iΦ(x)xˆ| = o(|x| 1−N2 ) as |x| → ∞.
As a consequence, for f ∈ S , the function u = Rf ∈ C∞(RN ) is a solution of the
inhomogeneous Helmholtz equation −∆u− u = f satisfying |u(x)| = O(|x| 1−N2 ) as
|x| → ∞ and the outgoing radiation condition (14) with u in place of Φ. We also
have the following important estimates.
Theorem 2.1. (Special case of [18, Theorem 2.3] by Kenig, Ruiz and Sogge)
Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 . Then there exists a constant C > 0 such that
(15) ‖Rf‖Lp(RN ) ≤ C‖f‖Lp′(RN ) for all f ∈ S .
As a consequence of this estimate, the operator R can be continuously extended
as a mapping from Lp
′
(RN ) into Lp(RN ) for 2(N+1)(N−1) ≤ p ≤ 2NN−2 such that (15) still
holds for f ∈ Lp′(RN ). We note that an extension of Theorem 2.1 to more general
pairs of exponents has been obtained by Gutie´rrez in [16, Theorem 6], see also the
proof of Theorem 4.4 below. We also recall the following estimate from [16].
Theorem 2.2. (Limit case of [16, Theorem 7] by Gutie´rrez)
Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 . Then there exists a constant C > 0 such that
(16) sup
R≥1
1
R
∫
BR
∣∣Rf(x)∣∣2 dx ≤ C‖f‖2
Lp
′(RN ) for all f ∈ S .
Next we recall the Stein-Tomas-Theorem which is fundamental for the study of
the operator R.
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Theorem 2.3. (Stein-Tomas-Theorem [26])
Let 1 ≤ q ≤ 2(N+1)
N+3 . Then there exists a constant C = C(q) > 0 such that for
every u ∈ Lq(RN ) we have uˆ|SN−1 ∈ L2(SN−1) and∫
SN−1
|uˆ(θ)|2 dθ ≤ C‖u‖2Lq(RN ).
For general solutions of −∆u − u = f in RN we will show that some kind of
asymptotic expansion holds. Let us first recall the following consequence of results
by Agmon.
Theorem 2.4. (Agmon [1, 2])
Let 2N
N−1 < p ≤ 2NN−2 and consider a (distributional) solution w ∈ Lp(RN ) of
−∆w − w = 0 in RN .
Then there is a unique g ∈ H−s(SN−1), s > N−12 − Np , such that
(17) w(x) =
∫
SN−1
eix·ξg(ξ) dσ(ξ), x ∈ RN .
If, in addition, sup
R>1
1
R
∫
BR
|w|2 dx < ∞, then g ∈ L2(SN−1), and the following
asymptotic expansion is valid:
(18)
lim
R→∞
1
R
∫
BR
∣∣∣w(x)−(2π|x|)
N−1
2 [
ei|x|−
i(N−1)π
4 g(x̂) + e−i|x|+
i(N−1)π
4 g(−x̂)]∣∣∣2dx = 0
Proof. The first assertion follows from Theorem 4.1 and Theorem 6.2 (ii)(a) in
[2], whereas the second assertion can be deduced from Theorem 4.3 and Theorem
4.5 (ii) in [1]. 
Remark that for u ∈ Lp(RN ), f ∈ Lp′(RN ) satisfying −∆u − u = f in RN , the
function w = u−Rf belongs to Lp(RN ), by Theorem 2.1, and solves −∆w−w = 0
in RN . Hence, we have the following
Corollary 2.5. Let u ∈ Lp(RN ) be a solution of −∆u − u = f in RN with f ∈
Lp
′
(RN ) and 2(N+1)
N−1 ≤ p ≤ 2NN−2 . Then there is a unique g ∈ H−s(SN−1), s >
N−1
2 − Np , such that
(19) u(x) = [Rf ](x) +
∫
SN−1
eix·ξg(ξ) dσ(ξ), for a.e. x ∈ RN .
Moreover, if sup
R>1
1
R
∫
BR
|u|2 dx <∞, then g ∈ L2(SN−1).
In order to obtain an asymptotic expansion for u, it remains to study the asymp-
totics of Rf where f ∈ Lp′(RN ). The remainder of this section is therefore devoted
to the far field pattern associated with the operator R. We start with the following
result which is well-known to experts, see e.g. [9, Theorem 2.5] for the case N = 3.
Since we could not find a reference for general N ≥ 3, we give the proof here for
the reader’s convenience.
Proposition 2.6. Let f ∈ C∞c (RN ). Then,
[Rf ](x) =
√
π
2
ei|x|−
i(N−3)π
4
|x|N−12
f̂(x̂) +O
(
|x|−N+12
)
as |x| → ∞.
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Proof. Choose R > 0 such that supp f ⊂ BR. For x ∈ RN with |x| ≥ 2R we can
write, using the asymptotics in (12),
[Rf ](x) = γN
∫
BR
ei|x−y|
|x− y|N−12
(
1 + δ(|x− y|)
)
f(y) dy, γN =
(2π)
1−N
2
2
e−
i(N−3)π
4 ,
where the function r 7→ δ(r) satisfies δ∗ := sup
r≥1
r|δ(r)| < ∞. Furthermore, there
exists a constant ζ > 0 such that
(20)
∣∣∣ |x− y| − |x| + x̂ · y ∣∣∣ ≤ ζ|y|2|x| and ∣∣∣|x− y|−N−12 − |x|−N−12 ∣∣∣ ≤ ζ|y||x|N+12
for all x, y ∈ RN with x 6= 0 and |y| ≤ |x|2 . As a consequence, we may estimate, for
|x| ≥ 2R,∣∣∣∫
BR
( ei|x−y|
|x− y|N−12
− e
i|x|−ix̂·y
|x|N−12
)
f(y) dy
∣∣∣ ≤ ∫
BR
∣∣∣ei(|x−y|−|x|+x̂·y)|x− y|N−12 − 1|x|N−12
∣∣∣|f(y)| dy
≤
∫
BR
( |ei(|x−y|−|x|+x̂·y) − 1|
|x− y|N−12
+
∣∣∣ 1|x− y|N−12 − 1|x|N−12
∣∣∣) |f(y)| dy
≤
∫
BR
( √2ζ|y|2
|x| |x− y|N−12
+
ζ|y|
|x|N+12
)
|f(y)| dy ≤ κR‖f‖L1(RN )
|x| (N+1)2
with κR := (2
N−1
2
√
2R2 +R)ζ and∣∣∣ ∫
BR
ei|x−y|
|x− y|N−12
δ(|x− y|)f(y) dy
∣∣∣ ≤ δ∗ ∫
BR
|f(y)|
|x− y| (N+1)2
dy ≤ 2
(N+1)
2 δ∗
|x| (N+1)2
‖f‖L1(RN ).
Combining these two estimates, we obtain∣∣∣∣∣[Rf ](x)− γN ei|x||x|N−12 (2π)N2 f̂(x̂)
∣∣∣∣∣ ≤ |γN |(κR + 2 (N+1)2 δ∗) ‖f‖L1(RN )|x|− (N+1)2
for |x| ≥ 2R, and the conclusion follows. 
The pointwise asymptotic expansion given in Proposition 2.6 does not extend to
general functions f ∈ Lp′(RN ) in the case where 2(N+1)(N−1) ≤ p ≤ 2NN−2 . Nevertheless,
we have the following weaker variant of these asymptotics.
Proposition 2.7. Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 and f ∈ Lp
′
(RN ). Then
(21) lim
R→∞
1
R
∫
BR
∣∣∣Rf(x)−√π
2
ei|x|−
i(N−3)π
4
|x|N−12
f̂(x̂)
∣∣∣2 dx = 0.
Proof. As a consequence of Theorems 2.1 and 2.3, the integrand in (21) belongs
to L2loc(R
N ). Letting κN =
√
π
2 e
− i(N−3)π4 and w(x) = Rf(x) − κN ei|x||x|N−12 f̂(x̂), it
follows that w ∈ L2(B1(0)) and therefore
1
R
∫
{|x|<1}
∣∣∣Rf(x)− κN ei|x||x|N−12 f̂(x̂)
∣∣∣2 dx = 1
R
‖w‖2L2(B1(0)) → 0 as R→∞.
Let now ε > 0 be given, and consider g ∈ C∞c (RN ) such that ‖g − f‖Lp′(RN ) < ε.
By Proposition 2.6 we have
Mg := sup
|x|≥1
|x|N+1
∣∣∣Rg(x)− κN ei|x||x|N−12 ĝ(x̂)
∣∣∣2 <∞
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and therefore
1
R
∫
{1≤|x|<R}
∣∣∣Rg(x)− κN ei|x||x|N−12 ĝ(x̂)
∣∣∣2 dx
≤ Mg
R
∫
{1≤|x|<R}
|x|−(N+1) dx ≤ MgωN
R
→ 0,
as R→∞. According to Theorem 2.2,
sup
R≥1
1
R
∫
BR
∣∣∣Rf(x)−Rg(x)∣∣∣2 dx < Cε2
with a constant C > 0 independent of g. Moreover, by Theorem 2.3 we have
sup
R≥1
1
R
∫
BR
∣∣∣ ei|x||x|N−12
(
f̂(x̂)− ĝ(x̂)
)∣∣∣2 dx = sup
R≥1
1
R
∫ R
0
∫
SN−1
|̂(f − g)(ω)|2 dσ(ω) dr
≤ C(p)‖f − g‖2
Lp
′(RN ) < C(p)ε
2.
with a constant C(p) > 0 independent of g. Combining these estimates, we find
lim sup
R→∞
1
R
∫
BR
∣∣∣Rf(x)− κN ei|x||x|N−12 f̂(x̂)
∣∣∣2 dx ≤ lim sup
R→∞
3
R
∫
BR
∣∣∣Rf(x)−Rg(x)∣∣∣2 dx
+ lim sup
R→∞
3
R
∫
BR
∣∣∣Rg(x)− κN ei|x||x|N−12 ĝ(x̂)
∣∣∣2 dx
+ lim sup
R→∞
3|κN |2
R
∫
BR
∣∣∣ ei|x||x|N−12
(
f̂(x̂)− ĝ(x̂)
)∣∣∣2 dx
< 3C2ε2 + 3|κN |2C(p)ε2.
Since this holds for every ε > 0, (21) follows. 
In the case where the function f is integrable and exhibits some appropriate
decay at infinity, a pointwise asymptotic expansion can also be obtained.
Proposition 2.8. Let f ∈ L1(RN ) satisfy |f(x)| ≤ C|x|−N−ε for all x 6= 0 for
some C, ε > 0. Then,
[Rf ](x) =
√
π
2
ei|x|−
i(N−3)π
4
|x|N−12
f̂ (x̂) + o(|x|−N−12 ), as |x| → ∞.
Proof. In order to prove the asymptotic expansion for Rf = Φ ∗ f we split the
integral
(Φ ∗ f)(x) = CN
∫
RN
H
(1)
N−2
2
(|x− y|)
|x− y|N−22
f(y) dy,
where CN =
i
4 (2π)
2−N
2 , into three parts and treat each of them separately. Let us
first consider for x ∈ RN with |x| ≥ 2,
I1(x) =
∫
B1(x)
H
(1)
N−2
2
(|x− y|)
|x− y|N−22
f(y) dy.
Using the asymptotic property (12), we can find a constant κ1 > 0 such that for
all x, y ∈ RN with |x − y| < 1, |H(1)N−2
2
(|x − y|)| ≤ κ1 |x − y| 2−N2 . Therefore, using
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the decay property of f , we find
|I1(x)| ≤ κ1
∫
B1(x)
|x− y|2−N |f(y)| dy ≤ Cκ1
∫
B1(x)
|x− y|2−N |y|−N−ε dy
≤ 2N+εCκ1|x|−N−εωN
∫ 1
0
r dr = 2N−1+εωNCκ1 |x|−N−ε.
Next, we set A(x) = {y ∈ RN : |x− y| > 1 and |y| ≥
√
|x|} and consider
I2(x) =
∫
A(x)
H
(1)
N−2
2
(|x − y|)
|x− y|N−22
f(y) dy.
From (12) we can find some constant κ2 > 0 such that for every |x| ≥ 1,
|I2(x)| ≤ κ2
∫
A(x)
|x− y| 1−N2 |f(y)| dy
≤ κ2
( |x|
2
) 1−N
2
∫
A(x)
|x− y|N−12 + |y|N−12
|x− y|N−12
|f(y)| dy
≤ κ2
( |x|
2
) 1−N
2 ( ∫
A(x)
|f(y)| dy + C
∫
A(x)
|x− y| 1−N2 |y|− (N+1+2ε)2 dy
)
.
Since f ∈ L1(RN ), the first integral on the last line goes to zero uniformly as
|x| → ∞, and using [5, Appendix 2, Lemma 1], we obtain∫
A(x)
|x− y| 1−N2 |y|− (N+1+2ε)2 dy → 0, uniformly as |x| → ∞.
Hence, I2(x) = o(|x|−N−12 ) as |x| → ∞.
In a last step, we study for x ∈ RN with |x| ≥ 4 the integral
I3(x) = CN
∫
D(x)
H
(1)
N−2
2
(|x− y|)
|x− y|N−22
f(y) dy,
where D(x) = {y ∈ RN : |x− y| > 1 and |y| ≤
√
|x|}. We first notice that by (12)
we can write, as in the proof of Proposition 2.6,
I3(x) = γN
∫
D(x)
ei|x−y|
|x− y|N−12
(
1 + δ(|x− y|)
)
f(y) dy,
where γN =
(2π)
1−N
2
2 e
− i(N−3)π4 and δ∗ := sup
r≥1
r|δ(r)| < ∞. As a consequence, we
obtain as in Proposition 2.6, using (20),∣∣∣ ∫
D(x)
( ei|x−y|
|x− y|N−12
− e
i|x|−ix̂·y
|x|N−12
)
f(y) dy
∣∣∣ ≤ ∫
D(x)
( √2ζ|y|2
|x| |x− y|N−12
+
ζ|y|
|x|N+12
)
|f(y)| dy
≤ (2
N−1
2
√
2 + 1)ζ
|x|N+12
∫
{|y|<1}
|f(y)| dy + (2
N−1
2
√
2 + 1)ζ
|x|N−12 + ε4
∫
{1≤|y|<
√
|x|}
|y|−N− ε2 dy
≤ κ3|x|−
N−1
2 − ε4
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for some constant κ3 > 0, and, moreover,∣∣∣∣∣∣∣
∫
D(x)
ei|x−y|
|x− y|N−12
δ(|x− y|)f(y) dy
∣∣∣∣∣∣∣ ≤
2
(N+1)
2 δ∗
|x| (N+1)2
‖f‖L1(RN ).
Combining these last two estimates, we obtain∣∣∣∣∣I3(x) − γN ei|x||x|N−12
∫
D(x)
e−ix̂·yf(y) dy
∣∣∣∣∣ ≤ |γN |(κ3+2 (N+1)2 δ∗‖f‖L1(RN )) |x|−N−12 − ε4 ,
and using the fact that,∣∣∣∣∣
∫
RN\D(x)
e−ix̂·yf(y) dy
∣∣∣∣∣ ≤
∫
B1(x)
|f(y)| dy +
∫
{|y|≥
√
|x|}
|f(y)| dy → 0,
uniformly as |x| → ∞, we can write
I3(x) = γN
ei|x|
|x|N−12
(2π)
N
2 f̂(x̂) + o(|x|− (N−1)2 ), as |x| → ∞,
and the claim follows. 
As a consequence of Corollary 2.5 and the above expansions, we obtain that in
the case where 2(N+1)
N−1 ≤ p ≤ 2NN−2 and f ∈ Lp
′
(RN ) is real-valued, there exists for
each solution u ∈ Lp(RN ) of
u = R(f) = Re(Rf)
a unique g ∈ L2(SN−1) such that
u(x) = R(f)(x) +
∫
SN−1
eix·ξg(ξ) dσ(ξ) for a.e. x ∈ RN ,
and a direct identification gives∫
SN−1
eix·ξg(ξ) dσ(ξ) = −iIm(Rf)(x) = 1
2
(
[Rf ](x)− [Rf ](x)
)
.
Comparing the expansions in (18) and (21), we find
(22) g = − i
4
(2π)
2−N
2 f̂ ∈ L2(SN−1).
We conclude this study of the operator R by stating a result on the asymptotic
decay of solutions of convolution equations in which the kernel has the same asymp-
totics as the fundamental solution Φ above. We shall use this result in Section 4
below in order to obtain a pointwise asymptotic expansion for real-valued solutions
of the nonlinear Helmholtz equation.
Lemma 2.9. Let V ∈ Lq(RN ) ∩ Ls(RN ) with q < 2N
N+1 ≤ N2 < s and consider a
measurable function u: RN → R satisfying V u ∈ L1(RN ) ∩ Ls(RN ) and
u = K ∗ (V u),
where |K(x)| ≤ C0max{|x| 1−N2 , |x|2−N} for x 6= 0. Then there exists a constant
C > 0 such that
|u(x)| ≤ C|x| 1−N2 for all x 6= 0.
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Proof. The proof is based on an iteration procedure, similar to the one used by
Zemach and Odeh in [28] (see also [4]). We start by remarking that Ho¨lder’s
inequality gives for σ ∈ {N−12 , N − 2}, R > 0 and x ∈ RN ,∫
MR
|V (y)| |x− y|−σ dy ≤
(∫
MR
|V (y)|sdy
) 1
s
(∫
B1(x)
|x− y|−s′σ dy
) 1
s′
+
(∫
MR
|V (y)|q dy
) 1
q
(∫
RN\B1(x)
|x− y|−q′σ dy
) 1
q′
,
which tends to 0, as R→∞, uniformly in x. Indeed, our assumptions ensure that
s′ = s
s−1 <
N
N−2 and q
′ > 2N
N−1 , and therefore s
′σ < N whereas q′σ > N . From
now on, we choose R > 1 such that
(23) C0 sup
x∈RN
∫
MR
|V (y)|
(
|x− y| 1−N2 + |x− y|2−N
)
dy < 2−N .
Letting
u0(x) =
∫
BR
K(x− y)V (y)u(y) dy,
we infer that for all |x| ≥ 2R,
(24) |u0(x)| ≤ C0
∫
BR
|x− y| 1−N2
∣∣V (y)u(y)∣∣ dy ≤ C1|x| 1−N2 ,
with C1 = 2
N−1
2 C0‖V u‖1. We now set for |x| ≥ R,
B0(x) =
∫
MR
K(x− y)V (y)u(y) dy
and define inductively for k ≥ 1,
uk(x) =
∫
MR
K(x− y)V (y)uk−1(y) dx,
and Bk(x) =
∫
MR
K(x− y)V (y)Bk−1(y) dx.
Thus, for each m ∈ N,
u =
m∑
k=0
uk +Bm.
Setting βk = sup
|x|≥R
|Bk(x)|, a similar calculation as above gives β0 < ∞, since
V u ∈ L1(RN ) ∩ Ls(RN ). Moreover, using (23), we obtain βk ≤ 2−Nβk−1 for all
k ≥ 1, and thus βm ≤ 2−mNβ0 → 0 as m→∞, showing that
u =
∞∑
k=0
uk
holds uniformly in MR. Next, we remark that µ0 := sup
|x|≥R
|x|N−12 |u0(x)| < ∞ by
(24) and since u0 ∈ L∞(RN ). Hence, setting µk = sup
|x|≥R
|x|N−12 |uk(x)| for k ≥ 1,
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we obtain
|x|N−12 |uk(x)| ≤ µk−1C0|x|
N−1
2
∫
MR
|V (y)| |y| 1−N2
(
|x− y| 1−N2 + |x− y|2−N
)
dy
≤ µk−12
N−3
2 C0
∫
MR
|V (y)|(1 + |y| 1−N2 |x− y|N−12 )
(
|x− y| 1−N2 + |x− y|2−N
)
dy
≤ 1
2
µk−1,
for all |x| ≥ R, where Young’s inequality and (23) have been used. Iterating the
preceding estimate, we obtain µk ≤ 2−kµ0 and consequently,
sup
|x|≥R
|x|N−12 |u(x)| ≤ µ0
∞∑
k=0
2−k = 2µ0 <∞,
which concludes the proof. 
3. The nonvanishing property
As in the preceding section, all function spaces are understood as spaces of
complex-valued functions. The following theorem is a key ingredient to obtain real
standing wave solutions of (3) via variational methods in the case where Q(x) does
not vanish asymptotically as |x| → ∞. We believe that it might also have further
applications to the study of complex solutions of (3).
Theorem 3.1. (nonvanishing property)
Let N ≥ 3 and 2(N+1)
N−1 < p <
2N
N−2 . Moreover, let (vn)n ⊂ Lp
′
(RN ) be a bounded
sequence satisfying lim sup
n→∞
∣∣∫
RN
vnRvn dx
∣∣ > 0. Then there exists R > 0, ζ > 0 and
a sequence (xn)n ⊂ RN such that, up to a subsequence,
(25)
∫
BR(xn)
|vn|p
′
dx ≥ ζ for all n.
The remainder of this section is devoted to the proof of this result. We fix ψ ∈ S
such that ψ̂ ∈ C∞c (RN ) is radial, 0 ≤ ψ̂ ≤ 1, ψ̂(ξ) = 1 for ||ξ|−1| ≤ 16 and ψ̂(ξ) = 0
for ||ξ| − 1| ≥ 14 . We then write Φ = Φ1 +Φ2 with
Φ1 := ψ ∗ Φ, Φ2 = Φ− Φ1.
From (13) it then follows, by making C0 > 0 larger if necessary, that Φ1 ∈ C∞(RN )
and
(26) |Φ1(x)| ≤ C0(1 + |x|)
1−N
2 for x ∈ RN .
This in particular implies that |Φ2(x)| = |[Φ − Φ1](x)| ≤ 2C0|x|2−N for |x| ≤ 1.
Moreover, since Φ̂2 = (1 − ψ̂)Φ̂, and Φ̂(ξ) = (|ξ|2 − 1 − i0)−1 with the notation of
[13], we have Φ̂2 ∈ C∞(RN ) with Φ̂2(ξ) = (|ξ|2−1)−1 for |ξ| ≥ 54 . This implies that
∂γΦ̂2 ∈ L1(RN ) for all γ ∈ NN0 such that |γ| > N−2, which gives |Φ2(x)| ≤ κs|x|−s,
x ∈ RN for all s > N − 2 with some constant κs > 0. In particular, by making
C0 > 0 larger if necessary, we have
(27) |Φ2(x)| ≤ C0min{|x|2−N , |x|−N} for x ∈ RN \ {0}.
We first prove a variant of Theorem 3.1 related to Φ2.
Lemma 3.2. Let 2 < p < 2N
N−2 , and suppose that (vn)n ⊂ S is a bounded sequence
in Lp
′
(RN ) such that
(28) lim
n→∞
(
sup
y∈RN
∫
Bρ(y)
|vn|p
′
dx
)
= 0 for all ρ > 0.
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Then
(29)
∫
RN
vn[Φ2 ∗ vn] dx→ 0 as n→∞.
Proof. Setting AR := {x ∈ RN : 1R ≤ |x| ≤ R} and DR := RN \AR for R > 1, we
derive from (27) that
(30) ‖Φ2‖
L
p
2 (DR)
→ 0 as R→∞,
since 1 < p2 <
N
N−2 . Hence, by Young’s inequality,
(31)
sup
n∈N
∣∣∣∫
RN
vn[(1DRΦ2) ∗ vn] dx
∣∣∣ ≤ ‖Φ2‖
L
p
2 (DR)
sup
n∈N
‖vn‖2Lp′(RN ) → 0 as R→∞.
Moreover, decomposing RN into disjoint N -cubes {Qℓ}ℓ∈N of side length R, and
considering for each ℓ the N -cube Q′ℓ with the same center as Qℓ but with side
length 3R, we find, similarly as in [3, pp. 109-110],∣∣∣ ∫
RN
vn[(1ARΦ2) ∗ vn] dx
∣∣∣ ≤ ∞∑
ℓ=1
∫
Qℓ
(∫
1
R
<|x−y|<R
|Φ2(x − y) ||vn(x)| |vn(y)| dy
)
dx
≤ CRN−2
∞∑
ℓ=1
∫
Qℓ
(∫
Q′
ℓ
|vn(x)| |vn(y)| dy
)
dx
≤ CRN−2+ 2Np
∞∑
ℓ=1
(∫
Q′
ℓ
|vn(x)|p
′
dx
) 2
p′
≤ CRN−2+ 2Np
[
sup
ℓ∈N
∫
Q′
ℓ
|vn(x)|p
′
dx
] 2
p′−1
∞∑
ℓ=1
∫
Q′
ℓ
|vn(x)|p
′
dx
≤ CRN−2+ 2Np
[
sup
y∈RN
∫
B3R
√
N
(y)
|vn(x)|p
′
dx
] 2
p′−1
3N‖vn‖p
′
p′ ,
so by assumption (28) we have
(32) lim
n→∞
∫
RN
vn[(1ARΦ2) ∗ vn] dx = 0 for every R > 0.
Combining (31) and (32), we thus obtain (29), as claimed. 
We also need the following Lemma which is related to [16, Lemma 1] (and the
remarks before and after that lemma).
Proposition 3.3. Let p > 2(N+1)
N−1 , λp :=
N−1
2 − N+1p > 0 and MR := RN \BR for
R > 0. Then there exists a constant C > 0 such that, for R ≥ 1,
‖[1MRΦ1] ∗ f‖p ≤ CR−λp‖f‖p′ for f ∈ S with supp f̂ ⊂ {ξ : ||ξ| − 1| ≤
1
2
}.
Proof. It suffices to prove the assertion for R ≥ 4. Put PR := 1MRΦ1 for R ≥ 4, and
fix a radial, nonnegative function η ∈ C∞c (RN ) such that η(x) = 1 if 0 ≤ |x| ≤ 1,
η(x) = 0 if |x| ≥ 2. Moreover, for j ∈ N, define ϕj ∈ C∞c (RN ) by ϕj(x) =
η(x/2j)− η(x/2j−1). Since PR ≡ 0 on BR, we then have the corresponding dyadic
decomposition
(33) PR =
∞∑
j=[log2R]
P j with P j(x) := PR(x)ϕj(x) for j ∈ N,
so that
(34) ‖P j‖∞ ≤ C12−
j(N−1)
2 for all j ≥ [log2R]
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with C1 := 2
N−1
2 C0 and C0 > 0 as in (26). In the following, the letter C stands for
(possibly different) positive constants independent of R. We claim that
(35) ‖P j ∗ f‖2 ≤ C 2
j
2 ‖f‖ 2(N+1)
N+3
for j ≥ [log2R] and f ∈ S with supp f̂ ⊂ {ξ : ||ξ| − 1| ≤ 34}. This follows
almost exactly as in the proof of [16, Lemma 1], but we repeat the argument for
the convenience of the reader. Since P̂ j is a radial function, we also write P̂ j(r) in
place of P̂ j(ξ) if |ξ| = r in the following. Setting q = 2(N+1)
N+3 , we then have, using
Theorem 2.3,
‖P j ∗ f‖22 = C
∫
||ξ|−1|≤ 34
|P̂ j(ξ)f̂(ξ)|2 dξ = C
∫ 7
4
1
4
rN−1|P̂ j(r)|2
∫
SN−1
|f̂(rω)|2 dσ(ω)dr
≤ C‖f‖2q
∫ 7
4
1
4
|P̂ j(r)|2 dr ≤ C‖f‖2q
∫
RN
|P j(x)|2 dx ≤ C2j‖f‖2q.
Hence (35) holds. We now fix ϕ ∈ S such that ϕ̂ ∈ C∞c (RN ) is radial, nonnegative
and such that ϕ̂(ξ) ≡ 1 on {ξ : ||ξ| − 1| ≤ 12} and ϕ̂(ξ) ≡ 0 on {ξ : ||ξ| − 1| ≥ 34}.
We also define Qj := P j ∗ ϕ. As a consequence of (35), we then have
(36) ‖Qj ∗ f‖2 = ‖P j ∗ (ϕ ∗ f)‖2 ≤ C 2
j
2 ‖ϕ ∗ f‖ 2(N+1)
N+3
≤ C2 j2 ‖f‖ 2(N+1)
N+3
for all f ∈ S and j ≥ [log2R], since supp ϕ̂ ∗ f = supp ϕ̂f̂ ⊂ {ξ : ||ξ| − 1| ≤ 34}.
Note that in the last step we used Young’s inequality (replacing C‖ϕ‖1 by C). By
duality, this implies that
(37) ‖Qj ∗ f‖ 2(N+1)
N−1
≤ C 2 j2 ‖f‖2 for all f ∈ S
and j ≥ [log2R]. Setting s = 2(N+1)N , so that 1s = 12
(
1
2 +
N−1
2(N+1)
)
, we therefore
obtain by complex interpolation that
(38) ‖Qj ∗ f‖s ≤ C 2
j
2 ‖f‖s′ for all f ∈ S
and j ≥ [log2R]. By (34) we also have
‖Qj‖∞ ≤ ‖P j‖∞‖ϕ‖1 ≤ C1‖ϕ‖12−
j(N−1)
2 for j ≥ [log2R],
so that, by Young’s inequality,
(39) ‖Qj ∗ f‖∞ ≤ C2−
j(N−1)
2 ‖f‖1 for all f ∈ S
and j ≥ [log2R]. Combining (38) and (39) and applying complex interpolation
again, we find that
‖Qj ∗ f‖p ≤ C 2j(
(N+1)
p
− (N−1)2 )‖f‖p′ = C 2−jλp‖f‖p′
for all f ∈ S , p ≥ s and j ≥ [log2R]. As in the assumption of the proposition, we
now restrict our attention to p > 2(N+1)
N−1 > s, so that λp > 0. Recalling (33) and
using that Qj ∗ f = P j ∗ f for all f ∈ S with supp f̂ ⊂ {ξ : ∣∣|ξ| − 1∣∣ ≤ 12}, we then
conclude that
‖[1MRΦ1] ∗ f‖p = ‖PR ∗ f‖p ≤ C‖f‖p′
∞∑
j=[log2 R]
2−jλp ≤ CR−λp‖f‖p′
for all f ∈ S with supp f̂ ⊂ {ξ :
∣∣|ξ| − 1∣∣ ≤ 12}, as claimed. 
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Lemma 3.4. Let p > 2(N+1)
N−1 , and suppose that (vn)n ⊂ S is a bounded sequence
in Lp
′
(RN ) such that
lim
n→∞
(
sup
y∈RN
∫
Bρ(y)
|vn|p
′
dx
)
= 0 for all ρ > 0.
Then
(40)
∫
RN
vn[Φ1 ∗ vn] dx→ 0 as n→∞.
Proof. Fix a radial function ϕ ∈ S such that ϕ̂ ∈ C∞c (RN ) is radial, 0 ≤ ϕ̂ ≤ 1,
ϕ̂(ξ) = 1 for ||ξ| − 1| ≤ 14 and ϕ̂(ξ) = 0 for ||ξ| − 1| ≥ 12 . Moreover, let wn :=
ϕ ∗ vn ∈ S . We then have Φ1 ∗ vn = Φ1 ∗ wn, since Φ̂1ϕ̂ = Φ̂1 by construction.
Hence∫
RN
vn[Φ1 ∗ vn] dx =
∫
RN
vn[Φ1 ∗ wn] dx
=
∫
RN
vn[(1BRΦ1) ∗ wn] dx+
∫
RN
vn[(1MRΦ1) ∗ wn] dx for every n.(41)
Since supp ŵn ⊂ {ξ : ||ξ| − 1| ≤ 12} for every n ∈ N, Proposition 3.3 implies that∣∣∣∫
RN
vn[(1MRΦ1) ∗wn] dx
∣∣∣ ≤ C‖vn‖p′‖wn‖p′R−λp ≤ C‖ϕ‖1‖vn‖2p′R−λp
for every n ∈ N, R > 4, where we used Young’s inequality in the last step. As a
consequence
(42) sup
n∈N
∣∣∣∫
RN
vn[(1MRΦ1) ∗ wn] dx
∣∣∣→ 0 as R→∞.
Moreover, decomposing RN into disjoint N -cubes {Qℓ}ℓ∈N of side length R, and
considering for each ℓ the N -cube Q′ℓ with the same center as Qℓ but with side
length 3R, we find, arguing slightly differently than in the proof of Lemma 3.2,∣∣∣ ∫
RN
vn[(1BRΦ1) ∗ wn] dx
∣∣∣ ≤ ∞∑
ℓ=1
∫
Qℓ
(∫
|x−y|<R
|Φ1(x− y)| |vn(x)| |wn(y)| dy
)
dx
≤ ‖Φ1‖∞
∞∑
ℓ=1
∫
Q′
ℓ
|vn(x)| dx
∫
Q′
ℓ
|wn(x)| dx
≤ ‖Φ1‖∞
[ ∞∑
ℓ=1
(∫
Q′
ℓ
|wn(x)| dx
)p′] 1
p′
[ ∞∑
ℓ=1
(∫
Q′
ℓ
|vn(x)| dx
)p] 1
p
≤ CR 2Np
[ ∞∑
ℓ=1
∫
Q′
ℓ
|wn(x)|p
′
dx
] 1
p′
[ ∞∑
ℓ=1
(∫
Q′
ℓ
|vn(x)|p
′
dx
) p
p′
] 1
p
≤ CR 2Np 3Np′ ‖wn‖p′
[
sup
ℓ∈N
∫
Q′
ℓ
|vn(x)|p
′
dx
] 1
p′− 1p [ ∞∑
ℓ=1
∫
Q′
ℓ
|vn(x)|p
′
dx
] 1
p
≤ CR 2Np 3N‖wn‖p′
[
sup
y∈RN
∫
B3R
√
N
(y)
|vn(x)|p
′
dx
] 2
p′−1 ‖vn‖
p′
p
p′
≤ CR 2Np ‖vn‖p
′
p′
[
sup
y∈RN
∫
B3R
√
N (y)
|vn(x)|p
′
dx
] 2
p′−1
,
so by assumption we have
(43) lim
n→∞
∫
RN
vn[(1BRΦ1) ∗ wn] dx = 0 for every R > 0.
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Combining (41), (42) and (43), we obtain (40), as claimed. 
Proof of Theorem 3.1 (completed). Without loss of generality, we may assume that
(44) vn ∈ S for all n ∈ N.
Indeed, in any case we may replace vn by v˜n ∈ S with ‖vn − v˜n‖Lp′(RN ) ≤ 1n for
every n ∈ N. Then∣∣∣∫
RN
[vnRvn − v˜nRv˜n] dx
∣∣∣ = ∣∣∣∫
RN
(vn − v˜n)R(vn + v˜n) dx
∣∣∣
≤ C‖vn − v˜n‖Lp′(RN )‖vn + v˜n‖Lp′(RN ) → 0 as n→∞
with C as in (15) and thus lim inf
n→∞
∣∣∫
RN
v˜nRv˜n dx
∣∣ = lim inf
n→∞
∣∣∫
RN
vnRvn dx
∣∣ > 0.
Moreover, (25) holds if and only if it holds for v˜n in place of vn. Hence we may
assume (44). Suppose by contradiction that (25) does not hold. Then
(45) lim
n→∞
(
sup
y∈RN
∫
Bρ(y)
|vn|p
′
dx
)
= 0 for all ρ > 0.
By Lemmas 3.2 and 3.4, we thus find that∫
RN
vnRvn dx =
∫
RN
vn[Φ1 ∗ vn] dx+
∫
RN
vn[Φ2 ∗ vn] dx→ 0 as n→∞,
contradicting the assumption. Hence (25) is true for some ζ, R > 0, as claimed. 
4. A dual variational framework for the nonlinear Helmholtz
equation
Throughout this section, we assume that N ≥ 3, 2(N+1)
N−1 ≤ p ≤ 2∗ := 2NN−2 . We
write Ψ := ReΦ for the real part of the fundamental solution Φ given in (11). Note
that, by Theorem 2.1,
(46) the linear operator R : Lp
′
(RN )→ Lp(RN ), R(v) := Ψ ∗ v is bounded.
Here and in the following, in contrast to the previous sections, all function spaces
are assumed to consist of real-valued functions. For Q ∈ L∞(RN ) nonnegative
with Q 6≡ 0, we wish to set up a dual variational framework to study solutions
u ∈ Lp(RN ) of (6). Note that equation (6) corresponds to the special case k = 1 in
(3), i.e., to
(47) −∆u− u = Q(x)|u|p−2u, x ∈ RN .
Setting v = Q
1
p′ |u|p−2u, we are thus led to consider the equation
(48) |v|p′−2v = Q 1p [Ψ ∗ (Q 1p v)] in RN
Before setting up the variational framework for equation (48), we study the so-
called Birman-Schwinger operator (see [3]) which appears on the right-hand side of
(48).
Lemma 4.1. Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 and consider Q ∈ L∞(RN ), satisfying Q(x) ≥
0 for a.e. x ∈ RN . Then the Birman-Schwinger operator
Kp : L
p′(RN )→ Lp(RN ), Kp(v) := Q
1
pR(Q
1
p v)
is symmetric in the sense that
∫
RN
wKp(v) dx =
∫
RN
vKp(w) dx for all v, w ∈
Lp
′
(RN ). Moreover, if p < 2N
N−2 then,
(i) for any bounded and measurable set B ⊂ RN , the operator 1BKp is compact.
Here 1B denotes the characteristic function of the set B.
(ii) If, in addition, ess sup
|x|≥R
Q(x)→ 0 as R→∞, then Kp itself is compact.
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Proof. Note that Kp is a bounded linear operator due to (46) and since Q ∈
L∞(RN ) by assumption. We start by proving the compactness of 1BKp for a
bounded set B ⊂ RN . For this, it is enough to show that Kp(vn)→ 0 in Lp(B) for
every sequence (vn)n ⊂ Lp′(RN ) such that vn ⇀ 0.
Let therefore (vn)n ⊂ Lp′(RN ) converge weakly to 0. The boundedness of R
implies that R(Q
1
p vn) ⇀ 0 in L
p(RN ) and, according to Proposition A.1, there
holds R(Q
1
p vn) ∈ W 2,p
′
loc (R
N ) and for every R > 0 there is some constant C˜ > 0
such that
‖R(Q 1p vn)‖W 2,p′ (BR) ≤ C˜
(
‖R(Q 1p vn)‖Lp(RN ) + ‖Q
1
p vn‖Lp′(RN )
)
holds for all n (here BR ⊂ RN denotes the ball of radius R centered at the ori-
gin). Consequently, (R(Q
1
p vn))n is a bounded sequence in W
2,p′(BR), and from
the compact embedding W 2,p
′
(BR) →֒ Lp(BR), (recall that p < 2NN−2 ) we obtain
Kp(vn) = Q
1
pR(Q
1
p vn)→ 0 in Lp(BR) as n→∞, using the weak convergence and
the fact that Q ∈ L∞(RN ). The claim follows by choosing R > 0 large enough for
B ⊂ BR to hold.
Let us now assume that QR := ess sup
|x|≥R
Q(x) → 0 as R → ∞. In order to prove
the compactness of Kp in this case, we now show that Kp(vn) → 0 in Lp(RN ) for
every sequence (vn)n ⊂ Lp′(RN ) such that vn ⇀ 0. Taking such a sequence (vn)n,
we first note that for every R > 0, ‖1BRKp(vn)‖p → 0 as n → ∞, since 1BRKp is
compact. Moreover, for all n ∈ N, R > 0.∫
RN
|(1− 1BR)Kp(vn)|p dx ≤ ‖R(Q
1
p vn)‖pp ess sup
|x|≥R
Q(x) ≤ CQR,
since
(
R(Q
1
p vn)
)
n
is bounded in Lp(RN ). As a consequence,
lim sup
n→∞
‖Kp(vn)‖p ≤ lim sup
n→∞
‖1BRKp(vn)‖p + lim sup
n→∞
‖(1− 1BR)Kp(vn)‖p ≤ CQR
for all R > 0. Letting R → ∞, we obtain ‖Kp(vn)‖p → 0, as n → ∞, and the
compactness of Kp follows.
To show that Kp is symmetric, we first consider the case where the functions
f := Q
1
p v, g := Q
1
pw both belong to S . Using the definition of Kp and the
properties of the convolution, we then obtain∫
RN
wKp(v) dx =
∫
RN
g(Ψ ∗ f) dx =
∫
RN
f(Ψ ∗ g) dx =
∫
RN
vKp(w) dx.
The conclusion then follows by a density argument. 
Consider now the energy functional
(49)
J(v) =
1
p′
∫
RN
|v|p′ dx− 1
2
∫
RN
Q(x)
1
p v(x)R(Q
1
p v)(x) dx
=
1
p′
‖v‖p′p′ −
1
2
∫
RN
vKp(v) dx
for v ∈ Lp′(RN ). From the preceding lemma, we deduce that J ∈ C 1(Lp′(RN ),R)
with
(50) J ′(v)w =
∫
RN
(
|v|p′−2v −Kp(v)
)
w dx for all v, w ∈ Lp′(RN ).
Moreover, the functional J has the so-called mountain pass geometry.
Lemma 4.2. Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 and consider Q ∈ L∞(RN ), Q 6≡ 0, such that
Q(x) ≥ 0 for a.e. x ∈ RN .
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(i) There exists δ > 0 and 0 < ρ < 1 such that J(v) ≥ δ > 0 for all v ∈ Lp′(RN )
with ‖v‖p′ = ρ.
(ii) There is v0 ∈ Lp′(RN ) such that ‖v0‖p′ > 1 and J(v0) < 0.
(iii) Every Palais-Smale sequence for J is bounded in Lp
′
(RN ).
Proof. (i) As a consequence of (46) and the assumption Q ∈ L∞(RN ), there exists
some constant C > 0 such that ‖Kp(v)‖p ≤ C‖v‖p′ for all v ∈ Lp′(RN ). Hence, if
‖v‖p′ = ρ, we obtain
J(v) =
1
p′
ρp
′ − 1
2
∫
RN
vKp(v) dx ≥ 1
p′
ρp
′ − ρ
2
‖Kp(v)‖p ≥ 1
p′
ρp
′ − C
2
ρ2 > 0
for ρ > 0 small enough, since p′ < 2.
(ii) From (12) it follows that there exists r > 0 such that Ψ(x) > 0 for all x ∈ B2r(0).
Moreover, since Q ≥ 0 a.e. on RN and Q 6≡ 0, the metric density of the set
ωQ := {x ∈ RN : Q(x) > 0} (see [23, §7.12]) is 1 for almost every point from this
set. Consequently, there exists x0 ∈ RN and 0 < ρ < r such that ωQ ∩B ρ
2
(x0) has
positive measure. Choosing z ∈ C∞c (RN ) with supp z ⊂ Bρ(x0), 0 ≤ z ≤ 1 in RN
and z = 1 in B ρ
2
(x0), the definition of Kp then implies∫
RN
zKpz dx =
∫
RN
∫
RN
Q(x)
1
p z(x)Ψ(x− y)Q(y) 1p z(y) dydx
≥
∫
B ρ
2
(x0)
∫
B ρ
2
(x0)
Ψ(x− y)Q(x) 1pQ(y) 1p dxdy > 0.
For t > 0 we obtain
J(tz) =
tp
′
p′
∫
RN
|z|p′ dx− t
2
2
∫
RN
zKpz dx
= t2
(
1
p′t2−p′
∫
RN
|z|p′ dx− 1
2
∫
RN
zKpz dx
)
< 0,
provided t is large enough.
(iii) Let (vn)n ⊂ Lp′(RN ) be a Palais-Smale sequence, i.e., there holds sup
n
|J(vn)| <
∞ and J ′(vn)→ 0 in Lp′(RN )∗ ∼= Lp(RN ) as n→∞. Since
J(vn) = (
1
p′
− 1
2
)‖vn‖p
′
p′ +
1
2
J ′(vn)vn ≥ ( 1
p′
− 1
2
)‖vn‖p
′
p′ −
1
2
‖J ′(vn)‖∗‖vn‖p′
and 1 < p′ < 2 holds, we infer that (vn)n is bounded in Lp
′
(RN ). 
We now show that every critical point of J is indeed a solution of our original
problem. For this, we first note that for v ∈ Lp′(RN ), J ′(v) = 0 if and only if it
satisfies (48). Setting
(51) u = R(Q
1
p v),
we find that u solves the equation
(52) u = R(Q|u|p−2u).
Remark furthermore, that u 6≡ 0 if v 6≡ 0, since the condition J ′(v) = 0 implies
‖v‖p′p′ =
∫
RN
Q
1
p vu dx. In the following result we study the regularity of u and show
that it solves (47).
Lemma 4.3. Let Q ∈ L∞(RN ), 2(N+1)
N−1 ≤ p ≤ 2NN−2 and consider a solution
u ∈ Lp(RN ) of (52). Then u belongs to W 2,q(RN ) ∩ C 1,α(RN ) for all p ≤ q <∞,
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0 < α < 1, and it is a strong solution of (47). Moreover, u is the real part of a
function u˜ which satisfies Sommerfeld’s outgoing radiation condition
(53) lim
R→∞
1
R
∫
BR
|∇u˜(x) − iu˜(x)xˆ|2 dx = 0,
and its far field pattern is given by the nonlinear relation
(54) lim
R→∞
1
R
∫
BR
∣∣∣u(x) + 2(2π|x|)
N−1
2
Re
[
ei|x|−
i(N−1)π
4 gu(xˆ)
]∣∣∣2 dx = 0
with gu : S
N−1 → C, gu(ξ) = − i4 (2π)
2−N
2 F (Q|u|p−2u)(ξ).
Proof. We start by proving that the solution u is bounded. For this, we use a
similar proof as in [25, Lemma B.3], based on Moser’s iteration technique. Since
Q ∈ L∞(RN ) and 2(N+1)
N−1 ≤ p ≤ 2∗, we first note that Proposition A.1 gives
u ∈W 2,p′loc (RN ) and for every x0 ∈ RN ,
‖u‖W 2,p′(B2(x0)) ≤ C˜
(
‖u‖Lp(RN ) + ‖Q‖∞‖u‖p−1Lp(RN )
)
with some constant C˜ > 0, independent of x0. Moreover, u is a strong solution
of (47). Using Sobolev’s embedding theorem with the property p′ ≥ 2N
N+2 , we obtain
u ∈W 1,2loc (RN ) with
‖u‖W 1,2(B2(x0)) ≤ κC˜
(
‖u‖Lp(RN ) + ‖Q‖∞‖u‖p−1Lp(RN )
)
for all x0 ∈ RN ,
where the constant κ is independent of x0. Consider now s > 0, 0 < R ≤ 2, L > 0
and a cut-off function η ∈ C∞c (RN ) with supp η ⊂ BR(x0). Testing (47) with the
function ϕ = ϕs,L = umin{|u|2s, L2}η2, we deduce that for every x0 ∈ RN ,
∫
BR(x0)
Q|u|pmin{|u|2s, L2}η2 dx =
∫
BR(x0)
|∇u|2min{|u|2s, L2}η2 dx
+ 2s
∫
{|u|s≤L}∩BR(x0)
|∇u|2|u|2sη2 dx+ 2
∫
BR(x0)
(∇u · ∇η)uηmin{|u|2sL2} dx
−
∫
BR(x0)
|u|2min{|u|2s, L2}η2 dx
≥ 1
2
∫
BR(x0)
|∇u|2min{|u|2s, L2}η2 dx+ 2s
∫
{|u|s≤L}∩BR(x0)
|∇u|2|u|2sη2 dx
− 2
∫
BR(x0)
|u|2|∇η|2min{|u|2s, L2} dx−
∫
BR(x0)
|u|2min{|u|2s, L2}η2 dx.
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Assuming that u ∈ L2s+2(BR(x0)) holds with M := sup
x0∈RN
‖u‖L2s+2(BR(x0)) < ∞,
we find∫
BR(x0)
∣∣∇(umin{|u|s, L}η)∣∣2 dx ≤ 3 ∫
BR(x0)
|∇u|2min{|u|2s, L2}η2 dx
+ 3s2
∫
{|u|s≤L}∩BR(x0)
|∇u|2|u|2sη2 dx+ 3
∫
BR(x0)
u2|∇η|2min{|u|2s, L2} dx
≤ max{6, 3
2
s}
(∫
BR(x0)
Q|u|pmin{|u|2s, L2}η2 dx+ 3‖∇η‖2∞M2s+2 + ‖η‖2∞M2s+2
)
≤ max{6, 3
2
s}
[(‖Q‖∞Kp−2‖η‖2∞ + 3‖∇η‖2∞ + ‖η‖2∞)M2s+2
+‖Q‖∞
(∫
{|u|≥K}∩BR(x0)
|u|(p−2)N2 dx
) 2
N
(∫
BR(x0)
∣∣∣umin{|u|s, L}η∣∣∣2∗ dx)
N−2
N

≤ max{6, 3
2
s}
[(‖Q‖∞Kp−2‖η‖2∞ + 3‖∇η‖2∞ + ‖η‖2∞)M2s+2
+ κ2‖Q‖∞|BR|
2
p
− (N−2)p
N
( ∫
{|u|≥K}
|u|p dx
) p−2
p
∫
BR(x0)
∣∣∇(umin{|u|s, L}η)∣∣2 dx]
for every K ≥ 0 and where the constant κ2 given by the Sobolev embedding
W 1,2(BR(x0)) →֒ L2∗(BR(x0)) is independent of x0. Since u ∈ Lp(RN ), we can
choose K > 0 such that∫
{|u|≥K}
|u|p dx ≤ (2max{6, 3
2
s}κ2‖Q‖∞|BR|
2
p
− (N−2)p
N
)− p
p−2 ,
and consequently, setting C = max{6, 32s}
(‖Q‖∞Kp−2‖η‖2∞ + 3‖∇η‖2∞ + ‖η‖2∞),
we find ∫
BR(x0)
∣∣∇(umin{|u|s, L}η)∣∣2 dx ≤ 2CM2s+2.
Since the bound is uniform in L, we may let L→∞ to obtain∫
BR(x0)
|∇(|u|s+1η)|2 dx ≤ 2CM2s+2,
for all x0 ∈ RN , and by Sobolev’s embedding theorem, |u|s+1η ∈ L2∗(BR(x0)).
Since η ∈ C∞c (RN ) was chosen arbitrarily with supp η ⊂ BR(x0), we infer that
u ∈ L 2N(s+1)N−2 (Br(x0)) for all r < R, and that sup
x0∈RN
‖u‖
L
2N(s+1)
N−2 (Br(x0))
<∞.
Consider now a strictly decreasing sequence of radii (Ri)i≥0 such that R0 = 2
and Ri ≥ 1 for all i, and iterate the procedure above with R = Ri and s = si,
where s0 = 0 and si =
Nsi−1+2
N−2 , i ≥ 1. Since sup
x0∈RN
‖u‖L2(B2(x0)) < ∞, we obtain
that u ∈ Lq(B1(x0)) with sup
x0∈RN
‖u‖Lq(B1(x0)) < ∞ for all 1 ≤ q < ∞. Hence, the
same is also true for f = Q|u|p−2u and Proposition A.1 (i) gives u ∈W 2,qloc (RN ) for
all 1 ≤ q <∞, as well as the estimate
‖u‖W 2,N (B 1
2
(x0)) ≤ D˜
(
‖u‖LN(B1(x0)) + ‖Q‖∞‖u‖p−1LN(p−1)(B1(x0))
)
,
for all x0 ∈ RN , where D˜ > 0 is independent of x0. Using Sobolev’s embedding
theorem, we infer that u ∈ L∞(B 1
2
(x0)) for all x0 ∈ RN with sup
x0∈RN
‖u‖L∞(B 1
2
(x0)) <
∞, i.e. u ∈ L∞(RN ), as claimed. Applying Proposition A.1 (ii) we then find
u ∈W 2,q(RN ) for every p ≤ q <∞ which gives the desired regularity for u.
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Next we observe that u = Re(u˜) for u˜ := R
(
Q|u|p−2u), and we show that u˜
satisfies (53). We already noted that (14) implies that
(55) lim
R→∞
1
R
∫
BR
∣∣∣∇[Rf ](x)− ixˆ[Rf ](x)∣∣∣2 dx = 0 for all f ∈ S .
Let (fn)n be a sequence in S such that ‖fn − Q|u|p−2u‖p′ → 0 as n → ∞. As a
consequence of Theorems 7 and 8 in [16] and since 2N
N+2 ≤ p′ ≤ 2(N+1)(N+3) , we then
have
sup
R>1
1
R
∫
BR
∣∣∣∇[R(fn −Q|u|p−2u)](x) − ixˆ[R(fn −Q|u|p−2u)](x)∣∣∣2 dx
≤ C‖fn −Q|u|p−2u‖2p′ → 0, as n→∞.
Consequently, (55) also holds with f = Q|u|p−2u and therefore u˜ = R(Q|u|p−2u)
satisfies (53).
Finally, the nonlinear relation (54) follows from Proposition 2.7 since (21) holds for
u˜ = Rf with f := Q|u|p−2u ∈ Lp′(RN ). 
The remainder of this section is devoted to the proof of Theorem 1.3, which we
recall in a slightly different formulation.
Theorem 4.4. Let N = 3 or N = 4, 3N−1
N−1 < p ≤ 2NN−2 , Q ∈ L∞(RN ), and
consider a solution u ∈ Lp(RN ) of u = R(Q|u|p−2u). Then there exists a constant
C > 0 such that
|u(x)| ≤ C|x| 1−N2 for all x ∈ RN \ {0}.
Moreover, as |x| → ∞,
u(x) = −2
(2π
|x|
)N−1
2
Re
[
ei|x|−
i(N−1)π
4 gu(xˆ)
]
+ o(|x| 1−N2 ),
with gu as in Lemma 4.3.
Proof. We start by showing that
(56) f := Q|u|p−2u ∈ L1(RN ).
Since Q ∈ L∞(RN ), it is enough to prove that u ∈ Lp−1(RN ). Our proof of this
property is based on the resolvent estimate given in [16, Theorem 6]. This theorem
implies that, for any pair of exponents t, q satisfying
(57)
1
t
>
N + 1
2N
,
1
q
<
N − 1
2N
and
2
N + 1
≤ 1
t
− 1
q
≤ 2
N
,
the operator R maps Lt(RN ) into Lq(RN ). Using these mapping properties, we
first show the following:
Claim: There exists δ > 0 depending only on p and N with the property that, if
u ∈ Ls(RN ) for some s ∈ (p−1, p], then also u ∈ Ls˜(RN ) for s˜ := max{p−1, s−δ}.
To show this, we let s ∈ (p − 1, p] and put t := s
p−1 , so that f ∈ Lt(RN ). Since
t ∈ (1, p′] and p > 3N−1
N−1 >
2N
N−1 , we have
1
t
≥ 1
p′ >
N+1
2N , so the first condition in
(57) is satisfied. We now distinguish the following cases:
Case 1: 1
t
− 2
N+1 <
N−1
2N . In this case, (57) is satisfied for q ≥ 1 defined by
1
q
= 1
t
− 2
N+1 =
p−1
s
− 2
N+1 , whereas
1
q
− 1
s
=
p− 2
s
− 2
N + 1
≥ p− 2
p
− 2
N + 1
=: δ0 > 0,
since p > 2(N+1)
N−1 . Hence, putting δ :=
δ0
1+δ0
> 0, we have q ≤ s − δ and thus
u ∈ Lq(RN ) ∩ Lp(RN ) ⊂ Ls˜(RN ). Hence the claim is true in this case.
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Case 2: N−12N ≤ 1t − 2N+1 . In this case, since p ≤ 2NN−2 and thus 1p′ − 2N ≤ N+22N − 2N <
N−1
2N , we may choose t0 ∈ [t, p′] such that
1
t0
− 2
N
<
N − 1
2N
≤ 1
t0
− 2
N + 1
.
We then have f ∈ Lt0(RN ), and (57) is satisfied for t0 in place of t and any q
satisfying 1
t0
− 2
N
≤ 1
q
< N−12N . Since p >
3N−1
N−1 by assumption and therefore
1
p−1 <
N−1
2N , we may choose q such that
1
p−1 ≤ 1q . We then conclude that u ∈
Lq(RN ) ∩ Lp(RN ) ⊂ Lp−1(RN ) ∩ Lp(RN ) ⊂ Ls˜(RN ), and so the claim is also true
in this case.
By iteration, the claim immediately gives u ∈ Lp−1(RN ), and so (56) follows.
In order to prove the first assertion of the theorem, we apply Lemma 2.9 with
K = Ψ and V = Q|u|p−2. Notice that from Lemma 4.3 and the above, we know
that u ∈ Lp−1(RN )∩L∞(RN ) and V u = f ∈ L1(RN )∩L∞(RN ). Hence, there also
holds V ∈ L p−1p−2 (RN ) ∩ L∞(RN ) , and since p > 3N−1
N−1 , we see that
p−1
p−2 <
2N
N+1 .
Thus, the conditions of Lemma 2.9 are satisfied and the result follows. The second
assertion then follows from Proposition 2.8 by remarking that
|f(x)| ≤ ‖Q‖∞|u(x)|p−1 ≤ Cp−1‖Q‖∞|x|
(1−N)(p−1)
2 for x 6= 0,
where (p−1)(1−N)2 < −N . The proof is therefore complete. 
5. Existence of solutions in the compact case
We now assume, in addition to the assumptions of Section 4, that p < 2N
N−2 and
Q(x)→ 0 as |x| → ∞. In this case, we shall prove the existence of infinitely many
pairs {±u} of critical points for J using a variant of the symmetric Mountain Pass
Theorem [6].
For this purpose, we collect further properties of Kp and the functional J .
Lemma 5.1. For every m ∈ N, there exists an m-dimensional subspace W ⊂
C∞c (R
N ) with the following properties:
(i)
∫
RN
vKpv dx > 0 for all v ∈ W \ {0}.
(ii) There exists R = R(W ) > 0 such that J(v) ≤ 0 for every v ∈ W with
‖v‖p′ ≥ R.
Proof. Since Q 6≡ 0, there exists a point of density one for the set {Q > 0}. Without
loss of generality, we may assume that x0 = 0. Then for δ > 0 sufficiently small we
have
(58) |Q−1(0) ∩Bδ(0)| ≤
( 1
4m2
)N
|Bδ(0)|.
Let
Ψ∗(τ) := inf
Bτ (0)\{0}
Ψ and Ψ∗(τ) := ‖Ψ‖L∞(RN\Bτ (0)) for τ > 0.
Since Ψ is bounded outside of every neighborhood of zero and Ψ(x)|x|N−2 tends to
a positive constant as |x| → 0 by (12), we may fix δ > 0 such that (58) holds and
that
(59) Ψ∗(τ) > (m− 1)Ψ∗(mτ) for τ ∈ (0, δ].
Moreover, it is easy to see that there exists m disjoint open balls B1, . . . , Bm ⊂
Bδ(0) of diameter τ :=
δ
m2
such that
dist(Bi, Bj) := inf{|x− y| : x ∈ Bi, y ∈ Bj} ≥ δ
m
.
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Since |Bi| =
(
1
2m2
)N
|Bδ(0)| for i = 1, . . . ,m, we also have
(60) |Bi ∩ {Q > 0}| > 0 for i = 1, . . . ,m
by (58). We now fix functions zi ∈ C∞c (RN ), i = 1, . . . ,m such that zi > 0 in Bi
and zi ≡ 0 in RN \ Bi. Moreover, we let W denote the span of z1, . . . , zm. Then
any v ∈ W \ {0} can be written as v =
m∑
i=1
aizi with a = (a1, . . . , am) ∈ Rm \ {0},
and thus we have∫
RN
vKpv dx =
m∑
i,j=1
aiaj
∫
Bi
∫
Bj
Ψ(x− y)Q(x) 1pQ(y) 1p zi(x)zj(y) dxdy
≥Ψ∗(τ)
m∑
i=1
a2i
(∫
Bi
Q(x)
1
p zi(x) dx
)2
−Ψ∗(mτ)
m∑
i,j=1
i6=j
|ai||aj |
(∫
Bi
Q(x)
1
p zi(x) dx
)(∫
Bj
Q(x)
1
p zj(x) dx
)
≥Ψ∗(τ)
m∑
i=1
a2i
(∫
Bi
Q(x)
1
p zi(x) dx
)2
− Ψ∗(mτ)
2
m∑
i,j=1
i6=j
[
a2i
(∫
Bi
Q(x)
1
p zi(x) dx
)2
+ a2j
(∫
Bj
Q(x)
1
p zj(x) dx
)2]
=
m∑
i=1
(
Ψ∗(τ) − (m− 1)Ψ∗(mτ)
)
a2i
(∫
Bi
Q(x)
1
p zi(x) dx
)2
> 0
as a consequence of (59) and (60). This shows (i). As a consequence of (i) and
continuity, we have
m
W
:= inf
v∈W ,‖v‖p′=1
∫
RN
vKpv dx > 0,
Hence
J(v) =
‖v‖p′p′
p′
− 1
2
∫
RN
vKpv dx ≤ ‖v‖p
′
p′
( 1
p′
− 1
2
‖v‖2−p′p′ mW
)
for v ∈ W .
Thus (ii) follows with R :=
(
2
m
W
p′
) 1
2−p′
. 
Lemma 5.2. J satisfies the Palais-Smale condition in Lp
′
(RN ).
Proof. Let (vn)n ⊂ Lp′(RN ) be a Palais-Smale sequence. According to Lemma 4.2
(iii), (vn)n is bounded in L
p′(RN ). Hence, up to a subsequence, we may assume
vn ⇀ v ∈ Lp′(RN ). From the convexity of the function t 7→ |t|p′ we obtain
1
p′
‖v‖p′p′ −
1
p′
‖vn‖p
′
p′ ≥
∫
RN
|vn|p
′−2vn(v − vn) dx
= J ′(vn)(v − vn) +
∫
RN
vnKp(v − vn) dx→ 0
as n→∞, taking into account the symmetry and the compactness of the Birman-
Schwinger operatorKp proven in Lemma 4.1. Consequently, ‖v‖p′ ≥ lim sup
n→∞
‖vn‖p′ .
On the other hand, the weak convergence vn ⇀ v implies ‖v‖p′ ≤ lim inf
n→∞
‖vn‖p′ ,
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which together gives lim
n→∞
‖vn‖p′ = ‖v‖p′ , and hence vn → v strongly in Lp′(RN ),
as claimed. 
Combining Lemmas 4.2 and 5.2 with the symmetric Mountain Pass Theorem
e.g. in the form of [14, Corollary 7.23], we obtain the existence of a sequence of
nontrivial pairs {±vn} of critical points of J with J(vn)→∞ and thus ‖vn‖p′ →∞
as n→∞. Setting un := R(Q
1
p vn), we then have vn = Q
1
p′ |un|p−2un for all n ∈ N
and thus ‖un‖p →∞ as n→∞. Summarizing and taking Lemma 4.3 into account,
we can thus state the following.
Theorem 5.3. Let 2(N+1)
N−1 ≤ p < 2NN−2 and consider a nonnegative function Q ∈
L∞(RN ), Q 6≡ 0 such that Q(x)→ 0 as |x| → ∞. Then problem (47), (54) admits
a sequence of pairs ±un ∈ W 2,q(RN ) ∩ C 1,α(RN ), p ≤ q <∞, 0 < α < 1 of strong
solutions such that ‖un‖p →∞ as n→∞.
6. Existence in the periodic case
In this section, we treat the case where Q ∈ L∞(RN ) is 1-periodic on RN , i.e.
Q(x + ei) = Q(x) for all x ∈ RN and all 1 ≤ i ≤ N , {e1, . . . , eN} ⊂ RN denoting
the standard basis in RN .
We shall prove the existence of solutions using a dual variational approach as
before. Considering the dual functional J : Lp
′
(RN )→ R given by (49), we already
know that J is of class C 1 on Lp
′
(RN ) and, according to Lemma 4.2, that it
possesses the mountain-pass geometry. However, since Kp is not compact anymore,
the Palais-Smale condition does not hold in general. Nevertheless, we may define
a mountain-pass level for J by setting
c := inf
γ∈Γ
max
t∈[0,1]
J(γ(t))
where Γ = {γ ∈ C([0, 1], Lp′(RN )) : γ(0) = 0 and J(γ(1)) < 0}. Remark that by
Lemma 4.2 there holds Γ 6= ∅ and c > 0. Our purpose is to show that c is a critical
level of J . We start by proving the existence of some Palais-Smale sequence for J .
Lemma 6.1. There exists a bounded Palais-Smale sequence (vn)n ⊂ Lp′(RN ) for
J at level c.
Proof. Suppose by contradiction, that no Palais-Smale sequence for J exists at level
c. In that case there are 0 < ε < c2 and δ > 0 such that ‖J ′(v)‖ ≥ δ > 0 for all
v ∈ Lp′(RN ) satisfying |J(v) − c| ≤ 2ε. According to the deformation Lemma [27,
Lemma 2.3] we can therefore find a homotopy η ∈ C([0, 1] × Lp′(RN ), Lp′(RN ))
such that
(i) η(0, v) = v for all v ∈ Lp′(RN ),
(ii) η(t, v) = v for all t ∈ [0, 1], v ∈ Lp′(RN ) for which J(v) /∈ [c− 2ε, c+ 2ε],
(iii) η(t, ·) is a homeomorphism of Lp′(RN ) for all t ∈ [0, 1],
(iv) J(η(1, v)) ≤ c− ε for all v ∈ Lp′(RN ) such that J(v) ≤ c+ ε.
Choosing now γ ∈ Γ such that max
t∈[0,1]
J(γ(t)) ≤ c + ε and setting γ˜(t) := η(1, γ(t))
for all t ∈ [0, 1], we obtain from (ii) γ˜(0) = 0 and γ˜(1) = γ(1), which in turn implies
γ˜ ∈ Γ and therefore max
t∈[0,1]
J(γ˜(t)) ≥ c. On the other hand, it follows from (iv) that
J(γ˜(t)) = J(η(1, γ(t))) ≤ c− ε for all t ∈ [0, 1]
which is a contradiction. Therefore, there must exist some Palais-Smale sequence
(vn)n ⊂ Lp′(RN ) at level c for J . Moreover, by Lemma 4.2 (iii), (vn)n is a bounded
sequence. 
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Theorem 6.2. Let 2(N+1)
N−1 < p < 2
∗ and consider a nonnegative function Q ∈
L∞(RN ), Q 6≡ 0 which is ZN -periodic on RN . Then (47), (54) has a nontrivial
strong solution u ∈W 2,q(RN ) ∩ C 1,α(RN ), p ≤ q <∞, 0 < α < 1.
Proof. Let (vn)n and v be as in Lemma 6.1. Since J(vn)→ c > 0 and J ′(vn)vn → 0
as n→∞, we find
lim
n→∞
∫
RN
Q
1
p vnR(Q
1
p vn) dx =
2p′
(2− p′) limn→∞
[
J(vn)− 1
p′
J ′(vn)vn
]
=
2p′
(2 − p′)c > 0.
Since Q ∈ L∞(RN ), the sequence (Q 1p vn)n is bounded and Theorem 3.1 gives the
existence of R, ζ > 0 and of a sequence (xn)n ⊂ RN such that, up to a subsequence,
(61)
∫
BR(xn)
|vn|p
′
dx ≥ ζ for all n.
Note that we may assume (taking R larger if necessary) that xn ∈ ZN holds for
all n. Setting wn(x) = vn(x + xn), x ∈ RN , we find that (wn)n ⊂ Lp′(RN ) is a
bounded sequence. Hence, up to a subsequence, wn ⇀ w in L
p′(RN ). Moreover,
J(wn) = J(vn) and ‖J ′(wn)‖ = ‖J ′(vn)‖ for all n by the periodicity of Q and the
translation equivariance of R. Next we show that
(62) 1BR′ |wn|p
′−2wn → 1BR′ |w|p
′−2w strongly in Lp(BR′) for every R′ > 0.
To see this, fix ϕ ∈ C∞c (BR′ ) ⊂ C∞c (RN ). Then for n,m ∈ N we have∣∣∣∣∫
RN
(
|wn|p
′−2wn − |wm|p
′−2wm
)
ϕdx
∣∣∣∣
=
∣∣∣∣∣J ′(wn)ϕ− J ′(wm)ϕ+
∫
BR′
ϕKp(wn − wm) dx
∣∣∣∣∣
≤ ‖J ′(wn)− J ′(wm)‖‖ϕ‖p′ + ‖1BR′Kp(wn − wm)‖p‖ϕ‖p′ .
Since C∞c (BR′) ⊂ Lp
′
(BR′) is dense, ‖J ′(wn)‖ → 0 as n→∞ and since, according
to Lemma 4.1, 1BR′Kp is a compact operator, we deduce that |wn|p
′−2wn is a
Cauchy sequence in Lp(BR′), so that |wn|p′−2wn → w˜ strongly in Lp(BR′) for
some w˜ ∈ Lp(BR′). Up to a subsequence, |wn|p′−2wn → w˜ and, equivalently,
wn → |w˜|p−2w˜ pointwise a.e. on BR′ . The uniqueness of the weak limit then gives
w = |w˜|p−2w˜, i.e. w˜ = |w|p′−2w on BR′ . Hence (62) is true. As a consequence,
0 < ζ ≤
∫
BR(xn)
|vn|p
′
dx =
∫
BR
|wn|p
′
dx→
∫
BR
|w|p′ dx as n→∞,
which implies w 6= 0. Next we show that w is a critical point of J . For every
ϕ ∈ C∞c (RN ) we have, by (62),∫
RN
|wn|p
′−2wnϕdx→
∫
RN
|w|p′−2wϕdx as n→∞
and also, since Kp is a bounded linear operator,∫
RN
ϕKp(wn) dx→
∫
RN
ϕKp(w) dx as n→∞.
Consequently,
J ′(w)ϕ =
∫
RN
|w|p′−2wϕdx−
∫
RN
ϕKp(w) dx
= lim
n→∞
(∫
RN
|wn|p
′−2wnϕdx−
∫
RN
ϕKp(wn) dx
)
= lim
n→∞
J ′(wn)ϕ = 0.
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Therefore, w ∈ Lp′(RN ) is a nontrivial critical point of J and Lemma 4.3 concludes
the proof. 
Acknowledgements
The authors would like to than the referee for his/her careful reading of the man-
uscript and his/her suggestions which greatly simplified the proof of Theorem 4.4.
Appendix A.
Proposition A.1. Let 2(N+1)
N−1 ≤ p ≤ 2NN−2 and f ∈ Lp
′
(RN ). Then u := Rf ∈
W 2,p
′
loc
(RN ) ∩ Lp(RN ) is a strong solution of −∆u − u = f in RN . Moreover, for
every r > 0, there exists a constant C˜ > 0 depending only on r, p and N , such that
for all x0 ∈ RN ,
(63) ‖u‖W 2,p′(Br(x0)) ≤ C˜
(
‖u‖Lp(RN ) + ‖f‖Lp′(RN )
)
.
Furthermore,
(i) if f ∈ Lp′(RN ) ∩ Lq
loc
(RN ) and u ∈ Lq
loc
(RN ) for some q ∈ (1,∞), then
u ∈ W 2,q
loc
(RN ), and for every r > 0 there exists a constant D > 0 depending
only on r, p, q and N , such that
(64) ‖u‖W 2,q(Br(x0)) ≤ D
(‖u‖Lq(B2r(x0)) + ‖f‖Lq(B2r(x0)))
for all x0 ∈ RN .
(ii) If f ∈ Lp′(RN ) ∩ Lq(RN ) and u ∈ Lq(RN ) for some q ∈ (1,∞), then
u ∈ W 2,q(RN ).
Proof. We first show that
(65) −∆u− u = f in distributional sense.
For this we first assume that f ∈ S . In this case, Rf ∈ S ′ is given by
〈Rf, ϕ 〉 = lim
ε→0+
∫
RN
ϕ(x)F−1
(
f̂(·)
| · |2 − 1− iε
)
dx = lim
ε→0+
∫
RN
ϕˇ(ξ)f̂(ξ)
|ξ|2 − 1− iε dξ
for all ϕ ∈ S , where, as usual, ϕˇ is an abbreviation for F−1(ϕ). Hence, setting
u = Rf , we obtain for every ϕ ∈ S :
〈−∆u− u, ϕ 〉 = 〈Rf,−∆ϕ− ϕ 〉 = lim
ε→0+
∫
RN
f̂(ξ)ϕˇ(ξ)(|ξ|2 − 1)
|ξ|2 − 1− iε dξ
= lim
ε→0+
∫
RN
f̂(ξ)ϕˇ(ξ)(|ξ|2 − 1− iε)
|ξ|2 − 1− iε dξ =
∫
RN
f(x)ϕ(x) dx = 〈 f, ϕ 〉.
Here we used the fact that
lim
ε→0+
∫
RN
iε
|ξ|2 − 1− iεg(ξ) dξ = 0 for every g ∈ S ,
which follows from Lebesgue’s Theorem since | iε|ξ|2−1−iε | ≤ 1 for every ξ ∈ RN , ε > 0
and lim
ε→0+
iε
|ξ|2−1−iε = 0 for ξ ∈ RN with |ξ| 6= 1. Hence we have −∆u−u = f in the
distributional sense. Now let f ∈ Lp′(RN ) and consider a sequence (fn)n ⊂ S with
‖fn−f‖p′ → 0 as n→∞. Then un := Rfn solves−∆un−un = fn in distributional
sense, and un → u in Lp(RN ) by Theorem 2.1. Consequently, −∆un−un → f and
un → u in S ′ as n→∞, so that (65) is true.
We now take x0 ∈ RN , r > 0 and consider the mollification (uε)ε>0 of u := Rf ,
i.e., uε := ρε ∗ u where ρε(x) = ε−Nρ(xε ), x ∈ RN for some function ρ ∈ C∞c (RN )
satisfying ρ(x) ≥ 0, for all x ∈ RN , supp(ρ) ⊂ B1 and
∫
RN
ρ dx = 1. Since
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u ∈ Lp(RN ), we obtain u ∈ Lp′(Br(x0)) and consequently, uε → u in Lp′(Br(x0))
as ε→ 0+. Similarly, considering the mollification (fε)ε>0 of f , we see that fε → f
in Lp
′
(RN ) and therefore also in Lp
′
(Br(x0)), as ε → 0+. From the properties
of the mollification of Lp-functions and of tempered distributions, with respect to
differential operators with constant coefficients (see [24]), we obtain
−∆uε − uε = −∆(u ∗ ρε)− (u ∗ ρε) = (−∆u− u) ∗ ρε = f ∗ ρε = fε in RN .
Therefore, the elliptic regularity theory (see [15, Theorem 9.11]) shows the exis-
tence, for all r > 0, of some constant C > 0, depending only on r, p and N , such
that
(66) ‖uε‖W 2,p′(Br(x0)) ≤ C
(
‖uε‖Lp′(B2r(x0)) + ‖fε‖Lp′(B2r(x0))
)
for all ε > 0.
Choosing some sequence (εn)n ⊂ (0,∞) such that εn → 0 as n→∞ and replacing
uε by uεn − uεm in (66) gives that (uεn)n is a Cauchy sequence in W 2,p
′
(Br(x0))
and therefore, there exists w ∈W 2,p′(Br(x0)) such that uεn → w in W 2,p
′
(Br(x0))
as n → ∞. Since this also implies uεn → w in Lp
′
(Br(x0)), we find that w = u
a.e. in Br(x0), and it follows that u ∈ W 2,p′(Br(x0)) and u solves the equation
−∆u− u = f almost everywhere in Br(x0). Furthermore, (66) gives
‖u‖W 2,p′(Br(x0)) ≤ C
(
‖u‖Lp′(B2r(x0)) + ‖f‖Lp′(B2r(x0))
)
≤ C˜
(
‖u‖Lp(RN ) + ‖f‖Lp′(RN )
)
,
where C˜ = Cmax{1, [ωN(2r)N ]
p−2
p } and ωN denotes the volume of the unit ball in
RN . Since r > 0 and x0 ∈ RN were arbitrarily chosen, it follows that u ∈ W 2,p
′
loc (R
N )
is a strong solution of −∆u − u = f and, for every r > 0, there exists a constant
C˜ > 0 depending only on r, p and N such that (63) holds for all x0 ∈ RN .
(i) Considering as before the mollifications (uε)ε>0 of u and (fε)ε>0 of f , we obtain
from the previous argument that −∆uε−uε = fε on RN . Moreover, for all x0 ∈ RN
and r > 0, uε → u and fε → f in Lq(Br(x0)) as ε → 0+. Using again elliptic
regularity theory and reasoning as above, we find u ∈ W 2,qloc (RN ) and, for every
r > 0, the existence of some constant D, depending only on r, p, q and N such that
(64) holds for all x0 ∈ RN .
(ii) As a consequence of (i), there holds u ∈ W 2,qloc (RN ) and u solves −∆u − u = f
a.e. on RN . Considering again the mollifications (uε)ε>0 of u and (fε)ε>0 of f
we see, using the Caldero´n-Zygmund estimate (see [15, Corollary 9.10]), that for
any sequence (εn)n ⊂ (0,∞) such that εn → 0 as n → ∞, the sequence (uεn)n
is a Cauchy sequence in W 2,q(RN ). Since the argument in (i) implies uεn → u in
W 2,qloc (R
N ), we conclude that u ∈W 2,q(RN ). 
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