In this paper we compute the 
Introduction
Let B = {B t , t ≥ 0} be a standard one-dimensional Brownian motion. In this paper we are interested in the process γ = {γ t , t ≥ 0} formally given by where p ǫ (x) = (2πǫ) − 1 2 exp(−x 2 /(2ǫ)). This process has been studied by Rogers and Walsh in [5] and by Rosen in [6] .
Let us recall the definition of the β-variation of a stochastic processes from [3] . Definition 1.1 Let β ≥ 1 and let X = {X t , t ≥ 0} be a continuous stochastic process. Denote Denote by {L x t , t ≥ 0, x ∈ R} a jointly continuous version of the Brownian local time. In the paper [5] Rogers and Walsh gave an explicit formula for the exact 4 3 -variation of the process γ, using Gebelein's inequality for Gaussian random variables to bound the sums of powers of the increments of process γ. More precisely, they proved the following theorem.
Theorem 1.2
The process γ has a finite 
The purpose of the present paper is to provide an alternative and simpler proof of Theorem 1.2 by using the methodology introduced by Hu, Nualart and Song in [3] to compute the p-variation of a fractional martingale. A basic ingredient in our approach is the stochastic integral representation of γ t obtained by Hu and Nualart in [2] through the Clark-Ocone formula:
Br r dy dB r .
( 1.3)
The main idea of the proof is as follows. By an approximation argument, and using the representation of the local time as a semimartingale in the space variable (see Perkins [4] ), the problem is reduced to the computation of the 4 3 -variation of the process 4) where W = {W y , y ∈ R} is a two-sided Brownian motion independent of B. Taking into account that W is Hölder continuous of order almost 1 2 , the integral R p t−r (y)W y dy behaves as (t − r) 1 4 as r ↑ t. In this sense, the variation of the process X is similar to the variation of the fractional Brownian motion with Hurst parameter H = 3 4 . Actually, we can compute easily the 4 3 -variation of the process X applying the approach used for the fractional Brownian motion, based on the decomposition by Mandelbrot and Van Ness [1] and the ergodic theorem. Notice, however, that our proof shows only the existence of the The paper is organized as follows. In the next section we derive the where θ is a N (0, 1) random variable, independent of B, and E θ denotes the expectation with respect to θ. The following theorem is the main result of this section.
Proof The proof will be done in two steps. To simplify the presentation we assume that
Step 1 Enlarging the probability space if necessary, we assume that B = {B t , t ∈ R} is a two-sided Brownian motion. Then we define
This process is well defined because, using the fact that E(W x W y ) = 1 2 (|x| + |y| − |x − y|), we can write
We claim that the difference
n , then from the Burkholder-Davis-Gundy inequality and the Jensen inequality, and using the notation (1.2), we have
where the double integral · · · dB r dB s with respect to B is a Stratonovich-type integral. Thus,
.
One can exchange the integration order of x, y and r, s. The domain −∞ < r, s, < i + 1 , (i − r) + < x < i + 1 − r , (i − s) + < y < i + 1 − s can be written as 0 < x, y < ∞ , i − x < r < i + 1 − x , i − y < s < i + 1 − y. Thus, we have
For any fixed x and y in R, the correlation between the Gaussian random variables B 1−x − B −x and B i+1−y − B i−y is zero when i is sufficiently large. This implies that the sequence
is stationary and ergodic. As a consequence,
Finally, we show that E B Z is constant. We can write
For any fixed r and s in R, the covariance between the random variables η 0 (s) and η i (r), where
and it converges to zero as i tends to infinity. Again, this implies that the sequence
is stationary and ergodic, and as a consequence,
converges to a constant.
Proof of Theorem 1.2
In this section we proceed to the proof of Theorem 1.2, where the
, and the constant K has the alternative expression given by (2.1).
Fix a partition s k = kT N , k = 0, . . . , N . For any point t we denote by t(N ) the maximum point of the partition on the left of t, namely, t(N ) = t k if s k ≤ t < s k+1 . We approximate the process γ t defined in ( 
The proof will be divided into several steps.
Step 1 We claim that
Consider a uniform partition of the interval [kT /N, (k + 1)T /N ] denoted by r 0 < r 1 < · · · < r n , where
where
As a consequence,
Therefore,
Using the Burkholder inequality we obtain
, and
Let us first prove that
Then, we can write
Consider the Brownian motion B t − B u where the parameter u goes backward from t to 0. Then, Tanaka's formula applied to this Brownian motion says that for any s < t
where d denotes the backward Itô integral. Making the change of variable x = B t − B τ , τ > t yields
Therefore, letting s = r(N ), t = r and τ = r j+1 in the above equality yields
On the other hand, letting s = r(N ) and t = τ = r gives us
This implies that
Notice that
Using the density of two-dimensional Gaussian random variables one can see that the probability
, which implies r r(N )
From (3.5), (3.7) and (3.8) we obtain
, which implies (3.4).
To complete the proof of (3.1), we need to show that
We continue to use the same notation as above. It is easy to obtain by using the Burkholder inequality
In order to deal with the above term, we use the backward Tanaka formula (3.6) again by taking τ = r j+1 and r j . Subtracting the two obtained equations, we obtain
and
where ξ is N (0, 1). Hence,
Therefore, we obtain
As a consequence, For the second term in the decomposition (3.10) we can write
¿From Lemma 4.1 it follows that
Substituting this expression into (3.12) yields
Then, (3.11) and (3.13) imply (3.9), which completes the proof of (3.1).
Step 2 Define
We claim that, for each fixed N , 
With the same notation as in Step 1, set
Applying the Burkholder inequality yields
Then, for any u < s < r(N ) < r ≤ t(N ) ≤ r j < r j+1 we can write, using Lemma 4.2
Integrating in the variable u yields
for any α ∈ (0, 1). Choosing α = 1 4 and integrating in the variables 0 < s < r(N ) < r < t(N ), we obtain
, which converges to zero as n tends to infinity.
Step 3 Let us compute the 
Using the fact that the random variables {B r , r ≥ r N , L Bτ N τ N } are independent of W we can write for any r ≥ τ N ,
We decompose the process γ N,1 as follows:
where here θ denotes a random variable with law N (0, 1), independent of B and W . We claim that for any k, γ N,2 Proof of (3.14): With the same notation as in Step 1, set
From [4] , we have the following expression for the process α(y),
L(s,y)+2y − s−A(s,y) , and write α(y) = β(y) + γ(y). Then β(y) is bounded, and from the result of section 3 (page 277 and 278) in [5] , we can get that E R |γ(y)| p dy < ∞ for all p > 1. = 0.
To handle the term containing γ(y), we choose p, q such that = 0.
Hence we have A n goes to zero as n goes to infinity. The convergence to zero of B n as n tends to infinity follows from = 0.
Proof of (3.15): With the same notation as in Step 1, set
r j . As in the proof of (3.14), applying the Burkholder inequality we obtain
By the Hôlder continuity in space variable of the local time, there exists a random variable G with moments of all orders such that
for all z ∈ R and r ∈ [0, T ]. Therefore, the term D n can be estimated as follows
The estimation of the term C n is more delicate. First we write
+ǫ (r j − r)
and we obtain C n ≤ Cn ǫ .
This proves (3.15).
Step 4 Let us compute the where X, Y and Z are independent N (0, 1) random variables. With this notation we can write Finally, integrating with respect to θ yields
