Abstract. In this paper we consider the problem of locating a small three-dimensional elastic inclusion, using arrays of elastic source transmitters and receivers. This procedure yields the multi-static response matrix that is characteristic of the elastic inclusion. We show how the eigenvalue structure of this matrix can be employed within the framework of a non-iterative method of MUSIC (standing for MUltiple Signal Classification)-type in order to retrieve the elastic inclusion. We illustrate our reconstruction procedure with a variety of computational examples from synthetic, noiseless, and severely noisy data.
sampling methods and factorization methods have been developed which overcome the issue of nonlinearity but not ill-posedness [16] . In order to handle this challenging issue it is generally advisable to incorporate all a priori knowledge about the unknown parameter and to try to determine very specific features. In this context, the method of small volume expansions provides a useful framework to accurately reconstruct the location and geometric features of the inclusions in a stable way, even for moderately noisy data. For comprehensive study on the development in this direction, we refer to recent texts [6, 8] . We particularly mention that in [14, 15] a direct numerical reconstruction of a single or a cluster of elastic inclusions is developed in the context of static elasticity. Among all the direct reconstruction methods that have been developed during the last years, MUSIC-type algorithms seem to be particularly accurate and stable. In [2, 3, 5] , we have designed robust numerical methods of MUSIC type for efficiently determining the locations and/or shapes of a collection of small acoustical and electromagnetic inclusions in both two-dimensional scalar scattering situations and three-dimensional vector situations.
To the best of our knowledge, the present paper is the first attempt to design and analyze a MUSIC-type algorithm for imaging a small volumetric elastic inclusion of arbitrary shape and nature for fully general three-dimensional geometrical configurations and illuminations.
The paper is organized as follows. In section 2, we introduce the notation used throughout this paper and review some basic facts on elastic waves. In section 3, an asymptotic formula for the perturbations in the displacement field due to the presence of a small inclusion is provided. The concept of elastic moment tensor (EMT) is the basic building block for this asymptotic expansion. Because it is important from an imaging point of view to precisely characterize this concept, some of the properties of the EMT, such as symmetry and positivity are reviewed. Explicit formulae of the EMTs associated with spherical inclusions are given. Based on the asymptotic expansion of the displacement field, the MSR matrix is formulated and its spectral structure is analyzed. In section 4, we show how the eigenvalue structure of the MSR matrix can be employed within the framework of the MUSIC method in order to retrieve a small elastic inclusion. In practice this means carrying out two steps: first, the calculation of singular values (and the corresponding eigenvectors), the number of nonzero values depending upon the elastic nature of the inclusion and upon the transmitters and/or receivers' geometrical arrangement; second, the orthogonal projection of a properly built vector propagator onto the null space of the MSR matrix, coincidence with an inclusion being then associated to a peak of the inverse norm of the projection. In the final section, several computations are performed to illustrate relevant features of our direct imaging method.
Notation and Preliminaries.
We begin with introducing the notation used throughout this paper. All vectors (first-rank tensors) and vector fields will be denoted either in bold script (u), all second-rank tensors with single underscore (A), all third-rank tensor with double underscore (A), . . ., while for simplify the notations in matrix analysis we will tend to write matrices using boldface capital letters without underscore (A).
The propagation of time-harmonic waves in an isotropic homogeneous medium with Lamé constants λ and µ (µ > 0, 2µ + 3λ > 0) and mass density ρ is governed by the equation
together with the constitutive relation (Hookes' law)
where u denotes the displacement field, ω is a given frequency of operation (positive circular frequency, the time-harmonic dependence e −iωt being implied), ε(x) = 1 2 ∇u + ∇u t (x) denotes a symmetric secondrank strain tensor, σ(x) is a symmetric second-rank stress tensor and C = λI + + 2µI sym is a symmetric fourth-rank isotropic elasticity tensor. Here, the upper index t denotes the transpose, I + = I ⊗ I and I sym are fourth-rank tensors satisfying the following property:
under double contraction : with any second-rank tensor A and I is a second-rank identity tensor. Therefore the elasticity tensor has the following symmetries,
The above symmetry relations reduce the number of independent components of C to the number of independent elements of a symmetric 6 × 6 matrix C:
Using the summation convention the relation between the stress and the displacement given by (2) can by written simply as σ ij = C ijkl ε kl , where the summation is understood to be over the repeated indexes k and l. By defining the vectors s and e as s = σ 11 , σ 22 , σ 33 , σ 23 , σ 31 , σ 12 t , (4)
we can write the following relationship between the six independent components of stress and strain tensors
We also need to define the surface traction: on any surface area dS with a normaln we define the surface traction Tu by
The differential operator ∆ e in equation (1), which is given by
is the Lamé operator of linear elasticity. Therefore, the equation for the complex displacement field given by (1) takes the following form
We refer to (7) as the spectral or stationary or time-independent Navier equation. It is well-known that any solution u to the above equation can be decomposed as
where u p = − 
where the wavenumbers of compressional and shear waves k p and k s , respectively, are given by
and
We impose on u p and u s the Kupradze's radiation conditions for solutions of (7) by requiring that
where x = |x| and all limits are to hold uniformly over all directions. We say that u satisfies the radiation condition if it allows the decomposition (8) with u p and u s satisfying (9) and (10) .
Finally, we will use the following uniqueness results from [17] for the exterior problem. LEMMA 2.1. Let u(x) be a solution to (7) 
Problem Formulation.
Suppose that the elastic inclusion D is of the form D = x + αB, where B is bounded Lipschitz domain in R 3 containing the origin. The small parameter α represents the order of magnitude of D and x is its location. Suppose that D has the pair of Lamé constants (λ , µ ) and density ρ which are different from those of the background elastic medium, (λ, µ) and ρ. Using this notation, we introduce the constants
It is always assumed that µ α > 0 and 3λ α + 2µ α > 0. We also define the perturbations δλ, δµ and δρ as
We assume that the inclusion D is illuminated by a time-harmonic point source f n (x, ω) = δ(x−x n )γ n acting at the point x n ∈ R 3 \ D in the directionγ n ∈ R 3 with frequency ω. Then the incident displacement field in a homogeneous medium due to the point source x n in the directionγ n is given by
where G(x, x n ), denotes the outgoing Green's function for an unbounded, homogeneous medium solution to
In other words the Green's function G(x, x n ) gives the displacement field at location x generated by a point force at x n in a certain direction. Explicitly, it is given by
where
The following reciprocity relationship satisfied by the Green's function holds:
The displacement field u(x) in the presence of the elastic inclusion D satisfies the elastic wave equation
with transmission conditions
where the Lamé operator ∆ e α is defined by ∆ e α u = ∇ · C α : ∇u with symmetric fourth rank elasticity tensor C α = λ α I + + 2µ α I sym ; the surface traction T α u is defined by
wheren denotes the outward unit normal to ∂D; superscript + and − indicate the limiting values as we approach ∂D from outside D, and from inside D, respectively. Outside the source region, the right-hand-side of (12) is zero.
Appropriate use of Green's theorem straightforwardly yields the Lipppman-Schwinger integral formulation for the scattered displacement field u sc n = u − u inc n in the presence of the inclusion
where δC = δλI + + 2δµI sym and ∇ denotes the differentiation with respect to the second variable x of the Green's function G(x, x ).
Asymptotic Formula.
Full asymptotic formula can be derived by using the method of matched asymptotic expansions. The displacement field differs little from u inc = u inc n for x far from x but differs appreciably from u inc for x near x . In particular, ∇u(x) can not be approximated by ∇u inc (x ) for x near x , which shows that Born-type approximations are not valid in this case. This is due to the singular aspect of the perturbation due to the inclusion. We have as αω goes to zero:
where u(x) is the solution to
Since the boundary traction T α u is defined in terms of a constant stress tensor, the solution to (17) can be conveniently recast as
By letting ∇v kl = ∇ v kl +ê kêl , where v kl is the solution to
the second approximation in (16) can be rewritten as
Taking the Taylor expansions of ∇ G(x, x ), x ∈ D at the point x and using (15) and (20), the integral representation formula for the scattered displacement field given by (14) can be rewritten as
Define the fourth-rank Elastic Moment Tensor (EMT) M(δλ, δµ; D) associated with the domain D and Lamé parameters (λ, µ) for the background and (λ , µ ) for D by
Using the summation convention, this can be written as
where the summation is understood to be over the indexes p and q, p, q = 1, 2, 3.
The following theorem can be proved in the exactly same manner as Theorem 8.3 in [6] . THEOREM 3.1. The following asymptotic expansion holds for x away from x :
Properties of EMT.
We now recall some important properties of the EMT and give explicit formulae for the EMT associated with spherical inclusions, with the limiting soft inclusion or rigid inclusion encompassed as well.
The following properties of EMT hold [6] : Let us only check point (iii). Since D = x + αB, x = x + αy, x ∈ D and y ∈ B, from (22) it follows
with elasticity tensor
In the case when D is a unit sphere, fourth-rank Elastic Moment Tensor M(δλ, δµ; D) has the same form as the isotropic elasticity tensor C. From [7] , we have
denotes the Poisson ratio.
It is worth mentioning that in the limiting cases of soft (λ , µ and ρ go to 0) and rigid (λ , µ and ρ go to +∞, with µ /λ → c, for some positive constant c) sphere the asymptotic formula (24) has a limit as λ and µ go to +∞ or 0. However, the situation is slightly different if we are interested in the case ρ goes to +∞. We can not take this limit independently from |D|. What we should take is ρ |D| → c , for some positive constant c . Doing so, the asymptotic formula still makes sense in the limiting case ρ → +∞.
Since the soft sphere corresponds to the situation where λ , µ and ρ go to 0, then we have 
Hence, in the case of a soft sphere the asymptotic formula (24) becomes
where the EMT M o is given by formula (29)
Since the rigid sphere has the properties λ and µ go to +∞, with λ /µ staying bounded, then the corresponding EMT can be computed as follows:
where lim δµ /δλ = c for some positive constant c as λ and µ go to +∞. Therefore, formally, the asymptotic formula (24) becomes
where the EMT M ∞ is given by formula (31).
The Multi-Static Response Matrix .

Preliminaries.
Recall that the incident field at the point x due to the point source at x n in theγ n direction is given by
and the corresponding second rank strain tensor ε n (x) by
Then for any observation point x m away from source point x n and from the inclusion center x , the asymptotic expansion of the displacement field as a function of the size of the inclusion given by (24) can be rewritten asγ
whereγ m ∈ R 3 is the corresponding direction of observation and (34) c(δρ, ω) = ω 2 δρ |D|.
Here, we have neglected the asymptotic term of order o(α 3 ω 3 ).
The symmetry relation (25) for the EMT M reduce the number of independent components of M (or M ijkl ) to the number of independent elements of a symmetric 6 × 6 matrix M:
From the above and the symmetry of the strain tensor ε, the first term in (33) can be rewritten as
where the vector e(x) of six independent elements of the strain tensor ε is given by (5) . Therefore, the leading-order term in our asymptotic formula (33) can be rewritten in terms of the incident displacement field and the corresponding strain as followŝ
From the Hookes' law (6) the above asymptotic formula admits en equivalent form in terms of the incident displacement field and corresponding stress:
the vector s(x) of six independent elements of the stress tensor σ is given by (4) and the matrix C is given by (3). Henceforth we will work with asymptotic formula (37). Note that from positive (or negative) definiteness of the EMT M (Theorem 3.2) and symmetry of the elasticity tensor C it follows immediately that the matrix M is symmetric, positive (or negative) definite on the space of symmetric matrices.
Decomposition of the MSR Matrix.
For the sake of simplicity, let us consider two coincident transmitter and receiver arrays {x 1 , . . . , x N } of N elements, used to detect the elastic inclusion located at x . Let {γ 1 , . . . ,γ N } be the corresponding (unit) directions of incident fields/observation directions.
Any transmit-receive process performed from an array of N transmitters to an array of N receivers is described in the frequency domain by the N × N inter-element responses A mn (ω) = A(ω, x m , x n ), m, n = 1, . . . , N , which is the MSR matrix. In the presence of a small elastic inclusion, the scattering displacement field induced on the mth receiving element in frequency domain can be expressed as follows:
where the perturbationγ m · u sc n (x m ) is given by (37). For any point x ∈ R 3 \ {x 1 , . . . , x N }, let us introduce the N × 3 matrix of the incident field emitted by the array of N transmitters G(x, ω), which will be called the Green's matrix, and the N × 6 matrix of the corresponding independent components of the stress tensors S(x, ω), which will be called the stress matrix:
Therefore, the MSR matrix A(ω) is formed, and it is factorized as follows: If the dimension of the signal space, s (=9), is known or is estimated from the singular value decomposition of A, defined by A = VΣU * , then the MUSIC algorithm applies [10, 12] . Furthermore, if v i denote the column vectors of the matrix V then for any vector a ∈ C 9 \ {0} and for any space point x within the search domain, a map of the estimator W (x) defined as the inverse of the squared Euclidean distance from the vector H(x) · a to the signal space by
peak (to infinity, in theory) at the center x of the inclusion. The visual aspect of the peak of W at x depends upon the choice of the vector a. A common choice which means that we are working with all the significant singular vectors is a = (1, 1, . . . , 1) t . However, we shall emphasize the fact that a choice of the vector a in (44) with dimension (number of nonzero components) much lower than 9 still permits one to image the elastic inclusion with our MUSIC-type algorithm. See the numerical results below. We will say that the estimator W (x) is obtained via the projection of the linear combination of the vector columns of the Green's matrix G(x) onto the noise subspace of the A for a signal space of dimension l if the dimension of a is l.
Let us also point out here that the function W (x) does not contain any information about the shape and the orientation of the inclusion. Yet, if the position of the inclusion is found (approximately at least) via observation of the map of W , then one could attempt, using the decomposition (41), to retrieve the EMT of the inclusion (which is of order α 3 ). Some words about the rank of the singular vectors of the matrix A are required. As it has been shown above, the column vectors of the propagation matrix H are linearly independent. However, they are not orthogonal, which implies that each singular vector of A corresponding to the response of one inclusion located at x is a linear combination of the column vectors of H(x ), i.e., a linear combination of the column vectors of the Green's matrix G(x ) and the stress matrix S(x ).
Imaging a Spherical Inclusion from Synthetic Data.
In order to illustrate relevant features of the method reviewed in the previous section, several computations have been performed, and typical results acquired from synthetically generated data are presented herein.
The configuration of interest is schematized in Fig. 6.1 . A planar transmitter/receiver array, taken symmetric about the axis z, is made of 12 × 12 elements, all with same single direction (orthogonal to the array), distributed at the nodes of a regular mesh with a half-a-wavelength step size (λ p -wavelength of P waves). Frequency of operation is f = 2MHz. The array is placed at h = 10λ p in the far field of one elastic sphere with size parameter α = λ p /5 and centered at the origin. The cases of a rigid background medium and a soft one are both considered here. The first case is illustrated by an epoxy sphere in a steel medium, while a soft background is exemplified by a steel sphere in an epoxy medium. Wave speeds and mass densities for these materials are taken as ρ = 7.54 g/cm 3 , c p = 5.80 × 10 5 cm/s and c s = 3.10 × 10 5 cm/s for steel; and ρ = 1.18 g/cm 3 , c p = 2.54 × 10 5 cm/s and c s = 1.16 × 10 5 cm/s for epoxy. Within the above setting, the retrieval of the inclusion involves the calculation of the singular value decomposition of the MSR matrix A ∈ C 12×12 . The distribution of singular values of A in the absence of noise and in the case of noisy data with 30dB signal-to-noise ratio is exhibited in Fig. 6 .2 (rigid background case) and in From the distribution of the singular values of A we see that, in both cases, the nine singular values associated to the inclusion appear well discriminated from the other (linked to the noise space) in the absence of noise, but in the case of noisy data six singular values are but lost. This result shows also that the magnitudes of the singular values associated to the inclusion in the soft background case are larger than those of the singular values of A in the rigid background case.
In the case of the rigid background the inclusion is imaged with MUSIC for a signal subspace of dimension one. But in the case of the soft background the image is obtained for a signal subspace of dimension three (in this case the results obtained for a signal subspace of dimension one do not produce a satisfactory image of the inclusion). In both cases, the best images are obtained with MUSIC for a signal subspace of dimension nine. As it has been indicated in the above, the vector columns of the matrix G(x) and the stress matrix S(x) are linearly independent but they are not orthogonal, which is why we are able to image the inclusion via both matrices for a signal dimension which is smaller than nine.
We give in Figs. 6.5(a)-6.5(c) a map of W (x) corresponding to MUSIC reconstruction via Green's matrix for a signal space of dimension 9 on some cross sections passing through the origin.
Conclusion.
In this paper, a direct imaging approach of MUSIC-type for imaging 3D elastic inclusions has been proposed and tested. The knowledge of the Green's matrix is sufficient to fully image the inclusion. The method makes use of an asymptotic expansion of the MSR matrix. The asymptotic MSR matrix used as synthetic data is quite accurate, but for larger inclusions discrepancies between asymptotic and exact MSR matrices could not be reproduced by addition of noise to asymptotic data, and it is one of the topics of current interest to the authors. One should attempt in a forthcoming work to characterize the physical nature of the inclusion from the SVD of the MSR matrix. 
