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Abstract
Over the years, data have become increasingly higher dimensional, which has prompted
an increased need for dimension reduction techniques. This is perhaps especially true
for clustering (unsupervised classification) as well as semi-supervised and supervised
classification. Many methods have been proposed in the literature for two-way (mul-
tivariate) data and quite recently methods have been presented for three-way (matrix
variate) data. One such such method is the mixtures of matrix variate bilinear fac-
tor analyzers (MMVBFA) model. Herein, we propose of total of 64 parsimonious
MMVBFA models. Simulated and real data are used for illustration.
Keywords: Factor analysis; matrix variate distribution; mixture models; PGMM.
1 Introduction
One aspect of more complex data collected today is the increasing dimensionality of the
data. Therefore, there has been an increased need for parameter reduction and dimen-
sion reduction techniques, especially in the area of model-based clustering. Such tech-
niques are abundant in the literature for traditional, multivariate data and include parsimo-
nious models (Celeux & Govaert 1995), mixtures of factor analyzers (Ghahramani & Hinton
1997, McNicholas & Murphy 2008), co-clustering (Hartigan 1972, Nadif & Govaert 2010,
Gallaugher et al. 2018), and penalization methods (Pan & Shen 2007, Zhou et al. 2009,
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Gallaugher et al. 2019). In the case of three-way data, however, there are still consider-
able gaps in the literature for clustering high-dimensional three-way data.
Three-way data comes in the form of matrices, examples of which include greyscale images
and multivariate longitudinal data — the latter consists of multiple variables collected at
different time points. In the last few years, many methods have been proposed for analyzing
three-way data. One recent method is the mixture of matrix variate bilinear factor ana-
lyzers model (Gallaugher & McNicholas 2018b), which can be considered the matrix variate
analogue of the mixture of factor analyzers model. Herein, we present a total of 64 parsi-
monious models in the matrix variate case, which is effectively a matrix variate analogue
of the multivariate family presented by McNicholas & Murphy (2008). The remainder of
this paper is laid out as follows. In Section 2, some background on model-based clustering
and matrix variate methods is presented. In Section 3, the methodology is outlined. Then,
simulations and data analyses are presented in Sections 4 and 5, respectively. We conclude
with a discussion and suggestions for future work (Section 6).
2 Background
2.1 Model-Based Clustering
Clustering is the process of finding homogenous group structure within heterogenous data.
One of the most established methods in the literature is model-based clustering, which makes
use of a finite mixture model. A finite mixture model assumes that a random variable X
comes from a population with G subgroups and its density can be written
f(x | ϑ) =
G∑
g=1
πgfg(x | θg),
where
∑G
g=1 πg = 1, with πg > 0, are the mixing proportions and fg(·) are the component
densities. The mixture of Gaussian distributions has been studied extensively within the
literature, with Wolfe (1965) being an early example of the use of a mixture of Gaussian
distributions for clustering. Other early examples of clustering with a mixture of Gaussians
can be found in Baum et al. (1970) and Scott & Symons (1971).
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Because of the flexibility of the mixture modelling framework, many other mixtures have
been proposed using more flexible distributions such as those that allow for parameterization
of tail weight such as the t distribution (Peel & McLachlan 2000, Andrews & McNicholas
2011, 2012, Lin et al. 2014) and the power exponential distribution (Dang et al. 2015),
as well as those that allow for the parameterization of skewness and tail weight such as
the skew-t distribution (Lin 2010, Vrbik & McNicholas 2012, 2014, Lee & McLachlan 2014,
Murray, Browne & McNicholas 2014, Murray, McNicholas & Browne 2014) and others (Browne & McNicholas
2015, Franczak et al. 2015, Murray et al. 2017, Tang et al. 2018, Tortora et al. 2019).
In addition to the multivariate case, there are recent examples of using matrix variate
distributions for clustering three-way data. Such examples include using the matrix variate
normal (Viroli 2011), skewed distributions (Gallaugher & McNicholas 2017, 2018a, 2019b),
and transformation methods (Melnykov & Zhu 2018). Most recently, Sarkar et al. (2020)
present parsimonious models analogous to those used by Celeux & Govaert (1995).
2.2 Parsimonious Gaussian Mixture Models
One popular dimension reduction technique for high dimensional multivariate data is the
mixture of factor analyzers model. The factor analysis model for p-dimensional X1, . . . ,XN
is given by
Xi = µ+ΛUi + εi,
where µ is a location vector, Λ is a p× q matrix of factor loadings with q < p, Ui ∼ Nq(0, I)
denotes the latent factors, εi ∼ Nq(0,Ψ), where Ψ = diag(ψ1, ψ2, . . . , ψp), ψj ∈ R+, and
Ui and εi are each independently distributed and independent of one another. Under this
model, the marginal distribution ofXi is Np(µ,ΛΛ′+Ψ). Probabilistic principal component
analysis (PPCA) arises as a special case with the isotropic constraint Ψ = ψI, ψ ∈ R+
(Tipping & Bishop 1999b).
Ghahramani & Hinton (1997) develop the mixture of factor analyzers model, where
the density takes the form of a Gaussian mixture model with covariance structure Σg =
ΛgΛ
′
g + Ψ. A small extension was presented by McLachlan & Peel (2000), who utilize
the more general structure Σg = ΛgΛ
′
g + Ψg. Tipping & Bishop (1999a) introduce the
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closely-related mixture of PPCAs with Σg = ΛgΛ
′
g + ψgI. McNicholas & Murphy (2008)
consider all combinations of the constraints Λg = Λ, Ψg = Ψ, and the isotropic constraint
to give a family of eight parsimonious Gaussian mixture models (PGMMs). As discussed
by McNicholas & Murphy (2008), the number of covariance parameters for each PGMM
is linear in the data dimension p as compared to the parsimonious models presented by
Celeux & Govaert (1995), where the majority are quadratic in p and the others assume vari-
able independence. This paper introduces a matrix variate analogue of the PGMM family
of McNicholas & Murphy (2008).
2.3 Matrix Variate Normal Distribution
In recent years, several methods have been proposed for clustering three-way data. These
methods mainly employ the use of matrix variate distributions in finite mixture models.
Like the univariate and multivariate cases, the most mathematically tractable matrix variate
distribution to use is the matrix variate normal distribution. An n × p random matrix X
follows a matrix variate normal distribution with location parameter M and scale matrices
Σ and Ψ of dimensions n × n and p × p, respectively, denoted by Nn×p(M,Σ,Ψ), if the
density of X can be written
f(X | M,Σ,Ψ) =
1
(2π)
np
2 |Σ|
p
2 |Ψ|
n
2
exp
{
−
1
2
tr
(
Σ−1(X−M)Ψ−1(X−M)′
)}
. (1)
One notable property of the matrix variate normal distribution (Harrar & Gupta 2008) is
X ∼ Nn×p(M,Σ,Ψ) ⇐⇒ vec(X ) ∼ Nnp(vec(M),Ψ⊗Σ), (2)
where Nnp(·) is the np-dimensional multivariate normal density, vec(·) is the vectorization
operator, and ⊗ denotes the Kronecker product.
2.4 Mixture of Matrix Variate Bilinear Factor Analyzers
Gallaugher & McNicholas (2018b) present an extension of the work of Xie et al. (2008),
Yu et al. (2008) and Zhao et al. (2012) to derive the MMVBFA model. The MMVBFA
model assumes that
Xi =Mg +ΛgUig∆
′
g +ΛgE
B
ig + E
A
ig∆
′
g + Eig (3)
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with probability πg, for g = 1, 2, . . . , G, whereMg is an n×p location matrix, Λg is an n× q
column factor loading matrix, with q < n, ∆g is a p × r row factor loading matrix, with
r < p, and
Uig ∼ Nq×r(0, Iq, Ir),
E
B
ig ∼ Nq×p(0, Iq,Ψg),
E
A
ig ∼ Nn×r(0,Σg, Ir),
Eig ∼ Nn×p(0,Σg,Ψg)
are independent of each other, Σg = diag{σg1, σg2, . . . , σgn}, with σgj ∈ R+, and Ψg =
diag{ψg1, ψg2, . . . , ψgp}, with ψgj ∈ R+. Let zi = (zi1, . . . , ziG)′ denote the component mem-
bership for Xi, where
zig =


1 if Xi belongs to component g,
0 otherwise,
for i = 1, . . . , N and g = 1, . . . , G. Using the vectorization of Xi, and property (2), it can
be shown that
Xi | zig = 1 ∼ Nn×p(Mg,Σ
∗
g,Ψ
∗
g),
where Σ∗g = Σg +ΛgΛ
′
g and Ψ
∗
g = Ψg +∆g∆
′
g. Therefore, the density of Xi can be written
f(Xi | ϑ) =
G∑
g=1
πgϕn×p(Xi | Mg,Σ
∗
g,Ψ
∗
g),
where ϕn×p(·) denotes the n× p matrix variate normal density.
Note that the term “column factors” refers to reduction in the dimension of the columns,
which is equivalent to the number of rows, and not a reduction in the number of columns.
Likewise, the term “row factors” refers to the reduction in the dimension of the rows (number
of columns). Moreover, as discussed by Zhao et al. (2012), we can interpret terms E B and
E A as the row and column noise, respectively, and the final term E as the common noise.
As discussed by Zhao et al. (2012) and Gallaugher & McNicholas (2018a), by introducing
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latent variables Y Rig and V
R
ig , (3) exhibits the two-stage formulation
Xi =Mg +ΛgY
B
ig + V
B
ig ,
Y
B
ig = Uig∆
′
g + E
B
ig ,
V
B
ig = E
A
ig∆
′
g + Eig.
This formulation can viewed as first projecting Xi in the column direction onto the latent
matrix Y Big , and then Y
B
ig and V
B
ig are further projected in the row direction. Likewise,
introducing Y Cig and V
C
ig , (3) can be written
Xi =Mg + Y
A
ig ∆
′
g + V
A
ig ,
Y
A
ig = ΛgUig + E
A
ig ,
V
A
ig = ΛgE
B
ig + Eig.
The interpretation is the same as before but we now project in the row direction first followed
by the column direction.
3 Methodology
3.1 Parsimonious MMVBFA Models
One feature of the MMVBFA model is that each of the resultant scale matrices has the
same form as the covariance matrix in the (multivariate) mixture of factor analyzers model.
Therefore, MMVBFA lends itself naturally to a matrix variate extension of the PGMM
models. Specifically, we apply combinations of the constraints Λg = Λ, Σg = Σ, Σg = σgIn
with σg ∈ R+, ∆g = ∆, Ψg = Ψ, and Ψg = ψgIp with ψg ∈ R+. This leads to a total of
64 models, which we refer to as the parsimonious mixtures of matrix variate bilinear factor
analyzers (PMMVBFA) family. In Tables 1 and 2, the models along with the number of
scale parameters are presented for the row and column scale matrices. We will refer to these
as the row and column models, respectively.
Maximum likelihood estimation is performed using an alternating expectation maximiza-
tion (AECM) algorithm in almost an identical fashion to Gallaugher & McNicholas (2018b).
The only difference is the form of the updates for the scale matrices which is dependent on the
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Table 1: Row models with the respective number of scale parameters.
Λg = Λ Σg = Σ Σg = σgIn Number of Scale Parameters
C C C [nq + n− q(q − 1)/2] + 1
C C U [nq + n− q(q − 1)/2] + n
C U C [nq + n− q(q − 1)/2] +G
C U U [nq + n− q(q − 1)/2] + nG
U C C G[nq + n− q(q − 1)/2] + 1
U C U G[nq + n− q(q − 1)/2] + n
U U C G[nq + n− q(q − 1)/2] +G
U U U G[nq + n− q(q − 1)/2] + nG
Table 2: Column models with the respective number of scale parameters.
∆g = ∆ Ψg = Ψ Ψg = ψgIr Number of Scale Parameters
C C C [pr + p− r(r − 1)/2] + 1
C C U [pr + p− r(r − 1)/2] + p
C U C [pr + p− r(r − 1)/2] +G
C U U [pr + p− r(r − 1)/2] + pG
U C C G[pr + p− r(r − 1)/2] + 1
U C U G[pr + p− r(r − 1)/2] + p
U U C G[pr + p− r(r − 1)/2] +G
U U U G[pr + p− r(r − 1)/2] + pG
model. Below, the general form of the algorithm is presented and the corresponding scale pa-
rameter updates are given in Appendix A. We refer the reader to Gallaugher & McNicholas
(2018b) for details regarding the expectations in the E-steps.
AECM Stage 1 In the first stage, the complete-data is taken to be the observed matrices
X1, . . . ,XN and the component memberships z1, . . . , zN , and the update forMg is calculated.
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The complete-data log-likelihood in the first stage is then
ℓ(1) = C +
G∑
g=1
N∑
i=1
zig
{
log πg −
1
2
tr[Σ∗
−1
g (Xi −Mg)Ψ
∗−1
g (Xi −Mg)
′]
}
,
where C is a constant with respect toMg, Σ
∗
g := ΛgΛ
′
g +Σg and Ψ
∗
g := ∆g∆
′
g +Ψg. In the
E-Step, the updates for the component memberships zig are given by the expectations
zˆig =
πgϕn×p(Xi | Mˆg, Σˆ∗g, Ψˆ
∗
g)∑G
h=1 πhϕn×p(Xi | Mˆh, Σˆ
∗
h, Ψˆ
∗
h)
,
where ϕn×p(·) denotes the n× p matrix variate normal density. In the CM-step, the update
for Mg is
Mˆg =
1
Ng
N∑
i=1
zˆigXi,
where Ng =
∑N
i=1 zˆig.
AECM Stage 2 In the second stage, the complete-data is taken to be the observed
X1, . . . ,XN , the component memberships z1, . . . , zN and the latent factorsY
B
i = (Y
B
i1 ,Y
B
i2 , . . . ,Y
B
iG).
The complete-data log-likelihood is then
ℓ(2) = C −
G∑
g=1
Ngp
2
log |Σg| −
1
2
G∑
g=1
N∑
i=1
zigtr
[
Σ−1g (Xi −Mg)Ψ
∗−1
g (Xi −Mg)
′
−Σ−1g ΛgY
B
ig Ψ
∗−1
g (Xi −Mg)
′ −Σ−1g (Xi −Mg)Ψ
∗−1
g Y
B
ig
′
Λ′g +Σ
−1
g ΛgY
B
ig Ψ
∗−1
g Y
B
ig
′
Λ′g
]
.
(4)
In the E-Step, the following expectations are calculated:
aBig := E[Y
B
ig | Xi, zig = 1] =W
A
g
−1
Λ′gΣ
−1
g (Xi −Mg),
bBig := E[Y
B
ig Ψˆ
∗−1
Y
B
ig
′
| Xi, zig = 1] = pW
A
g
−1
+ aBigΨˆ
∗−1
g a
B
ig
′
,
(5)
where WAg = Iq +Λ
′
gΣ
−1
g Λg. In the CM-step, Λg and Σg are updated (see Appendix A).
AECM Stage 3 In the last stage of the AECM algorithm, the complete-data is taken to
be the observed X1, . . . ,XN , the component memberships z1, . . . , zN and the latent factors
Y Ai = (Y
A
i1 ,Y
A
i2 , . . . ,Y
A
iG). In this step, the complete-data log-likelihood is
ℓ(3) = C −
Ngn
2
log |Ψg| −
1
2
G∑
g=1
N∑
i=1
zig tr
[
Ψ−1g (Xi −Mg)
′Σ∗
−1
g (Xi −Mg)
−Ψ−1g ∆gY
A
ig
′
Σ∗
−1
g (Xi −Mg)−Ψ
−1
g (Xi −Mg)
′Σ∗
−1
g Y
A
ig B
′
g +Ψ
−1
g ∆gY
A
ig
′
Σ∗
−1
g Y
A
ig ∆
′
g
]
.
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In the E-Step, expectations similar to those at Stage 2 are calculated:
aAig := E[Y
A
ig | Xi, zig = 1] = (Xi −Mg)Ψ
−1
g ∆gW
B
g
−1
and
bAig := E[Y
A
ig
′
Σˆ∗
−1
g Y
A
ig | Xi, zig = 1] = nW
B
g
−1
+ aAig
′
Σˆ∗
−1
g a
A
ig,
where WBg = Ir +∆
′
gΨ
−1
g ∆g. In the CM-step, we update ∆g and Ψg (see Appendix A).
3.2 Model Selection, Convergence, Performance Evaluation Cri-
teria, and Initialization
In general, the number of components, row factors, column factors, row model, and column
model are unknown a priori and, therefore, need to be selected. In our simulations and
analyses, the Bayesian information criterion (BIC; Schwarz 1978) is used. The BIC is given
by
BIC = 2ℓ(ϑˆ)− ρ logN,
where ℓ(ϑˆ) is the maximized log-likelihood and ρ is the number of free parameters.
The simplest convergence criterion is based on lack of progress in the log-likelihood, where
the algorithm is terminated when l(t+1)− l(t) < ǫ, where ǫ > 0 is a small number. Oftentimes,
however, the log-likelihood can plateau and then increase again, thus the algorithm would be
terminated prematurely using lack of progress, (see McNicholas et al. 2010, for examples).
Another option, and one that is used for our analyses, is a criterion based on the Aitken
acceleration (Aitken 1926). The Aitken acceleration at iteration t is
a(t) =
l(t+1) − l(t)
l(t) − l(t−1)
,
where l(t) is the (observed) log-likelihood at iteration t. We then have an estimate, at
iteration t+ 1, of the log-likelihood after many iterations:
l(t+1)∞ = l
(t) +
(l(t+1) − l(t))
1− a(t)
(Bo¨hning et al. 1994, Lindsay 1995). As suggested by McNicholas et al. (2010), the algo-
rithm is terminated when l
(k+1)
∞ − l(k) ∈ (0, ǫ). It should be noted that we set the value of
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ǫ based on the magnitude of the log-likelihood in the manner of Gallaugher & McNicholas
(2019a). Specifically, we set ǫ to a value three orders of magnitude lower than the log-
likelihood after five iterations.
To assess classification performance, the adjusted Rand index (ARI; Hubert & Arabie
1985) is used. The ARI is the Rand index (Rand 1971) corrected for chance agreement. The
ARI compares two different partitions—in our case, predicted and true classifications—and
takes a value of 1 if there is perfect agreement. Under random classification, the expected
values of the ARI is 0.
Finally, there is the issue of initialization. In our simulations and data analyses, we used
soft (uniform) random initializations for the zˆig. From these initial soft group memberships
zˆig, we initialize the location matrices using
Mˆg =
1
Ng
N∑
i=1
zˆigXi,
where Ng =
∑N
i=1 zˆig. The diagonal scale matrices, Σg and Ψg are initialized as follows
Σˆg =
1
pNg
diag
{
N∑
i=1
zˆig(Xi − Mˆg)(Xi − Mˆg)
′
}
and
Ψˆg =
1
nNg
diag
{
N∑
i=1
zˆig(Xi − Mˆg)
′(Xi − Mˆg)
}
.
The elements of the factor loading matrices are initialized randomly from a uniform distri-
bution on [−1, 1]. Note that all initializations are based on the UUU model.
4 Simulations
4.1 Simulation 1
Three simulations were conducted. In the first, we consider d×d matrices with d ∈ {10, 20},
G = 2 and M1 = 0,M2 = M
(δ)
LT, where δ ∈ {1, 2, 4} and M
(δ)
LT represents a lower triangular
matrix with δ on and below the diagonal. We consider the case where both rows and columns
10
have a CCU model. The parameters for the column factor loading matrices are:
Λ1 = Λ2 =


15 05 05
02 12 02
03 03 13

 (d = 10), Λ1 = Λ2 =


110 010 010
04 14 04
06 06 16

 (d = 20).
The row factor loading matrices are
∆1 = ∆2 =

 −1d/2 0d/2
1d/2 1d/2

 ,
where 1c and 0c represent c-dimensional vectors of 1s and 0s, respectively. The error covari-
ance matrices are taken to be
Σ1 = Σ2 = Ψ1 = Ψ2 = D,
where D is a diagonal matrix with diagonal entries dtt = t/5 when d = 10 and dtt = t/10
when d = 20.
Finally, sample sizes of N ∈ {100, 200, 400} are considered with π1 = π2 = 0.5. For each
of these combinations, 25 datasets are simulated. The model is fit for G = 1, . . . , 4 groups,
1 to 5 row factors and column factors, and all 64 scale models, leading to a total of 6,400
models fit for each dataset.
In Table 3, we display the number of times the correct number of groups, row factors, and
column factors are selected by the BIC, as well as the number of times the row and column
models were correctly identified. We also include the average ARI over the 25 datasets with
associated standard deviations. As expected, as the separation and sample size increase,
better classification results are obtained. The correct number of groups, column factors,
and row factors are chosen for all 25 datasets in nearly all cases considered. Moreover, the
selection of the row and column models is very accurate in all cases considered.
4.2 Simulation 2
In this simulation, similar conditions to Simulation 1 are considered, including using the
same mean matrices; however, we place a CUC model on the rows and a UCU model on the
11
Table 3: Number of datasets for which the BIC correctly chose the number of groups (G),
column factors (q), row factors (r), row model (RM), column model (CM), and the average
ARI over 25 datasets (Simulation 1)
d = 10 d = 20
δ N G q r RM CM ARI(sd) G q r RM CM ARI(sd)
1
100 0 25 25 25 25 0.000(0.00) 25 24 25 25 25 1.000(0.00)
200 21 25 25 25 25 0.723(0.33) 25 24 24 25 24 1.000(0.00)
400 25 25 25 25 25 0.883(0.04) 25 25 25 25 25 1.000(0.002)
2
100 25 25 25 25 25 1.000(0.00) 25 24 25 25 25 1.000(0.00)
200 25 25 25 25 25 0.999(0.004) 25 25 25 25 25 1.000(0.00)
400 25 25 25 25 25 1.000(0.002) 25 25 25 25 25 1.000(0.00)
4
100 25 25 25 25 25 1.000(0.00) 25 24 25 25 25 1.000(0.00)
200 25 25 24 25 25 1.000(0.00) 25 25 25 25 25 1.000(0.00)
400 25 25 25 25 25 1.000(0.00) 25 25 25 25 25 1.000(0.00)
columns. The column factor loading matrices are the same as used for Simulation 1, ∆1 is
the same as in Simulation 1, and the row factor loadings matrix for group 2 is
∆2 =

 1d/2 −1d/2
1d/2 0d/2

 .
We take Σ1 = Id,Σ2 = 2Id and Ψ1 = Ψ2 = D, where D is the same as from Simulation 1.
Results are displayed in Table 4. Overall, we obtain excellent classification results, even
when the sample size is small and there is little spatial separation. There is some difficulty
in choosing the column model when d = 10 but this issue abates for N = 400. When d = 20,
some difficulty is encountered in choosing the correct number of column factors q; however,
the classification performance is consistently excellent.
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Table 4: Number of datasets for which the BIC correctly chose the number of groups (G),
column factors (q), row factors (r), row model (RM), column model (CM), and the average
ARI over 25 datasets (Simulation 2)
d = 10 d = 20
δ N G q r RM CM ARI(sd) G q r RM CM ARI(sd)
1
100 25 25 25 25 25 0.990(0.02) 25 0 25 25 25 1.000(0.00)
200 25 25 25 25 1 0.998(0.007) 25 24 25 25 25 1.000(0.00)
400 25 25 25 25 25 0.997(0.006) 25 25 25 25 25 1.000(0.00)
2
100 25 25 25 25 0 0.998(0.01) 25 0 25 25 25 1.000(0.00)
200 25 25 25 25 0 1.000(0.00) 25 24 25 25 25 1.000(0.00)
400 25 25 25 25 25 0.999(0.003) 25 25 25 25 25 1.000(0.00)
4
100 25 25 25 25 0 1.000(0.00) 25 10 25 25 25 1.000(0.00)
200 25 25 25 25 2 1.000(0.00) 25 23 25 25 25 1.000(0.00)
400 25 25 24 25 25 1.000(0.00) 25 5 25 25 20 1.000(0.00)
4.3 Simulation 3
In the last simulation, the mean matrices are now diagonal with diagonal entries equal to δ.
A CCU model is taken for the rows. In the case of d = 10, the parameters are
Λ1 = Λ2 =


13 03 03
12 02 12
−12 −12 −12
−13 −13 03


, Σ1 = Σ2 = Id{σ2,2=2,σ9,9=4}.
To clarify this notation, the row scale matrices have 1s on the diagonal except for places 2
and 9 which have values 2 and 4 respectively. The column scale matrices have a UCC model
with
∆1 =

 −15 05
15 15

 , ∆2 =

 −15 15
15 05

 , Ψ1 = Ψ2 = I10.
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Table 5: Number of datasets for which the BIC correctly chose the number of groups (G),
column factors (q), row factors (r), row model (RM), column model (CM), and the average
ARI over 25 datasets (Simulation 3)
d = 10 d = 20
δ N G q r RM CM ARI(sd) G q r RM CM ARI(sd)
1
100 0 25 25 25 0 0.000(0.00) 0 25 25 25 0 0.000(0.00)
200 0 25 25 20 0 0.000(0.00) 0 25 25 25 0 0.000(0.00)
400 22 12 25 12 16 0.705(0.27) 22 21 24 19 13 0.833(0.32)
2
100 25 24 25 24 17 0.968(0.04) 21 24 25 25 10 0.840(0.37)
200 25 25 25 25 11 0.984(0.02) 25 25 25 25 11 1.000(0.00)
400 25 20 25 18 22 0.988(0.01) 25 25 25 25 20 1.000(0.00)
4
100 25 24 25 24 15 1.000(0.00) 25 25 25 25 18 1.000(0.00)
200 25 25 25 25 10 1.000(0.00) 25 25 25 25 22 1.000(0.00)
400 25 24 25 20 23 1.000(0.00) 25 25 25 25 17 1.000(0.00)
In the case of d = 20, the parameters are
Λ1 = Λ2 =


16 06 06
14 04 14
−14 −14 −14
−16 −16 06


, Σ1 = Σ2 = I30{σ2,2=4,σ9,9=2,σ12,12=3,σ19,19=5},
and
∆1 =

 −110 010
110 110

 , ∆2 =

 −110 110
110 010

 , Ψ1 = Ψ2 = I20.
The results are presented in Table 5. In this case, there is more variability in the correct
selection of the row and column models, especially the latter. The selection of q and r is
generally accurate. The classification performance is generally very good with the exception
of the combination of a small sample size N with a low degree of separation δ.
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Table 6: Average ARI values and misclassification rates for each level of supervision, with
respective standard deviations in parentheses, for datasets consisting of digits 1 and 2 drawn
from the MNIST dataset
Supervision ARI Misclassification rate
0% (clustering) 0.652(0.05) 0.0962(0.02)
25% 0.733(0.059) 0.072(0.02)
50% 0.756(0.064) 0.065(0.018)
5 MNIST Data Analysis
Gallaugher & McNicholas (2018a,b) consider the MNIST digits dataset; specifically, digits 1
and 7 because they are quite similar in appearance. Herein, we consider digits 1 and 2.
This dataset consists of 60,000 (training) images of Arabic numerals 0 to 9. We consider
different levels of supervision and perform either clustering or semi-supervised classification.
Specifically we look at 0% (clustering), 25%, and 50% supervision. For each level of super-
vision, 25 datasets consisting of 200 images each of digits 1 and 2 are taken. As discussed
in Gallaugher & McNicholas (2018a), because of the lack of variability in the outlying rows
and columns of the data matrices, random noise is added to ensure non-singularity of the
scale matrices. In Table 6, we present the average ARIs and misclassification rates along
with respective standard deviations.
As expected, as the level of supervision is increased, better classification performance
is obtained. Specifically, the MCR decreases to around 6.5% with an ARI of 0.756 when
the level of supervision is raised to 50%. Moreover, the performance in the completely
unsupervised case is fairly good. In Figure 1, heatmaps for the estimated mean matrices,
for one dataset, for each digit and level of supervision are presented. Although barely
perceptible, there is a slight increase in clarity as the supervision is raised to 50%. For all
levels of supervision, the UUU row model is chosen for all 25 datasets. The chosen model
for the columns is the UCU model for 7 of the 25 datasets for 0% and 50% supervision, and
10 datasets for 25% supervision.
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Figure 1: Heatmaps of the mean matrices, from one of the datasets, for each digit at each
level of supervision.
6 Discussion
The PMMVBFA family, which comprises a total of 64 models has been introduced presented.
The PMMVBFA family is essentially a matrix variate analogue of the family of multivariate
models introduced by McNicholas & Murphy (2008). In all simulations considered, very good
classification results were obtained. In some settings, this was true even for small sample
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sizes and a small amount of spatial separation. Model selection was also generally accurate.
In the MNIST analysis, classification accuracy increased with the amount of supervision, as
expected, with the MCR decreasing to 6.5% when using a supervision level of 50%.
One very important consideration for future work is the development of a search algo-
rithm as an alternative to fitting all possible models. This would be particularly important
for computational feasibility when there is limited or parallelization available. These par-
simonious models could also be extended to the mixtures of skewed matrix variate bilinear
factor analyzers (Gallaugher & McNicholas 2019a) as well as an extension to multi-way data
(e.g., in the fashion of Tait & McNicholas 2019).
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A Updates for Scale Matrices and Factor Loadings
The updates for the scale matrices and the factor loading matrices in the AECM algorithm
are dependent on the model. The exact updates for each model are presented here.
A.1 Row Model Updates
CCC:
Λˆ =
(
G∑
g=1
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
A
ig
′
)(
G∑
g=1
N∑
i=1
zˆigb
B
ig
)−1
, σˆ =
1
Nnp
tr{S(1)}.
where
S(1) =
G∑
g=1
N∑
i=1
zˆig
[
(Xi − Mˆg)Ψˆ
∗−1
g (Xi − Mˆg)
′ − ΛˆaBig
′
Ψˆ∗
−1
g (Xi − Mˆg)
′
]
.
CCU:
Λˆ =
(
G∑
g=1
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
G∑
g=1
N∑
i=1
zˆigb
B
ig
)−1
, Σˆ =
1
Np
diag{S(1)},
CUU:
For this model, the update for Λ needs to be performed row by row. Specifically, the updates
are:
Λˆ(j) =
(
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)
(j)
(
G∑
g=1
1
σg(jj)
N∑
i=1
zˆigb
B
ig
)−1
,
Σˆg =
1
Ngp
diag{S(2)g },
where
S(2)g =
N∑
i=1
zˆig
[
(Xi − Mˆg)Ψˆ
∗−1
g (Xi − Mˆg)
′ − 2ΛˆaBigΨˆ
∗−1
g (Xi − Mˆg)
′ + ΛˆbBigΛˆ
′
]
.
CUC:
Λˆ =
(
G∑
g=1
1
σˆg
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
G∑
g=1
1
σˆg
N∑
i=1
zˆigb
B
ig
)−1
,
σˆg =
1
Ngnp
tr{S(2)g }.
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UCC:
Λˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
N∑
i=1
zˆigb
B
ig
)−1
, σˆ =
1
Nnp
tr{S(3)},
where
S(3) =
G∑
g=1
N∑
i=1
zˆig
[
(Xi − Mˆg)Ψˆ
∗−1
g (Xi − Mˆg)
′ − Λˆga
B
ig
′
Ψˆ∗
−1
g (Xi − Mˆg)
′
]
.
UCU:
Λˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
N∑
i=1
zˆigb
B
ig
)−1
, Σˆ =
1
Np
diag{S(3)}.
UUC:
Λˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
N∑
i=1
zˆigb
B
ig
)−1
, σˆg =
1
Ngnp
tr{S(4)g },
where
S(4)g =
N∑
i=1
zˆig
[
(Xi − Mˆg)Ψˆ
∗−1
g (Xi − Mˆg)
′ − Λˆga
B
igΨˆ
∗−1
g (Xi − Mˆg)
′
]
.
UUU:
Λˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)Ψˆ
∗−1
g a
B
ig
′
)(
N∑
i=1
zˆigb
B
ig
)−1
, Σˆg =
1
Ngp
diag{S(4)g }.
A.2 Column Model Updates
CCC:
∆ˆ =
(
G∑
g=1
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
G∑
g=1
N∑
i=1
zˆigb
A
ig
)−1
, ψˆ =
1
Nnp
tr{P(1)},
where
P(1) =
G∑
g=1
N∑
i=1
zˆig
[
(Xi − Mˆg)
′Σˆ∗
−1
g (Xi − Mˆg)− ∆ˆa
A
ig
′
Σˆ∗
−1
g (Xi − Mˆg)
]
.
CCU:
∆ˆ =
(
G∑
g=1
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
G∑
g=1
N∑
i=1
zˆigb
A
ig
)−1
, Ψˆ =
1
Nn
diag{P(1)}.
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CUU:
For this model, the update for∆ needs to be performed row by row. Specifically the updates
are:
∆ˆ(j) =
(
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)
(j)
(
G∑
g=1
1
ψg(jj)
N∑
i=1
zˆigb
A
ig
)−1
,
Ψˆg =
1
Ngn
diag{P(2)g },
where
P(2)g =
N∑
i=1
zˆig
[
(Xi − Mˆg)
′Σˆ∗
−1
g (Xi − Mˆg)− 2∆ˆa
A
ig
′
Σˆ∗
−1
g (Xi − Mˆg) + ∆ˆb
A
ig∆ˆ
′
]
.
CUC:
∆ˆ =
(
G∑
g=1
1
ψˆg
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
G∑
g=1
1
ψˆg
N∑
i=1
zˆigb
A
ig
)−1
,
ψˆg =
1
Ngnp
tr{P(2)g }.
UCC:
∆ˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
N∑
i=1
zˆigb
A
ig
)−1
, ψˆ =
1
Nnp
tr{P(3)},
where
P(3) =
G∑
g=1
N∑
i=1
zˆig
[
(Xi − Mˆg)
′Σˆ∗
−1
g (Xi − Mˆg)− ∆ˆga
A
ig
′
Σˆ∗
−1
g (Xi − Mˆg)
]
.
UCU:
∆ˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
N∑
i=1
zˆigb
A
ig
)−1
, Ψˆ =
1
Nn
diag{P(3)}.
UUC:
∆ˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
N∑
i=1
zˆigb
A
ig
)−1
, ψˆg =
1
Ngnp
tr{P(4)g },
where
P(4)g =
N∑
i=1
zˆig
[
(Xi − Mˆg)
′Σˆ∗
−1
g (Xi − Mˆg)− ∆ˆga
A
ig
′
Σˆ∗
−1
g (Xi − Mˆg)
]
.
UUU:
∆ˆg =
(
N∑
i=1
zˆig(Xi − Mˆg)
′Σˆ∗
−1
g a
A
ig
)(
N∑
i=1
zˆigb
A
ig
)−1
, Ψˆg =
1
Ngn
diag{P(4)g }.
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