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ABSTRACT: In order to identify complicated systems, more prominent and promising methods are 
needed among which we may refer to fractional order differential equations. The aim of this paper 
is to propose a fractional order nonlinear model to predict the vertical position of a plasma column 
system in a Tokamak by using real data from Damavand Tokamak. The system is identified based 
on a newly introduced fractional order dynamic neural network. The proposed fractional order 
dynamic neural network (FODNN) is an extension of the integer order dynamic neural network 
that employs the so called fractional-order operators. Due to the rich structure of the proposed 
neural network, it models the complicated systems with less error.  
Training rule is derived based on a Lyapunov-like analysis that ensures a bound for the 
“identification error” and tends towards zero as time leans towards infinity. FODNN is 
implemented and comparison of the numerical simulation results with experimental results shows 
that performance of the proposed method by using fractional order neural network is preferred to 
the integer neural network. 
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1. Introduction 
There are many reasons for developing a mathematical model for an actual plant, among 
which we may refer to the  necessity of designing an identifier in all model-based controller 
schemes  [1]. In dynamic systems, integer order differentiation and partial order differentiation 
can be used to describe the behaviour of the system.  In fractional order differential equations, 
there is an additional parameter, namely, fractional order, which is important to be selected 
properly to get better results while modelling and simulating the plant. The fractional order 
derivative operator is part of the fractional calculus that was introduced 300 years ago. The main 
advantage of the fractional derivative, in comparison with integer order methods, is that it 
provides an excellent tool for describing memory and hereditary properties of the processes. This 
advantage cannot be ignored and as a result, fractional modelling has been employed in different 
processes [2-5].  
Analytical modelling is basically development of a mathematical relationship between 
input and output based on the physical laws or based on some numerical phenomena. Neural 
network techniques seem to be very useful to identify different classes of nonlinear systems. 
Major properties that motivate the use of neural networks are as follows: their nonlinear 
characteristics make them appropriate for identifying nonlinear systems and their learning 
characteristics are ideal for adapting to different environmental conditions [6]. Neural networks 
can be categorized as static (Feedforward) and dynamic (recurrent or differential) neural 
networks. The main disadvantages of the static structure are as follows: a) slow learning rate, b) 
lack of possessing memory, so their outputs are uniquely dependent on the current inputs. In 
contrast, dynamic neural networks can successfully overcome these shortcomings and 
demonstrate promising behaviour in the presence of un-modelled dynamics because their 
structure includes an intrinsic feedback. So far, different structures for the integer order dynamic 
neural network have been used for different applications [7-11]. 
The use of fractional-order models in system identification was initiated in the late 1990s 
and the beginning of this century. Several techniques are available for identification of the systems 
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using fractional order derivatives, including equation error and output error approaches [12-15]. 
Nonlinear fractional order system identification using the static neural network is studied in [16-
18]. In recent years, different types of the fractional order operators have been engaged in dynamic 
neural networks. Formulation and evaluation of the dynamic behaviour of FODNN have been 
studied by many researchers [19-24]. In [25, 26] a FODNN is used to identify linear and nonlinear 
integer order system.  
The Damavand Tokamak is a small size research machine for fusion-related studies like 
plasma diagnostics [27, 28]. In Damavand Tokamak, hydrogen plasma is sustained for 21ms with 
a plasma current peak of about 35 kA. Several methods have been introduced for identification of 
the Damavand Tokamak system. H. Rasouli and N. Darestani have provided a nonlinear model 
based on a static neural network with delay lines [29, 30]. In addition, a linear model has been 
used around the defined operating point in [31]. Since the fractional operators are usually able to 
model more complicated systems, this physical phenomenon can be stated by fractional-order 
models. The use of fractional calculation has  also been reported for modelling of the chaotic 
behaviour of plasma and magneto hydrodynamic (MHD) instability of plasma in Tokamaks [32]. 
The Damavand Tokamak, has been identified by using a linear fractional order model in [33, 34] 
as well.  
This paper is motivated by the need to create a nonlinear subspace model which is suitable 
for controller design. In this work, we propose a FODNN identification technique to model the 
Damavand Tokamak. It should be noted that the plasma-coil system is a Multi Input Single Output 
(MISO) system.  
The rest of the paper is organized as follows: In section 2, Damavand Tokamak and the 
vertical position control of the plasma column is described. In section 3, the FODNN for 
identifying the nonlinear system is proposed and discussed in details. The identification procedure 
uses collected data from series of identification experiments.  It is explained why this tool is 
selected to identify the Damavand Tokamak and then its structure and learning laws are 
introduced. In section 4, the proposed identification model is compared to experimental results in 
order to show the accuracy of the model. Finally, conclusions are given in section 5. 
2. Description of Damavand Tokamak and Experimental Setup  
Among the small Tokamaks, the Damavand Tokamak is most important due to its large 
elongated plasma cross-section and having an active control system for the movement and shape 
of the plasma as well as various other diagnostic devices. Unfortunately, this elongation leads to 
instability of the plasma vertical position. Indeed, to stabilize the plasma position, an active 
feedback system is needed. Plasma is formed in the centre of the chamber with R= 36 cm with a 
maximum current of 35 KA in 21 ms [38]. In the Damavand Tokamak, due to the inherent 
instability of plasma vertical position, a suitable method for identification based on the 
experimental data is the direct closed loop method. In this method, the process is controlled in a 
closed loop structure while the input and output data of the process are used for identification of 
the system. A block diagram showing the plasma vertical position closed loop control system and 
direct model are illustrated in Figure 1. 
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Figure.1. Block diagram of plasma radial motion closed loop control system in Damavand Tokamak 
 
As shown in Figure 1, this block diagram consists of a reference signal generator circuits, 
PD controller circuits, actuator circuits and Tokamak system. The Proportional-Derivative (PD) 
controller transfer function, actuator circuit model and main parameters of the Damavand 
Tokamak are given in [38] in details.  The parameters are kept constant in all tests. Considering 
the total time of plasma electrical discharge (shot) that occurs in a duration of 21ms, online 
identification is hard. In order to correct biases and to select the appropriate time interval of data 
in each shot, a data pre-processing step is required after which the implemented data for 
identification purpose is shown in Figure 2 in a training phase.  
 
In the next part, the nonlinear dynamic model for the Damavand Tokamak is identified. 
To achieve this several shots with fixed z-position have been gathered, the identification process 
has taken place for a single shot as training data and finally it has been validated for others. More 
descriptions about the method and the results are presented in the subsequent sections.  
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Figure 2. Experimental data for training and validation of identified model (a)  Equilibrium coil current , Plasma current, 
Vertical  position control coil current for production of elongated plasma with Zp=0, Plasma vertical position, Plasma 
vertical position reference. (b) Vertical position control coil voltage, Equilibrium coil voltage   for production of 
elongated plasma with Zp=0 (shot (2015/27/05 Shot# 83)). 
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3. Identifier Design by Using Fractional Order Dynamic Neural Network 
(FODNN)  
Different methods have been developed for linear and nonlinear systems identification. 
Before selection of the method, linearity or nonlinearity of the system behaviour must be 
determined. This subject has been discussed in [31]. It is shown that the Damavand Tokamak has 
a nonlinear inherent. Therefore, in this paper a nonlinear system identification method for 
obtaining a complete model of Damavand Tokamak is used. Undoubtedly, neural networks are 
effective tools for identification of such systems due to their unique features. The Damavand 
Tokamak has been identified by neural networks in different works [35, 36]. The use of fractional 
calculation is considered more appropriate  in modelling the chaotic behaviour of plasma and 
magneto hydrodynamic (MHD) instability of plasma in Tokamak [32]. In the last researches on 
Damavand Tokamak, a linear fractional order model as transfer function has been identified [33, 
34]. Since the plasma behavior has a fractional nature and Damavand Tokamak system is 
nonlinear, in this paper, we focus on a fractional order nonlinear method (FODNN) for 
identification of the Damavand Tokamak system. Finally, a fractional order nonlinear model as a 
state-space representation is given for plasma vertical position, based on the FODNN 
identification structure that is explained in this section. 
In the proposed method, it is assumed that the states of the system are available, which is 
the case in the Damavand Tokamak. In addition, the number of FODNN states are selected as the 
number of the states of the system. By using a Lyapunov-like analysis, FODNN parameters are 
adapted so that the identification error is stable[25]. 
The nonlinear system to be identified is given as: 
(3)  ̇  =  (  ,   ,  )   ,       ∈  
   ,      ∈  
   
We consider the following FODNN for identification: 
(4)      =     +     (  ) +    ∅(  ) (  ) 
Fractional order calculus has three common definitions of differential operators: 
Riemann–Liouville, Caputo definitions and Grunwald–Letnikov [37]. In the proposed method, 
the Caputo fractional order derivative is used, because its initial conditions are identical to the 
ones of integer order derivatives, which is well-understood in our physical situations and more 
applicable to real world problems. 
The Caputo derivative of the fractional order of function  ( ) is defined as follows: 
(5) 
  
 
 
   ( ) =   
     
 
   
 ( ) 
=
⎩
⎪
⎨
⎪
⎧ 1
 (  −   )
 
  ( )
(  −  )     
 
 
                − 1 <   <   ∈    
   ( )
   
                                                   =                       
 
 
Where  (.)  is the gamma function defined as: 
(6) 
 (z) =            
 
 
 
 
 
In (4),     denotes Caputo fractional-order derivative of order   (0 <   < 1 ),    ∈  
   is 
the state of the fractional neural network and ,      ∈  
  is its input. The matrix   ∈   ×   is a 
stable diagonal fixed matrix and      ∈  
 ×   and     ∈  
 ×   are the weights of the FODNN 
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identifier. The vector function  (. ) ∈     is assumed to be n-dimensional with the elements 
increasing monotonically. The matrix function ∅(. ) ∈   ×   is assumed to be diagonal. 
(7) ∅(   ) =     (∅ (   ), … , ∅ (  )) 
Function γ(. ) ∈    is selected as‖γ(  )‖
  ≤  . The typical presentation of the elements 
  (. ) and ∅ (. ) are sigmoid functions that satisfy ‘the sector conditions’ (see Figure 3) 
(8)   (  ) =
  
1 +       
−    
Since  (. ) and  ∅(. ) are chosen as sigmoid functions, they clearly fulfil the following 
Lipshitz condition:  
(9)       ≤ ∆ 
    ∆  
  (  )∅  
    ∅   (  ) ≤  ∆ 
  ∅∆  
Where  ,    ,     and  ∅ are known positive constants and , ∅  are defined as below: 
(10)   =  (   ) −  (  ) 
∅  = ∅(   ) − ∅(  ) 
The structure of this FODNN is shown in Figure 4. The integrator operator  
 
  
  is a 
fractional order operator.  
 
Figure 3: The shaded part satisfies “the sector condition”. 
Generally, FODNN (4) cannot follow the nonlinear system (3) exactly. The nonlinear 
system may be written as: 
(11)  ̇  =     +   
∗ (  ) +   
∗∅(  ) (  ) 
where   
∗ and   
∗ are bounded unknown matrices as: 
(12)   
∗  
    
∗  ≤     
  
∗  
    
∗  ≤     
where     ,   ,    and    are already known matrices. 
 
Now to develop the training law, let us define identification error as: 
(13) e  =  
       −    
where     is the fractional order dynamic neural network identifier state and    is the nonlinear 
system real state. The error dynamics is obtained as: 
(14)   ̇ =     +     (  ) +    ∅(   ) (  ) −     −   
∗ (  )
−   
∗∅(  ) (  )
=  e  +   
∗  +   
∗∅  (  ) +      (  ) +     ∅(   ) (  ) 
where      and      are defined as below: 
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(15)      =     −   
∗ 
     =     −   
∗ 
A Lyapunov function is selected as: 
(16)    = e 
  e  +         
 
  
        +         
 
  
        
Where   ∈   ×    is a positive definite matrix. According to (13), the derivative is: 
(17) 
 ̇  = 2(  
  ė  +       ̇  
 
  
        +       ̇  
 
  
       )   
By substituting (14) into (17). We get: 
(18)   
  ė  = e 
         (   ) +     ∅(   ) (  ) +   
   e 
+   
      
∗  +   
∗∅  (  )  
Using of simple operations in (17) may be concluded as: 
(19)  ̇  ≤   
 (   +     +  (    +    )  +    +  ∅  +   )   −   
     
+ 2       ̇  
 
  
   +     (   )
       
+ 2       ̇  
 
  
   +     (  )
 ∅(  )
        
 
If we define:  
(20)   =     +     
  =    +  ∅  +    
And the matrices    and     are selected to satisfy the following conditions: 
1) The pair( ,  
 
 )  is controllable, the pair ( ,  
 
 ) is observable; 
2) Local frequency condition satisfies 
(21) 
       −   ≥
1
4
(      −     ) (      −     )  
Then the following assumption can be established: 
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Figure 4: The general structure of the dynamic FODNN. 
A1: There exist a stable matrix and a strictly positive definite matrix     such that the 
matrix Riccati equation: 
(22)    +     +     +   = 0 
has a positive solution   =     > 0  
This condition is easily fulfilled if we select   as stable diagonal matrix. If the weights 
    and     are updated as: 
(23)  ̇   = −       (   )
  
 ̇   = −       (  )
 ∅(  )
  
where    is the solution of the Riccati equation (22) and   ,    are the positive definite 
matrices, then the identification error (13),     and     are bounded and  ̇  ≤ −   
      ≤ 0 .  
 
4. Validation of the Proposed Method by Using Experimental Data and 
Integer Order Model 
The governing nonlinear dynamic equation of the Damavand Tokamak is given in [38]. 
Plasma vertical movement equations are given in the time domain as follows:  
(24)   ̇ −       ̇ −       ̇ = 0 
(25) 
     ̇ +    ̇ +        +       ̇ =
   
   
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Where    ,     ,      and       are voltage on the vertical control coil, voltage on the 
equilibrium coil, vertical control coil current and equilibrium coil current respectively.    is the 
plasma vertical position. All signals mentioned in the above equations except    are divided by 
  (plasma current). Other coefficients are related to the physical and electrical characteristics of 
system that have been discussed in detail in [38]. To solve this system of equations, given that   , 
    and     are measured in any Tokamak discharge, the  ,      and      can be achieved 
completely by knowing the initial values.  
Time variant differential equations (24), (25) and (26) can be written in this form: 
In these equations,  ( ) =
⎣
⎢
⎢
⎢
⎡
  
   ( )
  
   ( )
   ⎦
⎥
⎥
⎥
⎤
 is input vector to the system and  ( ) =  
  ( )
   ( )
  
   ( )
  
  is system states 
vector. The equation (27) is the general form of the nonlinear state equation of the Damavand 
Tokamak system. 
In [29] authors have mentioned that the sampling time and delay between inputs and output of the 
Damavand Tokamak are effective in identification performance. In this paper, we selected the 
delay between inputs (    ,     ) and output (  ) equal to 240 µs and sampling time equals to 40 
µs. The above mentioned amounts have been achieved based on different trials. 
In this section, to show the capabilities and performance of the proposed method, a 
fractional order and an integer order model based on the dynamic neural network are tested. In 
the proposed neural network, activation functions are selected as sigmoid functions: 
 (  ) =
35
1 +       
− 0.5 
∅(  ) =
10
1 +       
− 0.05 
The main parameters of the neural network identifier (15) are selected by a ‘try to test’ 
method as: 
  =  
−100 0 0
0 −100 0
0 0 −100
              =    = 10
   
It is obvious that the proposed parameters must satisfy the mentioned assumptions in 
section 3 to guarantee that the identification error remains bounded. The conditions are assumed 
to be identical for both fractional order and integer order dynamic neural networks so that we can 
properly compare the models. The additional parameter of the fractional order model identifier 
which is given by (4) is  . There is no systematic procedure for obtaining fractional order 
selection. Therefore, it is chosen by trial and error, so that convergence of the FODNN is 
guaranteed and error index is minimized. This parameter for Damavand Tokamak identification 
is assumed to be equal to 0.7 and in the integer neural network model is equal to 1. The numerical 
Predictor-Corrector (PC) algorithm is used to solve the fractional order differential equation (4). 
The Damavand Tokamak identification via FODNN has been performed using 
Matlab/Simulink by direct programming of relations. In the first step,   the FODNN is constructed 
as in (4). Two sigmoid functions  (. ) and ∅(. ) and the initial conditions for the neural networks 
(26) 
     ̇ +    ̇ +         +       ̇ =
   
   
 
(27)  ̇( ) =  ( ( ),  ( ),  )   
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   and the weights     and     are selected properly. The diagonal matrix A is selected Hurwitz. 
Also, the fractional order   in (4) and step size of PC algorithm must be selected. The constants 
in the learning rule (23) are then selected.   The larger the    and     parameters the faster the 
learning process would be, although sometimes stability is lost. We can get the system state    
from the plant and the FODNN state     from (4). Using the identification error     , the weights of 
the FODNN are updated. Figure 5 shows the general view of the model structure used for 
identification in which  _     =  
  ( )
   ( )
  
   ( )
  
  and inputs of the model are   =
⎣
⎢
⎢
⎢
⎡
  
   ( )
  
   ( )
   ⎦
⎥
⎥
⎥
⎤
. These states and 
inputs have been selected for identification due to the physical model.  
 
 
 
 
Figure 5: The simulator model structure used for identification. 
 
To better evaluate the simulation results, the performance index,    =
 
 
∫   ( )  ( )   
 
 
 
is used where  ( ) is the error between the real output and the identified model output.  Shot 
(2015/27/05 Shot# 83) was used as the ‘training’ set and for validation of the identified fractional 
order model with experimental data, a shot (2015/27/05 Shot# 85) is taken with conditions similar 
to that of the shot used in the training step. In “validation” phase, the outputs of the plant based 
on the weight matrices which have been updated for the training data (2015/27/05 Shot# 83) are 
simulated for this shot. 
The results of the identification process are presented in Figures 6-8 and Table 1-2. In 
Figure 6-7, the results of the identified model based on dynamic neural network, integer order 
dynamic neural network and FODNN have been illustrated together with the values of 
experimental output (2015/27/05 Shot# 83). In these figures, the plasma vertical position (  ) is 
zoomed for a time interval. The performance index of the shot (2015/27/05 Shot# 85), is shown 
in Figure 8 for both integer dynamic neural network and FODNN. As shown in Figure 8, the 
performance index of the three identified state variable in the shot (2015/27/05 Shot# 85) for 
FODNN is less than integer dynamic neural network.  
In Table 1-2, the value of the performance index obtained after   = 2      for 
identification error of integer order dynamic neural network and the FODNN in training and 
validation phases respectively.  Based on these Tables, the three identified state variables in 
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FODNN model for the shot (2015/27/05 Shot# 83) in training step and for the shot (2015/27/05 
Shot# 85) in validation step are more accurate than integer order dynamic neural network model 
and it is obvious that performance of the FODNN is better than the integer order neural network.  
 
 
  
 
Figure. 6. (a) Experimental data for validation of the  Damavand Tokamak dynamic model (shot (2015/27/05 Shot# 83)) 
and  simulated response of a integer order dynamic neural network model, superimposed over validation.(b) Enlarged 
region of interest of the plasma vertical position model(shot(2015/27/05 Shot# 83)) 
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Figure. 7. (a) Experimental data for validation of the  Damavand Tokamak dynamic model (shot (2015/27/05 Shot# 83)) 
and  Simulated response of a FODNN model, superimposed over validation.(b) Enlarged region of interest of the plasma 
vertical position model (shot (2015/27/05 Shot# 83)).  
 
Figure 8. Performance index    of integer dynamic neural network model and FODNN model (2015/27/05 Shot# 85) in validation 
phase. 
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Table 1. The performance index of three state variables in the integer order dynamic neural network 
model and fractional order dynamic neural network model for shot (2015/27/05 Shot# 83) in training 
phase. 
 
 
 
 
 
         (  ) 
 
39 × 10   
 
1.4 × 10   
 
         (  ) 
 
1200 × 10   
 
3.9 × 10   
 
         (  ) 
 
11 × 10   
 
2.6 × 10   
 
Table 2. The performance index of three state variables in the integer order dynamic neural network 
model and fractional order dynamic neural network model for shot (2015/27/05 Shot# 85) in validation 
phase. 
 
 
 
 
 
         (  ) 
 
20 × 10   
 
18 × 10   
 
         (  ) 
 
4.2 × 10   
 
2.1 × 10   
 
         (  ) 
 
3.6 × 10   
 
1.4 × 10   
5. Conclusions 
This study is focused on identification of the Damavand Tokamak by using a fractional 
order dynamic neural network.   The performance of the proposed identifier is shown by several 
simulation results and comparison with the experimental results. The performance index is 
considered to show the performance quantitatively. The ultimate boundedness of the prediction 
and estimation error is shown based on the Lyaponuv theory.  
The performance comparison between the identified model and the integer order dynamic 
neural network model in different phases reveals a significant difference in their performance 
index. This index, for the proposed fractional order dynamic neural network is 10 times less than 
that of the integer order dynamic neural network in the training phase. In the validation phase, the 
tested data of a shot similar to the shot used in the training phase were evaluated by defined 
performance index. The results demonstrate the quality performance of the proposed method. 
 
 
 
 
Integer Order Dynamic 
Neural Network 
 
Fractional Order 
Dynamic Neural Network 
 
Integer Order Dynamic 
Neural Network 
 
Fractional Order 
Dynamic Neural Network 
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