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Preface to ”Consideration of Abiotic Natural
Resources in Life Cycle Assessments”
On a global scale, there is a lot of talk about fake news at the moment. The perfidious thing is
that even scientific theories with a high level of empirical evidence and methodically demanding
proof of evidence are suddenly presented to the public as arbitrary. Climate change caused by
greenhouse gases emitted by humans is one such example. However, scientific theories cannot be
voted on democratically; nor can they be normatively defined or prohibited by a party programme
or ideological opinions. They are and must remain part of an inner-scientific discourse.
Accordingly, science must keep its standards for evaluating theories and facts high, ensuring
their quality and being transparent and comprehensible to the public. Scientific discourse is of great
importance here, especially when theories are not yet clearly backed up by facts but are based on
assumptions and plausibility. If the facts are not sufficient to provide clear evidence, there is great
danger that one will be too strongly guided by ideological views or particular social interests.
In my opinion, one such area is that of resource depletion. Since the completion of the work of
Dennis Meadows and his colleagues for the Club of Rome, the exhaustion of metal raw materials in
the near future has become a very plausible assumption, with some factual support. However, there
are also facts that contradict this. We cannot give a clear answer today. One could even cynically say
that evidence can finally only be provided when the case has arisen—in other words, when natural
resources have been exhausted. From this point of view, a cautious approach, i.e., the economical
use of resources, would be the most sensible. However, that does not relieve science of the burden
of dealing with the facts in a proper way. Actually, this is even more difficult because the resource
sector is subject to strong economic interests, but at the same time it is also the focus of political and
ideological positions.
This topic also has practical relevance. Many technologies that are promoted for reasons of
climate protection have a poor resource balance. Within the Life Cycle Assessment, there can therefore
be a trade-off between different environmental goals. In climate protection, mankind must react in
short-term, i.e., within a few decades, and with drastic measures, i.e., a complete substitution of fossil
fuels. However, how much time do we have on the question of resources? A scientific answer to
this question requires discourse. Different opinions must be heard and discussed, in our case even
from different disciplines. One’s own assumptions must be questioned again and again. Are they still
correct in view of the current facts?
This Special Issue of the journal Resources served this purpose and is fully documented in this
book publication. An open and honest discussion also took place in London in 2015 at the Natural
History Museum (see editorial). It has not yet come to an end and must be continued. I would like to
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Abstract: A historical overview shows that mankind has feared the scarcity of mineral resources,
especially metals, for many centuries. In the first half of the 20th century, this discussion was marked
by the great military demand for raw materials, followed by the growing world population, increasing
consumption and environmental awareness. From then on, there was less talk of regional shortages,
but more discussion of a global scarcity or even a drying up of raw material sources worldwide.
Although these forecasts are still controversially discussed today, the assessment of resource depletion
has become an integral element of Life Cycle Assessments (LCA) or Life Cycle Impact Assessments
(LCIA) of product systems. A number of methodological approaches are available for this purpose,
which are presented and applied in a series of articles as part of a special issue of “Resources”.
The fundamental question is also addressed, namely to what extent the assessment of resource
depletion in the context of an environmental study such as LCA is appropriate.
Keywords: resource depletion; critical materials; history; life cycle assessment
1. Introduction
In October 2015, a workshop entitled ”Mineral Resources in LCIA: Mapping the path forward”
took place in London. Richard Herrington of the Natural History Museum London and Johannes
Drielsma of Euromines organized a meeting in which geologists, mining experts, and environmental
scientists came together to present their different views on how to handle mineral resources, but also
to look for commonalities. A fruitful discussion arose and the idea came up to record some of the
thoughts. These records lead to a special issue of the magazine “Resources”, which was published
online in 2016. At the same time, there were other activities on this topic, e.g., various studies of
the German Federal Environmental Agency, which contributed to the magazine with an article and
delivered another paper in 2017 [1]. Meanwhile, there are other important publications on the subject,
e.g., a statement and a joint report by the German Academy of Sciences of Technology, the National
Academy of Sciences Leopoldina, and the Union of German Academies of Sciences [2,3], as well as a
previously unreleased report by an international working group of experts of Life Cycle Assessment
(LCA) [4]. There is still no uniform opinion on this important issue, but there is an intensive debate
involving many different disciplines. The topic of scarcity and supply reliability has been discussed
for a very long time, again and again, which proves a look into history. Therefore, in this introduction,
not only are the contributions of the special edition briefly presented, but a reference to the long history
of the discussion is made, and some rare sources are quoted by way of example.
2. Resource Scarcity in the Past
Two things make it so difficult to supply the industrial society with mineral raw materials and
with metals in particular—they are limited on earth, and their extraction is associated with great effort
and environmental pollution, both of which have concerned mankind for many centuries. In the
Resources 2019, 8, 2; doi:10.3390/resources8010002 www.mdpi.com/journal/resources1
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16th century, however, even a renewable resource threatened to become scarce—forests were cleared all
over Europe because wood was the predominant raw material for mining and for the fires of melting
furnaces. The Italian metallurgist Vannoccio Biringuccio (1480–1539) already warned in his “De la
Pirotechnia” in 1540:
“I rather believe that someday people can no longer use the fire for the melting furnaces due to
the lack of ores, because they process so much of it” (Chapter 10 in [5]).
It was not sure if the metal ores were a non-renewable resource at all. From the Italian island of
Elba, which was an important iron ore deposit at the time, the following was said:
“With the quantities of ore that have been gained in so many centuries and still are gained,
the mountains and islands would have to be completely leveled. Nevertheless, today more and better
ore is produced than ever. Therefore, many believe that the ore, where it is mined, regenerates in the
ground in a certain amount of time. If it is true, it would be something great, and it showed the great
wisdom of nature and the great power of heaven”. (Chapter 6 in [5]).
Unfortunately, it is not true, at least not in the time scale that is relevant to mankind. Thus,
the search for the rare resource deposits has always been a great challenge to mankind. In this
search, a variety of means has been employed, such as divining rods, which were already graphically
demonstrated by the great German mining expert Georgius Agricola (1494–1555) (Figure 1). It was
also Agricola who cited the critics of his time and described the environmental impact of mining
and smelting:
“By mining for ore, the fields are devastated. By clearing the forests and groves, the birds and
other animal species are eradicated. The ores are washed; but by this washing, because it poisoned the
streams and rivers, the fish are either expelled from them or killed”. (1st book in [6]).
Figure 1. Searching the lodes with the divining rod in the 16th century [6].
But Agricola, of course, defended mining, for it was already an important basis of civilization
at that time. Previously, the use conflicts and the interventions in the landscape by mining were
addressed by Paulus Niavis (1455–1517) [7].
The real scarcity of metal ores came during industrialization, when demand for metals sharply
increased. Three hundred years ago, local shortages in England led to a nationwide ore trade [8].
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The famous British economist Stanley Jevons posed the “coal question” in 1865. He saw limited coal
supplies in face of rampant economic growth and advocated more moderate growth [9].
3. Critical and Strategic Metals
With modern times, the demand for metals increased immeasurably. In 1820, 1.65 million tons
of pig iron was produced worldwide compared to 41 million tons in 1900, 250 million tons in 1960,
and 1.2 billion tons today [10,11]. At the beginning of the twentieth century, a broad conservation
movement was emerging in the U.S., focusing primarily on the limitations and protection of natural
resources, including minerals, forests, soil, and fisheries, especially in the face of the rapidly growing
US economy [12,13].
With the First World War, there was a growing concern in the United States that the supply of
strategic raw materials could become difficult because international trade came partially to a halt [14].
An initial list of materials (Table 1), the supply of which could be of concern to the U.S., was published
by C.K. Leith in 1917 for the War Industries Board [15]. The boundaries between military and industrial
significance were still blurring. A second list of 42 materials was produced after World War I in 1921
by a committee led by General Harbord with a primarily military orientation [16]. The distinction
between strategic and critical materials was first made in 1932. In 1939, the War Department compiled
a list that included the term “essential material” [17]. The definitions were:
• Strategic Materials are those materials essential to the national defense for the supply of which
in war dependence must be placed in whole, or in large part, on sources outside the continental
limits of the United States, and for which strict conservation and distribution control measures
will be necessary.
• Critical Materials are those materials essential in the national defense, the procurement problems
of which in war, while difficult, are less serious than those of strategic materials, because they
can be either domestically produced or obtained in more adequate quantities or have a lesser
degree of essentiality, and for which some degree of conservation and distribution control will
be necessary.
• Essential Materials are those materials essential to the national defense for which no procurement
problems in war are anticipated, but whose status is such as to require constant surveillance
because future developments may necessitate reclassification as strategic or critical.
Table 1. The first lists of strategic and critical materials in the U.S.
Leith List 1917
Deficient in a major degree: Tin, Nickel, Platinum and metals of the platinum group, Antimony, Vanadium,
Zirconium, Mica, Monazite, Graphite, Asbestos, Ball clay and kaolin, Chalk, Cobalt, Naxos emery,
Grinding pebbles.
Deficient in a lesser degree: Nitrates (except potassium nitrates), Potash, Manganese, Chromite, Magnesite.
Harbord List 1921
Agar, Antimony, Arsenic, Asphalt, Balsa, Camphor, Chromium, Coconut Shells, Coffee, Cork, Graphite, Hemp,
Hides, Iodine, Jute, Kapok, Linseed Oil, Manila Fiber, Mercury, Mica, Nickel, Nitrogen, Nux Vomica, Opium,
Palm Oil, Phosphorus, Platinum, Potassium Nitrate, Quinine, Rubber, Silk, Manganese (Ferro-grade), Shellac,
Sodium Nitrate, Sugar, Sulphur, Thymol, Tin, Tungsten, Uranium, Vanadium, Wool.
War Department List 1939
Strategic: Aluminum, Antimony, Chromium, Manganese, Mercury, Mica, Nickel, Tin, Tungsten.
Critical: Asbestos, Cadmium, Cryolite, Fluorspar, Graphite, Iodine, Platinum, Titanium, Vanadium.
Essential: Abrasives, Arsenic, Chlorine, Copper, Helium, Iron and Steel, Lead, Magnesium, Molybdenum,
Ammonia and Nitric Acid, Petroleum, Phosphates, Potash, Refractories, Sulfur and Pyrite, Uranium,
Zinc, Zirconium.
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In the 1930s, several of the U.S.-governmental institutions’ other authors recommended the
creation of strategic stocks of so-called scarce minerals [17–19]. In 1939, the first federal law authorizing
stockpiling of strategic materials was enacted in the U.S. This stockpiling exists still today in the U.S.
and is operated by the National Defense Stockpile (NDS). The total inventory of the NDS represented
a market value of $1.15 billion in 2016 [20].
Thus, the concept of critical materials was introduced, as well as the academic attention to the
scarcity of industrial or defense-related raw materials. It was always more about the topic of which
raw materials were available for the U.S. economy (or military forces) and less about how many raw
materials were available worldwide.
The scarcity and availability of resources was then repeatedly addressed, e.g., with the “Road
of Depletion”, which was presented in a hearing of the U.S. Senate 1949 by James Boyd, the director
of the U.S. Department of Mining (Figure 2) [21]. At that time, it was already very clear that only
7% of the world’s population, namely in the U.S., use 50% of the world’s minerals and 70% of the
world’s oil. The U.S. president installed a Materials Policy Commission, which in 1952 submitted
a major report titled “Resources for Freedom” [22]. The Cold War was also a contest for economic
power and access to natural resources. In 1963, a large systematic empirical study by Barnett and
Morse of historic trends for various natural resources between 1870 and 1958 eventually supported
the hypothesis of a decreasing (rather than an increasing) scarcity [23]. They represented a critical but
nevertheless optimistic picture of the resource question. They believed in technical progress and in
raising efficiency.
Figure 2. James Boyd: “The chart indicates the number of years of normal requirements our present
known reserves of critical materials will supply” [21].
This optimistic picture changed fundamentally in the 60s through wake-up calls such as Ehrlich’s
book, “The Population Bomb” [24], but especially with the Club of Rome study by Meadows,
“The Limits to Growth” in 1972 [25]. Limited natural resources would be confronted with an almost
rampant growth of world population and global economic output. Now, it was increasingly about the
global development, and the careless handling of the resources was criticized. For example, a study by
the U.S. National Academy of Sciences (NAS) asked for increased recycling in 1969: “The automobile is
a prime target for improvement. The copper content of the average car should be reduced from about
1.4 percent to 0.4 percent or less of the total carcass and problems of metal recovery simplified” [26].
Recycling became a guiding theme of environmental policy in the following decades.
In 1975, the NAS prepared another report on “Mineral Resources and the Environment” [27].
Not only was the scarcity of raw materials—both energetic and non-energetic—addressed, but also the
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environmental impact in particular, which was demonstrated by the example of coal extraction and
use. A “conservation ethic” was demanded, which could just as well have been formulated today:
“Because of limits to natural resources as well as to means for alleviating these limits it is
recommended that the Federal Government proclaim and deliberately pursue a national policy of
conservation of material, energy and environmental resources, informing the public and the private
sectors fully about needs and techniques for reducing energy consumption, the development of
substitute materials, increasing the durability and maintainability of products, and reclamation and
recycling” (page 37 in [27]).
The NAS pointed out that the stockpiling of materials in the past was mainly for military reasons.
It was stated that “similar considerations can often be applied to the protection of the U.S. economy
and the essential needs of the civilian sector“ (page 34 in [27]). This had changed little until today.
The two updates to the Barnett & Morse study, “Scarcity and Growth Reconsidered” [28] and
the study of Menzie, Singer, and DeYoung, Jr. in “Scarcity and Growth Revisited” [29] essentially
confirmed the old results that there is no geological scarcity. Menzie et al. noted that the physical
availability of resources in itself does not constitute a growth limit. However, the effort required
to obtain them is growing, although many resources remain abound. It is obvious that supplies
of mineral resources were first used most intensively in the areas closest to their use. As demand
increased, exploration and eventually extraction across oceans in inhospitable climates, always deeper
into land and water, occurred. Thus, costs, energy input, and the destruction of the environment
associated with the extraction increased. Menzie et al. directed the attention to the fact that it is not the
limited quantities of raw materials but the accompanying circumstances of their extraction that are the
real problem.
Nevertheless, the image of the ebbing raw material sources became apparent to the public.
The study by Meadows, which has made popular the very descriptive concept of resource lifetime [25],
has contributed significantly to this. The Meadows team introduced the “static reserve life index”,
which states how many years the known reserves of a given resource will last when the current annual
consumption is assumed. With the exponential index, a continuously increasing consumption is
expected, which again significantly reduces the time the reserves are available. It hit a nerve with the
public and was quoted from time to time, but it was also discussed controversially. Yet, Gerling and
Wellmer found out that raw material lifetimes did not decrease over the decades, but mostly stayed
the same or even increased [30]. The indicator describes the economic effects of exploration in the
mining industry rather than a geological scarcity.
The discussion of the past decades was also marked by reports from the U.S. For its first report in
1988, the U.S. National Critical Materials Council, founded by president Ronald Reagan, selected seven
key commodities from three basic categories into which strategic and critical materials were broadly
divided [31]. These included: (1) critical alloys—cobalt, chromium, and ferrosilicon; (2) potential high
growth security materials—germanium and titanium; and (3) high-volume materials—aluminum and
copper. Again, the strategic importance of supply and demand, the current status of the so-called
National Defense Stockpile, and the global situation of the import dependence and vulnerability of the
U.S. economy were discussed.
Recently, various incidents have come together; countries in Asia, South America, and Africa are
claiming an ever-increasing share of resources to build their economies and to supply their populations.
The global commodity prices rose rapidly in the first decade of the 21st century, causing a public
“resource shock”. At the same time, technical innovation has become increasingly dependent on the
quantity and variety of raw materials. Many high-tech products have become indispensable in today’s
life, but they cannot be produced without certain raw materials. A possible scarcity of raw materials
endangers not only the military-strategic position of nations, but the way-of-life of the previously
wealthy countries and their primacy in the technological development of new products. In addition,
there is a global ecological conscience that questions the social and ecological consequences of the use
of resources.
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These thoughts have been reflected in the report “Minerals, Critical Minerals, and the U.S.
Economy” of the Committee on Critical Mineral Impacts of the U.S. Economy of the National
Research Council, which was published in 2008 [32]. The report developed the current method of the
semi-qualitative description of the criticality of raw materials with a multi-dimensional evaluation
matrix. The impact of supply restriction is plotted against the supply risk as a two-dimensional graph
and determined individually for the various raw materials.
An important boost provided the work of the International Resource Panel of United Nations
Environmental Programme (UNEP), which published several reports on the subject of metal resources
between 2009 and 2014 [33] and in particular called for increased efforts to recycle. In 2016, the U.S.
National Science and Technology Council (NSTC) published a report that provided a systematic
methodology for screening potentially critical minerals [34,35]. Another detailed report was issued by
the U.S. Geological Survey in 2017 [36]. In Europe, a corresponding list was issued by the European
Commission. The first list of “Critical Raw Materials” was prepared in 2010; updates were made in
2014 and 2017 [37–39]. Most recently, the 2017 assessment included a total of 78 individual materials.
The disadvantage of these presentations is that they are only short to medium term aligned,
and thus the long-term supply situation is not taken into account for the obvious and above mentioned
reasons. Furthermore, it is purely economically oriented and ecological aspects are largely missing.
It was Thomas Graedel and his team who developed a three-dimensional criticality system in
which the environmental impact has its own dimension [40]. A similar approach was recently published
by the German Federal Environment Agency [41]. It is currently being applied to a variety of chemical
elements. Results can be expected for 2019. However, it is already evident that the environmental
impact associated with the extraction and processing of raw materials can hardly be described with
cardinal scales, as is known from LCA. For this purpose, too many site-specific qualitative aspects, at the
mining sites for example, have to be considered. This makes the implementation in the framework of
LCA difficult.
What can we learn from the past? The scarcity of resources is not new. Concern for the drying
up of raw materials is probably as old as mankind itself. The striking of raw materials has always
been associated with labor and effort. The estimation of scarcity in each epoch was always done
against the background of the respective knowledge available, but the interests connected with the
raw materials were also very decisive. It becomes very clear that, especially in the past 100 years,
the military interests played an important role and still do today. Many high-tech products that require
special raw materials are indispensable to the military. They have a strategic meaning. In the public
and scientific discussion, however, it is argued as increasingly “civil” and linked to the material and
energy-intensive “way-of-life”. An important role is played by the LCA of products and services,
which quantifies the impact on the environment. The use of resources is an integral part of the analysis
and evaluation.
4. Abiotic Resources in Life Cycle Assessment (LCA)
When an LCA is carried out for products or services, it is now standard practice to include
and quantify the use of natural resources. The Life Cycle Inventory still does this on a physical
and quantitative basis, i.e., the amount of required raw materials and the withdrawals from nature
is quantified. For example, the use of water as a natural resource is included. It has also become
customary to consider the required land use. However, the pure quantities (m3 of water or km2 of area)
are not sufficient to describe the environmental quality of the resource input, yet this is needed in the
following step of an LCA, the Life Cycle Impact Assessment (LCIA), where the ecological relevance
of the energy and material flows is quantified. To get from the amount of a substance to the effect of
the substance, so-called characterization factors are used in the LCA. They are a simplification for the
LCA calculation, and all the knowledge about the ecological effect of a substance is hidden behind
them. Their investigation is therefore always in the focus of the interests of many authors from the
LCA community.
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This task also arises for the mineral resources taken from the lithosphere. The input of metals that
originate from nature and enter the technosphere is one thing, but what is the ecological relevance of
the volume flows of iron, copper, tantalum, indium, gold, etc.? The energy demands, the wastewater,
and the emissions associated with the extraction and processing of raw materials are already included
in an LCA. These environmental aspects of mining and metalworking are automatically considered;
thus double counting must be avoided. Rather, it is about the question of how the extraction of raw
materials from the lithosphere “in itself” can be evaluated.
In the field of Life Cycle Assessments, the safeguard objects and the so called “Areas of Protection”
(AoP) have been discussed for many years [42–44]. It is not only interesting to know what impact a
human action has on the climate, the acid rain, or the eutrophication, but what that impact means
for the safeguard objects, especially for human health and for the integrity of nature, which is often
circumscribed with the preservation of biodiversity. In addition, there is a third safeguard object,
namely the preservation of natural resources [45–47]. Strictly speaking, this is not an ecological aspect,
but it is more subject to the idea of sustainability. The consumption of a limited natural resource
eventually leads to its depletion. What is not kept in the cycle of nature disappears at some point and
is no longer available for future generations, which would not meet the idea of sustainability.
However, does the mining of minerals and possibly the depletion of metals really belong to an
ecological analysis like the Life Cycle Assessment? Are these not rather socio-economic aspects that
cannot be adequately illustrated with the methodological instruments of the LCA? This issue has been
the subject of much controversy for many years. In an attempt to hierarchize the safeguard objects in the
life cycle assessment, Hofstetter and Scheringer (1997) based the LCA on human welfare and divided
it into the social welfare of today’s generations and the material welfare of future generations [48].
They identified additional safeguard objects related to resource supplies, human health, biodiversity,
and ecological health (Figure 3).
Figure 3. Proposal for the hierarchy of safeguard objects in the Life Cycle Assessment according to [48].
The safeguard object “resources” could be interpreted in such a way that a reduction of the resource
supply or the lower quality of future mineral deposits restricts the freedom of action of coming generations
and imposes higher efforts on them. Especially with regard to sustainability and intergenerational justice,
the protection of mineral resources would then be worth considering. It is controversial if this should be
considered in an environmental analysis such as the LCA. Social issues, for example, are excluded from
the LCA and treated with their own instrument, the “Social LCA”. If there were a suitable instrument
to assess economic sustainability, such as influencing the welfare of future generations through current
activities, the resources would have to be considered in this assessment. However, this instrument does
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not exist. This can be seen as a justification for today’s explicit inclusion of resources as safeguard objects
by the LCA methodology as a stopgap for the inability of economics, so to speak.
The basic aspect of whether or not resources should be considered as safeguard objects is hardly
questioned by the LCA community today [4]. One may criticize this because it is based on the claim
to model nearly everything with the LCA that concerns the metabolism of the technosphere and its
exchange with the biosphere. There are far more relevant questions to be asked, such as whether the
simple linear LCA approach can adequately address the dynamic effects of technological innovation
or market developments. Another difficulty is finding suitable indicators for a quantitative assessment
within the LCA. Finally, the amount of remaining inventory or usage restriction for future generations
would have to be quantified in some way. However, this is largely unknown today, just as in the past
(see Chapter 1) it was unknown what resources would be available to us in the 20th or 21st century.
In summary, three questions play a role at the interface between the resource topic and the Life
Cycle Assessment:
1. How scarce are the mineral resources, and in particular the metals, and do we really know the
amount of mineral resources left in the earth?
2. Do we have to understand the mineral resources in nature as protective goods that, in addition to
health and biodiversity, have to be protected and preserved for reasons of sustainability?
3. Which environmental impacts occur through the mining of resources and the extraction of metals,
and are they adequately reflected in the method of the Life Cycle Assessment?
5. Contributions to the Main Topic
The discussion at the 2015 workshop in London triggered this discussion and is well documented
by some articles from participants. There are also additional contributions that round off the topic
altogether. Drielsma et al. [49] gave an overview of the discussion in London that included the points of
contact of the various scientific disciplines, the different perspectives on the subject, and the difficulties
of definition that sometimes complicate scientific exchange.
Meinert et al. [50] advanced a point of view that can be found among many geologists. They
described how mineral resources are explored and discovered, which leads to predictions about known
deposits and which definitions are used for them. They used the example of copper because very
different opinions about the scarcity of this metal exist and it has been mined in large quantities for
a long time. In this example, they tried to show that the lifetime concept—or the peak concept—is
based on wrong assumptions and therefore leads to misinterpretations. According to their statements,
by 2050, only half of the previously known and already economically degradable stocks will be
needed, and the undiscovered copper deposits are not yet included. By estimating these deposits, their
optimistic prognosis was that primary copper will still be available for many generations. The authors
argued that less concern should be paid to the depletion of primary resources but rather what happens
to resources after their extraction and how they are used with regard to dissipation. On this point, there
is certainly a broad consensus with other experts who have a more “resource-pessimistic” attitude.
But the most important point of their contribution may be to suggest that society is investing too little
in education, research, and development to ensure the supply of raw materials for future generations.
The mining sector in particular needs stronger state support. When more environmentally compatible
and efficient mining methods are used, there will certainly be broad consensus on this point.
The article by Oers and Guinée [51] was particularly special because it was a kind of update and
reflection on an approach that is widely used in the LCA community. In 1995, Guinée and Heijungs
proposed characterization factors for abiotic depletion potential (ADP), which were widely used in
the application of the LCA [52]. Again, the use of terms played an important role. Do we talk about
depletion, scarcity, or criticality? Should the ultimate reserves, the reserve base, or the crustal content
be used as a basis for comparisons between different metals? The authors emphasized that there is
probably more than a dilution problem, namely when resources are released into the environment
through emissions or wastes and are irretrievably lost. However, they also pointed out that it is difficult
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to define the correct method because the parameters to be chosen depend on the question and cannot
be empirically verified in practice.
Calvo et al. [53] drew attention to an interesting aspect—what does the mineral capital of various
countries look like? Through the mining and export of minerals, this capital is changing. What exergy
would be needed to rebuild this lost mineral capital? An average concentration of minerals in the
earth’s crust is assumed. The authors created a kind of a mineral balance based on exergy replication
costs. Evaluating the exergy with prices (for electricity or coal) leads to an economic statement. Using
the examples of Colombia and Spain, the authors showed that mining and exporting minerals produces
a lower gross domestic product than one would have to pay for exergy replacement costs to rebuild the
mineral capital. The figures could also be used to produce net balances between countries. This issue
has a high economic and developmental importance due to the unequal distribution of raw materials
among countries and the question of fair pay for raw materials supplies.
Vieira et al. [54] calculated the surplus costs arising from current resource extraction on future
situations and used these as a basis to calculate characterization factors for 12 metals and the platinum
group metals. In the tradition of many environmental scientists, they assumed the absolute finiteness
of mineral resources. They further assumed that with increasing mine production, the ore grades
decrease and a grade-tonnage relationship can be set up. They derived a function for the operating
costs per metal extracted, which depends on the previous amount of cumulative metal extracted and
the total amount of a metal that can be mined on earth or has already been mined. The interesting
thing about the approach is that the choice of this last value has only a limited effect on the result.
The authors pointed out that they had not yet considered many cost drivers and therefore need to
gather more data.
At the focus of the article by Henßler et al. [55] was the application of a method called ESSENZ,
which was developed at the Technical University of Berlin to evaluate many aspects of the use of
resources. These aspects included physical availability as well as socioeconomic availability and
environmental impacts. A total of 18 categories were taken into account, some category examples
being abiotic resource depletion, the political stability of producing countries, and the impact of
summer smog. The authors presented a case study in which ESSENZ was applied to the comparison
of a conventional car and an e-car from Mercedes. The method provides greatly differentiated results
for the different categories. In particular, it allows the comparison of tradeoffs that may occur when
environmental impacts are reduced, but the use of resources increases at the same time.
In their article, Martin-Gamboa and Iribarren [56] examined and compared the performance of
wind turbines, taking into account the use of raw materials. The starting point was, of course, data
from the LCA, but they used a method that goes far beyond the pure LCA approach. They used
emergy as an indicator, which is the solar energy that is or was ultimately required to manufacture a
product by extracting resources from the geo-biosphere. This approach is similar to corresponding
exergy approaches in resource use assessment. This is connected, as they wrote, with a departure from
the purely anthropocentric perspective. Gamboa and Iribarren went even further and used the data
envelopment analysis (DEA) for time-dependent efficiency measurements of various wind farms.
Alvarenga et al. [57] analyzed, in a very extensive study, the different methods with which
abiotic raw materials are evaluated in LCA. They also dealt with the question of the area of protection
and which impact assessments are useful. In total, they considered 19 different Life Cycle Impact
Assessment methods, some of which treat the topic of resources very differently. They tested the
methods using a case study comparing fossil and bioethanol-based ethylene production.
Finnveden et al. [58] made a very important contribution by considering the crucial question
of what is actually depleted or consumed. Their answer was that it is neither matter nor energy,
but usable energy, i.e., exergy. The big advantage to this is that the evaluation of matter and energy
can be integrated into a unified concept. However, this thermodynamic approach requires extensive
calculations. The question that remains open is what practical relevance the calculation of the more
theoretical exergy values has. This must be further discussed in the future at case studies.
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Müller et al. [1], in a very committed, detailed, and far-reaching article, dealt with the fundamental
questions of which goals one wants to achieve with dematerialization and which indicators are
meaningful for this purpose. They dealt with normative aspects in the discussion, cited examples
from German and European resource efficiency policies, and came to the conclusion that mass-based
indicators are rather unsuitable to describe the desired AoP of environmental protection. At the same
time, however, they also advocated an environmental policy that does not stop at national borders but
takes a life cycle perspective.
6. Outlook
The presented articles show that the question of the depletion of resources and their assessment
in the LCA is by no means conclusively answered. There are many opinions and different approaches.
Above all, however, it is an interdisciplinary question that has a lot to do with methods and experiences
from environmental sciences, but most significantly with geology, resource economics, and mining.
The positions on the depletion question depend very much on different specialists’ knowledge,
but also on the normative positions of the various disciplines. It is therefore quite understandable
that representatives from the environmental sciences assume that resources will soon be exhausted.
Representatives from the mining sector, on the other hand, must start from the inexhaustibility of
resources. This is the basis of their business model.
Nevertheless, recommendations for politics and for the economy are necessary, such as which
criteria are used to assess recycling strategies or a circular economy. If the depletion of resources is an
independent and urgent issue, a circular economy would have absolute priority. In this case, this might
have to be weighed against other objectives, e.g., climate protection. Conflicting goals could arise here
since the achievement of the 1.5◦ goal requires an enormous expansion and the restructuring of energy
supply structures worldwide. This would require a considerable use of resources that could only be
covered by additional primary resources. If, however, the problem of resource depletion is postponed
or perceived only as an exergy or entropy problem, then the energy balance and the environmental
impacts of resource supply come to the fore, both from mining and from recycling. These can be dealt
with very well in today’s LCA framework.
This is why the discussion on this topic is more important than ever. However, this time it must
lead to a result and must not get stuck in different schools of thought as it did 40 years ago. Above all,
the exchanges between the various scientific disciplines and applications in economy are important.
Therefore, the meeting in London, which resulted in most of the articles presented in this paper, was an
important event that urgently needs to be repeated on an interdisciplinary and open platform.
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Abstract: This paper captures some of the emerging consensus points that came out of the workshop
“Mineral Resources in Life Cycle Impact Assessment: Mapping the path forward”, held at the Natural
History Museum London on 14 October 2015: that current practices rely in many instances on
obsolete data, often confuse resource depletion with impacts on resource availability, which can
therefore provide inconsistent decision support and lead to misguided claims about environmental
performance. Participants agreed it would be helpful to clarify which models estimate depletion
and which estimate availability, so that results can be correctly reported in the most appropriate
framework. Most participants suggested that resource availability will be more meaningfully
addressed within a comprehensive Life Cycle Sustainability Assessment framework rather than
limited to an environmental Life Cycle Assessment or Footprint. Presentations from each of the
authors are available for download [1].
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1. Introduction
On Wednesday 14 October 2015, a global group of approximately 50 experts from academia,
consulting, regulators, primary industry, down-stream sectors and standards bodies gathered at the
Natural History Museum London to exchange recent findings on the way that life cycle assessment is
currently applied to the use of raw-materials.
In welcoming workshop participants, the hosts explained that the road travelled in developing
Natural Resources as a safeguard subject (or Area of Protection (AoP)) in Life Cycle Impact Assessment
(LCIA) had been a long one, but that some more recent milestones along the way served as useful
background for the day’s discussion. Namely, the mining industry (Euromines and the International
Council on Mining & Metals (ICMM)) had held a series of key workshops during the years 2011–2014
to bring experts from within and outside the mining industry together to discuss Life Cycle Assessment
(LCA) in the context of Resource Efficiency policies. This led to greater mining industry participation
in other forums such as the European Commission Joint Research Centre Workshop on “Security of
supply and scarcity of raw-materials: a methodological framework for sustainability assessment” in
2012 [2] and the 55th Discussion Forum on LCA (DF-55) held in Zurich in 2014 [3].
It was announced that the industry had drafted a journal article drawing upon its experiences
with LCA and the knowledge of its exploration, geology, and economic experts that is now freely
available from the International Journal of Life Cycle Assessment [4].
The authors of that article suggested that development of a globally agreed upon method
for assessment of abiotic raw-material inputs in Life Cycle Impact Assessment (LCIA) could be
characterized by a certain amount of confusion, resistance and frustration and that, according to
Knoster et al. [5], this quite possibly stemmed, respectively, from the lack of a common vision across
disciplines of the potential threat or impact to measure; from a lack of aligned incentives amongst the
different experts for developing such a method; and therefore a general lack of knowledge sharing and
data availability between disciplines. The Workshop hosts invited the participants to begin a process
of improving the sharing of knowledge and the seeking of common goals at the Workshop.
All presentations at the Workshop are available for download [1].
2. Results and Discussion
2.1. Status and Limitations: The Data
The first session of the workshop centered on the data typically drawn upon for estimating
potential environmental impacts on abiotic natural resources in LCA. These data are typically generated
by or for the mining industry and its (financial) stakeholders, but also for various government
departments. The discussions were therefore designed to increase LCA-practitioners’ familiarity
with mining.
2.1.1. Economics of Resource Supply and Use
Tom Brady (Chief Economist, Newmont Mining, Greenwich Village, CO, USA) presented a visual
summary of the typical process of identifying and reporting Mineral Reserves from the perspective of
a mining executive. Central to his presentation was the use of the Committee for Mineral Reserves
International Reporting Standards (CRIRSCO) definitions to classify different materials identified
during exploration work. Mine planning (both in terms of the size and shape of the proposed
mine, but also the schedule and sequence of mining) guides the identification of different classes of
Mineral Resources and Mineral Reserves. Successive iterations of sampling, data interpretation and
mine planning alter the estimates of each—even after a mine begins operation (Newmont typically
only reports Proven Mineral Reserves once a mine has been operating as designed for 12 months).
This involves consideration of several modifying factors that include processing, metallurgical,
economic, marketing, legal, environmental, socio-economic and geopolitical factors. In particular,
Mineral Reserve estimates fluctuate greatly as assumptions about future commodity prices change.
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As of 31 December 2014, Newmont Mining Gold Reserves varied by up to 30% depending on whether
a gold price of USD 1100/ounce was assumed, or USD 1500/ounce. In addition, when metal prices are
high, exploration expenditure and discoveries tend to increase such that new Mineral Resources more
than make up for the Mineral Reserves extracted. Whereas LCIA methods often assume that the stock
of Mineral Resources and Mineral Reserves is fixed and depleting, in fact they increase or decrease
with fluctuations in availability of infrastructure, exploration budgets, geological knowledge, market
prices, projected production costs and technology development.
2.1.2. Resource Data: The Providers’ Perspective
Jane Hammarstrom (Co-Chief, Global Mineral Resource Assessment Project, USGS, Reston, VA,
USA) presented an explanation of the information services that the USGS provides, underlining how
it compiles estimates of global Mineral Resources and Reserves and also explaining how it provides
science-based assessments of likely Undiscovered Mineral Resources. While USGS definitions of
Mineral Resources and Mineral Reserves largely match those of CRIRSCO, estimates from different
sources may lack consistency owing to the different needs of, say, government and individual mining
companies. Depending on the purpose and the timeframe considered, estimation methods and
professional judgments may differ (e.g., commodity price and production cost forecasts). Reserve
figures are estimates and they are snapshots in time that depend on several factors including demand,
exploration budgets, recycling rates, technology, economics, social license to operate and environmental
performance and therefore should only be interpreted together with the accompanying qualitative
information provided by the Survey. Therefore, the notion that reserve figures tell us how many years
remain until a natural resource is depleted must be rejected. Copper data also demonstrate the falsity
of the notion that as ore is mined reserves necessarily decrease (copper reserves doubled from 1990 to
2013). It is questionable which of the different estimates of Resources and Reserves provided by the
USGS could plausibly serve as a basis for measuring resource depletion. Neither the USGS Reserve
Base nor the theoretical world resources is an immediately obvious or justified choice.
2.1.3. Resource Data: The Users’ Perspective
Ruth Allington (Treasurer of Pan-European Reserves & Resources Reporting Committee,
CRIRSCO, Brussels, Belgium) presented an overview of CRIRSCO, its aims, history, make-up and
governance. The CRIRSCO-aligned definitions of Mineral Resources and Mineral Reserves have
a history stretching back at least as far as the 1980s, with broad acceptance globally. The accurate
and reliable reporting of mineral exploration results, Mineral Resources and Mineral Reserves is
fundamental not only to mining stakeholders (for transparency of commodity markets), but also to
wider society including the LCA community. CRIRSCO requirements follow some main principles
related to transparency, materiality, competence and impartiality. In-particular, the role of the Competent
(Qualified) Person, as required by CRIRSCO-aligned reporting codes and standards [6], is critical to
upholding those principles. The Competent Person is named publicly as being personally responsible
for proper estimation of Mineral Resources and Mineral Reserves and is subject to potential disciplinary
action from the relevant CRIRSCO-affiliated professional organization. When the Competent Person
identifies a Mineral Reserve, it must be demonstrated and this was done through a thorough analysis
of the modifying factors described by others (see above) including relatively volatile socio-economic
aspects such as commodity price. It is argued that CRIRSCO and its Competent Person concept
are the keys to stakeholder confidence in any public reporting of LCA results based on estimates of
Mineral Resources or Mineral Reserves and the LCA community should beware of embracing this
economic data without acknowledging its limitations for their environmental work. To do so gives rise
to misleading results and, given the CRIRSCO principles of transparency, materiality, competence and
impartiality, would raise an ethical issue.
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2.2. Status and Limitations: The Methods
The second session of the workshop centered on the methods typically used to estimate potential
environmental impacts on abiotic natural resources in LCA. These methods have typically been
developed by academics or LCA practitioners in the context of overall LCA frameworks or software.
The discussions were therefore designed to increase mining professionals’ familiarity with LCA.
2.2.1. Drivers for LCA of Resource Supply and Use
Andrea Russell-Vaccari (Principal Consultant, Align Consulting, Sheridan, WY, USA) introduced
LCIA and safeguard subjects (Areas of Protection), their state of development and decision-makers’
needs related to abiotic raw-materials. For impact category selection, the International Organization
for Standardization (ISO) recommends characterization methods for the AoP be broadly agreed,
environmentally relevant and describing a “distinct identifiable environmental mechanism” [7].
The resource depletion impact category is hampered by insufficient understanding of the Natural
Resources AoP and hence the issue to address [8]. This is due to the variability of concepts like resource
availability over space and time. Figure 1 is a visual representation of the questions that stakeholders
ask about abiotic raw-materials: from environmental impacts to economic impacts; from short-term
effects to long-term effects; and from micro-economics (product systems) to macro-economics (whole
economies). Whereas Abiotic Depletion Potential (ADP) is easy to assess for LCIA methodology
developers (top right of Figure 1), the results are not meaningful for those in the other three quadrants
of Figure 1.
Figure 1. A proposed mapping of different decision-makers across a range of different abiotic raw
material information needs (adapted from [9]).
The proposed constraint with which the assessment is made (Ultimate Reserve or Crustal Content)
is so remote that it is of little relevance to decision-makers. Availability of materials is of more general
concern. The sensitivity analysis of using other constraints, recommended by [10], demonstrates that
the distinction between depletion and availability is critical, because it can actually be decisive for
product selection. Because the needs of decision-makers are different to the environmental focus
provided by LCIA and the AoP concept, abiotic raw-material assessment needs to expand beyond
the confines of LCA and embrace other tools. LCIA alone is not able to provide adequately robust
information for all decision making.
2.2.2. Abiotic Depletion Potential Method, Its Variants and Example Results
Jeroen Guinée (Assistant Profesor, CML, Leiden, The Netherlands) is one of the main authors of
the original ADP method most commonly used in LCA and he presented a history of the philosophy
behind it. There can be no scientifically correct method for assessing potential environmental impacts
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on abiotic natural resources because the concept of “resource” straddles the economic–environmental
divide and none of the physical parameters or results can actually be validated empirically. This
requires LCA practitioners to make a number of philosophical choices—rather than use inductive
reasoning—when developing resource assessment models. Choices include a definition of the resource
problem to be addressed; whether or not to consider it a problem distinct from deterioration of the
environment; and which data to use. While availability, criticality, etc. are also of interest, the Institute
of Environmental Sciences (CML) ADP method only addresses depletion of a resource in terms of
reduction of the geological stocks present on Earth (Ultimate Reserve or Crustal Content). LCA
results are highly sensitive to deviations from the use of Ultimate Reserves (Crustal Content). CML
definitions differ from those of CRIRSCO because “resource” is commonly used to describe a category
of mineral occurrences as well as to a material in its own right and is therefore ambiguous (One
should perhaps rather refer to Natural Resources as natural materials or raw-materials, in order to
better distinguish them from Mineral Resources as defined by CRIRSCO and USGS). The preferred
parameter to describe the stock available for all of humankind would be the Ultimately Extractable
Resources (or Extractable Global Resource), but this is impossible to determine because of our inability
to predict what will ultimately be extracted in the future as technology advances and economic and
social conditions evolve. Crustal Content is the second best parameter available and CML recommends
using it as the baseline with other parameters providing an understanding of the sensitivity of the
result to the choice made [8]. Unfortunately, such sensitivity analysis may not assist decision-making,
because contradictory indications can often be the result. This is because USGS Reserve Base and
Economic Reserve (Mineral Reserve) data involve economic considerations not directly related to
resource depletion (such as structure of individual material markets, social conditions reflected in
labor costs, negotiating power of mining companies and relative cost of identifying new reserves).
2.2.3. Supply as an Alternative Safeguard Subject
Torsten Hummen (Researcher, Fraunhofer ISI, Karlsruhe, Germany) introduced raw-materials
criticality assessment as it is developed and practiced by the European Union. Whereas
ADP[Crustal Content] looks at environmental impacts on the resource itself (depletion of natural stocks
over the long term), criticality assessment looks at short-term impacts on an economy due to
disturbances in a supply chain. As for classical risk management [11], criticality typically has two
dimensions—a supply risk dimension and an economic importance dimension, which gives an idea of
the potential consequences of a supply disruption. Criticality assessment is not yet an internationally
standardized method. Criticality is tied to a particular viewpoint, i.e., no raw-material is critical
itself in an absolute sense, but it may be critical to somebody somewhere, under the prevailing
conditions at some point in time. For example, heavy rare earth elements are considered critical for
EU manufacturing in the period 2014–2024 because of their relatively high economic importance
for the EU economy and the relatively high risk associated with their supply to the EU. Criticality
assessment highlights current issues and informs policy or business decisions. As criticality is a relative
assessment, there is no one correct place to draw the line between critical and non-critical raw-materials.
In the EU, expert judgment and benchmarking with real-world markets (e.g., that of tantalum) have
informed placement of the thresholds. LCA, on the other hand, is an internationally standardized
methodology [7]. The environmental impact assessment of established, already employed technologies
is the standard application of LCA. There are a number of questions about whether it is appropriate
to integrate criticality or supply risk issues (not directly related to environmental impacts) into the
Natural Resources AoP of LCA. Though Life Cycle Sustainability Assessment (LCSA) might be a more
appropriate place for such assessments, current difficulties related to interdependency of criteria may
increase there.
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2.3. Paths Forward
Having attempted to bring delegates from different backgrounds to a shared level of basic
understanding, the third session of the workshop centered on how better to employ life-cycle thinking
in meeting decision-makers’ needs related to abiotic raw-materials. The discussions were therefore
designed to help ensure that the basis of future research is clear across the relevant disciplines.
2.3.1. Potential Paths Forward and Some Dead-Ends
Pär Weihed (Professor, LTU, Luleå, Sweden) summarized an International Journal of Life Cycle
Assessment article he had recently co-authored: “Mineral resources in life cycle impact assessment—defining
the path forward” [4]. He recommended a multi-stakeholder report titled “Breaking New Ground” [12]
to all participants as an invaluable reference for assessment of potential impacts of the use of
abiotic raw-materials. Current LCA models introduce unacceptable levels of uncertainty and are
not working correctly as decision-making tools. “USGS data are intended to inform about each
individual commodity’s market conditions and can only be correctly interpreted together with the
qualitative information provided in USGS commodity summaries” [4]. Harmonized terminology
should be used so that LCA practitioners can build better mutual understanding with the mineral
industry. Only Crustal Content data are stable and comprehensive enough to support a physical
estimate of ADP—if that is desired and deemed useful. Some more promising tools are being explored
within LCSA for assessing the availability of abiotic materials, which is defined at any given moment in
time by market demand, politics, markets and technology. Observed periods of decline in average ore
grades must neither be interpreted as a sign of depletion, nor as an indicator of reduced availability.
In a circular economy, metals must be regarded as flows and not stocks and all five forms of capital
(i.e., natural, manufactured, human, social and financial capital) that are critical in the context of future
abiotic raw-materials availability should eventually be considered within an LCSA tool.
2.3.2. Environmental Depletion and Economic Scarcity
Laura Schneider (Manager Environmental Issues, econsense, Berlin, Germany) presented one of
the tools previously mentioned—the economic resource scarcity potential model (ESP, [13]). The ESP
model allows for an assessment of raw-material availability beyond geologic finiteness and enables
an identification of potential supply risks associated with the use of abiotic raw-materials. ESP
defines “scarcity” as limited supply of a demanded raw-material, which could either be caused
by depletion of physical stocks (long-term concern) or caused by constraints in the supply chain
(short-term concern). Potential physical and economic drivers of scarcity could create direct constraints
upon raw-material provision capability and environmental and social drivers could create indirect
constraints. Because raw-material provision capability is potentially affected by all these constraints,
it should be assessed with a multi-dimensional approach (e.g., LCSA) (here, raw-material provision
capability—or supply—is the safeguard subject that can introduce risk to the studied system, whereas
LCA is designed to assess the impacts of the studied system upon the external environment).
Schneider et al. [14] further propose that ADP assessment should be extended to include anthropogenic
stocks (potential secondary raw-materials) in its scope. ADP[Crustal Content] and ESP provide different
information for different decisions. For example, ADP[Crustal Content] highlights the use of nickel in
hybrid cars, whereas ESP highlights use of rare earths in the same hybrid cars. Comprehensive
assessment of abiotic raw-material provision capability, including physical, environmental, economic
and social constraints should complement and enhance current LCA practice.
2.3.3. Possibilities in Life Cycle Sustainability Assessment
Guido Sonnemann (Professor, Université de Bordeaux, ISM, TALENCE cedex, France) presented
a proposed framework for integrating criticality of raw-materials into LCSA [15]. A new perspective
was called for to move from assessing geological stock depletion to including security of supply
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aspects—as criticality assessment and some water scarcity assessment methods do. LCSA could
integrate environmental, social and economic impacts of the studied system. For both water and other
raw-materials, a greater geographical explicitness of sophisticated LCA models could take account of
variation in climate-related and geopolitical supply risks. Sonnemann et al. [15] propose a framework
and ISM continues to develop models for individual strands of the framework. The complementarity
of criticality assessment and LCA of products suggests there is high potential for LCSA to answer
stakeholders’ raw-materials concerns. Data generated for LCA can provide information about abiotic
raw-material use that can be usable in LCSA, but these data are more valuable the more geographically
explicit they become. Supply risk is an economic problem that is perceived differently in various parts
of the world and can be addressed in the full LCSA framework—not by isolated indicators hidden in
an environmental LCA or footprint result (here, it is proposed that LCSA assess the studied system’s
contribution to increased supply risk for others, which is consistent with the general life cycle approach
of assessing impacts of the studied system upon its surroundings). Using other tools to address the
capability gaps left by LCA regarding raw-materials is one way to support better decision making.
The Natural Resources AoP needs to be rethought by developing a multi-dimensional approach as
part of LCSA—going beyond environmental LCA.
2.4. Discussion
Discussions throughout the day confirmed that there is no common understanding about what
the Natural Resources AoP represents and how impacts upon it should be assessed (see also [3,8]).
Part of the confusion comes from different and overlapping definitions of key terms in two key areas.
Firstly, whereas most LCIA literature refers to assessing resource depletion as an environmental
impact, most decision-makers, stakeholders, and researchers try to understand resource availability as
a sustainability issue that may either impinge upon the studied system or arise from it (here, we have
chosen to use the definitions proposed by [4]).
Secondly, while the generators and users of Mineral Resources and Mineral Reserves data use
specific definitions of each, LCA-practitioners use the term reserve more generally and English-speakers
use the term resource to refer to a Mineral Resource as well as to a material in its own right.
The CML ADP[Crustal Content] method addresses resource depletion in terms of reductions of the
Earth’s geological stocks and the entire Crustal Content is not a Mineral Resource and is therefore
not relevant to raw-material availability. On the other hand, whereas the International Life Cycle
Database (ILCD) Handbook proposes that the CML ADP[Reserve Base] method be used, USGS Reserve
Base data incorporate economic considerations not directly related to resource depletion. The group
heard that the ILCD Handbook also redefined the aim of ADP to reflect availability of resources for
human use, rather than depletion potential [16]. This is not trivial—depending on whether depletion or
availability is assessed in an LCIA, one is either dealing with an environmental or an economic issue
and workshop participants had seen during the day that contradictory material or product selections
can and do result.
Apart from this, there is the problem that it has not been possible to implement the ILCD
Handbook recommendation because the USGS had ceased estimating Reserve Base when the
Handbook was adopted. This means that calculations of ADP[Reserve Base] now rely on obsolete data.
After the US Bureau of Mines closed, the USGS discontinued its Reserve Base estimates. Each annual
USGS Mineral Commodity Summary includes a discussion of world resources for a given commodity.
From 1996 until 2009, Reserve Base estimates were only updated with changes in reserves because
available updates on the non-reserve component of the Reserve Base were insufficient to support
defensible Reserve Base estimates. Therefore, starting with Mineral Commodity Summaries 2010,
publication of a Reserve Base was discontinued [17].
Application of ADP[Reserve Base] requires regular updating of characterization factors because
Mineral Resources and production change over time. The group discussed how the lack of such
updates had serious ramifications for the current Product Environment Footprint (PEF) pilot project of
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the EU, as it had adopted the ILCD Handbook recommendation in its rules for participants. One of the
European Union’s intended uses of its PEF Guide and relevant PEF category rules is to support claims
about the environmental superiority or equivalence of a product when compared to others that perform
the same function [18]. If results using ADP[Reserve Base] only are used in this way based on obsolete data,
it cannot be considered good practice and will certainly lead to misguided claims about environmental
performance. To illustrate the dangers of miscommunicating about environmental performance, one
participant raised the possibility that a bridge designed to minimize its environmental footprint,
could soon afterwards be assessed with a sub-optimal footprint due only to prevailing economics
changing ADP[Reserve Base] characterization factors—not because of any change in the environmental
performance of the bridge. Should the bridge then be replaced?
Given the consensus on the above aspects, different views were expressed as to the usefulness of
the ADP[Crustal Content] for assessing availability of raw-materials. Some academics argued that partial
depletion of geological stocks could contribute to reduced availability of raw-materials over the very
long term. That is, a raw-material may become less available to future generations even if functionally
it is replaced by other materials or technologies. Geologists remained concerned that if availability is
to be assessed, Crustal Content is an inappropriate yardstick to use because much of it can safely be
assumed to be unavailable. Most participants seemed to agree that availability was an economic issue
more meaningfully addressed within a comprehensive LCSA framework.
At the request of CML, it was agreed that in future discussions it should always be specified which
particular CML option for ADP calculation is being referred to. The ILCD Handbook of the European
Commission Joint Research Centre contradicts CML Guidance by specifying use of USGS Reserve
Base data instead of Crustal Content data. When this particular ILCD Handbook recommendation
is criticized, it should be clearly stated rather than criticizing the whole ADP method as published
by CML.
Some extra suggestions were made to advance the search for a suitable tool to assess availability
of raw-materials. The available quantity of raw-materials at any given time is always a subset of the
total natural occurrence of that material. Therefore, there was some agreement across disciplines that
available quantities of raw-materials (e.g., any class of Mineral Resources or Mineral Reserves) should
be modeled as fund resources (rather than stock resources) and that dissipative outflows from studied
systems—rather than inflows to them—were the concern to address in order to maximize continued
availability of raw-materials. This would also give recognition to the fact that raw-materials are not
always consumed or dissipated, but often remain available as an anthropogenic source for recycling.
It may prove more practical and relevant to use data on dissipative outflows as a proxy for reduced
availability (See also [3]).
Finally, although several participants were working on stand-alone frameworks to include
assessment of raw-material availability and supply risks, it was acknowledged that a tool-box approach
may prove to be more appropriate and that eventually only one set of globally agreed tools should be
promoted as good practice in the field.
3. Conclusions
Over the last 20 years, the idea that Natural Resources exist separately from Human Health and
the Natural Environment has been maintained in LCA theory and yet, as this workshop showed, the
idea is not a simple one. Dictionary definitions of the term resource invariably refer to availability to or
use by humans. Some contend that Natural Resources are components of the Natural Environment
seen through a utilitarian lens. It is easier to understand that health and environment obey their own
fundamental laws (i.e., the laws of thermodynamics and quantum mechanics) and exist in some form
without human interaction. Such a distinct set of environmental mechanisms is missing for Natural
Resources, which makes them difficult to characterize or evaluate within the logical construct of LCIA.
To better understand each other, delegates at this Workshop often found it necessary to talk
instead of raw-materials. As defined by leading geological institutions, Mineral Resources and Mineral
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Reserves are snapshots of raw-material availability at a given point in time given prevailing market
conditions. They do not represent the total stock of material available to humankind for all time and
they are not necessarily diminished by the mining of ore. It is impossible to predict future human
capabilities and therefore how much of a raw-material will ultimately prove extractable from the Earth.
CML therefore considers that Crustal Content is the best available baseline to determine resource
depletion and recommends using it as such in LCIA. European Commission Joint Research Centre
Guidance addresses materials in terms of availability for human use and suggests ADP[Reserve Base]
should be used to express that. However, USGS Reserve Base data are obsolete (no alternative source
of Reserve Base data exists) and largely underestimate long-term raw-material availability for human
use. If used to support claims about the environmental performance of a product or organization,
ADP[Reserve Base] will certainly lead to misguided claims being made.
The weight of available evidence suggests that extraction of natural resources from the
environment is not decreasing foreseeable availability of natural materials for human use. Even
observed periods of decline in average ore grades have been accompanied by significant increases in
Mineral Reserves (See also [4,19,20]). Such ore grade trends can neither be interpreted as a sign
of depletion, nor as indicating reduced availability. Raw-material availability and the associated
supply risks are overwhelmingly the result of economic, technological and geo-political forces and
most participants seemed to agree that such an AoP will be more meaningfully addressed within a
comprehensive LCSA framework rather than limited to an environmental LCA or Footprint.
To better define how life cycle thinking can help answer questions related to the extraction and
use of abiotic raw-materials, it would be helpful to clearly distinguish availability from depletion and
clarify which of these is estimated by each of the existing LCIA methods, so that results can be correctly
reported in the most appropriate framework. It could also be a helpful convention to refer to Natural
Resources used in studied systems as raw-materials and to clearly distinguish them from Mineral
Resources and Mineral Reserves as defined by CRIRSCO and USGS.
Without a shared vision, agreed terminology and common incentives, collaboration across
disciplines on assessment of impacts of abiotic raw-material inputs to production and consumption
systems will continue to be very difficult. The only satisfactory path forward is more dialogue
between experts in the fields of LCA, commodities trading, environmental science, exploration geology,
industrial ecology, technological innovation, metallurgy, mineral economics, minerals policy, product
policy and sustainable development.
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Abstract: The adequacy of mineral resources in light of population growth and rising standards of
living has been a concern since the time of Malthus (1798), but many studies erroneously forecast
impending peak production or exhaustion because they confuse reserves with “all there is”. Reserves
are formally defined as a subset of resources, and even current and potential resources are only a small
subset of “all there is”. Peak production or exhaustion cannot be modeled accurately from reserves.
Using copper as an example, identified resources are twice as large as the amount projected to be
needed through 2050. Estimates of yet-to-be discovered copper resources are up to 40-times more
than currently-identified resources, amounts that could last for many centuries. Thus, forecasts of
imminent peak production due to resource exhaustion in the next 20–30 years are not valid. Short-term
supply problems may arise, however, and supply-chain disruptions are possible at any time due to
natural disasters (earthquakes, tsunamis, hurricanes) or political complications. Needed to resolve
these problems are education and exploration technology development, access to prospective terrain,
better recycling and better accounting of externalities associated with production (pollution, loss of
ecosystem services and water and energy use).
Keywords: mineral resources; peak copper; sustainability; limits to growth; reserves; production;
depletion; life cycle assessment; material flow; ecosystem services
1. Introduction
At least since the time of Malthus (1798) [1], there has been concern about the adequacy of
resources to support a growing human population on planet Earth. In more recent times, there has
been an ebb and flow between studies that predict the near-term exhaustion or peak production of
resources [2–13] and those that are more optimistic [14–20]. The one thing that is common among
every prediction about the exhaustion or production peak of resources by a particular date is that they
have been wrong. This is well illustrated, but by no means proven or vindicated, by the famous bet
between Julian Simon and Paul Erlich about the price of five benchmark metals, chromium, copper,
nickel, tin and tungsten, ten years in the future [21]. Even though Dr. Erlich was quite confident that
prices would have to be higher in the future due to resource scarcity, he lost that bet because prices
were actually lower, both in real and inflation-adjusted dollars. However, had the bet been made at a
different time, the outcome could have been the opposite of what transpired. Therefore, what is it that
leads to such uncertainty about what seems to be a straightforward argument?
On the one hand, there is no disputing that Earth has a finite mass and if resources are consumed
at some definable rate, then eventually they will be used up [22]. On the other hand, we have not
yet run out of any mineral commodity, and exploration and technology have more than kept up
with changing demands for mineral resources throughout human history. As was said by Sheikh
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Zaki Yamani, “The Stone Age did not end for lack of stone...” (quoted in [23]) How do we reconcile
such contradictions?
Perhaps a useful analogy for understanding this seeming paradox between the unarguably finite
amount of mineral resources on Earth and the continuing ability of society to meet its resource needs
is the continuous increase in human performance in athletic endeavors, even though elementary logic
dictates that it cannot continue forever. It is a demonstrable fact that new world records continue to be
set in every athletic event despite the real limits to human achievement: humans will never be able to
run faster than a rifle bullet, except in comic books and movies.
Although many sports analogies could be considered in this regard, running might be the most
useful because the records are easily quantifiable and because most people have run at some point in
their lives, even if not at a competitive level. A running event that illustrates this logic conundrum is
the mile, because the 4-min benchmark was long considered unreachable. There are many excellent
literary and historical accounts of the quest to break this once unbreakable mark [24]. That pace today
would not even qualify for entry into the Olympics, and the current world record for the mile is 3:43.13,
set in 1999 by Morocco’s Hicham El Guerrouj. However, any particular record is not the point. If a
4-min mile is not the limit, is 3:40, 3:30 or 3:00? History says that no record lasts forever, yet elementary
physiology tells us that improvement cannot continue indefinitely. Therefore, although obviously this
is not a perfect analogy for the ultimate limits to mineral resources, it does illustrate the difficulty in
reconciling finite limits with the absence of evidence of reaching those limits. That is the central theme
of the present paper.
2. Background
Before discussing a framework for thinking about limits to mineral resource availability and
consequences of use, it is useful to first explore the important terms, reserves and resources [11]. These
terms are poorly understood by many and widely misused, particularly in the well-known Limits to
Growth study of Meadows et al. [2] and more recent incarnations [10,25,26]. Reserves have a defined
meaning as codified by several widely-used standards, such as the Australian Joint Ore Reserves
Committee (JORC) [27], the South African Mineral Resource Committee (SAMREC) [28] and Canada’s
National Instrument 43-101 [29]. Furthermore, the Committee for Mineral Reserves International
Reporting Standards (CRIRSCO) [30] has harmonized the various country-level codes into a common
international reporting standard. A summary of various resource and reserve classifications is outlined
in Table 1.
Table 1. Mineral resource and reserve classifications.
Guidelines Resource/Reserve Classification
U.S. Geological Survey
U.S. Bureau of Mines and U.S. Geological Survey, 1980, Principles of a resource/reserve
classification for minerals: U.S. Geological Survey Circular 831, p. 5 [31]
International
CRIRSCO (the Committee for Mineral Reserves International Reporting Standards),
a committee of the National Mineral Reserve Reporting Organizations of Australia,
Canada, Chile, South Africa, USA, U.K./Ireland and Western Europe has prepared the
CRIRSCO International Reporting Template drawing on CRIRSCO-style reporting
standards, the JORC Code (Australasia), SAMREC Code (South Africa), Reporting Code
(U.K./Ireland/Western Europe), Canadian Institute of Mining, Metallurgy, and Petroleum
(CIM) Definition Standards and Guidelines (Canada), Society for Mining, Metallurgy,
& Exploration (SME) Guide (USA) and Certification Code (Chile).
(URL: http://www.crirsco.com) [30]
United Nations
United Nations Economic Commission for Europe, 2003, Framework Classification for
Fossil Energy and Mineral Resources: United Nations Economic Commission for Europe,
Geneva [32]
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Joint Ore Reserves Committee of The Australasian Institute of Mining and Metallurgy,
Australian Institute of Geoscientists and Minerals Council of Australia (JORC), 2004;
Australasian Code for Reporting of Exploration Results, Mineral Resources and Ore
Reserves: The Australasian Institute of Mining and Metallurgy [27]
Canada
CIM Standing Committee on Reserve Definitions, 2004, CIM Definition Standards on
Mineral Resources and Mineral Reserves: The Canadian Institute of Mining, Metallurgy
and Petroleum [29]
Chile
Institute of Mining Engineers of Chile (IIMCh), 2004; Code for the Certification of
Exploration Prospects, Mineral Resources and Ore Reserves, 2004: Institute of Mining
Engineers of Chile [33]
China
The State Bureau of Quality and Technical Supervision, 1999 Classification for
Resources/Reserves of Solid Fuels and Mineral Commodities (National Standards
GB/T17766-1999): Beijing: Chinese Standard Publishing House [34]
Peru
Joint Committee of the Venture Capital Segment of the Lima Stock Exchange, 2003, Code
for Reporting on Mineral Resources and Ore Reserves: Bolsa de Valores de Lima (Lima
Stock Exchange) [35]
South Africa
South African Mineral Resource Committee (SAMREC), 2000, South African Code for
Reporting of Mineral Resources and Mineral Reserves (The SAMREC Code): South African
Institute of Mining and Metallurgy [28]
Soviet Union, CIS,
COMECON countries
Diatchkov, Sergei, 1994, Principles of classification of reserves and resources in the CIS
countries: Mining Engineering, v. 46, No. 3, p. 214–217 [36]
Jakubiak, Z., and Smakowski, T., 1994, Classification of mineral reserves in former
Comecon countries: Geological Society of London, Special Publications, v. 79, p. 17–28 [37]
United States
Legally-required system for reporting reserves by publicly-traded companies Securities
and Exchange Commission—Description of Property by Issuers Engaged or to Be Engaged
in Significant Mining Operations Guide 7 [38]
Proposed classification
U.S. Securities and Exchange Commission (SEC) Reserves Working Group of SME
Resources and Reserves Committee, 2005, Recommendations Concerning Estimation and
Reporting of Mineral Resources and Mineral Reserves, Prepared for Submission to the
United States Securities and Exchange Commission: The Society for Mining, Metallurgy
and Exploration, Inc. [39]
In simple terms, a reserve is a known quantity of a resource as established by drilling and
sampling; it typically is expressed as X tons of material with an average grade of Y at a cutoff grade of
Z. This results in a calculated amount of contained metal that potentially could be recovered, based on
assumptions of cost, price and technology. Resource is a broader and more general term than reserve
and includes identified material that may be less well characterized, possibly of lower grade and less
certain to be economically recoverable. Resources can be converted to reserves by additional drilling
or changes in economic factors, such as price or technology [40]. However, it is very important to
understand that neither reserves nor resources are the same as “all there is”.
This is the fundamental flaw of many studies, such as Meadows et al. [2], that assumed reserves,
or some multiplier thereof, were “all there is” and that by applying a given annual rate of consumption,
one could model how long the resource would last before disaster ensued (a more detailed analysis
is given by [19,41]). A little appreciated fact is that increasing world population and standards of
living lead to more production, which, in turn, requires larger reserves to sustain that production;
thus, world reserves of almost all commodities are larger now than they were 50 or 100 years ago [42].
This is because the time value of money makes it uneconomic to spend unlimited amounts to convert
all identified or undiscovered resources into reserves. In practice, most companies do not drill out
more than about 20 or 30 years’ worth of reserves, and some large mines have had ~20 years’ worth of
reserves for more than a century as continuing exploration proves additional reserves. Thus, modeling
of how long reserves might last is fraught with the same difficulty as modeling how long the food
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in one’s refrigerator might last: even though you keep eating three meals a day, there is still food in
the refrigerator.
It is worth repeating that reserves are an economically-defined quantity and never have and
never will equate to “all there is”. In spite of this reality, a recent article went so far as to assert that
the majority of Earth’s reserves have already been consumed: “80% of the world’s mercury reserves,
75% of its silver, tin, and lead, 70% of gold and zinc, and 50% of copper and manganese had already
been processed through human products” [26] (p. 239), even though it is a simple fact that the world’s
reserves of these elements continue to evolve with improved geological assurance, technological
advances and economic conditions and are presently as large as they have ever been [43].
Another way of approaching this question of how long resources will last is the “peak” concept as
applied to petroleum resources by M. K. Hubbert [13,44]. It is based on an empirical observation about
U.S. oil fields that production follows a bell-shaped curve of a normal distribution, and thus, the peak of
production occurs when roughly half of the resource has been extracted. Thus, changes in production
are used to model the entire extractable resource. Such an approach is based on many assumptions, the
most important of which are that prices and technology are relatively stable. Hubbert’s prediction that
peak oil production for the conterminous United States would occur in the early 1970s was a reasonable
extrapolation of trends leading up to the supposed “peak oil” and has been cited by many as proof
that such production trend modeling is accurate [5,6,45]. However, the recent application of new and
improved drilling technology (horizontal drilling and fracking) has shown that the assumptions of the
Hubbert peak oil methodology were restricted to “conventional” petroleum production and have not
accurately tracked the large increases in both production and reserves of petroleum and natural gas





































































U.S. crude oil proved reserves
U.S. field production of crude oil
Figure 1. U.S. crude oil reserves and production showing apparent “peak oil” for conventional
petroleum reserves in 1972 and growth in reserves in the past ~10 years as a result of the
application of new drilling technology. U.S. barrels are equivalent to approximately 0.159 cubic meters.
Data source: [47].
The point of the present paper is not to assess previous studies of resource adequacy, but rather
to provide a conceptual framework for thinking about how resources, particularly mineral resources,
are explored for, discovered and put into production in order to satisfy the continuing needs of
society. An underlying concept is that mineral resources have been the foundation of civilization
throughout history [12,48–50] and that the adequacy of such resources for future generations remains
one of the central issues of our time [51,52]. Although many mineral resources could be used as
examples, the below discussion will focus on copper, because it has been used throughout history; it is
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a major ingredient in modern construction and technology; its geologic occurrence is relatively well
known; and it has a rich historical record of production data. In addition, there have been numerous
studies [53,54] about copper, as well as recent predictions of “peak copper” occurring within the next
20–30 years [9,10,55].
3. Copper
Historic mine production has recovered more than 658 million metric tons (Mt) of copper (Cu)
from 1700 to 2015 [43,56,57]. Of this total, over 45 percent has been produced during the past 20
years, and approximately 26 percent has been produced during the previous 10 years. In other words,
roughly one quarter of all of the copper mined throughout human history has been produced in just
the past 10 years (Figure 2). These percentages suggest that global copper production has doubled
every 25 years in order to accommodate trends in global copper consumption.
A research group at Monash University in Australia analyzed current estimates of copper
resources based on published company reports and tabulated a total of 1781 Mt of Cu contained
within a total of 730 projects, with a further 80.4 Mt of Cu in China from an unknown number of
deposits, yielding a world total of 1861 Mt of Cu [53]. This is very similar to a recent U.S. Geological
Survey (USGS) estimate of identified Cu resources of 2100 Mt of Cu [54]. To reiterate a previous point,
this 2100 Mt of Cu is the amount of identified resources, and further drilling or possible changes in
prices/technology will almost certainly add to the total. However, neither reserves nor resources are
“all there is”. Before addressing the questions of what is known about, and the potential adequacy
of, “all there is”, it is useful to compare current estimates of reserves to current and projected rates
of production.
Modeling based on identified resources has led some researchers to suggest that mine production
of copper will peak and begin to decline within decades due to increasing demand and resource
depletion [8,55]. Is this realistic? The U.S. Census Bureau estimates that world population will grow
from 7.3 billion people in 2015 to 9.4 billion in 2050 [58]. At current rates of global per capita production
of copper, estimated at about 2.6 kg/year in 2015, the production of primary (mine-produced) copper
would grow to 24.2 Mt of copper in 2050 from the level of 18.7 Mt in 2015 [43].
However, assuming a global per capita production value of 2.6 kg/year does not take into
account regional variations in per capita consumption and how they are changing due to changes
in affluence or lifestyles. Nor does it take into account the increasing quantities of copper that will
likely become available for recycling and thus offset the need for primary copper. Studies of various
countries (e.g., [59–62]) show that per capita consumption of copper is related to the level of economic
development. Per capita consumption of copper is relatively stable over time in high-GDP countries,
such as the United States and Japan, at about 6 kg/year [63]. Very low levels of consumption occur in
countries with low economic activity and low income levels, whereas increasing levels of per capita












Figure 2. Trends in cumulative (A); annual (B); per capita (C); per constant 2005 US$ gross domestic
production (GDP) (D); copper production on an absolute basis and normalized to one for values in
year 1960 (E,F). Data sources: [56,57] for copper production; [58] for world population; [64] for GDP
data. Data presented up to year 2015, except for those involving GDP for which the year 2014 is the
most recently available.
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Factoring in projected growth in population and global per capita GDP to 2050 provides a forecast
of copper consumption that needs to be satisfied by mine production of 30.4 Mt of Cu. These projections
indicate that between 750 and 990 Mt of primary copper will be required to satisfy projected global
demand from 2012 to 2050. The projected range of estimated demand considers modest changes in
the amount of copper recycling, which has increased in recent years [65]; but does not account for
new technology-driven changes in demand patterns, substitution by alternative materials or other
factors that could alter future demand growth for copper. To restate this, we can estimate amounts
and project trends, but we cannot know the actual mix of mineral resources needed 30–50 years in the
future any more than someone in 1970 could have predicted today’s high-tech need for a variety of
specialty metals, such as rare-earth elements.
Using these assumptions and constraints, the current estimate of 2100 Mt of copper in identified
resources in major copper deposits worldwide is about twice as much copper as is estimated to be
needed through 2050. Even without considering the almost certain expansion of reserves that will take
place with future exploration and drilling, this makes it very unlikely that copper production will peak
by 2040 due to resource depletion (Figure 3), as predicted by the studies of [9,10,55].
 
Figure 3. World copper production: historical and projected based on the modeling in [9].
Furthermore, because many of these studies dating back to Meadows et al. [2] confuse reserves
with “all there is”, their conclusions about reserve exhaustion, whether substantiated or not, do not
really address the underlying question of the adequacy of mineral resources for future generations. To
best address this important question, we need to know future world demand (net of recycling) for
minerals, estimate as well as we can the amount of identified resources and assess the location, quality,
quantity and the environmental and economic aspects of the extraction of undiscovered resources.
This is a daunting task that has never been seriously undertaken for any major commodity. The best
effort for copper is a recently completed global assessment of the major sources of onshore world
copper resources in two, but not all, of the most important types of copper-rich deposits by the U.S.
Geological Survey (USGS) [54].
Before addressing the implications of that study for the questions of “peak copper” and the
adequacy of copper resources for future generations, it is important to realize what is not included in
that assessment. The USGS study focused mainly on deposits to a depth of one kilometer and did not
include resources in the ocean basins that cover more than 75% of the Earth’s surface, nor the possibility
for utilization of resources from space. Some studies have indicated that seafloor resources [66] may
be as much or greater than onshore resources and others have proposed direct recovery of metals from
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seawater, which if economically viable, would likely eclipse all onshore resources [67]. Neither of these
ideas about potential resources has been developed sufficiently to know if they are even possible, but
their relevance to the present discussion is simply that it is not possible to predict the exhaustion of
mineral resources when only considering part of the potential resource.
Also important is the fact that the USGS study was constrained to current prices and technology for
considering what might be an economic mineral resource. If prices were 10-times higher or technology
10-times more efficient (both of which have taken place in the history of resource extraction [42]), then
the assessed copper resources would be considerably higher than the presented estimates. Thus, the
undiscovered copper resources estimated by Johnson et al. [54] are still a small subset of “all there is”,
but at least this estimate is closer to an ultimate resource than the identified resources categorized by
Mudd et al. [53] and similar studies.
The USGS global copper resource assessment [54] estimated that more than 3500 Mt of copper are
present in undiscovered porphyry and sediment-hosted continental copper deposits; the majority of
these resources are located in Asia, followed by the Americas. Of this 3500-Mt estimate of in-ground
copper resources, approximately 2000 Mt of copper is estimated as economic to recover under current
economic conditions and mining technology.
A significant fraction of these undiscovered resources is estimated to occur deep beneath covering
rock and sediment and commonly in remote areas. These deposits will be difficult and time consuming
to discover, and many potentially economic deposits in remote and deep settings may not be discovered
and developed before 2050. An estimate of undiscovered resources that are most likely to be discovered
and characterized by 2050 is approximately 1100 Mt of copper [68].
Using the production rates (16.9–30.4 Mt/y of copper) previously discussed for current reserves,
the range of undiscovered copper resources by the USGS study of 1100–3500 Mt of copper (keeping in
mind the previously discussed caveats about this being a minimum estimate) could last more than
a century. This would be in addition to the currently identified resources, which by themselves are
estimated to be twice the amount needed through 2050. Therefore, the combined total is likely to last
at least through the end of this century and possibly the century after that.
Kesler and Wilkinson [69] used a different, largely hypothetical, approach to estimating world
copper resources. Their tectonic diffusion model predicts world copper resources of 89 billion metric
tons (Bt) of copper within mineable depths, an amount that would last for millennia. Thus, although it
is true that copper is not an infinite resource on planet Earth, based on current knowledge, a sufficient
amount exists to fulfill the needs of at least several generations.
Of course, copper, like any other mineral resource, is not really “consumed” in the same way that
energy loses its ability to perform useful work when it is “consumed.” Thus, discussions of mineral
resource exhaustion are implicitly referring to the lack of availability of resources in the ground and
not their lack of availability in an absolute sense given that many metals are available for multiple
cycles of use and re-use. Within this paradigm of ultimate resources, it is useful to discuss how much
of a resource is currently in use, how much might be needed in the future to fulfill the services desired
by an increasingly affluent global population and how much of what is in the ground can be put into
use to satisfy these requirements [7,70,71].
Therefore, instead of worrying about reaching “peak” production or “exhausting” a resource, we
should instead be more concerned about what we do with the resource after it has been extracted. Is it
being used in dissipative applications [72]? How much is being “lost” (i.e., placed in a state where it is
prohibitively difficult or costly to recover) at each life cycle stage? Further concerns are the externalities
(pollution, loss of ecosystem services and water and energy use) associated with resource production.
A full life cycle assessment and material flow accounting of mineral resources would be a more fruitful
conversation than just peak production due to resource exhaustion.
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4. The Future
All of the preceding discussion boils down to when, but not if, a given quantity of resource will
be exhausted. However, this begs the question of, “what then?” This is not as dramatic as it may seem
because the common analogy between resource exhaustion and falling off a cliff is not appropriate.
Resource use does not proceed full bore until the last unit of an element is consumed and then disaster
unfolds. Rather, resource use follows the basic laws of supply and demand. As resources are consumed,
scarcity will drive prices up, which in turn will affect demand, consumption and production. To greatly
simplify, if the equilibrium price of a commodity rises ten-fold, then this will both increase supply,
because previously marginal or unknown deposits will be put into production, and decrease demand,
because some uses of that commodity will no longer be economic, and either production will decrease,
thrifting (reducing unit consumption) will occur or other materials will be substituted. This will
gradually reduce the need for the commodity in question in the long term and bring production in
line with the available reserves, even though short-term supply disruption or imbalance is possible.
To return to an earlier analogy, “the Stone Age did not end because we ran out of stone”, we do not
know which metals will be in demand 30–50 years from now; changes in technology and lifestyle may
mean that society’s future needs are very different from today’s.
This does not mean that we should be unconcerned about resource adequacy. We should.
However, we should not confuse the adequacy of mineral resource supply with the actions needed to
address the needs of future generations for mineral resources.
The main resource issue for the future likely will be the development of capacity to discover
and produce additional resources. There may well be enough undiscovered copper to meet global
needs for the foreseeable future, but rates of exploration, discovery success and mine development
will need to increase to supply the needed copper resources. Cost-effective technology will need to be
developed to discover additional mineral deposits in new, deeper and concealed settings and to extract
and recover resources from earth materials, while minimizing environmental impact. This technology
will only be effective if it can be applied to lands where new resources may be discovered and mines
developed. Nature, not society, controls where mineral concentrations occur, but society determines
whether to mine or not, and land access becomes more difficult as population increases.
As much as recycling [65] and substitution [73] will be part of the solution, they cannot by
themselves solve the problem. Population growth and rising standards of living, combined with
the sequestration of elements, like copper in buildings, cars, cell phones, etc., for periods of years to
decades and, in some cases, centuries will require new primary supplies of mineral resources. The
lead time from discovery to mine development can be 10–30 years. Extensive mineral exploration will
be required to meet this future resource demand, because many of the undiscovered deposits will be
harder to find and more costly to mine than near-surface deposits located in more accessible areas.
At a global level, it is not clear that society is making the investments in education, research
and development to ensure that these mineral resources will be available for future generations [74].
The number of universities that teach and do research on mineral resources, mining engineering and
metallurgy is decreasing rather than increasing, and this is paralleled by decreases in governmental
funding to support geoscience research (Figure 4). National, state and provincial geological surveys and
the knowledge infrastructure that they create, manage and publically provide are instrumental in the
discovery process, particularly by conducting modern geologic mapping and related geochemical and
geophysical surveys to identify favorable geologic environments likely to contain mineral resources.
They also compile data on known deposits, conduct research into the processes that form mineral
deposits, track mineral commodity production and use and update assessments to estimate the
amounts, quality and location of future resources on local, national and global scales.
In most countries, exploration and discovery is done largely by private companies and individuals,
building on, but independent of, the underlying research and data development of universities and
governmental geological surveys. Some companies conduct their own research or fund others to do
targeted research. However, private companies are particularly susceptible to economic cycles with
32
Resources 2016, 5, 14
a clear correlation between economic cycles and exploration expenditures (Figure 5). A downsized
mineral industry during a low cycle may not be able to respond quickly to the next up cycle, thus
resulting in short-term mismatches in supply and demand. For the past 10 years, greatly increased
exploration expenditures do not appear to have resulted in proportional discovery success, a trend
some attribute to exploration for increasingly deeper ore bodies that are undercover or in remote
regions. Thus, adequate supplies of mineral resources for future generations should not be taken as
a given. The need for mineral resources is clear, but the path to a sustainable future will reflect the
distribution of materials in the Earth and ultimately will depend on the choices, innovation, policies






























































































% of federal research funding
Figure 4. Geoscience degrees granted by year and U.S. Federal funding of geoscience as a percentage
of total research spending. Copyright 2014 American Geosciences Institute and modified with their
permission [75].
Figure 5. World exploration expenditure. Source: [76].
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Even with the problems identified above, the future is not grim. Discoveries continue to be made
even in well-explored districts. Most exploration has been concentrated in the upper part of the upper
kilometer of the Earth’s crust, even though economic deposits have been discovered down to three
or more kilometers. Thus, deeper drilling combined with new exploration technology promises new
discoveries, even in mature districts. We do not know what the limits to mineral resources might be,
but we do know that we have not come close to reaching them yet.
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USGS U.S. Geological Survey
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Abstract: Depletion of abiotic resources is a much disputed impact category in life cycle assessment
(LCA). The reason is that the problem can be defined in different ways. Furthermore, within a
specified problem definition, many choices can still be made regarding which parameters to include
in the characterization model and which data to use. This article gives an overview of the problem
definition and the choices that have been made when defining the abiotic depletion potentials (ADPs)
for a characterization model for abiotic resource depletion in LCA. Updates of the ADPs since 2002
are also briefly discussed. Finally, some possible new developments of the impact category of abiotic
resource depletion are suggested, such as redefining the depletion problem as a dilution problem.
This means taking the reserves in the environment and the economy into account in the reserve
parameter and using leakage from the economy, instead of extraction rate, as a dilution parameter.
Keywords: ADP; abiotic depletion potential; life cycle assessment; abiotic natural resources; elements;
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1. Introduction
From the beginning of the life cycle assessment (LCA) approach, the depletion of abiotic resources
has been one of the impact categories taken into account in the environmental impact assessment.
Natural resources are defined as an area of protection by the SETAC WIA (Society of Environmental
Toxicology and Chemistry Working group on life cycle Impact Assessment) [1] and are part of the Life
Cycle Impact Midpoint-Damage Framework developed by the UNEP (United Nations Environment
Program)/SETAC life cycle initiative [2].
However, abiotic resource depletion is one of the most debated impact categories because there is
no scientifically “correct” method to derive characterization factors [3]. There are several reasons for
this: (1) abiotic depletion is a problem crossing the economy–environment system boundary, since
reserves of resources depend on future technologies for extracting them; (2) there are different ways
to define the depletion problem, and all can be justified from different perspectives; (3) there are
different ways of quantifying a depletion definition, and none of them can be empirically verified,
since they all depend on the assumed availability of, and demand, for resources in the future and on
future technologies.
The debate on abiotic resource depletion and how to evaluate it has recently started again. This
is partly because of the ongoing debate in the LCA community; see for example the guidelines
of the International Reference Life Cycle Data System (ILCD) and the PEF, in Europe. (The ILCD
Handbook on LCA aims to provide guidance for good practice in LCA in business and government.
The development of the ILCD was coordinated by the European Commission and has been carried out
in a broad international consultation process with experts, stakeholders, and the general public [4,5].
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DG Environment has worked together with the European Commission's Joint Research Centre (JRC IES)
and other European Commission services towards the development of a harmonized methodology for
the calculation of the environmental footprint of products (including carbon). This methodology
has been developed building on the ILCD Handbook as well as other existing methodological
standards and guidance documents (ISO 14040-44, PAS 2050, BP X30, WRI/WBCSD GHG protocol,
Sustainability Consortium, ISO 14025, Ecological Footprint, etc.) [6]. In addition, the debate on the
criticality of resources has revived the debate on how to evaluate the use and depletion of resources by
society [7–13].
In the context of the ILCD handbook on LCA, different characterization models for abiotic resource
depletion have been reviewed by the LCA impact assessment community [12,14]. The characterization
factors for abiotic resource depletion defined by Oers et al. [15] and recommended in the Dutch LCA
Handbook [16], were selected as the best available operational method at present for so-called “use
to availability ratio” methods [12]. However, contrary to the baseline method recommended in the
Dutch LCA Handbook [16], the ILCD handbook and the PEF adopted a version of the abiotic depletion
potential (ADP) that is calculated using the reserve base instead of the ultimate reserve estimations.
This alternative choice was one of the reasons why the debate was resumed.
In this context it is useful to reflect on the assumptions that were made when developing the ADP
and to think about possible future developments. This article aims to briefly describe the background
considerations, options, and final choices made at the time of the original development (1995) and
the latest update (2002) of the ADP. This description largely builds on the elaborate reporting of the
original method developed by the Leiden Institute of Environmental Sciences (CML) [3,15,16].
2. Description of the Characterization Model for ADP, Considerations, Options, and Choices
2.1. Fundamentals and Choices (1995–2002)
Life cycle impact assessment (LCIA) is the phase in which the set of results of the inventory
analysis—mainly the inventory table—is further processed and interpreted in terms of environmental
impacts. Based on an evaluation, the different elementary flows contributing to a specific impact
category are aggregated into one impact score. Thus, the core issue addressed by the characterization
model for abiotic resource depletion is: how serious is the depletion of one particular natural resource
in relation to that of another, and how can this be expressed in terms of characterization factors (ADPs)
for these resources?
The development of the model requires many decisions to be made, which together frame
the problem. This paper focuses only on the depletion problem of abiotic resource deposits [3,15].
The present section describes a selection of these issues and choices in more detail.
2.1.1. Definition of the Problem
When conducting an environmental assessment, it is debatable whether or not abiotic resource
depletion should be part of the environmental impact assessment. After all, the problem mainly refers
to the depletion of functions that natural resources have for the economy. One might, therefore, argue
that resource depletion is basically an economic problem, rather than an environmental problem.
This would imply that no separate impact category should be defined for the depletion of resources.
Note that the environmental impact of the extraction process itself will, however, still be assessed
through the contribution of current extraction processes to other impact categories.
Next to this, the problem of depletion of abiotic resources can still be defined in different ways,
such as a decrease in the amount of the resource itself, a decrease in world reserves of useful
energy/exergy, or an incremental change in the environmental impact of extraction processes at
some point in the future (e.g., due to having to extract lower-grade ores or recover materials from
scrap) etc. [12,16–18].
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In Guinée and Heijungs [3] and Oers et al. [15], resource depletion was considered an
environmental problem in its own right, while recognizing that views differ on this. The problem
was defined as the decreasing natural availability of abiotic natural resources, including fossil energy
resources, elements, and minerals.
2.1.2. Concepts for Assessing Depletion
How can the “decreasing availability” of a given resource be determined? In other words, what
are possible indicators of resource depletion? The number of indicators that have been proposed even
exceeds that of the definitions (see for an overview, for example, ILCD [12,14] and Klinglmair et al. [8]).
Many discussions focus on the dichotomy between price-based and physics-based indicators.
Although the price of a resource can be regarded as a measure of its scarcity and societal value, it
reflects more than just that. Prices are also influenced by the structure of particular economic markets,
national social conditions reflected in labor cost, the power of mining companies with a monopoly,
the costs of identifying new reserves, etc. For these reasons, prices of resources do not seem to be an
appropriate indicator of depletion.
A depletion indicator could also be based on the various unique functions that resources can
fulfill in materials and products. When trying to assess the availability of possible resources one
would like to take into account possibilities for substitution. Oers et al. [15] undertook a preliminary
exploration of taking substitution possibilities into account. However, elements and compounds may
have very different potential functions, and possible shifts in potential functions in the future are
very difficult to anticipate. Hence, it was concluded at the time that including substitution was not
feasible in a characterization model for resource depletion. An exception was made for fossil energy
carriers, as they were assumed to be fully interchangeable, particularly regarding their energy carrier
function. It was therefore suggested to define a separate impact category for fossil fuels, based on their
similar function as energy carriers [15]. However, this recommendation was not yet implemented in
the baseline characterization factors described in the Dutch LCA Handbook [16].
Guinée and Heijungs [3] decided to base the characterization model for abiotic resource depletion
on physical data on reserves and annual de-accumulation, with de-accumulation defined as the annual
production (e.g., in kg/yr) minus the annual regeneration (e.g., in kg/yr) of a resource, the latter of
which was assumed to be zero. In addition to this, Oers et al. decided that the implementation of
substitution options (which touches upon issues of scarcity and criticality) was not (or not yet) feasible
within LCA [15].
2.1.3. Definition of Availability and Natural Stocks Versus Stocks in the Economy
When assessing the availability of resources one can use the concept of availability in a narrow
or a broad sense. Availability in the narrow sense focuses on the extraction of the resource from the
stock in the environment, the primary extraction medium, whereas availability in the broad sense
focuses on the presence of resources in stocks in the environment as well as the economy (geo- and
anthropospheres).
Ideally based on the definition of the depletion of abiotic resources, the available resource should
encompass both natural stocks and stocks in the economy. The criterion for depletion of the resource is
whether the resource derived from the environment is still present and (easily) available in the stocks
of materials in the economy. After all, as long as resources are still available in the economic stock after
extraction, there is no depletion problem.
Guinée and Heijungs [3] and Oers et al. [15] decided to adopt the narrow definition of availability,
while recognizing that, eventually, a broad sense definition would be preferable, assuming that it
would be possible and practically feasible to define a proper indicator for this and that the necessary
data would be available. The Discussion section below briefly introduces a preview of a possible
new approach.
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2.1.4. Types of Reserves and Definitions
Estimates of the amounts of resources (elements, minerals, fuels) available for future generations
depend on the definition of reserve that is used. When talking about the reserves of resources
there might be confusion about the type of reserve being considered. The LCIA and geological
community do not use the same definitions as traditionally used by leading geological institutions.
Drielsma et al. [18] have compared the definitions as used by the Committee for Mineral Reserves
International Reporting Standards (CRIRSCO) with definitions of reserves as used in the ADP [15]
(Table 1). For better communication between both communities in the future the terminology of
resources and reserves should be harmonized. Within the geological community the institutions
are currently converging towards the CRIRSCO definitions. It seems logical that within the LCIA
community the same terminology and definitions will be adopted.
Table 1. Types of reserves and definitions.
Terminology Definition
Oers et al. [15] Drielsma et al. [19] A Resource/Reserve Classification for Minerals, USGS [3,20,21].
ultimate reserve crustal content
The quantity of a resource (like a chemical element or compound) that
is ultimately available, estimated by multiplying the average natural
concentration of the resource in the primary extraction media (e.g.,
the earth’s crust) by the mass or volume of these media (e.g., the mass





Those reserves that can ultimately be technically extracted may be
termed the “ultimately extractable reserves”. This ultimately
extractable reserve (“extractable global resource”) is situated
somewhere between the ultimate reserve and the reserve base [20,21].
reserve base mineral resource
Part of an identified resource that meets specified minimum physical
and chemical criteria relating to current mining practice. The reserve
base may encompass those parts of the resources that have a
reasonable potential for becoming economically available within
planning horizons beyond those that assume proven technology and
current economics. The reserve base includes those resources that are
currently economic (reserves) or marginally economic (marginal
reserves), and some of those that are currently subeconomic
(subeconomic resources) (for further definitions see the original
references) [20,21].
economic reserve mineral reserve The part of the natural reserve base which can be economicallyextracted at the time of determination [20,21].
The disadvantage of the “reserve base” and “economic reserve” is that estimating the size of
the reserve involves a variety of technical and economic considerations not directly related to the
environmental problem of resource depletion. The estimates, however, are relatively certain, as they
are based on present practice while, on the other hand, they are highly unstable as they continuously
change over time. In contrast, the “ultimately extractable reserve” is more directly related to the
environmental problem of resource depletion, and relatively stable over time. However, it is highly
uncertain how much of the scattered concentrations of elements and compounds will eventually
become available, as technical and economic developments in the far future are unpredictable.
The ultimate reserve and ultimately extractable reserve are expected to differ substantially.
However, data on the ultimately extractable reserve are unavailable and will never be exactly known
because of their dependence on future technological developments. Nevertheless, one might assume
that the “ultimate reserve” is a proxy for the “ultimately extractable reserve”, implicitly assuming that
the ratio between the ultimately extractable reserve and the ultimate reserve is equal for all resource
types. In reality this will not be the case, because the concentration-presence-distribution (see Figure 1)
of different resources will most likely be different [15]. Hence, there is insufficient information to
decide which of these reserves gives the best indication of the ultimately extractable reserve. Whilst
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we acknowledge some authors propose a mineralogical barrier as described by Skinner [22] this has
not been considered in the research.
Guinée and Heijungs [3] and Oers et al. [15] adopted the “ultimate reserve” as the presumably
best proxy for the “ultimately extractable reserve” in their characterization model for abiotic resource
depletion. They recommended that alternative indicators be used for a sensitivity analysis, like the
“reserve base”, and to a lesser extent the “economic reserve”.






























Figure 1. Concentration-presence-distribution of several theoretical resources in the Earth’s crust.
The average Earth crust thickness is assumed to be 17 km. The Earth crust surface is assumed to be
5.14 ˆ 1014 m2. The average earth crust density is 2670 kg¨ m´3. The ultimate reserve of a resource is
the surface area enclosed by the curve. The size of the other estimates of the reserves is given by the
surface area enclosed by the curve and the given secant with the x-axis [15].
2.1.5. Equations for Characterization Factors
Based on all the choices described above, the characterization model can be described.
The haracterization model is a function of natural reserves (stocks/deposits in the environment)
of the abiotic resources combined with their rates of extraction (see Equation (2)). The method has
been made operational for many elements and fossil fuels (actually: the energy content of fossil fuels).
The natural reserves of these resources are based on “ultimate reserves”; that is, on concentrations of
the elements and fossil carbon in the Earth’s crust.
The characterization factor is the abiotic depletion potential (ADP). This factor is derived for each
extraction of elements and fossil fuels and is a relative measure, with the depletion of the element
antimony as a reference (see Equation (2)).
In accordance with the general structure of the LCIA, the impact category indicator result for the
impact category of “abiotic depletion” is calculated by multiplying LCI results, extractions of elements
and fossil fuels (in kg) by the characterization factors (ADPs in kg antimony equivalents/kg extraction,
The choice of the reference substance is arbitrary. Choosing another reference will not change the
relative sizes of the characterization factors. Antimony was chosen as a reference substance because
it is the first element in the alphabet for which a complete set of necessary data (extraction rate and
ultimate reserve) is available, and aggregating the results of these multiplications in one score to obtain
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where,
ADPi: abiotic depletion potential of resource i (kg antimony equivalents/kg of resource i);
mi: quantity of resource i extracted (kg);
Ri: ultimate reserve of resource i (kg);
DRi: extraction rate of resource i (kg¨ yr´1) (regeneration is assumed to be zero);
Rre f : ultimate reserve of the reference resource, antimony (kg);
DRre f : extraction rate of the reference resource, Rref (kg¨ yr´1).
The first operational set of ADPs was developed by Guinée [3]. In 2002, these ADPs were updated
by Oers et al. [15]. This update included new extraction rates (DRs) of resources for the base year 1999.
To facilitate sensitivity analysis, alternative ADPs were developed based on different definitions of
reserves, viz. economic reserve, reserve base and ultimate reserve. Oers et al. [15] adjusted the ADPs
of fossil fuels and defined a separate impact category for fossil fuels based on the assumption that
fossil fuels are mutually substitutable as energy carriers. However, in the LCA handbook [16], fossil
fuels and elements were still considered to be part of one impact category, “abiotic resource depletion”.
The split into two separate impact categories was implemented in 2009.
2.2. Developments after 2002
Since 2002, the ADPs have been reported in a spreadsheet together with characterization factors for
other impact categories. The Centrum voor Milieuwetenschappen Leiden Impact Assessment (CMLIA)
spreadsheet with impact assessment factors as recommended by the Dutch LCA Handbook [16] can be
downloaded from the CMLIA website [23].
2.2.1. Update of Impact Categories by CML: Impact Category of “Abiotic Resource Depletion” Split
into Two Separate Impact Categories
In 2009, the impact category of “abiotic resource depletion” was split into two separate
impact categories:
‚ “abiotic resource depletion—elements”; and
‚ “abiotic resource depletion—fossil fuels”.
The impact category for elements is a heterogeneous group, consisting of elements and compounds
with a variety of functions (all functions being considered of equal importance). The resources in the
impact category of fossil fuels are fuels like oil, natural gas, and coal, which are all energy carriers and
assumed to be mutually substitutable. As a consequence, the stock of the fossil fuels is formed by the
total amount of fossil fuels, expressed in Megajoules (MJ).
Despite the fact that uranium is also an energy carrier, the extraction of uranium is classified under
the impact category of “abiotic resource depletion—elements” and not together with the fossil fuels,
under the impact category of “abiotic resource depletion—energy carriers”. Uranium and fossil fuels
also have other applications besides “energy carrier”. Fossil fuels are considered to be interchangeable
for these other applications, like the production of plastics, while uranium is not. However, one might
argue that the largest application of both fossil fuels and uranium is that of an energy carrier, and for
this reason they should be classified under the same impact category. Future versions of the CMLIA
might be adapted accordingly.
2.2.2. Update of ADP Values by CML
In 2009, the ADPs reported in the Dutch Handbook on LCA [16], based on Guinée [3], were
updated using the ADPs reported by Oers et al. [15] (R and DR data based on 1999 data). Since 2009,
the basic data underlying the ADPs and, thus, the ADPs themselves, have not been updated anymore.
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2.2.3. Update of R and DR Values by Others
Some new DR and R data have been reported by Frischknecht et al. [24]. However, ADPs derived
from these data have not been implemented in the CMLIA spreadsheet.
Until 2010, the US Geological Survey (USGS) [20] reported the extraction rates, (economic) reserve,
and reserve base data for many resources on an annual basis. However, the reserve base data have no
longer been reported since 2010.
3. Discussion and Possible New Approaches in Abiotic Resource Depletion in CMLIA
3.1. Depletion, Scarcity, and Criticality
When trying to assess the “sustainability” of the use of resources by society, different definitions
of the problem of the resource use are used in terms of depletion, scarcity, and criticality.
Depletion of a resource means that its presence on Earth is reduced. This refers to geological
(or natural) stocks. Scarcity of a resource means that the amount available for use is, or will soon be,
insufficient (“demand higher than supply flow”). Criticality of a resource means that it is scarce and, at
the same time, essential for today’s society. In addition to environmental aspects, criticality assessment
often also considers economic, social, and geopolitical issues [9].
Interest in natural resources has recently increased, due to the growing interest in policies
to ensure the security of supply of critical metals like tantalum, indium, neodymium, etc. [10,11].
It should be noted, however, that this assessment of the criticality of metals is often based on
more criteria than environmental issues alone. The criticality of a metal is based on a mixture of
environmental, geopolitical, social, and economic considerations. Furthermore, the criticality debate
does not necessarily take into account the cradle-to-grave chain perspective; it often only focuses on a
supply of elements at the company or national economy level.
It is our opinion that the environmental impact assessment of LCA should not strive to take into
account all these different aspects of criticality assessment, i.e., environment, economy, and social aspects.
They may be part of a broader life cycle sustainability assessment (LCSA), but even then a general
approach will be difficult, as many of the criticality aspects are highly time- and region-dependent and
even differ for different stakeholders. LCSA is a framework for (cradle-to grave) system analysis which,
besides environmental aspects, may also focus on economic and social issues [25,26]. However, the impact
categories for “abiotic resource depletion” only deal with the environmental pillar of the sustainability
assessment, and the indicator is based on the problem of depletion only.
3.2. Ultimate Reserve, Reserve Base, and Economic Reserve
The ADPs developed by Guinée [3] and Oers et al. [15] are based on ultimate reserves as
calculated from the average element concentrations in the Earth’s crust [27] assuming a crust mass of
2.31 ˆ 1022 kg (average depth of the earth’s crust (m): 17,000; average density (kg/m3): 2670; surface
of the Earth (m2): 5.1 ˆ 1014) [3].
Drielsma et al. [19] stated that “crustal content” (a synonym of ultimate reserve) is a stable,
comprehensive dataset that can be used to derive a physical estimate of resource depletion for abiotic
resources. They base this conclusion on a study by Rudnick and Gao [28], which compared several
studies done since the initial study by Clarke and Washington [29] on estimates for the total stock of
resources. The study by Rudnick and Gao [28] provided updated figures on crustal content that can be
used for updated ADPs based on ultimate reserves.
Given the fact that estimates of economic reserves are far less stable due to technological changes
and economic developments, and that reserve base data are no longer provided by USGS [20], the use
of “ultimate reserves” as a basis for the calculation of ADPs seems justified and confirmed.
We, therefore, argued here that the ILCD-recommended characterization model for abiotic
resource depletion [12] based on Oers et al. [15] should be readjusted to the original reserve definition,
involving ultimate reserve, instead of reserve base.
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3.3. Availability in the Broad Sense, ADP Based on Stocks in Environment and Economy
Resources are not only produced from natural resource supplies, but are also recycled from
the growing amount of stocks in the economy and wastes (“urban stocks”). Should these stocks of
materials in the economy, which can potentially be recycled, be included when estimating the total
amount of available resources? In other words, should the reserve be based on the natural reserve only
or also on the reserve in the economy?
As discussed above, resources fulfill specific unique functions in materials and products.
Theoretically, there is no depletion problem as long as the resource after extraction is still available in
the economic stock. As a consequence, resource availability should encompass both natural stocks and
stocks in the economy [15].
Schneider et al. [30] made preliminary attempts to derive ADPs based on stocks in both the
economy and the environment, the so-called anthropogenic stock-extended abiotic depletion potential
(AADP). Their first results emphasize the relevance of anthropogenic stocks for the assessment of
abiotic resource depletion. However, a larger set of characterization factors and further research
are needed to verify the applicability of the concept within LCA practice. [30]. The AADPs were
updated in 2015, including an approach to the estimation of the ultimately extractable reserves from
the environment. The update resulted in 35 operational AADPs [31]. However, gathering information
on anthropogenic stocks still remains a challenge.
The problem could therefore be redefined as follows: abiotic resource depletion is the decrease in
the availability of resources, both in the environment and the economy.
3.4. Emissions from Economic Stocks and Processes as an Indicator of Dilution
If we adopt the broader definition of reserve described above, the de-accumulation parameter
“DR” in the ADP equation becomes meaningless. After all, the extraction (DR) of resources from
environmental sources for use in the economy is just a shift from environmental stock to economic
stock. Thus, when redefining the reserve parameter (R) in the ADP model, the other parameter in the
model, the “extraction rate” (DR) should also be redefined.
As originally suggested by Oers et al [15], the emission of resources to the environment, instead of
the extraction rate, might be a promising parameter for use in the characterization model. Oers et al. [15]
suggested that the loss of resources from economic processes and stocks due to emissions of elements and
compounds to air, water, and soil can be used as a measure of the dilution of resources. The argumentation
is that when environmental and economic stocks are regarded as a total reserve of resources, the problem
of depletion is in fact a dilution problem (see Figure 2). The assumption is that the resources that are
emitted to the environment are too diffuse to be ultimately extractable and, thus, are not part of the
ultimately extractable reserve. Hence, abiotic resource depletion can also be redefined as a problem of
dilution of resources; that is, a reduction of concentrated reserves of resources.
Frischknecht (in: Vadenbo et al. [7]) also suggested focusing on the role of borrowing and
dissipative resource use in impact assessment of abiotic resources. Material resources on Earth cannot
be lost (unless converted into energy or lost into space) but might be dispersed. The impact assessment
factors derived by Frischknecht are still based on the original ADP model (using environmental
reserves only), but extraction rates are applied to the dissipative use of resources, which is defined as
the difference between the amounts of resources extracted and recycled, i.e., the aggregated amount
lost during manufacture, use, and end-of-life treatment. This new concept of assessing the dissipative
use of resources using ADP factors is recommended by the new version of the ecoscarcity method [24].
Oers et al. [15] suggested a different elaboration of the characterization model for the dilution
problem of resources. If depletion of abiotic resources is defined as the dilution of the resources, the
leakage (L) of elements, minerals, and energy (heat) from the economy is suggested as a parameter
for the characterization model, as an alternative to the extraction rate (DR). This leakage of resources
can then be combined with the total reserve of resources in the environment and the economy
(Rtotal = Renv + Rec) into a new characterization model for the dilution of abiotic resources. This new
45
Resources 2016, 5, 16
model can still use the original ADP equation, but the parameter extraction rate (DR) is replaced by
Leakage (L), and the reserve parameter (R) refers to reserves in both the economy and the environment.
Making these new characterization factors operational requires an estimation of stocks of elements
in the economy and the total emissions of elements to the environment in the world. A preliminary
approach to estimating these stocks can be based on the method and data described by Schneider [30,31]
and the United Nations Environment Program (UNEP) (stocks per capita) [9]. The total emissions in
the world can be based on the inventories made to derive normalization factors, as in the work by
Wegener Sleeswijk et al. [32].
The result for the impact category of “abiotic resource dilution” can then be calculated by
multiplying the emission, instead of extraction, of elements (in kg) by the characterization factors
(ADPs in kg antimony equivalents/kg emission) and by aggregating the results of these multiplications


























Figure 2. Relevant parameters for the abiotic resource depletion model, reserves in economy and
environment and annual extraction or emission of the resource (adapted from [15]).
4. Conclusions
It is impossible to define one correct method for assessing the problem of depletion of abiotic
resources, since the choice of relevant parameters that make up the model will depend on the problem
definition, and the correctness of the parameters cannot be verified empirically.
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However, the definition of the problem and the choices made to define the characterization model
will result in different sets of characterizations.
The model of abiotic resource depletion as defined in the ADP [3,15] is a function of the annual
extraction rate and geological reserve of a resource.
In the model as presently defined, the ultimate reserve is considered the best estimate of the
ultimately extractable reserve and also the most stable parameter for the reserve parameter. However,
data for this parameter will by definition never be available. As a proxy, we suggest the ultimate
reserve (crustal content).
Extraction rates and reserves are regularly updated by USGS [19], partly as a result of changes
in technology and new insights. As a consequence, characterization factors should also be regularly
updated, but this is unfortunately no longer being done.
The impact category of abiotic resource depletion as defined by CML [3,15] comprises only the
depletion of environmental resources. Criticality of resources is not part of the problem definition.
We recommend not including criticality in environmental LCA, as it deals with more than just
environmental aspects. It could be included in the broader LCSA framework, which also tries to
incorporate economic and social assessment into life cycle thinking.
A possible new development for the characterization model defined by Oers et al. [15] is the
redefinition of resource depletion as a dilution problem. This implies the inclusion of reserves in the
economy into the reserve parameter and using leakage from the economy, instead of extraction rate, as
a dilution parameter. However, this idea remains to be worked out, and no operational characterization
factors are as yet available.
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AADP anthropogenic stock extended abiotic depletion potential
ADP abiotic depletion potential
CML Centrum voor Milieuwetenschappen Universiteit Leiden (Institute of Environmental
Sciences, Leiden University)
CMLIA Centrum voor Milieuwetenschappen Universiteit Leiden Impact Assessment
CRIRSCO Committee for Mineral Reserves International Reporting Standards
DR extraction rate of resource, originally defined as annual de-accumulation, with
de-accumulation defined as the annual extraction (e.g., in kg/yr) minus the annual
regeneration (e.g., in kg/yr) of a resource, the latter of which is assumed to be zero
ILCD International Reference Life Cycle Data System
LCA life cycle assessment
LCIA life cycle impact assessment
LCSA life cycle sustainability assessment
PEF product environmental footprint
R reserve of resource
SETAC Society of Environmental Toxicology and Chemistry
UNEP United Nations Environment Program
USGS United States Geological Survey
WIA Working Group on Life Cycle Impact Assessment
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Abstract: Intensified mineral consumption and reserve depletion means that it is becoming
increasingly important for policymakers to account for and manage national mineral capital. Exergy
replacement costs (ERC), an indicator based on the second law of thermodynamics, provides a
physical value of mineral loss. When only a unit mass analysis is used, the role of scarcer minerals,
such as gold, is obscured. ERC can identify those minerals which are most critical and more difficult
to re-concentrate. This paper compares the mineral depletion of that of Colombia and Spain for 2011,
both in mass and ERC terms. The Colombian mineral balance for that year is predominately based on
fossil fuel extraction and exports, whilst Spain produced industrial minerals but relied heavily upon
metals and fossil fuel imports. Using exergy replacement costs, an economic analysis was carried out
to determine the impact of mineral extraction, in monetary terms, should the cost of re-concentrating
such minerals be taken into account. In 2011, the GDP derived from the extractive sectors of either
country did not compensate the mineral resource loss, meaning that mineral patrimony is not being
properly evaluated.
Keywords: exergy analysis; exergy replacement costs; domestic material consumption; assessment of
mineral trade; foreign dependency
1. Introduction
Mineral resource depletion and mineral capital management are critical issues that need to be
addressed objectively and efficiently on an international scale across disciplines and professions.
According to Krausmann et al. [1] the global total of material extraction has multiplied eightfold since
the beginning of the 20th century. The highest increase corresponds to construction minerals and
ore/industrial minerals, which grew by a factor of 34 and 27, respectively. In the European Union,
domestic material consumption (DMC) is the main flow indicator within material flow accounting
(MFA), a system which quantifies extractive activities in tonnes [2]. DMC measures the annual amount
of raw materials extracted nationally, plus imports minus exports. A related concept is domestic
extraction which considers the annual amount of raw materials (except water and air), extracted on a
national level. The ratio between domestic extraction (DE) and DMC may be used to indicate national
dependence on mineral extraction and trade, hence why Weisz et al. [3] refer to it as a “domestic
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resource dependency” ratio. One way to complement this ratio is through exergy replacement costs
(ERC) [4].
ERC quantitatively evaluate the effort, or useful energy, needed to re-concentrate extracted mineral
wealth with current best available technology. ERC depend on the mineral’s composition, a deposit’s
average ore grade and the energy intensity of the mining and beneficiation process. Consequently,
scarcer minerals, such as gold or mercury, carry more weight in this non-conventional accounting
process, than the common minerals of, say, limestone or phosphate rock. This is useful because mass,
the predominate measure of resource extraction, and used in the DMC, does not take quality into
consideration and is thus not robust enough to properly assess the loss of mineral capital. The quality
of a mineral deposit is a key consideration when it comes to evaluating sustainable development,
specifically in terms of mineral scarcity and criticality. Quality and not just quantity measurements,
translate into a more reliable set of results from which national and international policymakers can
improve sustainable assessments and make informed decisions. These themes are currently under
discussion and of foremost importance in various States [5–7].
2. Methodology
Using a thermoeconomic approach, via the unit exergy and more specifically ERC, the authors
undertake a comparative case study between an exporting (Colombia) and importing (Spain) country
to assess the effect trade has on their respective mineral capital. Exergy, and specifically, its application
in the novel thermoeconomic branch of Physical Geonomics, first introduced by Valero [8], is one
method that can, through its objective measure of quality, permit a more rigorous data analysis of
mineral depletion. Exergy has been traditionally used to quantitatively measure any energy, such
as heat, in terms of its pure forms (mechanical work or electricity) and may be used as an efficiency
gauge which states the maximum amount of work that can be obtained when a system is brought
to equilibrium with the surrounding environment. This is because, from a physical perspective, and
according to the Second Law of Thermodynamics, energy is always conserved at the expense of exergy,
which is always destroyed, unless the process is 100 percent reversible. In the same way, exergy can be
used to assess the quality of material flows such as mineral resources [9,10].
The mineral capital assessment is accomplished through ERC, on the basis that the greater the
difference between the concentration of a randomly dispersed mineral in the Earth’s crust (xc) to
that in an accumulation that could be mined (xm), the greater the exergy registered. This in turn
explains why the exergy (and energy) consumed in mining increases exponentially, tending towards
infinity, as concentration and particle size decreases. The key to making an exergy analysis suitable
for any abiotic resource evaluation—that of minerals as well as water—is the appropriateness of the
chosen reference point. Reference baselines that could be used include the conventional Reference
Environment [11] or the commercially dead planet, Thanatia [12]. The former is commonly used
to assess the chemical exergy of elements. However, it is rejected in this instance because it does
not consider the exergy required to recuperate minerals in terms of their crustal concentration. The
baseline reference employed in this paper is that of Thanatia because it can be used to give an estimate
of the Earth’s current level of degradation, since it includes a list of minerals with their respective
concentrations in the crust [13,14]. The latter constitutes the lower ore grade limit. Taking this into









where xi is the concentration of substance i, R is the gas constant (8.314 J/molK) and T0 is the reference
temperature (298.15 K). Note, this formula is only valid for ideal gas mixtures and when no chemical
cohesion among the substances exists. It is valid for solid mixtures.
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The difference obtained between the concentration exergies of a mineral concentration in a mineral
deposit (xm) and that of average concentration in the Earth’s crust, i.e., Thanatia (xc) is the minimum
amount of energy that Nature had to spend to concentrate the minerals in a deposit (Equation (2)).
Δbc = bc(x = xc)− bc(x = xm) (2)
The exergy replacement costs (b*) are calculated as follows (Equation (3)):
b* = k(xc)·Δb(xc → xm) (3)
where k is a dimensionless variable that represents the unit exergy cost of a mineral, defined as the
ratio between the energy invested in the real obtaining process for mining and concentrating the
mineral, and the minimum theoretical energy required if the process from the ore to the final product
was reversible. Therefore, k is a measure of the irreversibility of man-made processes and amplifies
maximum exergy by a factor of ten to several thousand times, depending on the commodity analyzed.
Another way to understand the relevance of mineral capital losses, caused by domestic extraction,
is to convert exergy replacement costs into money, through current energy prices. Together with the
DMC ratio, of Equation (4), the impact that economic costs associated with mineral depletion may
have on GDP and sustainable development can be assessed.
DMC ratio =
domestic extaction (DE)
extraction + imports – exports
(4)
Note that Equation (4) can be calculated in terms of mass or exergy units, and DE can be replaced
with import or export flows to evaluate their respective ratios.
The monetary cost of reversing the extractive process using current energy quantities and prices,
can be represented in Equation (5):
Monetary costs o f ERC = b∗ · p (5)
where, p corresponds to the national or world market price of the total amount of energy, from a
given source (coal, oil, gas, electricity), required to reverse the mining and beneficiation process and
effectively place a mineral back into its original deposit, using current best available technology.
In the case of fossil fuels, economic costs can be directly calculated using their corresponding
market prices of the year under consideration. The prices used are the price per barrel in the case of oil,
the UK Heren NBP Index price for natural gas and the Northwest Europe marker price for coal [15,16].
For non-fuel minerals the authors considered a range. The lower boundary is calculated assuming
that coal is used to re-concentrate mineral capital. The upper boundary calculates with electricity.
Electricity prices were obtained from the national statistics services of both respective countries.
The minerals considered are presented in Table 1. The detailed methodology for obtaining the
non-fuel mineral data, included in this table, is described in [17]. In the case of fossil fuels, since once
they are consumed and burned they cannot be replaced, their exergy content corresponds to their high
heating values [18].
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Aluminium Gibbsite 627.3 X
Antimony Stibnite 474.5 X
Arsenic Arsenopyrite 399.8 X
Bismuth Bismuthinite 489.2 X
Cadmium Greenockite 5898.4 X
Chromium Chromite 4.5 X
Cobalt Linaeite 10871.9 X
Copper Chalcopyrite 110.4 X X
Fluorspar Fluorite 182.7 X
Gold Native gold 583668.4 X X
Gypsum Gypsum 15.4 X
Iron ore Hematite 17.8 X X
Lead Galena 36.6 X
Limestone Calcite 2.6 X X
Lithium Li in brines 545.8 X
Manganese Pyrolusite 15.6 X
Mercury Cinnabar 28,298.0 X
Molybdenum Molybdenite 907.9 X
Nickel Pentlandite 761.0 X X
Phosphate rock Fluorapatite 0.4 X
Potassium Sylvite 1224.2 X
Silicon Quartz 0.7 X
Silver Argentite 7371.4 X X
Sodium Halite 44.1 X
Tin Cassiterite 426.4 X
Titanium Ilmenite 4.5 X
Uranium Uraninite 901.4 X
Wolfram Scheelite 7429.3 X
Zinc Sphalerite 24.8 X
Zirconium Zircon 654.4 X
Fossil fuels
Coal 24.3–31.6 X X
Natural Gas 39.4 X X
Oil 44.0–46.3 X X
Data categories include the following: mineral capital loss includes extraction, imports, exports
and recycling for 2011, as a common reference year [19,20].
Colombian data is taken predominately from the Colombian Mining Information System (SIMCO)
and Ministry of Mines and Energy (Ministerio de Minas y Energía). Copper recycling was taken from
the National Register for the Generation of Hazardous Waste (Registro Nacional de Generadores de
Residuos Peligrosos). For Spain, the data comes from the Ministry of Industry, Energy and Tourism of
Spain (Ministerio de Industria, Energía y Turismo) and Spanish Statistical Office (Instituto Nacional
de Estadística) The import/export information was taken from the Chamber of Commerce (Cámara
de Comercio). Spanish mineral recycling rates were obtained from a report published by the United
Nations Environment Programme [21]. United States Geological Survey (U.S.G.S.) statistics were used
as supplementary information for both Colombia and Spain [22,23].
The input and output flows were represented in a Sankey diagram to support visual
understanding. Note, even though recycling can be considered both an input and an output, such
flows, in this case, were considered only as an output, given that the analysis is carried out for a single
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year and subsequently it is not logical to assume that the amount recycled in that year was produced
that same year.
3. Colombian and Spanish Mineral Resources
3.1. Colombia
In 2011, 40% of Colombian land had either been licensed or solicited for mining concessions [24].
Colombia represented the fifth largest economy in Latin America in 2011 [25]. In addition, 11.3% of the
GDP corresponded to the mining sector; mineral export specifically, in monetary value, accounted for
55% of the country’s total exported goods in 2011 [26].
According to British Petroleum [16], Colombian proven reserves of oil and natural gas both
represent 0.1% respectively of the global reserves. Proven coal reserves, meanwhile, correspond to
0.8%. In 2011, Colombia was the number one coal producer in Latin America, the tenth producer of
coal globally and the fourth largest thermal coal exporter [22].
Regarding non-fuel minerals, the country is the number one producer of emeralds in the world,
the number one producer of nickel and coal in South America, the only producer of platinum of Latin
America and the tenth largest producer of gold in the world. In 2011, non-fuel mineral production
was led by limestone (97%) and iron (1.2%) followed by nickel, copper, gold, silver and platinum
(accounting for 0.9% in total) [27].
3.2. Spain
In 2011, Spain was the third global producer of gypsum and the sixth producer of fluorspar and
Spain’s mining and mineral processing industries contributed to 0.8% of Spain’s GDP [23].
According to British Petroleum [16], the country does not have proven reserves of oil nor natural
gas but does have 530 million tonnes of coal reserves, equivalent to less than 0.1% of world coal
reserves. Spain has an almost negligible extraction of natural gas and oil, leaving coal as the most
important fuel. In 2011, approximately 6.7 million tonnes of anthracite, bituminous and subbituminous
coal were extracted.
The highest level of extraction of any mineral is that of limestone, with 129.6 million tonnes
extracted in 2011, a significant amount when compared to the 7.8 million tonnes of gypsum extracted
that same year [28]. Regarding metals, there are still some mines, in the northern and eastern zones of
the country that extract copper, gold, lead, silver and zinc.
4. Comparative Case Studies: Colombia and Spain
Colombia is investigated due to the national and global developments occurring in its extractive
industry and its desire to export. Mining and hydrocarbons form an important part of the drive for
development, evidenced by the government’s vision to become a mining nation by 2019 [29]. Spain
was selected following a general analysis of European Union mineral trade, where it was shown be an
average and representative importing and consuming Member State [30].
4.1. Analysis in Unit Tonnes
4.1.1. Colombia
As seen in Figure 1A, Colombian production and export predominate over imports, recycling
and consumption. Fossil fuel extraction represents 91.2% of the total. Limestone is the second most
extracted mineral, accounting for 8.6%, and contributing, albeit in small quantities, to the export
market. The remainder (0.2%) corresponds to iron, nickel, copper, gold, silver and PGM (platinum
group metals). Fossil fuel imports represent less than 0.01% of the total mineral balance whilst the
contribution of recycling is almost negligible.
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Figure 1B is obtained upon removing both fossil fuels and limestone data from Figure 1A. It is
subsequently much easier to see that there is an appreciable consumption of iron and that nickel is the
most important exported metallic mineral. Even when fossil fuels and limestone are removed from the
Sankey diagram, copper, gold, PGM and silver production is still not large enough to register.
4.1.2. Spain
Figure 1C is the graphical representation of the Spanish mineral balance. Limestone predominates
over the rest of the materials, representing 86%, in mass terms, of the total fuel and non-fuel mineral
production. Imports represent 19.3% of the global mineral balance, and correspond to that of oil,
natural gas and aluminium. Recycling and exports do not play a significant role, accounting for
only 2.6% between them. If, as before with Colombia, data related to fossil fuels and limestone
is removed from Figure 1C, to create Figure 1D, gypsum, salt, potash and feldspar were the most
extracted substances in 2011. Gypsum remains one of the most extracted and exported substances in
the country, although a little more than half of the production is consumed domestically. Metals, such
as aluminium, iron, copper and zinc, are imported.
Figure 1. Sankey diagrams representing mineral balance for the year 2011 expressed in tonnes. (A)
Colombian mineral balance; (B) Colombian mineral balance without fossil fuels and limestone; (C)
Spanish mineral balance; (D) Spanish mineral balance without fossil fuels and limestone.
4.2. Comparative Analysis in Exergy Replacement Costs
4.2.1. Colombia
If the 2011 mineral balance is represented, not in mass, but instead in ERC terms (Figure 2A), oil
and coal remain the most important Colombian commodities. Oil extraction, measured in percentage
mass represents 31.1% of the total. This percentage increases to 43.3%, if oil extraction is measured
using exergy replacement costs. The same thing happens for gas extraction (going from 4.6% to 7.2%),
and coal extraction changes too (going from 55.4% to 47.6%). Exports, for their part, correspond to 73%
of all mineral resources mined nationally.
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Figure 2. Sankey diagrams representing mineral balance for 2011 expressed in exergy replacement
costs. (A) Colombian mineral balance; (B) Colombian mineral balance without fossil fuels; (C) Spanish
mineral balance; (D) Spanish mineral balance without fossil fuels and limestone.
If fossil fuel data are discarded from the Sankey diagram (to create Figure 2B), the iron or
nickel that played an important role in unit mass, become less relevant when considered in exergy
replacement terms. Gold, almost exclusively extracted for the export market, occupies a much more
significant position. Its mass is almost negligible, but its exergy replacement cost constitutes 35.3% of
the total, as it requires more energy intensive processes, and thus is more difficult, to concentrate (or
re-concentrate) than say limestone, iron or copper. Comparing the average energy intensity of copper
and gold, in the former it is 22.2 GJ per tonne, and, in the case of gold, it is 143 GJ per kilo [31,32]. The
importance of limestone extraction thus decreases. It contributed to 97.7% of the non-fuel mineral
mass balance but only 37.8% of the exergy replacement costs. This is caused by the predominance of
fossil fuel extraction and export, which masks the relevance of other minerals. If fossil fuel data are
removed from the Colombian mineral balance, 0.21% of the total comes from imports, when expressed
in tonnes, and 17.58 % when presented as exergy replacement costs. Iron is the most imported metal.
4.2.2. Spain
The significance of both oil and gas imports is identical, whether expressed as exergy replacement
costs (Figure 2C) or mass (Figure 1C). The most striking variation corresponds to limestone. Limestone
extraction measured 86% of the total domestic extraction in mass units but decreases to 23% when
using exergy replacement costs. Exports correspond to 23% of the total output minerals. Potash,
gypsum and salt (halite) are the most exported commodities.
Aluminium, which has the highest level of import and consumption of any metal in Spain,
experiences a notable difference. In terms of percentage in tonnes, it contributed little. Represented
through exergy replacement costs, however, and aluminium accounts for 32% of the total import. If, as
before, fossil fuels and limestone data are removed from the scenario (Figure 2D), the role of potash
and halite in national production and export becomes more apparent.
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A summary of the percentage total in mass terms and in exergy replacement costs of production,
imports, exports, recycling and consumption for both countries can be found in the Table 2.
Table 2. Percentages for production, imports, exports, recycling and consumption. 2011 data expressed






Spain (mass) Spain (ERC)
Inputs Production 99.98 99.60 61.42 18.92
Imports 0.02 0.40 35.58 81.08
Outputs
Exports 71.57 72.37 8.80 23.01
Recycling <0.01 0.08 1.65 10.02
Consumption
(P+I-E-R) 28.42 27.55 89.54 66.97
In both countries, mineral recycling is extremely low, accounting for less than 0.01% and 1.65% in
Colombia and Spain respectively in mass terms. Comparing the mineral balance in mass terms, one
can see that the Colombian economy is one of export (71.57%). In 2011, 3.9% of its total exports went
to Spain. In the period January to December, Spanish imports of Colombian minerals increased by
204.4%, mainly due to fuels and their derived products [33]. In fact, Spain depends almost entirely on
imported fossil fuel supply and almost everything that is imported or Spanish produced is consumed
within the country’s borders.
On comparing the values in mass and exergy replacement costs terms, it becomes clear that
Colombian net values remain within the same magnitude. For Spain, the difference between mass and
exergy replacement percentages are noticeable, since Spanish mineral imports consist essentially of
those minerals that require highly energy intensive processes to re-concentrate them from a dispersed
state (i.e., Thanatia) back into the original natural deposit (i.e., the condition of mineral’s existence
before having been mined).
4.3. Domestic Mineral Resource Dependency Ratio
For Colombia, the domestic mineral resource dependency ratio (DE/DMC), in the case of non-fuel
minerals, is greater than one, indicating that the country is self-sufficient for the minerals analysed, as
evidenced by Figures 1A and 2A. In the case of I/DMC, Colombia depends on an external supply of
iron, which is subtly identified by the value of exergy replacement costs. For E/DMC, as stated before,
gold and nickel were the main minerals exported, and this higher quality, as opposed to quantity, is
the main characteristic reflected in these results.
In the case of Colombian fossil fuels, the DE/DMC ratio, when mass is used, is high. This is
because, and as aforementioned, Colombia is an exporting country—around 78% of the fossil fuels
extracted in 2011 were sent abroad. The DE/DMC ratio decreases by approximately 20% when
expressed in exergy replacement costs. As shown in Figure 1A, coal has a significant role in Colombian
exports and since all types of coal have lower high heating values than either oil or natural gas, the
total exergy value is lower than when expressed in mass terms.
Since the order of magnitude is noticeable, and in an effort to maintain representativeness in the
results, the data for non-fuel minerals and fuel minerals has been kept separate, as shown in Table 3.
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Table 3. Ratios between domestic extraction and domestic material consumption (DE/DMC), imports
to DMC (I/DMC) and exports to DMC (E/DMC) for Colombia and Spain for the year 2011. Data are





Mass Exergy Mass Exergy Mass Exergy
Colombia
Non-fuel
minerals 1.40 2.14 0.00 0.02 0.01 1.26
Fossil fuels 4.63 3.69 0.00 0.00 3.63 2.69
Spain
Non-fuel
minerals 0.97 0.45 0.10 1.32 0.05 0.54
Fossil fuels 0.08 0.07 0.93 1.13 0.16 0.20
As for Spain, and in the case of non-fuel minerals, when domestic mineral resource dependency
is considered in mass terms, it appears not to depend highly on import (0.97; with one or higher
indicative of a low domestic mineral resource dependency). However, this value reflects the fact that
imported non-fuel minerals are masked, in mass terms, by the sizable quantity of construction minerals
(in terms of tonnes) that Spanish industry provides for its own market demand. Spanish limestone
and gypsum, for example, account for 96.5% of the total.
When domestic mineral resource dependency is calculated using ERC, DE/DMC ratio drops by
slightly less than half (0.45). This, along with the elevated value of the I/DMC ratio in exergy terms,
indicates that Spain relies on scarcer mineral imports, such as those of aluminium, copper or iron.
These minerals have higher exergy replacement costs.
For the export dependency ratio (E/DMC), the most significant 2011 mineral export, in terms of
tonnes, was potash. Given its elevated exergy replacement cost, its role becomes more noticeable when
considered in exergy rather than mass units.
Since Spanish domestic extraction of fossil fuels is almost negligible, the DE/DMC ratio confirms
that Spain depends strongly on external sources, which is also demonstrated by the high I/DMC ratio.
On further analysis, Colombian coal export dependency could present a problem should the
market turn to cleaner fuels. Precious metal demand places great pressure on existing reserves and
could create future development issues. For Spain, the ERC show a high import dependency on
scarcer minerals. The country should either increment domestic production for these minerals or
reduce/adapt the activities that require an intensive use of rarer elements.
4.4. Economic Analysis for Colombian and Spanish Mineral Balance
According to Table 4 and Figure 3, if Colombia was charged with having to re-concentrate those
minerals that it had extracted in 2011, the GDP of $38 billion (USD, 2011 price) generated by its
extractive industries would not cover the ERC monetary equivalent of approximately $56–59 billion
(USD), regardless of the energy source used.
Table 4. Monetary costs associated to the mineral extraction in Colombia and Spain for 2011.
Parameter Colombia Spain
Exergy (total, Mtoe) 121.45 33.77
Monetary costs (billion $) Lower boundary 55.94 7.63
Upper boundary 59.40 29.48
% GDP
Lower boundary 16.67% 0.52%
Upper boundary 17.69% 2.02%
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Figure 3. Monetary equivalent of ERC and GDP generated by the extractive sector for Colombia (A)
and Spain (B) from 2000 to 2012.
For Spain, the contribution of the extractive industry was approximately $11.2 billion (USD). This
is substantially less than the theoretical amount required to re-concentrate the extracted assets, upon
considering the upper boundary. This issue appeared in 2009, as studied by Valero et al. [34] who
discovered that, on average, prices were 39 times lower than what they needed to be in order to reflect
the loss of mineral capital, calculated via exergy replacement costs.
5. Conclusions
A DMC analysis, with exergy replacement costs, makes it possible to evaluate not only the
quantity but the quality of international flows transferred between nations. This allows for a more
complete picture of mineral dependency and sustainable development.
The economic analysis indicates that Colombia would have lost a monetary equivalent of $56 to
$59 billion (USD), if it had to re-concentrate its mineral deposits using energy derived from either coal
or electricity, a figure higher than the Colombian mining sector’s contribution of $38 billion (USD).
Spain’s alleged losses would be considerably lower than Colombia’s but still between $7 and $29
billion (USD). That said, given the Spanish reliance on imports, most of the country’s ERC would be
allocated to Colombia and the other trade partners, which supply the mineral demand beyond Spain’s
own domestic production capabilities.
If exergy replacement costs are considered, the theoretical figures presented in this paper can
link market prices to values that more readily correlate to physical costs. Currently, the fact that the
true cost of mineral resource extraction is not considered in ERC terms means that current rates of
extraction at 2011 prices are not sustainable.
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Abstract: In the evaluation of product life cycles, methods to assess the increase in scarcity of
resources are still under development. Indicators that can express the importance of an increase in
scarcity of metals extracted include surplus ore produced, surplus energy required, and surplus costs
in the mining and the milling stage. Particularly the quantification of surplus costs per unit of metal
extracted as an indicator is still in an early stage of development. Here, we developed a method that
quantifies the surplus cost potential of mining and milling activities per unit of metal extracted, fully
accounting for mine-specific differences in costs. The surplus cost potential indicator is calculated
as the average cost increase resulting from all future metal extractions, as quantified via cumulative
cost-tonnage relationships. We tested the calculation procedure with 12 metals and platinum-group
metals as a separate group. We found that the surplus costs range six orders of magnitude between
the metals included, i.e., between $0.01–$0.02 (iron) and $13,533–$17,098 (rhodium) USD (year 2013)
per kilogram of metal extracted. The choice of the reserve estimate (reserves vs. ultimate recoverable
resource) influenced the surplus costs only to a limited extent, i.e., between a factor of 0.7 and 3.2 for
the metals included. Our results provide a good basis to regularly include surplus cost estimates as
resource scarcity indicator in life cycle assessment.
Keywords: characterization factors; endpoint; life cycle assessment; metals; mining; resource scarcity
1. Introduction
The need for reduction of greenhouse gas emissions will most likely shift energy generation from
fossil fuels to alternative sources of energy such as solar, wind and nuclear power [1]. Renewable
energy production technologies often require significantly more metals in their construction, such as
copper, indium, lead, and molybdenum, compared to fossil energy [2]. It is, therefore, important to
understand the trade-offs in using different types of mineral, metal, and fossil resources. Life cycle
assessment (LCA) is a method that is capable of quantifying trade-offs in terms of potential impacts on
human health, natural environment and natural resources [3]. Particularly, life cycle impact assessment
(LCIA) methods assessing impacts on natural resources are still in an early stage of development [4–6].
Many indicators previously developed for resource use in LCA focused on evaluating the
exhaustion of resources in the earth. Tilton [7] defined this as the fixed stock paradigm, which
implies that resources are limited and will eventually deplete. However, physical availability is most
likely not the main problem as many metals are not destroyed after their use, but their economic
availability is [8–12]. Even though there may be commodities available to mine in the Earth’s crust, the
cost of extraction can be higher than the price consumers are willing to pay [7,9–14]. For fossil resources
the same is observed, with costs being the limiting factor for fossil resource extraction [15]. Since
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costs appear to be the limiting factor for the use of both metal and fossil resources, a resource scarcity
indicator expressed in costs for these resources is considered worthwhile to investigate [11,12,16–19].
The European Commission-Joint Research Centre—Institute for Environment and Sustainability [5]
indicated surplus costs, as explored by the ReCiPe method [20], as a promising indicator to assess
resource use among the existing approaches. However, its application is not yet considered mature for
recommendation [5]. For instance, mining and milling costs per unit of ore extracted were considered
constant across all mines [20]. Surplus costs are defined as the (economic) burden that current
resource extraction puts on future situations. These surplus costs over a long period of time are not
particularly considered in current decision making [10]. This definition closely links up with the focus
on externalities in LCA, i.e., the cost that affects a party who did not choose to incur that cost [21,22].
The quantification of these external costs directly fit into the framework of environmental life cycle
costing (LCC) [23,24].
The goal of this paper was to develop a method that quantifies the surplus cost potential per unit
of metal extracted in the future, fully accounting for co-production and mine-specific differences in
costs. We demonstrated how the method can be applied in practice for 12 metal commodities including
uranium, which is also an energy resource, and platinum-group metals as a group.
2. Methods and Data
2.1. Cause-Effect Pathway
Metals may come from two origins, either from mining or from secondary production, the latter
resulting from waste recovery. The current fraction of secondary production has to be included in
the life cycle inventory and is therefore not considered in the LCIA step. Without technological
development in the mining industry, increased primary metal extraction results in a subsequent
increase in mining and milling costs, as mines with lower operating costs are explored first. The
operating costs account for co-production and are allocated across all mine products in proportion to
their revenue to the mine operator. The average cost increase resulting from all future extraction of
a metal is calculated to arrive at the surplus costs per unit of metal extracted.
2.2. Cumulative Cost-Tonnage Relationships
Following the principle that mining sites with lower costs are the first to be explored, mines
producing a certain metal were sorted by increasing order of costs per metal extracted. Vieira et al. [25]
demonstrated that ore grades tend to decrease with the increase of copper extraction and that
a log-logistic regression can be applied to cumulative grade-tonnage relationships. Following the
same line of reasoning for costs, a log-logistic distribution can be fitted on the inverse of operating












where Cx is the operating cost per metal x produced (in USD/kgx), αx is the scale parameter, and βx is
the shape parameter of the log-logistic distribution, and Ax ,sample and CMEx ,sample (both in kgx) are,
respectively, the total metal x extracted and the cumulative metal x extracted for the data sample used
to derive the curve.
2.3. Characterization Factors
The surplus cost potential per unit of extraction of a metal is an indicator of the future economic
scarcity of the extraction of this resource. The characterization factor (CF), defined as the average
Surplus Cost Potential (SCP) of metal x, was calculated by:
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MMEx ´ CMEx,total (2)
where Cx is the operating cost determined via the cumulative cost-tonnage curve of metal x for
an amount of metal x extracted (MEx), Rx (kgx) is the reserve of metal x, defined as the difference
between all current known cumulative tonnage of metal x extracted (CMEx ,total) and the global
maximum tonnage of metal x ever extracted (MMEx). This is illustrated in Figure 1.
 
Figure 1. Visualization of the derivation of the surplus cost potential following an average approach
and a log-logistic cumulative cost-tonnage curve from the current cumulative metal extracted (CMEtotal)
up to global maximum metal extracted (MME).
The overall surplus cost potential caused by a product, e.g., production of photovoltaic electricity




CFx ˆ Mx (3)
where ISnr is the impact score of natural resource extraction per functional unit of the product analyzed,
e.g., production of 1 kWh of photovoltaic electricity in Spain (USD/kWh solar electricity); CFx is
the characterization factor for resource x extracted (USD/kgx); and Mx is the amount of resource x
extracted per functional unit (e.g., kgx/kWh solar electricity). This impact score is measured at the
endpoint level, thus measuring the potential damage caused, and aggregates the impact score of
various types of abiotic natural resources, namely metal, mineral, and fossil resources.
2.4. Sensitivity Analysis
Alternative scenarios were calculated and analyzed with regards to the future production of
metals. Since it is unclear what the exact future production of each metal will be, reserves data were
used. Reserves data are variable because, on the one hand, ores are constantly being explored and
the extraction feasibility may decrease and, on the other hand, new deposits are being discovered or
become economically viable. To study the uncertainty of the future production of metals two different
reserve estimates were applied. The first type of reserve estimate is the “Reserves (RR)” which is
defined as that part of a mineral resource “which could be economically extracted or produced at
the time of determination”, meaning at current prices, state of technology, etc. [26]. The other type
of reserve estimate, the “ultimate recoverable resource (RURR)”, refers to “the amount available in the
upper earth’s crust that is ultimately recoverable”. The definition of ultimate recoverable resource as
used by UNEP [27], there called extractable global resource (EGR), was used here. This is assuming
that 0.01% of the total amount in the crust to 3 km depth will ultimately be available.
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2.5. Data Selection and Fitting
Characterization factors were derived for copper (Cu), iron (Fe), lead (Pb), manganese (Mn),
molybdenum (Mo), nickel (Ni), palladium (Pd), platinum (Pt), rhodium (Rh), silver (Ag), uranium (U),
zinc (Zn), and for platinum-group metals (PGM) as a group. Table 1 shows the data for the metals
included in the calculation of the characterization factors.
Table 1. Global cumulative extraction and reserve estimates used for deriving the characterization
factors expressed as surplus cost potential [26–32].
Metal
Cumulative Metal Extracted Maximum Metal Extracted
CMEtotal (kgx) MMER (kgx) MMEURR (kgx)
Copper 5.92 ˆ 1011 1.28 ˆ 1012 5.22 ˆ 1012
Iron 3.41 ˆ 1013 1.15 ˆ 1014 6.49 ˆ 1015
Lead 2.35 ˆ 1011 3.24 ˆ 1011 3.04 ˆ 1012
Manganese 5.80 ˆ 1011 1.15 ˆ 1012 1.28 ˆ 1014
Molybdenum 6.62 ˆ 109 1.76 ˆ 1010 1.89 ˆ 1011
Nickel 5.53 ˆ 1010 1.29 ˆ 1011 7.82 ˆ 1012
Palladium 5.15 ˆ 106 2.83 ˆ 107 8.25 ˆ 107
Platinum 6.97 ˆ 106 3.82 ˆ 107 1.12 ˆ 108
Rhodium 7.36 ˆ 105 4.04 ˆ 106 1.18 ˆ 107
Silver 1.13 ˆ 109 1.65 ˆ 109 2.11 ˆ 1010
Uranium 2.71 ˆ 109 5.23 ˆ 109 4.33 ˆ 1011
Zinc 4.58 ˆ 1011 7.08 ˆ 1011 1.16 ˆ 1013
Platinum-Group Metals 1.47 ˆ 107 8.07 ˆ 107 2.36 ˆ 108
2.5.1. Cumulative Cost-Tonnage Relationships
To derive log-logistic cumulative cost-tonnage relationships, yearly metal production (in kgx)
and mining and milling costs per metal produced data (in USD/kgx) between 2000 and 2013 were
purchased from the World Mine Cost Data Exchange (WMCDE) [33]. The database contained for each
metal one cost curve per year with production and cost data for each mine. The data used for deriving
the cumulative cost-tonnage relationships are presented in Table S1 in the Supplementary Material.
The log-logistic distribution for each metal was derived as follows:
- Typically, deposits contain various metals but there is often a main metal that justifies the
operation of a mine exploring that deposit. As such, the operating costs of a mine are to be
shared by all outputs with a market value. In the World Mine Cost Data Exchange [33], the costs
were allocated across all mine products in proportion to their production (monetary) value to the
mine operator.
- Each table includes data in U.S. dollars valued in the year it represents, e.g., the costs for 2004 are
expressed in constant USD valued in 2004. The CPI Inflation Calculator [34] was used to convert
all costs into U.S. dollars for 2013 (USD2013).
- For each mine, the weighted average costs per amount of metal produced, calculated on basis of
the operating costs per metal in that mine each year and the production tonnages for the same
years, and the total metal extracted in the period covered for that mine were calculated.
- The mines were then ranked in increasing order of costs per amount of metal extracted and the
cumulative metal extracted for each mine was calculated by adding the metal extracted of that
mine to that of all previous mines with lower operating costs.
- A log-logistic fit was applied to the inverted costs for every mine with the software R for statistical
computing [35] to derive the scale parameter α and the shape parameter β, including their 95%
confidence interval (95% CI). The R square (R2) of the log-logistic fit was also determined. For the
derivation of α and β, the total tonnage of metal extracted Ax was set equal to the total metal
extracted as reported in the WMCDE database between 2000 and 2012 or 2013, depending on the
metal [33].
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2.5.2. Characterization Factors
To derive the surplus cost potential per metal x, the cumulative metal extracted up to now
(CMEx ,total) is calculated as the total production from Kelly and Matos [28] which contains world mine
production tonnage since 1900 until 2012 for every metal under study except for uranium. For uranium,
data was retrieved from Nuclear Energy Agency and International Atomic Energy Agency [29].
To calculate the maximum amount of metal x extracted (MMEx), global reserve estimates for
each metal are required. As mentioned above, two types of reserves were used: reserves and ultimate
recoverable resource. Reserves were set equal to the global mineral reserves as specified by the U.S.
Geological Survey [26]. U.S. Geological Survey [26] estimated the reserves for all metals under study,
except for the individual platinum-group metals (PGM) and uranium. For uranium, the global reserves,
following the same definition, were taken from Hall and Coleman [30]. Reserves fraction of platinum
(47.3%), palladium (35.0%), and rhodium (5.0%) were calculated from data for the three PGM ore types
mined in the Bushveld deposit situated in South Africa which accounts for nearly 90 percent of PGM’s
reserves [31].
Schneider et al. [32] estimated the ultimate recoverable resource (URR) for 19 metals and for
PGM as a group, eight of which are relevant for this study. The URR data for silver and uranium,
following the same definition, was taken from UNEP [27]. The data used for the two types of reserves
are presented in Table S2 in the Supplementary Material.
3. Results
3.1. Cumulative Cost-Tonnage Relationships
Figure 2 shows the log-logistic relationships between cumulative extraction of metal x and increase
in operating costs per unit of metal x. A number of metals (copper, lead, manganese, molybdenum,
nickel, palladium, platinum) and PGM indicate relatively high costs with low production for a few
mines. This can be seen from Figure 2, as a few data points on the right hand side of the curve are
almost in a vertical line, meaning low production tonnage and at the same time substantially higher
costs compared to other mines. These costs often result from co-production in which the main metal
being extracted is another than the one under study. Taking Figure 2a for copper as an example, the
mine with the highest cost per kilogram of copper extracted is Copper Rand in Canada, with gold and
silver as co-products [33]. Since 2009, this mine has been closed due to high costs in comparison with
the low copper prices [36]. However, if prices rise this mine may be reopened. This effect is in line
with the method here proposed in which mines with lower operating costs per output of metal are
extracted first.
The log-logistic fit between costs and cumulative extraction of a metal resulted in explained
variances between 77% (for palladium) and 97% (for iron, lead, silver, and zinc). The
















Figure 2. Cumulative cost-tonnage relationships and scale α and shape β derived with the log-logistic
distribution for copper (a), iron (b), lead (c), manganese (d), molybdenum (e), nickel (f), palladium (g),
platinum (h), rhodium (i), silver (j), uranium (k), zinc (l), and platinum-group metals (m). The data
were taken from the World Mine Cost Data Exchange [33] for the period from 2000 to 2012/2013.
3.2. Characterization Factors
The characterization factors derived for the metals under study are presented in Figure 3 and
can also be found in Table S4 in the Supplementary Material. The CFs obtained vary up to six orders
of magnitude. Rhodium resulted in the highest CF of $13,533–$17,098 USD2013 per kg of rhodium
extracted, while the lowest CF derived was for iron with $0.01–$0.02 USD2013 per kg of iron extracted.
With the exception of zinc, the surplus cost potentials derived are always largest using ultimate
recoverable resource compared to using the reserves. The CF depends on the combination of the scale
parameter (α), the shape parameter (β), CME, and MME of a metal. It is not necessarily true that that
the CF gets always higher when MME becomes larger. In fact with very small MME values, so very
low reserves, the starting point of the cumulative cost calculation (CMEtotal) is in the steepest part
of the curve and the CFs become very large. This means that getting the last amount of metal out of
the ground will be very costly. Applying ultimate recoverable resource instead of reserves always
result in a lower fraction mined of the total amount available another working point. For instance,
for copper 46% of the total amount is already mined using reserves, while 11% is mined according
to ultimate recoverable resources. For zinc this is 56% versus 4%. Depending on the shape (β) of the
log-logistic curve (relatively steep for copper and relative shallow for zinc), the increase in costs over
the full amount of metal mined can be larger or lower. In this case, the average steepness of the cost
curve for copper is larger for 11% to 100% metal extracted compared to 46% to 100%. In contrast, the
average steepness of the cost curve for zinc is larger for 56% to 100% metal extracted compared to 4%
to 100%.
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Figure 3. Characterization factors expressed as surplus cost potential (USD2013/kgx extracted) using
reserves and ultimate recoverable resource as future extraction estimates.
4. Discussion
4.1. Comparison with other Indicators
Although log-logistic functions can be applied to derive both cumulative cost and ore grade
curves, the exact causal relationship between ore grade decrease and surplus costs is unknown as
far as we know of. Though ore grade can be considered as an important factor for determining the
operating costs in a mine [37], other factors that change over time can be important as well. These are
further discussed in the Limitations section.
For all metals under study the current operating costs were derived, calculated as the weighted
average operating costs of all mines for 2013 on basis of their yearly production of that metal, from the
World Mine Cost Data Exchange [33]. Goedkoop and De Schryver [20] derived characterization factors
in the ReCiPe method expressed as surplus costs following a simplified approach of the method here
proposed, e.g., with mining and milling costs per unit of ore considered constant across all mines.
Steen [38] derived characterization factors in the method to environmental priority strategies for
product development (EPS), defined as the costs to be paid to extract the mineral resources using
future technologies. For this method, a market scenario was created, where all future generations are
included and are imagined to bid on the present abiotic stock reserves [38]. All three monetary results
per metal can be seen in Table S5 in the Supplementary Material.
In Figure 4, the current operating costs, the CFs derived in the ReCiPe method with 3%
discounting, and the CFs derived in the EPS method are compared to the CFs here derived using
reserves as reserve estimate. For all metals except for zinc, the current operating costs are larger than
the surplus costs derived here. There is a factor difference of between 0.7 for zinc and a factor of
about 16 for manganese. From the log-linear regression in Figure 4, it can be seen that the surplus
cost potentials will be about 5.6 (equal to the intercept of the regression) times lower than its current
operating costs.
According to the log-linear regression derived in Figure 4 the CFs here derived give typically
a factor of 1.3 lower CFs compared to the ReCiPe method with a coefficient of determination (R2) of
0.81. Note that for individual metals, the differences between the two methods can be much larger, i.e.,
a factor of seven lower for molybdenum and a factor of 57 higher for zinc in our study compared to
the Goedkoop and De Schryver [20] method.
Compared to the EPS method, the CFs derived here give on average a factor of 126 lower with
a coefficient of determination (R2) of 0.88 (see log-linear regression in Figure 4). The differences
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between the CFs derived by each method for individual metals can differ to up to four orders of
magnitude, i.e., a factor of four for manganese and of 4 ˆ 103 for palladium.
Figure 4. Log-linear relationship between the characterization factors (SCP) here derived, current
operating costs [33], the CFs derived in the ReCiPe method [20], and the CFs derived in the EPS
method [38]. Both axis are presented in logarithmic scale.
4.2. Limitations
Although we improved the surplus cost calculations of metals compared to current practice,
there are still limitations in our calculations as we assumed that costs increase with the increase
of metal extracted without explicitly considering the mine type, ore type, new discoveries and
technological developments. Currently, open pit mining is preferred due to lower operational costs
even though underground mines often contain higher metal grades [39–41]. As open pit mines will
most likely become depleted in the future, a shift towards underground mining is likely to occur.
Gerst [42] estimated that mining operations have to become deeper than the current open pit mining
operations. Furthermore, different ores have different characteristics and moving from one to the
other may result in substantially different mining conditions and, as a result, in different operating
costs [43]. The cost and tonnage data used to derive the cumulative cost-tonnage curves, however,
does not contain information on the mine type and ore type. This is why we did not separately
derive cumulative cost-tonnage curves for open pit and underground mines and different ore types
in our study. Additionally, there is evidence of overall reduction in mining costs per amount of
ore extracted due to technological advances in the mining sector [39,44]. For instance, mines have
been increasing in size and the larger the mine size the lower the costs per output extracted due
to economies of scale [39,45]. Since we used actual cost data, difference in mine sizes and other
differences in technological developments are included in the cumulative cost-tonnage relationships
derived. However, the time frame covered by the data is relatively short (13 years). Mining cost data
over a longer period of time for deriving the cumulative cost-tonnage relationships would therefore
be desirable.
Finally, the method here proposed also assumes that mines with lower operating costs per mine
output are mined first. However, there may be both mines with high and low costs operating at the
same time and this may be justified by higher metal prices.
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5. Conclusions
In this paper, we demonstrated how characterization factors for resource scarcity can be derived,
reflecting the surplus cost potential due to a unit increase in metal extraction. Although the surplus cost
indicator we propose is measured in monetary units, the surplus cost potential is about quantifying
externalities and not about current economic costs as such. The surplus costs are an (economic)
burden that we put on future generations resulting from a decrease in highly concentrated and
easily accessible resources and can be used in environmental LCC. Our results emphasize the
importance of (1) metal-specific cumulative cost-tonnage relationships and (2) future metal extraction
estimates. Additional cost and mining data is required to expand the method to include other mineral
commodities in evaluating scarcity of mineral commodities in an LCA context.
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Abstract: The strong economic growth in recent years has led to an intensive use of natural resources,
which causes environmental stress as well as restrictions on the availability of resources. Therefore, a
more efficient use of resources is necessary as an important contribution to sustainable development.
The ESSENZ method presented in this article comprehensively assesses a product’s resource efficiency
by going beyond existing approaches and considering the pollution of the environment as well as the
physical and socio-economic availability of resources. This paper contains a short description of the
ESSENZ methodology as well as a case study of the Mercedes-Benz C-Class (W 205)—comparing the
conventional C 250 (petrol engine) with the C 350 e Plug-In Hybrid (electric motor and petrol engine).
By applying the ESSENZ method it can be shown that the use of more and different materials for
the Plug-In-Hybrid influences the dimensions physical and socio-economic availability significantly.
However, for environmental impacts, especially climate change and summer smog, clear advantages
of the C 350 e occur due to lower demand of fossil energy carriers. As shown within the case study,
the when applying the ESSENZ method a comprehensive evaluation of the used materials and fossil
energy carriers can be achieved.
Keywords: resource efficiency; life cycle assessment; physical availability; socio-economic availability;
environmental impact
1. Introduction
The demand of abiotic resources like metals, or fossil fuels has increased significantly in recent
decades due to the global industrial and technological development. Additionally, the pollution of
natural resources like water has risen as well. As these patterns of resource consumption will lead to
an exceedance of the sustainable capacity of ecosystems worldwide, enhancing resource efficiency is a
key goal of national and international strategies (e.g., [1,2]).
There is no commonly accepted definition of the term “resources” yet. Often it is defined as
materials and energy as well as knowledge, services, or staff. With regard to the assessment of
efficiency of a resource the term is mostly used evaluating the use of minerals, metals, and fossil energy
carriers [2–5]. The Strategy on the sustainable use of natural resources [6] includes the environment in
the definition as well, leading to a more comprehensive view of resources.
Resource efficiency is mostly regarded as a macro economic strategy because resources are
key components of every society to sustain production and the wellbeing of current and future
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generations [5,7]. However, often resource efficiency is implemented on a micro economic level e.g., by
reducing material inputs. Thus, measuring resource efficiency in a methodologically correct yet
applicable way on a product level enables companies to address scarcity of resources and decrease
environmental impacts on a corporate level.
Evaluating the resource efficiency of products can be established by the ESSENZ method
(Integrated method to assess/measure resource efficiency) [8–11].
In the following sections, the applied ESSENZ method is introduced as well as the subjects of the
case study. Results are shown for the individual dimensions as well as for the summarized results.
2. Method
In cooperation with TU Berlin (Chair of Sustainable Engineering), Daimler AG, Deutsches
Kupferinstitut Berufsverband e. V., Evonik Industries AG, Siemens AG, ThyssenKrupp Steel Europe
AG, and Wissenschaftlicher Gerätebau Dr.-Ing. Herbert Knauer GmbH a comprehensive method has
been developed to measure resource efficiency of products. Overall, 18 categories and corresponding
indicators were established to enable a holistic assessment of resource efficiency in the context of
sustainable development considering the three dimensions ”physical availability”, “socio-economic
availability”, and “environmental impacts” (Figure 1) [8–11]. Within the ESSENZ approach next to
the environment (including all environmental compartments e.g., water, air, soil), raw materials are
considered as a resource as well. Even though the developed approach can be applied to all resources
in theory, practical experience has so far been limited to metals, fossil energy carriers, as well as parts
of the environment.
Figure 1. Dimensions and categories to assess resource efficiency within the ESSENZ method.
Existing geological deposits (physical availability) as well as socio-economic factors
(socio-economic availability) might be restricting the availability of resources and thus influencing their
supply security. The physical availability is evaluated by means of the abiotic depletion potential (ADP)
indicator (baseline approach—ultimate reserves), which is subdivided to assess resource depletion
of raw materials (ADPelemental) and resource depletion of fossil fuels (ADPfossil) [12]. To evaluate
the socio-economic availability of resources, economic constraints leading to supply shortages along
the product’s value chain are quantified [13]. Possible constraints include, for example, the political
stability of countries, which can be impaired due to factors such as corruption within the government,
disrupting the capacity to effectively implement robust policies [14]. Based on existing work [15–17]
11 categories with corresponding category indicators are identified (Table 1). Characterization factors
for all categories are determined based on the ecological scarcity approach [18,19]. Indicator values
are compared with regard to a category specific target. These targets have been determined based on
a stakeholder survey and expert interviews. Applying normalization and scaling (up to 1.5 ˆ 1019
representing the overall production of all considered materials within the year 2013) the calculation of
the final characterization factors is concluded. They are provided for a portfolio of 36 metals and four
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fossil energy carriers [8–11]. So far, the physical and socio-economic availability of a product can only
be determined for the BoM of the considered product. Due to the fact that current LCA databases use
economic allocation to assign metal contents from mixed ores to metal datasets, the mass of metals
in the datasets does not reflect the physically present metal content but rather represents an over- or
underestimation depending on the economic value of the considered metals.
Table 1. Socio-economic categories and related category indicators.
Category Description Category Indicator
Political stability Governance stability of producingcountries World Governance Indicators [14]
Demand growth Increase of demand over the lastfive years
Percentage of annual growth
based on past developments
(based on data from British
Geological Service [20])
Companion metal Companion metals within host metalore bodies
Percentage of production as
companion metal [21]
Primary material use Recycling content of a material Percentage of new materialcontent [22]
Mining capacities Overall mining time of a materialconsidering current production
Reserve-to-annual-production
ratio (based on data from United
States Geological Service [23] and
British Geological Service [20])
Company concentration Company concentration based onproducing companies
HHI(1)—index is calculated by
squaring the market share of each
company or country with regard
to the production or reserves [24]
Concentration of reserves
Reserve concentration of certain
materials based on reserves
in countries
Concentration of production Concentration of mine productionbased on production in countries
Trade barriers Materials underlying trade barriers Enabling Trade Index [25]
Feasibility of
exploration projects
Political and societal factors
influencing opening of mines Policy Potential Index [26]
Price fluctuation Unexpected price fluctuations Volatility [27]
Note: (1) HHI: Herfindahl-Hirschman-Index.
For determining impacts of resource use on the environment five different indicators are applied
using the CML-IA impact assessment method (CML 2001—Version: April 2013, baseline approach) [28]
for the subjects’ climate change, acidification, eutrophication, ozone layer depletion, and summer
smog. The considered environmental impact categories as well as methods are chosen based on their
applicability and maturity [29]. Thus, biodiversity and land use are not included as no adequate and
applicable methods exist so far [30].
For an overall result regarding the resource efficiency of a product system the considered
categories are analyzed together to achieve a comprehensive evaluation enabling meaningful decision
making [8–11].
3. Case Study of Mercedes-Benz C-Class
In the following section, the resource efficiency assessment according to the ESSENZ method
is presented for the example of the C-Class (W 205). The study compares the conventional C 250
(petrol engine) with the C 350 e Plug-In Hybrid (electric motor and petrol engine). First, in Section 3.1
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technical data and a detailed analysis of materials for the considered passenger cars are provided.
Results of the resource efficiency assessment with the ESSENZ method are shown in Section 3.2.
3.1. Product Documentation of the C 250 and C 350 e
This section documents significant specifications of the different variants of the C-Class analyzed
in this study. Section 3.1.1. provides an overview of the technical data of the C 250 and C 350 e.
The material composition is discussed in Section 3.1.2.
3.1.1. Technical Data
The Plug-In Hybrid model in the current C-Class, the C 350 e, combines a 60 kW electric motor
and an externally rechargeable battery with a four-cylinder petrol engine with 155 kW (Table 2).
The high voltage lithium-ion battery of the C 350 e has an energy content of 6.38 kWh. With the
aid of the synchronous electric motor, the C 350 e has an all-electric range of 31 km. The certified
combined consumption according to the New European Driving Circle (NEDC) of the C 350 e is 2.1 l
and 11.0 kWh per 100 kilometer (ECE-R101). This corresponds to CO2-emissions of 48 g/km.
Table 2. Technical data of C 250 and C 350 e [31].
Technical Data C 250 C 350 e
Weight (kg) 1435 1 1705
Output (kW) 155 155 + 60 (electric motor)
Fuel consumption NEDC 2 combined (l/100 km) 5.3 2.1
Electric energy consumption NEDC 2 combined (kWh/100 km) - 11.0
Electric range (km) - 31
Driving share petrol engine (%) 100 45 3
Driving share electric motor (%) - 55 3
CO2 (g/km) 123 48
Notes: 1 Comparably equipped as C 350 e; 2 NEDC: New European Driving Circle; 3 Determination of electric
driving share according to type approval directive ECE-R101; percentages related to driving distance.
The C 250 is powered by the 155 kW four-cylinder petrol engine (Table 2). The fuel consumption
is 5.3 l/100 km (NEDC). This causes CO2-emissions of 123 g/km which are more than twice as high as
the CO2-emissions of the C 350 e.
The C 250 and the C 350 e can be assumed to be functionally equivalent as they have similar
driving performance as well as safety and comfort features (Table 2). The use phase is calculated on
the basis of a mileage of 200,000 km. The key components of both vehicles (incl. battery) do not require
replacement over the life cycle.
3.1.2. Material Composition
The weight and material data for the C 250 and C 350 e are determined on the basis of internal
documentation of the components used in the vehicle (parts list, drawings). The kerb weight according
to DIN 70020 (without driver and luggage, fuel tank 90 percent full) serves as a basis for the life cycle
assessment (LCA). Figure 2 shows the material composition of the C 250 and C 350 e.
The weight of the C 250 is 1435 kg. The weight of the C 350 e is 1705 kg and thus 270 kg heavier than
the C 250. Steel/ferrous materials account for slightly less than half the vehicle weight (approximately
47 percent) in both cars. The next largest shares are light alloys at 21 percent and polymer materials
at 19 (C 250) and 21 percent (C 350 e). Service fluids and other metals comprise around 5 (C 350 e)
and 6 percent (C 250); and 2 (C 250) and 5 percent (C 350 e), respectively. The proportions of other
materials are somewhat lower, at about 4 percent.
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Figure 2. Material composition of C 250 and C 350 e [31].
Figure 3 shows the main differences in weight and material mix in the modules exterior, interior,
chassis, powertrain, and electric comparing the C 350 e with the C 250. The biggest difference can
be found regarding electric constituents. Due to the hybrid components, especially the high voltage
battery, the power electronics, and the cabling, the additional weight is about 140 kg. In the powertrain,
an extra weight of about 76 kg is derived primarily from the electric motor. Larger breaks and tires as
well as air suspension cause an extra weight of the chassis of about 66 kg. The weight of the exterior
is about 25 kg higher due to the high voltage crash package of the battery. The alternative drive
components and the related mix of materials—especially the material group of other metals—used in
the C 350 e change the weight substantially compared to the conventional C-Class.
Figure 3. Main weight differences—C 350 e compared to the C 250.
3.2. Assessment of Different Resource Efficiency Dimensions Considered in the ESSENZ Method
The ESSENZ method described in Section 2 was applied, leading to the following results regarding
physical availability (Section 3.2.1.), socio-economic availability (Section 3.2.2.), and environmental
impacts (Section 3.2.3.). The section concludes by summarizing the results of all considered dimensions
of the C 250 compared to the C 350 e (Section 3.2.4.).
For the C 350 e, two energy consumption scenarios for the use phase are considered. In addition
to the EU electricity grid mix, electricity from hydro power is accounted for. The results of the
use phase (electricity generation, fuel production, and operation) are based on the certified NEDC
electricity/fuel consumption and the certified specific emissions of each car via a mileage of 200,000 km.
The study includes environmental impacts of the recovery phase on the basis of the standard processes
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of drainage, shredding, and recovery of energy from the shredder light fraction. Environmental credits
are not considered.
3.2.1. Physical Availability
Figure 4 shows the results for the category abiotic resource depletion (quantified by ADPelemental
in kg Sbeq and ADPfossil in GJ). For the calculation of the ADPelemental only the BoM of the vehicle
is taken into account since no consistent background data for the whole supply chain are available
andno materials are required in the use phase. Assessing resource depletion of fossil energy carriers
(ADPfossil) the whole life cycle (car production, fuel production, operation, electricity generation, and
end of life) of the vehicle is included. The additional hybrid-specific components (Section 3.1.2.) lead
to a higher resource depletion potential of metals for the C 350 e, which is about 170 percent higher
(0.63 kg Sbeq) compared to the C 250 (0.23 kg Sbeq).
Figure 4. ADPelemental and ADPfossil—C 250 compared to the C 350 e.
The abiotic depletion potential (ADPfossil) of the C 350 e with electricity from hydro power is
40 percent lower (205.6 GJ) than of the C 250 (511 GJ—comprised of 385.6 GJ crude oil, 78.8 GJ natural
gas, 34.6 GJ hard coal, and 12.7 GJ lignite). Due to additional hybrid-specific components in the car
production and the generation of electricity during the operation phase, the consumption of natural gas,
hard coal, and lignite rises for the C 350 e using EU electricity grid mix to 112.9 GJ (natural gas), 84.1 GJ
(hard coal), and 41.8 GJ (lignite). Crude oil consumption can be reduced by over 50 percent to 185.6 GJ
due to the high efficiency of the Plug-In Hybrid. When the vehicle is charged with renewably generated
electricity, the consumption of lignite, natural gas, crude oil, and hard coal can be reduced further.
Evaluating the abiotic resource depletion enables a comprehensive assessment of the physical
availability of metals and fossil energy carriers. Advantages in the production of conventional vehicle
concepts compared to alternative vehicle concepts due to the reduced consumption of materials could
be shown. Furthermore, alternative engines show benefits in the use phase (electricity generation, fuel
production, and operation) due to lower fuel consumption.
3.2.2. Socio-Economic Availability
The dimension “socio-economic availability” is quantified by 11 categories (Section 2). Regarding
the socio-economic availability of metals the BoMs of the respective cars are taken into account.
As most fossil energy carriers are consumed in the use phase, the whole life cycle is considered when
analyzing their socio-economic availability. The results of the comparison of C 250 and C 350 e are
shown in Figure 5 (C 250 is scaled to 100 percent).
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Overall, for the calculation of the socio-economic availability, 33 metals (Section 2) are taken into
account in addition to the fossil energy carriers’ lignite, natural gas, crude oil, and hard coal. As shown
in Figure 5, the fossil energy carriers have little influence on the 11 categories. Exceptions are “Primary
material use“ (19 to 39 percent), “Price fluctuation“ (12 to 28 percent), and “Company concentration”
(2 to 5 percent). Due to the higher material consumption of the C 350 e the C 250 performs far better
in all categories except for “Mining capacities”. The source of electricity used to charge the C 350 e
has no impact regarding the socio-economic availability. The C 350 e using EU electricity grid mix is
almost on par with C 350 e using electricity from hydro power—except differences in the categories
“Primary material use” and “Price fluctuation” due to higher amounts of used fossil energy carriers
(see Section 3.2.1.).
Figure 5. Assessment of the socio-economic availability—C 250 compared to the C 350 e.
The greatest differences between the C 250 and the C 350 e (EU electricity grid mix) occur in
the categories “Primary material use” (+ 150 percent), “Price fluctuation” (+ 93 percent), “Company
concentration” (+ 45 percent), “Concentration of production” (38 percent), and “Demand growth”
(+ 37 percent). Regarding the categories “Demand growth” and “Primary material use”, the differences
are caused by the use of lithium, which is an essential part of the high voltage battery of the
Plug-In Hybrid. The categories “Company concentration”, “Concentration of production”, and
“Price fluctuation” are primarily affected by rare earth elements, which are mainly required for the
magnets of the electric motor.
For the categories “Political stability”, “Companion metal”, “Mining capacities”, “Concentration
of reserves”, “Trade barriers”, and “Feasibility of exploration projects” the C 350 e performs up to
26 percent worse than the C 250. These categories are mainly affected by platinum and palladium
(exhaust catalyst), magnesium (alloy material), lithium (high voltage battery), rare earth elements
(electric motor), and tantalum (condensers).
Overall, it can be concluded that the socio-economic categories in this case study are particularly
affected by platinum, palladium, magnesium, lithium, rare earth and tantalum. Except for magnesium,
all materials occur in the car in very small amounts.
3.2.3. Environmental Impacts
Figure 6 shows the results of the considered environmental categories climate change
(CO2eq-emissions), eutrophication (phosphateeq-emissions), acidification (SO2eq-emissions), and
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summer smog (etheneeq-emissions) over the individual life cycle phases (car production, fuel
production, operation, electricity generation, and end of life) of the C 250 and C 350 e.
The production of the C 350 e entails visibly higher CO2eq-emissions on account of the additional
hybrid-specific components. The CO2eq-emissions in the production phase (11.3 t CO2eq) are 32 percent
higher than those of the C 250 (8.6 t CO2eq). Over the entire life cycle the Plug-In Hybrid has clear
advantages as external charging with the EU electricity grid mix can cut overall CO2eq-emissions
by about 13 percent (4.9 t CO2eq) compared to the C 250. A reduction of 39 percent (15.3 t CO2eq) is
possible through the use of renewably generated electricity from hydro power.
Figure 6. Selected environmental categories—C 250 compared to the C 350 e (unit/car) [24].
Considering the category eutrophication, the C 350 e using electricity from hydro power causes
the lowest emissions with 4.9 kg phosphateeq. Charging the C 350 e with EU electricity grid mix the
phosphateeq-emissions add up to 7.5 kg phosphateeq, thus being respectively 15 and 53 percent higher
than the phosphateeq-emissions of the C 250 (6.5 kg phosphateeq) or the C 350 e with electricity from
hydro power.
In the production phase of the C 350 e (53.2 kg SO2eq) the SO2eq-emissions are 29 percent higher
than those of the C 250 (41.2 kg SO2eq). In the use phase (electricity generation, fuel production, and
operation) most SO2eq-emissions (65.5 kg SO2eq) are produced during the charging of the vehicle with
EU electricity grid mix. Thus, 40 and 76 percent more emissions occur than for the C 250 or the C 350 e
with electricity from hydro power respectivly. Over the entire life cycle, the C 350 e with electricity
from hydro power saves 42 percent (50.0 kg SO2eq) in comparison to the C 350 e with EU electricity
grid mix and 14 percent (11.6 kg SO2eq) compared to the C 250.
The summer smog emissions during production of the C 350 e (4.7 kg etheneeq) are 36 percent
higher than those of the C 250 (3.4 kg etheneeq). Regarding the use phase (electricity generation, fuel
production and operation) summer smog emissions can be reduced by 22 percent charging the C 350 e
with EU electricity grid mix respectively by 55 percent using electricity from hydro power compared
to the C 250. The highest summer smog emissions with 12.1 kg etheneeq are caused by the C 250.
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Compared to the C 350 e charged with EU electricity grid mix as well as renewable generated electricity
summer smog can be reduced by 5 or 29 percent, translating in a reduction of 11.5 or 8.6 kg etheneeq.
In conclusion, it can be stated that over the entire life cycle the C 350 e using electricity from hydro
power has clear benefits in all considered categories (shown in Figure 6) compared to the C 250. If the
EU electricity grid mix is used for charging advantages with respect to climate change and summer
smog occur. However, with regard to eutrophication and acidification, the C 350 e respectively has
15 percent (1.0 kg etheneeq) and 48 percent (38.4 kg SO2eq) more impacts than the C 250.
3.2.4. Summary of the Results
Figure 7 shows the summary of the three dimensions considered in this case study. The reference
C 250 is scaled to 100 percent.
Figure 7. Summary of resource efficiency dimensions of the ESSENZ method—C 250 compared to the
C 350 e.
It can be seen that the C 250 performs better within the category abiotic resource depletion of
metals (ADPelemental) compared to the C 350 e due to its lower overall use of metals. This is also
reflected in the dimension “socio economic availability”. As the C 250 has a higher fossil energy
carrier consumption in the use phase, it performs worse in the category resource depletion of fossil
energy carriers (ADPfossil). Both C 350 e’s have advantages in the use phase (electricity generation,
fuel production and operation) due to their lower fuel consumption.
Only minor differences for the dimension “socio-economic availability” as well as the category
resource depletion of raw materials (ADPelemental) occur when comparing the C 350 e charged with
electricity from hydro power with the C 350 e charged with EU electricity grid mix. The metals used
for car production influence the categories more significantly than the energy consumption in the use
phase. For the category resource depletion of fossil energy carriers (ADPfossil) the C 350 e (electricity
from hydro power) performs only slightly better.
The results of the environmental impacts measured over the entire life cycle show clear advantages
for the C 350 e especially for the categories climate change and summer smog, regardless of the kind of
electricity used for external charging of the Plug-In Hybrid. The results for the categories eutrophication
and acidification, however, depend on the electricity used for charging the vehicle. Using EU electricity
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grid mix eutrophying or acidifying emissions of C 350 e are higher than those of C 250. Using electricity
from hydro power, the eutrophication potential or acidification potential are lower compared to C 250.
4. Conclusions
The ESSENZ method allows a transparent evaluation of product systems with regard to the
physical and socio-economic availability of fossil energy carriers and metals as well as related
environmental impacts over the life cycle.
The case study presented in this article—comparing a plug-in hybrid with a conventional
engine—is a good example of why such a comprehensive assessment is necessary. The higher use of
material resources for the Plug-In Hybrid vehicle has a strong influence on socio-economic and physical
availability, whereas some of the environmental impact categories (e.g., climate change and summer
smog) show clear advantages for the C 350 e due to the lower demand of fossil energy carriers. As a
consequence, it is necessary for a scientifically robust and sustainability oriented resource assessment
to consider both materials and energy resources as well as the whole lifecycle of the product.
The comprehensive ESSENZ method enables the user to transparently evaluate various views on
the multitude of parameters applicable. It further empowers companies to take appropriate actions
regarding the specific materials used in their products, e.g., material specific sourcing strategies or
development of recycling technologies.
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Abstract: Most of current life-cycle approaches show an anthropocentric standpoint for the evaluation
of human-dominated activities. However, this perspective is insufficient when it comes to assessing
the contribution of natural resources to production processes. In this respect, emergy analysis
evaluates human-driven systems from a donor-side perspective, accounting for the environmental
effort performed to make the resources available. This article presents a novel methodological
framework, which combines emergy analysis and dynamic Data Envelopment Analysis (DEA) for the
ecocentric assessment of multiple resembling entities over an extended period of time. The use of this
approach is shown through a case study of wind energy farms. Furthermore, the results obtained are
compared with those of previous studies from two different angles. On the one hand, a comparison
with results from anthropocentric approaches (combined life cycle assessment and DEA) is drawn.
On the other hand, results from similar ecocentric approaches, but without a dynamic model, are
also subject to comparison. The combined use of emergy analysis and dynamic DEA is found to be
a valid methodological framework for the computation of resource efficiency and the valuation of
ecosystem services. It complements traditional anthropocentric assessments while appropriately
including relevant time effects.
Keywords: dynamic data envelopment analysis; efficiency; emergy; life cycle assessment
1. Introduction
The current level of extraction of primary resources—around 60 billion tons per year globally—is
not sustainable [1]. Moreover, the global consumption of natural resources for the production of goods
and services is expected to increase significantly in next decades [1,2]. Fundamental changes and policy
measures are therefore required in order to promote a shift in production processes, supply-chain
management and consumption patterns [2–4]. In this sense, a dematerialization strategy should be
followed, i.e., decoupling natural resource use from economic growth and social prosperity [1,2].
This calls for a sustainable and efficient use of resources, security in the supply of raw materials and
reduction in life-cycle environmental impacts. Furthermore, within this context, novel methodological
frameworks for assessing systems performance are needed to ensure the rational use of natural
resources [4].
Life-cycle methodologies are one of the main instruments for the comprehensive evaluation of
supply-chains and product systems due to its holistic nature [5]. However, most of current life-cycle
approaches show an anthropocentric standpoint for the evaluation of human-dominated activities,
generally disregarding flows beyond the present state of a resource in the current ecosphere [6,7].
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Moreover, the evaluation of resource criticality within the life cycle assessment (LCA) methodology
remains underdeveloped [8]. Hence, LCA alone is insufficient when it comes to assessing flawlessly
the contribution of natural resources to product systems. In this respect, emergy analysis evaluates
human-driven systems from a donor-side perspective, accounting for the environmental effort
performed to make the resources available [9,10].
Emergy estimates the solar energy previously provided to generate a product [11,12]. It is
interpreted as the memory of the geobiosphere exergy provision related to economic systems through
the use of natural resources [13,14]. Thus, emergy analysis complements LCA by providing a
donor-side perspective, a unified measure of the provision of environmental support, and an indication
of the work of the environment that would be needed to replace what is consumed [9,10]. LCA and
emergy analysis have been applied jointly to a number of case studies, e.g., within the primary [15],
building [16] and energy [6,7,17] sectors.
When assessing multiple homogeneous entities involving a number of inputs and outputs, another
suitable tool for combination with emergy analysis is data envelopment analysis (DEA), which is a
linear programming methodology to measure the relative efficiency of multiple “decision making
units” (DMUs, i.e., the homogeneous entities under assessment) [18]. In this respect, Iribarren et al. [10]
proposed the combined use of emergy and DEA—the Em + DEA method—to enhance benchmarking
processes in terms of environmental sustainability, offering an ecocentric life-cycle perspective.
In case of systems with significant time variability, the use of the Em + DEA method—and, in
general, of the currently available life-cycle approaches coupled with DEA [19]—provides a static
picture of the “historical” use of natural resources. To deal with this flaw, dynamic (time-dependent)
DEA models might be used [20]. This article presents a novel methodological framework combining
emergy analysis and dynamic DEA—the Em + DynDEA method hereinafter—for the ecocentric
assessment of multiple resembling entities over an extended period of time. The feasibility of this
novel approach is shown through a case study of wind farms. Furthermore, the results obtained are
compared with those of previous studies from two different angles. On the one hand, a comparison
with results from anthropocentric approaches (combined LCA and DEA) is drawn. On the other
hand, results from similar ecocentric approaches, but without a dynamic model, are also subject
to comparison.
2. Material and Methods
2.1. Em + DynDEA Method
The goal of the study is to extend the applicability of the available Em + DEA method [10] to
time-dependent systems by using a dynamic DEA model. The resultant Em + DynDEA method
is outlined in Figure 1. Three key steps are included: (i) data collection, (ii) emergy analysis, and
(iii) dynamic DEA.
The first step focuses on the preparation of the life-cycle inventory (LCI) of each individual DMU
for each individual period. In the second step, these LCIs are used to carry out the emergy analysis of
each DMU for each period by using the SCALE software developed by Marvuglia et al. [21]. In this
study, the total value of emergy (in seMJ, i.e., million solar emjoules) is considered, which is calculated
as the sum of the seven resource categories computed with SCALE (viz., fossil resources, metal ores,
mineral resources, nuclear resources, renewable energy resources, water resources, and land resources).
It should be noted that the use of the SCALE software involves an appropriate consideration of the
emergy algebra rules [21], thus distinguishing itself from other attempts that define solar energy
demand indicators based on the use of characterization factors suitable for implementation into LCA
software [22].
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Figure 1. Representation of the Em + DynDEA method.
The final step of the Em + DynDEA method provides relative efficiency scores (Φ) and emergy
benchmarks (i.e., target values for efficient performance) through dynamic DEA of the whole sample
of n DMUs over t periods. At each period j, each DMU i has its respective inputs and outputs along
with a carry-over (link) that connects two consecutive periods. In the Em + DynDEA method, the total
emergy value is used as the DEA input. The DEA matrix is completed by including the output(s) to
which the inputs refer, as well as the carry-over that links the next period j+1. Carry-overs are usually
classified into four categories: desirable (good) link; undesirable (bad) link; discretionary (free) link;
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and non-discretionary (fixed) link [20]. Once the DEA matrix is ready, key features must be selected
regarding the DEA model, which includes the type of carry-over, the orientation of the model and
the display of the production possibility set [10]. When compared to other alternatives for efficiency
computation, the use of DEA benefits from advantages mainly associated with the definition of the
production possibility set and, subsequently, of the efficient frontier, making DEA also a powerful
methodology for the benchmarking of performance indicators [18,19]. When using dynamic DEA
under time-dependent situations, additional benefits are associated with the use of time-series data
and the carry-over [20]. The need for both inventory data and carry-over data may give rise to potential
links to other analytical methods such as (time-dependent) material flow analysis [23].
When solving the dynamic DEA model, efficiency scores are provided for each DMU and period
(Φi,j), in addition to the overall efficiency of each DMU (Φi, average of the t efficiency scores of DMU
i). The relative efficiency scores lead to distinguish between efficient (Φ = 1) and inefficient (Φ < 1)
entities within a certain number of periods. Moreover, target emergy values are provided as the desired
benchmarks to turn inefficient entities into efficient DMUs.
2.2. Definition of the Case Study
The feasibility of the Em + DynDEA method is shown through a case study of wind farms (WFs).
Wind power is selected as case study because it shows time variability and it is a key power generation
option in a wide range of countries [24,25]. A sample of 16 WFs located in Spain (regions of Castile-La
Mancha and Andalusia) is used in the current study as homogeneous entities (DMUs). The analysis is
carried out on an annual basis for a time frame of five years, from 2007 to 2011, a key period for wind
power growth in Spain [26].
Table 1 presents the evolution of wind power generation over 2007–2011 for the evaluated sample.
These data are retrieved from the annual statistics published in the Spanish Ministry of Industry,
Energy and Tourism database [27]. During this period, the average production of the whole set of WFs
was 85.55 GWh¨ y´1. Additionally, the installed capacity and the average wind speed ranged from 30
to 50 MW and from 5.5 to 10.5 m¨ s´1, respectively. The installed capacity (also reported in Table 1)
was unintentionally constant for the specific sample under study.
Table 1. Electricity produced by the wind farms over 2007–2011 (GWh) and installed capacity (MW).
Wind Farm
Code
Year 2007 Year 2008 Year 2009 Year 2010 Year 2011
Installed
Capacity
WF1 91.88 102.01 91.63 101.93 109.25 44.80
WF2 81.60 93.36 91.26 82.27 89.98 33.40
WF3 109.29 128.76 124.62 123.29 107.22 50.00
WF4 93.30 100.39 99.85 96.61 83.92 49.50
WF5 102.29 113.00 99.91 100.86 91.71 49.50
WF6 98.51 94.41 95.71 94.78 83.84 49.30
WF7 22.09 90.26 76.75 73.30 79.89 48.00
WF8 89.61 100.89 98.65 94.08 80.98 45.05
WF9 83.22 92.03 93.98 88.01 74.30 41.65
WF10 76.41 84.91 71.06 73.98 77.45 42.00
WF11 77.98 88.84 86.26 83.80 73.67 37.60
WF12 82.21 90.83 90.19 84.01 77.83 37.40
WF13 86.89 91.71 85.48 81.41 84.69 36.96
WF14 62.77 71.00 70.68 69.44 68.54 31.45
WF15 60.76 65.04 62.64 61.15 53.63 31.02
WF16 66.30 61.83 74.35 71.23 59.74 30.00
Figure 2 illustrates the structure of the dynamic DEA study of WFs. This analysis involves 16 WFs
(n = 16) over 5 years (t = 5). For each of the years, each WF encompasses one input (total emergy) and
one output (electricity production). The choice of total emergy as an input provides an exhaustive
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evaluation of actual resource use, integrating all the information on primary material consumption
into a single input. This consumption is associated mainly with the central element of a WF, the wind
turbine, which includes four main components (concrete foundations, tower, nacelle, and rotor) and a
large number of subcomponents and electrical constituents [28]. The preparation of the LCI of each
WF—as required for the emergy analysis—includes all these items. Further details about the definition
of wind farms as DMUs can be found in Iribarren et al. [10,28].
Finally, a link between years is used to connect the activity of the WFs and take into account
efficiency changes. The choice of the carry-over(s) ultimately depends on the needs of the analyst
for the specific case study addressed. Examples of different types of appropriate links reflecting
actual characteristics of carry-over activities can be found in the scientific literature [20]. For the case
study of wind farms, as shown in Figure 2, generation capacity is selected as a discretionary (free)
carry-over. This type of free link has an indirect effect on the efficiency score due to the continuity
condition between two consecutive periods, implicit condition in the formulation of the dynamic DEA
model [20]. Since the value of the free link can be increased or decreased from the observed one, the
link deviation from the current value is calculated as a slack variable [20].
Figure 2. Key components of the dynamic DEA study of wind farms.
3. Results and Discussion
3.1. Application of the Em + DynDEA Method
Table 2 presents the main average inventory data for the set of DMUs over the period 2007–2011.
The structure of the inventory is in accordance with previous studies [10,28]. This average inventory
shows the convenience of carrying out individual analyses in order to avoid misleading result
interpretation owing to relevant standard deviations. These deviations are due to both time and
DMU variations. The use of the average inventory in Table 2 is therefore avoided [10]. Instead, the
individual LCI of each WF for each period is used according to the proposed Em + DynDEA method.
Foreground data acquisition is based on Iribarren et al. [28], while inventory data for background
processes are taken from the ecoinvent database [29] and air emissions from diesel combustion are
estimated using data from the European Environment Agency (EEA) [30].
Each individual LCI is implemented into SimaPro (PRé Consultants, Amersfoort, The
Netherlands) [31] and, subsequently, SCALE [21] in order to perform emergy computation. The
total emergy value of each WF for each period is obtained by adding the corresponding emergy results
of the seven resource categories [21]. The total emergy values are then implemented into the DEA
matrix (Table 3) as a DEA input.
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Table 2. Average inventory data of the sample of wind farms (values per MWh of generated power).
Inputs Units Average ˘ Standard Deviation
From Nature
Land m2a 4.24 ˘ 1.60
Kinetic energy (converted) MWh 1.08 ˘ 0.00
From the Technosphere
Concrete (foundations) kg 19.30 ˘ 11.63
Iron (foundations) kg 0.69 ˘ 0.42
Steel (foundations) kg 0.41 ˘ 0.25
Steel (tower) kg 3.33 ˘ 1.82
Paint (tower) g 44.97 ˘ 24.6
Iron (nacelle) kg 0.51 ˘ 0.31
Steel (nacelle) kg 0.49 ˘ 0.31
Silica (nacelle) g 9.49 ˘ 5.71
Copper (nacelle) kg 0.10 ˘ 0.06
Plastic (nacelle) g 13.79 ˘ 8.30
Aluminum (nacelle) g 4.96 ˘ 2.99
Fiberglass (nacelle) g 22.06 ˘ 13.29
Epoxy resin (nacelle) g 33.08 ˘ 19.92
Epoxy resin (rotor) kg 0.31 ˘ 0.33
Fiberglass (rotor) kg 0.15 ˘ 0.07
Iron (rotor) kg 0.38 ˘ 0.23
Lubricating oil g 16.85 ˘ 6.70
Diesel, combusted g 44.15 ˘ 44.17
Outputs Units Average ˘ Standard Deviation
Products
Electricity MWh 1.00 ˘ 0.00
Waste to treatment
Waste to recycling kg 6.60 ˘ 3.83
Waste to incineration kg 0.47 ˘ 0.23
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Table 3. DEA matrix for the Em + DynDEA study (values per MWh of generated power).
Wind
Farm
Year 2007 Year 2008 Year 2009 Year 2010 Year 2011
Code EI CCO EI CCO EI CCO EI CCO EI CCO
















































































































































Notes: EI: emergy input (seMJ¨ y´1¨ MWh´1); CCO: capacity carry-over (kW¨ MWh´1).
The DEA matrix presented in Table 3 undergoes dynamic DEA. The selected model is a dynamic
input-oriented slacks-based measure of efficiency model with constant returns to scale (DSBM-I-CRS
model) [20]. This model is an extension of the slacks-based measure framework proposed by Tone [32]
and Pastor et al. [33]. The choice of the key features of the model (non-radial metrics, input orientation
and constant returns to scale) is based on previous DEA studies of wind farms [10,28]. Thus, the
study focuses on the reduction of the emergy input while maintaining the observed output level.
This is in line with the final goal of minimizing resource consumption. Finally, regarding the selected
carry-over, the stability over time observed for the generation capacity supports its use as a carry-over,
performing the continuity condition between consecutive periods in the dynamic model [20]. The
suitability of generation capacity as a discretionary (free) link is in agreement with other DEA studies
in the scientific literature [34].
The relative efficiency of each WF for each period, as well as the overall relative efficiency of
each WF, is calculated by implementing the DEA matrix in DEA-Solver Pro (Saitech, Holmdel, NJ,
USA) [35]. The same relevance is considered for the five individual periods (2007, 2008, 2009, 2010 and
2011). Table 4 shows the individual and overall efficiency scores of the assessed WFs. According to
the overall scores, only 1 (WF3) out of 16 WFs is found to be efficient through the entire time frame
(i.e., overall Φ = 100%). In terms of individual periods, 2011 is—on average—the year with higher
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efficiency, arising as the only period with two efficient entities: WF1 and WF3. Regarding inefficient
entities, more than half of the WFs present scores below 50%. Although the calculation of emergy
benchmarks (i.e., target emergy values) is feasible, it is out of the scope of the present study.
Table 4. Individual and overall efficiency scores (%) of the sample of wind farms.
DMU Code Φ Year 2007 Φ Year 2008 Φ Year 2009 Φ Year 2010 Φ Year 2011 Overall Φ
WF1 81.85 82.01 81.95 81.86 100.00 85.83
WF2 59.28 59.50 59.44 59.44 71.38 61.81
WF3 100.00 100.00 100.00 100.00 100.00 100.00
WF4 36.05 36.24 36.18 36.16 36.08 36.14
WF5 68.68 68.92 68.86 68.87 68.85 68.84
WF6 47.46 47.69 47.58 47.58 47.58 47.58
WF7 34.30 34.14 34.03 34.02 37.48 34.79
WF8 47.22 47.43 47.37 47.35 47.28 47.33
WF9 47.36 47.58 47.52 47.50 47.43 47.48
WF10 83.33 83.56 83.61 83.59 87.85 84.39
WF11 39.65 39.85 39.79 39.78 39.65 39.74
WF12 52.30 52.53 52.46 52.44 52.32 52.41
WF13 44.84 45.06 44.95 44.95 44.83 44.93
WF14 46.26 46.48 46.42 46.41 54.89 48.09
WF15 37.47 37.66 37.59 37.58 37.52 37.56
WF16 94.21 94.82 94.27 94.34 94.55 94.44
3.2. Comparison of Ecocentric and Anthropocentric Approaches
A comparison between the efficiency scores calculated for a given period through the ecocentric
Em + DynDEA method and those calculated through the anthropocentric LCA + DEA method for
the same sample of wind farms is carried out in this section. The LCA + DEA efficiency scores are
computed for the reference year 2010 as explained in Iribarren et al. [28], but using the reduced sample
of WFs considered in the present article. These LCA + DEA efficiency scores are calculated through
the five-step LCA + DEA method [28] and, therefore, characterize the operational performance of
the evaluated WFs following an anthropocentric perspective [19]. Because the comparison is limited
to efficiency scores, thus excluding the benchmarking of operational and environmental targets, the
choice of the life cycle impact assessment method does not affect the results presented in this section.
Figure 3 shows the comparison between Em + DynDEA and LCA + DEA scores for the year 2010.
As it can be observed, 3 entities (WF2, WF3 and WF16) are found to operate efficiently when using
the anthropocentric (and static) approach, whereas the ecocentric (and dynamic) approach leads to
identify only one efficient entity (WF3). In particular, WF2 constitutes a singular case since it is deemed
efficient according to the LCA + DEA method, but significantly inefficient (Φ = 0.59) according to the
Em + DynDEA method. Moreover, 75% of the WFs present efficiency scores above 0.6 when using the
anthropocentric approach, while more than half of the WFs present scores below 0.5 when using the
ecocentric method. According to other authors [20], the overestimation of efficiency scores in separate
models (i.e., models with no linkage between consecutive periods) is a common result since these
models measure each term efficiency as completely independent, while dynamic models provide stable
scores reflecting the continuity of links between periods. Hence, differences between Em + DynDEA
and LCA + DEA results are associated with both the ecocentric/anthropocentric nature of the inputs
(emergy versus operational inputs) and the dynamic/static character of the method. Nevertheless, it
should be noted that Em + DynDEA and LCA + DEA are not seen as irreconcilable methods but as
complementary approaches to enrich decision-making processes.
93
Resources 2016, 5, 8
 
Figure 3. Comparison of the efficiency scores from ecocentric and anthropocentric approaches.
3.3. Comparison of Dynamic and Static Ecocentric Approaches
A comparison between the efficiency scores calculated for a given period through the dynamic
Em + DynDEA method and those calculated through the static Em + DEA method for the same sample
of wind farms is also carried out. The Em + DEA efficiency scores are computed for the reference
year (2010) as detailed in Iribarren et al. [10], but using the reduced sample of WFs considered in the
present work.
Figure 4 shows the comparison between the Em + DynDEA and Em + DEA scores for the year
2010. As it can be observed in this figure, the use of the static approach leads to identify WF2 and WF3
as efficient entities, while the dynamic approach leads to only one efficient DMU (WF3). Even though
the efficiency scores are generally similar for both ecocentric approaches, the choice of a static/dynamic
approach is likely to affect the identification of efficient entities (e.g., WF2) as well as the ranking of
DMUs (e.g., WF10). Because emergy values are used as inputs in both approaches, the singularities
found in the comparison are associated with the inclusion of the carry-over [20] and the different
structure of the DEA matrix [10]. In this sense, the Em + DynDEA method should be understood as an
enhancement of the Em + DEA method when evaluating entities with significant time variability.
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Figure 4. Comparison of the efficiency scores from dynamic and static ecocentric approaches.
4. Conclusions
When dealing with multiple similar entities, the use of emergy analysis as a life-cycle approach
in combination with DEA facilitates a thorough evaluation and benchmarking of the environmental
effort made by the biosphere to replace the resources consumed. In particular, when the entities
under assessment involve relevant time variations, the combination of emergy analysis with dynamic
DEA is concluded to be feasible. Under these circumstances, the use of this novel dynamic ecocentric
approach—the Em + DynDEA method—is recommended, rather than the use of static ecocentric
approaches. This should be understood as a helpful complement to anthropocentric approaches in
order to enrich decision-making processes. As shown through the case study of wind farms, the
combined use of emergy analysis and dynamic DEA succeeds in computing resource efficiency for the
valuation of ecosystem services, thus complementing anthropocentric assessments while appropriately
including relevant time effects.
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Abstract: In a life cycle assessment (LCA), the impacts on resources are evaluated at the area of
protection (AoP) with the same name, through life cycle impact assessment (LCIA) methods. There
are different LCIA methods available in literature that assesses abiotic resources, and the goal of this
study was to propose recommendations for that impact category. We evaluated 19 different LCIA
methods, through two criteria (scientific robustness and scope), divided into three assessment levels,
i.e., resource accounting methods (RAM), midpoint, and endpoint. In order to support the assessment,
we applied some LCIA methods to a case study of ethylene production. For RAM, the most suitable
LCIA method was CEENE (Cumulative Exergy Extraction from the Natural Environment) (but SED
(Solar Energy Demand) and ICEC (Industrial Cumulative Exergy Consumption)/ECEC (Ecological
Cumulative Exergy Consumption) may also be recommended), while the midpoint level was ADP
(Abiotic Depletion Potential), and the endpoint level was both the Recipe Endpoint and EPS2000
(Environmental Priority Strategies). We could notice that the assessment for the AoP Resources is not
yet well established in the LCA community, since new LCIA methods (with different approaches)
and assessment frameworks are showing up, and this trend may continue in the future.
Keywords: abiotic; resource; life cycle assessment; LCA; life cycle impact assessment; LCIA;
method; Brazil
1. Introduction
Natural resources are essential for our society, either for provision, supporting, regulating or
cultural services [1]. However, due to the world population growth, together with the increase in the
consumption per capita and poor resource management, we are being led to a sustainability crisis.
Natural resources may be classified in several ways, (a) renewable or non-renewable, (b) stocks, funds
or flows, (c) biotic or abiotic, among other classifications [2]. Regarding the latter, biotic resources
are those that come from living organisms, while abiotic resources are the result of past biological
processes (e.g., crude oil) or chemical processes (e.g., metal).
One of the tools that may assist in sustainable resource management, at the industrial scale, is
a Life Cycle Assessment (LCA). Resources are seen in two ways in an LCA: (1) In one way, they are
the inputs needed in industrial processes for the production of a product, and in this sense they are
evaluated at the life cycle inventory (LCI) stage; and (2) in another way, they are evaluated as an area
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of protection (AoP), in life cycle impact assessments (LCIAs), i.e., natural resources are one type of
environmental impact assessed, and there are different methods to evaluate these impacts.
According to traditional classifications [2,3], these methods may be categorized into three groups:
(1) Resource accounting methods (RAM), which make a more simplified impact analysis, focused
mainly on grouping the resources into single score indicators, as energy or mass; (2) Midpoint resource
depletion methods, that go beyond RAM, evaluating impacts related to resource depletion due to
its use, as the use-to-availability ratio; and (3) Endpoint resource depletion methods, that go even
beyond the previous group, taking into account the consequences of resource depletion, in many cases,
through backup technology [4,5], e.g., evaluating the extra effort (energy or cost) needed to extract less
economically feasible resources.
Due to the lack of consensus in the LCA community regarding impacts on natural resources, there
are other approaches of how the LCIA methods evaluate that AoP. Rorbech et al. [6] classified LCIA
methods into three groups: (1) Methods that account for the consumption of limited resources, which
rather evaluate the resource competition and assume that they are exchangeable (as RAM); (2) Methods
that evaluate the depletion of resources, which may be subdivided into midpoint and endpoint (and
according to the authors would better represent the AoP Resources); and (3) Methods that evaluate
the extra effort needed in the future due to actual resource extraction (e.g., Recipe Endpoint), which
according to the authors do not represent a specific AoP as Resources, but are midpoint impacts that
affect other AoPs (human health and natural environment). Dewulf et al. [7] suggested new AoPs for
LCA and Life Cycle Sustainability Assessment (LCSA), proposing five perspectives: (P1) the safeguard
subject is the resource itself; (P2) the concern is the capacity of this resource to generate provisional
services; (P3) the safeguard subject is the capacity of this resource to generate other ecosystem services;
(P4) where consequential aspects are considered, e.g., socioeconomic mechanisms are taken into
account; and (P5) the concern is human well-being, giving a rather holistic perception by grouping all
previous perspectives. The authors also mention that P4 and P5 go beyond classical LCA, and would
better fit in LCSA.
Even though there are different ways of grouping LCIA methods in LCA, and how they affect
(different) AoPs, in this manuscript we used the rather traditional overview, proposed by ILCD
(International Reference Life Cycle Data System) and Swart et al. [2,3] (Figure 1). In this sense, there
are some studies that already critically evaluated different LCIA methods, for instance, Liao et al. [8]
evaluated thermodynamic-based RAM, and pointed out the Cumulative Exergy Extraction from the
Natural Environment (CEENE) [9] and the Solar Energy Demand (SED) [10], as the recommended
LCIA methods for that approach. In ILCD [3], where different LCIAs were evaluated in order to make
recommendations for the European context, the Abiotic Depletion Potential (ADP) [11], adapted to
the reserve base (Reserve base, according to the USGS (United States Geological Survey), accounts
for all reserves that have the actual potential of extraction and may be economically viable in the
future. The ADP method originally considered the ultimate reserve, which would be the amount of a
certain resource in the Earth’s crust), was recommended for midpoint assessment, while there was no
recommendation for endpoint LCIA methods. The Life Cycle Initiative, from UNEP-SETAC (United
Nations Environment Programme and the Society for Environmental Toxicology and Chemistry),
is an ongoing project to create a worldwide consensus on recommendations of LCIA methods
(http://www.lifecycleinitiative.org/activities/phase-i/life-cycle-impact-assessment-programme/) [12]
which may be considered as a step forward to what has been done by ILCD [3].
Due to the variety of LCIA methods available in literature and the complexity in choosing one
for an LCA study, there is a demand by LCA practitioners for support in decision making in private
and public organizations. Therefore, the Brazilian Life Cycle Impact Assessment Network (Rede de
Pesquisa em Avaliação do Ciclo de Vida, RAICV, 2014), (Regimento da Rede de Pesquisa em Avaliação
de Impacto do Ciclo de Vida. São Bernardo do Campo, 11 November 2014, RAICV) evaluated different
LCIA methods, for several impact categories, including Abiotic Resources. Nevertheless, due to
certain characteristics from the Abiotic Resources category (e.g., a relative site-generic impact), the
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results for this category may be applied to other countries as well. As will be seen later, some RAM
create characterization factors (CF) for both biotic and abiotic resources; thus, in some cases the
recommendation went beyond abiotic resources (for RAM). Therefore, the objective of this manuscript
was to evaluate different operational LCIA methods for (abiotic) resources available in literature
in order to propose a recommendation .To facilitate the assessment, we applied some of these
operational LCIA methods to a case study of ethylene production in Brazil through bio-based and
fossil-based routes.
Figure 1. Simplified representation of cause-effect on AoP Resources, based on traditional LCIA
groupings proposed by ILCD [3] and Swart et al. [2]
2. Results and Discussion
2.1. Operational Resource-Based LCIA Methods
For the evaluation of the LCIA methods, we adopted the classification according to ILCD [3] and
Swart et al. [2], i.e., in three levels of impact assessment (Figure 1): RAM, midpoint, and endpoint
methods. In total, we found 19 operational LCIA methods, which are described and assessed below.
The values for each LCIA method can be seen in Table 1 (for RAM), Table 2 (for midpoint), and Table 3
(for endpoint).
2.1.1. Resource Accounting Methods (RAM)
CED
The Cumulative Energy Demand (CED) [13] is one example of an operational LCIA method
for quantifying the cumulative energy use, which was introduced in the 1970s by Boustead and
Hancock [14] and Pimentel et al. [15], and standardized by VDI (the Association of German
Engineers) [16]. It is an RAM that uses the heating value of materials as an aggregation unit.
Frischknecht et al. [17] evaluated several operational LCIA methods with this approach, pointing
out some differences among them, such as the use of high or low heating values. The CED can also be
used as a proxy in LCA, since it presented a direct correlation with several other LCIA indicators [18,19],
especially for the fossil energy category. Generally, CED (and similar methods) accounts solely for
the resources that have a certain energy or heating value, which may be seen as a limitation of the
approach because it becomes restricted to energetic resources (fossil, nuclear, solar, geothermal, wind,
and hydropower) and biomass. It is not a regionalized method, but according to Alvarenga [20],
spatial-differentiation may be considered for land use if an adaptation is previously performed to
avoid double-counting with biomass, as suggested in Alvarenga et al. [21]. Since it uses energy, based
on the first law of thermodynamics, the scientific robustness is not so high since there are other LCIA
methods that use the second law of thermodynamics, which has a higher scientific robustness (see
below). Further, since it has CF entirely for energy resources and biomass (and site-generic), the CED
had low scores for both criteria.
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CExD
The Cumulative Exergy Demand (CExD) [22] is a RAM that uses the CED as a baseline, but instead
of using energy as the indicator, it uses exergy. Exergy of a resource or system is the maximum amount
of useful work that can be obtained from it [23]. By using exergy, the CExD is able to account for
several types of resources (fossil, nuclear, wind, solar, potential, biomass, water, metals, and minerals),
including those with no heating value. Land use is not accounted for in order to avoid double-counting
with biomass. This method does not have spatial-differentiated CF, but according to Alvarenga [20],
it may be adapted to consider the regionalization for land use (as in CED). Dewulf et al. [9] and
Swart et al. [2] mentioned several inconsistencies in the CExD model to calculate the exergy value of
metals, minerals, and biotic resources. Since CExD uses exergy (2nd law of thermodynamics), it has a
higher scientific robustness than CED and a higher amount of CF. Therefore, it had a medium score
(higher than CED) for the criteria evaluated.
CEENE
The CEENE method [9] is a RAM that tries to aggregate different types of resources in a single
unit (exergy). It considers several elementary flows, with a higher number of CF than other RAM that
use the same approach (e.g., CExD). Moreover, it is seen as an evolution of CExD, and by using exergy
instead of energy, it has a higher scientific robustness than CED. Liao et al. [8] considered CEENE as
(one of) the best thermodynamic-based LCIA method(s). One of the differences between CEENE and
CExD is the approach used to account for the exergy of metals and minerals and for biotic resources
(biomass and/or land use). CEENE 1.0 does not have spatially-differentiated CF; however, in CEENE
2.0 (There is an even more recent version (3.0), where there is also spatial-differentiation for ocean
occupation (e.g., for aquaculture), but it was not considered since it was published after 2014), there
is spatial-differentiation for land use through the work of Alvarenga et al. [21]. In this case, CF are
presented in different scales (see in below). Due to the advance in the model to calculate exergy for
some resources, CEENE has a higher score for scientific robustness than CExD and higher number of
CF. Further, CEENE 2.0 has regionalized CF for land use. Therefore, CEENE had the highest score for
both criteria, in comparison to other RAM.
SED
The Solar Energy Demand (SED), developed by Rugani et al. [10], is a RAM that uses the Emergy
concept [24] as a baseline. In Emergy, the cradle of an LCA is not in the boundary between the
ecosphere and anthroposphere, as considered by several RAM (e.g., CEENE), but within the limits
of the geobiosphere, i.e., the Sun, tidal energy, and geothermal energy, aggregated into an indicator
called solar energy equivalent [2]. In this LCIA method, the authors focused on creating a high amount
of CF through the compilation of several published works that had quantified the transformities
(Transformity is the name give in Emergy scientific community to what is called as CF in LCA
community) of different natural resources. Regarding the possible double-counting between biotic
resources and land use, SED follows the approach of CEENE, which chooses to account for land use (in
contrary to CED and CExD); therefore, we can say that SED and CEENE are equivalent in this aspect.
As previously mentioned, SED has a high number of CF, but they are not regionalized. Emergy is an
approach that is still challenged by the scientific community, even though there are some efforts to
solve some of the problems and align it to LCA [25,26], in which SED was a result of that effort. Due to
those reasons, SED received a medium-high score for both criteria.
MIPS
Material Inputs Per Service (MIPS) [27,28] is an indicator of the cumulative amount of resources
of product/service through its life cycle, and sometimes is called a Material Footprint. MIPS is based
on material flow analysis, separating materials in five classes: abiotic resources, biotic resources, earth
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movement, water, and air [28]. As some other RAM, MIPS was developed outside of LCA and later it
was considered as an LCIA method. Saurat and Ritthoff [29] proposed a method to calculate CF for
ecoinvent database v2.2. However, the CF are not fully made available in that publication, while the
authors mention that the CF are a beta version and the new CF shall be available in Wuppertal Institute
website in the future. Even though in Ritthouff et al. [28] and in Saurat and Ritthoff [29], the possibility
and implementation of regionalization is mentioned, this is in fact a regionalization of LCI, and not
LCIA as in CEENE 2.0. Therefore, MIPS does not have regionalized CF. Saurat and Ritthoff [29] and
Wiesen et al. [30] mentioned some differences between traditional MIPS assessment and LCA and
the need for adaptation of MIPS into an ecoinvent database, as the lack of elementary flows from
unused extracted materials from mining. Due to those reasons, MIPS received a medium-low score for
scientific robustness and a medium score for scope.
LREx
The Exergy-based accounting for land resource (LREx) [21] is a method focused on accounting for
land use as a natural resource through exergy, and is proposed to be complementary to the CEENE
method. Regarding the issue of avoiding double-counting in biotic resources in RAM, LREx suggests
to account for the biomass extracted, when this originally occurs in a natural environment, and for the
land use, when originally changed in a man-made environment, and in this case, based on natural
potential net primary production (NPP). Regarding the latter, it has spatial-differentiated CF in different
scales, i.e., site-generic (world), continent-based, country-based, region-based (for six countries), and
on a grid scale (approximately 10 km ˆ 10 km). In this sense, LREx had a high scientific robustness,
but a low score for scope, even though it was regionalized, since it was focused solely on land use and
biotic resources. In fact, LREx is a specific LCIA method for a type of elementary flow (land use); thus,
it is proposed to be used as complementary to other RAM, and not as a single indicator.
ICEC/ECEC
The Industrial Cumulative Exergy Consumption/Ecological Cumulative Exergy Consumption
(ICEC/ECEC) is an LCIA method developed by Hau e Bakshi [31] and Zhang et al. [32], based
on exergy. The method has CF that are operational for extended input-output databases, as USA
Input-Output Database 1997, while other LCIA methods (previously mentioned) are operational for
process-based LCI (e.g., ecoinvent). First, the authors tried to operationalize the cumulative exergy
consumption (CExC), proposed by Szargut [33], via the ICEC. However, this method also proposes
an additional approach, filling the gap between LCA and economic assessment of natural resources
(evaluating ecosystem services), via the ECEC [32]. For the latter, it used principles from Emergy [24],
allowing for consideration of the exergy consumption of ecological goods and services in solar energy
equivalents. Therefore, ECEC has a similar approach to SED, where the cradle is at the boundary of
the geobiosphere. Even though ICEC/ECEC tries to include ecosystem services, this inclusion is still
limited for some important ones, as pollination and carbon sequestration. Moreover, ICEC/ECEC does
not have regionalized CF. Nevertheless, ECEC proposes some solutions for emergy critical aspects,
such as allocation. For those reasons, ICEC/ECEC had a medium-high score for both criteria.
EF
The Ecological Footprint (EF) is defined as the area of water and land needed to directly and
indirectly support a certain population [34]. It divides these areas in six classes: crop land, forest,
pasture, water, infrastructure, and energy (carbon sequestration). For LCA, EF of a product may
be defined by the area directly and indirectly needed during the life cycle of this product. EF was
operationalized as an LCIA method by Huijbregts et al. [35], where it was also added (through some
adaptations) to the area needed for nuclear resources. EF appeared to be a good proxy, but it was
not recommended for mineral-based products or those with high particulate matter emission [35].
It may be interpreted as complementary to CED/CExD, making it possible to account for land use
102
Resources 2016, 5, 13
with low uncertainty, but for that, some adaptations are needed to avoid double counting with biotic
resources. EF may be regionalized for different scales, based on specific biocapacities, but there is no
operational LCIA method with spatially-differentiated CF. On the other hand, EF (as an LCIA method)
only considers elementary flows related to fossil and nuclear resources, land use, and CO2 emission.
Therefore, it has a limited scope (it does not account for metals and minerals), and goes beyond the
AoP Resources by accounting for CO2 emissions. For these reasons, the final score of this RAM was
rather low.
Table 1. Quali-quantitative assessment of the LCIA methods at the RAM level for the AoP Resources.
LCIA Method CEENE CExD CED SED MIPS LREx ICEC/ECEC EF
Base reference [9] [22] [13,16] [10] [28] [21] [31,32] [34,35]




5 3 2 4 2 5 4 2





- - - - Specific forland use - -
2.1.2. Midpoint LCIA Methods
ADP
Abiotic Depletion Potential (ADP) was initially developed by Guinée [11], was later modified
in van Oers et al. [36], and included in the LCIA methodology CML-IA (from the Institute of
Environmental Sciences (CML), named CML-IA). To calculate CF, ADP uses an equation that involves
the extraction rate of a certain resource and the squared of the availability of this resource in deposits.
All resources are normalized to the CF of antimony (Sb); therefore, the indicator is Sb equivalent
(Sb-eq). Regarding the deposits used to calculate the CF, original ADP used the ultimate reserves,
which may be defined as the total amount of a certain substance (e.g., iron) available in the Earth’s
crust, oceans and atmosphere. In this sense, the ultimate reserve also includes deposits that are not
economically or technically feasible for extraction. Later, ADP created CF for other approaches as well,
i.e., for reserve base and economic reserves. ADP has CF for metals and minerals, and the total amount
of CF is dependent on the approach used (ultimate reserve, reserve base or economic reserve). For
fossil fuels, ADP also has CF, but in the latter versions of the ultimate reserve approach (e.g., v4.2), the
CF are based on the net heating value of the fossil fuel, similar to CED (a RAM), thus not providing a
midpoint resource depletion assessment. ADP has high scientific robustness in LCA community, and
the approach based on the reserve base is recommended by ILCD [3] as the LCIA method to be used
for midpoint assessment. Furthermore, the amount of CF provided by this method is quite high in
comparison to other depletion LCIA methods, despite the approach considered. In this sense, ADP
received high scores for the criteria considered.
EDIP
EDIP (Environmental Design of Industrial Products) 1997/2003 [37] is an LCIA methodology
established in the LCA community and traditionally used for the assessment of products. This LCIA
methodology considers several impact categories, including the depletion of resources, with CF for
metals, minerals, and fossil fuels. For this category, the CF are calculated by an equation that exclusively
involves the amount of available resources in deposits, i.e., not considering the extraction rate, as in
ADP. Therefore, the property of a resource for having a high/low extraction rate is not accounted for
by the CF. For this reason, EDIP received a lower score than ADP in the criterion scientific robustness.
The deposits considered in this LCIA method are based on the economic reserves. EDIP has a high
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amount of CF for the resources previously mentioned, higher than Recipe Midpoint [38], but slightly
lower than ADP (depending on the approach used). For that reason, EDIP had a medium-high score
for scope.
Recipe Midpoint
Recipe Midpoint (Recipe has two versions (midpoint and endpoint) and, regarding resource
depletion, there are differences in the analysis. For this reason they were evaluated separately.) [39] has
CF for fossil fuels, metals and minerals, and the approach used is different for the types of resources.
For fossil fuels, Recipe Midpoint considers the heating value, i.e., a RAM approach, similar to CED. For
metals and minerals, the approach is different, considering the depletion of those resources at midpoint
level. Recipe Midpoint has an innovative approach, in comparison to ADP and EDIP, evaluated
through the deposits of minerals, and not by the metals per se. According to the authors, by doing this,
the LCIA method better represents the reality of the metals’ geological distribution, allowing them
to cover a higher number of commodities, especially those extracted as by-products. This method
considers the change in the ore grade, i.e., the decrease in the concentration of minerals in an ore due
to extraction. Recipe Midpoint has less CF than ADP and EDIP, and this is probably due to the higher
complexity level to obtain the data needed to create the CF by the approach from the former. Further,
Recipe Midpoint has some inconsistencies in the creation of CF [40] (e.g., allocation procedure). For
those reasons, this method had a medium score for both criteria.
ORI
ORI (Ore Requirement Indicator) [40] is a specific LCIA method for the evaluation of metal and
mineral depletion; therefore, it does not have CF for fossil fuels, for instance. It uses a similar approach
to Recipe Midpoint, i.e., considers the change in ore grade, and its equation is the reciprocal of the
ore grade variation, thus the change in ore mass by mass of metal extracted. However, instead of
using a small database (locally or temporally) to generate CF, as performed in Recipe Midpoint, the
authors use a more robust database that has information from different mines for more than a decade.
In order to guarantee scientific soundness, the authors created CF solely for the metals in which the
source from the database represented more than 50% of worldwide production. In this way, it has a
higher scientific robustness than Recipe Midpoint. On the other hand, it had a limited number of CF
(9 metals). ORI has an interesting approach, indicating an option to be followed for midpoint
assessment, especially with the expansion of data for metals and minerals. However, since it has solely
9 CF and is focused on metals and minerals (no CF for fossil fuels), it has a low operationalization for
LCA (later this LCIA method may be enhanced by the inclusion of more CF), and as a consequence, it
had a low score for scope and a high score for scientific robustness.
AADP
The Anthropogenic Stock Extended Abiotic Depletion Potential (AADP) [41] may be considered
a complementary method for the ADP, by including the depletion assessment resources that have
already been extracted from their deposits and are now available in the anthroposphere (e.g., landfill),
bringing an innovative concept. However, due to the difficulty of obtaining consistent data, it has CF
for solely 10 metals. Since it is a specific LCIA method for metals, it does not have CF for fossil fuels.
For those reasons, it had a high score for scientific robustness and a low score for scope, as ORI. AADP
went through some adaptations, where more CF were created (35 in total), but this new version [42]
was not considered in this study because it was published after December 2014.
OGD
The Ore Grade Decrease (OGD) was proposed by Vieira et al. [43], and it has a similar approach to
ORI, i.e., it evaluated the ore grade change due to extraction of metals, based on a geologic distribution
model. For this reason, it has a high scientific robustness, but the authors created only one CF, for
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copper, giving a low score for the scope criterion. In order to differentiate this from other low-scoring
LCIA methods at the scope criterion (ORI and AADP), we gave an even lower score for OGD.
Table 2. Quali-quantitative assessment of the LCIA methods at midpoint level for the AoP Resources.




Base reference [11,36] [37] [39] [40] [41] [43]




4 3 3 5 5 5
Final score 4.5 3.5 3.0 3.0 3.0 2.75






2.1.3. Endpoint LCIA Methods
Eco-Indicator 99
Eco-Indicator 99 is an LCIA endpoint method, i.e., it evaluates the final impact from using fossil
fuels, metals and minerals by the approach proposed in Muller-Wenk [4], which considers the increased
(future) workload in the extraction of more inaccessible reserves resources (e.g., marginal reserves). In
Eco-indicator 99, the surplus energy (MJse) is used as an aggregated unit for resource depletion [44].
This resource depletion characterization model is used in other LCIA methodologies as well, such as
in TRACI (the Tool for the Reduction and Assessment of Chemical and other environmental Impacts),
BEES (Building for Environmental and Economic Sustainability), and Impact 2002+ [13]. The base for
the Eco-indicator 99 assessment is through the estimated surplus energy required for the extraction of
minerals, based on the decline of the concentration rate in time [4,45]. The analysis uses geostatistical
models to indicate the distribution structure, quantity and quality of the minerals and the future
effort needed, to calculate the surplus energy for extraction of resources. Following the same trend
from other endpoint LCIA methods, the Eco-indicator 99 has fewer CF than midpoint LCIA methods.
In addition, compared to other endpoint LCIA methods (e.g., Recipe Endpoint and EPS2000), the
number of CF is also lower, and with the absence of important minerals in the global context, such
as gold, iron, palladium, molybdenum, lead and platinum. For this reason, the score for scope was
medium. On one hand, the characterization model is part of different methods LCIA (e.g., Impact
2002+), which are consolidated and accepted by the scientific community, but on the other hand, the
characterization models was based (for metals) on a limited number of low accuracy curves. Therefore,
Eco-indicator 99’s scientific robustness was considered medium-low, in comparison to other endpoint
LCIA methods.
Recipe Endpoint
Recipe Endpoint [39] assesses the depletion of fossil fuels, metals and minerals through another
approach (compared to its midpoint version), going beyond the cause-effect relationship, i.e., to an
endpoint level [2,3]. The approach, somewhat similar to the Eco-indicator 99, evaluates the increase
in the cost of extracting those resources due to their depletion, thus using the approach proposed by
Müller-Wenk [4] and Stewart and Weidema [5]. Because it is an LCIA method that goes beyond the
cause and effect of resource depletion impacts, it has greater complexity of data to create CF, and in
this sense, it has fewer CF than midpoint LCIA methods (e.g., ADP). Moreover, when compared to
other endpoint LCIA methods, it has more CF than the Eco-indicator 99, for instance. For metals and
minerals, CF were calculated based on extraction costs and on the CF of Recipe Midpoint. Therefore,
the endpoint CF also has the same calculation inconsistencies mentioned in Swart and Dewulf [40]
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(e.g., allocation procedure). Regarding fossil fuels, the CF for crude oil was based on data from
the International Energy Agency, assuming constant annual production over time, using a limited
relationship of price and production and determining an arbitrary time period [46]. Additionally, due
to a lack of data, coal and natural gas CF were calculated using extrapolated data from crude oil. Thus,
the Recipe Endpoint received a medium-high score for the scope criterion and a medium score for the
scientific robustness criterion.
EPS2000
The Environmental Priority Strategies (EPS) is an endpoint LCIA method, proposed for the first
time in 1990, and it was later modified; the final version is named EPS2000 [47,48]. The principle for
damage assessment is through the willingness-to-pay (WTP) approach, in which natural resources and
environmental impacts are put in monetary values. One of the impact categories is named abiotic stock
resource (or depletion of reserves), which evaluates the depletion impacts (at endpoint level) from
metals, minerals and fossil resources. The unit used is the Environmental Load Unit (ELU), which
represents the costs of sustainable extraction of non-renewable resources. Considering the limitations
of WTP for abiotic resources, EPS2000 proposes a market scenario, in which the production costs of a
certain substance are used to estimate the CF for resource depletion. The characterization models from
EPS are not entirely transparent, considering that they are based on political and sociocultural values.
Therefore, EPS2000 had a medium-low score for scientific robustness. The current version of EPS2000
has a significant amount of CF, higher than other endpoint LCIA methods (e.g., Recipe Endpoint), and
for this reason it received a high score for scope. As a consequence, EPS2000 received the same final
score from Recipe Endpoint.
SuCo
The Surplus Cost (SuCo) method, proposed in Ponsioen et al. [46], aims to adapt or integrate
elementary flows related to fossil resources to LCA. Therefore, this LCIA method is specific for that
type of resource, not generating CF for metals and minerals (amongst other resource types). The
proposal from SuCo is to assess fossil resource scarcity based on the future increase in global costs due
to the use of marginal fossil resources used in the life cycle of products. Therefore, SuCo follows the
same trend as Eco-indicator 99 and Recipe Endpoint. In practice, SuCo may be seen as an evolution
from Recipe Endpoint (which may be seen as an evolution from Eco-indicator 99), and that there is a
possibility to incorporate SuCo to Recipe Endpoint in the next versions of the latter [49]. SuCo has
CF for three types of fossil fuels (crude oil, natural gas, and coal), from which it used specific data for
the calculation of the respective resource. Therefore, it has higher scientific robustness than Recipe
Endpoint, in which only data from crude oil was used. For that reason, it received a medium-high score
for that criterion. Since it is a specific LCIA method for fossil fuels, it received a low score for scope.
Exergoecology
Exergoecology, proposed by Valero e Valero [50,51], brings an innovative approach to the LCA
community, where the authors try to quantify the depletion of metals and minerals through the exergy
cost, which, in a simplified way, would be to make a cumulative exergy consumption assessment, but in
the opposite direction, i.e., from grave-to-cradle. The main idea is that the method quantifies the exergy
needed to let the metal be ready for extraction through mining, from its reference state (where exergy
is zero). This method may be considered as evaluating the AoP Resources at the endpoint level, since
it considers the consequences from resource depletion. Exergoecology has an interesting alternative
approach, but it is not yet completely operational for LCA, mainly for two reasons: (1) Through the
published articles, we were able to quantify only seven CF; and (2) this originates from a scientific area
that needs more research, and more CF should be generated. Regarding the latter reason, even though
exergy is already established in LCA, the scientific proposal from Valero and Valero [50,51] goes beyond
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traditional exergy, i.e., they propose accounting for the exergy from grave-to-cradle. For those reasons,
Exergoecology received a low score for scope and a medium-high score for scientific robustness.
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2.2. Case Study
We applied an ethylene production case study to some of the aforementioned LCIA methods. We
compared the traditional fossil-based ethylene (FE) to the bioethanol-based ethylene (BE), produced
from sugarcane. From the 19 different LCIA methods, 13 were selected to be applied in the case
study. Six LCIA methods were excluded due to the lack of operational CF. The LREx method was
applied via the CEENE v2.0 method. Further, it is interesting to note that some LCIA methodologies
(Impact 2002+, BEES, and TRACI) are indirectly considered in this study since they use a similar
characterization model as Eco-indicator 99. It may be important to mention that the LCIA method
Ecological Scarcity [52] was not considered in the case study, nor in the previous theoretical assessment,
because it is a Swiss-based distance-to-the-target method, and is not in the scope of the Brazilian
context. For ADP, we used three versions in the assessment of better evaluation: (1) ADP v3.2, an
older version of ADP that accounts for metals, minerals, and fossil fuels in Sb-eq, through the ultimate
reserves (thus midpoint assessment); (2) ADP v4.2, a newer version of ADP that accounts for metals
and minerals as Sb-eq, through ultimate reserves, while for fossil fuels it accounts for the low heating
value (thus similar to a RAM); and (3) ADP-ILCD, an ADP version that assesses metals, minerals and
fossil fuels as Sb-eq through a reserve base.
2.2.1. RAM
For all five RAM methods, the results showed BE with higher environmental impacts than FE,
as can be seen in Figure 2. For the CED, CExD, CEENE v2.0, and SED, FE had approximately half of
the total value of BE (varying between 47% and 54%). On the other hand, FE had approximately 34%
of the total value of BE for the CEENE method v1.0. The main hotspots found in each of the RAM
methods are discussed below.
Figure 2. Resource-based assessment of bio-based ethylene and fossil-based ethylene, with different
RAM methods, normalized to the highest value
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CED and CExD had similar results, i.e., BE had greater environmental impact, mainly due to the
energy content of the sugarcane (86%–87%), and a considerable fraction of the total value was due to
fossil energy consumption (10%–11%), mainly due to natural gas consumed during ethanol-to-ethylene
production and diesel consumed in the sugarcane stage. For the FE, most of the environmental impacts
were due to the crude oil (63%–64%) and natural gas (31%–33%) consumption in the ethylene supply
chain. An interesting difference between CED and CExD was the results for water resources, i.e., for
CED, water resources were consumed mainly due to hydropower (potential energy), while the CExD
accounted not only for water from hydropower (potential energy), but water was also used in the
ethanol production process.
For the CEENE method, BE environmental impacts were mainly due to land occupation for the
sugarcane cultivation (90% in v1.0 and 85% in v2.0). Fossil fuels also had a significant contribution in
the total value (7% in v1.0 and 11% in v2.0), and from that approximately 53% was due to natural gas
consumption in the ethanol-to-ethylene production process and 22% was due to diesel consumption
during sugarcane cultivation. The main difference between v1.0 and v2.0 was land occupation, i.e., while
the former uses average European solar irradiation as a proxy, giving a higher result, the latter uses
regionalized data on natural potential NPP as a proxy (which for this case study, gave a lower value).
When using the SED, BE had more than double the total environmental impacts, and the main
hotspot was the consumption of gypsum (mineral) in the sugarcane stage, which was responsible for
more than 66% of the total environmental impact. After that, the consumption of limestone (mineral),
with 10% of total, natural gas in the ethanol-to-ethylene process (4%), and diesel at the sugarcane stage
(3%) were also relevant contributors for the SED. Regarding the FE, most of the environmental impacts
were due to crude oil (67%) and natural gas (26%) consumed in the ethylene supply chain. Sodium
chloride had also a relevant share of contribution (3%) for FE.
It is interesting to note that for FE, the results among the five RAM showed similar hotspots. On
the other hand, while for CED, CExD, CEENE v1.0 and CEENE v2.0, the main hotspot for BE was the
sugarcane (either as a biomass or the land occupation for its cultivation); in SED the land occupation
impacts accounted for only 2% of the total environmental impacts, and the minerals consumed during
the sugarcane stage were the main hotspots. This is due to the different approach used in SED, which
sets the geobiosphere as system boundaries to create the CF, while the former four RAM set the
boundary between the ecosphere and the anthroposphere [2,21].
2.2.2. Midpoint
For the midpoint level, the results were slightly divergent among the LCIA methods (Figure 3). For
ADP v3.2, ADP v4.2, and the Recipe Midpoint, BE was the most beneficial option for the environment,
with values of approximately 20%–30% of the environmental impact of FE. On the other hand,
ADP-ILCD, EDIP2003, ORI and AADP had opposite results, and the degree of how beneficial FE was
varied considerably. The main reason was the higher importance given to metals and minerals in
the latter LCIA methods. The relevance of the elementary flows for each LCIA method can be better
visualized in Table 4, Figures 4 and 5.
Figure 3. Resource-based assessment of bio-based ethylene and fossil-based ethylene, with different
midpoint LCIA methods, normalized to the highest value.
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Figure 4. Hotspots from bioethanol-based ethylene with respect to (a) elementary flow level; and
(b) type of resource level for midpoint and endpoint LCIA methods.
For the two versions of ADP that consider the ultimate reserve as background data for CF (v3.2
and v4.2), fossil fuels seemed to be much more relevant than metals and minerals. As a consequence,
FE had worse results, and the main driver for that was the consumption of crude oil (62% for ADP
v3.2 and 65% for ADP v4.2) and natural gas (36% for ADP v3.2 and 34% for ADP v4.2) at the ethylene
supply chain. Meanwhile, for BE, the main hotspots were also fossil fuels, i.e., natural gas consumed
at the ethanol-to-ethylene process (54% of the environmental impacts in both methods) and crude
oil consumed as diesel at the sugarcane stage. On the other hand, ADP-ILCD, which considers the
reserve base approach, seemed to give more importance to metals and minerals, putting BE as the
product with the highest environmental impacts, from which zinc, lead, copper, and nickel, mainly
used in the production of agricultural machinery, were the main hotspots for BE. Meanwhile, due to the
approach considered (reserve base), fossil fuels used in the agricultural stage had a minor contribution.
For FE, uranium (This is a limitation of the study; the ecoinvent dataset was used for FE, which is
European-based, thus has Uranium is an important energy source for electricity), natural gas and
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crude oil were the main hotspots, all of which were consumed in the ethylene supply chain (Table 4,
Figures 4 and 5).
Figure 5. Hotspots from fossil-based ethylene with respect to (a) elementary flow level; and (b) type of
resource level for midpoint and endpoint LCIA methods.
Similar to ADP v3.2 and v4.2, the Recipe Midpoint also gave more importance to fossil fuels (after
normalization), identifying FE as the product with the highest environmental impacts. Crude oil (66%)
and natural gas (32%) consumed in the ethylene supply chain were the main hotspots for FE. The main
hotspots for BE were natural gas (46%) and crude oil (25%), consumed in several processes. Moreover,
some metals also had a considerable contribution to BE, especially chromium, copper, iron, and nickel
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(summing to 15% of the environmental impacts), mainly used in the production of agricultural and
industrial machinery (Table 4, Figures 4 and 5).
EDIP 2003 seemed to give more importance to metals and minerals, probably due to the economic
reserve approach. BE was the product with the highest environmental impacts, mainly due to nickel,
zinc, lead, and copper (total of 77%), primarily used in the production of agricultural and industrial
machinery. Similar to ADP-ILCD, fossil fuels used in the agricultural stage had minor contributions.
The main hotspots for FE were crude oil (59%) and natural gas (32%) consumed in the ethylene supply
chain (Table 4, Figures 4 and 5).
Regarding ORI and AADP, BE was the product with the highest environmental impacts, since
these methods have CF solely for metals and minerals thus far. In AADP, BE was highly influenced
by nickel (89%), while in ORI it was mainly influenced by nickel (57%) and copper (34%). The same
metals were the main hotspots for FE, showing that a low number of CF may indicate a misleading
interpretation (if we consider the results from the other midpoint LCIA methods). In this sense, it is
important to mention that these LCIA methods may be currently used in LCA with caution, i.e., it
should be complemented by other LCIA methods for other types of resources (e.g., fossil fuels), and
avoid making a joint overall abiotic resource assessment.
From the results at the midpoint level, we could see that certain LCIA methods gave more
focus to metals and minerals, as those considering a reserve base (ADP-ILCD) and an economic
reserve (EDIP2003) as the background approach for creating CF. This is probably due to the lower
amount of metal deposits available in higher concentrations. Meanwhile, ADP versions considering
the ultimate reserves (v3.2 and v4.2) and the Recipe Midpoint gave more focus to fossil fuels.
Furthermore, we could notice that using LCIA methods with a low amount of CF, such as ORI
and AADP, may show inconsistent results, especially for products highly based on fossil fuels (as
FE). Therefore, this case study highlights the importance of the criterion assessing the number of
reference flows with CF, when dealing with abiotic resource depletion. In this sense, it is important to
highlight that a possible procedure to choose an LCIA method is to make a preliminary environmental
impact assessment, finding possible hotspots (e.g., iron may be a hotspot when performing an LCA
of industrial machinery), and then making sure that the chosen LCIA method has CF for those
elementary flows.
2.2.3. Endpoint
For the endpoint LCIA methods, the results of the case study were more convergent than the
midpoint LCIA methods, i.e., they all considered the BE as more beneficial to the environment
(Figure 6).
Figure 6. Resource-based assessment of bio-based ethylene and fossil-based ethylene, with different
endpoint LCIA methods, normalized to the highest value.
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For the Eco-indicator 99, the environmental impacts from FE were mainly due to crude oil (66%)
and natural gas (34%) consumed in the ethylene supply chain. Thus, the environmental impacts from
metals and minerals were negligible. Meanwhile, for the BE, 63% of the environmental impacts were
due to overall natural gas consumption (87% of those in the ethanol-to-ethylene process), 32% due to
crude oil consumption (72% of those due to diesel in the sugarcane stage), 1% from copper and 1%
from nickel, both mainly due to agricultural machinery (Table 4, Figures 4 and 5).
The Recipe Endpoint had similar results as the Eco-indicator 99, i.e., crude oil (66%) and natural
gas (32%) consumed in the ethylene supply chain were the main hotspots for FE. For BE, the main
hotspots were natural gas and crude oil, but some metals (chromium, copper, iron, and nickel) also
had a significant contribution to the environmental impacts (Table 4, Figures 4 and 5).
The method EPS2000, which uses a different approach from the Recipe Endpoint and Eco-indicator
99, indicated different hotspots for BE. Natural gas and crude oil in different processes contributed
to approximately 37% of the impacts, while several metals (chromium, copper, iron, lead, nickel,
phosphate rock, and zinc) contributed to approximately 55% of the impacts (Table 4, Figures 4 and 5).
For FE, the results were more similar to the other endpoint LCIA methods, i.e., crude oil and natural
gas consumed in the ethylene supply chain were the main hotspots.
2.2.4. Discussion
Liao et al. [8] analyzed different LCIA methods in a case study of titania produced in China
through different routes (chloride and sulphate). Even though the products analyzed were quite
different from our study, some results were similar among the RAM methods, showing that CED,
CExD and CEENE were mainly influenced by fossil resources (since titania is not a bio-based product),
while SED was mainly influenced by metals and minerals. Moreover, for the endpoint LCIA methods
considered in Liao et al. [8], the results also highlight a higher contribution of fossil fuels for the
Eco-indicator 99, in comparison to the EPS2000, which also had a significant contribution of metals.
Therefore, Liao et al. [8] can corroborate our findings in both approaches (RAM and Endpoint).
Robech et al. [6] compared different resource-based LCIA methods by applying them to 2744
market datasets from the ecoinvent database. The results showed that the ADP (ultimate reserves), the
Eco-indicator 99, and the Recipe Endpoint were mainly influenced by fossil fuels, while EDIP2003,
ADP-ILCD and EPS2000 were mainly influenced by metals and minerals, corroborating the results
of this study; except for EPS2000, which may have to do with the products analyzed, i.e., our
product system may be more fossil influenced than the averaged 2744 product systems analyzed by
Robech et al. [6]. Further, even though our case study was still mainly influenced by fossil fuels in the
EPS2000, the share of contribution was lower than the Recipe Endpoint and the Eco-indicator 99. For
the RAM methods of Robech et al. [6], SED showed many more contributions to metals and minerals
than CEENE v1.0 and CExD, validating the results of this study at the RAM level as well.
Moreover, similar results were found in the case study between the ADP (v3.2 and v4.2) and
the Eco-indicator 99, identifying BE as the better option with approximately 20%–22% of the impacts
from FE; this can be verified by the high correlation between these two LCIA methods found in
Berger et al. [53]. Meanwhile, the similar results from our case study between ADP-ILCD and EDIP2003
(BE as the worst option), and among Eco-indicator 99, ADP (v4.2 and v3.2), and the Recipe Endpoint
(BE as the best option) can also be corroborated by the high correlation found by Robech et al. [6]
among those LCIA methods.
Klinglmair et al. [38] compared the CF of different resource-based LCIA methods, normalized
with respect to iron, showing that ADP (It was not clear which version they used, but it seemed to
be a version considering the ultimate reserve approach) has a higher relative CF for crude oil than
other metals, confirming the results of this case study, and is mainly influenced by fossil fuels in ADP
v3.2 and ADP v4.2. Meanwhile, the relative CF of crude oil (relative to iron) was not much higher
for EPS2000 and the Recipe Endpoint, supporting our findings that showed iron with a significant
contribution for those LCIA methods (Table 4, Figures 4 and 5), while the contribution of that metal in
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ADP (v3.2 and v4.2) was negligible. On the other hand, according to Klinglmair et al. [38], Eco-indicator
99 has a lower relative CF for crude oil, similar to the Recipe Endpoint and EPS2000, but in the case
study presented here, iron did not show significant contributions, and this is probably due to the
specificities of the product system. The highest relative CF in AADP was from nickel [38], which
confirms the reason why this metal was the main hotspot from our case study.
2.3. Recommendation of Abiotic Resource LCIA Methods
For each of one of the resource assessment levels (RAM, midpoint, endpoint), we proposed
recommendations for the use of LCIA methods, based on the theoretical criteria assessment (Section 2.1),
and with support from the case study (Section 2.2). As we can see in Table 1, CEENE v2.0 (CEENE with
regionalized CF based on LREx) is the most suitable RAM due to the highest final score. However, we
noticed that ICEC/ECEC also had a high final score; thus, since this method is operational for extended
input-output LCI, we recommend it for that LCI approach; while CEENE v2.0 is recommended for
process-based and hybrid LCI approaches. Further, based on Liao et al. [8], who recommends the SED
method, and the concept introduced by ICEC/ECEC, which proposed complementary assessment for
RAM, we make an additional (and optional) recommendation for using SED as complementary to the
CEENE v2.0 (for the applicable LCI approaches).
For the midpoint assessment, ADP presented the higher final scores (Table 2) and thus is
recommended as the midpoint LCIA method. Since it has different approaches (e.g., ultimate reserves),
our recommendation is for the reserve base approach, as suggested in ILCD [3]. This is mainly due
to the higher environmental relevance of that approach, i.e., on one hand, the increase in resource
scarcity leads to the exploitation of reserves that are less economic (e.g., marginal reserves), which
are not accounted for in the economic reserve approach, and on the other hand, the ultimate reserve
approach also includes reserves with a very low concentration, which may provide inconsistent results.
This decision can be corroborated by the case study (Figure 4), in which the relevance of metals and
minerals seemed to be negligible in the ultimate reserve approach.
For the endpoint assessment, the Recipe Endpoint and EPS2000 had the highest scores (Table 3),
and are recommended as the endpoint LCIA method. Nevertheless, due to their low final score
(3.5) in comparison to other LCIA methods from other approaches (CEENE v2.0 and ADP), this
recommendation is made with limitations. Additionally, considering that the authors from the Recipe
Endpoint, OGD and SuCo are from the same team (Radboud University and PRé Consultants), and
also based on [49], we can assume that new versions of the Recipe Endpoint may include those new
LCIA models. In that case, based on Tables 2 and 3 the score from the Recipe Endpoint in scientific
robustness could increase. Thus, a study similar to this one should be performed again in the near
future, in order to update the scores according to new versions that may come up.
2.4. Future Challenges and New Trends
The LCA scientific community has not yet reached consensus on how to evaluate resources. As
previously mentioned, traditional approaches may be classified into three levels (Figure 1). However,
there are new frameworks for the impact assessment of this category [6,7], showing that the LCIA
methods available in literature are not yet consolidated, and new trends may appear in the future.
According to van Oers [36], resource depletion assessment at the midpoint and endpoint levels
does not need to be regionalized. However, we cannot draw the same conclusion for RAM, where
some type of resources may need to be assessed by spatial-differentiated CF, as done in CEENE v2.0
for land use (by LREx). Other RAM may follow the same trend, as ICEC/ECEC and SED for land
use. Further, RAM may also need to regionalize other elementary flows, such as biotic resources
and water. Regarding midpoint LCIA methods, we noticed an evolution, from the more traditional
approach (EDIP), which assesses the availability of resources and, for the ADP, their extraction rate,
for more recent methods that evaluate the decrease in the ore grade, as the Recipe Midpoint, ORI and
OGD. Moreover, there are new trends that include the resources in the anthroposphere, for metals,
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as proposed in AADP. Currently, these new approaches are not totally suitable for LCA, due to the
low number of CF, but this reality might change in the future (e.g., [42]). At the endpoint level, the
assessment usually has higher uncertainties than at the midpoint level. However, newer LCIA models
seem to be more scientifically robust, with fewer uncertainties (e.g., SuCo), and may be incorporated
into traditional endpoint LCIA methods (e.g., Recipe Endpoint). Likewise, even though criticality
does not yet have an operational LCIA method available, it is a well-established resource management
methodology that may be incorporated into LCA in the future, especially when considering economic
and social issues in LCSA [7,54].
Moreover, we could see that there are already a few operational LCIA methods with alternative
approaches (outside of traditional LCA), for instance ICEC/ECEC, SED and Exergoecology, where
concepts from Emergy and cradle-to-cradle (or grave-to-cradle) approaches, that have a high
sustainability appeal, are brought into LCA.
3. Experimental Section
In order to search for different operational LCIA methods available in literature, we used different
keyword combinations (e.g., resources and LCA) on web tools, such as Web of Science. Articles
published from the last 20 years, until December of 2014, were considered. After that, the articles
that referred to the LCIA methods per se were selected, i.e., we excluded case studies that used those
LCIA methods. Finally, we evaluated them through two criteria: (1) Scope: in which the amount of
elementary flows that could be accounted for was evaluated, i.e., the amount of CF available in the
LCIA method. The availability of regionalized CF was also considered, but since spatial-differentiation
in LCIA is not applicable to resource depletion assessment [36], this was considered solely for the
RAM (not for midpoint and endpoint LCIA methods); (2) Scientific robustness: in which the model
behind the LCIA method was evaluated, how it was scientifically proposed (theory used and/or
cause-and-effect relation), how clear was the documentation, and if the method was fully operational.
Other criteria could be used in our evaluation (e.g., acceptance by LCA community), but we preferred
to focus on rather technical criteria. We gave scores between one (the lowest) and five (the highest) for
each of these criteria and later we calculated an arithmetic average in order to provide a final score for
each of the LCIA methods evaluated.
After the theoretical assessment of the LCIA methods, some of them were applied in a case study
of ethylene production. For that, two scenarios were considered:
‚ A traditional FE, which was based on the data in the ecoinvent [55] dataset named “ethylene,
average (RER) production, Alloc Def” (There is no dataset in ecoinvent for Brazilian ethylene).
The inputs and outputs in this dataset are arranged as aggregated LCI; thus, it is not possible to
clearly identify the life cycle stage of each elementary flow;
‚ A BE, from Brazil, where sugarcane is produced to generate ethanol, that is further dehydrated
into ethylene. Therefore, Cavalett et al. [56] was used for sugarcane and ethanol data and the
Swedish Life Cycle Center (CPM) database [57] for the ethanol-to-ethylene process unit. Sugarcane
and ethanol production considered in reference [56] is from advanced technologic cultivation and
production systems, from the state of São Paulo (Brazil). The ethanol-to-ethylene process unit is
based on pilot scale data.
After modeling the life cycle of these two scenarios of ethylene, we performed an LCIA through
different resource-based LCIA methods. Then, we evaluated which scenario had the best/worst results
and searched for the main hotspots that each of these LCIA methods identified.
4. Conclusions
Through this study, we found 19 different LCIA methods for assessing the AoP Resources. We then
made an assessment based on two criteria and, with support from a case study, were able to recommend
the CEENE method v2.0 (with optional complementary assessment by SED) for process-based and
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hybrid LCI, and ICEC/ECEC for extended input-output LCI, at RAM level; ADP (reserve base) for
midpoint level; and EPS2000 and the Recipe Endpoint for the endpoint level (with the possibility
of only being the Recipe Endpoint in the future). In addition, it was possible to notice that the
evaluation of the AoP Resources is not yet well established in the LCA community, not only due to
the recent development of several new LCIA methods with different approaches, but also due to the
new propositions on how this AoP should be assessed. In this sense, it is important to highlight the
importance of performing a study similar to this one in the near future, as new LCIA methods and
also new (and upgraded) versions of the current LCIA methods may appear.
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Abstract: A thermodynamic approach based on exergy use has been suggested as a measure for
the use of resources in Life Cycle Assessment and other sustainability assessment methods. It is a
relevant approach since it can capture energy resources, as well as metal ores and other materials
that have a chemical exergy expressed in the same units. The aim of this paper is to illustrate the use
of the thermodynamic approach in case studies and to compare the results with other approaches,
and thus contribute to the discussion of how to measure resource use. The two case studies are the
recycling of ferrous waste and the production and use of a laptop. The results show that the different
methods produce strikingly different results when applied to case studies, which indicates the need
to further discuss methods for assessing resource use. The study also demonstrates the feasibility
of the thermodynamic approach. It identifies the importance of both energy resources, as well as
metals. We argue that the thermodynamic approach is developed from a solid scientific basis and
produces results that are relevant for decision-making. The exergy approach captures most resources
that are considered important by other methods. Furthermore, the composition of the ores is shown
to have an influence on the results. The thermodynamic approach could also be further developed
for assessing a broader range of biotic and abiotic resources, including land and water.
Keywords: Life Cycle Assessment; resource use; exergy; waste; recycling; metals
1. Introduction
A more efficient utilization of resources, from, e.g., improved waste treatment, is an important
part of a more circular economy, which is arguably a prerequisite for a sustainable society.
Life Cycle Thinking (LCT) and Life Cycle Assessment (LCA) have received prominent positions
in European waste policy, for example in the Waste Framework Directive, as an approach and tool,
respectively, for assessing the environmental impacts and resource use associated with alternative
waste management strategies [1].
LCA is a tool to assess the potential environmental impacts and resources used throughout
a product’s life cycle, i.e., from raw material extraction, via production and use phases, to waste
management [2–4]. The term “product” includes both goods and services, for example waste
management. The unique feature of LCA is the focus on a life-cycle perspective. This implies
that system boundaries should be so wide that inputs to the life-cycle system should be resources as
we find them in nature, and outputs should be emissions to nature.
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There are four phases in an LCA study: Goal and Scope Definition, Life Cycle Inventory
Analysis (LCI), Life Cycle Impact Assessment (LCIA), and Interpretation. The result from the LCI is a
compilation of the inputs (resources) and the outputs (emissions) from the product over its life cycle.
The ISO standards [4] further define Life Cycle Impact Assessment (LCIA) as the phase of an LCA
study that involves classification and characterization of substances, and optionally normalization
and weighting. In the classification the LCI, results on resources and emissions are classified into
impact categories of environmental relevance (e.g., kg CO2 emissions into Global Warming). In the
characterization part of the LCIA, the contributions of different inputs and outputs to impact categories
are modeled quantitatively and expressed as an impact score in a unit common to all contributions
within the impact category [2]. The relative contribution of a substance to an impact category is
estimated with characterization models (e.g., 1 kg of CH4 contributes around 30 times as much to
cumulative radiating forcing as 1 kg of CO2). Normalization and weighting are optionally used in
order to enable comparison of results across impacts (e.g., global warming against resource depletion).
The ISO standard for LCA [4] states that “resource use” is one of the categories of environmental
impacts needing consideration. In the LCA literature, “resource depletion” (including minerals, fossil
and renewable energy resources and water) is often described as one impact category that should
be included in an LCA study. In principle, the terms “resource use”, “resource consumption” and
“resource depletion” should mean different things (resource use can lead to consumption (implying
destruction of the resource) which could lead to depletion of the stock or fund resource). In practice,
however, many scholars and practitioners are using the terms interchangeably, leading to a mixed use
of the terms.
The characterization of the use of abiotic resources—such as minerals and non-renewable fuels—is
one of the most frequently discussed impact categories and consequently there is a wide variety
of methods available for characterizing contributions to this category (e.g., [2,5–8]). Essentially,
four different groups of approaches can be distinguished [9,10]:
1. The impact of the present use of resources is modeled as that of the future use of resources.
The rationale for this approach is that the current use of non-renewable resources implies that
more effort (e.g., energy) to extract the same amount will be required by future generations,
assuming that ore grades decrease with greater extraction, and that technology remains the
same. Alternatively, we can adopt other resources that substitute for the ones being assessed as
proxies, so that current impacts can be measured in terms of the future impacts. This has been the
basis for several LCIA methods for resources, for example Eco-indicator 99 [11] and ReCiPe [12].
However, it has been argued that if current resource use leads to changes in the environmental
interventions of future extractions, this should be modeled in the Inventory Analysis, and not in
the LCIA [2,13].
2. There are methods related to some measure of available resources or reserves and extraction
rates. Different approaches exist based on different measures of the reserves, e.g., technically
and economically available reserves [14] or ultimately available reserves, as in the CML
approach [15,16], and extraction rates. For example, the CML approach uses antimonium (Sb) as
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3. There are thermodynamic methods based on exergy decrease or entropy increase. Exergy is
a measure of available energy. Entropy can be interpreted in many ways, e.g., as a measure
of disorder but also as a measure for the dispersal of energy. In contrast to energy, exergy is
destroyed in all real world processes as entropy is produced [17]. The exergy decrease and
the entropy increase mirror each other. Methods and data based on this approach have been
developed for LCA [18–23]. The exergy content of the resources can be assumed to be used
through incineration, other chemical reactions and dissipation [18]. Although it may be claimed
that all the approaches rely on thermodynamics, this group will be called the thermodynamic
approach in this paper.
4. The last approach is the aggregation of the total use of energy as in the Cumulative Energy
Demand (CED) [24].
All LCIA methods across all approaches above have in common that they result in characterization
factors CFi that can be used for calculating the indicator for the use of abiotic resources according to
Equation (2) (e.g., [3,9]):
I “ Σ CFi mi (2)
where I is the indicator result and mi is the use of the abiotic resource i in the system under study.
The aim of this paper is to contribute to the discussion on different approaches to measure the use
of abiotic natural resources (such as non-renewable fuels and mineral resources) in LCA and other
methods. This is done by illustrating the application of the thermodynamic approach to case studies,
and by comparing the results with other approaches. The focus is on the thermodynamic approach
which is discussed in more detail.
2. Materials and Methods
Two case studies were chosen to illustrate the use of different methods: one on the recycling of
ferrous waste and one on the production and use of a laptop computer. Since one purpose of recycling
is to save resources, a simple recycling case was chosen to see if the methods would capture this
concern. A laptop was chosen to illustrate a more complex product, which includes many different
types of metals and plastics made from fossil fuels, and which uses significant amounts of electricity
during the use phase. For both cases, data were taken from the Ecoinvent database [25] as implemented
in the SimaPro software (Pré, Amersfoort, the Netherlands, www.pre.nl).
2.1. Ferrous Waste Recycling
This case is based on the Ecoinvent 2 dataset “Steel, electric, un- and low-alloyed,
at plant/RER” [26] with the addition of avoided virgin production (1 kg of steel, low-alloyed per
every 1.1 kg of material recycled), with removal of steel scrap input. Direct use of electricity has been
replaced by the Swedish electricity mix [27]. The system studied represents an average of different
processes of secondary steel production with EU technology and includes transportation of scrap metal
and other input materials to the electric arc furnace, steel-making process and casting.
2.2. Production and Use of a Laptop
The case is based on the Ecoinvent 2 dataset “Use, computer, laptop, office use/RER” [28].
The system studied includes laptop production and disposal, transportation to the user and energy
consumption during use, the latter considered over a lifespan of four years and taking into account
different use modes for office use. The functional unit of the assessment was 1 laptop.
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The process for laptop production includes raw material extraction and processing, manufacturing
of all components, energy and water use required for various processes, transportation for input
materials (ship, rail and road), packaging, final disposal of the laptop, and infrastructure required
(factory). The dataset is global and describes the manufacturing of a typical laptop computer during
the years 2002–2005. The final disposal is represented by a mixture of manual and mechanical WEEE
treatment in Switzerland. The benefit of material recovery is not accounted for. Rail and road
transportation is used for the delivery to a user. For the use phase Swedish electricity is used [27].
The office use is calculated according to the share between active (5.5 h/day), standby (2 h/day) and
off (16.5 h/day) modes.
2.3. Characterization Methods
Two versions of the thermodynamic approach were applied here. The first is called Exergy F & Ö,
where the exergy data were taken from [18]. These data were calculated from information on the
chemical composition of the material, the basic thermodynamic data and the reference state developed
by Szargut et al. [29] which is made to be similar to the natural environment, including common
components of the atmosphere, sea and crust of the earth. For fossil fuels, the exergy is close to the
lower heating value. For metals, the whole metal ore was considered as an input to the technical system
in line with the life-cycle approach [18]. The second version of the thermodynamic approach was the
Cumulative Exergy Demand (CExD) method [19], which uses other data for the ore compositions
(see below) and an updated version of the reference state including, for example, more recent data on
concentrations of trace elements in sea water (the reader is referred to the references for more details).
De Meester et al. [30] have shown that an updated reference state in most cases has only a minor
influence on the results. For some specific minerals, the differences can, however, be larger.
In addition, several other often-used LCIA methods were included, e.g., Cumulative Energy
Demand (CEnD), CML, Eco-indicator 99 and ReCiPe for minerals and fossil fuels, all as implemented
in Simapro. All of these are intended to be used as methods for characterization of the use of abiotic
resources in LCA and are in that sense comparable. Although different terms may be used in the
literature when describing the methods (e.g., resource use, resource consumption or resource depletion),
they are intended and used for this same purpose. All use information about the used amounts of the
abiotic resources from the LCIA. The system boundaries for the Ecoindicator 99 and ReCiPe methods
are expanded compared to the other methods since they include also future resource extraction. This is
because information on impacts from future resource extraction is used for the indicator on the impacts
of the current resource use. The methods also differ in the age of underlying data (the readers are
referred to the specific methods for details). It is, however, likely that the difference in age has a minor
influence in the comparisons since the differences in approaches are large and large parts of the data
(e.g., on thermodynamic properties) are not expected to change significantly with time. Many of them
are also used on a routine basis by LCA practitioners.
3. Results and Discussion
The results for ferrous recycling are presented in Table 1 and Figure 1. The results are in most
cases negative, indicating that recycling saves resources. The exception is uranium, which is used for
the production of nuclear power. The results thus show that although the total use of abiotic resources
decreases, the electricity use is increased.
The results for the production and use of a laptop are presented in Table 2 and Figure 2.
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Table 1. Characterization of most important non-renewable resources for ferrous recycling in
percentage of the total result (only resources that contribute to more than 1% of total result according
to at least one method are included; “0” means less than 0.1% and n/a means that no characterization
factor for this input was available).
Resources Exergy F & Ö CExD CEnD CML Eco-Indicator 99 ReCiPe Mineral ReCiPe Fossil Fuels
Coal ´46 ´64 ´88 ´88 ´6 n/a ´84
Gas ´3 ´5 ´8 ´5 ´9 n/a ´8
Oil ´4 ´7 ´9 ´6 ´10 n/a ´9
U 2 3 4 0 n/a 0 n/a
Ni ´48 ´15 n/a ´0.1 ´70 ´20 n/a
Mo n/a ´2 n/a ´0.1 ´1 ´3 n/a
Fe ´2 ´9 n/a 0 ´2 ´25 n/a
Mn n/a ´0.3 n/a 0 ´0.2 ´35 n/a
Cr ´0.1 ´0.5 n/a 0 ´1 ´16 n/a
Figure 1. Characterization of most important non-renewable resources for ferrous recycling in
percentage of the total result.
Table 2. Characterization of most important non-renewable resources for production and use of a
laptop in percentage of the total result (only resources that contribute to more than 1% of total result
according to at least one method are included; “0” means less than 0.1% and n/a means that no
characterization factor for this input was available).
Resources Exergy F & Ö CExD CEnD CML Eco-Indicator ReCiPe Minerals ReCiPe Fossil Fuels
Coal 12 17 18 45 2 n/a 39
Gas 9 13 15 27 41 n/a 33
Oil 6 12 13 20 34 n/a 27
U 24 47 53 0 n/a 0.3 n/a
Cu 6 1 n/a 0.1 9 16 n/a
Au 41 8 n/a 7 n/a 49 n/a
Ni 3 0.8 n/a 0 n/a 0.1 n/a
Mo n/a 0.1 n/a 0 0.2 1.3 n/a
Fe 0 0.1 n/a 0 0.1 1.5 n/a
Mn n/a 0 n/a 0 0 3 n/a
Cr 0 0 n/a 0 0.1 5 n/a
Sn n/a 0.3 n/a 0.1 6 18 n/a
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Figure 2. Characterization of most important non-renewable resources for the production and use of a
laptop in percentage of the total result.
The Exergy F & Ö method and CExD give similar results for traditional energy resources, but partly
different results for metals. The CEnD naturally only gives results for energy resources, and the CML
method gives the result that energy resources are, in practice, the most important resources, especially
in the case of ferrous recycling. Conversely, Eco-indicator 99 suggests that metals are more important
than energy resources in this case. The Exergy F & Ö and CExD methods give weight to both energy
and metal resources.
For metals, the Exergy F & Ö and CExD methods give different results. The Exergy F & Ö method
gives higher results than CExD for some metals (e.g., Ni in the case of ferrous recycling and Au in
the laptop case). This is because the two methods have modeled the metal ores in different ways.
The Exergy F & Ö method has data for sulphidic ores for some metals (copper, gold and nickel) with
a high chemical exergy whereas the CExD method uses a generic average ore matrix with a lower
chemical exergy. The exergy of the generic ore used in the CExD method [19] was the average of the
ores in [18]. It can therefore be argued that the ore composition adopted in the Exergy F & Ö method
is more specific and relevant for the metal in question. On the other hand, the ore-generic data may
be considered more generally applicable. The ore-specific data used in the Exergy F & Ö method can
possibly be compared with site-dependent data, which is sometimes used in LCIA (cf. [2]). However,
both methods are consistent in identifying the same metals as being the most important ones. This is
partly in contrast to the Ecoindicator 99 and ReCiPe methods, which highlight other metals, partly
because of data gaps. It also interesting to note that U is highlighted in the laptop case by the CEnD,
CExD and the Exergy F & Ö methods, but hardly at all by the other methods.
Since different methods produce different answers, it is important to discuss and evaluate different
approaches. Important questions then are: How can a choice be made between different methods
and when is a specific method more adequate? Unfortunately, there is no simple way of determining
this. There is no method by which it can be shown that one characterization method is the “correct”
one (cf. [31]). Instead, theoretical reasoning must be applied and underlying assumptions should be
discussed. Examples of questions that can be raised include: Is the problem defined in a relevant way?
Does the quantification method adequately and reliably quantify the contribution to the problem?
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Are there any logical contradictions? Does the method produce reasonable results and can we in any
sense judge which results are reasonable?
In the thermodynamic approach, resource use is measured in terms of exergy use (indicated by
the exergy content of the resources) or entropy production. Several ways of thinking can lead to the
conclusion that exergy is a relevant measure:
‚ The energetic argument claims that useful energy (i.e., exergy) is the ultimate limiting and scarce
resource because every material resource has an energy cost associated with extracting it, which
limits its scale [32]. Given sufficient amounts, a society can divert exergy, within the current
technical possibilities, to the acquisition of whatever material that is in short supply. Exergy,
rather than energy, is used in this context since consideration is given to the quality of the energy
(i.e., the ability to do work) as well as the chemical exergy of traditionally non-energetic raw
materials [18]. As ore grades become lower, more exergy will be needed to extract the resource.
This is for two reasons. One is because more energy is needed to extract larger amounts of ore
(which will have lower grade/concentrations of the resource). The other one is because the
amount of chemical exergy that comes with the ore will increase (assuming a constant amount of
exergy per kg of ore) since more ore will be needed to produce a certain product.
‚ The usability argument starts with the question: When we discuss resource depletion or
consumption, what is actually depleted or consumed? [18]. It is neither matter, since matter
cannot be destroyed or consumed (except for nuclear reactions), nor energy. A reasonable answer
may be that it is the usable energy and matter that is consumed and depleted and transformed
to less usable energy and matter. This happens in all real world processes. It could therefore be
relevant to have the use of usable energy and matter as an indicator for resource consumption.
A measure of useful energy is exergy. For a material to be useful it must normally be ordered,
i.e., structured and concentrated. A well-known scientific measure that is often interpreted as
a measure of the disorder of a system is entropy. If a material is to be useful, it must normally
have lower entropy than the surroundings, here defined as the reference state. This implies that
the material is structured and concentrated, i.e., has a higher order. An example is an ore which
has a higher concentration and typically a lower entropy than the average crust defined in the
reference state used in the methods applied here. Another example is fresh water which has lower
entropy than seawater (which is part of the reference state). Societies and technical systems can
be described as systems feeding on low-entropy matter and energy and converting them into
high-entropy matter and energy. The entropy production may therefore be considered a relevant
measure of resource consumption (cf. [33]). Since entropy is increased as exergy is decreased
according to Ek 3 (where δE is the decrease of exergy, T0 is the temperature of the surroundings




‚ The reversibility argument starts with the assumption that a relevant measure of resource
consumption may be the costs required to restore the resource. The exergy of a resource is
the theoretical minimum energy required to produce this resource from the defined reference
state. It may thus be seen as measure of the minimum costs associated with the resource.
Are the results provided by the thermodynamic method reasonable? When applied in practice,
it can be noted that the thermodynamic approach as used here can highlight both energetic resources
(both fossil fuels and nuclear fuels) as well as metal resources. This is in contrast to some of the other
methods which either only include energetic or metal resources (such as ReCiPe) or in practice highlight
only one of them (such as the CML method) or have significant data gaps (such as Ecoindicator).
We believe that that is an indication that the results are relevant to decision-makers and useful. This is
because both energy and metal resources are on the policy agenda. The method can thus provide
125
Resources 2016, 5, 23
support for decision-making when, for example, different products using different types of resources
are compared.
However, despite exergy being a feature that is common to both energy and non-energy resources,
it is limited in capturing the scarcity of a material, as no indication of abundance and extraction rates
of the material is included therein (e.g., [5,10]). Instead the thermodynamic approach is based on
the assumption that different resources can substitute for each other and that the limited and scarce
resource is exergy. So instead of capturing the scarcity of materials, it is focused on the scarcity of
exergy. This is relevant since physical scarcity of materials can be overcome with exergy. If there is
enough exergy, materials can be extracted from low-grade ores and seawater.
The thermodynamic approach (or the other methods discussed here) does, however, not capture
all resource aspects that are on the political agenda. For example, geopolitical aspects, which are a
part of resource criticality assessments (e.g., [34]), are not included. However, there is currently no
common and clear picture of how to describe the problem of resource use and which aspects should
be included and valued (cf. [35]). Since different methods for the characterization of abiotic resources
capture different aspects, they can also be seen as complementary.
The thermodynamic approach can be further developed. Different types of metal ores have
different exergies [18] and the databases should therefore be improved to reflect this variability. This is
especially relevant if changing ore grades also leads to changes in the composition of the ores. This is
the case for many metals typically found in sulphide ores at higher ore grades (e.g., copper), but in oxide
ores at lower ore grades with corresponding changes in the exergy of the ore [18]. The possibilities of
using exergy consumption not only as measure of abiotic resources but also for other types of resources
such as biotic resources, water and land [20] is also an interesting development. This could involve
further complexities related, for example, to time for replenishing fund resources, local scarcity of
water, etc. The advantage is, however, the possibility to integrate different types of resources in a
common framework.
Although characterization methods for the use of abiotic resources have been discussed
extensively, there are only a limited number of published studies where comparisons including
the thermodynamic approach were made (notable exceptions include [6–8] but these were limited in
different ways). The comparisons made have also focused on the Cad data [19] and not the Exergy
F & Ö data [18], although we show here that they can give different results. Since different case
studies illustrate different aspects, new learnings can be made and further studies would be useful.
In addition to showing the differences between alternative methods, the case studies here illustrate
that the thermodynamic approach can show the importance of both energy and material resources,
and that the two datasets used here give similar but not identical results illustrating the importance of
the ore composition.
LCA and exergy analysis can be linked in many ways, (cf. [21]). Here, the focus has been
on exergy as measure of resource use in the characterization part of the LCIA. In a number of
case studies (e.g., [36–38]), exergy analysis is used as a characterization method or as a method
for broadening LCA [39]. It can be used in these ways for both attributional (or accounting)
LCA, as well as consequential LCA (cf. [2]). Others have suggested that LCA and exergy analysis
complement each other (e.g., [40–43]. Exergy analysis can also be used as a stand-alone assessment
tool, e.g., [29,44–47], or linked to other environmental systems analysis tools, such as Strategic
Environmental Assessment [48], besides its use as an engineering tool for analyzing and optimizing
different types of processes [29,49]. This non-exhaustive list indicates that the applications of exergy
analysis are numerous and that it is an established method in many areas. It could therefore also be
used with confidence as a characterization method in LCA.
4. Conclusions
There are a number of different methods available for characterizing non-renewable resources
and they give strikingly different results. The thermodynamic approach is developed from a solid
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scientific basis and it is currently operational with, for example, the CExD method with an extensive
database. The approach is used by different groups and it produces relevant results. It can be noted
that it captures most abiotic resources that are considered important by other methods. For the case
studies on the recycling of ferrous waste and the production and use of a laptop, both energy resources
and metals are of importance. Results for the thermodynamic approach depend on the composition
of the ore; more ore-specific data should be developed and their importance evaluated (in parallel
to site-specific data for emissions and impacts). Possibilities for using thermodynamic data for other
resources (renewable materials and energy, water and land) should also be explored further.
Revisiting the questions raised above, we draw the conclusions that the thermodynamic approach
used here is developed from an established scientific basis, based on a discussion on why exergy is
a relevant measure. It is relevant as an indicator both for resource use and resource depletion since
it is a measure of something that is actually consumed. We also argue that the results are relevant
for decision-making. The calculations can be made in a reliable way and the data necessary is robust
and time-independent, except for the composition of the ores which may change with time as the ore
grades and types of ores used change.
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Abstract: Dematerialization is a paradigm in resource conservation strategies. Material use
should be reduced so that resource consumption as a whole can be lowered. The benefit for
humankind should be completely decoupled from the natural expenditure by a definite factor X.
Instinctively, this approach is convincing, because our entire value-added chain is based on material
transformation. Targets for mass-based indicators are found within the context of justification for
ecological carrying capacity and intergenerational fairness, taking into account the economic and
socio-political expectation of raw material scarcity. However, in light of further development of
material flow indicators and the related dematerialization targets, the question arises as to what they
actually stand for and what significance they have for resource conservation. Can it be assumed
that pressure on the environment will decline steadily if the use of materials is reduced, whether for
an economy or at the level of individual products or processes? The present narrative review
paper has discussed this issue and takes into account the authors’ experience of the extended
political and scientific discourse on dematerialization in Germany and Europe. As a result, a high
“resource relevance” cannot be inferred from high physical material inputs at any of the levels
considered. It has been shown that establishing mass-based indicators as control and target variables
is questionable and that dematerialization exclusively based on such indicators without mapping
other resources should be critically examined.
Keywords: natural resources; mass-based indicators; dematerialization; MFA; raw materials;
resource conservation; resource efficiency; criticality; area of protection; precautionary principle
1. Introduction
Biophysical methods and models suggest that a global safe operating space can be identified
where safe and sustainable life is granted to humankind without exceeding certain ecological limits [1].
However, a degradation of ecosystems and ecosystem services shows that those ecological limits
have already been reached [2]. Moreover, humankind has most probably already exceeded the stress
limits for climate change, phosphate and nitrogen nutrient fluxes, land-use changes, and biosphere
integrity—four out of nine specified planetary limits [3]. If this situation is not resolved effectively,
it must be assumed that not only will the Earth’s state gradually worsen but also change irreversibly
with devastating consequences for life on this planet.
Making express references to the planetary boundaries as well as resource scarcity and availability,
national and international political agendas are increasingly migrating towards acceptance of resource
conservation with a prime focus on increasing the efficiency of its use. European activities—starting
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from the milestone of the “Thematic Strategy on the Sustainable Use of Natural Resources”
in 2005—have provided an implementation roadmap for the “resource-efficient Europe” flagship
initiative [4–6]. This initiative is aimed at simultaneously enhancing economic performance and
reducing the associated resource consumption. The European Environment Agency (EEA) has
published a comprehensive report to show how 32 European states want to increase their resource
efficiency [7]. The Federal Government of Germany stipulated its own resource efficiency programme
ProgRess in 2012 [8]. An evaluation of performance was published on the basis of a progress report
in 2016, and a second resource efficiency programme was adopted at the same time [9]. Countries
such as Japan developed national strategies [10] many years ago, or—as in the case of India [11]—have
recently developed one.
At an international level, in founding the Resource Efficiency Alliance, the G7 countries have
committed to ambitious measures to protect natural resources and improve resource efficiency, building
essentially on the reduce–reuse–recycle framework of the Kobe 3R Action Plan and existing national
initiatives [12]. Even more importantly, the G20 launched a Resource Efficiency Dialogue, which will
exchange good practices and national experiences to improve the efficiency and sustainability of
natural resource use across the entire life cycle and to promote sustainable consumption and production
patterns [13]. Resource efficiency is most prominently represented by the UN Sustainable Development
Goals (SDGs). The 2030 Agenda for Sustainable Development envisages a world in which consumption
and production patterns and use of all natural resources are sustainable [14].
In recent years, the concept of a circular economy has received increasing attention worldwide
due to the recognition that the security of supply of resources and resource efficiency are crucial for
the prosperity of economies [15]. In the meantime, existing strategies for resource efficiency have
already been supplemented or even replaced by those for a circular economy, although there is a very
large congruence in terms of contents. The EU Commission has presented a new circular economy
strategy in line with the existing 2020 Europe Strategy flagship initiatives [16]. The Strategy consists
of an EU Action Plan for the Circular Economy, including revised legislative proposals on waste that
establishes a concrete and ambitious programme of action, with measures covering the whole cycle:
from production and consumption to waste management and the market for secondary raw materials.
A declared goal is to implement the paradigm shift from the resource-intensive, linear, “take, make,
consume, and dispose” economic model to a resource-efficient circular economy. Initiatives, strategies,
programmes, and roadmaps are being pursued to help further the development of a circular economy
by organizations, and in many countries such as Finland [17] and the Netherlands [18], with the aim of
strengthening a resource-efficient economy [19]. Even if the distinction between resource efficiency
and circular economy is not clear, circular economy can be described as a desirable target state of
a resource-conserving economy.
In the programmes and strategies mentioned, there is as yet no generally accepted definition of
the central object, the natural resources. Depending on their definition and interpretation, they include
materials, raw materials, natural energy flows, land, wildlife, agricultural goods, environmental
media, ecosystems, the services they provide, and biodiversity. This results in more or less major
overlaps between the natural environment, natural resources, natural capital, and, as a consequence,
resource use and environmental impact. The strategies often use the terms of resource use and resource
consumption synonymously or arbitrarily. This unclear terminology is not solely linguistic but raises
fundamental conceptual questions about the relationship between environmental protection and
resource conservation and the target parameters of resource conservation.
It is striking that, although a “broad understanding” of natural resources is often considered,
an implicit or partly explicit focus is placed on raw materials or materials. For example, those
indicators concerned with the frugal use of fresh water, land areas, or the protection of genetic
diversity are also included in the final list of coordinated SDG indicators. However, the material
footprint or its productivity was chosen as the only indicator to represent natural resources under
the central SDG 12 meant to achieve sustainable management and efficient use of natural resources
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by 2030 [20]. Similar material flow indicators and their productivities have also been described in
national programmes and sustainability strategies, or even prominently set as leading indicators for
the programmes to measure the success of resource conservation or resource efficiency [21–24].
The widespread focus on material in strategies for natural resource use goes back to a 1990s
school of thought that considers dematerialization, i.e., a reduction of material use by a “factor X”,
as a guiding principle for a sustainable economy. Such an economy avoids negative environmental
impacts and faces scarcities in a precautionary way, in responsibility as well, for future generations.
The declared objective is to decouple benefits from resource demand, which is equated to material
demand in this school of thought. This dematerialization approach is propagated not only at the
overall economic level but also at the micro level for products and processes [25]. The discussion
of approaches to dematerialization has given a great boost to the development of material flow
calculations and accounting [26,27]. However, the significance of the concept and its material-based
indicators is considered controversial [28–32]. The objectives are the subject of political, societal,
and scientific discussions. Although, to the authors’ knowledge, there are so far no binding resource
policies that explicitly aim at dematerialization, the above-mentioned focus on material efficiency and
the common synonymous use of the terms resources and material makes an implicit reference to this
school of thought.
Research Questions and Goals
In light of further developments of the macroeconomic material flow indicators for resource
efficiency assessment and of the analysis of material flows at process and product levels, questions arise
as to what mass-based indicators stand for and what they reveal about the conservation or the
efficient use of natural resources. Instinctively and emotionally, they are highly relevant. Our entire
value-added chain is based on material and substance transformation: we extract material from
the environment, transform it, and permanently discharge emissions and waste into the natural
environment, which influences its state. Even services and non-material goods in the strict sense such
as education are dependent on these material transformation processes: they require infrastructure
such as roads, railways, heated buildings, computer centers, and much more. In turn, these can be
used to fulfil their purpose only with auxiliary materials and fuels, mostly fossil fuels.
If so much depends on our material flows, does reduction of material use by a factor X suit as
a guiding principle for a sustainable economy? Is it safe to assume that environmental pressure will
drop steadily and resource scarcity be addressed if material use is reduced across the board by a certain
factor X, as the dematerialization school of thought is assuming? How reliable is the measurement
of the success of resource conservation using dematerialization indicators in kilograms, tonnes,
and megatonnes and can any connection be made to the relevant areas of protection? Regarding the
breadth of all natural resources, how “resource-relevant” are mass-based indicators? Do they qualify
as control variables for policies that aim at conservation or the efficient use of resources?
Against this background, this paper presents a narrative review of relevant methodologies
and assessments for raw materials. It discusses the current application of material flow indicators
and juxtaposes concepts for raw materials and safeguard subjects from a micro level. It reflects
the shortcomings, advantages and main criticism with regard to methodology and transported
messages. Thereof, conclusions are drawn about the use and interpretation of mass-based indicators
for resource policy.
The structure of this paper is as follows: Section 2 discusses the technical background. The authors
present their classification of resource conservation terminology. The application of economy-wide
material flow accounting (EW-MFA) indicators in political programmes is described using Germany
as an example. This is followed by an outline of the factor X approach and its fundamentals for
dematerialization as a strategy. In Section 3, the relevance of material flow indicators for the use
of natural resources is discussed on the basis of the author’s experience. Areas of protection and
impact paths of raw material consumption are described. The authors discuss the relevance of
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material flow indicators for environmental impacts and raw material scarcities, which are at the core
of the justification for dematerialization and resource efficiency strategies. The extent to which it
is legitimate to use the precautionary principle to justify dematerialization strategies and to derive
dematerialization targets is additionally discussed. In Section 4, the key findings are summarized,
followed by a concluding discussion to put the results into perspective in the resource policy debate in
Section 5.
2. Resource Conservation Conceptualization for Materials and the Factor X Approach
2.1. Terminology
The resource conservation policy field has so far been strongly anthropocentric and utilitarian,
which is already laid out in the semantics of the resource term and is reflected in different definitions
of the term natural resources [33–37] and in explanations on the subject [6,8,38–40]. This means that
this policy field does not focus on nature’s intrinsic value and its living beings or the needs of other
sentient creatures, but rather on the needs of humans or benefit or value for humans. Natural resources
create the material, energy and spatial basis for human life and are indispensable for our economy
and welfare. We satisfy our needs by using them as sources of energy, production means, living and
recreational areas, a pool of pharmaceutical active agents, and so on [40]. All these natural resources
contribute to our natural capital, which must be conserved and enlarged over the long term.
Other definitions do not make this explicit reference to human needs or benefit but define
them as “all components of nature” [9] or are confined to the final and non-exhaustive list of their
components [4,9,41,42]. Depending on the definition, natural resources include at least the geological
stocks of primary raw materials, defined as unprocessed materials or material mixtures which are
extracted from nature to be input into production processes [43]. In addition, physical space including
area, environmental media such as water, soil, and air, flow resources such as solar radiation, wind and
water flows, ecosystems, and ecosystem services for humans are also counted as natural resources [6].
One of the few recent definitions that are not exhausted in an enumeration of its components
defines natural resources as “means found in nature that can be beneficial for humans” [43].
This paper uses this definition. This conception of natural resources includes environmental media
and ecosystems, not only in their function as source of material and energy, but also as a sink
for emissions (sink function) and other functions. They bring us services on a daily basis, often
invisibly—be it the soil’s water filter function, the rivers’ self-cleaning capacity, the atmosphere’s
emission absorption capability, flood control by floodplain forests, the regeneration capability of fish
stocks, or the pollination by wind, water, and animals—and must therefore be considered natural
resources in the sense that they are “means found in nature that can be beneficial for humans”.
From this broad understanding of natural resources, however, delineation questions arise
about the natural environment and, subsequently, conceptual issues about the relationship between
environmental protection and resource conservation. Emissions into environmental media and
ecosystems are, in this sense, not only environmental impacts but also a resource use. According to
this understanding, resource conservation is merely another, strictly utilitarian–anthropocentric
perspective of environmental protection. This is followed by a further terminological blurring of
resource conservation, which is of decisive relevance for the conceptual development of this field of
science and policy: Is resource conservation aiming at reducing resource use or resource consumption?
Resource use means any human access to natural resources, while resource consumption is a form of
resource use that converts resources in such a way that they are not available for any other uses [43].
While resource conservation designates the careful handling of natural resources in order to
avoid their depletion or consumption, resource efficiency or resource productivity is the ratio between
a given benefit or result and the natural resource use required to achieve it [43–45]. Resource efficiency
is conceptually based on the decoupling concept shown in Figure 1. However, the arguments in the last
paragraph raise the question whether or not a double decoupling concept is reasonable and necessary,
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aiming at decoupling both prosperity and human well-being from resource use as well as resource use
from environmental impacts (see Figure 1). In contrast to the resources, the benefit is a rather subjective
or judgemental category. “The benefit of products and services is given by functions that are frequently
described by technical parameters. In economy, the benefit is frequently expressed in monetary terms
and given as turnover or product price numbers. Both the technical and monetary assessments of
benefit do not fully cover all forms of all benefit aspects” [43]. Since the political resource efficiency
debate aims to address economic performance in relation to natural resource use (see Section 1),
this article uses the term benefit, which includes technical function but allows monetary valuation.
Figure 1. Absolute and realtive decoupling pathways for well-being, economic activity, resource use,
and environmental impacts [46]. In the most desirable case, benefits, i.e., GDP, increase while cost,
i.e., environmental impact or resource use, decreases. This constellation is called absolute decoupling.
Even if cost in terms of resource use increases, productivity can still increase if benefits increase more
strongly. This constellation is also called relative decoupling. A third case is also conceivable: if both
cost and benefit decrease, but cost decreases more than benefit, productivity increases.
2.2. Productivity Indicators and Decoupling by Germany’s Example
Raw material productivity, a key indicator of the German sustainability strategy from 2002,
is a basic element of the German resource efficiency programme [8,9]. Raw material productivity
sets the gross domestic product in relation to the abiotic part of direct material input (DMIabiot)
from domestic raw material extraction and imports. DMI is an input indicator in the system of
economy-wide material flow indicators (Figure 2). Input indicators map the (raw) material inputs
used to provide all services of an economy. If imports are recorded not only in their own weight as in
the case of the DMI but also together with the used or even unused foreign extraction, the indicators
Raw Material Input (RMI) or Total Material Requirement (TMR) are used for this purpose. The same
metabolic system also specifies indicators that map domestic consumption using the DMC, RMC,
or TMC indicators, and physical trade balance or stock growth by balancing inputs and outputs in
different ways [47].
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Figure 2. Illustration of economy-wide material flow indicators. The lateral lines indicate the respective
system boundaries and balancing items [40].
The indicator for raw material productivity provides information on the efficient handling of
abiotic materials. Through its relationship to GDP the indicator is chiefly considered to be an economic
parameter for the production factor of abiotic materials. Raw material productivity is thus analogous
to labor and capital productivity.
GDP and DMIabiot show an absolute decoupling over time (Figure 3). However, DMIabiot takes
into account imports at their actual processing level, the so-called direct material flows [47]. Those raw
materials that were used for the production of imported goods in other countries beyond the dead
weight of imports are not accounted for. If resource-intensive processes are relocated abroad and highly
processed goods are imported instead, raw material productivity increases [48]. Since the tendency is
that semi-finished and finished products are increasingly imported, the observed absolute decoupling
is mainly due to the indicator’s methodological weakness [49].
Figure 3. Raw material productivity in Germany from 1994 to 2014 and the underlying trends of GDP,
DMIabiot, and RMIabiot. Data based on [50].
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Since 2007, a methodology has been developed to cover raw materials used for imports [49,51,52].
This methodology uses input–output analyses and process chain approaches to identify goods together
with their raw material equivalents (RMEs). On average, the RME is 2.7 tonnes per 1 tonne of directly
imported material into Germany, which means that 2.7 tonnes of raw material are needed abroad to
produce 1 tonne of physically imported goods [48]. As a comparison, the corresponding imports in
RME for the EU-28 on average are estimated as being 2.4 times higher than actual physical imports,
thus in the same order of magnitude as in Germany [53]. The primary raw material input (RMI)
indicator maps the sum of domestic raw material extraction and direct and indirect imports beyond
the dead weight of the physical imports (Figure 2). RMIabiot is only relatively decoupled from GDP
over time [21]—in contrast to DMIabiot (Figure 3). If consumption indicators are taken into account,
physical material flow indicators such as domestic material consumption (DMC) may even exhibit
diametrically opposed trends to their analogous indicators in RME (raw material consumption, RMC),
i.e., a decrease versus a rise [22].
2.3. “Factor X”
In the context of resource conservation policy, firm objectives for dematerialization are being
discussed. These are linked to different material flow indicators (Figure 2) and have very different
ambition levels. Bringezu and Mancini et al. provide an overview of more recent proposals [30,54].
The dematerialization objectives are rooted in the tradition of a so-called factor X concept. X stands
for a reduction factor in the use of a resource for providing a service. Both should be decoupled
from each other. This corresponds to the concepts and logic of eco- and resource efficiency or
respective productivity [31]. The factor X approach is applied not only to national economies but
also to products, services, sectors, industries, and needs [55]. Precursors of the factor X approach can
be found in Daly [56] and Ayres [57] whose environmental models also emphasized the necessity of
dematerialization, but above all a significant increase in productivity of natural resources. The actual
pioneering work of the factor X approach includes a report to the Club of Rome by von Weizsäcker et al.:
“Doubling wealth—halving resource use” [58] and Schmidt-Bleek’s book: “How much environment
does man need?” [59]. While the two Wuppertal Institute scientists estimated necessary enhancement
factors “X” to 4, 5 [60], and 10, other factors of up to 50 have been postulated [31]. The factor targets
can hardly be compared since they have different base years depending on the publication date and
they extend to very different time periods, from a few decades up to 100 years. Moreover, the authors
do not often believe that target horizons and sizes can be made more precise but rather aim at target
corridors and orders of magnitude.
Very different perceptions are behind the factor approaches as to which kind of resource use
should be reduced. Schmidt-Bleek linked a factor 10 to the concept of material intensity per service
unit (MIPS) that he developed, i.e., the reciprocal of productivity. Here, abiotic and biotic materials,
including air, and water, are balanced over the service life cycle of products and services. This concept
explicitly includes the so called “unused extraction” such as overburden in mining, soil movements
in agriculture and forestry, erosion as well as soil excavation for construction [61–63]. The categories
mentioned minus air and water are also called primary materials and are mapped by the material flow
indicator total material requirement (TMR) at the national economic level (see Figure 2). The Factor 10
concept has also been promoted by the identically named Factor 10 club—starting with a Carnoules
Declaration in 1994 [64]. However, the references are too general and ambiguous in a terminological
sense. This leads to an interpretation mismatch as to which resource use or input is being addressed
(see Section 2.1).
Schmidt-Bleek’s MIPS-concept is at the core of dematerialization as a strategy for resource
conservation [25,59,61,65]. It is based on the assumptions that the planetary ecological carrying
limits have been exceeded, each man-made material flow causes changes in the ecosphere, and the
volume of man-made material flows (extraction of material from the ecosphere) exceeds the extent of
natural material flows at the earth’s crust (volcanism, erosion, etc.). Furthermore, Schmidt-Bleek bases
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the necessity for dematerialization on the realization that man is a long way from fully understanding
the cause–effect relationships in the interaction between man and nature, our knowledge about specific
environmental pressures is extremely limited, and environmental problems are only recognized as
such after their occurrence.
Therefore, Schmidt-Bleek proposed that, in addition to emissions and wastes, the focus of
environmental policy must be directed towards material inputs into the industrial metabolism since the
laws of conservation of mass and energy imply that any input (material extraction) would inevitably
become an output (waste, emission, etc.) and thus would address the total environmental impact
potential of human activities, including the still unknown environmental problems. This hypothesis
has been questioned by various authors [29,66–68]. Schmidt-Bleek deduces from the precautionary
principle the premise that natural systems should be changed by human activities as little and as slowly
as possible and justifies this with the above-mentioned assumptions about the connection between
material input and environmental impacts and the wide ignorance of cause–effect relationships.
He states that, by lowering the industrial metabolism to “an ecologically compatible degree”, not only
known and unknown environmental pressures due to raw material extraction and processing but
also environmental impacts during production, use, and disposal of the products produced therefrom
should be reduced or avoided, and an “evolutionary balance”, “ecological balance”, or “ecological
stability” reached [59].
Other factor approaches such as those of von Weizsäcker do not make an explicit reference to
material flow indicators and are not restricted to rigid dematerialization as his approach focuses on
eco-efficiency [58]. The action proposals are backed by great technological optimism. Energy demand
and greenhouse gas emissions have been chosen as the design basis. However, it may be considered
a problem that a factor target for certain resources can be achieved, while it may clearly be missed or
even opposing effects may arise for other natural resources within the same system.
Factor approaches must be scrutinized in certain cases because contrasting ambition levels
with different societal, economic, and political implications may result from numerically identical
factors depending on the consideration’s system boundaries, resources addressed, indicators applied
including their specified balance limits, the periods considered, the stipulation of absolute targets
or productivities, which may also be substantially driven by autonomous GDP developments
(see Section 2.2).
The discussion on dematerialization initiated by Schmidt-Bleek and others in the 1990s has
given a great boost to the development of material flow calculations and accounting [26,27].
Mass-based indicators and their productivities are at the heart of most resource-efficiency policies
(see Section 1) and make an implicit reference to Schmidt-Bleek’s hypothesis that aggregated mass
would constitute a reasonable proxy for potential environmental impact. According to the perception
of the authors, this bold interpretation of the significance of mass-based indicators still endures in
debates on resource efficiency and conservation and is an obstacle for successful resource policies.
3. Assessment
3.1. Areas of Protection
The area of protection (AoP) that is addressed by primary raw materials is ambiguous.
What exactly must be prevented by using less primary raw materials [69]? Can this also be best
represented by means of mass-based indicators? An insight into the widely developed method
discussion of life cycle assessment since the beginning of the 1990s helps answer these questions [70].
The logic of life cycle assessment is about the relative reduction of environmental pressures by
individual products or processes. However, in order to cover the impact on the environment as
a whole, it is described using AoP. These AoPs are damaged by relevant environmental pressures [71].
However, life cycle assessment does not specify which AoP must be respected or why [72]. This issue
is addressed by a school of thought that logically argues that the environment is worthy of protection
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and must first be defined top-down according to the value system in society before its influence and
damage can be assessed.
In the early phases of life cycle assessment, the Society of Environmental Toxicology and
Chemistry (SETAC) recognized that raw materials are part of the environment worthy of protection [73].
Recently however, different AoP concepts have still led to very diverse approaches for interpretation
and definition. The evaluation and preferred selection of certain methods is the subject of
on-going discussions [74]. The fundamental anthropocentric context of justification for the raw
materials consumption as part of the AoP natural resources can be seen less in the ecological
impacts—represented by the ecosystem quality—or human health—which is an AoP on its own—but
more in the actual consumption, availability, and possible shortages of raw materials [75,76].
The interest in AoPs can go beyond the purely ecological sector [77]. Societal and social welfare
or the fundamental adherence to the precautionary principle is also mentioned in this context [75,78].
Both the definition and the logical connection between AoPs contain normative stipulations that
stem from anthropocentric, pathocentric, and biocentric positions [79]. Such issues of value
judgement can also be supported by ethical, theological, legal, and economic arguments [71].
Many established ecological assessment methods allocate environmental impacts to the three AoPs:
human health, ecosystem quality, and resource consumption [80]. Some authors argue that the
man-made—anthropogenic—environment should also be addressed as an independent AoP that
inherently goes beyond the ecological sphere [81]. In that sense, Dewulf proposes five different
perspectives of natural resources, which comprise not only the natural resources’ asset, their
provisioning capacity, and their role as constituents in global ecosystem functions but also their
provisioning function for human welfare and human welfare as an inclusive category itself [78].
The AoPs are intrinsically linked to one another. Thus, the extraction and processing of raw
materials inevitably leads to reactions with the state of the ecosystem and to a threat to health,
for example, through soil changes and mobilized heavy metals. An acidifying emission can cause
damage to buildings and thus damage the physical capital of the anthropogenic environment and
impair human welfare (see Section 3.2.1). These relationships lead to the fact that resource use and
the associated material changes and shifts can subsequently affect different safeguard subjects within
the AoP.
There are four basic notions for the assessment of raw materials use and their interpretation as
safeguard subjects in the AoP natural resources that are of particular interest [71].
1. Intrinsic values: Infringing the supply of raw materials as such is understood as an inadmissible
intervention. Each raw material extraction is therefore to be regarded as detrimental to the
protection objective.
2. Reduction: Reducing the raw materials’ availability is regarded as a restriction on the freedom
of future generations. In this case, the decision-making freedom of future generations and
intergenerational fairness are the overriding protection objective.
3. Devaluation: It is assumed that raw material deposits of lower quality must be exploited in
future. This will cause increased mining costs for future generations.
4. Substitution: From this perspective, the demands of future generations will be equated with
today’s consumption interests and the substitution options of non-renewable raw materials will
be regarded based on the technical and economic costs for developing alternative technologies.
Although denoted differently, these are congruent to the categories of impact pathways for
resource depletion for raw material use, indicator approaches and addressed safeguard subjects in
the AoP natural resources [82]. Accordingly, the scope of ideas ranges from primary raw materials
as safeguard subjects over the purely physical availability for future generations and the anticipated
impairment by the decreasing quality of deposits and resources, to the functional, intergenerational
fulfilment of purpose as an actual safeguard subject from an anthropocentric consumer perspective.
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Indicators in the first category are comparatively easy to determine at the life cycle inventory
level. However, these indicators do not reveal the scarcity of raw materials, their thermodynamic
properties, the time-related changes to deposit qualities, or the functional and monetary utility value
of the extracted raw materials. This considerably limits their relevance to the safeguard subject of raw
material consumption [82]. In contrast, the depreciation of raw material supply and the substitution
of raw materials are of particular interest since they both try to measure actual damage as end
points. The rationales clearly go beyond environmental considerations [78] into life cycle sustainability
assessment (LCSA) [74,75].
Economy-wide material flow indicators such as RMI or RMC (see Section 2.2, Figure 2) and the
methodically equivalent cumulative raw material demand (CRD) that collect the sum of the primary
raw materials used to produce and transport a product along the value chain at the level of products
and processes can clearly be assigned to a natural resource: primary raw materials. These indicators
enable all material systems to be traced back to the basic extraction and exploitation of primary raw
materials from the natural environment. The indicators explicitly address the AoP natural resources
in terms of raw material consumption for biotic and abiotic raw materials minus water and air in
units of mass without further characterization. Since no impact characterization or weighting that
may project a scarcity information has been carried out, they can be arranged unequivocally into the
context of justification: an intrinsic value is attributed to raw materials, expressed by its mass, and any
form of raw material extraction and removal ex aequo impairs the AoP. Resources and deposits of all
raw materials are thus regarded equally worthy to protect, irrespective of raw material availability.
The indicators map this issue reliably and contradiction free and are appropriate to cover the mass
of primary raw materials used. The change of state over several periods indicates whether reserves
and resources (biotic extractions and crops) are actually more or less used. This is based on a rather
egalitarian assessment approach, which assumes that it makes no difference at which time the raw
material is extracted and that each removal can trigger the same potential environmental impacts in
a damage model [83,84].
3.2. Relevance and Representativeness of Mass-Based Indicators
As mentioned in Section 1, mass-based material flow indicators are assigned a strong
communication function in an information hierarchy as indices or key indicators to draw attention and
possibly represent other natural resources [24]. The more these indicators are aggregated, the more
they are subject to a target conflict between their information content and their effectiveness in
communication [85]. This is illustrated by the information pyramid in Figure 4. By choosing and
limiting the analysis to one or a few indicators, other key figures of a system that may also be
important are disregarded. In the lower part of the pyramid, material flow indicators are analytically
far more interesting for the analysis of the socio-economic metabolism. In contrast to the use of highly
aggregated mass-based indicators the concept of the socio-economic metabolism also established as
anthropogenic [86] or industrial metabolism [87,88] incorporates MFA-indicators in a systemic way and
puts emphasis on the actual transformation of materials [26,27]. For complex systems such as national
economies, material flow indicators, in their functional aggregation and classification according
to different materials and uses, enable considerable insights into the system conditions, changes,
and driving forces [89]. They provide basic structural information about the economy’s material
basis. Thus, input indicators linked to output indicators provide important systemic information and
control variables for exports and inputs into the environment, stock accounting balances and domestic
use, which can also be interpreted by the comparison of different economies and their development.
The analytical instruments are essentially based on material flow analyses, accounting and modeling
for comprehensive analysis.
However, when highly aggregated mass-based indicators are used at process and product levels
purely solitarily or at a macro-economic level as headline indicators for natural resources, they are
in the context of justification of economic necessities, ecological requirements, and intergenerational
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fairness and thus scarcity expectation is significant for economic and societal policy [90]. Beyond the
intended signal effect and communication function, two crucial questions arise: How good are those
mass-based indicators at representing environmental impacts and scarcities?
 
Figure 4. Information pyramid where indicators exercise multiple roles according to their position.
Based on [45].
3.2.1. Representation Function for Environmental Impacts
In the environmental policy relevant DPSIR model (Driver-Pressure-State-Impact-Response),
mass-based material flow indicators represent environmental pressures that can cause undesirable
effects and condition changes (Figure 5). The DPSIR model is suitable for locating material flows in the
human–environment set of interactions [91]. This creates an interdependency between socioeconomic
drivers, environmental pressures and impacts, the state of the natural environment and the ecological
effects or actual damage. Furthermore, it enables an integrated view of the societal, political,
and economic measures that have an impact on the overall set of interactions.
 
Figure 5. DPSIR-Framework that shows the interplay between the environment and socio-economic
activities, based on [91,92].
Translated into the model logic of DPSIR, a dematerialization strategy now suggests that fewer
raw materials are used when modified technologies or changed demand profiles in the economic
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system are employed; consequently, not only adverse, degrading changes in the environmental
status but above all negative environmental impacts are avoided. As a result, fewer responses and
adaptive measures would be required. The approach of dematerializing at all can also be interpreted
as a response to an already experienced or expected over-use of natural resources, as suggested by
Factor X approaches (see Section 2.3). If this is supposed to be promising, mass-based indicators
would have to correlate with the actual environmental effects, in spite of the lack of effectivity
characterization, i.e., they must be ecologically significant. The ecological significance of raw materials
extends to the assessment of further use of natural resources through pressures on the environment
(land use and conversion, energy demand, fresh water use, and consumption) and, in particular,
environmental impacts (use of the environmental media sink function provided as an ecosystem
service and impairments of biodiversity).
In the following, five scopes are to be systematically differentiated in order to correlate the raw
material use of System S 1 with environmental impacts (Figure 6). Opposed to Scopes 1, 3, and 5,
Scopes 2 and 4 are based on a consideration of the RME; i.e., cumulative raw material requirements up
to the actual extraction and thus the physical pre-chains are taken into account. On the other hand,
a kilogram of gold and a kilogram of steel would be included in equal measure in a correlation analysis
in approaches 1, 3, and 5. However, the actual specific raw material requirement per ton of material
(primary raw material intensity) as defined by the indicator CRD (see Section 3.1) of basic materials
and homogeneous semi-finished and finished products increases in the following order, as an initial
approximation: construction minerals < fuels < biomass < industrial minerals < basic chemicals
and plastics < ferrous and non-ferrous metals < special metals < precious metals [93]. In detail,
however, there is a special rank sequence for each environmental pressure or impact category (e.g., land
use, energy use, and greenhouse gas emissions) at the impact level of the respective materials [94,95].
With regard to environmental pressures and impacts, Figure 6 shows Scopes 1 and 2 as well as Scopes
3 and 4 forming pairs. The crux is whether material or primary raw material use in System S 1 is only
correlated to the impacts in the upstream chains (for example, by the extraction, refining, and casting of
a semi-finished metal product outside System S 1, under consideration) or additionally with the effects
which are described in the following material use in System S 2 (for example, by a car in which said
semi-finished metal product has been installed). The dematerialization logic of the factor X concept,
“any input would become an output”, suggests the latter (see Section 2.3).
The narrow Scope 5 according to Figure 6 was pursued in a study for the EU 27 that was
aimed at identifying threshold indicators in seven environmental action fields [96]. The extent to
which direct abiotic domestic materials consumption (DMCabiot) can serve as a proxy indicator
for national emission limiting values for different air pollutants was investigated, and it was
compared with the emissions reported according to the territorial principle of the NEC Directive.
However, no linearity could be found which would indicate that DMCabiot could represent achieving
the national emission limiting values. Neither DMCabiot nor emission data take account of processes
abroad. Therefore, they methodically correspond to each other, although they allow only a limited
perspective of the overall resource consumption.
Numerous studies have performed regression analyses according to Scopes 1 and 2 in Figure 6
to systematically check the representation function of mass-based and further resource indicators for
other natural resources (e.g., representativeness of (raw) material input for land-take or the emission of
greenhouse gases). In their study, based on 130 materials and products, Giegrich et al. [97] concluded
that pure mass-based material flow indicators (RMI and TMR) are not suitable as representative
resource indicators. A general representation function of individual indicators for the other resource
indicators has not been established. This applies neither to other input resources (especially energy,
land, and water) nor to the use of the sink function. Other studies that performed similar correlation
analyses on up to 100 materials based on their life cycle inventories have arrived at comparable
results [98,99]. In addition to raw materials, the physical input resources such as land, water, and energy
must be dealt with separately in order to map the use of physical resources with sufficient reliability [97].
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If a single environmental impact indicator is supposed to represent environmental impacts, the most
appropriate indicator is the primary energy demand according to the results. The latter is also the result
of a very complex regression analyses on up to 1200 products and materials. Huijbregts et al. [100,101]
found that non-renewable energy demand represents many environmental impacts fairly well. Use of
non-renewable fossil and nuclear fuels with unambiguous qualitative interactions can be regarded as
a key driver for many well-known negative environmental impacts. Conclusions about an inadequate
representation function of mass-based indicators apply at a virtual economic system level that contains
all materials investigated. A great mix of materials already results in a certain leveling of various
environmental characteristics since outliers lose their relevance [99]. This is valid far less at a micro level
of product or process systems, e.g., in the case of paired material substitutions in processes or products,
since the heterogeneity of environmental profiles of more similar materials is even more pronounced.
An excellent example is the similarity in masses between copper and aluminum: copper meets multiple
raw material requirements (in terms of CRD) and acidification potential, while aluminum has high
energy demand and global warming potential (GWP)—which can be retraced to both mineralogical
and technological factors. When substituting copper with aluminum, a decrease in raw material input
and acidification potential comes at the expense of energy demand and greenhouse gas emissions.
In addition, mass-based input indicators do not reflect the environmental burdens or benefit
of abatement technologies used within the economy. For example, very specifically mass-intensive
materials in terms of raw material intensity may be accompanied by chemico-physical functionalities
which can lead to significant resource efficiency gains and additional benefits in their material life cycle
compared to technologies lacking these materials. Examples to be mentioned include platinum,
palladium, and rhodium catalysts, which can significantly reduce the emission of nitric oxides
and volatile hydrocarbons in combustion engines, although they themselves are among the most
resource-intensive materials. A selective catalytic reduction system in diesel cars also represents
an additional expense during the entire life cycle, but this leads to significant reductions in nitrogen
oxides in exhaust gases. Scopes 3 and 4 should be selected according to Figure 6 as the most elaborate
approaches in order to take account of the effects in the use phase. However, apart from the availability
of data for such analyses, there is a great allocation problem as to which materials of a good we can
attribute to the environmental impacts occurring in its further use. A UNEP study for the EU 27 and
Turkey took Scope 3 according to Figure 6 using the actual annual material flows in terms of domestic
material consumption [102]. In this case, the consumption phase was taken into account, which
generally includes a consuming use of fossil fuels and leads to more intensive environmental pollution
profiles. Very different characteristic environmental pollution profiles are obtained for various material
categories such as fossil fuels or agricultural products. The respective material flows over different
resource consumptions and impact categories do not follow a uniform pattern, which explains the
barely existing correlations. This is one explanation that no linearity between material input into the
economy and emissions out of the economy could be observed in these studies.
Only if the raw material use were lowered in equal measure for all raw materials, in other
words, if a constant distribution of raw material use were assumed, would the overall environmental
impact also be consistently reduced. However, this becomes generally invalid as soon as production
and consumption patterns lead to deviating raw material input vectors (for example, by a material
substitution from bricks to wood materials or simply technology changes regardless of the actual
material input of a good). The actual variability of the macroeconomic material use and the cyclical
dynamics in individual sectors over time, which can be traced back using environmental-economic
accounting data [53,103], render this simplistic assumption seem unjustifiable.
Mass-based indicators are not good proxy indicators for relevant environmental impacts according
to the studies presented. This makes establishing dematerialization problematic. If mass-based
indicators alone are not very representative, the question arises whether they are important in
a dashboard of indicators. A set of a small number of indicators can be determined to best describe
environmental impacts through a system. This procedure can help reduce effort compared to
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a comprehensive assessment of all relevant impact categories by eliminating redundancy and thus
increase relevance for decisions [104].
Figure 6. Two-tier raw material system to schematically show the different levels of impacts caused by
a material input into System S 1 and its use. Scope 1: Direct material input (M 1 as direct extraction
and M 1* as processed material from any upstream systems S 2) with environmental impacts I 2 in the
upstream systems S 2; Scope 2: The sum of direct material input and the related indirect raw material
inputs M 2 in the upstream systems S 2 with the environmental impacts I 2 caused there; Scope 3:
Direct material input with the sum of the environmental impacts I 2 in the upstream systems and the
environmental impacts I 1 caused in System S 1; Scope 4: The sum of direct material input and indirect
raw material inputs M 2 in the upstream System S 2 with the sum of environmental impacts I 2 in the
upstream systems S 2 and environmental impacts I 1 caused in System S 1; Scope 5: Direct material
input with environmental impacts I 1 in System S 1.
An equally complex correlation analysis, a so-called principal component analysis of
approximately 1000 raw materials, semi-finished, and finished products, plus 135 impact, midpoint,
and end point indicators showed that the number of indicators can be reduced substantially while
almost never losing significance [104]. A 92.3% variance between all 135 indicators could be explained
by combining only six indicators—GWP, land use, stratospheric ozone depletion, marine ecotoxicity,
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terrestrial ecotoxicity, acidification, and eutrophication—in a highly representative set. In the case
of environmental pressure indicators, 82% of the variance of all indicators can be explained by
a combination of four variables: fossil CED, land use, water consumption, and raw material input.
Thus, such a set of physical input indicators is not as reliable for use as a set as is a verifiable midpoint
(impact) indicator set, but can nonetheless be a notable alternative. The fossil CED already represents
73%, which confirms the above-mentioned study results [97] as of equal importance to the best possible
proxy indicator. As a comparison, the raw material input represents only 54% of the characteristics
of all 135 indicators, which underlines its rather poor suitability and the availability of other, more
appropriate alternatives. Using one of the proposed indicator sets will be the most robust option at
a macroeconomic level. RMI or RMC as the only material flow indicator is of little significance.
3.2.2. Representation Function for Scarcities
The scarcity of raw materials is a keynote for resource conservation. Combined with the perception
of large price fluctuations for raw materials, concerns are being raised that existing production patterns
cannot be sustained on a permanent basis due to a critical scarcity of raw material-bound production
factors that will occur on the input side. In the case of abiotic raw materials, the terminological
distinction between actual raw material consumption (“depletion”) and raw material availability is
very important. From a geological point of view, the consumption concept refers to the depletion
of a deposit or, at a global scale, to raw material resources combined in the lithosphere. However,
availability is defined with regard to technical and economic conditions and is closely linked to
market price trends and possible opportunity cost [105]. (Another availability term was introduced
by Georgescu Roegen (The entropy law and the economic process. Harvard University Press: 1971).
He applied the thermodynamic concepts of available and unavailable energy (entropy) to materials
and argues that any kind of material is irrevocably degraded into unavailable states, e.g., by dissipation.
For this reason, he concludes that the materials that are vital for current technologies in available states
will become unavailable eventually. However, the reasoning considers the material transformation
and losses within the economy and not just the use of the primary raw materials). Availability and
consumption—expressed in terms of ranges—also refer to very different timelines, from a few years or
decades up to many centuries in the case of the consumption of finite geogenic resources. Against this
background, raw material scarcity discussions can be performed at three levels:
• physical depletion;
• structural supply risks;
• raw material criticality.
Physical Depletion
Measuring physical depletion is closely linked to the paradigm of geological fixed stock.
The lithosphere provides a finite geopotential of raw materials. Neoclassical approaches to
natural resource economics and the growth-critical positions taken by representatives of ecological
economics—e.g., the influential “Limits to growth”—emphasize that raw material consumption
exhausts the fixed stock that is assumed to be known [106,107].
A first rough orientation can be provided by the proportion of elements in the lithosphere (and
the atmosphere for gaseous elements). Detached from short-term technological trends and demand
situations, this enables a categorization of the elements that are available to the extent that they
cannot be exhausted in human time periods. Accordingly, the elements that occur in typical rock
formations—silicon, aluminum, iron, calcium, sodium, potassium, and magnesium—all of which are
present in the single-digit percentage range and together with oxygen and hydrogen form 98% of
the lithosphere [108] are also referred to as Elements of Hope [109]. In addition to this categorization,
elements are also grouped as scarce and critical elements. When considering these Elements of Hope
together with carbon, which constitutes approximately 80% of fossil fuels and 50% of biomass, it can
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be estimated by the example of Germany and the EU-28 that more than 99% of RMI is characterized by
these 10 elements [52,103]. Approximately 30% of this is carbon. Accordingly, macroeconomic material
flow indicators also significantly represent the elements that are physically most common on Earth.
The geological content of elements does not in itself indicate any economic or technical
extractability. If the top-down approach of the fixed stock is to be adhered to, the geochemical
postulate of the mineralogical barrier stipulates an average threshold for all elements (particularly
relevant for scarce and critical elements), which represents the stoichiometric limit concentration in ores.
Below this threshold, most of these elements are dispersed thinly in rock, such that extraction could
only be achieved through wet-chemical separation of the rock rather than by separating accumulated
fractions [110,111]. Even if the postulate of the mineralogical barrier is not scientifically proven and is
indirectly questioned by reference to the exploration cycles and technological advances in the mining
industry, it still prompts a fruitful discussion about the increase in extraction costs [112–114]. This looks
into the topic of resource intensity of extraction, particularly with regard to energy demand and the
resulting emissions. However, this “environmental scarcity of raw materials” is revealed by other
tangible AoPs, not the physical scarcity of extractable raw material amounts per se. Material flow
indicators do not have any direct or indirect links in this context.
Only a few exceptions present any empirical evidence for absolute, static, and physical
scarcities—in resource economics, the complete exhaustion of a resource or a raw material. Peak oil is
one of these exceptions. The peak oil phenomenon predicted in the 1950s by Hubbert [115] for US oil
production and in later projections for global production as a whole—described in light of an analysis
of new discoveries of conventional oil deposits—is widely regarded as being substantiated [116].
However, a transfer of Hubbert’s peak analysis concept with the assumption of a fixed-stock of
mineral raw materials, as occasionally propagated [112,117,118], is regarded by many authors as
critical [119,120]. This is because the concept does not take into account the actual causes of supply
and demand development for mineral, non-fossil raw materials, nor does it consider the variability of
the reserves and resources parameters [121]. Criticism is directed particularly at the static lifetimes that
are misinterpreted as lifetime up to the exhaustion of a material [122]. Retrospectively, it appears that
the static lifetimes have remained almost constant or even increased for both fossil energy resources
and ores in spite of a conspicuously increased consumption development [123] in the second half of
the 20th century [124]. The fact that the reserve range of rare earth metals is around 1048 years, that
for copper is around 40 years, and that for lead is only 20 years is not indicative of an alleged earlier
exhaustion of global lead deposits [125]. Regardless of this limited significance of static lifetimes for
physical scarcities, they cannot be derived from aggregated mass-based flow indicators.
Structural Supply Risks
In addition to physical depletion, technical-structural aspects that can limit global availability
of raw materials are also discussed. Some of them can be objectified and are assessed independently
from the players and their use. This method takes into account spatial disparities of distribution, and
the resulting geographical concentrations of the deposits, and of raw material production [126,127].
Due to geological and geochemical conditions, the most significant known deposits of some metals,
such as tin (soap deposits in Indonesia), niobium (Brazil), platinum (South Africa and Zimbabwe),
palladium (Ni-Cu deposits around Norilsk/Russia), and cobalt (Central African copper belt, especially
in DRC), accumulate in a few districts worldwide. Others—such as rare earths—do not occur in such
a high geological concentration, but in a sizeable concentration in the current mining production
(China). Country and enterprise concentrations in an oligopolistic market environment have in the
past repeatedly led to sensitive supply disruptions with high price fluctuations [128].
A further basal structural supply risk affects metals that are present but associated with
other materials in their ores. Many metals can only be extracted as by-products or co-products.
Exploration, production volumes, and related ranges are thus also bound to the carrier metal [122,129].
By-products are present in comparatively lower concentrations and their availability is strongly or
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exclusively coupled to the production capacity of one or more carrier elements, for example, gallium
in bauxite ores for aluminum production as well as indium and germanium from zinc and lead
production. On the other hand, co-products have no clear carrier element. The metals concerned such
as platinum group metals (PGMs) and rare earths exist in defined mineralogical ratios, which require
joint processing and refining in order to purify the individual elements. Due to their large ionic
radii, rare earths are not finely dispersed in typical rock formations, but form their own minerals in
which they are jointly integrated in characteristic ratios [108]. Regardless of the element-specific
demand, actual production is determined by the characteristics of the deposits. As a result,
there are production-driving elements—formerly europium and cerium, currently neodymium and
dysprosium—that determine the production volume and others whose production volume exceeds
demand, which means that a low market price is highly likely due to the overproduction of such
elements, for example, cerium and lanthanum [130].
The outlined structural risks are to be regarded as element-specific and require a geoscientific
statistical model. Conclusions cannot be drawn about the rise of structural supply risks using material
flow indicators, even in disaggregation, without this complementary model knowledge.
Raw Material Criticality
The assessment of raw material criticality goes beyond the two previous scarcity scales in two
respects. On one hand, supply risks are more complex. In addition to the geological, technical, and
structural criteria, geopolitical, socio-economic, and ecological risks are also integrated [93,131]. On the
other hand, the importance of raw materials (and their uses) for a specific system and the impacts in
the event of a manifested supply risk are taken into account.
Against this background, criticality analysis aims to identify the raw materials of a system that
uses them (for example, national economy, industry, and enterprises) to fulfill essential functions
for this system but whose supply is at risk. This enables a vulnerability assessment of that system
in the face of supply disturbances of specific raw materials [93]. The criticality assessment does not
correspond to the characterization of total, but relative scarcities, which occur when raw material
demand of the reference system cannot be satisfied by the raw material supply in terms of time, space,
and organization. Linked to this, the impact horizon can also have global, continental, and national
impacts, or may only be (supra-) regionally limited.
Such scarcities can occur due to a dynamic supply or demand development as well as
a combination of both. The more a raw material suffers from a supply risk and the more inelastic
its demand will be, the more critical will it become to the reference system [93]. Relative scarcities
must therefore also be assessed depending on the parties involved; for example, diversification
of raw material suppliers or internal recycling can reduce the relative scarcity risk of a single
market participant.
The first studies that correspond to today’s logic of criticality analysis were motivated by a raw
material security policy and date back to the 1970s [132–134] and the basics even to the 1950s.
Numerous new criticality metrics have been developed since 2008 [135]. Different raw materials
are now classified as critical depending on the criteria used within these metrics, the reference systems,
and the up-to-dateness of the analyses. Discrete lists of critical and uncritical raw materials—e.g., 20 out
of 54 raw materials of an ad hoc working group of the EU COM [136]—can create a strong impact
signal in communication. However, it also counteracts the relative nature of the concept [121].
To allow for a universal and flexible application of the concept on different levels from macro-
to micro-scales, i.e., countries, economies, regions, industries, branches, sectors, technologies,
companies, product lines, products, and building blocks, an expert group at the Association of
German Engineers (VDI) has elaborated a harmonized criticality methodology as part of an industrial
guideline on resource efficiency (VDI 4800-2) [93]. The two-dimensional approach clearly distinguishes
between exogenous geological, technical, structural, geo-political, regulatory, and economic criteria to
characterize the overall supply risks and subjective endogenous vulnerability criteria for the object
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in focus. Current work focuses pragmatically on the future. Thus, the expected demand impulses
due to dynamically emerging technologies are systematically estimated [123,137,138] or the impacts
of climate change on the future supply of raw materials are analyzed in risk assessments [139,140].
The results can be integrated in prospective criticality analyses. Other research initiatives do not
end with the assessment of criticality but develop approaches to mitigate it by efficiency, recycling,
or planned substitution measures [141,142]. These strategy initiatives are aimed at both the supply
and the demand side and are not generic, but they are explicitly aligned to the respective technological
functional materials. Moreover, the assessment of ecological and social impacts of raw material supply
is further developed in criticality analyses [143–147]. This has not been systematically taken into
account in existing criticality assessment methods and forms a link to sustainability assessment [148].
The example of coltan mining in the Democratic Republic of Congo showed in the past that strategic
importance of raw materials, in this case tantalum, can also aggravate and catalyze armed conflicts in
producer countries [149,150]. In addition, overuse of ecosystems and degradation of further natural
resources by the extraction of raw materials can lead to violent conflicts [124,147,151,152].
In the trend of current studies, raw materials for environmental and emerging technologies are
classified as particularly critical. These include, for example, essential raw materials for thin-film
photovoltaic technologies such as indium, tellurium, gallium, and germanium. In addition to these
specialty metals, precious metals such as platinum, rhodium, and gold, or refractory metals required
in significantly larger amounts such as tungsten, molybdenum, tantalum, niobium, and chromium,
are also classified as critical or, from a national perspective, as “economically strategic” [141].
At a global scale, total use of raw materials rose from about 40 billion tonnes to 75 billion tonnes
between 1993 and 2013 [153]. With its growth factor of approximately 1.9, it has grown slightly
stronger than the global economic performance (an increase factor of 1.75 with an average annual
growth of 2.8%). Thus, there is a minor relative decoupling of the raw material input from the GDP
at the aggregated raw material level over the long term. Although significant demand increases
are still expected for many materials considered as critical, their production—including germanium,
indium, tantalum, and cobalt—has multiplied between 2 to 5 times in the same 20-year period [123].
Consequently, their use is clearly decoupled from the use of the total primary raw materials, which
indicates that broad-brush approaches for dematerialization do not solve criticality issues at all.
Criticality analysis has established itself as a multi-layered and complex, action-oriented
socio-economic raw materials assessment method to deal with scarcities. Thus, it is a highly
relevant method to address the safeguard subject raw material availability. In principle, intra- and
intergenerational availability and distribution fairness can be derived as socio-economic AoPs within
the criticality concept (see Section 3.1). It could be argued, taking an egalitarian value scale, that critical
functional materials should be available to the same extent as a resource for the fulfilment of a benefit
both intra- and intergenerationally. However, conclusions cannot be derived in general—only discreetly
linked to the elements and materials investigated. This action field cannot be addressed using a static
development of material flow indicators simply because most critical raw materials link to technological
and specialty metals plus industrial minerals that have relatively small mass flows and can barely be
dealt with in aggregated mass flow calculations at this depth. A general dematerialization does not
lead to the reduction of criticality of raw materials. Instead, more focused complementary material
flow analyses are required that also take into account the inventory dynamics of product groups and
functional materials bound in them [154].
3.3. Exegese of the Precautionary Principle
Mass-based indicators failed to provide a strict representation for either environmental impacts
or scarcity. One reason may be that qualitative and quantitative relationships and cause–effect
relationships are not sufficiently known or are not mapped by the methods discussed in this article.
Some authors, who propagate dematerialization as the central and dominant maxim of action for
resource conservation [59], borrow the precautionary principle as a context of justification from
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environmental policy. It serves both the derivation for the basic necessity of a reduction of primary
material extraction and a determination of different quantitative targets of dematerialization [30].
Since the precautionary principle is at the core of justification for dematerialization strategies
(see Section 2.3), we take a closer look at this central principle of environmental policy in this section.
The European Union’s environmental policy is based on the precautionary principle (Article 191
of the Treaty on the Functioning of the European Union). Internationally, the precautionary principle
was enshrined in the 1992 Rio Declaration on Environment and Development [155] as a principle
for the protection of the environment and human beings. The precautionary principle guides
environmental policy towards acting early and with foresight to avoid future environmental pressures
or preserve natural resources for future generations, even if the knowledge of type, extent, likelihood,
and cause–effect relationships is incomplete or uncertain.
Despite its importance in the political decision-making process, there is always confusion as
to what the principle actually means and in what cases it can be applied as a principle of action.
In the case of dematerialization as a strategy for resource conservation three main conditions and
one assumption can be initially identified (see Section 2.3): The knowledge about exceeding the
planetary boundaries is incomplete and uncertain [1]. There is an extensive lack of knowledge about
cause–effect relationships in the environment. Estimations suggest that man-made material flows
exceed the extent of natural material flows. With reference to the laws of conservation of mass and
energy, it can be hypothesized that the material input into the socio-economic-system could be a proxy
for the total environmental impact potential of this system (see Figure 6) [156]. However, do these
arguments suffice to legitimize a dematerialization agenda and formulate dematerialization targets
making reference to the precautionary principle?
The European Commission has issued a communication on the applicability of the precautionary
principle (COM (2000) 1) [157]. According to the European Commission, the precautionary principle
can legitimize or even impose political acts in such cases where scientific uncertainty is high, but there
is concern due to a scientific risk assessment that dangerous consequences for humans and the
environment are inconsistent with the EU’s high protection standards. However, the precautionary
principle can under no circumstances be used to justify the adoption of arbitrary decisions. In order to
apply the precautionary principle, the following prerequisites must be met, unless there is a concrete
perception of risk, according to the EU Commission: Before the precautionary principle is invoked,
potentially negative effects of a phenomenon, must be identified based on the relevant scientific data
and should be scientifically examined. When considering whether measures are necessary to protect
the environment, every effort should be made to scientifically evaluate the available information.
Reliable scientific data and logical reasoning are required to come to a conclusion, which expresses
the possibility of occurrence and the severity of a hazard’s impact. If the available data is sufficient,
scientific uncertainties must be determined and assessed at each stage of the procedure. Do these
prerequisites apply in the case of dematerialization?
The dematerialization logic of the factor X concept postulates that the material input measured
in mass units is causally related not only to the environmental impacts of the upstream chains of
material production but also to the total environmental impacts of the system in which the material is
used (see Scopes 3 and 4 in Figure 6). The postulated connection between mass and environmental
impact potential is based solely on plausibility arguments [156]. There is still no scientific evidence
(see Section 3.2.1 and [30]). Regression analyses failed to show either a link between direct and indirect
material demand and environmental impacts caused in upstream systems, or for the direct material
consumption of a system and the environmental impacts generated by this system. An explanation
for the first case is the heterogeneity of the environmental profiles of the materials used, which is not
taken into account by the mere addition of the masses. For the second case, an explanation approach is
that the material input into a system does not map the functions of the materials within the system
and the way the materials contribute to environmental impacts or benefits (see Section 3.2.1).
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However, the empirical evidence that has not been provided does not yet preclude the application of
the precautionary principle. On the contrary, it is precisely in this case that legitimation of environmental
protection measures can be considered if the presumed cause–effect relationships are plausible and can
be described based on reliable scientific data and logical reasoning. However, such a description that
allows a conclusion on the occurrence and severity of a hazard’s impact is not available. In contrast to
the application of the precautionary principle in other environmental policy areas, e.g., in the field of
potentially dangerous substances, the cause–effect relationships cannot be systematically described
biophysiochemically in the case of dematerialization logic. Although it is plausible that overall mass
input must eventually equal overall mass output, the entire material input into a system cannot be
brought into a logical cause–effect relationship with the environmental impacts exerted by this system.
For small systems such as products, the large allocation problem mentioned in Section 3.2.1 should be
solved, that is, the impacts of the product along its life cycle ought to be attributed to the materials
entering the product system. Although, for example, the reference to greenhouse gas emissions can
be produced in the case of fuels, nitric oxide emissions cannot be attributed solely to the fuel, but are
a function of combustion technology and exhaust gas purification technology, which require other raw
materials. This reference can hardly be established by logical reasoning for constructive or functional
materials used, for example, in electronics. In larger, dynamic systems such as economies, a modeling
of the cause–effect relationships is an almost impossible undertaking due to the multiplicity of factor
combinations in the use and further processing of materials into products and the environmental
benefits and environmental impacts of the same products along their entire life cycle, user behavior,
and product design decisions. An assessment of the scientific uncertainty is only possible if these
fundamental allocation and modeling problems are solved.
Therefore, most of the EU Commission requirements on the applicability of the precautionary
principle are not met. According to these criteria, resource conservation or efficiency policies focusing
on mass-based indicators and having the objective of reducing environmental pressure cannot be
legitimized by the precautionary principle. Setting global dematerialization as well as material
efficiency targets is, therefore, arbitrary within the meaning of the communication [157], and the
precautionary principle cannot be relied upon. Bringezu also argues that dematerialization targets
should be set “rather arbitrarily” due to the lack of scientific evidence “void of better alternatives”
and should be based on Schmidt-Bleek’s proposals [30,59]. However, there is an alternative to
general dematerialization by an arbitrary factor as a strategy for the urgently needed response to
the threat of exceeding planetary carrying capacity. The complexity of socio-economic systems
and the planetary ecosystem that oppose the scientific check of the “Schmidt-Bleek conjecture”
can be reduced by focusing on the impacts of socioeconomic systems and breaking the planetary
ecosystem down into a few large compartments. This has been shown by the work of Rockström et al.
on the planetary boundaries [1,3,158]. Although his derivation of the planetary boundaries is
also scientifically controversial, it is based on scientific and at least partly empirically provable
cause–impact relationships, which, according to EU-COM (2000) 1, qualifies it for the legitimation by
the precautionary principle and thus as a measure of action for environmental policy. Even though, the
disaggregation of planetary boundaries seems to be more promising for justifying the precautionary
principle, whether all relevant environmental impacts and social conflicts in the nexus of land use and
raw material extraction are reflected has to be checked.
4. Findings
This paper critically assessed the relevance and representativeness of mass-based indicators’
multiple layers as a basis for resource policy. The current application of material flow indicators and
targets was discussed, and concepts for raw materials and safeguard subjects were juxtaposed from
a micro-level such as LCA. Thereof, conclusions are drawn about the robustness of dematerialization
as a strategy for resource conservation.
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• Mass-based indicators that consider primary raw materials as objects of balance and consequently
trace back all material flows entering a system by raw material equivalents (RMEs) have the
greatest significance since they unambiguously map a specified natural resource, the primary raw
materials. They explicitly address the AoP natural resources in terms of raw material consumption
for biotic and abiotic raw materials. An intrinsic value is attributed to raw materials, expressed by
its mass, and any form of raw material extraction and removal ex aequo impairs the AoP natural
resources. This does not apply to narrow indicators that only consider direct material input
or even more complex indicators that not only include indirect raw material flows in upstream
systems but also hidden material flows (unused extractions). In the case of the latter ones, there are
asymmetries in balancing and excessive data uncertainties.
• However, raw-material, mass-based indicators to which qualitative relevance has been attributed
also fail to analytically map other resources. It is not tenable to draw a conclusion about high
“resource relevance” from high physical material or raw material inputs. One can at most speak
of “raw material relevance”.
• All aggregated mass-based material flow indicators including those in RME have at best a weak
representation function for negative environmental impacts. According to correlation analyses,
input indicators for raw materials and materials do not qualify as provable significant parameters
concerning either environmental impacts of raw material production for a socio-economic
system or the total environmental impact of this socio-economic system. If the representation
function is already rudimentary at a macroeconomic level, it is even weaker at the micro level.
Basically, the smaller and more fine-grained the system is, the less individual indicators will
be predestined as representatives. System optimization based on material input can lead to
significant increases in other resource consumptions during production or further uses over the
life cycle. An obvious consensus prevails in the literature that non-renewable primary energy
demand as a physical input quantity in units of energy is the best possible solitary representative
of a system’s further environmental impacts.
• In light of methods and findings from the assessment of raw material availability and
consumption, no representation function for avoiding raw material scarcities is available either
for absolute, structural, or relative socio-economic scarcities, i.e., criticalities. No general and
plausible relationships can be constructed using aggregated material flow indicators for raw
material scarcities. On the other hand, this requires a strong material-exact disaggregation.
Nonetheless, the criticality concept complements the resource efficiency concept by a relevant
aspect: the significance of the raw materials used for a system. The specific criticalities yield
important reference points for the prioritization and derivation of effective measures and tools to
increase the efficiency of their use, recycling, or substitution.
• Justifying dematerialization strategies and target setting with reference to the precautionary
principle is controversial since it ignores the lack of empirical representativeness of mass-based
material flow indicators for known environmental impacts. In addition, the cause–effect
relationships between mass-based material input into a system and the known and unknown
impacts of a system cannot be reasonably produced using logical reasoning due to major allocation
problems and the complexity of large systems such as economies, which also makes it impossible
to assess the scientific uncertainties.
5. Conclusions
While complementary mass-based indicators, which describe the socio-economic metabolism,
provide valuable information for resource policy, there is little evidence to consider solitary physical,
aggregated mass-based indicators as control and target variables for achieving a strategy for resource
conservation. For many years, dematerialization representatives have emphasized the merits of the
ability to apply indicators of the same systematics at all levels of the socio-economic system and to
base design, act, and optimization on them. Although the laws of conservation of mass and energy
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indicate that more input eventually must result in more output, the postulated link between the
overall material inputs into a system and its outputs—not in terms of waste generation, but in terms
of resource consumption and environmental impacts—is not demonstrable generically or backed by
any thermodynamic foundation. This assumption is scientifically controversial, since it is based on
barely comprehensible logical reasoning and lacks a sound empirical foundation. Dematerialization
for its own sake is barely convincing and should not be considered as an end in itself It is only reliable
as a strategy for resource efficiency enhancement or resource conservation under almost constant,
unrealistic conditions in terms of the qualitative input factors: Only if macroeconomic raw material use
was lowered ceteris paribus for all raw materials could the environmental impact be reliably reduced
to the same extent. However, this becomes invalid as soon as production and consumption patterns
change and lead to deviating raw material use vectors. The actual variability of the macroeconomic
material use and the cyclical dynamics in individual sectors over time make this simplistic assumption
seem unjustifiable.
At the level of individual processes or products, such an approach using indicators such as MIPS
is highly questionable. Moreover, for systems as large as national economies, no stringent design
basis is obtained from the size of absolute raw material inputs or material uses. In the opinion of the
authors, the main reason is not a missing life-cycle perspective such as neglecting upstream flows
beyond a national state boundary (see Sections 2.2 and 3.2.1). It is rather the variety of options for
factor combinations, processing technologies, and utilization of raw materials combined with a vast
portfolio of possible abatement technologies and waste management practices that determine the
environmental and resource implications of a material system of any size.
On the one hand, mass-based indicators are assigned a strong communication function in
an information hierarchy and might be the best available indicators for reporting purposes. On the
other hand, no conclusions can be drawn about raw material-related AoPs beyond the intrinsic value of
the raw materials. To give an example, the extraction of bulky building materials such as sand, gravel,
and clay may be of minor significance in Germany and countries alike that, compared to India or
Bangladesh, where severe environmental and social conflicts are evoked, have rather complex licensing
procedures [159]. This is problematic because it does not provide a convincing orientation framework
for dematerialization as a resource conservation strategy. Since there is no reason to believe that
dematerialization generally contributes to the conservation of universally accepted guiding principles
and AoPs, or that it prevents adverse effects, it is vehemently rejected by many societal political and
economic groups, who fervently turn against any form of absolute cap in production and consumption.
The vague invocation of the precautionary principle is argumentatively too weak to be convincing,
yet the same stakeholders advocate an increase in resource efficiency as a priority strategy [160].
Even if dematerialization is hardly consensual, its narrative—the over-use of the natural resources
of the Earth and achieving or already transcending planetary boundaries—receives increasing approval.
However, rather than indulging too much in the absolute material and raw material inputs and
throughputs of society that cannot represent this degradation and further relevant aspects of resource
use, more adequate and diverse indicators and methods can be selected. The level of detail must be
increased and the functional resource categories considered must be broadened (see Section 2.1) to
be able to derive reliable conclusions on resource efficiency. As mentioned in Section 3.2.1, there is
evidence that the multitude of natural resources might be represented by a reasonable number of equal
resource indicators in a set without the need for a hardly consensual normative step of weighting.
Despite the limitations of aggregated material indicators and data, mass-based information of
a system can be the starting point for essential information using disaggregation, standardization,
and the application of characterization models. The material-based approaches themselves thus
provide the basis for further, widespread methods, which can be placed in a systematic context,
e.g., by applying hybrid MFA-LCA approaches [54]. In concluding the assessment made in this
paper, the authors plead for a systematic and concise use of the different methods and notions as
proposed and explained in Figure 7 in resource policy instead of a simplistic dematerialization focus.
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The figure shows the logical and semantic linkage of the utility value, the availability as well as the
natural resources with assessment approaches to material efficiency, resource intensity, supply risks,
criticality, resource efficiency, resource consumption, and sustainability in a material-economical
system. The focus is on material information. None of the assessment approaches can be performed
using solely the aggregated mass as it is recorded in mass-based indicators. However, these targeted,
characterized, and impact-oriented approaches are imperative for consistent resource conservation
and need further development. In particular, the measurement of resource consumption hits the
core of controversial debates in life cycle impact assessment (LCIA) about the selection of adequate
impact categories, indicators, impact pathways, characterization models, and optional weighting and
aggregation steps, for which consensus building is an important and urgent matter.
 
Figure 7. Relation of material flow information and determination methods for resource conservation.
If a material inventory (Material)—such as a product’s bill of materials (BoM)—was determined for
a system using material flow analysis, substance flow analysis or inventory analysis methods, this can
be related to a benefit in terms of a technical utility value or a monetary success rate of the product
in order to determine its material efficiency (A). Coefficients for resource use (Natural Resources)
enable the determination of the resource intensities (B) (for primary raw materials, fresh water, land,
greenhouse gases, etc.) up to the provision of the product (as amount/number) from the material
inventory. Using socio-economic data on the materials used (Availability), it is possible to determine
the material’s supply risks (C). Considering the significance of the product for a reference system,
for example, a manufacturing company, and the supply risks together enables a criticality analysis (I).
Similarly, the resource efficiency can be determined from the benefit of the product for the reference
system and the resource intensities (II). The actual resource consumptions (III) can be balanced based
on resource use in connection with the supply situation (regional water availability, land quality, etc.)
(Availability). Thus, Availability refers to socio-economic and natural occurrences. If all approaches
are integrated and dynamized, questions of intra- and intergenerational distribution and resource
fairness can be investigated, which will lead to a sustainability assessment (S).
As Mancini et al. suggest, the choice of accounting methodology and the setting of
targets should be guided by policy objective, be it reducing environmental pressure, enhancing
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resource availability, or maximizing benefit from natural resource use, not the other way around,
which seems to be the case for dematerialization approaches according to our assessment and
findings [54]. Although numerous environmental policies concentrate on pressures and impacts
already, adding an impact perspective to the so far widely material-focused resource policies would
create an additional benefit. Most environmental policies lack a life-cycle perspective and focus on
emissions and wastes within national state boundaries. They neglect upstream pressures and impacts
associated with imported goods and, by doing so, enable burden shifting effects which need to be
considered when assessing the impacts of consumption and production. Uncovering burden shifting
is, however, a strength of material flow accounting. Combining the two approaches would be another
step towards a more complete and robust accounting of natural resources and its use [161].
The rigorous conceptual development of resource conservation as a policy and science field not
only must solve the conceptual node in relation to environmental protection (see Section 2.1) and avoid
equating material and natural resources, but also has to answer the question of the relevant target
parameter of resource conservation: If the goal of the sustainable use of natural resources proclaimed
in the SDG had been achieved, there would be no need to further reduce resource use. On the other
hand, resource consumption, in the sense of a consuming use of natural capital in the context of local,
regional, and planetary ecological sustainability limits, is the relevant target parameter in this respect
that must be decoupled from human well-being in the sense of absolute decoupling. However, this has
not yet been operationalized using indicators in any of the policy strategies mentioned at the outset in
Section 1.
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Abbreviations
The following abbreviations are used in this manuscript:
AoP area of protection
CED cumulative energy demand
CRD cumulative raw material demand
DMC domestic material consumption
DMCabiot abiotic domestic material consumption
DMI direct material input
DMIabiot abiotic direct material input
LCIA life cycle impact assessment
MIPS material intensity per service unit
RME raw material equivalents
RMI primary raw material input
RMIabiot abiotic primary raw material input
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