Global existence for weakly coupled systems of semi-linear structurally
  damped $\sigma$-evolution models with different power nonlinearities by Dao, Tuan Anh
ar
X
iv
:1
80
9.
06
74
4v
2 
 [m
ath
.A
P]
  8
 O
ct 
20
18
GLOBAL EXISTENCE FOR WEAKLY COUPLED SYSTEMS OF SEMI-LINEAR
STRUCTURALLY DAMPED σ-EVOLUTION MODELS WITH DIFFERENT POWER
NONLINEARITIES
TUAN ANH DAO
Abstract. In this paper, we study the Cauchy problems for weakly coupled systems of semi-linear struc-
turally damped σ-evolution models with different power nonlinearities. By assuming additional Lm regu-
larity on the initial data, with m P r1, 2q, we use pLm XL2q ´L2 and L2 ´L2 estimates for solutions to the
corresponding linear Cauchy problems to prove the global (in time) existence of small data Sobolev solutions
to the weakly coupled systems of semi-linear models from suitable function spaces.
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1. Introduction and main results
There are several recent papers (see, for example, [4, 6]) concerning the proof of global (in time) existence
for semi-linear structurally damped σ-evolution equations. In particular, the authors studied the two Cauchy
problems:
utt ` p´∆qσu` p´∆qδut “ |u|p, up0, xq “ u0pxq, utp0, xq “ u1pxq,
and
utt ` p´∆qσu` p´∆qδut “ |ut|p, up0, xq “ u0pxq, utp0, xq “ u1pxq
with σ ě 1 and δ P p0, σ
2
s. Here the use of pL1 X L2q ´ L2 estimates to the corresponding linear Cauchy
problems, i.e., the mixing of additional L1 regularity for the data on the basis of L2´L2 estimates came into
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play to investigate these semi-linear equations in [6]. In this paper, we consider the following three Cauchy
problems for weakly coupled systems of semi-linear structurally damped σ-evolution equations:#
utt ` p´∆qσu` p´∆qδut “ |v|p, vtt ` p´∆qσv ` p´∆qδvt “ |u|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(1)
and #
utt ` p´∆qσu` p´∆qδut “ |vt|p, vtt ` p´∆qσv ` p´∆qδvt “ |ut|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(2)
and #
utt ` p´∆qσu` p´∆qδut “ |v|p, vtt ` p´∆qσv ` p´∆qδvt “ |ut|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(3)
with σ ě 1, δ P p0, σq and p, q ą 1. The corresponding linear models with vanishing right-hand side are
wtt ` p´∆qσw ` p´∆qδwt “ 0, wp0, xq “ w0pxq, wtp0, xq “ w1pxq. (4)
The first motivation of the present paper is to get sharp pLmXL2q ´L2 estimates with m P r1, 2q for the
solutions to (4). Having these estimates play a fundamental role in the treatment of corresponding semi-
linear models. For this reason, the second motivation is prove the global (in time) existence of small data
Sobolev solutions to (1), (2) and (3) by applying the obtained linear estimates and some developed tools
from Harmonic Analysis (see, for instance, [7, 15]). Finally, we also prove the optimality of our exponents
when σ and δ are integers.
Notations
Throughout the present paper, we use the following notations.
‚ We write f À g when there exists a constant C ą 0 such that f ď Cg, and f « g when g À f À g.
‚ As usual, Ha and 9Ha, with a ě 0, denote Bessel and Riesz potential spaces based on L2. Here 〈D〉a and
|D|a stand for the pseudo-differential operators with symbols 〈ξ〉a and |ξ|a, respectively.
‚ We denote rss` :“ maxts, 0u as the positive part of s P R, and rss :“ min  k P Z : k ě s(.
‚ We fix the constants k´ :“ mintσ, 2δu and k` :“ maxtσ, 2δu. Moreover, we fix the constant m0 “ 2m2´m ,
that is, 1
m0
“ 1
m
´ 1
2
with m P r1, 2q.
‚ Finally, we introduce the spaces Asm :“
`
Lm XHs˘ˆ `Lm XH rs´k`s`˘ with the norm
}pu0, u1q}Asm :“ }u0}Lm ` }u0}Hs ` }u1}Lm ` }u1}Hrs´k`s` ,
where s ě 0 and m P r1, 2q.
Main results
Let us state the main results that will be proved in this paper.
In the first case, we obtain solutions to (1) from energy space.
Theorem 1-A. Let m P r1, 2q and n ą m0k´. We assume the conditions
2
m
ď p, q ă 8 if n ď 2k`, (5)
2
m
ď p, q ď n
n´ 2k` if n P
´
2k`,
4k`
2´m
ı
. (6)
Moreover, we suppose the following conditions:
m
´
k
´ ` pk
` ` σqp1 `maxtp, quq
pq ´ 1
¯
ă n, and mintp, qu ď 1` mpk
` ` σq
n´mk´ ă maxtp, qu. (7)
Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P Ak`m ˆAk`m satisfying the assumption }pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P
´
Cpr0,8q, Hk`q X C1pr0,8q, L2q
¯2
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to (1). The following estimates hold:
}upt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`rεppqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (8)››|D|k`upt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ k`´k´
2pk`´δq
`rεppqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (9)
}utpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`rεppqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (10)
}vpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`rεpqqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (11)››|D|k`vpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
k`´k´
2pk`´δq
`rεpqqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (12)
}vtpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`rεpqqs``}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘, (13)
where εppq :“ 1´ n
2mpk`´δq pp´1q` pk
´
2pk`´δq`ε and εpqq :“ 1´ n2mpk`´δq pq´1q` qk
´
2pk`´δq`ε with a sufficiently
small positive ε.
Theorem 1-B. Under the assumptions of Theorem 1-A, if condition (7) is replaced by
mintp, qu ą 1` mpk
` ` σq
n´mk´ , (14)
then we have the same conclusions of Theorem 1-A. But the estimates (8)-(13) are modified in the following
way:
}pu, vqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘,››`|D|k`u, |D|k`v˘pt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ k`´k´
2pk`´δq
`}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘,
}put, vtqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`}pu0, u1q}Ak`m ` }pv0, v1q}Ak`m ˘.
In the second case, we obtain Sobolev solutions to (1).
Theorem 2-A. Let 0 ă s1 ď s2 ă k`, m P r1, 2q and n ą m0k´. We assume the conditions
2
m
ď p, q ă 8 if n ď 2s1, (15)
2
m
ď p ă 8, 2
m
ď q ď n
n´ 2s1 if 2s1 ă n ď min
!
2s2,
4s1
2´m
)
, (16)
2
m
ď p ď n
n´ 2s2 ,
2
m
ď q ď n
n´ 2s1 if 2s2 ă n ď
4s1
2´m. (17)
Moreover, we suppose the following conditions:
m
´
k
´ ` pk
` ` σqp1 `maxtp, quq
pq ´ 1
¯
ă n, and mintp, qu ď 1` mpk
` ` σq
n´mk´ ă maxtp, qu. (18)
Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P As1m ˆAs2m satisfying the assumption }pu0, u1q}As1m ` }pv0, v1q}As2m ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P Cpr0,8q, Hs1q ˆ Cpr0,8q, Hs2q
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to (1). The following estimates hold:
}upt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`rεppqs``}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (19)››|D|s1upt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1´k´
2pk`´δq
`rεppqs``}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (20)
}vpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`rεpqqs``}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (21)››|D|s2vpt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2´k´
2pk`´δq
`rεpqqs``}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (22)
where εppq :“ 1´ n
2mpk`´δq pp´1q` pk
´
2pk`´δq`ε and εpqq :“ 1´ n2mpk`´δq pq´1q` qk
´
2pk`´δq`ε with a sufficiently
small positive ε.
Theorem 2-B. Under the assumptions of Theorem 2-A, if condition (18) is replaced by
mintp, qu ą 1` mpk
` ` σq
n´mk´ , (23)
then we have the same conclusions of Theorem 2-A. But the estimates (19)-(22) are modified in the following
way:
}pu, vqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘,››|D|s1upt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1´k´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘,››|D|s2vpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s2´k
´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘.
Remark 1.1. Due to the first condition in (7) and (18), we may imply that at least one among rεppqs` or
rεpqqs` in Theorems 1-A and 2-A is equal to zero.
Remark 1.2. Let us compare our results between Theorems A and B. First, we can see that the decay rates
for the solutions to (1) in Theorems 1-A and 2-A are worse than those for solutions to the corresponding
linear models, that is, we allow some loss of decay (see more [2, 9]). This phenomenon is related to some of
the used techniques in our proofs. Moreover, in Theorems 1-B and 2-B there appear the same decay rates
as in the estimates for the solutions to (4), i.e., no loss of decay appears. Here we want to underline that
allowing loss of decay brings some benifits to relax the restrictions to the admissible exponents p and q in
comparison (7) with (14) (respectively (18) with (23)). In particular, in (7) and (18) we allow one exponent
p or q below the exponent 1 ` mpk``σq
n´mk´ , whereas we need to guarantee both exponents p and q above the
exponent 1 ` mpk``σq
n´mk´ in (14) and (23). However, we pay with further conditions for space dimension n as
in (7) and (18) .
Remark 1.3. To the semi-linear models (1), by setting formally σ “ 1, δ “ 0 and m “ 1 we observe that
the admissible exponents p and q in Theorem 1-A are consistent with those in [16] for space dimensions
n “ 1, 3.
In the third case, we obtain solutions to (1) belonging to the energy space with a suitable higher regularity.
Theorem 3. Let k` ă s1 ď s2 ď n2 `k`, s2´s1 ă k`, m P r1, 2q and n ą m0k´. We assume the conditions
1` rs1 ´ k`s ă p ă 8, 1` rs2 ´ k`s ă q ă 8 if n ď 2s1, (24)
1` rs1 ´ k`s ă p ă 8, 1` rs2 ´ k`s ă q ď 1` 2k
`
n´ 2s1 if 2s1 ă n ď 2s2, (25)
1` rs1 ´ k`s ă p ď 1` 2k
`
n´ 2s2 , 1` rs2 ´ k
`s ă q ď 1` 2k
`
n´ 2s1 if n ą 2s2. (26)
Moreover, we suppose mintp, qu ą 1` mpk``σq
n´mk´ satisfying the following conditions:
p ě 1` ms1
n´mk´ and q ě 1`
ms2
n´mk´ . (27)
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Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P As1m ˆAs2m satisfying the assumption }pu0, u1q}As1m ` }pv0, v1q}As2m ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P
´
Cpr0,8q, Hs1q X C1pr0,8q, Hs1´k`q
¯
ˆ
´
Cpr0,8q, Hs2q X C1pr0,8q, Hs2´k`q
¯
to (1). The following estimates hold:
}pu, vqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (28)
}put, vtqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (29)››|D|s1upt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s1´k
´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (30)
}|D|s1´k`utpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1`k`´4δ
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (31)››|D|s2vpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s2´k
´
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘, (32)
}|D|s2´k`vtpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2`k`´4δ
2pk`´δq
`}pu0, u1q}As1m ` }pv0, v1q}As2m ˘. (33)
Remark 1.4. If we assume that k` ă s1 ď k` ` σ in Theorem 3, then it is also reasonable to allow
a loss of decay. Indeed, in the same treament as we did in Theorem 1-A we may replace the condition
mintp, qu ą 1 ` mpk``σq
n´mk´ in Theorem 3 by (7) in Theorem 1-A. Moreover, if we consider s1 ą k` ` σ in
Theorem 4, then the condition mintp, qu ą 1` mpk``σq
n´mk´ is contained in (27).
In the fourth case, we obtain large regular solutions to (1) by using the fractional Sobolev embedding.
Theorem 4. Let s2 ě s1 ą n2 ` k`, s2 ´ s1 ď k`, m P r1, 2q and n ą m0k´. We assume the conditions
p ą 1`maxts1 ´ k`, 1u and q ą 1`maxts2 ´ k`, 1u. (34)
Moreover, we suppose mintp, qu ą 1` mpk``σq
n´mk´ satisfying the following conditions:
p ě 1` ms1
n´mk´ and q ě 1`
ms2
n´mk´ . (35)
Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P As1m ˆAs2m satisfying the assumption }pu0, u1q}As1m ` }pv0, v1q}As2m ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P
´
Cpr0,8q, Hs1q X C1pr0,8q, Hs1´k`q
¯
ˆ
´
Cpr0,8q, Hs2q X C1pr0,8q, Hs2´k`q
¯
to (1). Moreover, the estimates (28)-(33) hold.
Remark 1.5. Like in Remark 1.4, if we assume that n
2
` k` ă s1 ď k` ` σ in Theorem 4, then allowing a
loss of decay implies that the condition mintp, qu ą 1` mpk``σq
n´mk´ in Theorem 4 is replaced by (7) in Theorem
1-A. Moreover, if we consider s1 ą k` ` σ in Theorem 4, then the condition mintp, qu ą 1 ` mpk
``σq
n´mk´ is
contained in (35).
In the fifth case, we obtain large regular solutions to (2) by using the fractional Sobolev embedding.
Theorem 5. Let s ą n
2
` k`, m P r1, 2q and n ą m0k´. We assume the following conditions:
mintp, qu ą 1`max
!2mδ
n
, s´ k`, 1
)
, (36)
and
mintp, qu ě 1` mps` k
´ ´ 2σq
n` 2mpk` ´ 2δq . (37)
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Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P Asm ˆAsm satisfying the assumption }pu0, u1q}Asm ` }pv0, v1q}Asm ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P
´
Cpr0,8q, Hsq X C1pr0,8q, Hs´k`q
¯2
to (1). The following estimates hold:
}pu, vqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`}pu0, u1q}Asm ` }pv0, v1q}Asm˘, (38)
}put, vtqpt, ¨q}L2 À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`}pu0, u1q}Asm ` }pv0, v1q}Asm˘, (39)››`|D|su, |D|sv˘pt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s´k´
2pk`´δq
`}pu0, u1q}Asm ` }pv0, v1q}Asm˘, (40)
}`|D|s´k`ut, |D|s´k`vt˘pt, ¨q}L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ s`k`´4δ2pk`´δq `}pu0, u1q}Asm ` }pv0, v1q}Asm˘. (41)
Finally, we obtain large regular solutions to (3) by using the fractional Sobolev embedding.
Theorem 6. Let s1 ě s2 ą n2 ` k`, s1 ´ s2 ď k`, m P r1, 2q and n ą m0k´. We assume the conditions
p ą 1`max
!mpk` ` σq
n´mk´ , s1 ´ k
`, 1
)
and q ą 1`max
!2mδ
n
, s2 ´ k`, 1
)
. (42)
Moreover, we suppose the following conditions:
p ě 1` ms1
n´mk´ and q ě 1`
mps2 ` k´ ´ 2σq
n` 2mpk` ´ 2δq . (43)
Then, there exists a constant ε ą 0 such that for any small data`pu0, u1q, pv0, v1q˘ P As1m ˆAs2m satisfying the assumption }pu0, u1q}As1m ` }pv0, v1q}As2m ď ε,
we have a uniquely determined global (in time) small data energy solution
pu, vq P
´
Cpr0,8q, Hs1q X C1pr0,8q, Hs1´k`q
¯
ˆ
´
Cpr0,8q, Hs2q X C1pr0,8q, Hs2´k`q
¯
to (1). Moreover, the estimates (28)-(33) hold.
Example 1.1. In the following examples, we fix σ “ 3
2
, δ “ 1
8
and m “ 5
4
:
‚ If n “ 3, then we may choose for example p “ 2, q P ` 103
26
,8˘ by using Theorem 1-A and p, q P`
103
43
,8˘ by using Theorem 1-B.
‚ If n “ 1 and s1 “ s2 “ 1, then we may choose for example p “ 6, q P
`
71
6
,8˘ by using Theorem 2-A
and p, q P ` 71
11
,8˘ by using Theorem 2-B.
‚ If n “ 4, s1 “ 2 and s2 “ 3, then using Theorem 3 we derive p P
`
119
59
,8˘ and q P `3,8˘.
‚ If n “ 4, s1 “ 4 and s2 “ 5, then using Theorem 4 we derive p P
`
7
2
,8˘ and q P ` 9
2
,8˘.
‚ If n “ 4 and s “ 5, then using Theorem 5 we derive p, q P ` 9
2
,8˘.
‚ If n “ 4, s1 “ 5 and s2 “ 4, then using Theorem 6 we derive p P
`
9
2
,8˘ and q P ` 7
2
,8˘.
The organization of this paper is as follows: In Section 2, we present estimates for the solutions to (4).
In particular, we derive pLmXL2q´L2 and L2´L2 estimates for solutions with m P r1, 2q in the case δ “ σ
2
,
δ “ p0, σ
2
q and δ “ pσ
2
, σq, respectively, in Sections 2.1, 2.2 and 2.3. In Section 3, we prove our global (in
time) existence results to (1), (2) and (3). We bring the optimality of our exponents if σ and δ are integer
numbers in Section 4. Finally, we state some concluding remarks and open problems in Section 5.
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2. Estimates for the solutions of the linear Cauchy problem
Main goal of this section is to obtain pLmXL2q ´L2 and L2´L2 estimates for the solution and some its
derivatives to (4). These estimates play an fundamental role to prove the global (in time) existence results to
(1), (2) and (3) in the next section. First, using partial Fourier transformation to (4) we obtain the following
Cauchy problem for wˆpt, ξq :“ FxÑξ
`
wpt, xq˘, wˆ0pξq :“ FxÑξ`w0pxq˘ and wˆ1pξq :“ FxÑξ`w1pxq˘:
wˆtt ` µ|ξ|2δwˆt ` |ξ|2σwˆ “ 0, wˆp0, ξq “ wˆ0pξq, wˆtp0, ξq “ wˆ1pξq. (44)
The characteristic roots are
λ1,2 “ λ1,2pξq “ 1
2
´
´ |ξ|2δ ˘
b
|ξ|4δ ´ 4|ξ|2σ
¯
.
The solution to (44) is presented by the following formula (here we assume λ1 ‰ λ2):
wˆpt, ξq “ λ1e
λ2t ´ λ2eλ1t
λ1 ´ λ2 wˆ0pξq `
eλ1t ´ eλ2t
λ1 ´ λ2 wˆ1pξq “: Kˆ0pt, ξqwˆ0pξq ` Kˆ1pt, ξqwˆ1pξq. (45)
Taking account of the cases of small and large frequencies separately, we have the asymptotic behavior of
the characteristic roots as follows:
1. δ “ σ
2
: λ1,2 “ 1
2
p´1˘ i
?
3q|ξ|σ, (46)
2. δ P `0, σ
2
˘
: λ1 „ ´|ξ|2pσ´δq, λ2 „ ´|ξ|2δ, λ1 ´ λ2 „ |ξ|2δ for small |ξ|, (47)
and λ1,2 „ ´|ξ|2δ ˘ i|ξ|σ, λ1 ´ λ2 „ i|ξ|σ for large |ξ|, (48)
3. δ P `σ
2
, σ
˘
: λ1,2 „ ´|ξ|2δ ˘ i|ξ|σ, λ1 ´ λ2 „ i|ξ|σ for small |ξ|, (49)
and λ1 „ ´|ξ|2pσ´δq, λ2 „ ´|ξ|2δ, λ1 ´ λ2 „ |ξ|2δ for large |ξ|. (50)
We now decompose the solution to (4) into two parts localized separately to low and high frequencies, that
is,
wpt, xq “ wχpt, xq ` w1´χpt, xq,
where
wχpt, xq “ F´1
`
χp|ξ|qwˆpt, ξq˘ and w1´χpt, xq “ F´1``1´ χp|ξ|q˘wˆpt, ξq˘,
with a smooth cut-off function χp|ξ|q equal to 1 for small |ξ| and vanishing for large |ξ|.
2.1. The case δ “ σ
2
. In oder to derive the pLm X L2q ´ L2 estimates, on the one hand, we control the L2
norm of the solution by the Lm norm of the data for t P r1,8q. On the other hand, for t P p0, 1s we also
obtain the L2 ´ L2 estimates by using the suitable regularity of the data w0 and w1. We shall prove the
following result.
Proposition 2.1. Let δ “ σ
2
in (4) and m P r1, 2q. The Sobolev solutions to (4) satisfy the pLm XL2q ´L2
estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´nσ p 1m´ 12 q´ aσ´j}w0}LmXHa`jσ ` p1` tq1´ nσ p 1m´ 12 q´ aσ´j}w1}LmXHra`pj´1qσs` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´ aσ´j}w0}Ha`jσ ` p1` tq1´ aσ´j}w1}Hra`pj´1qσs` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ě 1.
First, to prove Proposition 2.1 we shall show the following auxiliary estimates.
Lemma 2.1. Let α P p0,8q and r P r1,8s. Then, the following estimates hold for any t ą 0:››F´1`|ξ|ae´c1|ξ|αt cospc2|ξ|αtq˘pt, ¨q››Lr À t´ aα´nα p1´ 1r q,››F´1`|ξ|ae´c1|ξ|αt sinpc2|ξ|αtq˘pt, ¨q››Lr À t´ aα´nα p1´ 1r q,
with a ě 0 and n ě 1. Here c1 is a positive and c2 ‰ 0 is a real constant.
Proof. For the proof of the first statement one can see Proposition 12 in [6]. According to the treatment
of Proposition 12 in [6], with minor modifications in the steps of the proofs we may conclude the second
statement. 
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Proof of Proposition 2.1. In the first step, by (46) taking account of estimates for Kˆ0 and Kˆ1 we re-write
these terms as follows:
|ξ|aKˆ0pt, ξq “ |ξ|a
´
cos
´?3
2
|ξ|σt
¯
` 1?
3
sin
´?3
2
|ξ|σt
¯¯
e´
1
2
|ξ|σt,
|ξ|aKˆ1pt, ξq “ t |ξ|a
ż 1
0
e
1
2
`
´1`ip2s´1q?3
˘
|ξ|σtds.
Hence, applying Young’s convolution inequality and Lemma 2.1 we arrive at the following L2´Lm estimate
for t P r1,8q:››|D|awpt, ¨q››
L2
À ››F´1`|ξ|aKˆ0pt, ξq˘pt, ¨q››Lr }w0}Lm ` ››F´1`|ξ|aKˆ1pt, ξq˘pt, ¨q››Lr }w1}Lm
À
´›››F´1´|ξ|a cos´
?
3
2
|ξ|σt
¯
e´
1
2
|ξ|σt
¯
pt, ¨q
›››
Lr
`
›››F´1´|ξ|a sin´
?
3
2
|ξ|σt
¯
e´
1
2
|ξ|σt
¯
pt, ¨q
›››
Lr
¯
}w0}Lm
` t
ż 1
0
›››F´1´|ξ|ae 12`´1`ip2s´1q?3˘|ξ|σt¯pt, ¨q›››
Lr
ds }w1}Lm
À t´nσ p1´ 1r q´ aσ }w0}Lm ` t1´nσ p1´ 1r q´ aσ }w1}Lm , (51)
where 1
r
` 1
m
“ 3
2
. Moreover, we also get the following L2 ´ L2 estimate for t P p0, 1s:››|D|awpt, ¨q››
L2
À ››F´1`Kˆ0pt, ξq˘pt, ¨q››L1 }w0} 9Ha ` ››F´1`|ξ|minta,σuKˆ1pt, ξq˘pt, ¨q››L1 }w1} 9Hra´σs`
À
´›››F´1´ cos´
?
3
2
|ξ|σt
¯
e´
1
2
|ξ|σt
¯
pt, ¨q
›››
L1
`
›››F´1´ sin´
?
3
2
|ξ|σt
¯
e´
1
2
|ξ|σt
¯
pt, ¨q
›››
L1
¯
}w0} 9Ha
` t
ż 1
0
›››F´1´|ξ|minta,σue 12`´1`ip2s´1q?3˘|ξ|σt¯pt, ¨q›››
L1
ds }w1} 9Hra´σs`
À }w0}Ha ` t1´
minta,σu
σ }w1}Hra´σs` À }w0}Ha ` }w1}Hra´σs` . (52)
From (51) and (52) we may conclude the desired statements in Propostion 2.1 with j “ 0. In the second
step, in oder to estimate for some derivatives in time of Kˆ0 and Kˆ1 we note that
|ξ|aBtKˆ0pt, ξq “ ´ 2?
3
|ξ|a`σ sin
´?3
2
|ξ|σt
¯
e´
1
2
|ξ|σt,
|ξ|aBtKˆ1pt, ξq “ |ξ|a
´
cos
´?3
2
|ξ|σt
¯
´ 1?
3
sin
´?3
2
|ξ|σt
¯¯
e´
1
2
|ξ|σt.
Then, applying again Young’s convolution inequality, Lemma 2.1 and using the suitable regularity of the
data we may conclude immediately all the statement in Propostion 2.1 with j “ 1. Hence, the proof of
Propostion 2.1 is completed. 
2.2. The case δ P p0, σ
2
q. In order to derive the pLm X L2q ´ L2 estimates, on the one hand we control
the L2 norm of the low-frequency part of the solution by the Lm norm of the data. On the other hand, its
high-frequency part is estimated by using the L2 ´ L2 estimates with the suitable regularity of the data w0
and w1. We shall prove the following result.
Proposition 2.2. Let δ P p0, σ
2
q in (4) and m P r1, 2q. The Sobolev solutions to (4) satisfy the pLmXL2q´L2
estimates ››Bjt |D|awpt, ¨q››L2 À p1` tq´ n2pσ´δq p 1m´ 12 q´ a`2jδ2pσ´δq }w0}LmXHa`jσ
` p1 ` tq1´ n2pσ´δq p 1m´ 12 q´ a`2jδ2pσ´δq }w1}LmXHra`pj´1qσs` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1 ` tq´ a`2jδ2pσ´δq }w0}Ha`jσ ` p1` tq1´ a`2jδ2pσ´δq }w1}Hra`pj´1qσs` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ě 1.
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Proof. We will divide our considerations into two steps. In the first step, let us devote to estimates for small
frequencies. First, let us definem1 by 1
m
` 1
m1
“ 1 and recall the abbreviationm0 “ 2m2´m , that is, 1m0 “ 1m´ 12 .
Then by using the formula of Parseval-Plancherel and Ho¨lder’s inequality we obtain the following estimate:››Bjt |D|awχpt, ¨q››L2 “ ››|ξ|aχpξqBjt wˆpt, ξq››L2
À ››|ξ|aχpξqBjt Kˆ0pt, ξq››Lm0 }wˆ0}Lm1 ` ››|ξ|aχpξqBjt Kˆ1pt, ξq››Lm0 }wˆ1}Lm1 . (53)
We can control }wˆ0}Lm1 and }wˆ1}Lm1 , respectively, by }w0}Lm and }w1}Lm . Hence, we have only to estimate
the Lm0 norm of the multipliers. Taking account of estimates for Kˆj with j “ 0, 1 and some their derivatives
we re-write these terms for small frequencies as follows:
Kˆ1pt, ξq “ eλ1t 1´ e
pλ2´λ1qt
λ1 ´ λ2 “ te
λ1t
ż 1
0
e´rpλ1´λ2qtdr, (54)
Kˆ0pt, ξq “ ´λ1Kˆ1 ` eλ1t, BtKˆ1pt, ξq “ Kˆ0 ` pλ1 ` λ2qKˆ1 and BtKˆ0pt, ξq “ ´λ1λ2Kˆ1. (55)
For the sake of the asymptotic behavior of the characteristic roots in (47), we arrive atˇˇ
χpξqKˆ1pt, ξq
ˇˇ À te´c|ξ|2pσ´δqt, ˇˇχpξqKˆ0pt, ξqˇˇ À e´c|ξ|2pσ´δqt, (56)ˇˇ
χpξqBtKˆ1pt, ξq
ˇˇ À p1 ` t|ξ|2δqe´c|ξ|2pσ´δqt, ˇˇχpξqBtKˆ0pt, ξqˇˇ À t|ξ|2σe´c|ξ|2pσ´δqt, (57)
where c is a suitable positive constant. We can see that it holds for small frequenciesż
Rn
|ξ|βe´c|ξ|αtdξ À p1` tq´n`βα , (58)
for any n ě 1, β P R satisfying n` β ą 0 and for all positive numbers c, α ą 0. Hence, from (56) and (57)
we may conclude immediately the following estimates:››|ξ|aχpξqBjt Kˆ0pt, ξq››Lm0 À p1` tq´n`pα`2δjqm02pσ´δqm0 , (59)››|ξ|aχpξqBjt Kˆ1pt, ξq››Lm0 À p1` tq1´n`pα`2δjqm02pσ´δqm0 . (60)
Therefore, from (53), (59) and (60) we have proved that››Bjt |D|awχpt, ¨q››L2 À p1` tq´ n2pσ´δq p 1m´ 12 q´ a`2jδ2pσ´δq }w0}Lm ` p1` tq1´ n2pσ´δq p 1m´ 12 q´ a`2jδ2pσ´δq }w1}Lm . (61)
Next, let us turn to estimate the solution and some its derivatives to (4) for large frequencies. Thanks to
the asymptotic behavior of the characteristic roots in (48), we findˇˇ`
1´ χpξq˘Kˆ0pt, ξqˇˇ À e´c|ξ|2δt, ˇˇ`1´ χpξq˘Kˆ1pt, ξqˇˇ À |ξ|´σe´c|ξ|2δt,ˇˇ`
1´ χpξq˘BtKˆ0pt, ξqˇˇ À |ξ|σe´c|ξ|2δt, ˇˇ`1´ χpξq˘BtKˆ1pt, ξqˇˇ À e´c|ξ|2δt.
By applying again the formula of Parseval-Plancherel and using the suitable regularity of the data w0 and
w1 we derive the following estimates:››Bjt |D|aw1´χpt, ¨q››L2 À }w0}Ha`jσ ` }w1}Hra`pj´1qσs` . (62)
Summarizing, from (61) and (62) we may conclude that the proof of Proposition 2.2 is completed. 
Remark 2.1. In Proposition 2.2 we state estimates for the solution and some its derivatives to (4) which
hold for any space dimensions n ě 1. Moreover, we may prove a better result under a restriction to space
dimensions n ą 2m0δ. We obtain the following sharper estimates.
Proposition 2.3. Let δ P p0, σ
2
q in (4) and m P r1, 2q. The Sobolev solutions to (4) satisfy the pLmXL2q´L2
estimates ››Bjt |D|awpt, ¨q››L2 À p1` tq´ n2pσ´δq p 1m´ 12 q´ a2pσ´δq´j}w0}LmXHa`jσ
` p1` tq´ n2pσ´δq p 1m´ 12 q´ a´2δ2pσ´δq´j}w1}LmXHra`pj´1qσs` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´ a2pσ´δq´j}w0}Ha`jσ ` p1` tq´ a´2δ2pσ´δq´j}w1}Hra`pj´1qσs` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ą 2m0δ.
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Proof. The proof of this proposition is similar to the proof to Proposition 2.2. The shaper estimates appearing
Proposition 2.3 in comparison with Proposition 2.2 rely on estimates for small frequencies. For this reason,
we only present the steps of the proofs for small |ξ|. First, we notice that we do not use the relation (54) as
we did in the proof of Proposition 2.2. By (47) and (55), we get immediately the following estimates:ˇˇ
χpξqKˆ1pt, ξq
ˇˇ À |ξ|´2δe´c|ξ|2pσ´δqt, ˇˇχpξqKˆ0pt, ξqˇˇ À e´c|ξ|2pσ´δqt,ˇˇ
χpξqBtKˆ1pt, ξq
ˇˇ À |ξ|2pσ´2δqe´c|ξ|2pσ´δqt ` e´c|ξ|2δt, ˇˇχpξqBtKˆ0pt, ξqˇˇ À |ξ|2pσ´δqe´c|ξ|2pσ´δqt,
where c is a suitable positive constant. Then, by using again (58) and the condition n ą 2m0δ we shall
repeat some of the arguments as we did in the proof to Proposition 2.2 to conclude all the desired estimates.
Hence, this completes the proof of Proposition 2.3. 
2.3. The case δ P pσ
2
, σq. In this section, we will apply the same strategy as we did in Section 2.2 with
minor modifications in the steps of the proofs. We obtain the following results.
Proposition 2.4. Let δ P pσ
2
, σq in (4) and m P r1, 2q. The Sobolev solutions to (4) satisfy the pLmXL2q´L2
estimates ››Bjt |D|awpt, ¨q››L2 À p1` tq´ n2δ p 1m´ 12 q´ a`jσ2δ }w0}LmXHa`2jpσ´δq
` p1 ` tq1´ n2δ p 1m´ 12 q´ a`jσ2δ }w1}LmXHra`2pj´1qδs` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1 ` tq´ a`jσ2δ }w0}Ha`2jpσ´δq ` p1` tq1´ a`jσ2δ }w1}Hra`2pj´1qδs` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ě 1.
Proof. The proof of this proposition is similar to the proof to Proposition 2.2. Hence, it is reasonable to
present only the steps which are different. First, we re-write Kˆ1 for small frequencies as follows:
Kˆ1pt, ξq “ teλ1t
ż 1
0
e´ir
?
4|ξ|2σ´|ξ|4δtdr.
Using the relation (55) and the asymptotic behavior of the characteristic roots in (49) we haveˇˇ
χpξqKˆ1pt, ξq
ˇˇ À te´c|ξ|2δt, ˇˇχpξqKˆ0pt, ξqˇˇ À e´c|ξ|2δt,ˇˇ
χpξqBtKˆ1pt, ξq
ˇˇ À p1 ` t|ξ|σqe´c|ξ|2δt, ˇˇχpξqBtKˆ0pt, ξqˇˇ À |ξ|σe´c|ξ|2δt,
where c is a suitable positive constant. Moreover, by the asymptotic behavior of the characteristic roots in
(50) we arrive atˇˇ`
1´ χpξq˘Kˆ0pt, ξqˇˇ À e´c|ξ|2pσ´δqt, ˇˇ`1´ χpξq˘Kˆ1pt, ξqˇˇ À |ξ|´2δe´c|ξ|2pσ´δqt,ˇˇ`
1´ χpξq˘BtKˆ0pt, ξqˇˇ À |ξ|2pσ´δqe´c|ξ|2pσ´δqt, ˇˇ`1´ χpξq˘BtKˆ1pt, ξqˇˇ À e´c|ξ|2pσ´δqt.
Finally, repeating some of the arguments as we did in the proof to Proposition 2.2 we may conclude all the
statements in Proposition 2.4. Summarizing, the proof of Proposition 2.4 is completed. 
Remark 2.2. We can see that in Proposition 2.4 we state estimates for the solution and some its derivatives
to (4) which hold for any space dimensions n ě 1. Moreover, we may prove a better result under a restriction
to space dimensions n ą m0σ. We obtain the following sharper estimates.
Proposition 2.5. Let δ P pσ
2
, σq in (4) and m P r1, 2q. The Sobolev solutions to (4) satisfy the pLmXL2q´L2
estimates ››Bjt |D|awpt, ¨q››L2 À p1` tq´ n2δ p 1m´ 12 q´ a`jσ2δ }w0}LmXHa`2jpσ´δq
` p1` tq´ n2δ p 1m´ 12 q´ a`pj´1qσ2δ }w1}LmXHra`2pj´1qδs` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´ a`jσ2δ }w0}Ha`2jpσ´δq ` p1` tq´ a`pj´1qσ2δ }w1}Hra`2pj´1qδs` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ą m0σ.
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Proof. The proof of this proposition is similar to the proof to Proposition 2.4. The shaper estimates appearing
Proposition 2.5 in comparison with Proposition 2.4 rely on estimates for small frequencies. For this reason, we
only present the steps of the proofs for small |ξ|. For the sake of the asymptotic behavior of the characteristic
roots in (49), we get ˇˇ
χpξqKˆ1pt, ξq
ˇˇ À |ξ|´σe´c|ξ|2δt, ˇˇχpξqKˆ0pt, ξqˇˇ À e´c|ξ|2δt,ˇˇ
χpξqBtKˆ1pt, ξq
ˇˇ À e´c|ξ|2δt, ˇˇχpξqBtKˆ0pt, ξqˇˇ À |ξ|σe´c|ξ|2δt,
where c is a suitable positive constant. By using again (58) and the condition n ą m0σ, repeating some of
the arguments as we did in the proof to Proposition 2.4 we may conclude all the desired estimates. Therefore,
Proposition 2.5 is proved. 
From the statements of Propositions 2.1, 2.2 and 2.4, we conclude the following corollary.
Corollary 2.1. Let δ P p0, σq in (4) and m P r1, 2q. The solution to (4) satisfies the pLmXL2q´L2 estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ a`jk
´
2pk`´δq }w0}LmXHa`jp2σ´k`q
` p1` tq1´
n
2pk`´δq
p 1
m
´ 1
2
q´ a`jk´
2pk`´δq }w1}LmXHra`pj´1qk`s` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1` tq´ a`jk
´
2pk`´δq }w0}Ha`jp2σ´k`q ` p1` tq
1´ a`jk´
2pk`´δq }w1}Hra`pj´1qk`s` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ě 1.
Finally, from the statements of Propositions 2.1, 2.3 and 2.5 we obtain the following sharper estimates under
a restriction to space dimensions n ą m0k´.
Corollary 2.2. Let δ P p0, σq in (4) and m P r1, 2q. The solution to (4) satisfies the pLmXL2q´L2 estimates››Bjt |D|awpt, ¨q››L2 À p1 ` tq´ n2pk`´δq p 1m´ 12 q´ a`jp2σ´k
´q
2pk`´δq }w0}LmXHa`jp2σ´k`q
` p1` tq´ n2pk`´δq p 1m´ 12 q´
a`jp2σ´k´q´k´
2pk`´δq }w1}LmXHra`pj´1qk`s` ,
and the L2 ´ L2 estimates››Bjt |D|awpt, ¨q››L2 À p1 ` tq´ a`jp2σ´k
´q
2pk`´δq }w0}LmXHa`jp2σ´k`q ` p1 ` tq
´ a`jp2σ´k´q´k´
2pk`´δq }w1}LmXHra`pj´1qk`s` ,
for any non-negative number a, j “ 0, 1 and for all space dimenstions n ą m0k´.
Remark 2.3. The statements in Corollaries 2.1 and 2.2 are key tools to prove global (in time) existence
results for the weakly coupled systems of semi-linear models (1), (2) and (3). Here we want to underline
that the decay estimates for solution and some its derivatives to (4) from Corollary 2.2 are better than those
from Corollary 2.1. For this reason, in the next section we only present the steps of the proofs to our global
(in time) existence results in detail by using all statements from Corollary 2.2.
3. Treatment of weakly coupled systems of corresponding semi-linear models
3.1. Philosophy of our approach. In this section, we will apply the estimates for the solutions to (4)
from Corollary 2.2 to prove the global (in time) existence of small data Sobolev solutions to weakly coupled
systems of semi-linear models (1), (2) and (3). Recalling the fundamental solutions K0 and K1 defined in
Section 2 we write the solutions of the corresponding linear Cauchy problems with vanishing right-hand sides
to (1) and (2) and (3) in the following form:#
ulnpt, xq “ K0pt, xq ˚x u0pxq `K1pt, xq ˚x u1pxq,
vlnpt, xq “ K0pt, xq ˚x v0pxq `K1pt, xq ˚x v1pxq.
Applying Duhamel’s principle gives the formal implicit representation of the solutions to (1), (2) and (3) as
follows: #
upt, xq “ ulnpt, xq ` şt
0
K1pt´ τ, xq ˚x fpv, vtqdτ “: ulnpt, xq ` unlpt, xq,
vpt, xq “ vlnpt, xq ` şt
0
K1pt´ τ, xq ˚x fpu, utqdτ “: vlnpt, xq ` vnlpt, xq.
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Here fpv, vtq “ |vpt, xq|p and fpu, utq “ |upt, xq|q, fpv, vtq “ |vtpt, xq|p and fpu, utq “ |utpt, xq|q , fpv, vtq “
|vpt, xq|p and fpu, utq “ |utpt, xq|q, respectively, to (1), to (2), to (3).
We choose the data spaces pu0, u1q P As1m and pv0, v1q P As2m . Moreover, we introduce the family tXptqutą0
of solution spaces Xptq with the norm
}pu, vq}Xptq :“ sup
0ďτďt
´
f1pτq´1}upτ, ¨q}L2 ` f1,s1pτq´1
››|D|s1upτ, ¨q››
L2
` f2pτq´1}utpτ, ¨q}L2 ` f2,s1pτq´1
››|D|s1´k`utpτ, ¨q››L2
g1pτq´1}vpτ, ¨q}L2 ` g1,s2pτq´1
››|D|s2vpτ, ¨q››
L2
` g2pτq´1}vtpτ, ¨q}L2 ` g2,s2pτq´1
››|D|s2´k`vtpτ, ¨q››L2
¯
,
where
f1pτq “ g1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq , f1,s1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1´k´
2pk`´δq , (63)
f2pτq “ g2pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ , f2,s1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1`k`´4δ
2pk`´δq , (64)
g1,s2pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2´k´
2pk`´δq , g2,s2pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2`k`´4δ
2pk`´δq . (65)
We define for all t ą 0 the operator N : pu, vq P Xptq ÝÑ Npu, vq P Xptq by the formula
Npu, vqpt, xq “ `ulnpt, xq ` unlpt, xq, vlnpt, xq ` vnlpt, xq˘.
We will prove that the operator N satisfies the following two inequalities:
}Npu, vq}Xptq À }pu0, u1q}As1m ` }pv0, v1q}As2m ` }pu, vq}pXptq ` }pu, vq}qXptq, (66)
}Npu, vq ´Npu¯, v¯q}Xptq
À }pu, vq ´ pu¯, v¯q}Xptq
´
}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq ` }pu, vq}q´1Xptq ` }pu¯, v¯q}q´1Xptq
¯
. (67)
Then, applying Banach’s fixed point theorem we obtain local (in time) existence results of large data solutions
and global (in time) existence results of small data solutions as well.
Remark 3.1. From the definition of the norm in Xptq, by replacing a “ s1 and a “ s2 in the statements
from Corollary 2.2 we may conclude››puln, vlnq››
Xptq À }pu0, u1q}As1m ` }pv0, v1q}As2m , for all s1 and s2 ě 0. (68)
Hence, in order to complete the proof of (66) it is reasonable to prove the following inequality:››punl, vnlq››
Xptq À }pu, vq}
p
Xptq ` }pu, vq}qXptq. (69)
Now we are going to prove our main results from Section 1. Without loss of generality, we can assume
q ą p throughout the following proofs.
3.2. Proof of Theorem 1-A: s1 “ s2 “ k`. We introduce the solution space
Xptq :“
´
Cpr0, ts, Hk`q X C1pr0, ts, L2q
¯2
,
where the weights are modified in the following way:
f1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`εppq
, f1,k`pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ k`´k´
2pk`´δq
`εppq
,
f2pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´σ´k´
k`´δ
`εppq
, f2,s1pτq “ g2,s2pτq ” 0.
First, let us prove the inequality (69). In order to control some estimates for unl, our strategy is to use the
pLm X L2q ´ L2 estimates if τ P r0, t{2s and the L2 ´ L2 estimates if τ P rt{2, ts from Corollary 2.2. Hence,
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we have the following estimates for j, l “ 0, 1 and pj, lq ‰ p1, 1q:
››Bjt |D|lk`unlpt, ¨q››L2 À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ lk``jp2σ´k´q´k´
2pk`´δq
››|vpτ, ¨q|p››
LmXL2dτ
`
ż t
t{2
p1` t´ τq´
lk``jp2σ´k´q´k´
2pk`´δq
››|vpτ, ¨q|p››
L2
dτ.
For this reason, we need to estimate for |vpτ, xq|p in Lm X L2 and L2 as follows:››|vpτ, ¨q|p››
LmXL2 À }vpτ, ¨q}
p
Lmp ` }vpτ, ¨q}pL2p , and
››|vpτ, ¨q|p››
L2
“ }vpτ, ¨q}p
L2p
.
Employing the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 gives
››|vpτ, ¨q|p››
LmXL2 À p1` τq
´ n
2mpk`´δq
pp´1q` pk´
2pk`´δq }pu, vq}p
Xpτq,››|vpτ, ¨q|p››
L2
À p1` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq }pu, vq}p
Xpτq,
where (5) and (6) hold for p. As a result, we derive
››Bjt |D|lk`unlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ lk
``jp2σ´k´q´k´
2pk`´δq }pu, vq}p
Xptq
ż t{2
0
p1` τq´ n2mpk`´δq pp´1q`
pk´
2pk`´δq dτ
` p1 ` tq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq }pu, vq}p
Xptq
ż t
t{2
p1` t´ τq´
lk``jp2σ´k´q´k´
2pk`´δq dτ.
Here we used p1 ` t ´ τq « p1 ` tq for any τ P r0, t{2s and p1 ` τq « p1 ` tq for any τ P rt{2, ts. Due to the
condition p ď 1` mpk``σq
n´mk´ , the term p1` τq
´ n
2mpk`´δq
pp´1q` pk´
2pk`´δq is not integrable. Hence, we obtain
p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ lk``jp2σ´k´q´k´
2pk`´δq }pu, vq}p
Xptq
ż t{2
0
p1 ` τq´
n
2mpk`´δq
pp´1q` pk´
2pk`´δq dτ
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ lk``jp2σ´k´q´k´
2pk`´δq
`εppq}pu, vq}p
Xptq.
Moreover, we also notice that lk
``jp2σ´k´q´k´
2pk`´δq ă 1 for j, l “ 0, 1 and pj, lq ‰ p1, 1q. Consequently, we have
p1` tq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq
ż t
t{2
p1` t´ τq´
lk``jp2σ´k´q´k´
2pk`´δq dτ
À p1 ` tq´ n2pk`´δq p 1m´ 12 q´
lk``jp2σ´k´q´k´
2pk`´δq
`εppq
,
provided that the condition (7) holds for q. Finally, we derive the following estimate for j, l “ 0, 1 and
pj, lq ‰ p1, 1q:
››Bjt |D|lk`unlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ lk
``jp2σ´k´q´k´
2pk`´δq
`εppq}pu, vq}p
Xptq.
In the same way we arrive at the following estimate for j, l “ 0, 1 and pj, lq ‰ p1, 1q:
››Bjt |D|lk`vnlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ lk
``jp2σ´k´q´k´
2pk`´δq }pu, vq}q
Xptq.
From the definition of the norm in Xptq, we may conclude immediately the inequality (69).
Next, let us prove the estimate (67). For two elements pu, vq and pu¯, v¯q from Xptq, we obtain
Npu, vqpt, xq ´Npu¯, v¯qpt, xq “ `unlpt, xq ´ u¯nlpt, xq, vnlpt, xq ´ v¯nlpt, xq˘.
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Using again the pLmXL2q´L2 estimates if τ P r0, t{2s and the L2´L2 estimates if τ P rt{2, ts from Corollary
2.2, we get the following estimate:››Bjt |D|lk``punl ´ u¯nlqpt, ¨q˘››L2
À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ lk``jp2σ´k´q´k´
2pk`´δq
››|vpτ, ¨q|p ´ v¯pτ, ¨q|p››
LmXL2dτ
`
ż t
t{2
p1` t´ τq´
lk``jp2σ´k´q´k´
2pk`´δq
››|vpτ, ¨q|p ´ v¯pτ, ¨q|p››
L2
dτ,
and ››Bjt |D|lk``pvnl ´ v¯nlqpt, ¨q˘››L2
À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ lk``jp2σ´k´q´k´
2pk`´δq
››|upτ, ¨q|q ´ u¯pτ, ¨q|q››
LmXL2dτ
`
ż t
t{2
p1` t´ τq´
lk``jp2σ´k´q´k´
2pk`´δq
››|upτ, ¨q|q ´ u¯pτ, ¨q|q››
L2
dτ.
Employing Ho¨lder’s inequality gives››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p››
L2
À }vpτ, ¨q ´ v¯pτ, ¨q}L2p
`}vpτ, ¨q}p´1
L2p
` }v¯pτ, ¨q}p´1
L2p
˘
,››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p››
Lm
À }vpτ, ¨q ´ v¯pτ, ¨q}Lmp
`}vpτ, ¨q}p´1Lmp ` }v¯pτ, ¨q}p´1Lmp˘,››|upτ, ¨q|q ´ |u¯pτ, ¨q|q››
L2
À }upτ, ¨q ´ u¯pτ, ¨q}L2q
`}upτ, ¨q}q´1
L2q
` }u¯pτ, ¨q}q´1
L2q
˘
,››|upτ, ¨q|q ´ |u¯pτ, ¨q|q››
Lm
À }upτ, ¨q ´ u¯pτ, ¨q}Lmq
`}upτ, ¨q}q´1Lmq ` }u¯pτ, ¨q}q´1Lmq˘.
Similarly to the proof of (66), we apply the fractional Gagliardo-Nirenberg inequality from Proposition 5.1
to the terms
}vpτ, ¨q ´ v¯pτ, ¨q}Lη1 , }upτ, ¨q ´ u¯pτ, ¨q}Lη2 , }vpτ, ¨q}Lη1 , }v¯pτ, ¨q}Lη1 , }upτ, ¨q}Lη2 , }u¯pτ, ¨q}Lη2
with η1 “ 2p or η1 “ mp, and η2 “ 2q or η2 “ mq to conclude the inequality (67). Summarizing, Theorem
1-A is proved.
Remark 3.2. The proof of Theorem 1-B is similar to the proof of Theorem 1-A. Here we notice that due to
the condition (14), the terms p1` τq´ n2mpk`´δq pp´1q`
pk´
2pk`´δq and p1` τq´ n2mpk`´δq pq´1q`
qk´
2pk`´δq are integrable.
Then, repeating some of the arguments as we did in the proof of Theorem 1-A we may complete the proof
of Theorem 1-B.
3.3. Proof of Theorem 2-A: 0 ă s1 ď s2 ă k`. We introduce the solution space
Xptq :“ `Cpr0, ts, Hs1,qq˘ˆ `Cpr0, ts, Hs2,qq˘,
where the weights are modified in the following way:
f1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q` k´
2pk`´δq
`εppq
, f1,s1pτq “ p1` τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1´k´
2pk`´δq
`εppq
,
f2pτq “ g2pτq “ f2,s1pτq “ g2,s2pτq ” 0.
In order to prove the two inequalities (69) and (67), we use the pLm X L2q ´ L2 estimates if τ P r0, t{2s and
the L2 ´ L2 estimates if τ P rt{2, ts from Corollary 2.2. Hence, we get the following estimates for l “ 0, 1:
››|D|ls1unlpt, ¨q››
L2
À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ ls1´k´
2pk`´δq
››|vpτ, ¨q|p››
LmXL2dτ
`
ż t
t{2
p1` t´ τq´
ls1´k
´
2pk`´δq
››|vpτ, ¨q|p››
L2
dτ,
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and ››|D|ls1`punl ´ u¯nlqpt, ¨q˘››
L2
À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ ls1´k´
2pk`´δq
››|vpτ, ¨q|p ´ v¯pτ, ¨q|p››
LmXL2dτ
`
ż t
t{2
p1` t´ τq´
ls1´k
´
2pk`´δq
››|vpτ, ¨q|p ´ v¯pτ, ¨q|p››
L2
dτ.
Similar to the treatment of Theorem 1-A, we arrive at the following estimates for l “ 0, 1:››|D|ls1unlpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
ls1´k
´
2pk`´δq
`εppq}pu, vq}p
Xptq,››|D|ls1`punl ´ u¯nlqpt, ¨q˘››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ ls1´k´
2pk`´δq
`εppq}pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq
˘
,
provided that the conditions (15) to (18) hold. Analogously, we obtain the following estimates for l “ 0, 1:››|D|ls2vnlpt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ ls2´k´
2pk`´δq }pu, vq}q
Xptq,››|D|ls2`pvnl ´ v¯nlqpt, ¨q˘››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ ls2´k´
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}q´1
Xptq ` }pu¯, v¯q}q´1Xptq
˘
,
From the definition of the norm in Xptq we may conclude immediately the inequalities (69) and (67).
Summarizing, Theorem 2-A is proved.
Remark 3.3. Like in Remark 3.2, the proof of Theorem 2-B is similar to the proof of Theorem 2-A. Then,
repeating some of the arguments as we did in the proof of Theorem 2-A we may complete the proof Theorem
2-B.
3.4. Proof of Theorem 3: k` ă s1 ď s2 ď n2 ` k`. We introduce the solution space
Xptq :“
´
Cpr0, ts, Hs1q X C1pr0, ts, Hs1´k`q
¯
ˆ
´
Cpr0, ts, Hs2q X C1pr0, ts, Hs2´k`q
¯
.
First, let us prove the inequality (69). In the first step, it is necessary to estimate the following norms:
}unlpt, ¨q}L2 , }unlt pt, ¨q}L2 ,
››|D|s1unlpt, ¨q››
L2
,
››|D|s1´k`unlt pt, ¨q››L2 .
Similar to the treatment of Theorem 1-A we arrive at the following estimates for j “ 0, 1:››Bjtunlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ jp2σ´k
´q´k´
2pk`´δq }pu, vq}p
Xptq, (70)
where condition p ą 1` mpk``σq
n´mk´ holds and
p P
” 2
m
,8
¯
if n ď 2s1, or p P
” 2
m
,
n
n´ 2s1
ı
if n P
´
2s1,
4s1
2´m
ı
.
Now, let us turn to control the norm
››|D|s1unlpt, ¨q››
L2
. We use the pLm X L2q ´ L2 estimates if τ P r0, t{2s
and the L2 ´ L2 estimates if τ P rt{2, ts from Corollary 2.2 to get
››|D|s1unlpt, ¨q››
L2
À
ż t{2
0
p1 ` t´ τq´ n2pk`´δq p 1m´ 12 q´
s1´k
´
2pk`´δq
››|vpτ, ¨q|p››
LmXL2X 9Hs1´k`dτ
`
ż t
t{2
p1 ` t´ τq´
s1´k
´
2pk`´δq
››|vpτ, ¨q|p››
L2X 9Hs1´k`dτ,
The integrals with
››|vpτ, ¨q|p››
LmXL2 and
››|vpτ, ¨q|p››
L2
will be handled as we did to obtain (70). In order to
control the integral with
››|vpτ, ¨q|p›› 9Hs1´k` , we shall apply Proposition 5.3 for the fractional chain rule with
p ą rs1´k`s and Proposition 5.1 for the fractional Gagliardo-Nirenberg inequality. Consequently, we derive››|vpτ, ¨q|p›› 9Hs1´k` À }vpτ, ¨q}p´1Lq1 ››|D|s1´k`vpτ, ¨q››Lq2
À }vpτ, ¨q}pp´1qp1´θq1 q
L2
››|D|s2vpτ, ¨q››pp´1qθq1
L2
}upτ, ¨q}1´θq2
L2
››|D|s2vpτ, ¨q››θq2
L2
À p1` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq
´ s1´k`
2pk`´δq }pu, vq}p
Xpτq,
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where
p´ 1
q1
` 1
q2
“ 1
2
, θq1 “
n
s2
´1
2
´ 1
q1
¯
P r0, 1s, θq2 “
n
s2
´1
2
´ 1
q2
` s1 ´ k
`
n
¯
P
”s1 ´ k`
s2
, 1
ı
.
From the above conditions we deduce the following restriction for p:
1 ă p ď 1` 2k
`
n´ 2s2 if n ą 2s2, or p ą 1 if n ď 2s2.
Hence, we arrive at
››|D|s1unlpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s1´k
´
2pk`´δq }pu, vq}p
Xptq, (71)
where the condition p ě 1` ms1
n´mk´ holds. In the analogous way we also have››|D|s1´k`unlt pt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ s1`k
`´4δ
2pk`´δq }pu, vq}p
Xptq. (72)
Similarly, with the assumption s2´k` ă s1 we obtain the following estimates for j “ 0, 1 in the second step:››Bjt vnlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ jp2σ´k
´q´k´
2pk`´δq }pu, vq}q
Xptq, (73)››|D|s2vnlpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s2´k
´
2pk`´δq }pu, vq}q
Xptq, (74)››|D|s2´k`vnlt pt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ s2`k
`´4δ
2pk`´δq }pu, vq}q
Xptq. (75)
Here the condition q ą 1` mpk``σq
n´mk´ is fulfilled and the conditions (24) to (27) hold for q. Summarizing, from
(70) to (75) and the definition of the norm in Xptq we may conclude immediately the inequality (69).
Next, let us prove the inequality (67). We can follow, on the one hand, the proof of Theorem 1-A. On the
other hand, we need to control the norm
››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p›› 9Hs1´k` . The integral representation
|vpτ, xq|p ´ |v¯pτ, xq|p “ p
ż 1
0
`
vpτ, xq ´ v¯pτ, xq˘G`ωvpτ, xq ` p1 ´ ωqv¯pτ, xq˘dω,
where Gpvq “ v|v|p´2 gives
››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p›› 9Hs1´k` À
ż 1
0
›››|D|s1´k`´`vpτ, ¨q ´ v¯pτ, ¨q˘G`ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘¯›››
L2
dω.
Employing the fractional Leibniz formula from Proposition 5.2 we arrive at
››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p›› 9Hs1´k` À ››|D|s1´k``vpτ, ¨q ´ v¯pτ, ¨q˘››Lr1
ż 1
0
››G`ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘››
Lr2
dω
` }vpτ, ¨q ´ v¯pτ, ¨q}Lr3
ż 1
0
››|D|s1´k`G`ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘››
Lr4
dω
À ››|D|s1´k``vpτ, ¨q ´ v¯pτ, ¨q˘››
Lr1
´
}vpτ, ¨q}p´1
Lr2pp´1q
` }v¯pτ, ¨q}p´1
Lr2pp´1q
¯
` }vpτ, ¨q ´ v¯pτ, ¨q}Lr3
ż 1
0
››|D|s1´k`G`ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘››
Lr4
dω,
where
1
r1
` 1
r2
“ 1
r3
` 1
r4
“ 1
2
.
Applying the fractional Gargliardo-Nirenberg inequality from Proposition 5.1 we derive››|D|s1´k``vpτ, ¨q ´ v¯pτ, ¨q˘››
Lr1
À }vpτ, ¨q ´ v¯pτ, ¨q}θ1
9Hs2
}vpτ, ¨q ´ v¯pτ, ¨q}1´θ1
L2
,
}vpτ, ¨q}Lr2pp´1q À }vpτ, ¨q}θ29Hs2 }vpτ, ¨q}
1´θ2
L2
,
}vpτ, ¨q ´ v¯pτ, ¨q}Lr3 À }vpτ, ¨q ´ v¯pτ, ¨q}θ39Hs2 }vpτ, ¨q ´ v¯pτ, ¨q}
1´θ3
L2
,
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where
θ1 “ n
s2
´1
2
´ 1
r1
` s1 ´ k
`
n
¯
P
”s1 ´ k`
s2
, 1
ı
, θ2 “ n
s2
´1
2
´ 1
r2pp´ 1q
¯
P r0, 1s, θ3 “ n
s2
´1
2
´ 1
r3
¯
P r0, 1s.
Since ω P r0, 1s is a parameter, applying again the fractional chain rule from Proposition 5.3 with p ą
1` rs1 ´ k`s and the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 leads to››|D|s1´k`G`ωvpτ, ¨q ` p1 ´ ωqv¯pτ, ¨q˘››
Lr4
À }ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q}p´2Lr5
››|D|s1´k``ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘››
Lr6
À }ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q}pp´2qθ5`θ6
9Hs2
}ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q}pp´2qp1´θ5q`1´θ6
L2
,
where
p´ 2
r5
` 1
r6
“ 1
r4
, θ5 “ n
s2
´1
2
´ 1
r5
¯
P r0, 1s, θ6 “ n
s2
´1
2
´ 1
r6
` s1 ´ k
`
n
¯
P
”s1 ´ k`
s2
, 1
ı
.
Consequently, we obtainż 1
0
››|D|s1´k`G`ωvpτ, ¨q ` p1´ ωqv¯pτ, ¨q˘››
Lr4
dω
À `}vpτ, ¨q} 9Hs2 ` }v¯pτ, ¨q} 9Hs2 ˘pp´2qθ5`θ6 `}vpτ, ¨q}L2 ` }v¯pτ, ¨q}L2˘pp´2qp1´θ5q`1´θ6 .
Hence, we drived the following estimate:››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p›› 9Hs1´k`
À p1` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq
´ s1´k`
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq
˘
,
where we note that
θ1 ` pp´ 1qθ2 “ θ3 ` pp´ 2qθ5 ` θ6 “ n
s2
´p´ 1
2
` s1 ´ k
`
n
¯
.
Finally, we have proved that››|D|s1`punl ´ u¯nlqpt, ¨q˘››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1´k´
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq
˘
,
and ››|D|s1´k``punlt ´ u¯tnlqpt, ¨q˘››L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s1`k`´4δ
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq
˘
.
In the same way we arrive at››|D|s2`pvnl ´ v¯nlqpt, ¨q˘››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2´k´
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}q´1
Xptq ` }pu¯, v¯q}q´1Xptq
˘
,
and ››|D|s2´k``pvnlt ´ v¯tnlqpt, ¨q˘››L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s2`k`´4δ
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}q´1
Xptq ` }pu¯, v¯q}q´1Xptq
˘
,
provided that the condition q ą 1 ` rs2 ´ k`s is satisfied. From the definition of the norm in Xptq we may
conclude immediately the inequality (67). Summarizing, the proof of Theorem 3 is completed.
Remark 3.4. It is clear to explain the possibility to choose suitable parameters q1, q2, r1, ¨ ¨ ¨ , r6 and
θ1, ¨ ¨ ¨ , θ6 as required in the proof to Theorem 3. Following the explanations as we did in Remark 4.2 in [9]
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we may conclude that the following conditions are sufficient to guarantee the existence of all these parameters
satisfying the required conditions:#
2 ď p ď 1` 2k`
n´2s2 if n ą 2s2, or p ě 2 if n ď 2s2,
2 ď q ď 1` 2k`
n´2s1 if n ą 2s1, or q ě 2 if n ď 2s1.
3.5. Proof of Theorem 4: s2 ě s1 ą n2 ` k`. We introduce both spaces for the data and the solutions as
in Theorem 3. We can repeat exactly, on the one hand, the estimates of the following terms:
|vpτ, ¨q|p, |vpτ, ¨q|p ´ |v¯pτ, ¨q|p, |upτ, ¨q|q, |upτ, ¨q|q ´ |u¯pτ, ¨q|q
in Lm and L2 as we did in the proof to Theorem 3. On the other hand, let us estimate the two first terms
in 9Hs1´k
`
and the two remaining terms in 9Hs2´k
`
by using the fractional powers rule and the fractional
Sobolev embedding.
In the first step, let us control the norm
››|vpτ, ¨q|p›› 9Hs1´k` . We shall apply Corollary 5.1 for fractional
powers with s1 ´ k` P
`
n
2
, p
˘
and Lemma 5.2 with a suitable s˚
1
ă n
2
to get
››|vpτ, ¨q|p›› 9Hs1´k` À }vpτ, ¨q} 9Hs1´k` }vpτ, ¨q}p´1L8 À }vpτ, ¨q} 9Hs1´k` `}vpτ, ¨q} 9Hs˚1 ` }vpτ, ¨q} 9Hs1´k`˘p´1.
Using the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 leads to
}vpτ, ¨q} 9Hs1´k` À }vpτ, ¨q}1´θ1L2
››|D|s2vpτ, ¨q››θ1
L2
À p1` τq´ n2pk`´δq p 1m´ 12 q´
s1´k
`´k´
2pk`´δq }pu, vq}p
Xpτq,
}vpτ, ¨q}
9H
s
˚
1
À }vpτ, ¨q}1´θ2
L2
››|D|s2vpτ, ¨q››θ2
L2
À p1` τq´ n2pk`´δq p 1m´ 12 q´
s
˚
1
´k´
2pk`´δq }pu, vq}p
Xpτq,
where θ1 “ s1´k`s2 and θ2 “
s˚
1
s2
. Consequently, we have
››|vpτ, ¨q|p›› 9Hs1´k` À p1` τq´ np2pk`´δq p 1m´ 12 q` pk
´
2pk`´δq
´ s1´k`
2pk`´δq
´pp´1q s
˚
1
2pk`´δq }pu, vq}p
Xpτq
À p1` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq }pu, vq}p
Xpτq,
if we choose s˚
1
“ n
2
´ε with a sufficiently small positive number ε. In the same way we arrive at the following
estimate: ››|upτ, ¨q|q›› 9Hs2´k` À p1` τq´ nq2pk`´δq p 1m´ 12q q` qk
´
2pk`´δq }pu, vq}q
Xpτq,
provided that the condition q ą s2 ´ k` is fulfilled.
Next, let us control the norm
››|vpτ, ¨q|p´|v¯pτ, ¨q|p›› 9Hs1´k` . Then, repeating the proof of Theorem 3 and using
the analogous arguments as in the first step we get››|vpτ, ¨q|p ´ |v¯pτ, ¨q|p›› 9Hs1´k`
À p1` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q` pk´
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}p´1
Xptq ` }pu¯, v¯q}p´1Xptq
˘
,
and ››|upτ, ¨q|q ´ |u¯pτ, ¨q|q›› 9Hs2´k`
À p1` τq´
nq
2pk`´δq
p 1
m
´ 1
2q
q` qk´
2pk`´δq }pu, vq ´ pu¯, v¯q}Xptq
`}pu, vq}q´1
Xptq ` }pu¯, v¯q}q´1Xptq
˘
,
provided that the conditions p, q ą 2, p ą 1 ` s1 ´ k` and q ą 1` s2 ´ k` hold. Summarizing, Theorem 4
is proved.
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3.6. Proof of Theorem 5: s1 “ s2 “ s ą n2 ` k`. We introduce the solution space
Xptq :“
´
Cpr0, ts, Hsq X C1pr0, ts, Hs´k`q
¯2
.
First, let us prove the inequality (69). In the first step, to deal with Bjtunl for j “ 0, 1 we apply the
pLm X L2q ´ L2 estimates if τ P r0, t{2s and the L2 ´ L2 estimates if τ P rt{2, ts from Corollary 2.2. As a
result, we obtain the following estimate for j “ 0, 1:
››Bjtunlpt, ¨q››L2 À
ż t{2
0
p1` t´ τq´ n2pk`´δq p 1m´ 12 q´
jp2σ´k´q´k´
2pk`´δq
››|vtpτ, ¨q|p››LmXL2dτ
`
ż t
t{2
p1 ` t´ τq´
jp2σ´k´q´k´
2pk`´δq
››|vtpτ, ¨q|p››L2dτ.
Furthermore, we can estimate››|vtpτ, ¨q|p››LmXL2 À }vtpτ, ¨q}pLmp ` }vtpτ, ¨q}pL2p , and ››|vtpτ, ¨q|p››L2 “ }vtpτ, ¨q}pL2p .
Employing the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 gives››|vtpτ, ¨q|p››LmXL2 À p1 ` τq´ n2mpk`´δq pp´1q´ ppσ´k
´q
k`´δ }pu, vq}p
Xpτq,››|vtpτ, ¨q|p››L2 À p1 ` τq´ np2pk`´δq p 1m´ 12p q´ ppσ´k
´q
k`´δ }pu, vq}p
Xpτq,
where p P “ 2
m
,8˘ holds because s ą n
2
` k`. As a result, we get
››Bjtunlpt, ¨q››L2 À }pu, vq}pXptqp1` tq´ n2pk`´δq p 1m´ 12 q´ jp2σ´k
´q´k´
2pk`´δq
ż t{2
0
p1` τq´ n2mpk`´δq pp´1q´
ppσ´k´q
k`´δ dτ
` }pu, vq}p
Xptqp1` tq
´ np
2pk`´δq
p 1
m
´ 1
2p
q´ ppσ´k´q
k`´δ
ż t
t{2
p1 ` t´ τq´
jp2σ´k´q´k´
2pk`´δq dτ.
Here we used p1 ` t ´ τq « p1 ` tq for any τ P r0, t{2s and p1 ` τq « p1 ` tq for any τ P rt{2, ts. Since the
condition p ą 1` 2mδ
n
holds, the term p1` τq´
n
2mpk`´δq
pp´1q´ ppσ´k´q
k`´δ
˘
is integrable. Moreover, we also derive
p1` tq´
np
2pk`´δq
p 1
m
´ 1
2p
q´ ppσ´k´q
k`´δ
ż t
t{2
p1 ` t´ τq´
jp2σ´k´q´k´
2pk`´δq dτ
À p1 ` tq´ n2pk`´δq p 1m´ 12 q´
jp2σ´k´q´k´
2pk`´δq ,
due to jp2σ´k
´q´k´
2pk`´δq ă 1 for j “ 0, 1. Consequently, we may conclude the following estimate for j “ 0, 1:››Bjtunlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ jp2σ´k
´q´k´
2pk`´δq }pu, vq}p
Xptq. (76)
In the second step, let us control the norm
››|D|sunlpt, ¨q››
L2
. We have
››|D|sunlpt, ¨q››
L2
À
ż t{2
0
p1` t´ τq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s´k´
2pk`´δq
››|vtpτ, ¨q|p››LmXL2X 9Hs´k` dτ
`
ż t
t{2
p1 ` t´ τq´
s´k´
2pk`´δq
››|vtpτ, ¨q|p››L2X 9Hs´k`dτ.
The integrals with
››|vtpτ, ¨q|p››LmXL2 and ››|vtpτ, ¨q|p››L2 will be handled as before to derive (76) provided that
the condition (37) is satisfied. To control the integral with
››|vtpτ, ¨q|p›› 9Hs´k` , we shall apply Corollary 5.1 for
fractional powers with s´ k` P `n
2
, p
˘
and Lemma 5.2 with a suitable s˚ ă n
2
. Hence, we get››|vtpτ, ¨q|p›› 9Hs´k` À }vtpτ, ¨q} 9Hs´k` }vtpτ, ¨q}p´1L8 À }vtpτ, ¨q} 9Hs´k` `}vtpτ, ¨q} 9Hs˚ ` }vtpτ, ¨q} 9Hs´k` ˘p´1.
Applying the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 we have
}vtpτ, ¨q} 9Hs˚ À }vtpτ, ¨q}1´θL2
››|D|s´k`vtpτ, ¨q››θL2 À p1 ` τq´ n2pk`´δq p 1m´ 12 q´σ´k
´
k`´δ
´ s˚
2pk`´δq }pu, vq}p
Xpτq,
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where θ “ s˚
s´k` . Consequently, we obtain
››|vtpτ, ¨q|p›› 9Hs´k` À p1` τq´ np2pk`´δq p 1m´ 12 q´ ppσ´k
´q
k`´δ
´ s´k`
2pk`´δq
´pp´1q s˚
2pk`´δq }pu, vq}p
Xpτq
À p1 ` τq´
np
2pk`´δq
p 1
m
´ 1
2p
q´ ppσ´k´q
k`´δ }pu, vq}p
Xpτq,
if we choose s˚ “ n
2
´ ε, where ε is a sufficiently small positive. Similar to the above arguments we arrive at
››|D|sunlpt, ¨q››
L2
À p1` tq´ n2pk`´δq p 1m´ 12 q´
s´k´
2pk`´δq }pu, vq}p
Xptq, (77)››|D|s´k`unlt pt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ s`k
`´4δ
2pk`´δq }pu, vq}p
Xptq. (78)
In the analogous way, we also derive for j “ 0, 1 the following estimates:
››Bjtvnlpt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ jp2σ´k
´q
2pk`´δq }pu, vq}q
Xptq, (79)››|D|svnlpt, ¨q››
L2
À p1` tq´
n
2pk`´δq
p 1
m
´ 1
2
q´ s´k´
2pk`´δq }pu, vq}q
Xptq, (80)››|D|s´k`vnlt pt, ¨q››L2 À p1` tq´ n2pk`´δq p 1m´ 12 q´ s`k
`´4δ
2pk`´δq }pu, vq}q
Xptq, (81)
where the condition (37) holds. From (76) to (81) and the definition of the norm in Xptq we may conclude
immediately the inequality (69).
Next, let us prove the inequality (67). The difficulty appearing is to deal with estimating the following
terms: ››|vtpτ, ¨q|p ´ |v¯tpτ, ¨q|p›› 9Hs´k` , ››|utpτ, ¨q|q ´ |u¯tpτ, ¨q|q›› 9Hs´k` .
Then, repeating the proof of Theorem 3 and using the analogous treatment as in the above steps we may
conclude the inequality (67). Summarizing, the proof of Theorem 5 is completed.
3.7. Proof of Theorem 6: s1 ě s2 ą n2 ` k`. We follow ideas from Theorems 4 and 5. We introduce the
solution space
Xptq :“
´
Cpr0,8q, Hs1q X C1pr0,8q, Hs1´k`q
¯
ˆ
´
Cpr0,8q, Hs2q X C1pr0,8q, Hs2´k`q
¯
.
Then, repeating some steps of the proofs we did in Theorems 4 and 5 we may complete the proof of Theorem
6.
4. Optimality of the exponents
In this section, our goal is to find really a critical exponent from theorems in main results. First, let us
consider the following Cauchy problem:
utt ` p´∆qσu` p´∆qδut “ |u|p, up0, xq “ 0, utp0, xq “ u1pxq, (82)
with some σ ě 1, δ P p0, σq and a given real number p ą 1. Here, critical exponent pcrit means that for some
range of admissible p ą pcrit there exists a global (in time) solution for small initial data in a suitable space.
Moreover, one may find suitable small data such that there exists no global (in time) solution in the case
1 ă p ď pcrit. In other word, we have only local (in time) solution.
Now let us consider the Cauchy problem for the following system:#
utt ` p´∆qσu` p´∆qδut “ |v|p, vtt ` p´∆qσv ` p´∆qδvt “ |u|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(83)
with σ ě 1, δ P p0, σq and p, q ą 1. Recently, there are several papers concerning some special cases of σ
and δ including σ “ 1 and δ “ 0 in [14, 16], or σ “ 1 and δ “ 1
2
in [1]. To state our result, we recall the
following definition of weak solution to (83) (see, for instance, [4, 16]).
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Definition 4.1. Let p, q ą 1 and T ą 0. We say that pu, vq P Lqlocpr0, T qˆRnqˆLplocpr0, T qˆRnq is a weak
solution to (83) if for any test function φpt, xq P C80 pr0, T q ˆ Rnq it holds:ż T
0
ż
Rn
|vpt, xq|pφpt, xqdxdt `
ż
Rn
`
u1pxq ` p´∆qδu0pxq
˘
φp0, xqdx
“
ż
Rn
u0pxqφtp0, xq `
ż T
0
ż
Rn
upt, xq`φttpt, xq ´ p´∆qδφtpt, xq ` p´∆qσφpt, xq˘dxdt (84)
and ż T
0
ż
Rn
|upt, xq|qφpt, xqdxdt `
ż
Rn
`
v1pxqp´∆qδv0pxq
˘
φp0, xqdx
“
ż
Rn
v0pxqφtp0, xq `
ż T
0
ż
Rn
vpt, xq`φttpt, xq ´ p´∆qδφtpt, xq ` p´∆qσφpt, xq˘dxdt. (85)
If T “ 8, we say that pu, vq is a global weak solution to (83).
The proof of blow-up results in this section is based on a contradiction argument by using the test function
method (see, for example, [17, 18]). In general, this method cannot be directly applied to fractional Laplacian
operators p´∆qσ and p´∆qδ as well-known non-local operators. Hence, the assumption for integers σ and
δ comes into play in our proof. Moreover, the test function method is not influenced by higher regularity
of the data. For this reason, we restrict ourselves to the sharpness of the critical exponent to (83) where
the data are supposed to belong to the energy space, i.e., as in Theorem 1-A. The ideas of the proof of the
following theorem are based on the paper [4] focusing on studying (82). We shall prove the following result.
Theorem 4.1. Let σ, δ P Nzt0u and δ P p0, σq. We assume that the initial data `pu0, u1q, pv0, v1q˘ P
Ak
`
1 ˆAk
`
1 satisfies the following relations:
lim inf
RÝÑ8
ż
Rn
`
u1pxq ` p´∆qδu0pxq
˘
dx ą 0, lim inf
RÝÑ8
ż
Rn
`
v1pxq ` p´∆qδv0pxq
˘
dx ą 0. (86)
Moreover, we suppose the condition
n ď k´ ` 2σp1`maxtp, quq
pq ´ 1 . (87)
Then, there is no global (in time) energy solution to (83) and the blow-up time Tε is estimated by
Tε ď Cε
´ 2σ´k´
k´`
2σpq`1q
pq
´n with C ą 0 and a small constant ε. (88)
Proof. First, we introduce test functions η “ ηptq and ϕ “ ϕpxq having the following properties:
1. η P C80 pr0,8qq and ηptq “
#
1 for 0 ď t ď 1{2,
0 for t ě 1,
2. ϕ P C80 pRnq and ϕpxq “
#
1 for |x| ď 1{2,
0 for |x| ě 1,
3. η´
κ1
κ
`|η1|κ1 ` |η2|κ1˘ and ϕ´κ1κ `|∆δϕ|κ1 ` |∆σϕ|κ1˘ are bounded, (89)
with κ “ p, q, where κ1 is the conjugate of κ. Moreover, we assume that ηptq is a decreasing function and
that ϕ “ ϕp|x|q is a radial function with ϕp|x|q ď ϕp|y|q for any x, y such that |x| ě |y|.
Let R be a large parameter in r0,8q. We define the following test function:
φRpt, xq :“ ηRptqϕRpxq,
where ηRptq :“ ηpR´αtq and ϕRpxq :“ ϕpR´1xq for a fixed constant α :“ 2σ ´ k´. We define the funtional
IR :“
ż 8
0
ż
Rn
|vpt, xq|pφRpt, xqdxdt “
ż
QR
|vpt, xq|pφRpt, xqdxdt,
and
JR :“
ż 8
0
ż
Rn
|upt, xq|qφRpt, xqdxdt “
ż
QR
|upt, xq|qφRpt, xqdxdt,
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where
QR :“ r0, Rαs ˆBR, BR :“
 
x P Rn : |x| ď R(.
Let us assume that pu, vq “ `upt, xq, vpt, xq˘ is the global solution to (83). By carrying out partial integration,
we plug φpt, xq “ φRpt, xq into (84) to derive
IR `
ż
BR
`
u1pxq ` p´∆qδu0pxq
˘
ϕRpxqdx
“
ż
QR
upt, xq
´
η2RptqϕRpxq ´ η1Rptqp´∆qδϕRpxq ` ηRptqp´∆qσϕRpxq
¯
dxdt (90)
Applying Ho¨lder’s inequality with 1
q
` 1
q1
“ 1 we can estimate as follows:ż
QR
|upt, xq| ˇˇη1RptqϕRpxqˇˇdxdt ď ´
ż
QR
ˇˇˇ
upt, xqφ
1
q
Rpt, xq
ˇˇˇq
dxdt
¯ 1
q
´ż
QR
ˇˇˇ
φ
´ 1
q
R pt, xqη2RptqϕRpxq
ˇˇˇq1
dxdt
¯ 1
q1
,
ď J
1
q
R
´ ż
QR
η
´ q1
q
R ptq
ˇˇ
η2Rptq
ˇˇq1
ϕRpxqdxdt
¯ 1
q1
.
By change of variables t˜ :“ R´αt and x˜ :“ R´1x, we getż
QR
|upt, xq| ˇˇη1RptqϕRpxqˇˇdxdt À J 1qR R´2α`n`αq1 , (91)
Here we used η2Rptq “ R´2αη2pt˜q and the assumption (89). In the same way, we also can estimateż
QR
|upt, xq| ˇˇη1Rptqp´∆qδϕRpxqˇˇdxdt À J 1qR R´α´2δ`n`αq1 , (92)ż
QR
|upt, xq| ˇˇηRptqp´∆qσϕRpxqˇˇdxdt À J 1qR R´2σ`n`αq1 , (93)
where we note that
η1Rptq “ R´αη1pt˜q, p´∆qδϕRpxq “ R´2δp´∆qδϕpx˜q and p´∆qσϕRpxq “ R´2σp´∆qσϕpx˜q.
Because of the assumption (86), there exists a constant R0 ą 0 such that it holds for any R ą R0ż
BR
`
u1pxq ` p´∆qδu0pxq
˘
ϕRpxqdx ą 0. (94)
Consequently, from (90) to (94) we may conclude the following estimate:
IR À J
1
q
R R
´2σ` n`α
q1 . (95)
Analogously, we also arrive at
JR À I
1
p
R R
´2σ`n`α
p1 . (96)
From (95) and (96) we obtain
I
pq´1
pq
R À Rp´2σ`
n`α
p1
q 1
q
´2σ` n`α
q1 “: Rβ1 , (97)
J
pq´1
pq
R À Rp´2σ`
n`α
q1
q 1
p
´2σ` n`α
p1 “: Rβ2 . (98)
Without loss of generality we can assume q ą p. The assumption (87) becomes
n ď k´ ` 2σp1` qq
pq ´ 1 ,
that is, β2 ď 0. We shall split our consideration into two cases. In the first case β2 ă 0, letting R ÝÑ 8 in
(98) we have ż 8
0
ż
Rn
|upt, xq|qdxdt “ 0,
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which follows u ” 0. This is a contradiction to the assumption (86). In the second case β2 “ 0, from (98)
there exists a positive constant C such thatż 8
0
ż
Rn
|upt, xq|qφRpt, xqdxdt ď C,
for a sufficiently large R. This impliesż
Q˜R
|upt, xq|qφRpt, xqdxdt ÝÑ 0 as R ÝÑ 8, (99)
where we introduce notation
Q˜R :“ QRz
`r0, Rα{2s ˆBR{2˘, BR{2 :“  x P Rn : 0 ď |x| ď R{2(.
Due to B2t φRpt, xq “ p´∆qδBtφRpt, xq “ p´∆qδφRpt, xq “ 0 in pR1` ˆ RnqzQ˜R, repeating the steps of the
proof from (90) to (94) we may conclude the following estimates:
IR `
ż
BR
`
u1pxq ` p´∆qδu0pxq
˘
ϕRpxqdx À
´ż
Q˜R
|upt, xq|qφRpt, xqdxdt
¯ 1
q
R
´2σ`n`α
q1 ,
JR `
ż
BR
`
v1pxq ` p´∆qδv0pxq
˘
ϕRpxqdx À
´ż
Q˜R
|vpt, xq|pφRpt, xqdxdt
¯ 1
p
R
´2σ`n`α
p1 .
Because β2 “ 0, from both the above estimates and (94) we get
JR `
ż
BR
`
v1pxq ` p´∆qδv0pxq
˘
ϕRpxqdx À
´ż
Q˜R
|upt, xq|qφRpt, xqdxdt
¯ 1
pq
. (100)
From (99) and (100), letting R ÝÑ 8 we arrive atż 8
0
ż
Rn
|upt, xq|qdxdt`
ż
Rn
`
v1pxq ` p´∆qδv0pxq
˘
dx “ 0,
which is again a contradiction to the assumption (86).
Let us now consider the case of subcritical exponents. We assume that pu, vq “ `upt, xq, vpt, xq˘ is the
local solution in pr0, T qˆRnq ˆ pr0, T qˆRnq to (83). In order to prove the lifespan estimate, we replace the
initial data
`pu0, u1q, pv0, v1q˘ by `pεf0, εf1q, pεg0, εg1q˘ with a small constant ε. Here `pf0, f1q, pg0, g1q˘ P
Ak
`
1 ˆAk
`
1 satisfies the assumption (86). Repeating the steps in the above proofs we arrive at the following
estimtes:
IR ` cε ď C J
1
q
R R
´2σ`n`α
q1 , (101)
JR ` cε ď C I
1
p
R R
´2σ`n`α
p1 . (102)
Plugging IR from (101) into (102) we derive
cε ď C J
1
pq
R R
´2σ`n`α
p1
`p´2σ` n`α
q1
q 1
p ´ JR. (103)
Applying the following elementary inequality
Ayγ ´ y ď A 11´γ for any A ą 0, y ě 0 and 0 ă γ ă 1,
to (103) and a standard calculation lead to
ε ď C R´
`
k
´` 2σpq`1q
pq
´n
˘
ď C T´ 1α
`
k
´` 2σpq`1q
pq
´n
˘
,
with R “ T 1α . Finally, letting T ÝÑ Tε ´ 0 we may conclude (88). Summarizing, the proof of Theorem 4.1
is completed. 
Remark 4.1. If we replace m “ 1 in Theorems 1-A, then from Theorem 4.1 it is clear that the exponent
given by (7) is really critical in the case δ P p0, σ
2
s. However, in the remaining δ P pσ
2
, σq there appears a gap
between the exponent in (7) and the exponent in (87).
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5. Concluding remarks and open problems
Remark 5.1. (pLm X Lqq ´ Lq and Lq ´ Lq estimates) In the present paper, we derived pLm X L2q ´ L2
and L2 ´ L2 estimates for solutions and some its derivatives to (4) to prove the global (in time) existence
of small data Sobolev solutions to weakly coupled systems of semilinear structurally damped σ-evolution
models with different power nonlinearities (1), (2) and (3). More general, a next challenge is to obtain the
global (in time) existence results to (1), (2) and (3) by using pLm X Lqq ´ Lq and Lq ´ Lq estimates for
solutions and its derivatives to (4) with q P p1,8q and m P r1, qq. In a forthcoming paper, we will study the
benefits from the flexibility of suitable parameters m and q in the treatment of weakly coupled systems of
the semi-linear models.
Remark 5.2. (Time-dependent coefficients) It can be also expected to study the global (in time) existence
of small data Sobolev solutions from suitable spaces to weakly coupled systems of semilinear structurally
damped σ-evolution models with time-dependent coefficients and different power nonlinearities. In some
recent papers (see, for instance, [3, 13]), a classification of the damping term was introduced to investigate
the following linear Cauchy problem:
utt ` p´∆qσu` bptqp´∆qδut “ 0, up0, xq “ u0pxq, utp0, xq “ u1pxq.
For this reason, it is interesting to consider the following Cauchy problems:#
utt ` p´∆qσu` bptqp´∆qδut “ |v|p, vtt ` p´∆qσv ` bptqp´∆qδvt “ |u|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(104)
and #
utt ` p´∆qσu` bptqp´∆qδut “ |vt|p, vtt ` p´∆qσv ` bptqp´∆qδvt “ |ut|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(105)
and #
utt ` p´∆qσu` bptqp´∆qδut “ |v|p, vtt ` p´∆qσv ` bptqp´∆qδvt “ |ut|q,
up0, xq “ u0pxq, utp0, xq “ u1pxq, vp0, xq “ v0pxq, vtp0, xq “ v1pxq,
(106)
with σ ě 1, δ P p0, σq and p, q ą 1. Here the coefficient b “ bptq in (104), (105) and (106) should satisfy
some “effectiveness assumptions” as in [13].
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Appendix A
A.1. Fractional Gagliardo-Nirenberg inequality
Proposition 5.1. Let 1 ă p, p0, p1 ă 8, σ ą 0 and s P r0, σq. Then, it holds the following fractional
Gagliardo-Nirenberg inequality for all u P Lp0 X 9Hσp1 :
}u} 9Hsp À }u}
1´θ
Lp0 }u}θ9Hσp1 ,
where θ “ θs,σpp, p0, p1q “
1
p0
´ 1
p
` s
n
1
p0
´ 1
p1
`σ
n
and s
σ
ď θ ď 1 .
For the proof one can see [12].
A.2. Fractional Leibniz rule
Proposition 5.2. Let us assume s ą 0 and 1 ď r ď 8, 1 ă p1, p2, q1, q2 ď 8 satisfying the relation
1
r
“ 1
p1
` 1
p2
“ 1
q1
` 1
q2
.
Then, the following fractional Leibniz rule holds:
} |D|spu vq}Lr À } |D|su}Lp1 }v}Lp2 ` }u}Lq1 } |D|sv}Lq2
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for any u P 9Hsp1 X Lq1 and v P 9Hsq2 X Lp2 .
These results can be found in [11].
A.3. Fractional chain rule
Proposition 5.3. Let us choose s ą 0, p ą rss and 1 ă r, r1, r2 ă 8 satisfying 1r “ p´1r1 ` 1r2 . Let us denote
by F puq one of the functions |u|p,˘|u|p´1u. Then, it holds the following fractional chain rule:
} |D|sF puq}Lr À }u}p´1Lr1 } |D|su}Lr2
for any u P Lr1 X 9Hsr2 .
The proof can be found in [15].
A.4. Fractional powers
Proposition 5.4. Let p ą 1, 1 ă r ă 8 and u P Hsr , where s P
`
n
r
, p
˘
. Let us denote by F puq one of the
functions |u|p, ˘|u|p´1u with p ą 1. Then, the following estimate holds:
}F puq}Hsr À }u}Hsr }u}p´1L8 .
Corollary 5.1. Under the assumptions of Proposition 5.4 it holds: }F puq} 9Hsr À }u} 9Hsr }u}
p´1
L8 .
The proof can be found in [6].
A.5. Useful lemma
Lemma 5.1. It holds for small frequencies:ż
Rn
|ξ|βe´c|ξ|αtdξ À p1` tq´n`βα , (107)
where n ě 1, β P R satisfying n` β ą 0 and for all positive numbers c, α ą 0
Proof. We shall split our consideration into two cases. In the first case for t P p0, 1s, we get immediately the
following estimate: ż
Rn
|ξ|βe´c|ξ|αtdξ À
ż 1
0
|ξ|n`β´1e´c|ξ|αtd|ξ| À 1. (108)
We carry out change of variables ξαt “ ηα, that is, ξ “ t´ 1α η in the second step for t P r1,8q to dervież
Rn
|ξ|βe´c|ξ|αtdξ À t´n`βα
ż 8
0
|η|n`β´1e´c|η|αd|η| À t´n`βα . (109)
Hence, from (108) and (109) we can conclude the desired statement. 
Lemma 5.2. Let 0 ă s1 ă n2 ă s2. Then, for any function u P 9Hs1 X 9Hs2 we have
}u}L8 À }u} 9Hs1 ` }u} 9Hs2 .
The proof can be found in [5].
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