Abstract-This
I. INTRODUCTION
Delayed cellular neural networks (DCNNs) introduced in [10] have found interesting applications in different areas such as classification of patterns and reconstruction of moving images. In these applications, it is essential that the DCNN involved be completely stable in the sense that every trajectory converges to an equilibrium point. In other applications such as optimization, it is desirable that all trajectories converge to a unique and globally asymptotically stable equilibrium point for every input vector. In recent years, some results on complete stability and global asymptotic stability of DCNNs described by (1) have already been obtained, see, for example, [1] , [2] , [5] , [11] , [13] , [17] , [18] , [21] , and [22] . In [11] and [13] , it was proved that a DCNN (1) is completely stable if of a Liapunov functional and the symmetry conditions are essential. In [22] (1) is completely stable. Note that this result is delay independent. The global asymptotic stability criteria of (1) are given by using the M matrix in [1] , the quasi-diagonal dominance technique in [21] , and the positive definiteness and spectral radius in [2] , [5] , [17] , and [18] . In [6] - [9] and [15] , [16] , and [19] , the global asymptotic stability and absolute stability have been studied in the case where output functions in (1) are bounded and satisfy Lipschitz's condition, respectively.
In this brief, we derive some new results for the complete stability and global asymptotic stability of DCNN (1), by constructing certain nontrivial Lyapunov functionals. Our results do not require the symmetry condition or the positive definiteness, and remain valid as long as the delay is in a certain range. 
II. COMPLETE STABILITY
Then, DCNN (1) is completely stable.
Proof: As y i = (1=2)(jx i + 1j 0jx i 01j), the time derivative of y i (t) does not exist with jx i (t)j = 1, but its right derivative is existent, which is denoted by _ yi(t). We obtain the equation shown at the bottom of the page. Set N (x) = diagfn 1 ; n 2 ; . . . ; n n g with n i (x i ) = 1 iff 
Consider the Lyapunov functional
if jx i (t)j > 1; or jx i (t)j = 1 and _ x i (t) sgn x i (t) 0 _ xi(t); if jxi(t)j < 1; or jxi(t)j = 1 and _ xi(t) sgn xi(t) < 0 
By the Lebesgue dominance convergence theorem, we also get
Thus, the right derivative D + V of V with respect to t along a solution of (1), satisfies 
From (5) and (6), it follows that
. . . ; n: (7) From the boundedness of y(t) and _ y(t) on (0; +1), it implies that v i (t) is uniformly continuous on (0; +1), hence we have we obtain
From the boundedness of x(t), it follows that the !-limit set !(x)
is not empty. Set p 2 !(x), then, there exists ftng such that lim n!1 x(t n ) = p; _ x(tn) = 0x(tn)+(A0 + A )y(x(tn)) + A [y(tn 0)0y(tn)]+u:
Let n ! 1, and note (8), the above equation implies 0 = 0p+(A0 + A )y(p) + u, i.e., p is an equilibrium point. As DCNN (1) has only isolated equilibrium points by (2), thus, !(x) = fpg, i.e., DCNN (1) is completely stable. This completes the proof. is not an M matrix, and thus the main theorem of [22] does not apply.
Also consider the following one-cell DCNN:
It is known [22] that with = 3=2, (10) is not completely stable.
The result in [22] cannot be used to determine the complete stability of (10) . But, when < 1=2, condition (2) in our Theorem 1 holds, and (10) is completely stable. Proof: Condition (11) implies that the comparison matrix of I 0 A 0 0 A is a nonsingular M matrix (see [4] ). Thus, I 0 A 0 0 A is Lyapunov diagonally stable (see [14] ). From [12, Th. 3] , it follows that (1) has a unique equilibrium point, denoted by x 3 . In order to prove that x 3 is globally asymptotically stable, we make a change of the z(t) = x(t) 0 x 3 in (1) to get
III. GLOBAL ASYMPTOTIC STABILITY
where '(z( 1 )) = ('(z1 ( 1 )); . . . ; '(zn ( 1 ))) T ; '(zj( 1 )) = y(z j ( 1 ) + x 3 j ) 0 y(x 3 j ); '(0) = 0 and j'(z j )j jz j j for j = 1; 2; . . . ; n.
From (11) From (11), it follows that p > 0 and r 0.
From (12) and (13), along the trajectories of (12), we have
Hence, lim t!1 V (z t ) = const:, and n i=1 1 0 j'(z i (t))j dt < +1: (14) According to ([20,Proposition 2.2], xi(t) is bounded on (0; +1). This implies boundedness of '(zi(t)) and _ '(zi(t)), hence '(zi(t)) is uniformly continuous on (0; +1). From (14) it follows that
'(z i (t)) = 0; i = 1; 2; . . . ; n: (15) The solutions of (12) From (15), we obtain limt!1 zi(t) = 0; i = 1; 2; . . . ; n. This proves the global asymptotic stability of the equilibrium point x 3 of (1).
We note that when A = 0 and = 0, Theorem 2 reduces to Theorem 3 of [3] .
If we set p i = k r i ; (i = 1; 2; . . . ; n) with a positive constant k > 1, then, condition (11) is not positive definite, therefore, the results in [2] , [5] , and [17] , [18] cannot be used to determine the global asymptotic stability of (1). Furtheremore, the matrix 
Hence, in order to find positive constants r1 and r2 such that (17) holds, equivalently, it is necessary to find a positive constant r such that (18) holds. It is easy to see that there is a positive r such that r > 10=(6+3") and r < (6 + 3")=(5") hold, moreover, r < 2:2. If 16 " 1, (18) holds. Thus, by our Theorem 2, DCNN (1) is also globally asymptotically stable if 16 " 1.
