Abstract. This paper considers multi-dimensional affine processes with continuous sample paths.
Introduction
Since the introduction of the Black-Scholes model, many models have been developed to capture empirical features of financial asset prices. Among them, models proposed by Cox et al. [1985] , Heston [1993] , Vasicek [1977] , and many others have been widely used by market participants because of their analytical tractability in derivative pricing in addition to their ability to reflect observed market phenomena. Later, common features of these models were unified to introduce the notion of affine processes with the so called canonical state space. The general treatment of affine processes with this state space was conducted by Duffie et al. [2000] and later extended by Duffie et al. [2003] . Quite recently, studies on affine processes have been extended to more general state spaces; see, e.g., Cuchiero et al. [2011] and references therein.
A defining feature of affine processes is the logarithm of their Fourier transform is a linear function of the state. The regularity of affine processes, proved in for affine processes on the canonical state space, links the aforementioned linear function to solutions to a system of (generalized) Riccati differential equations. This connection contributes to the analytical tractability of affine processes and enables us to express the values of derivative contracts, whose underlying is modeled by affine processes, via the Fourier inversion formula (Lee [2004a] and references therein). Moreover, this connection bridges affine processes and the theory of dynamical systems. Distributional properties of affine processes can be characterized by dynamical behaviors of solutions to the associated Riccati system. We refer the reader to Filipović and Mayerhofer [2009] , Glasserman and Kim [2010] , Keller-Ressel [2011] , and Cuchiero et al. [2011] for recent developments in this direction.
In this paper, we investigate long-term and blow-up behaviors of exponential moments of affine processes with the canonical state space R m + ×R n . We treat general multivariate affine processes with continuous sample paths, so called affine diffusions. This restriction of affine processes to diffusions is imposed because its transform formula has been well understood in Filipović and Mayerhofer [2009] . Currently the transform formula for affine processes with jumps is being studied; see Spreij and Veerman [2010] . The generalization of our results to affine processes with jumps is left as future studies. By focusing on affine diffusions, we are able to find sharp answers to the following two questions:
Q1: Given an affine diffusion X, what are all possible vectors u such that E exp(u ⊤ X T ) < ∞ for any T ≥ 0? For such a vector u, does the long-term growth rate lim T →∞ T −1 log{E exp(u ⊤ X T )} exist?
Q2: For a fixed T > 0, what are all possible vectors u such that E exp(u ⊤ X S ) < ∞ for any S < T ? For a vector u such that E exp(u ⊤ X S ) is finite for all S < T but infinity for S = T , does the blow-up rate lim S↑T (T − S) log{E exp(u ⊤ X S )} exist?
These questions are motivated by practical applications explained in the next paragraph, but they are also mathematically interesting. By focusing on a class of affine diffusions with some hierarchical structure between components (see Assumption 1), we provide complete answers to Q1 and Q2. (It should be noted that this class contains virtually all affine diffusions with the canonical state space in financial modeling.) The set of u such that E exp(u ⊤ X T ) < ∞ for any T > 0 is characterized via the disjoint union of stable sets for equilibrium points of the Riccati system in Theorem 3.4. Moreover, the growth rate of exponential moments is identified in Corollary 3.6. Working with a transformed Riccati system, similar answers to Q2 are provided in Theorem 3.9 and Corollary 3.10. These results are extensions of Glasserman and Kim [2010] and Keller-Ressel [2011] to affine diffusions with arbitrary dimension. These findings not only help numerically identify sets of vectors in Q1 and Q2, they also characterize large-time asymptotics and explosion phenomenon of exponential moments of multi-dimensional affine diffusions.
For the past several years, large-time asymptotics and explosion phenomena of stock price moments have attracted considerable attention because of their close connection to implied volatility asymptotics. By approximating long-term stock price moments, Lewis [2000] derived an asymptotic formula for the implied volatility at large maturities in the fixed-strike regime under the Heston model. Recently, Forde and Jacquier [2011] obtained similar implied volatility asymptotics for the Heston model in a regime where the log-moneyness is proportional to the maturity. The first step in their analysis is to study the long-term behaviors of stock price moments (see Theorem 2.1 in Forde and Jacquier [2011] ). On the other hand, it is well known that the explosion of certain moments of stock prices at fixed time T is related to the implied volatilities at extreme strikes with option maturity T ; see Lee [2004b] and Benaim and Friz [2008] for extensions. For example, an upper bound on the asymptotic slope of implied volatilities of deep-out-of-money options is found to be a function of the critical exponent p * = sup{p | ES p+1 T < ∞}. Such asymptotic values of implied volatilities are informational in extrapolating smile curves and in calibrating underlying models to market prices. More details about this practical usage can be found in, e.g., Benaim and Friz [2008] and Forde and Jacquier [2011] . When the stock price log-return is modeled by an affine diffusion, results in this paper help to identify implied volatility asymptotics for large-time-to-maturity, deep-out-of-money or deep-in-the-money options; see Section 3.3 and three examples in Section 4.
The paper is structured as follows. In Section 2, we review basic concepts of affine diffusions and their canonical representations. We present our main results in Section 3. Then, three multidimensional examples are presented to illustrate our findings in Section 4. Analysis on the Riccati system and proofs of main results are developed in Sections 5 and 6. Finally, Section 7 concludes.
Before we move on, let us introduce some notational conventions which will be used throughout the paper.
• For a vector x in a Euclidean space, |x| means its Euclidean norm regardless of dimension.
• If x, y are of the same dimension then x ≤ y if and only if x i ≤ y i for each component. And x · y represents the Euclidean inner product between x and y.
• For a vector in R m+n or a matrix in R (m+n)×(m+n) , we denote the first m entries of the vector or m × m entries of the matrix by the superscript V, and the last n entries of the vector or n × n entries of the matrix by the superscript D.
• By x (2) I , where x ∈ R m and I ⊂ {1, . . . , m}, we mean a vector of which i-th entry is x 2 i I i∈I .
• For matrices, diag(x) for x ∈ R m is the m × m diagonal matrix with (x 1 , . . . , x m ) as its diagonal entries, and diag I (x) with I ⊆ {1, . . . , m} is the m × m diagonal matrix such that its i-th diagonal entry is x i I i∈I . I k is the k × k identity matrix.
• For a set A in Euclidean space, A • is its interior and A c is its complement.
Affine Diffusions on Canonical State Space
Let us recall affine diffusions and their canonical representation in this section. Given b : R m + × R n → R d and σ : R m + × R n → R d×d for some nonnegative integers m, n and d = m + n, we consider the following stochastic differential equation (SDE) on a probability space (Ω, (F t ) t∈R + , P):
where W is a d-dimensional standard Brownian motion and y ∈ R m + × R n . The above SDE admits a unique solution when b and σ are of affine type and satisfy admissible constraints introduced below (see Theorem 8.1 in Filipović and Mayerhofer [2009] We say that Y is an affine process if there exist C-and C d -valued functions φ and ψ such that
for all u ∈ iR d , t ≤ T , and y ∈ R m + × R n . This specification implies that the diffusion matrix a(y) := σ(y)σ(y) ⊤ and the drift b(y) are both affine functions (see Theorem 2.2 in Filipović and Mayerhofer [2009] ), i.e.,
Moreover, regularity of affine processes proved by ensures that φ and ψ = (ψ 1 , · · · , ψ d ) satisfy the following system of Riccati differential equations:
To ensure that Y is an affine process on the state space R m + × R n , we impose the following admissible constraints on parameters a, α i , b, and β i (see Theorem 3.2 in Filipović and Mayerhofer [2009] ): (i) a, α i are symmetric positive semi-definite, and
, where c i ∈ R, δ ii ∈ R m×m is the zero matrix except 1 for the (i, i)-th entry, and w i ∈ R m×n has zero entries except the i-th row,
and B V has nonnegative off-diagonal elements.
Under these constraints, the transformation formula (2.1) is extendable to real dimensions.
Theorem 2.1 (Filipović and Mayerhofer [2009] ). Suppose that Y is an affine process with admissible parameters. Then, the transform formula (2.1) holds true for u ∈ R d as long as either side of the formula is finite.
In this paper, we focus on the following class of affine diffusions: Assumption 1. B V is triangular (say, upper triangular) with strictly negative eigenvalues.
The upper triangular shape of B V imposes a hierarchical dependence structure between all volatility state variables. This hierarchical structure is commonly assumed in many financial models (see Section 4 for several examples). In these models, different volatility state variables are usually used to model volatility processes on different time scales. Strictly negative eigenvalues imply that Y V is mean-reverting, which is a natural property of volatility processes.
To facilitate our analysis on this class of affine diffusions, we consider their canonical representations (see Section 7 in Filipović and Mayerhofer [2009] ). Given a linear transform Λ : R m + × R n → R m + × R n , the process X := ΛY has the following dynamics:
Actually, one can find a special Λ ∈ R d×d with diagonal Λ V , such that the diffusion matrix of X has the following canonical form
where I is a subset of {1, · · · , m}, and π i , 0 ≤ i ≤ m, are some symmetric positive semidefinite matrices in R n×n . Moreover, the parameters of X are admissible. (See Lemma 7.1 in Filipović and Mayerhofer [2009] .) Note thatB V is still upper triangular since Λ V is diagonal.
Moreover, to exclude trivial cases where Y V have deterministic dynamics, we assume that I is non-empty.
In the canonical version, the Riccati system reads
with initial conditions φ(0, u) = 0 and ψ(0, u) = u. Note that the first equation is easy to solve once we know ψ, hence we focus on equations for ψ and write them succinctly as follows:
Assumption 1 implies that A V is a lower triangular matrix. Hence (y 1 , · · · , y i ) in (2.2) is an autonomous system for each i ∈ {1, · · · , m} when w ∈ Ker A D . Moreover, A V has strictly negative eigenvalues with nonnegative off-diagonal elements, whence −A V is a nonsingular M-matrix (see Definition A.3). Now the transform formula reads
where
In financial applications, the discounted stock price, say S, is usually modeled by an affine process
Then, S being a martingale under (a risk neutral measure)
. Therefore, in this paper, we always choose the initial condition for the second equation in (2.2) to be z(0) = w ∈ Ker A D . Hence, z(t) = w for any t ≥ 0, and the first equation in (2.2) reads
We call v ∈ R m an equilibrium point of (Ric-V) if f (v, w) = 0.
Remark 2.2. It is of potential mathematical interest to consider models without Assumption 1.
However, in such cases, even identifying all equilibrium points of (Ric-V) becomes a nontrivial task as we need to solve a system of coupled algebraic equations. Still, there is one case where some of the results in this paper can be obtained to some extent, and this is when A D is invertible. We refer the reader to Kim [2010] for details.
Main Results
In this section, we present our main results whose proofs are deferred to Sections 5 and 6. In
is finite for all S before a given T . Applications of these characterizations to financial modelings are given in Section 3.3.
is finite for all T ≥ 0. Thanks to Theorem 2.1, the problem is equivalent to finding every initial condition v ∈ R m such that the solution y to (Ric-V) does not blow up in finite time. To this end, let us first classify equilibrium points of (Ric-V) into several different types, each of which tells us about qualitative behaviors of solutions in a neighborhood of an equilibrium point. See
Chiang et al. [1988] or Perko [2001] for more backgrounds.
Definition 3.1. An equilibrium point ν ∈ R m of (Ric-V) is stable if for each ǫ > 0 there exists δ > 0 such that y(t) − ν < ǫ for all t > 0 whenever y(0) − ν < δ. It is asymptotically stable if it is stable and lim t↑∞ y(t) = ν. Otherwise, ν is unstable. Also, if all eigenvalues of the Jacobian
The following result identifies all asymptotically stable equilibrium points for (Ric-V).
Lemma 3.2. There exists a nonempty closed convex set D ⊂ Ker A D with the following properties.
First of all, for each w ∈ D, there are at most 2 |I| equilibrium points for (Ric-V). Second, for each
, is hyperbolic and it is the unique asymptotically stable equilibrium point. All other equilibrium points are unstable, while at least one of them is hyperbolic. Lastly, there is no equilibrium point when
The construction of D is explicit (see (5.1) below). Moreover, η(w) can be determined sequentially from i = 1 to i = m since A V is lower triangular with strictly negative diagonal entries. Now in order to connect the long-term behavior of solution trajectories to equilibrium points, we introduce the following notion.
Definition 3.3. Given an equilibrium point ν of (Ric-V), its stable set is
When ν = η(w), we write W s ν (w) as S(w) and call it the stable region of (Ric-V).
Another related object is the set of initial conditions for (2.2) such that its solution trajectory does not explode in finite time:
For each w, S ∞ (w) is the section of S ∞ , i.e. S ∞ (w) := {v ∈ R m | (v, w) ∈ S ∞ }. We are now ready to state our first main result, which provides a decomposition of S ∞ . The interior of S ∞ is the disjoint union of stable regions S(w) for all w ∈ D • , the boundary of S ∞ consists of two components: 1.
disjoint union of all stable sets of nonstable equilibria ν for each w ∈ D • , 2. disjoint union of S ∞ (w) for each w ∈ ∂D. In all of our statements, the topology is the relative Euclidean topology
Theorem 3.4. The interior and the boundary of S ∞ have the following decompositions in R m × Ker A D :
where ν is chosen from equilibrium points of (Ric-V). Moreover, for each w ∈ ∂D, there exists a nonempty set M ⊂ {1, · · · , m} such that the set {v M | v ∈ S ∞ (w)} is the stable set of the following
which admits a unique equilibrium point. Here
In some special cases, the description of ∂S ∞ becomes succinct. A hyperbolic equilibrium point ν of (Ric-V) is of type k if it admits k eigenvalues with positive real parts in its Jacobian matrix.
It is a standard result in dynamical systems theory that the stable set of an equilibrium point ν ∈ R m of type k is a smooth manifold of dimension m − k. If the system of interest has hyperbolic equilibrium points only, then the description of the (m − 1)-dimensional object ∂S ∞ (w) for w ∈ D • does not need the stable sets for equilibrium points of type k > 1, because these stable sets have (m − 1)-dimensional Lesbegue measure zero.
Corollary 3.5. Suppose that A D is invertible and every equilibrium point of (Ric-V) is hyperbolic.
Then, ∂S ∞ is given by ν W s ν (0) × {0} except a set of (m − 1)-dimensional Lesbegue measure zero. Here, ν is chosen from hyperbolic equilibria of type 1 and W s ν (0) is a smooth manifold of dimension m − 1.
Going back to the affine diffusion X, the characterization of S ∞ , together with Theorem 2.1, helps to identify the long run behavior of its exponential moments.
Corollary 3.6. The following statements are equivalent:
Moreover, when either of these statements holds true,
where ν is some unstable equilibrium point of (Ric-V).
These findings connect to existing results in two ways. First, it generalizes characterizations in Proposition 5.2 of Glasserman and Kim [2010] and Theorem 3.4 in Keller-Ressel [2011] to multidimensional affine diffusions. In these two papers, similar characterizations on exponential moments are obtained in the canonical affine term structure model of Dai and Singleton [2000] and 2-dimensional affine stochastic volatility models, respectively. Second, following the same arguments in Theorem 3.4 of Keller-Ressel [2011] , Corollary 3.6 shows a certain similarity between large time moment generating functions of X and a Lévy process whose characteristic exponent is given by the right hand side of (3.2).
3.2. Blow-up behaviors. Given T > 0, our second result identifies u ∈ R m × Ker A D such that E exp u ⊤ X S is finite for any S < T . To this end, let us first define the blow-up time for solutions to (Ric-V).
Definition 3.7. For the initial condition u ∈ R m × Ker A D , the blow-up time T * (u) of a solution y to (Ric-V) is the first time t * such that lim t→t * |y(t)| = ∞.
The following result, whose proof is deferred to Section 6, ensures the continuity of u → T * (u).
Lemma 3.8. The blow-up time T * (·) is continuous on the set P := {u | T * (u) < ∞}.
Similar to S ∞ in the last subsection, we define the set of initial conditions such that solutions to (2.2) do not blow up before T :
We also define S T (w) as a section of S T for fixed w ∈ Ker A D . It is apparent that S T (w) = {v | T * (u) ≥ T where u = (v, w)} and that {S T (w)} T ≥0 is a decreasing sequence of sets, yielding
. This observation and Lemma 3.8 combined indicates that both S ∞ (w) and S T (w) are closed sets in R m . Moreover, Filipović and Mayerhofer [2009] showed that S T (w) is a convex neighborhood of the origin in R m . Similar conclusions hold for S T and S ∞ in R m × Ker A D as well. On the other hand, it is not difficult to see from the definition of
In what follows, we will characterize S T and its boundary via the stability analysis of a transformed version of (Ric-V). Before we proceed, observe that S T = u | E exp u ⊤ X S < ∞, ∀S < T from Theorem 2.1. Hence, the study of S T and its boundary is equivalent to investigating the blowup behaviors of exponential moments of X.
Let us consider the following change of variables, inspired by Goriely [2001] :
Observe that if x i blows up at some s * > 0, then y i blows up at T (1 − e −s * ) < T . Therefore if y i explodes at T , then x i does not explode in finite time. In addition, if y i explodes after T , then lim s↑∞ x(s) = 0. Given y(0) = v ∈ R m , one checks that x satisfies the system of ODEs:
withẋ m+1 = −x m+1 and the initial condition x(0) = (v, 1). We introduced the auxiliary component x m+1 to ensure the system (3.3) is autonomous. Then, we observe that the equilibrium points of (3.3) are given by ν ′ with ν ′ i = 0 or 2/T , for i ∈ I, and zero for all other indices. Also, every equilibrium point is hyperbolic, since the Jacobian at each equilibrium point has eigenvalues 1 or −1. Furthermore, the origin is the unique asymptotically stable equilibrium point of the system.
For each equilibrium point ν ′ for (3.3), let us denote its first m components by ν and define the following stable set for ν:
We are now ready to state our second main result, which characterizes the interior and the boundary of S T as the disjoint unions of stable sets of equilibrium points for (3.3).
Theorem 3.9. For each T > 0, the interior and the boundary of S T have the following decompo-
where ν is chosen from the first m components of equilibrium points of (3.3).
In the same spirit of Corollary 3.6, the blow-up behavior of exponential moments is identified as follows.
Corollary 3.10. For each T > 0, the following statements are equivalent:
where ν is the first m components of some unstable equilibrium point of (3.3).
3.3. Financial applications. Affine processes have been widely used to model the stock price dynamics because of their analytical tractability in derivative pricing. In many models, the discounted stock price is represented by S · = exp(θ ⊤ X · ) for some θ ∈ R d . Let us assume that S is a martingale under a risk neutral measure P. Then, this assumption is equivalent to the following conditions:
(3.5) θ is an equilibrium point of (2.2) and 1/2 (θ
In particular, θ D ∈ Ker A D . To prove (3.5), we have from (2.3) that
if and only if I(s) = 0 and (y(s), z(s)) = (θ V , θ D ) for any s ∈ R + . Hence (3.5) is confirmed. Now, the long run behavior of stock prices in this model follows from Corollary 3.6 directly.
Proposition 3.11. For λ ∈ R, the following statements are equivalent:
When either of the above statements holds true, the asymptotical growth rate of the stock price moment is given by
The characterization above has implications on prices of securities with super-linear payoffs. Andersen and Piterbarg [2007] discuss possible unbounded prices of securities under two-factor affine or non-affine stochastic volatility models. Moreover, (3.6) can be used for the large-timeto-maturity implied volatilities for European options in multi-dimensional affine models. These asymptotic formulae facilitate calibrating models to implied volatility surfaces in practice and have been obtained in Lewis [2000] and Forde and Jacquier [2011] for one volatility factor models. We provide several examples of multi-dimensional volatility factor models in Section 4.
Remark 3.12. In Forde and Jacquier [2011] and Keller-Ressel [2011] , a parametric constraint was imposed when the long-term growth rate was calculated. As we will see in Section 4, this parameter constraint is equivalent to θ being a stable equilibrium point. But, (3.6) still holds even when θ is unstable.
The characterization of blow-up regions in Theorem 3.9 ties closely to the implied volatility asymptotics at extreme strikes for European options with fixed maturities. Let us denote σ 2 (x, T ) the implied volatility for a European option with strike K, maturity T and the log-moneyness
Here p * and q * are called critical exponents. This result was extended later by Benaim and Friz [2008] , where the limit superiors in (3.7) are replaced by limits. These asymptotic values of implied volatilities at extreme strikes have been found to be useful for extrapolation of smile curves (see Benaim and Friz [2008] ). It is then vital to calculate critical exponents of underlying models in order to apply aforementioned connections to implied volatility asymptotics.
In the model where the logarithm of the discounted stock price is θ ⊤ X, critical exponents can be identified by looking at ∂S T . Before we proceed, let us first re-define critical exponents because they depend on the initial condition X 0 in our multi-dimensional setting. For example, consider a case where each component of X 0 is zero as long as the corresponding component of y blows up at T . Then, the blow-up time of exponential moments would not be equal to that of y. Thus, we set p * as follows:
where the third equality follows from (2.3) and Theorem 2.1, the fourth equality holds since T * (·θ)
is nonincreasing (see Lemma 6.2 below). We also note that p * ≥ 0 because the martingale property
Similarly, we re-define q * := sup {q | T * (−qθ) > T }. Now it follows from the continuity of T * (see Lemma 3.8) that T * ((p * + 1)θ) = T * (−q * θ) = T . Hence, the intersections of a line passing through the origin and θ with ∂S T yield critical exponents.
4. Examples 4.1. Heston model. Let us start with the Heston model which is a prominent example of twodimensional affine stochastic volatility model. The dynamics is determined by the SDE:
where W t is a standard two-dimensional Brownian motion. The discounted stock price is modeled
, the variance process is described by Y V , and the diffusion matrix is a(y) = 
and the initial condition is given by X 0 = (V 0 /σ 2 , −ρV 0 /σ + log S 0 ) where S 0 , V 0 are the initial stock and variance levels. Moreover, log(S T ) = (ρσ, 1) · X T , thus θ = (ρσ, 1) ⊤ .
For any initial condition (y(0), z(0)) = (v, w) of (2.2), z(t) = w and y(t) solvesẏ = (1/2)y 2 − κy + g(w) where
, following the definitions in Section 5.1. For each w ∈ D • , the equation for y admits two equilibrium points: L(w) = κ − κ 2 − 2g(w) and U (w) = κ+ κ 2 − 2g(w). The former is asymptotically stable and hyperbolic, and the latter is unstable and hyperbolic as the Jacobian
Therefore, the stable region is
The boundary ∂S ∞ is readily obtained as well. These sets are illustrated in the left panel in Figure 4 .1 for one set of parameters.
Let us now comment on the parametric constraint κ > σρ in Forde and Jacquier [2011] . This constraint is actually the necessary and sufficient condition for θ being a stable equilibrium point, in particular, 1 ∈ D • . Indeed, recall that θ = (σρ, 1) ⊤ is an equilibrium point, hence θ ∈ S ∞ and in particular 1 ∈ D. When κ = σρ, κ 2 − 2g(1) = 0, then 1 ∈ ∂D. When κ < σρ, U (1) = κ + |κ − σρ| = σρ hence θ ∈ ∂S ∞ and unstable.
Under the parametric constraint in the last paragraph, extending θ in both directions until it reaches ∂S ∞ , we obtain p ± θ with p + > 1 and p − < 0. This is illustrated in the right panel of Actually, Proposition 3.11 implies that
This result coincides with Theorem 2.1 in Forde and Jacquier [2011] where the authors continue to prove the essential smoothness of Λ(·) and derive formulae for the large-time-to-maturity implied volatilities. On the other hand, in Keller-Ressel [2011] , the author provides the same formula under the same constraint and argues that the price process gets close to a NIG Lévy model, in terms of marginal distributions. exponents p * and q * for fixed T as the first positive numbers p and q such that (p + 1)θ and −qθ belong to ∂S T . We can also clearly see the convergence of S T to S ∞ as T → ∞. From the viewpoint of Theorem 3.9, u ∈ ∂S T translates into the condition that (v, 1) is the initial condition x(0) such that lim s↑∞ x(s) = (2/T, 0) where x(·) solves (3.3). Therefore, as in Figure 4 .3, one finds v such that (v, 1) is on the boundary of the stable set of (3.3), yielding (v, 1) ∈ ∂S T . However, we also note that the Heston model admits a closed form formula for ∂S T by which implied volatilities at extreme strikes can be calculated. This theorem, nevertheless, provides one method of accomplishing the same task even when such a closed form formula is not available.
4.2. Double stochastic volatility model. The following 3-dimensional stochastic volatility model was proposed in Gatheral [2008] :
where Z t is a correlated 3-dimensional Brownian motion and κ 1 , κ 2 , ϕ are strictly positive constants.
In this model, V models the high-frequency variance and V ′ represents the low-frequency variance. For this model to be an affine diffusion, it is necessarily that α = β = 1/2 and Z 2 is independent of Z 1 and Z 3 . Denote the correlation between Z 1 and Z 3 as ρ ∈ (−1, 1). We assume that κ 1 > κ 2 so that the mean reverting speed of high-frequency variance is larger than its low-frequency analogue.
It is an easy matter to check that
where W is a 3-dimensional standard Brownian motion. Now, applying an appropriate linear transform X = ΛY , we obtain from straightforward calculations that X satisfies dX t = (b +
and the initial condition is given by X 0 = (V 0 , V ′ 0 , −ρV 0 + log S 0 ). In addition, log S T = Y 3 T = (0 0 1)Λ −1 X T , which implies that θ = (ρ, 0, 1).
The associated Riccati system (2.2) iṡ with η 1 (w) := κ 1 − κ 2 1 − 2g 1 (w). Then, Proposition 3.11 gives us ∂S T numerically, because it suffices to find stable sets for unstable equilibria of their associated systems. To be more specific, for ∂S ∞ , we first locate all unstable equilibrium points of (4.1) for fixed w. Then for each unstable ν, we solve (4.1) backward in time to retrieve its stable set. To derive the large-time-to-maturity implied volatilities in this model, we need the following parameter restriction:
As we have seen in the previous subsection, this restriction ensures that θ is a stable equilibrium point of (4.1). As a result, [0, 1] ⊆ D • . On the other hand, one can check that Λ is essentially smooth in D. Indeed,
, and both terms under the square roots converge to zero as w → ∂D. Consequently, the Gärtner-Ellis
Theorem applies, and thus {(log S t − log S 0 )/t} satisfies the Large Deviation Principle under P with the rate function (Legendre transform) Λ * (x) = sup p∈D {xp−Λ(p)}. It then follows from Proposition 4.1.3 in Jacquier [2010] that the large-time-to-maturity implied volatility for the European option with maturity T and strike price
where x * := Λ ′ (0) = −ϕ/2 andx * := Λ ′ (1) = 0.5κ 1 ϕ/(κ 1 − ρ). In particular, the large-time-tomaturity implied volatility for at-the-money European option is
Here, p 0 is chosen so that Λ ′ (p 0 ) = 0. On the other hand, we can also obtain the leading order expansion of σ(x, ∞) when x is close to 0. This leading order expansion provides us information on the implied volatility asymptotics for fixed strikes. This is because one can choose x = T −1 log(K/S 0 ) for the fixed strike K. When T is large, x is close to zero. To obtain this expansion, one first
where the second identity
Plugging the previous expansion into (4.2), we get
4.3. Cascading affine diffusions. To take the multi-frequency aspect of interest rates into account, Calvet et al. [2010] consider a model in which the interest rate has the dynamics that depends on several latent variables with high to low frequencies. The authors also suggest a multi-frequency stochastic volatility model for equity option pricing. In this subsection, we consider a specific form of such cascading volatility models which are also affine diffusions.
In this model, Y D has no restriction other than the admissibility constraints on its parameters,
with 0 < δ < 1 and positive constants κ, σ, and ϕ. This model proposes that the volatility process Y 1 depends on many latent variables that have slower mean reversion speeds. Then, the process X = ΛY with Λ = σ −2 I m 0 0 I n makes X a canonical version of Y . The associated Riccati system (2.2) readṡ
Let us consider a simple case where A D is invertible. Then, we easily see that Ker A D = {0 n } with n-dimensional zero vector 0 n and that the equilibrium points are the origin, i.e., η(0 n ) = 0 ∈ R m , and ν = (0, . . . , 0, 2κδ m−1 ). Moreover, the Jacobian matrices of equilibrium points are given by
Therefore, ν is a hyperbolic equilibrium point and its stable submanifold W s ν has dimension m − 1. Theorem 3.4, then, implies that S • ∞ = S(0 n ) × {0 n } and ∂S ∞ = W s ν (0 n ) × {0 n }. As a consequence, we obtain from Corollary 3.6 that
for u ∈ ∂S ∞ . As for the blow-up region, we have
where ν is any m-dimensional vector whose entries are either 0 or 2/T .
Lastly, let us consider an equity model based on cascading affine diffusions. We just add one last process as follows:
with a standard Brownian motion independent of (W 1 , . . . , W m ), and set S t = exp(Y m+1 t ) so that ∞ and ν m if pθ ∈ ∂S ∞ where ν is some unstable equilibrium point. The stable equilibrium point of the above quadratic system can be found iteratively as follows:
where p belongs to some interval, say [a, b] , so that all the square root terms are well-defined.
Such conditions read p ∈ [p − , p + ] with p ± = σ ± √ σ 2 + 4κ 2 /(2σ), and η i−1 (p) ≤ κδ i /2 for i = 2, . . . , m. It is useful to check that this interval gets strictly smaller as i increases, which we leave it as a simple exercise. Moreover, we get
.
At the boundary points of [a, b] , the square root term converges to zero. Hence, |Λ ′ (p)| → ∞ and thus Λ(p) is essentially smooth. By following the same arguments as in the previous subsection, we can obtain the implied volatility asymptotic formula at large-time-to-maturities.
Analysis of the long-term behavior
The long-term distributional properties of affine processes are determined by the long-term behaviors of solutions for the associated Riccati system. Therefore, we shall first focus on equilibrium analysis of (2.2) and prove Lemma 3.2 in Section 5.1 and then characterize the long-term behavior of its solutions in Section 5.2. Finally, Theorem 3.4 and Corollary 3.6 are proven at the end of this section.
5.1. Stable equilibrium points. Let us start with some definitions inspired by Keller-Ressel [2011] . Define the following two sets:
They are sets of points on which all components of f are simultaneously (strictly) negative. It follows from the continuity of f that E (E • ) is closed (open), respectively. Moreover, they are convex thanks to the convexity of f . It is also clear that E is nonempty, since 0 ∈ E. Given w ∈ Ker A D , we define sections of E and
To identify all stable equilibrium points for (Ric-V), we define
It will be shown in Lemma 5.3 blow that D • is indeed the interior of D. The first result below identifies the candidate stable equilibrium point for (Ric-V).
Lemma 5.1. Given w ∈ D, η(w), defined in (3.1), is inside E. Moreover, f (η(w), w) = 0 and η(w) ≤ v for any v ∈ E(w).
Proof. We utilize the lower triangular shape of A V and prove the statement by induction on i. This type of argument will be used repeatedly in our analysis.
For i = 1, if i / ∈ I, f 1 is linear with slope A 11 < 0, then η 1 (w) is chosen as the solution to f 1 (·, w) = 0. Clearly η 1 (w) ≤ v 1 for any v ∈ E(w). If i ∈ I, the quadratic equation f 1 (·, w) = 0 has solution(s) because the graph of f 1 (·, w) has a nonempty intersection with R × R − . Then η 1 (w) is chosen as the smaller of the two solutions (possibly the same) to the previous quadratic equation.
It is also clear that η 1 (w) ≤ v 1 for any v ∈ E(w).
Suppose now that the statement holds for k = 1, · · · , i − 1. If i / ∈ I, it then follows from A ii < 0 and A ik ≥ 0 for k = i that, for any v ∈ E(w), 
Strictly negative diagonal entries of the matrices on the right hand side imply that those of A V + diag I (η(ŵ)) are also negative, which in turn impliesŵ ∈ D • .
That η is continuous is immediate from its construction in Lemma 5.1. Note that the square root term in η(w) is nonzero for any w ∈ D • , hence η ∈ C 2 (D • ) follows. The continuity of η implies that D is closed. To see this, let us take a sequence {w n } ⊂ D such that lim n w n = w. Apparently, w ∈ Ker A D . Since η is continuous, lim n→∞ η(w n ) = η(w) which is defined in (3.1), resulting in E(w) = ∅ and thus w ∈ D. The openness of D • is obvious from the continuity of f .
Proof. We begin with setting E i (w) := {v ∈ R m | f i (v, w) ≤ 0} and define E • i similarly. Certainly,
The proof is by an induction on i. When i = 1, if 1 / ∈ I, f 1 (·, w) is a linear function. Since A 11 < 0, it is clear that E • 1 (λw) = ∅ for any λ ∈ [0, 1). If 1 ∈ I, f 1 (·, w) is quadratic, we denote the determinant of f 1 (·, λw) as ∆ 1 (λ) = −λ 2 w⊤π 1 w − 2λ(A C w) 1 + A 2 11 , which is either a linear or quadratic function of λ. It follows from E 1 (w) = ∅ that ∆ 1 (1) ≥ 0. On the other hand, observe that ∆ 1 (0) = A 2 11 > 0 and w ⊤ π 1 w ≥ 0 (π 1 is semi-positive definite), we then obtain ∆ 1 (λ) > 0 for any λ ∈ [0, 1). This implies that E • 1 (λw) = ∅ for any λ ∈ [0, 1). Next, assuming that 
is either a linear or quadratic function in v i . As seen in the i = 1 case, the linear case is easy to handle. Hence we consider the quadratic case only. In this case, the determinant of f (·, λw) is given by
Since A ik ≥ 0, π i is semi-positive definite, and η is convex (see Lemma 5.2), ∆ i (λ) is concave in λ.
At λ = 1, we know that η(w) exists and thus f i (v, w) = 0 has a solution. Therefore, ∆ i (1) ≥ 0.
This observation together with the concavity of ∆ i (·) and Since A V is assumed to be lower triangular, the Jacobian Df (ν) at a hyperbolic equilibrium point ν has nonzero real eigenvalues. Moreover, it is well known that ν is unstable if Df (ν) has a positive eigenvalue, and ν is asymptotically stable if all eigenvalues of Df (ν) are negative. Consequently, a hyperbolic point ν is (asymptotically) stable if and only if every eigenvalue of Df (ν) is negative. Now we are ready to prove Lemma 3.2.
Proof of Lemma 3.2. For w ∈ D, all equilibrium points are constructed by solving f (v, w) = 0 sequentially from index i = 1. Clearly, there are at most 2 |I| equilibrium points for (Ric-V).
When w ∈ D • , we already observed that A V + diag I (η(w)) has strictly negative diagonals. Thus, η(w) is hyperbolic and asymptotically stable. For the uniqueness, we simply note that, for another equilibrium point v, if we let i be the first index such that v i > η i (w), then by construction, it must be that i ∈ I and
Since the i-th diagonal entry of Df (v) is A ii + v i > 0, hence v is unstable which contradicts with the choice of v.
There exists at least one hyperbolic unstable equilibrium point. Take v such that its first l − 1 components are equal to those of η(w) but
For w ∈ Ker A D ∩ D c , if there exists an equilibrium point v for (Ric-V), then (v, w) would be an equilibrium point for (2.2). Therefore, v ∈ E(w) which contradicts to w ∈ D c . In this example, I = {1, 2} and m = 2. We set g(·) ≡ 0 for the simplicity of illustration. Therefore all sets blow are independent of w. Observe that the point (1, 1) in the second panel is the only non-hyperbolic equilibrium point among all equilibria in three figures (and actually for all a > 0). Therefore, we can imagine that this kind of non-hyperbolic equilibrium case "rarely" happens. Indeed, the hyperbolicity of equilibria is a generic property of dynamical systems (see, e.g., Section IV of Chiang et al. [1988] and references therein).
Stable regions.
After identifying the unique stable equilibrium point for (Ric-V), we will study its associated stable region defined in Definition 3.3. When w ∈ D • , the stable region S (w) is an open neighborhood of η(w) diffeomorphic to R m (see Chiang et al. [1988] ). The next lemma gives a useful property on solution trajectories of (Ric-V).
Lemma 5.5. If the trajectory of (Ric-V) is bounded, then it converges to an equilibrium point. If the trajectory is unbounded, then it blows up in finite time.
Proof. We use an induction starting from the index i = 1. But we present the induction step only, as i = 1 case is a specification of the general argument. Suppose that the trajectory of a solution y(t)
is bounded in R m and that y k (t) for k = 1, . . . , i − 1 converges to the first i − 1 components of some equilibrium point of (Ric-V). If i / ∈ I, then y i (t) satisfies y i (t) = e A ii t y i (0) + t 0 e −A ii s h(s)ds where h(s) = i−1 k=1 A ik y k (s) + g i (w). Since A ii < 0 and h(s) has a limit, say h(∞), it is easy to check that lim t y i (t) = −h(∞)/A ii . If i ∈ I, then we have a quadratic ODEẋ(t) = x(t) 2 /2 +h(t) where x(t) = y i (t) + A ii and
ii /2. The induction assumption says thath(∞) exists. Since the trajectory of x(t) is bounded by assumption, Lemma A.1 implies that x(∞) := lim t x(t) ∈ R m and x(∞) 2 /2 +h(∞) = 0. Then the limit of y i (t), together with (y 1 (t), . . . , y i−1 (t)), converges to the first i components of some equilibrium point for (Ric-V).
Let us move onto the second statement. Assume that i is the first index such that the trajectory of y i (t) is unbounded. It is necessarily that i ∈ I. Let x be defined as above:ẋ = x 2 /2 +h(t). By assumption,h(t) is bounded (actually, converges toh(∞) as we have seen in the last paragraph) and x(t) has unbounded trajectory. Therefore, we can find some time t 0 and nonnegative constant C such that x(t 0 ) > √ 2C andh(t) ≥ −C. Let us consider a functionx(t) which solvesẋ =x 2 /2−C for t ≥ t 0 withx(t 0 ) = x(t 0 ). Then, by the comparison theorem for scalar ODEs, we have x(t) ≥x (t) for all t ≥ t 0 . However,x(t 0 ) is greater than √ 2C which is the unstable equilibrium point of the system forx(t). Elementary computations show thatx(t) blows up in finite time, hence so does
Remark 5.6. Following similar arguments as in the proof of Lemma 5.5, we can show that y(t) is bounded below for any initial conditions. v. This contradicts with the choice of w.
We now take on the task of characterizing S ∞ (w) for w ∈ D. Lemma 5.5 implies that S ∞ (w) = ν W s ν (w), where ν ranges over all equilibria of (Ric-V). Dealing with w ∈ D • and w ∈ ∂D cases separately, we extract more information as presented in Lemmas 5.8 and 5.9.
Lemma 5.8. Let w ∈ D • . Then, S ∞ (w) = S(w) and ∂S ∞ (w) = ∂S(w) = ν =η(w) W s ν (w) where ν is chosen from all equilibria of (Ric-V).
Proof. Part of the proof employs arguments in the proof of Theorem 4.1 of Kim [2010] , but we include it here for completeness. Instead of (Ric-V), it is more convenient to work with a slightly modified system on r(t) := y(t) − η(w):
I +Âr,Â := A V + diag I (η(w)).
Since w ∈ D • ,Â has strictly negative diagonals. Additionally, A V is lower triangular with nonnegative off-diagonal entries, and therefore −Â is a nonsingular M-matrix. It follows from Lemma 3.2 that 0 is the unique stable equilibrium point of (5.2) and its associated stable region S ′ is given by
r(t) = 0 where r solves (5.2) = S(w) − η(w).
Since S ′ is open, it contains a small neighborhood of 0. The set S ′ ∞ is defined analogously. Then it suffices to prove the corresponding statements for S ′ and S ′ ∞ . To show the first statement, we begin with the observation that
In what follows, we will prove S ′ ∞ \ S ′ = ∅ by contradiction. Assume otherwise and pick r(0) ∈ S ′ ∞ \ S ′ . It then follows from Lemma 5.5 that ν := lim t→∞ r(t) is an equilibrium point. Since S ′ contains a neighborhood of 0, we can find δ ∈ (0, 1) such that δr(0) ∈ ∂S ′ . Consider z(t) which solves (5.2) with z(0) = δr(0).
Recall that −Â is a nonsingular M-matrix, and then we get that z(t) ≤ δr(t) for any t ≥ 0 from Lemma A.4. On the other hand, since z(0) ∈ ∂S ′ ⊂ S ′ ∞ , Lemma 5.5 implies that z(t) converges to an equilibrium, sayν, of (5.2). Hence,ν ≤ δν. Moreover, these two equilibrium points ν andν are nonzero; otherwise, r(t) or z(t) should have started from S ′ , which contradicts with their starting values outside S ′ .
Note that ν (alsoν) satisfies ν = −(1/2)Â −1 ν (2) I ≥ 0 where the non-negativity follows from the property of a non-singular M-matrix −Â. Moreover, 0 ≤ν ≤ δν implies that
from which we get −Â(ν − δ 2 ν) ≤ 0. By multiplying both sides by −Â −1 ≥ 0, we obtainν ≤ δ 2 ν.
Repeating the same argument, we arrive atν ≤ δ 2k ν for any integer k ≥ 1. However δ ∈ (0, 1), henceν = 0. This contradicts withν = 0 from the last paragraph. Therefore it is necessarily that
′ where the W s ν ′ are the stable sets of each nonzero equilibrium point of (5.2). To show the opposite inclusion, let us take an equilibrium point ν = 0. Then, we claim that W s ν ′ ⊆ ∂S ′ . We prove this by contradiction. Let us assume that r(0) ∈ W s ν ′ \ ∂S ′ and lim t→∞ r(t) = ν. Then it is necessarily that r(0) / ∈ S ′ because, otherwise, ν = lim t r(t) = 0. Hence, r(0) / ∈ S ′ and thus we can find δ ∈ (0, 1) such that δr(0) ∈ ∂S ′ .
By using the same argument as that in the last paragraph, we arrive at a contradiction. Hence
When w ∈ ∂D, except in the case m = 1, only partial or local description of S ∞ (w) is available as shown in the next result and arguments that follow. However, as a simple corollary to Theorem 3.4, S ∞ (w) for w ∈ ∂D can be approximated by a limit of S ∞ (w n ) with {w n } ⊂ D • . To present the next result, we denote (
Lemma 5.9. For w ∈ ∂D, there exists a nonempty index set M ⊂ {1, · · · , m} such that the set {y(0) M | y(0) ∈ S ∞ (w)} is equal to the stable set of a systeṁ
which admits a unique equilibrium point.
Proof. When w ∈ ∂D, there exists some coordinate i such that η i (w) = v i for any v ∈ E(w). If not, then for each i = 1, . . . , m there exists v ∈ E(w) with v i > η i (w). A simple induction argument shows that A V + diag I (η(w)) has strictly negative diagonals in this case. This contradicts with the choice of w. The set M = {i ∈ {1, · · · , m} | η i (w) = v i for any v ∈ E(w)} is, then, nonempty.
We claim that A ij = 0 for any i > j such that i ∈ M and j ∈ M c . Since A ij is non-negative, it is enough to show that A ij cannot be strictly positive. Suppose A ij > 0 for some i > j with i ∈ M and j ∈ M c . Since j ∈ M c , there exists some v ∈ E(w) with v k ≥ η k (w) for k = j and v j > η j (w).
In either case, it is easy to seeṽ i > η i (w) for i > j since v j > η j (w). Also, the construction ofṽ i givesṽ i ≤ v i . This yields that the vectorṽ :
This is a contradiction to the assumption i ∈ M.
By construction, η(w) M is the unique equilibrium point of the subsystemẏ i = (1/2)y 2 i I i∈I + k∈M A ik y k + g i (w), i ∈ M, of (Ric-V). For any y(0) ∈ S ∞ (w), ν := lim t y(t) is an equilibrium point by Lemma 5.5, and it satisfies ν M = η(w) M . Therefore, y(0) M belongs to the stable set of the aforementioned subsystem and the reverse inclusion is clear.
We supplement Lemma 5.9 with an additional comment. When w ∈ ∂D, every equilibrium point of (Ric-V) is non-hyperbolic. In such cases, at least locally, the behavior of a solution trajectory is described by stable, unstable manifolds, and additionally, a center manifold, which is determined by a certain partial differential equation. We refer the reader to Perko [2001] for more details about this topic. For more details on theoretical and numerical studies of stable manifolds, see Cheng et al. [2004] or Osinga et al. [2004] . Next, we prove the decomposition of S ∞ .
Proof of Theorem 3.4. If u = (v, w) ∈ S ∞ , then w ∈ D; otherwise, Corollay 5.7 implies that y(t) with y(0) = v blows up in finite time. Moreover, if u ∈ S • ∞ , then we claim that v ∈ S(w) with w ∈ D • . To see this, first note that ru ∈ S ∞ for some r > 1 sufficiently close to 1. Hence, rw ∈ D which is equivalent to E(rw) = ∅. It then follows from Lemma 5.3 that E • (w) = ∅. Therefore, w ∈ D • and v ∈ S • ∞ (w) = S(w). We then have S • ∞ ⊆ w∈D • S(w) × {w}. Conversely, pick any v ∈ S(w) with w ∈ D • . We want to show that, for any u ′ = (v ′ , w ′ ) sufficiently close to u = (v, w), we have u ′ ∈ S ∞ . Hence w∈D • S(w) × {w} ⊆ S • ∞ . To this end, we consider, as in the proof of Lemma 5.8, a modified systemṙ = (1/2)r (2)
where r(t) = y(t) − η(w), y(0) = v ′ , andÂ = A V + diag I (η(w)). Recall thatÂ has negative diagonals.
This fact with straightforward calculations would imply that r(t) stays bounded above as long as |w ′ − w| is small and r(0) is near the origin. Actually, it would be sufficient if we can find some t 0 such that r(t 0 ) enters this neighborhood of the origin. However, lim t r(t) = 0 when v ′ = v and the system for r(t) is smooth. Hence, r(t) continuously depends on its initial condition and thus such t 0 can be found.
Finally, noticing that ∂S ∞ = w∈D S ∞ (w) × {w} \ S • ∞ , we obtain the second statement from the first statement as well as from Lemmas 5.8 and 5.9. Now, we conclude this section with the proof of the characterization on exponential moments for affine processes.
Proof of Corollary 3.6. It follows from Theorem 2.1 that (2.3) is valid for any X 0 as long as y (t) does not blow up by T . Then, the first statement is obtained. When E exp u ⊤ X T < ∞ for all
Lemma 5.5 implies that y(T ) converges to an equilibrium point. Then (3.2) follows from sending T → ∞ in the above identity.
Analysis of blow-up behavior
In this section, we study solutions to (Ric-V) which blow up in finite time. We first introduce a change of variables in Section 6.1. Then we study the stability property of the system (3.3) and prove Lemma 3.8 in Section 6.2. Theorem 3.9 and Corollary 3.10 are proved at last.
6.1. Blow-up times. To study the blow-up time T * (u), we employ a change of variables investigated by Elias and Gingold [2006] :
where y(t) is a solution to (Ric-V). This transform, which is equivalent to y = x/(1 − |x| 2 ) with |x| < 1, maps R m onto the open unit ball in R m . Moreover, |x(t)| goes to the unit sphere whenever |y(t)| goes to infinity. Therefore, this transform compactifies R m . Using this transform, we have the following representation of the blow-up time.
Proposition 6.1. For each fixed u ∈ R m × Ker A D , the blow-up time T * (u) is given by
Proof. The proof of (6.2) is essentially given in Section 3 of Elias and Gingold [2006] . We present their argument here for the reader's convenience. First, it is straightforward to check that (6.1)
is a strictly increasing function with the unique inverse t(s). Let us write x(t(s)) and R(t(s)) as x(s) and R(s), respectively. Then, (6.3) follows from changing the variable t in (6.4) to s.
On the other hand, since
Note that the integrand in this identity is uniformly bounded due to |x(r)| ≤ 1, then 1 − R(s) 2 > 0 for any finite s. Thus, s maps [0, T * (u)) to [0, ∞), hence (6.2) follows.
The explosion time has the following property.
is a nonincreasing and differentiable function on P(u).
Proof. Note that 0 / ∈ P because T * (0) = ∞. Let us now prove the nonincreasing property of T * (·u).
Without loss of generality, we assume 1 ∈ P(u). Then it suffices to prove T * (pu) ≥ T * (u) for any
Consider a solution (y(t; p), z(t; p)) to (2.2) with initial condition pu for p ≤ 1. Then, y(t; p)
This implies thatẏ(t; p) − f (ỹ(t; p), w) ≤ 0 =ẏ(t; 1) − f (y(t; 1), w). It then follows from the comparison theorem before Lemma A.4 that y(t; p) = pỹ(t; p) ≤ py(t; 1) for all 0 ≤ t < T * (u). This implies that T * (pu) ≥ T * (u).
For the differentiability of T * (·u), first observe d dp R(s)
where t(s) is the function defined in Proposition 6.1. The analysis in the previous paragraph implies that (d/dp)(y(t; p)/p) ≥ 0, which in turn gives dy/dp ≥ y/p. On the other hand, Remark 5.6
implies that lim t→T * (pu) y i (t; p) = ∞. Here i is one component such that y i (t; p) explodes at T * (pu).
Combining the previous observations, we obtain that
which is unbounded from above. Moreover, thanks to Lemma 5.5, y i (d/dp) y i dominates other nonexplosive components. Therefore, there exists some sufficient large s 0 such that (d/dp)R(s) 2 > 0 for all s ≥ s 0 . Hence it follows from (6.2) that d dp T * (pu) = d dp Not only does the change of variable (6.1) provide an expression for blow-up times, but also it helps to study the blow-up rate of solutions.
Lemma 6.3. Suppose that T * (u) < ∞ for some u ∈ R m × Ker A D , and that l ≤ m is the first component of y(t) that blows up at T * (u). Then, lim t↑T * (u) (T * (u) − t) y l (t) = c for some positive constant c.
Proof. For notational convenience, we write T * for T * (u). First, we observe that l must be in I.
Otherwise,ẏ l = A ll y l + l−1 k=1 A lk y k + g l (w) where y 1 (t), . . . , y l−1 (t) are finite on [0, T * ], from which we infer that y l (t) must be finite in [0, T * ]. This contradicts with the choice of l. Now, we apply the compactification (6.1) to (y 1 , . . . , y l ). The resulting function x(s), which is a vector valued function of length l, satisfies (6.3). It then follows from the choice of l and (6.1) that
The vector e l can be easily verified to be an equilibrium point of (6.3). If we denote the right hand side of (6.3) by h(x) = (h 1 , . . . , h l ), then
where δ ij is the Kronecker delta and
From above calculations, we obtain that the Jacobian matrix of h at e l is −I l . It is clear that the eigenvalues λ 1 , . . . , λ l of this Jacobian matrix are non-resonant, i.e., there is no (m 1 , . . . , m l )
. . , l}. Theorem 4.1 in Elias and Gingold [2006] now implies that l k=1 y k (t) 2 ∼ c(T * − t) −1 as t ↑ T * for some positive constant c. Since y l (t) is the first component in y(t) that explodes at T * , we consequently have
6.2. Blow-up regions. Before proving Theorem 3.9 and Corollary 3.10 in this subsection, let us present a stability property of the system (3.3) and prove Lemma 3.8.
Lemma 6.4. If the trajectory of (3.3) is bounded, then it converges to an equilibrium point. If the trajectory is unbounded, then it blows up in finite time.
Proof. Since x m+1 clearly converges to zero, which is the (m + 1)-th coordinate of any equilibrium point of (3.3), we only need to prove the first statement for the first m coordinates. To this end, we prove by an induction on i. But we present the induction step only. The case i = 1 is straightforward. Now suppose that x 1 , . . . , x i−1 converge to the first i − 1 components of some equilibrium point.
Recall that
it then follows from the induction assumption and Lemma A.2 that lim s→∞ x i (s) = 0. If i ∈ I, definex(s) := T x i (s) + T A ii e −s − 1, thenx satisfieṡ
Lemma A.1 implies thatx(∞) := lim s→∞x (s) ∈ R and (1/2)x(∞) 2 − 1/2 = 0. Therefore,x(∞) = ±1, which implies x i (∞) = 0 or 2/T . Hence, in the above two cases, x i (s) converges to the i-th coordinate of some equilibrium point. This concludes the induction step.
For the second statement, let us assume that x i (s) is the first component whose trajectory is unbounded. It is necessarily that i ∈ I; otherwise, we can utilize Lemma A.2 to deduce that
Moreover, the trajectory of x i (s) is bounded from below. Indeed, using the comparison theorem for scalar ODEs, we can see that x i (s) ≥x(s) wherex solveṡ
Again Lemma A.2 implies thatx is bounded. Hence, the trajectory of x i is bounded from below. Now, since x 1 , . . . , x i−1 are bounded by assumption, we can find a positive constant C such thaṫ
Moreover, there exists a sufficiently large r such that r > T −1 1 + √ 1 + 2T C and h(r, s) > 0 for any s ≥ 0. On the other hand, the trajectory of x i is unbounded from above by assumption, but bounded from below. Therefore, we can find some s 0 such that x i (s 0 ) = r, and then x i (s) is strictly increasing from s 0 onward. As a result,
However, notice that x i (s 0 ) > T −1 1 + √ 1 + 2T C which is the unstable equilibrium of the previous ODE. Now it is immediate to check that x i (s) blows up in finite time. The second statement is proved.
Proof of Lemma 3.8. To show the continuity of T * (·) on P, let us denote the solution to (Ric-V) by y(t; u) where its dependence on u is explicitly indicated. Let T * (u) = T . The associated solution
x(s; u) to (3.3) does not blow up in finite time; otherwise, y(t; u) explodes before T . Lemma 6.4
implies that the trajectory of x(s; u) is bounded, which in turn yields that lim s→∞ x(s; u) = ν ′ for some equilibrium point ν ′ of (3.3) and ν ′ = (ν, 0) as set in the subsequent discussion.
However, this point has at least one nonzero coordinate. This is because, for the first index l such that y l (t; u) blows up at T , we have from Lemma 6.3 that lim t↑T (T − t)y l (t; u) = c > 0, which
Combined with the characterization of equilibria for (3.3), it is necessarily that c = 2; see the discussion after (3.3). Moreover, ν j = 0 if j / ∈ I. From this blow-up behavior of y(t; u), it is easily deduced that there exists some i ∈ I such that y i /|y| converges to a positive constant while lim t y j /|y| = 0 for all j / ∈ I. Now, let us consider z(s; u) a solution to (6.3) with z(0; u) = 2v/(1 + 1 + 4|v| 2 ). From z/|z| = y/|y| and lim s |z(s; u)| = 1, lim s z i (s; u) > 0 and lim s z j (s; u) = 0 for all j / ∈ I. Therefore, for some positive C, small δ and sufficiently large s 0 , k∈I z k (s; u) 2 > C and z l (s; u) > −δ for all l = 1, . . . , m and s ≥ s 0 . Furthermore, since z(s; u) continuously depends on u (see e.g., Lefschetz [1963] ), there exists a sufficiently small neighborhood U of u, such that k∈I z k (s; u ′ ) 2 > C and z l (s; u ′ ) > −δ for all i = 1, . . . , m, s ≥ s 0 , and all u ′ ∈ U .
Thanks to the analysis in the last paragraph, we can find a sufficiently small ǫ > 0 such that k∈I z 3 k (s; u ′ ) > ǫ for all s ≥ s 0 and u ′ ∈ U . As a consequence, for an even larger s 0 , we can see that
for all s ≥ s 0 and u ′ ∈ U because the second and third terms become small as |z| ≤ 1, and R 2 converges to 1 as s increases. Therefore, eventually we get
using the functional form of R(s; u) 2 in the proof of Proposition 6.1. This facilitates the application of the dominated convergence theorem to conclude that lim n T * (u n ) = ∞ 0 lim n 1 − R(s; u n ) 4 ds for a sequence of initial conditions u n ∈ U that converges to u. The right hand side of the previous identity, then, is equal to T * (u) due to the continuous dependence of x(s; u) on u.
Proof of Theorem 3.9. Let us consider the case of ∂S T first. The beginning paragraph of the proof of Lemma 3.8 argues that the solution y(t) of (Ric-V) that explodes at T is associated with the function x(s), the solution to (3.3) with x(0) = (y(0), 1), and the limit lim s x(s) is equal to some nonzero equilibrium point ν ′ = (ν, 0) of (3.3). In other words,
. For the converse, suppose v ∈ W s ν (w, T ) for some nonzero equilibrium point ν ′ = (ν, 0). Recall the discussion following (3.3), and thus ν i is either zero or 2/T . Since lim s→∞ x(s) = (ν, 0) when x(s) is the solution to (3.3) with x(0) = (v, 1), the same computation for x i (s) as in (6.5) yields that y(t) is finite for all t < T and lim t↑T (T − t)y i (t) = 2 for any i such that ν i = 0. Therefore, v ∈ {v | T * (v, w) = T }. This completes the proof of the first assertion. The second assertion then clearly follows.
As for S •
T , it is already noted in Section 3.2 that lim s↑∞ x(s) = 0 when y(·) blows up after T . Hence, S • T ⊆ w∈Ker A D W s 0 (s, T ) × {w} is clear. The reverse inclusion also easily follows: If x(s) converges to zero, then T * (u) ≥ T , but T * (u) = T cannot happen because, otherwise, the limit of x(·) would be a nonzero equilibrium point as shown above.
Proof of Corollary 3.10. The first statement follows from the similar reasoning as in Corollary 3.6.
Hence, we focus on (3.4). From the transform formula (2.3), for S < T where u ∈ ∂S T , log E exp u
Therefore, lim S↑T (T − S) log E[exp(u ⊤ X S )] = lim S↑T (T − S) S 0b V ·y(s)ds + lim S↑T (T − S)y(S)·X V 0 . But, we know from Theorem 3.9 and (6.5) that lim S↑T (T − S)y(S) = T ν for some ν, the first m components of some nonzero equilibrium point of (3.3). Then, it is a simple exercise to show that (T − S) S 0b V · y(s)ds converges to zero. Now, the result is immediate.
Conclusion
In this paper, we study the long-term and blow-up behaviors of E exp u ⊤ X T for multidimensional affine diffusion X with some hierarchical structure between components. Analyzing solution behaviors of a multi-dimensional Riccati system, which is associated with a given affine diffusion process via the transform formula, we completely characterize sets of u such that exponential moments are finite for all time or only before a fixed time. These sets are decomposed into the unions of stable sets for equilibrium points of the Riccati system or its transformed version. Then, we compute certain limits of exponential moments which provide detailed descriptions of behaviors of affine diffusions.
When the log-return of discounted stock prices is modeled by a linear transformation of affine diffusion processes, our results identify the long-term and blow-up behaviors of stock prices, especially in the case where the stock price moment is not explicitly known. These results provide a handle to investigate the implied volatility asymptotics for large-time-to-maturity, deep-out-of-money and deep-in-the-money options. We presented several examples to illustrate this point. Theoretically and practically, it still remains an interesting topic to extend the analysis of this paper to affine processes with jumps or affine processes on more general state spaces.
As a final remark, it is well known that in the literature of affine processes bond options and some other fixed income products can also be expressed in semi-closed form using the Fourier inversion formula. As long as the long-term growth rate of the underlying process satisfies the assumptions of the Gärtner-Ellis Theorem, we can calculate the asymptotic behaviors of the price of such a product, which are possibly useful in obtaining quantities that are analogues of the Black-Scholes implied volatility. We leave this as a potential future research topic.
Appendix A. Auxiliary results on ODEs and matrices Lemma A.1. Let us consider a scalar ODEẋ(t) = x(t) 2 /2 + h(t) with h(∞) := lim t→∞ h(t) ∈ R.
If the whole trajectory {x(t) : t ≥ 0} is bounded, then h(∞) ≤ 0, x(∞) := lim t→∞ x(t) ∈ R, and x(∞) 2 /2 + h(∞) = 0.
Proof. Let us prove h(∞) ≤ 0 first. Otherwise, h(∞) > 2δ for some positive constant δ. As a result, there exists some t 0 such that x(t) 2 /2 + h(t) > x(t) 2 /2 + δ, for all t ≥ t 0 . It follows from the comparison theorem for scalar ODEs (see e.g. Chapter II of Hartman [1982] ) that x(t) ≥ y(t) for any t ≥ t 0 , where y(t) is a solution toẏ = y 2 /2 + δ with y(t 0 ) = x(t 0 ). However, a simple analysis of the previous ODE yields that y(t) blows up in finite time. This contradicts to the assumption that the trajectory of x(t) is bounded.
To prove the rest of the statements, we shall first show that lim sup t→∞ x(t) ≤ −2h(∞). If not, then there exists δ > 0 such that lim sup t→∞ x(t) > −2h(∞) + 2δ. Then, we can find t 0 such that x(t 0 ) > −2h(∞) + 2δ and h(t) ≥ h(∞) − δ for all t ≥ t 0 . Next consider y − (t), which satisfieṡ y − = y 2 − /2 + h(∞) − δ with y − (t 0 ) = x(t 0 ). The comparison theorem implies that x(t) ≥ y − (t) for t ≥ t 0 . However, y − explodes to infinity because y(t 0 ) > −2h(∞) + 2δ and because the value on the right hand side is the unstable equilibrium point of the ODE satisfied by y − . This contradicts to the boundedness assumption on {x(t) : t ≥ 0}. Now, if lim inf t→∞ x(t) ≥ −2h(∞), then, combined with the result from the last paragraph, we have lim t→∞ x(t) = −2h(∞) and we are done. To deal with the other case lim inf t→∞ x(t) < −2h(∞), we separate h(∞) = 0 and h(∞) < 0 cases.
When h(∞) = 0, if lim inf t→∞ x(t) < −2h(∞), then we have lim inf t→∞ x(t) < √ 2δ for any δ > 0. Thus, there exists t 0 such that x(t 0 ) < √ 2δ and h(t) > −δ for all t ≥ t 0 . Hence, lim t→∞ y − (t) = − √ 2δ because y − (t 0 ) = x(t 0 ) is less than the unstable equilibrium of y − . Combining this with x(t) ≥ y − (t) for t ≥ t 0 , we obtain lim inf t→∞ x(t) ≥ lim t→∞ y − (t) = − √ 2δ, which implies lim inf t→∞ x(t) ≥ 0 thanks to the arbitrary choice of δ. This is a contradiction.
When h(∞) < 0, if lim inf t→∞ x(t) < −2h(∞), then there exists a sufficiently small positive δ, such that h(∞) + δ < 0 and lim inf t→∞ x(t) < −2h(∞) − 2δ. We can find t 0 such that x(t 0 ) < −2h(∞) − 2δ and h(∞) − δ ≤ h(t) ≤ h(∞) + δ for all t ≥ t 0 . Consider y + which satisfiesẏ + = y 2 + /2+h(∞)+δ and y + (t 0 ) = x(t 0 ). Note that −2h(∞) − 2δ is the unstable equilibrium of y + , we then have from the comparison theorem that − −2h(∞) + 2δ = lim t→∞ y − (t) ≤ lim inf t→∞ x(t) ≤ lim sup t→∞ x(t) ≤ lim t→∞ y + (t) = − −2h(∞) − 2δ. Since δ can be made arbitrarily small, we conclude from previous inequalities that lim t→∞ x(t) = − −2h(∞).
Lemma A.2. Let us consider a scalar ODEẋ(t) = (ae −t − 1)x(t) + g(t) with g ∈ C 1 and g(∞) := lim t→∞ g(t) ∈ R. Then, x(∞) := lim t→∞ x(t) ∈ R and x(∞) = g(∞).
Proof. Consider a new function y(t) = exp ae −t + t x(t). Then, y satisfiesẏ(t) = exp ae −t + t g(t)
and consequently, x(t) = exp a − ae −t − t x(0) + exp −ae −t − t t 0 exp ae −s + s g(s)ds.
Choose an arbitrary ǫ > 0. Then, we can find a large T = T (ǫ) > 0 such that |g(t) − g(∞)| ≤ ǫ for all t ≥ T and 1 − e ae −T ≤ ǫ. Next, we compute for t > T The last term is bounded by e −t t T e ae −s +s (g(s) − g(∞)) ds ≤ ǫ max e ae −T , 1 1 − e T −t ≤ ǫ(1 + ǫ) 1 − e T −t , using 0 ≤ e −s ≤ e −T . For the second term, we obtain e ae −T 1 − e T −t ≤ e −t t T e ae −s +s ds ≤ 1 − e T −t if a ≤ 0 (inequalities are reversed if a ≥ 0). Therefore, by the assumption on T , g(∞)e These calculations yield lim t→∞ e −t t 0 e ae −s +s g(s)ds = g(∞)+ c with |c| ≤ ǫ (|g(∞)| + 1 + ǫ). Since ǫ is arbitrary, we can conclude that lim t→∞ x(t) = g(∞).
