In this chapter, we examine the relationship between young children's causal learning and inference abilities and their capacity to perceive the statistical associations between salient events. Of course, there are significant differences between recognizing statistical relations and causal knowledge. Knowing causal relationships allows learners to generate explanations and reason about counterfactuals, neither of which is supported by pure statistical association. Statistical associations do allow for simple predictions about future events and the chunking of correlated stimuli (for more efficient processing). But, causal knowledge goes much further than that, allowing for a "calculus of intervention" (Pearl, 2000) : inferences about the outcome of intentional manipulative actions that change the state of events in the world. Recognizing that two events are associated provides no information about the result of interventions on either event. But, although correlations do not equate to causal relations, they are often a good place to start. Understanding whether and how children acquire statistical information about events in the world should provide a starting point for researchers interested in causal learning. Likewise, children's causal reasoning abilities might provide insight into phenomena discussed in the statistical learning literature.
How Statistical Regularity Can Translate to Causal Knowledge
A system for causal learning has a particular problem: Although some causal relations seem directly perceivable-such as watching a ball launch another ball (Michotte, 1963) -in general, causal knowledge is not directly perceptible. One goal of research in children's causal learning has been to describe how causal knowledge can be recovered from the environment. How children recognize correlations between objects and events seems a good place to start. For example, knowing that a particular causal relation exists suggests that certain data will occur; if event X causes event Y, then the occurrence of X will make the occurrence of Y more likely (all other things being equal). Observing such correlations might offer insight into causal structure. Seeing that Y is more likely in the presence of X than in its absence often leads us to conclude that X is a cause of Y. Indeed, some adult experiments on causal learning suggest that such probabilistic reasoning might be considered a normative model of causal inference (Allan, 1980; Shanks, 1995) .
Of course, such correlations do not always equate to genuine causal conclusions. Consider three events related by a simple causal chain X → Y → Z. In this situation, X and Y are correlated, X and Z are correlated, and Y and Z are correlated. Temporal priority (or other forms of prior knowledge) might inform you of the directions of the potential causal relations specified by these correlations, but the correlations themselves potentially overgeneralize the causal structure. Whether X causes Z directly or only indirectly through Y is ambiguous given only this information. What is necessary is a system that recognizes not only the dependencies among these events, but also their conditional independencies as well. Observing that X and Z only co-occur in the presence of Y (and thus are independent in the absence of Y) suggests the causal chain model. If this conditional independence relationship was absent, then a more general model in which X directly causes both Y and Z (and in which Y causes Z) is more likely.
What this suggests is that children must recognize the dependencies among events as well as conditional probability information to learn the causal structure of the world. Researchers in causal learning have examined whether children recognize conditional probability information when making causal inferences (Gopnik, Sobel, Schulz, & Glymour, 2001; . Much of this research introduced children to a blicket detector, a machine that lights up and plays music when certain objects are placed on it. The blicket detector presents a novel, nonobvious property of each object: its activation potential. (The machine is actually controlled through an "enabling" switch. When the switch is on, any object will activate the detector. When it is off, no object will activate the detector.) Gopnik et al. (2001) trained 3-and 4-year-olds that objects that activated the detector were called blickets. Children quickly learned this association. Then, children observed a set of trials in which objects either independently activated the machine or did so only dependent on the presence of another object. Specifically, in the one-cause trials, children were shown two objects. Children observed one object A activate the detector by itself. Then, they saw that the other object B did not activate the detector by itself. Finally, they saw objects A and B activate the detector twice together (see Figure 9 -1 for a schematic of this procedure). Children were asked whether each object was a blicket. In this condition, 3-and 4-year-olds labeled only object A as a blicket. Object B only activated the detector in the presence of the object A.
Performance on these trials was compared with performance on the two-cause trials, in which children were shown two objects that both independently activated the detector with the same frequency. Specifically, children saw two new objects (C and D). Object C was placed on the machine three times and activated it all three times. Object D was placed on the machine three times and activated it two of three times. On these trials, 3-and 4-year-olds categorized both objects as blickets. Both objects independently activated the detector; they just did so with different frequencies.
These data suggest that children can recognize the difference between dependencies and conditional independencies between two events when faced with information about their statistical regularity (what Reichenbach in 1956 called screening-off reasoning) . This type of reasoning represents a move from recognizing just the co-occurrence among events to recognizing the information necessary to make causal inferences. This procedure generalizes beyond reasoning about physical events: Schulz and Gopnik (2004) demonstrated that 3-and 4-year-olds make similar screening-off inferences across a variety of domains (see also Schulz et al., chapter 5, this volume\edq2\) . Younger children also appear to make similar inferences. Using slight manipulations to the procedure, Gopnik et al. (2001) demonstrated that 30-month-olds made these screening-off inferences. Sobel and Kirkham (2005) demonstrated that children as young as 19 months also reasoned in this manner about objects placed on a blicket detector.
The Associative Challenge
The trouble with the procedure described is that a mechanism for causal reasoning does not exclusively explain children's ability to make screening-off inferences. Screening off is a form of blocking, a phenomenon from the animal conditioning literature. In a classic blocking experiment (Kamin, 1969) , an animal is shown an association between a conditioned and an unconditioned stimulus (e.g., that a FIGURE 9-1 Schematic representation of the procedures used by Gopnik et al. (2001, Experiment 1) . \edq2\ tone predicts the occurrence of food). This association is trained until asymptote, and then the animal is shown a novel conditioned stimulus presented in compound with the established stimulus (e.g., that the same tone paired with a light will predict food). Animals do not learn that the light is predictive. One interpretation of these data is that the animals recognize that light only predicts food in the presence of an established predictor (i.e., the tone). Various models of associative reasoning (e.g., Rescorla & Wagner, 1972) were designed to explain this phenomenon.
However, inferential models that rely on calculating the associative strength among events have difficulty when the data involve learners making retrospective inferences. One example, taken from the contingency judgment literature, is the phenomenon of backward\edq3\ blocking (Shanks, 1985; Shanks & Dickinson, 1987) . In these experiments, adult learners were presented with two stimuli in compound (A and B) that elicited some effect. Learners were then shown that one of those two events alone (A) elicits the effect. Given this information, adults rated that the B stimulus did not have the causal efficacy necessary to produce the effect.
Can children engage in backward blocking about causal events? Sobel et al. (2004) introduced preschoolers to the blicket detector and trained them that blickets activated the machine. They showed children two objects (A and B) that activated the machine together. Then, they showed children that Object A activated the machine by itself. This procedure is shown in Figure 9 -2. The critical question was how children would rate Object B. Its causal status is uncertain. If children engage in backward blocking, then they should determine that it is not a blicket. This was the case: Children rarely labeled Object B as a blicket. Sobel et al. (2004) also demonstrated that children did not follow a simple algorithm that only recognized associations among events (e.g., Rescorla & Wagner, 1972) . In a different type of trial-indirect screening-off trials-children were shown two different objects (C and D) that activated the machine together and then that Object C failed to activate the detector. This procedure is also shown in Figure 9 -2. In this circumstance, only Object D should be considered a blicket: Object C fails to activate the detector independently, so the only logical conclusion children could draw is that Object D has the causal efficacy necessary to activate the detector. Indeed, 3-and 4-year-olds generated this response. However, responding on the basis of only associations, one would consider Objects B and D's associative strength with the detector's activation to be the same. In both cases, the object activates the detector with another object. The efficacy of that other object alone should have no bearing on its associations with the detector.
Although these data are inconsistent with various associative accounts, there are several different categories of learning algorithms that describe how adults make inferences about contingencies among events, which can explain these findings. Children might recognize causal relations based on a calculation of associative strength among events that relies on more complicated associative mechanisms (Dickinson, 2001; Kruschke & Blair, 2000; Wasserman & Berglan, 1998) . These models were designed with the backward blocking phenomenon in mind. Alternatively, children might make causal inferences through estimates of causal strength based on the frequency with which events co-occur. Such models, like the ⌬P model (Allan, 1980; Jenkins & Ward, 1965; Shanks, 1995) and the PowerPC model (Cheng, 1997 (Cheng, , 2000 , calculate an estimate of the strength of a presumed causal relationship given a set of data. The backward blocking data are also consistent with these possibilities. Sobel et al. (2004) and others (Tenenbaum & Griffiths, 2003, this volume\edq4\; Tenenbaum, Sobel, & Gopnik, 2005) pointed out that many of these learning mechanisms rely on multiple exposures to data (i.e., large sample sizes). Models that calculate causal structure through associative strength or through parameter estimation, like the ⌬P and PowerPC models, must have large sample sizes to function properly. In this view, these backward blocking data are inconsistent with all of these accounts because children make inferences based on relatively small sample sizes. However, Sobel et al. (2004) also wanted to demonstrate that children's causal inferences were based on a different type of learning algorithm: one that relies on Bayesian inference. In Bayesian inference, learners assign a probability value to a set of potential causal hypotheses and then update the values of those probabilities given the observed data based on the application of Bayes' rule. The resulting posterior probabilities are a rational estimate of the likelihood of each hypothesis being the correct causal model (see Tenenbaum & Griffiths, this volume, \edq5\ for a more detailed description of this model).
This account relies on the assumption that children assign the initial probabilities of each hypothesis nonrandomly: Those priors are set by the base rate of blickets. If children recognize that there are many blickets out there in the world, then hypotheses that specify that many objects are blickets should have a higher initial probability than hypotheses that specify few objects are blickets. In this case, the hypothesis in which both Object A and Object B are blickets should have a higher initial probability than the hypothesis that only Object A is a blicket. Both are consistent with the observed data, and thus both will be updated equally by the application of Bayes' rule. Thus, the hypothesis that both objects are blickets will have a higher posterior probability. Thus, Bayesian reasoning predicts that if children know there are many blickets in the world, then they should not demonstrate backward blocking.
To test this hypothesis, Sobel et al. (2004, Experiment 3) showed children a set of identical objects that were placed on the blicket machine. They trained children that blickets were either rare or common: 12 objects were scanned 1 at a time, and either 2 or 10 activated the machine in the rare and common conditions, respectively. Then, they presented children the same backward blocking procedure with two new objects (from the same set). When 4-year-olds were trained that blickets were rare, they demonstrated backward blocking: The uncertain object was not categorized as a blicket. When 4-year-olds were trained that blickets were common, they did not demonstrate backward blocking: The uncertain object was categorized as a blicket. There was not enough counterevidence to exclude the hypothesis that both objects were blickets.
These data were qualitatively consistent with the Bayesian account. The same ambiguous backward blocking data were presented across the conditions, and children relied on the base rates of blickets to make an inference about an object with causal powers that were uncertain. Further research demonstrated that adults also reason about such data in a similar manner (Tenenbaum et al., 2005) . Tenenbaum et al. also introduced a new learning problem in which both children and adults observed only ambiguous data. Adult learners were introduced to a machine like a blicket detector (a detector that responded to a special kind of lead in pencils, dubbed superlead, and hence, superpencils) and were trained that the occurrence of pencils containing this lead was rare (using the same manipulation as that of Sobel et al. in 2004-by showing them that 2 of 12 pencils chosen at random from a set activated the detector). Then, they were shown 3 pencils taken from the set at random (A, B, and C). Objects A and B activated the machine together, and then Objects A and C activated the machine together. Participants were asked to rate the likelihood that each object was a super pencil after each event.
\edq4\ \edq5\
The Bayesian model predicts four levels of performance given these data. First, ratings of Object A at the end of the trial should be highest, but not at ceiling. This reflects the fact that learners did not unambiguously observe Object A activate the machine, but the majority of hypotheses consistent with the data suggest that Object A is a super pencil. The ratings of A and B after they are placed on the machine together should be slightly lower. This reflects the fact that the data suggest that at least one of those objects must be a superpencil. The ratings of B and C at the end of the trial should be lower, but still higher than the initial ratings of each object. There are some hypotheses consistent with B and C being superpencils (namely, the hypothesis that B and C are superpencils, and A is not). Tenenbaum et al. (2005) observed exactly this four-level pattern of responses. This pattern of performance also extends to children. In a subsequent experiment, they found that 4-year-olds made similar responses, consistent with these qualitative predictions of the Bayesian model.
In general, these experiments integrate children's (and adults') use of statistical information from the environment with their causal inferences. In the rarecommon backward blocking manipulation, children's retrospective inferences were guided by the base rate of blickets. Because the blicket detector introduced a novel causal relation, children had to rely on that initial exposure to establish the training. Indeed, the original backward blocking experiments can be reanalyzed in terms of the base rate of blickets. In Sobel et al.'s first experiment, the base rate of blickets was exactly 50%. In this case, 4-year-olds rated the B object (the blocked object) as a blicket 13% of the time in the backward blocking condition. In their second experiment, the base rate of blickets was slightly higher (it varied between 60% and 80%, with a mean of 68%). In this case, 4-year-olds categorized this object as a blicket 35% of the time, slightly higher than the previous experiment. Even without explicit training, 4-year-olds seemed to pick up on the base rate of objects that activated the detector and used that information to guide their inferences.
Can Younger Children Make
Retrospective Inferences? Sobel and Kirkham (2005) examined whether toddlers were capable of retrospectively making screening-off inferences. They introduced 19-and 24-month-olds to the blicket detector and established that both age groups would place causally efficacious objects on the machine. Then, children were shown two objects (A and B) that activated the machine together, and then that object A did not activate the machine by itself. When these objects and the machine were presented to the child with the instruction to "make it go," 24-month-olds placed Object B on the detector by itself significantly more often than all other responses put together. The 19-month-olds, in contrast, responded no differently from chance. Sobel and Kirkham (2005) also presented these children with a backward blocking inference. Of course, because the children were too young for verbal measures, they could not replicate the Sobel et al. (2004) procedure. Instead, they showed children three objects (A, B, and C). Objects A and B activated the machine together, and then Object A activated the machine by itself. Object A was removed from the display, and Objects B and C and the machine were presented to the child. If children made a backward blocking inference, then they might be more inclined to choose Object C (the novel object) in this condition because they would infer that Object B is ineffective. Both 19-and 24-month-olds chose between Objects B and C at chance.
The importance of this procedure, however, is not in these results, but in the comparison with the indirect screening-off procedure because the associative strength of Object B is the same across the two tasks (at least on many associative models like the RescorlaWagner model). The 24-month-olds' use of Object B to activate the detector differed between these two conditions; 19-month-olds chose Object B with the same frequency across the two trials. Importantly, Sobel and Kirkham (2005) did find that these 19-month-olds recognized screening-off inferences that involved no retrospection. The critical question is whether these causal reasoning abilities developing during the toddler years.
Statistical Learning
A difficulty with testing toddlers' causal inferences is that there are some cases in which 18-month-olds fail to engage in simple, imitative "means-ends" behaviors (e.g., Uzgiris & Hunt, 1975 ; see also Gopnik & Meltzoff, 1992) . Although the children who participated in Sobel and Kirkham's (2005) experiment were slightly older, to count as making a retrospective inference in the indirect screening-off trials, they had to inhibit an event they observed activate the machine (placing both objects on it) in favor of a novel intervention (placing only Object B on it). The demand characteristics of this experiment might have overwhelmed the toddlers from producing these inferences.
There is reason to believe that 18-month-olds, and even younger children, have the ability to detect conditional probabilities among events. Saffran, Aslin, and colleagues found that 8-month-old infants could parse a stream of auditory stimuli based solely on the transitional probabilities within and between syllables (i.e., the likelihood that one syllable would predict the next syllable; Aslin, Saffran, & Newport, 1998; Saffran, Aslin, & Newport, 1996) .
For example, Saffran et al. (1996) presented infants with a 2-minute constant speech stream of 12 unique syllables, which could be parsed into four 3-syllable "words." These words were presented through speakers located on either side of the seated infant and were defined only by the transitional probabilities between syllables (i.e., there were no pauses or other cues to word beginnings or endings). Syllables that occurred within words always predicted each other; their transitional probabilities were always equal to 1. In other words, the first syllable in a word always predicted the second syllable, and the second syllable always predicted the third. Syllables that occurred across word boundaries were less predictable. In this particular case, because there were only four words in the speech stream, the transitional probability was equal to .33. The last syllable in a word predicted the first syllable of the three other words with equal likelihood. Infants were conditioned to turn their heads toward the speaker producing the novel strings (using a preferential head-turn paradigm). When they turned away from the speaker, the speech stream would stop. In this way, infants controlled their individual exposure to the auditory stimuli.
After familiarization, infants listened to three syllables that made up words [i.e., three syllables A, B, and C, in which p(B |A)ϭ1 and the p(C | B)ϭ1], alternating with three syllables that did not make up a word (i.e., three syllables that did not obey these transitional probabilities). The infants showed significantly greater interest in the nonwords than in the words, as measured by the amount of time spent looking at the speakers. Because infants will consistently look longer at novel stimuli, postfamiliarization (Bornstein, 1985) , these results suggest that the infants discriminated between the words and the other stimuli based on learning the transitional probabilities defining word boundaries (see also Aslin et al., 1998 , for evidence that the results stem from true computation of input statistics rather than simple frequency counting).
Infants' statistical learning abilities extend beyond learning word boundaries. Infants are capable of recognizing and discriminating between complex grammars relating words together. Using the preferential headturn paradigm, Gomez and Gerken (1999) exposed 12-month-olds to a subset of novel strings produced by one of two artificial grammars. These grammars differed only in terms of the ordering of word pairs: Individual words in the two sets and the starting and ending words were always the same. The only cues to recognition were contained in the transitional probabilities inherent in the word order. After familiarization to the grammar, infants were exposed to novel words embedded in either the original grammar or a novel grammar. Infants showed significantly increased looking time to the speaker producing novel words in the original grammar, suggesting that they could discriminate between the two grammars even when the words were unfamiliar.
The ability to extract regularities in sequential input does not seem to be a language-specific mechanism, but exists broadly across audition. Infants parse auditory streams based on statistical probabilities even when the stimuli are tones (Saffran, Johnson, Aslin, & Newport, 1999) . Further, at least one species of nonhuman primates, cottontop tamarins (which never develop humanlike language skills), can learn statistically structured sounds (Hauser, Newport, & Aslin, 2001 ). This suggests that the ability to perceive statistical structure is perhaps not language specific.
There is evidence from other paradigms that infants show some sensitivity to visual spatial relations among repetitive events. Young infants learn simple twolocation, predictable spatial sequences in a visual expectation paradigm (Haith, 1993) . Infants also show sensitivity to spatial contingency in temporal sequences. Wentworth, Haith, and Hood (2002) presented 3-month-old infants with a spatiotemporal sequence in which a stimulus appeared on the left, in the center, or on the right of a computer monitor. Infants viewed either a fixed or a random pattern of locations, and in some cases there was a contingent relation between the identity of the central stimulus and the location of the next peripheral picture. The fixed sequence of three locations resulted in more eye movement anticipations, and there were more anticipatory saccades to the correct location when there was a contingent relation between central and peripheral events.
Infants can also recognize statistical structure in displays of greater complexity than simple two-and threelocation events. Kirkham, Slemmer, and Johnson (2002) demonstrated that infants as young as 2 months old could learn temporal sequences of shapes that were defined by transitional probabilities. Kirkham, Slemmer, and Johnson (2004) found that 8-month-olds were capable of extracting these probabilities even when the visual sequence was both temporal and spatial. In addition, Fiser and Aslin (2003) demonstrated that 9-month-olds are capable of picking up on the correlations between individual visual elements in a series of static multielement scenes. After being exposed to a number of these scenes, the infants were shown isolated element pairs that had co-occurred either frequently within the scenes or rarely; infants were capable of discriminating between the two.
Statistical Learning Across Modalities
These data suggest that infants-perhaps as young as 2 months-recognize conditional probabilities among events and respond to sequences based on those transitions. These learning and inferential abilities go beyond observing sequences of events; knowledge about the environment requires correctly correlating events across sensory modalities. Indeed, infants develop a variety of intersensory capacities that allow them to integrate information across modalities. Newborns bind auditory stimuli to visual stimuli and then expect that the sounds and their associated objects will move together (Morrongiello, Fenwick, & Chance, 1998; Richardson & Kirkham, 2004) . By 4 months of age, infants perceive the bimodal nature of objects (Spelke, 1979 (Spelke, , 1981 , and they can perceive speech bimodally (Kuhl & Meltzoff, 1982) . Four-month-olds also match faces with voices based on age, gender, and (at 5 months) affective expression of the speaker (Bahrick, Netto, & Hernandez-Reif, 1998; Walker, 1982) . By 5 months, infants also recognize the importance of this sensory integration. Bahrick and Lickliter (2000) demonstrated that infants habituated to a bimodal presentation of an event sequence (e.g., a hammer tapping out a particular rhythm) would dishabituate to the unimodal presentation of that information (e.g., just the visual of the hammer tapping, without the sound).
These capacities indicate that infants not only prefer multimodal cues that present them with statistical redundancies but also recognize their importance in perceiving the world. Infants' sensitivity to cross-modal information stands in contrast to the sparse, unimodal presentations of many laboratory experiments described here (e.g., Fiser & Aslin, 2003; Kirkham et al., 2002; Saffran et al., 1996) . If experimental studies do not fully exploit the cross-modal sensitivity of infants, then perhaps they risk underestimating the full capacity of their learning abilities. Bahrick, Lickliter, and colleagues have presented evidence that intersensory redundancy, the overlap of information provided by amodal stimuli, drives selective attention (e.g., Bahrick & Lickliter, 2000; Bahrick, Lickliter, & Flom, 2004) . Can infants usefully integrate statistical information across different modalities?
One way in which this question can be answered is in considering infants' understanding of objects as enduring across space and time behind an occluder. In experimental settings, typically the demonstration is unimodal (e.g., a silent visual display of a ball traveling across the visual field and passing behind and then remerging from an occluder). demonstrated that 4-month-old infants, who are right at the beginning of a transition toward success at perceptual completion in an object constancy paradigm (e.g., correctly perceiving the constant trajectory the ball), benefit greatly from the presence of crossmodal information. They incorporated a continuous moving sound into the ball-and-occluder paradigm such that the sound traveled with the object from one side of the occluder to the other side. When given these multiple, redundant, cross-modal cues, 4-monthold infants could anticipate trajectories as well as 6-month-olds in a unimodal condition.
Multiple redundant cues are useful when one has to learn from probabilistic information. For example, if you test positive for a disease on a blood test that is 90% effective on two separate occasions, then you can be more than 90% sure that you are indeed suffering from the disease (up to 99% sure, assuming independent probabilities). Research modeling language learning has shown that multiple probabilistic cues (e.g., lexical stress, phonemes, and pauses) can be integrated to produce faster learning of word boundaries and syntax, even though each cue individually might be unreliable (Christiansen, Allen, & Seidenberg, 1998; Christiansen & Dale, 2001) . Further, models have shown a particularly robust effect of cross-modal information in the service of learning (de Sa & Ballard, 1998) . Kirkham, Slemmer, and Johnson (2004) demonstrated one method in which redundant cue integration benefited infants' statistical learning. When 8-montholds were presented with a visuospatial pattern (e.g., a red circle that appeared in one of six locations and in a statistically probable pattern), they were unable to learn the statistical relationships within the sequence successfully. However, when redundant color and shape cues were added into the sequence (e.g., each shape in the pattern had a unique color and shape), performance improved significantly. Redundant information supported infants' statistical learning abilities.
How Statistical Learning Informs Our Understanding of Causal Learning
These studies provide compelling evidence that infants are sensitive to statistical regularities across various modalities but leave open the intriguing question of how such abilities could support the complex inferences that exist in causal reasoning. When preschoolers use conditional probability to make judgments about whether objects are blickets, are they relying on the same mechanisms as infants learning word boundaries or structural information about the visual world?
Several different research groups have suggested that children's and adults' causal knowledge and reasoning abilities can be models by a particular computational framework: causal graphical models (Glymour, 2001; Gopnik et al., 2004; Lagnado & Sloman, 2004; Waldmann & Hagmayer, 2001) . The data on children's causal inferences are all consistent with this representation of causal knowledge. To make these models causal, they must meet a set of assumptions (see Gopnik et al., 2004 ), but at heart, causal graphical models represent joint probability distributionsthe frequency with which all possible combinations of events occur. This would imply that recognizing statistical regularities among events is critical for causal learning and reasoning, and infants' statistical learning abilities build up to an understanding of causal relations among events.
One implication of this hypothesis is that infants should be able to engage in the kind of retrospective inferences about statistical regularity among events. Our previous investigations suggested that 19-montholds could not make these kinds of inferences when presented with the blicket detector procedure. However, these difficulties could have resulted from the motor demands of the experiment. Using statistical learning procedures that involve measuring infants' eye gaze eliminated these demands. We have begun investigating this hypothesis by presenting 8-month-old infants with a statistical learning procedure that examines these abilities (Sobel & Kirkham, 2005 , Experiment 2). Our procedure is shown in Figure 9 -3a to 9-3c. In both conditions, 8-month-olds observed a sequence of four events. During the familiarization stage (Figure 9-3a) , two of these events (A and B) always occurred together and predicted the occurrence of another event (C) with 100% frequency. The C event equally predicted a fourth event (D) or the AB compound. Likewise, the D event was equally predictive of C or AB. A sound effect (the same one) accompanied the C and D events.
After this familiarization, which lasted until infants observed the AB→C sequence four times, infants observed that one member of that compound (B) predicted either the C or the D event (Figure 9-3b) . After observing these data, infants were presented with the other member of the compound (A), followed by a blank screen (Figure 9-3c) , and the sound effect that accompanied the C and D events was played. Infants' eye gaze was measured for an 8-second period. When the B event did predict the C event on its own, infants were faced with a similar backward blocking inference concerning the A event; when B did not predict C, the data were similar to the indirect screening-off procedure used with the blicket detector.
We observed a significant interaction between looking time to the C and D locations and experimental condition. When infants were presented with the backward blocking data, they looked more often to the D location than the C location. The data suggest that the infants did not believe that the A event predicted the C event, even though they observed no evidence to the contrary. When infants were presented with the indirect screening-off inference, the pattern of looking times was reversed: Infants looked longer to the C location than the D location. Critically, following the A event, infants' looking times to the C location were different between the two conditions, suggesting that they were not responding on the basis of a simple associative mechanism.
The present data are inconsistent with certain models that might underlie recognizing statistical regularities. In particular, the hypothesis that children's reasoning is based solely on recognizing associations does not seem to provide the proper framework to explain these data. Similarly, models that rely primarily on calculations of associative strength that do not distinguish between forms of retrospective inference, such as the Rescorla-Wagner (1972) equation and others based on it (e.g., Cramer et al., 2002) , seem inconsistent with the present data.
These inferential abilities are consistent with the hypothesis that children recognize conditional probability and engage in screening-off inferences at early ages. However, unlike the blicket detector experiments, which showed that preschoolers' causal inferences FIGURE 9-3 Schematic representation of the procedure used by Sobel and Kirkham (2005, Experiment 2) . During the familiarization phase, infants were shown that Events A and B co-occurred and were always followed by Event C, but that no other event predicted any other. After four occurrences of the AB → C sequence, infants observed that the B event alone was followed by Event C (backward blocking condition) or Event D (indirect screening-off condition). After two of these sequences, infants were shown Event A, and their looking time was measured.
could not be explained by a variety of alternative models of causal reasoning, the present data are consistent with models of causal learning that rely on causal strength designed with retrospective inferences in mind (e.g., Kruschke & Blair, 2000; Wasserman & Berglan, 1998) as well as various parameter estimation models (e.g., Allan, 1980; Cheng, 1997; Shanks, 1995) .
Like the experiments on preschoolers, there is one aspect of these data that is inconsistent with these models: Infants appear capable of making these kinds of inferences based on a small sample of data. Estimates of causal strength and measures of parameter estimation require a relatively large amount of data to make a meaningful estimation. In the present experiment, infants could do so with only four trials with the compound AB event and two trials with one of those events in isolation. However, a stronger argument would be to present infants with inferences that would be inconsistent with the models listed, parallel to the method used in previous research on preschoolers' causal inference Tenenbaum et al., 2005\edq6\) . We are currently attempting to determine whether one of these models best describes infants' abilities to recognize statistical regularities among events.
New Directions for Integrating Causal Learning With Statistical Learning
In addition to attempting to map out how infants recognize co-occurrences among events, we believe there are several other interactions between the causal and statistical learning literature that are worthy of future investigation. This list is not meant to be exclusive or exhaustive. Rather, we wish to articulate particular relations between the statistical learning and causal learning literature and suggest that each can benefit from discussions with the other.
The Problem of Multimodal Integration
The literature on infants' multimodal integration suggests that redundant information supports infants' statistical learning abilities. Are similar effects found in children's causal inferences? Does redundant information benefit children's understanding of causal relations?
This question has been examined indirectly by researchers interested in relation of the role of causal properties to conceptual development. Gopnik and Sobel (2000) examined whether children would extend a novel label to objects that shared the same causal properties. They introduced children to the blicket detector without using that description. They showed children four objects and demonstrated each on the blicket detector. Critically, in "conflict" trials, two identical pairs of objects were used, and one of each activated the detector. The experimenter then labeled one of the objects that activated the detector a blicket and asked the child to show him the other blicket. The 3-and 4-year-olds chose between the perceptually identical and causally identical object with equal frequency. Nazzi and Gopnik (2000) replicated this experiment, but added a critical piece of redundant information: They pointed out either the causal or the perceptual features of each object. When an object was placed on the detector in the causal condition, the experimenter said, "Look, it activates the detector," and in the perceptual condition, the experimenter said, "Look, this one is red." They found that children in the causal condition made more causal responses on these conflict tasks than children in the perceptual condition or those in a baseline condition.
These data suggest that children's inferences about category membership are influenced by redundant information (the machine's activation and the experimenter's language). However, there is little research investigating what information would be considered redundant and at what ages children are sensitive to this information.
The Problem of Constraining Statistical Learning
A good deal of evidence suggests that infants can recognize correlations among environmental factors and use that information to make inferences. For example, Younger and colleagues (Younger, 1990; Younger & Cohen, 1983 , 1986 Younger & Gottlieb, 1988) suggested that, by the age of 10 months, infants recognize correlations among object features. A question that emerges from this discussion is whether infants are capable of detecting any correlation or whether constraints must be in place to guide the child.
This question has been investigated across a number of laboratories, and often developmental differences emerge. Younger children appear more capable of detecting any kind of correlation; older children only detect correlations that have some theoretical rationale (see, e.g., Madole & Cohen, 1995; Rakison, 2004) . For instance, Madole and Cohen found that both 14-and 18-month-olds detected the co-occurrence between the form and function of an object part. However, 14-month-olds could also detect a correlation between the part of an object and the function of another part of that object. Although there are many objects in the world in which a part's form and function co-occur, the latter co-occurrence has little bearing on reality. Indeed, 18-month-olds did not detect this correlation.
There are a variety of theoretical interpretations of these data, from a top-down, theory-driven approach that suggests features correlate based on a set of explanatory principles (e.g., Murphy & Medin, 1985) to a bottom-up approach to conceptual development motivated by detecting which correlations are critical to category membership (e.g., Smith & Heise, 1992) . In a discussion of these data, Madole and Oakes (1999) state that "the child's own experience acting on and observing objects is probably the primary instigator of developmental change" (p. 289). How this occurs remains an open question.
The Problem of Setting Priors
Tenenbaum and Griffiths (this volume\edq7\Cross reference; provide chapter and correct authors.; Tenenbaum et al., 2005) presented a Bayesian algorithm that accounts for much of the data on both preschoolers' and adults' causal inferences presented here Tenenbaum et al., 2005 ; see also Griffiths & Tenenbaum, in press ). An important aspect of this account is that children (at least by age 4) use statistical information to set the probability of particular causal hypotheses. In these experiments, children use the frequency with which particular events occur to set their prior for each hypothesis.
However, other information about the way objects and events causally interact may be detectable from statistical information in the environment. Griffiths (2005) reexamined the original Gopnik et al. (2001) screening-off experiment, in which 3-and 4-year-olds were shown the examples of one-cause and two-cause trials shown in Figure 9 -1. Children received two of each trial in a random order. Griffiths suggested that the order in which these trials were presented might have presented different information about the nature of the blicket detector. If children observe a two-cause trial first, in which one object's causal power is probabilistic, then children might interpret the detector as a probabilistic device. When they then observe the one-cause trial, in which Object B does not activate the detector by itself once, children might interpret Object B as a blicket that simply failed on that trial (because, after all, it was shown to activate the detector with Object A two times subsequently). Griffiths (2005) found that performance of 4-yearolds demonstrated this particular order effect. Their performance on the first one-cause trial depended on whether it was the first test trial or if they had observed a two-cause trial previously. If children observed a two-cause trial before, then they were more likely not to make a screening-off inference (i.e., to say that Object B was a blicket). Here, 4-year-olds are not recognizing the statistical regularity among events but rather that patterns of data suggest how new data could be interpreted. Younger children did not show this pattern of response. Is this developmental difference robust, or does it reflect something specific about the blicket detector paradigm? Griffiths and Sobel (in preparation) \edq8\ are currently investigating this question systematically. But, an open question remains: How else might the data children observe influence which causal inferences they make?
Concluding Thoughts
What infants know about the statistic of an environment has been a seminal question in language learning for some time (Aslin et al., 1998; Jusczyk & Aslin, 1995; Saffran et al., 1996) . Questions about children's knowledge and use of statistical regularities in the environment have also motivated research in conceptual development (e.g., work by Younger and colleagues) as well as what infants know about object concepts (Johnson, Amso, & Slemmer, 2003; Johnson, Bremmer, Slater, et al., 2004; Spelke & Van de Walle, 1993) . These questions have also begun to permeate the field of theory of mind, examining what infants know about statistical regularities in detecting intentions (Baldwin, Baird, Saylor, & Clark, 2001; Brand, Baldwin, & Ashburn, 2002) or pretending (Lillard & Witherington, 2004) .
What these literature bodies all have in common is that they describe some type of causal knowledge that children develop. There seem to be several places in which children's causal learning and their statistical learning abilities interact and can inform each other. Mapping out those interactions, both generally and in specific domains of knowledge, is critical to a set of exciting new research questions that can be asked. Tenenbaum et al., 2004. 
