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A UNIFORMLY BOUNDED COMPLETE
EUCLIDEAN SYSTEM
K.S. KAZARIAN
Abstract. A uniformly bounded complete orthonormal system
of functions Θ = {θn}∞n=1, ‖θn‖L∞[0,1] ≤M is constructed such that∑
∞
n=1
anθn converges almost everywhere on [0, 1] if {an}∞n=1 ∈ l2
and
∑
∞
n=1
anθn diverges a. e. for any {an}∞n=1 6∈ l2.
Thus Menshov’s theorem on the representation of measurable,
almost everywhere finite, functions by almost everywhere conver-
gent trigonometric series can not be extended to the class of uni-
formly bounded complete orthonormal systems.
1. Introduction
The history of the study of pointwise convergence of the expansions
by general orthogonal complete systems goes back to the beginning
of the twentieth century. Among others one can recall the example
constructed by H.Steinhaus [12],[4] of a complete orthonormal system
such that the expansion by the system of an integrable function diverges
almost everywhere. An orthonormal system (ONS) {ϕn}∞n=1 of func-
tions defined on a closed interval [a, b] is called a convergence system if∑∞
n=1 anϕn converges almost everywhere (a.e.) for any {an}∞n=1 ∈ l2.
The history of studies in convergence and divergence of orthogonal se-
ries has a long story (see [4],[1],[13]). P.L. Ul’yanov (see [13]) posed
various problems in this area which stimulated research in this area.
Particularly, B.S. Kashin [6] responding to a problem posed in [13]
prove that there exists a complete ONS {φn}∞n=1 of functions defined
on [0, 1] which is a convergence system and for any {an}∞n=1 6∈ l2 the
series
∑∞
n=1 anϕn diverges on some set of positive measure. An ONS
{ϕn}∞n=1 of functions defined on a closed interval [a, b] is called a di-
vergence system if the series
∑∞
n=1 anϕn diverges a.e. on [a, b] for any
{an}∞n=1 6∈ l2.
Another problem posed in ([13],p.695) asks if there exists a complete
ONS which is simultaneously a convergence and a divergence system.
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B.S. Kashin indicated in [6] that this problem remains open. An affir-
mative answer was given by the author [8].
An ONS {ϕn}∞n=1 is called a Euclidean system if it is both a convergence
and a divergence system.
A system of functions {φn}∞n=1 defined on [a, b] is called uniformly
bounded if there exists M > 0 such that
‖φn‖L∞
[a,b]
≤M for all n ∈ N.
In the present paper we construct a uniformly bounded complete Eu-
clidean system. We prove the following
Theorem 1. For any M > 1 +
√
2 there exists a complete Euclidean
system Θ = {θn}∞n=1 in L2[0,1] such that
(1) ‖θn‖L∞
[0,1]
≤ M for all n ∈ N.
As an immediate corollary we obtain that Menshov’s theorem [10]
on the representation of measurable, almost everywhere finite, func-
tions by almost everywhere convergent trigonometric series can not be
extended to the class of uniformly bounded complete orthonormal sys-
tems. Moreover, the system Θ is not a representation system for the
classes Lr[0,1], 0 ≤ r < 2 if we want to represent the functions from
those classes by a series which converges pointwise on sets of positive
measure, even if those sets depend on the function. Other corollaries
of Theorem 1 can be find in [7].
In the theory of general orthogonal series uniformly bounded ONS
are one of the main objects that have been studied systematically. In
the survey article [13] Ul’yanov posed the problem of the existence of
complete uniformly bounded convergence system. It was motivated by
the known open problem about the a.e. convergence of the Fourier se-
ries. Giving an answer to Ul’yanovs problem Olevskii [11] constructed
such a convergence system. The idea of the construction can be de-
scribed as follows. At first step construct a complete ONS of bounded
functions which can be divided into two convergence systems such that
the second one is uniformly bounded. In the construction it is the
Rademacher system. Afterwards any element of the first convergence
system is “dissolved” by the Rademacher functions in such a way that
the resulting functions are uniformly bounded. This process is per-
formed by special orthogonal matrices. Those special matrices after-
wards were used for various constructions. It created among some ex-
perts an impression that those matrices are remarkable by themselves.
Probably this believe do not permit to some group of experts to admit
that those matrices were known in applied mathematics much earlier
as Haar matrices. We will return to the Haar matrices later on. The
important novelty in Olevskii’s construction was the idea of dissolu-
tion by orthogonal transformations of “bad” elements of a complete
ONS by “good” ones. Of course, at first one should be able to obtain
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a CONS for which such a construction can be applied. It should be
mentioned that the idea of sticking together orthogonal functions by
some orthogonal transformations was applied earlier by V. Kostitzin
[9]. We should also mention L.Carleson’s [2] famous article where it
was proved that the trigonometric system is a convergence system.
Let us explain what we understand by saying that some function
is “dissolved” by the Rademacher functions. Moreover, it is done in
a such way that the resulting functions are uniformly bounded. Let
M > 1 +
√
2 and suppose we have two functions φ0, φ1 such that
‖φ0‖∞ = λ ≥M and ‖φ1‖∞ ≤ 1,
then the orthogonal transformation of those functions by the matrix
(2) A0 =
( 1√
2
1√
2
1√
2
− 1√
2
)
will give two functions ψi =
1√
2
(φ0 + (−1)i−1φ1) (i = 1, 2) such that
‖ψi‖∞ ≤ 2−1/2(1 + λ) < λ i = 1, 2.
Repeating the process for the pairs (ψ1, φ3), (ψ2, φ4), where
‖φi‖∞ ≤ 1 (i = 3, 4)
and, if necessary, for the obtained new functions one can easily check
that on some step the obtained functions will have L∞[0,1]−norm less than
M. If we have an infinite subsystem of functions uniformly bounded by
C > 0 then the same process will give functions with L∞[0,1]−norm less
than C ·M. It seems that the solution of the following conjecture needs
some new ideas.
Conjecture 2. There is no complete Euclidean system {ϕn}∞n=1 in L2[0,1]
such that
|ϕn(t)| = 1 a.e. on [0, 1] for any n ∈ N.
The present paper consists of 5 sections. In Section 2 are given def-
initions and auxiliary results many of which can be consulted in the
previous papers [7] and [8] of the author. In Section 3 we repeat the
construction of two auxiliary complete orthonormal systems from [8],
where it was proved that those systems are convergence systems. At
the end of Section 3 a Euclidean system {Υk(x)}∞k=1 is constructed such
that by adding a subsystem of the Rademacher functions to {Υk(x)}∞k=1
we will obtain a complete orthonormal system. In Section 4 one can
find the proof that {Υk(x)}∞k=1 is a system of divergence. Moreover, we
prove an essentially stronger result (see Theorem 13) which is funda-
mental for the proof of Theorem 1. That the system Θ is a convergence
system follows immediately from Proposition 6 and from the construc-
tion of the auxiliary system {χk(x)}∞k=1.
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2. Definitions and auxiliary results
We repeat some notations from [7]. For [a, b] ⊂ R and k ∈ N let
Ek[a,b] =
{
f : f(x) = ai if x ∈
(
a + (i− 1)b− a
2k
, a+ i
b− a
2k
)}
,
where 1 ≤ i ≤ 2k and the inner product is defined in the same way
as in L2[a,b]. Further we ignore the values at the points of discontinuity
of functions from Ek[a,b]. In the paper we will use also the following
notation:
E j[a,b] = Ek[a,b]
L2
[a,b]⊕ Ek,j[a,b],
where j > k. In what follows we will denote by IE(x) the characteristic
function of a measurable set E.
One of the main tools in our construction will be the Menshov func-
tions Mk, k ≥ 3 which are odd 2−periodic functions defined on the real
line R and Mk ∈ Ek+1[−1,1]. For any natural k ≥ 3 we define Mk ∈ Ek+1[−1,1]
to be an odd 2−periodic function on the real line R satisfying to the
following equations:
Mk(x) =
{
1
8i
· 2 k2 , if x ∈ ( i−1
2k
, i
2k
) 1 ≤ |i| ≤ 2k − 1,
0, if x ∈ (− 1
2k
, 0) ∪ (1− 1
2k
, 1).
Denote Mk,i(x) = Mk(x− i · 2−k) where i ∈ N.
The following lemma was proved in [7].
Lemma 3. For any k ∈ N there exist an orthonormal system {f ik}2
k−1
i=0
in L2[−2,2] such that
f ik(x) =
{
Mk,i(x), if x ∈ [−1, 1];
0, if x ∈ [−2,−1);
(3)
∫ 2
−2
f ik(x)dx = 0 for all 0 ≤ i ≤ 2k − 1,
and f ik|[1,2] ∈ Ek+1[1,2] .
The Haar functions are defined in the following way: for all t ∈ [0, 1]
we will take h1(t) = 1 and for k = 0, 1, 2, . . . ; j = 1, 2, . . . , 2
k, let
h
(k)
j (t) =
 2
k
2 , if 2j−2
2k+1
< t < 2j−1
2k+1
;
−2 k2 , if 2j−1
2k+1
< t < 2j
2k+1
;
0, otherwise.
If n = 2k + j we denote hn = h
(k)
j . The closure of the support of a the
Haar function hn will be denoted by ∆n or by ∆
(k)
j . It can be easily
checked that for any k ∈ N the Haar functions {hn}2kn=1 constitute an
orthonormal basis in the space Ek[0,1].
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Recall orthogonal Haar matrices Hk, k ∈ N, that arise from the Haar
system. For any k ∈ N we take the midpoints x(k)j = (j − 12)2−k of the
intervals ∆
(k)
j = (
j−1
2k
, j
2k
) and set
Hk =
(
a
(k)
ij
)
1 ≤ i, j ≤ 2k, k ∈ N,
where
(4) a
(k)
ij = 2
− k
2hi(x
(k)
j ).
The Rademacher system {rn(t)}∞n=0 is an orthonormal system of
functions defined on the closed interval [0, 1]. It is convenient for us
to consider the Rademacher functions defined on the real line:
rn(t) = sgn (sin 2
n+1πt) t ∈ R, n = 0, 1, . . . .
For our construction it is useful to note that
(5) rn(·) ∈ En,n+1[0,1] , hn1 (·) ∈ En,n+1[0,1] for all n ∈ N.
We also need the following two lemmas from [8](see Lemma 2.9 and
Lemma 2.7).
Lemma 4. Let {fk}N+1k=1 be a collection of functions on [0, 1] such that
for any {ak}N+1k=1 ⊂ R∫
[0,1]
sup
m
∣∣∣∣ m∑
k=1
akfk(x)
∣∣∣∣2dx ≤ C N+1∑
k=1
a2k
for some C > 0. Then for any {bk}N+1k=1 ⊂ R∫
[0,1]
max
1≤m≤N
∣∣∣∣ m∑
k=1
bk f˜k(x)
∣∣∣∣2dx ≤ 14C N∑
k=1
b2k,
where
f˜j(x) = −δN
N∑
i=1
fi+1(x) + fj+1(x) +
1√
N + 1
f1(x) (1 ≤ j ≤ N),
and δN =
1
N
(1 + 1√
N+1
).
We give the proof of the following lemma because the value of the
constant Cp is adjusted. Of course the exact value of the constant is
not important for the proof of the main result but the lemma may be
interesting by itself.
Lemma 5. Let f ∈ Lp[0,1], 1 ≤ p <∞ and
Λf(t) := |{x ∈ [0, 1] : |f(x)| > t}|.
Define
f ♮p(x) = 2
k/pf
(
2k(x− 2−k)
)
when x ∈ (2−k, 2−k+1], k ∈ N.
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Then
Λf♮p(t) ≤ Cpt−p‖f‖pp, where Cp =
2
p(21/p − 1) .
Proof. The proof is straightforward. We have that
Λf♮p(t) =
∞∑
k=1
|{x ∈ (2−k, 2−k+1] : |f ♮(x)p| > t}|
=
∞∑
k=1
2−k|{x ∈ [0, 1] : |f(x)| > 2−k/pt}| =
∞∑
k=1
2−kΛf(2
−k/pt).
Afterwards, we write
2−kΛf(2
−k/pt) = t−p(2−k/pt)p−1Λf(2
−k/pt)(2−k/p − 2− k+1p )t · 1
1− 2−1/p .
Observe that
(2−(k+1)/pt)p−1Λf(2
−k/pt) ≤ xp−1Λf(x) if x ∈ (2−
k+1
p t, 2−
k
p t)
Hence,
(2−(k+1)/pt)p−1Λf(2
−k/pt)(2−k/p − 2− k+1p )t ≤
∫ 2− kp t
2
−
k+1
p t
xp−1Λf(x)dx
and the proof is easily finished recalling the formula
‖f‖pp = p
∫∞
0
tp−1Λf(x)dx. 
Recall that a system of functions {fk}∞k=1 defined on [0, 1] is called
an Sp−system (2 < p <∞) if for any {ak}Nk=1 ⊂ R∥∥∥∥ m∑
k=1
akfk(·)
∥∥∥∥
p
≤ Cp
(
N∑
k=1
a2k
)1/2
for some Cp > 0. The following result is well known (see [3]).
Proposition 6. Let {fk}∞k=1 be an Sp−system (2 < p <∞). Then for
any {ak}∞k=1 ∈ l2∥∥∥∥ sup
m
m∑
k=1
akfk(·)
∥∥∥∥
p
≤ C ′p
( ∞∑
k=1
a2k
)1/2
for some C ′p > 0.
The Khintchine inequalities (see [5]) show that the Rademacher sys-
tem is an Sp−system (2 < p < ∞). The definition of a set(system) of
independent functions can be consulted in [5], [3] and others.
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3. Construction of a CONS of bounded functions
For the completeness of the exposition we repeat the construction
of two auxiliary complete orthonormal systems from [8]. For the con-
venience of the reader we will maintain some notations of the cited
paper.
3.1. Construction of the first auxiliary CONS. We suppose that
the orthonormal set of functions {f ik}2
k−1
i=0 , k ∈ N defined in Lemma 3
are extended periodically with period 4 on the whole line and define
gi1(x) =
{
2f i2(8x− 2), if x ∈ [0, 12 ];
r9+i(x)I( 1
2
,1], if x ∈ (12 , 1],
for 0 ≤ i ≤ 22− 1. It is easy to check that the functions {gi1(x)}3i=0 are
orthonormal in the space L2[0,1]. Let k1 be the smallest natural number
such that
gi1 ∈ Ek1[0,1] 0 ≤ i ≤ 22 − 1.
We take a set of orthonormal functions
ψν ∈ Ek1+2[0,1] , 1 ≤ ν ≤ 2k1+2 − 6 = m1,
ψ1(t) = 1 if t ∈ [0, 1], that are orthogonal in L2[0,1] to the functions
(6) gi1(0 ≤ i ≤ 22 − 1), rk1 and h(k1+1)1 .
By (5) it is obvious that the functions (6) constitute an orthonormal
set of functions. According to our construction the set of the functions
{gi1(x)}3i=0
⋃
{rk1}
⋃
{h(k1+1)1 }
⋃
{ψν(x)}m1ν=1
is an orthonormal basis in Ek1+2[0,1] .
At the n−th step, n > 1, of our construction we define
ĝin(x) =

n−12n
2
f i2n
(
22n
2+2(x− 2−2n2)
)
if x ∈ [0, 2−2n2];
n−12
k
2 f i2n
(
2k+2(x− 2−k)
)
if x ∈ (2−k, 2−k+1],
and 2 ≤ k ≤ 2n2;
rkn−1+4+i(x)I( 1
2
,1], if x ∈ (12 , 1],
and 0 ≤ i ≤ 22n − 1. Then as above we extend the functions ĝin, 0 ≤
i ≤ 22n − 1 periodically with period 1 to the whole line and denote
(7) gin(x) = ĝ
i
n(2
kn−1+2n2+2x) for all 0 ≤ i ≤ 22n − 1.
It is easy to check that the functions {gin(x) : 0 ≤ i ≤ 22n − 1} are
orthonormal in the space L2[0,1] and if kn is the smallest natural number
such that
gin ∈ Ekn[0,1] for all 0 ≤ i ≤ 22n − 1,
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then by the definition of the set of functions {ĝin(x) : 0 ≤ i ≤ 22n − 1}
(7) and Lemma 3
gin ∈ Ekn−1+1,kn[0,1] 0 ≤ i ≤ 22n − 1.
We take a set of orthonormal functions
ψν ∈ Ekn−1+2,kn+2[0,1] , mn−1 + 1 ≤ ν ≤ 2kn+2 − 22n − 2 = mn,
that are orthogonal in L2[0,1] to the functions
rkn, h
(kn+1)
1 and g
i
n for all (0 ≤ i ≤ 22n − 1).
As above we conclude that the set of functions
{gin(x)}2
2n−1
i=0
⋃
{rkn(x)}
⋃
{h(kn+1)1 (x)}
⋃
{ψν(x)}mnν=mn−1+1
is an orthonormal basis in Ekn−1+2,kn+2[0,1] . Hence,
∞⋃
n=1
{gin(x)}2
2n−1
i=0
⋃
{rkn(x)}∞n=1
⋃
{h(kn+1)1 (x)}∞n=1
⋃
{ψν(x)}∞ν=1
is a CONS in L2[0,1]. From our construction if follows immediately that∫
∆
(k)
ν
( 22n−1∑
i=0
aig
i
n(x)
)2
dx = |∆(k)ν |
22n−1∑
i=0
a2i
for any ∆
(k)
ν = (ν−12k ,
ν
2k
), where 1 ≤ ν ≤ 2k, 1 ≤ k ≤ kn−1 + 2n2 + 2.
Moreover, by (3) we obtain that for any ω ∈ R
(8)
∫
∆
(k)
ν
(
ω +
22n−1∑
i=0
aig
i
n(x)
)2
dx = |∆(k)ν |
(
ω2 +
22n−1∑
i=0
a2i
)
.
We also have that for any n ∈ N
(9) ‖ψν‖∞ ≤
√
2kn+2 for all mn−1 + 1 ≤ ν ≤ mn, m0 = 0
just because they belong to the space Ekn+2[0,1] . Note also that
(10) mn < 2
kn+2 for any n ∈ N.
According to our construction and Lemma 3 of [7] the following
assertion holds.
Proposition 7. For all n ∈ N and for any collection of nontrivial
functions
Fj(x) =
2j+2−1∑
i=1
a
(j)
i g
i
j(x) 1 ≤ j ≤ n
the functions {Fj(x), rkj(x)}nj=1 constitute a set of independent func-
tions.
The following propositions were proved in [8]
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Proposition 8. For any sequence {cν}∞ν=1 ∈ l2∫
[0,1]
sup
n
|
mn∑
ν=1
cνψν(x)|2dx ≤ C
∞∑
ν=1
c2ν ,
for some C > 0 independent of the coefficients.
Proposition 9. The system {gin(x) : 0 ≤ i ≤ 22n − 1}∞n=1 is an or-
thonormal system of convergence.
3.2. Construction of the second auxiliary CONS. In this section
our aim is to transform the set of orthogonal functions
{h(kn+1)1 (x)}∞n=1
⋃
{ψν(x)}∞ν=1
into an orthonormal system of convergence {ξl(x)}∞l=1. We will do that
by the help of the orthogonal matrices (see [7], Proposition 1)
KN = (κ(N+1)ij ) =

1√
N+1
1√
N+1
1√
N+1
· · · 1√
N+1
1− δN −δN · · · −δN 1√N+1
−δN 1− δN · · · −δN 1√N+1
· · · · · · ·
−δN −δN · · · 1− δN 1√N+1
 ,
where δN =
1
N
(1 + 1√
N+1
). Moreover, we will obtain some estimates on
‖ξl‖L∞
[ηl,1]
, where ηl → 0 as l →∞. Let
q0 = 0, qn =
(
22(kn+1) − 1) (mn −mn−1) for any n ∈ N
and put
(11) p(n) = 22(kn+1) and qν(n) =
n−1∑
i=1
qi+(ν−mn−1−1)(22(kn+1)−1)
for all n ∈ N and ν(mn−1 + 1 ≤ ν ≤ mn).
Afterwards for any ν(mn−1 + 1 ≤ ν ≤ mn) and 1 ≤ j ≤ p(n) we
define
(12) φνj (x) = κ
(p(n))
1j ψν(x) +
p(n)∑
i=2
κ
(p(n))
ij h
kqν(n)+i−1+1
1 (x).
By (9) and (11),(12) we have that for any ν ∈ [mn−1 + 1, mn] ∩ N
(13) |φνj (x)| ≤
√
2−kn ∀ x ∈ [2−kqν(n)−1, 1] and ∀j ∈ [1, p(n)] ∩ N.
From (9),(10) and (12) follows that for any ν ∈ [mn−1+1, mn]∩N and
any n ∈ N
(14) φνj · I[2−kn−2,1] ∈ Ekn+2[0,1] for 1 ≤ j ≤ p(n).
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In order to enumerate the obtained functions we put
(15) ρ0 = 0, ρn =
n∑
j=1
22(kj+1)(mj −mj−1)
and denote
ρν(n) = ρn−1 + (ν −mn−1 − 1)22(kn+1)
for all n ∈ N and ν(mn−1 + 1 ≤ ν ≤ mn). Afterwards we denote
(16) ξl(x) = φ
ν
j (x) if l = ρν(n) + j, 1 ≤ j ≤ p(n)
and mn−1+1 ≤ ν ≤ mn. Hence, from (14) it follows that for any l ∈ N
such that
(17) ρn−1 < l ≤ ρn
and any dyadic interval ∆
(kn+2)
ν = ( ν−12kn+2 ,
ν
2kn+2
), where 2 ≤ ν ≤ 2kn+2
the function ξl is constant on the interval ∆
(kn+2)
ν :
(18) ξl(x) = ω
l
ν for x ∈ ∆(kn+2)ν (2 ≤ ν ≤ 2kn+2).
Thus, according to our construction, the set of functions
∞⋃
n=1
{gin(x)}2
2n−1
i=0
⋃
{rkn(x)}∞n=1
⋃
{ξl(x)}∞l=1
is a CONS in L2[0,1].
We also have
Proposition 10. For any sequence {cl}∞l=1 ∈ l2
(19)
∫
[0,1]
sup
n
|
mn∑
l=1
clξl(x)|2dx ≤ C
∞∑
l=1
c2l ,
for some C > 0 independent of coefficients.
Proof. The Proposition 10 follows immediately from Proposition 8 and
Lemma 4. We should check that the conditions of Lemma 4 are satisfied
for the system {h(kn+1)1 (x)}∞n=1.
If we denote h(x) =
∑∞
n=1 aknh
(kn+1)
1 (x) then its orthogonal projec-
tion P (f) onto the subspace Ekm+2[0,1] equals
|∆(km+2)ν |−1
∫
∆
(km+2)
ν
h(t)dt on the interval∆(km+2)ν , 1 ≤ ν ≤ 2km+2.
Thus |∑mn=1 aknh(kn+1)1 (x)| can be estimated by the Hardy-Littlewood
maximal function of f . Hence, applying the L2[0,1] → L2[0,1] boundedness
of the indicated operator (cf. [14]) we finish the proof. 
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3.3. Construction of a Euclidean system of bounded functions.
On this step we construct a Euclidean system of bounded functions by
transformation of finite collections of functions from the ONS
∞⋃
n=1
{gin(x)}2
2n−1
i=0
⋃
{ξl(x)}∞l=1
applying the orthogonal matrices KN . For any n ∈ N we put l(n) =
22n + 1 and define
(20) Υnj (x) = κ
(l(n))
1j ξn(x) +
22n+1∑
i=2
κ
(l(n))
ij g
i−2
n (x) 1 ≤ j ≤ 22n + 1.
Evidently, the obtained system of functions{
{Υnj (x)}2
2n+1
j=1
}∞
n=1
is again an ONS. We enumerate them in the natural order: for
(21) µ0 = 0, µm = µm−1 + 2
2m + 1
we put
(22) Υk(x) = Υ
m
j (x) if k = µm−1 + j, where 1 ≤ j ≤ 22m + 1.
Theorem 11. The ONS {Υk(x)}∞k=1 is a system of convergence.
Proof. The theorem is an immediate consequence of Lemma 4 and
Propositions 9 and 10. 
Theorem 12. The ONS {Υk(x)}∞k=1 is a system of divergence.
The proof of Theorem 12 is a particular case of the proof of Theorem
13 which will be given in the next section. However, while explaining
the idea of the construction of the system Θ we will refer the system
{Υk(x)}∞k=1 as a Euclidean system.
4. A uniformly bounded complete Euclidean system
We have constructed a Euclidean system {Υk(x)}∞k=1 such that
(23) {Υk(x)}∞k=1
⋃
{rkn(x)}∞n=1
is a complete ONS. If we enumerate the system (23) in some order
then a priori it is not clear that the obtained system will be a complete
Euclidean system . Evidently it will be a convergence system. Whether
the obtained system is a divergence system or not is far from being
clear. In our particular case this problem is solved mainly with the
help of Proposition 7. Moreover, for the proof of Theorem 1 we need
a stronger property which we explain after enumerating the system
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{Υk(x)}∞k=1
⋃{rkn(x)}∞n=1 in a special way. Let M > √2 + 1, be the
constant from Theorem 1 and let l0 ∈ N be such that√
2−l0 < M −
√
2− 1.
Afterwards, we put
χ
(i)
0 (x) = rki(x), 1 ≤ i ≤ ν0,
where ν0 ∈ N is such that
Υ1 ∈ Ekν0[0,1].
Then we define
χ
(1)
1 (x) = Υ1(x) and χ
(i)
1 (x) = rkν0+i−1(x), 1 < i ≤ 2n1 ,
where n1 ∈ N is such that n1 ≥ kν0 + l0
Υ2 ∈ Ekν1[0,1] and ν1 = 2n1 + ν0.
In the same way for any j ≥ 2 we define
(24) χ
(1)
j (x) = Υj(x) and χ
(i)
j (x) = rkνj−1+i−1(x), 1 < i ≤ 2nj ,
where nj ∈ N is such that nj ≥ kνj−1 + l0
(25) Υj+1 ∈ Ekνj[0,1] and νj = 2nj + νj−1.
If we transform the functions
(26) Υj(x), rkνj−1+i(x), 1 < i ≤ 2nj
by the Haar matrix Hnj then it is easy to check that the obtained
orthonormal functions are bounded by the constant M.
By (20)–(22) we can consider that the numbers kνj−1 are chosen so
that for any m ∈ N
(27) Υj ∈ E
kνµm−1
[0,1] for all µm−1 + 1 ≤ j ≤ µm.
Denote
(28) χk(x) = χ
(k)
0 (x), where 1 ≤ k ≤ ν0
(29) χk(x) = χ
(i)
j (x), where k = νj−1 + j + i− 1;
1 ≤ i ≤ νj−1 + 2nj and j ≥ 1.
Then the system {χk(x)}∞k=1 will be a complete ONS. Moreover, the
following assertion is true.
Theorem 13. For any {ak}∞k=1 /∈ l2 the partial sums
(30) Sj(x) =
νj+j−1∑
k=1
akχk(x), j ∈ N,
diverge a.e. on [0, 1], when j → +∞.
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4.1. Proof of Theorem 13. Let us rewrite the series
∑∞
k=1 akχk(x)
as
(31)
ν0∑
i=1
a
(i)
0 χ
(i)
0 (x) +
∞∑
j=1
2nj∑
i=1
a
(i)
j χ
(i)
j (x)
and observe that the partial sums
ν0∑
i=1
a
(i)
0 χ
(i)
0 (x) +
N∑
j=1
2nj∑
i=1
a
(i)
j χ
(i)
j (x)
coincide with the corresponding partial sums (30).
If
∑∞
j=1 |a(1)j |2 < +∞ then by Theorem 11 and well known properties
of the Rademacher system (see [14]) we immediately obtain that the
sequence (30) diverges a.e. when j → +∞. Thus we have to consider
only the case when
(32)
∞∑
k=1
|a(1)k |2 = +∞.
For any m ∈ N we put
(33) αmj = a
(1)
k if k = µm−1 + j, where 1 ≤ j ≤ 22m + 1.
According to the construction we have
µm∑
k=µm−1+1
2nk∑
i=1
a
(i)
k χ
(i)
k (x) =
µm∑
k=µm−1+1
a
(1)
k Υk(x) + Ψm(x)(34)
=
22m+1∑
j=1
αmj Υ
m
j (x) + Ψm(x)(35)
= βmξm(x) +
22m−1∑
i=0
γimg
i
m(x) + Ψm(x),(36)
where
(37) Ψm(x) =
µm∑
k=µm−1+1
2nk∑
i=2
a
(i)
k χ
(i)
k (x) =
µm∑
k=µm−1+1
2nk∑
i=2
a
(i)
k rki+νj−1−1(x)
and
βm =
1√
22m + 1
22m+1∑
j=1
αmj =
∫ 1
0
[
22m+1∑
j=1
αmj Υ
m
j (x)]ξm(x)dx.
Let
M2m =
µm∑
k=µm−1+1
|a(1)k |2 = (βm)2 +
22m−1∑
i=0
(γim)
2.
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The Cauchy inequality yields
|βm| ≤ Mm for all m ∈ N.
For any ǫ ∈ (0, 1] we denote
Ωǫ =
{
m ∈ N : ǫ
4
Mm ≤ |βm|
}
and
Ωcǫ = N \ Ωǫ =
{
m ∈ N : ǫ
4
Mm > |βm|
}
.
Evidently Ωǫ ⊇ Ωδ for any 0 < ǫ < δ ≤ 1. The proof will be divided
into two main parts.
4.1.1. The case
∑∞
s=1M2m(s) = +∞, for some {m(s)}∞s=1 ⊂ Ωǫ. Sup-
pose {m(s)}∞s=1 ⊂ Ωǫ is any subsequence of natural numbers in Ωǫ such
that
(38)
∞∑
s=1
M2m(s) = +∞.
Without loss in generality we can suppose that
(39) 2−s ≤Mm(s)
because (38) remains true after deleting the terms that does not satisfy
the condition (39). Let
(40) Svm(x) =
v∑
k=µm−1+1
2nk∑
i=1
a
(i)
k χ
(i)
k (x) =
v∑
k=µm−1+1
a
(1)
k Υk(x) + Ψ
v
m(x),
where µm−1 + 1 ≤ v ≤ µm and
(41) Ψvm(x) =
v∑
k=µm−1+1
2nk∑
i=2
a
(i)
k χ
(i)
k (x) =
v∑
k=µm−1+1
2nk∑
i=2
a
(i)
k rki+νk−1−1(x).
We put
σ∗m(x) = sup
1≤l≤22m
∣∣∣∣ l∑
j=1
αmj Υ
m
j (x)
∣∣∣∣
= sup
1≤l≤22m
∣∣∣∣ l∑
j=1
αmj
(
1√
22m + 1
ξm +
22m+1∑
i=2
κ
(22m+1)
ij g
i−2
m (x)
)∣∣∣∣.
By (18),(17) we will have that for
(42) ρn−1 < m ≤ ρn and x ∈ ∆(kn+2)ν , 2 ≤ ν ≤ 2kn+2
σ∗m(x) = sup
1≤l≤22m
∣∣∣∣ l∑
j=1
αmj
(
1√
22m + 1
ωmν +
22m+1∑
i=2
κ
(22m+1)
ij g
i−2
m (x)
)∣∣∣∣.
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If we denote by ns the number that corresponds to n in the condition
(42) when m is replaced by m(s) it is easy to observe (see (15), (42))
that
m(s) > ns + 2 for all s ≥ 4.
Thus if x ∈ ∆(km−1+2)ν , where ν is such that 2km−1−kn+1 ≤ ν ≤ 2km−1+2
then
σ∗m(x) = sup
1≤v≤22m
∣∣∣∣ v∑
j=1
αmj
(
1√
22m + 1
ω∗ν +
22m+1∑
i=2
κ
(22m+1)
ij g
i−2
m (x)
)∣∣∣∣,
where ω∗ν = ω
m
ν1
for ∆
(km−1+2)
ν ⊂ ∆(kn+2)ν1 .
For any s ∈ N we define τs ∈ N so that
(43)
√
2τs−1Mm(s) < 1 ≤
√
2τsMm(s),
otherwise we put τs = 2.
Hence by (39) we will have that
2 ≤ τs ≤ 2s+ 1 for all s ∈ N.
Define
Es,ν = {x ∈ ∆(km(s)−1+2)ν : I[2−τs ,2−τs+1](2km(s)−1+2m(s)
2+2x) = 1},
1 ≤ ν ≤ 2km(s)−1+2,
where we suppose that the characteristic function IE is extended with
the period 1 to the whole line. Evidently,
(44) |Es,ν| = 2−τs |∆(km(s)−1+2)ν |.
Then we write
σ∗m(s)(x) ≥ sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j g
j−1
m(s)(x)|
− δ22m(s)+1
∣∣∣∣ δ−122m(s)+1ω∗ν√22m(s) + 1 −
22m(s)∑
j=1
gj−1m(s)(x)
∣∣∣∣ 22m(s)∑
j=1
|αm(s)j |
= σ̂∗m(s)(x)− R̂sν(x) if x ∈ Es,ν
(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2).
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Applying the equality (8) we obtain
∫
Es,ν
R̂sν(x)dx ≤
√
|Es,ν |
(∫
Es,ν
(R̂sν(x))
2dx
) 1
2
≤ 4Mm(s)
√
|Es,ν | 1√
22m(s) + 1
×
∫
Es,ν
(
(22m(s) + 1)(ω∗ν)
2 +
22m(s)+1∑
j=1
(gj−1m(s)(x))
2
)
dx
 12
≤ 4|Es,ν|Mm(s)
√
(ω∗ν)2 +m(s)−2
≤ 4
√
2−kns +m(s)−2 |Es,ν|Mm(s)
for all ν(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2).
The last inequality follows from the conditions (13),(16) and (18).
On the other hand by the definition of the functions ĝin(x) and (7) we
deduce that for all ν(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2)
∫
Es,ν
σ̂∗m(s)(x)dx
=
∫
Es,ν
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j ĝ
j−1
m(s)(2
km(s)−1+2m(s)
2+2x)|dx
= |∆(km(s)−1+2)ν |
∫ 2−τs+1
2−τs
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j ĝ
j−1
m(s)(x)|dx
= m(s)−12
τs
2 |∆(km(s)−1+2)ν |
×
∫ 2−τs+1
2−τs
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j f
j−1
2m(s)(2
τs+2x− 4)|dx
= m(s)−12−
τs
2 |∆(km(s)−1+2)ν |
∫ 4
0
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j f
j−1
2m(s)(y))|dy
≥ 2 τs2 |Es,ν |
6
2−m(s)
∣∣∣∣ 22m(s)∑
j=1
α
m(s)
j
∣∣∣∣.
In order to obtain the last two inequalities we have applied consecu-
tively Lemma 2 and Lemma 1 of [7]. In the last inequality we applied
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also the equality (44). We have that
|
22m(s)∑
j=1
α
m(s)
j | ≥ |
22m(s)+1∑
j=1
α
m(s)
j | − |αm(s)22m(s)+1|
≥
∣∣∣∣ 22m(s)+1∑
j=1
α
m(s)
j
∣∣∣∣−Mm(s) ≥ 12
∣∣∣∣ 22m(s)+1∑
j=1
α
m(s)
j
∣∣∣∣
for any m(s) ≥ Nǫ, where Nǫ = 2 log2(8ǫ ). Hence, for any m(s) ≥ Nǫ,
we have ∫
Es,ν
σ̂∗m(s)(x)dx ≥ 2
τs
2
|Es,ν|
12
2−m(s)
∣∣∣∣ 22m(s)+1∑
j=1
α
m(s)
j
∣∣∣∣.
Thus if we take N̂ǫ ≥ Nǫ so that
4
√
2−kns +m(s)−2 <
ǫ
96
when m(s) > N̂ǫ
then we will obtain that for all ν(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2)∫
Es,ν
σ∗m(s)(x)dx ≥
∫
Es,ν
σ̂∗m(s)(x)dx−
∫
Es,ν
R̂m(s)ν (x)dx
≥ 2 τs2 |Es,ν|
6
2−m(s)
∣∣∣∣ 22m(s)+1∑
j=1
α
m(s)
j
∣∣∣∣
− 4
√
2−kns +m(s)−2|Es,ν|Mm(s)
≥ 2 τs2 |Es,ν|
96
ǫMms .
Applying the Menshov-Rademacher theorem by the definition of the
functions ĝin(x) and (7) we have that∫
Es,ν
|σ̂∗m(s)(x)|2dx
=
∫
Es,ν
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j ĝ
j−1
m(s)(2
km(s)−1+2m(s)
2+2x)|2dx
= |∆(km(s)−1+2)ν |
∫ 2−τs+1
2−τs
sup
1≤v≤22m(s)+1
|
v∑
j=1
α
m(s)
j ĝ
j−1
m(s)(x)|2dx
= m(s)−22τs|∆(km(s)−1+2)ν |
×
∫ 2−τs+1
2−τs
sup
1≤v≤22m(s)
|
v∑
j=1
α
m(s)
j f
j−1
2m(s)(2
τs+2x− 4)|2dx
≤ C2|∆(km(s)−1+2)ν |
(
m(s) + 2
m(s)
)2
M2m(s) ≤ 4C2|∆
(km(s)−1+2)
ν |M2m(s),
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where C > 0 is an absolute constant. Hence, if m(s) > N̂ǫ(∫
Es,ν
(σ∗m(s)(x))
2dx
) 1
2
≤
(∫
Es,ν
(σ̂∗m(s)(x))
2dx
) 1
2
+
(∫
Es,ν
(R̂sν(x))
2(x)dx
) 1
2
≤ 2C|∆(km(s)−1+2)ν | 12Mm(s)
+|∆(km(s)−1+2)ν | 12Mm(s) ≤ (2C + 1)|∆(km(s)−1+2)ν | 12Mm(s)
for any ν(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2).
For the function σ∗m(s) we apply Lemma C of [7] (see also [5], p.8) to
estimate the Lebesgue measure of the set
E∗s,ν =
{
x ∈ Es,ν : σ∗m(s)(x) ≥
2
τs
2 ǫ
200
Mm(s)
}
.
After normalizing the Lebesgue measure on the set Es,ν and easily
computing the increase of the norms L1 and L2 we will obtain that for
any ν(2km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2), m(s) ∈ Ωǫ, ms ≥ N̂ǫ
|Es,ν|−1|E∗s,ν| ≥
(
2
τs
2 |Es,ν | 12 ǫ
400(2C + 1)|∆(km(s)−1+2)ν | 12
)2
=
(
ǫ
400(2C + 1)
)2
= Cǫ > 0.
By (26) and (27) we observe (see (40),(41)) that for any t ∈ R∣∣∣∣{x ∈ Es,ν : Svm(x) > t}∣∣∣∣ = {x ∈ Es,ν : Svm(x)− 2Ψvm(x) > t}∣∣∣∣.
Hence if we define
S∗m(x) = sup
µm−1+1≤v≤µm
|Svm(x)|
then we obtain that the measure of the set
Eˆs,ν =
{
x ∈ Es,ν : S∗m(s)(x) ≥
2
τs
2 ǫ
200
Mm(s)
}
is greater than or equal 1
2
|E∗s,ν|.
The sequence of partial sums (30) diverges a.e. on the set
E = lim sup
s
2kms−1+1⋃
ν=2
km(s)−1−kns+1
Eˆs,ν
when j → +∞. By (44) and (43) it follows that for any dyadic interval
∆
(km(s)−1+2)
ν (2
km(s)−1−kns+1 ≤ ν ≤ 2km(s)−1+2)
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}∣∣∣∣ ≥ Cǫ2−τs−1|∆(km(s)−1+2)ν |
≥ 1
4
CǫM2ms|∆
(km(s)−1+2)
ν |.
Hence one easily derives that |E| = 1.
4.1.2. The case
∑
m∈Ωǫ M2m < +∞ for all ǫ ∈ (0, 1]. The proof of this
part is similar to the proof given in [7]. In this case we have that
(45)
∑
m∈Ωcǫ
M2m = +∞ ∀ǫ ∈ (0, 1].
Let {mj(ǫ)}∞j=1 = Ωcǫ, where
m1(ǫ) < m2(ǫ) < · · · < mj(ǫ) < mj+1(ǫ) < · · ·
and study two subcases.
a) When lim supjMmj(ǫ) > 0 for some ǫ ∈ (0, 1]);
b) When limj→∞Mmj(ǫ) = 0 for any ǫ ∈ (0, 1].
In the case a) the reader must take into account the conditions (24)
and (27) to assure that the Rademacher functions that appear between
the functions Υj(µm−1 + 1 ≤ j ≤ µm) do not affect on the proof.
The proof of Theorem 13 in the case b) is also similar to the proof
given in [7] for the corresponding case. Here one should use the con-
ditions (24), (27) and Proposition 7 to guarantee that the same argu-
ments work. Thus the proof of Theorem 13 is finished.
5. Construction of the system Θ
As we have explained in Section 4 we will obtain the system Θ with
the help of corresponding orthogonal transformations. It is easy to
check that dissolution process will work if instead of the matrix (2) one
takes any 2 × 2 orthogonal matrix with elements by modulus strictly
less than one. The advantage of the matrix (2) resides, particularly, on
the fact that the elements of the first row of the resulting matrix are
equal. In fact if we apply the process 2n − 1 times then we will obtain
the Haar matrix. But for our purposes we do not need such details.
We define
(46) θi(x) = χ
(i)
0 (x), 1 ≤ i ≤ ν0.
Afterwards any block of functions χ
(i)
j (x)(1 < i ≤ 2nj) will be trans-
formed by the corresponding orthogonal matrix Hnj .
We define
(47) θ
(i)
j (x) =
2nj∑
k=1
a
(j)
ki χ
(k)
j (x) 1 ≤ i ≤ 2nj ; j ∈ N
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(see (4)) and denote
(48) θk(x) = θ
(i)
j (x), where k = ̟j−1 + i;
1 ≤ i ≤ 2nj , j ∈ N and ̟j = ν0 +
j∑
l=1
2nl.
By (46)-(48) and the definition of the orthogonal matrices Hj we obtain
that Θ = {θk(x)}∞k=1 is a complete ONS and (1) holds. Moreover, we
also have that for any collection of coefficients {ci}2nji=1 and any j ∈ N
2nj∑
i=1
ciθ
(i)
j (x) =
2nj∑
i=1
biχ
(i)
j (x),
where
2nj∑
i=1
|ci|2 =
2nj∑
i=1
|bi|2.
Hence from Theorem 13 follows that Θ is a divergence system. To show
that the system Θ is a convergence system we observe that the system
θ
(i)
j (x)− 2−
nj
2 χ
(1)
j (x) 1 ≤ i ≤ 2nj ; j ∈ N
is an Sp system for any p > 2. From (24) we decompose any function
θk(x), k > ν0 in the following form:
θ
(i)
j (x) = 2
−nj
2 Υj(x) +
[
θ
(i)
j (x)− 2−
nj
2 χ
(1)
j (x)
]
1 ≤ i ≤ 2nj ; j ∈ N
Hence by Theorem 11 and Proposition 6 we easily obtain that Θ is a
convergence system. Proof of Theorem 1 is finished.
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