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11 JOHDANTO 
Tietotekniikan virtualisointi on viime vuosina noussut tärkeäksi osaksi 
yritysten IT-ympäristöä. Vuonna 2008 virtuaalipalvelimien osuus on noussut 
jo viiteentoista prosenttiin kaikista palvelimista. Vuoteen 2010 mennessä on 
virtuaalipalvelimien osuudeksi arvioitu jopa 40 % [1].  
Palvelin on raskaaseen käyttöön tarkoitettu tietokone, joka sisältää 
tiedostoja ja resursseja. Palvelin palvelee nimensä mukaisesti toisia 
verkossa olevia laitteita ja jakaa sisällään olevia tietoja muille verkossa 
sijaitseville laitteille. Palvelimet ovat tavallisesti verkon keskipisteitä, ja ne 
käsittelevät muiden verkkoon liitettyjen tietokoneiden pyyntöjä. Palvelimen 
etuna on se, että tärkeät tiedot pysyvät yhdessä paikassa, missä niitä 
voidaan hallita keskitetysti [2]. Palvelimien tarkoituksena on tarjota yritykselle 
käytettävyydeltään ja luotettavuudeltaan mahdollisimman korkeatasoinen 
toimintaympäristö, jolla taataan yritykselle elintärkeä liiketoiminnan sujuvuus. 
Tavallisesti palvelimen käyttöikä vaihtelee vuodesta kolmeen vuoteen, jonka 
jälkeen palvelin tulee vaihtaa uuteen vikaantumisriskin kasvaessa. 
Palvelimien uusiminen muutaman vuoden välein on suuri kustannuserä 
yrityksille.
Palvelimien virtualisoinnissa yhdelle fyysiselle palvelimelle voidaan asentaa 
useita vieraskäyttöjärjestelmiä, jolloin käyttöjärjestelmä jäljittelee 
toimintatilaa, kuin se olisi asennettu fyysiseen palvelimeen. Virtualisoinnilla 
pyritään vähentämään fyysisten palvelimien määrää, helpottamaan 
palvelimien hallittavuutta ja vähentämään yritykselle aiheutuvia IT-
kustannuksia. Lisäksi palvelimien poisto ja käyttöönotto helpottuu. 
Tässä työssä tutkitaan palvelimien virtualisointia käyttäen VMWare 
Infrastructure 3 -tuotetta. Työn tavoitteena on virtualisoida yrityksen 
tuotantopalvelimia, joiden takuu on loppumassa tai on jo loppunut. Lisäksi 
tavoitellaan keskeistä palvelimien hallintaa IT-henkilöstön jokapäiväisten 
ylläpitotöiden helpottamiseksi. Virtuaaliympäristö asennetaan Dell 
PowerEdge 1950- sekä Dell PowerEdge 2950 -palvelimille, jotka käyttävät 
EMC Clariion CX3-10 iSCSI SAN -levyjärjestelmää. 
2Työn alussa esitellään virtualisointiteknologiaa yleisesti sekä esitellään 
yleisimmät virtualisointiratkaisut. Sen lisäksi tarkastellaan teknologian 
hyötyjä ja haittoja yritykselle. 
Kolmannessa luvussa esitellään työssä asennettava VMWare Infrastructure 
3 -virtuaaliympäristö ja sen laajennukset. Myös VMWare ESX Server -
käyttöjärjestelmän sekä VirtualCenter -hallintaohjelmiston tärkeät 
komponentit ja toiminta on esitelty. Lisäksi luvussa esitellään SAN-
levyjärjestelmän periaatteet. 
Neljännessä ja viidennessä luvuissa esitellään virtuaaliympäristöä varten 
hankitun laitteiston kokoonpanot sekä käydään läpi virtuaaliympäristön 
asennussuunnitelma. 
Kuudennessa luvussa käydään läpi työssä käytettyjen laitteistojen sekä 
ohjelmistojen asennukset sekä niiden määrittelyt. Virtuaaliympäristön 
testaustoimenpiteet on esitelty luvun lopussa. 
Viimeisessä luvussa pohditaan työn onnistumista ja virtuaaliympäristön 
jatkokehitystoimenpiteitä.
2 VIRTUALISOINTI 
Virtualisoinnilla tarkoitetaan teknistä ratkaisua, jolla käyttöjärjestelmät ja 
sovellukset erotetaan niiden tarvitsemista fyysisistä resursseista. 
Käyttöjärjestelmä joka tavallisesti asennetaan fyysiselle palvelimelle 
virtualisoi tarvittavat komponentit, kuten suorittimen, muistin, verkkokortin 
sekä kovalevyn. Jokainen virtualisoitu sovellus luulee käyttävänsä suoritinta 
yksin, mutta todellisuudessa käyttöjärjestelmä jakaakin suorittimen usean eri 
sovelluksen kesken. Näin saadaan hyödynnettyä fyysistä palvelinta 
mahdollisimman tehokkaasti ja resurssien käyttöaste paranee. [3, s. 3.] 
Tämä tarkoittaa käytännössä sitä, että yhdelle fyysiselle palvelimelle voidaan 
asentaa useita eri käyttöjärjestelmiä, kuten Windows ja Linux, jotka toimivat 
itsenäisesti häiriintymättä muista ajettavista palveluista [4].  
Kuvassa 1 esiintyy fyysinen palvelin, jota ei ole vielä virtualisoitu. Koneessa 
on vain yksi käyttöjärjestelmä, sillä usean palvelun ajaminen samassa 
fyysisessä palvelimessa saattaa aiheuttaa ristiriitoja. Tällöin sovellukset eivät 
3välttämättä toimi toivotulla tavalla. Kuvassa 2 palvelin on virtualisoitu, ja siinä 
ajetaan kahta eri käyttöjärjestelmää virtualisointirajapinnan päällä. 
Kuva 1. Fyysinen palvelin ennen virtualisointia [3, s. 3]. 
Kuva 2. Palvelin virtualisoinnin jälkeen [3, s.3]. 
4Virtualisoinnin jälkeen virtualisoitu käyttöjärjestelmä ei enää kommunikoi 
fyysisen palvelimen kanssa, vaan kaikki kommunikointi tapahtuu 
isäntäkoneen, tässä tapauksessa virtualisointirajapinnan, resurssien kautta. 
Virtualisointirajapinnat tarjoaa yhtenäisen alustan vieraskäyttöjärjestelmille 
(Guest Operating System).
2.1 Virtuaaliympäristön rakenne 
Virtuaaliympäristöllä tarkoitetaan kokonaisuutta, joka koostuu neljästä 
komponentista (kuva 3): 
 isäntäkoneesta 
 virtualisointirajapinnasta 
 virtuaalikoneesta 
 vieraskäyttöjärjestelmästä. 
Isäntäkone
Isäntäkone tarjoaa fyysiset resurssit virtuaaliympäristölle, jota virtuaalikoneet 
hyödyntävät. Isäntäkoneesta tulee löytyä ainakin suoritin, keskusmuistia, 
kovalevy sekä verkkokortti. Mitä enemmän isäntäkoneessa on tehoa, sitä 
enemmän resursseja on käytettävissä.  
Virtualisointirajapinta 
Virtualisointirajapinta toimii kulmakivenä koko virtuaaliympäristölle. Se toimii 
jokaisen virtuaalikoneen yhdyskäytävänä isäntäkoneen resursseihin. 
Virtualisointirajapinta on myös vastuussa fyysisten resurssien jakamisesta 
useille virtuaalikoneille. Tämä kerros tarjoaa virtuaaliympäristön 
hallintarajapinnan palvelimella ajettaville virtuaalikoneille. 
Virtuaalikone 
Virtuaalikone esiintyy virtuaaliympäristössä tavallisen fyysisen koneen tavoin 
vieraskäyttöjärjestelmälle. Virtuaalikoneeseen määritetään resurssit jotka 
näkyvät täysin vastaavina, kuin ne olisivat fyysisessä koneessa.  
5Käyttöjärjestelmä 
Käyttöjärjestelmällä tarkoitetaan sovellusta, joka on asennettu 
virtuaalikoneeseen.  Usein virtuaalikone ja vieraskäyttöjärjestelmä 
yhdistetään keskenään, mutta tässä työssä niitä käsitellään erikseen. [5, s. 
19 – 22.] 
Kuva 3. Virtuaaliympäristön malli [5, s. 20]. 
2.2 Virtualisointiratkaisut
Virtualisointia voidaan tänä päivänä käyttää useaan eri tarkoitukseen. 
Yleisimmät käytetyt tekniikat ovat alustavirtualisointi, resurssivirtualisointi, 
sovellusvirtualisointi sekä työpöytävirtualisointi [3,s. 4]. Tässä kappaleessa 
keskitytään enimmäkseen alustavirtualisointiin; muut virtualisointiratkaisut 
esitellään lyhyesti. 
2.2.1 Alustavirtualisointi
Laitteistovirtualisointi 
Laitteistovirtualisoinnissa virtualisointirajapinta asettuu fyysisen palvelimen ja 
virtualisoitujen vieraskäyttöjärjestelmien väliin. Rajapinta näkyy 
vieraskäyttöjärjestelmälle fyysisenä laitteistona. 
Laitteistovirtualisointimenetelmässä ei käytetä isäntäkäyttöjärjestelmää 
fyysisen laitteiston apuna, vaan käyttöjärjestelmä asennetaan 
virtuaaliohjelmiston mukana. Tekniikka tarjoaa suoran pääsyn isäntäkoneen 
resursseihin. Sen edut ovat prosessien nopeus isäntäkoneen kanssa, 
6käyttövarmuus sekä vähäiset yhteensopivuusongelmat isäntäkoneen 
laitteiston kanssa. [3, s. 10.] 
Käyttöjärjestelmävirtualisointi 
Käyttöjärjestelmävirtualisoinnissa virtualisointirajapinta sijoitetaan 
käyttöjärjestelmän ja virtualisoitujen palvelujen väliin. Virtualisointirajapinnan 
avulla resursseja voidaan partitioida usealle palvelulle samanaikaisesti. 
Käyttöjärjestelmävirtualisoinnissa yhdelle fyysiselle palvelimelle asennetaan 
useita käyttöjärjestelmiä, jotka toimivat itsenäisesti. Virtualisointirajapinta 
huolehtii eri virtuaaliympäristöjen ylläpidosta, eristyksestä ja luo 
virtuaalipalvelimelle näkymän yksittäisestä palvelimesta, jakaen kuitenkin 
taustalla sijaitsevat isäntäkoneen ytimen yhteiset resurssit. [3, s.10.] 
Paravirtualisointi
Paravirtualisoinnilla eli avustetulla virtualisoinnilla tarkoitetaan tilannetta, 
jossa palvelun (yleisimmin käyttöjärjestelmä) suunnittelussa otetaan 
huomioon, että sitä tullaan ajamaan virtuaaliympäristössä. 
Virtuaalirajapinnan avulla isäntäkäyttöjärjestelmä ja vieraskäyttöjärjestelmä 
keskustelevat keskenään ja suorituskykyä saadaan huomattavasti 
tehokkaammaksi. [3, s. 8.]  
2.2.2 Resurssivirtualisointi 
Resurssivirtualisoinnilla tarkoitetaan ratkaisua, jossa virtualisoidaan 
järjestelmäresurssit, kuten tallennusresurssit sekä verkkoresurssit. 
Tallennusresurssien virtualisoinnissa fyysisestä tallennustilasta allokoidaan 
loogisia tallennustiloja virtuaalipalvelimien käyttöön. Verkkoresurssien 
virtualisointi koostuu fyysisten ja virtuaalisten verkkoresurssien 
yhdistelmästä. Virtualisoimalla verkkoympäristö verkkoresurssit saadaan 
keskitettyä yhden hallintatyökalun alle, ja verkkoympäristön hallinta 
helpottuu.
72.2.3 Sovellusvirtualisointi 
Sovellusvirtualisoinnilla tarkoitetaan sovelluksen teknistä irrottamista 
käyttöjärjestelmästä siten, että sovellus toimii paikallisesti, mutta ei ole 
asennettuna työasemaan.  
2.2.4 Työpöytävirtualisointi 
Työpöytävirtualisoinnissa virtuaalityöasemat sijaitsevat isäntäpalvelimella, ja 
niitä käytetään etätyöpöytäyhteyden avulla. Tämä mahdollistaa sen, että 
loppukäyttäjällä on aina oma työasemansa käytettävissä riippumatta siitä, 
missä fyysisellä työasemalla työskennellään. 
Työpöytävirtualisointiratkaisuissa käytetään apuna välityspalvelinta, jolle 
voidaan määrittää asetukset millaisen työaseman käyttäjä saa käyttöönsä 
kirjautuessaan sisään yrityksen verkkoon. Vaihtoehtoina ovat, että käyttäjän 
oma työasema ladataan käyttäjälle hänen kirjautuessaan työasemalle tai 
että käyttäjälle annetaan ensimmäinen vapaa työasema palvelimelta. [6.] 
2.3 Virtualisoinnin edut 
Tietotekniikka on kehittynyt viime vuosina huimasti. Tämän takia palvelimista 
on kehittynyt niin tehokkaita, että suurimman osan ajasta suorittimen, 
kiintolevyjen, muistin ja verkkokortin resursseista vain murto-osa on 
käytössä. Lisäksi fyysisten palvelimien hankinta ja ylläpito on tänä päivänä 
kallista ja vie resursseja henkilöstöltä. [7.] Virtualisoimalla palvelimet yritys 
säästää huomattavasti peruskustannuksissa, joita ovat esimerkiksi fyysisen 
laitteiston sekä jäähdyttimien aiheuttama sähkönkulutus, sekä tilassa, jonka 
palvelimet vievät.  
Fyysisten palvelimien eräät ylläpidolliset toimenpiteet täytyy suorittaa 
konsolin avulla, toisin sanoen ylläpitäjällä täytyy olla pääsy palvelintilaan. 
Virtuaaliympäristössä palvelimia voidaan hallinnoida keskitetysti 
hallinnointityökalulla. Hallintatyökalun ansiosta ylläpitäjien työ helpottuu 
huomattavasti, sillä kaikkien palvelimien hallinnointi tapahtuu keskitetysti 
omalta työpisteeltä käsin. Hallintatyökalun avulla voidaan helposti lisätä 
komponentteja virtuaalipalvelimiin, esimerkiksi muistia, verkkokortteja tai 
optisia asemia. Jos palvelu on erittäin kriittinen eikä sen sammuttaminen ole 
8mahdollista, palvelun voi siirtää ylläpitotöiden ajaksi vastaavalle alustalle ja 
suorittaa ylläpitotyöt loppuun ja näiden jälkeen siirtää palvelu takaisin 
alkuperäiselle alustalle [3, s. 4]. Jos samat toimenpiteet tehtäisiin fyysisellä 
palvelimella, ylläpitotyöt veisivät pahimmillaan useita päiviä aikaa. 
Komponentti tulisi ensin tilata, odottaa, että osa saapuu ja tämän jälkeen 
vielä asentaa paikoilleen. Palvelin tulisi sammuttaa, ja yleensä yrityksellä ei 
ole ylimääräisiä identtisiä palvelimia, joihin palvelun voisi siirtää siksi ajaksi. 
Ylläpitotöistä voi aiheutua usean tunnin tai jopa usean päivän käyttökatkos. 
Virtuaaliympäristö on helppo kahdentaa, jolloin onnettomuuden tai 
vikaantumisen sattuessa virtuaaliympäristö voidaan käynnistää nopeasti 
toisessa konesalissa. Fyysisilläkin palvelimilla kahdentaminen on 
mahdollista mutta todella kallista. Kahdennuksen vuoksi ympäristö 
hyödyntää vain puolet palvelimien kokonaistehosta. Tämän päivän 
palvelimet on kehitetty niin tehokkaaksi, että niiden käyttöaste on ainoastaan 
n. 10 - 15 % kokonaiskapasiteetista. Sijoittamalla useita virtuaalipalvelimia 
yhdelle fyysiselle isäntäkoneelle, palvelimen hyötysuhde saadaan teoriassa 
nostettua jopa 80 %:iin. Hyödyntämällä virtuaalipalvelimia tehokkaammin 
fyysisten palvelimien tarve vähenee ja kustannustehokkuus kasvaa [8].  
2.4 Virtualisoinnin haitat 
Virtuaalikoneet mielletään turvallisemmiksi kuin fyysiset koneet. 
Todellisuudessa ne käyttäytyvät lähes samalla tavalla kuin fyysiset koneet, 
ja niitä koskevat aivan samat uhkat kuin tavallisiakin koneita. 
Virtuaalikoneiden väliaikaisen luonteen takia käyttäjät saattavat laiminlyödä 
tietoturvan kokonaan, jolloin pahimmillaan koko yrityksen infrastruktuuri on 
vaarassa. Toisin kuten yleisesti luullaan, virtuaalikone on itse asiassa 
tietoturvaltaan heikompi. Aina kun fyysisen tietokoneen tai virtuaalikoneen 
annetaan kytkeytyä yrityksen verkkoon, se on suojaamattomana vaarallinen 
yrityksen toimintaympäristölle. Lisäksi virtuaalikoneiden tietoturva-aukkoja ei 
paikkailla aktiivisesti valmistajan toimesta. Jos virtuaalikoneen löyhään 
suojaukseen yhdistetään vielä salasanojen kierrätys tai jätetään 
järjestelmänvalvojan salasanakenttä tyhjäksi, osaavalla hyökkääjällä on 
esteetön pääsy yrityksen verkkoon. [9.] 
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VMWare on EMC Corporationin omistuksessa toimiva, x86- sekä x64-
alustan virtualisointiratkaisuja tarjoava yritys. Yritys on noussut viime 
vuosina maailman johtavaksi virtualisointipalvelujen tarjoajaksi. Sen 
markkina-arvo oli vuonna 2007 noin 7,9 miljardia USD. VMWaren 
pääkonttori sijaitsee Yhdysvalloissa, Californian Palo Altossa ja sillä on yli 40 
muuta toimipistettä ympäri maailmaa. VMWare julkaisi ensimmäisen 
tuotteensa VMWare Workstationin vuonna 1999, jolla virtuaalikoneet saatiin 
ensimmäistä kertaa tuotua työasemiin [10]. Palvelimien virtualisointi tuli 
mahdolliseksi kaksi vuotta myöhemmin vuonna 2001, kun VMWare julkaisi 
VMWare ESX Server sekä VMWare GSX Server -tuotteensa [11].  
3.1 VMWare Infrastructure 3 
VMWare Infrastructure 3 eli VI3 on tänä päivänä maailman käytetyin 
virtualisointiratkaisu. Se sopii kokonaisvaltaiseen yrityksen 
palvelinympäristön virtualisointiin. VI3 koostuu useista eri kokonaisuuksista, 
kuten dynaamisista resurssityökaluista, hajautetusta resurssienhallinnasta, 
korkeasta käyttöasteesta sekä varmuuskopiointijärjestelmästä, joka on 
integroitu tuotteeseen. Tämän ansiosta on käytettävissä kaikki tarvittavat 
työkalut suuren palvelinympäristön hallintaan. Seuraavaksi tutustutaan 
työkaluihin, jolla kyseinen ympäristö saadaan pystytettyä.   
VMWare Infrastructure 3 koostuu seuraavista komponenteista:  
 VMWare ESX Server 
 VMWare Virtual SMP 
 VMWare VMotion 
 VMWare Virtual Center 
 VMWare Distributed Resource Scheduler (DRS) 
 VMWare High Availability (HA) 
 VMWare Consolidated Backup (VCB) [12, s. 1]. 
Tämän lisäksi lisenssipalvelin (VMWare Licensing Server) on välttämätön 
osa virtuaaliympäristöä. Siihen palataan tarkemmin kappaleessa 3.1.2. 
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Kuvassa 6 on esitetty VMWare Infrastructure 3:n rakenne. 
Kuva 6. VMWare Infrastructure 3 n rakenne [13]. 
3.1.1 VMWare ESX Server 
VMWare ESX Server on VI3:n ydin.  Se toimii virtualisointirajapintana ja 
tarjoaa koko perustan VI3:lle. Suurimmat erot muihin virtualisointiratkaisuihin 
ovat VMWare ESX Serverin kohdalla siinä, että se ei tarvitse toimiakseen 
isäntäkäyttöjärjestelmää, vaan se on täysin oma käyttöjärjestelmänsä. 
VMWare ESX Server on itsessään käyttöjärjestelmä, joka toimii 
isäntäkoneena virtuaalipalvelimille. Se luo virtualisointirajapinnan fyysisen 
palvelimen ja virtuaalikoneen välille. Rajapinta piilottaa fyysiset resurssit 
virtuaalikoneilta mahdollistaen jokaiselle virtuaaliselle käyttöjärjestelmälle 
yksilöllisen alustan. Usean ESX-palvelimen ympäristössä kaikkien ESX-
palvelimien tulee olla yhteydessä samaan levyjärjestelmään, jossa 
virtuaalikoneet sijaitsevat.  
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VMWare ESX Serverin asennuksen yhteydessä fyysiselle palvelimelle 
asentuu kaksi komponenttia: 
 VMKernel 
 Console Operating System (COS). 
Yhdessä nämä muodostavat dynaamisen alustan virtuaaliympäristölle.  
VMKernel
COS käynnistää fyysisen järjestelmän ja toimii VMKernelin esilataajana.  
Käynnistyessään VMKernel ottaa pääkäyttöjärjestelmän roolin ja vastaa 
virtuaalikoneiden käynnistyksestä sekä resurssienhallinnasta.  VMKernel 
tarjoaa kaikille virtuaalikoneille saman palvelinalustan riippumatta siitä, mille 
fyysiselle palvelimelle ESX-palvelin on asennettu. Virtuaalisen palvelimen 
käyttöjärjestelmän pyytäessä resursseja VMKernel hoitaa resurssien 
jakamisen virtuaalipalvelimelle. Fyysinen palvelin ja virtuaalikone eivät 
missään vaiheessa kommunikoi keskenään, vaan yhdyskäytävänä toimii 
VMKernel. Virtuaalikoneen näkökulmasta fyysisenä palvelimena toimii 
VMKernelin luoma virtuaalirajapinta.  
VMKernel hallinnoi suurinta osaa fyysisen palvelimen resursseista. Se 
hallinnoi fyysisiä prosessoreita, muistia, tallennustilaa sekä verkkokortteja. 
Se sisältää myös suorittimen, muistin sekä levynhallinnan valvontatyökalut. 
VMKernel tukee vain tiettyjä laitevalmistajia. Tuetut laitevalmistajat ovat 
määritelty VMWaren yhteensopivuuslistoilla (Hardware Compability List, 
HCL). [14, s.17.] 
Console Operating System 
Console Operating System on käyttöjärjestelmä, jolla hallitaan fyysiselle 
palvelimelle asennettuja ESX-palvelimia sekä virtuaalikoneita. COS perustuu 
Red Hat Enterprise Linux 4 -jakelusta muokattuun käyttöjärjestelmään. COS 
sisältää muiden käyttöjärjestelmien tavoin tärkeimmät palvelut, joita ovat 
muun muassa Simple Network Management Protocol (SNMP), palomuuri 
sekä verkkopalvelin. Käynnistämisen jälkeen COS mahdollistaa kriittisten 
palveluiden hallinnan, joita ovat muun muassa käyttöliittymän ylläpito, 
käyttäjien ja prosessien autentikointi sekä apuohjelmien kuten 
varmuuskopioinnin hallinta. [14, s. 17.] 
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Kuvassa 7 on havainnollistettu, miten COS ja VMKernel sijoittuu fyysiselle 
palvelimelle. VMKernel kohdistaa fyysiset resurssit virtuaalikoneille ja COS:n 
avulla hallinnoidaan ESX-palvelinta sekä virtuaalikoneita. 
Kuva 7. VMWare ESX Serverin arkkitehtuuri [12, s. 2]. 
Virtual Machine File System (VMFS) 
Virtual Machine File System (VMFS) on ESX Serverille erityisesti kehitetty 
tiedostojärjestelmä. ESX-palvelimen käyttäessä VMFS:iä se ei lukitse koko 
levyjärjestelmää omaan käyttöönsä kuten Windows-palvelimet, vaan sama 
tiedostojärjestelmä voi olla yhtä aikaa usean ESX-palvelimen käytössä. 
VMFS tarjoaa virtuaalilevylle (VMDK) levyn hallinnoinnin, turvallisuuden 
hallinnan sekä tiedostojen käyttöoikeuden hallinnan. VMFS toimii ESX-
palvelimen sekä virtuaalikoneen välillä, joka mahdollistaa nopean 
tiedostokäsittelyn. VMFS on optimoitu sekä sertifioitu yhteensopivaksi 
useiden eri tallennusjärjestelmien kanssa, kuten fyysisen SCSI-standardin 
(Small Computer System Interface) kanssa. Fyysinen levyjärjestelmä ei ole 
ainoa vaihtoehto ESX-palvelimen käyttöön, vaan VMFS tukee myös Fibre 
Channel sekä iSCSI SAN -järjestelmiä.
VMFS:n klusteritiedostojärjestelmän avulla on mahdollista siirtää käynnissä 
oleva virtuaalikone toiselle serverille palvelun katkeamatta, jos esimerkiksi 
virtuaalikoneen automaattinen uudelleenkäynnistyminen epäonnistuu tai 
fyysinen palvelin vikaantuu. [14, s. 18.] 
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Storage Area Network (SAN) -levyjärjestelmä 
Storage Area Network on arkkitehtuuri, jolla saadaan verkossa sijaitsevan 
levyjärjestelmän resurssit käyttöön palvelimille siten, että levyjärjestelmä 
näkyy paikallisena levytilana palvelimelle. SAN:issa levyjärjestelmän hallinta 
tapahtuu keskitetysti. SAN:iin voidaan liittää muun muassa korttipalvelimet, 
nauhavarmistuskirjastot sekä optiset kirjastot. [15, s. 15 – 17.] 
Logical Unit Number (LUN) 
Levyjärjestelmissä käytetään erilaisia RAID-teknologioita levyjen 
yhdistämiseksi levyryhmäksi. RAID-teknologian avulla järjestelmään 
saadaan aikaiseksi erittäin vikasietoisia levyryhmiä, joissa yhden levyn 
vikaantuminen ei vaikuta levyryhmän toimintaan. SAN-verkossa 
levyjärjestelmän levyryhmälle luodaan looginen levy joka julkaistaan SAN-
verkkoon kytketylle palvelimelle Logical Unit Numberin (LUN) avulla. [15, 
s.18.]
VMWare VMotion 
VMWare VMotion on Virtual Infrastructure 3:n lisäosa, jonka avulla 
virtuaalikone voidaan siirtää ESX-palvelimelta toiselle ESX-palvelimelle 
ilman käyttökatkoja. Esimerkiksi ESX-palvelimen huoltotoimenpiteiden ajaksi 
virtuaalikoneet voidaan siirtää toiselle ESX-palvelimelle ja 
huoltotoimenpiteiden jälkeen virtuaalikoneet voidaan palauttaa takaisin 
huolletulle palvelimelle. Siirron aikana VMotion kopioi virtuaalikoneiden 
prosessoreiden rekisterit, muistin sisällön, verkkoyhteydet ja virtuaalikoneen 
konfiguraatiotiedoston toiselle ESX-palvelimelle. Tämä pystytään 
toteuttamaan minimaalisella palvelukatkolla (noin 2 µs). [16.]   
Virtuaalikoneen siirto toteutetaan kolmessa osassa VMotionilla (kuva 12):  
 Kun VMotion aloittaa siirron, VirtualCenter tarkistaa virtuaalikoneen tilan 
ESX-palvelimelta. 
 Virtuaalikoneen tila (System State) kopioidaan ESX-palvelimelle, jolle 
siirto tapahtuu. 
 Virtuaalikone on siirretty uudelle ESX-palvelimelle. 
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Kuva 12. Virtuaalikoneen siirto ESX-palvelimien välillä [17]. 
VMWare Virtual Symmetric Multi-Processing (SMP) 
VMWare Virtual Symmetric Multi-Processing on tekniikka, joka mahdollistaa 
useiden prosessorien käyttämisen yhdessä virtuaalikoneessa. Yhteen 
virtuaalikoneeseen voidaan asentaa SMP:n avulla 1-, 2- tai 4- ytiminen 
virtuaaliprosessori riippuen fyysisen palvelimen prosessorien määrästä. 
Prosessorit käyttävät yhteistä muistia ja virtuaalinen moniprosessointi pitää 
huolen siitä, että kuorma jakautuu tasaisesti eri ytimien kesken. Kuva 8 
selventää virtuaalisen moniprosessointijärjestelmän toimintaperiaatetta. 
Kuva 8. Virtuaalinen moniprosessointijärjestelmä [12, s. 3 ]. 
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3.1.2 VMWare VirtualCenter 
VMWare VirtualCenter on keskitetty hallintatyökalu VMWare Virtual 
Infrastructure -järjestelmälle, jolla valvotaan ESX-palvelimia sekä niihin 
asennettuja virtuaalikoneita. VMWare VirtualCenter tarjoaa myös 
edistyksellisempään hallintaan tarkoitetut työkalut, joita ovat muun muassa 
VMWare VMotion, VMWare Distributed Resource Scheduler (DRS) sekä 
VMWare High Availability (HA).  Kuvassa 9 esitellään VMWare VirtualCenter 
-järjestelmä. 
Kuva 9. VMWare VirtualCenter. 
VMWare VirtualCenter koostuu viidestä tärkeästä komponentista: 
 VirtualCenter Management Serveristä 
 VirtualCenter Databasesta 
 Virtual Infrastructure Clientista 
 VirtualCenter Agentista 
 Virtual Infrastructure Web Accessista [12, s. 3]. 
VirtualCenter Management Server 
VirtualCenter Management Serverin avulla hallinnoidaan koko VirtualCenter 
-järjestelmää. Se välittää komennot ESX-palvelimille sekä virtuaalikoneille 
hyväksi käyttäen Virtual Infrastructure -käyttöliittymää. 
VirtualCenter Database 
VirtualCenter Database on tietokanta, johon kerätään kaikki VirtualCenterin 
ESX-palvelimien sekä virtuaalikoneiden tiedot. Virtual Center Database on 
vain VirtualCenterin käytössä. Siihen tallennetaan virtuaalikoneen 
suorituskyvyn, käyttöasteen sekä virtuaalikoneiden käyttöoikeustiedot. Virtu-
alCenter Database tukee seuraavia tietokantoja: Oracle 9i, Oracle 10g, Mi-
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crosoft SQL Server 2000 Service Pack 4, Microsoft SQL Server 2005 Ser-
vice Pack 1 sekä Microsoft SQL Desk Engine (MSDE).  
Virtual Infrastructure Client 
VMWare Infrastructure Client on Windows-pohjainen käyttöliittymä, jolla 
hallitaan ESX-palvelimia tai VirtualCenter Management Serveriä (kuva 10). 
Kuva 10. Virtual Infrastructure Client -ympäristö. 
VirtualCenter Agent 
VMWare ESX-palvelimeen asennettava agentti hallitsee ESX- palvelinta ja 
kerää tietoja VirtualCenterille. 
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Virtual Infrastructure Web Access 
Virtual Infrastructure Web Access mahdollistaa virtuaalikoneiden 
hallinnoinnin sekä pääsyn niihin konsoliyhteyden avulla. Tämän 
hallintaominaisuuksia on kuitenkin rajoitettu [12, s. 143; 14, s. 19].  
VMWare VirtualCenterin ominaisuudet 
VMWare VirtualCenter keskittää ESX- ja virtuaalikoneiden hallinnan. Ilman 
sitä jokaista ESX-palvelinta pitäisi hallita oman käyttöliittymänsä avulla. Sen 
etu korostuukin suuressa ESX-palvelinympäristössä. Se pystyy 
käsittelemään jopa 200 ESX-palvelinta ja 2000 virtuaalikonetta yhden 
käyttöliittymän avulla [14, s. 20].
VMWare VirtualCenterin avulla voidaan helposti luoda uusia yksilöllisiä 
virtuaalikoneita palvelinympäristöön ja myös lisätä komponentteja jo 
olemassa oleviin virtuaalikoneisiin tai poistaa niitä.  
VirtualCenterin avulla voidaan valvoa reaaliaikaisesti kaikkien ESX-
palvelimien ja virtuaalikoneiden resursseja, kuten prosessorin, muistin, 
verkon ja levyjärjestelmien käyttöasteita. Resursseille on mahdollista 
määrittää rajat, sillä virtuaalikone ei voi ylittää sille määritettyjä rajoja 
resurssien käytössä. Jos rajat ylittyvät, voidaan suorittaa toimenpide, kuten 
lähettää järjestelmänvalvojalle resurssien ylityksestä ilmoitus. 
Virtuaalikoneiden luonti ja niiden kopiointi onnistuu helposti. Asentaessa 
uutta virtuaalikonetta ympäristöön ei tarvitse toistuvasti asentaa täysin 
puhdasta käyttöjärjestelmää ESX-palvelimelle, vaan voidaan luoda 
mallikoneita (Templates), jolloin uuden virtuaalikoneen käyttöönotto on 
nopeaa ja helppoa. Tavallisesti kun virtuaalikonetta kopioidaan, niin kopion 
mukana Windows-palvelimen luoma yksilöllinen suojaustunniste (Security 
Identifier, SID) kopioituu uuteen Windows-palvelimeen. Sama SID–tunniste 
aiheuttaisi ristiriitoja käyttöjärjestelmien kesken virtuaalikoneympäristössä. 
SID-tunnisteen voi muuttaa käyttöjärjestelmään suorittamalla sille Sysprep-
komennon. Tällöin Windowsin SID-tunniste muuttuu ja käyttöjärjestelmästä 
tulee yksilöllinen. VirtualCenter luo automaattisesti mallikoneesta luodulle 
kopiolle yksilöllisen SID-tunnisteen. [14, s. 216 - 226.] 
18
Lisenssipalvelin (VMWare Licensing Server) 
VMWare Licensing Server eli lisenssipalvelin on VMWare Infrastructuren 
keskitetty lisenssihallintapalvelin, joka asennetaan Windows-palvelimeen. Se 
käyttää pohjanaan MacroVision FlexNet Licensing Serverin muunneltua 
versiota.
Keskitetyssä lisenssinhallinnassa (Centralized Licensing) lisenssipalvelin 
asennetaan Windows-palvelimeen. Tässä mallissa lisenssien hallinnointi ja 
jakaminen tapahtuu keskitetysti, ja uusien virtuaalipalvelimien sekä niiden 
lisäosien (muun muassa HA, DRS sekä Virtual SMP) asentaminen on 
nopeaa ja yksinkertaista, mikäli lisenssejä on käytettävissä.  Keskitetty 
lisenssinhallinta on yleisimmin käytetty lisensointitapa yksinkertaisuutensa 
vuoksi. Keskitetyn lisenssihallinnan ongelmana on se, jos lisenssipalvelin 
jostain syystä vikaantuu tai yhteys siihen katkeaa, ESX-palvelimet eivät saa 
lisenssejä. ESX-palvelimet jatkavat toimintaansa normaalisti jopa 14 
vuorokauden ajan, mutta muutosten teko sekä uusien virtuaalikoneiden 
luonti ei ole tällä välin mahdollista. 
Palvelinkohtaisessa lisenssinhallinnassa lisenssipalvelin asennetaan 
jokaiselle palvelimelle erikseen. Siinä on se etu, että lisenssipalvelimen 
vikaantuessa se ei vaikuta virtuaalikoneiden toimintaan. Tämä ratkaisu toimii 
erinomaisesti yhden tai kahden ESX-palvelimen ympäristössä. [18, s. 101 -
105.]
VMWare Distributed Resource Scheduler (DRS) 
VMWare Distributed Resource Scheduler (DRS), eli resurssien ajastus 
mahdollistaa resurssien automaattisen valvonnan sekä hallinnan ESX-
palvelimien välillä. DRS toimii VMotionin avulla, ja se valvoo jatkuvasti 
palvelimien resursseja ennalta määrättyjen sääntöjen avulla ja siirtää niitä eri 
palvelimien välillä tasoittaakseen palvelimien kuormaa. DRS siirtää 
VMotionin avulla käynnissä olevia virtuaalikoneita ESX-palvelimien välillä 
ilman palvelunkatkoksia. Tämä mahdollistaa säännöllisten ylläpitotöiden 
tekemisen palvelimille yksi kerrallaan, eivätkä palvelut kärsi yhden 
palvelimen ollessa poissa käytöstä.  
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Uusien komponenttien lisääminen sekä kapasiteetin lisääminen ESX-
palvelimille onnistuu myös DRS:n avulla. DRS hyödyntää lisättyä 
kapasiteettia ja jakaa sen kaikkien palvelimien kesken ilman katkoja. 
DRS toimii joko manuaalisesti tai automaattisesti. Automaattiseksi asetettu 
DRS määrittelee parhaimman jakauman palvelimien toiminnan kannalta ja 
siirtää tarvittaessa resursseja palvelimien välillä. Manuaaliseksi asetettu 
DRS ei suorita automaattisesti palvelujen siirtoja, vaan antaa järjestelmän 
ylläpitäjälle suosituksia muutoksien tekemisestä. Vastuu siirroista jää tässä 
tapauksessa aina järjestelmän ylläpitäjälle. [19.] 
Distributed Power Management (DPM) 
Distributed Power Management (DPM) on DRS: n laajennus, jolla valvotaan 
virtuaalikoneiden virrankäyttöä. Se toimii DRS:n tavoin joko automaattisesti 
tai manuaalisesti. Automaattiseksi asetettu DPM sammuttaa tarpeettomat, 
valmiustilassa olevat ESX-palvelimet sekä virtuaalikoneet virransäästösyistä 
ja resursseja vapautuu muiden virtuaalikoneiden käyttöön. Manuaalinen 
asetus vastaavasti ohjeistaa järjestelmän ylläpitäjää sammuttamaan 
valmiustilassa olevat palvelimet. DPM toimii keräämänsä tiedon perusteella. 
Esimerkiksi palvelimen sammutustoiminto voi perustua 1-2 tunnin 
resurssinhallintahistoriaan ja palvelimen uudelleenkäynnistystoiminto voi 
perustua 5-15 minuutin resurssinhallintahistoriaan. DPM monitoroi 
reaaliaikaisesti järjestelmän resursseja ja tekee sen perusteella päätöksen, 
onko lisäkapasiteetille tarvetta. Järjestelmän resurssitarpeiden kasvaessa 
DPM käynnistää tarvittavan määrän virtuaalikoneita resurssien 
kasvattamiseksi. Kuva 11 havainnollistaa, miten resurssien ajastus 
yhdistettynä edistykselliseen virranhallintaan toimii.  
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Kuva 11. VMWare DRS DPM-laajennuksella [19]. 
VMWare Storage VMotion 
VMWare Storage VMotion toimii samalla periaatteella kuin VMotion, mutta 
tämä tekniikka mahdollistaa kokonaisten virtuaalilevytiedostojen siirron 
toiselle fyysiselle levypalvelimelle ilman käyttökatkoja. Levytilan täyttyessä 
virtuaalikoneet siirtyvät vanhan palvelimen LUN:ilta uuden palvelimen 
LUN:ille, ja vanhalle palvelimelle jäävä levytila vapautuu toisten 
virtuaalikoneiden käyttöön. Storage VMotionin avulla voidaan lisätä uusia 
levypalvelimia järjestelmään, jolloin saadaan käyttöön lisää tallennustilaa 
esimerkiksi uusia virtuaalikoneita varten.  
VMWare High Availability (HA) 
VMWare High Availability tarjoaa virtuaaliympäristölle vikasietoisen 
toiminnallisuuden. Fyysisen palvelimen vikaantuessa virtuaalikoneet 
käynnistyvät uudelleen toisella fyysisellä palvelimella (kuva 13). Vaikka HA 
muistuttaa hieman toiminnaltaan DRS:ää, se ei kuitenkaan käytä VMotionin 
tekniikkaa hyödykseen sillä kyseessä on fyysisen palvelimen odottamaton 
vikatilanne. Tällöin VMotion ei ehdi käynnistyä ja suorittaa 
siirtotoimenpidettä. Tästä syntyy palvelukatkos, jonka HA pyrkii 
minimoimaan. Palvelukatkoksen pituutta ei pystytä ennalta tietämään. 
Katkos riippuu täysin siitä, kuinka monta virtuaalikonetta vikaantuneella 
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fyysisellä palvelimella on ollut. Vikaantumistapauksissa on aina mahdollista, 
että tiedostoja häviää. Varmuuskopioinnin avulla voidaan yrittää palauttaa 
tärkeät tiedostot, jotka ovat hävinneet palvelimen vikaantuessa. [12, s. 356 – 
358; 20.] 
Kuva 13. VMWare High Availabilityn toimintaperiaate [20]. 
VMWare Converter 
VMWare Converter on VMWare VirtualCenter -käyttöliittymän laajennus, 
joka mahdollistaa fyysisten palvelimien muuntamisen virtuaalikoneiksi tai 
virtuaalikoneiden kopioimisen virtuaalikoneiksi.  
Lämpimässä siirrossa fyysinen palvelin muunnetaan virtuaalikoneeksi 
VMWare Converter -ohjelman avulla. Lämpimästä siirrosta ei tapahdu 
palvelunkatkoksia fyysisellä palvelimella sijaitsevalle palvelulle.  
Kylmässä siirrossa fyysinen palvelin käynnistetään käyttäen 
käynnistyslevyä. Fyysinen palvelin käynnistetään uudelleen ja 
käyttöjärjestelmän muunnin ladataan optiseen asemaan syötetyllä 
käynnistyslevykkeellä. Käynnistyslevy tarjoaa työkalut fyysisen palvelimen 
muuntamiseen virtuaaliseksi. Tämän jälkeen virtuaaliseksi muunneltu 
palvelin voidaan käynnistää ESX-palvelimella. Kylmä siirto aiheuttaa 
palvelukatkoksen palvelimen toimintaan. [18, s. 497 – 502.]  
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VMWare Consolidated Backup (VCB) 
VMWare Consolidated Backup tarjoaa mahdollisuuden keskittää ESX-
palvelimien ja samalla koko virtuaaliympäristön varmuuskopiointi valikoidulle 
palvelimelle. VCB tukee useita kolmannen osapuolen tarjoamia 
varmuuskopiointityökaluja, jolloin järjestelmän ylläpitäjän ei tarvitse opetella 
kokonaan uutta tekniikkaa varmistaessaan yrityksen virtuaaliympäristöä.  
Varmuuskopioinnin keskittämisessä voidaan hyödyntää jo olemassa olevia 
yrityksen varmuuskopiointityökaluja, eikä jokaiselle virtuaalikoneelle tarvitse 
asentaa omaa agenttiaan. Käyttäessä keskitettyä varmuuskopiointia LAN:in 
(Local Area Network) kuormitus vähenee huomattavasti.  
VCB on Windows-pohjainen sovellus, joka sopii iSCSI - tai Fibre Channel - 
tekniikoihin perustuvien tallennuspalvelimien varmuuskopiointiin. VCB ottaa 
virtuaalipalvelimista snapshotteja. Snapshotit sisältävät täydellisen kuvan 
virtuaalikoneen sen hetkisestä tilasta ja on palautettavissa sellaisenaan 
vastaavanlaiseen ympäristöön jos virtuaalikone on aiemmin jostain syystä 
vikaantunut. Snapshotit tallennetaan valikoidulle 
varmuuskopiointipalvelimelle, josta kolmannen osapuolen 
varmuuskopiointiagentti ohjelmoidaan tallentamaan tiedosto 
varmuuskopiointinauhoille tai kovalevyille (kuva 14). [14, s. 6 - 7; 21.] 
Kuva 14. VCB toimintaperiaate [21]. 
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4 LAITTEISTO 
Dell PowerEdge 1950- ja Dell PowerEdge 2950 -kehikkopalvelimet 
Dell PowerEdge 1950 -kehikkopalvelin sisältää kaksi kappaletta Intel Xeon 
2.66 GHz:n neliytimisiä suorittimia, 2 kappaletta 73GB:n SAS -kiintolevyjä, 
16GB keskusmuistia sekä 4 kappaletta 1GB:n Ethernet -verkkokortteja. 
Tämä palvelin valittiin toiseksi ESX-palvelimeksi virtuaaliympäristöön sen 
yhteensopivuutensa vuoksi VMWare Infrastructure 3:n kanssa.  
Dell PowerEdge 2950 -kehikkopalvelin sisältää tässä asennuksessa 
identtiset komponentit Dell PowerEdge 1950 -kehikkopalvelimen kanssa.  
EMC Clariion CX3-10 -levyjärjestelmä 
EMC Clariion CX3-10 on Storage Area Network -levyjärjestelmä, jossa 
käytetään SATA- tai kuitukiintolevyjä. EMC Clariion CX3-10 sisältää neljä 
kappaletta 4GB kuitukanava (Fiber Channel) -portteja sekä neljä kappaletta 
1GB iSCSI -portteja, joka mahdollistaa nopean tiedonsiirron levyjärjestelmän 
ja ESX-palvelimien välillä.  Tämän virtuaaliympäristön 
tallennuskapasiteetiksi on valittu 15 kappaletta 500GB SATA2 -kiintolevyjä ja 
virtuaaliympäristölle on määritetty yhteensä 2TB tallennuskapasiteettia. 
Tallennustila jaetaan neljään LUN:iin, ja jokainen LUN määritetään 
käyttämään RAID 5 -tekniikkaa.    
Dell PowerConnect 2724 –kytkimet 
Dell PowerConnect 2724 -kytkimellä tarjotaan verkkoyhteydet 
virtuaaliympäristöön. Dell PowerConnect 2724 -kytkimessä on yhteensä 24 
kappaletta 1GB ethernet-portteja, jotka määritetään virtuaalikoneiden 
käyttöön Virtuaalisten lähiverkkojen (VLAN) avulla. Ympäristön 
vikasietoisuuden varmistamiseksi verkko on kahdennettu kahden 
samanlaisen kytkimen avulla.  
Cisco Catalyst 4500 -kytkin 
 Cisco Catalyst 4500 -kytkin toimii yhdyskäytävänä virtuaaliympäristön ja 
yrityksen verkon välillä. Kytkin on osa Varian Medical Systemsin verkkoa ja 
kytkimen hallinta hoidetaan keskitetysti. Tässä projektissa kytkimen ainoa 
tehtävä on tarjota yhteys sisäverkkoon.  
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Kuvassa 15 on esitelty virtuaaliympäristön laitteistokonfiguraatio toteutettuna 
Microsoft Office Visio 2007 -ohjelmalla. 
Kuva 15. Virtuaaliympäristön laitteistot. 
5 ASENNUSSUUNNITELMA 
Varian Medical Systems Finland Oy:n tiloissa on useita palvelimia, joiden 
takuu on loppunut tai loppumaisillaan. Uusien fyysisten palvelimien hankinta 
on kallista ja vie aikaa, joten osa yrityksen palvelimista korvataan 
virtuaalisella VMWare Infrastructure 3 -ympäristöllä. VMWare infrastructure 
3:n etuja ovat sen kustannustehokkuus, keskitetty ylläpito sekä 
dynaamisuus. Tällä virtualisointiratkaisulla pyritään tehostamaan yrityksen 
IT-henkilöstön resursseja sekä leikkaamaan laitteistoista aiheutuvia 
kustannuksia.
Virtuaaliympäristön rakentamista varten oli tilattu luvussa 4 esitetyt laitteet 
lukuun ottamatta Cisco Catalyst 4500 -kytkintä. Lisäksi tilattiin asentaja 
paikalle asentamaan SAN-levyjärjestelmä käyttöön. Laitteistojen lisäksi 
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tilattiin VMWare VirtualCenter -lisenssi sekä kaksi kappaletta VMWare ESX 
Server Enterprise -lisenssejä. Lisenssejä varten asennetaan fyysinen 
lisenssipalvelin, johon sijoitetaan sekä lisenssipalvelu että VirtualCenter -
ohjelmisto. Lisenssipalvelimen sekä VirtualCenter -ohjelmiston asennusten 
jälkeen voidaan asentaa ESX-palvelimet palvelinkehikkoon ja aloittaa 
asennusprojekti ympäristön käyttöönottamiseksi.    
6 ASENNUS 
Työ aloitettiin asentamalla fyysiset laitteet palvelintilaan. Näiden vaiheiden 
jälkeen EMC Clariion CX3-10 -levyjärjestelmän asennusta varten tilattiin 
asennuspalvelu. Asentajan vastuulle jäi kaapeleiden asennus sekä 
levyjärjestelmän konfigurointi käyttövalmiiksi toiveiden mukaisesti, joten 
tässä työssä ei käsitellä aihetta tarkemmin. Tämän jälkeen aloitettiin 
virtuaaliympäristön asennus asentamalla fyysinen palvelin VirtualCenteriä 
sekä lisenssipalvelinta varten.   Käyttöjärjestelmäksi valittiin Windows Server 
2003 R2 -versio. Viimeisenä asennettiin kaksi kappaletta ESX-palvelimia. 
Virtuaaliympäristön käyttöönotto esitellään tarkemmin kappaleissa 6.2 ja 6.3.  
6.1 VirtualCenterin asennus 
VirtualCenter-palvelimen asentaminen aloitettiin Windows Server 2003 R2 -
käyttöjärjestelmän asennuksella. Käyttöjärjestelmä asennettiin yrityksen 
yleisen palvelinasennusohjeen mukaisesti. Tämän jälkeen haettiin 
VirtualCenterin asennusohjelman uusin versio VirtualCenter 2.5 update 3 
suoraan VMWaren kotisivuilta, ja tämän jälkeen asennus voitiin aloittaa.  
Asennusohjelman käynnistyessä valittiin asennettava versio. Valittavina oli-
vat VMWare Infrastructure Client, VMWare VirtualCenter Server sekä Cus-
tom. Tässä projektissa käytettiin Custom-valintaa, sillä haluttiin tietää, mitkä 
komponentit asennusohjelma asentaa. Kuvassa 16 näkyvät asennuksen 
vaihtoehdot.
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Kuva 16. VirtualCenter-ohjelmiston asennuksen Custom-ikkuna.   
Tässä vaiheessa määriteltiin käytettävä tietokanta. Asennusohjelma antoi 
kaksi mahdollisuutta. Asennuksessa voitiin valita, käytetäänkö jo olemassa 
olevaa tietokantaa vai asennetaanko uusi tietokanta virtuaaliympäristöä 
varten. Koska asennusprojektissa kahdelle ESX-palvelimelle on suunniteltu 
siirrettäväksi noin 25 vieraskäyttöjärjestelmää, asennuksessa valittiin uuden 
Microsoft SQL Server 2005 Express -tietokannan asennus. Microsoft SQL 
2005 Express -tietokanta tukee enimmillään viittä ESX-palvelinta sekä 50 
vieraskäyttöjärjestelmää.
Seuraavassa kohdassa valittiin, käytetäänkö jo olemassa olevaa 
lisenssipalvelinta vai asennetaanko Evaluation -versio, joka on 60 päivän 
kokeiluversio. Koska lisenssipalvelinta ei ole vielä asennettu, valittiin 
käytettäväksi kokeiluversio.  
Tämän jälkeen määritettiin VirtualCenterin laajennusten asennukset. 
Asentaakseen laajennukset käyttäjällä tulee olla järjestelmänvalvojan 
oikeudet. Tässä projektissa päädyttiin käyttämään paikallisia 
järjestelmänvalvojan tunnuksia, jotta mahdollisia autentikointiongelmia ei 
esiintyisi (kuva 17). 
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Kuva 17. VirtualCenterin laajennusten asetukset. 
Syötettyjen tietojen jälkeen asennusohjelma asensi kaikki valitut 
komponentit sekä lisenssipalvelimen automaattisesti.
VirtualCenterin asennuksessa esiintyi ensimmäisellä kerralla ongelmia. 
Laajennusten asetus -kohdassa järjestelmänvalvojan tunnukset syötettiin 
väärin ja VMWare Update Manager sekä VMWare Converter Enterprise 
eivät asentuneet.  Laajennukset asennettiin jälkikäteen \VirtualCenter\vpx-
hakemistosta, mutta ne eivät jostain syystä asentuneet VirtualCenteriin 
vaikka asennusohjelma ilmoitti laajennusten asennuksen onnistumisesta. 
Ongelmien jatkuessa päädyttiin asentamaan koko VirtualCenter uudelleen. 
Toisella kerralla ei esiintynyt ongelmia asennuksen aikana. 
Ennen VMWare Infrastructure Client -hallintaohjelman käynnistämistä 
lisenssipalvelin piti konfiguroida käyttämään VMWaren kotisivuilta ladattua 
lisenssitiedostoa, jotta kaikki VirtualCenterin laajennukset saadaan käyttöön. 
Lisenssi kopioitiin hallintapalvelimen hakemistoon \%systemroot%\Program 
Files\VMWare\VMWare License Server\Licenses. Tämän jälkeen 
käynnistettiin VMWare License Server -hallintaohjelma (kuva 18) ja 
määritettiin lisenssipalvelin lukemaan tiedot Start/Stop/Reread -välilehdellä 
sijaitsevan ReRead License File -toiminnon avulla. Server Diags -
välilehdeltä voitiin varmistaa suorittamalla Perform Diagnostics -toiminto, 
että lisenssi on asentunut VMWare License Server -palveluun. 
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Kuva 18. Lisenssipalvelimen hallintakonsoli. 
Asennuksen jälkeen käynnistettiin VMWare Infrastructure Client -
hallintaohjelmisto. Hallintaohjelmistoon kirjauduttiin sisään pääkäyttäjän 
tunnuksilla. Ensimmäisellä käynnistyskerralla VMWare Infrastructure -
hallintaohjelmisto määritettiin käyttämään aiemmin haettua lisenssiä. 
Lisenssin sai otettua käyttöön VMWare Infrastructure Client -
hallintaohjelman valikosta Administration->VirtualCenter Management 
Server Configuration -valikosta poistamalla merkintä kohdasta Evaluate 
VirtualCenter Server. Myös VMWare Update Manager ja VMWare Converter 
Enterprise -laajennukset tuli aktivoida. Laajennukset aktivoitiin Plugins-
>Plugins Manager -valikosta suorittamalla Download and Install -toiminto. 
Tämän jälkeen voitiin todeta että VirtualCenter -hallintaohjelmisto asentui 
onnistuneesti.
6.2 ESX-palvelimien asennus ja konfigurointi 
6.2.1 Asennus
ESX-palvelimen asennus aloitettiin käynnistämällä palvelin asennus-CD:ltä. 
Palvelimeen asennettiin VMWare ESX 3.5 update 3 -käyttöjärjestelmä, joka 
on viimeisin versio ohjelmistosta. ESX-käyttöjärjestelmä asennettiin 
graafisen käyttöliittymän kautta asennusohjeiden mukaisesti [12, s. 14 - 37]. 
Asennusohjelmassa käytettiin oletusasetuksia muutamia kohtia lukuun 
ottamatta. Partitiointitaulua muutettiin siten, että kaksi osiota lisättiin 
oletusasetuksiin. Ensimmäinen lisäys oli /tmp -partitio, jonka avulla vältetään 
root-partitio ( / ) täyttymästä väliaikaistiedostoilla. Toinen lisäys oli  /opt -
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partitio, jonka avulla vältetään root-partitio täyttymästä VMWare High 
Availability -lokitiedostoilla. /Opt -partitio mahdollistaa myös kolmannen 
osapuolen lisäohjelmien asennuksen (esimerkiksi Dell OpenManage -
agentti). Verkon konfigurointikohdassa osoitteeksi syötettiin palvelimelle 
ennalta määritelty osoite ESX-palvelinta varten ja nimettiin ESX-palvelin 
yrityksen nimeämiskäytännön mukaisesti. Lopuksi annettiin root-käyttäjän 
salasana sekä luotiin paikallinen käyttäjä ESX-palvelimen hallinnointia 
varten, sillä palvelin ei hyväksy enää root-käyttäjän etäyhteyskutsuja 
ensimmäisen uudelleenkäynnistyksen jälkeen. Asennusmääritysten jälkeen 
ESX-käyttöjärjestelmän asennus käynnistyi ja käyttöjärjestelmä asentui 
ilman ongelmia. Asennuksen valmistuttua asennusohjelma käynnisti 
uudelleen ESX-palvelimen. Käynnistymisen jälkeen ESX-palvelimen 
hallintatavaksi voitiin valita WEB-käyttöliittymä tai VMWare Infrastructure -
hallintaohjelma. 
6.2.2 Konfigurointi
Asennuksen jälkeen ESX-käyttöjärjestelmän toimivuus testattiin avaamalla 
käyttöliittymä Internet-selaimeen. Todettiin, että asennus oli sujunut 
onnistuneesti ja siirryttiin konfiguroimaan ESX-käyttöjärjestelmää VMWare 
Infrastructure -hallintaohjelman avulla, jonka sai ladattua ESX-
käyttöjärjestelmän esittelysivulta.  
Ensimmäiseksi ESX-käyttöjärjestelmä määritettiin käyttämään 
lisenssipalvelimelle asennettua lisenssiä, jotta lisäosat saadaan käyttöön. 
Seuraavaksi määritettiin ESX-käyttöjärjestelmä käyttämään yrityksen sisäisiä 
aikapalvelimia, jotka hyödyntävät NTP-protokollaa (Network Time Protocol). 
Virheellisesti määritetyt aikapalvelimet ESX-käyttöjärjestelmälle saattavat 
aiheuttaa ongelmia esimerkiksi autentikoinnin sekä varmuuskopioinnin 
kanssa.
Näiden vaiheiden jälkeen aloitettiin verkon konfigurointi. Käyttöjärjestelmän 
asennuksen yhteydessä asennusohjelma loi virtuaalisen kytkimen 
vSwitch0:n, joka toimii yhdyskäytävänä ulkoisen verkon ja käyttöjärjestelmän 
välillä. Virtuaaliympäristöä varten luotiin toinen virtuaalinen kytkin vSwitch1, 
jonka määritettiin käyttävän kolmea fyysistä verkkokorttia.  
Virtuaalikytkimeen luotiin kolme porttia seuraaviin tarkoituksiin: VMKernel 
iSCSI -portti ja Service Console 2 -portti levyjärjestelmää varten sekä 
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VMKernel VMotion -portti VMotion -laajennusta varten. Kuva 19 
havainnollistaa luodun virtuaalisen kytkimen liitettävyyden fyysisiin 
verkkokortteihin. 
Kuva 19. vSwitch1:n määritys. 
Verkon konfiguroinnin jälkeen valmiiksi asennettu SAN-levyjärjestelmä 
liitettiin ESX-palvelimen käyttöön. Palvelimelle asennettiin levyjärjestelmän 
mukana tullut Navisphere Agent - ohjelmisto, jonka asennuksen jälkeen 
ESX-palvelin sai muodostettua yhteyden levypalvelimeen. Levyjärjestelmään 
luodut VMFS-partitiot saatiin käyttöön syöttämällä levyjärjestelmän verkko-
ohjainten osoitteet Storage Adapter -valikon Dynamic Discovery -
välilehdelle. Skannauksen jälkeen varmistettiin Storage -välilehdeltä, että 
kaikki levyjärjestelmään määritetyt LUN:it näkyivät ESX-palvelimen 
levytilana.
Toinen ESX-palvelin asennettiin ja konfiguroitiin vastaavilla asetuksilla kuin 
ensimmäinen ESX-palvelin lukuun ottamatta verkkokortin asetuksia ja 
virtuaalista kytkintä, joihin määritettiin eri asetukset ristiriitojen välttämiseksi.  
Tähän vaiheeseen asti ESX-palvelimien asetukset piti tehdä 
palvelinkohtaisesti VMWare Infrastructure Clientin avulla. ESX-palvelimien 
perusmääritysten myötä palvelimia on mahdollista hallita keskitetysti 
VMWare VirtualCenter -hallintaohjelman avulla, joten loput ESX-palvelimien 
ja virtuaaliympäristön tarkemmat määritykset tehtiin kyseisen ohjelman 
avulla. VirtualCenterin käyttöönotto esitellään tarkemmin seuraavassa 
kappaleessa.
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6.3 VirtualCenterin konfigurointi 
Ennen ESX-palvelimien liittämistä VMWare VirtualCenter -
hallintaohjelmistoon määritettiin VMWare Update Manager -laajennuksen 
toiminta. Update Manager -laajennukselle määritettiin, että ainoastaan ESX-
palvelimelle tarkoitetut päivitykset asennetaan. Tämä tarkoitti sitä, että kaikki 
VMWare Update Managerin oletuksena luodut Baselinet poistettiin, jotta 
virtuaalikoneet tai vieraskäyttöjärjestelmät eivät vastaanota VirtualCenterin 
hallinnoimia päivityksiä.  
Tarvittavien laajennusten määrityksien jälkeen Virtuaaliympäristön 
käyttöönotto aloitettiin liittämällä ESX-palvelimet VirtualCenteriin. VMWare 
Infrastructure Client -hallintaohjelmalla luotiin VMSFi Datacenter -ryhmän 
alle VMSFi ESX Cluster, johon ESX-palvelimet liitettiin [12, s.168 - 174]. 
Liittämisen jälkeen ESX-palvelimet tulivat näkyviin hallintaohjelman 
Inventory-näkymään (kuva 20). 
Kuva 20. VMWare Infrastructure Clientin Inventory-näkymä. 
ESX-palvelimien liittämisen jälkeen palvelinpohjien luominen sekä fyysisten 
palvelimien muuntaminen virtuaalipalvelimiksi aloitettiin. 
6.3.1 Virtuaalikoneiden ja mallikonepohjien luonti 
Mallikoneiden luonti aloitettiin asentamalla ESX-palvelimelle ensimmäinen 
virtuaalikone [12, s. 191 - 226]. Virtuaalikoneen luonnin yhteydessä 
mallikonepohjalle annettiin kuvan 21 mukaiset määritykset: 
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Kuva 21. Luodun mallikonepohjan yhteenveto. 
Mallikoneeseen asennettiin käyttöjärjestelmäksi Windows Server 2003 
Standard Edition 1CPU. Käyttöjärjestelmä asennettiin yrityksen 
palvelinasennusohjeiden mukaisesti. Käyttöjärjestelmän asennuksen jälkeen 
virtuaalipalvelimelle asennettiin VMWare Tools klikkaamalla virtuaalikonetta 
oikealla hiiren näppäimellä ja valitsemalla Install/Upgrade VMWare Tools.
Virtuaalikoneen asentaminen ja muokkaaminen sopivaksi mallikoneeksi vei 
aikaa noin tunnin per virtuaalikone.  
Asennuksen jälkeen virtuaalikone kopioitiin mallikonepohjaksi klikkaamalla 
hiiren oikeaa näppäintä ja valitsemalla Clone to Template -komento ja 
määritettiin, mihin mallikonepohja sijoitetaan. Vastaavat mallikonepohjat 
luotiin myös seuraaville käyttöjärjestelmille: 
 Windows XP Professional x86:lle 
 Windows XP Professional x64:lle 
 Windows Server 2003 Standard Edition 2CPU:lle. 
Seuraavana vaiheena oli luoda testikäyttöön palvelimia luoduista 
mallikoneista. Virtuaalikoneita luotiin kaiken kaikkiaan 18 kappaletta lähinnä 
ohjelmistokehittäjien tarpeisiin.  
Virtuaalikoneiden asentaminen, mallikoneiden tekeminen ja uusien 
virtuaalikoneiden luonti mallikonepohjaa käyttäen sujuivat ilman ongelmia. 
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Virtuaalikoneiden asennus ja käyttöönotto mallikonepohjista kesti noin 10 
minuuttia per virtuaalikone. 
6.3.2 Fyysisten palvelimien muuntaminen virtuaalikoneiksi 
Fyysisten palvelimien muuntaminen aloitettiin muuntamalla kahdeksan 
tuotantopalvelinta virtuaalikoneiksi käyttämällä lämmintä siirtotekniikkaa [12, 
s. 229 - 251]. Käyttämällä kyseistä menetelmää siirrettävillä palvelimilla ei 
esiintynyt käyttökatkoja. Toimenpide suoritettiin klikkaamalla hiiren oikealla 
näppäimellä ESX-palvelinta ja valitsemalla Import Machine -toiminto. 
Muuntaminen oli erittäin yksinkertainen; ensimmäisessä vaiheessa 
muunnosvelhoon (Import Wizard) syötettiin fyysisen palvelimen IP-osoite ja 
pääkäyttäjän tunnukset. Tämän jälkeen valittiin fyysisen palvelimen 
kiintolevyt, jotka haluttiin muuntaa virtuaaliseksi. Toisessa vaiheessa 
muunnettavalle palvelimelle annettiin nimi ja inventaariokohde, johon 
virtuaalikone tullaan sijoittamaan. Tämän jälkeen valittiin LUN, johon palvelin 
tallennettiin. Lopuksi määriteltiin käytettävä fyysinen verkkokortti, johon 
VMWare Tools asennettiin. Mitään kustomointeja ei palvelimille tehty. 
Kustomoinnin avulla olisi voitu esimerkiksi määritellä virtuaalikoneen nimi, 
käytettävä lisenssi sekä toimialue.  
Kaikkia palvelimia ei voitu muuntaa lämpimällä siirrolla, sillä kolmessa 
fyysisessä palvelimessa oli käytössä Microsoft SQL Server 2005. Lämpimän 
siirron aikana siirrettävälle palvelimelle eivät päivity muutokset, joita voi 
tapahtua esimerkiksi SQL-tietokannoissa. Kun tiedot eivät päivity SQL-
tietokantoihin, tietyt SQL-palvelut saattavat lakata toimimasta. Fyysiset 
palvelimet muunnettiin käyttämällä kylmää siirtotekniikkaa, jolloin palvelimien 
palvelut eivät olleet käytettävissä. 
Kylmät muunnokset tehtiin palvelin kerrallaan. Muuntaminen aloitettiin 
käynnistämällä fyysinen palvelin VMWare Converter -CD:ltä, jonka sai 
ladattua VMWaren kotisivuilta. Kylmän siirron ensimmäisessä vaiheessa 
määritettiin verkon asetukset sekä fyysisen palvelin kovalevy, joka 
muunnetaan virtuaaliseksi. Toisessa vaiheessa määritettiin fyysiset 
palvelimet sijoitettavaksi VMWare ESX-palvelimelle sekä määritettiin ESX-
palvelimen nimi sekä syötettiin pääkäyttäjätunnukset. Lopuksi määritettiin 
fyysiset palvelimet sijoitettavaksi VMSFi ESX -klusteriin. Myöskään näihin 
palvelimiin ei kustomointeja tehty.   
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Fyysisten palvelinten muuntaminen sujui suoraviivaisesti ja ilman ongelmia 
lähteen kymmenen ohjeita seuraamalla. Muunnosten jälkeen palvelimien 
toimivuus testattiin ja kävi ilmi, ettei palvelimien palveluihin ollut tullut 
toimintahäiriöitä.
6.3.3 VMotionin testaus 
VMotionin testaus suoritettiin siirtämällä virtuaalikone kaksi kertaa ESX-
palvelimelta toiselle. Ennen siirron aloittamista avattiin Remote Desktop -
yhteys hallintapalvelimelta virtuaalipalvelimelle. Virtuaalikoneen siirron 
aikana hallintapalvelimelta tarkkailtiin katkeaako Remote Desktop -yhteys 
siirron aikana. Virtuaalikoneelle kirjauduttiin toimialueen käyttäjätunnuksilla 
siirron ollessa käynnissä ja todettiin, että palvelukatkosta ei syntynyt. Voitiin 
siis todeta, että VMotion toimii kuten pitääkin.  
6.3.4 Distributed Resource Schedulerin testaus 
Distributed Resource Schedulerin testaus suoritettiin siirtämällä 
virtuaalikoneita ESX-palvelimelta toiselle. DRS on asetettu toimimaan täysin 
automaattisesti, joten teoriassa virtuaalikoneiden pitäisi siirtyä ESX-
palvelimelta toiselle fyysisen kuorman kasvaessa. Testauksessa siirrettiin 
viisi sammutettua virtuaalikonetta ESX-palvelimelta toiselle ja niitä 
käynnistäessä todettiin, että DRS siirsi neljä virtuaalikonetta takaisin 
edelliselle ESX-palvelimelle kuorman tasaamiseksi josta ne olivat alun perin 
siirretty. Todettiin, että DRS toimii toivotulla tavalla. 
7 JOHTOPÄÄTÖKSET 
Työn tarkoituksena oli virtuaaliympäristön rakentaminen ja 
virtuaaliympäristön eri toiminnallisuuksien testaaminen. Näiden vaiheiden 
jälkeen fyysisiä tuotantopalvelimia tultaisiin siirtämään virtuaaliympäristöön, 
mikäli todettaisiin, että ne soveltuvat ajettavaksi virtuaalisina.  
Virtuaaliympäristön käyttöönottoon tarvittavan tiedon hankkimiseen kului 
huomattavasti enemmän aikaa kuin ympäristön asennuksiin ja määrityksiin. 
Tarvittavan tiedon hankkiminen hoidettiin itseopiskeluna perehtymällä 
useaan eri lähdeaineistoihin. 
Virtuaaliympäristössä käytettyjen ohjelmistojen asennukset onnistuivat ilman 
suurempia ongelmia. VMWare VirtualCenter -hallintaohjelmisto jouduttiin 
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asentamaan kahteen kertaan, sillä pääkäyttäjätunnukset syötettiin väärin 
asennusvaiheessa. Lisäksi toiselle ESX-palvelimelle asennettava 
levyjärjestelmän Navisphere Agent -ohjelmisto jouduttiin asentamaan 
kahteen kertaan, kun ohjelma ei ensimmäisen asennuksen jälkeen toiminut 
toivotulla tavalla. Tämä aiheutti sen, ettei SAN-levyjärjestelmään asennetut 
LUN:it olleet ESX-palvelimien käytettävissä.  
Virtuaaliympäristön käyttöönotto sujui suoraviivaisesti. Ympäristössä 
suoritettiin testauksia luotujen mallikoneiden avulla, joilla varmistettiin, että 
kaikki asennetut laajennukset toimivat odotusten mukaisesti.  
Testausvaiheiden jälkeen virtuaaliympäristöön siirrettiin yhteensä kahdeksan 
tuotantopalvelinta. Virtualisoinnin jälkeen tuotantopalvelimet jatkoivat 
toimintaansa normaalisti eikä yhteensopivuusongelmia esiintynyt. Luodut 
mallikoneet yhteen laskien virtuaaliympäristössä oli aktiivisessa käytössä 26 
palvelinta. Virtuaalikoneiden käyttöönoton todettiin olevan 
yksinkertaisempaa ja nopeampaa kuin fyysisten palvelimien käyttöönotto. 
Lisäksi virtuaaliympäristön keskitetyn hallinnan todettiin helpottavan 
palvelinympäristön jokapäiväistä ylläpitämistä.  
Työlle asetetut tavoitteet saavutettiin ja osoitettiin, että virtuaaliympäristö 
vähentää yrityksen IT-kustannuksia ja säästää IT-henkilöstön aikaa. Projekti 
oli onnistunut tavoitteiden mukaisesti. 
Seuraava jatkokehityskohde yrityksen virtuaaliympäristöön on jo päätetty. 
Tällä hetkellä yrityksellä on useita palvelimia, joiden takuuaika on 
loppumassa ja joita ei ole vielä siirretty virtuaaliympäristöön, sillä jo aiemmin 
siirretyille tuotantopalvelimille tahdottiin turvata tarpeeksi resursseja 
täysipainoiseen toimintaan. Virtuaaliympäristöä aiotaan laajentaa kahdella 
ESX-palvelimella ja ympäristöön tullaan siirtämään kuusi tuotantopalvelinta 
lisää. Laitteet ja lisenssit on tilattu. Virtuaaliympäristön laajennus pyritään 
ottamaan käyttöön joulukuun 2008 aikana. 
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