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Metallic phase in a two-dimensional disordered Fermi system with singular
interactions
Victor M. Galitski
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We consider a disordered system of gapless fermions interacting with a singular transverse (2+1)-
dimensional gauge-field. We study quantum corrections to fermion conductivity and show that they
are very different from those in a Fermi liquid with non-singular interactions. In particular, the weak-
localization effect is suppressed by magnetic field fluctuations. We argue that these fluctuations can
be considered static at time scales of fermionic diffusion. By inducing fluxes through diffusive loops
that contribute to weak localization, they dephase via the Aharonov-Bohm effect. It is shown that
while the flux-flux correlator due to thermal fluctuations of magnetic field is proportional to the area
enclosed by the loop, the correlator due to quantum fluctuations is proportional to the perimeter of
the loop. The possibility of dephasing due to these quasistatic configurations and the corresponding
rates are discussed. We also study interaction induced effects and show that perturbation theory
contains infrared divergent terms originating from unscreened magnetic interactions. These singular
(Hartree) terms are related to scattering of a fermion off of the static potential created by the other
fermions. We show that due to singular small-angle scattering, the corresponding contributions to
the density of states and conductivity are very large and positive indicating that the fermion-gauge
system remains metallic at low temperatures.
PACS numbers: 71.27.+a, 71.10.Hf, 71.30.+h, 72.15Rn
I. INTRODUCTION
There are many seemingly unrelated physical systems,
whose low-energy description contains fermionic quasi-
particles coupled to a fluctuating gauge-field. A notable
example is a variety of insulating spin liquid phases,
which are in principle allowed in strongly interacting
electronic systems.1,2 These spin liquid states are often
described in terms of non-standard quasiparticles cou-
pled to dynamic gauge fields.3 Recent experiments of
Kanoda et al.4,5 indicate the possibility of a spin-liquid
phase in the organic compound κ − (ET )2Cu2(CN)3.
Motrunich6 and S-S. Lee and P. Lee7 argued that the
so-called uniform resonating-valence-bond (uRVB) phase
is the most likely candidate for the phase discovered in
these experiments. This phase is described by a degener-
ate Fermi gas of spinons interacting with a dynamic U(1)
gauge field. There are other physical models, whose low-
energy description has an identical or very similar math-
ematical structure: In particular, the Halperin-Lee-Read
theory8 of a compressible Fermi-liquid-like state at the
filling factor ν = 1/2 is formulated in terms of compos-
ite fermions interacting with a dynamic Chern-Simons
field. Another example is a “vortex metal” phase sug-
gested in Ref. [9]. To access this phase, one starts with
a bosonic theory describing preformed Cooper pairs, and
using duality transforms it into a theory of bosonic vor-
tices interacting with a gauge-field. The corresponding
dual magnetic field represents the (fluctuating) Cooper
pair charge density, whose mean value can be very large.
If the dual filling factor is νdual = 1/2, then vortices
may become fermions9,10 forming the Halperin-Lee-Read
state (“vortex metal”), which is also described by a the-
ory with singular interactions. Remarkably, similar sin-
gular interactions may arise in more conventional systems
in the vicinity of quantum phase transitions, where soft
bosonic fluctuation modes can mimic longitudinal gauge-
field fluctuations. Finally we note that strictly speaking
physical electrons in metals and semiconductors should
be described in terms of a gauge theory, since they are
coupled to a fluctuating [(3+1)-dimensional] electromag-
netic field. The corresponding relativistic effects are typ-
ically negligible at all reasonable temperatures, but in
the strict zero-temperature limit, they destroy the usual
Fermi liquid picture.11 An important difference between
the usual quantum electrodynamics and the model stud-
ied in this paper is the magnitude of the effects associated
with gauge fluctuations: The corresponding gauge-field-
fermion coupling in the artificial electrodynamics appear-
ing in the context of quantum magnets3 or the quantized
Hall effect8 is not small, and thus quantum gauge fluctu-
ations manifest themselves much stronger.
The aforementioned fermion-gauge model has been
studied by Nayak and Wilczek12, by Altshuler et al.13,
and by Polchinski,14 who concluded that at least in
the limit of small gauge-field-fermion coupling (large-
N limit), it is described by a non-Fermi liquid strong-
coupling fixed point. This fixed point can be visualized
as a collection of patches on the Fermi surface, which
do not interact with each other unless the momentum
transfer is two Fermi-momenta. This phase has a num-
ber of other unusual properties: For instance, weak non-
singular density-density interactions are irrelevant, re-
gardless the sign, and the physics is determined almost
entirely by the interactions between the fermions and sin-
gular transverse fields. These results are valid in very
clean systems, where the fermion motion is ballistic at
low-temperatures.
2In this paper we investigate the effects of disorder on
the properties of the fermion-gauge system and study
quantum interference effects. Understanding these effects
of disorder is important in attempts to relate theoretical
results to real experiments, especially those searching for
spin-liquid phases (in particular thermal transport exper-
iments). All real systems contain finite amount of disor-
der, which may strongly affect their properties at low
temperatures.15 In a usual Fermi-liquid, even weak dis-
order leads to weak localization16 and similar interaction-
induced effects17 and eventually to an insulating behav-
ior. These quantum interference effects have been ob-
served in numerous experiments and theoretical results
have been quantitatively verified.17 An important ques-
tion is whether disorder results in a similar localization
transition in fermion-gauge systems. The results pre-
sented in this paper suggest that the fermion-gauge sys-
tem may remain metallic at low temperatures, as long as
disorder is relatively weak (dimensionless conductance is
large, σ ≫ 1). This is due to the existence of unscreened
magnetic forces. First, magnetic field fluctuations pro-
duce fluxes through closed trajectories, which contribute
to weak localization. These fluxes result in Aharonov-
Bohm phase shifts that fermions acquire, while travel-
ing around the diffusive loops in the opposite directions.
This topological effect leads to a relatively large dephas-
ing rate at finite temperatures τ−1φ ∼ g2σT (where g is
the dimensionless gauge-field-fermion coupling constant).
We suggest that similar quasistatic configurations due to
quantum fluctuations of the magnetic field may, in prin-
ciple, lead to a similar dephasing effect with the charac-
teristic rate τ−1∗ ∼ (g4/σ2)τ−1 (where τ is the scatter-
ing time). Second, gauge fluctuations lead to interaction
corrections of Altshuler-Aronov type. In a fermion gauge
system the leading contributions come from the Hartree
processes, which correspond to the scattering of fermions
off of the static interaction potential, created by the other
fermions. Due to the long-range (unscreened) nature of
magnetic interactions, the corresponding scattering rate
diverges, due to singular small angle scattering. These
Hartree contributions to the density of states and con-
ductivity are positive, which may indicate the stability of
the metallic phase.
The structure of the paper is as follows:
In Sec. II, we introduce basic notations and describe
the model, which consists of a degenerate Fermi gas of
particles (that we occasionally call spinons) coupled to
a dynamic non-compact U(1) gauge field in the presence
of disorder. In Sec. II, we show that the clean strong-
coupling Nayak-Wilczek fixed point12 is unstable against
weak disorder, and the system should be described by a
different diffusive theory.
In Sec. III, we qualitatively study the weak localization
correction to conductivity taking into account fluctuating
gauge fields. We show that gauge fluctuations are slow
compared to fermionic motion, and therefore the mag-
netic field can be considered static on the time-scales of
fermionic diffusion. We explicitly calculate the correla-
tion function of this random magnetic field. We argue
that dephasing due to this factor is characterized by the
flux-flux correlator of a typical diffusive trajectory. At
finite temperatures, this correlator is proportional to the
area of the path, while at zero temperature the correlator
is proportional to the perimeter of the path.
In Sec. IV, we study quantum corrections of Altshuler-
Aronov type due to the interactions mediated by the
transverse gauge field. We find that direct perturbation
theory contains infrared divergent diagrams. These sin-
gular contributions to the fermionic self-energy, density
of states, and conductivity come from the Hartree pro-
cesses in the diffusion channel. The Hartree diagrams
and other less divergent exchange diagrams are calcu-
lated. It is shown that the correction to conductivity
is proportional to a formally infrared divergent integral
coming from unscreened magnetic interactions.
II. THE MODEL
In this paper we consider a two-dimensional system
of fermions coupled to a fluctuating gauge field in the
presence of a disorder potential. The Hamiltonian is
H = Ha,f +Hdis +Ha, (1)
where
Ha,f =
∑
p,σ
f
†
p,σE(p)fp,σ +
∑
p,q,σ
f
†
p+q,σa(q)
∂E(p)
∂p
fp,σ. (2)
In Eq. (2), f † and f are the fermion creation and
annihilation operators, E(p) is the fermionic spectrum,
σ = 1, 2, . . .N is a spin index, Hdis is the disorder Hamil-
tonian, andHa is the bare Hamiltonian for the gauge field
a, which can be written as
Ha = 1
2
∫
d2r
{
g20e
2(r) +
1
g20
[∇× a(r)]2
}
, (3)
where a and e = −i ∂∂a are canonically conjugate quan-
tum operators and g0 is the bare gauge coupling constant.
In the case of the uRVB phase in the tJ-model, this bare
coupling is of order18 g20 ∼ ∆2/ρ(0)s , where ∆ is the charge
gap for holons and ρ
(0)
s is the bare phase stiffness.
A clean fermion-gauge system (i.e., Hdis = 0) has been
studied in Refs. [12, 13, 14] in the large-N limit. It was
found that in this limit the system is described by a non-
Fermi liquid strong coupling fixed point, in which the
physics is dominated by singular magnetic interactions.
The results of the large-N treatment can be summarized
as follows: First, vertex corrections with zero momentum
transfer are small, Γ0 ∼ N−1. This is due to the fact
that gauge bosons are slow compared to fermions, and
the analog of Migdal’s theorem holds.19 Due to Migdal’s
theorem, a self-consistent (Eliashberg-like20) theory can
be developed. In this theory, the electronic self-energy
3depends only on frequency21,22 Σ(ε) ∝ ε2/3, and is de-
termined by interaction corrections in leading order per-
turbation theory. Likewise, the effective action for the
gauge field is determined by fermionic quasiparticles and
can be calculated in leading order perturbation theory.
The longitudinal (electric) forces are screened and be-
come effectively short-range. The transverse (magnetic)
forces are not screened, and the corresponding gauge-field
propagator has the form:
K(clean)αβ (ω,q) = P (tr)αβ (q)
1
−iγω/(vFq) + χq2 , (4)
where γ and χ are constants and Pαβ(q) = δαβ−qαqβ/q2.
Eventhough, the vertices with small momentum transfers
are negligible, the 2pF-vertices are singular. This singu-
larity may in principle lead to a spin-density-wave tran-
sition14,23,24 or a Kohn-Luttinger pairing instability.25,26
Considering energy-scales above the corresponding tran-
sition temperatures (if any), one can study the following
gapless fixed point, discovered in Refs. [12,13]:
S =
∫
ε,p
f∗ε,p
[
Σ(ε) + vFp⊥ +
p2||
2m∗
]
fε,p
+
∫
ω,q
a (ω,q)
[
χq2 + γ
|ω|
q
]
a (−ω,−q)
+g
∫
ε,k
∫
ω,q
[
f∗ε+ω,p+qfε,pvF(q)a(ω,q) + h. c.
]
.(5)
This action describes a collection of patches on the Fermi
line, which do not interact with each other. In Eq. (5), p||
and p⊥ correspond to the directions tangent and perpen-
dicular to the Fermi line in the center of the region being
considered. One can add different operators to the ac-
tion and consider their relevance under scaling: ω → sω,
p⊥ → s2/3p⊥, and p|| → s1/3p||. The gauge-field-fermion
coupling [the last term in Eq. (5)] is exactly marginal
and can be considered perturbatively with respect to the
Gaussian part. This allows for controlled calculations
within the renormalization group scheme. Using this
scheme, one can find that non-singular density-density
interactions are irrelevant at the tree level, which justi-
fies dropping short-range interactions and screened elec-
tric forces.
We are interested in the effects of disorder on the prop-
erties of the fermion-gauge system. Let us add the fol-
lowing term to action (5)
Sdis =
∫
d2rV (r)
∫
dtf∗(t, r)f(t, r),
where V (r) is a quenched disorder potential with the cor-
relation function
〈V (r)V (r′)〉 = u0δ(r− r′).
Using the replica technique, we perform an averaging over
disorder realizations and obtain the following contribu-
tion to the action
δSnn′ = u0
∫
d2qOn(q)On′ (−q), (6)
where n and n′ are the replica indices and On(q) =∫
ε,p
f∗ε,p,nfε,p+q,n. This operator scales as
O(s2/3q⊥, s1/3q||)→ s−2/3O(q). (7)
From Eqs. (6) and (7), we conclude that operator (6) is
a relevant perturbation, and therefore the Nayak-Wilczek
strong coupling phase is unstable against weak quenched
disorder, and flows toward a diffusive phase.
To access this diffusive phase, we will go back to Eq. (1)
and include disorder at the very beginning. The strategy
is to treat gauge interactions perturbatively with respect
to the diffusive Fermi liquid fixed point. An important is-
sue is to determine a parameter regime (i.e, temperature
and couplings), in which the perturbative description is
reliable. Another important problem is to calculate inter-
action corrections to the properties of the diffusive Fermi
liquid fixed point in this regime. The main difficulty is
due to the fact that we must treat disorder and singular
gauge interactions self-consistently.
Our model consists of a diffusive Fermi liquid cou-
pled to a dynamic gauge field. The propagator of this
gauge field is determined by the fermions. In the diffu-
sive regime, Landau damping [the term |ω|/q in Eq. (4)]
is replaced with the dissipative term ∝ |ω|. The corre-
sponding propagator of the transverse gauge field reads
K(diff)αβ (ω,q) = P (tr)αβ (q)
1
σ|ω| + χq2 , (8)
where σ = (EFτ) /π ≫ 1 is the dimensionless conduc-
tance, which is assumed large, τ = 1/(2πνu0) is the
scattering time, ν = m/π is the density of states, and
χ = δ/m is a non-universal “Landau diamagnetic sus-
ceptibility” of fermions, which depends strongly on the
form of the fermionic spectrum, and δ ∼ 1 is a numerical
coefficient characterizing this non-universal dependence
[in a Fermi gas, δ0 = 1/(12π)]. We also assume that
the dimensionless fermion-gauge-field coupling constant
g is small, which corresponds to the large-N limit with
g ∼ N−1/2 ≪ 1. In what follows we will treat the dimen-
sionless fermion-gauge-field coupling as a formal small
parameter without referring to the large-N approxima-
tion. In this paper, we mostly concentrate on the effects
due to a singular transverse gauge field, and assume that
all the other interactions (including dynamically screened
electric forces) are not important. We emphasize that
treatment of singular density-density interactions is sim-
ilar. Such singular longitudinal fluctuations may appear
in the vicinity of quantum phase transitions.
III. DEPHASING BY MAGNETIC FIELD
FLUCTUATIONS
In this section, we qualitatively discuss the weak lo-
calization correction to conductivity in the presence of a
fluctuating magnetic field. We assume the validity of the
4Fermi liquid description for fermions. The main equa-
tions of this section are the static correlation functions
(15) and (23), the corresponding flux-flux correlators (16)
and (25), and possible dephasing rates (17) and (26).
The weak localization effect originates from construc-
tive interference between closed diffusive paths. The
probability for a diffusive fermion to return to the vicin-
ity d2r of the origin in a time t in two dimensions is
C(t) = 1/ (2πDt) d2r. The contribution of these closed
trajectories to conductivity is
δσWL = − e
2
2π2
∫ τφ
τ
dt
t
.
This integral diverges logarithmically if the upper limit
is taken to infinity. In the presence of inelastic processes,
the electron coherence is destroyed. Such processes are
characterized by the dephasing time τφ(T ) and the cor-
responding coherence length Lφ(T ) =
√
Dτφ(T ). These
inelastic processes originate from electron-electron and
electron-phonon scattering events. The corresponding
dephasing rate can be calculated self-consistently and
in the case of electron-electron interactions is of order
τ−1φ (T ) ∼ σ−1T . The energy transfer in these dephasing
processes is smaller or of the order of temperature.27 At
zero temperature and magnetic field, the dephasing time
and the weak localization correction diverge.
In the presence of an external magnetic field H, the
weak localization singularity is cut-off at time-scales of
order τH = 1/(4eDH) even at zero temperature. This
suppression is due to the Aharonov-Bohm phase differ-
ence that fermions collect, when traveling around the
closed trajectories in the opposite directions. In the pres-
ence of this time reversal symmetry breaking perturba-
tion H, the weak-localization correction remains finite
even at zero temperature.
Now let us consider spinons, moving in the presence
of a fluctuating gauge field. Consider a closed diffu-
sive path Γ(t), which among infinitely many others con-
tributes to weak localization (where t is the time that a
fermion needs to travel around the loop). Let Φ [Γ(t)]
be the flux through the diffusive loop Γ(t). This flux
depends on the configuration of the gauge-field. Aver-
aging over all possible gauge-field realizations leads to
a zero mean flux 〈Φ [Γ(t)]〉a = 0. The crucial observa-
tion is that this zero flux has nothing to do with the
typical flux through the loop in a given gauge-field real-
ization. Indeed the average value of the flux squared is
non-zero 〈Φ [Γ(t)] Φ [Γ(t)]〉a 6= 0. This finite value leads
to Aharonov-Bohm phase shifts and effectively to dephas-
ing. We emphasize that this contribution to dephasing is
not related to any inelastic scattering and has a purely
topological nature. In some sense, it is due to broken
time-reversal symmetry in each given realization of the
gauge field. This simple intuitive picture assumes a static
gauge-field background at the time scales of fermionic
diffusion. We argue that this is a very good approxima-
tion as the “photons” are slow compared to the spinons
(at least in the metallic state). Indeed the gauge-field
propagator is determined by the coupling to matter fields
and has the form (8): K(ω,q) ∝ (−iσω + χq2)−1. This
propagator describes “diffusive photons” with the effec-
tive diffusion coefficient Da = χ/σ. In a Fermi liquid, the
diamagnetic susceptibility is of the order of the inverse
density of states χ ∼ 1/m and therefore Da ∼ σ−2D.
We see that as long as the dimensionless conductance
is large, the “diffusion coefficient” of photons is much
smaller that the diffusion coefficient of fermions. This
means that the flux through a given diffusive trajectory
does not significantly change while a fermion is traveling
around it.
We now present a more detailed discussion of the de-
phasing rate associated with magnetic field fluctuations.
This issue was first addressed by Aronov and Wo¨lfle28
and more recently by Wo¨lfle.29 In reviewing the effect of
classical thermal fluctuations, we are going to follow the
steps used in Ref. [28]. Let us consider conductivity σ∗
with respect to a field A, which may or may not be the
same as the fluctuating gauge field a. The corresponding
coupling constant e∗
2 appears only as an overall factor.
The weak localization correction to conductivity is
given by17
δσ∗WL = −
4e∗
2Dτ
π
∫ ∞
−∞
dη C
t−η/2
η,−η (r, r), (9)
where the Cooperon C is the solution of a diffusion-like
equation, which in the presence of a classical fluctuating
field has the form:17
{
∂
∂η
+D
[
−i ∂
∂r
− ga
(
t+
η
2
, r
)
− ga
(
t− η
2
, r
)]2}
×Ctη,η′ [r, r′; a] =
1
τ
δ(η − η′)δ(r− r′). (10)
The solution of this equation depends on the realization
of the field. To calculate conductivity, one must find the
Cooperon averaged over field fluctuations, Ctη,η′(r, r
′) =〈
Ctη,η′ [r, r
′; a]
〉
a
. The correlation function of the fluctu-
ating gauge-field is
Kαβ(ω,q) = coth
( ω
2T
)
Im
[
P
(tr)
αβ (q)
−iσω − ǫ0ω2 + χq2
]
,
(11)
where P
(tr)
αβ (q) = δαβ − qαqβ/q2 and ǫ0 = g−20 is the
“dielectric constant,” coming from the bare action. The
solution of the diffusion equation for the Cooperon can
be formally written as a path integral over fermionic tra-
jectories. Since the gauge field statistics is Gaussian,
averaging over the fluctuations of the magnetic field is
5straightforward, and we obtain the following expression:
Ctη,−η(r, r
′) =
1
τ
∫
r(±η)=r
D[r(t)] exp
{
−
η∫
−η
dt1
r˙2(t1)
4D
−g
2
2
η∫
−η
dt1
η∫
−η
dt2r˙α(t1)K˜αβ(t1, t2)r˙β(t2)
}
,(12)
In what follows, we will use the notation ∆S for the last
term in Eq. (12). We note that in (12), K˜ is the sum of
the correlation functions:
K˜αβ(t1, t2) =Kαβ [t1 + t2,∆r] +Kαβ [−t1 − t2,∆r]
+Kαβ [t1 − t2,∆r] +Kαβ [t2 − t1,∆r] , (13)
with ∆r = r(t2)− r(t1).
At this point, one assumes that the typical frequencies
are much smaller than temperature, which justifies the
classical approximation used. This assumption should
be verified a posteriori by comparing the dephasing rate
and temperature. The corresponding classical correlation
function thus reads (we drop here the terms containing
higher powers of ω)
K
(class)
αβ (ω,q) =
2Tσ
σ2ω2 + χ2q4
P
(tr)
αβ (q). (14)
To proceed further we make a crucial observation men-
tioned in the beginning of this section: The field fluctua-
tions are slow compared to fermions. Really, if ω ∼ τ−1φ
and q ∼ L−1φ = 1/
√
Dτφ, then σω/(χq
2) ∼ σ2 ≫ 1 and
the static approximation is applicable. In this approxi-
mation correlator (14) is replaced by
K
(class,static)
αβ (q) =
2πT
χq2
P
(tr)
αβ (q). (15)
This correlation function describes a static random mag-
netic field with the correlation function 〈b(r)b(r′)〉 =
(T/χ)δ(r−r′). In this case the term ∆S = 2 〈Φ(Γ)Φ(Γ)〉
is just the same-time flux-flux correlator of the qua-
sistatic random magnetic field, arising from thermal
gauge fluctuations. The flux-flux correlator depends on
the path and according to (15) is proportional to the area
enclosed by the path
〈Φ(Γ)Φ(Γ)〉classical = g2
T
χ
A[Γ].
Since the typical area of the trajectory is of order
A[Γ(t)] ∼ Dt we find
∆S ∼ g
2D
χ
Tt. (16)
At this qualitative level, one can identify the dephasing
rate as
τ−1φ (T ) ∼ g2σT. (17)
It is possible to calculate the corresponding weakly-
temperature dependent coefficient, but this is beyond the
scope of the present discussion [according to Wo¨lfle,29
∆S = g2D/(8πχ)T t ln (t/τ)].
There are a few important points, which make de-
phasing by magnetic field fluctuations drastically differ-
ent from dephasing by electric field fluctuations: First
of all, the physical mechanism involved in the former
case is not related to any inelastic scattering and has a
purely topological origin. Magnetic field fluctuations are
slowed down by fermions and become quasistatic. The
fermions see the corresponding random background and
this leads to dephasing due to a finite flux through the
diffusive loops around which the fermions travel. Second,
the typical temperature-dependent dephasing rate is pro-
portional to the conductivity τφ(T )T ∼ σ−1g−2 [while in
the two-dimensional electronic problem, the situation is
exactly the opposite, the dephasing rate is proportional
to the resistivity τCoulombφ (T )T ∼ σ]. We note that if
the gauge-field-fermion coupling is not small, then the
dephasing rate is much larger than temperature, which
invalidates the assumption about only classical fluctu-
ations being important. This observation suggests that
modes with frequencies larger than temperature may play
an important role.
We now consider quantum fluctuations of the magnetic
field. We will show that (i) Quantum fluctuations of
magnetic field can also be considered quasistatic at time
scales of fermionic diffusion and (ii) Flux-flux correlator
due to these quasistatic fluctuations is proportional to
the perimeter of the loop.
First, let us calculate the correlation function in real
space-time. At zero temperature, this can be done by
a straightforward evaluation of the Fourier transform of
(11). The result is
Kαβ(x) =
[
K(1)(x) −K(2)(x)
] (
δαβ − rαrβ
r2
)
+K(2)(x)
rαrβ
r2
, (18)
where
K(1)(x) =
1
8π2χt
[
e−uEi(u)− euEi(−u)] (19)
and
K(2)(x) =
1
4π2σr2
{
2 ln (γu)
− [e−uEi(u) + euEi(−u)]
}
.(20)
In Eqs. (18), (19), and (20), x = (t, r) is a short-hand
notation for the space-time coordinate,
u =
σr2
4χ(t+ ω−1m )
, (21)
6γ ≈ 1, 781 is the Euler’s constant, and Ei(u) =
− ∫∞
u
(ex/x)dx is the exponential integral function. We
have introduced a “high-energy cut-off” ωm in the def-
inition of the parameter u in Eq. (21). This cut-off is
needed to regularize the behavior of the correlation func-
tion in the t→ 0 limit. We note that neglecting the term
ǫ0ω
2 in Eq. (11) would lead to a logarithmically divergent
equal-time Fourier transform. This divergence is cut-off
by the quadratic part ǫ0ω
2. We remind that this term
comes from the bare action for the gauge field (in the
case of the uRVB state in the tJ-model, the constant ǫ0
is of the order of the tunneling amplitude divided by the
holon charge gap squared18). Since the diffusion approx-
imation breaks down at the time-scales smaller than the
scattering time τ , we can write the cut-off as
ωm = min
[
σ/ǫ0, τ
−1
]
. (22)
We note that results (18), (19), and (20) are exact as
long as t is finite and have logarithmic accuracy if t→ 0.
Let us now consider fermions diffusing in the fluc-
tuating background described by Eqs. (18), (19), and
(20). Since for a typical fermionic diffusive trajectory
|r(t)| ∼ √Dt, the value of the parameter u [see Eq. (21)]
can be estimated as u ∼ σD/(4χ) ∼ σ2 ≫ 1. We see that
this parameter is large (as long as the system is metal-
lic), and we can use the asymptotic expression for the
correlation functions:
lim
u→∞
Kαβ(t, r) = − 1
2π2σr2
{
ln
[
γωmσr
2
4χe2
](
δαβ − rαrβ
r2
)
− ln
[
γωmσr
2
4χ
]
rαrβ
r2
}
, (23)
where e ≈ 2.718 is the base of the natural logarithm.
Apparently, Eq. (23) describes a static random magnetic
field described by the non-trivial spatial correlation func-
tion (23).
Using correlation function (23) one can calculate the
flux-flux correlator 〈ΦΦ〉.
〈Φ(Γ)Φ(Γ)〉 = g2
∮
Γ
∮
Γ
dr1αdr2β 〈aα(t, r1)aβ(t, r2)〉 .
(24)
The exact value of the flux-flux correlator 〈Φ(Γ)Φ(Γ)〉
depends on the geometry of the path Γ (diffusive paths
should be averaged over the distances of order mean free
path l and viewed as continuous curves). As an example
we can consider a circular path S1 of radius R. We have
to calculate integrals of the following type:
I
[
S1
]
=
∮
S1
∮
S1
dr1dr2
|r1 − r2|2
.
As it stands, the integral is divergent at small distances.
If we require that |r1 − r2| < rmin, we obtain
I
[
S1
]
=
2πR
rmin
− 2π2.
We see that the leading contribution is proportional to
the circumference of the circle, with the second term be-
ing a small correction. This result is universal and applies
for any loop: Indeed, from Eq. (23) it follows that the
main contribution to the correlator always comes from
the regions, where points r1 and r2 are located very close
to each other, regardless the form of the trajectory. This
is due to the overall factor r−2 in Eq. (23). Therefore, for
a generic continuous path Γ, the integral is proportional
to the perimeter of the path, P [Γ]:
I [Γ] ∝ P [Γ]
rmin
+
{
geometrical factor ∼ O(1)
}
,
In the context of a diffusive Fermi system, the cut-off
distance is of order mean free path rmin = l, which is
the length-scale at which the diffusive description breaks
down. Within logarithmic accuracy, we can put r = l in
the arguments of the logarithms in Eq. (23). Assuming
that ωm ∼ τ−1, we find the flux-flux correlator
〈Φ(Γ)Φ(Γ)〉quantum ∼
g2 lnσ
σl
P [Γ]. (25)
This behavior of the flux-flux correlator can be called a
perimeter law. It should be compared with the “area
law” behavior of the flux-flux correlator of classical
thermal fluctuations (16). The perimeter of a typical
fermionic trajectory is P [Γ(t)] ∼ 2π√Dt and therefore
the flux-flux correlation function of a trajectory of this
size is 〈ΦΦ〉 ∼ g2 lnσσl
√
Dt. It is plausible to assume that
these fluxes may lead to dephasing with the correspond-
ing time-scale being
τ−1∗ ∼ g4
ln2 σ
τσ2
. (26)
In the usual electronic systems it is known that quan-
tum fluctuations of electric field (i.e., longitudinal modes
with ω > T ) do not contribute to dephasing in the fol-
lowing sense:27 One can separate different contributions
to conductivity by their magnetic field dependence (the
external magnetic field is assumed to provide the lead-
ing contribution to dephasing with the interaction terms
being small corrections). The weak localization term is
defined as the leading term in expansion in 1/σ, which
depends on the external magnetic field as 1/B2. Dia-
grammatically it is described by the maximally crossed
diagram. The perturbative statement about the absence
of quantum dephasing is that the first order interaction
correction to the weak localization term does not contain
contributions from fluctuation modes with ω ≫ T (or
more precisely, this contribution is exponentially small).
The corresponding cancellation of the quantum terms is
related to the detailed balance in equilibrium. The re-
maining linear-in-T dephasing term is due to inelastic
scattering of electrons; the corresponding rate vanishes
at zero temperature.
7An interesting (open) question is whether a similar
cancellation of “quantum dephasing terms” in the max-
imally crossed diagram happens in the case of a Fermi
gas coupled to a slow fluctuating magnetic field. At the
moment, the existence of such terms would not contra-
dict to any known results. As we have seen above, the
main contribution to dephasing is not related to any in-
elastic scattering, and therefore the detailed balance ar-
gument is perhaps not relevant here. Second, quantum
dephasing expected from the above arguments based on
the “perimeter law” (25) should appear only in second
order of a perturbation theory and there are no known
analytic results in this order. Third, the usual struc-
ture of perturbation theory with an external magnetic
field providing the leading contribution to the weak lo-
calization cut-off is not appropriate in this context, since
the main effect, which is based on magnetic field fluctua-
tions, will be smeared out by such a large external field.
From the qualitative arguments described in this section,
it seems conceivable that quantum fluctuations of mag-
netic field may still lead to a dephasing effect with the
characteristic time-scale given by Eq. (26).
IV. ALTSHULER-ARONOV CORRECTIONS
In this section, we calculate the exchange and Hartree
contributions to the self-energy, density of states, and
conductivity. We show that the direct leading order per-
turbation theory is ill-behaved since certain diagrams are
infrared divergent. These singular contributions come
from the Hartree-type processes. The corresponding cor-
rections to the density of states (39) and conductiv-
ity (42) are positive.
A. Interaction corrections to the density of states
In two-dimensional electron liquids, long-range
Coulomb interactions produce singular contributions to
the density of states and conductivity, which typically
have the same sign and order of magnitude that the
weak localization correction. These Altshuler-Aronov
corrections originate from Coulomb interactions, but in
certain regimes (dense electron liquid) do not depend on
the strength of these interactions. There is no contradic-
tion here, since in deriving these corrections one assumes
that the temperature is smaller than interactions in the
following sense: T/EF ≪ r2sσ, with σ = (EFτ)/π being
the dimensionless conductance and rs = e
2/(~vF). In
this parameter regime, the leading correction to the
conductivity is universal and negative. This universality
is specific to screened Coulomb interactions. In the
case of a fermion-gauge system, the interaction-induced
corrections are due to gauge fields. The corresponding
forces are unscreened, which leads to a different structure
of perturbation theory. The existence of corrections of
this type was emphasized by Halperin, Lee, and Read8
in the context of the ν = 1/2 quantized Hall state.
Also, Khveshchenko30 and Mirlin and Wo¨lfle31 studied
quantum corrections to conductivity, focusing on the
exchange (Fock) contributions.
Below we show that the Altshuler-Aronov corrections
to the density of states and conductivity are dominated
by positive Hartree terms. The corresponding diagrams
are found logarithmically divergent. We suggest that
the dominance of positive Hartree terms correspond to
antilocalization at the one-loop level. The underlying
physical argument behind this result is the following:
When a fermion travels through a disordered system,
it sees a static self-consistent potential created by the
other fermions. The fermion scatters off of this static
background and this scattering is responsible for Hartree
contributions to the density of states and conductivity.
We note that the static gauge propagator is proportional
to 1/q2. This kind of unscreened interaction leads to
a divergent single-particle scattering rate (naively, one
would expect a power law divergence coming from singu-
lar small-angle scattering 〈|p− p′|〉p,p′, but we show that
the divergence is much weaker). Therefore, the effect of
scattering of a given fermion off of the static background
created by the other fermions lead to singular Hartree
terms, which thus dominate the physics. From the theory
of electron-electron interactions in disordered conductors,
it is known that the Hartree contribution to conductivity
is positive for repulsive interactions. In a fermion-gauge
system, the magnetic interactions are indeed repulsive
and unscreened (at least in the non-compact formula-
tion), and thus the leading order interaction correction
to conductivity is expected to be large and positive.
We also note that a similar situation may occur in
the vicinity of quantum phase transitions in fermionic
systems, where the fermions are coupled to a soft
bosonic fluctuation mode, which is in a sense equiv-
alent to a longitudinal singular gauge field. Indeed,
the fluctuation propagator in this case is Kfluc(ω, q) ∝[−icω/(−iω +Dq2) + q2 + ξ−2]−1, where c is a constant
and ξ is the correlation length. The correlation length
diverges at criticality, and the fluctuation mode becomes
massless (or unscreened in our language). This should
lead to an enhancement of interaction corrections.
FIG. 1: Hartree and Fock contributions to the fermion self-
energy. The wavy line corresponds to singular magnetic in-
teractions.
The quantum correction to the fermionic self-energy is
described by the diagrams presented in Fig. 1.32 In what
8follows we assume a white-noise correlated disorder po-
tential [see Eq. (28)], and therefore the vector vertices
are not renormalized by disorder. The basic ingredients
needed to calculate the diagrams in Fig. 1 are as fol-
lows:19 The fermionic Matsubara Green’s function
G(0)ε (p) =
1
iε− ξp + isgn ε/(2τ) , (27)
where ξp = E(p) − EF ≈ vF (p− pF). The impurity
propagator (a single dashed line in Fig. 2) reads
〈u(r)u(r′)〉 = 1
2πντ
δ (r− r′) , (28)
where ν = m/π is the density of states. We note that the
impurity lines do not depend on frequency. The particle-
FIG. 2: Diagram series for diffuson; impurity ladder in the
particle-hole channel
hole propagator (diffuson) shown in Fig. 2 reads
Dε,ε′(p,p′) = 1
2πντ
+
1
2πντ2
θ (−εε′)
|ε− ε′|+D |p− p′|2 ,
(29)
where D = v2Fτ/2 is the diffusion coefficient.
The wavy line represents magnetic interactions,
Kαβ(Ω,Q) = P (tr)αβ (Q)
1
σ |Ω|+ χQ2 , (30)
where σ = (EFτ)/π is the dimensionless conductance and
χ = δ/m is the “diamagnetic susceptibility” with δ ∼ 1.
Finally, the points connecting the wavy lines and the solid
fermion lines are vector vertices gv, where g ≪ 1 is the
dimensionless coupling to the fluctuating gauge field and
v = p/m is the fermion velocity.
Using Eqs. (27), (28), (29), and (30), one can calcu-
late the fermionic self-energy to the leading order in the
magnetic interaction. The self-energy is the sum of two
contributions:
Σ = ΣH +ΣF,
where the first term is the Hartree correction in the dif-
fusion channel (Fig. 1a) and the second term is the Fock
correction (Fig. 1b). We do not consider here effects in
the Cooper channel (see also Sec. III). The Fock term is
relatively small [see Eq. (38) below], since the vector ver-
tices are not renormalized by disorder. Let us study the
Hartree term in the diffusion channel. The corresponding
self-energy has the form:
ΣH (ε,p) = 2T
∑
ω
∫
d2q
(2π)2
Gε+ω (p+ q)
×D2ε,ε+ω (p,p+ q)Bε,p (ω,q) , (31)
where 2 is the spin degeneracy factor and B corresponds
to the block of four Green’s functions (see also Fig. 4c):
Bε,p (ω,q) = g
2
∫
d2p′
(2π)
2
d2p′′
(2π)
2 v
′
αv
′′
βKαβ (0,p′ − p′′)
×Gε (p′)Gε+ω (p′ + q)Gε (p′′)Gε+ω (p′′ + q) . (32)
The crucial point is that the interaction line in this block
carries no frequency. The integral above is infrared di-
vergent due to long-range magnetic interactions. At this
point, let us introduce a small-Q cut-off Qmin as a phe-
nomenological parameter. The value of this parameter
can not be determined within the general formulation.
We note that we can not replace the magnetic interaction
by its average over the Fermi surface, since the Fermi-
momenta p and p′ are constrained to be very close to
each other due to the dominance of small-angle scatter-
ing. Having this in mind, we calculate the B-block (32),
which to the leading order is just a constant
B =
g2νv2Fτ
3
χ
L, (33)
where L = ln (pF/Qmin) is the logarithmic divergence
coming from long-range interactions. Using the self-
energy (31) and Eq. (33), we can calculate the density
of states,
δν = − 2
π
∫
d2p
(2π)
2 Im
{
G2 (ε,p)Σ (iεn → ε,p)
}
, (34)
where G(ε,p) and Σ (iεn → ε,p) are the retarded
Green’s function and self-energy correspondingly. After
the analytical continuation in Eq. (34), we obtain the
density of states
δνH(ε, T ) =
2Bν
(2πντ)
2 Im
∫
dω
2π
d2q
(2π)
2
1
(−iω +Dq2)2
×
[
tanh
(
ε+ ω
2T
)
+ tanh
(
ω − ε
2T
)]
. (35)
Evaluating the integral at ε = 0 and using the Fermi-
gas value of the diamagnetic susceptibility χ = δ0/m =
1/(12πm) (the result should be multiplied by δ0/δ if the
susceptibility is different), we obtain the Hartree correc-
tion
δνH(0, T ) = ν
3g2L
π2
ln
1
Tτ
, (36)
where ν = m/π and we remind that L =
∫ pF
Qmin
dQ/Q≫ 1
is the divergent part coming from long-range magnetic
interactions.
The Fock (exchange) correction to the self-energy has
the following form:
ΣF (ε,p) = −g2T
∑
Ω
∫
d2Q
(2π)
2
pα
m
pβ
m
Kαβ(Ω,Q)Gε+Ω(p+Q).
(37)
9It was emphasized earlier that this expression does
not contain impurity vertices due to interactions being
current-current. It is also clear that this diagram is free
of any infrared divergences. The corresponding integrals
can be easily calculated and we obtain the following ex-
pression for the exchange part of the self-energy (in the
Matsubara representation):
ΣF(εn) = 4g
2σiεn ln
(
e
12πσ|εn|τ
)
, (38)
where e ≈ 2.718 is the base of the natural logarithm
[Eq. (38) has better than logarithmic accuracy]. From
Eq. (38), it follows that the negative exchange correction
to the density of states is at most
δνF(0, T ) ∝ −νg2 (Tτ) ln 1
Tτ
and does not contain the large factor L. Therefore, we
conclude that the exchange correction to the density of
states is negligible in the low-temperature limit.
A few remarks are in order: In the usual theory of
disordered electronic systems it is well known that the
Hartree correction is parametrically smaller than the ex-
change correction in the case of weak long-range interac-
tions. We argue that there is no contradiction between
this statement and the above results. In the context
of two-dimensional electronic systems, a “long-range in-
teraction” always implies the screened Coulomb interac-
tion νU(0, q) ∼ rs [q/(2pF) + rs]−1. In real space, the
screened Coulomb interaction falls off as Uscreened(r) =
e2a2B/r
3, where aB is the Bohr’s radius. The corre-
sponding Hartree correction is finite, because the in-
teraction between an electron and density fluctuations
far from it does not diverge. For the Coulomb interac-
tion, one can not “control” the overall strength and the
screening properties independently. The limit of weak
screening leads to the small value of the interaction it-
self. The interaction averaged over the Fermi surface
is ν 〈U(0,p− p′)〉 ∼ rs ln(1/rs) ≪ 1. Therefore the
Hartree terms are small, while the Fock terms remain
finite. In our theory, the fermion-gauge-field coupling g
and the “screening length” Q−1min are completely different
parameters, and therefore the regime Q−1min → ∞ does
not imply an equally small g. In this limit, the infrared
divergence of the Hartree diagram is not compensated by
the overall weakness of the interaction.
Summarizing this part, we present the correction to the
density of states in leading order perturbation theory:
δν(T ) = ν
g2L
4π3δ
ln
1
Tτ
, (39)
where g ≪ 1 is the fermion-gauge-field coupling, δ = χm
with χ being the fermion “magnetic susceptibility,” and
L = ln (pF/Qmin), with Q
−1
min being a phenomenological
cut-off parameter at this stage. For perturbation theory
to be valid, we must require |g2L ln(Tτ)| ≪ 1. This is a
condition on the coupling g and on temperature.
B. Interaction corrections to conductivity
In a non-interacting system, the conductivity is con-
nected to the density of states via the simple Einstein
relation, σ = e2νD, where D is the diffusion coefficient.
In the presence of interactions, the relation between the
density of states and conductivity may be more compli-
cated. In this section, we calculate the Hartree and Fock
corrections to conductivity using the usual diagrammatic
technique.
FIG. 3: Diagrams for the correction to conductivity. Graphs
(a) and (b) are the Hartree contributions; graphs (c) and (d)
are the exchange (Fock) contributions.
The Hartree contributions to conductivity are given by
diagrams (a) and (b) in Fig. 3.33 It is possible to reduce
the problem of calculating these diagrams to the standard
Altshuler-Aronov theory by simply redrawing the graphs
as shown in Fig. 4, where the sawtooth line represents
the effective interaction (see also Fig. 4c):
U˜(Ω,Q) = −2B(Ω,Q)
(2πντ)2
(40)
where B is given by Eq. (32) with the fermionic frequen-
cies and momenta set to zero. In leading order perturba-
tion theory, this function can be replaced by a constant
(33). Therefore, the effective density-density interaction
has essentially zero range, and the usual theory applies.
We note that the scheme used here is possible only if
one can neglect the contribution coming from the explicit
dependence of the gauge interaction on the external fre-
quency ω, which “runs” through the wavy line in Fig. 3b.
The corresponding contribution is small if
σT
χQ2min
≪ ln 1
Tτ
or if one is interested in the AC conductivity with fre-
quencies small but finite: |ω| > χQ2min/σ. Here we as-
sume that one of these conditions applies. In this case,
we can use the following formula for the correction to
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conductivity
δσ∗H = ie
2
∗
σ
π
∞∫
−∞
dΩ
∂
∂Ω
[
Ωcoth
(
Ω
2T
)]
×
∫
d2Q
(2π)
2
U˜DQ2
(−iΩ+DQ2)3 , (41)
where the effective interaction U˜ is given by Eq. (40)
with Ω = 0 and Q = 0. We see that the Hartree contri-
bution to conductivity due to the long-range interaction
K(Ω,Q) is described by the exchange contribution due to
the short-range effective interaction U˜ . Calculating the
integral in Eq. (41), we obtain the following expression
for the conductivity:
FIG. 4: (a) and (b): Hartree diagrams expressed through the
effective interaction U˜ . (c): The effective short-range interac-
tion U˜ [see also Eq. (40)].
δσ∗H =
e2∗g
2σL
4π3δ
ln
1
Tτ
, (42)
where e∗ is the coupling (charge) to the field with respect
to which we are calculating conductivity. Incidentally, we
find that the Einstein relation holds for the Hartree con-
tribution to conductivity [see Eq. (39)], δσ∗H = e
2
∗δνHD.
We now discuss the Fock contribution to the conduc-
tivity. It is given by graphs (c) and (d) in Fig. 3. These
diagrams were considered in Refs. [30,31]. We rederive
the corresponding contribution in Appendix A, confirm-
ing the numerical coefficient found in Ref. [31]. The result
is
δσ∗F = −
e2∗g
2 lnσ
π2
ln
1
Tτ
. (43)
We see that the Einstein relation does not apply for the
Fock contribution. The Fock correction to conductivity
is relatively large, eventhough the Fock correction to the
density of states is essentially zero. Nevertheless, the
exchange correction (43) is still much smaller than the
Hartree term (42) due to the singularity in the factor L.
V. CONCLUSION
In this paper we found that in a two-dimensional Fermi
system with singular interactions, the dominant quantum
corrections to the density of states and conductivity are
positive, which suggests that the system remains in a
metallic state at low temperatures. By singular interac-
tions we mean long-range interactions V (Ω,Q) for which
the integral L =
∫
d2QV (0,Q) is infrared divergent.
Singular current-current interactions may appear in
the context of quantum magnets3 and the quantized Hall
effect,8 and correspond to the interactions mediated by
transverse gauge fields. If the fermion-gauge-field cou-
pling is small (large-N limit), a controllable theory can
be developed. In the clean case, the system is in the
strong coupling phase discovered in Refs. [12,13,14]. This
non-Fermi liquid phase is described by a collection of
regions on the Fermi line, which do not interact with
each other, unless they are located on opposite sides of
the Fermi line. In the latter case, the regions interact
strongly, and the strength of these 2pF-interactions is
non-universal, in the sense that it depends on the effec-
tive gauge coupling. These interactions may lead to in-
stabilities at low temperatures.24,26 At high enough tem-
peratures or in the absence of instabilities, the system
remains gapless. This gapless non-Fermi liquid phase is
unstable against weak disorder. At low but finite temper-
atures and in the presence of disorder, the fermion-gauge
system is described by a diffusive Fermi liquid coupled
to a “dissipative” gauge field. This “dissipative” gauge
field remains singular (i.e., long-range) in the sense de-
fined above. This transverse gauge field has two impor-
tant effects on electron transport: (i) First, gauge field
fluctuations suppress the weak localization effect by in-
ducing fluxes through closed diffusive trajectories and
lead to dephasing topological in origin. At finite tem-
peratures, classical fluctuations of magnetic field lead to
a relatively large dephasing rate28 proportional to con-
ductance rather than resistance (c.f., Ref. [17]). It is
conceivable that similar quasistatic configurations due to
quantum fluctuations of the magnetic field still result in
dephasing. The corresponding time-scale (26) should be
related to the flux-flux correlator calculated in this pa-
per, which was found to be proportional to the perimeter
of the trajectory. (ii) Second, gauge fluctuations result
in singular interaction corrections to conductivity. Due
to interactions being long-range, the main contributions
come from the processes describing scattering of fermions
off of the static self-consistent potential created by the
other fermions. The corresponding Hartree contribution
to conductivity is positive and formally infrared diver-
gent. This strongly suggests that the metallic phase is
stable.
We note that somewhat similar singular interactions
may appear in electronic systems in the vicinity of quan-
tum critical points. In this case, the role of a singu-
lar longitudinal gauge field is played by soft fluctuation
modes.34 In the clean case, treatment of these fluctua-
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tions is similar to the theory developed in Refs. [12,13,14].
In particular, Eliashberg-type theories developed to de-
scribe Fermi systems in the vicinity of quantum critical
points35,36 are closely related to the strong-coupling the-
ory of Nayak and Wilczek and Altshuler et al. It also
seems likely that the non-Fermi liquid phase discovered
in the context of gauge theories can be realized in the
vicinity of quantum critical points. If the transition hap-
pens at zero wave-vector q0 = 0, then a direct mapping
exists between the two theories. If the transition hap-
pens at a non-zero wave vector35 |q| = q0 6 2pF, then
the existence and structure of the non-Fermi liquid phase
should depend on whether z = arcsin (q0/2pF)/π is a ra-
tional number or not. If z = p/q is rational, then the
system is described by a collection of sets of regions on
the Fermi line (q regions in each set), with different sets
not interacting with each other, unless the momentum
transfer between two sets is exactly two Fermi-momenta.
These strong-coupling non-Fermi liquid fixed points, if
exist, are unstable against weak disorder. In the diffu-
sive regime, singular interactions should modify quantum
corrections to conductivity. It is possible that in certain
cases long-range interactions mediated by soft fluctua-
tion modes may enhance the Hartree terms compared to
the other contributions. In these cases, the competition
between negative weak localization and exchange correc-
tions to conductivity and positive Hartree terms would
result in a quantum metal-insulator transition.
A serious limitation of the approach used here and in
Refs. [12,13,14] is the assumption about a weak gauge-
field-fermion coupling. In the systems of interest, there
are no physical reasons for this coupling to be small.
We note that it however might be possible to connect
the results derived within the large-N approximation
to real systems. This can be done by relating the ef-
fective coupling strength to observables: In the clean
strong coupling phase, the Kohn anomaly in the fermion
polarizability can be much stronger13,37 than in an or-
dinary Fermi liquid.38 The corresponding singularity is
related to the strength of the gauge-field-fermion cou-
pling. One can calculate the general form of the dy-
namic polarizability near q = 2pF,
26 which then deter-
mines unusual dynamic Friedel oscillations. It is known
that in an ordinary Fermi liquid, scattering of electrons
off of the dynamic Friedel oscillations leads to a “non-
analytic” linear-in-T temperature dependence of ther-
modynamic properties39,40,41,42 and transport proper-
ties43,44 in the ballistic temperature regime (where “non-
analytic” means that these corrections are different from
the T 2-corrections expected in the na¨ıve Fermi gas the-
ory). In the fermion-gauge theory, these corrections scale
differently with the exponent being related to the effec-
tive gauge-field-coupling.26 Therefore by measuring these
non-universal temperature corrections (e.g., corrections
to the specific heat, susceptibility, electrical transport,
and thermal transport), one in principle can determine
the effective gauge coupling. This construction relies on
the assumption that the strong-coupling phase survives
at intermediate couplings g ∼ 1, which is a reasonable
conjecture.
Acknowledgments
The author is grateful to Leon Balents, Matthew
Fisher, Pavel Kovtun, Anatoly Larkin, Andreas Ludwig,
Lesik Motrunich, Gil Refael, and Maxim Vavilov for dis-
cussions about this work. This work was supported by
the David and Lucile Packard foundation.
APPENDIX A: EXCHANGE CORRECTION TO
CONDUCTIVITY
In this Appendix we derive the formula for the ex-
change correction to conductivity. The leading exchange
contribution to the conductivity is coming from diagrams
(c) and (d) in Fig. 3. It is not a priori evident that
one can use the formulas from the standard Altshuler-
Aronov theory of density-density interaction corrections;
since in the latter case, the scalar vertices are renormal-
ized by disorder, which produces additional constraints
on the frequency summations. We do not have these re-
strictions. Nevertheless, we show below that the analyt-
ical structure of the exchange contributions in our case
is essentially identical to the structure of the standard
Altshuler-Aronov treatment.
The contributions to the A-field response tensor from
diagrams (c) and (d) are
Q(c)αβ(ω) = e∗2g2T
∑
ε
∫
d2Q
(2π)
2 Tαα′(ε, ω, ω +Ω)
×Tββ′(ε, ω, ω +Ω)Kα′β′(Ω,Q)Dε,ε+ω+Ω(p,p+Q)(A1)
and
Q(d)αβ (ω) = e∗2g2T
∑
ε
∫
d2Q
(2π)2
Tαα′(ε, ω, ω +Ω)
×Tββ′(ε,Ω, ω +Ω)Kα′β′(Ω,Q)Dε,ε+ω+Ω(p,p+Q),(A2)
where functions T correspond to the following block of
three fermionic Green’s functions
Tαβ(ε, ω1, ω2) =
∫
d2p
(2π)2
pα
m
pβ
m
Gε(p)Gε+ω2 (p)Gε+ω1 (p)
× θ [−ε (ε+ ω2)] . (A3)
Using the free fermion Green’s functions (27), we find:
Tαβ(ε, ω1, ω2) = 2πστsgn(ε)θ [−ε (ε+ ω2)]
× {θ [−ε (ε+ ω1)]− θ [ε (ε+ ω1)]} . (A4)
The last factor is introduced to take into account the con-
straint on the frequency sum originating from the diffu-
son (with ω2 = ω + Ω). Using Eqs. (A1), (A2), and
(A4), we can write the total response tensor due to two
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pairs of diagrams of type (c) and (d). This sum has the
same analytical structure as the corresponding sum in
the usual Altshuler-Aronov theory even though they set
of θ-functions involved is slightly different.
Qαβ(ω) = 2Q(c)αβ(ω) + 2Q(d)αβ (ω)
= −4σDT
[
ω∑
Ω=0
ΩF (ω,Ω) +
∞∑
Ω=ω
ωF (ω,Ω)
]
, (A5)
where
F (Ω, ω) =
∫
d2Q
(2π)
2
1
|Ω + ω|+DQ2
1
σ|Ω|+ χQ2 . (A6)
Equations (A5) and (A6) were first derived in Ref. [31]
by Mirlin and Wo¨lfle. Using the standard analytical con-
tinuation procedure (see Appendix 4. of Ref. [17] for de-
tails), they found the correction to the DC conductivity
as
δσ∗F = −
e∗
2g2σD
π
Im
∫
dΩ
∂
∂Ω
[
Ωcoth
(
Ω
2T
)]
×F (0, |Ω| → −iΩ). (A7)
At low temperatures, this leads to the following result:
δσ∗F = −
e∗
2g2 lnσ
π2
ln
1
Tτ
. (A8)
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