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MERGING OF POSITIVE MAPS: A CONSTRUCTION OF VARIOUS
CLASSES OF POSITIVE MAPS ON MATRIX ALGEBRAS
MARCIN MARCINIAK AND ADAM RUTKOWSKI
Abstract. For two positive maps φi : B(Ki)→ B(Hi), i = 1, 2, we construct a new linear map
φ : B(H) → B(K), where K = K1 ⊕ K2 ⊕ C, H = H1 ⊕H2 ⊕ C, by means of some additional
ingredients such as operators and functionals. We call it a merging of maps φ1 and φ2. The
properties of this construction are discussed. In particular, conditions for positivity of φ, as
well as for 2-positivity, complete positivity, optimality and nondecomposability, are provided.
In particular, we show that for a pair composed of 2-positive and 2-copositive maps, there is
a nondecomposable merging of them. One of our main results asserts, that for a canonical
merging of a pair composed of completely positive and completely copositive extremal maps,
their canonical merging is an exposed positive map. This result provides a wide class of new
examples of exposed positive maps. As an application, new examples of entangled PPT states
are described.
1. Introduction
In recent years positive maps on operator algebras began to play a significant role in various
branches of mathematical physics. For instance, in quantum information theory they became an
important tool for detecting entanglement while in the theory of dynamical system they serve as a
natural generalization of dynamical maps. After pioneer work of Erling Størmer [25] several papers
appeared with several examples. However, in spite of great efforts of many mathematicians the
classification of positive linear maps on C∗-algebras is still an open problem. Although there are
many partial results scattered across the literature, it seems that we are far from full knowledge
on all features of these objects. Even in the finite dimensional case the situation is unclear. For
example, no algebraic formula for general positive map between matrix algebras is known.
Since we are dealing with convex structures, among all positive maps extremal ones are the key
to solving the problem of classification. The explicit form of extremal positive maps is described
fully only for the simplest cases: maps from M2(C) into itself and maps from M2(C) into M3(C).
This is a consequence of the results of Størmer and Woronowicz [25, 31] that all positive maps are
decomposable in these cases. In general case, it is known that maps B(K)→ B(H) of the form
X 7→ AXA∗, X 7→ AXtA∗, (1.1)
where ·t stands for the transposition and A ∈ B(K,H), are extremal in the cone of all positive
maps between B(K) and B(H) ([33]). It was Choi, who gave the first example of an extremal
positive map which is not of the form (1.1) , hence it is not decomposable [3].
Due to Straszewicz theorem [29], extremal positive maps are approximated by elements of the
thinner class of exposed positive maps. The Choi map is not exposed, but some variants of it [1]
turn out to be exposed [10]. It was proved in [20] that maps (1.1) are exposed. Further examples of
exposed maps are given in [8, 11, 4, 5, 32, 21]. Geometric approach to exposed maps was presented
in [18].
The aim of this paper is to provide some scheme for constructing interesting examples of positive
maps. It turns out that having two positive maps one can ’merge’ them into a new map using some
additional ingredients such as operators and functionals. It turns out that under some conditions
the merging procedure produces a positive map. Further, we provide some necessary conditions
and sufficient conditions for such properties of the merging as 2-positivity, complete positivity or
(non)decomposability. For example, we show that for a pair composed of a 2-positive map and a
2-copositive one, there is a merging which is a nondecomposable positive map. One of our main
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results (Theorem 4.2) asserts that merging of maps (1.1) is an exposed positive map. Thus, we
provide a wide class of new examples of exposed positive maps. It seems also that the presented
construction could be a good starting point for the attempt to describe a general form of an exposed
positive map.
The paper is organized as follows. In Section 2 we provide some necessary preliminary definitions
and results. Section 3 is devoted to the construction of merging of two positive maps and description
of its general properties. In Section 4 we discuss properties of some special examples of merging. In
particular, we prove that merging of completely positive and completely copositive extremal maps
is an exposed positive maps. These maps generalize the example described by Miller and Olkiewicz
in [21]. We also show that another generalization of this example, which was given in [24] is also a
result of merging of some two positive maps and is optimal but not extremal. Finally, in Section
5 we provide a discussion of the special case, when the merging procedure gives maps from M3(C)
into itself. We characterize all positive maps of that form, and we formulate some conditions for
various properties: 2-positivity, complete positivity, decomposability and nondecomposability.
2. Notations, definitions and preliminary results
If K is a Hilbert space then by B(K) (respectively B(K)+) we denote the space of all bounded
(respectively the cone of all bounded positive) operators on K. For Hilbert spaces K and H we
denote by B(B(K), B(H)) the space of all bounded linear maps from B(K) into B(H). An element
φ ∈ B(B(K), B(H)) is a positive map if φ (B(K)+) ⊂ B(H)+. Let P(K,H) (or shortly P) denote
the cone of all positive maps from B(K) into B(H). If φ, ψ ∈ P then ψ ≤ φ means φ − ψ ∈ P. A
positive map φ is extremal if φ generates an extremal ray in the cone P, i.e. ψ ≤ φ implies ψ = λφ
for some λ ∈ [0, 1] whenever ψ ∈ P.
Assume now thatK andH are finite dimensional spaces. LetK ∋ ξ 7→ ξ ∈ K andH ∋ x 7→ x ∈ H
be an antilinear involutions. For Y ∈ B(H) define its transpose Y t ∈ B(H) by Y tx = Y ∗x, x ∈ H.
We consider a bilinear pairing 〈·, ·〉d between B(B(K), B(H)) and B(K) ⊗B(H) given by
〈φ,X ⊗ Y 〉d = Tr
(
φ(X)Y t
)
, (2.1)
where φ ∈ B(B(K), B(H), X ∈ B(K) and Y ∈ B(H) ([7], see also [27]). For a cone V ⊂
B(B(K), B(H)) we define its dual cone V◦ ⊂ B(K) ⊗B(H) by
V
◦ = {Z ∈ B(K) ⊗B(H) : 〈φ, Z〉d ≥ 0 for all φ ∈ C} (2.2)
It is well known ([23, 12], see also [17]) that P◦ = S where
S =
{
n∑
i=1
Xi ⊗ Yi : n ∈ N, Xi ∈ B(K)+, Yi ∈ B(H)+, i = 1, . . . , n
}
(2.3)
is the cone of the so called ’unnormalized separable states’ or separable positive operators. We say
that an element φ ∈ P is an exposed positive map if there is Z0 ∈ S such that
R+φ = {ψ ∈ P : 〈ψ,Z0〉d = 0}. (2.4)
For F ⊂ P (respectively G ⊂ S) we define F ′ ⊂ S (respectively G′ ⊂ P) by
F ′ = {Z ∈ S : 〈φ, Z〉d = 0 for all φ ∈ F} (G′ = {φ ∈ P : 〈φ, Z〉d = 0 for all Z ∈ G})
It is clear that F ′ is a closed face of S and G′ is a closed face of P. It can be shown ([7]) that φ ∈ P
is an exposed positive map if and only if {φ}′′ = R+φ.
If ξ ∈ K and x ∈ H, then by xξ∗ we denote an operator from K into H defined by
(xξ∗)ζ = 〈ξ, ζ〉x, ζ ∈ K. (2.5)
Notice that extremal elements of the cone S are of the form ηη∗ ⊗ yy∗, where η ∈ K and x ∈ H.
Thus, exposed positive maps can be characterized by the following condition ([20]): φ is exposed
if and only if
∀ψ ∈ P :
(
∀ (η, y) ∈ K ×H : 〈y, φ(ηη∗)y〉 = 0 ⇒ 〈y, ψ(ηη∗)y〉 = 0
)
⇒ ψ ∈ R+φ. (2.6)
Given k ∈ N, a map φ : B(K) → B(H) is called k-positive if idMk(C) ⊗ φ : Mk(C) ⊗ B(K) →
Mk(C) ⊗ B(H) is a positive map. Similarly, φ is said to be a k-copositive map if tranMk(C) ⊗ φ :
Mk(C) ⊗ B(K) → Mk(C) ⊗ B(H) is positive, where tranMk(C) denotes the transposition map on
the matrix algebra. We say that φ is completely positive (respectively completely copositive) if
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it is k-positive (respectively k-copositive) for every k ∈ N. Let CP (respectively CPt) denote the
cone of all completely positive (respectively completely copositive) maps. It was proved by Choi
[2] that the dual cone CP◦ is nothing but the cone (B(K) ⊗B(H))+ of all positive operators on
K ⊗H.
A useful tool in analysis of positive maps is the so called Choi matrix. Recall that the Choi-
Jamio lkowski isomorphism [2, 14] is a map B(B(K), B(H)) ∋ φ 7→ Cφ ∈ B(K) ⊗ B(H) given
by
Cφ =
k∑
i,j=1
ǫiǫ
∗
j ⊗ φ(ǫiǫ∗j ) (2.7)
where k = dimK and ǫ1, . . . , ǫk is some fixed orthonormal basis. Cφ is called a Choi matrix of the
map φ. The famous result of Choi ([2]) says that a map φ is completely positive if and only if the
Choi matrix Cφ is positive definite.
Given a map φ ∈ B(B(K), B(H)) one may consider its dual functional φ˜ acting on B(K)⊗B(H)
given by φ˜(Z) = 〈φ, Z〉d for Z ∈ B(K) ⊗ B(H) ([27]). According to [28, Lemma 4.2.3] (see also
[27]) Ctφ is a ’density matrix’ of the functional φ˜, i.e.
〈φ, Z〉d = Tr(CtφZ), Z ∈ B(K)⊗B(H). (2.8)
Therefore, φ is positive if and only if Tr(CtφZ) ≥ 0 for every separable operators Z, while φ is
completely positive if and only if Tr(CtφZ) ≥ 0 for all positive definite operators. We say that a
positive definite operator Z on K ⊗ H is entangled if Z ∈ (B(K) ⊗ B(H))+ \ S. It follows that a
positive definite operator is entangled if and only if there is a positive but not completely positive
map such that Tr(CtφZ) < 0. We say that such a map φ detects entanglement of Z or φ is an
entanglement witness for Z (see [6] for a review on entanglement witnesses and references therein).
If φ = φ1 + φ2 where φ1 is a completely positive map and φ2 is completely copositive one, then
φ is called decomposable. Let D denote the cone of decomposable maps. By the result of [26] (see
also [7, 17]) D◦ = T, where
T = {Z ∈ (B(K) ⊗B(H))+ : ZΓ ∈ (B(K) ⊗B(H))+} (2.9)
By ZΓ we denote partial transposition of Z, i.e. ZΓ = idB(K) ⊗ tranB(H)(Z). Elements of T are
called PPT operators in analogy to PPT states [23, 12]. Each separable positive operator is a PPT
operator. The converse statement is true only if dimK = 1 or dimH = 1 or (dimK, dimH) ∈
{(2, 2), (2, 3), (3, 2)}. This is a consequence of results of Størmer and Woronowicz [25, 31] that
P = D if and only if one of the above dimension conditions holds.
It follows from the above remarks that a positive map φ is nondecomposable if and only if it is an
entanglement witness for some entangled PPT operator, i.e. there is Z ∈ T such that Tr(CtφZ) < 0.
We will use this criterion several times.
Finally, let us recall that a map φ : B(K) → B(H) is called optimal if there is no nonzero
completely positive map ψ : B(K) → B(H) such that ψ ≤ φ ([15]). Equivalently, φ is optimal if
the face in P generated by φ contains no nonzero completely positive maps [9, 16]. We say that a
positive map φ : B(K)→ B(H) satisfies spanning property if
span{ξ ⊗ x : ξ ∈ K, x ∈ H, φ(ξξ∗)x = 0} = K ⊗H. (2.10)
It was shown in [15] that spanning property is a sufficient condition for optimality. In [16] it was
pointed out that φ satisfies spanning property if and only if the exposed face {φ}′′ generated by
φ contains no nonzero completely positive maps. Therefore, one can reformulate this condition to
the following one, which is simmilar to (2.6)
∀ψ ∈ CP :
(
∀ (η, y) ∈ K ×H : 〈y, φ(ηη∗)y〉 = 0 ⇒ 〈y, ψ(ηη∗)y〉 = 0
)
⇒ ψ = 0. (2.11)
3. Merging of positive maps
3.1. Block-matrices. Let H1, . . . ,Hn be Hilbert spaces and H =
⊕n
i=1Hi. By Wi we denote
the canonical isometrical embedding of Hi into H. Assume that an antilinear involution H ∋ ξ 7→
ξ ∈ H is given, and Hi = Hi for every i = 1, . . . , n. For any X ∈ B(H) we consider its block
decomposition X = (Xij)i,j=1,...,n where Xij = W
∗
i XWj ∈ B(Hj ,Hi). In the sequel we usually
will identify B(Hj ,Hi) with the subspace WiB(Hj ,Hi)W ∗j ⊂ B(H). Given i, j = 1, . . . , n, we
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consider two operations on blocks: Hermitian conjugation B(Hj ,Hi) ∋ Xij 7→ X∗ij ∈ B(Hi,Hj)
and transposition B(Hj ,Hi) ∋ Xij 7→ Xtij ∈ B(Hi,Hj), where Xtij is defined by the condition
〈ξj , Xtijξi〉 = 〈ξi, Xijξj〉 for ξi ∈ Li, ξj ∈ Hj . Note that Hermitian conjugation is an antilinear map
while transposition is a linear one.
Thorough the paper we will frequently use the following criterion for positivity of block-matrices
which is rather obvious.
Proposition 3.1. X ∈ B(H) is positive if and only if for any y1, . . . , yn, yi ∈ Hi, i = 1, . . . , n,
the scalar matrix (〈yi, Xijyj〉)i,j=1,...,n ∈Mn(C) is positive definite.
3.2. Definition and basic properties. Let K1,K2,H1,H2 be Hilbert spaces. Suppose that two
positive maps φ1 : B(K1)→ B(H1) and φ2 : B(K2)→ B(H2) are given.
Let K = K1 ⊕K2 ⊕ K3 and H = H1 ⊕H2 ⊕H3, where K3 and H3 are one dimensional spaces.
We fix normalized vectors ε ∈ K3 and e ∈ H3, so that K3 = Cε and H3 = Ce. We consider
antilinear involutions on K and H which are uniquely determined by involutions on K1,K2 and
H1,H2 respectively and the condition that ε and e are real vectors, i.e. ε = ε and e = e. Our aim
is to construct a new map φ : B(K)→ B(H) by means of the two given maps φ1 and φ2.
For the construction we need the following additional ingredients: linear operators Bi : Ki → Hi
and Ci : Ki → Hi, and linear functionals ωi : B(Ki) → C, i = 1, 2. Finally, for i = 1, 2, let Pi be
an orthogonal projection in Hi onto the range of φi(1lKi).
For X ∈ B(K), let (Xij)i,j=1,2,3 be the block decomposition of X established by the decompo-
sition K =⊕3i=1Ki. Since B(K3,Ki) = B(C,Ki) ≃ Hi, i = 1, 2, 3, we can consider column-blocks
Xi3 as vectors from Ki. Analogously, B(Kj ,K3) = B(Kj ,C) ≃ K∗j , so row-blocks X3j are nothing
but functionals on Kj . The Hermitian conjugation and transposition transform column-vectors
into row-functionals and vice-versa. Observe also that the block X33 is nothing but scalar.
Definition 3.2. By a merging of the maps φ1 and φ2 by means of operators Bi, Ci and functionals
ωi, we mean a map φ : B(K)→ B(H) given by
φ(X) =
 φ1(X11) + ω2(X22)P1 0 B1X13 + C1Xt310 φ2(X22) + ω1(X11)P2 B2X23 + C2Xt32
X31B
∗
1 +X
t
13C
∗
1 X32B
∗
2 +X
t
23C
∗
2 X33
 . (3.1)
Here X = (Xij)i,j=1,2,3 ∈ B(K), where Xij ∈ B(Kj ,Ki) are blocks of X . Similarly, block structure
of φ(X) reflects the decomposition H = ⊕3i=1Hi, i.e. each block of φ(X) is an element of a
respective subspace B(Hj ,Hi) ⊂ B(H).
It is obvious that the map of the above form is a linear one. The question is whether any
interesting positive maps can be obtained by this construction.
Example 3.3 (Trivial example). Assume that Bi, Ci are zeros and ωi are positive functionals.
Then
φ(X) =
 φ1(X11) + ω2(X22)P1 0 00 φ2(X22) + ω1(η1η∗1)P2 0
0 0 X33
 .
Hence φ has the structure of the direct sum of positive maps. In particular, if ωi are also zeros,
then φ = φ1 ⊕ φ2 ⊕ idC : B(K1)⊕B(K2)⊕ C→ B(H1)⊕B(H2)⊕ C.
We will say that a merging is nontrivial if at least one of the operators B1, B2, C1, C2 is nonzero.
Example 3.4 (Example of Miller and Olkiewicz). Let Ki = Hi = C, i = 1, 2. Define maps
φi : C → C by φi(x) = 12x for i = 1, 2. Clearly, they are positive maps. Consider merging φ of
these maps by means of the following ingredients Bi, Ci, ωi : C→ C, i = 1, 2:
B1x = C2x =
1√
2
x, C1x = B2x = 0, ω1(x) = ω2(x) =
1
2
x, x ∈ C.
Then φ : B(C3)→ B(C3) has the form
φ
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =

1
2 (x11 + x22) 0
1√
2
x13
0 12 (x11 + x22)
1√
2
x32
1√
2
x31
1√
2
x23 x33
 . (3.2)
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It was shown by Miller and Olkiewicz in [21] that the map (3.2) is a bistochastic exposed nonde-
composable positive map.
This is a basic example. The idea of merging appeared as an attempt to generalize this example.
For further generalizations we will consider a ’denormalized’ version of (3.2)
φ˜(X) = V φ(X)V ∗ =
 x11 + x22 0 x130 x11 + x22 x32
x31 x23 x33
 (3.3)
where V = diag(
√
2,
√
2, 1). One can easily observe that φ˜ is a merging of two identity maps on C
by means of
B˜1x = C˜2x = x, C˜1x = B˜2x = 0, ω˜1(x) = ω˜2(x) = x, x ∈ C.
Example 3.5. Let us consider the following higher dimensional generalization of the last example.
Let K1 and K2 be arbitrary finite dimensional Hilbert spaces and Hi = Ki for i = 1, 2. Consider
maps φi : B(Ki)→ B(Ki), i = 1, 2, where
φ1(X) = X, X ∈ B(K1), (3.4)
φ2(X) = X
t, X ∈ B(K2). (3.5)
Let operators Bi, Ci : Ki → Ki and functionals ωi on B(Ki) be given by
B1η1 = η1, C1η1 = 0, η1 ∈ K1, B2η2 = 0, C2η2 = η2, η2 ∈ K2,
ωi(X) = Tr(X), X ∈ B(Ki), i = 1, 2.
Then the merging of maps φ1 and φ2 by means of Bi, Ci, ωi is a map φK1,K2 : B(K1 ⊕K2 ⊕C)→
B(K1 ⊕K2 ⊕ C) of the form
φK1,K2(X) =
 X11 +Tr(X22)1B(K1) 0 X130 Xt22 +Tr(X11)1B(K2) Xt32
X31 X
t
23 X33
 (3.6)
It will be shown in Theorem 4.2 that similarly to Miller-Olkiewicz example the above map is an
exposed positive map.
Example 3.6. In [24] the following generalization Λd : Md(C) → Md(C) of the map (3.2) was
considered
Λd(X) =
1
d− 1

d−1∑
i=1
xii · · · 0 0
√
d− 1x1d
...
...
...
...
0 · · ·
d−1∑
i=1
xii 0
√
d− 1xd−2,d
0 · · · 0
d−1∑
i=1
xii
√
d− 1xd,d−1
√
d− 1xd,1 · · ·
√
d− 1xd,d−2
√
d− 1xd−1,d (d− 1)xd,d

(3.7)
where X = (xij) ∈ Md(C). It was shown that Λd is nondecomposable and optimal positive map.
Let φ1 : Md−2(C) → Md−2(C) be given by φ1(X) = (d − 1)−1Tr(X) for X ∈ Md−2(C), and
φ2 : C → C given by φ2(x) = (d − 1)−1x for x ∈ C. One can observe that the map Λd is a
merging of φ1 and φ2 by means of Bi, Ci, ωi, where B1, C1 : C
d−2 → Cd−2, B2, C2 : C → C, ω1 :
Md−2(C)→ C, ω2 : C→ C are given by B1η = (d− 1)−1/2η, C1 = 0, B2 = 0, C2x = (d− 1)−1/2x,
ω1(X) = (d − 1)−1Tr(X), ω2(x) = (d− 1)−1x. As in Example 3.4 we will consider ’denormalized’
Λ˜d = V ΛdV
∗ where V = diag(
√
d− 1, . . . ,√d− 1, 1).
We can consider the following two further generalizations of (3.3) in the direction established
by the above example.
Example 3.7. Let K1,K2 be arbitrary Hilbert spaces and H1 = K1, H2 = K2. Consider φi(X) =
Tr(X)1B(Ki) for X ∈ B(Ki), i = 1, 2, and their merging ΛK1,K2 by means of B1 = 1B(K1), C1 = 0,
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B2 = 0, C2 = 1B(K2) and ωi(X) = Tr(X) for X ∈ B(Ki), i = 1, 2. Then ΛK1,K2 has the following
block-decomposition form
ΛK1,K2(X) =
 (Tr(X11) + Tr(X22))1B(K1) 0 X130 (Tr(X11) + Tr(X22))1B(K2) Xt32
X31 X
t
23 X33
 , (3.8)
where X = (Xij), Xij ∈ B(Kj ,Ki).
Example 3.8. As previously, let Hilbert spaces K1, K2 be given. Let φ1(X) = Tr(X)1B(K1) for
X ∈ B(K1), and φ2(X) = Xt for X ∈ B(K2). By ΩK1,K2 we denote the merging of φ1 and φ2 by
means of the same ingredients Bi, Ci, ωi as Example 3.7. Then
ΩK1,K2(X) =
 (Tr(X11) + Tr(X22))1B(K1) 0 X130 Xt22 +Tr(X11)1B(K2) Xt32
X31 X
t
23 X33
 (3.9)
for X = (Xij) ∈ B(K).
3.3. Positivity of merging. Now, we discuss properties of the merging operation. Our first goal
is to describe some necessary and sufficient conditions for positivity of merging. Let us start with
the following necessary condition.
Proposition 3.9. Assume that a map φ is a merging of positive maps φ1 and φ2 by means of Bi,
Ci, ωi, i = 1, 2. If φ is positive, then for each i = 1, 2,
(1) ωi is a positive functional,
(2) for every ηi ∈ Ki and yi ∈ H1,
(|〈yi, Biηi〉|+ |〈yi, Ciηi〉|)2 ≤ 〈yi, φi(ηiη∗i )yi〉. (3.10)
Proof. (1) Assume that η1 ∈ K1. Then the rank one operator η1η∗1 ∈ B(K) has the following block
decomposition
η1η
∗
1 =
 η1η∗1 0 00 0 0
0 0 0
 .
Thus, according to (3.1)
φ(ηiη
∗
i ) =
 φ1(η1η∗1) 0 00 ω1(η1η∗1)P2 0
0 0 0

Since the above matrix is positive, its diagonal entries are positive. In particular, ω1 is nonnegative
on all rank one positive operators, hence it is a positive functional. Positivity of ω2 is proved by
the same arguments.
(2) Now consider an element η ∈ K of the form η = η1+αǫ for η1 ∈ K1 and α ∈ C. The operator
ηη∗ has block decomposition of the form
ηη∗ =
 η1η∗1 0 αη10 0 0
αη∗1 0 |α|2
 .
Thus,
φ(ηη∗) =
 φ1(η1η∗1) 0 αB1η1 + αC1η10 ω1(η1η∗1)P2 0
α(B1η1)
∗ + α(C1η1)∗ 0 |α|2
 .
Since it is a positive block-matrix, we conclude (c.f. Proposition 3.1) that for any y1 ∈ H1, the
scalar matrix 〈y1, φ1(η1η∗1)y1〉 0 α〈y1, B1η1〉+ α〈y1, C1η1〉0 ω1(η1η∗1)‖P2y2‖2 0
α〈B1η1, y1〉+ α〈C1η1, y1〉 0 |α|2

1Here and later we will use a convention that elements of K are denoted by Greek letters ξ, η, . . ., while elements
of H by Latin characters x, y, . . .. Moreover, elements of subspaces Ki ⊂ K and Hi ⊂ H, i = 1, 2, are always indexed
by i.
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is positive definite. Therefore, we get the inequality
|α〈y1, B1η1〉+ α〈y1, C1η1〉|2 ≤ |α|2〈y1, φ1(η1η∗1)y1〉. (3.11)
It is satisfied for any α ∈ C. Let θ ∈ R be such that 〈y1, B1η1〉〈y1, C1η1〉 = |〈y1, B1η1〉||〈y1, C1η1〉|eiθ
and α = e−iθ/2. Then the inequality (3.11) takes the form (3.10) for i = 1. 
For i = 1, 2, let ψi : B(Ki)→ B(Hi) and χi : B(Ki)→ B(Hi) be positive maps defined by
ψi(X) = BiXB
∗
i , χi(X) = CiX
tC∗i , X ∈ B(Ki). (3.12)
Corollary 3.10. If the merging of positive maps φ1, φ2 by means of Bi, Ci, ωi is positive, then for
i = 1, 2
(1) ψi + χi ≤ φi,
(2) ranBi ⊂ ranφi(1B(Ki)) and ranCi ⊂ ranφi(1B(Ki)).
Proof. (1) Let η1 ∈ K1 and y1 ∈ H1. Observe that |〈y1, B1η1〉|2 = 〈y1, ψ1(η1η∗1)y1〉 and |〈y1, C1η1〉|2 =
〈y1, χ1(η1η∗1)y1〉. Hence we conclude from (3.10)
〈y1, ψ1(η1η∗1)y1〉+ 〈y1, χ1(η1η∗1)y1〉 ≤ 〈y1, φ1(η1η∗1)y1〉.
As it holds for any choice of η1 and y1, the inequality ψ1 + χ1 ≤ φ1 follows. Case i = 2 is shown
by similar arguments.
(2) It immediately follows from (3.10) 
Remark 3.11. Having the above result in mind we conclude that in order to produce some nontrivial
positive map by the merging procedure one should take maps φ1 and φ2 with some ’regularity’
properties. For example, no notrivial merging of two extremal nondecomposable maps produces a
positive map. However, we will see that for properly chosen ’regular’ maps there is a possibility
for nontrivial merging. Surprisingly, merging of ’regular’ maps can produce highly ’nonregular’
positive maps.
Now, we are ready to give characterization of positive merging in terms of merging ingredients.
To this end, for each i = 1, 2 and every ηi ∈ Ki, yi ∈ Hi, we define the following parameters
µi(ηi, yi) =
√
〈yi, φi(ηiη∗i )yi〉 (3.13)
εi(ηi, yi) = |〈yi, Biηi〉|+ |〈yi, Ciηi〉| (3.14)
δi(ηi, yi) =
√
µi(ηi, yi)2 − εi(ηi, yi)2 (3.15)
σ1(η1, y2) =
√
ω1(η1η
∗
1) ‖P2y2‖, σ2(η2, y1) =
√
ω2(η2η
∗
2) ‖P1y1‖ (3.16)
Observe that each of the above functions Ki × Hi → R+ has the homogeneity property, i.e.
f(αηi, βyi) = |α||β|f(ηi, yi) for every α, β ∈ C, where f stands for any of these functions.
Theorem 3.12. The merging φ of positive maps φ1, φ2 by means of Bi, Ci, ωi is a positive map
if and only if the following conditions are satisfied
(i) ωi are positive functionals for i = 1, 2,
(ii) ε(ηi, yi) ≤ µi(ηi, yi) for i = 1, 2, ηi ∈ Ki, yi ∈ Hi,
(iii) for every η1 ∈ K1, η2 ∈ K2, y1 ∈ H1, y2 ∈ H2,
δ1(η1, y1)δ2(η2, y2) + σ1(η1, y2)σ2(η2, y1) ≥ ε1(η1, y1)ε2(η2, y2) (3.17)
Proof. Necessity of conditions (i) and (ii) was proved already (cf. Proposition 3.9). Positivity of φ
is equivalent to positive definiteness of the scalar matrix ε21 + δ21 + σ22 0 αβ〈y1, B1η1〉+ αβ〈y1, C1η1〉0 ε22 + δ22 + σ21 αβ〈y2, B2η2〉+ αβ〈y2, C2η2〉
αβ〈B1η1, y1〉+ αβ〈C1η1, y1〉 αβ〈B2η2, y2〉+ αβ〈C2η2, y2〉 |α|2|β|2

(3.18)
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for every ηi ∈ Ki, yi ∈ Hi, i = 1, 2, and α, β ∈ C. (Here, for simplicity, εi stands for εi(ηi, yi).
Similar convention for δi and σi.) Without loss of generality we may assume α = 1 and β = 1.
The determinant of the matrix (3.18) is equal to(
ε1(η1, y1)
2 + δ1(η1, y1)
2 + σ2(η2, y1)
2
)(
ε2(η2, y2)
2 + δ2(η2, y2)
2 + σ1(η1, y2)
2
)
− (ε1(η1, y1)2 + δ1(η1, y1)2 + σ2(η2, y1)2) |〈y2, B2η2〉+ 〈y2, C2η2〉|2
− (ε2(η2, y2)2 + δ2(η2, y2)2 + σ1(η1, y2)2) |〈y1, B1η1〉+ 〈y1, C1η1〉|2
Let ϑi ∈ R satisfy equality e2iϑi〈yi, Biηi〉〈yi, Ciηi〉 = |〈yi, Biηi〉||〈yi, Ciηi〉|. If we replace ηi by
eiϑiηi, then the above expression will be equal to(
ε1(η1, y1)
2 + δ1(η1, y1)
2 + σ2(η2, y1)
2
)(
ε2(η2, y2)
2 + δ2(η2, y2)
2 + σ1(η1, y2)
2
)
− (ε1(η1, y1)2 + δ1(η1, y1)2 + σ2(η2, y1)2) ε2(η2, y2)2
− (ε2(η2, y2)2 + δ2(η2, y2)2 + σ1(η1, y2)2) ε1(η1, y1)2 =
= δ1(η1, y1)
2σ1(η1, y2)
2 + δ2(η2, y2)
2σ2(η2, y1)
2 (3.19)
+σ1(η1, y2)
2σ2(η2, y1)
2 + δ1(η1, y1)
2δ2(η2, y2)
2 − ε1(η1, y1)2ε2(η2, y2)2.
Consequently, the map φ is positive if and only if the expression in the line (3.19) is nonnegative
for every ηi ∈ Ki and yi ∈ Hi, i = 1, 2. In particular, it should be nonnegative if we fix ηi’s and
yi’s but replace η1 by sη1 for arbitrary s ∈ R. Therefore, we are lead to the condition that
δ21σ
2
1s
4 + (σ21σ
2
2 + δ
2
1δ
2
2 − ε21ε22)s2 + δ22σ22 ≥ 0
for every s ∈ R, where we omit arguments in the formula. Consequently,
σ21σ
2
2 + δ
2
1δ
2
2 − ε21ε22 ≥ −2δ1δ2σ1σ2.
The last inequality is equivalent to
(σ1σ2 + δ1δ2)
2 ≥ ε21ε22
which yields (iii). 
As an application of the above theorem we immediately get
Corollary 3.13. The maps φK1,K2, ΛK1,K2 and ΩK1,K2 described in Examples 3.5, 3.7 and 3.8
are positive.
Proof. For the map φK1,K2 given by (3.6) one checks that
µ1(η1, y1) = |〈y1, η1〉|, µ2(η2, y2) = |〈y2, η2〉|,
ε1(η1, y1) = |〈y1, η1〉|, ε2(η2, y2) = |〈y2, η2〉|,
δ1(η1, y1) = 0, δ2(η2, y2) = 0,
σ1(η1, y2) = ‖η1‖‖y2‖, σ2(η2, y1) = ‖η2‖‖y1‖.
Obviously, all conditions listed in Theorem 3.12 are satisfied. As regards the map ΛK1,K2 given by
(3.8) one has
µ1(η1, y1) = ‖η1‖‖y1‖, µ2(η2, y2) = ‖η2‖‖y2‖,
ε1(η1, y1) = |〈y1, η1〉|, ε2(η2, y2) = |〈y2, η2〉|,
δ1(η1, y1) =
√
‖η1‖2‖y1‖2 − |〈y1, η1〉|2, δ2(η2, y2) =
√
‖η2‖2‖y2‖2 − |〈y2, η2〉|2,
σ1(η1, y2) = ‖η1‖‖y2‖, σ2(η2, y1) = ‖η2‖‖y1‖.
Again, all conditions of Theorem 3.12 are fulfilled. Finally, for the map ΩK1,K2 given by (3.8) one
has
µ1(η1, y1) = ‖η1‖‖y1‖, µ2(η2, y2) = |〈y2, η2〉|,
ε1(η1, y1) = |〈y1, η1〉|, ε2(η2, y2) = |〈y2, η2〉|,
δ1(η1, y1) =
√
‖η1‖2‖y1‖2 − |〈y1, η1〉|2, δ2(η2, y2) = 0,
σ1(η1, y2) = ‖η1‖‖y2‖, σ2(η2, y1) = ‖η2‖‖y1‖.

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Next corollary shows that there is possible some perturbation of merging ingredients which saves
positivity.
Corollary 3.14. Let ν ∈ R, ν > 0. If a merging of φ1 and φ2 by means of B1, B2, C1, C2, ω1, ω2 is
a positive map, then also a merging of φ1 and φ2 by means of B1, B2, C1, C2, νω1, ν
−1ω2 is positive.
Proof. For the perturbed merging all products in the inequality (3.17) remain unchanged. 
We finish this subsection with a necessary condition for 2-positivity of merging.
Theorem 3.15. Let φ be a merging of positive maps φ1, φ2 by means of Bi, Ci, ωi. Assume that φ
is a positive map, so that conditions (i), (ii), (iii) of Theorem 3.12 are satisfied. If φ is 2-positive
(respectively 2-copositive), then Ci = 0 (respectively Bi = 0) for i = 1, 2, and
δ1(η1, y1)δ2(η2, y2) ≥ ε1(η1, y1)ε2(η2, y2) (3.20)
for every ηi ∈ Ki, yi ∈ Hi, where i = 1, 2.
Proof. Let us fix i = 1, 2 and let ηi ∈ Ki. By f1, f2 denote an orthonormal basis in C2 and consider
an element H ∈M2(C)⊗B(K) given by
H = f1f
∗
1 ⊗ ǫǫ∗ + f1f∗2 ⊗ ǫη∗i + f2f∗1 ⊗ ηiǫ∗ + f2f∗2 ⊗ ηiη∗i
Clearly, it is positive because H = (f1 ⊗ ǫ + f2 ⊗ ηi)(f1 ⊗ ǫ+ f2 ⊗ ηi)∗. Observe that
(idM2(C) ⊗ φ)(H) =
= f1f
∗
1 ⊗ ee∗ + f1f∗2 ⊗
(
(Ciηi)e
∗ + e(Biηi)∗
)
+ f2f
∗
1 ⊗
(
(Biηi)e
∗ + e(Ciηi)∗
)
+ f2f
∗
2 ⊗
(
φi(ηiη
∗
i ) + ωi(ηiη
∗
i )Pj
)
.
where j = 3− i. Further, let z = f1 ⊗ Ciηi − f2 ⊗ e ∈ C2 ⊗H. Then, one can check that
〈z, (idM2(C) ⊗ φ)(H)z〉 = −2‖Ciηi‖2.
It follows from 2-positivity of φ that Ciηi = 0. Since ηi is arbitrary, Ci = 0.
Now, let ηi ∈ Ki and yi ∈ Hi, i = 1, 2, be arbitrary. Consider an element G ∈M2(C)⊗B(K) =
M2(B(K)) given in block-matrix form by
G =

η1η
∗
1 0 0 0 η1η
∗
2 η1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
η2η
∗
1 0 0 0 η2η
∗
2 η2
η∗1 0 0 0 η
∗
2 1

It is positive, because G = ρρ∗ where ρ ∈ C2⊗K = K⊕K is equal to ρ = (η1 0 0 | 0 η2 1)t . Further,
note that
idM2(C) ⊗ φ(G) =

φ1(η1η
∗
1) 0 0 0 0 B1η1
0 ω1(η1η
∗
1)P1 0 0 0 0
0 0 0 0 0 0
0 0 0 ω2(η2η
∗
2) 0 0
0 0 0 0 φ2(η2η
∗
2) B2η2
(B1η1)
∗ 0 0 0 (B2η2)∗ 1

Since φ is 2-positive, the above matrix is positive definite. Then, applying Proposition 3.1 to this
matrix and coefficients of ρ, we conclude that the following scalar matrix is positive definite
〈y1, φ1(η1η∗1)y1〉 0 0 0 0 〈y1, B1η1〉
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 〈y2, φ2(η2η∗2)y2〉 〈y2, B2η2〉
〈B1η1, y1〉 0 0 0 〈B2η2, y2〉 1
 .
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Its determinant is equal to
µ1(η1, y1)
2µ2(η2, y2)
2 − µ1(η1, y1)2ε2(η2, y2)2 − µ2(η2, y2)2ε1(η1, y1)2 =
=
(
ε1(η1, y1)
2 + δ1(η1, y1)
2
)(
ε2(η2, y2)
2 + δ2(η2, y2)
2
)
− (ε1(η1, y1)2 + δ1(η1, y1)2)ε2(η2, y2)2 − (ε2(η2, y2)2 + δ2(η2, y2)2)ε1(η1, y1)2
= δ1(η1, y1)δ2(η2, y2)− ε1(η1, y1)ε2(η2, y2)
Since it is nonnegative, inequality (3.20) follows. 
Remark 3.16. In Theorem 5.2 it will be shown that in the special case Ki = Hi = C, i = 1, 2, the
converse implication is also true. Moreover, 2-positivity is equivalent to complete positivity.
3.4. Canonical merging of a pair of positive maps. The aim of this subsection is to show that
for two maps φ1 and φ2 which allow condition (2) of Proposition 3.9 for nonzero ψi or χi, it is pos-
sible nontrivial positive merging. Moreover, it results in interesting examples of nondecomposable
positive maps.
Before we formulate the main result of this subsection let us recall some properties of 2-positive
and 2-copositive maps. Let φ : B(k) → B(h) be a nonzero positive map, where k, h are some
Hilbert spaces. Since φ is nonzero, there are normalized, vectors ξ ∈ k and x ∈ h such that for
some positive number λ,
φ(ξξ∗)x = λx. (3.21)
Define two operators B,C : k→ h by
Bη = λ−1/2φ(ηξ∗)x, η ∈ K, (3.22)
Cη = λ−1/2φ(ξη∗)x, η ∈ K, (3.23)
and maps ψ, χ : B(k)→ B(h) by
ψ(X) = BXB∗, χ(X) = CXtC∗, X ∈ B(k). (3.24)
It was shown by one of the authors in [19] (see also [25]) that if φ is 2-positive (respectively
2-copositive), then ψ ≤ φ (respectively χ ≤ φ).
Now, let us come back to the pair of maps φi : B(Ki) → B(Hi), i = 1, 2, where Ki, Hi are
finite dimensional Hilbert spaces. We assume that both are nonzero, hence for i = 1, 2, there are
normalized vectors ξi ∈ Ki and xi ∈ Hi such that for positive constants λi,
φi(ξiξ
∗
i )xi = λixi. (3.25)
Let B1 : K1 → H1 and C2 : K2 → H2 be given as in (3.22) and (3.23) by
B1η1 = λ
−1/2
1 φ1(η1ξ
∗
1)x1, η1 ∈ K1, (3.26)
C2η2 = λ
−1/2
2 φ2(ξ2η2
∗)x2, η ∈ K2. (3.27)
Further, let C1 : K1 → H1 and B2 : K2 → H2 be zero operators. Finally, let functionals ωi on
B(Ki), i = 1, 2, be defined by
ω1(X) = Tr(B1XB
∗
1), X ∈ B(K1), (3.28)
ω2(X) = Tr(C2X
tC∗2 ), X ∈ B(K2), (3.29)
Definition 3.17. A canonical merging of positive maps φ1 and φ2 is a merging by means of
Bi, Ci, ωi described above.
Theorem 3.18. If φ1 is a 2-positive map and φ2 is a 2-copositive one, then the canonical merging
φ of φ1 and φ2 is a positive nondecomposable map.
Proof. Firstly, we will show positivity of φ. We will use the criterion of Theorem 3.12. Obviously,
condition (i) is satisfied. Let ηi ∈ Ki, yi ∈ Hi, where i = 1, 2, be arbitrary vectors. Then
ε1(η1, y1) = |〈y1, B1η1〉|, ε2(η2, y2) = |〈y2, C2η2〉|.
Observe that
ε1(η1, y1) = |〈y1, B1η1〉| = 〈y1, (B1η1)(B1η1)∗y1〉1/2 = 〈y1, B1η1η∗1B∗1y1〉1/2 =
= 〈y1, ψ1(η1η∗1)y1〉1/2 ≤ 〈y1, φ1(η1η∗1)y1〉1/2 = µ1(η1, y1)
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where the inequality follows from the result of [19]. Similarly one can show that ε2(η2, y2) ≤
µ2(η2, y2). Thus, condition (ii) of Theorem 3.12 is fulfilled. Further, we have
σ1(η1, y2) = ‖B1η1‖‖P2y2‖, σ2(η2, y1) = ‖C2η2‖‖P1y1‖
Recall that Pi is a projection onto the range of φi(1B(Ki)). Since B1B
∗
1 ≤ φ1(1B(K1)) and C2C∗2 ≤
φ2(1B(K2)), we have B1 = P1B1 and C2 = P2C2. Thus,
ε1(η1, y1) ε2(η2, y2) = |〈y1, B1η1〉||〈y2, C2η2〉| = |〈P1y1, B1η1〉||〈P2y2, C2η2〉|
≤ ‖P1y1‖‖B1η1‖‖P2y2‖‖C2η2‖ = σ1(η1, y2)σ2(η2, y1).
Hence, the condition (iii) of Theorem 3.12 holds and positivity of φ follows.
In order to prove nondecomposability we will show that the map φ is an entanglement witness
for some PPT operator, i.e. there is Z ∈ T such that Tr(CtφZ) < 0. To this end let us fix some
orthonormal bases EK and EH of spaces K and H respectively, in such a way that
EK = (ǫ1,1, . . . , ǫ1,k1 , ǫ2,1, . . . , ǫ2,k2 , ǫ), EH = (e1,1, . . . , e1,l1 , e2,1, . . . , e2,l2 , e),
where (ǫi,1, . . . , ǫi,ki) and (ei,1, . . . , ei,li) are bases of Ki and Hi respectively, i = 1, 2, and K3 = Cǫ,
H3 = Ce. Moreover, we assume that ǫi,1 = ξi and ei,1 = xi for i = 1, 2 and elements of EK and EH
are real vectors, i.e. they are invariant with respect to antilinear involutions.
Define Z ∈ B(K)⊗B(H) by
Z = λ−11 ǫ1,1ǫ
∗
1,1 ⊗ (e1,1e∗1,1 + ee∗) + λ−12 ǫ2,1ǫ∗2,1 ⊗ (e2,1e∗2,1 + ee∗)
− λ−1/21 (ǫ1,1ǫ∗ ⊗ e1,1e∗ + ǫǫ∗1,1 ⊗ ee∗1,1)− λ−1/22 (ǫ2,1ǫ∗ ⊗ ee∗2,1 + ǫǫ∗2,1 ⊗ e2,1e∗)
+ ǫǫ∗ ⊗ (e1,1e∗1,1 + e2,1e∗2,1 + ee∗)
It is positive because it can be decomposed in the form
Z = λ−11 (ǫ1,1 ⊗ e)(ǫ1,1 ⊗ e)∗ + λ−12 (ǫ2,1 ⊗ e2,1)(ǫ2,1 ⊗ e2,1)∗ + (ǫ ⊗ e1,1)(ǫ ⊗ e1,1)∗
+ (λ
−1/2
1 ǫ1,1 ⊗ e1,1 − ǫ⊗ e)(λ−1/21 ǫ1,1 ⊗ e1,1 − ǫ ⊗ e)∗
+ (λ
−1/2
2 ǫ2,1 ⊗ e− ǫ⊗ e2,1)(λ−1/22 ǫ2,1 ⊗ e− ǫ⊗ e2,1)∗
In a simillar way we get
ZΓ = λ−11 (ǫ1,1 ⊗ e1,1)(ǫ1,1 ⊗ e1,1)∗ + λ−12 (ǫ2,1 ⊗ e)(ǫ2,1 ⊗ e)∗ + (ǫ⊗ e2,1)(ǫ ⊗ e2,1)∗
+ (λ
−1/2
1 ǫ1,1 ⊗ e− ǫ ⊗ e1,1)(λ−1/21 ǫ1,1 ⊗ e− ǫ⊗ e1,1)∗
+ (λ
−1/2
2 ǫ2,1 ⊗ e2,1 − ǫ⊗ e)(λ−1/22 ǫ2,1 ⊗ e2,1 − ǫ⊗ e)∗
Therefore, Z is a PPT operator. We will show that Tr(CtφZ) < 0. Firstly, let us note that Zt = Z,
hence
Tr(CtφZ) = Tr(CφZ) = (3.30)
= λ−11 (〈e1,1, φ(ǫ1,1ǫ∗1,1)e1,1〉+ 〈e, φ(ǫ1,1ǫ∗1,1)e〉)
+ λ−12 (〈e2,1, φ(ǫ2,1ǫ∗2,1)e2,1〉+ 〈e, φ(ǫ2,1ǫ∗2,1)e〉)
− λ−1/21 (〈e1,1, φ(ǫ1,1ǫ∗)e〉+ 〈e, φ(ǫǫ∗1,1)e1,1〉)
− λ−1/22 (〈e, φ(ǫ2,1ǫ∗)f2,1〉+ 〈e2,1, φ(ǫǫ∗2,1)e〉)
+ 〈e1,1, φ(ǫǫ∗)e1,1〉+ 〈e2,1, φ(ǫǫ∗)e2,1〉+ 〈e, φ(ǫǫ∗)e〉
Secondly, observe that
φ(ǫ1,1ǫ
∗
1,1) =
 φ1(ǫ1,1ǫ∗1,1) 0 00 ‖B1ǫ1,1‖2P2 0
0 0 0
 , (3.31)
φ(ǫ2,1ǫ
∗
2,1) =
 ‖C2ǫ2,1‖2P2 0 00 φ2(ǫ2,1ǫ∗2,1) 0
0 0 0
 , (3.32)
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φ(ǫ1,1ǫ
∗) =
 0 0 B1ǫ1,10 0 0
0 0 0
 , φ(ǫ2,1ǫ∗) =
 0 0 00 0 C2ǫ2,1
0 0 0
 , φ(ǫǫ∗) =
 0 0 00 0 0
0 0 1

(3.33)
Therefore, having in mind (3.25), we are lead to
〈ei,1, φ(ǫi,1ǫ∗i,1)ei,1〉 = 〈xi, φi(ξiξ∗i )xi〉 = λi, i = 1, 2, (3.34)
〈e, φ(ǫi,1ǫ∗i,1)e〉 = 0, i = 1, 2. (3.35)
Taking into account also (3.26) and (3.27) we get
〈e1,1, φ(ǫ1,1ǫ∗)e〉 = 〈e1,1, B1ǫ1,1〉 = 〈x1, B1ξ1〉 = λ−1/21 〈x1, φ1(ξ1ξ∗1)x1〉 = λ1/21 (3.36)
〈e2,1, φ(ǫǫ∗2,1)e〉 = 〈e2,1, C2ǫ2,1〉 = 〈x2, C2ξ2〉 = λ−1/22 〈x2, φ2(ξ2ξ∗2)x2〉 = λ1/22 (3.37)
We have also
〈e, φ(ǫǫ∗)e〉 = 1 and 〈ei,1, φ(ǫǫ∗)ei,1〉 = 0, i = 1, 2.
Finally, it follows from (3.30) that Tr(CtφZ) = −1. 
The above theorem provides a useful tool for constructing examples of nondecomposable maps.
Let us illustrate it by the following example.
Example 3.19. For γ ≥ 0, define ψγ : B(Ck)→ B(Ck) by
ψγ(X) = (γ + 1)Tr(X)1−X (3.38)
It is known ([28]) that ψγ is 2-positive if and only if γ ≥ 1. We will consider merging of maps
φ1 : B(C
k1 )→ B(Ck1) and φ2 : B(Ck2)→ B(Ck2 ) given by
φ1(X) = (γ1 + 1)Tr(X)1−X, X ∈ B(Ck1),
φ2(X) = (γ2 + 1)Tr(X)1−Xt, X ∈ B(Ck2).
Clearly, if γ1 ≥ 1 and γ2 ≥ 1, then φ1 is 2-positive and φ2 is 2-copositive. Therefore, we can
apply Theorem 3.18. To this end we should specify vectors ξ1, x1 ∈ Ck1 and ξ2, x2 ∈ Ck2 satisfying
condition (3.25). For i = 1, 2, let ei,1, . . . , ei,ki be the standard orthonormal basis of C
ki and
let e be a unit vector spanning C. Hence e1,1, . . . , e1,k1 , e2,1, . . . , e2,k2 , e form an orthonormal
basis for Ck1 ⊕ Ck2 ⊕ C. We assume that the vectors are invariant with respect to the antilinear
involution. Let ξi = xi = ei,1 for i = 1, 2. Since φi(ei,1e
∗
i,1) = (γi + 1)1ki − ei,1e∗i,1, we have
φi(ei,1e
∗
i,1)ei,1 = γiei,1, hence λi = γi. One checks that
B1 = γ
1/2
1 e1,1e
∗
1,1 − γ−1/21 (1k1 − e1,1e∗1,1), C2 = γ
1/2
2 e2,1e
∗
2,1 − γ−1/22 (1k2 − e2,1e∗2,1).
Hence
B1B
∗
1 = γ
−1
1 1k1 + (γ1 − γ−11 )e1,1e∗1,1, C1C∗1 = γ−12 1k2 + (γ2 − γ−12 )e2,1e∗2,1
and functionals ω1, ω2 defined in (3.28), (3.29) are given by
ω1(X) = γ
−1
1 Tr(X) + (γ1 − γ−11 )〈e1,1, Xe1,1〉, X ∈ B(Ck1),
ω2(X) = γ
−1
2 Tr(X) + (γ2 − γ−12 )〈e2,1, Xe2,1〉, X ∈ B(Ck2).
Therefore, if φ : B(Ck1 ⊕ Ck2 ⊕ C)→ B(Ck1 ⊕ Ck2 ⊕ C) is the map constructed in Theorem 3.18,
then for X ∈ B(Ck1 ⊕ Ck2 ⊕ C) given in the block form X = (Xij),
φ(X) = (3.39)
=
 r11k1 −X11 0 ι(γ1)(X13)1e1,1 − γ
−1/2
1 X13
0 r21k2 −Xt22 ι(γ2)(Xt32)1e2,1 − γ−1/22 Xt32
ι(γ1)(X
t
31)1e
∗
1,1 − γ−1/21 X31 ι(γ2)(X23)1e∗2,1 − γ−1/22 Xt23 X33

where ι(x) = x1/2 + x−1/2 for x > 0, (η)1 denotes the first coordinate of a vector η ∈ Cki and
r1 = (γ1 + 1)Tr(X11) + γ
−1
2 Tr(X22) + (γ2 − γ−12 )〈e2,1, X22e2,1〉
r2 = (γ2 + 1)Tr(X22) + γ
−1
1 Tr(X11) + (γ1 − γ−11 )〈e1,1, X11e1,1〉
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Corollary 3.20. If γ1 ≥ 1 and γ2 ≥ 1, then the map φ : B(Ck1+k2+1) → B(Ck1+k2+1) given by
(3.39) is positive and nondecomposable.
Example 3.21. For illustration, let us describe precisely the previous example for k1 = k2 = 3
and γ1 = γ2 = γ ≥ 1. In this case we obtain a map φ : M7(C)→M7(C) given by
φ(X) =

R− x11 −x12 −x13 0 0 0 γ1/2x17
−x21 R− x22 −x23 0 0 0 −γ−1/2x27
−x31 −x32 R − x33 0 0 0 −γ−1/2x37
0 0 0 Q− x44 −x54 −x64 γ1/2x74
0 0 0 −x45 Q− x55 −x65 −γ−1/2x75
0 0 0 −x46 −x56 Q− x66 −γ−1/2x76
γ1/2x71 −γ−1/2x72 −γ−1/2x73 γ1/2x47 −γ−1/2x57 −γ−1/2x67 x77

where
R = (γ + 1)(x11 + x22 + x33) + γx44 + γ
−1(x55 + x66)
Q = γx11 + γ
−1(x22 + x33) + (γ + 1)(x44 + x55 + x66)
By Corollary 3.20 the above map is positive and nondecomposable.
4. Special classes of merging
The purpose of this section is to analyze maps φK1,K2 , ΛK1,K2 , ΩK1,K2 (and their variations)
described in Examples 3.5, 3.7 and 3.8 which are obtained as merging of some specific positive
maps.
4.1. Examples of exposed positive maps. Suppose that linear operators A1 : K1 → H1 and
A2 : K2 → H2 are given. Let φ1 : B(K1)→ B(H1) and φ2 : B(K2)→ B(H2) be maps given by
φ1(X) = A1XA
∗
1, X ∈ B(K1), φ2(X) = A2XtA∗2, X ∈ B(K2). (4.1)
It was shown in [20] (see also [33]) that φ1 and φ2 are exposed elements in the cones P(K1,H1)
and P(K2,H2) respectively. Our aim is to show the following
Theorem 4.1. For any finite dimensional Hilbert spaces K1,K2,H1,H2 and any pair of nonzero
operators A1 ∈ B(K1,H1) and A2 ∈ B(K2,H2) the canonical merging φ of maps φ1 and φ2 given
by (4.1) (cf. Definition 3.17) is an exposed positive map.
It was shown in [19] that for maps (4.1) the operators B1 and C2 given by (3.26) and (3.27) are
equal to A1 and A2 respectively except for a phases, i.e. there are real numbers θ1, θ2 such that
B1 = e
iθ1A1 and C2 = e
iθ2A2. Therefore, the map φ is of the form
φ(X) =
 A1X11A
∗
1 +Tr(A2X
t
22A
∗
2)P1 0 e
iθ1A1X13
0 A2X
t
22A
∗
2 +Tr(A1X11A
∗
1)P2 e
iθ2A2X
t
32
e−iθ1X31A∗1 e
−iθ2Xt23A
∗
2 X33
 (4.2)
where X = (Xij) ∈ B(K) and Pi is the projection on ranAi for i = 1, 2.
Having in mind Corollary 3.14 we can generalize this map a bit more. Thus, we came to a
formulation of the main result of this section
Theorem 4.2. Let K1,K2,H1,H2 be finite dimensional Hilbert spaces, K = K1 ⊕ K2 ⊕ C, H =
H1 ⊕ H2 ⊕ C and let A1 ∈ B(K1,H1) and A2 ∈ B(K2,H2) be nonzero operators. Then for any
θ1, θ2 ∈ R and ν ∈ R, ν > 0, the map φ : B(K)→ B(H) given by
φ(X) =
 A1X11A
∗
1 + ν Tr(A2X
t
22A
∗
2)P1 0 e
iθ1A1X13
0 A2X
t
22A
∗
2 + ν
−1Tr(A1X11A∗1)P2 e
iθ2A2X
t
32
e−iθ1X31A∗1 e
−iθ2Xt23A
∗
2 X33
 (4.3)
for X = (Xij) ∈ B(K), is an exposed positive map.
Before the proof we will list some preliminary results. The first lemma seems to be known. We
attach its proof for reader’s convenience.
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Lemma 4.3. Suppose K, H, K˜, H˜ are finite dimensional Hilbert spaces and E : K˜ → K, F :
H˜ → H are injective linear operators. For a linear map φ˜ : B(K˜) → B(H˜) we consider a map
LE,F φ˜ : B(K) → B(H), defined by LE,F φ˜(X) = Fφ˜(E∗XE)F ∗ for X ∈ B(K). If φ˜ is an exposed
element of the cone P(K˜, H˜) then LE,F φ˜ is an exposed element of P(K,H).
Proof. Let Z˜ (respectively Z) denote the set of all pairs (η˜, y˜) ∈ K˜×H˜ (respectively (η, y) ∈ K×H)
such that 〈y˜, φ˜(η˜η˜∗)y˜〉 = 0 (respectively 〈y,LE,F φ˜(ηη∗)y〉 = 0). One can easily observe that
(η, y) ∈ Z if and only if (E∗η, F ∗y) ∈ Z˜. It follows that
(kerE∗ ×H) ∪ (K × kerF ∗) ⊂ Z. (4.4)
We will show that LE,F φ˜ satisfies condition (2.6). Assume that ψ : B(K) → B(H) is a positive
map such that 〈y, ψ(ηη∗)y〉 = 0 for every (η, y) ∈ Z. Let E+ : K → K˜ and F+ : H → H˜ be Penrose
inverses of E and F . Since E and F are injective, E+ and F+ are characterized as unique operators
which satisfy the following set of relations: E+E = idK˜, F
+F = idH˜, EE
+ = PE , FF
+ = PF ,
where PE ∈ B(K) and PF ∈ B(H) denote orthogonal projections onto ranges of operators E and
F respectively. It follows from (4.4) that for each η ∈ K, the range of the positive operator ψ(ηη∗)
is contained in ranF . Moreover, ψ(ηη∗) depends only on ηE , where ηE ∈ ranE is a unique vector
such that η = ηE + η0 for some η0 ∈ kerE∗. Therefore, ψ satisfies the following condition
ψ(X) = PFψ(PEXPE)PF = FF
+ψ(E+∗E∗XEE+)F+∗F ∗, X ∈ B(K). (4.5)
Let ψ˜ : B(K˜) → B(H˜) be defined by ψ˜(X˜) = F+ψ(E+∗X˜E+)F+∗ for X˜ ∈ B(K˜). Let (η˜, y˜) ∈ Z˜.
Since E∗E+∗η˜ = η˜ and F ∗F+∗y˜ = y˜, we have (E+∗η˜, F+∗y˜) ∈ Z. Thus, the assumption on ψ
implies
〈y˜, ψ˜(η˜η˜∗)y˜〉 = 〈y˜, F+ψ(E+∗η˜η˜∗E+)F+∗y˜〉 = 〈F+∗y˜, ψ ((E+∗η˜)(E+∗η˜)∗)F+∗y˜〉 = 0.
Therefore ψ˜ = λφ˜ for some λ ∈ R+, because φ˜ is an exposed positive map. Observe that the
condition (4.5) reads as ψ = LE,F ψ˜. Hence, we arrive at ψ = LE,F ψ˜ = LE,F (λφ˜) = λLE,F φ˜. 
Lemma 4.4. Let K = ⊕ni=1Ki and H = ⊕ni=1Hi and let φ : B(K) → B(H) be a positive map
such that φ(B(Ki)) ⊂ B(Hi) for i = 1, 2, . . . , n. Then for any i, j = 1, . . . , n such that i 6= j,
φ(B(Kj ,Ki) ⊂ B(Hj ,Hi)⊕B(Hi,Hj).
Proof. For k, l = 1, . . . , n, let φkl : B(K) → B(Hl,Hk) be a linear map defined by φkl(X) =
W ∗kφ(X)Wl, X ∈ B(K). Let i, j be given numbers from 1, . . . , n such that i 6= j. Consider
nonzero vectors ηi ∈ Ki and ηj ∈ Kj . In order to prove the Lemma one need to show that
φkl(ηiη
∗
j ) = 0 until {k, l} = {i, j}. Let us observe that φkl(ηiη∗j )∗ = φlk(ηjη∗i ). Moreover, it follows
from the assumption that φkl(ηiη
∗
i ) = 0 until k = l = i and φkl(ηjη
∗
j ) = 0 until k = l = j.
The element φ((ηi + zηj)(ηi + zηj)
∗) is positive in B(H) for every γ ∈ C, and consequently
φkk((ηi + γηj)(ηi + γηj)
∗) is positive in B(Hk) for every k = 1, . . . , n. Hence, for any yk ∈ Hk,
〈yk, φkk(ηiη∗i )yk〉+ 2Re γ〈yk, φkk(ηiη∗j )yk〉+ |γ|2〈yk, φkk(ηiη∗i )yk〉 ≥ 0.
Since it holds for any γ ∈ C,
|〈yk, φkk(ηiη∗j )yk〉|2 ≤ 〈yk, φkk(ηiη∗i )yk〉〈yk, φkk(ηiη∗i )yk〉.
Due to the assumption, at least one of the factors in right hand side of the above inequality is zero,
so 〈yk, φkk(ηiη∗j )yk〉 = 0 for any yk ∈ Hk. By Proposition 4.6 we conclude that φkk(ηiη∗j ) = 0.
Now, let k 6= l. It follows from Lemma 3.1 that∣∣∣∣ 〈yk, φkk((ηi + γηj)(ηi + γηj)∗)yk〉 〈yk, φkl((ηi + γηj)(ηi + γηj)∗)yl〉〈yl, φlk((ηi + γηj)(ηi + γηj)∗)yk〉 〈yl, φll((ηi + γηj)(ηi + γηj)∗)yl〉
∣∣∣∣ ≥ 0
for every yk ∈ Hk and yl ∈ Hl. Assume now that {k, l} 6= {i, j}. It follows that at least one
diagonal term is zero. Hence off-diagonal terms should also vanish, so
γ〈yk, φkl(ηiη∗j )yl〉+ γ〈yk, φkl(ηjη∗i )yl〉 = 0.
Since it holds for any γ ∈ C, 〈yk, φkl(ηiη∗j )yl〉 = 0, and consequently φkl(ηiη∗j ) = 0. 
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Corollary 4.5. Let K and H be Hilbert spaces. Assume K = K1 ⊕ K2 and H = H1 ⊕ H2 where
K2 = Cǫ and H2 = Ce are one dimensional subspaces generated by unit vectors ǫ ∈ K and e ∈ H.
Let φ : B(K)→ B(H) be a positive map such that φ(B(Ki)) ⊂ B(Hi) for i = 1, 2. Then there are
linear maps R,Q : K1 → H1 such that
φ(ηǫ∗) = (Rη)e∗ + e(Qη)∗, η ∈ K1. (4.6)
Proof. It follows from Lemma 4.4 that φ(ηǫ∗) = φ12(ηǫ∗) + φ21(ηǫ∗) ∈ B(H2,H1) ⊕ B(H1,H2) =
B(Ce,H1) ⊕ B(H1,Ce) for any η ∈ K1. Every element of B(Ce,H1) is of the form ye∗ for some
y ∈ H1 while elements of B(H1,Ce) are of the form ey∗. It follows that φ(ηǫ∗) = (Rη)e∗ for
some Rη ∈ H1 and the mapping R : K1 → H1 should be linear. Analogously, φ21(ηǫ∗) = e(Q′η)∗
for some Q′η ∈ H1 where Q′ : K1 → H1 is antilinear. In order to obtain the form (4.6) take
Q : K1 → H1 defined by Qη = Q′η, η ∈ K1, which is a linear map. 
Let V and W be complex vector spaces. We say that a map Φ : V × V → W is a sesquilinear
vector valued form if
Φ(α1u1+α2u2, β1v1+β2v2) = α1β1Φ(u1, v1)+α1β2Φ(u1, v2)+α2β1Φ(u2, v1)+α2β2Φ(u2, v2) (4.7)
for every u1, u2, v1, v2 ∈ V and α1, α2, β1β2 ∈ C. The following fact will be used several times
Proposition 4.6. If Φ(v, v) = 0 for every v ∈ V , then Φ(u, v) = 0 for every pair of vectors
u, v ∈ V .
Proof. It follows from the polarization identity
Φ(u, v) =
1
4
3∑
k=0
(−i)kΦ (u+ ikv, u+ ikv) (4.8)
which is well known for scalar products (see for example [30, Theorem 0.19]). 
Now, we show that the statement of Theorem 4.1 is true for special case Ai = idKi , θi = 0 for
i = 1, 2, and µ = 1. Namely, we have
Theorem 4.7. If K1, K2 are finite dimensional Hilbert spaces, then the map φK1,K2 given by (3.6)
is an exposed positive map.
Proof. Any η, y ∈ K can be uniquely represented as η =∑3i=1 ηi and y =∑3j=1 yj where ηi, yi ∈ Ki.
We assume that η3 = αe and y3 = βe and we will identify η3 and y3 with numbers α and β
respectively. Then
ηη∗ =
 η1η∗1 η1η∗2 αη1η2η∗1 η2η∗2 αη2
αη∗1 αη
∗
2 |α|2
 (4.9)
and
φK1,K2(ηη
∗) =
 η1η∗1 + ‖η2‖21B(K1) 0 αη10 η2η2∗ + ‖η1‖21B(K2) αη2
αη∗1 αη2
∗ |α|2
 (4.10)
If η, y ∈ K, then
〈y, φK1,K2(ηη∗)y〉 = |α|2|β|2 + 2Reαβ〈y1, η1〉+ 2Reαβ〈y2, η2〉 (4.11)
+ |〈y1, η1〉|2 + ‖η2‖2‖y1‖2 + |〈y2, η2〉|2 + ‖η1‖2‖y2‖2.
One can directly compute that
〈y, φK1,K2(ηη∗)y〉 =
{
‖η1‖2‖y2‖2 + ‖η2‖2‖y1‖2 + |〈y1, η1〉|2 + |〈y2, η2〉|2 if α = 0,
|α|−2
(∣∣|α|2β + α〈y1, η1〉+ α〈y2, η2〉∣∣2 + ‖αy1 ⊗ η2 − αη1 ⊗ y2‖2) , if α 6= 0.
(4.12)
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We denote by Zφ the set of all pairs η, y such that 〈y, φK1,K2(ηη∗)y〉 = 0. It follows that (η, y) ∈ Zφ
if and only if one of the following conditions holds:
α = 0, η1 6= 0, η2 = 0 and y1 ⊥ η1, y2 = 0 (4.13)
α = 0, η1 = 0, η2 6= 0 and y1 = 0, y2 ⊥ η2 (4.14)
α = 0, η1 6= 0, η2 6= 0 and y1 = 0, y2 = 0 (4.15)
α 6= 0, η1 = 0, η2 = 0 and β = 0 (4.16)
α 6= 0, η1 6= 0, η2 = 0 and 〈η1, y1〉 = −αβ, y2 = 0 (4.17)
α 6= 0, η1 = 0, η2 6= 0 and y1 = 0, 〈η2, y2〉 = −αβ (4.18)
α 6= 0, η1 6= 0, η2 6= 0 and y1 = − αβ‖η1‖2 + ‖η2‖2 η1, y2 = −
αβ
‖η1‖2 + ‖η2‖2 η2 (4.19)
We will show that the map (3.5) satisfies condition (2.6). Assume ψ : B(K)→ B(K) is a positive
map such that
〈y, ψ(ηη∗)y〉 = 0 (4.20)
for every pair (η, y) ∈ Zφ. We will show that ψ ∈ R+φK1,K2 . The rest of the proof is divided onto
several observations.
Observation 4.8. ψ(B(K1 ⊕K2)) ⊂ B(K1 ⊕K2) and ψ(B(K3)) ⊂ B(K3).
Proof. In order to show the first inclusion it is enough to prove that for any η ∈ K1⊕K2, ψ(ηη∗) ⊂
B(K1 ⊕K2). It follows from (4.13) – (4.15) that (η1 + η2, βe) ∈ Zφ for any η1 ∈ K1, η2 ∈ K2 and
β ∈ C. Thus 〈e, ψ(ηη∗), e〉 = 0 for η ∈ K1⊕K2. Since ψ(ηη∗) is a positive operator, e ∈ kerψ(ηη∗)
and the range of ψ(ηη∗) is contained in e⊥ = K1 ⊕K2.
The second inclusion follows simillarly form the fact that (αǫ, η) ∈ Zφ for any α ∈ C and
η ∈ K1 ⊕K2 (cf. (4.16)). 
It follows from the above observation that ψ(ee∗) = λee∗ for some λ ≥ 0.
Observation 4.9. There are sesqulinear vector valued forms Ψkl : (K1 ⊕ K2) × (K1 ⊕ K2) →
B(Kl,Kk) for k, l = 1, 2 and linear maps Rk, Qk : K1 ⊕K2 → Kk for k = 1, 2 such that
ψ(ηη∗) =
 Ψ11(η0, η0) Ψ12(η0, η0) αR1η0 + αQ1η0Ψ21(η0, η0) Ψ22(η0, η0) αR2η0 + αQ2η0
α(R1η0)
∗ + α(Q1η0)∗ α(R2η0)∗ + α(Q2η0)∗ λ|α|2
 (4.21)
for any η ∈ K where η = η0 + αe for a unique η0 ∈ K1 ⊕K2 and α ∈ C.
Moreover, for every η0, η
′
0 ∈ K1 ⊕K2,
Ψkl(η0, η
′
0)
∗ = Ψlk(η′0, η0), k, l = 1, 2. (4.22)
Proof. It follows from previous observation that ψ(η0η
′
0
∗
) ∈ B(K1 ⊕ K2) =
⊕2
k,l=1 B(Kl,Kk) for
any η0, η
′
0 ∈ K1 ⊕K2. We define
Ψkl(η
′
0, η0) =W
∗
kψ(η0η
′
0
∗
)Wl (4.23)
for k, l = 1, 2, where W1,W2 are embedding of K1,K2 into K. Clearly Ψkl are sesquilinear vector
valued forms and ψ(η0η
′
0
∗
) =
∑2
k,l=1Ψkl(η
′
0, η0), i.e.
ψ(η0η
′
0
∗
) =
 Ψ11(η′0, η0) Ψ12(η′0, η0) 0Ψ21(η′0, η0) Ψ22(η′0, η0) 0
0 0 0
 (4.24)
Further, it follows from Observation 4.8 and Corollary 4.5 that there are linear maps R,Q :
K1 ⊕ K2 → K1 ⊕ K2 such that φ(η0e∗) = (Rη0)e∗ + e(Qη0)∗ for any η0 ∈ K1 ⊕ K2. Define
Rk = F
∗
kP and Qk = F
∗
kQ for k = 1, 2. Hence
ψ(η0e
∗) =
 0 0 R1η00 0 R2η0
Q1η0 Q2η0 0
 (4.25)
Having ψ(ηη) = ψ(η0η
∗
0)+αψ(η0e
∗)+αψ(eη∗0)+ |α|2ψ(ee∗) and taking into account (4.24), (4.25),
and ψ(ee∗) = λee∗ one arrives at (4.21).
The second part of the observation follows directly from the definition (4.23). 
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In the sequel we will use operators Rik = Ri
∣∣
Kk and Qik = Qi
∣∣
Kk for i, k = 1, 2. In order to
complete the proof of the theorem we need to verify the following conditions:
(A1) Ψ11(η1, η1) = λη1η
∗
1 , (A2) Ψ22(η2, η2) = λη2η2
∗,
(B1) Ψ11(η2, η2) = λ‖η2‖21B(K1), (B2) Ψ22(η1, η1) = λ‖η1‖21B(K2),
(C1) Ψ11(η1, η2) = Ψ11(η2, η1) = 0, (C2) Ψ22(η1, η2) = Ψ22(η2, η1) = 0,
(D1) Ψ12(η1, η1) = 0, (D2) Ψ12(η2, η2) = 0,
(E1) Ψ12(η1, η2) = 0, (E2) Ψ12(η2, η1) = 0,
(F1) R11 = λ1B(K1), (F2) Q22 = λ1B(K2),
(G1) R22 = 0, (G2) Q11 = 0,
(H1) R12 = 0, (H2) Q21 = 0,
(J1) R21 = 0, (J2) Q12 = 0,
where η1 ∈ K1 and η2 ∈ K2 are arbitrary.
Observation 4.10. If λ = 0, then Rik = 0 and Qik = 0 for every i, k = 1, 2.
Proof. Let η = η0 + αe for some η0 ∈ K1 ⊕K2, α ∈ C. Positivity of the matrix
ψ(ηη∗) =
 Ψ11(η0, η0) Ψ12(η0, η0) αR1η0 + αQ1η0Ψ21(η0, η0) Ψ22(η0, η0) αR2η0 + αQ2η0
α(R1η0)
∗ + α(Q1η0)∗ α(R2η0)∗ + α(Q2η0)∗ 0
 (4.26)
(c.f. (4.21)) implies αRiη0 + αQiη0 = 0 for i = 1, 2. Since it holds for any α, we conclude that
Riη0 = 0 and Qiη0 = 0. As η0 is arbitrary, the statement follows. 
Observation 4.11. For η1 ∈ K1 and η2 ∈ K2,
Ψ11(η1, η1) = λη1η
∗
1 , Ψ22(η2, η2) = λη2η2
∗. (4.27)
Moreover,
R11 = λ1B(K1), Q22 = λ1B(K2). (4.28)
and
Q11 = 0, R22 = 0. (4.29)
Proof. Let η1 ∈ K1 and η1 6= 0. It follows from (4.13) that (η1, y1) ∈ Zφ for any y1 ∈ K1 ∩ η⊥1 .
Thus (4.20) leads to 〈y1,Ψ11(η1, η1)y1〉 = 0. Since Ψ11(η1, η1) is a positive operator, its restriction
to K1 ∩ η⊥1 is zero. Therefore it is a nonnegative multiple of η1η∗1 , say Ψ11(η1, η1) = µξ1ξ∗1 , µ ≥ 0.
Now, for α ∈ C, let η = η1 + αe and y = −αη1 + ρ+ ‖ξ1‖2e, where ρ ∈ K1 ∩ η⊥1 . Then (η, y) ∈ Zφ
(c.f. (4.17)). Observe that,
ψ(ηη∗) =
 µη1η∗1 Ψ12(η1, η1) αR11η1 + αQ11η1Ψ21(η1, η1) Ψ22(η1, η1) αR21η1 + αQ21η1
α(R11η1)
∗ + α(Q11η1)∗ α(R21η1)∗ + α(Q21η1)∗ λ|α|2
 (4.30)
and
〈y, ψ(ηη∗)y〉 =
= (λ+ µ)|α|2‖η1‖4 − 2|α|2‖η1‖2Re〈η1, R11η1〉 (4.31)
− 2‖η1‖2Reα2〈η1, Q11η1〉 (4.32)
+ 2‖η1‖2Reα(〈ρ,Q11η1〉+ 〈R11η1, ρ〉). (4.33)
The above is zero for any α ∈ C. The expression in line (4.31) is independent on the phase of α, so
the sum of lines (4.32) and (4.33) must be independent on the phase of α too. It is possible only
if the following conditions simultaneously hold
Re〈η1, R11η1〉 = 1
2
(λ+ µ)‖η1‖2, (4.34)
〈η1, Q11η1〉 = 0, (4.35)
〈ρ,Q11η1〉+ 〈R11η1, ρ〉 = 0. (4.36)
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Since the last equality holds for any ρ ∈ K1 ∩ η⊥1 , one can replace ρ by iρ. So,
− i〈ρ,Q11η1〉+ i〈R11η1, ρ〉 = 0. (4.37)
Combining (4.36) and (4.37) yields 〈ρ,Q11η1〉 = 0 and 〈ρ,R11η1〉 = 0 for any ρ ∈ K1 ∩ η⊥1 . Thus
both R11η1 and Q11η1 are multiples of η1. Then, it follows from (4.35) that Q11η1 = 0 and the
first condition in (4.29) is proved.
Now, apply Proposition 3.1 for the matrix (4.30) and vectors y1 = η1, y2 = 0 and y3 = e. It
follows that the scalar matrix µ‖η1‖4 0 α〈η1, R11η1〉0 0 0
α〈R11η1, A1η1〉 0 λ|α|2
 (4.38)
is positive. Thus
|〈η1, R11η1〉|2 ≤ λµ‖η1‖4, (4.39)
and from (4.34) we conclude 14 (λ + µ)
2‖η1‖4 = (Re〈η1, R11η1〉)2 ≤ |〈η1, R11η1〉|2 ≤ λµ‖η1‖4. The
inequality 14 (λ+ µ)
2 ≤ λµ implies µ = λ, so (4.27) is proved.
It remains to show that R11η1 = λη1. We showed already that R11η1 = κη1 for some κ ∈ C.
Now, (4.34) implies Reκ = λ while (5.7) yields |κ| ≤ λ. Hence κ = λ and the proof of the first
equality in (4.28) is finished.
The proof of the second parts in (4.27), (4.28), (4.29) is similar. 
Observation 4.12. It follows that
Q21 = 0 R12 = 0. (4.40)
Moreover,
Ψ12(η1, η1) = η1(R21η1)
∗ Ψ12(η2, η2) = (Q12η2)η2∗, (4.41)
for any η1 ∈ K1 and η2 ∈ K2.
Proof. Consider η = η1 + αe, η1 ∈ K1. According to previous observations, the matrix (4.30) is of
the form
ψ(ηη∗) =
 λη1η∗1 Ψ12(η1, η1) αλη1Ψ12(η1, η1)∗ Ψ22(η1, η1) αR21η1 + αQ21η1
αλη∗1 α(R21η1)
∗ + α(Q21η1)∗ λ|α|2
 (4.42)
For λ = 0, it reduces to 0 Ψ12(η1, η1) 0Ψ12(η1, η1)∗ Ψ22(η1, η1) αR21η1 + αQ21η1
0 α(R21η1)
∗ + α(Q21η1)∗ 0
 . (4.43)
It is a positive block-matrix, so its upper-left 2× 2 principal minor is also positive. Since one of its
diagonal terms is zero, its off-diagonal ones should vanish. Hence Ψ12(η1, η1) = 0. Let us remind
that R21 = 0 due to Observation 4.10, so the first part of (4.41) is satisfied.
If λ > 0, then we apply Lemma 3.1 to derive that for any y1 ∈ K1 and y2 ∈ K2, the following
scalar matrix is positive definite. λ|〈y1, η1〉|2 〈y1,Ψ12(η1, η1)y2〉 αλ〈y1, η1〉〈Ψ12(η1, η1)y2, y1〉 〈y2,Ψ22(η1, η1)y2〉 α〈y2, R21η1〉+ α〈y2, Q21η1〉
αλ〈η1, y1〉 α〈R21η1, y2〉+ α〈Q21η1, y2〉 λ|α|2

Straight calculation shows that its determinant is equal to
−λ |α〈y1, η1〉〈Q21η1, y2〉+ α (〈y1, η1〉〈R21η1, y2〉 − 〈y1,Ψ12(η1, η1)y2〉)|2
Since it is nonnegative for any α ∈ C and every vectors yi ∈ Ki, i = 1, 2, Ψ12(η1, η1) = η1(R21η1)∗
and η1(Q21η1)
∗ = 0. The latter holds for any η1 ∈ K1, hence Q21 = 0. Thus we proved first parties
of (4.41) and (4.40).
The remaining parts are proved similarly by considering the matrix ψ(ηη∗) for η = η2 + αe
where η2 ∈ K2. 
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Before next observations, let us study some further consequences of the condition (4.20). Let
η = η1 + η2 + αe, y = y1 + y2 + βe, ηi, yi ∈ Ki, i = 1, 2, be such that η1 6= 0, η2 6= 0, α 6= 0, and
y1 = −αη1, y2 = −αη2, β = ‖η1‖2 + ‖η2‖2. It follows from (4.19) that (η, y) ∈ Zφ. By a sequence
of elementary calculations one can check that
〈y, ψ(ηη∗)y〉 = |α|2c1 + 2Reα2c2, (4.44)
where
c1 = 〈η1,Ψ11(η2, η2)η1〉+ 〈η2,Ψ22(η1, η1)η2〉 − 2λ‖η1‖2‖η2‖2 (4.45)
+ 〈η1,Ψ11(η1, η2)η1〉+ 〈η1,Ψ11(η2, η1)η1〉+ 〈η2,Ψ22(η1, η2)η2〉+ 〈η2,Ψ22(η2, η1)η2〉
c2 = 〈η1,Ψ12(η1, η2)η2〉+ 〈η1,Ψ12(η2, η1)η2〉 − ‖η1‖2〈η1, Q12η2〉 − ‖η2‖2〈R21η1, η2〉 (4.46)
Since the expression (4.44) is zero for every α, cp = 0 for p = 1, 2. Note, that if we replace η1, η2
by γ1η1, γ2η2, where γ1, γ2 ∈ C are arbitrary, then the whole expressions are still equal to zero.
For instance, for ’modified’ c1 we obtained the following equality
0 = |γ1|2|γ2|2
(
〈η1,Ψ11(η2, η2)η1〉+ 〈η2,Ψ22(η1, η1)η2〉 − 2λ‖η1‖2‖η2‖2
)
+ γ1|γ1|2γ2〈η1,Ψ11(η1, η2)η1〉+ γ1|γ1|2γ2〈η1,Ψ11(η2, η1)η1〉
+ γ1γ2|γ2|2〈η2,Ψ22(η1, η2)η2〉+ γ1γ2|γ2|2〈η2,Ψ22(η2, η1)η2〉
As the above equality holds for any γ1, γ2, all coefficients of this complex polynomial in the variables
γ1, γ2 should vanish, i.e.
〈η1,Ψ11(η2, η2)η1〉+ 〈η2,Ψ22(η1, η1)η2〉 = 2λ‖η1‖2‖η2‖2 (4.47)
〈η1,Ψ11(η1, η2)η1〉 = 〈η1,Ψ11(η2, η1)η1〉 = 0 (4.48)
〈η2,Ψ22(η1, η2)η2〉 = 〈η2,Ψ22(η2, η1)η2〉 = 0 (4.49)
By the similar arguments for c2, we obtain
〈η1,Ψ12(η1, η2)η2〉 = 0 (4.50)
〈η1,Ψ12(η2, η1)η2〉 = 0 (4.51)
〈η1, Q12η2〉 = 0 (4.52)
〈R21η1, η2〉 = 0 (4.53)
Observation 4.13. It follows that
R21 = 0, Q12 = 0 (4.54)
and consequently
Ψ12(η1, η1) = 0, Ψ12(η2, η2) = 0. (4.55)
Proof. Let us consider equation (4.53).Since it holds for any η1 ∈ K1, η2 ∈ K2, R21 = 0. Similarly,
(4.52) impliesQ12 = 0. Thus (4.54) is proved. Now, take into account (4.41), and (4.55) follows. 
Observation 4.14. For any η1 ∈ K1 and η2 ∈ K2
Ψ11(η1, η2) = 0 = Ψ11(η2, η1), Ψ22(η1, η2) = 0 = Ψ22(η2, η1). (4.56)
Proof. Let η = η1 + η2 + e. Then due to Observations 4.11, 4.12, 4.13
ψ(ηη∗) =

λη1η
∗
1 +Ψ11(η2, η2)
+ Ψ11(η1, η2) + Ψ11(η2, η1)
Ψ12(η1, η2) + Ψ12(η2, η1) λη1
Ψ21(η1, η2) + Ψ21(η2, η1)
Ψ22(η1, η1) + λη2η2
∗
+Ψ22(η1, η2) + Ψ22(η2, η1)
λη2
λη∗1 λη2
∗ λ
 (4.57)
Apply Proposition 3.1 for y1 ∈ K1 arbitrary, y2 = 0 and y3 = e. It follows that the following scalar
matrix is positive λ|〈y1, η1〉|2 + 2Re〈y1,Ψ11(η1, η2)y1〉+ 〈y1,Ψ11(η2, η2)y1〉 0 λ〈y1, η1〉0 0 0
λ〈η1, y1〉 0 λ
 (4.58)
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If λ = 0, then positivity of the matrix is equivalent to the inequality
2Re〈y1,Ψ11(η1, η2)y1〉+ 〈y1,Ψ11(η2, η2)y1〉 ≥ 0. (4.59)
If we replace η1 by te
iθη1, where t ∈ R, and θ is such that eiθ〈y1,Ψ11(η1, η2)y1〉 = |〈y1,Ψ11(η1, η2)y1〉|,
the inequality still holds. Thus
2t|〈y1,Ψ11(η1, η2)y1〉|+ 〈y1,Ψ11(η2, η2)y1〉 ≥ 0
for any t ∈ R and, consequently 〈y1,Ψ11(η1, η2)y1〉 = 0. Since y1 is arbitrary, the first part of
(4.56) follows.
Now, let λ > 0. Since the matrix (4.58) is positive, its 2× 2 minors are nonnegative. Hence, in
particular,
2λRe〈y1,Ψ11(η1, η2)y1〉+ λ〈y1,Ψ11(η2, η2)y1〉 ≥ 0.
But this condition is equivalent to (4.59), so again it leads to the first part of (4.56).
The second part of (4.56) is proved analogously by considering y1 = 0 and y2 arbitrary. 
Observation 4.15. For any η1 ∈ K1 and η2 ∈ K2,
Ψ11(η2, η2) = λ‖η2‖21B(K1), Ψ22(η1, η1) = λ‖η1‖21B(K2). (4.60)
Proof. Let η1 ∈ K1, η2 ∈ K2 be arbitrary, α = 1, and η = η1+η2+e. Due to previous observations
ψ(ηη∗) =
 λη1η∗1 +Ψ11(η2, η2) Ψ12(η1, η2) + Ψ12(η2, η1) λη1Ψ21(η1, η2) + Ψ21(η2, η1) Ψ22(η1, η1) + λη2η2∗ λη2
λη∗1 λη2
∗ λ
 (4.61)
We apply Proposition 3.1 for y1 = η1, y2 = η2 and β = 1. If one take into account equalities (4.50),
(4.51) then it is clear that the scalar matrix (〈yi, ψij(ηη∗)yj〉)i,j reduces to λ‖η1‖4 + 〈η1,Ψ11(η2, η2)η1〉 0 λ‖η1‖20 〈η2,Ψ22(η1, η1)η2〉+ λ‖η2‖4 λ‖η2‖2
λ‖η1‖2 λ‖η2‖2 λ
 (4.62)
If λ = 0, then positivity of the above matrix implies that both 〈η1,Ψ11(η2, η2)η1〉 and 〈η2,Ψ22(η1, η1)η2〉
should be nonnegative. Therefore the condition (4.47) implies
〈η1,Ψ11(η2, η2)η1〉 = 〈η2,Ψ22(η1, η1)η2〉 = 0,
and (4.60) follows.
For λ > 0 we use the fact that the determinant of the matrix (4.62) is nonnegative. By stright-
forward calculations we obtain the inequality 〈η1,Ψ11(η2, η2)η1〉〈η2,Ψ22(η1, η1)η2〉 ≥ λ2‖η1‖4‖η2‖4.
Combination with (4.47) leads to
〈η1,Ψ11(η2, η2)η1〉 = 〈η2,Ψ22(η1, η1)η2〉 = λ‖η1‖2‖η2‖2.
Since these equalities hold for any η1 and η2, we arrive at (4.60). 
Observation 4.16. For η1 ∈ K1 and η2 ∈ K2,
Ψ12(η1, η2) = 0, Ψ12(η2, η1) = 0. (4.63)
Proof. If λ = 0, then
ψ(ηη∗) =
 0 Ψ12(η1, η2) + Ψ12(η2, η1) 0Ψ21(η1, η2) + Ψ21(η2, η1) 0 0
0 0 0

for any η ∈ K. Hence, positivity of the matrix implies Ψ12(η1, η2) + Ψ12(η2, η1) = 0. Using again
the aforementioned substitution argument (cf. paragraph preceeding (4.47) on page 19), we get
(4.63). Thus, we can assume λ > 0. Firstly, we will show that
Ψ12(η1, η2)
∗η1 = 0, Ψ12(η2, η1)η2 = 0. (4.64)
Let us prove the first equality. Observe that for a given η1 ∈ K1, a map K2 × K2 ∋ (η2, η′2) 7→
〈η′2,Ψ12(η1, η2)∗η1〉 is a sesqulinear form. Then, (4.50) and polarization identity (cf. Proposition
4.6) imply 〈η′2,Ψ12(η1, η2)∗η1〉 = 0 for every η2, η′2 ∈ K2. Thus, Ψ12(η1, η2)∗η1 = 0 for every
η1 ∈ K1 and η2 ∈ K2. In order to prove the second equality in (4.64) one need to consider a
sesquilinear form K1 ×K1 ∋ (η′1, η1) 7→ 〈η′1,Ψ12(η2, η1)η2〉.
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Secondly, we will prove that
Ψ12(η1, η2)η2 = 0, Ψ12(η2, η1)
∗η1 = 0. (4.65)
Let η = η1 + η2 − ie. Then, according to previous observations,
ψ(ηη∗) =

λη1η
∗
1 + λ‖η2‖21B(K1) Ψ12(η1, η2) + Ψ12(η2, η1) −iλη1
Ψ21(η1, η2) + Ψ21(η2, η1) λη2η2
∗ + λ‖η1‖21B(K2) iλη2
iλη∗1 −iλη2∗ λ
 . (4.66)
Further, apply Proposition 3.1 for y1 = ‖η2‖2η1 + λ−1Ψ12(η1, η2)η2, y2 = ‖η1‖2η2 and y3 = e. We
infer that the scalar matrix
λ‖η1‖4‖η2‖4 + λ‖η1‖2‖η2‖6
+λ−1‖η2‖2‖Ψ12(η1, η2)η2‖2
λ−1‖η1‖2‖Ψ12(η1, η2)η2‖2 −iλ‖η1‖2‖η2‖2
λ−1‖η1‖2‖Ψ12(η1, η2)η2‖2 λ‖η1‖4‖η2‖4 + λ‖η1‖6‖η2‖2 iλ‖η1‖2‖η2‖2
iλ‖η1‖2‖η2‖2 −iλ‖η1‖2‖η2‖2 λ
 (4.67)
is positive. Let us verify formulas for coefficients of the above matrix. Due to (4.50), ‖y1‖2 =
‖η1‖2‖η2‖4+λ−2‖Ψ12(η1, η2)η2‖2 and 〈η1, y1〉 = ‖η1‖2‖η2‖2. Thus the (1, 1)-coefficient is equal to
〈y1, (λη1η∗1 + λ‖η2‖21B(K1))y1〉 =
= λ|〈η1, y1〉|2 + λ‖η2‖2‖y1‖2
= λ‖η1‖4‖η2‖4 + λ‖η2‖2(‖η1‖2‖η2‖4 + λ−2‖Ψ12(η1, η2)η2‖2)
= λ‖η1‖4‖η2‖4 + λ‖η1‖2‖η2‖6 + λ−1‖η2‖2‖Ψ12(η1, η2)η2‖2.
(1, 2)-coefficient is calculated as follows
〈y1,Ψ12(η1, η2)y2〉+ 〈y1,Ψ12(η2, η1))y2〉 =
= ‖η1‖2‖η2‖2〈η1,Ψ12(η1, η2)η2〉+ λ−1‖η1‖2‖Ψ12(η1, η2)η2‖2 (4.68)
+ ‖η1‖2〈y1,Ψ12(η2, η1)η2〉 (4.69)
= λ−1‖η1‖2‖Ψ12(η1, η2)η2‖2
The first term in the line (4.68) is zero due to (4.50), while the term in the line (4.69) is zero
because of (4.64). The form of remaining coefficients can be verified directly. Determinant of the
matrix (4.67) is equal to
−λ‖η1‖6‖η2‖4‖Ψ12(η1, η2)η2‖2 − λ−1‖η1‖4‖Ψ12(η1, η2)η2‖4.
Since it must be nonnegative, Ψ12(η1, η2)η2 = 0. Thus the first part of (4.65) is verified. The
second part can be proved similarly. One should consider now y1 = ‖η2‖2η1, y2 = ‖η1‖2η2 +
λ−1Ψ12(η2, η1)∗η1, y3 = e.
After all, we are ready to prove (4.63). For the first part, fix η1 ∈ K1 and consider a sesqulinear
vector valued form K2 ×K2 ∋ (η′2, η2) 7→ Ψ12(η1, η2)η′2 ∈ K1. According to Proposition 4.6, (4.65)
implies Ψ12(η1, η2)η′2 = 0 for every η2, η
′
2 ∈ K2. Hence, the first part of (4.63) follows. To show
the second part one need to consider a sesquilinear vector valued form K1 × K1 ∋ (η1, η′1) 7→
Ψ12(η2, η1)
∗η′1 ∈ K1 and use (4.64) to argue that it is zero for every η1, η′1 and η2. 
Now, let us come back to the conditions listed on page 17. Below is the table which shows where
each condition is proved.
(A1) & (A2) – eq. (4.27) in Observation 4.11
(B1) & (B2) – eq. (4.60) in Observation 4.15
(C1) & (C2) – eq. (4.56) in Observation 4.14
(D1) & (D2) – eq. (4.55) in Observation 4.13
(E1) & (E2) – eq. (4.63) in Observation 4.16
(F1) & (F2) – eq. (4.28) in Observation 4.11
(G1) & (G2) – eq. (4.29) in Observation 4.11
(H1) & (H2) – eq. (4.40) in Observation 4.12
(J1) & (J2) – eq. (4.54) in Observation 4.13
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Therefore ψ = λφK1,K2 , and the proof of Theorem (4.7) is finished. 
Proof of Theorem 4.2. For a map φ given by (4.3) define K˜1 = ranA1 ⊂ H1 and K˜2 = ranA2 ⊂ H2,
where A = (A∗)t for a linear operator A. Let Fi : K˜i → Hi be the isometric embedding of K˜i into
Hi for i = 1, 2. Further, define Ei : K˜i → Ki, i = 1, 2, by E1 = A∗1F1 and E2 = At2F2 = (A2)∗F2.
Eventually, let E : K˜ → K and F : K˜ → H be linear operators defined by the following block-
matrices
E =
 ν−1/4E1 0 00 ν1/4E2 0
0 0 idC
 , F =
 ν1/4eiθ1F1 0 00 ν−1/4eiθ2F2 0
0 0 idC
 . (4.70)
Since both F1 and F2 are injective by the definition, F is injective too. Moreover, both F
∗
1A1
and F ∗2A2 are surjective operators, so E1 and E2 being their hermitian conjugations, are injective
operators. Hence, E is also injective. One can check that
FφK˜1,K˜2(E
∗XE)F ∗ =
=

F1F
∗
1A1X11A
∗
1F1F
∗
1
+ νTr(F t2A2X
t
22A
∗
2F2)F1F
∗
1
0 eiθ1F1F
∗
1A1X31
0
F2F
t
1A2X
t
22A
∗
2F2F
t
2
+ ν−1Tr(F t2A2X
t
22A
∗
2F2)F2F
t
2
eiθ2F2F
t
2A2X
t
32
e−iθ1X31A∗1F1F
∗
1 e
−iθ2Xt23A2F2F
t
2 X33

for X ∈ B(K), where φK˜1,K˜2 is given by (3.6). It follows from the definition of F1 and F2 that
F1F
∗
1A1 = A1, and F2F
t
2A2 = F2F
∗
2A2 = A2 = A2. Consequently, F1F
∗
1 = P1 and F2F
t
2 = F2F
∗
2 =
PranA2 = PranA2 = P2. Thus, we arrive at the equality FφK˜1,K˜2(E
∗XE)F ∗ = φ(X). Applying
Lemma 4.3 and Theorem 4.7, we infer that φ is exposed. 
4.2. Examples of optimal positive maps. Let K1, K2 be finite dimensional Hilbert spaces
and K = K1 ⊕ K2 ⊕ C. In [24] Sarbicki, Chrus´cin´ski and one of the authors described another
generalization of the map of Miller and Olkiewicz. We proposed further generalization to the map
ΩK1,K2 given by (3.9) (cf. Example 3.8). It was shown in Corollary 3.13 that the map ΛK1,K2 is
positive. Here we describe its further properties.
Firstly, observe that
ΩK1,K2(X) = φK1,K2(X) +
 Tr(X11)1B(K1) −X11 0 00 0 0
0 0 0
 (4.71)
and
ΛK1,K2(X) = ΩK1,K2(X) +
 0 0 00 Tr(X22)1B(K1) −Xt22 0
0 0 0
 (4.72)
for X = (Xij) ∈ B(K). Since ψ1(X) = Tr(X)1−X and ψ2(X) = Tr(X)1−Xt are positive maps
(cf. (3.38)), the maps ΩK1,K2 and ΛK1,K2 are no longer extremal. However, we will show that
ΩK1,K2 is still an example of an optimal map. Let us Let us start with the following
Proposition 4.17. The map ΩK1,K2 satisfies the spanning property.
Proof. We will show that ΩK1,K2 satisfies condition (2.11). Let ZΩ denote the set of all pairs such
that 〈y,ΩK1,K2(ηη∗)y〉 = 0. As previously, we assume that η = η1 + η2 + αǫ, y = y1 + y2 + βǫ,
where ηi, yi ∈ Ki, i = 1, 2, and α, β ∈ C. It follows from (4.71) that (η, y) ∈ ZΩ if and only if
(η, y) ∈ Zφ (cf. page 16), and y1, η1 are linearly dependent. Taking into account the description
of Zφ given by (4.13)–(4.19) we infer that (η, y) ∈ ZΩ if and only if at least one of the following
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conditions holds
α = 0, and y1 ⊥ η1, y2 = 0 (4.73)
η1 = 0, η2 = 0 and β = 0 (4.74)
α 6= 0, η1 6= 0, η2 6= 0 and y1 = − αβ‖η1‖2 + ‖η2‖2 η1, y2 = −
αβ
‖η1‖2 + ‖η2‖2 η2 (4.75)
η1 = 0, η2 6= 0 and y1 = 0, y2 = − αβ‖η2‖η2 + ρ2 for ρ2 ∈ K2 ⊖ Cη2 (4.76)
Now, assume that a completely positive map ψ : B(K) → B(K) satisfies 〈y, ψ(ηη∗)y〉 = 0 for
every (η, y) ∈ ZΩ. Since K is finite dimensional, ψ can be written in the Kraus form, i.e. ψ(X) =∑m
j=1 SjXS
∗
j for some Sj ∈ B(K). Observe that the condition 〈y, ψ(ηη∗)y〉 = 0 implies 〈y, Sjη〉 = 0
for every j. If η1 ∈ K1, η2 ∈ K2, then (η1 + η2, ǫ) ∈ ZΩ (cf. (4.73)), hence 〈ǫ, Sj(η1 + η2)〉 = 0.
Since η1, η2 are arbitrary, Sj(η1 + η2) ∈ ǫ⊥ = K1 ⊕K2, i.e. Sj(K1 ⊕K2) ⊂ K1 ⊕K2. On the other
hand, if y1 ∈ K1, y2 ∈ K2, then (ǫ, y1 + y2) ∈ ZΩ according to (4.74). Thus 〈y1 + y2, Sǫ〉 = 0, so
Sjǫ ∈ (K1 ⊕ K2)⊥ = Cǫ, i.e. Sjǫ = µǫ for some µ ∈ C. Further, assume that η = η1 + η2 + αǫ,
where ‖η1‖2 + ‖η2‖2 > 0, α 6= 0, and consider y = αη1 +αη2 − (‖η1‖2+ ‖η2‖2)ǫ. Then (η, y) ∈ ZΩ
due to (4.75). Therefore
α〈η1, Sjη1〉+ α〈η1, Sjη2〉+ α〈η2, Sjη1〉+ α〈η2Sjη2〉 − αµ(‖η1‖2 + ‖η2‖2) = 0.
Since this equality holds for any α, we got
〈η1, Sjη1〉+ 〈η1, Sjη2〉 − µ(‖η1‖2 + ‖η2‖2) = 0, (4.77)
〈η2, Sjη1〉+ 〈η2, Sjη2〉 = 0. (4.78)
The equality (4.77) is satisfied for any η1, η2. Assume η2 6= 0 and replace η2 by zη2, z ∈ C. Then
we arrive at
〈η1, Sjη1〉 − µ‖η1‖+ z〈η1, Sjη2〉 − |z|2µ‖η2‖2 = 0.
Since it holds for any z, µ = 0, 〈η1, Sjη1〉 = 0, and 〈η1, Sjη2〉 = 0. Thus, Sjǫ = 0 and Sj(K1 ⊕
K2) ⊂ K2. Similarly, we derive from (4.78) that, in particular, 〈η2, Sjη1〉 = 0 for any η1, η2. It
implies Sj
∣∣
K1 = 0. Now, for η2 ∈ K2, ρ2 ∈ K2 ⊖ Cη2 and α ∈ C consider vectors η = η2 + αǫ,
y = αη2 + ρ2 − ‖η2‖2ǫ. It follows from (4.76) that (η, y) ∈ ZΩ. Thus 〈αη2 + ρ2, Sjη2〉 = 0. Since it
holds for any α and ρ2, we arrive at Sj
∣∣
K2 = 0.
Summing up, Sj = 0 for every j, therefore ψ = 0. 
Proposition 4.18. The map ΩK1,K2 is a nondecomposable and optimal map.
Proof. To prove that ΩK1,K2 is a nondecomposable map we show that it is an entanglement witness
for some PPT operator Z. Let EK = (ǫ1,1, . . . , ǫ1,k1 , ǫ2,1, . . . , ǫ2,k2 , ǫ) be an orthonormal basis of
K composed of real vectors such that (ǫ1,1, . . . , ǫ1,k1) and (ǫ2,1, . . . , ǫ2,k2) are bases of K1 and K2
respectively, and K3 = Cǫ. Define
Z =
k1∑
i=1
ǫ1,iǫ
∗
1,i ⊗ (ǫ1,iǫ∗1,i + ǫǫ∗) +
k2∑
i=1
ǫ2,iǫ
∗
2,i ⊗ (ǫ2,iǫ∗2,i + ǫǫ∗) (4.79)
+ ǫǫ∗ ⊗ (1B(K1) + 1B(K2) + kǫǫ∗)
−
k1∑
i=1
(ǫ1,iǫ
∗ ⊗ ǫ1,iǫ∗ + ǫǫ∗1,i ⊗ ǫǫ∗1,i)−
k2∑
i=1
(ǫ2,iǫ
∗ ⊗ ǫǫ∗2,i + ǫǫ∗2,i ⊗ ǫ2,iǫ∗)
where ki = dimKi, i = 1, 2, and k = max{k1, k2}. It is a positive operator on K ⊗ K, because it
can be decomposed in the form
Z =
k1∑
i=1
(ǫ1,i ⊗ ǫ1,i − ǫ⊗ ǫ)(ǫ1,i ⊗ ǫ1,i − ǫ⊗ ǫ)∗ +
k2∑
i=1
(ǫ2,i ⊗ ǫ− ǫ ⊗ ǫ2,i)(ǫ2,i ⊗ ǫ− ǫ⊗ ǫ2,i)∗
+ 1B(K1) ⊗ ǫǫ∗ +
k2∑
i=1
ǫ2,iǫ
∗
2,i ⊗ ǫ2,iǫ∗2,i + (k − k1)ǫǫ∗ ⊗ ǫǫ∗.
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Similarly, one can check that
ZΓ =
k1∑
i=1
(ǫ1,i ⊗ ǫ− ǫ⊗ ǫ1,i)(ǫ1,i ⊗ ǫ − ǫ⊗ ǫ1,i)∗ +
k2∑
i=1
(ǫ2,i ⊗ ǫ2,i − ǫ⊗ ǫ)(ǫ2,i ⊗ ǫ2,i − ǫ⊗ ǫ)∗
+ 1B(K2) ⊗ ǫǫ∗ +
k1∑
i=1
ǫ1,iǫ
∗
1,i ⊗ ǫ1,iǫ∗1,i + (k − k2)ǫǫ∗ ⊗ ǫǫ∗,
so Z is a PPT operator. Finally,
Tr(CtΩK1,K2Z) =
k1∑
i=1
(〈ǫ1,i,ΩK1,K2(ǫ1,iǫ∗1,i)ǫ1,i〉+ 〈ǫ,ΩK1,K2(ǫ1,iǫ∗1,i)ǫ〉)
+
k2∑
i=1
(〈ǫ2,i,ΩK1,K2(ǫ2,iǫ∗2,i)ǫ2,i〉+ 〈ǫ,ΩK1,K2(ǫ2,iǫ∗2,i)ǫ〉)
−
k1∑
i=1
(〈ǫ1,i,ΩK1,K2(ǫ1,iǫ∗)ǫ〉+ 〈ǫ,ΩK1,K2(ǫǫ∗1,i)ǫ1,i〉)
−
k2∑
i=1
(〈ǫ,ΩK1,K2(ǫ2,iǫ∗)ǫ2,i〉+ 〈ǫ2,i,ΩK1,K2(ǫǫ∗2,i)ǫ〉)
+ k〈ǫ,ΩK1,K2(ǫǫ∗)ǫ〉
= k1 + k2 − 2k1 − 2k2 + k = −min{k1, k2} < 0.
Therefore, ΩK1,K2 is an entanglement witness for the PPT operator Z, hence it is nondecomposable.
Optimality of ΩK1,K2 follows directly from Proposition 4.17. 
Remark 4.19. As regards the map ΛK1,K2 , it is no longer optimal. It follows from (4.72) and the
fact that the map ψ(X) = Tr(X)1−Xt is completely positive. However, by considering the PPT
operator Z given by (4.79), one can show that ΛK1,K2 is still nondecomposable.
5. A family of positive maps from M3(C) into M3(C)
In this section we will discuss the case when all spaces Ki and Hi are one-dimensional. In this
case K =⊕3i=1Ki = C3 and H =⊕3i=1Hi = C3, thus B(K) = B(H) = M3(C). The general form
of (3.1) in this case is
φ
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =
 f1x11 + w2x22 0 b1x13 + c1x310 f2x22 + w1x11 b2x23 + c2x32
b1x31 + c1x13 b2x32 + c2x23 x33
 . (5.1)
5.1. Positivity. It follows from Proposition 3.9 that positivity of φ implies that fi and wi are
nonnegative constants for i = 1, 2. Moreover, inequality (3.10) yields here |bi| + |ci| ≤ f1/2i ,
i = 1, 2. Thus, let us introduce the following parameters
µi = f
1/2
i , σi = w
1/2
i , εi = |bi|+ |ci|, δi = (µ2i − ε2i )1/2.
Then, necessary condition for positivity of a map (5.1) is that it should be of the form
φ
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =
 (ε21 + δ21)x11 + σ22x22 0 b1x13 + c1x310 (ε22 + δ22)x22 + σ21x11 b2x23 + c2x32
b1x31 + c1x13 b2x32 + c2x23 x33
 .
(5.2)
As an immediate consquence of Theorem 3.12 we get the following criterion for positivity.
Proposition 5.1. The map φ : M3(C)→M3(C) given by (5.2) is positive if and only if
σ1σ2 + δ1δ2 ≥ ε1ε2. (5.3)
For future considerations let us define the following further characteristics of a map φ given by
(5.2). Let ~b = (|b1|, |b2|)t and ~c = (|c1|, |c2|)t. They are vectors lying in the first quadrant of R2.
Moreover, let si = max {|bi|, |ci|} for i = 1, 2, and s = max{‖~b‖, ‖~c‖}. Finally, let δ = (δ21 + δ22)1/2
and ε = (ε21 + ε
2
2)
1/2.
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5.2. Complete (co)positivity. Let us observe that the Choi matrix Cφ ∈ M3(C) ⊗ M3(C) =
M9(C) of the map φ given by (5.2) is of the form
Cφ =

ε21 + δ
2
1 · · · · · · · b1
· σ21 · · · · · · ·
· · · · · · c1 · ·
· · · σ22 · · · · ·
· · · · ε22 + δ22 · · · b2
· · · · · · · c2 ·
· · c1 · · · · · ·
· · · · · c2 · · ·
b1 · · · b2 · · · 1

, (5.4)
where zeros are replaced by dots. Recall that complete positivity of φ is equivalent to positive
definiteness of Cφ. Analogously complete copositivity is equivalent to positive definiteness of CΓφ .
Thus we have
Theorem 5.2. Let φ be a map given by (5.2). The following conditions are equivalent:
(i) φ is completely positive (respectively completely copositive);
(ii) φ is 2-positive (respectively 2-copositive);
(iii) c1 = c2 = 0 (respectively b1 = b2 = 0) and
δ1δ2 ≥ ε1ε2. (5.5)
Proof. (ii)⇒ (iii) Proposition 3.15 asserts that c1 = c2 = 0 is a necessary condition for 2-positivity.
Then, (5.2) reduces to
φ
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =
 (|b1|2 + δ21)x11 + σ22x22 0 b1x130 (|b2|2 + δ22)x22 + σ21x11 b2x23
b1x31 b2x32 x33
 . (5.6)
Let H be a positive element in M2(C)⊗M3(C) given by
H =

1 · · · 1 1
· · · · · ·
· · · · · ·
· · · · · ·
1 · · · 1 1
1 · · · 1 1
 .
Then
idM2(C) ⊗ φ(H) =

|b1|2 + δ21 · · · · b1
· σ21 · · · ·
· · · · · ·
· · · σ22 · ·
· · · · |b2|2 + δ22 b2
b1 · · · b2 1
 .
Since φ is 2-positive, the above matrix is positive definite. Therefore,∣∣∣∣∣∣
|b1|2 + δ21 0 b1
0 |b2|2 + δ22 b2
b1 b2 1
∣∣∣∣∣∣ ≥ 0 (5.7)
and (5.5) follows.
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(iii) ⇒ (i) The Choi matrix of φ is of the form
Cφ =

|b1|2 + δ21 · · · · · · · b1
· σ21 · · · · · · ·
· · · · · · · · ·
· · · σ22 · · · · ·
· · · · |b2|2 + δ22 · · · b2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
b1 · · · b2 · · · 1

(5.8)
Since (5.5) is satisfied, the inequality (5.7) holds, and consequently Cφ is positive definite. Hence,
complete positivity of φ follows. 
5.3. Decomposablity vs. nondecomposability. For a map φ given by (5.2) let ~b = (|b1|, |b2|)t
and ~c = (|c1|, |c2|)t. They are vectors lying in the first quadrant of R2. Moreover, let si =
max {|bi|, |ci|} for i = 1, 2, and s = max{‖~b‖, ‖~c‖}. Finally, let δ = (δ21+δ22)1/2 and ε = (ε21+ε22)1/2.
In this subsection we always assume that φ is positive, hence it satisfies (5.3).
Proposition 5.3. If vectors ~b, ~c are linearly dependent, then φ is decomposable.
Proof. Firstly, assume that ~b = 0 or ~c = 0. Taking into account Proposition 5.5 it is enough to
consider the case δ1δ2 < ε1ε2. Assume that ~c = 0. Then necessarily εi = |bi| > 0 for i = 1, 2 and
Cφ is of the form (5.8). Let k = δ1δ2|b1||b2| . Consider decomposition Cφ = C1 + C
Γ
2 , where
C1 =

|b1|2 + δ21 · · · (1− k)b1b2 · · · b1
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
(1− k)b1b2 · · · |b2|2 + δ22 · · · b2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
b1 · · · b2 · · · 1

C2 =

· · · · · · · · ·
· σ21 · −(1− k)b1b2 · · · · ·
· · · · · · · · ·
· −(1− k)b1b2 · σ22 · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·

.
By direct calculation of minors one can check that C1 is positive definite. According to (5.3),
σ21σ
2
2 ≥ (|b1||b2| − δ1δ2)2 = (1− k)2|b1|2|b2|2.
Hence, the matrix C2 is also positive definite. Consequently, C1 is the Choi matrix of a com-
pletely positive map while CΓ2 is the Choi matrix of a completely copositive one. Therefore φ is
decomposable. The case ~b = 0 can be considered analogously.
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Now, assume that ~b 6= 0 and ~c 6= 0. Define λ = δ1δ2
ε1ε2
. Since ~b, ~c are dependent, ~c = κ~b for some
κ > 0. Consider λ ≤ 1. Let
C1,1 =

(1 + κ)|b1|2 + 1
1 + κ
δ21 · · · (1− λ)(1 + κ)b1b2 · · · b1
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
(1− λ)(1 + κ)b1b2 · · · (1 + κ)|b2|2 + 1
1 + κ
δ22 · · · b2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
b1 · · · b2 · · · 1
1 + κ

C1,2 =

· · · · · · · · ·
· κ
1 + κ
σ21 · −
(1− λ)(1 + κ)
κ
c1c2 · · · · ·
· · · · · · · · ·
· − (1− λ)(1 + κ)
κ
c1c2 · κ
1 + κ
σ22 · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·

C2,1 =

1 + κ
κ
|c1|2 + κ
1 + κ
δ21 · · ·
(1− λ)(1 + κ)
κ
c1c2 · · · c1
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
(1− λ)(1 + κ)
κ
c1c2 · · · 1 + κ
κ
|c2|2 + κ
1 + κ
δ22 · · · c2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
c1 · · · c2 · · · κ
1 + κ

.
C2,2 =

· · · · · · · · ·
· 1
1 + κ
σ21 · −(1− λ)(1 + κ)b1b2 · · · · ·
· · · · · · · · ·
· −(1− λ)(1 + κ)b1b2 · 1
1 + κ
σ22 · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·

.
We will show that all these matrices are positive definite. For instance, for C1,1 we calculate
nontrivial principal minors:∣∣∣∣∣∣∣
(1 + κ)|b1|2 + 1
1 + κ
δ21 (1 − λ)(1 + κ)b1b2
(1− λ)(1 + κ)b1b2 (1 + κ)|b2|2 + 1
1 + κ
δ22
∣∣∣∣∣∣∣ =
=
(
1− (1− λ)2) (1 + κ)2|b1|2|b2|2 + δ21 |b2|2 + δ22 |b1|2 + δ21δ22(1 + κ)2 ≥ 0
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∣∣∣∣∣∣∣∣∣∣
(1 + κ)|b1|2 + 1
1 + κ
δ21 (1 − λ)(1 + κ)b1b2 b1
(1− λ)(1 + κ)b1b2 (1 + κ)|b2|2 + 1
1 + κ
δ22 b2
b1 b2
1
1 + κ
∣∣∣∣∣∣∣∣∣∣
=
δ21δ
2
2
(1 + κ)3
− λ2(1 + κ)|b1|2|b2|2 = 0
The last equality follows from the definitions of λ and κ. They imply δ21δ
2
2 = λ
2ε21ε
2
2 = λ
2(1 +
κ)4|b1|2|b2|2. In order to prove positive definiteness of C1,2 let us observe that (5.3) and definition
of κ imply
σ21σ
2
2 ≥ (1− λ)2ε21ε22 = (1− λ)2
(1 + κ)4
κ4
|c1|2|c2|2.
Positive definiteness of C2,1 and C2,2 can be proved analogously. Now, observe that Cφ = C1,1 +
C1,2 + CΓ2,1 + CΓ2,2. Thus, φ is decomposable.
For λ ≥ 1, we consider decomposition Cφ = C1 + CΓ2 , where
C1 =

(1 + κ)|b1|2 + 1
1 + κ
δ21 · · · · · · · b1
· σ21 · · · · · · ·
· · · · · · · · ·
· · · σ22 · · · · ·
· · · · (1 + κ)|b2|2 + 1
1 + κ
δ22 · · · b2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
b1 · · · b2 · · · 1
1 + κ

C2 =

1 + κ
κ
|c1|2 + κ
1 + κ
δ21 · · · · · · · c1
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · 1 + κ
κ
|c2|2 + κ
1 + κ
δ22 · · · c2
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
c1 · · · c2 · · · κ
1 + κ

.
The inequality δ1δ2 ≥ ε1ε2 imply that both matrices are positive definite. Hence, φ again is
positive. 
In next proposition we give some sufficient condition for nondecomposability.
Proposition 5.4. Assume that a positive map (5.2) satisfies ~b 6= 0 and ~c 6= 0. If
s(ε2 + δ2)1/2 < ‖~b‖2 + ‖~c‖2, (5.9)
then φ is nondecomposable.
Proof. Consider Z ∈M3(C)⊗M3(C) where
Z =

γ · · · · · · · −b1
· · · · · · · · ·
· · 1 · · · −c1 · ·
· · · · · · · · ·
· · · · γ · · · −b2
· · · · · 1 · −c2 ·
· · −c1 · · · s21 · ·
· · · · · −c2 · s22 ·
−b1 · · · −b2 · · · γ−1s2

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for γ > 0. One can easily check that both Z and ZΓ are positive, hence Z is a PPT operator. One
can check that
Tr(CtφZ) = γ(ε2 + δ2) + γ−1s2 − 2‖~b‖2 − 2‖~c‖2.
The above expression attains minimal value for γ = s(ε2 + δ2)−1/2. For such a value we have
Tr(CtφZ) = 2
[
s(ε2 + δ2)1/2 − ‖~b‖2 − ‖~c‖2
]
.
If (5.9) is satisfied, then Tr(CtφZ) < 0. Therefore φ is an entanglement witness for Z, hence φ is
nondecomposable 
Corollary 5.5. Assume that δ = 0, and ‖~b‖ ≥ ‖~c‖ > 0. If
〈~b,~c〉 < 1
2
(
1 +
‖~c‖2
‖~b‖2
)
‖~c‖2, (5.10)
then φ is nondecomposable.
In particular, for ‖~b‖ = ‖~c‖, the map φ is nondecomposable if and only if the vectors ~b, ~c are
linearly independent.
Proof. By simple calculations one can easily check, that if δ = 0, then inequalities (5.9) and (5.10)
are equivalent. For the special case ‖~b‖ = ‖~c‖, the inequality (5.10) is equivalent to inequality
〈~b,~c〉 < ‖~b‖‖~c‖. 
5.4. Extremality. We say that two maps φ, φ′ : B(K) → B(H) are equivalent, if there are
invertible operators Q ∈ B(K) and R ∈ B(H) such that φ′(X) = Rφ(QXQ∗)R∗. One can check
that any map φ : M3(C)→M3(C) of the form (5.2) such that both ε1 and ε2 are strictly positive,
is equivalent to a map φ′ of the form (5.2) such that ε1 = ε2 = 1 and bi, ci ≥ 0 for i = 1, 2. Indeed,
given a map φ of the form (5.2) one should take Q = diag(q1, q2, 1) and R = diag(r1, r2, 1) where
q1, q2, r1, r2 ∈ C satisfy conditions |qi||ri| = (|bi| + |ci|)−1 and the numbers qiribi, qirici are both
nonnegative, i = 1, 2.
Theorem 5.6. Let φ be a map of the form (5.2). Then the following are equivalent:
(1) φ is exposed,
(2) φ is extremal,
(3) each of the following conditions is satisfied
(a) ~b 6= 0 and ~c 6= 0,
(b) δ1 = δ2 = 0,
(c) σ1σ2 = ε1ε2,
(d) 〈~b,~c〉 = 0.
Proof. (2) ⇒ (3) As we explained in the introduction to this subsection, one may restrict to the
case ε1 = ε2 = 1 and bi ≥ 0, ci ≥ 0, i = 1, 2. Further, using the same arguments as in the proof
of Theorem 4.2 (cf. (4.70)), one can also assume that σ1 = σ2 =: σ. First of all observe that if
δ1δ2 + σ1σ2 > 1, then it is rather obvious that φ is not extremal. The same observation is valid
for the case σ1σ2 = 1 and δ1δ2 = 0 but one of δ1 and δ2 is strictly positive. So, assume that
δ1δ2 + σ1σ2 = 1. If follows from the proof of Proposition 5.3 that φ is a nontrivial sum of two
positive maps if ~b and ~c are linearly dependent. Hence, assume further, that ~b and ~c are nonzero
vectors. Since bi + ci = 1 for i = 1, 2, we have b1 > 0, c2 > 0 or b2 > 0, c1 > 0. Assume that the
first pair if inequalities is satisfied. Let 0 < λ ≤ min{b1, c2}. We will show that λφ0 ≤ φ, where φ0
is the map of the form
φ0
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =
 x11 + x22 0 x130 x11 + x22 x32
x31 x23 x33
 . (5.11)
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Indeed, observe that
(φ− λφ0)
 x11 x12 x13x21 x22 x23
x31 x32 x33
 =
=
 (1− λ+ δ21)x11 + (σ2 − λ)x22 0 (b1 − λ)x13 + c1x310 (1− λ+ δ22)x22 + (σ2 − λ)x11 b1x23 + (c2 − λ)x32
(b1 − λ)x31 + c1x13 b2x32 + (c2 − λ)x23 (1− λ)x33
 .
This map is equivalent to x11 x12 x13x21 x22 x23
x31 x32 x33
 7→
 (1− λ+ δ21)x11 + (σ2 − λ)x22 0 (1− λ)−1/2((b1 − λ)x13 + c1x31)0 (1− λ+ δ22)x22 + (σ2 − λ)x11 (1− λ)−1/2(b1x23 + (c2 − λ)x32)
(1− λ)−1/2((b1 − λ)x31 + c1x13) (1− λ)−1/2(b2x32 + (c2 − λ)x23) x33
 .
The latter is of the form (5.2). Let us equip all coefficients described in (5.2) for this map with
primes. Observe that ε′i = (1 − λ)−1/2(bi + ci − λ) = (1 − λ)1/2. Moreover, δ′i = δi, and σ′i =
(σ2−λ)1/2. Consequently, δ′1δ′2+σ′1σ′2 = δ1δ2+σ2−λ = 1−λ = ε′1ε′2, and according to Proposition
5.1 the map φ−λφ0 is positive. Finally, observe that φ is not a multiple of φ0 unless all conditions
(a) – (d) are satisfied. Thus extremality of φ implies all these conditions.
(3) ⇒ (1). It is a special case of Theorem 4.2. 
6. Final remarks
In [19] one of the authors formulated a conjecture that each extremal positive map φ : B(K)→
B(H) with the property that rankφ(P ) = 1 for some one-dimensional projection P ∈ B(K), must
be of the form (1.1). The map constructed by Miller and Olkiewicz is a counterexample for this
conjecture. However, motivated by Theorem 4.2 we conjecture that maps which have the form
(4.3) or have the form being a sort of variation of (4.3), should be typical maps satisfying the
property described in the begining of this section (cf. [22]).
Let us remind that maximal faces in the cone P(K,H) are of the form Fξ,x = {φ : φ(ξξ∗)x = 0}
for ξ ∈ K and x ∈ H [7]. Thus, if the conjecture were confirmed, we would be very close to a
general form for extremal (or exposed) positive maps.
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