ABSTRACT With the development of the Internet of Things (IoT), massive numbers of IoT devices (smart sensors, cameras, phones, and so on) have been deployed and utilized in various environments, supporting numerous smart-world applications. Those devices communicate with computing infrastructure servers over network infrastructures to send relevant collected data in order to link physical objects to the cyber world. As the number of IoT devices increases rapidly, the volume of collected data likewise increases prodigiously. Thus, how to search for and through specific IoT datasets among the enormous amount of data become critical issues for potential data consumers. Moreover, various IoT devices and applications establish IoT-based systems, also known as the smart-world systems or smart cyber-physical systems (CPS), such as smart grids, smart transportation, smart healthcare, smart cities, smart homes, and smart manufacturing systems, among others. However, the individual CPS are independently designed and deployed, such that they collect and analyze data independently, with no information sharing or interconnection, raising serious challenges in searching for valuable information. Thus, in order to efficiently and precisely utilize the IoT datasets, suitable search techniques designed for the IoT environments are fundamental. In this paper, we first summarize popular web search techniques and survey existing research on the search and analysis related to the IoT. We then outline the opportunities and challenges of the IoT search techniques. Furthermore, we propose a problem space for the IoT search techniques and provide a clear view of potential future research directions.
I. INTRODUCTION
The Internet of Things (IoT) is currently a highly active topic, with related techniques and applications being developing at extraordinary speed, in a variety of domains such as city infrastructure, healthcare, energy, industry, and others [5] - [11] . As of April 03, 2019 [12] , there are over 132 million Internet-connected IoT devices deployed and in use worldwide. IoT enables the connectivity of physical things and cyber systems, and the massive number of IoT devices already in the wild are collecting and analyzing valuable information concerning society, industry, and the environment [13] , [14] without human intervention. Moreover, Cyber-Physical Systems (CPS), based on a vertical architecture (i.e., application, networking, and physical), leverage
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IoT and the generated datasets, and creates a closed loop process, in which data is collected, analyzed, and decisionmaking is resolved upon [6] . CPS are able to monitor and operate by analyzing IoT data to make systems smart and partially or fully autonomous. Therefore, the key value of IoT and CPS is reflected in the datasets that they collect and analyze.
Because of the increase in deployment of smart devices, the amount of collected data is constantly increasing, benefiting the data analysis process and yielding more comprehensive results. However, this induces obvious pressure in the targeted and rapid search for specific data and datasets from the massive volume collected. Specifically, IoT datasets are quite massive, but not all data is valuable for providing guidance in decision-making. Furthermore, specific analysis processes require different datasets or dataset combinations for different purposes and applications. Thus, a search service for IoT data is essential. Although there are some IoT applications with preliminary search functions, these have numerous limitations, such as only being applicable for searching specific datasets defined by the applications, and only being suitable for searching static datasets. Therefore, a comprehensive IoT search engine becomes necessary to improve the performance and value of IoT and CPS more broadly [15] .
Furthermore, IoT data is abundant and diverse, since IoT devices are deployed in different CPS and collect data constantly. The volume, velocity, and variety of IoT data make the datasets more valuable as well [16] . Thus, utilizing IoT data efficiently and comprehensively is a particular goal of the IoT field of research. However, collection and reassembly of the required datasets is a challenging issue because, using only one fixed or closed application, it is difficult or impossible to access different types of IoT datasets, which are collected by different CPS. For instance, the autopilot applications of smart vehicles not only require traffic information, but also parking lot, gas station/charging station, and weather information, among others. Nonetheless, this information is provided by many different CPS and there is no unified interface designed in the application layer of the IoT infrastructure to allow data consumers to access various IoT datasets from different CPS. The CPS only provide data and information services to the consumers by leveraging their own applications and infrastructures. Those distinct and separate applications raise a critical issue of unified management, access, and leveraging of the IoT datasets.
In terms of development, the IoT search engine is in the initial stages, at present. Indeed, while there are several popular IoT search engines that provide search services, including Shodhan [1] , Thingful [2] , Censys [3] , and Reposify [4] , similar to the initial stages of web search engines, all of them have some limitations. For instance, they are only able to search online IoT devices with open-application programming interfaces (APIs), as well as some static data sources which have been uploaded to the search engine's accessible servers. These existing search engines, as shown in Table 1 below, obviously do not satisfy the requirements of IoT or a fully-realized IoT search engine. Additionally, a number of studies have focused on IoT search techniques. For instance, a general view of search techniques was first proposed by Romer et al. [17] , and further work by Zhang et al. [18] compared IoT search techniques with traditional web search techniques and summarized the differences and challenges. However, the study of and recommendations for how to integrate existing CPS and leverage IoT datasets efficiently remain unclear.
In this paper, we briefly summarize existing web search techniques, and then survey related studies on IoT search techniques in detail. Based on this systematic study, we then propose a problem space for IoT search techniques and provide a clear view of potential research directions. The major contributions of this paper are listed as follows:
• Problem Space of IoT Search Engines: Traditional web search engines are mature, and have some similarity to IoT search engines from a functional point of view. Thus, reviewing the development roadmap of web search engines is helpful to understand the development of IoT search engines. Therefore, in this study, we first review the development of the Google search engine and deeply study existing IoT search techniques. Then, we discuss the opportunities and challenges of the IoT search engine from the perspectives of the IoT framework, connections, protocols, and applications. Finally, based on the study, we propose a problem space for IoT search engines.
• Further Research Directions: Reflecting on the development roadmap of the Google web search engine, we propose possible future research directions in IoT search in the contexts of distributed computing, machine learning, interaction between CPS, resource integration, and security and privacy. Specifically, since IoT search engines are comprehensive systems, they require support from multiple sub-systems to realize and improve their performance. Therefore, our work not only focuses on IoT search engines themselves, but also considers related supporting techniques, which are able to improve and promote the development of IoT search engines, such as edge computing and machine learning. Combined with the necessary related techniques, we provide a clear picture of the IoT search engine broadly.
The remainder of this paper is organized as follows: In Section II, we briefly introduce web search engines, including an overview of the historical demands and context of web search engines, generalizing their characteristics, as well as introducing web search architectures and workflow. In Section III, we discuss the motivations for introducing search engines into IoT systems. Based on the discussion, we systematically study existing IoT search techniques and provide a comprehensive survey on the fundamentals of IoT search and relevant techniques. In Section IV, we first expound the relationships between CPS and IoT, and then propose our view, namely that CPS have needs that require IoT search services and that CPS automation is one of the important motivations for developing IoT search engine. Then, we present the problem space of IoT search engines. According to the problem space, we summarize the opportunities and challenges of IoT search. In Section V, we introduce possible future directions for IoT search engines in detail. Finally, we summarize or efforts and provide some final comments in Section VI.
II. OVERVIEW OF WEB SEARCH ENGINE
In this section, we first review the development roadmap of the web search engine as a representative example, from which we can consider similarities with current and future IoT search engine development. To do so, we deeply investigate the most widespread, recognizable, and successful web search engine: Google (92.04% of market share worldwide [19] ), and extract milestones and key search techniques as the references for the IoT search engine.
A. DEMANDS AND HISTORY
The Internet has developed at an extremely fast pace, and has changed significantly since the 1990s. Information dissemination has almost entirely changed from physical to digital media. Thus, massive information is stored in digital format (documents, multimedia, database, etc.) and covers all fields of industry, society, and the environment. Similar to the directory for a book or a library, a search tool is necessary to assist users in finding the information that they are looking for, which is the basic demand that promoted the development of the web search engine. The development of the web search engine progressed primarily in four key stages as considered from a functional point of view. These are website navigation, text retrieval, integration and analysis, and intelligence and customization, which we detail in the following.
1) WEBSITE NAVIGATION
In its initial stage, the search engine functioned as website that hosted records of the addresses of the most popular websites, and was developed for guiding users to find the information they needed. This kind of website is called a website navigator and it is the prototype of web search engines. The website navigator satisfies the requirements of users who browse and seek specific information from the Internet. The users only need to remember the address of the website navigator, and from the website navigator, the users are able to access the specific websites by clicking the hosted hyperlinks, which are recorded in the website navigator. By utilizing the website navigator, the users are not required to remember all the necessary website addresses, a method that is convenient and fast.
2) TEXT RETRIEVAL
At the next stage of complexity, users are able to send queries to the search engine and obtain the relevant information. The search engine, according to the keywords in the queries, searches File Transfer Protocol (FTP) servers and provides feedback to the users. In this stage, the information retrieval model of the search engine includes the boolean model, probability model, and the vector space model, while the search categories are limited to text and documents. Examples include Alta Vista, Excite, and Archie [20] .
3) INTEGRATION AND ANALYSIS
In this stage, the search engine analyzes the popularity of the website, and when users send queries to the search engine, the returned results are ordered by popularity. Furthermore, instead of only returning some website links, the search engine integrates the results into one interface with descriptions, images, and highlighted content relevant to the query input. This approach highly improves the user experience. Google was one of the first web search engines to integrate this search model. Moreover, based on this model, Google proposed and developed link analysis algorithms to improve search performance [21] . Today, link analysis algorithms have been widely used in web search engines.
4) INTELLIGENCE AND CUSTOMIZATION
Current web search engines can be categorized into this stage of development. Here, search engines return queries organized not only according to keywords, but also by leveraging big data analysis and user data for a better understanding of query language, usage, and context [22] . For instance, when the search engine receives a query with the keyword ''apple'', the search engine first analyzes the browsing history of the user to determine whether the user is a potential iPhone consumer or a fruit supplier. Then, the search engine returns customized information for different users. Thus, in this stage, the search engines focus on how to leverage user data to fully understand the demands of the particular user. In more detail, utilizing data analysis mechanisms, such as machine learning and deep learning, the search engines are able to gather relevant information to undertake complex searches [23] . This complexity is amplified by user data generated via mobile devices, through which search engines are able to gradually extract characteristics and identifying features of the user. This is also the embryonic stage for IoT search engines today.
B. CHARACTERISTICS
In this section, we discuss the characteristics of web search engines, which are fundamental to the design of future IoT search engines. We generalize three basic characteristics of a web search engine, as follows.
1) RELIABILITY
Reliability is the most important characteristic of a realworld search engine. For instance, the Google search engine processes over 75 thousand searches and 72 thousand GB of content in a single second [24] . Thus, failures of servers or malfunctions can have an impact that is near unfathomable.
2) CRAWLING
Crawling is a fundamental approach for search engines to extract information from multiple websites. As introduced by Manning et al. [25] in their basic crawling algorithm, crawlers first initialize a queue of uniform resource locators (URLs) and then verify whether the web page can be crawled. Utilizing the crawling algorithm, the web search engines are able to access websites in the World Wide Web (Internet), and, after crawling, the search engines associate the URL with a unique document ID [26] . When the search engine receives a query, it is then able to match the document ID and keyword in a very short period of time. Moreover, Brin and Page [26] introduced the forward and invert index. The forward index is a mechanism to map documents to keywords, first retrieving keywords from the document and then identifying the keyword that matches the query. This is obviously not efficient for the searching process. Thus, the invert indexing, as the key enabling component, associates the keyword with all the documents which contain it. In this way, users can quickly obtain accurate searching results.
3) RANKING
Query return and page ranking are approaches to improve user experience. Ranking algorithms that function on user feedback and keyword occurrence rate can assist search engines to optimize the sequence of results. For example, the Google search engine utilizes the content score, popularity score, and overall score, three key parameters to optimize the ranking of results [27] .
C. ARCHITECTURES AND WORKFLOW
In this section, we leverage the Google search engine as an example. We first introduce the key platform and architectures of the Google search engine, and then present the workflow starting with new information detection and ending at response to queries.
1) ARCHITECTURES
Google is the most popular web search engine to date, with 92% of web queries utilizing Google search [28] . Thus, the architectures of the Google search engine are able to represent the development tendencies of web search techniques well, especially as the engine has had to evolve to support this large user base. The Google search system consists of several major components, including Google File System (GFS), MapReduce, and BigTable. These components are responsible for responding to queries and optimizing system performance. In the following, we will discuss these components in detail.
• Google File System: This powerful database system is required for general data center retrieval. Particularly, the Google search engine finds itself in a critical situation, as it must cope with more than ten billion web documents from around the world. Indeed, if it were to utilize a traditional database system, it would be unusable, given the latency necessary to search for specific documents. Thus, the Google File System (GFS) was designed to deal with a large amount of information. When the crawlers gather new web data, Google re-organizes the information into a file and compresses the file into chunk blocks to reduce the size (64 MB per chunk) [29] . GFS is designed around retrieval technology that includes GFS servers and Chunk servers. The GFS is a distributed system and the master node is responsible for maintaining the name space of the system, access control information, mapping files to blocks, and the current location of the blocks. The master node communicates with several chunk servers by utilizing heartbeat signals, and gathers the status of the chunk servers. The chunk servers store data blocks and copy the data blocks to three different servers for reliability and redundancy.
• MapReduce: Google's MapReduce focuses on how to optimize retrieval speed and obtain specified data from massive volumes of information. To be specific, the query is first duplicated to multiple copies and sent to idle workers for processing. Meanwhile, the map and reduce tasks are distributed to the working clusters. The map tasks transform the queries into a key/value type for input to the map function, with the output then stored into memory. The reduce tasks act according to the key/value output to find the data and return a result file [30] . The result file is the initial search result awaiting further optimization.
• BigTable: The BigTable architecture is a storage system that is built on top of the GFS, which not only takes responsibility for storing the structured data, but also optimizes data management and load balancing decisions. BigTable technology is widely utilized in different Google products, such as Google search and Google Maps. The BigTable database is usually divided into small pieces, which are named tablets. The tablets are deployed on the different computing devices in the GFS cluster in order to store the massive amount of data. Generally speaking, the BigTable architecture includes a master server that takes responsibility for assigning tablets to tablet servers and balancing tablet-server load. In addition, tablet servers execute the read and write operations to the tablets and monitor the loads for each tablet. Then, the tablet servers split the incoming data and write the data to idle tablets in order to balance the loads. Furthermore, the tablets are working independently, and do not require constant communication with the master node. Thus, the BigTable approach can reduce the communication loads of master servers [31] , [32] .
2) WORKFLOW
We now brief the workflow of conventional web search engines.
• Before the Query: Web search engines utilize a crawler tool to browse and traverse the Internet. The main task of the crawler is detecting updated information, collecting the new information, and storing the new information to storage (denoted the ''collection pool''). In the second step, search engines create the index for the collected information and prepare for searching. Taking the Google search engine as an example, we further discuss the details of the ''Before the Query'' phase. When users update data in their website, blog, etc., the Google crawler detects that the information is updated. Then, judgment mechanisms for Google's crawler determine whether to collect the information or not. For instance, the crawler will not crawl the information if no URL link to the website exists or there is no permission to access the website (defined in the strategy documents). Meanwhile, the Google crawler utilizes URLs as road signs to travel the Internet. Thus, Google has also developed a mechanism to analyze and identify the value of the URLs. This mechanism labels low-value URLs as ''nofollow'', and the crawler does not access the website. After new information is collected by the crawler, two steps remain. First, titles and link data are created for the webpages using a breadth-first search. Then, the content of the named pages are stored with an index table, which is used to perform long tail, personalized, and depth-first searches with low frequency.
• After the Query: There are generally a few steps from when the users send the quires to when the search engine returns refined results (note that preliminary results are not presented directly to the user) [27] : (i) Users send queries to the search engine, which puts the queries into multiple parallel control processes to be sent to different search engine components to request service.
(ii) Google provides some suggestions based on the keywords of the queries. For instance, based on a user's searching history, a keyword of ''apple'' could be related to iPhone and other Apple digital products or to fruit suppliers and purchasers. (iii) Preliminary results that match the keywords of the queries are collected.
(iv) Refined query results, which, in the case of Google, is less than 1000 results, will be localized based on the determined location of the user and will be arranged geographically. Furthermore, Google optimizes the searching results based on ranking, location, personality, and tendency before showing the results to the user on their website.
III. IOT SEARCH ENGINE
In this section, we first illustrate the motivations of the design of IoT search engines. Then, we systematically study existing IoT search engine techniques from the perspectives of components and architectures. Finally, we classify IoT search engines from several perspectives.
A. DESIGN MOTIVATIONS OF IOT SEARCH ENGINE
We now consider the motivations of developing and implementing IoT search capabilities. These motivations include data sharing, resource integration, and artificial intelligence.
1) DATA SHARING
Due to the development of IoT and the increasing volume of IoT devices, the amount of IoT data is increasing at an unprecedented rate. Furthermore, this data is updated continuously, and can dynamically describe the status of the related systems in order to provide a more precise and accurate description of a system's state than stale static data. Thus, the three V's (volume, velocity, and variety) of big data are realized in IoT, demonstrating its the potential value [33] . However, searching for specific IoT data is a challenging problem for data consumers, which slows down the data sharing process and decreases data value. Therefore, similar to web search engines, there is an urgent demand to have a searching engine for IoT to provide the query resolution services to assist users in finding relevant IoT data efficiently.
2) RESOURCE INTEGRATION
In general, IoT data is stored in different CPS independently, which cannot communicate with each other. For instance, in a smart grid system, a smart meter uploads energy consumption data to the operation servers in the grid, supporting a number of services, including demand response, dynamic pricing, and integration of renewable energy resources, among others [34] , [35] . Meanwhile, a weather monitoring system collects temperature and humidity data from sensors and uploads the data to weather monitoring servers. In reality, those two systems and their data are dependent, since the energy consumption data is impacted by the weather conditions. Electric vehicles are another resource integration example that belongs to the key components in both the smart grid and smart transportation system [36] , [37] . Likewise, the smart city has been developing rapidly to enable the optimization of resources such as waste, traffic, parking, and others, as well as toward improving quality of life [7] , [38] , [39] . For example, governments utilize IoT devices to monitor traffic conditions and violations in major cities [40] , [41] . When pedestrians cross the street illegally, high-resolution cameras are activated and capture an image of the pedestrian violating the law. The portrait is sent to different databases, such as citizen information databases, public security databases, police databases, etc., in order to determine the identity of the pedestrian. During the process, the system not only needs the information from the cameras, but it also needs the reference information to help in the identification process, such as traffic light information, location information, and others. Based on these examples, we know that real production systems typically send multiple queries to different CPS to obtain the necessary datasets, increasing the difficulty of utilizing and analyzing the data comprehensively. Thus, it is necessary to design a unified interface or platform to manage queries for multiple CPS and support the inter-operation of systems.
3) ARTIFICIAL INTELLIGENCE
Currently, utilizing and analyzing IoT data accelerates the development of Artificial Intelligence (AI). These increasingly popular and powerful data analysis tools, such as Machine Learning and Deep Learning, also increase the access demands on IoT data [42] - [46] . Unlike the web search engine, in IoT systems, more data exchanges occur between smart devices than between users and devices. Taking the smart grid as an example, a large number of smart meters and sensors are deployed in the smart grid to monitor the status of power generation and distribution [47] , [48] . In some cases, the smart meters collect abnormal data, and in order to identify anomalies, some other information or reference data is required. To this end, the smart grid system automatically sends queries to search engines to request weather, public safety, and electricity use information that are related to the location of smart meters. Then, depending on the comprehensive analysis, the smart grid system automatically adjusts the power supply to adapt to the assessed situation.
As another example, smart transportation is of increasing interest due to its potential to reduce congestion and improve traveler safety [49] - [51] . In smart transportation, autopilot systems in smart vehicles utilize sensors and data links to observe their surroundings and communicate with other facilities. Each autopilot vehicle sends queries to the search engines in real-time to obtain traffic information, parking information, weather information, etc., to optimize the route. In addition, the autopilot vehicles are able to measure the volume of fuel (gas or electricity) within themselves to assess the need for additional fuel and send queries to obtain location information of gas or charging stations. As these types of events occur quite frequently in IoT, an IoT search engine that can support many such transactions is required to provide these services.
B. FUNDAMENTALS OF IOT SEARCH ENGINE
We now consider the fundamentals of IoT search engines, which we subdivide into components and architectures.
1) COMPONENTS OF IOT SEARCH ENGINES
An IoT search engine is designed for searching a set of IoT resources, including IoT data and devices. Similar to web search engines, IoT search engines respond to queries, returning the IoT resources, IoT data, or combinations of both, as necessary. Here, we introduce the fundamental components of the IoT Search engine.
• IoT Resources: In IoT, physical objects embedded with computing and networking components become smart resources (smart sensors, actuators, storage, and networking devices, among others) with a digital form. All IoT devices are abstracted as IoT resources in the IoT search process. Moreover, the IoT search engine generally utilizes two methods to find IoT resources, which are referred to as individual search and cooperative search [52] . To be specific, individual search discovers IoT resources based on the resource ID and the related data type that is generated by the IoT resources. For example, in the smart grid system, electricity suppliers need to know the amount of power usage in a time period at a specific location. To obtain this information, the operational center sends queries to IoT search engine to obtain the power usage data from the smart meters at the target locations. Likewise, public safety departments need to obtain meteorological information, and thus send queries to IoT search engine to obtain temperature and humidity data from the necessary sensors. Meanwhile, cooperative search grabs IoT resource information not only from the resources themselves, but also from third-party information providers. For example, in the smart transportation system, when autopilot vehicles travel along a road, the vehicles send queries to different CPS to obtain comprehensive information, enabling vehicle guidance to the target destinations.
Comprehensive information includes traffic information, parking information, gas station locations, and others.
• IoT Data: The IoT data is the key search target and is the core component of the IoT search engine. Based on the source of the data, we can classify IoT data into two categories. The first is the data collected by IoT devices, which is the feedback or measurements of the physical world, such as electricity consumption, temperature, humidity, etc. The second is context data, which describes the state and running condition of the IoT devices, such as availability, network latency, battery life, storage space, etc. Specifically, collected data is generally utilized to create a digital model that represents the status or history of related physical environments. Working with digital models, we are able to simulate the physical environments, in order to predict the future tendencies and optimize system performance. In contrast, context data typically represents the running status of devices. This type of data is critical for analyzing system robustness and providing the guidelines for system update. The IoT systems can do self-check operation based on context data from themselves which represents their working status without comparing current data with history data collected by themselves.
• Search Space: Similar to the web search engine, a search space is also necessary for IoT search. In IoT search, the search space is a group of IoT resources which have well-defined data structures, and search algorithms identify the matching resources according to the queries [53] . The search space for IoT search is far greater than traditional web search, since IoT resources are dynamic, updating much faster than web information. In addition, the IoT devices have a deeper hierarchical structure than websites, and thus, the IoT search engines must crawl a greater space than the web search engines. Moreover, unlike a web search engine, an IoT search engine can get results based on users' locations, purposes, and privileges, and has the ability to send the most accurate and reasonable result back to users. In order to increase the searching speed of IoT search engines, related resources can be associated with relationships and characteristics in order to reduce the size of the search space.
• IoT Query: Queries in IoT search can be submitted by a human or an IoT device (i.e., machine) itself. The latter is the key difference between the web search query and the IoT search query. In particular, queries must be sent by IoT devices to achieve automation and intelligence (i.e., machine-to-machine communications). In CPS, the systems automatically monitor and control themselves without human interruption or intervention, based on comprehensive information. In this case, to obtain the required information, the IoT devices need to have the ability to send queries to the search engines and obtain feedback. In addition, some CPS are time sensitive. For instance, autopilot systems on airplanes have anticollision systems that must work fast, accurately, automatically, to monitor the surroundings of the airplane. IoT devices from multiple planes need to communicate and exchange data with each other, including their height, speed, location, and direction, among others. In cases where communication and decisions must occur in real time, the auto-pilot system can take action in a shorter time than pilots, who need to communicate with the control tower before taking action.
• Edge Computing Nodes: Distributed computing can offload computation tasks from cloud infrastructures to edge and fog nodes [54] - [56] that are close to the IoT devices. The edge computing nodes are able to execute the search tasks and are easy to extend. In the IoT search system, the edge nodes are utilized to crawl for IoT information and update the index of the search space.
• Middleware: The IoT middleware [57] is another important component in the IoT search engine, which acts as the interface between applications and IoT resources. In particular, it hides the heterogeneous IoT resources and provides a simple operating platform for the queries. Additionally, the middleware can be located anywhere there is enough computation power to handle the necessary computations, including IoT gateways, cloud servers, and edge computing nodes, since it is a service provider for IoT. The middleware can also offer common services for applications and application developers by integrating heterogeneous computing and communications devices. Moreover, middleware supports interoperability to enable diverse applications and services to work together and provides an API to developers for interacting and extending the applications.
2) ARCHITECTURES Fig. 1 illustrates the basic architectural structures of the IoT search engine, which includes Quality of Service (QoS) module, user interface, query module, ranking module, indexing module, crawlers, database, API, and third-party organization. The QoS module mainly focuses on reducing search times to optimize user experience. It classifies the users into different groups based on user analysis results (behavior analysis, search history analysis, user information analysis, etc.). Based on this analysis, it can reduce the search space for specific users in order to increase the searching speed, and determines which types of information should be returned (dynamic or static). Then, based on the output from the QoS module, the query model executes the search process, which could be a real-time search, time-related search, or eventbased search. The crawling results are stored in the database, and the indexing module categorizes the data and maps the data with a unique index in order to increase searching speed. The ranking module retrieves the indexes and organizes the results based on the ranking algorithms.
C. IoT SEARCH TECHNIQUES
In this subsection, we systematically review existing IoT search techniques and summarize the contributions of relevant research works.
1) LOCATION-BASED SEARCH
In IoT systems, the location information of IoT devices is important, as users typically send queries associated with location information. This location information can be presented as geographical coordinates or can be a logical location, such as the distance from another device. One example of such a system was introduced by Liang and Huang [58] , who developed the Geospatial Cyberinfrastructure for Environmental Sensing (GeoCENS) architecture in order to stimulate the full potential of the IoT sensors. The GeoCNES was developed based on the Peerto-peer (P2P) architecture and is a location-aware system which utilizes Sensor Web Long Tail to record and collect the location information of the sensors. Based on GeoCENS, Mayer et al. [59] optimized the infrastructure's lookup mechanism, which leverages location information to improve scalability and load balancing of the IoT search engine. The mechanism has large cache memory and can reduce the response time. In addition, Wang et al. [60] developed a geographical location-based sensor discovery architecture. The discovery system utilizes a distributed architecture and associates using geospatial indexing to reduce the search space. Specifically, it uses the R tree to index the location information of a given rectangle area and searches for IoT sensors which have the same location information. However, the computation complexity is high. Likewise, Fathy et al. [61] proposed an unsupervised machine learning algorithm to optimize the efficiency of sensor discovery. The learning algorithm divides the sensors by geographic information into clusters. In addition, the learning algorithm continuously discovers hidden sensors by measuring the distances between hidden and known sensors.
The Shodan IoT search engine is another location-based search engine, and is popular for finding specific types of IoT devices, such as webcams and routers. Searches on Shodan return hardware information, device status, and device location to the user. With advances in IoT technology, IoT systems have strong demand for centralized management in order to share information and interact with each other. In fact, Shodan preliminarily integrates Supervisory Control and Data Acquisition (SCADA) systems, which can dynamically grab real-time data from various SCADA systems to readily resolve queries [62] .
As an example, we use Shodan to search for all the web cameras throughout the world within Shodan's database. Fig. 2 shows the location distributions of web cameras on a world map with additional information regarding country, protocols, and services. As shown in the figure, through Shodan, we can determine the countries that have the most web cameras, the protocols that the web cameras use, and organizations that they belong to. Fig. 3 illustrates the meta-data of some web cameras, including the device information (e.g., geo-location, description, etc.) [63] . Here, let us first look at the web camera with the IP address of 35.178.106.77 . From the meta-data on the right, line 4 shows WWW-Authenticate: Basic realm=''Mini Dome IP Camera'', where ''WWW-Authenticate'' is a part of HTTP header that defines the authentication method used to get access to a resource [64] , ''Basic'' is a basic authentication type, and ''realm'' displays a device's hostname. Shodan reveals that this device is a camera by looking into its hostname. In addition, for the camera with IP addresses 73.169.181.32 and 186.217.200.31, we know that both are web cameras through server names (i.e., Server: ip-camera, 220 Network-Camera FTP server).
2) CONTENT-BASED SEARCH
This type of search is conducted based on the data content that is collected by a specific target sensor or sensors. First, the IoT search engines analyze the content and map the corresponding index. Then, when queried, the search engines pair the query and content by using the corresponding index, and return the sensor information. Utilizing content-based search, users can search both real-time and historical data.
One example of content-based IoT search was introduced by Truong and Römer [65] , who proposed a content-based sensor search that utilized fuzzy sets to achieve a scalable system. In detail, the proposed search scheme first selects a group of sensors, in which data content is in the range of the query so that the search space can be reduced. Then, only a small group is searched and the result is returned. Likewise, Lunardi et al. [66] proposed the content-based search engine COBASEN. COBASEN is based upon the semantic characteristics of the devices, which are abstracted from the data content and assist the users in communicating with the target sensors. Additionally, Elahi et al. [67] proposed a prediction model that utilizes a sensor ranking model to arrange the results based on the content. The ranking model first polls the sensors to determine the health status of the sensors based on the content and then arranges the sensors returned to the users. Also, Zhang et al. [68] developed a high-efficiency content-based sensor search system which can be considered a prototype of the contentbased search. In particular, a sensor state prediction method was designed to estimate the sensor data which can classify sensors into candidate groups in order to increase the search speed. Further, because of the huge communication overhead incurred by IoT search engines accessing all available objects, Zhang et al. [69] proposed a low-overhead and high-precision prediction model (LHPM) to improve the sensor search efficiency. First, an approximation scheme was designed to reduce the search energy cost, and a multi-step scheme was developed to accurately estimate the sensor state. Then, a ranking scheme was proposed to organize the results so that the communication overhead could be effectively reduced.
3) HETEROGENEOUS SEARCH
Heterogeneous search techniques mainly include semantic/ ontology-based search and resource/service retrieval. In particular, ontologies represent the concepts, types, and relationships of different domains [70] . Merging semantic and ontology mechanisms can assist the system to build a domain, task, and method combination search system. On the other hand, all the data and IoT devices are able to abstract resources and provide different services. To discover the resources and identify the associated services is the main approach for resource/service retrieval.
For example, Cassar et al. [71] proposed a hybrid semantic service matchmaking method, which utilizes latent semantic analysis. It analyzes the semantics and assigns weights to the different content by logical signature. The proposed scheme overcomes the critical challenge for semantic service matchmakers, which is the issue of synonymy. The scheme was also shown to increase the accuracy of searching synonymous content. Likewise, Fredj et al. [72] proposed the Semantic Web technologies RDF (an open semantic data format) and SPARQL (a query language for RDF-encoded data) schemes to search and obtain real-time content from IoT devices. Specifically, the proposed schemes encode the sensor data to RDF triplets, and can be utilized as triplets by SPARQL to enable searching.
In addition, Ding et al. [73] proposed a hybrid realtime search engine framework to leverage IoT resources based on spatial-temporal, value, and keyword search to identify resources. In detail, a Moving Object Grid-Sketched Spatial-Temporal R-Tree (MOGSSTR-Tree) is designed and utilized to monitor the spatial-temporal attributes of the IoT resources. The MOGSSTR leverages the actual sampling values to trace the variety of IoT resources instead of trajectory units. It also increases the IoT searching speed and reduces the cost of the searching process. Meanwhile, Shemshadi et al. [20] created and abstracted two types of interfaces as resource search tools. These gather IoT datasets from real-time web-based maps. Additionally, Nunes et al. [74] proposed a Visual Search for Internet of Things (ViSIoT) platform to pull IoT data from a central repository. Their ViSIoT then transforms the data into a generic format, in order to support heterogeneous devices.
IV. PROBLEM SPACE OF IoT SEARCH ENGINE
In this section, we propose and define a problem space of IoT search engines. To do so, we first introduce CPS and the relationship between CPS and IoT, in order to provide a better view of why IoT search services are necessary. Then, we propose the problem space for IoT search engines. Finally, based on the presented problem space, we outline opportunities and challenges for future research and development.
A. CPS AND IoT
We now discuss the relationship between CPS and IoT, and propose our view, specifically that CPS have needs that require IoT search services, and that CPS automation is a critically important motivator for developing IoT search engines.
Generally speaking, CPS are the effective vertical integration of computation, communication, and command and control, consisting of a computation core (centralized or distributed computing), network system (wired or wireless network), physical components (sensors or actuators), and control applications [6] . CPS can be generalized as closed loop processes, otherwise known as feedback loops, in which sensors collect the related data, the computation core analyzes the data, and results and decisions are disseminated to actuators to enact control of the system. Fig. 4 shows the relationship between IoT and CPS. Since IoT is a horizontal network system that connects all the physical objects and smart devices, IoT can be considered as the network framework of the CPS and is located in the communication layer of the CPS framework. The figure clearly shows how applications and sensors/actuators of CPS communicate with each other via IoT.
Benefiting from the development of IoT, numerous CPS are now deployed in various fields to improve system performance. For instance, manufacturing CPS are able to control intelligent machines to produce and assemble products [75] . In addition, in smart transportation systems, sensors collect traffic information and connected applications can compute the most efficient routes to destinations [49] . Also, in the smart grid system, smart meters are deployed to monitor the electricity consumption in real-time. Based on the collected data, the smart grid can adjust the power generation to balance demand and supply [76] . In addition, based on the collected data, the smart grid can guide the electricity price to balance demand and supply so that effective power use can be provided [34] . Moreover, in smart home systems, sensors are deployed throughout homes to collect and send information to servers for further analysis. Based on the data analysis results, smart home systems are able to obtain the owners' daily routines, such as work schedule, peak electricity usage, and others [77] .
Furthermore, smart home systems are typically widely deployed within an area to collect data from the entire region. Meanwhile, the collected datasets can be sent to smart grid systems and utilized as the features of the training datasets for the smart grid system models. The smart grid systems are then able to adjust the power supply to match the electricity peaks based on the real, individualized data applied to achieve more comprehensive analysis results. In such situations, data acquisition and analysis are the keys to controlling the system and providing services. However, the data is usually stored in different CPS independently. For example, in the previous case, the users' routines are stored in the smart home system and the smart grid system cannot obtain the data directly. Therefore, IoT search is a feasible approach to solving data availability problems in CPS. Fig. 5 shows the problem space of the IoT search engine. We generalize the problem space of IoT search engines into three dimensions. Here, the ''x'' axis represents the Query Types, which are divided into ''Human'' queries and ''Machine'' (i.e., ''IoT device'') queries. In IoT, both humans and machines have need to query datasets and IoT resources, one of the primary differences between web search and IoT search.
B. PROBLEM SPACE
The ''y'' axis represents the properties, including Quality of Service (QoS) (e.g., search accuracy, speed) and security, arranged in a progressive manner. The basic QoS requirement is search accuracy, which is the first level requirement of QoS. Next, being able to achieve accurate searches, search speed is crucial, as IoT search is often time-sensitive and the data is dynamic. Lastly, with accurate and rapid search achieved, security is a critical requirement of IoT search. In IoT search, adversaries may be able to insert tampered datasets in place of normal ones in order to attack the CPS and force decision errors [47] , [78] . Thus, especially in the context of critical infrastructures, security is dire.
Finally, the ''z'' axis represents the resources, where ''Individual'' represents the search engine retrieving data from only one CPS repository, while ''Multiple'' indicates the search can retrieve data from multiple CPS repositories. There are a number of existing CPS that provide searching services. In the case of ''individual'' search services, in smart grid systems, users are able to search for electricity usage by finding the smart meter data for the specific area. However, the users are not able to obtain the temperature information from the smart grid systems at the same time, since the temperature information is stored in another CPS. On the other hand, some other CPS provide ''Multiple'' search services. For example, service provided by Uber is a typical CPS-based application that is used for providing peer-to-peer ridesharing services [79] , [80] . For example, Uber not only shows the available vehicles, but also shows the route from customer to the destination, which is obtained from Google maps, and even provides road traffic information. Thus, integrating the multiple systems enables CPS to provide more comprehensive services.
C. OPPORTUNITIES
Having identified the problem space of IoT search engines, we now present opportunities and challenges for IoT search engine research and development. In the following, we discuss the opportunities for IoT search engines from the perspectives of data retrieval, data comprehension and analysis, system automation, and artificial intelligence.
1) DATA RETRIEVAL
With the increasing volume of IoT data and the increasing demand from data users, we find there to be an ideal opportunity to introduce novel IoT search engines and to improve IoT search for all IoT systems and CPS. Similar to web search engines, there are two key factors that boost the development of IoT search. The first is that data providers have massive valuable data, and the second is the increasing number of data users who seek to search and utilize IoT-related datasets. In this case, IoT search engines present an unprecedented opportunity and a large development space, supporting numerous smart-world applications. Currently, most IoT search engines are in the embryonic stage, with functional yet limited capabilities, such as the aforementioned Shodan and Thingful. Indeed, these existing search engines all have some limitations. For instance, Shodan can only search the information of IoT devices with open-APIs, while Thingful can only obtain static datasets that have been shared by the owners of the IoT devices. Therefore, there is an emerging demand to construct advanced IoT search engines with improved functionality.
2) DATA COMPREHENSIVE ANALYSIS
As we discussed before, at the current stage, CPS operate individually, and cannot access data from any one unified application. However, in order to obtain more accurate results, the comprehensive analysis of multiple features and modalities of IoT data is necessary. For instance, in the event of a public safety emergency, emergency response departments and personnel require different types of data from critical infrastructure CPS [81] , which include meteorological information, traffic information, energy supply information, wireless network information, etc. As the information is stored individually in each CPS, each must be accessed separately, and there are no IoT search portals able to search all the information by one query, leading to an obvious inefficiency. Likewise, in the smart city system, in order to obtain situation awareness of the entire city, the smart city system needs to communicate with many other CPS, including the traffic surveillance systems, meteorological information systems, vehicle tracking systems, etc., none of which are connected. Moreover, there are many critical issues that arise from connecting each individual CPS. Therefore, IoT search engines are required that can obtain various data from different CPS in one unified interface to increase data search efficiency.
3) SYSTEM AUTOMATION
CPS assist humans in the monitoring and control of systems and infrastructure in real-time. Thus, data retrieval and analysis for dynamic data is key. As we discussed above, the automation of CPS is a closed loop process which includes system monitoring, data collection, data analysis, and execution. However, there are two problems that hinder the automation loop. One is the data search, which is currently hampered because all queries are sent by human users, meaning that the CPS require human interruption and intervention in the data collection stage. Therefore, the IoT search engines are required to respond to queries to/from both human users and machines (i.e., IoT devices) as necessary. Specifically, IoT devices should be able to send queries to the IoT search engines automatically and obtain the necessary VOLUME 7, 2019 datasets for the data analysis process. The second problem is cross-system queries. As we mentioned above, CPS are executed independently. Thus, without the integration of multiple CPS, CPS cannot obtain the information stored in one another's repositories. Therefore, another opportunity arises for developing and leveraging IoT search engines.
4) ARTIFICIAL INTELLIGENCE
Furthermore, new techniques and improving technologies, such as distributed computing (edge computing, edge/cloud combined) and machine learning [42] , [46] , [54] , are highly integrated into CPS in order to endow intelligence to the system. Otherwise known as Artificial Intelligence (AI), systems that can make decisions autonomously based on data search and analysis, and those that can learn the requisite contexts and skills by themselves, are able to handle complex situations and tasks. For example, autonomous vehicles need to obtain relevant information without human intervention. First, the autonomous vehicles communicate with the IoT search engines to determine the destination. Then, the search engines search the traffic, weather, and parking lot information based on the route and return the information to the vehicles. Meanwhile, the vehicles send the query to the search engines to find the locations of gas or charging stations when the fuel/power supply is low [82] . Additionally, AI require more information and advanced data search services. Thus, the AI also have a high need of IoT search services, even more so than CPS automation [83] .
D. CHALLENGES
We now consider the challenges facing the development and improvement of IoT search engines. In particular, we classify the challenges into three categories: Dynamic Environments, Search Techniques, and Performance and Security.
1) DYNAMIC ENVIRONMENTS
The IoT is composed of dynamic heterogeneous networks, which not only continuously generate high-velocity IoT data, but also change network structures frequently. This is a critical challenge for IoT search engines. In detail, the variability in the systems includes both dynamic data and dynamic network topology. IoT search engines need to crawl dynamic IoT data in real-time, while being able to react to network topology changes. Furthermore, scalability is also a challenge. As we mentioned above, IoT search engines should have the ability to extend their search area or be able to add new sensors and data repositories into the search area. However, in their current stage, IoT search engines all have some technical limitations to extending the search area. For instance, the Shodan IoT search engine can only search for IP address and hardware information of IoT devices, and cannot obtain such data without permission. Furthermore, while the Shodan search engine is reliable for dynamic datasets, the data update frequency is slow. In addition, IoT search engines need to consider the geographic location changes of mobile IoT devices, since users require the location of the specific IoT device. Finally, IoT search engines should be able to detect and react to the connectivity status of IoT devices, as the connectivity of IoT devices are not stable. Thus, there are numerous open issues that make it difficult for IoT search engines to crawl real-time data in dynamic environments.
2) SEARCH TECHNIQUES
There are a number of technical challenges for IoT search engines in terms of search techniques. For instance, in responding to queries from both humans and machines (i.e., IoT devices), regarding queries from IoT devices, the number of instant queries will be very large. Thus, responding to a large number of queries in a very short time period is a challenge, especially at a rate not feasible to human users. In addition, providing efficient query processing and generating accurate and quick response to queries is critical [84] - [86] . For example, Wu et al. [84] proposed a timeseries based framework using statistics-based techniques to carry out information aggregation of machine traffic in IoT systems, from which the aggregated search results provided insightful information for resource planning for IoT systems. Likewise, Quoc et al. [85] addressed the issue of query planning on spatio-temporal IoT data and proposed a scheme that leverages query similarity identification and machine learning techniques to improve query prediction accuracy.
Moreover, data acquisition is another problem for IoT search engines. Since the IoT data is updated frequently, conventional crawling algorithms will not be viable. New data acquisition algorithms are required to detect the dynamic data changes and collect the new data rapidly. In addition, the data acquisition process not only collects data from IoT devices, but also from user applications. Thus, data acquisition algorithms need to handle heterogeneous IoT data. Furthermore, accessing IoT resources, such as sensors, network devices, middlewares, computing platforms, and applications is a challenge. Because the IoT resources are managed by different organizations, the ability to obtain authorization to access the IoT resources is still unresolved. Finally, since the distributed computing platforms and machine learning-driven data analysis tools are integrated with IoT, how to integrate IoT search engines with those new techniques and tools to obtain better performance is another looming challenge.
3) PERFORMANCE AND SECURITY
From the perspective of the performance of IoT search engines, challenges persist, as outlined in the problem space, above. First, since the IoT data is heterogeneous, it is difficult to accurately describe the specific data and specific IoT resources, and likewise, it will be difficult for the IoT search engine to identify and find. As a result, the quality of searching results will be hard to maintain. Thus, the accuracy of query results is a particular challenge. Second, the search speed is an important requirement for IoT systems. However, IoT resources are massive, and thus, how to satisfy the search speed requirement is a critical challenge. More importantly, security is a challenge for all systems, including IoT search engines. In IoT search, adversaries could attack either the engines or the data sources in order to compromise the system. The IoT search engines involve numerous systems and excessive communications, potentially increasing the vulnerabilities of the system. For instance, adversaries may be able to easily inject the fake data by compromising the IoT sensors, because sensors are not well protected logically or physically (network vulnerability and physical environment risk). The injected false data can impact the search and analysis results to cause errors in the system, affecting smart-world systems such as smart grids, smart transportation, smart manufacturing, and others [47] , [48] , [78] , [87] - [89] . In addition, adversaries may be able to directly attack the database on the search engines to compromise the searching results. To this end, comprehensive attack detection and protection strategies are still unresolved.
V. FUTURE DIRECTIONS
In this section, we propose a vision for potential future research work and development directions for IoT search engines. Based on the survey and problem space developed, we summarize five major directions below.
A. CO-DESIGN WITH OTHER TECHNIQUES
The first potential research direction is the integration of IoT search engines and search mechanisms with emerging, state-of-the-art, bleeding-edge network and computing techniques. With the ongoing development of distributed computing and machine learning technologies [42] , [54] , [55] , the integration of these technologies with IoT is progressing. This integration should be extended to encompass search, as these emerging technologies can improve searching performance, resiliency, and security. Specifically, distributed computing, such as edge and fog computing, offloads computation tasks from cloud servers to edge computation nodes. Distributed computing has a hierarchical structure similar to IoT, and clearly shows potential for integration with IoT systems to provide low-latency computing and storage services [54] , [55] . Since edge computation nodes are both topologically and geographically close to the collaborating IoT devices, data transmission and response times will be reduced, enabling real-time or nearreal-time service. The distributed computing structures are able to solve problems in network delay, computing capacity limitations, and provide computation resource optimization.
In the case of IoT search, issues persist in leveraging distributed computing. These include, but are not limited to: (i) Edge computing node deployment, which is a critical issue for IoT search engines, as IoT is dynamic and devices may move during the data collection and computation process. Indeed, it is challenging for IoT devices to select optimal edge computing nodes normally, and the problem is made worse in the dynamic context, as mechanisms for switching between optimal edge computing nodes during movement are complex and the problem is not fully resolved. (ii) Synchronization of distributed IoT search systems is another ongoing challenge, which, given the computation and power limitations of nodes, requires that search tasks deployed in a distributed manner be efficient and resilient to services outage. Therefore, how to synchronize the search process on dispersed computing nodes is another promising research direction. (iii) Research on network architectures and protocols is still relatively limited. Edge computing nodes may be PCs, workstations, or mobile devices, and therefore, how to organize the heterogeneous networks with a number of heterogeneous devices is a challenge. (iv) Next generation mobile networks, including 5G, are the cellular infrastructures that may enable solutions to IoT connectivity problems [90] , [91] . The 5G networks provide high-speed connections with low transmit energy cost, which creates a friendly ecosystem for IoT devices. Potential research directions include the leveraging of 5G to improve the performance of IoT search. For instance, one question is how to connect with IoT devices which use different protocols. In addition, Software Defined Networking (SDN) is a key feature of 5G, which provides flexible network structure and management [92] . SDN can help humans to easily manage IoT devices, but how to organize the IoT devices under SDN is another problem.
Similarly, machine learning has eclipsed other traditional big data analysis approaches, providing unique and impressive advantages in a variety of areas. For instance, machine learning algorithms can obtain more accurate results in large and dynamic datasets compared with other conventional data analysis methods. Furthermore, machine learning can be applied in a variety of ways, enabling accurate prediction, identification, and classification of data, actions, and tasks, and can be leveraged to realize AI. Thus, machine learning has the potential to assist IoT search in optimizing performance and analysis. However, there are several issues still remaining: (i) The training time for highly accurate machine learning models for production systems is unacceptable for time-sensitive IoT search, and especially for dynamic data. Thus, leveraging on-line learning strategies to handle dynamic data is a key research direction with implications for a variety of systems. (ii) The computation costs of machine learning models, especially in training, are nontrivial. Currently, the two major ways to reduce computational costs are data sampling to reduce total data throughput (and thus time), and data pre-preprocessing algorithms to reduce the training data sizes. While these are useful, it is not clear that these schemes are complete solutions, and new schemes to reduce the data needs of models would be highly beneficial. (iii) Additionally, optimizing machine learning algorithms for computation-limited devices that are available inside IoT systems is a further research direction with great potential, which already has a small body of work behind it, such as the optimization of trained models for resource constrained devices such as smartphones. Note that existing schemes are far from perfect solutions, and further work is needed. VOLUME 7, 2019 B. MULTI-SYSTEM INTERACTION As we mentioned above, currently, CPS are built and managed independently. Thus, the integration of multiple CPS to enable interaction and inter-operation between different CPS is a possible research direction for IoT search engines. In the current stage of IoT search engine development, search servers generally serve applications of individual CPS management organizations, or at best serve multiple systems within a single organization. The data users have no choice but to install several different applications to complete the necessary data search and retrieval, which is a critical problem delaying the development of IoT search engines. The meta-search engine, as an emerging technology, sends queries to different search engines simultaneously in order to generate its own results. Thus, it is necessary to leverage the meta-search engine [93] concept to promote CPS integration and increase the interaction between different CPS. Generally speaking, there are two developmental phases or categories necessary for the integration of multiple CPS with metasearch, the first being hardware integration, and the second being software integration.
Hardware integration enables the connection of the different types of IoT devices anywhere and anytime, in order to respond to queries. Since IoT devices are diverse, there are a number of challenges and impediments to integrating the various IoT devices, including diverse network and communication protocols, hardware standards, geographic distance and location, and network connection. However, maintaining the interconnection of IoT devices is fundamental to IoT search. Thus, hardware integration should be a primary research direction to further enable IoT search.
Software integration includes the control, monitoring, management, and configuration of IoT devices through the utilization of a unified application or platform. As we discussed above, similar to web search engines, IoT search requires a unified portal. Since the data analysis requires comprehensive datasets from diverse CPS, the IoT search portal (single point search) is necessary. Moreover, the IoT devices must be able to send queries to the search engines to obtain related datasets from other CPS. Yet, the CPS belong to different organizations and their applications utilize different APIs, raising critical challenges to software integration. Utilizing middleware or a related federation layer between IoT search engines and applications is a potential solution to enable the necessary integration. The middleware can provide a unified API to enable both IoT search and other applications, and can enable IoT search engines to access data across different CPS repositories and nodes.
Generally speaking, after hardware and software integration, meta-search engines are able to send queries to all CPS and obtain data. Nonetheless, meta-search techniques raise some new challenges: (i) Search Resource Selection: Selecting the fastest search response servers is critical. Since there are massive numbers of servers distributed throughout the network to provide searching services, how to select the best server still needs significant research. Taking autonomous vehicles as an example, the meta-search engine sends queries to different search engines simultaneously. However, if the meta-search engine selects the search server whose response is slow, it will delay the searching results from being returned to the search engines and may result in accidents. (ii) Data Format: Due to different storage policies, the types of data collected from different IoT devices can be different (format, encoding, etc.). How to unify the different types of data formats into one is another pressing issue. (iii) Access Authentication: IoT search engines contain much more sensitive information than a typical web search engine. Thus, access authentication policies are an urgent demand for IoT search engines. How to build a trustworthy environment for interconnecting different entities is a challenging issue. Although web search engines indeed contain sensitive data such as user location, account, and email information, this information is traditionally freely generated by users (though perhaps unintentionally). In IoT search, we can consider the data to be more sensitive in some ways, and while some may be personal private data, we are also concerned about critical device information, and more, that may make IoT systems vulnerable to attack [89] , [94] , [95] . This information could be used to cause unallowable damage to individuals, notwithstanding the damage to system components and the system in total. If there is no access authentication in IoT search, all personal information might get leaked.
C. PERFORMANCE OPTIMIZATION
Generally speaking, performance optimization is the inevitable approach to improve and maximize system efficacy. Similar to other systems, performance optimization is critical to improving the width and breadth of utilization and the availability of IoT search engines. Optimization approaches should consider, in particular, the time and space of search retrieval. Specifically, how to reduce search time and expand the search space are the main purposes of retrieval optimizations. As discussed in Section V-A, the integration of IoT search engines and other emerging technologies, such as distributed computing and machine learning-based data analytics, can play an important role in realizing IoT search capabilities. However, this integration raises additional questions, and how to overcome these new problems requires further research. For instance, we could leverage on-line machine learning to reduce the training time for machine learning models utilized in IoT search systems [96] , and could apply distributed learning strategies (e.g., federated learning, transfer learning) to increase the scalability of machine learning to handle large volumes of training data [97] , [98] . Yet, neither of these technologies are fully developed and optimized for use in the particular case of IoT search in scalability, efficiency and effectiveness.
At the same time, we should encourage data owners to share data publicly in order to extend the breadth of the search space and enable collaborative improvement of all systems. As further incentive, data owners have the potential to trade both physical commodities in the IoT system and data via digital markets such that the commercial value of the data remains intact and can be recuperated [16] , [99] - [102] . On one hand, for the physical world commodities, such as electricity in the smart grid system, the secondary market among microgrids in the smart grid allows entities to buy or sell energy efficiently. To tackle the security and privacy concerns, new schemes would be conceived to ensure not only economic properties via different trading algorithms, but also security and privacy properties via secure protocol design, multi-party computing and differential privacy [103] , [104] .
On the other hand, IoT big data is considered to be the key to unlocking the next great wave of growth in productivity, supporting numerous smart-world applications. With the exponential growth of data in IoT-based systems, how to efficiently utilize the data becomes a critical issue. This calls for the development of a big data market that enables efficient and secure data trading. By pushing data as a kind of commodity into a digital market, the data owners and consumers are able to connect with each other, sharing and further increasing the utility of the data. However, to enable such a market for data trading, several challenges need to be addressed: (i) how to determine the proper price for the data to be sold or purchased, (ii) how to design a trustworthy trading platform and schemes to enable the maximization of social welfare of trading participants with efficiency, security and privacy guarantees, and (iii) how to protect the traded data from being resold to maintain the value of the data. Future research must provide a clear and deep understanding of commodity and big data trading markets and initiate a scientific foundation for trading commodities and data in an efficient, secure and privacy-preserving manner. Note that pushing data to digital markets as a commodity can promote data sharing and extend the searching space. In addition, it is necessary to attend to the optimization of the IoT search engines themselves. As we discussed before, how to leverage and update crawling algorithms to suit IoT scenarios and IoT data with high vitality is a meaningful problem. Likewise, how to store and generate the index for different types of IoT data also needs to be addressed.
D. SECURITY AND PRIVACY
The widespread adoption of IoT devices and heterogeneous network structures provide new vulnerabilities for adversaries and drastically increases the risks of attacks, in both breadth and depth. Indeed, a number of recent IoT-based attacks have exacerbated the urgency and need for assuring security in IoT [105] - [109] , [109] - [111] . In the context of IoT search engines, attacks have the potential to induce catastrophic damage to data analysis results, affecting CPS and the security and privacy of individuals [89] . For instance, in the smart transportation system, attacks against On-Board Units (OBUs) and traffic lights can generate serious traffic congestion, impact traffic prediction, and potentially cause harm and human injury. In the smart city, adversaries could attack the city surveillance system and manipulate the directions of the cameras in order to escape tracking. In addition, in the smart grid system, adversaries could compromise smart meters and inject false data to impact power supply management. Furthermore, since smartphone and wearable devices are widespread, adversaries could attack such devices to obtain personal and private data, health information, intercept package delivery, or even track the user. How to design effective privacy protection schemes, including differential privacy [94] , secure multi-part computing [99] , [112] , and anonymous communication [113] , [114] , in IoT search remain a challenging issue.
In general, attacks on IoT search engines can be launched to target service, query, and devices: (i) Attacks on services: Adversaries directly attacking the IoT search engines themselves have the potential to disable search services and deny queries being serviced. In this case, the CPS cannot obtain real-time data, negatively impacting the data analysis results. Erroneousness results may cause system failures, should no redundancies be in place. (ii) Attacks on queries: Adversaries may launch attacks on queries in the IoT search process. In conventional web search, humans can inspect the search results in order to verify the accuracy of the query and prevent tampered queries from impacting systems and decisions. However, in IoT search, many queries are sent by machines such as IoT devices, and attack detection schemes will be necessary to inspect the correctness of the queries. (iii) Attacks on devices: Adversaries have the potential to launch attacks on IoT devices, which are more critically vulnerable due to their limited computing resources and lack of security features. Since most IoT data is collected by IoT sensors, maliciously manipulating sensors can damage data and CPS at the source. In addition, new attack detection and protection strategies for IoT sensors are necessary to handle their limitations, which increase the risks of adversaries subverting IoT systems. All these approaches have the potential to disturb the performance of CPS and IoT search engines and cause irreparable damage. Therefore, for the IoT search engines and the betterment of IoT as a whole, a significant amount of research on security and privacy is necessary for the future.
E. FOUNDATION FOR DATA AND NETWORK SCIENCE
Big Data has come to be a dominant force in our society, affecting all manner of industries, products, and livelihoods. Moreover, the foundational aspects of Big Data include networked systems, computation systems, cloud infrastructures, software and systems security, distributed systems and multiprocessing, data collection and storage, data analytics and assessment, and many more. As a logical extension of Big Data, IoT Search, or the search of distributed, dynamic big data, implicates all such foundational techniques and technologies, with the addition of algorithms, methodologies, and technologies particular to search, retrieval, and return. Thus, the study of IoT search and the development of IoT search engines offer clear opportunities for interested computer, network, and data science researchers and practitioners to advance their knowledge and understanding of foundational computer, computation, data, and statistical sciences.
In the study of traditional foundational computational, computer, and data sciences, IoT search implicates aspects of big data analytics and assessment, machine learning, automation, command and control design and management, and so on. In particular, the hardware and software challenges for big data increase in scale under IoT search, as systems become more massively distributed, and data becomes more massively large and continuous. The many V's of Big Data (Value, Veracity, Volume, Velocity, Variety, etc.) are clearly realized, and must be accounted for. Additionally, the analysis of such data faces massively increased potential, as well as massively increased noise and vulnerability, along with the inability for complete data review and understanding. Thus, the need for astute design and understanding of the practicalities and limitations of a variety of combined technologies is imperative.
Given the reliance of all modern societies on the Internet and networked systems, it is imperative that these systems be understood, improved, and innovated on to better ensure the security and reliability of users, their data, and the systems that we all rely upon. Necessarily implicating networked systems and the Internet, IoT search requires proper consideration for heterogeneous network conditions, and will require advancements in cloud and edge technologies, machine-tomachine communication techniques and infrastructures, 5G, MANET, SDN, and others. Not simply an improvement in service, networks to support IoT search must contend with the massively distributed IoT, aggregation of massive sensor data, the service provisioning for critical versus non-critical applications and hardware, and so on. Future work toward improving networks, as big communication infrastructure, from all aspects, including throughput, bandwidth, organization, optimization, function, and security, are necessary to realize IoT search engine capabilities. Thus, advances in techniques, technologies, algorithms, design, etc. achieved through targeted and collaborative research are necessary and imperative, both overall, and specifically to realize IoT search capabilities.
VI. FINAL REMARKS
With the development of IoT sensor networks and powerful emerging technologies, such as distributed computing and machine learning, there is an urgent demand to develop IoT search engines to retrieve IoT data, an extension of big data that has real-world implications. In order to provide a general view of IoT search engine concepts, research, and progress, in this work we surveyed IoT search and search engine techniques. Primarily, we have focused on the development progress of IoT search engines, first briefly reviewing the development of conventional web search engines as a representative example. We also studied the major techniques of web search, and systematically studied existing IoT search techniques, discussing the differences between traditional web and novel IoT search engines. Based on our study, we developed the problem space for IoT search engines and discussed opportunities and challenges that remain. Finally, we proposed a vision for future research and highlighted key areas in which IoT search and IoT technologies in general must progress to ensure more reliable, safe, and secure distributed sensing and computing systems, supporting numerous emergent smart-world applications. 
