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Abstract
In this paper, we construct infinitely many bi-invariant metrics on the Hamiltonian
diffeomorphism group and study their basic properties and corresponding generaliza-
tions of the Hofer inequality and Sikorav one.
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1 Introduction and Main Results
1.1 The Hofer metric
In 1989, H. Hofer [12] constructed a remarkable bi-invariant Finsler metric on the
group of compactly supported Hamiltonian diffeomorphisms Ham(M,ω) of a sym-
plectic manifold (M,ω), nowadays known as Hofer metric. Since then the intrinsic
geometry of it has been being a very active and fruitful research field in symplec-
tic topology and Hamiltonian dynamics (see the books [14, 18, 27], and the surveys
[10, 19, 28, 24] and references therein for current progress situation).
Especially, a recent celebrated result made by Buhovsky and Ostrover [5] is a
positive answer to the uniqueness question of the Hofer metric raised by Eliashberg
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and Polterovich [9]. They showed that up to equivalence of metrics the Hofer metric is
the only bi-invariant Finsler metric on the group of Hamiltonian diffeomorphisms of a
closed symplectic manifold under a natural assumption. For studies of non-Finslerian
bi-invariant metrics on Ham(M,ω) the readers may refer to [31, 29, 22].
Let us briefly review the construction of the Hofer metric following the notations
in [27] without special statements. The readers who are familiar with it may directly
read the next section. Let (M2n, ω) be a connected symplectic manifold of dimension
2n without boundary. Denote by A(M) the space of all smooth functions on M with
compact support (resp. zero-mean with respect to the canonical volume form ωn) if
M is open (resp. closed). A (time-dependent) smooth Hamiltonian function F on
M × I, where I ⊂ R is an interval, is called normalized if Ft = F (·, t) belongs to
A(M) for all t, and ∪t∈Isupp(Ft) is contained in a compact subset of M in the case
when M is open. Such a normalized F determines a (time-dependent) Hamiltonian
vector field XFt on M via iXFtω = −dFt, and when I = [0, 1] the corresponding flow
{ft} starting from the identity is called a Hamiltonian isotopy generated by F
and is also denoted by {φtF } for convenience. A diffeomorphism of M is said to be
Hamiltonian if it can be represented as a time-one map of some Hamiltonian isotopy.
Denote by Ham(M,ω) the set of all Hamiltonian diffeomorphisms on (M,ω). It is a
subgroup of Symp(M,ω). The Lie algebra of Ham(M,ω) can be naturally identified
with A(M) because of the following important fact by Banyaga (cf. [27, Prop.1.4.B]).
Lemma 1.1 ([1]) For every smooth path {ft} in Ham(M,ω), t ∈ [a, b], there exists
a unique (time-dependent) normalized Hamiltonian function F :M × [a, b]→ R such
that
d
dt
ft(x) = XFt(ft(x)) ∀(x, t) ∈M × [a, b]. (1.1)
Hence the tangent vector of the path {ft} at t = s is the function Fs. The adjoint
action of Ham(M,ω) on A(M) is given by AdfG = G ◦ f
−1 for f ∈ Ham(M,ω)
and G ∈ A(M). Any adjoint invariant norm ‖ · ‖ on A(M), i.e., ‖AdfG‖ = ‖G ◦
f−1‖ = ‖G‖ for any f ∈ Ham(M,ω) and G ∈ A(M), defines a Finsler structure on
Ham(M,ω), and thus the length of a Hamiltonian path {ft}, t ∈ [a, b] with (unique)
normalized Hamiltonian F by
Length{ft} =
∫ b
a
‖Ft‖dt, (1.2)
which does not depend on the parametrization. Without loss of generality we could fix
a = 0, b = 1 in the definition. For arbitrary φ,ϕ ∈ Ham(M,ω), their pseudo-distance
is defined by
d(φ,ϕ) = inf{Length(α)} (1.3)
where the infimum is taken over all smooth Hamiltonian path α : [a, b]→ Ham(M,ω)
with α(a) = φ and α(b) = ϕ. It is a bi-invariant pseudo-metric. (If the norm ‖ · ‖ on
A(M) is not adjoint invariant, d is only right-invariant.) The non-degeneracy axiom,
d(φ,ϕ) > 0 for φ 6= ϕ, is not satisfied in general.
2
When the norm ‖ · ‖ is chosen as the L∞-norm,
‖H‖∞ := max
x
H −min
x
H, for H ∈ A(M),
Hofer showed in [12] that the corresponding pseudo-metric dH is a genuine metric
in the case M = R2n. Later, this result was generalized to some larger class of
symplectic manifolds by Polterovich [26], and finally to general manifolds by Lalonde
and McDuff [17]. Nowadays this bi-invariant Finsler metric on the group Ham(M,ω)
is called the Hofer metric, and the function ‖ · ‖H = dH(·, idM ) : Ham(M,ω) → R
is called the Hofer norm. Let
H = H(M) = {H ∈ C∞(M × [0, 1]) |Ht = H(·, t) ∈ A(M) ∀t ∈ [0, 1]},
F = F(M) = {H ∈ C∞(M × R/Z) |Ht = H(·, t) ∈ A(M) ∀t ∈ R}.
Every φ ∈ Ham(M,ω) can be written as φ1F with F ∈ F . Moreover it holds that
dH(φ,ϕ) = inf
{∫ 1
0
‖Ht −Kt‖∞dt
∣∣H ∈ H generates ϕ & K ∈ H generates φ},
dH(idM , ϕ) = inf
{
max
t
‖Ft‖∞
∣∣F ∈ F generates ϕ}, (1.4)
see [14, (5.9)] for the first one, and [27, Lemma 5.1.C] for the second.
1.2 New bi-invariant metrics
Our new bi-invariant metrics on Ham(M,ω) will be constructed in a similar way to
Hofer’s. For a smooth path f : [0, 1]→ Ham(M,ω) generated by a (time-dependent)
normalized Hamiltonian function F , and each integer k = 0, 1, 2 · · · , we define the
k-length of f by
Lengthk(f) :=
k∑
i=0
∫ 1
0
∥∥∥∥∂iFt∂ti
∥∥∥∥
∞
dt =
k∑
i=0
∫ 1
0
(
max
x
∂iFt
∂ti
−min
x
∂iFt
∂ti
)
dt.
Clearly, Length0 is the same as that of (1.2). However, unlike Length0 the k-length
(k ≥ 1) strongly depends on the choice of parametrization.
Call a continuous path f : [0, 1]→ Ham(M,ω) piecewise smooth if there exists
a division 0 = t0 < t1 < · · · < tn = 1, n ∈ N, such that fi = f |[ti−1,ti] is smooth
for i = 1, · · · , n. Let F = {F l}nl=1 be the corresponding normalized Hamiltonian
function, that is,
d
dt
ft(x) = XF it (ft(x)) ∀(x, t) ∈M × [ti−1, ti], i = 1, · · · , n.
Define its k-length by
Lengthk(f) :=
n∑
i=1
Lengthk(fi) =
n∑
l=1
k∑
i=0
∫ tl
tl−1
∥∥∥∥∂iF lt∂ti
∥∥∥∥
∞
dt. (1.5)
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For φ,ϕ ∈ Ham(M,ω), let Ω(φ,ϕ) denote the space of all continuous and piecewise
smooth paths f : [0, 1] → Ham(M,ω) from f(0) = φ to f(1) = ϕ. Then we define
pseudo-distances between φ and ϕ by
dk(φ,ϕ) = inf
{
Lengthk(f)
∣∣∣ f ∈ Ω(φ,ϕ)} , k = 0, 1, · · · . (1.6)
Lemma 1.2 d0 = dH on Ham(M,ω).
Clearly, d0 ≤ dH since (1.2) does not depend on the parametrization. The converse
inequality easily follows from the definition of d0 and the triangle inequality for dH .
Let us make some comments on the definition of dk.
Remark 1.3 (i) For a positive integer k, the function Lengthk(·) depends on the
choice of parametrization of the path, and the derivative terms will in fact vanish
when we take the infimum with respect to the path space with variant parametrization
intervals. In fact, suppose that a smooth Hamiltonian path α : [0, 1]→ Ham(M,ω) is
generated by a normalized Hamiltonian Ft. For any b > 0, the reparametrized path
βb(t) := α(t/b) : [0, b]→ Ham(M,ω)
is generated by the Hamiltonian function G(x, t) = 1
b
F (x, t
b
), and hence∫ b
0
∥∥∥∂Gt
∂t
∥∥∥
∞
dt =
∫ b
0
1
b2
∥∥∥∂F
∂t
(x,
s
b
)
∥∥∥
∞
ds =
1
b
∫ 1
0
∥∥∥∂F
∂t
(x, t)
∥∥∥
∞
dt→ 0
as b→ +∞. This fact still holds for the higher order derivatives. It follows that
b→ +∞ =⇒ Lengthk(βb)→ Length0(α).
Thus if we define dk as in (1.3) no new thing can be obtained. This is why we fix the
parametrization interval of paths, [a, b] = [0, 1].
(ii) Since the definition of k-length involves the derivatives of a Hamiltonian function
until k order the quasi-triangle inequality cannot be obtained if we restrict to smooth
paths from [0, 1] to Ham(M,ω) in the definition of dk. It is this reason that we extend
the space of all smooth Hamiltonian paths to include the piecewise smooth ones.
As expected dk has the following properties.
Theorem 1.4 dH = d0 ≤ d1 ≤ d2 ≤ · · · , and
(i) (symmetry) dk(φ,ϕ) = dk(ϕ, φ),
(ii) (quasi-triangle inequality) dk(φ,ϕ) ≤ 2
k(dk(φ, θ) + dk(θ, ϕ)),
(iii) (non-degeneracy) dk(φ,ϕ) ≥ 0, and dk(φ,ϕ) = 0⇐⇒ φ = ϕ,
(iv) (bi-invariance) dk(φ,ϕ) = dk(φθ, ϕθ) = dk(θφ, θϕ),
for any φ,ϕ, θ ∈ Ham(M,ω) and k = 0, 1, · · · .
4
This theorem shows that (1.6) gives a sequence of bi-invariant quasi-metrics
{dk}
∞
k=0 on Ham(M,ω). Recall that a quasidistance on a nonempty set X is a
function ρ : X × X → [0,+∞) such that (i) ρ(x, y) = ρ(y, x) for all x, y ∈ X,
(ii) ρ(x, y) = 0 if and only if x = y, (iii) and there exists a finite constant c ≥ 1
(quasi-triangle constant) such that ρ(x, y) ≤ c(ρ(x, z) + ρ(z, y)) for every x, y, z ∈ X.
Such a pair (X, ρ) is called a quasimetric space. (See [20]). A group norm (resp.
quasinorm) on a group G is a symmetric, nondegenerate and nonnegative function
ψ which is subadditive (resp. C-subadditive for some finite constant C ≥ 1, that is,
ψ(xy) ≤ C(ψ(x) + ψ(y)) for all x, y ∈ G). (See [20, page 113]).
For every dk, let us define a function
‖ · ‖k = dk(·, idM ). (1.7)
From Theorem 1.4 one easily derives:
Theorem 1.5 ‖ · ‖0 = ‖ · ‖H , and for every k ∈ N, ‖ · ‖k is a quasinorm, precisely
speaking it satisfies:
(i) (Symmetry) ‖φ−1‖k = ‖φ‖k,
(ii) (The quasi-triangle inequality) ‖φϕ‖k ≤ 2
k(‖φ‖k + ‖ϕ‖k),
(iii) (Non-degeneracy) ‖φ‖k ≥ 0, and ‖φ‖k = 0⇐⇒ φ = idM ,
(iv) (Conjugate invariance) ‖θϕθ−1‖k = ‖ϕ‖k,
where φ,ϕ, θ ∈ Ham(M,ω) are arbitrary.
This shows that every ‖ · ‖k is a conjugate invariant quasinorm on the group
Ham(M,ω). Apply Theorem A.1 to G = Ham(M,ω) and ψ = ‖ · ‖k, k ∈ N, we get
Theorem 1.6 Define the function ‖| · ‖|k : Ham(M,ω)→ [0,∞) by
‖|φ‖|k := inf

(
N∑
i=1
‖φi‖
1
k+1
k
)1+k ∣∣∣∣∣ N ∈ N, (φ1, · · · , φN ) ∈ Ham(M,ω)(N),φ = φ1 · · · φN
 ,
(1.8)
where Ham(M,ω)(N) = Ham(M,ω)× · · · ×Ham(M,ω)︸ ︷︷ ︸
N
, N ∈ N. Then
‖|φ‖|k = ‖|φ
−1‖|k, ∀φ ∈ Ham(M,ω), (1.9)
‖|θφθ−1‖|k = ‖|φ‖|k, ∀θ, φ ∈ Ham(M,ω), (1.10)
4−(1+k)‖φ‖k ≤ ‖|φ‖|k ≤ ‖φ‖k, ∀φ ∈ Ham(M,ω), (1.11)
and
‖|φϕ‖|βk ≤ ‖|φ‖|
β
k + ‖|ϕ‖|
β
k , ∀φ,ϕ ∈ Ham(M,ω) (1.12)
for each β ∈ (0, 11+k ]. Also, for each N ∈ N, β ∈ (0,
1
1+k ], and φi ∈ Ham(M,ω),
i = 1, · · · , N , it holds that
‖φ1 · · ·φN‖k ≤ 4
k+1
{
N∑
i=1
‖φi‖
β
k
} 1
β
, (1.13)
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and hence for each sequence (φi)i∈N ⊂ Ham(M,ω),
sup
N∈N
‖φ1 · · ·φN‖k ≤ 4
k+1
{
∞∑
i=1
‖φi‖
β
k
} 1
β
. (1.14)
(1.9) can be derived from (1.8) and the symmetry of ‖ · ‖k, and (1.10) can be
obtained by Remark A.2 and the conjugate invariance of ‖ · ‖k.
Corollary 1.7 The function ‖| · ‖|k defined in (1.8) is a conjugate invariant quasi-
norm on Ham(M,ω) which is equivalent to ‖ · ‖k; and for every β ∈ (0,
1
1+k ], ‖| · ‖|
β
k
is a conjugate invariant norm on Ham(M,ω). Thus
d˜k(φ,ϕ) := ‖|φϕ
−1‖|k (1.15)
is a bi-invariant quasimetric on Ham(M,ω); and for each β ∈ (0, 11+k ],
d˜βk(φ,ϕ) := (d˜k(φ,ϕ))
β (1.16)
is a bi-invariant metric on Ham(M,ω). They all induce the same topology as dk.
Consider the commutator of two elements ϕ and ψ in Ham(M,ω), [ϕ,ψ] :=
ϕψϕ−1ψ−1. It follows from Theorem 1.5 that
‖[ϕ,ψ]‖k ≤ 2
k+1min{‖ϕ‖k , ‖ψ‖k}. (1.17)
Similarly (1.9)-(1.12) lead to
‖|[ϕ,ψ]‖|βk ≤ 2min{‖|ϕ‖|
β
k , ‖|ψ‖|
β
k} (1.18)
for each β ∈ (0, 11+k ]. For a non-empty subset A ⊂M let ek(A) (resp. e˜k(A)) denote
the displacement energy of it with respect to ‖ · ‖k (resp. ‖| · ‖|k), that is,
ek(A) = inf{‖ϑ‖k
∣∣ϑ ∈ Ham(M,ω) & A ∩ ϑ(A) = ∅}, (1.19)
e˜k(A) = inf{‖|ϑ‖|k
∣∣ϑ ∈ Ham(M,ω) & A ∩ ϑ(A) = ∅}. (1.20)
As in the proof of [9, Lemma 2.3.B] we may obtain:
Theorem 1.8 Let U ⊂ M be a non-empty open subset. Then for any ϕ,ψ ∈
Ham(M,ω) with supp(ϕ) ⊂ U and supp(ψ) ⊂ U it holds that
‖[ϕ,ψ]‖k ≤ 4
k+1ek(U) and ‖|[ϕ,ψ]‖|
β
k ≤ 4(e˜k(U))
β (1.21)
for each β ∈ (0, 11+k ].
Motivated by the so-called “coarse” Hofer norm, for f = {ft} ∈ Ω(φ,ψ), if F =
{F l}nl=1 is the corresponding normalized Hamiltonian function, we use
Length∗k(f) := |||F |||k :=
k∑
i=0
max
1≤l≤n
max
tl−1≤t≤tl
∥∥∥∥∂iF l∂ti (x, t)
∥∥∥∥
∞
(1.22)
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(which is independent of the choices of divisions) to replace (1.5), and obtain another
sequence of bi-invariant quasimetrics
d∗k(φ,ϕ) = inf
{
Length∗k(f)
∣∣∣ f ∈ Ω(φ,ϕ)} , k = 0, 1, · · · (1.23)
as in (1.6). Clearly, dk ≤ d
∗
k for any k ∈ N ∪ {0}. (1.4) implies d
∗
0 = d0 = dH . Let
‖ · ‖∗k = d
∗
k(·, idM ). Correspondingly, we have also ‖| · ‖|
∗
k as in (1.8), and d˜
∗
k, e
∗
k and
e˜∗k.
Theorem 1.9 All conclusions from Theorem 1.4 to Theorem 1.8 still hold for ‖ · ‖∗k,
d∗k, ‖| · ‖|
∗
k and d˜
∗
k, e
∗
k and e˜
∗
k, but we need to add a factor 2 for the coefficients of
inequalities in (ii) of Theorems 1.4, 1.5, (1.17) and the factor 4 in the first inequality
of (1.21).
The following result shows that the Hofer inequality in [13] also holds for each d∗k.
Theorem 1.10 For every ϕ,ψ ∈ Ham(R2n, ω0),
d∗k(ϕ,ψ) := ‖ϕψ
−1‖∗k ≤ C diameter
(
supp(ϕψ−1)
)
|ϕ− ψ|C0 ,
where C is a constant and C ≤ 23k+8(k + 1)2
(
1 + 2k+1 + 22k+2 + 23k+3
)
. (Note: if
k = 0 the constant C can be chosen as 128 as in the Hofer inequality.)
Similarly, for any subset S ⊂ R2n, we define the coarse proper displacement
k-energy e∗p,k(S) of it as
e∗p,k(S) =
{
a > 0
∣∣ for every bounded subsetA ⊂ S ∃ψ ∈ Ham(R2n, ω0)
such that ‖ψ‖∗k ≤ a andA andψ(A) are properly separated
}
,
and get the following generalization of the Sikorav inequality.
Theorem 1.11 If H ∈ H(R2n) satisfies supp(H) ⊂ U × [0, 1], then
‖ϕH‖
∗
k ≤ 2
2k+4(k + 1)
(
1 + 2k+1 + 22k+2 + 23k+3
)
e∗p,k(U).
Finally, let us discuss the corresponding question investigated by Eliashberg and
Polterovich [9]. When 0 < p <∞ the function
A(M) ∋ H → ‖H‖p =
(∫
M
|H|pωn
) 1
p
is an adjoint invariant quasinorm because∫
M
|G(f−1(x))|pωn =
∫
M
(f−1)∗(|G(x)|pωn) =
∫
M
|G(x)|pωn (1.24)
for any G ∈ A(M) and f ∈ Symp(M,ω), and
‖H +G‖p ≤ Kp(‖H‖p + ‖G‖p), ∀H,G ∈ A(M),
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where Kp is equal to 1 for p ≥ 1, and 2
1−p
p for 0 < p < 1 (so ‖ · ‖p is only a quasinorm
on A(M) in this case).
For a smooth path f : [0, 1] → Ham(M,ω) generated by a (time-dependent)
normalized Hamiltonian function Ft, and each integer k = 0, 1, 2 · · · , we define the
(k,p)-length of f by
Length(k,p)(f) :=
k∑
i=0
∫ 1
0
∥∥∥∥∂iFt∂ti
∥∥∥∥
p
dt, (1.25)
and the (k,p)-length of f ∈ Ω(φ,ϕ) by the sum of (k, p)-lengths of all smooth pieces
of it. By the same proofs as those of Theorem 1.4 it is readily verified that
d(k,p)(φ,ϕ) = inf
{
Length(k,p)(f)
∣∣∣ f ∈ Ω(φ,ϕ)} (1.26)
defines a pseudo quasimetric d(k,p) on Ham(M,ω) for any p > 0, k = 0, 1, · · · . Note
that
d(0,p)(φ,ϕ) = inf
{
Length(0,p)(f)
∣∣∣ f ∈ Ω(φ,ϕ) is smooth} . (1.27)
Eliashberg and Polterovich [9, 27] showed for each p ∈ [1,∞) that the pseudo-distance
d(0,p) is degenerate, and vanishes if M is closed. We have the following extension.
Theorem 1.12 For each k ∈ N∪ {0} and each 0 < p < 1/k, the pseudo quasimetric
d(k,p) is degenerate, and vanishes if M is closed.
Similarly, for a closed embedded Lagrangian submanifold L of (M,ω) let L(M,ω,L)
denote the space of Lagrangian submanifolds of (M,ω) which is Hamiltonian isotopic
to L. For each k = 0, 1, 2, · · · , define δk : L(M,ω,L)× L(M,ω,L)→ R ∪ {+∞} by
δk(L1, L2) = inf{‖φ‖k |φ ∈ Ham(M,ω) & φ(L1) = L2}.
Then δk(L1, L2) = δk(L2, L1) and δk(L1, L2) ≤ 2
k
(
δk(L1, L3) + δk(L2, L3)
)
for any
Li ∈ L, i = 1, 2, 3. If (M,ω) is a tame symplectic manifold, Chekanov showed in [8]
that δ0 = δH is non-degenerate, and so each δk is a Ham(M,ω)-invariant quasimetric.
The paper is organized as follows. In Section 2 we give proofs of Theorem 1.4, 1.10,
1.11, 1.12. Extensions of our metrics onto the group of symplectic diffeomorphisms
will be discussed in Section 3. Finally, Section 4 outlines our constructions on the
group of strictly contact diffeomorphisms as a concluding remark.
Acknowledgements. We would like to thank Professors L. Polterovich, H.Hofer
and J. C. Sikorav for kind helps in understanding their papers.
2 Proofs
2.1 Proof of Theorem 1.4
In the following we always assume k > 0.
(i) For Ω(φ,ϕ) ∋ f : [0, 1] → Ham(M,ω), let f¯ ∈ Ω(ϕ, φ) be defined by f¯(t) =
8
f(1 − t), ∀t ∈ [0, 1]. Then Ω(φ,ϕ) ∋ f → f¯ ∈ Ω(ϕ, φ) is a bijection. By the
assumption there exists a division 0 = t0 < t1 < · · · < tn = 1, n ∈ N, such that
fi = f |[ti−1,ti] is smooth for i = 1, · · · , n. By Lemma 1.1, for each j = 1, · · · , n there
exists a (time-dependent) normalized Hamiltonian function Fj : M × [tj−1, tj ] → R
such that
d
dt
fj(t)(x) = XFj
(
fj(t)(x), t
)
(2.1)
for all x ∈ M and t ∈ [tj−1, tj ]. Set si = 1− tn−i, i = 0, · · · , n. Then 0 = s0 < s1 <
· · · < sn = 1 is a division of [0, 1], and for any t ∈ [sj−1, sj ] it holds that
f¯j(t) = f¯ |[sj−1,sj](t) = f(1− t) = f |[tn−j ,tn−j+1](1− t) = fn−j+1(1− t).
From this and (2.1) it follows that
d
dt
f¯j(t)(x) = −
d
ds
fn−j+1(s)(x)|s=1−t
= −XFn−j+1
(
fn−j+1(s)(x), s
)
|s=1−t = XGj
(
f¯j(t)(x), t
)
,
where Gj :M × [sj−1, sj ]→ R is given by Gj(x, t) = −Fn−j+1(x, 1− t). Hence
∂i(Gj(x, s))
∂si
= (−1)i+1 × (Fn−j+1)
(i)
2 (x, 1− s) ∀s ∈ [sj−1, sj]
for i = 0, · · · , k, where (Fn−j+1)
(i)
2 stands for the ith partial derivative of Fn−j+1 with
respect to the second variable. By the definition we have
Lengthk(f¯) =
n∑
j=1
Lengthk(f¯j)
=
n∑
j=1
k∑
i=0
∫ sj
sj−1
∥∥∥∥∂i(Gj(x, s))∂si
∥∥∥∥
∞
ds
=
n∑
j=1
k∑
i=0
∫ sj
sj−1
∥∥∥(−1)i+1(Fn−j+1)(i)2 (x, 1 − s)∥∥∥
∞
ds
=
n∑
j=1
k∑
i=0
∫ sj
sj−1
∥∥∥(Fn−j+1)(i)2 (x, 1− s)∥∥∥
∞
ds
=
n∑
j=1
k∑
i=0
∫ tn−j+1
tn−j
∥∥∥(Fn−j+1)(i)2 (x, t)∥∥∥
∞
dt
=
n∑
j=1
k∑
i=0
∫ tj
tj−1
∥∥∥(Fj)(i)2 (x, t)∥∥∥
∞
dt
=
n∑
j=1
Lengthk(fj) = Lengthk(f).
Thus dk(φ,ϕ) = dk(ϕ, φ).
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(ii) Let Ω(φ, θ) ∋ f : [0, 1] → Ham(M,ω), Ω(θ, ϕ) ∋ g : [0, 1] → Ham(M,ω). We
define the product path g♯f : [0, 1]→ Ham(M,ω) of f and g by
g♯f(t) =
{
f(2t) 0 ≤ t ≤ 1/2
g(2t − 1) 1/2 ≤ t ≤ 1,
then g♯f is a piecewise smooth Hamiltonian path connecting φ and ϕ, i.e. g♯f ∈
Ω(φ,ϕ).
By assumption there exist divisions
0 < t0 < t1 < · · · < tn = 1 and 0 < t
′
0 < t
′
1 < · · · < t
′
m = 1,
such that for i = 1, · · · , n, fi = f |[ti−1,ti] is smooth; for j = 1, · · · ,m, gj = g|[t′j−1,t′j ]
is also smooth. Denote the Hamiltonian functions generating {fi}
n
i=1, {gj}
m
j=1 by
{Fi}
n
i=1 and {Gj}
m
j=1 respectively. For 0 ≤ i ≤ n, set si =
ti
2 , for n+ 1 ≤ i ≤ n+m,
set si =
t′i−n+1
2 , then
0 = s0 < s1 < · · · < sn =
1
2
< sn+1 < · · · < sn+m = 1
is a division of [0, 1], and at this time (g♯f)i = g♯f |[si−1,si] is smooth for i = 1, · · · , n+
m. Denote the Hamiltonian function generating (g♯f)i by Hi : M × [si−1, si] → R,
then
Hi(x, s) = 2Fi(x, 2s), 1 ≤ i ≤ n,
Hi(x, s) = 2Gi−n(x, 2s − 1), n+ 1 ≤ i ≤ n+m.
By definition we have
dk(φ,ϕ) ≤ Lengthk(g♯f) =
n+m∑
j=1
Lengthk
(
(g♯f)j
)
=
n+m∑
j=1
k∑
i=0
∫ sj
sj−1
∥∥∥∥∂i(Hj(x, s))∂si
∥∥∥∥
∞
ds
=
n∑
j=1
k∑
i=0
∫ sj
sj−1
∥∥∥∥∂i(2Fj(x, 2s))∂si
∥∥∥∥
∞
ds
+
n+m∑
j=n+1
k∑
i=0
∫ sj
sj−1
∥∥∥∥∂i(2Gj−n(x, 2s − 1))∂si
∥∥∥∥
∞
ds
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=n∑
j=1
k∑
i=0
∫ tj
2
tj−1
2
2i+1
∥∥∥(Fj)(i)2 (x, 2s)∥∥∥
∞
ds
+
n+m∑
j=n+1
k∑
i=0
∫ t′j−n+1
2
t′
j−1−n
+1
2
2i+1
∥∥∥(Gj−n)(i)2 (x, 2s − 1)∥∥∥
∞
ds
=
n∑
j=1
k∑
i=0
∫ tj
tj−1
2i
∥∥∥(Fj)(i)2 (x, s)∥∥∥
∞
ds+
m∑
j=1
k∑
i=0
∫ t′j
t′
j−1
2i
∥∥∥(Gj)(i)2 (x, s)∥∥∥
∞
ds
≤2k
 n∑
j=1
k∑
i=0
∫ tj
tj−1
∥∥∥∥∂i(Fj(x, s))∂si
∥∥∥∥
∞
ds+
m∑
j=1
k∑
i=0
∫ t′j
t′j−1
∥∥∥∥∂i(Gj(x, s))∂si
∥∥∥∥
∞
ds

=2k
 n∑
j=1
Lengthk(fj) +
m∑
j=1
Lengthk(gj)

=2k (Lengthk(f) + Lengthk(g)) .
Take the infimum for all f ∈ Ω(φ, θ) and g ∈ Ω(θ, ϕ) at the right hand of the
above equation respectively, we obtain the desired triangle inequality dk(φ,ϕ) ≤
2k(dk(φ, θ) + dk(θ, ϕ)).
(iii) Because dk ≥ d0 = dH, the non-degeneracy of dk is obvious.
(iv) Firstly, we prove the right-invariance of dk. Let f ∈ Ω(φ,ϕ) be generated by
{Fi, 1 ≤ i ≤ n} as above. Then (f ◦ θ)(t) := f(t)θ defines an element f ◦ θ in
Ω(φθ, ϕθ), and f◦θ|[ti−1,ti] also correspond to (time-dependent) Hamiltonian functions
Fi, i = 1, · · · , n. So Lengthk(f) = Lengthk(f ◦ θ). Hence,
dk(φ,ϕ) = inf
f
{Lengthk(f)} = inf
f
{Lengthk(f ◦ θ)}
= inf
g∈Ω(φθ,ϕθ)
{Lengthk(g)} = dk(φθ, ϕθ).
Next we prove the left-invariance of dk. Let f as above. Then θ ◦ f(t) := θ(ft(x))
defines an element θ ◦ f in Ω(θφ, θϕ), and θ ◦ f |[ti−1,ti] correspond to Hamiltonian
functions Fi(θ
−1(·), t), i = 1, · · · , n. So Lengthk(f) = Lengthk(θ ◦ f). By the same
argument as above, we get dk(φ,ϕ) = dk(θφ, θϕ). ✷
2.2 Proof of Theorems 1.10, 1.11
Following [30, 13] we first prove
Lemma 2.1 Assume ψ1, ψ2, · · · , ψm ∈ Ham(R
2n, ω0) have properly separated sup-
ports. Then
‖ψ1ψ2 · · ·ψm‖
∗
k ≤ 2(k + 1)max
j
‖ψj‖
∗
k.
Proof. Given ε > 0, by (1.23) we have fj ∈ Ω(id, ψj) such that Length
∗
k(fj) <
‖ψj‖
∗
k + ε, j = 1, · · · ,m. Let Hj be the corresponding normalized Hamiltonian
functions of fj, j = 1, · · · ,m. Then |||Hj |||k = Length
∗
k(fj) ≤ ‖ψj‖
∗
k + ε. Through a
11
refinement, we could suppose that there exists a common division of time 0 = t0 <
t1 < · · · < tn = 1 such that H
i
j := Hj|[ti−1,ti] is smooth for every 1 ≤ j ≤ m, 1 ≤ i ≤ n.
Using the same notations as those of [14], we set Sj = supp(ψj), choose R > 0
such that supp(Hj) ⊂ BR(x
∗
j )× [0, 1] with x
∗
j ∈ Sj, and then vectors vj such that the
sets BR(Sj + vj) are disjoint. Let τ ∈ Ham(M,ω) be the map associated to the Sj
guaranteed by Lemma 8 on the page 175 of [14], and let ψˆj = τψjτ
−1 and
fˆj(t) = τfj(t)τ
−1, j = 1, · · · ,m.
Then the corresponding normalized Hamiltonian function with fˆj is given by
Hˆj(x, t) = Hj(τ
−1(x), t) = Hj(x− vj, t),
and thus the corresponding normalized Hamiltonian function with
fˆ1fˆ2 · · · fˆm ∈ Ω(id, ψˆ1ψˆ2 · · · ψˆm)
is Hˆ = Hˆ1 + · · · + Hˆm. It follows that
‖ψ1ψ2 · · ·ψm‖
∗
k = ‖ψˆ1ψˆ2 · · · ψˆm‖
∗
k ≤ |||Hˆ |||k.
By the definition in (1.22) we have si ∈ [0, 1], i = 0, · · · , k, such that
|||Hˆ |||k =
k∑
i=0
max
1≤l≤n
max
tl−1≤t≤tl
(
sup
x
∂iHˆ l
∂ti
− inf
x
∂iHˆ l
∂ti
)
=
k∑
i=0
(
sup
x
∂iHˆ
∂ti
(x, si)− inf
x
∂iHˆ
∂ti
(x, si)
)
=
k∑
i=0
[
max
1≤j≤m
(
sup
x
∂iHˆj
∂ti
(x, si)
)
− min
1≤j≤m
(
inf
x
∂iHˆj
∂ti
(x, si)
)]
≤
k∑
i=0
2 max
1≤j≤m
(∥∥∥∥∥∂iHˆj∂ti (·, si)
∥∥∥∥∥
∞
)
≤
k∑
i=0
2 max
1≤j≤m
(
max
t∈[0,1]
∥∥∥∥∥∂iHˆj∂ti (·, t)
∥∥∥∥∥
∞
)
≤ 2(k + 1) max
1≤j≤m
(
k∑
i=0
max
t∈[0,1]
∥∥∥∥∥∂iHˆj∂ti (·, t)
∥∥∥∥∥
∞
)
= 2(k + 1) max
1≤j≤m
|||Hˆj |||k
≤ 2(k + 1)max
j
‖ψj‖
∗
k + 2(k + 1)ε.
This holds for every ε > 0 and the lemma is proved. ✷
Proof of Theorem 1.11. Given ε > 0, as in the proof of [30, 13] we can construct
maps ψj , 0 ≤ j ≤ N satisfying d
∗
k(ψj , ψj+1) < ε, and maps ϕj(0 ≤ j ≤ 2N), αj(1 ≤
12
j ≤ N), βj(0 ≤ j ≤ N) with ‖ϕ0‖
∗
k ≤ e
∗
p,k(U) + ε. Then we have
‖ϕH‖
∗
k = ‖βN‖
∗
k =
∥∥∥∥∥∥(
N∏
j=1
αjβj)(
N−1∏
j=0
αj+1βj)
−1
∥∥∥∥∥∥
∗
k
≤ 2k+2(k + 1)
(
max
1≤j≤N
‖αjβj‖
∗
k + max
0≤j≤N−1
‖αj+1βj‖
∗
k
)
(because ‖φψ‖∗k ≤ 2
k+1(‖φ‖∗k + ‖ψ‖
∗
k) by Theorem 1.9). We can estimate
‖αjβj‖
∗
k ≤ 2
k+1
[
‖ϕ2j−1‖
∗
k + 2
k+1(‖ϕ−12j−1ϕ2j‖
∗
k + ‖ϕ2j‖
∗
k)
]
≤ 2k+1‖ϕ0‖
∗
k + 2
3k+3(‖ϕ2j−1‖
∗
k + ‖ϕ2j‖
∗
k) + 2
2k+2‖ϕ0‖
∗
k
= (2k+1 + 22k+2 + 23k+4)‖ϕ0‖
∗
k.
Similarly we have
‖αj+1βj‖
∗
k ≤ 2
k+1
[
‖ϕ2j+1‖
∗
k + 2
k+1(‖ψj+1ψ
−1
j ψjϕ
−1
2j+1ϕ2jψ
−1
j ‖
∗
k + ‖ϕ2j‖
∗
k)
]
≤ 2k+1‖ϕ0‖
∗
k + 2
3k+3(‖ψj+1ψ
−1
j ‖
∗
k + ‖ϕ
−1
2j+1ϕ2j‖
∗
k) + 2
2k+2‖ϕ0‖
∗
k
≤ (2k+1 + 22k+2 + 24k+5)‖ϕ0‖
∗
k + 2
3k+3d∗k(ψj+1, ψj).
Summing up, we have
‖ϕH‖
∗
k ≤ 2
k+2(k + 1)(2k+2 + 22k+3 + 23k+4 + 24k+5)‖ϕ0‖
∗
k + 2
4k+5(k + 1)ε
≤ 22k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3)e∗p,k(U) +
22k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3)ε+ 24k+5(k + 1)ε.
Since ε > 0 is arbitrary, the proof is finished. ✷
Carefully checking the proof of Proposition 6 in [13] (or [14, Lemma 10]) and
replacing E and ep therein we still have for our ‖ · ‖
∗
k and e
∗
p,k:
Lemma 2.2 Let ψ ∈ Ham(R2n, ω0) with ψ 6= id and let δ > |ψ − id|C0 . For every
Q ⊂ R2n open and satisfying Q ∩ supp(ψ) 6= ∅, there exists a ϕ ∈ Ham(R2n, ω0)
satisfying
(i) ϕ|Q = ψ|Q
(ii) supp(ψ) ⊂ U
(iii) ‖ϕ‖∗k ≤ 2
2k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3)e∗p,k(U),
where U is the intersection of Bδ(Q) with the convex hull of supp(ψ), and Bδ(Q) =
{x|dist(x,Q) < δ}.
Similarly, corresponding to [13, Corollary 7] or [14, Lemma 11] we have
Lemma 2.3 Let U = (a1, a2) × (b1, b2) ⊕ R
2n−2. Then for ψ ∈ Ham(R2n, ω0) with
supp(ψ) ⊂ U it holds that
‖ϕ‖∗k ≤ 2
2k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3)(a2 − a1)(b2 − b1).
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Proof of Theorem 1.10. Let {ϕj}j∈I be as in the proof of [14, Theorem 9]. Cor-
responding to the inequality (iii) on the page 180 of [14], we have
‖ϕj‖
∗
k ≤ 2
2k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3)e∗p,k(Uj).
And similar to [14, (5.32)] we have estimate
‖
∏
j∈I
ϕj‖
∗
k ≤ 2(k + 1)max
j∈I
‖ϕj‖
∗
k
≤ 2(k + 1)22k+4(k + 1)(1 + 2k+1 + 22k+2 + 23k+3) · 2(ε+ δ1)R
≤ 22k+6(k + 1)2(1 + 2k+1 + 22k+2 + 23k+3)Rδ.
Thus
‖ψ‖∗k ≤ 2
k+1(‖ψθ‖∗k + ‖θ‖
∗
k)
= 2k+1(‖
∏
ϕˆj‖
∗
k + ‖
∏
ϕj‖
∗
k)
≤ 23k+8(k + 1)2(1 + 2k+1 + 22k+2 + 23k+3)Rδ.
This holds true for every δ > |ψ − id|C0 , and we conclude that
‖ψ‖∗k ≤ 2
3k+8(k + 1)2(1 + 2k+1 + 22k+2 + 23k+3)R|ψ − id|C0 ,
where R = diameter
(
supp(ψ)
)
. Finally we have the inequality:
d∗k(ϕ,ψ) ≤ 2
3k+8(k + 1)2(1 + 2k+1 + 22k+2 + 23k+3) diameter
(
supp(ϕψ−1)
)
|ϕ− ψ|C0 ,
✷
2.3 Proof of Theorem 1.12
When k = 0 and p ∈ [1,∞) this is the result in [9]. We shall assume that either k = 0
and 0 < p < 1 or k ∈ N and 0 < p < 1/k below.
The proof ideas are same as those of [9]. Given a bi-invariant pseudo quasimetric
ρ on Ham(M,ω), the (ρ-)displacement energy of a subset A ⊂M is defined by
eρ(A) = inf{ρ(id, g)| g ∈ Ham(M,ω) such that g(A) ∩A = ∅}. (2.2)
As in the proof of [9, Th.2.2.A] we may obtain:
Claim 2.4 Every nonempty open subset of M has positive displacement energy with
respect to a bi-invariant quasimetric on Ham(M,ω).
So it suffices to prove that the displacement energy associated with d(k,p) (0 < p <
1/k) vanishes for some embedded open ball in M . In fact, using Darboux theorem,
we can choose a chart M ⊃ U ∋ w → (x1(w), · · · , xn(w), y1(w), · · · , yn(w)) ∈ R
2n
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so that the symplectic form ω =
∑n
i=1 dxi ∧ dyi on it. Replacing ω by Nω for some
large N > 0 we may assume
U ⊃ B(0, 4) =
{
(x, y) ∈ R2n
∣∣∣ n∑
i=1
(x2i + y
2
i ) < 16
}
, A = B(0, 1).
Consider a Hamiltonian isotopy {ht}, t ∈ [0, 1] such that when restricted to U , ht
is simply a shift by 2t along the y1 coordinate. Assume that {ht} is generated by H,
then H(x, y, t) = 2x1 on U (H is not normalized). Clearly h1(A) ∩A = ∅.
Fixed a smooth cut-off function δ : R→ [0, 1], such that δ ≡ 1 for |t| ≤ 1/4, δ ≡ 0
for |t| ≥ 3/4. Set δm(t) = δ(mt). When M is open, we can define a sequence of
functions {Gm}m∈N as follows:
Gm(x, y, t) =
{
2x1δm(
√
|x|2 + |y − (2t, 0, · · · , 0)|2 − 1) (x, y) ∈ U
0 (x, y) /∈ U.
(2.3)
Gm is smooth on M . The support of Gm is contained in a neighborhood of ht(∂A)
for each t ∈ [0, 1] and tends to ht(∂A) as m → ∞. Since for every t the function
Gm(·, t) coincides with H near ht(∂A), we conclude that the Hamiltonian vector field
of Gm is equal to XH near ht(∂A) for every m. Hence the Hamilton isotopy {φ
t
Gm
}
of Gm satisfies φ
t
Gm
(∂A) = ht(∂A) and so φGm(∂A) ∩ ∂A = ∅. But this obviously
implies that φGm(A) ∩A = ∅.
Clearly, for 0 < p <∞ we have
∫ 1
0 ‖Gm(·, t)‖pdt→ 0 as m→∞.
Next we prove that for each 1 ≤ i ≤ k,∥∥∥∥∂iGm∂ti (·, t)
∥∥∥∥p
p
→ 0 uniformly in t ∈ [0, 1] as m→∞
For simplicity we write r =
√
(|x|2 + |y − (2t, 0, · · · , 0)|2). In U we have
∂iGm
∂ti
(x, y, t) = mix1δ
(i)
m (r − 1) · 2
i+1
(t− y1
r
)i
+mi−1L(x, y, t).
Here L is a combination of δ
(j)
m , 1 ≤ j ≤ i − 1. Its coefficients are rational functions
of x, y, t which are bounded in C0-norm near ht(∂A). Hence,∥∥∥∂iGm
∂ti
(·, t)
∥∥∥p
p
=
∫
U
mip
∣∣∣x1δ(i)m (r − 1) · 2i+1( t− y1r
)i
+
1
m
L(x, y, t)
∣∣∣pωn
≤ Cmip
∫
Σ1∪Σ2
ωn = Cmip
(
Vol(Σ1) + Vol(Σ2)
)
,
where C > 0 is a constant depending on δ, Σ1 is a region bounded by two spheres
whose radiuses are 1+ 14m , 1+
3
4m respectively, and Σ2 is a similar region with radiuses
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1− 14m , 1−
3
4m respectively. So we have∥∥∥∥∂iGm∂ti (·, t)
∥∥∥∥p
p
≤
πn
n!
Cmip
[(
1 +
3
4m
)2n
−
(
1 +
1
4m
)2n
+
(
1−
1
4m
)2n
−
(
1−
3
4m
)2n]
=
πn
n!
Cmip
[
2
m
+O
(
1
m2
)]
.
Since ip ≤ kp < 1, so the above expression tends to zero when m→∞.
When M is closed, we could find an open set V disjoint with the above U , and
shrinking U properly we can also assume that V is symplectomorphic to U . Then
we can define a function G˜m on V which is the same form as Gm in (2.3) but with
a minus in front additionally. Define Km to be the sum of Gm and G˜m. Then Km
is a normalized Hamiltonian function such that φKm(A) ∩ A = ∅. Using the same
estimates as above for Gm and G˜m respectively, we derive∥∥∥∥∂iKm∂ti (·, t)
∥∥∥∥
p
→ 0 uniformly in t ∈ [0, 1] as m→∞.
All these lead to the first conclusion.
Note that {φ ∈ Ham(M,ω) | ρ(idM , φ) = 0} is also a normal subgroup of Ham(M,ω)
for any bi-invariant pseudo quasimetric ρ on Ham(M,ω). The second claim follows
from Banyaga’s theorem as in [27].
✷
3 Extensions
It is a natural question to extend bi-invariant pseudo-metric on Ham(M,ω) to the
group of symplectic diffeomorphisms. There exist different ways realizing this. We
only use the method by Lalonde and Polterovich [16], and one by Banyaga [2].
3.1 The method by Lalonde and Polterovich
Each φ ∈ Symp(M,ω) induces an isometry with respect to the Hofer metric,
Cφ : Ham(M,ω)→ Ham(M,ω), f 7→ Cφf := φfφ
−1.
For α ∈ (0,∞] it was shown in [16, Proposition 1.2.A] that
rα(φ) := sup{dH(f,Cφf) | f ∈ Ham(M,ω) & ‖f‖H ≤ α} (3.1)
defines a bi-invariant function rα and rα(φ) ≤ 2α ∀φ ∈ Symp(M,ω). In particular,
rα is an bi-invariant norm on Symp(M,ω) if α ∈ (0,∞). We say φ ∈ Symp(M,ω) to
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be bounded if the function (0,∞) ∋ α 7→ rα(φ) is bounded, or equivaliently Cφ is
C0-bounded, i.e.,
r∞(φ) = sup{dH(f,Cφf) | f ∈ Ham(M,ω)} <∞. (3.2)
By the bi-invariance of the Hofer metric dH the set of all bounded symplectomorphism
in Symp(M,ω) form a normal subgroup of Symp(M,ω), denoted by BI(M). Set
BI0(M) = BI(M) ∩ Symp0(M), where Symp0(M) is the connected component of
Symp(M,ω) containing the identity map. Every φ ∈ Ham(M,ω) is bounded and
r∞(φ) ≤ 2‖φ‖H because
dH(f,Cφf) = dH(id, [φ, f ]) ≤ 2‖φ‖H , ∀f ∈ Ham(M,ω). (3.3)
Hence Ham(M,ω) is a subgroup of BI0(M). These motivated Lalonde and Polterovich
to propose the so-called bounded isometry conjecture.
Conjecture 1 ([16, Conjecture 1.3.A]) BI0(M) = Ham(M,ω).
They proved it in [16] for some cases, for example, M is any closed surface with
area form or M is a product of closed surfaces of genus greater than 0 with product
symplectic form. For recent progresses the reader may refer to [15, 11, 7, 25].
Now let us consider corresponding questions with metric dk. For each φ ∈
Symp(M,ω) it is easy to check that Cφ is still an isometry of Ham(M,ω) with respect
to the quasi-norm ‖ · ‖k = dk(id, ·). Corresponding to (3.1) we define
rα,k(φ) := sup{dk(f,Cφf) | f ∈ Ham(M,ω) & ‖f‖k ≤ α} (3.4)
for each α ∈ (0,∞]. It is also bi-invariant and satisfies
rα,k(φ) ≤ 2
k+1α, ∀φ ∈ Symp(M,ω). (3.5)
Actually, the function rα,k is a quasi-norm on Symp(M,ω) by the following:
Lemma 3.1 For every k ≥ 0, α ∈ (0,∞], the function rα,k on Symp(M,ω) defined
above is conjugate invariant, assumes the value 0 only at the identity, and satisfies
the quasi-triangle inequality
rα,k(φψ) ≤ 2
k(rα,k(φ) + rα,k(ψ)).
Proof. (i) The conjugate invariance of rα,k. For φ,ϕ ∈ Symp(M,ω) we have
rα,k(ϕφϕ
−1) = sup
{f |‖f‖k≤α}
dk(f, ϕφϕ
−1fϕφ−1ϕ−1)
= sup
{f |‖f‖k≤α}
dk(ϕ
−1fϕ, φϕ−1fϕφ−1)
= sup
{g|‖g‖k≤α}
dk(g, φgφ
−1) (setting g = ϕ−1fϕ)
= rα,k(φ).
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(ii) The non-degeneracy of rα,k. If rα,k(φ) = 0, then dk(f, φfφ
−1) = 0 for each
f ∈ Ham(M,ω), ‖f‖k ≤ α. By the non-degeneracy of dk, we have f = φfφ
−1.
Suppose that f is generated by Hamiltonian function F . Then φfφ−1 is generated
by F ◦ φ−1. Hence F = F ◦ φ−1. By the arbitrariness of F , we have φ = id.
(iii) The quasi-triangle inequality holds for rα,k.
rα,k(φψ) = sup
{f |‖f‖k≤α}
dk(f, φψfψ
−1φ−1)
≤ 2k
(
sup
{f |‖f‖k≤α}
dk(f, φfφ
−1) + sup
{f |‖f‖k≤α}
dk(φfφ
−1, φψfψ−1φ−1)
)
= 2k (rα,k(φ) + rα,k(ψ)) .
✷
If r∞,k(φ) < ∞ we call φ a k-bounded isometry. Clearly, every k-bounded
symplectomorphism is bounded. As in (3.3) for φ ∈ Ham(M,ω) we have
dk(f,Cφf) = dk(id, [φ, f ]) ≤ 2
k+1‖φ‖k, ∀f ∈ Ham(M,ω) (3.6)
and thus r∞,k(φ) ≤ 2
k+1‖φ‖k.
Let
BIk(M) = {φ ∈ Symp(M,ω) | r∞,k(φ) <∞} and
BIk,0(M) = BIk(M) ∩ Symp0(M),
which correspond to the sets BI(M) and BI0(M) respectively. It is obvious that
BI(M) ⊇ BI1(M) ⊇ BI2(M) ⊇ · · · ⊇ BIk(M) ⊇ · · · ⊇ Ham(M,ω)
because (3.6) and ‖ · ‖H = ‖ · ‖0 ≤ ‖ · ‖1 ≤ · · · ≤ ‖ · ‖k ≤ · · · . It is probably that
BIk(M) 6= BI(M) for some k ∈ N and M . Corresponding to Conjecture 1 we have
Conjecture 2 For every symplectic manifold M and every integer m ∈ N ∪ {0},
∞⋂
k=m
BIk,0(M) = BIm−1,0(M). (BIC)m
In particular, for every symplectic manifold M ,
∞⋂
k=0
BIk,0(M) = Ham(M,ω). (WBIC)
Here (WBIC) means weak bounded isometry conjecture. Clearly, the proof of (WBIC)
is more hopeful than one of Conjecture 1. In particular, all manifolds mentioned
above satisfy (BIC)m and (WBIC).
In the following we shall point out that many results in [16] can be generalized to
the case of our quasi-metrics. Carefully checking the proof of Theorem 1.3.F in [16]
we immediately obtain the following generalization of it.
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Proposition 3.2 Suppose that a symplectic manifold (M,ω) satisfies BIk,0(M) =
Ham(M,ω) for some k ∈ N ∪ {0}. Then every symplectomorphism φ ∈ Symp(M,ω)
which acts nontrivially on H1c (M,R) is k-unbounded.
Since a k-bounded symplectomorphism is also bounded, the following two propo-
sitions are, respectively, direct consequences of Theorems 1.4.A, 1.3.C in [16].
Proposition 3.3 If a closed Lagrangian submanifold L ⊂ (M,ω) admits a Rieman-
nian metric with non-positive sectional curvature, and the inclusion L →֒ M in-
duces an injection on fundamental groups, then φ(L) ∩ L 6= ∅ for every k-bounded
φ ∈ Symp(M,ω).
Proposition 3.4 Let S be a closed surface of genus greater than 0 and let (W,ωW )
be closed and weakly exact (i.e., ωW |π2(W ) = 0). Suppose that φ× ψ be a k-bounded
symplectomorphism of (S ×W,ωS ⊕ ωW ). Then the symplectomorphism φ is Hamil-
tonian.
Finally, we give the corresponding result of Theorem 5.1.A in [16].
Theorem 3.5 For the standard symplectic space (R2n, ω0), any compactly supported
symplectic diffeomorphism φ of R2n is k-bounded. Precisely, we have
r∞,k(φ) = sup{dk(f,Cφf) | f ∈ Ham(R
2n, ω0)} ≤ 2
3k+2E(supp(φ)),
where E(supp(φ)) is the cylindrical capacity of supp(φ). Recall that cylindrical ca-
pacity E(X) of a bounded subset X ⊂ R2n is definded by
inf
{
c > 0 | ∃ φ ∈ Ham(R2n, ω0) such that φ(X) ⊂ B
2(c) × R2n−2
}
,
where B2(c) stands for a disc of area c.
This result can be proved along the proof lines of [16, Theorem 5.1.A]. For the
sake of completeness we give the proof of it. Firstly, we give a corresponding lemma
with Lemma 5.1.B in [16].
Lemma 3.6 For all maps φ ∈ Symp(R2n, ω0) and f, g ∈ Ham(R
2n, ω0),
dk(f,Cφf) ≤ 2
kdk(f,Cgφg−1f) + 2
3k+2‖g‖k.
Proof. The quasi-triangle inequality implies that
dk(f,Cφf) ≤ 2
k(dk(f,Cgφg−1f) + dk(Cφf,Cgφg−1f)).
Write I = dk(Cφf,Cgφg−1f). Then
I = dk(φfφ
−1, gφg−1fgφ−1g−1) = dk(f, φ
−1gφg−1fgφ−1g−1φ)
= dk(C[g,φ−1]f, f),
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By Lemma 3.1 we have
I ≤ r∞,k([g, φ
−1]) = r∞,k(gφ
−1g−1φ)
≤ 2k(r∞,k(g) + r∞,k(φ
−1g−1φ))
= 2k+1r∞,k(g) ≤ 4
k+1‖g‖k
because of (3.6). ✷
Lemma 3.7 Suppose that K is a compact subset in R2n, and that L ⊂ R2n is a
hyperplane so that K lies on the left of L. Let g be a compactly supported Hamiltonian
diffeomorphism such that g(K) sits in the right side of L, and let L′ be an arbitrary
hyperplane parallel to L such that g(K) lies between L and L′. Then there exists
another compactly supported Hamiltonian diffeomorphism g′ such that ‖g′‖k = ‖g‖k
and g′(K) lies on the right of L′.
Proof. Let (x1, y1, · · · , xn, yn) denote the coordinates in R
2n. Without loss of gen-
erality we may assume that for some v > 0 and ε > 0,
L = {x1 = 0} and L
′ = {x1 = v},
x1 < −ε ∀(x1, y1, · · · , xn, yn) ∈ K.
Choose a cut off function η(t) : R→ [0, 1] satisfying
η|(−∞,−ε] = 0 and η|[0,+∞) = 1.
Let S : R2n → R2n be the Hamiltonian diffeomorphism generated by the function
R2n ∋ (x1, y1, · · · , xn, yn) 7→ H(x1, y1, · · · , xn, yn) = η(x1) · vy1 ∈ R.
(It is not compactly supported!) It is easily checked that
S((x1, y1, · · · , xn, yn) = (x1, y1, · · · , xn, yn) if x1 < −ε,
S((x1, y1, · · · , xn, yn) = (x1 + v, y1, · · · , xn, yn) if x1 > 0.
Set g′ := SgS−1. It is also a compactly supported Hamiltonian diffeomorphism and
‖g′‖k = ‖g‖k by the bi-invariance of the quasi-metric dk. Clearly
g′(K) = Sg(K) = g(K) + (v, 0, · · · , 0)
lies on the right of L′. ✷
Proof of Theorem 3.5. By the definition of the cylindrical capacity, for a sufficiently
small δ > 0, there exists a Hamiltonian diffeomorphism ψ such that
ψ(supp(φ)) ⊂ B2(c)× R2n−2, where c < E(supp(φ)) + δ.
By composing with a suitable Hamiltonian diffeomorphism we may assume that
ψ(supp(φ)) sits in Q × R2n−2, where Q is an open square in the (x1, y1)-plane with
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area c. Note that the displacement energy of Q is just c. By the example shown in
[27, p.17], there exists a Hamiltonian isotopy {gt} ⊂ Ham(R
2, ω0) with the time-1
map g satisfying Length(gt) = c and Q∩ g(Q) = ∅. Since the Hamiltonian of the flow
{gt} may be chosen to be autonomous, we have ‖g‖k ≤ Lengthk(gt) = Length(gt) = c.
Then for g˜ := g × id : R2n → R2n, we have
‖g˜‖k ≤ ‖g‖k ≤ c < E(supp(φ)) + δ.
Obverse that ψ(supp(φ)) and g˜ψ(supp(φ)) have a positive distance. We can con-
struct a hyperplane L lying between ψ(supp(φ)) and g˜ψ(supp(φ)) such that ψ(supp(φ))
strictly sits in the left side of L. For an arbitrary fixed f ∈ Ham(R2n, ω0), since
supp(f) is a compact set of R2n by the assumption we may choose a hyperplane L′
parallel to L such that g˜ψ(supp(φ)) strictly lies between L and L′ and that ψ(supp(f))
strictly sits in the left side of L′. Applying Lemma 3.7 to K = ψ(supp(φ)) we get a
Hamiltonian diffeomorphism g˜′ such that ‖g˜′‖k = ‖g˜‖k < E(supp(φ)) + δ and that
g˜′(K) lies in the right side of L′ and hence
g˜′(ψ(supp(φ))) ∩ ψ(supp(f)) = ∅.
It follows that C(ψ−1g˜′ψ)φ(ψ−1 g˜′ψ)−1f = f since f(supp(f)) = supp(f). So Lemma 3.6
leads to
dk(f,Cφf) ≤ 2
3k+2‖ψ−1g˜′ψ‖k = 2
3k+2‖g˜′‖k < 2
3k+2E(supp(φ)) + 23k+2δ.
Since δ can be chosen arbitrarily small, the desired estimate is obtained. ✷
Finally, as in [16, 5.2] using Lemma 3.1 and Proposition 3.5 we deduce that the
functions
Dk(f, g) = r∞,k(g
−1f), k = 0, 1, 2, · · · (3.7)
give a sequence of non-degenerate bi-invariant quasi-metrics on the group Sympc(R
2n, ω0)
of all compactly supported symplectomorphisms of (R2n, ω0).
3.2 Banyaga’s method
Let (M,ω) be a closed (i.e., compact and without boundary) symplectic manifold.
For a smooth path [a, b] ∋ t 7→ φt ∈ Symp(M,ω), (which means the mapping (x, t) 7→
φt(x) to be smooth), it determines a unique smooth family of symplectic vector
fields, φ˙t(x) =
dφt
dt
◦φ−1t (x), whose dual 1-form iφ˙tω is closed. When [a, b] = [0, 1] and
φ0 = id, Φ := {φt} is called a symplectic isotopy on (M,ω).
Fix a Riemannian metric g on M . A symplectic vector field X on M is said
to be a harmonic vector field if iXω is a harmonic form; and a smooth path
[a, b] ∋ t 7→ φt ∈ Symp(M,ω) is called harmonic if each form iφ˙tω is harmonic. In
particular, a symplectic isotopy Φ = {φt} on (M,ω) is called a harmonic isotopy
if it is a harmonic path in Symp(M,ω).
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Lemma 3.8 ([2, Lemma 1]) Any smooth path [a, b] ∋ t 7→ φt ∈ Symp(M,ω) can
be decomposed in a unique way as φt = ρtψt, where [a, b] ∋ t 7→ ρt ∈ Symp(M,ω) is
a harmonic path and [a, b] ∋ t 7→ ψt ∈ Ham(M,ω) is a (smooth) Hamiltonian path.
In particular, if φt is a Hamiltonian path, then φt = ψt and ρt = id.
Fix a basis {h1, · · · , hr} of harmonic 1-forms, where r = dimH
1(M,R). The
space of harmonic 1-forms on M is equipped with the following Euclidean metric:
|h| =
∑
i
|λi| if h =
∑
i
λihi. (3.8)
Banyaga defined in [2] the length of a symplectic isotopy Φ = {φt} by
lHL(Φ) =
∫ 1
0
(
|Ht|+ (max
x
Ut −min
x
Ut)
)
dt, (3.9)
where Ht and Ut are smooth families of harmonic 1-forms and functions respectively
and satisfy the Hodge decomposition
i
φ˙t
ω = Ht + dUt. (3.10)
Clearly, for a Hamiltonian isotopy Φ the formula (3.9) reduces to (1.2). As for (1.2)
we can prove that lHL(Φ) is independent of the choice of parametrization of the path
Φ. However we don’t have lHL(Φ) = lHL(Φ
−1) in general, where Φ−1 = {φ−1t }.
In [2] the energy e(φ) of any φ ∈ Symp0(M,ω) is defined by
e(φ) = inf
Φ
(lHL(Φ)),
where Φ runs over all symplectic isotopies connecting the identity and φ. The so
called Hofer-like metric is the map
‖ · ‖HL : Symp0(M,ω)→ R ∪ {∞}, φ 7→
1
2
(
e(φ) + e(φ−1)
)
,
which is actually a norm on Symp0(M,ω). Notice that the norm ‖ · ‖HL depends on
the choice of the Riemannian metric g on M and the choice of the Euclidean norm
| · | on the space of harmonic 1-forms. However, different choices for g and | · | yield
equivalent metrics. The Hofer-like distance dHL on each connected component
of Symp(M,ω) is defined by dHL(φ,ψ) := ‖φψ
−1‖HL. It is right invariant, but
not left invariant. When Φ is a Hamiltonian isotopy, (3.9) reduces to (1.2), thus
‖φ‖HL ≤ ‖φ‖H ∀φ ∈ Ham(M,ω). Moreover the subgroup Ham(M,ω) is closed in
Symp(M,ω) endowed with the metric topology defined by ‖ · ‖HL. As expected by
Banyaga, Buss and Leclercq [6] showed that the restriction of the Hofer-like metric
to Ham(M,ω) is equivalent to the Hofer metric.
Given any smooth symplectic path α : [a, b]→ Symp(M,ω), we have a decompo-
sition as (3.10), iα˙(t)ω = Ht + dUt. For every integer k = 0, 1, 2, · · · , we define the
k-length of α as
lHL,k(α) :=
k∑
i=0
∫ b
a
[∣∣∣∣∂iHt∂ti
∣∣∣∣+ (maxx ∂iUt∂ti −minx ∂iUt∂ti
)]
dt. (3.11)
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where |·| is as in (3.8). Obviously, lHL,0(α) = lHL(α). But when k ≥ 1, lHL,k depends
on the choice of parametrization of the path which is different from lHL.
A continuous path Φ : [0, 1] → Symp0(M,ω) is called a piecewise smooth
symplectic isotopy if there exists a division 0 = t0 < t1 < · · · < tn = 1, n ∈ N, such
that for each i = 1, · · · , n, Φi = Φ|[ti−1,ti] is smooth, and Φ(0) = id. We define the
k-length of Φ as
lHL,k(Φ) :=
n∑
i=1
lHL,k(Φi).
For any φ ∈ Symp0(M,ω), let Ω(φ) be the set of all piecewise smooth isotopies
Φ : [0, 1]→ Symp0(M,ω) with Φ(1) = φ. Define the energy of φ by
ek(φ) := inf
{
lHL,k(Φ)
∣∣∣Φ ∈ Ω(φ)} ,
and the corresponding Hofer-like k-metric by
‖φ‖HL,k =
1
2
(
ek(φ) + ek(φ
−1)
)
, k = 0, 1, · · · .
We define the Hofer-like k-distance by
dHL,k(φ,ψ) := ‖φψ
−1‖HL,k
on every connected component of Symp(M,ω).
Proposition 3.9 On a closed symplectic manifold (M,ω) with a fixed Riemannian
metric g, we have
(i) ‖ · ‖HL = ‖ · ‖HL,0 ≤ ‖ · ‖HL,1 ≤ ‖ · ‖HL,2 ≤ · · · ,
(ii) for each k, ‖ · ‖HL,k is a quasi-norm on Symp0(M,ω).
Proof. (i) Notice that the corresponding Lemma 1.2 still hold in the current context.
Hence for φ ∈ Symp0(M,ω), we have e0(φ) = e(φ), so ‖ · ‖HL,0 = ‖ · ‖HL.
(ii) Symmetry: By definition, if φ,ψ ∈ Symp(M,ω) is in the same connect compo-
nent, then dHL,k(φ,ψ) = dHL,k(ψ, φ).
Non-degeneracy: By (i) and the non-degeneracy of ‖ · ‖HL, this is obvious.
The quasi-triangle inequality: Since the proof is similar to the one of property (ii)
in Theorem 1.4, we skip some details and only outline the ideas of the proof. For any
two symplectomorphisms φ,ψ ∈ Symp0(M,ω), we choose
Ω(φ) ∋ Φ : [0, 1]→ Symp0(M,ω) and
Ω(ψ) ∋ Ψ : [0, 1]→ Symp0(M,ω).
Define the concatenation product Φ ∗Ψ of Φ and Ψ by
Φ ∗Ψ(t) =
{
Ψ(2t) 0 ≤ t ≤ 1/2
Φ(2t− 1)ψ 1/2 ≤ t ≤ 1.
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then Φ ∗Ψ ∈ Ω(φψ). By definition we have
ek(φψ) ≤ lHL,k(Φ ∗Ψ) ≤ 2
k(lHL,k(Ψ) + lHL,k(Φ(t)ψ))
= 2k(lHL,k(Φ) + lHL,k(Ψ))
for all Φ ∈ Ω(φ), Ψ ∈ Ω(ψ). Taking the infimum respectively we get
ek(φψ) ≤ 2
k(inf{lHL,k(Φ)|Φ ∈ Ω(φ)}+ inf{lHL,k(Ψ)|Ψ ∈ Ω(ψ)})
= 2k(ek(φ) + ek(ψ)).
That is, ek (and so ‖ · ‖HL,k) satisfies the quasi-triangle inequality. ✷
Proposition 3.10 Let (M,ω) be a closed symplectic manifold. Then for each k the
subgroup Ham(M,ω) is closed in Symp(M,ω) with respect to the metric topology
defined by ‖ · ‖HL,k.
Proof. The ideas are similar to those of Theorem 14.2.A in [27]. Suppose there exists
a sequence {fn} ⊂ Ham(M,ω) and φ ∈ Symp(M,ω), satisfying dHL,k(fn, φ) → 0
when n→∞. We intend to prove φ ∈ Ham(M,ω).
Since limn→∞ ‖fnφ
−1‖HL,k = 0, by the definition of ‖·‖HL,k, for ∀ε > 0, ∃N0 > 0,
such that for each N ≥ N0 we have
inf{lHL,k(Φ)|Φ ∈ Ω(fNφ
−1)} < ε,
and so a ΦN ∈ Ω(fNφ
−1) such that lHL(Φ
N ) ≤ lHL,k(Φ
N ) < ε.
Assume the division of ΦN is given by 0 = t0 < t1 < · · · < tn = 1. For each
i = 1, · · · , n, ΦNi = Φ
N |[ti−1,ti] is a smooth symplectic path. Next we translate Φ
N
into a smooth symplectic isotopy through the precedure of reparametrization. We
choose a increasing, surjective smooth function si : [ti−1, ti]→ [ti−1, ti] for each i, and
require si is constant near the ends of its interval of definition. Define Φ˜
N : [0, 1] →
Symp0(M,ω) by
Φ˜N (t) = ΦNi (si(t)), ∀t ∈ [ti−1, ti], i = 1, · · · , n,
then Φ˜N is a smooth symplectic isotopy. In fact if the harmonic 1-forms and Hamil-
tonian functions generated by ΦN are {iH Nt }
n
i=1 and {
iUNt }
n
i=1 respectively, and
the harmonic 1-forms and Hamiltonian functions generated by Φ˜N are H˜ Nt and U˜
N
t
respectively, then when t ∈ [ti−1, ti], we have
H˜
N
t = s
′
i(t) ·
i
H
N
si(t)
, U˜Nt = s
′
i(t) ·
i UNsi(t). (3.12)
By the change of variable formula, we get lHL(Φ˜
N ) = lHL(Φ
N ), In particular,∫ 1
0
∣∣∣H˜ Nt ∣∣∣ dt = n∑
i=1
∫ ti
ti−1
∣∣iH Nt ∣∣ dt.
Since lHL(Φ
N ) < ε, we get
∫ 1
0 |H˜
N
t |dt < ε.
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Recall that the flux is a surjective homomorphism from the universal covering
space S˜ymp0(M,ω) of Symp0(M,ω) to H
1(M,R) given by
Flux({φt}) =
[∫ 1
0
(i
φ˙t
ω)dt
]
∈ H1(M,R). (3.13)
Γω := Flux
(
π1(Symp0(M,ω))
)
⊂ H1(M,R) is called the flux group of (M,ω), and
is discrete as proved by Ono in [23]. Flux descends to a surjective homomorphism
flux : Symp0(M,ω)→ H
1(M,R)/Γω
with kernel Ham(M,ω) (cf. [18]).
For any symplectic isotopy Φ, let H (Φ) denote the harmonic representation of
the cohomology class Flux(Φ). The decomposition (3.10) implies that
H (Φ) =
∫ 1
0
Htdt.
It follows from this that∣∣∣H (Φ˜N )∣∣∣ = ∣∣∣∣∫ 1
0
H˜
N
t dt
∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
r∑
i=1
λ˜Ni (t)hidt
∣∣∣∣∣
=
r∑
i=1
∣∣∣∣∫ 1
0
λ˜Ni (t)dt
∣∣∣∣
≤
∫ 1
0
r∑
i=1
|λ˜Ni (t)|dt =
∫ 1
0
|H˜ Nt |dt < ε,
where H˜ Nt is decomposed as
∑r
i=1 λ˜
N
i (t)hi.
Starting from Φ˜N , we could construct a smooth symplectic path Φ˜N ◦φ connecting
φ and fN . Obviously we have H (Φ˜
N ) = H (Φ˜N ◦φ). Choose any symplectic isotopy
Ψ from id to φ, and any Hamiltonian isotopy αN from id and fN , we get a loop
(−αN )♯(Φ˜N ◦ φ)♯Ψ, whose flux has the harmonic representation
H (Ψ) + H (Φ˜N ◦ φ) ∈ Γω
because a Hamiltonian path has zero flux. Note that |H (Φ˜N )| < ε, and that ε
is arbitrary small. We deduce that H (Ψ) ∈ Γω since Γω is discrete. Hence φ ∈
ker(flux) = Ham(M,ω). ✷
Remark 3.11 By the method in [2], we can’t obtain that f−1N φ is a Hamiltonian
diffeomorphism for every N large enough, but could only get the distance from
flux(f−1N φ) to Γω trends to zero as N →∞.
Han [11] also introduced a method constructing bi-invariant (quasi) metrics on
Symp(M,ω) from the Hofer metric. For a fixed positive numberK, he defined ‖φ‖K =
min(‖φ‖H ,K) if φ ∈ Ham(M,ω), and K otherwise. However, when the above defined
quasi-metrics (or metrics) rα,k, ‖ · ‖K are restricted back to Ham(M,ω), the induced
topologies are in general different from that of the Hofer metric.
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4 Concluding remarks
Extensions of the Hofer metric to contact geometry were also studied, see Banyaga
and Donato [3], Banyaga and Spaeth [4] and Mu¨ller and Spaeth [21]. Our proceeding
constructions can be completed in contact manifolds. Let (N,α) be a compact contact
manifold of dimension 2n + 1. There exists a one-to-one correspondence between
contact isotopies on (N,α) and elements of the space C∞(N × [0, 1]), {ft} ↔ H,
where iXtα = Ht with Ht = H(·, t) and Xt = (
d
dt
ft) ◦ f
−1
t ; H is called the contact
Hamiltonian function of {ft}. Call φ ∈ Diff(N) a strictly contact diffeomorphism if
φ∗α = α. A contact isotopy is said to be strictly if each contact diffeomorphism in the
isotopy is strictly. Denote by Gα(N) the group of strictly contact diffeomorphisms
which are strictly contact isotopic to the identity.
Consider a surjective homomorphism from the universal cover G˜α(N) of Gα(N)
to R given by
{φt} 7→ c({φt}) =
1
Vol(N)
∫ 1
0
( ∫
N
Ht(x)να
)
dt,
where Ht is the contact Hamiltonian of {φt} and the canonical volume form να :=
α ∧ (dα)n. For each k = 0, 1, 2, · · · , we define k-contact length of φt by
Lengthc,k({φt}) := |c(φt)|+
k∑
i=0
∫ 1
0
(
max
x∈N
∂iH
∂ti
(x, t) −min
x∈N
∂iH
∂ti
(x, t)
)
dt,
and k-contact energy of φ ∈ Gα(N) by
Ec,k(φ) = inf
φt
(
Lengthc,k({φt})
)
,
where {φt} takes over all piecewise smooth strictly contact isotopy from id to φ. If
k = 0 it becomes the contact length and contact energy in [3, (17) and (20)]. Using
the results in [3, 21] we may directly prove
Theorem 4.1 For each k = 0, 1, · · · , the mapping
dc,k : Gα(N)×Gα(N)→ [0,∞), (φ,ψ) 7→ Ec,k(φψ
−1)
is a bi-invariant quasimetric on Gα(N).
When the contact manifold (N,α) is regular, that is, the Reeb field Rα of α
generates a free S1-action on N , the quotient manifold B = N/S1 is a base of a
principal S1- bundle π : N → B and B has a canonical symplectic form ω satisfying
π∗ω = dα. In this case there exists an exact sequence
{1} → S1 → Gα(M)
p
−→ Ham(B,ω)→ {1}.
As in the proof of [4, Lemma 4.2] it is not hard to prove that Ec,k(φ) ≥ ‖p(φ)‖k for
any φ ∈ Gα(N).
As in Hofer geometry it is an important topic to study geodesics of our metrics.
26
A Appendix: Semigroupoid Metrization The-
orem
Given a semigroupoid (G, ∗), letG(1) = G, G(2) = {(a, b) ∈ G×G : a∗b is well-defined}
and for each N ∈ N, N ≥ 2 let
G(N) :=
{
(a1, · · · , aN ) ∈ G× · · · ×G | (aj , aj+1) ∈ G
(2)
∀j ∈ {1, · · · , N − 1}
}
.
In particular, if (G, ∗) is a semigroup, G(N) is just the Cartesian product of N copies
of G.
Theorem A.1 ([20, Cor.3.33]) Let (G, ∗) be a semigroupoid, and assume that ψ :
G → [0,∞] is a function with the property that there exists a finite constant C ≥ 1
such that
ψ(a ∗ b) ≤ C(ψ(a) + ψ(b)), for all (a, b) ∈ G(2). (A.1)
Introduce
α :=
1
1 + log2C
∈ (0, 1] (A.2)
and define the function ψ♯ : G→ [0,∞] by
ψ♯(a) := inf

(
N∑
i=1
ψ(ai)
α
) 1
α
: N ∈ N, (a1, · · · , aN ) ∈ G
(N), a = a1 ∗ · · · ∗ aN
 .
(A.3)
Then ψ ≈ ψ♯. More specifically, with C the same constant as in (A.1), one has
(2C)−2ψ ≤ ψ♯ ≤ ψ on G. (A.4)
In particular, ψ−1({0}) = ψ−1♯ ({0}). Furthermore, for every β ∈ (0, α] one has
ψ♯(a ∗ b)
β ≤ ψ♯(a)
β + ψ♯(b)
β , ∀(a, b) ∈ G(2), (A.5)
and ψ♯ = ψ on G if and only if ψ♯(a ∗ b)
α ≤ ψ♯(a)
α + ψ♯(b)
α for all (a, b) ∈ G(2).
Finally, for each N ∈ N the original function ψ satisfies
ψ(a1 ∗ · · · aN ) ≤ 4C
2
{
N∑
i=1
ψ(ai)
β
} 1
β
(A.6)
whenever a1, · · · , aN ∈ G are such that
(ai, ai+1) ∈ G
(2) for every i ∈ {1, · · · , N − 1}. (A.7)
In particular, if (ai)i∈N ⊂ G is a sequence with the property that (A.7) holds for every
number N ∈ N with N ≥ 2, then for each finite number β ∈ (0, α] one has
sup
N∈N
ψ(a1 ∗ · · · aN ) ≤ 4C
2
{
∞∑
i=1
ψ(ai)
β
} 1
β
. (A.8)
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Remark A.2 When (G, ∗) is a group, a function ψ : G → [0,∞] is said to be
conjugate invariant provided ψ(b∗a∗ b−1) = ψ(a) ∀a, b ∈ G. In this case ψ♯ is also
conjugate invariant. In fact, for any b ∈ G, (a1, · · · , aN ) ∈ G
(N), a = a1 ∗ · · · ∗ aN ,
since b ∗ a ∗ b−1 = (b ∗ a1 ∗ b
−1) · · · ∗ (b ∗ aN ∗ b
−1) and
ψ(b ∗ ai ∗ b
−1) = ψ(ai) ∀i = 1, · · · , N,
it follows from the definition of ψ♯(a) in (A.3) that ψ♯(b ∗ a ∗ b
−1) = ψ♯(a).
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