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MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR ANALYTISCHE, 
HARMONISCHE UND SUBHARMONISCHE FUNKTIONEN. III 
VON 
J. RIDDER UND L. R. J. WESTERMANN 
(Communicated at the meeting of February 25, 1961) 
Erweiterung der Satze A und Abis. 
§ 12. Als Erweiterung von Satz A folgt hier 
Sat z B. Der beschrankte Bereich B (in R<2l) sei von endlich vielen 
rektifizierbaren paarweise fremden Jordan-Kurven C1, 02, ... ,Om berandet 
(0 positiv orientierter Gesamtrand). xOy sei positiv orientiert und recht-
winklig; B sei Sum me von abzahlbar vielen, in B abgeschlossenen, paarweise 
fremden Mengen (Fn), zu deren jeder ein im allgemeinen schiefwinkliges, 
positiv orientiertes Koordinatensystem XnOY n adjungiert sei. 
V (x, y) sei ein im abgeschlossenen Bereich B definierter Vektor, mit 
stetigen Komponenten P(x, y), Q(x, y) parallel zur x- bzw. y-Achse; der 
-+ 
adjungierte Vektor >B (x, y), mit den Komponenten ~(x, y) = Q(x, y) un,d 
Q(x, y) = - P(x, y) parallel zur x- bzw. y-Achse, soll in einem Punkte 
(x, y) E Fn(n= 1, 2, ... ) die Komponenten ~xn(x, y) und Orn(x, y) parallel 
zur Xn- bzw. Y n-Achse haben. _, 
Gibt es nun in den Punkten von Fn-En(n= 1, 2, ... ), wobei En eine 
abzahlbare Teilmenge von F n, endliche extreme Derivierte von ~xn(Xn, Y n) 
und von Qyn(Xn, Yn) nach Xn und nach Yn25), und gibt es eine uber B 
nach Lebesgue integrierbare Funktion f(x, y), fur die in fast allen Punkten 
von B 
f( ) < ()~Xm ()Qym- ( ) ( 1 d 2 d 3 ) x,y = i'lXm + i'lYm =Wx,y m=, o er , o er , ... 
ist, so ist auch 
Ifs f(x, y) da~fc P dx+Q dy. 
Satz B ist eine unmittelbare Folge des allgemeinen Theorems mit 
Bemerkung (in Teil II, § 8) und des nachfolgenden Hilfssatzes 6. 
Hilfssatz 6. Unter den Bedingungen von Satz B ist fiir jedes abge-
schlossene, in B liegende Intervall 1 (also mit Seiten parallel zur x- und 
y-Achse), mit positiv orientiertem Rand R, 
(28) If1 f(x, y) da~fn P dx+Q dy. 
25) Dann existieren in fast allen Punkten von B end1iche Ableitungen ~~n, ~~n. 
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Beweis. Nehmen wir die Existenz eines Intervalles 1 C B an, fiir 
das (28) nicht gilt. Dann ist auch die Teilmenge S von B der Punkte, 
welche in einer jeden Umgebung Intervalle haben, fiir welche (28) nicht 
gilt, nicht leer; S hat dabei keine isolierten Punkte. Betrachten wir ein 
Intervall U, das in seinem Innern Punkte von S enthalt, und fiigen wir 
U.S alle Haufungspunkte hinzu, welche auf dem Rande von U liegen; 
die so entstandene Menge F ist perfekt. 
Fn<m>(n= l, 2, ... ; m= l, 2, ... ) sei die Teilmenge von F·Fn, in deren 
Punkten (x, y) - (Xn, Y n) man fiir die Komponenten ~Xn und DYn 
_,. 
des Vektors '8 in bezug auf XnOYn hat: 
(29) 
l~xn(Xn, Yn+h)-~xn(Xn, Yn)l :;;,m·lhll 
l~xn(Xn+h, Yn)-~xn(Xn, Yn)l;;,m·lhl fiir lhl :;;;,_ ~. 
IOYn(Xn, Yn+h)-0Yn(Xn, Yn)l :;;,m·lhl m 
IDYn(Xn+h, Yn)-0Yn(Xn, Yn)l :;;,m·lhl 
00 00 00 
Fn<m> ist abgeschlossen, und F= L F·Fn= L L Fn<m>+E, wobei E 
n~l n~l m~l 
eine abzahlbare Teilmenge von F. Nach dem Baireschen Satz 18) gibt 
es nun ein Stuck II von F, das ganz zu einer der Mengen Fn<m> gehort. 
Ist diese Menge Fn0<mo>, so gilt fiir ihre Punkte (29) mit n0 , m0 anstatt n, m. 
Es sei iJno ~ U ein (abgeschlossenes) Parallelogramm mit Seiten parallel 
zur X no- und Y n0-Achse, und mit .):)n0 ·II =I= 0, Diameter von .):)no < _..!__ . 
mo 
Die Punkte von .):)n0 , in deren jeder Umgebung Parallelogramme :i) liegen, 
mit Seiten parallel zur Xn 0 - und Yn0-Achse, positiv orientiertem Rand 
ffi(.):)), und II~J f(x, y) da> Jm(\JJ P dx+Q dy 
oder 26), bei f3no Winkel von positiver Xn0 - und positiver Y n0-Achse, 
II\l f(x, y) da>sin f3no Jm(\JJ -OYno dXn0 +~xn, dYn0 , 
fallen mit den Punkten von .):)no· II zusammen, wie a us dem allgemeinen 
Theorem (von Teil II, § 8) folgt. 
Ist iJno * [X no <1> :;;;,_X no:;;;, X no <2>; Y no <1> :;;;,_ Y no:;;;, Y no <2>] das kleinste Teil-
parallelogramm von iJ"n0 , mit Seiten parallel zur Xn 0- und Yn 0-Achse, 
das .):)no· II enthalt, so folgt nach Hilfssatz 4 (Teil II) 
I J~7;: [OYn,(Xno, Yno<2>)-0Yn,(Xno, Yn0<0)] dXn0 -
n, 
-If-* II oOYn, ~Is::: 5mo . m(:iJno-II) 
und lln; oY no sin f3no -- sin f3no 
I J~7;: [~Xn,(Xno<2>, Yno)-~Xn,(Xn0(1), Yno)J dYn0 -
n, 
- JJ-* O~xn, ~~ S::: 5mo . m(:i)n -II) lln;II oXn0 sin f3no - sin f3no 0 • 
26) Siehe Formel (12) (in Teil II). 
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oder 
I sin f3no · I i)l(~!,l - DYn, dXn0 + ~Xn, dY no-
II- [b~xn, + b:O,yn,J d I < lO (- II) 
- v!,-JI bXno bYno a = rno·rn .Pno- .. 
Mit (12) und den Bedingungen fiir l(x, y) in Satz B folgt: 
(30) Im(~* l P dx + Q dy ~ II~* .JI l(x, y) da -lOrna ·rn(,Pn0 - II). 
no no 
Fiir endlich viele Parallelogramme, mit Seiten parallel zur Xn 0- und 
Y n0-Achse, welche das Komplement von -P"no * in bezug auf -P"no bilden, ist 
eine Relation wie (28) erfiillt; dadurch folgt mit (30): 
(31) Im(~ l P dx+Q dy ~II~* ·ll+(~ -~*J I da-l0rno·rn(~n0 -II). 
no no no no 
,u-malige Halbierung der Seiten von ~no liefert (2~')2 kongruente Teil-
parallelogramme (~no;n), fiir deren jedes, welches im Innern Punkte von 
Il enthalt, eine Relation wie (3), und fiir die iibrigen eine Relation wie 
(28) gilt. Analoge Betrachtungen wie am Ende von § 9 (in Teil II) fiihren 
nun zu 
I i)l(~n,l p dx+Q dy ~I hn, Ida. 
Da diese Ungleichung ebenfalls gilt fiir jedes Teilparallelogramm von 
,Pn0 , mit Seiten parallel zur Xn0- und Y n0-Achse, ob es nun Punkte von Il 
im Innern enthalt, oder nicht, fiihrt das allgemeine Theorem (von 
Teil II, § 8) zu der Relation (28) fiir jedes Intervall 1 (also mit Seiten 
parallel zur x- und y-Achse) ~ -P"no· Dies widerspricht jedoch der Annahme 
'{Jn0 ·Ili=O. 
§ 13. Folgerungen aus Satz B. 
Folgerung I. Ersetzt man in Satz B die Bedingungen fiir l(x, y) 
durch: w(x, y) ist Lebesgue-integrierbar tiber B, so folgt 
[b~xn o:O,yn] JIB w(x, y) da oder ffB bXn + bYn da = fc P dx+Q dy. 
Ist in fast allen Punkten von B w(x, y) = 0, so folgt 
fc P dx+ Q dy= 0. 20) 
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Folgerung II. Der Bereich B mit Rand 0 sei wie in Satz B; die 
positiv orientierten Achsensysteme xOy, XnOYn (n= l, 2, ... ), Xn1 0Yn1 
(n1= l, 2, ... ) seien, mit Ausnahme des rechtwinklig anzunehmenden 
00 00 
Systems xOy, im allgemeinen schiefwinklig. Es sei B= 2 Fn= 2 Fn1, 
n~l n1 ~1 
mit jeder Menge F ,, F n1 abgeschlossen in B, die F n paarweise fremd 
ebenso wie die Fn1 • 
f(z) oder f(x+iy)=u(x, y)+iv(x, y) sei stetig in B. In den Punkten 
(x, y) = (Xn, Yn) von Fn-En, wobei En eine abziihlbare Teilmenge von Fn, 
seien die extremen Derivierten nach Xn und Y n der Komponenten Pn(Xn, Y n) 
__,. 
und qn(Xn, Yn) parallel zur Xn- und Yn-Achse des Vektors ~h(x, y) 
_ ( -v(x, y), -u(x, y)) endlich; ebenso seien in den Punkten (x, y) = 
= (Xn1, Y n 1) von F n 1 - En1, wobei En1 abziihlbar, die extremen Derivierten 
nach Xn1 und Yn1 der Komponenten Pn1(Xnv Yn1) und qn1(Xn1, Yn1) 
__,. 
parallel zur Xn1- und Yn1-Achse des Vektors ~2(x,y) (u(x,y),-v(x,y)) 
endlich 27). 
In fast allen Punkten (x, y) = (Xn, Y n) (Xn1, Y n1) von B se~ 
(32) opn + oqn = O und opn1 + oqn1 = O 
oXn oYn oXn1 oYn1 . 
Dann ist 
fc f(z) dz=O, 
und f(z) ist analytisch in B. 
Spezialfall IIa. Nimmt man fiir jede natiirliche Zahl n=n1 in 
Folgerung II XnOYn und Xn10Yn1 als zusammenfallend an, ist iXn der 
Winkel von positiver x- zur positiven Xn-Achse (bei positiver Umdrehung), 
mit 0~ iXn < 2n, und fln der Winkel von positiver Xn- und positiver 
Yn-Achse, mit O<fJn<n, so geht Bedingung (32) tiber in 
o(u+iv) o(u+iv) 
o(Xnei"'n) o(Y nei'"'n+P,l)' (33) 
d.h. in fast allen Punkten einer jeden Menge F n ist die Ableitung von 
f(z) parallel zur Xn-Achse gleich der parallel zur Y n-Achse. 
Dieser Spezialfall entsteht auch durch Spezialisierung eines bekannten 
Satzes von Menchoff 28). 
Folgerung III. B mit Rand 0, xOy, XnOYn(n= l, 2, ... ) und die 
Mengen (Fn) seien wie in Folgerung II. 
u(x, y) sei in B nach x und y stetig differenzierbare Funktion, wobei 
27) Formeln wie (3) und (4) (aus Teil I) zeigen, daB es auf dasselbe hinauskommt 
in den Punkten von Fn -En und von Fn1 - En1 (n und n1 = 1, 2, ... ) Endlichkeit 
der extremen Derivierten von u, v bzw. nach Xn und Yn, und nach Xn 1 und Yn 1 
vorauszusetzen. 
28) Siehe [14], S. 60. 
276 
ou 0?1. --+ 
ox' oy auf 0 Grenzwerte haben sollen. ~(x, y) se~ tn B der Vektor mit 
Komponenten - ~:, -~;in bezug auf xOy, und mit Komponenten Pn(Xn, Y n) 
und qn(Xn, Yn) in den Punkten von Fn in bezug auf XnOYn. In den 
Punlcten von F n- En, wobei En abziihlbar, seien die extremen Derivierten 
von Pn(Xn, Y n) und qn(Xn, Y n) nach Xn und nach Y n endlich, wiihrend 
in fast allen Punlcten von B 
(34) opn(Xn, Y n) + oqn(Xn, Y n) = 0 
oXn oYn 
sei. Dann ist 
ou ou fc- dx-- dy = 0, 
oy ox 
und u(x, y) ist harmonisch in B f1tr die Veriinderlichen x, y . 
. Spezialfall Ilia. Werden in Folgerung III alle Systeme XnOYn als 
rechtwinklig angenommen, so ist in den Punkten (x, y) (Xn, Y 11 ) von B 
(X y ) __ ou(Xn, Yn) Pn n, n - oXn , (X y) = _ ou(Xn, Yn) 29) qn n, n oY n ' 
und geht fur fast alle Punkte von B die Beding~mg (34) uber in 
_ o2u(Xn, Yn) _ o2 u(Xn, Yn) = O 
oXn2 oYn2 • 
Folgerung IV. Die Bedingungen sind dieselben wie in Folgerung III 
mit Ausnahme der Ietzten; diese sei ersetzt durch: in fast allen Punkten 
(x, y) (Xn, Y n) von B ist 
(35) 
Dann ist 
opn(Xn, Y n) oqn(Xn, Y n) 0 
oXn + oYn ;;:;; . 
ou ou Ic - dx - - dy :::;: 0 
oy ox - ' 
und ist u(x, y) subharmonisch in B fur die Veriinderlichen x, y. 
S p e z i a lf all IV a. Werden in Folgerung IV alle Systeme X n 0 Y n als 
rechtwinklig angenommen, so ist in den Punkten (x, y) ~ (Xn, Y n) von B 
(X y ) __ ou(Xn, Yn), (X y ) __ ou(Xn, Yn) Pn n, n - oXn ' qn n, n - oYn ' 
und geht fur fast alle Punkte von B die Bedingung (35) uber in 
_ o2u(Xn, Y n) _ o2u(Xn, Y n) < 0 
oXn2 oYn2 = . 
29) Vergleiche Teil I, (6a) his (6d). 
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Anwendung der Satze von Baire und Besicovitch-Saks-
Zygmund. 
§ 14. Sat z Bbis. Satz B behalt seine Gultigkeit unter den beiden 
Annahmen: eX. die Funktion f(x, y) ist in B nach unten beschrankt bei 
Vernachlassigung einer Menge vom Ma(J Null; (3. jede Ausnahmemenge En 
00 
la(Jt sich schreiben .L En<m>, mit den Mengen En<m> von endlichem linearen 
m~l 
Ma(J und abgeschlossen in B. 
Dieses folgt aus dem allgemeinen Theorem, mit Bemerkung (in § 8), 
und dem 
Hilfssatz 6bis. Unter den gleichen Anderungen ww in Satz B 
behalt Hilfssatz 6 seine Gtiltigkeit. 
Beweis. Wiederholung der Betrachtungen im Anfang des Beweises 
von Hilfssatz 6 ftihrt zu den durch (29) charakterisierten Teilmengen 
(Fn<m>) (m= 1, 2, ... ) einer jeden Menge F · Fn (n= 1, 2, ... ). Ftir die dort 
eingeftihrte Menge F gibt es nun die Darstellung: 
00 00 00 00 00 
F= _L F·Fn= _L _L Fn<m>+ _L _L F·En<m>; 
n~l n~l m~l n~l m~l 
Fn<m> und F · En<m> sind abgeschlossen. Nach dem Baireschen Satz 18) 
gibt es ein Sttick II von F, das ganz zu einer der Mengen (Fn<m>) 
oder einer der Mengen (F ·En<m>) gehort. 
Im ersten Fall ftihrt Fortsetzung der Betrachtungen des zitierten 
Beweises zu einem Widerspruch. 
Im zweiten Fall sei io C U ( U wie im Beweise von Hilfssatz 6) ein 
Intervall mit io·II=!=O. In gentigend kleiner Umgebung eines Punktes 
von io-II gibt es keine Punkte von II, und ist dadurch, nach Satz B, 
ftir jedes Intervall i in einer solchen Umgebung 
(36) W(i) f R(i) P dx + Q dy ~ ffi f(x, y) da, 
wobei R(i) positiv orientierter Rand von i. Da f(x, y) in B nach unten 
beschrankt ist bei Vernachlassigung einer Menge vom MaB Null, folgt 
aus (36) in jedem Punkte von io-II: D-W=I= -oo, und in fast allen 
Punkten von i 0 -II: D-w~j(x, y). 
Der erste Hilfssatz in Teil I, § 7 angewandt auf - W, zeigt, daB ftir 
jedes Intervall i C io 
(37) JR(i) Pdx+Qdy W(i) ~ Jftf(x,y) da 
ist. Dies widerspricht jedoch der Annahme i 0 ·II =1= 0. 
Neben den Folgerungen II, Ila, III, Ilia, IV und IVa aus Satz B 
(in § 13) erhalt man analoge Folgerungen aus Satz Bbis, wenn man in den 
erstgenannten Folgerungen die jeweils auftretenden Ausnahmemengen En, En1 
allgemeiner als Sum me von abzahlbar vielen M eng en, deren jede abgeschlossen 
in B und von endlichem linearen Ma(Je ist, voraussetzt. 
19 Series A 
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Anwendung des Baireschen Satzes und eines Satzes von 
Brelot. 
§ 15. Hilfssatz 7. Ist u(x, y) stetig im Bereiche B und sub-
harmonisch in der Umgebung eines jeden Punktes von B-E, wobei E 
eine in B abgeschlossene Teilmenge mit der Kapazitat Null, so ist 
u(x, y) subharmonisch in B 30) 
Hilfssa tz 8. Ist u(x, y) subharmonischin dem von einer geschlossenen, 
positiv orientierten, rektifizierbaren Kurve 0 begrenzten Bereiche, gibt 
es in B stetige partielle Ableitungen ~:, ~;, welche auf 0 Grenzwerte 
haben, so ist 
()u ()u J c - dx - - dy ;:;: 0 . 31) ()y ()x 
Satz. Die Bedingungen seien entweder in wie in Folgerung IV oder 
wie im Spezialfall IVa (§ 13) mit Ausnahme der Bedingung tiber die 
Mengen En (n= 1, 2, ... ); diese seien hier Summen von abzahlbar vielen, 
in B abgeschlossenen Mengen En<m> (m= 1, 2, ... ), deren jede (und somit 
auch die Summe aller En) von der Kapazitat Null sei. Dann ist 
()u ()u Jc - dx - - dy s 0 ()y ()x - ' 
und ist u(x, y) subharmonisch in B fiir die Veranderlichen x, y 32). 
Beweis. Betrachtungen wie in den beiden ersten Absatzen des 
Beweises von Hilfssatz 6bis fiihren im ersten der beiden moglichen Faile 
zu einem Widerspruch; f(x, y) sei dabei in B- 0 angenommen, daneben 
()u ()u 
P(x, y)- x- und Q(x, y) - x-· 
uy uX 
Im zweiten Fall sei io C D ( D wie in den Beweisen der Hilfssatze 6, 6bis) 
ein Intervall mit io .fl =1= 0. In geniigend kleiner Umgebung eines Punktes 
von i0 -ll gibt es keine Punkte von fl; fiir jedes abgeschlossene Intervall 
i in einer solchen Umgebung ist dann 
()u ()u 
0;:;: fR<i> ()y dx- ()x dy. 
Nach Folgerung IV bzw. IVa is dann u(x, y) subharmonisch in dieser 
Umgebung. 
Mit Hilfssatz 7 folgt, daB u(x, y) auch subharmonisch in io ist, wodurch 
nach Hilfssatz 8 io · fl leer sein muB. Wir erhalten einen Widerspruch. 
Aus dem letzten Satz folgert man leicht einen analogen Satz fiir 
harmonische Funktionen. 
30) Der Hilfssatz ist ein Spezialfall eines Satzes in [15], S. 31. 
31) Siehe [10], S. 279 (Drittes Korollar). 
32) Ein Spezialfall ist ein Satz von Atsove. Siehe [16], S. 96 (Th. 5). 
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