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Введение
Теория смешанных краевых задач для эллиптических дифференциальных
операторов второго порядка активно развивалась в течение всего послед-
него столетия. Различные варианты таких задач рассматривались многими
математиками с начала XX века. Так, еще в 1910 году С. Заремба в своей
работе [69] описал условия разрешимости смешанной задачи для операто-
ра Лапласа в области с гладкой границей и непрерывными начальными
данными Неймана и Дирихле на разных кусках границы.
Бурное развитие теории эллиптических задач пришлось на начало вто-
рой половины XX века, чему способствовали работы таких математиков
как С. Агмон, А. Дуглис и Л. Ниренберг [1], Ж.-Л. Лионс и Э. Мадженис
[19], Ф. Браудер [36], С. Кампанато [37] и многие другие. Существенную
роль в развитии краевых задач в целом и эллиптических задач в частно-
сти сыграли работы М.С. Соболева, Л.Н. Слободецкого, О.А. Ладыжен-
ской, Н.Н. Уральцевой и других известных ученых.
Одним из результатов явилось то, что, как оказалось, в случае, когда
граница области является гладкой и выполнено условие коэрцитивности
(см. (1.12) ниже), то фредгольмовость задачи эквивалентна так называе-
мому условию Шапиро - Лопатинского (см., например, [28] или [20]). Одна-
ко, в случае негладкой границы необходимо более детальное исследование
проблемы.
Отметим, что при решении смешанных задач чаще всего пользуются
либо методом потенциалов, либо методом эрмитовых форм и слабых ре-
шений. Идя вторым путем, на соответствующую эрмитову форму часто
накладывают условие коэрцитивности, которое автоматически позволяет
получить достаточно гладкое решение задачи вплоть до границы области,
где ищется решение, если данные задачи также являются достаточно глад-
кими.
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Однако, Ж. Кон в своей работе [50] при изучении ∂-задачи Неймана
столкнулся с феноменом так называемой субэллиптичности. Именно, в этой
задаче, при выполнении условия сильной эллиптичности, происходит по-
теря гладкости решения вблизи границы. Тем не менее, Ж. Кону удалось
доказать фредгольмовость задачи на шкале пространств соболевского типа
в псевдо-выпуклых областях с гладкой границей.
В настоящей работе рассматриваются операторные уравнения, порож-
денные некоэрцитивными эрмитовыми формами, соответствующими неко-
эрцитивным смешанным краевым задачам с граничными условиями ро-
беновского типа для сильно эллиптических дифференциальных операто-
ров в произвольных областях с липшицевой границей. При этом, вместо
условий на геометрические свойства области мы накладываем некоторые
ограничения на граничные операторы, более слабые, чем условия Шапиро-
Лопатинского.
Наряду с этим мы также рассматриваем некоэрцитивные эрмитовы
формы, соответствующие смешанным задачам для эллиптических с пара-
метром операторов. Мотивацией для изучения таких задач является тот
факт, что, использование преобразования Фурье по параметру выявляет
тесную связь между эллиптическими с параметром задачами и начально
краевыми задачами для параболических уравнений, см., например, работу
М.С. Аграновича и М.И. Вишика [2], где рассмотрена задача с постоян-
ными комплексными коэффициентами в области с гладкой границей при
выполнении условия Шапиро-Лопатинского с параметром и доказана од-
нозначная разрешимость этой задачи при достаточно больших по модулю
значениях параметра.
Дальнейшее развитие теории эллиптических с параметром краевых за-
дач можно наблюдать в работах таких математиков как Р. Денк и Л. Во-
левич [39], А.С. Маркус [53], Б.В. Пальцев [54], Н.Н. Тарханов и А.А. Шла-
пунов [60] и многих других. В настоящей работе рассматривается неко-
эрцитивная задача для эллиптического с параметром дифференциального
оператора второго порядка. Мы также доказываем однозначную разреши-
мость таких задач при достаточно больших по модулю значениях парамет-
ра, позволяя при этом “слабо” меняться аргументу функции, содержащую
этот параметр.
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Таким образом, ослабляя условия на граничные дифференциальные
операторы, мы, тем не менее, доказываем фредгольмовость соответству-
ющих операторных уравнений в специальных пространствах соболевского
типа (с некоторой потерей гладкости, по сравнению с классическим ре-
зультатами теории смешанных краевых задач), и при этом не накладывая
ограничений на геометрические свойства области. Наряду с теорией разре-
шимости операторных уравнений, порожденных некоэрцитивными эрмито-
выми формами, мы также изучаем их спектральные свойства и доказываем
полноту корневых векторов соответствующих операторов в рассматривае-
мых пространствах.
Цель диссертационной работы – найти подходящие функциональ-
ные пространства для решения некоэрцитивных смешанных задач, отыс-
кать условия разрешимости соответствующих операторных уравнений и
доказать полноту систем их корневых векторов.
Основные результаты работы:
1. Доказана теорема вложения в шкалу пространств Соболева-Слобо-
децкого для пространств соболевского типа, порожденных некоэрцитивны-
ми эрмитовыми формами.
2. Получены достаточные условия фредгольмовости смешанных задач
робеновского типа для сильно эллиптического скалярного дифференциаль-
ного оператора второго порядка с комплекснозначными коэффициентами,
порожденной некоэрцитивной эрмитовой формой.
3. Получены достаточные условия фредгольмовости и однозначной раз-
решимости одного семейства некоэрцитивных задач для эллиптического с
параметром дифференциального оператора второго порядка с граничными
условиями робеновского типа.
4. Доказаны теоремы о полноте корневых функций соответствующих
задач в пространствах, порожденными (некоэрцитивными) эрмитовыми
формами.
Научная новизна. Основные результаты диссертации являются но-
выми.
Методы исследования. В работе использованы методы функцио-
нально анализа, методы комплексного анализа, а также метод интеграль-
ных представлений.
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Практическая и теоретическая ценность. Результаты носят теоре-
тический характер и могут быть применены в теории смешанных краевых
задач, теории псевдодифференциальных операторов и дифференциальных
операторов в частных производных.
Апробация работы. Основные положения и результаты работы про-
шли апробацию на следующих семинарах и научных конференциях:
1. Красноярский городской семинар по комплексному анализу и алгеб-
раической геометрии (Сибирский федеральный университет, 2014-2017),
2. Семинар по математическому анализу под руководством профессора
Sylvie Paycha (Потсдам, Германия, июль 2015)
3. Международная научная конференция студентов, аспирантов и мо-
лодых учёных «Молодёжь и наука: проспект Свободный», (Красноярск,
2013–2017гг.)
4. Международная конференция «VI Российско-Армянское совещание
по математическому анализу, математической физике и аналитической ме-
ханике», (Ростов-на-Дону, 11-16 сентября 2016 г.)
Публикации. Основные результаты диссертации опубликованы в 4-х
статьях ([74, 75, 76, 78]) и 5-ти тезисах ([70, 71, 72, 73, 77]). Все статьи опуб-
ликованы в журналах, рекомендованных ВАК для публикации результатов
диссертаций, а статьи [75, 76, 78] опубликованы в журналах, индексируе-
мых в наукометрических базах данных SCOPUS и Web of Science.
Результаты статьи [76] получены автором самостоятельно, статьи [74,
75, 78] опубликованы в соавторстве с научным руководителем А.А. Шла-
пуновым. Вклад авторов в совместные работы равнозначен и неделим.
Положения, выносимые на защиту.
1. Описание свойств пространств соболевского типа, порожденных неко-
эрцитивными эрмитовыми формами. Теорема о вложении данных
пространств в шкалу пространств Соболева-Слободецкого.
2. Теоремы об однозначной разрешимости и фредгольмовости для сме-
шанных краевых задач в пространствах, порожденных некоэрцитив-
ными эрмитовыми формами.
3. Описание спектральных свойств операторов, соответствующих сме-
шанным краевым задачам, а также критерии полноты корневых
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функций в пространствах, порожденных некоэрцитивными эрмито-
выми формами.
4. Теоремы об условиях разрешимости и формулах Карлемана для
некорректной задачи Коши для оператора Коши-Римана в простран-
ствах соболевского типа.
Структура и объем диссертации. Диссертация состоит из введе-
ния, четырех глав, заключения и списка литературы. Список литературы
содержит 69 наименований, а список работ автора по теме диссертации 9
наименований. Общий объем диссертации: 123 страницы.
Первая глава диссертационной работы посвящена обзору литерату-
ры и результатов, полученных к настоящему моменту в теории смешанных
краевых задач для дифференциальных эллиптических операторов второго
порядка с граничными условиями робеновского типа (в частности, задача
Зарембы). Именно, параграф 1.1 посвящен вопросам разрешимости сме-
шанных задач, а параграф 1.2 затрагивает вопросы спектральной теории
смешанных задач для эллиптических и эллиптических с параметром опе-
раторов.
Во второй главе мы указываем некоторые достаточные условия фред-
гольмовости и разрешимости для некоэрцитивных смешанных задач.
Напомним, что эрмитова форма h(·, ·) называется коэрцитивной на про-
странстве СоболеваHs(D) в областиD в евклидовом пространствеRn, если
она определяет на этом пространстве скалярное произведение, а соответ-
ствующая ему норма эквивалента исходной норме пространства Hs(D).
В параграфе 2.1 мы рассматриваем эрмитову форму
(u, v)+ =
∫
D
n∑
i,j=1
ai,j∂ju∂iv dx+ (a0,0u, v)L2(D) + (Ψ(u),Ψ(v))L2(∂D), (0.1)
соответствующую дифференциальному оператору второго порядка в ди-
вергентной форме
A0(x, ∂)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju),
здесь ai,j(x) суть комплекснозначные измеримые ограниченные функции в
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области D с липшицевой границей ∂D, a0,0 - неотрицательная измеримая
ограниченная функция в D, а Ψ : Hr(∂D) → L2(∂D) некоторый ограни-
ченный линейный оператор при фиксированном 0 ≤ r ≤ 1/2. Мы предпо-
лагаем, что матрица
A(x) = (aij(x))i=1,...,n
j=1,...,n
является эрмитовой и удовлетворяет условиям
n∑
i,j=1
ai,j(x)wiwj ≥ 0, (0.2)
для всех (x,w) ∈ D × Cn, и
n∑
i,j=1
ai,j(x)ξiξj ≥ m0 |ξ|2, (0.3)
для всех (x, ξ) ∈ D×(Rn\{0}) с некоторой положительной константой m0.
Оценки (0.2) и (0.3) означают, что оператор A(x, ∂) сильно эллиптичен. За-
метим, что если коэффициенты ai,j комплекснозначны, то эти оценки зна-
чительно слабее, чем условие строгой коэрцитивности эрмитовой формы,
которое чаще всего используют при рассмотрении смешанных задач (см.,
например, [4], [5]), то есть, существование такой постоянной m, что
n∑
i,j=1
ai,j(x)wiwj ≥ m0 |w|2 (0.4)
для всех (x,w) ∈ D × (Cn \ {0}).
Пусть теперь S есть некоторое подмножество ∂D. Обозначим через
C1(D,S) множество непрерывно дифференцируемых функций в замыка-
нии D области D, равных нулю в некоторой (относительной) окрестности
множества S в D. Нетрудно указать простые условия, при которых фор-
ма (., .)+ определяет скалярное произведение на C1(D,S), которые мы в
дальнейшем будем считать всегда выполненными.
Пусть далее H+(D) есть пополнение пространства C1(D,S) по норме
‖ · ‖+, соответствующей скалярному произведению (0.1), а H1(D,S) – по-
полнение пространства C1(D,S) по норме пространства Соболева ‖·‖H1(D).
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Отметим, что пространство H+(D) непрерывно вложено в пространство
L2(D), если, например, существует константа c2, такая, что
a0,0 ≥ c2 > 0 в D. (0.5)
Обозначим через s = s(r) вещественное число, которое определяется сле-
дующим образом:
s =

1/2− ε, ε > 0, если r = 0,
1/2, если r = 0 и ∂D ∈ C2,
1/2 + r, если 0 < r ≤ 1/2.
Несмотря на отсутствие коэрцитивной оценки для нормы ‖ · ‖+, для про-
странства H+(D) справедлива следующая теорема вложения (см. [74, 75]).
Теорема 4. Пусть коэффициенты ai,j принадлежат C∞ в окрестности
X замыкания D, выполнены неравенства (0.2), (0.3) и существует кон-
станта c1 > 0, такая, что
‖Ψu‖L2(∂D) ≥ c1 ‖u‖Hr(∂D) для всех u ∈ Hr(∂D, S).
Если выполнено неравенство (0.5) или оператор A0,0 является сильно эл-
липтическим в окрестности X замыкания D и∫
X
n∑
i,j=1
ai,j∂ju∂iu dx ≥ m1 ‖u‖2L2(X)
для всех u ∈ C∞comp(X), где m1 > 0 - константа, не зависящая от u, то
пространство H+(D) непрерывно вложено в Hs(D).
Случай, когда выполнена коэрцитивная оценка, хорошо известен (см.,
например, [21]). В этом случае пространство H+(D) будет непрерывно вло-
жено в H1(D).
В параграфе 2.2 мы рассматриваем смешанную задачу для диффе-
ренциального оператора второго порядка
A(x, ∂)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju) +
n∑
j=1
aj(x)∂ju+ a0(x)u,
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для которого выполнены оценки (0.2) и (0.3), с граничным оператором ро-
беновского типа,
B(x, ∂) = b1(x)∂c +B0,
где b1(x) есть комплекснозначная ограниченная функция на границе ∂D,
∂c - это конормальная производная относительно оператора A,
∂c =
n∑
i,j=1
ai,j(x) νi∂j,
а B0 это плотно определенный линейный (псевдодифференциальный) опе-
ратор в L2(∂D),
B0 = χS + b1 (Ψ
∗Ψ + δB0) .
Мы позволяем исчезать функции b1(x) на открытом (в относительной топо-
логии) связном подмножестве S границы ∂D, с кусочно гладкой границей
∂S, здесь χS есть характеристическая функция множества S на ∂D, а δB0
это некоторое возмущение оператора Ψ.
Рассматривается следующая задача:
Задача 1. Пусть в области D дано распределение f , требуется найти
такое распределение u в D, что, в подходящем смысле,A(x, ∂)u = f в области D,B(x, ∂)u = 0 на ∂D.
Обозначим через ι оператор непрерывного вложения
ι : H+(D) ↪→ L2(D),
а через H−(D) пополнение пространства H1(D,S) по норме
‖ u ‖H−= sup
v 6=0
∣∣(v, u)L2(D)∣∣
‖ v ‖H+ ,
где v ∈ H1(D,S). Пространство H−(D) можно охарактеризовать как двой-
ственное к пространствуH+(D) относительно спаривания в L2(D) (обозна-
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чим его <.,.>). Также обозначим через ι′ оператор непрерывного вложения
ι′ : L2(D)→ H−(D).
Под Q(u, v) мы будем понимать полуторалинейную форму
Q(u, v) =
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D) + (δB0u, v)L2(∂D\S)
+ (Ψ(u),Ψ(v))L2(∂D),+
n∑
j=1
(aj(x)∂ju, v)L2(D) + (a0(x)u, v)L2(D),
которая при любом фиксированном u ∈ H+(D) определяет непрерывный
линейный функционал на H+(D), если для некоторой константы c > 0
выполнено неравенство∣∣∣(δB0u, v)L2(∂D\S)∣∣∣ ≤ c ‖u‖+ ‖v‖+
для всех u, v ∈ H1(D,S).
Сформулируем обобщенную постановку задачи 3.
Задача 2. Пусть дана функция f ∈ H−(D), требуется найти функ-
цию u ∈ H+(D) такую, что
Q(u, v) =< f, v >, (0.6)
для любого v ∈ H+(D).
Задачу 2 можно сформулировать в следующем виде: для данного f ∈
H−(D) найти u ∈ H+(D), удовлетворяющую соотношению
(u, v)+ + (δLBu+ δLcu, v)L2(D) =< f, v > (0.7)
для любого v ∈ H+(D), где оператор δLB : H−(D)→ H+(D) индуцирован
выражением
(δB0u, v)L2(∂D\S) ,
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а оператор δLc : H−(D)→ H+(D) индуцирован выражением
( n∑
j=1
aj∂ju+ δa0 u, v
)
L2(D)
.
Если мы дополнительно обозначим через L0 : H−(D)→ H+(D) оператор,
индуцированный скалярным произведением (u, v)+, то выражению (0.7)
можно придать следующий вид:
(Lu, v)L2(D) =< f, v >,
где через L мы обозначили сумму операторов
L = (L0 + δLB + δLc) : H
−(D)→ H+(D).
Следующая лемма (см. [74]) об однозначной разрешимости для опера-
торных уравнений, порожденных некоэрцитивными эрмитовыми формами,
является аналогом соответствующих теорем в коэрцитивном случае.
Лемма 7. Пусть выполнены условия теоремы 4. Тогда оператор L0 :
H+(D)→ H−(D) непрерывно обратим и ‖L0‖ = ‖L−10 ‖ = 1.
Сформулируем более общий результат (см. [74, 75]).
Теорема 5. Пусть выполнены условия теоремы 4. Если функционал
g(v) = (δB0u, v)L2(∂D) порождает ограниченный оператор δLB из H+(D)
в H−(D) при ‖δLB‖ < 1, или g(v) порождает компактный оператор из
H+(D) в H−(D), то оператор L является фредгольмовым оператором с
нулевым индексом.
Таким образом, оператор L0 непрерывно обратим, а в силу теоремы 4
операторы δLB и δLc можно рассматривать как малое и компактное воз-
мущение оператора L0 соответственно.
В параграфе 2.3 мы рассматриваем семейство некоэрцитивных сме-
шанных задач с параметром, а именно, мы рассматриваем оператор
A(x, ∂, λ)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju) +
n∑
j=1
aj(x)∂ju+ a0(x)u+ E(λ)u
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в области D с комплексным параметром λ, где
E(λ)u = λ
(
n∑
j=1
a
(1)
j (x)∂ju+ a
(1)
0 (x)u
)
+ λ2a
(2)
0 (x)u.
Здесь коэффициенты ai,j, aj, a
(1)
j , a
(1)
0 , a
(2)
0 суть комплекснозначные функ-
ции класса L∞(D), а матрица A(x) = (ai,j(x))i=1,...,n
j=1,...,n
эрмитова и для нее
справедливы неравенства (0.2) и (0.3).
Более того, предположим, что оператор A(x, ∂, λ) является эллиптиче-
ским с параметром. Именно, оператор A(x, ∂, λ) называется эллиптическим
с параметром на луче Γ = {arg(λ) = ϕΓ} комплексной плоскости C, если
n∑
i,j=1
ai,j(x)ζiζj + λ
n∑
j=1
a
(1)
j (x)ζj + λ
2a
(2)
0 (x) 6= 0
для всех x ∈ D и всех (λ, ζ) ∈ (Γ× Rn) \ {0, 0}.
Мы рассматриваем следующую задачу:
Задача 5. Для данного распределения f в D, найти распределение u в D,
которое удовлетворяет, в обобщенном смысле,{
A(x, ∂, λ)u = f в D,
B(x, ∂)u = 0 на ∂D.
Тщательному изучению подвергается наиболее важный случай для при-
ложений, когда E(λ) = λ2a(2)0 . Оператор L(λ) : H−(D)→ H+(D), соответ-
ствующий обобщенной постановке задачи, принимает в этом случае следу-
ющий вид
L(λ) = L0 + δLB + δLc + λ
2C,
где оператор C : H−(D)→ H+(D) индуцирован выражением (a(2)0 u, v)L2(D).
Следующая теорема (см. [75]) обобщает теорему о разрешимости сме-
шанной задачи для эллиптического с параметром оператора (см. [2]) на
случай некоэрцитивных форм и “слабо” меняющийся аргумент функции,
содержащей параметр.
Теорема 6. Пусть либо Ψ задается с помощью умножения на функцию
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ψ ∈ L∞(∂D), либо ∂D ∈ C∞, а Ψ является псевдодифференциальным
оператором на ∂D. Пусть также E(λ) = λ2a(2)0 , выполнены условия тео-
ремы 4 и
a
(2)
0 6= 0 почти всюду в D,
cos (ϕ0(x) + 2ϕΓ) ≥ θ1(Γ) = θ1 > −1 для всех x ∈ D.
Если ϕ0 ∈ C(D), L(λ) образует голоморфное семейство фредгольмовых
операторов и ‖δLB‖2 + (max (0,−θ1(Γ)))2 < 1, то
1) существует γ0 ∈ Γ такое, что операторы L(λ) : H+(D) → H−(D)
непрерывно обратимы при всех λ ∈ Γ, для которых |λ| ≥ |γ0|;
2) операторы L(λ) непрерывно обратимы для всех λ ∈ C, кроме счет-
ного множества {λν}, не имеющего предельных точек в C.
Глава 3 посвящена спектральным свойствам рассматриваемых опера-
торов. В параграфе 3.1 мы рассматриваем спектральные свойства слабых
возмущений компактных самосопряженных операторов.
Напомним, ненулевая функция uν ∈ H для соответствующего собствен-
ного значения λν ∈ C называется корневой функцией линейного оператора
A, действующего в линейном пространстве H, если для некоторого нату-
рального числа m справедливо
(A− λνI)muν = 0,
где I : H → H есть единичный оператор. Ясно, что понятие корневой
функции при m = 1 совпадает с понятием собственной функции.
Применяя известную теорему Келдыша о полноте корневых функций
слабых возмущений компактных самосопряженных операторов, мы полу-
чаем следующий результат [75, 76].
Теорема 8. Пусть выполнены условия теоремы 5. Тогда, для любого об-
ратимого оператора L0+δLc : H+(D)→ H−(D), где δLc это компактный
оператор, система корневых функций компактного оператора
P1 = ι
′ι(L0 + δLc)−1 : H−(D)→ H−(D)
полна в пространствах H−(D), L2(D) и H+(D).
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Параграф 3.2 посвящен изучению спектральных свойств эллиптиче-
ских с параметром операторов. А именно, предположим, что λ0 ∈ C и
F (λ) это голоморфная функция в проколотой окрестности точки λ0, прини-
мающая свои значения в пространстве L(H1, H2) ограниченных линейных
операторов, действующих из гильбертова пространства H1 в гильбертово
пространство H2. Точка λ0 называется характеристической точкой функ-
ции F (λ), если существует голоморфная функция u(λ) в окрестности λ0
со значениями в H1, такая, что u(λ0) 6= 0, но F (λ)u(λ) продолжается до
голоморфной функции (со значениями в H2) в некоторую окрестность точ-
ки λ0, и исчезающая в этой точке. Как обычно, мы назовем u(λ) корневой
функцией семейства F (λ) в λ0.
Обозначим через C : H+(D)→ H−(D) линейный ограниченный опера-
тор, индуцированный выражением (|a(2)0 |u, v)L2(D). Заметим, что если вы-
полнено
a
(2)
0 6= 0 почти всюду в D, (0.8)
то умножение на функцию |a(2)0 | ∈ L∞(D) индуцирует ограниченный инъ-
ективный самосопряженный оператор C0 : L2(D) → L2(D). Обозначим
также через h(·, ·) следующую эрмитову форму:
h(u, v) = (|a(2)0 |u, v)L2(D).
Заметим, что если выполнено (0.8), то она определяет скалярное произве-
дение на пространстве L2(D). Обозначим пространство L2(D) с этим ска-
лярным произведением через L2h(D).
Пусть теперь H есть пространство Гильберта, а оператор A : H → H
компактен. Тогда оператор A∗A будет компактным и самосопряженным.
Из этого следует, что существует единственный неотрицательный компакт-
ный самосопряженный квадратный корень из оператора A∗A, обозначим
его |A|. Согласно теореме Гильберта-Шмидта, оператор |A| имеет счетное
число собственных значений sν(A), которые часто называют s - числами
оператора A.
Говорят, что оператор A принадлежит классу Шаттена Sp, 0 < p <∞,
если ∑
ν
|sν(A)|p <∞.
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При этом компактный оператор A называют оператором конечного поряд-
ка, если он принадлежит классу Шаттена Sp. Нижнюю грань из таких p
называют порядком оператора A.
Применяя теорему Келдыша к операторным уравнениям, соответству-
ющим некоэрцитивной смешанной задачи для эллиптического с парамет-
ром оператора, получаем следующий результат (см. [75, 76]).
Теорема 9. Пусть выполнено (0.8). В условиях теоремы 4, операторы
L−10 C : H
+(D)→ H+(D), CL−10 : H−(D)→ H−(D), ιL−10 ι′C0 : L2(D)→ L2(D)
являются компактными операторами конечного порядка,
ord (CL−10 ) = ord (L
−1
0 C) = ord (ιL
−1
0 ι
′C0) = n/(2r + 1),
причем система собственных векторов оператора L−10 C полна в про-
странствах H+(D), L2(D) и H−(D).
Наряду с компактными возмущениями мы также изучаем спектральные
свойства при малых возмущениях исследуемых операторов. Обозначим че-
рез ϕ0 аргумент функции a
(2)
0 (x). Справедлива следующая теорема [75, 76],
использующая теорию лучей медленного роста (см., например, [33])
Теорема 10. Пусть либо оператор Ψ задается с помощью умножения
на функцию ψ ∈ L∞(∂D), либо ∂D ∈ C∞, а Ψ является псевдодифферен-
циальным оператором на ∂D. Пусть также выполнены условия теоремы
4, неравенство (0.8) и
Φ = sup
x,y∈D
(ϕ0(x)− ϕ0(y)) < pi(2r + 1)/2n.
Если ϕ0 ∈ C0,1(D) и
‖δLB‖2 + (max (0,− cos ((pi(2r + 1)− 2nΦ)/4n)))2 < 1
то мы имеем:
1) для любого ε > 0 все характеристические значения λν (кроме ко-
нечного числа) семейства L(λ) = L0 + δLB + δLc + λ2C принадлежат
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углам
{| arg(λ)± pi/2| < pi(2r + 1)/2n+ ε}
причем limν→∞ |λν| = +∞;
2) система корневых векторов семейства L(λ) = L0 +δLc+δLB+λ2C
полна в пространствах H+(D), H−(D) и L2(D).
В четвертой главе мы приводим несколько примеров, а также исполь-
зуем полученные результаты для изучения условий разрешимости некор-
ректной задачи Коши для оператора Коши-Римана и построения формул
Карлемана для ее решений.
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Глава 1
Предварительные сведения
Пусть Rn это n – мерное вещественное пространство с координатами x =
(x1, . . . , xn). Обозначим через ∂j частную производную по переменной xj,
то есть
∂j =
∂
∂xj
.
Обозначим через Cn ∼= R2n комплексное пространство размерности n ≥
1 с координатами z ∈ Cn, задающими комплексную структуру, то есть
zj = xj +
√−1xj+n, j = 1, . . . , n, где x = (x1, . . . , x2n) ∈ R2n. Через zj, как
обычно, обозначим сопряженное к zj, zj = xj −
√−1xj+n.
Обозначим через ∂∂zj и
∂
∂zj
формальные (частные) производные по пере-
менным zj и zj соответственно,
∂
∂zj
=
1
2
(
∂
∂xj
−√−1 ∂
∂xj+n
)
,
∂
∂zj
=
1
2
(
∂
∂xj
+
√−1 ∂
∂xj+n
)
,
где ∂∂xj – частная производная переменной xj.
Через ∂ мы, как обычно, обозначим оператор Коши-Римана в Cn, то
есть это столбец из n формальных частных производных
∂j =
∂
∂z¯j
.
Формально сопряженный оператор ∂∗ к оператору Коши-Римана есть стро-
ка из n формальных частных производных ∂∗j =: − ∂∂zj .
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Далее, пусть D – ограниченная область (открытое связное множество)
в Rn. Обозначим через Qna куб
Qna = {x ∈ Rn : |xi| 6 a, 1 6 i 6 n}.
Говорят, что граница области ∂D липшицева, если существуют констан-
ты a > 0, b > 0 и конечное число локальных координатных систем
(x
(k)
1 , . . . , x
(k)
n ), 1 6 k 6 N , и отображений
Mk : x˜
(k) = {(x(k)1 , . . . , x(k)n−1) ∈ Qn−1,ka } → R
таких, что для всех функций Mk(x˜(k)), 1 6 k 6 N , выполнено условие
Липшица,
|Mk(x˜(k))−Mk(y˜(k))| 6 c|x− y|,
где c > 0 это некоторая константа (ее называют постоянной Липшица), не
зависящая от x и y, кроме этого
∂D =
N⋃
i=1
{x(k)n = Mk(x˜(k)), x˜(k) ∈ Qn−1,ka }
и
{(x˜(k), x(k)n ) : Mk(x˜(k)) < x(k)n < Mk(x˜(k)) + b} ⊂ D,
{(x˜(k), x(k)n ) : Mk(x˜(k))− b < x(k)n < Mk(x˜(k))} ⊂ R2n \D.
Пусть теперь C(D) – пространство непрерывных комплекснозначных в
области D функций, а Cs(D) – пространство s раз непрерывно дифферен-
цируемых функций в области D, и Cs(D) – пространство s раз непрерывно
дифференцируемых функций в замыкании D области D. Обозначим через
Cs0(D) пространство s раз непрерывно дифференцируемых функций с ком-
пактными носителями в области D, а также Cs(D,S) множество s - раз
непрерывно дифференцируемых функций в D, исчезающих на подмноже-
стве S ⊂ ∂D.
Обозначим через Lp(D), 1 6 p <∞, пространство Лебега функций, за-
данных на областиD, то есть пространство измеримых по Лебегу в области
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D функций, таких, что ∫
D
|u(x)|pdx <∞.
Как хорошо известно, это банахово пространство с нормой
‖ u ‖Lp(D)=
(∫
D
|u(x)|pdx
) 1
p
.
Более того, пространство L2(D) является пространством Гильберта со ска-
лярным произведением
(u, v)L2(D) =
∫
D
uvdx.
В случае p =∞, под L∞(D) понимают пространство почти всюду ограни-
ченных функций с нормой
‖ u ‖L∞(D)= ess sup
z∈D
|u(z)|,
то есть
‖ u ‖L∞(D)= inf {C > 0 : |u| 6 C почти всюду}.
Пусть теперь Hs(D), s ∈ N, обозначает пространство Соболева, то есть
множество L2(D) - функций, обобщенные производные которых до порядка
s включительно принадлежат L2(D). Это пространство Банаха с нормой
‖ u ‖Hs(D)=
∑
|α|6s
(∫
D
|Dαu(x)|2 dx
) 1
2
.
В дальнейшем мы будем предполагать, что D есть область с липшицевой
границей, а тогда его эквивалентным образом можно определить как по-
полнение пространства C∞(D) по норме ‖ u ‖Hs(D).
Для дробных s > 0 также можно определить Hs(D) как пополнение
пространства C∞(D) по норме
‖ u ‖2Hs(D)=‖ u ‖2H [s](D) +
∑
|α|=[s]
‖ Dαu ‖2Hs−[s](D),
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где
‖ u ‖2Hs−[s](D)=‖ u ‖2L2(D) +
∫∫
D×D
|u(x)− u(y)|2
|x− y|n+2(s−[s])dx dy.
Такое пространство обычно называют пространством Соболева - Слободец-
кого (см. [23]).
1.1 Краевые задачи для сильно эллиптиче-
ских операторов
Рассмотрим дифференциальный оператор второго порядка в дивергентной
форме
A(x, ∂)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju) +
n∑
j=1
aj(x)∂ju+ a0(x)u, (1.9)
здесь ai,j(x), aj(x), a0(x) суть комплекснозначные измеримые ограничен-
ные функции в некоторой области X в Rn. Предположим, что матрица
A(x) = (aij(x))i=1,...,2n
j=1,...,2n
является эрмитовой, то есть aij(x) = aji(x), и удовлетворяет условиям
n∑
i,j=1
ai,j(x)wiwj ≥ 0, (1.10)
для всех (x,w) ∈ X × Cn, и
n∑
i,j=1
ai,j(x)ξiξj ≥ m0 |ξ|2, (1.11)
для всех (x, ξ) ∈ X × (Rn \ {0}), где m0 - положительная константа, не
зависящая от ξ и x. Оценка (1.11) означает, что оператор A(x, ∂) силь-
но эллиптичен. Заметим, что матрица A(x) может вырождаться, так как
рассматриваемые функции являются комплекснозначными (см. пример 2
ниже). В частности, оценки (1.10) и (1.11) слабее, чем (строгая) коэрци-
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тивность эрмитовой формы, то есть существование такой постоянной m,
что
n∑
i,j=1
ai,j(x)wiwj ≥ m0 |w|2 (1.12)
для всех (x,w) ∈ X × (Cn \ {0}).
Пусть теперь D есть область с липшицевой границей, лежащая вместе
со своим замыканием в X. Поскольку ∂D является поверхностью Лип-
шица, то, согласно теореме Радемахера, она почти в каждой точке имеет
касательную плоскость. Обозначим через ν(x) (определенный почти всю-
ду на ∂D) единичный вектор внешней нормали к ∂D в точке x ∈ ∂D,
ν(x) = (ν1(x), . . . , νn(x)).
Рассмотрим граничный дифференциальный оператор первого порядка
B(x, ∂) = b1(x)
n∑
i,j=1
ai,j(x) νi∂j +B0
где b1(x) есть комплекснозначная ограниченная функция на границе ∂D,
а B0 это плотно определенный линейный (псевдодифференциальный) опе-
ратор в L2(∂D) “порядка”, не превосходящего единицы. Функция b1(x) мо-
жет исчезать на открытом связном подмножестве S границы ∂D, с кусочно
гладкой границей ∂S.
Грубая формулировка краевой задачи для эллиптического оператора A
состоит в следующем: пусть в области D дано распределение f , требуется
найти такое распределение u в D, чтоA(x, ∂)u = f в области D,B(x, ∂)u = 0 на ∂D. (1.13)
Здесь уравнение в области D надо понимать в смысле распределений, а
граничные значения в некотором слабом (обобщенном) смысле, который
подлежит уточнению.
Наряду с задачей (1.13) мы рассматриваем смешанную задачу для эл-
липтического с параметром оператора. А именно, рассмотрим дифферен-
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циальный оператор второго порядка в дивергентной форме
A(x, ∂, λ)u = A(x, ∂)u+ E(λ)u (1.14)
в области D с комплексным параметром λ; здесь
E(λ)u = λ
(
n∑
j=1
a
(1)
j (x)∂ju+ a
(1)
0 (x)u
)
+ λ2a
(2)
0 (x)u. (1.15)
Коэффициенты a(1)j , a
(1)
0 , a
(2)
0 предполагаются комплекснозначными функ-
циями класса L∞(D). На оператор A(x, ∂, λ) накладываются те же усло-
вия, что и на оператор A(x, ∂) = A(x, ∂, 0): матрица A(x) предполагается
эрмитовой, а условия (1.10) и (1.11) выполненными. Дополнительно пред-
положим, что оператор A(x, ∂, λ) является эллиптическим с параметром
на луче Γ = {arg(λ) = ϕΓ} комплексной плоскости C, то есть
n∑
i,j=1
ai,j(x)ζiζj + λ
n∑
j=1
a
(1)
j (x)ζj + λ
2a
(2)
0 (x) 6= 0
для всех x ∈ X и всех (λ, ζ) ∈ (Γ× Rn) \ {0, 0}.
Рассмотрим следующую задачу: пусть в области D дано распределение
f , требуется найти такое распределение u в D, чтоA(x, ∂, λ)u = f в области D,B(x, ∂)u = 0 на ∂D. (1.16)
Особенностью таких задач является то, что, используя преобразование
Фурье по параметру λ, можно перейти от эллиптической с параметром за-
дачи к параболической. Такие задачи широко рассматривались во второй
половине XX века. Одной из первых работ, посвященной данной теме, бы-
ла работа М.С. Аграновича и М.И. Вишика [2]. Они рассмотрели задачу с
постоянными комплексными коэффициентами в области D с гладкой гра-
ницей ∂D. Дополнительно накладывая условие Шапиро - Лопатинского с
параметром, им удалось доказать однозначную разрешимость задачи при
достаточно больших значениях |λ|.
Дальнейшее развитие теории эллиптических с параметром краевых за-
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дач можно наблюдать в работах таких математиков как Р. Денк и Л. Во-
левич [39], А.С. Маркус [53], Б.В. Пальцев [54], Н.Н. Тарханов и А.А. Шла-
пунов [60] и многих других. В настоящей работе рассматривается неко-
эрцитивная задача для эллиптического с параметром дифференциального
оператора второго порядка в случае, когда
E(λ) = λ2a
(2)
0 (x),
и доказывается ее однозначная разрешимость при “слабо” меняющемся
arg(a
(2)
0 (x)) для всех достаточно больших значений |λ|.
1.2 Элементы спектральной теории несамосо-
пряженных операторов
Пусть H – сепарабельное гильбертово пространство и A : H → H ли-
нейный оператор. Как обычно, λ ∈ C называется собственным значением
оператора A, если существует ненулевой элемент u ∈ H такой, что
(A− λI)u = 0,
где I это единичный оператор в H. Элемент u называется собственным
вектором оператора A, соответствующим собственному значению λ. Мно-
жество всех собственных векторов оператора A, отвечающих собственному
значению λ, вместе с нулевым элементом образует подпространство E(λ) в
пространстве H, называемое собственным подпространством оператора A,
соответствующем собственному значению λ. Следующая известная теорема
гласит, что собственные вектора компактного самосопряженного оператора
A полны в H.
Теорема 1 (Гильберта-Шмидта). Пусть A : H → H компактный самосо-
пряженный оператор. Тогда оператор A имеет счетное число собствен-
ных значений, при этом все они вещественные и каждое ненулевое соб-
ственное значение имеет конечную кратность. Более того, существует
ортонормированный базис в H, состоящий из собственных векторов опе-
ратора A.
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Как известно, компактный несамосопряженный оператор может не
иметь собственных значений. Однако, М.В. Келдыш в 1951 году выделил
некоторый класс компактных возмущений компактных самосопряженных
операторов конечного порядка, корневые функции которого полны в рас-
сматриваемом пространстве (см. [11] или [12]).
А именно, ненулевая функция uν для соответствующего собственного
значения λν называется корневой функцией оператора A, если для неко-
торого натурального числа m справедливо
(A− λνI)muν = 0,
где I это единичный оператор. Ясно, что понятие корневой функции при
m = 1 совпадает с понятием собственной функции.
Прежде чем сформулировать теорему Келдыша, введем еще одно по-
нятие. Пусть оператор A : H → H компактен, тогда оператор A∗A бу-
дет компактным и самосопряженным. Из этого следует, что существует
единственный неотрицательный компактный самосопряженный корень из
оператора A∗A, который обычно обозначают |A|. Согласно теореме 1, опе-
ратор |A| имеет счетное число собственных значений sν(A), которые часто
называют s - числами оператора A. При этом ясно, что если оператор A
самосопряжен, тогда sν(A) = |λν|, где {λν} это система собственных зна-
чений оператора A.
Говорят, что оператор A принадлежит классу Шаттена Sp, 0 < p <∞,
если ∑
ν
|sν(A)|p <∞.
При этом компактный оператор A называют оператором конечного поряд-
ка, если он принадлежит классу Шаттена Sp. Нижнюю грань таких чисел
p называют порядком оператора A.
Сформулируем теорему Келдыша так, как она изложена в книге [9].
Теорема 2 (Келдыша). Пусть A : H → H компактный самосопряжен-
ный оператор конечного порядка. Если оператор δA компактен, а опера-
тор A(I + δA) инъективен, тогда система корневых функций оператора
A(I+δA) полна в H, при этом для любого ε > 0 все собственные значения
оператора A(I + δA) (кроме конечного числа) лежат в углах | arg λ| < ε
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и | arg λ− pi| < ε. Более того,
1. если A имеет только конечное число отрицательных собственных
значений, тогда оператор A(I + δA) имеет только конечное число
собственных значений в угле | arg λ− pi| < ε;
2. если A имеет только конечное число положительных собственных
значений, тогда оператор A(I + δA) имеет только конечное число
собственных значений в угле | arg λ| < ε.
Однако, как выяснилось, полноту собственных функций можно полу-
чить и для неограниченных операторов. Так, в 1962 году С. Агмон в своей
работе [33] доказал полноту собственных функций эллиптической крае-
вой задачи с помощью оценок резольвенты соответствующего оператора
на некоторых прямых комплексной плоскости (так называемые лучи мед-
ленного роста).
Рассмотрим этот метод более подробно, пусть T – неограниченный за-
мкнутый оператор в гильбертовом пространствеH с дискретным спектром.
Обозначим через R(λ;T ) резольвенту оператора T . Луч arg λ = ϑ в ком-
плексной плоскости C называется лучом медленного роста резольвенты
R(λ;T ), если резольвента существует для всех достаточно больших значе-
ний |λ| на этом луче, и для всех таких λ выполнено неравенство
|R(λ;T )| ≤ c|λ|−1 (1.17)
с некоторой положительной константой c.
Справедлива следующая теорема, см. книгу Н. Данфорда и Д.Т. Швар-
ца [40], а также книгу И.Ц. Гохберга и М.Г. Крейна [9].
Теорема 3. Пусть T – неограниченный оператор в гильбертовом про-
странстве H со всюду плотной областью определения, и пусть 0 < p <
∞. Допустим, что для некоторого λ0 из резольвентного множества опе-
ратора T резольвента R(λ0;T ) принадлежит классу Sp. Пусть γ1, . . . , γs
– непересекающиеся дифференцируемые дуги, каждая из которых име-
ет предельное значение на бесконечности; предположим, что угол, об-
разованный в бесконечности любой парой соседних дуг, меньше pi/p. До-
пустим, что, когда λ → ∞ вдоль какой-нибудь из дуг γj, резольвента
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R(λ;T ) допускает оценку
|R(λ;T )| ≤ c|λ|N
с некоторыми константами N и c > 0. Тогда собственные функции опе-
ратора T полны в H.
Заметим, что вместо понятия лучей медленного роста здесь использу-
ются некоторые кривые, однако в частности результат справедлив и для
лучей медленного роста.
Помимо вышеперечисленных работ отметим работы таких математиков
как И.Ц. Гохберг, Е.И. Сигал и М.Г. Крейн [9], [44], А.С. Маркус [53], Ф.
Браудер [36], М.С. Агранович [5], С.Я. Якубов [68], В.А. Кондратьев [15],
Н.Н. Тарханов и А.А. Шлапунов [67], [62] и многих других исследователей,
внесших вклад в развитие спектральной теории.
В данной диссертации доказывается полнота корневых функций для
одного класса некоэрцитивных смешанных задач в специальных простран-
ствах соболевского типа.
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Глава 2
Об одном классе
операторных уравнений,
порожденных
эрмитовыми формами
2.1 Теорема вложения для функциональных
пространств, порожденных эрмитовыми фор-
мами
Обозначим через A0(x, ∂) старшую часть оператора (1.9), то есть
A0(x, ∂)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju).
Как и прежде, мы полагаем, что матрица из коэффициентов A(x) является
эрмитовой и удовлетворяет условиям (1.10) и (1.11).
Далее, зафиксируем число 0 ≤ r ≤ 1/2 и ограниченный линейный опе-
ратор Ψ : Hr(∂D) → L2(∂D). Интервал значений для r мотивирован тео-
ремой о следе для пространств Соболева и аргументами двойственности.
Через Ψ∗ : L2(∂D)→ Hr(∂D) обозначим оператор, сопряженный к опера-
тору Ψ.
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Для r = 0 типичным оператором Ψ является дифференциальный опе-
ратор нулевого порядка, то есть, Ψu = ψu, где ψ это функция на ∂D
локально ограниченная вне ∂S. Тогда оператор
(Ψ∗Ψu)(x) = |ψ(x)|2u(x)
обратим в L2(∂D, S) при условии, что |ψ(x)| ≥ c > 0 на ∂D \ S. Если ∂D
является дважды гладкой, то в качестве модельного оператора Ψ для этой
ситуации можно взять следующий:
Ψ = (1 +∆∂D)
r/2,
где ∆∂D это оператор Лапласа - Бельтрами на границе.
Обозначим через H1(D,S) замыкание пространства C1(D,S) в H1(D).
Очевидно, это гильбертово пространство c индуцированным скалярным
произведением.
Пусть теперь a0,0 - неотрицательная ограниченная функция, и пусть
функционал
‖u‖+ =
(∫
D
n∑
i,j=1
ai,j∂ju∂iu dx+ ‖√a0,0u‖2L2(D) + ‖Ψ(u)‖2L2(∂D)
)1/2
определяет норму в пространстве H1(D,S). Тогда обозначим через H+(D)
пополнение пространства H1(D,S) по норме ‖ · ‖+. Пространство H+(D)
является пространством Гильберта со скалярным произведением
(u, v)+ =
∫
D
n∑
i,j=1
ai,j∂ju∂iv dx+ (a0,0u, v)L2(D) + (Ψ(u),Ψ(v))L2(∂D).
Всюду далее мы предполагаем, что пространство H+(D) непрерывно
вложено в пространство L2(D), то есть неравенство
‖ u ‖L2(D)6 c ‖ u ‖H+(D) (2.18)
выполнено для всех u ∈ H1(D,S) и некоторой константы c, не зависящей
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от u. Обозначим через ι оператор непрерывного вложения
ι : H+(D) ↪→ L2(D). (2.19)
Отметим, что вложение (2.19) справедливо, если, например, существует
константа c2, такая, что
a0,0 ≥ c2 > 0 в D. (2.20)
Обозначим через H−(D) пополнение пространства H1(D,S) по норме
‖ u ‖H−= sup
v 6=0
∣∣(v, u)L2(D)∣∣
‖ v ‖H+ ,
где v ∈ H1(D,S). Ниже мы увидим, что пространство H−(D) можно оха-
рактеризовать как двойственное к пространству H+(D) относительно спа-
ривания
〈v, u〉 = lim
ν→∞(v, uν)L
2(D).
Сформулируем следующий хорошо известный результат для коэрцитив-
ного случая. Напомним, эрмитову форму (·, ·)+ называют коэрцитивной на
H1(D,S), если существует такие положительные константы c1, c2, что для
всех u ∈ H1(D,S) выполнено неравенство
c1 ‖ u ‖H1(D)6‖ u ‖H+(D)6 c2 ‖ u ‖H1(D) .
Лемма 1. Пусть выполнена оценка (1.12), тогда пространство H+(D)
непрерывно вложено в H1(D),
H+(D) ↪→ H1(D,S),
если выполнено хотя бы одно из следующих условий:
1. внутренность S ⊂ ∂D не пуста;
2.
∫
D a0,0(x) dx > 0;
3. ‖ Ψ(1) ‖L2(∂D)> 0.
Доказательство. См., например, [5] или [4].
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Обозначим через s = s(r) вещественное число, которое определяется
следующим образом:
s =

1/2− ε, ε > 0, если r = 0,
1/2, если r = 0 и ∂D ∈ C2,
1/2 + r, если 0 < r ≤ 1/2.
(2.21)
В следующей теореме рассматривается случай некоэрцитивной формы.
Теорема 4. Пусть коэффициенты ai,j принадлежат C∞ в окрестности
X замыкания D, выполнены неравенства (1.10), (1.11) и существует кон-
станта c1 > 0, такая, что
‖Ψu‖L2(∂D) ≥ c1 ‖u‖Hr(∂D) для всех u ∈ H1(∂D, S). (2.22)
Если выполнено неравенство (2.20) или оператор A0 является сильно эл-
липтическим в окрестности X замыкания D и в некоторой окрестности
X замыкания D выполнено∫
X
n∑
i,j=1
ai,j∂ju∂iu dx ≥ m1 ‖u‖2L2(X) (2.23)
для всех u ∈ C∞comp(X), где m1 > 0 - константа, не зависящая от u, то
пространство H+(D) непрерывно вложено в Hs(D).
Доказательство. Прежде всего отметим, что справедлива следующая лем-
ма о факторизации:
Лемма 2. Для матрицы из коэффициентов A(x) существует факториза-
ция, то есть существует некоторая (m×n) - матрица F (x), состоящая
из функций класса L∞(X) такая, что
(F (x))∗ F (x) = A(x)
для почти всех x ∈ X.
Доказательство. Согласно (1.10), матрица A(x) положительно определе-
на, то есть для каждого фиксированного x ∈ X она индуцирует неот-
рицательное отображение Cn. Следовательно, это отображение обладает
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единственным неотрицательным квадратным корнем в линейной оболоч-
ке, натянутой на Cn. Корень
√
A(x) представляет собой (n×n) - матрицу,
компоненты которой являются комплекснозначными функциями в X,√
A(x) = F (x) = (Fi,j(x))i=1,...,n
j=1,...,n
.
Так как F ∗ = F и F 2 = A, имеем
ai,j(x) =
n∑
j=1
|Fi,j(x)|2
для почти всех x ∈ X, где 1 ≤ i ≤ n. Это значит, что Fi,j(x) ∈ L∞(X) для
всех i, j = 1, . . . , n.
Согласно лемме 2 оператор A0(x, ∂) может быть факторизован следу-
ющим образом:
A0(x, ∂) = (F (x)∇)∗ (F (x)∇) , (2.24)
где∇ рассматривается как столбец с n - компонентами ∂1, . . . , ∂n, а (F (x)∇)∗
является формально сопряженным оператором для дифференциального
оператора первого порядка F (x)∇.
Из сильной эллиптичности оператора
A0(x, ∂) = −
n∑
i,j=1
∂i(ai,j(x)∂j),
в силу классического неравенства Гординга, следует существование пара-
метрикса Ходжа задачи Дирихле для A0(x, ∂) в области X (см., например,
[18]). Мы воспользуемся этим фактом в том виде, в котором он изложен,
например, в [56] или в [59] для матричных эллиптических операторов на
многообразиях с краем. А именно, обозначим через H˜−1(X) двойственное
пространство к H−1(X, ∂X) относительно L2(X) - спаривания (аналогично
случаю выше). Ясно, что H−1(X) непрерывно вложено в H˜−1(X). В си-
лу факторизации (2.24) и полноты пространства C∞comp(X) в пространстве
H1(X, ∂X), оператор A0(x, ∂) продолжается до непрерывного отображения
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из H1(X, ∂X) в H˜−1(X) с помощью эрмитовой формы
n∑
i,j=1
(ai,j(x)∂ju, ∂iv)L2(X) = (F∇u, F∇v)L2(X), u, v ∈ H1(X, ∂X). (2.25)
Пусть теперь H(X) ⊂ H1(X, ∂X) ∩ C∞(X) обозначает нулевое про-
странство задачи Дирихле на множестве X. В силу априорных оценок для
эллиптических операторов размерность H(X) конечна, и, как следует из
(2.25),
H(X) = {u ∈ H1(X, ∂X) : F∇u = 0 в X} . (2.26)
Как уже отмечалось, матрица A(x) может вырождаться, если не выпол-
нена сильная коэрцитивная оценка (1.12). Следовательно, матрица F (x)
также может быть вырожденной, а это означает, что пространство H(X)
может быть нетривиальным. Тогда существуют ограниченные линейные
операторы
G :H˜−1(X)→ H1(X, ∂X),
Π :H˜−1(X)→ H(X),
удовлетворяющие следующим соотношениям
GA0 = I − Π,
A0G = I − Π,
(2.27)
наH1(X, ∂X) и H˜−1(X) соответственно (см., например, [56] или [59]). Здесь
Π есть ничто иное, как L2(X) - ортогональный проектор на H(X).
Используя теорему о следах для пространств Соболева, введем извест-
ный оператор Пуассона P : H1/2(∂X) → H1(X), удовлетворяющий следу-
ющему равенству
P ◦ t1 + GA0 = I − Π,
где t1 обозначает оператор следа t1 : H1(X) → H1/2(∂X). В частности,
образ оператора P является L2(X) - ортогональным к H(X). Известно,
что если граница X является поверхностью Липшица, то операторы Грина
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и Пуассона обладают определенными свойствами регулярности, а именно:
G :H˜s−1(X)→ Hs+1(X),
∂jG :H˜s−1(X)→ Hs(X),
P :Hs+1/2(∂X)→ Hs+1(X),
(2.28)
для все 0 ≤ s < 1/2 и любого 1 ≤ j ≤ n (см., например, [5]). Если же
граница ∂X является C2 - гладкой, то также непрерывны отображения
G :L2(X)→ H2(X),
P :H3/2(∂X)→ H2(X).
Нам потребуются более тонкие свойства операторов G и P .
Обозначим через ∂c так называемую конормальную производную к ∂X
относительно оператора A0:
∂c =
n∑
i,j=1
ai,j(x) νi∂j,
где ν(x) = (ν1(x), . . . , νn(x)) это вектор единичной нормали к ∂X в точ-
ке x ∈ ∂X. Как известно, если ∂X является поверхностью Липшица, то
нормаль ν(x) существует почти в каждой точке.
Лемма 3. Пусть X - область с липшицевой границей. Если 0 < r ≤
1/2, то оператор ∂cG продолжается до непрерывного отображения из
H−r−1/2(X) в H−r(∂X).
Доказательство. Если f ∈ H−r−1/2(X), то Gf есть так называемое силь-
ное решение задачи Дирихле, т. е. существует последовательность {uν}
функций из H2(X), исчезающих на границе и удовлетворяющих
‖uν − Gf‖H−r+3/2(X) → 0,
‖A0uν − f‖H−r−1/2(X) → 0,
(2.29)
при ν →∞. Пользуясь (2.28), мы заключаем, что оператор ∂jG непрерывно
отображает пространство H−r−1/2(X) в H−r+1/2(X) для всех 1 ≤ j ≤ n,
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при этом
‖∂juν − ∂jGf‖H−r+1/2(X) → 0
при ν →∞.
Пусть теперь u ∈ H2(X) исчезает на границе ∂X. Из существования
непрерывного правого обратного t−1r+1/2 для оператора следа
tr+1/2 : H
r+1/2(X)→ Hr(∂X)
следует
‖∂cu‖H−r(∂X) = sup
v 6=0
v∈Hr(∂X)
∣∣(v, ∂cu)L2(∂X)∣∣
‖ v ‖Hr(∂X)
= sup
v 6=0
v∈H1(∂X)
∣∣∣(tr+1/2t−1r+1/2v, ∂cu)L2(∂X)∣∣∣
‖ v ‖Hr(∂X)
= sup
v 6=0
v∈H1(∂X)
lim
ν→∞
∣∣(tr+1/2gν, ∂cu)L2(∂X)∣∣
‖ v ‖Hr(∂X) ,
где {gν} это некоторая последовательность гладких функций на X, при-
ближающая g := t−1r+1/2v в H
r+1/2(X). Пользуясь теоремой Стокса и (2.27),
имеем
(tr+1/2gν, ∂cu)L2(∂X) =
n∑
i,j=1
(ai,j(x)∂jgν, ∂iu)L2(X) + (gν, A0u)L2(X).
Так как r + 1/2 > 1/2 при r > 0, то из известных результатов для диффе-
ренциальных операторов первого порядка в областях с Липшицевой гра-
ницей следует, что найдется такая постоянная c, что
‖∂jgν‖Hr−1/2(X) ≤ c‖gν‖Hr+1/2(X)
для всех ν, и
lim
ν→∞ ∂jgν = ∂jg
в Hr−1/2(X). Далее, согласно (2.28), имеем
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∣∣∣∣∣
n∑
i,j=1
(ai,j(x)∂jgν, ∂iu)L2(X)
∣∣∣∣∣ ≤ c
n∑
i,j=1
‖∂jgν‖Hr−1/2(X)‖∂iu‖H−r+1/2(X)
≤ ĉ
n∑
i,j=1
‖∂jgν‖Hr−1/2(X)‖u‖H−r+3/2(X),
так как ai,j(x) ∈ L∞(X), где константы c и ĉ не зависят от u и ν. C другой
стороны, ∣∣(gν, A0u)L2(X)∣∣ ≤ ‖gν‖Hr+1/2(X)‖A0u‖H−r−1/2(X),
и, следовательно, существует такая постоянная c, не зависящая от u, что
‖∂cu‖H−r(∂X) ≤ c
(‖u‖H−r+3/2(X) + ‖A0u‖H−r−1/2(X)) . (2.30)
Отсюда имеем
‖∂c(uµ − uν)‖H−r(∂X) ≤ c
(‖uµ − uν‖H−r+3/2(X) + ‖A0(uµ − uν)‖H−r−1/2(X))
для всех µ и ν. Из (2.29) следует, что последовательность {∂cuν} сходит-
ся в H−r(∂X). Обозначим соответствующий предел через ∂cGf , который
корректно определен для любой функции f ∈ H−r−1/2(X). C учетом (2.30)
получаем
‖∂cGf‖H−r(∂X) ≤ c
(‖Gf‖H−r+3/2(X) + ‖f‖H−r−1/2(X))
для всех f ∈ H−r−1/2(X). Наконец, соотношения (2.28) при s = −r + 1/2
влекут непрерывность оператора ∂cG : H−r−1/2(X)→ H−r(∂X), построен-
ного выше, при 0 < r ≤ 1/2.
Лемма 4. Пусть X - область с липшицевой границей. Если 0 < r ≤
1/2, то оператор P непрерывно отображает Hr(∂X) в Hr+1/2(X). Более
того, если ∂X ∈ C2, то оператор P непрерывно отображает L2(∂X) в
H1/2(X).
Доказательство. При любом фиксированном 0 < r ≤ 1/2, аналогично
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доказательству предыдущей леммы, имеем:
‖Pu‖Hr+1/2(X) = sup
v 6=0
v∈H−r−1/2(X)
∣∣(v,Pu)L2(X)∣∣
‖ v ‖H−r−1/2(X)
= sup
v 6=0
v∈H−r−1/2(X)
∣∣(A0Gv + Πv,Pu)L2(X)∣∣
‖ v ‖H−r−1/2(X)
= sup
v 6=0
v∈H−r−1/2(X)
∣∣(A0Gv,Pu)L2(X)∣∣
‖ v ‖H−r−1/2(X)
= sup
v 6=0
v∈H−r−1/2(X)
lim
ν→∞
∣∣(∂cgν, u)L2(∂X)∣∣
‖ v ‖H−r−1/2(X)
для всех u ∈ Hr(∂X), где {gν} - это некоторая последовательность функ-
ций класса H2(X), исчезающих на границе ∂X и удовлетворяющих соот-
ношениям:
‖gν − Gv‖H−r+3/2(X) → 0,
‖A0gν − v‖H−r−1/2(X) → 0,
(2.31)
при ν →∞. Пользуясь леммой (3), получаем
lim
ν→∞
∣∣(∂cgν, u)L2(∂X)∣∣ ≤ c‖v‖H−r−1/2(X)‖u‖Hr(∂X),
откуда следует, что существует такая константа c, не зависящая от u, что
‖Pu‖Hr+1/2(∂X) ≤ c‖u‖Hr(∂X).
Таким образом, мы доказали непрерывность оператора P : Hr(∂X) →
Hr+1/2(∂X) при 0 < r ≤ 1/2.
В случае, когда r = 0 и граница ∂X дважды гладкая, то мы можем
использовать известную теорему регулярности для задачи Дирихле в X.
Нам нужно показать, что интеграл Пуассона P непрерывно отображает
L2(∂X) в H1/2(X). С этой целью для данного u ∈ H−1/2(∂X) выберем
последовательность {uν} в H1/2(∂X), сходящуюся к u в H−1/2(∂X).
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Пользуясь формулой интегрирования по частям, получаем
‖Puν‖L2(X) = sup
v 6=0
v∈L2(X)
∣∣(v,Puν)L2(X)∣∣
‖ v ‖L2(X)
= sup
v 6=0
v∈L2(X)
∣∣(A0Gv + Πv,Puν)L2(X)∣∣
‖ v ‖L2(X)
= sup
v 6=0
v∈L2(X)
∣∣(A0Gv,Puν)L2(X)∣∣
‖ v ‖L2(X)
≤ sup
v 6=0
v∈L2(X)
∣∣(∂cGv, uν)L2(∂X)∣∣
‖ v ‖L2(X)
≤ sup
v 6=0
v∈L2(X)
‖∂cGv‖H1/2(∂X)‖uν‖H−1/2(∂X)
‖ v ‖L2(X)
≤ c‖uν‖H−1/2(∂X)
для всех ν, где постоянная c не зависит от ν. Таким образом последо-
вательность {Puν} сходится в L2(X), а интеграл Пуассона P индуцирует
непрерывный линейный оператор изH−1/2(∂X) в L2(X). Теперь мы можем
воспользоваться теорией интерполяции для гильбертовых пространств. А
именно, согласно интерполяции, интеграл Пуассона P - это ограниченный
линейный оператор
Pθ :
[
H−1/2(∂X), H1/2(∂X)
]
θ
→ [L2(X), H1(X)]
θ
для всех 0 < θ < 1, где [H0, H1]θ обозначает интерполяционное простран-
ство для пары H0, H1 пространств Гильберта. Как известно,[
L2(X), H1(X)
]
θ
= Hθ(X),[
H−1/2(∂X), H1/2(∂X)
]
θ
= H1/2−θ(X),
(см., например, [19] или [26]). Следовательно, выбрав θ = 1/2, получаем
утверждение леммы.
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Продолжим теперь доказательство основной теоремы. Для этого обо-
значим через e+ оператор продолжения нулем из области D на X, а через
r+ соответственно сужение из X на D. Очевидно, e+ : L2(D) → L2(X) и
r+ : Hs(X)→ Hs(D) – ограниченные линейные операторы для всех s ∈ R.
Ясно, что если выполнено неравенство (2.23), то пространство H(X) ≡
0. C другой стороны, если (2.23) не выполнено, то, согласно условию теоре-
мы, a0,0 ≥ c1 в D с некоторой положительной константой c1, а это значит,
что пространство H+(D) непрерывно вложено в L2(D), то есть норма ‖·‖+
не слабее, чем норма ‖ · ‖a на H1(D,S), заданная следующим образом:
‖u‖a =
(∫
D
n∑
i,j=1
ai,j∂ju∂iu dx+ ‖u‖2Hr(∂D) + ‖Πe+u‖2L2(X)
)1/2
. (2.32)
В силу того, что коэффициенты ai,j непрерывны вплоть до границы D,
из формулы Стокса имеем:∫
∂D
∂cuv ds =
∫
D
n∑
i,j=1
(
ai,j∂ju∂iv + ∂i(ai,j∂ju)v
)
dx (2.33)
для всех u ∈ H2(D) и v ∈ H1(D).
Обозначим через
GD :H˜−1(D)→ H1(D, ∂D),
ΠD :H˜
−1(D)→ H(D),
оператор Грина и проектор на нулевое пространство задачи Дирихле для
оператора A0 в D соответственно. Заметим, что свойства операторов GD и
ΠD аналогичны свойствам операторов G и Π, рассмотренных нами выше
для области X. Это позволяет нам ввести оператор Пуассона PD.
Пусть h ∈ H(D), тогда e+h ∈ H(X), то есть образ H(D) при отобра-
жении e+ можно рассматривать как замкнутое подпространство в H(X).
Действительно, по определению имеем H(D) ⊂ H10(D), а это значит,
что e+h ∈ L2(X) для каждого h ∈ H(D). С другой стороны, посколь-
ку коэффициенты эллиптического оператора A0 являются гладкими, то
H(D) ⊂ C∞(D). Так как h ∈ H10(D), существует последовательность
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{gν} ⊂ C∞comp(D), аппроксимирующая h по норме пространства H1(D). То-
гда, воспользовавшись равенством (2.26) для пространства H(D), вместо
пространства H(X), получаем
(
e+h, (F∇)∗ϕ)
L2(X)
= lim
ν→∞(gν, (F∇)
∗ϕ)L2(D) = (F∇h, ϕ)L2(D) = 0
для всех ϕ ∈ C∞comp(X,Cn), где C∞comp(X,Cn) обозначает декартово произве-
дение n копий пространства C∞comp(X). Отсюда следует, что F∇h(e+h) = 0
почти всюду в X, а следовательно и A0e+h = 0 почти всюду в X, ввиду
факторизации (2.24). В частности, e+h ∈ C∞comp(X) для каждого h ∈ H(D),
поскольку оператор A0 эллиптичен, а его коэффициенты являются глад-
кими в X. Из (2.26) следует, что e+h ∈ H(X). Заметим, что, так как про-
странства H(D) и H(X) конечномерны, мы можем рассматривать их как
пространства Банаха с нормами ‖ · ‖L2(D) и ‖ · ‖L2(X) соответственно. А это
значит, что ‖e+h‖L2(X) = ‖h‖L2(D), то есть образ H(D) при отображении
e+ можно рассматривать как замкнутое подпространство в H(X), что и
требовалось показать.
Выберем теперь L2(D) - ортонормированный базис ek в H(D). Тогда
существует L2(X) - ортонормированная система fj вH(X) такая, что базис
{ek} ∪ {fj} является L2(X) - ортонормированным в H(X). По построению
имеем
Πe+u =
∑
k
(u, ek)L2(D)e
+(ek) +
∑
j
(e+u, fj)L2(X)fj
= e+(ΠDu) +
∑
j
(e+u, fj)L2(X)fj,
то есть
‖Πe+u‖2L2(X) = ‖ΠDu‖2L2(D) +
∑
j
|(e+u, fj)L2(X)|2 (2.34)
для всех u ∈ L2(D).
Далее, комбинирую формулы (2.27), (2.33) и (2.34), получаем
‖u‖2a ≥
n∑
i,j=1
(ai,j∂jGDA0u, ∂jGDA0u)L2(D)
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+
n∑
i,j=1
(ai,j∂jPDu, ∂jPDu)L2(D)
+‖PDu‖2Hr(∂D) + ‖ΠDu‖2L2(D) (2.35)
для всех u ∈ H1(D,S). Так как ΠD является проектором на конечномерное
пространство H(D), то мы можем заключить, что существует константа c,
не зависящая от u такая, что
‖ΠDu‖H1(D) ≤ c‖ΠDu‖L2(D) (2.36)
для любого u ∈ H1(D,S). С другой стороны классическое неравенство
Гординга для эллиптических операторов дает
‖GDA0u‖2H1(D) ≤ c
n∑
i,j=1
(ai,j∂jGDA0u, ∂jGDA0u)L2(D) (2.37)
для любого u ∈ H1(D,S).
Таким образом, из соотношения (2.27) и неравенств (2.35) – (2.37) следу-
ет, что любая последовательность {uν} ⊂ H1(D,S), сходящаяся к функции
u в пространстве H+(D), может быть представлена в виде
uν = ΠDuν + GDA0uν + PDuν, (2.38)
где последовательности {ΠDuν} и {GDA0uν} сходятся в H1(D, ∂D) ⊂
H1(D,S) к некоторым элементам uH и uG соответственно. Следователь-
но, последовательность {PDuν} также сходится к некоторому элементу uP
в H+(D), причем
u = uH + uG + uP = ΠDu+ GDA0u+ PDu, (2.39)
здесь PDu это интеграл Пуассона от «следа» u
∣∣
∂D
∈ Hr(∂D) для u ∈
H+(D). Таким образом, теорема вложения полностью определяется пове-
дением элемента uP = PDu на границе.
Так как коэффициенты ai,j являются гладкими в некоторой окрестно-
сти области D, то мы можем считать, что X - область с гладкой границей.
В этом случае решения задачи Дирихле для A0u ∈ L2(X) с нулевыми дан-
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ными на границе ∂X на самом деле принадлежат H2(X). Из априорных
оценок следует, что G и Π порождают ограниченные операторы
r+Ge+ : L2(D)→ H2(D),
r+Πe+ : L2(D)→ H2(D).
Пусть теперь s ≥ 0. Ясно, что любой элемент u ∈ H−s(D) продолжается
до элемента U ∈ H−s(X) с помощью равенства
〈U, v〉X = 〈u, v〉D
для всех v ∈ Hs(D). В силу того, что U исчезает в X\D, обозначим его как
e+u. Ясно, что линейный оператор e+ : H−s(D)→ H−s(X), определенный
таким образом, ограничен при s ≥ 0.
Так как носитель распределения e+u сосредоточен в D, то, имея в ви-
ду свойство непрерывности псевдодифференциальных операторов на ком-
пактных замкнутых многообразиях, мы заключаем, что r+Ge+, r+Πe+ про-
должаются до линейных операторов
r+Ge+ : H−r−1/2(D)→ H−r+3/2(D),
r+Πe+ : H−r−1/2(D)→ H−r+3/2(D),
при −1/2 ≤ r ≤ 1/2. Согласно теореме о следах для соболевских про-
странств в областях с липшицевой границей операторы
∂j
(
r+Ge+) = H−r−1/2(D)→ H−r+1/2(D),
∂c
(
r+Πe+
)
= H−r−1/2(D)→ H−r(∂D),
(2.40)
также ограничены при −1/2 ≤ r < 0. Отметим, что при r = 0 утверждение
не верно, так как элементы H1/2(D) могут не иметь следов на ∂D.
Из формул (2.33) и (2.40) имеем
(u, v)L2(D) =
(
Π(e+v) + A0G(e+v), u
)
L2(D)
=
(
Π(e+v), u
)
L2(D)
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+∫
D
n∑
i,j=1
ai,j∂jG(e+v)∂iu dx+
(
∂c(r
+Ge+)v, u)
L2(∂D)
(2.41)
для всех u ∈ H1(D,S) и v ∈ L2(D)
Покажем теперь, что норма ‖ · ‖a не слабее, чем норма ‖ · ‖Hr+1/2(D) на
H1(D,S). Действительно,
‖u‖Hr+1/2(D) = sup
v 6=0
v∈H−r−1/2(D)
∣∣(v, u)L2(D)∣∣
‖ v ‖H−r−1/2(D)
= sup
v 6=0
v∈H−r−1/2(D)
lim
ν→∞
∣∣(vν, u)L2(D)∣∣
‖ v ‖H−r−1/2(D)
(2.42)
для всех u ∈ H1(D,S) с некоторой последовательностью {vν} гладких в
D функций, аппроксимирующих v в пространстве H−r−1/2(D). Подстав-
ляя в формулу (2.41) вместо функций u и v функцию vν получаем, что
выражение в правой части формулы (2.42) равно∣∣∣∣∣(Π(e+v), u)L2(D) +
∫
D
n∑
i,j=1
ai,j∂jG(e+v)∂iu dx+
(
∂c(r
+Ge+)v, u)
L2(∂D)
∣∣∣∣∣ .
Учитывая то, что Π это ортогональный проектор в L2(X), имеем∣∣∣(Π(e+v), u)L2(D)∣∣∣ = ∣∣∣(Π(e+v), e+u)L2(X)∣∣∣
=
∣∣∣(Π(e+v),Π(e+u))L2(X)∣∣∣
≤ ‖v‖Hr+1/2(D)‖Π(e+u)‖L2(X), (2.43)
a также ∣∣∣(∂c(r+Ge+)v, u)L2(∂D)∣∣∣ ≤ c‖∂c(r+Ge+)v‖H−r(D)‖u‖Hr(∂D)
≤ ĉ‖v‖H−r−1/2(D)‖u‖Hr(∂D), (2.44)
для всех u ∈ H1(D,S) и v ∈ H−r−1/2(D) с некоторыми постоянными c и ĉ,
не зависящими от u и v. Последнее неравенство следует из (2.40).
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В силу того, что матрица A(x) является эрмитовой и неотрицательной,
из обобщенного неравенства Коши следует, что∣∣∣∣∣
n∑
i,j=1
ai,j(x)ziξj
∣∣∣∣∣
2
≤
(
n∑
i,j=1
ai,j(x)zizj
)(
n∑
i,j=1
ai,j(x)ξiξj
)
(2.45)
для любых z, ξ ∈ Cn. Используя (2.45), получаем, что неравенство∣∣∣∣∣
∫
D
n∑
i,j=1
ai,j∂jG(e+v)∂iu dx
∣∣∣∣∣ ≤ c
(∫
D
n∑
i,j=1
ai,j∂ju∂iu dx
)1/2
‖v‖H−r−1/2(D),
(2.46)
выполнено с некоторой постоянной c, не зависящей от u и v.
Учитывая (2.42) – (2.44), а также (2.46), заключаем, что найдутся такие
постоянные c и ĉ, что неравенство
c‖u‖Hr+1/2(D) ≤ ‖u‖a ≤ ĉ‖u‖+
будет выполнено для всех u ∈ H1(D,S) при −1/2 ≤ r < 0. Рассмотрим
случай r = 0 при липшицевой границе. Ясно, что (2.22) тогда выполняется
при любом r = −ε < 0 для любого сколь угодно малого 0 < ε ≤ 1/2. Из до-
казанного выше немедленно следует, что пространство H+(D) непрерывно
вложено в пространство H1/2−ε(D).
Наконец, рассмотрим случай 0 < r ≤ 1/2 при липшицевой границе и
r = 0 при дважды гладкой границе. В силу того, что последовательность
{uν} сходится в H+(D), а норма этого пространства не слабее нормы ‖ · ‖a,
то она сходится также и в Hr(∂D). Согласно лемме 4, последовательность
PDuν сходится к некоторому элементу uP в Hr+1/2(D) при 0 < r ≤ 1/2,
если граница области D есть поверхность Липшица, а так же при r = 0 в
случае, когда границаD дважды гладкая. Таким образом, из (2.39) следует,
что пространство H+(D) непрерывно вложено в пространство Hr+1/2(D).
Отметим, что в [30] и [31] теорема 4 распространена на случай весовых
пространств, порожденных некоэрцитивными эрмитовыми формами.
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2.2 Смешанные краевые задачи для сильно
эллиптических операторов
Рассмотрим подробнее задачу (1.13). Граничный оператор B(x, ∂) предста-
вим в следующем виде
B(x, ∂) = b1(x)∂c +B0,
где ∂c – это конормальная производная для оператора A,
∂c =
n∑
i,j=1
ai,j(x) νi∂j.
Для того, чтобы определить оператор B0, зафиксируем число 0 ≤ r ≤ 1/2
и ограниченный линейный оператор Ψ : Hr(∂D) → L2(∂D) (см. предыду-
щий параграф). Через Ψ∗ : L2(∂D) → Hr(∂D), как и прежде, обозначим
оператор, сопряженный к оператору Ψ.
Мы будем рассматривать оператор B0 в следующем виде:
B0 = χS + b1 (Ψ
∗Ψ + δB0) , (2.47)
где χS есть характеристическая функция множества S на ∂D, а δB0 это
некоторое возмущение оператора Ψ (например, псевдодифференциальный
оператор порядка ниже r).
Рассмотрим следующую задачу:
Задача 1. Пусть в области D дано распределение f , требуется найти
такое распределение u в D, что, в подходящем смысле,A(x, ∂)u = f в области D,B(x, ∂)u = 0 на ∂D.
Если Ψ задается через умножение на ограниченную на границе функ-
цию, то это хорошо известная задача типа зарембы (см. [69]). Она может
быть решена стандартным путем в пространствах соболевского типа, ас-
социированных с эрмитовыми формами, или в пространствах Соболева и
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Гёльдера, используя метод потенциалов (для коэрцитивного случая см.,
например, [18], [69], [19]). В некоэрцитивном случае методы должны быть
более тонкие (см., например, [1], [62], [30], [31]) из-за потери регулярности
решения около границы области.
В настоящей работе для изучения задачи 1 используется метод неотри-
цательных эрмитовых форм. А именно, так как на S граничный оператор
равен B = χS и χS(x) 6= 0 для x ∈ S, то функции класса H1(D), удовле-
творяющие Bu = 0 на ∂D, принадлежат H1(D,S). В дальнейшем будем
считать, что S 6= ∂D (в противном случае получаем хорошо известную
задачу Дирихле (см.[21])).
Представим a0 как a0 = a0,0+δa0, где a0,0 это неотрицательная функция
на D. Рассмотрим следующую эрмитову форму
(u, v)+ =
∫
D
n∑
i,j=1
ai,j∂ju∂iv dx+ (a0,0u, v)L2(D) + (Ψ(u),Ψ(v))L2(∂D) (2.48)
в пространстве H1(D,S). Ясно, что эрмитова форма (2.48) определяет ска-
лярное произведение в H1(D,S), если выполнены условия теоремы 4.
Через H+(D) будем обозначать пополнение пространства H1(D,S) по
норме, порожденной скалярным произведением (2.48), а через H−(D) –
пополнение пространства H1(D,S) по норме
‖u‖− = sup
v 6=0,
v∈H1(D,S)
|(v, u)L2(D)|
‖v‖+ , (2.49)
см., например, [55].
Если выполнена коэрцитивная оценка (1.12), то пространство H+(D)
непрерывно вложено в H1(D), однако, в общем случае, вложение, описан-
ное в теореме 4, является точным (см. [62, замечание 5.1], [74] и пример 2
ниже). В частности, может случиться так, что пространство H+(D) не мо-
жет быть непрерывно вложено вHr+ε(D) при любом ε > 0. Таким образом,
оператор Ψ введен для того, чтобы улучшить, если потребуется, гладкость
элементов из H+(D) в некоэрцитивном случае.
Далее мы воспользуемся стандартной теорией двойственных пространств
(см., например, [55]). А именно, ведем следующее спаривание для про-
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странств H+(D) и H−(D):
< u, v >= lim
k→∞
∫
D
u(x)vk(x)dx, (2.50)
где v ∈ H−(D), u ∈ H+(D). Отметим, что для него справедливо неравен-
ство Коши-Буняковского,
| < u, v > | ≤ ‖u‖+‖v‖−. (2.51)
С помощью спаривания (2.50) мы можем сформулировать следующую лем-
му о двойственности.
Лемма 5. Банахово пространство H−(D) топологически изоморфно двой-
ственному пространству (H+(D))′ относительно спаривания (2.50).
Доказательство. См., например, [55].
Теперь из теоремы Рисса об общем виде непрерывного линейного функ-
ционала следует, что H−(D) топологически изоморфно некоторому про-
странству Гильберта.
Заметим, что пространство H+(D) рефлексивно, так как оно гильбер-
тово. Отсюда следует, что (H−(D))′ = H+(D), то есть пространстваH−(D)
и H+(D) двойственны друг другу относительно спаривания (2.50).
Двойственное пространство к пространству Соболева Hs(D), s > 0, об-
разованное через спаривание, индуцированное скалярным произведением
(., .)L2(D), обозначим через H−s(D).
Лемма 6. Если справедливо вложение (2.19), то пространство L2(D)
непрерывно вложено в H−(D). Более того, если вложение (2.19) ком-
пактно, то и пространство L2(D) вложено в H−(D) компактно.
Доказательство. Пусть u ∈ H−(D) и выполнено неравенство (2.18), тогда
‖u‖H− = sup
v∈H1(D,S)
v 6=0
|(u, v)L2(D)|
‖v‖+ 6 supv∈H1(D,S)
v 6=0
‖u‖L2(D)‖v‖L2(D)
‖v‖+ 6 C‖u‖L2(D),
где C > 0 некоторая положительная константа. В данном неравенстве су-
щественную роль играет тот факт, что пространство H+(D) непрерывно
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вложено в L2(D). Таким образом, любая последовательность функций, схо-
дящаяся в L2(D), будет сходиться и в H−(D), то есть L2(D) ⊂ H−(D).
Причем, как мы видели, оператор
ι′ : L2(D)→ H−(D) (2.52)
является непрерывным.
Предположим теперь, что вложение (2.19) компактно. Тогда сопряжен-
ный по теории гильбертовых пространств оператор ι∗ : L2(D) ↪→ H+(D)
будет также компактным. В силу того, что пространство H1(D,S) плотно
в H+(D), имеем
‖u‖H− = sup
v∈H1(D,S)
v 6=0
|(ι(v), u)L2(D)|
‖v‖+ = supv∈H+(D)
v 6=0
|(v, ι∗(u))+|
‖v‖+ = ‖ι
∗(u)‖+ (2.53)
для любого u ∈ L2(D). Таким образом, любая слабо сходящаяся после-
довательность в L2(D) будет сходиться в H−(D), то есть оператор (2.52)
компактный.
Отметим, что пространство C∞0 (D) плотно в H−(D), так как простран-
ство C∞0 (D) плотно в L2(D), а норма ‖·‖H− не превосходит норму ‖·‖L2(D).
Далее, для того, чтобы перейти к обобщенной постановке смешанной
задачи, нам необходимо, чтобы все производные ∂ju принадлежали L2(D)
для элемента u ∈ H+(D), по крайней мере при s ≤ 1/2 в теореме 4. Однако,
при 0 < s < 1 отсутствие коэрцитивности нам этого не позволяет. Тем не
менее, напомним, что оператор
n∑
i,j=1
∂i(ai,j∂j·)
допускает факторизацию, то есть существует (m× n) -матрица
F (x) = (Fi,j(x))i=1,...,m
j=1,...,n
ограниченных функций вX, такая, что (F (x))∗F (x) = A(x) для почти всех
x ∈ X (см. лемму 2). Например, можно взять стандартный неотрицатель-
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ный самосопряженный квадратный корень F (x) =
√
A(x) матрицы A(x).
Тогда
n∑
i,j=1
ai,j∂ju∂iv = (F (x)∇v)∗(F (x)∇)u =
m∑
k=1
Fkv Fku,
для всех гладких функций u и v в D, где через Fk, k = 1, . . . ,m, мы
обозначили следующую сумму:
Fku :=
n∑
l=1
Fk,l(x)∂lu.
Тогда, по определению пространства H+(D), любое выражение a˜k(x)Fku,
k = 1, . . . ,m, принадлежит пространству L2(D), если u ∈ H+(D) и a˜k ∈
L∞(D). Таким образом, если 0 < s < 1, тогда мы вынуждены ограничиться
слагаемыми первого порядка
m∑
k=1
a˜k(x)Fk вместо
n∑
j=1
aj(x)∂j.
С этой целью, зафиксируем факторизацию F (x) матрицы A(x) и функции
a˜k ∈ L∞(D), k = 1, . . . ,m.
Далее, из формулы интегрирования по частям имеем
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D) = −
n∑
i,j=1
(
∂j(ai,j∂iu), v
)
L2(D)
+
∫
∂D
(∂cu)vds,
где ∂c - введенная нами выше конормальная производная для оператора
A(x, ∂). В силу того, что u = 0 на S, мы можем представить
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D) = −
n∑
i,j=1
(
∂j(ai,j∂iu), v
)
L2(D)
+ (∂cu, v)L2(∂D\S).
Исходя из краевых условий, поставленных в задаче 1, получаем
−
n∑
i,j=1
(
∂j(ai,j∂iu), v
)
L2(D)
=
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D)
+ (δB0u, v)L2(∂D\S) + (Ψ(u),Ψ(v))L2(∂D),
50
где v(x) ∈ C1(D,S), u(x) ∈ C2(D,S). Таким образом, мы видим, что
(A(x, ∂)u, v)L2(D) =
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D) + (δB0u, v)L2(∂D\S)
+ (Ψ(u),Ψ(v))L2(∂D) +
m∑
k=1
(a˜k(x)Fku, v)L2(D) + (a0u, v)L2(D),
для любых u ∈ H2(D,S), v ∈ H1(D,S).
Предположим, что неравенство∣∣∣(δB0u, v)L2(∂D\S)∣∣∣ ≤ c ‖u‖+ ‖v‖+ (2.54)
выполнено с некоторой положительной константой c, не зависящей от
u, v ∈ H1(D,S). В силу того, что коэффициенты a˜k принадлежат L∞(D) и
δa0(x) ∈ L∞(D), мы имеем
∣∣∣ (δB0u, v)L2(∂D\S) + ( m∑
k=1
a˜k(x)Fku+ δa0 u, v
)
L2(D)
∣∣∣ 6 c ‖u‖+‖v‖+ (2.55)
для любых u, v ∈ H1(D,S), где c это положительная константа, не зави-
сящая от u и v. Следовательно, для любого фиксированного u ∈ H+(D),
полуторалинейная форма
Q(u, v) =
n∑
i,j=1
(ai,j∂iu, ∂jv)L2(D) + (δB0u, v)L2(∂D\S)
+ (Ψ(u),Ψ(v))L2(∂D) +
m∑
k=1
(a˜k(x)Fku, v)L2(D) + (a0(x)u, v)L2(D)
индуцирует непрерывный линейный функционал fu на H+(D):
fu(v) = Q(u, v) для любого v ∈ H+(D).
По лемме 5 существует единственный элемент из H−(D), обозначим его
через Lu, такой, что
fu(v) =< v,Lu >
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для любого v ∈ H+(D). Таким образом, мы определили линейный оператор
L : H+(D)→ H−(D). Из (2.51) и (2.55) получаем, что
‖Lu‖− = sup
v∈H+(D)
v 6=0
|< v,Lu >|
‖v‖+ 6 supv∈H+(D)
v 6=0
cˆ ‖u‖+‖v‖+
‖v‖+ = cˆ‖u‖+,
для любых u ∈ H+(D), где cˆ > 0 это некоторая константа, не зависящая
от u и v. Отсюда следует, что оператор L непрерывен.
Оператор L, соответствующий частному случаю, когда a˜k ≡ 0 для всех
k = 1, . . . ,m, a0 = a0,0 и δB0 ≡ 0, обозначим через L0 : H+(D) → H−(D).
Таким образом, оператор L0 определяется через эрмитову форму (·, ·)+:
(v, u)+ =< v,L0u > (2.56)
для любых u, v ∈ H+(D).
Естественным образом возникает обобщенная постановка задачи 1.
Задача 2. Пусть дан элемент f ∈ H−(D), требуется найти элемент
u ∈ H+(D) такой, что Lu = f , т.е., для любого v ∈ H+(D),
Q(u, v) =< v, f >, (2.57)
Опишем более подробно свойства определенных нами операторов.
Лемма 7. Пусть выполнены условия теоремы 4. Тогда оператор L0 :
H+(D)→ H−(D) непрерывно обратим и ‖L0‖ = ‖L−10 ‖ = 1.
Доказательство. Из леммы 5 и теоремы Рисса об общем виде непрерывно-
го линейного функционала в гильбертовых пространствах немедленно сле-
дует, что оператор L0 непрерывно обратим. Покажем, что ‖L0‖ = ‖L−10 ‖ =
1. Действительно, из (2.56) следует, что
‖L0u‖− = sup
v∈H+(D)
v 6=0
| < v,L0u > |
‖v‖+ = supv∈H+(D)
v 6=0
|(v, u)+|
‖v‖+ = ‖u‖+, (2.58)
для любого u ∈ H+(D), то есть ‖L0‖ = ‖L−10 ‖ = 1.
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Лемма 8. Пусть выполнены условия теоремы 4, если оператор δB0
непрерывно отображает пространство Hr(∂D, S) в H−r(∂D), то функ-
ционал (δB0u, v)L2(∂D) индуцирует ограниченный оператор δLB : H+(D)→
H−(D). Если оператор δB0 отображает пространство Hr(∂D, S) в H−r(∂D)
компактно, то оператор δLB компактен. В частности, если δB0 задает-
ся умножением на ограниченную в области D функцию δb0 ∈ L∞(∂D\S),
то
1) δB0 отображает Hr(∂D, S) компактно в H−r(∂D) для 0 < r ≤ 1/2,
2) δB0 отображает L2(∂D, S) непрерывно в L2(∂D) для r = 0.
Доказательство. Немедленно следует из теоремы 4 и теоремы Реллиха -
Кондрашова.
Теорема 5. Пусть выполнены условия теоремы 4. Если функционал
g(v) = (δB0u, v)L2(∂D) порождает ограниченный оператор δLB из H+(D)
в H−(D) при ‖δLB‖ < 1, или g(v) порождает компактный оператор из
H+(D) в H−(D), то оператор L является фредгольмовым оператором
нулевого индекса.
Доказательство. Пусть функционал (δB0u, v)L2(∂D) порождает ограни-
ченный оператор δLB из H+(D) в H−(D) при ‖δLB‖ < 1. Тогда, в силу
леммы 7, оператор L0 + δLB : H+(D)→ H−(D) непрерывно обратим.
Далее, выражение (
∑m
k=1 a˜k(x)Fku + δa0 u, v)L2(D) порождает ограни-
ченный оператор из H+(D) в L2(D), так как δa0, aj ∈ L∞(D) для всех
j = 1, . . . , n. Однако, согласно теореме 4 и теореме Реллиха - Кондрашо-
ва, пространство H+(D) компактно вложено в пространство L2(D). Тогда,
в силу леммы 6, пространство L2(D) компактно вложено в пространство
H−(D). Отсюда следует, что выражение
( m∑
k=1
a˜k(x)Fku+ δa0 u, v
)
L2(D)
порождает компактный оператор из H+(D) в H−(D) как композиция
непрерывного и компактного операторов, обозначим его через δLc. По-
скольку оператор L0 непрерывно обратим и ‖L−10 ‖, то оператор L0 + δLB
тоже непрерывно обратим. Тогда, согласно теоремам Фредгольма, опера-
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тор
L = L0 + δLB + δLc = (L0 + δLB)(I + (L0 + δLB)
−1δLc)
является оператором Фредгольма c нулевым индексом. Если же выражение
(δB0u, v)L2(∂D) порождает компактный оператор из H+(D) в H−(D), то
утверждение теоремы сразу следует из теорем Фредгольма.
2.3 Фредгольмовы семейства операторных урав-
нений
Текущий параграф посвящен операторным уравнениям, порожденным сле-
дующим дифференциальным оператор второго порядка
A(x, ∂, λ)u = A(x, ∂)u+ E(λ)u
с комплексным параметром λ, см. (1.14) и (1.15).
Рассмотрим следующее семейство граничных задач.
Задача 3. Для данного распределения f в D найти распределение u в D,
которое удовлетворяет, в подходящем смысле,{
A(x, ∂, λ)u = f в D,
B(x, ∂)u = 0 на ∂D.
(2.59)
Здесь, как и в предыдущем параграфе, прежде чем перейти к обобщен-
ной постановке смешанной задачи, нам необходимо зафиксировать фак-
торизацию F (x) матрицы A(x) и функции a˜k ∈ L∞(D), a˜(1)k ∈ L∞(D),
k = 1, . . . ,m. То есть, при 0 < s < 1, мы ограничиваемся суммами первого
порядка следующего вида
m∑
k=1
a˜k(x)Fk и λ
m∑
k=1
a˜
(1)
k (x)Fk
вместо
n∑
j=1
aj(x)∂j и λ
n∑
j=1
a
(1)
j (x)∂j.
Теперь, интегрируя по частям, переходим к слабой формулировке за-
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дачи (2.59): дано f ∈ H−(D), найти u ∈ H+(D), такое, что для всех
v ∈ H+(D) мы имеем
(u, v)+ +
(( m∑
k=1
a˜k(x)Fk + δa0 + E(λ)
)
u, v
)
L2(D)
+ (2.60)
+ (δB0u, v)L2(∂D\S) =< f, v > .
По неравенству Коши, если∣∣∣(δB0u, v)L2(∂D\S)∣∣∣ ≤ c ‖u‖+ ‖v‖+
с константой c > 0, не зависящей от u, v ∈ H+(D), тогда (2.60) индуциру-
ет голоморфное (по параметру λ ∈ C) семейство L(λ) : H+(D) → H−(D)
ограниченных линейных операторов. В силу леммы 7 (см. также [62, лемма
2.6]) мы можем рассматривать каждый оператор L(λ), λ ∈ C, как возму-
щение непрерывно обратимого оператора L0.
Отметим, что пространство H−(D) естественно наделить скалярным
произведением
(u, v)− = (L−10 u, L
−1
0 v)+ =< L
−1
0 u, v >, u, v ∈ H−(D), (2.61)
согласованным с нормой ‖ · ‖− (см. главу 3.1).
Лемма 9. Пусть выполнены условия теоремы 4. Если выражение
(δB0u, v)L2(∂D) индуцирует ограниченный оператор δLB из H+(D) в H−(D)
с ‖δLB‖ < 1, либо выражение (δB0u, v)L2(∂D) индуцирует компактный
оператор из H+(D) в H−(D), то {L(λ)}λ∈C есть голоморфное семейство
фредгольмовых операторов нулевого индекса.
Доказательство. Из теоремы 5 следует, что оператор
L(0) = L0 + δLB + δLc
есть оператор Фредгольма индекса нуль. Покажем, что оператор
L(λ) = L(0) + δLE(λ),
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где λ ∈ C, а δLE(λ) : H+(D)→ H−(D) это оператор, индуцированный вы-
ражением (E(λ)u, v)L2(D), также является оператором Фредгольма индекса
нуль.
Действительно, выражение (E(λ)u, v)L2(D) порождает непрерывный ли-
нейный оператор из H+(D) в L2(D). Согласно теореме 4 и теореме Релли-
ха - Кондрашова, пространство H+(D) компактно вложено в простран-
ство L2(D). Тогда, в силу леммы 6, пространство L2(D) компактно вложе-
но в пространство H−(D). Отсюда следует, что оператор δLE(λ) является
компактным оператором из H+(D) в H−(D) как композиция непрерывно-
го и компактного операторов. Согласно теоремам Фредгольма, семейство
{L(λ)}λ∈C есть голоморфное семейство фредгольмовых операторов индек-
са нуль.
Прежде чем сформулировать основной результат настоящей главы, на-
помним, что оператор A(x, ∂, λ) называется эллиптическим с параметром
на луче Γ = {arg(λ) = ϕΓ} комплексной плоскости C, если
n∑
i,j=1
ai,j(x)ζiζj + λ
n∑
j=1
a
(1)
j (x)ζj + λ
2a
(2)
0 (x) 6= 0 (2.62)
для всех x ∈ D и всех (λ, ζ) ∈ (Γ× Rn) \ {0, 0}.
В частности, если оператор A(x, ∂, λ) эллиптический с параметром на
луче Γ, тогда, беря ζ = 0 и λ 6= 0 в (2.62), мы получаем a(2)0 (x) 6= 0 для
всех x ∈ D.
В дальнейшем мы рассматриваем наиболее часто используемый в при-
ложениях случай, когда E(λ) = λ2a(2)0 (x). Пусть ϕ0(x) = arg
(
a
(2)
0 (x)
)
.
Обозначим через C : H+(D) → H−(D) оператор, индуцированный выра-
жением (a(2)0 (x)u, v)L2(D).
Следующие две леммы немедленно вытекают из определения эллиптич-
ности с параметром.
Лемма 10. Предположим, что матрица A(x) является эрмитовой, неот-
рицательной, и выполнено (1.11). Если E(λ) = λ2a(2)0 , то оператор A(x, ∂, λ)
является эллиптическим с параметром на луче Γ тогда и только тогда,
когда
|a(2)0 (x)| > 0 для всех x ∈ D; (2.63)
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cos (ϕ0(x) + 2ϕΓ) > −1 для всех x ∈ D. (2.64)
Лемма 11. Пусть
a
(2)
0 6= 0 почти всюду в D. (2.65)
Тогда оператор C : H+(D)→ H−(D) инъективен.
Если |a(2)0 (x)| ∈ C(D), тогда неравенство (2.63) эквивалентно следую-
щему
|a(2)0 (x)| ≥ θ0 > 0 для всех x ∈ D; (2.66)
аналогично, если ϕ0(x) ∈ C(D), тогда (2.64) эквивалентно тому, что
cos (ϕ0(x) + 2ϕΓ) ≥ θ1(Γ) = θ1 > −1 для всех x ∈ D, (2.67)
где константы θ0, θ1 не зависят от x.
Ясно, что если выполнены условия леммы 9, то мы можем представить
семейство операторов L(λ) следующим образом
L(λ) = L0 + δLB + δLc + λ
2C.
Теорема 6. Пусть либо Ψ задается с помощью умножения на функ-
цию ψ ∈ L∞(∂D), либо ∂D ∈ C∞, а Ψ является псевдодифференциаль-
ным оператором на ∂D. Пусть также E(λ) = λ2a(2)0 , выполнены усло-
вия леммы 9 и неравенства (2.65), (2.67). Если ϕ0 ∈ C(D) и ‖δLB‖2 +
(max (0,−θ1(Γ)))2 < 1, то
1) существует γ0 ∈ Γ такое, что операторы L(λ) : H+(D) → H−(D)
непрерывно обратимы при всех λ ∈ Γ, для которых |λ| ≥ |γ0|;
2) операторы L(λ) непрерывно обратимы для всех λ ∈ C, кроме дис-
кретного счетного множества {λν}, не имеющего предельных то-
чек в C.
Доказательство. Начнем доказательство со следующей леммы. Пусть η(Γ) =
max (0,−θ1).
Лемма 12. Если выполнены условия теоремы 6, то существует k0 ∈ N
такое, что для всех λ ∈ Γ, для которых верно |λ| ≥ k0, мы имеем
‖(L0 + δLB + λ2C)u‖− ≥
(√
1− η2(Γ)− ‖δsL‖
)
‖u‖+ для всех u ∈ H+(D)
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и существуют положительные константы p1 = p1(ϕΓ), q1 = q1(ϕΓ) та-
кие, что
‖(L0 + δLB + λ2C)u‖− ≥ p1‖u‖+ + q1|λ|2‖Cu‖− (2.68)
для всех u ∈ H+(D) и λ ∈ Γ при |λ| ≥ k0.
Доказательство. Для произвольного u ∈ H+(D), пользуясь формулой
(2.61), имеем
λ2〈Cu, u〉 = |λ|2
∫
D
|a(2)0 (x)||u(x)|2e
√−1(ϕ0(x)+2ϕΓ) dx,
‖(L0 + λ2C)u‖2− = 〈u+ λ2L−10 Cu, (L0 + λ2C)u〉2 = (2.69)
〈u, L0u〉+ 〈λ2L−10 Cu, λ2Cu〉+ λ
2〈u,Cu〉+ λ2〈L−10 Cu,L0u〉 =
‖u‖2+ + |λ|4‖Cu‖2− + λ
2〈u,Cu〉+ λ2(L−10 Cu, u)+ =
‖u‖2+ + |λ|4‖Cu‖2− + λ
2〈u,Cu〉+ λ2〈Cu, u〉 =
‖u‖2+ + |λ|4‖Cu‖2− + 2<
(
λ2〈Cu, u〉
)
.
Ясно, что для λ ∈ Γ,
<
(
λ2〈Cu, u〉
)
= |λ|2
∫
D
|a(2)0 (x)||u(x)|2 cos (ϕ0(x) + 2ϕΓ) dx. (2.70)
Если θ1 ∈ [0, 1], тогда η(Γ) = 0 и мы немедленно получаем, что для всех
u ∈ H+(D) выполнено:
‖(L0 + λ2C)u‖2− ≥ ‖u‖2+ + |λ|4‖Cu‖2−,
‖(L0 + δLB + λ2C)u‖− ≥ ‖(L0 + λ2C)u‖− − ‖δLBu‖− ≥√
‖u‖2+ + |λ|4‖Cu‖2− − ‖δLBu‖−.
Тогда, для α ∈ [0, pi/2] и неотрицательных чисел a, b, мы имеем
√
a+ b ≥ √a cos (α) +
√
b sin (α). (2.71)
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Так как ‖δLB‖ <
√
1− η2(Γ) = 1, то существует α0 ∈ (0, pi/2) такое, что
‖δLB‖ < cos (α0).
В частности, это означает, что для всех u ∈ H+(D) и всех λ ∈ Γ мы имеем:
‖(L0 + δLB + λ2C)u‖− ≥ ‖u‖+ − ‖δLBu‖− ≥ (1− ‖δLB‖)‖u‖+,
‖(L0 + δLB + λ2C)u‖− ≥ cos (α0)‖u‖+ + sin (α0)|λ|2‖Cu‖− − ‖δLBu‖− ≥
(cos (α0)− ‖δLB‖)‖u‖+ + sin (α0)|λ|2‖Cu‖−,
то есть ожидаемое неравенство выполнено при θ1 ∈ [0, 1].
Если θ1 ∈ (−1, 0), тогда, по формулам (2.70) и (2.67) получаем
<
(
λ2〈Cu, u〉
)
≥ −|θ1||λ|2
∫
D
|a(2)0 (x)||u(x)|2 dx. (2.72)
Покажем теперь, что для любых θ ∈ (−θ1, 1] и γ ∈ [0, 1) с θ
√
1− γ >
−θ1, существует k0 ∈ N такое, что
‖(L0 + λ2C)u‖2 ≥
(
1− θ2) ‖u‖2+ + γ|λ|4‖Cu‖2− (2.73)
для всех u ∈ H+(D) и всех λ ∈ Γ с |λ| ≥ k0. Действительно, докажем
от обратного. Пусть существуют θ ∈ (|θ1|, 1] и γ ∈ [0, 1) с θ
√
1− γ > |θ1|
такие, что для каждого k ∈ N существуют uk ∈ H+(D) с ‖uk‖+ = 1, и
число λk ∈ Γ с |λk| ≥ k такие, что
‖(L0 + λ2kC)uk‖2 < 1− θ2 + γ|λk|4‖Cuk‖2−.
Из формул (2.69) и (2.70) следует, что
θ2 + |λk|4‖Cuk‖2−(1− γ) + 2|λk|2
∫
D
cos (ϕ0 + 2ϕΓ)|a(2)0 (x)||uk(x)|2 dx < 0,
то есть (
θ −
√
(1− γ)|λk|2‖Cuk‖−
)2
+ (2.74)
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2(
θ
√
(1− γ) +
∫
D cos (ϕ0 + 2ϕΓ)|a(2)0 (x)||uk(x)|2 dx
‖Cuk‖−
)
|λk|2‖Cuk‖− < 0,
для всех k ∈ N.
С другой стороны, для всех u ∈ H+(D) с ‖u‖+ = 1 мы имеем
‖Cu‖− = ‖e2
√−1ϕΓCu‖− ≥
∣∣∣(e√−1(ϕ0+2ϕΓ)|a(2)0 |u, u)L2(D)∣∣∣ .
В частности,∣∣∣∣∣
∫
D cos (ϕ0 + 2ϕΓ)|a(2)0 (x)||uk(x)|2 dx
‖Cuk‖−
∣∣∣∣∣ ≤ 1 для всех k ∈ N.
Если последовательность {|λk|2‖Cuk‖−} неограничена, тогда, извлекая под-
последовательность {|λkj |2‖Cukj‖−}, стремящуюся к +∞, затем деля (2.74)
на |λkj |4‖Cukj‖2− и переходя к пределу при kj → +∞, мы получаем 1 ≤ 0,
противоречие.
Пусть теперь последовательность {|λk|2‖Cuk‖−} ограничена. Тогда из
принципа слабой компактности для Гильбертовых пространств следует,
что существует подпоследовательность {ukj}, слабо сходящаяся к элементу
u0 в пространстве H+(D). То есть {Cukj} сходится к Cu0 в H−(D), пото-
му что оператор C : H+(D) → H−(D) компактен, а {ukj} сходится к u0
в L2(D), так как оператор вложения ι : H+(D) → L2(D) также компак-
тен. В силу того, что последовательность {λ2kjCukj} ограничена в H−(D)
и |λk| → +∞, мы заключаем, что {Cukj} стремится к нулю в H−(D). Это
означает, что Cu0 = 0, а тогда и u0 = 0 в силу инъективности оператора
C (см. лемму 11).
Согласно принципу компактности, мы можем рассматривать подпосле-
довательности
{|λkj |2‖Cukj‖−} и
{
−
∫
D cos (ϕ0 + 2ϕΓ)|a(2)0 (x)||ukj(x)|2 dx
‖Cukj‖−
}
как сходящиеся последовательности к пределам α ≥ 0 и β ∈ [−1, 1] соот-
ветственно. Теперь, из (2.74) следует, что
(θ − α)2 + 2α (θ − β) ≤ 0. (2.75)
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Если α = 0, тогда мы получаем противоречие, так как θ > 0. Если же
α > 0 и β ≤ 0, тогда θ − β > 0 и мы снова получаем противоречие.
Пусть α > 0 и β > 0. Если ϕ0 ∈ C(D) тогда, согласно теореме Вейер-
штрасса, существует полиномиальная последовательность {Pi(x)}, аппрок-
симирующая ϕ0(x) в этом пространстве. В частности, для каждого ε > 0,
существует iε ∈ N такое, что
max
x∈D
|1− cos (ϕ0(x)− Pi(x))| < ε для всех i ≥ iε.
Так как ue
√−1Pi(x) ∈ H+(D) мы видим, что, для всех i ≥ iε,
‖Cu‖− ≥
∣∣∣(e√−1(ϕ0(x)−Pi(x))|a(2)0 |u, u)L2(D)∣∣∣
‖ue√−1Pi‖+
≥
∣∣∣(cos (ϕ0(x)− Pi(x))|a(2)0 |u, u)L2(D)∣∣∣
‖ue√−1Pi‖+
≥ (1− ε)(|a
(2)
0 |u, u)L2(D)
‖ue√−1Pi‖+
.
Следовательно, если ε ∈ (0, 1), тогда
lim sup
kj→∞
(|a(2)0 |ukj , ukj)L2(D)
‖Cukj‖−
≤ lim supkj→∞ ‖ukje
√−1Pi‖+
1− ε для всех i ≥ iε.
С другой стороны, так как |e
√−1Pi| = 1, мы заключаем, что
‖ue
√−1Pi‖2+ = ‖u‖2+ + ‖(F∇e
√−1Pi)u‖2L2(D)+ (2.76)
2<
(
((F∇e
√−1Pi)u, e
√−1PiF∇u)L2(D)
)
+ ‖Ψ(e
√−1Piu)‖2L2(∂D) − ‖Ψ(u)‖2L2(∂D)
для всех i ∈ N и u ∈ H+(D). Если оператор Ψ задается через умно-
жение на функцию ψ ∈ L∞(∂D), то ‖Ψ(e
√−1Piu)‖L2(∂D) = ‖Ψ(u)‖L2(∂D).
Если ∂D ∈ C∞ и Ψ это псевдодифференциальный оператор порядка r
на ∂D то, так как умножение на гладкую функцию это псевдодиффе-
ренциальный оператор нулевого порядка, мы заключаем, что коммутатор
[Ψ, e
√−1Pi] = (Ψ◦e
√−1Pi−e
√−1Pi◦Ψ) это псевдодифференциальный оператор
порядка (r − 1) на ∂D (см., например [48]). Согласно теореме 4, последо-
вательность {uk} ограничена в Hr(∂D), тогда мы можем положить, что
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подпоследовательность {ukj} сходится слабо к нулю в этом пространстве.
Таким образом имеем∣∣∣‖Ψ(e√−1Piu)‖L2(∂D) − ‖Ψ(u)‖L2(∂D)∣∣∣ =∣∣∣‖Ψ(e√−1Piu)‖L2(∂D) − ‖e√−1PiΨ(u)‖L2(∂D)∣∣∣ ≤ ‖[Ψ, e√−1Pi](u)‖L2(∂D)
для всех u ∈ H+(D), следовательно
lim
kj→∞
(
‖Ψ(e
√−1Piukj)‖L2(∂D) − ‖Ψ(ukj)‖L2(∂D)
)
= 0, (2.77)
потому что оператор [Ψ, e
√−1Pi] : Hr(∂D) → L2(∂D) компактен в силу
теоремы Реллиха. То есть, так как ukj → 0 в L2(D) и ‖ukj‖+ = 1, из (2.76)
и (2.77) следует, что
lim sup
kj→∞
‖ukje
√−1Pi‖+ = 1 для всех i ∈ N.
Следовательно, если β > 0, то из неравенства (2.72) получаем
β = lim
kj→∞
− ∫D cos (ϕ0 + 2ϕΓ)|a(2)0 (x)||ukj(x)|2 dx
‖Cukj‖−
≤
lim sup
kj→∞
|θ1|
∫
D |a(2)0 (x)||ukj(x)|2 dx
‖Cukj‖−
≤ |θ1|
1− ε для каждого ε ∈ (0, 1).
Это означает, что θ − β > 0, если θ > |θ1|, и мы снова получаем противо-
речие с (2.75). Таким образом, неравенство (2.73) выполнено.
Наконец, так как ‖δLB‖2 < 1 − η2(Γ) = 1 − |θ1|2, мы видим, что су-
ществуют постоянные θ2 ∈ (|θ1|, 1], γ0 ∈ [0, 1) и α1 ∈ (0, pi/2), причем
θ2
√
1− γ0 > |θ1|, такие, что
‖δLB‖ < cos (α1)
(
1− θ2
)1/2
.
Используя (2.71) и (2.73) мы видим, что
‖(L0 + δLB + λ2C)u‖− ≥
√(
1− θ22
)
‖u‖2+ + γ0|λ|4‖Cu‖2− − ‖δLBu‖− ≥
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cos (α1)
(
1− θ22
)1/2
‖u‖+ + sin (α1)√γ0|λ|2‖Cu‖− − ‖δLBu‖− ≥(
cos (α1)
(
1− θ22
)1/2
− ‖δLB‖
)
‖u‖+ + sin (α1)√γ0|λ|2‖Cu‖−.
для всех u ∈ H+(D) и всех λ ∈ Γ с |λ| ≥ k0.
Мы продолжим с доказательства первого утверждения теоремы. Со-
гласно лемме 12 существует k0 ∈ N такое, что оператор (L0 + δLB + λ2C)
непрерывно обратим, то есть мы имеем
L(λ) = (I + δLc(L0 + δLB + λ
2C)−1)(L0 + δLB + λ2C) (2.78)
для всех λ ∈ Γ, для которых верно |λ| ≥ k0.
Покажем теперь, что оператор I + δLc(L0 + δLB + λ2C)−1 инъективен
для всех λ ∈ Γ при |λ| ≥ k1 с некоторым k1 ∈ N, k1 ≥ k0. Действительно,
докажем от обратного. Предположим, что для любого k ∈ N существуют
λk ∈ Γ с |λk| ≥ k и fk ∈ H−(D), такие, что ‖fk‖− = 1 и
(I + δLc(L0 + δLB + λ
2
kC)
−1)fk = 0. (2.79)
Из леммы 12 следует, что последовательность uk := (L0 + δLB + λ2kC)
−1fk
ограничена в H+(D) для всех λk ∈ Γ, |λk| ≥ k0. Тогда, принцип слабой
компактности для гильбертовых пространств дает, что существует подпо-
следовательность {fkj} такая, что обе подпоследовательности {fkj} и {ukj}
сходятся слабо в пространствах H−(D) и H+(D) к пределам f и u соответ-
ственно. Так как оператор δLc компактен, следовательно последователь-
ность {δLcukj} сходится к δLcu в H−(D), а тогда {fkj} сходится к f в силу
формулы (2.79). Очевидно, что ‖f‖− = 1. В частности, мы заключаем, что
последовательность {δLc(L0 + δLB + λ2kjC)−1fkj} сходится к (−f), откуда
f = −δLc u. (2.80)
Далее, переходя к слабому пределу в равенстве fkj = (L0 + δLB +
λ2kjC)ukj , мы получаем
f = L0u+ δLBu+ lim
kj→∞
λ2kj C ukj ,
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здесь непрерывный оператор L0 +δLB : H+(D)→ H−(D), переводит слабо
сходящуюся последовательность в снова слабо сходящуюся последователь-
ность.
В силу компактности оператора C последовательность {C ukj} сходится
к C u в пространстве H−(D), причем C u 6= 0, что является следствием
(2.80) и инъективности оператора C (см. лемму 11). Это показывает, что
слабый предел
lim
kj→∞
λ2kj C ukj = f − L0u− δLBu
не существует, противоречие.
Мы доказали, что оператор I + δLc(L0 + δLB +λ2C)−1 инъективен для
всех λ ∈ Γ при |λ| ≥ k1. Так как это фредгольмов оператор нулевого ин-
декса, он непрерывно обратим. Следовательно, операторы L(λ) непрерывно
обратимы для всех λ ∈ Γ при достаточно большом значении |λ|.
Таким образом, {L−1(λ) = (L0 + δLc + δLB + λ2C)−1}λ∈C является ме-
роморфным семейством фредгольмовых операторов. Так как существует
точка γ, в которой L(γ) непрерывно обратим, то операторы L(λ) непре-
рывно обратимы для всех λ ∈ C кроме счетного множества дискретных
точек {λν}, не имеющих предела в C (см., например, [11] или [9]).
Следствие 1. Пусть Ψ задается умножением на функцию ψ ∈ L∞(∂D),
либо ∂D ∈ C∞ и Ψ является псевдодифференциальным оператором на
∂D. Пусть также выполнено (2.65), ϕ0 ∈ C(D) и
Φ = sup
x,y∈D
(ϕ0(x)− ϕ0(y)) < 2pi. (2.81)
Если выполнены условия леммы 4, то для каждого компактного опе-
ратора δLc : H+(D) → H−(D) и каждого ограниченного оператора
δLB : H
+(D)→ H−(D), для которого верно
‖δLB‖2 + (max (0,− cos (Φ/2)))2 < 1, (2.82)
операторы L(λ) = L0 + δLB + δLc + λ2C непрерывно обратимы для всех
λ ∈ C кроме счетного числа характеристических значений {λν}.
Доказательство. Так как ϕ0 ∈ C(D), функция достигает своего мини-
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мального и максимального значения
Φ1 = min
x∈D
ϕ0(x),
Φ2 = max
x∈D
ϕ0(x)
и Φ = Φ2 − Φ1. Следовательно, утверждение следует из теоремы 6 приме-
нительно к лучу Γ0 = {arg(λ) = −(Φ2 + Φ1)/4} с
θ1(Γ0) = min
x∈D
cos (ϕ0(x) + 2ϕΓ0) ≥ cos(Φ/2) > −1.
Теорему 6 можно распространить на случай, когда аргумент функции
a
(2)
0 (x) не является непрерывным, а λ принимает значения в некотором угле
K комплексной плоскости C. А именно, в этом случае мы предполагаем,
что оператор A(x, ∂, λ) является эллиптическим с параметром в угле K =
{α ≤ ϕλ ≤ β} комплексной плоскости C, то есть
n∑
i,j=1
ai,j(x)ξiξj + λ
2a
(2)
0 (x) 6= 0 (2.83)
для всех (x, ξ, λ) ∈ D × [(Rn ×K) \ {(0, 0)}], где ϕλ = arg(λ) и α, β неко-
торые константы, 0 ≤ α ≤ β < 2pi. Ясно, что K является лучом, если
α = β.
Теорема 7. Пусть либо Ψ задается с помощью умножения на функцию
ψ ∈ L∞(∂D), либо ∂D ∈ C∞, а Ψ является псевдодифференциальным
оператором на ∂D. Пусть также E(λ) = λ2a(2)0 , выполнены условия лем-
мы 9 и неравенства (2.65), (2.67). Если константа θ1 ≥ 0 в неравенстве
(2.67) и ‖δLB‖ < 1, либо θ1 < 0 и существует функция ϕ0,0(x) ∈ C0,1(D),
такая, что
‖1− e
√−1(ϕ0−ϕ0,0)‖L∞(D) < 1− |θ1| (2.84)
и ‖δLB‖ <
√
1− (|θ1|/(1− ‖1− e
√−1(ϕ0−ϕ0,0)‖L∞(D)))2, то
1) существует λ0 ∈ K такое, что операторы L(λ) : H+(D)→ H−(D)
непрерывно обратимы для всех λ ∈ K при |λ| ≥ |λ0|;
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2) операторы L(λ) непрерывно обратимы для всех λ ∈ C, кроме дис-
кретного счетного множества {λν}, не имеющего предельных то-
чек в C.
Доказательство. Аналогично доказательству теоремы 6 (см. [76]), и не
приводится здесь ввиду его громоздкости.
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Глава 3
Спектральные свойства
операторов, порожденных
эрмитовыми формами
3.1 Смешанные задачи, соответствующие ком-
пактным возмущениям самосопряженных
фредгольмовых операторов
Данный параграф посвящен изучению спектральных свойств оператора
L0 и его возмущений, что по сути является изучением свойств оператора
L(λ) в случае, когда a(2)0 (x) ≡ 1 в D, то есть является частным случаем
фредгольмова семейства {L(λ)}.
Как мы увидели в предыдущей главе (см. лемму 7), для операто-
ра L0 : H+(D) → H−(D) существует непрерывный обратный оператор
L−10 : H
−(D)→ H+(D). Тогда мы можем рассмотреть следующую эрмито-
ву форму в пространстве H−(D),
(u, v)− :=< L−10 u, v >, (3.85)
для любых u, v ∈ H−(D). Эрмитовость данной формы следует немедленно
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из эрмитовости формы (2.48), так как из (2.56) имеем:
< L−10 u, v >=< L
−1
0 u, L0L
−1
0 v >= (L
−1
0 u, L
−1
0 v)+, (3.86)
для любых u, v ∈ H−(D). Если выполнены условия теоремы 4, то форма
(·, ·)+ определяет скалярное произведением в пространстве H+(D). Таким
образом, форма (3.85) является скалярным произведением в пространстве
H−(D), причем из (2.58) следует, что
(u, u)− = (L−10 u, L
−1
0 u)+ = ‖L−10 u‖2+ = ‖u‖2−, (3.87)
то есть скалярное произведение (3.85) в пространстве H−(D) согласовано
с нормой (2.49).
Лемма 13. Пусть выполнены условия теоремы 4. Тогда обратный L−10
к оператору, определенному через (2.56), индуцирует компактные поло-
жительные самосопряженные операторы
ι′ιL−10 : H
−(D)→ H−(D),
ιL−10 ι
′ : L2(D)→ L2(D),
L−10 ι
′ι : H+(D)→ H+(D),
собственные значения которых положительны, совпадают, а соответ-
ствующие системы собственных векторов также совпадают и полны в
пространствах H+(D), L2(D) и H−(D).
Доказательство. Согласно теореме 4 и теореме Реллиха-Кондрашова, вло-
жение ι : H+(D)→ L2(D) компактно, следовательно, по лемме 6, вложение
ι′ : L2(D)→ H−(D) так же компактно. Таким образом, операторы (ι′ιL−10 ),
(ιL−10 ι
′) и (L−10 ι′ι) компактны как композиция двух компактных и одного
ограниченного операторов. Из (3.86) имеем
(ι′ιL−10 u, v)− = (v, ι′ιL
−1
0 u)− = < L
−1
0 v, ι
′ιL−10 u >,
для любых u, v ∈ H−(D). При этом по определению спаривания
< L−10 v, ι′ιL
−1
0 u > = lim
k→∞
(L−10 v, uk)L2(D),
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где последовательность {uk} ∈ H+(D) сходится к элементу ι′ιL−10 u в
пространстве H−(D). Однако элемент L−10 u принадлежит пространству
H+(D), тогда мы имеем
lim
k→∞
(L−10 v, uk)L2(D) = (ιL
−1
0 v, ιL
−1
0 u)L2(D) = (ιL
−1
0 u, ιL
−1
0 v)L2(D). (3.88)
Аналогично получаем
(u, ι′ιL−10 v)− =< L
−1
0 u, ι
′ιL−10 v >= (ιL
−1
0 u, ιL
−1
0 v)L2(D),
для всех u, v ∈ H−(D), таким образом оператор (ι′ιL−10 ) является самосо-
пряженным.
Рассмотрим теперь оператор (ιL−10 ι′). Из определения спаривания (2.50)
ясно, что
(ιL−10 ι
′u, v)L2(D) =< L−10 ι
′u, ι′v >,
для любых u, v ∈ L2(D). Тогда из (2.56) имеем
(ιL−10 ι
′u, v)L2(D) =< L−10 ι
′u, ι′v >= (L−10 ι′u, L
−1
0 ι
′v)H+,
где u, v ∈ L2(D). Аналогично получаем
(u, ιL−10 ι
′v)L2(D) = (ιL−10 ι′v, u)L2(D) = (L
−1
0 ι
′u, L−10 ι′v)H+,
для всех u, v ∈ L2(D), таким образом мы показали, что оператор (ιL−10 ι′)
так же является самосопряженным. Снова используя выражение (2.56),
для любых u, v ∈ H+(D), получаем
(L−10 ι
′ιu, v)+ = (v, L−10 ι′ιu)+ =< v, ι
′ιu >= (ιv, ιu)L2(D), (3.89)
(u, L−10 ι
′ιv)+ = < u, ι′ιv > = (ιv, ιu)L2(D),
что доказывает самосопряженность оператора (L−10 ι′ι).
Далее, из леммы 7 следует, что операторы (ι′ιL−10 ), (ιL
−1
0 ι
′) и (L−10 ι′ι)
являются инъективными. Собственные вектора оператора (L−10 ι′ι) лежат в
пространстве H+(D) по определению. Поскольку L−10 отображает H−(D)
непрерывно в H+(D), то на самом деле собственные вектора операторов
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(ι′ιL−10 ) и (ιL
−1
0 ι
′) также лежат в пространстве H+(D). Кроме того соб-
ственные значения всех этих трех операторов положительны. Действи-
тельно, из доказательства текущей леммы следует, что операторы (ι′ιL−10 ),
(ιL−10 ι
′) и (L−10 ι′ι) положительны, так как
(ι′ιL−10 u, u)− > 0, (ιL−10 ι′u, u)L2(D) > 0, (L−10 ι′ιu, u)+ > 0.
Из того, что
0 6 (ι′ιL−10 uν, uν)− = λν(uν, uν)−
следует, что все λν > 0. Для операторов (ιL−10 ι′) и (L
−1
0 ι
′ι) рассуждения
аналогичны. Наконец, из инъективности операторов ι и ι′ следует, что си-
стемы собственных значений и собственных векторов операторов (ι′ιL−10 ),
(ιL−10 ι
′) и (L−10 ι′ι) совпадают.
Полнота собственных векторов в пространствахH+(D), L2(D) иH−(D)
немедленно следует из теоремы Гильберта-Шмидта (см. теорему 1).
Следующая теорема следует из теоремы Келдыша о слабых возмуще-
ниях компактных самосопряженных операторов.
Теорема 8. Пусть выполнены условия теоремы 5. Тогда, для любого об-
ратимого оператора L0+δLc : H+(D)→ H−(D), где δLc это компактный
оператор, система корневых функций компактного оператора
P1 = ι
′ι(L0 + δLc)−1 : H−(D)→ H−(D)
полна в пространствах H−(D), L2(D) и H+(D).
Доказательство. Прежде всего заметим, что справедлива следующая лем-
ма.
Лемма 14. Пусть выполнены условия теоремы 4. Тогда порядок опера-
торов
ι′ιL−10 : H
−(D)→ H−(D),
ιL−10 ι
′ : L2(D)→ L2(D),
L−10 ι
′ι : H+(D)→ H+(D),
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конечен и равен n/(2r + 1).
Доказательство. Согласно лемме 13 операторы (ι′ιL−10 ), (ιL
−1
0 ι
′) и (L−10 ι′ι)
являются компактными самосопряженными операторами. Отметим, что
если для некоторого s ∈ R и компактного оператора J : Hs(D) → Hs(D)
существует δs > 0 такое, что оператор J : Hs(D)→ Hs+δs(D) непрерывен,
то оператор J принадлежит классу Шаттена Sn/δs+ε для любого ε > 0.
(см. предложение 5.4.1 в [3] или теорему 3.2 в [62]). Однако, согласно тео-
реме 4, пространство H+(D) непрерывно вложено в Hs(D) с показателем
s > 0 из формулы (2.21). Тогда оператор (ιL−10 ι′) на самом деле отобра-
жает пространство L2(D) в пространство Hs(D), и, таким образом, опера-
тор (ιL−10 ι′) принадлежит классу Шаттена Sn/2s+ε при любом ε > 0 (см.
следствие 3.5 в [62]). Так как операторы (ι′ιL−10 ) и (L
−1
0 ι
′ι) имеют такие же
собственные значения, следовательно они также принадлежат классу Шат-
тена Sn/2s+ε при любом ε > 0. В частности, операторы (ι′ιL−10 ), (ιL
−1
0 ι
′)
и (L−10 ι′ι) являются операторами конечного порядка. Используя форму-
лу (2.21), получаем, что порядок операторов ι′ιL−10 , ιL
−1
0 ι
′ и L−10 ι′ι равен
n/(2r + 1).
Продолжим доказательство теоремы. По ее условию существует обрат-
ный оператор (L0 + δLc)−1 : H−(D)→ H+(D). Как мы показали в преды-
дущей главе, оператор L0 + δLc является непрерывным линейным операто-
ром, отображающим банахово пространство H+(D) в банахово простран-
ство H−(D). Следовательно, оператор (L0 + δLc)−1 также непрерывен. Да-
лее, ясно, что
(ι′ιL−10 )− (ι′ι(L0 + δLc)−1) = (ι′ιL−10 )(δLc(L0 + δLc)−1),
так как I − L0L−1(L0 + δLc)−1 = δLc(L0 + δLc)−1. В силу компактности
оператора δLc оператор (ι′ιL−10 )(δLc(L0 + δLc)−1) также компактен.
Таким образом, (ι′ι(L0 + δLc)−1) есть слабое возмущение компактного
самосопряженного оператора (ι′ιL−10 ) конечного порядка (см. лемму 14),
причем очевидно, что оператор (ι′ι(L0 + δLc)−1) инъективен. Тогда по тео-
реме Келдыша (см. теорему 2 или [9], [11]) система корневых функций {uν}
оператора (ι′ι(L0 + δLc)−1) полна в гильбертовом пространстве H−(D).
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Выберем теперь корневую функцию uν оператора (ι′ι(L0+δLc)−1), соот-
ветствующую собственному значению λν. Тогда, по определению корневой
функции, существует такое натуральное число m, что
((ι′ι(L0 + δLc)−1)− λνI)muν = 0.
Заметим, что λν 6= 0, так как uν 6= 0, а оператор (ι′ι(L0 + δLc)−1) инъекти-
вен. Используя биномиальную формулу, получаем
((ι′ι(L0 + δLc)−1)− λνI)muν =
m∑
j=0
(
m
j
)
(−λν)m−j(ι′ι(L0 + δLc)−1)juν = 0;
здесь (
m
j
)
=
m!
j!(m− j)! ,
это биномиальные коэффициенты. Следовательно
uν =
m∑
j=1
(
m
j
)
(−1)1−jλ−jν (ι′ι(L0 + δLc)−1)juν,
то есть uν ∈ H+(D), так как образ оператора (L0 + δLc)−1 лежит в про-
странстве H+(D). Таким образом, мы доказали, что {uν} ⊂ H+(D). Пока-
жем теперь, что линейная оболочка L({uν}) системы {uν} плотна в про-
странстве H+(D). Действительно, выберем u ∈ H+(D). Так как оператор
(L0+δLc) отображает непрерывно пространствоH+(D) вH−(D), мы полу-
чаем (L0 +δLc)u ∈ H−(D). Следовательно, в силу полноты системы {uν} в
пространстве H−(D), существует последовательность {fk} ⊂ L({uν}), схо-
дящаяся к (L0 + δLc)u в пространстве H−(D). С другой стороны, оператор
(L0 + δLc)
−1 непрерывен, следовательно последовательность
(L0 + δLc)
−1fk = (L0 + δLc)−1ι′ιfk
сходится к u в пространстве H+(D), так как
‖(L0 + δLc)−1fk − u‖+ 6 ‖(L0 + δLc)−1(fk − (L0 + δLc)u)‖+ 6
c‖fk − (L0 + δLc)u‖− → 0, при k → 0,
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в силу ограниченности оператора (L0 + δLc)−1, где c это некоторая поло-
жительная константа.
Пусть теперь uν0 ∈ L({uν}) соответствует собственному значению λ0
кратности m0, тогда функция vν0 = (ι′ι(L0 + δLc)−1)uν0 удовлетворяет
((ι′ι(L0+δLc)−1)−λ0I)m0vν0 = ((ι′ι(L0+δLc)−1)−λ0I)m0(ι′ι(L0+δLc)−1)uν0
+ ((ι′ι(L0 + δLc)−1)− λ0I)m0λ0uν0 − ((ι′ι(L0 + δLc)−1)− λ0I)m0λ0uν0 =
= ((ι′ι(L0 + δLc)−1)− λ0I)m0+1uν0 + λ0((ι′ι(L0 + δLc)−1)− λ0I)m0uν0 = 0,
то есть, оператор (ι′ι(L0 + δLc)−1) отображает L({uν}) в L({uν}). Та-
ким образом, последовательность {ι′ι(L0 + δLc)−1fk} все еще принадлежит
L({uν}), следовательно {(L0 +δLc)−1fk} это последовательность линейных
комбинаций корневых функций оператора (ι′ι(L0 + δLc)−1), сходящаяся к
u. Отсюда следует, что система (L0 + δLc)−1L({uν}) ⊂ L({uν}) плотна в
H+(D).
Как хорошо известно, пространство гладких функций с компактным но-
сителем C∞0 (D) плотно в пространстве Лебега L2(D) (см., например, [21]).
Однако пространство H+(D) содержит в себе C∞0 (D), таким образом оче-
видно, что пространство H+(D) плотно в пространстве Лебега L2(D), что
доказывает полноту системы корневых функций в L2(D).
3.2 Спектральные свойства смешанных крае-
вых задач для эллиптического с парамет-
ром оператора
Данный параграф посвящен изучению полноты корневых функций некоэр-
цитивной смешанной задачи для эллиптического с параметром оператора
в пространствах cоболевского типа.
Напомним некоторые базовые определения. Предположим, что λ0 ∈ C и
F (λ) это голоморфная функция в проколотой окрестности точки λ0, прини-
мающая свои значения в пространстве L(H1, H2) ограниченных линейных
операторов, действующих из гильбертова пространства H1 в гильбертово
пространство H2. Точка λ0 называется характеристической точкой функ-
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ции F (λ), если существует голоморфная функция u(λ) в окрестности λ0 со
значениями в H1, такая, что u(λ0) 6= 0, но F (λ)u(λ) продолжается до го-
ломорфной функции (со значениями в H2) в некоторую окрестность точки
λ0, и исчезает в этой точке. Как обычно, в этом случае мы назовем u(λ)
корневой функцией семейства F (λ) в λ0. Если N – это порядок нуля голо-
морфной функции F (λ)u(λ) в точке λ0, тогда мы имеем
m∑
j=0
Fm−juj = 0 для всех m ∈ Z+ при 0 ≤ m ≤ N − 1 (3.90)
где uj = 1j!
dju
dzj (λ0) ∈ H1 и Fj = 1j! d
jF
dzj (λ0) ∈ L(H1, H2), j ∈ N. Вектор u0
называется собственным вектором семейства F (λ) в точке λ0 а вектора uj,
1 ≤ j ≤ N − 1, называются присоединенными векторами к вектору u0.
Если линейная оболочка множества всех собственных и присоединенных
векторов семейства F (λ) полна в H1, то говорят, что корневые функции
семейства F (λ) полны в пространстве H1. Понятие корневых функций го-
ломорфного семейства это обобщение понятия корневых векторов линей-
ных операторов (см. первый параграф настоящей главы).
Заметим, что при выполнении (2.65), умножение на функцию a(2)0 ∈
L∞(D) индуцирует ограниченный инъективный оператор в пространстве
L2(D); он непрерывно обратим, если выполнено (2.66). Обозначим этот
оператор через C0. Тогда мы можем факторизовать оператор C следующим
образом: C = ι′C0ι.
Лемма 15. Если выполнено (2.65), то для голоморфного семейства L(λ) =
L(0) + λ2C : H+(D) → H−(D) множество всех корневых функций сов-
падает с множеством всех корневых векторов одного из следующих за-
мкнутых плотно определенных линейных операторов:
C−1L(γ) : H+(D)→ H+(D) и L(γ)C−1 : H−(D)→ H−(D),
где γ ∈ C это произвольная точка. Кроме того, если существует точка
γ0 ∈ C, в которой оператор L(γ0) = L(0) + λ20C непрерывно обратим, то
это множество корневых функций совпадает с множеством всех корне-
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вых векторов одного из следующих ограниченных линейных операторов:
L−1(γ0)C : H+(D)→ H+(D), CL−1(γ0) : H−(D)→ H−(D),
ιL−1(γ0)ι′C0 : L2(D)→ L2(D).
Доказательство. Немедленно следует из (3.90).
Обозначим теперь через C : H+(D)→ H−(D) линейный ограниченный
оператор, индуцированный функционалом (|a(2)0 |u, v)L2(D). Заметим, что ес-
ли выполнено (2.65), то умножение на функцию |a(2)0 | ∈ L∞(D) индуциру-
ет ограниченный инъективный самосопряженный оператор C0 : L2(D) →
L2(D); он непрерывно обратим, если выполнено (2.66). Обозначим так же
через h(·, ·) следующую эрмитову форму
h(u, v) = (|a(2)0 |u, v)L2(D).
Отметим, что если выполнено (2.65), то она определяет скалярное произве-
дение в L2(D); это гильбертово пространство мы обозначим через L2h(D).
Соответствующая норма не сильнее чем ‖ · ‖L2(D), она эквивалентна стан-
дартной норме этого пространства, если выполнено (2.66).
Теорема 9. Пусть выполнено (2.65). В условиях теоремы 4, операторы
L−10 C : H
+(D)→ H+(D), CL−10 : H−(D)→ H−(D), ιL−10 ι′C0 : L2(D)→ L2(D)
являются компактными операторами конечного порядка,
ord (CL−10 ) = ord (L
−1
0 C) = ord (ιL
−1
0 ι
′C0) = n/(2r + 1),
причем система собственных векторов оператора L−10 C полна в про-
странствах H+(D), L2(D) и H−(D).
Доказательство. Прежде всего заметим, что
L−10 C = L
−1
0 ι
′C0ι : H+(D)→ H+(D), CL−10 = ι′C0ιL−10 : H−(D)→ H−(D).
75
Если выполнены условия теоремы 4, то H+(D) непрерывно вложено в
Hs(D) и тогда, согласно теореме Реллиха-Кондрашова, вложение ι : H+(D)→
L2(D) компактно. Следовательно, операторы L−10 C, CL
−1
0 и ιL
−1
0 ι
′C0 ком-
пактны.
Более того,
(L−10 Cu, v)+ =< ι
′C0ιu, v >= (C0ιu, ιv)L2(D) =
∫
D
|a(2)0 (x)|u(x)v(x) dx,
(3.91)
(u, L−10 Cv)+ = (L
−1
0 C0v, u)+ = (C0ιv, ιu)L2(D) =
∫
D
|a(2)0 (x)|u(x)v(x) dx
для всех u, v ∈ H+(D), то есть оператор L−10 C самосопряжен. Тогда
(L−10 Cu, u)+ =
∫
D
|a(2)0 (x)||u(x)|2 dx ≥ 0
для всех u ∈ H+(D), см. (3.91). Следовательно, оператор L−10 C положите-
лен, так как оба оператора L−10 и C инъективны.
Согласно леммам 13 и 14, оператор ιL−10 ι′ : L2(D)→ L2(D) компактен,
самосопряжен, и его порядок конечен:
ord (ιL−10 ι
′) = n/(2r + 1).
Так как C0 : L2(D)→ L2(D) ограничен, операторы ιL−10 ι′ и ιL−10 ι′C0 имеют
те же порядки (см., например, [9, Гл. 2, § 2] или [40]).
В силу инъективности оператора ι, мы имеем
(L−10 ι
′C0ι− µI)u = 0
тогда и только тогда, когда
(ιL−10 ι
′C0 − µI)ιu = 0.
Следовательно,
(L−10 ι
′C0ι− µI)mu = 0
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с некоторым m ∈ N тогда и только тогда, когда
(ιL−10 ι
′C0 − µI)mιu = 0.
Таким образом, множество собственных и корневых векторов оператора
L−10 C совпадает с множеством собственных и корневых векторов оператора
ιL−10 ι
′C0. Кроме того, кратности собственных значений так же совпадают.
Следовательно, операторы ιL−10 ι′C0 и L
−1
0 C имеют один и тот же порядок.
По теореме Гильберта-Шмидта существует ортонормированный базис
{b(+)ν } вH+(D), состоящий из собственных векторов, соответствующих соб-
ственным значениям {µν} оператора L−10 C. Следовательно, из рассуждений
выше следует, что векторы ιb(+)ν = b
(0)
ν ∈ L2(D), ν ∈ N являются соб-
ственными векторами оператора ιL−10 ι′C0, соответствующими собственным
значениям {µν} оператора L−10 C. Так как H+(D) полно в L2(D), система
{ιb(+)ν } полна в L2(D).
С другой стороны,
h(ιu, ιv) = (|a(2)0 (x)|ιu, ιv)L2(D) =< Cu, v >= (L−10 Cu, v)+
для всех u, v ∈ H+(D). В частности, система {ιb(+)ν = b(0)ν } ортогональна
в L2h(D). Она полна в L
2
h(D), так как это пространство можно рассмат-
ривать как замыкание L2(D) относительно h(·, ·). В частности, система
{
√
|a(2)0 |b(+)ν } ортогональна в L2(D). Если вектор u из L2(D) ортогонален
системе {
√
|a(2)0 |b(+)ν } в L2(D), тогда вектор
√
|a(2)0 |u ∈ L2(D) ортогонален
системе {ιb(+)ν } в L2(D). Так как {ιb(+)ν } полна в L2(D), мы видим, что√
|a(2)0 |u = 0 почти всюду в D, и тогда u = 0 в силу (2.65). Следовательно,
система {
√
|a(2)0 |b(+)ν } является ортогональным базисом в L2(D).
По построению пространство H+(D) плотно в H−(D), и следовательно
система {b(+)ν } полна в H−(D). Более того,
(a
(2)
0 b
(+)
ν , a
(2)
0 b
(+)
k )− = (L
−1
0 Cb
(+)
ν , L
−1
0 Cb
(+)
k )+ = µνµkδν,k,
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то есть {Cb(+)ν } ортогональна в H−(D). Из рассуждений выше и того, что
L−10 u =
∑
ν
(L−10 u, b
(+)
ν )+b
(+)
ν
для каждого u ∈ H−(D) следует, что система {Cb(+)ν } полна в H−(D), а
тогда
u =
∑
ν
(L−10 u, b
(+)
ν )+L0b
(+)
ν =
∑
ν
(L−10 u, b
(+)
ν )+
µν
Cb(+)ν .
Так как оператор L−10 C : H+(D)→ H+(D) самосопряжен, мы имеем
(CL−10 u, v)− = (L
−1
0 C(L
−1
0 u), L
−1
0 v)+ = ((L
−1
0 u), L
−1
0 CL
−1
0 v)+ = (u,CL
−1
0 v)−
для всех u, v ∈ H−(D), то есть оператор CL−10 : H−(D) → H−(D) так же
самосопряжен. Следовательно, по теореме Гильберта-Шмидта, существу-
ет ортонормированный базис {b(−)ν } в H−(D), состоящий из собственных
векторов оператора CL−10 .
С другой стороны, так как для всех u ∈ H+(D) выполнено тождество
C(L−10 C− µI)u = (CL−10 − µI)Cu (3.92)
и оператор C инъективен, мы заключаем, что системы собственных значе-
ний операторов L−10 C и CL
−1
0 совпадают. Более того, кратности собствен-
ных значений совпадают, и тогда ord (CL−10 ) = ord (L
−1
0 C). Следовательно,
(3.92) дает, что для каждого ν ∈ N вектор b(−)ν = Cb(+)ν является собствен-
ным вектором оператора CL−10 , соответствующим собственному значению
µν. В частности, мы можем рассматривать систему {Cb(+)ν } как ортогональ-
ный базис в H−(D), состоящий из собственных векторов оператора CL−10 .
Наконец, если выполнено (2.66), тогда L2h(D) является гильбертовым
пространством, совпадающим с L2(D) как линейное пространство, имею-
щее эквивалентную норму. Тогда
h(ιL−10 ι
′C0u, v) = (ιL−10 ι
′C0u, |a(2)0 (x)|v)L2(D) =
(|a(2)0 (x)|u, ιL−10 ι′C0v)L2(D) = h(u, ιL−10 ι′C0v)
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для всех u, v ∈ L2(D), то есть оператор ιL−10 ι′C0 : L2h(D)→ L2h(D) самосо-
пряжен.
Следствие 2. Пусть выполнены условия теоремы 9. Тогда операторы
L−10 C и CL
−1
0 являются самосопряженными. Кроме того, операторы име-
ют одну и ту же систему собственных значений {µν}, система соб-
ственных векторов {b(+)ν } является ортогональным базисом в H+(D),
система {b(−)ν = Cb(+)ν } собственных векторов оператора CL−10 является
ортогональным базисом в H−(D), система {b(0)ν = ιb(+)ν } собственных век-
торов оператора ιL−10 ι′C0 является ортогональным базисом в простран-
стве L2h(D), а система {
√
|a(2)0 |b(+)ν } является ортогональным базисом в
L2(D). Если, дополнительно, выполнено (2.66), то оператор ιL−10 ι′C0 са-
мосопряжен в L2h(D).
Теперь мы можем использовать известную теорему Келдыша о слабом
возмущении компактного самосопряженного оператора (см. теорему 2) для
того, чтобы заключить о справедливости следующего результата.
Следствие 3. Пусть выполнены (2.65) и условия теоремы 4, тогда для
каждого компактного оператора δLc : H+(D)→ H−(D) мы имеем
1) для любого ε > 0 все характеристические значения λν (кроме ко-
нечного числа) операторного пучка L(λ) = L0 + δLc + λ2C принадлежат
углам
Mε = {| arg(λ)− pi/2| < ε}, M−ε = {| arg(λ) + pi/2| < ε}
и limν→∞ |λν| = +∞;
2) система корневых векторов семейства L(λ) = L0 + δLc+λ2C полна
в пространствах H+(D), L2(D) и H−(D).
Наконец, мы можем применить метод лучей медленного роста резоль-
венты (см. теорему 3), для того, чтобы получить полноту корневых векто-
ров в случае более общих возмущений.
Теорема 10. Пусть либо оператор Ψ задается с помощью умножения
на функцию ψ ∈ L∞(∂D), либо ∂D ∈ C∞, а Ψ является псевдодифферен-
циальным оператором на ∂D. Пусть также выполнены условия теоремы
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4, неравенство (2.65) и
Φ = sup
x,y∈D
(ϕ0(x)− ϕ0(y)) < pi(2r + 1)/2n. (3.93)
Если ϕ0 ∈ C0,1(D) и
‖δLB‖2 + (max (0,− cos ((pi(2r + 1)− 2nΦ)/4n)))2 < 1,
то мы имеем:
1) для любого ε > 0 все характеристические значения λν (кроме ко-
нечного числа) семейства L(λ) = L0 + δLB + δLc + λ2C принадлежат
углам
{| arg(λ)± pi/2| < pi(2r + 1)/2n+ ε}
причем limν→∞ |λν| = +∞;
2) система корневых векторов семейства L(λ) = L0 +δLc+δLB +λ2C
полна в пространствах H+(D), H−(D) и L2(D).
Доказательство. Прежде всего заметим, что (3.93) влечет (2.81), и тогда,
согласно следствию 1, существует число γ0 ∈ C такое, что L(γ) непрерывно
обратим. В частности, операторы L(λ) непрерывно обратимы для всех λ ∈
C, за исключением счетного числа характеристических значений {λν}.
Так как оператор γ20C : H+(D)→ H−(D) компактен, то семейство
L˜(λ˜) = L0 + δLB + δ˜cL+ λ˜
2C, (3.94)
где δ˜cL = δcL + γ20C и λ˜2 = λ2 − γ20 , также удовлетворяет условиям тео-
ремы 10. Более того, оператор L˜(0) = L(γ0) непрерывно обратим. Так как
корневые функции и корневые вектора семейств L˜(λ˜) и L(λ) имеют оче-
видные связи (см. формулу (3.94) выше), мы можем заменить семейство
L(λ) семейством L˜(λ˜). Следовательно, мы можем полагать, что оператор
L(0) непрерывно обратим.
Так как 0 < (2r + 1)/2n ≤ 1/2, из (3.93) следует, что существует 0 <
 < pi/2 такое, что
pi(2r + 1)/2n− Φ = 2. (3.95)
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Тогда, если выполнены (2.65) и (3.93), то оператор
A(x, ∂, λ) = (F∇)∗(F∇) + λ2a(2)0 (x)
удовлетворяет условиям теоремы 6 на луче Γ при выполнении следующего
условия:
−(pi + Φ1 − a)/2 < ϕΓ < (pi − Φ2 − a)/2, (3.96)
где 0 < a < 1 произвольное число. Действительно, в этом случае из (3.93)
следует, что интервал (−(pi + Φ1 − a), (pi − Φ2 − a)) не пуст и
ϕ0(x) + 2ϕΓ ≤ Φ2 + pi − Φ2 − a ≤ pi − a < pi,
ϕ0(x) + 2ϕΓ ≥ Φ1 − Φ1 − pi + a ≥ −pi + a > −pi.
Для этих лучей мы имеем
θ1(Γ) = min
x∈D
cos (ϕ0(x) + 2ϕΓ) ≥ cos(pi − a ) = − cos a  > −1.
Таким образом, из (3.95) следует, что существует такое число a ∈ (0, 1),
что справедливо неравенство
‖δsL‖2 +
(
max
(
0,− cos
(
a
2
pi(2r + 1)− 2nΦ
4n
)))2
< 1.
Следовательно, согласно лемме 15, доказательство утверждений 1) и 2)
теоремы можно свести к изучению свойств одного из операторов L−1(0)C
и L(0)C−1.
Если ϕ0 ∈ C0,1(D), то умножение на функцию e
√−1ϕ0 ∈ C0,1(D) инду-
цирует ограниченный линейный оператор δC : H+(D)→ H+(D). Следова-
тельно, оператор CL−1(0) может быть представлен в следующем виде:
CL−1(0) = (CL−10 )L0 δC L
−1(0).
Из теоремы 9 следует, что оператор CL−10 принадлежит классу Шаттена
Sn/(2r+1)+ε при любом ε > 0, то есть CL−1(0) ∈ Sn/(2r+1)+ε при любом
ε > 0 (см. [9, Гл. 2, §2]).
Далее, оценка (2.68) дает, что на лучах, удовлетворяющих двойному
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неравенству
−(pi + Φ1 − a) < arg (λ2) < pi − Φ2 − a,
справедлива оценка
‖(L(0)− (−λ2)C)u‖− ≥ cΓ|λ|2‖Cu‖− для всех u ∈ H+(D)
и для всех достаточно больших λ2 на каждом луче; здесь cΓ > 0 это некото-
рая константа, не зависящая от u. Следовательно, лучи, удовлетворяющие
неравенству
a− Φ1 < arg (µ) < 2pi − Φ2 − a,
являются лучами медленного роста резольвенты замкнутого оператора
L(0)C−1, то есть
‖(L(0)C−1 − µ)−1w‖− ≤ c−1Γ |µ|−1‖w‖− для всех w ∈ H−(D) (3.97)
для всех достаточно больших µ на каждом из лучей (см., например, [33]).
Более того, из (3.95) и (3.97) следует, что угол между любыми двумя со-
седними лучами медленного роста меньше, чем pi(2r + 1)/2n if 0 < a < 1.
Таким образом, утверждение теоремы следует из стандартных рассуж-
дений с использованием теоремы 3 (см., также, [33]).
Замечание 1. На самом деле, из процедуры сведения в лемме 15 следует,
что в следствие 3 и теореме 9 мы должны утверждать о многократной
(двукратной) полноте корневых векторов, относящихся к операторному
пучку L(λ) (см. [11], [68], либо в других источниках).
Ранее мы распространили теорему 6 на случай, когда аргумент функ-
ции a(2)0 (x) не является непрерывным, а λ принимает значения в некотором
углеK комплексной плоскости C (см. теорему 7). Используя теорему о пол-
ноте корневых функций для операторов высших порядков (см. теорему 3,
а также, например, [9, теорему 6.1, Гл.5, §6]), мы можем доказать теорему
о полноте корневых функций в случае "малых" возмущений. А именно,
справедлива следующая теорема.
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Теорема 11. Пусть выполнены условия теоремы 7. Если
Φ = sup
z,w∈D
(ϕ0(z)− ϕ0(w)) < pi
n
, (3.98)
то
1) корневые вектора {bν} семейства {L(λ)} полны в пространствах
H+(D), L2(D) и H−(D);
2) все характеристические значения {λν} (кроме их конечно числа)
лежат в углах {∣∣∣∣arg(λ)± pi2 + Φ1 + Φ24
∣∣∣∣ < pi4n + ε
}
для любого ε > 0, где Φ1 = inf
z∈D
ϕ0(z), Φ2 = sup
z∈D
ϕ0(z), и, более того,
lim
ν→∞ |λν| = +∞.
Доказательство. Аналогично доказательству теоремы 10, см. [76].
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Глава 4
Применения и примеры
4.1 О некорректной задаче Коши для опера-
тора Коши-Римана
Задача Коши для системы Коши-Римана (для голоморфных функций в
классической версии) является давней проблемой, находящей свое приме-
нение в физике, электродинамике, механике жидкости и газа и т.д. (см.
[38], [6], [65], и др.). На самом деле она является типичным примером некор-
ректной по Адамару задачи для более общего класса эллиптических систем
(см., например, [16], [17], [65]) или даже эллиптических дифференциальных
комплексов ([41], [42]).
Как отмечалось еще в [24], метод регуляризации наиболее эффекти-
вен для изучения данной задачи. Книги [6] и [65] дают достаточно полное
описание условий разрешимости задачи, а так же пути ее регуляризации.
На практике хорошо зарекомендовал себя итерационный метод, описанный
Козловым, Мазьей и Фоминым (см. [13]). Недавно был разработан новый
подход (см., например, [63], [60], [56]), основанный на простом наблюдении,
что решение задачи Коши для эллиптических уравнений можно свести к
решению смешанных задач (как правило, некоэрцитивных) для эллипти-
ческих уравнений с параметром.
Текущий прогресс в теории некоэрцитивных задач типа Зарембы ([74],
[62]) позволяет нам упростить метод [60] и получить новый критерий разре-
шимости задачи, а так же построить ее точные и приближенные решения.
А именно, пусть D – открытое связное множество с достаточно глад-
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кой границей ∂D в комплексной плоскости C. Возмущая задачу Коши для
системы Коши-Римана ∂u = f в D с граничными данными на замкнутом
множестве S ⊂ ∂D, мы получим семейство смешанных задач типа За-
рембы для уравнения Лапласа, зависящее от малого параметра ε ∈ (0, 1] в
граничном условии. Несмотря на то, что смешанные задачи содержат неко-
эрцитивные граничные условия на ∂D\S, каждая из них имеет единствен-
ное решение в подходящем гильбертовом пространстве H+(D), непрерыв-
но вложенном в пространство Лебега L2(∂D) и в пространство Соболева-
Слободецкого H1/2−δ(D) при любом δ > 0. Соответствующее семейство
решений {uε} сходится слабо в H+(D) к решению задачи Коши (если оно
существует). Также мы доказываем, что существование решения задачи
Коши в H+(D) эквивалентно ограниченности семейства {uε} в этом про-
странстве. Таким образом, мы получаем условия разрешимости для задачи
Коши и эффективный метод построения ее решения в виде формул карле-
мановского типа.
По сравнению с [60], мы рассматриваем несколько другие пространства
соболевского типа. Как следствие, вместо слабо сходящейся последователь-
ности {uε} в L2(D) при ε → +0, мы получаем последовательность, сходя-
щуюся к решению по норме пространства H1/2−δ(D) при любом δ > 0.
Далее будем считать, что область D ограничена, ее граница ∂D являет-
ся липшицевой поверхностью в комплексной плоскости C. Для u ∈ L2(D)
мы всегда будем понимать результат действия ∂u оператора Коши Римана
∂ на u как распределение над D.
Рассмотрим некорректную задачу Коши для оператора Коши-Римана
в области D с граничными данными на открытом (в относительной топо-
логии ∂D) непустом множестве S ⊂ ∂D. Всюду ниже будем считать это
предположение относительно множества S выполненным.
Задача 4. Дано распределение f в D и распределение u0 на S, найти
распределение u в D, удовлетворяющее, в подходящем смысле,{
∂u = f в D,
u = u0 на S.
Мы сосредоточимся на наиболее интересном случае, когда S 6= ∂D.
Если распределение u0 обладает достаточной регулярностью, то мы мо-
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жем свести задачу 4 к случаю, когда граничные условия равны нулю. На-
пример, если граница ∂S множества S кусочно-гладкая и u0 ∈ H1/2(S),
тогда мы можем найти u˜0 ∈ H1/2(∂D), совпадающую с u0 на S, и затем ис-
пользовать интеграл Пуассона P задачи Дирихле для оператора Лапласа:
P : H1/2(∂D)→ H1(D),
где оператор P является линейным, ограниченным, и{
∆Pu0 = 0 в D,
t(Pu˜0) = u˜0 на ∂D
(здесь t : H1(D)→ H1/2(∂D) это стандартный оператор следа).
Мы хотим контролировать поведение решений задачи 4 не только вбли-
зи S, но и вблизи ∂D\S. С этой целью введем следующие функциональные
пространства.
Пусть ε ≥ 0, рассмотрим эрмитову форму
(u, v)+,ε = ε (u, v)L2(∂D) + (∂u, ∂v)L2(D)
на пространстве C∞(D) (всех гладких функций в замыкании D области
D). В силу классической формулы Коши для голоморфных функций, эта
форма является скалярным произведением при любом ε > 0. Тогда функ-
ционал ‖u‖+,ε =
√
(u, u)+,ε является нормой для каждого ε > 0. Очевидно,
нормы ‖u‖+,ε и ‖u‖+,δ эквивалентны для любых положительных ε и δ. В
частности, √
ε ‖u‖+,1 ≤ ‖u‖+,ε ≤ ‖u‖+,1 (4.99)
для всех u ∈ H+(D) и 0 < ε ≤ 1. Обозначим через H+(D) пополнение
пространства C∞(D) по норме ‖ · ‖+,ε с некоторым ε > 0; из рассуждений
выше следует, что пространство H+(D) не зависит от ε > 0 (для всех
ε > 0 набор элементов пространств H+(D) будет общим). Заметим, что, по
построению,
1) пространство H+(D) непрерывно вложено в L2(∂D), в частности,
каждый элемент u ∈ H+(D) имеет корректно определенный след t(u) на
∂D, а соответствующий оператор следа t непрерывно отображает H+(D)
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в L2(∂D);
2) оператор ∂ непрерывно отображает H+(D) в L2(D).
Другие важные свойства пространства H+(D) были описаны в преды-
дущих главах (см., также, [74], [62]).
Следствие 4. Если D – ограниченная область с липшицевой границей, то
пространство H+(D) непрерывно вложено в H1/2−δ(D) при любом δ > 0.
Более того, если ∂D ∈ C2, то пространство H+(D) непрерывно вложено
в H1/2(D).
Доказательство. См. теорему 4 (а также [74, теорема 1], [62, теорема 2.5]).
Заметим, что вложение точное, т.е. пространство H+(D) не может быть
непрерывно вложено в Hs(D) для любого s > 1/2 (см. пример 2 ниже).
Эти результаты позволяют нам рассмотреть следующую версию задачи
Коши для оператора Коши-Римана.
Задача 5. По заданной функции f ∈ L2(D), найти u ∈ H+(D), удовле-
творяющую {
∂u = f в D,
t(u) = 0 на S.
Хорошо известно, что задача 5 является некорректной (по Адамару) и
имеет не более одного решения (см., например, [7], [29], [61], [57, теорема
2.8]).
Пусть теперь дано непустое множество S ⊂ ∂D. Обозначим через
C∞(D,S) подмножество C∞(D) элементы которого равны нулю в некото-
рой (относительной) окрестности замыкания S множества S в D. В част-
ности, C∞(D, ∂D) совпадает с пространством гладких функций с компакт-
ным носителем C∞0 (D).
Обозначим также через H+(D,S) множество, состоящее из всех u ∈
H+(D), удовлетворяющих условию t(u) = 0 на S. Очевидно, что простран-
ство H+(D,S) является замкнутым подпространством H+(D).
Теперь задача 5 сводится к исследованию инъективного ограниченного
оператора
∂ : H+(D,S)→ L2(D). (4.100)
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Опишем основные свойства области определения и образа этого оператора.
Используя неравенство Гординга, мы видим, что для S = ∂D простран-
ство H+(D, ∂D) совпадает с H10(D), т.е. с замкнутым подпространством
пространства Соболева H1(D), состоящего из всех u ∈ H1(D) удовлетво-
ряющих условию t(u) = 0 на ∂D.
Лемма 16. Для всех u ∈ H+(D,S) мы имеем u ∈ H1loc(D ∪ S).
Доказательство. Зафиксируем произвольный элемент u ∈ H+(D,S) ⊂
H+(D). Так как оператор Коши-Римана ∂ эллиптический и ∂u ∈ L2(D),
то мы заключаем, что u ∈ H1loc(D).
Возьмем область G ⊂ D такую, что G ∩ D = S1 ⊂ S и функцию
ϕ ∈ C∞(D) с компактным носителем в G ∪ S1. Тогда
∂(ϕu) = (∂u)ϕ+ (∂ϕ)u ∈ L2(D)
и t(ϕu) = 0 на ∂D.
Обозначим через H−1(D) двойственное пространство к H1(D, ∂D) от-
носительно спаривания, задаваемого скалярным произведением простран-
ства L2(D). Тогда распределение F = ∂∗∂(ϕu) принадлежит H−1(D), так
как
|(∂(ϕu), ∂v)L2(D)| = |((∂u)ϕ+ (∂ϕ)u, ∂v)L2(D)| ≤ c(u, ϕ)‖v‖H1(D)
с некоторой константой c(u, ϕ), не зависящей от v ∈ H1(D, ∂D).
В частности,
(∂(ϕu), ∂v)L2(D) = 〈F, v〉 для всех v ∈ H1(D, ∂D),
где 〈F, v〉 обозначает действие распределения F на тестовую функцию v.
Это означает, что функция ϕu является единственным решением задачи
Дирихле для оператора Лапласа ∆ = −∂∗∂ с данными F ∈ H−1(D) и гра-
ничными данными t(ϕu) = 0 на ∂D (см., например, [21]). Следовательно,
в силу произвольности области G и функции ϕ (обладающими описанны-
ми выше свойствами), ϕu ∈ H1(D) и u ∈ H1loc(D ∪ S), что и следовало
доказать.
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Как мы уже отмечали, H+(D, ∂D) = H10(D). В частности, H+(D, ∂D)
есть замыкание пространства гладких функций с компактным носителем
C∞0 (D). Теперь мы хотим подобным же образом описать пространство
H+(D,S).
Теорема 12. Пусть ∂D \ S имеет непустую внутренность (в относи-
тельной топологии) на ∂D. Если ∂D ∈ C∞, то H+(D,S) есть замыкание
C∞(D,S) в пространстве H+(D).
Доказательство. По определению, замыкание H пространства C∞(D,S)
в H+(D) есть замкнутое подпространство H+(D,S). Для доказательства
теоремы достаточно показать, что ортогональное дополнениеH⊥ простран-
ства H в H+(D,S) тривиально.
С этой целью зафиксируем ε > 0 и выберем u ∈ H+(D,S), удо-
влетворяющее (u, v)+,ε = 0 для всех v ∈ C∞(D,S). В силу того, что
C∞(D, ∂D) ⊂ C∞(D,S), мы имеем
(∂u, ∂v)L2(D) = 0 для всех v ∈ C∞(D, ∂D), (4.101)
т.е. −∂∗(∂u) = 0 в D в смысле распределений. Так как оператор ∂∗ эллип-
тический, то решения для этого уравнения являются гладкими функциями
над D; действительно, функция ∂u является антиголоморфной в D функ-
цией класса L2(D) (т.е. ∂u является голоморфной).
Пусть ρ обозначает определяющую функцию области D:
D = {z ∈ C : ρ(z) < 0}.
Так как ∂D ∈ C∞, мы можем выбрать ρ ∈ C∞(U) для окрестности U
границы ∂D с |∇ρ| 6= 0 на ∂D такое, что векторное поле ν = ∇ρ|∇ρ| является
векторным полем единичных нормалей к ∂D. При достаточно малых δ > 0
рассмотрим области
Dδ = {z ∈ C : ρ(z) < −δ}.
Ясно, что Dδ b D и ρδ = ρ+ δ является определяющей функцией области
Dδ с ∇ρ = ∇ρδ, а νδ = ∇ρ|∇ρ| есть векторное поле единичных нормалей к
∂Dδ и ∂D. Тогда голоморфная функция g = ∂u имеет слабое граничное
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значение g0 ∈ D′(∂D) на ∂D в том смысле, что
lim
δ→+0
∫
∂Dδ
g(ζ)v(ζ)dsδ(ζ) = 〈g0, v〉 для всех v ∈ C∞(D),
смотрите [29, следствие 2.3] либо [57, теорема 4.4] (здесь D′(∂D) - это про-
странство распределений на ∂D, а 〈g0, v〉 обозначает действие распределе-
ния g0 на тестовую функцию v).
Пользуясь свойствами интеграла Пуассона P и тем фактом, что |ν1 +√−1ν2| = 1 на ∂D, мы заключаем, что функция w = P (v/(ν1 +
√−1ν2))
принадлежит C∞(D,S) для каждого v ∈ C∞(D,S). Тогда из формулы
интегрирования по частям и (4.101), получаем
0 = (∂w, ∂u)L2(D) = (∂w, g)L2(D) = lim
δ→+0
(∂w, g)L2(Dδ) = (4.102)
−√−1 lim
δ→+0
∫
∂Dδ
g(ζ)w(ζ)dζ =
−√−1 lim
δ→+0
∫
∂Dδ
g(ζ)(νδ,1 +
√−1νδ,2)(ζ)w(ζ)dsδ(ζ) =
lim
δ→+0
∫
∂Dδ
g(ζ)v(ζ)dsδ(ζ) = 〈g0, v(ζ)〉 для всех v ∈ C∞(D,S),
где νδ,j – это компоненты вектора нормали νδ. Так как для любой функции
w ∈ C∞(D,S) ее сужение w|∂D на ∂D имеет компактный носитель в ∂D\S,
мы видим, что g0 равняется нулю на ∂D \S. Следовательно, g исчезает на
∂D \ S в смысле слабых граничных значений. Теперь, в силу того, что
g голоморфна (т.е. является решением эллиптического оператора ∂), из
теоремы единственности для задачи Коши для эллиптических операторов
[57, теорема 2.8] следует, что g равняется тождественно нулю в D.
Таким образом, мы заключаем, что функция g = ∂u = 0 в D, т.е.
функция u ∈ L2(D) голоморфна в D. По предположению, она исчезает на
непустом относительно открытом множестве S ⊂ ∂D. Наконец, так как
оператор первого порядка ∂ эллиптичен, из [57, теорема 2.8] следует, что u
равняется тождественно нулю в D.
Лемма 17. Пусть ∂D \ S имеет непустую внутренность на ∂D. Если
∂D ∈ C∞, то образ оператора (4.100) плотен в L2(D).
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Доказательство. Пусть g ∈ L2(D) удовлетворяет
(g, ∂v)L2(D) = 0 для всех v ∈ H+(D,S).
Аргументируя аналогично доказательству теоремы 12, мы заключаем, что
∂
∗
g = 0 в D и g = 0 на ∂D \ S в смысле слабых граничных значений. Так
как g антиголоморфна (т.е. является решением эллиптического оператора
∂
∗) из [57, теорема 2.8] следует, что g равняется тождественно нулю вD.
Таким образом, мы описали замыкание образа отображения (4.100). Бо-
лее сложной задачей является описание самого образа отображения (4.100).
Следующая лемма делает первый шаг в данном направлении.
Для распределения f , определенного около ∂D, положим
ν(f) = (νδ,1 +
√−1νδ,2)f,
а для распределения u, определенного около ∂D, положим
∂νu = (νδ,1 +
√−1νδ,2)∂u.
На самом деле, ∂νu – это так называемая комплексная нормальная к ∂Dδ
(и к ∂D) производная функции u.
Лемма 18. Пусть ∂D ∈ C∞. Если f ∈ L2(D), то функция u ∈ H+(D,S)
является решением задачи 5 в том и только в том случае, когда
(∂u, ∂v)L2(D) = (f, ∂v)L2(D) (4.103)
для всех v ∈ H+(D,S).
Доказательство. Если задача 5 разрешима и u одно из ее решений, то
(4.103) очевидно выполнено.
Обратно, если (4.103) выполнено для любого элемента u ∈ H+(D,S), то
∂
∗
(∂u− f) = 0 в D, так как пространство H+(D,S) содержит все гладкие
функции с компактным носителем в D. В частности, функция (∂u− f)
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голоморфна в D. Интегрируя как в (4.102), мы получаем
lim
δ→+0
∫
∂Dδ
(∂u− f)(ζ)v(ζ)dsδ(ζ) = −
√−1 lim
δ→+0
∫
∂Dδ
(∂u− f)(ζ)w(ζ)dζ =
(4.104)
(w, (∂
∗
(∂u− f)))L2(D) − (∂w, ∂u− f)L2(D) =
−(∂w, ∂u− f)L2(D) = 0
для всех v ∈ C∞(D,S), так как w ∈ C∞(D,S). Следовательно, как и в
доказательстве теоремы 12, мы видим, что ∂u− f = 0 на ∂D \ S в смысле
слабых граничных значений.
Наконец, так как (∂u − f) является антиголоморфной (т.е. решением
эллиптического оператора ∂∗), то из [57, теорема 2.8] следует, что (∂u− f)
равняется тождественно нулю в D.
Замечание 2. Согласно [29, следствие 2.3], слабые граничные значения
голоморфных (антиголоморфных) функций класса L2(D) в области D при-
надлежат пространству Соболева H−1/2(∂D) на компактном множе-
стве ∂D. Это означает, что эти следы имеют конечный порядок син-
гулярности на ∂D. Следовательно, все вышеперечисленные результаты
действительны для областей с конечным (вероятно, достаточно высо-
ким) порядком гладкости границы.
В заключении этого параграфа поясним значение (4.103). Это равенство
означает, что решение u ∈ H+(D,S) задачи Коши ∂u = f на самом деле
является решением смешанной задачи типа Зарембы (см., например, [69]):
−∆u = ∂∗f в D,
t(u) = 0 на S,
∂νu = ν(f) на ∂D \ S.
(4.105)
Действительно, из доказательства леммы 18 вытекает, что
∂
∗
∂u = −∆u = ∂∗f в D
в пространстве распределений и ν(∂u− f) = 0 на ∂D \ S в смысле слабых
граничных значений. В частности, если вектор ν(f) корректно определен
на ∂D \ S, то и вектор ∂νu так же корректно определен на ∂D \ S.
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Конечно, смешанная задача (4.105), рассмотренная в подходящих про-
странствах, дает ничто иное, как (4.103). Ниже мы получим условия раз-
решимости задачи 5.
Последнее наблюдение предыдущего параграфа наталкивает нас на
мысль о возмущении задачи 5 с целью получения смешанной задачи ти-
па Зарембы (4.105).
С учетом леммы 18, мы рассмотрим следующую возмущенную задачу
Коши:
Задача 6. Зафиксируем ε ∈ (0, 1]. По заданной функции f ∈ L2(D), най-
ти элемент uε ∈ H+(D,S), удовлетворяющий
(∂uε, ∂v)L2(D) + ε (uε, v)L2(∂D\S) = (f, ∂v)L2(D) (4.106)
для всех v ∈ H+(D,S).
Заметим, что уравнение (4.106) приводит к возмущению смешанной за-
дачи (4.105). Более точно,
−∆uε = ∂∗f в D;
t(uε) = 0 на S,
∂νuε + ε t(uε) = ν(f) на ∂D \ S.
(4.107)
Так как пространство H+(D,S) содержит все гладкие функции с компакт-
ным носителем в D, (4.106) означает, что −∆uε = ∂∗f в D в смысле рас-
пределений. Граничное условие t(uε) = 0 на S следует из определения про-
странства H+(D,S). Наконец, равенство ν(∂uε) + εt(uε) = ν(f) выполнено
в том смысле, что ν(∂uε − f) + ε t(uε) = 0 на ∂D \ S, так как
∂
∗
(∂uε − f) = 0 ∈ L2(D)
в смысле распределений в D, (∂uε − f) голоморфна в D и, интегрируя по
частям как в (4.104) с использованием (4.106), мы получаем
lim
δ→+0
∫
∂Dδ
(∂uε − f)(ζ)v(ζ)dsδ(ζ) = −
√−1 lim
δ→+0
∫
∂Dδ
(∂uε − f)(ζ)w(ζ)dζ =
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(∂w, ∂uε − f)L2(D) = −ε(w, t(uε))L2(∂D\S) = −ε
(
v,
t(uε)
ν1 +
√−1ν2
)
L2(∂D\S)
,
для всех v ∈ C∞(D,S), т.е. (∂uε − f) совпадает с −ε t(uε)/(ν1 +
√−1ν2) на
∂D \S в смысле слабых граничных значений. Следовательно, ν(∂uε− f) +
εt(uε) = 0 на ∂D \ S в смысле слабых граничных значений. Если сужение
ν(f) на ∂D \ S имеет смысл, то сужение ν(∂uε − f) так же корректно
определено, так как t(uε) ∈ L2(∂D).
Ясно, что смешанная задача (4.107), рассмотренная в подходящих про-
странствах, дает ничто иное, как (4.106).
На самом деле (4.105) и (4.107) являются смешанными задачами с гра-
ничными условиями робеновского типа. Это аналоги так называемой за-
дачи Зарембы для оператора Лапласа (см. [69]). В общем случае смешан-
ные задачи (4.105) и (4.107) имеют некоэрцитивные граничные условия на
∂D \ S (см. [60], [62]). Следовательно, они не могут быть корректными в
пространствах Соболева, в том числе весовых, с показателем гладкости 1
(см. [46]). Принципиальная разница между задачами 5 и 6 в том, что по-
следняя корректна в H+(D,S).
Лемма 19. Для любых ε > 0 и f ∈ L2(D) существует единственное
решение uε(f) ∈ H+(D,S) задачи 6. Более того, оно удовлетворяет
‖uε(f)‖+,ε ≤ ‖f‖L2(D).
Доказательство. Действительно, как мы видели выше, пространствоH+(D,S),
наделенное скалярным произведением (·, ·)+,ε, является гильбертовым. Из
неравенства Шварца следует, что∣∣(f, ∂v)L2(D)∣∣ ≤ ‖f‖L2(D)‖∂v‖L2(D) ≤ ‖f‖L2(D)‖v‖+,ε
для всех v ∈ H+(D,S). Следовательно, отображение
v 7→ (f, ∂v)L2(D)
определяет непрерывный линейный функционал Ff на H+(D,S), чья нор-
ма мажорируется следующим образом: ‖Ff‖ ≤ ‖f‖L2(D).
В силу теоремы Рисса мы заключаем, что существует единственный
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элемент uε(f) ∈ H+(D,S), удовлетворяющий
Ff(v) = (uε(f), v)+,ε
для любого v ∈ H+(D,S). Ясно, что uε(f) является решением задачи
(4.106). Наконец, по теореме Рисса мы имеем
‖uε(f)‖+,ε ≤ ‖f‖L2(D),
что и требовалось доказать.
Уравнения (4.107) показывают, что лемма 19 дает информацию о раз-
решимости смешанной задачи для оператора Лапласа ∆ с очень специаль-
ными данными на D, S и ∂D \ S. Выясним, какие теоремы разрешимости
могут быть получены для произвольных данных. С этой целью, обозна-
чим через H−(D,S) двойственное к H+(D,S) пространство относительно
спаривания 〈·, ·〉, индуцированного скалярным произведением (·, ·)L2(D) (см.
лемму 2.50, а также [74], [62]). На самом деле это гильбертово пространство,
изоморфное нормированному пространству, построенному как пополнение
H+(D,S) по любой из норм
‖g‖−,ε = sup
v∈H+(D,S)
v 6=0
|(g, v)L2(D)|
‖v‖+,ε , ε > 0.
Задача 7. Зафиксируем ε ∈ (0, 1]. Для заданного g ∈ H−(D,S) найти
элемент wε(g) ∈ H+(D,S), удовлетворяющий
(∂wε(g), ∂v)L2(D) + ε (wε(g), v)L2(∂D\S) = 〈g, v〉 (4.108)
для любого v ∈ H+(D,S).
Лемма 20. Для любых ε > 0 и g ∈ H−(D,S) существует единственное
решение wε ∈ H+(D,S) задачи 7. Более того, оно удовлетворяет
‖wε(g)‖+,ε ≤ ‖g‖H−(D,S).
Доказательство. Аналогично доказательству леммы 19 (см. также лемму
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7).
На самом деле, лемма 20 эквивалентна следующему: задача 7 индуциру-
ет непрерывно обратимый линейный оператор Lε : H+(D,S) → H−(D,S)
с ‖Lε‖ = ‖L−1ε ‖ = 1.
Но даже в этом случае мы не можем гарантировать того, что wε ∈
Hs(D) при любом s > 1/2 без введения дополнительных ограничений на
g. Эта ситуация является типичной для смешанных задач, см. [32], [46].
Однако, следствие 4, вместе с теоремами вложения Реллиха-Кондрашова
и теоремой Гильберта-Шмидта, дают нам следующее преимущество: спек-
тральную теорему, относящуюся к задаче 7.
Введем следующее скалярное произведение
(g, g˜)−,ε = 〈g, L−1ε g˜〉
в пространстве H−(D,S); данное скалярное произведение определяет нор-
му, которая равна ‖ · ‖−,ε.
Лемма 21. Для любого ε ∈ (0, 1] существуют положительные числа
{λ(ε)k }k∈N и функции {b(ε)k }k∈N ⊂ H+(D,S) такие, что
(∂b
(ε)
k , ∂v)L2(D) + ε (b
(ε)
k , v)L2(∂D\S) = (λ
(ε)
k )
−1(b(ε)k , v)L2(D) (4.109)
для любого v ∈ H+(D,S). Система {b(ε)k }k∈N является ортонормирован-
ным базисом в H+(D,S) (по норме (·, ·)+,ε), также это ортогональный
базис в L2(D) и H−(D,S) (по норме (·, ·)−,ε). Более точно, {b(ε)k }k∈N яв-
ляется системой собственных векторов компактных самосопряженных
операторов
L−1ε ι
′ι : H+(D,S)→ H+(D,S), ι′ιL−1ε : H−(D,S)→ H−(D,S),
ιL−1ε ι
′ : L2(D)→ L2(D),
соответствующих (положительным) собственным значениям {λ(ε)k }k∈N,
где
ι : H+(D,S)→ L2(D), ι′ : L2(D)→ H−(D,S)
суть операторы естественного вложения.
96
Доказательство. См. лемму 13.
По построению, каждая функция b(ε)k удовлетворяет некоторому уравне-
нию Гельмгольца в области D; в частности, каждая функция b(ε)k является
вещественно аналитической в D.
Кроме того, мы можем получить формулу для решения задачи 7. С
этой целью, положим
G(N)ε (z, ζ) =
N∑
k=1
b
(ε)
k (z)b
(ε)
k (ζ)
‖b(ε)k ‖L2(D)
.
Следствие 5. Для каждого g ∈ H−(D,S) решение wε(g) ∈ H+(D,S)
задачи 7 задается формулой
wε(g)(z) = lim
N→∞
〈g,G(N)ε (z, ·)〉, z ∈ D.
Доказательство. Из леммы 21 следует, что для всех u ∈ H+(D,S) и g ∈
H−(D,S) мы имеем
u =
∞∑
k=1
(u, b
(ε)
k )+,εb
(ε)
k , g =
∞∑
k=1
(g, ι′ιb(ε)k )−,ε
‖b(ε)k ‖2−,ε
ι′ιb(ε)k .
С другой стороны, лемма 21 означает, что
Lεb
(ε)
k = λ
(ε)
k ι
′ιb(ε)k and Lεu =
∞∑
k=1
(u, b
(ε)
k )+,ελ
(ε)
k ι
′ιb(ε)k .
Теперь, используя ортогональность системы {b(ε)k }k∈N, мы видим, что
(wε(g), b
(ε)
k )+,ε =
(g, ι′ιb(ε)k )−,ε
‖b(ε)k ‖2−,ε
.
Наконец, по определению,
(g, ι′ιb(ε)k )−,ε = 〈g, L−1ε ι′ιb(ε)k 〉 = λ(ε)k 〈g, b(ε)k 〉,
‖b(ε)k ‖2−,ε = (ι′ιb(ε)k , ι′ιb(ε)k )−,ε = 〈ι′ιb(ε)k , L−1ε ι′ιb(ε)k 〉 =
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λ
(ε)
k 〈ι′ιb(ε)k , b(ε)k 〉 = λ(ε)k ‖b(ε)k ‖2L2(D)
и, следовательно,
(wε(g), b
(ε)
k )+,ε =
〈g, b(ε)k 〉
‖b(ε)k ‖2L2(D)
.
Поэтому
wε(g)(z) =
∞∑
k=1
(wε(g), b
(ε)
k )+,εb
(ε)
k (z) = limN→∞
N∑
k=1
〈g, b(ε)k 〉
‖b(ε)k ‖2L2(D)
b
(ε)
k (z),
что и требовалось доказать.
Следствие 6. Для каждого f ∈ L2(D) решение uε ∈ H+(D,S) задачи 6
задается формулой
uε(f)(z) = lim
N→+∞
(f, ∂G(N)ε (z, ·))L2(D), z ∈ D.
Доказательство. Вытекает из следствия 5, с учетом следующей связи
между данными задач 6 и 7:
〈g, v〉 = (f, ∂v)L2(D),
(см. доказательство леммы 20).
Обсудим теперь очень важный вопрос о том, как найти собственные
вектора задачи Зарембы, а, следовательно, и решение задачи 5.
Пусть D - это единичный диск в C. Построение системы {b(ε)k } для D =
D можно выполнить с использованием системы функций Бесселя
Jp(z) =
∞∑
k=0
(−1)k
22k+p
z2k+p
k! (k + p)!
, J−p(z) = (−1)pJp(z), z ∈ C, p ∈ Z+.
А именно, хорошо известно, что любая собственная функция задачи 7 в
диске D, отвечающая собственному значению λ(ε)k , имеет следующую фор-
му
b
(ε)
k (z) =
∑
q∈Z
(z/|z|)q Jq(|z|
√
λ
(ε)
k ) d
(ε)
q (S), (4.110)
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с некоторыми коэффициентами {d(ε)q (S)}q∈Z ⊂ C. Если S = ∅ или S = ∂D,
тогда сумма состоит только из одного ненулевого слагаемого; если S 6= ∂D
и S 6= ∅, тогда число ненулевых коэффициентов d(ε)q (S) суммы не может
быть конечным (см., например, [25, дополнение. II, с. 1, §2]. Собственное
значение λ(ε)k и коэффициенты {d(ε)q (S)}q∈Z могут быть найдены из отно-
шения b(ε)k = 0 на S и (∂ν + ε) b
(ε)
k = 0 на ∂D \ S (см. [52]).
Неравенства (4.99) и лемма 19 дают нам следующую грубую оценку для
семейства {uε(f)}ε∈(0,1]:
‖uε(f)‖+,1 ≤ 1√
ε
‖uε(f)‖+,ε ≤ 1√
ε
‖f‖L2(D), ε ∈ (0, 1].
Таким образом, это семейство может быть неограниченным при ε → +0.
Выясним, как поведение семейства {uε(f)}ε>0 влияет на разрешимость за-
дачи 5.
Теорема 13. Семейство {‖uε(f)‖+,1}ε∈(0,1] ограничено тогда и только то-
гда, когда существует u ∈ H+(D,S), удовлетворяющее (4.103).
Доказательство. Сначала мы докажем следующую лемму.
Лемма 22. Пусть существует такое множество A ⊂ (0, 1], что
1) нуль является предельной точкой A;
2) семейство {‖uδ(f)‖+,1}δ∈A ограничено.
Тогда существует u ∈ H+(D,S), удовлетворяющее (4.103).
Доказательство. Предположим, что нуль является предельной точкой
множества A и семейство {‖uδ(f)‖+,1}δ∈A ограничено. Согласно (4.106),
мы имеем
(∂uδ(f), ∂v)L2(D) + δ (uδ(f), v)L2(D) = (f, ∂v)L2(D)
для всех v ∈ H+(D,S). Переходя к пределу при A 3 δ → +0 в последнем
равенстве и пользуясь тем фактом, что {uδ(f)}δ∈A ограничено, мы полу-
чаем
lim
δ→+0
(∂uδ(f), ∂v)L2(D) = (f, ∂v)L2(D) (4.111)
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для всех v ∈ H+(D,S).
Хорошо известно, что любое ограниченное множество в гильбертовом
пространстве слабо компактно. Следовательно, существует подпоследова-
тельность {uδj(f)} ⊂ H+(D,S), слабо сходящаяся в этом пространстве к
элементу u ∈ H+(D,S). Здесь {δj} стремится к 0 при j →∞.
Покажем теперь, что {uδj(f)} сходится слабо к u в Hs(D) при s < 1/2
и j →∞.
Из следствия 4 следует, что вложение is : H+(D,S) → Hs(D) непре-
рывно для любого s < 1/2. Следовательно, сопряженный оператор i?s :
Hs(D)→ H+(D,S) также ограничен, а
lim
j→∞
(isuδj(f), v)Hs(D) = lim
j→∞
(uδj(f), i
?
sv)H+(D,S) = (u, i
?
sv)H+(D,S)
для всех v ∈ Hs(D). Это в точности означает, что {uδj(f)} сходится слабо
в Hs(D).
Обозначим через ∂? : L2(D) → H+(D,S) сопряженный к ограничен-
ному линейному оператору ∂ : H+(D,S) → L2(D). Простые вычисления
показывают, что
lim
A3δ→+0
(∂uδ(f), ∂v)L2(D) = lim
A3δ→+0
(uδ(f), ∂
?
∂v)H+(D,S) = (4.112)
(u(f), ∂
?
∂v)H+(D,S) = (∂u(f), ∂v)L2(D)
для всех v ∈ H+(D,S). Комбинируя (4.111) и (4.112) мы видим, что (4.103)
выполняется для функции u ∈ H+(D,S).
Мы получим более сильное утверждение, чем теорема 13, если докажем
следующую лемму.
Лемма 23. Если существует функция u ∈ H+(D,S), удовлетворяющая
(4.103), то семейство {‖uε(f)‖+,1}ε∈(0,1] ограничено и
lim
ε→+0
‖∂(uε(f)− u)‖L2(D) = 0.
Более того, {uε(f)}ε∈(0,1] сходится слабо к u ∈ H+(D,S) при ε → +0 и
сходится к решению u в Hs(D) для всех s < 1/2.
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Доказательство. Пусть существует u ∈ H+(D,S), удовлетворяющее (4.103).
Обозначим Rε = uε(f)− u, тогда из (4.103) и (4.106) следует, что
(∂Rε, ∂v)L2(D) + ε (Rε, v)L2(∂D) = −ε (u, v)L2(∂D) (4.113)
для всех v ∈ H+(D,S). Так как
| − ε (u, v)L2(∂D)| ≤ ε‖u‖L2(∂D)‖v‖L2(∂D) ≤
√
ε‖u‖L2(∂D)‖v‖+ε,
то отображение v 7→ −ε (u, v)L2(∂D) определяет непрерывный линейный
функционал gε(u) в пространстве H+(D,S) и
‖gε(u)‖ ≤
√
ε‖u‖L2(∂D).
Таким образом, (4.113) означает, что Rε = wε(gε(u)) есть решение задачи
7 с данными g = gε(u).
Согласно (4.99) и лемме 20, мы имеем
‖Rε‖+,1 ≤ 1√
ε
‖Rε‖+,ε ≤ 1√
ε
√
ε ‖u‖L2(∂D) = ‖u‖L2(∂D).
Следовательно, семейство {‖Rε‖+,1}ε∈(0,1], а также семейство {‖uε(f)‖+,1}ε∈(0,1],
ограничены. Из (4.113) следует
lim
ε→+0
‖∂(uε(f)− u)‖2L2(D) = limε→+0 ‖∂Rε‖
2
L2(D) =
− lim
ε→+0
ε
(
‖Rε‖2L2(∂D) + (u,Rε)L2(∂D)
)
= 0.
Покажем теперь, что {uε(f)}ε∈(0,1] сходится слабо к u в H+(D,S) при
ε → +0. Доказательство будем строить от противного. Действитель-
но, если {uε(f)}ε∈(0,1] не сходится слабо к u в H+(D,S), то существуют
v ∈ H+(D,S), γ > 0 и последовательность {εj}, стремящаяся к +0 при
j →∞, такие, что
|(uεj − u, v)+,1| ≥ γ (4.114)
для любого j ∈ N. Но последовательность {uεj} ограничена в гильбертовом
пространстве H+(D,S), а значит существует подпоследовательность, схо-
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дящаяся слабо в H+(D,S). Чтобы не усложнять обозначениями, мы снова
обозначим ее как {uεj}. Как мы уже видели в доказательстве леммы 22,
слабый предел {uεj} есть u. Это противоречит (4.114), а следовательно,
первая часть леммы доказана.
Наконец, согласно следствию 4, пространство H+(D,S) непрерывно
вложено в пространство Соболева-Слободецкого H1/2−δ(D) при любом
δ > 0. Хорошо известно, что компактные операторы в гильбертовом про-
странстве переводят слабо сходящуюся последовательность в сходящуюся.
Таким образом, из теоремы Реллиха-Кондрашова о компактных вложениях
для пространств Соболева следует, что {uε(f)}ε∈(0,1] сходится к u в Hs(D)
для любого s < 1/2 при ε→ +0.
Доказательство теоремы 13 немедленно следует из лемм 22 и 23.
Следствие 7. Семейство {‖uε(f)‖+,1}ε∈(0,1] ограничено тогда и только
тогда, когда задача 5 разрешима. Более того, в этом случае
lim
ε→+0
‖∂uε(f)− f‖L2(D) = 0
и {uε(f)}ε∈(0,1] сходится слабо в H+(D,S), при ε → +0, к решению u ∈
H+(D,S) задачи 5. Кроме того, оно сходится к u в пространстве Hs(D)
для любого s < 1/2 а также и в H1loc(D ∪ S).
Доказательство. Почти все эти утверждения следуют из теоремы 13 и
лемм 23 и 18. Нам остается только показать, что {uε(f)}ε∈(0,1] сходится к
u в топологии H1loc(D ∪ S), если u ∈ H+(D,S) является решением задачи
5. Действительно, мы замечаем, что {uε(f)− u}ε∈(0,1] ограничена в H+(D)
в силу леммы 23, и
lim
ε→+0
‖∂(uε(f)− u)‖L2(D) = 0,
t(uε(f)− u) = 0
на S для любого ε ∈ (0, 1]. Тогда, применяя [66, теорему 7.2.6], мы заклю-
чаем, что {uε(f)}ε∈(0,1] сходится к u в H1loc(D ∪ S).
Наконец, выпишем формулу карлемановского типа для решений задачи
Коши 5.
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Следствие 8. Для любой функции u ∈ H+(D,S) мы имеем:
(u, v)+,1 = lim
ε→+0
lim
N→+∞
((∂u, ∂G(N)ε (z, ·))L2(D), v(z))L2(D),
для всех v ∈ H+(D,S).
4.2 Смешанные задачи в шаре
Пусть D – ограниченная область в Cn. Рассмотрим следующий частный
случай задачи 1 в области D, когда S = ∅, aj = 0, a0 является константой,
а матрица A(x) имеет вид
A(x) = (aij(x))i=1,...,2n
j=1,...,2n
=
(
En
√−1En
−√−1En En
)
,
где En это единичная (n × n) - матрица. Очевидно, что aij(x) = aji(x), и
удовлетворяет условиям (1.10) и (1.11), но не удовлетворяет условию силь-
ной коэрцитивности эрмитовой формы (1.12). Оператор A(x, ∂) при таких
условиях имеет вид
A(x, ∂) = −1
4
∆2n + a0,
где
∆2n =
2n∑
j=1
(
∂
∂xj
)2
– это оператор Лапласа в R2n.
Граничный оператор B(x, ∂) рассмотрим в следующем виде
B(x, ∂) = ∂c + b0,
где b0 это константа. Конормальная производная ∂c в данном случае при-
нимает форму
∂c = 2
n∑
j=1
(νj −
√−1νj+n)∂j,
известную также как комплексная нормальная производная ∂ν к границе
D.
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Рассмотрим следующую задачу:
Задача 8. Пусть в области D дано распределение f , а на границе ∂D
распределение u0, требуется найти такое распределение u в D, чтоA(x, ∂)u = f в области D,B(x, ∂)u = u0 на ∂D.
В обобщенной постановке соответствующая спектральная задача вы-
глядит следующим образом:
n∑
j=1
(∂ju, ∂jv)L2(D) + (a0 − λ)(u, v)L2(D) + b0(u, v)L2(∂D) = 0, (4.115)
для любого v ∈ H+(D). Здесь мы пользуемся тем фактом, что
∆2n = 4
n∑
j=1
∂2
∂zj∂zj
Заметим, что λ > a0 при δa0 = δb0 = 0, это следует немедленно из (4.115),
если взять v = u.
Далее мы изучим задачу Штурма-Лиувилля в единичном шаре D = B
в Cn, которая очень похожа на случай смешанной задачи для оператора
Лапласа в шаре (см. [25]). С этой целью перейдем к полярным координа-
там x = rS(ϕ), где ϕ это координаты на единичной сфере ∂D = S в Cn.
Оператор Лапласа ∆2n в сферических координатах имеет форму
∆2n =
1
r2
((
r
∂
∂r
)2
+ (2n− 2)
(
r
∂
∂r
)
+ ∆S
)
,
где ∆S это оператор Лапласа-Бельтрами на единичной сфере. С другой
стороны, если ρ(z) это определяющая функция шара, то есть B = {z ∈
Cn : ρ(z) < 0}, тогда граница шара S очевидно задается уравнением
ρ(z) = zz − 1 = 0, следовательно нормальная комплексная производная
принимает вид
∂ν =
n∑
j=1
zj∂j; (4.116)
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переходя к сферическим координатам, получаем
∂ν =
1
2
(
r
∂
∂r
+BS
)
, (4.117)
где оператор BS зависит только от координат на сфере S. Например, при
n = 1, нормальная производная в полярных координатах имеет вид ∂ν =
1
2
(
r ∂∂r +
√−1 ∂∂ϕ
)
.
Для решения однородного уравнения (−∆2n + a)u = 0 мы можем
использовать метод Фурье разделения переменных. Именно, записывая
u(r, ϕ) = g(r)h(ϕ), мы получаем два отдельных уравнения для функций g
и h, (
−
(
r
∂
∂r
)2
+ (2− 2n)
(
r
∂
∂r
)
+ ar2
)
g = c g,
−∆Sh = c h,
где c это произвольная константа.
Ясно, что второе уравнение имеет ненулевое решение тогда и только
тогда, когда c является собственным значением оператора ∆S. Хорошо из-
вестно, что c = k(2n + k − 2) для k = 0, 1, . . . (см., например, [25]). Соот-
ветствующими собственными функциями оператора ∆S являются сфери-
ческие гармоники hk(ϕ) степени k, то есть
∆Shk = k(2n+ k − 2)hk. (4.118)
Как известно, число линейно независимых сферических гармоник степени
k равняется J(k) = (2n+2k−2)(2n+k−3)!k!(2n−2)! . В комплексном пространстве C
n мы
можем выбрать гармоники hk специальным образом, а именно, мы можем
построить ортонормированный базис {H(j)p,q} в L2(S), состоящий из полино-
мов вида
H(j)p,q (z, z) =
∑
|α|=p,|β|=q
c
(j)
α,βz
αzβ, (4.119)
где c(j)α,β это комплексные коэффициенты. Обозначим через J(p, q) число
полиномов бистепени (p, q) в базисе; ясно, что J(p, q) 6 J(p + q). В силу
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однородности многочленов H(j)p,q , по формуле Эйлера получаем следующее
n∑
j=1
zj
∂H
(j)
p,q
∂zj
= qH(j)p,q ,
однако, с учетом (4.116) имеем
∂νH
(j)
p,q = qH
(j)
p,q . (4.120)
Также легко проверить, что в сферических координатах r∂H
(j)
p,q
∂r = (p+q)H
(j)
p,q ,
тогда, согласно (4.117), получаем
2qH(j)p,q = (p+ q)H
(j)
p,q +BSH
(j)
p,q ,
то есть
BSH
(j)
p,q = (q − p)H(j)p,q . (4.121)
Рассмотрим теперь следующую задачу Штурма - Лиувилля для обык-
новенного дифференциального уравнения по переменной 0 < r < 1 (см.
[25])(
− 1
r2
(
r
∂
∂r
)2
+ (2− 2n)
(
1
r
∂
∂r
)
+
(p+ q)(2n+ p+ q − 2)
r2
+ a0
)
g(r) =
= λg(r), (4.122)
∂g(r)
r
(1)+(2b0+(q−p))g(1) = 0, и g(r) ограничена в точке r = 0. (4.123)
Действительно, если a0, λ ∈ R, тогда (4.122) это версия уравнения Бесселя,
и его вещественные решения g(r) это функции Бесселя, определенные на
интервале (0,+∞).
Зафиксируем для тройки (p, q, j) нетривиальное решение g(j,i)p,q задачи
(4.122), (4.123), соответствующее собственному значению λ(j,i)p,q . Тогда функ-
ция u(j,i)p,q = g
(j,i)
p,q H
(j)
p,q удовлетворяет
(−∆2n + (a0 − λ(j,i)p,q ))u(j,i)p,q = 0 в D, (4.124)
(b0 + ∂ν)u
(j,i)
p,q = 0 на ∂D. (4.125)
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Теорема 14. Пусть δa0 = δb0 = 0 и a20,0 + b20,0 6= 0. Тогда система {u(j,i)p,q },
i ∈ N, p, q ∈ Z+, 1 6 j 6 J(p, q), совпадает с системой всех собствен-
ных векторов задачи Штурма - Лиувилля (2.57) в шаре B. В частности,
существуют ортогональные базисы в H+(B), L2(B) и H−(B).
Доказательство. Так как a20,0 + b20,0 6= 0, тогда, согласно теореме 4, про-
странство H+(B) непрерывно вложено в L2(B). Заметим, что система
{u(j,i)p,q } состоит из собственных векторов задачи Штурма - Лиувилля (2.57)
в шаре B. Более того, согласно [60], система {u(j,i)p,q } ортогональна относи-
тельно эрмитовых форм (·, ·)L2(S), (·, ·)L2(B) и (∂·, ∂·)L2(B). Отсюда следует,
что она ортогональна в пространстве H+(B). Согласно лемме 13, из выра-
жения (3.88) получаем
(u(j,i)p,q , u
(j˜ ,˜i)
p˜,q˜ )− = (λ
(j,i)
p,q )
−1(ι′ιL−10 u
(j,i)
p,q , u
(j˜ ,˜i)
p˜,q˜ )− = λ
(j˜ ,˜i)
p˜,q˜ (u
(j,i)
p,q , u
(j˜ ,˜i)
p˜,q˜ )L2(B). (4.126)
Система {H(j)p,q}, p, q ∈ Z+, 1 6 j ≤ J(p, q) по построению является
ортонормированным базисом в L2(S). Если δa0 = 0, тогда λ(j,i)p,q ≥ a0,0,
и счетная система {g(j,i)p,q (r)}i∈N собственных функций есть ортогональный
базис в пространстве L2R([0, 1], r) вещественнозначных функций со скаляр-
ным произведением (
√
r·,√r·)L2([0,1]) (см. [25]) для каждой фиксированной
тройки (p, q, j) с p, q ∈ Z+, 1 ≤ j ≤ J(p, q). Так же эта система будет
ортогональным базисом и в пространстве L2([0, 1], r) (состоящем из ком-
плекснозначных функций). Следовательно, аналогично получаем, что си-
стема {u(j,i)p,q = g(j,i)p,q (r)H(j)p,q (ϕ)}, p, q ∈ Z+, является ортогональным базисом
в L2(B) = L2(S× [0, 1]) (см., например, [14]).
Так как система {u(j,i)p,q } является ортогональным базисом в L2(B), сле-
довательно не существует других собственных значений задачи (2.57), кро-
ме уже упомянутых λ(j,i)p,q . Таким образом, нет и собственных векторов, соот-
ветствующих значению λ0, кроме линейных комбинаций уже построенных
собственных функций, относящихся к этому значению.
Как мы видели, пространство L2(B) плотно в H−(B). Следовательно, в
пространстве H−(B) система {u(j,i)p,q } будет так же полной. Возьмем теперь
функцию u ∈ H+(D), ортогональную каждому вектору u(j,i)p,q относительно
скалярного произведения (·, ·)+. Тогда, по лемме 13, из выражения (3.89)
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получаем
(u, u(j,i)p,q )L2(B) = (u, L
−1
0 ι
′ιu(j,i)p,q )+ = λ
(j,i)
p,q (u, u
(j,i)
p,q )+ = 0,
то есть u ортогональна каждому вектору u(j,i)p,q в L2(B). Таким образом u = 0
в L2(B) и, следовательно, в пространствеH+(D). Это означает, что система
{u(j,i)p,q } полна в H+(B).
Пример 1. Пусть в задаче 8 a0 = a0,0 = 1, b0 = b0,0 = 0. Тогда простран-
ство H+(D) непрерывно вложено в L2(D). Из (4.115) следует, что если
собственные значения соответствующей задачи Штурма - Лиувилля (2.57)
существуют, то они больше, либо равны, чем 1. Более того, собственное
значение λ = 1 соответствует пространству O2(D) голоморфных функций
из пространства Лебега L2(D). Как известно, размерность собственного
пространства O2(D) (то есть, кратность собственного значения λ = 1) бес-
конечна, а следовательно, вложение ι не компактно (см., например, [14]).
Однако, согласно теореме 14, мы можем построить ортогональные базисы
в H+(B), L2(B) и H−(B), состоящие из собственных векторов задачи (2.57).
Покажем, что соответствующее вложение пространства H+(B) в про-
странство Hs(B) (см. теорему 4 выше) нарушается при любом s > 0. Дей-
ствительно, если D = B и n = 1, тогда ряд uε(z) =
∑∞
k=0
zk
(k+1)ε/2
, ε > 0,
сходится в H+(B) и ‖uε‖2+ = ‖uε‖2L2(B) = pi
∑∞
k=0
1
(k+1)1+ε , так как функция
uε голоморфна. Согласно [58, Лемма 1.4], имеем
∥∥∥uε∥∥∥2
Hs(B)
> pi
∞∑
k=0
k2s
(k + 1)1+ε
, 0 < s ≤ 1,
то есть для каждого s ∈ (0, 1) существует ε > 0 такое, что функция uε 6∈
Hs(B). Следовательно, пространство H+(B) не может быть непрерывно
вложено в Hs(B) для любого s > 0.

Пример 2. Пусть в задаче 8 мы имеем a0,0 = 0, b0,0 = b0 = 1. Тогда,
согласно теореме 4 и лемме 13, пространство H+(B) непрерывно вложено
в H1/2(B), а соответствующий оператор L0 является оператором конечного
порядка.
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Таким образом, по теореме 8 получаем, что система корневых функций
задачи (2.57) полна в пространствах H+(B), L2(B) и H−(B).
Возьмем n = 1, тогда ряд uε(z) =
∑∞
k=0
zk
(k+1)(1+ε)/2
, ε > 0, сходится в
пространстве H+(B) и ‖uε‖2+ = ‖uε‖2L2(S) = 2pi
∑∞
k=0
1
(k+1)1+ε . Согласно [58,
Лемма 1.4], имеем
∥∥∥uε∥∥∥2
Hs(B)
> pi
∞∑
k=0
k2s−1
(k + 1)1+ε
, 0 < s ≤ 1,
то есть для каждого s ∈ (1/2, 1) существует ε > 0 такое, что uε 6∈ Hs(B).
Следовательно, пространство H+(B) не может быть непрерывно вложено
в Hs(B) для любого s > 1/2.
Пусть теперь 0 6= |δb0| < b0,0 = 1. Тогда, согласно теореме 5, зада-
ча (2.57) является Фредгольмовой. Возьмем n = 1 и последовательность
{zp}. Так как ‖zp‖+ = ‖zp‖L2(S) =
√
2pi, следовательно она ограничена в
пространстве H+(B). Также ‖zp − zk‖2+ = 4pi для любых k, p ∈ Z+, таким
образом, мы заключаем, что последовательность {zp} не содержит в себе
фундаментальных подпоследовательностей. С другой стороны, для соот-
ветствующего ограниченного оператора δL0 мы имеем
‖δL0(zp − zk)‖− = sup
v∈H1(D)
v 6=0
|(v, δb0(zp − zk))L2(S)|
‖v‖+ >
> |δb0|‖zp − zk‖L2(S) = 2|δb0|
√
pi,
то есть последовательность {δL0zp} так же не содержит фундаменталь-
ных подпоследовательностей. Таким образом, в данном случае оператор
δL0, соответствующий возмущению граничного оператора, не может быть
компактным.

Рассмотрим теперь пример для эллиптического с параметром операто-
ра. Пусть n = 2 и A(2)0 это (2× 2) матрица с вещественнозначными элемен-
тами класса L∞(D) и
A˜(x, ∂, λ)V (x) = −ϑ∆2I2V (x)− (ϑ+ ϑ1)∇2div2V (x) + λ2A(2)0 (x)V (x)
109
это система Ламе, где V (x) = (V1(x), V2(x)) неизвестный вектор, I2 есть
единичная (2× 2)-матрица, ∆2 – оператор Лапласа, ∇2 и div2 это соответ-
ственно оператор градиента и дивергенции в R2, а ϑ, ϑ1 – параметры Ламе.
Этот оператор играет значительную роль в двумерной линейной теории
упругости (см., например, [43]); вектор V (x) представляет смещение точки
упругого тела под нагрузкой. Этот оператор может быть также проинтер-
претирован как линеаризация стационарной версии двумерного уравнения
типа Навье-Стокса для вязкой сжимаемой жидкости с известным давле-
нием и неизвестным вектором скорости V (x) (см. [51, §15]); в этом случае
параметры Ламе представляют вязкости. Эта система сильно эллиптична
и формально самосопряжена и неотрицательна, если ϑ > 0, 2ϑ + ϑ1 > 0.
Рассмотрим теперь специальный случай, когда первый параметр Ламе ϑ1
отрицателен и ϑ1 = −ϑ. Тогда A˜(x, ∂, λ) принимает вид
A˜(x, ∂, λ) = −ϑ∆2I2 + λ2A(2)0 (x). (4.127)
С другой стороны,
−∆2I2V = rot∗2rot2V + div∗2div2V,
где rot2V = (∂1V2 − ∂2V1) это ротор в R2, а rot∗2 и div∗2 это формально
сопряженные операторы к rot2 и div2 соответственно. Предположим теперь,
что матрица A(2)0 (x) имеет следующий вид A
(2)
0 (x) = α(x)U(x) где α(x) ∈
L∞(D) это неотрицательная функция и
U(x) =
(
U1(x) −U2(x)
U2(x) U1(x)
)
является ортогональной матрицей с элементами Uj ∈ L∞(D). Тогда, после
комплексификации
u(z) = V1(z) +
√−1V2(z), z = x1 +
√−1x2
система (4.127) с вещественнозначными коэффициентами переходит в сле-
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дующее уравнение с комплекснозначными коэффициентами
A(x, ∂, λ)u = 4ϑ∂
∗
∂ u+ λ2a
(2)
0 (x)u,
где ∂ = 1/2( ∂∂x1 +
√−1 ∂∂x2 ) это оператор Коши-Римана, ∂
∗
= −1/2( ∂∂x1 −√−1 ∂∂x2 ) его формально сопряженный, и
a
(2)
0 (x) = α(x)
(
U1(x) +
√−1U2(x)
)
.
Тогда, с подходящим оператором Ψ : Hρ(∂D) → L2(∂D), оператор робе-
новского типа B имеет вид
B = 2ϑ (ν1 −
√−1ν2)∂¯ + Ψ∗Ψ,
где (ν1, ν2) это векторное поле единичных нормалей к ∂D. Граничные опе-
раторы
∂
∂ν
= ν1∂1 + ν2∂2, ∂¯ν = (ν1 −
√−1ν2)∂¯ = 1
2
(
∂
∂ν
+
√−1(ν1∂2 − ν2∂1)
)
известны как нормальная производная и комплексная нормальная произ-
водная к ∂D соответственно. Таким образом, мы получили смешанную за-
дачу рассмотренного выше типа:{ (
−ϑ∆2 + λ2a(2)0
)
u(z) = f в D,(
2ϑ∂¯ν + Ψ
∗Ψ
)
u(z) = 0 на ∂D.
(4.128)
Заметим, что обычное граничное условие робеновского типа для уравне-
ний Навье-Стокса или для оператора типа Ламе формулируются с исполь-
зованием граничного тензора напряженности σ. В нашем частном случае
тензор имеет следующие компоненты:
σi,j = ϑ
(
δi,j
∂
∂ν
+ νj
∂
∂xi
− νi ∂
∂xj
)
, 1 ≤ i, j ≤ 2. (4.129)
Следовательно, с касательным оператором ∂τ0 =
(
(ν(x)div2)
T − ν(x)div2
)
,
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мы имеем
σ = ϑ
(
∂
∂ν
I2 + ∂τ
)
= ϑ (σ˜ + 2∂τ0), (4.130)
где граничный тензор σ˜ соответствует граничному оператору 2∂¯ν после де-
комплексификации смешанной задачи (4.128), то есть, в матричной форме
(4.128) гласит{ (
−ϑ∆2I2 + λ2A(2)0
)
V (x) = F в D,
((σ − 2ϑ∂τ0) + Ψ∗ΨI2)V (x) = 0 на ∂D.
В теории упругости, граничный тензор σ˜ = ϑ−1σ− 2∂τ0 был использован в
[37] при постановке задачи, однако соответствующая задача не была реше-
на.
Продолжим теперь изучение смешанной задачи (4.128). Соответствую-
щее скалярное произведение в пространстве H+(D), соответствующее сме-
шанной задаче, имеет вид
(u, v)+ = 4ϑ (∂¯u, ∂¯v)L2(D) + (Ψu,Ψv)L2(∂D).
Тогда, теорема 4 гарантирует вложение пространства H+(D) в простран-
ство Соболева-Слободецкого Hs(D). Однако, для 0 < r < 1/2, каждая
голоморфная функция u ∈ Hr+1/2(D) принадлежит H+(D), однако, нет
никаких оснований для того, чтобы она лежала в H1(D), то есть вложение
точное. Для r = 0 вложение, описанное в теореме 4, также точно, хотя
аргументы более тонкие (см. пример 2). В частности, нарушаются условия
Шапиро-Лопатинского на гладкой части ∂D.
В некоторых случаях мы можем получить формулы для решений про-
блем. Пусть D будет единичным кругом B с центром в начале координат
C, а S = ∅. Мы переходим к полярным координатам z = r e
√−1φ в R2, где
r = |x|, φ ∈ [0, 2pi] и пусть
ϑ = 1, Ψ∗Ψ = 2
(
1− ∂
2
∂2φ
)ρ/2
a
(2)
0 (z) = |z|2d, d ≥ 0
(− ∂2∂2φ это оператор Лапласа-Бельтрами на ∂B). Тогда a(2)0 ∈ C0,2d(D), если
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0 < d ≤ 1/2. Кроме того,
∂
∂ν
= r∂r, ∂ν = z¯ ∂¯ =
1
2
(
r∂r +
√−1 ∂φ
)
. (4.131)
Рассмотрим задачу Штурма-Лиувилля для обыкновенного дифференци-
ального уравнения по переменной r в интервале (0, 1),
(
r∂2r + ∂r − k2r−1 + µ2r2d+1
)
g = 0 на (0, 1) (4.132)
g ограничена в 0, (4.133)(
r∂r − k + (1+k2)ρ/2
)
g = 0 при r = 1 (4.134)
см. [25, Глава. II, Введение и П. 1, § 2]. На самом деле, как мы видели ранее,
µ являются неотрицательными вещественными числами (здесь µ2 = −λ2)
а тогда (4.132) это частный случай уравнения Бесселя. Его (веществен-
нозначные) решения g(r) это функции Бесселя, определенные на (0,+∞),
а пространство всех решений двумерно. Например, если λ2 = 0 и d = 0,
тогда g(r) = αrk+βr−k есть общее решение (4.132), где α и β произвольные
константы. В общем случае пространство решений (4.132) содержит одно-
мерное подпространство {αgk(r, µ) = αJ |k|
d+1
(
µrd+1
d+1
)
} функций, ограничен-
ных в точке r = 0, где Jp(t) это функции Бесселя (см., например, [25]). Как
обычно, для каждого k ∈ Z надлежащая система собственных значений
{µ(ν)k }ν∈N может быть найдена как решения трансцендентного уравнения
µ
d+ 1
J ′|k|
d+1
(
µ
d+ 1
)
+
(
(1+k2)ρ/2 − k
)
J |k|
d+1
(
µ
d+ 1
)
= 0,
индуцированного (4.134) при gk(·, µ) вместо g. Зафиксируем для произволь-
ного k ∈ Z нетривиальное решение g(ν)k (r) задачи (4.132), соответствующее
собственному значению µ(ν)k . Эта система является ортогональным базисом
в весовом пространстве Лебега L2d(0, 1) со скалярным произведением
hd(g, f) =
∫ 1
0
r2d+1g(r)f(r) dr,
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смотрите [25, Глава. II, Введение и П. 1, § 2]. Тогда функция
u
(ν)
k (z) = g
(ν)
k (r)e
√−1kφ
удовлетворяет
(
−∆2 + (λ(ν)k )2|z|2d
)
u
(ν)
k (z) = 0 в C,(
∂¯ν + (1− ∂2∂2φ)ρ/2
)
u
(k)
ν (z) = 0 на ∂B,
(4.135)
где (λ(ν)k )
2 = −(µ(ν)k )2 Действительно, из (4.132) и теоремы Фубини сле-
дует, что это равенство выполняется в C \ {0} (мы пользуемся здесь тем
фактом, что u(k)ν ограничена в начале координат). С другой стороны, гра-
ничное условие (4.135) немедленно следует из (4.131) и (4.134). По постро-
ению, система {u(k)ν }k∈Z,ν∈N состоит из собственных функции семейства
L(λ) = L0 + λ
2C. Очевидно, она совпадает с системой всех собственных
векторов, построенных в теореме 9 и полна в пространстве L2h(B) со ска-
лярным произведением
h(u, v) =
∫
D
|z|2du(z)v(z)dx.
Но {hk}k∈Z является ортогональным базисом в L2(∂B), а {g(ν)k }k∈Z+,ν∈N яв-
ляется ортогональным базисом в L2d(0, 1), следовательно, по теореме Фу-
бини, система является ортогональным базисом в пространстве L2h(B).
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Заключение
Перечислим основные результаты диссертационной работы:
1. Описаны пространства соболевского типа, порожденные некоэрци-
тивными эрмитовыми формами. Доказана теорема вложения для
этих пространств в пространства Соболева-Слободецкого.
2. Изучены условия разрешимости некоэрцитивных смешанных задач
в пространствах, порожденных соответствующими эрмитовыми фор-
мами. Доказаны теоремы об однозначной разрешимости и фредголь-
мовости для данных задач.
3. Описаны спектральные свойства операторов, индуцированных неко-
эрцитивными эрмитовыми формами. Получены критерии полноты
корневых функций в рассматриваемых пространствах.
4. Построены формулы Карлемана для некорректной задачи Коши для
оператора Коши-Римана в плоских областях, описаны условия ее раз-
решимости в специальных пространствах, порожденных подходящи-
ми некоэрцитивными формами.
Изложенные результаты имеют теоретический характер и могут быть
использованы специалистами, работающими в различных областях анализа
и дифференциальных уравнений.
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