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1. INTRODUCTION 
This paper is concerned with the theory of (physically realizable) linear 
systems in terms of state spaces as recently initiated by Zadeh [l]. For the 
motivation and general background of this theorem reference may be made 
to that work. A basic problem in this theory is the description of the state 
space and state equations for a system from the input-output description. 
For a discrete-state, discrete-time system the solution presents no particular 
difficulty [2], at least in the deterministic case. In his work [I] dealing with 
with continuous-state, continuous-time systems, Zadeh obtained the solution 
for finite dimensional state spaces. He showed that if a time-invariant system 
has a state space description in which the state space is finite dimensional, 
then state equations can be derived, leading to input-output relations gover- 
ned by ordinary differential equations, and conversely. It is apparent from 
this that if we take a time-invariant system with a nonrational transfer func- 
tion, the associated state space cannot be finite dimensional. In fact the very 
description of the state spaces is not clear. In this paper we begin by con- 
sidering the state space description of linear systems, following Zadeh [l], 
but without the a priori restriction of finite dimensionality. We show how 
the initial state space, which is merely postulated to be a linear vector space, 
can be topologized to yield state relations and equations. We call these “weak” 
representations when the space cannot be normed, since one has then to 
deal with linear topological spaces, although they turn out to be locally 
convex. We obtain “strong” representations (which can be defined without 
recourse to linear functionals) when the space is normable, or is a Banach 
space. We show how any time-invariant linear system characterized by a 
weight function, not necessarily one with a rational transfer function, can 
be described in terms of a state space, and derive the state-input relations 
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as well as “dynamic” equations relating state to input. In other words if 
one is willing to work with state spaces which are merely locally convex, 
then there is no difference in the state-input relations whether the system 
is a dynamical system or not. 
The basic definitions and notions are given in Section 2. The basic notions 
are those of “reduced-state space” (as a factor space), the “output-induced” 
topology, and transition operators which are linear transformations continu- 
ous in this topology. In what follows we specialize to time-invariant systems. 
The transition operators now become semigroup. Our first result is a slightly 
generalized version of the Zadeh result (with a different proof, using the 
analytic theory of semigroups). In Section 3 we go on to consider the case 
where state space is infinite dimensional, but is a normed linear or Banach 
space, with the semigroup strongly continuous. We show how dynamic 
equations can be obtained using the infinitesimal generator of the semigroup. 
In Section 4 we allow the full generality of the output-induced topology and 
show how state equations can still be derived. Finally, in Section 5 we obtain 
the stae space description of a linear time-invariant system characterized by a 
continuous weight function, and show that the reduced state space cannot 
be normed unless it is finite dimensional. In other words we have to turn 
to distributed parameter systems if we want examples of linear systems in 
which the state space is a Banach space. 
2. NOTATION AND DEFINITIONS 
A “system” is characterized by an “input” (denoted u(t)) a state (denoted 
x(t)), and an output (denoted v(t)), all functions of time, t, - CO < i < + co. 
For each t, u(t) will take its values in a Euclidean space E,,, of m dimensions 
(see Section 5 for generalizations), and assumed to be of bounded variation 
on finite intervals of time. Similarly v(t) will for each t take its values in a 
Euclidean space of dimension n. For each value of t, the state x(l) will take 
its values in linear vector space X. Whether the associated scalar field is the 
real number field or the complex number field makes no difference to the 
theory, although we shall take it to be over the reals, consistent with our 
taking the input and output to be real valued. We shall assume that the output 
v(t) is Lebesgue measurable on (- co, CO). 
A Linear System is characterized by the following relationship between 
input, output and state: 
v(t) = &(t, a; x(a)) + 2,(t, a; U(s), a < s < t), t>a (2-l) 
where Z,(m) is the “zero-input” response and Z,(*) is the “zero-state” res- 
ponse. For more elaboration on this, see ‘Zadeh’s work in [l]. In particular, 
as Zadeh shows, it is possible to derive (2.1) from appropriate linearity 
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assumptions. In (2.1), .&(t, a; a) is a linear functional on X for fixed t and a. 
Similarly Z,(t, a; *) is a linear functional on the class of (m-dimensional) 
functions of bounded variation on [a, t) for fixed t and a. The input u(t) 
can, and will be, taken to be continuous from the left, and hence the interval 
[a, t) is allowed to be open at t and closed at a. It is intrinsic in the definitions 
that for any b bigger than a, (2.1) can be written: 
v(t) = &(t, b; x(b)) + Z,(t, b; U(s), b < s < t), t > b. (2.2) 
We begin with certain basic definitions using the zero-input response. 
Let us denote byL(a) the subset in X defined by: 
L(u) = [x / &(t, a; x) = 0 for every t > a] (2.3) 
ThenL(u) is clearly a linear subspace of X. Let 
x0 = n w, -co<u<++. 
a 
Then X0 is also a linear subspace. Let 
X -- -%(4 = F qu) Factor space modulo L(u) 
X, = F -$- - Factor space modulo X,, . 
0 
We shall call X, the “reduced state space” and X,(u) the “reduced state 
space at time a.” 
Let X+ denote the algebraic dual space of linear functionals on X. Let us 
denote the n-fold product space of X+ by 
xt, 
Then we can identify each function 
Uh ~5 a) 
as an element of the (linear) space X,“,, . Let r(u) denote the linear subspace 
of XL, spanned by all the elements: 
&(b, a; -1 +oo>b>u 
We note that r(u) is a “total set” for X,(u); that is to say, if x E X,(u) and 
f(x) = 0 for everyf(*) in r(u), then x is the zero element in X, . Another 
way of saying this is that r(u) distinguishes points in X, . Finally let r denote 
the linear subspace in X&, spanned by the functions: 
qt, s; *I, --oo<s<t<co (2.5) 
Then r is a total set for X, . 
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Next we shall define a two-parameter family of linear transformations, 
denoted T(t, s), - CC < s -: t co, mapping S,(s) 
Z,(b, a; x) := &(/I, t; y) for every ll>t (2.6) 
for some y in X. We define Z(t, s) x to be the unique element in Xx(t) cor- 
responding toy (namely the equivalence class moduloL(t) to whichy belongs). 
We note that (2.6) is not changed if we replace x by any member of the equi- 
valence class moduloL(s) in which it lies. We have thus a mapping from X,(s) 
into XR(t). This mapping is readily seen to be linear. It is also readily verified 
using the definition and (2.2) that for each x in X,(s): 
T(t, s) x = qt, b) T(b, s) x, - co < s < 6 < t (2.7) 
Also: 
Z,(b, s; x) = .qb, t; T(t, s) x) s<t (2.8) 
So far there has been no mention of topology on the linear spaces. We 
now introduce a weak topology on X, and X,(a) using the zero-input re- 
sponse functions. We may call this the “output induced” topology. This is 
the topology induced by the total set r on X, and by r(a) on X,(a). Speci- 
fically, the deriving system of neighborhoods of zero for X, are all sets of 
the form: 
Lx E xi7 I IlfW II < ET 0 < %f(*) E cl- 
Similarly for the topology on X,(a) for each a, the deriving sets are: 
Ix 6 X,(4 I IL&) II < E> 0 < 4.) E WI. 
With this topology, the spaces X,(u), X, become locally convex linear topo- 
logical spaces which are Hausdorff (separated T,). A pseudonorm can be 
defined on such a space by taking any neighborhood U of the origin and 
setting: 
p(x) = inf a, f E U, a > 0. 
We also have the important result that the space of continuous linear 
functions mapping XR[XR(a)] into En is precisely r[r(u)]. This is 
usually proved for the case n - 1 but the extension is obvious. 
From now on we shall specialize to time-invariant systems. As a conse- 
quence relation (2.1) now becomes: (see [l] for elaboration) 
w(t) = .&(t - a; x(u)) + .q(t - a; U(s), a < s < t), t > a. 
This implies first of all that the spaces L(u) are independent of a; in fact 
L(u) = x, 
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and of course as a result: 
X,(u) = x, . 
Also, the transformation T(t, s) is such that it maps X, into itself and 
T(t, s) = T(t - s) t>s 
and (2.7) becomes: 
T(u) T(b) = T(u + 6) = T(b) T(u) (2.8) 
or, T(s) is now a one-parameter semigroup of linear transformations. The 
total sets also coalesce: 
r(a) = r (W 
and for each s, T(s) is continuous over X, in the output-induced or r-topo- 
l%Y- 
Let us next turn to the zero-state response. From the linearity and time- 
invariance we can write: 
.z,(t - a; U(s), a < s < t) = s” w(t - s) dU(s) (2.10) 
a 
where w(a) is a generalized function on [0, co). It should be noted that in 
this case (2.10) and hence (2.1) may not be defined for every t. Thus, if we 
allow ru(*) to be a Lebesgue measurable function, bounded on bounded inter- 
vals, (2.10) may not be defined on a set of Lebesgue measure zero. To avoid 
this, we can for the present assume that w(e) is continuous on finite intervals. 
At the other extreme, we may interpret (2.10) as a convolution of Schwartz 
distributions on [0, co). In the sequel, we shall indicate the specific assump- 
tion, if any, made on w(e). 
When the input U(t) is absolutely continuous (with respect to Lebesgue 
measure), we shall denote the derivative by u(t), and in this case (2.10) 
becomes: 
Z,(t - a; U(s), a < s < t) = j-” w(t - s) u(s) ds. 
0 
Also, w(e) is an n-by-m matrix, and U(a) as well as a(*) are written as m-by-l 
matrices. 
Our object now is to obtain the state equations relating state to input, and 
output to state. The first result in this direction is due to Zadeh [l]. We state 
it in a slightly different form. 
THEOREM 2.1. Let the zero-input response be Lebesgue measurable as a 
function of time. That is to say 
at; x) O<t 
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is measurable in t for each x in X, . Suppose the reduced state space X, is finite 
dimensional. Then T(s) has the representation: 
T(s) = exp As (2.11) 
where A is a linear (bounded) transformation on X, . The zero-input response 
can be expressed: 
qt; x) =f(Fx) 
where f (*) is a linear function mapping X, into E, and is infinitely dzzerentiable 
in t. Suppose that the zero-state response is defined for every t > 0, due to a 
delta-function input at t = 0. Then for some linear transformation B on E, 
into X,: 
x(t) = T(t) x(0) + j” T(t - s) B dlJ(s) 
0 
v(t) =f (x(t)) (2.12) 
If U(m) is absolutely continuous we have the dynamical equation: 
x(t) = Ax(t) + Bu(t) a.e. (2.13) 
PROOF. Our proof is different for the most part from that of Zadeh’s. 
Since the space X, is finite-dimensional, it is isomorphic to a Euclidean 
space, say E, . Let S(m) re p resent this (algebraic) isomorphism. Also let 
p(t) S(x) = S(T(t) x). 
Also, we must have: 
qt; x) = M(t) S(x) = M(s) qt - s) S(x) s<t 
where M(t) is an n-by-p matrix, writing S(x) as p-by-one matrix. Because r 
is a determining set for X, it follows that the matrices (M(t)) span the linear 
space of n-by-p matrices. Let b be a l-by-p matrix of the form 
b = 2 ek M(tk) (2.14) 
where e, are arbitrary l-by-n matrices. Then 
b T(t) S(x) = 2 ek &(t + t,; x) 
and hence is measurable in t for t > 0. But the matrices of the form (2.14) 
span the linear space of l-by-p matrices, so that the semigroup T(t) is weakly 
measurable. Since X, is finite dimensional this implies that the semigroup 
is uniformly continuous t > 0, by specializing the Phillips-Miyadera result 
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on the continuity of semigroups [4]. As far as the situation at the origin is 
concerned, we need only note that for any matrix of the form (2.14): 
b@(s) S(x) - S(x)) = 2 ek M (+-) (p (+ + s) - L? (+) S(x)) 
and hence goes to zero with s. Since the vectors b span a finite dimensional 
space, it follows that Z?(s) is actually weakly continuous and hence uniformly 
continuous at the origin, and hence we must have 
T(s) = exp SA 
where A is a linear transformation over ED , or is a p-by-p matrix. We obtain 
(2.11) by an obvious identification. For any s > 0, we have 
qs, T(t) x) = qt + s, x) = Z&, T(s) x) (2.15) 
and hence as s goes to zero, the first member goes to a limit, which we denote 
by 
Zi(O +, W) 4 = qt, 4 (2.16) 
Using (2.1 l), we readily see that 
Zi(O +, -1 (2.17) 
is a linear mapping of X, into En , defined by: 
Zi(O +, x) = Zi(t, e-“cc). 
Identifying (2.17) byf(*) we obtain 
Zi(t, x) = f(e*%) 
and the infinite differentiability in t is obvious. 
Next, to obtain (2.12) we may proceed as follows. Given any ,u in En , 
we can define a S-function: 
act, 4 (2.18) 
so that the corresponding zero-state response is a linear transformation of u: 
Z,(t; S(t, 24)) = m(t) u t>O (2.19) 
this being defined for every t > 0 by hypothesis. Let x(s) represent the state 
for s > 0, corresponding to this input S-function. Then, using (2.2) we must 
have for every t > s: 
Z,(t; 8(t, u)) = Zi(t - s, x(s)) =f(eAft+) x(s)) 
= Zi(t, e-*’ x(s)). 
It follows from this that 
e-** x(s) 
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converges weakly to a limit as s goes to zero, and that the limit defines a 
linear transformation on E?;, (mapping E,,, into X,). Denoting this linear 
transformation by B we obtain that 
Z,(t; 8(t, u)) = Zi(t; Bu) t>o 
:f(eAt Bu). 
It follows from this that the zero-state response is of the form (2.10) with 
w(t) an infinitely differentiable function and that: 
zs(t - a; U(s) a < s < t) = j:f(eAitps) B dU(s)) 
=f (1” eA(t-s) B&Y(s)) (2.20) 
a 
The rest of the statement of the theorem are readily derived from this. 
We now go on to consider state spaces of increasing generality. 
3. BANACH SPACES AS STATE SPACES 
In this section we assume that the state space is a Banach space. (The more 
specialized case of a Hilbert space has been treated in [5].) Since there is no 
essential loss in generality, we also assume that v(t) is one-dimensional. Since 
the state space is a Banach space, it is natural to assume that the zero-input 
response is a continuous function of the state: that 
&(t, a) E X* the adjoint space of X. 
We now define I’to be the closed linear subspace in X* spanned by: 
(Z,(t; *), t > O}. (3.1) 
We note that (with X0 and X, as defined in Section 2) X0 is the closed linear 
subspace such that 
f(XcJ = 0, A*) E r* 
We can (and do) induce a normed topology on X, by using the Gelfand- 
Neumark norm (distinguished by a prime from the original norm): 
II x II’ = inf II 32 + X0 II . (3.2) 
It is readily seen that ris then also the adjoint space of continuous functionals 
for X0: 
r = X0”. 
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The r-topology for X, is simply the weak topology. The semi-group T(s) 
is such that for each s T(s) is now, in the first place, a closed linear transforma- 
tion. For let x, be a sequence in X, so that 
II xn -y /I’-+O, YEXR 
and 
II T(s) x, - .z II’ - 0, %EXR. 
Then for any f(e) in 
&(t; T(s) xn) = Zi(2 + s; xn) 
and taking limits we have that 
&(t; x) = .qt + s; y) = qt; T(s) y) 
for every t > 0, and hence 
z = T(s) y 
or, T(s) is closed. By the closed graph theorem (4) since T(s) is actually 
defined on all of X, , it follows that T(s) is bounded linear. Since the zero- 
input response is measurable, and 
&(t + s; x) = 2,(t; T(s) x) (3.3) 
it follows that the semigroup of linear bounded operators T(s) is weakly 
measurable. If X, were separable, then this would be sufficient to ensure 
that the semigroup is strongly measurable, and hence by the Phillips- 
Miyadera theorem [4], that T( ) s is actually strongly continuous for s greater 
than zero. This would imply in particular that the zero-input response is 
actually continuous in t for t positive, and that 
is of exponential growth at infinity (at most). 
It is possible to obtain state equations assuming only that the semigroup 
T(t) is strongly continuous for t > 0. However the theory is a lot simpler if 
we assume strong continuity at the origin, and the representations are also 
stronger. A blanket assumption is the following: 
(H): The output and state functions can be defined to be continuous 
from the right (or have right limits). 
This assumption can be broken down (equivalently, as we shall see) into the 
three specific assumptions: 
(H’): (i) For each x, the zero-input response .Z,(t; x) approaches a 
(finite) limit as t goes to zero. 
(ii) The semigroup T(t) is strongly continuous at the origin. 
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(iii) The state function corresponding to a delta-function input is such 
that it has a strong limit from the right, or can be defined to be continuous 
from the right. 
Our main result can be stated as a theorem: 
THEOREM 3.1. Under the assumption H’, the input-state relation has the 
following “strong” representation: 
x(t) = T(t) x(0) + j-t T(t - s) B dU(s) ds, t>O (3.4) 
0 
where B is a linear transformation of ET,, into X, , and the integral is a Riemann- 
Stieltjes integral. If the input is absolutely continuous, we have: 
x(t) = T(t) x(0) + i” T(t - s) B u(s) ds, t>o 
0 
the integral now being a Bochner integral. Let A be the infinitesimal generator 
qf the semigroup T(t). Then, corresponding to an input that is absolutely conti- 
nuous we have the dynamical equation: 
k(t) = Ax(t) + Bu(t) a.e. (3.6) 
provided the transformation B maps E, into the domain of A, and x(0) is in the 
domain of A. The output is always given by: 
v(t) =fW), f (.) E r. (3.7) 
PROOF. By condition (i) of H’ we note that we may define: 
Zi(O + ; x) = l$it Zi(t ; x) XEX, 
which automatically defines a continuous linear functional in r. Denoting this 
functional by f (a), we have: 
Zi(t; x) = f( T(t) x). 
The semigroup being strongly continuous at the origin implies that T(t) x 
is strongly continuous for t > 0. It is not however differentiable necessarily, 
unless x is in the domain of A. It is known that the domain of A, consisting of 
all x such that the difference quotient 
T(t) x-x 
t 
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converges strongly to an element of X, as t + 0 +, is dense in X, . Also 
is also dense in X, , and for x in this domain, denoted 9(A”), T(t) x is 
infinitely differentiable for t > 0. 
Next let us consider the zero-state response. As in the proof of Theorem 2 
it is readily seen that (2.19) again defines a linear transformation on Em . Also: 
Z&; 8(t, u)) = zi(t - s; x(s)) =f( T(t - 4 44) t>s . 
But now, by condition (iii) of H’, we note that x(s) converge strongly to an 
element of X, . It follows, denoting this element by y, that 
w; w9 4) =f(V)Y) t >o. 
Also because of the linearity of the zero-state response, we have: 
y=Bu 
where B is a linear transformation on Em into X, , and bounded since Em is 
finite dimensional. It follows that 
Z,(t; U(s), a < s < t)) = f (11 T(t - s) B dU(s)) , t > a 
the integral being Riemann-Stieltjes. This yields (3.4) and (3.7). Since T(t) 
is strongly continuous it follows that 
T(t - s) Bu(s) 
is Bochner integrable whenever u(.) is integrable, so that (3.5) is immediate. 
To verify (3.6) we have only to note that 
4 + s) - x(t) = T(s) - 1 
S ( s 
) x(t) + f jl’” T(t + s - u) B u(o) du 
and by the assumptions on B and x(O), x(t) is in the domain of A, and the 
second term converges to Bu(t) on the Lebesgue set of u(t). 
The condition that x(O) belong to the domain of A can be relaxed if T(t) 
is uniformly continuous for t > 0, as would be the case, for example if T(t) 
is compact for each t > 0. In this case (3.6) holds for t > 0, and not 
necessarily for t = 0, even if u(t) is continuous. 
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EXAMPLE. Let X be a Banach space, and let T(t) be a semigroup linear 
transformation strongly continuous at the origin. Let x* be any continuous 
linear functional on X, and let us define: 
qt; .x) -= x*(qt) x). 
We observe that this is actually continuous in t. Let 
x0 = [x I x*(7’(t) x) = 0, t > 01. 
Then X,, is a closed subspace. Let 
X, = Factor space $- 
0 
and let us induce the Gelfand-Neumark norm on X,. Let L denote the map- 
ping from X into X, . Let 
F(t) Lx = Lqt) x. 
This is well-defined since T(t) X0 is contained in X0 . p(t) is a strongly 
continuous semigroup on X, . For any linear transformation mapping E,,, 
into X, 
v(t) = x*(x(t)) 
x(t) = T(t)Lx + 1” qt - s)LB dU(s) 
0 
yields a linear system of the type desired. More simply, one may begin with 
a semigroup such that for some CC*, (T(t)* x*} is fundamental in X*. 
4. LOCALLYCONVEXSPACESASSTATESPACES 
We now consider systems with state spaces in the generality of Section 2, 
and drop the assumption that it is a Banach space, and instead use the output 
induced topology, which yields a locally convex space. 
Not to complicate matters too much we shall again make an assumption 
similar to H of Section 3. First we assume: 
H,: the zero-input response 
G(t, 4 
converges to a (finite) limit for each x, as t + 0 +. 
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The limit then defines a linear functional on X, and we denote this functional 
bY 
Z,(O, x) = lnm$ &(t, x). (4-l) 
The definition of X,, is the same as in Section 2, but we modify r to include 
the functional (4.1): r is now the linear subspace generated by 
{W; *>, t 2 Oh (4.2) 
The topology on X, will in the rest of this section be assumed to be the 
r-topology. We can of course complete X, in this topology, but we shall not 
need to do so. We note that the semigroup T(s) is such that for each s > 0, 
T(s) is a linear continuous operator on Xx . Moreover the semigroup is 
“strongly” continuous for s 3 0. For: 
qt; T(s) x - x) = qs; T(t) x) - qo; T(t) x) 
and hence goes to zero with s, for each t > 0, and the corresponding func- 
tionals are fundamental in the adjoint space r of continuous linear functionals 
on X. Of course, H, also implies that the zero-input response is actually 
continuous, as a function of time: 
&(t; x) = z-,(0; T(t) 2). 
Our second assumption relates to the zero-state response: 
(4.3) 
(H,): The zero-state response due to a delta-function input at time zero 
is defined for every positive instant of time and the corresponding state 
function has a limit in the r topology, as t + 0 +. 
Let us denote the delta-function by 6(t; u). The response for any fixed t > 0 
is of course a linear transformation of u. Also 
Z,(t + s + A; 6(t; u)) = Z,(t + A; x(s)) = Z<(t; T(s) x(A)) A, t, s, > 0 
(4.4) 
Let us denote the limit of x(s) as s goes to zero, by y. Then letting A go to 
zero in the middle members of (4.4), we obtain: 
Hence 
and 
zip; x(s)) = zip; T(s)y) = zi(o; T(t + s) y). (4.5) 
4s) = T(s) y, s>o 
Z,(t; qt; 24)) = z-,(0; T(t)y) = z,(t; y). (4.6) 
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Also since y is a linear transformation of u, we can set 
y = Bu 
where B is a linear transformation on .FTm into X;, . Now, (4.6) implies that 
the zero-state response due to a delta-function input is continuous. 
Next let ei be a basis for Em , so that we can write 
U(s) = 2 ejaj(s) 
where the ai are scalar functions of bounded variation if and only if U(.) is. 
Let 
Be, = b, . 
Then 
Z,(t; U(s), a < s < t) = c; 1” Z-JO; T(t - s) bi) dui(s). (4.7) 
i a 
The question now is whether there is an element in X, such that 
&(A ; x) = c; 1‘” &(A ; T(t - s) bi) &z,(s), A >O. (4.8) 
i a 
The answer is in the negative unless the space X, is complete in the r-topo- 
logy. On the other hand, the space can be completed, and if this is done such 
an element will exist because, for each A, 
II x IL, = I &(A; 4 I 
yields a pseudonorm for the space, and in this norm T(s) bi is continuous in s. 
By taking an appropriate subdivision of the interval [a, t], we can obtain a 
fundamental (generalized) sequence (or generalized Cauchy sequence), which 
is fundamental with respect to each pseudonorm, and hence, in the r-topo- 
logy. In other words, if the space X, is completed, then the integral 
I 
t 
T(t - s) bi da&) 
a 
can be defined as a Riemann-Stieltjes integral, which is then at the same time 
a Pettis integral. With this understanding, we finally obtain the “weak” 
input-state representation: 
x(t) = T(t) x + It T(t - s) B dU(s) 
a 
w(t) = &(O; x(t)). (4.9) 
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The problem of dynamical equations is slightly more complicated. First we 
define the infinitesimal generator of the semigroup as follows: The domain 
of the infinitesimal generator is the linear subspace: 
1ilr;t [Z&; T(d) x) - 0, Z#; x)] (d-1) = Z,(t; y), t>O 
where y may be in the completed space and the infinitesimal generator, 
denoted A, is a linear operator defined on this domain such that 
y = Ax. 
Denoting the domain of A by 9(A), we note that an element x belongs to 
9(A) if and only if the zero-input response is diffierentiable, and such that 
f &(t; x) = &(t; y) 
for some y in 2, ( N denoting completion). It is clear that if x E D(A), so 
does T(t) x, and 
$ T(t) x = T(t) Ax = AT(t) x (4.10) 
where the derivative is defined in the r-topology. If B maps Em into the 
domain of A, which is now defined in 2,) and if U(e) in (4.9) is absolutely 
continuous it can readily be shown that if x is also in 9(A), then x(t) in (4.9) 
is differentiable and 
j”(t) = Ax(t) + Bu(t) 
at every point of continuity of u(t). Also, the equation 
k(t) = Ax(t) 
(4.11) 
has a unique solution for each initial value x(O) in 9(A), namely, T(t) x(O). 
Also (4.11) has the unique solution for continuous u(t): 
x(t) = T(t) x(0) + 1” T(t - s) Bu(s) ds, x(0) E 9(A). 
0 
5. STATE SPACE DESCRIPTION OF NONDYNAMIC SYSTEMS 
In this section we consider the problem of describing the state space and 
state equations for a linear time-invariant system, possibly nondynamic, 
which is given in terms of the classical system weighting function: 
v(t) = J” w(t - s) u(s) ds. (5.1) --m 
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We shall for simplicity assume that the input u(.) and the output v(.) are both 
one-dimensional. We shall, also for simplicity initially, assume that w(.) 
is continuous on compact intervals. \2:c shall now show that a state space 
described can be obtained and appropriate state equations derived from (5.1). 
For this, let X be the space of functions of bounded variation with zero 
variation outside a compact interval of ( ‘22, 0] (or, equivalently, set func- 
tions which are countably additive on bounded Bore1 sets with compact 
support in (- co, 01). Th’ 1s is clearly a linear vector space. We shall denote 
the point functions by U(.), and use the generic letter x to denote an element 
of X. Now for each I 12 0, 
L(t; x) = 1” w(t ~~ s) dU(s) (5.2) --u 
denotes a linear functional on X. Moreover it is continuous in t 3 0, for 
each fixed x. Next let X,, be the subspace: 
and let 
X0 = [x 1 L(t; x) = 0 for t 3 0] 
X, = F $ Factor space modulo X,, . 
0 
We introduce the translation semigroup S(t) on X by defining: 
S(t) x = y; y - vt + 4, s<-t 
w% O>s>-t. 
Then we have: 
qt; x) = qo; s(t) x). (5.3) 
We note that for each t > 0, 
S(t) x0 c X” . 
Let P denote the linear transformation mapping X onto X, . Then we can 
define a semigroup of linear transformation mapping X, into X, by 
T(t) g = PS(t) x, 
where x is any element such that 
g = Px. 
Again for each t 2 0, we can define the linear functional Z(t; *) on X, by: 
Z(t; g) = L(t; x). (5.4) 
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Let us denote the subspace generated by the linear functionals: 
tqt; -1, t 3 01 
by r. Then r is a total set for X, , and we can induce the r-topology on X, . 
Next we observe that the delta function, denoted by 6, is an element of X. 
Also 
and 
qt; PS) =qt; S) =L(O; S(t) 6) = Z(0; T(t) PS) = w(t) 
qs; 57(t) PS) = w(t + s), s, t > 0 (5.5) 
so that T(t) is continuous in the strong or r-topology of X, for t >, 0, since 
w(t) is continuous therein by assumption. Also: 
j” w(t - s) dU(s) = 2 (0; j” 7yt - s) P6 &J(s) 
a a 
the Riemann Stieltjes integral: 
(5.6) 
s t T(t - s) PS &J(s) =y a (5.7) 
can be identified from: 
qs; y) = j” w(t + s - u) dU(o) 
a 
where 
= s O w(s - u) U(u) --m 
V(s) = U(t + s) - t < s < 0 
= U(0) s<-t (5.8) 
so that denoting I’(*) as an element of X by x, we have 
Z(s; y) = qs; x). 
Or, y in (5.7) is th e e ement Px. In particular, X, need not be completed 1 
for this. Let us denote the element P6 by b. Suppose the function u(*) in (5.1) 
vanishes outside a compact interval. Then it is in X, and denoting it by x, 
and setting 
x(0) = Px 
we can write (5.1) in the form: 
v(t) = qo; x(t)) 






from which we see that we have obtained the state space description sought. 
Suppose now that u(*) in (5.1) does not vanish outside a compact set. Then 
we assume that u(.) is integrable on finite intervals and 
s 
0 / w(t --s) I/ u(s) 1 ds < cc for every 1 > 0. (5. I I) 
--m 
Let us denote the element whose derivative is 
u&) = u(s) - n < s < 0 
=o -n>s 
by xn , and note that 
Z(t; f%z) 
converges for each t, or that Px, is a generalized fundamental sequence, and 
hence if we complete X, in the T-topology, Px, itself will converge in the 
topology of the completed space, and we have only to denote this element by 
x(0) and obtain (5.9) again. In this case, however, T(t) x(O) need not be 
continuous. 
Let us next examine the dynamical equations corresponding to (5.10.) 
First, we have: 
Z(s; T(t) b) - Z(s; b) _ w(t + s> - 4s) - t 
so that for b to be in the domain of the infinitesimal generator A of the 
semigroup T(t) it is necessary that w(t) be absolutely contiunous and that 
w’(s) = limitL(s; x,) = limit 
.r 
O w(s - t) dU,(t) (5.12) 
n n --cc 
where x, is a sequence of elements in X, the corresponding U,(e) being set 
functions with compact supports. In general, therefore, b need not be in the 
domain of A. On the other hand, from (5.6), (5.7) 
z S’ ( , s” T(t - u) b dU(o)) = jt w(t + s - CJ) dU(a). 
a a 
Let us consider the case where U(.) is absolutely continuous. Let 
y(t) = f” T(t - s) bu(s) ds. 
JO 




s. , w(t + s + co - u) u(u) da 




w(t + s - u) ‘tA + d - ‘(d = da 
0 A 
+ ; fd w(t + s - a) u(A + u) do 
+ s t w(t + s - u)u’(u) da as A+0 0 
+ w(t + s) u(u) 
provided u(e) is differentiable and the derivative is continuous on finite inter- 
vals. Hence under these conditions, r(t) is differentiable and 
j(t) = s’ T(t - s) h’(s) ds. 
0 
Under the same conditions on u(a), it is readily verified that: 
lg 2 (s; T(A) ~(4 - r(t) -a A ) = qs; j(t)) + w(s) u(t). 
Or, we have 
9(t) = 4(t) + 4th t>o (5.13) 
Hence if in (5.10), x(O) is in the domain of A, and U(e) is absolutely continu- 
ous and the derivative u(a) satisfies the conditions above, we have the dyna- 
mical equations: 
n(t) = Ax(t) + bu(t) t>O (5.14) 
Suppose next that the weight function w(t) is such that 
w(t) = 2 uk exp A,t 
1 
Then X, is finite dimensional; in fact, for x in X, 
and 
Px - 1 I”, (exp - 44 dW 1 
T(t) Px - ] (exp A,t) J”, (exp - bs) W) 1. 
(5.15) 
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We know from the general theory that by Theorem 2.1, if S, is finite dimen- 
sional, T(t) is a uniformly continuous group, and 
where ‘u is some vector. Also since XC, contains many elements besides zero, 
s O w(t - s) dU(s) = 0, t ;/ 0 -m (5.17) 
has nonnull U(e) solutions, as can also be readily verified from (5.15). It 
is also clear that X, is finite dimensional whenever zu(t) is of exponential 
growth at infinity and the Laplace transform is rational. 
The next case to consider is that where XR is infinitedimensional, but 
normable. The completed space XR is then a Banach space. It is readily 
verified that the operator T(t) is 1 inear bounded for each t. Since 
Z(t; b) = Z(0; T(t) b) = w(t) 
it follows that 
I w(t) I G const. II T(t) II . (5.18) 
Now X, is dense in 2, , and for any x in XR we can find a sequence x, in X, 
converging to x, so that for each t 
T(t) x = limit T(t) x, . 
But T(t) x, is continuous in t, and hence T(t) x is strongly measurable. By 
the Phillips-Miyadera result [4], it follows that T(t) is strongly continuous 
for t > 0, and in particular, /I T(t) // is of (at most) exponential growth at 
infinity, and from (5.18), so is w(t). But in this case, it can be shown [5] that 
the equation 
s O w(t - s) m(s) = w(t), t>,o (5.19) -cc 
has a solution different from the delta function only if the Laplace transform 
of w(a) is rational. Hence X, must be finite dimensional. In other words, X, 
is normable if and only if it is finite dimensional! 
Examples of systems with reduced state spaces which are nonfinite- 
dimensional Banach spaces are provided by distributed parameter systems 
governed by partial differential equations [6]. 
The generalization of (5.1) to the case where u(t) and v(t) are finite-dimen- 
sional vectors is readily made. The assumption of continuity on u(t) is also 
not an essential one. For example it is enough to assume that it is integrable 
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on finite intervals; in this case, however, the output v(t) need not be defined 
on sets of measure zero, so that in particular the zero-input response need 
not be continuous. The semigroup T(t) will not be continuous either. The 
case where w(t) is square integrable on finite intervals is taken up in [5]. 
The final generalization to distributions or generalized functions with ranges 
in Banach spaces will be treated in a subsequent paper. 
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