The parameters of two pair potentials that describe argon over its entire liquid phase at a ® xed pressure were optimized through a novel application of constant temperature and pressure molecular dynamics (NPT -MD) and Monte Carlo (NPT -MC) computer simulations. The forms of these potentials were those of a modi® ed Lennard-Jones potential and a LennardJones potential. The optimized potential determined using NPT -MD simulations reproduces experimental densities, internal energies and enthalpies with an error less than 1% over most of the liquid range and yields self-di usion coe cients that are in excellent agreement with experiment. The results using the potential determined by NPT -MC simulations are in almost as good agreement with deviations from experiment of no more than 5.89% for temperatures up to vaporization. Additionally, molar volumes predicted using this potential at pressures in the range 100± 600 atm and over temperatures in the range 100± 140 K were within 0.83% of experimental values. These results show that, when properly parametrized, Lennard-Jones-like potentials can describe a system well over a large temperature range. Further, the method introduced is easy to implement and is independent of the form of the interaction potential used.
Introduction
One of the major goals in any computer simulation is to predict accurately the properties of the system. This can be accomplished only with the proper choice of interaction potential. The interaction potential is a fundamental feature of a system. All thermodynamic and transport quantities will be determined by its form. Unfortunately, analytical functions, such as the hard sphere potential, square-well potential [1] and the Lennard-Jones potential [2] , provide only an approximate description of the underlying interaction potential. The Lennard-Jones potential has played an important role in the theory of classical¯uids. Its simple form makes it desirable for computer simulations and theoretical calculations alike. It has been used extensively in computer simulations of liquids [3± 5], glasses [6± 12] , and phase coexistence [13± 26], just as examples. It has been widely used also as a reference¯uid in perturbation treatments for more complex¯uids [27] . Further, several attempts have been made to obtain an equation of state, the most notable being by Nicolas et al. [28] and another, and more recently, by Johnson et al. [29] .
The Lennard-Jones potential requires only two parameters in its description, ", which is the depth of the potential well, and ¼, which is the e ective particle diameter. Often, there are many parameter pairs that will predict with equal accuracy a thermodynamic property at a given phase point. However, the potentials using these di erent parameter sets might produce widely varying predictions at other phase points. In principle, there should be a single parameter set that will best describe the system at every phase point within the limitations of the model. In this study, we refer to this set as the`common set'. This paper will describe our method of ® nding the common set for a modi® ed Lennard-Jones potential and a LennardJones potential using either molecular dynamics or Monte Carlo simulations. We will show that a potential using the common set reproduces features of the system over the entire range studied. The Lennard-Jones form of the interaction potential can be regarded as one member of any number of interaction potentials that could describe the system properly over the entire liquid phase and, therefore, is not unique for parametrization using this method. In principle, the approach can be used to optimize any functional form of the interaction potential. The method will be illustrated using liquid argon.
Simulation method
The method presented can be tested by performing either Monte Carlo or molecular dynamics simulations under constant temperature and pressure.
Molecular Physics ISSN 0026± 8976 print/ISSN 1362± 3028 online # 1999 US Government http://www.tandf.co.uk/JNLS/mph.htm http://www.taylorandfrancis.com/JNLS/mph.htm 2.1. Molecular dynamics In molecular dynamics (MD) simulations [30, 31] , driving a system into a non-equilibrium steady-state by coupling it to the appropriate external ® elds is well described [32] . These non-equilibrium molecular dynamics (NEMD) simulations allow for faster and, in some cases, more accurate determination of certain transport quantities than equilibrium simulations. A currently unexplored concept is presented here, where a non-equilibrated liquid system at constant temperature, pressure, and particle number, is driven to a steady-state under the constraint of achieving a particular bulk property. For this study, we have chosen the bulk density to be the constraining`external ® eld'. Here, the external ® eld will continuously`push' the system towards the desired bulk density. For our purposes, the desired density is the experimental density of liquid argon.
Consider a non-equilibrium system of N particles at constant temperature T , and pressure P, interacting through a modi® ed Lennard-Jones potential,
where A and B are constant and chosen such that both the potential and the force are continuous at the potential cuto , r cut . Modifying the potential in this way ensures that the energy is conserved.
The bulk density constraint is imposed by starting the system with initial values of " and ¼ and allowing " to varying in time t according to
where ¶ is the coupling strength, " 0 is the initial value (seed) for " and the di erence between the desired and instantaneous bulk densities is «… t
The e ect is that " will be made larger, thereby increasing the attraction between particles, if the system is`too dilute' . Similarly, " will be made smaller (thus decreasing the attraction) if the system is`too dense'. A value for ¶ that is too large will cause the system to overshoot the desired density dramatically, thus requiring a longer amount of time for the system to relax under the`external ® eld'. The system momentum will be conserved, as in a usual equilibrium simulation, since the external ® eld is actually coupled into the pair potential itself. Failure to conserve momentum may be a further indication that the value of ¶ is too large. If ¶ is too small, the external ® eld will be unable to compete with the¯uctuations inherent in the system and, therefore, the system will never approach the desired bulk density.
Eventually, the instantaneous densities of the system will oscillate around the desired bulk density. It is necessary that the system should oscillate several times around the desired bulk density before " is chosen. This ensures that the " that is chosen will yield the desired bulk density. In the case of liquid argon, it was found that the integration of 25 000 timesteps (1 timestepˆ5.1 fs) was needed for the system to approach an " that gave the desired density. After this time, an " that reproduced the desired bulk density (for a given timestep) to within a certain amount was chosen. This amount can be de® ned with any precision and was chosen here to be 5 10 ¡ 6 particles A ¡ 3 . The ability of the system to come within this established amount depends on the natural¯uctuations of the system.
Repeating this procedure over a range of ¼'s for a given temperature and pressure will result in a set of several combinations of " and ¼ that will reproduce the desired density for this phase point. The common set, which refers to the parameter set that reproduces the density over all temperatures in the liquid phase at a given pressure, requires generating ensemble averages of "'s for the various ¼'s at several temperatures over the range to be studied. With the exception of simulations for which r cutˆ6 :00¼, each ensemble consisted of ten trajectories; the remaining ensembles consisted of ® ve trajectories. Once these parameter sets have been generated, the average value of ", h "i , for each ¼ is calculated, and curves of h "i versus ¼ for each temperature are drawn. The ¼ of the common set corresponds to the point where all the curves intersect (within statistical error). The " of the common set is the average value of h "i determined for all the temperatures.
The common set obtained for the modi® ed LennardJones function in equation (1) is dependent on the value of r cut . As r cut becomes large, however, the changes in the common set become less pronounced, as will be shown. In order to examine this dependence on the value of r cut and satisfy the minimum image convention imposed in our simulation it was necessary to increase the system size as r cut increased. The systems consisted of 500, 864, 1024, and 2000 particles for r cut 's of 2.50± 3.50¼ (0.025¼ intervals) 4:00¼, 5:00¼, and 6:00¼, respectively. Particle masses were set to 39.95 amu, and all simulations were run at a constant pressure of 40 bar. The pressure was held constant using Andersen's method [33] , making it necessary to choose a piston mass. A larger mass will result in better momentum conservation than a smaller one, but the system will explore volume space more slowly. In an e ort to conserve satisfactorily momentum and sample volume space in a reasonable amount of time, the mass was chosen to be 2 10 ¡ 3 amu A ¡ 4 for the systems consisting of 500 and 864 particles and 5 10 ¡ 4 amu A ¡ 4 for the larger systems. Finally, the temperature was held constant through a simple scaling of velocities, and the equations of motion were integrated using a modi® ed velocityVerlet algorithm [30, 34, 35] , which eliminated the need for scaled coordinates. The coupling strength ¶ was chosen to be 1 10
Average values for " were determined using the procedure described previously and equation (1) with the di erent values of r cut . Each ensemble, except for the series with r cutˆ6 :00¼, consisted of ten trajectories; the ensemble for r cutˆ6 :00¼ contained ® ve trajectories. The initial conditions were selected as follows: for each value of r cut , ¼ is set to the minimum value in the range of ¼'s to be investigated and " is assigned an arbitrary value. The particles were placed in lattice sites of either a bcc or fcc crystal to generate the initial coordinates. Initial velocities were set to zero, and the coordinates displaced slightly from the equilibrium lattice sites. The equations of motion were integrated for 50 000 timesteps at a temperature of 135 K, pressure of 40 bar. This was found to be su cient for equilibration. Once the system equilibrated, the equations of motion were then integrated for an additional 75 000 timesteps, but " was allowed to vary according to equation (2) . The trajectory was stopped, and the ® nal value of " (denoted " 0 ) and the coordinates and velocities were used as initial conditions for each trajectory with that value of r cut over all the values of ¼ and temperature studied. It is important that a suitable " 0 is obtained so that the system will not prematurely`vaporize' (the volume of the simulation box will expand without bound during an NPT simulation). The problem is circumvented by performing the equilibration of the system near the boiling point (135 K) and using the smallest value of ¼ (in this case, 3.35 A Ê ) in the range. This results in the shortest attractive tail for the interaction potential (since r cut is chosen to be a function of ¼) over the range of ¼'s. Some care must be taken not to put the system too close to the boiling point, otherwise the system might begin to make the phase transition, which would result in a poor value for " 0 . Each trajectory to be used for h "i was integrated for 25 000 timesteps, beginning with the initial conditions described previously and allowing " to vary according to equation (2) . The 25 000 timesteps were su cient for the system to adjust to each new value of ¼. By this time, the density of the system was oscillating about the desired value. After this period, the instantaneous density was monitored. If the instantaneous density was within 5 10 ¡ 6 of the experimental value at that temperature and pressure, the trajectory was stopped, and the value of " at that point was selected as the correct value for that ¼ value. Once this entire procedure has been performed for the series of ¼'s at a single temperature, the process is repeated for that temperature, except the initial conditions for the subsequent run (coordinates and velocities) are those corresponding to the immediately preceding trajectory. This is repeated until the desired number of values of "'s that will be used in averaging are calculated for a given temperature. The ¼'s that were sampled ranged from 3.35 A Ê to 3.45 A Ê (in increments of 0.025 A Ê ) and the temperatures sampled ranged from 85 K to 145 K (in intervals of 5 K). Once the set of "' s and ¼'s have been determined for all of the temperatures, the common set can be obtained by superimposing plots of the curves showing h "i versus ¼ for all temperatures sampled in the study.
In order to evaluate the performance of the modi® ed Lennard-Jones potential using the common set obtained for r cutˆ6 :00¼, time averages of bulk properties of the liquid over the temperature range 85± 145 K were calculated. For each temperature, a trajectory consisting of 250 000 timesteps was integrated to generate the ensemble averages. The initial coordinates and velocities of a system of 2000 particles were generated by ® rst setting up the particles in a bcc lattice, and performing a trajectory integration for 50 000 timesteps at the desired temperature and pressure, using equation (1) and r cutˆ6 :00¼. The ensemble averages were obtained by averaging over the calculated values for the remaining 200 000 timesteps.
Monte Carlo
This technique can be implemented using Monte Carlo simulations as well. Monte Carlo does not require continuous forces at the cuto distance; therefore, we will demonstrate this method using the unmodi® ed Lennard-Jones potential. Long range corrections are included to account for all interactions of pairs whose distances exceed r cut [30, 31] . The density constraint can be implemented in the same way as was done for MD using equation (2) . However, the time dependence in equation (2) is not applicable to MC, and therefore it is replaced with a`step' dependence:
where ¶ is the coupling strength as described earlier, " step is the value for " for that step of the Markov sequence, " 0 is the initial value for " and « i is the di erence between the desired and instantaneous bulk densities.
Parameter sets for various values of ¼ over the temperature range 85± 145 K were determined using NPT -MC simulations and equation (3) . As in the MD simulations, these sets were determined for ¼ values in the range 3.35± 3.45 A Ê in increments of 0.025 A Ê . The simulation box contained 150 atoms, placed randomly within the box, and the size of the box was set initially such that the density was equal to the experimental value at 135 K, 40 bar. As in the MD simulations, ¼ is set to the minimum value in the range to be studied, and " is given an arbitrary value. The NPT -MC simulation proceeded for 100 000 moves, with " remaining ® xed. This was sucient to equilibrate the system to the desired thermodynamic state. Imposing the same temperature and pressure constraints, the NPT -MC simulation proceeded for an additional 100 000 Markov moves, but the " was now allowed to vary according to equation (3) . The sequence continued with a trial move of the particle positions, which generated an instantaneous density. A new value of " was generated according to equation (3) . The energy of the system using the new value of " was calculated, and the changes accepted or rejected according to the probability min ‰1; … ¡ W =kT † Š [30, 31] where
and P, V and U denote the pressure, volume and potential energy of the system, respectively. The magnitude of the displacements of the particles during the Markov sequence were chosen such that 50% of all attempted moves were accepted. If a trial move was rejected, the properties associated with the immediately preceding con® guration were included for averaging.
The ® nal value of " at the end of the 100 000 moves became " 0 and the resulting coordinates were used for the initial conditions for NPT -MC calculations to determine " as a function of ¼ over the entire liquid phase at 40 bar. As in the MD simulations, this process is repeated for the series of ¼'s at each temperature, except that the initial conditions for the subsequent run (coordinates) are those corresponding to the ® nal con® guration of the immediately preceding Markov sequence. This is repeated ® ve time in this study. The common set is determined, as before, by superimposing the plots of h"i versus ¼ for each temperature.
In order to assess the performance of the LennardJones potential using this set of parameters and those derived from other studies [36, 37] , we performed NPT -MC simulations of liquid argon at 40 bar over the temperature range 85± 145 K. The initial system consisted of 108 atoms in a cubic box where each edge length was 17.46 A Ê . Periodic boundary conditions were imposed, and a cuto distance equal to one-half of the edge of the box was used. Long range corrections to the calculations were included. An initial equilibration simulation using the Lennard-Jones parameters of Michels et al. [37] for Tˆ97 K, Pˆ17 atm was performed, in order to reproduce one of the values generated by McDonald and Singer [36] . An excess of 500 000 Markov moves were used for equilibration, and 100 000 moves were used in averaging the results. The results using this parameter set were reproduced. This coordinate set was then used as the initial set for the calculations of properties at 85 K using parameters obtained in this work, from McDonald and Singer [36] , and from Michels et al. [37] . An equilibration Markov sequence of 10 000 steps was performed at Tˆ85K, Pˆ40 bar and thermodynamic properties were calculated and averaged over the next 100 000 steps. A new temperature was then selected, and the process repeated until the entire temperature range has been sampled. Longer Markov chains were generated, and di erent sequences were initiated, but the results did not vary.
Results
Although argon has been well described using more complex interaction potentials [38, 39] the purposes of this study are (1) to illustrate the newly described method for obtaining parameter sets using either molecular dynamics or Monte Carlo and (2) to show that the Lennard-Jones potential can obtain accurate results over the entire liquid phase upon proper parametrization.
Molecular dynamics
Parameters for the modi® ed Lennard-Jones potential (equation (1)) were determined using the method described in the preceding section for temperatures of 85± 145 K. Figure 1 … a † shows h "i =k versus ¼ using r cut2 :50¼, and ® gure 1 … b † shows the values using r cut6 :00¼. The common set corresponds to the point on these plots where all of the curves intersect. The error bars for all points are of the order of the size of the symbols except for those points at 145 K, which show the error bars explicitly. The deviations at 145 K are due to the proximity of the system to the boiling point; the system is beginning to make the expected phase transition. Since the values generated at 145 K have a much greater uncertainty than the remaining points, we have not included these in the determination of the common set. For all values of r cut , the ¼ in the common set is 3.40 A Ê but the corresponding values of " are very different. For example, for r cutˆ2 :50¼, the value of h "i =k is 155.876 K, but the value of h "i =k resulting from the simulations in which r cutˆ6 :00¼ is 119.808 K. The changes in the value of the " of the common sets with increasing values of r cut are given in table 1 and illustrated in ® gure 2. The values of " for the common set appear to be converging as r cut increases.
We have tested the performance of the modi® ed Lennard-Jones potential using the common set obtained for r cutˆ6 :00¼, in order to keep the system size small enough that molecular simulation would not be computationally prohibitive. NPT -MD simulations were used to calculate ensemble averages for density, internal energy and enthalpy over the temperature range 85± 145 K at 40 bar. Table 2 gives the calculated ensemble averages for densities, internal energies and enthalpies along with the experimental values [40] , and the comparisons are illustrated in ® gures 3± 5. The calculated results are within 1% of the experimental data for most of the results over the temperature range investigated. (Once again, the deviations at 145 K result from the system being at the boiling point.) These results are comparable with results that were obtained with a more complicated interaction potential [39] .
We have evaluated also the ability of the modi® ed Lennard-Jones potential using the common set obtained at r cutˆ6 :00¼ to describe the self-di usion coe cient. In their paper [41] , Naghizadeh and Rice present experimental data of self-di usion for liquid argon over a This changes considerably from 2:50¼ until about 4:00¼, where it slowly converges to its value at 6:00¼. The common set at 6:00¼ was used to calculate all properties of interest for the molecular dynamics simulations. temperature range of 90± 120 K for pressures of 12.9, 57.5, 103.0, 135.0 atm. The behaviour of the self-di usion coe cients with temperature at each pressure was described satisfactorily using an Arrhenius-like expression. Naghizadeh and Rice ® tted their data to this expression, and provided an analytical description of the temperature dependence of the self-di usion coecients at each pressure studied. Using this description, the self-di usion coe cient for liquid argon could be estimated at a pressure of 40 bar for each temperature, to allow for a comparison with our molecular dynamics simulation results. The self-di usion coe cient from MD is calculated from the mean-square displacement and is an average over ten trajectories each consisting of 20 000 integration steps. Table 3 compares the experimental and calculated self-di usion coe cients as a function of temperature. The calculated values have a larger percentage deviation (with a maximum error of 8%) from experimental values than those of the thermodynamic properties, but still are in reasonably good agreement. However, Naghizadeh and Rice indicate that their data contains uncertainties of less than 5%, which could account for some of the discrepancies.
Monte Carlo
Lennard-Jones parameters for liquid argon were obtained using the method described in section 2 and NPT -MC calculations over the temperature range 85± 145 K, at 40 bar. Figure 6 shows h "i =k over the ¼ range 3.35± 3.45 A Ê in increments of 0.025 A Ê obtained from NPT -MC calculations using this method. In this ® gure, the common set corresponds to ¼ˆ3:40A as it did in our application of the method using NPT -MD. The value of ", averaged over all temperatures, is h "i =kˆ116:359 0:128 K. The value for " is 3% smaller than that obtained by Michels et al. [37] and is within the error of the value given by McDonald and Singer (117:2 K 1:4 K) [36] . The value for ¼ that we calculated is close to that of Michels et al. and McDonald and Singer (3.40 A Ê ); however, when generating the curves of " as a function of ¼ at each temperature, we did not generate these for a ® ne grid of ¼ values; rather, these points were generated at intervals of 0.025 A Ê .
The parameters of Michels et al. [37] were obtained using experimental gas-phase information for argon, rather than liquid state information. Small discrepancies between experiment and results from NV T -MC simula- ) as a function of temperature for Monte Carlo calculations using the parameters of Michels et al. [37] , McDonald and Singer [36] , and those obtained in this work along with the experimental values [40] . Also shown are the values obtained from molecular dynamics simulations using the parameters found in this work. The error bars have been eliminated since they are comparable with the size of the symbols, and the density has been multiplied by 10 2 for convenience.
Figure 4. Internal energy (in eV atom
¡ 1 ) as a function of temperature for Monte Carlo calculations using the parameters of Michels et al. [37] , McDonald and Singer [36] , and those obtained in this work along with the experimental values [40] . Also shown are the values obtained from molecular dynamics simulations using the parameters found in this work. The error bars have been eliminated since they are comparable with the size of the symbols, and the energy has been multiplied by 10 2 for convenience. Table 2 . Density, internal energy and enthalpy of liquid argon. [36] . In order to compare our results with those of experiment (Michels et al. [37] and McDonald and Singer [36] ) we have performed NPT -MC simulations to predict densities, internal energies and enthalpies for liquid argon at 40 bar, over the temperature range 85± 145 K using LennardJones potentials with the parameters of McDonald and Singer [36] , Michels et al. [37] and the set that was derived using the method described in this work. The results of all calculations are given in table 2 for comparison with experiment and among the predicted values; ® gures 3± 5 provide visual comparisons. With the exception of values at 145 K, the calculations using the Michels et al. [37] set are in poorer agreement with experiment than potentials using the set derived herein or the McDonald and Singer set [36] . Properties calculated at 145 K using both the McDonald and Singer set and the parameters determined in this work have a signi® cant deviation from experimental values. However, the values do not represent an average over a single phase since the system is actually¯uctuating between the liquid and vapour states [30] , which was evident upon inspection of our instantaneous densities. At temperatures away from this phase transition, the properties predicted using either McDonald and Singer or our set are comparable, thus a rming McDonald and Singer's conclusion that the parameters generated by Michels et al. produce too deep an attractive well for liquid argon [36] .
The parameters generated in this work were determined using experimental information of the density of liquid argon at 40 bar; in order to assess the performance of this potential at other pressures, we have performed NPT -MC calculations at pressures of 100± 600 atm, at 100, 120, and 140 K for comparison with experiment. The resulting molar volumes are given in table 4 and compared with the experimental results of Streett and Staveley [42] . The predicted values over the entire pressure and temperature range are in agreement with experiment to 0.83%.
Conclusion
We have shown that it is possible to optimize a pairadditive interaction potential using molecular simulations in which the system is constrained to reproduce the experimental bulk property over a range of temperatures at a constant pressure. Speci® cally we showed this for liquid argon using either a modi® ed or unmodi® ed Lennard-Jones potential, and using the bulk density of the liquid as the constraining factor. The modi® cation to the Lennard-Jones potential used in the NPT -MD simulations was made to conserve the energy during the trajectory integration and to ensure the force was continuous at the cuto distance. Since NPT -MC simulations do not require this, application of the method using NPT -MC was performed using a regular Lennard-Jones interaction potential with cuto .
NPT -MD simulations using this method produced values of h "i =kˆ119:808 K and ¼ˆ3:40 A with r cut of 6:00¼ were found to be the best set of parameters over the temperature range of 85± 145 K. Using these Figure 5 . Enthalpy (in eV atom ¡ 1 ) as a function of temperature for Monte Carlo calculations using the parameters of Michels et al. [37] , McDonald and Singer [36] , and those obtained in this work along with the experimental values [40] . Also shown are the values obtained from molecular dynamics simulations using the parameters found in this work. The error bars have been eliminated since they are comparable with the size of the symbols, and the enthalpy has been multiplied by 10 2 for convenience. parameters we were able to obtain excellent agreement with experiment for density, internal energy, enthalpy, and self-di usion coe cient. This seems to suggest that density is a good constraint. NPT -MC simulations using this method produced values of h "i =kˆ116:359K and ¼ˆ3:40 A for the unmodi® ed Lennard-Jones potential, which also gave results that were in very good agreement with experiment over the temperature range.
Results from the simulations using either NPT -MD and NPT -MC were compared against available experimental information and NPT -MC calculations using parameters for the Lennard-Jones potential suggested by McDonald and Singer [36] and Michels et al. [37] .
The results using the parameters generated in this study were in better agreement with experiment than those using the Michels et al. set, and were comparable with those generated using the McDonald and Singer results. Additionally, we performed NPT -MC calculations using the common set of parameters determined for the Lennard-Jones potential for temperatures of 100± 140 K and pressures of 100± 600 atm for comparison with experimental results. The molar volumes calculated using NPT -MC were within 0.83% of the experimental values. Our results seemed to indicate that " and ¼ are independent of temperature and pressure.
Although this method should be applied to other systems to determine if it will show the same degree of success in parametrizing simple potential energy functions, the results here suggest that this might be a very useful and powerful tool for easily and e ectively developing model interaction potentials to describe real systems. Such models can then be used to obtain thermodynamic and some transport properties from computer simulations. Figure 6 . Value of h "i =k and the corresponding ¼ for liquid argon at a pressure of 40 bar for several temperatures. The data shown here were obtained from Monte Carlo simulations using 150 particles with a cuto (r cut ) of 2:50¼. Once again, as was seen in ® gure 1 for the molecular dynamics simulations, the common set occurs where all the curves intersect (within statistical error).
