Abstract-In this paper, the problem of detection and decoding of low-density parity-check (LDPC) codes transmitted over channels with memory is addressed. A general method to build a factor graph which takes into account both the code constraints and the channel behavior is described and the a posteriori probabilities of the transmitted symbols are derived by using the sum-product algorithm. A noncoherent channel and a flat fading channel are considered as examples of application.
I. INTRODUCTION
In recent years, the extraordinary success of turbo codes has stimulated the rediscovery of another class of codes exhibiting similar performance and characteristics. These codes, called low-density parity-check (LDPC) codes, were first introduced by Gallager [1] in their original regular version. The recently conceived irregular LDPC codes exhibit an impressive performance outperforming the best known turbo codes [2] .
In this paper, we propose a general framework for decoding LDPC codes over channels with memory. By means of a factorization of the joint a posteriori probability of the transmitted symbols, we derive a factor graph representing both the code constraints and the channel model. The application of the sum-product (SP) algorithm [3] to this factor graph leads to a scheme for joint detection and decoding. With respect to decoding schemes for LDPC codes over a memoryless channel, we have additional factor nodes modeling the channel and performing a marginalization without taking into account the code constraints. This approach is different from that proposed in [4] in which new variable nodes, representing the unknown channel parameters, are introduced, or from that in [5] in which detection is performed by means of the BCJR algorithm.
The above mentioned factorization is exact in the case of channels with finite memory, such as a channel with known intersymbol interference (ISI), and approximate for channels with infinite memory. This latter case includes a noncoherent channel, i.e., a channel which introduces an unknown, possibly time-varying, phase rotation and a flat fading channel, irrespective of the Doppler rate. For these channels, the factorization is approximate in the sense of a finite dependence assumption.
II. SYSTEM MODEL
In the considered transmission system, a sequence of Mary code symbols {c k } is transmitted from epoch 0 to epoch K − 1. These code symbols are obtained from the encoding of a sequence of information bits and a proper mapping on a multilevel constellation. In addition, to avoid phase ambiguity problems, pilot symbols or differential encoding may be also inserted in the sequence {c k }. A sequence of code symbols is denoted in vector notation as
For brevity, the entire sequence is denoted by c = c
. This sequence is then modulated and transmitted over a channel which is modeled as a noiseless filter (possibly stochastic) rendered noisy by additive white Gaussian noise (AWGN) with two-sided power spectral density N 0 /2.
At the receiver side, by means of a discretization process, the received signal r(t) is converted into a discrete-time sequence r [6] . We assume that a single sample r k is used for each code symbol, which is practically sufficient in many cases. In the case of oversampling, the extension is straightforward. With a notation similar to that used for code symbols, the sequence of observations {r k } is denoted by r = r K−1 0 . We also assume that the channel is causal, that is the observation sequence r k 0 up to epoch k depends on the code sequence up to epoch k only. This condition may be formulated in terms of the following statistical dependence:
This condition characterizes, for example, a noncoherent channel, a flat or a frequency-selective fading channel, and a channel with known and time-invariant ISI, by considering both linear or continuous phase modulations (CPM).
In this paper, we will focus on the noncoherent and the flat fading channels. For a noncoherent channel, which is characterized by an unknown stochastic and possibly timevarying phase θ k , considering a linear modulation at the transmitter side and assuming that one sample per code symbol is adequate (as in the absence of strong phase variations), if transmit and receive filters are such that there is absence of ISI, we have
where n k is a discrete-time complex AWGN noise sample with each component of variance σ 2 . For a flat fading channel and a sampling rate of one sample per information symbol, the observation can be expressed as
where {θ k } is a sequence of zero mean complex Gaussian random variables with autocorrelation sequence modeled according to isotropic scattering [7] , i.e., given by E{θ 
III. DETECTION ALGORITHM
The application of the SP algorithm [3] to a factor graph representing the joint a posteriori probability (APP) of the transmitted code sequence c conditioned to a given observation sequence r, allows the exact or approximate computation of the single marginal APPs P (c k |r) [3] . Therefore, this algorithm may be used to implement the MAP symbol detection algorithm. This code sequence APP may be expressed as
having used the causality condition (2) , assumed that the a priori distribution of the transmitted codewords is uniform, and denoted by χ(c) the code characteristic function. In (5), the symbol ∼ indicates that two quantities are monotonically related with respect to the variable of interest (in this case, c).
If the probability density function p(r k |r
where C is a suitable parameter, the channel has finite memory [8] , [9] . For this reason, parameter C will be nicknamed finite memory parameter. Substituting (6) into (5), the code sequence APP may be expressed as
The corresponding factor graph is shown in Fig. 1 for C = 2, and represents both the code constraints (described by χ(c)) and the channel behavior. With respect to SP-based decoding schemes for LDPC codes over a memoryless channel, additional factor nodes must be added at the bottom of the graph, as shown in Fig. 1 . These additional factor nodes perform a marginalization, based on the channel model, without taking into account the code constraints. The complexity of this marginalization is, in general, exponential in C.
The finite memory condition (6) is exactly verified in the case of channels with known ISI. In fact, in this case it is
where L is the length of the discrete-time channel impulse response. This case is not further considered in this paper since it is analyzed in depth in [10] . If the finite memory condition (6) is not verified in an exact sense as for a noncoherent or a fading channel (channels with infinite memory), a factor graph may be devised but the complexity of the message computation at the factor node p(r k |r
, c k 0 ) modeling the channel grows exponentially with k and thus becomes impractical. For this reason, an approximation is introduced assuming that r k depends on the R most recent observations and the most recent C ≥ R code symbols only. This finite dependence property may be expressed as
This property, in general adopted in all practical detection schemes, is intuitive in the case of time-varying channels. In fact, in this case the conditional observations are asymptotically independent for increasing index difference. The resulting (approximate) code sequence APP becomes
The probability density function p(r k |r
which appears in (10) may be computed in a closed form as
The quality of the convergence of the SP algorithm to the exact marginal probabilities is in general determined by the girth of the graph. 1 As an example, in designing LDPC codes, cycles of length 4 must be avoided to ensure decoding convergence. The graph derived from the proposed factorization has, in general, girth 4. However, we verified by computer simulations that these length-4 cycles involving two factor nodes which model the channel behavior often do not affect the convergence of the algorithm. If this is not the case, as for transmissions over ISI channels, factor graph transformations can be adopted [10] .
For the SP algorithm working on the described factor graphs, the most demanding computation is that performed at factor nodes modeling the channel. In fact, the marginalization performed by these nodes has in general a complexity which increases exponentially with C. This complexity may be reduced following a technique similar to reduced-state sequence estimation (RSSE) used for maximum likelihood sequence detection. By choosing an integer Q < C, we may compute the marginalization at factor nodes on the Q symbols with lowest reliabilities while the C − Q symbols with highest reliabilities are hard-quantized based on the messages on the graph. In this way, the complexity becomes exponential in Q.
For equal energy signals, a modified version of the described factor graphs for noncoherent and flat fading channels may be devised. In fact, in the next Section we will show that for fading channels the function p(r|c) factors into the product of functions of two code symbols. For noncoherent channels this factorization is not exact but involves a simple approximation. The SP algorithm on these modified graphs has a complexity linear in C, allowing a low-complexity receiver implementation for all practical values of C.
A. Noncoherent Channel
In this Section, we consider the application of the detection algorithm described in the previous Section to the case of a noncoherent channel. The system model is given by (3). First algorithm -For the time being, we model the channel phase as a time-invariant random variable θ with uniform distribution in [0, 2π). However, the finite dependence property (9) will lead to a detection algorithm that can be used for slowly-varying channels also. In this case, it is R = C and the probability density function p(r k |r
which appears in (10) may be expressed, based on (11), as
where I 0 (x) is the zeroth order modified Bessel function of the first kind. Based on the SP algorithm, unless the above mentioned technique for complexity reduction is adopted, these factor nodes perform a marginalization whose computational burden grows exponentially with C. Second algorithm -We now consider the case of a timevarying channel phase. A realistic model of phase noise is based on a discrete-time Wiener process θ k = θ k−1 + ∆ k , characterized by i.i.d. Gaussian increments ∆ k with zero mean and standard deviation σ ∆ , descriptive of the phase noise intensity. Hence
In this case, an exact closed form expression of
)} which appear in (11), does not exist. However, a very good approximation can be found. By using the following 2 Note that, since the channel phase is defined modulus 2π, the pdf p ∆ (∆ k ) can be approximated as Gaussian only if σ ∆ 2π. 
where z is a complex number and x and y are real numbers, it is possible to express
where coefficients z i can be recursively computed as
The term E θ
)} which appears in (11) can be computed similarly. Even in this case, the factor nodes perform a marginalization whose computational burden grows exponentially with C. Third algorithm -For a general time-varying phase process θ k , assumed stationary, zero-mean and described by a given autocorrelation sequence of the phasor process e jθ k , denoted by R θ (n) = E{e jθ n+k e −jθ k }, the approximate linear predictive approach described in [11] for Viterbi-based maximumlikelihood sequence estimation receivers may be adopted. In this case, the probability density function p(r k |r
may be approximated as (omitting irrelevant constant terms)
where, in this case, C assumes the meaning of prediction order, {p i } C i=1 are the prediction coefficients and σ 2 e is the mean square prediction error. The prediction coefficients and the mean square prediction error can be computed as shown in [11] .
For PSK signals, the prediction coefficients and the mean square prediction error become independent of the considered sequence. In addition, approximating having defined
This further factorization has a direct impact on the graph structure. In fact, each factor node can be decomposed in C simpler degree-2 factor nodes. As an example, for C = 2, the factor graph is that in Fig. 2 (for brevity, the argument of functions g i,k (c k−i , c k ) are omitted). Hence, for increasing values of C, the number of factor nodes increases linearly but the computational burden at each factor node remains the same. In addition, in this modified factor graph there are no cycles of length 4 in the part of the graph modeling the channel. This approach can be also used when the phase is time-invariant. In this case, it is p i = 1/C and σ 2 e = 2σ 2 .
B. Flat Fading Channel
We now consider the case of a transmission over a flat Rayleigh fading channel. The system model is given by (4) . Even in this case, it is R = C and the probability density function p(r k |r
which appears in (10) may be expressed, based on linear prediction, omitting irrelevant constant terms, as [12] p(r k |r
As for the third algorithm in Section III-A, parameter C can be interpreted as the prediction order,
are the prediction coefficients, and σ 2 e represents the mean square prediction error. Coefficients {p i } and the mean square prediction error can be computed by solving a Yule-Walker linear system, and in general depend on the considered code sequence.
For PSK signals the prediction coefficients and the mean square prediction error become independent of the considered sequence. Taking into account that |c k | = 1, after straightfor- ward manipulations we have
Substituting (22) into (10), it can be easily shown that the resulting (approximated for the finite dependence assumption only) code sequence APP becomes
The corresponding factor graph is similar to that depicted in Fig. 2 and hence the complexity is linear in C.
IV. NUMERICAL RESULTS
In this Section, the performance of the detection schemes proposed in Section III-A for the noncoherent channel is assessed by computer simulations in terms of bit error rate (BER) versus E b /N 0 , E b being the received signal energy per information bit and N 0 the one-sided noise power spectral density.
The considered code is a (3,6)-regular LDPC code with codewords of length 4000. The binary PSK (BPSK) modulation is used and a maximum of 200 iterations of the SP algorithm on the overall graph, by using the flooding schedule, is allowed. A pilot symbol every 19 code bits is added for ambiguity problems. This corresponds to a decrease in the effective transmission rate, resulting in an increase in the required signal-to-noise ratio of about 0.223 dB which has been introduced artificially in the curve labeled "known phase" for the sake of comparison. Hence, the gap between the "known phase" curve and the others is uniquely due to the need for phase estimation/compensation, and not to the rate decrease due to pilot symbols insertion. In Fig. 3 and 4 , we show the performance of the first and third detection algorithm for different values of C in the case of a noncoherent time-invariant channel. In Fig. 3 , the algorithm with exponential complexity (first algorithm of Section III-A) is considered and compared with the ideal coherent receiver. The complexity reduction is also considered to increase the phase memory C without an increase in complexity. As intuitively expected, the performance of the ideal coherent receiver is approached with limited complexity. In fact, a value of Q = 1 is in practice sufficient to attain the performance of the full-complexity receiver. For the linearcomplexity prediction algorithm (third algorithm of Section III-A) similar considerations do not hold. It can be observed that larger values of C are required with respect to the first algorithm to obtain a given performance and, in addition, from Fig. 4 it seems that this algorithm is not able to reach the optimal "known phase" performance.
We now consider (see Fig. 5 ) a time-varying noncoherent channel. The same code and modulation format are adopted. As already mentioned, the phase noise is modeled as a discrete-time Wiener process with incremental variance over a signaling interval equal to σ 2 ∆ . The performance of the algorithms described in Section III-A, with the corresponding values of C optimized by computer simulations, is shown for σ ∆ = 6, 12, and 16 degrees. All the proposed detection algorithms are very robust, especially those designed taking into account the channel statistics. A wide range of possibilities are available to the designer to choose the desired trade-off between performance and complexity.
V. CONCLUSIONS
In this paper, the problem of joint detection and decoding of LDPC codes transmitted over channels with memory has been considered. A factor graph, taking into account both the code constraints and the channel behavior is built and by means of the sum-product algorithm, the marginal a posteriori probabilities of the transmitted code symbols are computed.
In the numerical results, the noncoherent channel has been considered. The proposed algorithms exhibit a high robustness in the presence of a time-varying channel phase.
