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Propinquity of current and vortex structures: effects on collisionless plasma heating
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Bartol Research Institute, Department of Physics and Astronomy, University of Delaware, Newark, DE
Intermittency of heating in weakly collisional plasma turbulence is an active subject of research,
with significant potential impact on understanding of the solar wind, solar corona and astrophysical
plasmas. Recent studies suggest a role of vorticity in plasma heating. In magnetohydrodynam-
ics small scale vorticity is generated near current sheets and this effect persists in kinetic plasma,
as demonstrated here with hybrid and fully kinetic Particle-In-Cell (PIC) simulations. Further-
more, vorticity enhances local kinetic effects, with a generalized resonance condition selecting sign-
dependent enhancements or reductions of proton heating and thermal anisotropy. In such plasmas
heating is correlated with vorticity and current density, but more strongly with vorticity. These
results help explain several prior results that find kinetic effects and energization near to, but not
centered on, current sheets. Evidently intermittency in kinetic plasma involves multiple physical
quantities, and the associated coherent structures and nonthermal effects are closely related.
I. INTRODUCTION
Weakly collisional plasmas in planetary magnetosh-
peres [e.g. 1–3], stellar coronae [e.g. 4], solar and stellar
winds [e.g. 5], black hole accretion disks [e.g. 6], galactic
cooling flows [e.g. 7], and elsewhere, are observed [e.g.
2, 3, 8–10] or believed to be [e.g. 11, 12] in a turbu-
lent state. These systems are typically more heated than
what is expected from simplistic considerations [e.g. 13–
16], a property consistent with turbulent cascade and dis-
sipation. In these plasmas the conversion of larger fluid
scale energy into thermal degrees of freedom must be ac-
complished by particle interactions with electromagnetic
fields, leading ultimately to thermalization by collective
effects or infrequent collisions [e.g. 17–19]. Understand-
ing how collisionless processes lead to dissipation is an
active research topic that is traditionally studied using
linear Vlasov theory. A recent emphasis has been the
study of intermittent, or spatially nonuniform, processes
that occur in non-volume filling coherent structures, in
analogy to intermittency properties in hydrodynamics.
A specific focus of this work has been on electric current
structures such as current filaments or current sheets. In-
tense kinetic activity, including temperature anisotropy,
is found near current enhancements (sheets), but not
necesssarily centered on them [20–22]. Studies have also
identified plasma flow vorticity and shear as important
elements in heating and generation of kinetic effects [23–
26]. Here we show that kinetic plasma generates vortic-
ity structures, typically very close to current sheets or
filaments. We will demonstrate that protons are prefer-
entially heated in one sign of vorticity, and cooled in the
other, confirming that the sign of ω · B controls this ef-
fect [23, 25]. This provides a unified interpretation of a
number of recent results in the theory and simulation of
kinetic plasma turbulence.
II. BACKGROUND
Various processes may contribute to the collisionless
transfer of energy from fields into particles, e.g., wave-
particle interactions [e.g. 19, 27] [28], heating at inter-
mittent structures [e.g. 29–32], stochastic orbits [33],
stochastic energization by electromagnetic fields at ki-
netic scales [e.g. 34, 35]. While it is not clear whether
a single process is dominant under varying conditions
(e.g. plasma β, Mach number, Alfve´n ratio, etc.), a
broader question is whether heating is mainly due to
distributed homogeneous processes depending on aver-
age plasma properties (e.g., from linear Vlasov theory),
or if the main contributors are inherently inhomogeneous
localized processes, depending on gradients and intermit-
tency of the turbulence.
Recent years have seen increasing evidence for inter-
mittent heating, gathered from observations [e.g. 31, 36–
38] as well as several types of numerical simulations [e.g.
20–22, 29, 30, 32, 39–41]. Efforts to quantify the nature
of intermittency have also been made using MHD as well
as kinetic simulations [e.g. 42, 43]. Most of these stud-
ies concentrate on coherent magnetic structures such as
current sheets, reconnection sites, or “PVI” events [44].
However, some studies have also examined the role of
structure in the (proton) velocity field. Studies have ex-
amined heating of protons in velocity shears [24], and
the relation of enhanced heating to vorticity [26]. Hy-
brid simulations suggest [45] that the kinetic heating of
protons might be a “viscous like” process instead of a
magnetic process. This is not be unexpected since several
types of coherent structures should emerge in turbulence
and kinetic effects may appear in association with any,
or all, of them, as can be readily demonstrated in solar
wind observations [22].
Here we focus on vorticity, and show that vorticity
structures appearing in kinetic plasma turbulence (in
conditions roughly resembling the corona or solar wind)
are intimately related to local current density enhance-
ments. This effect that can be understood purely in
terms of MHD processes [e.g. 46]. Plasma vortex struc-
2tures are generated very close to current structures, typi-
cally taking on a quadrupolar configuration, and leading
to plasma heating and generation of anisotropies in tem-
peratures and pressure. Examining this effect in detail
will lead to better understanding of dynamical activity
near current sheets [20, 21, 41] including the involvement
of vorticity in kinetic dissipation [24–26].
III. KINETIC SIMULATIONS
We employ two types of kinetic codes, hybrid particle-
in-cell (PIC) and full PIC simulations. Both types make
use of the P3D family of codes [47], in hybrid PIC [e.g.
30] mode, and fully kinetic PIC mode [e.g. 48]. All simu-
lations discussed here are performed in the 2.5D geome-
try (2 dimensional grid and all three components of field
vectors). The hybrid simulation has Lx = Ly = 204.8di
(where di = c/ωpi is the ion inertial length, with c the
speed of light and ωpi the proton plasma frequency),
Nx = Ny = 2048, 200 particles per cell, βi = 1.0, cold
isothermal electrons withme/mi = 1/25. The simulation
is initialized with energy only in wavevectors k that have
|k| = 3, 4, 5. v and b fluctuations are chosen with a spec-
ified initial spectral shape, gaussian random phases, and
only in essentially incompressive modes of the system.
This simulation was also used in a recent study of vari-
ance anisotropy in kinetic plasmas [49]. The first full PIC
simulation has Lx = Ly = 20.48di, Nx = Ny = 1024,
200 particles per cell, βi = βe = 0.08, me/mi = 1/25.
The initial condition is Orszag-Tang vortex (OTV) [e.g.
45, 50–52]. This simulation was performed for a re-
cent study of transition from kinetic to MHD like be-
havior [53]. The final PIC simulation (Turb812) has
Lx = Ly = 25.6di, Nx = Ny = 2048, 400 particles per
cell, βi = βe = 0.25, me/mi = 1/25. The latter ini-
tial condition is MHD like, and more “turbulent”, with v
and b fluctuations excited in a band of wave-vectors with
2 ≤ |k| ≤ 4 with a specified initial spectrum. This simu-
lation was done as part of a recent study that discussed
the relation of time scales at proton gyroscale and their
relation to relative proton-electron heating [54]. Particle
in cell codes have an inherent noise associated with them
due to finite number of particles per cell. While perform-
ing these simulations, the two most important numeri-
cal criteria that we paid attention to were: i) excellent
conservation of total energy (less than a few percent of
change in any fluctuation energy) and, ii) the particle
noise in the spectrum was significant only at scales much
smaller than the scales of interest (Debye length λd for
PIC and di for hybrid PIC). On this basis, the modest
number of particles employed here was considered ade-
quate. As an additional measure, we employed filtering
[e.g. 40] to remove particle noise at grid scales prior to
computing gradients (e.g. vorticity).
IV. VORTEX QUADRUPOLE GENERATION
The most commonly discussed coherent structures in
plasma physics are current sheets and reconnection sites.
However, these current concentrations are also locations
of strong vorticity generation [e.g. 46]. This phenomenon,
often overlooked in reconnection studies, may be com-
pletely understood in terms of two dimensional MHD,
which we briefly review here.
The relevant equations of motion for two dimensonal
(2D) incompressible MHD can be written as [e.g. 55, 56]:
∂ω
∂t
+ v · ∇ω = b · ∇jz + ν∇
2ω (1)
∂a
∂t
+ v · ∇a = µ∇2a (2)
in terms of the z-component of vorticity ω = (∇ × v)z
and the magnetic potential a(x, t), where the fluctuating
magnetic field is b = ∇× a(x, t)zˆ. The terms involving
resistivity µ and viscosity ν are dissipative and become
important at small scales. Although highly simplified,
these contain the basic physics that establishes sites of
magnetic reconnection, as in for example the well-known
Sweet Parker model [57].
An important feature of the vorticity equation (1) is
that when b · ∇jz = 0, Kelvin’s theorem applies and
vorticity cannot be generated in the interior of the mag-
netofluid. However the term b · ∇jz, the curl of the
Lorentz force, can generate vorticity, just as sheared ve-
locity fields can stretch magnetic field lines and amplify
the mean square current density. Taken together these
two effects are responsible for amplification of gradients
and the enhancement of dissipation that drive important
relaxation processes in MHD [58–60].
Figure (1) provides a simple demonstration that vortic-
ity generation is also operative in a kinetic plasma. The
Figure shows the change in magnetic enstrophy (mean
square electric current density Ωb = 〈|J |
2〉 ) and the en-
strophy (mean square vorticity Ωv = 〈|ω|
2〉) measured
relative to their respective initial values for the hybrid
run. Both Ωb and Ωv increase until a maximum value is
reached after one or two nonlinear times. This behavior
is familiar from MHD turbulence simulations that begin
from band limited initial conditions (e.g., [59, 60]), the
peak time being called in that case “the peak of dissipa-
tion”. Note that prior to the peak time, the mean square
current increases somewhat more rapidly than the en-
strophy. This behavior is common to all the kinetic tur-
bulence simulations of this type, and also in MHD tur-
bulence simulations with band limited initial data and
fairly large and approximately equal Reynolds and mag-
netic Reynolds numbers. In both MHD and the kinetic
case, this effect is indicative of the vorticity generation
that is secondary to current sheet formation.
To further discuss vorticity generation, consider a
purely 2D, or nearly 2D, geometry, and consider two op-
positely directed flux tubes that encounter each other,
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FIG. 1: Current grows before vorticity.
generating a current enhancement (say, in the positive z-
direction) with a single maximum centered on the origin
in the x-y plane, reminiscent of typical 2D reconnection
geometry. Then ∇jz is directed towards the origin in all
four quadrants. The main magnetic field of the tubes is
such that bx < 0 for y > 0 and bx > 0 for y < 0 (and we
neglect the axial z- component of magnetic field for this
demonstration.) One recognizes immediately [46] that
the generation term b · ∇jz is positive in the first and
fourth quadrants, and negative in the second and fourth
quadrants. That is a standard scenario of flux tube in-
teractions giving rise to a current enhancement (filament
or sheet). Once the current enhancement is formed, will
also generate a vorticity quadrupole structure as shown
in Figure IV.
It is noteworthy that the vorticity structures produced
in this way necessarily form on the flanks of strong cur-
rent enhancements. Moreover, the thickness of vortex
structures produced in this way should be comparable to
the thickness of the current sheet that drives them, in this
case a few di. The similarity of vortex and current sheet
thicknesses has been noted for example in the low beta
weakly three dimensional Reduced MHD description of
turbulence [61]. Furthermore qualitative evidence for this
can be seen in fully kinetic PIC simulations [41] that elec-
tron vorticity structures as well as current structures ex-
tend down to electron scales, although correlations were
not computed in that study.
The generation of vortex quadrupoles is a purely mag-
netohydrodynamic phenomenon that does not require
any higher order effects like compressibility, Hall physics
or any other kinetic effects. Therefore it is not entirely
surprising that we can readily demonstrate that vortex
quadrupole formation also occurs near current sheets in
kinetic plasma simulation. For this we refer to the first
two panels on the left side of each row in Figure (2). The
top row shows an early time snapshot of the relatively
ordered Orszag-Tang initial condition [50, 52], here sim-
ulated with a PIC code. The dynamics results imme-
diately in several orderly current filaments, for example,
the one that is found in the center of the simulation (first
column, first row). One immediately sees clean vortex
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Central current sheet from PIC OTV simulation (rotated by
30 degrees for clarity). x, y coordinates in arbitrary units.
(Top) Magnetic field lines (black); and approximate
directions of ∇jz (red arrows). (Bottom) Smoothed contours
of vorticity (solid positive, dashed negative) superposed over
shading for current intensity. b · ∇jz matches the signs of
locally generated vorticity.
quadrupoles (second column, first row) forming near each
current sheet, precisely as expected from the above rea-
soning. The second row shows small portion of a much
less orderly turbulence-style initial condition, from a hy-
brid PIC run. Here one sees many current sheets and
filaments, highly distorted, and also a complex pattern
of vorticity. Although in this case it is difficult to recog-
nize the pattern of vorticity generation, we will see below
that correlation statistics account for an interpretation
very similar to what is seen in the simpler Orszag-Tang
case.
V. VORTICITY AND EXPECTED KINETIC
EFFECTS
Vortex quadrupoles form in kinetic plasma very much
in the same way that they form in MHD, on the flanks of
current sheets. Therefore one may also expect distinctive
kinetic features to appear, such as ‘viscous like” heating
and thermal energy transport, given that the sharpest
current sheets often form with a thickness a few times the
ion inertial scale di. The basic mechanism for generating
these kinetic effects can be thought of as a nonlinear gen-
eralization of Landau resonance, as one may understand
based on a simple physical argument.
Protons gyrate in a left-handed sense about a uniform
magnetic field. Fluid elements, defined here as parcels of
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FIG. 2: Intermittency, or concentration into coherent structures of various quantities, from kinetic simulations. (Top) Orszag
Tang PIC run, an orderly configuration in which structures and their relationships are relatively easy to identify at early times;
(Left to right:) current density Jz; out of plane vorticity ωz proton temperature increase ∆Ti; change in proton temperature
anisotropy ∆Api, and a measure of relative proton and electron heating. (Bottom) small portion of a hybrid turbulence run,
in which structures are more complex and require statistical analysis. (Left to right: Jz, ωj , ∆Ti, and ∆Api. The notation
+ve and −ve is shorthand for positive and negative, respectively.)
plasma following bulk motion as defined by the first mo-
ment of the distribution funcion, rotate in a right handed
sense relative to the local vorticity vector ω. Therefore
in locations where ω ·B0 is positive, the protons gyrate
opposite to the vortical motion of the fluid element. In a
low collisionality or collisionless plasma, individual par-
ticles are not tightly coupled to fluid elements as they
are in collisional gas dynamics, so under varying circum-
stances, protons may change fluid elements more or less
rapidly. Clearly when the senses of rotation of particle
and fluid element are mismatched, the protons have a
higher probability of jumping from one fluid element to
another one. A given fluid element will lose particles
rapidly, but also gain particles that originate in elements
that have different average velocities. Regionally there
will be an exchange and interchange of fluid energy and
random thermal energy. Intuitively this results either
in an enhancement of heat transport, or an increase of
thermal energy, or both.
The opposite happens in locations where ω ·B0 is neg-
ative and hence the vortical motion of the fluid element
and the proton gyration match. In this case the pro-
ton distribution has a higher probability of losing energy.
This can be understood in a simple way. For definiteness
suppose that plasma beta is unity and a current sheet of
a few di thickness generates a (circular) vortex enhance-
ment with similar dimension. Then particles gyrating in
the same sense of the vortex will remain within the vortex
provided that their thermal speed is not much larger than
the Alfve´n speed. But higher energy particles - those in
the tail of the distribution – will rapidly scatter away
as their gyro-orbits exceed the dimension of the vortex.
Similarly cooler particles that scatter into the vortex will
easily be picked up by the fluid due to the E × B drift
effect. The next effect is that the fluid elements in a
ω ·B0 < 0 vortex should have cooler protons.
Indeed, previous studies have demonstrated that there
is a viscous-like effect associated with shear [24, 25] or
vorticity [23] including the dependence on the sign of
ω · B0. A recent hybrid simulation study [26] confirms
that there is an association of kinetic effects, including
proton temperature and proton temperature anisotropy,
with this signed quantity [26].
At this point it is useful to recall a well-known general
relationship that exists between global increase of internal
energy and velocity gradients. This can be obtained from
the Vlasov equation in suitable (e.g., periodic) bound-
aries using elementary manipulations. Specifically, it is
straightforward to show that the kinetic energy nm|vth|
2
associated with random motions of any one species (say,
protons) obeys the equation [62]
5d
dt
〈nm|vth|
2〉
2
=
d
dt
m
2
∫
d3x
∫
d3vf(x,v, t)|v − u|2
= 〈ui∇jΠij〉 = −〈Πij∇iuj〉, (3)
in terms of the particle velocity v, the fluid velocity
of this species u, and the pressure tensor Πij . The
angle brackets 〈. . . 〉 denote a volume average. Since
the pressure tensor is always symmetric in indices, the
full contraction Pij∇iuj involves contributions only from
the symmetric part of ∇iuj. In general one can write
∇iuj = Cδij +
1
2
Sij +
1
2
σij where C = ∇ · u represents
the compressional part, Sij = ∇iuj+∇jui−2Cδij is the
traceless symmetric stress tensor, and the antisymmetric
stress is σij = ǫijkωk.
The several considerations described in the present sec-
tion and the previous one, including the references, pro-
vide the basis for the next section, in which we further un-
ravel the complex kinetic processes that occur near coher-
ent structures in turbulence. We should remark at this
point that our main effort here pertains to current and
vortex structures, but reconnecting current sheets will
typically also occur near in regions where one also finds
shocks, compressions and various linear waves, e.g., in the
reconnection exhausts. All these phenomena may occur
at least roughly in the vicinity of a current sheet. The
typical location of these secondary structures is within a
few dis of a current sheet and hence practically the same
location in a system that extends to many decades in di.
In large systems (large Reynolds numbers) the sites of
vorticity generation may be so small that they are dif-
ficult to identify and hardly distinguishable in location
from their companion current sheets [e.g. 61].
VI. STATISTICS AND LOCATION OF KINETIC
EFFECTS
The proton temperature effects of vorticity generated
near current sheets are clearly demonstrated in the case
of the orderly Orszag-Tang vortex, as was the presence of
the vortex quadrupole itself. In the third column, top row
of Figure 2, we see an illustration of the change in proton
temperature from its initial value ∆Ti = Ti − Ti(t =
0) for this case, with the analogous plot from the more
complex turbulence run in the second row. In the Orszag-
Tang case one clearly sees that positive vorticity lobes
(ω · B0 > 0 of the central quadrupole are hotter, while
the corresponding negative lobes are cooler. The fourth
panel on each row of the same figure shows differential
proton anisotropy ∆Api = Ti⊥/Ti‖− 1 for each case. We
also observe that the perpendicular anisotropy is greater
in the hotter ω > 0 lobes while the cooler ω < 0 lobes
have parallel anisotropy (negative ∆Ap). It is of course
tempting to associate this phenomenon with the vorticity,
as discussed by Franci et al. [e.g. 26]. We will discuss a
nuance of this interpretation further below.
An additional diagnostic in the Orszag Tang PIC run
is the relative heating of protons and electrons, shown in
the final panel, top row of Figure 2. Out of many possi-
ble ways to quantify relative proton electron heating, we
choose to work with differential relative heating defined
by ∆RTiTe = (TiTe0)/(TeTi0)− 1, where Ti0 and Te0 are
the initial proton and electron temperatures. ∆RTiTe is
positive where the percentage increase in proton temper-
ature is more than percentage change in electron tem-
perature and vice versa. In the last panel of top row in
Figure 2 it is evident that the ω · B0 > 0 lobes, with
hot, more anisotropic protons, also have a proton pop-
ulation heated more than the electron population. The
cooler, ω ·B0 < 0 lobes have more electron heating than
proton heating. In fact, beginning at the central current
sheet (near the X-point) and moving outward along the
current sheet flanks, one sees first (at the center) hotter
electrons, then a region with almost equal proton and
electron heating (along the flanks), and finally (outside
the flanks) regions of hotter protons. Clearly, the orga-
nization of the vorticity into a quadrupolar structure is
closely related to the spatial organization of kinetic ac-
tivity and heating near the current sheet. Turning to
the more turbulent hybrid run (second row, Fig. 2), we
see that the proton temperature increase and the proton
temperature anisotropy have a very patchy behavior. In
this case it is more efficacious to carry out a statistical
analysis, as done by Franci et al. [26].
Therefore, for the turbulent cases, we examine the as-
sociation of kinetic effects with ω ·B0, by computing con-
ditional probability distribution functions (PDFs). For
example we may look at ∆Ap, ∆Ti and ∆RTiTe, ex-
tracting separate distributions, from the PIC simulation
data depending on selected ranges of the values of ωz.
These ranges are (i) ω < −σωzi; (ii) −σωzi < ω < σωzi;
and and finally (iii) ω > σωzi where σωzi is the rms
value of proton vorticity. The resulting distributions for
the PIC run Turb812 are shown in Figure 3 where one
sees immediately that the most probable values of ∆Ap,
∆Ti and ∆RTiTe systematically change with the selected
ranges of vorticity. Large positive ωz gives enhanced like-
lihood of hotter protons, more anisotropic protons and
protons hotter than electrons. For highly negative ωz
one finds colder protons, lower anisotropy (parallel dom-
inated) and relatively hotter electrons. This indicates a
clear correlation between higher and anisotropic proton
heating with positive ω · B0, consistent with the find-
ings derived from inspection of the Orszag Tang PIC re-
sults described above, and consistent with the findings of
Franci et al. [26] based on hybrid simulation.
The PIC simulation has a relatively complete descrip-
tion of the physics but is necessarily of smaller system size
(25.6 di) and therefore smaller effective Reynolds num-
ber. For a higher Reynolds number view of the physics in
Fig. (3), we turn again to a hybrid run (204.8 di). Condi-
tional distributions for our hybrid run are shown in Fig.
4. In this case (top to bottom), we plot the distribution
of proton temperatures ∆Ti conditioned on ranges of vor-
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ticity, the distribution of proton temperature anisotropy
conditions of ranges of vorticity, and the distribution of
∆Ti conditioned on ranges of the |Jz|. Here we find that
proton heating is associated with both vorticity and cur-
rent density but that the association with vorticity is the
stronger of the two effects.
Having confirmed the expected statistical relations be-
tween vorticity and proton kinetic effects for the turbu-
lent cases, it remains to quantify the spatial relationships
between current sheets, vorticity concentrations, and ki-
netic effects. We accomplish this using two point correla-
tions computed over the whole simulation domain. Fig-
ure 5 and Figure 6 show such correlations for the hybrid
and PIC runs, respectively.
The top panel shows correlations between vorticity and
current for the hybrid run. As current sheets are typi-
cally accompanied by vorticity generated in a quadrupole
configuration, we find, on average, that the correlation
between signed ωz and Jz is close to zero for most part.
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FIG. 5: Correlations between multiple quantities for the
hybrid run.
In contrast, correlation curve for the unsigned ωz and
Jz clearly peaks at zero and drops to 1/e value in about
6di as shown by the vertical green dashed line in Fig.
5. This indicates the close juxtapostion of vorticity
quadrupoles and current sheets. The numerical resolu-
tion in this simulation is ∆x = 0.1di = 0.5de. Because of
the coarse grid, the current sheets generally do not col-
lapse to electron scales and hence the correlation between
current sheets and vorticity goes to ∼ 6di. The correla-
tions for signed vorticity and ∆Ti drops in a few dis but
the correlation of ∆Ti with current drops in about 6di
7like the correlation between vorticity and current. This
is a direct quantification of the assertion that vorticity
and kinetic effects, such as proton heating, occur “near”
current sheets and that the vorticity structures are prime
locations of energy exchange between fields and particles.
The final panel of Fig. (5) shows the strong correlation
between vorticity and proton anisotropy.
For completeness, we show similar correlations for the
PIC run Turb812 in Figure 6. The correlations between
vorticity and proton temperature as well as anisotropy
drops to 1/e value in less than a di. This simulation
had extremely fine grid scale, affording the possibility of
collapse of current sheets to electron scales. Hence the
correlations of proton heating and anisotropy to vorticity
and current are much tighter than the hybrid run. The
final panel of Figure 6 shows the correlation between cur-
rent/vorticity and ∆RTiTe which also peaks at zero and
drops to 1/e value in less than a di. There is no clear
correlation between ∆RTiTe and current. This again is a
direct quantification of the fact that protons are heated
“near” current sheets and not exactly “in” current sheets
[20, 54, 63].
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lag; (middle) vorticity and current correlations with proton
temperature anisotropy; (bottom) Correlations with change
in normalized proton to electron temperature ratio.
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FIG. 7: Second invariants of the symmetric (S in color) and
antisymmetric (σ black contours) stress tensors at initial time
evolution of the PIC OTV simulation. The two can be seen
to have strong proximity to each other. The proximity is fur-
ther quantified by the two point correlation of these variables.
It drops to 1/e value in about 1di as shown by the vertical
dashed blue line.
VII. DISCUSSION
In this paper we have examined several ways in which
vorticity enters into the dynamical activity near cur-
rent sheets, thus contributing to an increasingly famil-
iar scenario in which sharp gradients and coherent struc-
tures contribute to dissipation, kinetic effects including
anisotropies, and heating.
The most studied cases of coherent structures in space
plasmas have been current sheets or reconnection sites
[44, 64, 65], at least in part due to the availability of mag-
netic field data from spacecraft with sufficient resolution
to attain accurate detection at scales at or approach-
ing kinetic scales. One would fully expect however that
additional plasma variables such as velocity (and den-
sity, not shown here; however see Servidio et al. [22]) will
be involved in intermittency and formation of coherent
structures. In fact there have been numerous recent in-
dications that velocity gradients might be responsible for
8heating the plasma through a linear instability mecha-
nism [24] or a viscous like interaction [45]. The conclu-
sion that velocity gradients contribute to proton kinetic
effects is supported by recent simulation Franci et al. [26],
and based on solar wind observation [22]. Similar con-
clusions may be extended to sharp gradients in density
as well as velocity and magnetic field.
In this context we may summarize our main conclu-
sions, and suggest a broader context. Kinetic plasma tur-
bulence forms current sheets, which like their MHD coun-
terparts, generate vorticity nearby, in regions of strong
current gradients. Various kinetic effects and heating
of both protons and electrons take place in the vicinity
of these current and vortex structures. We have shown
here (see also Franci et al. [26]) that proton heating and
anisotropy is better associated with vorticity rather than
current, which provides some clarification to results that
have shown [20, 21] that various kinetic effects are con-
centrated in the general vicinity of current sheets.
The idea that kinetic effects concentrate near current
sheets in turbulence might easily extend to include effects
such as flux pile-up, density compressions and particle
trapping in secondary islands. All of these are likely fea-
tures of the dynamics when current sheets form between
interacting magnetic flux tubes. In this way, it may be
useful to think of the the general region within a few di
neighborhood a strong current sheet as a kind of com-
plex or generalized coherent structure involving juxtapo-
sition of coherent structures in several variables – cur-
rent, density, vorticity, compressions, heating to name a
few. This agglomeration has been demonstrated to span
a range of scales, e.g., from proton to electron inertial
scales in the shear driven turbulent current sheets re-
ported by Karimabadi et al. [41].
For large systems sizes and large effective Reynolds
numbers it is likely that the dynamical interactions
among several types of coherent structures become an
important feature of the overall dynamics. In that case
a fuller understanding of the complex dynamics within
a “generalized coherent structure” becomes essential.
Here we described a first step – a simple dynamical
chain that leads from current sheet formation to vorticity
quadrupole generation and emergence of enhanced pro-
ton kinetic effects.
One can actually see readily that even this situation
must be more complex than we have described so far:
From Eq. 3 we can deduce (see also [25]) that increase
of internal energy, or heating in the collisonless limit
must be associated with the full contraction of the pres-
sure tensor with the gradient tensor ∇iuj . However, the
pressure tensor is symmetric and gradient tensor may be
written as as sum of symmetric strain and antisymmet-
ric strain, the latter containing the vorticity. Therefore
the only the symmetric stress and not the vorticity con-
tributes directly to heating in the absence of collisions.
So why do we see an association of vorticity and heating?
For an empirical answer we refer to Fig 7 which shows
the second invariant of the symmetric stress (Det(S2))
and a measure of vorticity Tr(σ2) plotted in the simula-
tion plane for the PIC OTV case at the same time as in
Figure 2. Evidently there is a very high degree of corre-
lation. The symmetric stress can produce heating, while
vorticity can produce thermal anisotropy [23, 25]. Math-
ematically the two effects can be co-located even if they
are formally independent because the current sheets are
locally quasi-one-dimensional objects.
In this paper we have discussed the spatio-temporal
relationship between current sheets, vorticity and kinetic
processes such as proton heating, electron heating and
anisotropy. As mentioned above, other quantities (e.g.
density, compressions, localized linear waves, shock(lets),
pressure dilations) also may be intermittent and may
have strong correlations with current sheets. A detailed
study of such processes is beyond the scope of this paper
and will be discussed elsewhere. A detailed mathemati-
cal study of the relationship between symmetric and an-
tisymmetric parts of the stress tensor is also beyond the
scope of this study. An excellent start in that direction
is the paper by Del Sarto et al. [25]. Further study will
be needed to tighten the simple picture presented in this
paper.
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