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Abstract
In many learning settings, it is beneficial to augment the main features with pairwise
interactions. Such interaction models can be often enhanced by performing variable
selection under the so-called strong hierarchy constraint: an interaction is non-zero
only if its associated main features are non-zero. Existing convex optimization
based algorithms face difficulties in handling problems where the number of main
features p ∼ 103 (with total number of features ∼ p2). In this paper, we study a
convex relaxation which enforces strong hierarchy and develop a highly scalable
algorithm based on proximal gradient descent. We introduce novel screening rules
that allow for solving the complicated proximal problem in parallel. In addition,
we introduce a specialized active-set strategy with gradient screening for avoiding
costly gradient computations. The framework can handle problems having dense
design matrices, with p = 50, 000 (∼ 109 interactions)—instances that are much
larger than current state of the art. Experiments on real and synthetic data suggest
that our toolkit hierScale outperforms the state of the art in terms of prediction and
variable selection and can achieve over a 4900x speed-up.
1 Introduction
In many machine learning applications, augmenting main effects with pairwise interactions can
lead to better statistical models [9]. Given a response vector y ∈ Rn and data matrix X =
[X1, X2, . . . , Xp] ∈ Rn×p, we consider a linear model of the form:
y = β0 +Xβ +
∑
i<j
θij(Xi ∗Xj) + , (1)
where ∗ denotes element-wise multiplication and  is a noise vector. Above, β0 is the intercept, Xβ
corresponds to the main effects and
∑
i<j θij(Xi ∗Xj) denotes the interaction effects. The goal here
is to learn the coefficients β, θ. For small n, this quickly leads to an ill-posed problem as the total
number of coefficients: p+
(
p
2
)
can far exceed n. Thus, imposing sparsity can be beneficial from both
the statistical and computational viewpoints. While vanilla sparsity-inducing regularization methods
(e.g., using `0 or `1 norm) can help, structured sparsity can be much more effective in this setting.
Particularly, we consider enforcing sparsity under the strong hierarchy (SH) constraint [25, 9], which
states that an interaction term should be non-zero only if its corresponding main effect terms are both
non-zero. SH can be expressed via the following combinatorial statement:
Strong Hierarchy (SH): θij 6= 0 =⇒ βi 6= 0 and βj 6= 0.
SH is a natural property that is widely used in high-dimensional statistics: it leads to more interpretable
models with good predictive performance [9]. Moreover, SH promotes practical sparsity, i.e., the
number of main features that need to be measured when making new predictions—this is helpful in
applications where measuring features is expensive. An impressive line of work for learning sparse
interactions under SH is based on a regularization framework (see [15, 32, 9, 23, 39, 33] and the
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references therein). These methods minimize the empirical risk with sparsity-inducing regularizers
to enforce SH. While these lead to estimators with good statistical properties, computation remains
a major challenge. Indeed, the complex nature of the regularizers used to enforce SH prevents
most current optimization algorithms from scaling beyond p ∼ 103. However, in many real-world
applications p can be in the order of tens of thousands, which is limiting the adoption of SH methods
in practice. To address this shortcoming, we propose a convex regularization framework and develop
a novel scalable algorithm, by carefully exploiting the problem-specific structural sparsity. Our
algorithm can solve the SH learning problem with p = 50, 000 (∼ 109 interactions) and achieves
significant speed-ups (over 4900x) compared to the state of the art.
1.1 Problem Formulation
Various convex regularizers (a.k.a. penalties) for enforcing SH exist in the literature. In many cases,
the choices seem somewhat ad hoc. Here we transparently derive our regularizer from the convex
relaxation of a mixed integer program (MIP) [8] that enforces SH. In what follows, we denote the
interaction column Xi ∗Xj by X˜ij . Performing variable selection under SH for model (1) can be
naturally expressed using `0 regularization:
min
β,θ
f(β, θ) + α1‖β‖0 + α2‖θ‖0 s.t. θij 6= 0 =⇒ βi 6= 0 and βj 6= 0 (2)
where f(β, θ) = 12‖y − Xβ −
∑
i<j X˜ijθij‖22 and ‖u‖0 denotes the number of non-zeros in the
vector u. The parameters α1 and α2 control the number of non-zeros. Note that we ignore the
intercept term to simplify the presentation. Problem (2) can be modelled using the following MIP1:
min
β,θ,z
f(β, θ) + α1
∑
i
zi + α2
∑
i<j
zij
s.t. |βi| ≤Mzi, ∀ i
|θij | ≤Mzij , zij ≤ zi, zij ≤ zj , ∀ i < j
zi ∈ {0, 1} ∀ i, zij ∈ {0, 1} ∀ i < j
(3)
where M is a large constant chosen such that some optimal solution β∗, θ∗ to (2) satisfies
‖β∗, θ∗‖∞ ≤ M . Here zi = 0 implies βi = 0 and similarly zij = 0 implies θij = 0. Prob-
lem (3) is known to be NP-Hard [29] and can be very difficult to scale. Thus, our focus will be
on solving its convex relaxation. For easier presentation we introduce some notation. For every
i ∈ {1, 2, . . . , p}, we define Gi as the set of indices of all interactions corresponding to βi, i.e.,
Gi
def
= {(1, i), (2, i), . . . , (i− 1, i), (i, i+ 1), . . . , (i, p)}.
We use the notation θGi to refer to the vector of θij’s whose indices are in Gi. The following lemma
presents a convex relaxation of the MIP in Problem (3).
Lemma 1. (Convex Relaxation) Relaxing the binary variables of Problem (3) to [0, 1] leads to:
min
β,θ
f(β, θ) + Ω(β, θ) (4)
where Ω(β, θ) def= λ1
∑p
i=1 max{|βi|, ‖θGi‖∞}+ λ2‖θ‖1 and λ1 = α1/M, λ2 = α2/M .
The focus of the paper will be on solving (4). We note that She et al. [33] propose a general family of
problems for enforcing SH, which includes our relaxation above as a special case. The solutions of
(4) satisfy SH with probability one under model (1) when  ∼ N(0, σ2I) (see [33]). For a general
response y, there can be pathological cases where SH is not satisfied by (4), however, these cases
rarely appear in practice and are usually not considered by current regularization-based approaches
for SH [9, 33, 23, 32].
1.2 Contributions
The main contribution of our work is developing a scalable algorithm for solving (4). Our proposal is
based on proximal gradient descent (PGD). However, PGD is limited by two major computational
1There can be pathological cases where the MIP does not satisfy SH. However, when y is drawn from a
continuous distribution, SH is satisfied w.p. 1. We discuss this in more detail in Section 1 of the appendix.
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bottlenecks, due to the scale of the problem. First, the proximal problem does not admit a closed
form solution, so solving it requires running an iterative optimization algorithm over O(p2) variables.
Second, the repeated gradient computations can be very expensive as each computation requires
O(np2) operations. To mitigate these bottlenecks, we (i) introduce new proximal screening rules
that can efficiently identify many of the zero variables and groups in the proximal problem, (ii)
demonstrate how our proposed screening rules can decompose the proximal problem so that it can
be solved in parallel, and (iii) develop a specialized active-set algorithm along with a novel gradient
screening method for avoiding costly gradient evaluations. Moreover, we demonstrate how our
algorithm scales to high-dimensional problems having dense matrices with p = 50, 000 (∼ 109
interactions), achieving over 4900x speed-ups compared to the state of the art.
1.3 Related Work
Many methods for enforcing SH exist in the literature. The methods can be broadly categorized into
multi-step methods (e.g., Wu et al. [38], Hao and Zhang [18]), Bayesian and approximate methods
(e.g., Chipman [14], Thanei et al. [34]), and regularization-based methods. We discuss relevant
work in the latter category as they are directly related to our work. Choi et al. [15] re-parameterize
the interactions problem so that θij = γijβiβj (where γij is an optimization variable) and enforce
sparsity by adding an `1 norm regularization on β and θ—this leads to a challenging non-convex
problem. Radchenko and James [32] enforce SH by using `2 regularization on the predictions made
by every group. Bien et al. [9] propose the Hierarchical Lasso, which shares a similar objective with
our problem, except that ‖θGi‖1 is used instead of ‖θGi‖∞—they use ADMM [11] for computation.
Lim and Hastie [23] propose an overlapped group Lasso formulation and solve it using a variant
of the FISTA algorithm [5] along with strong screening rules [35]. Their toolkit glinternet is the
fastest toolkit for learning sparse interactions we are aware of. She et al. [33] consider a formulation
similar to (4), but with the `∞ norm replaced with `2 norm, and develop prediction error bounds and
a splitting-based algorithm—the largest problem they consider has p = 1000.
Mairal et al. [24] consider learning problems regularized with sum of `∞ norms over groups (with
potential overlaps), which includes our problem as a special case. They show that the proximal
operator can be efficiently solved using network flow algorithms and propose algorithms based on
PGD and ADMM. Our approaches differ: here we exploit the specific structure of our objective
function (particularly the presence of both the `∞ and `1 norms) to derive the proximal screening
rules and decompose the proximal problem – such screening/decomposition rules are not discussed
in [24]. We also note that Jenatton et al. [20] develop a scalable PGD-based algorithm for problems
regularized with sums of `∞ or `2 norms, under a tree structure constraint. However, our model
does not satisfy this constraint and thus their algorithms are not applicable. Many other works also
consider algorithms for structured sparsity and discuss interesting connections to submodularity (e.g.,
see [2, 3, 1] and the references therein). Unfortunately, prior work cannot easily scale beyond p in the
hundreds to few thousands. A main reason is that the standard algorithms (e.g., PGD and ADMM)
are limited by costly gradient evaluations and by solving expensive sub-problems (e.g., solving the
proximal problem in PGD requires an iterative optimization method). Our proposal addresses these
key computational bottlenecks.
Notation and supplement: We use the notation [p] to refer to the set {1, 2, . . . , p}. We denote the
complement of a set A by Ac. For a set A ⊆ [p], βA refers to the sub-vector of β restricted to
coordinates in A. We use ∇βA,θBf(β, θ) to refer to the components of ∇f(β, θ) corresponding to
the vectors βA and θB . For any scalar a, we define [a]+ = max{a, 0}. A function u 7→ g(u) is said
to be Lipschitz with parameter L if ‖g(u)− g(v)‖2 ≤ L‖u− v‖2 for all u, v. Proofs of all lemmas
and theorems are in the supplementary file.
2 Proximal Screening and Decomposition
To solve the non-smooth convex problem (4), we use PGD [31, 5], which is an effective and popular
choice for handling structured sparse learning problems (e.g., see [3, 24, 13] and references therein).
However, there are two major bottlenecks: (i) solving the proximal problem which does not admit a
closed-form solution and (ii) the repeated gradient computations each requiring O(np2) operations.
In this section, we address bottleneck (i) through new proximal screening and decomposition rules,
and we handle (ii) in Section 3 using active-set updates and gradient screening.
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We first present the basic PGD algorithm below.
Algorithm 1: Proximal Gradient Descent
• Input: β0, θ0 and L: the Lipschitz parameter of the gradient map (β, θ) 7→ ∇f(β, θ).
• For k ≥ 0 repeat the following till convergence:
β˜ ← βk −∇βf(βk, θk)/L, θ˜ ← θk−∇θf(βk, θk)/L[
βk+1
θk+1
]
← arg min
β,θ
L
2
∥∥∥∥∥
[
β − β˜
θ − θ˜
] ∥∥∥∥∥
2
2
+ Ω(β, θ) (5)
The sequence {βk} generated by Algorithm 1 is guaranteed to converge to an optimal solution [4].
The objective values converge at a rate of O(1/k) – this can be improved to O(1/k2) by using
accelerated PGD [31, 4]. However, there is no closed-form solution for the proximal problem in
(5)—this is due to the overlapping variables in the `∞ norms. Thus, iterative optimization algorithms
are needed to solve (5). For example, Mairal et al. [24] presents a dual reformulation and an efficient
network flow algorithm for solving a class of proximal problems which includes (5). In the appendix,
we present an alternative dual which uses less variables (as we exploit the specific structure of our
problem) and present a dual block coordinate ascent (BCA) algorithm for solving it. However,
iterative algorithms (e.g., Mairal et al. [24]’s or our proposed BCA) require significant time to solve
(5) when p is large, which can lead to a serious bottleneck.
Typically, we expect the solutions of (5) to be sparse, as Ω(β, θ) incorporates sparsity-inducing norms.
To deal with the computational burden of (5), we propose new proximal screening rules, which can
efficiently identify many of the zero groups and variables in (5). We present the rules in Theorem 1.
Theorem 1. (Proximal Screening) Let β∗, θ∗ be the optimal solution of Problem (5). Then,
(Group-level Rule)
∑
j
[
|θ˜ij | − λ2/L
]
+
≤ λ1/L− |β˜i| =⇒ β∗i , θ∗Gi = 0, ∀ i ∈ [p] (6)
(Feature-level Rule) |θ˜ij | ≤ λ2/L =⇒ θ∗ij = 0, ∀ i < j (7)
The rules in Theorem 1 can be used to optimize (5) over a smaller set of variables (i.e., only over the
variables that did not pass the screening checks). These rules are easy to check. Particularly, the rule
in (6) requires O(p) operations to screen a group of p variables. The feature-level rule allows us to
set θij’s with |θ˜ij | ≤ λ2/L to zero. The group-level rule is less restrictive: in group i, the θij’s with
|θ˜ij | > λ2/L can be still set to zero if |β˜i| is sufficiently small (i.e., if the contribution of main effect i
is weak). While our rules are safe in the sense that only variables that are zero in the optimal solution
of (5) can be discarded, they are different from the safe screening rules (e.g., [17, 37, 10, 22, 30, 28])
that are designed to identify zero variables in the full problem.
An important consequence of Theorem 1 is that it decomposes Problem (5) into (potentially) many
independent smaller optimization problems. This allows solving Problem (5) in parallel. Before
presenting the decomposition formally, we give a simple motivating example.
Example 1. Suppose p = 2 with one interaction effect; and rule (7) has identified θ∗12 = 0. We
can now eliminate θ12 and solve the proximal problem (5) with Ω(β, θ) = λ1|β1| + λ1|β2|. This
decomposes the problem into two independent optimization tasks involving β1 and β2—the solutions
can be easily obtained via soft-thresholding.
Next, we formalize the idea of decomposition. Let us define V as the set of indices of the groups that
do not pass the screening test in (6), i.e.,
V =
{
i ∈ [p]
∣∣∣∑
j
[
|θ˜ij | − λ2/L
]
+
> λ1/L− |β˜i|
}
. (8)
We also define E as the set of interaction indices that do not pass the test in (7) and whose correspond-
ing main indices are in V , i.e.,
E =
{
(i, j) ∈ V2 | |θ˜ij | > λ2/L
}
. (9)
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Definition 1. (Connected Components) Define the simple undirected graph G = (V, E) where the
vertex set V is defined in (8) and the edge set E is defined in (9). Let the k connected components of
G be denoted by {Gl}k1 , where Gl = (Vl, El), l ∈ [k].
Theorem 2 states that Problem (5) can be solved by decomposing it into smaller independent
optimization problems, each corresponding to a connected component of the graph G.
Theorem 2. Let β∗, θ∗ be the optimal solution of the proximal problem in (5). Then,
β∗Vc = 0, θ
∗
Ec = 0 and
[
β∗Vl
θ∗El
]
= arg min
βVl ,θEl
L
2
∥∥∥∥∥
[
βVl − β˜Vl
θEl − θ˜El
] ∥∥∥∥∥
2
2
+ Ω(βVl , θEl),∀ l ∈ [k]. (10)
Theorem 2 allows for solving (5) in parallel. The extent of parallelism depends on the number of the
connected components and their sizes. In practice, we solve the problem for a regularization path
(with warm starts) along with active-set updates (discussed in Section 3). These can significantly
reduce the sizes of the connected components. Indeed, our experiments on real high-dimensional
datasets (with p ∼ 5000), indicate that the maximum number of vertices and edges in each connected
component is in the order of hundreds to few thousands (for all solutions in the path)—see the
supplementary for details. The majority of the connected components are typically isolated (i.e.,
composed of a single vertex), so their corresponding optimization problems can be solved by a simple
soft thresholding operation. However, we note that, in the absence of warm starts, the number of
edges can grow into hundreds of thousands for the same datasets.
3 Active Sets and Gradient Screening
In Section 2, we handled the bottleneck of solving the proximal problem. In this section, we focus on
another major bottleneck: the repeated full gradient computations in PGD. Particularly, we develop
an active-set algorithm that exploits the screening rules and decomposition we introduced in Section 2
to reduce the number of full gradient computations. Moreover, we introduce a new gradient screening
method which aids in reducing the cost of every gradient computation.
3.1 Active Set Updates
Every evaluation of ∇f(β, θ) in Algorithm 1 requires O(np2) operations, which can take several
minutes on a modern machine when p ∼ 50, 000. To minimize the number of these full gradient
evaluations, we propose an active-set algorithm: we run Algorithm 1 over a small subset of variables,
namely, the active set. After obtaining an optimal solution restricted to the active set, we augment the
set with the variables that violate the optimality conditions (if any) and resolve the problem on the
new set. Such an approach is effectively used for speeding up sparse learning algorithms in other
contexts [26, 16, 27].
Our active set is defined by the sets A and T containing indices of the main effects and interaction
effects (respectively) to be included in the model. Given A and T we consider
βˆ, θˆ ∈ arg minβ,θ f(β, θ) + Ω(β, θ) s.t. βAc = 0, θT c = 0, (11)
which is solved with Algorithm 1 restricted to the active set. To check whether βˆ, θˆ is optimal for
Problem (4), we run a single iteration of Algorithm 1 over all the variables (including those outside
the active set) – we refer to this as the master iteration. If the master iteration does not change the
support (i.e., the non-zeros), then the solution βˆ, θˆ is optimal. Otherwise, we augment A and T with
the variables that became non-zero (after the iteration) and solve (11) again. To speed up the costly
master iteration, we perform screening and decompose the master iteration as described in Theorem
2 so that it can be solved in parallel. We present the algorithm more formally below:
Algorithm 2: Parallel Active-set Algorithm
• Input: Initial estimates of A and T
• Repeat until convergence:
1. Solve the problem restricted to the active set, i.e., (11) to get a solution βˆ, θˆ.
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2. Compute∇βf(βˆ, θˆ) and ∇θf(βˆ, θˆ). Set β˜ ← βˆ − 1L∇βf(βˆ, θˆ), θ˜ ← θˆ − 1L∇θf(βˆ, θˆ).
3. Construct the graph G = (V, E) in Definition 1 and find its connected components.
4. Solve (5) in parallel using Theorem 2. If the support stays the same, terminate, o.w., augment
A and T with variables that just became non-zero.
Steps 2-4 in Algorithm 2 are the equivalent of performing one iteration of Algorithm 1 over all
variables, while using screening and decomposition. We note that screening and decomposition are
also very useful at the active-set level (i.e., for step 1) as we need to repeatedly solve the proximal
problem till convergence. Typically, the active-set sizes are relatively small, which can help further
mitigate the cost of solving the proximal problem.
3.2 Gradient Screening
Algorithm 2 effectively reduces the total number of gradient computations. However, even a single
gradient computation can take minutes for p ∼ 50, 000. Here we propose a novel gradient screening
method to reduce the cost of every gradient computation in Algorithm 2. Specifically, every time a
gradient is needed, we identify parts of the gradient that are not essential to optimization—this allows
for computing a smaller (and cheaper) gradient. This is a major improvement over current active-set
approaches, which require a full gradient computation to check optimality.
We note that the full gradient in step 2 of Algorithm 2 is only used to construct the graph G in step 3.
The next lemma, states that only a part of the gradient is needed to construct G.
Lemma 2. The graph G in step 2 of Algorithm 2 can be constructed from the following gradients:
∇βf(βˆ, θˆ), ∇θT f(βˆ, θˆ), and ∇θSf(βˆ, θˆ), where S is the critical set defined by
S = {(i, j) ∈ T c | |∇θijf(βˆ, θˆ)| > λ2}. (12)
Note that ∇βf(βˆ, θˆ) is relatively easy to compute, and ∇θT f(βˆ, θˆ) is available as a byproduct of
step 1. Thus, if the size of S in (12) is small, then Lemma 2 suggests a significant reduction in the
computation time of step 2. Specifically, if S is given, computing the gradients in Lemma 2 has a cost
O(n(p+ |S|)), which can be much smaller than the cost of full gradient computation O(np2). As
discussed below, we can obtain S without explicitly computing ∇θijf(βˆ, θˆ) for all (i, j) ∈ T c—an
operation that costs O(np2).
Our key idea is to obtain a set Sˆ that is guaranteed to contain S (i.e., Sˆ ⊂ S), by using currently
available information on gradients. The size |Sˆ| can be larger than |S|, but we require it to be
significantly smaller than p2—our prescribed choice (below) is empirically found to satisfy this.
The next lemma, presents a way to construct Sˆ by using the gradient of a solution βw, θw that was
obtained prior to βˆ, θˆ (e.g., from a warm start or a previous iteration of Algorithm 2).
Lemma 3. Let βw ∈ Rp and θw ∈ R(p2) be arbitrary vectors, and let S be the critical set defined in
(12). Define γ = (Xβw + X˜θw)− (Xβˆ + X˜θˆ) and C = maxi,j ‖X˜ij‖2. Then, the following holds:
S ⊆ Sˆ def= {(i, j) ∈ T c | |∇θijf(βw, θw)| > λ2 − C‖γ‖2}.
The set Sˆ in Lemma 3 is constructed based on the gradient at a previous estimate (βw, θw); and not
at the current point (βˆ, θˆ). When (βˆ, θˆ) and (βw, θw) are close, Sˆ is a good estimate of S.
Lemma 3 lays the foundation of our gradient screening procedure. During the course of Algorithm
2, we always maintain a solution βw, θw for which we store |∇θf(βw, θw)|. We replace step 2 in
Algorithm 2 with the following gradient screening module:
Gradient Screening
1. Compute Sˆ (defined in Lemma 3) and∇θSˆf(βˆ, θˆ) to obtain∇θSf(βˆ, θˆ).
2. Compute ∇βf(βˆ, θˆ) and obtain ∇θT f(βˆ, θˆ). Set β˜ ← βˆ − 1L∇βf(βˆ, θˆ) and θ˜ij ← θˆij −
1
L∇θijf(βˆ, θˆ) for every (i, j) ∈ T ∪ S .
3. If |Sˆ| is large (e.g., > 105), set (βw, θw)← (βˆ, θˆ) and compute/store∇θf(βw, θw).
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Note that Sˆ can be identified in O(log p) by using a variant of binary search on the sorted entries
of |∇θf(βw, θw)| (the latter can be sorted once at a cost of O(p2 log p) and stored). Moreover,
computing∇θSˆf(βˆ, θˆ) and obtaining∇θSf(βˆ, θˆ) isO(n(p+ |Sˆ|)). Thus, the complexity of gradient
screening can be much smaller than O(np2). The initial βw, θw can be obtained from a previous
solution in the regularization path. Predictions across consecutive solutions in the path are usually
close. This makes Sˆ close to S, explaining the multi-fold speedups we observe in our experiments.
4 Experiments
We study the empirical performance of our algorithm. We compare against two popular toolkits
dedicated to learning interactions under SH: hierNet [9] and glinternet [23]; Boosting with trees using
XGBoost (often used to learn interactions). In addition, we use SPAMS (an optimization toolbox)
[24] to solve (4) and compare its running time.
Our Toolkit hierScale: We implemented our algorithm in an open-source toolkit, written in Python
with critical code sections compiled into machine code using Numba [21]. hierScale has a low
memory footprint (it generates interaction columns on the fly) and supports multi-core computation.
Synthetic Data Generation: We generate Xn×p to be an iid standard Gaussian ensemble; and
form y = Xβ0 + X˜θ0 + , where i
iid∼ N(0, σ2) is independent of X . For β0 and θ0, we
consider three settings: (I) Hierarchical Truth: β0 and θ0 satisfy SH, (II) Anti-Hierarchical Truth:
θ0ij 6= 0 =⇒ β0i = 0, β0j = 0, and (III) Main-Only Truth: All interaction-effects are zero. In
(I)–(III), all non-zero coefficients are set to 1. For (I) and (II), we set ‖θ0‖0 = ‖β0‖0. We take σ2
such that the signal-to-noise-ratio (SNR) = Var(Xβ0 + X˜θ0)/σ2 = 10.
Timings: We compare the running time of hierScale versus hierNet, glinternet, and SPAMS, on
both synthetic and real datasets. For SPAMS, we use the same objective function of hierScale, and
fit a regularization path (with warm starts) using FISTA. We note that SPAMS is not designed to
solve interactions problems, so we had to generate the interaction columns apriori, which limits
us to problems where the interactions can fit in memory. We generate the synthetic data under
hierarchical truth with n = 1000 and ‖β0‖0 = ‖θ0‖0 = 5 and consider p up to 50, 000 (∼ 109
interactions). Among real data, we consider the Amazon Reviews dataset [19] and use two variants
of it: Amazon-1 (p = 10160, n = 1000) and Amazon-2 (p = 5000, n = 1000). We also consider the
dataset from CoEPrA 2006 (Regression Problem 1) (p = 5786, n = 89)2, and the Riboflavin dataset
(p = 4088, n = 71) [12]. For all toolkits, we set the tolerance level to 10−6, λmin = 0.05λmax and
generate a path with 100 solutions. For hierScale and SPAMS, we set λ2 = 2λ1. Computations are
carried out on a machine with a 12-core Intel Xeon E5 @ 2.7 GHz and 64GB of RAM.
The results are in Table 1. hierScale achieves over a 4900x speed-up compared to hierNet, 700x
speed-up compared to SPAMS, and 690x speed-up compared to glinternet (e.g., on the Amazon
dataset glinternet cannot terminate in a week). Finally, we note that She et al. [33] recently proposed
an algorithm for a problem similar to ours, but have not provided a public toolkit—the largest problem
reported in their paper is for p = 1000: In the best case, their method takes∼ 51 seconds per solution,
whereas hierScale takes 0.2 seconds.
Table 1: Average time (s) for obtaining a solution in the regularization path. The symbols * and **
indicate that the toolkit does not terminate in 3 days and 1 week, respectively. The dash (-) indicates
a crash due to memory issues. The dot indicates that the data matrix could not fit in memory.
Toolkit
Synthetic datasets Real datasets
p=500 1000 2000 5000 15000 50000 Ribo. Coepra Amazon-1 Amazon-2
(p=4088) (p=5786) (p=5000) (p=10160)
hierScale 0.1 0.2 0.5 3.2 26.6 730 2.2 3.3 1.7 8.7
glinternet 0.3 1 3.8 24.4 226.9 * 2.7 7.8 * **
hierNet 490 - - - - - - - - -
SPAMS 17.5 67.9 351.9 . . . 1042.3 - . .
2Available at http://www.coepra.org
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Variable Selection: We compare the False Discovery Rate (FDR) at different sparsity levels. We
generate synthetic data with n = 100, p = 200, and ‖β0‖0 = 10 and report the FDR averaged
over 100 datasets, in Figure 1. Under hierarchical truth, all the methods perform roughly similarly.
However, under anti-hierarchy or main-only truth, our method can perform significantly better.
Prediction Tasks: We now compare the prediction performance of hierScale with competing methods
on both synthetic and real datasets.
Synthetic data: We use the same dataset as for variable selection (above). We tune on a separate
validation set and report the prediction MSE on the testing data (training, validation and test sets are
of the same size). For hierNet and glinternet we tune over 50 parameter values. For hierScale we
use 50 λ1-values and λ2 ∈ {λ1, 2λ1}. For XGBoost we use 50 tree-sizes (between 20 and 1000)
and learning rates ∈ {0.01, 0.1}. Results across 20 runs (for Main Only Truth) are in Figure 2: Our
method shows significant improvements in prediction accuracy. The results for hierarchical and
anti-hierarchical truth are in the supplementary, with results across methods being comparable.
Real data: We consider the Riboflavin dataset (p = 4088, n = 71) [12] for predicting Vitamin B2
production from gene expression levels. We train on 50 randomly chosen samples and compute
the test RMSE on the remaining 21 samples. We repeat this training/testing procedure 30 times
and report the average RMSE. We plot the RMSE versus the sparsity level in Figure 2. hierScale
considers λ2 ∈ {λ1, 10λ1, 100λ1} and for XGBoost, we vary learning rate ∈ {0.01, 0.1, 1}. Figure 2
reports results with the best MSE. We see that the SH methods (hierScale and glinternet) can be more
effective than boosting at low/moderate sparsity levels (note n = 71 is small), which is desirable for
interpretable learning. On this dataset, hierScale shows marginal improvement over glinternet.
1 3 5 7 9 11 13 15 17 19
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
1 3 5 7 9 11 13 15 17 19 1 3 5 7 9 11 13 15 17 19
hierScale-1
hierScale-2
glinternet
hierNet
0.0 0.2 0.4 0.6 0.8 1.0
Number of non-zero coefficients
0.0
0.2
0.4
0.6
0.8
1.0
Fa
lse
 D
isc
ov
er
y 
Ra
te
Figure 1: False Discovery Rate (FDR) for different methods, under 3 settings (I) Hierarchical Truth, (II)
Anti-Hierarchical Truth and (III) Main Only Truth (left to right). hierScale-1 and hierScale-2 refer to our method
with λ2 = λ1 and λ2 = 2λ1, respectively. The shaded regions correspond to the standard error.
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Figure 2: Left: MSE on the test data for synthetic data (Main only truth). Right: RMSE on the
Riboflavin dataset with n = 50 and p = 4088 gene expressions. XGBoost is limited to depth 2 trees.
5 Conclusion
We studied the problem of learning sparse interactions under the strong hierarchy constraint. We
introduced a transparent convex relaxation for the problem and developed a scalable algorithm based
on proximal gradient descent. Our algorithm employs new screening rules for decomposing the
proximal problem along with a specialized active-set method and gradient screening for mitigating
costly gradient computations. Experiments on real and synthetic data show that our method enjoys
significant speed-ups over the state of the art and more robust variable selection.
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A Appendix
A.1 Does the MIP enforce Strong Hierarchy?
We note that there can be a pathological case where the MIP does not satisfy SH. We will briefly
discuss why this case corresponds to a zero probability event when y is drawn from a continuous
distribution (this happens for example, if  ∼ N(0, σ2) with σ > 0). First, we assume that α1 and α2
are chosen large enough so that the number of selected variables (as counted by
∑
zi +
∑
i<j zij) is
less than or equal to the number of samples n. We will also assume that Xis and X˜ijs corresponding
to the nonzero zis and zijs have full rank.
A pathological case can happen when the optimal solution of the MIP satisfies: z∗ij = 1, z
∗
i = 1,
β∗i = 0, and θ
∗
ij 6= 0 for some i and j (for example). However, in the latter case, βi is a free variable,
i.e., |βi| ≤M (since z∗i = 1 and we assume M to be sufficiently large). Thus, β∗i = 0 is equivalent
to saying that a least squares solution on the support defined by the nonzero z∗i s and z
∗
ijs, leads to a
coordinate β∗i which is exactly zero. We know that this is a zero probability event when y is drawn
from a continuous distribution (and assuming the number of variables is ≤ number of samples and
the corresponding columns have full rank).
A.2 Proof of Lemma 1
Suppose the zis and zijs are relaxed to to [0, 1] and fix some feasible solution β, θ. Let us (partially)
minimize the objective function with respect to z, while keeping β, θ fixed, to obtain a solution z∗.
Then, z∗ must satisfy z∗i = max{ |βi|M ,maxk,j∈Gi zkj} for every i (since this choice is the smallest
feasible zi). Moreover, z∗ij =
|θij |
M for every i < j (by the same reasoning). Substituting the optimal
values z∗i and z
∗
ij leads to
min
β,θ
f(β, θ) + Ω(β, θ) s.t. ‖β, θ‖∞ ≤M (13)
where Ω(β, θ) def= λ1
∑p
i=1 max{|βi|, ‖θGi‖∞} + λ2‖θ‖1 and λ1 = α1/M, λ2 = α2/M . Finally,
we note that the box constraint in the above formulation can be removed, and the resulting formulation
is still a valid relaxation.
A.3 Dual Reformulation of the Proximal Problem
In this section, we present a dual reformulation of the proximal problem, which will facilitate solving
the problem. We note that Jenatton et al. [20] and Mairal et al. [24] dualize a proximal problem which
involves sum of `∞ norms (their proximal problem thus includes ours as a special case). However,
the dual we will present here uses Θ(p2) less variables as it exploits the presence of the `1 norm in
the objective. First, we introduce some necessary notation. We define the boxed soft-thresholding
operator as follows:
Sγ(v˜) =
{
0 if |v˜| ≤ γ
(|v˜| − γ) sign(v˜) o.w.
We associate every βi with a dual variable ui ∈ R, and every θij with two dual variables: wij ∈ R
and wji ∈ R. Moreover, we use the notation wi ∈ Rp−1 to refer to the vector composed of wij for all
j such that j 6= i.
Theorem 3. (Dual formulation) A dual of the proximal problem is:
max
u,w
q(u,w) s.t. ‖(ui, wi)‖1 ≤ 1 ∀ i (14)
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where q(u,w) is a continuously differentiable function with a Lipschitz continuous gradient, where:
∇uiq(u,w) = λ1
(
β˜i − λ1
L
ui
)
∇wijq(u,w) = ∇wji q(u,w) = λ1Sλ2L
(
θ˜ij − λ1
L
(wij + w
j
i )
)
.
If u∗, w∗ is a solution to (14), then the solution to the proximal problem is:
β∗i =
∇uiq(u∗, w∗)
λ1
and θ∗ij =
∇wijq(u∗, w∗)
λ1
. (15)
Proof. Since the `1 norm is the dual of the l∞ norm, we have:
max{|βi|, ‖θGi‖∞} = max
ui∈R, wi∈Rp−1
uiβi + 〈wi, θGi〉 s.t.‖(ui, wi)‖1 ≤ 1 (16)
Plugging the above into the proximal problem and switching the order of the min and max (which is
justified by strong duality), we arrive to the dual of the proximal problem:
max
u,w
min
β,θ
L
2
∥∥∥∥∥
[
β − β˜
θ − θ˜
] ∥∥∥∥∥
2
2
+ λ1
∑
i
(uiβi + 〈wi, θGi〉) + λ2‖θ‖1
s.t. ‖(ui, wi)‖1 ≤ 1,∀i ∈ [p]
(17)
Note that each dual variable ui is a scalar which corresponds to the primal variable βi. Similarly, the
dual vector wi ∈ Rp−1 corresponds to θGi . The term
∑
i(u
iβi + 〈wi, θGi〉) in (17) can be written
as
∑
i u
iβi +
∑
i<j θij(w
i
j + w
j
i ), where w
i
j and w
j
i are the components of the vectors w
i and wj ,
respectively, corresponding to θij . Using this notation, we can rewrite Problem (17) as follows:
max
u,w
min
β,θ
∑
i
h(βi, u
i; β˜i) +
∑
i<j
g(θij , w
i
j , w
j
i ; θ˜ij)
s.t. ‖(ui, wi)‖1 ≤ 1,∀i ∈ [p]
(18)
where
h(a, b; a˜)
def
=
L
2
(a− a˜)2 + λ1ab and g(a, b, c; a˜) def= L
2
(a− a˜)2 + λ1a(b+ c) + λ2|a|
The optimal solution of the inner minimization in (18) is (uniquely) given by:
β∗i
def
= arg min
βi
h(βi, u
i; β˜i) = β˜i − λ1
L
ui
θ∗ij
def
= arg min
θij
g(θij , w
i
j , w
j
i ; θ˜ij) = Sλ2
L
(
θ˜ij − λ1
L
(wij + w
j
i )
) (19)
Therefore, the dual problem can equivalently written as:
max
u,w
∑
i
h(β∗i , u
i; β˜i) +
∑
i<j
g(θ∗ij , w
i
j , w
j
i ; θ˜ij)︸ ︷︷ ︸
q(u,w)
s.t. ‖(ui, wi)‖1 ≤ 1 ∀ i
(20)
Finally, since the solution β∗, θ∗ is defined in (19) is unique, Danskin’s theorem implies that the dual
objective function q(u,w) is continuously differentiable and that
∇uiq(u,w) = λ1β∗i and ∇wijq(u,w) = ∇wji q(u,w) = λ1θ
∗
ij . (21)
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In problem (14), the separability of the feasible set across the (ui, wi)’s and the smoothness of
q(u,w) make the problem well-suited for the application of block coordinate ascent (BCA) [7, 36],
which optimizes with respect to a single block at a time. When updating a particular block in BCA,
we perform inexact maximization by taking a step in the direction of the gradient of the block and
projecting the resultant vector onto the feasible set, i.e., the `1 ball. We present the algorithm more
formally below.
Algorithm 3: BCA for Solving (14)
• Initialize with u,w and take step size αi, i ∈ [p].
• For i ∈ [p] perform updates (till convergence):[
ui
wi
]
← P‖.‖1≤1
([
ui
wi
]
+ αi∇ui,wiq(u,w)
)
where, for a vector a, P‖.‖1≤1(a) denotes projection of a onto the unit `1-ball.
The Lipschitz parameter of ∇ui,wiq(u,w) is given by Li = pλ
2
1
L (this follows by observing that each
component of ∇ui,wiq(u,w) is a piece-wise linear function with a maximal slope of λ
2
1
L ). Thus,
by standard results on block coordinate descent (e.g., Beck and Tetruashvili [6], Bertsekas [7]),
Algorithm 3 with step size αi = 1Li converges at a rate of O( 1t ) (where t is the iteration counter). We
note that BCA has been applied to the dual of structured sparsity problems (e.g., [20, 39])—however,
the duals considered in the latter works are different.
A.4 Proof of Theorem 1
We prove the theorem using the dual reformulation presented in Theorem (3) and the block coordinate
ascent (BCA) algorithm presented in Section A.3. Suppose
∑
j max{|θ˜ij | − λ2L , 0} ≤ λ1L − |β˜i| is
satisfied for some i. Let u,w be some feasible solution to the dual (e.g., solution of all zeros). Now
update u,w so that the following is satisfied
ui =
L
λ1
β˜i (22)
and for every j such that j 6= i:
wij = max
{ L
λ1
|θ˜ij | − λ2
λ1
, 0
}
sign(θ˜ij) and w
j
i = 0 (23)
It is easy to check that u,w is still feasible after this update and that ∇ui,wiq(u,w) = 0 and
∇wji q(u,w) = 0 for every j. Thus, BCA will never change u
i, wi, or wji (for any j) in subsequent
iterations. Since BCA is guaranteed to converge to an optimal solution, we conclude that the values
in (22) and (23) (which correspond to β∗i , θ
∗
Gi
= 0) are optimal.
For the case when |θ˜ij | ≤ λ2L , if we set wij = wij = 0, then∇wijq(u,w) = ∇wji q(u,w) = 0, so BCA
will never change wij or w
i
j , which leads to θ
∗
ij = 0.
A.5 Proof of Theorem 2
By Theorem 1, we have β∗Vc = 0, θ
∗
Ec = 0. Plugging the latter into the proximal problem leads to:[
β∗V
θ∗E
]
= arg min
βV ,θE
L
2
∥∥∥∥∥
[
βV − β˜V
θE − θ˜E
] ∥∥∥∥∥
2
2
+ Ω(βV , θE) (24)
where Ω(βV , θE) = λ1
∑
i∈V max{|βi|, ‖θG˜i‖∞}+λ2‖θE‖1 and G˜i = Gi\Ec. But by the definition
of the connected components, the following holds:
Ω(βV , θE) =
∑
l∈[k]
[
λ1
∑
i∈Vl
max{|βi|, ‖θG˜i‖∞}+ λ2‖θEl‖1
]
=
∑
l∈[k]
Ω(βVl , θEl).
The above implies that the proximal problem is separable across the blocks βVl , θEl , which leads to
the result of the theorem.
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A.6 Proof of Lemma 2
First, note that the full gradient ∇β,θf(βˆ, θˆ) is sufficient for constructing G (see steps 2 and 3 of
Algorithm 2). The (i, j)’s in T c whose |θ˜ij | ≤ λ2/L are not needed to construct G (this follows from
the definitions of V and E). For every (i, j) ∈ T c, we have θˆij = 0, so the condition |θ˜ij | ≤ λ2/L
is equivalent to |∇θijf(βˆ, θˆ)| ≤ λ2 (see the definition of θ˜ij in step 2 of Algorithm 2). Thus, the
(i, j)’s in T c with |∇θijf(βˆ, θˆ)| ≤ λ2 are not needed to construct G. The latter indices are exactly
those in Sc. Thus, the remaining parts of the gradient are: ∇βf(βˆ, θˆ),∇θT f(βˆ, θˆ), and∇θSf(βˆ, θˆ)
— these are sufficient to construct G.
A.7 Proof of Lemma 3
Let (i, j) ∈ S. By the triangle inequality:
|∇θijf(βˆ, θˆ)| ≤ |∇θijf(βw, θw)|+ |∇θijf(βˆ, θˆ)−∇θijf(βw, θw)| (25)
Writing down the gradients explicitly and using Cauchy–Schwarz, we get:
|∇θijf(βˆ, θˆ)−∇θijf(βw, θw)| = |X˜Tij(y −Xβˆ − X˜θˆ)− X˜Tij(y −Xβw − X˜θw)|
≤ ‖X˜ij‖2‖(Xβˆ + X˜θˆ)− (Xβw + X˜θw)‖2
≤ C‖γ‖2
Plugging the upper bound above into (25), we get |∇θijf(βˆ, θˆ)| ≤ |∇θijf(βw, θw)| + C‖γ‖2.
Therefore, if (i, j) ∈ S, i.e., |∇θijf(βˆ, θˆ)| > λ2 then |∇θijf(βw, θw)| + C‖γ‖2 > λ2, implying
that (i, j) ∈ Sˆ.
A.8 Results of Additional Experiments
A.8.1 Sizes of Connected Components
For the Riboflavin (p = 4088, n = 71) and Coepra (p = 5786, n = 89) datasets (discussed in the
paper), we fit a regularization path with 100 solutions using Algorithm 2. In Table 2, we report the
maximum number of edges and vertices encountered across all the connected components and for all
the 100 solutions in the path.
Table 2: Maximum size of the connected components across a regularization path of 100 solutions.
Dataset λ2 = 2λ1 λ2 = λ1# Edges # Vertices # Edges # Vertices
Ribo 350 149 1855 693
Coepra 227 86 400 103
A.8.2 Prediction Error
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Figure 3: Mean-squared Error (MSE) on the test data for synthetic data (Anti-hierarchical truth)
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Figure 4: Mean-squared Error (MSE) on the test data for synthetic data (Hierarchical truth)
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