Abstract-We show how low-level formal features, such as shot duration, meant as length of camera takes, and shot scale, i.e. the distance between the camera and the subject, are distinctive of a director's style in art movies. So far such features were thought of not having enough varieties to become distinctive of an author. However our investigation on the full filmographies of six different authors (Scorsese, Godard, Tarr, Fellini, Antonioni, and Bergman) for a total number of 120 movies analysed second by second, confirms that these shot-related features do not appear as random patterns in movies from the same director. For feature extraction we adopt methods based on both conventional and deep learning techniques. Our findings suggest that feature sequential patterns, i.e. how features evolve in time, are at least as important as the related feature distributions. To the best of our knowledge this is the first study dealing with automatic attribution of movie authorship, which opens up interesting lines of cross-disciplinary research on the impact of style on the aesthetic and emotional effects on the viewers.
I. INTRODUCTION
T HE impression that film authors have very different and recognizable styles is very common. Some highlevel stylistic features are capable of characterizing individual authors even when they appear only once in a film: if there is a shot taken from inside a car trunk, you are probably watching a Tarantino's movie (Figure 1 However, as suggested by Salt [1] , the obvious approach in searching for individual characteristics in the formal side of a director should consider those features that are most directly under his control 1 : shot duration; shot scale, i.e. the distance from the camera to the subject; shot transitions such as cut, fades, wipes; camera movement such as pan, tilt, zooms; camera angle such as high-angle, low-angle, bird's eye, etc.
These low-level features represent the fundamental options of film technique. They were thought in the past of not having enough varieties to become distinctive features of an author's style: a "wipe effect" by Kurosawa (Figure 1(d) ), or an "extreme close-up" by Spielberg (Figure 1(e) ), or a "one-point perspective" by Kubrick (Figure 1(f) ) cannot be distinctive features of a style, if taken alone. But if a filmmaker adopts one feature conspicuously frequently when most of his colleagues act differently, this feature becomes distinctive not by its presence, but by the frequency of its occurrence. [2] : (a) the trunk shots (Tarantino), (b) the bathroom scenes (Kubrick), (c) the mirror shots (Scorsese). Other low-level features are indicative of the style when they are frequently used: (d) wipe effects (Kurosawa), (e) extreme close-ups (Spielberg), (f) symmetric shots (Kubrick).
As a confirmation, recent cinema studies show that statistical analysis of shot features may reveal recurrent patterns in an author's work. For example, in [3] Kovács disclosed systematic patterns of shot scale distributions in films by Antonioni.
Our hypothesis is that the statistical distribution and temporal pattern of a basic set of formal characteristics, such as shot duration and scale, act as a fingerprint of a specific director. The research questions we challenge in this work are therefore:
• Q1: Are shot duration and shot scale a sufficient feature set to recognise a director? • Q2: Which is the most distinctive feature for a director? • Q3: Is it possible to robustly determine the author of a movie using automatically computed shot features?
A. Related work
Statistical analysis of aesthetic forms goes back to the 1930s [4] . Characterizing individual, group or period styles arXiv:1807.09560v1 [ 
cs.MM] 25 Jul 2018
by quantitative analysis of recurrent formal elements has been a currency especially in literature and music over the past decades. Conversely research of quantitative analysis of film style or automatic recognition of moving pictures' stylistic features has not developed in a similar pace due to the medium's increased sensory complexity as compared to other forms of art. In film studies this method was introduced by Salt in the 1970s [1] , who started to annotate the presence of formal features, but this procedure has not become mainstream.
Considering low-level features, the visual dimension is probably the most regarded by authors while planning the emotional impact of a film. Automatic analysis often employs conventional MPEG7 color features which include color structure, layout, dominant color and scalable one [5] . Since previous work proved that saturation and color difference are crucial for mood elicitation in subjects [6] also average saturation as well as variance play an important part. Other visual features with a conspicuous role in media are color energy and lighting key [7] . Color energy depends on saturation, brightness and the occupied area, and it measures the perceptual strength of color. Lighting keys, originally proposed in [7] , describe two aesthetic techniques which are often employed: chiaroscuro (i.e. high contrast between light and dark areas), and flat lighting (i.e. low contrast). Last, the light spectral composition used during shooting, called illuminant (e.g. computed as in [8] and [9] ), is important for assigning connotation to a scene.
Also motion dynamics are carefully planned by directors who rely on camera and object motion to transmit sensations of dynamism or quiet. Several algorithms solve the problem of extracting camera motion parameters from image sequences to assess pan, tilt, zoom, roll, and horizontal/vertical tracking. Since the early 2000s many studies demonstrate that camera motion can be reliably estimated by processing data from the compressed stream [10] , [11] . A camera motion classification is for example used in [12] for distinguishing cinematographic shots into these classes: Aerial, Bird-eye, Crane, Dolly, Establishing, Pan, Tilt, and Zoom. Motion activity maps (MAM) as in [13] keep into account both global motion and its spatial distribution in the scene. Similarly to other motion features (e.g. MPEG-7 motion activity [14] ) MAMs consider the overall intensity of motion activity, without distinguishing between camera and object motion. In [15] motion content, computed in terms of structural tensor, is used to evaluate the visual disturbance of scenes, with higher values for action films and less expected for dramatic or romantic ones.
Other variables under the director's control are depth of field, shot length, and scale. Depth of field is the range of acceptable sharpness when a lens focuses on a subject at a distance. Recovering it from single images is a challenging problem, addressed for example in [16] by estimating the amount of spatially varying defocus blur at edge locations.
Shot duration and scale are also important formal aspects. Shot boundary detection, with the purpose of temporal segmentation of videos into basic temporal units, has been a fundamental step of content analysis since early years [17] to more recent days [18] . It is well known how shot duration influences audience perception: longer durations relax connotation, whereas shorter shots contribute to a faster pace [19] .
Regarding shot scale, varying camera distance is a common directing rule used to adjust the relative emphasis between the filmed subject and the surrounding scene [20] . This affects the emotional involvement of the audience [21] and the identification process of viewers with the movie characters. In [22] we propose an automatic recognition method for shot scale by using intrinsic characteristics of shots, while in [23] we show how patterns of shot scale induce affective reactions in the audience, especially on the arousal dimension.
Previously mentioned features prove to be effective in a number of applications, ranging from video indexing [24] to retrieval [25] , affective analysis [26] for video recommendation [27] , [28] , video abstraction and summarization [29] , [30] , just to name a few. Restricting the analysis to movies, computable features inspired by cinematic principles are good indicators of different corpora of films based on periods, genres (such as drama, comedy, noir, etc. [15] , [31] ), authors, or narratives. In general detecting single films as belonging to these groups is important for various aims, such as movie recommendation [32] , film-therapy [33] , or promotion [34] .
When dealing with the problem of author attribution, one attempt to recognize authorship through the use of visual characteristics is described in [35] , where authors train a neural network for attributing previously unseen painting to the correct author with a fair accuracy. Automatic recognition of visual features in fine arts appears also with some convincing results in [36] which proposes a method to separate (and recombine) content and style present in arbitrary art images.
To the best of our knowledge, no previous research tackled the problem of automatic attribution of movie authorship.
B. Paper contributions
This work is the first attempt to employ low-level formal features from movies as indicators of the idiosyncratic style of a director. Following the intuition by Kovács, who found in [3] systematic patterns of shot-based features in films by Antonioni, we prove the feasibility of author style recognition on a large, and probably unique, database of art movies.
The dataset includes the almost complete filmography by six different directors whose styles are consensually considered highly unique and distinguishable in film historiography of author cinema: Michelangelo Antonioni, Ingmar Bergman, Federico Fellini, Jean-Luc Godard, Martin Scorsese, and Béla Tarr, for a total number of 120 movies. The challenges posed by such artistic video content lie in the variety of experimental aesthetic situations, the richness of the scene composition, and the presence of unconventional or highly symbolic content [37] (see examples in Figure 2) .
To answer the research questions we pose, we first perform a statistical analysis on manually annotated shot durations and scales. These features are investigated not only in terms of their relative quantities, but also considering their sequential patterns. Being able to accurately model these temporal dependencies will be crucial for capturing the distinctive elements which are direct expressions of the directors' creativity.
Verified the possibility to recognize the director by relying on manually annotated features, we then repeat the classification by fully automatic means, with no drop in performance. Since different studies [38] , [39] suggest a severe correlation between features and the movie period, we highlight how for the considered movies the feature set is director specific and not dependent from the stylistic period. As a last contribution, we propose a method for shot scale recognition based on deep neural networks which outperforms existing state-of-the-art. This document is organised as follows. After illustrating the feature set in Section II and the movie database in Section III, we perform author recognition based on manual annotations in Section IV. This analysis, which answers Q1, is carried out by using a subset of 77 movies for which we have the ground-truth (GT) of both shot duration and shot scale. On the same film subset we carry out the analysis in Section V to understand the relevance of each feature in the classification, the inter-feature correlation, their dependency with respect to the year of movie production, and the most distinctive feature for each director (Q2). Finally, to tackle Q3, we propose an automatic framework based on both conventional computer vision and deep learning techniques to compute shot features (in Section VI) by which performing automatic authorship (in Section VII). After discussing obtained results in Section VIII, conclusions are finally drawn in Section IX.
II. FEATURE SETS

A. Shot duration features
A shot is a series of consecutive frames from a single camera take showing a continuous action in time and space. As detailed in [38] and [40] an accurate use of shot duration, and its coupling with motion, allow the filmmaker to control the viewers' eye movements and modulate their attention.
Shots are here categorised into seven classes according to their duration t d (in seconds), as in Table I .
This subdivision is obtained by fitting a log-normal probability density function on GT shot duration data, thus achieving a finer granularity in proximity of the mode. To account for the evolution of pace along years, we consider studies in [39] , [41] , which report that the average shot duration for a sample of movies from 1960 to 1985 is 7.0 s, while in contemporary movies decreases to 4.3. As an example of the ability of Very Short (VS)
Very Long (VL)
the proposed subdivision to describe shot durations in movies from differentépoques and pace, inspect Figure 12 for shot durations from Le notti di Cabiria (Fellini, 1957) and the more recent Gangs of New York (Scorsese, 2002). Shot duration is here described by a 56-dimensional feature vector obtained by concatenating:
• the shot Duration Distribution (DDistr) over the seven classes (7-dimensions); • the shot Duration Transition matrix (DTrans), which describes the probability transition in time of going from any class to any other class (49-dimensions).
B. Shot scale features
Shot scale, i.e. the relative distance of the camera from the main object of the film image, is one of the main ingredients of a film, with both stylistics [3] and narrative functions [42] . In particular the usage of the shot scale impacts on the narrative engagement of the viewer by empowering empathic emotions, and on the viewer's ability of attributing mental states to movie characters (the so called "theory of mind") [42] .
Although possible distances between camera and the filmed subject are infinite, in cinema studies the shot scale is usually mapped into seven categories: Extreme Close-up (ECU), Close-up (CU), Medium Close-up (MCU), Medium shot (MS), Medium Long shot (MLS), Long shot (LS), Extreme Long shot (ELS). In practical cases, especially when an automatic computation is required, these categories are further reduced to three fundamental families [22] : Close shots (CS), Medium shots (MS), and Long shots (LS), as shown in Figure 3 . Close shots focus on a small area of the scene, such as a face, in such a detail that it almost fills the screen. Used to abstract the subject from a context, CS reveal important details of the plot or character's feelings. In Medium shots actors and the setting share roughly equal space. Eventually, Long shots show a broad view of the surroundings around the subject. Shot scale is then described by a 12-dimensional feature vector obtained by concatenating:
• the shot Scale Distribution (SDistr) over the three classes CS, MS, and LS (3-dimensions); • the shot Scale Transition matrix (STrans), which describes the probability transition in time of going from any class to another class (9-dimensions). Shot scale feature vectors are built on a second-by-second base since an individual camera take may contain several scales whenever the camera or the objects in the image are moving. Special cases when two different shot scales are found in the same image such as Foreground shots (FS) and Over-theshoulder shots (OS) [43] are not considered in this analysis.
III. MOVIE AND GROUND-TRUTH DATA To understand at which level shot scale and duration are identifiers of a director's style, we analyse 120 movies directed from 1950 to 2013 by six authoritative directors: Michelangelo Antonioni, Ingmar Bergman, Federico Fellini, Jean-Luc Godard, Martin Scorsese, and Béla Tarr. For all authors the almost complete filmography is considered, excluding only movies at low video quality. To the best of our knowledge this is the largest, and probably unique, database for automatic analysis of art movies. The number of representative authors is limited, but well enough to demonstrate the feasibility of authorship recognition. The full list of movies (approximately half blackand-white (b&w), half colors) is given in Appendix A.
For all 120 movies, ground truth (GT) values for shot scale are manually annotated, second-by-second. The annotation procedure took months to be completed, and involved many scholars. At the end, multiple checks have been performed by a team made up of a cinema expert and a data scientist, in order to ensure annotation consistency across different annotators.
To account for the GT on shot duration we retrieve data from Cinemetrics [44] , an online application populated by the film scholar community collecting data about films [45] . Shot boundary data are available only for 77 movies only (those indicated in the last column of Appendix A with their Cinemetrics ID) even if there is not always a perfect temporal alignment between video files and the GT annotations.
IV. AUTHOR RECOGNITION BASED ON GT FEATURES A. Visualization of authorship data
To preliminary assess the feasibility of an automatic procedure for authorship recognition, we visualize feature data for each author on the subset of 77 movies with complete GT. By means of t-Distributed Stochastic Neighbor Embedding (t-SNE) [46] , a dimensionality reduction technique suited for visualisation of large datasets, we build two and threedimensional maps in which distances between graphical points reflect data similarities. In a feature space reduced from 68 to 2 dimensions (Figure 4(a) ) we observe that movies from different authors cluster together quite well. The ability of proposed features in separating different authors is better appreciated in the 3-dimensional t-SNE maps (Figure 4 (a) and (b)) where each one represents movies of three directors from convenient view angles. All 3D interactive graphs are available on the project website [47] for further inspection.
B. Author recognition
To aswer Q1 (are shot duration and shot scale a sufficient feature set for recognizing a director?) we evaluate the performance of different classifiers in attributing movies to authors. For the 77 movies with GT, we consider the shot duration features DDistr, DTrans and scale ones SDistr, STrans.
Employing a classical leave-one-out cross-validation, i.e. for every author all movies minus one are used for training and the leftovers for testing, we extensively test these classifiers (from [48] ): Nearest Neighbors (KNN), Linear SVM, RBF-kernel SVM, Random Forest, Multi-layer Perceptron (100 hidden nodes and 3 layers), AdaBoost, and Näive Bayes (NB), under several coarse parameterizations. Best three, which are linear SVM, KNN, and NB, are then accurately tuned by means of a grid search procedure with cross-validation. The fact that SVM, and even more KNN and NB, perform better than other classifiers, is probably due to the relative scarcity of training data. Overall best results are obtained with the Gaussian Näive Bayes algorithm [49] and are presented for every author in Table II and by the confusion matrix in Figure 5 . Apart from Fellini and Antonioni which show slightly lower recall, all authors are recognized with high accuracy and good balance between recall and precision. Obtained results, proving the separability properties of the proposed shot feature set, are a strong indicator of the feasibility of automatic recognition of movie authorship by means of automatically computed shot features. Interestingly, by using shot scale features annotated on seven classes as in [3] (i.e. ECU, CU, MCU, MS, MLS, LS, ELS) all scores increase by approximately 5%: precision=0.79, recall=0.77 and f1=0.76.
V. INSIGHTS ON SHOT FEATURES
We carry out further analysis on single features to better understand their relevance in classification, feature correlation, dependency with respect to the year of production, and the most distinctive feature for each director (Q2).
A. Single feature analysis a) Shot Duration Distribution (DDistr): the distributions of shot duration are shown in Figure 6 (a) for each director. Béla Tarr's preference for VL shots is evident, as expected from cinema literature [50] . Antonioni and Godard share a tendency to use more ML, L, and VL with respect to Fellini and Bergman, who also present similar distributions. Conversely, Scorsese reveals little use of long shots, especially in his more recent production, when movies have become on average "quicker, faster, and darker" [38] . To measure its supposed discrimination capability, by using DDistr alone, classification accuracy (with Naïve Bayes classifier and leave-one-out crossvalidation on the 77 movie set) scores a significant ∼ 70%. b) Shot Duration Transition (DTrans): Figure 7 represents the information related to transitions between shot durations for each director on 77 movies by means of chord diagrams. From an observation it is evident that the probability to move to a shot with different duration is quite high, but often on contiguous classes, meaning that the scene slightly speed ups or decelerates. As a consequence, connecting arcs from long to short duration shots (and viceversa) are seldom registered. Since diagrams look very different from author to author, we suppose that this is a highly distinctive author feature. In fact by using DTrans as a solo feature, classification (NB classifier on 77 movies) reaches ∼ 63% in accuracy.
c) Shot Scale Distribution (SDistr): the distributions of shot scale for each director on all 120 movies are shown in Figure 6 (b), where it is evident the dominance of Close shots on other scales. Despite small individual differences, such as Antonioni's preference for MS or Scorsese's low standard deviation on scale usage, no director's specific patterns are clearly visible. Confirming this impression, by using only the SDistr feature, and adopting the procedure of the previous experiments, classification accuracy drops to ∼ 27%. However, by using the more refined shot scale categorization on seven scales as in [3] performance increases up to ∼ 48%.
d) Shot Scale Transition (STrans): Figure 8 represents the information related to transitions between shot scales for each director by means of chord diagrams. Scale data are arranged radially around a circle (CS in red, MS in green, LS in blue) and the transition probabilities between scales are represented as connecting arcs. Since scale is annotated each second, transition probabilities to different scales are pretty small. However STrans feature is quite informative, so that using it as a solo feature, the accuracy jumps to ∼ 60%, doubling the performance obtained using SDistr.
To wrap up the analysis on single features and their classification abilities when taken alone, we report in Table III the accuracy scores obtained by using them as a solo features, where it is evident the superior ability in classification by duration features with respect to scale related ones. Figure 9 depicts the correlation matrix between all feature components (arranged in blocks). To investigate other possible relations between features and authors, correlations have been computed also for other accessory features we could easily obtain, such as the year of production, and other easily derived features such as the total number of movie shots (#Shots), the movie total duration (#Frames), and the number of scale changes in the movie (#SChanges), which we investigated in [23] as a responsible for triggering audience's emotional involvement. From the inspections of Figure 9 no other conspicuous correlations between feature blocks emerge. We have also tried to exploit these accessory features in classification, obtaining no significant difference with respect to results in Table II , that is a +1% in accuracy on 3 scales, and no increase at all on 7 scales. By adding the year of production to our feature set, we obtain a slight increase in accuracy of about 2%. Other relations between the feature set and the year of production are investigated further on.
B. Feature temporal analysis
Movies have changed dramatically over the last century, with several reflections on film style, especially on the increased shot pace, on motion, and luminance [39] . However, if we restrict the analysis to the shot duration of our GT data, there is no much evidence of such trend (see Figure 10 ).
Antonioni
Bergman Fellini Scorsese Godard Tarr Scorsese is the only one who significantly decreases his mean shot duration in years. It is also true that he is the only one (with Tarr, who is obviously an outlier with respect to duration) who lately directed a consistent number of movies (production years are in Appendix A). Even if a thorough temporal analysis of all features transcends the objectives of this work, since there is a natural high correlation between the year of production and the author, it is important to exclude that the proposed feature set is related to the production period instead of being specific of the director. In order to analyse this aspect, we automatically infer the historical period of movie production. By adopting the same procedure with Näive Bayes classifier and leave-one-out cross-validation on the 77 GT movies, we obtain results presented in Table IV . These exclude that the proposed features are related to the period (we have considered decades of production), meaning that the classifier does not learn the author from the year. [51] and Theil-Sen [52] for their resilience to outliers).
C. Relevance of features in different authors
To verify if some features are more relevant than others for recognizing an author, we train a classifier for each director with the one-against-all approach (i.e. putting movies from one director in the positive class and those from other authors in the negative one). For assessing how much a certain feature is specific of an author, we exploit the feature importance measure returned by the Random Forest implementation in [48] , which evaluates how much each feature decreases the weighted impurity in a tree. The importance of SDistr, STrans, DDistr, DTrans, and accesory #Frames, #Shots, and #SChanges are given in Figure 11 (a) in absolute values, and in Figure 11 (b) normalized to their mean value across directors. Accessory features (#Frames, #Shots, and #SChanges) are, in absolute terms, of lower importance.
In Figure 11 (b) feature importance measures are normalized to the mean across authors, thus highlighting individual differences. Scorsese differs from others for the total number of movie shots. Scale distribution (SDistr) is the most specific feature for Antonioni instead, as expected from the study in [3] , while Fellini most distinguishing feature is the transition pattern between shot scales (STrans). Bergman and Godard do not present any peculiar feature, and this is probably why their authorships are sometimes confused in classification, as shown in Figure 5 . As expected, Tarr is characterised by his unique use of Long shots, which affects his DDistr.
VI. AUTOMATIC SHOT FEATURE ANALYSIS
We now perform the task of author recognition by means of automatic procedures. Shot transitions are detected by existing methods, while we propose a novel deep learning approach to derive shot scale. Eventually we compare performance on author recognition with results obtained using GT features.
A. Shot duration features
For temporal segmentation of videos into shots we compare the algorithm in [53] and a recent implementation of the one in [54] extended to identify cuts. The first method detects abrupt and gradual transitions based on frame similarity computed by means of both local (SURF) and global (HSV histograms) descriptors, while the second one exploits histogram information and decision criteria derived from statistical properties of cuts, dissolves, and wipes. To select the algorithm, we test both methods on Red desert (Antonioni, 1964) , which counts more than 700 transitions, obtaining the performance in Table V . Scores are computed with respect to a manually annotated GT at frame level, confirming the efficiency of both methods. Since the method in [53] is pretty slow (code here [55] ), while the recent implementation of [54] , named scdetector, works in real-time, we use the latter for producing DDistr and DTrans features on the whole set of 120 movies. We show in Figure 12 the duration distributions obtained by [54] of Le notti di Cabiria (Fellini, 1957) and Gangs of New York (Scorsese, 2002) (in red), overlaid to GT ones (in blue). For most movies, automatically derived DDistr show little deviation from the corresponding GT distributions, with few problems only on Godard's production. We show these results aggregated for each author in Table VI , where we compare computed features with GT ones only in terms of correlation and histogram intersection on all 77 GT movies (both normalized in [0,1]). No accuracy based measures are possible in this case, since there is often a temporal misalignment between our video files (on which we run the shot boundary method) and the GT annotations from Cinemetrics. Once computed shot boundaries, DTrans are easily derived. Chord diagrams representing duration transitions are not shown here for the sake of brevity, but show no substantial difference with respect to those in Figure 7 .
B. Shot scale features
In [22] we first propose an automatic framework for estimating the scale by using inherent characteristics of shots such as colour intensity, motion, perspective, human presence and spectral representation. Experiments conducted on Antonioni's movies confirmed the validity of the framework.
In this work we propose a novel approach for shot scale estimation on the full filmographies of the six directors based on deep learning techniques. To this aim we select three well known networks with increasing capacity: AlexNet [56] , GoogleLeNet [57] , and VGG-16 [58] . We train the three DL architectures by using 55 movies of the dataset. Test movies are the other 65 (marked with * in Appendix A) chosen, whenever possible, by uniformly sampling director's productions, and trying to balance b&w and colour movies.
For each Convolutional Neural Network (CNN) we adopt four different configurations: train from scratch, load weights from ImageNet [59] and finetune the last layer only, finetune all fully-connected layers, and finetune the whole network. All CNNs perform better using precomputed weights from ImageNet, which is somehow expected since frame visual content is not much dissimilar from the one in ImageNet. The three architectures have almost same performance when only the last layer, or all the fully-connected ones are trained, while a gain of +1.5 point is obtained on average by finetuning the whole net. Two different networks (per each architecture) are trained to deal with color and b&w movies, respectively. The overall best model is VGG-16 trained with stochastic gradient descent with momentum 0.9 and weight decay 5e-7. Learning is carried on for 30 epochs with a base learning rate of 1e-5, divided by 10 in case of validation error plateaus. To exploit the temporal correlation of the shot scale, results obtained each second are averaged by a moving window of 3 s. Table VII and Figure 13 show the scale classification results and the related confusion matrices, highlighting the superiority of VGG-16.
For most movies, automatically derived scale distributions by VGG-16 show little deviation from the corresponding GT distributions. We show this result aggregated for each author in Table VIII, shown here for the sake of brevity, but show no substantial difference with respect to those in Figure 8 .
To assess the improvement with respect to state-of-theart, we compare the performance of the best DL architecture (VGG-16) with respect to [22] on the test movies in Antonioni's and Fellini's filmographies, for a total of 18 movies. Figure 14 show the compared performance, demonstrating the superiority of the deep network approach. The test is limited to few films (which account for 200,000 analysed frames) since performing one on the full database would be computationally unfeasible for the method in [22] , which requires a long computational time to extract the hand-crafted features.
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VII. AUTHOR RECOGNITION BY AUTOMATIC FEATURES
To answer Q3 (is it possible to robustly determine the authorship of a movie using automatically computed shot features?) we repeat the experiments of Section IV with automatically extracted features. Performance are evaluated on the 65 movies used for testing in Section II-B, thus excluding the 55 used for training the CNN. As done before we employ a leave-one-out of cross-validation, and compute precision, recall, and accuracy, exploiting the Gaussian Näive Bayes classifier, as in Section IV. Results are presented for every author in Table IX and by the confusion matrix in Figure 15 . Quite surprisingly there is no drop of performance in recognizing the author with respect to the classification based on GT shot features presented in Table II , even though tests are conducted on a different number of movies (65 instead of 77). This implies that automatically computed features are in general robustly extracted. Using distributions and transition matrices as features has the important advantage that false positive and false negative for each class tend to compensate, de-facto softening the impact of errors on overall classification accuracy. Therefore even in case of slight differences with respect to ground truth ones, still shot feature distributions and transition patterns change from author to author in a way that is strongly related to the individual style of the director.
VIII. DISCUSSION
We think about works of art as consciously designed and carefully executed to elicit meanings and emotions. Therefore features which characterize an artistic form should be meaningful both conceptually and emotionally. For example, it is true that shot scales are meticulously planned one by one in a film. But a scale distribution and sequential pattern in a whole film is something that would not occur to any filmmaker to even think about, let alone plan. Here what Antonioni says:
"When I am shooting a film I never think of how I want to shoot something; I simply shoot it. My technique [...] is wholly instinctive and never based on a priori considerations [60] ."
Yet, this study shows that statistical patterns of low-level features are systematically capable of distinguishing between individual authorial styles. Even though these patterns cannot be conceived as consciously designed, they underlie intentionally crafted features. Whether this relationship is correlational (e.g. narrative features involve specific visual techniques) or perceptual and aesthetic (e.g. a certain aesthetic effect is obtained at a certain frequency of a technical feature value, like eliciting empathy with characters is obtained by frequently shifting from any shot scale to close-up) needs further investigation, stylistic, psychological and statistical.
It is important to notice that sequence patterns are at least as characteristic of individual styles as their distributions. We think that the reason is that sequence patterns characterize the dynamics of film form, which has a closer relationship to narration than overall distributions. The sequences of shot duration and shot scale might be closely related with such fundamental aesthetic patterns as rhythm, regulation of arousal and of emotional involvement. Since the dynamics of these aesthetic effects are the key to regulate dramatic tension in films, which in turn is the key to keep the viewer's attention, it seems probable that sequence patterns are more under conscious authorial control than overall values of the same lowlevel features. However individual styles show a big variety in terms of which feature is the most characteristic of them as compared to the average values across all authors. And sometimes no single feature is characteristic for an author's work as with Bergman and Godard. However this does not affect the recall rate of their films, which suggests that taking these dimensions together is very robust in the attribution task.
Despite the large database of 120 movies and the consequent huge number of automatically analyzed frames (more than 772, 000) we are aware that a limitation is the small quantity of the considered directors. The reduced number of artists might have a strong influence on the performance, which suggests that a further improvement should be directed towards expanding the director set. Howerever this work has to be considered as a positive feasibility study on performing automatic attribution of the authorship by means of formal lowlevel features. The fact that by using only shot duration and scale it is possible to distinguish among six different authors, with good accuracy, suggests that such analysis can easily scale up to more directors and bigger movie databases. We are confident that adding other low-level formal features, both perceptual and technical (e.g. depth of field, camera motion, angle, etc.), would increase the accuracy of identification.
Feature learning is nowadays a valid alternative to the use of hand-crafted features. However learning features directly from data [61] is much more intensive because it needs an enormous number of examples to isolate the distinctive features. For example, to discover artists' characteristic visual features, the CNN in [35] works on the Rijksmuseum Challenge database [62] which consists of more than 110,000 digitalized artworks by more than 6,000 painters. Even if we do not exclude to adopt CNN for direct authorship attribution in the future, to operate on movie databases bigger than the current one will require important computational resources.
Conversely, working with formal features has the non trivial advantage of allowing direct testing of hypothesis coming from cinema studies and psychology, thus broadening the scope and the interest of this work to more disciplines beyond video analysis itself. This work itself is cross-disciplinarily inspired from studies in cinema about the peculiar use of formal features by different directors [3] , and it emotional effects on the viewers [42] . It is also worth to investigate the effect of such features on viewers from the neuroscience perspective, expanding the work on audio-visual features reconstruction done in [63] and linking it with empathy-related processes felt during the cinematic experience [64] .
Despite the months spent in performing second-by-second manual annotations, another limitation concerns the labelling of art movies. During the whole duration of the work, and also after having performed our experiments, we discovered that sometimes the second-based annotations regarding the shot scale were partially inconsistent with processed data. Although it is not proven that this influences the actual attribution of authorship, still this creates uncertainty about the shot scale recognition performance.
Last, our findings on classification suggest that, for shot scale, using a subdivision in three classes limits the ability of author attribution. Therefore a possible extension of this work should aim at obtaining a finer automatic classification, able to distinguish beyond CS, MS, and LS, also Extreme Close-up (ECU), Medium Close-up (MCU), Medium Long shot (MLS) and Extreme Long shot (ELS).
IX. CONCLUSION
In this work we first assess to what extent it is possible to identify the individual styles of movie directors by a statistical analysis of a restricted set of formal low-level features. We then propose an automatic system able to attribute unseen movies to the correct director by exploiting the information contained in the distribution and sequence patterns of shot duration and shot scale. Regarding shot scale, we here propose a method for its recognition based on deep neural networks which outperforms existing state-of-the-art. The experiments are carried out using 120 films of differentépoques coming from 6 different authors whose styles are consensually considered highly unique and distinguishable in film historiography of modern author cinema. Findings open up interesting lines of multi-disciplinary research across video analysis, cinema studies, psychology and neurosciences. 
