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Abstrakt: Cie©om diplomovej práce bolo preskúma´ moºnosti vyuºitia algo-
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lému jednoduchej zámeny a útoku na ²ifrový systém DES. Pre jednoduchú
zámenu sme pomocou modiﬁkácie diskrétnej verzie PSO dosiahli lep²ie alebo
porovnate©né výsledky neº pomocou iných biologicky motivovaných algorit-
mov. Navrhli sme spôsob ako vyuºi´ PSO na útok na DES a zlomili sme
2-kolový DES pri znalosti len 20 ©ubovo©ných otvorených a im prislúchajú-
cich ²ifrových textov. Analyzovali sme, pre£o táto metóda nevedie k úspechu
pre viac ako 4-kolový DES. V závere práce sme popísali základné princípy
diferen£nej kryptoanalýzy pre DES a navrhli sme ²peciﬁckú modiﬁkáciu al-
goritmu PSO na h©adanie optimálnej diferen£nej charakteristiky pre útok na
DES. Pre jednoduché problémy PSO algoritmus funguje ve©mi efektívne, pre
soﬁstikované systémy ako DES v²ak bez zabudovania hlbokých znalostí o sys-
téme do algoritmu nie je moºné dosiahnu´ výraznej²ie výsledky.
K©ú£ové slová: PSO, DES, jednoduchá zámena, diferen£ná charaketeristika
Title: PSO-algorithms and possibilities for their use in cryptanalysis.
Author: Lenka Mi²ániková
Department: Department of algebra
Supervisor: doc. RNDr. Ji°í T·ma, DrSc.
Supervisor's e-mail address: Jiri.Tuma@mﬀ.cuni.cz
Abstract: The aim of the thesis was to investigate the usage of PSO algorithm
in the area of cryptanalysis. We applied PSO to the problem of simple substi-
tution and to DES attack. By a modiﬁed version of PSO algorithm we achieved
better or comparable results as by the usage of other biologically motivated
algorithms. We suggested a method how to use PSO to attack DES and we
were able to break it with the knowledge of only 20 plain texts and corres-
ponding cipher texts. We have analyzed the reasons of failure to break more
than a 4 rounds of DES and provided explanation for it. At the end we descri-
bed the basic principles of diﬀerential cryptanalysis for DES and presented a
speciﬁc modiﬁcation of PSO for searching optimal diﬀerential characteristics
for DES. For simple ciphers, PSO is working eﬃciently but for sophisticated
ciphers like DES, without incorporating deep internal knowledge about the
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process into the algorithm, we could not expect signiﬁcant outcomes.
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Kapitola 1
Úvod
V druhej kapitole je stru£né zhrnutie známych poznatkov o algoritme PSO. Sú
uvedené motívy, ktoré viedli k jeho vzniku, a je popísaný základný - kanonický
algoritmus PSO. Pre jednotlivé aspekty algoritmu ako topológia £astíc, hod-
noty parametrov, ú£elová funkcia, sú uvedené niektoré výsledky a poznatky
dôleºité pre túto prácu. Na záver je uvedená modiﬁkácia pre prípad diskrét-
nej optimalizácie (priestor rie²ení je tvorený diskrétnymi bodmi), ktorá sa dá
vyuºi´ aj v prípade útokov na známe ²ifrovacie algoritmy, a ktorá je základom
¤al²ích £astí práce.
Tretia kapitola je venovaná problému jednoduchej zámeny so zrete©om na
vyuºitie PSO pri nájdení rie²enia pre problém jednoduchej zámeny. Navrhli
sme modiﬁkáciu PSO, ktorá bola motivovaná £lánkom [10], a ukáºeme, ºe vý-
sledky dosiahnuté modiﬁkovaným algoritmom PSO na rie²enie jednoduchej
zámeny sú porovnate©né alebe lep²ie ako výsledky dosiahnuté inými heuris-
tickými algoritmami. Navrhli a vyskú²ali sme 3 ¤alie modiﬁkácie, ktoré spo£í-
vali v rôznej interpretácii rozdielu pbki −xki . Výsledky dosiahnuté jednotlivými
modiﬁkáciami sú v podstate totoºné. Je to dané tým, ºe najdôleºitej²ím fak-
torom, ktorý ovplyv¬uje algoritmus v prípade jednoduchej zámeny je fakt, £i
medzi dvoma polohami existuje zmena alebo nie, pri£om ve©kos´ tejto zmeny
nie je podstatná. Druhým faktorom je trivialita problému jednoduchej zá-
meny, kde sa rozdiely v jednotlivých prístupoch neprejavia.
Vo ²tvrtej kapitole sa zaoberáme moºnos´ou pouºitia PSO na priamy útok
na ²ifrový systém DES. V prvej £asti kapitoly je popísaný algoritmus ²ifrovania
pomocou DES a uvedené niektoré známe útoky na DES. V druhej £asti ja
navrhnutý prístup, ako s pouºitím algoritmu PSO nájs´ k©ú£ pre DES. Za
týmto ú£elom sme testovali DES s rôznym po£tom kôl. V prípade jedno- a
dvojkolovej verzie je moºné pomocou PSO nájs´ k©ú£. Pre 3 kolá existuje ²anca
nájs´ klú£ ¤al²ím ladením algoritmu, ale pre vy²²í po£et kôl daný prístup
nevedie k úspechu. V závere sme analyzovali správanie sa pouºitej ú£elovej
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funkcie a uvádzame dôvody, pre£o navrhnutý postup nie je úspe²ný pre viac
ako 3-kolový DES.
Piata kapitola je venovaná preh©adu metódy diferen£nej kryptoanalýzy
pre DES. Zna£enie a postup je pod©a práce [27]. V závere kapitoly sú uvedené
výsledky známe pre diferen£né charakteristiky pre DES.
V ²iestej kapitole je popísané, akým spôsobom sa dá aplikova´ PSO na
nájdenie diferen£nej charakteristiky pre DES. Táto úloha je zna£ne netri-
viálna vzh©adom na komplexnos´ pojmu diferen£nej charakteristiky, deﬁnície
priestoru rie²ení a vyºadovala si zásahy aj do algoritmu PSO, kde pri zmene
polohy sme nepouºili výpo£et rýchlosti. V literatúre existuje variant PSO bez
výpo£tu rýchlosti [11], ale ná² prístup je zna£ne ²peciﬁcký a bol motivovaný
internými ²peciﬁkami ²ifrovacieho procesu DES.
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Kapitola 2
Particle swarm optimization -
PSO
V tejto kapitole urobíme stru£né zhrnutie poznatkov o algoritme PSO. Uve-
dieme motívy, ktoré viedli k jeho vzniku, popí²eme samotný algoritmus, jeho
fyzikálnu interpretáciu a vplyv jednotlivých faktorov (topológia £astíc, hod-
noty parametrov, ú£elová funkcia), ktoré ovplyv¬ujú algoritmus. Na záver
uvedieme modiﬁkáciu pre prípad diskrétnej optimalizácie (priestor rie²ení je
tvorený diskrétnymi bodmi). Táto modiﬁkácia sa dá pouºi´ aj v prípade úto-
kov na známe ²ifrovacie algoritmy.
2.1 Charakteristika PSO
Je pozoruhodné, ako k¯de© vtákov dokáºe synchronizovane letie´ v útvare a v
momente zmeni´ smer, a to bez centrálnej kontroly. Kaºdý vták sa rozhoduje
samostatne, a predsa je pohyb k¯d©a dokonale koordinovaný. Tento jav zaujal
experta na po£í´a£ovú graﬁku Craiga Reynoldsa, ktorý v roku 1986 urobil
graﬁckú simuláciu takéhoto pohybu a nazval ju boids [24]. Kaºdá £astica
(agent) jeho modelu sa správala pod©a troch základných pravidiel.
1. Separácia: kaºdá £astica sa snaºí vyhnú´ sa susedom, ktorí sú príli²
blízko.
2. Usmer¬ovanie: kaºdá £astica sa hýbe v priemernom smere pohybu svo-
jich susedov.
3. Kohézia: kaºdá £astica sa snaºí dosta´ na priemernú pozíciu svojich su-
sedov.
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Obr. 2.1: Separácia,usmer¬ovanie a kohézia
V roku 1995 Kennedy a Eberhart upravili Reynoldsov model na problém
h©adania optima, £ím vznikol algoritmus PSO [13].
PSO je výpo£tový algoritmus na rie²enie optimaliza£ných problémov. Je
to stochastický algoritmus vyuºívajúci heuristické princípy správania sa bio-
logických jedincov zoskupených do celku (napríklad roje, k¯dle, kolónie, . . .).
V tejto £asti popí²eme princíp ako funguje PSO, formálny popis je urobený v
£asti 2.2
Pre optimaliza£né problémy máme danú mmoºinu prípustných rie²ení X
a ú£elovú funkciu f : X → R. H©adáme také body x0 ∈ X, pre ktoré ú£elová
funkcia má minimálnu hodnotu. Algoritmus PSO pracuje s mnoºinou £astíc
- kaºdá £astica reprezentuje prípustné rie²enie a je charakterizovaná polohou,
vektorom rýchlosti, doteraz najlep²ou polohou £astice a doteraz najlep²ou po-
lohou susedných £astíc. Pod polohou rozumieme bod v priestore prípustných
rie²ení. astice sú organizované v ur£itej topológii, ktorá deﬁnuje s ktorými
£asticami daná £astica susedí. Pouºívané topológie a ich vplyv na PSO uve-
dieme v £asti 2.4.
Na za£iatku algoritmu si ur£íme po£et £astíc a inicializujeme ich. Následne
sa vykoná deﬁnovaný po£et iterácii, pri£om v kaºdej iterácii sa v²etky £astice
posunú. Pohyb kaºdej £astice je daný vektorom rýchlosti, ktorý je lineárnou
kombináciou 3 rôznych vektorov: vektora rýchlosti v predchádzajúcom kroku,
vektora smerujúceho z aktuálnej polohy do polohy doteraj²ej najlep²ej pozície
a vektora smerujúceho z aktuálnej polohy do najlep²ej polohy susedov. Do vý-
po£tu koeﬁcientov lineárnej kombinácie vstupujú pseudonáhodné £ísla, ktoré
vná²ajú stochastickos´ do algoritmu. Na základe nového vektora rýchlosti sa
aktualizuja poloha jednotlivých £astíc. Na záver kaºdej iterácie sa pre v²etky
£astice vypo£íta hodnota ú£elovej funkcie, aktualizuje sa jej dosia© najlep-
²ia poloha a najlep²ia poloha jej susedov. Celý proces sa kon£í po vykonaní
ur£itého po£tu iterácií alebo po dosiahnutí ºiadanej hodnoty ú£elovej funkcie.
Fascinujúce na PSO a iných biologicky motivovaných algoritmoch je schop-
nos´ celku rie²i´ zloºité úlohy, pri£om jednotlivé £astice celku majú ve©mi limi-
tované schopnosti. Ako neskôr uvidíme, je tu istá podobnos´ s DES a inými
modernými ²iframi, ktoré viacnásobným opakovaním relatívne jednoduchej
²ifrovacej schémy sú schopné dosiahnu´ poºadovanú mieru bezpe£nosti.
10
Výhodou a silou PSO je, ºe nevyuºíva gradient pre ur£enie novej polohy
a dokáºe tak rie²i´ úlohy, kde gradient je ´aºko vypo£ítate©ný alebo dokonca
neexistuje. Cena za túto ﬂexibilitu je v ladení algoritmu, hlavne v nájdení
správnych parametrov (po£et £astíc, hodnoty jednotlivých koeﬁcientov) a ur-
£ení vhodnej ú£elovej funkcie pre daný problém, ktoré zabezpe£ia rýchlu kon-
vergenciu a efektívnos´ algoritmu. PSO je vhodné aj na paralelné spracovanie
- spojením viacerých výpo£tových kapacít je moºné dosiahnu´ výsledky v
krat²om £ase [16]. Typicky sa paralelizuje vyhodnotenie ú£elovej funkcie pre
kaºdú £asticu.
2.2 Popis základného algoritmu PSO
Algoritmus PSO bol pôvodne navrhnutý na optimaliza£né úlohy v reálnom(spojitom)
priestore. Deﬁnujme problém nasledovne:
H©adáme mnoºinu X∗ ⊆ X ⊆ <n tak, ºe platí
X∗ = arg min
x∈X
f(x) = {x∗ ∈ X : f(x∗) ≤ f(x) : ∀x ∈ X} .
Poznámka: PSO nie je ur£ené na nájdenie v²etkých optimálnych rie²ení.
Pomocou PSO je moºné nájs´ dobré rie²enie v zmysle, ºe hodnota ú£e-
lovej funkcie pre rie²enie nájdené PSO bude blízka optimálnej hodnote.
V prípade viacnásobného spustenia algoritmu je moºné, ºe výsledkom
kaºdého behu bude iné rie²enie.
Zvo©me si po£et £astíc, ktoré náhodne a rovnomerne rozmiestnime po celom
priestore moºných rie²ení (dolný index i je index £astice). Kaºdej £astici v
kaºdom kroku algoritmu prislúchajú 4 vektory:
1. Jej sú£asná poloha xi ∈ <n.
2. Vektor rýchlosti vi ∈ <n. Oby£ajne zloºky rýchlosti sa v implementá-
ciách PSO algoritmu limitujú na vopred zvolený interval [−vmax, vmax].
3. Poloha pbi, v ktorej mala doteraz najmen²iu hodnotu ú£elová funkcia
pre £asticu xi.
4. Najlep²ia poloha gbi, ktorú nadobudla niektorá £astica z deﬁnovaného
okolia xi. Okolie je ur£ené topológiou a podrobnej²ie ho popí²eme v £asti
2.4.
Samotný algoritmus PSO pozostáva z nasledujúcich krokov:
Inicializácia
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1. Inicializuj parametre algoritmu (kon²tanty w, c1, c2,m)
2. Pre v²etky £astice i = 1, . . . ,m
• Náhodne vygeneruj po£iato£né hodnoty polohy £astíc x0i .
• Inicializuj vektor rýchlosti pre kaºdú £asticu v0i .
• Nastav polohy pb0i = x0i .
• Inicializuj gb0i = min {f(x01), f(x02), . . . , f(x0m)}.
Cyklus. Iteruj dovtedy, kým nie je splnená podmienka ukon£enia:
1. Pre kaºdú £asticu vypo£ítaj hodnotu ú£elovej funkcie f(xi) a po-
rovnaj s f(pbi) pre danú £asticu. V prípade, f(xi) < f(pbi) aktu-
alizuj pbi novou hodnotou. Obdobne pre gbi.
2. Zme¬ rýchlos´ a polohu £astice pod©a nasledujúcich vz´ahov
vk+1i = wv
k
i + c1rp(pb
k
i − xki ) + c2rg(gbki − xki ), (2.1)
xk+1i = x
k
i + v
k+1
i , (2.2)
kde rp a rg sú dve pseudonáhodné £ísla, w, c1 a c2 sú dopredu ur£ené
kon²tanty a k je index iterácie.
Koniec cyklu.
2.3 Fyzikálna interpretácia PSO a význam jed-
notlivých parametrov
Rovnice (2.1) a (2.2) môºeme porovna´ s fyzikálnou rovnicou pre výpo£et
posunutia v prípade rovnomerne zrýchleného pohybu
x = x0 + v0t+
1
2
at2, (2.3)
kde x ozna£uje novú polohu, x0 východziu polohu, v0 rýchlos´, t £as a a ozna-
£uje zrýchlenie. Pre ú£ely implementácie potrebujeme pracova´ s £asom ako s
diskrétnou veli£inou, preto si £as rozdelíme na jednotkové kroky. Dostaneme
tak iteratívnu verziu predchádzajúceho vz´ahu:
xk+1 = xk + vk +
1
2
ak. (2.4)
V PSO sa akcelerácia mení dynamicky v kaºdom kroku a má dve základné
zloºky:
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1. Kognitívna akcelerácia, ktorá je priamo úmerná vzdialenosti £astice od
osobného optima (tzv. personal best) (pb− x) s koeﬁcientom kognitív-
neho zrýchlenia c1.
2. Sociálna akcelerácia, ktorá je priamo úmerná vzdialenosti £astice od
globálneho optima (tzv. global best, ktorý reprezentuje najlep²iu hod-
notu dosiahnutú ktorouko©vek £asticou z okolia danej £astice) (gb− x)
s koeﬁcientom sociálneho zrýchlenia c2.
Celková akcelerácia je daná sú£tom kognitívnej a sociálnej akcelerácie. Zrých-
lenie môºeme teda napísa´ ako
ak = c1(pb
k − xk) + c2(gbk − xk).
Po dosadení do vz´ahu (2.4) dostávame
xk+1 = xk + vk +
1
2
c1(pb
k − xk) + 1
2
c2(gb
k − xk).
Namiesto kon²tanty 1
2
volíme pseudonáhodné £ísla rp, rg, ktorých priemerná
hodnota je 1
2
, teda sú z intervalu [0, 1], aby sme do algoritmu vniesli stochas-
tickos´. Máme
xk+1 = xk + vk + rpc1(pb
k − xk) + rgc2(gbk − xk).
Aby sme zabránili nekontrolovate©nému nárastu rýchlosti, bol zavedený ko-
eﬁcient trenia w.
xk+1 = xk + wvk + rpc1(pb
k − xk) + rgc2(gbk − xk).
Rovnicu sme rozdelili na dve £asti:
vk+1 = wvk + c1rp(pb
k − xk) + c2rg(gbk − xk), (2.5)
xk+1 = xk + vk+1, (2.6)
Vidíme, ºe skuto£ne ide o vz´ahy (2.1), (2.2).
Význam jednotlivých parametrov sa dá interpretova´ nasledovne.
• Parameter w: tento parameter zaviedli v roku 1998 Shi a Eberhart [26]
a dá sa interpretova´ ako koeﬁcient zotrva£nosti a (1−w) ako koeﬁcient
trenia. Pri hodnotách parametra w blízkych k 1 prevláda tendencia pre-
h©ada´ £o najvä£²iu £as´ priestoru, kým pri men²ích hodnotách algorit-
mus spôsobí, ºe £astice sa sústredia na preh©adanie okolia momentálne
najlep²ej polohy pb resp. gb. V niektorých modiﬁkáciách PSO sa hod-
nota parametru w nastaví na vy²²iu hodnotu (okolo 1) a postupne sa
zniºuje.
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• Parametre rp, rg sú pseudonáhodné £ísla z intervalu [0, 1] a vná²ajú do
procesu stochastickos´. Generujú sa nanovo v kaºdom kroku a pre kaºdú
£asticu. V pôvodnom algoritme sa generovalo iné pseudonáhodné £íslo
pre kaºdú súradnicu.
• Parametre c1, c2: sú koeﬁcienty kognitívnej akcelerácie a sociálnej ak-
celerácie. Udávajú, £i £astica má tendenciu ís´ k svojmu doteraj²iemu
najlep²iemu výsledku pbi, alebo k doteraz najlep²iemu výsledku niekto-
rej £astice zo svojho okolia gbi.
V prvej verzii algoritmu bolo nutné obmedzi´ dynamiku £astíc limitovaním
rýchlosti, inak rýchlos´ neobmedzene narastala. Preto sa h©adal vz´ah, ktorý
by zabezpe£il konvergenciu aj bez umelého obmedzenia rýchlosti. V práci [5]
sa namiesto vz´ahu (2.1) pouºíva algebraicky ekvivalentný vz´ah
vk+1i = χ(v
k
i + c1rp(pb
k
i − xki ) + c2rg(gbki − xki )), kde (2.7)
χ =
2
|φ− 2 +√φ2 − 4φ| , (2.8)
φ = c1 + c2 > 4. (2.9)
Oby£ajne sa volia nasledovné hodnoty parametrov φ = 4.1, c1 = c2, χ =
0.7298 a algoritmus konverguje aj bez obmedzenia rýchlosti parametrom vmax.
Analýzy, ktoré viedli k týmto vo©bám boli urobené zjednodu²eniami v PSO (sú
to hlavne deterministické modely bez stochastickosti). Správanie PSO závisí
od parametra φ. Mohan a Ozcan urobili analýzu zjednodu²eného PSO, ktorý
naviac redukovali na jednu £asticu. Vy²lo im, ºe v prípade φ > 4 oscilácia
£astice narastá. Pre φ < 4 £astica vykonáva periodický pohyb [21]. V praxi sa
spolu so vz´ahom (2.7) na¤alej pouºíva obmedzenie na interval [-vmax, vmax],
lebo táto kombinácia má stále zmysel a vykazuje lep²ie výsledky neº metóda
bez vmax.
V [22] sa pouºili optimaliza£né metódy na nájdenie hodnôt pre parametre
w, c1, c2 a ur£enie po£tu £astíc m. Uvedené parametre sa menia v závislosti od
dimenzie priestoru rie²enia a povoleného po£tu vyhodnotení ú£elovej funkcie.
Publikovaná tabu©ka 2.1 uvádza odporú£ané hodnoty jednotlivých paramet-
rov pre danú dimenziu a po£et vyhodnotení funkcie. Pre praktické pouºitie je
to dobrý východiskový bod, ako nastavi´ jednotlivé parametre.
Napriek mnohým £lánkom a rozsiahlemu výskumu, neexistuje konsolido-
vaný poh©ad na vo©bu parametrov w, c1, c2, ktorý by bol platný pre ²irokú
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Dimenzia
problému
Po£et vyhodnotení
ú£elovej funkcie
PSO parametre
m w c1 c2
2 400
25 0.3925 2.5586 1.3358
29 -0.4349 -0.6504 2.2073
2 4,000
156 0.4091 2.1304 1.0575
237 -0.2887 0.4862 2.5067
5 1,000
63 -0.3593 -0.7238 2.0289
47 -0.1832 0.5287 3.1913
5 10,000
223 -0.3699 -0.1207 3.3657
203 0.5069 2.5524 1.0056
10 2,000
63 0.6571 1.6319 0.6239
204 -0.2134 -0.3344 2.3259
10 20,000 53 -0.3488 -0.2746 4.8976
20 40,000 69 -0.4438 -0.2699 3.3950
20 400,000
149 -0.3236 -0.1136 3.9789
60 -0.4736 -0.9700 3.7904
256 -0.3499 -0.0513 4.9087
30 600,000 95 -0.6031 -0.6485 2.6475
50 100,000 106 -0.2256 -0.1564 3.8876
100 200,000 161 -0.2089 -0.0787 3.7637
Tabu©ka 2.1: Rôzne nastavenia parametrov PSO ako ich uvádza Pedersen[22].
Parametre volíme pod©a dimenzie problému a povoleného po£tu vyhodnotení
ú£elovej funkcie. V niektorých prípadoch je uvedených viac moºných nasta-
vení, ke¤ºe majú skoro totoºnú úspe²nos´. Parameter m predstavuje odporú-
£aný po£et £astíc pouºitých v algoritme PSO.
triedu problémov a zabezpe£oval efektivitu PSO. iastkové výsledky sú známe
pre konkrétne typy úloh, existujú matematické modely zjednodu²enej PSO a
odporú£ané hodnoty pre rôzne dimenzie problému. Sú to v²ak skôr návody a
odporú£ania vychádzajúce zo skúsenosti neº z presných matematických dô-
kazov.
2.4 Vplyv topológie £astíc - spôsoby ur£enia su-
sedov
Pri algoritme PSO sa jednotlivé £astice pohybujú jednak smerom k svojmu
osobnému optimu a jednak smerom ku globálnemu optimu, ktoré si £astice
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medzi sebou zdie©ajú. Zaujímavou otázkou je, £o sa stane, ak nebudú v²etky
£astice komunikova´ so v²etkými, ale len so svojimi najbliº²ími susedmi. Kaºdá
£astica bude ma´ svojich susedov a len týmto bude posiela´ svoju najlep²iu
pozíciu. Susedstvo je vºdy symetrické. Existujú rôzne metódy ako deﬁnova´
topológiu £astíc, ktoré sa nazývajú popula£né topológie. Naj£astej²ie sa roz-
li²uje medzi
1. statickými topológiami, ktoré sa nemenia po£as behu algoritmu a
2. dynamickými topológiami, ktoré sa menia po£as jednotlivých iterácií.
Popula£nú (statickú)topológiu môºeme znázor¬ova´ pomocou grafu, kde £as-
tice sú vrcholy a výmena informácii je znázornená obojstrannou hranou.
V po£iatkoch PSO susedili £astice pod©a ich euklidovskej vzdialeností v
priestore rie²ení. Táto ²truktúra sa v²ak neosved£ila nielen preto, ºe bola
výpo£tovo náro£ná, ale hlavne pre svoje slabé konvergen£né vlastnosti [23].
Typickými statickými topológiami sú nasledujúce topológie:
Obr. 2.2: Rôzne typy popula£ných topológií.
Global best, kde kaºdá £astica má informáciu o doteraz najlep²ej dosiahnu-
tej hodnote ú£elovej funkcie, spolu s polohou, v ktorej bola dosiahnutá.
Inými slovami, vymie¬a sa informácia o najlep²iej hodnote medzi v²et-
kými £asticami navzájom.
Local best, kde kaºdá £astica susedí s práve dvoma ¤al²ími £asticmi (po-
sledná £astica je prepojená s predposlednou a prvou) a £astice sú po-
spájané do kruhu.
Von Neumannova topológia, ak si predstavíme rovinu, kaºdá £astica má
4 susedov, jedného na kaºdú svetovú stranu - jedná sa o ekvivalent pra-
videlnej ²tvorcovej mrieºky. Existujú varianty aj v dimenziách vy²²ích
neº 2.
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iné topológie ako pyramída, hviezda, ....
V prípade global best topológie sa v²etky £astice dozvedia o aktuálnom
minime a sú k tejto polohe pri´ahované. V local best sa môºu vytvori´ lokálne
klastre £astíc v okolí viacerých miním s podobnou hodnotou ú£elovej funkcie
a preskúma´ tieto okolia podrobnej²ie. Z tohto dôvodu global best konverguje
rýchlej²ie, ale je vä£²ia ²anca zablúdenia do lokálneho minima [18].
Dynamické topológie zvy£ajne v prvej fáze vyuºívajú topológiu, kde kaºdá
£astica má malý po£et susedov (napríklad local best) a po£et susedov sa po-
stupne zvy²uje. Existuje ve©ké mnoºstvo topológií a v závislosti od jej zvolenia
sa signiﬁkantne mení výkon PSO algoritmu. Vo©ba vhodnej topológie závisí
od ú£elovej funkcie, ktorú testujeme, av²ak dodnes nie je známe, ºe by nejaká
topólogia bola v²eobecne lep²ia od ostatných [14].
2.5 Ur£enie ú£elovej funkcie
Ke¤ chceme vyrie²i´ nejaký problém pomocou algoritmu PSO, potrebujeme
ho previes´ na optimaliza£nú úlohu. Uve¤me konkrétny príklad, na ktorom
chceme demon²trova´ dôleºitos´ a netriviálnos´ ur£enia vhodnej ú£elovej fun-
kcie:
Zadanie úlohy:
Majme trojrozmerné teleso umiestnené v jednotkovej kocke Q = [0, 1]×
[0, 1]× [0, 1]. Úlohou je nájs´ súradnice ´aºiska telesa.
Prevod úlohy na optimaliza£ný problém pre PSO
Priestor prípustných rie²ení bude jednotková kocka. Pre kaºdý bod jed-
notkovej kocky je potrebné deﬁnova´ ú£elovú funkciu, ktorá by v ur£itom
zmysle merala blízkos´ bodu k ´aºisku. Súradnice ´aºiska nepoznáme,
takºe musíme nájs´ funkciu, ktorá nevyuºíva túto informáciu, ale mini-
mum nadobudne v ´aºisku.
Vhodná ú£elová funkcia by mala sp¨¬a´ nasledovné podmienky (nájs´ ú£e-
lovú funkciu, ktorá tieto podmienky sp¨¬a môºe by´ v niektorých prípadoch
zna£ne netriviálna úloha):
• musí ma´ silnú koreláciu s pôvodným problémom v tom zmysle, ºe ak ρ
je metrika nad priestorom rie²ení X a x1, x2 sú 2 prípustné rie²enia z de-
ﬁnovaného okolia optimálneho rie²enia x0 , také ºe ρ(x1, x0) < ρ(x2, x0),
tak f(x1) < f(x2). iºe ú£elová funkcia musí pre lep²ie rie²enie prira-
di´ niº²iu hodnotu neº pre hor²ie rie²enie.
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• výpo£et ú£elovej funkcie musí by´ rýchly a efektívny, nako©ko PSO al-
goritmus musí vyhodnoti´ ú£elovú funkciu v kaºdej iterácii pre v²etky
£astice.
2.6 Diskrétna verzia PSO
Mnohé optimaliza£né úlohy sú deﬁnované v diskrétnom priestore - napríklad
(Z2)
n, kde jednotlivé súradnice nadobúdajú len ur£ité vopred stanovené hod-
noty. Je to príklad kombinatorických úloh alebo úloh v kryptograﬁi.
V klasickej PSO sa v kaºdom kroku aktualizuje rýchlos´ a poloha £astíc.
V diskrétnom priestore môºu jednotlivé súradnice stavového vektora nadobú-
da´ len kone£ný po£et hodnôt a vz´ah (2.2) sa nedá priamo£iaro aplikova´.
Rie²ením je interpretova´ súradnice vektora rýchlosti ako pravdepodobnosti,
ºe príslu²ná súradnica vektora polohy nadobudne hodnotu 0 alebo 1 [12].
Inými slovami d-tá súradnica pre £asticu i vo vektore rýchlosti vi,d ur£uje
pravdepodobnos´, s akou bude ma´ £astica i na d-tej súradnici svojej polohy
xi,d hodnotu 0 alebo 1. Ke¤ºe zloºky vektora vki udávajú pravdepodobnosti,
musíme ich obmedzi´ na interval [0, 1]. Pouºijeme funkciu
s(vki,d) = v
∗k
i,d =
1
1 + exp(−vki,d)
. (2.10)
Obr. 2.3: Priebeh funkcie s, ktorá zobrazuje R na inetrval [0, 1]
astica i zmení hodnotu bitu d pod©a nasledujúceho vz´ahu, kde pod rnd()
chápeme pseudonáhodné £íslo zvolené z rovnomerného rozdelenia intervalu
[0, 1].
xk+1i,d =
{
1 if rnd() ≤ s(vk+1i,d ),
0 inak.
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Uve¤me príklad. Nech v∗(k+1)i,5 = 0.8. To znamená, ºe s pravdepodobnos´ou
80% piata súradnica vektora xk+1i bude ma´ hodnotu 1 a s pravdepodobnos´ou
20% hodnotu 0.
Pre diskrétnu verziu sa teda vz´ahy [2.1] a [2.2] zmenia nasledovne
vk+1i = wv
k
i + c1rp(pb
k
i − xki ) + c2rg(gbki − xki ) (2.11)
xk+1i,d =
{
1 if rnd() ≤ s(vk+1i,d ),
0 inak.
(2.12)
Hlavný rozdiel diskrétnej verzie PSO vo£i pôvodnej spojitej verzii je v in-
terpretácii vektora rýchlosti. V diskrétnej verzii sa vektor rýchlosti transfor-
muje na stochastický vektor, ktorý ur£uje pravdepodobnos´ s akou sa £astica
nachádza v nejakom stave. V²imnime si, ºe zo vz´ahu (2.12) vyplýva, ºe k
zmene stavu môºe dôjs´ aj v prípade, ke¤ sa vektor rýchlosti nezmení medzi
iteráciami.
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Kapitola 3
Aplikácia PSO na jednoduchú
zámenu
V tejto kapitole popí²eme ako sa diskrétna verzia PSO dá modiﬁkova´ na rie²e-
nie jednoduchej zámeny. Ukáºeme, ºe výsledky dosiahnuté s algoritmom PSO
na rie²enie jednoduchej zámeny sú porovnate©né alebe lep²ie ako výsledky
dosiahnuté inými heuristickými algoritmami. Navrhli sme a vyskú²ali 3 variá-
cie algoritmu PSO, ktoré spo£ívali v rôznej interpretácii rozdielu pbki − xki .
Dosiahli sme ve©mi podobné výsledky. Je to dané tým, ºe jediným faktorom,
ktorý ovplyv¬uje algoritmus, je skuto£nos´, £i medzi dvoma polohami exis-
tuje zmena alebo nie, pri£om ve©kos´ tejto zmeny nie je podstatná. Druhým
faktorom je trivialita problému jednoduchej zámeny aplikovanej na úrovni
znakov, kde sa rozdiely v jednotlivých prístupoch neprejavia.
3.1 Jednoduchá zámena
Jednoduchá zámena patrí medzi klasické ²ifry. Je známa uz nieko©ko storo£í
a te²í sa ve©kej ob©ube aj medzi amatérskymi kryptografmi, £i lú²tite©mi há-
daniek. astý je aj jej výskyt v detektívkach, napríklad Tancujúce ﬁgúrky
od Arthura Conana Doyla. V tomto príbehu vyrie²i Sherlock Holmes vraºdu
po tom, £o odhalí, ºe re´azce £udných postavi£iek sú v skuto£nosti správy
²ifrované (jednoduchou) substitu£nou ²ifrou.
Obr. 3.1: ²ifrový text z knihy Artura Conana Doyla: Tancujúce ﬁgúrky
Ako vyplýva uº z názvu, jednoduchá zámena je metóda, kde kaºdý znak
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(písmeno) otvoreného textu je zamenené iným znakom (písmenom) v ²ifrovom
texte. V²eobecne môºe ma´ otvorený a ²ifrový text kaºdý svoju(inú) abecedu,
tak ako je to v prípade Sherlocka Holmesa, kde sa v otvorenom texte pouºíva
anglická abeceda a v ²ifrovom texte ide o 26 znakov - postavi£iek. astý je
v²ak prípad, ke¤ sú tieto abecedy zhodné.
Hoci je táto ²ifra uº dávno prelomená, je stále dôleºitá pre kryptograﬁu.
Substitúcia je komponentom mnohých moderných ²iﬁer, aj ke¤ dnes sa uº
pouºívajú blokové ²ifry (blokové ²ifry nepracujú nad znakmi, ale nad blokmi
textu). Hoci je DES bloková ²ifra, v podstate je to stále substitúcia, aj ke¤
pravidlá substitúcie sú zna£ne komplikované a navrhnuté tak, aby odolali
kryptoanalytickým útokom [20]. Na¤alej sa v²ak mnoho nových útokov testuje
na jednoduchej zámene alebo iných ²ifrách klasickej kryptograﬁe, ke¤ºe sú
komponentami soﬁstikovaných a moderných ²iﬁer.
Jednoduchá zámena sa môºe javi´ na prvý poh©ad ako ´aºký problém,
opak je v²ak pravdou. Hlavným nedostatkom tejto ²ifry je skuto£nos´, ºe
kaºdý znak sa vºdy zobrazí na ten istý znak. Z toho vyplýva, ºe jednoduchá
zámena zachováva nielen rozdelenie frekvencií jednotlivých znakov, ale aj ich
rozmiestnenie. Frekvencie jednotlivých hlások v jazyku sú výrazne odli²né,
napríklad v angli£tine je najfrekventovanej²ia hláska e s výskytom vy²e 9%.
To isté platí aj pre dvojice(bigramy), trojice(trigramy), £i n-tice hlások. Práve
na frekven£nej analýze je zaloºená metóda, ktorá úspe²ne rie²i jednoduchú
zámenu.
3.2 Ako aplikova´ diskrétnu PSO na jednodu-
chú zámenu
Deﬁnícia 1. Nech M je mnoºina {1,2,. . . ,n}. Permutácia nad M je kaºdé
bijektívne zobrazenie p : M → M . Mnoºinu v²etkých permutácií nad M
budeme ozna£ova´ Sn.
O£íslujme písmená anglickej abecedy (plus medzera) 1, .., 27 ('a' bude 1,
'b' bude 2, aº  bude 27). Potom k©ú£ pre jednoduchú zámenu v prípade,
ºe vstupná aj výstupná abeceda je abeceda anglického jazyka, je ©ubovo©ná
permutácia k ∈ S27.
Zna£enie. Majme permutáciu k ∈ Sn, deﬁnovanú nasledovne: k(1) = s1, k(2) =
s2, . . . , k(n) = sn. Permutáciu k zapí²eme nasledovne
k =
(
1 2 . . . n
s1 s2 . . . sn
)
(3.1)
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alebo v zjednodu²enom jednoriadkovom zápise ako (s1, s2, . . . , sn), kde uve-
dieme len druhý riadok vz´ahu (3.1)
Deﬁnícia 2. Nech M je mnoºina {1,2,. . . ,n} a pre k ≥ 2 {r1, r2, . . . , rk} ⊂M .
Permutáciu c ∈ Sn takú, ºe
c(r1) = r2, c(r2) = r3, . . . , c(rk−1) = rk, c(rk) = r1
c(m) = m ∀m ∈M − {r1, r2, . . . , rk}
budeme nazýva´ cyklom d¨ºky k a ozna£ova´ (r1, r2, . . . , rk). Cyklus d¨ºky 2
nazývame transpozícia.
Priestor k©ú£ov pre jednoduchú zámenu pre anglickú abecedu je ve©kosti
27! ≈ 1028 ≈ 293. Podotknime, ºe na de²ifrovanie správy sa pouºije inverzná
permutácia k−1.
Pomocou PSO h©adáme k©ú£ - permutáciu, pod©a ktorého bola urobená
jednoduchá zámena. Priestor rie²ení je teda S27 a poloha £astice je ur£ená
niektorou permutáciou. Ke¤ meníme polohu £astice pod©a vz´ahu (2.12), ne-
môºeme túto zmenu urobi´ len mechanicky, lebo výsledok zmeny musí by´
permutácia. Akonáhle zmeníme hodnotu jednej súradnice vo vektori xk+1i ,
musíme zmeni´ aspo¬ jednu ¤al²iu, aby sme zachovali deﬁníciu permutácie.
Priestor rie²ení pri jednoduchej zámene je tvorený inými objektami - permu-
táciami, a musíme modiﬁkova´ vz´ahy (2.11) a (2.12), a predeﬁnova´ zmenu
polohy £astice a deﬁnova´ operáciu od£ítania vo vz´ahu (2.11).
Pri návrhu modiﬁkovaného algoritmu sme vychádzali z £lánku [10], v kto-
rom sa aplikoval algoritmus PSO na problém rozmiestnenia krá©ovien na ²a-
chovnici, ktorého rie²ením je tieº permutácia.
Po£as inicializácie je potrebné nastavit po£iato£né polohy £astíc, ktoré
pod©a základného algoritmu sa rozmietnia náhodne v priestore. V na²om
prípade je potrebné vygenorova´ náhodné permutácie. Tieto sme generovali
pod©a Durstenfeldovho algoritmu. Spôsob, akým sa mení rýchlos´ a poloha
£astice i je nasledovný.
• Pri výpo£te vektoru rýchlosti vk+1i budeme s vektorm xki ,pbki , lbki pra-
cova´ ako s vektormi v Rn a nie ako s permutáciami. Pri výpo£te roz-
dielov gbki − xki a lbki − xki sme pre kaºdú súradnicu priradili absolútnu
hodnotu rozdielu. Následne nový vektor rýchlosti normalizujeme do roz-
pätia 0 aº 1 vydelením najvy²²ou hodnotou zo súradnic rýchlosti (maxi-
movou normou) a ozna£íme uk+1i . Kaºdá súradncia vektora u
k+1
i udáva
tú pravdepodobnos´, s ktorou v prislúchajúcej súradnici polohy £astice
xk+1i dôjde k zmene.
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• V prípade, ºe £astica sa uº nachádza v pozícii local best, urobíme jednu
náhodnú transpozíciu. Inak postupujeme nasledovne. Na za£iatku polo-
ºíme xk+1i = x
k
i . Postupne prechádzame v²etky súradnice u
k+1
i,d norma-
lizovaného vektora rýchlosti uk+1i . Pre kaºdú súradnicu d vygenerujeme
pseudonáhodné £íslo rnd() z intervalu [0, 1]. Ak rnd() < uk+1i,d , potom
v súradnici xk+1i,d dôjde k zmene. Hodnota x
k+1
i,d sa vymení za hodnotu
lbki,d. Ak si uvedomíme, ºe kaºdá poloha predstavuje permutáciu z S27 a
výmenu d-tej súradnice vo vektori xk+1i môºeme formálne vyjadri´ ako
transpozíciu tki,d = (x
k
i,d, lb
k
i,d), tak nová permutácia x
k+1
i sa dá vyjadri´
ako zloºenie série transpozícií s pôvodnou permutáciou xki .
Teda vz´ah (2.11)sa zmení nasledovne
vk+1i,d = wv
k
i,d + c1rp(
∣∣pbki,d − xki,d∣∣) + c2rg(∣∣lbki,d − xki,d∣∣) (3.2)
uk+1i = v
k+1
i /‖vk+1i ‖max
a pre zmenu polohy (2.12) budeme pouºíva´ nasledovný vz´ah
if (xk 6= lbk ) then
xk+1i = t
k
i,27 ◦ tki,26 ◦ . . . ◦ tki,1 ◦ xki
else
xk+1i = t
rnd ◦ xki
(3.3)
kde
tki,d =

(xki,d, lb
k
i,d) if (rnd() < u
k+1
i,d )
Identita inak
(3.4)
trnd je náhodná transpozícia
Navrhli sme 3 modiﬁkácie tohto algoritmu. Modiﬁkácie sa týkali výpo£tu
vzdialenosti medzi dvoma polohovými vektormi. Treba si uvedomi´, ºe po-
lohový vektor reprezentuje permutáciu a musíme deﬁnova´, £o znamená roz-
diel dvoch permutácií. Rozdiel dvoch permutácií (alebo dvoch polohových
vektorov) budeme deﬁnova´ ako rozdiel dvoch vektorov, teda urobáme ope-
ráciu rozdielu po súradniciach. Kaºdá súradnica predstavuje poradie znaku,
teda rozdiel súradníc je rozdielom poradia znakov. na Z toho okamºite vzniká
otázka, aký vplyv má vo©ba poradia znakov na algoritmus. Nami navrhnuté
zmeny sa týkali aj tejto otázky a boli motivované predpokladom, ºe pouºi-
tie metriky, ktorá lep²ie zodpovedá podstate problému, bude vykazova´ lep²ie
výsledky (napríklad rýchlej²ia konvergencia, presnej²ie rie²enie, . . . ).
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V algoritme sa vzdialenos´ medzi dvoma znakmi vypo£íta ako absolútna
hodnota rozdielu poradia znakov zoradených pod©a abecedy.
d(chari, charj) = |i− j| (3.5)
Na ve©kos´ rýchlosti má vplyv rozdiel |pb− x| resp. |lb− x|. ím vä£²í je
tento rozdiel, tým vä£²iu rýchlos´ £astica nadobúda a tým vä£²ia je pravde-
podobnos´ zmeny.
Príklad 3. Majme usporiadané znaky abecedne (teda 'a' = 1, 'b' = 2, .., ' ' =
27) a pozrime sa na druhú súradnicu vektora rýchlosti (teda permutáciu znaku
'b').
1. Nech pbki,2 = 24, teda permutácia pb zamie¬a 'b' v otvorenom texte za
'y' v ²ifrovom texte. Nech xki,2 = 7, teda permutáca x zamie¬a 'b' s 'h'.
Potom
∣∣pbki,2 − xki,2∣∣ = |24− 7| = 17.
2. Nech pbki,2 = 4, teda permutácia pb zamie¬a 'b' v otvorenom texte za 'd'
v ²ifrovom texte. Nech xki,2 = 7, teda permutácia x zamie¬a 'b' s 'h'.
Potom
∣∣pbki,2 − xki,2∣∣ = |4− 7| = 3.
Rozdiel
∣∣pbki,2 − xki,2∣∣ bude v prvom prípade vä£²í. Ke¤ºe sa tak stane iba
v¤aka tomu, ºe 'y' je v abecede aº ¤aleko za 'd', a nie nutne z hlb²ej prí£iny sú-
visiacej s podstatou jednoduchej zámeny, h©adali sme moºnosti, ktoré by lep²ie
reﬂektovali podstatu problému.
Testovali sme nasledovné varianty, ktoré sa lí²ia spôsobom výpo£tu rozdielu
medzi gb a x (indexy i, k kvôli jednoduchosti vynechávame)
1. d(chari, charj) = |i−j| i, j ur£ujú poradie znaku v abecednom zozname
znakov. Na túto verziu sa budeme odvoláva´ ako na pôvodnú verziu
PSO pre jednoduchú zámenu
2. preusporiadanie znakov pod©a frekven£nej analýzy
d(chari, charj) = |ψ(i)− ψ(j)|,
funkcia ψ(i) ur£uje poradie znaku i v zozname znakov zoradených pod©a
frekven£nej analýzy. Aby sme zabránili tomu, ºe indexovanie znakov
pod©a abecedy ovplyv¬uje výpo£et rýchlosti nelogickým spôsobom, zme-
nili sme indexovanie. Vzdialenos´ dvoch znakov nebude závisie´ na ich
vzdialenosti v abecede, ale bude závisie´ od rozdielu poradia ich frek-
vencíi v jazyku otvoreného textu. Inými slovami, rozdiel |pb− x| bude
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nadobúda´ vä£²ie hodnoty pre tie súradnice, ke¤ permutácia pb bude zo-
brazova´ daný znak na znak so zna£ne inou frekvenciou ako permutácia
x. Naopak, ke¤ obe permutácie pb aj x zobrazujú znak na znaky s ve©mi
podobnými frekvenciami, v tejto súradnici bude rozdiel malý. Funkcia
ψ indexuje znaky abecedy pod©a frekven£nej analýzy znakov v danom
jazyku, napr. pod©a tabu©ky 3.1. Najfrekventovanej²í znak  bude ma´
index 1, druhý najfrekventovanej²í (znak 'e') bude ma´ 2 at¤.
3. rozdiel deﬁnovaný ako rozdiel medzi frekvenciami výskytu a nie ako roz-
diel medzi poradiami,
d(chari, charj) = |freq(i)− freq(j)|,
funkcia freq(i) vracia relatívny výskyt daného znaku v jazyku v per-
centách. My²lienka je rovnaká ako v predchádzajúcom prípade. Ne-
bude v²ak rozhodova´ poradie znakov v tabu©ke usporiadanej pod©a ich
frekvencíi (funkcia ψ), ale priamo hodnoty týchto frekvencíi (funkcia
freq(i)).
4. digitálny model vzdialenosti,
d(chari, charj) = δi,j,
kde δi,j je Kroneckerovo delta. Pri výpo£te rýchlosti by sme chceli, aby
sa £astica rýchlej²ie dostala zo svojej sú£asnej pozície do doteraz svojej
najlep²ej pozície (a obdobne zo sú£asnej pozície do lokálne najlep²ej
pozície). Pri takto zvolenej metrike kaºdý rozdiel medzi dvoma rôznymi
znakmi bude ma´ vzdialenos´ 1.
Parametre PSO sme nastavili tak, aby boli porovnate©né s prístupom v
£lánku [4], kde rie²ili problém jednoduchej zámeny pomocou troch rôznych al-
goritmov: simulované zaºíhanie, genetický algoritmus a zakázané preh©adáva-
nie (tabu search). Na²ím cie©om bolo porovna´ PSO s uvedenými algoritmami
na tom istom probléme a s rovnakými alebo obdobnými nastaveniami.
Rozmiestnili sme 500 £astíc, ktoré spravili 200 iterácií. Frekven£nú ana-
lýzu znakov sme robili z knihy Pes Baskervillský od Arthura Conana Doyla
(stiahnutej zo stránky
http://www.gutenberg.org.
Pracovali sme s 27 znakmi (26 znakov anglickej abecedy a medzera). V²ekty
interpunk£né znamienka sme ignorovali. Kaºdý útok sme robili na 200 rôz-
nych, náhodne vybraných textoch rôznej d¨ºky z uº spomínanej knihy Pes
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Baskervillský. Na kaºdý z týchto 200 textov sme algoritmus spustili 3-krát a
pracovali sme len s najlep²ím z týchto 3 pokusov. Teda s tým, v ktorom mala
ú£elová funkcia najlep²iu hodnotu. Ú£elová funkcia bola zvolená nasledovne:
f =
∑
c∈{A..Z}
∣∣FU(c) −KU(c)∣∣+ ∑
c,d∈{A..Z}
∣∣FB(c,d) −KB(c,d)∣∣ (3.6)
FU(c) je frekvencia výskytu znaku c v otvorenom texte
KU(c) je frekvencia výskytu znaku c v texte, ktorý vznikne
od²ifrovaním pomocou konkrétnej permutácie
FB(c,d) je frekvencia bigramu (c,d) v otvorenom texte
KB(c,d) je frekvencia výskytu bigramu v texte, ktorý vznikne
od²ifrovaním pomocou konkrétnej permutácie
Frekvencie jednotlivých znakov v anglickej abecede je v tabu©ke 3.1, frek-
vencia 10 naj£astej²ích bigramov je v tabu©ke 3.2.
poradie znak frekvencia poradie znak frekvencia
1  19.8198%
2 e 9.7886% 15 w 2.1090%
3 t 7.3863% 16 c 1.9304%
4 a 6.4299% 17 y 1.7116%
5 o 6.3072% 18 f 1.6836%
6 i 5.5735% 19 g 1.4194%
7 h 5.4605% 20 p 1.2323%
8 n 5.3495% 21 b 1.1637%
9 s 4.9988% 22 v 0.8499%
10 r 4.6938% 23 k 0.6302%
11 d 3.4122% 24 x 0.1224%
12 l 3.1676% 25 q 0.0624%
13 u 2.4411% 26 j 0.0513%
14 m 2.1655% 27 z 0.0395%
Tabu©ka 3.1: Frekven£ná analýza znakov v anglickom jazyku.
3.3 Výsledky testov
Urobili sme 2 porovnania
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poradie bigram frekvencia
1 e 3.9539%
2  t 2.8473%
3 th 2.4535%
4 he 2.2192%
5 t 2.1743%
6 d 2.1639%
7 s 2.0444%
8  a 1.9585%
9  h 1.6930%
10  i 1.6930%
Tabu©ka 3.2: Frekven£ná analýza bigramov v anglickom jazyku.
1. porovnali sme výsledky horeuvedených ²tyroch modiﬁkácií algoritmu
PSO, ktoré sme aplikovali na problém jednoduchej zámeny. V²etky 4
verzie boli testované s nulovou aj nenulovou hodnotou parametra w
(vi¤ tabu©ku
Pri prvom teste s porovnaním 4 verzíí PSO (pôvodná verzia a 3 mo-
diﬁkácie) sa výsledky signiﬁkantne nelí²ili. Jediný výraznej²í rozdiel sa
prejavil pri d¨ºke textu 100 znakov, kde navrhnuté modiﬁkácie vykazo-
vali pribliºne o 7% lep²í výsledok ako pôvodný algoritmus. S nárastom
d¨ºky textu sa rozdiely zníºili na maximálne 2.5% − 3%. V²imnime si,
ºe výsledky pre 4. variantu, kde rozdiel dvoch znakov sa rovná jednotke
alebo nule v závislosti, £i sa znaky rovnajú alebo nie, dáva rovnaké vý-
sledky ako ¤al²ie modiﬁkácie, kde sme sa snaºili zavies´ rôzne metriky,
ktoré by £o najpresnej²ie vystihovali podstatu problému. Z tejto sku-
to£nosti sme vyvodili, ºe v prípade jednoduchej zámeny dôleºitá je len
skuto£nos´, £i dva znaky sa rovnajú alebo nie, a algoritmus nie je závislý
od konkrétnej metriky a kvantiﬁkácie vzdialenosti.
Aby sme overili toto tvrdenie urobili sme v²etky testy e²te raz s nulovou
hodnotou parametra w, teda na vektor rýchlosti vplýva len vzdiale-
nos´ aktuálnej polohy £astice od svojej najlep²ej polohy v kombinácii
so vzdialenos´ou polohy £astice od najlep²ej polohy svojich susedov.
Tým sme vylú£ili zotrva£nos´ a jediný faktor, ktorý ur£uje nový vektor
rýchhlosti je vzdialenos´ 2 polohových vektorov. V tabu©ke 3.5 sú uve-
dené výsledky pre d¨ºku re´azca 200. Výsledky s nulovou a nenulovou
hodnotou sa prakticky nelí²ia, £o podporuje na²e vysvetlenie.
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D¨ºka textu
Pôvodný Rozdiel frekvencií Kronecker Poradie frekvencií
x s x s x s x s
100 9,84 3,81 10,59 3,59 10,48 3,60 10,47 3,56
200 15,94 3,26 15,94 3,63 16,06 3,43 16,00 3,06
300 19,58 3,12 19,31 2,83 19,23 2,78 20,25 2,78
400 21,36 2,49 21,31 2,56 21,28 2,73 21,37 2,76
500 22,37 2,60 22,16 2,45 22,39 2,35 22,51 2,47
600 23,61 2,15 23,25 2,03 23,33 2,20 22,94 2,13
700 24,30 2,03 23,57 1,98 24,05 1,85 23,80 1,94
800 24,52 1,47 23,85 1,85 24,21 1,90 24,34 1,80
Tabu©ka 3.3: Porovnanie rôznych metód rie²enia: st¨pec x ozna£uje prie-
mernú hodnotu po£tu správnych znakov, st¨pec s ozn£uje ²tandardnú od-
chýlku. Hodnoty v prvom riadku ozna£ujú d©ºku textu.
Obr. 3.2: Priebeh funkcie znázor¬ujúcej po£et správnych znakov v závislosti
od d¨ºky textu.
V ¤al²om sme sa sústredili na porovnanie PSO algoritmu s tromi al-
goritmami: SA metóda simulovaného zaºíhania, GA genetický algorit-
mus, TS zakázané preh©adávanie. Výsledky získané PSO algoritmom sú
lep²ie neº pomocou genetického algoritmu alebo zakázaným preh©adá-
vaním. Výsledky pomocou simulovaného zaºíhania sú mierne lep²ie neº
PSO. Je nutné v²ak poznamena´, ºe pre PSO výsledky boli získané bez
²peciálneho ladenia jednotlivých parametrov w, c1, c2.
Posledné testy, ktoré sme urobili súviseli s poradím transpozícií vo vz´ahu
(??). Ako vieme skladanie transpozícií nie je obecne komutatívne (okrem
prípadu dizjunktných cyklov). Teda ak zmeníme poradie transpozícií,
zmení sa aj výpo£et. Vo vz´ahu (??) skladáme transpozície v prirodze-
nom poradí (za£íname prvou súradnicou a zis´ujeme, £i vektor rýchlosti
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D¨ºka textu
SA GA TS
x s x s x s
100 10,73 4,70 7,74 4,82 6,02 4,04
200 17,70 3,40 14,17 6,13 12.76 6,32
300 21,07 2,72 18,77 6,01 17,33 6,48
400 22,86 2,27 21,72 4,61 19,45 6,34
500 23,73 2,16 22,44 4,37 21,77 5,47
600 24,50 1,86 23,69 3,68 23,50 4,14
700 24,72 1,73 23,82 3,39 23,68 4,42
800 25,08 1,59 24,64 2,23 24,18 4,12
Tabu©ka 3.4: Výsledky aplikácie rôznych algoritmov na rie²enie jednoduchej
zámeny (výsledky okrem PSO sú z práce [4]).
w
Pôvodný Rozdiel frekvencií Kronecker Poradie frekvencií
x s x s x s x s
0, 5 + rnd()/2 15,96 3,23 15,44 3,29 16,28 3,01 15,97 3,25
0 15,94 3,26 15,94 3,63 16,06 3,43 16,00 3,06
Tabu©ka 3.5: Porovnanie výsledkov pre nulovú a nenulovú hodnotu parametra
w pre d¨ºku textu 200.
indikuje zmenu, ak áno, tak ju prevediem a ideme na ¤al²iu súradnicu.
Tento proces by sme mohli robi´ aj v opa£nom poradí a za£a´ od posled-
nej súradnice a postupova´ k prvej súradnici, alebo ©ubovo©ným iným
poradím. Kaºdé poradie môºe generova´ iný výsledok. Preto sme urobili
3 rôzne poradia
(a) rastúce poradie od prvej súradnice po 27. súradnicu
(b) klesajúce poradie od 27. súradnice po prvú súradnicu
(c) náhodne generované poradie
Pre káºdé poradie sme spustili algoritmus PSO pre jednoduchú zámenu
a výsledky sme uviedli v tabu©ke 3.6 pre d¨ºku textu 200 a v tabu©ke
3.7 pre d¨ºku textu 400.
Ako vidíme, výsledky sú skoro totoºné.
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Pôvodný Rozdiel frekvencií Kronecker Poradie frekvencií
x s x s x s x s
klesajúce 16,62 3,65 15,51 3,17 16,14 3,06 16,75 2,86
rastúce 15,94 3,26 15,94 3,63 16,06 3,43 16,00 3,06
náhodné 16,33 3,19 15,76 3,08 16,29 3,11 15,91 3,56
Tabu©ka 3.6: Porovnanie výsledkov jednoduchej zámeny pre rôzne poradie
transpozícií vo vz´ahu (3.3) pre d¨ºku textu 200.
Pôvodný Rozdiel frekvencií Kronecker Poradie frekvencií
x s x s x s x s
klesajúce 21,24 2,78 20,95 2,57 21,64 2,94 21,55 2,92
rastúce 21,36 2,49 21,31 2,56 21,28 2,73 21,37 2,76
náhodné 21,51 2,55 20,85 2,83 20,92 2,80 21,01 2,59
Tabu©ka 3.7: Porovnanie výsledkov jednoduchej zámeny pre rôzne poradie
transpozícií vo vz´ahu (3.3) pre d¨ºku textu 400
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Kapitola 4
Popis DES a priamy útok na
DES pomocou PSO
V tejto kapitole sa zaoberáme moºnos´ou pouºitia PSO na útok na DES.
Popí²eme ako priamym spôsobom aplikova´ PSO na nájdenie k©ú£a.
V prvej £asti kapitoly popí²eme algoritmus ²ifrovania pomocou DES a
uvedieme niektoré známe útoky na DES. V druhej £asti ukáºeme ako sa
dá PSO pouºi´ na nájdenie k©ú£a pre DES. Za týmto úelom sme testovali
DES s rôznym po£tom kôl. V prípade jedno a dvojkolovej verzie DES sa
nám podarilo pomocou PSO nájs´ k©ú£. Pre 3 kolá existuje ²anca ako
popísaným spôsobom nájs´ klú£, ale pre vy²²í po£et kôl daný prístup
nevedie k úspechu. V závere sme analyzovali prí£iny a uvádzame dôvody,
pre£o tomu tak je.
4.1 Popis DES
Skratka DES znamená Data Encryption Standard, teda ²tandard pre
²ifrovanie dát. V sedemdesiatých rokoch minulého storo£ia vznikla v
USA potreba ²tandardu na ²ifrovanie údajov v civilných ²tátnych orga-
nizáciach. Firma IBM vyvinula DES zo skor²ej ²ifry nazývanej Lucifer.
DES sa stal oﬁciálnym ²tandardom v roku 1977 a odvtedy bol masívne
pouºívaný na celom svete aº do konca devedesiatych rokov. Podrobný
popis DES je moºné nájs´ v [20].
Pri navrhovaní ²ifry DES bol kladený ve©ký dôraz na to, aby sa dal
algoritmus implementova´ v hardvéri a docielila sa vy²²ia rýchlos´ ²if-
rovania. Samotný proces ²ifrovania a de²ifrovania prebieha v 16 kolách.
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V kaºdom kole sa pouºíva mie²anie bitov (permuta£né boxy, P-boxy),
nelineárne funkcie (substitu£né boxy, S-boxy) a lineárne s£ítanie po-
mocou XOR-u (exkluzívny OR). Pri tvorbe podk©ú£ov pre jednotlivé
kolá sa e²te pouºíva triviálna operácia posun. V²etky tieto operácie sú
jednoduché na hardvérovú implementáciu (ide o XOR, rotácie a malé
vyh©adávacie tabu©ky). Zárove¬ sa ukázalo ve©mi výhodným pouºi´ Fe-
istelovo schéma. V¤aka nemu má DES skoro identický proces ²ifrovania
a de²ifrovania.
DES je bloková ²ifra. Pracuje s blokom dlhým 64 bitov. Pouºíva k©ú£
dlhý 64 bitov, z £oho je 8 bitov kontrolných a teda 56 signiﬁkatných.
Výstupom sú opä´ bloky dlhé 64 bitov. DES je symetrická ²ifra, to
znamená, º£ rovnaký k©ú£ sa pouºíva na ²ifrovanie aj na od²ifrovanie.
DES by sme mohli rozdeli´ na dva dôleºité logické bloky:
(a) jednotlivé kolá kde sa aplikuje rovnaký postup na vstupné údaje
(b) expanzia k©ú£a na kolové k©ú£e.
Uve¤me 3 základné kroky ²ifrovania DES: po£iato£ná permutácia, 16
kôl a závere£ná permutácia. Nasleduje popis týchto krokov. Obrázok 4.1
graﬁcky znázor¬uje 16-kolový algoritmus DES.
(a) Nech x zna£í otvorený text. Majme po£iato£nú permutáciu IP (initial
permutacion). Ozna£me x0 výsledok aplikácie permutácie IP na
vstupný re´azec x. Teda x0 = IP (x). Následne rozde©me x0 na dva
32-bitové re´azce, prvých 32 bitov ozna£me L0 a druhých 32 bitov
R0.
(b) Pre 1 ≤ i ≤ 16 vykonaj
Li = Ri−1,
Ri = Li−1 ⊕ f(Ri−1, Ji),
kde ⊕ zna£í XOR, f je funkcia, ktorú popí²eme neskôr a Ji je k©ú£
pre dané kolo. Tento k©ú£ je dlhý 48 bitov a je funkciou 56 bitového
pôvodného k©ú£a K.
(c) Po aplikácii 16-tich kôl na výsledný re´azec bitovR16L16 aplikujeme
inverznú permutáciu IP−1 a dostaneme ²iforvý text y.
Vstupom pre funkciu f sú dva bitové re´azce. Prvý re´azec R dlhý 32
bitov a druhý re´azec J dlhý 48 bitov. Výstupom je bitový re´azec o
d¨ºke 32 bitov.
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Obr. 4.1: Graﬁcké znázornenie algoritmu DES
Obrázok (4.2) graﬁcky znázor¬uje funkciu f.
V prvom kroku je re´azec R roz²írený na re´azec dlhý 48 bitov pomocou
ﬁxnej expanzívnej funkcie E. Funkcia E je permuta£ná funkcia, ktorá
polovicu bitov (16) zduplikuje. V druhom kroku spo£ítame E(R) ⊕ J
a výsledný re´azec rozdelíme na osem 6-bitových re´azcov. Ozna£íme
ich B = B1B2B3B4B5B6B7B8. Re´azec Bj je vstupom do príslu²ného
S-boxu Sj, 1 ≤ j ≤ 8. Kaºdý S-box Sj je pole rozmeru 4 × 16, kde
na kaºdom polí£ku je 4-bitový re´azec. Re´azec Bj slúºi na výpo£et
adresy (£ísla riadku a ²isla st¨pca) c danom S-Boxe. Výstupom z S=Box
je re´azec zapísane v S-Boxe na adesesa ur£enej vstupom Bj. Výstup
ozna£me Cj. Dostávame Cj = Sj(Bj). Na záver sa na bitový re´azec
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Obr. 4.2: Graﬁcké znázornenie funkcie f v jednom kole DES-u
C = C1C2C3C4C5C6C7C8 aplikuje ﬁxná permutácia P . Máme f(R, J) =
P (C).
Ostáva nám popísa´ spôsob generovania k©ú£ov pre jednotlivé kolá z 56
signiﬁkantných bitov pôvodného k©ú£a K. Týchto 56 bitov zpermutu-
jeme pomocou permutácie PC-1 (permuted choice), zapí²eme PC-1(K) =
C0D0, kde C0(resp. D0) je prvých (resp. druhých) 28 bitov PC-1(K).
Ke¤ºe je 16 kôl, potrebujeme 16 podk©ú£ov, a preto pre 1 ≤ i ≤ 16
vypo£ítame:
Ci = LSi(Ci−1),
Di = LSi(Di−1) a teda
Ji = PC-2(CiDi).
LSi reprezentuje cyklický posun do©ava bu¤ o jednu alebo dve pozície,
v závislosti na hodnote i. Ak i = 1, 2, 9, 16 ide o posun o jednu pozíciu,
inak o dve. PC-2 je ¤a©²ia permutácia.
4.1.1 Úloha S-boxov
Najdôleºitej²ou £as´ou pre bezpe£nos´ DES-u sú S-boxy, ke¤ºe ide o jeho
jedinú nelineárnu £as´. Jedná sa o substitu£né tabu©ky, ktoré realizujú
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zámenu vstupnej ²estice bitov za ²tvoricu výstupných bitov. Nároky kla-
dené na dizajn S-boxov boli dlhé roky utajované(na podnet organizácie
NSA). Boli zverejnené aº v roku 1994 [6], po prvých verejných £lánkoch
o diferen£nej kryptoanalýze [19],[2]. Návrhové kritériá na S-boxy boli
nasledovné [8]:
P0 Kaºdý riadok v kaºdom S-box je permutáciou £ísel 0, . . . , 15.
P1 iadny S-box nie je lineárnou alebo aﬁnnou funkciou svoho vstupu.
P2 Zmena jedného vstupného bitu do S-boxu má za následok zmenu
minimálne 2 výstupných bitov.
P3 Pre ©ubovo©ný S-box a ©ubovo©ný vstup x, S(x) a S(x⊕001100) sa
lí²ia aspo¬ v dvoch bitoch.
P4 Pre ©ubovo©ný S-box a ©ubovo©ný vstup x, a pre e, f ∈ {0, 1}, S(x) 6=
S(x⊕ 11ef00).
P5 Pre ©ubovo©ný nenulový 6-bitový rozdiel vstupov najviac 8(z moº-
ných 32) párov vstupov, ktoré majú tento rozdiel, môºe vies´ k
rovnakému výstupnému rozdielu.
Obrázok (4.3) graﬁcky znázor¬uje generovanie podk©ú£ov pre jednotlivé
kolá DES-u
Dlho otvorenou otázkou bolo aj usporiadanie S-Boxov. Existuje 8! =
40320 rôznych moºností usporiadania. Otázka bola, £i jednoduchým pre-
usporiadaním S-boxov je moºné vylep²i´ odolnos´ DES-u vo£i krypto-
analytickým útokom. V [17] je ukázané, ºe existuje síce lep²í spôsob
preusporiadania S-Boxov aby sa s´aºil útok pomocou diferen£nej kryp-
toanalýzy, ale rozdiel nie je relevantný. V tom istom £lánku je tieº uká-
zané, ºe ºiadne preusporiadanie S-Boxov nedáva ochranu pred takýmto
spôsobom útoku.
4.1.2 Striktné lavinové kritérium
Dôleºitou vlastnos´ou pre bezpe£nos´ blokovej ²ifry je striktné lavínové
kritérium pre k©ú£ (strict key avalanche criterion SKAC). Nastáva vtedy,
ke¤ pre ﬁxovaný otvorený text sa kaºdý bit ²ifrového textu zmení s
pravdepodobnos´ou 50% vºdy, ke¤ sa zmení jeden bit k©ú£a. DES sp¨¬a
SKAC [9].
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Obr. 4.3: graﬁcké znázornenie generovania podk©ú£ov pre jednotlivé kolá DES-
u zo ²ifrovacieho k©ú£a
4.2 Známe útoky na DES
Za dobu ºivotnosti DES-u sa investovalo ve©ké mnoºstvo úsilia do jeho
prelomenia, ale napriek tomu nie je známa ºiadna ©ahká alebo rýchla
metóda.
Hrubá sila je najjednoduch²ím typom útoku, v ktorom sa postupne
snaºíme vyskú²a´ v²etky moºné k©ú£e. Potrebujeme jednu dvoj-
icu otvoreného a jemu prislúchajúceho ²ifrového textu. Ke¤ºe k©ú£
pre DES má len 56 signiﬁkantných bitov, stáva sa DES v dne²nej
dobe týmto útokom ©ahko zlomite©ný. Krátky k©ú£ bol jedným z
dôvodov nahradenia DES novým ²tandardom, algoritmom AES. V
roku 1996 bolo moºné pomocou vytvorenia ²pecializovaného sys-
tému vybudovaným pre takýto ú£el od²ifrova´ DES v priemere za
35 minút [1].
Diferne£ná kryptoanalýza je aplikovaná predov²etkým na blokové
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²ifry, aj ke¤ sa dá pouºi´ aj pri prúdových ²ifrách, £i he²ovacích
funkciách. Ide o útok s moºnos´ou vo©by otvoreného textu. My²-
lienka za touto metódou je, ºe si zvolíme dva otvorené texty s nami
vybraným bitovým rozdielom. Tieto za²ifrujeme rovankým k©ú£om
a skúmame bitový rozdiel za²ifrovaných textov. Inými slovami, zau-
jíma nás, ako rozdiel vstupu vplýva na rozdiel výstupu. Diferen£ná
kryptoanalýza je zaloºená na nerovnomernej distribúcii výstupov
S-boxov a vyuºití tejto informácie na nájdenie k©ú£a.
Na úspe²né prelomenie 16 kolového DES-u je v²ak potrebných 247
zvolených otvorených textov a k nim prislúchajúcich ²ifových tex-
tov [3]. Práve pre náro£nos´ získa´ takéto mnoºstvo dvojíc, je tento
útok skôr len teoretický. Diferen£nej kryptoanalýze sa budeme bliº-
²ie venova´ v kapitole 5.
Lineárna kryptoanalýza je popísaná v [17]. Ide o útok so znalos´ou
otvoreného textu. Umoº¬uje nájdenie DES k©ú£a na základe ana-
lyzovania 243 známych otvorených textov.
4.3 Deﬁnovanie ú£elovej funkcie pre útok pro-
stredníctvom PSO
Úspech PSO do zna£nej miery závisí od správnej deﬁnície ú£elovej fun-
kcie. Potrebujeme funkciu, ktorá by k©ú£e blízke k správnemu k©ú£u
(napr. blízke v zmysle Hammingovej vzdialenosti) ohodnotila lep²ie ako
k©ú£e, ktoré sú vzdialenej²ie. Ako uvidíme, nájs´ takúto funkciu je ve©mi
´aºké.
Chceme previes´ útok so znalos´ou otvoreného textu (known plaintext
attack), teda predpokladáme, ºe máme k dispozícii n otvorených tex-
tov, kaºdý dlhý 64 bitov a k nim prislúchajúce ²ifrové texty za²ifrované
k©ú£om K. Mnoºinu týchto dvojíc zna£íme {(Mi, CK(Mi), i = 1, . . . n},
pri£om CK(Mi) je ²ifrový text za²ifrovaný k©ú£omK odpovedajúci otvo-
renému textu Mi. Nech T je ©ubovo©ný k©ú£. Hodnotu ú£elovej funkcie
vypo£ítame nasledovne.
h(T ) =
1
n
∑
i=1,..,n
dH(C
K(Mi), C
T (Mi)), (4.1)
kde dH je Hammingova vzdialenos´ medzi dvoma bitovými re´azcami a
K je vopred deﬁnovaný DES k©ú£.
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• Kaºdý otvorený text Mi za²ifrujeme k©ú£om T , £ím dostaneme
²ifrový text CT (Mi).
• Pre kaºdú dvojicu ²ifrových textov (CK(Mi), CT (Mi)) vypo£ítame
Hammingovu vzdialenos´ dH(CK(Mi), CT (Mi)).
• Ú£elová funkcia je aritmetický priemer Hammingových vzdialeností
²ifrového textu vytvoreného DES kú£om a ²ifrového textu vytvo-
reného navrhovaným k©ú£om pre v²etky otvorené texty Mi, i =
1, 2, . . . , n.
Aby sme preskúmali vhodnos´ tejto ú£elovej funkcie, deﬁnujme novú
funkciu h∗.
Deﬁnícia 4. Nech j = 1, 2, . . . , 16 ozna£uje po£et kôl DES-u, ktoré
sa vykonajú po£as ²ifrovania. Nech K1, K2 sú 2 k©ú£e pre DES, dH
nech ozna£uje Hammingovu vzdialenos´ medzi dvoma bitovými re´az-
cami rovnakej d¨ºky, Mi, i = 1, 2, . . . , 500 sú náhodne vygenerované
64-bitové re´azce. Nech CKj (M) ozna£uje ²ifrový text pre vstupný re-
£azec M pomocou k©ú£a K po aplikácii j kôl DES-u. Potom funkciu
h∗j(K1, K2) deﬁnujeme nasledovne
h∗j(K1, K2) =
1
500
∑
i=1,..,500
dH(C
K1
j (Mi), C
K2
j (Mi)), (4.2)
Chceli sme skúma´ ako sa bude správa´ ú£elová funkcia (4.1) v závislosti
od nasledovných faktorov
• po£tu kôl DES-u,
• Hammingovej vzdialenosti dvoch k©ú£ov.
Najprv sme vygenerovali 500 náhodných textov M1, . . . ,M500, kaºdý
dlhý 64 bitov. Následne pre kaºdé z = 1, 2, . . . , 8 sme vykonali nasle-
dovné:
• vygenerovali sme 500 náhodných dvojíc k©ú£ovK1, K2 tak, ºe dH(K1, K2) =
z (pre z = 1 sa k©ú£e opakovali),
• pre kaºdé j = 1, 2, . . . , 16 sme vypo£ítali hodnutu h∗j(K1, K2).
V tabu©ke 4.1 sú uvedené hodnoty funkcie h∗j , ktorá nie je identická s
ú£elovou funkciou. Ak v²ak ﬁxujeme jeden z k©ú£ov, tak sa funkcie rov-
najú. Tabu©ka poukazuje, ºe nami deﬁnovaná ú£elová funkcia nedokáºe
kopírova´ ²ifrovací proces DESu. Pre k©ú£e, ktoré majú Hammingovú
38
Po£et rozdielných bitov v k©ú£i
Po£et kôl 1 2 3 4 5 6 7 8
1 2,184 4,112 5,839 7,320 8,635 9,800 10,807 11,667
2 11,501 17,068 20,343 22,526 24,178 25,525 26,622 27,583
3 24,215 28,775 30,421 31,188 31,537 31,732 31,808 31,880
4 30,826 31,810 31,968 31,982 31,996 31,995 32,011 32,005
5 31,960 31,972 31,992 32,011 32,007 31,985 31,991 32,003
6 32,053 31,992 31,991 31,993 32,005 32,016 32,002 31,983
7 32,027 31,990 32,003 32,005 32,000 31,993 32,006 31,998
8 32,000 31,997 32,009 31,991 32,003 32,000 31,993 31,995
9 31,967 32,009 32,000 32,012 31,996 31,999 31,988 32,003
10 32,007 31,996 32,011 31,997 31,995 31,993 31,988 31,999
11 32,024 32,010 32,009 31,993 31,989 32,004 31,998 32,010
12 32,013 32,000 32,003 32,000 32,000 32,015 31,999 32,006
13 32,031 32,000 31,995 31,997 32,010 31,995 32,020 32,012
14 32,007 31,998 32,002 31,995 31,997 32,009 32,003 31,996
15 32,014 32,003 31,983 31,992 32,001 32,004 32,012 32,000
16 31,970 32,003 31,999 32,002 32,006 31,996 31,991 31,999
Tabu©ka 4.1: Priemerný po£et bitov, v ktorých sa ²ifrové texty lí²ia po ²ifrovaní
dvojicou k©ú£ov s Hammingovou vzdialenos´ou z = 1, 2, . . . , 8 a po aplikácii
j = 1, 2, . . . , 16 kôl DES-u.
vzdialenos´ 1 (teda sa lí²ia len v jednom bite) sa ²ifrové texty uº po 4
kolách DES-u lí²ia v priemere o 32 bitov, £o predstavuje 50% v²etkých
bitov. Tento výsledok nie je prekvapivý, lebo ako sme uviedli v £asti
4.1.2, DES sp¨¬a striktné lavínové kritérium. Ak sa k©ú£e lí²ia o viac
bitov, Hammingova vzdialenos´ textov, ktoré vzniknú po ²ifrovaní otvo-
reného textu týmito dvoma k©ú£mi je skoro kon²tantná a v priemere sa
pohybuje okolo hodnoty 32.
Po£as útoku nemáme vedomos´ o skuto£nom k©ú£i. To, £o vieme pozo-
rova´ pri nami popísanom útoku je len porovnanie ²ifrových textov vy-
tvorených skuto£ným k©ú£om a nami navrhovaným k©ú£om. Ako v²ak
vyplýva z tabu©ky 4.1 tento rozdiel pri viac ako 4 kolách DES-u je skoro
kon²tantný a teda nedá sa z tohto porovnania získa´ ºiadna informácia.
Práve táto neschopnos´ navrhnutej ú£elovej funkcie ohodnoti´ k©ú£ je
dôvodom zlyhania popísaného útoku pomocou PSO na DES.
V súvislosti s uvedeným faktom nám vyvstáva nieko©ko otázok:
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(a) je moºné s nami deﬁnovanou ú£elovou funkciou zlomi´ DES, ak
limitujeme po£et kôl? Ak áno, ko©ko kolový DES sa dá takýmto
spôsobom zlomi´?
(b) dá sa deﬁnova´ ú£elová funkcia, ktorá by nemala spomínané nedos-
tatky? Ak áno, ako?
Výsledky uvedené v tabu©ke by nasved£ovali, ºe existuje ²anca uve-
deným spôsobom od²ifrova´ 4-kolový DES (pre viac kôl sú rozdiely v
hodnote ú£elovej funkcie v závislosti od po£tu rozdielnych bitov prak-
ticky nemerate©né). Obdobné výsledy - t.j. zlomenie 4-kolového DES sú
známe pomocou genetického algoritmu [25]. Nám sa podarilo od²ifrova´
dvojkolový DES s pouºitím PSO algoritmu a obdobným prístupom ako
v [25]. Podrobnej²í popis uvádzame v £asti (4.4.1).
Druhá otázka je ove©a ´aº²ia. Pod©a nás na nájdenie vhodnej ú£elovej
funkcie je potrebné do nej zakomponova´ ove©a hlb²ie znalosti o fun-
govaní samotného algoritmu, resp. vyuºi´ kryptoanalytické metódy pri
vyhodnotení konkrétneho k©ú£a ú£elovou funkciou.
Na ilustráciu, pre£o sa nami popísaným spôsobom nedá zlomi´ DES,
uvádzme 4 obrázky pre 1-kolový, 2-kolový, 3-kolový a 4-kolový DES.
Popis obrázkov je nasledovný:
• náhodne sme vybrali jeden 56-bitový k©ú£ pre DES, ozna£me ho
K. Vygenerovali sme 200 náhodných re´azcov Mi, i = 1, . . . , 200
d¨ºky 64.
• nech z = 0, 1, 2, . . . , 55 predstavuje Hammingovu vzdialenos´ od
deﬁnovaného k©ú£a K. Pre kaºdé z sme vygenerovali N = 10000
náhodných k©ú£ov Tk, k = 1, . . . , N , ktoré mali Hammingovu
vzdialenos´ rovnú z. Teda dH(K,Tk) = z.
• pre kaºdé Tk sme vypo£ítali hodnotu ú£elovej funkcie h(Tk). Ú£e-
lová funkcia bola deﬁnovaná vz´ahom (4.1), pri£om n=200.
• hodnoty h(Tk) pre k = 1, N sme rozdelili do intervalov
I0 = [0, 1) , I1 = [1, 2) , . . . , I63 = [63, 64]
a vytvorili sme tabu©ku po£etností nad týmito intervalmi (pre kaºdý
interval sme spo£ítali ko©ko hodnôt ú£elovej funkcie bolo v rozpätí
daného intervalu)
• kaºdej po£etnosti sme priradili farbu (vi¤ obrazok 4.4. Kaºdý z
obrázkov má 56× 64 polí£ok, 56 st¨pcov (kaºdý st¨pec predstavuje
Hammingovu vzdialenos´ od k©ú£a K) a 64 riadkov (kaºdý riadok
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predstavuje jeden interval Is, pre hodnoty ú£elovej funkcie). Na jed-
notlivých obrázkoch nejaká farba v polí£ku (riad, stlp) predstavuje
po£etnos´ ú£elovej funkcie pre interval Iriad pre k©ú£ s Hammingo-
vou vzdialenos´ou stlp.
Obr. 4.4: Farebná ²kála znázorúujúca priradnie farieb jednotlivým po£etnos-
tiam.
Obr. 4.5: Obrázky znázor¬ujú po£etnosti k©ú£ov, v závislosti od Hammingovej
vzdialenosti od stanoveného k©ú£a K a od hodnoty ú£elovej funkcie
V²imnime si, ºe po£et rôznych k©ú£ov s Hammingovou vzdialenos´ou z
od daného k©ú£a K je
(
56
z
)
. Teda v st¨pcoch, ktoré sú pri pravom a ©a-
vom okraji obrázkov je len ve©mi málo k©ú£ov. Obrázky pre 1-kolový a
2-kolový DES nazna£ujú, ºe PSO algoritmus má dobrú ²ancu nachádza´
k©ú£e so stále lep²ou hodnotou ú£elovej funkcie a skonvergova´ k h©a-
danému k©ú£u (V pravom hornom rohu obrázku). Pre 3-kolový DES sa
v²ak PSO musí traﬁ´ do k©ú£ov s Hammingovou vzdialenos´ou men²ou
neº 8, aby algoritmus skonvergoval. Pre 4-kolový DES by PSO muselo
nájs´ k©ú£ s men²ou Hammingovou vzdialenos´ou neº 4. Hodnoty ú£elo-
vej funkcie pre k©ú£e s vä£²ím rozdielom neº 10 sú v²ak skoro kon²tantné
a tak nedávajú ºiadnu indíciu pre konvergenciu algoritmu k lep²ím hod-
notám.
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4.4 Útok na 2-kolový DES priamou apliká-
ciou PSO
V tejto £asti popí²eme algoritmus, ktorý sme pouºili pri útoku na DES
s rôznym po£tom kôl. I²lo o útok so znalos´ou otvoreného textu. Praco-
vali sme s 20 náhodne vybratými re´azcami, ku ktorým sme poznali aj
²ifrový text. Pouºili sme diskrétnu variantu PSO popísanú v £asti ??.
tandardná implementácia PSO nie je schopná úspe²ne nachádza´ celý
k©ú£ po jednom behu. Preto sme zvolili obdobný postup ako v £lánku
[??], v ktorom sa autorom podarilo úspe²ne zlomi´ 4-kolový DES pomo-
cou genetického algoritmu.
• algoritmus PSO sme aplikovali opakovane 40-krát za sebou,
• na konci kaºdého behu sme si zapamätali nájdený k©ú£ a hodnotu
ú£elovej funkcie pre nájdený k©ú£,
• po 40 behoch sme vypo£ítali aritmetický priemer v²etkých hodnôt
ú£elovej funkcie a vybrali sme len tie k©ú£e, pre ktoré hodnota
ú£elovej funkcie bola lep²ia neº priemerná hodnota,
• v takto vyselektovaných k©ú£och sme vybrali tie bity, ktorých hod-
nota bola rovnaká pre 80% k©ú£ov,
• celý beh sme opakovali dovtedy, kým sme nena²li v²etky bity k©ú£a,
alebo nedosiahli 50 iterácií.
Obr. 4.6: Schéma algoritmu, ktorý sme pouºili na útok na DES
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Pouºili sme ú£elovú funkciu deﬁnovanú vz´ahom (4.1) s n = 20. Ako
mnoºinu Mi sme pouºili 20 náhodne vygenerovaných re´azcov a k nim
prislúchajúcich ²ifrových textov. V algoritme PSO sme pouºili 80 £astíc,
a kaºdý beh algoritmus sme zastavili po 100 iteráciách.
4.4.1 Priebeh algoritmu - príklad
Na ilustráciu správania algoritmu uve¤me jeden príkladový priebeh pre
dvojkolový DES. Nech
00100100 10110101 11010110 01100000 10100101 10100001 11101110 00100110
je h©adaný k©ú£. Uvádzame len 56 bitov k©ú£a, zvy²ných 8 bitov je
paritných. Diskrétny PSO algoritmus sme spustili 40-krát a po kaºdom
behu sme si zapamätali k©ú£ s najlep²ou hodnotou ú£elovej funkcie. Tak
sme získali 40 adeptov na k©ú£ a vypo£ítali sme priemernú hodnotu z
hodnôt ú£elových funkcií. Celkove 20 k©ú£ov malo lep²iu (to znamená
niº²iu) hodnotu ú£elovej funkcie neº bola priemerná hodnota, ktorá sa
rovnala 22,701. Pomocou týchto 20 k©ú£ov sme zaﬁxovali nasledujúcih
8 bitov (bity, ktoré mali rovnakú hodnotu aspo¬ pre 80% zostávajúcich
k©ú£ov):
???0???? 1??????? ?1?????? ???????? ??1????? ???0???? ???????? 0?1??1??
V druhej iterácii sme opä´ na²li 40 adeptov, z ktorých 15 malo lep²iu
hodnotu ú£elovej funkcie neº priemer. Priemerná hodnota bola 20,205.
Pomocou týchto 15 k©ú£ov sme zaﬁxovali nasledujúcih 21 bitov:
00100??? 1??????? ?10?011? 011????? 1?10??0? 10100??? ??1????? 00100110
V tretej iterácii sme opä´ na²li 40 adeptov, z ktorých 23 malo lep²iu
hodnotu ú£elovej funkcie neº priemer. Priemerná hodnota bola 5,254.
Pomocou týchto 23 k©ú£ov sme zaﬁxovali nasledujúcih 24 bitov:
001001?? 101?010? 1101011? 0110000? 1010010? 1010000? 111?111? 0010011?
V priebehu ²tvrtej iterácie sa nám podarilo nájs´ k©ú£, ktorý mal nulovú
hodnotu ú£elovej funkcie, a teda bol totoºný s h©adaným k©ú£om. Tu
si treba uvedomi´, ºe osem bitov je paritných, a preto nevstupujú do
²ifrovania.
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Kapitola 5
Diferen£ná kryptoanalýza
Zna£enie. V ¤a©som texte budeme £astokrát pracova´ s dvojicami ot-
vorených a ²ifových textov a s ich rozdielom. Pod rozdielom budeme
vºdy rozumie´ XOR (exclusive or) hodnotu dvojice. Dvojice budeme vºdy
ozna£ova´ ako (T, T ∗), ich rozdiel ako T
′
(miesto T môºe by´ ©ubovo©né
písmeno). iarkované premenné budú vºdy ozna£ova´ rozdiel, napríklad
T
′
sa bude vºdy vz´ahova´ k dvojici textov T a T ∗, takých, ºe T
′
= T⊕T ∗
Diferen£ná kryptoanalýza je spôsob útoku na ²ifrovací systém. Úto£ník
si volí dvojice otvorených textov, ktoré majú kon²tantný rozdiel a musí
pozna´ aj k nim prislúchajce ²ifrové texty aby vedel ur£i´ rozdiel ²ifro-
vých textov. Vyberá si tie otvorené dvojice, kde rozdiel ²ifrových textov
s istou pravdepodobnos´ou nadobúda deﬁnovanú kon²tantnú hodnotu.
Ak pravdepodobnos´, ºe pri danom vstupnom rozdieli dostaneme ur£ený
výstupný rozdiel je ove©a vy²²ia, neº by tomu bolo v prípade rovnomer-
ného rozloºenia výstupu, je moºné pri dostato£nom po£te dvojíc otvo-
rených textov (a poznaní k nim prislúchajúcich ²ifrových textov) nájs´
²ifrovací k©ú£. Základom k úspechu je nájs´ také rozdiely, kde pravde-
podobnos´, ºe vstupný rozdiel sa premietne po ²ifrovaní na výstupný
rozdiel je £o najvy²²ia. Po£et potrebných dvojíc je nepriamo úmerný
pravdepodobnosti, ºe vstupný rozdiel otvorených textov sa premietne
na ur£ený výstupný rozdiel ²ifrových textov. Neskôr podrobnej²ie po-
pí²eme spôsob, ako takýto útok pracuje a ako h©ada´ vhodné vstupné
a výstupné rozdiely a takzvané diferen£né charakteristiky, aby útok bol
úspe²ný.
Vo verejne dostupnej literatúre túto techniku popísali Biham a Shamir
v roku 1990 v práci [2], aj ke¤ ju uº v £ase návrhu DES (1974) poznali
vedci v IBM a NSA [6].
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5.1 Ako sa správajú S-Boxy v prípade, ºe
vstupy sú rozdiely
S-Box je k©ú£ovou £as´ou DES-u, a ako to vyplýva z popisu, je to jediná
nelineárna £as´ algoritmu. V prípade, ºe vstupom do S-Boxu je náhodná
premenná s rovnomerným rozdelením, aj výstup z S-Box bude bude ma´
rovnomerné rozdelenie. Vyplýva to z deﬁnície S-Boxu (kaºdý riadok S-
Boxu je permutáciou £ísel 0− 15).
Pozrime, £o sa stane, ak ako vstup do S-Boxu budeme uvaºova´ rozdiel
dvojice textov a nie jeden konkrétny text.
Deﬁnícia 5. Nech 1 ≤ j ≤ 8. Sj budeme ozna£ova´ j−ty S-Box a Sj(B)
výstup z S-Boxu pri vstupe B. Pre ©ubovo©né B
′
j ∈ (Z2)6, ∆(B′j) =
{(Bj, B∗j ) ∈ (Z2)6 × (Z2)6, B′j = Bj ⊕B∗j }
Pre nejakú konkrétnu hodnotu B
′
j mnoºina ∆(B
′
j) je tvorená takými
dvojicami (Bj, B∗j ), ktorých rozdiel (XOR hodnota) je rovná B
′
j. Z de-
ﬁnície okamºite vyplýva, ºe po£et prvkov mnoºiny ∆(B
′
j) je 2
6 = 64 a
B∗j = Bj ⊕B′j. Pre kaºdý prvok (Bj, B∗j ) z mnoºiny ∆(B′j) vypo£ítajme
Sj(Bj) ⊕ Sj(B∗j ), teda rozdiel výstupu dvojice z S-Boxu Sj. Pozname-
najme, ºe Sj(B) ∈ (Z2)4. iºe na vstupe do S-Boxu máme 64 rôznych
rozdielov a na výstupe 16 moºných rozdielov.
Deﬁnícia 6. Nech 1 ≤ j ≤ 8, B′j je bitový re´azec d©ºky 6 a C ′j je
bitový re´azec d©ºky 4.
INj(B
′
j, C
′
j) = {Bj ∈ (Z2)6 : Sj(Bj)⊕ Sj(Bj ⊕B′j) = C ′j}
Nj(B
′
j, C
′
j) = |INj(B′j, C ′j)|
Zoberme si jeden konkrétny vstupný rozdiel B
′
j do S-Boxu Sj a jeden
konkrétny výstupný rozdiel z toho istého S-Boxu C
′
j. Mnoºina INj(B
′
j, C
′
j)
je mnoºina takých vstupov Bj, ºe ak zoberieme k nemu asociovanú hod-
notu B∗j takú, ºe ich rozdiel je B
′
j, tak rozdiel ich výstupov z S-Boxu
bude C
′
j. Nj(B
′
j, C
′
j) ozna£uje po£et prvkov mnoºiny INj(B
′
j, C
′
j), t.j.
ko©ko existuje dvojíc so vstupným rozdielom B
′
j, takých, ºe výstupný
rozdiel je C
′
j.
Teraz pre daný S-Box a pre daný vstupný rozdiel B
′
j môºeme vytvori´
ditribu£nú tabu©ku, kde v prvom st¨pci budú hodnoty výstupných roz-
dielov C
′
j (t.j. tabu©ka bude ma´ 16 riadkov) a v druhom st¨pci budú
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prvky mnoºiny INj(B
′
j, C
′
j) a v tre´om st¨pci po£etnos´, ko©ko rôznych
dvojíc s daným vstupným rozdielom sa zobrazí na daný výstupný rozdiel
C
′
j. Fixujeme teda S-Box a vstupný rozdiel. Máme 64 rôznych moºností
ako vygenerova´ daný vstupný rozdiel, ktorý sa môºe zobrazi´ na 16
rôznych výstupných rozdielov.
Príklad 7. Vyberme si S-Box S1, vstupný rozdiel B
′
1 = 110100 a vy-
tvorme distribu£nú tabu©ku
Výstupný rozdiel C
′
j IN1(110100, C
′
1) N1(110100, C
′
1)
0000 0
0001 000011, 001111, 011110, 011111 8
101010, 101011, 110111, 111011
0010 000100, 000101, 001110, 010001 16
010010, 010100, 011010, 011011
100000, 100101, 010110, 101110
101111, 110000, 110001, 111010
0011 000001, 000010, 010101, 100001 6
110101, 100111
0100 010011, 100111 2
0101 0
0110 0
0111 000000, 001000, 001101, 010111 12
011000, 011101, 100011, 101001
101100, 110100, 111001, 111100
1000 001001, 001100, 011001, 101101 6
111000, 111101
1001 0
1010 0
1011 0
1100 0
1101 000110, 010000, 010110, 011100 8
100010, 100100, 101000, 110010
1110 0
1111 000111, 001010, 001011, 110011 6
111110, 111111
Tabu©ka 5.1: tabu©ka znázor¬uje ako S-Box S1 zobrazuje vstupný rozdiel
110100 na jednotlivé výstupné rozdiely.
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Príklad ukazuje, ºe S-Box S1 zobrazuje vstupný rozdiel 110100 ve©mi
nerovnomerne. Existuje 7 rôznych výstupných rozdielov, na ktoré sa ni£
nezobrazí, kým na výstupný rozdiel 0010 sa zobrazí aº 16 vstupných
dvojíc. Pre kaºdý S-Box je jednoduché vytvori´ tabu©ku po£etnosti so
64 riadkami a 16 st¨pcami, kde prvok ti,j reprezentuje po£etnos´, ko©ko
dvojíc so vstupným rozdielom i (presne povedané so vstupným roz-
dielom, ktorého bitová reprezentácia zodpovedá £íslu i), sa zobrazí na
výstupný rozdiel  j (na výstupný rozdiel, ktorého bitová reprezentácia
zodpovedá £íslu j). V²etky S-Boxy vykazujú takúto vlatnos´, ºe zobra-
zujú vstupné rozdiely ve©mi nerovnomerne. Práve túto vlastnos´ vyuºíva
diferen£ná kryptoanalýza na nájdenia ²ifrového k©ú£a.
5.2 Ako nájs´ k©ú£, ak poznáme vstupný a
výstupný rozdiel pre S-Box
Vrá´me sa k popisu DES-u z £asti (4.1). Samotný vstup B do S-Boxov
v i−tom kole algoritmu sa vytvorí nasledovne
(a) 32−bitový vstupný re´azec R (R je výsledkom (i − 1)-ého kola)
sa roz²íri pomocou expanznej permutácie E na 48 bitov (16 bitov
pôvodného re´azca sa zduplikuke a aplikuje sa deﬁnovaná permu-
tácia). Pre jednoduchos´ miesto E(R) budeme písa´ len E, kde je
z kontextu jasné, ºe sa jedná o výstup expanznej permutáce a nie
o permutáciu samotnú.
(b) výsledný 48−bitový re´azec E z predchádzajúceho kroku sa XOR-
uje s 48−bitovým podk©ú£om J pre i−te kolo
Teda
B = E ⊕ J (5.1)
z £oho vieme vyjadri´ podk©ú£ J v danem kole DES algoritmu
J = E ⊕B (5.2)
47
Pozrime sa, £o sa stane, ak budeme ako vstup uvaºova´ rozdiel dvoch
re´azcov
B
′
= B ⊕B∗
= (E(R)⊕ J)⊕ (E(R∗)⊕ J)
= E(R)⊕ E(R∗)
= E(R⊕R∗)
= E(R
′
)
= E
′
V²imnime si, ºe vstupný XOR nezávisí od bitov k©ú£a. Výstupný XOR
v²ak závisí - vyplýva to priamo z deﬁnície ako sa po£íta výstupný XOR
(necháme kaºdú dvojicu prejs´ algoritmom a následne urobíme rozdiel,
£iºe pri výpo£te výsledného rozdielu sa k©ú£e nevyru²ia).
B,E, J sú 48-bitové re´azce, ktoré môºeme napísa´ ako re´azec ôsmich
6−bitových re´azcov, aby sme zvýraznili a zvidite©nili vstupy do prí-
slu²ných S-Boxov.
B = B1B2B3B4B5B6B7B8
E = E1E2E3E4E5E6E7E8
J = J1J2J3J4J5J6J7J8
Ak si teraz zoberieme pre 1 ≤ j ≤ 8 jeden konkrétny vstupný rozdiel
E
′
j a jeden konkétny výstupný rozdiel C
′
j, je jasné, ºe
Ej ⊕ Jj ∈ INj(E ′j, C
′
j).
To znamená, ºe h©adaný k©ú£ sa musi nachádza´ v mnoºine ktorú vy-
tvoríme tak, ºe kaºdý prvok mnoºiny INj(E
′
j, C
′
j) XOR-ujeme s Ej.
Deﬁnícia 8. Nech 1 ≤ j ≤ 8 a Ej, E∗j sú bitové re´azce d¨ºky 6 a C ′j
re´azec d¨ºky 4. Potom deﬁnujeme mnoºinu Keyj(Ej, E
′
j, C
′
j) = {Bj ⊕
Ej : Bj ∈ INj(E ′j, C ′j)}
Veta 9. Nech Ej a E∗j sú vstupy do S-Boxu Sj, E
′
j = Ej ⊕ E∗j a nech
ich výstupný rozdiel z S-Boxu je C
′
j. Potom k©ú£ Jj sa musí nachádza´
v mnoºine Keyj(Ej, E∗j , C
′
j).
V²imnime si, ºe mnoºina Keyj(Ej, E
′
j, C
′
j) bude ma´ rovnaký po£et prv-
kov ako mnoºina INj(E
′
j, C
′
j). Aby sme jednozna£ne ur£ili k©ú£, potre-
bujeme vygenerova´ mnoºinu Keyj s rôznymi trojicami Ej, E
′
j, C
′
j.
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Pre nájdenie správneho k©ú£a sa pre kaºdy S-Box implementuje mno-
ºina 64 po£itadiel. Kaºdý podk©ú£ má 6 bitov, £o predstavuje 64 rôznych
moºností. Pre S-Box Sj nech countij je po£ítadlo priradené podk©ú£u s
bitovou reprezentáciou i, pri£om hodnota po£ítadla sa zvý²i o 1 vºdy,
ke¤ pre nejakú trojicu Ej, E
′
j, C
′
j podk©ú£ s bitovou reprezentáciou ï"sa
nachádza v mnoºine Keyj. Ke¤ teda budeme ma´ k rôznych trojíc, a
pre kaºdý S-Box budeme ma´ práve 1 po£ítadlo countijj s hodnotou k,
t.j pre kaºdé 1 ≤ j ≤ 8 ∃! ij : countijj = k, tak sme na²li v²etky pod-
©ú£e J1, J2, J3, J4, J5, J6, J7, J8. Bitová reprezentácia Jj sa rovná bitovej
reprezentácii ij (t.j. indexu po£ítadla pre S-Box Sj, ktorého hodnota sa
rovná k). Ako ukáºeme neskôr, tento prístup je ve©mi jednoduchý, ale pri
ve©kom po£te moºných k©ú£ov potrebujeme ve©kú pamä´ pre po£ítadlá.
Preto sa vyvinuli iné metódy, ktoré popí²eme neskôr.
Týmto spôsobom teda nájdeme 48 bitov h©adaného k©ú£a, zvy²ných 8
bitov sa dá nájs´ preh©adaním zvy²ných 256 moºností.
5.3 Diferen£ná charakteristika
Útok na DES je zaloºený na vhodnom výbere vstupného rozdielu, ktorý
DES s istou pravdepodobnos´ou premietne na výstupný rozdiel. Zave-
dieme dôleºitý pojem diferen£nej charakteristiky.
Deﬁnícia 10. Nech n ≥ 1. Pod n−kolovou diferen£nou charakteristi-
kou budeme rozumie´ zoznam nasledujúceho tvaru
L′0, R
′
0, L
′
1, R
′
1, p1, . . . , L
′
n, R
′
n, pn,
sp¨¬ajúci nasledovné podmienky:
(a) L′i = R
′
i−1, pre v²etky 1 ≤ i ≤ n.
(b) Nech Li−1Ri−1, L∗i−1R
∗
i−1 sú zvolené tak, ºe Li−1 ⊕ L∗i−1 = L′i−1
a Ri−1 ⊕ R∗i−1 = R′i−1. Predpokladajme, ºe LiRi a L∗iR∗i sú vý-
sledky aplikácie i−teho kola DES. Potom pravdepodobnos´, ºe
Li ⊕ L∗i = L′i a Ri ⊕ R∗i = R′i je práve pi. (Pravdepodobnos´ sa
po£íta so zrete©om na v²etky moºné k©ú£e v danom kole DES).
Pravdepodobnos´ celej charakteristiky deﬁnujeme ako sú£in jed-
notlivých pravdepodobností p =
∏n
i=1 pi.
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Poznámka. Skuto£ná pravdepodobnos´, ºe Li⊕L∗i = L′i a Ri⊕R∗i = R′i
pre 1 ≤ i ≤ n nie je presne ∏ni=1 pi. To by bola pravda v prípade, ºe
podk©ú£e v jednotlivých kolách DES-u boli nezávislé a náhodne ur£ené. V
literatúre [??] sa sú£in jednotlivých pravdepodobností povaºuje za dos´
dobrý odhad ku skuto£nej pravdepodobnosti. Pravdepodobnos´ charakte-
ristiky ako sú£inu pravdepodobností je zavedená deﬁnitoricky.
Pre útok je potrebné nájs´ diferen£nú charakteristiku s £o najvy²²ou
pravdepodobnos´ou. Táto pravdepodobnos´ pre DES je rádovo 10−48
a budeme potrebova´ ve©ké mnoºstvo vstupných dvojíc, aby sme na²li
takú, ktorá sp¨¬a diferen£nú charakteristiku.
Deﬁnícia 11. Predpokladajme L0⊕L∗0 = L′0 a R0⊕R∗0 = R′0. Hovoríme,
ºe dvojica otvorených textov L0R0 a L∗0R
∗
0 tvoria správnu dvojicu vz©a-
dom na danú n−kolovú charakteristiku, ak Li⊕L∗i = L′i a Ri⊕R∗i = R′i
pre 1 ≤ i ≤ n. Inak dvojicu nazývame nesprávnou dvojicou.
Aby útok bol efektívny, musíme vedie´ odﬁltrova´ nesprávne dvojice.
Pôvodne sa pre kaºdý potenciálny k©ú£ alokovalo jedno po£ítadlo, kto-
rého hodnota sa zvý²ila o 1, ak po£as útoku niektorá vstupná dvojica
indikovala daný k©ú£. Ke¤ºe správny k©ú£ sa po£as útoku vyskytuje s
ove©a vy²²ou pravdepodobnos´ou neº nesprávny k©ú£, dá sa po dosta-
to£nom po£te vstupných dvojíc rozlí²i´ správny k©ú£. Táto metóda je
ve©mi jednoduchá, ale má nevýhodu v tom, ºe má ve©ké pamä´ové ná-
roky. Potrebujeme alokova´ a udrºiava´ rádove aº do 248 po£ítadiel, £o
je ve©mi nepraktické.
Biham a Shamir v [3] vyvinuli metódu bez pamä´ových nárokov. Po£as
útoku sa ﬁltruje, £i ide a správnu dvojicu alebo nie. Z kaºdej správnej
dvojice je moºné odvodi´ mnoºinu moºných k©ú£ov medzi ktorými sa
nachádza aj h©adaný k©ú£ (k©ú£e odvodené z nesprávnej dvojice sú ná-
hodne rozloºené). Pre kaºdý navrhovaný k©ú£ sa dá previes´ okamºite
test, ºe sa za²ifruje otvorený text s daným k©ú£om a výsledok sa po-
rovná so ²ifrovým textom vytvoreným h©adaným k©ú£om. Tento test sa
dá previes´ paralelne (napríklad na iných po£íta£och).
Základom ﬁltrovacieho procesu je nasledovné. Ke¤ sa pozrieme na distri-
bu£né tabu©ky pre jednotlivé S-Boxy, existujú kombinácie vstupných a
výstupných rozdielov, ktoré nikdy nemôºu nasta´ (v tabu©ke 5.3 sú uve-
dené pravdepodobnosti, ºe náhodne zvolený vstupný rozdiel a výstupný
rozdiel je pre daný S-Box reálny. Pod tým rozumieme to, ºe existuje moº-
nos´, ºe S-Box zobrazí daný vstupný rozdiel na daný výstupný rozdiel.
Ak sa pozrieme na tabu©ku 7, vidíme napríklad, ºe (110100) → (0001)
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je moºné, ale (110100) → (1001) moºné nie je. Pribliºne 20% kombi-
nácií nie je moºných pre jednotlivé S-Boxy. To znamená, ºe ak v²etky
S-Box sú aktívne môºeme vylú£i´ pribliºne 1 − 0.88 = 83.2% dvojíc. V
útoku na 16-kolový DES sa z vedomosti o vstupoch a výstupoch pre 1.,
15. a 16. kolo podarilo vylú£i´ aº 92.5% dvojíc. Pravdepodobnos´, ºe po
ﬁltrovacom procese dvojica bude správnou dvojicou bol 58%.
S-Box Pravdepodobnos´ moºnej
kombinácie vstupu a výstupu
S1 79.4%
S2 78.6%
S3 79.6%
S4 68.5%
S5 76.5%
S6 80.4%
S7 77.2%
S8 77.1%
Tabu©ka 5.2: pravdepodobnos´, ºe daná kombinácia vstupného a výstupného
rozdielu pre daný S-Box je reálna
asto sa pre útoky pouºívajú iteratívne charakteristiky, napríklad 2−kolová
charakteristika sa iteratívne aplikuje nieko©kokrát za sebou, £im sa vy-
tvorí 2n-kolová charakteristika, kde n je po£et iteráci. Obecná 2-kolová
iteratívna charakteristika sa dá zapísa´ nasledovne
(L
′
0, R
′
0) = (Φ ,Ψ )
(L
′
1, R
′
1) = (Ψ ,Φ ) p1 = p (5.3)
(L
′
2, R
′
2) = (Ψ ,Φ ) p2 = q
Na obrázku 5.1 je graﬁcké znázornenie, pre ©ah²ie pochopenie.
V literatúre [15] sa pouºíva zjednodu²ené zna£enie, kde sa vyzna£uje
len ako Feistelovská funkcia f transformuje vstupný rozdiel v jednotli-
vých kolách. Vz´ah L
′
i = R
′
i−1 je triviálny a nie je nutné ho uvádza´. V
jednodu²enom zápise by charakteristika (5.3) vyzerala nasledovne
Input : (Φ,Ψ)
0 ← Ψ p1 = p (5.4)
0 ← Φ p2 = q
Output : (Ψ,Φ)
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Obr. 5.1: Graﬁcké znázornenie 2-kolovej diferen£nej charakteristiky
Do funkcie f je vstupom vºdy pravá polovica re´azca, ktorú pí²eme v
pravej £asti vz´ahu. Aby sme to zachovali, ²ipky, ktoré nazna£ujú smer
transformácie teda smerujú sprava do©ava. Ako vidíme 2-kolová itera-
tívna charakteristika je jednozna£ne ur£enná vstupom (Φ,Ψ) a celko-
vou pravdepodobnos´ou. Preto budeme v prípadoch, ke¤ je to z kon-
textu jednozna£né, odvoláva´ sa na 2-kolovú charakteristiku len vstu-
pom (Φ,Ψ).
5.4 H©adanie charakteristiky s najvy²²ou prav-
depodobnos´ou
V roku 1992 Biham a Shamir [3] publikovali úspe²ný diferen£ný krypto-
analytický útok na 16-kolový DES men²ou zloºitos´ou neº preh©adávanie
hrubou silou. Na útok potrebovali 247 zvolených otvorených aj ²ifrových
textov. Shamir a Biham pouºili 2 charakteristiky obe iteratívne dvoj-
kolové, ktoré kombinovali medzi sebou v 2. aº 14.-tom kole. Prvé kolo a
posledné 2 kolá boli ²peciálne o²etrené, aby nedo²lo k hor²ím výsledkom
neº by bolo priame vyh©adávanie hrubou silou. Pri sedemnásobnej ite-
rácii 2-kolovej charakteristiky by tomu uº tak bolo, preto sa nedá pouºi´
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takýto priamo£iary prístup. Niº²ie sú charakteristiky pouºité v [3].
Input : (19600000x, 0)
0 ← 0 p1 = 1 (5.5)
0 ← 19600000x p2 = 1
247
Output : (0, 19600000x)
a
Input : (1B600000x, 0)
0 ← 0 p1 = 1 (5.6)
0 ← 1B600000x p2 = 1
247
Output : (0, 1B600000x)
Prirodzene vznikla otázka, £i navrhnuté charakteristiky sú najlep²ie
moºné. V roku 1993 Knudsen v £lánku [15] vyjadril silné presved£enie,
ºe najlep²ia charakteristika je 2-kolová iteratívna charakteristika a iná
neº (19600000x) a (1b600000x), ktoré pouºili Biham a Shamir v £lánku
[3]. Knudsen uviedol 11 najlep²ích 2-kolových iteratívnych charakteris-
tík s priemernými pravdepodobnos´ami - my ich uvádzame v tabu©ke
5.3. Ozna£me
(a) Ψ = (19600000x, jedna z charakteristík z [3] s priemernou pravde-
podobnos´ou 1/234
(b) Γ = (1b600000x) druhá z charakteristík z [3] s priemernou pravde-
podobnos´ou 1/234
(c) Θ = (00196000x), Knudsenova charakteristika s pravdepodobnos-
´ou 1/256
Pre Ψ a Γ existujú 2 rôzne pravdepodobnosti, v závislosti od k©ú£a.
Jedna pravdepodobnos´ je 1/146 a druhá 1/585 a ich priemerná hodnota
je 1/234. V £lánku [7] Courtois urobil podrobnú analýzu a porovnanie
charakteristiky Θ vo£i kombinovanému pouºitiu Ψ a Γ s nasledovnými
výsledkami
• v prípade ﬁxného k©ú£a najlep²ou diferen£nou charakteristickou
pre 16-kolový DES je Knudsenova charakteristika Θ. Pre Ψ a Γ
existujú 2 rôzne pravdepodobnosti v závislosti od k©ú£a. Ke¤ po-
£ítame celkovú pravdepodobnos´ iteratívnej charakteristiky, prav-
depodobnosti sa násobia a preto geometrický priemer je správnym
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Charakteristika Pravdepodobnos´ Priemerná
Φ 1/n prevdepodobnos´ 1/n
19600000x 146, 585 234
1b600000x 585, 146 234
00196000x 256 256
000003d4x 210, 390 273
4000001dx 205, 1024 341
19400000x 0, 195 390
1b400000x 195, 0 390
40000019x 248, 390, 744, 1170 455
4000001fx 248, 390, 744, 1170 455
1d600000x 205, 512, 819, 2048 468
Tabu©ka 5.3: Pravdepodobnosti iteratívnych 2-kolových charakteristík pre
DES. V prípade, ºe v druhom st¨pci je viac ako jedno £íslo, znamená to,
ºe v závislosti od hodnoty ur£itých bitov v k©ú£i sa pravdepodobnos´ mení.
Priemerná ppravdepodobnos´ je uvedená v tre´om st¨pci
vyjadrením priemernej pravdepodobnosti a nie aritmetixký prie-
mer. Geometrický priemer pravdepodobností pre Ψ a Γ je 1/292,
£o je hor²ie neº pravdepodobnos´ pre Θ.
• Útok kombináciou 2 charakteristík Ψ a Γ popísaný v [3] je naj-
lep²ím útokom v priemernom prípade nad v²etkými k©ú£mi, lebo
môºeme vyuºi´ 2 charakteristiky sú£asne s podobným ²írením prav-
depodobnosti. Útok vyºaduje 248.34 otvorených textov a nie 247, ako
bolo v pôvodnom £lánku.
• V prípade, ºe k©ú£ sa mení po£as útoku, tak platí pôvodný odhad
247, £iºe je ©ah²ie zlomi´ DES s meniacim sa k©ú£om neº s ﬁxným
k©ú£om, £o je dos´ prekvapivý výsledok.
V [15] je ukázané, ºe ºiadna 2-kolová alebo 3-kolová iteratívna charak-
teristika pre DES nemôºe by´ lep²ia neº 2-kolová iteratívna charakteris-
tika. V £lánku (v £asti 3.5) je hypotéze, ºe nie je moºné nájs´ n-kolovú
iteratívnu charakteristiku s n > 4, ktorá by mala vy²²iu pravdepodob-
nos´ neº najlep²ia 2-kolová aplikovaná n
2
krát za sebou.
V roku 1994 Matsui v £lánku [17] publikoval praktický algoritmus pre
odvodenie najlep²ej diferen£nej charakteristiky pre DES. Stru£ný popis
algoritmu uvádzame v prílohe. Pomocou uvedeného algoritmu sa poda-
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rilo ukáza´, ºe pre n-kolový DES, kde 7 ≤ n ≤ 16, najlep²ia charak-
teristika je 2-kolová iteratívna, ako to bolo predpokladané Knudsenom.
Pre 5-kolový DES algoritmus na²iel lep²iu charakteristiku, neº Biham
a Shamir v pôvodnom £lánku [3]. V tabu©ke 5.4 uvádzame pravdepo-
dobnosti najlep²ích charakteristík, ktoré na²iel algoritmus pre n-kolový
DES, 4 ≤ n ≤ 16.
Po£et kôl DES-u Pravdepodobnos´ najlep²ej charakteristiky
4 1.31× 2−10
5 1.72× 2−14
6 1.03× 2−20
7 1.31× 2−24
8 1.43× 2−31
9 1.43× 2−32
10 1.57× 2−39
11 1.57× 2−40
12 1.71× 2−47
13 1.71× 2−48
14 1.87× 2−55
15 1.87× 2−56
16 1.02× 2−62
Tabu©ka 5.4: V tabu©ke sú znázornené pravdepodobnosti pre najlep²ie cha-
rakteristiky, ktoré na²iel program z [17] pre rôzny po£et kôl DES-u
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Kapitola 6
Pouºiitie PSO na nájdenie
diferen£nej charakteristiky
V tejto kapitole popí²eme akým spôsobom sa dá aplikova´ PSO na náj-
denie diferen£nej charakteristiky pre DES. Táto úloha je dos´ netriviálna
vzh©adom na komplexnos´ pojmu diferen£nej charakteristiky a vyºado-
val si zásahy aj do algoritmu PSO, najmä na výpo£et zmeny polohy.
Algoritmus PSO pracuje s niektorými základnými objektami, ktoré si
musíme pre modiﬁkáciu pre nájdenie diferen£nej charakteristiky ujasni´
a presne deﬁnova´.
Priestor rie²ení
V prvom rade si musíme ujasni´, aké objekty predstavujú na²e rie²e-
nia. Ke¤ºe h©adáme diferen£nú charakteristiku (vi¤ deﬁnícia 10) pre
n kôl, kaºdé rie²enie bude predstavova´ jednu konkrétnu charakteris-
tiku. Zaviedli sme jednoduch²ie zna£enie pre charakteristiky, aby sme
mohli s nimi lep²ie pracova´. Ke¤ºe pre v²etky 1 ≤ i ≤ n platí L′i =
R′i−1, môºeme zo zápisu charakteristiky vynecha´ L
′
i a písa´ ju v tvare
L′0, R
′
0, R
′
1, p1 . . . , R
′
n, pn. Charakteristiky budeme zna£i´ ve©kými gréc-
kymi písmenami, napríklad Λ = L′0, R
′
0, R
′
1, . . . , R
′
n. Kaºdé rie²enie bude
teda reprezentované 32×(n+2) bitmi, kde n predstavuje po£et kôl DES-
u. Vi¤ obrázok 6.1. V deﬁnícii diferen£nej charakteristiky vystupujú aj
pravdepodobnosti prechodov z jedného rozdielu na druhý po£as kola,
tieto budeme v zápise vynecháva´. Celkovú pravdepodobnos´ charakte-
ristiky budeme po£íta´ v samotnom algoritme.
V²inminme si jednu dôleºitú vec, ºe nie kaºdý 32×(n+2) bitový re´azec
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reprezentuje reálnu diferen£nú charakteristiku, nako©ko sa môºe sta´, ºe
celková pravdepodobnos´ takejto charakteristiky je rovné nule. Takéto
re´azce nebudeme povaºova´ za rie²enia. Ná² priestor budú síce v²etky
re´azce danej d¨ºky, nako©ko aº po preskúmaní a analýze konkrétneho
re´azca vieme posúdi´, £i reprezentuje reálne rie²enie. Skuto£nos´, ºe
nie kaºdý re´azec je rie²enie, spôsobil, ºe po£as inicializácie aj zmene
polohy sme nemohli len priamo£iaro vykona´ zmenu, ale museli sme za-
vies´ kroky, ktoré zabezpe£ili alebo minimalizovali riziko, ºe nový re´azec
nebude predstavova´ reálne rie²enie.
Obr. 6.1: Schéma ná²ho zápisu diferen£nej cesty
Inicializácia £astíc
V ¤al²om kroku musíme vybra´ po£et £astíc pre PSO a deﬁnova´ akým
spôsobom ich budeme inicializova´. Ako sme poísali v predchádzajúcom
odseku, nemôºeme len náhodne generova´ jednotlivé bity, lebo by sme
mohli dosta´ diferen£nú charakteristiku s nulovou pravdepodobnos´ou.
Preto uº po£as inicializácie sme museli deﬁnovaº proces, ktorý by vyge-
neroval charakteristiku s nenulovou pravdepodobnos´ou.
Na polohu £astice sa môºeme díva´ ako na n+ 2 úsekov, kaºdý dlhý 32
bitov. Kaºdá trojica týchto úsekov R′j, R
′
j+1, R
′
j+2 sa dá prepísa´ ako
L′j+1, Rj+1, L
′
j+2, R
′
j+2 a teda k nej môºeme dopo£íta´ pravdepodobnos´
pj+2 (vi¤ deﬁníciu 10). Toto je znázornené na obrázku 6.2.
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Obr. 6.2: Ku kaºdej trojicii blokov vieme priradi´ pravdepodobnos´
Polohu £astíc sme inicializovali nasledovne. Zvolili sme pseudonáhodne
celé £íslo −1 ≤ k ≤ n − 1. Úseky R′k, R′k+1(kde R′−1 = L′0) sme bit po
bite náhodne vygenerovali.
Následne sme dopo£ítali úseky Rj pre j = k+2, . . . , n (okrem prípadu
k = n−1). Najprv sme aplikovali expanzívnu funkcu E na úsek R′k+1, do-
stávame E(R′k+1). Tento re´azec je po rozdelení na osem 6-bitových £astí
vstupom do jednotlivých S-boxov. Pripome¬me, ºe pre kaºdý S-box a
pre kaºdý vstupný rozdiel máme distribu£nú tabu©ku výstupných rozdie-
lov. Teda za pouºitia prislúchajúcej tabu©ky vieme pre rozdiely vstupov
ur£i´ pravdepodobnosti rozdielov výstupov. Takºe rozdiel výstupov zvo-
líme z tejto tabu©ky propor£ne pod©a pravdepodobnosti jeho výskytu.
Zre´azením výstupov jednotlivých S-boxov získame re´azec Z. Po apli-
kovaní permutácie P na tento re´azec dostávame P (Z) = R′k ⊕ R′k+2.
Na základe tejto rovnice vieme vyjadri´ R′k+2.
Ukázali sme, akým spôsobom inicializujeme úseky Rj pre j = k +
2, . . . , n. Úseky Rj pre j = −1, . . . , k − 1 dopo£ítavame rovnakým po-
stupom, ke¤ºe ak vymeníme R′k, R
′
k+1 za R
′
k+1, R
′
k vieme rovnakým po-
stupom dopo£íta´ R′k−1.
Ako popula£nú topológiu sme zvoli topológiu global best. Pripomí-
name, ºe popula£ná topológia deﬁnuje pre kaºdú £asticu jej susedov, £o
sa v algoritme PSO vyuºíva pri stanoveni polohy lb. V topológii global
best v²etky £astice susedia so v²etkými.
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Deﬁnícia ú£elovej funkcie
Pouºívali sme nasledujúcu ú£elovú funkciu.
f(Λ) =
{
− log p ak p 6= 0 (p je prevdepodobnos´ charakteristiky Λ)
1000 inak
Poznámka. Pod log budeme rozumie´ desiatkový logaritmus. p =
∏n
i=1 pi,
ako v deﬁnícii 10.
Zmena polohy
Pri zmene polohy nepouºívame rýchlos´. Algoritmus identiﬁkuje SBox
(náhodne, ale s prihliadnutím na váhu kaºdého SBox-u, presnej²ie vy-
svetlíme niº²ie), ktorý najviac zniºuje celkovú pravdepodobnos´ dife-
ren£nej charakteristiky. Následne zmeníme tie bity v charakteristike,
ktoré vstupujú alebo vystupujú z identiﬁkovaného SBox-u (k takejto
modiﬁkácii PSO algoritmu nás in²pirovala tzv bare-bone verzia PSO,
kde sa tieº nepouºíva rýchlos´ na zmenu polohy, ale sa vyuºíva ²ta-
tistické rozdelenie vzdialeností £astíc od personálnej najlep²ej polohy
alebo najlep²ej polohy susedov [11]). Niz²ie presnej²ie popí²eme postup
pre zmenu polohy £astíc.
Nech n je d¨ºka diferen£nej charakteristiky a pi, i = 1, . . . , n predstavuje
pravdepodobnosti z deﬁnície 10. Ku kaºdej pravdepodobnosti pi sme
priradili novú pravdepodobnos´
p∗i =
1
minj=1,...,8Pr(SBoxj)
, (6.1)
kde Pr(SBoxj) je pravdepodobnos´, ktorou j-ty S-Box prispieva k prav-
depodobnosti pi. Vieme totiº, ºe pi =
∏8
j=1 Pr(SBoxj).
• Vyberieme jedno z p∗i pod©a nasledovného k©ú£a. Interval [0,
∑n
i=1 p
∗
i ]
rozdelime na n £asti, kde i-ta £as´ bude ma´ d¨ºku p∗i . Zvolíme si
pseudonáhodné £íslo z intervalu [0,
∑n
i=1 p
∗
i ] a zistíme do ktorého
inetrvalu padlo. Ak padlo do i-tého intervalu, vyberieme si p∗i . Ta-
kýto výber bude náhodný a sú£asne aj propor£ný jednotlivým hod-
notám p∗i .
• Pre vybrané p∗i obdobným spôsobom vyberieme jeden z SBox-ov,
kde váha SBox-u pre výber je ur£ená hodnotou 1
Pr(SBoxj)
.
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• Identiﬁkujeme bity, ktoré majú vplyv na vybraný SBox v danom
kole a priradíme im hodnotu 0 s pravdepodobnos´ou P = (0.2× rnd())2
a s pravdepodobnos´ou 1 − Q im dáme hodnotu 1, kde rnd() je
pseudonáhodné £íslo z intervalu [0, 1) a je rovnaké pre v²etky bity
jednej £astice (tento vz´ah sme ur´ili empiricky pod©a správania sa
algoritmu).
Mutácie
Aby sme jednak zabránili uviaznutiu algoritmu v lokálnom minime, ale
na druhej strane posilnili preh©adávanie okolia lokálneho minima za-
viedli sme nasledovné 2 zmeny do algoritmu PSO (nazvali sme ich mu-
tácie).
(a) Na za£iatku kaºdej iterácie sme náhodne vybrali jednu £asticu, kto-
rej sme zmenili aktuálnu polohu. Novú sme jej vygenerovali metó-
dou, ako ke¤ inicializujeme polohy £astíc na za£iatku behu algo-
ritmu s tým rozdielom, ºe po náhodnom zvolení hodnôt k, k + 1,
sme nechali pôvodné hodnoty re´azcov R′k, R
′
k+1(namiesto ich ná-
hodného generovania).
(b) Hne¤ po prevedení predchádzajúcej mutácie sme znova náhodne
vybrali jednu £asticu (mohla to by´ aj tá istá £astica, ako v pred-
chádzajúcom kroku) a tú sme presunuli na pozíciu globálneho
maxima.
Vo©ba parametrov
Pracovali sme s 200 £asticami a 500 iteráciami. Pre kaºdú d¨ºku dife-
ren£nej charakteristiky od 1 do 5 sme spustili algoritmus 20-krát.
Preh©ad výsledkov
V tabu©ke 6.3 sú príklady najlep²ích diferen£ných charakteristík pre jed-
notlivé kolá, ktoré sme na²li. V tabu©ke 6.1 sú uvedené pravdepodob-
nosti nasledujúcich charakteristík: pravdepodobnos´ najlep²ej existujú-
cej diferen£nej charakteristiky, pravdepodobnos´ najlep²ej charakteris-
tiky, ktorú sme my na²li a priemerná pravdepodobnos´ na²ich nájdených
charakteristík (v 20 behoch algoritmu).
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D¨ºka
cesty
Najlep²ia
pst
Na²a naj-
lep²ia pst
Na²a prie-
merná pst
1 1 1 1
2 1/4 1/4 1/4
3 1/16 1/16 1/16
4 10−2.89 10−3.64 10−3.97
5 10−3.98 10−7.09 10−8.31
Tabu©ka 6.1: Psti ciest
D¨ºka
cesty
Po£et DCH s nenulovou pravdepodobnos´ou v %
1 12,960
2 1,689
3 0,208
4 0,026
Tabu©ka 6.2: Percentuálne vyjadrenie po£tu diferen£ných charakteristík
(DCH) s nenulovou pravdepodobnos´ou
D¨ºka
cesty
Príklady
1
A004 0080 0000 0000 A004 0080
0002 8000 0000 0000 0002 8000
8002 1840 0000 0000 8002 1840
2
0000 0400 0000 0000 0000 0400 0020 0008
0020 0008 0000 0400 0000 0000 0000 0400
4008 0000 0400 0000 0000 0000 0400 0000
3
0020 0008 0000 0400 0000 0000 0000 0400 0020 0008
4008 0000 0400 0000 0000 0000 0400 0000 4008 0000
4
0040 0040 0004 0000 0000 0000 0004 0000 0040 0040 0614 0504
2501 0580 0020 2000 0000 0400 0000 0000 0000 0400 0020 0008
5
00C0 8040 2004 0000 0000 1200 0000 0000 0000 1200 2004 0000 00C0 8040
1010 A40B 2000 0080 0000 2000 0000 0000 0000 2000 2000 0080 1210 A40B
Tabu©ka 6.3: Príklady najlep²ích nájdených diferen£ných charakteristík pre
rôzne po£ty kôl
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Kapitola 7
Záver
V práci sme úspe²ne aplikovali modiﬁkovanú verziu algoritmu PSO na
rie²enie problému jednoduchej zámeny. Pre takýto typ problémov, PSO
funguje efektívne a spo©ahlivo. Navrhli sme postup ako aplikova´ PSO
na útok na DES. So znalos´ou len 20 ©ubovo©ných otvorených textov
a k nim prislúchajúcich ²ifrových textov sme dokázali zlomi´ 2-kolový
DES a podali sme analýzu a vysvetlenie, pre£o takouto metódou nie je
moºné zlomi´ viac neº 4-kolový DES. Na dosiahnutie lep²ích výsledkov
je nutné do algoritmu zabudova´ hlb²ie vedomosti o samotnom ²ifrovaní.
V závere sme navrhli ²peciﬁckú variantu PSO bez pouºitia rýchlosti pri
zmene polohy £astíc na h©adanie optimálnej diferen£nej charakteristiky
pre DES. Pre dvoj aº pä´kolové charakteristiky sme uviedli porovnanie
nájdených výsledkov so známymi najlep²ími charakteristikami.
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Dodatok A
Popis algoritmu na nájdenie
najlep²ej charakteristiky
Program pracuje na princípe indukcie, na základe poznania najlep²ej
charakteristiky pre n−1 kôl, program vypo£íta najlep²iu charakteristiku
pre n-té kolo. Pretoºe pre prvé 3 kolá je jednoduché vypo£íta´ najlep²iu
charakteristiku, algoritmus je postavený pre 4 ≤ n ≤ 16. Zavedieme
ozna£enia, ktoré budeme pouºíva´ v popise algoritmu-
Bn ozna£uje najlep²iu diferen£nú charakteristiku pre n-kôl
B¯n ozna£uje po£iato£nú hodnotu Bn
X
′
ozna£uje vstupný rozdiel F
Y
′
ozna£uje výstupný rozdiel z funkcie f v DES algoritme.
(X
′
, Y
′
) Pr{f(X)⊕ f(X∗) = Y ′ ;X ⊕X∗ = X ′}
[p1, p2, . . . , pn]
∏n
i=1 pi
Bn maxX′i=X
′
i−2⊕Y
′
i−1,(3≤i≤n)
[
(X
′
1, Y
′
1 ), (X
′
2, Y
′
2 ), . . . (X
′
n, Y
′
n)
]
Procedure Round-1 :
Begin Program
For all X
′
1, do
• let p1 = maxY ′ (X
′
1, Y
′
)
• if([p1, Bn−1] ≥ B¯n) then call Procedure Round-2
Exit the Program .
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Procedure Round-2 :
For all X
′
2,Y
′
2 do
• let p2 = (X ′2, Y
′
2 )
• if([p1, p2, Bn−2] ≥ B¯n) then call Procedure Round-3
Return to upper Procedure .
Procedure Round-i (3 ≤ i ≤ (n− 1)) :
For all Y
′
i , do
• let X ′i = X
′
i−2 ⊕ Y
′
i−1, pi = (X
′
i , Y
′
i )
• if([p1, p2, . . . , pi, Bn−i] ≥ B¯n) then call Procedure Round-(i+ 1)
Return to upper Procedure .
Procedure Round-n :
let X
′
n = X
′
n−2 ⊕ Y
′
n−1, pn = maxY ′ (X
′
n, Y
′
)
if([p1, p2, . . . , pn] ≥ B¯n) then B¯n = [p1, p2, . . . , pn]
Return to upper Procedure .
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Dodatok B
Pseudokód - Jednoduchá
zámena
personal_koeficient = 1.49445 // koeficient kognitivneho zrychlenia
local_koeficient = 1.49445 // koeficient socialneho zrychlenia
FUNCTION PSO()
{
FOR vsetky castice DO
{
pozicia = nahodna permutacia
// castice mame v cyklickom poli
sused1 = castica nalavo v poli od nej
sused2 = castica napravo v poli od neh
zotrvacnost = nahodna hodnova od 0.5 do 1
rychlost = nulovy vektor // pole rovnako dlhe ako samotna permutacia
}
FOR FROM 1 TO pocet kol pso DO
{
zavolaj funkciu kolo_PSO()
}
return local best permutacia (pozicia) castice, s najlepsim ohodnotenim svojej local best pozicie
}
FUNCTION kolo_PSO()
{
FOR vsetky castice DO
{
IF local_best > ohodnotenie aktualnej pozicie THEN
local_best = ohodnotenie aktualnej pozicie
IF personal_best > ohodnotenie aktualnej pozicie THEN
personal_best = ohodnotenie aktualnej pozicie
}
FOR vsetky castice DO
{
IF local_best > sused1.personal_best THEN local_best = sused1.personal_best
IF local_best > sused2.personal_best THEN local_best = sused2.personal_best
}
FOR vsetky castice DO
{
// tu sme pouzivali 4 rozne sposoby ako vypocitavat rychlost castice A, B, C, D
zavolaj fukciu aktualizacia_rychlosti() // _A, _B, _C alebo _D
max_rychlost = maximalna hodnota zlozky rychlosti tejto castice zo vsetkych zloziek rychlosti
IF permutacia pozicie = permutacia pozicie local best THEN
{
// nahodna mutacia v pripade ze sa castica ustalila
vymen nahodne 2 zlozky permutacie aktualnej pozicie
}
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ELSE
{
FOR vsetky zlozky rychlosti castice AS i DO
{
nahodne_cislo = nahodne cislo z [0, 1)
IF nahodne_cislo * max_rychlost < rychlost[i] THEN
{
// vymenou 2 hodnot v permutacii sa "priblizime" k permutacii local best
na i-te miesto v permutacii (aktualnej pozicii castice) nastav hodnostu,
ktore je na i-tom mieste v permutacii local best
na miesto kde bola povodne prave dosadena hodnota dosadime
povodnu hodnotu i-teho miesta permutacie (aktualnej pozicie)
}
}
}
}
}
FUNCTION aktualizacia_rychlosti_A()
{
nahodny1 = nahodne cislo z [0, 1)
nahodny2 = nahodne cislo z [0, 1)
FOR vsetky zlozky rychlosti (permutacie) AS i DO
{
// vyjadrenie vzdialenosti pozicie castice od pozicie personal best a od pozicie local best
pismeno1 = pismeno na ktore sa zobrazuje i-te pismeno podla permutacie aktualnej pozicie castice
pismeno2 = pismeno na ktore sa zobrazuje i-te pismeno podla permutacie pozicie personal best
pismeno3 = pismeno na ktore sa zobrazuje i-te pismeno podla permutacie pozicie local best
rychlost[i] = rychlost[i] * zotrvacnost
rychlost[i] += nahodny1 * personal_koeficient * (vzdialenost pismeno1 a pismeno2 v abecede, v absolutnej hodnote)
rychlost[i] += nahodny2 * local_koeficient * (vzdialenost pismeno1 a pismeno3 v abecede, v absolutnej hodnote)
}
}
FUNCTION aktualizacia_rychlosti_B()
{
nahodny1 = nahodne cislo z [0, 1)
nahodny2 = nahodne cislo z [0, 1)
FOR vsetky zlozky rychlosti (permutacie) AS i DO
{
// vyjadrenie vzdialenosti pozicie castice od pozicie personal best a od pozicie local best
frekvencia1 = frekvencia vyskytu pismena na ktore sa zobrazuje i-te pismeno podla aktualnej pozicie castice
frekvencia2 = frekvencia vyskytu pismena na ktore sa zobrazuje i-te pismeno podla pozicie personal best
frekvencia3 = frekvencia vyskytu pismena na ktore sa zobrazuje i-te pismeno podla pozicie local best
rychlost[i] = rychlost[i] * zotrvacnost
rychlost[i] += nahodny1 * personal_koeficient * absolutna_hodnota(frekvencia1 - frekvencia2)
rychlost[i] += nahodny2 * local_koeficient * absolutna_hodnota(frekvencia1 - frekvencia3)
}
}
FUNCTION aktualizacia_rychlosti_C()
{
nahodny1 = nahodne cislo z [0, 1)
nahodny2 = nahodne cislo z [0, 1)
FOR vsetky zlozky rychlosti (permutacie) AS i DO
{
// vyjadrenie vzdialenosti pozicie castice od pozicie personal best v zlozke i
hodnota1 = IF pozicia[i] = personal_best_pozicia[i] THEN 0 ELSE 1 ENDIF
// vyjadrenie vzdialenosti pozicie castice od pozicie local best v zlozke i
hodnota2 = IF pozicia[i] = local_best_pozicia[i] THEN 0 ELSE 1 ENDIF
rychlost[i] = rychlost[i] * zotrvacnost
rychlost[i] += nahodny1 * personal_koeficient * hodnota1
rychlost[i] += nahodny2 * local_koeficient * hodnota2
}
}
FUNCTION aktualizacia_rychlosti_D()
{
fungovanie tejto funkcie je identicke s funkciou typu "A", s tym rozdielom ze
pri vzdialenosti pismen neuvazujeme zoradenie standardnej abecedy ale zoradenie
pismen podla frekvencie ich vyskutu v anglickom texte
}
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Dodatok C
Pseudokód - DES
personal_koeficient = 1.49445 // koeficient kognitivneho zrychlenia
local_koeficient = 1.49445 // koeficient socialneho zrychlenia
FUNCTION DES_PSO()
{
FOR vsetky castice DO
{
pozicia = nahodny bitovy retazec (vektor)
// castice mame v cyklickom poli
sused1 = castica nalavo v poli od nej
sused2 = castica napravo v poli od neh
zotrvacnost = nahodna hodnova z [0.5, 1)
rychlost = nulovy vektor // pole rovnako dlhe ako samotna permutacia
}
FOR FROM 1 TO pocet kol pso DO
{
zavolaj funkciu kolo_DES_PSO()
}
return local best permutacia (pozicia) castice, s najlepsim ohodnotenim svojej local best pozicie
}
FUNCTION kolo_DES_PSO()
{
FOR vsetky castice DO
{
IF local_best > ohodnotenie aktualnej pozicie THEN
local_best = ohodnotenie aktualnej pozicie
IF personal_best > ohodnotenie aktualnej pozicie THEN
personal_best = ohodnotenie aktualnej pozicie
}
FOR vsetky castice DO
{
IF local_best > sused1.personal_best THEN local_best = sused1.personal_best
IF local_best > sused2.personal_best THEN local_best = sused2.personal_best
}
FOR vsetky castice AS castica DO
{
nahodny1 = nahodne cislo z [0, 1)
nahodny2 = nahodne cislo z [0, 1)
FOR vsetky zlozky rychlosti castice AS i DO
{
rychlost[i] = zotrvacnost * rychlost[i]
rychlost[i] += personal_koeficient * nahodny1 * (personal best pozicia[i] - pozicia[i])
rychlost[i] += local_koeficient * nahodny2 * (local best pozicia[i] - pozicia[i]);
}
FOR vsetky zlozky rychlosti castice AS i DO
{
nahodne_cislo = nahodne cislo z [0, 1)
67
// sigmoida je sigmoidna funkcia y = 1 /(1 + e^(-x))
IF nahodne_cislo < sigmoida(rychlost[i]) THEN pozicia[i] = 1 ELSE pozicia[i] = 0
}
}
}
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Dodatok D
Pseudokód - Diferen£ná
charakteristika
dlzka_cesty = ?? // dlzka cesty
FUNCTION inicializacia_castice(znahodni)
{
IF (znahodni) THEN
{
pozicia = nahodny binarny vektor[(dlzka_cesty + 2) * 32] // dlzka vektora je (dlzka_cesty + 2) * 32
// vypocet pravdepodobnosti ktora sa pouziva pri zmene hodnoty bitov pri pohybe castice
rand = nahodne cislo z [0, 1)
pravdepodobnost_1 = (rand * 0.2) * (rand * 0.2)
}
x = nahodne cele cislo z [0, dlzka_cesty]
FOR i FROM x + 2 UPTO dlzka_cesty - 1 DO
{
L = podretazec z pozicia od indexu (i - 2) * 32 s dlzkou 32
R = podretazec z pozicia od indexu (i - 1) * 32 s dlzkou 32
ER = E(R) // kde E je expanzivna funkcia DESu
FOR s FROM 1 UPTO 8 DO
{
input = podretazec z ER od indexu (s - 1) * 6 s dlzkou 6
out[s] = 4 bitovy retazec, tento vyberieme nahodne podla pravdepodobnosti
distribucnej tabulky pre dany s-ty SBox a vstup input
}
output = spojenie vsetkych out[i] pre i z 1 az 8
output = P(output) // kde P standardna permutacia pouzivana v DESe
oldL = L;
L = R;
R = output XOR oldL
nasledne vlozime retazec R do retazca pozicia pocnuc indexom i * 32
}
FOR i FROM x - 1 DOWNTO 0 DO
{
L = podretazec z pozicia od indexu (i + 2) * 32 s dlzkou 32
R = podretazec z pozicia od indexu (i + 1) * 32 s dlzkou 32
zvysok kodu FOR cyklu je identicky ako v predoslom FOR cykle
}
}
FUNCTION CESTY_PSO()
{
FOR vsetky castice DO
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{
zavolaj funkciu inicilizacia_castice(TRUE)
}
FOR FROM 1 UPTO pocet kol pso DO
{
zavolaj funkciu kolo_CESTY_PSO()
}
return global_best_pozicia, ktora bola najdena pocas behu algoritmu
}
FUNCTION kolo_CESTY_PSO()
{
FOR vsetky castice DO
{
IF global_best_pozicia > ohodnotenie aktualnej pozicie THEN
global_best_pozicia = ohodnotenie aktualnej pozicie
}
nahodna = vybereme nahodnu casticu spomedzi vsetkych
nahodna.inicializacia_castice(FALSE)
nahodna = vybereme nahodnu casticu spomedzi vsetkych
nahodna.pozicia = global_best_pozicia
FOR vsetky castice DO
{
FOR vsetky kola cesty (pozicie) castive AS k DO
{
FOR vsetky SBoxy v kole k AS s DO
{
pravdepobnost_SBox_k_s = vycislime pravdepodobnost ktorou prispieva dany S-Box
do celkovej pravdepodobnosti cesty
vaha_SBox_k_s = 1 / pravdepobnost_SBox_k_s
}
vaha_kola_k = MAX(vaha_SBox_k_s) pre s z 1 az 8
}
K = cislo kola, vybraneho podla vah vaha_kola_k (nahodne)
S = cislo SBoxu, vybraneho z kola K podla vah vaha_SBox_k_s (nahodne)
FOR vsetky indexy pola pozicia, ktorych bity vstupuju do vybraneho Sboxu S z kola K AS i DO
{
h = nahodne cislo z [0, 1)
IF (h < pravdepodobnost_1) THEN pozicia[i] = 1 ELSE pozicia[i] = 0
}
IF (pozicia je obsahuje same nuly) THEN
{
zavolaj funkciu inicializacia_castice(TRUE)
}
}
}
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