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Combining three numerical methods (forward flux sampling, seeding of droplets, and finite size
droplets), we probe the crystallization of hard spheres over the full range from close to coexistence
to the spinodal regime. We show that all three methods allow to sample different regimes and
agree perfectly in the ranges where they overlap. By combining the nucleation work calculated from
forward flux sampling of small droplets and the nucleation theorem, we show how to compute the
nucleation work spanning three orders of magnitude. Using a variation of the nucleation theorem, we
show how to extract the pressure difference between the solid droplet and ambient liquid. Moreover,
combining the nucleation work with the pressure difference allows us to calculate the interfacial
tension of small droplets. Our results demonstrate that employing bulk quantities yields inaccurate
results for the nucleation rate.
I. INTRODUCTION
The accurate and reliable prediction of nucleation rates
and pathways is still a major challenge in computational
chemistry. Classical nucleation theory (CNT) [1, 2] pro-
vides a simple thermodynamic framework to compute the
nucleation rate based on the reversible nucleation work
required to form a droplet of the thermodynamically sta-
ble phase surrounded by the metastable phase. However,
standard CNT is based on two crucial assumptions: (i) it
employs bulk values for the pressure difference between
the two phases, and (ii) in CNT one assumes the capil-
lary approximation, where the interfacial tension equals
the bulk value γ∞ of a flat interface. In practice, the
interfacial tension is often treated as a free fit parameter
yielding values that might significantly divert from the
corresponding bulk values.
In part I we have revisited the crystallization of (al-
most) hard spheres and presented a method to extract
the free energy landscape from dynamically biased for-
ward flux simulations (FFS). We have reproduced nucle-
ation rates from previous simulations [3–5], which yield
an effective interfacial tension γCNT ' 0.76 [6, 7]. This
value is 35% too large compared to γ∞ ' 0.56 (in units
of thermal energy and particle diameter). As reference
for the interfacial tension, we use the results obtained in
Ref. [8].
The purpose of this second part is to revisit the ther-
modynamic modelling underlying CNT and to investi-
gate so-called “non-classical effects”. Non-classical ef-
fects that are not included in CNT are: (i) The change
of density at the center of the droplet [9] and the loss
of bulk properties. These observations were confirmed in
simulation for gas-liquid [10] and solid-liquid [11] nucle-
ation. (ii) The variation of the interfacial tension due to
the curvature [12, 13], which includes an energetic con-
tribution since the number of bonds of a curved inter-
face differs from a flat interface [13] and an entropic con-
tribution due to fluctuations of the interface (capillary
waves) [14, 15]. (iii) Additional entropic effects such as
translational entropy and domain breathing [15]. These
effects were recently highlighted to be crucial for comput-
ing the interfacial tension of flat interfaces [16, 17]. The
extension to curved interfaces is discussed in Ref. [18].
Finally, (iv) the shape of the droplet [19, 20] and the
anisotropy of the interfacial tension when one deals with
solid, faceted nuclei [21].
Here we turn to computer simulations of a model with
short-range continuous forces that can be mapped onto
true hard spheres (cf. part I). During the last 20 years,
computer simulations have been shown to be well-suited
to explore non-classical [6, 10, 15, 16, 18, 22–28] and
other features [29–32]. Unbiased simulations are con-
fronted with the fact that nucleation is a rare event,
and only rather large supersaturations can be studied, for
which the spontaneous formation of critical droplets oc-
curs within an acceptable time. To close the gap to coex-
istence, we will employ three different methods that allow
to study larger and larger droplets. The first one is based
on preparing an initial metastable state and evaluating
the nucleation barrier through rare event sampling, which
has been the focus of the first part of this series. This
is done either employing constrained [4, 33] or, as pre-
sented in part I, unconstrained dynamics [34–36]. These
simulations lead to the determination of the nucleation
work ∆Fc, which can then be used to quantify possible
deviations from the classical picture on CNT. The second
approach is based on the “seeding” of droplets [6, 37–40],
whereby an initial droplet is placed into the metastable
liquid at given supersaturation. This initial seed either
grows or dissolves, with the crossing determining the size
of the critical droplet nc. The seeding method allows to
study larger droplets than accessible in FFS, but does not
allow to evaluate the nucleation rate nor the nucleation
work directly. To gain access to the work, one approach
has been to reverse the CNT expression for nc to evaluate
the corresponding effective interfacial tension γCNT [6].
Finally, the third method is to exploit the coexistence of
a droplet in equilibrium with the surrounding liquid [23–
25, 41, 42]. After a transient time the time evolution of
the droplet size reaches an average value around nc, and
further growth is inhibited by the finite size of the sim-
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2ulation box. Also with this method the nucleation work
is not accessible directly.
In the following, we exploit the nucleation theorem to
calculate the nucleation work ∆Fc and pressure differ-
ence for a wide range of droplet sizes down to very small
supersaturations. This is achieved through extracting
the excess number of particles, which is an unambigu-
ous thermodynamic quantity and easily accessible in all
described simulation methods and does not require any
assumptions. Moreover, knowing exactly the nucleation
work and size-dependent pressure allows to evaluate the
corresponding interfacial tension of droplets. We demon-
strate that the behavior of droplets sampled with differ-
ent methods overlap and agree with each other. Both
show significant deviations for finite droplets from the
respective bulk values.
II. METHODS
A. Simulations
We perform molecular dynamics (MD) simulations of a
one-component system interacting through the repulsive
Weeks-Chandler-Andersen potential, which is mapped
onto hard spheres at packing fraction φ through an ef-
fective diameter. Details of this mapping and the for-
ward flux simulations (FFS) can be found in part I [7].
From sampled configurations, we identify particles as
solid employing a bond-order parameter (described in
appendix A) and construct clusters of mutually bonded
solid particles. We focus on the largest cluster with size
n and discard information on the other clusters. It is im-
portant to bear in mind the difference of the cluster size
n, which is an order parameter, from the thermodynamic
variables Ni to be introduced in the next Sec. II B.
In addition to forward flux sampling, we perform sim-
ulations in which solid droplets are “seeded” and sim-
ulations of (metastable) finite-size droplets. For these
simulations we use the LAMMPS package with under-
damped Langevin dynamics in the NVT ensemble [43].
Throughout this work, we employ dimensionless quanti-
ties with lengths given in units of the effective diameter
and energies (such as the chemical potential) in units of
the thermal energy kBT .
B. Thermodynamics of nucleation
1. Dividing surface
The thermodynamic treatment of inhomogeneous sys-
tems has a long history and goes back to Gibbs [44].
Here, we consider the transformation of an initially ho-
mogeneous liquid to an inhomogeneous system compris-
ing a solid droplet in the surrounding melt. The system
is composed of N particles, and the transformation is
assumed to occur at constant volume V and constant
FIG. 1: Density profile from simulations. Average radial
density distribution ρ(r) (symbols and line) with respect to
the center of mass of droplets sampled from FFS close to the
transition state at packing fraction φ ' 0.539. The blue and
red horizontal lines indicate the bulk liquid and solid densities
at the same chemical potential µl of the metastable liquid.
The gray area shows the excess number of particle ∆N . The
inset shows the bulk equations of state for liquid (blue) and
solid (red). At the same ambient chemical potential µl, it
defines the bulk densities ρl and ρs. At coexistence, these are
referred to as freezing and melting density (dashed lines).
temperature T . Pivotal is the concept of a dividing sur-
face (DS), which divides the system into two disjunct
volumes with constant densities: the volume occupied
by the droplet Vs and the remaining volume for the liq-
uid phase Vl = V − Vs. Formally, we distinguish three
particle species: Ns solid particles, Nl liquid particles,
and Nx particles that are attributed (adsorbed) to the
interface. The conservation of the number of particles
imposes N = Ns +Nl +Nx. We stress that the dividing
surface is not unique and several prescriptions exist [45].
Fig. 1 shows a radial density profile ρ(r) from forward
flux simulations averaged over droplets with the same
number n of solid particles, for details see appendix B.
In contrast to the idealized concept of a sharp dividing
surface, we observe a gradual change from the center of
the droplet at r = 0 to the liquid phase with density
ρ(r → ∞) = ρl. While this density agrees with the
bulk value, the density ρ(0) at the center is substantially
smaller than the corresponding bulk density ρs of a solid
at the same ambient chemical potential µl (this was al-
ready pointed out by Gibbs [44]). Clearly, thermody-
namic quantities like the interfacial tension will depend
on the specific way we replace this actual density profile
by a DS.
At constant temperature, the reversible work W = ∆F
for the formation of such a droplet is the free energy
3difference
∆F = (µs−µl)Ns + (µx−µl)Nx− (Ps−Pl)Vs + Φ (1)
between the inhomogeneous system and the homoge-
neous liquid with F0 = µlN − PlV . Here, µi (with
i = s, l, x) are the chemical potentials, Ps and Pl are
the pressures associated with the solid droplet and the
liquid phase, respectively, and Φ is the excess free energy
due to the interface. By construction, the DS has no vol-
ume and, consequently, no corresponding pressure term.
In writing down Eq. (1) we made the assumption that
the chemical potential of the homogeneous liquid is the
same as that of the liquid in the inhomogeneous system.
Geometric scaling dictates that the dependence of the
free energy difference on the droplet volume Vs is non-
monotonous, it increases for small volumes due to the
cost of the interface and decreases at large volumes as
the lower bulk free energy of the solid phase dominates.
The maximum of the free energy barrier defines an en-
semble of transition states containing critical droplets.
Albeit unstable, these droplets are stationary and thus
there is no particle flux between the liquid and the solid
droplet, which implies that the corresponding chemical
potentials are equal, µl = µs = µx [46]. Irrespective of
the definition of the DS, at the top of the barrier the
derivative ∂∆F/∂Vs = 0 of Eq. (1) vanishes and we find
∆P = Ps − Pl = ∂Φ
∂Vs
, (2)
which relates the pressure difference driving the phase
transformation to the excess surface free energy.
We now fix the shape of critical droplets to be spher-
ical with radius R. Even if the actual structure of solid
droplets, e.g. defined from bond order parameters, would
be described by an object resembling a faceted crystal,
one can still unambiguously define a radial density profile
as shown in Fig. 1, and treat R as an effective parame-
ter. Moreover, we assume that the ensemble of critical
droplets is fully described by two quantities, the radius
R and the number of particles Nx. Hence, we can write
the excess free energy as Φc = Φc(R,Nx) which we split
into
Φc(R,Nx) = γ(R,Nx)A(R) (3)
with interfacial tension γ and area A = 4piR2 of the di-
viding surface. Eq. (2) then becomes the (generalized)
Laplace equation
∆P =
2γ
R
+
∂γ
∂R
(4)
valid for any spherical DS. As typically done in the con-
text of nucleation, we will consider two choices for the
DS: (i) The surface of tension [47, 48] with radius Rs
defined through ∂γ/∂R|Rs = 0 at which the interfacial
tension γs = γ(Rs) is minimal, and (ii) the equimolar
dividing surface (EDS) with radius Re defined through
Nx = 0. The difference Re − Rs between these radii is
related to the Tolman length [47].
2. Classical nucleation theory
We now seek an expression for the nucleation work ∆Fc
to form a critical droplet. From Eq. (1) we find
∆Fc = −∆PVs + Φc = ∆PVs
2
=
16piγ3s
3(∆P )2
(5)
eliminating area and volume with the help of the Laplace
equation (4) employing the surface of tension. This re-
sult agrees with the expression for the nucleation work
employed in CNT, which thus fixes the DS of CNT to
the surface of tension. Note that Eq. (5) is an exact re-
sult, but it is not very useful to predict the nucleation
work since we do not know the interfacial tension γs and
pressure difference ∆P . The most common approxima-
tion is to assume the interfacial tension to correspond
to that of a flat interface γ∞ = γ(R → ∞) (the capil-
lary approximation), and to employ the pressure differ-
ence ∆P∞ = Ps(ρs) − Pl(ρl) between a droplet at solid
bulk density ρs and the surrounding liquid. Clearly, both
approximations are questionable and one should not be
surprised to observe deviations of the actual nucleation
work from the thus predicted ∆Fc,∞. However, this is
not a failure of classical nucleation theory nor the ther-
modynamic modeling but due to the uncontrolled and
inappropriate approximation of interfacial tension and
pressure difference.
One often encounters a form of the nucleation work
that differs from Eq. (5). It is obtain through integrating
the solid branch ∂µs/∂Ps = Vs/Ns assuming the solid
density Ns/Vs to be independent of pressure. This leads
to µs(Ps)−µs(Pl) = ∆PVs/Ns and using µs(Ps) = µl(Pl)
to
∆Fc =
[µl(Pl)− µs(Pl)]Ns
2
(6)
expressing the nucleation work as the difference of chem-
ical potential between liquid and solid at the ambient
pressure Pl.
3. Nucleation theorem
There is an alternative way to calculate the nucleation
work from the excess number of particles
∆N = 4pi
∫ ∞
0
dr r2[ρ(r)− ρl]. (7)
Density profiles of droplets can be measured very pre-
cisely in computer simulations as we demonstrate below.
They have a well-defined meaning independent of the
choice of bond-order parameter and the dividing surface.
The connection between the critical excess ∆Nc and the
reversible work ∆Fc associated with creating a critical
droplet was first derived from thermodynamic arguments
by Kaschiev [49, 50] and confirmed later by Bowles et
al. [51].
4We again start from ∆Fc = −∆PVs+Φc but now take
the derivative with respect to the chemical potential µl,
∂∆Fc
∂µl
= −∂∆P
∂µl
Vs +
∂Φc
∂µl
+
(
−∆P + ∂Φc
∂Vs
)
∂Vs
∂µl
, (8)
where we use Vs = Vs(µl). With Eq. (2), the last term
cancels. Note that formally we have changed the en-
semble [in particular Φ = Φ(µx)] and now control the
chemical potentials with fluctuating particle number in
order to be able to describe the droplet as a density fluc-
tuation. In simulations the total number of particles is
conserved and, therefore, the formation of a droplet leads
to a (slight) reduction of ρl.
Employing the partial derivatives
∂Φc
∂µx
= −Nx, ∂Pi
∂µi
=
Ni
Vi
(9)
with i = s, l, and exploiting that the chemical potentials
are equal for critical droplets, we eliminate the pressure
to obtain the nucleation theorem
∂∆Fc
∂µl
= −
(
Ns +Nx −NlV − Vl
Vl
)
= −∆Nc. (10)
Here, ∆Nc = Ns + Nl + Nx − ρlV is the number of ad-
ditional particles present for critical droplets compared
to a homogeneous liquid with density ρl = Nl/Vl at
volume V . This relation can be used to evaluate ∆Fc
for a large range of supersaturations by computing the
function ∆N(µl) and evaluating, for one reference state
point µ0, the nucleation work ∆Fc(µ0) (for example us-
ing FFS) [2],
∆Fc(µl) = ∆Fc(µ0)−
∫ µl
µ0
dµ ∆Nc(µ). (11)
DFT calculations have shown that Eq. (10) holds even
for very small droplets [50, 52].
We are still missing an expression that allows to eval-
uate the thermodynamic pressure associated with the
droplet. To this end, we equate Eq. (8) with Eq. (10)
to obtain
∂∆P
∂µl
=
∆Nc −Nx
Vs
. (12)
Integrating this expression along the equimolar radius
Re we have Nx = 0 by definition and thus the pressure
difference becomes
∆P (µl) =
∫ µl
µcoex
dµ
∆Nc(µ)
Vs(Re(µ))
=
∫ µl
µcoex
dµ ∆ρ(µ) (13)
since ∆P vanishes at coexistence, where
∆ρ(µ) =
∆Nc(µ)
Vs(Re(µ))
= ρ(0;µ)− ρl(µ). (14)
Eqs. (11,13) allow to calculate both the nucleation
work and the pressure difference from density profiles
of droplets sampled at different global packing fractions.
Rearranging the exact expression Eq. (5) for the nucle-
ation work, we can thus extract the (thermodynamic)
interfacial tension γs of critical droplets as a function of
µl or, equivalently, packing fraction φ.
C. Seeding of droplets
Seeding methods aim to probe saturations close to co-
existence, which are not accessible by rare event sam-
pling methods [6, 37, 39]. Here, a variant of the original
proposed seeding method from Ref. [6] is employed to
extract the critical droplet size of a supersaturated liq-
uid at pressure Pl > Pcoex. For each packing fraction
φ, a spherical crystal seed is placed into a surrounding
melt. The density of the initial solid droplet is taken to
have the same chemical potential µl(φ) as the liquid. We
then use the Clarke-Wiley algorithm to remove all par-
ticle overlaps [53]. After this procedure, the droplet size
is n0 and we start short warmup runs (twp = 2.5 − 5)
from this configuration to reach the equilibrium pressure
Pl(φ) of the metastable liquid and measure the droplet
size n. We then run 20 independent fleeting trajectories
to determine whether the droplet grows or melts. The
typical time evolution of the cluster size n(t) is shown in
Fig. 2(a).
a b
c d
FIG. 2: Seeding of droplets. (a) Evolution of the droplet
size for 20 independent fleeting trajectories starting from a
seed with n ' 4, 000. (b) Committor probability PB as a
function of the seed size n. The solid line indicates the fit to
determine nc at PB = 1/2. (c) Critical droplet size nc as a
function of the ratio nc/N . Solid lines are fits with nc(N) =
nc(∞) + a(nc/N)2 to extract the limiting critical size nc(∞).
(d) Dependence of the critical size as a function of the packing
fraction φ for medium and small droplets. The filled triangles
and empty circles are the data from the seeding method and
FFS, respectively.
5We compute the probability PA(n0) to return to basin
A (the melt without a droplet) as the fraction of trajec-
tories that reach the threshold n < 10. The committor
probability follows as PB(n) = 1 − PA(n) and is fitted
with the function PB(n) =
1
2 [1+erf(a(n−nc))] to extract
the critical droplet size nc at which PB = 1/2, more de-
tails are provided in part I. In Fig. 2(b), we present this
procedure for φ ' 0.504 and N = 125, 000. Since our
simulations are perform in NVT, in a finite system there
is a depletion of liquid particle and thus a reduction of the
liquid density and the pressure imposed on the droplet,
which results in larger critical droplets. To overcome
this issue and extract the thermodynamic limit for nc at
a given φ, we run simulations for different system sizes
and fit nc(N) = nc(∞) + a(nc/N)2 with free parameter
a, see Fig. 2(c). Moreover, we check for smaller critical
droplet sizes that the seeding method matches our previ-
ous results obtained from FFS. In Fig. 2(d), we show the
evolution of nc as a function of the packing fraction φ.
We find a perfect agreement between the seeding method
and FFS, with one small deviation for the lower packing
fraction extracted in FFS (φ ' 0.52). This discrepancy
is due to finite size effects for the FFS data, where the
system is composed of N = 5, 000 particles. This de-
viation will be corrected in Sec. III by computing the
chemical potential of the coexisting liquid to extract the
true supersaturation ∆µ = µl − µcoex of the metastable
liquid.
D. Finite-size droplets
Although the seeding method can probe large criti-
cal droplet sizes, it suffers from the need to increase
the system size as the supersaturation is decreased in
order to avoid finite-size effects. Moreover, for large
seeds one has to increase the fleeting time to let the sys-
tem melt if it is sub-critical. An alternative to avoid
these performance issues is to directly look at equilibrium
droplets, which are present in a finite system at coexis-
tence [23, 41, 54, 55]. It is well-known that when a finite
system is compressed (or cooled) above its freezing point
φf , the homogeneous liquid has still a lower free energy
than any phase separated state. This stability contin-
ues until the droplet transition (φt > φf ), above which
a solid droplet in coexistence with a liquid melt becomes
more stable. In this new state, the two phases have the
same chemical potential µl = µs (chemical equilibrium),
but the pressure inside the solid droplet exceed the one in
the liquid phase, Ps > Pl, to compensate the presence of
an interfacial tension (mechanical equilibrium). Employ-
ing periodic boundary conditions, this transition is then
followed by the droplet-to-cylinder and cylinder-to-slab
transitions, which geometrically minimize the surface free
energy cost. For the slab, the two phases have both the
same pressure and chemical potential, and the two co-
existing packing fractions are φf and φm, respectively.
While every transition is interesting in its own [23, 56],
we will focus in this paper on the droplet transition. The
scaling at which this transition occurs is controlled by
the system dimension and size, and follow in 3 dimen-
sions [41],
φt − φf ∼ V −1/4. (15)
We emphasis that at φ > φt the solid droplet is more
stable than the homogeneous state, but it can still be
metastable with respect to the cylinder and slab.
One can, without performing any simulations, produce
the stability range of the different geometries by assum-
ing the capillary approximation for the interfacial ten-
sion, γ(Vs) ≈ γ∞ and the bulk equations of state. To
this end, we minimize the free energy difference
∆F (ρ, ρl, ρs) = [µl(ρl)− µl(ρ)]N − [Pl(ρl)− Pl(ρ)]V
+ ([Ps(ρs)− Pl(ρl)]Vs + γ∞αV ns (16)
between the homogeneous state at chemical potential
µl(φ) and pressure Pl(φ) in coexistence with a solid do-
main at the same chemical potential µl(φl) but different
pressure Ps. Here, the prefactor α and the exponent n
describe the shape of the solid domain with
sphere: α = (36pi)1/3, n = 2/3 (17)
cylinder: α = 2
√
piL, n = 1/2 (18)
slab: α = L2, n = 0. (19)
Note that in Eq. (16) we use the equimolar dividing
surface, which sets Nx = 0. We can directly evalu-
ate for the EDS the solid volume Vs via the lever rule
φV = φl(V − Vs) + φsVs. The first step of this mini-
mization is to find for each shape which liquid density
ρl minimizes ∆F . The second step is to find the global
minimum of ∆F by comparing the free energy of the
homogeneous liquid with the free energy of the three dif-
ferent geometries.
In Fig. 3(a), we show the resulting chemical poten-
tial µl(φ) for two different system sizes N = 4 × 104
and N = 2 × 105 setting γ∞ ' 0.56 [8]. For the
smaller system we find that the droplet state is always
metastable with respect to the cylinder, and only for
hundred thousands of particles a clear stable plateau
emerges. In simulations, the method to compute µl as
a function of the global packing fractions φ is similar
to the seeding method except that the droplet is sta-
ble (∂2∆F/∂V 2 > 0). Therefore, after a short transient
equilibrium time the evolution of the average packing
fraction of the liquid phase φl becomes constant during a
long induction time. Then, the system can either stay in
the droplet state, melt, or finally move to another, more
stable, geometry such as the cylinder or slab.
Determining the center of mass of the solid droplet us-
ing our bond-order parameter, we are able to measure φl
as proposed in Refs. [42, 57]. In Fig. 3(b), we show for
N = 4 × 104 and φ ' 0.51 the typical time evolution of
the packing fraction of the liquid phase φl(t) when the
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FIG. 3: Finite-size droplets. (a) Theoretical prediction for
the chemical potential µl of the liquid as a function of the
global packing fraction φ in the capillary approximation. The
solid lines indicate the thermal equilibrium, and the dashed
lines the metastable droplet branches. The colors distin-
guish two different system sizes, namely N = 4 × 104 and
N = 2× 105. Snapshots illustrate the different geometries of
the solid phase. (b) Time evolution of the packing fraction of
the liquid phase φl(t) during a transition from a metastable
droplet to an equilibrium cylinder phase (N = 4×104). Snap-
shots indicate the two different geometries. (c) Average prob-
ability distribution of φl for 10 independent runs. The two
dashed lines indicate the average liquid packing fraction in
the droplet and cylinder phase. We convert these two den-
sities into chemical potentials µl and show them with empty
circles in (a).
initial droplet moves to the more stable cylinder geome-
try. We can clearly show from φl(t) that it is possible to
evaluate the liquid density of both the metastable droplet
and the equilibrium cylinder. Since all these transitions
are stochastic in nature, we perform 10 independent runs
of length 108∆t to average the probability distribution
P (φl). The local maxima of this distribution are then ex-
tracted to construct the metastable and stable branches.
In Fig. 3(c), we present such a distribution and we indi-
cate after converting φl into µl(φl) the resulting values
in Fig. 3(a) (empty circles). We observe a good match
of our simulations with the capillary approximation, with
some deviations that we will discuss in details in the next
Sec. III.
III. RESULTS
A. Finite-size droplets
We first discuss our results concerning finite-size
droplets. We vary the number of particles in the system
from N = 2×104 to N = 3×105 and apply the procedure
describe above. Only a single run was performed for the
two largest systems (N = 2× 105 and N = 3× 105). In
Fig. 4(a), we plot the chemical potential µl as a function
of the global packing fraction φ for the various system
sizes together with the prediction from minimizing the
free energy Eq. (16). Overall, we find a good agreement
between the simulations and the theoretical prediction
assuming the capillary approximation. Note that it was
not possible to probe metastable droplets for smaller sys-
tem sizes due to the intrinsically small interfacial tension
of hard spheres (γ∞ ' 0.56), which makes the interface
a
b c
FIG. 4: Simulating finite-size droplets. (a) Liquid chem-
ical potential µl (using the equation of state) as a function
of the global packing fraction φ. Empty symbols are simula-
tion data. Thin and thick solid lines are the equilibrium and
metastable droplet branch theoretical prediction (cf. Sec. II D
for details), respectively. (b) Logarithm of φt − φf as a func-
tion of the logarithm of the total volume V . The solid line
indicates the theoretical scaling with slope − 1
4
. (c) Average
radial density profile ρ(r) for a solid droplet of n ∼ 1 × 104
particles. The red solid line indicates the density of the bulk
solid phase at the same chemical potential as the surrounding
liquid. The black line is a fit with Eq. (B1).
7rough and fluctuations strong. We observe a systematic
deviation of the measured chemical potential (it is too big
for small droplets and too small for the largest droplets),
which indicates that fluctuations should be taken into
account.
We find that the packing fraction φt at which we ob-
serve the transition to (metastable) droplets is consistent
with the scaling φt − φf ∼ V −1/4 as shown in Fig. 4(b).
Even more interestingly, we find for the full range of ob-
served droplets that the density inside the droplet never
reaches the bulk density ρs at equal chemical potential
of the surrounding fluid µs = µl. In Fig. 4(c), we show
the typical density profile ρ(r) and indicate the bulk den-
sity ρs by a horizontal line. While the droplet is much
larger than shown in Fig. 1 with a well-defined plateau
inside the droplet, the density is still smaller than the
bulk density.
B. Coexistence
So far, we have used the equations of state for liquid
and solid branch discussed in part I. Having gained ac-
cess to density profiles of large droplets, we briefly return
to the WCA liquid without mapping to an effective di-
ameter. Extrapolation towards a flat interface yields es-
timates for the coexisting bulk densities (cf. Fig. 9). We
find that these estimates are slightly lower than previous
estimates [5]. In the following, we employ the new values
yielding the chemical potential µcoex ' 16.19 at coexis-
tence compared to 16.24 employed before. The effective
diameter is unchanged. For more details, see appendix C.
C. Density profiles, fluctuations, and shape
1. Critical density profiles
We now turn to the analysis of the critical density fluc-
tuations as a function of the supersaturation µl − µcoex.
To this end, we collect from FFS, the seeding method,
and from finite size droplets the critical density profile
ρ(r). In Fig. 5(a), we show for the three different meth-
ods the critical, normalized profiles (ρ(r)− ρl)/(ρs− ρl),
where ρs is the bulk solid density at equal ambient chem-
ical potential µl. We notice that, as the supersaturation
decreases, the radius of the droplet increases and that
the density inside the droplet ρ(0) moves progressively
towards its bulk value ρs but does not reach it even for
the largest droplets.
In Fig. 5(b), we plot the critical excess number of par-
ticles ∆Nc as a function of the degree of supersatura-
tion ∆µ = µl − µcoex. As expected, we observe a di-
vergence of ∆Nc approaching the freezing point where
∆µ → 0. Integrating ∂Pi/∂µi = ρi close to coexistence
for the solid and liquid branch, the pressure difference
grows as ∆P ≈ ∆ρcoex∆µ. Plugging this pressure dif-
ference into the nucleation work Eq. (5) and taking the
derivative with respect to ∆µ yields [cf. Eq. (10)]
∆Nc ≈ 32piγ
3
∞
3(∆ρcoex)2(∆µ)3
. (20)
Including higher orders, we fit the data against the func-
tion
∆Nc(∆µ)
3 ≈ an[1 + bn∆µ+ cn(∆µ)2] (21)
with free coefficients an, bn, and cn, which is plot-
ted in the inset of Fig. 5(b). We find a quasi-linear
behavior, which indicates that the coefficient cn plays
only a minor role. From the fit we obtain an ' 687,
which corresponds to the interfacial tension γn,∞ =
[3an(∆ρcoex)
2/(32pi)]1/3 = 0.574(7) for a flat interface.
This value is in good agreement with the previous esti-
mate γ∞ ' 0.56. In Fig. 5(b) we also show that the be-
havior of ∆Nc is well captured by the expression Eq. (21)
over the full range of supersaturations studied. Moreover,
the results for all three methods overlap and segue.
In Fig. 5(c), we show the change of the density dif-
ference ∆ρ = ρ(0) − ρl normalized by the difference
∆ρcoex = ρs − ρl of bulk densities as a function of ∆µ.
We observe a non-monotonic behavior, where for small
supersaturation ∆ρ/∆ρcoex increases slightly and then
decreases. We now model the behavior by
∆ρ
∆ρcoex
≈ 1 + aρ∆µ+ bρ(∆µ)2. (22)
We find, even close to the coexistence, that the data do
not follow the prediction from the bulk equation of state.
Note that the pressure difference ∆P present in the nu-
cleation work can directly be computed from the integral
of ∆ρ(µ) via Eq. (13) and Eq. (14). Hence, Fig. 5(c) im-
plies that ∆P < ∆P∞ and thus the nucleation work from
Eq. (5) will increase even for a fixed interfacial tension
due to the decrease of ∆P .
The behavior of the equimolar radius Re as a func-
tion of the supersaturation is plotted in Fig. 5(d). As
does ∆Nc, this quantity diverges for ∆µ → 0. Close
the coexistence we assume the Laplace equation ∆P =
∆ρcoex∆µ = 2γ∞/Re, which implies Re = ae/∆µ. This
scaling is confirmed in the inset of Fig. 5(d). We perform
a fit of Re in the same way as for ∆Nc employing a poly-
nomial fit function, which yields ae ' 12. This coefficient
should correspond to ae = 2γe,∞/∆ρcoex, from which we
obtain γe,∞ = 0.574(1) again in good agreement with
γ∞ ' 0.56. To model the data we employ Eq. (14) com-
bining the fits of ∆Nc and ∆ρ, which is the line shown
in Fig. 5(d).
2. Capillary waves
So far, we have discussed the properties of the average
radial density profile ρ(r), but did not discuss fluctua-
tions present between the two coexisting phases. These
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FIG. 5: Critical density profiles. (a) Normalized density profiles (ρ(r) − ρl)/(ρs − ρl) of critical droplets for the three
different methods: FFS, seeding, and finite-size droplets (from small to large droplets). (b) Critical excess number of particles
∆Nc as a function of the supersaturation ∆µ = µl − µcoex. The solid line is a non-linear linear regression. The inset shows
∆Nc(∆µ)
3. (c) Normalized density difference ∆ρ/∆ρcoex as a function of the supersaturation. The red solid line is a non-linear
regression. The black solid line shows the bulk prediction. The inset shows a zoom of the data close to the freezing point.
(d) Equimolar radius Re as a function of the supersaturation. The solid line corresponds to a combination of the fit of ∆Nc and
∆ρ through Eq. (14). The inset shows Re∆µ. (e) The (average) squared interfacial width 〈w2〉 as a function of the logarithm
of the equimolar radius divided by the bulk interfacial tension ln(Re)/γ∞. The orange and black lines indicate the scaling
w2 ∼ 1
γ∞ lnRe with slope 1 and 1/4, respectively. The snapshot shows the largest droplet sampled in a system composed of
one million particles. (f) The second invariant shape descriptor k2 computed from the bond-order parameter as a function of
Re. The straight line indicates the scaling k
2 ∼ R−2e .
fluctuations contain a bulk contribution, where both co-
existing densities can fluctuate, and an interfacial contri-
bution due do capillary waves. It is not clear for small
droplets how to decouple these two effects [28, 58]. How-
ever, one can try for large enough droplets to test if fluc-
tuations at the surface are consistent with predictions
from capillary wave theory (CWT). To this end, we have
computed the square of the interfacial width w2 as a func-
tion of the equimolar radius Re. From CWT, we expect
for a flat interface
w2 ∼ 1
4γ∞
lnL (23)
as a function of the length L of the interface [14, 59]. This
relation has been used to extract the interfacial tension of
a Lennard-Jones fluid close to criticality [60]. For spher-
ical droplets less numerical results are available. Note
that Eq. (23) was previously used to analyze spherical
droplets in a lattice gas model through replacing L by
the circumference of the droplet [61]. In this study, the
authors found that the (inverse) slope 4γ∞ is slightly
lower compared to previous calculations of the interfacial
tension. Two theoretical studies have derived a possible
scaling of w2 [62, 63]. In Ref. [63], the authors derived
w2 ∼ 13γ∞ lnVs, which gives
w2 ∼ 1
γ∞
lnRe. (24)
In Fig. 5(e), we plot w2 against ln(Re)/γ∞ to test these
possible scalings. For smaller droplets (Re < 15), we find
that our data is consistent with slope 1/4 but for larger
droplets the slope increases and seems to reach a slope of
unity (Re > 20). However, one would need even larger
droplets to confirm this scaling.
3. Droplet shape
Since we have adopted a spherical symmetry to evalu-
ate the density profiles, it is also of interest to quantify
9to which extend this spherical assumption is valid. The
deviation of sampled droplets from a spherical shape can
be quantified via either the bond-order parameter or by
constructing an iso-density surface. We choose to com-
pute, for n particles identified as solid and “bonded” to
from the droplet, the gyration tensor [64]
R2g =
1
n
n∑
i=1
(ri − r¯)⊗ (ri − r¯) (25)
with center-of-mass r¯ of the droplet. From its eigenvalues
λi one calculates the second invariant shape descriptor
k2 = 1 − 3(λ1λ2 + λ2λ3 + λ1λ3)/(λ1 + λ2 + λ3)2, which
quantifies how the droplet shape deviates from a sphere
with k2 = 0. The upper bound of k2 corresponds to a
rod with k2 = 1. In Fig. 5(f), we present the average 〈k2〉
as a function of the equimolar radius Re of the droplet.
For finite-size droplets, we find that 〈k2〉 decreases with
Re and scales as ∼ R−2e as expected for a spherical shape
perturbed by fluctuations (see appendix D). We observe
that this scaling extends to the smaller droplets sam-
pled by seeding and FFS simulations, which suggests that
the droplets remain basically spherical although single
droplets look of course more fuzzy (see the snapshots).
Only for the smallest droplets do we observe a signifi-
cant deviation from the scaling. The same qualitative
behavior was reported for one-component and binary
Lennard-Jones crystalline droplets [19]. The small gap
between seeded droplets and FFS droplets indicates that
the shape of the seeded droplets (which start as perfectly
spherical) has not fully relaxed.
D. Nucleation work
In Fig. 6, we present the nucleation work ∆Fc as a
function of the supersaturation µl − µcoex. It can be
calculated from unbiased MD and FFS simulations as
described in part I [7]. For the smaller system sizes em-
ployed in FFS, we compute µl from the liquid density
ρl extracted from the critical density profile and not the
global density in order to correct for the depletion of the
liquid phase as the droplet forms (cf. the finite-size effect
in Fig. 2(d) for the lowest packing fraction φ ' 0.52). We
observe that the CNT prediction ∆Fc,∞ employing γ∞
and ∆P∞ underestimates the true nucleation work.
Having computed ∆Fc for several µl and evaluated
∆N(µl) from various methods, we can now apply the nu-
cleation theorem. We first find that, independent of the
γs γ∞ Re nc
∆P ∆Fc
∆P∞
∆Fc,∞ ∆Fc,e ∆Fc,µ
γCNT γe γµ
TABLE I: Summary of the different nucleation works based
on the different input quantities (top row and left column).
The last line indicates the resulting effective surface tensions.
FIG. 6: Nucleation work. Nucleation work ∆Fc as a func-
tion of the supersaturation µl−µcoex obtained from unbiased
MD simulations (H,I), FFS (•), and umbrella sampling (,
Ref. [5]). The black solid line is the CNT prediction ∆Fc,∞
based on the bulk pressure difference ∆P∞ and γ∞ ' 0.56.
The thick red solid line is obtained from the nucleation theo-
rem Eq. (11) by averaging different reference state points for
µ0 from MD and FFS data. The red shaded area shows the
corresponding standard deviation. For comparison, we also
show the nucleation work ∆Fc,e calculated from the equimolar
radius Re (O,N,◦) and ∆Fc,µ based on the data from Ref. [6]
(gray discs) and Ref. [5] (blue squares).
starting point µ0 of the integration through Eq. (11), all
computed curves ∆Fc(µl) lie on top of each other. More-
over, they slowly converge towards ∆Fc,∞ approaching
the freezing point in agreement with the fact that the
curvature 1/R → 0 vanishes. This highlights that the
capillary approximation is in practice only valid for barri-
ers ∆Fc > 1000kBT . This regime corresponds to droplets
composed of thousands of particles, which is beyond what
rare event sampling methods can achieve.
Very often the droplet radius Rs corresponding to the
surface of tension is not known and the droplet radius
is estimated from the cluster size nc of solid particles.
Besides the issue that nc depends on the specific choice
of order parameter, it neither corresponds to Rs nor
Re although in practice it might be close. To see the
impact of varying the droplet radius, we have calcu-
lated the nucleation work ∆Fc,e = ∆P∞Vs(Re)/2. For
hard spheres, we find a good agreement between this ap-
proximation and the work estimated from the nucleation
theorem for ∆Fc > 50kBT , but for smaller barriers it
overestimates the nucleation work. We also compared
our data with seeding results from Ref. [6] obtained in
the NPT ensemble. In this study, the authors employ
∆Fc,µ = nc(µl − µs)/2 at fixed pressure [cf. Eq. (6)]
to calculate the nucleation work. As already discussed,
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FIG. 7: Interfacial tension. (a) Estimation of the normalized interfacial tension γ/γ∞ as a function of µl − µcoex through
inverting the CNT expression for (i) using the equimolar radius (γe ' ∆P∞Re/2) applied to our data, and (ii) γµ (see main
text) applied to Refs. [5, 6]. (b) Pressure difference between the solid droplet and ambient liquid as a function of µl − µcoex.
The solid and red lines are the bulk (∆P∞) and true (∆P ) pressure difference, respectively. (c) Normalized interfacial tension
γs/γ∞ as a function of supersaturation µl − µcoex. The black and red symbols are obtained by inverting Eq. (5) using the
nucleation work (∆Fc) and the bulk (∆P∞) and true (∆P ) pressure difference, respectively. The thick lines are obtained from
the nucleation theorem (cf. Fig. 6). Empty circles are direct estimates from the MD and FFS data. The shaded areas show
the corresponding standard deviation. The dashed horizontal lines indicate γCNT/γ∞ ≈ 1.35.
one thus makes additional approximations through using
the difference between bulk solid and liquid chemical po-
tential and assuming that the thermodynamic variable
Ns ≈ nc corresponds to the order parameter. Despite
these approximations, for hard spheres we find an overall
good agreement between this approach and the results
from the nucleation theorem, with deviations for large
barriers ∆Fc > 100kBT . However, that one has to be
careful is demonstrated by using the data from Filion et
al. [5], for which the nucleation work is now underesti-
mated. The different expressions for the nucleation work
are summarized in Table I.
E. Interfacial tension and pressure difference
Finally, we turn to the interfacial tension and pres-
sure difference between the solid droplet and the ambi-
ent liquid. A common approach to extract the interfa-
cial tension is to employ CNT assuming the bulk dif-
ference of pressure between the solid and liquid phase
∆P∞. Additionally, the second approximation is to em-
ploy the (directly accessible) droplet size nc defined by
a bond order parameter instead of the correct radius of
tension Rs. Non-classical effects are then subsumed into
an effective interfacial tension, either γe = ∆P∞Re/2
or γµ = [(3ρ
2
snc)/(32pi)]
1/3(µl − µs) for the data from
Refs. [5, 6]. In Fig. 7(a), we plot the thus obtained inter-
facial tensions γi/γ∞ (with i = e, µ) normalized by γ∞ as
a function of the supersaturation ∆µ. We observe an ap-
proximately linear increase. For ∆µ→ 0, we recover the
interfacial tension γ∞ of a flat interface from the data.
For larger supersaturations and smaller droplets, the
interfacial tension keeps increasing. Fitting the numer-
ical nucleation rates, in part I we found the effective
interfacial tension γCNT ≈ 1.35γ∞ over a range 3.7 <
∆µ < 7.3. Clearly, this (approximately constant) result
does not agree with the effective interfacial tensions ex-
tracted from the two versions ∆Fc,e and ∆Fc,µ of the
approximated nucleation work. This demonstrates the
inconsistency of these approximations and their failure
to predict the nucleation rate. This failure can be traced
to the pressure inside droplets diverting from the bulk
prediction. This is shown in Fig. 7(b), where we plot
the difference ∆P∞ between the bulk phases and the ac-
tual pressure difference ∆P calculated via Eq. (13) from
the excess number of solid particles. We find that close to
the coexistence the two pressures are the same for a given
ambient chemical potential µl but for larger supersatura-
tion the pressure inside a finite droplet becomes smaller
compared to the solid bulk phase. For a more detailed
discussion on this scenario, see Ref. [45]. This highlights
why the simple approximation γe = ∆P∞Re/2 leads to
an incorrect estimate of the interfacial tension.
Having computed both the nucleation work ∆Fc and
the pressure difference ∆P , we can finally extract the sur-
face of tension γs through inverting Eq. (5). In Fig. 7(c),
we plot the ratio γs/γ∞ as a function of the supersat-
uration ∆µ. For ∆µ → 0 we again recover the interfa-
cial tension of the flat interface. The maximal tension
is 20% larger than γ∞ but decreases again for very large
supersaturations where the nucleations barrier vanishes.
For comparison, we also show the interfacial tension us-
ing the extrapolated nucleation work but employing the
bulk pressure difference ∆P∞. The qualitative behavior
is similar but the apparent surface tension of droplets is
much larger and now plateaus at γCNT in agreement with
the value determining the nucleation rates.
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IV. CONCLUSION
In this work, we have combined four numerical meth-
ods: unbiased MD, FFS, the seeding method, and finite-
size droplets to study nucleation in the hard-sphere
model. We found that these methods are complemen-
tary to each other and allow to study nucleation over a
wide range of supersaturations. All methods sample the
same ensemble of critical droplets, which can be ratio-
nalized by the time scale separation between slow nucle-
ation kinetics and the fast structural relaxation within
droplets. The reversible work ∆Fc = −∆PVs + γA com-
prises a bulk contribution due to the pressure difference
∆P between the droplet and ambient phase, and an ex-
cess (surface) free energy determined by the interfacial
tension γ. In classical nucleation theory (CNT), two cru-
cial approximations are employed: the pressure differ-
ence is set to the difference ∆P∞ between bulk phases,
and the interfacial tension is set to γ∞ of a flat interface.
From the computed density profiles, we quantify the first
non-classical effect affecting the bulk contribution: The
density at the center of the droplet reaches its bulk value
only in the thermodynamic limit. As a consequence, the
pressure difference between solid droplet and metastable
liquid is lower than the bulk pressure difference ∆P∞.
From the density profiles, we also obtain the excess
number of particles and the equimolar radius, which we
model from thermodynamic arguments. Calculating in-
terfacial tensions from computer simulations is notori-
ously difficult even for flat interfaces. This is particu-
larly true for hard spheres, where the tension is small and
purely entropic. We have shown here that extrapolating
the interfacial tension of droplets to infinite size yields
the value γ∞ ' 0.57 independent of the approximations
involved. This value is in good agreement with the value
reported in Ref. [8], see also the discussion therein.
To compute the nucleation work for the supersatura-
tions studied, we combine the nucleation theorem with
barriers extracted from unconstrained dynamics (FFS
and MD). The advantage of this new method is that it
does not rely on approximations. From the extracted
barriers, we again conclude that the CNT prediction as-
suming the bulk pressure difference ∆P∞ and flat in-
terfacial tension γ∞ is only valid in the thermodynamic
limit. In the seeding and finite-size droplets method, the
nucleation barrier is not accessible and one relies on us-
ing the CNT expression to evaluate the work. Here, we
demonstrate that this route does not yield reliable re-
sults, although it becomes more accurate for large barri-
ers (large droplets). Beside employing the bulk pressure
difference, a second source of error is approximating the
droplet volume associated with the radius of tension with
an “arbitrary” volume, e.g., from a bond order parame-
ter or the lever rule based on the bulk solid equation of
state.
To resolve these issues, we make use of a variation
of the original nucleation theorem by Kashchiev [2, 49],
which links the variation of the pressure difference as a
function of the ambient chemical potential to the den-
sity inside the solid droplet. This thermodynamic route
bypasses the difficulties to employ the mechanical route
from the pressure tensor, which is ill-defined for small
droplets [65, 66]. We are then able to quantity a second
non-classical effect, namely the increase of the excess free
energy for finite droplets. We find that both a decrease of
the pressure difference and an increase of the interfacial
tension are responsible for the increase of the nucleation
work compared to the bulk approximation of CNT.
The method presented in this paper provides an ele-
gant way to both extract nucleation barriers and to dis-
entangle non-classical effects, i.e., to quantify the devia-
tions from the bulk equations of state in inhomogeneous
systems with curved interfaces. We have studied a simple
model system, hard spheres, but our insights regarding
the use of CNT are general and apply to a large class of
phase transformation kinetics including the nucleation of
ice [37, 67–72].
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Appendix A: Bond-order parameter
The local bond-orientational parameter is computed as
in part I and closely follows Ref. [4]. First, the expression
ql,m(i) =
1
Nn(i)
Nn(i)∑
j=1
Yl,m(θi,j , ϕi,j) (A1)
is evaluated for particle i, where Yl,m(θ, ϕ) are spheri-
cal harmonics and Nn is the number of neighbors within
distance rij < 1.5σ. We then construct a bond network
through the scalar product
d(i, j) =
∑l
m=−l ql,m(i)q
∗
l,m(j)
(
∑l
m=−l |ql,m(i)|2)1/2(
∑l
m=−l |ql,m(j)|2)1/2
(A2)
using l = 6 with d(i, j) > 0.7 defining a bond. A particle
is defined as ”solid-like” if the number of bonds ξ ≥ 9,
and clusters are constructed from mutually bonded solid-
like particles.
Appendix B: Constructing density profiles
Here, we describe the method used to extract the crit-
ical droplet profiles in FFS and in the seeding method.
For every configurations at a given n computed from our
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FIG. 8: Density profiles construction. (a) Radial density
profile ρ(r) averaged in FFS over configurations at an inter-
face placed at n = 55 and φ ' 0.529. (b) Evolution of the
normalized density profile (ρ(r)− ρl)/(ρs− ρl) for various in-
terfaces. All solid lines in (a) and (b) corresponds to a fit
from Eq. (B1). (c) Equimolar radius Re as a function of the
droplet size n. (d) Solid density in the center of the droplet
as a function of the droplet size n. Solid lines in (c) and
(d) are polynomial fit to extract the critical value indicated
by dashed lined, where nc is determined via the committor
probability.
bond order parameter, we compute the voronoi volume vi
of each particle i. We then compute the center of mass of
the solid droplet and evaluate the density profile ρ(r) by
binning with ∆r = deff the quantity ρ(ri) = 1/〈vi〉, where
the vi are taken from particles inside the bin centered at
ri. In Fig. 8(a), we show such a profile for configurations
generated from FFS at φ ' 0.529 and n = 55. The profile
is well fitted by the mean-field expression
ρ(r) =
ρl + ρ(0)
2
+
ρl − ρ(0)
2
tanh
(
r −R0
w
)
, (B1)
where ρ(0) is the density at the center of the solid droplet,
ρl is the density of the surrounding liquid, R0 is the ra-
dius at half maximum, and w the interfacial width. The
equimolar radius Re is calculated from the absorption
R2Γx(R) =
∫ R
0
dr r2[ρ(r)− ρ(0)]−
∫ ∞
R
dr r2[ρ(r)− ρl]
(B2)
through the condition Γx(Re) = 0.
In Fig. 8(b), we show the dependence of the normalized
density profile (ρ(r) − ρl)/(ρs − ρl) for various n corre-
sponding to different interfaces in FFS. We observe dur-
ing the crystal growth an increase of the droplet radius
in addition to a densification of its center. We finally can
extract information about the critical density fluctuation
by fitting the quantity of interest, let say the equimolar
radius, as function of the droplet size. In practice, we use
a polynomial function to model an observable A(n) be-
tween 0.25nc < n < 0.75nc and then extract A(nc) from
the resulting fit. We show two examples of this procedure
in Fig. 8(c) and (d) for the equimolar radius Re and the
solid density at the center of the droplet ρ(0), respec-
tively. For equilibrium droplets present at the droplet
transition, we evaluate the profile without any interpola-
tions and simply average ρ(r) over the metastable runs
far away from any transitions to a melt or a cylinder.
Appendix C: Modified equations of state
From fitting the density profiles, we obtain the liq-
uid density ρl and the droplet density ρ(0), which are
plotted in Fig. 8 as a function of the droplet curvature
1/R0. Extrapolating these densities towards a flat in-
terface 1/R0 → 0 should yield the densities of bulk liq-
uid and solid at coexistence. These densities have been
determined previously in Ref. [5] from simulations with
N = 4000 particles. For the droplets we find slightly
lower values, ρf ' 0.71147(4) and ρm ' 0.7841(1). Con-
verting to pressure using the equations of state, this
would imply a pressure difference βσ3∆P ' −0.0003.
To avoid this inconsistency, we have decided to re-
a b
c d
FIG. 9: Finite-size droplets. (a) Liquid density ρl and
(b) solid density ρ(0) of finite-size droplets (in WCA units)
as a function of the droplet curvature σ/R0. The solid lines
are polynomial fits of second order. The black and orange
horizontal lines are the bulk densities extracted from the fits
and the bulk prediction from the equations of state, respec-
tively. (c) Scaled excess number ∆Nc(∆µ)
3 and (d) scaled
equimolar radius Re∆µ as a function of ∆µ = µl − µcoex (in
hard sphere units). Orange and black data are from the old
and new freezing point, respectively.
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ρfσ
−3 ρmσ−3 Pcoex µcoex
previous 0.712 0.785 11.70 16.24
new 0.71147(4) 0.7841(1) 11.639(3) 16.185(3)
TABLE II: Freezing density ρf , melting density ρm, pres-
sure, and chemical potential at coexistence. The first row
defines the parametrization of the bulk equations of state us-
ing the values provided in Ref. [5]. The bottom line shows
the updated values based on the extrapolation of droplets to
vanishing curvature.
parametrize the solid equation of state by shifting Ps(ρ)
so that Ps(ρm) = Pl(ρf ). This yields a coexistence pres-
sure Pcoex = 11.639(3) in good agreement with previous
estimates [73, 74]. We have then performed a thermody-
namic integration to evaluate µs, taking the coexistence
as new reference state point where µs(ρm) = µl(ρf ). Old
and updated values are summarized in Table II.
Fig. 9(c,d) show the extrapolation of the excess number
∆Nc and equimolar radius for ∆µ → 0 [cf. Fig. 5(b,d)].
Keeping the old coexisting densities, these extrapolations
would imply interfacial tensions γn,∞ ' 0.451(5) and
γe,∞ ' 0.461(3), respectively. Both values disagree with
each other (within errors) and, more importantly, are
to small compared to independent estimations of the in-
terfacial tension of flat interfaces. In contrast, for the
updated freezing point we obtain γn,∞ ' 0.574(5) and
γe,∞ ' 0.574(3), which are now in excellent agreement
with each other and previous estimates.
Appendix D: Scaling of shape descriptor
We give a simple argument how the shape descriptor
used in Sec. III C 3 is influenced by thermal fluctuations.
The thermal expectation reads
〈k2〉 ∝
∫
[du] k2[u]e−βδF [u] (D1)
up to normalization. The path integral sums over all
fluctuations of the droplet’s interface with the liquid, the
position of which is described by R(ϕ, θ) = R(1 + u)er
with a small perturbation u(ϕ, θ) of a sphere with radius
R. Considering droplets with a homogeneous density, the
gyration tensor Eq. (25) can be written∫
d3r
er ⊗ er
Vs
=
∫ 2pi
0
dϕ
∫ pi
−pi
dθ sin θ
(1 + u)3
4pi
(er⊗er).
(D2)
The free energy of shape fluctuations away from the aver-
age spherical shape (and, in principle, at constant volume
Vs) generically reads δF [u] ≈ 12α(A[u]− A0)2 with coef-
ficient α > 0 and A0 = 4piR
2. The area to lowest order
is
A[u] ≈
∫ 2pi
0
dϕ
∫ pi
−pi
dθ R2 sin θ(1 + 2u). (D3)
The shape descriptor is build from the eigenvalues of in-
stantaneous gyration tensors and then averaged. The av-
erage can be expressed as a Gaussian path integral over
all fluctuations u. Expanding the shape descriptor, the
lowest-order contribution is 〈k2〉 ∼ 〈u2〉 and thus
〈k2〉 ∼ 1√
βαR4
∼ R−2. (D4)
This shows that the scaling in Fig. 5(f) can be attributed
to fluctuations and does not indicate a departure from the
basically spherical shape of droplets.
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