A time-series forecasting-based prediction model to estimate groundwater levels in India Debasish Sena* and Naresh Kumar Nagwani National Institute of Technology, Raipur 492 010, India India is one of the fast developing countries in the world with a growth rate of 6.4%. Rapid industrialization is the main cause behind such growth. Although industrialization is of utmost importance for growth, sustainability of ecology is also a matter of concern. India has a vast coastline, but the saline water is not suitable for industrialization; so groundwater is the primary source for both industrialization and human consumption. Agriculture plays a major role in India's economy and irrigation is also dependent on groundwater to some extent. Hence the study of groundwater levels is the need of the hour. In this study, time-series techniques like fuzzy time-series analysis and ARIMA are utilized for forecasting monthly groundwater levels. Experiments are performed on the datasets collected from different regions of India. The experimental results demonstrate that fuzzy time series analysis yields more accurate forecast of groundwater levels compared to the ARIMA model. The results of this study can be utilized for planning a suitable policy for groundwater use and its proper regulation to avoid future crisis.
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GROUNDWATER is a major resource in our country. In fact, India tops the list of groundwater abstracting countries. Groundwater is essential for sustainability of ecosystem; it provides stream water during drought conditions. Considering the effects of climate change, landuse change and global environmental changes like change in the amount of precipitation, increase in temperature and increase in demand of groundwater because of population growth, it is important to assess them 1 . Water being a dynamic resource, its storage undergoes continuous change either by recharge from various sources or discharge due to extraction or natural basin outflow. Hence periodic monitoring of groundwater levels is imperative for planning systematic development and management of groundwater resources 2 . Groundwater level prediction in India is of utmost importance as our large population is heavily dependent on groundwater for daily consumption. Also groundwater is heavily used both for irrigation and industrialization in India. Due to faulty irrigation system, a lot of groundwater is wasted. Prediction of groundwater levels is the need of the hour to avoid future crisis. Earth science data like groundwater level are large and complex and often represent a time series, making them difficult to analyse 3 . A wide variety of data mining, machine learning and information theoretic approaches are applicable to groundwater-level data. Artificial neural network and model tree ensembles methods have generally been employed for future prediction of groundwater levels 3 . This communication focuses on methods like auto-regressive integrated moving average (ARIMA) using Box-Jenkins methodology and fuzzy time-series analysis for forecasting groundwater level.
In the past, various approaches have been suggested for predicting water level, including physical and statistical models. However, none of them is considered best because of the high degree of uncertainty and timevarying characteristics of the hydro-system. Principal component analysis (PCA) and neural network models have been designed for predicting water level of Hoek Van Holland during storm situations by van de Weg 4 . However, the PCA method has the disadvantage of difficulty in calculation of covariance matrix in an accurate manner 5 . Chang and Chang 6 have proposed an adaptive neuro-fuzzy inference system for forecast of water level in reservoirs. Not having any systematic method for designing the controller is the main issue with fuzzy logic while a lot of computational resource is needed to fully implement a standard neural network. Scitovski et al. 7 have utilized the periodicity of water-level behaviour using trigonometric regression for long-term forecasting and nearest neighbour method for short-term forecasting. Forecasting of groundwater level using conceptual physical models has also been proposed. But these are constrained with the limitation of too many dependent variables 8 . A hybrid model combining genetic algorithm and wavelet network model has been proposed by Wang and Zhao 8 . But the genetic algorithm does not assure of a global optimal solution.
The ARIMA model and fuzzy time-series model used in this study have been designed based on past data and some random noise component with mathematical manipulation and can predict the groundwater levels more accurately. As the fuzzy time-series analysis provides a better result in comparison to ARIMA, the latter model can be used in combination with various parametric and non-parametric methods of forecasting. Artificial neural network (ANN), k-nearest neighbour (k-NN), Markov chains, etc. can be used with the ARIMA model to reduce the forecasting error. The ARIMA forecast models are usually governed by three components: variables of the model, coefficients of the variables and some unobserved errors or random shock 9 . All the three components contribute towards the uncertainty of forecasting. In this communication, all the three components have undergone thorough analysis experimentally. The effect of temporal aggregation on ARIMA processes has been discussed by Stram 13 . In this study the ARIMA model is used for future prediction of groundwater level utilizing Box-Jenkins methodology. As multiple ARIMA models can be proposed for a single dataset, a suitable model has been chosen by studying aspects such as mean square error (MSE) and mean magnitude of relative error (MMRE).
The Box-Jenkins methodology is useful for stationary time series, i.e. it must have a stable mean, variance and autocorrelation over the series 14 . For a stationary series, the correlogram dies down rapidly, or it lasts for four to five lags above the significant level. One way of removing non-stationarity from time series is by simply applying difference operation to the time series.
The first-order differencing is expressed as
, where X t is the value of the time-series variable at time t, X t-1 the value of the time-series variable at time t -1 and t X  is the first differenced timeseries value. Likewise second-order differencing is expressed as 1 .
In most cases, up to secondorder differencing is performed for a time series. The backshift operator B is often used to represent the equation in a compact manner; the first-order difference operation is expressed as (1 ) t t X B X    and the secondorder difference operation as 2 (1 ) .
A time series generally consists of two parts: a deterministic part representing the time-series values and a white noise part induced implicitly. The ARIMA model includes both parts. The auto-regressive part represents the deterministic component and determines how the data values of a time series regress upon themselves. The moving average part corresponds to the memory of the time series for the preceding random noise components 23 . The integrated part represents the degree of differencing needed to convert a time series to a stationary one.
An auto-regressive model of order p (AR(p)) suggests how the current time series value is regressed upon p number of past time-series values. So an AR(p) model can be mathematically represented as
where {X i } are the time-series values at instance i, { i } are the auto-regressive parameters and  t is the white noise component at instance t. Equation (1) can be written in terms of backshift operator as ( ) ,
A moving-average model of order q (MA(q)) indicates the current value of the time series as a linear regression of q previous white noise values 15 . Mathematically, an MA(q) model can be expressed as
where { } i  are the moving-average parameters. Equation (3) can be written in terms of backshift operator as
where
A d order differenced time series can be expressed in terms of backshift operator B as (1 ) . (1 ) ( ) .
The values of p, d, q, { i } and { i } can be calculated by building appropriate ARIMA models. Generally the ARIMA model is expressed as ARIMA(p, d, q). While applying ARIMA model to a time series, first the differencing is performed to convert the time series to a stationary one and then auto-regressive moving average (ARMA) model is applied to the differenced series. The ARIMA(p, d, q) model can be represented as given in eq. (5) . Sometimes the time series displays seasonality, i.e. dependency on past data seems prominent at multiples of some seasonal lag s. So the ARIMA model for such time series comprises a seasonal auto-regressive component and a seasonal movingaverage component employed over a seasonally differenced time series. The model is referred as ARIMA(P, D, Q) s and is expressed as 
For a given time series, first the order of difference d is determined. Then, the order of auto-regression p and order of moving average q are determined. There can be multiple possible sets of p, q, d, P, Q and D for a particular time series. So to derive a suitable model, three steps 20 are followed according to the Box-Jenkins models: (a) Model structure identification; (b) Parameter estimation and calibration; (c) Validation or model testing.
In model structure identification, the order of autoregression (p), order of seasonal auto-regression (P), moving average (q), order of seasonal moving average (Q), order of differencing (d) and seasonal order of differencing (D) are estimated. The order of difference is determined from the number of difference (time period changes) operations applied on the time series to make it a stationary one. The order of auto-regression is determined from the number of significant partial autocorrelation values and the order of moving average is the number of significant auto-correlation values with either exponentially decaying or in a dampened sine wave. After obtaining a stationary time-series model, it can be identified from the theory 20, 21 given in Table 1 . The seasonal differencing (D) can be indicated by a correlogram decaying gradually at multiples of some seasons, but negligible between consecutive periods 17 . The seasonal auto-regression order (P) is the number of significant partial auto-correlation values occurring at some season and the seasonal moving average order (Q) is the number of significant auto-correlation values occurring at some season. The seasonality orders can be identified from Table 2 .
In parameter estimation and calibration, after determining the order of auto-regression (p) and order of moving average (q), the next big task is to estimate the autoregressive parameters { i } and the moving average parameters { i }. The auto-regressive parameters can be determined by the Yule-Walker's equation 21, 22 and the moving average parameters can be determined using the equation
for k = 1, 2, ..., q. There are various algorithms like Marquadt's algorithm, 'armax' toolbox in 'MATLAB' and 'arima' functions in R available for parameter estimation 23 . Maximum likelihood estimation is also used for estimating parameters 24 . As there are many possible models, choosing the appropriate one is of utmost importance in time-series analysis. Model testing and validation are used to validate the proposed model. Among the various possible models, the one best suitable for the time series is determined either by maximum likelihood estimation (MLE) 22 , MSE 23 or MMRE criteria. Also criteria like AIC, AICc and BIC are used to decide the suitable model for a particular time series 17 . More often, MLE method is used for long-term data generation, whereas MSE and MMRE methods are advisable for short-term forecasting of the time series. In this study, MMRE was calculated for each model and the one with minimum MMRE selected as the best model for forecasting. Residual analysis was also performed to check the fitness of the model.
Fuzzy time-series analysis is a recent technique of future forecasting. It is basically established on the fuzzy set theory. The drawback of conventional set theory is that in the real world, many concepts cannot be explained by their membership or non-membership within the set. So fuzzy set theory appears as the solution to the problems posed by conventional set theory. Let U be the universe of discourse divided into n intervals as 
 be a subset of R, the universe of discourse on which fuzzy sets ( ) ( 
 Determining the length of the interval to divide the fuzzy time series into multiple fuzzy sets is an important task as different lengths of intervals may produce different forecasting results. An effective length of interval should not be too large or too small, as too large intervals lead to no fluctuation in the fuzzy time series and too small, intervals will diminish the mining of fuzzy time series 31 . A heuristic for determining the effective length of the interval is set in a manner so that at least half of the fluctuations in the time series should be reflected by the interval. Based on this concept, two approaches are proposed 31 . They are average-based length and distributionbased length. In this communication, the distribution-based approach is used for effective length determination.
The calculations of forecasting are carried out by the following procedure as given by Chen 28 . We now explain details of the experiment, performed on monthly groundwater level of Jainath region, Adilabad district, Andhra Pradesh, India, based on the methodology described above.
The dataset used here is taken from the Groundwater Information System, GoI. The datasets taken are monthly groundwater level data from 2005 to 2012.
The obtained dataset has some missing values and is filled in by linear interpolation. The dataset is also analysed for possible outliers and these have been replaced by the average value of the corresponding month.
The steps for designing the ARIMA model for the dataset are explained using the R software package 25 . Like R, there are several other software packages available for time series analysis. The time-series for the monthly groundwater level has been used for building the ARIMA models. Figure 1 shows the dataset taken for the analysis. It shows the monthly groundwater level of Jainath region from 2005 to 2012. Figure 2 shows the time plot for the dataset. The time (in years) is represented on the X-axis and the monthly groundwater level (in metres) is represented on the Y-axis. The plot presents a stationary time series with a seasonality s = 12. Hence, no difference operation is needed for the dataset and the order of integration (d) for the time series is zero.
Then the order of auto-regression and moving average is determined by drawing the ACF and PACF plot of the stationary series, as shown in Figures 3 and 4 respectively. The dotted line around the abscissa represents the 95% confidence interval, and the ACF and PACF values within the confidence interval are considered as insignificant. The ACF shows a damping sine wave with significant auto-correlation values at lag 1, lag 12 and lag 24. So the order of moving average (q) and seasonal moving average order (Q) are determined as 1 and 2 respectively. Significant partial auto-correlation values at lag 0 and lag 12 can be observed from the PACF plot. So the order of auto-regression (p) and seasonal auto-regression (P) can be determined as 1 and 1 respectively. Hence the model identified for the monthly groundwater level is ARIMA (1, 0, 1)(1, 0, 2) 12 .
The auto-regressive parameters  1 and  1 are to be 0.7735 and 0.9181 respectively and the moving average (1 0.6261 0.1494 )(1 0.3038 ) .
Equation (9) can be simplified as given in eq. (10). 
Forecast of the monthly groundwater level for the year 2013 is performed using the model designed above and is shown in Figure 5 . The plot indicates a seasonal groundwater-level fluctuation within a confidence interval of 80% and 95%.
In this experiment, groundwater-level data from 2005 to 2012 have been used for the design of the model and data of 2013 have been used for verifying the designed model. As the groundwater-level data of 2013 only contains information for the months of January, May, August and November, the forecast values of the corresponding months only have been used for the calculation of the MMRE. After forecasting, the MMRE for forecast values has been calculated followed by calculation of the percentage error, which is 9.39. So the predicted model is better for the prediction of earth science data like groundwater level. Again to test the goodness of the desired model, diagnosed checking has been performed. Residual analysis is used here as a method of diagnostic checking. The quantile-quantile (Q-Q) plot shown in Figure 6 is almost linear, which implies a normal distribution of residuals. Figure 7 shows a symmetric histogram with a normal curve. Figures 6 and 7 validate a good fitness of the model 26 . The dataset considered here for implementation purpose is the monthly groundwater-level data of Jainath region from 2005 to 2012. The groundwater level varies from 3.07 to 10.17 m. So the universe of discourse is chosen from 3.00 to 10.20. To fuzzify the universe, division of the overall interval is performed using the distribution-based length approached as discussed by Huarng 31 . Initially the average value the absolute values of the first difference of the series is calculated; it is 0.85 m. Then the base for the length of the interval is calculated as 0.1 according to Table 3 . The length of the interval is chosen as 0.4, which is the largest value less than at least half of the first differences.
After determining the effective length of the intervals, the universe of discourse is divided into 18 intervals as shown in Table 4 .
While defining fuzzy sets on the universe, the linguistic variable is 'monthly water level' and the universe of discourse is divided into 18 fuzzy sets, A 1 , A 2 After defining the fuzzy sets, each value of the monthly groundwater level series is assigned with its corresponding fuzzy sets.
After fuzzifying the whole dataset, the fuzzy logical relationship group is obtained from each fuzzy logical relationship by following the theory as mentioned earlier in the text. The fuzzy logical relationship groups are as given in the Table 5. Using the monthly groundwater level dataset of Jainath region, the groundwater level for the last 12 months of the dataset has been forecast and relative error calculated by comparing the forecasted groundwater level against their actual values for January, May, August and November. Table 6 shows details of the forecasting. MRE is obtained as 0.0687 and the percentage error is calculated to be 6.87. In this study, different models for groundwater-level prediction have been proposed for 'Jainath' region using ARIMA and fuzzy time-series analysis. The models have been built using the past groundwater-level fluctuation patterns. The current predicted groundwater level is linearly related to its previous value because the ARIMA models are based on auto-correlations. The models are verified using the groundwater-level values of year 2013 of the dataset. Percentage error is calculated for both ARIMA and fuzzy time-series analysis as 9.35 and 6.87 respectively. This clearly indicates that the fuzzy time-series analysis is better than the ARIMA model for forecasting. The CGWB along with the state groundwater agencies can apply these models for the quinquennial periodic groundwater assessment (GWA) for estimating the dynamic groundwater resource. The groundwater estimation committee conducting the national GWA exercise can adopt these models for the estimation of groundwater level of individual GWA units. There is scope for further improvement of the present model by combining it with other parametric and non-parametric models.
