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1. Introduction
For eco-systems consisting of two species, many mathematical models in biology science and pop-
ulation ecology frequently involve the systems of ordinary differential equations having the form
x˙ = xf (x, y), y˙ = yg(x, y), (1.1)
where x and y represent the population density and f (x, y), g(x, y) are the capita growth rate of
each species. Usually, such systems are called Kolmogorov systems.
Kolmogorov type systems are the most general models for situations in which per capita growth
rate of each species depends on the population sizes of both species. It is an important topic that
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y(0) > 0) remains persistent for system (1.1). There have been numerous works investigating the
dynamics of the positive solutions such as the uniformly strong persistence, the extinction and ulti-
mately boundedness (see [10,13,20,11], etc. for example).
In these models, it is assumed that species live in a constant environment. Therefore, the capita
growth rates f (x, y) and g(x, y) are deterministic functions. However, it is clear that it is not the
case in reality and that it is important to take into account the variability of the environment which
may have important consequences on the dynamics and persistence of the community. The variabil-
ity of the environment may be expressed under the random factors. Meanwhile the deterministic
Kolmogorov system (1.1) has been studied for a long history, for the random Kolmogorov systems,
there is not too much in mathematical literature, and almost nothing in statistical inference. Here, we
mention one of the ﬁrst attempts in this direction, the very interesting paper of Arnold et al. [5] in
which the authors used the theory of Brownian motion processes and the related white noise mod-
els to study the sample paths of the equation. For the branching models in a varying environment,
we can refer to [2,3,18], etc. A systematic review has been given in [1]. Recently, [16] considers the
inﬂuence of both Markov switching and white noise on system (1.1); A. Bobrowski et al. in [8] use
the Markov semigroup to study the stability of the stationary distribution of random systems (1.1);
W. Shen, Y. Wang in [19] study the random competitive Kolmogorov systems via the skew-product
ﬂows approach. . . .
In the simplest case, one might consider that environmental conditions can switch randomly be-
tween two states, for instance: hot state and cold one, dry state and wet one. . . . Thus, we can suppose
there is a telegraph noise affecting on the model in the form of switching between two-element set,
E = {+,−}. With different states, the dynamics of model are different. The stochastic displacement
of environmental conditions provokes model to change from the system in state + to the system in
state − and vice versa.
In [7], authors have studied the classical competitive systems with telegraph noise. It is shown that
the ω-limit set of the solutions for those systems are very complicated. Some subsets of the ω-limit
set have been pointed out. The purpose of this paper is to generalize these results by considering
a generalized systems and by describing completely all ω-limit sets of the solutions. We also prove
that the ω-limit set of every positive solution is the same and it absorbs all positive solution. More-
over, we want to go further by investigating some properties of the stationary distribution. We show
that the stationary distribution (if it exists) has the density and it attracts all other distribution.
Although we are unable to give an explicit formula for the threshold values λ1, λ2, we can easily
estimate them. This factor plays an important role in practice because by analyzing the coeﬃcients,
we understand the behavior of the systems.
The rest paper is organized as follows: In Section 2 we describe pathwise dynamic behavior of the
positive solutions for the competitive type systems under the effect of telegraph noise. It is shown
that the ω-limit set absorbs all positive solutions. The Section 3 concerns with the stability of the sta-
tionary density by using the Foguel alternative theorem in [17]. The last section gives an application
to the classical competitive model.
2. Pathwise dynamic behavior of Kolmogorov competitive type systems with telegraph noise
Let (Ω,F ,P) be a probability space satisfying the general hypotheses and (ξt)t0 be a Markov
process, deﬁned on (Ω,F ,P), taking values in the set of two elements, say E = {+,−}. Suppose that
(ξt) has the transition intensities + α→ − and − β→ + with α > 0, β > 0. The process (ξt) has a unique
stationary distribution
p = lim
t→∞P{ξt = +} =
β
α + β ; q = limt→∞P{ξt = −} =
α
α + β .
The trajectories of (ξt) are piecewise-constant, cadlag functions. Let
0 = τ0 < τ1 < τ2 < · · · < τn < · · ·
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σ1 = τ1 − τ0, σ2 = τ2 − τ1, . . . , σn = τn − τn−1 . . .
σ1 = τ1 is the ﬁrst exile from the initial state, σ2 is the time the process (ξt) spends in the state
into which it moves from the ﬁrst state. . . . It is known that (σk)∞k=1 are independent in the con-
dition of given sequence (ξτk )
∞
k=1. Note that if ξ0 is given then ξτn is known because the process
(ξt) takes only two values. Hence, (σk)∞n=1 is a sequence of conditionally independent random vari-
ables, valued in [0,∞). Moreover, if ξ0 = + then σ2n+1 has the exponential density α1[0,∞) exp(−αt)
and σ2n has the density β1[0,∞) exp(−βt). Conversely, if ξ0 = − then σ2n has the exponential den-
sity α1[0,∞) exp(−αt) and σ2n+1 has the density β1[0,∞) exp(−βt) (see [12, vol. 2, p. 217]). Here
1[0,∞) = 1 for t  0 (= 0 for t < 0).
We consider the Kolmogorov equation{
x˙(t) = xa(ξt, x, y),
y˙(t) = yb(ξt, x, y) (2.1)
where, a(±, x, y),b(±, x, y) deﬁned on E ×R2, valued in R are continuously differentiable in (x, y) ∈
R
2+ where R2+ = {(x, y): x 0, y  0}.
In case the noise (ξt) intervenes virtually into Eq. (2.1), it makes a switching between the deter-
ministic Kolmogorov system {
x˙(t) = xa(+, x, y),
y˙(t) = yb(+, x, y), (2.2)
and the deterministic one {
x˙(t) = xa(−, x, y),
y˙(t) = yb(−, x, y). (2.3)
Throughout of this paper, we suppose that for both systems (2.2) and (2.3), the coeﬃcients
a(±, x, y) and b(±, x, y) satisfy the following assumptions:
Assumption 2.1.
1. ∂a(±,x,0)
∂x < 0 ∀x > 0.
2. a(±,0,0) > 0, limx→∞ a(±, x,0) < 0.
3. ∂b(±,0,y)
∂ y < 0 ∀y > 0.
4. b(±,0,0) > 0, limy→∞ b(±,0, y) < 0.
Let system (2.2) (resp. (2.3)) have a unique solution (x+(t, x0, y0), y+(t, x0, y0)) (resp. (x−(t, x0,
y0), y−(t, x0, y0))) starting in (x0, y0) ∈ R2+ . Throughout of this paper we suppose that these solu-
tions are deﬁned on [0,∞). Further, we assume both systems (2.2) and (2.3) to be dissipative with
a common set D , i.e.,
Assumption 2.2. There is a compact set D ⊂ R2+ such that D is an invariant set for both systems (2.2)
and (2.3). Moreover, for all (x, y) ∈ R2+ , there is T  0 such that (x+(t), y+(t)) ∈ D , (x−(t), y−(t)) ∈ D∀t > T .
Assumption 2.2 will be satisﬁed if a(±, x, y) < 0, b(±, x, y) < 0 when either x or y is large.
From now on, if there is no confusion, we write (x+(t), y+(t)) for (x+(t, x0, y0), y+(t, x0, y0))
(resp. (x−(t), y−(t)) instead of (x−(t, x0, y0), y−(t, x0, y0))).
We need the following lemma.
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x˙(t) = f (x, y),
y˙(t) = g(x, y),
where f , g : R2 → R2 has an equilibrium (x∗, y∗) to be globally asymptotically stable, i.e., (x∗, y∗) is
stable and every solution (x(t), y(t)) deﬁned on [0,∞) satisﬁes limt→∞(x(t), y(t)) = (x∗, y∗). Then, for
any compact set K ⊂ R2 , for any neighborhood U of (x∗, y∗), there exists a number T ∗ > 0 such that
(x(t, x0, y0), y(t, x0, y0)) ∈ U for any t > T ∗ , provided (x0, y0) ∈ K.
Proof. By assumption, there exists an open neighborhood V of (x∗, y∗) such that(
x(t, x0, y0), y(t, x0, y0)
) ∈ U ∀t  0, provided (x0, y0) ∈ V . (2.4)
Moreover, for each (x, y) ∈ K, there is a Tx,y > 0 such that (x(t, x, y), y(t, x, y)) ∈ V ∀t  Tx,y . By
virtue of (2.4) and the continuity of the solution in the initial conditions, there exists an open
neighborhood Ux,y of (x, y) such that ∀(u, v) ∈ Ux,y , (x(Tx,y,u, v), y(Tx,y,u, v)) ∈ V which implies
(x(t,u, v), y(t,u, v)) ∈ U ∀t > Tx,y . The family (Vx,y)(x,y)∈K is an open covering of K. Because K is
compact, there are Uxi ,yi , i = 1, . . . ,n such that K ⊂
⋃n
i=1 Uxi ,yi . Put T ∗ =max1in Txi ,yi we see that
(x(t, x0, y0), y(t, x0, y0)) ∈ U for any t > T ∗ provided (x0, y0) ∈ K. The lemma is proved. 
Adapted from the concept in [6], we deﬁne the (random) ω-limit set of the trajectories starting in
a closed set B
Ω(B,ω) =
⋂
T>0
⋃
t>T
(
x(t, ·,ω), y(t, ·,ω))B.
In particular, the ω-limit set of the trajectory starting from an initial value (x0, y0) is
Ω(x0, y0,ω) =
⋂
T>0
⋃
t>T
(
x(t, x0, y0,ω), y(t, x0, y0,ω)
)
.
This concept is different from the one in [9] but it is closest to that of an ω-limit set for a deter-
ministic dynamical system. In the case where Ω(x0, y0,ω) is a.s constant, it is similar to the concept
of weak attractor and attractor given in [14,22]. Although, in general, the ω-limit set in this sense
does not have the invariant property, this concept is appropriate for our purpose of describing the
pathwise asymptotic behavior of the solution with a given initial value.
Our task in this section is to show that under some conditions, Ω(x0, y0,ω) is determistic, that
is, it is constant almost surely. Further, it is also independent of the initial value (x0, y0). For the
convenience of argument, we suppose that ξ0 = +. First, we consider two systems on the boundary
u˙(t) = u(t)a(ξt,u(t),0), u(0) ∈ [0,∞), (2.5)
v˙(t) = v(t)b(ξt,0, v(t)), v(0) ∈ [0,∞). (2.6)
By Assumption 2.1, there is uniquely numbers u+ satisfying a(+,u+,0) = 0 and u− satisfying
a(−,u−,0) = 0. In the case u+ = u− we suppose u+ < u− and put
h+ = h+(u) = ua(+,u,0), h− = h−(u) = ua(−,u,0).
It is known that (see [21]) if u(t) is the solution of system (2.5) then (ξt ,u(t)) is a Markov process
with the inﬁnitesimal operator L given by
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Lg(+,u) = −α(g(+,u) − g(−,u))+ h+(u) d
du
g(+,u),
Lg(−,u) = β(g(+,u) − g(−,u))+ h−(u) d
du
g(−,u),
with g(i, x) to be a function deﬁned on E × (0,∞), continuously differentiable in x. The stationary
density (μ+,μ−) of (ξt ,u(t)) can be found from the Fokker–Planck equation⎧⎪⎪⎨⎪⎪⎩
−αμ+(u) + βμ−(u) − d
du
[
h+μ+(u)
]= 0,
αμ+(u) − βμ−(u) − d
du
[
h−μ−(u)
]= 0. (2.7)
Eq. (2.7) has a unique positive solution given by
μ+(u) = θ F (u)
u|a(+,u,0)| , μ
−(u) = θ F (u)
u|a(−,u,0)| , (2.8)
where
F (u) = exp
(
−
u∫
u′
(
α
τa(+, τ ,0) +
β
τa(−, τ ,0)
)
dτ
)
, u ∈ [u+,u−], u′ = u+ + u−
2
,
and
θ =
{ u−∫
u+
(
p
F (u)
u|a(+,u,0)| + q
F (u)
u|a(−,u,0)|
)
du
}−1
.
Thus, the process (ξt ,u(t)) has a unique stationary distribution with the density (μ+,μ−) (see [4]
for the details). Further, for any continuous function f : E ×R → R with
u−∫
u+
(
pf (+,u)μ+(u) + qf (−,u)μ−(u)
)
du < ∞,
we have
lim
t→∞
1
t
t∫
0
f
(
ξs,u(s)
)
ds =
u−∫
u+
(
pf (+,u)μ+(u) + qf (−,u)μ−(u)
)
du. (2.9)
Similarly, there is a unique v+ (resp. v−) such that b(+,0, v+) = 0 (resp. b(+,0, v+) = 0). If
v+ = v− , Eq. (2.6) also has a unique stationary distribution with the density (ν+, ν−) given by
ν+(v) = ζG(v) , ν−(u) = ζG(v) , (2.10)
v|b(+,0, v)| v|b(−,0, v)|
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ζ =
( v−∫
v+
(
p
G(v)
v|b(+,0, v)| + q
G(v)
v|b(−,0, v)|
)
dv
)−1
.
Further, by Assumption 2.1, for |ε| small enough (may be ε is negative), there are uniquely the
numbers u+ε satisfying a(+,u+ε ,0) = ε and u−ε satisfying a(−,u−ε ,0) = ε. We write u+ (resp. u−) for
u+0 (resp. u
−
0 ). Consider the equation
u˙ε(t) = uε(t)
(
a
(
ξt,uε(t),0
)− ε). (2.11)
Eq. (2.11) also has a unique stationary distribution with the density (μ+ε ,μ−ε ) given by
μ+ε (u) =
θε Fε(u)
u|a(+,u,0) − ε| , μ
−
ε (u) =
θε Fε(u)
u|a(−,u,0) − ε| , u ∈
[
u+ε ,u−ε
]
, (2.12)
where Fε(u) = exp(−
∫ u
u′(
α
τ(a(+,τ ,0)−ε) + βτ(a(−,τ ,0)−ε) )dτ ), and
θε =
( u−ε∫
u+ε
(
p
Fε(u)
u(|a(+,u,0) − ε|) + q
Fε(u)
u(|a(−,u,0) − ε|)
)
du
)−1
.
We deﬁne (ν+ε , ν−ε ) by a similar way as the deﬁnition of (μ+ε ,μ−ε ).
ν+ε (v) =
ζεGε(v)
v|b(+,0, v) − ε| , ν
−
ε (v) =
ζεGε(v)
v|b(−,0, v) − ε| , v ∈
[
v+ε , v−ε
]
,
where Gε(v) = exp(−
∫ v
v ′ (
α
τ(b(+,0,τ )−ε) + βτ(b(−,0,τ )−ε) )dτ ), and
ζε =
( v−ε∫
v+ε
(
p
Gε(v)
v(|b(+,0, v) − ε|) + q
Gε(v)
v(|b(−,0, v) − ε|)
)
dv
)−1
.
Lemma 2.2. limε→0(μ+ε ,μ−ε ) = (μ+,μ−), limε→0(ν+ε , ν−ε ) = (ν+, ν−).
Proof. Since a(+, x,0) is a continuously differentiable, decreasing function and u+ε is the solution of
the equation a(+,u+ε ,0) = ε, it follows that u+ε is continuous, decreasing in ε in a neighborhood
of 0. For the sake of simplicity, we prove this lemma for ε > 0. The proof for the case ε < 0 is
similar.
Let M > 0 be a positive number such that D ⊂ [0,M) × [0,M) and let m = maxi∈E ×
max0uM − da(i,u,0)du . For all ε0 > 0 there exists an ε1 < ε0 such that u+ − ε0 < u+ε ; u− − ε0 < u−ε for
all ε < ε1. Moreover,
∣∣∣∣∣
u−ε∫
u+
Fε(u)
u|a(+,u,0) − ε| du −
u−∫
u+
F (u)
u|a(+,u,0)| du
∣∣∣∣∣ε
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∣∣∣∣∣
u−−ε0∫
u++ε0
Fε(u)
u|a(+,u,0) − ε| du −
u−−ε0∫
u++ε0
F (u)
u|a(+,u,0)| du
∣∣∣∣∣
+
∣∣∣∣∣
u++ε0∫
u+ε
Fε(u)du
u|a(+,u,0) − ε| −
u++ε0∫
u+
F (u)du
u|a(+,u,0)|
∣∣∣∣∣
+
∣∣∣∣∣
u−ε∫
u−−ε0
Fε(u)du
u|a(+,u,0) − ε| −
u−∫
u−−ε0
F (u)du
u|a(+,u,0)|
∣∣∣∣∣.
By the Lagrange Theorem, for u ∈ [u+ε ,u−ε ], we have −(a(+,u,0)− ε) = |a(+,u,0)− ε)|m(u− u+ε ).
Moreover, αu >
α
M for u
+
ε < u < u
′ . Then,
−
u′∫
u
αdτ
τ (a(+, τ ,0) − ε) 
u′∫
u
αdτ
Mm(u − u+ε )
 (Mm)−1α ln |u
′ − u+ε |
|u − u+ε |
,
which implies exp(− ∫ uu′ αdττ (a(+,τ ,0)−ε) )  |u−u+ε |(Mm)−1α|u′−u+ε |(Mm)−1α for u+ε < u < u′ . Further, since the function
β
u(a(−,u,0)−ε) is continuous in [u+ε ,u′],
∣∣∣∣ Fε(u)u(a(+,u,0) − ε)
∣∣∣∣= exp(−
∫ u
u′
αdτ
τ (a(+,τ ,0)−ε) ).exp(−
∫ u
u′
βdτ
τ (a(−,τ ,0)−ε) )
u|a(+,u,0) − ε|
 K
∣∣u − u+ε ∣∣m−1α−1
for all u ∈ (u+ε ,u′), where K is a suitable positive constant. Hence,
∣∣∣∣∣
u++ε0∫
u+ε
Fε(u)du
u(a(+,u,0) − ε)
∣∣∣∣∣
u++ε0∫
u+ε
K
∣∣u − u+ε ∣∣(Mm)−1α−1 du
= K (Mm)−1α(u+ − u+ε + ε0)(Mm)−1α < K (Mm)−1α(2ε0)(Mm)−1α
tends to 0 as ε0 → 0, and
∣∣∣∣∣
u++ε0∫
u+
F (u)du
ua(+,u,0)
∣∣∣∣∣ K (Mm)−1αε(Mm)−1α0 → 0 as ε0 → 0.
As a result,
∣∣∣∣∣
u++ε0∫
u+
Fε(u)du
u|a(+,u,0) − ε| −
u++ε0∫
u+
F (u)du
u|a(+,u,0)|
∣∣∣∣∣→ 0 as ε0 → 0.
ε
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∣∣∣∣∣
u−ε∫
u−−ε0
Fε(u)du
u|a(+,u,0) − ε| −
u−∫
u−−ε0
F (u)du
u|a(+,u,0)| du
∣∣∣∣∣→ 0 as ε0 → 0.
On the other hand, for ﬁxed ε0,∣∣∣∣∣
u−−ε0∫
u++ε0
Fε(u)du
u|a(+,u,0) − ε|du −
u−−ε0∫
u++ε0
F (u)du
u|a(+,u,0)| du
∣∣∣∣∣→ 0 as ε → 0.
A similar estimate for a(−,u,0) holds. Combining these factors, we get θε → θ as ε → 0. By using
the expression (2.12), we conclude that limε→0(μ+ε ,μ−ε ) = (μ+,μ−). The proof for limε→0(ν+ε , ν−ε ) =
(ν+, ν−) is similar. Lemma 2.2 is proved. 
If u+ = u− (resp. v+ = v−) the process (ξt ,u(t)) has a unique stationary distribution with the
generalized density μ+(u) = μ−(u) = δ(u − u+) (resp. ν+(v) = ν−(v) = δ(v − u+)) where δ(·) is the
Dirac function.
For 0 ε  N we put Hε,N = [ε,N] × [ε,N] and
λ1 =
∫
[v+,v−]
(
pa(+, v,0)ν+(v) + qa(−, v,0)ν−(v))dv,
λ2 =
∫
[u+,u−]
(
pb(−,u,0)μ+(u) + qb(−,u,0)μ−(u))du. (2.13)
Theorem 2.1. For any x0 > 0, y0 > 0.
(a) If λ1 > 0 then there exists a δ1 > 0 such that limsupt→∞ x(t, x0, y0) > δ1 , a.s.
(b) In case λ2 > 0 there exists a δ2 > 0 such that limsupt→∞ y(t, x0, y0) > δ2 , a.s.
Proof. It is easy to prove item (a) for the case u+ = u− . Let u+ = u− and let λ1 > 0. Let M be a num-
ber mendioned in the proof of Lemma 2.2 and L = maxi∈E; (x,y)∈H0,M {| ∂a(i,x,y)∂x |, | ∂a(i,x,y)∂ y |, | ∂b(i,x,y)∂x |,
| ∂b(i,x,y)
∂ y |}. By the law of large numbers (2.9),
lim
t→∞
1
t
t∫
0
(
v−ε(s) − vε(s)
)
ds =
u−−ε∫
u+−ε
(
pν+−ε + qν−−ε
)
du −
u−ε∫
u+ε
(
pν+ε + qν−ε
)
du.
From Lemma 2.2 we get
lim
ε→0 limt→∞
1
t
t∫
0
(
v−ε(s) − vε(s)
)
ds = 0, (2.14)
which implies there exists an  > 0 such that limt→∞ 1t
∫ t
0 (v−ε(s) − vε(s))ds < λ12L . We now show
that limsupt→∞ x(t) δ1 with probability 1 where δ1 := min{ εL , δ2L , }. Suppose in the contrary there
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T > 0 such that x(t, x0, y0) < δ1 for all t > T . This property implies |b(ξt , x(t), y(t)) − b(ξt ,0, y(t))| <
δ1L  ε. Consequently,
y
(
b
(
ξt,0, y(t)
)− ε)< y˙(t) = yb(ξt, x(t), y(t))< y(b(ξt,0, y(t))+ ε).
Therefore, by the comparison theorem
vε(t) < y(t, x0, y0) < v−ε(t) ∀t > T ,
where vε, v−ε are the solutions of the equations v˙ = v(b(ξ,0, v) − ε) and v˙ = v(b(ξ,0, v) + ε) re-
spectively with condition v−ε(T ) = vε(T ) = y(T , x, y). Moreover,∣∣a(ξt,0, y(t))− a(ξt,0, v(t))∣∣ L∣∣y(t) − v(t)∣∣< L(v−ε(t) − vε(t)),∣∣a(ξt, x(t), y(t))− a(ξt,0, y(t))∣∣ Lx(t) ∀t > T .
From these inequalities and (2.14), it follows that
limsup
t→∞
1
t
t∫
0
∣∣a(ξs, x(s), y(s))− a(ξs,0, y(s))∣∣ds lim
t→∞
L
t
t∫
T
x(s)ds < Lδ1 <
λ1
2
,
limsup
t→∞
1
t
t∫
0
∣∣a(ξs,0, y(s))− a(ξs,0, v(s))∣∣ds lim
t→∞
L
t
t∫
T
(
v−ε(s) − vε(s)
)
ds <
λ1
2
.
Thus, using the relation
x˙
x
− a(ξt,0, v) = a(ξt, x, y) − a(ξt,0, v) = a(ξt, x, y) − a(ξt,0, y) + a(ξt,0, y) − a(ξt,0, v),
we get | limsupt→∞ 1t
∫ t
0
x˙
x ds − limt→∞ 1t
∫ t
0 a(ξs,0, v)ds| < λ1. Since x(t) is bounded,
limsup
t→∞
1
t
t∫
0
x˙
x
ds = limsup
t→∞
ln x(t) − ln x(0)
t
 0.
On the other hand, by the law of large numbers,
lim
t→∞
1
t
t∫
0
a
(
ξs,0, v(s)
)
ds =
∫ (
pa(+,0, v)ν+(v) + qa(−, v,0)ν−(v))dv = λ1 > 0.
This is a contradiction. Thus, limsupt→∞ x(t) δ1 a.s.
Item (b) can be proved by a similar way. The proof is complete. 
From now on, we suppose that λ1 > 0, λ2 > 0. By the assumption a(±,0,0) > 0 b(±,0,0) > 0
and Theorem 2.1, there exists a δ > 0 such that limsup x(t) > δ, limsup y(t) > δ and a(±, x, y) > 0
b(±, x, y) > 0 if 0 < x, y  δ. The fact a(±, x, y) > 0 b(±, x, y) > 0 if 0 < x, y  δ implies that there
exists a T > 0 such that either x(t) > δ or y(t) > δ for all t > T . Therefore, without loss of generality
we suppose that x(t) > δ or y(t) > δ for all t > 0.
N.H. Du, N.H. Dang / J. Differential Equations 250 (2011) 386–409 395Lemma 2.3.With probability 1, there are inﬁnitelymany sn = sn(ω) > 0 such that sn > sn−1 , limn→∞ sn = ∞
and x(sn) δ, y(sn) δ for all n ∈ N.
Proof. We construct two random sequences (tn) ↑ ∞ and (t′n) ↑ ∞ as follows t0 = t′0, and for n ∈ N,
tn = inf{t >max{t′n−1,n}: x(t) > δ}}, t′n = inf{t >max{tn,n}: y(t) > δ} with convention that inf∅ = ∞.
Since limsup x(t) > δ and limsup y(t) > δ a.s. P{tn−1  t′n−1  tn  t′n < ∞ ∀n ∈ N} = 1 and that
x(tn)  δ, y(t′n)  δ ∀n ∈ N. If y(tn)  δ we chose sn = tn . In the case where y(tn) < δ, we put sn =
inf{t > tn: y(t)  δ}. Since y(t′n)  δ, sn  t′n . Moreover, y(t) < δ ∀tn  t < sn which implies that
x(t) > δ ∀tn  t < sn . Hence, x(sn) δ and y(sn) δ. The lemma is proved. 
To know more about the behavior of the solutions of system (2.1), we consider some concrete
cases with further assumptions. For the sake of simplicity, we set
xn = x(τn, x, y); yn = y(τn, x, y); Fn0 = σ(τk: k n); F∞n = σ(τk − τn: k > n).
It is clear that (xn, yn) is Fn0 -measurable and if ξ0 is given then F
n
0 is independent of F
∞
n .
2.1. Case 1: both deterministic systems are stable
Assumption 2.3. On the quadrant intR2+ , both systems (2.2), (2.3) have the globally stable positive
states (x∗+, y∗+), (x∗−, y∗−) respectively.
Lemma 2.4. Let Assumption 2.3 be satisﬁed and let M be a number mentioned in the proof of Lemma 2.2.
Then, for any ε > 0, there exists a σ(ε) such that x±(t) > σ(ε), y±(t) > σ(ε) for all t > 0, provided
(x±(0), y±(0)) ∈ Hε,M.
Proof. By virtue of Lemma 2.1, there is T ∗ > 0 such that x±(t) >
x∗±
2 , y±(t) >
y∗±
2 for all t > T
∗ ,
provided (x±(0), y±(0)) ∈ Hε,M . Put σ(ε) := 12 min{mini∈E
x∗i
2 ,mini∈E
y∗i
2 , εe
K T ∗ } where K =
min{0,a(i, x, y), b(i, x, y): i ∈ E, (x, y) ∈ H0,M}. It is easy to see that x±(t) > σ(ε), y±(t) > σ(ε),
∀t  0. 
Lemma 2.5. Let Assumption 2.3 be satisﬁed. Then, for δ mentioned above, with probability 1, there are in-
ﬁnitely many k = k(ω) ∈ N such that x2k+1 > σ(σ (δ)), y2k+1 > σ(σ (δ)).
Proof. By Lemma 2.3, there exists a sequence sn ↑ ∞ such that x(sn)  δ, y(sn)  δ for all n ∈ N.
Put kn := max{k: τk  sn}. From Lemma 2.4, it is seen that xkn+1 > σ(δ), ykn+1 > σ(δ). Applying
Lemma 2.4 again, we obtain xkn+2 > σ(σ (δ)), ykn+2 > σ(σ (δ)). Obviously, the set {kn + 1: n ∈ N} ∪{kn + 2: n ∈ N} contains inﬁnitely many odd numbers. The proof of Lemma 2.5 is complete. 
2.2. Case 2: One system is stable and the other is bistable
Assumption 2.4. System (2.2) has the globally stable positive state (x∗+, y∗+). Further, (u−,0) and
(0, v−) are locally stable states of system (2.3)
Lemma 2.6. Let Assumption 2.4 be satisﬁed. Then,
(a) For any ε > 0, x+(t) > σ(ε), y+(t) > σ(ε) ∀t > 0, provided (x+(0), y+(0)) ∈ Hε,M, where σ(ε) is
a number mentioned in Lemma 2.4.
(b) For any 0 < ε  δ, there exists a σ−(ε) > 0 such that if x−(0) < σ−(ε), y−(0)  δ then x−(t) < ε,
y−(t) > δ for all t > 0; if x−(0) δ, y−(0) < σ−(ε) then x−(t) > δ, y−(t) < ε for all t > 0.
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Let 0 < ε  δ. Since the point (0, v−) is locally stable, there is δ1 > 0 such that if (x−(0), y−(0)) ∈
[0, δ1) × (v− − δ1, v− + δ1) then (x−(t), y−(t)) ∈ [0, ε) × (v− − ε, v− + ε) for all t  0. Further,
from the property b(−,0, y) > 0 when 0 < y < v− and b(−,0, y) < 0 when v− < y, it follows
that limt→∞ v−(t) = v− where v−(t) is the solution of the equation v˙−(t) = v−(t)b(−,0, v−(t))
with v−(0) > 0. Therefore, by the continuous dependence of the solution in the initial condition,
for any δ  v  M , there exist numbers δv > 0 and Tv > 0 such that if (x−(0), y−(0)) ∈ [0, δv) × (v −
δv , v+δv ) then (x−(Tv ), y−(Tv )) ∈ [0, δ1)×(v− −δ1, v− +δ1). This factor implies that (x−(t), y−(t)) ∈
[0, ε) × (v− − ε, v− + ε) for all t  Tv . Because [δ,M] is compact, by virtue of Heine–Borel covering
theorem, there exists a ﬁnite set {v1, v2, . . . , vn} ⊂ [δ,M] such that [δ,M] ⊂⋃ni=1(vi − δvi , vi + δvi )
and if (x−(0), y−(0)) ∈⋃ni=1[0, δvi )× (vi − δvi , vi + δvi ) then (x−(t), y−(t)) ∈ [0, ε)× (v− − ε, v− + ε)
for all t  maxi T vi . Put δ2 = mini δvi , we see that if 0  x−(0) < δ2, δ < y−(0)  M then x−(t) < ε
and y−(t) > δ for all t maxi T vi .
Repeating this procedure and using the continuous dependence of the solutions in the initial con-
dition, we can ﬁnd 0 < σ−(ε) < δ2 such that if 0 x−(0) < σ−(ε), δ < y−(0) M we have x−(t) < δ1
for all t maxi T vi . Hence, x−(t) < ε and y−(t) > δ for all t  0 if 0 x−(0) < σ−(ε), δ < y−(0) M .
A similar way can be applied to the point (u−,0) to ﬁnd σ̂−(ε) > 0 such that x−(t) > δ and
y−(t) < ε for all t  0 if δ < x−(0) M , 0 y−(0) < σ̂−(ε). Put σ−(ε) = min{σ−(ε), σ̂−(ε)} we can
complete the proof. 
Lemma 2.7. If Assumption 2.4 is satisﬁed then, with probability 1, there are inﬁnitely many k = k(ω) ∈ N such
that x2k+1 > ε, y2k+1 > ε where ε = min{σ(δ),σ−(δ)}.
Proof. We note that ε  σ−(δ)  δ. Lemma 2.3 says that there is a sequence (sn) ↑ ∞ such that
x(sn)  δ, y(sn)  δ for all n ∈ N. If τ2k  sn  τ2k+1 we have x(τ2k+1) > σ(δ), y(τ2k+1) > σ(δ) by
item (a) of Lemma 2.6. If τ2k+1 < sn < τ2k+2 then ξsn = −. It follows from item (b) of Lemma 2.6
that either x(τ2k+1) > σ−(δ), y(τ2k+1) > δ or x(τ2k+1) > δ, y(τ2k+1) > σ−(δ). In conclusion we get
x2k+1 > ε, y2k+1 > ε. The lemma is proved. 
2.3. Case 3: One system is globally stable and the other is extinctive
Assumption 2.5. System (2.2) has the globally stable positive equilibrium (x∗+, y∗+). Further, either the
equilibrium (u−,0) or the equilibrium (0, v−) is stable and attracts all the solutions (x−(t), y−(t))
with the initial values x−(0) > 0 and y−(0) > 0 (for convenience, we suppose that (u−,0) has this
property).
Lemma 2.8. Let Assumption 2.5 be satisﬁed. Then,
(a) For any ε > 0, we have x+(t) > σ(ε), y+(t) > σ(ε) ∀t > 0, provided (x+(0), y+(0)) ∈ Hε,M and if
x−(0)  then x−(t) > σ().
(b) For any 0 < ε  δ, there exists a σ−(ε) > 0 such that if x−(0)  δ, y−(0)  σ−(ε) then x−(t) > δ,
y−(t) < ε for all t > 0.
Proof. The proof of this lemma is similar to those of Lemma 2.4 and Lemma 2.6 and we omit it
here. 
Lemma 2.9. If Assumption 2.5 is satisﬁed then, with probability 1, there are inﬁnitely many k = k(ω) ∈ N such
that x2k+1 > ε, y2k+1 > ε where ε = min{σ(σ (δ),σ (σ−(δ))}.
Proof. By Lemma 2.3, there is a sequence (sn) ↑ ∞ such that x(sn)  δ, y(sn)  δ for all n ∈ N. If
τ2k  sn < τ2k+1 we have x(τ2k+1) > σ(δ)  ε, y(τ2k+1) > σ(δ) ε by the item (a) of Lemma 2.8. If
τ2k−1  sn < τ2k , by Lemma 2.8 we get x2k > σ(δ). If y2k  σ−(δ) then x2k+1 > σ(min{σ(δ),σ−(δ)})
ε, y2k+1 > σ(min{σ(δ),σ−(δ)})  ε. In the case where y2k < σ−(δ), the inequality x2k  δ must
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σ−(δ)}. Since x(t1)  δ, it follows that x2k+1 > σ(σ−(δ))  ε, y2k+1 > σ(σ−(δ))  ε. If y(t) < σ−(δ),
x(t) δ ∀τ2k  t  τ2k+1, then y2k+1 < σ−(δ) which implies y(t) < δ ∀τ2k+1  t  τ2k+2 . . . . Continu-
ing this process, we can either ﬁnd an odd number 2m+ 1 > n such that x2m+1 > ε, y2m+1 > ε or see
that y(t) < δ ∀t > τ2k . This contradicts to Lemma 2.3. The proof is complete. 
We are now in position to describe the pathwise dynamic behavior of the solutions of sys-
tem (2.1). To simplify the notations, we denote π+t (x, y) = (x+(t, x, y), y+(t, x, y)) (resp. π−t (x, y) =
(x−(t, x, y), y−(t, x, y)) the solution of system (2.2) (resp. (2.3)) with initial value (x, y). Put
S = {(x, y) = π(n)tn · · ·π(1)t1 (x∗+, y∗+): 0 < t1 < t2 < · · · < tn; n ∈ N} (2.15)
where (k) = (−1)k .
Theorem 2.2. Suppose that (2.2) has a globally stable equilibrium (x∗+, y∗+) and there exist ε and M such that
the event ε < x2n+1 , y2n+1 < M occurs inﬁnitely often with probability 1. Then,
(a) With probability 1, the closure S of S is a subset of the ω-limit set Ω(x0, y0,ω).
(b) If there exists a t0 > 0 such that the point (x0, y0) = π−t0 (x∗+, y∗+) satisfying the following condition
det
(
a(+, x0, y0) a(−, x0, y0)
b(+, x0, y0) b(−, x0, y0)
)
= 0, (2.16)
then, with probability 1, the closure S of S is the ω-limit set Ω(x0, y0,ω). Moreover, S absorbs all
positive solutions in the sense that for any initial value (x0, y0) ∈ intR2+ , the value γ (ω) = inf{t > 0:
(x(s, x0, y0,ω), y(s, x0, y0,ω)) ∈ S ∀s > t} is ﬁnite outside a P-null set.
Remark 2.3. The assumption there exists a t0 > 0 such that the point (x0, y0) = π−t0 (x∗+, y∗+) satisfy-
ing (2.16) is equivalent to the condition: there exists a point (x, y) ∈ {π−t (x∗+, y∗+): t  0} such that
the curve {π+t (x, y): t  0} is not contained in {π−t (x∗+, y∗+): t  0}.
Proof of Theorem 2.2. Denote H := Hε,M . We construct a sequence of stopping times
η1 = inf
{
2k + 1: (x2k+1, y2k+1) ∈ H
}
,
η2 = inf
{
2k + 1> η1: (x2k+1, y2k+1) ∈ H
}
,
· · ·
ηn = inf
{
2k + 1> ηn−1: (x2k+1, y2k+1) ∈ H
}
. . . .
It is easy to see that the events {ηk = n} ∈ Fn0 for any k,n. Thus the event {ηk = n} is independent of
F∞n if ξ0 is given. By the hypothesis, ηn < ∞ a.s for all n.
(a) For any k ∈ N and s > 0, t > 0, let Ak = {σnk+1 < s, σnk+2 > t}. We have
P(Ak) = P{σnk+1 < s,σnk+2 > t}
=
∞∑
n=0
P{σnk+1 < s,σnk+2 > t | ηk = 2n + 1}P{ηk = 2n+ 1}
=
∞∑
P{σ2n+2 < s,σ2n+3 > t | ηk = 2n+ 1}P{ηk = 2n+ 1}
n=0
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n=0
P{σ2n+2 < s,σ2n+3 > t}P{ηk = 2n+ 1}
=
∞∑
n=0
P{σ2 < s,σ3 > t}P{ηk = 2n+ 1} = P{σ2 < s,σ3 > t} > 0.
Similarly,
P(Ak ∩ Ak+1) = P{σnk+1 < s,σnk+2 > t,σnk+1+1 < s,σnk+1+2 > t}
=
∑
0l<n<∞
P{σnk+1 < s,σnk+2 > t,σnk+1+1 < s,σnk+1+2 > t | ηk = 2l + 1,
ηk+1 = 2n+ 1}P{ηk = 2l + 1, ηk+1 = 2n+ 1}
=
∑
0l<n<∞
P{σ2l+2 < s,σ2l+3 > t,σ2n+2 < s,σ2n+3 > t | ηk = 2l + 1,
ηk+1 = 2n+ 1} × P{ηk = 2l + 1, ηk+1 = 2n+ 1}
=
∑
0l<n<∞
P{σ2n+2 < s,σ2n+3 > t}P{σ2l+2 < s,σ2l+3 > t | ηk = 2l + 1,
ηk+1 = 2n+ 1} × P{ηk = 2l + 1, ηk+1 = 2n+ 1}
=
∑
0l<n<∞
P{σ2 < s,σ3 > t}P{σ2l+2 < s,σ2l+3 > t | ηk = 2l + 1,
ηk+1 = 2n+ 1} × P{ηk = 2l + 1, ηk+1 = 2n+ 1}
= P{σ2 < s,σ3 > t}
∑
0l<n<∞
P{σ2l+2 < s,σ2l+3 > t | ηk = 2l + 1,
ηk+1 = 2n+ 1} × P{ηk = 2l + 1, ηk+1 = 2n+ 1}
= P{σ2 < s,σ3 > t}
∞∑
l=0
P{σnk+1 < s,σnk+2 > t | ηk = 2l + 1}P{ηk = 2l + 1}
= P{σ2 < s,σ3 > t}2 . . . .
Thus, P(Ak ∪ Ak+1) = 1− (1− P{σ2 < s, σ3 > t})2. Continuing this way we obtain
P
(
n⋃
i=k
Ai
)
= 1− (1− P{σ2 < s,σ3 > t})n−k+1.
Hence,
P
( ∞⋂
k=1
∞⋃
i=k
Ai
)
= P{ω: σηn+1 < s,σηn+2 > t i.o. of n} = 1.
Fix s > 0. By comparison principle, from the relation
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y˙(t) = yb(ξt, x, y)−my(t); y(τηk ) ε,
it follows that x(t + τηk )  εe−mt and y(t + τηk )  εe−mt for all t > 0 where m =
sup(x,y)∈H0,M |a(−, x, y),b(−, x, y)|. Hence xηk+1 > ε1 and yηk+1 > ε1 with ε1 := εe−ms , provided
σηk+1 < s.
Suppose that Uδ is any δ-neighborhood of (x∗+, y∗+). By Lemma 2.1, there is T > 0 such that
if t > T , (x, y) ∈ Hε1,M then (x+(t, x, y), y+(t, x, y)) ∈ Uδ . Therefore, (xηk+2, yηk+2) ∈ Uδ provided
σηk+1 < s, σηk+2 > T . As a result, (x2k+3, y2k+3) ∈ Uδ for inﬁnite many k. This means that (x∗+, y∗+) ∈
Ω(x0, y0,ω) a.s.
Next, we prove that {π−t (x∗+, y∗+): t  0} ⊂ Ω(x0, y0,ω) a.s. Let t1 > 0 be an arbitrary number and
(˜x0, y˜0) := π−t1 (x∗+, y∗+). By the continuity of the solution in initial conditions, for any neighborhood
Nδ1 of (˜x0, y˜0), there are 0 < t2 < t1 < t3 and δ2 > 0 such that if (u, v) ∈ Uδ2 (x∗+, y∗+) then π−t (u, v) ∈
Nδ1 for any t2 < t < t3. Put
ζ1 = inf
{
2k + 1: (x2k+1, y2k+1) ∈ Uδ2
(
x∗+, y∗+
)}
,
ζ2 = inf
{
2k + 1 > ζ1: (x2k+1, y2k+1) ∈ Uδ2
(
x∗+, y∗+
)}
,
· · ·
ζn = inf
{
2k + 1 > ζn−1: (x2k+1, y2k+1) ∈ Uδ2
(
x∗+, y∗+
)}
. . . .
From the previous part of this proof, it follows that ζk < ∞ and limk→∞ ζk = ∞ a.s. Since {ζk =
n} ∈ Fn0 , {ζk} is independent of F∞n . Therefore,
P
{
σζk+1 ∈ (t2, t3)
}= ∞∑
n=0
P
{
σζk+1 ∈ (t2, t3)
∣∣ ζk = 2n+ 1}P{ζk = 2n+ 1}
=
∞∑
n=0
P
{
σ2n+2 ∈ (t2, t3)
∣∣ ζk = 2n + 1}P{ζk = 2n + 1}
=
∞∑
n=0
P
{
σ2n+2 ∈ (t2, t3)
}
P{ζk = 2n+ 1}
=
∞∑
n=0
P
{
σ2 ∈ (t2, t3)
}
P{ζk = 2n+ 1} = P
{
σ2 ∈ (t2, t3)
}
.
Continuing this way, we obtain
P
{
σζk+1 ∈ (t2, t3),σζk+1+1 ∈ (t2, t3)
}= P{σ2 ∈ (t2, t3)}2, . . . .
By the same argument as above we obtain P{ω: σζn+1 ∈ (t2, t3) i.o. of n} = 1. This relation says that
(xζk , yζk ) ∈ Uδ2 (x∗+, y∗+) and t2 < σζk+1 < t3 which implies that (xζk+1, yζk+1) ∈ Nδ1 for many inﬁnite
k ∈ N. This means that (˜x0, y˜0) ∈ Ω(x0, y0,ω) a.s.
Similarly, for any t > 0, the orbit {π+s π−t (x∗+, y∗+): s > 0} ⊂ Ω(x0, y0,ω). By induction, we con-
clude that S is a subset of Ω(x0, y0). Because Ω(x0, y0,ω) is a close set, we have S ⊂ Ω(x0, y0,ω)
a.s.
(b) We now prove the second assertion of this theorem. Let (x0, y0) = π−t0 (x∗+, y∗+) be a point
in intR2+ satisfying the condition (2.16). By the existence and continuous dependence on the initial
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π+t π−s (x0, y0) = π+t π−s+t0 (x∗+, y∗+) is deﬁned and continuously differentiable in (−a,a) × (−b,b).
We note that
det
(
∂ϕ
∂s
,
∂ϕ
∂t
)∣∣∣∣
(0,0)
= det
(
x0a(+, x0, y0) x0a(−, x0, y0)
y0b(+, x0, y0) y0b(−, x0, y0)
)
= x0 y0 det
(
a(+, x0, y0) a(−, x0, y0)
b(+, x0, y0) b(−, x0, y0)
)
= 0.
Therefore, by theorem of Inverse Function, there exist 0 < a1 < a,0 < b1 < b such that ϕ(s, t)
is a diffeomorphism between V = (−a1,a1) × (0,b1) and U = ϕ(V ). As a consequence, U is an
open set. Moreover, for every (x, y) ∈ U , there exists a (s∗, t∗) ∈ (−a1,a1) × (0,b1) such that
(x, y) = π+t∗ π−s∗ (x0, y0) = π+t∗ π−t0+s∗ (x∗+, y∗+) ∈ S . Hence, U ⊂ S ⊂ Ω(x0, y0,ω). Thus, there is a stop-
ping time γ < ∞ a.s. such that (x(γ ), y(γ )) ∈ U . Since S is an invariant set and U ⊂ S , it follows
that (x(t), y(t)) ∈ S ∀t > γ with probability 1. The fact (x(t), y(t)) ∈ S for all t > γ implies that
Ω(x0, y0,ω) ⊂ S . By combining with the part (a) we get S = Ω(x0, y0,ω) a.s. The proof is com-
plete. 
Remark 2.4. The assumption of Theorem 2.2 is satisﬁed if either Assumptions 2.3 or 2.4 or 2.5 hold.
3. The semigroup and the stability in distribution
To simplify the notations, we denote z(t) = (x(t), y(t)). We know that the pair (ξt , z(t)) is a ho-
mogeneous Markov process with the state space V := E × intR2+ . Let B(V) be the σ -Borel algebra on
V and λ be the Lebesgue measure on intR2+;  be the measure on E given by (+) = p, (−) = q.
Denote by m =  × λ the product measure of  and λ on (V,B(V)). Suppose that the Markov process
(ξt , z(t)) has the transition probability P (t, i, z, B) with (i, z) ∈ V, B ∈ B(V)) and t  0. Let {P (t)}t0
be the semigroup deﬁned on the set of measures P(V) given by
P (t)ν(B) =
∫
P (t, i, z, B)ν(di,dz), ν ∈ V, B ∈ B(V).
It is clear that if ν is the distribution of (ξ0, z(0)) then P (t)ν is the distribution of (ξt , z(t)).
Lemma 3.1. If ν is absolutely continuous with respect to m, so is P (t)ν .
Proof. Suppose that P{ξ0 = +} = 1 and z(0) has the density f with respect to the Lebesgue mea-
sure λ. We note that for a ﬁxed t , π±t is a differentiable injection on R2+ into itself. Hence
λ(π±t (B)) = 0 implies λ(B) = 0. For each n ∈ N we have
P
{
z(t) ∈ B, τn  t < τn+1
}= E1Bn ∫
R
2+
1{(π(n+1)t−τn π
(n)
σn ···π(1)σ1 )−1B}
(z) f (z)dz
where (k) = (−1)k , Bn = {τn  t < τn+1}. Let λ(B) = 0. Then
λ
((
π
(n+1)
t−τ π
(n)
σn · · ·π(1)σ1
)−1
B
)= 0n
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∫
R
2+ 1{(π(n+1)t−τn π
(n)
σn ···π(1)σ1 )−1B}
(z) f (z)dz = 0. Therefore, P{z(t) ∈ B, τn  t < τn + 1} =
0 for all n ∈ N. Thus,
P
{
z(t) ∈ B}= ∞∑
n=0
P
{
z(t) ∈ B, τn  t < τn+1
}= 0.
This means that the distribution of z(t) is absolutely continuous to λ. The proof is complete. 
Denote D = { f ∈ L1(m): f  0; ‖ f ‖ = 1}. From Lemma 3.1, for any f ∈ D we can deﬁne P (t) f as
the density of P (t)ν where ν(di,dz) = f (i, z)di dz.
Proposition 3.1. Let the hypothesis of Theorem 2.2 be satisﬁed. If ν∗ is a stationary distribution of the process
(ξt , z(t)), i.e., P (t)ν∗ = ν∗ for all t  0 with ν∗(E × intR2+) = 1, then ν∗ has the density f ∗ with respect to
m and supp( f ∗) = E × S.
Proof. Note that S is an invariant subset of system (2.1) and limt→∞ P{(z(t)) ∈ S} = 1 so ν∗(E × S) =
1. Further, ν∗({+} × S) = p, ν∗({−} × S) = q. By Lebesgue Decomposition Theorem, there are unique
probability measures ν∗a and ν∗s and θ ∈ [0,1] such that ν∗ = θν∗s + (1− θ)ν∗a where ν∗a is absolutely
continuous with respect to m and ν∗s is singular. Since ν∗ is a stationary measure,
ν∗ = P (t)ν∗ = θ P (t)ν∗s + (1− θ)P (t)ν∗a = θν∗s + (1− θ)ν∗a . (3.1)
The case θ = 0 says that ν∗ = ν∗a , i.e., ν∗ is absolutely continuous to m. Suppose θ = 0. It is seen
that P (t)ν∗a is absolutely continuous with respect m by Lemma 3.1. Applying Lebesgue Decomposition
Theorem again to the measure P (t)ν∗s we have
P (t)ν∗s = kν∗1s + (1− k)ν∗1a for all 0 k 1,
where ν∗1a is absolutely continuous and ν∗1s is singular to m. Substituting this decomposition into (3.1)
we obtain
ν∗ = θ(kν∗1s + (1− k)ν∗1a)+ (1− θ)P (t)ν∗a
= θkν∗1s + θ(1− k)ν∗1a + (1− θ)P (t)ν∗a = θν∗s + (1− θ)ν∗a .
By the uniqueness we have θkν∗1s = θ P (t)ν∗s . Since ν∗1s and P (t)ν∗s are probability measures, k = 1.
Thus, ν∗s is also a stationary distribution and there exists a measurable subset K of S such that
λ(K ) = 0 and ν∗s (E × K ) = 1. If (ξt , z(t)) have the initial distribution ν∗s , its distribution at time t is
also ν∗s .
Let ϕ be deﬁned and t0,b be constants mentioned in the proof of Theorem 2.2. We deﬁne a func-
tion ψ(z,t)(s1, s2) = π+t−s1−s2 ◦ π−s2 ◦ π+s1 (z) with s1, s2 > 0 and s1 + s2 < t . We show that there exists
a T > 0 and a neighborhood U∗ε of z∗+ = (x∗+, y∗+) such that P(T ,+, z, E × (S \ K )) > 0 ∀z ∈ U∗ε . Note
that ψz∗+,t(s1, s2) = ϕ(s2 − t0, t − s1 − s2). Therefore, det(
∂ψz∗+,T
∂s1
,
∂ψz∗+,T
∂s2
)|
( b2 ,t0)
= 0 where T = t0 + b.
Thus, there exists an ε > 0 such that det( ∂ψz,T
∂s1
,
∂ψz,T
∂s2
)|
( b2 ,t0)
= 0 for all z ∈ U∗ε . For each z ∈ U∗ε ,
there exists an open neighborhood W of ( b2 , t0) such that ψz,T is a diffeomorphism between W
and W ′ := ψ(z, T )(W ). It is easy to see that
P
(
T ,+, z, E × (W ′ \ K )) P{(σ1,σ2) ∈ W \ ψ−1z,T (K ), τ2 < T < τ3}.
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distribution of (σ1, σ2) is absolutely continuous w.r.t. λ, P{(σ1, σ2) ∈ W \ψ−1z,T (K ))} = P{(σ1, σ2) ∈ W }.
Thus,
P
(
T ,+, z, (S \ K ) × E) P(T ,+, z, E × (W ′ \ K ))
 P
{
(σ1,σ2) ∈ W , τ2 < T < τ3
}
> 0.
Next, we prove that ν∗s ({+} × U∗ε) > 0. In fact, there exists a compact subset H of intR2+ such
that ν∗s ({+} × H) > 0. By virtue of Lemma 2.1, for z ∈ H, there exists a T ′ > 0 such that π+T ′(z) ∈
U∗ε , which implies P(T ′, z,+,U∗ε × {+})  P{σ1 > T ′}  0. Hence ν∗s ({+} × U∗ε) = P (T ′)ν∗s ({+} ×
U∗ε) 
∫
{+}×H P(T
′,+, z, {+} × U∗ε)dν∗s > 0. As a result, P (T )ν∗s (E × (S \ K )) 
∫
{+}×U∗ε P (T , i, z,
E × (S \ K ))dν∗s > 0. This is a contradiction. Thus, θ = 0 and ν∗ is absolutely continuous w.r.t. m
with the density f ∗ .
Finally, we prove that supp f ∗ = E × S . Similar as above, we can prove that for any δ > 0, there
is T ′′ = T ′′δ such that ν∗({+} × U∗ε) = P (T ′′)ν∗({+} × U∗δ ) 
∫
{+}×H P(T
′′,+, z, {+} × U∗δ )dν∗ > 0. Let
z = π−t1 (z∗+). By the continuous dependence on initial conditions theorem, for any ε-neighborhood Wε
of z, there exists a δ > 0 such that for all z ∈ U∗δ ,π−t1 (z) ∈ Wε which implies P (t1,+, z, {+} × Wε)
P{σ1 > t1} > 0. Hence
∫
{+}×Wε f
∗ dm = ∫{+}×Wε P (t1) f ∗ dm  ∫{+}×U∗ε P (t1,+, z, {+} × Wε) f ∗ dm >
0. Applying the continuous dependence on initial conditions theorem once more, there exists
a δ > 0 such that ∀z ∈ U∗δ , t1 − δ < s1 < t1 and 0 < t1 − δ < s1 < t1, π+t1−s1π−s1 (z) ∈ Wε which
implies P (t1,+, z, {−} × Wε)  P{t1 − δ < σ1 < t1, σ2 + σ1 > t1} > 0. Hence
∫
{−}×Wε f
∗ dm =∫
{−}×Wε P (t1) f
∗ dm 
∫
{−}×U∗ε P (t1,+, z, {−} × Wε) f ∗ dm > 0. By induction, for all z ∈ S and its ε-
neighborhood Wε we have
∫
{i}×Wε f
∗ dm > 0. Thus, we have shown that
∫
V f
∗ dm > 0 for all open set
V ⊂ E × S, which implies supp f ∗ = E × S . The proof is complete. 
Theorem 3.1. Let the hypothesis of Theorem 2.2 be satisﬁed. If the semigroup {P (t)}t0 has an invariant
probability measure ν∗ , then ν∗ has the density f ∗ and the semigroup is asymptotically stable in the sense
that limt→∞ ‖P (t) f − f ∗‖ = 0 ∀ f ∈ D.
Proof. By Proposition 3.1, {P (t)}t0 has a non-zero invariant function f ∗ and has no non-trivial in-
variant sets. Further, we have det(
ψ(x∗,y∗),T3
dτ (
b
2 , t0)) = 0. Therefore, by [17, Proposition 2], {P (t)}t0 is
asymptotically stable. 
4. Applications
We now apply the results studied in Sections 2 and 3 to study the classical competition model
{
x˙(t) = x(a(ξt) − b(ξt)x− c(ξt)y),
y˙(t) = y(d(ξt) − e(ξt)x− f (ξt)y), (4.1)
where a(±), b(±), c(±), d(±), e(±), f (±) are positive constants (see [7]). The noise (ξt) intervenes
virtually into Eq. (4.1), it makes a switching between the deterministic system
{
x˙+(t) = x+
(
a(+) − b(+)x+ − c(+)y+
)
,
y˙+(t) = y+
(
d(+) − e(+)x+ − f (+)y+
)
,
(4.2)
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x˙−(t) = x−
(
a(−) − b(−)x− − c(−)y−
)
,
y˙−(t) = y−
(
d(−) − e(−)x− − f (−)y−
)
.
(4.3)
With assumption that b(±) f (±) − c(±)e(±) = 0, system (4.2) (resp. (4.3)) has the equilibrium
(x∗+, y∗+) (resp. (x∗−, y∗−) where
x∗± =
a(±) f (±) − c(±)d(±)
b(±) f (±) − c(±)e(±) , y
∗± =
b(±)d(±) − a(±)e(±)
b(±) f (±) − c(±)e(±) .
We choose D = {(x, y),0 x, y  M} for M > maxi∈E max{ a(i)b(i) , a(i)c(i) , d(i)e(i) , d(i)f (i) }. It is easy to see that D
is a common invariant set for both systems (4.2) and (4.3).
For this model, λ1, λ2 can be calculated as follows: From the relation
d(ξs) − e(ξs)u(s) = d(ξs) − e(ξs)
b(ξs)
a(ξs) + e(ξs)
b(ξs)
(
a(ξs) − b(ξs)u(s)
)
= d(ξs) − e(ξs)
b(ξs)
a(ξs) +
(
e(+)
b(+) −
e(−)
b(−)
)(
a(ξs) − b(ξs)u(s)
)
1{ξs=+} +
e(−)
b(−)
u˙(s)
u(s)
,
it follows that
t∫
0
(
d(ξs) − e(ξs)u(s)
)
ds =
t∫
0
(
d(ξs) − e(ξs)
b(ξs)
a(ξs)
)
ds
+
t∫
0
(
e(+)
b(+) −
e(−)
b(−)
)
u˙(s)
u(s)
1{ξs=+} + ln
(
u(t)
)− ln(u(0)).
Applying the law of large numbers (2.9) we obtain
lim
t→∞
1
t
t∫
0
(
d(ξs) − e(ξs)
b(ξs)
a(ξs)
)
ds
=
(
d(+) − e(+)
b(+)a(+)
)
p +
(
d(−) − e(−)
b(−)a(−)
)
q (a.s.),
and
lim
t→∞
1
t
t∫
0
(
a(ξs) − b(ξs)u(s)
)
1{ξs=+} ds = p
u2∫
u1
(
a(+) − b(+)u)μ+(u)du,
where u1 =mini∈E { a(i)b(i) }, u2 = maxi∈E{ a(i)b(i) }. By (2.8), we have
μ+ = θ−1 |a(+) − b(+)u|
α
a(+) −1|a(−) − b(−)u| βa(−)
α
a(+) + βa(−) +1
,u
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θ = [a(+)]
α
a(+) −1[a(−)] βa(−) (u2 − u1)
α
a(+) + βa(−) B( αa(+) ,
β
a(−) + 1)
(u1u2)
α
a(+) + βa(−)
.
Therefore,
λ2 =
(
d(+) − e(+)
b(+)a(+)
)
p +
(
d(−) − e(−)
b(−)a(−)
)
q
+ p
θ
(
e(+)
b(+) −
e(−)
b(−)
)
sign
(
a(+)
b(+) −
a(−)
b(−)
) u2∫
u1
|a(+) − b(+)u| αa(+) |a(−) − b(−)u| βa(−)
u
α
a(+) + βa(−) +1
du.
By a similar calculation, we get
λ1 =
(
a(+) − c(+)
f (+)d(+)
)
p +
(
a(−) − c(−)
f (−)d(−)
)
q
+ p
ζ
(
c(+)
f (+) −
c(−)
f (−)
)
sign
(
d(+)
f (+) −
d(−)
f (−)
) v2∫
v1
|d(+) − f (+)v| αd(+) |d(−) − f (−)v| βd(−)
v
α
d(+)+ βd(−)+1
dv,
where v1 = mini∈E { d(i)f (i) }, v2 = maxi∈E { d(i)f (i) } and
ζ = [d(+)]
α
d(+)−1[d(−)] βd(−) (v2 − v1)
α
d(+)+ βd(−) B( αd(+) ,
β
d(−) + 1)
(v1v2)
α
d(+) + βd(−)
.
As is seen, by these formulas it is easily to estimate the values λ1, λ2.
We consider three cases with the assumption λ1 > 0, λ2 > 0.
4.1. Systems (4.2) and (4.3) are globally asymptotically stable
Suppose that
d(i)
f (i)
<
a(i)
c(i)
; d(i)
e(i)
>
a(i)
b(i)
for i ∈ E. (4.4)
In this case, systems (4.2) and (4.3) are globally asymptotically stable with the equilibrium (x∗±, y∗±).
We now prove that there exists a (x0, y0) = π−t0 (x∗+, y∗+), t0 > 0 such that∣∣∣∣ a(−) − b(−)x0 − c(−)y0 a(+) − b(+)x0 − c(+)y0d(−) − e(−)x0 − f (−)y0 d(+) − e(+)x0 − f (+a)y0
∣∣∣∣ = 0.
Indeed, if (x∗+, y∗+) = (x∗−, y∗−) the set of all points (x, y) satisfying the relation∣∣∣∣ a(−) − b(−)x− c(−)y a(+) − b(+)x− c(+)yd(−) − e(−)x− f (−)y d(+) − e(+)x− f (+)y
∣∣∣∣= 0
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a conic curve. Therefore, there exists a (x0, y0) = π−t0 (x∗+, y∗+), t0 > 0 such that∣∣∣∣ a(−) − b(−)x0 − c(−)y0 a(+) − b(+)x0 − c(+)y0d(−) − e(−)x0 − f (−)y0 d(+) − e(+)x0 − f (+a)y0
∣∣∣∣ = 0.
Thus, the ω-limit set of Eq. (4.1) is the set S which is described by (2.15).
Further, if maxi∈E { a(i)b(i) } < mini∈E { d(i)e(i) }, there exists a ymin such that lim inft→∞ y(t) > ymin. Indeed,
from the relation
x˙(t) = x(a(ξt) − b(ξt)x− c(ξt)y) x(a(ξt) − b(ξt)x), limsup
t→∞
y(t) > 0,
it follows that there exists a T > 0 such that x(t)  m0 for all t  T and y(T )  ε, where
maxi∈E { a(i)b(i) } <m0 <mini∈E { d(i)e(i) } and ε < min{y∗+, y∗−, limsupt→∞ y(t)} chosen such that
d(−) − e(−)x− f (−)ε > 0 for all 0 xm0.
Without loss of generality, suppose a(+)b(+) 
a(−)
b(−) . Let (x+(t), y+(t)) be the solution of (4.2) satisfy-
ing x+(0) = m0, y+(0) = ε. Put τ ∗ = inf{s > 0: d(+) − e(+)x+(s) − f (+)y+(s) > 0}, and ymin =
inf{y+(t): t > 0}. We have ε  ymin = y+(τ ∗) > 0. Let Γ+ = {(x+(t), y+(t)): 0  t  τ ∗} and
γ+(x) be a function deﬁned on [xτ ∗ ,m0] whose graph is Γ . It is easy to see that the domain
D ′ = {x < xτ ∗ , ymin  y  M} ∪ {x  xτ ∗ , γ+(x)  y  M} is a common invariant set of both sys-
tems (4.2) and (4.3), which implies y(t) > ymin for all t > T .
On the other hand,
ln x(t) − ln x(0)
t
= 1
t
t∫
0
x˙(s)
x(s)
ds = 1
t
t∫
0
(
a(ξs) − b(ξs)x− c(ξs)y(s)
)
ds
 1
t
t∫
0
(
a(ξs) − c(ξs)v(s)
)
ds − 1
t
t∫
0
(
b(ξs)x(s)
)
ds,
which implies lim inft→∞ 1t
∫ t
0 (b(ξs)x(s))ds > λ1. Hence,
lim inf
t→∞
1
t
t∫
0
x(s)ds λ3 = λ1/max
{
b(+),b(−)} a.s. (4.5)
Combining the fact y(t) xmin and the relation (4.5) we see that there exists a stationary distribution
for Markov process (ξt , x(t), y(t)) in intR
+
2 (see [15, Appendix]). By Proposition 3.1 and Theorem 3.1,
this stationary distribution has a density f ∗ with respect to the measure m on E×R2+ with supp f ∗ ⊂
[0,M] × [ymin,M] and limt→∞ ‖P (t) f − f ∗‖ = 0 ∀ f ∈ L1, ‖ f ‖ = 1. We have a similar results in the
case where maxi∈E { d(i)f (i) } < mini∈E { a(i)c(i) }.
We now consider the case (x∗+, y∗+) = (x∗−, y∗−) = (x∗, y∗). In this case, the hypothesis
maxi∈E { a(i)b(i) } < mini∈E { d(i)e(i) } is equivalent to that maxi∈E { d(i)f (i) } < mini∈E { a(i)c(i) }. With this hypothe-
sis, we suppose that d(i)e(i) get the minimum at i1 ∈ E , and a(i)c(i) get the minimum at i2 ∈ E . For
 > 0, put A = [x∗ − , x∗ + ] × [y∗ − e(i2)f (i ) , y∗ + b(i1)c(i ) ]. By drawing the vector ﬁelds of both2 1
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systems (4.2) and (4.3), we see that A is the common invariant of the two systems for suf-
ﬁciently small  . In view of Theorem 2.2, (x∗, y∗) ∈ Ω(x0, y0,ω) a.s. Hence, τ < ∞ a.s, where
τ = inf{t > 0: (x(t, x0, y0), y(t, x0, y0)) ∈ A}. Combining this with the invariant property of A yields
limt→∞(x(t, x0, y0), y(t, x0, y0)) = (x∗, y∗) almost surely.
In summary we have
Theorem 4.1. Suppose that the relations (4.4) hold and that either maxi∈E { a(i)b(i) } < mini∈E { d(i)e(i) } or
maxi∈E { d(i)f (i) } < mini∈E { a(i)c(i) }. The followings hold
(a) If (x∗+, y∗+) = (x∗−, y∗−), there exists uniquely a stationary distribution for the Markov process (ξt , x(t),
y(t)). This stationary distribution has a density f ∗ with respect to the measure m on E ×R2+ . Further, this
stationary density is asymptotically stable, i.e., limt→∞ ‖P (t) f − f ∗‖ = 0 ∀ f ∈ L1 , ‖ f ‖ = 1.
(b) If (x∗+, y∗+) = (x∗−, y∗−) = (x∗, y∗), then limt→∞(x(t), y(t)) = (x∗, y∗) almost surely for any initial value
(x0, y0) ∈ R2+ .
We illustrate this case an example where a(+) = 1, b(+) = 1, c(+) = 0.1, d(+) = 7, e(+) = 6,
f (+) = 1, a(−) = 3, b(−) = 1, c(−) = 0.1, d(−) = 7, e(−) = 2, f (−) = 1, x(0) = 2, y(0) = 3,
Case A: α = 3, β = 4, λ1 ≈ 1.157; λ2 ≈ −0.545.
Case B: α = 0.3, β = 0.4, λ1 ≈ 1.157; λ2 ≈ 0.461. (See Fig. 1.)
In this example, both systems (4.2) and (4.3) are asymptotically stable. However, in the case A we
see that limt→∞ y(t) = 0 meanwhile in the case B, limsupt→∞ y(t) > 0; xmin > 0. This says that the
behavior of solutions depends not only on the coeﬃcients, but also on the sojourn time of ξt at every
state. Further, if the assumption λi > 0, i = 1,2 is deleted, a species may be extinct in sprite of the
globally asymptotic stability of both systems.
4.2. System (4.2) is globally asymptotically stable and system (4.3) is bistable
Suppose that
d(+)
f (+) <
a(+)
c(+) ;
d(+)
e(+) >
a(+)
b(+) but
d(−)
f (−) >
a(−)
c(−) ;
d(−)
e(−) <
a(−)
b(−) .
In this case, system (4.2) has a unique positive stable state (x∗+, y∗+); system (4.3) is bistable. How-
ever, the points (u−,0) and (0, v−) are locally stable. If (x∗+, y∗+) = (x∗−, y∗−), there exists a (x0, y0) =
π−t0 (x
∗+, y∗+), t0 > 0 such that∣∣∣∣ a(−) − b(−)x0 − c(−)y0 a(+) − b(+)x0 − c(+)y0d(−) − e(−)x − f (−)y d(+) − e(+)x − f (+a)y
∣∣∣∣ = 0.0 0 0 0
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d(−) = 8, e(−) = 2, f (−) = 4, x(0) = 3, y(0) = 4, α = 3, β = 4, number of switching n = 300.
By Theorem 2.2, if λ1 > 0, λ2 > 0 and (x∗+, y∗+) = (x∗−, y∗−), then the closure of S which is given
by (2.15) attracts all solutions of system (4.1) with the initial value (x0, y0) ∈ intR+2 . The numerical
simulation is given in Fig. 2.
In this example, system (4.2) is asymptotically stable and all positive solutions of system (4.3)
tend to a point on the boundary. We have λ1 ≈ 6.445, λ2 ≈ 3.286.
4.3. System (4.2) is globally asymptotically stable and all positive solutions of system (4.3) tend to a point on
the boundary
Consider the case
d(+)
f (+) <
a(+)
c(+) ;
d(+)
e(+) >
a(+)
b(+) but
d(−)
f (−) 
a(−)
c(−) ;
d(−)
e(−) <
a(−)
b(−) .
With this assumption, all the positive solutions of system (4.3) tend to ( a(−)b(−) ,0). If λ1 > 0, λ2 > 0
and (x∗+, y∗+) = (x∗−, y∗−), it is also seen that the closure of S given by (2.15) attracts all solutions of
system (4.1) with the initial value (x0, y0) ∈ intR+2 . By the argument mentioned in the case 4.1, there
exists uniquely a stationary distribution for Markov process (ξt , x(t), y(t)) in intR
+
2 . By Proposition 3.1
and Theorem 3.1, this stationary distribution has a density f ∗ with respect to the measure m on
E ×R2+ , supp f ∗ ⊂ [xmin,M] × [0,M] and limt→∞ ‖P (t) f − f ∗‖ = 0 ∀ f ∈ L1, ‖ f ‖ = 1.
In the case where
d(−)
f (−) >
a(−)
c(−) ;
d(−)
e(−) 
a(−)
b(−) ,
a similar results can be obtained. Fig. 3 illustrates this case.
In this example, system (4.2) is asymptotically stable and all positive solutions of system (4.3)
tend to a point on the boundary. We have λ1 ≈ 2.484 > 0, λ2 ≈ 6.644 > 0.
5. Discussion
In this work we have dealt with the dynamics of Kolmogorov competitive type systems switching
at random. The mathematical analysis presented in this model shows that with slight assumptions
posed on the coeﬃcients, the ω-limit set is described and there exists a forward invariant set that
absorbs all positive trajectories and a stationary density.
Condition (2.16) says that the Lie algebra of the vector ﬁelds is not singular at least one point.
Therefore, it is clear that the stationary distribution, if it exists, has a density with respect to the
Lebesgue measure on R2+ . By (2.8), (2.10) and (2.13), the values λ1, λ2 are easily estimated. Thus, by
408 N.H. Du, N.H. Dang / J. Differential Equations 250 (2011) 386–409Fig. 3. Orbit of system in case a(+) = 6, b(+) = 5, c(+) = 2, d(+) = 11, e(+) = 3, f (+) = 7, a(−) = 5, b(−) = 3, c(−) = 2,
d(−) = 9, e(−) = 4, f (−) = 2, x(0) = 3, y(0) = 4, α = 1, β = 5, number of switching n = 300.
Fig. 4. a(+) = 6, b(+) = 3, c(+) = 2, d(+) = 12, e(+) = 4, f (+) = 3, a(−) = 12, b(−) = 4, c(−) = 2, d(−) = 9, e(−) = 4,
f (−) = 2, x(0) = 3, y(0) = 4, α = 5, β = 5, number of switching n = 2000.
analyzing the coeﬃcients, we can predict the future behavior of the systems. If λi > 0 for i ∈ E , as is
seen, limsupt→∞ x(t) > 0; limsupt→∞ y(t) > 0.
By numerical solutions, we think that in case λ1 > 0, λ2 > 0, there exists uniquely a stationary
density in intR2+ . However, so far this is still an open question to us.
Further, in all cases, we always suppose that either system (2.2) or system (2.3) has a globally
stable positive equilibrium. It is diﬃcult to describe precisely the ω-limit sets of positive solution
in the case where none of them has globally stable positive equilibrium. Note that the positivity of
λi does not imply the existence of positive equilibrium of two deterministic systems. Consider an
example where all positive solutions of (4.2) tend to (0,4) meanwhile those of (4.3) tend to (3,0) but
λ1 ≈ 0.5 > 0, λ2 ≈ 0.346 > 0. Dynamics of solutions are illustrated by Fig. 4.
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