Introduction
The results described in this paper pertain to the detection of Weibull outliers and to the prediction of a future ordered observation in an ongoing life test. The motivation for the research described herein, however, is the need for a method of determining whether or not, in a retrospective study, inordinately long times to failure are statistically significant and thus possible results of "treatment" effects caused by unsuspected modifications to a process.
Detection of outliers (spurious observations) is a problem that has long concerned experimenters and data analysts. An historical survey dealing with outliers was given as early as 1891 by Czuber [4] , A more up-to-date expository review of methods for detection of spurious observations was presented by Grubbs [10] . The latter paper is a modification of one "prepared primarily for the American Society for Testing Materials and represents a rather extensive revision of an earlier Tentative Recommended Practice ... ."
Grubbs points out that "almost all criteria for outliers are based on an assumed underlying normal (Gaussian) population" and Anscombe [1] in an extensive 1960 survey of the subject of outliers makes an initial assumption of normality for the data. (Discussion of the Anscombe paper and a paper by Cuthbe.t Daniel [5] , dealing with outliers in factorial experiments, is given by William Kruskal, Thomas S. Ferguson, John Tukey, and E.G. Gumbel [15] and stresses the importance of the outlier problem.)
Most types of life data are such that a transformation cannot be made to impose normality on the underlying distribution. Thus, the traditional tests for and methods of treatment of outliers are inappropriate for most data arising from life tests. A statistic for testing for outliers in general locationscale families was recently proposed by Tiku [31] and shown to be more powerful -2-than various other statistics under Tiku's [32] . p. 1418, outlier models ("labelled slippage" models of Barnett [2] and Ban.ett and Lewis [3] ), although slightly less powerful under Dixon's [6] contamination models; see Tiku [31, 32] , Hawkins [14] and Tiku [33] , p. 139). The null distribution of Tiku's statistic is exactly Beta for the uniform and exponential populations and approximately Beta for the normal population (Tiku, [31, 32] ); the percentage points are not available for any other distribution.
In the study described in the sequel, critical values were generated and have been tabulated for a variation of Tiku's statistic for a type-I extremevalue model (one in which the observations are logarithms of two-parameter Weibull variates). Critical values of two other statistics, shown under certain alternatives to be superior or essentially equivalent in terms of power, are also given. Analysis of optimality of power of tests is given in Section 3.3, and numerical examples are provided in Section 4.
Motivation
Often, during a life test, an experimenter has a need for an upper confi- Table I can be used to provide such a prediction interval for sample size n = 5(1)25, provided the first n-1, n-2, or n-3 failure times are known.
On the basis of the first k failure times, with n-k^l. 2, 3, one can also use Table 1 to obtain an upper confidence bound for the time of the (k+l)st failure.
By use of an approximation described in Section 3.2, it is also possible to obtain upper prediction bounds for the (j+l)st failure based on the first j failure times, with n-j-2, 3,..., n-2. This approximation can be applied for sample sizes ranging from 3 to as large as required.
Notwithstanding the usefulness of the results herein for obtaining certain prediction intervals, the primary motivation for the research described in the following was precipitated by analysis of data resulting from a large scale are equal to Si/(n-l) and S /n, respectively, where
with X/.v the i exponential order statistic. Thus, for this distribution (in which a is both a location and scale parameter), the statistic T is
Lawless [16] proposed the use of U. for obtaining a prediction interval on X/ x,the n ordered observation, from the first k observations in a life test in which the data are exponential with parameter a; and he demonstrated that for (one-parameter) exponential data, (n-1) U , is distributed as Snedecor's F with 2 and Zn-Z degrees of freedom.
Monte Carlo results exhibited in Table 3 demonstrate similarly that for data from an extreme-value distribution (data that are ordered logarithms (X/, v<«**<X/ v) of sample observations from a two-parameter Weibull distribution) the power of a test based on T is equivalent to the power based on the ratio of (X# x -X» -.O and an estimate equivalent to the maximum likeli-(n) (n-l) hood estimate of the extreme-value scale parameter (the Weibull shape parameter) obtained from the first n-1 observations.
For more than a single large outlier, the statistic T defined above involves observations that are not available in the prediction interval situation. Hence, for any distribution, using a statistic similar to U. , i.e., proportional t0 ^a-k = ^li) ' X (k)^öc *^ < ^ 1 n » ^o r testing for n-k outliers would seem to be inefficient for n>k+l. It will be shown in Section 3.3 that this is not necessarily so.
Test Statistics for Wei bull Data
We consider now the variate X, the logarithm of a Wei bull variate with
The parameter p is a location parameter, the mode of the distribution of X (the first asymptotic distribution of the smallest extreme) and is the logarithm of the Weibull scale parameter. Ths parameter a, which determines the shape of the Weibull distribution, is a scale parameter of the distribution of X, with n 2 o 2 /6 the variance of X.
Since X has a location-scale parameter distribution, it is to be expected that for the labelled slippage model of Tiku (see Section 3.3), an efficient test statistic for testing for large outliers can be provided by T = h(a /a). One might also consider statistics proportional to Q Jt _ k , k<jL<n.
Results of Lawless [16] . Thoman, Bain and Antle [36] , and Mann and In this study we considered specifically
Note that Q . and W . yield gap tests somewhat similar to some suqaesf.ed by Dixon [6] . Critical values of + hese statistics for testing for large outliers, or predicting later failure times, at 0,20, 0.10, 0.05 and 0.01 significance levels for n = 5(1)25, n-k = 1, 2, 3, are displayed in Table 1 ,
and an example of their use is given in Section 4.
The values shown for V . and Q k were generated simultaneously by means of 20,000 Monte Carlo simulations. The exhibited values of U , were generated by making use of the fact that, for k ^ n -2 (the restriction having been discovered in this research),
has approximately a classical F distribution. This is discussed in Mann, Schäfer, Singpurwalla [27], pp. 255-256.
In order to generate the tabulated values of W k , using the F approxi- In this case, the modified statistics Q" ., and W , need to be multiplied n- Table 2 for n = 5(1)25; n-k = 1 } 2. 3.
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Special probability papers, each one applicable to a specified sample size, have been designed (see [18] These models may not correspond to the manner in which data are generated for the situation described. Nonetheless, a mixture of any two specified
■11-
Weibull distributions can be represented by a mixture of models A and B if the "outliers" are larger than other values and the number of outliers is only one or two. Models A and B can be combined also to approximate very well nearly any model that is a mixture of a Weibull sample of small values and a Weibull sample of larger values (the "outliers").
Examples of Model A and Model B are shown as probability plots (on Weibull probability paper) in Figures 1 and 2 , respectively. It was the object of the research described in this paper to determine test statistics that are optimal, in terms of power considerations, for testing for outliers, On the basis of the many similations that were made, it has been well established that when one is testing H versus a singla outlier, a test based on Q n _ k ■ Q^.D = W (k+1) _ k = W^^ has power essentially Identical to that of one based on V / i\ hT" 1 . This was pointed out in Section 3.1. n be outliers is more powerful than one based on T (see Table 3 Table 3 . Thus statistic Q . is shown (in Table 3 ) to perform very poorly, in terms of power, under Model A, however.
For a mixture of the models, results shown In Table 3 indicate that a test based on W^ tends to be most powerful, with Q . performing most poorly. Again as with Model A, the gap X,^» -X/|« relative to o k n appears to be the most critical factor.
■*m>immm. This point is discussed by Barnett and Lewis [3] , pp. 5-6.
Finally, it is to be noted that the results obtained here are likely to extend to other location-scale families. Thus, an analog of W . involving the gap X/^N -X,^ will possibly tend to be more powerful for any location-scale family (including Gaussian distributions) for testing H under Model A than is the statistic T.
4, Numerical Examples
The data in the probability plots (Figures 1 and 2 ) are used here to provide examples of the use of the various test statistics. The plotted line drawn (by hand) in Figure 1 gives highest weight to the k th , or in this case, the seventh value, as do the weights for optimal linear estimates of a, such as 5 and o*. Also note that horizontal, rather than vertical, distances from points should be minimized. The slope of the line is about 1.20 so that an approximation to at g is about 0.833. This gives 0.717 as an approximation to ä 7 g with the use of CQW = 1.161 (found in Table 2 ) as a divisor.
The plot in Figure 2 suggests 3 large outliers of the general type specified by Model B. Thus, using tabulated values in [14] , one finds Table 1 . one finds that if the specified significance level i r 0.10, all three test statistics reject a "no outliers" hypothesis. The statistics, v-^^-j and th^-j reject also at the 0.05 significance level, while w,. ,., does not. This is to be expected since the probability plot demonstrates that the appropriate test statistic is v or q 14. .th again, the k value has been weighted most heavily.
