We consider the problem of testing multivariate normality when the data consists of a random sample of two-step monotone incomplete observations. We define for such data a generalization of Mardia's statistic for measuring kurtosis, derive the asymptotic non-null distribution of the statistic under certain regularity conditions and against a broad class of alternatives, and give an application to a well-known data set on cholesterol measurements.
Introduction
In many statistical applications, and especially in epidemiology and biostatistics, incomplete data arise for a variety of reasons; cf., Eaton and Kariya (1983) , Garren and Peddada (2000) , Little and Rubin (2002) , Peddada, Harris, and Davidov (2010) , Krishnamoorthy and Yu (2012) , and Davidov and Peddada (2013) . Consequently, much work has been done on explicit formulas that allow for statistical inference with incomplete data to achieve specified levels of significance.
In this paper, we consider the problem of kurtosis tests for multivariate normality using twostep monotone incomplete data. Following our earlier work on monotone incomplete multivariate normal data Richards, 2009, 2010; Richards and Yamada, 2010; Romer, 2009; Romer and Richards, 2010, 2013; Yamada, 2013) , we write the data in the form
where each X j , 1 ≤ j ≤ n, is p × 1 and each Y j , 1 ≤ j ≤ N , is q × 1. As in our earlier work, we assume that the data are missing completely at random (MCAR). It follows from results of Eaton and Kariya (1983) , Hao and Krishnamoorthy (2001) , and others that an explicit solution for the likelihood equations for the covariance matrix requires the MCAR assumption. Thus, the MCAR assumption and the monotone data pattern ensure the validity of likelihood inference and a unique, explicit solution to the likelihood equations.
In this paper, we define for data of the form (1.1) a generalization of Mardia's statistic for testing kurtosis. We derive the asymptotic non-null and null distributions of the new statistic under certain regularity conditions. We apply our results to a well-known Pennsylvania cholesterol data set (Ryan, Joiner, and Cryer, 2005, p. 267) which has been used widely to illustrate statistical methods for analyzing monotone incomplete multivariate data. Our results provide an invariant test of normality for that data, adding to the literature on that subject (see Henze (2002) for an extensive account of invariant testing procedures in the complete case), and we complement results of Romer (2009) and Romer and Richards (2013) , where exploratory methods were applied to the cholesterol data set.
Our results are as follows. In Section 2, we provide the background for testing kurtosis with the data (1.1). We define in Section 3 the kurtosis statistic, b 2,p,q , and prove that b 2,p,q is identical to a statistic constructed from the observed data and from data imputed by linear regression methods. Further, we establish an invariance property of b 2,p,q which allows us to reduce the general problem to the canonical case in which the population has mean zero and identity covariance matrix. We state in Section 4 the null and non-null asymptotic distributions of b 2,p,q corresponding, respectively to the normal case and to a broad class of alternatives defined by moment conditions on the distribution, and we apply those results to the Pennsylvania cholesterol data, reaching conclusions similar to Romer (2009) . We derive in Appendix A asymptotic expansions of Σ and Σ −1 , where Σ is an estimator of Σ, the covariance matrix of the population underlying the sample (1.1), and then in Appendix B we apply those expansions to derive asymptotic expansions of two statistics used to construct b 2,p,q . Finally, we obtain in Appendix C the null and non-null asymptotic distributions of b 2,p,q .
Notation and preliminaries
Throughout the paper, we follow the notation of Richards (2009, 2010) . Thus, all matrices and vectors are written in boldface type; I d denotes the identity matrix of order d; and 0 denotes any matrix or vector of zeros, the dimension of which will be clear from the context. We also let τ = n/N denote the proportion of observations in (1.1) that are complete, and setτ = 1 − τ ≡ (N − n)/N . Define the sample means
We also define corresponding matrices of sums of squares and products,
22,n A 21 , and let
Let µ denote the mean and Σ the covariance matrix of the population underlying the data (1.1); we assume that Σ is nonsingular. We partition µ and Σ similar to (1.1), so that
where µ 1 and µ 2 are p × 1 and q × 1 vectors, respectively, and the submatrices Σ 11 , Σ 12 = Σ ′ 21 , and Σ 22 are of order p × p, p × q, and q × q, respectively. We also define
where
and
If the underlying population is multivariate normal, denoted by N p+q (µ, Σ), then µ and Σ are the maximum likelihood estimators of µ and Σ, respectively. We refer to Richards (2009, 2010) , Richards and Yamada (2010) , Romer (2009), and Romer and for results on the distributions of µ and Σ, and inference for µ and Σ.
As noted by Richards (2009, p. 1886 ), the statistical model underlying two-step monotone incomplete multivariate normal data is related to double sampling designs, in which additional data are collected on a subset of variables in order to improve estimation of a parameter; cf. Little (1976, p. 594) and Cohn, Davidov, and Haitovsky (2008) .
3 Testing kurtosis with monotone incomplete data
The kurtosis statistic
Consider a d-dimensional multivariate population represented by a random vector Z with mean vector µ and nonsingular covariance matrix Σ, and kurtosis parameter
To perform inference for β 2,d with the monotone incomplete data (1.1), we define the statistic
where c 1 , c 2 > 0 are constants. In general, c 1 and c 2 can depend on n and N subject to the conditions
, and c 1 , c 2 → 0 as n, N → ∞; e.g., (c 1 , c 2 ) = (τ,τ ) with n/N → δ ∈ (0, 1). Alternatively, (c 1 , c 2 ) can be chosen to minimize σ 2 , the asymptotic variance of b 2,p,q under the null hypothesis; this can be obtained by minimizing, over all (c 1 , c 2 ) subject to a suitable constraint on c 1 and c 2 , a formula for σ 2 in (4.12). Each term in (3.1) is an analog of the well-known statistic of Mardia (1970 Mardia ( , 1974 for testing kurtosis with complete data, and our usage of different weights is due to the fact that the incomplete data Y j , j = n + 1, . . . , N provide partial information about the population.
We may also motivate the statistic b 2,p,q as follows: First, we impute each missing observation X j , j = n + 1, . . . , N , using a linear regression imputation scheme, 2) which is motivated by the formula for the conditional expectation of a partitioned multivariate normally distributed random vector. Under the hypothesis of multivariate normality, X j is the maximum likelihood estimator of E(X j |Y j ), the conditional expectation of X j given Y j . Second, we use as our data the merged sets of observed and imputed data vectors,
To perform inference about β 2,d , it is natural to use the statistic
an analog of Mardia's statistic based on the vectors in (3.3). We again use possibly different weights, c 1 and c 2 , to reflect the fact that some data are imputed, hence they provide less information about µ and Σ than in the case in which all observations are fully observed. It is remarkable that b 2,p,q ≡ b 2,p,q , a result established in Theorem 3.1 given in Section 3.2.
Also, letZ
By a direct calculation using (2.4) and (2.5), we deduce that
3.2 An invariance property of b 2,p,q
Define the statistics
Then,
2,p,q . (3.8)
Let Λ 11 and Λ 22 be p × p and q × q positive definite matrices, respectively; let Λ 12 be a p × q matrix; and let ν 1 and ν 2 be p × 1 and q × 1 vectors, respectively. Set
and consider the group of affine transformations of the data (1.1) of the form
Now we have the following result:
Theorem 3.1. The kurtosis statistics b
2,p,q , and b 2,p,q are invariant under the transformations (3.9). Moreover, b 2,p,q ≡ b 2,p,q .
Proof. Under the transformation (3.9), we verify using (2.1) and (2.2) thatX,Ȳ 1 ,Ȳ 2 , andȲ are transformed to Λ 11 (X 1 + Λ 12Ȳ 1 ) + ν 1 , Λ 22Ȳ 1 + ν 2 , Λ 22Ȳ 2 + ν 2 , and Λ 22Ȳ + ν 2 , respectively. Further, by (2.3), the matrix A in (2.4) is transformed to ΛCAC ′ Λ, i.e.,
Hence A 11·2,n → Λ 11 A 11·2,n Λ 11 and A 22,N → Λ 22 A 22,N Λ 22 . Further, it follows from (2.6) and (3.10) that Σ 11·2 and Σ 22 are transformed to Λ 11 Σ 11·2 Λ 11 and Λ 22 Σ 22 Λ 22 , respectively. By a well-known quadratic identity (Anderson, 2003, p. 63 , Exercise 2.54), for j = 1, . . . , n,
, and the latter expression is transformed by (3.9) to
Recall that Σ 11·2 is transformed to Λ 11 Σ 11·2 Λ 11 , so it follows that the first term in (3.11) remains invariant under (3.9).
In similar fashion, (3.9) transforms Y j − µ 2 to Λ 22 (Y j − µ 2 ), j = 1, . . . , N and, as noted earlier, also transforms Σ 22 to Λ 22 Σ 22 Λ 22 ; consequently, the second term in (3.11) remains invariant under (3.9). It follows that b
(1) 2,p,q and b (2) 2,p,q each are invariant under (3.9), so is b 2,p,q .
Finally, to show that b 2,p,q ≡ b 2,p,q , we apply the earlier quadratic identity (Anderson, 2003, loc. cit.) for j = n + 1, . . . , N to obtain
By the definition in (3.2) of X j , it follows that
Therefore the last terms in (3.1) and (3.4) are identical, so we obtain b 2,p,q ≡ b 2,p,q .
Remark 3.2. In the multivariate normal case, Romer and Richards (2010, Proposition 2.1) showed that the invariance of b 2,p,q is due to the fact that µ and Σ, being maximum likelihood estimators, are equivariant. Specifically, µ and Σ are transformed under (3.9) to ΛC µ + ν and ΛC ΣC ′ Λ, respectively; therefore the quadratic form (
and this proves that b
( 1) 2,p,q is invariant under the group (3.9). It can be shown similarly that each quadratic form (
2,p,q . Therefore, in the multivariate normal case, the invariance of b 2,p,q under (3.9) is a consequence of equivariance.
In non-normal cases, however, the detailed computations in the proof of Theorem 3.1 are necessary to prove that b 2,p,q is invariant under (3.9). Moreover, now that it has been established that b 2,p,q is invariant under (3.9), we then choose
22 , and ν = −ΛCµ to reduce the data to being mutually independent and monotone incomplete with mean 0 and covariance matrix ΛCΣC ′ Λ ′ = I p+q . Therefore, in deriving the distribution of b 2,p,q , we assume without loss of generality that µ = 0 and Σ = I p+q .
4 The null and non-null asymptotic distributions of b 2,p,q
and write Ξ in partitioned form,
and set
Our main result, given in the following theorem, provides the non-null distribution of b 2,p,q for a large class of alternatives.
Theorem 4.1. Suppose that the monotone incomplete random sample (1.1) is drawn from a population modeled by a random vector
(4.9)
The proof of this result is provided in Appendix C. For the case in which Z ∼ N p+q (0, I p+q ), the limiting distribution (4.7) reduces to the following result on the null distribution of b 2,p,q .
Corollary 4.2. Suppose that the monotone incomplete sample (1.1) is drawn from N p+q (0, I p+q ). For n, N → ∞ with n/N → δ ∈ (0, 1), we have
(4.12)
Remark 4.3. For (c 1 , c 2 ) = (τ,τ ), (4.11) and (4.12) reduce to
respectively. For (c 1 , c 2 ) = (1, 1), (4.11) and (4.12) reduce, respectively, to
Corollary 4.2 also generalizes the result of Mardia (1970) for complete data; indeed, when we set τ = 1, i.e., n = N in (4.15) and (4.16), we find that ν reduces to (p + q)(p + q + 2) and σ 2 reduces to 8(p + q)(p + q + 2); hence (4.10) reduces to the result of Mardia.
Application to the Pennsylvania cholesterol data set
Assume that the Pennsylvania cholesterol data (Ryan, et al. 2005 , p. 267) consist of mutually independent vectors and that missing observations are MCAR. For that data set, we have p = 1, q = 2, N = 28, and n = 19, and we choose c 1 = τ and c 2 =τ . The asymptotic mean and variance of b 2,1,2 are obtained from (4.11) and (4.12) to be ν = 7.7334 and σ 2 = 181.1658, respectively. By Corollary 4.2, the asymptotic null distribution of the statistic (4.10) is √ 28(b 2,1,2 − 7.7334)/13.4598 ≈ N (0, 1).
We calculate using (3.8) that the observed value of b 2,1,2 is 5.8623. Therefore, the observed value of the statistic (4.10) is √ 28(5.8623 − 7.7334)/13.4598 = −0.7356.
The approximate P -value of the test is 2Φ(−0.7356) = 0.2310, where Φ(·) denotes the cumulative distribution function of the standard normal distribution. Therefore, we fail to reject the null hypothesis of multivariate normality at the 5% level of significance. We note that the same conclusion is obtained by applying the classical Mardia statistic to the subset of the Pennsylvania cholesterol data set consisting of the n = 19 complete observations only. For this subset, the observed value of Mardia's statistic is 7.8176, the corresponding observed value of the normal approximation to Mardia's statistic is −0.1207, hence the resulting approximate P -value for Mardia test is 2Φ(−0.1207) = 0.9038. However, this P -value is so large that the test based on the complete data appears unable to assess the strength of the evidence against the null hypothesis of normality, and this reflects the loss of information inherent in discarding the incomplete observations; cf., Little and Rubin (2002) , p. 41. By contrast, the P -value based on the full data set appears to provide some measure of the strength of the evidence against the null hypothesis, even though the strength of that evidence is assessed to be too weak to reject that hypothesis.
We remark also that, in the case of the cholesterol data, the smaller sample size is less likely to yield an accurate normal approximation to Mardia's statistic, so the substantially larger P -value of the Mardia test for the complete data perhaps should be applied cautiously. A Asymptotic expansions of Σ and Σ
−1
To derive the expansions, we utilize results of Henze (1994) . For a sequence of random vectors ω n and positive scalars a n , we use the notation ω n = O p (a n ) to denote that the sequence ω n /a n is tight, and we write ω n = o(a n ) to mean that ω n /a n converges to zero in probability. Let S = n −1 A, where A is given in (2.4). Since A is the matrix of squares and cross-products of the n complete observations in the data set (1.1) then, following Henze (1994 Henze ( , p. 1035 , we deduce that S = I p+q + n −1/2 B + O p (n −1 ), where
, where . Then,
Next, we follow Henze (1994 Henze ( , p. 1035 ) to obtain
By the same argument, we obtain
and, by inversion,
The partial Iwasawa coordinates of Σ (Chang and Richards (2009, equation (4.5) ) are
These matrices are such that
(A.4)
Noting that n = τ N and B * = τ −1/2 B, we apply (A.1) to deduce that ∆ 11 , ∆ 12 , and ∆ 22 have the following asymptotic expansions:
By the same inversion argument used earlier, we also have
Collecting together these results, we obtain
Therefore, . By inverting (A.5), we obtain the asymptotic expansion,
B Asymptotic expansions of b
2,p,q and b
The statistic b
2,p,q is reminiscent of a statistic studied by Henze (1994) so we shall proceed similarly to Henze in obtaining an asymptotic expansion for b 
2,p,q incorporates information from the portion of the data that is complete.
Thus, by direct expansion, we have
With Ξ * and Θ * defined as in (4.3) we obtain, by applying the methods of Henze (1994) , the approx-
Summing (B.1) over j = n + 1, . . . , N , we obtain
Consider next the statistic b
(1) 2,p,q . We apply (3.7) to write
expand this expression directly, and sum over j = 1, . . . , n. By (3.5),
2,p,q as a sum of five terms, b
(1) 2,p,q = 5 j=1 T j , where
and by (A.4), and then it follows from (3.6) that
). The statistic T 1 is the same as in the complete case, so we apply the expansion derived by Henze (1994) . Letting Ξ = E (ZZ ′ ) 2 and Θ = E( Z 2 Z), we obtain
We now consider T 2 . Letting
, we obtain
Therefore,
It may be shown using (B.3) and (B.4) that
where " * ′′ denotes terms whose explicit expressions are not needed. Consequently,
As for T 4 , we have
Applying (B.3), we obtain
In the case of T 5 , we find that
Collecting together these five expansions, we deduce that
Finally, it follows from (B.2) and (B.5) that where 
, andȲ = τȲ 1 +τȲ 2 , then it follows from the definitions of Θ and Θ in (4.5) and (4.6), respectively, that
, and similarly for each |Y | 4 , we obtain
so we obtain
Note that b
2,p,q depends on Z 1 , . . . , Z n only, and b 2,p,q also are independent. By (C.1), Z 1 , . . . , Z n are mutually independent and identically distributed with E( Z 1 ) = 0 and covariance matrix
and Z * n+1 , · · · , Z * N are mutually independent and identically distributed with E( Z * N ) = 0 and covariance matrix
2,p,q are independent, it follows that
Applying the Central Limit Theorem to (C.1) and (C.2), we obtain Theorem 4.1.
C.2 The proof of Corollary 4.2
To establish Corollary 4.2, we need to calculate ν and σ 2 in (4.8) and (4.9), respectively, for the null case in which the population is N p+q (0, I p+q ). In this case, X ∼ N p (0, I p ), Y ∼ N q (0, I q ) and X and Y are independent. Hence,
, and by substituting these results into (4.8), we obtain (4.11).
Next, we calculate σ 2 . Since Z L = −Z, it follows from a change of sign that E(
Therefore, (4.9) reduces to Collecting together these results, we obtain Finally, we calculate Ξ, Θ, Ξ 22 , and Θ 2 . By (4.2), 
If i = j then, by the exchangeability of Y 1 , . . . , Y q , we have 
therefore, Ξ * = (q + 2)I q . Next, by (C.5),
and by interchanging the roles of X and Y in this latter calculation, we obtain Ξ 11 = E( Z 2 XX ′ ) = (p + q + 2)I p . Inserting these results at (C.6), we obtain Ξ = c 1 (p + q + 2)I p 0 0 (c 1 τ (p + q + 2) + c 2τ (q + 2))I q so that Ξ 22 = (c 1 τ (p + q + 2) + c 2τ (q + 2))I q . As for Θ and Θ 2 , it follows from (4.5) and (4.6) that
By (4.3), Θ * = E( Y 2 Y ) = 0; hence, Θ = 0. Inserting these results in (4.9), we obtain (4.12).
