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Introduction
Pour un espace topologique X, l’algèbre de Lie de Malcev de son groupe fonda-
mental fait partie des invariants étudiés en homotopie rationelle. Pour simplifier, on
dira algèbre de Lie de Malcev de X ; cet invariant permet d’étudier la 1-formalité de
X ([31]).
La 1-formalité est un résultat partiel de formalité, qui elle est associée aux mo-
dèles de X. Il s’avère que le calcul de modèles des espaces de configurations de n
points :
Cn(M) = {(x1, · · · , xn) ∈Mn|xi 6= xj , pour i 6= j},
pour M une variété, est accessible. L’un des premiers calculs éffectués est celui pour
X = R2 (dans [1]). Ces calculs montrent la formalité de Cn(C).
L’anneau de cohomologie de Cn(Rk) est connue. Des espaces similaires aux espaces
de configurations sont les compléments d’arrangements d’hyperplans de Cn. La for-
malité de ces espaces est due à [7] et le calcul de leur anneau de cohomologie se trouve
dans [30]. On trouve dans [27] une présentation de l’algèbre de Lie de Malcev d’un
complément d’hyperplans de CPn et une preuve de la 1-formalité du complément
d’une hypersurface dans CPn. En particulier, ce travail ([27]) donne une présen-
tation de l’algèbre de Lie Malcev de Cn(C), c’est une complétion de l’algèbre de
Kohno-Drinfeld.
Les travaux de [13], inspirent une méthode qui utilise la connexion KZ, pour le calcul
de l’algèbre de Lie de Malcev de Cn(C). L’intérêt de cette méthode c’est qu’elle fait
apparaître les associateurs.
En 1994, des résultats majeurs, sur les modèles des espaces de configurations sont
obtenus. Les auteurs de [21] déterminent un modèle pour l’espace de configuration de
n-points d’une variété projective complexe lisse. Ces modèles sont ensuite simplifiés
par [28], puis utilisés dans ([4]) pour calculer l’algèbre de Lie de Malcev de Cn(S)
d’une surface S de genre supérieur ou égal à 1 : il établit un isomorphisme entre
l’algèbre de Lie de Malcev de Cn(S) et la complétion pour le degré de son gradué
associé.
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Dans [9], une version universelle de la connexion KZB est utilisée, pour établir
un isomorphisme entre l’algèbre de Lie de Malcev de Cn(E) et la complétion pour le
degré du gradué associé, pour E est une courbe elliptique. Une théorie d’associateurs
elliptiques liée à cette connexion est ensuite développée dans [15].
La méthode des connexions plates fus réinvestie, dans [16]. L’auteur redémontre,
pour S une surface de genre supérieur ou égal à 2, les isomorphismes cités dans ([4])
en construisant des connexions plates du type KZ.
Travaux sur les espaces de Configurations de surfaces :
Cn(C) Cn(E) Cn(Sg≥2)
Méthode Kohno Bezrukavnikov
Hom. rat. (1983) (1994)
Méthode Connexion KZ Connexion KZB Connexion KZB
Connexions (Drinfeld) (CEE) (Enriquez)
Théorie associateur associateur elliptique _ _ _
Associateurs ΦKZ (ΦKZ , A(τ), B(τ))
Si M est espace topologique muni d’une action d’un groupe H, on peut considérer
l’espace de configuration "tordu" de n points de M :
CHn (M) = {(x1, · · · , xn) ∈Mn|xi /∈ H · xj , pour i 6= j},
où H · xj est l’orbite de xj pour l’action de H. C’est le "orbit configuration space"
au sens de [11]. Ces espaces ont été introduits dans [35]. L’exemple de l’espace de
configuration tordu obtenu par l’action d’un groupe de surface sur le demi-plan hy-
perbolic est étudié dans [11]. Celui obtenu par l’action de l’antipode sur la sphère
de dimension n est traité dans [36]. Plus de références et d’exemples traités dans la
litterature sont donnés dans le survey "orbit configuration spaces" dans [25].
L’exemple qui suit a était étudié dans [10] et [14] par des méthodes et pour des
fins différentes. L’action de µN , le groupe des racines N -ième de l’unité (dans C) sur
C×, donne les espaces de configurations tordus :
CµNn (C×) = {(z1, . . . , zn) ∈ (C×)n|zi 6= ζzj , pour i 6= j et ζ ∈ µN}.
Une variante cyclotomique de la connexion KZ existe sur CµNn (C×). C’est une connexion
à valeurs dans une variante cyclotomique de l’algèbre de Kohno-Drinfeld. Elle consti-
tue un ingrédient essentiel dans le calcul de l’algèbre de Lie de Malcev de CµNn (C×),
dans [14]. Dans le même papier, la connexion permet de construire une version cy-
clotomique des associateurs, les associateurs du même nom et de développer des
variantes de plusieurs aspects des travaux de [13].
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Notons que l’espace de configuration CµNn (C×) est le complément d’un arrangement
d’hyperplans de CPn et donc [27] contient une présentation de son algèbre de Lie de
Malcev.
Des travaux dans le cas tordu
CµNn (C×) C
Z
/
NZ
n (E) CGn (P1∗)
Méthode Kohno _ _ _ _ _ _
Hom. rat. (1983)
Méthode Enriquez Travail
Connexions KZ Cyclotomique En cours MM
Théorie associateur _ _ _ _ _ _
Associateurs (ΦKZ ,Ψ
(N)
KZ)
Il est naturel de s’intéresser aux espaces de configurations tordus de surfaces. Dans
cette thèse, on étudie surtout une famille d’espaces de configurations tordus sur
P1, la droite projective complexe, obtenus grâce à des actions par homographie de
sous-groupes finis de PSL2(C). On considère, les espaces :
CGn (P1∗) = {(p1, . . . , pn) ∈ (P1∗)n|pi /∈ G · pj , pour i 6= j},
où G est un sous-groupe de PSL2(C) agit par homographie sur P1 et P1∗ est l’en-
semble de points réguliers de l’action de G sur P1. Ici "points réguliers" signifie les
points à stabilisateur trivial.
Le groupe PSL2(C), possède 5 classes (à conjugaison près) de groupes finis : les
groupes cycliques, les groupes diédraux et les groupes isomorphes à un groupe d’iso-
métries d’un solide platonicien, A4,S4 où A5.
G
Z
/
NZ
DN
E
A4
S4
A5
µN
< µN ,
1
z >
isométries du tétradèdre
isométries du cube
isométries du dodécaèdre
Lorsque G ⊂ PSL2(C) est cyclique d’ordre N , l’espace de configuration CGn (P1∗) est
biholomorphe à l’espace de configuration CµNn (C×).
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Quand G est isomorphe à A4 l’espace CGn (P1∗) est homéomorphe à l’espace de configu-
ration C iso(T )n (T∗), où T∗ est un tétraèdre régulier privé de ses sommets, des milieux
de ses faces et des milieux de ces arêtes et iso(T ) est le groupe d’isométries directes
du tétraèdre.
Pour G isomorphe à S4 ou A5, l’espace CGn (P1∗) et homéomorphe à l’un des es-
paces de configurations C iso(CU)n (CU∗), C
iso(DO)
n (DO∗) qui s’obtiennent à partir d’un
cube régulier et d’un dodécaèdre régulier, d’une façon similaire à C iso(T )n (T∗).
Résultats et organisation du document
Ce manuscrit comporte quatre chapitres. On commence chaque chapitre par une
introduction détaillée. On va parcourir rapidement les résultats et éléments clefs du
texte.
Dans le premier chapitre, on s’intéresse aux espaces de configurations tordus de
n points d’une surface (privée de points singuliers) CHn (S∗). On obtient des résultats
sur le groupe fondamental d’un tel espace. Pour préciser, on détermine une famille
génératrice du groupe fondamental de CHn (S∗) (proposition 1.5.9) et on montre des
relations quadratiques entre les éléments de cette famille (propositions 1.5.3, 1.5.5,
1.5.6 et 1.5.7). Les preuves des propositions 1.5.3, 1.5.5, 1.5.6 et 1.5.7 se basent sur
l’identification des générateurs obtenus à des méridiens et sur une action de HnoSn
sur les classes de conjugaison de π1CHn (S∗).
Pour G un sous-groupe fini de PSL2(C) et Z ⊂ P1 un ensemble stable sous l’ac-
tion de G par homographies sur P1, on définit dans le second chapitre des k-algèbres
de Lie graduées pn(Z)k ; c’est les algèbres de Lie des définitions 2.3.3 et 2.3.4. Pour
Z = (P1∗)c, l’algèbre de Lie pn(Z)k sera notée pn(G)k. Ensuite, on introduit dans
la section 2.4 une connexion formelle du type KZ (proposition-définition 2.4.2) à
valeurs dans p̂n(G)C, sur l’espace de configuration :
CGn (P1 \ Z) = {(p1, . . . , pn) ∈ (P1 \ Z)n|pi /∈ G · pj , pour i 6= j},
où G agit par homographies sur P1 et Z est comme dans le début du paragraphe.
Cette connexion est plate et fournit une représentation de monodromie. Pour Z =
(P1∗)c, la connexion est définie sur CGn (P1∗) et est à valeurs dans pn(G)C ; sa représen-
tation de monodromie est un anti-morphisme de groupes :
ρQ̃ : π1C
G
n (P1∗)→ exp(p̂n(G)C),
où exp(p̂n(G)C) est l’ensemble des éléments diagonaux de Ûpn(G)C. On étudie les
termes de degré zero et un de ρQ̃, dans la section 2.4 (proposition 2.4.7). Enfin, la
dernière section du deuxième chapitre est consacrée à une réalisation de la connexion
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dans le cas Z = (P1∗)c.
Le troisième chapitre, comporte deux sections. La première contient des rappels
sur les algèbres et algèbres de Lie filtrées, en plus des rappels sur la construction et
les propriétés de l’algèbre de Lie de Malcev d’un groupe donné. Les relations quadra-
tiques dans π1CGn (P1∗), obtenues dans le premier chapitre, permettent de construire
(section 3.2), un morphisme ϕk de pn(G)k dans le gradué associé de l’algèbre de Lie
de Malcev de CGn (P1∗).
Ces éléments contribuent à la preuve de :
Théorème A. Soit k, un corps de caractéristique nulle. L’algèbre de Lie de Malcev
de π1CGn (P1∗) est isomorphe en tant qu’algèbre de Lie filtrée au complété pour le degré
de son gradué associé et à la complétion pour le degré de pn(G)k. Pour préciser, les
filtrations des trois algèbres de Lie correspondent via ces isomorphismes.
Dans le chapitre 4, on montre le théorème A. Pour ce faire, on montre d’abord
le théorème pour k = C. Résumons la preuve. On utilise la représentation de mono-
dromie pour construire un morphisme θρ de l’algèbre de Lie de Malcev de π1CGn (P1∗)
dans la complétion pour le degré de pn(G)k. Ensuite, on étudie les morphismes θρ
et ϕk pour déduire qu’il sont des isomorphismes. C’est la méthode des connexions
plates citée précédemment. Ceci prouve le théorème pour k = C. Ensuite, on utilise
un résultat d’existence de points rationnels de torseurs pour prouver le théorème
pour tout k de caractéristique nulle.
Le Théorème A donne une présentation de l’algèbre de Lie de Malcev de π1CGn (P1∗)
et établit la 1-formalité de CGn (P1∗). Notons que le théorème reste vrai pour les es-
paces CGn (P1 \ Z) et les algèbres pn(Z)k correspondantes. Enfin, remarquons que
pour G 6= 1, l’espace CGn (P1∗) peut être vue comme le complémentaire d’hypersur-
faces dans CPn. La 1-formalité de cet espace est donc une conséquence des résultats
de [27] cités précédemment. Il serait intéressant de comparer les présentations dans
[27] pour le complémentaire d’un arrangement d’hyperplans à celles obtenues ici.
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Chapitre 1
Espaces de configurations et leurs
groupes fondamentaux
Ce chapitre est consacré aux espaces de configurations, leurs propriétés et leur
groupe fondamental. Dans la première section, on rappelle la définition des espaces
de configurations de n points d’une variété topologique M ( [20] et [19]) des espaces
de configurations tordus pour M munie d’une action d’un groupe H ("Orbit confi-
guration spaces" au sens de [11]) et des exemples de ces espaces comme Cn(C) et
Cµln (C×). Ensuite, on donne certaines propriétés de ces espaces.
Dans la deuxième section, on associe à une surface S munie d’une action d’un groupe
H l’espace de configuration tordu CHn (S∗). En étudiant localement l’action des sta-
bilisateurs de l’action de H sur S, on construit des inclusions entre espaces de confi-
gurations, Ck(C) ⊂ CHn (S∗) et Ck(C×) ⊂ CHn (S∗) (proposition 1.2.3).
La section trois est dédiée aux espaces qui nous intéresse le plus, les CGn (P1∗). C’est
sous-famille des espaces CHn (S∗) de la section deux, associée à des groupes finis d’ho-
mographies qui agissent sur P1. On donne la définition de ces espaces (définition
1.3.5) et on les décrit. Ceci vient après un rappel sur les actions des sous-groupes
finis de PSL2(C) sur P1.
On commence la quatrième section par rappeler la notion de méridien (sous-section
1.4.1). C’est une classe de lacets qui dépendent d’une sous-variété N de codimension
deux d’une variété M . Ensuite, on définit deux types de lacets de CHn (S∗) (défini-
tions 1.4.4 et 1.4.5) qu’on identifie à des méridiens pour des couples M,N ⊂ (S)n
appropriés. Ceci permet de décrire une action de Hn oSn sur les classes de conju-
gaison de ces lacets (proposition 1.4.8).
La dernière section de ce chapitre contient deux sous-section. Une première dans
laquelle on déduit des relations "élémentaires" entre les lacets définis dans la section
quatre grâce aux inclusions obtenues dans la section 1.2 (voir au-dessus), puis on dé-
duit de ces relations une famille plus large de relations grâce à l’action de Hn oSn
citée précédemment. Dans la deuxième sous-section on définit une nouvelle famille
de lacets de CHn (S∗). On montre que les lacets ainsi définis avec ceux de la section
quatre engendrent le groupe fondamental de CHn (S∗).
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1.1 Définitions et premières propriétés
On rappelle ici la définition d’un espace de configuration, on donne des exemples
de ces espaces et certaines de leurs propriétés.
Soit M une variété topologique et n un entier naturel non nul. L’espace de configu-
ration de n points de M est l’ensemble :
Cn(M) = {(x1, · · · , xn) ∈Mn|xi 6= xj pour i 6= j}
Ces espaces sont naturellement munis d’une action de revêtement du groupe symé-
trique Sn.
Si M est munie d’une action d’un groupe H, on peut construire un espace de confi-
guration "tordu" appelé en anglais "orbit configuration space".
Définition 1.1.1. Soit H un groupe agissant sur M . L’espace de configuration
"tordu" de n points de M est :
CHn (M) = {(x1, · · · , xn) ∈Mn|xi /∈ H · xj pour i 6= j}
où H · xj est l’orbite de xj pour l’action de H.
On omettra souvent le mot "tordu". Le groupeHn agit naturellement sur CHn (M)
et le quotient CHn (M)
/
Hn est l’espace de configuration Cn(M
/
H). Le groupe Sn
agit aussi sur CHn (M) par permutation des points. Les actions décrites sont compa-
tibles et l’on a une action de HnoSn sur CHn (M) qui fait commuter le diagramme :
Cn(M
/
H) Cn(M
/
H)
/
Sn
CHn (M)
Hn
Sn
Hn oSn
où la flèche verticale est obtenue en quotientant par Hn et la diagonale est le mor-
phisme du quotient par Hn oSn .
Rappelons que si X est un espace topologique muni d’une action par homéomor-
phismes d’un groupe Γ et d’un point de base ∗, alors on a une suite exacte :
1→ π1(X, ∗)→ πorb1 (X
/
Γ, ∗̄)→ Γ→ 1,
où πorb1 (X
/
Γ, ∗) et l’ensemble des couples (γ, g), où γ est une classe d’homotopie de
chemins de X reliant ∗ à g · ∗ et g est un élément de Γ. Ici ∗̄ est l’image de ∗ dans
X
/
Γ. La loi de groupe sur πorb1 (X
/
Γ, ∗̄) est donnée par :
(γ, g)(γ′, g′) = (γ(g · γ′), gg′),
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pour (γ, g) et (γ′, g′) dans πorb1 (X
/
Γ, ∗̄). Ici γ(g · γ′) désigne la composition des
chemins. Ce groupe est naturellement isomorphe à π1(X
/
Γ, ∗̄) quand l’action de Γ
est une action de revêtement.
Ainsi, si H agit par homéomorphismes sur M , on obtient la suite exacte :
1→ π1CHn (M)→ πorb1 (Cn(M
/
H)
/
Sn)→ Hn oSn → 1
et donc un morphisme de Hn oSn dans Out(π1CHn (M)).
Donnons quelques exemples. L’exemple classique est l’espace de configuration de n
points du plan Cn(C). Citons quelques exemples "tordus". Le groupe µl des racines
l-ièmes de l’unité agit naturellement sur C×, on associe à cette action les espaces
de configurations Cµln (C×). Une courbe elliptique E est naturellement munie d’une
action de l’ensemble de ses points de N -torsion, noté EN . Ainsi, pour chaque sous-
groupe Λ̄ de EN , on peut construire les espaces de configurations CΛ̄n (E). Enfin, on
s’intéresse dans ce texte surtout au cas où G est un sous-groupe fini de PSL2(C) qui
agit par homographies sur P1 privé de certains points. Cela nous donne l’espace de
configuration CGn (P1∗) qu’on définira dans la suite.
Pour finir cette section, on cite quelques théorèmes de fibrations qui permettent
de mieux comprendre la structure et l’agencement de ces espaces :
Théorème 1.1.2 ([20]). Pour k < n, la projection de Cn(M) dans Ck(M) sur les
k premières composantes est une fibration localement triviale si M est sans bord.
On a aussi une version similaire dans le cas tordu :
Théorème 1.1.3 ([35]). On suppose que H est fini et que son action sur M est libre
et continue pour la topologie discrète sur H. Pour k < n, la projection de CHn (M)
dans CHk (M) sur les k premières composantes est une fibration localement triviale si
M est sans bord.
On n’appliquera le dernier theorème que pour k = n−1. Une preuve élémentaire
du cas où k = n− 1 est donnée dans [10].
Notons π la projection de l’énoncé du théorème 1.1.3. La fibre de cette projection
au-dessus du point ∗ = (p1, · · · , pk) ∈ CHk (M) est :
π−1(p1, · · · , pn) ' CHn−k(M \ P ),
où P est l’union des orbites de p1, · · · , pk sous l’action de H. Avec ces notations, la
fibration nous donne la suite exacte longue :
· · · → πl+1CHn−k(M \ P )→ πl+1CHn (M)→ πl+1CHk (M)→
→ πlCHn−k(M \ P )→ · · · → π0CHk (M)→ 1
qui est un outil efficace pour calculer les groupes d’homotopie des espaces de confi-
gurations. On termine la section par une proposition sur la connexité des espaces de
configurations :
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Proposition 1.1.4. Supposons que H est fini. Si M est connexe et de dimension
supérieure ou égale à 2, alors CHn (M) est connexe.
Démonstration. Utilisons une récurrence. La proposition est vraie pour n = 1. Sup-
posons qu’elle soit vraie au rang n est montrons qu’elle l’est au rang n + 1. Soit
P = (p1, . . . , pn+1) et P ′ = (p′1, . . . , p′n+1) deux points de CHn+1(M). Notons |P, P ′|
l’ensemble des composantes de P et P ′ et choisissons un q ∈ M \ H · |P, P ′|. On
peut relier P et P ′ par des chemins de CHn+1(M) aux points (q, p2, . . . , pn+1) et
(q, p′1, . . . , p
′
n+1) respectivement. Les deux derniers points appartiennent au connexe
(par hypothèse de récurrence) {q} × CHn (M \ H · |P, P ′|) ⊂ CHn (M). En effet,
M \H · |P, P ′| est connexe (on suppose que M est connexe de dimension supérieure
ou égale à 2). Ce qui montre la proposition.
Remarquons que si M est connexe et de dimension supérieure ou égale à 2,
alors l’espace CHn (M) est le complémentaire dans Mn de variétés N1, . . . , Nl de
codimension supérieure à 2. On peut en déduire par des arguments de géométrie que
CHn (M) est connexe.
1.2 Espaces de configurations tordus de surfaces
On décrit localement l’action des stabilisateurs relatifs à une action d’un groupe
fini sur une surface. Ceci permet de décrire "localement" les espaces de configura-
tions tordus des surfaces.
Soit S une surface orientée, compacte, sans bord, munie d’une action fidèle par
difféomorphismes (conservant l’orientation) d’un groupe fini H. On note S∗ l’en-
semble des points de S à stabilisateur trivial pour l’action de H sur S. On suppose
que S \ S∗ est fini. On montre que ceci est automatique car H préserve l’orientation
(voir remarque 1.2.2).
Proposition 1.2.1. Soit p un point de S. Le stabilisateur Hp de p est un sous-groupe
cyclique de H. De plus, il existe un disque Dp autour de p tel que :
1. Le groupe Hp agit sur Dp, cette action est équivalente par un difféomorphisme
ip à l’action par multiplication du groupe µN des racines N -ièmes de 1 dans
C× sur C, où N = |Hp|.
2. Dp ∩ (H · q) = Hp · q, pour q ∈ Dp.
En particulier, pour p un point à stabilisateur trivial, Dp ne contient pas deux élé-
ments d’une même orbite.
Démonstration. Soit m une métrique riemannienne H-invariante sur S (on peut
en obtenir en faisant la moyenne d’une métrique quelconque). Le groupe Hp agit
naturellement par isométries sur TpS ; on a donc un morphisme Tp : Hp −→ O(TpS),
injectif d’après la proposition 3.11 de [32]. Plus précisément, Hp est inclus dans
SO(TpS) ' S1 car H préserve l’orientation. Ainsi, Hp est isomorphe à µN avec
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N = |Hp|. De plus, pour tout disque Dr ⊂ TpS centré en zéro de rayon r inférieur au
rayon d’injectivité de l’application exponentielle Expp : TpS −→ S, l’exponentielle
établit un difféomorphisme entre Dr et Dp(r) = Expp(Dr). De plus, Expp vérifie :
∀h ∈ Hp, Expp ◦ Tp(h) = h ◦ Expp.
En effet, si γ est la géodésique d’origine p et de vecteur v ∈ TpS, alors h ◦ γ est la
géodésique de vecteur Tp(h)(v) d’origine h(p) = p. On voit donc que Hp agit sur
Dp(r) et que cette action est équivalente à celle de µN par multiplication sur Dr. Ce
qui montre (1).
Montrons que certains des disques Dp(r) satisfont également l’assertion (2). Si le
contraire était vrai, on aurait pour tout k ≥ 1, existence de qk ∈ Dp( 1k ) et gk ∈ H\Hp
tels que gk(qk) ∈ Dp( 1k ). Comme H est fini, on peut extraire une suite (qki)i≥0 de
(qk)k≥0 telle que (gki)i≥0 est constante égale à un certain g ∈ H\Hp. Comme (qki)i≥0
tend vers p, en passant à la limite, on trouve la contradiction p = g(p).
L’assertion finale est une conséquence immédiate de (2).
Remarque 1.2.2. La première assertion de la proposition montre que les points
fixés par un élément non trivial de H sont isolés. De plus, l’ensemble des points fixes
d’un élément de H est fermé. Comme H est fini et S est compact, l’ensemble S \S∗
est fini.
Soit k un entier inférieur ou égal à n et (pk+1, · · · , pn) ∈ CHn−k(S∗ \ (H ·Dp)).
Proposition 1.2.3. Soit p ∈ S, N le cardinal de Hp et ip le difféomorphisme de la
proposition 1.2.1 :
1. L’application Fk de Ck dans Sn donnée par :
(x1, · · · , xk) 7→ (ip(x1), · · · , ip(xk), pk+1, · · · , pn),
induit par restriction une inclusion i(k)p : CµNk (C)→ C
H
n (S).
2. En particulier, si Hp = 1, Fk est une inclusion de Ck(C) dans CHn (S).
3. De plus, i(k)p se restreint en une inclusion ī
(k)
p : C
µN
k (C
×)→ CHn (S∗)
Cela est une conséquence immédiate de la proposition 1.2.1.
Notons que certains espaces de configurations contiennent des espaces de configura-
tions CµNn (C×) non attachés à des points fixes. C’est le cas des espaces CΛ̄n (E), où
Λ̄ et E sont comme dans la section 1.1. En effet, on a une équivalence entre l’action
de Λ̄ sur E et l’action naturelle de µd×µd′ ⊂ S1×S1 sur S1×S1, pour d et d′ bien
choisis. L’injection f : C× → S1 × S1 définie par :
z → ( z
|z|
, e
2iπ|z|
d′(1+|z|) ),
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est µd équivariante et induit une injection de C
µd
n (C×) dans CΛ̄n (E). D’une manière
plus visuel, si E = C
/
(Z⊕ iZ), alors l’image de f correspond à l’image de la bande
]0, 1d′ [×R ⊂ C dans E. De même, on a une inclusion C
µd′
n (C×) ⊂ CΛ̄n (E). Enfin, des
inclusions similaires existent pour des surfaces de genre supérieur.
1.3 Définition et description de l’espace CGn (P1∗)
On étudie maintenant le cas où S = P1 et où H est un groupe fini G d’homo-
graphies, ainsi que les espaces de configurations tordus associés (voir section 1.2).
On commence d’abord par un rappel sur les sous-groupes finis de PSL2(C) et leurs
actions. On tire des informations sur ces groupes à partir des sous-groupes de SO3(R).
Le groupe SO3(R) contient un unique sous-groupe Cl, cyclique d’ordre l et fixant le
point (0, 0, 1).
On appelle Dl le sous-groupe de SO3(R) engendré par Cl et la rotation d’angle π
qui fixe (0, 1, 0). On peut voir ce groupe comme le groupe des isométries directes
de la partie Dl de R3, obtenue comme bord de l’enveloppe convexe des points
(0, 0, 2), (0, 0,−2) et du l-gone régulier centré en 0 ayant (0, 1, 0) comme sommet
et situé dans le plan {(x, y, 0) ∈ R3}. On a trois types de points à stabilisateur non
trivial pour cette action : les sommets du l-gone les milieux de ses arêtes et les points
(0, 0, 2), (0, 0,−2). Chaque type constitue une orbite sous l’action de Dl. Une face
(triangle) de Dl constitue un domaine fondamental et le quotient Dl
/
Dl s’obtient en
identifiant entre eux les points du bord de ce triangle par la symétrie par rapport à
la médiane passant par le milieu du côté provenant du l-gone.
Les groupes d’isométries directes des polyèdres réguliers sont les suivants :
Polyèdre Groupe des isométries Polyèdre dual
Tétraèdre A4 Tétraèdre
Cube S4 Octaèdre
Dodécaèdre A5 Icosaèdre
Les groupes d’isométries d’un polyèdre et de son dual sont les mêmes. Décrivons ces
groupes en utilisant le tétraèdre, le cube et le dodécaèdre. Ces groupes contiennent
les rotations d’ordre 2 autour d’un axe reliant les milieux de deux arêtes opposées,
les rotations d’ordre 3 autour d’un axe reliant deux sommets opposés dans le cas du
dodécaèdre et du cube ou autour d’un axe reliant un sommet et le milieu d’une face
opposée dans le cas du tétraèdre.
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•
S
•
S′
•
A
•S′′′ •
F
Une partie d’une face avec
A le milieu de SS′
•S
•S′′′
•
S′
•S′′
Sens de la rotation rs où S′,
S′′ et S′′′ sont les sommets
adjacents à S
•
S
•
S’
•
A
•F
Sens de la rotaion rf := rars
<
>
Figure 1 : Domaine fondamental et rotations
On peut choisir une rotation ra d’ordre 2 et une rotation rs d’ordre 3 (voir Figure
1) dans le groupe d’isométries permettant d’en donner les présentations suivantes :
Groupe Générateurs Relations
A4 ra, rs r
2
a = r
3
s = (rars)
3 = 1
S4 ra, rs r
2
a = r
3
s = (rars)
4 = 1
A5 ra, rs r
2
a = r
3
s = (rars)
5 = 1
Alors rf := rars est une rotation dont l’axe passe par le centre d’une face (voir figure
1). On a trois types de points à stabilisateur non trivial : les sommets les milieux
d’arêtes et les milieux de faces. Le groupe agit transitivement sur les points d’un
même type. Enfin, le domaine fondamental de l’action sur le polyèdre régulier est un
triangle qui est l’enveloppe convexe du milieu d’une face et d’une arête de la même
face (voir Figure 1, le triangle FSS′). Fixons dans R3 un polyèdre régulier centré en
0 et notons G sont groupe d’isométries directes. Soit S2 la sphère de R3 de centre 0
et de rayon 1. La projection radiale permet d’identifier le polyèdre à S2. Le quotient
de S2 par l’action de G s’identifie S2 et s’obtient en identifiant les points du bord
de FSS′ par la symétrie d’axe FA, où A est le milieu de SS′ (Figure 1).
Proposition 1.3.1. Un sous-groupe fini de SO3(R) est conjugué dans SO3(R) à Cl,
Dl pour l ≥ 1 ou à l’un des groupes d’isométries directes (A4,S4,A5) des polyèdres
réguliers.
Ainsi, on a une classification des actions naturelles des sous-groupes finis de
SO3(R) sur S2. Cela va permettre de décrire l’action d’un groupe d’homographies,
sur P1.
En utilisant les deux projections stéréographiques par rapport au plan de l’équateur,
on obtient une identification f : S2 ∼→ P1. Cette identification induit un isomor-
phisme f∗ entre PSU2(C) et SO3(R). Le couple (f, f∗) réalise une équivalence entre,
d’une part S2 munie de l’action de SO3(R), d’autre part P1 muni de l’action de
PSU2(C) obtenue par restriction de celle de PSL2(C). En utilisant cette équivalence,
la proposition 1.3.1 se traduit en :
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Proposition 1.3.2. L’action d’un sous-groupe fini G de PSL2(C) sur P1 est équi-
valente à l’une des actions suivantes :
1. L’action du groupe µl des racines l-ièmes de l’unité (dans C) par multiplica-
tion sur P1.
2. L’action de Dl ' µl o (Z
/
2Z) sur P1, où µl agit par multiplication et Z
/
2Z
agit via l’homographie z 7→ 1z .
3. L’action de l’un des groupes des isométries directes d’un polyèdre régulier sur
celui-ci, identifié à S2 par projection radiale.
L’équivalence est l’équivalence sous l’action de conjugaison dans PSL2(C).
Dans la suite de cette section, on fixe le groupe fini G de PSL2(C) et on pose
(comme dans la section 1.2) P1∗ = {p ∈ P1|Gp = 1}. Considérons le quotient de P1
par l’action de G :
Proposition 1.3.3. Le quotient de P1 par G s’identifie à P1. L’application quotient
P1 → P1
/
G donne (pour G 6= 1) un revêtement ramifié qui a deux points de bran-
chement si G ' µl et 3 trois points de branchement sinon.
Cette application (à automorphisme près) se restreint en un revêtement πG : P1∗ →
P1 \ {0,∞} si G ' µl (l 6= 1), en un revêtement πG : P1∗ → P1 \ {0, 1,∞} si G n’est
pas cyclique.
Démonstration. Comme G agit d’une façon holomorphe sur P1, la description des
points à stabilisateur non trivial et du domaine fondamental de l’action de G donnée
précédemment permet de montrer la proposition.
Proposition 1.3.4. Pour tout g ∈ G on pose Fix(g) = {q ∈ P1 | g · q = q }. Il existe
une involution at de P1 qui commute avec les éléments de G telle que :
1. Pour tout g 6= 1, Fix(g) est de la forme {p, at(p)} avec p 6= at(p).
2. Il existe un sous-ensemble fini X de P1 satisfaisant :
(P1∗)c = X t at(X) et G \ {1} = t
p∈X
(Gp \ {1}),
où (P1∗)c est le complémentaire de P1∗ dans P1.
Démonstration. Il suffit de montrer la proposition pour G un groupe fini de rotations
de la sphère. Dans ce cadre, l’application at n’est autre que l’antipode de S2. Ce qui
montre (1). L’existence d’un X fini satisfaisant (P1∗)c = X t at(X) est immédiate
à partir de (1). Un tel ensemble satisfait automatiquement la dernière condition de
(2). En effet, si l’intersection Gp∩Gq pour p 6= q est différente de {1}, alors (1) nous
mène à la contradiction q ∈ {p, at(p)}. Ce qui montre la proposition.
Notons que pour G ⊂ PSU2(C), l’involution z 7→ −1
/
z̄ satisfait la proposition.
Enfin, certains des faits énoncés précédemment peuvent être démontrer par des ou-
tils de "géométrie complexe" comme par exemple la formule de Riemann-Hurwitz et
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d’autres résultats.
Passons à l’espace CGn (P1∗) :
Définition 1.3.5. On rappelle que G est fixé et que P1∗ = {p ∈ P1|Gp = 1}. L’espace
CGn (P1∗) est l’espace de configuration "tordu" de n points de P1∗ lié à l’action de G
(voir définition 1.1.1). C’est l’ensemble :
{(x1, · · · , xn) ∈ (P1)n|xi /∈ G · xj , pour i 6= j et Gxi = {1}}
où Gxi est le stabilisateur de xi.
L’espace de configuration est naturellement muni d’une action de revêtement du
groupe Gn o Sn. En appliquant les prémices de la section 1.1, pour M = P1∗ et
H = G, on obtient :
Proposition 1.3.6. Pour G non cyclique, on a les revêtements compatibles sui-
vants :
1. CGn (P1∗)→ Cn(P1 \ {0, 1,∞}) de groupe d’automorphismes Gn,
2. Cn(P1 \{0, 1,∞})→ Cn(P1 \{0, 1,∞})
/
Sn de groupe d’automorphismes Sn,
3. CGn (P1∗)→ Cn(P1 \ {0, 1,∞})
/
Sn de groupe d’automorphismes Gn oSn,
et donc la suite exacte :
1→ π1CGn (P1∗)→ π1(Cn(P1 \ {0, 1,∞})
/
Sn)→ Gn oSn → 1.
Pour G cyclique (non trivial) la proposition reste vraie si l’on remplace P1\{0, 1,∞}
par P1 \ {0,∞}.
1.4 Méridiens et lacets de CHn (S∗)
Dans la première sous-section, on introduit la notion de méridiens (d’une manière
adaptée). C’est une classe de lacets libres appelés méridiens. Ensuite on compare les
classes d’homotopie de deux méridiens. Dans la deuxième sous-sction, on définit des
lacets de CHn (S∗) qu’on identifiera à des méridiens. Cette indentification pemet de
décrire l’action de HnoSn sur les classes de conjugaison de ces lacets. L’utilisation
des méridiens apparaît dans des domaines similaires comme l’étude du complémen-
taire d’un arrangement d’hyperplan ou l’étude des courbes algèbriques. Par exemple,
dans l’étude de l’arrangement correspondant à Cn(C), Arnold interprète une tressse
comme méridien ([1]).
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1.4.1 Rappels de topologie différentielle
On va introduire la notion de méridien. Dans cette sous-section les variétés sont
sans bord sauf mention du contraire. Soit M une variété différentielle connexe orien-
tée et N une sous-variété de M connexe orientée de codimension 2. On considère
un disque D ⊂ M transverse à N tel que D ∩ N est réduit à un point p. Soit
(v3, · · · , vdimM ) une base du plan TpN tangent à N en p compatible avec l’orienta-
tion de N . On oriente D grâce à une base (v1, v2) de TpD choisie de manière que
(v1, · · · , vdimM ) soit une base de TpM compatible avec l’orientation de M .
Définition 1.4.1. Soit D comme dans le paragraphe précédent muni de l’orientation
ci-dessus. Un méridien m est un lacet m : [0, 1] −→ M qui est une paramétrisation
du bord de D respectant l’orientation. On dira que m est un méridien au-dessus de
p.
Proposition 1.4.2. Soit m1 et m2 deux méridiens. Il existe un chemin β de M \N
tel que m1 est homotope (à extrémités fixées) à βm2β−1 dans M \N . En particulier,
si m1 et m2 ont le même point de base ∗ ∈ M \N , alors m1 et m2 sont conjugués
dans π1(M \N, ∗).
Démonstration. D’abord, on vérifie que le lemme est vrai pour M = Rn × D et
N = Rn × {0} avec D un disque centré en zéro : il suffit de montrer que tout
méridien est conjugué par un chemin à un méridien à valeurs dans {0} ×D. Soit m
un méridien paramétrant le bord de D1 comme dans la définition 1.4.1. On note q
l’unique point d’intersection (transverse) de D1 avec N . Notons π(2) la projection
naturelle de Rn ×D sur {0} ×D. L’intersection de D1 avec N étant transverse, on
sait qu’il existe un voisinage Vq de q dans D1 tel que π
(2)
|Vq est injective. En utilisant
une isotopie I : D1× [0, 1]→ D1 qui fixe q et qui envoie D1 dans Vq, puis l’isotopie :
(1− t)x+ tπ(2)(x), pour x ∈ Vq et t ∈ [0, 1] ,
on trouve que m est conjugué par un chemin à un méridien dans {0} × D. Ceci
montre le lemme dans le cas M = Rn ×D et N = Rn × {0}.
Passons au cas général. Soit π : V −→ N un fibré en disques qui est un voisinage
de N dans M et p un point de N . On peut trouver un voisinage Up de p dans N ,
difféomorphe à RdimN et au-dessus duquel V est trivial. On a π−1(Up) ' RdimN ×D
et Up s’identifie à RdimN × {0}.
Tout méridien m au-dessus d’un point de Up est conjugué par un chemin dansM \N
à un méridien de π−1(Up). En effet, il suffit de rétrécir le disque contenant m par
une isotopie. Par conséquent, compte tenu du cas M = Rn ×D et N = Rn × {0},
tous les méridiens au-dessus des points de Up sont conjugués les uns aux autres par
des chemins dans M \N .
On a donc une relation d’équivalence R sur N donnée par :
xRy ⇐⇒ les méridiens au-dessus de x sont conjugués à ceux au-dessus de y,
dont les classes d’équivalence sont ouvertes. Comme N est connexe, on n’a qu’une
seule classe. Ceci montre la proposition.
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Corollaire 1.4.3. Deux méridiens sont conjugués dans le groupoïde fondamental de
M \N .
1.4.2 Lacets de CHn (S∗) et action de Hn oSn
Des lacets de CHn (S∗) seront définis, puis identifiés à des méridiens. Ensuite, on
décrit l’action de HnoSn sur les classes de conjugaison de ces lacets dans π1CHn (S∗).
On voit S comme une surface dans R3 de la manière usuelle. On oriente S en prenant
la normale vers l’extérieur. Fixons un point Q = (q1, · · · , qn) ∈ CHn (S∗) et posons
|Q| = {q1, · · · , qn}.
Pour i, j distincts dans [1, n] et h ∈ H, on choisit un lacet γhij de S∗ basé en qi
et faisant un tour autour de h · qj . On suppose que γhij est le bord d’un disque fermé
D ⊂ S∗ tel que D ∩H · |Q| = {qi, h · qj}. Enfin, γhij est orienté dans le sens indiqué
dans la Figure 2 (S est orienté).
•
qi
•
p
Figure 2 : le lacet γhij à gauche et le lacet γ
p
i à droite
•
qi
•
hqj
Définition 1.4.4. Pour i, j distincts dans [1, n] et h ∈ H, on note xhij le lacet de
CHn (S∗) donné par :
xhij = (q1, · · · , qi−1, γhij , qi+1, · · · , qn),
où γhij est comme ci-dessus.
Prenons pour chaque i ∈ [1, n] et p ∈ (S∗)c, un lacet γpi de S∗ \H · |Q|, basé en qi,
qui fait un tour autour de p et qui est bord d’un disque fermé D ⊂ S∗∪{p}\H · |Q|.
On suppose que γpi est orienté dans le sens indiqué dans la Figure 3.
Définition 1.4.5. On définit le lacet xpi de C
H
n (S∗) par :
xpi = (q1, · · · , qi−1, γ
p
i , qi+1, · · · , qn),
pour i dans [1, n] et p ∈ (S∗)c.
Les définitions de xhij et de x
p
i dépendent d’un choix de γij et d’un γ
p
i . En mo-
difiant ce choix, on ne change pas la classe de conjugaison dans π1(CHn (S∗), Q). On
fixe un choix de ces lacets pour la suite du texte.
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On va identifier les lacets xhij et x
p
i à des méridiens. Posons :
IH = ([1, n]
2 ×H) ∪ ([1, n]× (S∗)c).
On note N(i, p) l’ensemble des points (x1, · · · , xn) de Sn tels que xi = p et N(i, j, h)
l’ensemble des points de Sn tels que xi = h · xj . On définit, pour α ∈ IH , les
sous-variétés de Sn :
Mα = S
n \ ∪
β∈IH\{α}
N(β) et Nα = Mα ∩N(α).
L’ensemble N(α) est une sous-variété de M(α) de codimension réelle deux de com-
plémentaire CHn (S∗). De plus, M(α) et N(α) sont connexes. En effet, N(α) est
homéomorphe à CHn−1(M) et on peut montrer la connexité de M(α) par des argu-
ments similaires à ceux de la preuve de la proposition 1.1.4.
Remarquons que xhij est le bord d’un disque de M(i, j, h) coupant N(i, j, h) en un
unique point : (q1, · · · , qi−1, h ·qj , qi+1, · · · , qn). Cette intersection est transverse. On
munit M(i, j, h) de l’orientation induite par Sn et on oriente N(i, j, h) de façon que
xhij devienne un méridien pour M = M(i, j, h) et N = N(i, j, h) au sens de la défini-
tion 1.4.1. On fait la même chose pour que xqk soit un méridien au sens de 1.4.1 (pour
M = M(k, q) et N = N(k, q)). Les orientations ainsi définies de M(α) et N(α) sont
compatibles avec l’action de Hn oSn (H conserve l’orientation).
Définition 1.4.6. Pour α ∈ IH un lacet m de CHn (S∗) est dit méridien pour α si m
satisfait la définition 1.4.1, pourM = M(α) et N = N(α) orientée comme ci-dessus.
Proposition 1.4.7. Soit i, j ∈ [1, n], h ∈ H, p ∈ (S∗)c et k ∈ [1, n].
1. Tout méridien pour (i, j, h) est conjugué par un chemin au lacet xhij et tout
méridien pour (k, q) est conjugué par un chemin à xqk.
2. Soit γ un méridien pour (i, j, h) basé en Q′ et β un chemin de Q à Q′. Le
lacet βγβ−1 est conjugué à xhij dans π1(C
H
n (S∗), Q). On a un résultat analogue
pour xqk.
Démonstration. Le premier point est une conséquence de la proposition 1.4.2 et le
second est une conséquence du premier.
On a vu (section 1.1, prendre M = S∗) que l’action de Hn o Sn sur CHn (S∗)
permet de construire une suite exacte courte :
1→ π1CHn (S∗)→ πorb1 (Cn(S∗
/
H)
/
Sn)→ Hn oSn → 1. (1.1)
Fixons une section ensembliste s de cette suite. On définit :
f : Hn oSn → Aut π1(CHn (S∗), Q) (1.2)
qui à x ∈ Hn oSn associe est la conjugaison par s(x) notée fx.
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Proposition 1.4.8. Soit h = (h1, . . . , hn) ∈ Hn, σ ∈ Sn et i, j ∈ [1, n]. On a les
équivalences :
fh(x
h
ij) ∼ x
hihh
−1
j
ij , fh(x
p
i ) ∼ x
hi·p
i ,
fσ(x
h
ij) ∼ xhσ(i)σ(j) , fσ(x
p
i ) ∼ x
p
σ(i),
où ∼ désigne la relation de conjugaison dans π1(CHn (S∗), Q) et f est l’application de
(1.2) du paragraphe précédent.
Démonstration. Montrons que fh(xhij) ∼ x
hihh
−1
j
ij . En appliquant la définition de la
multiplication dans πorb1 Cn(S∗
/
H) (voir section 1.1), on a que :
fh(x
h
ij) = γ(h ◦ xhij)γ−1,
où γ est un chemin reliant Q à h ·Q. Remarquons, que h ◦ xhij est un méridien pour
N(i, j, hihh
−1
j ) et donc il existe un chemin γ
′ qui conjugue h ◦ xhij à x
hihh
−1
j
ij (voir
proposition 1.4.7). Ceci montre que
fh(x
h
ij) = (γγ
′)x
hihh
−1
j
ij (γγ
′)−1
et donc établit la relation fh(xhij) ∼ x
hihh
−1
j
ij . On montre les autres relations de la
proposition d’une façon similaire.
1.5 Groupe fondamental des espaces de configurations
de surfaces
On montre dans la section 1.5.1 des relations quadratiques dans π1CHn (S∗) entres
des conjugués des lacets du type xhij et x
p
k définis dans la section précédente. Dans la
section 1.5.2, on introduit d’autres lacets de CHn (S∗), puis on montre que ces lacets
avec les lacets du type xhij , x
p
k engendrent le groupe fondamental de C
H
n (S∗).
On commence par un rappel sur le groupe fondamental de Cn(C). Fixons (1, 2, · · · , n)
comme point de base de Cn(C) et notons π1Cn(C) le groupe fondamental de Cn(C)
pointé en (1, · · · , n), pour simplifier. Pour i < j des entiers de [1, n], on note aij le
lacet de Cn(C) qui est constant sur les composantes k, pour k 6= i et dont la i-ème
composante est donnée par le lacet de la Figure 3. Notons que le lacet x1ij obtenu en
"adaptant" la définition 1.4.4 à Cn(C) est conjugué au lacet aij de ce paragraphe.
•
1
•
i
•
j
•
n
Figure 3 : i-ème composante de aij
25
Théorème 1.5.1. [2] Le groupe π1Cn(C) est le groupe engendré par les lacets aij
(pour 1 ≤ i < j ≤ n) soumis aux relations :
1. (aij , akl) = (ail, ajk) = (aik, a−1ij ajlaij) = 1, pour 1 ≤ i < j < k < l ≤ n.
2. (aij , aikajk) = (ajk, aijaik) = (aik, ajkaij) = 1, pour 1 ≤ i < j < k ≤ n.
Ceci est une présentation de π1Cn(C).
Les présentations des groupes π1Cn(S) , pour S une surface sont connues. On
peut en trouvé dans [5] [6] où [3]. Ce groupe est aussi appelé le groupe de tresses
pure de la surface. Dans le cas tordu, le groupe fondamental de π1C
µl
n (C×) est étudié
dans [10] et [14].
1.5.1 Relations entre éléments de π1CHn (S∗)
On va établir des relations "quadratiques" entre les lacets du type xhij et x
p
k dans
π1C
H
n (S∗) définis dans la sous-section 1.4.2.
Pour K un groupe et a1, . . . , ar+s des éléments de K, on emploie l’expression
(a1| · · · |ar , ar+1| · · · |ar+s)∗ = 1,
pour dire qu’il existe un conjugué a′i de ai (i ∈ [1, r + s]), tel que le commutateur :
(a′1 · · · a′r , a′r+1 · · · a′r+s),
vaut 1 dans K.
Remarque 1.5.2. Rappelons que les lacets xhij et x
p
k définis dans la sous-section
1.4.2 dépendent d’un point de base Q ∈ CHn (S∗). Si certains de ces lacets, disons
x1, · · · , xr+s, satisfont la relation :
(x1| · · · |xr , xr+1| · · · |xr+s)∗ = 1,
dans π1(CHn (S∗), Q). Alors, les analogues des xi basés en Q′ satisfont la même rela-
tion dans π1(CHn (S∗), Q′).
Proposition 1.5.3. On a les relations :
(x12, x13|x23)∗ = 1, pour n ≥ 3 ,
(x12, x34)∗ = 1, pour n ≥ 4 ,
dans π1CHn (S∗), où xij désigne x1ij.
Démonstration. Dans la proposition 1.2.1, on montre que pour chaque p ∈ S∗, on
a une inclusion ip : C → Dp ⊂ S∗. Cette inclusion induit des inclusions i(k)p entre
espaces de configurations (proposition 1.2.3). Supposons que n ≥ 4. On choisit un
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p ∈ S∗ ce qui donne une inclusion i(4)p : C4(C)→ CHn (S∗) (proposition 1.2.3). D’après
le théorème 1.5.1 :
(i(4)p (a12), i
(4)
p (a34)) = (i
(4)
p (a12), i
(4)
p (a13)i
(4)
p (a23)) = 1,
où les aij sont définis au début de la section. Or, i
(4)
p (aij) est un méridien pour (i, j, 1)
et donc il est conjugué au lacet x1ij qui admet i
(4)
p (1, 2, 3, 4) comme point de base
(d’après la proposition 1.4.7). Par conséquent,
(x12, x34)∗ = (x12, x13|x23)∗ = 1,
dans π1(CHn (S∗), i
(4)
p (1, 2, 3, 4)). La remarque 1.5.2 prouve que ces relations sont
vraies pour un point de base Q ∈ CHn (S∗) quelconque. Ce qui montre la propo-
sition pour un n ≥ 4. Les égalités de la proposition sont vraies pour les xij basés
en i(4)p (1, 2, 3, 4) (voir théorème 1.5.1). On traite le cas n = 3 de la même façon en
utilisant i(3)p .
Soit ζ = e
2iπ
l ∈ µl on pose :
aij(k) := x
ζk
12 , a
0
1 := x
0
1 et a
0
2 := x
0
2,
où xζ
k
12, x
0
1 et x02 sont les lacets de C
µl
2 (C×) = C
µl
2 (P1∗) basés en (2, 1) comme dans les
définitions 1.4.4 et 1.4.5.
Lemme 1.5.4. les relations :
1. (a12(0)| · · · |a12(l − 1)|a01, a02)∗ = 1,
2. (a12(0)| · · · |a12(l − 1)|a01|a02, a12(0))∗ = 1,
sont satisfaites dans π1(C
µl
2 (C×), (2, 1)).
Démonstration. Pour k ∈ [1, l] et i ∈ [1, 2], on choisit un a′12(k) conjugué à a12(k)
et un a′0i conjugué à a
0
i tels que a
′0
2 est égal à (2, γ1) et
β := a′12(0)a
′
12(1) · · · a′12(N − 1)a′01
est égal à (γ2, 1), où γ1 et γ2 sont représentés dans la Figure 4 :
>
>
•0 •1 •2
Figure 4 : Les lacets γ1 et γ2
γ2
γ1
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Les lacets β et a′2(0) ainsi choisis commutent dans π1(C
µl
2 (C×), (2, 1)). En effet,
ils sont à image dans Im(γ1)× Im(γ2) ⊂ Cµl2 (C×) qui est un tore et donc de groupe
fondamental abélien. Ce qui montre (1). Montrons (2). Soit H0 : [0, 1] × [0, 2] −→
Cµl2 (C×) une homotopie, à valeurs dans C
µl
2 (C×), entre a12(0)∗ et ∗a12(0), où ∗ est
le lacet constant comme dans la figure 5 (quitte à conjugué a12(0)).
•2•1
• •
•
1
•
2
•
1
•
2
•
•1 •2
•
t = 0
t = 2
t = 1
Figure 5 : Graphes en fonction du temps de H0(0, ·) (gauche)
et de H0(1, ·) (droite)
L’homotopie tordue H : [0, 1]× [0, 2] −→ CµN2 (C×) définie par :
H(s, t) = e−2iπ(s+t)I[1,2](s+t)H0(s, t),
où I[1,2] est l’indicatrice de l’intervalle [1, 2], est une homotopie entre H(0, ·) =
a12(0)α et H(1, ·) = αa12(0), où α est défini par :
α(t) = (2e−2iπt, e−2iπt), pour t ∈ [0, 1].
Or, α est homotope à βa′02 . Ce qui montre (2).
Les relations du lemme 1.5.4 ressemblent aux relations :
(X02x12(0) · · ·x12(N − 1)X01, x12(0)) = (X02x12(0) · · ·x12(N − 1)X01, X02) = 1
de la proposition 1.1 de [14].
Proposition 1.5.5. Pour p ∈ (S∗)c, on note l le cardinal de Hp. Pour h un géné-
rateur de Hp, on a les relations suivantes :
1. (x112|xh12| · · · |xh
l−1
12 |x
p
1, x
p
2)∗ = 1,
2. (xp2|x112|xh12| · · · |xh
l−1
12 |x
p
1, x
1
12)∗ = 1,
dans π1(CHn (S∗), Q).
Démonstration. Dans la proposition 1.2.1, on montre que pour chaque p ∈ (S∗)c, on
a un difféomorphisme ip : C → Dp ⊂ S compatible avec l’action de Hp sur Dp et
celle de µN sur C. On note ϕp : µN → Hp l’isomorphisme induit par ip. l’application
ip permet de construire une inclusion ī
(2)
p : C
µN
2 (C×) → CHn (S∗) associée à p (pro-
position 1.2.3). Les images des lacets a12(k), a10 et a20 par ī
(2)
p sont respectivement
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des méridiens pour (1, 2, ϕp(ζk)), (1, p) et (2, p). Donc, les lacets ī
(2)
p (a12(k)), ī
(2)
p (a10)
et ī(2)p (a20) sont respectivement conjugués dans π1(CHn (S∗), ī
(2)
p (1, 2)) à x
ϕp(ζ)k
12 , x
p
1 et
xp2 (Cf. proposition 1.4.7). Par morphisme, les relations du lemme 1.5.4 donnent les
relations de la proposition pour h = ϕp(ζ) et Q = ī
(2)
p (1, 2). Ce qui montre la propo-
sition pour un Q quelconque (voir remarque 1.5.2) et h = ϕp(ζ). Comme les relations
ci-dessus sont "à conjugaison près", elles sont vraies pour un générateur quelconque
de Hp. Ce qui montre la proposition.
Proposition 1.5.6. Soit p et q deux éléments de (S∗)c n’appartenant pas à une
même orbite.
Pour n ≥ 2 , (xp1, x
q
2)∗ = 1,
et pour n ≥ 3 (xp1, x
1
23)∗ = 1,
dans π1(CHn (S∗), Q).
Démonstration. D’après la remarque 1.5.2, il suffit de montrer ces relations pour un
point de base au choix. SoitDp etDq les disques de la proposition 1.2.1 correspondant
respectivement à p et q. On choisit un point de base Q = (q1, . . . , qn) avec q1 ∈ Dp \
{p} et q2, . . . , qn ∈ Dq \ {q}. On peut supposer (quitte à effectuer une conjugaison)
que la première composante γp1 de x
p
1 est dans Dp et que la deuxième composante
de γq2 (resp. γ
1
23) de x
q
2 (resp. de x
1
23) est dans Dq. Comme Dp ∩H ·Dq = ∅ (quitte
à rétrécir les disques) les relations ci-dessus sont satisfaites.
Les trois dernières propositions permettent de montrer :
Proposition 1.5.7. Soit h, h′ deux éléments de H, p et q des points de (S∗)c. On a
les relations suivantes dans π1CHn (S∗) :
1. Pour i, j, k, l distincts dans [1, n] :
(xhij , x
h′
kl)∗ = 1.
2. Pour i, j, k ∈ [1, n] distincts :
(xhij , x
hh′
ik |xh
′
jk)∗ = 1 et (x
p
i , x
h
jk)∗ = 1.
3. Pour i, j distincts dans [1, n] :
(xpi , x
q
j)∗ = 1, si q /∈ H · p .
4. Pour g un générateur de Hp :
(xhij |x
hg
ij | · · · |x
hgl−1
ij |x
h·p
i , x
p
j )∗ = (x
h
ij |x
hg
ij | · · · |x
hgl−1
ij |x
h·p
i |x
p
j , x
h
ij)∗ = 1,
où l est le cardinal de Hp et i, j sont distincts dans [1, n].
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Démonstration. Rappelons que dans la sous-section 1.4.2, on a introduit l’applica-
tion f : HnoSn → Autπ1(CHn (S∗), Q) (voir l’équation (1.2)), puis on a décrit, dans
la proposition 1.4.8, l’action induite par f sur les classes de conjugaisons des lacets
xhij et x
p
k. On utilisera, dans cette preuve, les résultats de la proposition 1.4.8 sans le
mentionner. Pour un élément y ∈ H, on note yi l’image de y par l’inclusion naturelle
de H dans Hn qui envoie H sur la i-ème composante.
On a montré (propositions 1.5.3 et 1.5.6) que :
(x12, x34)∗ = 1 (A) (x12, x13|x23)∗ = 1 (B)
(xp1, x
1
23)∗ = 1 (C) (x
p
1, x
q
2)∗ = 1 (D)
En considérant l’image de la relation (A) par fh1h′3 , on trouve la relation :
(xh12, x
h′
34)∗ = 1 (A
′)
La première relation de la proposition s’obtient comme image de (A′) par fσ, où σ
est une permutation qui envoie 1, 2, 3, 4 respectivement sur i, j, k, l.
Soit σ′ une permutation qui envoie 1, 2, 3 respectivement sur i, j, k. L’image de (B)
par fσ′h1(h′3)−1 donne la relation (x
h
ij , x
hh′
ik |xh
′
jk)∗ = 1 et l’image de (C) par fσ′h2 donne
la relation (xpi , x
h
jk)∗ = 1. Ce qui montre la deuxième relation.
La troisième relation est l’image de (D) par fτ , où τ est une permutation qui envoie
1 sur i et 2 sur j.
Enfin, si on note g le générateur de Hp dans les relations de la proposition 1.5.5,
puis on regarde l’image de ces relations par fτh1 , on trouve la relation :
(xhij |x
hg
ij | · · · |x
hgl−1
ij |x
p
i , x
p
j )∗ = (x
p
i |x
p
j |x
h
ij |x
hg
ij | · · · |x
hgl−1
ij , x
h
ij)∗ = 1.
Ce qui montre la proposition.
1.5.2 Générateurs de π1CHn (S∗)
On définit des lacets de π1CHn (S∗), puis on montre que ces lacets avec ceux des
définitions 1.4.4 et 1.4.5 engendrent le groupe fondamental de CHn (S∗). On donne
aussi des relations entre ces générateurs.
Si S est de genre m le groupe fondamental de S admet comme présentation :
〈a1, . . . , am, b1 . . . , bm|(a1, b1) · · · (am, bm) = 1〉,
où les aj et les bj sont les générateurs classiques.
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On rappelle que Q ∈ CHn (S∗) est le n-uplet (q1, · · · , qn) et que |Q| désigne l’ensemble
{q1, · · · , qn}. Pour i ∈ [1, n], on choisit pour chacun des al un lacet représentant γli
basé en qi et pour chacun des bl un représentant γl+mi basé en qi. On suppose que
les γli et les γ
l+m
i (l ∈ [1,m]) sont à images dans (S∗ \H · |Q|) ∪ {qi}.
Définition 1.5.8. Pour i dans [1, n] et l dans [1,m], on note ali et b
l
i les lacets de
CHn (S∗) donnés par :
ali = (q1, · · · , qi−1, γli, qi+1, · · · , qn),
bli = (q1, · · · , qi−1, γl+mi , qi+1, · · · , qn),
où les γli et les γ
l+m
i sont les lacets de S du paragraphe précédent la définition.
Proposition 1.5.9. 1. Le groupe fondamental de CHn (S∗) relatif au point Q est
engendré par les lacets :
- xhij pour (i, j, h) ∈ [1, n]2 ×H avec i > j,
- xpi pour (i, p) ∈ [1, n]× (S∗)c,
- ali, b
l
i pour (i, l) ∈ [1, n]× [1,m],
qui sont définis dans 1.4.4, 1.4.5 et 1.5.8. Le résultat reste vrai si on remplace
les xhij (pour i > j) par les x
h
kl pour k < l.
2. Les lacets xhij et x
h−1
ji sont conjugués dans π1(C
H
n (S∗), Q).
3. Fixons i ∈ [1, n]. Il existe une bijection αi de l’ensemble [1, r], dans l’ensemble
{xhij |j ∈ [1, n], h ∈ H, j 6= i} ∪ {x
p
i |p ∈ (S∗)
c},
telle que le produit :
(a1i , b
1
i ) · · · (ami , bmi )αi(1) · · ·αi(r),
soit trivial dans π1(CHn (S∗), Q) (quitte à imposer la bonne orientation aux ali
et bli).
Démonstration. On va montrer le premier point (pour les xhij avec i > j) en utilisant
une récurrence. Pour n = 1, l’espace CHn (S∗) est tout simplement S∗ et donc les x
p
1,
les al1 et les bl1 engendrent CH1 (S∗). Supposons que la proposition est vraie jusqu’au
rang n− 1 et montrons qu’elle est vraie au rang n :
Notons π la projection de CHn (S∗) sur CHn−1(S∗) du théorème 1.1.3. On sait (théorème
1.1.3) que π est une fibration de fibre :
Fibn = {(q1, · · · , qn−1, x) ∈ Sn∗ |x /∈ H · qi, i < n},
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au dessus de π(Q). Le groupe fondamental de Fibn est engendré par les lacets
xpn, aln, b
l
n et les xhni (i < n, h ∈ H, l ∈ [1,m]). D’autre part, Les xhij , x
p
k, b
l
k, pour
i > j > n, k > n et l ∈ [1,m] sont envoyés par π sur des lacets analogues de
CHn−1(S∗) qui eux engendrent π1(CHn−1(S∗), π(Q)). Enfin, on a la suite exacte de la
fibration :
· · · → π1Fibn → π1CHn (S∗)→ π1CHn−1(S∗)→ 1,
et donc le point (1) (pour les xhij avec i > j) n’est qu’une conséquence du fait sui-
vant : soit K f→ G g→ H une suite exacte de groupes et X une famille de G qui
engendre un groupe contenant f(K), si g(X) engendre g(G), alors X engendre G.
On montre le cas où les xhij (pour i > j) sont remplacés par les x
h
kl pour k < l, d’une
façon analogue en utilisant la projection de de CHn (S∗) dans CHn−1(S∗) sur les (n−1)
dernières composantes. Ce qui prouve (1).
L’assertion (2) est vraie car les deux lacets xhij et x
h−1
ji sont tous les deux des méridiens
pour (i, j, h). La troisième assertion s’obtient en observant la fibre de la projection
de CHn (S∗) sur CHn−1(S∗) obtenue en oubliant la i-ème composante. Ce qui montre
la proposition.
Remarque 1.5.10. On peut définir les lacets xhij , b
l
i et x
p
i de la même façon pour
CHn (S). Sauf que les x
p
i sont homotopes au lacet trivial dans C
H
n (S). De plus, la
proposition 1.4.8 est vraie pour CHn (S) ; la preuve est similaire à celle dans le cas
de CHn (S∗). Enfin, CHn (S∗) s’obtient en retirant des sous-variétés de codimension
2 à CHn (S). On montre donc que i∗ : π1CHn (S∗) → π1CHn (S) est surjective. Par
conséquent, on obtient que les lacets de type xhij, a
l
i et b
l
i engendrent π1C
H
n (S).
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Chapitre 2
Connexion sur l’espace de
configuration CGn (P1∗)
On commence ce chapitre par une section de rappels succint sur la connexion de
Knizhnik-zomolodochikov ([26]) et de sa variante cyclotomique. La section 2.2 est
consacrée à la notion de "connexions formelles". Ensuite, on introduit (section 2.3)
pour chaque sous-groupe fini G de PSL2(C) et Z ⊂ P1 stable sous l’action de G par
homographies sur P1, une algèbre de Lie pn(Z) (définitions 2.3.3 et 2.3.4). Ceci définit
l’algèbre de Lie pn(G) de l’introduction qui est l’algèbre pn(Z), pour Z = (P1∗)c. On
décrit aussi une action de Gn o Sn sur pn(Z). Dans la section 2.4, on construit
une connexion formelle sur CGn (P1 \ Z) à valeurs dans pn(Z), on montre que cette
connexion est plate, on établit une équivalence entre certaines de ces connexions, puis
on calcule les composantes de degré zéro et un de la représentation de monodromie
des lacets xgij et x
p
k définis dans le premier chapitre. La connexion ainsi obtenu sur
CGn (P1∗) est appelée la connexion KZn associée à G ; c’est la connexion de type KZ
sur CGn (P1∗) citée dans l’introduction. Dans la dernière section (2.5), on donne une
réalisation de la connexion KZn associée à G : étant donné une algèbre de lie g munie
d’une action de G et d’un 2-tenseur symétrique t ∈ S2(g)g qui est G-invariant, on
construit une connexion sur un fibré au-dessus de CGn (P1∗) dont la fibre est un espace
vectoriel provenant de certains modules liés à g ; cette connexion "provient" de la
connexion universelle KZn associée à G.
2.1 Connexion KZ et variante cyclotomique
On donne un exposé succint sur les connexions de Knizhnik–Zamolodchikov (voir
aussi [24] et [18]) et des variantes cyclotomiques de ces connexions qui apparaissent
dans [14] et [17].
Soit g une algèbre de Lie. Rappelons que si V1, . . . , Vn sont des g-modules, alors
le produit tensoriel V1⊗ . . .⊗Vn possède une structure de g-module naturelle donnée
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par :
x · (v1⊗ · · ·⊗vn) =
n∑
i=1
v1⊗ · · ·⊗vi−1⊗(x · vi)⊗vi+1⊗ · · ·⊗vn,
pour x ∈ g et vk ∈ Vk (k ∈ [1, n]).
Cette structure provient d’une itération du coproduit ∆ : Ug→ Ug⊗Ug :
(∆⊗id⊗ · · ·⊗id) ◦ · · · ◦ (∆⊗id) ◦∆ ,
où Ug est l’algèbre enveloppante de g. Ainsi, une algèbre de Lie g agit naturellement
sur S2(g), l’ensemble des 2-tenseurs symétriques sur g. Un élément v d’un g-module
V est dit g-invariant si x · v = 0, pour tout x ∈ g. L’ensemble des g-invariants de V
est noté V g. Donc, les g-invariants de S2(g) est l’ensemble :
S2(g)g = {t ∈ S2(g) | ∀x ∈ g, [1⊗x+ x⊗1, t] = 0}.
Pour t ∈ g⊗g et i, j des entiers distincts de [1, n], on note tij l’image de t par le
morphisme g⊗g→ Ug⊗n qui envoie la première copie de g sur la i-ème copie de Ug
et la deuxième copie de g sur la j-ème copie de Ug.
Définition 2.1.1. Soit V1, · · · , Vn comme ci-dessus, t ∈ S2(g)g et d la différentiel
extérieur sur Cn(C). La connexion de Knizhnik–Zamolodchikov (ou connexion KZ)
est la connexion :
∇ = d− ~
2π
√
−1
∑
1≤i 6=j≤n
tij
dzi
zi − zj
,
sur le fibré trivial Cn(C) × (V1⊗ . . .⊗Vn) au dessus de Cn(C) avec ~ un paramètre
complexe.
En considérant ~ comme une variable et en remplaçant V1⊗ . . .⊗Vn par le C[[~]]-
module (V1⊗ . . .⊗Vn)[[~]], on obtient une version de cette connexion sur des modules
topologiques.
La connexion de Knizhnik–Zamolodchikov est plate. On prouve la platitude de cette
connexion en utilisant les identités :
- tij = tji, pour i, j distincts dans [1, n],
- [tij , tkl] = 0, pour i, j, k, l distincts dans [1, n] ,
- [tij , tik + tjk] = 0, pour i, j, k distincts dans [1, n],
satisfaites par t et la relation attribuée des fois à Arnold ([1]) :
ωij ∧ ωjk + ωjk ∧ ωki + ωki ∧ ωij ,
pour i, j, k distincts et où ωlm = dzl−dzmzl−zm .
Les identités satisfaites par le 2-tenseur t ∈ S2(g), motivent la définition de l’al-
gèbre de Lie :
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Définition 2.1.2. L’algèbre de Kohno-Drinfeld (sur un corps k) est l’algèbre de
Lie graduée engendrée par les élements tij, pour i, j ∈ [1, n] distincts, soumis aux
relations :
1. Pour i, j distincts dans [1, n] : tij = tji.
2. Pour i, j, k, l distincts dans [1, n] : [tij , tkl] = 0.
3. Pour i, j, k distincts dans [1, n] : [tij , tik + tjk] = 0.
Ces relations sont appelées relations de tresses infinitésimales. Le degré de tij est
égal à un.
Cela suggère aussi de construire une version universelle de la connexion KZ qu’on
verra dans la section 2.2.
Pour V1 = · · · = Vn = V , la connexion KZn est Sn-équivariante et induit une
représentation de monodromie :
ρKZn : π1(Cn(C))→ GL(V ⊗n[[~]])
Le groupe π1(Cn(C)) est le groupe Bn des tresses à n brins. Cette représentation se
construit algébriquement à l’aide de l’associateur de Drinfeld.
Il existe une version cyclotomique de la connexion KZ, elle apparaît dans [14] et
[17]. Décrivons brièvement cette connexion :
Soit σ un automorphisme d’ordre N d’une algèbre de Lie g et t ∈ S2(g)g un 2-
tenseur invariant par σ. Soit V0 un gσ-module est V1, · · · , Vn des g-modules.
La variante cyclotomique de KZn (pour σ) est la connexion sur le fibré trivial
CµNn (C×)× (V0⊗V1⊗ · · ·⊗Vn[[~]]) au-dessus de CµNn (C×), donnée par :
d−
∑
i∈n
∑
a∈[1,N ]
T 0ia d log(zi) +
∑
j|j≥i
(σa⊗1)(t)ijd log(zi − ζaNzj),
où T 0ia = (σa⊗1)(t)0i + 12(σ
a⊗1)(t)ii, ζN = e
−2iπ
N et d est la différentille extérieure
de CµNn (C×).
Pour V1 = · · · = Vn = V , la connexion est µnN o Sn équivariante, elle induit donc
une représentation de monodromie :
ρKZn,N : π1(C
µN
n (C×)
/
µnN oSn)→ GL((V0⊗V ⊗n)[[~]]).
L’espace CµNn (C×)
/
µnN oSn est bihlomorphe à Cn(C×)
/
Sn, et sont groupes fonda-
mentale est isomorphe au groupe B1n des tresses à n brins d’un anneau. Le groupe
B1n est un sous-groupe de Bn, une présentation de B1n est donnée dans [34]. Un as-
sociateur cyclotomique qui permet de construire la representation ρKZn,N .
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Notons que [14] développe dans des analogues cyclotomiques de plusieurs aspects
des travaux de [13]. On trouve aussi dans [8] un analogue cyclotomique du théorème
de Kohno-Drinfeld.
2.2 Connexions formelles
Dans cette sous-section, On passe en revue certaines notions sur les connexions
formelles : définition, platitude, existence de solutions et représentation de monodro-
mie.
On considère X une variété complexe et A une C-algèbre complète unitaire gra-
duée (connexe) : A =
∏
k≥0Ak telle que A0 = C, Ak · Al ⊂ Ak+l pour k, l ∈ N
et que les composantes homogènes soient de dimension finie. L’algèbre A est sup-
posée munie de la topologie produit. On note Ω•(X) l’algèbre des formes holo-
morphes sur X et Ω•(X)⊗̂A la complétion de l’algèbre Ω•(X)⊗CA pour la filtration
{Ω•(X)⊗CA≥k}k≥0 (on note A≥k =
∏
n≥k An). On notera ∧ le produit de Ω•(X)⊗̂A.
On se donne aussi une 1-forme holomorphe sur X à valeurs dans A≥1 (i.e un élément
de Ω1(X)⊗̂A), qu’on notera ω.
Définition 2.2.1. Soit X,A, ω comme ci-dessus et d la différentielle extérieure sur
X. On dit que ω est une connexion formelle sur X, à valeurs dans A. Cette connexion
est dite plate si (d⊗̂idA)(ω)− ω ∧ ω = 0
Exemple 2.2.2. L’algèbre de Kohno-Drinfeld (sur C), tn de la définition 2.1.2 est
graduée et donc son algèbre enveloppante Utn est aussi graduée. Notons Ûtn la com-
plétion de Utn pour le degré. La 1-forme :∑
1≤i 6=j≤n
tij
dzi
zi − zj
,
où tij sont les générateurs de tn, est une connexion formelle sur Cn(C), à valeurs
dans Ûtn. Cette connexion est la version universelle de la connexion KZ. Il existe
aussi une version universelle de la connexion KZ cyclotomique (voir [14]), elle ap-
paraît dans la section 2.4.
Théorème 2.2.3. Soit ω′ une connexion formelle sur V , à valeurs dans A et v un
point de V . Si ω est plate et V est simplement connexe, alors l’équation :
(d⊗̂idA)F = ω′ ∧ F,
d’inconnue F ∈ Ω0(V )⊗̂A, admet une unique solution dans Ω0(V )⊗̂A, à condition
initiale fixée (F (v) = f ∈ A). Si f est inversible dans A (f ∈ A×), alors F est à
valeurs dans A×.
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Démonstration. Pour alléger les notations on remplacera d⊗̂idA par d. La condition
sur la forme ω′ se traduit par :
dω′k −
∑
l+m=k
ω′l ∧ ω′m = 0, pour k ≥ 0,
où ω′k désigne la composante homogène de degré k (selon A) de ω
′. Notons Fk la
composante homogène de F de degré k. L’existence d’une solution de l’équation
dF = ω′ ∧ F , est équivalente à l’existence de composantes homogènes Fk tels que :
dFk =
∑
l+m=k
ω′l ∧ Fm, Fk(v) = fk (2.1)
On va montrer l’existence de ces composantes par récurrence. Au rang zéro, F0 est
solution de dF0 = 0, comme ω′ est à valeurs dans A≥1, et donc F0 est une constante.
Supposons les composantes jusqu’au rang k−1 construites. Calculons la différentielle,
qui ne dépend pas de Fk (comme ω′0 = 0), de la forme
∑
l+m=k
ω′l ∧ Fm :
d(
∑
l+m=k
ω′l ∧ Fm) =
∑
0≤m≤k
((dω′m) ∧ Fk−m − ω′m ∧ dFk−m)
=
∑
0≤m≤k
(dω′m) ∧ Fk−m −
∑
0≤m≤k
ω′m ∧
∑
0≤l≤k−m
ω′l ∧ Fk−m−l
=
∑
0≤s≤k
(dω′s −
∑
l+m=s
ω′m ∧ ω′l) ∧ Fk−s = 0.
Cette dernière forme est donc fermée et donc exacte d’après le théorème de De
Rham, car V est simplement connexe (on utilise que les composantes homogènes
sont de dimension finie). D’où, l’existence et l’unicité d’une solution Fk de (2.1). On
vérifie que Fk satisfait les conditions de Cauchy-Riemann. Cela montre l’existence
et l’unicité de solutions dans Ω0(V )⊗̂A. Le début de la récurrence montre que la
composante de degré 0 de F est une constante égale à la composante du même degré
de la condition initiale f et donc F est inversible si et seulement si la condition
initiale l’est, ce qui montre le théorème.
Pour B une algèbre de Hopf complète (au sens de la définition 3.1.4, chapitre
3) de coproduit ∆, on note P(B) = {a ∈ B|∆(a) = 1⊗̂a + a⊗̂1} l’ensemble des
primitifs de B et G(B) = {a ∈ B|∆(a) = a⊗̂a, a ∈ B×} l’ensemble des éléments
diagonaux de B.
Théorème 2.2.4. Soit ω′ une connexion formelle plate sur V , à valeurs dans A,
où V est simplement connexe. Supposons de plus que A est une algèbre de Hopf
complète, que ω′ est à valeurs dans P(A) et que la condition initiale de l’équation
(d⊗̂idA)F = ω′ ∧ F est dans G(A). Alors la solution F du théorème 2.2.3 est à
valeurs dans G(A).
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Démonstration. On rappelle que ∧ est le produit de l’algèbre Ω•(V )⊗̂A, on notera ·
le produit de l’algèbre Ω•(V )⊗̂A⊗̂A. En utilisant la multiplicativité de ∆ on obtient :
[(d⊗̂idA⊗̂A) ◦ (idΩ•(V )⊗̂∆)](F ) = [(idΩ•(V )⊗̂∆) ◦ (d⊗̂idA⊗̂A)](F )
= [idΩ•(V )⊗̂∆](ω′ ∧ F )
= [idΩ•(V )⊗̂∆](ω′) · [idΩ•(V )⊗̂∆](F ).
Pour S ∈ Ω•(V )⊗̂A on note S12 l’image de S par l’application qui associe à a⊗̂b ∈
Ω•(V )⊗̂A l’élément a⊗̂b⊗̂1 ∈ Ω•(V )⊗̂A⊗̂A. De même, on définit S13 comme l’image
de S par a⊗̂b 7→ a⊗̂1⊗̂b.
Calculons la ”différentielle” de F 12 · F 13 :
(d⊗̂idA⊗̂A)(F
12 · F 13) = [(d⊗̂idA⊗̂A)(F
12)] · F 13 + F 13 · [(d⊗̂idA⊗̂A)(F
12)]
= (ω′ ∧ F )12 · F 13 + F 12 · (ω′ ∧ F )13
= (ω′)12 · F 12 · F 13 + (ω′)13 · F 12 · F 13,
= idΩ•(V )⊗̂∆(ω′) · (F 12 · F 13),
car [Ω0(V ),Ω•(V )] = 0 et ω′ ∈ Ω•(V )⊗P(A). Ces calculs montrent que (idΩ•(V )⊗̂∆)](F )
et F 12·F 13 vérifient une même équation différentielle. Or, on suppose que la condition
initiale de l’équation (d⊗̂idA)F = ω′ ∧F est de type groupe. Donc, (idΩ•(V )⊗̂∆)(F )
et F 12 · F 13 coïncident au point où on fixe la condition initiale. Le théorème 2.2.3
nous dit que (idΩ•(V )⊗̂∆)(F ) = F 12 · F 13. Donc, la solution F est à valeurs dans
G(A) (F est aussi inversible).
Dans la suite de cette section, on se donne une connexion ω comme dans la
définition 2.2.1. On note r : X̃ −→ X un revêtement universel de X. On suppose
que ω est plate. Par conséquent, la connexion r∗(ω) sur X̃ à valeurs dans A une
connexion plate sur un espace simplement connexe. On est dans le cadre du théorème
2.2.3. Étant donné un point x0 de X̃, l’équation dF = r∗(ω) ∧ F , F (x0) = 1 admet
donc une unique solution qu’on notera F (·, x0).
Proposition 2.2.5. Soit γ, γ1, γ2 ∈ π1(X, r(x0)). On fait agir π1(X, r(x0)) à gauche
sur X̃, via le morphisme de monodromie du revêtement. On a les égalités suivantes :
1. F (γ · x, γ · y) = F (x, y).
2. F (x, y)F (y, z) = F (x, z).
3. F ((γ1γ2) · x0, x0) = F (γ2 · x0, x0)F (γ1 · x0, x0).
Démonstration. Montrons d’abord la première égalité : tirons en arrière par γ (vu
comme automorphisme du revêtement r : X̃ −→ X) l’équation satisfaite par F (x, y ·
γ). On obtient que dF (γ · x, γ · y) = γ∗(r∗(ω))F (γ · x, γ · y). Comme γ est un
automorphisme de revêtement, r ◦ γ = r et donc les deux membres de (1) satisfont
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la même équation différentielle. D’autre part, les deux membres sont égaux pour
x = y. L’égalité (1) est donc une conséquence de l’unicité de solutions. La deuxième
égalité est vraie pour x = y. La différentielle, par rapport à x, du membre de gauche
de (2) est : d(F (x, y)F (y, z))) = (r∗(ω)F (x, y))F (y, z). Par conséquent, les deux
membres de (2) vérifient la même équation différentielle. Comme pour (1), l’unicité
de la solution donne (2). Le troisième point est obtenu en utilisant les deux premiers :
F ((γ1γ2) · x0, x0) = F ((γ1γ2) · x0, γ1 · x0)F (γ1 · x0, x0) = F (γ2 · x0, x0)F (γ1 · x0, x0),
ce qui montre (3) et achève donc la démonstration de la proposition.
Ceci permet de définir pour un point x0 ∈ X̃, une de monodromie de ω :
Proposition-Définition 2.2.6. On suppose que ω est plate. Soit x0 un point de X̃.
1. L’application :
ρx0 : π1(X, r(x0)) → 1 +A≥1
γ → F (γ · x0, x0)
est un anti-morphisme de groupes.
2. Si A est une algèbre de Hopf complète et ω est à valeurs dans P(A), alors ρx0
est à valeurs dans G(A).
3. L’anti-morphisme ρx0 est appelé représentation de monodromie associée à x0
de la connexion ω.
Démonstration. Le fait que ρx0 est un anti-morphisme est une conséquence de (3) de
la proposition 2.2.5. Le deuxième point est une conséquence de la proposition 2.2.4
et du fait que F (x0, x0) = 1 par hypothèse. (3) est une définition.
2.3 Les algèbres de Lie pn(Z) et pn(G)
Le but de cette partie est d’associer à un groupe fini de PSL2(C) et un entier n
des algèbres de Lie graduées qui sont des variantes des algèbres de Kohno-Drinfeld
(Définition 2.1.2).
Les variantes cyclotomiques de la connexion KZ sont sous forme universelle (connexion
formelle) dans [14]. Elle sont à valeurs dans les algèbres de Lie :
Définition 2.3.1 ([14]). Pour n et N des entiers. L’algèbre de Lie tn,N (k) est la
k-algèbre de Lie graduée engendrée par les éléments de degré un : les ti0 (i ∈ [1, n])
et les tij(ζ) (i, j ∈ [1, n], i 6= j, ζ ∈ µN ) ; soumis aux relations :
tij(ζ) = tji(ζ−1) , [tij(ζ), tj0 + t
i
0 +
∑
ζ′∈µN t
ij(ζ ′)] = 0
[tj0, t
i
0 +
∑
ζ′∈µN t
ij(ζ ′)] = 0 , pour i, j ∈ [1, n], i 6= j et ζ ∈ µN
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et les relations :
[tij(ζ), tkl(ζ ′)] = 0 , si i, j, k, l sont distincts dans [1, n],
[tij(ζ), tki(ζ ′) + tkj(ζζ ′)] = 0 , si i, j, k sont distincts dans [1, n],
avec ζ, ζ ′ ∈ µN .
Dans la suite G est un groupe fini de PSL2(C) qui agit naturellement par homo-
graphies sur P1. On rappelle que P1∗ est l’ensemble des points de P1 à stabilisateur
trivial.
Définition 2.3.2. Soit Z un sous-ensemble fini de P1 stable sous l’action de G.
Pour k un corps, on note hn(Z)k la k-algèbre de Lie libre sur l’ensemble des :
Xk(p) et Xij(g),
pour p ∈ Z, g ∈ G et k, i, j ∈ [1, n], où i 6= j. On utilisera la notation hn(G) au lieu
de hn(Z) lorsque Z = (P1∗)c.
On suppose que le degré de chaque générateur est égal à un. Ainsi, l’algèbre
hn(Z)k est munie d’une structure d’algèbre de Lie graduée. De plus, le groupeGnoSn
agit naturellement sur hn(Z)k de la manière suivante :
(g1, · · · , gn) ·Xij(h) = Xij(gihg−1j ), (g1, · · · , gn) ·Xi(p) = Xi(gi · p),
σ ·Xij(h) = Xσ(i)σ(j)(h), σ ·Xi(p) = Xσ(i)(p),
pour (g1, · · · , gn) ∈ Gn et σ ∈ Sn.
Ceci permet de donner une définition de l’algèbre de Lie pn(Z)k :
Définition 2.3.3. Soit Z un sous-ensemble fini de P1 stable sous l’action de G :
1. L’algèbre de Lie pn(Z)k est le quotient de hn(Z)k par l’idéal de Lie I engendré
par le Gn oSn-module sur les éléments :∑
q′∈Z
X1(q
′) +
∑
2≤m≤n
∑
g∈G
X1m(g),
[X12, X13 +X23], [X12, X34], X12 −X21,
[X1(p), X23], [X1(q), X2(q
′)],
[X12, X1(p) +X2(p) +
∑
g∈Gp
X12(g)], [X1(p), X2(p) +
∑
g∈Gp
X12(g)],
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et les éléments
∑
g∈Gp′
[X12, X12(g)],
pour p, q et q′ dans Z avec q′ /∈ G · q, p′ ∈ (P1∗)c \ (Z ∩ (P1∗)c) et où l’on pose
Xij := Xij(1).
2. L’algèbre de Lie pn(G)k est l’algèbre pn(Z)k, pour Z = (P1∗)c.
De façon équivalente, on peut définir pn(Z)k grâce à une présentation.
Définition 2.3.4. 1. L’algèbre de Lie pn(Z)k est l’algèbre de Lie engendrée par
les :
Xk(p) et Xij(g),
pour p ∈ Z, g ∈ G et k, i, j ∈ [1, n], où i 6= j ; soumis aux relations :
(a) Pour i, k distincts dans [1, n] :
Xik(h) = Xki(h
−1) ,
∑
q∈Z
Xi(q) +
∑
1≤i 6=j≤n
∑
g∈G
Xij(g) = 0 ;
(b) Pour i, j, k, l distincts dans [1, n] :
[Xij(h), Xkl(h
′)] = 0 ;
(c) Pour i, j, k ∈ [1, n] distincts :
[Xij(h), Xik(hh
′) +Xjk(h
′)] = 0 et [Xi(p), Xjk(h)] = 0 ;
(d) Pour i, j distincts dans [1, n], p et q dans Z :
[Xi(p), Xj(q)] = 0, si q /∈ H · p ;
(e) Pour i, j distincts dans [1, n] et p ∈ Z :
[Xi(h · p) +
∑
g∈Gp
Xij(hg), Xj(p)] = 0,
[Xi(h · p) +Xj(p) +
∑
g∈Gp
Xij(hg), Xij(h)] = 0 ;
(f) Pour p′ ∈ (P1∗)c \ ((P1∗)c ∩ Z) :
[Xij(h),
∑
g∈Gp′
Xij(hg)],
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où h et h′ sont deux éléments quelconques de G.
2. L’algèbre de Lie pn(G)k est l’algèbre de Lie pn(Z)k, pour Z = (P1∗)c. La
relation (f) est vide.
Proposition 2.3.5. 1. L’action de Gn oSn sur hn(Z)k induit une action par
automorphisme de Lie sur pn(Z)k. Cette action est donnée par :
(g1, · · · , gn) ·Xij(h) = Xij(gihg−1j ), (g1, · · · , gn) ·Xk(p) = Xk(gi · p),
σ ·Xij(h) = Xσ(i)σ(j)(h), σ ·Xk(p) = Xσ(k)(p),
pour (g1, · · · , gn) ∈ Gn, σ ∈ Sn, {i, j, k} ⊂ [1, n] avec i 6= j, h ∈ G et p ∈ Z.
2. L’algèbre pn(Z)k est une algèbre de Lie graduée pour le degré induit par hn(Z)k
et l’action de Gn oSn respecte cette graduation.
On note p̂n(Z)k la complétion de pn(Z)k pour le degré et Ûpn(Z)k la complétion
de Upn(Z)k pour le degré. L’algèbre Ûpn(Z)C est une algèbre unitaire complète
graduée. On va définir dans la section 2.4 une connexion formelle sur CGn (P1 \ Z) à
valeurs dans Ûpn(Z)k.
Remarque 2.3.6. Remarquons que pour G = 1 et Z = {∞}, pn(Z) est isomorphe
à l’algèbre de Kohno-Drinfeld.
Pour G = µN , l’algèbre pn(G) est isomorphe tn,N , la variante cyclotomique de tn (
définition 2.3.1).
En fait, l’algèbre de Lie pn(Z) est une algèbre de Lie étroitement liée à π1CGn (P1\Z).
Plus précisément, l’algèbre de Lie p̂n(Z) est isomorphe à l’algèbre de Lie de Malcev
de π1CGn (P1 \ Z).
2.4 Connexion sur l’espace CGn (P1 \ Z)
Pour G ⊂ PSL2(C) un groupe fini et Z ⊂ P1 un ensemble fini stable sous l’action
de G, on construit une connexion sur CGn (P1 \ Z), à valeurs dans Ûpn(Z)C et on
montre que cette connexion est plate (sous-section 2.4.1). Dans la deuxième sous-
section 2.4.2, on montre qu’à équivalence près ces connexions ne dépendent que de
la classe d’isomorphisme du couple G,Z. Enfin, on détermine les termes de degré un
des représentations de monodromie de certaines de ces connexions.
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2.4.1 Définition et platitude de la connexion
On fixe un groupe fini G ⊂ PSL2(C) et Z ⊂ P1 un ensemble fini stable sous
l’action de G. On va définir des connexions sur CGn (P1 \ Z) et on va montrer qu’elle
sont plates.
Notons [a : b] la cordonnée homogène sur P1. Dans la suite, on identifie P1 à C∪{∞},
la coordonnée sur C est z = a
/
b.
Soit p ∈ P1, g ∈ G et x, y deux coordonnées holomorphes distincts sur C. On définit
les formes méromorphes suivantes :
ωp(x) =
dx
x− p
, sur P1 et ωg(x, y) =
dy
x− g · y
, sur (P1)2,
où on convient que ω∞(x) = 0. Pour alléger les notations, on utilisera ω(x, y) au lieu
de ω1(x, y).
Lemme 2.4.1. On considère trois coordonnées x, z, y distinctes sur C et p ∈ P1. Les
formes :
ω(x, y)− ω(x, z) et ωp(x)− ω(x, z),
définissent respectivement des formes holomorphes sur C3(P1) et C2(P1 \ {p}).
On a vu que Ûpn(Z)C est une algèbre graduée complète au sens de la section 2.2.
D’autre part, l’espace CGn (P1 \Z) est une variété complexe. On peut donc considérer
des connexion formelles sur CGn (P1 \Z) à valeurs dans Ûpn(Z)C. Dans la suite, pour
ω′ une forme et t ∈ Ûpn(Z)C, ω′⊗̂t sera noté ω′t ou tω′.
Proposition-Définition 2.4.2. Soit ωn la 1-forme à valeurs dans Ûpn(Z)C définie
par :
ωn =
∑
p∈Z
∑
1≤i≤n
ωp(zi)Xi(p) +
∑
g∈G
∑
1≤i 6=j≤n
ωg(zi, zj)Xij(g).
1. Pour n ≥ 2 et σ ∈ Sn un dérangement (permutation sans aucun point fixe).
On a égalité entre ωn est la forme ωn(σ) donnée par :∑
p∈Z
∑
1≤i≤n
dzi log
zi − p
zi − zσ(i)
Xi(p) +
∑
g∈G
∑
1≤i 6=j≤n
dzi log
zi − g · zj
zi − zσ(i)
Xij(g),
avec la convention dzi log
zi−∞
zi−zσ(i)
= −dzi log(zi − zσ(i)).
2. La forme ωn est holomorphe sur CGn (P1 \Z). Elle définie une connexion for-
melle sur CGn (P1 \ Z), à valeurs dans Ûpn(Z)C.
3. On appelle ωn la connexion KZn associée au couple G,Z. Si Z = (P1∗)c, on
appel ωn la connexion KZn associée à G.
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Démonstration. Pour n ≥ 2, l’égalité entre ωn et la forme ωn(σ) est une conséquence
de la relation (1) de la définition 2.3.4. Montrons que ωn est holomorphe. Pour
n ≥ 2, on peut déduire du lemme 2.4.1 que les formes de la définition de ωn(σ) sont
holomorphes sur CGn (P1 \ Z). En effet, on a les égalités suivantes :
dzi log
zi − p
zi − zσ(i)
= ωp(zi)− ω(zi, zσ(i)),
dzi log
zi − g · zj
zi − zσ(i)
= ω(zi, g · zj)− ω(zi, zσ(i)).
Comme ωn est égale à ωn(σ) (n ≥ 2), la forme ωn est holomorphe sur CGn (P1 \ Z).
Si Z ∈ {∅, {∞}}, alors ω1 est triviale. Dans le cas contraire, on trouve en utilisant
la relation (1) de la définition 2.3.4 l’égalité :
ω1 =
∑
p∈Z
d log
z − p
z − q
X1(p),
pour q ∈ Z, q 6= ∞ et avec la convention d log z−∞z−q = −d log(z − q). On voit grâce
à cette écriture que ω1 est holomorphe sur C1(P1 \ Z) = P1 \ Z. Ceci montre que
ωn est holomorphe, pour n ≥ 1. Ainsi, le fait que ωn est une connexion formelle sur
CGn (P1 \ Z) à valeurs dans Ûpn(Z)C est immédiat (Cf. définition 2.2.1 de la section
2.2). Ce qui montre (2). Le point (3) est une définition.
Remarque 2.4.3. Pour G = µN et Z = (P1∗)c, la connexion ωn qu’on vient de
définir est une connexion sur Cµnn (C×), à valeurs dans Ûpn(µN )C ' Ûtn,N (C) (voir
remarque 2.3.6) ; Ce n’est autre que la variante cyclotomique (universelle) de la
connexion KZ.
Pour montrer la platitude de ωn, on utilise le lemme suivant :
Lemme 2.4.4. On a les égalités suivantes entre formes différentielles :
1. Pour g ∈ G :
dx log(g · x− y) = ωg
−1
(x, y)− ωg−1·∞(x).
2. Pour g ∈ G, le produit ω(x, z) ∧ ωg(y, x) est égal à :
ω(x, z) ∧ ωg(y, z) + ωg(y, z) ∧ ωg−1(x, y) + ωg−1(x, y) ∧ ωg·∞(y).
3. Pour p ∈ P1 et g ∈ Gp \ {1} :
dx
x− g · x
+
dx
x− g−1 · x
= ωp(x) + ωat(p)(x),
où at est l’involution de la proposition 1.3.4.
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Démonstration. Notons d’abord que si S =
(
a11 a12
a21 a22
)
∈ GL2(C), alors :
S · α− S · β = (α− β)det(S)
PS(α)PS(β)
,
où S ·z = a11z+a12a21z+a22 et PS(z) = a21z+a22. En utilisant cette égalité pour S = g, α = x
et β = g−1 · y, puis en appliquant dx log, on trouve (1).
Montrons la deuxième égalité. Une décomposition en éléments simples de ω(x, z) ∧
ωg(y, x) selon la variable x, donne :
ω(x, z) ∧ ωg(y, x) = ω(x, z) ∧ ωg(y, z) + dy log(g−1 · y − z) ∧ ωg
−1
(x, y).
Ensuite, on applique (1) à dy log(g−1 · y − z), pour obtenir la deuxième égalité.
Montrons (3). L’homographie h(z) est de la forme az+bcz+d et on a vue (proposition
1.3.4) que Fix(h) = {p, at(p)}. On distinguera deux cas :
Si ∞ /∈ Fix(h), on a c 6= 0 et p, at(p) sont deux solutions distinctes de cz2 + (d−
a)z− b = 0. On en déduit que p+ at(p) = a−dc et que p · at(p) =
−b
c . Par conséquent,
on a :
1
z − p
+
1
z − at(p)
=
2z − (p+ at(p))
(z − p)(z − at(p))
=
2cz + d− a
cz2 + (d− a)z − b
.
En développant 1z−h·z +
1
z−h−1·z avec h(z) =
az+b
cz+d , on trouve (3) pour ∞ /∈ Fix(h).
Si ∞ ∈ Fix(h), h est de la forme h(z) = ez + f (avec e 6= 1 car h est d’ordre
fini). Un calcul immédiat donne l’égalité souhaitée. Ce qui montre le lemme.
Proposition 2.4.5. La 1-forme ωn de la proposition-définition 2.4.2 vérifie :
(d⊗̂idÛpn(Z)C)ωn = ωn ∧ ωn = 0.
Elle définie une connexion plate sur CGn (P1 \ Z), à valeurs dans Ûpn(Z)C.
Démonstration. Pour simplifier la preuve, on utilisera la convention 1z−∞ = 0, ce qui
est cohérent avec la convention ω∞ = 0.
Comme Xij(h) = Xji(h−1) (voir définition 2.3.4), on peut réécrire ωn sous la forme
suivante :
ωn =
∑
i∈[1,n]
∑
p∈Z
Xi(p)dzi
zi − p
+
∑
1≤i<j≤n
∑
g∈G
Xij(g)[ω
g(zi, zj) + ω
g−1(zj , zi)].
En posant g(z) = agz+bgcgz+dg et en simplifiant l’expression ci-dessus, on trouve :
ωn =
∑
i∈[1,n]
∑
p∈Z
Xi(p)d log(zi − p) +
∑
1≤i<j≤n
∑
g∈G
Xij(g)d log(f
ij
g ).
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où f ijg = zi(cgzj + dg)− (agzj + bg). Comme d ◦ d = 0 on en déduit que dω = 0, .
Passons à l’étude du terme ωn ∧ ωn. On note ωln la partie de ωn contenant dzl.
Alors ωn est donnée par :
ωn =
n∑
l=1
ωln. (2.2)
En utilisant les relations [Xij(h), Xkl(h′)] = [Xi(p), Xkl(h)] = [Xi(p), Xk(q)] = 0,
pour p /∈ G · q (voir définition 2.3.4), on trouve pour i 6= k :
ωin ∧ ωkn + ωkn ∧ ωin = (A+B + C +D +
∑
j|j /∈{i,k}
(E1j + E
2
j + E
3
j ))dzi ∧ dzk, (2.3)
où
A =
∑
p∈Z
∑
q∈G·p
[Xi(p), Xk(q)]
(zi − p)(zk − q)
, B =
∑
p∈Z,g∈G
[Xi(p), Xki(g)]
(zi − p)(zk − g · zi)
C =
∑
p∈Z,g∈G
[Xik(g), Xk(p)]
(zi − g · zk)(zk − p)
, D =
∑
gh6=1
[Xik(g), Xki(h)]
(zi − g · zk)(zk − h · zi)
E1j =
∑
g,h∈G
[Xik(g), Xkj(h)]
(zi − g · zk)(zk − h · zj)
, E2j =
∑
g,h∈G
[Xij(g), Xki(h)]
(zi − g · zj)(zk − h · zi)
,
E3j =
∑
g,h∈G
[Xij(g), Xkj(h)]
(zi − g · zj)(zk − h · zj)
.
On va décomposer le termes B,D et E2j . En appliquant (2) du lemme 2.4.4, on
obtient l’égalité E2j = E
21
j + E
22
j + E
23
j , où
E21j =
∑
g,h
[Xij(g), Xki(h)]
(zi − g · zj)(zk − hg · zj)
, E22j =
∑
g,h
−[Xij(g), Xki(h)]
(zi − h−1 · zk)(zk − hg · zj)
et E23j =
∑
g,h
[Xij(g), Xki(h)]
(zi − h−1 · zk)(zk − h · ∞)
En réindexant les termes de E3j , on trouve :
E3j + E
21
j =
∑
g,h∈G
[Xij(g), Xki(h) +Xkj(hg)]
(zi − g · zj)(zk − hg · zj)
.
46
De même, en réindexant les termes de E22j et en utilisant la relation du typeXlm(h
′) =
Xml(h
′−1), on trouve :
E22j + E
1
j =
∑
g,h∈G
[Xik(g), Xjk(h
−1) +Xji(h
−1g−1)]
(zi − g · zk)(zk − h · zj)
.
Les relations (c) de la définition 2.3.4 impliquent que E3j + E
21
j = E
22
j + E
1
j = 0.
Ainsi, on peut réduire l’équation (2.3) à :
ωin ∧ ωkn + ωkn ∧ ωin = (A+B + C +D +
∑
j|j /∈{i,k}
E23j )dzi ∧ dzk, pour i 6= k. (2.4)
Décomposons B. En appliquant (2) du lemme 2.4.4 à B, pour z = zi, y = zk et
z = p, on trouve que B est égal à la somme B1 +B2 +B3, avec
B1 =
∑
(p,g)∈Y
[Xi(p), Xki(g)]
(zi − p)(zk − g · p)
, B2 =
∑
(p,g)∈Y
−[Xi(p), Xki(g)]
(zi − g−1 · zk)(zk − g · p)
et B3 =
∑
(p,g)∈Y
[Xi(p), Xki(g)]
(zi − g−1zk)(zk − g · ∞)
,
où Y = Z ×G. Pour chaque q ∈ G · p, on choisit un gq ∈ G tel que gq · p = q et on
note G(p) l’ensemble des gq. Ainsi :
A+B1 =
∑
p∈Z
∑
g∈G(p)
[Xi(p), Xk(g · p) +
∑
h∈Gp Xki(gh)]
(zi − p)(zk − g · p)
.
Ce terme est nul à cause de la relation (e) de la définition 2.3.4. Ce qui réduit (2.4)
à :
ωin ∧ ωkn + ωkn ∧ ωin = (B2 +B3 + C +D +
∑
j|j /∈{i,k}
E23j )dzi ∧ dzk, pour i 6= k. (2.5)
Il nous reste à décomposer D. La relation 2 du lemme 2.4.4, pour x = zi, z =
g · zk, y = zk et g = h donne :
D =
∑
gh6=1
(D1(g, h)−D2(g, h) +D3(g, h)), où
D1(g, h) =
[Xik(g), Xki(h)]
(zi − g · zk)(zk − hg · zk)
, D2(g, h) =
[Xik(g), Xki(h)]
(zi − h−1 · zk)(zk − hg · zk)
et D3(g, h) =
[Xik(g), Xki(h)]
(zi − h−1 · zk)(zk − h · ∞)
.
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On pose
D1 =
∑
gh6=1
(D1(g, h)−D2(g, h)) et D2 = D −D1. (2.6)
On peut transformer D1, puis utiliser la relation du type Xlm(h′) = Xml(h′−1) dans
pn(Z)C pour trouver :
D1 =
∑
g∈G
∑
h∈G\{1}
(D1(g, (gh)
−1)−D2(gh, g−1))
=
∑
g∈G
1
zi − g · zk
∑
h∈G\{1}
ωk,h[Xik(g), Xik(gh)],
où ωk,h = 1zk−h·zk +
1
zk−h−1·zk
.
De plus, en utilisant la proposition 1.3.4 et (3) du lemme 2.4.4, D1 se simplifie :
D1 =
∑
g∈G
1
zi − g · zk
∑
q∈X
(
1
zk − q
+
1
zk − at(q)
)
∑
h∈Gq\{1}
[Xik(g), Xik(gh)]
=
∑
g∈G,p∈(P1∗)c
∑
h∈Gp
[Xik(g), Xik(gh)]
(zi − g · zk)(zk − p)
.
Enfin, en appliquant la relation (f) de la définition 2.3.4, la définition de (P1∗)c et et
que le crochet est antisymétrique, on trouve :
D1 =
∑
(p,g)∈Y
∑
h∈Gp
[Xik(g), Xik(gh)]
(zi − g · zk)(zk − p)
.
On va montrer que la somme B2 +C +D1 est nulle. En réindexant les termes de B2
et en utilisant la relation Xlm(h′) = Xml(h′−1), on trouve :
B2 + C +D1 =
∑
(p,g)∈Y
[Xik(g), Xk(p) +Xi(g · p) +
∑
h∈Gp Xik(gh)]
(zi − g · zk)(zk − p)
.
Le numérateur de la fraction est nul en vertu de la relation (e) de la définition 2.3.4
de pn(Z)C. Ce qui montre que B2 + C +D1 = 0.
On a décomposé D en D = D1 +D2 (équation (2.6)) et on a montrer que la somme
B2 + C +D1 est nulle. On peut donc simplifier l’équation (2.5) en :
ωin ∧ ωkn + ωkn ∧ ωin = (B3 +D2 +
∑
j|j /∈{i,k}
E23j )dzi ∧ dzk. (2.7)
Remarquons que la relation (a) de la définition 2.3.4 :∑
q∈Z
Xi(q) +
∑
1≤i 6=j≤n
∑
g∈G
Xij(g) = 0,
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implique que la somme B3 +D2 +
∑
j|j /∈{i,k}
E23j est nulle. Donc, pour tout i 6= k :
ωin ∧ ωkn + ωkn ∧ ωin = 0.
Les éléments ωin∧ωin étant nuls par définition de ∧ et compte tenu de l’équation (2.2),
on obtient que ωn ∧ ωn = 0. Ce qui achève la démonstration de la proposition.
2.4.2 Equivalence entre connexions et monodromie
On commence par donner un résultat d’équivalence entre les connexions de la
sous-section 2.4.1. Ensuite, on s’intéresse à la représentation de monodromie de ces
connexions.
Soit G et G′ deux sous-groupes finis isomorphes de PSL2(C). On a vu dans la section
1.3, que G et G′ sont conjugués dans PSL2(C) (proposition 1.3.2). Soit h un élément
de PSl2(C) qui conjugue G à G′. On note ϕh l’isomorphisme correspondant :
ϕh : G −→ G′
g 7−→ hgh−1 .
Soit Z et Z ′ deux ensembles stables respectivement par G et G′ tels que h(Z) = Z ′.
Pour k un corps, la donnée :
pn(ϕh)k Xij(g) = Xij(hgh
−1), pn(ϕh)k Xk(p) = Xk(h · p),
Pour i, j, k ∈ [1, n], g ∈ G et p ∈ Z avec i 6= j, définie un isomorphisme :
pn(ϕh)k : pn(Z)K
'−→ pn(Z ′)k.
Soit ωn la connexion KZn associée au couple G,Z et ω′n la connexion KZn associée
au couple G′, Z ′.
Proposition 2.4.6. Soit G,G′, Z, Z ′, h, ωn et ω′n comme dans le paragraphe précé-
dent.
1. La connexion ωn associée au couple G,Z est équivalente à la connexion ω′n
associée au couple G′, Z ′ :
[(h−1, · · · , h−1)∗⊗̂pn(ϕh)C] ωn = ω′n,
où (h−1, · · · , h−1)∗ désigne le tiré en arrière par (h−1, · · · , h−1).
2. Il existe à équivalence près une connexion KZn tordue par classe d’isomor-
phisme de couples G,Z.
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3. La 1-forme ωn est Gn o Sn-équivariante. Ici l’action de x ∈ Gn o Sn sur
ω⊗̂y ∈ Ω•(CGn (P1 \ Z))⊗̂p̂n(Z)C est donnée par :
x · ω⊗̂y ∈= (x−1)∗(ω)⊗̂ x · y,
où x · y est l’action de x sur y de la proposition 2.3.5.
Démonstration. La première relation du lemme 2.4.4, implique les égalités suivantes :
(h−1, h−1)∗ωg(zi, zj) = ω
hgh−1(zi, zj)− ωh·∞(zi),
(h−1)∗ωp(zi) = ω
h·p(zi)− ωh·∞(zi).
Ainsi, on en déduit que :
[(h−1, · · · , h−1)∗⊗̂pn(ϕh)C] ωn = ω′n −
∑
i∈[1,n]
ωh·∞(zi)X(i)
où X(i) =
∑
p∈Z Xi(p) +
∑
g∈G
∑
j|j 6=iXij(g). Or, X(i) est nul dans pn(Z)C (voir
définition 2.3.4). L’assertion (2) est une conséquence de (1). Montrons (3). La Sn-
équivariance de ωn est immédiate. On vérifie, en utilisant la première relation du
lemme 2.4.4 que :
h · ωn = ω′n −
∑
i∈[1,n]
ωhi·∞(zi)X(i),
pour X(i) comme précédemment et h = (h1, ·, hn) ∈ Gn. Comme les X(i) sont nuls,
h · ωn = ω′n. Ce qui montre la proposition.
Passons à l’étude de la représentation de monodromie de ωn la connexion KZn
tordue associée à G,Z = (P1∗)c. On rappelle que dans la section 1.4.2, on a définit
des lacets de CGn (P1∗) basés en Q : les x
g
ij et les x
p
k (définitions 1.4.4 et 1.4.5).
Soit r : C̃ −→ CGn (P1∗) un revêtement universel de CGn (P1∗) et Q̃ un point de la
fibre au-dessus de Q. On a vu dans la sous-section précédente que ωn est plate.
Donc, on peut lui associer (voir section 2.2) une représentation de monodromie :
ρQ̃ : π1(C
G
n (P1∗), Q) −→ G(Ûpn(G)C) (2.8)
où G(Ûpn(G)C) est le groupe des éléments diagonaux de Ûpn(G)C.
Proposition 2.4.7. Pour 1 ≤ i 6= j ≤ n, g ∈ G, k ∈ [1, n] et p ∈ (P1∗)c, on a les
égalités suivantes :
ρQ̃(x
g
ij) = 1− 2iπXij(g) +Rij(g), ρQ̃(x
p
k) = 1− 2iπXk(q) +Rk(p),
où Rij(g) et Rk(p) ne comportent que des termes de degré supérieur où égale à deux.
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Démonstration. On ne montrera l’égalité que pour xgij , l’autre cas étant similaire.
Pour calculer la monodromie, il faut s’intéresser à la solution F de l’équation dF =
r∗(ωn)∧F , avec F (Q̃) = 1 (cf. section 2.2). Soit x̃gij le chemin de C̃ relevant le lacet
xgij de point de départ Q̃. Son point d’arrivée est x
g
ij · Q̃.
On a ρQ̃(x
g
ij) = F (x
g
ij · Q̃). Soit F = F0 + F1 + [deg ≥ 2] le développement de F en
composantes homogènes. On sait que F0 = 1 et on a dF1 = r∗(ωn). On en déduit :
ρQ̃(x
g
ij) = 1 + F1(x
g
ij · Q̃)− F1(Q̃) + [deg ≥ 2]
= 1 +
∫
x̃gij
r∗(ω) + [deg ≥ 2]
= 1 +
∫
xgij
ω + [deg ≥ 2]
= 1− 2iπXij(g) + [deg ≥ 2]
En adaptant ce qui précède et en définissant des lacets similaire dans CGn (P1\Z),
on trouve un résultat analogue pour les connexions KZn associés à G,Z, pour Z 6=
(P1∗)c.
2.5 Réalisation de la connexion
On a défini la version "universelle" de la connexion KZn associée à G. On va
construire une connexion KZn associée à G "classique" sur un fibré au-dessus de
CGn (P1∗) (pour G non cyclique) dont la fibre est constituée de modules liés à une
algèbre de Lie.
On fixe un G ⊂ PSL2(C) qui n’est pas cyclique. Soit g une C-algèbre de Lie munie
d’une action de G par automorphismes de Lie et t ∈ S2(g)g invariant sous l’ac-
tion diagonale de G. On peut trouver des exemples de ce genre de situations pour
g = som(C). On a vu dans la section 1.3 que l’action de G sur P1, possède trois
orbites de points à stabilisateur non trivial : G · a,G · s et G · f, où a est le milieu
d’une arête, s est un sommet et f est le milieu d’une face. Pour p dans {a, s, f}, on
pose gp = gGp , où gGp est l’algèbre de Lie des invariants de g sous l’action de Gp.
Remarquons que si on échange le point a par un autre milieu d’arête a′, alors ga′ est
isomorphe à ga. Il en est de même, si on échange s et f .
Proposition 2.5.1. Soit V un espace vectoriel de dimension fini sur k de caracté-
ristique nulle, muni d’une action linéaire du groupe fini H.
1. Si x ∈ V⊗V est invariant par l’action diagonale de G, alors x se décompose
en :
x = x1 + x2, avec x1 ∈ V H⊗V H et x2 ∈ V ′⊗V ′,
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où V ′ = Ker(mH) et mH = 1|H|
∑
h∈H h. De plus, on a :
x1 = (1⊗mH)(x) = (mH⊗1)(x).
2. Si V = h est une algèbre de Lie et que H agit par automorphisme de Lie. Soit
x comme dans (1), si x appartient à ∈ S2(h)h, alors :
x1 ∈ S2(hH)h
H
et x2 ∈ S2(h′),
où h′ = Ker(mH).
Démonstration. Remarquons d’abord que V = V H
⊕
V ′. En effet, m2H = mH et
donc :
V = Im(mH)⊕Ker(mH).
Or, V ′ = Ker(mH) et Im(mH) = V H . Ce qui montre la décomposition V = V H⊕V ′.
Soit x ∈ (V⊗V )H . On a x = x1 +x2 +x1,2 +x2,1, où les termes de cette somme sont
les composantes de x selon la décomposition :
V⊗V = (V H⊗V H)⊕ (V ′⊗V ′)⊕ (V H⊗V ′)⊕ (V ′⊗V H).
On a :
(1⊗mH)(x) = x1 + x2,1 et (mH⊗1)(x) = x1 + x1,2.
Comme x est invariant sous l’action diagonale de H, (1⊗mH)(x) et (mH⊗1)(x) sont
égaux et on a l’égalité :
x1 = (1⊗mH)(x) = (mH⊗1)(x).
Ce qui montre (1). Soit x comme dans (2). D’après (1), x se décompose en x1 + x2,
avec x1 ∈ V H⊗V H et x2 ∈ V ′⊗V ′. Comme x est symétrique et que V H⊗V H et
V ′⊗V ′ sont en somme direct, x1 et x2 sont symétriques. Vérifions que x1 est hH
invariant. On suppose par hypothèse que x est h-invariant, c’est à dire :
[x,∆(y)] = 0, pour y ∈ h.
Ainsi, en appliquant 1⊗mH à cette égalité, pour y ∈ hH , on obtient :
(1⊗mh)[x,∆(y)] = [x1,∆(y)] = 0.
Donc x1 est hH -invariant. Ce qui montre la proposition.
Corollaire 2.5.2. Le 2-tenseurs t ∈ S2(g)g qui est invariant par l’action diagonale
de G, se décompose :
- Comme la somme de tG ∈ S2(gG)g
G et de t̄G ∈ S2(Ker(mG)), avec
tG = (1⊗mG)(t) = (mG⊗1)(t).
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- Comme la somme de tp ∈ S2(gp)gp et de t̄p ∈ S2(Ker(mGp)), avec
tp = (1⊗mGp)(t) = (mGp⊗1)(t),
Pour p ∈ {a, s, f}.
Démonstration. On obtient le corollaire en appliquant la proposition 2.5.1 pour h = g
et les groupes H ∈ {G,Ga, Gf , Gs}.
Pour construire la réalisation on utilise une extension p̃n(G) de pn(G).
Définition 2.5.3. L’algèbre de Lie p̃n(G)k est le quotient de hn(G)k de la définition
2.3.2 par l’idéal de Lie Ĩ engendré par le Gn oSn-module sur les éléments :
[X12, X13 +X23], [X12, X34], X12 −X21,
[X1(p), X23], [X1(p), X2(q)],
[X12, X1(p) +X2(p) +
∑
g∈Gp
X12(g)], [X1(p), X2(p) +
∑
g∈Gp
X12(g)],
pour p, q distincts dans {a, f, s} et où l’on pose Xij := Xij(1).
Remarquons que la différence entre p̃n(G) et pn(G) est au niveau des relations
en degré un ; les relations du type :∑
q∈(P1∗)c
Xi(q) +
∑
1≤i 6=j≤n
∑
g∈G
Xij(g) = 0.
ne sont pas imposées dans p̃n(G). L’algèbre p̃n(G) est aussi munie d’une action de
Gn o Sn, provenant de l’action de Gn o Sn sur hn(G) décrite dans la section 2.3.
On a donc naturellement les surjections Gn oSn-équivariantes :
hn(G)→ p̃n(G)→ pn(G)
Le produit tensoriel Ug⊗C[G] possède une structure d’algèbre de Hopf. Le produit
et le coproduit sont donnés par les formules suivantes :
(x⊗g) · (y⊗h) = x(g · y)⊗gh,
∆(x⊗g) =
∑
(x)
(x′⊗g)⊗(x′′⊗g),
où x ∈ Ug, g ∈ G et le coproduit de x ∈ Ug est :∑
(x)
x′⊗x′′.
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Pour plus de détails sur cette construction (le "bicrossed product") on renvoit à [24].
L’algèbre de Hopf ainsi définie sera notée UgoG. Elle est munie d’une action de G
par automorphismes d’algèbre de Hopf définie par :
h · (x⊗g) = (h · x)⊗hgh−1,
pour h, g ∈ G, et x ∈ Ug.
On note Cn l’algèbre :
Cn = Uga⊗Ugs⊗Ugf⊗(UgoG)n.
L’algèbre Cn est naturellement munie d’une action du groupe Gn oSn qui agit sur
le "facteur" (UgoG)n.
On se donne n g-modules V1, . . . , Vn et pour chaque p ∈ {a, s, f} un gp-module
Vp. On associe à ces modules le Cn-module :
V = Va⊗Vs⊗Vf⊗V1⊗ · · ·⊗Vn.
La structure de Cn-module sur V est Gn-équivariante, c’est à dire :
(g · y) · v = g · (y · (g−1 · v)),
pour g ∈ Gn, y ∈ Cn et v ∈ V . On montrera que l’espace des gG-invariants de V
possède une structure de pn(G)C-module, Gn-équivariante.
Soit µ : Ug⊗Ug→ Ug la multiplication de Ug. On pose :
c = µ(t) et cp = µ(tp) et µ(tG) = cG,
pour p ∈ {a, s, f}. Rappelons que la g-invariance de t implique que c appartient au
centre de Ug. Comme tp est gp-invariant, cp appartient au centre de Ugq. De même,
cG appartient au centre de UgG.
Pour i, j distincts dans [1, n] et x ∈ (Ug)⊗2, on note xij l’image de x par l’inclusion
(Ug)⊗2 → Cn donnée par :
x(1)⊗x(2) 7→ xa⊗xs⊗xf⊗x1⊗ · · ·⊗xn,
où xi = x(1), xj = x(2) et les autres xr sont égaux à 1.
Pour i ∈ [1, n], p ∈ {a, s, f} et x ∈ Ugp⊗Ug, on note xpi l’image de x par l’in-
clusion (Ug)⊗2 → Cn donnée par :
x(1)⊗x(2) 7→ xa⊗xs⊗xf⊗x1⊗ · · ·⊗xn,
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où xp = x(1), xi = x(2) et les autres xr sont égaux à 1.
Enfin, pour β ∈ [1, n] et x ∈ Ug ou β ∈ {a, s, f} et x ∈ Ugβ , on note xi l’élé-
ment de Cn :
xβ = xa⊗xs⊗xf⊗x1⊗ · · ·⊗xn,
où xβ = x et les autres xr sont égaux à 1.
Proposition 2.5.4. Pour p ∈ {a, f, s}, on note αp la constante 12
2−|(P1∗)c|
|Gp|·|(P1∗)c|
.
1. On a un morphisme de Lie ρn de p̃n(G)C dans Cn, Gn o Sn équivariant,
donné par :
- Pour i ∈ [1, n] et q ∈ (P1∗)c :
1
|Gq|
ρ̃n(Xi(q)) = (1⊗h)(tp)pi +
h(cp)
i
2
+ αpc
i,
où p ∈ {a, s, f} et h ∈ G sont tels que h(p) = q.
- Pour i, j ∈ [1, n] distincts et g ∈ G :
ρ̃n(Xij(g)) = (g⊗1)(t)ij .
2. L’espace V (gG) des gG-invariants de V est un sous Gn-module de V . Le mor-
phisme ρ̃n induit une structure Gn-équivariante de p̃n(G)C-module sur V (g
G).
Plus précisément, les endomorphismes de V provenant de p̃n(G)C sont gG-
invariants.
Démonstration. Remarquons d’abord que le terme (1⊗h)(tp) ne dépend que de q (à
{a, s, f} fixé). En effet, si h′(p) = q, on a h′ = hh′′ avec h′′ ∈ Gp. Par conséquent :
(1⊗h′)(tp) = (1⊗h)(1⊗h′′)(tp) = (1⊗h)(tp),
car tp ∈ S2(gp), où gp est par définition l’ensemble des invariants de g sous Gp. On
vérifie d’une façon similaire que h(cp) ne dépend que de q (à {a, s, f} fixé).
L’algèbre hn(G) de la définition 2.3.2 est l’algèbre de Lie libre sur les Xi(q) et les
Xij(g) et donc les formules :
1
|Gq|
ρLn(Xi(q)) = (1⊗h)(tp)pi +
h(cp)
i
2
+ αpc
i,
ρLn(Xij(g)) = (g⊗1)(t)ij .
pour, i, j, q, p, h et g comme dans la proposition définissent un morphisme de Lie ρLn :
hn(G)C → Cn. On vérifie que ce morphisme est GnoSn équivariant. On rappelle que
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p̃n(G) est un quotient de hn(G) et que l’application quotient π̃n : hn(G) → p̃n(G)C
est Gn o Sn équivariante. On va montrer que le morphisme ρLn se factorise par
l’application quotient π̃n et induit ρ̃n. Ce qui montrera l’existence et l’équivariance
de ρ̃n. Pour cela, il suffit de vérifier que les éléments :
[X12, X13 +X23], [X12, X34], X12 −X21, (D)
[X1(p), X23], [X1(p), X2(q)], (E)
[X12, X1(p) +X2(p) +
∑
g∈Gp
X12(g)], [X1(p), X2(p) +
∑
g∈Gp
X12(g)], (F )
cités dans la définition 2.5.3 sont envoyés par ρLn sur 0. On vérifie par des arguments
classiques que les éléments de (D) (la g invariance et la symétrie de t) sont envoyés
sur 0.
Il est immédiat que :
[ρLn(X1(p)), ρ
L
n(X23)] = [ρ
L
n(X1(p)), ρ
L
n(X2(q))] = 0,
et donc les éléments de (E) sont envoyés sur 0.
Remarquons que les éléments de (C) sont envoyés par ρLn dans la "sous-algèbre"
Ugp⊗(Ug)⊗2 de Cn. On effectue les calculs qui suivent dans cette sous-algèbre. on
a :
ρLn(
∑
g∈Gp
X12(g)) = |Gp|(mGp⊗1)(t)12 = |Gp|t12p , (E′)
En utilisant cette égalité on vérifie que l’image de X1(p) + X2(p) +
∑
g∈Gp X12(g)
par 1|Gp|ρ
L
n est égale à :
(id⊗∆)(tp) + 1⊗(tp +
cp
2
⊗1 + 1⊗cp
2
) + αp⊗(c⊗1 + 1⊗c).
Le terme tp + cp⊗1 + 1⊗cp est égal au coproduit ∆(cp). Posons z = c⊗1 + 1⊗c.
Ainsi, l’image du premier élément de (F ) par 1|Gp|ρ
L
n est :
[(id⊗∆)(tp + 1⊗cp) + αp⊗z, 1⊗t],
avec z un élément du centre de (Ug)⊗2. Comme z est central et que t est g-invariant,
on conclut que le premier élément de (F ) est envoyé sur 0.
Traitons le dernier élément de (F ) :
F2 = [X1(p), X2(p) +
∑
g∈Gp
X12(g)].
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On vérifie que :
1
|Gp|
ρLn(X2(p) +
∑
g∈Gp
X12(g)) = (∆⊗id)(tp) + 1⊗1⊗(
cp
2
+ αpc).
En utilisant (E′), puis que c (resp. cp) est central dans Ug (resp. Ugp), on obtient :
1
|Gp|
ρLn(F2) = [tp⊗1, (∆⊗id)(tp)].
Comme tp est gp équivariant on a ρLn(F2) = 0. Ce qui montre que tous les éléments
de (F ) sont envoyés sur 0 et prouve (1).
Montrons (2). Notons ϕ le morphisme de Cn dans End(V ) qui induit la structure de
Cn-module à V . Par définition :
V (g
G) = ∩
x∈gG
Ker(ϕ(dx)), où dx =
∑
β∈{a,f,s}∪[1,n]
xβ.
Par l’invariance des éléments de gG par l’action de G et la Gn-équivariance de la
structure de Cn-module sur V , on obtient :
g · (x · v) = x · (g · v),
pour g ∈ G, x ∈ gG et v ∈ V . Ce qui montre que V (gG) est un sous Gn-module de
V .
Montrons les autres assertions de (2). Pour se faire, on va montrer que :
[ρLn(Xk(p)), dx] = [ρ
L
n(Xij(g)), dx] = 0,
pour k, i, j ∈ [1, n], avec i 6= j, p ∈ (P1∗)c, g ∈ G et x ∈ gG. Ce qui montrera que
V (g
G) est un p̃n(G)C-module. Cela revient à vérifier les égalités :
[(1⊗h)(tp + 1⊗cp) + αp⊗c,∆(x)] = 0, (A)
et [(1⊗g)(t),∆(x)] = 0, (B)
pour x ∈ gG. Comme t est invariant par l’action diagonale de G et que t est g-
invariant, on a :
(g⊗1)([(1⊗g)(t),∆(x)]) = [t,∆(x)] = 0,
pour x ∈ gG. Ce qui montre (B). Montrons (A). Comme c est dans le centre de Ug,
on a :
(1⊗g−1)([(1⊗g)(tp + 1⊗cp) + αp⊗c,∆(x)]) = [tp + 1⊗cp,∆(x)],
pour x ∈ gG. Comme gG est inclue dans gp, [1⊗cp,∆(x)] = 0 et [tp,∆(x)] = 0. On
en déduit que [tp + 1⊗cp,∆(x)] = 0 et donc (A) est vraie. Ce qui prouve que les
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endomorphismes de V provenant de p̃n(G)C sont gG-invariants et que V (g
G) est un
p̃n(G)C-module. Enfin, l’équivariance de cette structure, par rapport à Gn, est due
à l’équivariance des morphismes :
p̃n(G)C
ρ̃n−→ Cn → End(V ),
par rapport à Gn et au fait que V (gG) est un C[Gn] sous-module de V . Ce qui montre
(2) et achève la démonstration de la proposition.
Lemme 2.5.5. Pour i ∈ [1, n], l’élément :
X(i) =
∑
q∈(P1∗)c
Xi(q) +
∑
g∈G
∑
j∈[1,n],j 6=i
Xij(g)
de p̃n(G)C agit trivialement sur V (g
G).
Démonstration. Calculons ρ̃n(X(i)). Par définition :
ρ̃n(
∑
q∈(P1∗)c
Xi(q)) =
∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
(1⊗gq)(tp)pi +
gq(cp)
2
i
+ αpc
i,
où gq est un élément de g qui envoie p sur q pour q ∈ G · p.
Comme tp = (1⊗mGp)(t), où mGp = 1|Gp|
∑
h∈Gp h, on a :∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
(1⊗gq)(tp)pi =
∑
p∈{a,f,s}
∑
q∈G·p
∑
h∈Gp
(1⊗gqh)(t)pi
=
∑
p∈{a,f,s}
∑
g∈G
(1⊗g)(t)pi
= |G|
∑
p∈{a,f,s}
(tG)
pi,
où tG est défini dans le corollaire 2.5.2 et vaut (1⊗mG)(t). En utilisant la définition
de cp, la G invariance de t, puis la proposition 1.3.4, on trouve :
∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
gq(cp)
2
=
∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
1
2
µ((gq⊗gqmGp)(t))i
=
∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
1
2
µ((1⊗gqmGpg−1q )(t))i
=
∑
q∈(P1∗)c
|Gq|
2
µ((1⊗mGq)(t))i
= |G|µ(1⊗mG(t))i +
|(P1∗)c| − 2
2
µ(t)i
= |G|ciG +
|(P1∗)c| − 2
2
ci,
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où cG = µ(tG). Un calcul immédiat, donne :∑
p∈{a,f,s}
|Gp|
∑
q∈G·p
αpc
i =
1
2
∑
p∈{a,f,s}
∑
q∈G·p
2− |(P1∗)c|
|(P1∗)c|
ci
=
2− |(P1∗)c|
2
ci
En combinant les trois derniers calculs et l’expression de ρ̃n(
∑
q∈(P1∗)c Xi(q)) donnée
au début de la preuve, on a la simplification suivante :
ρ̃n(
∑
q∈(P1∗)c
Xi(q)) = |G|(
∑
p∈{a,f,s}
(tG)
pi + ciG).
D’autre part, on a :∑
g∈G
∑
j∈[1,n],j 6=i
ρ̃n(Xij(g)) = |G|
∑
j∈[1,n],j 6=i
(mG⊗1)(t)ij
= |G|
∑
j∈[1,n],j 6=i
(1⊗mG)(t)ji
= |G|(tG)ji.
la deuxième égalité est obtenue grâce à la symétrie et la G-invariance de t. Les deux
derniers calculs, prouve que :
1
|G|
ρ̃n(X(i)) =
∑
β∈({a,f,s}∪[1,n]),β 6=i
(tG)
βi + (cG)
i.
Posons tG =
∑
(x,y) x⊗y. Comme tG est symétrique, on a :
1
|G|
ρ̃n(X(i)) =
∑
β∈({a,f,s}∪[1,n]),β 6=i
∑
(x,y)
yi · dx,
où dx =
∑
β∈({a,f,s}∪[1,n]) = x
β . Or, x ∈ gG et donc par définition de V (gG) :
dx(V
(gG)) = 0.
Ce qui montre que ρ̃n(X(i))(V (g
G)) = 0 est achève la démonstration du lemme.
On a vue que pn(G) est un quotient de p̃n(G), l’application quotient permet
d’induire une structure de pn(G)C-module sur V (g
G).
Proposition 2.5.6.
- L’espace V (gG) possède une structure de pn(G)C-module Gn-équivariante, elle
est induite par la structure de p̃n(G)C-module sur V (g
G).
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- On a le diagramme commutatif de morphismes Gn-équivariants suivant :
Cn

p̃n(G)Coo

// pn(G)C
yy
End(V ) End(V )g
Goo
- Si les modules V1, · · · , Vn de la définition de V sont égaux, alors les mor-
phismes du diagramme précédent sont Gn oSn équivariants.
Démonstration. La proposition comporte trois assertion. Montrons la première. On
vérifie que pn(G) s’obtient comme quotient de p̃n(G) en imposant les relations :
X(i) = 0, pour i ∈ [1, n],
oùXi est l’élément qui apparaît dans le lemme 2.5.5. On a montrer (proposition 2.5.4)
que V (gG) est un p̃n(G)C-module (Gn-équivariante) et que Xi ∈ p̃n(G) agit trivia-
lement sur V (gG) (lemme 2.5.5). Ceci montre que la V (gG) est un pn(G)C-module.
D’autre part, l’application quotient p̃n(G)→ pn(G) est Gn équivariante et la struc-
ture de p̃n(G)C-module sur V (g
G) l’est aussi. Ce qui montre que V (gG) possède une
structure de pn(G)C-module. On a montré la première assertion. La deuxième est un
récapitulatif des résultats de cette section. Le dernier point est immédiat.
Notons ρn l’application de pn(G)C dans End(V (g
G)) qui munit V (gG) de la struc-
ture de pn(G)C-module.
Définition 2.5.7. Soit G, g, t et V comme dans ce qui précède. La connexion KZn
associée à G,V, t est la connexion sur le fibré trivial CGn (P1∗) × V (g
G) au dessus de
CGn (P1∗) :
d− (1⊗ρn)ωn,
où ωn est la 1-forme sur CGn (P1∗) à valeurs dans pn(G)C de la proposition-définition
2.4.2 pour Z = (P1∗)c (voir (3)).
La connexion ainsi définie est plate par platitude de ωn (proposition 2.4.5) et est
Gn-équivariante par la proposition 2.4.6 et la Gn-équivariance de ρn.
Dans le cas ou V1 = · · · = Vn, la connexion est Gn o Sn équivariante. Elle induit
une connexion plate sur le fibré (CGn (P1∗)× V (g
G))
/
(Gn oSn) au-dessus de Cn(P1 \
{0, 1,∞})
/
Sn. Ce qui permet de construire des représentations du groupe fonda-
mental de Cn(P1 \ {0, 1,∞})
/
Sn. Une présentation de π1(Cn(P1 \ {0, 1,∞})
/
Sn)
est donnée dans [34], c’est le groupe B2n. Le groupe B2n est un sous-groupe des tresses
de Bn+2 qui "laissent fixe" deux brins donnés, par exemple les deux premiers.
Enfin, on peut adapter la construction de cette section pour obtenir des réalisations
de certaines des connexions universelles de la section 2.3 sur les espaces CGn (P1 \Z).
Ainsi, selon le choix de Z, on récupère une représentation d’un groupe Bkn (k ≥ 1 voir
[34]), qui est le sous-groupe des tresses de Bn+k qui "laissent fixe" k brins donnés.
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Chapitre 3
Le gradué associé de l’algèbre de
Lie de Malcev attachée à CGn (P1∗)
A un groupe on associe une algèbre de Lie de Malcev qui est une algèbre de Lie
filtrée. Cette construction est détaillée dans la première section (section 3.1) de ce
chapitre. On va construire un morphisme d’algèbres de Lie graduées de pn(G) dans le
gradué associé de l’algèbre de Lie de Malcev du groupe π1CGn (P1∗). Le morphisme est
donné dans la deuxième section (section 3.2), c’est le morphisme de la proposition
3.2.4.
Dans ce chapitre k est un corps de caractéristique nulle et les produits tensoriels
sont sur k, sauf mention du contraire. Les algèbres sont des algèbres sur k, suppo-
sées unitaires et associatives.
3.1 Algèbres de Lie de Malcev
Cette section contient deux sous-sections : la première sous-section comporte
des rappels sur des objets algébriques (algèbres, algèbre de Lie, groupes) filtrés.
Ceci permet de rappeler la notion d’algèbres de Hopf complètes dans la deuxième
sous-section, puis de définir l’algèbre de Lie de Malcev d’un groupe Γ comme étant
l’ensemble des primitifs d’une algèbre de Hopf ; à savoir une complétion de l’algèbre
du groupe Γ. On donne aussi certaines propriétés du gradué associé de l’algèbre de
Lie de Malcev d’un groupe. La majorité des éléments de cette section se trouvent
dans [33] (appendice A), en grande partie la section est une reformulation du contenu
de l’appendice cité.
3.1.1 Structures filtrées
On rappelle les notions d’algèbre filtrée complète selon [33], de complétion d’une
algèbre augmentée pour les puissances de l’idéal d’augmentation, de produit tenso-
riel complété, d’algèbre de Lie filtrée et de groupe filtré. Ensuite, on s’intéresse à
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l’application exponentielle associée à une algèbre complète.
Une algèbre filtrée est une algèbre unitaire A munie d’une suite F•A de sous-espaces :
A = F0A ⊃ F1A ⊃ F2A ⊃ · · · ,
telles que FpA · FqA ⊂ Fp+qA, pour p, q ∈ N. On dit que F•A est une filtration
d’algèbre. Si A est une algèbre filtrée, elle possède une "complétion" Â :
Â = lim←−
i
(A
/
FiA).
L’algèbre Â possède une filtration d’algèbre :
FkÂ = Ker(Â→ A
/
FkA),
pour k ∈ N. Un morphisme f : A→ B, entre deux algèbres filtrées est un morphisme
d’algèbres filtrées si : f(FkA) ⊂ FkB, pour tout k ∈ N. Si f : A → B est un
morphisme d’algèbres filtrées, alors il existe un unique morphisme d’algèbres filtrées
f̂ : Â→ B̂ qui fait commuter le diagramme :
A B
Â B̂
f
f̂
(3.1)
où les morphismes verticaux sont les applications naturelles A → Â et B → B̂.
L’application f̂ est l’application induite par le produit des fi : A
/
FiA → B
/
FiB
(qui proviennent de f). On dit que f̂ est le complété de f .
Une algèbre B est dite graduée si :
B = ⊕i∈NBi et Bq ·Bp ⊂ Bp+q, pour p, q ∈ N .
On dit que Bq et la composante homogène de degré q de B et on associe à B la
filtration d’algèbre donnée par FkB = ⊕i≥kBk, pour k ∈ N.
Étant donnée une filtration d’algèbre F•A sur A, on peut construire le gradué associé
gr(A) de A (pour F•A) :
gr(A) =
⊕
i∈N
gri(A), où gri(A) = FiA
/
Fi+1A,
qui hérite un produit de A et qui est une algèbre graduée pour ce produit.
Une algèbre A d’unité ν : k → A est dite augmentée si elle possède un morphisme
d’algèbre ε : A→ k (une augmentation) tel que ε◦ν = idk. Le noyau de ε est appelé
l’idéal d’augmentation de A et sera noté IA.
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Définition 3.1.1. 1. Une algèbre complète augmentée est une algèbre A aug-
mentée, munie d’une filtration d’algèbre F•A telle que :
- F1A est l’idéal d’augmentation IA de A.
- L’algèbre gr(A) est engendrée par gr1(A).
- L’application naturelle de A dans lim←−
i
(A
/
FiA) est un isomorphisme.
2. Un morphisme d’algèbres complètes augmentées est un morphisme d’algèbres
filtrées entre deux algèbres complètes augmentées.
Remarque 3.1.2. Une algèbre complète augmentée A est un espace complet séparé
pour la valuation :
v(x) = supi∈N{i|x ∈ FiA}, pour x ∈ A.
Une série de la forme
∑
i xi avec les xi ∈ FiA, converge vers un unique élément de
A.
L’algèbre k[[t]] des séries formelles sur k est une algèbre complète augmentée
pour la filtration induite par le degré.
Si A est une algèbre augmentée, la complétion de A pour les puissances de l’idéal
d’augmentation :
Â = lim←−
i
(A
/
IiA),
munie des données :
FkÂ = Ker(Â→ A
/
IkA), pour k ∈ N et Â→ A
/
IA
ε→ k,
est une algèbre complète augmentée. On s’intéressera aux complétés (pour les puis-
sances de l’idéal d’augmentation) :
k[Γ]ˆ et Ûg,
de k[Γ] l’algèbre du groupe Γ et de Ug l’algèbre enveloppante de g.
Soit A et B deux algèbres complètes augmentées. Le produit tensoriel A⊗B est
une algèbre filtrée pour la filtration :
Fk(A⊗B) =
∑
i+j=k
FiA⊗FjB, (k ∈ N).
Le produit tensoriel complété de A et B :
A⊗̂B = lim←−
i
(A⊗B
/
Fi(A⊗B))
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est une algèbre complète augmentée de filtration :
Fk(A⊗̂B) = Ker(A⊗̂B → A⊗B
/
Fi(A⊗B)) (k ∈ N).
Le produit tensoriel complété A⊗̂B n’est autre que la complétion Â⊗B de l’algèbre
A⊗B munie de la filtration du début du paragraphe.
De plus, on a :
gr(A⊗̂B) = gr(A)⊗gr(B). (3.2)
et pour deux algèbres augmentées A1 et A2 :
Â1⊗̂Â2 ' Â1⊗A2,
où Âi (i = 1, 2) est le complété de Ai pour les puissances de l’idéal d’augmentation.
Définition 3.1.3. 1. Une algèbre de Lie filtrée est une algèbre de Lie g munie
d’une suite de sous-espaces : g = F1g ⊃ F2g ⊃ · · · tels que [Fpg, Fqg] ⊂ Fp+qg,
pour p, q ≥ 1.
2. Un groupe filtré est un groupe Γ muni d’une suite de sous-groupes : Γ = F1Γ ⊃
F2Γ ⊃ · · · tels que (FpΓ, FqΓ) ⊂ Fp+qΓ, où (−,−) est le commutateur.
3. Soit g et Γ comme dans (1) et (2).
- L’algèbre de Lie filtrée g est complète si l’application naturelle g→ lim←−i(g
/
Fig)
est un isomorphisme. De même, le groupe filtré Γ est complet si l’applica-
tion naturelle Γ→ lim←−i(Γ
/
FiΓ) est un isomorphisme.
- Un morphisme d’algèbres de Lie filtrées (resp. de groupes filtrés) est un
morphisme entre deux algèbres de Lie filtrées (resp. deux groupes filtrés)
qui respecte les filtrations (comme pour les algèbres).
- On définit le gradués associés respectifs de g et de Γ (pour F•g et F•Γ),
par :
gr(g) = ⊕i≥1(Fig
/
Fi+1g) et gr(Γ) = ⊕i≥1(FiΓ
/
Fi+1Γ).
On dit que gri(g) := Fig
/
Fi+1g est la composante de degré i de gr(g).
Remarquons que Fkg est un idéal de g qui contient Ckg, le k-ème terme de la suite
centrale descendante de g et que le filtre FkΓ contient CkΓ, le k-ème terme de la suite
centrale descendante de Γ. Notons que gr(g) est naturellement une algèbre de Lie et
que gr(Γ) est un anneau de Lie pour le crochet induit par le commutateur (−,−) de Γ.
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A titre d’exemple, une algèbre de Lie munie de sa série centrale descendante est
une algèbre de Lie filtrée. De même, pour un groupe.
Pour A une algèbre complète augmentée, on pose GmA = 1 + IA et GaA = IA.
L’ensemble GmA est un groupe filtré pour la multiplication et la filtration :
FkGmA = 1 + FkA, pour k ≥ 1.
L’espace GaA est une algèbre de Lie filtrée pour le commutateur [x, y] = xy− yx et
la filtration :
FkGaA = FkA, pour k ≥ 1.
Compte tenu de la remarque 3.1.2, on peut définir pour x ∈ GaA la série exponen-
tielle :
ex =
+∞∑
i=0
xi
i!
,
qui induit une application exp : GaA → GmA bijective d’inverse donné par la série
logarithmique :
log(y) = −
+∞∑
i=1
(1− y)i
i
, pour y ∈ GmA.
Rappelons qu’un mot de Lie de k〈〈X,Y 〉〉 est une itération de crochets entre X et
Y et que la série de Campbell-Baker-Hausdorff en X,Y est une série en des mots de
Lie :
z(X,Y ) = X + Y +
1
2
[X,Y ] +
∑
i≥3
zi(X,Y ),
où zi est une somme de mots de Lie de degré i. On pose z≥3(X,Y ) =
∑
i≥3 zi(X,Y ).
Ainsi, pour tout x, y ∈ GaA = IA, on peut définir la série z(x, y) comme étant
l’image de z(X,Y ) par le morphisme :
fxy : k〈〈X,Y 〉〉 → A, défini par X 7→ x et Y 7→ y.
La série de Campbell-Baker-Hausdorff permet de déterminer le produit sur GmA à
partir du crochet sur GaA, on a :
exey = ez(x,y).
3.1.2 Algèbres de Hopf complètes et algèbres de Lie Malcev
Ici on donne la définition d’une algèbre de Hopf complète. On s’intéresse à l’en-
semble des éléments diagonaux et l’ensemble des éléments primitifs d’une algèbre de
Hopf complète, pour définir après l’algèbre de Lie de Malcev d’un groupe (définition
3.1.6) et décrire son gradué associé (propositions 3.1.7 et 3.1.8).
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Définition 3.1.4. 1. Une algèbre de Hopf complète est une algèbre complète
augmentée A munie d’un coproduit (morphisme d’algèbres filtrées ) ∆ : A→
A⊗̂A, coassociative, cocommutative de counité l’augmentation ε de A.
2. Pour deux algèbres de Hopf complètes A et B, un morphisme d’algèbres de
Hopf complètes f : A→ B et un morphisme d’algèbres filtrées qui respecte les
coproduits.
Si A est une algèbre de Hopf de coproduit ∆ (cocommutative et coassociative),
alors la complétion Â de A (pour les puissances de l’idéal d’augmentation) est une
algèbre de Hopf complète de coproduit ∆̂ : Â→ Â⊗A ' Â⊗̂Â. Par exemple :
k[Γ]ˆ et Ûg,
sont des algèbres de Hopf complètes.
Pour Γ un groupe : Γ 7→ k[Γ] ,̂ définie un foncteur k[−]ˆde la catégorie des groupes
dans la catégorie des k-algèbres de Hopf complètes, qui envoie un morphisme de
groupe g : Γ→ Γ′ vers le complété (voir diagramme 3.1) du morphisme k[g]. D’une
façon similaire, on définit un foncteur de la catégorie des k-algèbres de Lie dans la
catégorie des k-algèbres de Hopf complètes :
g 7→ Ûg.
A une algèbre de Hopf complète A, on associe une algèbre de Lie filtrée, l’ensemble
des éléments primitifs :
P(A) = {x ∈ A|∆(x) = 1⊗̂x+ x⊗̂1}, FkP(A) = P(A) ∩ FkA (k ≥ 1), (3.3)
et un groupe filtré, l’ensemble des éléments diagonaux :
G(A) = {x ∈ 1 + IA|∆(x) = x⊗̂x}, FkG(A) = G(A) ∩ (1 + FkA) (k ≥ 1). (3.4)
P(A) et G(A) sont complets pour ces filtrations.
Un morphisme f : A→ B d’algèbres de Hopf complètes envoie P(A) dans P(B) et
G(A) dans G(B) (f respecte le coproduit). Donc, A 7→ P(A), A 7→ G(A) définissent
naturellement des foncteurs à valeurs dans la catégorie des k-algèbres de Lie et dans
la catégorie des groupes.
Notons que si A est une algèbre de Hopf complète, alors grA est une bigèbre graduée
connexe de coproduit gr∆ : grA→ gr(A⊗̂A) ' grA⊗grA (elle possède une structure
d’algèbre de Hopf aussi).
Proposition 3.1.5. Soit A une algèbre de Hopf complète.
1. L’exponentielle se restreint en une bijection de P(A) dans G(A).
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2. L’espace gr1(A) est constitué d’éléments primitifs, il engendre l’algèbre de Lie
P(gr(A)), où P(gr(A)) est l’ensemble des éléments primitifs de gr(A).
3. L’inclusion naturelle gr(P(A)) → gr(A) induit un isomorphisme d’algèbres
de Lie graduées : gr(P(A))→ P(gr(A)).
Le premier point de la proposition 3.1.5 montre que pour un morphisme d’al-
gèbres de Hopf complètes f : A→ B, le diagramme :
G(A) G(B)
P(A) P(B)
G(f)
log log
P(f)
(3.5)
Commute.
La suite de la sous-section est consacré à la définition de l’algèbre de Lie de Malcev
(sur k) d’un groupe et aux propriétés de cette algèbre de Lie.
Définition 3.1.6. Soit Γ un groupe.
1. L’algèbre de Lie de Malcev sur k de Γ est la k-algèbre de Lie filtrée complète :
P(k[Γ]ˆ),
où k[Γ]̂ est la complétion de l’algèbre k[Γ] pour les puissances de l’idéal d’aug-
mentation et P(k[Γ]ˆ) est l’ensemble des primitifs de filtration comme dans
(3.3).
2. On notera Liek(Γ) l’algèbre de Lie de Malcev de Γ.
On peut aussi définir la notion du groupe de Malcev comme étant l’ensemble des
diagonaux de k[Γ] .̂ Notons que l’algèbre de Lie de Malcev d’un groupe détermine
entièrement le complété pro-unipotent de ce groupe et réciproquement (Remarque
4.1.4).
Proposition 3.1.7. Soit Γ un groupe.
1. L’algèbre de Lie grLiek(Γ) est engendrée par sa composante de degré un
gr1Liek(Γ).
2. La composante gr1Liek(Γ) est isomorphe Ik[Γ]
/
I2k[Γ], cet isomorphisme est in-
duit par l’application linéaire de Ik[Γ] dans Liek(Γ) donnée par :
1− h 7→ log(h), pour h ∈ Γ
où Ik[Γ] est l’idéal d’augmentation de k[Γ].
3. On note Γab l’abélianisé de Γ. On a un isomorphisme entre Ik[Γ]
/
I2k[Γ] et
Γab⊗Zk induit par :
1− h 7→ [h]⊗1, pour h ∈ Γ
et où [h] désigne la classe de h dans Γab.
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4. Soit h1, . . . , hl une famille de Γ qui engendre Γab. L’algèbre de Lie grLiek(Γ)
est engendré par les éléments :
[log(h1)]1, · · · , [log(hl)]1,
où [log(hi)]1 est la classe de log(hi) dans gr1Liek(Γ), pour i ∈ [1, l].
5. Soit K un groupe, φ : K → Out(Γ) un morphisme de groupes :
(a) Le morphisme φ induit naturellement une action sur Ik[Γ]
/
I2k[Γ] et une
action par automorphismes d’algèbre de Lie graduée sur gr Liek(Γ), qui
est compatible à l’isomorphisme :
gr1Liek(Γ) ' Ik[Γ]
/
I2k[Γ].
(b) Les actions de K (induites par φ) sur gr1Liek(Γ), Ik[Γ]
/
I2k[Γ] et Γ
ab⊗k
sont compatibles avec les isomorphismes précédents.
(c) En particulier, on a pour (k, h) ∈ K × Γ, on a :
k · [log(h)]1 = [log(φ̃(k)(h))]1,
où φ̃ : K → Aut(Γ) est une application relevant φ et [log(h)]1 est la classe
de log(h) dans gr1Liek(Γ).
(d) Pour déterminer l’action de K sur grLiek(Γ), il suffit de décrire l’action
des éléments de K sur les classes
[log(h1)]1, · · · , [log(hl)]1,
pour h1, . . . , hn une famille de Γ qui engendre Γab ; ce qui est équivalent à
déterminer l’action de K sur Γab.
Démonstration. Pour A = k[Γ]ˆ le point (2) de la proposition 3.1.5 donne les infor-
mations suivantes :
e) La composante gr1Liek(Γ) engendre grLiek(Γ).
f) On a un isomorphisme naturel gr1Liek(Γ) ' gr1(k[Γ]ˆ).
Le point (e) implique (1).
Le gradué associé gr(k[Γ]ˆ) est naturellement isomorphe au gradué associé gr(k[Γ])
(où k[Γ] est filtré pour les puissances de son idéal d’augmentation). Ainsi, en utilisant
(f) et ce qui précède, on obtient :
gr1Liek(Γ) ' gr1k[Γ]ˆ' gr1k[Γ] ' Ik[Γ]
/
I2k[Γ] .
Ces isomorphismes sont naturel et on a :
log(h) = (1− h) + rh, avec rh ∈ I2k[Γ]ˆ .
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Ce qui montre que la classe de log(h) dans gr1Liek(Γ) correspond à celle de 1 − h
dans Ik[Γ]
/
I2k[Γ] et prouve (2). On trouve une preuve de (3) dans [22]. Montrons (4).
Les classes [h1], . . . , [hl] engendrent Γab. En appliquant les isomorphismes de (2) et
(3), on obtient que :
[log(h1)]1, · · · , [log(hl)]1,
engendrent linéairement l’espace vectoriel gr1Liek(Γ) et donc elles engendrent l’al-
gèbre de Lie grLiek(Γ) d’après (1). Ce qui montre (4).
Démontrons (5). Pour g, h ∈ Γ, on a :
g(1− h)g−1 = (1− g) + y, avec y ∈ I2k[Γ];
on peut voir cela grâce à l’isomorphisme Ik[Γ]
/
I2k[Γ] ' Γ
ab⊗k (ou par un calcul). On
en déduit que pour x ∈ Ink[Γ] et g ∈ Γ :
gxg−1 = x+ xg, avec xg ∈ In+1k[Γ] ,
et donc les automorphismes intérieurs de Γ induisent une action triviale sur gr k[Γ]
(où Aut(Γ) est supposé agir naturellement sur k[Γ]). Par conséquent, un morphisme
k→ Out(Γ) définie une action sur gr(k[Γ]). Cette action est compatible au coproduit.
Elle se restreint donc, en une action sur P(gr(k[Γ])) ' P(gr(k[Γ]̂ )) ' grLiek(Γ), où
l’isomorphisme
P(gr(k[Γ]ˆ)) ' gr Liek(Γ)
est celui du point trois de la proposition 3.1.5 (pour A = k[Γ]̂ ). L’action ainsi définie
est compatible avec l’isomorphisme gr1Liek(Γ) ' Ik[Γ]
/
I2k[Γ]. Ce qui montre (a).
Pour (k, h) ∈ K × Γ, on a :
k · [h] = [φ̃(k)(h)], dans Γab ,
et k · (1− h) = 1− φ̃(k)(h), dans Ik[Γ]
/
I2k[Γ] (f
′)
où φ̃ : K → Aut(Γ) est une application quelconque relevant le morphisme φ.
Ces égalités prouvent la compatibilité des actions induites par φ à l’isomorphisme
Ik[Γ]
/
I2k[Γ] ' Γ
ab⊗k. Notons que ces actions ne dépendent pas du relevé φ̃ choisi.
L’autre compatibilité a était traité dans la preuve de (a).
L’égalité de (c) est une transcription de l’égalité (f ′) via la correspondance (compa-
tible aux actions d’après (b)) donnée dans (2).
L’assertion (d), est une conséquence de (4). Ce qui achève la démonstration de la
proposition.
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Proposition 3.1.8. Soit a1, . . . , ak et b1, . . . , bl des éléments d’un groupe Γ. On
suppose que
(a′1 · · · a′k, b′1 · · · b′l) = 1,
pour a′i un conjugué de ai (i ∈ [1, k]) et b′i un conjugué de bi (i ∈ [1, l]), alors∑
i,j
[ [log(ai)]1, [log(bj)]1 ] = 0,
dans grLie(K)k, ici [log(x)]1 désigne la classe de log(x) dans gr1Lie(K)k, pour x ∈
Γ.
Démonstration. Soit x, y ∈ Γ. On vérifie que :
(x, y)− 1 = [x− 1, y − 1]− [x− 1, y − 1](1− (yx)−1).
Or,
[x− 1, y − 1] ∈ I2k[Γ] et [x− 1, y − 1](1− (yx)
−1) ∈ I3k[Γ].
Donc, on a les égalités suivantes :
log(x, y) = [x− 1, y − 1] = [log(x), log(y)], dans I2k[Γ]
/
I3k[Γ].
Ceci montre l’égalité (dans gr2 Liek(Γ)) suivante :
[[log(x)]1, [log(y)]1] = [log(x, y)]2,
où [log(x, y)]2 est la classe de log(x, y) ∈ I2k[Γ] dans gr2 Liek(Γ). Ainsi, pour x =
a′1 · · · a′k et y = b′1 · · · b′l, on trouve :
[[log(a′1 · · · a′k)]1, [log(b′1 · · · b′l)]1] = [log(a′1 · · · a′k, b′1 · · · b′l)]2 = 0
Enfin, l’isomorphisme entre gr1Liek(Γ) et Γab⊗k, montre que :
[log(a′1 · · · a′k)]1 =
k∑
i=1
[log(ai)]1, et que [log(b′1 · · · b′l)]1 =
l∑
j=1
[log(bj)]1.
Cela prouve la proposition. On peut montrer cette proposition d’autres façons.
3.2 Gradué associé de l’algèbre de Lie de Malcev des
espaces de configurations
Dans cette section, on construit un morphisme surjectif d’algèbres de Lie gra-
duées de pn(G)k de la définition 2.3.3 (où 2.3.4) dans le gradué associé de l’algèbre
de Lie de Malcev sur k du groupe π1CGn (P1∗) .
On a défini dans le premier chapitre des lacets de CGn (P1∗) :
les xgij , pour i, j ∈ [1, n], i 6= j et g ∈ G,
et les xpk, pour k ∈ [1, n] et p ∈ (P
1
∗)
c ,
(voir définitions 1.4.4 et 1.4.5 pour H = G et S∗ = P1∗).
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Proposition 3.2.1. Pour γ ∈ π1CGn (P1∗), on note [log(γ)]1 la classe de log(γ) dans
gr1Liekπ1C
G
n (P1∗). Les classes :
[log(xgij)]1, pour i, j ∈ [1, n], i 6= j, g ∈ G
et [log(xpk)]1, pour k ∈ [1, n], p ∈ (P
1
∗)
c ,
engendrent linéairement gr1Liekπ1CGn (P1∗) et forment une famille génératrice de l’al-
gèbre de Lie grLiekπ1CGn (P1∗).
Démonstration. On a montré (proposition 1.5.9 pourH = G et S = P1) que les lacets
xgij et x
p
k engendrent le groupe π1C
G
n (P1∗). La proposition est donc une conséquence
de (4) de la proposition 3.1.7.
D’autre part, la suite exacte courte (1.1) du premier chapitre pour H = G et
S = P1 :
1→ π1CGn (P1∗)→ πorb1 (Cn(P1∗
/
G)
/
Sn)→ Gn oSn → 1.
donne un morphisme :
f̄ : Gn oSn → Out π1CGn (P1∗).
On a explicité cette flèche en décrivant l’action de Gn oSn sur les classes de conju-
gaison des lacets xgij et x
p
k (proposition 1.4.8).
Ces données permettent, en appliquant la proposition 3.1.7 (point (5)), pour Γ =
π1C
G
n (P1∗),K = Gn oSn et φ = f̄ , d’obtenir une action de Gn oSn par automor-
phisme de Lie sur gr Liekπ1CGn (P1∗) :
Proposition 3.2.2. Pour i, j, k ∈ [1, n] avec i 6= j, g ∈ G, p ∈ (P1∗)c, g = (g1, . . . , gn) ∈
Gn et σ ∈ Sn, les formules suivantes :
g · [log(xhij)]1 = [log(x
gihg
−1
j
ij )]1 , g · [log(x
p
i )]1 = [log(x
gi·p
i )]1,
σ · [log(xgij)]1 = [log(x
g
σ(i)σ(j))]1 , σ · [log(x
p
i )]1 = [log(x
p
σ(i))]1,
définissent une action de GnoSn par automorphismes d’algèbre de Lie graduée sur
gr Liekπ1C
G
n (P1∗).
Démonstration. Cette action est celle décrite dans le paragraphe précédent la propo-
sition. Soit f : GnoSn → Aut(π1CGn (P1∗)) une application relevant f̄ du paragraphe
précédent cette proposition. L’action induite par f sur les classes [log(γ)]1, pour
γ ∈ π1CGn (P1∗) est donnée par :
x · [log(γ)]1 = [log(fx(γ))]1,
où x ∈ Gn o Sn et fx = f(x). On a obtenu dans la proposition 1.4.8, pour g =
(g1, . . . , gn) ∈ Gn et σ ∈ Sn, les relations :
fg(x
h
ij) ∼ x
gihg
−1
j
ij , fg(x
p
i ) ∼ x
gi·p
i
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fσ(x
h
ij) ∼ xhσ(i)σ(j) , fσ(x
p
i ) ∼ x
p
σ(i)
où ∼ désigne la relation de conjugaison dans π1CGn (P1∗). D’autre part, [log(γ)]1 =
[log(γ′)]1 si γ et γ′ sont conjugués dans π1CGn (P1∗). En combinant ce qui précède on
obtient les formules de la proposition.
Les formules de la proposition définissent bien l’action car les classes :
[log(xgij)]1 et [log(x
p
i )]1,
pour i, j, k ∈ [1, n] avec i 6= j, g ∈ G, p ∈ (P1∗)c engendrent gr Liekπ1CGn (P1∗) (propo-
sition 3.2.1).
Dans le troisième chapitre, on a défini (définition 2.3.2) l’algèbre de Lie libre
hn(G)k et on a décrit une action de Gn oSn par automorphismes de Lie sur cette
algèbre (paragraphe après la définition 2.3.2).
Proposition 3.2.3. Pour γ ∈ π1CGn (P1∗), on note [log(γ)]1 la classe de log(γ) dans
gr1 Liekπ1C
G
n (P1∗). Soit Lk : hn(G)k → grLiekπ1CGn (P1∗) le morphisme de Lie donné
par :
Xij(g) 7→ [log(xgij)]1 , Xi(p) 7→ [log(x
p
k)]1,
pour i, j, k ∈ [1, n], i 6= j ,g ∈ G, k ∈ [1, n] et p ∈ (P1∗)c.
Le morphisme Lk est un morphisme d’algèbres de Lie graduées, GnoSn-équivariant
et surjectif.
Démonstration. On vérifie que le morphisme Lk est Gn o Sn-équivariant en utili-
sant la proposition 3.2.2. Le morphisme Lk est surjectif car les classes [log(x
g
ij)]1 et
[log(xpk)]1 engendrent grLiekπ1C
G
n (P1∗) (proposition 3.2.1). Le fait que ce morphisme
respecte le degré est immédiat.
Par définition pn(G)k est un quotient de hn(G)k. De plus, pn(G)k est munie d’une
action par automorphismes d’algèbre de Lie de Gn o Sn compatible avec celle de
hn(G)k (proposition 2.3.5).
Proposition 3.2.4. On a un morphisme surjectif Gn o Sn-équivariant d’algèbres
de Lie graduées ϕk : pn(G)k → gr Liekπ1CGn (P1∗), donné par :
Xij(g) 7→ [log(xgij)]1 , Xi(p) 7→ [log(x
p
i )]1,
pour i, j ∈ [1, n], i 6= j ,g ∈ G, k ∈ [1, n] et p ∈ (P1∗)c. Ce morphisme provient du
morphisme Lk de la proposition 3.2.3.
Démonstration. Compte tenu de la définition 2.3.3, de pn(G)k comme quotient de
hn(G)k, et de la proposition 3.2.3, il suffit de vérifier que les éléments :
[X12, X13 +X23], [X12, X34], X12 −X21,
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[X1(p), X23], [X1(p), X2(q)],
[X12, X1(p) +X2(p) +
∑
g∈Gp
X12(g)], [X1(p), X2(p) +
∑
g∈Gp
X12(g)],
de hn(G)k sont envoyés sur 0 par le morphisme Lk. Or, c’est le cas. Pour le voir, il
suffit d’appliquer la proposition 3.1.8 aux relations des propositions 1.5.3, 1.5.5 et
1.5.6 du premier chapitre. Ce qui montre la proposition.
On peut aussi construire le morphisme ϕk en utilisant la présentation de pn(G)k
(définition 2.3.4) et les relations de la proposition 1.5.7.
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Chapitre 4
L’algèbre de Lie de Malcev de
π1C
G
n (P1) et formalité
Le but de la première section est de montrer la proposition 4.1.1. On utilisera
cette proposition dans la deuxième section qui, elle, est consacrée à la preuve du
théorème 4.2.1 (une reformulation du théorème A de l’introduction).
4.1 Torseurs et algèbres de Lie filtrées
Étant données deux Q-algèbres de Lie filtrées. On montre (sous-section 4.1.2,
proposition 4.1.1) sous certaines hypothèses que si "les extensions" de ces algèbres
de Lie sur C sont isomorphes, alors elles le sont sur Q.
Proposition 4.1.1. Soit g et h deux algèbres de Lie filtrées complètes au sens de
la définition 3.1.3 telles que gr(g) et gr(h) sont engendrées par leur composante de
degré un. On suppose aussi que gr1(g) et gr1(h) sont de dimension finie et qu’on a
un isomorphisme f1 : gr1(g)→ gr1(h). S’il existe un isomorphisme d’algèbres de Lie
filtrées :
f : g⊗̂C→ h⊗̂C tel que gr1(f) = f1⊗̂idC,
alors g et h sont isomorphes en tant qu’algèbres de Lie filtrées.
On commence cette section par une sous-section pour rappeler certaines notions
et fixer des conventions.
4.1.1 Schémas en groupes (conventions)
Soit k un corps de caractéristique nulle. On suit les conventions et définitions
de [12] et [29]. Un schéma affine X sur k, où (k-schéma affine) est vu comme un
foncteur représentable de la catégorie des k-algèbres (k-anneaux) dans la catégorie
des ensembles. X est un k-schéma algébrique s’il est représente par un k-anneau
finiment engendré.
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Un k-schéma affine en groupes G est un foncteur des k-algèbres dans la catégorie des
groupes. Le foncteur G est dit algébrique si le k-schéma sous-jacent est algébrique.
Pour simplifier on utilise les expressions k-groupe affine et k-groupe algébrique. Un
morphisme entre k-groupe affine et une transformation naturelle.
Exemple 4.1.2. Pour V un k-espace vectoriel. On définit le k-schéma affine GL(V ),
par :
GL(V )(R) = GLR(V⊗kR),
pour R un k-Anneau.
Une représentation linéaire de G sur V est un morphisme de k-groupes ρ : G→
GL(V ), elle est de dimension finie si V l’est. Une représentation ρ : est dite fidèle si
ρ est un monomorphisme, c’est à dire :
G(R)
ρ(R)−→ GL(V )(R)
est injectif pour toute k-algèbre R.
Définition 4.1.3. Un k-schéma en groupes algébrique est unipotent, s’il existe une
représentation linéaire fidèle de dimension finie ρ : G→ GL(V ) et un drapeau :
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vk = V,
stable sous G et tel que G opère trivialement sur les quotients Vi+1
/
Vi.
La définition ci-dessus est équivalente à celle de [29] et l’équivalence est établit
dans [12] (page 487).
A un k-groupe algébrique G, on associe naturellement une k-algèbre de Lie Lie(G).
Lorsque G est unipotent Lie(G) est nilpotente et pour R une k-algèbre :
exp : Lie(G)⊗R→ G(R),
est une bijection qui satisfait la formule de Campbell-Baker-Hausdorff.
On appelle la limite d’un système projectifs de k-groupes algébriques unipotents :
· · · −→ U2 −→ U1,
un k-schéma en groupes pro-unipotent.
Remarque 4.1.4. Soit Γ un groupe abstrait finiment engendré. Le complété pro-
unipotent Γun de Γ sur k est un k-groupe pro-unipotent avec un morphisme i : Γ→
Γun(k) tel que pour tout morphisme f : Γ→ U(k) avec U un k-groupe pro-unipotent,
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il existe un unique morphisme f̂ : Γun → U de k-groupes qui rend le diagramme
suivant commutatif :
Γ
i //
f

Γun(k)
f̂(k)zz
U(k)
L’algèbre de Lie du groupe Γun est l’algèbre de Lie de Malcev de Γ sur k ([23]) et
Γun(k) est le groupe G(k[Γ]ˆ).
4.1.2 Preuve de la proposition 4.1.1
On va montrer la proposition 4.1.1. Pour ce faire, on construit un torseur Iso1(g, h)
sous un Q-schéma en groupes pro-unipotent Aut1(g). Ensuite on utilise un résultat
d’existence de points rationnels de torseurs sous l’action de groupes unipotents.
Dans la suite g et h sont des algèbres de Lie comme dans la proposition 4.1.1.
Pour i ≥ 2, on pose :
gi = g
/
Fig et hi = h
/
Fih.
Comme g et h sont complète, on a :
g = lim←−
i
gi et h = lim←−
i
hi.
Le schéma Iso1(g, h)
On va construire un Q-schéma affine Iso1(g, h) qui est "en gros" constitué d’iso-
morphismes d’algèbres de Lie filtrées entre g et h.
La filtration F•g (resp. F•h) induit une filtration d’algèbres de Lie sur l’algèbre
de Lie nilpotente gi (resp. hi) :
Proposition 4.1.5. L’image de Frg dans gi est Crgi, le r-ième terme de la suite
centrale descendante de gi. Il en est de même pour Frh et hi.
Démonstration. On suppose dans la proposition 4.1.1 que gr(g) est engendrée par
sa composante de degré un. Ceci implique que : Frg = Crg + Fr+1g et on a donc :
Frg = Crg + Fr+sg, pour r, s ≥ 1 . (A)
Comme le r-ième terme de la suite centrale descendante est espace caractéristique,
l’image de Crg dans gi est Crgi. De plus, pour s > i, Fr+sg est envoyé sur 0 dans gi.
On déduit de ce qui précède (compte tenu de (A)) que l’image de Frg dans gi est
Crgi. Ce qui montre la proposition.
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La proposition montre que gabi (l’abélianisée de gi) est isomorphe à g2 = gr1(g).
De même, on a habi ' h2 = gr1(h). Ainsi, pour R un Q-anneau, un morphisme
d’algèbres de Lie L : gi⊗R→ hi⊗R, induit naturellement un morphisme :
gr1(L) : g2⊗R→ h2⊗R.
Pour i ≥ 1, on définit le Q-schéma algébrique Iso1(gi, hi), donné par :
Iso1(gi, hi)(R) = {isomorphismes L : gi⊗R→ hi⊗R |gr(L) = f1⊗idR },
où f1 : gr1(g) → gr1(h) est l’isomorphisme de la proposition 4.1.1, pour R une
Q-algèbre.
Proposition-Définition 4.1.6. Les schémas Iso1(gi, hi) forment naturellement un
système projectif :
· · · → Iso1(g2, h2)→ Iso1(g1, h1);
on notera Iso1(g, h) la limite de ce système. Pour R un Q-anneau, Iso1(g, h)(R) est
l’ensemble des isomorphismes d’algèbres de Lie filtrées g⊗̂R → h⊗̂R qui induisent
l’isomorphisme f1⊗̂idR.
Démonstration. L’image des idéaux Fkg ⊂ g (respectivement Fkh ⊂ h) dans gi
(respectivement hi) étant des idéaux caractéristiques Ckgi (proposition 4.1.5), les
Iso1(gi, hi) forment un système projectif comme annoncé.
Enfin, un isomorphisme d’algèbres de Lie filtrées L : g⊗̂R → h⊗̂R est entièrement
déterminé par la donnée d’isomorphismes Lj faisant commuter le diagramme :
· · · gi⊗Roo
Li

gi+1⊗Roo
Li+1

gi+2⊗R
Li+2

oo · · ·oo
· · · hi⊗Roo hi+1⊗Roo hi+2⊗Roo · · ·oo
où les flèches horizontales sont les projections canoniques. Enfin, Si L induit f1⊗idR :
g2⊗R→ h2⊗R”, alors chacun des Li induit f1⊗idR : g2⊗R⊗h2⊗R, via les identifica-
tions canoniques gabi ' g2 et habi ' h2” et réciproquement si les Li induisent f1⊗idR,
alors L induit f1⊗idR aussi. Ce qui montre la dernière assertion de la proposition et
achève la démonstration.
Le schéma en groupes Aut1(g)
Pour i ≥ 1, on définit le Q-schéma en groupes algébrique Aut1(gi) par :
Aut1(gi) = Iso1(gi, hi), pour h = g et f1 = idg2 .
De même, on pose Aut1(g) = Iso1(g, h), pour h = g.
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Proposition 4.1.7. Les Aut1(gi) sont des Q-groupes algébriques unipotents, ils
forment naturellement un système projectif :
· · · −→ Aut1(g2) −→ Aut1(g1),
de limite Aut1(g) pro-unipotent. Pour un Q-anneau R, Aut1(g)(R) est l’ensemble des
automorphismes d’algèbre de Lie filtrée de g⊗̂R induisant idg2⊗idR sur g2 ' gabi .
Démonstration. Le monomorphisme naturel Aut1(gi) → GL(gi) fournit une repré-
sentation linéaire fidèle de dimension finie de Aut1(gi), lequel est algébrique. Le
drapeau Cnigi ⊂ Cni−1gi ⊂ · · · ⊂ C0gi = gi (ni est la classe de nilpotence de gi) est
stable par Aut1(gi). Comme Aut1(gi) induit une action trivial sur gabi = gi
/
C2g, il
agit trivialement sur Ckgi
/
Ck+1gi, pour 1 ≤ k < ni. Ce qui montre que Aut1(gi) est
unipotent.
Comme Aut1(g) n’est autre que Iso1(g, h) pour h = g et f1 = idg2 le reste de
la proposition est une conséquence de la proposition 4.1.6 et de la définition d’un
groupe pro-unipotent.
Existence de points rationnels de Iso1(g, h) et conclusion
Ayant construit Iso1(g, h) et Aut1(g), on peut montrer la proposition 4.1.1
Définition 4.1.8. Un Q-torseur est un Q-schéma X, muni d’une action à gauche
d’un Q-schéma en groupes H telle que l’action de H(k) sur X(k) est libre et transitive
quand X(k) est non-vide. On dit que X est un torseur sous H.
Soit · · · −→ X2 −→ X1 un système projectif de Q-schémas, X = lim←−Xi sa limite
projective et H = lim
←−
Hi un Q-schéma en groupes pro-unipotent.
Proposition 4.1.9 ([15]). Supposons que les Xi forment un système de torseurs
compatibles sous les Hi et que X(C) est non vide, alors X(Q) est non vide.
Proposition 4.1.10. Chaque Iso1(gi, hi) est un torseur sous l’action de Aut1(gi).
Les Iso1(gi, hi) sous les Aut1(gi) forment un système compatible de torseurs. Leur
limite inverse est Iso1(g, h) qui est un torseur sous l’action de Aut1(g).
Démonstration. Immédiat.
Dans la proposition 4.1.1, on suppose qu’on a un isomorphisme :
f : g⊗̂C→ h⊗̂C tel que gr(f) = f1⊗idC.
Ce qui est équivalent à supposer que Iso1(g, h)(C) est non vide. Ainsi, en appliquant
les propositions 4.1.9 et 4.1.10, on trouve que Iso1(g, h)(Q) 6= ∅ et donc il existe un
isomorphisme d’algèbres de Lie filtrées fQ : g → h qui induit f1 : gr1(g) → gr1(h).
Ce qui achève la démonstration de 4.1.1.
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4.2 Preuve du théorème A
Cette section est consacrée à la preuve du théorème A énoncé dans l’introduction.
Rappelons que Liekπ1CGn (P1∗) est l’algèbre de Lie de Malcev sur k du groupe π1CGn (P1∗).
Cette algèbre de Lie est naturellement munie d’une filtration F•Liekπ1CGn (P1∗) dé-
crite dans le chapitre précédent. L’algèbre de Lie graduée
gr Liekπ1C
G
n (P1∗)
est le gradué associé de Liekπ1CGn (P1∗) pour la filtration F•Liekπ1CGn (P1∗). On notera :
ĝr Liekπ1C
G
n (P1∗) et p̂n(G)k
les complétés respectifs de gr Liekπ1CGn (P1∗) et pn(G)k pour le degré. Voici une re-
formulation du théorème A avec les notations qu’on vient d’introduire :
Théorème 4.2.1. Pour k un corps de caractéristique nulle, les algèbres de Lie
filtrées :
Liekπ1C
G
n (P1∗), p̂n(G)k et ĝrLiekπ1CGn (P1∗)
sont isomorphes en tant qu’algèbres de Lie filtrées, c’est à dire : les filtrations de ces
algèbres de Lie correspondent via les isomorphismes.
On va commencer par construire deux morphismes : LieCπ1CGn (P1∗) → p̂n(G)C
et p̂n(G)k → ĝrLiekπ1CGn (P1∗). Remarquons d’abord, que :
Lemme 4.2.2. L’ensemble P(Ûpn(G)k) des primitifs de Ûpn(G)k est naturellement
isomorphe à p̂n(G)k. Les filtrations de ces deux algèbres de Lie complètes coïncident.
Proposition 4.2.3. On a un morphisme surjectif (provenant de la connexion KZn
associée à G) d’algèbres de Lie filtrées θρ : LieCπ1CGn (P1∗)→ p̂n(G)C donné par :
gr(θρ)[log(x
g
ij)]1 = Xij(g) et gr(θρ)[log(x
q
k)]1 = Xk(q),
pour i, j, k ∈ [1, n], avec i 6= j, g ∈ G et q ∈ (P1∗)c.
Démonstration. On a vu dans le deuxième chapitre que la connexion KZn associée
à G fournit une représentation (voir "équation" (2.8) ) de monodromie :
ρQ̃ : π1(C
G
n (P1∗), Q)→ G(Ûpn(G)C),
où G(Ûpn(G)C) est le groupe des éléments diagonaux de Ûpn(G)C. L’application ρQ̃
est un antimorphisme. On note ρ : π1(CGn (P1∗), Q)→ G(Ûpn(G)C), le morphisme de
groupes donné par :
ρ(γ) = ρQ̃(γ)
−1, pour γ ∈ π1(CGn (P1∗), Q).
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Le morphisme d’algèbres k[ρ] : k[π1CGn (P1∗)]→ Ûpn(G)C envoie les diagonaux de k[ρ]
sur les diagonaux de Ûpn(G)C et donc il respecte les corproduits. De plus, il respecte
les augmentations des deux algèbres. Ceci montre qu’il existe un unique morphisme
d’algèbres de Hopf complètes :
k̂[ρ] : k[π1CGn (P1∗)]ˆ−→ Ûpn(G)C
complété de k[ρ]. En restreignant k̂[ρ] aux primitifs, on obtient le morphisme :
P(k̂[ρ]) : LieCπ1CGn (P1∗)→ p̂n(G)C,
où on utilise l’isomorphisme naturel P(Ûpn(G)C) ' p̂n(G)C du lemme 4.2.2. On pose
fρ := P(k̂[ρ]). Par construction de fρ, on a :
fρ(log(γ)) = log(fρ(γ)), (A)
pour γ ∈ π1CGn (P1∗) (voir le diagramme 3.5 du chapitre précédent).
On a montré, dans la proposition 2.4.7 du chapitre deux, que :
ρQ̃(x
g
ij) = 1− 2iπXij(g) +Rij(g), ρQ̃(x
p
k) = 1− 2iπXk(q) +Rk(p),
où Rij(g) et Rk(p) ne comportent que des termes de degré supérieur où égale à deux.
En appliquant (A) à ces formules, on trouve que :
fρ(log(x
g
ij)) = 2iπXij(g) + rij(g), fρ(log(x
p
k)) = 2iπXk(q) + rk(p), (B),
où rij(g) et rk(p) ne comportent que des termes de degré supérieur où égale à deux.
Soit L2iπ : p̂n(G)C → p̂n(G)C l’automorphisme de Lie, donné par :
Xij(g) 7→
1
2iπ
Xij(g) et Xk(p) 7→
1
2iπ
Xk(p).
Les égalités de (B) impliquent les égalités suivantes :
gr(L2iπ ◦ fρ)[log(xgij)]1 = Xij(g) et que gr(L2iπ ◦ fρ)[log(x
p
k)]1 = Xk(q).
On prend donc θρ = L2iπ ◦ fρ.
Enfin, l’algèbre de Lie pn(G)C est engendré par les Xij(g) et les Xk(p). Or, Xij(g)
et les Xk(p) se trouvent dans l’image de gr(θρ) = gr(L2iπ ◦ fρ) et donc gr(θρ) est
surjectif. La surjectivité de gr(θρ) implique la surjectivité de θρ car LieCπ1CGn (P1∗)
et p̂n(G)C sont complètes. Ce qui montre la proposition.
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Proposition 4.2.4. On a un morphisme surjectif d’algèbres de Lie filtrées ϕ̂k :
p̂n(G)k → ĝrLiekπ1CGn (P1∗) donné par :
Xij(g) 7→ [log(xgij)]1 , Xk(p) 7→ [log(x
p
k)]1,
pour i, j, k ∈ [1, n], avec i 6= j, g ∈ G et p ∈ (P1∗)c.
Démonstration. Le morphisme ϕ̂k est le complété de ϕk de la proposition 3.2.4 pour
le degré.
On note fC la composée des flèches :
LieCπ1C
G
n (P1∗)
θρ
 p̂n(G)C
ϕ̂C
 ĝrLieCπ1C
G
n (P1∗),
obtenues dans les deux dernières propositions 4.2.3 et 4.2.4.
Par construction de θρ et ϕ̂C, on a :
gr(fC)[log(x
g
ij)]1 = [log(x
g
ij)]1 et gr(fC)[log(x
p
k)]1 = [log(x
p
k)]1,
Or, on montre dans la proposition 3.2.1 que l’algèbre de Lie grLiekπ1CGn (P1∗)C est
engendrée par les classes [log(xgij)]1 et [log(x
p
k)]1 pour i, j, k ∈ [1, n], avec i 6= j, g ∈ G
et p ∈ (P1∗)c. Par conséquent, gr(fC) est l’identité et donc fC est un isomorphisme
qui induit l’identité sur gr1LieCπ1CGn (P1∗). Ceci montre que θρ et ϕ̂C sont des iso-
morphismes.
Comme ϕ̂C = ϕ̂k⊗̂kidC, ϕ̂k est un isomorphisme pour tout k. Ce qui prouve que
les algèbres de Lie :
p̂n(G)k et ĝr Liekπ1CGn (P1∗)
sont isomorphes en tant qu’algèbres de Lie filtrées.
Montrons l’isomorphisme entre Liekπ1CGn (P1∗) et p̂n(G)k. On note (pn(G)Q)1 la com-
posante de degré un de pn(G)Q, et
θ1Q : gr1LieQπ1C
G
n (P1∗)→ (pn(G)Q)1,
l’inverse de l’isomorphisme gr1(ϕ̂Q). L’application θ1Q est donnée par :
[log(xgij)]1 7→ Xij(g) et [log(x
p
k)]1 7→ Xk(p),
pour i, j, k ∈ [1, n], avec i 6= j ,g ∈ G et p ∈ (P1∗)c.
Comme LieCπ1CGn (P1∗) = LieQπ1CGn (P1∗)⊗̂C et p̂n(G)C = p̂n(G)Q⊗̂C, l’application
θρ est un isomorphisme :
LieQπ1C
G
n (P1∗)⊗̂C
'−→
θρ
p̂n(G)Q⊗̂C
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De plus gr1(θρ) = θ1Q⊗idC. Ainsi, en appliquant la proposition 4.1.1, pour :
g = LieQπ1C
G
n (P1∗), h = p̂n(G)Q, f = θp et f1 = θ1Q.
On trouve que LieQπ1CGn (P1∗) et p̂n(G)Q sont isomorphes en tant qu’algèbres de Lie
filtrées ; notons θρ(Q) "cet isomorphisme".
Enfin, on a Liekπ1CGn (P1∗)k = LieQπ1CGn (P1∗)⊗̂k et p̂n(G)k = p̂n(G)Q⊗̂k. L’applica-
tion fQ⊗̂idk est donc un isomorphisme d’algèbres de Lie filtrées entre Liekπ1CGn (P1∗)k
et p̂n(G)k, pour tout k de caractéristique nul. Ce qui achève la preuve du théorème
4.2.1.
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Mohamad MAASSARANI 
Formalité pour certains espaces 
de configurations tordus et 
connexions de type Knizhnik–
Zamolodochikov.
Résumé
Pour X un espace topologique, l'algèbre de Lie de Malcev de son groupe fondamental (ou algèbre de Lie de 
Malcev de X) fait partie des invariants étudiés en homotopie rationnelle. Un espace est dit 1-formel si cette 
algèbre de Lie est quadratique. Les connexions de type Knizhnik-Zamolodochikov peuvent permettre 
d'établir des résultats de "formalité " des espaces de configurations de points sur les surfaces. On s'intéresse à
une famille d'espaces X qui sont des espaces de configurations de points sur la sphère, tordus par l'action d'un
groupe fini d'homographies. On étudie le groupe fondamental de X et on construit une connexion de type 
Knizhnik-Zamolodochikov qui permet de calculer l'algèbre de Lie de Malcev de X et de démontrer sa 1-
formalité.
Mots-clés : Espaces de configurations tordus, relations entre tresses, connexions de type Knizhnik-
Zamolodochikov, 1-formalité, Algèbre de Lie de Malcev.
Résumé en anglais
The Malcev Lie algebra of the fundamental group of X (or Macev Lie algebra of X) is an algebraic
invariant of the space X studied in rational homotopy theory. The space X is 1-formal if its Malcev
algebra is quadratic. One can use Knizhnik–Zamolodchikov-type connections to obtain "formality"
(1-formality or filtered formality) results for configuration spaces of surfaces. In the thesis we
consider a family of orbit configuration spaces X of the complex projective line associated to finite finite 
groups of homographies. We study the fundamental group of X and constuct Knizhnik–Zamolodchikov-type 
connections. This allows us to give a presentation of the Malcev Lie algebra of X and to prove the 1-
formality of X.
Keywords : orbit configuration spaces, relations between braids, Knizhnik–Zamolodochikov-type 
connections, 1-formality, Malcev Lie algebra.
