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Introduction
Mirror symmetry appears as a physical duality between N = 2 superconfor-
mal field theories around the 80’s of the last century. Later in 90’s Kontse-
vich gave a new mathematical interpretation of this duality in terms of an
equivalence of derived categories associated to symplectic (derived Fukaya
categories) and complex (derived category of coherent sheaves) geometry.
The Kontsevich’s proposal is known as Homological mirror symmetry and it
is one of the cornerstone of an extensive mathematical research. Originally,
the ‘mirror phenomenon’ was conjectured for Calabi-Yau varieties but later
it was extended to more general type of varieties, in particular for Fano
varieties. In this work we want to study certain differential equations and
related structures which appear in the study of (homological) mirror sym-
metry of Fano manifolds.
In a series of papers [37, 39, 40, 43, 42, 41] and having as a motiva-
tion studying the mirror symmetry of minimal Fano manifolds Golyshev
introduced certain kind of ordinary differential equations that he called DN-
equations (DN for Determinantal of order N). Essentially a DN-equation is
obtained as the Fourier-Laplace transformation of the (anticanonical) quan-
tum differential equation of a minimal Fano manifold. Underlying the study
of those equations there is a big research program regarding (between other
things) two important open problems in mathematics, namely, the classifica-
tion of Fano manifolds for higher dimensions (here higher means dimension
greater than 3) and the geometricity problem for ordinary differential equa-
tion, i.e, determine when a differential equation has geometric origin. The
new insight given by Golyshev and his collaborators to face these problems
is to call the attention in the role of the mirror duality in order to look for a
solution. We do not discuss these problems in the present work but we want
to mention them for giving an idea of how powerful can potentially be the
ideas around mirror symmetry. However, the study of the DN-equations is
a big motivation for our work.
Building on the D-module approach for the quantum cohomology ini-
tiated by Givental [36], in [46, 50] Guest developed a theory of abstract
quantum D-modules in order to emphasis the role of the theory of integrable
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systems inside the world of the quantum cohomology and more general in-
side the world of the Frobenius manifolds along the same lines of the theory
developed by Dubrovin [26, 27, 28]. One of our goals is to understand some
of the constructions around the DN-equations by using the approach in [46].
This is part of a relation noted many years ago in the setting of differential
equation between certain Fuchsian equations (equations with only regular
singularities) and irregular differential equations with two singular points
(one of them regular and the other one a pole of order 2). In the world of
Frobenius manifolds such relation was noted by Dubrovin in his early work
[26] and has been exploited since then. This work can be put in this line of
thought and one part of our work can be seen as given an abstract version
of the relation between the regular and irregular equations coming from the
Frobenius manifold given by the quantum cohomology of a Fano manifold.
While working with the Fucshian (regular) side has some advantages,
for example, the geometricity problem becomes very clear, there are a lot
of interesting structures which arise in the irregular side. From the point of
view of the differential equations the study of the monodromy of an irregular
differential equations gives rise to the so-called Stokes phenomenon. Stokes
phenomenon enter in to the realm of the quantum cohomology thanks a cel-
ebrated conjecture due to Dubrovin1 Roughly speaking the conjecture says
that the quantum cohomology of a manifold X is semisimple if and only if
the derived category of coherent sheaves of X has an exceptional collection.
Additionally, the Stokes matrix for the extended differential equation should
equal the Gram matrix of the exceptional collection.
We can just consider the case whenX is Fano, though non-Fano examples
are known, see [7]. Thanks to Dubrovin conjecture the study of the Stokes
matrices of equations associated with the quantum cohomology of a Fano
manifold became an interesting topic of research. The conjecture has been
shown to be true in many cases, see [52, 86, 87]. In general, the computation
of Stokes matrices is a difficult problem. In this work we used a method (see
[75, 48, 22]) which allows partially to compute the Stokes matrices for some
Fano manifolds and get some concrete results for the cases of projective
spaces (already known by Guzzetti [52] but rediscovered here by using a
slightly different method from the computational and conceptual point of
view. We will show how this method works in the case of the quantum
differential equation for the projective plane.
For a Fano variety X its mirror is a so-called Landau-Ginzburg model
(Y,W ) where Y is a non-compact Ka¨hler manifold and W : Y −→ C is
1Bondal pointed out to the author that that conjecture was also known by him and
Kontsevich. However, the first place where an explicit statement appears in the literature
was Dubrovin talk at the ICM-98 [27]. So, following the tradition we will attribute the
conjecture to Dubrovin.
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a holomorphic function called the superpotential. This W can turn out to
be a Laurent polynomial. However, this Laurent polynomial is not unique.
The natural question is: Are the different Laurent polynomials mirror to
the same given Fano manifold related in any way? When the dimension
of the Fano manifold is 2 (i.e. it is a del Pezzo surface)it was established
in [35] that the different Laurent polynomials are related by certain bira-
tional transformations called mutations and a general Laurent phenomenon
was established: If W is a Laurent polynomial whose mutations are Laurent
polynomials then all subsequent mutations of these polynomials are Laurent
polynomials. In this work we present the main results of [19] where we give a
new proof of this Laurent phenomenon, with origin in the mirror symmetry
of del Pezzo surfaces, by introducing an analogue of the upper bounds in the
theory of cluster algebras as defined in [10]. These Landau-Ginburg models
are essential tools in the program drawn by Golyshev and his collaborators
mentioned above.
Some words about the organization of the thesis are in order. In Chap-
ter 1 we will present some basic facts about the theory of D-modules in
one variable. This theory will be essentially used later in Chapter 4 as a
conceptual background for the approach developed there. Chapter 2 gives a
brief introduction to quantum differential equations as a background for the
abstract discussion given in Chapter 3. These two chapters just present very
known facts in the literature and the corresponding references are provided
for a reader who wants to go into a detailed discussion. The main part of
this thesis are Chapter 3,4 and 5.
In Chapter 3 using the approach in [46] and the construction of dif-
ferential operators via noncommutative determinants described in [41] we
introduced certain kind of differential operators in the variable q (which an
spectral parameter }) that we call F -operators. That name comes from the
fact that those operators can be seen as an abstract version of the quantum
differential operators for certain Fano manifolds. We formulate a recovering
problem for F -operators. Our recovering problem in just a reformulation
of the recovering problem studied in [2, 46, 47, 77]. Thus, the main result
of this chapter is to get a matrix of structure constants for a F -operator
via Birkhoff factorization. Additionally we show that our result can be seen
as the recovering of abstract Gromov-Witten invariants in the sense of [73].
We also show, that in this case the equations in the q and the }-directions
can be combined as it is discussed in a geometric framework in [61].Finally
we show that our operators have two singular points one of them irregular
and that the corresponding equation is ramified or unramified depending on
the certain condition on the degree of the variable q.
In Chapter 4 we study the Stokes data for a concrete (and geometric) ex-
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ample of the equations constructed in Chapter 3. By using a method based
on the so-called ‘monodromy identity’ we study the Stokes matrices for the
quantum differential equations of the projective plane. Thus, we recovered
Guzzetti’s [52] results regarding the Stokes data in the CP2 case and. We
note that this method can be applied for other situations like the differential
equation for CPn (n > 2) and partially for quantum differential equations
of a Fano hypersurface in CPn. For a related discussion see [22].
Finally in Chapter 5 we present an algebraic approach to the Laurent
phenomenon discovered in [35]. The main result of this chapter is a The-
orem about the Laurent phenomenon in terms of the upper bounds, which
roughly says that the upper bound does not change under mutations. In
the final part, we discuss a very general and speculative application of our
result in symplectic geometry, in particular, an application in the so-called
compactification problem (see problem 44 in [35]). The main results of this
chapter were obtained in collaboration with Sergey Galkin.
8
Chapter 1
Differential modules
Let us start by fixing some notation. K = C({z}) denotes the field of conver-
gent Laurent series, K̂ = C((z)) denotes the field of formal Laurent series,
O = C[{z}] denotes the ring of convergent power series and Ô = C[[z]]
denotes the ring of formal power series1. Each element of K is a meromor-
phic functions on some disk {z ∈ C||z| < r}, for some r > 0 and having at
most a pole at 0. It is known that O is an integral domain with K as its
field of fractions, and similarly for Ô and K̂. Additionally, K̂n = C((z 1n )),
O(n) = C[[z 1n ]]. As before, O(n) is an integral domain with K̂n as its field
of fractions. Since K̂n ⊂ K̂m if n divides m, we can consider the union
K̂ =
⋃
n
K̂n and it is known that K̂ is the algebraic closure of K̂. We can
define a valuation v on K̂ by v(0) = ∞ and if f =
∑
i≥m
aiz
i with am 6= 0
then v(f) = m. In addition ∂ will denote z
∂
∂z
= z∂z.
In this chapter we will only deal with the local structure of the differential
equations (∂ − A)v = 0 near an isolated singularity, where A is an n × n
matrix with entries in K and v is a vector with coordinates in either K or
K̂. The general theory will be described in the case where the singularity is
taken to be z = 0. However, in some specific situations that we will study
the singularity may be taken at z = ∞. A more ‘intrinsic’ object than
differential equations are connections (or (left) D-modules of finite rank2),
so we will use the language of connections (and D-modules) for formulating
some of the results we need. The material we are going to present is very
standard and it is presented in many places in the literature. Here we
will follow the presentations in [23, 81, 75]. Thus, our presentation will be
1It is also common in the literature to use the notation C{z} for the convergent power
series and the notation C{z}[z−1] for the field of convergent Laurent series.
2We will also use the expression differential module for (left) D-modules of finite
rank. This will be made explicit later.
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algebraic.
1.1 Differential modules, connection matrices and
differential operators
Let K be a differential field , i.e., a field K with a map ∂K : K −→ K which
is additive and satisfies the Leibniz rule. K will denote one of the fields K
or K̂ and ∂K will denote ∂ = z
∂
∂z
= z∂z, since these are the cases we are
interested in.
Definition 1.1.1. A differential module M is a pair (V,∇) where V is
a K-vector space of finite dimension n and ∇ : V −→ V is additive and for
all f ∈ K and all v ∈ V one has ∇(fv) = (∂Kf)v + f∇(v). The map ∇ is
called a connection over V . If K = K then the connection ∇ is called a
meromorphic connection and if K = K̂ then the connection ∇ is called
a formal meromorphic connection.
Remark 1.1.2. 1. It is clear that a differential module and a connection
can be seen as the same object, since they are defined by the same data (a
K-vector space V and a map ∇). In fact, in [81] the pair (V,∇) is just
called a connection. For this reason, we will use the terms connection and
differential module indistinguishably.
Choosing a basis {e1, ..., en} of V over K, the matrix A of ∇ in this basis
has coefficients in K. So, the differential moduleM corresponds to the linear
differential operator ∂K −A and the matrix A is called a connection ma-
trix. If one changes the basis by a matrix B ∈ GLn(K), the new matrix of
∇ is BAB−1 +∂KBB−1. The matrix B is called a gauge transformation.
Definition 1.1.3. . Let K be a differential field such that its subfield of
constants is not K itself and has characteristic 0. The (noncommutative)
ring of linear differential operators D = K[∇] is the ring consisting of all
expressions L of the form L = an∇n + ...+ a1∇+ a0 with n a non-negative
integer and all ai ∈ K. L is called a differential operator. The addition
in D is the obvious one and the multiplication is defined according the rule
∇a = a∇+ ∂Ka.
Remark 1.1.4. A differential operator L = an∇n+ ...+a1∇+a0 acts on K
with the interpretation ∇y := ∂Ky. So, the equation L(y) = 0 has the same
meaning as the scalar differential equation an∂
n
Ky+...+a1∂Ky+a0y = 0. So,
due to this when we write a differential operator L we will use the notation
an∂
n
K + ...+ a1∂K + a0 understanding that ∇ := ∂K
Now, we want to show that a differential moduleM of dimension n over
K is isomorphic to a left D-module D/DL for some differential operator L.
This is a consequence of the cyclic vector theorem that we will formulate.
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Theorem 1.1.5 (Cyclic vector theorem, Proposition 4.3.3 in [81], Lemme
1.3 in [23]). Let K be as in definition 1.1.3 and M a differential module of
dimension n. There exists an element m ∈M such that m,∇m, ...,∇n−1m
is a K-basis of M.
There are many proofs of this Theorem in the literature. The one given
by Katz [59] is instructive since he explicitly constructs a cyclic element.
However, we would like to refer the reader to a proof given by Jacobson in
[57]3. Sometimes we want to define the ring of differential operators not
over a field but just over a ring R. In fact, in this work, we will work with
differential operators with coefficients in C[z], i.e., we will considering the
Weyl algebra in one variable. We have that in this case the cyclic vector
Theorem is still true (see [81], for instance). We can also observe that the
Weyl algebra is simple. The discussion above suggests that there is a close
relation between the existence of a cyclic vector in a differential module
and the simplicity of the ring of differential operators. So, it is tempting to
ask whether these two properties are equivalent or under what conditions
they could be. We won’t address those questions in this work, but we think
they could be interesting from the point of view of the study of the module
structure of rings of differential operators. See [17], for instance.
1.2 Regular and irregular connections. Katz rank
We will leave the general discussion of the last section in order to focus on
the more concrete situations when K is either K or K̂. In what follows,
we will also use the language of the connections rather than the language
of differential modules. So, from now K means either K or K̂, connection
means either meromorphic connection or formal meromorphic connection
and ∂K is simply ∂, unless we explicitly say otherwise. In addition, OK
means either O or Ô. We recall that OK is a discrete valuation ring with K
as its field of fractions.
Definition 1.2.1. Let V a finite dimensional vector space over K. A lattice
V0 of V is a free finitely generated OK-submodule, such that V0⊗OK K = V .
When K = K, a lattice is also known as holomorphic extension. See
[61].
3There are two reasons for doing this. First of all, we find Jacobson’s proof very
simple. The theorem appears as a corollary of the ‘cyclic decomposition’ for pseudo-linear
operators. Secondly, from our point of view, that paper contains some interesting insights
which could lead to a generalization of some of ideas we are discussing here. In fact, based
on the idea of pseudo-linear transformation, Andre´ [3] proposes a unifying framework for
treating q-difference equations, difference equations and differential equations around the
idea of a ‘noncommutative connection’. Surprisingly, despite it being clear that Andre´’s
ideas are based on some insights by Jacobson, he does not refer to the original paper of
Jacobson at all, so we would like to fill this gap.
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For each homomorphism f : OnK −→ V the valuation v(f) is defined to
be biggest integer m such that f(OK) ⊂ Mm.V0, where M is the maximal
ideal of OK.
Theorem 1.2.2 (Katz [60], The´ore`me 1.9 in [23]). For every lattice V0 ⊂ V ,
and an isomorphism e : Kn −→ V , there exists a positive rational number r
such that the family of numbers
| − v(∇ie)− ri| (1.1)
with i = 1, 2, ... is bounded. This number r is called the Katz rank.
The Katz rank is important since it serves as a measure for the irregu-
larity of a connection. If r = 0 the connection is called regular, otherwise
irregular. The following theorem makes more precise the meaning of reg-
ular and irregular in terms of the Katz rank.
Theorem 1.2.3 (Katz [60], The´ore`me 1.12. in [23]). With the hypothesis
and notations of 1.2.2:
1. A connection ∇ is regular if and only if V admits a basis such that the
connection matrix, in this basis, has at most simple poles.
2. A connection ∇ is irregular and satisfies the equation (1.1) for r = a
b
> 0,
if and only if after changing the ring OK by OK(b), V admits a basis such
that the connection matrix, in this basis, has a pole of order a + 1. In
addition, the polar part of order a+ 1 of the matrix is not nilpotent.
The number b appearing in the Theorem will play an important role
in what follows. In the next section we will find it in the context of the
classification of differential modules.
1.3 Formal classification of differential modules
We would like to classify differential modules (or connections, or differential
equations), up to gauge equivalence, over K and K̂. The classification over
K̂ is known as the formal classification while the classification over K is
known as the meromorphic (or actual) classification. In this section, we will
only address the formal classification. For the meromorphic one we need
to know more information which comes from the so-called Stokes structure
(or Stokes data). We will discuss Stokes structures later in this work (See
Chapter 4).
The classification of differential modules has a long history going back
to the nineteenth century. The main result, known as the Levelt-Turrittin
theorem can be expressed as follows.
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Theorem 1.3.1 (Levelt-Turrittin Theorem). Let M a differential module
of finite dimension. There is a finite field extension K̂b of K̂ and there are
distinct elements q1, ..., qs ∈ z− 1bC[z− 1b ] such that K̂b⊗K̂M decomposes as a
direct sum
s⊕
i=1
E(qi)⊗Ni, where E(qi) is the one dimensional module K̂.eqi
with ∂zeqi = qieqi and Ni are regular singular differential modules over K̂.
The number b is called the ramification index of the differential module.
Definition 1.3.2. The elements q1, ..., qs appearing in the Levelt-Turrittin
Theorem are called generalized eigenvalues. Sometimes we will refer to
them just as eigenvalues.
If b = 1 we say that the differential moduleM is unramified, otherwise
we say that the differential module is ramified. We want to note that the
ramification index b is the same value b appearing in the Theorem (1.2.3).
If b = 1, i.e, the differential module is unramified, the Katz rank is an inte-
ger and coincides with the Poincare´ rank, so in that case we will call it the
Katz-Poincare´ rank.
We will mostly be interested in differential modules defined over K
(rather than K̂).
Definition 1.3.3. A differential module M over K is called split if there
are distinct elements q1, ..., qs ∈ z−1C[z−1] such that M decomposes as a
direct sum
s⊕
i=1
E(qi)⊗Ni, where E(qi) is the one dimensional module K.eqi
with ∂eqi = qieqi and Ni are regular singular differential modules over K.
The differential module M over K is called quasi-split if for some b > 1
the differential module Kb ⊗M is split over Kb.
Proposition 1.3.4 (Proposition 3.41 in [75]). For every differential module
M over K̂, there is a unique N ⊂M, such that:
1. N is a quasi-split differential module over K.
2. The natural K̂-linear map K̂ ⊗K N −→M is an isomorphism.
We will use Proposition (1.3.4) in our study of the asymptotic theory of
differential equations in the chapter 4. Translating the Proposition to the
language of matrix differential equations we have that for a given equation
∂y = Ay with the entries of A in K, there exists a quasi-split equation
∂y = By with the entries of B in K and F̂ ∈ GLn(K̂) such that F̂−1AF̂ −
F̂−1∂F̂ = B. The asymptotic theory concerns with lifting F̂ to an invertible
meromorphic matrix F such that F−1AF − F−1∂F = B holds on certain
sectors at z = 0. Note that the matrix F̂ is far from being unique. However,
any other choice has the form F̂C with C ∈ GLn(C) such that C−1BC = B.
This matrix C is not relevant for the construction of the asymptotic lift F ,
so we will just omit it.
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Remark 1.3.5. A formal solution Ψf for the equation (∂−A)y = 0 can be
written in the following way:
Ψf = F̂ (u)u
λeQ(u
−1)
with u = z
1
b and Q(u−1) = diag(q1, · · · , qn). F̂ is the gauge transformation
mentioned in the previous paragraph.
1.4 Newton polygons and slopes
So far, we have dealt with differential modules. However, in this section,
we will focus on differential operators defined over K̂ and will use them for
defining the Newton polygon and the slopes of a differential modules. We
will see how the Newton polygon contains the relevant information for the
formal classification of a differential module despite it being defined from a
differential operator obtained by choosing a cyclic element. We remark that
this is possible when the differential module is defined over a field which is
complete with respect to a discrete valuation. This is the case when K̂ and
the valuation v are defined as at the beginning of the section , so we do not
need to worry about this technical condition.
In R2 we define a partial order in the following way: We say that (x1, y1) >
(x2, y2) if x1 6 x2 and y1 > y2.
Definition 1.4.1. 1. Let L =
n∑
i=0
ai∂
i =
∑
i,j
ai,jz
j∂i ∈ K̂[∂] with an 6= 0.
A element of K̂[∂] of the form zm∂n is called monomial. The Newton
polygon N(L) of L is the convex hull of the set {(x, y) ∈ R2 — there is a
monomial zm∂n in L with (x, y) > (n,m)}.
2. N(L) has finitely many extremal points {(n1,m1), ..., (nr+1,mr+1)}
with 0 6 n1 < n2 < ... < nr+1 = n. We define the positive slopes of L to
be the numbers ki =
mi+1 −mi
ni+1 − ni . We will denote kr+1 = ∞. In addition if
n1 > 0 we add a slope k0 = 0.
Example 1.4.2. Consider the differential operator
L = ∂2 +
4 + 2z − z2 − 3z3
z2
∂ +
4 + 4z − 5z2 − 8z3 − 3z4 + 2z6
z4
The Newton polygon is determined by its extremal points, thus it is
enough to give the set of extremal points Newtext(L) of the Newton polygon
of this operator. Thus,
Newtext(L) = {(0,−4), (2, 0)} (1.2)
Therefore the slopes are k0 = 0, k1 = 2 and k2 =∞
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Example 1.4.3. Consider the differential operator
L = ∂2 + (
1
z2
+
1
z
)∂ +
1
z3
− 2
z2
In this case we have:
Newtext(L) = {(0,−3), (1,−2), (2, 0)} (1.3)
Therefore the slopes are k0 = 0, k1 = 1, k2 = 2 and k3 =∞.
Theorem 1.4.4 (The´ore`me III-1.5 in [66]). Let M be a differential module
over K̂, m a cyclic vector ofM and L its minimal polynomial, i.e. Lm = 0.
Choose another cyclic vector e′ with minimal polynomial L′. Then N(L) =
N(L′), i.e. the Newton polygon does not depend of the choice of a cyclic
vector. Thus, we call the Newton polygon of M the Newton polygon N(L)
of any minimal polynomial obtained from the cyclic vector theorem.
Remark 1.4.5 (Remarque III-1.9 in [66]). If M is a differential module
over K, the cyclic vector m and the minimal polynomial of m in K[∂] are
the same of those in K̂[∂]. Thus, the independence of the Newton polygon
with respect to the choice of a cyclic vector is still valid in K[∂].
Definition 1.4.6. A differential operator L =
n∑
i=0
ai∂
i is said to be a reg-
ular singular operator if all v(ai) ≥ 0
A natural question to ask is whether the notion of regularity given for
a differential operator is related with the notion of regularity given for a
differential module (in terms of the Katz rank). The answer is given by the
next Proposition.
Proposition 1.4.7 (Proposition 3.16 in [75]). Let M be a differential mod-
ules of finite dimension over K̂ with cyclic element m and L as the minimal
polynomial of m, i.e. M ∼= K̂[∂]/K̂[∂]L. Then M is regular if and only if
L is regular singular.
Remark 1.4.8. The same statement is true replacing K̂ by K.
We can also ask whether the slopes are helpful in order to determine the
‘regularity’ of a differential module. In fact, this is the case.
Proposition 1.4.9 (Corollaire III-1.7-ii in [66]). A differential module M
is regular if and only if its Newton polygon has only one slope and that slope
is 0.
Proposition (1.4.9) suggests a relation between the slopes of the Newton
polygon of a differential module with its Katz rank. It shows that for regu-
lar differential modules the slope and the Katz rank coincides. Indeed, the
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relation can be extended to irregular differential modules. In this case, the
Katz rank is equal to the biggest slope of the differential module. Actually,
some authors (see [66, 4, 6], for instance) use this equality as a definition of
the Katz rank.
A differential module can have many slopes (See Example (1.4.3)). How-
ever, we are interested in the case when there are only two slopes, one of
them 0 and the other one a positive number. It is clear that in this case,
and given a basis as in Theorem 1.2.3, the slope completely characterizes
the order of the poles (in the given basis) and the ramification index.
Definition 1.4.10. A differential module M over K is said to be of expo-
nential type if its Newton polygon has slopes ≤ 1.
Before we extract some easy consequences from the definition, we would
like to specialize the discussion. So far, we have been dealing with connec-
tions only with one singular point at z = 0. However, we can extend this to
a connection having two singular points, namely, at z = 0 and at z =∞, in
such a way that the singularity at ∞ is regular. For the details see section
2.b in [79]. Therefore, from now, connection means connection with two
singular points, one at 0 (possibly irregular) and the other one at∞ (always
regular). If needed we can ‘switch’ these two singularities by a inversion of
the local coordinate. This will be needed in the next chapter.
We have some immediate consequences of Definition (1.4.10). In a given
basis as in the Theorem 1.2.3 the definition implies that a connection is of
exponential type if it has at most a pole of order 2 at 0. In particular, we
have that a connection has a pole of order at most 2 at 0 and it is unramified
if and only if it has 0 or 1 as slopes. In the ramified case, we will only deal
with the case of at most two slopes (one of them being 0) too.
Remark 1.4.11. In the definition of being of exponential type presented here
(which follows the definition given by Malgrange in [66]) we are not requiring
the property of having no ramification. However, in [61] they require no
ramification in the definition of exponential type. In [79] the exponential type
connections of [61] are called nr exponential type (nr for no ramification).
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Chapter 2
Quantum D-modules
2.1 Quantum cohomology
In this section we will closely follow the presentation in [18, 45]. In this
section X is a projective algebraic variety.
Let C a (possibly reducible) proper reduced connected algebraic curve
over C with only nodes as singularities, and x1, ..., xn ∈ C are distinct points
which do not coincide with any of the nodes. This curve C is called n-
pointed curve. Let C and C ′ two n-pointed curves. We say that C and
C ′ are isomorphic if there exists an algebraic morphism ϕ : C −→ C ′ such
that ϕ(xi) = x
′
i.
Definition 2.1.1. A n-pointed stable curve is a data (C, x1, ..., xn) where
C is a (possibly reducible) proper reduced connected algebraic curve over C
with only nodes as singularities, and x1, ..., xn ∈ C are distinct points which
do not coincide with any of the nodes, such that the automorphism group of
(C, x1, ..., xn) must be finite. The genus g of C is the arithmetic genus of
C.
One can define the moduli space Mg,n of n-pointed stable curves. It
turns out that Mg,n exists and is an orbifold of dimension 3g− 3 + n when-
ever n+ 2g ≥ 3. (See [18]). For a good introduction to Mg,n see [18, 34].
Now, we want to consider stable maps.
Definition 2.1.2. Let X a variety. A stable n-pointed map is a map
f : (C, x1, ..., xn) −→ X, such that f has a finite automorphism group. Here
an automorphism of f is and automorphism ϕ of (C, x1, ..., xn) such that
f ◦ ϕ = f .
Let β ∈ H2(X,Z) be a fixed homology class. A map f : (C, x1, ..., xn) −→
X such that f∗[C] = β for i = 1, ..., n is said to represent β. In this case
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one can define a Deligne-Mumford stack of n-pointed stable maps of genus
g representing a class β ∈ H2(X,Z) which will be denoted by Mg,n(X,β).
This stack allows us to define the Gromow-Witten invariants.
Let us consider the maps evi : Mg,n(X,β) −→ X, called evaluation
maps, such that for f : (C, x1, ..., xn) −→ X a stable map, then evi([f ]) =
f(xi). If we put these maps together then we get the map ev = ev1 ×
... × evn : Mg,n(X,β) −→ Xn. In order to define properly the Gromov-
Witten invariants we need one additional ingredient, the so-called virtual
fundamental class [Mg,n(X,β)]vir. We will not give any definition or details
of the construction of the virtual fundamental class. For such discussion see
[9, 18, 65].
Definition 2.1.3. Consider classes α1, ..., αn ∈ H∗(X,Q) and β ∈ H2(X,Z).
If n, g ≥ 0, then the Gromov-Witten invariant 〈α1, ..., αn〉g,n,β is defined
by
〈α1, ..., αn〉g,n,β =
∫
[Mg,n(X,β)]vir
ev∗(α1 × ...× αn)
One of the most significant consequences of the definition of Gromov-
Witten invariants is that they can be used to define a ‘deformation’ of the
usual cup product in cohomology. This new product is called the quantum
product and the corresponding ring the quantum cohomology ring. We
want to define this ring. First we will need to introduce the Gromov-Witten
potential.
Definition 2.1.4. Let ω be a complexified Ka¨hler class on a smooth projec-
tive variety X. Let b0 = 1, ..., bm a basis of H
∗(X,C). We note that bm is
a top degree cohomology class on X such that
∫
X
bm = 1. Let γ =
m∑
i=0
yibi.
Then we define the Gromov-Witten potential Φ as :
Φ(γ) =
∞∑
n=0
∑
β∈H2(X,Z)
1
n!
〈γn〉0,n,βqβ
where 〈γn〉0,n,β = 〈γ, ..., γ〉0,n,β with γ taken n times and qβ = e2pi
√−1 ∫β ω.
Remarks 2.1.5. 1. It is noted in [18] that in the above sum, when β = 0 we
implicitly have n ≥ 3 since M0,n(X, 0) does not exist if n ≤ 2. It was also
pointed out that there is a variation in the definition of the Gromov-Witten
potential in the literature, as some authors truncate the series by assuming
n ≥ 3 for all values of β.
2. If, for a given n, there are only a finite number of β such that
〈γn〉0,n,β 6= 0, then the Gromov-Witten potential Φ belongs to C[[y0, ..., ym]].
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This holds, for example, if X is a Fano manifold. Since in this work we are
mainly interested in the Fano case, in what follows we will always assume
that X is Fano and then Φ ∈ C[[y0, ..., ym]]. With this assumption, we can
consider Φ as a function on a formal neighbourhood of 0 ∈ H∗(X,C). We
just note that in general, i.e. for the non-Fano case, we need to consider a
Novikov ring instead of C[[y0, ..., ym]]
3. We will always assume that X has trivial cohomology in odd degree.
If X has non-trivial cohomology in odd degree, then we need to see H∗(X,C)
as a supermanifold. For a discussion using this general setup see [18, 70].
With the assumptions in remarks 2.1.5 and using the Gromov-Witten
potential Φ, we are in position to define the (big) quantum cohomology ring
of X.
Definition 2.1.6. The (big) quantum cohomology of X is the ring
H∗(X,C[[y0, ..., ym]]), with the product given on generators by bi ∗ bj =∑
k
∂3Φ
∂yi∂yj∂yk
bk, where b0, ..., bm is the Poincare´ dual basis to b0, .., bm.
Remark 2.1.7. It can be shown (see Lemma 8.23 in [18]) that
∂3Φ
∂yi∂yj∂yk
=
∞∑
n=0
∑
β∈H2(X,Z)
〈bi, bj , bk, γn〉0,n+3,βqβ.
Remark 2.1.8. Note that it is easy to see that this product is commutative.
However, the associativity is highly non-trivial. In fact, the associativity
is equivalent to a system of partial differential equations, known as WDVV
equation, which is satisfied by Φ. See [18].
Lemma 2.1.9. Set δ =
r∑
i=1
yibi and  = y0b0 +
m∑
i=r+1
yibi then the big
quantum product is given by
bi ∗ bj =
∑
k
∞∑
n=0
∑
β
1
n!
〈bi, bj , bk, n〉0,n+3,βe
∫
β δqβbk
Setting δ =  = 0 in the formula for the big quantum product given in
Lemma (2.1.9) we obtain
bi ∗ bj |δ==0 =
∑
k
∑
β
〈bi, bj , bk〉0,3,βe
∫
β δqβbk
This restriction of the big quantum product is the small quantum
product. This small quantum product will be denoted by ∗small. The
corresponding ring is called small quantum cohomology ring.
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Remark 2.1.10. The small quantum product can be defined directly without
considering the big quantum product. For that approach see [18, 46].
2.2 Frobenius manifolds
Definition 2.2.1. Let M a complex manifold. A pre-Frobenius mani-
fold structure on M is a data (∇, g,A), such that:
1. ∇ : TM −→ TM⊗Ω1M is a flat connection. Here TM is the holomorphic
tangent sheaf.
2. g is a metric on M, i.e., a symmetric pairing g : S2(TM) −→ OM
which induces an isomorphism TM ∼= T ∗M. Here OM is the structure sheaf. In
addition, g must be compatible with ∇, this means, d(g(X,Y ) = g(∇X,Y )+
g(X,∇Y ).
3. A : S3(TM) −→ OM is a symmetric tensor.
With this data it is possible to define a product on each tangent space
of M, by defining X ◦ Y by the formula A(X,Y, Z) = g(X ◦ Y,Z).
Definition 2.2.2. A pre-Frobenius manifold is a Frobenius manifold if
the data (∇, g,A) satisfies two additional conditions:
4. The product defined by A is associative.
5. Locally on M, there is a potential function Φ such that A(X,Y, Z) =
XY ZΦ.
We will give an example of a Frobenius manifold which is the one of
interest in this work. Our presentation follows [45].
A (pre-)Frobenius manifold can have an additional structure. That
structure comes from the existence of the so-called Euler vector field. Now,
we will introduce this concept.
Definition 2.2.3. Let M a pre-Frobenius manifold then:
1. A vector field e on M is an identity if e ◦ Y = Y for all Y .
2. A vector field E onM is an Euler vector field if for all vector fields
Y and Z, we have that:
E(g(Y,Z))− g([E, Y ], Z)− g(Y, [E,Z]) = Dg(Y,Z)
for some constant D and
[E, Y ◦ Z]− [E, Y ] ◦ Z − Y ◦ [E,Z] = d0Y ◦ Z
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for some constant d0
Remark 2.2.4. An Euler vector field E can be used to define a grading on
vectors fields: Given a vector field Y , it is homogeneous of degree d if
[E, Y ] = dY
Example 2.2.5 (Big quantum cohomology). Let X be a Fano manifold and
b0 = 1, ..., bm is the same basis as before. Let y0, · · · , ym be the associated
variables to this basis. Consider M = M , where M ⊆ H∗(X,C) is a sub-
domain where the Gromov-Witten potential Φ converges.1 We have that M
has an structure of Frobenius manifold representing the the quantum coho-
mology of X.
More precisely, take the metric to be constant on M defined by g(∂yi , ∂yj ) =∫
X
bi∪ bj, the connection ∇ the trivial one, with ∂y0 , ..., ∂ym flat section and
A(∂yi , ∂yj , ∂yk) =
∂3Φ
∂yi∂yj∂yk
. In fact, the product Y ◦Z = Y ∗Z is the quan-
tum product. The Euler vector field is defined as:
E =
∑
i
(1− degbi
2
)yi∂yi +
∑
j:degbj=2
cj∂yj
where c1(TX) =
∑
j:degbj=2
cjbj
Let M be a Frobenius manifold and consider the following diagram:
pr∗TM −−−−→ TMy y
CP1 ×M pr−−−−→ M
The connection ∇ lifts and extends to a flat connection on pr∗TM such
that ∇∂λY = 0 for Y ∈ pr−1TM. Here λ is a coordinate on C ⊂ CP1 and
∂λ the vector field with ∂λλ = 1, ∂λpr
−1OM = 0. It is known (see [70, 53])
that this connection can be ‘twisted’ in two distinct ways giving rise to the
so-called first and second connections which we are going to define.
Definition 2.2.6 (First structure connection). Let M be a pre-Frobenius
manifold with a vector field E and d0 6= 0. Denote M̂ = C∗ ×M. The
connection ∇̂ on the vector bundle p∗1TM on pr∗TM|M̂ −→ M̂ is defined by
the following formulas for X,Y ∈ pr∗(TM)|M̂:
∇̂X(Y ) = ∇X(Y ) + λX ◦ Y.
1Disregarding the convergence of Φ, M can be considered as the whole H∗(X,C) and
in this case we have a formal Frobenius manifold. For a related discussion see [84]
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d0∇̂∂λ(Y ) = ∂λY − E ◦ Y +
1
λ
GrE(Y )
is called the first structure connection or Dubrovin connection. Here
GrE is the OM-linear map defined on vector fields Y by Y 7−→ [E, Y ].
We have the following important theorem.
Theorem 2.2.7 (Theorem 2.11 in [45], Theorem 2.5.2-I in [70]). The first
structure connection is flat if and only if M is Frobenius and E is an Euler
vector field with [E,X ◦ Y ]− [E,X] ◦ Y −X ◦ [E, Y ] = d0X ◦ Y .
Remark 2.2.8. It was pointed out in [8] that in the case of the quantum
cohomology the Euler vector field E is normalized in such a way that d0 = 1 .
Since we are interested in the quantum cohomology situation we will assume
this convention.
Now we are going to introduce the second structure connection. This
connection was described by Dubrovin [26] under the name ‘Gauss-Manin
connection of the Frobenius manifold’. The term second structure con-
nection appears in [70] and it is widely use in the literature, see [53] and
references therein. First of all, we will need to introduce some notation.
From now M denotes a Frobenius manifold with an Euler field E. Let
U : TM −→ TM be the operator defined by U(X) := E◦X and V : TM −→ TM
be the OM-linear skew symmetric operator defined on vectors fields by the
formula V(X) = [X,E]− D
2
X where D is the constant in Definition (2.2.3).
With this notation the first structure connection defined in (2.2.6) takes the
following form (recall that we are assuming d0 = 1)
∇̂X(Y ) = ∇X(Y ) + λX ◦ Y.
∇̂∂λ(Y ) = ∂λY − U(Y ) +
1
λ
(V + D
2
Id)(Y )
Now we will consider the set Dˇ = {(λ, t)|U − λId is not invertible on
TtM} and define Mˇ := C × (M − Dˇ). We are in position to define the
second structure connection.
Definition 2.2.9 (Second structure connection). The second structure
connection ∇ˇ on pr∗TM|Mˇ −→ Mˇ is defined by the following formulas for
X,Y ∈ pr∗TM|Mˇ
∇ˇX(Y ) = ∇X(Y )− (V + 1
2
Id)(U − λ)−1(X ◦ Y )
∇ˇ∂λY = ∂λY + (V +
1
2
Id)(U − λ)−1(Y )
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Similarly as for the first structure connection we have the following the-
orem.
Theorem 2.2.10 (Theorem II-1.4 in [70] and (a) in Theorem 9.4 in [53]).
The second structure connection is flat.
It was noted by Dubrovin in [26] and also discussed in [70] that the first
ans second connection are related to each other in a very specific way. Let
us consider the λ-direction of the first and second structure connections, i.e:
∇̂∂λ(Y ) = ∂λY − U(Y ) +
1
λ
(V + D
2
Id)(Y )
∇ˇ∂λY = ∂λY + (V +
1
2
Id)(U − λ)−1(Y )
It can be shown that ∇̂∂λ and ∇ˇ∂λ are related by a formal Fourier-
Laplace transformation. We will go back to this point later in chapter 3.
A precise statement of this relation can be found in Proposition II-1.3.1 in
[70].
2.3 Quantum differential equations
In this section we are going to consider the first structure connection defined
previously for the case of the Frobenius manifold discuss in the example
(2.2.5). In other words, we are going to consider the so-called quantum
connection and the corresponding quantum differential equation.
2.3.1 Givental connection
In this subsection we will define a twisted version of the first structure
Dubrovin connection called the Givental connection ∇G. This connection is
often used in the quantum cohomology literature (see [46], for instance), so
for this reason we will briefly discuss this approach here. We start defining
one variant of Gromov-Witten invariants.
Definition 2.3.1 (Gravitational descendent invariants). Let Li, i = 1, ..., n
be the line bundles onMg,n(X,β) whose fiber over the stable map (f : C −→
X,x1, · · · , xn) is the cotangent space T ∗xiC and ψi = c1(Li) ∈ H2(Mg,n(X,β),Q).
Then for the classes γ1, ..., γn ∈ H∗(X,Q), β ∈ H2(X,Z) the descendent
Gromov-Witten invariants are defined as follows:
〈τp1γ1, ..., τpnγn〉g,n,β =
∫
[Mg,n(X,β)]vir
ψp11 ∪ ...ψpnn ∪ ev∗(γ1 × ...× γn) ∈ Q.
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Let b0 = 1, · · · , bm be a basis for H∗(X,Q) and γ =
m∑
i=1
yibi (like in the
definition of the Gromov-Witten potential), If ω is the complexified Ka¨hler
class on X, the genus g couplings are defined by
〈〈τp1γ1, · · · , τpnγn〉〉g =
∞∑
k=0
∑
β
1
k!
〈τp1γ1, · · · , τpnγn, γ, · · · , γ〉g,n+k,βqβ
Remark 2.3.2. In the special case where g = 0 and all of the pi are 0,
we can write 〈〈bj1 , · · · , bjn〉〉0 =
∂nΦ
∂yj1 · · · ∂yjn
, where Φ is the Gromov-Witten
potential. Therefore the big quantum product can be written as follows
bi ∗ bj =
∑
k
〈〈bi, bj , bk〉〉0bk
Definition 2.3.3. The connection ∇G defined on a trivial cohomology bun-
dle over H∗(X,C) by the formula
∇G∂yi (
∑
j
ajbj) = }
∑
j
∂aj
∂yi
bj −
∑
j
ajbj ∗ bi
where } is a parameter is called the Givental connection.
Remark 2.3.4. The Givental connection relates to the first structure Dubrovin
connection via the relation λ = −}−1.
Definition 2.3.5. For each index a = 0, · · · ,m, we define
sa := ba +
m∑
j=0
〈〈 ba
}− ψ1 , bj〉〉0b
j
where
ba
}+ ψ1
=
∞∑
n=0
(−1)n}−n−1ψn1 ba.
Proposition 2.3.6 (Proposition 10.2.1 in [18], Theorem 2.14 in [45]). The
sections s0, · · · , sm form a basis for the ∇G-flat sections. This means that
s0, · · · , sm are solutions of the differential equation }∂sa
∂yi
= bi ∗ sa, where ∗
is the big quantum product.
Now, we are going to consider a restriction on the base manifold of
the bundle and connection ∇G. We will restrict to M = H2(X,C). If we
take a basis b0 = 1, · · · , br of H2(X,Q) and the corresponding variables
are y0, · · · , yr. We note that the restriction of the big quantum product to
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H2(X,C) is precisely ∗small. Therefore the restriction of ∇G to M is given
by
∇G∂yi (
m∑
j=0
ajbj) = }
m∑
j=0
∂aj
∂yi
bj −
m∑
j=0
ajbi ∗small bj
for i = 0, · · · , r.
Proposition 2.3.7 (Proposition 10.2.3 in [18]). Let δ =
r∑
i=1
yibi. Then the
restriction of sa to M can be written as
sa = e
y0/}(eδ/} ∪ ba +
∑
β 6=0
m∑
j=0
e
∫
β δ〈e
δ/} ∪ ba
}− ψ1 , bj〉0,2,βb
j)
2.3.2 Givental J-function
We will use the sections sa (in fact the restriction to M) for studying quan-
tum cohomology.
We define the function J =
∑
j
〈sj , 1〉bj where 〈α, β〉 =
∫
X
α ∪ β is
the intersection pairing on cohomology. Let us consider P (}
∂
∂y
, ey, }) as a
formal power series in the quantities
∂
∂y0
, · · · , ∂
∂yr
, ey0 , · · · , eyr , }. Consid-
ering H∗(X,C[[q1, · · · , qr]]), we denote by P (b, q, 0) the formal power series
in H∗(X,C[[q1, · · · , qr]]) obtained from P (} ∂
∂y
, ey, }) by the substitutions
}
∂
∂yi
7−→ bi, eyi 7−→ qi, } 7−→ 0 and the composition of the differential
operators is replaced by the small quantum product. We have the following
theorem
Theorem 2.3.8 (Theorem 10.3.1 in [18]). Suppose P (}
∂
∂y
, ey, })J = 0,
where P is a formal power series as described above. Then the relation
P (b, q, 0) = 0 holds in small quantum cohomology.
This theorem gives rise to the next definition.
Definition 2.3.9. A differential operator P (}
∂
∂y
, ey, }) satisfying the hy-
pothesis of Theorem (2.3.8) is called a quantum differential operator.
The equation P (}
∂
∂y
, ey, })Y = 0 is called a quantum differential equa-
tion.
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We will finish this section recalling a Lemma which gives two formulas
for the Givental J-function frequently used in the literature and that will
be helpful in the next section.
Lemma 2.3.10 (Lemma 10.3.3 in [18]). The Givental J-function of X is
given by the following formulas
J = e(y0+δ)/}(1 +
∑
β 6=0
m∑
a=0
qβ〈 ba
}− ψ1 , 1〉0,2,βb
a)
= e(y0+δ)/}(1 +
∑
β 6=0
qβPD−1ev∗1(
1
}− ψ1 ∩ [M0,2(X,β)]
virt))
where δ =
r∑
i=1
yibi and q
β = e
∫
β δ. In the second equality PD is the Poincare´
duality and ev1 is the evaluation map at the first marked point.
2.4 Anticanonical quantum differential operators
In [39] and [42] (see also [37] and [38]) Golyshev introduced the anticanoni-
cal quantum D-module and its regularization. It was remarked in [42] (see
remark 1.24) that the anticanonical quantum D-module is essentially the
restriction of the extended first structural connection onto the divisorial di-
rection of the Frobenius manifold associated to X, and its regularization
corresponds to the second structure connection. In this section, we will
present those notions following the discussion in [15] (see also [16]). Here
we continue with our assumption of X being a Fano manifold with trivial
cohomology in odd degree. In addition −KX denotes the anticanonical line
bundle of X.
In the end of the last section we wrote the following formula for the
Givental J-function:
J = e(y0+δ)/}(1 +
∑
β 6=0
qβPD−1ev∗1(
1
}− ψ1 ∩ [M0,2(X,β)]
virt))
Consider the component of the J-function along the unit class b0 = 1.
Setting } = 1 , y0 = δ = 0 and replacing qβ by t〈β,−KX〉 we get a formal
power series in the variable t which is called the quantum period of X.
Thus, the quantum period is obtained as a restriction of the j-function.
More precisely, we have the following definition.
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Definition 2.4.1. The quantum period of X is the power series Gx(t) =
1 +
∑
d≥2
∑
β∈H2(X,Z):〈β,−KX〉=d
td〈bm.ψd−21 〉0,1,β. We will write the quantum pe-
riod as GX(t) = 1 +
∑
k≥2
pkt
k.
Theorem 2.4.2 (Theorem 4.3 in [15]). The quantum period of a Fano man-
ifold X satisfies an ordinary differential equation Q, i.e. QGX(t) = 0 where
Q is a polynomial differential operator in t∂t.
Definition 2.4.3. The anticanonical quantum differential operator
of X is an operator QX of lowest order such that QXGX(t) = 0
Fixing a basis b0, · · · , bm as before. Let M = M(t) be the matrix of the
quantum multiplication by −KX in the given basis. Now, we consider the
differential equation on C∗ t∂tΨ(t) = Ψ(t)M(t). Thus QX is a scalar opera-
tor associated to this matrix differential equation. In general, the quantum
differential operator is a partial differential operator however, the anticanon-
ical quantum operator is always an ordinary differential operator. One can
see the latter as the restriction of the former in the anticanonical direction.
Now we will proceed to define the regularized quantum period and the
regularized quantum differential operator. These notions will play an im-
portant role in our discussion in chapter 5 regarding the period of a Laurent
polynomial in terms of the mirror symmetry of certain Fano manifolds. We
will return to this point with more detail in chapter 5.
Definition 2.4.4. The regularised quantum period is the Fourier-Laplace
transform ĜX(t) = 1 +
∑
k≥2
k!pkt
k of the quantum period GX(t). The regu-
larised quantum differential operator of X is an operator Q̂X of lowest
order such that Q̂X .ĜX(t) = 0.
We will illustrate these definitions in the case of CPn.
Example 2.4.5. The matrix of the quantum multiplication by the anti-
canonical class for CPn is
0 · · · 0 (n+ 1)n+1tn+1
1 0 · · · 0
. . .
. . .
1 0

Thus, the corresponding anticanonical quantum differential operator is
QCPn = (t∂t)
n+1 − (n + 1)n+1tn+1. It was shown in [73] that the series
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GCPn =
∑
k≥0
t(n+1)k
k!n+1
is the quantum period. The regularised quantum differ-
ential operator is Q̂CPn = (t∂t)
n − (n+ 1)n+1tn+1(t∂t + 1) · · · (t∂t + n). The
regularised quantum period is ĜCPn =
∑
k≥0
t(n+1)k
((n+ 1)k)!
k!n+1
. In particular,
when n = 2 we have that the regularised quantum differential operator is
Q̂CP2 = (t∂t)
2 − 27t3(t∂t + 1)(t∂t + 2). The regularised quantum period is
ĜCP2 =
∑
k≥0
t3k
(3k)!
k!3
. We will find this operator and this series again in
Chapter 5.
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Chapter 3
Abstract anticanonical
quantum operators
3.1 Noncommutative determinants
This section is based on section 1 of [41]. Here R will mean an associative
(non-necessarily commutative) ring with unit.
Let M = (Mij)0≤i,j≤n be a square matrix of size n+ 1 with entries in R.
Definition 3.1.1. The right determinant of M which will be denoted by
detright(M) is defined by:
detrightM =
n∑
i=0
MinCin
where Cin is the cofactor corresponding to the element Min. The cofactor
Cin is a right determinant itself times a sign (−1)i+n.
Remark 3.1.2. By expanding the recursive definition it can be seen that
detright(M) =
∑
σ
sign(σ)Mσ(n),n · · ·Mσ(0),0.
A matrix M over R is called almost triangular if Mij = 0 for i > j+ 1
and Mj+1,j = −1.
Proposition 3.1.3 (Proposition 1.6 in [41]). Let M be an almost triangular
matrix of size n+ 1. Define
P0 = 1
Pj+1 =
j∑
i=0
PiMn−j,n−i
Then Pn+1 = detright(M)
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In section (3.5) we will give some examples of the computation of the
right determinant using Proposition (3.1.3).
For a square matrix M = (Mij)0≤i,j≤n it is defined the matrix M τ whose
(i, j)-th entry M τij is Mn−j,n−i.
Proposition 3.1.4 (Proposition 1.8 in [41]). Let E be a right R-module.
Let ξ1, · · · , ξn be elements of E. Let M be an almost triangular matrix over
R. Then
(ξ1, ..., ξn)M
τ = (0, · · · , 0) =⇒ ξ0detright(M) = 0
3.2 F -differential operators
Let H be the Heisenberg algebra C[}][q, }∂], whose generators q and }∂ =
}q
∂
∂q
satisfying the following relation:
[}∂, q] = }q.
This way the Heisenberg algebra can be seen as a ring of differential opera-
tors and a module over H will be called a D-module.
We can assign degrees to the elements q and }∂ as follows: deg }∂ =
deg } = 2 and deg q = 2d > 0. Unless stated otherwise, we will restrict to
the case when the degree of q is 2.
Definition 3.2.1. A differential operator T = (}∂)n+1+
n∑
k=0
pk(q, })(}∂)n−k
is a weighted homogeneous operator of degree 2n if pk(q, }) is a weighted
homogeneous polynomial of degree 2(k + 1), for k = 0, 1, · · · , n.
Let M = (Mij) be a square matrix of size n + 1 over a ring R. The k-
diagonal of M is the matrix M [k] whose (i, j)-th entry is Mij when j = i+k
and zero when j 6= i+ k.
Definition 3.2.2. A matrix A over C[q] is said to be homogeneous if
the non-zero entries of each of its k-diagonals has the same degree and for
k1 < k2, the degree of the entries of the k1-diagonal is less than the degree
of the entries of the k2-diagonal. Similarly we define a homogeneous matrix
over C[}][q].
Remark 3.2.3. We want to note that this is a weak definition of the homo-
geneity, but it is suitable for the purposes of this work. However, in order
to consider more general situations (see Remark (3.4.6)), we would need to
make it stronger.
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Definition 3.2.4. A weighted homogeneous differential operator T of order
n + 1 is called F -operator if there exists an n + 1 × n + 1 homogeneous
matrix A˜ with entries in C[q] such that −A˜ is almost triangular and T =
detright(}∂ − A˜).
We will give examples of F -operators in section (3.5).
Proposition 3.2.5. If an operator T = (}∂)n+1 +
n∑
k=0
pk(q, })(}∂)n−k is an
F -operator then the polynomials pk(q, }) are homogeneous polynomials with
the property pk(0, }) = 0, i.e., they have no pure }-monomials.
Proof. The form of the polynomials pk(q, }) follows from the weighted ho-
mogeneity condition of T and the fact that the matrix A˜ is independent
of }, since developing the determinant only monomials depending of q and
q} (these coming from the commutation relation in the Heisenberg algebra
defined above) could appear.
In general, and since we are assuming that deg q = 2, for a weighted
homogeneous operator T of order n+ 1, the polynomials pk(}, q) are of the
form:
p0 = p
(0)
0 q
p1 = p
(0)
1 q
2 + p
(1)
1 q}
· · · · · · · · · · · · · · · · · ·
pn−1 = p
(0)
n−1q
n + p
(1)
n−1q
n−1}+ · · ·+ p(n−1)n−1 q}n−1
pn = p
(0)
n q
n+1 + p(1)n q
n}+ · · ·+ p(n)n q}n.
In particular, this is true for an F -operator.
Definition 3.2.6. Let T be an F -operator. A D-module M of the form
D/DT , where DT means the left ideal of D generated by T , will be called a
D-module of type F.
A D-module M = D/DT of type F is free of rank n over C[}][q].
Therefore, choosing a basis, we can define Ω} as the matrix of the ac-
tion of ∂ on M with respect to the given basis, then Ω} has the form
1
}
ω+θ(0) +}θ(1) +}θ(2) +· · · , where ω and theta(0), θ(1), · · · are independent
of }. This way, we introduce a family of connections 1-forms Ω} =
1
}
S}(q)
dq
q
.
Proposition 3.2.7 (Proposition 6.30 in [46]). 1. For i ≥ j+2 we have that
the (i, j)-th entry of Ω} is 0. Each non-zero entry (i, j) has degree 2(j − i).
In particular, each non zero entry of θ
(k)
ij has degree 2(j − i− k).
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For example, we can choose [1], [}∂], · · · , [(}∂)n] as a C[}][q]-basis and
then we can give an explicit presentation of the matrix Ω} and the matrices
θ(k).
Proposition 3.2.8. With respect to the basis [1], [}∂], · · · , [(}∂)n] , we have
that Ω} =
1
}
ω + θ(0) + }θ(1) + ...}n−1θ(n−1), where :
ω =

0 0 · · · 0 −p(0)n qn+1
1 0 · · · 0 −p(0)n−1qn
0 1 · · · 0 −p(0)n−2qn−1
...
. . .
. . .
...
...
0 0 · · · 1 −p(0)1 q

and, for 0 6 k 6 n− 1
θ(k) =

0 0 · · · 0 −p(k+1)n qn−k
0 0 · · · 0 −p(k+1)n−1 qn−(k+1)
...
. . .
. . .
...
...
0 0 · · · 0 −p(k+1)k+1 q
[0] [0] · · · [0] [0]

with each [0] a 1-column vector with k rows.
Proof. Obvious.
Remark 3.2.9. Ω} is the companion matrix of T (also known as rational
or Frobenius canonical form) with respect to the given basis.
Corollary 3.2.10. θ(i)|q=0 = 0
In definition (3.2.4) we have postulated the existence of certain matrix
A˜ for a given F -operator, such that the operator can be computed from
that matrix by means of the right determinant. A natural question is how
to actually know A˜. For example, it would be interesting to know if such
a matrix is unique and whether there exists a method to compute it. More
precisely, we would like to know if the matrix A˜ could be recovered, in a
unique way, from the scalar operator T . We will call the problem of finding
a unique A˜ associated to an F-operator the ‘recovering problem’. This
problem has a positive answer and the matrix A˜ can be obtained from an
application of the so-called Birkhoff factorization.
3.3 Birkhoff factorization
We will review the main ideas behind Birkhoff factorization relevant for
tackling the recovering problem. Details can be found in [46]. For the gen-
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eral theory we refer the reader to [72].
Let ∇ = d+ Ω} be the flat connection on C∗ × Cn, with } ∈ S1 and Ω}
as in Proposition (3.2.8). The condition of ∇ being flat is locally equivalent
to Ω} = L−1dL where L is a fundamental solution matrix of the differential
equation associated with ∇, i.e., the differential equation ∂Y = (Ω})Y . In
other words, L is the following map:
L : N × S1 −→ GL(n+ 1,C)
where N is a neighbourhood of a regular point q0. Alternatively, L can be
seen as
L : N −→ ΛGL(n+ 1,C)
where ΛGL(n+ 1,C) is the smooth loop group of GL(n+ 1,C).
In general, L is not single-valued in a punctured neighbourhood of q = 0.
This singularity is regular, thus thanks to the ‘Frobenius method’ L is of the
form L= exp(
1
}
logq C)S(q, }) where
C =

0 0 0 · · · 0
1 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
...
0 · · · · · · 1 0

is a maximally nilpotent matrix and S(q, }) is holomorphic at q = 0, with
S(0, }) = Id. See, for example, Theorem 5.9 in [46] and Proposition 3.6 in
[54].
Let Gr(n+1)(∼= ΛGL(n + 1,C)/Λ+GL(n + 1,C)) be the infinite dimen-
sional Grassmannian as in [46], with Λ+GL(n+1,C) = {λ ∈ ΛGL(n+1,C)|λ
extends holomorphically to 0 ≤ |}| ≤ 1}. Similarly, we can define Λ−GL(n+
1,C) = {λ ∈ ΛGL(n + 1,C)|λ extends holomorphically to 1 ≤ |}| ≤ ∞}.
We have that ΛGL(n + 1,C) acts on the homogeneous space Gr(n+1) and
the orbit of [I] (I is the constant loop) under the action of Λ−GL(n+ 1,C)
is a dense open subset of Gr(n+1) (see Theorem 6.2 in [46]). This orbit is
called the ‘big cell’. Thus, if λ ∈ ΛGL(n+ 1,C) is such that [λ] is in the big
cell of Gr(n+1), then λ may be factorized as λ = λ−λ+, with λ− ∈ Λ− and
λ+ ∈ Λ+. This is called the Birkhoff factorization.
We will make use of the following proposition.
Proposition 3.3.1 (Proposition 6.3 in [46]). Let Ω} as above and assume
that it is holomorphic in q, for q in some open set. Then, for any point q0 in
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this set, there is a neighbourhood U of q0 on which the connection ∇ = d+Ω}
is gauge equivalent to a connection ∇̂ = d+ Ω̂ with Ω̂ = 1
}
ω̂. Moreover, we
have ω̂ = Q0ωQ
−1
0 , for some holomorphic map Q0 = U −→ GL(n+ 1,C).
We are going to use this proposition applied to the connection Ω} =
S−1dS, with S defined above, and q0 = 0. We have to remark that indeed
we are interested in L rather than S, but as we will see later considering S
is ‘equivalent’ to consider L. Let S(q, }) = S−(q, })S+(q, }) be the Birkhoff
factorization of S(q, }). In addition, S− is normalized by imposing S−(q, } =
∞) = Id. Let’s take q0 = 0, thus we may choose λ ∈ ΛGL(n + 1,C) such
that [λS(0)] is in the big cell. Replacing S by γS, we obtain a factorization
at q0 = 0, and therefore on a neighbourhood N of this point. We can write
S−(q, }) = Id+
1
}
R1(q) +
1
}2
R2(q) + ....
S+(q, }) = Q0(q)(Id+ }Q1(q) + }2Q2(q) + ...)
for certain Ri and Qj .
Now, the gauge transformation S 7→ S(S+)−1 = S− transforms S−1dS
into S−1− dS−. We have that S
−1
− dS− = (SS
−1
+ )
−1dSS−1+ = S+S
−1dSS−1+ +
S+d(S
−1
+ ), so we need to write down a differential equation for S+ and solve
it by algebraic means for finding the desired Q0.
Since L= exp(
1
}
log q C)S(q, }) with S(0, }) = Id then S = S−S+ with
S−(0, }) = S+(0, }) = Id. Thanks to Corollary (3.2.10), this implies that
L+ = S+. Therefore, finding the differential equation for S+ is precisely the
same to find the differential equation for L+. For this reason, from now we
will deal with L+. As a corollary of Proposition (??) we obtain
Lemma 3.3.2. There exists an unique solution satisfying L+(0, }) = Id
Proposition 3.3.3. Let L+ = Q0(I +}Q1 +}2Q2 + · · ·+}n−1Qn−1) be the
solution found in Lemma (3.3.2). Then L+ satisfies the following differen-
tial equations:
(E0) dQ0 = Q0(θ
(0) + [Q1, ω])
(E1) dQ1 = θ
(1) + [Q1, θ
(0)] + [Q2, ω]− [Q1, ω]Q1 and
(Ej) dQj = θ
(j) +Q1θ
(j−1) + ...+Qj−1θ(1) +[Qj , θ(0)]+ [Qj+1, ω]− [Q1, ω]Qj
for 2 ≤ j ≤ n− 1.
Before discussing the proof of this proposition, we will present an explicit
form for the matrices Qj .
Lemma 3.3.4 (Proposition 6.31 in [46]). Each non-zero entry (`,m) of the
matrix L+ has degree 2(m− `). In particular, each non-zero entry (`,m) of
Qj has degree 2(m− `− j).
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Using Lemma (3.3.4) and the fact that Q0|q=0 = Id and Qj |q=0 = 0 for
j ≥ 1 which are consequences of Lemma (3.3.2) we can get an explicit form
for the matrices Qj as they are shown in the next Proposition. Recall that
we are always assuming that deg q = 2.
Proposition 3.3.5. The matrices Qj in the proposition 3.3.3 have the fol-
lowing form:
Q0 =

1 α
(0)
1 q · · · · · · α(0)n qn
0 1 · · · · · · α(1)n qn−1
...
. . .
. . .
...
...
...
. . .
. . .
. . . α(n−1)n q
0 0 · · · · · · 1

and, for 1 6 j 6 n− 1
Qj =

0 · · · η(0)j+1q · · · η(0)n qn−j
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . η(n−(j+1))n q
[0] · · · · · · · · · [0]

with each [0] a 1-column vector with j + 1 rows.
Now we will give a proof of Proposition (3.3.3) (see [46])
Proof. . From Proposition 3.3.1 we have that L+ satisfies
L−1− dL− = (LL
−1
+ )
−1d(LL−1+ ) = L+L
−1dLL−1+ + L+d(L
−1
+ ) =
L+Ω
}L−1+ + L+d(L
−1
+ )
From this follows that L−1− dL− =
1
}
Q0ωQ
−1
0 . Therefore, we get the following
system of differential equations for L+
1
}
Q0ωQ
−1
0 L+ = L+Ω
} − dL+
By comparing coefficients of powers of }, the last system can be written as
(E0) dQ0 = Q0(θ
(0) + [Q1, ω])
(E1) dQ1 = θ
(1) + [Q1, θ
(0)] + [Q2, ω]− [Q1, ω]Q1 and
(Ej) dQj = θ
(j) +Q1θ
(j−1) + ...+Qj−1θ(1) +[Qj , θ(0)]+ [Qj+1, ω]− [Q1, ω]Qj
for 2 ≤ j ≤ n− 2.
with matrices Qj as in Proposition (3.3.5).
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3.4 Matrix of structure constants
In this section we are going to prove the two main theorems of this chapter
and give an explicit answer for the recovering problem.
Theorem 3.4.1. The connection ∇ = d+ Ω} is gauge equivalent to a con-
nection ∇̂ = d+ Ω̂ with Ω̂ = 1
}
ω̂, where
ω̂ =

a00q a01q
2 a02q
3 · · · a0,nqn+1
1 a11q a12q
2 · · · a1,nqn
0 1 a22q · · · a2,nqn−1
...
. . .
. . .
...
...
0 · · · · · · 1 an,nq

dq
q
Before proving the theorem, we need to establish the following Lemma.
Lemma 3.4.2. With matrices Qj (with 0 ≤ j ≤ n − 1) as in Proposition
(3.3.5), we have:
[Q1, ω]Qj =

0 · · · M (0)j+2q2 · · · M (0)n qn−j
...
. . .
. . .
. . .
...
...
. . .
. . .
. . . M (n−j−2)n q
2
[0] · · · · · · · · · [0]

where each [0] is a 1-column vector with j + 2 rows.
Qiθ
(j−i) =

0 · · · 0 N (0)n qn−j
...
...
...
...
...
...
... N (n−j−2)n q
2
[0] · · · [0] [0]

where each [0] is a 1-column vector with j + 2 rows.
[Qj , ω] =

0 · · · R(0)j q · · · R(0)n qn−j+1
...
. . .
. . .
. . .
...
...
. . .
. . .
. . . R(n−j)n q
[0] · · · · · · · · · [0]

where each [0] is a 1-column vector with j rows.
The entries M
(•)
? , N
(•)
? and R
(•)
? are linear combinations of the coeffi-
cients of the differential operator and the entries of the matrices Qj.
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Proof. It follows from direct computations.
Proof of Theorem 3.4.1. Thanks to Lemma 3.4.2, the equations Ej (0 ≤ j ≤
n−1) in Proposition (3.3.3) become a systems of algebraic equations that can
be solved explicitly, starting from En−1. It is clear that for each Ej we get
an explicit expression for the entries of Qj in terms of the coefficients of the
differential operator T . For the equation En−1 can be explicitly solved, since
it only involves some coefficients of T . In fact, that equation is always of the
type q
d
dq
(υq) = ρq where ρ is the coefficient of the monomial q}n in T . For
the next equations we need to solve equations of the type q
d
dq
(υqs) = $qs,
where $ is a linear combination of the coefficients of T . More precisely, for
each Ej we get a set of equations, one for each non-zero arrow of the matrix
Θj = θ
(j) +Q1θ
(j−1) + ...+Qj−1θ(1) +[Qj , θ(0)]+[Qj+1, ω]− [Q1, ω]Qj , which
can be solved recursively starting from the equation corresponding to the
first arrow of Θj . This first equation involves at most coefficients of T , the
i-th equation involves at most coefficients of T and values obtained from
previous equations. In particular, we can explicitly compute Q0.
Now applying Proposition (3.3.1) we have that ω̂ = Q0ωQ
−1
0 . This shows
that the matrix ω̂ has the expected form and every entry aij is a linear
combination of the coefficients of the differential operator. This concludes
the proof.
Definition 3.4.3. The matrix
A˜ =

a00q a01q
2 a02q
3 · · · a0,nqn+1
1 a11q a12q
2 · · · a1,nqn
0 1 a22q · · · a2,n−1qn−2
...
. . .
. . .
...
...
0 · · · · · · 1 an,nq

obtained in the previous Theorem is called the matrix of structure
constants. The connection ∇̂ obtained in the previous Theorem is called a
connection of Dubrovin-Givental type.
Corollary 3.4.4. If deg q = 2d, with d > 1 then A˜ = (aijq
j−i+1
d ). In
addition, if
j − i+ 1
d
is not an integer then aij = 0
Theorem 3.4.5. The matrix A˜ obtained from Theorem (3.4.1) satisfies the
Definition (3.2.4). Thus, T = detright(}∂ − A˜). In addition, this matrix is
unique.
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Proof. It is obvious that the matrix A˜ is homogeneous and that −A˜ is almost
triangular. The uniqueness follows from the Birkhoff factorization. As −A˜
is almost triangular the matrix }∂ − A˜ (a matrix over the ring H) is almost
triangular, so we can apply the algorithm in Proposition (3.1.3) in order to
compute its right determinant. Developing the right determinant and using
the commutation relation [}∂, q] = }q we can see that the right determinant
is an expression of the form (}∂)n+1 +
n∑
k=0
gk(q, })(}∂)n−k where gk(q, })
are homogeneous polynomials such that gk(0, }) = 0. Therefore, it is an
F -operator.
Remark 3.4.6. It was observed in [46] that there is a relation between the
cyclic vector Theorem and the computation of the right determinant. More
precisely, it was observed that by choosing an adequate cyclic element the
operator T ∗ which annihilates that cyclic element can be obtained from the
computation of the right determinant for the matrix }∂ − CT ∗. Here CT ∗
is the companion matrix of the operator T ∗. The Theorem (3.4.5) shows
that the same operator is obtained from the computation of the right deter-
minant of the matrix }∂ − A˜, so the right determinant is preserved by the
gauge transformation given by the Birkhoff factorization procedure. On the
other hand, in [42] a version of the Theorem (3.4.5) (without the parameter
}) was called as a noncommutative version of the Cayley-Hamilton Theo-
rem. We believe that it would be interesting to see for what kind of gauge
transformations the right determinant is preserved and try to give a more
conceptual approach in order to explain why this fact can be understood as a
noncommutative version of the Cayley-Hamilton Theorem. It would also be
interesting try to consider more general connection matrices than the ones
considered here. We plan to discuss these problems elsewhere.
3.5 Examples of F -operators
In this section we will give some examples of F-operators and their matrix of
structure constants, when deg q = 2. These examples characterize explicitly
the F-operators (and the matrices of structure constants) of order n = 2, 3, 4.
They also show how the procedure described in the proof of Theorem (3.4.1)
runs for small values of n and gives a concrete idea of how to implement the
general algorithm.
3.5.1 F -operators of order 2
Any second order differential operator T of the form (}∂)2 +aq}∂+bq2 +cq}
is an F -operator with matrix of structure constants
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A˜ =
(−cq (−c2 − b2 + ac)q2
1 (c− a)q
)
Now we will compute the opposite direction, i.e, using A˜ for computing
detright(}∂ − A˜) ∣∣∣∣ }∂ + cq (c2 + b2 − ac)q2−1 }∂ − (c− a)q
∣∣∣∣
right
=
= c2q2 + b2q2 − acq2 + (}∂ − (c− a)q)(}∂ + cq)
= c2q2 + b2q2 − acq2 + (}∂)2 + (}q + q}∂)c− cq}∂ + aq}∂ − c2q2 + acq2
= (}∂)2 + aq}∂ + bq2 + cq}
3.5.2 F -operators of order 3
Consider a third order differential operator T of the form (}∂)3 + aq(}∂)2 +
(bq2 + cq})}∂ + pq}2 + eq2}+ fq3. We have that
Ω =
1
}
0 0 −fq31 0 −bq2
0 1 −aq
+
0 0 −eq20 0 −cq
0 0 0
+ }
0 0 −pq0 0 0
0 0 0
 dq
q
In order to find L+ we have to solve the following system of equations:
(E0) dQ0 = Q0(θ
(0) + [Q1, ω])
(E1) dQ1 = θ
(1) + [Q1, θ
(0)]− [Q1, ω]Q1
We have that
Q1 =
0 0 ηq0 0 0
0 0 0

Since [Q1, ω]Q1 = [Q1, ω] = [Q1, θ
(0)] = 0, the equation E1 reduces to
dQ1 = θ
(1), so this equation simply becomes the equation q
d
dq
(−ηq) = −pq,
then η = −p .
Now we need to solve the equation E0. This equation only involves Q1
and Q0. Since, Q1 was already computed in the previous step, what we need
to solve is Q0 in terms of Q1 and the coefficients of T . We have that
[Q1, ω] =
0 −pq apq20 0 pq
0 0 0
 dq
q
and Q0 is a matrix of the form
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1 λq βq20 1 γq
0 0 1

Then
Q0[Q1, ω] =
0 −pq apq2 + λpq20 0 pq
0 0 0
 dq
q
and
Q0θ
(0) =
0 0 −eq2 − λcq20 0 −cq
0 0 0
 dq
q
Thus,
1. q
d
dq
(λq) = −pq which implies λ = −p,
2. q
d
dq
(βq2) = (−e− λc− ap+ λp)q2 which implies β = −e+ cp+ ap− p
2
2
,
and
3. q
d
dq
(γq) = (p− c)q which implies γ = p− c.
Note that the β is obtained in terms of α (which was computed in the
equation (1)) and the coefficients of the operator T and since α is obtained
in terms of the coefficients of T the same holds for β. Moreover, γ is also
obtained from the coefficients of T .
Hence,
ω̂ = Q0ωQ
−1
0 =
λq (−λ2 + β)q2 [λ(λγ − β)− γβ − (f + bλ+ aβ)]q31 (−λ+ γ)q (λγ − β − γ2 − b− aγ)q2
0 1 (−γ − a)q
 dq
q
with λ, β and γ as above.
Now, we will use this matrix for obtaining the scalar operator from it
via the computation of a right determinant.
∣∣∣∣∣∣
}∂ − λq (λ2 − β)q2 [λ(β − λγ) + γβ + (f + bλ+ aβ)]q3
−1 }∂ − (−λ+ γ)q (−λγ + β + γ2 + b+ aγ)q2
0 −1 }∂ − (−γ − a)q
∣∣∣∣∣∣
right
=
= λβq3 − λ2γq3 + γβq3 + fq3 + bλq3 + aβq3 + (−λγ + β + γ2 + b+
aγ)q2(}∂ − λq) + (}∂ + γq + aq)[(λ2 − β)q2 + (}∂ + λq − γq)(}∂ − λq)]
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= fq3 − λγq2}∂ + βq2}∂ + γ2q2}∂ + bq2}∂ + aγq2}∂ − }∂βq2 + (}∂)3 −
(}∂)2λq + }∂γλq2 + γq(}∂)2 − γq}∂λq + γλq2}∂ − γ2q2}∂ + aq(}∂)2 −
aq}∂λq + aλq2}∂ − aγq2}∂ + }∂λq}∂ − }∂γq}∂
Using the commutation relation [}∂, q] = }q the last expression can be
reduced to
fq3+bq2}∂−2β}q2+(}∂)3−λq}2−λ}q}∂+γλ}q2+aq(}∂)2−aλ}q2−γ}q}∂
Now replacing λ = −p, β = −e+ cp+ ap− p
2
2
and γ = p− c we finally get
that∣∣∣∣∣∣
}∂ − λq (λ2 − β)q2 [λ(β − λγ) + γβ + (f + bλ+ aβ)]q3
−1 }∂ − (−λ+ γ)q (−λγ + β + γ2 + b+ aγ)q2
0 −1 }∂ − (−γ − a)q
∣∣∣∣∣∣
right
=
= (}∂)3 + aq(}∂)2 + (bq2 + cq})}∂ + pq}2 + eq2}+ fq3
3.5.3 F -operators of order 4
Consider a fourth order differential equation T of the form (}∂)4+a1q(}∂)3+
(a2q
2 + a3q})(}∂)2 + (a4q3 + a5q2}+ a6q}2)(}∂) + (a7q4 + a8q3}+ a9q2}2 +
a10q}3). Then, we have that:
Ω =
1
}

0 0 0 −a7q4
1 0 0 −a4q3
0 1 0 −a2q2
0 0 1 −a1q
+

0 0 0 −a8q3
0 0 0 −a5q2
0 0 0 −a3q
0 0 0 0
+
}

0 0 0 −a9q2
0 0 0 −a6q
0 0 0 0
0 0 0 0
+ }2

0 0 0 −a10q
0 0 0 0
0 0 0 0
0 0 0 0

In order to find L+ we have to solve the following system:
(E0) dQ0 = Q0(θ
(0) + [Q1, ω])
(E1) dQ1 = θ
(1) + [Q1, θ
(0)] + [Q2, ω]− [Q1, ω]Q1
(E2) dQ2 = θ
(2) +Q1θ
(1) + [Q2, θ
(0)]− [Q1, ω]Q2.
The equation E2 reduces to the equation dQ2 = θ
(2), thus q
d
dq
(ηq) =
−a10q, then η = −a10. Now, we have to solve the equation E1. First of
all, we will give an explicit presentation for the matrices in that equation.
Consider
Q1 =

0 0 α1q α2q
2
0 0 0 α3q
0 0 0 0
0 0 0 0
 ,
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then :
[Q1, ω] =

0 α1q α2q
2 (−α1a2 − α2a1)q3
0 0 (α3 − α1)q (−α3a1 − α2)q2
0 0 0 −α3q
0 0 0 0
 dqq
therefore,
[Q1, ω]Q1 =

0 0 0 α1α3q
2
0 0 0 0
0 0 0 0
0 0 0 0
 dqq
In addition, we have that:
[Q1, θ
(0)] =

0 0 0 −a3α1q2
0 0 0 0
0 0 0 0
0 0 0 0
 dqq
and
[Q2, ω] =

0 0 −a10q a10a1q2
0 0 0 −a10q
0 0 0 0
0 0 0 0
 dqq
With these matrices we have that:
1. q
d
dq
(α1q) = −a10q, then α1 = −a10
2. q
d
dq
(α3q) = (−a6 − a10)q, then α3 = −a6 − a10
3. q
d
dq
(α2q
2 = [−a9+a10(a3+a1+a6+a10)]q2, then α2 = −a9 + a10(a3 + a1 + a6 + a10)
2
=
A.
Note that the right side of (3) is expressed in terms of α1, α3 and some
coefficients of T . These values are known since α1 and α3 were found solv-
ing the equations (1) and (2). Then all α′s cane be computed in terms of
coefficients of T .
Finally, we have to solve the equation E0. Q0 takes the following form:
0 β1q β2q
2 β3q
3
0 0 γ1q γ2q
2
0 0 0 λq
0 0 0 0

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Hence
Q0(θ
(0) + [Q1, ω]) =

0 −a10q Aq2 Bq3
0 0 −a6q Cq2
0 0 0 Dq
0 0 0 0
 dqq
With
B = a2a10 − a1A− a8
C = a1(a6 + a10)−A− a5
D = a6 + a10 − a3.
Therefore, we have:
1. q
d
dq
(β1q) = −a10q, then β1 = −a10
2. q
d
dq
(β2q
2) = (A+ a6a10)q
2, then β2 = A
′ =
A+ a6a10
2
3. q
d
dq
(β3q
3) = (B − Ca10 +DA′)q3, then β3 = B′ = B − a10C +DA
′
3
4. q
d
dq
(γ1q) = −a6q, then γ1 = −a6
5. q
d
dq
(γ2q
2) = (C − a6D)q2, then γ2 = C ′ = C − a6D
2
6. q
d
dq
(λq) = Dq then λ = D
As before note that β3 is computed in terms of β1, β2, α2 and coefficients
of T . β2 is computed in terms of β1, α2 (which is known from the equation
E1 and coefficients of T and β1 is computed in terms of coefficients of T .
Similarly for the computation of γ′s and λ. Thus,
ω̂ = Q0ωQ
−1
0 =
−a10q (−a210 +A′)q2 (−a10E + a6A′ +B′)q3 (−a10F − a6A′D −B′D +A′′)q4
1 (a10 − a6)q (E − a26 + C ′)q2 F + a26D − C ′D +B′′)q3
0 1 (a6 +D)q (−a6D −D2 + C ′′)q2
0 0 1 (−D − a1)q
 dqq
with
A′′ = −a7 + a10a4 − a2A′ − a1B′
B′′ = −a4 + a6a2 − a1C ′
C ′′ = −a2 − a1D
E = a10a6 −A′
F = −a10a6D +A′ −B′
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The last example shows that for order n > 4 the values aij are a rather
complicated combination of the coefficients of the scalar operator T .
Now we will show how to obtain the operator T from the right determi-
nant.
∣∣∣∣∣∣∣∣
}∂ + a10q (a210 −A′)q2 (a10E − a6A′ −B′)q3 (a10F + a6A′D +B′D −A′′)q4
−1 }∂ − (a10 − a6)q (−E + a26 − C ′)q2 −F − a26D + C ′D −B′′)q3
0 −1 }∂ − (a6 +D)q (a6D +D2 − C ′′)q2
0 0 −1 }∂ − (−D − a1)q
∣∣∣∣∣∣∣∣
rigth
= (a10F + a6A
′D +B′D −A′′)q4 + (−F − a26D + C ′D −B′′)q3(}∂ +
a10q)− (a6 +D2 + C ′′)q2[−(a210 −A′q2) + (}∂ − a10q + a6q)(}∂ + a10q)] +
[}∂ +Dq + a1q][(a10E − a6A′ −B′)q3 + (−E + a26 − C ′)q2(}∂ + a10q) +
(}∂ + a6q −Dq)((a210 −A′)q2 + (}∂ − a10q + a6q)(}∂ + a10q))]
After tedious computations similar to the ones carried out in the previous
examples, we get that the last expression equals (}∂)4 + a1q(}∂)3 + (a2q2 +
a3q})(}∂)2 + (a4q3 + a5q2}+ a6q}2)(}∂) + (a7q4 + a8q3}+ a9q2}2 + a10q}3).
3.6 Extended connection
Definition 3.6.1. The adjoint of the differential operator T =
n∑
k=0
pk(}∂)n−k
is T ∗ =
n∑
k=0
(}∂)n−kp¯k, where p¯k(q, }) = pk(q,−})
Definition 3.6.2. Let T a self-adjoint F-operator T such that the degree of
q = 2. Let T = T}=1 be the operator obtained from T by taking } = 1. Then,
T will be called abstract anticanonical quantum differential operator.
Thus,a D-module D/DT will be called abstract anticanonical quantum
D-module.
T will be called ‘semisimple’ if the matrix A˜|q=1 is diagonalizable. Here
A˜ is the matrix of the structure constants of T .
Let T be a F -operator. From the homogeneity property of T we can
define a ‘Euler vector field’ as follows
E = 2}∂}+ deg(q)∂
where ∂} =
∂
∂}
and ∂ = q
∂
∂q
as before.
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By using the Euler vector field we can extend the D-moduleM = D/DT
by adding it as a relation. This way, we have an extended D-module
M} = D/〈T,E〉, where D = D[ ∂
∂}
]. Thus, an equation in the }-direction
arises naturally from such an extension. In what follows we are going to
construct that equation which we will sometimes refer as }-equation.
What we will see is that after suitable specializations the operator ob-
tained when considering the extended h-direction is an abstract anticanon-
ical quantum differential operator.
Proposition 3.6.3. Let T be a F-operator of order n + 1 and E the as-
sociated vector field. Then M} = D/〈T,E〉 has rank n + 1. Hence, we
obtain a flat (q, })- connection which extends the flat connection defined by
M = D/DT
Proof. Let us consider [
T
}n+1
, E]. For simplicity we are going to assume
that deg q = 2. The general case (i.e., when deg q > 2) follows from
the same argument. In this case T = (}∂)n+1 +
n∑
k=0
pk(q, })(}∂)n−k, thus
T
}n+1
= (∂)n+1 +
n∑
k=0
pk(q, })
}n+1
(}∂)n−k. We have that
[
T
}n+1
, 2}∂} + 2∂] = [
T
}n+1
, 2}∂}] + [
T
}n+1
, 2∂]
Each of these brackets can be decompose in the sum of brackets [∂n+1, 2}∂}],
[∂n+1, 2∂] and brackets of the type
[cq}k−(n+1)(}∂)n−k, 2}∂}] and [cq}k−(n+1)(}∂)n−k, 2∂]
Clearly [∂n+1, 2}∂}] = [∂n+1, 2∂] = 0.
On one hand, we have that
[cq}k−(n+1)(}∂)n−k, 2}∂}] = [
cq
}
∂n−k, 2}∂}] = 2cq∂n−k∂} − 2}∂} cq} ∂
n−k =
2cq∂n−k∂} + 2
cq
}
∂n−k − 2cq∂}∂n−k = 2cq} ∂
n−k
On the other hand, we have that
[cq}k−(n+1)(}∂)n−k, 2∂] = [
cq
}
∂n−k, 2∂] = 2
cq
}
∂n−k+1 − 2 c
}
(q + q∂)∂n−k =
2
cq
}
∂n−k+1 − 2cq
}
∂n−k − 2cq
}
∂n−k+1 = −2cq
}
∂n−k
Thus,
[cq}k−(n+1)(}∂)n−k, 2}∂}] + [cq}k−(n+1)(}∂)n−k, 2∂] = 0
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Thus, [
T
}n+1
, E] = 0. In particular, [
T
}n+1
, E] ≡ 0 mod T
}n+1
. Therefore,
the statement follows from Proposition 4.18 and Corollary 4.19 in [46].
We will assume that deg q = 2d. Another way to express the Birkhoff fac-
torization procedure presented before is saying that the basis [1], [}∂], · · · , [(}∂)n]
of M has been replaced by the new basis [P0], [P1], ..., [Pn], where Pi =
n−1∑
j=0
(L+)
−1
ji (}∂)
j . Thus, the matrix Ω̂ is the matrix of the action of ∂ with
respect to the basis [P0], [P1], ..., [Pn−1]. Now, the extended connection (and
therefore the }-operator) is obtained by computing the matrix of the ac-
tion of }∂} with respect to the basis [P0], [P1], ..., [Pn]. We want to compute
}∂}.Pj as a linear combination of P0, P1, · · · , Pn. Thus, }∂}.Pj = Pj .}∂} +
}∂}Pj = Pj .(−d∂) + }∂}Pj = −d∂.Pj + d∂Pj + }∂}Pj = −d∂.Pj + wjPj ,
where wj is the weight of Pj . Thus, the extended connection has the form
− d
}2
A˜d}+
1
}
diag(0, 1, ..., n− 1)d} where A˜ is the matrix obtained in Theo-
rem (3.4.1) (for d = 1) and in Corollary (3.4.4) (for d > 1). Therefore, we
get the following differential equation:
∂}Ψ = [
d
}2
A˜− 1
}
diag(0, 1, ..., n− 1)]Ψ
We will demonstrate this procedure in the easiest case, i.e., for the op-
erator (}∂)n − q, which is, in fact, the quantum differential operator for
CPn−1.
Example 3.6.4. The operator (}∂)n − q .
In this example the degree of q is 2n and the matrix A˜ has the form:
0 q
1 0
1 0
. . .
. . .
1 0
1 0

It is clear that in this case the basis [1], [}∂], ..., [(}∂)n−1] remains unchanged
after the Birkhoff factorization. Thus by the argument above the matrix of
the action of }∂} with respect to this basis has the form:
46

0
−nq
}
−n
}
1
−n
}
2
. . .
. . .
−n
}
n− 2
−n
}
n− 1

Therefore, the extended connection is
− n
}2

0 q
1 0
1 0
. . .
. . .
1 0
1 0

d}+
1
}

0
1
2
. . .
. . .
n− 2
n− 1

d}
Remark 3.6.5. Usually in the literature the matrix diag(0, 1, ..., n − 1) is
replaced by the diag(
1− n
2
, ...,
n− 1
2
) which can be obtained by a gauge trans-
formation (G = diag(}−1, · · · , }−1)) which only changes the former matrix
to a traceless one.
Let us consider the equation (}∂ + A˜)Y = 0. Putting Q = q
1
d we
have that ∂˜ = Q
d
dQ
= d∂. This change of variable produces the equa-
tion (}∂˜ + dA˜(Qd))Y˜ = 0. Making a gauge transformation by putting Y˜ =
diag(1, Q, ..., Qn−1)Z we get the equation ∂˜Z =
1
}
[−dQA + diag(0, ..., n −
1)]Z where A = A˜|q=1. Putting Qˆ = 1
Q
, the last equation becomes ∂ˆZ =
1
}
[
d
Qˆ
A−diag(0, ..., n−1)]Z. This construction produces the following propo-
sition:
Proposition 3.6.6. The equation ∂}Ψ = [
d
}
A˜− diag(0, 1, ..., n− 1)]Ψ with
q = 1 coincides with the equation ∂ˆZ =
1
}
[
d
Qˆ
A − diag(0, ..., n − 1)]Z with
} = 1.
Suppose that deg q = 2d, d > 1. (For d = 1 discussion below is obvious).
Note that by the change of variable Q = q
1
d we get a homogeneous oper-
ator where the degree of Q is 2. Thus, Proposition (3.6.6) shows that the
extended equation in the }-direction (after taking q = 1) can be seen as an
abstract anticanonical quantum differential equation, the one obtained from
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the change of variable. This is an abstract version of a result by Golyshev
[44] which shows that for the first structure connection of a Fano manifold
the equation in the }-direction coincides with the anticanonical quantum
differential equation (as defined in Chapter 2). In the abstract setting the
matrix A˜ plays the role of the matrix of the quantum multiplication by the
anticanonical class. This also justifies Definition (3.6.2). Thanks to this we
can consider the following differential equation (in the variable z)
∂zY = [
1
z2
A− 1
z
diag(0, ..., n− 1)]Y
with A a matrix over C, as a ‘combination’ of the equations in the q and
the }-direction. (See Remark 3.3 in [61] for a related discussion).
We conclude this section with these two results.
Proposition 3.6.7. Consider the differential equation
∂zY = [
1
z2
A− 1
z
diag(0, ..., n− 1)]Y
where A is diagonalizable. Then:
1. The equation has only two singular points, namely a regular singular
point at 0 and an irregular singular point (in fact a pole of order 2) at ∞.
Thus it is of exponential type.
2. The equation is unramified.
(For the notions of being of exponential type and unramified, see Chapter
1)
The first part of the proposition is obvious and the second part follows
from the general theory of ordinary differential equations, i.e., an O.D.E.
which has a pole of order 2 and the matrix of the leading coefficient is
diagonalizable is unramified.
Proposition 3.6.8. Consider the equation (∂ + A˜)Y = 0 where A˜ is the
matrix obtained in Corollary (3.4.4), ∂ = q
∂
∂q
and deg q = 2d, d > 1. Then
the equation is ramified and the ramification index is d.
(For the notion of being ramified, see Chapter 1)
3.7 The structure constants as abstract Gromov-
Witten invariants
In this section, following [73], we are going to explain why the structure
constants obtained in 3.4.1 can be thought as ‘abstract Gromov-Witten in-
variants’. As a consequence, we have that the Birkhoff factorization pro-
cedure described above generalizes (in one direction) the constructions in
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[47, 2]. More precisely, our result can be seen as an abstract analogue of
the geometric results in op.cit. when r = 1 and the Fano manifold satisfies
certain ‘minimality’ condition.
3.7.1 Minimal Gromov-Witten ring
Definition 3.7.1. [Definition 1.3 in [73]] Consider the (formal) symbols
〈τd1H i1 , ..., τdn−1H in−1 , τdnHr〉
where n ≥ 1, i1, ..., in−1, r, d1, ..., dn are non-negative integers. In addition,
define a degree of such a symbols as the number Σds + Σis− r+ (3−n). Let
F be the set of symbols of non-negative degree. The minimal Gromov-
Witten ring is the graded ring GW = C[F ]/Rel, where Rel is the ideal
generated by the following relations:
1. Sn-covariance axiom. Let σ ∈ Sn−1 be a permutation. Put jk =
iσ(k) and fk = dσ(k). Then
〈τd1H i1 , ..., τdn−1H in−1 , τdnHr〉 = 〈τf1Hj1 , ..., τdf−1Hjn−1 , τdnHr〉.
2. Normalization formula. Let the degree of 〈τd1H i1 , ..., τdn−1H in−1 , τdnHr〉
be 0. Then,
〈τd1H i1 , ..., τdn−1H in−1 , τdnHr〉 =
(d1 + ...+ dn)!
d1! · · · dn! M
where M = 1 if Σds = n− 3 and M = 0 otherwise.
3. Fundamental class axiom or string equation.
〈τ0H0, τd1H i1 , ..., τdn−1H in−1 , τdnHr〉 =
n∑
j=1
〈τd1H i1 , ..., τdi−1H ij−1 , τdi−1H ij , τdi+1H ij+1 , ..., τdnHr〉
except in the case of 〈τ0H0, τ0H i, τ0Hi〉 which is given by the relation 2.
4. Divisor axiom.
〈τ0H1, τd1H i1 , ..., τdn−1H in−1 , τdnHr〉 = d〈τd1H i1 , ..., τdn−1H in−1 , τdnHr〉+
n−1∑
s=1
〈τd1H i1 , ..., τds−1H is+1, τdnHr〉+ 〈τd1H i1 , ..., τdn−1Hr−1〉.
where d > 0 is the degree of the left-hand side.
5. Topological recursion formula. Given any numbers c1, ..., cn, i1, ..., in
and any set S ⊂ {1, ..., n}, the sequence τcs1H is1 , ..., τcskH isk where s1, ..., sk
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are distinct element of S) by
∐
S
. Then the following equations holds for any
n ≥ 0:
〈
∐
{1,...,n}
, τd1H
j1 , τd2H
j2 , τd3Hr〉 =
∑
〈τd1−1Hj1 ,
∐
S1
, τ0Ha〉〈τ0Ha,
∐
S2
, τd2H
j2 , τd3Hr〉,
〈
∐
{1,...,n}
, τd1H
j1 , τd2H
j2 , τd3Hr〉 =
∑
〈
∐
S1
, τd1H
j1 , τd2H
j2 , τ0Ha〉〈τ0Ha,
∐
S2
, τd3−1Hr〉,
where the sums are taken over all partitions S1
⊔
S2 = {1, ..., n} and
all non-negative integer a such that the degrees of the symbols occurring are
non-negative
From the definition 3.7.1 the GW looks involved. However, it was proved
in [73] that this ring has a convenient multiplicative basis formed by the ‘two
point invariants’. More precisely, in [73] the following abstract reconstruction
theorem is proven
Theorem 3.7.2. [Theorem 1.4 in [73]]. The map
r : C[aij ] −→ GW
aij 7−→ 〈τ0H1, τ0Hj , τ0Hi〉
is a ring isomorphism.
This theorem says that all what we need to know is the ‘two point
invariants’ since the full ring GW is generated by them. The elements
aij are the structure constants in Theorem (3.4.1) and in this sense they
can be seen as an abstract Gromow-Witten invariants. In fact, combining
Theorem (3.7.2) and Theorem (3.4.1), we can see that can the ring GW can
be recovered from a D-module D/DT , for a certain F -operator T , in that
sense we can see the D-module D/DT as a quantization of the ring GW.
3.7.2 Quantum minimal Fano varieties
One geometric application of Theorem (3.4.1) (in combination with Theorem
(3.7.2)) is to provide an algorithm for computing the Gromov-Witten invari-
ants of a quantum minimal Fano manifold M from the D-module D/DT ,
where T is the quantum differential equation of M . In that way, we extend
the results in [77].
Definition 3.7.3. Let M be a smooth Fano variety and let H∗K(M,Q) be the
subspace of H∗(M,Q) multiplicatively generated by the anticanonical class
K ∈ H2(M,Q). Consider QH∗K(M) = H∗K(M) ⊗ C[q] which is a subspace
of the quantum cohomology ring QH∗(M) = H∗(M,Q) ⊗ C[q]. In general,
QH∗K(M) = H
∗
K(M) ⊗ C[q] is not closed under quantum multiplication. If
it is closed the variety M is called quantum minimal.
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Examples of quantum minimal varieties are Fano 3-folds with Picard
group Z and complete intersections in projective spaces (See [73]) . For
quantum minimal varieties, the quantum D-module contains a sub-module
whose connection is given by the matrix of quantum multiplication by the
anticanonical class, i.e., by the two-point Gromov-Witten invariants of genus
0. It is true (see [42, 73]) that the quantum differential operator for a
quantum minimal Fano is an F -operator. In fact, it is a self-adjoint F -
operator, thus the Gromov-Witten invariants for a quantum minimal Fano
variety M can be recovered from its quantum D-module by means of the
algorithm described in the proof of 3.4.1.
3.8 From F -operators to DN-operators
In this section we will compare the constructions presented in this chapter
with the theory developed in [41]. For doing that we will work in the one
variable Weyl algebra rather than in the Heisenberg algebra H defined in
the beginning of the chapter, i.e, we will take the parameter } to be 1.
LetW be the one variable Weyl algebra over C, i.e., the non-commutative
polynomial ring C[z, ∂z] modulo the relation [∂z, z] = 1, thus its elements
are holomorphic differential operators with polynomial coefficients. W ad-
mits an involution ∨ defined by z∨ = z and (∂z)∨ = −∂z. Thanks to this
involution one can turn a right module M over C[z, ∂z] into a left module
by setting Pm = mP∨, for any m ∈ M and any P ∈ C[z, ∂z]. Conversely
any left module can be turned into a right module.
The relation [∂z, z] = 1 can also be written as [−z, ∂z] = 1, thus we have
an isomorphism of algebras
C[z, ∂z] −→ C[ς, ∂ς ]
ς 7−→ −∂ς
∂z 7−→ ς
It is clear that any module M over C[z, ∂z] becomes a module over
C[ς, ∂ς ]. We will denote it by M̂ and call it the Fourier transform of M . In
the same way the Fourier transform of a differential operator P =
∑
pi(z)∂
i
z
is defined by P̂ = pi(−∂ς)ς i. Details about Fourier transformation can be
found in [78] and [58].
Let E be a free module with basis ξ0, ..., ξn over the ring C[ς, ς−1] and give
it the structure of a right module over over C[ς, ∂ς ] by defining: (ξ0, ..., ξn)∂ς =
(ξ0, ..., ξn)(I − A˜)ς−1 where I is the n + 1 × n + 1 identity matrix and
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A˜ = (aijς
j−i+1) with aij ∈ C and satisfying aij = 0 if i − j > 1, aij = 1 if
i− j = 1.
In this setting, a first model differential equation was defined in [41]
in the following way:
detright(∂ςς − A˜)ξ0 = 0
The first model differential equation corresponds to the specialization of
the F -differential equations defined in this work to the case when } = 1.
Now we can consider a free module N with basis η0, ..., ηn over C[z, χ−1A ]
where χA is the characteristic polynomial of the matrix A = (aij) where
A = A˜|ς=1. N has an structure of a right module over C[z, ∂z] given by:
(η0, ..., ηn)∂z = (η0, ..., ηn)T (A−z)−1 with T = diag(0, .., n). In this context,
a second model differential equation was defined in [41] as follows:
detright(z∂z − Â)
where Â = (aij∂
j−i+1
z ).
It was noted in [41] that second model differential operator factorizes
as detright(z∂z − Â) = LN∂z. This allowed them to define the so-called
DN-operator (Determinantal operator of order N).
Definition 3.8.1. The differential operator LN such that
detright(z∂z − Â) = LN∂z
where the matrix A satisfies aij = aN−j,N−i is called a DN-operator.
Thus, while in this work we have made emphasizes in the first model
equation (associated to the first structure connection defined in Chapter 2)
side in [41] and consecutive works by Golyshev and his collaborators the
emphasis is put on the DN-equations (associated to the second structure
connection defined in Chapter 2). Our point of view, using the parameter }
emphasizes the role of the loop group theory (and the role of Birkhoff factor-
ization) for studying quantum differential equations as has been observed in
[46, 47, 54, 45] and references therein. On the other hand, the point of view
of DN-equations is particularly suitable for treating some problems related
with the mirror symmetry of Fano manifolds. See for example [42].
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Chapter 4
Stokes matrices for quantum
differential equation of
projective plane revisited
4.1 Analytic theory
4.1.1 Gevrey asymptotics and k-summability
In this section we will closely follow [75]. The definitions are taken from
there without any modification.
Definition 4.1.1. A holomorphic function f on an open sector S is said
to have the formal Laurent series
∑
n≥n0
cnz
n as asymptotic expansion if for
every N ≥ 0 and every closed sector W in S there exists a constant C (which
depends on N and W ) such that
|f(z)−
∑
n0≤n≤N−1
cnz
n| ≤ C|z|N (4.1)
for all z ∈W .
We will write J(f) for the formal Laurent series
∑
n≥n0
cnz
n and A(S) de-
notes the set of holomorphic functions on the sector S that have an asymp-
totic expansion.
Definition 4.1.2. Let k be a positive real number and let S be an open
sector. A function f ∈ A(S), with asymptotic expansion J(f), is said to be
a Gevrey function of order k if for every closed subsector W of S there
are constants A and c greater than 0 such that for all N ≥ 1 and all z ∈W
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with |z| ≤ c one has
|f(z)−
∑
n0≤n≤N−1
cnz
n| ≤ ANΓ(1 + N
k
)|z|N . (4.2)
We will denote by A 1
k
(S) the set of all Gevrey functions on S of order k
and will denote by A01
k
(S) the subset of A 1
k
(S) consisting of the functions
with asymptotic expansion 0.
Definition 4.1.3. A series f =
∑
n≥n0
cnz
n ∈ K̂ is called a Gevrey series
of order k if there is a positive constant A such that for all positive n one
has |cn| ≤ AnΓ(1 + n
k
).
We will denote the set of all such series by K̂ 1
k
. The subset of the power
series satisfying the above condition will be denote O 1
k
.
We will formulate two important properties of the Gevrey functions
which will be relevant in our analysis of the Stokes matrices later. How-
ever, it is necessary to note that the above statements are false if k ≤ 1
2
. So,
for this reason, from now, we will always assume that k >
1
2
. Nevertheless,
the case k ≤ 1
2
can be treated by replacing z by a suitable z
1
m and making
k′ = mk >
1
2
. Though, in general, this k are rational numbers we can as-
sume it to be a positive integer after taking a suitable root of z.
1. If |a − b| ≤ pi
k
the map J : A 1
k
(a, b) → K̂ 1
k
is surjective but not
injective. This is the Borel-Ritt Theorem for K̂ 1
k
. (See Lemma 7.26 in [75]).
As a consequence we have that A01
k
(a, b) 6= 0.
2. If |a− b| > pi
k
the map J : A 1
k
(a, b)→ K̂ 1
k
is injective but not surjec-
tive. As a consequence we have that A01
k
(a, b) = 0. (See Lemma 7.27 in [75])
Definition 4.1.4. Let yˆ ∈ K̂. Then yˆ will be called k-summable in the
direction d if there exists a unique f ∈ A 1
k
(d− α
2
, d+
α
2
) with J(f) = yˆ and
α >
pi
k
. We will say that yˆ ∈ K̂ 1
k
is k-summable if there are only finitely
many directions d such that yˆ is not k-summable in the direction d.
The k-summability is a particular case of the more general concept of
multisummability introduced by Ecalle [29] (See also [71, 75] and references
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therein)1.
We want to use the notion of k-summability in order to study the solu-
tions of a differential equation (∂−A)Ψ = 0, with the entries of A belonging
to K and having a pole of order ≥ 2 at z = 0. It was proved in [13] that
for such a differential equation with the formal solution Ψf (z) = F̂ (u)u
Λexp
Q(u−1) with u = z
1
m , the formal series F̂ (u) is multisummable in the sense
of Ecalle. In addition, it was proved that the multisum of F̂ exists in some
suitable open sectors S. It can be seen (see section 7.8 in [75]) that in this
case the sequence k1 < k2 < ..., kr required in the definition of multisumma-
bility is given by the positive slopes of the differential equation (∂−A)Ψ = 0.
It is also showen that these values ki correspond to the degrees of qi − qj
(i 6= j) (the differences of all generalized eigenvalues of the equation ∂ −A)
as elements of C[z−1]. In the cases we are interested in we have only one
positive slope k, thus, we will have (see Theorem (4.1.9) below) is that F̂ (u)
is k-summable2. For the definition of slope and generalized eigenvalues we
remit the reader to Chapter 1. If additionally m = 1, i.e., there is no ramifi-
cation, then the theory we will present can be matched with the presentation
in [30].
4.1.2 Stokes directions,singular directions and Stokes sectors
In this section we will modify a little the definitions in section 7.3 and section
7.5 in [75] following the spirit of the definitions in section 1.4 in [30]. For
other approaches (with a slightly different terminology), we refer the reader
to [12, 78] and references in them.
Definition 4.1.5. Let k be the only positive slope of ∂−A and q1, ..., qn its
distinct generalized eigenvalues. Consider the elements qj−qi = c0+c1z−1+
... + ckz
−k with ck 6= 0 and i 6= j. A Stokes direction d ∈ R (mod 2piZ)
for the pair (i, j) is a direction such that Re(
ck
−kz
−k) = 0 for z = |z|e
√−1d.
Obviously d is a Stokes direction for the pair (i, j) if and only if d =
1
k
arg(ck) +
pi
k
(s +
1
2
) with s = 0, 1, ..., 2k − 1. Stokes directions are also
known in the literature as Stokes rays.
Definition 4.1.6. Let d1 and d2 two Stokes directions for a pair (i, j). The
pair {d1, d2} is called a Stokes pair (for the corresponding pair (i, j)) if d2 =
d1 +
pi
k
, i.e., d1 and d2 are consecutive Stokes directions. It is a negative
1It is pointed out in [75] that the same notion, for a different purpose, was also intro-
duced by Tougeron.
2Saying that F̂ (u) is k-summable means that the functions which are the entries of
F̂ (u) are k-summable in the sense defined above.
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Stokes pair if and only if Re(
ck
−ke
−√−1dk) < 0 for all d with d1 < d < d2
and is a positive Stokes pair if and only if Re(
ck
−ke
−√−1dk) > 0 for all d
with d1 < d < d2. Obviously a Stokes pair is either positive or negative.
Definition 4.1.7. With the notation of definition 4.1.5, we will call a di-
rection d a singular direction for the pair (i, j) with i 6= j if cke−
√−1dk
is a positive real number. Note that if d is a singular direction for the pair
(i, j) then d is not a singular direction for the pair (j, i). Obviously this def-
inition implies that d is a singular direction if and only if {d− pi
2k
, d+
pi
2k
}
is a negative Stokes pair. Singular directions are also known as anti-Stokes
directions (or anti-Stokes rays)
Remark 4.1.8. We also note that a direction d can be singular for many
distinct pairs (i, j).
Now, we can formulate the k-summation Theorem which plays a central
role in the analysis of the Stokes phenomenon.
Theorem 4.1.9 (Theorem 7.39 in [75]). Let Ψf = F̂ (u)(u)
Λ exp Q(u−1),
with u = z
1
b (see Chapter 1) a formal solution of the differential equation
(∂−A)Ψ = 0, with the entries of A belonging to K, Q(u−1) = diag (q1, .., qn)
and such that the only positive slope of ∂ − A is k. Then F̂ is k-summable
in the direction d if d is not singular for any pair (i, j), with i 6= j and
i, j = 1, ..., n. The unique k-sum of F̂ in the direction d will be denote by
sd(F̂ ).
For a direction d that is not singular for any qj − qi the k-summation
Theorem provides a unique asymptotic lift for the formal solution Ψf of
(∂ −A)Ψ = 0 on the sector (d− pi
2k
− , d+ pi
2k
+ ) for small enough .
Consider the collection d1 < d2 < ... < dm < d1 + 2pi of singular direc-
tions as the union of the singular directions for each pair (i, j). Suppose
that the direction d satisfies di < d < di+1.
Definition 4.1.10. We define Si+1 = (di − pi
2k
, di+1 +
pi
2k
)
The sector Si+1 is the sector in which the uniqueness of the k-sum s(F̂ )
implies that over it there is a unique asymptotic lift that coincides with
sd(F̂ ) for any di < d < di+1.
Proposition 4.1.11. Let di and di+1 singular directions. The directions
di − pi
2k
and di+1 +
pi
2k
are Stokes directions.
Proof. From definition 4.1.7, {di− pi
2k
, di +
pi
2k
} and {di+1− pi
2k
, di+1 +
pi
2k
}
are negative Stokes pairs.
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Proposition 4.1.12. Si+1 = (di − pi
2k
, di+1 +
pi
2k
) does not contain any
negative Stokes pair.
Proof. If it contained a negative Stokes pair {ρ1, ρ2 = ρ1 + pi
k
} then the
midpoint ρ1 +
pi
2k
would be a singular direction for some pair (i′, j′) between
di and di+1 which is not possible.
Proposition 4.1.13. Si+1 = (di− pi
2k
, di+1 +
pi
2k
) is maximal with respect
to the property of not containing any negative Stokes pair.
Proof. Suppose that there exists a sector S such that, Si+1 ⊂ S and S
does not contain any Stokes pair. Since S is bigger than Si, then S has to
contain at least one of the Stokes directions di − pi
2k
, di+1 +
pi
2k
. Without
loosing generality, we will suppose that only di − pi
2k
is in S. We have that
di < di +
pi
2k
< di+1 +
pi
2k
, so di +
pi
2k
is also in S. This means that the pair
{di − pi
2k
, di +
pi
2k
} is in S which is not possible.
Definition 4.1.14. A sector Ω which contains exactly one Stokes direction
for each pair (i, j) with i < j is called a Stokes sector
Proposition 4.1.15. The sectors Si+1 are maximal Stokes sectors.
Proof. We start pointing out that for sufficiently small δ > 0 the sector
Ω = (θ−δ, θ+pi
k
) is a Stokes sector. Let us make θ = di+
pi
2
+δ, thus the sector
Ω1 = (di− pi
2k
, di +
pi
2k
+ δ) is a Stokes sector. It is clear that di +
pi
2k
+ δ ≤
di+1 +
pi
2k
since if di +
pi
2k
+ δ > di+1 +
pi
2k
then Si+1 ∪ {di+1 + pi
2k
} ⊂ Ω1
and therefore Ω1 would have a negative Stokes pair which is impossible
because Ω1 is a Stokes sector. So, we have that Ω1 ⊆ Si+1 if and only if
0 < δ ≤ di+1 − di, thus if δ = di+1 − di then Ω1 = Si+1 and Si+1 is a
Stokes sector. If we consider a sector Ω such that Si+1 ⊂ Ω , we have that
di+1 +
pi
2k
∈ Ω, so Ω has a Stokes pair, then Ω can not be a Stokes sector.
This implies that Si+1 is maximal.
Thus as a conclusion we have that the k-summation theorem allows to
construct a unique asymptotic lift for a formal solution of the equation ∂−A
on each Stokes sectors Si+1. This is one version of the classical theorem
about the behaviour of the solutions of a differential equation near to an
irregular point. (See Theorem 1.4 in [30]).
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4.1.3 Stokes phenomenon
We have seen that we can construct a unique asymptotic lift for a formal
solution Ψf of a differential equation ∂ − A for suitable sectors, which are
called Stokes sectors. The fact that the various lifts do not glue to a lift
on C∗ is known as the Stokes phenomenon. This has a long history
starting with the observations made by G.G. Stokes in his study of the Airy
equation. More recently due to the work of Malgrange [67, 68, 69], Deligne
[24, 25], Sibuya [83] and many others (see references in the cited papers),
the Stokes phenomenon has been studied by means of sheaf cohomology and
the language of algebraic geometry (in Grothendieck’s style). See [75, 78]
for an introduction to these ideas. Despite its conceptual value, we will use
a more classical linear algebra approach by means of matrices which are
objects suitable for concrete computations.
4.1.4 Stokes matrices
The construction we will present follows [75], in the sense that we will con-
struct the Stokes matrices associated to singular directions. However, as we
already noted, our emphasis is in the matrix point of view and in that sense
our presentation is close to the one in [30].
Let (∂ − A)Ψ = 0 a differential equation and d1 < ... < dm < d1 + 2pi
the collection of its singular direction for each pair (i, j). From the k-
summation theorem we know that for the directions di the k-sum sdi(F̂ )
does not necessarily exist. Let d− and d+ be two non-singular directions
such that d− < di < d+. Since the directions are non-singular the k-
sums sd+(F̂ ) and sd−(F̂ ) exist in the sectors Si+1 and Si. The intersec-
tion Si ∩ Si+1 = (di − pi
2k
, di +
pi
2k
) is too small to be a Stokes sector. So
the ‘difference’ between two fundamental solutions will probably not be the
identity matrix. This is the Stokes phenomenon.
We fix a quasi-split equation ∂ − B and a formal equivalence F̂−1(∂ −
A)F̂ = ∂ − B. This means that ∂ − B decompose as a direct sum of equa-
tions ∂ − qi − Ci, where each Ci is a constant matrix3. This equation has
a formal fundamental matrix E := exp diag (q1, .., qn)
4. On a Stokes sector
S which contains a direction d that is non-singular for each pair (i, j), the
matrix E is a fundamental solution matrix Ed (to emphasize that d ∈ S)
which is an invertible meromorphic matrix. Now, we want to ‘lift’ the ma-
trix F̂ to an invertible matrix of meromorphic functions on S. To do this we
consider the k-sum sd(F̂ ). So, what we have is an invertible meromorphic
3The matrices Ci are not unique but they can be normalized by requiring that their
eigenvalues λ satisfy 0 ≤ Re(λ) < 1
4Previously we denote this matrix by eQ(u
−1).
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matrix sd(F̂ )Ed above the sector S which is a fundamental solution matrix
for ∂ −A on S.
Let di be a singular direction for the pair (`,m). Consider the non-
singular direction d+ and d− as before. For d+ and d− we can make the
construction described in the paragraph above and get the matrix sd+(F̂ )Edi
on the sector Si+1 and the matrix sd−(F̂ )Edi on the sector Si. On the
intersection Si ∩ Si+1 we have that sd+(F̂ )EdiStdi = sd−(F̂ )Edi for some
constant matrix Stdi .
Definition 4.1.16. The matrix Stdi such that sd+(F̂ )EdiStdi = sd−(F̂ )Edi
is called Stokes matrix for the singular direction di.
Remark 4.1.17. Let Ψ+ denote sd+(F̂ )Edi and Ψ− denote sd−(F̂ )Edi.
With this notation we have that Ψ+Stdi = Ψ− in the intersection of the
two Stokes sectors Si and Si+1.
Proposition 4.1.18 (Theorem 8.13 in [75]). Let di be a singular direction.
The Stokes matrix Stdi = (c`,m) has the following form: c`,` = 1 and c`,m = 0
unless di is a singular direction for the pair (m, `)
Let us consider the equation (∂−A)Ψ = 0 and consider the singular point
z = 0. Let γ = γ(t) ∈ CP1 \{0}, with 0 ≤ t ≤ 1 be a curve on CP1 \{0}. We
will denote by γab the curve which goes from the point a = γ(0) to b = γ(1).
This is called a path from a to b. Now, given a path γab, the monodromy
operator τγab is a map
τγab : Matn(C) −→ Matn(C)
τγab(A) = Ψ
A
γab
(b)
where Matn(C) is the set of n× n complex matrices, ΨAγab(b) is the analytic
continuation along the path γab of the germ of solutions of (∂ − A)Ψ = 0
satisfying ΨAγab(a) = A. The monodromy operator only depends on the ho-
motopy class of γab. In the case when the starting point a coincides with
the final point b, the monodromy operator will be called topological mon-
odromy and will be denote by mon. For our purposes we just need the
monodromy associated to a loop which goes once around the singular point
z = 0. Note that the monodromy matrix depends on the choice of the base-
point p. However, the choice of a new basepoint p′ will give a conjugate
matrix of the former one.
The following proposition will play an important role in the computa-
tions on the next sections.
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Proposition 4.1.19 (Monodromy identity, Proposition 8.12 in [75]). Let
d1 < .... < dm denote the singular directions for the collection {qi − qj}.
Then the product MStdt ...Std1 is conjugate to the topological monodromy,
where M is the formal monodromy.
4.2 The quantum differential equation of CP2
Based on the theory presented in the last section and following the method
in [48], we will now compute the Stokes matrices Stdi for the quantum
differential equation of CP2. Those matrices are actually known (see [26,
?, 52]). However, the computation that we will present is slightly different
from both conceptual and technical point of view to the one presented in
[28, 52], so it is worthwhile to present our approach for this case.
Consider the following differential equation which is an example of the
equation considered in Chapter 3
d
dz
Ψ = [− 1
z2
0 3 00 0 3
3 0 0
+ 1
z
−1 0 00 0 0
0 0 1
]Ψ (4.3)
We will write a formal solution for the equation (4.3) in the following
way (see [30], pg 52):
Ψf = P (
∑
k≥0
Ψkz
k)zΛ0e−
Λ−1
z
where
Ψ0 = Id
Λ−1 = P−1 − 3
0 1 00 0 1
1 0 0
P
and
Λ0 = diag(P
−1
−1 0 00 0 0
0 0 1
P ).
This notation corresponds to the notation used in Chapter 1 as follows:
P (
∑
k≥0
Ψkz
k) := F̂ , Λ := Λ0 and e
−Λ−1
z := eQ(z
−1).
Since we have that
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30 1 00 0 1
1 0 0
 =
1 1 11 ζ ζ2
1 ζ2 ζ
1 0 00 ζ 0
0 0 ζ2
1 1 11 ζ2 ζ
1 ζ ζ2
,
where ζ = e2pi
√−1/3. Then we conclude that:
P =
1 1 11 ζ ζ2
1 ζ2 ζ
, Λ−1 = −3
1 0 00 ζ 0
0 0 ζ2
 and Λ0 = 0
Following the notation in [48], let d3 denote the matrix
1 0 00 ζ 0
0 0 ζ2
.
Therefore, we can write the formal solution Ψf = P (Id+O(z))e
3
z
d3 . Thus,
the generalized eigenvalues for the differential equation (4.3) are 3z−1, 3ζz−1
and 3ζ2z−1. Before computing the Stokes directions and the singular direc-
tions, we want to discuss some symmetries of the formal solution Ψf , along
the same line as Lemma 4.1 in [48], which will lead to symmetries of the
Stokes matrices Stdi and allow us to compute explicitly the values of the
entries of them.
Proposition 4.2.1. The formal solution Ψf of the differential equation
(4.3) satisfies:
1. (Cyclic symmetry) d−13 Ψf (ζz)Π
−1 = Ψf (z), with d3 as before and
Π =
0 1 00 0 1
1 0 0
.
2. (Frobenius condition)
0 0 10 1 0
1 0 0
Ψf (−z)−T 3d−13 = Ψf (z). Here T
means transposed matrix.
Proof. (1) Let A(z) denote − 1
z2
0 3 00 0 3
3 0 0
+ 1
z
−1 0 00 0 0
0 0 1
.
We start noting that d−13 A(ζz)d3 =
1
ζ
A(z). These equality follows from
a direct computation and suggests that d−13 Ψf (ζz)d3 should be a solution
of the equation (4.3), this means that d−13 Ψf (ζz)d3 = Ψf (z)C for some
constant matrix C. Let us verify this. We have d−13 Ψf (ζz) = d
−1
3 P (Id +
O(z))e
3
ζz
d3 = P (Id+O(z))P−1d−13 Pe
3
ζz
d3 . Since we have that P−1d−13 P =
Π and Πζ−1d3Π−1 = d3, then d−13 Ψf (ζz) = P (Id + O(z))e
3
ζz
Πd3Π−1Π =
Ψf (z)Π, because the formal solution of the form P (Id+O(z))e
3
z
d3 is unique.
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This shows the cyclic symmetry.
Now, we note that0 0 10 1 0
1 0 0
A(−z)−T
0 0 10 1 0
1 0 0
 = A(z)
This is also obtained from a direct computation in the left hand side of the
equality. Therefore this equality suggests that0 0 10 1 0
1 0 0
Ψf (−z)−T
0 0 10 1 0
1 0 0

should be a solution of (4.3). Then0 0 10 1 0
1 0 0
Ψf (−z)−T =
0 0 10 1 0
1 0 0
P−T (Id+O(z))e 3z d3 =
= P (Id+O(z))P−1
0 0 10 1 0
1 0 0
P−Te 3z d3
Since we have that
P−1
0 0 10 1 0
1 0 0
P−T = 1
3
d3
then P (Id + O(z))e
3
z
d3 1
3
d3 = Ψf (z)
1
3
d3. Thus we get the Frobenius
condition 0 0 10 1 0
1 0 0
Ψf (−z)−T 3d−13 = Ψf (z)
Proposition 4.2.2. 1. The set of the Stokes directions (modulo 2piZ) for
the equation (4.3) is {0, pi
3
,
2pi
3
, pi,
4pi
3
,
5pi
3
}.
2. The singular directions d (modulo 2piZ) for each pair (i, j) with
(i, j = 0, 1, 2) of the equation (4.3) are
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i j d
0 1
11pi
6
1 0
5pi
6
0 2
pi
6
2 0
7pi
6
1 2
pi
2
2 1
3pi
2
Proof. Let qs = ζ
sz−1, with (s = 0, 1, 2) and ζ = e2pi
√−1/3, the generalized
eigenvalues of the differential equation (4.3). Then, qi − qj = (ζi − ζj)z−1.
Let us denote φij the argument of ζ
i−ζj , so ζi−ζj = |ζi−ζj |e
√−1φij . From
Definition (4.1.7) we have that d is a singular direction for the pair (i, j) if
|ζi−ζj |e
√−1(φij−d) is real and positive. This is the case when sin(φij−d) = 0
and cos(φij − d) = 1. These two conditions imply that φij − d = 2pir with
r ∈ Z. Then we have that d = φij − 2pir is a singular direction for the pair
(i, j).
Once we know the singular directions d for the pairs (i, j) Theorem
(4.1.18) give us the ‘shape’ of the Stokes matrices Std. Thus, we get the
following proposition as corollary of Theorem (4.1.18) and Proposition 4.2.2.
Proposition 4.2.3. The Stokes matrices Std where d is a singular direc-
tion for the equation (4.3) obtained in Proposition (4.2.2) have the following
shape:
Stpi
6
=
 1 0 00 1 0
x1 0 1
, Stpi
2
=
1 0 00 1 0
0 x2 1
, St 5pi
6
=
1 x3 00 1 0
0 0 1
,
St 7pi
6
=
1 0 x40 1 0
0 0 1
, St 3pi
2
=
1 0 00 1 x5
0 0 1
 and St 11pi
6
=
 1 0 0x6 1 0
0 0 1

Now we will look at the Stokes matrices Stdi obtained in the last Proposi-
tion in some detail. Let us start by giving an order for the singular directions
obtained in Proposition (4.2.2) according to the description in the previous
section. Thus, we have:
d1 =
pi
6
<
pi
2
<
5pi
6
<
7pi
6
<
3pi
2
<
11pi
6
= d6 <
pi
6
+ 2pi.
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Similarly we can introduce an order for the Stokes directions as follows:
l1 = 0 <
pi
3
<
2pi
3
< pi <
4pi
3
<
5pi
3
= l6 < 0 + 2pi
With this order the Stokes sectors Si, i = 1, ..., 6 are:
S1 = (−2pi
3
,
2pi
3
), S2 = (−pi
3
, pi), S3 = (0,
4pi
3
), S4 = (
pi
3
,
5pi
3
), S5 = (
2pi
3
, 2pi)
and S6 = (pi,
7pi
3
).
From the discussion in the section 4.1.4), the matrices Stdi we are con-
sidering appear when we compare the solutions in the intersection of two
consecutive sectors Si and Si+1 according to the following table:
Si ∩ Sj Std
S4 ∩ S5 St 7pi
6
= Ψ−15 Ψ4
S5 ∩ S6 St 3pi
2
= Ψ−16 Ψ5
S6 ∩ S1 St 11pi
6
= Ψ−11 Ψ6
S1 ∩ S2 Stpi
6
= Ψ−12 Ψ1
S2 ∩ S3 Stpi
2
= Ψ−13 Ψ2
S3 ∩ S4 St 5pi
6
= Ψ−14 Ψ3
Our purpose is to compute explicitly the values xi (i = 1, ..., 6). The
first thing we will see is that indeed we only have two compute two of the
values xi thanks to some relations between the matrices Stdi obtained from
the symmetries of the formal solution discussed above.
Proposition 4.2.4. The matrices Stdi where di (i = 1, ..., 6) is a singular
direction obtained in Proposition (4.2.2) satisfies the following relations:
1. (Cyclic relation) Stdi = ΠStdi+ 2pi3
Π−1.
2. (Frobenius relation) Std = d3St
−T
d+pid
−1
3 .
Where Π =
0 1 00 0 1
1 0 0
.
Proof. We will only give the proof for the cyclic relation. The proof of the
Frobenius relation is similar. We start noting that if z ∈ Si then ζz ∈ Si+2.
Then, the cyclic relation for the formal solutions implies the following rela-
tion for actual solutions:
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d−13 Ψi+2(ζz)Π
−1 = Ψi(z) for z ∈ Si.
Therefore we have that:
Stdi = Ψ
−1
i+1(ζz)Ψi(ζz) = ΠΨi+3(ζz)
−1d3d−13 Ψi+2(ζz)Π
−1.
Since di +
2pi
3
= di+2 then we have that Stdi+ 2pi3
= Ψi+3(ζz)
−1Ψi+2(ζz).
Therefore, Stdi = ΠStdi+ 2pi3
Π−1.
Remark 4.2.5. We can split the interval [0, 2pi] in three sub-intervals,
namely, [0,
2pi
3
], (
2pi
3
,
4pi
3
] and (
4pi
3
, 2pi]. If we fix one of such an interval
then there are only two singular directions, say di and di+1, belonging to
it. Thus, an immediate consequence of the last proposition is that we only
need to compute the values for the two Stokes matrices Stdi and Stdi+1. The
other ones will be obtained from the cyclic relation. We will take the Stokes
matrices Stpi
2
and St 5pi
6
, then the other Stokes matrices are obtained by the
formulas ΠjStpi
2
Π−j and ΠjSt 5pi
6
Π−j with j = 1, 2.
The last ingredient we need for our computation is the ‘monodromy
identity’. In our case this identity takes the following form.
Proposition 4.2.6. mon∞ is conjugated to the matrix (Π−1St 5pi
6
Stpi
2
)3
Proof. From the Proposition(4.1.19) we have that there exist an invertible
matrix C such that
Cmon∞C−1 = St 11pi
6
St 3pi
2
St 7pi
6
St 5pi
6
Stpi
2
Stpi
6
. (4.4)
From the cyclic relation we have that St 3pi
2
= ΠSt 5pi
6
Π−1, Stpi
6
= Π2St 5pi
6
Π−2
and St 7pi
6
= ΠStpi
2
Π−1, St 11pi
6
= Π2Stpi
2
Π−2. Replacing these expressions in
the formula (4.4) we obtain:
Cmon∞C−1 = Π2Stpi
2
Π−1St 5pi
6
Stpi
2
Π−1St 5pi
6
Stpi
2
Π−1St 5pi
6
Π−2.
Multiplying on the left by (Π2Stpi
2
)−1 and on the right by Π−2Stpi
2
in
both sides of the equality we get:
(Π2Stpi
2
)−1Cmon∞C−1Π2Stpi
2
= (Π−1St 5pi
6
Stpi
2
)3. Thus, mon∞ is conju-
gate to (Π−1St 5pi
6
Stpi
2
)3
In our situation we have that the matrix mon∞ is unipotent, since the
monodromy at z = 0 is (maximally) unipotent, hence the monodromy at ∞
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(the inverse of the monodromy at 0) also is (maximally) unipotent. There-
fore, its characteristic polynomial is (λ−1)3. Thus, the characteristic polyno-
mial of (Π−1St 5pi
6
Stpi
2
)3 which is λ3−λ2(x31+3x1x2+3)+λ(−x32+3x1x2+3)−1
is equal to (λ− 1)3. We will use this fact and the Frobenius relation in or-
der to compute x1 and x2 appearing in the Stokes matrices St 5pi
6
and Stpi
2
respectively.
We have that
(Π−1St 5pi
6
Stpi
2
)3 =
x1x2 + 1 x22 + x21x2 + x1 x2x2 + x21 2x1x2 + x31 + 1 x1
x1 x2 + x
2
1 1

We just need to look at the coefficient of λ2 in the characteristic poly-
nomial of this matrix and compare it with -3λ2. Thus, we need to solve
the equation x31 + 3x1x2 = 0. From the Frobenius relation we know that
x2 = −ζx1, so the later equation becomes x31 − 3ζx21 = 0 which has two
solutions x1 = 0 and x1 = 3ζ. The solution x1 = 0 leads to the fact that all
Stokes matrices would be the identity matrix which does not happen in our
situation, since this would imply the the formal solution is convergent and
this is not the case. Therefore we get that x1 = 3ζ and x2 = −3ζ2.
So far, we are obtaining that the entries of the Stokes matrices belong
to the cyclotomic field Q(ζ), However, we expect (see [28, 52]) we can get
matrices with real (in fact integer) entries in this case. Note that the matrix
P appearing in the formal solution at the beginning of this section is not
unique. If we replace that matrix P by the matrix P = Pd−13 , the Frobenius
relation takes the following form:0 0 10 1 0
1 0 0
Ψf (−z)−T =
0 0 10 1 0
1 0 0
 (Pd−13 )−T (Id+O(z))e 3z d3 =
= Pd−13 (Id+O(z))(Pd
−1
3 )
−1
0 0 10 1 0
1 0 0
 (Pd−13 )−T e 3z d3
Since we have that
P−1
0 0 10 1 0
1 0 0
P−T = 1
3
d3
then P(Id + O(z))e 3z d3 1
3
d3 = Ψf (z)
1
3
d33. Moreover, we have that d
3
3 = Id,
thus, we have
3
0 0 10 1 0
1 0 0
Ψf (−z)−T = Ψf (z)
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This relation implies that Std = St
−T
d+pi. With this new relation we get
new entries x̂1 and x̂2 for the Stokes matrices St 5pi
6
and Stpi
2
which satisfies
x̂2 = −x̂1. Therefore, we have the following Corollary.
Corollary 4.2.7. The entries x̂1 and x̂2 for the Stokes matrices St 5pi
6
and
Stpi
2
are x̂1 = 3 and x̂2 = −3
The matrices S+ and S−
As we have noted before the Stokes matrices Stdi indexed by singular di-
rections appear when we compare actual solutions between two consecutive
sector Si and Si+1. However, in the literature the term Stokes matrix is
also used for the matrices obtained from the comparison of two asymptotic
solutions whose domains of definition overlap5. In particular, we could con-
sider the intersection of two Stokes sectors Si and Sj such that it does not
contain any Stokes direction (see [30]). This produce a Stokes matrix which
is closely related to the Stokes matrices Stdi defined before. We will give a
precise relation provided some ‘canonical’ choice for the sectors Si and Sj .
We will follow the presentation in section 3 in [52].
Let ` be a line through the origin not containing Stokes rays, i.e. the
argument of this line is not a Stokes direction. In fact, we will take ` =
{z|z = ρe
√−1, ρ ∈ R, 0 <  < pi
3
}. Thus, we have two sectors ΩR and ΩL
corresponding to the sectors to the right (and the left) of `. Thus, we will
say that the sectors S3 and S6 are admissible with respect to `, in the sense
that they contain the line ` and ΩL ⊂ S3 and ΩR ⊂ S6.
Definition 4.2.8. Let Ψ3(z) and Ψ6(z) the solutions in the sectors S3 and
S6 respectively. The matrices S+ and S− such that Ψ6(z) = Ψ3(z)S+ for
0 < argz <
pi
3
and Ψ3(z) = Ψ6(ze
−z√−1)S− for pi < argz <
4pi
3
are called
Stokes matrices with respect to the admissible line `.
This Stokes matrices are quite important since they are the matrices
appearing in Dubrovin’s conjecture and then have some relevance from the
point of view of mirror symmetry. A natural question is how these two
Stokes matrices S+ and S− are related with the matrices Stdi constructed
previously. The answer is given by the following proposition.
Proposition 4.2.9. Let the matrices S+ and S− as in definition (4.2.8).
Then we have that:
1. S+ = Stpi
2
Stpi
6
St 11pi
6
.
2. S− = St 3pi
2
St 7pi
6
St 5pi
6
.
5So far we have been using the term Stokes matrices along the lines proposed by
Ramis in [76]. These Stokes matrices are elements of the differential Galois group of the
corresponding equation which was one of the objects that Ramis wanted to study.
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Proof. We just need to see that Ψ6 = Ψ1St 11pi
6
= Ψ2Stpi
6
St 11pi
6
= Ψ3Stpi
2
Stpi
6
St 11pi
6
.
On the other hand, we have that Ψ3 = Ψ4St 5pi
6
= Ψ5St7pi
6
St 5pi
6
= Ψ6St 3pi
2
St 7pi
6
St 5pi
6
Remark 4.2.10. Sometimes in the literature, the matrices Stdi are called
Stokes factors. See [52, 28], for example. The point is that the Stokes
matrices constructed from the comparison of solutions in two ‘consecutive’
Stokes sectors (this means when the intersection of the sectors contains as
many Stokes directions as it can contain) are the ‘blocks’ to construct the
matrices when the intersection of the sector does not contain any Stokes
direction at all.
We will finish this chapter with the following remark.
Remark 4.2.11. The calculation of the Stokes matrices for the quantum
differential equation of CPn (n > 2) can be done by the same method. For
an alternative method using the ramified equation see [22].
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Chapter 5
Laurent phenomenon in
mirror symmetry. An
algebraic approach
5.1 Landau-Ginzburg models
We will present a brief sketch about Laurent polynomials who are mirror to
a Fano manifold X following the presentation in [15].
Definition 5.1.1. Let f : (C∗)n −→ C be a Laurent polynomial. The
fundamental period of f is:
pif (t) = (
1
2pi
√−1)
n
∫
|x1|=···=|xn|=1
1
1− tf(x1, · · · , xn)
dx1
x1
· · · dxn
xn
Remark 5.1.2. Expanding pif (t) as a power series in t and applying the
residue Theorem n times, the fundamental period can be written as the series
∞∑
k=0
ckt
k where ck is the constant term of f
k, where fk is the k-th power of
f (see [82]).
Theorem 5.1.3 (Theorem 2.3 in [15]). The classical period satisfies an
ordinary differential equation L.pif (t) = 0 where L ∈ C[t, t d
dt
] is a polynomial
differential operator.
This Theorem motivates the following definition.
Definition 5.1.4. The Picard-Fuchs operator of a Laurent polynomial f is
the operator Lf =
k∑
j=0
pj(t)(t
d
dt
)j such that Lf .pif = 0, where k is taken to
be as small as possible.
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Example 5.1.5 (Example 3.5 in [15]). Consider f = x1 + x2 +
1
x1x2
. The
fundamental period is
pif (t) =
∞∑
k=0
(3k)!
(k!)3
t3k
The coefficients c3k =
(3k)!
(k!)3
satisfy the following recursion relation:
k2c3k − 3(3k − 1)(3k − 2)c3k−3 = 0 (5.1)
It was shown in [15] that the coefficients of pif (t) satisfies the relation (5.1)
if and only if [(t
d
dt
)2− 27t3(t d
dt
+ 1)(t
d
dt
+ 2)]pif (t) = 0. Thus, we have that
Lf = (t
d
dt
)2 − 27t3(t d
dt
+ 1)(t
d
dt
+ 2).
Remark 5.1.6. Note that the operator Lf obtained in the previous exam-
ple also appears as the regularised quantum differential operator for CP2 in
Chapter 2.
In [15] (see also [16]) was proposed a weak version of the mirror symmetry
for a Fano manifold X using the regularised quantum differential equation
and the Picard-Fuchs operator of a Laurent polynomial. Thus, we have the
following definition/conjecture.
Definition 5.1.7 (Definition 4.9 in [15]). The Laurent polynomial f is
mirror-dual to the Fano manifold X if pif (t) = ĜX(t) or, equivalently
if Lf = Q̂.
In this definition ĜX(t) and Q̂ are the regularised quantum period and
the regularised quantum differential operator defined in Chapter 2. Thus,
for example, after Example 5.1.5, we see that f = x1 + x2 +
1
x1x2
is mirror-
dual to CP2. A slightly finer formulation of a mirror for a Fano manifold X
is the following definition of a weak Landau-Ginzburg model. See [62].
Definition 5.1.8. A weak Landau-Ginzburg model for X is a Laurent
polynomial f ∈ C[x±1 , ..., x±n ] such that:
1. Period condition. The constant term of fk ∈ C[x±1 , ..., x±n ] is ck for
any k.
2. Calabi-Yau condition. Any fiber of f : (C∗)n −→ C after some
fiberwise compactification has trivial dualizing sheaf.
Note that with Definition (5.1.7 or 5.1.8) a Fano manifold X has in-
finitely many mirrors if it has any at all (see [1, 15]). Thus, we can ask for a
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relationship between different mirrors. By studying this relationship in the
context of the mirror symmetry for del Pezzo surfaces (i.e. only considering
Laurent polynomials in two variables), certain birational transformations
called mutations (see Definition (5.2.6) below) were introduced in [35] and
an interesting phenomenon was noted: If a mutation of a Laurent poly-
nomial f is a Laurent polynomial then all subsequent mutations of these
polynomials are also Laurent polynomials. In particular, it was shown that
if f is a weak Landau-Ginzburg model for a toric Fano surface X and f ′
is a Laurent polynomial obtained from f by mutations, then f ′ is a weak
Landau-Ginzburg model for X. In particular, the fundamental period is
invariant under mutations as it was shown in [35]. (See also [1]). This phe-
nomenon is called Laurent phenomenon. The proof of it given in [35] is
purely geometric.
Remark 5.1.9. A general definition of a transformation of cluster type for
Laurent polynomials in n variables (and in particular for Landau-Ginzburg
models in Definition (5.1.8)) is presented in [62] (Definition 2.4). However,
to the best of our knowledge only the two variable case studied in [35, 19]
has been systematically treated in the literature. In the three variable case
some experimental work is done in [1].
It was pointed out in [19] that the Laurent phenomenon encountered in
[35] can be understood in the framework of the theory of cluster algebras
developed by Fomin and Zelevinsky [32] and an algebraic approach to that
phenomenon was presented there. In this chapter, we will review the basic
ideas introduced in [19] for the two dimensional case. We will not discuss
the relation between mutations and toric degenerations introduced in [35]
and the more general connection between the geometry of moduli space of
Landau-Ginzburg models, birational and symplectic geometry discussed in
[62]. Our goal is to show the close connection between the mutations of weak
Landau-Ginzburg models of del Pezzo surfaces in the sense of [35] with the
general theory of cluster algebras as a first step to understand the cluster
variety structure of the mirror partner of del Pezzo surfaces. Further work
in this direction is in progress (see [21, 20]).
5.2 Mutations of potentials
In this section we will review some of the definitions introduced in [19]. We
note that in that paper the definitions below are formulated for a lattice L
of arbitrary rank. However, for our purposes here, it is enough to consider
the case when the rank of L is two. This is also the main case treated in
[19] since it is the one related with the constructions and definitions given
in [35].
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5.2.1 Exchange collections
Let (·, ·) : L∗×L→ Z be the canonical pairing between a pair of dual lattices
L ' Z2 and L∗ = Hom(L,Z) ' Z2.
In what follows the lattice L is endowed with a skew-symmetric bilinear
integral form ω : L× L→ Z. We will use the notation 〈v, v′〉 = ω(v, v′)).
Remark 5.2.1. We have that Λ2L ' Z, thus all integer skew-symmetric
bilinear forms are integer multiples ωk = kω1 (k ∈ Z) where a generator ω1
is fixed by the choice of orientation on L ⊗ R so that ω1((1, 0), (0, 1)) = 1.
We would occasionally use notations 〈·, ·〉1 = ω1(·, ·) and 〈·, ·〉k = ωk(·, ·).
The bilinear form ω gives rise to a map i = iω : L → L∗ that sends an
element v ∈ L into a linear form iω(v) ∈ L∗ such that (iω(v), v′) = ω(v, v′)
for any v′ ∈ L. The map iω is an isomorphism ⇐⇒ the form ω is non-
degenerate and unimodular, when ω is non-degenerate but not unimodular
the map i identifies the lattice L with a full sublattice in L∗ of index detω.
Definition 5.2.2. We consider a category C whose objects are given by pairs
(L, ω) of the lattice L and a skew-symmetric bilinear form ω, and the mor-
phisms Hom((L′, ω′), (L, ω)) are linear maps f : L′ → L such that ω′ = f∗ω,
i.e. ω′(v1, v2) = ω(f(v1), f(v2)) for all v1, v2 ∈ L′.
Any linear map f : L′ → L defines an adjoint f∗ : L∗ → L′∗ and if it
respects the bilinear forms, then iω′ = f
∗iωf .
Definition 5.2.3. For a vector u ∈ L we define a symplectic reflection
Rω,u and a piecewise linear mutation µu,ω to be the (piecewise) linear
automorphisms of the set L given by the formulae
Ru,ω(v) = v + ω(u, v)u,
µu,ωv = v + max(0, ω(u, v))u.
For any morphism f ∈ Hom((L′, ω′), (L, ω)) and any vector u ∈ L′ we
have
Rfu,ωf = fRu,ω′
and
µfu,ωf = fµu,ω′
Indeed, fµuv = f(v + max(0, ω
′(u, v))u) = fv + max(0, ω′(u, v))(fu) =
fv + max(0, ω(fu, fv))(fu) = µfu(fv).
Note that Rbu,aω = R
ab2
u,ω for all a, b ∈ Z and µbu,aω = µab
2
u,ω for all a, b ∈
Z+. However,
µ−u,ωv = −µu(−v) = v + min(0, ω(u, v))u,
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hence µ−u,ωµu,ω = Ru,ω. Both Ru,ω and µu,ω are invertible:
R−1u,ωv = Ru,−ωv = v − ω(u, v)u,
µ−1u,ωv = µ−u,−ωv = R
−1
u,ωµ−u,ωv = v −max(0, ω(u, v))u. Since
µ−1−u,ωv = R
−1
−u,ωµu,ωv = R
−1
u,ωµu,ω(v) = v −min(0, ω(u, v))u.
Therefore, changing max by min and + by − corresponds to changing the
form ω to the opposite −ω. Further we omit ω from the notations of Ru
and µu where the choice of the form is clear.
Definition 5.2.4. Fix n ∈ N. An exchange collection V is an element
of Ln, i.e. an n-tuple (v1, . . . , vn) of vectors vi ∈ L. Some vi may coincide.
For a vector v its multiplicity mV (v) in the exchange collection V equals
the number of vectors in V that coincide with v: mV (v) = #{1 ≤ i ≤
n : vi = v}. We say that an exchange collection V ′ is a subcollection of
exchange collection V if mV ′(v) ≤ mV (v). Equivalently, one may define
an exchange collection V by its (non-negative integer) multiplicity function
mV : L→ Z≥0. In this case n =
∑
v∈L
mV (v).
Remark 5.2.5 (Action of Sn and GL(2,Z)). There is a natural action of the
symmetric group Sn and GL(2,Z) = Aut(L) on Ln: Sn acts by permuting
factors and GL(2,Z) acts diagonally (the same way on each factor), and
these two actions commute. These actions can be restricted to actions on
the set Ln1 of exchange collections.
5.2.2 Birational transformations
Let e1, e2 be a base of L and f1, f2 be the dual base of L
∗, so (ei, fj) = δi,j .
Also let xi = X
fi be the respective monomials in Z[L∗]. For the skew-
symmetric bilinear form ωk defined by ωk(e1, e2) = k and a vector u =
u1e1 + u2e2 ∈ L we have iωk(u1e1 + u2e2) = (−ku2)f1 + (ku1)f2.
Consider the group ring Z[L∗]- ring of Laurent polynomials in 2 variables
x1 and x2. Its spectrum T = SpecZ[L∗] ' G2m(Z) is the 2-dimensional torus
over the integers, in particular T (C) = Hom(L∗,C∗), L∗ = Hom(T,Gm)
is the lattice of characters of T and L = Hom(Gm, T ) is the lattice of 1-
parameter subgroups in T .
We define the ambient field K = KL = Q(L∗) as the fraction field of
Z[L∗] extended by all roots of unity (Q = Q(exp(2pi√−1Q)). Thus KL =
Q(x±1 , x±2 )
Definition 5.2.6. A vector u ∈ L defines a birational transformation of KL
as follows
µu,ωk : (x1, x2)→
(
x1 ·
(
1 + x−ku21 x
ku1
2
)−u1 , x2 · (1 + x−ku21 xku12 )−u2),
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This birational transformation is called a mutation in the direction u.
We will just refer it as a mutation.
The inverse map to µu,ω1 is given by
µ−u,−ω1 : (x1, x2)→ (x1 · (1 + x−u21 xu12 )u1 , x2 · (1 + x−u21 xu12 )u2).
In particular, µ(0,1),ω−1f = f
(
x1,
x2
1 + x1
)
.
Example 5.2.7. Consider the Laurent polynomial f = x1 + x2 +
1
x1x2
, the
vector u = (1, 1) and k = −1 (i.e., the form ω−1). We are going to mutate
f in the direction u. For doing this, we apply the formula above for each
variable x and y. Thus, we get:
x1 7−→ x1x2
x1 + x2
x2 7−→ x
2
2
x1 + x2
Therefore, x1 + x2 +
1
x1x2
7−→ x2 + (x1 + x2)
2
x1x32
Note that the application of the formula for the variables x1 and x2 does
not produce a Laurent polynomial, but applying it to f we obtain a Laurent
polynomial. In fact, this exemplifies the Laurent phenomenon we will discuss
later.
Abusing of the notation we have denoted the piecewise linear transfor-
mation in Definition (5.2.3) and the birational transformation in Definition
(5.2.6) by the same symbol µu,ω. The reason for doing this is that these
two transformation are closely related to each other. More precisely, if
f : T1 → T2 is a rational map between two tori, and u : Gm → T1 is a
one-parameter subgroup of T1 then its image fu : Gm → T2 is not neces-
sarily a one-parameter subgroup, but asymptotically behaves like one, this
defines a tropicalization map T (f) : Hom(Gm, T1) → Hom(Gm, T2). The
tropicalization of the birational map µu,ω : T1 → T2 given in Definition
(5.2.6) is the piecewise-linear map µu,ω : L1 → L2 given in the Definition
(5.2.3). This follows from Lemma 3.2.1 in [88]. We refer the reader to that
work for details.
Remark 5.2.8. We will omit the explicit mention of the form ω in the
notation µu,ω when is clear from the context which is the form we are working
with.
74
Note that if M ⊂ L∗ is some sublattice of L∗ that contains iω(u) then
µu preserves the fraction field of Z[M ] ⊂ Z[L∗]. For any morphism f ∈
Hom((L′, ω′), (L, ω)) and a vector u ∈ L′ we have a homomorphism f∗ :
Z[L∗] → Z[L′∗] and two birational transformations µu,ω′ ∈ AutKL′ , µfu,ω ∈
AutKL that commute: µu,ω′f∗ = f∗µfu,ω.
Remark 5.2.9 (Remark 2.1 in [19]). We have the following functoriality
of the mutations with respect to the lattice L: let L′ ⊂ L be a sublattice
of index k in the lattice L, so L∗ = Hom(L,Z) is a sublattice of index k
in L′∗ = Hom(L′,Z), and assume that the vector u lies in the sublattice
L′. Then the Abelian group G = (L/L′) of order k acts on Q[L′∗],1 and
its invariant is the subring Q[L∗], so G acts on the torus T ′ = SpecQ[L′∗]
and the torus T = SpecQ[L∗] is the quotient-torus T = T ′/G, let pi : T ′ →
T be the projection to the quotient. The vector u defines the birational
transformation µTu of the torus T and the birational transformation µ
T ′
u of
the torus T ′. Then the mutation µu commutes with the action of the group
G and with the projections: piµT
′
u = µ
T
upi and gµ
T ′
u = µ
T ′
u g for any g ∈ G.
5.2.3 Mutations of exchange collections and seeds
Definition 5.2.10. Let L be a lattice equipped with a bilinear skew-symmetric
form ω. A cluster y ∈ KmL is a collection y = (y1, . . . , ym) of m rational
functions yi ∈ KL. We call y a base cluster if y = (y1, , . . . , yr) is a basis
over Q of the ambient field KL.
Definition 5.2.11. A C-seed Σ(supported on (L, ω)) is a pair (y, V ) of a
cluster y ∈ KmL and an exchange collection V = (v1, . . . , vn) ∈ Ln. Some
times we will use the notation Σ = (L, ω; v1, . . . , vn,mathbfy). If the cluster
is a base cluster we will just denote Σ = (L, ω; v1, . . . , vn)
Given two exchange collections V ′ = (v′1, . . . , v
′
n) ∈ L′n and V = (v1, . . . , vn) ∈
Ln we say that V ′ is a mutation of V in the direction j, where j ∈
{1, 2, · · · , n} and denote it by V ′ = µjV if under a given identification
sj : L ' L′ we have v′j = sj(−vj) and v′i = sj(µvjvi) for i 6= j.
The mutation of a C-seed (y, V ) in the direction j where j ∈
{1, 2, · · · , n}, is a new C-seed (yj , Vj) where Vj = µjV is a mutation of the
exchange collection, and yj = µvj ,ωy where each variable is transformed by
the birational transformation µvj ,ω. We keep the symbol µ for the mutation
of a C-seed since this mutation is defined in terms of the piecewise linear
and the birational transformation previously defined.
1An element n in Lmultiplies monomialXm
′
by the root of unity exp((2pi
√−1)(n,m′)),
here (n,m′) is bilinear pairing between L and L′∗ with values in Q extended by linearity
from the pairing L′ ⊗ L′∗ → Z.
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5.2.4 Upper bounds
Definition 5.2.12 (Upper bounds). For a C-seed Σ = (y, V ) define its
upper bound U(Σ) to be the Q-subalgebra of KL given by
U(Σ) = Q[y±1] ∩ ( ∩v∈L Q[(µ∗v)mV (v)y±1]).
In case y is a base cluster (by abuse of notation) we denote U(Σ) just by
U(V ).
The upper bounds defined here are a straightforward generalization of
the upper bounds in [10].
The following proposition is a bit technical but it will necessary for giving
a complete proof of the main result presented in this chapter (Theorem 3.1
in [19]).
Proposition 5.2.13 (Proposition 2.3 in [19]). Consider a C-seed Σ =
(L, ω; v1, . . . , vn). For a sublattice L
′ ⊂ L that contains all vectors vi ∈
L′ ⊂ L consider the seed Σ′ = (L′, ω|L′ ; v1, . . . , vn). By Remark (5.2.9) there
is a natural action of G = L/L′ on KL′ with KL = KGL′. Moreover, the
action of G obviously preserves the property of being a Laurent polynomial
(i.e. it preserves the subalgebras Q[L′∗]), and the mutations µvi commute
with the G-action. Thus the upper bound with respect to the overlattice L is
the subring of G-invariants of the upper bound with respect to the sublattice
L′: U(Σ) = U(Σ′)G = U(Σ′) ∩Q[L∗].
5.3 Laurent phenomenon
Theorem 5.3.1 (Laurent phenomenon in terms of upper bounds. Theo-
rem 3.1 in [19]). Consider two C-seeds: Σ = (L, ω; v1, . . . , vn) and Σ
′ =
(L′, ω′; v′1, . . . , v
′
n). If Σ
′ = µiΣ is a mutation of Σ in direction 1 ≤ i ≤ n
then the upper bounds for Σ and Σ′ coincide: U(Σ) = µ∗viU(Σ′).
Remark 5.3.2. This Theorem is an analogue of Theorem 1.5 in [10]. The
proof in [19] which we will reproduce here is similar to that of [10].
The first thing we want to note is that as in Theorem 1.5 in [10], it is
enough to consider a C-seed with at most 2 vectors. More precisely, we
have the following Lemma whose proof follows from the same set-theoretical
argument used in [10], i.e, A ∩B ∩ C = (A ∩B) ∩ (A ∩ C).
Lemma 5.3.3 (Lemma 3.1 in [19]). Let Σ = (L, ω;V ) be a C-seed.
1. If V is empty, then U(L, ω;V ) = Q[L∗].
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2. For a vector v ∈ L we define Vv = mV (v) × v to be an exchange
collection that consists of a single vector v with multiplicity mV (v) and Σv =
(L, ω;Vv) be the respective C-seed, then U(Σ) = ∩v∈L(Q[y±]∩Q[(µ∗v)mV (v)y±]) =
∩v∈LU(Σv). In other words, the upper bound of a C-seed Σ = (L, ω; y, V )
can be expressed as the intersection of the upper bounds for its 1-vector sub-
seeds.
3. Let V consist of a vector v1 with multiplicity m+ ≥ 1, a vector v2 =
−v1 with multiplicity m− ≥ 0, and vectors vk (k ≥ 3) that are non-collinear
to v1 with multiplicities mk ≥ 0. Consider the exchange subcollections V0 =
{m+ × v1,m− × (−v1)} and Vk = {1× v1, mk × vk} (k ≥ 3). Then
U(V ) = U(V0) ∩ U(V3) ∩ U(V4) ∩ · · · .
4. Let V ′ = µ1V be an exchange collection obtained by mutation of V
in the direction 1 which consists of a vector −v1 with multiplicity m−+ 1 ≥
1, a vector v1 with multiplicity m+ − 1 ≥ 0 and the vectors v′k = µv1vk
(k ≥ 3) (non-collinear to v1) with multiplicities mk. As above we define
V ′0 = {(m− + 1) × (−v1), (m+ − 1) × v1} and V ′k = {1 × (−v1),mk × v′k}
(k ≥ 3). Then
U(V ′) = U(V ′0) ∩ U(V ′3) ∩ U(V ′4) ∩ · · · .
Thanks to this Lemma we have that in order to proof Theorem (5.3.1)
it is necessary and sufficient to show that:
U(V0) = µ1U(V ′0) and U(Vk) = µ1U(V ′k) (for all k ≥ 3).
We will prove these equalities in Proposition 5.3.7 and Lemma 5.3.9
Proposition 5.3.4 (Proposition 3.1 in [19]). Let v1, v2 ∈ L be a pair of
vectors v1 = ae1 + be2, v2 = ce1 + de2 such that ad − bc = 1. Consider
the lattice L′ with the base e′1, e
′
2 and the form ω
′(e′1, e
′
2) = ω(v1, v2); let
f ′1, f
′
2 be the dual base of L
′∗. Consider a map m : L → L′ given by
m(e1) = de
′
1−be′2,m(e2) = −ce′1 +ae′2; note that m(v1) = m(ae1 +be2) = e′1
and m(v2) = m(ce1 + de2) = e
′
2. The dual isomorphism m
∗ : L′∗ → L∗ is
given by the transposed map m∗(f ′1) = df1 − cf2 and m∗(f ′2) = −bf1 + af2.
Let z1 = X
f ′1 = xd1x
−c
2 and z2 = X
f ′2 = x−b1 x
a
2. Since map m
∗ is invertible
then we have:
U(L, ω;m1 × v1,m2 × v2) = U
(
L′, ω′;m1 × e′1,m2 × e′2
)∣∣
z1=xd1x
−c
2 , z2=x
−b
1 x
a
2
.
In the following Lemma we will give an explicit presentation for the
upper bound U(Σ), when the C-seed Σ consists of one vector with a given
multiplicity.
77
Lemma 5.3.5 (Lemma 3.2 in [19]). Assume a seed Σ = (L, ω;m1 × v1)
consists of a unique vector v1 with multiplicity m1 ≥ 1.
1. If v1 = e2 = (0, 1) then the upper bound U(Σ) consists of all Laurent
polynomials W of the form W =
∑
l
cl(x1)x
l
2 where cl ∈ Q[x±1 ] and for l ≤ 0
we have that cl is divisible by (1 + x
k
1)
−m1l. Moreover,
U(Σ) = Q[x±1 , x2, 1x′′2 = (1 + x
k
1)
m1
x2
]
.
2. If v1 = ae1 + be2 = (a, b) is an arbitrary primitive vector then
U(Σ) = Q[z±, z1, (1 + zk)m1
z1
]
where z =
xb1
xa2
, z1 = x
r
1x
s
2 and (r, s) ∈ Z2 satisfies ra+ sb = 1.
Proof. Recall that mutation in the direction e2 is given by x
′
1 = x and x
′
2 =
x2
1 + xk1
. Assume we have a Laurent polynomial W =
∑
l∈Z
cl(x1)x
l
2. Then
W can be expressed in terms of x1 and x
′
2 as W =
∑
l
cl(x1)(1 + x
k
1)
l(x′2)
l.
This function is a Laurent polynomial in terms of (x1, x
′
2) if and only if
cl(x1)(1 + x
k
1)
l is a Laurent polynomial of x1 for all l. This is equivalent
to cl being divisible by (1 + x
k
1)
−l for l ≤ 0. Similarly if we do m1 muta-
tions then x′′2 =
x2
(1 + xk1)
a
and W =
∑
cl(1 + x
k
1)
m1l(x′′2)
l so for l ≤ 0 we
have that cl is divisible by (1 + x
k
1)
−m1l. Let cl(x1) = (1 + xk1)
−m1lc′−l(x1)
for l < 0, c′l are also Laurent polynomials. Denote W+ =
∑
l≥0
cl(x1)x
l
2 and
W− =
∑
l<0
cl(x1)x
l
2 =
∑
l>0
c′l(x1)(x
′′
2)
−l. Then obviously both W+ and W−
belong to Q[x±1 , x2, 1x′′2 ]. The reverse inclusion is obvious.
Part (2) follows from Proposition (5.3.4).
Now, we will start to consider the case when the C-seed Σ consists of
two vectors with a given positive multiplicities. First we note that thanks
to Remark(5.2.9) and Proposition (5.2.13) we can assume two main cases:
(1). The vectors in the exchange collection are v1 = (0, 1) and v2 =
(0,−1) (with certain multiplicities) The case v1 = (1, 0) and v2 = (−1, 0) is
totally analogous to the previous one, thus we will omit it.
78
(2). The vectors in the exchange collection are e1 = (1, 0) and e2 = (0, 1)
(with certain multiplicities), i.e, the vectors e1 and e2 are the standard basis
for the lattice L ' Z2.
Considering the proof only for these two cases is really helpful since for
them we can get an explicit presentation of the upper bounds and the proof
is reduced to comparing concrete rings with a given generators.
The next Proposition will give an explicit presentation for the upper
bound in the easier case (1), i.e, when the vectors in the exchange collection
are v1 = (0, 1) and v2 = (0,−1)
Proposition 5.3.6 (Proposition 3.2 in [19]). Let an exchange collection V
consists of a vector v1 = e2 = (0, 1) with multiplicity m1 ≥ 0 and its inverse
v2 = −v1 = −e2 = (0,−1) with multiplicity m2 ≥ 0.
1. The upper bound U(L, ω;m1 × e2,m2 × (−e2)) consists of all Laurent
polynomials W of the form W =
∑
l
cl(x1)x
l
2 where cl ∈ Q[x±1 ] and for l ≤ 0
we have that cl is divisible by (1 + x
k
1)
−m1l and for l ≥ 0 we have that cl is
divisible by (1 + xk1)
m2l.
2. U(L, ω;m1 × e2,m2 × (−e2)) = Q
[
x±1 , x2(1 + x
k
1)
m2 ,
(1 + xk1)
m1
x2
]
.
Proof. The first statement follows from Lemmas (5.3.3) and the part (1) of
(5.3.5). The proof of the second statement is similar to the end of the proof
of the first part of Lemma (5.3.5): separate the Laurent polynomial W into
positive and negative parts W+ and W−; then both parts lie in the ring
Q[x±1 , x2(1 + xk1)m2 , (1 + xk1)m1x2 ].
Proposition 5.3.7 (Proposition 3.3 in [19]). Assume a seed Σ consists of
a vector v1 = (0, 1) with multiplicity m1 and its inverse −v1 = (0,−1) with
multiplicity m2. Then its mutation Σ
′ = µ1(Σ) consists of v1 and −v1 with
respective multiplicities m1 − 1 and m2 + 1. Then U(Σ) = U(Σ′).
Proof. By Proposition (5.3.6) the upper bounds are expressed as: U(Σ) =
Q[x±1 , x2(1 + xk1)m2 , (1 + xk1)m1x2 ], U(Σ′) = Q[x′±1 , (1 + x
′k
1 )
m1−1
x′2
, x′2(1 +
x′k1 )
m2+1
]
. Since x′1 = x1 and x
′
2 =
x2
1 + xk1
we have the desired equality
of the upper bounds.
Proposition 5.3.8 (Proposition 3.4 in [19]). Assume that the seed Σ =
(L, ω;m1 × v1,m2 × v2) consists of vectors v1 with multiplicity m1 ≥ 0 and
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v2 with multiplicity m2 ≥ 0.
1. If v1 = e1 and v2 = e2, then the upper bound U(Σ) equals
Q[x1, x2, (1 + xk2)m1
x1
,
(1 + xk1)
m2
x2
]
.
2. If v1 = ae1 + be2 and v2 = ce1 + de2 with ad− bc = 1 then the upper
bound U(Σ) equals Q[z1, z2, (1 + zk2 )m1
z1
,
(1 + zk1 )
m2
z2
]
with z1 = x
d
1x
−c
2 and
z2 = x
−b
1 x
a
2.
Proof. For the first case, by Lemmas (5.3.3) and (5.3.5) we have U(Σ) =
Q
[
x±1 , x2,
(1 + xk1)
m2
x2
] ∩Q[x±2 , x1, (1 + xk2)m1x1 ]. If m1 = m2 = 1, by Propo-
sition 4.3 of [10] (with |b12| = |b21| = b = c = k and q1 = q2 = r1 = r2 = 1)
this intersection equals Q[x1, x2, 1 + xk2
x1
,
1 + xk1
x2
]
. Lemma (5.3.5) covers the
cases with m1 = 0 or m2 = 0. If m1 and m2 are greater than 1, the proof
of Proposition 4.3 in [10] can be easily modified to include the case we need
since x2
1 + xk1
x2
(1 + xk1)
m2−1 = (1 + xk1)
m2 and x1
1 + xk2
x1
(1 + xk2)
m1−1 =
(1 + xk2)
m1 , then the intersection equals Q[x1, x2, (1 + xk2)m1
x1
,
(1 + xk1)
m2
x2
]
.
Part (2) follows from Proposition (5.3.4).
The following Lemma is the final step in order to prove Theorem (5.3.1)
Lemma 5.3.9 (Lemma 3.3 in [19]). Let Σ = (L, ω; 1×v1,m2×v2) be a seed
of two non-collinear vectors v1 and v2 with m(v1) = 1 and m(v2) = m2 ≥ 0
and Σ′ = Σ1 = (L′ = L, ω′ = ω; v′1 = −v1,m2 × (v′2 = µv1v2)) be the
mutation of the seed Σ in v1. Then U(Σ) = µ∗v1U(Σ′).2
Proof. First of all note that, ω′(v′1, v
′
2) = −ω(v1, v2) and since µ−v1µv1 =
Rv1 it is sufficient to consider only the case ω(v1, v2) > 0. We first con-
sider the case when v1 = e1 = (1, 0) and v2 = e2 = (0, 1); denote k =
ω(e1, e2) > 0. Let e
′
1, e
′
2 be the base of L
′ that corresponds to e1, e2
under the natural identification of L′ ' L; finally consider a basis e′′1,
e′′2 of L
′ given by e′′1 = v
′
2 = ke
′
1 + e
′
2, e
′′
2 = v
′
1 = −e′1. Let f ′1, f ′2
and f ′′1 , f
′′
2 be the respective dual basis of L
′∗. Thus we have one nat-
ural regular system of coordinates x1 = X
f1 , x2 = X
f2 on the torus
T = SpecZ[L∗], and two regular systems of coordinates x′1 = Xf
′
1 , x′2 = X
f ′2 ;
x′′1 = X
f ′′1 , x′′2 = X
f ′′2 on the torus T ′ = SpecZ[L′∗]. Taking a = k,
2Denote Σ2 = {(µv2)m2v1,−v2} – m2-multiple mutation of Σ in v2, and Σ′2 =
{(µv′2)
m2v′1,−v′2} – m2-multiple mutation of Σ′ in v′2. We are going to prove that
U(Σ) = Q[y] ∩Q[y′ = y1] ∩Q[y2] equals to U(Σ′) = Q[y] ∩Q[y′ = y1] ∩Q[y′2].
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b = 1, c = −1 and d = 0 in Proposition (5.3.4) we have that x′′1 = x′2
and x′′2 =
x′k2
x′1
, since x′2 = x2 and x
′
1 =
x1x
k
2
1 + xk2
(they are the mutations of x1
and x2 with respect to v1), thus what we need to show is that the rings
Q[x1, x2, 1 + xk2
x1
,
1 + xk1
x2
]
and Q[x1, x2, 1 + xk2
x1
,
xk1 + (1 + x
k
2)
k
xk1x2
]
are equal.
We will first show that
xk1 + (1 + x
k
2)
k
xk1x2
∈ Q[x1, x2, 1 + xk2
x1
,
1 + xk1
x2
]
. We have
that
xk1 + (1 + x
k
2)
k
xk1x2
=
(1 + xk1
x2
)((1 + xk2)k
xk1
) − k∑
j=1
k!
j!(k − j)!x
kj−1
2 . Clearly
the expression in the right side belongs to Q[x1, x2, 1 + xk2
x1
,
1 + xk1
x2
]
. Now,
we will show that
1 + xk1
x2
∈ Q[x1, x2, 1 + xk2
x1
,
xk1 + (1 + x
k
2)
k
xk1x2
]
. We have
that
1 + xk1
x2
= xk1
xk1 + (1 + x
k
2)
k
xk1x2
−
k∑
j=1
k!
j(k − j)!x
kj−1
2 . Again, clearly the
expression in the right side belongs to Q[x1, x2, 1 + xk2
x1
,
xk1 + (1 + x
k
2)
k
xk1x2
]
.
Thus, we have the equality between the rings. Similarly, if the multi-
plicity of v2 is m2 > 1, we have that Q
[
x1, x2,
(1 + xk2)
x1
,
(1 + xk1)
m2
x2
]
=
Q[x1, x2, 1 + xk2
x1
,
(xk1 + (1 + x
k
2)
k)m2
xm2k1 x2
]
.3 If v1 and v2 are another basis of Z2
the result follows from Proposition (5.3.4). In case v1 and v2 is a pair of
non-collinear vectors which are not a basis for Z2, consider the sublattice
L′ ⊂ L generated by e′1 = v1 and e′2 = v2 with the form ω′ = ω|L′ . The up-
per bounds with respect to the sublattice coincide: U(L′, ω′; v1,m2 × v2) =
µ∗v1U(L′, ω′;−v1,m2 × µv1v2). Now the statement follows from Proposition
(5.2.13).
Proposition 5.3.10 (See Remark 3.1 in [19]). Let u ∈ L be a primitive
vector and W,W ′ ∈ Q[L∗] be a pair of Laurent polynomials with arbitrary
coefficients such that W = µ∗uW
′. Then W ∈ Z[L∗] ⇐⇒ W ′ ∈ Z[L∗].
Proof. Choose coordinates on L so that u = e2. Assume W has integer
coefficients. By Lemma (5.3.5(1)) W =
∑
cl(x1)x
l
2 and W
′ =
∑
l∈Z
c′l(x1)x
′l
2
with c′l = cl(1 + x
k
1)
−l for all l ∈ Z. Clearly W ∈ Z[L∗] ⇐⇒ all coefficients
of W are integer ⇐⇒ for all l ∈ Z all coefficients of cl are integer. Since
(1 + xk1) ∈ Q[x±1 ] it is clear that c′l ∈ Q[x±1 ]. Recall that for a Laurent
3The argument for showing the equality of these two rings is the same of that when
m2 = 1, but the computations are slightly longer, so we omit them.
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polynomial P ∈ Q[x] its Gauss’s content C(P ) ∈ Q is defined as the greatest
common divisor of all its coefficients: if P =
∑
aix
i then C = gcd(ai).
Clearly C(P ) ∈ Z ⇐⇒ P ∈ Z[x±]. Gauss’s lemma says that C(P · P ′) =
C(P ) · C(P ′). Since C(1 + xk1) = gcd(1, 1) = 1 we see that C(c′l) = C(cl) ·
1−l = C(cl), hence c′l ∈ Z[x±1 ] ⇐⇒ cl ∈ Z[x±1 ].
5.4 From the algebraic Laurent phenomenon back
to geometry
In the last section we presented an algebraic approach to the Laurent phe-
nomenon described in [35]. As we said in the beginning of this chapter the
motivation for the discovery of such phenomenon comes from the study of
the Landau-Ginzburg models for del Pezzo surfaces. In this section (which is
rather speculative), we want to present some ideas about how the algebraic
approach developed in [19] could be helpful for dealing with certain kind of
geometric problems.
In [35] the following problem (Problem 44) was proposed
Question 5.4.1. Construct a fiberwise-compact canonical mirror of a Fano
variety as a glueing of open charts given by (all) different toric degenera-
tions.
This problem can be rephrased in the following terms
Question 5.4.2 (Compactification). Glue Wi : Ui = G2m → A1 into a
proper (in codimension 2) map W : Utotal → A1, so that
Γ(Utotal,OUtotal) = Q[W ]
An affirmative answer of the compactification problem will lead to the
following conjecture.
Let us start with one example. We can consider the C-seed Σ9 = (V9 =
((1, 1), (−2, 1), (1,−2)),W9 = x + y + 1
xy
). We have that Z[W9] ⊂ U(V9).
So, we could conjecture (as a corollary of the compactification problem) that
U(V9) = Q[W9]. So in general, we can formulated
Conjecture 5.4.3 (See also Conjecture 4.1 in [19]). 0. U(V9) = Q[W9].
1. U((1, 0), (0, 1), (−2, 1), (1,−2)) = Q[W8 = x+ y + 1
xy
+ xy].
2. For other Wd (mirrors of del Pezzos of degree d ≥ 3)4 and their ex-
change collections Vd we have Ud = Q[Wd].
4For a list of these Laurent polynomials see [35].
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3. U(4× (−1, 0), 4× (0,−1), 2× (1, 1)) = Q[W2 = (1 + x+ y)
4
xy
− 12].
4. U(6× (−1, 0), 3× (0,−1), 2× (1, 1)) = Q[W1 = (1 + x+ y)
6
xy2
− 60].
What we expect is that the variety S∨ obtained by gluing the open charts
has an open set which has a cluster structure and the seeds of this structure
are related to the geometry of del Pezzo surface S via toric degenerations
of S, exceptional collections in the derived category of coherent sheaves
Dbcoh(S), monotone special Lagrangian tori L on S and Fukaya-Oh-Ohta-
Ono’s obstruction m0(L).
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Appendix 1. Review of the
classical cluster algebras,
upper bounds and Laurent
phenomenon
In this appendix we review some results of the first section of [10]: ap-
proach to Laurent phenomenon via upper bounds by Berenstein, Fomin and
Zelevinsky, and make a brief comparison between their theory and the one
presented here. We will denote the framework of cluster algebras developed
by Berenstein, Fomin and Zelevinsky in [10] by BFZ.
5.4.1 Definitions of exchange matrix, coefficients, cluster and
seed.
Fix n-dimensional lattice L ' Zn. The underlying combinatorial gadget in
the theory of cluster algebras is a n× n matrix:
Definition 5.4.4 (Exchange matrix B). An exchange matrix is a sign-
skew-symmetric n × n integer matrix B = (bij): for any i and j, either
bij = bji = 0 or bijbji < 0.
Obviously a skew-symmetric matrix is sign-skew-symmetric, and for sim-
plicity we assume further that B is skew-symmetric.
Any matrix B can be considered as an element of L∗ ⊗ L∗. Skew-
symmetric matrices are then identified with ∧2(L).
Let P be the coefficient group - an abelian group without torsion written
multiplicatively. Fix an ambient field F of rational functions on n indepen-
dent variables with coefficients in (the field of fractions of) the integer group
ring ZP.
Definition 5.4.5 (Coefficients). A Coefficient tuple p is an n-tuple of pairs
(p+i , p
−
i ) ∈ P2.
Finally the non-combinatorial object of the theory is a cluster:
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Definition 5.4.6 (BFZ-Cluster). A Cluster x = (x1, . . . , xn) is a transcen-
dence basis of F over the field of fractions of ZP. Let ZP[x±1] denote the
ring of Laurent polynomials of x1, . . . , xn with coefficients in ZP.
Definition 5.4.7 (BFZ-Seed). A Seed (or BFS-seed) is a triple (x,p, B)
of a cluster, coefficients tuple and exchange matrix.
Remark 5.4.8 (Action of the symmetric group Sn). As noticed in [10]
the symmetric group Sn naturally acts on exchange matrices, coefficients,
clusters, and hence seeds by permutating indices i.
5.4.2 Mutations
For each 1 ≤ k ≤ n we can define the mutation of exchange matrix B, of a
pair (B,p) and of a seed (B,p,x).
Definition 5.4.9 (Mutation µi of an exchange matrix B). Given an ex-
change matrix B = (bij) and an index 1 ≤ k ≤ k define µkB = B′ = (b′ij) as
follows: b′ik = −bik, b′kj = −bkj, and otherwise b′ij = bij +
|bik|bkj + bik|bkj |
2
.
It is easy to check that µk(µk(B)) = B.
Definition 5.4.10 (Mutations of coefficients). Given an exchange matrix
B and a coefficients tuple p define a mutation of the coefficients in direction
k as any new n-tuple (p
′+
i , p
′−
i ) that satisfies
p
′+
i
p
′−
i
= (p+k )
bki
p+i
p−i
if bki ≥ 0 and
p
′+
i
p
′−
i
= (p−k )
bki
p+i
p−i
if bki ≤ 0.
In this definition the choice of a new n-tuple has (n − 1) degrees of
freedom. This ambiguity is not important, however one of the ways of
curing this ambiguity is by considering tuples with p− = 1. Also one can
get rid of coefficients by considering the trivial tuples p+ = p− = 1.
Definition 5.4.11 (Mutations of seeds). The mutation of a seed Σ =
(x,p, B) in the direction 1 ≤ k ≤ n is a new seed Σ′ = (xk,p′, B′) where
B′ = µkB is a mutation of the exchange matrix B in the direction k, p′ is a
mutation of p using B in the direction k 5.4.10, and x′ is defined as follows:
x′kxk = Pk(x) = p
+
j
∏
bik>0
xbiki + p
−
k
∏
bik<0
x−biki and x
′
i = xi for i 6= k.
The next definition is a technicality required by [10] for the proof:
Definition 5.4.12. A seed Σ is called coprime if polynomials P1, . . . , Pn
are pairwise coprime in ZP[x].
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5.4.3 Upper bounds and Laurent phenomenon
Definition 5.4.13 (Upper bound U(Σ)). For a BFZ-seed Σ its upper bound
is the ZP-subalgebra of F given by
U(Σ) = ZP[x±1] ∩ ZP[x1±1] ∩ · · · ∩ ZP[xn±1] (5.2)
The next Theorem is a manifestation of the Laurent phenomenon in
terms of upper bounds:
Theorem 5.4.14 ([10], Theorem 1.5). If two seeds Σ and Σ′ are related by
a seed mutation and both are coprime, then the corresponding upper bounds
coincide: U(Σ) = U(Σ′).
5.4.4 Relations between BFZ and [19]
Given an exchange collection V = (v1, . . . , vn) one can associate a skew-
symmetric n× n matrix B(V ) = (bij):
bi,j =< vi, vj > (5.3)
Lemma 5.4.15. For any V and 1 ≤ k ≤ n we have B(µkV ) = µkB(V ).
Proof. Indeed, let B(V ) = (bij) and B(µkV ) = (b
′
ij). Then b
′
ij =< vi +
max(0, < vk, vi >)vk, vj + max(0, < vk, vj >)vk >=< vi, vj > + max(0, <
vk, vi >) < vk, vj > + max(0, < vk, vj >) < vi, vk >= bij+max(0,−bik)bkj+
max(0, bkj)bik = bij + a · bikbkj , where a = sgn(bik) + sgn(bkj)
2
i.e. 1 if both
bik and bkj are positive, −1 if they are both negative, and 0 otherwise. It is
easy to check that this coincides with definition 5.4.9.
Remark 5.4.16. We note that matrix the B(V ) is very special skew-symmetric
matrix: its rank is not more than 2, and it is exactly 2 if the collection V
has two non-collinear vectors.
Remark 5.4.17. For an exchange collection V ∈ Ln the sublattice LV in
L denotes the sublattice generated by vi. It can be seen that LV is preserved
under mutations of V , and actually can be reconstructed from B(V ).
Remark 5.4.18. Roughly the setup of BFZ corresponds to a special class
of C-seeds with v1, . . . , vn being a basis of the lattice L with all multiplicities
equal to 1. Thus the proof of Theorem (5.3.1) mostly reduces to Theorem
(5.4.14) and its proof, with extra care of keeping track of all the multiplici-
ties and exploiting nice functorial properties with respect to the maps of the
lattices and subcollections.
Lemmas(5.3.3) and (5.3.5) are analogues and almost immediate conse-
quences of Lemmas 4.1 and 4.2 in [10]. Propositions (5.3.6) and (5.3.7)
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are analogues of Case 1 in the proof of Proposition 4.3 in [10]. Proposition
(5.3.8) is analogue of the Case 2 in the proof of Proposition 4.3 of [10].
Lemma(5.3.9) is similar to Lemma 4.6 in [10].
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