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Classical and quantum two-dimensional anisotropic Heisenberg antiferromagnets
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The classical and the quantum, spin S = 1
2
, versions of the uniaxially anisotropic Heisenberg
antiferromagnet on a square lattice in a field parallel to the easy axis are studied using Monte Carlo
techniques. For the classical version, attention is drawn to biconical structures and fluctuations
at low temperatures in the transition region between the antiferromagnetic and spin-flop phases.
For the quantum version, the previously proposed scenario of a first-order transition between the
antiferromagnetic and spin-flop phases with a critical endpoint and a tricritical point is scrutinized.
PACS numbers: 75.10.Hk, 75.10.Jm, 75.40.Mg, 05.10.Ln
I. INTRODUCTION
Uniaxially anisotropic Heisenberg antiferromagnets in
an external field along the easy axis have attracted much
interest, both theoretically and experimentally, due to
their interesting structural and critical properties. In
particular, they display a spin-flop phase, and multi-
critical behavior occurs at the triple point of the an-
tiferromagnetic (AF), spin-flop (SF) and paramagnetic
phases.1,2,3,4,5,6,7,8,9,10
A prototypical model for such antiferromagnets is the
XXZ model, with the Hamiltonian
H = J
∑
(i,j)
[
∆(Sxi S
x
j + S
y
i S
y
j ) + S
z
i S
z
j
] − H∑
i
Szi ,
(1)
where the sum runs over neighboring spins of a cubic,
dimension d = 3, or square lattice, d = 2. The coupling
constant J and the field H are positive; the anisotropy
parameter ∆ may range from zero to one. Furthermore,
Sxi , S
y
i , and S
z
i denote the spin components at lattice
site i.
For the three-dimensional case, early renormalization
group arguments1 and Monte Carlo simulations3 sug-
gested that the triple point is a bicritical point with
O(3) symmetry. Only a few years ago, this scenario has
been questioned, based on high-order perturbative renor-
malization group calculations.11 It has been predicted
that there may be either a first order transition, or that
the ’tetracritical biconical’1 fixed point, due to an inter-
vening ’mixed’ or ’biconical’ phase in between the AF
and SF phases12,13,14, may be stable.
In two dimensions, conflicting predictions on the
nature of the triple point have been put forward
recently15,16,17,18, when analyzing the classical version of
the above model with spin vectors of unit length, and the
quantum version with spin S = 12 .
Indeed, in the classical case, simulational evidence for a
narrow (disordered) phase between the AF and SF phases
has been presented15, extending presumably down to zero
temperature.16 On the other hand, in the quantum case,
based on simulations as well, a direct transition of first
order between the AF and SF phases has been argued to
occur at low temperatures.18,19,20
FIG. 1: Ground state configurations of the classical model
sketched by the directions of spins on the two sublattices (i. e.
at neighboring sites), from left to right: AF, SF, and biconical
state. The circles denote the trivial degeneracy in the xy-
plane.
Obviously, experimental data have to be viewed with
care because deviations from the XXZ Hamiltonian,
Eq. (1), such as crystal field anisotropies or longer-range
interactions, may affect relevantly the critical behavior
of the triple point.5,12,13,14,21,22
In the following, we present results from large-scale
Monte Carlo simulations of the XXZ model on a square
lattice for both the classical and the quantum variant.
In the quantum Monte Carlo simulations, the method of
the stochastic series expansion (SSE)23 is used, and the
standard Metropolis algorithm is applied for the classical
case. The simulations are augmented by a ground-state
analysis of the classical model, showing the significance
of biconical structures. The outline of the paper is as
follows: First we shall discuss our findings on the classical
model, followed by a section on the quantum version of
the XXZ model. A summary concludes the paper.
II. CLASSICAL MODEL
The ground states of the classical model on a square
lattice, see Hamiltonian (1), can be determined exactly.
The AF structure is stable for magnetic fields below the
critical value
Hc1 = 4J
√
1−∆2 , (2)
while for larger fields the SF state is energetically favor-
able. At Hc1, the tilt angle θSF of the SF structures, see
2FIG. 2: Detail of the phase diagram of the XXZ model on a
square lattice with ∆ = 4
5
, see Ref. 15. Squares refer to the
boundary of the SF, circles to that of the AF phase. The solid
line refers to the magnetic field H/J = 2.41, where the prob-
ability distribution P (θm, θn), depicted in Fig. 3, has been
obtained. Here and in the following figures error bars are
shown only if the errors are larger than the symbol size and
dotted lines are guides to the eye.
Fig. 1, is given by
θSF = arccos
√
1−∆
1 +∆
. (3)
Increasing the field beyond Hc2 = 4J(1 + ∆), all spins
perfectly align in the z-direction.
At the critical field Hc1, see Eq. (2), the ground state
is degenerate in the AF, the SF, and biconical structures,
as illustrated in Fig. 1. This degeneracy in the biconi-
cal configurations, following from straightforward energy
considerations, seems to have been overlooked in the pre-
vious analyses. The structures may be described by the
tilt angles, θ1 and θ2, formed between the directions of
the spins on the two sublattices of the antiferromagnet
and the easy axis. For a given value of θ1, the other
angle θ2 is fixed by
θ2 = arccos
( √
1−∆2 − cos θ1
1 − √1−∆2 cos θ1
)
. (4)
Obviously, the biconical configurations transform the AF
into the SF state: The spins on the ”up-sublattice” of the
AF structure, with the spins pointing into the direction of
the field, may be thought of to vary from θ1 = 0 to ±θSF,
while the spins on the ”down-sublattice” vary simultane-
ously from θ2 = pi to ∓θSF. Accordingly, θ1 determines
FIG. 3: Joint probability distribution P (θm, θn) showing the
correlations between the tilt angles θm and θn on neighboring
sites m and n for a system of size L = 80 at H/J = 2.41,
kBT/J = 0.255, and ∆ =
4
5
. P (θm, θn) is proportional to
the gray scale. The superimposed black line depicts the rela-
tion between the two angles in the biconical ground state, see
Eq. (4).
uniquely θ2 and vice versa. Apart from this continu-
ous degeneracy in θ1 (or θ2), there is an additional rota-
tional degeneracy of the biconical configurations in the
spin components perpendicular to the easy axis, the xy-
components, as for the SF structure, see Fig. (1). These
components are, of course, antiferromagnetically aligned
at neighboring sites.
To study the possible thermal relevance of the bi-
conical structures at T > 0, we performed Monte
Carlo simulations analyzing the joint probability distri-
bution P (θm, θn) for having tilt angles θm and θn at
neighboring sites, m and n. For comparison with the
previous studies3,15,16 we set ∆ = 45 , leading to the
phase diagram depicted in Fig. 2. For example, fixing
the field at H = 2.41J , we observed at kBT/J ≈ 0.255
an Ising-type transition on approach from higher tem-
peratures and a Kosterlitz-Thouless-type transition on
approach from the low-temperature side, extending our
corresponding previous findings15 to even lower temper-
atures, and in agreement with recent results.16 Indeed,
as depicted in Fig. 3, in that part of the phase diagram,
being in the vicinity of the very narrow intervening, sup-
posedly disordered phase, the joint probability P (θm, θn)
exhibits a line of local maxima following closely Eq. (4),
obtained for the ground state. That behavior is largely
independent of the size of the lattices we studied. Simi-
lar signatures of the biconical structures are observed in
3FIG. 4: Phase diagram of the XXZ Heisenberg antiferromag-
net with spin- 1
2
and ∆ = 2
3
. The straight solid lines denote
the choices of parameters where our very extensive simula-
tions, discussed in the text, have been performed. The arrows
mark the previously18 suggested locations of the tricritical
point (Tt) and the critical endpoint (Tce).
the simulations at nearby temperatures, when fixing the
field at H = 2.41J , as well as in the vicinity of the en-
tire transition region between the AF and SF phases, see
Fig. 2, at higher fields and temperatures.
Accordingly, we tend to conclude that biconical fluctu-
ations are dominating in the narrow intervening phase.
Whether that phase exists as a disordered phase down
to the ground state or whether there is a stable biconical
phase in two dimensions, remain open questions, being
beyond the scope of this article.
Note that our additional Monte Carlo simulations for
the anisotropic XY antiferromagnet in a field on a square
lattice show that the analogues of ’biconical’ structures
(the orientation of the spins being now given by the two
tilt angles only) and fluctuations play an important role
near the transition regime between the AF and SF phases
in that case as well. In fact, Eq. (4) provides an excellent
guidance for interpreting our simulational data similar to
the ones presented in Fig. 3.
III. QUANTUM XXZ MODEL
The aim of the study on the quantum version, S = 12 ,
of the XXZ model, Eq. (1), has been to check the previ-
ously suggested scenario of a first-order phase transition
between the AF and SF phases extending up to a critical
endpoint and with a tricritical point on the AF phase
boundary, see Fig. 4.
We performed quantum Monte Carlo (QMC) simula-
tions in the framework of the stochastic series expan-
sion (SSE)23 using directed loop updates24. We con-
sider square lattices of L × L sites with the linear di-
mension L ranging from 2 to 150, employing full periodic
boundary conditions. Defining, as usual,23 a single QMC
step as one diagonal update followed by the construction
of several operator-loops, each individual run typically
consists of 106 steps and is preceded by at least 2 · 105
steps for thermal equilibration. Averages and error bars
are obtained by taking into account results of several,
ranging from 8 to 32, Monte Carlo runs, choosing dif-
ferent initial configurations and random numbers. Es-
pecially for large systems and low temperatures we ad-
ditionally utilize the technique of parallel tempering (or
exchange Monte Carlo)25,26 to enable the simulated sys-
tems to overcome the large energy barriers between con-
figurations related to different phases more frequently.
We typically work with a chain of 16 to 32 configura-
tions in parallel which are simulated at different equally
spaced temperature or magnetic field values allowing for
an exchange of neighboring configurations after a con-
stant number of QMC steps. The achieved reduction of
the autocorrelation times, e.g. of the different magneti-
zations discussed below, amounts up to several orders of
magnitude and therefore results in significantly smaller
correlations between subsequent measurements which, in
turn, allows for shorter simulation times.
To determine the phase diagram and to check against
previous work18, we calculated various physical quanti-
ties including the z-component of the total magnetiza-
tion,
Mz =
1
L2
∑
i
〈Szi 〉 , (5)
and the square of the z-component of the staggered mag-
netization,
(Mzst)
2 =
1
L2
[∑
ia
〈Szia〉 −
∑
ib
〈Szib〉
]2
, (6)
summing over all sites, ia and ib, of the two sublattices
of the antiferromagnet. A useful quantity in studying
the SF phase is the spin-stiffness ρs which is related to
the change of the free-energy on imposing an infinitesi-
mal twist on all bonds in one direction of the lattice. In
QMC simulations the spin-stiffness can conveniently be
measured by the fluctuations of the winding numbersWx
and Wy ,
23
ρs =
kBT
2
(
W 2x +W
2
y
)
. (7)
The winding numbers themselves are given by
Wα =
1
L
(
N+α − N−α
)
, (8)
4FIG. 5: Positions of the maxima of the magnetization his-
tograms as a function of the inverse system size. The inset
exemplifies two histograms for systems of size L = 32 (circles)
and L = 150 (squares) at kBT/J = 0.13 and the coexistence
fields H/J = 1.23075 and H/J = 1.232245.
where N+α and N
−
α denote the number of opera-
tors S+i S
−
j and S
−
i S
+
j in the SSE operator sequence with
a bond 〈i, j〉 in the α-direction, α ∈ {x, y}.
All data for the quantum model presented here are
obtained at an anisotropy parameter of ∆ = 23 to allow
for comparison with previous findings15,18. The phase
diagram in the region of interest, where all three phases,
the AF, the SF, and the paramagnetic phase occur, is
displayed in Fig. 4.
The earlier study18 asserted a phase diagram with a tri-
critical point at kBTt/J ≈ 0.141 and a direct first-order
transition between the SF and AF phases below the criti-
cal endpoint at kBTce/J ≈ 0.118, see Fig. 4. In detail the
authors identified a first-order AF to paramagnetic tran-
sition at kBT/J = 0.13 by means of an analysis of the
magnetization histograms p(Mz). We studied that case,
improving the statistics and considering even larger lat-
tice sizes. Indeed, as expected for a discontinuous change
of the magnetization, the histograms of finite systems are
confirmed to display two distinct maxima corresponding
to the ordered and the disordered phase in the vicinity of
the AF phase boundary (see inset of Fig. 5). Note how-
ever, that such a two-peak structure can also be found
for small systems at a continuous transition, with a sin-
gle peak in the thermodynamic limit. Thence, a careful
finite-size analysis is needed to, possibly, discriminate the
two different scenarios. We simulated lattice sizes with
up to 150× 150 spins adjusting the magnetic field such
that coexistence of the phases, i.e. equal weight of the
FIG. 6: Doubly logarithmic plot of the staggered magnetiza-
tion (Mzst)
2 vs. the system size L at H/J = 1.225 for the
temperatures kBT/J = 0.095, 0.0955, 0.096, 0.0965, 0.097,
and 0.0975 (from bottom to top). The straight line propor-
tional to L
1
4 illustrates the expected finite-size behavior close
to a continuous transition of Ising type.
two peaks, is provided. As depicted in Fig. 5 the posi-
tions of the maxima as a function of the inverse system
size exhibit a curvature, which becomes more pronounced
for larger lattices. In contrast, in the previous analysis18
at the same temperature, linear dependences of the peak
positions as a function of 1/L had been presumed, lead-
ing to distinct two peaks in the thermodynamic limit. We
conclude, that the previous claims of a first-order transi-
tion at kBT/J = 0.13 and of the existence of a tricritical
point at kBTt/J ≈ 0.141 needs to be viewed with care.
Indeed, the tricritical point seems, if it exists at all, to
be shifted towards lower temperatures.
In the previous work18 a direct transition of first order
between the AF and SF phases has been suggested to take
place at lower temperatures, kBT/J ≤ kBTce/J ≈ 0.118.
To check this suggestion we studied the system at con-
stant field H/J = 1.225, where such a direct tran-
sition would occur, see Fig. 4. Calculating the ex-
pectation values of the different magnetizations as well
as the corresponding histograms we obtain an esti-
mate of the critical temperature of the AF phase,
kBTAF = 0.09625± 0.0005.
Surprisingly, approaching the transition from the AF
phase, the finite-size behavior of the squared staggered
magnetization (Mzst)
2, being the AF order parameter, is
still consistent with a continuous transition in the Ising
universality class: As illustrated in Fig. 6 the asymptotic
region is very narrow, similar to the observations in the
5classical model.15,16 The dependence on the system size
seems to obey (Mzst)
2 ∝ L1/4 right at the transition, as
expected for the Ising universality class.27
Furthermore, approaching the transition from the SF
phase, an analysis of the spin-stiffness ρs at the same field
value ofH/J = 1.225 results in about the same transition
temperature, kBTSF/J = 0.09625± 0.001. Thence, there
may be either a unique transition between the SF and AF
phases, or, as observed in the classical case, an extremely
narrow intervening phase, with phase boundaries of Ising
and Kosterlitz-Thouless (KT) type.
To determine, whether a KT transition describes the
disordering of the SF phase, we check the theoreti-
cal prediction28,29 that for the infinite system the spin-
stiffness is finite within the SF phase, takes on a universal
value at the KT transition related to TKT by
ρs(T = TKT, L =∞) = 2
pi
kBTKT , (9)
and discontinuously vanishes in the disordered phase. As
depicted in Fig. 7, the spin-stiffness ρs at T = TSF seems
to be, at first sight, significantly larger than the KT-
critical value given by Eq. (9). Indeed, in the earlier
study18 it has been argued, based on similar observations,
that there is a direct first order AF to SF transition.
However, the finite-size effects close to the transition de-
serve a careful analysis: For the KT scenario, renormal-
ization group calculations30,31 predict the asymptotic size
dependence at T = TKT to obey
ρs(T = TKT, L) =
ρs(T = TKT, L =∞)
(
1 +
1
2 lnL − C0
)
, (10)
where C0 denotes an apriorily unknown, non-universal,
parameter. By studying the quantity32
C(L) = −2
[(
piρs
kBT
− 2
)
−1
− lnL
]
, (11)
which, according to Eqs. 9 and 10, converges for L→∞
and T = TKT to the value C0 at a KT transition, we
obtain a rough estimate of C0 ≈ 5. A prediction of the
finite-size behavior at TSF is obtained by inserting this
value, C0 = 5, into Eq. (10). Comparing the data of the
spin-stiffness ρs in the direct vicinity of the boundary of
the SF phase with the prediction according to the KT
theory, see Fig. 7 b), one may conclude that the lattice
sizes accessible by simulations, L ≤ 64, seem to be too
small to capture the asymptotic finite-size behavior. In
any event, in case of a KT transition, the spin-stiffness ρs
drops asymptotically very rapidly to its universal criti-
cal value as a function of system size, being consistent
with the relatively large values for the simulated finite
lattices. Thus, a scenario with a KT transition between
the SF and a narrow intervening disordered phase cannot
be ruled out by the present large-scale simulations down
to temperatures as low as kBT/J = 0.09625± 0.001.
FIG. 7: a) Spin stiffness ρs/J vs. temperature kBT/J for the
different system sizes L = 8 (circles), 16 (squares), 32 (di-
amonds), and 64 (triangles). The straight line denotes the
critical value of the spin-stiffness according to the formula of
Nelson and Kosterlitz29, see Eq. (9).
b) Finite-size behavior of the spin-stiffness ρs/J at H/J =
1.225 as a function of the inverse system size, 1/L for
the temperatures kBT/J = 0.0955, 0.096, 0.0965, 0.097,
and 0.0975 (from top to bottom). The dashed curve illustrates
the estimated asymptotic behavior according to Eq. (10)
with kBTKT/J = 0.09625 and C0 = 5, the corresponding crit-
ical value ρs(TKT, L =∞) ≈ 0.0613 is marked by the filled
circle.
Of course, it is desirable to quantify the role of bicon-
ical fluctuations in the quantum case as well. However,
accessing the probability distributions of the tilt angles
studied in Sect. II for the quantum case is beyond the
scope of the present numerical analysis.
IV. SUMMARY
We studied the classical and quantum, S = 12 , versions
of the XXZ Heisenberg antiferromagnet on the square lat-
tice in an external field along the easy axis. The model
6is known to display ordered AF and SF as well as dis-
ordered, paramagnetic phases. Here we focused atten-
tion to the region of the phase diagram near and below
the temperature where the two boundary lines between
the AF and the SF phases and the disordered phase ap-
proach each other, meeting eventually at a triple point.
We performed Monte Carlo simulations, augmented, in
the classical case, by a ground state analysis.
In the classical version, we presented first direct ev-
idence for the importance of biconical structures in the
XXZ model. Indeed, such configurations do exist already
as ground states at the critical field Hc1, separating the
AF and SF phases. The interdependence of the two tilt
angles, characterizing the biconical ground states, per-
sists at finite temperatures, in the region where the nar-
row phase between the AF and SF phases is expected to
occur. Indeed, the joint probability distribution of the
tilt angles at neighboring sites demonstrates the thermal
significance of those configurations. Previous arguments
on O(3) symmetry in that region and down to zero tem-
perature thus have to be viewed with care. The results
of the present simulations suggest that, if the biconical
configurations do not lead to a stable biconical phase in
two dimensions, the narrow intervening phase is a disor-
dered phase characterized by biconical fluctuations. In
this sense the ”hidden bicritical point” at T = 0 may
then be coined into a ”hidden tetracritical point.”
In the quantum version, previous simulations sug-
gested, on lowering the temperature, the existence of a
tricritical point on the boundary line between the AF and
disordered phases, followed by a critical endpoint being
the triple point of the AF, SF and disordered phases, and
eventually by a first-order transition between the AF and
SF phases at sufficiently low temperatures. The present
simulations, considering larger system sizes and improved
statistics, provide evidence that this scenario, if it exists
at all, has to be shifted to lower temperatures than pro-
posed before. Of course, simulations on even larger lat-
tices and lower temperatures would be desirable, but are
extremely time consuming.
A clue on possible distinct phase diagrams for the clas-
sical and quantum versions may be obtained from an
analysis of biconical fluctuations in the quantum case.
Experimental studies on signatures of those fluctuations
are also encouraged.
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