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Abstract
Standard Multi-Armed Bandit (MAB) prob-
lems assume that the arms are independent.
However, in many application scenarios, the
information obtained by playing an arm pro-
vides information about the remainder of the
arms. Hence, in such applications, this in-
formativeness can and should be exploited to
enable faster convergence to the optimal so-
lution. In this paper, we introduce and for-
malize the Global MAB (GMAB), in which
arms are globally informative through a global
parameter, i.e., choosing an arm reveals in-
formation about all the arms. We propose
a greedy policy for the GMAB which al-
ways selects the arm with the highest esti-
mated expected reward, and prove that it
achieves bounded parameter-dependent regret.
Hence, this policy selects suboptimal arms
only finitely many times, and after a finite
number of initial time steps, the optimal arm
is selected in all of the remaining time steps
with probability one. In addition, we also
study how the informativeness of the arms
about each other’s rewards affects the speed
of learning. Specifically, we prove that the
parameter-free (worst-case) regret is sublin-
ear in time, and decreases with the infor-
mativeness of the arms. We also prove a
sublinear in time Bayesian risk bound for
the GMAB which reduces to the well-known
Bayesian risk bound for linearly parameter-
ized bandits when the arms are fully infor-
mative. GMABs have applications ranging
from drug and treatment discovery to dy-
namic pricing.
Preliminary work. Under review by AISTATS 2014. Do
not distribute.
1 Introduction
In this paper we study a new class of MAB prob-
lems which we name the Global MAB (GMAB). In
the GMAB problem, a learner sequentially selects one
of the available K arms with the goal of maximizing
its total expected reward. We assume that expected
reward of arm k is µk(θ∗), where θ∗ ∈ Θ is an unknown
global parameter. For the given global parameter θ∗,
the reward of each arm follows an i.i.d. process. The
learner knows the expected reward function µk(·) of
all the arms k. In this setting an arm k is informa-
tive about another arm k′ because the learner can es-
timate the expected reward of arm k′ by using the
estimated reward of arm k and the expected reward
functions µk(·) and µk′(·). Under mild assumptions
on the expected reward functions, we prove that a
greedy policy which always selects the arm with the
highest estimated expected reward achieves bounded
regret, which is independent of time. In other words,
suboptimal arms are selected only finitely many times
before converging to the optimal arm. This is a sur-
prising result, since as shown in [17], it is not possible
to achieve bounded regret in standard MAB problems
because playing arm k is the only option to learn about
its expected reward in these problems.
While most of the literature on MAB problems as-
sumes independent arms [5, 15, 17] and focuses on
achieving regret that is logarithmic in time, structured
MAB problems exist in which bounded regret has been
proven. One prominent example is provided in [19] in
which the expected rewards of the arms are known
linear functions of a global parameter. Under this as-
sumption, [19] proves that the greedy policy achieves
bounded regret. Proving finite regret bounds under
this linearity assumption becomes possible since all
the arms are fully informative about each other, i.e.,
rewards obtained from an arm can be used to estimate
the expected reward of the other arms using a linear
transformation on the obtained rewards.
In this paper we consider a more general model in
which the expected reward functions are Ho¨lder con-
tinuous, which requires to use a non-linear estimator
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to exploit the weak informativeness. Thus, our model
includes the case when the expected reward functions
are linear functions as a special case. However, while
our regret results are a generalization of the results
in [19], our analysis of the regret is more complicated
since the arms are not fully informative as in the lin-
ear case. Thus, deriving regret bounds in our setting
requires us to develop new proof techniques. How-
ever, we also show that our learning algorithm and
the regret bounds reduce to the ones in [19] when the
arms have linear reward functions. In addition to the
bounded regret bound (which depends on the value of
the parameter θ∗), we also provide a parameter-free
regret bound and a bound on the Bayesian risk given
a distribution f(·) over the parameter space Θ, which
matches known upper bound Ω(log T ) for the linear
reward functions [19]. Both of these bounds are sub-
linear in time and depend on the informativeness of
the arms with respect to the other arms, subsequently
referred to shortly as informativeness.
Many applications can be formalized as a GMAB,
where the reward functions are Ho¨lder continuous in
the global parameter. Examples include clinical tri-
als involving similar drugs (e.g., drugs with a similar
chemical composition) or treatments which may have
similar effects on the patients and hence, the outcome
of administering one drug/treatment to a patient will
yield information about the outcome of administering
a similar drug/treatment to that patient. Another ex-
ample is dynamic pricing [9]. In dynamic pricing, an
agent sequentially selects a price from a set of prices
P with the objective of maximizing its revenue over
a finite time horizon. At time t, the agent first se-
lects a price p ∈ P, and then observes the amount of
sales, which is given as Sp,t(Λ) = F¯p(Λ) + t, where
F¯ (.) is modulating function and t is the noise term
with zero mean. The modulating function is the pur-
chase probability of an item of price p given the market
size Λ. Here, the market size is the global parameter,
which is unknown and needs to be learned by setting
any price and observing the sales related to that price.
Commonly used modulating functions include the ex-
ponential and logistic functions.
In summary, the main contributions of our paper are:
• We formalize a new class of structured MAB prob-
lems, which we refer to as Global MABs. This
class of problems represents a generalization of
the linearly parametrized bandits in [19].
• For GMABs, we propose a greedy policy that al-
ways selects the arm with the highest estimated
expected reward. We prove that the greedy pol-
icy achieves bounded regret (independent of time
horizon T , depending on θ∗).
• In addition to proving that the regret is bounded
(which is related to the asymptotic behavior), we
also show how the regret increases over time by
identifying and characterizing three regimes of
growth: first, the regret increases at most sub-
linearly over time until a first threshold (that de-
pends on the informativeness) after which it in-
creases at most logarithmically over time until
a second threshold, before converging to a finite
number asymptotically. These thresholds have
the property that they are decreasing in the in-
formativeness.
• We prove a sublinear in time worst-case
(parameter-free) regret bound. The rate of in-
crease in time decreases with the informativeness
of the arms, meaning that the regret will increase
slower when the informativeness is high.
• Given a distribution over the set of global pa-
rameter values, we prove a Bayesian risk bound
that depends on the informativeness. When the
arms are fully informative, such as in the case of
linearly parametrized bandits [19], our Bayesian
risk bound and our proposed greedy policy reduce
to the well known Bayesian risk bound and the
greedy policy in [19], respectively.
1.1 Related Work
Numerous types of MAB problems have been defined
and investigated in the past decade - these include
stochastic bandits [1, 4, 5, 13, 17], Bayesian bandits
[2,7,15,16,22], contextual bandits [3,18,21], combina-
torial bandits [12], and many other variants. Instead of
comparing our method against all these MAB variants,
we group the existing literature based on the main
theme of this paper: exploiting the informativeness of
an arm to learn about the rewards of other arms. We
call a MAB problem non-informative if the reward ob-
servations of any arm do not reveal any information
about the expected rewards of any other arms. Exam-
ples of non-informative MAB are the stochastic ban-
dits [5,17] and the bandits with local parameters [2,15].
In these problems the regret grows at least logarith-
mically in time, since each arm should be selected at
least logarithmically many times to identify the opti-
mal arm. We call a MAB problem group-informative if
the reward observations from an arm provide informa-
tion about the rewards of a known group of other arms
but not all the arms. Examples of group-informative
MAB problems are combinatorial bandits [12], contex-
tual bandits [3, 18, 21] and structured bandits [11, 20].
In these problems the regret grows at least logarith-
mically over time since at least one suboptimal arm
should be selected at least logarithmically many times
to identify groups of arms that are suboptimal. We
call a MAB problem globally-informative if the reward
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observations from an arm provides information about
the rewards of all the arms. The proposed GMABs
include the linearly-parametrized MABs in [19] as a
subclass. Therefore, we prove a bounded regret for a
larger class of problems.
Another related work is [14], in which the optimal
arm selection strategy is derived for the infinite time
horizon learning problem, when the arm rewards are
parametrized with known priors, and the future re-
wards are discounted. However, in the Gittins’ for-
mulation of the MAB problem, the parameters of the
arms are different from each other, and the discount-
ing allows the learner to efficiently solve the optimiza-
tion problem related to arm selection by decoupling
the joint optimization problem into K individual op-
timization problems - one for each arm. In contrast,
we do not assume known priors, and the learner in
our case does not solve an optimization problem but
rather learns the global parameter through its reward
observations.
Another seemingly related learning scenario is the ex-
perts setting [8], where after an arm is chosen, the re-
wards of all arms are observed and their estimated re-
wards is updated. Hence, there is no tradeoff between
exploration and exploitation and finite regret bounds
can be achieved in an expert system with finite number
of arms and stochastic arm rewards. However, unlike
in the expert setting, the GMABs achieve finite regret
bounds while observing only the reward of the selected
arm. Hence, the arm reward estimation procedure in
GMABs requires forming reward estimates by collec-
tively considering the observed rewards from all the
arms, which is completely different than in the expert
systems, in which the expected reward of an arm is
estimated only by using the past reward observations
from that arm.
2 Global Multi-Armed Bandits
2.1 Problem Formulation
The set of all arms is denoted by K and the number of
arms is K = |K|, where | · | is the cardinality operator.
The reward obtained by playing an arm k ∈ K at time
t is given by a random variable Xk,t. We assume that
for t ≥ 1 and k ∈ K, Xk,t is drawn independently
from an unknown distribution νk(θ∗) with support
[0, 1].1 The learner knows that the expected reward
of an arm k ∈ K is a (Ho¨lder continuous, invertible)
function of the global parameter θ∗, which is given by
EXk,t∼νk(θ∗)(Xk,t) = µk(θ∗), where µk : Θ→ [0, 1] and
E[·] denotes the expectation. Hence, the true expected
reward of arm k is equal to µk(θ∗).
1The set [0, 1] is just a convenient normalization. In
general, we only need that distribution has a bounded sup-
port.
Assumption 1. (i) For each k ∈ K, the reward func-
tion µk is invertible on [0, 1].
(ii) For each k ∈ K and y, y′ ∈ [0, 1], there exists
D1 > 0 and 0 < γ1 ≤ 1 such that |µ−1k (y)−µ−1k (y′)| ≤
D1|y− y′|γ1 , where µ−1k is the inverse reward function
for arm k.
(iii) For each k ∈ K and θ, θ′ ∈ Θ there exists
D2 > 0 and 0 < γ2 ≤ 1, such that |µk(θ) − µk(θ′)| ≤
D2|θ − θ′|γ2 .
Assumption 1 ensures that the reward obtained from
an arm can be used to update the estimated expected
rewards of the other arms. The last two conditions are
Ho¨lder conditions on the reward and inverse reward
functions, which enable us to define the informative-
ness. It turns out that the invertibility of the reward
functions is a crucial assumption that is required to
achieve bounded regret. We illustrate this by a counter
example when we discuss parameter dependent regret
bounds.
There are many reward functions that satisfy Assump-
tion 1. Examples include: (i) exponential functions
such as µk(θ) = a exp(bθ) for some a > 0, (ii) lin-
ear and piecewise linear functions, and (iii) sub-linear
and super-linear functions in θ which are invertible in
Θ such as µk(θ) = aθ
γ with γ > 0.
The goal of the learner is to choose a sequence of arms
(one at each time) I := (I1, . . . , IT ) up to to time T
to maximize its expected total reward. This corre-
sponds to minimizing the regret which is the expected
total loss due to not always selecting the optimal arm,
i.e., the arm with the highest expected reward. Let
k∗(θ∗) := arg maxk∈K µk(θ∗) be the set of optimal
arms and µ∗(θ∗) := maxk∈K µk(θ∗) be the expected
reward of the optimal arm for true value of global
parameter θ∗. The cumulative regret of learning al-
gorithm which selects arm It until time horizon T is
defined as
Reg(θ∗, T ) :=
T∑
t=1
rt(θ∗), (1)
where rt(θ∗) is the one step regret given by rt(θ∗) :=
µ∗(θ∗) − µIt(θ∗) for global parameter θ∗. In the fol-
lowing sections we will derive regret bounds both as a
function of θ∗ (parameter-dependent regret) and inde-
pendent from θ∗ (worst-case or parameter-free regret).
2.2 Greedy Policy
In this section, we propose a greedy policy for the
GMAB problem, which selects the arm with the high-
est estimated expected reward at each time t. Dif-
ferent from previous works in MABs [5, 17] in which
the expected reward estimate of an arm only de-
pends on the reward observations from that arm, the
proposed greedy policy uses a global parameter esti-
mate θˆt for the global parameter, which is given by
θˆt :=
∑K
k=1 wk(t)θˆk,t, where wk(t) is the weight of arm
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Input : µk for each k ∈ K.
Initialization: wk(0) = 0, θˆk,1 = 0, Nk(0) = 0 for all
k ∈ K.
while t ≥ 1 do
if t = 1 then
Randomly select arm It from the set K
else
Select the arm It ∈ arg maxk∈K µk(θˆt−1)
end if
Observe the reward XIt,t
Xˆk,t = Xˆk,t−1 for all k ∈ K \ It
XˆIt,t =
XˆIt,t+XIt,t
Nk(t)+1
Update individual estimates for global parameter
as θˆk,t = µ
−1
k (Xˆk,t) for all k ∈ K
Update counters NIt(t) = NIt(t− 1) + 1
Update the rest Nk(t) = Nk(t−1) for all k ∈ K\It
Update weights wk(t) =
Nk(t)
t
for all k ∈ K
θˆt =
∑K
k=1 wk(t)θˆk,t
end while
Figure 1: Pseudocode of the greedy policy.
k at time t and θˆk,t is the estimate of the global pa-
rameter based only on the reward observations from
arm k until time t. Let Xk,t denote the set of re-
wards obtained from the selections of arm k by time
t, i.e., Xk,t = (Xk,t)τ<t |Iτ=k and Xˆk,t be the sample
mean estimate of the rewards obtained from arm k
by time t, i.e., Xˆk,t := (
∑
x∈Xk,t x)/|Xk,t|. The pro-
posed greedy policy operates as follows for any time
t ≥ 2: (i) the arm with highest expected reward ac-
cording to the estimated parameter θˆt−1 is selected,
i.e., It ∈ arg maxk∈K µk(θˆt−1), (ii) reward XIt,t is ob-
tained and individual reward estimates Xˆk,t are up-
dated for k ∈ K, (iii) the individual estimates of
each arm k for the global parameters are updated
as θˆk,t = µ
−1
k (Xˆk,t), (iv) the weights of each arm k
are updated as wk(t) = Nk(t)/(t), where Nk(t) is the
number of times the arm k is played until time t, i.e.,
Nk(t) = |Xk,t|. For t = 1, since there is no global pa-
rameter estimate, the greedy policy selects randomly
among the set of arms. The pseudocode of the greedy
policy is given in Fig. 1.
3 Regret Analysis for the Greedy
Policy
3.1 Preliminaries
In this subsection we define the tools that will be
used in deriving the regret bounds. Consider any
arm k ∈ K. Its optimality region is defined as
Θk := {θ ∈ Θ |k ∈ k∗(θ)}. Clearly, we have⋃
k∈KΘk = Θ. If Θk = ∅ for an arm k, this im-
plies that there exists no global parameter values for
which arm k is optimal. Since there exists an arm k′
such that µk′(θ) > µk(θ) for any θ ∈ Θ for an arm
with Θk = ∅, the greedy policy will discard arm k
after t = 1. Therefore, without loss of generality we
assume that Θk 6= ∅ for all k ∈ K. For global parame-
ter θ∗ ∈ Θ, we define the suboptimality gap of an arm
k ∈ K \ k∗(θ∗) as δk(θ∗) := µ∗(θ∗) − µk(θ∗). For pa-
rameter θ∗, the minimum suboptimality gap is defined
as δmin(θ∗) := mink∈K\k∗(θ∗) δk(θ∗).
0 0.2 0.4 0.6 0.8 1
Arm 1 Arm 2 Arm 3
Θ1 Θ3
θ*
δmin (θ*)
Δmin (θ*)
Θ2
Θsub (θ*)
µ1(θ ) = 1− θ µ2 (θ ) = 0.8θ µ3(θ ) = θ 2
Figure 2: Illustration of minimum suboptimality gap
and suboptimality distance
Recall that the expected reward estimate for arm k
is equal to its expected reward corresponding to the
global parameter estimate. We will show that as more
arms are selected, the global parameter estimate will
converge to the true value of the global parameter.
However, if θ∗ lies close to the boundary of the opti-
mality region of k∗(θ∗), the global parameter estimate
may fall outside of the optimality region of k∗(θ∗) for
a large number of time steps, thereby resulting in a
large regret. Let Θsub(θ∗) be the suboptimality region
for given global parameter θ∗, which is defined as the
subset of parameter space in which an arm in the set
K \ k∗(θ∗) is optimal, i.e Θsub(θ∗) = ∪k′∈K\k∗(θ∗)Θk′ .
In order to bound the expected number of such de-
viations from the optimality region, for any arm k we
define a metric called the suboptimality distance, which
is equal to the smallest distance between the value of
the global parameter and suboptimality region.
Definition 1. For a given global parameter θ∗, the
suboptimality distance is defined as
∆min(θ∗) :=
{
infθ′∈Θsub(θ∗) |θ∗ − θ′| if Θsub(θ∗) 6= ∅
1 if Θsub(θ∗) = ∅
From the definition of the suboptimality distance it is
evident that the greedy policy always selects an opti-
mal arm in k∗(θ∗) when θˆt is within ∆min(θ∗) of the
global parameter θ∗. An illustration of suboptimal-
ity gap and suboptimality distance is given in Fig. 2
for a GMAB problem instance with 3 arms and reward
functions µ1(θ) = 1−
√
θ, µ2(θ) = 0.8θ and µ3(θ) = θ
2.
In the following lemma, we show that minimum subop-
timality distance is nonzero for any global parameter
θ∗. This result ensures that we can identify the opti-
mal arm within finite amount of time.
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Lemma 1. Given any θ∗ ∈ Θ, there exists a con-
stant θ∗ = δmin(θ∗)
1/γ2/(2D2)
1/γ2 , where D2 and γ2
are the constants given in Assumption 1 such that
∆min(θ∗) ≥ θ∗ . In other words, the minimum sub-
optimality distance is always positive.
For notational brevity, we denote in the remainder of
the paper ∆min(θ∗) and δmin(θ∗) as ∆∗ and δ∗, respec-
tively.
Lemma 2. Consider a run of the greedy policy un-
til time t. Then, the following relation between
θˆt and θ∗ holds with probability one: |θˆt − θ∗| ≤∑K
k=1 wk(t)D1|Xˆk,t − µk(θ∗)|γ1
Lemma 6 shows that the gap between the global pa-
rameter estimate and the true value of the global pa-
rameter is bounded by a weighted sum of the gaps
between the estimated expected rewards and the true
expected rewards of the arms.
Lemma 3. For given global parameter θ∗, the one
step regret of the greedy policy is bounded by rt(θ∗) =
µ∗(θ∗)−µIt(θ∗) ≤ 2D2|θ∗− θˆt|γ2 with probability one,
where It is the arm selected by the greedy policy at time
t ≥ 2.
Lemma 7 ensures that the one step loss decreases as
θˆt approaches to θ∗. Since the regret at time T is the
sum of the one step losses up to time T , we will bound
the regret by bounding the expected distance between
θˆt and θ∗.
Given a parameter value θ∗, let Gxθ∗,θˆt := {|θ∗−θˆt| > x}
be the event that the distance between the global pa-
rameter estimate and its true value exceeds x. Sim-
ilarly, let Fk
θ∗,θˆt
(x) := {|Xˆk,t − µk(θ∗)| > x} be the
event that the distance between the sample mean re-
ward estimate of arm k and the true expected reward
of arm k exceeds x. The following lemma relates these
events.
Lemma 4. For any t ≥ 2 and given global parameter
θ∗, we have Gxθ∗,θˆt ⊆ ∪
K
k=1Fkθ∗,θˆt((
x
D1
)
1
γ1 ) with proba-
bility one.
This lemma follows from the decomposition given in
Lemma 6. This lemma will be used to bound the prob-
ability of event Gx
θ∗,θˆt
in terms of probabilities of the
events Fk
θ∗,θˆt
(( xD1 )
1
γ1 ).
3.2 Parameter-Free Regret Analysis
The following theorem bounds the expected regret of
the greedy policy in one step.
Theorem 1. Under Assumption 1, for given global
parameter θ∗, the expected one-step regret of the greedy
policy is bounded by E[rt(θ∗)] = O(t−
γ1γ2
2 ).
Theorem 1 does not only prove that the expected loss
incurred in one step by the greedy policy goes to zero
with time but also bounds the expected loss that will
be incurred at any time step t.2 This is a worst-case
bound in the sense that it does not depend on θ∗.
Using this result, we derive the parameter-free regret
bound in the next theorem.
Theorem 2. Under Assumption 1, for given global pa-
rameter θ, the parameter-free regret of the greedy policy
is bounded by E[Reg(θ∗, T )] = O(K
γ1γ2
2 T 1−
γ1γ2
2 ).
Note that the parameter-free regret bound is sublinear
both in terms of the time horizon T and the number
of arms K. Moreover, it depends on the form of the
reward functions given in Assumption 1. The Ho¨lder
exponent γ1 on the inverse reward functions charac-
terizes the informativeness of an arm about the other
arms. The informativeness of an arm k can be viewed
as the information obtained about the expected re-
wards of the other arms from the rewards observed
from arm k. The informativeness is maximized for the
case when the inverse reward functions are linear or
piecewise linear, i.e., γ1 = 1. It is increasing γ1, which
results in the regret decreasing with the informative-
ness. On the other hand, the Ho¨lder exponent γ2 is
related to the loss due to suboptimal arm selections,
which decreases with γ2. Both of these observations
follow from Lemma 6 and 7. As a consequence, the
parameter-free regret is decreasing in both γ1 and γ2.
When the reward functions are linear or piecewise lin-
ear, we have γ1 = γ2 = 1; hence, the parameter-free
regret is O(
√
T ), which matches with the worst-case
regret bound of standard MAB algorithms in which a
linear estimator is used [6] and bounds given for lin-
early parametrized bandits [19].
3.3 Parameter-Dependent Regret Analysis
Although the regret bound derived in the previous
section holds for any global parameter value, it is
easy to see that the performance of the greedy pol-
icy depends on the true value of the global param-
eter. For example, it is easier to identify the opti-
mal arm in GMAB problems with large suboptimal-
ity distance than GMAB problems which have small
suboptimality distance. In this section, we prove a
regret bound that depends on the suboptimality dis-
tance. Moreover, our regret bound is characterized by
three regimes of growth: sublinear growth followed by
logarithmic growth followed by a constant bound.
The boundaries of these regimes are defined by
parameter-dependent (problem-specific) constants.
2The asymptotic notation is only used for a succinct
representation, to hide the constants and highlight the time
dependence. This bound holds not just asymptotically but
for any finite t.
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Definition 2. Let C1(∆∗) be the least integer τ such
that τ ≥ D
2
γ1
1 K
2∆∗
2
γ1
log(τ) and let C2(∆∗) be the least in-
teger τ such that τ ≥ D
2
γ1
1 K
∆∗
2
γ1
log(τ).
The constants C1(∆∗) and C2(∆∗) depend on the in-
formativeness (Ho¨lder exponent γ1) and global param-
eter θ∗. We define the expected regret between time
T1 and T2 for global parameter θ∗ as
Rθ∗(T1, T2) := E[Reg(T2, θ∗)− Reg(T1, θ∗)]. (2)
The following theorem gives a three regime parameter-
dependent regret bound.
Theorem 3. Under Assumptions 1, the regret of the
greedy policy is bounded as follows: If
(i) 1 ≤ T ≤ C1(∆∗), the regret is sublinear in time,
i.e.,
Rθ∗(T, 0) = O(T
1− γ1γ22 ), (3)
(ii) C1(∆∗) ≤ T ≤ C2(∆∗), the regret is logarithmic
in time, i.e.,
Rθ∗(T,C1(∆∗)) ≤ 1 + 2K log(
T
C1(∆∗)
), (4)
(iii) T ≥ C2(∆∗), the regret is bounded, i.e.,
Rθ∗(T,C2(∆∗)) ≤ K
pi2
3
(5)
Corollary 1. The regret of the greedy policy is
bounded, i.e., limT→∞Reg(T, θ∗) <∞.
These results are obtained when Assumption 1 holds,
which implies that the reward functions are invertible.
We provide a counter example for a non- invertible
reward function to show that bounded regret is not
possible for general non-invertible reward functions.
Counter Example : All expected arm rewards come
from a set with K distinct elements. There are K! per-
mutations of these distinct elements, and the global
parameter space Θ is divided into K! intervals such
that the expected reward distribution of each arm in
each interval is constant and equals to the value of
the element it corresponds to in one of the permuta-
tions. In order to identify the arm rewards correctly,
we have to know the permutation and hence, the pa-
rameter value θ∗. However, we cannot identify all the
arms correctly without playing all of them separately
because an arm can have the same expected reward in
different permutations (for different parameter inter-
vals), but at least one of the other arms will have a
different expected reward in these permutations.
In each time t ≤ T in each regime in Theorem 3, the
probability of selecting a suboptimal arm is bounded
by different functions of t, which leads to different
growth rates of the regret bound depending on the
value of T . For instance, when C1(∆∗) ≤ t ≤ C2(∆∗),
the probability of selecting a suboptimal arm is in the
order of t−1; hence, the greedy policy achieves the log-
arithmic regret, when t ≥ C2(∆∗), the probability of
selecting a suboptimal arm is in the order of t−2, which
makes the probability of selecting a suboptimal arm
infinitely often zero. In conclusion, the greedy policy
achieves bounded regret. Note that a bounded regret
is the striking difference between the standard MAB
algorithms [5, 17] and the proposed policy.
Theorem 4. The sequence of arms selected by the
greedy policy converges to the optimal arm almost
surely, i.e., limt→∞ It = k∗(θ∗) with probability 1.
Theorem 4 implies that a suboptimal arm is selected
by greedy policy only finitely many times. In other
words, there exists a finite number such that selection
of greedy policy is the optimal arm after that num-
ber with probability 1. This is the biggest difference
between MAB algorithms [5, 17] in which suboptimal
arms are selected infinitely many times and the pro-
posed greedy policy.
Although the parameter dependent regret bound is fi-
nite, since lim∆∗→0 C1(∆∗) = ∞, in the worst-case,
this bound reduces to the parameter-free regret bound
given in Theorem 2.
4 Bayesian Risk Analysis of the
Greedy Policy
In this section, assuming that global parameter is
drawn from an unknown distribution f(θ∗) on Θ, we
provide an analysis of the Bayesian risk, which is de-
fined as follows:
Risk(T ) = Eθ∗∼f(θ∗)
[
EXt∼ν
[
T∑
t=1
rt(θ)|θ∗ = θ
]]
, (6)
ν = ×Kk=1νk(θ∗) is the joint distribution of the re-
wards given the parameter value is θ∗. The Bayesian
risk is equal to the expected regret with respect to
the distribution of the global parameter f(θ∗). Since
suboptimality distance is a function of global param-
eter θ∗, there is a prior distribution on the minimum
sub optimality distance, which we denote as g(∆∗). A
simple upper bound on the Bayesian risk can be ob-
tained by taking the expectation of the regret bound
given in Theorem 2 with respect to θ∗, which gives
the bound Risk(T ) = O(T 1−
γ1γ2
2 ). Next, we will show
that a tighter regret bound on the Bayesian risk can
be derived if the following assumption holds.
Assumption 2. The prior distribution on the global
parameter is such that minimum sub optimality dis-
tance ∆∗ has a bounded density function, i.e., g(∆∗) ≤
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B. One example of this is the case when f(θ∗) is
bounded.
Assumption 2 is satisfied for many instances of the
GMAB problem. An example is a GMAB problem
with two arms, f(θ∗) ∼ Uniform([0, 1]), µ1(θ∗) = θ∗
and µ2(θ∗) = 1−θ∗. For this example we have g(∆∗) ≤
2 for ∆∗ ∈ [0, 0.5].
Theorem 5. Under Assumptions 1 and 2, the
Bayesian risk of the greedy policy is bounded by
(i) Risk(T ) = O(log T ), for γ1γ2 = 1.
(ii) Risk(T ) = O(T 1−γ1γ2), for γ1γ2 < 1.
Our Bayesian risk bound for the greedy policy coin-
cides with the Bayesian risk bound for the linearly-
parametrized MAB problem given in [19] when the
arms are fully informative, i.e., γ1γ2 = 1. For this
case, the optimality of the Bayesian risk bound is es-
tablished in [19], in which a lower bound of Ω(log T )
is proven. Similar to the parameter-free regret bound
given in Theorem 2, the Bayesian risk is also decreas-
ing with the informativeness, and minimized for the
case when the arms are fully informative.
5 Extension to Bandits with Group
Informativeness
Our global informativeness assumption can be relaxed
to group informativeness. When the arms are group in-
formative, reward observations from an arm only pro-
vides information about the rewards of the arms that
are within the same group with the original arm. Let
C = (C1, . . . , CD) be be the set of the groups, and
assume that they are known by the learner. Then,
a standard MAB algorithm such as UCB1 [5] can be
used to select the group, while the greedy policy can
be used to select among the arms within a group. In
this way, we can exploit the informativeness among
the arms within a group and find the group to which
the best arm belongs by a standard MAB algorithm.
In this way it is possible to achieve bounded regret
within each group. However, in order to identify the
group to which the optimal arm belongs, each groups
should be selected at least logarithmically many times
by the standard MAB algorithm. As a result, the com-
bination of two algorithms yields a regret bound of
O(D log T ) which depends on the number of groups
instead of the number of arms. The formal derivation
of this result is left as future work.
6 Conclusion
In this paper we introduce a new class of MAB prob-
lems called global multi-armed bandits. This general
class of GMAB problems encompasses the previously
introduced linearly-parametrized bandits as a special
case. We proved that the regret for the GMABs has
three regimes, which we characterized for the regret
bound, and showed that the parameter-dependent re-
gret is bounded, i.e., it is asymptotically finite. In
addition to this, we also proved a parameter-free re-
gret bound and a Bayesian risk bound, both of which
grow sublinearly over time, where the rate of growth
depends on the informativeness of the arms. Future
work includes extension of global informativeness to
group informativeness, and a foresighted MAB prob-
lem, where the arm selection is based on a foresighted
policy that explores the arms according to their level
of informativeness rather than the greedy policy.
7 Proofs
In this section, we provide the proofs of theorems. The
proofs of lemmas are given in the supplementary ma-
terial. Let w(t) := (w1(t), . . . , wK(t)) be the vector of
weights and N(t) := (N1(t), . . . , Nk(t)) be the vector
of counters at time t. We have w(t) = 1tN(t). Since
N(t) depends on the history, they are both random
variables depending on the obtained rewards.
7.1 Proof of Theorem 1
By lemma 7 and Jensen’s inequality, we have
E[rt(θ∗)] ≤ 2D2E[|θ∗ − θˆt|]γ2 . (7)
By using Lemma 6 and Jensen’s inequality, we have
E[|θ∗ − θˆt|] ≤
D1E[
K∑
k=1
wk(t)E[|Xˆk,t − µk(θ∗)| |w(t)]γ1 ], (8)
, where E[·|·] denotes the conditional expectation.
Note that Xˆk,t =
∑
x∈Xk,t x
Nk(t)
and Ex∼νk(θ∗)[x] = µk(θ∗).
Therefore, we can bound E[|Xˆk,t − µk(θ∗)| |w(t)] for
each k ∈ K using Chernoff- Hoeffding inequality. For
each k ∈ K, we have
E[|Xˆk,t − µk(θ∗)| |w(t)]
=
ˆ 1
x=0
Pr(|Xˆk,t − µk(θ∗)| > x|w(t)) dx
≤
ˆ ∞
x=0
2 exp(−2x2Nk(t)) dx ≤
√
pi
2Nk(t)
, (9)
, where Nk(t) = twk(t) is a random variable. The first
inequality is a result of the Chernoff-Hoeffding bound.
Combining (8) and (9), we get
E[|θ∗ − θˆt|] ≤ 2D1(pi
2
)
γ1
2
1
t
γ1
2
E[
K∑
k=1
wk(t)
1− γ12 ]. (10)
Since wk(t) ≤ 1 for all k ∈ K, and
∑K
k=1 wk(t) = 1
for any possible w(t), we have E[
∑K
k=1 wk(t)
1− γ12 ] ≤
K
γ1
2 . Then, combining (7) and (10), we have
E[rt(θ∗)] ≤ 2Dγ21 D2
pi
2
γ1γ2
2
K
γ1γ2
2
1
t
γ1γ2
2
. (11)
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7.2 Proof of Theorem 2
The bound is consequence of Theorem 1 and inequality
given in [10], i.e.,
E[Reg(θ∗, T )] ≤ 1 +
2Dγ21 D2
pi
2
γ1γ2
2 K
γ1γ2
2
1− γ1γ22
(1 + T 1−
γ1γ2
2 ).
7.3 Proof of Theorem 3
We need to bound the probability of the event that
It 6= k∗(θ∗). Since at time t, the arm with the highest
µk(θˆt) is selected by the greedy policy, θˆt should lie
in Θ \Θk∗(θ∗) for greedy policy to select a suboptimal
arm. Therefore, we can write,
{It 6= k∗(θ∗)} = {θˆt ∈ Θ \Θk∗(θ∗)} ⊆ G∆∗θ∗,θˆt . (12)
By Lemma 8 and (12), we have
Pr(It 6= k∗(θ∗)) ≤
K∑
k=1
E[E[I(Fk
θ∗,θˆt
((
x
D1
)
1
γ1 ))|N(t)]]
=
K∑
k=1
E[Pr(Fk
θ∗,θˆt
((
x
D1
)
1
γ1 )|N(t))]
≤
K∑
k=1
2E[exp(−2(∆∗
D1
)
2
γ1Nk(t))]
≤ 2K exp(−2(∆∗
D1
)
2
γ1
t
K
). (13)
, where the first inequality is followed by union
bound and second inequality is obtained by using
the Chernoff-Hoeffding bound. The last inequality is
obtained by using the worst-case selection processes
Nk(t) =
t
K . We have Pr(It 6= k∗(θ∗)) ≤ 1t for
t > C1(∆∗) and Pr(It 6= k∗(θ∗)) ≤ 1t2 for t > C2(∆∗).
The bound in the first regime is the result of Theorem
2. The bound in the second and third regimes is ob-
tained by summing the probability given in (13) from
C1(∆∗) to T and C2(∆∗) to T , respectively.
7.4 Proof of Theorem 4
Let (Ω,F , P ) denote probability space, where Ω is the
sample set and F is the σ-algebra that the probability
measure P is defined on. Let ω ∈ Ω denote a sample
path. We will prove that there exists eventN ∈ F such
that P (N) = 0 and if ω ∈ N c, then limt→∞ It(ω) =
k∗(θ∗). Define the event Et := {It 6= k∗(θ∗)}. We show
in the proof of Theorem 3 that
∑T
t=1 P (Et) < ∞. By
Borel-Cantelli lemma, we have
P (Et infintely often) = P (lim sup
t→∞
Et) = 0. (14)
Define N := lim supt→∞ Et, where P (N) = 0. We
have,
N c = lim inf
t→∞ E
c
t , (15)
, where P (N c) = 1 − P (N) = 1, which means that
It = k
∗(θ∗) for all t except for a finite number.
7.5 Proof of Theorem 5
Proof. The one step loss due to suboptimal arm se-
lection with global parameter estimate θˆt is given in
Lemma 7. Recall that we have
{It 6= k∗(θ∗)} ⊆ {|θ∗ − θˆt| > ∆∗}.
Let Yθ∗,θˆt := |θ∗ − θˆt|. Then, we have
Risk(T )
≤ 2D2
T∑
t=1
Eθ∗∼f(θ)[EX∼ν [Y
γ2
θ∗,θˆt
I(Yθ∗,θˆt > ∆∗)]]
≤ 2D2
T∑
t=1
Eθ∗∼f(θ)[EX∼ν [Yθ∗,θˆtI(Yθ∗,θˆt > ∆∗)]]
γ2 ,
, where I(.) is the indicator function which is 1 if the
statement is true and zero otherwise. The first inequal-
ity followed by Lemma 6. The second inequality is by
Jensen’s inequality and the fact that I(.) = Iγ(.) for
any γ > 0. We now focus on the expectation expres-
sion for some arbitrary t. Let f(θ) denote the density
function of global parameter.
Eθ∗∼f(θ)[EX∼ν [Yθ∗,θˆtI(Yθ∗,θˆt > ∆∗)]]
=
ˆ 1
θ∗=0
f(θ∗)
ˆ ∞
x=0
Pr(Yθ∗,θˆtI(Yθ∗,θˆt > ∆∗) ≥ x) dxdθ
=
ˆ 1
θ∗=0
f(θ∗)
ˆ ∞
x=∆∗
Pr(Yθ∗,θˆt ≥ x) dxdθ
=
ˆ 1
∆=0
g(∆)
ˆ ∞
x=∆
Pr(Yθ∗,θˆt ≥ x) dxd∆,
, where the last equation is followed by change of vari-
ables in integral. Note that we have by Theorem 3
Pr(Yθ∗,θˆt ≥ x) ≤ 2K exp(−2x
2
γ1D
− 2γ1
1
t
K
).
Then, we have
Eθ∼νθ [EX∼ν [Yθ∗,θˆtI(Yθ∗,θˆt > ∆∗)]]
≤ 2KB
ˆ 1
∆=0
exp(−2∆ 2γ1D−
2
γ1
1
t
K
) d∆
ˆ ∞
y=0
exp(−2y 2γ1D−
2
γ1
1
t
K
) dy
= 2KB(
γ1
2
2−
γ1
2 D1K
γ1
2 Γ(
γ1
2
))2t−γ1 ,
, where the inequality follows from the change of vari-
able y = x − ∆ and then the fact that (y + ∆) 2γ1 ≥
y
2
γ1 + ∆
2
γ1 since 2γ1 ≥ 1. By summing these from 1 to
T , we get
Risk(T ) ≤
{
1 +A(1 + 2 log T ) if γ1γ2 = 1
1 +A(1 + 11−γ1γ2T
1−γ1γ2) if γ1γ2 < 1
, where A = 2D2(
Bγ21D
2
1K
1+γ1
21+γ1
Γ2(γ12 )).
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8 Appendix
Lemma 5. Given any θ∗ ∈ Θ, there exists a con-
stant θ∗ = δmin(θ∗)
1/γ2/(2D2)
1/γ2 , where D2 and γ2
are the constants given in Assumption 1 such that
∆min(θ∗) ≥ θ∗ . In other words, the minimum sub-
optimality distance is always positive.
Proof. For any suboptimal arm k ∈ K − k∗(θ), we
have µk∗(θ)(θ) − µk(θ) ≥ δmin(θ) > 0. We also know
that µk(θ
′) ≥ µk∗(θ)(θ′) for all θ′ ∈ Θk. Hence for any
θ′ ∈ Θk at least one of the following should hold: (i)
µk(θ
′) ≥ µk(θ)−δmin(θ)/2, (ii) µk∗(θ)(θ′) ≤ µk∗(θ)(θ)+
δmin(θ)/2. If both of the below does not hold, then we
must have µk(θ
′) < µk∗(θ)(θ′), which is false. This
implies that we either have µk(θ)−µk(θ′) ≤ δmin(θ)/2
or µk∗(θ)(θ)−µk∗(θ)(θ′) ≥ −δmin(θ)/2, or both. Recall
that from Assumption 1 we have |θ − θ′| ≥ |µk(θ) −
µk(θ
′)|1/γ2/D1/γ22 . This implies that |θ − θ′| ≥ θ for
all θ′ ∈ Θk.
Lemma 6. Consider a run of the greedy policy un-
til time t. Then, the following relation between
θˆt and θ∗ holds with probability one: |θˆt − θ∗| ≤∑K
k=1 wk(t)D1|Xˆk,t − µk(θ∗)|γ1
Proof.
|θ∗ − θˆt| = |
K∑
k=1
wk(t)θˆk,t − θ∗|
=
K∑
k=1
wk(t)|θ∗ − θˆk,t|
=
K∑
k=1
wk(t)|µ−1k (Xˆk,t)− µ−1k (µk(θ∗))|
≤
K∑
k=1
wk(t)D1|Xˆk,t − µk(θ∗)|γ1 (16)
, where last inequality followed by Assumption 1.
Lemma 7. For given global parameter θ∗, the one
step regret of the greedy policy is bounded by rt(θ∗) =
µ∗(θ∗)−µIt(θ∗) ≤ 2D2|θ∗− θˆt|γ2 with probability one,
where It is the arm selected by the greedy policy at time
t ≥ 2.
Proof. Note that It ∈ arg maxk∈K µk(θˆt). Therefore,
we have
µIt(θˆt)− µk∗(θ∗)(θˆt) ≥ 0. (17)
We have µ∗(θ∗) = µk∗(θ∗)(θ∗). Then, we can bound
µ∗(θ∗)− µIt(θ∗)
= µk∗(θ∗)(θ∗)− µIt(θ∗)
≤ µk∗(θ∗)(θ∗)− µIt(θ∗) + µIt(θˆt)− µk∗(θ∗)(θˆt)
= µk∗(θ∗)(θ∗)− µk∗(θ∗)(θˆt) + µIt(θˆt)− µIt(θ∗)
≤ 2D2|θ∗ − θˆt|γ2 (18)
, where the first inequality followed by inequality 17
and second inequality by Assumption 1.
Lemma 8. For any t ≥ 2 and given global parameter
θ∗, we have Gxθ∗,θˆt ⊆ ∪
K
k=1Fkθ∗,θˆt((
x
D1
)
1
γ1 ) with proba-
bility one.
Proof.
{|θ∗ − θˆt| ≥ x}
⊆ {
K∑
k=1
wk(t)D1|Xˆk,t − µk(θ∗)| ≥ x}
⊆ ∪Kk=1{wk(t)D1|Xˆk,t − µk(θ∗)| ≥ wk(t)x}
= ∪Kk=1{|Xˆk,t − µk(θ∗)| ≥ (
x
D1
)
1
γ1 } (19)
, where the first inequality followed by Lemma 6 and
second inequality by the fact that
∑K
k=1 wk(t) = 1.
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