Let Ω be a m-hyperconvex domain of C n and β be the standard Kähler form in C n . We introduce finite energy classes of m-subharmonic functions of Cegrell type, E p m (Ω), p > 0 and Fm(Ω). Using a variational method we show that the degenerate complex Hessian equation (dd c ϕ) m ∧ β n−m = µ has a unique solution in E 1 m (Ω) if and only if every function in E 1 m (Ω) is integrable with respect to µ. If µ has finite total mass and does not charge m-polar sets, then the equation has a unique solution in Fm(Ω).
Introduction
Let Ω be a bounded domain of C n and m be an integer such that 1 ≤ m ≤ n. We consider complex m-Hessian equations of the form
where β := dd c |z| 2 is the standard Kähler form in C n and µ is a positive Radon measure.
The border cases m = 1 and m = n correspond to the Laplace equation which is a classical subject and the complex Monge-Ampère equation which was studied intensively in the recent years by many authors.
The complex m-Hessian equation was first studied by Li [21] . He used the wellknown continuity method to solve the non-degenerate Dirichlet problem for equation (1.1) (where the data is smooth and we seek for smooth solutions) in strongly m-pseudoconvex domains. One of its degenerate counterparts was studied by Błocki [4] . More precisely, he solved the homogeneous equation with continuous boundary data and initiated a potential theory for this equation. Recently, Abdullaev and Sadullaev [30] also considered m-polar sets and m-capacity for m-subharmonic functions. When the right-hand side µ has density in L p (Ω) (p > n/m) Dinew and Kołodziej proved in [9] that given a continuous boundary data, the Dirichlet problem of equation (1.1) has a unique continuous solution. The Hölder regularity of the solution has been recently studied by Nguyen Ngoc Cuong [27] . He also showed how to construct solutions from subsolutions [26] . A viscosity approach to this equation has been developed in [24] which generalize results in [34] and [11] .
The real Hessian equation is a classical subject which was studied intensively in the recent years. The reader can find a survey for this in [33] . It was explained in [9] that real and complex Hessian equations are very different and direct adaptations of the real methods to the complex setting often fails.
The corresponding complex m-Hessian equation on compact Kähler manifolds has been studied by many authors. It has the following form (1.2) (ω + dd c ϕ)
where (X, ω) is a compact Kähler manifold of dimension n and 1 ≤ m ≤ n and µ is a positive Radon measure. When µ = f ω n , f > 0 is a smooth function satisfying the compatibility condition X f ω n = X ω n , this is a generalization of the well-known Calabi-Yau equation [31] . In [19] , Kokarev gave some conditions on the measure µ and on the holomorphic sectional curvature of the metric so that equation (1.2) has a ω-plurisubharmonic solution. In general, if ϕ solves equation (1.2) the form ω + dd c ϕ is not positive. This lack of positivity prevents one from copying the proof of Yau's Theorem without assuming a positivity condition on the holomorphic bisectional curvature. Hou, Ma, Wu [15] , and Jbilou [17] independently proved that equation (1.2) has a smooth solution provided this positivity condition. Another effort from Hou, Ma and Wu [16] showed that one can obtain a C 2 estimate if a gradient estimate holds. As suggested by these authors, this estimate can be used in some blow-up analysis. This blow-up analysis reduces the problem of solving equation (1.2) to a Liouville-type theorem for m-subharmonic functions in C n which was recently proved by Dinew and Kołodziej [10] and the solvability of equation (1.2) is thus confirmed on any compact Kähler manifold.
When 0 ≤ f ∈ L p (X, ω n ) for some p > n/m, Dinew and Kołodziej recently proved that (1.2) admits a unique continuous weak solution. The result also holds when the right-hand side f = f (x, ϕ) depends on ϕ (see [23] ).
To deal with more singular measures (measures of finite energy), the variational method developed in [5] is a powerful method. However, applying this method to the complex Hessian equation (1.2) need further studies on the local Dirichlet problem and on the regularizing process which are not yet available and seem to be very difficult.
As a matter of fact, it is interesting to first develop this approach for the complex Hessian equation in the flat case, i.e the case when the metric is β. This is the aim of this paper.
The paper is organized as follows. In section 2, we recall basic facts about msubharmonic functions and the complex m-Hessian operators. At the end of section 2 we give a connection between the m-polarity and the Hausdorff measure of a set. Using this one can find examples of m-polar sets (m < n) which are not pluripolar. In section 3, we study finite energy classes of m-subharmonic functions inspired by [7, 8] . An m-subharmonic function ϕ belongs to the class E 1 m (Ω) if the Hessian measure H m (ϕ) = (dd c ϕ) m ∧ β n−m is well-defined and with respect to which ϕ is integrable. The class F a m (Ω) consists of non-positive m-subharmonic functions whose Hessian measures are well-defined, of finite total mass and do not charge m-polar sets. In section 4, we develop a variational approach inspired by [5] (see also [2] ) to solve equation (1.1) with a "finite energy" right-hand side.
The main results are the followings.
To prove this result we use a variational method introduced in [5] . Our result generalizes the result in [2] . Using this and following [8] we also get: Theorem 2. Let µ be a positive Radon measure in an m-hyperconvex domain Ω such that µ(Ω) < +∞ and µ does not charge m-polar sets. Then there exists a unique ϕ ∈ F a m (Ω) such that (dd c ϕ) m ∧ β n−m = µ.
Preliminaries
2.1. m-subharmonic functions and the Hessian operator. In the whole paper, β denotes the standard Kähler form in C n . In this section we summarize basic facts about m-subharmonic functions and the Hessian operator which will be used in the next sections. Most of these results can be found in [26, 27] , [30] or can be proved similarly as in the case of plurisubharmonic functions (see for example [18] , [20] ).
Definition 2.1. Let α be a real (1, 1)-form in Ω, a domain of C n . We say that α is m-positive in Ω if the following inequalities hold
Let T be a current of bidegree
is subharmonic and the current dd c u is m-positive. The class of all m-subharmonic functions in Ω will be denoted by SH m (Ω).
Then Ω is called m-hyperconvex if there exists a continuous m-subharmonic function ϕ : Ω → R − such that {ϕ < c} ⋐ Ω, for every c < 0.
From now on, we always assume that Ω is m-hyperconvex. We list in the following proposition some elementary facts on m-subharmonicity.
For locally bounded m-subharmonic functions u 1 , ..., u p (with p ≤ m) we can inductively define a closed m-positive current (following Bedford and Taylor [3] ).
Lemma 2.5. Let u 1 , ..., u k (with k ≤ m) be locally bounded m-subharmonic functions in Ω and let T be a closed m-positive current of bidegree (n − p, n − p) (with p ≥ k). Then we can define inductively a closed m-positive current
and the product is symmetric, i.e.
for every permutation σ : {1, ..., k} → {1, ..., k}.
In particular, the Hessian measure of
Proof. See [30] .
weakly in the sense of currents.
One of the most important properties of m-subharmonic functions is the quasicontinuity. Every m-subharmonic function is continuous outside an arbitrarily small open subset. The m-Capacity is used to measure the smallness of these sets. Definition 2.7. Let E ⊂ Ω be a Borel subset. The m-capacity of E with respect to Ω is defined to be
The m-Capacity shares the same elementary properties as the Capacity introduced by Bedford and Taylor.
The following results can be proved by repeating the arguments in [20] . 
where
The equality is understood in the sense that if one of the two terms is finite then so is the other, and they are equal.
Definition 2.14. For a subset E of a domain Ω ⊂ C n we define the relative m-extremal function of E by u m,E,Ω := sup{u ∈ SH m (Ω) / u < 0, and u ≤ −1 on E}. [18] we have the following formula for the m-extremal functions of concentric balls. We compute the m-Capacity of the concentric balls.
It is easy to see that
Example 2.21. For every 0 < r < R we have
Definition 2.22. Let Ω be an open set in C n , and let U ⊂ SH m (Ω) be a family of functions which is locally bounded from above. Define
Sets of the form N = {z ∈ Ω / u(z) < u * (z)} and all their subsets are called m-negligible.
2.2. m-polarity of sets with small Hausdorff measure. In this section, following [22] we give a sufficient condition for a set being m-polar using Hausdorff measure. We then give examples of m-polar sets (m < n) which are not pluripolar. For a measuring function h, the h-Hausdorff measure of E ⊂ C n is defined by (see [22] , [25] , [32] )
where the infimum is taken over all coverings of E by balls B j of radii r j ≤ δ.
Proof. We can assume that E ⋐ B = B(0, R). Suppose that E is not m-polar.
Therefore, as H m (u) is a regular Borel measure and E 1 is a Borel set, we can find a compact set
We claim that for every bounded open set Ω ⊃ K, Cap m (K, Ω) ≤ C.Λ H (K), where C > 0 is a constant independent of Ω. Indeed, let δ := dist(K, Ω) and fix ǫ ∈ (0, 1) such that ǫ < δ/4. We cover K by open balls B(z j , r j ) such that r j < ǫ. We may assume that B(z j , r j ) ⊂ Ω. From (2.21) and after simple computations we get
where C > 0 is a constant depending only on n, m. Using this and the monotonicity and subadditivity of the outer m-capacity we get
Now, the claim follows by taking the infimum over all such coverings and letting
Since u is continuous at every point on K and u(x) = −1 for every x ∈ K, we get
We then get Cap *
Example 2.27. Assume that 1 ≤ m < n and let E be the Cantor set constructed in [22] (see also [1] , [6] , [25] ) and
−n = 0, we can choose the sequence (ℓ j ) defining E such that E n is not pluripolar but Λ H (E n ) = 0. This implies that E n is m-polar in view of Theorem 2.26.
Finite energy classes
In this section we study finite energy classes of m-subharmonic functions in m-hyperconvex domains. They are generalizations of Cegrell's classes [7, 8] for plurisubharmonic functions. (i) ϕ j is continuous onΩ and 
If p = 1 we drop the index and denote by E(ϕ) = E 1 (ϕ).
We generalize Hölder inequality in the following lemma. When m = n it is a result of Persson [28] . Our proof uses the same idea.
, where
Proof. Let
Thanks to [28, Theorem 4.1] it suffices to prove that
which is the Cauchy-Schwarz inequality. In the case p > 1, integrating by parts we get
By using Hölder inequality we obtain
Now, interchanging u and v we get
Combining the above two inequalities we obtain the result.
Thanks to Lemma 3.5 we can bound
To get similar estimates when p ∈ (0, 1) we can follow the lines in [14] :
Proof. The same as in the proof of [14, Proposition 2.5].
From Lemma 3.5 and Proposition 3.7 we easily get the following result.
From the above facts, we can prove the convexity the classes E p m (Ω), E m (Ω) by the same way as in [7, 8] .
Theorem 3.9. By E we denote one of the classes
Definition of the complex Hessian operator and basic properties. In this section we prove that the complex Hessian operator H m is well-defined for functions in F m (Ω) and in E p m (Ω), p > 0. We follow the arguments in [8] . As in [8] , continuous functions in E 0 m (Ω) can be considered as test functions. Lemma 3.10.
Then the sequence of measures It is convenient to use the notation 
Proof. It is clear that
Fix ǫ > 0 small enough and consider ϕ ǫ = max(ϕ, −ǫ). The function ϕ − ϕ ǫ is continuous and compactly supported in Ω. It follows from Theorem 3.11 that
Observe also that |ϕ ǫ | ≤ ǫ. By using (3.2), we get the result.
Proof. For every test function χ the function hχ is upper semicontinuous. Thus,
Let Θ be any cluster point of this the sequence (−h)H m (u j ). From the above inequality we infer that Θ ≥ (−h)H m (u). Moreover, it follows from Corollary 3.13 that the sequence
. This implies that the total mass of Θ is less than or equal to the total mass of (−h)H m (u) and hence these measures are equal. Proof. Since the problem is local we can assume that
Then the sequence of measures dd
Then by using a standard balayage argument we see that
is decreasing to a finite number. Thus the limit lim j Ω hdd c g 
From Theorem 3.11 and Corollary 3.13 we prove the integration by parts formula for functions in F m (Ω). 
For each fixed k ∈ N and any j > k we have
We then infer that the sequence of real numbers Ω v j dd c u j ∧ T decreases to some a ∈ R ∪ {−∞}. By letting j → +∞ and using Corollary 3.13 we get
from which we obtain Ω vdd c u ∧ T ≥ a. For each fixed k we also have
This implies that Ω vdd c u ∧ T = a, from which the result follows. 
Proof
Proof. Without loss of generality we can assume that U ⋐ Ω. Let u be the mextremal function of U with respect to Ω. Put a = Cap m (U ) = Ω H m (u). If a = 0, we are done. Thus, we can assume that a > 0. By applying Lemma 3.6 we obtain
The following result is the so-called maximum principle.
Proof. Let (u . By multiplying (3.3) with g j we obtain
(Ω) be a test function and fix ǫ > 0. By Theorem 2.9, there exists an open subset U ⊂ Ω such that Cap m (U ) < ǫ, and there exist ϕ j , ϕ continuous functions in Ω which coincide with ψ j , ψ respectively on K := Ω \ U. The monotone convergence ψ j ↓ ψ implies that ϕ j converges uniformly to ϕ on K ∩ Suppχ, which in turn implies the uniform convergence of h j = ϕj ϕj +δ on K ∩ Suppχ to h = ϕ ϕ+δ .
In the next arguments, we let C denote a positive constant which does not depend on j, ǫ. Since g j , h j are uniformly bounded , Lemma 3.17 and Lemma 3.18 give us (3.5)
where q is some positive constant. The last inequality follows since
Moreover, since h is continuous on Ω and
Hence, we obtain lim sup
Since h j converges uniformly to h on K ∩ suppχ, we have
From the two inequalities above we get
where q is some positive constant. From (3.5), (3.6) and (3.7), we see that
We then see that g j H m (u We now return to the integration by parts formula in the class E p m (Ω), p > 0. We first need the following convergence result. 
Proof. Without loss of generality we can assume that the right hand side is finite. Since if it is −∞ then the equality is obvious. We can also assume that −1 ≤ ϕ ≤ 0. We will use a truncation argument. For each k, j ∈ N set u j l,k := max(u j l , kψ), and u l,k := max(u l , kψ), l = 1, ..., m. Here we set ψ := −(−ϕ) q , where q = min(1, 1/p). We claim that, for any k,
Indeed, the inequality "≥" follows from the fact that the sequence of Hessian measures converges and −ϕ is lower semi continuous. Moreover, it follows from Theorem 2.11 that we can integrate by parts in the right hand side, which implies the inequality " ≤ ". Thus, the Claim is proved.
Thus, it is enough to prove that
where 0 < ǫ(k) → 0 as k → +∞ and (of course) ǫ(k) does not depend on j. If we can prove it then the same estimate holds for the limit functions u 1 , ..., u m and we are done.
In the following arguments we use C 1 , C 2 , ... to denote positive constants that do not depend on j, k. By Theorem 3.19 and since ϕ is bounded it suffices to estimate
But we can bound this term by using Lemma 3.5 (for p ≥ 1), Proposition 3.7 (for 0 < p < 1) and the fact that the p-energy of these functions are uniformly bounded:
In the last step the constant C 1 depends on the p-energy of u Then
where the equality means that if one of the two terms is finite then so is the other and they are equal.
Proof. Thanks to Corollary 3.20 the same arguments as in the proof of Theorem 3.16 can be used here.
We can suppose that u j ≤ v j , ∀j. Integrating by parts we get 
Combining them we obtain
The result follows by letting h decrease to −1.
Proof. Let (u j ) be a sequence in E 0 m (Ω) decreasing to u and having uniformly bounded p-energy. Then
We now prove the second statement. We can assume that the sequences have uniformly bounded p-energy. It follows from Theorem 3.15 that
Furthermore since (−u j 0 ) ↑ (−u 0 ) and since all of them are lower semicontinuous, we have lim inf
Thus, it suffices to prove that
But it can be easily seen by integrating by parts thanks to Theorem 3.21. The proof is thus complete.
The measure H m (v) does not charge m-polar sets. We can easily show that for almost every r,
This allows us to restrict ourself to the case {u=v} (−h)H m (v) = 0. From Theorem 3.19, we get
Furthermore, as in the proof of Theorem 3.22, we can prove that
From this we get
The above arguments hold since all terms are finite. This is no longer true if p > 1. Now, letting h ↓ −1 we obtain the result.
Remark 3.25. We proved in the above arguments that
Thanks to the regularization theorem (Theorem 3.1) it also holds for every h ∈ SH − m (Ω).
Proof. See [7, Theorem 4.5].
The variational approach
In this section we use a variational method to solve the equation H m (u) = µ, where µ is a positive Radon measure. We characterize the range of H m (u) when u runs in E p m (Ω). Our results are direct generalizations of the classical case of plurisubharmonic functions (see [2] , [7, 8] ). The variational approach for the complex Monge-Ampère equation was first introduced in [5] .
4.1. The energy functional. We recall some useful results obtained from previous sections. For ϕ ∈ E 1 m (Ω), we define its energy by E(ϕ) = Ω (−ϕ)H m (ϕ).
• If 0 ≥ u j ↓ u and u ∈ E 1 m (Ω), then by Theorem 3.23, we have E(u j ) ↑ E(u).
Then ϕ j ↓ u and sup j E(ϕ j ) ≤ C. In view of (ii), we have u ∈ E 1 m (Ω), and since (−ϕ j ) ↑ (−u), all of them being lower semicontinuous we get, for each fixed k ∈ N,
By monotone convergence Theorem we see that
Proof. Since Ω u j dµ is bounded it suffices to prove that every cluster point is Ω udµ. Without loss of generality we can assume that Ω u j dµ converges. Since the sequence u j is bounded in L 2 (µ), one can apply Banach-Saks theorem to extract a subsequence (still denoted by u j ) such that
Then ψ j ↓ u in Ω. But µ does not charge the m-polar set {(sup k≥j ϕ k ) * > sup k≥j ϕ k }. We thus get ψ j = sup k≥j ϕ k µ-almost everywhere. Therefore, ψ j converges to ϕ µ-almost everywhere hence u = ϕ µ-almost everywhere. This yields
Proof. Suppose that u, u j ∈ E 1 m (Ω) and u j converges to u in L 1 loc (Ω). We are to prove that lim inf j E(u j ) ≥ E(u). For each j ∈ N, the function
from which the result follows. 
where L µ (u) = Ω udµ. We say that F µ is proper (with respect to E) if F µ → +∞ whenever E → +∞. 
Proof. The "if" statement is evident. To prove the "only if", suppose by contradiction that µ ∈ M p and there exists a sequence
For simplicity we can assume that E p (u j ) = 1, ∀j. By Corollary 3.
(Ω) decrease to u, v respectively, then by Lemma 3.5 and Proposition 3.7 we have
) and by Proposition 4.6 there exists C v > 0 such that
It is not clear how to obtain this inequality directly by using Hölder inequality.
Proof. It follows from Lemma 3.5 that Proof. Without loss of generality we can assume that w is bounded. From Choquet's lemma, there exists an increasing sequence
Let x 0 ∈ {P (u) < u}. Since u is continuous, there exists ǫ > 0, r > 0 such that
For each fixed j, by approximating u j | ∂B from above by a sequence of continuous functions on ∂B and by using [9, Theorem 2.10], we can find a function ϕ j ∈ SH m (B) such that ϕ j = u j on ∂B and H m (ϕ j ) = 0 in B. The comparison principle gives us that ϕ j ≥ u j in B. The function ψ j , defined by ψ j = ϕ j in B and
It follows from Theorem 2.10 that H m (ψ j ) ⇀ H m (P (u)). Therefore,
Then for each 0 ≤ k ≤ m,
In particular,
Proof. An easy computation shows that h t is decreasing in t and 0 ≤ h t ≤ −v. For each fixed s < 0 we have
Taking into account Remark 3.25 and Lemma 4.9 we can conclude that
Here, M is a positive constant which depends only on m, v , and Ω v H m (u + v). Equality (4.2) follows from equality (4.1). The proof is thus complete. Proof. If t > 0, P (u + tv) = u + tv. It is easy to see that
To compute the left-derivative observe that
It suffices to apply Lemma 4.10.
4.2.
Resolution. In this section we use the variational formula established above to solve the equation H m (u) = µ in finite energy calsses of Cegrell type, where µ is a positive Radon measure. Our main results represented in the introduction follow from these theorems. The following lemma is important for the sequel. 
From the properness of the functional F µ , we obtain sup j E(ϕ j ) < +∞. It follows that the sequence (ϕ j ) forms a compact subset of E 1 m (Ω). Hence there exists a subsequence (still denoted by (ϕ j )) such that ϕ j converges to ϕ in L 1 loc (Ω). Since F µ is lower semicontinuous we have
We then deduce that ϕ is a minimum point of
We now prove a Dirichlet principle.
. By Lemma 3.5 and Hölder inequality we get
We then easily obtain F µ (ψ) ≥ F µ (ϕ). Now, assume that ϕ minimizes F µ on E 1 m (Ω). Let ψ be a continuous function in E 1 m (Ω) and consider the function g(t) = E(P (ϕ + t.ψ)) + L µ (ϕ + t.ψ), t ∈ R. Since P (ϕ + tψ) ≤ ϕ + tψ, we have that
It follows that g attains its minimum at t = 0, hence g
This coupled with Lemma 4.11 yields
The test function ψ is taken arbitrarily, so it follows that µ = H m (ϕ).
Theorem 4.14. Let µ be a positive Radon measure such that
Proof. The uniqueness follows from the comparison principle.
We prove the existence. Suppose first that µ has compact support K ⋐ Ω, and let h K := h * m,K,Ω denote the m-extremal function of K with respect to Ω. Set
where C is a fixed constant such that
from which the claim follows.
Then, for each ν ∈ M and ϕ ∈ E 1 m (Ω),
From this we infer that
We conclude that M ′ is (non empty) convex and weakly compact in the space of probability measures. It follows from a generalized Radon-Nykodim Theorem [29] that there exists a positive measure ν ∈ M ′ and a positive function f ∈ L 1 (ν) such that µ = f dν + ν s , where ν s is orthogonal to M ′ . Observe also that every measures orthogonal to M ′ is supported in some m-polar set since H m (h L ) ∈ M for each L ⋐ K. We then deduce that ν s ≡ 0 since µ does not charge m-polar sets.
From Lemma 4.2, Lemma 4.8 we see that for each λ ∈ M ′ , the functional F λ is proper and lower semicontinuous. For each j ∈ N set µ j = min(f, j)ν. Then L µj is also continuous on E It remains to treat the case when µ does not have compact support. Let {K j } be an exhaustive sequence of compact subsets of Ω and consider µ j = χ Kj dµ. Let
It suffices to prove that sup j E(u j ) < +∞. Since µ ∈ M 1 , we have
This implies that E(u j ) is uniformly bounded, hence u belongs to E 
Using this lemma we can prove the comparison principle for the classes E Since ϕ k is bounded and vanishes on ∂Ω, by the above arguments we get . It then follows that
where C > 0 does not depend on k. It follows from Theorem 3.19 that H m (ϕ k ) = H m (v) on A k . We thus get
It suffices now to let k → +∞.
Now we prove a decomposition theorem of Cegrell type. The uniqueness can be proved by the same ways as in [8, Lemma 5.14] . Assume that ψ ∈ F m (Ω) solves H m (ψ) = µ. We are to prove that ϕ = ψ. Let (K j ) be an exhaustive sequence of compact subsets of Ω such that h j = h m,Kj,Ω is continuous. For each j, the function ψ j := max(ψ, j.h j ) belongs to E Letting s tend to +∞ and using Corollary 3.14 we get 
This couped with the comparison principle yield ϕ p ≥ v p j + ψ j . Letting p → +∞ we obtain ϕ ≥ v j + ψ j , where v j ∈ F m (Ω) solves H m (v j ) = (1 − d j )H m (ϕ). Since H m (ϕ) does not charge m-polar sets, by monotone convergence theorem the total mass of H m (v j ) goes to 0 as j → +∞. This implies that v j increases to 0 and hence ϕ ≥ ψ. Now, we prove that ϕ ≤ ψ. Let ψ j , t j ∈ E 0 m (Ω) such that H m (w j ) = d j H m (ψ j ) and H m (t j ) = (1 − d j )H m (ψ j ). Since H m (ϕ p ) increases to H m (ϕ), the comparison principle can be applied for ϕ and w j which implies that w j ≥ ϕ. But, applying again the comparison principle for t j + w j and ψ j we get t j + w j ≤ ψ j . Furthermore, the total mass of H m (t j ) can be estimated as follows
