Étude de la dominance dans les CSPs à contraintes de différence by Benhamou, Belaïd & Saïdi, Mohamed,
E´tude de la dominance dans les CSPs a` contraintes de
diffe´rence
Bela¨ıd Benhamou, Mohamed Sa¨ıdi
To cite this version:
Bela¨ıd Benhamou, Mohamed Sa¨ıdi. E´tude de la dominance dans les CSPs a` contraintes de
diffe´rence. Deuxie`mes Journe´es Francophones de Programmation par Contraintes (JFPC06),
2006, Nıˆmes - Ecole des Mines d’Ale`s / France, 2006. <inria-00085783>
HAL Id: inria-00085783
https://hal.inria.fr/inria-00085783
Submitted on 14 Jul 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Actes JFPC 2006
Étude de la dominance dans les CSPs à
contraintes de différence
Belaïd Benhamou Mohamed Réda Saïdi
LSIS UMR CNRS 6168
Centre de Mathématiques et d’Informatique
39, rue Joliot Curie - 13453 Marseille cedex 13, France
{Belaid.Benhamou,saidi}@cmi.univ-mrs.fr
Abstract
La détection dynamique et l’élimination des
valeurs symétriques dans les CSPs quelconques est
en générale une tâche difficile, mais dans le cas des
CSPs à contraintes de différence (NECSPs) , les con-
ditions de symétrie peuvent être simplifiées. Dans
cet article, nous étendons le principe de la symétrie
à la dominance dans le cas des CSPs à contraintes
de différence et nous montrons comment les valeurs
dominées sont détectées et éliminées efficacement à
chaque noeuds de l’arbre de recherche. Nous pro-
posons un algorithme de détection de valeurs dom-
inées de complexité linéaire. Nous avons implémenté
cet algorithme dans un Forward Checking adapté au
cas des CSPs à contraintes de différence. Nous avons
comparé cette méthode à la méthode DSATUR sur
deux classes de problèmes de coloration de graphes
: les aléatoires ainsi que sur des instances issues
du challenge de DIMACS. Les résultats montrent que
notre méthode est en générale la plus performante.
1 Introduction
Le CSP (pour Constraint Satisfaction Problem en anglais)
est un formalisme très utilisé en intelligence artificielle.
Plusieurs méthodes et techniques ont été développées pour
la résolution des CSPs. La recherche avec backtracking et
ses améliorations [10, 15] sont les plus utilisées pour la ré-
solution des CSPs. Les performances de ces méthodes ont
été améliorées de différentes façons grâce à l’exploitation
de techniques d’élimination des symétries [8, 2, 5, 7, 6, 11].
Dans cet article nous étudions le principe de la dom-
inance dans les CSPs à contraintes de différences (nota-
tion NECSPs). Bien qu’ils constituent un cadre restreint
des CSPs quelconques, les NECSPs font partie des classes
de problèmes les plus étudiées par la communauté IA:
Les NECSPs font partie de la classe des problèmes NP-
Complets. En outre, le problème de coloration de graphes
peut être représenté par un NECSP. Or, on sait que ce prob-
lème est NP-complet [9]. Par ailleurs, les applications de
cette famille de problèmes sont nombreuses en intelligence
artificielle, on peut citer l’allocation de registres, la car-
tographie, l’ordonnancement, la planification [1].
La détection dynamique des valeurs symétriques d’un
domaine d’une variable pour un CSP quelconque est en
générale difficile. Une méthode générale de détection des
valeurs symétriques est proposée dans [2], cependant, sa
complexité dans le pire des cas est exponentielle. Dans le
cas de NECSPs certaines valeurs symétriques peuvent être
détectées en un temps linéaire [4].
Nous montrons dans cet article comment la notion de
symétrie est étendue à la dominance dans les NECSPs,
et comment la condition de la symétrie donnée dans [4]
est affaiblie dans le cas où la tentative d’instancier une
variable à une valeur de son domaine durant la recherche,
mène à un échec. Nous donnons une faible condition de
symétrie/dominance. Ce qui nous donne un algorithme per-
formant pour la détection de la dominance et qui détecte
plus de symétries que celles détectées par l’algorithme
défini dans [4].
Le reste de l’article est organisé comme suite : Nous
rappelons dans la section 2, un certain nombre de notions
sur les CSPs. Dans la section 3 nous abordons la notion
de la dominance et nous montrons comment la condition
de la symétrie donnée dans [4] est affaiblie et étendue à
la dominance. Puis nous donnons un algorithme efficace
pour la détection de la dominance dans les NECSPs. Nous
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montrons dans la section 4 comment la dominance est ex-
ploitée dans un Forward Checking Simplifié (SFC). Dans
la section 5 nous évaluons et comparons les performances
de notre méthode à l’aide d’expérimentations sur des prob-
lèmes de coloration de graphes. La section 7 conclut ce
travail.
2 Le formalisme CSP
Un CSP est quadruple P = (X, D, C, R) où : X =
{X1, ..., Xn} est un ensemble de n variables; D =
{D1, ..., Dn} est l’ensemble des domaines associés aux
variables, Di inclut l’ensemble des valeurs possibles pour
la variable Xi; C = {C1, ..., Cm} est l’ensemble de m
contraintes reliant deux ou plusieurs variables. Une con-
trainte binaire est une contrainte qui relie exactement deux
variables; R = {R1, ..., Rm} est l’ensemble des relations
correspondant aux contraintes de C, Ri représente la liste
des tuples permis par la contrainte Ci. Nous nous in-
téressons qu’aux CSPs qui font intervenir des contraintes
binaires. Un CSP binaire P peut être représenté par un
graphe de contraintes G(X, E) où l’ensemble des som-
metsX est l’ensemble des variables du CSP et chaque arête
E connecte deux variables reliées par la même contrainte
Ci ∈ C.
Une contrainte binaire est appelée contrainte de dif-
férence (Not-Equal constraint en anglais), si elle force les
deux variables Xi et Xj à prendre des valeurs différentes
(notée Xi 6= Xj). Un CSP à contraintes de différence
(NECSP) est un CSP dans lequel toutes les contraintes sont
des contrainte de différence. Dans la suite, quand il n’y a
pas de confusion, nous mentionnerons CSPs pour designer
NECSPs.
Une instanciation I = (a1, a2, ..., an) est l’affectation
des variables {X1 = a1, X2 = a2, . . . , Xn = an} où
chaque variable Xi est affectée à une valeur ai de son do-
maine Di. Une contrainte Ci ∈ C est satisfaite par I si la
projection de I sur les variables reliées dans Ci est un tu-
ple de Ri. L’instanciation I est consistante si elle satisfait
toutes les contraintes de C, donc I est une solution du CSP.
Une instanciation d’un sous ensemble de variables est ap-
pelée instanciation partielle. Une instanciation est totale si
elle est définie sur toutes les variables du CSP. Étant donné
un CSP, on peut s’intéresser à savoir si le CSP admet au
moins une solution (décider de la consistance du CSP), ou
à énumérer toutes ses solutions.
Exemple 2.1 Soit le NECSP dont le graphe de contraintes
est donné dans la figure 1. Les variables du CSP sont les
sommets X1, ..., X5 et les domaines sont inclus dans des
patates. Chaque arête du graphe de contraintes connec-
tant deux sommets Xi et Xj , exprime une contrainte de




































































Figure 1: Le graphe de contraintes du NECSP
3 La dominance dans les NECSPs
Les valeurs symétriques d’une variable d’un CSP sont les
valeurs qui ont la même pertinence sémantique à participer
aux solutions du CSP. Cependant, les valeurs d’un domaine
n’ont pas toutes la même pertinence sémantique. Certaines
valeurs peuvent avoir probablement plus de chance à par-
ticiper dans des solutions que d’autres. Les valeurs du pre-
mier groupe dominent les valeurs du second. Il est impor-
tant de détecter les valeurs dominantes afin de les consid-
érer en priorité dans l’ordre des affectations. Ce qui perme-
ttrait en théorie de réduire l’espace de recherche. Freuder
dans [8] introduit la notion de la Substituabilité comme une
Interchangeabilité faible. Dans le même esprit, la notion
de faible symétrie appelée Dominance a été introduite dans
[3].
3.0.1 Le principe de la Dominance
Définition 3.1 [Dominance Sémantique] Une valeur ai
domine une autre valeur bi pour une variable CSP Xi ∈ X
(notation ai º bi) si et seulement si [Il existe une solution
du CSP qui assigne la valeur bi à la variable Xi ⇒ il existe
une solution du CSP qui assigne la valeur ai à Xi].
La valeur bi participe dans une solution si la valeur ai
participe à une solution; sinon elle n’y participe pas. La
valeur bi peut être alors supprimée de Di sans affecter la
consistance du CSP.
Proposition 3.1 Si ai º bi et ai ne participe à aucune
solution du CSP P , alors bi ne participe à aucune solution
de P .
Preuve 1 La preuve est une conséquence directe de la déf-
inition 3.1
La proposition 3.1 nous permet de supprimer les valeurs
dominées bi ∈ Di sans affecter la consistance du CSP, s’il a
été montré que la valeur dominante ai ne participe à aucune
solution, sans affecter l’ensemble des solutions du CSP.
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La dominance peut être généraliser aux valeurs de dif-
férentes variables, mais ici on restreint l’étude à des valeurs
d’un même domaine.
Remarque 3.1 Les valeurs symétriques d’un domaine
sont les valeurs qui se dominent mutuellement deux à deux.
Deux valeurs valeurs ai ∈ Di et bi ∈ Di sont symétriques
ssi ai º bi et bi º ai. Donc, ai participe à une solution du
CSP ssi bi participe à une solution du CSP.
3.1 Une condition suffisante pour la dominance
Un algorithme de détection de la symétrie dans les CSPs
quelconques est proposé dans [2]. Sa complexité dans le
pire des cas est exponentielle. Il est montré dans [4] com-
ment la condition de symétrie peut être simplifiée dans le
cas des NECSPs et comment les valeurs symétriques peu-
vent être éliminées efficacement avec un algorithme simple
de complexité linéaire par rapport à la taille du problème.
Ce résultat est basé sur la propriété suivante :
Théorème 3.1 Soit ai et bi deux valeurs d’un domaine Di
d’un CSP à contraintes de différence P . Si ai et bi ap-
paraissent dans les mêmes domaines des variables non in-
stanciées, alors les deux valeurs sont symétriques.
Preuve 2 Voir [4].
C’est une très simple propriété mais très pratique pour
la détection et l’élimination des valeurs symétriques d’un
même domaine. En utilisant cette propriété , nous pouvons
déduire que les valeurs a et b du domaine de la variable
CSP X1 illustrée dans la Figure 1 sont symétriques. En
effet, elles apparaissent toutes les deux dans les domaines
de X2, X3, X4 et n’apparaissent pas dans le domaine de
X5. Par un raisonnement similaire, on peut déduire que
les valeurs a et b des domaines des variables X2, X3 et X4
sont symétriques.
Nous donnons maintenant une condition suffisante pour
la dominance qui représente la principale contribution de
ce travail.
Théorème 3.2 Soient ai et bi deux valeurs du domaine
Di correspondant à la variable Xi du CSP à contraintes
de différence P , I une instanciation partielle de P , et Y
l’ensemble des variables non instanciées de P . Si les deux
conditions suivantes:
1. ai ∈ Dj ⇒ bi ∈ Dj , pour tout Xj ∈ Y tel que Xj a
une contrainte avec Xi;
2. ai ∈ Dj ⇔ bi ∈ Dj pour chaque variable Xj de Y
qui n’a pas de contraintes avec Xi.
sont vérifiées, alors ai domine bi dans P .
Preuve 3 Nous avons à prouver sous les conditions (1) et
(2) que si bi participe à une solution, alors ai participe à
une solution aussi.
Dans ce qui suit, on suppose que si une variable Xi
est instanciée à une valeur di de son domaine Di, alors
on supprime des domaines des variables voisines à cette
variable (variables partageant une contrainte avec Xi) les
valeurs incompatibles avec l’instanciation Xi = di.
Soit IXi=bi une solution du CSP P où la variable Xi
est instanciée à bi, nous avons à montrer l’existence d’une
solution où la variable Xi est instanciée à ai. Soit P ′ le
CSP obtenu à partir de P en supprimant la valeur bi des
domaines des variables ayant une contrainte avec Xi et
où la valeur ai n’apparaît pas. Cette opération ne produit
pas de domaines vides, puisque IXi=bi est une solution du
CSP P . Ce qui veut dire que tous les domaines qui seront
réduits contiennent au moins deux valeurs avant la sup-
pression de la valeur bi. Le CSP P ′ est un sous-CSP de
P , il a le même ensemble de variables, le même ensemble
de contraintes, mais les domaines réduits deviennent des
sous-ensembles des domaines de départ à partir des quels
ils résultent. Le CSP P ′ "est plus contraint" que P . Ce
qui signifie que, chaque solution de P ′ est une solution de
P . Rappelons que, par hypothèse, les conditions (1) et (2)
sont vérifiées dans P , ce qui nous donne que les valeurs ai
et bi deviennent symétriques dans le CSP P ′. Les condi-
tions du théorème 3.1 sont alors vérifiées, et donc la valeur
ai participe à une solution de P ′ ssi la valeur bi participe
à une solution de P ′. Par ailleurs, le CSP PXi=bi obtenu à
partir de P en considérant l’affectation Xi = bi est iden-
tique au CSPP ′Xi=bi obtenu à partir deP
′ en considérant
l’affectation Xi = bi. Nous en déduisons que IXi=bi est
une solution deP ′, et qu’il existe une solution I ′Xi=ai deP
′
où Xi est instanciée à ai, puisque ai et bi sont symétriques
dans P ′. Comme le CSP P ′ est plus contraint que le CSP
P , alors I ′Xi=ai est une solution de P . Nous avons prouvé
l’existence d’une solution où ai est affectée à Xi, donc ai
domine bi dans P .(CQFD)
Remarque 3.2 Ce théorème est vrai pour tout NECSP
dont aucune variable n’est instanciée. Cependant, comme
indiquée au début de la preuve précédente, lorsque cer-
taines variables du NECSP sont déjà instanciées, il faut au
préalable supprimer toutes les valeurs des domaines des
variables voisines à celles ci, qui sont incompatibles avec
l’instanciation partielle.
Exemple 3.1 Dans le domaine de la variable X3 de la
Figure 1, la valeur a domine la valeur c.
3.2 Affaiblissement de la condition de domi-
nance
Avant d’introduire la condition affaiblie, on définit la no-
tion d’arbre d’affectation et d’arbre d’échec correspondant
Étude de la dominance dans les CSPs à contraintes de différence 65
à une méthode de recherche énumérative utilisée pour la
preuve de consistance du CSP considéré.
Définition 3.2 On appelle "arbre d’affectation" d’un CSP
P correspondant à une méthode de recherche et un or-
dre d’instanciation des variables, un arbre qui regroupe
l’historique de toutes les affectations de variables effec-
tuées durant la preuve de consistance du CSP, où tous
les noeuds représentent les variables du CSP et où les
arêtes partant d’un noeud Xi sont étiquetées par les dif-
férentes valeurs utilisées pour instancier la variable corre-
spondante Xi.
La racine de l’arbre est la première variable dans l’ordre
d’instanciation. Dans cet article, la méthode de résolution
considérée est le Forward Checking [10]. On considère
uniquement les arbres d’affectations correspondant à cette
méthode.
Dans un arbre d’affectation d’un CSP, un chemin reliant
la racine de cet arbre à un noeud définit une instanciation
partielle du CSP. Les variables de l’instanciation partielle
sont les noeuds de ce chemin. Le dernier noeud du chemin
correspond à la dernière variable instanciée ou à une
variable ayant un domaine vide.
Nous associons à chaque instanciation partielle, corre-
spondant à un chemin dans l’arbre d’affectation, un arbre
d’échec définit comme suite :
Définition 3.3 Soit T un arbre d’affectation d’un CSP P ,
I = (a1, a2, ..., ai) une instanciation partielle inconsis-
tante des variables X1,X2,...,Xi correspondant au chemin
{X1,X2, ...,Xi} dans T . On appelle arbre d’échec d’une
instanciation I , le sous-arbre de T noté TI=(a1,a2,...,ai) tel
que:
1. La racine de l’arbre T et la racine du sous-arbre
TI=(a1,a2,...,ai) sont reliées par le chemin correspon-
dant à l’instanciation I;
2. Toutes les variables CSP correspondant aux feuilles
de TI=(a1,a2,...,ai) ont des domaines vides.
Exemple 3.2 Considérons le CSP de la Figure 1
et appliquons l’algorithme Forward Checking par
rapport à l’ordre d’instanciation des variables
{X1,X2, X3,X4,X5}. La Figure 2 illustre l’arbre
d’affectation du CSP. Si nous prenons l’instanciation
partielle I = (b, a) qui assigne X1 à la valeur b et X2 la
valeur a, alors l’arbre d’échec TI=(b,a) de l’instanciation
I est donnée dans la Figure 2 (partie entourée).
Nous pouvons maintenant donner la condition affaiblie
pour la dominance. L’idée est d’affaiblir la condition de
dominance du théorème 3.2 quand une instanciation par-
tielle inconsistante est générée durant la recherche. C’est à
ee e
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Figure 2: Arbre d’affectation T et arbre d’échec TI=(b,a)
dire, la condition du théorème 3.2 est restreinte aux seules
variables impliquées dans l’arbre d’échec parmi toutes les
variables non instanciées.
Théorème 3.3 Soient P(X, D, C, R) un CSP, ai ∈ Di
et bi ∈ Di deux valeurs du domaine Di de la
variable courante Xi en cours d’instanciation, I0 =
(a1, ..., ai−1) une instanciation partielle des i − 1
variables instanciées avant Xi telle que l’extension
I = I0
⋃
{ai} = (a1, ..., ai−1, ai) est inconsis-
tante, TI=(a1,...,ai−1,ai) est l’arbre d’échec de I et
V ar(TI=(a1,...,ai−1,ai)) l’ensemble des variables corre-
spondant aux noeuds de TI=(a1,...,ai−1,ai). Si les deux con-
ditions suivantes :
1. bi ∈ Dj ⇒ ai ∈ Dj , pour tout Xj ∈
V ar(TI=(a1,...,ai−1,ai)) tel que Xj a une contrainte
avec Xi.
2. ai ∈ Dj ⇔ bj ∈ Di pour toute autre variable Xj
de V ar(TI=(a1,...,ai−1,ai)) qui n’a pas de contraintes
avec Xi
sont vérifiées, alors l’extension J = I0
⋃
{bi} =
(a1, ..., ai−1, bi) est inconsistante.
Preuve 4 Soit P ′(X ′, D′, C ′, R′) un sous-CSP du CSP
P(X, D, C, R) tel que X ′ = V ar(TI=(a1,...,ai−1,ai)) ∪Xi
et D′ ⊆ D, C ′ ⊆ C et R′ ⊆ R sont les restrictions de D,C
et R aux variables de X ′. Par hypothèse, TI=(a1,...,ai−1,ai)
est un arbre d’échec de I dans P . Ce qui implique que
l’affectation de Xi à la valeur ai mène à un échec dans
P ′. En d’autres mots, ai ne participe pas à aucune so-
lution de P ′. Par hypothèse, les valeurs ai et bi vérifient
les conditions du théorème 3.2 quand on se restreint aux
variables de V ar(TI=(a1,...,ai−1,ai)). Ce qui signifie que
ai domine bi dans le CSP P ′. Par application de la propo-
sition 3.1, on déduit que la valeur bi ne participe à aucune
solution de P ′. Ceci implique que l’instanciation partielle
J = I0
⋃
{bi} = (a1, ..., ai−1, bi) est inconsistante dans
P . (CQFD)
66 Actes JFPC’06
Cette dernière propriété est un affaiblissement de la con-
dition de la dominance 3.2 quand l’instanciation partielle
courante mène à un échec. Le cas d’instanciations par-
tielles inconsistantes est très important, car il nous per-
met d’élaguer l’arbre de preuve de la consistance du CSP
comme le stipule la Proposition 3.1.
Certaines dominances non capturées par le Théorème
3.2 peuvent l’être grâce à cette condition affaiblie. Consid-
érons par exemple le CSP de la Figure 1. Si nous prenons
l’instanciation partielle I = (b, a) des variables X1 et
X2. On suppose que X2 est la variable courante, alors
les deux valeurs a et c du domaine de X2 se dominent
mutuellement (symétriques) par application du Théorème
3.3, alors qu’elles ne sont pas symétriques par applica-
tion des théorèmes 3.1 et 3.2. La branche correspondant à
l’affectation X2 à c ne sera pas explorée dans l’arbre de la
preuve de consistance grâce au Théorème 3.3. Ceci définit
donc, des coupures de dominance que nous exploitons dans
la section 4 pour réduire l’arbre de recherche de consis-
tance du CSP.
3.3 Détection de la Dominance
Maintenant nous abordons le problème de la détection de
la dominance. La détection de la dominance est basée sur
la condition du théorème 3.3. L’algorithme présenté dans
la Figure 3 calcule les valeurs dominées par une valeur
ai d’un domaine Di donné par application des conditions
du théorème 3.3. Ces valeurs forment une classe de
dominance de ai que nous notons Cl(ai).
procedure weak_dominance(ai ∈ Di,V ar(TI=(a1,...,ai))
, var Cl(ai):classe);
input: une valeur ai ∈ Di, un ensemble de variables
V ar(TI=(a1,...,ai))
Output: la classe Cl(ai) des valeurs dominées par ai.
begin
Cl(ai):={ai}
for each di ∈ Di-{ai} do
for each domaine Dk des variables de
V ar(TI=(a1,...,ai))
if (cik ∈ C and (ai ∈ Dk ⇒ di ∈ Dk))
or
(cik 6∈ C and(ai ∈ Dk ⇔di ∈ Dk))
then Cl(ai):=Cl(ai)∪{di}
end
Figure 3: L’algorithme de détection de la dominance dans
les NECSPs
Complexité: Soient n le nombre de variables du NECSP,
et d la taille du plus grand domaine. Il est facile de voir que
l’algorithme de la Figure 3 peut exécuter au plus d fois la
première boucle et au plus n fois la seconde boucle. Donc,
il calcule la classe Cl(di) des valeurs dominées par ai avec
une complexité O(nd) dans le pire des cas. En théorie,
cet algorithme a la même complexité dans le pire des cas
que l’algorithme décrit dans [4]. Cependant, cet algo-
rithme détecte un plus grand nombre de symétries, puisque
les symétries déjà détectées par l’ancien algorithme ne
représente qu’une partie de celles-ci. De plus, notre algo-
rithme détecte la dominance.
4 Exploitation de la dominance dans les
NECSPs
Maintenant, nous montrons comment la propriété de la
dominance donnée dans le Théorème 3.3 est exploitée
afin d’améliorer les performances d’un algorithme de type
backtrack utilisée pour la résolution des NECSPs. Cette
propriété peut être exploitée dans toute méthode énuméra-
tive de résolution. Nous avons choisi d’implémenter une
méthode de Forward Checking simplifié (notée SFC) à
laquelle nous ajoutons la propriété de dominance afin d’en
améliorer les performances.
Le principe du Forward Checking [10] est basée sur le
filtrage des domaines des variables non instanciées en ten-
ant compte des valeurs des variables déjà instanciées.
Dans le cas des NECSPs, le filtrage est simplifié. Si la
variable courante Xi est instanciée à la valeur di, le filtrage
consiste à enlever la valeur di des domaines des variables
future (variables non instanciées) ayant une contrainte avec
Xi.
Le Théorème 3.3 nous permet d’élaguer k-1 branches
de l’arbre de recherche s’il y a k valeurs dominées par une
valeur dominante, si cette dernière ne participe à aucune
solution. Si Cl(di) dénote la classe des valeurs du domaine
Di dominées par di, alors nous considérons uniquement la
valeur di, puisque les autres valeurs de Cl(di) sont redon-
dantes.
La Figure 4 illustre la procédure SFC combinées avec
la propriété de la dominance du théorème 3.3 (nota-
tion SFC-weak-dom). Elle permet de tester la con-
sistance d’un NECSP donné. Cependant, elle peut
être adaptée facilement pour le calcul de toutes les so-
lutions non symétriques/non dominées. La structure
future(Xi) représente l’ensemble des variables non in-
stanciées, et next-variable est une fonction qui code




où Degree(Xj) dénote le nombre de variables reliées
à la variable Xj par une contrainte, pour sélectionner
la prochaine variable à instancier. Dans la suite, SFC
dénotera la méthode SFC combinée avec l’heuristique
(DomDeg).
5 Expérimentations
Nous allons évaluer les performances de notre im-
plémentation. Les testes sont faits sur deux classes
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Procedure SFC-weak-dom(D, I, i,var V FT : liste);
input: un ensemble de domaines D,
I = (d1, ..., di) une instanciation partielle des variables
{X1, ..., Xi}; i l’index de la variable courante
et V FT l’ensemble des variables V ar(TI = (d1, ..., di)) de l’arbre
d’échec TI = (d1, ..., di) (au début V FT est vide).
var empty:boolean;
var V FT _tmp:liste;
var V FT _old:liste;
begin




V FT _tmp:=V FT ;
V FT _old:=V FT ;
for each Xj ∈ X , telle que Cij ∈ C, Xj ∈ future(Xi) do





annuler les effets du filtrage;








prendre di+1 ∈ Di+1
Di+1:=Di+1 − di+1
I = [d1, d2, . . . , di, di+1];
V FT _tmp:=V FT ∪ V FT _tmp;
V FT :=V FT _old;
SFC-weak-dom(D, I, i + 1, V FT );
weak_dominance(di+1 ∈ Di+1,V FT ,Cl(di+1));
Di+1:=Di+1 − Cl(di+1);
until Di+1 = ∅
end
V FT :=V FT _tmp;
ajouter(Xi, V FT );
end
end
Figure 4: La méthode SFC combinée avec l’algorithme de
détection des dominances
de problèmes de coloration de graphes : des graphes
aléatoires générer à l’aide d’un programme; des
benchmarks issus du second challenge de DIMACS
(http://dimacs.rutgers.edu/Challenges/).
Le problème de coloration de graphes s’exprime de
manière triviale sous forme d’un NECSP. Nous testerons et
comparons la méthode SFC combinée avec la propriété de
symétrie définit dans [4] (SFC-sym), notre méthode SFC
combinée avec la propriété de la dominance (SFC-weak-
dom) et une version optimisée de la méthode DSATUR
[16]. Les indicateurs de complexité sont le nombre de
noeuds et le temps CPU. Le code source est écrit en C et
compilé sur une machine équipée d’un P4 2.8 GHz - RAM
1 Go.
5.1 Les problèmes de coloration de graphes
aléatoires
Les problèmes sont générés en fixant les paramètres suiv-
ants : n le nombre de sommets (les variables); NbColors
le nombre de couleurs (les valeurs des domaines) et d la
densité du graphe des contraintes.
Pour n, NbColors et d fixés, le nombre de noeuds
NbNodes ainsi que le temps d’exécution Time sont cal-


































Figure 6: Courbes représentant le temps CPU moyen
Les Figures 5 et 6 donnent les performances des méth-
odes DSATUR, SFC-sym et SFC-weak-dom en consid-
érant le nombre des noeuds moyen générés, le temps CPU
moyen (en secondes) sur les problèmes aléatoires où le
nombre de variable est fixé à n = 100 et la densité à
d = 0.9. Nous pouvons voir que la méthode SFC-weak-
dom, génère en moyenne moins de noeuds que DSATUR
et SFC-sym, et passe moins de temps que les deux autres
méthodes pour résoudre les problèmes. Ce qui prouve que
SFC-weak-dom détecte et élimine le plus de symétries.
DSATUR élimine uniquement des symétrie triviales. SFC-
sym détecte plus de symétries que DSATUR mais moins
que SFC-dom-weak. SFC-weak-dom est la seule méthode
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à capturer la dominance, grâce à l’algorithme de la Figure
3. Ces remarques sont aussi confirmées sur les benchmarks
de DIMACS où le gain est plus important.
5.2 Les benchmarks de DIMACS
La Table 1 montrent les résultats des différentes méthodes
sur quelques problèmes de coloration de graphes issus du
challenge DIMACS. On donne le nombre de noeuds ainsi
que le temps CPU pour chaque méthode. Nous cherchons
pour chaque problème le nombre minimal k de couleurs
nécessaires pour la coloration des sommets du graphe
correspondant (le nombre chromatique). Déterminer le
nombre chromatique consiste à trouver une coloration du
graphe avec k couleurs (existence d’une k-coloration du
graphe); et à prouver qu’il n’est pas possible de trouver une
k − 1 coloration du graphe. Le symbole "-" signifie que la
méthode correspondante n’a pas retourné de réponse après
une heure de calcul.
On peut remarquer que seule la méthode SFC-weak-dom
est capable de résoudre le problème "R500.1c". Nous pou-
vons voir que la méthode SFC-dom-weak est en générale
meilleur que DSATUR et SFC-sym, et que SFC-sym est
meilleur que DSATUR sur ces problèmes. DSATUR est le
moins performant puisque qu’il n’a pas résolus 9 des 22
benchmarks proposés.
Pb k DSATUR SFC-SYM SFC-dom-weak
instances
(V − E) N T N T N T
queen8_8 9 1581661 4.3 1368441 6.1 1353680 6.1
(64-728)
queen8_12 12 162 0.0 460 0.0 460 0.0
(96-1368)
myciel5 6 378310 0.6 72966 0.2 21278 0.0
(47-236)
myciel6 7 - - 83157279 556.0 29754513 190.2
(95-755)
le450_5a 5 - - 1408 0.1 1395 0.1
(450-5714)
le450_5b 5 - - 19884 0.6 19763 0.5
(450-5734)
le450_25a 25 425 0.1 450 0.1 450 0.1
(450-8260)
le450_25b 25 425 0.0 450 0.1 450 0.1
(450-8263)
1-FullIns_3 4 37 0.0 51 0.0 50 0.0
(30-100)
1-FullIns_4 5 - - 8885 0.0 1368 0.0
(93-593)
2-FullIns_3 5 156663424 193.6 678 0.0 359 0.0
(52-201)
qg.order30 30 1680 0.2 1169 0.2 1162 0.2
(900-26100)
qg.order40 40 - - 12089785 302.0 10814593 266.6
(1600-62400)
school.1 14 371 0.2 568 0.4 555 0.4
(385-19095)
school_nsh 14 338 0.2 352 0.4 352 0.4
(352-14612)
wap05a 50 855 1.3 905 1.4 905 1.4
(905-43081)
mug88_25 4 - - 22643 0.0 1631 0.0
(88-146)
mug100_25 4 - - 99917 0.2 515 0.0
(100-166)
ash608 4 10242 0.5 1742 0.5 1707 0.5
(1216-7844)
ash958 4 - - 10252 2.2 7167 1.6
(1916-12506)
R125.5 36 1357573 9.1 55952 0.4 1051 0.0
(125-3838)
R500.1c 84 - - - - 28044984 3096.0
(500-121275)
Table 1: Les benchmarks de DIMACS
6 Liens avec d’autres travaux
• La méthode Arbre de Groupes d’Équivalence (noté
GE-tree) [14] élimine toutes les symétries de valeurs
à chaque noeud de l’arbre de recherche d’un CSP
quelconque. Cette méthode peut, éventuellement,
être utilisée pour éliminer les symétries de valeurs
dans les NECSPs durant la recherche, mais elle peut
être coûteuse, car sa complexité théorique dans le
pire des cas à chaque noeud de l’arbre est proche de
O(n4d4). Alors que notre méthode permet de détecter
les classes de symétries d’un domaine en O(nd2) et
détecte la dominance qui n’est pas considérée par la
méthode GE-tree.
• Récemment dans [13, 12], Puget a étudié les symétries
de variables liées par une contrainte global Alldiff.
Cette contrainte est un cas particulier de NECSPs,
puisque la contrainte Alldiff peut être exprimée par un
NECSP dont le graphe des contraintes est complet.
La technique d’élimination de symétries utilisée dans
ce travail est statique, elle consiste à ajouter un nom-
bre linéaire de contraintes au problème afin de casser
toutes les symétries de variables de ce dernier. Notre
approche est dynamique et s’applique à une classe
plus large de problèmes (les NECSPs). Par ailleurs,
notre méthode peut être combinée avec celle de Puget.
Il serait donc intéressant d’étudier les conséquences
de cette association.
7 Conclusion
Dans ce papier, nous avons étendu le principe de la
symétrie à la dominance et nous avons donné une nouvelle
condition, plus faible valable pour la symétrie et la dom-
inance dans le cas des CSPs à contraintes de différence,
quand une instanciation partielle inconsistante est générée.
L’algorithme basé sur cette condition est plus efficace, dé-
tecte la dominance et plus de symétries. Nous avons don-
née un exemple d’implémentation de cet algorithme avec
une version simplifié du Forward Checking. Les expéri-
mentations sur des problèmes de coloration de graphes
montrent que l’étude de la dominance est d’un grand ap-
port dans la résolution des NECSPs.
Ce travail soulève plusieurs points à discuter qui pour-
ront être développés dans le futur. Certains points nous
semblent particulièrement intéressants : le premier con-
siste à combiner certaines méthodes de décomposition de
CSP avec notre méthode afin d’améliorer les performances
dans le cas des CSPs à contraintes de différence. Un autre
point à voir est d’ étendre le principe de la dominance aux
valeurs de différentes variables, puis étendre nos résultats
à d’autres CSPs plus généraux.
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