Abstract. Using a quantitative version of the subdifferential characterization of directionally Lipschitz functions, we study the integrability of subdifferentials of such functions over arbitrary Banach space.
Introduction and preliminaries
The integration of subdifferentials concerns the problem of whether or not the condition that the subdifferential of g contains the subdifferential of f implies that g and f differ by a constant. The famous Rockafellar's integration result [9] states that the inclusion ∂f (x) ⊂ ∂g(x), for all x ∈ X, implies that g and f are equal up to a constant whenever f, g : X → R ∪ {+∞} are lower semicontinuous, proper, convex functions and X is a Banach space. The result is established also for some classes of locally Lipschitz functions (see [1, 2, 4, 5] ). An extension outside the convex and locally Lipschitz case is made by Poliquin [8] who showed that the integration result holds in a finite-dimensional setting for the functions f and g that are primal lower nice. Later, Thibault and Zagrodny [11] extended the result of Poliquin to the class of convexly subdifferentially similar functions defined on a Banach space. This class includes primal lower nice functions defined on a Hilbert space, as well as the differences of convex functions. We also refer to Ivanov and Zlateva [6] for the class of semi-convex functions. New insight on the subject can be found in [12] , where a more general inclusion of subdifferentials is investigated.
None of the papers mentioned above deal with the case of directionally Lipschitz functions. The aim of the present paper is to study the integrability properties of directionally Lipschitz functions in order to find a natural extension of integrability results already established for Lipschitz functions. For the case of bivariate functions we refer to the paper of Thibault and Zlateva [13] .
We begin by giving some necessary definitions and preliminaries. Further, we prove results concerning the subdifferential characterization of directionally Lipschitz property of a given function. We finish by establishing the local integrability of subdifferentials of strictly directionally Lipschitz regular functions, continuous on their domains (Theorem 3.3).
Throughout the paper X is a real Banach space with open unit ball B and topological dual X * . For a function g : X → R ∪ {+∞} we denote its effective domain by dom g := {x ∈ X : g(x) < +∞}.
We will consider a general subdifferential operator ∂ that associates with each function g : X → R ∪ {+∞} and with each point x ∈ X a subset ∂g(x) of X * , that we will call a subdifferential of g at x, and for which the following properties hold:
Property 2. ∂g(x) = ∂f (x) whenever g and f coincide on a neighbourhood of x.
Property 3. ∂g(x)
is equal to the subdifferential in the sense of convex analysis whenever g is convex.
Property 4. For g lower semicontinuous near x and f convex and continuous on a neighbourhood of x, whenever x ∈ dom(f + g) is a local minimum point of f + g,
where lim sup denotes the weak star sequential limit superior and y → g x means that y → x and g(y) → g(x).
Let us recall that all usual subdifferentials or presubdifferentials (see [11] ) over appropriate Banach spaces are subdifferentials in the sense above. One of the most important subdifferentials is the well-known Clarke subdifferential. Supposing that g is lower semicontinuous (in order to simplify), the Clarke subdifferential ∂ c g(x) (see [10] and [3] ) is equal to the set of all
Recall that the lower semicontinuous function g : X → R ∪ {+∞} is said to be directionally Lipschitz at x 0 ∈ dom g with respect to a vector h 0 ∈ X (see [10] ), if there exist constants K ∈ R, ε > 0, δ > 0 such that
It is clear that g is Lipschitz around x 0 exactly when it is directionally Lipschitz at x 0 with respect to h 0 = 0. Also, it is easy to see that in the case when the lower semicontinuous function g considered in the definition above is convex, or continuous relative to its domain (i.e. for any x 0 ∈ dom g and any γ > 0 there exists η > 0 such that |g(x) − g(x 0 )| ≤ γ for all x ∈ dom g ∩ (x 0 + ηB)), then (1.1) is equivalent to the existence of constants K ∈ R, ε > 0, δ > 0 such that
The lower semicontinuous function g : X → R ∪ {+∞} is said to be (see [7] ) strictly directionally Lipschitz at x 0 ∈ dom g with respect to h 0 ∈ X if it is directionally Lipschitz at x 0 with respect to h 0 with some constants K, ε, δ satisfying (1.1) and, moreover,
g is locally Lipschitz on any set x+]0, ε](h 0 + δB),
If the lower semicontinuous function g in the latter definition is also supposed to be continuous relative to its domain, or convex, then (1.3) can be replaced by
Let us also recall that the lower semicontinuous function g : X → R ∪ {+∞} is said to be regular at
any h ∈ X, and it is said to be regular if it is regular at any point of its domain. We wish to recall the Mean Value Theorem, established by Zagrodny in [15] (see also [11] ), as it will be essentially used in what follows:
Subdifferential properties of directionally Lipschitz functions
In this section we study how the directionally Lipschitz property of the function refers to the properties of its subdifferential. Work in this direction with the Clarke subdifferential is that of Treiman [14] , which is strongly based on the technique of Bishop and Phelps and on the result (see [14] ) stating that lim inf
S y→x

K(S; y) ⊂ T (S; x)
(here K(S; .) and T (S; .) denote respectively the Bouligand contingent cone and the Clarke tangent cone of a closed subset S ⊂ X). Our results are given in terms of arbitrary subdifferential, and their proofs are merely based on the Mean Value Theorem. They may also be considered as a quantitative version of [14] , Theorem 6. This quantitative version will be needed further to establish Lemma 3.1 that is a key step in our development.
In all the sequel ∂ stands for any subdifferential operator such that the corresponding subdifferential is included in the Clarke subdifferential, i.e., ∂g(x) ⊂ ∂ c g(x) for any function g : X → R ∪ {+∞} and any x ∈ X. Lemma 2.1. Assume that the lower semicontinuous function g : X → R∪{+∞} is directionally Lipschitz at x 0 with respect to h 0 with constants K, ε, δ satisfying (1.1) (resp. (1.2)). Then
(2.6)
Proof. Let g : X → R ∪ {+∞} be directionally Lipschitz at x 0 with respect to h 0 with constants K, ε, δ satisfying (1.2) (resp. (1.1)). Then the condition (1.2) (resp. (1.1)) obviously implies
we have
We proceed to show the reverse implication, i.e., that (2.6) yields the property (1.2). As can be seen below, that case is more simple than the one establishing that (2.5) ensures the property (1.1). So, we made the choice of separating the two proofs. Apply the Mean Value Theorem of Zagrodny to estimate
. Then for n large enough,
Hence, x n ∈ x 0 + δB and we can use (2.6) to get
This implies because of (2.7), r − g(x) ≤ tK, which yields, on one hand, that g(x + th) is finite (i.e. x + th ∈ dom g) and, on the other hand, that
Observe that the inequality also holds for h = 0, in the case when 0 ∈ h 0 + δ 0 B since K ≥ 0 in that case because of (2.6). Therefore, the property (1.2) holds for g at x 0 with respect to h 0 with K, ε 0 , δ 0 as above. 
Then, for n large enough,
and for n large enough
Then Mean Value Theorem of Zagrodny and in particular (iii) ensures that
We rewrite the left-hand side
from where
Hence, for sufficiently large n we have
Obviously, for n large enough, the points x n ∈ x 0 + δB and hence by (2.8) we also have that g(
In both cases one has for n large enough, x n ∈ x 0 + δB and |g(x n ) − g(x 0 )| ≤ ε, then by (2.5) one has x * n , h ≤ K. So, by (2.9) r − g(x) ≤ tK, i.e., t(K + µ) ≤ tK, and the latter yields µ ≤ 0, which is a contradiction, since µ > 0. We conclude that g(x + th) ≤ g(x) + tK, and further, if 0 ∈ h 0 + δ B, the inequality still holds for h = 0 because, according to (2.5), K ≥ 0 in that case. The proof is then complete.
Local integrability
In this section we use the results proved in the previous one to establish the local integrability of any subdifferential of a class of directionally Lipschitz functions.
We begin by showing how property (1.2) is implied by inclusion of subdifferentials for lower semicontinuous functions. Proof. Suppose that g satisfies (1.2) with constants K, ε, δ. By Lemma 2.1, for any x ∈ dom g ∩ (x 0 + δB) and any x * ∈ ∂g(x) we have x * , h 0 + δ x * ≤ K. Because of the assumption ∂f (x) ⊂ ∂g(x) for any x ∈ x 0 + δB, that inequality holds in particular for all x ∈ dom ∂f ∩ (x 0 + δB) and x * ∈ ∂f (x). Fix any δ 0 > 0 and ε 0 > 0 such that
The proof is then complete.
We will also need the following second lemma of general interest. It concerns the graphical density of the domain of any subdifferential in the sense of the first section. Proof. Fix a ∈ dom f and ε > 0. Choose by the lower semicontinuity of f some positive number r < ε such that f (x) > f(a) − ε for all x ∈ a + rB. If for any b ∈ a + rB one has f (b) ≥ f (a), then a is a local minimum point of f and by Property 4 we have that 0 ∈ lim sup
i.e., there exist x n ∈ dom ∂f such that x n − −−− → ∂f (x n ) = ∅, and such that conclusion (iii) of that theorem holds. The latter gives lim n→∞ f (x n ) = f (c) ≤ f (a). We deduce the existence of some N such that x n − a < r < ε and |f (x n ) − f (a)| < ε for all n ≥ N , and hence the proof is complete.
We establish now the integrability result. Indeed, for x ∈ x 0 + βB we may set h x := x 0 −x ε 0 + h 0 and since
Now, fix arbitrary v ∈ dom f ∩ (x 0 + βB) which is a non-empty set by assumption. As the set dom ∂f is f -graphically dense in dom f by Lemma 3.2, we obtain a sequence
we see that for sufficiently large n (for example n ≥ N 1 ) we have (3.12) x n − x 0 < β.
. Recall that for n ≥ N 1 we have x n ∈ (x 0 +βB)∩dom g and observe also, by what precedes, that h x n ∈ h 0 + δ 2 B. So, by the definition of strictly directionally Lipschitz property of g and by (3.11) it follows that g is locally Lipschitz and regular on C n . From Lemma 3.1 it is clear that dom
Hence we have proved that f (v) = g(v) + c, ∀v ∈ dom f ∩ (x 0 + βB), and at the same time we obtain via that equality dom f ∩ (x 0 + βB) ⊂ dom g ∩ (x 0 + βB).
To finish the proof, it remains only to establish the opposite inclusion of the domains. Take arbitrary u ∈ dom g ∩ (x 0 + βB) and set C := u+]0, ε 0 ](h u + δ 2 B). Note that for any x ∈ dom f ∩ (x 0 + βB) = ∅, the point x + ε 0 h x ∈ dom f by Lemma 3.1 and, moreover, (3.15) x + ε 0 h x = x 0 + ε 0 h 0 = u + ε 0 h u .
This ensures that dom f ∩ C = ∅. The assumptions of [12] , Theorem 4.1 hold for f , g and C, and we apply it to conclude that
The constant is still c = f (x 0 + ε 0 h 0 ) − g(x 0 + ε 0 h 0 ) because by (3.15) one has x 0 + ε 0 h 0 ∈ C. Observe that for any t ∈]0, ε 0 ] the points u + th u ∈ C ⊂ dom g, where the last inclusion holds because of (1.2). Using the lower semicontinuity of f at u, and the continuity of g with respect to its domain, we obtain that Note that the continuity assumption of the restriction of g on V ∩ dom g (where V is some neighbourhood of x 0 ) is crucial. It suffices to consider the function g from R into R with g(x) = 0 if x ≥ 0 and g(x) = 1 if x < 0 and the function f from R into R with f (x) = 0 if x ≥ 0 and f (x) = 2 if x < 0. We have ∂f (x) ⊂ ∂g(x) for all x ∈ R but the functions f and g are not equal near 0 up to a constant.
In the same way, it is easily seen that the lower semicontinuity assumption of f is also essential.
