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Развитие технологии интеллектуального анали
за данных (ИАД) вызвано рядом объективных фак
торов. Главные из них: накопление большого коли
чества данных в различных предметных областях и
скорость накопления информации намного превы
сила скорость ее обработки. Только научные
учреждения за один день записывают информации
примерно на 1 терабайт (по данным аналитическо
го отдела американской компании GTE). При этом
наука является не самым большим источником
данных, и существуют огромные базы данных в
сфере коммерции, энергетики, геологии, медици
не, управляющих структурах оргсистем.
На сегодняшний день технология ИАД содер
жит множество различных подходов к обнаруже
нию знаний. Каждый из них имеет свои преимуще
ства и недостатки. При этом выбор конкретного
подхода определяется спецификой предметной
области и организацией данных [1]. Целесообразно
применение ИАД для выявления знаний в боль
шом количестве данных сейсмической разведки
полезных ископаемых.
При обработке результатов в сейсморазведке
для построения прогностических моделей тради
ционно используется аппарат многомерной линей
ной регрессии. Его использование имеет следую
щие сложности и ограничения:
• Ограничение классом линейных зависимостей.
Искомая прогностическая модель сразу пред
полагается линейной. Хотя и возможно исполь
зование нелинейного преобразования незави
симого параметра, эта процедура носит доста
точно произвольный характер, и итоговая мо
дель все равно будет линейно зависеть от преоб
разованных параметров.
• Сложность выделения влияющих параметров.
Изза большого количества динамических пара
метров некоторые из них даже не рассматрива
ются как кандидаты на участие в модели. С дру
гой стороны, в модель, согласно требованиям
классической статистики, включаются только
независимые параметры. Однако, зависимые
параметры, в совокупности, могут также нести
ценную информацию о целевом параметре.
• Зашумленность входной информации. Сейсмо
разведка района проводится в течение несколь
ких лет различными исследовательскими пар
тиями, с использованием различного оборудо
вания и т. п. Поэтому, зачастую в данных раз
ведки встречаются выбросы – резко нетипич
ные значения. Эти выбросы значительно влия
ют на строимые линейные модели.
Аппарат нейронных сетей свободен от перечи
сленных недостатков: нейросети могут аппрокси
мировать любую непрерывную функцию, автома
тически проводят анализ чувствительности влия
ния входных параметров на результат, устойчивы к
шуму в исходных данных.
В качестве основных функциональных требова
ний к интеллектуальным нейросетевым системам
можно выделить:
• совместимость форматов хранения информации с
наиболее распространенными средствами таблич
ной обработки данных (MS Access, MS Excel).
• возможность обработки не только числовой, но
и текстовой информации,
• возможность нормализации исходных обучаю
щих данных различными способами,
• классификация обучающих данных посред
ством обучения нейросети.
• визуализация полученных карт различными
способами.
Выделенные функциональные требования упоря
дочены в соответствии с жизненным циклом процес
са ИАД, что позволяет создать информационную си
стему интеллектуального анализа данных (ИСИАД),
предназначенную для решения задач кластеризации
и классификации разнородной информации. Спосо
бом классификации данных, реализованным в систе
ме, является нейронная сеть Кохонена.
Нейронная сеть Кохонена (самоорганизующая
ся карта Кохонена) решает задачи классификации
многомерных векторов. Достоинством сети, по
сравнению с другими алгоритмами, является лег
кость визуализации и интерпретации полученных
результатов. Обучение сети проходит без учителя,
только на основе выборки входных данных (так на
зываемое неуправляемое обучение).
Различные типы визуализации обученной сети
позволяют легко выявить структуру входной ин
формации: унифицированная матрица расстояний
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Изложена методика нейросетевого анализа данных (data mining). Показано, что применение нейронных сетей Кохонена позво%
ляет эффективно выделять группы связанны данных и определять между ними закономерности. Разработана информационная
система для геофизической предметной области.
отображает кластерную структуру данных, график
компонентов позволяет установить форму зависи
мости входных параметров, плоскость компонен
тов и карта попаданий отражают распределение
входных параметров.
Структурная схема ИСИАД приведена на рис. 1.
Модуль предобработки выполняет создание и
хранение таблицы обучающих данных. Дополни
тельно модуль обеспечивает нормализацию табли
цы обучающих данных. В качестве средства хране
ния была выбрана СУБД MS Access, являющаяся
составной частью модуля.
Функция «Импорт данных» в ИСИАД реализу
ется средствами СУБД. Поэтому важным критери
ем выбора СУБД становится развитость ее средств
обмена данными.
Функция «Создание классификаторов» сопоста
вляет текстовым значениям категориальных (пере
числимых) данных числовой код. После такого со
поставления все атрибуты принимают только чи
словые значения, и данные являются подготовлен
ными для использования в алгоритме обучения.
Нормализация данных осуществляется по ука
занию пользователя, масштабированием значений
каждого параметра в диапазон [0;1]. Нормализуют
ся уже подготовленные данные.
Модуль обучения нейросети реализует итератив
ный алгоритм обучения карты Кохонена.
Функция «Настройка параметров» данного мо
дуля позволяет настроить конфигурацию самой
карты (размеры карты и тип), а также параметры ее
обучения (количество итераций, способ инициали
зации и др.).
Функция «Обучение» непосредственно позво
ляет обучить сеть Кохонена. Для доступности дан
ной функции предварительно должны быть подго
товлены исходные данные.
Расчет качества классификации может быть вы
полнен только после обучения нейросети.
После обучения карты Кохонена дополнитель
но может быть выполнена ее кластеризация алго
ритмом kсредних. Алгоритм kсредних может
применяться непосредственно к исходным дан
ным. Однако, данный алгоритм имеет ряд недо
статков и вычислительно сложен. К тому же, для
классификации новых данных требуется новая
прогонка алгоритма.
Модуль визуализации является одним из важ
нейших модулей, так как анализ полученной карты
строится на различных способах ее графического
отображения.
Данный модуль реализует четыре способа ото
бражения карты Кохонена: унифицированная ма
трица расстояний, карта попаданий, плоскость
значений некоторого компонента, график компо
нентов.
Известия Томского политехнического университета. 2006. Т. 309. № 8
108
Рис. 1. Структурная схема ИСИАД
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Визуализация карты требует дополнительных
промежуточных вычислений. Результаты этих вы
числений сохраняются в базе данных для после
дующего использования.
В качестве исходных данных для тестирования
информационной системы использованы данные
сейсмической разведки. Процесс сейсмической
разведки заключается в проведении последова
тельных взрывов зарядов на местности через опре
деленные расстояния (50, 100 и т. д. метров). После
каждого взрыва, установленные датчики фиксиру
ют параметры взрывной волны, отраженной от гео
логических пластов. Линия, вдоль которой прово
дятся взрывы, называется профилем.
Для построения прогностических моделей кар
ты параметров дискретизируют и используют сетки
параметров – значения параметра в узлах регуляр
ной сетки (шаг сетки – 100 м).
Основной задачей сейсморазведки является
прогнозирование значений параметров, влияющих
на содержание нефти в пластах породы, вдоль кар
ты района. Такими параметрами являются: пори
стость и проницаемость горизонта. Исходными
данными для прогноза являются сетки структур
ных и динамических параметров, соотнесенные с
пробами пластов.
Обработка полученной информации позволяет
выделить различные акустические характеристики
пластов (горизонтов). Причем количество этих па
раметров может быть достигать до 200 и более.
Примеры параметров: время прихода отраженной
от горизонта волны, средняя энергия, амплитуда
волны, фаза и т. д.
Параметры делятся на структурные, относящиеся
к профилю разведываемой поверхности, (время при
хода волны, глубина) и динамические, описывающие
отраженную взрывную волну (амплитуда, энергия).
Значения параметров измеряются вдоль взрыв
ных профилей. Затем проводится интерполяция
параметров между профилями. В итоге получается
карта параметра – графическое изображение ра
спределения значения параметра по равномерной
сетке. Всего, в виде сеток, получены значения 26
параметров. Все они участвовали в обучении ней
росети. Задачей являлось установление зависимо
стей между параметрами и степени их влияния на
целевой параметр пористости.
Пример карты параметра приведен на рис. 2.
Пунктирными линиями на рисунке показаны
профили взрывов. Значения входных параметров
могут быть определены не в каждой точке сетки,
например, изза отсутствия вблизи данной точки
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Рис. 2. Карта параметра «Пористость горизонта b9», b9 – значения сетки
взрывного профиля. Поэтому в исходной таблице
данных содержатся пропущенные значения. Стро
ки, содержащие пропущенные значения, были уда
лены из таблицы (очистка данных). После очистки
осталось 54509 записей.
Перед обучением нейросети процесс подготов
ки данных заключается в присвоении числовых
значений текстовым параметрам и (если задан со
ответствующий параметр нейросети) нормализа
ции полученной таблицы.
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Рис 3. График компонентов для пары (Гл. b9%1, Пор b9%1)
Рис 4. График компонентов для пары (Эн. общ. 22 d, Эн. сред. 10 d)
Для поиска зависимостей между параметрами
используют визуализированные плоскости компо
нентов. Для этого в ИСИАД формируются плоско
сти всех компонентов и осуществляется их пере
группировка, располагающая сходные плоскости
рядом. Такое расположение позволяет легко выде
лить зависимые компоненты входных векторов,
поскольку для них в одинаковых местах карты бу
дут находиться схожие шаблоны карты. Выявлено
четыре группы коррелирующих компонентов.
Установление конкретных форм зависимостей
проводится при помощи графиков компонентов.
На рис. 3 приведен график компонентов для па
ры данных (Глубина b91, Пористость b91).
Анализ рисунка позволяет выявить четкую линей
ную зависимость между этими параметрами. Устано
вление параметров данной зависимости может быть
проведено при помощи любого из статистических ме
тодов. График компонентов для пары (Энергия. об
щая. 22 d, Энергия. средняя. 10 d) приведен на рис. 4.
Между данными параметрами также существует
линейная зависимость. График компонентов для
пары (Общая. абсолютная. амплитуда. b91, Энер
гия. общая. b91) приведен на рис. 5.
Видно, между параметрами энергии и амплиту
ды существует зависимость, близкая к квадратич
ной.
Анализ графиков других пар компонентов по
зволяет установить факты существования между
ними линейных зависимостей. Данная группа па
раметров является сильно коррелирующей между
собой. Поэтому, при построении модели численно
го прогноза в число значимых параметров следует
включать только один из них.
Четвертая группа коррелирующих параметров
интересна тем, что о данной зависимости не было
ничего известно до начала процесса ИАД. На рис. 6
приведен график компонентов для пары (Дискрета
44 IIa, Проницаемость b912 16ob).
Зависимость между компонентами подобна ли
нейной, однако разброс точек от основной линии
достаточно велик. Это говорит о том, что на пара
метр проницаемости влияют также и другие пара
метры, не вошедшие в анализ.
Проведенный анализ не выявил во входной ин
формации кластерной структуры. Это связано с
тем, что все параметры являются численными ха
рактеристиками и имеют непрерывный числовой
диапазон изменения, причем большинство из них
независимо. В связи с этим, нельзя было сравнить
распределение значений компонентов по различ
ным кластерам, сравнить «населенность» класте
ров (используя карту попаданий) и на этой основе
дать описание типичных представителей кластера.
В то же время проведенный интеллектуальный
анализ данных позволил:
• получить наглядное представление о структуре
входной информации.
• выделить группы зависимых компонент и вы
явить тип зависимостей между компонентами.
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Рис 5. График компонентов для пары (Общ. абс. ампл. 22 b9%1, Эн. общ. 22 b9%1)
• сделать вывод об отсутствии кластерной струк
туры входных данных, что обусловлено незави
симостью большей части параметров.
• выделить четыре группы коррелирующих пара
метров, содержащие от двух до восьми компо
нент.
• установить формы зависимостей параметров
внутри групп.
Полученная информация может быть исполь
зована при построении числовых моделей прогно
зирования целевых параметров, либо с помощью
классических статистических методов, либо с по
мощью искусственных нейронных сетей с обрат
ным распространением ошибки, что открывает
большие возможности по интерпретации получен
ных результатов. Определение группы параметров,
коррелирующих с целевой функцией, позволяет
сразу выделить значимые компоненты, которые
должны войти в числовую модель прогноза, и, тем
самым, сократить размерность задачи.
Разработанная информационная система не
привязана к конкретной предметной области. Это
позволяет аналитику применять ее в любой обла
сти, после соответствующей предобработки нако
пленной в ней информации.
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Рис 6. График компонентов для пары (Дискрета 44 IIa, Прониц b9%12 16ob)
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