This paper mainly aims at evaluating capabilities of derivation of ionospheric conductivities using two principal auroral emissions (427.8 and 630 nm). We have evaluated a photometric method of derivation of ionospheric conductivities based on simultaneous observations of a photometer (field of view = ~1.2°), a digital camera, and the EISCAT UHF radar (field of view = ~0.7°) operated at Tromsø, Norway (69.6°N, 19.2°E), for two nights on October 10 and 11, 2002. We have compared height-integrated Pedersen and Hall conductivities with a post-integration time of 10 s derived from EISCAT UHF radar observations and photometer observations with wavelengths of 427.8 and 630.0 nm. Sky images taken with the digital camera are utilized for distinguishing types of auroras in the views of the EISCAT UHF radar and the photometer. In general, a good agreement of temporal variations of the height-integrated Pedersen and Hall conductivities was found between EISCAT and photometer values. In cases of auroral arcs passing by in the field of view, however, differences in derived values between the two methods were found. Possible causes of the differences are discussed. We conclude that (1) the photometric method using 427.8 and 630 nm can capture temporal variations of the conductivities well, but unavoidable underestimations of the Pedersen (about 30-40%) and the Hall (about 50-60%) conductivities are involved, and (2) care is necessary for using photometric observational data when auroral arcs appear in the field of view.
Introduction
The ionized component in the polar upper atmosphere (i.e., ionosphere) couples with both the magnetosphere and the thermosphere/mesosphere. One of the manifestations of the polar upper atmosphere is the three-dimensional (3D) current system: The magnetospheric currents, which occasionally flow along the earth's magnetic field lines into (or out of ) the ionosphere, are connected to ionospheric currents in the ionospheric conducting layer (i.e., E region); consequently, the thermosphere is heated by Joule heating. Furthermore, thermospheric wind is affected by ion motion through collisions between ions and neutrals (i.e., ion drag). Modeling of the physical interaction between the magnetosphere, ionosphere, and thermosphere therefore requires reliable realistic spatial and temporal distributions of the electric field, the energy of particle precipitation, and ionospheric conductivities. In particular, it is of vital importance to obtain the electrical properties of the ionosphere characterized by the Hall and Pedersen conductivities, because they affect the 3D current system, Joule heating, and so on.
Spatial and temporal distributions of the ionospheric electric field in the polar ionosphere can be obtained by using coherent radar systems (SuperDARN) (e.g., Greenwald et al. 1995) . SuperDARN radars can provide the ionospheric electric field with temporal and spatial resolutions of about 2 min and about 45 km (down to Open Access *Correspondence: nozawa@nagoya-u.jp 1 Institute for Space-Earth Environmental Research, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, Japan Full list of author information is available at the end of the article 15 km) over the polar ionosphere, respectively. On the other hand, it is generally difficult to obtain observationally spatial and temporal distributions of the ionospheric conductivities. The European Incoherent Scatter (EIS-CAT) UHF radar (Folkestad et al. 1983; Rishbeth and van Eyken 1993) can make height-resolved estimates of the ionospheric (Hall and Pedersen) conductivities and the ionospheric currents that were first derived from incoherent scatter (IS) radar measurements by the Chatanika IS radar (Brekke et al. 1974) . Such studies have been carried through by measurements obtained by the EISCAT UHF radar (e.g., Brekke and Hall 1988; Fontaine and Peymirat 1996; Sugino et al. 2002a, b) . However, IS radar measurements are usually limited in space and time. Imagers onboard satellites can provide ionospheric physical parameters with a good spatial coverage. A suitable multi-wavelength observation of auroral emissions allows one to derive the energy distribution of the auroral particles (see a review by Robinson and Vondrak 1994) . The global auroral conductance distribution has been estimated with auroral imagers onboard satellites (e.g., Coumans et al. 2004 ). The spatial resolution of the auroral imagers on satellites is typically about a hundred kilometers and is insufficient for determining the distribution of the ionospheric currents, because the spatial scale of a large-scale field-aligned current (FAC) covers a few hundred kilometers or less. Measurements with several tens of kilometers of spatial resolution of the ionospheric conductivity are needed to determine the FAC distribution from the spatial gradient of the ionospheric currents.
On the other hand, if ground-based optical observations are made at multiple stations, they are capable of providing spatial and temporal distributions of auroras with a high spatial and temporal resolution, although successful observations require a dark clear sky. Nocturnal ionospheric conductance can be inferred from optical data sets. There are several combinations of auroral wavelengths to infer characteristic energies and energy fluxes of the precipitating auroral electrons (e.g., Lanchester et al. 2009 ). Among them, the emission intensities at wavelengths of 427.8 nm (N 2 + first negative band) and 630.0 nm [metastable atomic state O( 1 D)] can be used to infer the characteristic energies and energy fluxes of them (Niciejewski et al. 1989; Rees and Luckey 1974) . The emission intensity at 427.8 nm is related directly to the energy flux, and the intensity ratio of 427.8 to 630.0 nm is related to the characteristic energy (e.g., Vondrak and Sears 1978) .
Some comparative studies of the ionospheric conductance derived with an optical instrument and an IS radar have been conducted. Mende et al. (1984) compared conductances (i.e., height-integrated conductivities) derived from auroral spectroscopic measurements with those from the Chatanika IS radar (64.9° geomagnetic north). Although, in general, fairly good agreement was found between values derived by these different methods, disagreements between them indicate limitations of each experimental technique. Mende et al. (1984) summarized that the IS radar yielded more accurate values of the conductance with a limited temporal and spatial resolution, while the optical measurements provided less accurate values with higher temporal resolution and wider spatial region. Robinson et al. (1989) confirmed qualitatively the empirical relationship between the auroral luminosities observed with an auroral imager onboard the Dynamics Explorer 1 (DE 1) satellite and the Hall and Pedersen conductance derived from the Chatanika IS radar. Vondrak et al. (1985) used simultaneous and common-volume observations from the auroral scanning photometer onboard ISIS 2 and from the Chatanika IS radar and showed that ionospheric electron density profiles were determined from the emissions of N 2 + and neutral atomic oxygen at 391.4 and 630.0 nm. Robinson et al. (1992) compared electron density measurements from the Søndre Strømfjord (67°N, 51°W) IS radar with electron densities inferred from OI (135.6 nm) and N 2 + (391.4 nm) emissions observed by the auroral ionospheric remote sensor (AIRS) onboard the Polar Bear satellite and found a good agreement between the measured and inferred profiles. These studies show that the multiwavelength optical method has an ability to provide ionospheric conductivities. However, the methods have not yet been well evaluated qualitatively in detail.
To evaluate a multi-wavelength optical method for derivation of ionospheric conductivities in more detail, simultaneous observations are needed that last for several hours or longer with optical instruments and an IS radar. Lanchester et al. (2009) have estimated average energy and flux of precipitation electrons using simultaneous images of aurora and EISCAT radar data obtained at Tromsø (geographic coordinates of 69.6°N, 19.2°E) and found a relatively good agreement between electron density modeled by the N 2 1P band emissions (670 nm) and density profiles measured directly with the EISCAT UHF radar with a time resolution of 0.44 s. Peak electron densities derived from the two methods, however, were sometimes different, and density profiles observed with the EISCAT UHF radar showed large fluctuations in a height range above 120 km (see Fig. 7 in Lanchester et al. 2009 ). The differences and fluctuations would cause uncertainty of the Hall and Pedersen conductivities. Ion recombination time constant would also cause an uncertainty when the average energy and flux of precipitation electrons are calculated from electron density profiles. The time constant under electron density of a few 10 11 m −3 is about 10 s (see Fig. 3 in Semeter and Kamalabadi 2005) .
To validate a multi-wavelength method for derivation of ionospheric conductivities qualitatively, we conducted photometric observations continuously during darkness intervals from October 2002 to March 2003 at the EISCAT Tromsø site in Norway. The photometer was pointed toward the local magnetic field-aligned direction at the Tromsø EISCAT site. In this paper, we aim at evaluating the method for derivation of conductivities by photometer using two wavelengths (427.8 and 630 nm). We present a comparison of ionospheric conductivities derived from the EISCAT UHF radar and the four-wavelength photometer for two nights on October 10 and 11, 2002. It should be pointed out that although usage of 844.6 nm emission would be better (cf. Ono 1993), this paper aims at evaluation and presenting capabilities of the usage of the two emission lines (427.8 and 630.0 nm). This is because the two lines are principal auroral emissions as well as easy to use, and few evaluation studies have been conducted.
Methods
The electron density data analyzed in this study were obtained with the tristatic EISCAT UHF radar, the socalled Kiruna-Sodankylä-Tromsø (KST) UHF radar system whose field of view is ~0.7°. We analyzed Common Program One (CP1) mode (Collis 1995) data. In the CP1 mode, the transmitting antenna at Tromsø is fixed along the local geomagnetic field direction. The physical parameters directly measured are electron density, electron/ion temperatures, and ion drift velocity. Electron density profiles were calibrated by ionosonde (Hall and Hansen 2003) data obtained simultaneously at the same observational field. Post-integration of the EISCAT radar data is made to reduce the noise level, and EISCAT data with post-integrated time of 10 s were used in this study.
Optical data used in this study were obtained with a four-wavelength photometer and a digital camera colocated with the EISCAT UHF radar at Tromsø. The fourwavelength photometer has a field of view of about 1.2° and was pointed along the local magnetic field line as well; the EISCAT radar and the photometer conducted common-volume measurements. Auroral lights with different wavelengths were fed into four channels by beam splitters and dichroic mirrors. The photometer has two dichroic mirrors used for separating blue and infrared wavelengths. Interference filters at 427.8, 630.0, 670.5, and 844.6 nm were selected based on Ono (1993) to obtain characteristic auroral emissions. Auroral emissions after the interference filters were detected by four photo-multipliers. Two wavelengths of emissions at 427.8 and 630.0 nm were utilized in this paper. Intensity of the photometer was calibrated by a calibration system at the National Institute of Polar Research (NIPR) in Japan. The transmission curves of the filters were measured by illuminating a diffuse screen with a scanning grating monochromator at NIPR. The filter efficiency for 427.8 nm was obtained by integrating, in wavelength, the product of the normalized filter transmission curve and the normalized synthetic spectrum at 300 K calculated following Kurihara (2004) . Photometer data were obtained with an A/D board, and their time resolution reached 0.1 s. Images of the digital camera were used for monitoring auroral structures as well as weather conditions. The field of view of the digital camera was about 90° × 60° (about 240 × 140 km at 120 km height) with a fish-eye lens. We obtained sky images every minute with an exposure time of 8 s.
The Pedersen and Hall conductivities are calculated using the formulae by Brekke and Hall (1988) and the NRLMSISE-00 neutral atmospheric model (Picone et al. 2002) . We derived the Pedersen and Hall conductivities (σ P and σ H , respectively, in S/m) from the following formulae:
where e is the electron charge (in C), B is the magnitude of the earth's geomagnetic field (in T) , N e is the electron density (in m −3 ), ω i and ω e are the angular gyro frequencies (in Hz) of ions and electrons, respectively, and ν en and ν in are collision frequencies (in Hz) between ions or electrons and neutral species, respectively. Here plasma neutrality and two different single charged ion species are assumed with the relative parameter contributions p i1 and p i2 . The geomagnetic field B is calculated from the International Geomagnetic Reference Field model (IGRF-2000) (Olsen et al. 2000) for the appropriate geographic position. The two ion species are assumed to have ion masses m i1 = 30.5 and m i2 = 16 amu. The lighter ion is assumed to be atomic oxygen, and the heavier ion species are assumed to consist of NO + (75%) and O 2 + (25%). The relative abundance of the lighter (O + ) and the heavier ion (NO + , O 2 + mixture) is given by the International Reference Ionosphere (IRI) (Bilitza 2001) . For the electron neutral collision frequency (ν en ) and the ion neutral collision frequencies (ν i1n and ν i2n ), we use the following formula:
(1)
where n(N 2 ), n(O 2 ), and n(O) are densities of N 2 , O 2 , and O (in m −3
), T n , T e , and T i are the neutral, electron, and ion temperatures (in K), respectively, T r = (T i + T n )/2. These formulae are given by Schunk and Nagy (1978) for the electron neutral collision frequency and by Schunk and Walker (1973) for the ion neutral collision frequencies. The height-integrated Pedersen and Hall conductivities (Σ P and Σ H , respectively, in S) can be obtained from the following formulae:
where z 1 and z 2 are set to be 90 and 180 km, respectively. We used the NRLMSISE-00 model for the neutral temperature and densities. Although the EISCAT radar can provide electron and ion temperature values, we used the IRI model predictions. This is because here we use data with a 10-s temporal resolution that is too short for the EISCAT radar to provide the temperature values properly. It should be noted that we had compared conductivity values derived by using the temperatures from the IRI predictions and the EISCAT data with a 1-min resolution and found that there is good agreement (the difference being less than 1%, not shown here).
In order to derive the average energy and the energy flux from auroral emission intensities, we utilized the results of the model calculation in Ono (1993) , except for the energy distribution of incident electrons and the atmospheric model. We first derived separately the primary and secondary electron spectra by solving an electron transport equation that was approximated on the basis of the two-stream method (cf. Solomon et al. 1988; Banks and Nagy 1970; Nagy and Banks 1970) . Based on the calculated intensity spectra of auroral electrons,
volume emission rates were obtained for 427.8 and 630.0 nm taking into account physical and chemical processes (see Table 2 in Ono 1993) . In this study, contrary to Ono (1993) who used a Gaussian type, the incident auroral electron fluxes were modeled by the Maxwellian energy distribution with an average energy and an energy flux (see Eq. 8). The validity of assuming the Maxwellian energy distribution will be addressed in the discussion session. Figure 1 shows a result of the model calculation for determining average energies of incident electrons based on the measured intensity ratio of 630.0 to 427.8 nm. The total energy flux was directly calculated using the measured intensity of 427.8 nm. The electron density profiles were calculated using the ionization rate that was derived from the average energy and flux of precipitating electrons based on the Ono (1993) model. The Pedersen and Hall conductivities can be calculated from Eqs. (1) and (2), respectively, using the electron density and collision and gyro frequencies.
It should be pointed out that we did not use low intensity data where the intensity of 630 nm emissions was lower than the criterion described below. This is because we cannot distinguish airglow (usually less than about 100 R) or town light from aurora light, and the ambiguities of such cases become significantly larger. The criterion value was determined as follows: (1) we calculated a mean value (called, "first mean value") with a standard deviation using all the data sets throughout the night, (2) we calculated a mean value ("second mean value") using data whose values are less than the first mean value plus the standard deviation, and (3) the second mean value is used as a background level value and consequently is used as a criterion value. For example, from 18:00 to 
Results

Case of October 10, 2002
Figure 2a photometer measurements. The EISCAT observations show continual particle precipitation (sometimes intermittent strong particle precipitation) occurring between 18:00 and 22:00 UT, and strong particle precipitation between 23:20 and 23:30 UT following an interval with almost no electron precipitation interval between 22:00 and 23:10 UT. It should be noted the electron density in the E region rapidly (e-folding time being less than about 5 min) becomes lower due to dissociative recombination processes (Heinselman 2000) . Thus, when no auroral particle precipitation occurs, such as the interval between about 22:00 and 23:10 UT, the electron density was very low. Observed enhancements of the emission intensity at 427.8 nm shown in Fig. 2b correspond well to the intermittent strong particle precipitations (i.e., enhancements of the electron density shown in red in Fig. 2a ) and exceeded about 2 kR, while the temporal variation of 630.0 nm emission shows different features from that of 427.8 nm. The derived average energy shown in Fig. 2c varied with time and was about 1-2 keV for most of the time interval, but became about 4-6 keV when the electron density was enhanced below 110 km as seen in the EISCAT observations. Between 22:00 UT and 23:10 UT, the electron density below 150 km was very low and the emission intensity of 427.8 nm was lower than 1 kR for almost the entirety of the time interval, while that of 630.0 nm shows an enhancement up to about 4.5 kR at around 22:42 UT. Figure 3a compares temporal variations of the heightintegrated Pedersen conductivity derived with the EIS-CAT UHF radar (solid line) and the photometer (closed circles) observations between 18:00 and 23:30 UT on October 10, 2002. In general, the temporal variations of the conductivity derived from the two methods correspond well to each other, while there is a tendency for the conductivity values from the photometer observations to be lower than those derived from the EISCAT observations. This is confirmed in Fig. 3b , which shows ratios of Pedersen conductivities. The mean ratio of Pedersen conductivities derived by the photometric method to those by EISCAT is about 0.79, and the ratio is relatively constant with time except for some intervals. Around 18:52 UT, the electron density became lower, and the ratio increased. This is true for the other cases (around 20:59-21:03, around 2152, around 22:00 UT) when the ratio exceeded 1. The most probable reason would be the size difference of the fields of view: The photometer observed a wider area (~1.2°) than that of the EISCAT measurements (~0.7°).
Between 23 4-5 keV as shown in Fig. 2c . In Fig. 2a , the EISCAT UHF radar captured high electron density below 100 km, indicating particle precipitation with the higher energy (>30 keV) occurred. In this case, our derived average energy would be wrong. We will back to this later in this chapter. Figure 4 shows a scatter plot of the height-integrated Pedersen conductivity derived from the two methods. The cross-correlation coefficient is about 0.80, essentially indicating that the photometer method can capture the temporal variation well, while the conductivities tend to be underestimated with the photometer by about 40% since the inclination is about 0.6. Figure 5a compares temporal variations of the heightintegrated Hall conductivity from the two methods between 18:00 and 23:30 UT on October 10, 2002. Figures 5b and 6 show the ratio and a scatter plot of the height-integrated Hall conductivity values, respectively, for the same time interval. The temporal variations of the height-integrated Hall conductivity derived from the two methods again correspond well where the correlation coefficient between values from the two methods is about 0.86. The ratio exhibits a stable temporal variation for periods when the electron density observed by EISCAT became low. Similar to the cases of the Pedersen conductivity, in general, the values derived from the EISCAT radar are larger than those derived from the photometer.
Between 23:20 and 23:30 UT, the ratio was about 0.5, and in the case of Pedersen conductivity the ratio was about 1. Because the atmosphere below 100 km was ionized, the peak energy of the precipitation electron would be about Figures 8b and 10b show the ratios of conductivities by photometer to those by EISCAT, and Figs. 9 and 11 present scatter plots of the height-integrated Pedersen and Hall conductivities, respectively. Relatively strong auroral particle precipitation (as shown in Fig. 7a , b) was captured with both the EISCAT radar and the photometer on several occasions during the interval. In particular, the electron density was enhanced below 110 km, suggesting occurrence of high-energy particle precipitation (cf. Rees 1973) on (at least) five occasions: around 20:25, around 20:40, and around 23:26 UT on October 11, and around 00:00 and around 00:40 UT on October 12. The strong precipitation lasted for a few tens of seconds to about 10 min. In the case of the strong particle precipitation occurring at around 20:25 UT on October 11, the emission intensity at 427.8 nm reached about 14 kR, and the corresponding average energy was about 8 keV. It appears to be true that when the electron density was enhanced below 110 km, the emission intensity at 427.8 nm became larger (>5 kR) and the average energy was also larger (>4 keV). The ratios (as shown in Figs. 8b, 10b ) of the conductivities reached about 3 (i.e., the conductivities derived from the photometer were larger than those derived from the EISCAT measurements) just after the peak intensity (at about 20:25 UT). For the other cases when the ratios became larger, the electron density from the EISCAT measurements denoted lower values, but the emission intensity at 427.8 nm was not much lower. These happened just before or after the enhancements of the electron density (EISCAT) and the emission intensity (427.8 nm), most probably the arc passed by the views of the EIS-CAT radar and the photometer. Except for these time intervals, the ratios (both Pedersen and Hall conductivities) were relatively constant (about 0.9 and 0.6, respectively). The temporal variations of the conductivities correspond well to each other, and their correlation coefficients are about 0.84 for the Pedersen conductivity and 0.86 for the Hall conductivity. These results suggest the photometric method worked reasonably well, but a non-negligible underestimation occurred by the photometric method. At last, it should be pointed out that the temporal scattering of the ratios (as shown in Figs. 3b , 5b, 8b, 10b) is probably due to the different sizes of the views of the two instruments, and thus, the scattering does not indicate a problem in the photometric method.
Discussion
As presented in the previous session, the temporal variations of the conductivities derived from the two methods correspond well to each other, but the conductivity values from the photometer observations using 427.8 and 630.0 nm are generally lower than those derived from the EISCAT observations. In the case of the Pedersen conductivity, the inclinations of the liner fitting are about 0.6-0.7, while those of the Hall conductivity are 0.4-0.5, meaning that the Hall conductivity values from the photometer are almost half the values of those from EISCAT measurements. Here we discuss possible causes of the difference, such as (1) unsuitable assumption of the shape of the energy spectrum of the precipitating particles, (2) the long lifetime (~110 s) of the O( 1 D) state (630 nm line), (3) contamination/scattering of the emission line due to the atmosphere, (4) possible contributions from proton precipitations, (5) collision cross section between atomic oxygen and electron, and (6) composition of the atmosphere predicted by NRLMSISE-00. Finally, we have also examined effects of the cross section and the atomic oxygen density. 
Shape of the energy spectrum
The shape of the energy spectrum is assumed to be the Maxwellian distribution using a formula by Strickland et al. (1993) . Incident differential electron number flux φ 0 (E) can be obtained as follows:
where E is the energy of the electron, E M the characteristic energy, and Q M the energy flux. The Maxwellian distribution has been widely used in these kinds of studies since Rees and Luckey (1974) introduced it. It is believed that the Maxwellian distribution can be well applied to the energy spectra of the precipitating particles that cover a wide spatial region such as a diffuse aurora. It was shown by satellite observations, however, that the energy spectra obtained for a discrete aurora where the particle is accelerated have a sharper structure than that of the Maxwellian distribution (Strickland et al. 1989) . Figure 12 compares two altitude profiles of the electron density (top) observed with the EISCAT UHF radar (closed circles with thinner solid lines) and deduced from the photometer observations (red solid lines) together with sky images (bottom) taken by the digital camera. To investigate an effect of the assumed energy spectrum, two sets of altitude profiles for different times are presented. Good agreement is found for the altitude profile below ~125 km at 2054:20 UT on October 10, 2002, when a diffuse aurora was in the view of the EISCAT and the photometer, while at 2053:00 UT on October 10, 2002, when the discrete arc was probably in the view, the electron density below ~130 km observed with the EISCAT UHF radar is significantly larger than that deduced from the photometer measurements. This result suggests that the energy spectrum assumed as the Maxwellian distribution failed to reproduce an electron density profile in the case of the discrete arc aurora. Based on rocket observations, Ogasawara et al. (2006) reported that most of the observed energy spectra of precipitating electrons were well expressed by kappa distributions with the thermal energy of a few hundreds of eV, while the spectrum inside a strong arc was better fitted by the sum of a Maxwellian distribution on the lower energy side and a power law at higher energies. Lanchester et al. (1997) also reported that a combined energy distribution of the Maxwellian and Gaussian distributions can reproduce the altitude profile of the electron density for an aurora with a sharp structure well. Furthermore, Miyoshi et al. (2015) showed that electrons with a wide energy range (tens of keV and a few hundred keV) simultaneously precipitated into the ionosphere during pulsating aurora in the morning side. It is quite difficult to reproduce such high-energy precipitation flux using only the two aurora emissions with assumption of Maxwellian distribution. These previous results can (at least partly) explain the reason why the Hall conductivity derived with the photometric method was underestimated in almost the entire interval. A similar trend can be found for the Pedersen conductivity during the same intervals. These results would suggest inadequate assumption of the energy spectrum shape that would cause underestimation of the Pedersen and Hall conductivities from the photometric method.
Long lifetime of the emission line at 630 nm
The emission at 630.0 nm is a forbidden transition of the electronic state of oxygen atoms from O( 1992) reported that the emission intensity at 630.0 nm has a tendency to gradually decrease with a time constant of 35-40 s. We utilized 10-s post-integrated data in this study. Considering the emission at 630 nm lasts for approximately 40 s, it would introduce a significant contamination to the derived average energy when the amount of precipitating aurora significantly varies with time and space. In particular, the validity of the derived average energy is a strong concern when the intensity of aurora light varies quickly with time. When a discrete arc passes through the field of view of the photometer, it would cause underestimation of the average energy of the particle precipitation. UT, the emission intensity at 427.8 nm sharply increased and varied quickly with time over 50 s, while the emission intensity at 630 nm increased gradually, it took 30 s before reaching its maximum, and higher emission intensity lasted for a few minutes. These features can be due to the difference of the time constant of the two emission lines; the emission line at 630.0 nm has a longer lifetime. Furthermore, the depletion of the average energy at 2339:10-2341:50 UT is found in Fig. 13c . For example, the underestimation of the average energy causes underestimation and overestimation of the electron density below ~140 km and above ~160 km, respectively. Regarding the temporal variation of the Pedersen conductivity, the sharp increase and decrease synchronize well with the emission intensity at 427.8 nm. A disagreement with the EISCAT radar observations as found in Fig. 13d is significant between 2338:50 and 2339:30 UT. This suggests that care is required for derivation of the Pedersen conductivity from the photometer observations for the arc-like aurora as well as the aurora with strong emission intensity at 630 nm. The underestimation of the average energy affects the Hall conductivity more seriously since the electron density below ~120 km contributes more significantly to the Hall conductivity. Furthermore, the long lifetime of O( 1 D) would cause another unavoidable contamination that is an advection effect by thermospheric wind. The advection is always a problem of phenomena with long lifetime at a point measurement. This effect also should be kept in mind when we use the method.
Contamination/scattering of the emission line due to the atmosphere
Atmospheric scatter influences the intensity of the photometer observations. Gattinger et al. (1991) showed the effect of increasing the Mie scattering by the model simulations. We used Table 2 of Gattinger et al. (1991) in which the correction value of the emission at 427.8 nm is 1.37 (=1/0.73). For the emission at 630.0 nm, a linear interpolation is made of the results of Table 2 of Gattinger et al. (1991) that was the same as those of Hecht et al. (1999) . Thus, the emission at 630.0 nm would be increased by 1.31. These correction values should apply, principally, for the situation when the auroral arc is just into the field of view. Here, however, we calculated the conductivities using the corrected emission intensities over the whole intervals. Figures 15 and 16 compare the height-integrated Pedersen conductivities derived from the EISCAT UHF radar (solid line) and from the corrected emission intensities (filled circles) on October 10 and 11, 2002, respectively. These figures show better (and excellent) agreements between the two different methods and indicate that the corrections of atmospheric scattering are necessary. However, even using these correction values, the Hall conductivities derived by the photometric observations are still smaller than those derived by the EISCAT radar.
Contributions from proton precipitations
In this analysis, energetic electrons have been taken into account as the only source of ionization. Several studies (Basu et al. 1987; Senior 1991; Galand and Richmond 2001) have, however, shown that energetic protons play a major role in producing ionospheric electrons and conductance at given locations and times, particularly in the cusp and at the equatorward boundary of the auroral oval before geomagnetic midnight. Senior (1991) compared the height-integrated conductivities derived from EISCAT data with a statistical model of conductance obtained from precipitating electron characteristics measured by the DMSP satellites. She found that the EISCAT-derived conductance agreed well with that from the DMSP model in the morning sector but was systematically larger than that of the model in the evening sector. She suggested that this difference is due to the E region electron production from energetic proton precipitations, which occurs preferentially in the evening sector. This idea could partly explain the facts shown here that demonstrate that the Pedersen and Hall conductivities seem to be underestimated by the photometric method. We could not distinguish the auroral emissions due to electrons and/or protons, because observations of proton auroral emissions such as H α or H β were not conducted in October 2002. In order to distinguish the effect of the energetic protons as well as to derive conductivities more accurately, observations of proton auroras should be carried out together, and the contributions of protons to the ionospheric conductivities should be taken into account properly.
Collision cross section between atom oxygen and electron
To calculate the auroral emission ratio needed for deducing the characteristic electron energy, we have applied the model presented in Ono (1993) , where for the population of O( 1 D), three production processes and two loss processes were taken into account. A dominant mechanism of the O( 1 D) state in his model is a direct electron impact (cf. Solomon et al. 1988) . Ono (1993) used the theoretical electron impact excitation cross section of the O( 1 D) state from Banks et al. (1974) that was originally presented by Green and Stolarski (1972) . Johnson et al. (2005) reviewed the comprehensive analyses of experimental and theoretical cross-sectional values, and then, they showed that there are significant differences between both values of theoretical and experimental cross sections of O( 1 D) state excitation (see Fig. 3 of Johnson et al. 2005) . Doering (1992) presented that although his experimental values were in excellent agreement with theoretic values at incident energies greater than 9 eV, at lower incident energies the experimental values had a sharp peak nearby 6 eV, approximately by factor 2 larger than theoretic values by Lan et al. (1972) . It seems like that the cross-sectional values used in Ono (1993) would be lower than the experimental values in factor 2 or so. This would be another cause for discrepancy between photometric and EISCAT values; the Hall conductivities would be underestimated.
Composition of the atmosphere predicted by NRLMSISE-00
The neutral atmosphere density would contribute to the discrepancy in the conductivities calculated by the two methods. The models of the auroral red (630.0 nm) line predict strong dependence of its intensity on the ratio of the thermospheric atomic oxygen (O) to the molecular nitrogen (N 2 ) concentration. Hecht et al. (2012) Hecht et al. (2012) showed that while the nighttime observations showed considerable agreement with NRLMSISE-00 predictions, they were much more variable (+/− about 35%) than the predictions, suggesting that there are significant local effects in the auroral zone that are not captured by the model. This is also another cause (but we believe the usage of NRLMSISE-00 is the best option).
Dependencies of the conductivities on the cross section and the atomic oxygen density
As mentioned above, the cross section as well as the atomic oxygen density affects derived conductivities by the photometric method. EISCAT will be better. When the intensity ratio (I 4278 / I 6300 ) becomes higher (corresponding to time interval of higher energy precipitation), the dependence becomes lower (but nonzero). Furthermore, when the intensity of 427.8 nm becomes darker (i.e., the intensity ratio become lower, e.g., between 22:10 and 23:20 UT on October 10), the dependence of conductivity is increased significantly, suggesting that the photometric method involves significantly larger ambiguities for such a case.
Conclusion
Simultaneous observations were conducted by using a multi-wave photometer and the EISCAT UHF radar at Tromsø for the two nights of October 10 and 11, 2002. By using these data sets, we compared electron density profiles as well as Pedersen and Hall height-integrated conductivities in order to evaluate the photometric method using two emission lines at 427.8 and 630.0 nm. In general, good agreement was found between heightintegrated conductivities derived by the EISCAT UHF radar and photometer in terms of temporal variations, indicating that the optical method using the two emission intensities of 427.8 and 630.0 nm basically has the ability to derive conductivities for (diffuse) auroras. In cases of auroral arcs coming into the field of view of the photometer, the difference between the two methods is significant. We have discussed possible causes of the differences: incorrect assumption of the shape of the energy spectrum of the precipitating particles, the long lifetime (~110 s) of the emission line at 630 nm, contaminations/scattering of the emission line by the atmosphere, energetic proton precipitations, collision cross section between atom oxygen and electron, and composition of the atmosphere predicted by NRLMSISE-00. In the cases of discrete arc auroras, the energy spectrum of the precipitating particles can no longer be assumed to be the Maxwellian distribution. Also owing to the long lifetime of the 630 nm line, the derived average energy of particle precipitations can be overestimated and underestimated. Underestimation of the average energy causes electron density to be overestimated above ~160 km and underestimated below ~140 km. Therefore, care is necessary to analyze photometric observational data in cases of a discrete arc aurora, and it is of vital importance that simultaneous monitoring of auroras be carried out together with photometric observations. Furthermore, usage of incorrect collision cross section between atom oxygen and electron as well as composition change during the high auroral activity should also increase ambiguities for derivation of conductivities. Finally, we conclude that, even though photometer measurements are weakened by these limitations, the photometric method using the two wavelengths (427.8 and 630.0 nm) is very valuable for deriving ionospheric conductances (at least for the Pedersen conductance) due to its easy installation/operation.
