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CONTINUUM KAC–MOODY ALGEBRAS
ANDREA APPEL, FRANCESCO SALA, AND OLIVIER SCHIFFMANN
ABSTRACT. We introduce a new class of infinite–dimensional Lie algebras, which arise as continuum
colimits of Borcherds–Kac–Moody algebras. They are associated with a topological generalization of
the notion of quiver, where vertices are replaced by intervals in a real one–dimensional topological
space, and are described by a continuum root system with no simple root. For these Lie algebras, we
prove an analogue of the Gabber–Kac–Serre theorem, providing a complete set of defining relations
featuring only quadratic Serre relations.
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1. INTRODUCTION
In the present paper, we introduce a new class of infinite–dimensional Lie algebras, which we
refer to as continuum Kac–Moody algebras, associated to a topological generalization of the notion
of a quiver, where vertices are replaced by intervals in a real one–dimensional topological space.
These Lie algebras do not fall into the realm of Kac–Moody algebras (nor of their generalizations
due to R. Borcherds [Bor88] and T. Bozec [Boz16]). Rather, they encode the algebraic structure of
certain continuum colimits of Borcherds–Kac–Moody algebras, corresponding, roughly, to fami-
lies of quivers with a number of vertices tending to infinity.
The simplest non–trivial examples of continuum Kac–Moody algebras are the Lie algebras
of the line and the circle, recently constructed in [SS17] together with their quantizations, the
quantum groups of the line and the circle. The latter has various geometric realizations via the theory
of Hall algebras. Originally, it arises from the Hall algebra of coherent sheaves on the infinite root
stack of a pointed curve. Then, T. Kuwagaki provided a mirror symmetry type construction of the
same quantum group in the (derived infinitesimally wrapped) Fukaya category of the cotangent
bundle of the circle (cf. [SS17, Appendix B]).
We expect that continuum Kac–Moody algebras, defined in this paper by purely algebraic
methods, admit similar geometric realizations, appearing as classical counterparts of quantum
groups arising from the Hall algebras associated to the category of coherent persistence modules
1, on the geometric side, and to the Fukaya category of the cotangent bundle of a topological
quiver X, on the symplectic side. Finally, in view of the work of B. Cooper and P. Samuelson on
the Hall algebras of a surface [CS17], it is natural to expect an interesting relation between the
continuum Kac–Moody algebra of X and the Goldman Lie algebra2 of T∗X [Gol86], so that the
latter could be thought of as another geometrical realization of the former.
Although in this paper we do not rely on the Hall algebra realization of the quantum group of
S1, we briefly recall it below in order to provide the reader with some motivation and intuition
on the resulting algebraic structure.
TheHall algebra. Let Σ be a curve defined over a finite field k = Fq and let p be a smooth rational
point of Σ. For any positive integer n, one can consider the n–th root stack Σn obtained from the
original curve Σ by, roughly speaking, replacing p by the trivial gerbe pn := [pt/µn] (see [SS17]
and references therein). The subcategory Torpn(Σn) of torsion sheaves on Σn set-theoretically
supported at pn is isomorphic to the category Rep
nil
k (A
(1)
n−1) of nilpotent representation of the
cyclic quiver A
(1)
n−1 with n vertices over k. Thanks to [Rin90] and Green [Gre95], the Drinfeld-
Jimbo positive part U+υ
(
ŝl(n)
)
of the quantum affine sl(n) is a subalgebra of the Hall algebra of
Torpn(Σn), where υ
2 = q. Passing from the n-th root stack to the ln-th root stack for l > 1 gives
rise to a morphism ın, l : Σln → Σn. The corresponding limit gives rise to the so-called infinite
root stack (Σ∞, p∞) of the pointed curve (Σ, p). The fully faithful functor ı∗n, l : Torpn(Σn) →
Torpln(Σln) induces an injective morphism ϕn, l : U
+
υ
(
ŝl(n)
)
→ U+υ
(
ŝl(ln)
)
and yields a direct
system of associative algebras. The corresponding colimit, which is denoted by U+υ
(
sl(Q/Z)
)
,
inherits from the Hall algebra a natural structure of topological bialgebra with a non–degenerate
pairing. The quantum group Uυ
(
sl(Q/Z)
)
is now obtained by taking the reduced quantum
1See [BBCB18] for a recent report on persistence modules and see [Carl09, Oud15] for an overview on persistent homology.
The class of coherent persistence modules is defined in [SS19] when X is the line or the circle.
2Rather, a suitable generalization of it to non–compact surfaces.
CONTINUUM KAC–MOODY ALGEBRAS 3
double. One of the main result of [SS17] is an explicit description of Uυ
(
sl(Q/Z)
)
by generators
and relations.
It is important to observe that, while the construction of Uυ
(
sl(Q/Z)
)
does not depend on the
genus of the curve Σ, this does not hold for certain representations ofUυ
(
sl(Q/Z)
)
with geomet-
ric origin. For example, the Hall algebra generated by vector bundles on Σ∞, which is naturally
acted upon byUυ
(
sl(Q/Z)
)
, depends on the genus of Σ. By restricting to the genus zero case and
using Bondal’s coherent–constructible correspondence [Bon06, FLTZ11, FLTZ14, Kuw16], T. Kuwa-
gaki provided a mirror symmetry type realization of Uυ
(
sl(Q/Z)
)
, where the category of torsion
sheaves on Σ∞ is replaced by the abelian subcategory of the derived category of k–constructible
sheaves on Q/Z (with microsupport contained in a fixed Lagragian skeleton) generated by p!k J ,
where p : Q → Q/Z is the quotient map and J is an open–closed interval of R with endpoints
in Q. This approach has the advantage to extend immediately to S1 = R/Z, providing a geo-
metric realization of the quantum group of the circle Uυ
(
sl(S1)
)
(or the continuum quantum group
of S1, with the terminology introduced in [AS19]). Finally, one can relate the derived category of
constructible sheaves on an analytic manifold with the derived infinitesimally wrapped Fukaya
category of its cotangent space, following the work of Nadler–Zaslow [NZ09, Nad09] (see also
[GPS17]). This leads to an additional construction of the continuum quantum group in the frame-
work of Fukaya categories.
We now focus on the algebraic structure underlying the classical limit of Uυ
(
sl(Q/Z)
)
.
The continuum Kac–Moody algebras of the line and the circle. The classical limit of the quan-
tum group Uυ
(
sl(Q/Z)
)
, which we denote by sl(Q/Z), can be similarly described as a colimit.
Let ϕl : sl(2) → sl(l + 1) be the injective homomorphism determined by the (choice of a) sl(2)–
triple in sl(l + 1) corresponding to its highest root (i.e., ϕl sends (e, h, f ) to (eθ, hθ , fθ), where θ
is the highest root of sl(l + 1)). By applying ϕl to each vertex in the Dynkin diagram A
(1)
n−1, one
obtains an injective morphism ϕn, l : ŝl(n) → ŝl(ln)
3. Intuitively, the map ϕn, l can be thought of
as replacing every vertex in A
(1)
n−1 with a Dynkin subdiagram of type Al , thus obtaining A
(1)
ln−1.
Since ϕn, l does not preserve any Chevalley generator, the limit sl(Q/Z) does not possess any
simple root vector.
As in the case ofUυ
(
sl(Q/Z)
)
, the Lie algebra sl(Q/Z) has an alternative presentation, which
does not rely on the colimit structure. Namely, sl(Q/Z) is generated by infinitely–many sl(2)–
triples indexed by intervals4 in Q/Z and commutation relations governed by the mutual position
of intervals in Q/Z. For example,
[eJ , eJ′ ] = 0
whenever J ∩ J′ = ∅ and
[eJ, eJ′ ] = eJ∪J′
whenever J, J′ are not complementary, J ∪ J′ is an interval and J′ follows J. The e− f relation reads
[eJ, f J′ ] = δJ,J′ h J + cJ,J′ · (eJ\J′ − f J′\J) ,
where cJ,J′ is some constant and the summand eJ\J′ (resp. f J′\J) is defined only if J
′ ⊆ J (resp.
J ⊆ J′) and J \ J′ (resp. J′ \ J) is an interval. The Lie algebra sl(Q/Z) carries rather exotic
and interesting features. In particular, its root system has no simple roots and it is presented by
exclusively quadratic Serre relations.
A first straightforward generalization of Uυ
(
sl(Q/Z)
)
and sl(Q/Z) is considered in [SS17],
replacing the circle Q/Z by the line Q. For instance, the Lie algebra of the rational line sl(Q) is
generated by sl(2)–triples (eI , hI , f I)where I is an open–closed interval in Q; this is easily seen to
3In fact, one can replace ln with any positive integer m of the form m = ∑ni=1 li, where l := (l1, . . . , ln) is a n–tuple of
positive integers, and consider the corresponding injective homomorphism ϕn, l : ŝl(n)→ ŝl(m).
4We call interval the image in Q/Z of an open–closed interval (a, b] ⊂ Q with b− a 6 1.
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correspond to a colimit of Lie algebras sl(n). In a different direction, one may replaceQ by R and
obtain as continuum analogues the Lie algebras of the real line sl(R) and of the real circle sl(S1),
where S1 := R/Z. These are the simplest examples of what we call the continuum Kac–Moody
algebras of topological quivers (see below).
Semigroup Lie algebras. A comparison of the presentation of the above Lie algebras with the
standard axiomatic formulation of Kac–Moody algebras shows some similarities but also some
striking differences. In particular, although intervals J seemingly play the role of vertices in the
Dynkin diagram, the commutation rule between the elements eJ and f J′ above does not quite
match the usual Kac–Moody relation. This comes from the possibility to not only concatenate ad-
jacent intervals but also to truncate (on the left or on the right) an interval into a smaller one. These
operations endow the set of all intervals with the structure of a (partial) semigroup. Motivated by
this observation, we develop in this paper, a general theory of Lie algebras associated to partial
semigroups (see Section 3). We single out a more manageable class of semigroups, which we re-
fer to as good Cartan semigroups, whose corresponding Lie algebras carry automatically quadratic
Serre relations governed by the semigroup partial operation (see Section 4).
Topological quivers and continuum Kac–Moody algebras. Topological quivers arise as main
examples of good Cartan semigroups and are close in spirit to the positive roots of Kac-Moody
algebras and especially of the Lie algebras sl(R/Z), sl(R).Roughly, a topological quiver X is
a Hausdorff space which is locally modeled by smooth trees glued with copies of S1 (cf. Defi-
nition 5.3). The notion of interval lifts easily from R to X, and the set Int(X) of intervals in X is
naturally endowedwith two partially defined operations, i.e., the sum of intervals⊕ , given by con-
catenation, and their difference⊖, given by truncation. More concisely, S(X) := (Int(X),⊕,⊖) is
a partial semigroup with cancellation. We then show that S(X), in analogy with the usual Cartan
datum, is endowed with a ⊕–bilinear form.
On the space of locally constant, compactly supported, left–continuous functions on R, we
consider a bilinear form given by:
〈 f , g〉 := ∑
x
f−(x)(g−(x)− g+(x)) .
We then extend it to Int(X), identifying an interval J with its characteristic function 1 J. Finally,
set
(
1 J, 1 J′
)
:= 〈1 J, 1 J′〉+ 〈1 J′ , 1 J〉,
κX(J, J
′) :=
(
1 J, 1 J′
)
and ξX(J, J
′) := (−1)〈1 J,1 J ′ 〉
(
1 J, 1 J′
)
for two intervals J, J′ ∈ Int(X). The triple (S(X), κX, ξX) is a topological generalization of the
Borcherds–Cartan datum associated to a locally finite quiver with loops.
Given a topological quiver X, we construct a Lie algebra g(X) whose Cartan subalgebra is
generated by the characteristic functions of the intervals of X. We refer to g(X) as the continuum
Kac–Moody algebra of X, since its definition mimics the usual construction of Kac–Moody algebras.
Namely, we first consider the Lie algebra g˜(X) over C, freely generated by elements Xǫ(J), for
ǫ = 0,± and J ∈ Int(X), subject to the relations
[X0(J),X0(J
′)] =0 ,
[X0(J),X±(J
′)] =± κX(J, J
′) · X±(J
′) ,
[X+(J),X−(J
′)] =δJ,J′X0(J) + ξX(J, J
′) · (X+(J ⊖ J
′)− X−(J
′ ⊖ J)) .
and X0(J ⊕ J
′) = X0(J) + X0(J
′), whenever J ⊕ J′ is defined. Then, we set g(X) := g˜(X)/rX,
where rX ⊂ g˜(X) is the sum of all two–sided (graded) ideals with trivial intersection with the
Cartan subalgebra generated by the elements X0(J), J ∈ Int(X).
Our main theorem is a generalization to the case of g(X) of the results of Gabber–Kac [GK81]
and Borcherds [Bor88]. More precisely, we show that the ideal rX is generated by certain qua-
dratic Serre relations described by the topological quiver X. This leads to the following explicit
description.
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Theorem (Theorem 5.17). The continuum Kac–Moody algebra g(X) is generated by the elements Xǫ(J),
for J ∈ Int(X) and ǫ = 0,±, subject to the following defining relations:
(1) for any J, J′ ∈ Int(X) such that J ⊕ J′ is defined,
X0(J ⊕ J
′) = X0(J) + X0(J
′) ;
(2) for any J, J′ ∈ Int(X),
[X0(J),X0(J
′)] = 0 ,
[X0(J),X±(J
′)] = ±(1 J, 1 J′) · X±(J
′) ,
[X+(J),X−(J
′)] = δJ,J′ X0(J) + (−1)
〈1 J,1 J ′ 〉
(
1 J, 1 J′
)
·
(
X+(J ⊖ J
′)− X−(J
′ ⊖ J)
)
;
(3) if (J, J′) ∈ Serre(X), then
[X+(J),X+(J
′)] =(−1)〈1 J ′,1 J〉 · X+(J ⊕ J
′) ,
[X−(J),X−(J
′)] =(−1)〈1 J,1 J ′ 〉 · X−(J ⊕ J
′) ;
(4) if J ⊕ J′ does not exist and J ∩ J′ = ∅, then
[X±(J),X±(J
′)] = 0 .
Here, Serre(X) is the set of all pairs (J, J′) ∈ Int(X)× Int(X) such that J is contractible, and, for
subintervals I ⊆ J and I′ ⊆ J′ with
(
1 J′ , 1 I′
)
6= 0 whenever I′ 6= J′, I ⊕ I′ is either undefined or
non–homeomorphic to S1.
Finally, it is interesting to observe that g(X) can be realized as certain continuous colimits of
Borcherds–Kac–Moody algebras, further motivating the choice of the terminology. This is based
on the following observation. Let J = {Jk}k be a finite set of intervals Jk ∈ Int(X) such that every
interval is either contractible or homeomorphic to S1, and given two intervals J, J′ ∈ J , J 6= J′,
one of the following mutually exclusive cases occurs:
(a) J ⊕ J′ exists;
(b) J ⊕ J′ does not exist and J ∩ J′ = ∅;
(c) J ≃ S1 and J′ ⊂ J .
In the main body of the paper, we call J an irreducible set of intervals. Let AJ be the matrix given
by the values of κX on J , i.e., AJ =
(
κX(J, J
′)
)
J,J′∈J
. Note that the diagonal entries of AJ are
either 2 or 0, while for off–diagonal entries the only possible values are 0,−1,−2. Let QJ be the
corresponding quiver with Cartan matrix AJ . In the table below, we give few examples.
Configuration of intervals Borcherds–Cartan diagram
J1 J2 J3 α1 α2 α3
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J2
J1 J3
α1 α2 α3
J1
J2
α1 α2
Note, in particular, that any contractible elementary interval corresponds to a vertex ofQJ with-
out loops, while any interval homeomorphic to S1, corresponds to a vertex having exactly one
loop. In Section 5.5, we provide more examples and prove the following.
Theorem (cf. Proposition 5.16). Let g(J ) be the Lie subalgebra of g(X) generated by the elements
Xǫ(J) with J ∈ J and ǫ = 0,±, and gQJ the Borcherds-Kac-Moody algebra corresponding to QJ . The
assignment
eJ 7→ X+(J) , f J 7→ X−(J) and h J 7→ X0(J)
for any J ∈ J , defines an isomorphism of Lie algebras ΦJ : gQJ → g(J ).
Moreover, we show that it is possible to define a direct system of embeddings ϕJ ′,J : g(J )→
g(J ′), indexed by compatible pairs of irreducible sets, which leads to the following.
Theorem (cf. Corollary 5.18). There is a canonical isomorphism g(X) ≃ colimJ g(J ), where the col-
imit is taken with respect to the direct system defined by all compatible pairs of irreducible sets.
We conclude this introduction by outlining some further directions of research, currently un-
der investigations.
Geometric realization of continuum quantum groups. In [AS19], the first and second-named
authors prove that g(X) is further endowed with a non–degenerate invariant inner product and
a standard structure of quasi–triangular (topological) Lie bialgebra graded over the semigroup
S(X). The methods used in the proof extend to the case of a Hopf algebra and allow to construct
algebraically an explicit quantizationUυ(g(X)) of g(X), which is then called the continuum quantum
group of X.
In a joint workwith T. Kuwagaki [AKSS19], we aim at constructing geometrically the continuum
quantum group Uυ(g(X)). We explained earlier that the quantum group Uυ(sl(S1)) arises from
theHall algebra of locally constant sheaves on S1 supported on open–closed intervals. In a similar
vein, we expect to obtain a geometric realization of Uυ(g(X)) from the Hall algebra of locally
constant sheaves on a topological quiver. More suggestively, this would provide a symplectic
realization of the continuum quantum groups, since, by the Nadler–Zaslow correspondence, the
category of constructible sheaves on X identifies with the Fukaya category of T∗X.
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In [CS17], B. Cooper and P. Samuelson realize the quantum group Uυ(sl(n)) as the derived
Hall algebra of the Fukaya category5 of the marked disk with a minimal arc system. A gluing
procedure for disks with different arc systems, which lifts to the level of Hall algebras, allows to
consider colimits indexed by arc systems. The resulting algebra, called the Fukaya–Hall algebra
of the marked disk, resembles closely to a deformation of the enveloping algebra of the Gold-
man Lie algebra of the disk and therefore to the HOMFLY–PT skein algebra. From the point of
quantum groups, we expect that the limit for n → ∞ of the gluing procedure leads to a Fukaya
realization of the quantum group Uυ(sl(Q)), and possibly clarifies a direct relation of the latter
with the Goldman Lie algebra and the HOMPFLY–PT skein algebra.
Finally, we recall that one of the main motivation in [SS17] for the study of the Hall algebra of
the category of parabolic coherent sheaves on a genus g curve Σ over a finite field was the desire
to construct geometrically some representations of Uυ(sl(S1Q)) as higher genus analogues of the
usual (type A) Fock space representations. A coherent construction ofUυ(g(X)) should arise from
the Hall algebra of the category of coherent persistence modules with source category depending
on X. The genus g representations for Uυ(g(X)) should exist after replacing parabolic coherent
sheaves with a sheaf–theoretic analog of coherent persistence modules, where the target category
should be related to the abelian category Coh(Σ) of coherent sheaves on Σ.
Highest weight theory. In general, the usual combinatorics governing the highest weight theory
of Borcherds–Kac–Moody algebras does not extend in a straightforward way to continuum Kac–
Moody algebras, mainly due to the lack of simple roots. Nevertheless, we expect the existence
of a continuum analog of the theory of highest weight representations, Weyl groups, character
formulas, both in the classical and quantum setups.
An example is given in [SS19], where the second-named author and O. Schiffmann define the
Fock space for Uυ(sl(R)), considering a continuum analogue of the usual combinatorial con-
struction in the case of Uυ(sl(∞)). In addition, the quantum group Uυ(sl(S1)) act on such a Fock
space, in a way similar to the folding procedure of Hayashi–Misra–Miwa. It would be interesting to
extend this construction to the case of an arbitrary topological quiver X, producing a wide class
of representations for the continuum quantum group Uυ(g(X)), and therefore for the continuum
Kac–Moody algebra g(X).
Outline. In Section 2 we briefly recall the definition of Kac–Moody algebras associated to a
square matrix and their generalizations introduced by Saveliev and Vershik. We then describe a
Lie algebra sl(R) associated to the real line, which does not fit into the previous axiomatics. To
remedy this, in Section 3, we introduce the notion of semigroup Lie algebra, whose space of weights
is controlled by a partial semigroup. We then determine necessary and sufficient conditions to
have quadratic Serre relations associated to the semigroup structure. In Section 4, we introduce
the notion of good Cartan semigroup and show that in their semigroup Lie algebras the Serre
relations naturally hold. Finally, in Section 5, we introduce the notion of topological quivers and
show that they give rise to a large family of examples of good Cartan semigroup. We define the
continuum Kac–Moody algebras as the semigroup Lie algebras associated to a topological quiver
and provide a full presentation, by computing explicitly their maximal graded ideals. Finally, we
show that every continuum Kac–Moody algebra is isomorphic to a colimit over an uncountable
family of Borcherds–Kac–Moody algebras.
Acknowledgements. We are grateful to Antonio Lerario and Tatsuki Kuwagaki for many en-
lightening conversations about the material in Section 5. This work was initiated and developed
while the first–named author was visiting Kavli IPMU and was completed while the second–
named author was visiting the University of Edinburgh. We are grateful to both institutions for
their hospitality and wonderful working conditions.
5Cooper and Samuelson’s construction is based on the Fukaya category introduced by Haiden, Katzarkov and Kont-
sevich [HKK17]. The relation between this formulation of the Fukaya category and that in terms of constructible sheaves
is clarified in [GPS18].
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2. KAC–MOODY ALGEBRAS AND THE LIE ALGEBRA OF THE LINE
As explained in the introduction, one of the motivations of the present paper is the search
of a suitable wide class of Lie algebras which contains at the same time Kac–Moody algebras
and the recently introduced Lie algebra sl(R) of the real line. In this section, we will start by
recalling the definitions of Kac–Moody algebras and their generalizations introduced by Saveliev
and Vershik. We will then introduce the Lie algebra sl(R), whose presentation by generators and
relations relies naturally on the topology of the real line. In an attempt to reconcile the defining
relations of sl(R) with the classical formalism of contragredient Lie algebra, we point out the
essential feature needed for a new concise axiomatic, interpolating between contragredient and
topological Lie algebras.
Henceforth, we fix a base field k of characteristic zero.
2.1. Kac–Moody algebras. We recall the definition from [Kac90, Chapter 1]. Fix a countable set I
and a matrix A = (aij)i,j∈I with entries in k. Recall that a realization (h,Π,Π
∨) of A is the datum
of a finite dimensional k–vector space h, and linearly independent vectors Π := {αi}i∈I ⊂ h
∗,
Π∨ := {hi}i∈I ⊂ h such that αi(hj) = aji. One checks easily that, in any realization (h,Π,Π
∨),
dim h > 2|I| − rk(R). Moreover, up to a (non–unique) isomorphism, there is a unique realization
of minimal dimension 2|I| − rk(R).
For any realization R = (h,Π,Π∨), let g˜(R) be the Lie algebra generated by h, {ei, fi}i∈I with
relations [h, h′] = 0, for any h, h′ ∈ h, and
[h, ei] = αi(h) ei , [h, fi] = −αi(h) fi , [ei, f j] = δij hi .
Set
Q+ :=
⊕
i∈I
Z>0 αi ⊆ h
∗ ,
Q := Q+ ⊕ (−Q+), and denote by n˜+ (resp. n˜−) the subalgebra generated by {ei}i∈I (resp.
{ fi}i∈I). Then, as vector spaces, g˜(R) = n˜+ ⊕ h ⊕ n˜− and, with respect to h, one has the root
space decomposition
n˜± =
⊕
α∈Q+
α 6=0
g˜±α
where g˜±α = {X ∈ g˜(R) | ∀h ∈ h, [h,X] = ±α(h)X}. Note also that g˜0 = h and dim g˜±α < ∞.
The Kac–Moody algebra corresponding to the realization R is the Lie algebra g(R) := g˜(R)/r,
where r is the sum of all two–sided graded ideals in g˜(R) having trivial intersection with h. In
particular, as ideals, r = r+ ⊕ r−, where r± := r∩ n˜±.
6 Henceforth, by a slight abuse of notation,
we will write g(A) for g(R).
Remark 2.1. If A is a generalised Cartan matrix (i.e., aii = 2, aij ∈ Z60, i 6= j, and aij = 0 implies
aji = 0), then r contains the ideal s generated by the Serre relations
ad(ei)
1−aij(ej) = 0 = ad( fi)
1−aij( f j) i 6= j
and r = s if A is symmetrizable [GK81].
A similar property holds, more generally, for any symmetrizable A such that aij ∈ Z60, i 6= j,
and 2aij/aii ∈ Z whenever aii > 0. In this case, g(A) is called a Borcherds–Kac–Moody algebra
and the corresponding maximal ideal is generated by the Serre relations
ad(ei)
1− 2aii
aij(ej) = 0 = ad( fi)
1− 2aii
aij( f j) if aii > 0 (2.1)
6The terminology differs slightly from the one given in [Kac90] where g(R) is called a Kac–Moody algebra if A is a
generalised Cartan matrix (cf. Remark 2.1) and R is the minimal realization. Note also that in [Kac90, Theorem 1.2] r is set
to be the sum of all two–sided ideals, not necessarily graded. However, since the functionals αi are linearly independent
in h∗ by construction, r is automatically graded and satisfies r = r+ ⊕ r− (cf. [Kac90, Proposition 1.5]).
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and
[ei, ej] = 0 = [ fi, f j] if aii 6 0 and aij = 0 (2.2)
for i 6= j (cf. [Bor88, Corollary 2.6]). △
Since r = r+ ⊕ r−, the Lie algebra g(R) has an induced triangular decomposition g(R) =
n− ⊕ h⊕ n+ (as vector spaces), where
n± :=
⊕
α∈Q+\{0}
g±α , gα := {X ∈ g(R) | ∀ h ∈ h, [h,X] = α(h)X} .
Note that dim gα < ∞. The set of positive roots is denoted R+ := {α ∈ Q+ \ {0} | gα 6= 0}.
Remark 2.2. One can show easily that the derived subalgebra g(R)′ := [g(R), g(R)] is the subalge-
bra generated by the Chevalley generators {e, fi, hi}i∈I and admits a presentation similar to that
of g(R). Namely, let g˜′ be the Lie algebra generated by {hi, ei, fi}i∈I with relations
[hi, hj] = 0 , [hj, ei] = αi(hj) ei , [hj, fi] = −αi(hj) fi , [ei, f j] = δij hi . (2.3)
Then, g˜′ has a Q–gradation defined by deg(ei) = αi, deg( fi) = −αi, deg(hi) = 0, and g˜
′
0 = h
′,
where the latter is the |I|–dimensional span of {hi}i∈I. The quotient of g˜
′ by the sum of all two–
sided graded ideals with trivial intersection with h′ is easily seen to be canonically isomorphic to
g(R)′.
Recall from [Kac90, Exercise 1.8] that a direct sum of vector spaces L = L−1⊕ L0⊕ L+1 is a local
Lie algebra if there are bilinear maps Li × Lj → Li+j for |i|, |j|, |i+ j| 6 1, such that antisymmetry
and Jacobi identity hold whenever they make sense. We write ± instead of ±1.
It is clear from the definition that g˜(R)′ := [g˜(R), g˜(R)] is freely generated by the local Lie
algebra L = L− ⊕ L0 ⊕ L+ where
L− :=
⊕
i
k · fi , L0 :=
⊕
i
k · hi , L+ :=
⊕
i
k · ei ,
and brackets (2.3). △
Remark 2.3. It is sometimes convenient to consider Kac–Moody algebras associated to a non–
minimal realization (cf. [FZ85, MO12, ATL19b]).
Let R = (h,Π,Π
∨
) be the realization given by h ∼= k2|I| with basis {hi}i∈I ∪ {λ
∨
i }i∈I, Π
∨
=
{hi}i∈I and Π = {αi}i∈I ⊂ h
∗
, where αi is defined by
αi(hj) = aji and αi(λ
∨
j ) = δij
We refer toR as the canonical realization of A, and denote by Λ∨ ⊂ h the |I|–dimensional subspace
spanned by {λ∨i }i∈I. LetRmin be aminimal realization ofA. It is easy to check that the Kac–Moody
algebra g(R) is a central extension of g(Rmin), i.e., g(R) ≃ g(Rmin)⊕ c, with dim c = rk(A). △
2.2. Saveliev–Vershik algebras. In [SV91], Saveliev and Vershik introduced the notion of con-
tinuum Lie algebras, providing a generalization of Kac–Moody algebras and covering a wide
spectrum of examples including Lie algebras arising, for example, from ergodic transformations,
crossed products, or infinitesimal area–preserving diffeomorphisms [SV90, SV92, Ver92, Ver02].
To avoid confusion in the terminology we will refer to this generalization as Saveliev–Vershik al-
gebras.
Let (A, ·) be an arbitrary associative k–algebra (possibly non–unital and non–commutative)
endowedwith three bilinearmappings κ±, κ0 : A×A → A, and L a vector space of the form L−⊕
L0 ⊕ L+, where Lǫ ≃ A, ǫ = ±, 0. We denote Xǫ(φ) the element in Lǫ, ǫ = ±, 0, corresponding to
φ ∈ A, and [·, ·] : L⊗ L→ L the bilinear map given by
[X0(φ),X0(ψ)] =X0([φ,ψ]) ,
[X0(φ),X±(ψ)] =X±(κ±(φ,ψ)) ,
[X+(φ),X−(ψ)] =X0(κ0(φ,ψ)) ,
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where φ,ψ ∈ A, [φ,ψ] := φ · ψ− ψ · φ.
Lemma 2.4 ([SV91]). The vector space L is a local Lie algebra with bracket [·, ·] if and only if the maps κǫ
satisfy the following relations:
κ±([φ,ψ], χ) =κ±(φ, κ±(ψ, χ))− κ±(ψ, κ±(φ, χ)) , (2.4)
[φ, κ0(ψ, χ)] =κ0(κ+(φ,ψ), χ) + κ0(ψ, κ−(φ, χ)) , (2.5)
where φ,ψ, χ ∈ A.
Proof. The result follows from a simple computation, which we include below for the reader’s
convenience, since in the next section we will derive similar conditions in the same way. The Ja-
cobi identities are defined only for triples of the form (X0(φ), X0(ψ), X±(χ)) and (X0(φ), X+(ψ),
X−(χ)). We have
[[X0(φ),X0(ψ)],X±(χ)] + [[X0(ψ),X±(χ)],X0(φ)] + [[X±(χ),X0(φ)],X0(ψ)] =
= [X0([φ,ψ]),X±(χ)] + [X±(κ±(ψ, χ)),X0(φ)]− [X±(κ±(φ, χ)),X0(ψ)]
= X±(κ±([φ,ψ], χ))− X±(κ±(φ, κ±(ψ, χ))) + X±(κ±(ψ, κ±(φ, χ)))
= X± (κ±([φ,ψ], χ)− κ±(φ, κ±(ψ, χ)) + κ±(ψ, κ±(φ, χ))) . (2.6)
Therefore, the Jacobi identity for (X0(φ),X0(ψ),X±(χ)) is equivalent to (2.4). Similarly, we have
[[X0(φ),X+(ψ)],X−(χ)] + [[X+(ψ),X−(χ)],X0(φ)] + [[X−(χ),X0(φ)],X+(ψ)] =
= [X+(κ+(φ,ψ)),X−(χ)] + [X0(κ0(φ,ψ)),X0(φ)]− [X−(κ(φ, χ)),X+(ψ)]
= X0(κ0(κ+(φ,ψ))) + X0([κ0(φ,ψ), φ]) + X0(κ0(ψ, κ−(φ, χ)))
= X0 (κ0(κ+(φ,ψ)) + [κ0(φ,ψ), φ] + κ0(ψ, κ−(φ, χ))) .
Therefore, the Jacobi identity for (X0(φ),X+(ψ),X−(χ)) is equivalent to (2.5). 
Let (A, κǫ) be an associative algebra endowed with three bilinear maps κǫ : A ⊗ A → A,
ǫ = ±, 0, satisfying (2.4), (2.5). We denote by g˜(A, κǫ) the Lie algebra freely generated by L. Note
that g˜(A, κǫ) is Z–graded, i.e.,
g˜(A, κǫ) =
⊕
n∈Z
g˜n ,
with homogeneous components g˜0 := L0, and
g˜n :=
{
[g˜n−1, L+] if n > 0 ,
[g˜n+1, L−] if n < 0 .
Definition 2.5 ([SV91]). The Saveliev–Vershik algebra associated to the datum (A, κǫ) is the Lie
algebra
g(A, κǫ) := g˜(A, κǫ)/r ,
where r is the sum of all two–sided homogeneous ideals in g˜(A, κǫ) having trivial intersection
with L0. In particular, g = g(A, κǫ) is Z–graded with g0 = L0. ⊘
The examples given in [SV90, SV92, Ver92, Ver02] belong to a special case of this formulation,
where A is a commutative algebra,
κ±(φ,ψ) := ±ψ · κ(φ) and κ0(φ,ψ) := s(φ · ψ) (2.7)
where κ, s : A → A are distinguished linear mappings. In this case the conditions (2.4) and (2.5)
are automatically satisfied.
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Remark 2.6. Definition 2.5 provides a straightforward generalization of derived Kac–Moody alge-
bras as described in Remark 2.2 in terms of the usual 3|I| Chevalley generators. Namely, let I and
A be as in Section 2.1. Then, one sees immediately that
[g(R), g(R)] = g(A, κ) ,
where A is the commutative algebra k|I| endowed with coordinate multiplication, for any i ∈ I,
(ei, hi, fi) = (X+(vi),X0(vi),X−(vi)), where vi ∈ k
|I| are the standard unit vectors, and the linear
maps κǫ are defined as in (2.7) with κ(v) := Av and s(v) := v for any v ∈ A.
Note, however, that, contrarily to the minimal realization, the canonical Kac–Moody algebra
g(R) naturally fits in this formalism, adapted to the presentation of g(R) in terms of 4|I| genera-
tors. Namely, it is enough to consider a local Lie algebra L endowed with an extra copy of A in
the component L0, whose elements are denoted X
∨
0 (φ), φ ∈ A and satisfy
[X∨0 (φ),X
∨
0 (ψ)] = 0 = [X0(φ),X
∨
0 (ψ)] and [X
∨
0 (φ),X±(ψ)] = ±X±(φ · ψ) .
△
2.3. The Lie algebra of the line. In [SS17], the last-two-named authors introduced a quantum
group Uυ(sl(K)) associated with K ∈ {Z,Q,R}. Its classical limit is the enveloping algebra of
the Lie algebra sl(K), which we will define below. We will compare sl(K) with a continuum Lie
algebra associated with the line. Finally, we will also establish an isomorphism between sl(Z)
and the Lie algebra sl(∞) corresponding to the infinite Dynkin diagram of type A.
2.3.1. Intervals. Roughly speaking, sl(K) is a Lie algebra generated by elements labeled by inter-
vals of K, subject to some quadratic relations, whose coefficients depends upon a bilinear form
on the space of characteristic functions of such intervals. The values of such bilinear form play the
same role as the coefficient of a Cartan matrix.
In order to give the precise definition of sl(K), we need to introduce some notation. First, we
say that a subset J ⊂ R is an interval of K if it is an open–closed interval of the form J = (a, b] :=
{x ∈ R | a < x 6 b} for some K-values a < b.
Let Int(K) be the set of all intervals of K and define two partial maps⊕,⊖ : Int(K)× Int(K)→
Int(K) as follows:
J ⊕ J′ :=
{
J ∪ J′ if J ∩ J′ = ∅ and J ∪ J′ is connected ,
n.d. otherwise ,
(2.8)
J ⊖ J′ :=
{
J \ J′ if J ∩ J′ = J′ and J \ J′ is connected ,
n.d. otherwise .
(2.9)
Denote by Int(K)
(2)
⊕ the set of pairs (J, J
′) such that J ⊕ J′ is defined. Similarly, let Int(K)
(2)
⊖ be
the set of pairs (J, J′) such that J ⊖ J′ is defined. Set
δJ⊕J′ :=
{
1 if (J, J′) ∈ Int(K)
(2)
⊕ ,
0 otherwise ,
and δJ⊖J′ :=
{
1 if (J, J′) ∈ Int(K)
(2)
⊖ ,
0 otherwise .
We adopt the following notation, distinguishing all relative positions of two intervals. For any
two intervals J = (a, b] and J′ = (a′, b′], we write
• J → J′ if b = a′ (adjacent)
• J ⊥ J′ if b < a′ or b′ < a (disjoints)
• J ⊢ J′ if a = a′ and b < b′ (closed subinterval)
• J ⊣ J′ if a′ < a and b = b′ (open subinterval) 7
7The symbol ⊢ (resp. ⊣) should be read as J is a proper subinterval in J′ starting from the left (resp. right) endpoint.
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• J < J′ if a′ < a < b < b′ (strict subinterval)
• J ⋔ J′ if a < a′ < b < b′ (overlapping)
In particular we have that
(J, J′) ∈ Int(K)
(2)
⊕ if and only if J → J
′ or J′ → J ,
(J, J′) ∈ Int(K)
(2)
⊖ if and only if J
′ ⊢ J or J′ ⊣ J .
2.3.2. Euler form. We denote by F (K) the algebra of piecewise locally constant, left–continuous
functions f : R → R, with finitely many points of discontinuity such that f assumes only K-
values and the points of discontinuity belong to K. This means that f ∈ F (K) if and only if
f = ∑J cJ 1 J , where the sum runs over all intervals of K, 1 J denotes the characteristic function of
the interval J, and cJ ∈ K is zero for all but finitely many J.
For any f , g ∈ F (K), we set
〈 f , g〉 := ∑
x
f−(x)(g−(x)− g+(x)) and ( f , g) := 〈 f , g〉+ 〈g, f 〉 (2.10)
where h±(x) = limt→0+ h(x± t). We have
〈1 J, 1 J′〉 =

1 if J = J′, J′ ⊢ J, J ⊣ J′, J′ ⋔ J ,
0 if J ⊥ J′, J′ → J, J ⊢ J′, J′ ⊣ J, J < J′, J′ < J ,
−1 if J → J′, J ⋔ J′ .
(2.11)
Thus,
(
1 J, 1 J′
)
=

2 if J = J′ ,
1 if (J, J′) ∈ Int(K)
(2)
⊖ or (J
′, J) ∈ Int(K)
(2)
⊖ ,
−1 if (J, J′) ∈ Int(K)
(2)
⊕ ,
0 otherwise .
2.3.3. The first definition. We are ready to give the definition of sl(K).
Definition 2.7. Let sl(K) be the Lie algebra generated by elements eJ , f J, h J, with J ∈ Int(K),
modulo the following set of relations:
• Kac–Moody type relations: for any two intervals J1, J2,
[h J1 , h J2 ] = 0 ,
[h J1 , eJ2 ] = (1 J1 , 1 J2) eJ2 ,
[h J1 , f J2 ] = −(1 J1 , 1 J2) f J2 ,
[eJ1 , f J2 ] =
{
h J1 if J1 = J2 ,
0 if J1 ⊥ J2, J1 → J2, or J2 → J1 ,
(2.12)
• join relations: for any two intervals J1, J2 with (J1, J2) ∈ Int(K)
(2)
⊕ ,
h J1⊕J2 = h J1 + h J2 , (2.13)
eJ1⊕J2 = (−1)
〈1 J2 ,1 J1 〉[eJ1 , eJ2 ] , (2.14)
f J1⊕J2 = (−1)
〈1 J1 ,1 J2 〉[ f J1 , f J2 ] , (2.15)
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• nest relations: for any nested J1, J2 ∈ Int(K) (that is, such that J1 = J2, J1 ⊥ J2, J1 < J2,
J2 < J1,J1 ⊢ J2, J1 ⊣ J2, J2 ⊢ J1, or J2 ⊣ J1),
[eJ1 , eJ2 ] = 0 and [ f J1 , f J2 ] = 0 . (2.16)
⊘
Remark 2.8. It is easy to check that the bracket is anti–symmetric and satisfies the Jacobi identity.
Note that the joint relations are consistent with anti–symmetry, since, whenever J ⊕ J′ is defined,
(−1)〈1 J,1 J ′ 〉 = −(−1)〈1 J ′ ,1 J〉. Moreover, the combination of join and nest relations yields the (type
A) Serre relations (J 6= J′)
[eJ, [eJ , eJ′ ]] = 0 = [ f J , [ f J , f J′ ]] if
(
1 J , 1 J′
)
= −1 ,
[eJ, eJ′ ] = 0 = [ f J , f J′ ] if
(
1 J , 1 J′
)
= 0 .
(2.17)
Note also that there are canonical strict embeddings sl(Z) ⊂ sl(Q) ⊂ sl(R). △
2.3.4. Comparison with Saveliev–Vershik algebras. The datum (Int(X),⊕,⊖) has the role of a contin-
uum root system of sl(K). It is therefore natural to ask if sl(K) is an example of a Saveliev–Vershik
algebra. Namely, let A be the algebra F (K), and define the maps κ0, κ± : A×A → A by setting
κ0(1 J, 1 J′) := δJ,J′1 J′ and κ±(1 J, 1 J′) := ±
(
1 J, 1 J′
)
1 J .
The maps κ0 and κ± satisfy the relations (2.4) and (2.5). Thus there exists a continuum Lie algebra
g(F (K), κ0, κ±). Nonetheless, we shall show in this section that g(F (K), κ0, κ±) and sl(K) are
not the same, and in fact the latter cannot be a Saveliev–Vershik algebra. The first result we need
is the following.
Proposition 2.9. The relations (2.12), (2.14), (2.15), and (2.16) can be replaced by
[eJ1 , f J2 ] = δJ1 ,J2h J1 + (−1)
〈1 J1 ,1 J2 〉
(
1 J1 , 1 J2
) (
eJ1⊖J2 − f J2⊖J1
)
, (2.18)
and
[eJ1 , eJ2 ] = (−1)
〈1 J2 ,1 J1〉eJ1⊕J2 ,
[ f J1 , f J2 ] = (−1)
〈1 J1 ,1 J2〉 f J1⊕J2 .
(2.19)
Proof. It is clear that (2.18) reduces to (2.12), and (2.19) reduces to (2.14), (2.15), and (2.16), since,
if J1, J2 are nested, J1 ⊕ J2 is not defined and the RHS of (2.19) equals zero.
Conversely, we prove, case by case, that (2.18) and (2.19) hold in sl(K). We first observe that,
if J1, J2 are nested, J1 ⊕ J2 is not defined and (2.19) coincides with (2.16). If J1 → J2 or J2 → J1,
then (2.19) coincides with (2.14) and (2.15). It remains to prove that, if J′1 ⋔ J
′
2, then
[eJ′1
, eJ′2
] = 0 = [ f J′1
, f J′2
] .
In this case, there exists an interval J2 such that J
′
1 = J1 ⊕ J2, with J1 = J
′
1 ⊖ J2 and J1 → J2, and
J′2 = J2 ⊕ J3, with J3 = J
′
2 ⊖ J2 and J2 → J3. It is therefore equivalent to show that
[[eJ1 , eJ2 ], [eJ2 , eJ3 ]] = 0 = [[ f J1 , f J2 ], [ f J2 , f J3 ]] .
By Jacobi identity,
[[eJ1 , eJ2 ], [eJ2 , eJ3 ]] = −[[eJ2 , eJ2⊕J3 ], eJ1 ]− [[eJ2⊕J3 , eJ1 ], eJ2 ] = 0 .
Now, [eJ2 , eJ2⊕J3 ] = 0 by (2.16) since J2 ⊢ J2⊕ J3, hence the first quantity on the RHS is zero. Since
J1 → J2 ⊕ J3, we have [eJ2⊕J3 , eJ1 ] = eJ1⊕J2⊕J3 , hence by (2.16) the second quantity on the RHS is
zero as well. The computation for f is similar. Therefore, (2.19) holds.
We now prove (2.18).
• If J1 = J2, J1 → J2, J2 → J1, or J1 ⊥ J2, this is clear.
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• Case J1 ⊢ J2. In this case, 〈1 J1 , 1 J2〉 = 0, 〈1 J2 , 1 J1〉 = 1,
(
1 J1 , 1 J2
)
= 1, J2 ⊖ J1 is defined, and
J1 ⊕ J2, J1 ⊖ J2 are not. We have to show that
[eJ1 , f J2 ] = − f J2⊖J1 .
By definition, J2 = J1 ⊕ J3, where J3 = J2 ⊖ J1 and J1 → J3. Therefore, by (2.15), it is
equivalent to show that
[eJ1 , [ f J1 , f J3 ]] = f J3 .
By Jacobi identity, we have
[eJ1 , [ f J1 , f J3 ]] = −[ f J1 , [ f J3 , eJ1 ]]− [ f J3 , [eJ1 , f J1 ]] = [h J1 , f J3 ] = −
(
1 J1 , 1 J3
)
f J3 ,
where the second identity follows from (2.12). It remains to observe that
(
1 J1 , 1 J3
)
= −1.
• Case J2 ⊢ J1. This case is identical to the previous one, but we will prove it for completeness.
In this case, 〈1 J1 , 1 J2〉 = 1, 〈1 J2 , 1 J1〉 = 0,
(
1 J1 , 1 J2
)
= 1, J1 ⊖ J2 is defined, and J1 ⊕ J2, J2 ⊖ J1 are
not. We have to show that
[eJ1 , f J2 ] = −eJ1⊖J2 .
By definition, J1 = J2 ⊕ J3, where J3 = J1 ⊖ J2 and J2 → J3. Therefore, by (2.14), it is
equivalent to show that
[[eJ2 , eJ3 ], f J2 ] = −eJ3 .
By Jacobi identity, we have
[[eJ2 , eJ3 ], f J2 ] = −[[eJ3 , f J2 ], eJ2 ]− [[ f J2 , eJ2 ], eJ3 ] = [h J2 , eJ3 ] =
(
1 J2 , 1 J3
)
eJ3 .
It remains to observe that
(
1 J2 , 1 J3
)
= −1, since J2 → J3.
• Case J1 ⊣ J2. In this case, 〈1 J1 , 1 J2〉 = 1, 〈1 J2 , 1 J1〉 = 0,
(
1 J1 , 1 J2
)
= 1, J2 ⊖ J1 is defined, and
J1 ⊕ J2, J1 ⊖ J2 are not. We have to show that
[eJ1 , f J2 ] = f J2⊖J1 .
By definition, J2 = J1 ⊕ J3, where J3 = J2⊖ J1 and in this case J3 → J1. Therefore, by (2.15), it is
equivalent to show that
[eJ1 , [ f J3 , f J1 ]] = − f J3 .
By Jacobi identity, we have
[eJ1 , [ f J3 , f J1 ]] = −[ f J3 , [ f J1 , eJ1 ]]− [ f J1 , [eJ1 , f J3 ]] = −[h J1 , f J3 ] =
(
1 J1 , 1 J3
)
f J3 .
It remains to observe that
(
1 J1 , 1 J3
)
= −1. The case J2 ⊣ J1 is identical.
• Case J1 < J2. In this case, 〈1 J1 , 1 J2〉 = 0, 〈1 J2 , 1 J1〉 = 0,
(
1 J1 , 1 J2
)
= 0, and J1 ⊕ J2, J2 ⊖ J1, J1 ⊖ J2
are not defined. We have to show that
[eJ1 , f J2 ] = 0 .
By definition, J2 = J3 ⊕ J1 ⊕ J4 with J3 → J1 → J4, where J3, J4 are the two connected compo-
nents of J2 \ J1. It is therefore equivalent to show
[eJ1 , [ f J3 , f J1⊕J4 ]] = 0 .
By Jacobi identity,
[eJ1 , [ f J3 , f J1⊕J4 ]] = −[ f J3 , [ f J1⊕J4 , eJ1 ]]− [ f J1⊕J4 , [eJ1 , f J3 ]] = 0 ,
since J1 ⊢ J1 ⊕ J4 and J3 → J1. The case J2 < J1 is identical.
• Case J1 ⋔ J2. In this case, 〈1 J1 , 1 J2〉 = −1, 〈1 J2 , 1 J1〉 = 1,
(
1 J1 , 1 J2
)
= 0, and J1 ⊕ J2, J2 ⊖ J1,
J1 ⊖ J2 are not defined. We have to show that
[eJ1 , f J2 ] = 0 .
In this case, there exists an interval J′2 such that J1 = J
′
1 ⊕ J
′
2, with J
′
1 = J1 ⊖ J
′
2 and J
′
1 → J
′
2, and
J2 = J
′
2 ⊕ J
′
3, with J
′
3 = J2 ⊖ J
′
2 and J
′
2 → J
′
3. It is therefore equivalent to show that
[eJ′1⊕J
′
2
, [ f J′2
, f J′3
]] = 0 .
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By Jacobi identity,
[eJ′1⊕J
′
2
, [ f J′2
, f J′3
]] = −[ f J′2
, [ f J′3
, eJ′1⊕J
′
2
]]− [ f J′3
, [eJ′1⊕J
′
2
, f J′2
]] = 0 ,
since J′1 ⊕ J
′
2 → J
′
3 and J
′
2 ⊣ J
′
1 ⊕ J
′
2. The case J2 ⋔ J1 is identical.

Corollary 2.10. Set x0(J) := h J , x+(J) := eJ , x−(J) := f J for any K-inteval J. Then, sl(K) admits the
following presentation:
x0(J ⊕ J
′) = δJ⊕J′(x0(J) + x0(J
′)) ,
[x0(J), x0(J
′)] = 0 ,
[x0(J), x±(J
′)] = ±
(
1 J , 1 J′
)
x±(J
′) ,
[x+(J), x−(J
′)] = δJ,J′x0(J) + (−1)
〈1 J,1 J ′ 〉
(
1 J, 1 J′
) (
x+(J ⊖ J
′)− x−(J
′ ⊖ J)
)
, (2.20)
[x±(J), x±(J
′)] = ±(−1)〈1 J ′ ,1 J〉x±(J ⊕ J
′) ,
where we assume that xǫ(J1 ⊙ J2) = 0 whenever J1 ⊙ J2 is not defined, for ⊙ = ⊕,⊖ and ǫ = ±, 0.
The above presentation of sl(K)makesmore clear that the main reason for which sl(K) cannot
coincide with g(F (K), κ0, κ±) is the relation (2.20). Namely, the latter Lie algebra is given by a
local Lie algebra L (cf. Section 2.2), while the former cannot be given by a local Lie algebra.
As we shall see in the following sections, we need to consider a wider class of Lie algebras,
containing both continuum Lie algebras (hence, also Kac–Moody algebras) and sl(K) by relaxing
the condition of locality in the spirit of (2.20).
2.3.5. Comparison with sl(∞). Let
1 2 3 4 n− 2 n− 1
• • • • • •
be the Dynkin diagram of type An. We can consider two different limits for n→ +∞: the infinite
Dynkin diagram
• • • •
which gives rise to the infinite dimensional Lie algebra sl(+∞), and the infinite Dynkin diagram
• • • • •
which corresponds to the infinite dimensional Lie algebra sl(∞). One can show that sl(+∞)
coincides with sl(∞) (cf. [DP99, Section 2]). The Lie algebra sl(∞) admits a Kac–Moody algebra
type description with generators ei, fi, hi with i ∈ Z and the infinite Cartan matrix A = (aij)i,j∈Z,
with aii = 2, aij = −1, if |i− j| = 1, and aij = 0 otherwise.
Consider now the Lie algebra sl(Z). It admits a minimal set of generators:
{e(i, i+1], f(i, i+1], h(i, i+1] | ∀ i ∈ Z} .
Thanks to the Serre relations (2.17), we can define an isomorphism sl(∞)→ sl(Z) by
ei 7→ e(i, i+1] , fi 7→ f(i, i+1] , hi 7→ h(i, i+1] .
3. SEMIGROUP LIE ALGEBRAS
In this section we present a pre–local generalization of contragredient Lie algebras. Then, we
introduce a vast class of examples, which are combinatorially described in terms of partial semi-
groups.
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3.1. Pre–local continuumLie algebras. It is clear fromCorollary (2.18) that the Lie algebra sl(K)
cannot be described by a local Lie algebra. Moreover, its Cartan elements satisfy the linearity con-
dition (2.13), which did not appear in any previous axiomatic that we described. This motivates
the following definition and the subsequent construction.
Definition 3.1. We say that a direct sum of vector spaces L = L− ⊕ L0 ⊕ L+ is a pre–local Lie
algebra if there are bilinear maps L0 × L± → L± and L+ × L− → L such that the Jacobi identity
holds whenever it make sense. ⊘
Let (A, ·) be an arbitrary associative k–algebra (possibly non–unital and non–commutative)
endowed with six bilinear mappings κǫ, ξǫ : A×A → A, with ǫ = ±, 0, satisfying
κ±(ξ0(φ,ψ), χ) = δξ0(φ,ψ)κ±(φ+ ψ, χ) and [ξ0(φ,ψ), χ] = δξ0(φ,ψ)[φ+ ψ, χ] (3.1)
where φ,ψ, χ ∈ A and δξ0(φ,ψ) is the characteristic function of the support of ξ0, i.e., δξ0(φ,ψ) = 1 if
ξ0(φ,ψ) 6= 0 and it is zero otherwise.
Set L = L+ ⊕ L0 ⊕ L−, where Lǫ is identified withA through a linear isomorphism Xǫ, ǫ = ±,
and L0 is identified through a linear isomorphism X0 with the quotient A/K(ξ0), where K(ξ0) is
the span of vectors ξ0(φ,ψ)− δξ0(φ,ψ)(φ+ ψ), φ,ψ ∈ A. We define a bilinear mapping
[·, ·] : L⊗ L → L
as follows:
[X0(φ),X0(ψ)] = X0([φ,ψ]) , (3.2)
[X0(φ),X±(ψ)] = X±(κ±(φ,ψ)) , (3.3)
[X+(φ),X−(ψ)] = X0(κ0(φ,ψ)) + X+(ξ+(φ,ψ)) + X−(ξ−(φ,ψ)) , (3.4)
where φ,ψ ∈ A.
Lemma 3.2. The map [·, ·] is well–defined. In addition, the vector space L is a pre–local Lie algebra with
bracket [·, ·] if and only if the map κǫ satisfies the relations (2.4), (2.5), and κǫ, ξǫ satisfy
κ±(φ, ξ±(ψ, χ)) = ξ±(κ+(φ,ψ), χ) + ξ±(ψ, κ−(φ, χ)) , (3.5)
where φ,ψ, χ ∈ A.
Proof. First, note that the condition (3.1) is equivalent to require [X0(K(ξ0)), ·] = 0. Therefore, the
map [·, ·] is well–defined.
The Jacobi identities are defined only for triples of the form (X0(φ),X0(ψ),X±(χ)) and (X0(φ),
X+(ψ), X−(χ)). By the same arguments as in (2.6), we get that the Jacobi identity for (X0(φ),
X0(ψ), X±(χ)) is equivalent to (2.4).
For the triple (X0(φ),X+(ψ),X−(χ)), we have
[[X0(φ),X+(ψ)],X−(χ)] + [[X+(ψ),X−(χ)],X0(φ)] + [[X−(χ),X0(φ)],X+(ψ)] =
= [X+(κ+(φ,ψ)),X−(χ)]− [X−(κ−(φ, χ)),X+(ψ)]
+ [X0(κ0(ψ, χ)),X0(φ)] + [X+(ξ+(ψ, χ)),X0(φ)] + [X−(ξ−(ψ, χ)),X0(φ)] =
= X0(κ0(κ+(φ,ψ), χ)) + X+(ξ+(κ+(φ,ψ), χ)) + X−(ξ−(κ+(φ,ψ), χ))
+ X0(κ0(ψ, κ−(φ, χ))) + X+(ξ+(ψ, κ−(φ, χ))) + X−(ξ−(ψ, κ−(φ, χ)))
+ X0([κ0(φ,ψ), φ])− X+(κ+(φ, ξ+(ψ, χ)))− X−(κ−(φ, ξ−(ψ, χ))) =
= X0 (κ0(κ+(φ,ψ)) + [κ0(φ,ψ), φ] + κ0(ψ, κ−(φ, χ)))
+ X+ (ξ+(κ+(φ,ψ), χ) + ξ+(ψ, κ−(φ, χ))− κ+(φ, ξ+(ψ, χ)))
+ X− (ξ−(κ+(φ,ψ), χ) + ξ−(ψ, κ−(φ, χ))− κ−(φ, ξ−(ψ, χ))) .
Therefore, the Jacobi identity for (X0(φ),X+(ψ),X−(χ)) is equivalent to (2.5) and (3.5). 
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Definition 3.3. The tuple (A, κǫ, ξǫ) is a continuum Cartan datum if κǫ satisfies (2.4), (2.5), and
κǫ, ξǫ satisfy (3.1), (3.5). Then, the (pre–local) continuum Lie algebra associated to (A, κǫ, ξǫ) is the
Lie algebra
g(A, κǫ, ξǫ) := g˜(A, κǫ, ξǫ)/r ,
where g˜(A, κǫ, ξǫ) is the Lie algebra freely generated by the pre–local Lie algebra L and r ⊂
g˜(A, κǫ, ξǫ) is the sum of all two–sided ideals having trivial intersection with L0. ⊘
Let n± ⊂ g(A, κǫ, ξǫ) be the Lie subalgebra generated by {X±(φ) | φ ∈ A}. We shall make use
of the following standard result.
Lemma 3.4. Let S be an index set, let {Xa} be a collection of elements of n± indexed by a ∈ S, and let
XS = span{Xa | a ∈ S}. If [XS,X∓(φ)] ⊆ XS for any φ ∈ A, then XS = 0.
Proof. Assume XS ⊆ n+ and set rX := ∑i,j ad(L+)
iad(L0)
jXS. rX is a subspace of n+, which
is clearly invariant under ad(L0) and ad(L+). Moreover, since ad(L−)XS ⊆ XS, one also has
ad(L−)rX ⊂ rX . In particular, whenever XS 6= {0}, the subspace rX is a non–zero ideal trivially
intersecting L0. Therefore, necessarily, rX = 0 and XS = 0. The case XS ⊆ n− is similar. 
3.2. Generalities on partial semigroups. We shall give a combinatorial description of certain
pre–local continuum Lie algebras, whose defining relations (3.2), (3.3), (3.4) are controlled by a
class of partial semigroups, called Cartan semigroups. To this end, following [ATL19a], we will
review some basic notions related to partial semigroups.
Definition 3.5. A partial semigroup is a tuple (S, S
(2)
σ , σ), where S is a set, S
(2)
σ ⊆ S× S a subset,
and σ : S
(2)
σ → S a map such that, for any α, β, γ ∈ S,
σ(σ(α, β), γ) = σ(α, σ(β, γ))
when both sides are defined, that is if the pairs (α, β), (σ(α, β), γ), (β, γ), (α, σ(β, γ)) belong to
S
(2)
σ .
A partial semigroup is commutative if S
(2)
σ is symmetric, i.e., (α, β) ∈ S
(2)
σ if and only if (β, α) ∈
S
(2)
σ , in which case σ(α, β) = σ(β, α). ⊘
Example 3.6. Let
Q+ :=
⊕
i∈I
Z>0 αi ⊆ h
∗ ,
be the root lattice of a Kac–Moody algebra g and R+ := {α ∈ Q+ \ {0} | gα 6= 0} the set of positive
roots (cf. Section 2.1). Then, R+ is naturally endowed with a structure of partial semigroup σ,
induced by Q+. That is, for any α, β ∈ R+, we set
σ(α, β) =
{
α+ β if α+ β ∈ R+ ,
n.d. otherwise .
△
Remark 3.7. It is common in the literature (see e.g., [Evs84]) to assume that the semigroup law σ
is strongly associative, i.e., for any α, β, γ ∈ S,
(α, β), (σ(α, β), γ) ∈ S
(2)
σ if and only if (β, γ), (α, σ(β, γ)) ∈ S
(2)
σ .
This definition is stronger than the one given above, and is not suited for our purposes, since it
does not hold for root systems. For instance, in the root system of sl(4), α2+ α1 and (α2+ α1) + α3
are defined, but α1 + α3 is not. △
Definition 3.8. Let (S, σ), (T, τ) be partial semigroups. A morphism φ : (S, σ) → (T, τ) is a map
such that (α, β) ∈ S
(2)
σ if and only if (φ(α), φ(β)) ∈ T
(2)
τ , and φ(σS(α, β)) = σT(φ(α), φ(β)) for
any (α, β) ∈ S
(2)
σ . ⊘
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Any subset S′ ⊆ S inherits a partial semigroup structure. Namely, we denote by t(S′) the
semigroup with underlying set S′,
t(S′)
(2)
σ := {(α, β) ∈ S
′ × S′ | (α, β) ∈ S
(2)
σ and σ(α, β) ∈ S
′} ,
and semigroup law induced by that of S. Note that a priori t(S′)
(2)
σ ⊆ (S
′ × S′) ∩ S
(2)
σ .
The corresponding embedding t(S′) → S is a morphism of semigroups if and only if S′ is
a sub–semigroup of S, i.e., if (α, β) ∈ (S′ × S′) ∩ S
(2)
σ implies σ(α, β) ∈ S
′ (which means exactly
t(S′)
(2)
σ = (S
′ × S′) ∩ S
(2)
σ ).
For any α ∈ S, set
S
(2)
σ, α := {(β, γ) ∈ S
(2) | σ(β, γ) = α} .
A subset S′ ⊆ S is saturated if S
(2)
σ, α ⊆ S
′ × S′ for any α ∈ S′.
Definition 3.9. A right cancellative partial semigroup is a partial semigroup (S, σ) having right
(resp. left) cancellation properties. More precisely, (S, σ) is right cancellative if, for any two pairs
(α, β), (α′, β) ∈ S
(2)
σ ,
σ(α, β) = σ(α′, β) =⇒ α = α′ .
A right partial cancellation law is a partial map ν : S× S → S defined on a (possibly empty)
subset S
(2)
ν ⊆ S× S such that
• for any (α, β) ∈ S
(2)
ν , then, whenever defined, σ(ν(α, β), β) = α, and ν(α, ν(α, β)) = β;
• for any α, β, γ ∈ S, then
ν(σ(α, β), γ) = σ(α, ν(β, γ)) ,
σ(ν(α, β), γ) = ν(α, ν(β, γ)) ,
ν(α, σ(β, γ)) = ν(ν(α, β), γ) ,
(3.6)
when both sides are defined.
We say that ν is maximal if, for any α, β, γ ∈ S, σ(α, β) = γ if and only if α = ν(γ, β). ⊘
Note in particular that, if ν is maximal, ν(σ(α, β), β) = α.
Remark 3.10. Note that every cancellative partial semigroup is automatically endowed with a
standard partial cancellation law. Namely, let (S, σ) be a right cancellative partial semigroup.
Then, for any α, β ∈ S, there is at most one element γ ∈ S such that (γ, β) ∈ S
(2)
σ and σ(γ, β) = α,
i.e., |S
(2)
σ, α ∩ S× {β}| ≤ 1. Set
S
(2)
ν := {(α, β) ∈ S× S | |S
(2)
σ, α ∩ S× {β}| = 1} .
Then the partial map ν : S
(2)
ν ⊆ S× S→ S defined by ν(α, β) = γ, where γ is the only element in
S
(2)
σ, α ∩ S× {β}, is a right partial cancellation law. △
Fix a commutative partial semigroup (S,⊕)with a maximal cancellation law⊖ : S×S→ S. To
alleviate the notation, for any α, β ∈ S, we write α⊕ β and α⊖ β in place of ⊕(α, β) and ⊖(α, β).
Definition 3.11. An element 0 ∈ S is a partial zero if, whenever defined, α⊕ 0 = α = 0⊕ α for
any α ∈ S. We denote by Z(S) the set of partial zeros in S. We say that (S,⊕,⊖) is positive if the
following holds:
(1) Z(S) = ∅;
(2) the elements α⊖ α and (α⊖ β)⊖ α are never defined;
(3) the elements α⊖ β and β⊖ α are never simultaneously defined;
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(4) up to commutation, ⊕ is strongly associative, i.e., (α⊕ β)⊕ γ is defined if and only if either
α⊕ (β⊕ γ) or β⊕ (α⊕ γ) is defined;
(5) ⊖ is polarized, i.e., (α ⊕ β) ⊖ γ is defined if and only if one of the following condition
holds:
• exactly one element among α⊖ (γ⊖ β) and β⊖ (γ⊖ α) is defined,
• the element α⊕ β and only one among α⊕ (β⊖ γ) and (α⊖ γ)⊕ β are defined,
• the elements α⊕ (β⊖ γ) and (α⊖ γ)⊕ β are both defined.
⊘
We shall make use of the following elementary lemma.
Lemma 3.12. Assume that (S,⊕,⊖) is positive and set
I1 = {(γ⊖ β)⊖ α, γ⊖ (α⊕ β), (γ⊖ α)⊖ β}
I2 = {α⊖ (γ⊖ β), β⊖ (γ⊖ α), (α⊖ γ)⊕ β, α⊕ (β⊖ γ), (α⊕ β)⊖ γ, }
Then the elements in I1 (resp. I2) pairwise coincide (whenever defined) and |I1| = 0, 2, 3 (resp. |I2| =
0, 2, 3).
Proof. By strong associativity, |I1| 6= 1, since the existence of an element implies that of at least
another one. Namely, set x = (γ ⊖ β) ⊖ α. Then, γ = (x ⊕ α) ⊕ β and therefore either γ =
x⊕ (α⊕ β) or γ = (x⊕ β)⊕ α. In the first case, we get γ⊖ (α⊕ β) and in the second one we get
(γ⊖ α)⊖ β. Similarly for the other cases. The remaining statement follows easily from (3.6) 8.
Note that, by Definition 3.11–(3), the elements α ⊖ (γ ⊖ β) and α ⊕ (β ⊖ γ) (resp. β ⊖ (γ ⊖
α) and (α ⊖ γ) ⊕ β) are never simultaneously defined . Therefore |I2| 6= 4, 5. Moreover, by
Definition 3.11–(5), |I2| 6= 1. The remaining statement follows easily from (3.6), as before. 
Henceforth, with a slight abuse of terminology, by a semigroupwe mean a positive, commuta-
tive, partial semigroup with a maximal cancellation law.
Example 3.13.
(1) Every root system is a semigroup with respect to the operations ⊕,⊖ induced by the
inclusion R+ ⊂ (Q,+,−).
(2) Let K ∈ {Z,Q,R}. In Section 2.3.1, we introduced the set Int(K) together with the
partial operations ⊕ and ⊖ (cf. Formulas (2.8) and (2.9)). Then S(K) := (Int(K),⊕,⊖)
is a semigroup.
△
3.3. Semigroup Lie algebras. Let S = (S,⊕,⊖) be a semigroup and κ : S× S → k a function
such that
κ(α⊕ β, γ) = δα⊕β (κ(α, γ) + κ(β, γ)) , (3.7)
where δα⊕β is the characteristic function
9 of S
(2)
⊕ and, by convention, κ(α⊕ β, γ) = 0 = κ(α, β⊕ γ)
whenever α⊕ β and β⊕ γ are not defined. Set LS = LS+ ⊕ L
S
0 ⊕ L
S
−, where
LS± :=
⊕
α∈S
k · X±(α) and L
S
0 :=
(⊕
α∈S
k · X0(α)
)
/NS ,
8For example, set y = (γ⊖ α)⊖ β, z = γ⊖ (α⊕ β). Then
y = (((x⊕ α)⊕ β)⊖ α)⊖ β = ((β⊕ ((x⊕ α)⊖ α))⊖ β = (β⊕ x)⊖ β = x
where the second equality is (3.6). Similarly for x = z = y.
9This means that δα⊕β takes value one if (α, β) ∈ S
(2)
⊕ , it takes value zero otherwise.
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and NS is the subspace spanned by the elements of the form
X0(α⊕ β)− δα⊕β (X0(α) + X0(β)) ,
where we assume that Xǫ(α⊕ β) = 0 if (α, β) 6∈ S
(2)
⊕ , for ǫ = ±, 0. By a slight abuse of notation,
we will denote the class of X0(α) in L
S
0 by the same symbol.
For any function ξ± : S× S→ k, we define a bilinear map [·, ·] : LS × LS → LS by
[X0(α),X0(β)] =0 ,
[X0(α),X±(β)] =± κ(α, β)X±(β) , (3.8)
[X+(α),X−(β)] =δα,βX0(α) + ξ+(α, β)X+(α⊖ β)− ξ−(β, α)X−(β⊖ α) , (3.9)
where we assume that Xǫ(α⊖ β) = 0 if (α, β) 6∈ S
(2)
⊖ , for ǫ = ±, 0. Note that the condition (3.7) is
equivalent to require [NS, LS] = 0. Therefore, the map [·, ·] is well–defined.
Lemma 3.14. The vector space LS is a pre–local Lie algebra with bracket [·, ·] if and only if
ξ±(β, γ)κ(α, β⊖ γ) = δβ⊖γ ξ±(β, γ) (κ(α, β)− κ(α, γ)) (3.10)
where we assume that κ(α, β⊖ γ) = 0 if (β, γ) 6∈ S
(2)
⊖ .
Proof. The proof is identical to those of the Lemmas 2.4 and 3.2. 
Remark 3.15. Note that if κ : S× S→ k is symmetric or satisfies
κ(α, β⊕ γ) = δβ⊕γ (κ(α, β) + κ(α, γ)) (3.11)
then Formula (3.10) is automatically satisfied for any choice of ξ±. △
Definition 3.16. A Cartan semigroup is a tuple (S, κ, ξ±), where S = (S,⊕,⊖) is a semigroup,
κ : S× S→ k is a function satisfying (3.7) and (3.11), and ξ± : S× S→ k are arbitrary. We denote
by g˜(S, κ, ξ±) the Lie algebra freely generated by LS. ⊘
We denote by ϕα the element of the standard basis of Z
S for α ∈ S. Then, we set QS = ZS/ ∼,
where ∼ is the relation ϕα⊕β = δα⊕β(ϕα + ϕβ), and
QS+ := spanZ>0{ϕα | α ∈ S} ⊂ Q
S .
Set QS− := −Q
S
+, so that Q
S = QS+ ⊕ Q
S
−. For λ, µ ∈ Q
S, we say that µ 4 λ if and only if
λ− µ ∈ QS+.
The following is standard.
Proposition 3.17.
(1) As vector spaces, g˜(S, κ, ξ±) = n˜+ ⊕ LS0 ⊕ n˜−, where n˜± is the subalgebra generated by the
elements X±(α), α ∈ S. Moreover, n˜± is freely generated.
(2) There is a natural QS–gradation on g˜(S, κ, ξ±) given by deg(Xε(α)) = εϕα, ε = ±, 0. In
particular,
g˜(S, κ, ξ±) =
 ⊕
µ∈QS+\{0}
g˜µ
⊕ LS0 ⊕
 ⊕
µ∈QS+\{0}
g˜−µ

and g˜±µ ⊆ n˜±.
Definition 3.18. The semigroup Lie algebra with Cartan datum (S, κ, ξ±) is the Lie algebra
g(S, κ, ξ±) := g˜(S, κ, ξ±)/r ,
where r is the sum of all two–sided QS–graded ideals in g˜(S, κ, ξ±) having trivial intersection
with LS0 . ⊘
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In particular, it follows immediately from Proposition 3.17 that g(S, κ, ξ±) inherits the trian-
gular decomposition g(S, κ, ξ±) = n+ ⊕ LS0 ⊕ n−, where n± ⊂ g(S, κ, ξ±) denotes the subalgebra
generated by X±(α), α ∈ S, and the QS–gradation
g(S, κ, ξ±) =
 ⊕
µ∈QS+\{0}
gµ
⊕ LS0 ⊕
 ⊕
µ∈QS+\{0}
g−µ

where g±µ ⊆ n±.
Definition 3.19. We call root an element µ ∈ QS \ {0} such that gµ 6= 0. We say that a root µ is
positive (resp. negative) if µ ≻ 0 (resp. µ ≺ 0). The set of roots (resp. positive, negative roots) is
denoted by RS (resp. RS+, R
S
−). ⊘
Finally, we observe that semigroup Lie algebras are special cases of graded pre–continuum Lie
algebras.
Proposition 3.20. Let (S, κ, ξ±) be a Cartan semigroup. Let AS = k[S] be the algebra of regular func-
tions over the set S and denote by 1α ∈ AS the characteristic function of α ∈ S. For any α, β ∈ S,
define
κS,0(1α, 1β) = δα,β1α and κS,±(1α, 1β) = ±κ(α, β)1β
and
ξS,0(1α, 1β) = δα⊕β1α⊕β
ξS,+(1α, 1β) = δα⊖βξ+(α, β)1α⊖β
ξS,−(1α, 1β) = −δβ⊖αξ−(β, α)1β⊖α
where we assume that 1α⊙β = 0 whenever (α, β) 6∈ S
(2)
⊙ , ⊙ = ⊕,⊖. Then, the assignment Xǫ(α) →
Xǫ(1α) gives a Lie algebra isomorphism
g(S, κ, ξ±) ≃ g˜(AS, κS,ǫ, ξS,ǫ)/r˜
where r˜ is the sum of all two–sided graded ideals in g˜(AS, κS,ǫ, ξS,ǫ) having trivial intersection with its
Cartan subalgebra. In particular, g(S, κ, ξ±) is a graded pre–local continuum Lie algebra.
Proof. The conditions (2.4) and (2.5) for κS,ǫ, with ǫ = 0,±, read, respectively,
κ(α, γ)κ(β, γ) = κ(β, γ)κ(α, γ) and δβ,γκ(α, β) = δβ,γκ(α, γ) ,
which hold since AS is commutative. Moreover, the condition (3.1) for κS,± reads
±δα⊕βκ(α⊕ β, γ) = ±δα⊕β (κ(α, γ) + κ(β, γ)) ,
which coincides with (3.7) for κ (the second identity in (3.1) for ξS,0 is trivial, since AS is commu-
tative). Finally, (3.5) for κS,±, ξS,± reads
δβ⊖γξ+(β, γ)κ(α, β⊖ γ) = δβ⊖γκ(α, β)ξ+(β, γ)− δβ⊖γκ(α, γ)ξ+(β, γ)
−δγ⊖βξ−(γ, β)κ(α, γ⊖ β) = δγ⊖βκ(α, β)ξ−(γ, β)− δγ⊖βκ(α, γ)ξ−(γ, β)
which coincides with (3.10) for κ, ξ±. 
3.4. DerivedKac–Moody algebras and semigroups. Derived Kac–Moody algebras are easily re-
alized as degenerate examples of semigroup Lie algebras. We use the notation from Section 2.1.
Let S be the trivial semigroup with underlying set Π = {αi | i ∈ I} and S
(2)
⊕ = ∅ = S
(2)
⊖ . Then,
(S, κA, 0), where S = (S,⊕,⊖), κA(αi, αj) = aij, ξ(i, j) = 0, is a Cartan semigroup and the assign-
ment
(X+(αi),X0(αi),X−(αi)) 7→ (ei, hi, fi)
defines a Lie algebra isomorphism g(S, κA, 0) ≃ g(A)
′.
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In fact, Borcherds–Kac–Moody algebras can also be described in terms of a more interesting
semigroup structure. More precisely, we will show in Proposition 5.16 and Theorem 5.17 that
Borcherds–Kac–Moody algebras corresponding to quivers with at most one loop in each vertex
and at most two arrows between two vertices, can be realised as Lie subalgebras of semigroup
Lie algebras g(S) for some non–trivial semigroups of topological origin.
3.5. Semigroup Serre relations. In analogy with the case of Kac–Moody algebras, it is desirable
to have in g(S, κ, ξ±) certain quadratic Serre relations of the form
[X±(α),X±(β)] = µ±(α, β)X±(α⊕ β) ,
for some µ± : S× S → k. The next result describes the necessary and sufficient conditions for
such relations to hold. To this end, we shall define recursively the set S6α ⊆ S of partitions of
α ∈ S as follows. We set
S
(0)
6α := {α} ,
S
(n)
6α := {β⊖ γ | γ ∈ S, β ∈ S
(n−1)
6α } for n > 1 ,
and S6α :=
⋃
n>0
S
(n)
6α . More precisely, α
′ ∈ S6α if and only if there exist a sequence
α = α1, α2, . . . , αn, αn+1 = α
′
such that (αi, αi+1) ∈ S
(2)
⊖ for any 1 6 i 6 n, so that
α = (β1 ⊕ (β2 ⊕ · · · ⊕ (βn ⊕ α
′) · · · )
where βi = αi ⊖ αi+1. We shall call such a sequence an partition of α at α
′ and we write α′ 6 α
if α′ ∈ S6α. Finally, we denote by S
±
6α the subset of all elements α
′ in S6α for which there exists
a partition α = α1, α2, . . . , αn, αn+1 = α
′ such that, if n > 1 we have ξ±(αi, αi+1) 6= 0 for any
1 6 i 6 n.
Proposition 3.21. Let µ± : S× S→ k be two functions and α, β ∈ S, α 6= β. Then,
[X±(α),X±(β)] = µ±(α, β)X±(α⊕ β) (3.12)
holds in g(S, κ, ξ±) if and only if the following relations hold.
(1) For any a ∈ S±6α, b ∈ S
±
6β,
ξ±(a⊕ b, a) = µ∓(a, b) = −ξ±(a⊕ b, b) , (3.13)
κ(a, b) =ξ+(a⊕ b, a)ξ−(a⊕ b, a)− (δa⊖b + δb⊖a)ξ+(b, a)ξ−(b, a) = κ(b, a) . (3.14)
(2) For any a ∈ S±6α, b ∈ S
±
6β, c ∈ S,
δc⊖(a⊕b)ξ±(a⊕ b, a)ξ±(c, a⊕ b) =
= δ(c⊖a)⊖bξ±(c, a)ξ±(c⊖ a, b)− δ(c⊖b)⊖aξ±(c, b)ξ±(c⊖ b, a) . (3.15)
(3) For any a ∈ S±6α, b ∈ S
±
6β, c ∈ S, c 6= a, b,
ξ±(a, c)ξ∓((a⊖ c)⊕ b, b)− ξ±(b, c)ξ∓(a⊕ (b⊖ c), a) =
δb⊖(c⊖a)ξ∓(c, a)ξ±(b, c⊖ a)− δa⊖(c⊖b)ξ∓(c, b)ξ±(a, c⊖ b)
− δ(a⊕b)⊖cξ∓(a⊕ b, a)ξ±(a⊕ b, c) . (3.16)
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Proof. The result follows as a straightforward application of Lemma 3.4. Namely, letX±, α, β be the
element defined by the equation (3.12) for the pair (α, β). We shall prove that X±, α, β generates
an ideal in n˜±, having trivial intersection with L
S
0 . Then, X±, α, β = 0 in g(S, κ, ξ±). By direct
inspection, one sees easily that this holds if and only if the elements X±, a, b, for any (a, b) ∈
S±6α × S
±
6β, are also added to the generating set of the ideal and the functions κ and ξ± satisfy the
relations listed above. In Sections 3.5.1 – 3.5.4, we describe this computation in greater details.
3.5.1. For any a, b ∈ S, set
X±, a, b := [X±(a),X±(b)]− µ±(a, b)X±(a⊕ b) .
We denote by S±,α,β the subspace spanned by the elements X±, a, b with a ∈ S
±
6α, b ∈ S
±
6β. We
shall prove that, for any c ∈ S, [S±,α,β,X∓(c)] ⊆ S±,α,β.
By the Jacobi identity, the commutation relations (3.8) and (3.9), the commutator of X±, a, b and
X∓(c) is an element in S±,α,β if and only if the following identities hold in L0 and L−:
µ±(a, b)δa⊕b,cX0(c) = δb,c⊖aξ∓(c, a)X0(b)− δa,c⊖bξ∓(c, b)X0(a) , (3.17)
µ±(a, b)ξ∓(c, a⊕ b)X∓(c⊖ (a⊕ b)) = ξ∓(c, a)ξ∓(c⊖ a, b)X∓((c⊖ a)⊖ b)
− ξ∓(c, b)ξ∓(c⊖ b, a)X∓((c⊖ b)⊖ a) , (3.18)
and the element
δa,c κ(a, b)X±(b) + ξ±(b, c)[X±(a),X±(b⊖ c)] + ξ∓(c, a)ξ±(b, c⊖ a)X±(b⊖ (c⊖ a))
− δb,c κ(b, a)X±(a) + ξ±(a, c)[X±(a⊖ c),X±(b)]− ξ∓(c, b)ξ±(a, c⊖ b)X±(a⊖ (c⊖ b))
− µ±(a, b)ξ±(a⊕ b, c)X±((a⊕ b)⊖ c) (3.19)
belongs to S±,α,β.
3.5.2. The identity (3.17). The identity is non–trivial only if c = a⊕ b, in which case a = c ⊖ b,
b = c⊖ a, and it reduces to (3.13), i.e., one has
ξ∓(a⊕ b, a)X0(b)− ξ∓(a⊕ b, b)X0(a) = µ±(a, b)(X0(a) + X0(b)) .
and therefore,
ξ∓(a⊕ b, a) = µ±(a, b) = −ξ∓(a⊕ b, b) .
3.5.3. The identity (3.18). It is enough to observe that, by Lemma 3.12, the elements c ⊖ (a⊕ b),
(c⊖ b)⊖ a, and (c⊖ a)⊖ b coincide whenever defined. Therefore, (3.18) reduces to (3.15).
3.5.4. The identity (3.19). We first consider the cases c = a, b.
Assume that a⊕ b is not defined.
• If (b, a) ∈ S
(2)
⊖ and (a, b) 6∈ S
(2)
⊖ , then, for c = a, we get
κ(a, b)X±(b) + ξ±(b, a)[X±(a),X±(b⊖ a)] ,
which gives
κ(a, b) = −ξ±(b, a)ξ∓(b, a) .
For c = b, we get
−κ(b, a)X±(a) + ξ∓(b, a)ξ±(b, b⊖ a)X±(b⊖ (b⊖ a)) ,
which gives
κ(b, a) = ξ±(b, a)ξ∓(b, b⊖ a) = −ξ±(b, a)ξ∓(b, a) ,
where the second equality follows from (3.13).
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• The case (b, a) 6∈ S
(2)
⊖ and (a, b) ∈ S
(2)
⊖ is identical to the previous one.
• If (a, b), (b, a) 6∈ S
(2)
⊖ , (3.19) reduces to the condition κ(a, b) = 0 = κ(b, a).
If a⊕ b is defined, it is enough to add to the previous identities the summand ξ±(a⊕ b, a)ξ∓(a⊕
b, b). This proves (3.14).
We move to the case c 6= a, b. By Lemma 3.12, the elements a⊕ (b⊖ c), b⊖ (c⊖ a), (a⊖ c)⊕ b,
a⊖ (c⊖ b), (a⊕ b)⊖ c coincide whenever defined. In particular, it follows that the element (3.19)
belongs to the subspace S±,α,β if and only if (3.16) holds. 
In Sections 3.6 and 3.7 below, we describe two classes of elements for which the conditions
(3.13)–(3.16) become almost trivial.
3.6. Orthogonality. In the case of trivialCartan semigroup (i.e., with trivial functions ξ±), Propo-
sition 3.21 reduces to the analogue of the Serre relations for aij = 0 in a Kac–Moody algebra.
Corollary 3.22. If the functions ξ± are trivial, then
[X±(α),X±(β)] = 0 if and only if κ(α, β) = 0 = κ(β, α) ,
where α, β ∈ S.
Essentially, in a Kac–Moody algebra, generators corresponding to orthogonal vertices in the
Dynkin diagram (i.e., aij = 0) commute. This suggests the following definition.
Definition 3.23. Let S′, S′′ ⊆ S be two saturated sub–semigroups. We say that S′ and S′′ are
orthogonal, and we write S′ ⊥ S′′, if they satisfy the following property: for any a ∈ S′, b ∈ S′′ and
c ∈ S,
(1) a⊕ b is not defined;
(2) κ(a, b) = 0 = κ(b, a);
(3) ξ±(c, b) = ξ±(c⊖ a, b) and ξ±(b, c) = ξ±(b, c⊖ a) whenever all terms are defined.
If a ∈ S′, b ∈ S′′, we write a ⊥ b. ⊘
Remark 3.24.
(i) Note that if a ⊥ b, then the elements a ⊖ b, b ⊖ a are never defined. Indeed, since S′ is
saturated and a ∈ S′, then a ⊖ b should belong to S′. Therefore the sum (a ⊖ b) ⊕ b = a
would be defined, contradicting condition (1) above.
(ii) Note also that, by (3.7), κ already satisfies the analogue of condition (3) above. Namely, if
a ⊥ b, then it follows from condition (2) above that
κ(c, a) = κ((c⊖ b)⊕ b, a) = κ(c⊖ b, a) + κ(b, a) = κ(c⊖ b, a) ,
κ(a, c) = κ(a, (c⊖ b)⊕ b) = κ(a, c⊖ b) + κ(a, b) = κ(a, c⊖ b) ,
whenever c⊖ b is defined.
△
The following is straightforward.
Corollary 3.25. Let α, β ∈ S be such that α ⊥ β. Then [X±(α),X±(β)] = 0.
Proof. Let S′, S′′ be the smallest orthogonal saturated sub–semigroups containing α, β, respec-
tively. Note that S±6α ⊆ S
′ and S±
6β ⊆ S
′′. Thus, (3.13) and (3.14) are automatically satisfied in
view of Remark 3.24–(i) and Definition 3.23–(1) and (2). The condition (3.15) follows immediately
from Definition 3.23–(3). Finally, (3.16) follows from Remark 3.24–(i). 
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3.7. Degenerate elements and Serre relations.
Definition 3.26. We say that α ∈ S is
• degenerate if, for any β ∈ S, one of the following holds:
(1) α⊕ β, α⊖ β, β⊖ α are not defined;
(2) if (1) does not hold, then ξ±(α, β), ξ±(β, α), ξ±(α⊕ β, β), ξ±(β, α⊕ β) vanish.
• locally degenerate if there exists a saturated sub–semigroup S′ such that α is degenerate
in S′.
We denote by D(S) (resp. Dloc(S)) the subset of degenerate (resp. locally degenerate) elements in
S. ⊘
Remark 3.27. Let α ∈ Dloc(S) and S′ a saturated sub–semigroup such that α ∈ D(S′). Then,
S6α ⊆ S
′ and S±6α = {α}. △
The generators X±(α), α ∈ D(S), satisfy simple commutation relations in g(S, κ, ξ±).
Proposition 3.28.
(1) Let α ∈ D(S) and β ∈ S, β 6= α. Then
[X±(α),X±(β)] = 0
if and only if κ(α, γ), κ(γ, α) vanish for any γ ∈ S±
6β.
(2) For any α, β ∈ D(S), α 6= β, such that κ(α, α) = 2, κ(α, β) ∈ Z60, and κ(α, β) = 0 if and only
if κ(β, α) = 0. Then,
ad(X±(α))
1−κ(α,β)(X±(β)) = 0
Proof. (1)We proceed as in Proposition 3.21. Let S
αβ
± be the subspace spanned by [X±(α),X±(β)]
and all elements of the form [X±(α),X±(β⊖γ)] for some γ ∈ S. Then, one readily sees that, since
α ∈ D(S), the identities (3.17), (3.18) are trivial and, since κ(α, β) = 0 = κ(β, α), (3.19) reduces to
ξ±(β, γ)[X±(α),X±(β⊖ γ)]. The result follows as usual from Lemma 3.4.
(2) The proof follows closely [Kac90, Section 3.3]. We first observe that (X+(α),X0(α),X−(α))
is an sl(2)–triple, since κ(α, α) = 2, which acts on g(S, κ, ξ±) by restriction.
Set vk = X−(α)
k · X−(β), k > 0. Then, X0(α) · vk = (−κ(α, β)− 2k)vk, and
X+(α) · vk = k(−κ(α, β)− k+ 1)vk . (3.20)
The last relation follows from the fact that α ∈ D(S) and therefore [X+(α),X−(β)] = 0.
Set θαβ = X−(α)
1−κ(α,β) · X−(β). By (3.20), [X+(α), θαβ] = 0. Note that, for any k > 1, one has
[X+(β),X−(α)
k · X−(β)] = X−(α) · [X+(β),X−(α)
k−1 · X−(β)]] =
=X−(α)
k · [X+(β),X−(β)] = X−(α)
k · X0(β) = κ(β, α)X−(α)
k−1 · X−(α) .
For k = 1− κ(α, β), this implies [X+(β), θαβ] = 0, since if κ(α, β) = 0 then κ(β, α) = 0 and if
κ(α, β) 6= 0 then k > 1.
Finally, since α, β ∈ D(S), for any γ 6= α, β, one has [X+(γ),X−(α)] = 0 = [X+(γ),X−(β)] and
therefore [X+(γ), θαβ] = 0. By Lemma 3.4, θαβ=0. 
Proposition 3.28–(1) is easily generalized at the level of saturated sub–semigroups and we get
the following corollary.
Corollary 3.29. Let α be degenerate in a saturated sub–semigroup S′, for which κ(α, γ) = 0 = κ(γ, α)
for any γ ∈ S′. Then [X±(α),X±(β)] = 0 for any β ∈ S6α.
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4. GOOD CARTAN SEMIGROUPS AND SERRE RELATIONS
In this section we introduce the notion of good Cartan semigroup and we show that the semi-
group Serre relations (3.12) appear naturally in this context.
4.1. Good Cartan semigroups.
Definition 4.1. Let (S, κ, ξ±) be a Cartan semigroup. We say that α ∈ S is imaginary if there exists
α′ ∈ S6α which is locally degenerate; while α is real if it is not imaginary. We denote by Sim (resp.
Sre) the set of imaginary (resp. real) elements of S. ⊘
Remark 4.2. Note that, if α ∈ Sre, then S6α ⊆ S
re. △
Definition 4.3. A Cartan semigroup (S, κ, ξ±) is good if the following conditions hold.
(1) Multiplicity free. For any α, β ∈ S, at most one between the elements α⊕ β, α⊖ β, and
β⊖ α is defined (S
(2)
⊕ ∩ S
(2)
⊖ = ∅).
(2) Locality. The following holds:
(L1) if α 6⊥ β, then (γ⊖ α)⊖ β is defined only if α⊕ β is defined;
(L2) if (α⊕ β)⊖ γ is defined and α ⊥ γ, then β⊖ γ is defined.
(3) Real elements. The following holds:
(R1) set
I1 = {(γ⊖ β)⊖ α, γ⊖ (α⊕ β), (γ⊖ α)⊖ β} ,
I2 = {α⊖ (γ⊖ β), β⊖ (γ⊖ α), (α⊖ γ)⊕ β, α⊕ (β⊖ γ), (α⊕ β)⊖ γ, } .
If either (α, β, γ) ∈ Sre × Sre × Sre or (α, β, γ) ∈ Sre × Sim × S, then |I1| 6= 3 and
|I2| 6= 3;
(R2) if α ∈ Sre and γ⊖ α is defined for some γ 6∈ Sre, then there exists γ′ ∈ Sre such that
γ⊖ γ′ is defined and α ⊥ (γ⊖ γ′).
(4) ξ+(α, β) = ξ−(β, α) and satisfies the following properties (ξ := ξ+):
• for any α, β ∈ S,
ξ(α⊕ β, α) = −ξ(α⊕ β, β) , (4.1)
ξ(α, α⊕ β) = −ξ(β, α⊕ β) ; (4.2)
• for any α, β, γ ∈ S such that
– α⊖ β, α⊕ γ and β⊕ γ are defined;
– if α⊕ γ is imaginary, then β⊕ γ is not a partition of the locally degenerate part
of α⊕ γ; 10
one has
ξ(α⊕ γ, β⊕ γ) = ξ(α, β) . (4.3)
(5) κ is symmetric (i.e., κ(α, β) = κ(β, α)) and satisfies the following properties:
• for any α, β, γ ∈ S,
κ(α⊕ β, γ) = δα⊕β (κ(α, γ) + κ(β, γ)) ; (4.4)
• for any α ∈ Sre and β ∈ S,
κ(α, β) =

ξ(α⊕ β, α)ξ(α, α⊕ β) if (α, β) ∈ S
(2)
⊕ and (∗) holds ,
− ξ(α, β)ξ(β, α) if (α, β) ∈ S
(2)
⊖ or (β, α) ∈ S
(2)
⊖ ,
0 if α⊕ β, α⊖ β, and β⊖ α are not defined ,
(4.5)
10Note that this condition implies α⊕ γ, β⊕ γ /∈ Dloc(S).
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where (∗) is the following condition: if β ∈ Sre then α⊕ β ∈ Sre; if β ∈ Sim then
α⊕ β /∈ Dloc(S).
We set g(S, κ, ξ) := g(S, κ, ξ±). ⊘
Remark 4.4. Note that, by (L2) and (R2), it follows that, if α is a real element in S
(1)
6γ with γ 6∈ S
re,
then there exists a real element γ′ ∈ S
(1)
6γ such that α ∈ S
(1)
6γ′
. △
4.2. Serre relations. Let Serre(S) be the subset of all pairs (α, β)with α ∈ Sre and β ∈ S such that,
for any a ∈ S±6α, b ∈ S
±
6β, either (a, b) 6∈ S
(2)
⊕ or a⊕ b /∈ D
loc(S).
Remark 4.5. Note that, if (α, β) ∈ Serre(S), then S±6α × S
±
6β ⊆ Serre(S). Moreover, if α, β ∈ S
re, the
element α⊕ β is necessarily real, whenever defined. Finally, if (α, β) ∈ Serre(S), then (α, α⊕ β) ∈
Serre(S) whenever α⊕ β is defined. △
Theorem 4.6. For any (α, β) ∈ Serre(S), [X±(α),X±(β)] = ξ∓(α⊕ β, α)X±(α⊕ β).
Proof. By Proposition 3.21, it is enough to show that the relations (3.13), (3.14), (3.15), and (3.16)
hold for any a ∈ S±6α, b ∈ S
±
6β, c ∈ S.
The first two follow, respectively, from (4.1), (4.2), and (4.5). In order to prove the remaining
two relations, we shall proceed by analyzing different cases. We rewrite them here for conve-
nience:
(3.15) For any a ∈ S±6α, b ∈ S
±
6β, c ∈ S,
δc⊖(a⊕b)ξ±(a⊕ b, a)ξ±(c, a⊕ b) =
=δ(c⊖a)⊖bξ±(c, a)ξ±(c⊖ a, b)− δ(c⊖b)⊖aξ±(c, b)ξ±(c⊖ b, a) .
(3.16) For any a ∈ S±6α, b ∈ S
±
6β, c ∈ S, c 6= a, b,
ξ±(a, c)ξ∓((a⊖ c)⊕ b, b)− ξ±(b, c)ξ∓(a⊕ (b⊖ c), a) =
δb⊖(c⊖a)ξ∓(c, a)ξ±(b, c⊖ a)− δa⊖(c⊖b)ξ∓(c, b)ξ±(a, c⊖ b)
−δ(a⊕b)⊖cξ∓(a⊕ b, a)ξ±(a⊕ b, c) .
Note that, as we show in Corollary 3.25, the relations (3.15) and (3.16) are trivial whenever a ⊥ b.
Therefore, we can assume a 6⊥ b.
Proof of relation (3.15). First, note that, since a 6⊥ b, the relation elements (3.15) is trivial whenever
a⊕ b is not defined, since c⊖ (a⊕ b), (c⊖ a)⊖ b, and (c⊖ b)⊖ a cannot exist in this case. Indeed,
the first element does not exist by definition. By Lemma 3.12, the second and third element either
do not exist or they both exist. However, the latter situation cannot occur because of condition
(L1). Therefore we can assume that a⊕ b is defined and thus real by Remark 4.5.
Next, (3.15) is trivial whenever c ⊖ (a ⊕ b) is not defined. Indeed, in this case it follows by
strong associativity (cf. Definition 3.11–(4)) that the elements (c⊖ a)⊖ b and (c⊖ b)⊖ a are also
not defined. Therefore we can assume that c⊖ (a⊕ b) is defined.
Thus, we are left considering only the case in which both a⊕ b and c⊖ (a⊕ b) are defined.
Case a, b ∈ Sre. We claim that, if a, b ∈ Sre, we can assume c ∈ Sre. Indeed, in this case a⊕ b is
real and, by condition (R2), if c 6∈ Sre, there exists a real element c′ such that c⊖ c′ is defined and
orthogonal to a⊕ b. It follows that c ⊖ c′ is orthogonal to a and b and thus, by condition (L1),
c′ ⊖ a (resp. c′ ⊖ b) is defined whenever c ⊖ a (resp. c ⊖ b) is. Therefore, by orthogonality, we
have
ξ±(c, a⊕ b) =ξ±(c
′, a⊕ b) , ξ±(c, a) = ξ±(c
′, a) , ξ±(c, b) = ξ±(c
′, b)
ξ±(c⊖ a, b) =ξ±(c
′ ⊖ a, b) , ξ±(c⊖ b, a) = ξ±(c
′ ⊖ b, a) .
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It is also clear that
δ(c⊖a)⊖b = δ(c′⊖a)⊖b and δ(c⊖b)⊖a = δ(c′⊖b)⊖a
since both a and b are orthogonal to c ⊖ c′11. This proves that the relation (3.15) holds for the
triple (a, b, c) if and only if it holds for the triple (a, b, c′). Therefore we can assume c ∈ Sre.
Case a ∈ Sre, b ∈ Sim. Note that, in this case, c is necessarily an element in Sim.
Assume therefore that either (a, b, c) ∈ Sre × Sre × Sre or (a, b, c) ∈ Sre × Sim × Sim, with a 6⊥ b
and c ⊖ (a⊕ b) defined. We first observe that in any good semigroup the conditions (3.15) can
be simplified. Namely, it follows from condition (R1) and Lemma 3.12 that either none or exactly
two elements among c⊖ (a⊕ b), (c⊖ a)⊖ b, and (c⊖ b)⊖ a can be simultaneously defined. Recall
that, by definition, ξ+(x, y) = ξ−(y, x) and ξ := ξ+. Then, one checks easily that (3.15) reduces
to the condition
ξ(x⊕ y, x)ξ((x⊕ y)⊕ z, x⊕ y) = ξ((x⊕ y)⊕ z, x)ξ(y⊕ z, y) ,
where either (x, y, z) = (a, b, (c⊖ a)⊖ b)) or (x, y, z) = (b, a, (c⊖ b)⊖ a). It is easy to check that
this holds. Indeed,
ξ(x⊕ y, x)ξ((x⊕ y)⊕ z, x⊕ y) = ξ(x⊕ y, x)ξ(x⊕ (y⊕ z), x⊕ y)
= ξ(x⊕ y, x)ξ(y⊕ z, y)
= −ξ(x⊕ y, y)ξ(y⊕ z, y)
= −ξ((x⊕ y)⊕ z, y⊕ z)ξ(y⊕ z, y)
= −ξ(x⊕ (y⊕ z), y⊕ z)ξ(y⊕ z, y)
= ξ(x⊕ (y⊕ z), x)ξ(y⊕ z, y) ,
where the second and fourth identities rely on (4.3), while the third and sixth ones rely on (4.1)
and (4.2), and the first and fifth ones follow by associativity. Note that we are allowed to use (4.3)
since the elements c, a⊕ b, and c⊖ a (resp. c⊖ b) can never be locally degenerate.
Proof of relation (3.16). First, we claim that, if a, b ∈ Sre, we can assume c ∈ Sre, since (3.16) is
trivial otherwise. Indeed, if c 6∈ Sre, the elements a⊖ c, b⊖ c, and (a⊕ b) ⊖ c are certainly not
defined, since S6a and S6b are contained in S
re. Now assume that a ⊖ (c ⊖ b) is defined and
ξ±(a, c⊖ b) 6= 0. Then, c ⊖ b is defined, is real (since a is), and belongs to S
±
6a. It follows that
c = (c⊖ b)⊕ b is necessarily real, because the pair (c⊖ b, b) belongs to Serre(S) by Remark 4.5.
Therefore, either a⊖ (c⊖ b) is not defined or ξ±(a, c⊖ b) = 0, and similarly for b⊖ (c⊖ a). It
follows that (3.16) is trivial if c 6∈ Sre.
Assume therefore that either (a, b, c) ∈ Sre × Sre × Sre or (a, b, c) ∈ Sre × Sim × S, with a 6⊥
b. By Lemma 3.12 and condition (R1), either none or exactly two elements among (a ⊕ b) ⊖ c,
(a⊖ c)⊕ b, a⊕ (b⊖ c), a⊖ (c⊖ b), and b⊖ (c⊖ a) are simultaneously defined. Then, one checks
easily that (3.16), similarly to the case of (3.15), reduces to the conditions
ξ(x⊕ z, (x⊕ z)⊕ y)ξ((x⊕ z)⊕ y, y⊕ z) = ξ(y, y⊕ z)ξ(x⊕ z, x) , (4.6)
ξ(x⊕ (y⊕ z), y⊕ z)ξ(y, x⊕ y) = ξ(z, y⊕ z)ξ(x⊕ (y⊕ z), y) , (4.7)
ξ(x, (x⊕ y)⊕ z)ξ(y, y⊕ z) = ξ(y, (x⊕ y)⊕ z)ξ(x, x⊕ z) , (4.8)
whenever all terms are defined. Therefore, we are left to prove the identities (4.6), (4.7), and (4.8).
One checks by direct inspection that, as before, these follow directly from properties (4.1), (4.2),
and (4.3). 
From Corollary 3.25, Remark 4.5 and Theorem 4.6, we obtain the following.
Corollary 4.7. Let α, β ∈ S.
(1) If (α, β) ∈ Serre(S), then [X±(α), [X±(α),X±(β)]] = 0.
11Therefore, for example, (c⊖ a)⊖ b = ((c⊖ c′)⊕ (c′ ⊖ a))⊖ b = (c⊖ c′)⊕ ((c′ ⊖ a)⊖ b).
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(2) If α ⊥ β, then [X±(α),X±(β)] = 0.
Note that the relations above resemble the Serre relations of Borcherds-Kac-Moody algebras
in the case aij = −1, 0 respectively (cf. Equations (2.1) and (2.2)).
4.3. Locally nilpotent adjoint actions. In view of Corollary 4.7, it is natural to ask if the gen-
erators X±(α) associated to real elements in a good Cartan semigroup act locally nilpotently on
g(S, κ, ξ).
Proposition 4.8. Let α ∈ Sre, β ∈ S be such that (α, β) /∈ Serre(S), α 6⊥ β, and there exists a sequence
of elements βi, i = 1, . . . , k, such that
(1) β = (· · · (β1 ⊕ β2)⊕ · · · ⊕ βk);
(2)
(
(· · · (β1 ⊕ β2)⊕ · · · ⊕ βi), βi+1
)
∈ Serre(S) for any i = 1, . . . , k− 1;
(3) either α ⊥ βi or (α, βi) ∈ Serre(S) for any i.
Then ad(X±(α))k+1(X±(β)) = 0.
Proof. By conditions (1) and (2), we can iteratively apply Theorem 4.6 to the elements β1, . . . , βk,
and get
X±(β) = c · [X±(β⊖ βk),X±(βk)] = c · [· · · [X±(β1),X±(β2)] · · · ],X±(βk−1)],X±(βk)]
for some constant c. Therefore,
ad(X±(α))
k+1(X±(β)) = c · ad(X±(α))
k+1([X±(β⊖ βk),X±(βk)])
= c ·
k+1
∑
j=1
[
ad(X±(α))
k+1−j(X±(β⊖ βk)), ad(X±(α))
j(X±(βk))
]
From Corollary 4.7, ad(X±(α))l(X±(βk)) = 0 for l > 2. Thus,
ad(X±(α))
k+1(X±(β)) = c · [ad(X±(α))
k+1(X±(β⊖ βk)),X±(βk)]
+ c · [ad(X±(α))
k(X±(β⊖ βk)), ad(X±(α))(X±(βk))] .
Therefore, we are reduced to prove the statement for k = 2. In this case, we have
ad(X±(α))
3(X±(β)) = c · [X±(β1), ad(X±(α))
3(X±(β2))]
+ c · [ad(X±(α))(X±(β1)), ad(X±(α))
2(X±(β2))] ,
where the last equality follows directly from Corollary 4.7. 
Remark 4.9. Let α, β ∈ S. Note that ad(X±(α))3(X∓(α)) = 0 and ad(X±(α))2(X0(β)) = 0. Finally,
ad(X±(α))2(X∓(β)) = 0 for β 6= α, since the elements α ⊖ (β ⊖ α) and (β ⊖ α) ⊖ α are never
defined, therefore ad(X±(α))(X∓(β⊖ α)) = 0 = ad(X±(α))(X±(α⊖ β)). △
5. CONTINUUM KAC–MOODY ALGEBRAS
In this section, we introduce the notion of topological quivers as certain semigroups associated
to topological spaces. We shall show that topological quivers are examples of good Cartan semi-
group. In addition, the corresponding Lie algebra, which we refer to as continuum Kac–Moody
algebras, is defined in terms of generators and relations and showed to be a colimit of Borcherds–
Kac–Moody algebras.
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5.1. Space of vertices.
Definition 5.1. Let X be a Hausdorff topological space. We say that X is a space of vertices if for
any x ∈ X, there exists a chart (U, A, φ) around x such that
(1) U is an open neighborhood of x,
(2) A = {Ai} is a family of closed subsets Ai ⊆ U containing x, such that U =
⋃
i Ai,
(3) φ = {φi} is a family of continuous maps φi : Ai → R which are homeomorphisms onto
open intervals of R, such that if the intersection between Ai and Aj strictly contains the
point x, then φi|Ai∩A j = φj|Ai∩A j and φi|Ai∩A j induces a homeomorphism between Ai ∩ Aj
and a closed interval of R.
We say that x is
• an regular point if the exist a chart such that A = {U},
• a critical point if there exists a chart such that the boundary ∂(Ai ∩ Aj) of Ai ∩ Aj, as a
subset of U, contains x for any i, j.12
⊘
Remark 5.2. Let x be a critical point with a chart (U, A, φ) such that x ∈ ∂(Ai ∩ Aj) for any i, j.
Then x ∈ ∂Ai for any i. △
Definition 5.3. Let X be a vertex space and let J be a subset of X. We say that J is an elementary
interval if there exists a chart (U, A, φ) for which J ⊂ Ai for some i and φi(J) is a open-closed
interval of R. A sequence of elementary intervals (J1, . . . , Jn), n > 0, is admissible if
(a) (J1 ∪ · · · ∪ Ji) ∩ Ji+1 = ∅ and (J1 ∪ · · · ∪ Ji) ∪ Ji+1 is connected for any i = 1, . . . , n− 1;
(b) for any i = 1, . . . , n − 1, there exist x ∈ X and a chart (U, A, φ) around x for which
U ⊇ (J1 ∪ · · · ∪ Ji)∪ Ji+1 and
(
(J1 ∪ · · · ∪ Ji)∪ Ji+1
)
∩ Ak is either empty or an elementary
interval for any k.
An interval of X is a subset J of the form J1 ∪ · · · ∪ Jn, where (J1, . . . , Jn) is an admissible sequence
of elementary intervals. We denote by Int(X) the set of all intervals in X. ⊘
Example 5.4. If X = R, the notion of interval introduced above coincides with the usual notion of
open-closed interval (a, b]. △
5.2. Topological quiver. Let X be a vertex space. We shall generalize the definition of Cartan
semigroup of the real line R in Section 2.3 to X.
Let Int(X) be the set of all intervals of X and define
J ⊕ J′ :=
{
J ∪ J′ if J ∩ J′ = ∅ and J ∪ J′ ∈ Int(X) ,
n.d. otherwise ,
J ⊖ J′ :=
{
J \ J′ if J ∩ J′ = J′ and J \ J′ ∈ Int(X) ,
n.d. otherwise .
We call⊕ the sum of intervals, while we call⊖ the difference of intervals. Then S(X) := (Int(X),⊕,⊖)
is the semigroup associated with X. The following is straightforward.
Lemma 5.5.
(1) Every contractible interval is homeomorphic to a finite oriented tree such that any vertex is the
target of at most one edge.
12Here, somehow we are following the terminology coming from the theory of persistence modules (cf. [DEHH18,
Section 2.3].
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(2) Every non–contractible interval is homeomorphic to an interval of the form
S1 ⊕
N⊕
k=1
Tk := (· · · (S
1 ⊕ T1)⊕ T2) · · · ⊕ TN)
for some pairwise disjoint contractible intervals Tk, with N > 0.
Proof. We assume for simplicity that X is connected. Note that if X has no critical points, X
reduces to either R or S1. In the former case, every interval is elementary, while in the latter the
only non–contractible interval is S1 itself.
Now, assume that there exists at least one critical point in X. If J does not contain any critical
point, it is elementary. If J contains a critical point and it is contractible, then it must be a finite
sum of elementary intervals, hence it corresponds to oriented tree such that any vertex is the
target of at most one edge. On the other hand, if J is not contractible, by definition, it must be
either homeomorphic to S1 or a sum of one copy of S1 with at least one necessarily contractible
interval. 
We denote by F (X) the Z-span of the characteristic functions 1 J for all interval J of X. Note
that 1 J⊕J′ = 1 J + 1 J′ for a given (J, J
′) ∈ Int(X)
(2)
⊕ . We call support of a function f ∈ F (X) the set
supp( f ) := {x ∈ X | f (x) 6= 0}. It is a disjoint union of finitely many intervals of X.
Define a bilinear form 〈·, ·〉 on F (X) in the following way. Let f , g ∈ F (X), and assume that
there exists a point x with a chart (U, A, φ) for which the supports of f and g are contained in Ai
for some i, then we set (cf. Formula (2.10))
〈 f , g〉 := ∑
x∈Ai
f−(x)(g−(x)− g+(x)) .
Since we can always decompose an interval into a sum of elementary subintervals (and we can
do similarly with supports of functions of F (X)), we extend 〈·, ·〉 with respect to ⊕ by imposing
the condition that 〈1 J, 1 J′〉 = 0 for two elementary intervals J, J
′ for which there does not exist a
common Ai containing both.
As a consequence of the definition, the bilinear form 〈·, ·〉 is compatible with the concatenation
of intervals, by Lemma 5.5, it is entirely determined by its values on contractible elements.
Remark 5.6. Thanks to the condition (b) of Definition 5.3, one can easily verify that
• if J′ is a non–contractible sub–interval of J, then 〈1 J, 1 J′〉 = 〈1 J⊖J′ , 1 J′〉 whenever J ⊖ J
′ is
defined;
• if (J, J′) 6∈ Int(X)
(2)
⊕ and J ∩ J
′ = ∅, then 〈1 J, 1 J′〉 = 0.
△
Remark 5.7. Let J be a contractible interval given as J = J1 ∪ · · · ∪ Jn for some admissible sequence
(J1, . . . , Jn) of elementary intervals. One has 〈1 J, 1 J〉 = 1, indeed if n = 1, this follows from
Formula (2.11). Assume that the result holds for all intervals given by admissible sequences
consisting of n− 1 elementary intervals. Let us prove for n: we have
〈1 J, 1 J〉 =〈1 J1∪···∪Jn + 1 Jn+1 , 1 J1∪···∪Jn + 1 Jn+1〉
=〈1 J1∪···∪Jn , 1 J1∪···∪Jn〉+ 〈1 Jn+1, 1 Jn+1〉+ 〈1 J1∪···∪Jn , 1 Jn+1〉+ 〈1 Jn+1, 1 J1∪···∪Jn〉 .
Now, the first summand of the second formula is one by the inductive hypothesis. On the other
hand, thanks to the condition (b) of Definition 5.3, we can reduce the computations of the other
summands to the case of elementary intervals, thus use Formula (2.11). Hence, we get the asser-
tion.
Let J be a non–contractible interval. Assume that J is of the form
S1 ⊕
N⊕
k=1
Tk = (· · · (S
1 ⊕ T1)⊕ T2) · · · ⊕ TN)
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for some pairwise disjoint contractible intervals Tk. Then by the previous remark, we get
〈1 J, 1 J〉 =〈1S1 , 1S1〉+
N
∑
k=1
〈1Tk , 1Tk〉+
N
∑
k=1
〈1S1 , 1Tk〉+
N
∑
k=1
〈1Tk , 1S1〉 = 0 ,
since 〈1S1 , 1S1〉 = 0, the second summand equals N by the previous computation; while, the
computation of the last two summands can be obtained by reducing to the case of elementary
intervals thanks to Definition 5.3 - (b): we get −N and zero, respectively. △
Set ( f , g) := 〈 f , g〉 + 〈g, f 〉 for f , g ∈ F (X). It follows from an easy generalization of the
computations carried out in Section 2.3.1 that, if J, J′ ∈ Int(X) are contractible, then
(
1 J, 1 J′
)
=

2 if J = J′ ,
1 if (J, J′) ∈ Int(X)
(2)
⊖ or (J
′, J) ∈ Int(X)
(2)
⊖ ,
0 if (J, J′) 6∈ Int(X)
(2)
⊕ and J ∩ J
′ = ∅,
−1 if (J, J′) ∈ Int(X)
(2)
⊕ and J ⊕ J
′ is contractible ,
−2 if (J, J′) ∈ Int(X)
(2)
⊕ and J ⊕ J
′ is non–contractible .
All other cases follow therein. Note in particular that, if J is non–contractible,
(
1 J, 1 J
)
= 0.
For any J, J′ ∈ Int(X), define
κX(J, J
′) :=
(
1 J, 1 J′
)
and ξX(J, J
′) := (−1)〈1 J,1 J ′ 〉
(
1 J, 1 J′
)
.
One checks immediately that κX and ξX satisfy the conditions of Definition 3.16. Therefore, the
datum (S(X), κX, ξX) is a Cartan semigroup, which we refer to as the topological quiver of X.
Remark 5.8. The terminology is justified by the fact that, in the following, we shall consider a
quiver with set of vertices Int(X) and Cartan matrix given by the values of κX .
13 △
The following is straightforward.
Corollary 5.9. Let J, J′ be two intervals.
• J is a locally degenerate element if and only if it is homemorphic to S1.
• J is an imaginary (resp. real) element if and only if it is non–contractible (resp. contractible).
• J and J′ are perpendicular if and only if (J, J′) 6∈ Int(X)
(2)
⊕ and J ∩ J
′ = ∅.
Remark 5.10. It follows immediately from Remark 5.7 that
κX(J, J) =
{
2 if J is real,
0 if J is imaginary.
△
5.3. Goodness property.
Proposition 5.11. The topological quiver (S(X), κX, ξX) is a good Cartan semigroup.
Proof. We shall show that (S(X), κX, ξX) satisfies the conditions (1)–(5) from Definition 4.3. We
first observe that S(X) satisfies (1), i.e., at most one among J ⊕ J′, J⊖ J′, and J′ ⊖ J is defined. An
easy check shows that the conditions (2) and (3) hold.
It remains to prove that the functions ξX and κX satisfy (4) and (5). Note that κX is symmetric
and satisfies the condition (4.4) by definition.
13Recall that, given a quiver Qwith adjacency matrix BQ, its (symmetric) Cartan matrix is AQ = 2 · id−BQ −B
t
Q.
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5.3.1. Proof of conditions (4.1) and (4.2).
• Case 1: α = J, β = J′ are elementary intervals. Note that, whenever J ⊕ J′ is defined, 〈1 J⊕J′ , 1 J〉+
〈1 J⊕J′ , 1 J′〉 = 1 and
(
1 J⊕J′ , 1 J
)
= 1 =
(
1 J⊕J′ , 1 J′
)
. Therefore, ξX satisfies (4.1) and (4.2), i.e.,
ξX(J ⊕ J
′, J) = (−1)〈1 J⊕J ′,1 J〉
(
1 J⊕J′ , 1 J
)
= −(−1)〈1 J⊕J ′,1 J ′ 〉
(
1 J⊕J′ , 1 J′
)
= −ξX(J ⊕ J
′, J′) ,
ξX(J, J⊕ J
′) = (−1)〈1 J,1 J⊕J ′〉
(
1 J, 1 J⊕J′
)
= −(−1)〈1 J ′ ,1 J⊕J ′〉
(
1 J′ , 1 J⊕J′
)
= −ξX(J
′, J ⊕ J′) .
Note that, if either J ⊕ J′, J ⊖ J′ or J′ ⊖ J is defined, ξX(J, J
′) = −ξX(J
′, J).
• Case 2: α = J, β = J′ are contractible intervals. If J ⊕ J′ is contractible or undefined, the proof is
essentially identical to the case of elementary intervals. If J ⊕ J′ is non–contractible, then the
conditions holds by a direct computation.
• Case 3: α = J is a contractible interval, β = J′ is homeomorphic to S1. By a direct computation, one
sees that, if J ⊕ J′ is defined, then both sides of (4.1) (resp. (4.2)) equals −1 (resp. 1).
• Case 4: α = J is a contractible interval, β = J′ 6= S1 is a non–contractible interval. First, by
Lemma 5.5, J′ is of the form S1 ⊕
⊕
k Tk for some pairwise disjoint contractible intervals Tk.
Now, J⊕ J′ exists if and only if S1 → J or Th → J for some h. In the first case, J is perpendicular
to all Tk, so the check of conditions (4.1) and (4.2) reduces to the third case above. On the other
hand, in the second case, J is perpendicular to J′⊖ Th, so the check of conditions (4.1) and (4.2)
reduces to the second case above.
• Case 5: α = J, β = J′ are non–contractible intervals. Since J ⊕ J′ is never defined, (4.1) and (4.2)
are automatically satisfied.
5.3.2. Proof of the condition (4.5).
• Case 1: α = J, β = J′ are elementary intervals. if J ⊕ J′ is defined, then
ξX(J ⊕ J
′, J)ξX(J, J ⊕ J
′) = −ξX(J ⊕ J
′, J)2 = −1 = κX(J, J
′) .
If either J ⊖ J′ or J′ ⊖ J is defined, then
−ξX(J, J
′)ξX(J
′, J) = ξX(J, J
′)2 = 1 = κX(J, J
′) .
Finally, if J ⊕ J′, J ⊖ J′ and J′ ⊖ J are not defined, then κX(J, J
′) = 0.
• Case 2: α = J, β = J′ are contractible intervals. Since we need to verify (4.5) only for those J, J′
such that J ⊕ J′ is real (cf. condition (∗) in (4.5)) and if J ⊖ J′ or J′⊖ J are defined, they are real,
this case reduces to the previous one.
• Case 3: α = J is a contractible interval, β = J′ is homeomorphic to S1. If J ⊕ J′ is defined, in
particular, it is not locally degenerate. Thus, by using similar arguments as in the third case of
5.3.1, both sides of (4.5) equals −1. Next, J ⊖ J′ is never defined, while if J′ ⊖ J is defined, this
implies J ⊂ J′ and therefore (4.5) is trivial. Finally, if neither J ⊕ J′ or J′ ⊖ J are defined, then
J ∩ J′ = ∅ and the result follows.
• Case 4: α = J is a contractible interval, β = J′ 6= S1 is a non–contractible interval. It follows by the
same arguments as in 5.3.1 - (4).
5.3.3. Proof of the condition (4.3).
• Case 1: α = J, β = J′, γ = J′′ are elementary intervals. First, J ⊖ J′ is defined if and only if either
J′ ⊣ J or J′ ⊢ J. Note also that, if J ⊕ J′′ and J′ ⊕ J′′ are both defined, then one of the following
holds (we use the notation of Section 2.3):
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– J′ ⊢ J, J′′ → J, J′′ → J′;
– J′ ⊣ J J → J′′, J′ → J′′.
In both cases, we have J ⊕ J′′ = (J ⊖ J′)⊕ (J′ ⊕ J′′), hence
〈1 J⊕J′′, 1 J′⊕J′′〉 =〈1 J′⊕J′′ + 1( J⊖J′), 1 J′⊕J′′〉 = 〈1 J′⊕J′′ , 1 J′⊕J′′〉+ 〈1( J⊖J′), 1 J′ + 1 J′′〉
=〈1 J′′ , 1 J′′〉+ 〈1( J⊖J′), 1 J′〉 = 〈1 J, 1 J′〉 .
Here, we have applied Formula (2.11) and Remark 5.6 (since J′′ ⊥ J ⊖ J′). One can show
similarly that 〈1 J′⊕J′′ , 1 J⊕J′′〉 = 〈1 J′ , 1 J〉. Thus, condition (4.3) holds.
• Case 2: α = J, β = J′, γ = J′′ are contractible intervals. Assume that there exists J ⊖ J′. If J ⊕ J′′
and J′ ⊕ J′′ are contractible, we can reduce to the case of elementary intervals. It remains to be
checked when
(1) J′ ⊕ J′′ is non–contractible and it is not homeomorphic to S1;
(2) J⊕ J′′ is non–contractible and it is not homeomorphic to S1, and J′⊕ J′′ is contractible but
not contained in the locally degenerate part of J ⊕ J′′.
In the first case, we can decompose J′′ as J′′1 ⊕ J
′′
2 such that both J ⊕ J
′′
1 and J
′ ⊕ J′′1 exist and
are contractible and J′′2 is perpendicular to both J and J
′. Thus, we can reduce the the situation
described in the above paragraph. On the other hand, in the second case one needs to do a
direct computation to show that (4.3) holds.
• Case 3: α = J, β = J′ are contractible elements, γ = J′′ is homeomorphic to S1. Assume that J ⊖ J′,
J ⊕ J′′ and J′ ⊕ J′′ are defined. In this case, one can explicitly verify that
ξX(J ⊕ J
′′, J′ ⊕ J′′) = (−1)−1(−1) = 1 = ξX(J, J
′) .
• Case 4: α = J, β = J′ are contractible elements, γ = J′′ 6= S1 is non–contractible. First, by
Lemma 5.5, J′′ is of the form S1 ⊕
⊕
k Tk for some pairwise disjoint contractible intervals Tk.
Now, J ⊖ J′, J ⊕ J′′ and J′ ⊕ J′′ are defined. Thus, we have to consider only the following two
situations: S1 → J, S1 → J′ or Th → J, Th → J
′ for some h. In the first situation, we reduce to
the third case above, while in the second one to the second case above.
• Case 5: α = J is a contractible interval, β = J′ is homeomorphic to S1, γ = J′′ is an interval. J ⊖ J′ is
never defined, while if J′ ⊖ J is defined, this implies J ⊂ J′. Thus, ξX(J
′, J) = 0. Let J′′ be an
interval such that both J⊕ J′′ and J′⊕ J′′ exist and are not homeomorphic to S1. First note that
J′′ can be only contractible since sums of non–contractible intervals never exist. In addition,
J′ ⊕ J′′ = (J′ ⊖ J)⊕ (J′ ⊕ J′′) and J′′ ⊥ J′ ⊖ J. Thus,
〈1 J′⊕J′′ , 1 J⊕J′′〉 =〈1 J⊕J′′ + 1 J′⊖J, 1 J⊕J′′〉 = 〈1 J′⊕J′′ , 1 J′⊕J′′〉+ 〈1 J′⊖J, 1 J + 1 J′′〉
=〈1 J′ , 1 J′〉+ 〈1 J′⊖J, 1 J〉 = 〈1 J′ , 1 J〉 = 0 .
Similarly, 〈1 J⊕J′′, 1 J′⊕J′′〉 = 0.
• Case 6: α = J is a contractible interval, β = J′ 6= S1 is a non–contractible interval, γ = J′′ is an
interval. J ⊖ J′ is never defined, while J′ ⊖ J is defined if and only if J ⊂ J′. By Lemma 5.5,
J′ is of the form S1 ⊕
⊕
k Tk for some pairwise disjoint contractible intervals Tk. Let J
′′ be
an interval such that J ⊕ J′′ and J′ ⊕ J′′ are defined. We have that J′′ is real, since sums of
imaginary elements are never defined. We have two mutually exclusive cases:
– J′′ is perpendicular to Tk for all k, so to verify that (4.3) holds, one can suitably reduce to
the fifth case above;
– there exists Th such that Th → J
′′, so to verify that (4.3) holds, one can suitably reduce to
the second case above.
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• Case 7: α = J, β = J′ are non–contractible intervals, γ = J′′ is an interval. Assume that J′ ⊖ J is
defined, hence it is necessarily real. As before, we decompose J′ as J′ = S⊕ T, with S ∈ Sim
and T ∈ Sre, such that J ⊖ J′ is perpendicular to S. Let J′′ be an interval such that J ⊕ J′′ and
J′ ⊕ J′′ are defined. As seen before, J′′ is necessarily a real element. If J′′ sums the imaginary
part S, then set S′ := S⊕ J′′. Therefore,
〈1 J⊕J′′, 1 J′⊕J′′〉 = 〈1 J⊖J′ + 1T + 1S′ , 1T + 1S′〉 = 〈1 J⊖J′ , 1T〉+ 〈1T⊕S′ , 1T⊕S′〉
= 〈1 J⊖J′ , 1T〉 = 〈1 J, 1 J′〉 .
Similarly, one can prove 〈1 J′⊕J′′ , 1 J⊕J′′〉 = 〈1 J′ , 1 J〉. If J
′′ sums the real part T, denote by T′ the
sum between them. We have T′ → J ⊖ J′. In this case, we get:
〈1 J⊕J′′, 1 J′⊕J′′〉 = 〈1 J⊖J′ + 1T′ + 1S, 1T′ + 1S〉 = 〈1 J⊖J′ , 1T′〉+ 〈1T′⊕S, 1T′⊕S〉
= 〈1 J⊖J′ , 1T′〉 = 0 = 〈1 J, 1 J′〉 .
Similarly, one can show 〈1 J′⊕J′′ , 1 J⊕J′′〉 = −1 = 〈1 J′ , 1 J〉.

5.4. Continuum Serre relations.
Definition 5.12. The continuum Kac–Moody algebra of a topological quiver X is the semigroup Lie
algebra g(X) := g(S(X), κX , ξX) associated with the good Cartan semigroup (S(X), κX, ξX). ⊘
Note that the set Serre(X) := Serre(Int(X)) reduces to the pairs (J, J′) ∈ Int(X)× Int(X) such
that J is contractible, and, for any I ⊆ J and I′ ⊆ J′ with
(
1 J′ , 1 I′
)
6= 0 whenever I′ 6= J′, I ⊕ I′ is
either undefined or non–homeomorphic to S1.
Example 5.13. For X = R or S1, one has Serre(R) = Int(R)× Int(R) and Serre(S1) =
(
Int(S1) \
{S1}
)
× Int(S1). △
Note that, if (J, J′) ∈ Serre(X) and J ⊕ J′ is defined, one has
ξX(J ⊕ J
′, J) = (−1)〈1 J⊕J ′,1 J〉
(
1 J⊕J′ , 1 J
)
= (−1)1+〈1 J ′,1 J〉
(
2+
(
1 J′ , 1 J
)
)
)
= (−1)〈1 J,1 J ′ 〉 ,
since J is contractible and
(
1 J′ , 1 J
)
= −1. Similarly, ξX(J, J ⊕ J
′) = (−1)〈1 J ′ ,1 J〉. Therefore, from
Corollary 3.25 and 3.29, and Theorem 4.6, we get the following.
Proposition 5.14. Let J, J′ be two intervals of X. The following relations hold in g(X).
(1) If J ⊥ J′ (i.e., J ⊕ J′ does not exist and J ∩ J′ = ∅), then [X±(J),X±(J′)] = 0.
(2) If (J, J′) ∈ Serre(X), then
[X+(J),X+(J
′)] =(−1)〈1 J ′ ,1 J〉X+(J ⊕ J
′) ,
[X−(J),X−(J
′)] =(−1)〈1 J,1 J ′ 〉X−(J ⊕ J
′) .
Remark 5.15.
(1) If J′ ≃ S1 and J ⊆ J, then (J, J′) ∈ Serre(X). Hence, by (2) above [X±(J),X±(J′)] = 0.
(2) For X = R, the relations above reduce to Equations (2.19).
△
5.5. Colimit structure. Let J = {Jk}k be a finite set of intervals Jk ∈ Int(X). We say that J is
irreducible if the following conditions hold:
(1) every interval is either contractible or homeomorphic to S1;
(2) given two intervals J, J′ ∈ J , J 6= J′, one of the following mutually exclusive cases occurs:
(a) J ⊕ J′ exists;
(b) J ⊕ J′ does not exist and J ∩ J′ = ∅;
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(c) J ≃ S1 and J′ ⊂ J .
Assume henceforth that J is an irreducible set of intervals. Let AJ be the matrix given by the
values of κX on J , i.e., AJ =
(
κX(J, J
′)
)
J,J′∈J
. Note that the diagonal entries of AJ are either 2 or
0, while off–diagonal the only possible entries are 0,−1,−2. LetQJ be the corresponding quiver
with Cartan matrix AJ . Note that a contractible elementary interval in J corresponds to a vertex
of QJ without loops at it. For example, we obtain the following quivers.
Configuration of intervals Borcherds–Cartan diagram
J1 J2
J3
J4
α1 α2
α3
α4
J1 J2
α1 α2
J1
J2
J3
J4
J5
J6 α1 α2
α3
α4
α5 α6
Instead, an interval of J homeomorphic to S1 corresponds in QJ to a vertex having exactly
one loop at it, as in the following examples.
Configuration of intervals Borcherds–Cartan diagram
J1
J2
J3
α1
α2
α3
(J3 is the entire circle on the r.h.s.)
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J1 J2
α1 α2
(J2 is the entire circle on the r.h.s.)
We shall consider two Lie algebras associated to J . First, let g(J ) be the Lie subalgebra of
g(X) generated by the elements Xǫ(J) with J ∈ J and ǫ = 0,±. Then, let gQJ be the Borcherds-
Kac-Moody algebra of QJ (i.e., the derived Lie algebra of g(AJ )— see Section 2.1).
Proposition 5.16. The assignment
eJ 7→ X+(J) , f J 7→ X−(J) and h J 7→ X0(J)
for any J ∈ J , defines a surjective homomorphism of Lie algebras ΦJ : gQJ → g(J ).
Proof. It is enough to show that ΦJ is a Lie algebra map. The surjectivity is clear. Recall that gQJ
is generated by {eJ , h J, f J | J ∈ J } with the following defining relations:
[h J , eJ′ ] = κX(J, J
′) eJ′ , [h J , f J′ ] = −κX(J, J
′) eJ′ , [eJ, f J′ ] = δJ J′ h J , (5.1)
ad(eJ)
1−κX( J,J
′)(eJ′) = 0 = ad( f J)
1−κX( J,J
′)( f J′) if J 6≃ S
1 , (5.2)
[eJ , eJ′ ] = 0 = [ f J, f J′ ] if J ≃ S
1 and κX(J, J
′) = 0 . (5.3)
Note that, for any J, J′ ∈ J , their difference J ⊖ J′ is defined only in the case (c), thus necessarily
ξX(J, J
′) = 0. Therefore, the relation (5.1) is easily seen to be satisfied in g(J ). We shall prove
that the (standard) Serre relations (5.2) and (5.3) hold in g(J ).
Let J, J′ ∈ J , J 6= J′. First, note that, by construction, κX(J, J
′) = 0 if and only if we are
either in case (b), i.e., J, J′ are perpendicular, or in case (c), i.e., J ≃ S1 and J′ ⊂ S1. Thus, by
Proposition 5.14 – (1) and (2) (and Remark 5.15 – (1)), [X±(J),X±(J′)] = 0. Therefore, relations
(5.2) (for κX(J, J
′) = 0) and (5.3) hold.
Assume now that κX(J, J
′) 6= 0 (i.e., κX(J, J
′) = −1,−2) and J⊕ J′ is defined. Then, necessarily,
one of the following occur:
(1) κX(J, J
′) = −1 and either (J, J′) ∈ Serre(X) or (J′, J) ∈ Serre(X) ;
(2) κX(J, J
′) = −2 and J ⊕ J′ ≃ S1 .
In case (1), it follows from Corollary 4.7 that (assume (J, J′) ∈ Serre(X))
[X±(J), [X±(J),X±(J
′)]] = 0 ,
and therefore the Serre relation (5.2) with κX(J, J
′) = −1 is satisfied. In case (2), it is easy to see
that we are in the condition of Proposition 4.8 with k = 2. Therefore,
[X±(J), [X±(J), [X±(J),X±(J
′)]]] = 0 ,
and the Serre relation (5.2) with κX(J, J
′) = −2 is satisfied. The result follows. 
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5.6. A presentationby generators and relations. We can now prove the main result of the paper,
providing a presentation by generators and relations of continuum Kac–Moody algebras.
Theorem 5.17. The continuum Kac–Moody algebra g(X) is generated by the elements Xǫ(J) for J ∈
Int(X) and ǫ = 0,±, subject to the following defining relations:
(1) for any J, J′ ∈ Int(X) such that J ⊕ J′ is defined,
X0(J ⊕ J
′) = X0(J) + X0(J
′) ;
(2) for any J, J′ ∈ Int(X),
[X0(J),X0(J
′)] = 0 ,
[X0(J),X±(J
′)] = ±(1 J, 1 J′)X±(J
′) ,
[X+(J),X−(J
′)] = δJ,J′ X0(J) + (−1)
〈1 J,1 J ′ 〉
(
1 J , 1 J′
) (
X+(J ⊖ J
′)− X−(J
′ ⊖ J)
)
;
(3) if (J, J′) ∈ Serre(X), then
[X+(J),X+(J
′)] =(−1)〈1 J ′ ,1 J〉X+(J ⊕ J
′) ,
[X−(J),X−(J
′)] =(−1)〈1 J,1 J ′ 〉X−(J ⊕ J
′) ;
(5.4)
(4) if J ⊕ J′ does not exist and J ∩ J′ = ∅, then
[X±(J),X±(J
′)] = 0 . (5.5)
Proof. Recall that, by definition, g(X) = g˜(X)/rX , where g˜(X) is the Lie algebra generated by
Xǫ(J), ǫ = 0,±, J ∈ Int(X), with relations (1), and rX ⊂ g˜(X) is the sum of all two–sided
graded ideals with trivial intersection with the commutative subalgebra generated by X0(J)with
J ∈ Int(X). Let
◦
rX⊂ g˜(X) be the ideal generated by relations relations (5.4) and (5.5). By Proposi-
tion 5.14, we know that
◦
rX⊆ rX . We shall prove that
◦
rX= rX .
Set
◦
g(X) := g˜(X)/
◦
rX. Let π : g˜(X) →
◦
g(X) be the natural projection and assume that there
exists v ∈ π(rX) with v 6= 0. Let J (v) be any finite set of intervals such that v belongs
◦
g(J (v)),
where
◦
g(J (v))⊆
◦
g(X) is the Lie subalgebra generated by the elements Xǫ(J), with ǫ = 0,± and
J ∈ J (v). Using relations (5.4), we can always assume that J (v) is an irreducible set of intervals
(cf. Section 5.5). Moreover, since the result of Proposition 5.16 relies exclusively on relations (5.4)
and (5.5), we can conclude that the homomorphism ΦJ (v) factors through
◦
g (J (v)), i.e., there
exists a surjective homomorphism
◦
ΦJ (v) : gQJ (v) → g(J (v)) such that ΦJ (v) =
◦
π ◦
◦
ΦJ (v), where
◦
π :
◦
g(J (v))→ g(J (v)) is the canonical projection. Then,
( ◦
ΦJ (v)
)−1
(v) generates a two–sided
ideal which trivially intersect the Cartan subalgebra in gQJ . By [Bor88, Corollary 2.6], this is
necessarily trivial. Therefore, v = 0 and
◦
rX= rX. The result follows. 
The following is implied by the previous constructions.
Corollary 5.18. Let J ,J ′ be two irreducible (finite) sets of intervals in X.
(1) If J ′ ⊆ J , there is a canonical embedding φ′J ,J ′ : g(J
′) → g(J ) sending Xǫ(J) 7→ Xǫ(J) for
ǫ = 0,± and J ∈ J ′.
(2) If J is obtained from J ′ by replacing an element Js ∈ J ′ with two intervals J1, J2 such that
Js = J1 ⊕ J2, there is a canonical embedding φ
′′
J ,J ′ : g(J
′)→ g(J ), which sends
Xǫ(J) 7→ Xǫ(J) for ǫ = 0,± and J ∈ J
′ \ {Js} , X0(Js) 7→ X0(J1) + X0(J2) ,
X+(Js) 7→ (−1)
〈1 J2 ,1 J1 〉 [X+(J1),X+(J2)] , X−(Js) 7→ (−1)
〈1 J1 ,1 J2 〉 [X−(J1),X−(J2)] .
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(3) The collection of embeddings φ′J ,J ′ , φ
′′
J ,J ′ , indexed by all possible irreducible sets of intervals in
X, form a direct system. Moreover,
colimJ g(J ) ≃ g(X) .
Example 5.19. If X = R, one can easily see that the Lie algebra g(R) coincides with the Lie algebra
sl(R) introduced in Section 2.3.
Consider now the case X = S1. We will end by comparing g(S1) with the Lie algebra sl(S1)
underlying of the quantum group Uυ(sl(S1)) mentioned in the introduction (cf. [SS17, Defini-
tion 1.1]). By Theorem 5.17, one can see immediately that the two Lie algebras do not coincide,
but their difference is reduced to the elements X±(S1) corresponding to the entire space. More
precisely, let g(S1) be the subalgebra in g(S1) generated by the elements Xǫ(J), ǫ = 0,±, J 6= S1.
Note that the elements Xǫ(S1), ǫ = 0,±, generate a Heisenberg Lie algebra of order one (cf. [Kac90,
Section 2.8]) in g(S1), which we denote heis(S1). It is then clear that g(S1) = g(S1)⊕ heis(S1) and
there is a canonical embedding sl(S1) → g(S1), whose image is g(S1)⊕ k · X0(S
1). △
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