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Abstract
We devise a constant-factor approximation algorithm for the maximization version of
the edge-disjoint paths problem if the supply graph together with the demand edges form
a planar graph. By planar duality this is equivalent to packing cuts in a planar graph
such that each cut contains exactly one demand edge. We also show that the natural
linear programming relaxations have constant integrality gap, yielding an approximate
max-multiflow min-multicut theorem.
1 Introduction
The edge-disjoint paths problem (EDP) is a fundamental problem in combinatorial optimiza-
tion, consisting of connecting as many demand pairs as possible in a graph via edge-disjoint
paths. There is a large body of literature studying this problem in various settings. A primary
goal has been to find conditions under which there is a solution satisfying all demands, e.g.
when the cut condition is sufficient; see Frank’s survey [14] or part VII of Schrijver’s book
[31]. Unfortunately many cases of EDP are NP-hard, so it is natural to look for approximation
algorithms. However there is no general theory and constant-factor approximations can only
be expected in special cases.
One of the landmark results in this area is due to Seymour. Let G+H denote the union
(of the edge sets) of the supply graph G and the demand graph H. Seymour [34] proved
that if G + H is planar and Eulerian, the cut condition guarantees a solution to connect all
demand pairs; such a solution can be found in polynomial time. Seymour’s pioneering result
has motivated a sequence of follow-up works investigating EDP when G + H is planar. We
refer the readers to Frank’s surveys [14, 15] and Schrijver’s book [31, in particular Chapter
74.2] for an overview of these results. For example, one can decide in polynomial time whether
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all demand pairs can be connected when G + H is planar and the demand pairs lie on a
bounded number of faces of G [26].
Unfortunately the general case that G + H is planar is one of these cases in which EDP
is NP-hard, as Middendorf and Pfeiffer [26] proved. Very little seems to be known about
approximation in that setting. Korach and Penn [24] showed that, given the cut condition,
one can satisfy all demands except one for each face of G, and such a solution can be found
in polynomial time. However, this does not imply an approximation ratio in general.
1.1 Our Results
Before we present our main results, let us define the edge-disjoint paths problem formally:
Definition 1. The EdgeDisjointPaths problem (EDP) takes as input a supply graph G =
(V,E) and a demand graph H = (V,D) and asks for a maximum-cardinality set of pairwise
edge-disjoint cycles such that each cycle consists of an edge {u, v} in D and a path between u
and v in E.
The conditions that the set C of cycles in G+H must satisfy can equivalently be written
as: (1) ∀C ∈ C, |C ∩D| = 1, (2) ∀e ∈ D ∪ E, |{C | C ∈ C, C 3 e}| 6 1. We consider the case
when G+H is planar and present the first constant-factor approximation algorithm:
Theorem 1. There is a polynomial-time 32-approximation algorithm for EdgeDisjoint-
Paths if G+H is planar.
We prove this theorem in Sections 3, 4, and 5. Our proof is based on rounding a fractional
solution to a certain LP relaxation to obtain a subset of demand edges for which the cut
condition is satisfied, i.e., no cut has more of these demand edges than supply edges: in
the planar dual, this translates into what we call the NonNegativeCycles problem. The
NonNegativeCycles problem is NP-hard even when G + H is planar (Section 7), but we
give an approximation algorithm. Once this rounding is done and we have an approximate
solution of NonNegativeCycles, we can obtain edge-disjoint paths for at least half of these
demand edges by building on ideas of Korach and Penn [24]. We use the four color theorem
in several places.
Section 6 analyzes the integrality gaps of various LPs. By comparing the output of our
algorithm to the value of the natural LP relaxation, we get an upper bound of 32 on its
integrality gap. A special case, when every demand edge has an infinite (or large enough)
number of parallel copies, has been called maximum integer multiflow. In this case the dual
LP is a relaxation of the multicut problem, which asks for a smallest set of supply edges whose
deletion destroys all paths for all demand edges. We show that this dual LP has an integrality
gap of at most 2 if G+H is planar. This yields:
Theorem 2. If G+H is planar, the minimum cardinality of a multicut is at most 64 times
the maximum value of an integer multiflow.
This is one of the few cases with a constant upper bound on the ratio of the smallest
multicut and the largest integer multiflow (see, e.g., [36]). Another such case is when G arises
from a tree by duplicating edges; then this ratio is 2 [18]; in general the ratio can be as large
as Θ(|D|), even when G is planar.
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1.2 Further Related Work
Hardness. The decision version of EDP is NP-complete [22], even in many special cases [28].
In terms of approximation, EDP is APX-hard [1]. Assuming that NP6⊆DTIME(nO(logn)),
where n = |V |, there is no 2o(
√
logn)approximation for EDP, even when G is planar and
subcubic and each demand edge has one of its endpoints on the outer face of G [9]. Assuming
that for some δ > 0, not all problems in NP can be solved in randomized time 2nδ , there is no
nO(1/(log logn)
2)-approximation even when G is a wall graph [10].
The difficulty is further illustrated by the integrality gap of a natural LP relaxation: even
when G is planar and subcubic, the integrality gap is already in the order of Θ(
√
n) [18].
Positive results. EDP can be solved in polynomial time when the number of demand edges
is bounded by a constant [30]. The best known approximation guarantee is O(
√
n) [4], even
when G is planar.
Nonetheless, there are some special cases for which significantly better approximation ratios
are known: for instance, when G is planar and Eulerian, or planar and 4-edge-connected, there
is an O(log n)-approximation [23]. When G is a grid, there is an O(log2 n)-approximation [2].
When G is a wall graph, there is a Õ(n1/4)-approximation [7]. When in addition all de-
mand edges have one endpoint at the boundary of the wall, there is an 2O(
√
logn·log logn)-
approximation [10]. Yet none of those results gets to the range of a constant-factor approxi-
mation.
Variants. One way to relax EDP is to allow for congestion c, that is, in the solution, up
to c paths may share the same edge. It is known that EDP becomes significantly easier with
congestion: with congestion 2, there is a polylogarithmic approximation [6], and when in
addition G is planar, there is a constant-factor approximation [33].
A closely-related but more difficult problem is the Node-Disjoint Paths (NDP) problem,
in which two paths may not even share a common node. EDP can be reduced to NDP by
taking the line graph of the supply graph, but this reduction does not preserve planarity.
If G + H is planar, however, Middendorf and Pfeiffer showed how to reduce EDP to NDP
while preserving planarity. Hence the Õ(n9/19)-approximation algorithm for NDP with planar
supply graphs [8] implies the same approximation ratio for EDP with G+H planar.
Another more general version of EDP is its directed version (one can reduce EDP to its
directed version by replacing each edge by a simple gadget). The directed version seems to
be strictly harder than the undirected EDP; for example it is even NP-hard for two demand
edges [13].
2 Preliminaries
We recall here some notions and well-known properties related to cuts, cycles, planar duality,
and T -joins. Many readers may want to skip this section.
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2.1 Cycles and Cuts
Throughout this work we work with a (multi)graph (V,D ∪̇E) whose edge set is partitioned
into two sets, D and E. For example, we write G + H = (V,D ∪̇E), taking the union of the
edge set of the supply graph G = (V,E) and of the demand graph H = (V,D). Each of these
graphs can have parallel edges, and further parallel edges can arise by taking the (disjoint)
union. We assume throughout, without loss of generality, that G+H is connected.
A cycle (or circuit) in (V,D ∪̇E) is a set C = {e1, . . . , ek} of edges for which there is a
set V (C) = {v1, . . . , vk} of k distinct vertices such that ei has endpoints vi and vi+1 for all
i = 1, . . . , k (where vk+1 := v1). If the graph has loops, every loop would also constitute a
cycle.
A D-cycle is a cycle that contains exactly one edge of D. Then EdgeDisjointPaths asks
for a maximum number of pairwise disjoint D-cycles.
We say an instance of EDP has a complete solution if there are |D| pairwise disjoint
D-cycles. For the existence of a complete solution, a necessary condition is the cut condition:
|C ∩D| 6 |C ∩ E| for every cut C. (1)
It is necessary because every cycle intersects every cut in an even number of edges. In fact it
is equivalent to requiring (1) only for simple cuts, i.e., edge sets δ(U) where both U and V \U
induce connected subgraphs. A cut is simple if and only if it is a minimal cut.
The cut condition is very useful although in general it is NP-hard to check (this is an
unpublished observation of Sebő). The reason is that in many special cases, e.g. when G+H
is planar and Eulerian [34], it is sufficient and then can also be checked in polynomial time.
However, the cut condition is not sufficient in general, even when G+H is planar. For instance,
if G + H is K4, the complete graph on four vertices, and D is a perfect matching, then the
cut condition is satisfied but there is no complete solution.
2.2 Using Planarity
We exploit planarity in two different ways. First, we need an algorithmic version of the four
color theorem. Robertson, Sanders, Seymour, and Thomas [29] improved on the original proof
by Appel, Haken, and Koch and showed:
Theorem 3. Given a planar graph, there exists an O(n2)-time algorithm to color its vertices
with four colors such that no two adjacent vertices have the same color.
Second, we use planar duality. It is well known that for any connected planar graph G there
is a connected planar graph G∗ (a planar dual) such that there is a one-to-one-correspondence
between the edges of G and the edges of G∗ that maps the cycles of G to the simple cuts of
G∗. Such a graph can be computed in polynomial time (see, e.g., [27]). The planar dual is
not always unique, but we can take an arbitrary one. We will not distinguish between edges
and edge sets and their images in the planar dual.
Let us call a simple cut that contains exactly one edge of D a D-cut. Then an equivalent
formulation of EDP, if G + H is planar, asks for finding a maximum number of pairwise
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disjoint D-cuts in the planar dual graph (G+H)∗. The cut condition translates to the cycle
condition in the planar dual graph:
|C ∩D| 6 |C ∩ E| for every cycle C. (2)
Deleting an edge in a planar graph is equivalent to contracting the corresponding edge in
the planar dual. These operations preserve planarity.
2.3 T -Joins
Condition (2) is well known in the context of T -joins. For an edge set F , let odd(F ) denote
the set of vertices whose degree is odd in (V, F ). For a subset T ⊆ V , a T -join is a set F of
edges with odd(F ) = T . If F is a minimum-cardinality odd(F )-join, then F is called a join.
Guan [20] observed that F is a join if and only if
|C ∩ F | 6 |C \ F | for every cycle C. (3)
For any connected graph, any T with |T | even, and any real edge weights, a minimum-weight
T -join can be computed in polynomial time [12].
If we have a set of pairwise disjoint D-cuts and D′ ⊆ D is the set of demand edges that
belong to one of these cuts, then we must have
|C ∩D′| 6 |C ∩ E| for every cycle C. (4)
This is equivalent to saying that D′ is a join after contracting the edges in D\D′. Although
this condition is again not sufficient, we will first find a set D′ ⊆ D satisfying (4) (in the planar
dual graph).
3 Roadmap
3.1 Satisfying the Cycle Condition
The preceding considerations motivate the following problem in the planar dual graph.
Definition 2. The NonNegativeCycles problem (NNC) takes as input a supply graph
G = (V,E) and a demand graph H = (V,D) and asks for a maximum-cardinality set D′ ⊆ D
of demand edges such that
|C ∩D′| 6 |C ∩ E| for every cycle C in G+H.
In other words, if edges in E have weight 1, edges in D′ have weight −1, and edges in
D \D′ have weight 0, then every cycle must have nonnegative total weight. This problem is
NP-hard even when G+H is planar; see Section 7. We devise a 16-approximation algorithm
if G + H is planar. It begins by solving the following linear programming relaxation, which
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xe 6 |C ∩ E| ∀ cycles C
0 6 xe 6 1 ∀e ∈ D
Lemma 1. The nonnegative cycle LP (5) can be solved in polynomial time.
Proof. By the equivalence of optimization and separation [19], it is sufficient to solve the
separation problem. To this end, given x ∈ RD, define weights w(e) := −xe for e ∈ D and
w(e) := 1 for e ∈ E. Then the separation problem reduces to finding a negative-weight cycle
or deciding that there is none. This can be done by computing a minimum-weight ∅-join J . If
w(J) > 0, then there is no negative-weight cycle. Otherwise J can be decomposed into cycles,
and at least one of them will have negative weight.
The second step of our algorithm will round the LP solution. In Section 4 we will prove:
Theorem 4. Let x be a feasible solution to the nonnegative cycle LP (5). Then there is





3.2 Packing T -Cuts
Let x be an integral feasible solution to the nonnegative cycle LP (in the planar dual), and let
J ⊆ D contain those demand edges e for which xe = 1. If we delete the other demand edges
(or contract them in the planar dual), the resulting instance now satisfies the cut condition
(the cycle condition in the planar dual). Let G′ = (V, J ∪̇E)∗ be the graph that arises from
the planar dual by contracting the edges in D \ J . Then J is a join in G′. Our goal is now to
find as many pairwise disjoint J-cuts in G′ as possible because after uncontracting, these will
correspond to pairwise disjoint D-cuts in (G+H)∗ and hence to pairwise disjoint D-cycles in
G+H.
Edmonds and Johnson [12] and Lovász [25] showed that a perfect half-integral packing of
J-cuts exists and can be computed in polynomial time:
Theorem 5. For every graph G and every join J in G there exist vertex sets U1, . . . , U2|J |
(not necessarily distinct) that form a laminar family, such that |δ(Ui)∩J | = 1 for all i and for
every edge e of G there are at most two indices i with e ∈ δ(Ui). Such sets can be computed
in polynomial time.
This theorem has been called the T -cut packing theorem because if J is a T -join (for some
vertex set T ) then the cuts will be T -cuts, i.e., cuts δ(U) with |U ∩ T | odd. However, we
prefer to continue speaking of J-cuts because this is what we need. See [15] and Theorem 7
for extensions of this result. However, it is not easy (and without the planarity assumption in
general impossible) to deduce from this a large number of pairwise disjoint J-cuts. Nevertheless
we will show in Section 5:
6
Theorem 6. Let G be a planar graph and J a join in G. Then there is a family of at least
|J |
2 pairwise disjoint J-cuts in G, and such a family can be computed in polynomial time.
3.3 Overall Algorithm and Proof of Theorem 1
We have now all ingredients to prove our main theorem. The overall algorithm can be sum-
marized as follows. The input consists of two graphs G = (V,E) and H = (V,D) such that
G+H is planar.
Step 0: Construct a planar dual graph (G+H)∗
Step 1: Solve the nonnegative cycle LP (5) in the planar dual graph (G + H)∗, to get a
fractional solution x;
Step 2: Use the algorithm of Theorem 4 (proved in Section 4) to deduce an integral feasible








e∈D xe. Let J := {e ∈ D : x′e = 1}.
Step 3: Contract the edges in D \ J (in the planar dual graph) and use the algorithm of
Theorem 6 (proved in Section 5) to compute at least |J |2 pairwise disjoint J-cuts. By
planar duality, these correspond to at least |J |2 pairwise disjoint D-cycles in G + H.
Output these.
We now prove our main result.
Proof. (of Theorem 1) A J-cut in (V, J ∪̇E)∗ indeed corresponds to a J-cycle in (V, J ∪̇E)
and hence in G+H. Therefore the output is a feasible solution. By Lemma 1, Theorem 4, and
Theorem 6, the algorithm runs in polynomial time. The number of D-cycles that it computes
is at least 132 times the LP value.
On the other hand, consider an optimum solution, say consisting of OPT many D-cycles.
Then there is a set D̄ ⊆ D such that |D̄| = OPT and (G, (V, D̄)) has a complete solution. This
instance must therefore satisfy the cut condition, in other words we have |C ∩ D̄| 6 |C ∩ E|
for every cut C in G+H. Therefore, in the planar dual, setting x̄e := 1 for e ∈ D̄ and x̄e := 0
for e ∈ D \ D̄ defines a feasible solution to the nonnegative cycle LP. Hence the LP value is at
least OPT.
We conclude that the algorithm is a polynomial-time 32-approximation algorithm for EDP
if G+H is planar.
4 Rounding the Nonnegative Cycle LP (Proof of Theorem 4)
In this section we prove Theorem 4, whose statement we now recall.
Theorem 4. Let x be a feasible solution to the nonnegative cycle LP (5). Then there is







Starting from a feasible solution x of the nonnegative cycle LP (5), we first contract all
cycles in (V,D). Every edge e that vanishes in this contraction has xe = 0, therefore this
preprocessing will not change
∑
e∈D xe. Now (V,D) is a forest. Then we execute the following
two algorithms and pick the better of the two solutions S1 and S2 obtained from Algorithms 1
and 2 respectively.
The first algorithm is independent of the fractional solution x and simply picks a subset of
edges incident to leaves. It is the better choice if (V,D) has many leaves (degree-1 vertices).
Algorithm 1: The leaf algorithm
Input: an NNC input G+H such that (V,D) is a forest, and a feasible solution x to
the nonnegative cycle LP (5).
Output: a feasible solution S1 to NonNegativeCycles.
1 Find a 4-coloring of G, consider a color class containing the largest number of leaves of
(V,D), and let I be the set of leaves of that color.
2 Let S1 be the set of edges in D that are incident to a leaf in I.
3 return S1
The second algorithm does a delicate rounding of the fractional LP solution; see Figure 1
for an example.
Algorithm 2: The internal algorithm
Input: an NNC input G+H such that (V,D) is a forest, and a feasible solution x to
the nonnegative cycle LP (5).
Output: a feasible solution S2 to NonNegativeCycles.
1 For each connected component of the forest (V,D): Root the tree arbitrarily. Let B
denote the set of vertices with at least two children, and let L denote the set of leaves.
2 For each b′ ∈ B ∪ L and b ∈ B \ {b′} such that b is an ancestor of b′ and each inner
vertex of the b-b′-path has exactly one child: subdivide the first edge on this path,
thus inserting an artificial edge ab,b′ incident to b, and set xab,b′ = 0. Let A denote the
set of artificial edges.
3 Define a budget function y : D ∪A→ R>0. Initially ye = xe for all e ∈ D ∪A.
4 For each artifical edge ab,b′ ∈ A follow the path from b down to b′. For each traversed
edge e ∈ D, decrease ye and increase yab,b′ by the same amount. Do this until
yab,b′ = 1 or we reach b
′.
5 Consider the edges e = (u, v) ∈ D in an order of non-increasing distance from the root,
and for each such edge e, if ye > 0 then: Follow the path from u up to the root. For
each traversed edge e′ ∈ D ∪A, decrease ye′ and increase ye by the same amount. Do
this until ye = 2 or we reach the root.
6 S02 ← {e ∈ D : ye > 0}.
7 Contract each tree of (V,D), find a 4-coloring of the resulting graph, inducing a
4-coloring of the trees, choose the color class maximizing the number of edges of S02 in






































































Figure 1: Illustrating Algorithm 2. (a): the original tree with an arbitrarily chosen root;
vertices of B are red squares; next to each edge e the value xe is shown. (b): the rooted tree
after inserting the artificial edges (red, dotted) and the initial budgets ye (after step 3). (c):
each artificial edge has collected up to one unit from below (in step 4). (d): edges e1, . . . , e5
(shown in blue, bold) are collecting up to two units from above (in step 5) and are included
into S02 (in step 6). We see the final distribution if the edges are considered in this order. The
green and yellow shades show from where the final budgets ye1 , . . . , ye5 come from.
4.2 Analysis
These algorithms are well-defined and polynomial time by Theorem 3. We will prove that S1
and S2 are feasible NonNegativeCycles solutions (Lemmas 2 and 4, respectively) and that
max{|S1|, |S2|} > 116
∑
e∈D xe (Lemma 5), thus establishing Theorem 4.
Lemma 2. S1 is a feasible solution for NonNegativeCycles.
Proof. Let C be a cycle in G + H. By definition of S1 each edge of C ∩ S1 is incident to at
least one vertex of I, and since vertices of I are leaves of (V,D) those vertices are all distinct,
so |C ∩ S1| 6 |V (C) ∩ I|. Each vertex of V (C) ∩ I is incident to at most one edge of C ∩D,
hence to at least one edge of C ∩ E. Since I is an independent set in G, those edges are all
distinct, so |V (C) ∩ I| 6 |C ∩ E|.
To prove that S2 is also a feasible solution for NonNegativeCycles, we first show the
following key inequality:
Lemma 3. Let P be the set of edges of a path in (V,D). Then∑
e∈P
xe > 2|S2 ∩ P | − 2. (6)
Proof. We may assume that S2 ∩ P 6= ∅, for the assertion is trivial otherwise. Let v be the
vertex in P that is closest to the root (picked in step 1 of Algorithm 2) of the connected
component of (V,D) that contains P . Then P is the union of two paths P1 and P2 that both
begin in v and go down the tree. One of these paths may be empty. Let i ∈ {1, 2} with
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S2 ∩Pi 6= ∅, and let ehi be the edge of S2 ∩Pi that is closest to v (and to the root). After step
5 of Algorithm 2, every edge e of (S2 ∩ Pi) \ {ehi } has ye = 2, and these budgets come from
edges of Pi. The latter is because
(i) ehi is the only edge in S2 ∩ Pi to which budget that is originally from closer to the root
than v can be moved, and
(ii) budget that was moved towards the root (to an artificial edge) in step 4 remains at this
artificial edge or is moved in step 5 to an edge that is not closer to the root than the






ye = 2(|S2 ∩ Pi| − 1).
This already implies (6) if S2 ∩ P = S2 ∩ Pi.
It remains to consider the case that neither S2 ∩ P1 nor S2 ∩ P2 is empty. Then v ∈ B,
and after step 2 there is an artificial edge incident to v on the path from v to ehi (for each
i ∈ {1, 2}). Let fi be the last artificial edge on the path from v to ehi . Since ehi ∈ S2, we had
yehi
> 0 after step 4 (i.e., even before we started augmenting yehi in step 5). Therefore yfi = 1
after step 4 (and, by the same argument as before, this budget comes from edges of Pi), and
yehi
> 1 after step 5. Thus∑
e∈Pi
xe > 1 +
∑
e∈S2∩Pi,e 6=ehi
ye = 1 + 2(|S2 ∩ Pi| − 1) = 2|S2 ∩ Pi| − 1.
Adding this for P1 and P2 yields (6).
Lemma 4. S2 is a feasible solution for NonNegativeCycles.
Proof. Let C be a cycle inG+H that contains at least one demand edge and at least one supply
edge (recall that (V,D) is a forest). The cycle C alternates between D-segments (maximal
subpaths of C all whose edges belong to D) and E-segments. Suppose there is some cycle C
with |C∩S2| > |C∩E|. Among those cycles C, choose one such that C has as few D-segments
as possible.
We claim that for every tree T of D, C ∩T is connected. Assume not; then there is a path
P ⊆ D whose endpoints u and v belong to V (C), but no edge of P belongs to C. The two
endpoints u and v of P partition C into two u-to-v paths, P1 and P2. One of the two cycles
C1 = P1∪P and C2 = P2∪P must have |Ci∩S2| > |Ci∩E| and has strictly fewer D-segments
than C, contradicting the choice of C. This proves the claim.
Thus each D-segment of C belongs to a different tree. By Lemma 3, every D-segment P




If |C ∩ E| = 1, then (6) yields 2|C ∩ S2| 6 2 +
∑
e∈C∩D xe 6 2 + |C ∩ E| = 3, implying
|C ∩ S2| 6 1 = |C ∩ E|. Otherwise, thanks to selecting an independent set in the contracted
graph in step 7, if there is more than one D-segment, every E-segment has at least two edges.
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Summing (6) over all D-segments P yields 2|C∩S2| 6 |C∩E|+
∑
e∈C∩D xe 6 |C∩E|+|C∩E|.













edges of S02 have ye 6 2, artificial edges have ye 6 1, and other edges have ye = 0, we can
write
∑
e∈D∪A ye 6 2|S02 |+ |A|. Observe that the number of artificial edges is at most 2|L|−2.
Finally, by construction |L| 6 4|S1| and |S02 | 6 4|S2|.
Combining, we conclude∑
e∈D
xe 6 2|S02 |+ 2|L| 6 8(|S2|+ |S1|) 6 16 max{|S1|, |S2|}.
5 Packing Cuts (Proof of Theorem 6)
In this section we prove Theorem 6, whose statement we now recall.
Theorem 6. Let G be a planar graph and J a join in G. Then there is a family of at least
|J |
2 pairwise disjoint J-cuts in G, and such a family can be computed in polynomial time.
Recall that a J-cut is a simple cut that contains exactly one edge from J . An example by
Korach and Penn [24] shows that the factor 2 in Theorem 6 is best possible. Without planarity
we cannot hope for any constant factor, e.g. if G is a complete graph and J a perfect matching
in G, then there are no two disjoint J-cuts.
Let J be a join in a planar graph G. Middendorf and Pfeiffer [26] showed that it is NP-
complete to decide whether there are |J | pairwise disjoint J-cuts. Hence also finding the
maximum number of pairwise disjoint J-cuts is NP-hard. However, we give an approximation
algorithm in the following. Our proof is inspired by the paper of Korach and Penn [24].
Recall that a family of subsets of V is laminar if for any two of those sets either they are
disjoint or one is a subset of the other. It is cross-free if for any two of those sets, either they
are disjoint, or one is a subset of the other, or their union is V . We will show the following:
Lemma 6. Let G = (V,E) be a connected planar graph. Let L be a laminar family of (not
necessarily distinct) vertex sets of G such that δ(U) is a simple cut for all U ∈ L and every
edge is contained in at most two of these cuts. Then there exists a polynomial-time algorithm
to compute a sub-family L′ ⊆ L such that |L′| > 14 |L| and the cuts δ(U) for U ∈ L
′ are pairwise
disjoint.
Again, the example by Korach and Penn [24] shows that the factor 4 in Lemma 6 is best
possible. Without planarity we cannot hope for any constant factor, e.g. if G is a complete
graph and L contains all singletons.
Before we prove Lemma 6, let us first see how it implies Theorem 6.
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Proof. (Theorem 6) Let J be a join in G. By Theorem 5, we can compute vertex sets
U1, . . . , U2|J | (not necessarily distinct) that form a laminar family L, such that |δ(Ui)∩ J | = 1
for all i and every edge is contained in at most two of the cuts δ(Ui), i = 1, . . . , 2|J |. Before
applying Lemma 6, we want to make sure that these cuts are all simple cuts, and this will be
achieved in the following by a sequence of transformations.
For i = 1, . . . , 2|J | let U ′i ⊆ Ui be the vertex set of the connected component of G[Ui]
for which |δ(U ′i) ∩ J | = 1. Then δ(U ′i) ⊆ δ(Ui). We claim that the sets U ′1, . . . , U ′2|J | form
a laminar family L′. Let 1 6 i < j 6 2|J |. If Ui ∩ Uj = ∅, then U ′i ∩ U ′j = ∅. If Ui ⊆ Uj ,
then the vertex sets of the connected components of G[Ui] are subsets of the vertex sets of the
connected components of G[Uj ], so U ′i is either disjoint from U
′
j or a subset of U
′
j . The case
Uj ⊆ Ui is symmetric.
Now G[U ′i ] is connected for all i. For i = 1, . . . , 2|J | let U ′′i ⊆ V \ U ′i be the vertex set of
the connected component of G[V \U ′i ] for which |δ(U ′′i )∩J | = 1. Then δ(U ′′i ) ⊆ δ(U ′i) ⊆ δ(Ui).
Note that for each i, G[U ′′i ] and G[V \U ′′i ] are connected and |δ(U ′′i )∩ J | = 1. In other words,
δ(U ′′1 ), . . . , δ(U
′′
2|J |) are J-cuts.
We claim that the sets U ′′1 , . . . , U ′′2|J | form a cross-free family L
′′. Let 1 6 i < j 6 2|J |.
If U ′i ⊆ U ′j , then the vertex sets of the connected components of G[V \ U ′j ] are subsets of the
vertex sets of the connected components of G[V \ U ′i ], so U ′′j is either disjoint from U ′′i or a
subset of U ′′i . The case U
′
j ⊆ U ′i is symmetric.
It remains to consider the case U ′i ∩ U ′j = ∅. Suppose X := V \ (U ′′i ∪ U ′′j ) is nonempty.
Since G is connected, we have ∅ 6= δ(X) = δ(U ′′i ∪U ′′j ) ⊆ δ(U ′i \U ′′j )∪δ(U ′j \U ′′i ), where the last
step is because all edges with exactly one endpoint in U ′′i have the other endpoint in U
′
i , and
all edges with exactly one endpoint in U ′′j have the other endpoint in U
′
j . Hence at least one
of U ′i \ U ′′j or U ′j \ U ′′i is nonempty. Suppose, without loss of generality, U ′i \ U ′′j 6= ∅. Because
G[U ′i ] is connected, U
′
i is a subset of the vertex set of a connected component of G[V \U ′j ]. So
U ′i ∩U ′′j = ∅. But then U ′′j is a subset of the vertex set of a connected component of G[V \U ′i ],
and thus it is a subset of U ′′i or disjoint from U
′′
i .
So indeed L′′ is cross-free. To obtain a laminar family, choose v ∈ V arbitrarily, and for
every U ′′ ∈ L′′ with v ∈ U ′′, replace U ′′ by V \ U ′′. We obtain a laminar family L′′′ of 2|J |
(not necessarily distinct) vertex sets such that δ(U) is a J-cut for all U ∈ L′′′ and every edge is
contained in at most two of these cuts. It is obvious that all the above steps can be performed
in polynomial time. Applying Lemma 6 concludes the proof.
To prove Lemma 6, consider the following recursive algorithm:
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Algorithm 3: CutPacking
Input: a planar graph G = (V,E) and a laminar family L of (not necessarily distinct)
nonempty subsets of V such that G[U ] and G[V \ U ] are connected for all
U ∈ L and every edge is contained in at most two of the cuts δ(U), U ∈ L.
Output: a subset L′ ⊆ L such that the cuts δ(U), U ∈ L′, are pairwise disjoint
1 if the elements of L are pairwise disjoint then /* case 1 */
2 Consider the planar graph P obtained by contracting each U ∈ L into a single
vertex and deleting all other vertices. Compute a 4-coloring on P .
3 return a subset of L that corresponds to a maximum-cardinality color class
4 if there exist U1, U2 ∈ L such that U1 = U2 then /* case 2 */
5 return {U1} ∪CutPacking(G,L \ {U1, U2})
/* case 3 */
6 Let U ∈ L be a set that is not minimal but all sets U1, . . . , Ul ∈ L that are proper
subsets of U are minimal (inclusionwise).
7 Consider the planar graph P obtained by contracting each Ui into a normal vertex,
deleting all other vertices in Ū , and contracting all vertices outside U into a single
special vertex.
8 Find a 4-coloring of P and choose a color class K with the largest number of normal
vertices. If all color classes contain l4 normal vertices, choose the one that contains the
special vertex. Let L′ ⊂ L be the set of U ∈ L that correspond to normal vertices in K.
9 if K contains more than l4 normal vertices then /* case 3a */
10 return L′ ∪CutPacking(L \ {U,U1, . . . , Ul})
11 else /* case 3b */
12 return L′ ∪CutPacking(L \ {U1, . . . , Ul})
Proof. (Lemma 6) We show the assertion by induction on |L|. We say here that a subset
L′ ⊆ L is stable if all δ(U) for U ∈ L′ are pairwise disjoint. We apply Algorithm 3. Note
that the graphs P in step 2 and step 7 are indeed planar because we only contract connected
vertex sets. By Theorem 3, the algorithm runs in polynomial time. We start with the base
case of our induction.
Case 1: The elements of L are pairwise disjoint. Let L′ ⊆ L be the solution returned. L′
corresponds to an independent set in P , so it is stable and has size at least |V (P )|/4 = |L|/4.
Notice that when L = ∅, case 1 applies, and the empty set is returned.
Case 2: Some U1, U2 ∈ L are equal. We assume by the induction hypothesis that CutPacking(G,L\
{U1, U2}) is stable and CutPacking(G,L \ {U1, U2}) has size at least (|L| − 2)/4. First, the




4 . To prove that {U1} ∪CutPacking(G,L \
{U1, U2}) is stable, we only have to check that δ(U1)∩ δ(U) = ∅ for all U ∈ L\{U1, U2}. This
holds since any edge in δ(U1) is also contained in δ(U2) and is contained in at most two of the
cuts.
Case 3: There exists a set U ∈ L that is not minimal but all sets U1, . . . , Ul ∈ L that are
proper subsets of U are minimal. Therefore the sets Ui (i = 1, . . . , l) are pairwise disjoint.
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Figure 2: The different cases in the proof of Lemma 6.
Then consider the graph P constructed in step 7 of the algorithm and a partition of its vertex
set into four independent sets. Now we consider two subcases.
If one of these independent sets contains at least l+14 normal vertices (case 3a), then by




4 . Otherwise (case
3b) all these independent sets contain exactly l4 normal vertices and we break ties by taking
the one that contains the special vertex. Using the induction hypothesis again, the solution





After using induction hypothesis, this solution is stable because any edge in δ(Ui) ∩ δ(U)
for U ∈ L such that U ⊆ V \ U would also be contained in δ(U), but no edge is contained
in three of the cuts. If U ∈ CutPacking(L \ {U1, . . . , Ul}), then the special vertex is in the
independent set K, and hence δ(U) ∩ δ(Ui) = ∅ for all Ui ∈ L′.
6 Max-Multiflow Min-Multicut Ratio (Proof of Theorem 2)
6.1 Linear Programming Relaxations and Integrality Gaps
EdgeDisjointPaths consists of finding as many D-cycles as possible. If C denotes the set
of all D-cycles, then we look for a maximum subset of C whose elements are pairwise disjoint.






fC 6 1 ∀e ∈ D ∪̇E






ye > 1 ∀C ∈ C
ye > 0 ∀e ∈ D ∪̇E
Figure 3: The D-cycle packing LP and its dual, the D-cycle covering LP.








fU 6 1 ∀e ∈ D ∪̇E






ye > 1 ∀U ∈ U
ye > 0 ∀e ∈ D ∪̇E
Figure 4: The D-cut packing LP and its dual, the D-cut covering LP.
It turns out that the D-cut packing LP is equivalent to the nonnegative cycle LP. We
need the following well-known generalization of Theorem 5 (see, e.g., [32] and the references
therein):
Theorem 7. For every graph G = (V,E) with capacities u : E → R>0 and every set J of
edges such that u(C∩J) 6 u(C \J) for every cycle C, one can compute in strongly polynomial
time a laminar family L of vertex sets with weights w : L → R>0 such that |δ(U) ∩ J | = 1






U∈L:e∈δ(U)w(U) 6 u(e) for all e ∈ E. If u is
integral, than w can be chosen half-integral.
Using this, we can show:
Lemma 7. The D-cut packing LP is equivalent to the nonnegative cycle LP (5). Their values
are the same, from an optimum solution to the former we can get an optimum solution to the
latter in polynomial time, and vice versa.
Proof. For any feasible solution f of the D-cut packing LP define a vector x by xe :=∑
U∈U :e∈δ(U) fU for e ∈ D. Then x is a feasible solution to the nonnegative cycle LP be-





















Here the first inequality holds because a cycle C and a cut δ(U) intersect in an even number




Conversely, let x be a feasible solution to the nonnegative cycle LP. Define u(e) := xe for
e ∈ D and u(e) := 1 for e ∈ E. By Theorem 7 (applied to G + H and J := D), one can
compute a laminar family L of vertex sets with weights w : L → R>0 such that |δ(U)∩D| = 1






U∈L:e∈δ(U)w(U) 6 u(e) for all e ∈ D ∪̇E.












Corollary 1. If G+H is planar, the integrality gap of the D-cut packing LP (and hence the
integrality gap of the D-cycle packing LP) is at least 2 and at most 32.
Proof. We showed in the proof of Theorem 1 that there is an algorithm that computes an
integral solution of the D-cut packing LP of at least 132 times the value of the nonnegative
cycle LP. By Lemma 7 this implies the upper bound.
The lower bound of 2 is attained for G+H = K4 (the complete graph on 4 vertices) if D
is a perfect matching in G+H, see Figure 5 (a).
For the nonnegative cycle LP the integrality gap could be smaller. We know that it is
between 32 (shown by G+H = K4 and D = δ(u) for an arbitrary vertex u, see Figure 5 (b))
and 16 (shown by Theorem 4).
We now observe that the dual LPs have integrality gap at most 2.
Lemma 8. The integrality gap of the D-cut covering LP (and hence the integrality gap of the
D-cycle covering LP if G + H is planar) is at most 2, and it is at least 32 even if G + H is
planar.
Proof. The lower bound follows from an example by Cheriyan, Karloff, Khandekar, and Köne-
mann [5] for the tree augmentation problem (let D contain the tree edges and E contain the
links of this example, then their LP is equivalent to the D-cut covering LP). See Figure 5 (c).









ze > 2 ∀U ⊆ V with D ∩ δ(U) 6= ∅
ye > 0 ∀e ∈ D ∪̇E
0 6 ze 6 1 ∀e ∈ D
because in (7) we can assume that ze = 1 for all e ∈ D, and then it is exactly the same as the






xe > f(U) ∀U ⊆ V
0 6 xe 6 1 ∀e ∈ E′
for the graph whose edge set E′ consists of an edge e of cost c(e) = 1 for each e ∈ D ∪̇E and
another parallel edge e′ = {v, w} with c(e′) = 0 for each {v, w} ∈ D. The requirement function
f : 2V → Z>0 is given by f(U) = 2 if D∩δ(U) 6= ∅ and f(U) = 0 otherwise. This function f is
easily seen to be proper (and thus weakly supermodular), and hence Jain’s iterative rounding
theorem [21] tells that there is an integral feasible solution (y, z) to (7) of cost at most twice




ity gap of the D-
cut packing LP is
at least 2.
(b) The integral-
ity gap of the non-
negative cycle LP
is at least 32 .
(c) The integrality gap of the D-cut covering LP is at least
3
2 . Bold black edges form an optimum integral solution.
Values 13 and
2
3 on the black edges form a feasible fractional
solution.
Figure 5: Examples for lower bounds of integrality gaps. Solid black edges belong to E, dashed
red edges belong to D.
We remark that even if just G is planar (not G + H) the integrality gap of the D-cycle
covering LP is bounded by a (large) constant [35].
6.2 Multiflows and Multicuts
A natural generalization of EDP takes as input, in addition to G and H, a capacity function
u : D ∪̇E → Z>0 and asks for a maximum number of D-cycles such that each edge e ∈ D ∪̇E
belongs to at most u(e) of them. If u(e) = 1 for all e ∈ D ∪ E, this is EDP.
This generalization reduces to EDP by replacing each edge e by u(e) parallel edges of unit
capacity. In the planar dual, this corresponds to replacing e by a path with u(e) edges. If u
is given in binary representation, this reduction should of course not be performed explicitly.
Nevertheless our algorithm can easily be generalized to run in polynomial time for general
capacities. A dual of a weighted planar graph can be coded by a weighted planar graph
where an edge e of weight we represents a path of length we. All the algorithms involved in
proving Theorem 4 can be easily extended to weighted instances. Once we have a weighted
feasible solution J that respects the non-negative cycle condition, we apply Theorem 7 to get a
(weighted) laminar family that satisfies the requirements of Lemma 6. Then, the final feasible
solution of EDP can be represented by an integral flow of a certain value for some demand
edges. These flows can be decomposed into (and hence represented by) at most |E| paths by
standard flow decomposition.
If u(e) = ∞ (or large enough) for all e ∈ D, the problem has been called the maximum
integer multiflow problem. (Note that u(e) =∞ for all e ∈ D can in fact be assumed without
loss of generality because a demand edge e = {v, w} with capacity u(e) can be replaced
equivalently by a demand edge {v, x} of infinite capacity and a supply edge {x,w} of capacity
u(e), where x is a new vertex.)








fC 6 u(e) ∀e ∈ E






ye > 1 ∀C ∈ C
ye > 0 ∀e ∈ E
Figure 6: The multiflow LP and its dual, the multicut LP.
The feasible solutions to the multiflow LP are called multiflows (here we use the form after
flow decomposition). The integral feasible solutions to the dual LP correspond to edge sets
F ⊆ E such that deleting F destroys all D-cycles. They are called multicuts. The capacity
of a multicut is the total capacity of its edges. Of particular interest is the worst ratio of the
minimum capacity of a multicut and the maximum value of an integer multiflow. The (integer
version of the) famous max-flow min-cut theorem says that this ratio is 1 if |D| = 1. However
in general, even if G is sub-cubic and planar the ratio can be as large as Θ(|D|) [18]. Besides
when G is a tree (then the ratio is 2 [18]), when G is planar and has bounded tree-width [3]
or when G+H is series-parallel [11] (then the ratio is 1), very few cases are known where the
ratio can be bounded by a constant. We can now show a constant upper bound when G+H
is planar. This is Theorem 2, which we restate here:
Theorem 2. If G+H is planar, the minimum cardinality of a multicut is at most 64 times
the maximum value of an integer multiflow.
Proof. The integrality gap of the multiflow LP equals the integrality gap of theD-cycle packing
LP, as the two problems can be reduced to each other: the gap cannot be smaller because
given an instance of the D-cycle packing LP, as said above, we can replace a demand edge
{v, w} by a demand edge {v, x} of infinite (or very large) capacity and a supply edge {x,w}
of capacity 1 to form a multiflow instance.
Conversely, the gap also cannot be larger since we can reduce the multiflow problem to
D-cycle packing by replacing every edge e by u(e) parallel edges with unit capacity. Note
that both reductions preserve planarity. The integrality gap of the multicut LP equals the
integrality gap of theD-cycle covering LP by the same argument. Now Corollary 1 and Lemma
8 imply the assertion.
Determining the exact integrality gaps remains an open question. Without the planarity
assumption, all the LPs except for the D-cut covering LP have unbounded integrality gap (for
the D-cycle packing LP, a well-known example in [18] shows that the gap is in the order of
Ω(
√
n), even when G is planar, subcubic, and all demand pairs lie in the boundary of the outer
face of G; for the D-cut packing LP and the nonnegative cycle LP, consider G+H = Kn and
D = δ(v) for some vertex v; for the D-cycle covering LP, let G be a bounded-degree expander
graph with n vertices and D the set of n
2
4 vertex pairs with largest distance [17]).
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Figure 7: The reduction from vertex cover in planar graphs. On the left-hand side picture,
the vertices surrounded by a circuit form a minimum vertex cover X in G. On the right-hand
side, the supply edges are shown in black, and the demand edges are colored (red or blue).
The solution to NNC corresponding to X is the set of thicker edges. It is obtained by taking
the red edges in each gadget associated to a vertex in X and the blue edges otherwise.
7 NP-completeness of NonNegativeCycles
In this section we prove that NonNegativeCycles is NP-hard. In fact, we consider the
NonNegativeCycles decision problem, which takes as input an instance of NonNega-
tiveCycles and an integer k, and asks whether there exists a solution of cardinality k.
Theorem 8. The NonNegativeCycles decision problem is NP-complete even when G+H
is planar.
To prove membership in NP, here is a polynomial-time algorithm that, given an instance
G = (V,E) and H = (V,D) and a subset D′ ⊆ D of cardinality k, verifies whether D′ is a
solution: As in the proof of Lemma 1, assign weight 1 to edges of E, −1 to edges of D′, and
0 to edges of D \D′; compute a minimum-weight ∅-join; then D′ is a solution if and only if
that minimum weight is 0.
To prove NP-completeness, recall the vertex cover problem: given a graph G and an integer
k, it asks whetherG has a vertex cover of size k. This problem is well-known to be NP-complete
even in planar graphs [16]. We give a polynomial-time transformation from that problem.
Let G = (V,E) be a planar graph. Let G2 := (V,E ∪̇E) denote the (multi)graph where
each edge of G is duplicated. We construct an instance G̃ + H̃ = (Ṽ , Ẽ ∪̇ D̃) of NonNega-
tiveCycles as follows, illustrated in Figure 7.
For each vertex v ∈ V of degree d = dG(v) in G, there is a gadget (Ṽv, Ẽv ∪̇ D̃v) built as
follows. The vertex set Ṽv consists of 4d vertices zv, bv,1, rv,1, bv,2, . . . , rv,2d−1, bv,2d. The supply
edge set Ẽv consists of edges {bv,i, rv,i} and {rv,i, bv,i+1}, for 1 6 i 6 2d − 1. The demand
edge set D̃v consists of B̃v ∪ R̃v, where B̃v := {{zv, bv,i} | 1 6 i 6 2d} and R̃v := {{zv, rv,i} |
1 6 i 6 2d− 1}.
To complete the construction of (G̃, H̃), starting from a planar embedding of G2, replace
each vertex v by the corresponding gadget, and each edge e = {u, v} in G2 by a supply edge
{bu,i, bv,j} in Ẽ, where i and j are chosen so that G̃+ H̃ is planar.
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The construction of G̃ + H̃ can be done in polynomial time. Hence the following lemma
completes the proof of Theorem 8.
Lemma 9. Let G be a graph. There exists a vertex cover in G of size k if and only if there
exists a subset D′ ⊆ D̃ of size 4|E| − k that is a feasible solution to NonNegativeCycles
in G̃+ H̃.









It is easy to check that D′ has size 4|E| − k. We show now that D′ is a feasible solution for
NonNegativeCycles. Let Ĩ denote the set of |D′| vertices naturally associated to D′, taking
the endpoint of each edge of D′ that is not zv for any v ∈ V . By construction and since X is a
vertex cover in G, Ĩ is an independent set in G̃+H̃. Hence
{
δ({ṽ}) | ṽ ∈ Ĩ
}
is aD′-cut packing.





|C̃ ∩ δ({ṽ}) ∩D′| 6
∑
ṽ∈Ĩ
|C̃ ∩ δ({ṽ}) ∩ Ẽ| 6 |C̃ ∩ Ẽ|.
(⇐) Assume now that we are given a feasible solution D′ for NonNegativeCycles in
G̃+ H̃ of size 4|E| − k. We define X := {v ∈ V | D′ ∩ D̃v 6= B̃v}. We show that X is a vertex
cover in G with size at least k. If there was an edge {u, v} ∈ E with u /∈ X and v /∈ X, then
there would be a cycle, induced by vertices {zu, bu,i, bv,j , zv, bv,j+1, bu,i+1} in G̃ + H̃ for some
indices i, j, that contains four edges in D′ but only two supply edges. We now prove that
|X| 6 k.
Since D′ is a feasible solution, we have |D′ ∩ D̃v| 6 2dG(v) for all v ∈ V , for otherwise one
could find a triangle in G̃v + H̃v with two edges in D′. Moreover, |D′ ∩ D̃v| = 2dG(v) only if





2dG(v)− |D′ ∩ D̃v|
)
6 4|E| − |D′| = k.
8 Conclusion
We designed the first constant-factor approximation algorithm for EdgeDisjointPaths if
G+H is planar.
If all demand edges lie on a single face of a planar embedding of G, then the planar dual
H∗ has only one nontrivial connected component (and isolated vertices). In this case, any
instance satisfying the cut condition has a complete solution [24]. Then a 3-coloring of the
outerplanar graph G[L] in Algorithm 1 and a small modification of Algorithm 2 (reducing
the upper bounds on y from 1 and 2 to 12 and 1) yields a 4-approximation. If we could solve
NonNegativeCycles in this case, we would even obtain an exact algorithm. This motivates
the following open question: can NonNegativeCycles be solved in polynomial time if H
has only one nontrivial connected component?
One attempt, also to reduce the constant factor that we lose when rounding a solution to
the nonnegative cycle LP (5) in general, would be to find a characterisation of optimal LP
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Figure 8: This instance shows that the nonnegative cycle LP (5) does not always have half-
integral optimal solutions. Black (solid) edges are supply edges, red (dashed) edges represent
demand edges together with their value in the unique optimum fractional solution.
solutions. However, this seems to be difficult. Figure 8 shows that there are instances in which
the unique optimum LP solution is not half-integral.
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