Self-paced learning (SPL) mimics the cognitive mechanism of humans and animals that gradually learns from easy to hard samples. One key issue in SPL is to obtain better weighting strategy that is determined by the minimizer functions. Existing methods usually pursue this by artificially designing the explicit form of regularizers. In this paper, we focus on the minimizer functions, and study a group of new regularizers, named self-paced implicit regularizers that are derived from convex conjugacy. Based on the multiplicative form of half-quadratic optimization, convex and non-convex functions induced minimizer functions for the implicit regularizers are developed. And a general framework (named SPL-IR) for SPL is developed accordingly. We further analyze the relation between SPL-IR and half-quadratic optimization. We implement SPL-IR to matrix factorization and multi-view clustering. Experimental results on both synthetic and real-world databases corroborate our ideas and demonstrate the effectiveness of implicit regularizers.
Introduction
Inspired by the learning process and cognitive mechanism of humans and animals, Bengio et al. proposed a new learning strategy called curriculum learning (CL) in [3] , which gradually increases more complex samples into the training process. A curriculum can be seen as a sequence of training criteria [3] . For example, in the training of a shape recognition system, images that exhibit less variability in shape such as squares and circles are considered first, followed by more complex shapes like rectangles or ellipses. The curriculum learning strategy has been applied in many applications and empirically proved to be effective in improving the generalization ability and avoiding bad local minima of non-convex problems [1, 3, 15, 27] . The curriculum of CL is usually determined by some certain priors, and thus is problem specific and lacks generalizations. To alleviate this, Kumar et al. propose a new learning strategy, called self-paced learning (SPL) in [16] , which incorporates the curriculum updating in the process of model optimization. The general SPL model consists of a problem specific weighted loss term on all the samples and a general SPL regularizer on the sample weights. Alternative convex search (ACS) [2] is generally used for the optimization, which iteratively optimizes the weighted loss term and sample weights while keeping the other fixed. By gradually increasing the penalty of the SPL regularizer during the optimization, more samples are included into training process from easy to complex by a self-paced manner.
Many works have been developed based on SPL due to its ability of avoiding bad local minima and improving the generalization performance [12, 13, 14, 17, 18, 19, 21, 26, 31, 33, 34] . And they have demonstrated clear advantages of SPL relative to conventional approaches in various applications, such as visual category discovery [17] , long-term tracking [26] , reranking [12] , matrix factoriza-tion [34] , multi-view clustering [31] and action recognition [13] . Meng et al. further investigate the theoretical insights of SPL in [21] . In SPL, one key issue is to obtain better weighting strategy which is determined by the minimizer functions, and existing methods usually pursue this by artificially designed explicit regularizers. Specifically, a definition of self-paced regularizer is given in [12] , and the authors propose three types of self-paced function, including linear soft weighting, logarithmic soft weighting and mixture weighting. And a self-paced regularizer which incorporates both the complicacy and diversity of the samples is developed in [13] . In [31] , Xu et al. design a probabilistic smoothed weighting scheme for multi-view clustering and take into consideration both the complicacy of samples and views. More examples of recently proposed self-paced regularizers can be found in the supplementary materials.
Due to the crucial role of minimizer functions in SPL, in this paper we focus on them and study a group of new regularizers (named self-paced implicit regularizer) for SPL based on the convex conjugacy. Different from the existing explicit SPL regularizers, the exact formulation of self-paced implicit regularizer can be unknown. And its minimizer function can be derived from the multiplicative form of half-quadratic optimization. Besides, the proposed self-paced implicit regularizers are independent of the learning objective and thus lead to a general framework (named SPL-IR) for SPL. SPL-IR can be optimized via ACS algorithm and sample weights are uniquely determined by the corresponding minimization function during each iteration. We further analyze the relations between SPL-IR and half-quadratic optimization. Finally, we implement SPL-IR to two widely considered tasks: low rank matrix factorization and multi-view clustering. And experimental results corroborate our ideas and demonstrate the effectiveness of implicit regularizers.
Our work has three main contributions: (1) We propose self-paced implicit regularizer for SPL, and develop a general implicit regularization framework (named SPL-IR) based on it. The self-paced implicit regularizers not only enrich the family of regularizers for SPL but also can give us some inspiration on the working mechanisms of SPL. (2) We analyze the connections between SPL-IR and half-quadratic optimization, and provide a group of convex and non-convex induced self-paced implicit regularizers for SPL-IR. (3) Experimental results on both synthetic and real-world databases corroborate our ideas and demonstrate the correctness and effectiveness of SPL-IR.
Preliminaries

Self-Paced Learning via Explicit Regularizers
Given training dataset D = {(x i , y i )} n i=1 with n samples, where x i ∈ R d is the i-th sample, y i is the optional information according to the learning objective (e.g. y i can be the label of x i in classification model). Let f (. , w) denote the learned model and w be the model parameter, L(y i , f (x i , w)) is the loss function which calculates the loss of the i-th sample. Directly optimizing L over all the samples may be inappropriate (e.g. may fall into bad local minima for some non-convex L).
To alleviate this, SPL aims to optimize the model from easy to hard samples gradually in a self-paced manner. The objective of SPL is to jointly optimize the model parameter w and the latent sample weights v = [v 1 , v 2 , . . . , v n ] via the following minimization problem:
where g(.) is called the self-paced regularizer and λ is the penalty parameter that controls the learning pace. Alternative convex search (ACS) [2] is generally used for (1), which alternatively optimizes w and v while keeping the other fixed. Specifically, given sample weights v, the minimization over w is a weighted loss minimization problem that is independent of function g(.); given model parameters w, the optimal weight of i-th sample can be obtained via
Since
is constant once w is given, the optimum value of v i is uniquely determined by the corresponding minimizer function σ(λ, ℓ i ) 
Minimizer function δ(.)
[16], the optimum v * can be easily calculated via the following minimizer function σ(.),
By gradually increasing the value of λ, more and more hard samples are included into the training process via a self-paced manner. Many efforts have been put into the learning of minimizer functions [13, 12, 16, 17, 26, 31, 34] , and we categorize them as SPL with explicit regularizers as they usually require the exact formulation of SPL regularizers g(.) 2 .
Half-Quadratic Optimization
Half-quadratic (HQ) optimization [4, 5, 23 ] is a commonly used optimization method that based on convex conjugacy. It tries to solve a nonlinear objective function via optimizing a number of half-quadratic reformulation problems iteratively [7, 8, 9, 10, 32] . The half-quadratic reformulation of the original objective function has two forms [23] : the additive form [5] and the multiplicative form [4] . This paper mainly concerns the multiplicative form and we give a brief introduction of it in the following part.
further satisfies the conditions of the multiplicative form of HQ optimization in [22] , the following equation holds for any fixed t,
where ψ(.) is the dual potential function of φ(.). ψ(.) is convex and reads
More analysis about the relation between φ(.) and ψ(.) can be found in [23] . The p * that minimize (4) is uniquely determined by the minimizer function δ(.) 3 , which is only relative to function φ(.). And for every t, δ(t) is such that
The optimization of φ(.) can be done via iteratively minimizing p and t in (4). Besides, the optimum p during each iteration is uniquely determined by the minimizer function δ(.) that is derived from convex conjugacy. And one only needs to focus on φ(.) and its corresponding minimizer function δ(.) in HQ optimization, the explicit formulation of the dual function ψ(.) can be unknown. Some examples of φ(.) and δ(.) are given in Table 1 , and their curves are provided in the supplementary materials.
Self-Paced Learning via Implicit Regularizers
In this section, we first give the definition of the proposed self-paced implicit regularizers and derive their minimizer functions based on half-quadratic optimization. Then we develop a general selfpaced learning framework, named SPL-IR, based on implicit regularization. Finally, we analyze the relations between SPL-IR and HQ optimization.
Self-Paced Implicit Regularizer
The concept of implicit regularizer is first proposed by He et al. based on the theory of half-quadratic optimization and Moreau proximity operator (MPO) in [8] . According to [8] , one key property of implicit regularizer is that during the optimization, an implicit regularizer is iteratively solved by its corresponding proximity operator. And once the loss function φ(.) is given, the analytic form of the corresponding implicit regularizer ψ(.) can be unknown. He et al. further implement the implicit regularizer into robust low-rank matrix recovery and achieve promising results. Based on the above analysis of self-paced learning, we derive the definition of self-paced implicit regularizer as an extended version of the implicit regularizer in [8] , Definition 1. Self-Paced Implicit Regularizer. A self-paced implicit regularizer ψ(s) is defined as the dual potential function of a robust loss function φ(t), where the minimizer function σ(t) of φ(t) 4 exists and satisfies
is monotonous with respect to λ (λ refers to the hyper-parameters in φ(.) and σ(t));
The properties of self-paced implicit regularizer can be learned from both ψ(.) and its corresponding loss function φ(t). During the optimization, only the formulation of the minimizer function σ(.) corresponding to φ(.) is required. The self-paced implicit regularizer ψ(.) is iteratively solved by σ(.) and its explicit formulation can be unknown.
There is close relationship between the self-paced implicit regularizer and the dual potential function defined in HQ multiplicative reformulation (4) . Apparently, the dual potential function in (4) satisfies the condition 1 in Definition 1. And self-paced implicit regularizer imposes further constraints of minimizer function σ(.) for self-paced learning. Many loss functions and their corresponding minimizer functions in multiplicative form of HQ have been developed, some of them are tabulated in Table 1 . The loss functions in Table 1 are widely used as the objectives in signal and image processing, and they also belong to robust M-estimators in robust statistics. It is easy to verify that the functions in Table 1 satisfy all the conditions in Definition 1, hence they can be adjusted for self-paced implicit regularizers.
Besides, Jiang et al. have given a definition of self-paced regularizer in [12] (see the supplementary materials for corresponding definition) and derived the conditions the regularizer and the corresponding minimizer function should satisfy for SPL. However, it is still nontrivial to design selfpaced regularizers based on their definition. The self-paced implicit regularizer defined here is derived from the dual potential function of robust loss function, and the explicit formulation of selfpaced implicit regularizer can be unknown. The properties of the self-paced implicit regularizer ψ(.) and the corresponding minimizer function σ(.) are determined by the primal function φ(.).
Self-Paced Learning via Implicit Regularizers
According to the above analysis, we can develop an implicit regularization framework for SPL based on the proposed self-paced implicit regularizers. By substituting the regularization term g(.) in (1) with a self-paced implicit regularizer ψ(.) given in Definition 1, we obtain the following SPL-IR problem,
It can be solved via ACS [2] , which alternatively optimizes w and v while keeping the other fixed. However, different from SPL algorithms with explicit regularizers, the exact formulation of ψ(.) in (7) can be unknown. The optimization of v is uniquely determined by the corresponding minimizer functions σ(.) given in Definition 1. The optimization procedure of (7) is described in Algorithm 1. For example, when utilizing v i = σ( 2L(y i , f (x i , w * ))) = 1/(1 + 2L(y i , f (x i , w * )/λ 2 ) in step-3 for weight updating, one is actually minimizing the cauchy function n i=1 log(1 + 2L(y i , f (x i , w * )/λ 2 ) during each round, and the formulation of dual potential function ψ(.) corresponding to cauchy function is actually unknown. Model (7) is called implicit regularization framework since it does not require the explicit formulation of ψ(.). The virtue of implicit regularization has been analyzed in [20, 24] .
(a) Toy Example (b) HQ and SPL-IR Figure 1 : In (a), training samples are roughly divided into three types: easy samples , hard samples and outliers ⋆. While HQ methods determine the samples weights with a fixed λ (e.g. λ = 0.5), some samples may be discarded incorrectly. In contrast, SPL-IR can gradually incorporate more samples from easy to hard (i.e. λ grows in each iteration). (b) demonstrates the performances of HQ and SPL-IR methods on a synthetic matrix factorization dataset, Welsch minimization function is adopted for both methods for fair comparisons. For HQ-welsch, standard HQ algorithm [23] is implemented with each λ independently. More details can be referred to Section 3.3 and 4.1.
When used for self-paced learning, condition 3 in Definition 1 indicates that the model is likely to select easy samples (with smaller losses) in favor of hard samples (with large losses), and condition 4 makes sure that we are able to incorporate more and more samples through turning parameter λ. (7) is considered as a general self-paced learning framework from two aspects: firstly, ψ(.) represents a spectrum of self-paced implicit regularizer that can be developed based on convex conjugacy and half-quadratic optimization; secondly, ψ(.) is independent of specific model objective L(.) and thus can be used in various applications, such as matrix factorization and clustering. Besides, it is worth nothing that (7) is quite different from (1): ψ(.) in (7) refers to a self-paced implicit regularizer which is derived from the dual potential function of a robust loss function φ(.). And the analytic form of ψ(.) can be unknown for optimization, the properties of the minimizer function σ(.) are derived from function φ(.). While in (1), the properties of σ(.) are determined by the corresponding regularizer g(.), and the exact formulation of g(.) is usually required. Algorithm 1 : Self-paced Learning via Implicit Regularizers Input: Input dataset D = {x i , y i } n i=1 , step size µ. Output: Model parameter w.
SPL-IR in
1: Initialize sample weights v * and age parameter λ; 2: repeat 3: Update (w * , v * ) = arg min w,v E(w, v; λ) by using ACS algorithms, v is iteratively optimized by the corresponding minimizer function σ(.);
4:
Monotone increase (or decrease) λ by step-size µ; 5: until convergence. 6: return w *
SPL-IR and Half-Quadratic Optimization
Though the minimizer function of self-paced implicit regularizer can be developed from HQ optimization, the procedure of SPL-IR is quite different from HQ optimization. In HQ, one mainly focus on the minimization of the primal loss function φ(.), and the hyper-parameter λ in φ(.) is predetermined and fixed during the optimization procedure. While aiming to gradually optimizes from easy to complex samples, SPL-IR makes use of the right-hand side st 2 /2 + ψ(s) to model problems and one key concern is the weighting strategy that is determined by the corresponding minimizer functions σ(.). Besides, in order to gradually increase samples for training process, the hyper-parameter λ isn't fixed and should be updated stage by stage in SPL-IR. Figure 1 illustrates their difference intuitively. If we set t i = 2L(y i , f (x i , w * )) and make use of the minimizer function of Welsch given in Table 1 for the weight updating strategy in Algorithm 1, SPL-IR can be considered to sequential optimize a group of Welsch loss functions with monotonically increasing hyper-parameter λ. More specifically, starting with a small λ = 0.1, only a small part of samples will be considered (they can be regarded as easy samples due to the small losses), and samples with large losses will be allocated with very small weights. As λ increases, the weights of hard samples (with large losses) gradually increase. Hence SPL-IR is able to gradually optimize from easy to hard samples while incorporating the good properties of robust Welsch functions. On the other hand, for HQ optimization, λ is predefined and fixed during the whole optimization. It is more like a "once for all" deal and the performance may be largely influenced by the selection of λ. For example, when λ is somehow small (e.g. λ < 1 in Figure 1(b) ), some hard samples will be simply considered as outliers and discarded for learning a model. By contrast, when λ is somehow large (e.g. λ > 2 in Figure 1(b) ), some outliers will be included for training. It is hard to determine the best λ [6] , however, the incremental manner adopted by SPL-IR can alleviate this dilemma to some extent. From the comparisons shown in Figure 1(b) , we can find that SPL-IR can always outperform HQ for every λ.
Experiments
To illustrate the correctness of the proposed SPL-IR, we apply it to two classical tasks: matrix factorization and multi-view clustering. Experimental results on both synthetic and real-world databases demonstrate that the proposed SPL-IR outperforms baseline algorithms on both tasks and achieves comparable performances comparing to the artificially designed SPL regularizers. 
Matrix Factorization
Matrix factorization (MF) is one of the fundamental problems in machine learning and data mining. It aims to factorize an m × n data matrix Y into two smaller factors U ∈ R m×r and V ∈ R n×r , where r ≪ min(m, n), such that UV T is possibly close to Y. MF has been successfully implemented in many applications, such as collaborative filtering [25] and structure from motion [28] .
Here we consider the MF problems on synthetic dataset. Specifically, the data used here are generated as follows [34] : two matrices U and V, both of which are of size 100 × 4, are first randomly generated with each entry drawn from the Gaussian distribution N (0, 1), leading to a ground truth rank-4 matrix Y 0 = UV T . Then we randomly choose 40% of the entries and treat them as missing data. Another 20% of the entries are randomly selected and added to uniform noise on [−20, 20] , and the rest are perturbed with Gaussian noise drawn from N (0, 0.1 2 ). Similar to [34] , we consider L 1 -norm MF problem with L 2 -norm regularization, and modify the solver proposed in [29] for SPL and SPL-IR 5 learning.
Two commonly used criteria are adopted for the performance measurements. (1) root mean square error (RMSE): 1 √ mn ||Y 0 −ÛV T || F , and (2) mean absolute error (MAE): 1 mn ||Y 0 −ÛV T || 1 , whereÛ andV denote the outputs of MF algorithms. All the algorithms are implemented with 50 realizations and the mean values of RMSE and MAE are reported. Table 2 tabulates the numerical results of different algorithms. As can be seen from Table 2 , all the SPL algorithms outperform the baseline algorithm PRMF and obtain significant improvements. Comparing among the artificially designed SPL regularizers, mixture scheme achieves the best performance and linear is slightly better than hard. Besides, the results of the proposed self-paced implicit regularizers are comparable with that of mixture scheme, and SPL-IR with welsch regularizer obtains the best performance. Figure 3 plots the curves of RMSE and MAE with different self-paced implicit regularizers and the best mixture regularizer, the results of PRMF are also reported as a baseline. In Figure 3 , as the iteration number grows, more and more samples are considered for optimizing. The performances of all the regularizers improve rapidly for the first few iterations as more and more easy samples are likely to be involved in these phases. With the increasing of the iterations, the improvements become steady due to some hard instances or outliers. [16] 0.821 ± 0.059 0.758 ± 0.029 0.709 ± 0.050 0.739 ± 0.044 0.834 ± 0.045 SPL-linear [12] 0.838 ± 0.069 0.805 ± 0.034 0.749 ± 0.062 0.774 ± 0.056 0.853 ± 0.052 SPL-mspl [31] 0.840 ± 0.070 0.806 ± 0.035 0.751 ± 0.064 0.776 ± 0.057 0.854 ± 0.054 SPL-IR-huber 0.843 ± 0.070 0.810 ± 0.035 0.756 ± 0.064 0.781 ± 0.057 0.858 ± 0.053 SPL-IR-l1-l2 0.835 ± 0.068 0.801 ± 0.034 0.743 ± 0.061 0.769 ± 0.054 0.849 ± 0.052 SPL-IR-cauchy 0.845 ± 0.071 0.814 ± 0.035 0.762 ± 0.064 0.786 ± 0.057 0.861 ± 0.053 SPL-IR-welsch 0.862 ± 0.071 0.833 ± 0.035 0.790 ± 0.064 0.812 ± 0.057 0.878 ± 0.053
Multi-view Clustering
Compared with single-view data, multi-view data can provide complementary and productive information. Hence multi-view learning is becoming more and more popular in machine learning and computer vision. Among that, multi-view clustering aims to group data with multiple views into their underlying classes, and many algorithms have been developed to address it [30] . However, most existing multi-view clustering algorithms fit a non-convex model and may be stuck in bad local minima. To alleviate these, Chang et al. propose a multi-view self-paced learning algorithm (MSPL) for clustering in [31] . Taking into consideration the learnability of both samples and views, MSPL is able to achieve promising results. Here we simply modified the MSPL model in [31] with different explicit SPL regularizers and the proposed implicit regularizers for fair comparison.
The UCI Handwritten Digit dataset 6 is used in this experiment. It consists of 2,000 handwritten digits classified into ten categories (0-9), and each category has 200 instances. Each instance is represented in terms of the following six kinds of features (or views): Fourier coefficients of the 5 The minimizer function of self-paced implicit regularizer may be larger than 1 (e.g. minimizer function of L1-L2 loss in Table 1 ), a simple operator vi = min(σ(.), 1) is considered in the implementation. 6 https://archive.ics.uci.edu/ml/datasets/Multiple+Features character shapes (FOU), profile correlations (FAC), Karhunen-Love coefficients (KAR), pixel averages in 2 x 3 windows (PIX), Zernike moments (ZER), and morphological features (MOR). Here we make use of all the six views for all the multi-view clustering algorithms. The baseline algorithms are the standard k-means on each single view's representation, and Con-MC (the features are concatenated on all views firstly, and then standard k-means is applied).
Five metrics are used to measure the clustering performances: clustering accuracy (ACC), normalized mutual information (NMI), F-score, Purity, and adjusted rand index (AR) [11] . The higher values indicate better performance for all the metrics. All the algorithms are implemented 20 times and both mean values and standard derivations are reported. Table 3 tabulates the numerical results. It can be seen that all the multi-view clustering algorithms obtain significantly improvements over the single-view algorithms, which demonstrates the benefits of integrating information from different views. Besides, comparing to Con-MC, the SPL algorithms can further improve the performance by gradually optimizing from easy to hard samples and avoiding bad local minima. Moreover, the proposed self-paced implicit regularizers are comparable to the artificially designed explicit regularizers according to the results of SPL-and SPL-IR-. And SPL-IR with welsch regularizer obtains the best performance.
Discussion and Conclusions
In this paper, we focus on self-paced learning, and study a group of new regularizers, named selfpaced implicit regularizer. Inspired by HQ optimization, we can directly exploit the properties of the associated minimizer function without explicit form of the regularizer. The proposed selfpaced implicit regularizers not only enrich the family of SPL regularizers but also provide a general scheme to develop new SPL algorithms. We further develop a general SPL framework (named SPL-IR) based on implicit regularization, and later analyze the relations between SPL-IR and HQ optimization. Two related experiments demonstrate that self paced implicit regularizers are able to obtain comparable results with artificially designed SPL regularizers.
The goal of self-paced implicit regularizer is not to replace the existing self-paced learning algorithms, but as a complement of them. One future work will be to incorporate structure prior knowledge (for example, the diversity) into self-paced implicit regularizers. Besides, the feasible termination conditions of λ in the SPL-IR approaches need to be further studied.
Supplementary Materials
Similar definitions of self-paced regularizer (or self-paced function) have been proposed in [12, 14, 34] . The definition in [34] is given below.
Definition (Self-Paced Regularizer) [34] : Suppose that v is a weight variable, ℓ is the loss, and λ is the learning pace parameter. g(v, λ) is called self-paced rgularizer, if 1. g(v, λ) is convex with respect to v ∈ [0, 1];
2. v * (λ, ℓ) is monotonically decreasing with respect to ℓ, and it holds that lim ℓ→0 v * (λ, ℓ) = 1, lim ℓ→∞ v * (λ, ℓ) = 0 ;
3. v * (λ, ℓ) is monotonically increasing with respect to λ, and it holds that lim λ→0 v * (λ, ℓ) = 0, lim λ→∞ v * (λ, ℓ) ≤ 1 ;
where v * (λ, ℓ) = arg min v∈[0,1] vℓ + g(v, λ). Table 4 tabulates some recently proposed self-paced regularizers g(v, λ) and their corresponding v * (λ, ℓ). We modify their original expressions for better comparison. 
