This paper investigates an inclusion relation between summability of a series of real or complex terms by Riesz typical means and by a generalised form of Riemann summability.
22 cr" = s (R, X", k) ; if AZ(w) = 0(o)K) then ^a" is bounded (7?, Xn, k). In the case k = 0 we note that .4x(w) = A\(w) = 2Z a> = ao + • • • + an = An for Xn<co^X"+i (re = 0, 1, • • • ). It is well-known that A1(co) is absolutely continuous in any finite interval of values of w, for 0 < k 5= 1, and differentiable with continuous derivative if k>1; in fact, (1) -AÏ(u) = KAr\u) (k > 1), -A¡(w) = ^x(co) (co ^ \"). ¿CO 
¿CO
As shown in Hardy and Riesz [9] or Chandresekharan and Minakshisundaram [5] , we also have, for k^O, p>0, ,«+', % T(k + p+1) f" ,HjInj (2) ¿x (co) = (co -0 Ai(t)dt.
T(k + l)T(p)J0
We shall employ the limitation theorem for Riesz means:
IfA'x(u) = 0(o'), k^O, then, for r = 0, 1, • • • , [k], (3) Alfa) = 0(¿An '), where X"<w^Xn+i and A" = X"+i/(X.n+i-X").
The form of this theorem stated in [9, Theorem 22] and [5, Theorem 1 .62] (we use 0 in place of o) is A{(ui) = 0(X^+1A*-'') ; the stronger form (3) is a special case of a result of Borwein [l, Lemma 2] , Finally, we need the "consistency theorem" for Riesz means: The case where X" = m and p is a positive integer is usually known as Riemann summability. The more general definition above has been given by Burkill [2] for ju=1, 2, and by Burkill and Petersen [4] for p rational with odd denominator (which ensures that /M(x) is real) ; alternatively, for any p>0 we may define (sin x)*' = ei'"r( -sin x)" when x>0, sin x<0, and/M( -x) =/M(x). In fact, any definition is suitable for our purpose, which ensures that and since/M(x) is an even function we may suppose throughout, in the definition of ifSi, X", p) summability, that h>0.
Burkill [3] has shown that if X0 = 0, 0<p^~Kn+i-X"^g, and k is a positive integer, then summability (7?, Xn, k) implies summability (9Î, X", p) for P>k-\-1 (and p rational with odd denominator).
Burkill and Petersen [4] have proved this for k= 1, remarking that from the point of view of applications (for instance, to the theory of almost periodic functions-see, for example, [2] and [ll]) it would be desirable to proceed from a nonintegral Riesz mean to an integral Riemann mean. The present paper furnishes such a result, which also contains the theorem referred to above; we prove, more generally, the following Theorem. If 2n-o an = s(R, X", k), k^O, and if 22iT«i A^Xñ" converges, where A"=Xn+i/(Xn+i-X") and ju>k + 1, then Yl Z-<fln = s($t, X", p.).
In the special case X" = re, (R, X", k) is equivalent to Cesàro summability (C, k), and CSt, X", p.) becomes ordinary Riemann summability, which will be denoted by (9Î, p); if, in addition, p is a positive integer greater than 1, we obtain a result of Verblunsky [12] that (C, k)Ç(9î, p) for Og,n<p-l, p = 2, 3, • • • ; Hardy and Littlewood [7; 8] had proved earlier that (C, k) Q(% 1) for -lg/c<0.
Kuttner [10] has proved that (% p)Q(C, p + 8) for 5>0, p=l, 2, and that the result is false for p = 3; and he has shown that Cut, p) =» (9Î, re, p)Q(R, log re, p) (or p = 1, 2. See also Hardy [6, Appendix III].
Some lemmas are needed. We remark that in general throughout this paper K will denote a positive quantity independent of the particular variables under consideration, and not necessarily the same at each occurrence; thus, for example, in the first lemma the constants K may depend on p or p, but are independent of x or re. 
| fi\x) | * * (0 < * < 1), | fi\x) | =g äV1 (*âl); the first of these inequalities is an immediate consequence of the fact that fi(x) has a power series expansion with infinite radius of convergence, while the second follows from the formula fi\x) = Z ( S ) (-1) W1 sin \x + -(s -k)*~] .
It is clear that /M(x) is differentiable as often as we please, except perhaps at x= ±t, ±2ir, • • • ; also f¿+i(x) -(p-\-l)f¡x(x)f{ (x), and on differentiating p times this gives (2) This inequality is also given (for u rational with odd denoninator) in [3, Lemma 2] . 
| f/+1\x) | g K(n + if | »t -x I""3""1 lor p < p < p + \;
in addition, we already know from (5) and (7) Since we may verify (9) directly for p = 0, (9) therefore follows, by induction, for any non-negative integer p; and by combining the results for the two halves of the interval (»-l)7r<x<W7r, we obtain (6).
Defining yln+i(vl_i = 0) and A^(t) as before, we now prove 
by partial summation; and this gives (11) . Now to obtain di\(h) we must let re-» =° in (11) ; the following lemma gives sufficient conditions for the existence of 9îx(A). Noting that 0^a<i, p>p, 0<mr -a<Tr, we now use (6), together with the formula f (x-a)"'l(b -xy-Hx = (b -a)"+r-lB(q, r) (q, r > 0);
Since | 7(a) | ^ | 7i| 4-1 J2\, the lemma now follows from (12) and (13).
Proof of the Theorem. We may suppose that n = a-\-p -\, where 0^a<l and p is a positive integer. By (1) Thus the series on the right of (14) tends to zero as ß-> °°, while (by Lemma 3) the series on the left tends to a limit 3txW. Hence the integral on the right of (14) tends to a limit; then, since 72->0, we may let ß-><» in (15) and substitute the result into (14) to give, for h>0, TsT 2^ w""" since a < 1 and ¿t > /» n-1 < oo when p > k -f-1, so that (21) holds and the proof is complete.
