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Abstract— We propose an Adaptive MPC framework for
uncertain linear systems to achieve robust satisfaction of state
and input constraints. The uncertainty in the system is assumed
additive, state dependent, and globally Lipschitz with a known
Lipschitz constant. We use a non-parametric technique for
online identification of the system uncertainty by approximating
its graph via envelopes defined by quadratic constraints. At any
given time, by solving a set of convex optimization problems, the
MPC controller guarantees robust constraint satisfaction for the
closed loop system for all possible values of system uncertainty
modeled by the envelope. The uncertainty envelope is refined
with data using Set Membership Methods. We highlight the
efficacy of the proposed framework via a detailed numerical
example.
I. INTRODUCTION
System modeling and identification has been an integral
part of statistics and data sciences [1], [2]. In recent times,
as data-driven decision making and control becomes ubiqui-
tous [3], [4], such system identification methods are being
integrated with control algorithms for control of uncertain
dynamical systems. In computer science community, data
driven reinforcement learning algorithms [5], [6] have been
extensively utilized for policy and value function learning
of uncertain systems. In control theory, if the actual model
of a system is unknown, adaptive control [7], [8] strategies
have been applied for simultaneous system identification and
control. In such classical adaptive control methods, primarily
unconstrained systems are considered, and model parameters
are learned from data in terms of point estimates, while
proving stability of the system.
The concept of online model learning and adaptation has
been extended to control design for systems under con-
straints as well. In [9], linear time invariant system dynamics
matrices and the confidence intervals are learned using
Ordinary Least Squares regression and imposed constraints
are robustly satisfied using System Level Synthesis [10].
Lowering the conservatism of such an approach, the field
of Adaptive MPC has gained attention in recent times [11]–
[15]. In the aforementioned Adaptive MPC frameworks, Set
Membership Method based approaches are used to obtain the
sets containing all possible realizations of model uncertainty.
These sets are then modified as more data becomes available.
However, the model uncertainty learned is not considered as
a function of system states. Work such as [16]–[18] extend
the Adaptive MPC framework to systems with state depen-
dent uncertainties, where set based bounds of the uncertainty
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is adapted using Gaussian Process (GP) regression. However,
due to probabilistic nature of GP regression based estimates,
there is no closed loop constraint satisfaction guarantees
in such methods. To the best of our knowledge, there has
not been a unifying framework for robust MPC design in
presence of state dependent system model uncertainty.
In this paper, we propose a novel approach to designing
a robust Adaptive MPC algorithm for linear systems subject
to state and input constraints, in presence of state dependent
system uncertainty. The uncertainty is assumed globally
Lipschitz, with a known Lipschitz constant. We utilize a
non-parametric recursive system identification strategy [19],
which identifies the graph of the uncertainty from data
using its Lipschitz property. The identification is successively
refined with recorded data. Our main contributions are:
• We provide set based bounds containing all possible re-
alizations of the system uncertainty, using its Lipschitz
property. This in contrast to the probabilistic nature of
bounds in [16]–[18], due to the use of GP regression.
Our uncertainty set bounds are modified successively
with set intersections upon gathering new data.
• Utilizing the above bounds on system uncertainty, we
synthesize a robust Adaptive MPC controller by solving
convex optimization problems, satisfying imposed state
and input constraints. We prove its recursive feasibility,
extending feasibility guarantees of [11], [13], [15] in
presence of state dependent uncertainty. We further
demonstrate the validity and efficacy of the proposed
approach through a detailed numerical simulation.
The paper is organized as follows: Section II formulates the
robust optimization problem to be solved for the uncertain
system, along with the system model and constraints. Sec-
tion III contains the recursive system uncertainty adaptation
framework. The tractable robust Adaptive MPC is posed in
Section IV. We present numerical results in Section V.
II. PROBLEM FORMULATION
A. System Model
The system is given by:
xt+1 = Axt +But + d(xt), (1)
where xt ∈ Rn is the state at time t, ut ∈ Rm is the input, A
and B are known system matrices of appropriate dimensions,
and d(xt) constitutes un-modelled dynamics, that is, the
system uncertainty, which is Ld Lipschitz in its convex and
closed domain dom(d) with a known Ld.
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B. Constraints
The system dynamics are subject to polytopic state and
input constraints of the form:
X = {x ∈ Rn |Hxx ≤ hx}, (2a)
U = {u ∈ Rm |Huu ≤ hu}, (2b)
where we assume X ⊆ dom(d).
C. Robust Optimization Problem
Our goal is to design a controller that solves the following
infinite horizon optimal control problem with constraints (2)
min
u0,u1(·),...
∑
t≥0
x¯>t Qx¯t + u
>
t (x¯t)Rut(x¯t)
s.t. xt+1 = Axt +But(xt) + d(xt),
x¯t+1 = Ax¯t +But(x¯t) + d¯(x¯t),
Hxxt+1 ≤ hx, ∀d(xt) ∈ D(xt),
Huu(xt) ≤ hu, ∀d(xt) ∈ D(xt),
x0 = x¯0 = xS ,
t = 0, 1, . . . ,
(3)
where D(xt) is a state dependent compact set where the
uncertainty d(xt) is guaranteed to lie, and d¯(x¯t) denotes the
certainty equivalent (nominal) estimate of uncertainty at any
point x¯t along the nominal trajectory. Matrices Q,R  0
are weight matrices. We point out that, as system (1) is
uncertain, the optimal control problem (3) consists of finding
input policies [u0, u1(·), u2(·), . . .], where ut : Rn 3 xt 7→
ut = ut(xt) ∈ Rm. We wish to approximate solutions to
optimization problem (3) by solving the following finite time
constrained optimal control problem at each time t, in a
receding horizon fashion:
min
ut|t,ut+1|t(·),...
t+N−1∑
k=t
(x¯>k|tQx¯k|t + u
>
k|t(x¯k|t)Ruk|t(x¯k|t))
+ x¯>t+N |tPN x¯t+N |t
s.t. xk+1|t = Axk|t +Buk|t(xk|t) + d(xk|t),
x¯k+1|t = Ax¯k|t +Buk|t(x¯k|t) + d¯(x¯k|t),
Hxxk+1|t ≤ hx, ∀d(xk|t) ∈ D(xk|t),
Huuk|t(xk|t) ≤ hu, ∀d(xk|t) ∈ D(xk|t),
∀k = t, t+ 1, . . . t+N − 1,
xt+N |t ∈ XN ,
xt|t = x¯t|t = xt,
(4)
where xk|t is the predicted state after applying the predicted
policy [ut|t(xt|t), . . . , uk−1|t(xk−1|t)] for k = {t+1, . . . , t+
N} to system (1), XN is the terminal set and PN  0 is the
terminal cost. In the following sections, we address the three
crucial challenges associated to finding solutions of (4):
i) Learning and updating the uncertainty bounds D(·) with
data to obtain a nonempty XN .
ii) Obtaining tractable parametrization of input policy u(·)
to avoid searching over infinite dimensional function
spaces, and
iii) Ensuring robust satisfaction of (2) for all times, if
tractable reformulation of (4) is feasible once.
III. UNCERTAINTY LEARNING AND ADAPTATION
At every time instant t, we assume that we have access to
measurements d(xi) for all i = {0, 1, . . . , t− 1}, that is, the
realizations of the uncertainty function.
A. Successive Graph Approximation
Definition 1 (Graph): The graph of a function f : Rn →
Rn is defined as the set
G(f) = {(x, f(x)) ∈ Rn × Rn| ∀x ∈ dom(f)}.
We use quadratic constraints (QCs) as our main tool to
approximate the graph of a function. A definition appropriate
for our purposes is presented below.
Definition 2 (QC Satisfaction): A set A ⊂ R2n is said to
satisfy the quadratic constraint specified by symmetric matrix
Qc if [
x
1
]>
Qc
[
x
1
]
≤ 0, ∀x ∈ A.
The following proposition uses a QC to characterise a coarse
approximation of the graph of an Ld−Lipschitz function.
Proposition 1: The graph G(d) of the Ld−Lipschitz func-
tion d(·) inferred at any time t, using the measurement
(xi, d(xi)) for any 0 ≤ i < t, satisfies the QC specified
by the matrix
QdL(xi) =

−L2dIn 0n×n L2dxi
0n×n In −d(xi)
L2d(xi)
> −d>(xi) −L2d(xi)>xi
+d>(xi)d(xi)
 ,
where d(xi) = xi+1 −Axi −Bui(xi).
Proof: Since d(·) is Ld−Lipschitz, we have by defi-
nition for (xt, d(xt)) ∈ G(d) at any time t, and (xi, d(xi))
measured at any i < t
‖(d(xt)− d(xi))‖2 ≤ L2d‖(xt − xi)‖2,
⇐⇒
 xtd(xt)
1
>QdL(xi)
 xtd(xt)
1
 ≤ 0, ∀(xt, d(xt)) ∈ G(d).
Definition 3 (Envelope): An envelope of a function f :
Rn → Rn is defined as any set Ef ⊆ Rn × Rn with the
property
G(f) ⊆ Ef .
Corollary 1: The set defined by
E(xi) = {(x, d) ∈ R2n :
xd
1
>QdL(xi)
xd
1
 ≤ 0}
is an envelope containing the graph of Ld−Lipschitz function
d(·) for all times t ≥ 0, after collecting measurements
(xi, d(xi)) for any i = 0, 1, . . . , t− 1.
Lemma 1: Given a sequence of measurements {xi}t−1i=0
obtained under dynamics (1), we have
G(d) ⊆
t−1⋂
i=0
E(xi) = Edt . (5)
Proof: See [19, Lemma 1].
B. Uncertainty Estimation at a Given State
We wish to obtain a set where the possible realizations of
d(xt) can lie, which we denote by D(xt), for any xt ∈ X .
Using the collected tuple (xi, d(xi)) from any time instant
i < t, we can obtain a set based estimate of the range of
possible values of d(xt), called the sampled range set as,
S(xi, xt) := E(xi)
∣∣∣
x=xt
= {d :
xtd
1
>QdL(xi)
xtd
1
 ≤ 0},
for any i < t. As we successively collect (xi, d(xi)) for
i = {0, 1, . . . , t − 1}, the set of possible values of d(xt) is
obtained and refined with intersection operations as
D(xt) =
t−1⋂
i=0
S(xi, xt) =
t−1⋂
i=0
E(xi)
∣∣∣
x=xt
, (6)
with the guarantee d(xt) ∈ D(xt) at any given time t ≥ 0.
We further note that the set D(xt) is convex, as it is an
intersection of convex sets [19].
Proposition 2: Consider a specific state x˜, at time instants
t1 and t2, with t1 < t2. Denote them by x˜t1 and x˜t2
respectively. Then we have D(x˜t2) ⊆ D(x˜t2).
Proof: See Appendix.
IV. ROBUST ADAPTIVE MPC FORMULATION
The main challenges addressed in this section are:
1) Generalizing (6) to obtain set based uncertainty bounds
along the prediction horizon of the MPC problem (4),
2) Posing a tractable robust optimization problem to solve
(4) with feasibility guarantees.
A. Uncertainty Sets Along the MPC Horizon
Definition 4: Robust Controllable States: The 1-Step Ro-
bust Controllable States from any set A is defined as
Succ(A,W) :={x+ ∈ X : ∃x ∈ A,∃u ∈ U ,∃w ∈ W,
s.t. x+ = Ax+Bu+ w},
with state constraints X defined in (2a).
Given any state xt, an s-procedure based approach to obtain
an ellipsoidal outer approximation to D(xt), denoted by
Ed(xt), is presented in [19, Section V-A]. We then succes-
sively obtain ellipsoidal outer approximations for uncertainty
sets D(Xk|t), that is, Ed(Xk|t) ⊇ D(Xk|t), with
D(Xk|t) =
⋃
xk|t∈Xk|t
D(xk|t),
where
Xk|t ⊇ Succ(Xk−1|t, Ed(Xk−1|t)), (7a)
∀k = t+ 1, t+ 2, . . . , t+N,
Xt|t = xt, Xt+N |t = X . (7b)
Let sets Ed(Xk|t) for any k = {t, t + 1, . . . , t + N} be
parametrized as
Ed(Xk|t) := {d : (d− pdk|t)>qdk|t(d− pdk|t) ≤ 1},
:=
[
d
1
]>
P¯ dk|t
[
d
1
]
≤ 0, (8)
with P¯ dk|t =
[
qdk|t −qdk|tpdk|t
−(pdk|t)>qdk|t (pdk|t)>qdk|t(pdk|t)− 1
]
, and the
center pdk|t ∈ Rn and shape matrix qdk|t ∈ Sn++ are decision
variables. We consider parametrizations of sets Xk|t as
Xk|t := {x ∈ Rn : (x− pxk|t)>qxk|t(x− pxk|t) ≤ 1},
:=
[
x
1
]>
P¯ xk|t
[
x
1
]
≤ 0, (9)
where P¯ xk|t =
[
qxk|t −qxk|tpxk|t
−(pxk|t)>qxk|t (pxk|t)>qxk|t(pxk|t)− 1
]
for
any k = {t, t + 1, . . . , t + N}. Center pxk|t ∈ Rn and shape
matrix qxk|t ∈ Sn++ can be successively chosen satisfying
(7a), with pxt|t = xt and q
x
t|t = diag(∞, . . . ,∞) ∈ Sn++, if
sets Ed(Xk|t) are found.
Proposition 3: Using s-procedure, Ed(Xk|t) is
obtained if the following holds true for some scalars
{ρkt , τk0 , τk1 , . . . , τkt−1} ≥ 0 at each k = {t, t+1, . . . , t+N},
for all times t ≥ 0:
−ρkt qxk|t 0 ρkt qxk|tpxk|t
0 qdk|t −qdk|tpdk|t
ρkt (p
x
k|t)
>qxk|t −(pdk|t)>qdk|t (pdk|t)>qdk|t(pdk|t)− 1
+ρkt − ρkt (pxk|t)>qxt (pxk|t)

−
t−1∑
i=0
τki Q
d
L(xi)  0.
(10)
Proof: See Appendix.
We reformulate the feasibility problem (10) as a Semi-
definite Program (SDP) in the Appendix. After finding
Ed(Xk|t) using (10), to efficiently compute (7a), we use
polyhedral outer approximations Pd(Xk|t) ⊇ Ed(Xk|t) in-
stead of Ed(Xk|t), given by
Pd(Xk|t) := {d : Hdk|td ≤ hdk|t}, (11)
∀k = {t, t+ 1, . . . , t+N}.
Remark 1: Consider the state xk|t for prediction step
k at time t in (4). From Proposition 3 we know that
d(xk|t) ∈ D(Xk|t) ⇒ d(xk|t) ∈ Pd(Xk|t), but d(xk|t) ∈
Pd(Xk|t) ; d(xk|t) ∈ D(Xk|t). As a consequence,
Pd(Xk|t) * Pd(Xk|t−1) is possible. Hence, for ensuring
recursive feasibility of solved MPC problem (detailed in
Theorem 1), we impose constraints in (4) robustly for all
d(xk|t) satisfying
d(xk|t) ∈ Pd(Xk|t) ∩ Pd(Xk|t−1), (12)
∀k ∈ {t, . . . , t+N − 1},
with the initialization {qd−1|−1, qd0|−1, . . . , qdN−2|−1} =
{0n×n, . . . , 0n×n} ∈ Rn×Nn.
B. Control Policy Parametrization
We restrict ourselves to the affine disturbance feedback
parametrization [20], [21] for control synthesis in (4). For
all k ∈ {t, · · · , t+N − 1} over the MPC horizon (of length
N ), the control policy is given as:
uk|t(xk|t) =
k−1∑
l=t
Mk,l|td(xl|t) + vk|t, (13)
where Mk|t are the planned feedback gains at time t
and vk|t are the auxiliary inputs. Let us define d(xt) =
[d(xt|t), · · · , d(xt+N−1|t)]> ∈ RnN . Then the sequence of
predicted inputs from (13) can be compactly written as
ut = Mtd(xt) + vt at any time t, where Mt ∈ RmN×nN
and vt ∈ RmN are
Mt =

0 · · · · · · 0
Mt+1,t 0 · · · 0
...
. . . . . .
...
Mt+N−1,t · · · Mt+N−1,t+N−2 0
 ,
vt = [v
>
t|t, · · · , · · · , v>t+N−1|t]>.
C. Terminal Conditions
We use state feedback to construct terminal set XN , which
is the maximal robust positive invariant set [22] obtained
with a state feedback controller u = Kx, dynamics (1) and
constraints (2). This set has the properties
XN ⊆ {x|Hxx ≤ hx, HuKx ≤ hu},
(A+BK)x+ d(x) ∈ XN ,
∀x ∈ XN , ∀d(x) ∈ Pd(X ).
(14)
Fixed point iteration algorithms to numerically compute (14)
can be found in [23], [24].
D. Tractable MPC Problem
The tractable MPC optimization problem at time t is given
by:
min
Mt,vt
t+N−1∑
k=t
(x¯>k|tQx¯k|t + v
>
k|tRvk|t) + x¯
>
t+N |tPN x¯t+N |t
s.t xk+1|t = Axk|t +Buk|t(xk|t) + d(xk|t),
x¯k+1|t = Ax¯k|t +Bvk|t + d¯k|t,
uk|t(xk|t) =
k−1∑
l=t
Mk,l|td(xl|t) + vk|t,
Hxxk+1|t ≤ hx,
Huuk|t(xk|t) ≤ hu,
∀d(xk|t) ∈ Pd(Xk|t) ∩ Pd(Xk|t−1),
∀k = {t, . . . , t+N − 1},
xt+N |t ∈ XN , d(xN |t) ∈ Pd(X ),
xt|t = xt, x¯t|t = xt, d¯k|t ∈ Pd(Xk|t),
(15)
where xk|t is the predicted state after applying the predicted
policy [ut|t(xt|t), . . . , uk−1|t(xk−1|t)] for k = {t+1, . . . , t+
N} to system (1), and the control invariant [25] terminal set
is XN . The parameters {pdk|t, qdk|t} for k = {t, t+ 1, . . . , t+
N}, that is, uncertainty containment ellipses in (15), are
computed before solving (15) at each time t, by finding
solutions of (10). Nominal uncertainty estimate d¯k|t is chosen
as the Chebyshev center (i.e, center of the largest volume `2
ball in a set) of Pd(Xk|t). After solving (15) at time t, in
closed loop we apply
ut(xt) = v
?
t|t, (16)
to system (1) and then resolve (15) at t+ 1.
Remark 2: Terminal set XN might be empty initially, due
to conservatism resulting from a large volume of the set
Pd(X ). As more data is collected and the graph of d(·)
is refined as in (5)–(6), Ed(X ), and so Pd(X ) is refined
with new data by solving (10) (for only k = t + N , if
data collected until instant t) with an updated QdL(·). This
eventually results in a nonempty XN . Once (15) is feasible
with this XN , during the control process one may further
update and enlarge XN to lower conservatism of (15).
Algorithm 1: Robust Adaptive MPC
Initialize: Pd(X ) = Rn; j = 0;
begin exploration (offline)
1: while XN is empty do
2: Apply exploration inputs uj to (1). Collect
(xj , d(xj)) at j + 1. Set j = j + 1;
3: Solve (10) with k = j +N to get Pd(X ).
Compute XN from (14);
4: end while
end exploration set jmax ≡ t = 0.
begin control process (online)
5: while during control for t ≥ 0 do
6: Obtain Pd(Xk|t) for k = {t, t+ 1, . . . , t+N − 1}
from feasibility of (10);
7: if larger XN desired then
Update Pd(X ) from (10) (with k = t+N ).
Update XN from (14);
8: end if
9: Solve (15) and apply MPC control (16) to (1);
10: end while
Theorem 1: Let optimization problem (15) be feasible at
time t = 0. Assume the state dependent uncertainty d(·)
bounds along the horizon are obtained using (10), (7), and
(11). Then, (15) remains feasible at all times t ≥ 0, if the
state xt is obtained by applying the closed loop MPC control
law (16) to system (1).
Proof: Let the optimization problem (15) be feasible
at time t. Let us denote the corresponding optimal input
policies as [pi?t|t(·), pi?t+1|t(·), · · · , pi?t+N−1|t(·)]. Assume the
MPC controller pi?t|t(·) is applied to (1) in closed loop and
Ed(Xk|t+1) for k = {t+1, t+2, . . . , t+N+1} are obtained
according to (10), (11) and (7). Consider a candidate policy
sequence at the next time instant as:
Πt+1(·) = [pi?t+1|t(·), . . . , pi?t+N−1|t(·),Kxt+N |t+1]. (17)
From (12) and Proposition 2 we conclude that the policy
sequence [pi?t+1|t(·), pi?t+2|t(·), · · · , pi?t+N−1|t(·)] is an (N−1)
step feasible policy sequence at t + 1 (excluding terminal
condition), since at previous time t, it robustly satisfied all
stage constraints in (15). With this feasible policy sequence,
xt+N |t+1 ∈ XN . From (14) we conclude that (17) ensures
xt+N+1|t+1 ∈ XN . This concludes the proof.
V. NUMERICAL EXAMPLE
In this section we demonstrate both the aspects of ex-
ploration and robust control of our robust Adaptive MPC,
highlighted in Algorithm 1. We wish to compute feasible
solutions to the following infinite horizon control problem
min
u0,u1(·),...
∑
t≥0
x¯>t Qx¯t + u
>
t (x¯t)Rut(x¯t)
s.t. xt+1 = Axt +But(xt) + 0.05
[
tan−1(xt(1))
xt(2)
]
−1−1
−4
 ≤ [ xt
ut(xt)
]
≤
13
1
 , (X × U)
∀d(xt) ∈ D(xt),
x0 = x¯0 = xS , t = 0, 1, . . . ,
(18)
with initial state xS = [−1, 2]>, where A =
[
1.2 1.5
0 1.3
]
and B = [0, 1]>. Algorithm 1 is implemented with a control
horizon of N = 3, and the feedback gain K in (14) is chosen
to be the optimal LQR gain for system x+ = (A + BK)x
with Q = 10I2 and R = 2.
A. Exploration for Uncertainty Learning
We initialize Pd(X ) = Rn, resulting in an empty terminal
set XN in (15). In this section, we present the ability
of Algorithm 1 to explore the state-space with randomly
generated inputs uj ∼ N (0, 1), in order to eventually obtain
a nonempty XN for starting the control process. Let the time
-0.0396 -0.0392 -0.039
0.0998
0.1
0.1002
0.0388 0.0392 0.0396
0.0496
0.0498
0.05
-0.1 0 0.2
-0.1
0.1
0.2
-0.2 0 0.2
-0.1
0
0.2
Fig. 1: Uncertainty bound D(x) estimation at query points
with successive intersection of ellipses obtained from mea-
sured data. Star (?) denotes the true value of d(x), lying in
the intersection.
indices during exploration phase be denoted by j.
Fig. 1 shows the sets Ed(x) at four fixed points x =
{[−1, 2]>, [1, 1]>, [−1, 1]>, [−2,−1]>} as data is collected
until instant j. This can be obtained from feasibility of (10)
(with k = j). As j increases, Ed(x) for each x is contained
in the successive intersections of ellipsoids, from (6). The in-
tersection shrinks for all points, as claimed in Proposition 2.
This is seen in Fig. 1, which indicates improved information
of D(x) with added data, for all x ∈ X . At jmax = 30, a
nonempty XN is obtained, shown in Fig. 2.
Fig. 2: Terminal set construction. The set grows as estimation
of d(x) is improved from measurements.
B. Robust Constraint Satisfaction
We then begin the control process and set t = 0. If the
MPC problem (15) is feasible for parameters defined in (18),
it ensures robust satisfaction of constraints in (18) for all
times t > 0. This is highlighted with a realized trajectory
in Fig. 3. Furthermore, the terminal set is recomputed and
improved at a t > 0 with (14), having refined Pd(X )
estimation from (10) (with k = t + N ). The set grows, as
seen in Fig. 2, resulting in lesser conservatism of (15).
0 2 4 6 8 10 12
-1
-0.5
0
0.5
1
1.5
x1
Constraints
0 2 4 6 8 10 12
-1
0
1
2
3
x2
Constraints
Fig. 3: State trajectory with robust constraint satisfaction.
VI. CONCLUSIONS
We proposed an Adaptive MPC framework to achieve
robust satisfaction of state and input constraints for uncertain
linear systems. The system uncertainty is assumed state de-
pendent and globally Lipschitz. An envelope containing the
uncertainty range is constructed with Quadratic Constraints
(QCs), and is refined with data as the system explores the
state-space. Upon collection of sufficient data, the system is
able to solve a robust MPC problem for all times from a given
initial state. The algorithm further reduces its conservatism
by incorporating online model adaptation during control.
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APPENDIX
Proof of Proposition 2
Let xi be the measurements collected at any time instant
i < t. From (6) we see that for any given time t, the uncer-
tainty domain D(x˜t) is obtained from successive intersection
operations of sampled range sets at x˜t, for all times until
t. Hence, D(x˜t2) = (
⋂t1
i=0 S(xi, x˜t1))
⋂t2
i=t1
S(xi, x˜t2) =
D(x˜t1)
⋂t2
i=t1
S(xi, x˜t2), implying D(x˜t2) ⊆ D(x˜t2).
Proof of Proposition 3
Consider any vector [x>d>1]> ∈ R2n+1 such that x ∈
Ed(Xk|t) and [x>d>]> ∈ G(d). Given that (10) is feasible
for each prediction instant k = {t + 1, . . . , t + N} at any
time t, we multiply [x>d>1]> on both sides of (10)
− ρkt
[
x
1
]>
P¯ xk|t
[
x
1
]
+
[
d
1
]>
P¯ dk|t
[
d
1
]
−
xd
1
> t−1∑
i=0
τki Q
d
L(xi)
xd
1
 ≤ 0,
for some {ρkt , τk0 , . . . , τkt−1} ≥ 0, where P¯ xk|t and P¯ dk|t are
defined in Section IV-A. Now using Corollary 1, (9) and
(12), we can infer
[
d
1
]>
P¯ dk|t
[
d
1
]
≤ 0.
SDP for Solving (10)
For all k = {t + 1, . . . , t + N}, along MPC hori-
zon, let us use the variable nomenclature p(Xk|t) =
−ρkt qxk|t +
t−1∑
i=0
τki L
2
dIn, q(Xk|t) = ρkt (qxk|t)>pxk|t −
t−1∑
i=0
τki L
2
dxi, r(Xk|t) = −
t−1∑
i=0
τki In, s(Xk|t) =
t−1∑
i=0
τki d(xi),
and t(Xk|t) = ρkt
(
1−(pxk|t)>qxk|tpxk|t
)
−
t−1∑
i=0
τki
(
−L2dx>i xi+
d>(xi)d(xi)
)
− 1. Finding the minimum trace ellipsoid
satisfying (10) is posed as an SDP [26, Section 11.4] as:
min
ξ
trace((qdk|t)
−1)
s.t.

p(Xk|t) 0 q(Xk|t) 0
0 r(Xk|t) s(Xk|t) −In
q>(Xk|t) s>(Xk|t) t(Xk|t) (pdk|t)>
0 −In pdk|t −(qdk|t)−1
  0,
ρkt ≥ 0, τki ≥ 0, qdk|t  0,
∀i = 0, 1, . . . , t− 1,
with ξ = {qdk|t, pdk|t, ρkt , τk0 , . . . , τkt−1} and 0 ∈ Rn×n.
