SUMMARY Most state-of-the-art discriminative tracking approaches are based on either template appearance models or statistical appearance models. Despite template appearance models have shown excellent performance, they perform poorly when the target appearance changes rapidly. In contrast, statistic appearance models are insensitive to fast target state changes, but they yield inferior tracking results in challenging scenarios such as illumination variations and background clutters. In this paper, we propose an adaptive object tracking approach with complementary models based on template and statistical appearance models. Both of these models are unified via our novel combination strategy. In addition, we introduce an efficient update scheme to improve the performance of our approach. Experimental results demonstrate that our approach achieves superior performance at speeds that far exceed the frame-rate requirement on recent tracking benchmarks.
Introduction
Visual object tracking is a fundamental research problem in the field of computer vision with various applications such as robotic services, smart surveillance systems, autonomous driving and intelligent traffic control. Given the initial state of an arbitrary target in the first frame, i.e., only the initial target position and size are identified, the goal of tracking is to learn a classifier or a regressor to estimate target positions by discriminating the target from the background in a video. Despite impressive progress has been made in the past decade, object tracking remains a large unsolved problem due to numerous challenging factors such as fast motions, background clutters, motion blurs, deformations, illumination variations, in-plane rotations, low resolution, occlusions, out-of-plane rotations, out of views and scale variations.
Recently, discriminative correlation filter (DCF) becomes one of the most attractive tracking models, and DCFbased tracking approaches have shown appealing performance improvements in terms of accuracy, robustness and speed on recent benchmarks [1] since they treat the tracking task as a similarity learning problem. Most state-ofthe-art DCF-based approaches employ template appearance features including raw pixels [2] , histogram of oriented gradients (HOG) [3] and color names (CN) [4] to represent the target during tracking. Despite their poor performances on rapidly changes of target appearance such as fast motions and fast deformations, they still have shown excellent performance in other challenging scenarios. In contrast to template appearance features, statistical appearance features such as color histograms are insensitive to fast target state changes. Unfortunately they yield inferior performance on illumination variations and background clutters because of such models may drift into adjacent regions which represent similar characteristics as the target [5] . It has been demonstrated that exploiting powerful feature representations of the target and enhancing the diversity of features can significantly improve tracking performance [6] . Some recent works concentrate on combining the above two models to train a robust model [7] , [8] , and they have shown favorable performance in target state changes and color variations. Since these works unified template and statistical models by simply linear interpolation, and the interpolation factor is always preset in advance, their tracking performances have gradually faded. In this paper, in order to overcome the limitations above-mentioned, an adaptive object tracking approach (CACT) with both template and statistical appearance models is proposed. The template appearance model is constructed by a DCF-based framework and employs raw pixel, HOG and CN to represent the target. The statistical appearance model is implemented based on standard color histograms. We cast these two different models as independent linear regression problems. Then, an adaptive combination method is introduced, which can get more robust and reliable tracking results. Next, we suggest an efficient update scheme to deal with more challenging scenarios. Finally, experimental results demonstrate that our approach outperforms most state-of-the-art trackers with faster speed on recent benchmarks.
The Proposed Approach
In this section, we first introduce the motivation and formulation of complementary models. Next, we deduce an adaptive combination strategy that aims to reciprocally compen- 
Complementary Models
In our approach, we exploit DCF to construct the template appearance model due to its excellent performance and high computational efficiency, and use color histograms to construct the statistical appearance model. In order to solve complementary models correctly, we treat them as two independent regression problems since the benefits of the closedform solution can make optimization problems much easier to be solved [3] , [9] . We train a ridge regression on L-channel template features x t,u = ϕ t (I u ) ∈ R M×N×L including raw pixels, HOG and CN extracted from a searching patch I u ∈ R M×N at frame u, and the desired correlation output y t,u ∈ R M×N which typically follow a Gaussian function with the peak 1 at the center. Our aim is to find optimal correlation filters w u . This can be obtained by minimizing the ridge regression in the Fourier frequency domain as,
where w l u stands for the l-th channel of correlation filters w u in the frame u, the star symbol ⋆ denotes circular crosscorrelation, x l t,u , y t,u and w l u are all of size M × N. Following the Parseval's theorem and adopting properties of circulant matrices mentioned in [9] , the solution can be gained as,
Here W u = F (w u ), and F (·) indicates the Discrete Fourier Transform (DFT). We using the symbol * to represent the complex conjugation Y * u of a complex number Y u , the symbol ⊙ stands for the element-wise multiplication, and symbol ÷ denotes the element-wise division. Additionally, the regularization coefficient λ alleviates division-by-zero. During detection, given template appearance features z t,u+1 which are extracted from a searching patch centered at the previous target position in the new frame (u + 1), the template response map can be obtained bỹ
whereỹ t,u+1 ∈ R M×N is the response map of predicted states in the new frame, and F −1 (·) denotes the Inverse Discrete Fourier Transform (IDFT). The pipeline of the template appearance model as denoted by the black line in Fig. 1 .
In order to learn the statistical model, we apply a ridge regression with K-channel statistical features x s,u = ϕ s (I u ) ∈ R M×N×K over the foreground and background regions F u and B u which are independently cropped from the same searching patch I u ∈ R M×N as well as the template model. Here, the foreground region F u is surrounded by the background region B u . The statistical model can be formulated as,
where y s,u is the corresponding label, i.e. y s,u = 1 for positive samples and y s,u = 0 for negative samples, v u is a parameter vector. We decompose the regression into two independent terms of each region,
Here, the sparse inner product is simply a lookup matrix,
indicates the element of v u whose channel index is non-zero. Then, we adopt the color histogram H(x s,u ) to represent target pixels, the solution can be obtained as,
Since x s,u is sparse, the statistical model can be calculated over a large detection region with a very low computational burden.
Finally, by exploiting the integral image method [10] to obtain the statistical response map, the detection process can be accelerated significantly.
whereỹ s,u+1 (i, −1) = 0 andỹ s,u+1 (−1, j) = 0. The pipeline of the statistical appearance model as indicated by the blue line in Fig. 1 .
Adaptive Combination
Ideally, the full response mapỹ u of the target in a new frame u is obtained by unifying both template and statistical response maps as,
where α is an interpolation factor. In order to find the target position in a new frame, we choose the candidate patch with the maximum similarity to the previous appearance of the target. To achieve this, we propose an efficient adaptive combination strategy by exploiting a novel measurement of response reliability, namely Peak to Response Fluctuation (PRF), which is defined as,
whereỹ t,max,u , µ t,u and σ 2 t,u are the peak, mean and variance values of the template response map, respectively. The criterion indicates the reliability of the template response map. The higher the template response peak score, the larger the PRF u and the more reliable the template response map. In practice, we observe the fact that when PRF u is larger than a threshold θ max , we can use the template response map as the major distribution assign to the full response map. However, when PRF u is less than a threshold θ min , the statistical response map is more reliable than the template response map. Based on this motivation, we exploit a dynamic interpolation factor to reciprocally compensate the deficiencies of the two different models,
In this work, the maximum and minimum of interpolation factor are preset as 0.8 and 0.2 respectively, and θ min and θ max are predefined as 8 and 20 respectively. Then, we can obtain the full response map using (8).
Model Update
Most existing tracking approaches assuming that tracking results are always accurate and update tracking models every frame. However, continuous model update may cause tracking failure once the tracker encounters some complicated scenarios such as occlusions and fast motions. In order to alleviate this issue, we utilize feedback from tracking results to decide the necessity for model updating. We consider three criteria: the highest peak values of the full response map max(ỹ u ), the highest peak values of template response map max(ỹ t,u ) and PRF. When these three criteria of the current frame are great than their respective average values of the last 10 frames with certain ratios γ f , γ t and γ pr f (e.g. γ f = 0.5, γ t = 0.7 and γ pr f = 0.5 in this work), the tracking result in the current frame is considered to be high reliable.
Therefore, we can update complementary models as,
where η t and η s are the learning rate preset as 0.02 and 0.04. Additionally, during tracking, we first estimate the target position, then search on the scale by adopting a multiscale estimation model similar to [3] . The multi-scale template model is only executed when the full response map is more reliable.
Experiments
In this section, we first evaluate efficiency improvement of our complementary models, adaptive combination and model update scheme. Then we compare our trackers with other state-of-the-art trackers to demonstrate the effectiveness of our proposed approach.
Experimental Setup
The proposed approach is implemented in Matlab 2014b on a PC equipped with an Intel i5-4590 CPU at 3.3GHz and 8GB RAM. We employ HOG and CN for target representations in the template appearance model and the scale estimation model. The cell size of HOG is 4×4, and the orientation bin number of HOG is 9. In the statistic appearance model, histograms of color values in the RGB color cube with 32 bins per channel are exploited. To compute histograms more accurate, we define 85% the previous target size as the foreground region to avoid mislabeling the target. The standard deviation of the desired response output is set to 1/16. Similar to [3] , we use ten scales with a scale factor of 1.02 in the scale estimation model.
Experiments are conducted on the OTB-2015 benchmark which contains 100 image sequences [1] . The results are reported in terms of two evaluation metrics: (a) distance precision (DP), which is the percentage of frames that the average Euclidean distance between the ground-truth and the estimated target position is smaller than 20 pixels, (b) overlap precision (OP), which is the percentage of frames that the overlap between the estimated target size and the ground truth exceeds the fixed threshold of 0.5. We exploit one-pass evaluation (OPE) to run the tracker throughout the test sequence and report results in success plot and precision plot. Success and precision plots illustrate OP and DP of trackers over a range of thresholds. In the success plot, trackers are ranked according to the area under the curve (AUC) score. In addition, we also report the speed of trackers in average frames per second (FPS).
Ablation Experiments
To analyze efficiencies of the proposed complementary model, adaptive combination strategy and model update scheme, we evaluate several variants of our proposed approach with different experimental setup on the OTB-2015 benchmark. CACT all is implemented using all proposed methods, CACT nmu denotes that no model update scheme is employed and CACT nac is designed without using the adaptive combination strategy. The experiment is also including three other tracking approaches, Staple [7] as abovementioned, DSST [3] only uses the template appearance model, and DAT [5] only uses the statistical appearance model.
Characteristics and tracking results are summarized in Table 1 . CACT all shows the best tracking performance both in terms of accuracy and robustness, which significantly outperforms DSST [3] and an absolute gain of 8.0% in the mean OP and enhances the mean DP from 68.0% to 80.2%. Compared with Staple [7] , performance can be further improved by utilizing our model update scheme and adaptive combination strategy in CACT nac and CACT nmu , respectively. It is evident that all our proposed methods are efficient and effective for visual tracking. As introduced in Sect. 2.2, the interpolation factor α in Eq. (10) [6, 16] , [6, 20] , [8, 20] , [8, 24] and [12, 20] , which are denoted as θ 1 , θ 2 , θ 3 , θ 4 and θ 5 . The heat map of Fig. 2 demonstrates how different combinations Figure 3 demonstrates a detailed comparison of CACT all and CACT nac on the 117 th frame of the sequence Girl2 from the OTB-2015 benchmark. Although peak values are located at the wrong positions on template response maps of CACT all and CACT nac , the target position can be still estimated correctly by CACT all since the PRF value is too low to use more template response scores and it should consider more statistical response scores for accurate localization. Without the adaptive combination strategy, CACT nac estimates the target at wrong position.
Moreover, we visualize the impact of variations of adaptive interpolation factor during tracking on the sequence Box in Fig. 4 . The factor fluctuates within a small range to adaptively combine both template and statistical response maps in normal scenarios. However, when fast 5 PRF and peak values ofỹ u ,ỹ t,u andỹ s,u on the sequence Box from the OTB-2015 benchmark. Since CACT nmu updates models at every frame, it has missed the target after occlusions occur from the 473 rd frame. In contrast, CACT all can detect the target accurately since it updates models infrequently. The gray circle in the left figure denotes CACT all does not update models at this frame. Best viewed in color.
deformations (the 97 th frame), occlusions (the 473 rd and the 480 th frames) or out-of-plane rotations (the 915 th and the 930 th frames) occur, the adaptive interpolation factor decreases significantly since the template response map is unreliable to handle those challenging scenarios, hence, we should consider more about the statistical response map. In contrast, trackers that use a fixed interpolation factor (e.g., 0.7 in CACT nac ) tend to tracking failures when more challenging scenarios occur.
Finally, we estimate the contribution of model update scheme to the overall tracking performance. PRF and peak values onỹ u ,ỹ t,u andỹ s,u of CACT all and CACT nmu are illustrated in Fig. 5 . CACT all does not update models since PRF, y t,u andỹ u decrease dramatically after the occlusion occur (the 460 th frame), so that it can efficiently avoid model corruption. However, due to CACT nmu updates models in each frame, these models have been corrupted by uncertain information and PRF fluctuates at a high value, which leads to wrong tracking results. Figure 6 shows a concrete example of the model update scheme. It is clear that when the target is completely occluded, CACT all can successfully redetect the target in sequential frames by the model update scheme. But CACT nmu has lost the target after the occlusion occurs since it updates models every frame with similar target or background noise. We denote CACT all as CACT to compare with several state-of-the-art tracking approaches in following evaluations.
Evaluations on OTB
We evaluate our approach (CACT) with 7 state-of-theart trackers including Staple [7] , SAMF [2] , DLSSVM [11] , DAT [5] , DSST [3] , KCF [9] and Struck [12] . Figure 7 illustrates success and precision plots of all compared approaches.
As the best tracker when the original OTB benchmark [1] came out, the structured support vector machine (SSVM) based tracker, i.e., Struck, obtains a mean AUC score of 46.1%. But the kernelized correlation filter based method, i.e., KCF, outperforms Struck and obtains a gain of 1.6% in mean AUC score. SAMF and DSST extend KCF by employing scale estimation methods, which provide mean AUC scores of 55.3% and 51.3%, respectively. DAT developed based on sole statistical appearance models achieves a mean AUC score of 33.5%. The dual SSVM based tracker DLSSVM obtains a mean AUC score of 53.8%. Staple which developed based on the benefits of both template and statistical models obtains a mean AUC score of 58.1%. Our approach employs adaptive combination and model update strategies, significantly improves the mean AUC score to 59.3%. And our tracker obtains the mean DP score of 80.2%, outperforming all compared trackers.
To visualize the impact of our proposed approach, we show tracking results with comparison to state-of-the-art trackers on example sequences from the OTB-2015 benchmark in Fig. 8 . It should be noted our approach performs favorably against other trackers.
The top performance can be attributed to that our approach makes use of the adaptive combination of complementary models to enhance the feature diversity and the tracking accuracy. What is more, model update strategy en- Fig. 8 Tracking results comparison of our proposed approach with three state-of-the-art trackers including DAT [5] , DSST [3] and Staple [7] on three example sequences Box (top row), Girl2 (middle row) and Soccer (bottom row) from the OTB-2015 benchmark. Best viewed in color. ables moderately infrequent update of models not only alleviate target drifting but also has a substantial effect on the overall computational complexity of tracking. For comprehensive evaluation, we also perform an attribute-based analysis of our approach with state-of-theart trackers including Staple [7] , DSST [3] and DAT [5] on the OTB-2015 benchmark. The video sequences contained in the OTB benchmarks are annotated with eleven different attributes that represent various challenging factors as mentioned in the introduction. The results are summarized in Table 2 by presenting in mean AUC scores.
It is clear that our approach (CACT) obtains the best results with a large margin on 10 out of 11 attributes expect in-plane rotation. This is main because that complementary models are trained based on the estimated target position in the previous frame, if the target rotates in the image plane, the models may not capture the rotation similar to the previous foreground, as shown in Fig. 9 . In summary, our approach achieves surprisingly good performance on the OTB-2015 benchmark while running at more than 64 FPS. 
Conclusion
In this paper, we propose a novel adaptive tracking method with complementary models based on two independent discriminative models, i.e., the template appearance model and the statistical appearance model. Therefore, our approach yields impressive performance to deal with more challenges. In order to efficiently unify these two models, we introduce an adaptive combination strategy to correctly obtain the full response map. Furthermore, we propose an efficient update scheme to improve tracking performance. Experimental results demonstrate our tracker outperforms most state-of-theart trackers both in terms of accuracy and robustness while running at more than 64 frames per second.
