It is with great pleasure that we dedicate this paper to Professor Rudolf Gorenflo. In particular, the second named author wants to express his appreciation to an outstanding mathematician who was to him more than 30 years ago an inspiring teacher, and a very humane senior colleague later on.
Introduction
Although fractional calculus has relatively old roots, if not Euler, at least Liouville and Riemann must be mentioned, and also Weyl in the early 20th century made a noticeable contribution, only in the last four decades it became apparent to which extent fractional calculus is useful in mathematical modeling. As selected reference we mention only Gorenflo and Mainardi [1] , [2] and [3] , Gorenflo, Vivoli and Mainardi [4] , Hilfer [5] , Mainardi [11] , Meerschaert, Nane and Vellaisamy [12] , Metzler and Klafter [13] , or Zhang, Meerschaert and Baeumer [16] , and the references therein.
As an important mathematical problem it emerged to solve time fractional, space pseudo-differential equations where the pseudo-differential operator has as symbol a continuous negative definite function ψ, i.e. the characteristic exponent of a Lévy process. The basic equation under discussion is of type
)u(x, t) = g(x, t) (2.1) with appropriate initial condition, 0 D α + denotes the Riemann-Liouville fractional derivative of order α, 0 < α < 1, and ψ(D x ) is a pseudo-differential operator with symbol ψ, ψ being independent of x. An approach using a Fourier transform with respect to the space variable(s) and Laplace transform with respect to the time variable are the main tools for solving such an equation.
The characteristic exponent of a Lévy process, i.e. the symbol ψ of ψ(D x ) depends in general on some parameters, i.e. ψ = ψ a,b,c,··· . It is natural to ask what will happen if these parameters become space (and/or time) dependent. We restrict here ourselves to the first case only. Our proposal is to use a combined Laplace transform and pseudo-differential analysis approach.
However, since the structure of the problem does not allow (in general) a symbolic calculus, we suggest as a first attempt in one space dimension a type perturbation theory involving a fixed point argument. Much of our arguments depend on properties of generalized Mittag-Leffler functions, here is the limitation to extend results in a straight forward way to higher space dimensions. Nonetheless we believe that our suggestion may open a road to more general results and better, i.e. more powerful techniques.
Our main result, Theorem 3.1, gives for small times and suitable bounds for data the existence of a mild solution to the problem
Here p(x, D x ) is a pseudo-differential operator which should be interpreted as a small perturbation of ψ(D x ).
Some preparatory material
By E α,β we denote the generalized Mittag-Leffler function defined by
which is an entire function and we refer to [10] , [11] or [14] where basic properties of E α,β are discussed. We need only to handle terms such as E α,α (−t α ψ(ξ)) where ψ : R → R is a continuous negative definite function. In fact we assume that ψ has the representation
with a Lévy measure ν integrating y → 1 ∧ |y| 2 . We assume further that ψ is of class C k , k 2, which implies for l k
Moreover, we require a lower bound for ψ, i.e.
for some γ ∈ (1, 2) and all ξ ∈ R. We refer to [7] - [9] where examples of continuous negative definite functions are given. Using the 
. Switching from (1 + |ξ| 2 ) γ/2 to (1 + |ξ| 2 ) γ/2 − 1 means that we will handle conservative semigroups.
The conditions posed on ψ and standard estimates for generalized Mittag-Leffler functions imply Lemma 2.1. For 0 < α < 1 and ψ as above it holds
We refer to [6] for a detailed proof. As an immediate corollary we have
is finite.
A more important consequence of Lemma 2.1 is
Lemma 2.2. If the continuous negative definite function ψ satisfies the assumptions made above then
Since ψ is even we find with t − τ = s that
For the first integral we find
where B(α, β) denotes the Euler Beta-function.
Integrating in the inner integrals of the second and third term by parts and taking the decay of E α,α (−ψ(ξ)t α ) into account, we find using (2.8)
which yields eventually
Corollary 2.2. For γ > 1 and α > 0 the function
is integrable on every finite interval [0, T ] and we have
T 0h (τ )dτ κ 1 α(γ − 1) T α(γ−1)/γ + κ 2 α T α . (2.11) P r o o f. Using Lemma 2.2, we deducẽ h(t) κ 1 t α−1− α γ + κ 2 t α−1 1 + t α and since α − 1 − α γ = α γ (γ − 1) − 1 > −1and α − 1 > −1 the integrability follows. Moreover we have T 0h (s)ds κ 1α(γ − 1) T α(γ−1)/γ + κ 2 α T α .
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Note that (2.11) implies 12) and in particular we have 13) which yields that for every d > 0 we can find T 0 such that
For later purposes, we give the following Definition 2.1. Let 0 < α < 1 and ψ be as above, in particular we assume that ψ is of class C 2 and that γ > P r o o f. We only need to prove that u given by (2.17) for
). Now, using Lemma 2.2 and its corollary we get with Young's inequality
where we used in the last step Corollary 2.
Remark 2.2. We can not expect for b = 0 to get a mild solution in L ∞ ([0, T ]; L 2 (R)) due to the factor t α−1 and the decay of ||F −1 (E α,α (−ψ(·)t α ))|| L 1 as t tends to zero. However, for every ε > 0 and b ∈ L 1 (R)∩L ∞ (R) we find that u given by (2.17) belongs to L ∞ ([ε, T ]; L 2 (R)).
A fractional-time pseudo-differential initial value problem with space-dependent coefficients
We now want to study the problem
2) Here, 0 < α < 1, ψ : R → R is a continuous negative definite function of class C k , k 2, satisfying the growth condition (2.4), and
is a pseudo-differential operator with symbol p : R × R → R. We will discuss later on certain desirable properties of the symbol p(x, ξ). In this paragraph, however, the only property needed is that p(x, D x ) satisfies the estimate
where μ is independent of t, and
Using (2.17) and having in mind Definition 2.1 we give the following
holds.
Remark 3.1. The definition is justified, when looking at p(x, D x )u(x, t) as an additional right-hand side in (2.15).
Let us introduce the operator
) is a mild solution to (3.1) and (3.2) if and only if u is a fixed point of L t , i.e.
We will now prove that under condition (3.4) the operator L has a unique fixed point in
where as in (2.10) we put
which implies by (2.12) that It is obvious that Proposition 3.1 implies that for g ≡ 0 the only solution to (3.1) and (3.2) is the trivial one, i.e. u ≡ 0. For g = 0 we can use Banach's fixed point theorem to get a mild solution provided T > 0 is sufficiently small and we have an invariant set containing g. The latter we establish in the following proposition. 
and assume
P r o o f. As before we may derive
as well as
(3.14)
Furthermore, for u ∈ B(g, R) it follows that
Thus we arrive at
Again we can use (2.12) to find λ+q (x,ξ) . It would be of great interest to study the case for λ → ∞.
