Cross correlation function (CCF) is a powerful tool in time delay estimation and parabola functions are widely used as parametric models of it. However, no study has been done on the accuracy of the parabola approximation of CCF. In this paper we analyze the CCF of multi-sensors and derive the analytic forms of CCF for the stationary processes of exponential auto-correlation function and with respect to two important types of sensor kernels. We demonstrate that the Gaussian function is a better and more robust approximation of CCF than the parabola in these cases. This new approach leads to higher precision in time delay estimation using the CCF peak locating strategy.
INTRODUCTION
Multi-sensors are widely used for robust estimation, communication and data fusion. When multiple digital sensors of different physical characteristics and varying spatial locations sample a continuous-time signal, they produce correlated discrete-time sequences with some time displacements. The cross correlation function (CCF) is a powerful tool to register these discrete signals sampled by different sensors in time domain.
The time delay estimation of two analog signals through cross-correlation technique has been extensively studied [1] [2] [3] since Knapp and Carter gave a maximum likelihood estimator of the relative delay between two continuous signals [1] . However, this method needs to know the spectra of signals and noise and it applies to analog signals only. For digital systems a popular approach of time delay estimation is to locate the peak of the two discrete signals' CCF [4] [5] [6] . The delay is generally not an integral multiple of the sampling period. To estimate the delay in an arbitrary precision, a common technique is to fit the CCF by a parabola with three samples in the neighborhood of the peak correlation value.
In this paper we are interested in analyzing the CCF and the techniques to estimate the time delay by locating the CCF's peak position with a small number of measurements of the CCF. We will derive the analytical forms of the CCFs for Gaussian and Box sensor kernels for the class of stationary signals that have an exponentially decaying auto-correlation function (ACF). Our analysis will explain why the parabola function can fit the CCF reasonably well, as previously believed in the literatures. More importantly, we establish Gaussian function to be a better and more robust approximation of the CCF. Indeed, the new Gaussian model leads to superior performance in time delay estimation to the parabola-based method.
PRELIMINARIES
Consider a continuous information source ) (t s under observation. The discrete observation produced by any two sensors are )
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where N is the length of the samples used in calculation. given a constraint on the model complexity? These are the issues to be addressed in the next sections.
ANALYSIS OF CCF
In this paper we consider the class of processes whose ACF can be written as an exponential function:
where parameters α and β are positive real numbers. This class of processes can represent many information sources such as the Gaussian Markov processes. Doob [7] showed that the ACF of any random Gaussian and Markov process can be modeled as an exponential function. (8) , which is actually the first order spline function. 
TIME DELAY ESTIMATION BY CCF FITTING
and the fractional part ε ∆ is estimated as
Denote by The CCF ) ( 12 τ R for Box kernels is given by (9) and its shape is controlled by β only. Fig. 3 
CONCLUSION
Analytic forms of cross correlation functions (CCF) were derived and their behaviors were examined for stationary processes whose auto-correlation function is exponential and for two important types of sensor sampling kernels: Gaussian and Box. Under these conditions, a Gaussian approximation model of CCF was proposed and shown to be more accurate and robust than the current parabola-based CCF model in time delay estimation. In these analyses, we supposed that ) ( 12 n ℜ are accurate samples of ) ( 12 τ R . In practice, ) ( 12 n ℜ are nonideal observations of ) ( 12 τ R and the accuracy subjects to the level of measurement noises i υ and the sample length N . We also performed simulations to test the performances of the proposed method on different noise level and sample length. (Because of the limitation of space, we can not put the detail simulation results in this paper.) The results also showed that the Gaussian model is more accurate and robust than the parabola CCF model.
