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ABSTRACT
The Earth’s mantle is heterogeneous as a result of melting, differentiation, plate subduc-
tion, and whole-mantle convection throughout geologic time. Our current picture of the
mantle has been informed largely by mapping variations in seismic wavespeed. However,
it is challenging to infer the thermochemical nature of the mantle from seismic images be-
cause they are often poorly resolved, and velocity variations cannot be uniquely related to
either temperature or composition.
In this thesis, I take a multi-disciplinary approach that combines constraints from geody-
namics, mineral physics, and seismology, in order to investigate how thermal and composi-
tional Earth models are compatible with seismic observations. I focus primarily on thermal
upwellings (i.e., mantle plumes), and assess how these features can be seismically imaged.
In chapter 2, I model plume development in a compressible mantle using physics-based
simulations of flow in the mantle, and calculate the travel time delays of P waves and S
waves propagating through the narrow plume tails in the lower mantle. In chapter 3, I
investigate whether or not mantle plume tails can be seismically imaged using common
seismic tomography approaches. I analyze how imaging artifacts can affect our interpreta-
tions of the deep mantle below hotspots and find optimal imaging configurations that will
maximize resolution of plume tails. In chapter 4, I analyze images of the mantle beneath the
Samoa hotspot in global tomography model S40RTS (Ritsema et al., 2011). Specifically, I
explore the range of temperatures and compositions that can explain the observed seismic
velocity variations and determine if observations are consistent with a lower mantle plume
origin of Samoan volcanism. In chapter 5 I investigate the origin of large low velocity
provinces (LLVPs) above the core-mantle-boundary beneath Africa and the Pacific, which
are thought to be anomalously hot and compositionally distinct mantle domains. I test the
hypothesis that the anomalies represent an accumulation of recycled oceanic crust above
the core by comparing LLVPs resolved in S40RTS to dynamic mantle mixing simulations
of Brandenburg et al. (2008). Chapter 6 focuses on how lateral variations of temperature
and composition affect the seismic structure of the mantle transition zone (MTZ). I use P-
to-S receiver functions to image the strengths and depths of mineralogical phase changes in
the MTZ beneath the United States, and relate these observations to the physical conditions
of the transition zone using constraints from experimental and theoretical mineral physics.
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CHAPTER 1
Introduction
Heat from the Earth’s interior drives solid state convection which dynamically stirs the
mantle over geologic time. At the Earth’s surface, plate tectonics is the primary expression
of mantle convection. Many important geologic phenomena, such as mountain building,
volcanism, and fault related earthquakes, result from the gradual motion of tectonic plates
and processes occurring at their boundaries. Below the tectonic plates, where we can not
make direct observations, we must rely on geophysical methods to understand the nature
of convection.
One such method, called seismic tomography, has helped reveal fundamental aspects of
mantle convection by mapping the variations in seismic wavespeed associated with changes
in mantle temperature and composition. On a global scale, the field rapidly developed in
the early 1980s (Masters et al., 1982; Nakanishi and Anderson, 1982; Woodhouse and
Dziewonski, 1984; Dziewonski, 1984) after the proliferation of digital global seismic net-
works. The earliest models showed coherent 1000-km scale heterogeneity related to plate
tectonic processes in the upper mantle and sluggish convection in the lower mantle. As
spatial resolution improved, tomographic images revealed ancient tectonic plates sinking
into the lower mantle (van der Hist et al., 1991; Grand, 1994), which helped settle the
longstanding debate about whether the upper and lower mantle convect as separate layers,
or if the mantle convects as a whole. Other studies show that the pattern of wavespeed
variations changes abruptly from the upper to lower mantle (e.g., Su et al., 1994), likely
reflecting an increase in mantle viscosity with depth. This is supported by seismic images
that show subducted tectonic plates stagnating in the transition zone or in the mid mantle
(Fukao et al., 2001; Fukao and Obayashi, 2013). Seismic tomography has also uncovered
two broad regions of low seismic velocity above the core-mantle boundary beneath Africa
and the Pacific ocean, which may represent upwellings of anomalously hot or chemically
distinct mantle (e.g., Dziewonski, 1984; Garnero et al., 2016).
Although tomographically mapping the Earth’s interior has improved our understand-
ing of mantle properties, as well as the nature of mantle convection, important gaps in our
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knowledge remain. One topic of much debate concerns the ultimate origin of anomalous
volcanism that does not fit the plate tectonic paradigm. This style of volcanism, referred
to as ’hotspot volcanism’, is characterized by melting within plate interiors (Hawaii for
example), or excessive melt production at mid ocean ridges (Iceland for example). The
growing consensus is that hotspot volcanism is driven by deep thermal upwellings known
as mantle plumes but this idea is still challenged by some researchers, in large part due
to the lack of conclusive seismic evidence of the presence of plumes (see Ballmer et al.
(2015) for a review). Over the past several decades, continually improving seismic datasets
and theoretical advances have allowed seismologists to map finer and finer details of deep
Earth structure, yet definitive detection of lower mantle plumes has remained elusive.
1.0.1 Limitations of seismic tomography
Seismic tomography is one of the most powerful tools available to study the Earth’s interior.
Analogous to CAT-scans in medical imaging, wherein X-rays are used to map variations
in tissue density, seismic tomography uses seismic waves from large earthquakes to map
variations in shear and compressional wavespeeds in Earth’s mantle. The 3D images of
wavespeed variation reflect the temperature and composition of mantle rocks and can be
used to infer mantle flow. However, unlike medical imaging, in seismic tomography we
have no control over the location of seismic sources, and we are limited in the number of
sensors at which wave energy is recorded. The lack of perfect seismic data coverage, as
well as uncertainties on earthquake locations and seismic measurements, leads to an ill-
posed tomographic inverse problem that has infinitely many solutions. Choosing a best
model requires ‘regularizing’ the inversion, in which subjective choices are made about the
model characteristics. Typically, the optimal model is chosen according the principle of
parsimony, which suggests that the simplest model that is capable of explaining the data is
best. In tomography this means choosing the model with the smallest anomalies or with the
smoothest variations. While model regularization is necessary, it introduces artifacts into
the tomographic image. For example, a side effect choosing smooth models is to artificially
elongate or ‘smear’ seismic anomalies. Similarly, choosing the model with the smallest
anomalies results in underestimating the strength of the wavespeed variations in the true
Earth. The result is a blurred or distorted image which may misguide our understanding of
the Earth’s interior.
In addition to limitations that arise from the lack of seismic data and inversion reg-
ularization, tomographic models may suffer from bias introduced by the effects of wave
diffraction. When a seismic wave encounters a region of anomalously fast or slow mantle,
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the waves will accelerate or decelerate, respectively. A wave traveling directly through the
anomaly will be recorded with either an early or late travel time, thus preserving the signa-
ture of the anomaly and allowing it to be imaged tomographically. However, if the size of
the anomaly is small compared to the wavelength of the seismic wave, energy will diffract
around the edges of the anomaly. If the diffracted energy interferes with the direct through-
going wave, it can diminish or erase the travel time signature of the anomaly recorded at
the seismic station. This effect, known as wavefront healing, may make imaging narrow
plume tails in the lower mantle particularly challenging (e.g., Hwang et al., 2011).
The development of more sophisticated tomographic imaging techniques, which at-
tempt to correct for the effects of wave diffraction (e.g., Dahlen et al., 2000; Hung et al.,
2000), may provide increased resolution of small scale seismic anomalies. Montelli et al.
(2004) first applied this methodology, referred to as ‘finite frequency tomography’ to global
imaging, and found evidence for whole mantle plumes beneath many prominent hotspots.
This result is still under considerable debate, and it is not clear if finite frequency tomog-
raphy improves image resolution over classical approaches (e.g., Trampert and Spetzler,
2006).
1.0.2 Research objectives
The primary research goal in this dissertation is to investigate the limitations of seismic
tomography in resolving thermal and chemical anomalies in Earth’s mantle, with a pri-
mary focus on mantle upwellings. My aim is to quantitatively assess the resolution that
can be achieved in tomography, and analyze artifacts that are introduced by incomplete
data coverage and inversion regularization. The analysis will help us understand when
we can confidently interpret mantle heterogeneity, and how we can design future seismic
experiments to attain optimal image resolution.
1.0.3 Integrated geophysical approach
A robust assessment of the limitations of imaging mantle heterogeneity requires a multi-
disciplinary approach. It is necessary to i) predict the length scale and seismic velocity
of dynamic features in the mantle, and ii) design hypothetical seismic experiments which
quantify how features are recovered in seismic images. Here, I use an integrated approach
that combines constraints from geodynamics, mineral physics, and seismology. I use nu-
merical simulations of mantle flow to inform the temperature structure of dynamic fea-
tures such as mantle plumes, and use experimental constraints on the relationship between
temperature and the elastic properties of mantle rock to calculate velocity structure of the
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dynamic Earth models. I design hypothesis tests to determine how dynamic Earth models
would be seismically recovered with modern imaging techniques. To quantify the effects
of mantle heterogeneity on seismic waves, I use a forward modeling approach in which I
solve the elastic wave equation in 3D with the spectral element method.
1.0.4 Thesis outline
In Chapter 2 I investigate the P and S wave travel-time delay time signature of geodynam-
ically predicted mantle plume structures using computer simulations of the 3D teleseismic
wavefield. The temperature and seismic structure of the plumes are consistent with our
current understanding of flow in the mantle and mineral physics constraints. Chapter 3
expands upon this forward modeling by using the travel time signatures of plumes to es-
timate how well deep mantle plume tails can be imaged with our current capabilities. I
explore imaging scenarios comparable to both previously completed and recently proposed
seismic experiments, as well as investigate how well plumes can be imaged under optimal
scenarios. In Chapter 4, I analyze tomographic images of the Samoa hotspot as seen in the
global tomography model S40RTS (Ritsema et al., 2011). More specifically, I explore the
range of temperatures and compositions that are consistent with the observed shear veloc-
ity anomaly, and use new insight to propose a model of the Samoa hotspot which is fed
by a lower mantle plume. In Chapter 5, I investigate the nature of the large low velocity
provinces observed beneath Africa and the Pacific, which are thought to be anomalously
hot and compositionally distinct mantle domains, and which may be source regions of
mantle plumes. I test the hypothesis that these features are piles of ancient oceanic crust
that has been sequestered at the core-mantle boundary and reheated. The modeling is in-
formed by global scale mantle mixing simulations which predict how the temperature and
composition of the mantle evolves through geologic time. In Chapter 6, I focus on how
thermal and chemical heterogeneity affects the seismic velocity structure of the transition
zone, and how seismically imaging mineral phase transformations can inform us about the
temperature and composition of the mantle. I analyze data from the USArray to image
the transition zone beneath North America, and use synthetic tests based on 3D spectral
element waveform simulations to investigate imaging artifacts.
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CHAPTER 2
P and S wave delays caused by thermal plumes *
Abstract
Many studies have sought to seismically image plumes rising from the deep mantle in or-
der to settle the debate about their presence and role in mantle dynamics, yet the predicted
seismic signature of realistic plumes remains poorly understood. By combining numeri-
cal simulations of flow, mineral-physics constraints on the relationships between thermal
anomalies and wave speeds, and spectral-element method based computations of seismo-
grams, we estimate the delay times of teleseismic S and P waves caused by thermal plumes.
Wavefront healing is incomplete for seismic periods ranging from 10 s (relevant in travel-
time tomography) to 40 s (relevant in waveform tomography). We estimate P wave delays
to be immeasurably small (< 0.3 s). S wave delays are larger than 0.4 s even for S waves
crossing the conduits of the thinnest thermal plumes in our geodynamic models. At longer
periods (> 20 s), measurements of instantaneous phase misfit may be more useful in re-
solving narrow plume conduits. To detect S wave delays of 0.4–0.8 s and the diagnostic
frequency dependence imparted by plumes, it is key to minimize the influence of the het-
erogeneous crust and upper mantle. We argue that seismic imaging of plumes will advance
significantly if data from wide-aperture ocean-bottom networks were available since, com-
pared to continents, the oceanic crust and upper mantle is relatively simple.
2.1 Introduction
Hotspots (Wilson, 1963) and mantle plumes (Morgan, 1971) have been important concepts
in global geophysical and geochemical research (Ballmer et al., 2015) for more than half
*Chapter 2 is published in Geophysical Journal International: Maguire, R., Ritsema, J., van Keken, P.
E., Fichtner, A., & Goes, S. (2016). P-and S-wave delays caused by thermal plumes. Geophysical Journal
International, 206(2), 1169-1178.
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a century. In the classical view, plumes begin as thermal instabilities at the core-mantle
boundary (CMB) and rise rapidly through the mantle. The voluminous plume head erupts
as flood basalts to form large igneous provinces. The narrow plume tail is a persistent
source of volcanism with a relatively fixed mantle position.
While plumes explain broad topographic swells, geoid highs, and the distinct geochem-
istry of basalts at hotspots, the plume hypothesis has not been universally accepted. A
number of hotspots may not require a deep mantle origin (e.g., King and Ritsema, 2000),
and plumes in a heterogeneous mantle with chemical and phase changes are predicted to
be more complex than plumes in the classical models (e.g., Samuel and Farnetani, 2003;
Ballmer et al., 2013; Lin and van Keken, 2006). Seismic images (e.g., Bijwaard and Spak-
man, 1999; Montelli et al., 2004; Allen et al., 2002; Wolfe et al., 2009; Styles et al., 2011;
French and Romanowicz, 2015) and statistical analyses (Boschi et al., 2007, 2008) sug-
gest that several low-velocity anomalies are continuous from the top to the bottom of the
mantle. In addition, mantle transition zone thinning has been observed beneath a number
of hotspots (e.g., Schmandt et al., 2012; Shen et al., 1998), potentially indicating a ther-
mal anomaly extending to the lower mantle. Yet, it remains controversial to associate the
complex seismic observations and models uniquely to thermal plumes.
Several factors complicate the resolution of the seismic structure of the mantle beneath
hotspots. First, most regional seismic networks, and especially those covering oceanic
hotspots (i.e., Hawaii and Iceland), have limited aperture. The sparse wave-path coverage
in the lower mantle leads to overwhelming seismic modeling artifacts. Second, the deceler-
ation of waves traversing a plume tail may not be recorded at seismic stations on the surface
due to the destructive interference of direct and diffracted waves (i.e., wavefront healing)
(Nolet and Dahlen, 2000; Malcolm and Trampert, 2011). These diffractions, recorded in
the coda of P and S waves (Rickers et al., 2012), are weaker than the coda signals produced
by scattering in the crust.
To make meaningful interpretations of seismic data and models, it is important to un-
derstand the expected imprint of plumes in waveforms. In this paper we estimate the
delay times of S and P waves, which are principal observations used in traveltime to-
mography. We develop seismic models of plumes by combining numerical simulations
of flow and mineral-physics constraints on the relationships between thermal anomalies
and wave speeds. We use 3D spectral-element method (SEM) computations to synthesize
teleseismic S- and P wave propagation through plumes at frequencies up to 0.1 Hz, which
are relevant in body-wave analyses. This work builds on analyses of uniform cylindrical
anomalies (Rickers et al., 2012) and on analyses of 2.5D axisymmetric synthetics (Hwang
et al., 2011).
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Our seismic models of axisymmetric plumes are based on plume ascent in a compress-
ible mantle with an isochemical pyrolitic composition and with phase changes. We vary
the strength and width of plumes by varying the dynamic parameters. The plume buoyancy
fluxes are about 2 × 103 kg/s in the lower mantle, which are within the range of the fluxes
inferred from hotspot swell topography (Sleep, 1990). It is likely that plumes in the Earth
deviate substantially from our idealized numerical models due to, for example, entrainment
of compositionally distinct material (e.g., Lin and van Keken, 2006; Samuel and Bercovici,
2006; Kumagai et al., 2008) and the shearing by the overriding plate (Ballmer et al., 2015).
However, we focus primarily on the structure of the narrow, vertical plume conduit, whose
seismic resolvability in the lower mantle is uncertain. Any deviation from an idealized ver-
tical conduit due to large scale flow is unlikely to significantly alter the width of the plume
tail, or the amplitude of the seismic anomaly.
2.2 Numerical simulations
2.2.1 Thermal plumes in a compressible mantle
We simulate plumes closely following Bossmann and van Keken (2013), in which we solve
the equations governing conservation of mass, momentum, and energy as defined by the
anelastic liquid approximation (Jarvis and McKenzie, 1980). The equations are discretized
via the finite-element method and solved in an axisymmetric spherical shell. We use a
staggered grid refinement scheme to optimize the computations. The smallest grid spacing
of 2.85 km is necessary to resolve the high temperature gradients in the plume head. The
bottom boundary is a free-slip surface with a fixed temperature of 3270 K. The side wall is
insulating, and the top boundary is fixed at 273.15 K. Rigid boundaries at the top and side
of the domain limit large-scale horizontal flow and emphasize plume development.
The initial adiabatic temperature profile (Figure 2.1) is determined using the Adams-
Williamson equation of state. Estimates of the temperature increase across the superadia-
batic thermal boundary layer above the CMB range from 500 K to 1,800 K (Lay and Buffett,
2008). We vary the temperature contrast, ∆TCMB, across the basal thermal boundary layer
between 550 and 750 K. The depth-dependent thermal expansivity, α, decreases by a fac-
tor of three from the Earth’s surface to the CMB. A surface value of thermal expansivity,
α0 = 3 × 105 K−1 and specific heat, cp = 1250 J/kgK yield a dissipation number Di =
0.679 for all plume models.
7
Viscosity, η, varies as a function of temperature T and depth z
η(T, z) = η(z) e−b(T−T¯ ). (2.1)
A linearization of the Arrhenius viscosity law for diffusion creep with E = 300 kJmol
(e.g., Karato and Wu, 1993) yields a viscosity reduction between one and three orders of
magnitude over the range of plume excess temperatures we consider (i.e., b = ln(10) to b =
ln(1000)). The depth dependent viscosity prefactor η(z) is given by three layers (Figure
2.1c). The viscosity in the lower mantle, η3, is 1022 Pa s. A stiff upper layer of η1 = 100 ηLM
simulates a 120-km thick lithosphere. The viscosity η2 in the upper mantle is either η3 or
η3/30.
Plumes are initiated by applying a cosine perturbation to the basal thermal boundary
layer. The peak perturbation at the symmetry axis is equal to half of the temperature differ-
ence between the surface and the CMB. We vary the structure of plumes by modifying the
radial viscosity profile, the temperature-dependence of rheology, the temperature contrast
across the basal thermal boundary layer, and phase changes in the mantle transition zone.
Plumes are broad in a mantle with relatively high viscosity and localized when rheology is
strongly temperature dependent. The endothermic phase transition at the base of the mantle
transition zone can inhibit plume ascent.
Phase functions describe the relative fraction of each mineral phase as a function of ex-
cess pressure at the 410-km and 660-km phase transitions. For models considering phase
changes, we assume that the Clapeyron slopes of the olivine-wadsleyite phase change (Γ410)
and the ringwoodite-perovskite phase change (Γ660) are +3.8 MPa/K and -2.5 MPa/K, re-
spectively. The effects of latent heat on temperature are included in the reference tempera-
ture profile.
Plume excess temperature in the upper mantle inferred from OIB major-element geo-
chemistry is expected to be in the range of 100–300 K (e.g., Courtier et al., 2007). Here,
plume models slightly exceed this range (∼ 350–500 K) for the upper mantle. This is po-
tentially due to a lack of lateral motion imposed by the axisymmetry constraint. It may
also be an indication that plumes in the Earth carry a fraction of the heat from the CMB to
the surface, potentially due to chemical stratification of a dense layer above the core (e.g.,
Farnetani, 1997). Stagnation just below the transition zone may also promote cooling (e.g.,
Ballmer et al., 2015). Our models neglect latent heat loss due to melting, but this is likely
a second order effect.
We calculate the buoyancy flux B by integrating the product of mass flux and thermal
expansion due to the plume excess temperature over a spherical surface S with a radius of
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10 degrees, centered on the plume axis.
B =
∫
ραw(T − TA) dS (2.2)
where ρ is density, α is thermal expansivity,w is the upward velocity, TA is the adiabatic
reference temperature. Further details are provided in Bossmann and van Keken (2013).
2.2.2 Seismic velocity conversion
The P-wave (VP ) and S-wave (VS) velocity structure of the plume is determined using ther-
modynamic first principles. We assume a pyrolite mantle composition (Workman and Hart,
2005) and the elastic parameter database described in Stixrude and Lithgow-Bertelloni
(2011) for the six oxides SiO2, MgO, FeO, CaO, Al2O3, Na2O. Mineral parameters in the
database are calculated for a third-order, finite- strain equation of state with Mie-Gru¨neisen
temperature correction. We use the Perple X software (Connolly, 2005) to compute an
equilibrium mineral assemblage at each point in P and T . VP and VS of a bulk mineral as-
semblage is determined by Voigt-Reuss-Hill averaging of the velocities of each constituent
phase (Figure 2.2a and 2.2b). The effects of anelasticity on shear wave velocity are incor-
porated using a model for the S-wave quality factor QS that varies with temperature T and
depth z as QS(z, T ) = Qoωa exp
(
aξTm
T
)
, where ω is frequency, a is exponential frequency
dependence, ξ is a depth scaling factor, and Tm is the dry solidus melting temperature. Our
anelasticity model, Q7g uses values of Qo = 0.1, 0.5, 1.5 for the upper mantle, transition
zone, and lower mantle respectively. ξ in these intervals is 38, 30, and 26. The frequency
ω is assumed to be 1/20 Hz, and a is assumed to be 0.15. We use the dry solidus calculated
in Herzberg et al. (2000) for the upper mantle and Zerr and Diegeler (1998) for the lower
mantle. The calculation of VP and VS is not well defined where partial melt is present,
which may occur in the shallow plume head. We estimate reductions in seismic velocity
at temperatures above the dry solidus by linear extrapolation using the local temperature
derivatives at the solidus.
A maximum plume temperature anomaly of 750 K in the lower mantle corresponds to
shear-velocity reductions of up to 4%. Although plume excess temperature is smaller in
the upper mantle, the shear-velocity reduction is, on average, about 10% along the plume
axis. Maximum shear-velocity reductions of 15% near 410 and 660 km depth are due to
perturbations of the phase-transition depth.
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2.2.3 3D waveform computations
We compute the full 3D wavefield using the spectral element solver SES3D (Gokhberg and
Fichtner, 2016), which solves the integral form of the elastic wave equation in a heteroge-
neous media. We simulate signals with periods between 10–200 s using a bandpass filtered
Heaviside source time function. The simulation of T > 10 s waveforms for 30-minute long
seismograms is computed in approximately 30 minutes real time on 864 parallel compute
nodes, each equipped with a GPU accelerator.
The computational domain is a spherical shell that spans 120 degrees in longitude, 70
degrees in latitude, and 2500 km in depth. The domain consists of 4.68× 107 elements and
5.85× 109 grid points to ensure that at least two elements sample the shortest wavelengths
(≈ 40 km).
We place the earthquake source at 400 km depth in order to avoid interference of direct
waves and depth phases. The plume axis is 45◦ from the source (Figure 2.3) so direct S and
P waves simulated for teleseismic distances (30–80◦) do not interact with the core. We cal-
culate seismograms for the reference background model and each plume model at a grid of
stations behind the plume axis (Figure 2.3b). This geometry represents a hypothetical seis-
mic experiment in the NE Pacific designed to image the mantle structure beneath Hawaii
using recordings of earthquakes in the Tonga-Fiji region.
Synthetic seismograms for plume model R1b (Figure 2.4) show delays and waveform
complexity as a function of distance, which are typical for all plume models. Waveform
complexity near X = 4◦ is due to multi-pathing as S interacts with the strong wavespeed
gradients at the margins of the plume head. For X > 8◦, when S crosses the plume axis in
the lower mantle, waveforms for plume R1b and the background model are nearly identical
except for a time offset (i.e., the traveltime delay). For increasing X , the traveltime delay
diminishes from about 3 s at X = 10◦ to about 0.5 s at X = 40◦. Wave diffraction around
the plume conduits is not clearly visible in the S coda at 10 s period.
2.3 Dynamical plume models
We simulate four seismic structures for three plumes with different morphologies by mod-
ifying the thermal Rayleigh number Ra, η, ∆TCMB, and by incorporating phase changes
(Figure 2.5 and Table 2.1). We choose a limited set of plumes because of the computa-
tionally expensive waveform simulations. However, they represent the range of widths and
strengths of plume conduits in the lower mantle and the range of expected P-wave and
S-wave delays.
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Plume models R1a and R1b represent two stages of evolution of the same plume. This
plume ascends in a mantle with moderately temperature-dependent rheology (b = ln(102)),
a thermal Rayleigh number of 2× 106, and with phase transitions. ∆TCMB = 750 K, which
renders an excess temperature in the upper mantle of ∼450 K. The viscosity in the upper
mantle is 30× smaller than the viscosity in the lower mantle, i.e., η2 = η3/30. At 45 Myr
(model R1a), the broad plume head is still in the lower mantle. At 55 Myr (model R1b),
the plume head has crossed the upper mantle transition zone and begins to spread beneath
the lithosphere, and its conduit has narrowed due to the reduction in viscosity. Reductions
of VS are as large as 15% in the plume head. The tail has a diameter of 200 km and VS
has been reduced by up to 4%. We define plume tail width to be the point at which plume
excess temperature diminishes to half of the maximum value at a given depth, as in Goes
et al. (2004).
Plume R2 ascends in a mantle with weakly temperature-dependent viscosity (b = ln(10)),
a thermal Rayleigh number Ra = 106 and ∆TCMB = 750 K. We omit the effect of phase
changes and the viscosity η2 = η3 = 1022 Pa s in both the upper and lower mantle, which
leads to a more simple lower mantle structure in contrast to R1b. Plume R2 is sluggish
because of the weak temperature-dependence of viscosity and the low Ra. Its rise time is
≈ 200 Myr as opposed to ≈ 50 Myr for R1b. The plume tail has a diameter of about 400
km in the lower mantle. Without the viscosity reduction in the upper mantle, the plume
conduit remains broad after crossing the 660-km phase transition. Although the viscosity
structure and Rayleigh number differ significantly, the temperature and VS along the plume
axis in models R1b and R2 are similar because the excess temperature in the upper mantle
is primarily controlled by the dissipation number Di and ∆TCMB (Albers and Christensen,
1996).
The plume in model R3 has developed in a relatively weak thermal boundary layer
(∆TCMB = 550 K), and it has a relatively small excess temperature (≈ 350 K) at the base
of the lithosphere. The mantle has a rheology with strong temperature dependence (b =
ln(103)). As in R1a and R1b, we incorporate a viscosity reduction by a factor of 30 in the
upper mantle and the effects of phase changes in the transition zone. The thermal Rayleigh
number Ra = 8 × 105. The plume tail is narrow (150 km in diameter) and VS reductions
are smaller than in R1a, R1b, and R2. The thin and weak tail of R3 may be the most
challenging to image seismically. As plumes R1b and R3 evolve further in time the tails
broaden slightly, as they no longer feel the pull of the buoyant plume head.
Figure 2.6 shows the depth-dependence of buoyancy flux B for each plume model.
The variations of B with depth primarily reflects the position of the buoyant plume head.
Buoyancy flux also increases from the lower mantle to the upper mantle if the viscosity in
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the upper mantle is lower. The plume in model R1b has the largest upper mantle buoyancy
flux of B = 20 × 103 kg/s, which is more than twice as large as B estimated for Hawaii.
R1b is not in steady state as the plume head is still rising in the upper mantle. We expect a
transient reduction of B for a long-lived plume supported swell (such as Hawaii) after the
plume head spreads and cools beneath the lithosphere. The values of B in Table 2.1 apply
to the plume tail at 2500 km depth. These estimates may be most comparable to estimates
of buoyancy flux beneath hotspots (Goes et al., 2004).
2.4 Seismic wave propagation through plume models
We analyze the waveform differences between the background model and the four seismic
models using two approaches. In the first approach, we measure S and P wave delay time
by cross-correlation. In the second approach, we measure instantaneous phase differences
(Bozdag˘ et al., 2011), which allow for small amplitude diffracted arrivals to be analyzed.
2.4.1 Traveltime delays from waveform correlation
The P and S delay times (∆TP and ∆TS) (Figure 2.7) are defined by waveform cross-
correlation functions. We determine the delay using the first upswing and maximum, which
correspond to about an 8 s long wave segment. Given the slight differences between the
waveforms for the background and plume models, we modify the cross-correlation window
to determine how the delay times vary as a function of window length. From the variability
we estimate that our measurements of delay times have uncertainties of about ± 0.1 s at a
period of 10 s. The uncertainties are slightly higher at longer periods.
For plumes R1b, R2, and R3, which have plume heads in the upper mantle, the form of
∆TP and ∆TS up to X = 10◦ is determined by the shape and width of the plume head in
the upper mantle. The peak delay is recorded near the plume axis at about X = 4◦ when
P and S propagate steeply through the center of the plume head. Model R2 produces the
largest (∆TS = 15 s and ∆TP = 4 s) and broadest imprints of ∆TP and ∆TS because it
has the strongest and widest plume head beneath the lithosphere. At X > 10◦, ∆TP and
∆TS decrease smoothly as P and S traverse the plume tail at progressively larger depth.
For plume model R3, the weakest and thinnest plume, S and P delays are approximately
0.4 s and 0.1 s, respectively. The P and S delays due to plume R1a begin at about X = 10◦
behind the plume axis when P and S turn in the lower mantle. For all models, the P delay
is recorded slightly earlier than the S delay because, at the same period, P s has a broader
Fresnel zone than S.
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Figure 2.8 shows ∆TS as a function of X along the axis through the event and plume
(i.e. Y = 0) for periods of T > 10 s, T > 20 s, and T > 40 s, and computed using
ray-theory. The ray-theoretical delay times and the delay times determined from waveform
correlation have the same character. The maxima in ∆TS atX < 10◦ reflect the complexity
of the seismic structure of the plume head. Ray-theory predicts these maxima to be strongly
peaked. The maxima in ∆TS are smallest and smoothest when measured from the longest
period waveforms because, at increasingly longer periods, the Fresnel zones widen.
At X > 10◦, when S samples the plume tail in the lower mantle (for models R1b,
R2, and R3), the ray-theoretical ∆TS and ∆TS determined by cross-correlation decrease
monotonically with X for three reasons. First, for increasing X , S crosses the plume tail
along a shorter path. Second, ∆VS decreases with depth (see Figure 2.2), albeit slightly.
Third, wave diffraction (i.e. wavefront healing) causes wave delays to diminish. This effect
is strongest at the longest periods. Therefore, ∆TS is smallest when determined from waves
with the longest periods and the widest Fresnel zones.
For model R2, a relatively strong plume, ∆TS at X = 35◦ is 1.2 s, 1.0 s, and 0.8 s
at periods of 10 s, 20 s, and 40 s, respectively. For model R3, the weakest and narrowest
plume, ∆TS at X = 35◦ is 0.5 s, 0.4 s, and 0.3 s at periods of 10 s, 20 s, and 40 s,
respectively. These delays are about half the delays predicted by ray theory.
2.4.2 Instantaneous phase misfit
The instantaneous phase analysis (Rickers et al., 2012, 2013) is useful to isolate signals
of wave diffraction around the plume tail. These diffractions have low amplitudes rela-
tive to direct arrivals and would contribute insignificantly to waveform cross-correlation
functions. Instantaneous phase differences are independent of signal amplitude and thus
not dominated by the high-amplitude direct arrival. Instantaneous phase misfits, ∆φ(t) are
calculated for S at periods T > 20 s and T > 40 s over an extended time window of 80 s to
include signal due to plume diffraction. At this relatively long period and with water-level
stabilization, the analysis is not complicated by large phase mismatches. Measurements of
instantaneous phase misfit are visually inspected to ensure that ∆φ(t) is well behaved.
Figure 2.8 (right column) shows the L2 norm of the instantaneous phase misfit, ||∆φ(t)||,
as a function of X for the seismic models in Figure 2.5. The form of ||∆φ(t)|| resembles
∆TS determined by cross correlation. However, ||∆φ(t)|| decays more slowly with dis-
tance because the small-amplitude diffractions contribute to the measurement of the delay.
At periods of T > 40 s, cross-correlation measurements of R3 decay to less than 2% of
their maximum value at X = 10◦. Equivalently large instantaneous phase misfits are still
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observed up to X = 40◦. In addition, non-zero instantaneous phase misfit values are
recorded over a wider range in azimuth. These results demonstrate that, at low frequencies,
the instantaneous phase measurement is more useful than time-domain waveform cross-
correlation to resolve the narrow plume conduits in the lower mantle, in agreement with
Rickers et al. (2012).
2.5 Discussion and Conclusions
Models R1b and R3 (see Figure 2.5) are our end-member estimates of VP and VS reductions
within the conduits in the lower mantle. The seismic structure of R1b includes up to 2% and
4% reductions in VP and VS which delay teleseismic P and S waves by about 0.15 s and 0.7
s. VP and VS in the tail of R3 are reduced by as much as 1.8% and 3.5% and lead to P and
S delays of about 0.1 s and 0.45 s. The delay times depend on the chosen frequency band
in which P and S are analyzed because Fresnel zones broaden with decreasing frequency.
S delays for model R1b (at a distance X = 35◦ in Figure 2.8) are 0.7 s for T > 10 s and
0.4 s for T > 40 s. S delays for model R3 are 0.5 s for T > 10 s and 0.3 s for T > 40 s.
These delays are up to 50% smaller than ray-theoretically predicted delays. To ensure that
the presence of a plume head in the upper mantle is not biasing our results, in addition to
the work shown, we separately modeled the upper and lower mantle expression of plume
R1b (i.e., both just the head and just the tail). We find that delays induced by the plume
head disappear entirely for distances larger thanX = 10◦, and that any delay signal beyond
this distance can be attributed entirely to the plume tail.
Given that plumes may have a distinct composition (Ballmer et al., 2013; Lin and van
Keken, 2005; Dannberg and Sobolev, 2015) and that the conversion between temperature,
composition, and wave speed structure is uncertain (Styles et al., 2011; Cobden et al.,
2008), we estimate that the P and S wave reductions are uncertain by 30%. Waveform
simulations indicate that the P and S delays depend linearly on the VP and VS reductions in
agreement with previous modeling (Mercerat and Nolet, 2013). If VP and VS are enhanced
or reduced by 30%, the delay times increase or decrease by 30% (Figure 2.9).
These delays are somewhat larger than the delays we have previously determined using
2D modeling (Hwang et al., 2011). Nevertheless, we remain skeptical that faint delays
in P (< 0.3 s) associated with thin thermal plumes are detectable in currently available
seismic data sets. The 0.4–0.8 s delay of S waves by lower mantle plume conduits and
the diagnostic frequency dependence should be observable when the influence of the het-
erogeneous crust and uppermost mantle is small. For example, recordings of abundant
earthquakes in the Tonga-Fiji and Kermadec regions by a wide-aperture network of ocean-
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bottom seismometers (OBS) in the northeast Pacific (as sketched in Figure 2.3b) would
provide wave sampling of the lower mantle beneath Hawaii. Since the structure of the
crust and lithosphere beneath the northeast Pacific is relatively simple, traveltime delays
accrued in the lithosphere may be estimated using plate cooling models and from delay
time measurements over a broad range of source azimuths. The traveltime dispersion due
to reverberations in the crust (Hwang et al., 2011) is different than the dispersion due to
plumes and can be can be estimated from layered models of the oceanic crust. Ideally, such
OBS network cover the ocean floor beyond the Hawaiian swell to ensure lower mantle
sampling beneath Hawaii and to record the smooth and systematic decay of the traveltime
delays.
15
2.6 Figures - Chapter 2
Figure 2.1: References profiles for (a) temperature and (b) VS (red line), VP (blue line),
and density (black line). Reference values are calculated along the reference geotherm
of the dynamic plume models. Note the anomalous changes in temperature, VS , VP , and
density near the 410-km and 660-km phase transitions (dashed lines) due to latent heat
effects. (c) Prefactors of three-layer viscosity profile η(z): η3 = 1022 Pa s in the lower
mantle, η1 = 100 η3 in the lithosphere, η2 = η3 or η2 = η3/30 in the upper mantle.
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Figure 2.2: (a) VP and (b) VS as a function of pressure and temperature. The blue line
is the geotherm for the reference structure. The red line is the geotherm along the plume
axis of model R1b. The dry solidus of pyrolite is shown as a bold dashed line. Seismic
velocity contours are shown every 0.1 km/s. (c) Plume excess temperature, ∆T, and (d)
shear-velocity reduction along the axis of plume R1b. Peaks near 410 and 660 km depth
are due to phase transitions.
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Figure 2.3: (a) Vertical cross section of the geometry of the seismic model. Plume R1b is
at X=0, the earthquake at X=−45◦ and a depth of 400 km. The black line are ray paths to
illustrate the P and S propagation through the plume. (b) Map view representing the ge-
ometry of the model domain. The domain spans 120 degrees in X and 70 degrees in Y. The
earthquake (yellow star), plume (yellow circle), and a grid of seismic stations (dashed line)
represents a hypothetical seismic deployment designed to image the mantle beneath Hawaii
using recordings of earthquakes in the Fiji-Tonga region at stations in the NE Pacific.
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Figure 2.4: S waveforms for the background model (black) and plume model R2 (red) as a
function of distance X from the plume axis. The waveforms have a minimum period T = 10
s. They have been aligned on the theoretical arrival time of the S wave for the background
model.
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Figure 2.5: The temperature field (left half) and S-wave velocity perturbations ∆VS (right
half) of plume models R1a, R1b, R1c, R2, and R3. ∆VS is relative to the reference shear
velocity profile in shown in Figure 1. Temperature and ∆VS contours are shown every 200
K and every 2%, respectively. The cross sections are 20◦ wide and extend from the surface
to the core mantle boundary.
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Figure 2.6: Plume buoyancy flux as a function of depth for plumes R1a (red), R1b (blue),
R2 (orange), and R3 (green).
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Figure 2.7: Cross-correlation delay times for plume models R1a, R1b, R2, and R3 as a
function of X and Y . The top half and bottom half of each map show P and S delays,
respectively. The S wave delay time scale is 4 times wider than the P delay time scale. P
wave contours are drawn every 0.125 s, starting at 0.1 s. S wave contours are drawn every
0.5 s, starting at 0.4 s.
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Figure 2.8: (left column), ∆TS as a function of X along the earthquake-plume axis (i.e.,
Y = 0) for each of the four plume models. The dashed line shows calculated ray theoret-
ical delays. The solid lines show ∆TS determined by cross-correlation of waveforms with
periods larger than (red) 10 s, (blue) 20 s, and (green) 40 s. At distances greater than X =
20, the vertical scale is exaggerated to show detail. (right column) Norm of instantaneous
phase misfit measured along the earthquake-plume axis for periods larger than 20 s (blue)
and periods larger than 40 s (green).
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Figure 2.9: P (left) and S (right) delay times as a function of distance X behind the plume
for models R1b (a and b) and R3 (c and d), measured at periods larger than 10 s. The
shaded regions indicates the measurement uncertainty of ± 0.1 s. The black line shows
delay times for models R1b and R3 (see Figure 5). The blue and red lines show measured
delay times after multiplying the P and S velocity reductions by a factor 0.7, and 1.3
respectively. These represent the upper and lower bounds of the uncertainties associated
with the temperature conversion.
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Ra Time (Myr) ∆ TCMB (K) b B (Mg/s) Phase Changes
R1a 2× 106 45 750 ln(102) 2.00 Yes
R1b 2× 106 55 750 ln(102) 2.91 Yes
R1c 2× 106 175 750 ln(102) 1.53 Yes
R2 1× 106 201 750 ln(10) 1.94 No
R3 8× 105 106 550 ln(103) 1.87 Yes
Table 2.1: Physical parameters used in plume simulations.
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CHAPTER 3
Evaluating the resolution of deep mantle plumes
in teleseismic traveltime tomography *
Abstract
The strongest evidence to support the classical plume hypothesis comes from seismic imag-
ing of the mantle beneath hotspots. However, imaging results are often ambiguous and it
is questionable whether narrow plume tails can be detected by present-day seismological
techniques. Here, we carry out synthetic tomography experiments based on spectral ele-
ment simulations of seismic waves with period T > 10 s propagating through geodynam-
ically derived plume structures. We vary the source receiver geometry in order to explore
the conditions under which lower mantle plume tails may be detected seismically. We de-
termine that wide aperture (4,000 – 6,000 km) networks with dense station coverage (<
100 – 200 km station spacing) are necessary to image narrow (< 500 km wide) thermal
plume tails. We find that if uncertainties on traveltime measurements exceed delay times
imparted by plume tails (typically < 1 s) the plume tails are concealed in seismic images.
Vertically propagating SKS waves enhance plume tail recovery but lack vertical resolution
in regions that are not independently constrained by direct S paths. We demonstrate how
vertical smearing of an upper mantle low-velocity anomaly can appear as a plume origi-
nating in the deep mantle. Our results are useful for interpreting previous plume imaging
experiments and guide the design of future experiments.
*Chapter 3 is published in Journal of Geophysical Research: Solid Earth: Maguire, R., Ritsema, J.,
Bonnin, M., van Keken, P. E., & Goes, S. (2018). Evaluating the Resolution of Deep Mantle Plumes in
Teleseismic Traveltime Tomography. Journal of Geophysical Research: Solid Earth, 123(1), 384-400.
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3.1 Introduction
Seismic imaging of the structure of mantle plumes and constraining the role of plumes in
the dynamics of Earth’s remain important research objectives. Estimates of plume heat
flux inferred from hotspot swells indicate that plumes carry 5–10% of the Earth’s 44 TW of
heat (e.g., Sleep, 1990). Plumes may be responsible for the emplacement of large igneous
provinces, continental breakup, and mid-plate volcanism (see Ballmer et al. (2015) for a
review). Over the past two decades seismologists have sought evidence for plumes from
estimates of the thermal perturbations of phase boundaries in the transition zone (e.g., Shen
et al., 1998; Li et al., 2000; Schmandt et al., 2012) and from tomographic imaging (e.g.,
Wolfe et al., 1997; Allen et al., 1999; Montelli et al., 2004; Wolfe et al., 2009; French and
Romanowicz, 2015).
Seismic tomography in particular is a powerful technique to illuminate plumes in the
deep mantle and their interactions with large-scale flow and physical boundaries in the
mantle transition zone. However, interpreting seismic models remains difficult for several
reasons. First, seismic station coverage at hotspots, particularly in oceanic regions, is lim-
ited, which inhibits sampling of deep mantle structure with direct P and S waves. Waves
that propagate nearly vertically through the mantle, such as SKS, sample the deep structure
beneath hotspots but have limited vertical resolution. In regions with low and non-uniform
data coverage regularization of the inversion may distort seismic velocity anomalies. The
artificial elongation of velocity anomalies along near-vertical teleseismic ray paths com-
plicates estimates of the depth extent of plumes. Second, the delays of seismic waves
after propagating through narrow plume conduits in the lower mantle may be immeasur-
ably small (e.g., Hwang et al., 2011; Rickers et al., 2012; Maguire et al., 2016). Finite-
frequency theory (e.g., Nolet and Dahlen, 2000; Hung et al., 2001) accounts for the effects
of wave diffraction (i.e., wavefront healing) on traveltime delays. However, it is unclear
if in practical terms finite-frequency tomography offers higher image resolution compared
with ray theoretical tomography when measurement errors and the contributions of shallow
structure to traveltime delays are relatively large (e.g., Trampert and Spetzler, 2006).
We evaluate how thermal plumes are imaged in teleseismic traveltime tomography us-
ing resolution tests that are commonly applied to assess the potential artifacts in tomo-
graphic images (e.g., Grand, 1987; Spakman et al., 1989; Styles et al., 2011). Our models
of thermal plumes are based on geodynamic predictions of the temperature structure in
the mantle beneath plumes and mineral-physics based estimates of seismic velocities. We
calculate the travel time signature of a set of dynamic plume structures using 3D wave-
form simulations following our previous work (Maguire et al., 2016). We invert these
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’synthetic’ data using both ray theory and finite frequency theory following methods us-
ing regional-scale teleseismic traveltime tomography. Our approach is similar to that of
Rickers et al. (2012) and Xue et al. (2015) with the important difference that our plume
structures are based on dynamically consistent compressible flow models of mantle plumes
that satisfy geodynamic constraints together with a consistent mapping of temperatures to
seismic velocity using mineral physics constraints. While plumes in the real Earth may
deviate substantially from our idealized models, it is useful to consider geophysically plau-
sible plumes since the range of widths, excess temperatures, and velocity perturbations are
consistent with our current understanding of mantle dynamics and mineral physics.
While it is widely accepted that many hotspots exhibit upper mantle seismic anomalies,
the debate on the resolvability of lower mantle plume tails continues. Therefore our tests
are focused on the imaging of the plume tail in the lower mantle. We do not explore in
detail the structure of the plume head in the upper mantle which may be complicated by
shearing driven by plate motion and dynamic layering (e.g., Ballmer et al., 2013). It is our
goal to explore how accurately narrow plume tails can be imaged with regional seismic
networks, given limited data coverage, inversion regularization, and data uncertainty. In
synthetic tomography experiments, we vary the source-receiver geometry to determine the
effects of array aperture and station density on image resolution. We choose regional-scale
deployments since the direct phases S and P are ideal phases to image the deep mantle
especially when they are recorded by wide-aperture, dense regional networks. We estimate
the additional resolving power of SKS waves and assess the value of finite-frequency theory
over ray theory. We use Hawaii as our example target and evaluate how well a plume there
can be imaged using past and planned offshore seismic deployments in the Pacific Ocean.
3.2 Methods
3.2.1 Numerical simulations of plumes
3.2.1.1 Geodynamic modeling
The tested plume structures are based on geodynamic simulations of flow in the Earth
using the method previously described by Maguire et al. (2016) and Bossmann and van
Keken (2013). We simulate plumes in a compressible mantle by solving the equations
governing conservation of mass, momentum, and energy using the finite-element method in
an axisymmetric spherical shell. Plumes are initiated by applying a harmonic perturbation
to the thermal boundary layer above the CMB.
We focus on three plumes with different diameters and strengths (Figure 3.1). The range
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of dynamic parameters is summarized in Table 3.1. The buoyancy flux of the plume tails
varies between 1.5 and 3.0 Mg/s, which is consistent with the range of hotspot buoyancy
fluxes reported in Sleep (1990). The plume structure depends on several factors, including
the temperature contrast across the core-mantle boundary ∆TCMB, the depth dependence
and temperature sensitivity of viscosity, the thermal expansivity and conductivity, and the
Clapeyron slope Γ660 of the ringwoodite-bridgmanite transition near a depth of 660 km
(abbreviated as the ‘660’ from hereon). We use a temperature- and depth-dependent vis-
cosity η(T, z) = η0(z) exp(−b(T−Tref )) which represents a linearization of the Arrhenius
viscosity law. We choose b to be in the range of ln(101) to ln(103). The latter value is con-
sistent with olivine under diffusion creep with an activation energy of E = 300 kJ mol−1.
The depth-dependent viscosity profile η0(z) is defined by three layers. In the lower mantle
η0(z) = 10
22 Pa s. In the upper mantle we reduce the viscosity by a factor of 30 in a num-
ber of models. The uppermost 120 km of the mantle represents a high-viscosity lithosphere
with η0(z) = 1024 Pa s.
Models R1a, R1b, and R1c represent three stages of development of the same dynamic
simulation. After 45 Myr, plume R1a is a starting plume with a head rising in the lower
mantle. After 55 Myr, plume R1b has reached the upper mantle and has begun to spread
beneath the lithosphere. The plume structure is complex near the 660 because this boundary
partially impedes the flow. After 175 Myr, plume R1c has a quasi-steady state structure.
Phase boundary effects have dissipated and the plume head has spread completely beneath
the lithosphere. Its tail in the lower mantle has a cylindrical structure with a width of
about 500 km. R1c is thinner in the asthenosphere by a factor of about two due to the
viscosity reduction above 660. Plume R2 has an anomalously wide (about 800 km) tail due
to the modest temperature dependence of viscosity compared to the other models. Plume
model R3, on the other hand, has an anomalously thin (less than 400 km wide) and weak
tail because the temperature contrast across the CMB is relatively small at 550 K and the
viscosity is strongly temperature dependent (b = ln(103)). The heads of plumes R1c and
R2 have spread horizontally a significant distance beneath the lithosphere. We artificially
truncate them to be no wider than 5 degrees from the plume axis so they do not overwhelm
the traveltime delay signal from the tail in the deep mantle.
We do not model any thermochemical plumes and therefore ignore the complexities
that may arise when chemical entrainment of a dense layer is modeled. Lin and van Keken
(2006) and Dannberg and Sobolev (2015) showed that entrainment of dense eclogitic ma-
terial may reduce plume buoyancy and broaden plumes in the lower mantle. In addition,
non-peridotitic components could change the amplitude of the seismic anomaly. While
plumes R1, R2, and R3 are purely thermal in origin the travel time delays in the plume tails
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are approximately linear with respect to velocity perturbation (e.g., Mercerat and Nolet,
2013; Maguire et al., 2016). Therefore our results can provide insight into the resolvability
of stronger or weaker thermochemical plume tails with similar widths.
3.2.1.2 Seismic velocity structure of plumes
The calculation of the seismic velocity structure of plumes R1, R2, and R3 in Figure 3.1 fol-
lows the same steps as in Maguire et al. (2016). We assume a constant pyrolitic composition
(Workman and Hart, 2005), defined in the NCFMAS system (i.e., in terms of the six oxides
Na2O, CaO, FeO, MgO, Al2O3, and SiO2). Using the code Perple X (Connolly, 2005) and
the thermodynamic database of Stixrude and Lithgow-Bertelloni (2011), we compute the
equilibrium mineral assemblage and the corresponding elastic parameters and density as a
function of pressure and temperature. The seismic velocity of the bulk mineral assemblage
is the Voigt-Reuss-Hill average of the velocity of each phase. Subsequently, we add the
effects of temperature, pressure, and frequency–dependent anelasticity using model Q7g
(as in Maguire et al. (2016)). The maximum velocity reduction within plume tails is about
4% for shear waves and 2% for compressional waves. Cobden et al. (2008) provide further
details of the thermodynamic method including sources of uncertainty.
3.2.2 Seismic modeling
3.2.2.1 Computation of travel time delays
The Preliminary Reference Earth Model (PREM) (Dziewonski and Anderson, 1981) is our
reference seismic structure of the mantle without plumes. We construct seismic structures
for plumes R1, R2, and R3 by superposing their velocity perturbations (from Figure 3.1)
on PREM. We note that the choice of reference structure is not an important factor in our
analysis given that commonly used 1D Earth models deviate only slightly in the lower
mantle. We determine the traveltime delays of the phases P, S, and SKS using spectral-
element method (SEM) waveform simulations. The seismic wavefield is described within
each element as an expansion in fourth-order Lagrange polynomials. The SEM waveforms
are accurate to wave periods longer than 10 s, corresponding to wavelengths in the lower
mantle of 130 km (for P waves) and 80 km (for S waves). In contrast to our previous
work (Maguire et al., 2016) which was based on SES3D (Gokhberg and Fichtner, 2016),
we use the spectral-element code SPECFEM3D GLOBE (Komatitsch and Tromp, 2002) to
simulate the waveforms of core phases.
We analyze synthetic waveforms at teleseismic distances. As an example, Figure 3.2a
shows the ray paths of S and SKS propagating through plume R1c for two events at dis-
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tances D = 50◦ (for S) and D = 100◦ (for SKS) from the plume axis. When the plume
axis is at a distance D of 50◦ from the event, the S waves at epicentral distances between
60◦ and 90◦ cross the plume tail in the lower mantle. The SKS waves traverse the plume
tail more vertically up to an epicentral distance of 110◦ when the plume–event distance D
is 100◦.
We calculate traveltime differences for P, S, and SKS between PREM and the 3-D
plume structures by comparing waveform segments centered on P, S, and SKS. The win-
dows are approximately 50 s wide. The seismograms are bandpass filtered between 0.1 Hz
and 0.04 Hz. We consider cross correlation delay times when applying finite frequency to-
mography and onset delay times when applying ray theoretical tomography since the wave
onset is a high-frequency signal of a waveform. We discard measurements for waveforms
affected by the interference between S and SKS near an epicentral distance of 80◦.
3.2.2.2 Tomographic inversion
We invert travel time delays to estimate P-wave and S-wave structure using either ray the-
ory (RT) or finite-frequency theory (FF) following the procedures that have been applied to
regional network data (e.g., Bonnin et al., 2014). The theories provide fundamentally dif-
ferent relationships between velocity heterogeneity in the mantle and recorded traveltime
delays. According to RT, the travel time delay is sensitive to wavespeed variation along the
ray path S:
δT = −
∫
S
δv
v2
ds, (3.1)
where v is the absolute seismic velocity and δv is the fractional perturbation relative to v. In
FF, the travel time delay is influenced by seismic structure within a volume V surrounding
the ray path:
δT =
∫
V
K(x) δv dV, (3.2)
where the sensitivity kernel K(x) is related to the Fresnel zone.
Figures 3.2b, 3.2c, and 3.2d illustrate the cross-sectional form ofK(x) for S, P, and SKS
measurements, respectively. S and P kernels are shown for events recorded at an epicentral
distance of 80◦ and the SKS kernel is shown for an event recorded at epicentral distance
of 100◦. The kernels reflect the sensitivity of cross correlation delay time observations to
waves filtered between 10 s < T < 25 s period. At the wave turning depth, the kernel is
about 1,000 km wide but the width depends on epicentral distance and wave period. We
compute the kernels K(x) for PREM using the paraxial ray approximation introduced by
Dahlen et al. (2000). We ignore the effects of velocity structure on the ray path S and on
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the sensitivity kernels K(x) which we expect to be weak for plume tails (e.g., Mercerat
and Nolet, 2013).
The model m is based on the cubed-Earth parameterization (e.g., Charle´ty et al., 2013;
Bonnin et al., 2014) and consists of about 3.5 × 106 blocks with horizontal side lengths
between 59–83 km and vertical side lengths between 44–90 km which increase with depth.
The global parameterization accommodates both mantle and core phases at teleseismic
distances. The size of each voxel is small compared to the width of the finite frequency
sensitivity kernels. The distinct 3-D shapes of the kernels are preserved when projected
onto the parameterization (Chevrot et al., 2012).
Given the large number of model parameters, we regularize the inversion by applying
norm damping (i.e, the total size of the model) and smoothness damping (i.e., the second
spatial derivative of the model). We minimize the object function O(m)
O(m) = (Gm− d)2 + nm2 + s (Sm)2. (3.3)
The first term of O(m) represents the data misfit. The second and third terms represent the
model size and the model roughness, respectively. The system matrix G incorporates the
forward theory, d is the vector of travel time delays, n and s are the norm and smoothness
damping parameters, and S is a smoothness matrix which minimizes the Laplacian of the
model.
The data misfit, χ2, is defined as
χ2 =
N∑
i
(
∑
j Gijmj − di)2
σi2
, (3.4)
where N is the number of data and i and j are the indices of traveltime delays and model
parameters, respectively. When the model fits the data to within measurement uncertainties,
χ2 = N . We add varying amounts of Gaussian noise to the synthetic delay time data to
approximate random measurement error.
We experiment with different values of the measurement uncertainty σ to estimate pre-
ferred models m. We choose the minimum value for σ of 0.1 s, which is equivalent to the
time step in the waveform simulations. The maximum value of σ is 1.0 s or 10% of the
dominant wave period. It represents a realistic error when the match between observed and
synthetic waveforms is poor and when the effects on waveforms of the crust, anisotropy,
and 3-D heterogeneity in the deep mantle are uncertain.
We determine the optimal model by varying the values of s and n, while setting their
ratio constant (r = s/n). Our tests indicate that r = 5 provides a suitable balance between
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smoothness and norm damping and we use this value for all inversions unless otherwise
noted. The effect of the choice of regularization parameters is explored in Section 3.4.7.
Figure 3.3 shows an example of tradeoff curves used to determine the best fit model
for both RT and FF. In both RT and FF the optimal model is near the bend of the tradeoff
curve, which indicates that error estimates are well constrained. However, for a given
variance reduction χ2/N , FF always leads to a model m with a larger L2 norm, indicating
that FF recovers images of plume structures with higher amplitudes.
3.3 Network configurations
Seismic network configuration and wave sampling are the key factors determining tomo-
graphic image resolution. To understand plume resolution given the practical limitations
of network design, especially in ocean basins, we conduct tomographic inversions of the
synthetic traveltime data for four different network configurations. We determine the res-
olution of plumes given (i) ideal data coverage and (ii) incomplete data coverage that is
representative of past or newly designed experiments near Hawaii and in the Pacific Ocean.
3.3.1 Configuration A: large network aperture, small station spacing,
and homogeneous event distribution
An ideal seismic network has a wide aperture with dense station spacing and records earth-
quakes over a full range of epicentral distances and azimuths. Here, we assume such a
network to be a square grid of stations with a width L and station spacing ∆x. The events
are at distances D between 30◦ and 120◦ and at azimuths every 30◦ (Figure 3.4a).
We vary L and ∆x to explore how network aperture and station density affect resolu-
tion. For the largest and densest grid, when L = 6,000 km and ∆x = 100 km the data cov-
erage is optimal, because the inversion results do not improve appreciably if the network
aperture L is larger or if station spacing ∆x is smaller. The largest network considered
provides 254,193 paths for P and S.
3.3.2 Configuration B: the PLUME geometry
The PLUME experiment (Laske et al., 2009; Wolfe et al., 2009) was a comprehensive
seismic experiment aimed at imaging the mantle beneath the Hawaiian hotspot. The ex-
periment consisted of 67 land and ocean-bottom seismometers on and surrounding Hawaii
which were in operation for more than two years. Figure 3.4b shows the station distribution
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of the PLUME experiment, following the description of Wolfe et al. (2009). The network
aperture is over 1,000 km , with stations typically spaced about 100 km apart. In simu-
lating a set of traveltimes, we use earthquake locations from all events greater than MW
6 that occurred during the two-year deployment of the PLUME network at epicentral dis-
tances between 30◦ and 120◦. The events are not exactly the same as those used by Wolfe
et al. (2009), which were selected on the basis of waveform quality, but the azimuthal and
distance distributions are similar. The total number of raypaths for P- and S-waves is 5,276.
3.3.3 Configuration C: wide-aperture linear arrays
The small array aperture of the PLUME experiment limits the imaging of lower mantle
beneath Hawaii. Here, we explore how tomographic resolution can be improved if a hypo-
thetical seismic array deployment has a wider aperture and would be operating for a longer
time. The deployment consists of three linear arrays which intersect at Hawaii (Figure
3.4c). The station spacing is ∆x = 200 km, and the length of each array is 50 degrees.
The total number of seismometers is 87. In our test the angles between each limb of the
array is 60◦ and is optimally aligned with regions of relative high seismicity. We consider a
five-year deployment and simulate traveltime measurements for all teleseismic earthquakes
greater than MW 6 that have occurred between 2012 and 2017, which provides 50,738 ray-
paths for P- and S-waves.
3.3.4 Configuration D: the Pacific Array
The fourth network configuration is based on a conceptual Pacific-wide network called
”The Pacific Array” as envisioned by Kawakatsu et al. (2016). The anticipated configura-
tion of PA is shown in Figure 3.4d. The Pacific Array (PA) constitutes ”an array of arrays”.
Each of the 14 sub-arrays is comprised a spiral of 10 stations with an aperture of about
500 km which enables the measurement of surface-wave dispersion to study the structure
of the crust and lithosphere across the Pacific. The network as a whole provides improved
body-wave coverage of the deep mantle. We assume in our modeling that the PA would
have been active for the same 2012–2017 period as the previous configuration. The array
provides 62,715 direct body-wave paths over this time span.
3.4 Results
We first explore the impact of plume tail width on resolution by showing inversion results
for each plume structure using the optimal source-receiver configuration. We next illustrate
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how data coverage and other aspects of the inversion process affect image resolution.
3.4.1 Plume images for ideal data coverage
Figure 3.5 shows the resolved images of plumes R1 (at stages a, b, and c), R2, and R3 using
FF and RT inversions of S-wave delay times. We use network configuration A shown in
Figure 3.4a with L = 6,000 km and ∆x = 100 km and assume that the uncertainty in the
S-wave traveltime delays has a Gaussian distribution with a standard deviation σ = 0.1 s.
This represents an optimal scenario for a tomographic inversion of teleseismic traveltimes
at a regional network of stations: the network aperture is wide, the station spacing is small,
the earthquake distribution is uniform, and the traveltime measurements are precise.
Despite the optimal setup, the images derived using both RT and FF reveal the signif-
icant distortions and amplitude loss. The intricate head and stem features of the plume
in the upper mantle (e.g., plumes R1b and R1c) or lower mantle (e.g., R1a), the dynamic
effects of the 660 on plume ascent, and the thinning of the conduit in the low-viscosity up-
per mantle above the 660 are unresolved. The velocity anomaly of the plume in the lower
mantle is strongly reduced due to wavefront healing and the applied model damping. For
the same variance reduction, FF resolves the plume tail in the lower mantle with a higher
amplitude than RT. For example, δVS = −1% in the resolved plume tail of R1b imaged
with FF, while is only about -0.2% with RT δVS .
The width of the plume tail is a primary factor in determining the fraction of the input
anomaly recovered. Plume R3 has the thinnest tail (less than 400 km wide) and is resolved
with the greatest amplitude reduction. With FF the tail is imaged with an amplitude δVS =
−0.5%, which is only about 25% of the strength of the input structure. With RT, the
shear velocity reduction δVS in the tail is smaller than 0.1%, which we consider to be
undetectable. The tails of plumes R1b and R1c are slightly wider (about 500 km wide) and
are recovered with greater amplitude. In the lowermost mantle, with FF, the tails of R1b
and R1c are imaged with an amplitude of about δVS = −1%, which is about 30% of the
amplitude of the input structure. In the mid-mantle, R1c is imaged with greater amplitude
than R1b since the tail of R1b thins slightly near 1500 km depth. With RT, the tails of R1b
and R1c are close to invisible in the lowermost mantle (δVS of about -0.2%). The wide
plume tail of R2 (diameter of 800 km) is imaged with the highest amplitude. More than
50% of the initial anomaly is recovered to a depth of 1800 km (imaged amplitude δVS <
−2%). Near the base of the mantle the tail diminishes in strength to about δVS = −1%.
The broad lower mantle plume head of R1a is imaged with little amplitude reduction with
both FF and RT (about 75% of strength of the input structure), but the short stem is less
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accurately recovered.
3.4.2 Effects of network spacing and aperture
Image resolution depends on wave path coverage. Networks with dense station spacing
offer data redundancy and enable resolution of fine-scale structure. Depth resolution is
best for the network with the widest aperture as teleseismic wave crisscross the mantle at
large range of angles.
To illustrate how image resolution depends on network aperture and station density,
we show in Figure 3.6 the resolved fractional amplitude F with respect to the shear ve-
locity anomaly in the input model: F = δV OUTS /δV
IN
S . For plume R1b and using FF, we
determine F at three depths along the plume axis in the lower mantle. We use network
configuration A for values of L of 2,000 km, 4,000 km, and 6,000 km and ∆x of 100 km,
200 km, and 500 km. The standard deviation of delay time measurement error is ∆σ = 0.1
s.
Resolution decreases with increasing depth z because data coverage diminishes. For the
smallest width (L = 2,000 km), teleseismic S-waves do not cross the plume axis at depths
larger than 2,000 km so F = 0 regardless of the station spacing ∆x. When L = 4,000 km,
the plume tail is resolved to over 2,000 km depth. There is a weak signal of plume tail at
2,400 km depth only when the network width is L = 6,000 km. However, the narrow plume
tail is resolved with a significant amplitude reduction. At 1600 km depth, F in the plume
tail is lower than 30% for the widest width L of 6,000 km and the smallest station spacing
∆x of 100 km considered. F decreases with increasing station spacing because the data
misfit makes a smaller contribution to the object function O (equation 3).
3.4.3 P-velocity versus S-velocity inversion
Figure 3.7 shows a comparison between S-wave and P-wave inversions for plume R1c using
FF theory. We use configuration A and L = 6,000 km, and ∆x = 100 km and assume that
the standard deviation of random traveltime error σ = 0.1 s. Throughout the lower mantle,
S wave inversions recover a larger fraction of the input anomaly than P wave inversions.
The velocity anomaly in the lower mantle is about -1.0% for S (30% of the amplitude in
the input structure) and -0.3% for P (15% of the amplitude in the input structure).
There are two reasons for the higher amplitudes of S velocity anomalies. First, δVS
is stronger than δVP in the input structures by about a factor of two due to the greater
sensitivity of VS to temperature. Second, the P-wave has a larger wavelength, a wider
Fresnel zone, and is more susceptible to the effects of wavefront healing. Given its wider
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Fresnel zone, a P-wave is sensitive to structure in the mantle over a broader volume than
S-waves and P velocity heterogeneity is imaged with a lower amplitudes. We note that we
are comparing inversions of P and S-wave delays calculated in the same frequency band.
In practice, P waves may be analyzed at higher frequencies than S waves. If P delays are
determined at a period of T = 5 s, we expect to recover the same fraction of the plume tail
because the sensitivity kernels of P and S would be of comparable size.
3.4.4 The effect of measurement uncertainty
To test the effect of uncorrelated error in travel time measurements, we invert S-wave delay
times with variable amounts of assumed noise. We use configuration A with L = 6,000 km
and ∆x = 200 km and choose three values for the standard deviation of traveltime error:
σ = 0.1 s, σ = 0.5 s, and σ = 1.0 s. We test the effects for plume R1b using FF.
With increasing values of σ, model damping and regularization have higher influence
(see equation (3)). This is evident from the comparison of the resolved structure of plume
R1b for the three values of σ in Figure 3.8. When the traveltime error is smallest (i.e.,
σ = 0.1 s), the deep plume tail is resolved with an amplitude of δVS ≈ -1.0%. For σ = 0.5
s, the recovered shear velocity anomaly in the plume tail is δVS is weaker than -0.2% and
the resolved δVS is smaller than -0.1% for σ = 1.0 s. These weak anomalies are likely
undetectable.
3.4.5 Comparison between networks
Figure 3.9 compares the resolved images of plume R1c for the four network configurations
discussed in section 4. We assume σ = 0.1 s and invert the delay times using FF. We invert
either the delay time of S (Figure 3.9; first column) and S with SKS (Figure 3.9; second
column).
High data coverage is key for the imaging of the plume tail in the lower mantle. The
images obtained using the optimal experiment geometry are shown in the first row of Figure
3.9 (see also Figure 3.4). They exhibit signatures of the tail of plume R1c deep into the
lower mantle. The shear velocity anomaly δVS in the plume tail is lower for configuration
B (representative of the PLUME network around Hawaii) because the aperture is much
smaller and the event distribution is inhomogeneous. When distributing a similar number of
stations as in B into wide-aperture linear arrays (configuration C), the imaging of the deep
mantle structure is significantly better. The Pacific Array distribution of stations across
the Pacific Ocean (configuration D) produces a weak signature of the tail in the lower
mantle. However, without dense station coverage the images are missing a clear mantle-
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wide expression of plume R1c into the upper mantle. We note that resolution in the mid and
shallow mantle can be improved by incorporating surface reflections (e.g., SS) and surface
wave constraints.
Figure 3.9 demonstrates also that SKS traveltimes provide resolution of the structure in
the lower mantle. For example, for configuration A the shear velocity anomaly δVS in the
plume tail diminishes from about -2.0% at 1,000 km depth to less than -1.0% near the base
of the mantle when only S traveltime delays are inverted. A joint inversion of S and SKS
traveltime delays produces a nearly constant δVS of -2.0% in the plume tail throughout the
lower mantle.
3.4.6 The resolving power of SKS
Wolfe et al. (2009) concluded that SKS is capable of driving resolution of the deep mantle
where direct S-waves are absent. Our results confirm this, as is evident in the second row
of Figure 3.9, which shows R1c imaged with the PLUME network (i.e., configuration B).
When inversions are performed using only S (first panel), the plume is not imaged below a
depth of 1,000 km. When SKS is included (middle panel), the plume tail is apparent to a
depth of 1,800 km.
However, since SKS propagates nearly vertically through the mantle, it is difficult to
resolve structure in the upper mantle and lower mantle independently. To illustrate this,
plume head in the upper mantle, we compute and invert S and SKS travel time delays for
the same plume R1c in which we have set δVS = 0 in the lower mantle (Figure 3.10a). The
NW–SE and SW–NE oriented cross sections in Figure 3.10b and 3.10c indicate that upper
mantle structure is projected into the lower mantle along dominant S and SKS paths. For
instance, the steeply dipping anomaly in Figure 3.10c, labeled X, projects towards a cluster
of events in South America at large epicentral distances that produces most of the SKS
traveltime delays. In Figure 3.10d the more shallowly dipping anomaly Y has a direction
towards the SW, parallel to S-wave paths between Hawaii and Tonga. Similar artifacts
towards the NE are missing because only one event in North America contributes to the
collection of traveltime delays.
3.4.7 Fast anomalies due to regularization
When data coverage is sparse, regularization artifacts tend to dominate tomographic im-
ages. In particular, when strong preference is given to smooth models, artificial high-to-
low seismic velocity oscillations may be introduced. Figure 3.11 shows inversion results
for R1b imaged with configuration B, in which a high velocity ring shaped anomaly is in-
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troduced surrounding the plume head in the upper mantle. The amplitude of the feature is
as large as δVS = +1.0%, and could be misinterpreted as dynamic in origin. The artifact
is several hundred km wide in some cases, which is much wider than the blocks used in
the model parameterization. A notable gap in the ring anomaly is present NE of Hawaii
due to a lack of raypath coverage from North American events. The strength and extent
of the artifact depends on the choice of regularization. Figure 3.11a shows an inversion
with s/n = 50 (strong preference for smooth models), and 3.11b shows an inversion with
s/n = 0.02 (strong preference for small models). In both cases, the fast ring anomaly is
present, however it is more prominent when preference is given to smoothness.
The tradeoff for minimizing the high velocity artifact (i.e., giving stronger preference
to norm damping), is that a smaller fraction of the true strength of the plume is recovered.
3.5 Discussion
The Hawaii PLUME network has been one of the most comprehensive experiments for
studying the structure the mantle beneath a hotspot. It comprised an array of both on-shore
and off-shore seismic instrumentation designed to maximize imaging resolution given the
constraints on budget and operational logistics. We have also focused on the PLUME ex-
periment in our analysis to illustrate how the imaging of a plume tail in the deep mantle
beneath a regional seismic network is complicated by the limited array aperture and inho-
mogeneous data coverage.
Our analysis confirms that the PLUME experiment is capable of imaging deep mantle
structure if traveltime measurements of SKS are incorporated in the analysis. However, the
limited vertical resolution complicates the interpretation of teleseismic traveltime tomog-
raphy images. Seismic structure in lower mantle cannot be resolved independently from
structure in the upper mantle from regional network data. Our simple test (shown in Figure
3.10) illustrates how seismic structure in the upper mantle can be projected into the lower
mantle along dominant S and SKS paths particularly towards regions with high seismicity.
Steeply elongated anomalies in the lower mantle follow SKS paths to distant earthquakes
in South America while more shallowly dipping anomalies extend to nearer earthquakes in
the western Pacific. These anomalies are reminiscent of the anomalies resolved by Wolfe
et al. (2009).
However, we do not dismiss the results from Wolfe et al. (2009). In our experiment
using the head structure of plume R1c, the velocity reduction in upper mantle is as high as
δVS = −10%, corresponding to a temperature anomaly of ∆T = 400 K, which is likely to
be unrealistically high. We predict that the velocity anomalies that are projected from an
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upper mantle plume expression have rather low amplitude (δVS = −0.3%) which is lower
than that recovered in the original PLUME experiment (δVS of about -0.5% extending into
the mid-mantle). While the pattern of smearing is similar between the original experiment
and our synthetic analysis, the higher amplitude found in the PLUME experiment may well
indicate that a true lower mantle plume expression was recovered.
Over the course of its deployment the EarthScope USArray covered the entire contigu-
ous United States (about 4,000 km wide) with stations typically spaced less than 100 km
apart. Recent tomographic images using data from USArray (e.g., Schmandt et al., 2012;
Porritt et al., 2014; Burdick et al., 2017) have been used to test the hypothesis that the
Yellowstone hotspot has a deep mantle plume origin. Schmandt and Lin (2014a) image a
mostly vertical slow velocity anomaly beneath Yellowstone to a depth of about 900 km.
Porritt et al. (2014) image a slow wavespeed anomaly to at least the base of the transition
zone and potentially deeper, although below the transition zone the anomaly is weakened
and tilted. Our results shown in Figure 3.6 suggest a network comparable to USArray is
capable of imaging a plume tail to at least 2000 km depth.
The uncertain detection of a plume tail extending into the deep mantle beneath Yellow-
stone could be due to several reasons. First, a plume tail may be absent if Yellowstone
volcanism is fed by a shallow source, or if the deep plume source is waning. Second, the
plume may be thinner or weaker than those we consider and thus impart smaller travel time
delays. Uncertainties of travel time observations due to the influence of heterogeneous
crust may also make imaging the deep plume tail challenging. Additionally, plume dynam-
ics may be complicated by interaction with the sinking Farallon slab (e.g., Leonard and
Liu, 2016).
The imaging of small scale structure in the deep mantle can potentially be improved ei-
ther by using multiple-frequency tomography (e.g., Sigloch et al., 2008), which exploits the
frequency dependence of body wave dispersion, or full-waveform inversion (FWI) which
uses large portions of the seismic signal at broadband frequencies (e.g., Rickers et al.,
2013; French and Romanowicz, 2015; Bozdag˘ et al., 2016). A major challenge of FWI is
in distinguishing low-amplitude diffracted arrivals in the coda of main arrivals from crustal
scattering. FWI may be particularly useful in regions such as the Pacific Plate surrounding
Hawaii where the crust is relatively simple. While FWI may be an improvement over trav-
eltime tomography, we argue that the lack of data coverage is still the limiting factor in the
imaging of plume tails in the deep mantle. Our analysis here shows that large-scale OBS
deployments, while costly, can improve seismic models of the deep mantle and advance the
plume debate forward significantly.
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3.6 Conclusions
Traveltime tomography is the most powerful tool to image the structure of the deep man-
tle but the resolution of small-scale structures such as plume tails is inherently limited. To
quantify resolution of thermal plume ascent from the core-mantle boundary, we have inves-
tigated how deep-mantle plumes are imaged by teleseismic traveltime tomography using
regional networks of seismometers and analytical procedures similar to those commonly
applied to real data.
We have explored best-case scenarios for network design and data coverage and de-
ployments based on past and proposed experiments. Our computations of plume formation
at the core-mantle boundary and plume ascent through the mantle incorporate realistic con-
straints on thermodynamic and rheological conditions of the mantle and plume buoyancy
flux. We use mineral physics constraints to relate the elevated temperature to wave speed re-
ductions in the plume. We predict the traveltime delays from 3-D spectral element method
waveform simulations at periods longer than 10 s and invert them using both ray-theory
and finite-frequency theory.
Plume tails are imaged with considerably reduced strengths even under under ideal
imaging conditions. For wide-aperture, dense networks of stations which have recorded
earthquakes at a uniform range of azimuths and epicentral distances, a plume tail in the
lower mantle is imaged with an amplitude loss of at least 40%. The strength of the imaged
plume tail depends on many factors. We have explored the effects of network aperture, sta-
tion spacing, data types, delay-time measurement uncertainty, regularization, and applied
modeling theory.
While it is difficult to directly compare ’best fit’ models for different experiments, the
following observations are robust:
(i) For the same frequency band S velocity tomography provides higher image resolu-
tion than P velocity tomography since the S-wave delays are stronger and S-wave
sensitivity zones are smaller.
(ii) As it accounts for the finite sensitivity zones of waves, finite-frequency inversions
provide a clearer and higher-amplitude image of the plume tail than ray-theoretical
inversions.
(iii) Measurements of traveltime delays of SKS contribute to the imaging of plume tails.
This supports the argument by Wolfe et al. (2009) that SKS extends tomographic
resolving power to deeper depths.
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(iv) The uncertainty in the measured traveltime delay poses a significant limitation on
resolution. When the measurement uncertainty is larger than about 1.0 s, it is equal
to or it exceeds the expected delay time imparted by plume tail in the deep mantle
on the S-wave (see Figure 8 in Maguire et al. (2016)). In this case, plume tails
cannot be resolved. Hence, accurate estimates earthquake hypocenter locations and
event origin times and understanding the effects of the crust and shallow mantle on
traveltimes are critical to resolving plumes.
(v) Wide aperture (4,000 – 6,000 km) networks with dense station coverage (< 100 –
200 km station spacing) are necessary to image narrow (< 500 km wide) thermal
plume tails. Large scale deployments of OBS networks could significantly advance
plume imaging.
Imaging artifacts appear when data coverage is heterogeneous and the effects of model
regularization are relatively large. Due to the predominantly near-vertical wave propaga-
tion of teleseismic body waves below a regional network, seismic velocity anomalies are
artificially elongated in the vertical direction. The artificial elongation bears a strong re-
semblance to the resolved anomalies in the lower mantle in the shear velocity model of
Wolfe et al. (2009). Ring-shaped high-velocities anomalies surrounding the low-velocity
plume anomaly are primarily an effect of regularization. Such artifacts can be minimized
by carefully balancing smoothness and norm damping parameters.
Further modeling work should focus on constraining the effects of compositional vari-
ability in plumes on their dynamics and seismic velocity expression, as well as assessing
travel time delays caused by thermochemical plumes. Additionally, the seismic expression
of plumes in whole mantle convection models should be examined.
3.7 Figures - Chapter 3
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Figure 3.1: Dynamic simulations of plumes used in sensitivity tests. The plumes are sym-
metric about the vertical axis at x = 0. For each plume, the excess temperature is shown
on the left and the reduction in shear velocity δVS relative to PREM is shown on the right.
The plume structures R1a, R1b, and R1c are snapshots of the same dynamic simulation at
45 Myr, 55 Myr, and 175 Myr, respectively.
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Figure 3.2: (a) Ray geometry for S (in blue) and SKS (in red) waves traversing plume R1c.
The distance D between the earthquake and plume is 50◦ for S and 100◦ for SKS. X is the
angular distance beyond the plume along the great circle path. (b – d) Sensitivity kernels
K(x) for cross correlation travel time delays measured over the frequency band 0.04 – 0.10
Hz. Kernels are shown for an S-wave at an epicentral distance of 80◦ (in b), a P-wave at 80◦
(in c), and an SKS-wave at an epicentral distance of 100◦ (in d). The yellow star indicates
the earthquake and the red triangle indicates the receiver. Earthquakes are 400 km deep.
The black lines in the center of the kernels are the geometric ray paths.
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Figure 3.3: The tradeoff curve of misfit versus model norm obtained for plume R1a using
network configuration A (see section 3.3.1). Results for FF are shown in blue and results
of RT are shown in green. The open circles indicate the ’best’ model, for which the model
fits the data to within uncertainty (i.e., χ2 = N ). The best model m is smaller for RT than
FF for a given misfit χ2.
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Figure 3.4: Source–receiver geometries used in synthetic tomography experiments. Yellow
stars indicate earthquakes and red triangles indicate receivers. (a) represents a scenario
in which earthquakes are recorded on a rectangular network at distances D between 30◦
and 120◦ and with uniform azimuthal coverage. The width L of the network is 6,000 km,
and the spacing between stations ∆x is 100 km. The network geometry shown in (b) is
identical to the PLUME geometry. The earthquakes are larger than magnitude 6 between
2012 and 2017. Panels (c) and (d) illustrate hypothetical deployments in the Pacific Ocean.
The earthquake locations are taken from the historical seismicity record of events greater
than MW 6 over the previous five years. The network in (c) comprises three intersecting
linear arrays with ∆x = 200 km. The arrays-of-arrays network shown in (d) is similar to
the proposed Pacific Array
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Figure 3.5: Shear velocity structures of the plumes R1, R2, and R3 obtained by inverting S-
wave delay times for network geometry A (Figure 3.4a) with L = 6,000 km, ∆x = 100 km.
The standard deviation of the traveltime uncertainty is σ = 0.1 s. The first column shows
the structures of the input plume models. The second and third columns show the resolved
velocity structures using FF and RT, respectively. The dotted line is the 660 discontinuity.
The fourth column shows the resolved velocity structure along the plume axis for FF (in
blue) and RT (in green), as well as the strength of the input structure δV INS (in grey). The
anomalies below the 660 are enlarged by a factor of two relative to the upper mantle for
clarity.
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Figure 3.6: The fraction F recovered of the velocity anomaly within the tail of R1b as a
function of network width L. F is determined for a station spacing ∆x of 100 km (trian-
gles), 200 km (circles), and 500 km (squares) and for three depths along the plume axis:
(a) 1,600 km, (b) 2,000 km, and (c) 2,400 km. Delay times are inverted using FF.
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Figure 3.8: Effect of Gaussian noise in the traveltime measurements on tomographic imag-
ing of plumes using FF and S traveltime delays. Panels (a), (b), and (c) show FF S-wave
inversion results of R1b, with different values for the standard deviation of Gaussian noise
σ. Panel (d) shows the structure of each of the three models along the plume axis. The
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Figure 3.9: Inversions of R1c for all source-receiver configurations using FF. The rows
correspond to i) the idealized rectangular grid ii) the PLUME geometry iii) the intersecting
linear arrays and iv) the Pacific array. Models in the left column use only S traveltimes
and models in the middle column use S and SKS traveltimes. The right column compares
inversion results for S and S+SKS along the plume axis.
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Figure 3.10: Smearing test for the PLUME experiment (i.e., configuration B). S and SKS
traveltimes are jointly inverted using FF. a) Earthquake distribution used in the inversion, as
well as the locations of cross sections through recovered model. b) Input plume structure,
which is the upper mantle expression of R1c (i.e., R1c where the plume tail has been
artificially removed). c) NW–SE cross section through the recovered model. The feature
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ray direction of South American events. d) SW–NE cross section through recovered model.
The feature labeled ’Y’ reflects smearing to the SW owing to the prevalence of South
Pacific events.
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53
Plume Ra ∆TCMB (K) b Γ660 (MPa K−1)
R1 2× 106 750 ln(102) -2.5
R2 1× 106 750 ln(10) 0
R3 8× 105 550 ln(103) -2.5
Table 3.1: Dynamic parameters used in plume simulations. Ra is the thermal Rayleigh
number, ∆TCMB is the temperature contrast across the core mantle boundary, b is the
temperature dependence of viscosity, and Γ660 is the Clapeyron slope of the ringwoodite–
bridgmanite phase transition.
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CHAPTER 4
Signals of 660-km topography and harzburgite
enrichment in seismic images of whole-mantle
upwellings *
Abstract
Various changes in seismic structures across the mantle transition zone (MTZ) indicate it
may hamper thermal and chemical circulation. Here we show how thermal elevation of the
post-spinel phase transition at 660 km depth plus harzburgite segregation below this depth
can project as narrow high-velocity anomalies in tomographic images of continuous ther-
mochemical mantle upwellings. Model S40RTS features a narrow high-velocity anomaly
of +0.8% near 660 km depth within the broad low-velocity structure beneath the Samoa
hotspot. Our analyses indicate that elevation of the 660 phase boundary in a hot pyrolitic
plume alone is insufficient to explain this anomaly. An additional effect of harzburgite
enrichment is required and consistent with geodynamic simulations that predict composi-
tional segregation in the MTZ, especially within thermochemical upwellings. The Samoa
anomaly can be modelled with a 125–175◦C excess temperature and a harzburgite enrich-
ment below 660 of least 60% compared to a pyrolitic mantle.
4.1 Introduction
It is well established that the upper mantle transition zone has a profound influence on the
structure of mantle flow. Seismic tomography has been successful in imaging the vari-
able descent of subducting slabs into the deep mantle (e.g., Grand, 1994; Sigloch and
*Chapter 4 is published in Geophysical Research Letters: Maguire, R., Ritsema, J., & Goes, S. (2017).
Signatures of 660-km topography and compositional heterogeneity in seismic images of upwellings. Geo-
physical Research Letters, 119. http://doi.org/10.1002/2017GL073120
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Mihalynuk, 2013; Fukao and Obayashi, 2013) but tomographic constraints on the origin of
mantle upwellings have remained ambiguous (e.g., Montelli et al., 2004; Wolfe et al., 2009;
Styles et al., 2011; French and Romanowicz, 2015).
In this paper, we investigate the effects of compositional layering in the upper mantle
transition zone on images of mantle upwellings. We consider a thermochemical upwelling
from the lower mantle that has transported compositionally distinct material into the transi-
tion zone (e.g., Xie and Tackley, 2004; Brandenburg and van Keken, 2007; Nakagawa et al.,
2010). The layering originates from thermal perturbations of the 660-km phase boundary
(i.e., the 660) and from the segregation of basaltic and harzburgitic components with in-
trinsically different densities (Irifune and Ringwood, 1993). Using a forward modeling
approach, we illustrate how anomalous layering near the 660 can project as a high-velocity
seismic anomaly embedded within a whole-mantle low-velocity structure and be reminis-
cent of discontinuous flow across the transition zone.
Figure 4.1a is the working example of our analysis. It shows the shear-velocity struc-
ture in the mantle beneath the southwestern Pacific according to S40RTS (Ritsema et al.,
2011). The dipping high-velocity anomaly between 10o and 35o is the subducting Pacific
Plate. A broad low-velocity anomaly extends from the core-mantle boundary to the surface
beneath the Samoa hotspot. We interpret this mantle-wide structure as a large-scale mantle
upwelling related to hotspot volcanism on Samoa and call it the Samoa plume for simplic-
ity. There is a gap in the Samoa plume near the base of the upper-mantle transition zone,
manifested as a positive wave speed anomaly with a maximum amplitude of δVS = 0.8%.
We will call this the Samoa gap from here on. The Samoa gap may imply that upward
mantle flow is blocked near the 660. Here, we hypothesize that the Samoa gap is due to
the thermal elevation of the 660 and compositional heterogeneity around the base of the
transition zone within a continuous thermochemical upwelling. Our modeling is informed
by seismic estimates of 660 topography, geodynamic simulations of mantle mixing, and
estimates of image resolution in tomographic model S40RTS.
4.2 Models of the Samoa gap
4.2.1 Temperature induced phase boundary topography
The mineral phase transformation of ringwoodite (ri) to the post–spinel phases bridgmanite
(br) plus magnesiowu¨stite (mw) is responsible for the deepest global seismic discontinuity
in the upper mantle at 660 km depth. Recent estimates indicate that this transition has
a negative Clapeyron slope −2.9 ≤ γ660 ≤ −2.1 MPa K−1 (Ye et al., 2014). Hence, a
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temperature increase in the upper mantle of ∆T = 250◦C would elevate the 660 by 13–18
km. Analyses of P and S wave reflections (e.g., Flanagan et al., 1998; Gu and Dziewonski,
2002; Deuss, 2009) and conversions (e.g., Schmandt et al., 2012; Mulibo and Nyblade,
2013; Jenkins et al., 2016) indicate that topography on the 660 in the mantle is as high as
30 km.
In seismic images (Figure 4.1b), a locally elevated 660 would be visible as a thin high-
velocity anomaly with respect to a mantle in which the 660 is unperturbed. Its vertical
width is equivalent to the elevation of the 660 and the velocity contrast is determined by
the shear velocity increase across the 660. The expected concurrent depression of the 410
due to the exothermic phase transition around that depth would produce a low-velocity
anomaly. We ignore such an anomaly because it would likely not be observable within a
large-scale low-velocity anomaly (i.e., the Samoa plume).
4.2.2 Basalt depletion below the 660
Melting of mantle peridotite generates a stratified oceanic lithosphere with layers of basalt
and harzburgite. After plates subduct these two components are recycled back into the
mantle to become a folded and stretched mechanical mixture (see Xu et al. (2008) for a
discussion). Since harzburgite is denser than mid-ocean ridge basalt for a narrow depth
range (∼ 100 km) beneath the 660, the two components may segregate near the 660 (Iri-
fune and Ringwood, 1993). As a result the lower mantle will have a harzburgite enriched
composition between about 660 and 800 km depth and basalt enrichment directly above
660. Numerical simulations of thermochemical mantle convection (e.g., Xie and Tack-
ley, 2004; Brandenburg and van Keken, 2007; Nakagawa et al., 2010) demonstrate that a
compositional gradient forms in the mantle and that basalt–harzburgite partitioning can be
particularly strong within upwelling regions of the mantle and when γ660 or the density
contrast between basalt and harzburgite are high (e.g., van Summeren et al., 2009). The
shear velocity of a basalt-enriched composition above 660 will be lower than the back-
ground mantle and would contribute to the overall low velocities of a hot upwelling. By
contrast, the shear speed in a harzburgite-enriched layer beneath the 660 is higher than in a
mantle with a pyrolite composition, as illustrated in Figure 4.1c.
57
4.3 Analysis
4.3.1 Mineral physics constraints
Experimental mineral physics results constrain our seismic models of the elevation of the
660 and harzburgite enrichment in the uppermost lower mantle. We compute theoreti-
cal profiles of shear velocity as described in Cobden et al. (2008), i.e., using Perple X
(Connolly, 2005), with the thermodynamic parameter database from Stixrude and Lithgow-
Bertelloni (2011) and estimates of temperature and pressure-dependent anelasticity from
Goes et al. (2004). As in Xu et al. (2008), the mantle is composed of the Na-Ca-Fe-Mg-Al-
Fi (i.e, NCFMAS) oxides and regarded as a mechanical mixture of basalt and harzburgite
in proportions f and 1–f , respectively. We calculate the reference profile for an adiabat
with a potential temperature of 1300◦C, suitable for the convective MORB-source mantle,
and for a basalt fraction f = 0.2, roughly equivalent to the composition of pyrolite. We
compute the elevation of the 660 due to a temperature increase using a Clapeyron slope of
γ660 = −2.9 MPa K−1 and velocity anomalies due to changes in the composition of the
uppermost lower mantle by changing f .
Figure 4.2a compares profiles of shear velocity for basalt fractions f between 0 and 0.4
and an adiabat for the reference potential temperature of 1300◦C. In a purely harzburgitic
mantle (i.e., f = 0), the 660 phase transition is entirely controlled by the ri → bm + mw
transition with a shear velocity jump of 9.0% at the 660. The shear velocity is up to 2%
higher than in a pyrolitic mantle between 660 km and 760 km depth. In a mechanical
mixture of basalt and harzburgite (i.e., f > 0), the phase transformation at the 660 is
distributed over a finite pressure range because the gt→ mw in basalt occurs near 760 km
depth. The shear velocity jump at the 660 decreases with increasing basalt fraction f from
7.2% for f = 0.2 to 5.4% for f = 0.4. Figure 4.2b compares profiles of shear velocity for
adiabats with potential temperatures between 1300◦C (our reference geotherm) and 1600◦C
(expected within a hot mantle upwelling). The basalt fraction f = 0.2. The elevation of the
660 increases with temperature but the velocity increase across the 660 is not very sensitive
to temperature.
4.3.2 Model parameterization
We parameterize the elevation of the 660 and a layer below the 660 with a harzburgite-
enriched composition as narrow rectangular blocks. The rectangular blocks have horizontal
side lengths of 1000 km which corresponds to the minimum horizontal scale that can be
resolved by S40RTS. The vertical thickness H and the uniform velocity perturbation δVIN
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are free parameters.
For a model that represents a 660 perturbation, H corresponds to the elevation of the
660. The shear velocity jump δVB at the phase boundary (see Figure 4.2c) and the shear
velocity reduction δVT due to the increased temperature determine δVIN (see Figure 4.2d).
δVIN = δVB + δVT. For a model that represents a harzburgite-enriched layer beneath
the 660, H is the layer thickness and the shear velocity anomaly δVIN depends on the
composition (δVC) and temperature δVT. Thus, δVIN = δVC + δVT, where δVC and δVT
have opposite signs. If the layer is pure harzburgite (f = 0) and there is no temperature
anomaly, then δVIN is about 2%. If ∆T exceeds about 200◦C, the shear velocity in the
harzburgite-enriched layer is lower than in the reference model and the layer may not be
visible.
4.3.3 Tomographic filtering
To estimate how phase boundary topography and harzburgite enrichment in the uppermost
lower mantle would be imaged tomographically, we use the model resolution matrix R of
S40RTS. We first project the test structure (i.e., the rectangular block) into the model pa-
rameterization of S40RTS, which consists of spherical harmonics up to degree 40, and 21
vertical spline basis functions. After projection into S40RTS parameterization the linear
operatorR is applied to produce a tomographically filtered version of the input model. Ap-
plication of R distorts and dampens the input model due to incomplete and heterogeneous
data coverage, and model regularization, but it does not include the effects of inaccurate
forward modeling (Ritsema et al., 2007).
Figure 4.3 shows how a 30-km elevation of the 660 (in Figure 4.3a) and a 100-km thick
layer of compositional heterogeneity below the 660 (in Figure 4.3b) would be imaged in
S40RTS. After projection into S40RTS parameterization (Figure 4.3c and 4.3d) the high-
velocity rectangular blocks are thicker and the velocity anomalies are weaker because the
spacing of the vertical splines in S40RTS is large compared to H . The amplitude reduc-
tion is strongest for the thinnest layer. After filtering (Figure 4.3e and 4.3f), the velocity
perturbations have been reduced further by a factor of about two.
4.4 Results
The contours in Figure 4.4 show how the peak recovered velocity anomaly, which we refer
to as δVOUT, varies as function of H and δVIN. δVOUT depends linearly on δVIN and
non-linearly on H . It is highest for the thickest layers when re-parameterization affects the
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amplitude reduction the least.
In Figure 4.4a, the highest value for δVOUT of 1.7% is obtained when the 660 is elevated
by 30 km and the shear velocity jump across the 660 is 10%. The Samoa gap of 0.8% (see
Figure 4.1) can be explained if the 660 is elevated by at least 15 km. For a shear velocity
jump as small as 5%, the 660 elevation must be 25 km or more. The smallest shear velocity
perturbation δVIN in combination with the smallest H for which δVOUT = 0.8% are 7%
and 18 km, respectively. The combinations of H and δVIN consistent with a temperature
induced elevation of the 660, as discussed in Section 4.3.1, are indicated by dashed lines
in Figure 4.4a. We consider a mantle mixture with a pyrolitic composition (f = 0.2) and a
harzburgitic mantle (f = 0) and assume that γ660 = -2.9 MPa K−1. The highest values of
δVOUT are obtained when ∆T is about 200–250◦C, depending on composition. Within this
temperature range, the 660 elevation is about 15–20 km. δVOUT approaches 0.8% if the
mantle is composed of pure harzburgite but it is smaller than 0.5% for a pyrolitic mantle.
Figure 4.4b shows that the Samoa gap of 0.8% can be better explained by a harzburgite-
enriched layer with a thickness of at least 50 km. The highest value for δVOUT of 1.7% is
obtained when shear velocity jump is 2.1% higher than in the ambient mantle within 100-
km thick layer below the 660. The smallest values for δVIN and H for which δVOUT =
0.8% are 1.5% and 70 km, respectively. The shear velocity increase δVIN in this layer
decreases with increasing basalt fraction f . If the layer has a thickness of 100 km, the
harzburgite fraction must be higher than 0.925 to match the Samoa gap of 0.8%.
4.5 Discussion and Conclusions
In this paper, we have demonstrated that thermal elevations of the post-spinel phase tran-
sition at 660 km depth and basalt segregation at the top of the lower mantle can project
as narrow high-velocity anomalies in tomographic images of continuous thermochemical
mantle upwellings. Even though our analysis used post–spinel Clapeyron slopes on the
high end of those determined from mineral physics (Ye et al., 2014; Hirose, 2002; Weidner
and Wang, 1998), the elevation of the 660 alone is not sufficient to explain the relatively
high shear velocity in the Samoa gap. This is because of the competing effects of the phase
transition and temperature on shear velocity in a pyrolytic mantle. A harzburgite-enriched
layer within the uppermost lower mantle is an essential feature of the model. It is con-
sistent with geodynamic simulations of mantle mixing which predict strong compositional
layering around the 660 (e.g., Xie and Tackley, 2004; Nakagawa et al., 2010; van Sum-
meren et al., 2009). It may also help explain the change in the pattern of seismic velocity
heterogeneity across the 660 (e.g., Gu et al., 2001; Ritsema et al., 2004).
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In Figure 4.5 we show which combinations of mantle temperature anomaly ∆T and
composition below 660 can explain the high velocity anomaly of 0.8% in the gap within the
thermochemical Samoa plume (See Figure 4.1). The uppermost lower mantle is enriched
in harzburgite due to compositional segregation across the 660. Assuming a Clapeyron
slope for the 660 phase boundary of γ660 = -2.9 MPa K−1, we find that if the average
harzburgite fraction is > 0.925 (i.e., a basalt fraction of f < 0.075) between 660 and 760
km depth, a temperature anomaly of ∆T = 125–175◦C in the transition zone can explain the
Samoa anomaly. Although phase boundary topography plus high-velocity material below
or around 660 km depth are required to match the Samoa gap, estimates of composition
and thermal anomaly are subject to substantial uncertainties associated with the mineral
physics constraints on transition-zone shear velocities (Stixrude and Lithgow-Bertelloni,
2011; Cammarano et al., 2003).
Our analysis has focused on the mantle beneath the Samoa hotspot where image reso-
lution in the transition zone is relatively high and where the effects are most obvious. The
Samoa plume is also apparent in global tomographic models GyPSuM-S (Simmons et al.,
2010) and SEMUCM-WM1 French and Romanowicz (2015) (see Figure 4.6), which are
based on different data sets and modeling strategies. However, a quantitative comparison
of image resolution for all models is necessary to determine whether these tomographic
images are consistent with S40RTS and our analysis.
While this study has concentrated on anomalies caused by phase boundary effects in
regions of mantle upwelling, we expect that within a cold slab the ri→ bm+mw transition
will occur at a greater depth, and thus introduce a thin low wavespeed anomaly. The Pacific
slab anomaly (Figure 4.1a) is diminished by about 0.5% near 660, which is consistent
with this interpretation. Figure 4.4a indicates that if the average slab composition is close
to pyrolite, a velocity anomaly of 0.5% can be explained by a thermally induced phase
boundary deflection of 15 km, corresponding to a temperature decrease within the slab of
∆T = 200◦ C.
If harzburgite-enrichment is important in the mantle, we should expect to see high-
velocity anomalies in other regions of mantle upwelling. Anomalies similar to the gap in
the Samoa plume are indeed apparent beneath the Azores, Canary, Galapagos, and Hawaii
hotspots (Figure 4.7) although they are much weaker and not as obviously layered, most
likely due to the relatively poor tomographic image resolution in the transition zone beneath
regions far from the western Pacific subduction zones (e.g., Ritsema et al., 2004; Houser
et al., 2008) (Figure 4.8).
While we suggest that high-velocity layering within broad low seismic velocity anoma-
lies is consistent with dynamically predicted basalt–harzburgite segregation, this prediction
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depends on the post-spinel Clapeyron slope (Weinstein, 1992), mantle viscosity (Branden-
burg and van Keken, 2007) and the relative densities of basalt, harzburgite and pyrolite as
a function of pressure and temperature, each with significant uncertainties. These param-
eters determine whether or not global compositional stratification near 660 develops over
the convective timescale of Earth (Nakagawa et al., 2010). Further work should test our
observation and interpretation of the compositional segregation within mantle plumes.
4.6 Figures - Chapter 4
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Figure 4.1: (a) Vertical, SW–NE oriented cross-section through the shear velocity model
S40RTS centered on the Samoa hotspot. The Samoa plume is a broad low shear velocity
anomaly from the core-mantle boundary to the surface and assumed to be a hot thermal up-
welling. A high-velocity anomaly breaks the Samoa plume near the 660-km discontinuity
(dashed line). This feature is called the Samoa gap in this paper. (b) Sketch of the expected
660-km phase boundary elevation due to the increased temperature in the upper mantle
beneath Samoa. (c) Sketch of a layer in the uppermost lower mantle with a harzburgite-
enriched composition. The 660 elevation (in b) and the harzburgite-enriched layer (in c)
may be observed as high-velocity anomalies.
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Figure 4.2: Shear velocity profiles calculated for mechanical mixtures of basalt and
harzburgite in proportions f and 1–f , respectively. (a) The basalt fraction f is varied from
0 to 0.4. The geotherm is an adiabat with a potential temperature of 1300◦C. (b) The po-
tential temperature is varied between 1300◦C and 1600◦C. The basalt fraction f = 0.2. (c)
The shear velocity increase δVB across the 660 as a function of basalt fraction f . (d) The
shear velocity decrease δVT in the uppermost lower mantle as a function of temperature
increase ∆T.
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Figure 4.3: Resolution test showing how a rectangular block-shaped velocity anomaly
above the 660 (in a) and below the 660 (in b) would be imaged in S40RTS. The anomaly
has horizontal side lengths of 1000 km. In (a) the thickness H = 30 km and δVIN = 5%.
In (b) the thickness H = 100 km and δVIN = 2%. The anomalies are drawn with verti-
cal exaggeration for clarity. Panels (c) and (d) show these anomalies after projection into
S40RTS parameterization. Panels (e) and (f) show the anomalies after re-parameterization
and filtering by R. The highest recovered anomaly in tomographically filtered model is
δVOUT.
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Figure 4.4: Contours of the peak recovered velocity anomaly δVOUT obtained by tomo-
graphic filtering of input models usingR. An input model is defined by the assumed layer
thickness H (along the x-axis) and velocity anomaly δVIN (along the y-axis) and repre-
sents (in a) an elevation of the 660 or (in b) a layer in the uppermost lower mantle with a
harzburgite-enriched composition. The 0.8% contour corresponds to the Samoa gap near
the 660 within the Samoa plume (see Figure 1). The red square is a corner point where
δVOUT = 0.8% for the smallest values of δVIN and H . In (a), the dashed lines show the
combinations of δVIN and H consistent with an elevation of the 660 due to the presence
of a temperature ∆T, indicated with solid circles. The yellow and white lines correspond
to assumed basalt fractions of f = 0 and f = 0.2, respectively. In (b), the dashed lines
show the values of δVIN consistent with harzburgite enrichment below the 660 for f = 0,
f = 0.05, f = 0.10, and f = 0.15.
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Figure 4.5: The expected values of δVOUT in the Samoa gap for a model of the Samoa
plume as a continuous thermochemical upwelling across the transition zone that has ele-
vated the 660 and includes a 100-km thick zone below the 660 with a harzburgite-enriched
(basalt-depleted) composition. δVOUT is determined as a function of the temperature
anomaly ∆T and for variable basalt fraction. in the uppermost lower mantle.
67
a bGyPSuM SEMUCB - WM1
δV
+2.0 %-2.0 %
 0
400
800
1200
1600
2000
2400
de
pt
h
(k
m
)
 0
400
800
1200
1600
2000
2400
de
pt
h
(k
m
)
distance (deg)
0 10 20 30 40 50 60 70 80
distance (deg)
0 10 20 30 40 50 60 70 80
New Zealand
Samoa
New Zealand
Samoa
Samoa plume
gap
Samoa plume
gap
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Figure 4.7: Cross sections through shear velocity model S40RTS beneath the Azores (a),
Canary (b), Galapagos (c), and Hawaii (d) hotspots. Low wavespeed anomalies beneath
each of these hotspots may represent upwellings from the deep mantle. Each cross section
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S40RTS, as quantified in (a), at six depths in the mantle.
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CHAPTER 5
Investigating the petrological variation in LLVPs
using seismic tomography and mantle mixing
simulations
Abstract
The tomographically imaged large low velocity provinces (LLVPs) beneath Africa and the
Pacific may play an important role in mantle convection, yet they remain poorly understood.
In this study, we test the hypothesis that LLVPs represent piles of recycled oceanic crust
that have been entrained in thermal upwellings at the core-mantle-boundary by comparing
LLVPs in tomography model S40RTS (Ritsema et al., 2011) to the global mantle mixing
simulations of Brandenburg et al. (2008). To account for the limited resolution of tomo-
graphic imaging, we tomographically ‘filter’ the geodynamic models to the same spatial
resolution as S40RTS. Dynamic simulations develop thermochemical piles that bear strong
resemblance to LLVPs if the excess density of oceanic crust is about 6% or higher. More
generally, we find eclogite enrichment alone can not explain tomographic observations of
LLVPs. If LLVPs represent piles of recycled oceanic crust, they must be accompanied by
a temperature elevated by at least 400 K.
5.1 Introduction
The seismic structure of Earth’s lowermost mantle is dominated by two continent-sized
regions of anomalously low wave speed beneath Africa and the Pacific (Figure 5.1). These
regions are commonly referred to as large low velocity provinces or LLVPs (see Garnero
et al. (2016) for a review). The two LLVPs occupy almost one third of the total area of the
core-mantle boundary (CMB) and are characterized by shear wave (δVS) compressional
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wave (δVP ) velocity reductions of about 2% and 1%, respectively. In some regions, the
ratio R = δVS/δVP can be larger than R = 4 in LLVPs (e.g., Koelemeijer et al., 2016).
LLVPs have been recognized in seismic images of the lower mantle for more than 30
years (e.g., Dziewonski, 1984), yet their origin remains mysterious. The growing con-
sensus is that LLVPs represent piles of anomalously warm and compositionally distinct
material. However, a purely thermal origin, in which LLVPs represent broad super-plume
upwellings, or clusters of narrow plumes, cannot be ruled out because it is challenging to
distinguish the thermal and compositional contributions to the seismic signature of LLVPs.
Arguments for a compositional component are based primarily on three lines of evidence.
First, the high value of R within LLVPs, as well as a negative correlation between bulk
and shear velocity are inconsistent with a purely pyrolitic composition. Second, LLVPs
appear to have sharp edges (e.g., Ritsema et al., 1998; Ni et al., 2002; Zhao et al., 2015),
which would not be expected if their boundaries are controlled by heat diffusion. Third,
normal-mode (e.g., Ishii and Tromp, 1999; Trampert, 2004; Moulik and Ekstro¨m, 2016) and
solid-Earth tide (Lau et al., 2017) data indicate that LLVPs are intrinsically more dense than
the surrounding mantle, suggestive of a distinct composition, although Stoneley mode data
suggest otherwise (Koelemeijer et al., 2017).
There are several possible explanations that could account for a distinct composition
within LLVPs. One possibility is that LLVPs are warm piles of recycled oceanic crust that
has accumulated above the core. If the recycled crust has an intrinsically higher density
than the surrounding mantle, thermochemical piles may be stable over billions of years
(e.g., Mulyukova et al., 2015). Alternatively, LLVPs might represent a dense layer of prim-
itive material (for example the crystallized remnants of basal magma ocean (Labrosse et al.,
2007)), that has been reworked into piles by the cumulative history of subduction (McNa-
mara and Zhong, 2005).
Here we explore the first possibility. Our models of LLVPs are based on mantle mixing
simulations by Brandenburg et al. (2008), which develop anomalously hot piles of ecolog-
ite above the CMB. To facilitate direct comparison between dynamic models and tomo-
graphic images, we convert temperature and compositional fields to seismic velocity using
mineral physics constraints and filter the resultant model to the same spatial resolution as
tomographic model S40RTS (Ritsema et al., 2011).
Previous studies have tested various models of LLVPs using a tomographic filtering
approach. Schuberth et al. (2009) argued that isochemical convection models with strong
core heating develop features that bear strong resemblance to LLVPs after tomographic
filtering. Bull et al. (2009) suggest that LLVPs are broadly consistent with models in which
a dense layer at the core mantle boundary is swept into a pile by recent (since 119 Ma)
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subduction. However, they also find that thermochemical piles are indistinguishable from
clusters of thermal plumes after tomographic filtering. Davies et al. (2015) use a similar
approach and find that the seismic characteristics of LLVPs are most consistent with purely
thermal structures, and that compositional variability plays a passive role in lower mantle
dynamics. Our work builds on these previous studies by exploring whether or not LLVPs
are consistent with predicted features that develop in thermochemical mixing simulations,
and if compositional heterogeneity within LLVPs can be tomographically resolved.
5.2 Geodynamic and seismic modeling
5.2.1 Thermochemical convection simulations
We use the mantle mixing simulations of Brandenburg et al. (2008) to estimate the tempera-
ture, spatial scales, and composition of thermochemical piles. These numerical simulations
solve the incompressible form of the equations governing mantle flow with infinite Prandtl
number in a cylindrical geometry with force balanced plates. The force balance formu-
lation (Gable et al., 1991) mimics plate tectonic behavior by ensuring persistent zones of
divergence and convergence at the surface. The convective vigor, as measured by plate ve-
locities and surface heat flow, is similar to the modern day Earth. The evolution of mantle
composition is tracked using a particle tracing method in which eclogite tracers are as-
signed an excess density δρE relative to the surrounding mantle. The compositional field f
is formulated such that harzburgite corresponds to f = 0.0, fertile peridotite corresponds
to f = 0.125, and eclogite corresonds to f = 1.0. When fertile mantle approaches a melt-
ing zone beneath spreading ridge, melting is simulated by extracting tracers to the surface
where they accumulate to form a layer of oceanic crust. The oceanic crust and underlying
depleted hazrbugitic residue is recycled back into the mantle at subduction zones. When
basaltic material (i.e., eclogite) is more dense than the ambient mantle, it settles to the core
where it can form thermochemical piles.
Figure 5.2 shows snapshots of the temperature (left column) and composition (middle
column) of mantle mixing simulations after 4.5 Gyr of convection, for various values of
excess eclogite density δρE . Warm thermochemical piles do not develop when δρE ≤
4% (see Figure 5.2A). Instead, the structure at the CMB is characterized by cold slabs
and narrow plume upwellings. Thin plumes occasionally develop in close proximity to
one another, which could potentially be imaged as LLVPs. When δρE ≥ 6%, subducted
oceanic crust begins to accumulate above the core mantle boundary, where it is swept into
pile structures by mantle flow (see Figure 5.2B–D). The temperature within the piles (or
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plumes) is elevated by as much as 1000 K. Their widths L, heights H , and compositions f
depend on δρE . When δρE = 6%, the piles are short (H ∼ 300 km), and broad (L > 3000
km). For the δρE = 8% case, the piles are taller (H ∼ 600 km), slightly shorter wavelength.
When δρE = 10%, the tallest structures develop, with H ≥ 1500 km. In all cases where
piles develop there is a basalt enrichment of f = 0.2 or greater. The characteristics of
thermochemical piles in each simulation are summarized in Table 5.1.
5.2.2 Seismic velocity modeling
Our models of seismic velocity are based on forward calculations of the elastic properties
of mechanical mixtures of MORB and harzburgite (e.g., Xu et al., 2008). We use the code
Perple X (Connolly, 2005), which is based on thermodynamic first principles to calculate
stable mineral assemblages as well as their seismic wavespeeds. The bulk compositions of
MORB and harzburgite are defined by proportions of the oxides Na2O, CaO, FeO, MgO,
Al2O3, and SiO2. We use the MORB composition of Workman and Hart (2005) and the
harzburgite composition of Baker and Beckett (1999) (see Table 5.2). The anharmonic
seismic wavespeeds are corrected for frequency dependent effects of attenuation using at-
tenuation model Q7g (e.g., Maguire et al., 2016).
We convert the temperature and compositional fields from dynamic simulations into
seismic velocity using the following steps. First, we convert potential temperature to ab-
solute temperature using a set of adiabats (i.e., isentropes) computed for a pyrolite com-
position. This step is required because geodynamic simulations are performed using the
Boussinesq (i.e., incompressibility) approximation. Next, we scale the absolute tempera-
ture field by 0.76 such that temperatures in the upper mantle are between 1500–1700 K,
which is consistent with estimates of mantle potential temperature from mid-ocean-ridge
basalts (e.g, Herzberg et al., 2007). Temperatures at the surface and CMB are 300 K and
4000 K respectively. We then compute shear velocity VS as a function of pressure P, tem-
perature T and f for all points in the model, The shear velocity anomaly δVS is taken
relative to the radial average and is shown for each simulation in the right column of Figure
5.2. In the upper half of the mantle, cold downwellings dominate the seismic structure. At
the CMB high-velocity (δVS > 5%) anomalies represent accumulations of slab material.
Within the plumes or piles, δVS exceeds -5% slow. Before filtering, these shear velocity
anomalies are more than twice as strong as in S40RTS.
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5.2.3 Tomographic filtering
The solution of the linearized tomographic inverse problem can be written as
m = G†d, (5.1)
where m is the tomographic model of wavespeed variation, d is the vector of seismic ob-
servations, and G† is the generalized inverse of the system matrix G that describes the for-
ward theory. When G† is known explicitly, for example by singular value decomposition,
we can compute the resolution operatorR = G†G. R allows us to test how a geodynami-
cally predicted model of wavespeed variationmin would be imaged tomographically, using
the relationship
mout = Rmin, (5.2)
wheremout is the tomographically ‘filtered’ version of the input model, which accounts for
the effects of incomplete data coverage and inversion damping. We use R associated with
S40RTS.
We project a 180◦ wide section of geodynamic simulations with the LLVPs into a 3D
spherical model. The spherical model is symmetric about an axis through the center of
the LLVP (Figure 5.2). The LLVP is not distorted significantly but structures far from the
rotation axis are ring-like and cannot be interpreted.
Prior to filtering, we project the geodynamically predicted wave speed model into
the parameterization of S40RTS. Lateral variations of δVS are described using spherical
harmonics up to degree and order 40, and depth variations by 21 vertical splines. Re-
parameterizing acts as a low pass filter and reduces the strength of the seismic anomaly
(e.g., Schuberth et al., 2009; Maguire et al., 2017). Further details of the filtering process
are found in Ritsema et al. (2007).
The resolution of S40RTS is inherently spatially heterogeneous so the effects of the
filterR varies in the mantle. We evaluate how thermochemical plumes and piles are imaged
beneath Africa and the Pacific by performing a solid-body rotation of the 3D δVS model
prior to filtering, such that the input model has plumes or piles centered in the regions
where the LLVPs are imaged.
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5.3 Results
5.3.1 Comparison between tomography and dynamic simulations
Figure 5.3 shows a comparison between the LLVPs observed in S40RTS and the tomo-
graphically filtered plumes or thermochemical piles placed beneath Africa (left column)
and the Pacific (right column). In S40RTS, the LLVPs beneath Africa and the Pacific ex-
tend into the mid-mantle and are characterized by shear velocity reductions of about 2%.
δVS in the tomographically filtered models are similar in strength but the pattern of hetero-
geneity depends strongly on δρE . When δρE = 4% (i.e., when thermochemical piles do
not form), the imaged plume structures have a strength that is half of the strength of the
unfiltered anomaly. The filter weakens δVS of the LLVP beneath Africa slightly more than
a LLVP beneath the Pacific. The δVS in the filtered plume structures are much smaller scale
than δVS in the LLVPs of S40RTS. When δρE ≥ 6% and thermochemical piles develop the
filtered structures are more similar to LLVPs in S40RTS. When δρE = 6%, the piles have
a similar width and amplitude as LLVPs in S40RTS, although they extend to only several
hundred km above the CMB. When δρE = 8% the imaged piles are broader and taller than
piles for the δρE = 6% case. The structure imaged beneath Africa in particular bears a
strong resemblance to the African LLVP. It has a width of about 3000 km, a height of 1000
km, and shear velocity reductions of about 2.0%. When δρE = 10%, the piles are imaged
with δVS ≤ −2.0% and extend well into the mid-mantle. The pile is weaker and more
diffuse when imaged beneath Africa than when imaged beneath the Pacific. The structure
surrounding the imaged piles is dominated by strong fast slab anomalies, which is incon-
sistent with tomographic observations. Overall, the dynamic simulations with δρE = 8%
develop structures that most closely match the observed LLVP structures beneath Africa
and the Pacific, although the strength of the recovered anomaly is slightly larger than what
is observed.
5.3.2 Resolving temperature and composition in thermochemical piles
We next investigate the range of temperatures and compositions in thermochemical piles
that produce LLVPs with a δVS consistent with tomographic observations. We systemati-
cally test how the filtered thermochemical piles depends on its volume and location on the
CMB. Rather than using the dynamic simulations, we assume the thermochemical piles
are elliptical domes with a length L, a height H , and seismic velocity anomaly δVIN (see
Figure 5.4). The largest LLVP we consider has L = 2000 km and H = 1500 km, which
is similar in size to the largest pile structures that develop in the geodynamic simulations.
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For simplicity we refer to the input model as δVIN and the tomographically filtered model
as δVOUT. We estimate the percentage recovered of the input anomaly, which we call F . F
is defined as the average of δVIN/δVOUT within the pile (i.e., the region defined by H and
L).
Figure 5.5 shows how F depends on H and L beneath Africa (Figure 5.5A) and the
Pacific (Figure 5.5B). Over the range of sizes we consider, the structures are recovered
with between 15% and 55% of their original amplitude, although the recovery depends on
location. Structures recovered beneath the Pacific are between 1.1–2 times stronger than
structures recovered beneath Africa. In general, the recovery is low when H and L are
small, and improves systematically as L increases. The dependence of F on H is more
complex. For structures beneath Africa, there is a local minimum in F for piles with
H = 800 km, due to the poor resolution in S40RTS near a depth of 2100 km. When a
large proportion of the structure sits in the region of poor resolution a smaller percentage is
recovered. WhenH is greater than 800 km, F grows with increasingH since the resolution
in S40RTS improves at shallower depths. A similar local minimum in resolution is present
for structures beneath the Pacific when H = 1000 km.
In all cases, the strength of the anomaly δVIN is reduced by at least 40% after tomo-
graphic filtering. This suggests that if LLVPs are similar in scale to the structures we test,
their shear velocity reduction must be at least 4–5 % in order to match the reductions in
VS that are tomographically imaged. Figure 5.6 shows how shear velocity perturbation
within a pile (i.e., δVIN) depends on composition f and excess temperature ∆T at depths
between 1900 – 2800 km. The seismic anomaly δVIN is calculated relative to a mantle
which has a fertile peridotite composition (f = 0.125), and a potential temperature of 1600
K. Throughout the lower mantle, the temperature anomaly ∆T is the dominant factor that
determines the strength of the velocity anomaly. The green lines in each panel show the 5%
slow velocity contour, which we estimate is the largest anomaly within a pile that would be
consistent with tomographically observed LLVPs.
At 2800 km depth (Figure 5.6A), if excess temperature is low (below about ∆T = 400
K) basalt enrichment within the pile reduces the seismic velocity. This is due to the post-
perovskite phase transition in the reference profile, which is not as strong in eclogite. At
higher temperatures (∆T ≥ 400 K) the post-perovskite phase transition disappears. The
presence of post-perovskite in the lowermost mantle means that if a pile is pure basalt (i.e.,
f = 1.0), the velocity will be reduced by almost 1% without zero temperature anomaly.
However, after tomographic filtering, this anomaly would be imaged with δVS > −0.5%,
which is much smaller than what we observe. Therefore, a model in which LLVPs are piles
of recycled oceanic crust is not permissible, unless accompanied by an elevated temperature
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of about 400 K or more. Furthermore, since shear velocity reductions are much more
sensitive to temperature than to f throughout the lower mantle, the basalt fraction within
LLVPs can not be determined from δVS .
5.4 Discussion
The simulations of (Brandenburg et al., 2008) which produce features most similar to
LLVPs require the excess eclogite density to be δρE ≥ 6%, which is larger than the
∼ 2% excess density suggested by experimental and theoretical mineral physics results
(e.g., Tsuchiya, 2011). It is difficult for piles to develop when δρE is small since recycled
oceanic crust is entrained upwards in mantle plumes at a faster rate than it accumulates
above the core (Li and McNamara, 2013). However, depending on viscosity contrasts in
the lower mantle (Christensen and Hofmann, 1994), or the effective Rayleigh number (Nak-
agawa and Tackley, 2014) dense piles of oceanic material can develop for more realistic
eclogite density contrasts. One limitation in our analysis is that the dynamic simulations are
not self consistent with the mineral physics based modeling of seismic properties. Further
dynamic simulations should use mineral physics based equations of state (e.g., Nakagawa
et al., 2010) which will allow self consistent calculation of mantle dynamics and seismic
expression of dynamic features.
Our assumption of a mechanical mixture of basalt and harzburgite limits the range of
compositions, and hence conceptual models of LLVP formation that we can explore. An
alternative explanation for seismic observations of LLVPs is bulk iron enrichment, which
could account for observations of increased density as well as anti-correlation between
shear and bulk velocity anomalies (e.g., Mao et al., 2011; Deschamps et al., 2012, 2015).
Future seismic modeling work which explores a wider range of bulk mantle composition,
including equilibrium assemblages of MORB and harzburgite, as well as bulk iron enrich-
ment is warranted.
The ratio R of δVS/δVP within LLVPs is larger than what is expected for a pyolitic
mantle, which has been used as evidence that LLVPs have a distinct composition. However,
when comparing VS and VP anomalies, the difference in sensitivity of S and P phases must
be considered. A tomographic filtering approach using the resolution matrix of joint S
and P tomography models (e.g., Koelemeijer et al., 2016) would allow us how to test the
resolution of R within thermochemical piles.
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5.5 Conclusions
We performed tomographic filtering tests of mantle mixing simulations and found that
warm piles of recycled oceanic crust are largely consistent with LLVPs beneath Africa
and the Pacific. Dynamic simulations assuming an excess eclogite density δρE ≥ 6%
develop large (more than 2000 km wide and up to 1500 km tall) eclogite enriched piles
with temperature anomalies as large as ∆T = 1000 K. After tomographic filtering, these
structures have similar scale and shear velocity reductions as tomographically observed
LLVPs. We find that thermochemical piles are better resolved beneath the Pacific than
Africa, but in either case the imaged structures are reduced in strength by a factor of about
2 or more. Hence, imaged of shear velocity reductions within LLVPs of more than 2%
(Figure 5.1) likely represent anomalies of at least −4 to −5% near the CMB. Further, we
find that eclogite enrichment alone can not explain tomographic observations of LLVPs. If
LLVPs represent piles of recycled oceanic crust, they must be accompanied by a temperate
elevated by at least 400 K (see Figure 5.6). Since shear velocity is much more sensitive to
temperature than f throughout the lower mantle, the shear velocity reduction within LLVPs
tells us little about their basalt content. Other compositional models for LLVPs, such bulk
iron enrichment, can not be ruled out and should be the focus of future work.
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5.6 Figures - Chapter 5
δρE (%) 4 6 8 10
Thermochemical piles? no yes yes yes
H (km) – 300 600 1500
L (km) – 3000 2000 1500
Table 5.1: Thermochemical pile characteristics.
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Component harzburgite basalt
Na2O 0.0 2.18
CaO 0.81 13.88
FeO 6.07 7.06
MgO 56.51 14.96
Al2SiO3 0.53 10.19
SiO2 36.07 51.75
Table 5.2: Bulk composition of harzburgite (from Baker and Beckett (1999)) and mid-
ocean ridge basalt (from Workman and Hart (2005)) given in terms of percent of six oxides.
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-2.0 % +2.0 %
δVS (%)
Figure 5.1: Map of the shear velocity anomaly at 2800 km depth in S40RTS, showing
LLVPs beneath Africa and the Pacific Ocean. The edges of the LLVPs are marked by the
δVS = −1.0% slow velocity contour.
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Figure 5.2: Snapshots of mantle convection simulations at 4.5 Gyr. Rows A–D correspond
to simulations with δρE of 4%, 6%, 8%, and 10%, respectively. In each row, the left panel
shows temperature, the middle panel shows f , and the right panel shows δVS . Characteristic
examples of plumes or thermochemical piles that develop in each simulation are outlined
in pink.
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Figure 5.3: Comparison between LLVPs in S40RTS and tomographically filtered models.
The left and right columns show results for the African and Pacific LLVPs, respectively.
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Figure 5.4: Diagram of LLVP input structures, which are elliptical domes defined by their
width L at the CMB and their height H . Within the LLVP the shear velocity anomaly is
defined as δVIN, and outside the LLVP the shear velocity anomaly is 0.
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Figure 5.5: Recovery F of piles as a function of width L and height above the core-mantle
boundary H , beneath Africa (A) and the Pacific (B).
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Figure 5.6: The strength of the seismic anomaly within an LLVP (δVIN) in percent, as a
function of ∆T and f , at depths of 1900 km (A), 2200 km (B), 2500 km (C), and 2800
km (D). The anomalies are computed relative to a mantle with a potential temperature of
1600 K, and a pyrolitic composition. In A–C (i.e., depths between 1900 km and 2500 km),
seismic velocity is decreased by either elevating temperature or reducing f . At 2800 km
depth increasing f reduces seismic velocity when ∆T ≤ 400 K, while the opposite is true
when ∆T > 400K. The green line indicates the 5% slow velocity contour.
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CHAPTER 6
Evidence of subduction related thermal and
compositional heterogeneity below the United
States from transition-zone receiver functions
Abstract
The subduction of the Farallon Plate has altered the temperature and composition of the
mantle transition zone (MTZ) beneath the United States. We investigate the structure of
the MTZ by mapping P-to-S wave conversions at mineralogical phase changes using US-
Array waveform data and theoretical seismic profiles based on experimental constraints on
the depths and strengths of phase transitions as a function of temperature and composition.
The width of the mantle transition zone varies by about 35 km over the study region, cor-
responding to temperature variation of more than 300 K. The MTZ is coldest and thickest
beneath the eastern US where tomography model US-SL-2014 resolves high wavespeed
anomalies. We detect intermittent P-to-S conversions at depths of 520 km and 730 km.
The conversions at 730 km depth are coherent beneath the southeastern United States. This
is consistent with basalt enrichment of about 50% in the uppermost lower mantle possibly
due to the emplacement of a fragment of an oceanic plateau (i.e., the Hess conjugate) in the
MTZ.
6.1 Introduction
The subduction of oceanic lithosphere brings thermal and compositional heterogeneity into
the mantle transition zone (MTZ). The different chemical components of a slab, including
sediments, crust, and the depleted mantle lithosphere separate due to transitions to denser
mineral phases at different pressures. Over geologic time, mechanical mixing may produce
88
a compositional gradient across the MTZ since basaltic components accumulate prefer-
entially above the 660-km phase transition and melt-depleted, harzburgitic components
concentrate below it (e.g., Irifune and Ringwood, 1993; Xie and Tackley, 2004; Nakagawa
et al., 2010). Large fragments of recently subducted slabs may still be intact and distributed
within the MTZ.
North America is an ideal region for studying the structure of the MTZ and its modifica-
tion by plate subduction in the Cenozoic and Mesozoic. Tomographic images of the mantle
beneath North America (e.g., Grand, 1994; van der Lee and Nolet, 1997; Sigloch et al.,
2008; Sigloch, 2012; Porritt et al., 2014; Schmandt and Lin, 2014a; Burdick et al., 2017)
reveal high-velocity anomalies within or just below the MTZ beneath the central and east-
ern United States which may be relics of the Farallon oceanic plate. A phase of low-angle
(i.e., flat-slab) subduction may explain the distribution of these slab remnants far from the
ancient trench axis and the eastward propagation of deformation and arc-like magmatism
during the Laramide orogeny (e.g., Coney and Reynolds, 1977; Humphreys et al., 2003).
Livaccari et al. (1981) suggested that the subduction of an oceanic plateau may provide the
necessary buoyancy since the thickened oceanic crust and depleted harzburgite residue are
less dense than the surrounding mantle. Liu et al. (2010) suggested that buoyancy forces
from the conjugate halves of the Shatsky Rise and Hess Rise play a critical role in flat-
slab subduction of the Farallon plate. They predicted that the subducted oceanic plateaus
are presently located at the top of the lower mantle beneath the southeastern US (the Hess
conjugate) and to the east of the Great Lakes region (the Shatsky conjugate). Wang et al.
(2017) suggested that the eclogitized Hess conjugate caused Laramide age subsidence in
the Gulf of Mexico region.
The deployment of the USArray over the past two decades has produced new seismic
data for imaging the mantle with high spatial resolution. The USArray includes 120 Refer-
ence Network stations and about 400 Transportable Array stations with about 70-km station
spacing. The TA stations were redeployed at sites in the western US and the eastern US
between 2004 and 2013. Building on previous analyses (e.g., Schmandt et al., 2012; Tauzin
et al., 2013; Gao and Liu, 2014), we develop receiver function images from USArray wave-
form data to map seismic discontinuities in the MTZ. Using mineral-physics relationships
between temperature, composition, and wave speed, we associate the discontinuities with
mineral phase transitions and estimate variations in temperature and composition from their
relative depths and strengths. In particular, we investigate whether fragments of relatively
cold slabs and relatively dense oceanic plateaus at the base of the MTZ, are evident in
receiver functions to corroborate previous tomographic and geodynamic observations.
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6.2 Receiver functions
6.2.1 Method
As is well documented (e.g., Shearer, 2000; Deuss et al., 2013), phase transitions in the
olivine system produce sharp gradients in seismic wavespeed observed near depths of 410-
km, 520-km, and 660-km. Additional seismic discontinuities have been observed near the
base of the transition zone between depths of about 660-km to 750-km (e.g., Simmons and
Gurrola, 2000; Deuss et al., 2006; Wang and Niu, 2011), which are commonly interpreted
as phase transitions in the garnet system. Since garnet is a primary constituent in basaltic
material at transition zone pressures, the detection of seismic signals produced just below
660-km depth may provide a useful estimate of the basalt content at the base of the MTZ.
In this study, we use the Pds receiver function method (e.g., Vinnik, 1977; Burdick and
Langston, 1977; Kind et al., 2012) image seismic velocity gradients in the MTZ. The Pds
phase is a P-to-S wave conversion at depth d. Its amplitude and arrival time depends on
the impedance contrast and depth of the seismic discontinuities or wave speed gradients
associated with mineral phase transitions. We compute receiver functions by rotating the
original seismograms into the RTZ coordinate system, filtering the waveforms with a band-
pass filter between periods of 5–50 s, cutting waveform sections that begin 10 s before and
end 120 s after the predicted P wave arrivals, and deconvolving the vertical from the radial
component waveforms using the time-domain matrix inversion method (e.g, Gurrola et al.,
1995). The deconvolution is stabilized by using a damping parameter λ (we use λ = 5) to
suppress noise without excessive low-pass filtering.
We analyze USArray recordings of all earthquakes which occurred between 2008–2014
and with moment magnitudes between 6 and 7 (Figure 6.1A). We include event-station
pairs for epicentral distances between 30◦ and 90◦. We cull receiver functions both visually
and using the signal-to-noise criterion that the RMS amplitude of a 5-s window centered
on the P onset must be at least 3 times larger than the RMS amplitude of a 20-s window
(Schmandt et al., 2012). After quality control, roughly half of the dataset has been rejected,
retaining 46,026 high-quality receiver functions.
We migrate the receiver functions to depth using the common conversion point (CCP)
technique (e.g., Dueker and Sheehan, 1997; Eagar et al., 2010; Schmandt et al., 2012; Gao
and Liu, 2014). The imaging domain consists of voxels that are about 50 × 50 km2 wide
and 5 km thick. At a given depth, receiver function signals contribute to all points in the
CCP volume which are within one Fresnel zone radius of the pierce point. We estimate and
subtract the contributions of 3D velocity anomalies to the Pds and P traveltimes by ray
tracing through the tomographic model US-SL-2014 (Schmandt and Lin, 2014a) using the
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TauP method (Crotwell et al., 1999).
The distribution of epicentral distances has a slight bias toward larger distances (Fig-
ure 6.1B) and the majority of the events were in South America and the western Pacific
(Figure 6.1C). The imperfect illumination geometry hampers resolution of discontinuity
topography and may introduce artifacts such as artificial duplexing of seismic interfaces
(e.g., Lekic´ and Fischer, 2017). To test for artifacts due to illumination geometry, we apply
all receiver function processing steps to synthetic seismograms for each of the events used
in the study. We compute these synthetic waveforms up to frequencies of 0.2 Hz using the
spectral element method waveform solver AxiSEM (Nissen-Meyer et al., 2014), for source
parameters documented in the Global CMT catalog (Ekstro¨m et al., 2012), and the AK135
seismic reference model (Montagner and Kennett, 1996). The set of synthetic receiver
functions has an identical ray parameter and back azimuth distribution as the observational
data, and should be affected by deconvolution in a similar manner. Since AK135 includes
only the 410 and 660 discontinuities we expect only P410s and P660s wave conversions to
appear in our synthetic CCP images.
6.2.2 CCP cross sections
Figure 6.2 shows vertical cross sections through the CCP stacks along parallels at latitudes
44◦N (profile X), 38◦N (profile Y) and 32◦N (profile Z). The stacked receiver functions
are superposed on the shear velocity structure of US-SL-2014 (Schmandt and Lin, 2014a).
P-to-S conversions from the 410-km and 660-km discontinuities (i.e., P410s and P660s)
are the largest phases and coherent throughout the CCP image. Their amplitudes vary, but
on average they are both about 5% of the direct P arrival. Along each cross section, the
depths of the 410 and 660 varies by as much as +/- 20 km. Regions with the strongest
deflections of the 410 and 660 correspond to strong wave speed anomalies in US-SL-2014.
In general, regions with a positive wavespeed anomaly in the transition zone correspond
to an anomalously shallow 410 and deep 660, while the opposite is true for regions with
a negative wavespeed anomaly. Cross sections of the synthetic CCP images are shown in
Figure 6.3. The amplitudes of P410s and P660s are relatively uniform across the imaging
region, suggesting these discontinuities are well resolved in our study.
Signals of conversions from near the 520 (i.e., P520s) are detected intermittently in
each of the three cross sections shown in Figure 6.2 (circled in green). In cross section
X, a strong 520 between −100◦ and −110◦ has an amplitude as large as 30 % of P410s,
and corresponds to a high velocity anomaly in US-SL2014. Weaker signals from 520 are
present in cross section Y in low wave speed regions. In cross section Z, the 520 is apparent
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in several locations but shows no clear association with wavespeed anomalies. There is an
apparent doubling of the 520 near the western end of cross section Z, although synthetic
tests show the transition zone is poorly resolved in this region (see Figure 6.3).
Cross section Z shows a strong signal from 730 is present between −85◦ and −95◦
(circled in pink). Here, the maximum amplitude of P730s is about 30% of the amplitude
of P660s. This signal coincides with a fast seismic wavespeed anomaly and a strong 520.
Signals from 730 are also present in cross section Y in a region of anomalously high seismic
wavespeed, but with no associated detection of the 520.
The stacked receiver functions show complicated signals between 250-km and 400-
km depth, with single or double positive arrivals coherent across broad regions. However,
signals in this depth range are also present in our synthetic CCP stacks (Figure 6.3), which
are based on a seismic model with no velocity discontinuities in this depth range. It is likely
that these signals are reverberations from shallower discontinuities. Sporadic and weak
conversions are present between about 850-km and 1000-km depth. Seismic layering in the
lower mantle have been observed previously (e.g., Jenkins et al., 2017; Waszek et al., 2018),
but there are no known mineral phase transitions that could account for these observations.
6.2.3 Phasing diagrams
We verify that the observed Pds conversions from 520-km and 730-km depth have the ex-
pected slownesses by a phasing analysis of (e.g., Fee and Dueker, 2004) receiver functions
from regions with the strongest signals. Figure 6.4 compares the stack of all 40,026 receiver
functions (Figure 6.4A) to stacks of receiver functions that sample the northern Rockies
(Figure 6.4B) and the southeastern US (Figure 6.4C). We estimate amplitude uncertainties
by bootstrap resampling the receiver function stacks (Efron and Tibshirani, 1986).
The move-out corrected stack for the full data set (bottom left of Figure 6.4A) repre-
sents the average transition zone structure beneath the USArray. The P410s and P660s
conversions at the 410 and 660 are the main signals and have the predicted P-to-S move-
out. The P520s and P730s conversions are invisible, confirming that the 520 and 730
are not coherent boundaries beneath the USArray. The 520 is detected in the stacks of
both subsets but the 730 is visible only in the stack from the southeastern United States
(Figure 6.4C). Both the 520 and 730 signals are above noise level according to bootstrap
re-sampling analysis. The phasing analysis diagrams (right panels of Figure 6.4B and C)
confirm that the signals at 55 s after P (i.e., 9.8 s after P410s) and 73 s after P (i.e., 5.5 s
after P410s) have slownesses and traveltimes consistent with P520s and P730s.
The crust adds additional complication in interpreting receiver functions since reverber-
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ations within the crust can masquerade as P-to-S conversions from deeper discontinuities.
Crustal reverberations are expected to be strongest in regions with thick low velocity layers
such as sedimentary basins. We test the influence of crustal reverberations by forward cal-
culating receiver function stacks using AxiSEM for AK135 both with and without a crust.
We use the crustal profile ’DN’ from CRUST2.0 (Laske et al., 2001), which characterizes
the crustal structure over broad regions of the southeastern US near the Gulf of Mexico,
where we detect a strong P520s and P730s. The results, shown in Figure 6.5 indicate that
the signals we observe following P410s or P660s are unlikely to be crustal reverberations.
Our modeling shows reverberations are weak and arrive with the same delay time after
P410s and P660s. A CCP profile from the Gulf of Mexico region (Figure 6.5D) shows
that P520s arrives 9.8 s after P410s, while P730s arrives 5.5 s after P660s.
6.3 Interpretation
6.3.1 Modeling T and C dependent velocity
We interpret our receiver function images of the transition zone using mineral physics mod-
eling of the relationship between temperature, composition, and seismic wavespeed in the
mantle. We compute the effects of temperature and composition on mineral phase equilib-
ria and seismic velocities in the MTZ using the thermodynamic code Perple X (Connolly,
2005) and the elastic parameter database of Stixrude and Lithgow-Bertelloni (2011). To ac-
count for the P and T dependent effects of anelasticity on seismic wavespeeds, we correct
the anharmonic wavespeeds using the attenuation model Q7g (e.g., Maguire et al., 2016).
We consider the mantle to be a mechanical mixture of basalt (i.e., recycled oceanic crust)
and harzburgite (i.e., the melt depleted fraction of oceanic lithosphere) (e.g., Xu et al.,
2008). We refer to the end member compositions basalt and harzburgite for simplicity but
the actual mineral assemblages depend on thermodynamic conditions. The relative frac-
tions of basalt and harzburgite are defined as f and 1−f . We use the mid-ocean ridge basalt
composition from Workman and Hart (2005) and harzburgite composition from Baker and
Beckett (1999).
Figure 6.6A shows how the shear wave velocity VS depends on the basalt fraction f
in the mantle. Profiles of the P-wave velocity have a similar character. Each profile of VS
is computed along an adiabat with a potential temperature of 1573 K. There are seismic
discontinuities or sharp gradients near 300 km, 410 km, 520 km, 660 km, and 730 km
depth. For a pyrolitic (i.e., f ≈ 0.2) or harzburgite-enriched mantle (f < 0.2), the 410,
520, and 660 in the olivine system are dominant. Both the 410 and 660 are narrower than
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10 km and they are the largest discontinuities with shear velocity jumps of 7.8 % and 7.2 %
respectively. The 300 and 520 are weaker and the 520 is spread over a broad depth interval.
As f increases, the 410, 520 and 660 phase changes in the olivine system weaken while
the coesite to stishovite transformation near 300 km depth and the majorite garnet to bridg-
manite transformation near 730 km depth become stronger. Low wave speeds throughout
the transition zone also characterize a mantle enriched in basalt. The increase of VS at the
730 is 1.8% for f = 0.2 and 11.2% for f = 1. The 730 is the only phase transition that
occurs near the base of the transition zone in a purely basaltic mantle (when f = 1). Since
the strength of the 660 and 730 depends strongly on f , we use the relative amplitudes of
P660s and P730s to estimate the basalt fraction f . Figure 6.6B shows how the predicted
receiver function P730s/P660s amplitude ratio varies with basalt fraction f
Figure 6.6C shows how phase changes and VS in the upper mantle depend on temper-
ature. Here, we assume a homogeneous mantle composition with f = 0.2 (i.e., a roughly
pyrolitic mantle). We vary the potential temperature of the adiabat between 1473 K and
1873 K, which is within -150 K to +250 K of the average potential temperature of mid-
ocean-ridge basalt (MORB) suggested by Herzberg et al. (2007) Since the magnitude of
the Clapeyron slope of the 660 transition is smaller than the 410 transition the phase bound-
ary topography of the 660 is more subdued than the 410 for the same thermal anomaly. The
transition zone thickness varies from 230 km to 280 km for our range of potential temper-
atures (Figure 6.6D).
The 730 is a strongly temperature-dependent exothermic transition. Its depth varies be-
tween about 730 km (for the 1473 K adiabat) to 800 km (for the 1873 K adiabat). However,
P730s is generally too weak in our data for it to be useful to map the temperature structure
at the base of the MTZ.
6.3.2 Transition zone properties
Our estimates of the MTZ thickness and temperature inferred from our mineral physics
models are shown in Figure 6.7A. The thickness of the transition zone is on average 249
km with peak-to-peak variations of about 35 km. This is in good agreement with the study
by Gao and Liu (2014). The variation in thickness is similar to the velocity variations
at 400 km depth imaged in US-SL-2014 (Figure 6.7D) and implies that the temperature
in the MTZ beneath the United States varies by more than 300 K. Estimates of transition
zone thickness and temperature change slightly depending on the seismic velocity model
used to migrate receiver functions, but the general interpretations are robust. In Figure 6.8
we compare estimates of transition zone thickness based on a 1D seismic velocity model
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to estimates using 3D tomography models US-SL-2014 (Schmandt and Lin, 2014a) and
DNA13 (Porritt et al., 2014).
The transition zone is thinnest and therefore warmest beneath the western United States,
except for the Columbia Plateau region to the east of the Cascades. This likely reflects the
cooling of the mantle by the Juan de Fuca slab which has penetrated into the MTZ although
US-SL-2014 does not provide clear tomographic evidence for a high-velocity anomaly
in the MTZ beneath this region. Yellowstone stands out as a small-scale region with an
anomalously thin (230–240 km) transition zone, corresponding to a potential temperature
of 1750–1850 K. It implies a deep origin of the Yellowstone hotspot, in agreement with
Schmandt et al. (2012) but not with Gao and Liu (2014), who do not find evidence for a thin
transition zone beneath Yellowstone. The transition zone is relatively thick (260–270 km)
over broad regions beneath the central and southeastern United States with maxima that
coincide with high-velocity anomalies in US-SL-2014. We infer the potential temperature
in these regions to be between 1500–1600 K.
Figure 6.7B shows the regions where 520 discontinuity appears to be the strongest. The
amplitude of P520s is difficult to measure due to interference with the relatively strong side
lobes of P410s and P660s, which are artifacts of waveform deconvolution. Therefore we
simply show in Figure 6.7B the regions where P520s is at least 20% of P410s, which
we consider to be robust detections. The 520 is strong in the MTZ beneath the Columbia
Plateau and northern Basin and Range, where we also resolve the transition zone to be
relatively thick and therefore cold. Further, we detect 520 coherently over a broad area
beneath the northern Great Plains and Rocky Mountain region where wave speeds are rel-
atively high according to US-SL-2104. However, we do not find evidence for a cool and
thick transition zone in this region, which would be expected if slabs of subducted material
are present. The 520 is also apparent in the southeastern United States near the Gulf of
Mexico. Here, the thick transition zone and the high wave speeds provide complementary
evidence for a cold downwelling.
Mineral physics models (Figure 6.6A) indicate that the impedance contrast at 520 in-
creases with decreasing f . Therefore, Figure 6.7B may indicate regions of harzburgite
enrichment. The absence of a pervasive detection of a 520 across the study area could
indicate the MTZ is enriched in basalt on average. It is also possible that the intermittent
detection of the 520 may signify a local sharpening of the seismic discontinuity, rather than
an increased impedance contrast, which would increase the seismic visibility. Recently,
Mrosko et al. (2015) found that the presence of water in transition zone under oxidizing
environment reduces the stability field over which ringwoodite and wadsleyite coexist, and
thus reducing the width of the 520 discontinuity. These conditions are expected in regions
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of subduction, and thus may explain the association we observe between detections of the
520 and inferred downwellings, particularly in the southeastern United States. A hydrated
transition zone beneath the Gulf of Mexico region has also been suggested by Courtier and
Revenaugh (2013) who observe a strong 520 using multiple reverberations of ScS.
Figure 6.7C shows the variable basalt fraction f at the base of the MTZ inferred from
amplitude ratios of P730s and P660s. We assume that f = 0 in regions where P730s is un-
detected, which may be inaccurate if P730s is masked by side-lobes of adjacent arrivals, or
if signals stack incoherently due to unmodeled 3D velocity structure. Additionally, regions
with negative arrivals below 660, for example due to dehydration melting (e.g., Schmandt
et al., 2014b), would map as regions with f = 0. Nonetheless, Figure 6.7C reveals an
intriguing pattern of the basalt content at the base of the transition zone.
The inferred basalt enrichment, with values f > 0.3, is highest in the southeastern
US near the Gulf of Mexico. This coincides with a region of thick transition zone, and a
detection of the 520. Additionally, US-SL-2014 maps a high velocity anomaly at the top of
the lower mantle in this region (Figure 6.7E). A similarly enriched mantle is found along
the Atlantic coast to the east of the Appalachians with no concurrent detection of the 520.
Small regions of enriched mantle are also found to the east of the Great Lakes region and
near Lake Superior. The western US is largely depleted with the exception of the Colorado
Plateau region, with f ≈ 0.2, and an east-west trending region north of Rockies with
f ≈ 0.3. The Northern Rockies region is also associated with a strong 520.
6.4 Discussion
In a pyrolitic mantle, the 520 and 730 should produce observable P520s and P730s wave
conversions, yet these signals are recorded intermittently. The low amplitudes of P520s
and P730s may indicate a strongly compositionally layered mantle with basalt enrichment
and depletion above and below the 660 (e.g., Nakagawa et al., 2010). The 520 and 730 are
weak or even absent in such a mantle (see Figure 6.6A). Our stack of the full set of receiver
functions from all stations of the USArray is consistent with the geodynamic predictions
of a compositional gradient in the MTZ beneath North America.
The local detections of P520s and P730s may indicate regions of the MTZ where
a compositional gradient has been perturbed by vertical flow, either by sinking slabs or
the ascent of plumes. In general, there is no clear correlation between the strength of the
520 and 730 discontinuities and the inferred MTZ temperature, although some trends are
apparent.
1. The detection of the 520 typically coincides with high-velocity anomalies in US-SL-
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2014 within the MTZ, with a thick transition zone, or both.
2. The MTZ is coolest and the basalt enrichment is highest beneath the eastern US
3. Basalt enrichment in the Gulf of Mexico region correlates with a high-velocity anomaly,
a detection of the 520, and a thick transition zone.
These results are consistent with a mantle that has been perturbed by recent subduction
and with the widespread distribution of fragments of cold slabs in the MTZ beneath the
eastern US. Previous studies have interpreted the high-velocity anomalies in the MTZ as
remnants of the Farallon slab, which subducted eastward from the western margin of the
US during the Mesozoic and Cenozoic (e.g., Bunge and Grand, 2000), although other
subduction histories remain possible (e.g., Sigloch and Mihalynuk, 2013).
Geodynamic simulations by Liu et al. (2010) suggest that buoyancy forces from the
conjugate halves of the Shatsky Rise and Hess Rise play a critical role in flat slab subduc-
tion of the Farallon plate. Furthermore, they predicted that the subducted oceanic plateaus
are presently located at the top of the lower mantle beneath the southeastern United States
(the Hess conjugate) and to the east of the Great Lakes (the Shatsky conjugate). Wang
et al. (2017) suggested that the negative buoyancy from the eclogitized Hess conjugate
explains Laramide age subsidence in the Gulf of Mexico region. The presence of a sub-
ducted oceanic plateau (i.e., the Hess conjugate) may explain the strong signature of basalt
enrichment that we observe beneath the southeastern US.
6.5 Conclusions
CCP images (Figure 6.2 and 6.7) of receiver functions from seven years of USArray wave-
form data indicate the variable strength of phase transitions in the transition zone. This is
compatible with a mantle with basalt enrichment in the MTZ above the 660 and harzburgite
enrichment in the mantle below the 660. The images, with a lateral resolution of about 100
km, indicate that the 410 and 660 transitions are the only coherent boundaries. The width
between the 410 and 660 varies by about 35 km, consistent with temperature variations of
300 K. The lateral variations of the transition zone thickness correlate with the wave speed
variation resolved by tomography. The transition zone is relatively thick and cool beneath
the eastern United States, due to the presence of fragments of the subducted Farallon slab.
The receiver functions include a strong P-wave to S-wave conversion from a depth of
about 730 km beneath the Gulf of Mexico region which is consistent with the garnet to
bridgmanite phase transition within a relatively cold (1500 – 1600 ◦ K) slab fragment. The
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location of the reflector at 730-km depth correlates with the location of the subducted Hess
conjugate predicted by geodynamic simulations (Liu et al., 2010). Our results demonstrate
the potential of using the regional variability of the transition zone structure below 660-km
depth to map compositional heterogeneity at the base of the transition zone.
6.6 Figures - Chapter 6
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Figure 6.1: (A) Map of events used in this study. The distribution of epicentral distances is
shown in (B) and the distribution of back azimuths is shown in (C).
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Figure 6.2: Longitudinal cross sections through the CCP imaging volume for (from top to
bottom) latitude 44◦N (profile X), 38◦N (profile Y), and 32◦N (profile Z). High-amplitude
conversions from the 520 and 730 are indicated by green and pink circles, respectively. The
background depicts the shear velocity structure of tomographic model US-SL-2014. The
locations of the cross sections are shown in Figure 6.7D.
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Figure 6.3: Cross sections through synthetic CCP image at latitudes of 44◦ (cross section
X), 38◦ (cross section Y), and 32◦ (cross section Z).
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Figure 6.4: Comparison between receiver function stacks of the full data set (A), and re-
gional stacks of 4,934 receiver functions from stations in the northern Rockies (B), and
5,026 receiver functions from stations in the southeastern US (C). Each region has three
panels. The top left panel shows the included stations, the bottom left panel shows the
move-out corrected stack, and the right panel shows a phasing analysis. The move-out
corrected stacks show the average receiver function signal, as well as the upper and lower
bound of the bootstrap confidence interval. Positively identified phases are labeled. Green
diamonds shown in the phasing analysis indicate a local maximum.
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Figure 6.5: Crustal reverberation modeling. A shows the VS structures of AK135 (in
green) and AK135 with a crustal profile DN from CRUST2.0 added (in blue). B and C show
synthetic receiver function stacks computed for each profile. In C, weak positive arrivals
about 8.7 s after both P410s and P660s (marked with arrows) are crustal reverberations. D
shows a vertical profile of the CCP image in the southeast US, near the Gulf of Mexico (a
location characterized by DN in CRUST2.0).
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Figure 6.6: (A) Profiles of the shear velocity (VS) for mechanical mixtures with varying
basalt fraction f . Each of the profiles is calculated along an adiabat with a potential tem-
perature of 1573 K. The green line is the VS profile for PREM. (B) Amplitude ratios of
P730s/P660s calculated using the profiles in A. (C) VS profiles of a pyrolitic composition
(i.e., f = 0.2) calculated for different adiabats. (D) MTZ thickness as a function of tem-
perature, calculated from the profiles in C. Mineral phase names in A and C are as follows:
coesite (co), stishovite (st), olivine (ol), wadsleyite (wa), ringwoodite (ri), brigmanite (br),
ferropericlase (fp), majorite garnet (gt). The 300, 410, 520, 660, and 730 correspond to
the co→ st, ol→wa, wa→ ri, ri→ br+fp, and gt→ br mineral transitions, respectively.
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Figure 6.7: The maps on the left show (A) the thickness of the transition zone estimated
from P660s - P410s arrival times and the potential temperature as inferred from predicted
seismic velocity profiles of MM pyrolite, (B) regions where P520s is detected with an
amplitude of at least 20% of P410s, and (C) the inferred basalt fraction based on the
P730s /P660s amplitude ratio. The maps on the right show shear velocity variations at
depths of 400 km (D) and 900 km (E) according to model US-SL-2014. The dashed lines
in D indicate the transects X, Y, and Z of the CCP cross sections shown in Figure 6.2.
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Figure 6.8: Comparison of mantle transition zone thickness maps created assuming differ-
ent mantle velocity structures. Map A uses AK135 to migrate receiver functions to depth.
Maps B and C use 3D tomography models US-SL2014 (Schmandt and Lin, 2014), and
DNA13 (Porritt et al., 2014), respectively.
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CHAPTER 7
Conclusions
The work presented here demonstrates how experimental and theoretical mineral physics,
seismic imaging, and physics-based modeling of mantle flow can be used together to gain
insight into the variations of temperature, composition, and mineralogy of Earth’s mantle. I
focused on using this combined approach to assess the limitations of seismic tomography to
resolve small scale heterogeneity, and tested how thermal and compositional mantle models
are compatible with seismic observations.
In Chapters 2 and 3, I investigated how thermal plumes rising from the core-mantle
boundary affect seismic waves, and how traveltime tomography can constrain their role in
mantle convection. I calculated the temperature structure of plumes using a physics-based
model of plume formation and ascent, and determined how hot plumes in the deep mantle
affect the elastic properties of rock and how much plumes will slow down through going
seismic waves. The modeling shows that the plumes may slow down a wave by less than
1 second, which suggests that imaging plume tails is more challenging than is generally
recognized. Such small delays are in principle observable but we must understand in de-
tail how other other structures in the mantle could affect the propagation of seismic waves.
For example, variations in the thickness of the crust or heterogeneous structures within the
lithosphere (i.e. tectonic plates) may also slow down or speed up waves. I also investigated
how new networks of seismometers can improve the resolution of small structures, such
as relatively narrow plumes, in the deep mantle. I focused on the resolution of a plume
beneath Hawaii because it is the textbook example of a group of volcanic islands formed
by hotspot volcanism. I find that to most accurately recover structure in the deep mantle,
it is necessary to place seismometers on the seafloor far from the Hawaiian islands. Such
offshore deployments are extremely expensive and logistically challenging. This work can
help set the requirements for future imaging experiments since I investigated optimal imag-
ing scenarios that can recover the most detail at the lowest cost (i.e., fewest seismometers).
I further investigated mantle plume imaging in Chapter 4 by analyzing global tomogra-
phy images of the mantle beneath the Samoa hotspot. Low seismic wavespeeds, indicative
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of an anomalously warm mantle, are observed beneath Samoa nearly continuously from
the core-mantle boundary to the surface, with the exception of a narrow region of high
wavespeeds below the transition zone. This disruption, referred to as the ’Samoa gap’ may
imply a break in mantle flow across the 660-km discontinuity. I tested various thermal
and petrological models and found that due to competing effects of temperature and com-
position on seismic wavespeed, the Samoa gap, can be explained by a combination of an
elevated 660-km discontinuity and harzburgite enrichment within a hot mantle. The com-
positionally layered model is consistent with geoydnamic predictions of the segregation of
harzburgite and eclogite within plumes at transition zone depths. These results demonstrate
that complex patterns of heterogeneity typically observed near 660-km depth in global to-
mography should not necessarily be interpreted in terms of discontinuous flow structures.
In Chapter 5 I explored the origin of the LLVPs beneath Africa and the Pacific, which
are thought to be anomalously warm and compositionally distinct mantle domains, and
which could be source regions for mantle plumes. I found that the tomographically ob-
served shear velocity reductions in LLVPs are broadly consistent with piles of recycled
oceanic crust that has accumulated at the core. The LLVPs require a temperature anomaly
of at least 400 K to match tomography. However, I also found that we are unable to uniquely
determine the basalt fraction within piles, and the other compositional models could be per-
missible.
In Chapter 6 I linked seismic observations of transition zone discontinuities beneath
the United States to constraints from mineral physics. I modeled the transition zone as
a mechanical mixture of recycled mid-ocean ridge basalt and depleted harzburgite, and
made estimates of transition zone composition and thermal structure. My primary results
show that the transition zone structure beneath beneath the eastern US is consistent with
modification by the recent subduction of the Farallon slab. I found evidence of basalt
enrichment at the base of the transition zone in a region where geodynamic modeling has
predicted the presence of a subducted oceanic plateau.
Much of the work presented here relies heavily of high-performance computing. Only
in recent years, as computational resources have grown, have accurate 3D numerical simu-
lations of wave propagation in realistic Earth models been possible. In the seismic analysis
of mantle plume tails, I was limited to modeling seismic waves with a minimum period
of 10 s, even with advanced supercomputing resources, while teleseismic traveltime obser-
vations can typically be made at frequencies up to 1 Hz. As high-performance computer
systems continue to improve, and numerical tools become more efficient, 3D wave propa-
gation simulations encompassing the entire broadband frequency range of teleseismic ob-
servations will become routine. These future advances will enable investigation of more
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complex Earth models and reveal further aspects of how dynamic structures affect seismic
waves.
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