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A q-enumeration of lozenge tilings of a hexagon with four
adjacent triangles removed from the boundary
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Abstract
MacMahon proved a simple product formula for the generating function of plane partitions
fitting in a given box. The theorem implies a q-enumeration of lozenge tilings of a semi-
regular hexagon on the triangular lattice. In this paper we generalize MacMahon’s classical
theorem by q-enumerating lozenge tilings of a new family of hexagons with four adjacent
triangles removed from their boundary.
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1. Introduction and main results
Given k positive integers λ1 ≥ λ2 ≥ · · · ≥ λk, a plane partition of shape (λ1, λ2, . . . , λk)
is an array of non-negative integers
n1,1 n1,2 n1,3 . . . . . . . . . n1,λ1
n2,1 n2,2 n2,3 . . . . . . n2,λ2
...
...
...
...
...
nk,1 nk,2 nk,3 . . . nk,λk
so that ni,j ≥ ni,j+1 and ni,j ≥ ni+1,j (i.e. all rows and all columns are weakly decreasing
from left to right and from top to bottom, respectively). The sum of all entries of a plane
partition π is called the volume (or the norm) of the plane partition, and denoted by |π|.
The plane partitions of rectangular shape (b, b, . . . , b) (a rows) with entries at most c
are usually identified with their 3-D interpretations — piles (or stacks) of unit cubes fitting
in an a×b×c box. The latter are in bijection with lozenge tilings of a semi-regular hexagon
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Figure 1.1: The shamrock S4,2,2,3.
Hex(a, b, c) of side-lengths a, b, c, a, b, c (in clockwise order, starting from the northwest
side1) on the triangular lattice. Here, a lozenge (or unit rhombus) is union of any two unit
equilateral triangles sharing an edge; and a lozenge tiling of a region is a covering of the
region by lozenges so that there are no gaps or overlaps.
Let q be an indeterminate. The q-integer [n]q is defined by [n]q := 1+q+q
2+. . .+qn−1.
We also define the q-factorial by [n]q! := [1]q · [2]q . . . [n]q, and the q-hyperfactorial function
by Hq(n) := [0]q!·[1]q !·[2]q! . . . [n−1]q!. MacMahon [Ma] proved that the volume generating
function of the plane partitions fitting in an a× b× c box is given by
∑
pi
q|pi| =
Hq(a)Hq(b)Hq(c)Hq(a+ b+ c)
Hq(a+ b)Hq(b+ c)Hq(c+ a)
, (1.1)
where the sum on the left-hand side is taken over all plane partitions π fitting in an a×b×c
box. By specializing q = 1 in the MacMahon formula (1.1), it follows that the number of
lozenge tilings of a semi-regular hexagon Hex(a, b, c) is equal to
H(a)H(b)H(c)H(a+ b+ c)
H(a+ b)H(b+ c)H(c+ a)
, (1.2)
where H(n) := H1(n) = 0! · 1! · 2! . . . (n− 1)! is the ordinary hyperfactorial function.
The tiling formula (1.2) inspired a large body of work focusing on enumeration of
lozenge tilings of a hexagon with dents or holes (see e.g. [Ci05], [CF16], [CEKZ], [CK],
[Ei1], [Ei2], [FK98], [FK00], [KO], [La16a], [Ros]). Here, a dent is a portion of the hexagon
that has been removed from the boundary, while a hole is a portion removed from inside
the hexagon.
In this paper, we consider a new type of dented hexagon as follows. The shamrock2
Sm,a,b,c is the union of four equilateral triangles with sides m, a, b, c on the triangular
1From now on, we always list the side-lengths of a hexagon on the triangular lattice in the clockwise
order, starting from the northwest side.
2The shamrock was first introduced by Ciucu and Krattenthaler in [CK].
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Figure 1.2: Hexagon with a shamrock removed along the boundary.
lattice described in Figure 1.1. We start with a hexagon of side-lengths z+a+b+c, x+y+
m, t+a+ b+ c, z+m,x+y+a+ b+ c, t+m, where x, y, z, t are four non-negative integers.
Next, we remove a shamrock Sm,a,b,c from the base of the hexagon so that the lower-left
vertex of the a-triangle in the shamrock is x+ c units to the right of the lower-left vertex
of the hexagon. We denote by Q
(
x y z t
m a b c
)
the resulting region. Figure 1.2 shows
the region Q
(
4 3 2 3
4 3 2 1
)
.
Our following main theorem shows that the lozenge tilings of a Q-type region are
always enumerated by a simple product formula.
Theorem 1.1. For non-negative integers x, y, z, t,m, a, b, c, the number of lozenge tilings
of the region Q
(
x y z t
m a b c
)
is equal to
H(m+ a+ b+ c+ x+ y + z + t)
H(m+ a+ b+ c+ x+ y + t)H(m+ a+ b+ c+ x+ y + z)
×
H(m+ a+ b+ c+ x+ t)H(m+ a+ b+ c+ x+ y)H(m+ a+ b+ c+ y + z)
H(m+ a+ b+ c+ z + t)H(m+ a+ b+ c+ x)H(m+ a+ b+ c+ y)
×
H(x)H(y)H(z)H(t)
H(x+ t)H(y + z)
H(m)3H(a)2 H(b)H(c)H(m+ a+ b+ c)
H(m+ a)2H(m+ b)H(m+ c)
×
H(m+ b+ c+ z + t)H(m+ a+ c+ x)H(m+ a+ b+ y)
H(m+ b+ y + z)H(m+ c+ x+ t)
×
H(c+ x+ t)H(b+ y + z)
H(a+ c+ x)H(a+ b+ y)H(b+ c+ z + t)
. (1.3)
3
One readily sees that, by letting a = b = c = m = 0, our Q-type region becomes a
semi-regular hexagon. In this sense, Theorem 1.1 is a generalization of MacMahon’s tiling
formula (1.2).
If we assign to each lozenge tiling T of a semi-regular hexagon Hex(a, b, c) a weight
q|pi|, where π is the plane partition corresponding to T , the generating function on the
left-hand side of (1.1) becomes a weighted sum of the lozenge tilings of Hex(a, b, c). In
this sense, MacMahon’s formula yields a weighted enumeration of lozenge tilings of a semi-
regular hexagon. This weighted enumeration is usually called a q-enumeration, since the
tiling weights here are all powers of q. While there are many known tiling enumerations of
hexagons with dents or holes, most of them only concern ‘plain tilings’ (i.e. tilings without
weight). Only a few weighted enumerations have been found (see e.g. [Ma], [St86], [St99,
pp.374–375], [La16a]). In the next part of this section, we consider such a rare weighted
enumeration, that is a q-analog of the result in Theorem 1.1 (see Theorem 1.2).
Similar to the bijection between lozenge tilings of a semi-regular hexagon Hex(a, b, c)
and plane partitions fitting in an a×b×c box, one can view a lozenge tiling ofQ
(
x y z t
m a b c
)
as a pile of unit cubes fitting in a compound box B := B
(
x y z t
m a b c
)
, which is the union
of 6 adjacent rectangular boxes (see Figure 1.3(a) for the case when x = y = z = 3, t =
4,m = 3, a = b = c = 2). Figure 1.3(b) gives a 3-D picture of the compound box B
by showing the empty pile; the bases of the rectangular boxes in B consist of right-tilted
lozenges and are labeled by 1, 2, . . . , 6.
Projecting the compound box B on the Oij plane, we get a projective diagram as in
Figure 1.3(c). In this diagram, each rectangular box in B is represented by a rectangle
with a pair of integers (a, b), where a is the level of the base and b is the height of the box.
We always assume that the base of the box 1 is on level 0. We also note that the rectangles
corresponding to the boxes 1 and 3 are overlapping (the intersection is indicated by the
shaded area in Figure 1.3(c)). However, these two boxes themselves are not overlapping,
since the box 3 is hanging over the box 1.
We call the piles of unit cubes fitting in the compound box B generalized plane par-
titions, since they have a similar monotonicity as (the 3D-interpretation of) the ordinary
plane partitions: the tops of their columns (of unit cubes) are weakly decreasing along
−→
Oi
and
−→
Oj.
Similar to MacMahon’s theorem (1.1), we have a closed form product formula for the
volume generating function of the generalized plane partitions.
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Figure 1.3: (a) Viewing a lozenge tiling of a Q-type region as a pile of unit cubes fitting in a special box.
(b) The tiling corresponding to the empty pile. (c) The projection of the compound box B on the Oij
plane.
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Theorem 1.2. Let m,a, b, c, x, y, z, t be non-negative integers. Then
∑
pi
q|pi| =
Hq(m+ a+ b+ c+ x+ y + z + t)
Hq(m+ a+ b+ c+ x+ y + t)Hq(m+ a+ b+ c+ x+ y + z)
×
Hq(m+ a+ b+ c+ x+ t)Hq(m+ a+ b+ c+ x+ y)Hq(m+ a+ b+ c+ y + z)
Hq(m+ a+ b+ c+ z + t)Hq(m+ a+ b+ c+ x)Hq(m+ a+ b+ c+ y)
×
Hq(x)Hq(y)Hq(z)Hq(t)
Hq(x+ t)Hq(y + z)
Hq(m)
3 Hq(a)
2Hq(b)Hq(c)Hq(m+ a+ b+ c)
Hq(m+ a)2Hq(m+ b)Hq(m+ c)
×
Hq(m+ b+ c+ z + t)Hq(m+ a+ c+ x)Hq(m+ a+ b+ y)
Hq(m+ b+ y + z)Hq(m+ c+ x+ t)
×
Hq(c+ x+ t)Hq(b+ y + z)
Hq(a+ c+ x)Hq(a+ b+ y)Hq(b+ c+ z + t)
, (1.4)
where the sum on the left-hand side is taken over all generalized plane partitions π fitting
in the compound box B
(
x y z t
m a b c
)
, and where |π| is the volume of π (i.e. the number
of unit cubes in π).
Denote by F
(
x y z t
m a b c
; q
)
the volume generating function on the left-hand side of
(1.4). One readily sees that F
(
x y z t
m a b c
; 1
)
is exactly the number of lozenge tilings
of the region Q
(
x y z t
m a b c
)
and that Theorem 1.2 implies Theorem 1.1 by specializing
q = 1.
We notice that the total volume of the compound box B
(
x y z t
m a b c
)
, and hence
the degree of the volume generating function F
(
x y z t
m a b c
; q
)
in q, is
m(b+ y)a+ zy(t+ a+ b+ c) + (b+ z)m(c+ t) + (z + b+ c)xt+ ax(t+m) + acm. (1.5)
We would also like to point out that taking the complement of a generalized plane
partition with respect to the compound box provides a natural involution on the set of all
generalized plane partitions in this box, and that this gives the symmetry
qm(b+y)a+zy(t+a+b+c)+(b+z)m(c+t)+(z+b+c)xt+ax(t+m)+acmF
(
x y z t
m a b c
; q−1
)
=
F
(
x y z t
m a b c
; q
)
. (1.6)
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Figure 1.4: Partitioning the compound box into three rectangular boxes in the case of x = y = z = 0.
One readily sees that MacMahon’s classical theorem (1.1) is a special case of Theorem
1.2, when m = a = b = c = 0, i.e.
F
(
x y z t
0 0 0 0
; q
)
= Pq(z, x+ y, t), (1.7)
where Pq(a, b, c) denotes the MacMahon generating function in (1.1). In addition to the
above ‘natural’ reduction, the opposite extreme case of x = y = z = 0 is also interesting,
since it gives a reduction to a product of three MacMahon generating functions, i.e.,
F
(
0 0 0 t
m a b c
; q
)
= Pq(a, c,m)Pq(b,m, c+ t)Pq(m, b, a). (1.8)
In this case, the compound box B
(
0 0 0 t
m a b c
)
is a union of three face-disjoint com-
ponent boxes: the box 1, the box 3, and the box 6, as indexed in Figure 1.3 (the three
other boxes are now empty). Therefore, each generalized plane partition fitting in the
compound box is now a union of three independent piles of unit cubes fitting in the above
three component boxes (see the three boxes corresponding the hexagons with the bold
boundary in Figure 1.4). The identity (1.8) then follows. Hence, the main result of this
paper can also be regarded as a generalization of three simultaneous instances of MacMa-
hon’s theorem. The unweighted version of (1.8) (when t = 0) also applies to the main
result of Ciucu–Krattenthaler [CK], as pointed out in their Remark 1 and Figure 8.
It is worth noticing that Ciucu and Krattenthaler [CK] proved a closed form product
formula for the number of tilings of a hexagon with a shamrock hole in the center. However,
there are not any q-enumerations presented in [CK].
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The goal of the present paper is proving Theorem 1.2 by using the graphical con-
densation method first introduced by Eric H. Kuo in [Ku04]. This condensation can be
viewed as a combinatorial interpretation of Dodgson condensation (which is based on the
Jacobi-Desnanot identity, see e.g. [Do] and [Mu], pp. 136–148). We refer the reader to
e.g. [Ci15], [Fu], [Ku06], [Sp], [YYZ], [YZ] for various aspects and generalizations of the
method; and e.g. [CF16], [CF15], [CK], [CL], [KW], [La15a], [La15b], [La15c], [La16a],
[La16b], [LM], [LMNT], [Ro15], [Ro16], [Zh] for recent applications of Kuo condensation.
The rest of our paper is organized as follows. For ease of reference, we quote several
preliminary results in Section 2, including the particular version of Kuo condensation
employed in our proofs. In order to apply Kuo condensation to our Q-type regions, we
consider several simple weight assignments on the lozenges of the regions in Section 3.
Section 4 is devoted to two generalizations of related work of Ciucu and Krattenthaler in
[CK, Theorem 3.1] about the magnet bar region (the b = c = 0 specialization of a Q-type
region). Finally, we prove Theorem 1.2 in Section 5.
2. Preliminaries
Let G be a finite simple graph without loops. A perfect matching of G is a collection
of edges covering each vertex of G exactly once. Let R be a region3. The (planar) dual
graph of R is the graph whose vertices are unit triangles in R and whose edges connect
precisely two unit triangles sharing an edge. One can identify the lozenge tilings of R with
the perfect matchings of its dual graph.
For a weighted graph G, we define the matching generating function M(G) of G to
be the sum of the weights of all perfect matchings in G, where the weight of a perfect
matching is the product of weights of its edges. If the lozenges of a region R are weighted,
we define similarly the tiling generating function M(R) of R. In the weighted case, each
edge of the dual graph G of the region R carries the same weight as its corresponding
lozenge in R.
The following condensation theorem by Kuo is the key for our proofs.
Theorem 2.1 (Theorem 5.1 in [Ku04]). Let G = (V1, V2, E) be a (weighted) bipartite
planar graph in which |V1| = |V2|. Assume that u, v, w, s are four vertices appearing in a
cyclic order on a face of G, such that u,w ∈ V1 and v, s ∈ V2. Then
M(G)M(G− {u, v, w, s}) = M(G−{u, v})M(G−{w, s}) +M(G−{u, s})M(G−{v,w}).
(2.1)
A forced lozenge of a region R is a lozenge that is contained in every tiling of R. Assume
that we removed several forced lozenges ℓ1, ℓ2, . . . , ℓn from the region R, and denote by R
′
3From now on, we use the word region to mean a finite connected region on the triangular lattice.
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the resulting region. Then one clearly has
M(R) = M(R′)
n∏
i=1
wt(ℓi), (2.2)
where wt(ℓi) denotes the weight of the lozenge ℓi.
If a region R admits a lozenge tiling, then the number of up-pointing unit triangles
equals the number of down-pointing unit triangles in R. If a region satisfies the latter
balancing condition, we say that the region is balanced. The following lemma can be
considered as a generalization of the identity (2.2).
Lemma 2.2 (Region-splitting Lemma). Let R be a balanced region. Assume that a sub-
region S of R satisfies the following two conditions:
(i) (Separating Condition) There is only one type of unit triangle (up-pointing or down-
pointing) running along each side of the border between S and R− S.
(ii) (Balancing Condition) S is balanced.
Then
M(R) = M(S) M(R− S). (2.3)
Proof. Assume there is a tiling of R which contains boundary-crossing lozenges between S
and R−S (i.e., lozenges which consist of a unit triangle from the boundary of S and a unit
triangle from the boundary of R−S). Since there is only one type of unit triangle on each
side of the boundary between S and R−S, and since S and R−S are balanced, the regions
obtained by removing such boundary-crossing lozenges would no longer be balanced, and
hence would have no tilings. Therefore, there can not be any boundary-crossing lozenges,
and S and R− S must be tiled independently, giving the factorization (2.3).
3. q-weight assignments
Lozenges in a region R come with three different orientations: left, right, and vertical
lozenges (see Figure 3.1). Next, we consider three simple q-weight assignments of lozenges
in our region Q := Q
(
x y z t
m a b c
)
as follows.
View a lozenge tiling T of the region Q as a generalized plane partition (i.e. a pile of
unit cubes); each right lozenge is viewed as the top of a column of unit cubes. We assign to
each right lozenge the weight qx, where x is the number of unit cubes in the corresponding
column. All left and vertical lozenges are weighted by 1. We call this assignment the
natural q-weight assignment of Q, and use the notation wt0 for the assignment (see Figure
3.2(a) for the case when x = y = z = 3, t = 4, m = 3, a = b = c = 2).
Besides the natural q-weight assignment wt0, we consider the following two q-weight
assignments:
9
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Figure 3.1: Three orientations of lozenges.
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Figure 3.2: Three q-weight assignments on a sample tiling of region Q: (a) wt0, (b) wt1, (c) wt2. The
right lozenges with label x are weighted by qx.
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(1) Assignment 1. The weights of left and vertical lozenges are all 1. The weight of a
right lozenge is ql, where l is the distance between the left side of the lozenge and
the southeast side of the region Q. We use notation wt1 for this weight assignment
(see Figure 3.2(b)).
(2) Assignment 2. All left and vertical lozenges are also weighted by 1. However, a
right lozenge is now weighted by qn, where n is the distance between the top of the
lozenge and the base of the region Q. This assignment is denoted by wt2 (see Figure
3.2(c)).
Let T be a tiling of Q. We denote by wt0(T ), wt1(T ) and wt2(T ) the weights of
the tiling T with respect to the weight assignments wt0, wt1 and wt2. We also denote
by M0(Q), M1(Q) and M2(Q) the tiling generating functions of Q corresponding to the
weight assignments wt0, wt1 and wt2. It is easy to see that M0(Q) is exactly the volume
generation function of the generalized plane partitions corresponding to the lozenge tilings
of Q.
In the next proposition, we will show that the three weight assignments are the same
up to some multiplicative factors.
We define two functions
f
(
x y z t
m a b c
)
:= m
(
y + b+ 1
2
)
+ z
(
y + 1
2
)
+m(z + b)(y + a+ b) + (z + b)
(
m+ 1
2
)
+ x(z + b+ c)(y +m+ a+ b+ c) + (z + b+ c)
(
x+ 1
2
)
+ a(x+ c)(y + a+ b) + a
(
x+ c+ 1
2
)
(3.1)
and
g
(
x y z t
m a b c
)
:= (y + b)
(
m+ 1
2
)
+myz + y
(
z + 1
2
)
+m(z + b)(m+ a)
+m
(
z + b+ 1
2
)
+ x(m+ a)(z + b+ c) + x
(
z + b+ c+ 1
2
)
+ (x+ c)
(
a+ 1
2
)
. (3.2)
Note that f
(
x y z t
m a b c
)
and g
(
x y z t
m a b c
)
are both independent of t.
Proposition 3.1. For any non-negative integers m,a, b, c, x, y, z, t
M1
(
Q
(
x y z t
m a b c
))
= q
f

x y z t
m a b c

∑
pi
q|pi| (3.3)
and
M2
(
Q
(
x y z t
m a b c
))
= q
g

x y z t
m a b c

∑
pi
q|pi|, (3.4)
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where the sums on the right-hand sides are taken over all generalized plane partitions π
fitting in the compound box B
(
x y z t
m a b c
)
.
Proof. We use the following shorthand notations in this proof: f := f
(
x y z t
m a b c
)
,
g := g
(
x y z t
m a b c
)
, B := B
(
x y z t
m a b c
)
, and Q := Q
(
x y z t
m a b c
)
.
Let T be any lozenge tiling of the region Q, and π the generalized plane partition
corresponding to T . We only need to show that
wt1(T )
q|pi|
= qf and
wt2(T )
q|pi|
= qg. (3.5)
Assume that the box i of the compound box B has size ai× bi× ci (for 1 ≤ i ≤ 6). The
base of the box i is depicted as a parallelogram Pi consisting of right lozenges in Figure
1.3(b). We assume in addition that the left side of Pi is xi units to the left of the southeast
side of the region Q, and the bottom of Pi is yi units above the bottom of region Q.
Divide the generalized plane partition π into 6 disjoint partial-partitions πi (1 ≤ i ≤ 6)
fitting in the box i. Recall that the box i is associated with a semi-regular hexagon with
side lengths ai, bi, ci, ai, bi, ci, in clockwise order from the northwest side. Each partial-
partition πi in turn gives a lozenge tiling Ti of the semi-regular hexagon Hex(ai, bi, ci).
Figure 3.3(a) shows the partial-partition π3 of the generalized plane partition π in Figure
1.3(a), as well as the relative positions of the parallelogram P3 to the bottom and the
southeast side of the region Q (for x = 3, y = 3, z = 3, t = 4,m = 3, a = 2, b = 2, c = 2).
In particular, this gives a3 = z + b, b3 = m, c3 = t+ c, x3 = y + a+ b and y3 = m+ a.
Apply the weight assignment wt1 to the whole tiling T of the region Q. This yields
a local weight assignment wt
(i)
1 for the tiling Ti of hexagon Hex(ai, bi, ci). Precisely, each
right lozenge in Ti is now weighted by q
xi+l, where l is the distance between the left side
of the lozenge and the southeast side of the hexagon Hex(ai, bi, ci). Encode the tiling Ti
as a family of bi disjoint lozenge-paths connecting the top and the bottom of the hexagon
(see the dotted paths in Figure 3.3(b)). Dividing the weight of each right lozenge in the
lozenge-path j (from right to left) by qxi+j , we get the weight assignment wt0 for Ti. Since
the end points of the above lozenge-paths are fixed, each lozenge-path has exactly ai right
lozenges. Thus, we have
wt
(i)
1 (Ti)
wt0(Ti)
=
wt
(i)
1 (Ti)
q|pii|
= qaibixi+aibi(bi+1)/2.
Multiplying all above equations for i = 1, 2, . . . , 6, we get
wt1(T )
q|pi|
= q
∑
6
i=1(aibixi+aibi(bi+1)/2). (3.6)
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Figure 3.3: The partial-partition corresponding to the box 3.
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Next, we assume that the whole tiling T of Q is weighted by wt2. We now encode the tiling
Ti of Hex(ai, bi, ci) as an ai-tuple of disjoint lozenge-paths connecting the northwest side
and the southeast side of the hexagon (see Figure 3.3(c)). Dividing each right lozenge in
the lozenge-path j (from bottom to top) by qyi+j, we get back again the weight assignment
wt0. We note that each lozenge-path has now bi right lozenges. Similar to the case of wt1,
we have
wt2(T )
q|pi|
= q
∑
6
i=1(aibiyi+biai(ai+1)/2). (3.7)
Obtaining the formulas for ai, bi, xi, yi in terms of m,a, b, c, x, y, z, t from Figures 1.3(b)
and (c), we get f =
∑6
i=1(aibixi + aibi(bi + 1)/2) and g =
∑6
i=1(aibiyi + biai(ai + 1)/2).
This finishes our proof.
We note that the powers qf and qg in the above proposition are exactly the weights
wt1(T0) and wt2(T0) of the tiling T0 corresponding to the empty pile in Figure 1.3(b).
View the hexagon Hex(a, b, c) as a special case of the region Q := Q
(
x y z t
m a b c
)
with an empty shamrock hole, i.e., set m = a = b = c = 0, and then replace z, x+ y and
t by a, b and c, respectively. We then have the following consequence of Proposition 3.1
and MacMahon’s q-formula (1.1).
Corollary 3.2. For non-negative integers a, b, c
M1
(
Hex(a, b, c)
)
= qab(b+1)/2
Hq(a)Hq(b)Hq(c)Hq(a+ b+ c)
Hq(a+ b)Hq(b+ c)Hq(c+ a)
(3.8)
and
M2
(
Hex(a, b, c)
)
= qba(a+1)/2
Hq(a)Hq(b)Hq(c)Hq(a+ b+ c)
Hq(a+ b)Hq(b+ c)Hq(c+ a)
. (3.9)
The following definitions will be used in the proof of the next lemma. A column-strict
plane partition is a plane partition having columns strictly decreasing. A semihexagon
SHa,b is the upper half of a lozenge hexagon Hex(a, b, a). We are interested in the lozenge
tilings of the semihexagon SHa,b, where a up-pointing unit triangles at the positions
s1, s2, . . . , sa have been removed from the base. Denote by SHa,b(s1, s2, . . . , sa) the result-
ing semihexagon with dents (see Figure 3.4(a) for the region SH7,5(1, 2, 6, 7, 10, 11, 12)).
Assume that the lozenges in the semihexagon are weighted by wt2, and we still use the
notation M2 for the corresponding tiling generating function of the semihexagon with
dents. There is a well-known (weight preserving) bijection between the lozenge tilings of
SHa,b(s1, s2, . . . , sa) and the column-strict plane partitions of shape (sa − a, sa−1 − a +
1, . . . , s1 − 1) with positive entries at most a, i.e. wt2(T ) = q
|piT |, where πT is the plane
partition corresponding to the tiling T (see e.g. [CLP] and [CS]).
We have the following q-enumeration of the lozenge tilings of a hexagon with a trian-
gular hole on the base Ka(x, y, z, t) (defined as the region restricted by the bold contour
in Figure 3.4(b)). Note that Ka(x, y, z, t) is the region Q
(
x y z t
0 a 0 0
)
.
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Figure 3.4: (a) The semihexagon with dents SH7,5(1, 2, 6, 7, 10, 11, 12). (b) Obtaining the region
Ka(x, y, z, t) (restricted by the bold contour) from a semihexagon with dents by removing forced lozenges.
Lemma 3.3. For non-negative a, x, y, z, t
M2
(
Ka(x, y, z, t)
)
= qy(
z+1
2 )+x(
a+z+1
2 )
Hq(a)Hq(x)Hq(y)Hq(z)Hq(t)
Hq(x+ t)Hq(a+ x)Hq(a+ y)Hq(y + z)
×
Hq(a+ x+ t)Hq(a+ x+ y)Hq(a+ y + z)Hq(a+ x+ y + z + t)
Hq(a+ x+ y + t)Hq(a+ x+ y + z)Hq(a+ t+ z)
.
(3.10)
Proof. By the above bijection between lozenge tilings of the semihexagon and the column-
strict plane partitions, we have
M2
(
SHa,b(s1, s2, . . . , sa)
)
=
∑
µ
q|µ| = q
∑a
i=1(si−i)
∏
1≤i<j≤a
qsj − qsi
qj − qi
, (3.11)
where the sum after the first equality sign is taken over all column-strict plane partitions
µ of shape (sa−a, sa−1−a+1, . . . , s1− 1) with positive entries at most a. For the second
equality see e.g. [St99, pp. 374–375].
The region Ka(x, y, z, t) is obtained by removing forced vertical lozenges from the
semihexagon SHa+z+t,x+y with dents at the positions {1, 2, .., t} ∪ {t + x + 1, t + x +
2, . . . , t+ x+ a} ∪ {t+ x+ a+ y + 1, t+ x+ a+ y + 2, . . . , t+ x+ a+ y + z}. Thus, our
lemma follows from (3.11).
4. Two q-enumerations of magnet bar regions
When b = c = 0, our region Q
(
x y z t
m a b c
)
becomes amagnet bar region Bm,a(x, y, z, t)
first introduced by Ciucu and Krattenthaler in [CK]. Figure 4.1 shows the magnet bar
region B2,2(4, 3, 3, 2). Ciucu and Krattenthaler [CK] proved a simple product formula for
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Figure 4.1: The magnet bar B2,2(4, 3, 3, 2).
the tiling number of a magnet bar region. In this section, we generalize their result by q-
enumerating lozenge tilings of the magnet bar region Bm,a(x, y, z, t). Our q-enumerations
will be used in the proof of Theorem 1.2.
Proposition 4.1. For non-negative integers m,a, x, y, z, t
M2
(
Bm,a(x, y, z, t)
)
= qy(
m+1
2 )+(m+x+y)(
z+1
2 )+myz+(m+a)(x+m)z+x(
a+1
2 )
×
Hq(m+ a+ x+ y + z + t)
Hq(m+ a+ x+ y + t)Hq(m+ a+ x+ y + z)
×
Hq(m+ a+ x+ t)Hq(m+ a+ x+ y)Hq(m+ a+ y + z)
Hq(m+ a+ z + t)Hq(m+ a+ x)Hq(m+ a+ y)
×
Hq(x)Hq(y)Hq(z)Hq(t)Hq(m)Hq(a)
2
Hq(a+ x)Hq(a+ y)Hq(z + t)Hq(m+ a)
×
Hq(m+ z + t)Hq(m+ a+ x)Hq(m+ a+ y)
Hq(m+ y + z)Hq(m+ x+ t)
. (4.1)
Proof. We prove (4.1) by induction on y + z + t. Throughout this proof, we assume that
our magnet bar region is weighted by wt2.
Our main goal is to obtain a recurrence for the M2-generating function of the magnet
bar by using Kuo’s condensation Theorem 2.1. In order to apply the theorem, certain
side-lengths of the magnet bar must be large enough, which requires x + y +m ≥ 2 and
t+ a ≥ 2. Taking into account also the base cases of the recurrence, we need to consider
the situations when m = 0, a = 0, y = 0, z = 0 or t = 0.
If m = 0, then our magnet bar region becomes the region Ka(x, y, z, t) in Lemma 3.3,
and (4.1) follows.
If a = 0, by removing forced lozenges along the base of the region Bm,0(x, y, z, t), we
get the weighted hexagon Hex(z, x + y + m, t) in which a right lozenge is weighted by
qm+l, where l is the distance from the top of the lozenge to the bottom of the hexagon
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Figure 4.2: The base cases in the proofs of Propositions 4.1 and 4.2: (a) x = 0, (b) y = 0, (c) z = 0, (d)
t = 0, and (e) a = 0.
(see Figure 4.2(e)). By dividing the weight of each right lozenge of the hexagon by qm, we
get back the weight assignment wt2. Since the product of weights of the forced lozenges
in Figure 4.2(e) is equal to qy(
m+1
2 ), we get from (2.2)
M2
(
Bm,0(x, y, z, t)
)
= qy(
m+1
2 )qmz(x+y+m)M2
(
Hex(z, x+ y +m, t)
)
, (4.2)
where the factor qmz(x+y+m) comes from the weight division. Then (4.1) follows from
Corollary 3.2.
If y = 0, after removing forced vertical lozenges (which have the weight 1), we get a
new weighted region R (the region restricted by the bold contour in Figure 4.2(b)). By
rotating R 60◦ clockwise and reflecting the resulting region about a vertical line, we get
the region Km(z, a, x, t) weighted by wt1. Thus, we have
M2
(
Bm,a(x, 0, z, t)
)
= M1
(
Km(z, a, x, t)
)
, (4.3)
and (4.1) follows from Proposition 3.1 and Lemma 3.3.
If z = 0, by applying Region-splitting Lemma 2.2 as in Figure 4.2(c), we get
M2
(
Bm,a(x, y, 0, t)
)
= M2
(
Hex(m, y, a)
)
M2
(
Bm,a(x, y, 0, t) −Hex(m, y, a)
)
. (4.4)
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Next, we remove the forced left lozenges from the region Bm,a(x, y, 0, t) − Hex(m, y, a)
and obtain the hexagon Hex(a, x, t+m) weighted by wt2. Then we get
M2
(
Bm,a(x, y, 0, t)
)
= M2
(
Hex(m, y, a)
)
M2
(
Hex(a, x, t+m)
)
, (4.5)
and (4.1) follows from Corollary 3.2.
If t = 0, similar to the case when z = 0, the Region-splitting Lemma 2.2 implies
M2
(
Bm,a(x, y, z, 0)
)
= M2
(
Hex(z +m, y, a)
)
M2
(
Bm,a(x, y, z, 0) −Hex(z +m, y, a)
)
(4.6)
(see Figure 4.2(d)). We also get the hexagon Hex(a, x,m) (weighted by wt2) after remov-
ing forced lozenges from the region Bm,a(x, y, z, 0)−Hex(z+m, y, a). However, our forced
lozenges are now right lozenges, which have weight product equal to q(m+a)(x+m)z+(x+m)(
z+1
2 ).
Thus, we get
M2
(
Bm,a(x, y, z, 0) −Hex(z +m, y, a)
)
= q(m+a)(x+m)z+(x+m)(
z+1
2 ) M2
(
Hex(a, x,m)
)
,
so
M2
(
Bm,a(x, y, z, 0)
)
= q(m+a)(x+m)z+(x+m)(
z+1
2 ) M2
(
Hex(z +m, y, a)
)
M2
(
Hex(a, x,m)
)
.
(4.7)
Again, (4.1) is implied by Corollary 3.2.
For the induction step, we assume that m,a, y, z, t ≥ 1 and that (4.1) holds for any
magnet bar regions, which have the sum of the y-, z- and t-parameters strictly less than
y + z + t.
We apply Kuo Theorem 2.1 to the dual graphG of the magnet bar region Bm,a(x, y, z, t)
(weighted by wt2). We pick the four vertices u, v, w, s as in Figure 4.3(b). In particular,
the four shaded unit triangles correspond to the four vertices: the shaded unit triangle
corresponding to u is the lowest one, and v,w, s correspond to the next shaded unit
triangles as we move counter-clockwise from the lowest one. We notice that the north side
of the region has length x+y+m ≥ y+m ≥ 2 and the northeast side has length t+a ≥ 2,
so the four vertices u, v, w, s are well-defined.
By removing the lozenges forced by the shaded unit triangles, we get back new B-type
regions weighted by wt2. Collecting the weights of those forced lozenges, we get
M(G− {u, v, w, s}) = q(
z+m+1
2 )+(x+y+m−2)(z+t+m+a) M2
(
Bm,a(x, y − 1, z, t − 1)
)
, (4.8)
M(G− {u, v}) = q(
z+m+1
2 ) M2
(
Bm,a(x, y − 1, z, t)
)
, (4.9)
M(G− {w, s}) = q(x+y+m−2)(z+t+m+a) M2
(
Bm,a(x, y, z, t− 1)
)
, (4.10)
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Figure 4.3: Obtaining the recurrence for the tiling generating functions of magnet bar regions.
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M(G− {u, s}) = q(
z+m+1
2 ) M2
(
Bm,a(x, y − 1, z + 1, t− 1)
)
, (4.11)
and
M(G− {v,w}) = q(x+y+m−1)(z+t+m+a) M2
(
Bm,a(x, y, z − 1, t)
)
(4.12)
(see Figures 4.3(b)–(f), respectively). Plugging the above identities into the equation (2.1)
in Kuo Condensation Theorem 2.1, we obtain
M2
(
Bm,a(x, y, z, t)
)
M2
(
Bm,a(x, y − 1, z, t − 1)
)
=
M2
(
Bm,a(x, y − 1, z, t)
)
M2
(
Bm,a(x, y, z, t − 1)
)
+ qz+t+m+aM2
(
Bm,a(x, y − 1, z + 1, t− 1)
)
M2
(
Bm,a(x, y, z − 1, t)
)
.
(4.13)
All regions in the above equation, except for the first one, have the sum of their y-, z- and t-
parameters strictly less than y+z+t. Thus, by the induction hypothesis, those regions have
their tiling generating functions given by (4.1). By substituting these formulas into the
above equation and performing some simplifications, one readily gets M2 (Bm,a(x, y, z, t))
equal exactly to the expression on the right-hand side of (4.1). This finishes our proof.
We need another tiling q-enumeration of the magnet bar region as follows.
Assume that we now give all right and left lozenges in the magnet bar region Bm,a(x, y, z, t)
a weight 1. Next, we give a vertical lozenge a weight ql, where l is the distance between
the northeast side of the lozenge and the southwest side of the region. We denote by wt3
the new weight assignment, and M3 the corresponding tiling generating function.
Proposition 4.2. For non-negative integers m,a, x, y, z, t
M3
(
Bm,a(x, y, z, t)
)
= qm(
a+1
2 )+t(
z+a+1
2 )+a(z+m)(x+a)+a(
z+m+1
2 )
×
Hq(m+ a+ x+ y + z + t)
Hq(m+ a+ x+ y + t)Hq(m+ a+ x+ y + z)
×
Hq(m+ a+ x+ t)Hq(m+ a+ x+ y)Hq(m+ a+ y + z)
Hq(m+ a+ z + t)Hq(m+ a+ x)Hq(m+ a+ y)
×
Hq(x)Hq(y)Hq(z)Hq(t)Hq(m)Hq(a)
2
Hq(a+ x)Hq(a+ y)Hq(z + t)Hq(m+ a)
×
Hq(m+ z + t)Hq(m+ a+ x)Hq(m+ a+ y)
Hq(m+ y + z)Hq(m+ x+ t)
. (4.14)
Proof. The equality (4.14) can be treated similarly to (4.1) in the Proposition 4.1 by
induction on y + z + t.
We would also like to obtain a recurrence for the M3-generating function of the mag-
net bar by using Kuo consdensation. Similar to Proposition 4.1, the application of Kuo
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condensation requires that the north and the northeast sides both have lengths greater
than 1. Taking into account also the base cases of the recurrence, we need to verify (4.14)
in the situations when a = 0, x = 0, y = 0, z = 0 or t = 0.
Assume that our magnet bar region is weighted by wt3. We still follow the process in
Figures 4.2 and 4.3, however, the reader should be aware that the weight assignment here
is different from that in the proof of Proposition 4.1.
If a = 0, we get a weighted version of the hexagon Hex(z, x + y +m, t) by removing
forced lozenges from the magnet bar region as in Figure 4.2(e). Rotating the hexagon
60◦ clockwise and reflecting the resulting region over a vertical line, we get the hexagon
Hex(z, t, x + y +m) weighted by wt2, and (4.14) follows from Corollary 3.2.
If x = 0, after removing forced vertical lozenges (whose weight product is equal to
q(t+m)(
a+1
2 )) as in Figure 4.2(a), we get a weighted region R. Next, we rotate R 60◦
counter-clockwise and reflect the resulting region about a vertical line. This way, we get
the weighted region Km(a, t, z, y) in which a right lozenge is weighted by q
a+l, where l is
the distance from the top of the lozenge to the bottom of the region. We divide the weight
of each right lozenge in the latter region by qa, and get back the weight assignment wt2.
Thus,
M3
(
Bm,a(0, y, z, t)
)
= q(t+m)(
a+1
2 )qazt+a
2(z+m)M2
(
Km(a, t, z, y)
)
, (4.15)
where the factor qazt+a
2(z+m) comes from the weight division. Then (4.14) follows from
Lemma 3.3.
If y = 0, by removing forced lozenges (whose weight product is q(x+a)(z+m)a+a(
z+m+1
2 ))
and rotating the resulting region 60◦ clockwise, we get a weighted version of region
Km(a, z, t, x) in which a right lozenge is weighted by q
m+a+x+z+1−l, where l is the dis-
tance from the left side of the lozenge and the southeast side of the region (see Figure
4.2(b)). By dividing the weight of each right lozenge by qm+a+x+z+1, we get back the
weight assignment wt1, where q is replaced by q
−1. Thus, (4.14) follows from Proposition
3.1, Lemma 3.3 and the simple fact [n]q−1 = [n]q/q
n−1.
If z = 0, we apply Region-splitting Lemma 2.2 (and remove forced lozenges weighted
by 1) to split our region into two hexagons as in Figure 4.2(c). Next, we rotate the right
hexagon 60◦ counter-clockwise and reflect the resulting hexagon about a vertical line to
get the hexagon Hex(a, t +m,x) weighted by wt2. For the left hexagon, we also rotate
it 60◦ counter-clockwise, reflect the resulting region about a vertical line and divide the
weight of each right lozenge of it by qx+a to get the hexagon Hex(m,a, y) weighted by
wt2. Then we get (4.14) from Corollary 3.2. The case when t = 0, can be treated similarly
to the case when z = 0, based on Figure 4.2(d).
The induction step is completely analogous to that of the proof of Proposition 4.1. We
also apply Kuo’s Theorem 2.1, based on Figure 4.3. The vertices u, v, w, s are well-defined
because the north side of the magnet bar has length x + y + m ≥ x + y ≥ 2 and the
northeast side has length t + a ≥ 2. After removing lozenges forced by the shaded unit
triangles, we get back new B-type regions weighted by wt3. Figure 4.3 tells us that the
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product of M3-generating functions of the two regions on the top is equal to the product
of the M3-generating functions of the two regions in the middle plus the product of M3-
generating functions of the two regions on the bottom. To be precise, we get the following
recurrence
M3
(
Bm,a(x, y, z, t)
)
M3
(
Bm,a(x, y − 1, z, t − 1)
)
=
M3
(
Bm,a(x, y − 1, z, t)
)
M3
(
Bm,a(x, y, z, t − 1)
)
+ qm+a+x+y+z M3
(
Bm,a(x, y − 1, z + 1, t− 1)
)
M3
(
Bm,a(x, y, z − 1, t)
)
,
(4.16)
and the proposition follows from the induction hypothesis.
Remark 1. In some sense, Proposition 4.2 is equivalent to Proposition 4.1 in the same
way as the three weightings in Proposition 3.1 are equivalent. Indeed, we first introduce
an analog wt′ of the natural weight assignment wt0, by viewing each vertical lozenge in
a tiling T as the right face of a horizontal block running from left to right in the pile πT
corresponding to T . Each vertical lozenge is now weighted by qx, where x is the length
of its corresponding block. Using the same arguments as used when comparing wt2 and
wt0 in Proposition 3.1, one can show that wt3 and wt
′ are only different by some power
of q. Moreover, we note that wt′(T ) = wt0(T ) = q
|piT |, for any tiling T of the region. This
implies that wt2 and wt3 are only different by some multiplicative factor, and Proposition
4.2 follows from Proposition 4.1 (and vice versa).
5. Proof of Theorem 1.2
By Proposition 3.1, we only need to show that
M2
(
Q
(
x y z t
m a b c
))
=
q
g

x y z t
m a b c


Hq(m+ a+ b+ c+ x+ y + z + t)
Hq(m+ a+ b+ c+ x+ y + t)Hq(m+ a+ b+ c+ x+ y + z)
×
Hq(m+ a+ b+ c+ x+ t)Hq(m+ a+ b+ c+ x+ y)Hq(m+ a+ b+ c+ y + z)
Hq(m+ a+ b+ c+ z + t)Hq(m+ a+ b+ c+ x)Hq(m+ a+ b+ c+ y)
×
Hq(x)Hq(y)Hq(z)Hq(t)
Hq(x+ t)Hq(y + z)
Hq(m)
3Hq(a)
2Hq(b)Hq(c)Hq(m+ a+ b+ c)
Hq(m+ a)2Hq(m+ b)Hq(m+ c)
×
Hq(m+ b+ c+ z + t)Hq(m+ a+ c+ x)Hq(m+ a+ b+ y)
Hq(m+ b+ y + z)Hq(m+ c+ x+ t)
×
Hq(c+ x+ t)Hq(b+ y + z)
Hq(a+ c+ x)Hq(a+ b+ y)Hq(b+ c+ z + t)
. (5.1)
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Figure 5.1: The four base cases: (a) x = 0, (b) y = 0, (c) z = 0 (b), and t = 0.
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We prove (5.1) by induction on y+z+t. We assume that our region Q := Q
(
x y z t
m a b c
)
is weighted by wt2
Similarly to the case of the magnet bars in Propositions 4.1 and 4.2, we will use Kuo’s
condensation Theorem 2.1 to obtain a recurrence for the M2-generating function of the
Q-type region. In order to apply the theorem, certain side-lengths of the region Q must be
large enough. In particular, this requires x+ y+m ≥ 2 and t+ a+ b+ c ≥ 2. Taking into
account also the base cases of the recurrence, we need to verify (5.1) in the cases when
one of the four parameters x, y, z, t equals 0.
If x = 0, by applying Region-splitting Lemma 2.2, we split Q into two parts as in
Figure 5.1(a): the shaded hexagon Hex(a, c,m) (weighted by wt2) and Q−Hex(a, c,m).
After removing forced vertical lozenges (which have the weight 1) from the latter region,
we get a weighted magnet bar region (rotated 60◦). Rotating the magnet bar region
60◦ counter-clockwise and reflecting the resulting region about a vertical line, we get the
magnet bar region Bb,m(a, t+ c, z, y) weighted by wt3. Thus, we have
M2
(
Q
(
0 y z t
m a b c
))
= M2
(
Hex(a, c,m)
)
M3
(
Q
(
0 y z t
m a b c
)
−Hex(a, c,m)
)
= M2
(
Hex(a, c,m)
)
M3
(
Bb,m(a, t+ c, z, y)
)
, (5.2)
and (5.1) follows from Corollary 3.2 and Proposition 4.2. The case t = 0 can be treated
similarly to the case x = 0, based on Figure 5.1(d). The only difference is that our forced
right lozenges have weight product equal to qx(a+m)(z+b+c)+x(
z+b+c+1
2 ). Thus, we get
M2
(
Q
(
x y z 0
m a b c
))
= M2
(
Hex(a, x + c,m)
)
M2
(
Q
(
x y z 0
m a b c
)
−Hex(a, x+ c,m)
)
= M2
(
Hex(a, x + c,m)
)
qx(a+m)(z+b+c)+x(
z+b+c+1
2
) M3
(
Bb,m(a, c, z, y)
)
. (5.3)
Again, (5.1) follows from Corollary 3.2 and Proposition 4.2.
If y = 0, by Region-splitting Lemma 2.2, we get
M2
(
Q
(
x 0 z t
m a b c
))
= M2
(
Hex(m, b, a)
)
M2
(
Q
(
x 0 z t
m a b c
)
−Hex(m, b, a)
)
(5.4)
(see Figure 5.1(b)). We also remove forced lozenges (having weight 1) from the second
region on the right-hand side to get a region R′. Next, we rotate R′ 60◦ clockwise and
reflect it about a vertical line to get the magnet bar Bc,m(b + z, a, x, t) weighted by wt1.
Thus, we have
M2
(
Q
(
x 0 z t
m a b c
))
= M2
(
Hex(m, b, a)
)
M1
(
Bc,m(b+ z, a, x, t)
)
, (5.5)
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and (5.1) follows from Corollary 3.2 and Propositions 3.1 and 4.1. The case z = 0 can be
obtained in the same way, based on Figure 5.1(c).
For the induction step, we assume that x, y, z, t are positive and that (5.1) holds for
any Q-type regions in which the sum of the y-, z- and t-parameters is strictly less than
y + z + t.
If b = c = 0, then (5.1) follows directly from Proposition 4.1. Therefore, we can
assume, from now on, that b+ c ≥ 1.
We now apply Kuo condensation to the dual graph G of the region Q
(
x y z t
m a b c
)
weighted by wt2. The four vertices u, v, w, s correspond to the four shaded unit triangles in
Figure 5.2(b). We notice that the north side of the region has length x+y+m ≥ x+y ≥ 2
and the northeast side has length t+a+b+c ≥ t+b+c ≥ 2, so the four vertices u, , v, w, s are
well-defined. By collecting the weights of the forced lozenges shown in Figures 5.2(b)–(f),
we get respectively
M(G− {u, v, w, s}) = q(
z+m+1
2 )+(x+y+m−2)(z+t+m+a+b+c) M2
(
Q
(
x y − 1 z t− 1
m a b c
))
,
(5.6)
M(G− {u, v}) = q(
z+m+1
2 ) M2
(
Q
(
x y − 1 z t
m a b c
))
, (5.7)
M(G− {w, s}) = q(x+y+m−2)(z+t+m+a+b+c) M2
(
Q
(
x y z t− 1
m a b c
))
, (5.8)
M(G− {u, s}) = q(
z+m+1
2 ) M2
(
Q
(
x y − 1 z + 1 t− 1
m a b c
))
, (5.9)
and
M(G− {v,w}) = q(x+y+m−1)(z+t+m+a+b+c) M2
(
Q
(
x y z − 1 t
m a b c
))
. (5.10)
Substituting (5.6)–(5.10) into equation (2.1) in Kuo’s Theorem 2.1, we get
M2
(
Q
(
x y z t
m a b c
))
M2
(
Q
(
x y − 1 z t− 1
m a b c
))
= M2
(
Q
(
x y − 1 z t
m a b c
))
M2
(
Q
(
x y z t− 1
m a b c
))
+ qz+t+m+a+b+cM2
(
Q
(
x y − 1 z + 1 t− 1
m a b c
))
M2
(
Q
(
x y z − 1 t
m a b c
))
. (5.11)
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Figure 5.2: Obtaining the recurrence on the numbers of tilings by using Kuo’s condensation.
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Finally, if we denote by Ψ
(
x y z t
m a b c
)
the expression on the right-hand side of (5.1),
we only need to show that Ψ also satisfies the recurrence (5.11). Equivalently, we need to
verify that
Ψ
(
x y − 1 z t
m a b c
)
Ψ
(
x y z t
m a b c
)
Ψ
(
x y z t− 1
m a b c
)
Ψ
(
x y − 1 z t− 1
m a b c
)+
qz+t+m+a+b+c
Ψ
(
x y z − 1 t
m a b c
)
Ψ
(
x y z t
m a b c
)
Ψ
(
x y − 1 z + 1 t− 1
m a b c
)
Ψ
(
x y − 1 z t− 1
m a b c
) = 1.
(5.12)
Let Φ
(
x y z t
m a b c
)
:= q
−g

x y z t
m a b c


Ψ
(
x y z t
m a b c
)
. We notice that the function
Φ
(
x y z t
m a b c
)
is simply the expression on the right-hand side of (1.4). By the definition
of the function g, we get
g
(
x y − 1 z t
m a b c
)
+ g
(
x y z t− 1
m a b c
)
= g
(
x y z t
m a b c
)
+ g
(
x y − 1 z t− 1
m a b c
)
(5.13)
and
g
(
x y z − 1 t
m a b c
)
+g
(
x y − 1 z + 1 t− 1
m a b c
)
= (x+ y − z − 1) + g
(
x y z t
m a b c
)
+ g
(
x y − 1 z t− 1
m a b c
)
.
(5.14)
Therefore, (5.12) is equivalent to
Φ
(
x y − 1 z t
m a b c
)
Φ
(
x y z t
m a b c
)
Φ
(
x y z t− 1
m a b c
)
Φ
(
x y − 1 z t− 1
m a b c
)+
qm+a+b+c+x+y+t−1
Φ
(
x y z − 1 t
m a b c
)
Φ
(
x y z t
m a b c
)
Φ
(
x y − 1 z + 1 t− 1
m a b c
)
Φ
(
x y − 1 z t− 1
m a b c
) = 1.
(5.15)
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Let us simplify the first term on the left-hand side of (5.15). We notice that the two
Φ-functions in the numerator and denominator of the first fraction in the first term are
different only at their y-parameters. Canceling out all terms, which have no y-parameter,
and using the trivial fact Hq(n + 1)/Hq(n) = [n]q!, we get
Φ
(
x y − 1 z t
m a b c
)
Φ
(
x y z t
m a b c
) = [y + z − 1]q![a+ b+ y − 1]q![m+ b+ y + z − 1]q!
[y − 1]q![b+ y + z − 1]q![m+ a+ b+ y − 1]q!
×
[m+ a+ b+ c+ y − 1]q![m+ a+ b+ c+ x+ y + t− 1]q![m+ a+ b+ c+ x+ y + z − 1]q!
[m+ a+ b + c+ x+ y − 1]q![m+ a+ b+ c+ y + z − 1]q![m+ a+ b+ c+ x+ y + z + t− 1]q!
.
(5.16)
Doing similarly for the second fraction of the first term, we obtain
Φ
(
x y z t− 1
m a b c
)
Φ
(
x y − 1 z t− 1
m a b c
) = [y − 1]q![b+ y + z − 1]q![m+ a+ b+ y − 1]q!
[y + z − 1]q![a+ b+ y − 1]q![m+ b+ y + z − 1]q!
×
[m+ a+ b + c+ x+ y − 1]q![m+ a+ b+ c+ y + z − 1]q![m+ a+ b+ c+ x+ y + z + t− 2]q!
[m+ a+ b+ c+ y − 1]q![m+ a+ b+ c+ x+ y + t− 2]q![m+ a+ b+ c+ x+ y + z − 1]q!
.
(5.17)
Thus, the first term on the left-hand side of (5.15) can be simplified as
Φ
(
x y − 1 z t
m a b c
)
Φ
(
x y z t
m a b c
)
Φ
(
x y z t− 1
m a b c
)
Φ
(
x y − 1 z t− 1
m a b c
) = [m+ a+ b+ c+ x+ y + t− 1]q
[m+ a+ b+ c+ x+ y + z + t− 1]q
. (5.18)
We simplify the second term on the left-hand side of (5.15) in the same way (the numerator
and the denominator in each fraction are now different at their z-parameters). We get
Φ
(
x y z − 1 t
m a b c
)
Φ
(
x y z t
m a b c
)
Φ
(
x y − 1 z + 1 t− 1
m a b c
)
Φ
(
x y − 1 z t− 1
m a b c
) = [z]q
[m+ a+ b+ c+ x+ y + z + t− 1]q
.
(5.19)
By (5.18) and (5.19), the equality (5.15) becomes the following identity
[m+ a+ b+ c+ x+ y + t− 1]q + q
m+a+b+c+x+y+t−1[z]q
[m+ a+ b+ c+ x+ y + z + t− 1]q
= 1, (5.20)
which follows directly from the definition of the q-integers. This completes our proof.
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