In order to train machines to 'understand' natural language, we proposed a universal concept representational mechanism called E-HowNet to encode lexical semantics. In this paper, we take interrogative constructions as examples, i.e. concepts or sentences for asking questions or making inquiries, to demonstrate the mechanisms of semantic representation and composition under the framework of E-HowNet. We classify the interrogative words into five types according to their semantic distinctions, and represent each type with fine-grained features and operators. The process of semantic composition and the difficulties of the representation, such as word sense disambiguation, will be addressed. Finally, we'll show how machine discriminates two synonymous sentences with different syntactic structures and surface strings to prove that machine understanding is achievable.
Introduction
To understand natural language by machines, lexical semantic representation and composition are the most important techniques. In this paper, we will take the interrogatives as examples to demonstrate the mechanism of lexical semantic representation and composition in E-HowNet (Chen et.al., 2004 ). E-HowNet uses the word sense definition mechanism of HowNet (Dong, 1988 ) and the vocabulary of WordNet (Fellbaum,1998) synsets to describe concepts. 1 Its goal is to achieve near canonical semantic representation, that is, two sentences with different surface forms or in different languages may achieve similar E-HowNet representations. Take sentences (1) and (2) as examples:
(1) 我能否拍照？Is it OK for me to take pictures?
(2) 我可不可以照相？Can I take photos?
Although the syntactic structure and surface strings of (1), (2) are very different, by using lexical sense definitions in E-HowNet, we hope machine can 'understand' that they are synonymous sentences.
Analysis of interrogative constructions is of great interest to linguists, as well as to computer scientists, for example, those who engaged in QA techniques. Interrogative constructions have played a central role in the development of modern syntactic theory.
Ginzburg & A. Sag (2000) have pointed that interrogative has been at the heart of work in generative grammar, also in government and binding (GB) and head-driven phrase structure (HPSG). Nonetheless, to date most syntactic work has taken place quite separately from semantic and pragmatic work on interrogatives. Taking questions in Mandarin Chinese as example, Shao (1996) has summed up the current study of interrogatives and listed the main research themes as follows: the types of question, interrogative particles, querying focus and its answer, degree of doubt and special interrogative sentences pattern etc.. Most of the above themes are purely grammatical analysis. To build a frame-based entity-relation knowledge representation model, we find interrogative construction a good and challenging example, for it is feature-structured, free formed, and demanding for story comprehension. In other words, it combines problems of syntax, semantics and pragmatics. Our approach is to find a framework to represent interrogatives, therefore, semantic distinction of interrogatives is our focus.
In E-HowNet, we made distinctions between content sense and relational sense and mechanism in HowNet to define word sense, which represents concepts in more accurate way by not restricting the definition vocabulary to a closed set of primitives only, i.e., any well-defined concepts can be used to define a new concept. temperature={cold|冷}}}.
In this case, content words 'bathe' and 'cold water' are represented differently from function word 'with', for the latter plays the role of linking concepts. In much the same way, interrogative words have more relational sense than content sense, so they are defined by semantic role to denote relational sense and the operator '.Ques.' to mark the querying focus that is the object or its discrimination features which speakers want to know.
In the following section, we'll briefly describe the previous work for interrogatives. Then, we introduce our analysis of type classifications for interrogatives and their representation in E-HowNet. Next, we present the composition of interrogative sentences and the difficulties encountered. We conclude the paper by discussing our results and future works.
Background
Questions in Chinese studies traditionally attributed to mood category of syntactics. 
Semantic Representation

Our classification of interrogatives
As we focus on knowledge representation, we are more concerned about semantic discriminations for different interrogative sentences. Therefore, we take a sense-based approach to create a hierarchical classification which is guided by a layered semantic hierarchy of answer types, and eventually classifies interrogative sentences into fine-grained classes, shown as (6):
According to different querying focus, we separate (A) true/false interrogative from (B)
Wh-interrogative. Take sentences (7), (8) as examples: In the definition, '~' indicates the head 'cloud', and normally be omitted in the expression.
Conversely, word indicates complex relation always has another relation variable apart from the head, so the variable needs to be marked clearly. For example, we express 'mother in law'
as (13): (13) mother in law def:{human|人=mother(spouse(x:human|人))} According to the representation model, when our querying focus is complex relation, we put question mark before the relation role, such as mother, spouse, parents etc. to make the interrogative definition. It makes the difference between interrogative type (B-a) and (B-b).
See more examples in section 4.
Second, some may argue that there is no distinction between type (A) and (B-b).
Comparing sentence (7) and (10), we find they both have a yes/no answer. 6 Shao (1996) has classified A not A form into five classes according to A's part of speech, shown as follows: (1) A is a copula. e.g. 是不是 'be not be' (2) A is a modal word e.g. 好不好 'ok not ok' (3) A is an auxiliary e.g.
肯不肯 'willing not willing' (4)
A is a verb e.g. 懂不懂 'understand not understand' (5) A is an adjective e.g.
美不美 'beautiful not beautiful'. From the semantic perspective, we merge (1), (4), (5) and (2), (3) to re-divide these five categories into two categories, i.e. modal A not A interrogatives and other A not A interrogatives. 
Semantic Composition
The previous discussion is about logical representation of events. To establish a formal system to handle the task requiring language understanding, we also need to address the issue of semantic composition. Through segmentation and parsing process, we get coarse-grained arguments and the head of the sentence. Take sentence (16) as an example:
Why is the data missing? 7 In this paper, our focus is semantic representation, so we don't discuss the interrogative words '啊a'; '吧ba' or '呢ni'. Because it depends on the tone to decide they are interrogative words or not.
The segmentation and parsing result of (16) Let's see the E-HowNet definition of (31) first:
def:{hard| 辛 苦 :theme={travel| 旅 行 :distance={far| 遠 }},degree={very| 很},truth={.Ques.}}
Comparing the semantic representation with syntactic structure, we find rhetorical interrogative '不是嗎 Isn't it ' is segmented into three words in syntax analysis, but in semantic point of view, they are integrated into one word and represented as 'truth={.Ques.}'.
There are still many types of discordance between synthetic structure and semantic relations need to be studied. That is, we have to find out the mapping rules and match coarse-grained syntactic arguments to fine-grained semantic relations in the future. These rules should be able to use both on declarative sentences and interrogative sentences, because most of interrogative sentences are transformed from declarative sentences. Additionally, this study is also useful to question-answering system for it not only represents the sense of question, but also marks the focused information to be answered. As for the application on QA technologies, it'll be our future task as well.
