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Extensions of the Erdo˝s-Rado Theorem
by
James E. Baumgartner1, Andra´s Hajnal2, and Stevo Todorcˇevic´3
Dedicated to Eric Milner on the occasion of his third coming of age
0. Statement of results. We find here some extensions of the Erdo˝s-Rado Theorem that
answer some longstanding problems. Ordinary partition relations for cardinal numbers are
fairly well understood (see [EHMR]), but for ordinal numbers much has been open, and
much remains open. For example, any proof of the simplest version of the Erdo˝s-Rado
Theorem seems to yield
For any regular cardinal κ, if µ < κ then (2<κ)+ → (κ+ 1)2µ,
but to replace κ+1 by κ+2 seems quite a nontrivial problem. In this paper we will prove
that if κ is regular and uncountable, then
Theorem 3.1. ∀k < ω ∀ξ < log κ (2<κ)+ → (κ+ ξ)2k.
Theorem 4.1. ∀n, k < ω (2<κ)+ → (ρ, (κ+ n)k)
2, where ρ = κω+2 + 1.
Theorem 5.1. ∀n < ω (2<κ)+ · ω → (κ · n)22.
The actual version of 5.1 is slightly stronger. Here logκ is the least cardinal µ such
that 2µ ≥ κ, the exponentiation in 4.1 is ordinal exponentiation, and the products in 5.1
represent ordinal multiplication. For κ = ω, 3.1, 4.1, and 5.1 all follow from the known
result ω1 → (α)
2
k for all α < ω1 and all k < ω (see ), so the uncountable case is the
interesting one.
The proofs make use of elementary substructures of structures of the form (H(µ),∈)
where H(µ) is the set of all sets hereditarily of cardinality < µ, and of ideals on ordinals
generated from such elementary substructures. It is possible to recast our arguments in
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such a way as to fit them under the heading of ramification arguments but we choose not
to do so, both because the proofs remain clearer this way, and because we believe that this
may generally be a better approach to ramification arguments.
The proof of 4.1 also uses a metamathematical trick seen in [BH] for countable ordinals.
Our approach is to prove 4.1 in a generic extension of the universe obtained by κ-closed
forcing, and then to argue that it must therefore be true.
Several open problems remain. The simplest versions are whether any of the following
are provable from GCH:
ω3 → (ω2 + 2)
2
ω
ω3 → (ω2 + ω1, ω2 + ω)
2
ω2 → (ω
ω+2
1 + 2, ω1 + 2)
2
or whether the following is provable from CH:
ω3 → (ω1 + ω)
2
3.
1. Terminology. Our partition calculus notation is standard. If x is a set and λ is a
cardinal then [x]λ = { y ⊆ x : |y| = λ }, [x]<λ =
⋃
{ [x]κ : κ < λ }, and [x]≤λ = [x]<λ
+
.
Usually, but not always, such a λ is finite. The ordinary (ordinal) partition relation
α → (β)2µ means that ∀f : [α]
2 → µ ∃X ⊆ α X has order type β and is homogeneous for
f , i.e., f is constant on [X ]2. Here α and β may be ordinals; µ is always taken to be a
cardinal. If f(x) = i for all x ∈ [X ]2 then we say X is i-homogeneous. The unbalanced
relation
λ→ (γ0, γ1, . . . , γn−1)
2
means that ∀f : [λ]2 → n ∃X ⊆ λ ∃i < n X has order type γi and is i-homogeneous. We
abbreviate
λ→ (α, β, β, β, . . . , β)2
by λ→ (α, (β)n)
2 if there are n occurrences of β.
If κ and λ are cardinals, then λ<κ =
∑
{λµ : µ < κ }. Clearly 2<κ ≥ κ. If κ is regular
then κ<κ = 2<κ.
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If (N,∈) is an elementary substructure of (H(λ),∈) (i.e., (N,∈) ≺ (H(λ),∈)) then
we often abbreviate this by N ≺ H(λ). The ∈-relation is always understood. Suppose κ is
regular, N ≺ H(κ++), |N | = κ and α = N ∩κ+ < κ+. Then we may define an ideal I on α
as {X ⊆ α : ∃A ∈ N α /∈ A and X ⊆ N }. Clearly I contains all bounded subsets of α. If
in addition 2<κ = κ then it is quite possible that [N ]<κ ⊆ N , and we generally work with
sets N with this property. Note in that case that I is κ-closed, i.e., if µ < κ and Xi ∈ I
for i < µ, then
⋃
{Xi : i < µ } ∈ I. This follows from the fact that if Ai ∈ N for each
i < µ and α /∈ Ai, then 〈Ai : i < µ 〉 ∈ N since [N ]
<κ ⊆ N so A =
⋃
{Ai : i < µ } ∈ N
and α /∈ A.
If I is an ideal on α then I+ = {X ⊆ α : X /∈ I } and I∗ = {X ⊆ α : α −X ∈ I }.
Note that if I is not proper, then I+ = 0 and I∗ = I. If I(α, β) is an ideal then we write
I+(α, β) instead of I(α, β)+.
If N ≺ H(κ++) as above, S ∈ N and α ∈ S, then S∩κ+ must be cofinal in κ+. If not,
an upper bound is definable from S and κ+, both of which lie in N (κ+ ∈ N since it is the
largest cardinal in N), so the upper bound must be < α, which is impossible. It follows
that S∩α is cofinal in α. In fact, S∩κ+ is actually stationary in κ+, since otherwise there
would be closed unbounded C ∈ N with S ∩C = 0. But then C ∩ α is unbounded in α so
α ∈ C, which is impossible.
We often use variations of the ideal I to produce large homogeneous sets for a partition
function f ∈ N . Such arguments can also be made using ramification ideas. A very good
introduction to the ideas we plan to use is in Section 2, where a simple version of the
Erdo˝s-Rado Theorem is proved with these techniques.
In Section 4 we will use the notions of stationary and closed unbounded subsets of
[X ]κ, where X is a set such that |X | > κ+. We assume the reader is familiar with these
notions.
2. The Erdo˝s-Rado Theorem. In this section we present a slightly nonstandard proof
of the Erdo˝s-Rado Theorem, and an associated result, using elementary substructures.
Our goal is to prepare the way for an extension of the Erdo˝s-Rado Theorem to be proved
in the next section.
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Theorem 2.1. (Erdo˝s-Rado [ER]) Let κ be a regular cardinal and let λ = (2<κ)+. Then
λ→ (κ+ 1)2µ for all µ < κ.
Proof. Fix f : [λ]2 → µ < κ. Choose N ≺ H(λ+) such that f ∈ N , |N | = 2<κ,
[N ]<κ ⊆ N and N ∩ λ = α < λ. (Note that this implies cf α = κ. If cf α < κ then some
cofinal subset x of α would be an element of N , and α =
⋃
x so α ∈ N , contradiction.)
Let Iα = {X ⊆ α : ∃A ∈ N α /∈ A and X ⊆ A }. Then Iα is a κ-complete ideal on α since
[N ]<κ ⊆ N .
For i < µ let Hi = { β < α : f{β, α} = i }. Then
⋃
{Hi : i < µ } = α so for some i
Hi ∈ I
+
α .
Claim. If Hi ∈ I
+
α , X ⊆ Hi and X ∈ I
+
α then ∃Y ⊆ X Y is i-homogeneous of order
type κ.
This will suffice since then Y ∪ {α} is i-homogeneous of type κ+ 1.
It will suffice to show
Lemma 2.2. If X ⊆ Hi, X ∈ I
+
α , x ⊆ X , |x| < κ and x is i-homogeneous, then ∃β ∈ X
β > sup x and x ∪ {β} is i-homogeneous.
Proof. Let Z = { γ < λ : ∀δ ∈ xf{δ, γ} = i }. Then Z ∈ N and α ∈ Z so α−Z ∈ Iα.
Since X ∈ I+α we have X ∩ Z ∈ I
+
α as well. Now choose β ∈ X ∩ Z, β > sup x.
Using the same methods we can do a little better.
Theorem 2.3. As in Theorem 2.1, let κ be regular, λ = (2<κ)+, µ < κ and f : [λ]2 → µ.
Then ∃A ⊆ λ ∃i < µ A is i-homogeneous and either |A| = λ and i = 0 or else A has type
κ+ 1 and i > 0. (In short notation λ→ (λ, (κ+ 1)µ−1)
2.)
Proof. We use the notation of the previous proof. If Hi ∈ I
+
α for some i > 0 we are
done, so assume Hi ∈ Iα for all i > 0. Then
⋃
{Hi : i > 0 } ∈ Iα so for some X ∈ N we
have α ∈ X and X ∩ α ⊆ H0. If in N we define Y = { β ∈ X : ∀γ ∈ X ∩ β f{γ, β} = 0 },
then α ∈ Y . Hence |Y | = λ and is clearly 0-homogeneous.
Remark. Theorem 2.3 is a well known result of Erdo˝s, Dushnik and Miller. See [DM],
for example. To get the rest of the Erdo˝s-Rado Theorem with this approach (i.e., the
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version for partitions of n-element sets) simply proceed via end-homogeneous sets, an
approach which is itself highly adaptable—and well known—in the context of elementary
substructures. Details are left to the reader.
3. A balanced extension of the Erdo˝s-Rado Theorem. In this section we seek
an improvement of the Erdo˝s-Rado Theorem, Theorem 2.1. This will require a clearer
analysis of the ideals Iα defined in Section 2.
Recall that log κ is the least cardinal µ such that 2µ ≥ κ.
Theorem 3.1. Let κ be a regular uncountable cardinal, and let λ = (2<κ)+. Then ∀k < ω
∀ξ < log κ λ→ (κ+ ξ)2k.
Some parts of this theorem are already known. In unpublished work, Hajnal proved
Theorem 3.1 for κ = ω1 and k = 2 about thirty years ago. Shelah proved Theorem 3.1 for
the case k = 2 in [Sh1, §6].
The rest of this section will be devoted to the proof of Theorem 3.1.
Fix f : [λ]2 → k, and let 〈Nα : α < λ 〉 be a continuous sequence of elementary
substructures of H(λ+) such that f ∈ N0, |Nα| = 2
<κ, Nα ∈ Nα+1 and [Nα]
<κ ⊆ Nα+1.
We call a sequence continuous if each limit point is the union of the preceding elements.
We may assume that {α : Nα ∩ λ = α } is closed and unbounded in λ. Note that if
α ∈ S0 = {α : Nα ∩ λ = α and cf α = κ } then [Nα]
<κ ⊆ Nα.
If α ∈ S0 then let Iα = {X ⊆ α : ∃A ∈ Nα α /∈ A and X ⊆ A }.
Lemma 3.2. Let S ⊆ S0 be stationary. Then there is closed unbounded C ⊆ λ such that
∀α ∈ C ∩ S S ∩ α ∈ I+α .
We refer to α as a reflection point of S.
Proof of Lemma 3.2. Let 〈Mα : α < λ 〉 be a continuous sequence of elementary
substructures of H(λ+) such that Nα ⊆ Mα, |Mα| = 2
<κ and S ∈ M0. Let N =
⋃
{Nα :
α < λ } and let C = {α : Mα ∩N = Nα }. If α ∈ C ∩ S then S ∩ α ∈ I
+
α since otherwise
there is A ∈ Nα ⊆Mα such that S ⊆ A and α /∈ A, which is impossible. [Note: we really
only know that S ∩α ⊆ A∩ α, but since S,A ∈Mα we must have Mα |= S ⊆ A and since
Mα ≺ H(λ
+), it is true that S ⊆ A. We will leave such remarks tacit in future.]
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For i < k let fi(α) = { β < α : f{β, α} = i }.
Next, if σ is a sequence of length n of elements of k we define an ideal I(α, σ) for
α ∈ Sn, where Sn+1 = {α ∈ Sn : α is a limit point of Sn }. The definition is by induction
on n = length(σ). Let I(α, 〈〉) = Iα. If σ = τ
⌢〈i〉 then put
X ∈ I(α, σ) iff { β < α : X ∩ fi(α) ∩ β ∈ I
+(β, τ) } ∈ Iα.
Notice that some of the I(α, σ) may not be proper. As part of the proof of the Erdo˝s-Rado
Theorem we essentially made the easy observation that there exists i such that I(α, 〈i〉) is
proper.
Lemma 3.3. We always have Iα ⊆ I(α, σ).
Proof. Once again we proceed by induction on length(σ). Suppose σ = τ⌢〈i〉. We
may assume I(α, σ) is proper. Let X ∈ Iα. then ∃A ∈ Nα X ⊆ A ∩ α and α /∈ A. We
may as well assume X = A ∩ α. Since α is limit and A ∈ Nα we know ∃γ < α A ∈ Nγ .
Suppose β < α, γ < β, and A∩β ∈ I+(β, τ). Then by inductive hypothesis A∩β ∈ I+β so
β ∈ A. Thus
{ β < α : (A ∩ α) ∩ fi(α) ∩ β ∈ I
+(β, τ) } ⊆ { β < α : A ∩ β ∈ I+(β, τ) } ⊆ A ∩ α ∈ Iα,
so A ∩ α ∈ I(α, σ) as desired.
Now we extend an observation made in the proof of the Erdo˝s-Rado Theorem.
Lemma 3.4. IfX ⊆ α andX ∈ I+(α, σ) then ∀j ∈ rangeσ ∃W ⊆ X W is j-homogeneous
and |W | = κ.
Proof. The proof is by induction on length(σ). We may assume σ = τ⌢〈i〉. If
j ∈ range(τ) then we may apply the inductive hypothesis to X ∩ β ∈ I+(β, τ) for some
β < α. So suppose j = i. As in Lemma 2.2 let us argue that if x ⊆ X , |x| < κ and
x ∪ {α} is i-homogeneous then ∃ξ ∈ X ξ > supx and x ∪ {ξ} ∪ {α} is i-homogeneous.
Let A = { β : x ∪ {β} is i-homogeneous }. Then A ∈ Nα and α ∈ A so a − A ∈ Iα. By
Lemma 3.3 α − A ∈ I(α, σ), so A ∩X ∈ I+(α, σ). Hence there is β < α, β > sup x, such
that A ∩X ∩ fi(α) ∩ β ∈ I
+(β, τ). Now just choose ξ ∈ A ∩X ∩ fi(α) with ξ > sup x.
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Given an ordinal ρ and a finite sequence σ of elements of k we define what it means
for x ⊆ λ to be (ρ, σ)-good. x is (ρ, 〈〉)-good iff x is a singleton. If σ = τ⌢〈i〉 then x
is (ρ, σ)-good iff x =
⋃
{ xξ : ξ < ρ } where each xξ is (ρ, τ)-good, ξ < η < ρ implies
sup xξ < inf xη, and whenever ξ < η < ρ, γ ∈ xξ and δ ∈ xη then f{γ, δ} = i. Note that
any (ρ, σ)-good set must have order type ρn where n = length(σ).
Lemma 3.5. If x is (ρ, σ)-good then ∀i ∈ rangeσ ∃y ⊆ x y is i-homogeneous and has
order type ρ.
Proof. Easy by an induction on length(σ).
Lemma 3.6. If X ∈ I+(α, σ) then ∀ρ < κ ∃x ⊆ X x is (ρ, σ)-good.
Proof. Say σ = τ⌢〈i〉. We construct x =
⋃
{ xξ : ξ < ρ } ⊆ X ∩ fi(α). By induction
on ξ we obtain (ρ, τ)-good xξ ⊆ X ∩ fi(α). Suppose xη has been obtained for η < ξ.
Since ρ < κ we know xη ∈ Nα for each η < ξ and hence 〈 xη : η < ξ 〉 ∈ Nα. Thus
A = { β : ∀η < ξ ∀γ ∈ xη f{γ, β} = i } ∈ Nα. Moreover, α ∈ A ∈ I
∗
α ⊆ I
∗(α, σ),
so X ∩ A ∈ I+(α, σ). Find β < α such that X ∩ A ∩ fi(α) ∩ β ∈ I
+(β, τ) and choose
(ρ, τ)-good xξ ⊆ X ∩ A ∩ fi(α) ∩ β. We may assume β is large enough so that we may
choose xξ with supxη < minxξ for all η < ξ. The rest is easy.
Recall that an indecomposable ordinal is an ordinal power of ω. An indecomposable
ordinal is characterized by the property that whenever ρ = A∪B, either A or B has order
type ρ.
Lemma 3.7. If ρ is indecomposable, x ⊆ λ is (ρ, σ)-good, m < ω and x =
⋃
{ tj : j < m }
then ∃j ∃y ⊆ tj y is (ρ, σ)-good.
Proof. Let σ = τ⌢〈i〉 and let 〈 xξ : ξ < ρ 〉 witness (ρ, σ)-goodness of x. By inductive
hypothesis for each ξ < ρ there is j(ξ) < m and yξ ⊆ xξ ∩ tj(ξ) such that yξ is (ρ, τ)-good
(this is trivial if τ = 〈〉). Since ρ is indecomposable there is j such that { ξ : j(ξ) = j } has
order type ρ. Let y =
⋃
{ yξ : j(ξ) = j }. Then y ⊆ tj and y is (ρ, σ)-good.
If σ is a finite sequence of elements of k let fσ(α) =
⋃
{ fi(α) : i ∈ rangeσ }.
Recall that we defined Sn+1 = {α ∈ Sn : α is a limit point of Sn }. Thus Sω =
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⋂
{Sn : n < ω } differs from S0 by a nonstationary set, and I(α, σ) is defined for all σ
whenever α ∈ Sω.
If T ⊆ Sω is stationary and α ∈ T , let Σ(α, T ) = { σ : σ is one-to-one, length(σ) ≥ 1,
and T ∩ α ∈ I+(α, σ) }. Note that if α is a reflection point of T then Σ(α, T ) 6= 0.
Lemma 3.8. There is stationary S ⊆ Sω and Σ such that for all stationary T ⊆ S there
is a closed unbounded set C such that ∀α ∈ T ∩ C Σ(α, T ) = Σ.
Proof. Note that if α ∈ T ⊆ S then Σ(α, T ) ⊆ Σ(α, S). Choose descending sequences
Sω = T0 ⊇ T1 ⊇ T2 ⊇ . . . and Σ0 ⊇ Σ1 ⊇ Σ2 ⊇ . . .
such that ∀n ∀α ∈ Tn+1 Σ(α, Tn) = Σn, the Tn are stationary and Σn+1 is a proper subset
of Σn. Since each Σn is finite this process must end after finitely many steps. Let S and
Σ be the final elements of each sequence.
Clearly Σ 6= 0. Choose σ ∈ Σ maximal with respect to inclusion.
Lemma 3.9. There are α ∈ S and stationary T ⊆ S such that ∀β ∈ T α−fσ(β) ∈ I(α, σ).
Proof. Suppose the Lemma is false. Then for each α ∈ S there is closed unbounded
Cα such that ∀β ∈ Cα ∩ S α− fσ(β) ∈ I
+(α, σ).
Let C = { β : ∀α ∈ β ∩ S β ∈ Cα }, the diagonal intersection of the Cα. Then C is
closed unbounded. Let α ∈ S be a reflection point of C ∩ S with σ ∈ Σ(α, S). For all
β ∈ C ∩ S ∩ α there must be i /∈ range(σ) such that β ∩ fi(α) ∈ I
+(β, σ). Fix i < k such
that { β ∈ C ∩ S ∩ α : β ∩ fi(α) ∈ I
+(β, σ) } ∈ I+α . But now clearly if τ = σ
⌢〈i〉 then
S ∩ α ∈ I+(α, τ), contradicting maximality of σ.
Now we are ready to put all this material together to complete the proof of Theorem
3.1.
Fix an indecomposable ordinal ρ < logκ. It will suffice to find a homogeneous set of
order type κ+ ρ. Let α and T be as in Lemma 3.9. Choose β > α such that Σ(β, T ) = Σ.
Since T ∩ β ∈ I+(β, σ) there is x ⊆ T that is (ρ, σ)-good. We may assume minx > α.
Also, since I(α, σ) is κ-complete we know F =
⋃
{α− fσ(β) : β ∈ x } ∈ I(α, σ). For each
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γ ∈ α − F define gγ : x → range(σ) by gγ(β) = f{γ, β}. Since |x| < logκ there is g such
that { γ : gγ = g } ∈ I
+(α, σ). Also, by Lemma 3.7 ∃i g−1(i) is (ρ, σ)-good.
But now by Lemma 3.4 ∃W ⊆ { γ : gγ = g } such that W is i-homogeneous, and by
Lemma 3.5 we may find y ⊆ g−1(i) such that y is i-homogeneous. Also, if γ ∈ W and
β ∈ y than f{γ, β} = gγ(β) = g(β) = i so W ∪ y is i-homogeneous of order type κ + ρ,
and the proof is complete.
4. An unbalanced extension of the Erdo˝s-Rado Theorem. It is natural to ask if
Theorem 3.1 can be improved in the same way that Theorem 2.1 was improved to Theorem
2.3. For example, is it true under CH that ω2 → (ω2, ω1 + 2)
2? Hajnal showed in [Ha]
that if GCH holds and κ is regular, then κ+ 6→ (κ+, κ+2)2, and Todorcˇevic´ has shown in
unpublished work that this remains the case when κ is singular. Thus the best we could
hope to prove under CH would be ω2 → (α, ω1+2)
2 for all α < ω2. In this section we will
prove (a generalization of) an improvement of part of this.
Theorem 4.1. Suppose κ is regular and λ = (2<κ)+. Then λ → (ρ, (κ + n)k)
2 for all
n, k < ω, where ρ = κω+2 + 1.
Here κω+2 represents ordinal exponentiation. Recall that the partition relation means
that if f : [λ]2 → k + 1, then either there is a 0-homogeneous set of order type ρ or else
there is an i-homogeneous set of type κ+ n for some i > 0.
The rest of this section will be devoted to the proof of Theorem 4.1. The strategy of
the proof is to derive Theorem 4.1 from the auxiliary assumption Q(κ), which asserts that
2<κ = κ and in addition that
(∗) ∀〈 fα : α < κ
+ 〉 ⊆ κκ ∃g ∈ κκ ∀α ∃η < κ ∀ξ > η fα(ξ) < g(ξ).
Then, rather as in [BH], we observe that the assumption Q(κ) is unnecessary, and therefore
that Theorem 4.1 holds in ZFC.
Let us deal with this latter observation first.
Let P0 be the natural κ-closed ordering for making 2
<κ = κ. Then in V P0 we have
λ = κ+. Working in V P0 and using a standard iterated forcing argument (as in [Ba]) we
can force (*) to be true via a partial ordering P1 that is κ-closed and has the λ-chain
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condition. Let P = P0 ∗ P1. Then P is κ-closed and in V
P λ = κ+ and Q(κ) holds. Note
that in V P we will have 2κ > κ+ (since for one thing that is implied by (*)).
Assuming we have proved Theorem 4.1 under the assumption Q(κ) we may assume
it holds in V P . Assume f : [λ]2 → k + 1, where f ∈ V . Then in V P there is A ⊆ λ such
that either (a) A is 0-homogeneous of type ρ or (b) A is i-homogeneous of type κ + n,
where i > 0. Suppose (a) holds. Note that κω+2 + 1 is the same whether computed in
V or in V P . Let h : κ → ρ be a bijection with h ∈ V . In V P fix an order-isomorphism
j : ρ → A. Now, working in V , find a decreasing sequence 〈 pξ : ξ < κ 〉 of elements of P
and a sequence 〈αξ : ξ < κ 〉 of elements of λ such that ∀ξ pξ ‖− j(h(ξ)) = αξ. This is
easy to do by induction on ξ, using the fact that P is κ-closed. But now it is clear that
{αξ : ξ < κ } ∈ V has order type ρ and is 0-homogeneous. Case (b) may be handled the
same way.
From now on, assume Q(κ) holds (so λ = κ+).
We begin with a couple of observations about order types. The only use of Q(κ) will
be in Corollary 4.3 below.
Lemma 4.2. Let n < ω, n ≥ 1, α < κ+, and assume α has a cofinal subset of type κn.
Then for every f : κ→ κ there is a set A(f, n, α) of order type κn cofinal in α such that
(i) if A is cofinal in α of type κn then ∃f A ⊆ A(f, n, α)
(ii) ∀f1, f2 if ∀ξ < κ f1(ξ) ≤ f2(ξ) then A(f1, n, α) ⊆ A(f2, n, α).
Proof. The proof is by induction on n. Suppose n = 1. Let 〈αξ : ξ < κ 〉 be an
increasing, continuous sequence cofinal in α with α0 = 0. Let Aξ = αξ+1 − αξ and let
hξ : κ → Aξ be onto. Define A(f, n, α) =
⋃
{hξ“f(ξ) : ξ < κ }. It is easy to see that this
works.
Now suppose n > 1. Let 〈αξ : ξ < κ 〉 be as above. If αξ < β ≤ αξ+1 then for
1 ≤ i < n let A′(f, i, β) = A(f, i, β)∩(αα+1−αξ) if A(f, i, β) is defined; let A
′(f, i, β) = {β}
otherwise. Let A(f, 0, β) = {β}. Now let f : κ → κ. We must define A(f, n, α). We may
regard f as being defined on κ× κ, i.e., f : κ× κ→ κ, and we define fξ by fξ(η) = f(ξ, η)
for ξ, η < κ. Let h : κ→ α be a bijection. Now let
A(f, n, α) = A(f0, 1, α) ∪
⋃
{A′(fξ, i, h(ξ)) : h(ξ) ∈ A(f0, 1, α), i < n }.
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Since A(f0, 1, α) has type κ, it is clear that
⋃
{A′(fξ, i, h(ξ)) : h(ξ) ∈ A(f0, 1, α) ∩
(αη+1 − αη) } has type < κ
n for fixed η. Thus A(f0, 1, α) has type at most κ
n.
It is clear that condition (ii) is satisfied. Let us check (i). Fix A ⊆ α cofinal of type κn.
For η < κ let Aη = A ∩ (αη+1 − αη). Then Aη has type < κ
n so there is a family Fη such
that |Fη| < κ, Aη =
⋃
Fη, every B ∈ Fη has type κ
i for some i < n (possibly i = 0), and if
B,C ∈ Fη and B 6= C then supB < inf C or supC < inf B. Let Hη = { supB : B ∈ Fη }.
Now choose f : κ× κ→ κ so that
⋃
{Hη : η < κ } ⊆ A(f0, 1, α) and whenever B ∈ Fη, B
has type κi for i > 0, and supB = β = h(ξ), then B ⊆ A(fξ, i, β). But now it is clear that
A ⊆ A(f, n, α).
There may be special circumstances in which the A(f, n, α) as defined above have
order type < κn. This defect may be remedied by choosing a fixed set of order type κn
cofinal in α and adjoining its elements to every A(f, n, α).
Corollary 4.3. (Q(κ)) Let α < κ+ and let Aγ , γ < κ
+, be a sequence of sets of order
type κn cofinal in α, where 1 ≤ n ≤ ω. Then we may write κ+ =
⋃
{Xξ : ξ < κ } where
⋃
{Aγ : γ ∈ Xξ } has order type κ
n for each ξ.
Proof. First suppose n < ω. For each γ choose fγ : κ→ κ such that Aγ ⊆ A(fγ, n, α).
Use Q(κ) to find f : κ → κ such that ∀γ ∃ξγ ∀η > ξγ fγ(η) < f(η). Thus there is
sγ : ξγ → κ such that if gγ = sγ ∪ f |(κ− ξγ) then ∀η fγ(η) < gγ(η). By κ
<κ = κ there are
only κ functions sγ so we may write κ
+ =
⋃
{Xξ : ξ < κ } where if γ, δ ∈ Xξ then sγ = sδ,
so gγ = gδ. But then
⋃
{Aγ : γ ∈ Xξ } ⊆
⋃
{A(fγ, n, α) : γ ∈ Xξ } ⊆ A(gγ0, n, α)
by Lemma 4.2(ii) where γ0 is any member of Xξ.
Now suppose n = ω. For each γ < κ+ let gγ(0) = 0 and if 1 ≤ m < ω let gγ(m) be
the supremum of the first κm elements of Aγ and let A
m
γ = Aγ ∩ [gγ(m− 1), gγ(m)). Since
κω = κ we may write κ+ =
⋃
{Yξ : ξ < κ } where for each γ, δ ∈ Yξ we have gγ = gδ.
And now by the earlier case, for each m we may write Yξ =
⋃
{Y mξη : η < κ }, where⋃
{Amγ : γ ∈ Y
m
ξη } has order type κ
m for each ξ and η. For each γ let hγ(m) = (ξ, η) if
γ ∈ Y mξη . Finally put κ
+ =
⋃
{Xξ : ξ < κ } where for γ, δ ∈ Xξ we have hγ = hδ. It is easy
to check that this works.
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This is the only use of Q(κ) that we need.
For the main proof let us fix a partition function f : [λ]2 → k + 1, and assume that
there is no i-homogeneous set of type κ+ n, where i > 0. We must find a 0-homogeneous
set of type ρ.
If H(λ+) is the collection of sets hereditarily of cardinality ≤ λ, then f ∈ H(λ+). Let
S = {N : N ≺ H(λ+), |N | = κ, N ∩ λ ∈ λ, f ∈ N, and [N ]<κ ⊆ N }. Then S is a
stationary subset of [H(λ+)]κ.
Define pi : S → λ by pi(N) = N ∩ λ. If T ⊆ S is stationary then let JT = {X ⊆ λ :
pi−1(X) ∩ T is nonstationary }. It is easy to see that JT is a normal ideal on λ.
Claim 4.4. Let ξ < ω + 2. Then
(a) If T ⊆ S is stationary, then there is a set C closed and unbounded in [H(λ+)]κ such
that for all N ∈ C ∩ T , if A ∈ N and pi(N) ∈ A then there is x ∈ N such that
x ⊆ A ∩ pi(T ), x is of order type κξ, and x ∪ {pi(N)} is 0-homogeneous.
(b) If T ⊆ S is stationary then there is stationary U ⊆ T and x ⊆ pi(T ) such that x is
0-homogeneous of type κξ and ∀α ∈ x ∀β ∈ pi(U) f{α, β} = 0.
Let us observe that Claim 4.4(a) for ξ = ω+1 will complete the proof. Fix N ∈ C∩S.
By induction on γ < κ we define Aγ ∈ N with pi(N) ∈ Aγ and xγ ⊆ Aγ such that xγ
has order type κω+1 and xγ ∪ {pi(n)} is 0-homogeneous. Let A0 be arbitrary and choose
x0 as in 4.4(a). Suppose Aγ , xγ have been determined for γ < δ. Since N ∈ S we know
[N ]<κ ⊆ N so 〈 xγ : γ < δ 〉 ∈ N Thus
Aδ =
{
α :
⋃
{ xγ : γ < δ } ∪ {α} is 0-homogeneous and sup
⋃
{ xγ : γ < δ } < α
}
∈ N
and pi(N) ∈ Aδ. Choose xδ ⊆ Aδ as in 4.4(a). This completes the construction. And now
⋃
{ xγ : γ < κ }∪{pi(N)} is 0-homogeneous and has order type κ
ω+1 ·κ+1 = κω+2+1 = ρ,
as desired.
Thus we may devote the rest of the section to Claim 4.4. The proof is by induction
on ξ.
Let us begin the induction by showing that (b) holds for ξ = 0. If there is a α ∈ pi(T )
such that Xα = { β : f{α, β} > 0 } ∈ J
+
T , then let x = {α} and U = T ∩ pi
−1Xα. If
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not, then the diagonal intersection X = { β : ∀α < β β /∈ Xα } belongs to J
+
T , hence has
cardinality λ. But now by Theorem 3.1 there is an i-homogeneous set of type κ + n for
some i > 0, contrary to hypothesis.
Next we show (b) implies (a). If (a) is false, then there is stationary S′ ⊆ S such
that the assertion in (a) fails for all N ∈ S′. By normality of the nonstationary ideal on
[H(λ+)]κ there is a single set A and stationary T ⊆ S′ such that A is a counterexample to
(a) for all N ∈ T . Since pi(N) ∈ A for N ∈ T we have pi(T ) ⊆ A. Let x and U be as in (b).
Then x ⊆ pi(T ) ⊆ A ∩ pi(S′) and x is of type κξ. Since x ∈ H(λ+) there must be N ∈ U
with x ∈ N . Moreover x∪{pi(N)} is 0-homogeneous, so A is not in fact a counterexample
for N , contradiction.
We now concentrate on showing that (a) for ξ implies (b) for ξ + 1, provided ξ ≤ ω.
Let T be as in (b), let C be as in (a), and let 〈Nα : α < λ 〉 be an increasing continuous
sequence of elements of C with [Nα]
<κ ⊆ Nα+1. Let Nλ =
⋃
{Nα : α < λ }. We may
assume that for all N ∈ T , if pi(N) = α then N ∩ Nλ = Nα. (If (N ∩ Nλ) − Nπ(N) 6= 0
for stationarily many N , then for stationarily many N there is a common element of
(N∩Nλ)−Nπ(N), and this is impossible.) We also assume that if N ∈ T and N∩Nλ = Nα,
then Nα ∩ λ = α.
Let Σ0 be the set of all one-to-one sequences σ of elements of k+1 such that σ(0) = 0.
For each α ∈ pi(C ∩ T ) and each σ ∈ Σ0 we will define an ideal I(α, σ) on α. Each I(α, σ)
will contain all bounded subsets of α but will not necessarily be closed under countable
unions.
First suppose σ = 〈0〉. Choose N ∈ T ∩ C with pi(N) = α. Let 〈Aγ : γ < κ 〉
enumerate {A ∈ N : α ∈ A }. We define 〈 xγ : γ < κ 〉 by induction on γ so that xγ ∈ N ,
xγ has type κ
ξ and xγ ∪ {α} is 0-homogeneous. Suppose xγ , γ < δ, has been obtained.
Let
A =
⋂
{Aγ : γ < δ } ∩
{
β : β > sup{ xγ : γ < δ } and ∀γ < δ ∀β
′ ∈ xγ f{β, β
′} = 0
}
.
Note that A ∈ N since it is definable from 〈Aγ : γ < δ 〉 and 〈 xγ : γ < δ 〉, both
of which are in N , and clearly α ∈ A. By 4.4(a) choose xδ ∈ N , 0-homogeneous of
type κξ, such that xδ ⊆ A ∩ pi(T ). Thus x¯(α) =
⋃
{ xγ : γ < κ } is 0-homogenous
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of type κξ+1, and is cofinal in α since for any β < α λ − β = Aγ for some γ. Let
I(α, 〈0〉) = {X ⊆ α : X ∩ x¯(α) has type < κξ+1 }.
Now suppose τ ∈ Σ0 and σ = τ
⌢〈i〉. Let Iα be the ideal on α generated by {A ∩ α :
A ∈ Nα, α /∈ A }, as in the previous section. Recall that fi(α) = { β < α : f{β, α} = i }.
For X ⊆ α, put X ∈ I(α, σ) iff { β < α : X ∩ fi(α) ∩ β ∈ I
+(β, τ) } ∈ Iα.
Next we prove analogues of Lemmas 3.3, 3.4, and 3.9.
Lemma 4.5. Iα ⊆ I(α, σ) for α ∈ pi(C ∩ T ), σ ∈ Σ0.
Proof. Let X ∈ I+(α, σ). If σ = 〈0〉, then by construction X ∩A 6= 0 for all A ∈ Nα
with α ∈ A. Thus X ∈ I+α . Suppose σ = τ
⌢〈i〉, where τ ∈ Σ0. Let A ∈ Nα, α ∈ A. Since
α is limit ∃γ < α A ∈ Nγ . Choose β such that γ < β < α, β ∈ A, and X ∩ β ∈ I
+(β, τ).
By inductive hypothesis X ∩ β ∈ I+β , so X ∩ β ∩ A 6= 0. Thus X ∩ A 6= 0 so X ∈ I
+
α .
Lemma 4.6. If X ∈ I+(α, σ), then for all j ∈ rangeσ, if j > 0 then X contains a
j-homogeneous set of type κ.
Proof. We proceed by induction. Say σ = τ⌢〈i〉 where τ ∈ Σ0. The induction will
handle the case j ∈ range τ . It will suffice to show, as in Section 3, that if x ∪ {α} is i-
homogeneous and |x| < κ then ∃β ∈ X−x x∪{β, α} is i-homogeneous. Let A = { γ : x∪{γ}
is i-homogeneous }. Then A ∈ Nα and α ∈ A. Since X ∈ I
+(α, σ) there is γ ∈ A such
that X ∩ fi(α)∩ γ ∈ I
+(γ, τ). We may choose γ large enough that A ∈ Nγ and γ > supx.
Thus X ∩ fi(α) ∩ γ ∩A 6= 0 and we may choose β ∈ X ∩ fi(α) ∩ γ ∩ A, β > supx.
For β < λ and σ ∈ Σ0, let fσ(β) =
⋃
{ fi(β) : i ∈ rangeσ }.
Lemma 4.7. There are σ ∈ Σ0, α ∈ pi(C ∩ T ), and stationary T
′ ⊆ T such that α ∈
I+(α, σ) (i.e., I(α, σ) is proper) and ∀β ∈ pi(T ′) α− fσ(β) ∈ I(α, σ).
Proof. For α ∈ pi(C ∩T ) we know pi(T ) ∈ I+(α, 〈0〉). Choose σα ∈ Σ0 maximal with
respect to inclusion such that pi(T ) ∈ I+(α, σ), and let U ⊆ C ∩ T be stationary such that
∀α ∈ pi(U) σα = σ.
Suppose the Lemma is false. Then for each α ∈ pi(U) there is Cα ∈ J
∗
U such that
∀β ∈ Cα α − fσ(β) ∈ I
+(α, σ). (Recall that JU = {X ⊆ λ : pi
−1(X) ∩ U is stationary }.)
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Since JU is normal, the set Cλ = { β : ∀α < β β ∈ Cα } ∈ J
∗
U also. By Lemma 3.2 there is
closed unbounded D ⊆ λ such that ∀α ∈ D∩pi(U) pi(U)∩α ∈ I+α . Fix α ∈ D∩Cλ∩pi(U).
If β < α and β ∈ pi(U) then α ∈ Cβ so there is i, i /∈ rangeσ, such that fi(α) ∩ β ∈
I+(β, σ). Since k is finite we may fix i such that { β < α : β ∈ pi(U) and fi(α) ∩ β ∈
I+(β, σ) } ∈ I+α . But this means that I(α, σ
⌢〈i〉) is proper contrary to the assumption
about the maximality of σ.
One more lemma will allow us to complete this part of the proof of Claim 4.4.
Lemma 4.8. Let α < λ and σ ∈ Σ0 be arbitrary. If X ∈ I
+(α, σ), Y ∈ I(α, σ) and
Y ⊆ X , then ∃β ≤ α x¯(β) ∩X has type κξ+1 and Y ∩ x¯(β) has type < κξ+1.
Proof. If σ = 〈0〉 this is clear. Just take β = α. Suppose σ = τ⌢〈i〉 for τ ∈ Σ0.
Then we can find β < α such that X ∩ fi(α)∩ β ∈ I
+(β, τ) and Y ∩ β ∈ I(β, τ), so we are
done by inductive hypothesis.
Finally, let α, σ and T ′ be as in Lemma 4.7. For β ∈ pi(T ′) let g(β) =
⋃
{ fi(β)∩α : i ∈
rangeσ, i > 0 }. Let F ⊆ pi(T ′) be maximal such that {∩{ g(β) : β ∈ x } : x ∈ [F ]<ω } ⊆
I+(α, σ). (It is possible that F = 0.)
First, suppose |F | = λ. Let G be an ultrafilter on α such that { g(β) : β ∈ F } ⊆
G ⊆ I+(α, σ). Thus for each β ∈ F there is iβ such that fiβ (β) ∩ α ∈ G. Find i so that
F ′ = { β ∈ F : iβ = i } has cardinality λ. We may assume we are proving Theorem 4.1
by induction on k, so by λ → (λ, κ)2, which follows from Theorem 2.3, we may assume
there is x ⊆ F ′ i-homogeneous of cardinality n. But now the set
⋂
{ fi(β) ∩ α : β ∈ x }
belongs to I+(α, σ) so by Lemma 4.6 must contain an i-homogeneous set H of type κ. And
now H ∪ x is i-homogeneous of type κ+ n, contrary to our hypothesis about the partition
function f . Thus |F | < λ.
From the maximality of F it follows that if N ∈ T ′ and pi(N) /∈ F then there is a
finite set yN ⊆ F such that
⋂
{ g(β) : β ∈ yN } − f0(pi(N)) ∈ I(α, σ). Since |F | < λ there
is y such that T ′′ = {N ∈ T ′ : yN = y } is stationary. For N ∈ T
′′ let aN =
⋂
{ g(β) :
β ∈ y } − f0(pi(N)). By Lemma 4.8 there is βN ≤ α such that x¯(βN ) ∩
⋂
{ g(β) : β ∈ x }
has type κξ+1 and x¯(βN )∩ aN has type < κ
ξ+1. There is stationary T ′′′ ⊆ T ′′ and β such
that T ′′′ = {N ∈ T ′′ : βN = β }.
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By thinning out T ′′′ we may assume without loss of generality that each aN for
N ∈ T ′′′ is such that aN ⊆ (x¯(β)∩ζ)∪bN where ζ < sup x¯(β) and bN has type κ
η for some
η ≤ ξ, and that η and ζ are the same for all N . Now it follows from Corollary 4.3 that
T ′′′ =
⋃
{Tδ : δ < κ } where for each δ,
⋃
{ aN : N ∈ Tδ } has type < κ
ξ+1. Pick such δ for
which Tδ is stationary. Let U = Tδ and let x = x¯(β)∩
⋂
{ g(β) : β ∈ y }−
⋃
{ aN : N ∈ Tδ }.
Then x is 0-homogeneous of type κξ+1 and ∀α ∈ x ∀β ∈ pi(U) f{α, β} = 0.
This completes the proof of Claim 4.4(b) for ξ + 1 from Claim 4.4(a) for ξ, provided
ξ ≤ ω.
To complete the proof of Claim 4.4, and hence Theorem 4.1, let us observe that 4.4(a)
for ξ = ω follows from 4.4(a) for ξ < ω. Let Cn be a closed unbounded set as in 4.4(a) for
ξ = n, and let C =
⋂
{Cn : n < ω }. Let N ∈ C ∩ T , A ∈ N , and pi(N) ∈ A. By induction
on n choose xn ∈ N as follows. Let x0 be as in 4.4(a) for ξ = 0. Given xm for m < n, let
An = { β :
⋃
{ xm : m < n } ∪ {β} is 0-homogeneous }.
Then An ∈ N and pi(N) ∈ A, so we may find xn ∈ N as in 4.4(a) with A replaced by An.
But now x =
⋃
{ xn : n < ω } ∈ N and satisfies 4.4(a) with ξ = ω.
5. An extension of the Erdo˝s-Rado Theorem to ordinals. In this section we
prove a theorem implying that if CH holds then for any n < ω there is m < ω such that
ω2 ·m→ (ω1 · n)
2
2. This is an improvement of a result of Shelah [Sh2] that implies under
similar circumstances ωm2 → (ω1 · n)
2
2.
Let A be a set and let k < ω. A set-mapping on A of order k is a function p : A→ [A]<k
such that a /∈ p(a) for all a ∈ A. Given such a mapping p, a set F ⊆ A is said to be free
for p if ∀a, b ∈ F a /∈ p(b). It is well-known that if n, k < ω then there is g(n, k) < ω such
that any set-mapping on g(n, k) of order k has a free set of cardinality n. (This is easy to
see using elementary Ramsey theory, for example.)
Let n, k < ω.
We define f(n, k) by induction on k. Let f(n, 0) = 1, and let f(n, k+1) = g(n, f(n, k)).
Theorem 5.1. Let κ be regular and let λ = (2<κ)+. Then for all n, k < ω we have
λ · f(n, k)→ (κ · n, κ · (k + 1))2.
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Proof. The proof is by induction on k. If k = 0 then f(n, k) = 1 so we must show
λ→ (κ · n, κ)2, and this follows easily from Theorem 2.3, which implies λ→ (λ, κ)2.
So we may assume k > 0. Let m = f(n, k), and suppose h : [m× λ]2 → 2. Note that
with the lexicographic order, m× λ has order type λ ·m.
ChooseN0 ≺ N1 ≺ · · · ≺ Nm−1 ≺ H(λ
+) such thatNi ∈ Ni+1, |Ni| = 2
<κ, Ni∩λ ∈ λ,
and [Ni]
<κ ⊆ Ni for all i. For each i let βi = Ni ∩ λ.
Let Ai = {i} × λ. Without loss of generality we may assume that for each i there is
ni such that Ai contains no 1-homogeneous set of type κ · (ni + 1) but for all B ⊆ Ai, if
|B| = λ then B contains a 1-homogeneous set of type κ ·ni. Of course if ni ≥ k+1 we are
done, so we may assume ni ≤ k for each i.
By induction on ξ < κ we will define aiξ ∈ Ai ∩N0 for each i < m, and we will obtain
a set-mapping gξ on m.
Fix i, and let X(i, ξ) = { a ∈ Ai : ∀η < ξ ∀j < m f{a, ajη} = f{(i, βi), ajη} }. Since
each ajη ∈ N0 and [N0]
<κ ⊆ N0, we have X(i, ξ) ∈ N0 (note that the function assinging
ajη to f{(i, βi), ajη} must be in N0). Since (i, βi) ∈ X(i, ξ) it is clear that |X(i, ξ)| = λ.
Now by λ→ (λ, κ)2 we may assume X(i, ξ) contains a 1-homogeneous set Y of order
type κ (so ni ≥ 1 also), and we may assume Y ∈ N0 since N0 ≺ H(λ
+) and the statement
that such a Y exists is true in H(λ+). If Y ∈ N0, then in particular Y ⊆ N0 as well.
We define Y = Y0 ⊇ Y1 ⊇ · · · ⊇ Ym with |Yj | = κ, as follows. Given Yj , let
Yj+1 = { y ∈ Yj : f{(j, βj), y} = 0 } if this set has cardinality κ; otherwise set Yj+1 = Yj
and put j ∈ gξ(i). Finally, choose aiξ ∈ Ym. Note that aiξ ∈ N0.
For the following lemmas let us assume for convenience that Theorem 5.1 is false for k.
Lemma 5.2. i /∈ gξ(i).
Proof. Suppose i ∈ gξ(i). Let C = { y ∈ Yi : f{(i, βi), y} = 0 }. Since |C| < κ we
have C ∈ [N0]
<κ ⊆ N0. Now (i, βi) belongs to Z = { b ∈ Ai : ∀y ∈ Yi − C f{b, y} = 1 }.
But Yi ∈ Ni since it is defined using Y and the βj for j < i and all these belong to Ni.
Thus Z ∈ Ni and since (i, βi) ∈ Z we must have |Z| = λ. By our hypothesis on ni there
is B ⊆ Z, 1-homogeneous of type κ · ni, and we may assume minB > maxYi. But now
(Yi − C) ∪B is 1-homogeneous of type κ · (ni + 1), contradiction. Hence i /∈ gξ(i).
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Lemma 5.3. |gξ(i)| < f(n, k− 1).
Proof. Again, suppose otherwise. For each j ∈ gξ(i), choose a set Cj ∈ [Yj ]
<κ such
that (j, βj) ∈ Zj = { b ∈ Aj : ∀y ∈ Yj − Cj f{b, y} = 1 }. Then Zj ∈ Nj , and |Zj | = λ.
By the inductive hypothesis for Theorem 5.1 we know λ · f(n, k− 1)→ (κ · n, κ · k)2.
If we apply this to
⋃
{Zj : j ∈ gξ(i) }, which has order type ≥ λ ·f(n, k−1), either this set
contains a 0-homogeneous set of type κ ·n (in which case we have established Theorem 5.1)
or else it contains a 1-homogeneous set B of type κ·k. But then B∪Ym−
⋃
{Cj : j ∈ gξ(i) }
is 1-homogeneous of type κ · (k + 1) and again we are done. Thus |gξ(i)| < f(n, k − 1).
Since there are only finitely many possibilities for gξ we may assume that they are all
the same. Say gξ = g for all ξ < κ. By the definition of m = f(n, k) and Lemmas 5.2 and
5.3 we know there is a free set F for g of cardinality n.
Lemma 5.4. If ξ 6= η and j1, j2 ∈ F then f{aj1ξ, aj2η} = 0.
Proof. Assume ξ < η, i = j1, j = j2. Since j /∈ g(i) we must have had aiξ ∈ Ym ⊆
Yj+1 = { y ∈ Yj : f{(j, βj), y} = 0 } during the choice of aiξ. Hence f{(j, βj), aiξ} = 0, so
necessarily f{ajη, aiξ} = 0 also.
And now if F = {i0, . . . , in−1} and X0, . . . , Xn−1 are disjoint subsets of κ, each of
cardinality κ, then { ailξ : l < n and ξ ∈ Xl } is 0-homogeneous of type κ · n. This
completes the proof of Theorem 5.1.
Corollary 5.5. λ · ω → (κ · n)22 for all n < ω.
It is natural to ask whether the subscript in Theorem 5.1 can be improved. By
Theorem 3.1 we know that if ρ < logκ then λ → (κ + ρ)23. If logκ < κ then a κ-closed
forcing construction yields the consistency of λ 6→ (κ + logκ)22 as in [Pr] (and we may
arrange 2κ > λ as well), and Corollary 5.5 shows λ+ → (κ ·n)22 for all n < ω. What about
λ+ → (κ+ logκ)23 ? No ordinal below λ
+ will work in view of the following. Throughout,
we assume κ is regular and λ = (2<κ)+.
Proposition 5.6. If λ 6→ (κ+ logκ)22 then ∀α < λ
+ α 6→ (κ+ logκ, κ+ logκ, ω)2.
Proof. Suppose f : [λ]2 → 2 witnesses λ 6→ (κ + log κ)22. Define g : [α]
2 → 3 as
follows. Let pi : α → λ be a bijection (we assume λ ≤ α < λ+). If ξ < η < α then let
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g{ξ, η} = 2 if pi(ξ) > pi(η) and let g{ξ, η} = f{pi(ξ), pi(η)} otherwise. It is easy to see that
this works.
Proposition 5.7. λ+ → (κ · n, κ · n, κ+ 1)2 for all n < ω.
Proof. A proof exactly similar to Theorem 2.3 shows that λ+ → (λ+, κ+ 1)2. Thus
if f : [λ+]2 → 3, either there is a 2-homogeneous set of type κ+ 1 or else there is a set X
of cardinality λ+ such that f“[X ]2 ⊆ {0, 1}. And now in the latter case Theorem 5.1 may
be applied to find a subset of X homogeneous of type κ · n.
Question. Does λ+ → (κ+ log κ, κ+ logκ, κ+ 2)2?
Assuming CH, the simplest nontrivial case is ω3 → (ω1 + ω, ω1 + ω, ω1 + 2)
2 (and
2ω1 ≥ ω3).
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