It is proved that every strongly connected directed graph with n nodes and at least ⌊(n + 1) 2 /4⌋ edges must contain an even cycle. This is best possible, and the structure of extremal graphs is discussed.
A related result of S. Friedland [8] states that every 7-regular directed graph contains an even cycle. Recently, C. Thomassen [17] showed that every d-regular directed graph, d ≥ 3, contains an even cycle. Earlier, C. Thomassen [14] proved that for each positive integer k, there is a directed graph of minimum out-degree k and with no even cycle. Furthermore, every directed graph on n nodes and minimum out-degree ⌊log 2 n⌋ + 1 contains an even cycle and this could be improved to To determine if a directed graph contains an even cycle is a surprisingly difficult problem, which was first raised by D. H. Younger (see [22] ). In spite of attempts by many researchers [14, 15, 21] , it is not known if this problem is NP-complete or not. The result in this paper provides a simple solution to the above problem when the graph contains "many" edges.
The problem of finding even cycles in a directed graph is closely related to the problem of converting some 1-entries of a (0,1)-matrix A to −1 so the resulting matrix B satisfies the property that the determinant of B is equal to the permanent of A [1] . Therefore a hard problem [20] of computing the permanent is transformed into an easy one for some graphs.
C. H. C. Little [10] and Seymour and Thomassen [13] give characterizations for matrices for which such conversion is possible. In particular, a directed graph G containing no even cycles satisfies determinant(I + A) = permanent(I + A), where A is the adjacency matrix of G and I is the identity matrix.
The result in this paper implies that the largest number of 1's in an irreducible n × n (0,1)-matrix B with the same value for its determinant and permanent (see [2, 3, 21] ) is ⌊(n + 1) 2 /4⌋ + n − 1.
Hamiltonian Graphs
Let G be a directed graph without an even cycle. show that G k is hamiltonian by induction on k. Let H denote the hamiltonian cycle of the subgraph on the first k − 1 triangles and x the predecessor of a k−1 in H. Then the path from a k−1 to x in the spine has even length; thus the same is true of the path from v 2k to x in S k , and hence (x, v 2k ) is an edge of G k . Hence the edge (x, a k−1 ) in H can be replaced by the three edges (x, v 2k ), (v 2k , v 2k+1 ) and (v 2k+1 , a k−1 ) yielding the hamiltonian cycle of
It is less trivial to show that G k has no even cycle. Observe that every a i is a cut node: any path from T i+1 (and beyond) to T i (and before) must pass through a i . Let C be any cycle, and let v and w be nodes of C in the triangles of least and greatest index respectively. Then the w-to-v portion of C is the path along S k ; say it has p + 1 nodes. Let
. . , h j = v denote the remainder of C. Let s i be the distance from h i to h i−1 in the spine (i = 1, . . . , j). It may be shown by induction on j that i s i = p + 3(j − 1). But all the s i are even. Hence p + j is odd; but this is the length of C.
We now show that every graph G on 2k + 1 nodes that is hamiltonian and edge-critical has the above form. This we do by induction on k, so assume k ≥ 2. G has maximum degree at least k + 2, so by the proof of the above lemma, G has a cut point v whose removal partitions the nodes into parts S 1 and S 2 such that all edges between the parts are directed from S 1 to S 2 . Further, the proof shows that S 1 ∪ {v} and S 2 ∪ {v} induce edge-critical hamiltonian graphs G 1 and G 2 . By the inductive hypothesis G 1 and G 2 have the requisite form.
We must show that v is in the last triangle of G 1 . This is immediate if G 1 is a triangle, so let the last two triangles of the spine S m of G 1 be T m−1 and T m . Let a denote the node that T m−1 and T m have in common, y the out-neighbor of a in T m , and x the in-neighbor of a in T m−1 . Then (x, a, y) forms a transitive triple in G 1 (the path from y to x in S m has length four). Thus a must be on every path in G from y to x; in particular on such a path that goes via S 2 . Hence v must be in the last triangle of G 1 . Similarly v must be in the first triangle of G 2 .
There can be an edge from v ∈ S 1 to w ∈ S 2 only if the path from w to v has even length. But to obtain the correct number of edges, we must then have all possible edges from S 1 to S 2 . This means that G is one of the G k constructed above.
The General Result
We will prove the following:
Main Theorem. A strongly connected directed graph G on n nodes without an even cycle contains at most f (n) = ⌊(n 2 + 2n − 3)/4⌋ edges.
Further, such a G with f (n) edges consists of a maximal hamiltonian edge-critical subgraph C (on 2r + 1 nodes say), and an acyclic complete bipartite graph on the remaining nodes, having as equal as possible size parts, each node of which is connected to r + 1 of the nodes of C.
Roughly speaking, the proof of the main theorem can be described as follows. We partition the node set of our directed graph into a sequence of subsets, which we call layers, so that the subgraph induced by each initial segment of layers is strongly connected. Each layer consists of either the nodes of a directed cycle, the nodes of a (non-trivial) directed path, or a single node. Thus we refer to cycle, path and singleton layers.
We establish first an upper bound on the number of edges inside a layer. We then establish an upper bound B on the number of edges between any two layers. Finally, we show that this bound B cannot be attained between every pair of layers; indeed we derive an upper bound on the number of pairs of layers for which the bound B is attained.
We assume throughout that the directed graph G has n nodes and no even cycle. The first layer L 0 consists of the nodes of a maximum cycle in G. Thereafter, we construct a sequence of layers L j (j ≥ 1) of nodes of G as follows. Let S j denote i≤j L i .
1. If there is a cycle T of G − S j−1 such that there are edges between T and S j−1 in both directions, then we let the nodes of L j be those of one such cycle of maximum length.
2. Otherwise, if there is a node v of G − S j−1 such that there are edges between v and S j−1 in both directions, then we let L j be {v}.
3. Otherwise, we let the nodes of L j be those of a maximum length path P = x . . . y in G − S j−1 , subject to there being an edge from S j−1 to x, and an edge from y to S j−1 .
Observe that L j is (part of) a cycle in S j and that S j is strongly connected. Now, we define the excess between two layers of cardinalities a and b as the number of edges between them minus ab/2. Similarly we define the excess inside a layer of cardinality a as the number of edges within it minus
To analyze the number of edges between layers, we consider an auxiliary undirected graph H whose nodes correspond to the layers in G. There is an edge between two nodes in H if and only if there is positive excess between the corresponding layers in G (i.e. the number of edges exceeds the product of the layers' cardinalities). We will establish a tight upper bound on the number of edges in H. In this regard we define a forest F of the edges of H as follows: for each node w of H, we include in F the edge of H linking w to the node corresponding to the layer of smallest index such that there are edges in both directions between the corresponding layers in G, if such a layer exists.
In order to prove the main theorem we will prove the following three claims:
The number of edges of G within any layer on m nodes is at most f (m).
Claim 2:
The excess in G between any two layers is at most 1.
If equality holds then there is an edge between the corresponding nodes in F . The excess between the first layer and a non-singleton layer is at most −1.
Claim 3:
The graph H −F has no triangles, and the first layer is isolated in H −F .
Actually, we have already established Claim 1 (see Lemma 2).
Proof of the main theorem: We show that the above three claims are sufficient to establish that the excess in G is at most 3n/4 − 3/4. Let x denote the number of layers of odd cardinality, excluding L 0 , and y the number of even cardinality. The contribution to the number of edges in G is in two parts: • Between layers: We say that a potential edge e between two node of H is "odd" if the layers corresponding to both its ends have odd cardinality; otherwise it is "even". By Claim 2, if e is odd, then it contributes at most +1/2 to the excess in G if it is in H and −1/2 otherwise. If e is even, then it contributes +1 if in F and 0 otherwise. We may reassign the contributions and say: Any edge contributes +1 if it is in F ; and an odd edge contributes +1/2 if it is in H −F and −1/2 otherwise.
There are x+1 2 potential odd edges. By Claim 3, at most x 2 /4 of these are in H −F .
There are at most x + y edges in F since it is a forest. Hence the excess between layers is at most
Thus the overall excess is at most 3n/4 − 3/4.
We can also deduce the partial characterization of edge-critical graphs. The first layer L 0 is a cycle layer. By Claim 2, equality in the main theorem requires all layers except L 0 to be singleton layers. Also, a singleton layer must have positive excess with L 0 ; indeed it must be joined to L 0 by an edge in F , which means that it has edges in both directions 2) If the edges go in opposite directions then {v, x, y} forms a directed triangle.
Proof: If the edges go in opposite directions then {v, x, y} forms a directed triangle, else there is an even cycle. So suppose both edges are directed towards v. Then any path P from v to x must go via y (by Lemma 1). Consider the first node w of P that is in S j . If w is in L j , then it must be y. But then we can replace the edge (x, y) by (x, v) and P , thereby contradicting the maximality of L j . Thus w must be in S j−1 . Hence y must be the unique in-node from S j−1 , and so L j must be a cycle layer. 2
We say a node v of G − S j is special with respect to layer L j if it is adjacent with more than half the nodes in L j . Further, we say that v is backtrack-special if it is in a directed triangle with consecutive nodes of L j . It is up-special if all the edges from L j are directed towards v, and down-special if they are directed away from v. The above lemma shows that there is no up-or down-special node with respect to the first layer L 0 .
Lemma 5. Let L j be a path layer with path x . . . y and assume that node v of G − S j is special with respect to L j but not backtrack-special. Then L j has an odd number of nodes, and v is adjacent with every alternate node on L j with (x, v) and (v, y) being edges. We say such a node v is detour-special.
Proof: By Lemma 4, if v is not backtrack-special then it has no consecutive neighbors on L j . Thus L j is odd, and v is adjacent with every alternate node starting with x.
Suppose edges between v and L j go only one way; say towards v. Then consider a path P from v to S j−1 . If P is disjoint from L j , then it contradicts the maximality of the path
If it meets L j after x, then again L j can be lengthened. But if it meets x first, then there is a longer cycle-by using L j , (y, v) and P -and this cycle is anchored (with y and x) to S j−1 . This is a contradiction.
So edges go both ways. Then the edges directed away from v come after those directed towards v, else an even cycle results; thus (x, v) and (v, y) are edges. 2) If the edges go in opposite directions and L k is a cycle layer, then {v, w, x} forms a directed triangle.
Proof: Suppose (x, v) and (x, w) are in G. Then any path P from w to x goes via v (by Lemma 1). Thus v is the unique out-node to S k−1 and thus L k must be a cycle layer. If the edges go in opposite directions and L k is a cycle layer, then {v, w, x} forms a directed triangle, else an even cycle results. 2
We define a (potential) edge between two nodes in H as one-way or two-way depending on whether there are edges in one direction or in both directions between the corresponding layers in G.
We now prove Claim 2: Then the following table gives upper bounds on the excess between L j and L k in G, depending on whether there are edges in G between the layers in one direction or in both directions:
+ve excess for j = 0 requires 2-way
Singleton above Path: By Lemma 5, if the node s in layer L k is special, then it is connected both ways with L j . By the layering strategy, s cannot be connected both ways to S j−1 ; so this edge is in F . Lemma 11. There is no triangle in H −F with a PS two-way edge.
Proof: Assume that path layer L k (of odd cardinality) is above singleton layer L j and they are connected by a two-way edge in H. Then (by the proof of Lemma 8), the node s of L j is connected to every alternate node in L k ; in particular to the in-node x and out-node y of L k . Since the edges directed towards s must come before those directed away from s (by the lack of even cycles), (x, s) and (s, y) must be edges in G. Further, any path from y to S j−1 , or from S j−1 to x must avoid s, since s is not in a cycle outside S j−1 .
Suppose L j and L k are in a triangle with layer L in H −F . If L is also a singleton layer, with node t say, and connected to L k by a two-way edge in H, then by the above observation L k must lie in an odd cycle disjoint from s and t. But x and y are also connected by a path of length three through s and t, which yields an even cycle.
So we may assume that all edges between L and L k go the same way; say towards L k .
Then there is a path from y directly to the subgraph S below all three layers. Also since there is a path from L to s in G − S, by Lemma 9 all edges are directed from L to s. This yields a transitive triple (v, s, y) where v is the in-node of L. By Lemma 9 (or otherwise)
there is a path direct from S to v. This yields an even cycle. So we may assume that all edges are directed towards L.
The edge of F incident with L k connects to a layer in the subgraph S below all three layers. (By definition the edge goes below L j ; by Lemma 9 it must go below L.) Also there is a path direct from the out-node y of L to S, and an edge from s to y. This means that (s, y) lies in an odd cycle disjoint from L j . But there is also an even-length path from s to y using only L j (by part 3 of Lemma 9). This yields a contradiction. 2
We have established Claim 3 and hence the proof of the main theorem is complete.
Problems and remarks
There are many unsolved problems about even cycles in directed graphs, some of which we mention here:
1. A directed graph is said to be k-strongly-connected if for every pair of two nodes u and v there are at least k (node) disjoint paths joining u to v. P. Seymour found
[12] a 2-strongly-connected directed graph on 7 nodes containing no even cycle. Is it true that every 3-strongly-connected directed graph contains an even cycle? This was recently proved by C. Thomassen [17] to be true.
2. Erdős and Pósa [6, 7] proved that every undirected graph contains either k disjoint cycles or contains ck log k nodes which must meet all cycles for some constant c.
Recently, W. McCuaig [11] proved a conjecture of T. Gallai [9] by showing that every directed graph contains either two disjoint cycles or three nodes meeting all cycles.
Does there exist [21] a number f (k) for every integer k such that a directed graph contains either k disjoint cycles or a set of f (k) nodes meeting all cycles?
