The partially linear multiplicative regression model is considered. This model, which becomes a partially linear regression model after taking logarithmic transformation, is useful in analyzing data with positive responses. Chen et al. (2010) mentioned that in many applications the size of relative error, rather than that of error itself, is the central concern of practitioners. We extend the criterion of least absolute relative error (LARE) to the partially linear multiplicative regression model by local smoothing techniques. Consistency and asymptotic normality are investigated. We utilize a random weighting method to estimate asymptotic covariance of the parameter estimator. We also propose a simple and effective method to select important variables in the linear part. The oracle property (Fan and Li (2001)) is proved. Some numerical studies are conducted to evaluate and compare the performance of the proposed estimators. The body fat dataset is analyzed for illustration.
Introduction
In linear, non-linear, and semiparametric regression analysis, commonly used approaches are least squares (LS) and quantile regression (QR) methods. The LS method is sensitive to outliers, and its efficiency can be significantly improved for non-normal errors; QR estimators are more robust. However, we note that QR method requires positivity of the density of the errors at quantiles and the asymptotic relative efficiency of a single quantile to LS can be arbitrarily small. For a complete discussion on quantile regression, see Koenker (2005) .
The two criteria are based on absolute errors, while in many applications the concern is with relative errors. Some papers have suggested estimation methods for linear model and non-linear model based on relative errors. See Narula and Wellington (1977) , Khoshgoftaar, Bhattacharyya, and Richardson (1992) , Park and Stefanski (1998) , for examples. Chen et al. (2010) note that for relative error methods, consistency and asymptotic normality of their estimators have not been established for linear or nonlinear models under general regularity conditions; furthermore, the relative error in all such studies was the ratio of the error with respect to the target and that could be inadequate. They suggested instead the ratio of the error with respect to the predictor, and proposed the least absolute relative errors criterion (LARE) that used both types of relative errors for the linear multiplicative model y i = exp(x T i β 0 )ε i . They found the least absolute relative error (LARE) estimator by minimizing
and consistency and asymptotic normality were proved. The asymptotic properties of this estimator do not require the positivity of the density of the error over its support. As pointed out by Chen et al. (2010) , an advantage of the LARE criterion is that it is scale free; this is important for applying the LARE criterion to certain types of data, and they give some examples of this.
In many cases, the linear multiplicative model is not complex enough to capture the underlying relationship between response variables and their associated covariates. This motivates us to consider the following partially linear multiplicative model
where H(·) > 0 is a given function, Y is a scalar response variable, X is a pdimensionial random covariate vector, T is a random variable with a bounded support Ω, g(·) is an unknown univariate link function on Ω, and the random error ε has P (ε > 0) = 1 with probability density function f . For the sake of identification, the intercept term is not included in β 0 . This model reduces to the linear multiplicative model when H(·) is the exponential function and g(·) = 0. It is useful and more flexible in analyzing data with positive responses, such as stock prices or life times, which are particulary common in economic and biomedical studies. Our first aim is to extend Chen et al. (2010) 's work to Model (1.2), and to propose the semiparametric least absolute relative errors criterion (Semi-LARE) for estimating both parametric and nonparametric parts. This extension involves nonparametric estimation and kernel smoothing techniques. We use a random weighting method to approximate the asymptotic covariance matrix of the estimators in linear part.
A second goal is variable selection for the parametric part of (1.2). There are often many covariates in the parametric part of Model (1.2). With sparsity, variable selection can improve the estimation accuracy by effectively identifying the subset of important predictors and can enhance model interpretability with parsimonious representation (see Fan and Li (2006) ). A number of variable selection methods are popular, such as the LASSO (Tibshirani (1996) ), SCAD (Fan and Li (2001) ), and the Adaptive LASSO (Zou (2006) ). Here we give an easy and effective variable selection to select significant parametric components in Model (1.2). Our approach makes use of the LARS algorithm in Efron et al. (2004) and can be quickly implemented to obtain the solution path. Moreover, The oracle property (Fan and Li (2001) ) is proved.
The rest of the paper is organized as follows. The method and its theoretical properties are investigated in Section 2. In Section 3, we address issues related to asymptotic covariance estimation. We propose variable selection for the parametric part and give its oracle properties in Section 4. Simulation studies are presented in Section 5 to show the finite sample performance of the proposed methods. A data set is analyzed in Section 6. All technical details are in the Appendix.
Semi-LARE Method and Its Asymptotic Properties
)/h with bandwidth h. We define our estimator in several steps.
Step 1. For t i in the neighborhood of t, use a local linear approximation
and let {β,ã,b} be the minimizer of the local absolute relative loss function
Step 2. Compute an improved estimator of β 0 aŝ
Step 3. Let {â,b} be the minimizer of
We establish theoretical justifications for the these estimators.
Let 0 p be the p × 1 zero vector. The aysmptotic properties of {β,g(t)} are as follows.
Theorem 1. Under the regularity conditions in the Appendix
Under the regularity conditions in the Appendix, if nh 4 → 0 and nh
) ,
The optimal bandwidth in Theorem 1 is h ∼ n −1/5 , but this bandwidth does not satisfy the condition in Theorem 2. Hence, in order to obtain the root-n consistency and asymptotic normality ofβ, undersmoothing ofg(t) is necessary. This is a common requirement in semiparametric models; see Carroll et al. (1997) for a detailed discussion. We use a random weighted approach to estimate the asymptotic variance, see the next section.
Theorem 3. Under the regularity conditions given in the Appendix
The asymptotic variance ofĝ(t) here is smaller than that ofg(t). The proof of Theorem 3 is similar to that of Theorem 1, and is omitted.
Asymptotic Covariance Estimate
We look to the estimation of the asymptotic variance ofβ. It involves the density function of the error terms and cannot be properly estimated using plugin rules (Chen et al. (2010) ). To avoid density estimation, we apply a random weighting method in our two-step semiparametric inference.
For m = 1, . . . , M ,
Step Step 2. Let {β m ,ã m ,b m } be the minimizer of
Step 3. Computeβ m by minimizing
Similar to Jin, Ying, and Wei (2001) , we find that the distribution of √ n(β − β 0 ) can be approximated by the resampling distribution of √ n(β m −β), the covariance matrix ofβ consistently estimated bŷ
Under the regularity conditions of Theorem 2, it can be verified that
where J, A, C, and Ξ are defined as in Section 2. Our simulation also illustrates that the method can produce a good covariance estimator for √ n(β − β 0 ).
Variable Selection

Variable selection method
We propose a simple variable selection approach. The main idea is to separate the process into steps: (1) construct U , linearly dependent on predictors X; (2) apply the variable selection methods for linear models to the linear regression of U on X. Oracle properties (Fan and Li (2001) ) are proved.
Set
whereβ is obtained by minimizing (2.2). Then define
where λ n is a tuning parameter and the weight is ω j = |β| −τ with τ > 0. We define a new estimator asβ λn = argmin β H n (β).
Theorem 4. If the regularity conditions of Theorem 2 hold, and if
λ n / √ n → 0 and λ n n (τ −1)/2 → ∞ as n → ∞, then (i) P ‫א(‬ = ℵ) → 1; (ii) √ n(β λn − β 0 ) → d N (0, (1/4) { γ[J + 2f (H(0))H(0)] } −2 AΠ ℵℵ ), where Π ℵℵ = C −1 ℵℵ Ξ ℵℵ C −1
ℵℵ whose entries correspond to the variables in ℵ.
It is natural to conduct variable selection by minimizing T n (β) given by
where λ * n is a tuning parameter. We define a new estimator asβ λ * n = argmin
Theorem 5. If the regularity conditions of Theorem 2 hold, and if
The properties of the estimators that minimize (4.2) and (4.3) are identical. However, it is time-consuming to obtain the solution path of the minimizer of (4.3), while the solution path of our proposed estimator can be computed by the LARS algorithm.
Tuning selection
The features of Theorem 4 depend on the appropriate choice of the tuning parameter λ n . Various techniques have been proposed. For example, Golub, Heath, and Wahba (1979) used GCV method to estimate the ridge parameter; Wang, Li, and Tsai (2007) proposed a BIC tuning parameter selector that was able to identify the true model consistently. We propose two approaches to selecting the tuning parameter.
We are motivated by Wang and Leng (2007) to propose the criterion
where nΣ n is the estimator for the asymptotic covariance of √ n(β − β 0 ) given in Section 3, and df λn corresponds to the number of non-zero coefficients in the parametric part of the fitting model.
In addition, as for estimators are based on semi-LARE, we use the BIC-type criterion BIC(λ n ), which is defined as
whereg(t i ) are obtained from the full model at Step 1, Section 2. Takeλ BIC = argmin BIC(λ n ). The estimatorβ λn defines a candidate model ℵ λn = {j :β λn j ̸ = 0} and the selection consistency of the proposed criteria are as follows.
Theorem 6. Assume the regularity conditions of Theorem 2. The tuning parameters are selected by the WIC and BIC criteria satisfy
The proof is similar to that of Theorem 4 in Wang and Leng (2007) . The finite sample performance of WIC and BIC are illustrated in the next section.
Numerical Study
We conducted a simulation study to investigate the finite-sample performances of our proposed method. In all examples, we fixed the kernel function to be the Epanechnikov kernel K(u) = (3/4)(1 − u 2 ) + . We set the bandwidth h 1 to be n −1/3 for Step 1 and h 2 = n −1/5 for Step 3. The selection of h 1 might not be so critical in terms of the √ n-rate asymptotic normality ofβ, and a proper choice of h 1 depends on only the second order term of the mean square error of β. For a detailed discussions, see Remark 3.3 in Wang and Rao (2002) . Here h 1 = n −1/3 satisfies the conditions in Theorem 2, while h 2 = n −1/5 , selected by the rule of thumb, is required for achieving the optimal rate of convergence from the term of mean squares error. In our study we repeated the simulation 500 times. Example 1. We considered two situations with sample sizes of n = 60, n = 120, and n = 200. We considered
where the predictor X is independently generated from a p-dimensional normal distribution with mean 0 and covariances cov(X ij , X ik ) = 0.5 |j−k| . The covariate T is uniformly distributed on [0, 1]. Here we fixed p = 3 and set β 0 = (2, −1, 0.5) ⊤ to compare the estimation efficiency of semi-LARE with that of least squares (LS) and least absolute deviation (LAD). We got the LS and LAD estimators by minimizing L 2 and L 1 -norm absolute errors based on the data set {log(Y ), X, T }, respectively. We considered two error distributions: log(ε) ∼ N (0, 1) and log(ε) ∼ U (−2, 2).
To assess performance, we calculated mean of the biases (Bias), absolute bias (AB), and standard errors(SE) of the three estimators. Moreover, we set M=500 and used the proposed method in Section 3 to obtain standard error estimators(SEE) of semi-LARE estimator. The simulation results are reported in Tables 1.
Both the sample bias and SE decreased as n increased, which is expected. When log(ε) ∼ N (0, 1), semi-LARE did well compared to the LS which is efficient, while LAD showed poorly, in terms of AB and SE. For log(ε) ∼ U (−2, 2), semi-LARE performed much better than LS and LAD. These results are coincide with that of Chen et al. (2010) . Moreover, SEE and SE were close when n increased.
Similar to Xue and Wang (2012) , we computed root mean squared error (RMSE) for the functional component estimatorĝ(·),
where {t k , k = 1, . . . , n grid } were regular grid points. Here n grid = 100. The boxplots for 500 RMSEs under log-norm and log-uniform error distributions are shown in Figure 1 and 2. From Figures 1 and 2 , one gets conclusions similar to those of the estimates of β in terms of median RMSEs. Example 2. Here we evaluated the performance of the variable selection proposed in Section 4. The setup is same as that of Example 1, except p = 8 and β 0 = (3, 1.5, 0, 0, 2, 0, 0, 0) T . Moreover, we set τ = 2. Since the proposed method is based on initial estimators, we used semi-LARE to generate the estimator. We used WIC and BIC to select the tuning parameter.
In Table 2 , we report the proportion of under-fitted(PU), the proportion of over-fitted(PO), the proportion of correct-fitted(PC), the average number of computed RGM SE β and the relative estimation error (REE g ), Several observations can be made from the tables. Performance gets better with sample size n as expected: the proportion of the correctly fitted models increases for every model. This also confirms that the BIC and WIC criteria proposed in Section 4.2 can indeed identify the true model consistently. Note that variable selection based on BIC has slightly higher probability of correctselect than that based on WIC. This is clearest in small samples, and may be due to the poor performance of the estimate of asymptotic variance when the sample is small. Implementation of WIC is lengthy due to the estimation of the asymptotic covariance matrix, so we recommend BIC for selecting the tuning parameter. The median RGM SE β of our estimators to that of the unpenalized estimators based on full model are much less than 1, and close to those of the oracle estimators based on the true model.
Data
We now illustrate the proposed method with an application to the body fat data that is available at http://lib.stat.cmu.edu/datasets/bodyfat. Accu- rate measurement of body fat is inconvenient/costly and it is desirable to have easy methods of estimating it. The data on 252 men contains twelve baseline factors X: age (x 1 ), weight(x 2 ), height(x 3 ), and circumference of the skinfold measurements neck (x 4 ), chest (x 5 ), 2 abdomen (x 6 ), hip (x 7 ), thigh (x 8 ), knee (x 9 ), ankle (x 10 ), biceps (x 11 ), forearm (x 12 ), and wrist (x 13 ). The response Y is the percentage of body fat. The aim is to build a predictive model to relate the response to the covariates. We deleted possible outliers to a sample of size 250. A descriptive analysis reveals that x 5 has a nonlinear relationship with log(Y ), while other predictors are roughly linear with it. Let Z be the set of predictors x 1 , . . . , x 4 , x 6 , . . . , x 13 . Before applying our method, the Z predictors were transformed so that their marginal distribution was approximately N (0, 1). Also, the nonparametric part x 5 was transformed so that its marginal distribution was approximately U [0, 1]. Therefore, we considered the model Y = exp(Z T β + g(x 5 ))ε. The results are presented in Table 3 .
We used the first 200 samples to fit the model and to select significant variables, and then used the remaining observations to evaluate the predictive ability of the selected model. The estimate (est) and standard error (se) of β are listed. The only difference is the loss criterions, which we mark as semi-LARE, semi-LAD and semi-LS, respectively. We applied the variable selection in Section 4 and calculated the estimate of β (vse). Since WIC and BIC produced the same estimators, we show the the variable selection with the BIC selector. The results show that all estimates were similar. In particular, the predictors x 2 and x 6 were selected. The prediction performance is measured by the median absolute prediction error (MAPE) and the median absolute relative error (MARE). The predictor based on semi-LARE was meaningful and gave better predictions.
The following technical conditions are to be assumed.
(C1) ε has a continuous density f (·) in a neighborhood of H(0).
(C3) (x T i , t i ) and ε i are independent, and
(C5) The kernel K(·) is a symmetric density function with bounded support and satisfies a Lipschitz condition.
(C6) The function H(·) is positive and has a continuous third derivative. Moreover, for any a > 0,
(C7) The function g(·) has a bounded second derivative.
Remark A.1. Conditions (C1), (C2), and (C3) are regular conditions. Condition (C4) is needed for the weak consistency and identification. Condition (C5) has been used in the investigation on some nonparametric kernel estimators, e.g. in Härdle, Liang, and Gao (2000) and Mack and Silverman (1982) . Condition (C6) is for the convexity of the objective function, see Lemma A.2. Obviously, H(·) = exp(·) satisfies the condition. Condition (C7) and sup t E[x i x T i |t] < ∞ of (C3) are often seen in the literature on partially linear models. Lemma A.1. Let (x 1 , y 1 ) 
Lemma A.1 is a result of Mack and Silverman (1982) . We next give a modified version of Lemma 1 in Chen et al. (2010) .
Proof of Theorem 1. Recall that {β,ã,b} is the minimizer of (2.1). Let θ = (β T ,ã, hb) T with the true value θ 0 = (
We prove Theorem 1 in two steps. We first show that the estimator is √ nhconsistent, then establish its asymptotic normality. For ease of presentation, we sometimes denote the matrix vv T by v 2 for a vector v.
Step 1: consistency It suffices to show that for any given ϵ > 0, there exist a large constant r > 0 such that P
This implies that with probability at least 1 − ϵ, ϕ n (θ) has a local minimumθ that satisfiesθ
, see Fan and Li (2001) . By applying the identity in Knight (1998) ,
valid for x ̸ = 0, we have
where
} ,
We show that
To prove (A.3), we first show that
Owing to the fact that ∥u∥ = r, h → 0, and nh → ∞, with the standard Taylor expansion we have
13 u, (A.5) where ξ [1] i and ξ [2] i lie between X T i u/ √ nh + ∆ it and ∆ it . Obviously, I
[1] 13 = W T n u. Together with (C5) and (C7), we have ∆ it = O(h 2 ). Clearly, by Lemma 1 and (C4) we have
Similarly, we can prove I
[2] 13 = o p (1) and I [4] 13 = o p (1) based on (C8). Therefore, combining (A.5) and (A.6), (A.4) is proved.
Next we focus on I 2n and I 4n . Let
The second equality follows the change of variable δ = sε i . Denote its last expression by B * n (u). Since B * n (u) is a summation of i.i.d random variables of kernel form, it follows by Lemma 1 that
It then follows that
Similarly, it can be proved that
This together with (A.4) and (A.7) proves (A.3) as follows,
Here the quadratic term dominates the linear term uniformly in ||u|| = r for sufficient large r. Therefore, (A.1) holds for sufficient large r, which completes the proof of consistency.
Step 2: asymptotic normality Since ϕ n (θ) is a strictly convex function of θ by Lemma 2, the local minimizer θ in Step 1 is also the global minimizer. Applying the epi-convergence results of Knight and Fu (2000) , it can be shown that √ nh {θ −θ 0 } has the same asymptotic distribution as
Together with the Cramér-Wold Theorem and
.
Here the second inequality follows from (C3), and the third inequality holds due to the fact that ∆ it = O(h 2 ) and there exists a N 0 > 0 such that ε i H −1 (0) + ε Under the conditions in the Appendix, we have
Then using Slutsky's Theorem, we have ) .
This completes the proof.
Proof of Theorem 2. Let ρ i =g(t i ) − g(t i ) and
Consider θ * = √ n(β − β 0 ). Let
Since the proof here is similar to that of Theorem 1, we only detail some differences.
Step 1: consistency It suffices to show that for any given ϵ > 0, there exist a large constant r > 0 such that (A.11) This implies that, with probability at least 1 − ϵ, L n (β) has a local minimizerβ satisfyingβ − β 0 = O p ( n −1/2 ) . Then by the identity in Knight (1998) , we have
Here we calculate T 2n in detail. Note that by a Taylor expansion, we have
Since the quadratic term dominates the linear term uniformly in ||θ * || = r for sufficient large r, (A.11) holds for sufficient large r, which completes the proof of consistency.
Step 2: asymptotic normality Lemma 2 implies that L n (β) is a strictly convex function of β. Thus the local minimizerβ in Step 2 is also the global minimizer. Moreover, it is easy to see that
) .
By the epi-convergence results of Knight and Fu (2000) , we have
The proof is then complete.
