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1. Introduction
Lagrange interpolation is a simplemethod for finding the unique polynomial of degree n that exactly passes through n+1
points. Let f : [a, b] → R be a continuous function in the finite interval [a, b] and n+ 1 times differentiable. Let x0, . . . , xn
be n+1 distinct points in [a, b] and let Pn(x) be the associated Lagrange interpolating polynomial of degree n. Then for each
x ∈ (a, b) there exists a point ξx such that
f (x)− Pn(x) = f
(n+1)(ξx)
(n+ 1)! (x− x0) · · · (x− xn),
where
min{x, x0, . . . , xn} < ξx < max{x, x0, . . . , xn}.
Many textbooks on numerical analysis have provided the error formula. It is obvious that the above equation is invalid
for non-smooth functions. However, a new method [1] has been developed by presenting a class of interpolating functions
verifying certain approximation error bounds for continuous piecewise smooth functions. Amat et al. defined the generalized
divided differences by induction. Applying the generalized Rolle’s theorem a generalized Lagrange interpolation formula is
obtained.
Numerical differentiation is very important in scientific computing and practical applications. It is mainly used to
compute the derivatives of a function at specified points. Numerical differentiation formulas find their applications in the
numerical solutions of ordinary differential equations and partial differential equations. A variety of techniques have been
developed to construct useful difference formulas for numerical derivatives. Khan et al. [2–7] have presented the explicit
forward, backward, and central difference formulas of finite difference approximations for first and higher derivatives based
on Taylor series. Numerical differentiation formulas based on Lagrange andHermite interpolating polynomialsmay be found
in many literatures [8,9]. In a recent paper [10], by means of the generalized Vandermonde determinant, Li constructed an
explicit numerical differentiation formulawith arbitrary order accuracy for approximating first and higher derivativeswhich
is applicable to unequally or equally spaced data. More recently, in [11] the critical theoretical problems on local Lagrangian
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numerical differentiation have been studied: explicit formulas, local estimate for the remainder, and the highest order of
approximation in the case that values of the function at these interpolation nodes have perturbations.
The purpose of this paper is to use the technique in [8] to obtain a remainder of numerical differentiation formula for the
Lagrange interpolation in an ECT system of functions by generalizing the definition of divided differences in [1].
2. Main results
We follow the terminology and notations from [1]. Given a collection of increasing continuous functions
{γi : [a, b] ⊂ R→ R}ri=0,
such that γ ′i (x) > 0 for all x ∈ (a, b) \ {yi}, and γ ′i (yi) = +∞, we let the space of continuous
Fγi [a, b] :=
{
f ∈ C[a, b] | Dγi f (x) := limh→0
f (x+ h)− f (x)
γi(x+ h)− γi(x)
}
.
Define D0γi f = f , f mγi := Dmγi f = Dγi(Dm−1γi f ) and a function f ∈ F mγi [a, b] if and only if there exists f m−1γi (x) ∈ Fγi [a, b],m ∈ N.
For 0 ≤ p ≤ j, 0 ≤ s, Amat [1] defined the following generalized divided differences.
fγi [xj−1, xj] :=
f (xj)− f (xj−1)
γi(xj)− γi(xj−1) ,
fγi [xj−p, . . . , xj−p+s] :=
fγi [xj−p+1, . . . , xj−p+s] − fγi [xj−p, . . . , xj−p+s−1]
γi(xj−p+s)− γi(xj−p) .
According to the definition of the generalized divided differences and the generalization of Rolle’s theorem [1], a generalized
Lagrange interpolation is described as follows.
Proposition 1. Let f ∈ F n+1γi [a, b] and let x0, x1, . . . , xn be different points in [a, b]. Then for x ∈ (a, b),
f (x)− pn(x, γi) =
f (n+1)γi (ξ)
(n+ 1)! (γi(x)− γi(x0)) · · · (γi(x)− γi(xn)), (2.1)
where
pn(x, γi) = f (x0)+
n∑
ν=1
fγi [x0, . . . , xν](γi(x)− γi(x0)) · · · (γi(x)− γi(xν−1))
and
ξ ∈ (min{x, x0, . . . , xn},max{x, x0, . . . , xn}).
Actually, {(γi(x))s}ns=1 are linearly independent functions in C[a, b]. Consequently, pn(x, γi) can be considered as an
interpolating polynomial with a basis {(γi(x))s}ns=1. Moreover, the definition of the generalized divided differences directly
leads to the Newton form of the Lagrange interpolation
f (x) = pn(x, γi)+ fγi [x, x0, . . . , xn](γi(x)− γi(x0)) · · · (γi(x)− γi(xn)).
Comparing the last equation with (2.1), one readily obtains
fγi [x, x0, . . . , xn] =
f (n+1)γi (ξ)
(n+ 1)! , x 6∈ {x0, . . . , xn}.
All of the above facts are considered if the interpolation points are distinct. Recall that divided differences with repeated
points, then as the distinct points coalesce, we also can give a similar definition of generalized divided differences over a set
of points with repetitions.
Definition 1. Let x0 ≤ x1 . . . ≤ xn. For n ≥ 1 we define
fγi [x0, . . . , xn] =

fγi [x1, . . . , xn] − fγi [x0, . . . , xn−1]
γi(xn)− γi(x0) , xn 6= x0,
f (n)γi (x0)
n! , xn = x0,
where
fγi [x0] = f (x0).
For convenience, we let Rn(x, γi) = f (x)− pn(x, γi) and let
ω0(x, γi) = 1,
ων(x, γi) = (γi(x)− γi(x0)) · · · (γi(x)− γi(xν−1)), ν = 1, 2 . . . , n.
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Now, we state our main results.
Theorem 1. Let f ∈ F kγi [a, b] and let x0, x1, . . . , xn be different points in [a, b]. For 0 ≤ k ≤ m ≤ n, then we have
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xm−ν]
Dk−νγi ωm−ν(x, γi)
(k− ν)!
× (γi(x)− γi(xm−ν))−
n∑
ν=m+1
fγi [x0, . . . , xν]Dkγiων(x, γi). (2.2)
Proof. We shall proceed by induction onm, and we begin with the casem = k. First note that
DkγiRn(x, γi) = Dkγi f (x)− Dkγipn(x, γi) = k!fγi [x, . . . , x︸ ︷︷ ︸
k+1
] −
n∑
ν=k
fγi [x0, . . . , xν]Dkγiων(x, γi)
= k!
fγi [x, . . . , x︸ ︷︷ ︸
k+1
] − fγi [x, . . . , x︸ ︷︷ ︸
k
, x0] +
k−1∑
ν=0
(fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xk−ν−1] − fγi [x, . . . , x︸ ︷︷ ︸
ν
, x0, . . . , xk−ν])
+ fγi [x0, . . . , xk]
− n∑
ν=k
fγi [x0, . . . , xν]Dkγiων(x, γi).
By the recursive definition of the generalized divided differences, it is obviously true that
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xk−ν](γi(x)− γi(xk−ν))−
n∑
ν=k+1
fγi [x0, . . . , xν]Dkγiων(x, γi).
This is in accordance with (2.2). Now let us assume the correctness of Eq. (2.2) for k ≤ m < n and prove it for m + 1. It is
clear that
ωm+1−ν(x, γi) = ωm−ν(x, γi)(γi(x)− γi(xm−ν)).
By the Leibnitz formula we have
Dk−νγi ωm+1−ν(x, γi) = Dk−νγi ωm−ν(x, γi)(γi(x)− γi(xm−ν))+ (k− ν)Dk−ν−1γi ωm−ν(x, γi).
This implies that
Dk−νγi ωm−ν(x, γi)
(k− ν)! (γi(x)− γi(xm−ν)) =
Dk−νγi ωm+1−ν(x, γi)
(k− ν)! −
Dk−ν−1γi ωm−ν(x, γi)
(k− ν − 1)! . (2.3)
Hence, by Eq. (2.3), we have
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xm−ν]
{
Dk−νγi ωm+1−ν(x, γi)
(k− ν)! −
Dk−ν−1γi ωm−ν(x, γi)
(k− ν − 1)!
}
−
n∑
ν=m+1
fγi [x0, . . . , xν]Dkγiων(x, γi)
= k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xm−ν] − fγi [x, . . . , x︸ ︷︷ ︸
ν
, x0, . . . , xm+1−ν]

× D
k−ν
γi
ωm+1−ν(x, γi)
(k− ν)! + fγi [x0, . . . , xm+1]D
k
γi
ωm+1(x, γi)−
n∑
ν=m+1
fγi [x0, . . . , xν]Dkγiων(x, γi)
= k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xm+1−ν]
Dk−νγi ωm+1−ν(x, γi)
(k− ν)!
× (γi(x)− γi(xm+1−ν))−
n∑
ν=m+2
fγi [x0, . . . , xν]Dkγiων(x, γi).
The proof is completed. 
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As an immediate consequence of Theorem 1, the following corollary holds.
Corollary 1. Let Dn+1γi f be continuous on [a, b]. For 0 ≤ k ≤ n, we have
DkγiRn(x, γi)
k! =
k∑
ν=0
f (n+1)γi (ξν)
(n+ 1)!
Dk−νγi ωn−ν(x, γi)
(k− ν)! (γi(x)− γi(xn−ν)), (2.4)
where
ξν ∈ (min{x, x0, . . . , xn},max{x, x0, . . . , xn}), ν = 0, 1 . . . , k.
Moreover, assume that M = supx∈[a,b] |f (n+1)γi (x)|, then∣∣DkγiRn(x, γi)∣∣ ≤ Mk!(n+ 1)!
k∑
ν=0
∣∣∣∣∣Dk−νγi ωn−ν(x, γi)(k− ν)! (γi(x)− γi(xn−ν))
∣∣∣∣∣ .
Proof. Takingm = n in Theorem 1, we obtain
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xn−ν]
Dk−νγi ωn−ν(x, γi)
(k− ν)! (γi(x)− γi(xn−ν)).
Since Dn+1γi f is continuous on [a, b], using the fact that
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xn−ν] =
f n+1γi (ξν)
(n+ 1)! ,
where
ξν ∈ (min{x, x0, . . . , xn},max{x, x0, . . . , xn}), ν = 0, 1 . . . , k,
we obtain (2.4). Hence, this completes the proof. 
Before we give a remark on Corollary 1, a useful lemma is presented.
Lemma 1. For 0 ≤ k ≤ n, we have
Dkγiωn+1(x, γi)
k! =
k∑
ν=0
Dk−νγi ωn−ν(x, γi)
(k− ν)! (γi(x)− γi(xn−ν)).
Proof. Replacingm by n in Eq. (2.3) and summing with respect to ν, the corollary is obtained. 
Remark 1. In Corollary 1, formula (2.4) reduces to (2.1) when k = 0. As a special case, if all of D
k−ν
γi ωn−ν (x,γi)
(k−ν)! (γi(x)− γi(xn−ν)),
ν = 0, 1, . . . , k have the same sign, using Lemma 1 we obtain
1
k!
∣∣Dkγiωn+1(x, γi)∣∣ = k∑
ν=0
∣∣∣∣∣Dk−νγi ωn−ν(x, γi)(k− ν)! (γi(x)− γi(xn−ν))
∣∣∣∣∣ .
Then, we conclude that∣∣DkγiRn(x, γi)∣∣ ≤ M(n+ 1)! ∣∣Dkγiωn+1(x, γi)∣∣ .
In order to derive the next corollary, for x, x+ t ∈ [a, b]we define the modulus of continuity of Dnγi f by the equation
ω(Dnγi f , δ) = sup|t|≤δ |D
n
γi
f (x+ t)− Dnγi f (x)|.
Corollary 2. For 0 ≤ k ≤ n, if Dnγi f is continuous on [a, b], then∣∣DkγiRn(x, γi)∣∣ ≤ k!n!ω(Dnγi f , h)
k∑
ν=0
∣∣∣∣∣Dk−νγi ωn−ν−1(x, γi)(k− ν)! (γi(x)− γi(xn−ν−1))
∣∣∣∣∣ ,
where
h = max{x, x0, . . . , xn} −min{x, x0, . . . , xn}.
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Proof. First, we putm = n− 1 in Theorem 1, then
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xn−1−ν]
Dk−νγi ωn−1−ν(x, γi)
(k− ν)!
× (γi(x)− γi(xn−1−ν))− fγi [x0, . . . , xn]Dkγiωn(x, γi).
By Lemma 1 we have
DkγiRn(x, γi) = k!
k∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xn−1−ν] − fγi [x0, . . . , xn]

× D
k−ν
γi
ωn−1−ν(x, γi)
(k− ν)! (γi(x)− γi(xn−1−ν))
= k!
n!
k∑
ν=0
(f (n)γi (ξ
∗
ν )− f (n)γi (ξ ∗))
Dk−νγi ωn−1−ν(x, γi)
(k− ν)! (γi(x)− γi(xn−1−ν)).
Hence,∣∣DkγiRn(x, γi)∣∣ ≤ k!n!
k∑
ν=0
∣∣f (n)γi (ξ ∗ν )− f (n)γi (ξ ∗)∣∣
∣∣∣∣∣Dk−νγi ωn−1−ν(x, γi)(k− ν)! (γi(x)− γi(xn−1−ν))
∣∣∣∣∣
≤ k!
n!ω(D
n
γi
f , h)
k∑
ν=0
∣∣∣∣∣Dk−νγi ωn−1−ν(x, γi)(k− ν)! (γi(x)− γi(xn−1−ν))
∣∣∣∣∣ . 
Remark 2. Similarly, when
Dk−νγi ωn−ν (x,γi)
(k−ν)! (γi(x)− γi(xn−ν)), ν = 0, 1, . . . , k have the same sign, we also obtain∣∣DkγiRn(x, γi)∣∣ ≤ 1n!ω(Dnγi f , h) ∣∣Dkγiωn+1(x, γi)∣∣ .
Lemma 2. Suppose that γi is sufficiently smooth at all points x ∈ (a, b) \ {yi}. Let Dk = dkdxk , k = 1, 2, . . ., then
Dk = (γ ′i (x))kDkγi +
k−1∑
j=1
cj,k(x)Djγi , (2.5)
where
cj,k(x) =
{
(γ ′i (x))
k j = k,
c ′j,k−1(x)+ cj−1,k−1(x)γ ′i (x), j < k and k 6= 1,
c0,q(x) = 0, q = 1, 2, . . .
Proof. We proceed by induction on k. From the definition of Dγi it is clear that D = γ ′i (x)Dγi . Then Eq. (2.5) holds for k = 1.
Now assume that (2.5) is valid for k. Therefore,
Dk+1 = D((γ ′i (x))kDkγi)+
k−1∑
j=1
D(cj,k(x)Djγi)
= (γ ′i (x))k+1Dk+1γi + k!(γ ′i (x))k−1γ ′′i (x)Dkγi +
k−1∑
j=1
(c ′j,k(x)D
j
γi
+ cj,k(x)γ ′i (x)Dj+1γi )
= (γ ′i (x))k+1Dk+1γi + (k!(γ ′i (x))k−1γ ′′i (x)+ ck−1,k(x)γ ′i (x))Dkγi +
k−1∑
j=1
((c ′j,k(x)+ cj−1,k(x)γ ′i (x))Djγi).
Due to c ′k,k(x) = k!(γ ′i (x))k−1γ ′′i (x), it holds that
cj,k+1(x) = c ′j,k(x)+ cj−1,kγ ′i (x), j = 1, 2, . . . , k,
ck+1,k+1 = (γ ′i (x))k+1.
Thus, the lemma is valid for k+ 1 and this completes the proof. 
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By Theorem 1 and Lemma 2, one readily obtains the following theorem.
Theorem 2. Let γi be sufficiently smooth at all points x ∈ (a, b) \ {yi} and f ∈ F kγi [a, b]. Then
DkRn(x, γi) = (γ ′i (x))kDkγiRn(x, γi)+
k−1∑
j=1
cj,k(x)DjγiRn(x, γi),
where
cj,k(x) =
{
(γ ′i (x))
k j = k,
c ′j,k−1(x)+ cj−1,k−1(x)γ ′i (x) j < k and k 6= 1,
c0,q(x) = 0, q = 1, 2, . . . ,
and for 0 ≤ l ≤ k ≤ m,
DlγiRn(x, γi) = l!
l∑
ν=0
fγi [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, . . . , xm−ν]
Dl−νγi ωm−ν(x, γi)
(l− ν)! (γi(x)− γi(xm−ν))−
n∑
ν=m+1
fγi [x0, . . . , xν]Dlγiων(x, γi).
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