ABSTRACT. The application of ultrasonic guided wave methods to both nondestructive evaluation (NDE) and structural health monitoring (SHM) is becoming more prevalent as techniques to handle their multi-modal and dispersive nature are developed. There are several applications where it would be not only convenient but perhaps essential to interpolate arrays of measured guided wave signals. One application is that of linear spatial arrays acting as receivers, where it may be useful to interpolate signals in between array elements. Another application is interpolation of signals acquired as a function of a non-spatial variable such as temperature or applied load; this situation arises in SHM applications where it is desired to construct a baseline that is well-matched to the signal of interest. This problem is closely related to that of time domain up-sampling whereby signals are resampled at a higher rate, which can readily be performed using sinc interpolation when the Nyquist criterion is satisfied. In the spatial domain, there is an analogous spatial Nyquist criterion, and if it is satisfied, spatial signals can be similarly up-sampled. In this paper we derive a Nyquist criterion for sinc interpolation in the temperature domain. Examples are shown of sinc, linear and spline interpolation algorithms, and the efficacy of each is evaluated on both simulated and experimental data. Concluding remarks are made regarding both the usefulness and limitations of guided wave signal interpolation.
INTRODUCTION
For structural health monitoring (SHM) systems employing guided ultrasonic waves, the measured signal is often evaluated by first subtracting a baseline signal that was recorded from a prior state. However, it is generally not possible to obtain baselines for all possible environmental conditions. One motivation for considering interpolation methods is to apply interpolation to a collected set of baselines to approximate the "real" baseline.
Another motivation for investigating interpolation is that it is desirable to sample data no more finely than is actually needed for a specific application. In the time domain, the Nyquist criterion is well-known, which states that a signal must be sampled at more than twice the highest frequency present to prevent aliasing. However, for acquisition of most ultrasonic guided wave signals, this minimum allowable sampling frequency is typically exceeded to provide improved resolution in the time domain. Since higher frequency digitizers are readily available and memory is inexpensive, there are often no downsides to oversampling such signals.
Oversampling in other domains, however, may not be so readily accomplished. For example, in the spatial domain, there are many more constraints regarding sampling. Sensor size can limit receiver spacing, and acquisition time requirements may dictate spatial increments for scanned systems. Interpolation for spatial up-sampling has been addressed for both geophysics [1] and biomedical ultrasonic applications [2] , and has also been considered to address compensation for nonfunctioning receivers [3] .
Spatial interpolation of ultrasonic guided wave signals is also of interest, particularly given the increasing use of scanning laser vibrometers for acquiring both 1D and 2D wavefield data. In addition, it is useful to consider interpolation in other domains, such as temperature or applied loads. These types of interpolation are applicable to structural health monitoring where it is desired to match current signals to baseline data that might have been acquired under different environmental and operational conditions. Existing methods to address temperature variations require stretching signals to compensate for temperature mismatch and thus achieve better baseline matching [4, 5] . However, such methods are not generally applicable to other conditions (e.g., applied loads), and thus signal interpolation methods may be an effective alternative approach.
In this paper the efficacy of sinc, linear and spline interpolated methods are investigated in the spatial and temperature domains. Both simulated and experimental data are considered.
SAMPLING THEORY
The traditional sampling theorem is based on the Nyquist criterion. A bandlimited temporal signal x(t) can be perfectly recovered from an infinite sequence of samples if the sampling rate exceeds 2 f max , where f max is the highest frequency of x(t). 
However, it can be problematic in practice to use the sinc function. The first difficulty is the computational requirements because summing a large number of samples is required.
The primary difficulty, however, is related to edge effects because signals are windowed in all domains. The multiplicative windowing operation generates high frequency content, which means that the Nyquest criterion is not satisfied and interpolation performance may be poor. There are other interpolation methods available that have different characteristics, and two of the more commonly used schemes are considered here.
For spatial sampling, consider a simple sinusoid that represents a traveling plane wave captured at a specific time s a function of the direction of propagation. The wellknown relationship between wavenumber k, wavelength λ, frequency f, and wave speed c is 22
and fc k cf
If x is the spatial sampling interval, then the Nyquist criterion for spatial sampling is
This criterion only applies to signals that are sampled for an infinite spatial extent; a spacelimited signal cannot be band-limited and perfect reconstruction is therefore not achievable.
Only an approximation can be obtained, which may (or may not) be sufficiently accurate. By examining the characteristics of ultrasonic signals recorded at different temperatures, it can be seen that multiple echoes are analogous to multiple waves propagating at different wave speeds. The so-called "temperature domain," where signals are expressed as a function of temperature, is analogous to the spatial domain, where signals are a function of position. Since the speed of propagation changes linearly with the temperature change [4, 5] , individual echoes shift linearly as a function of temperature. We define a "wave speed" c T t    in the temperature domain, where T is the temperature change (i.e., temperature sampling interval), f is frequency, and t is the time shift of an echo associated with the temperature change T; the corresponding wavelength is cf 
where min c occurs at the maximum time t max , and f max is the maximum frequency. A simple illustration is depicted in Figure 1 .
INTERPOLATION METHODS
Three different interpolation techniques are employed in this paper: sinc, linear and spline. Sinc interpolation, which is defined in Eq. (2), is "perfect" in the sense that in theory, a band-limited signal can be perfectly reconstructed if the Nyquist criterion is met. In practice, the Nyquist criterion is never perfectly met because signals in all domains are of finite length, causing the introduction of higher frequencies, which is called spectral leakage. Linear interpolation, which is the straight line between two samples, is the simplest form of interpolation and is not affected by windowing. However, it requires finer sampling to achieve acceptable results, and can also be very sensitive to additive noise. Cubic spline interpolation is another method whereby sampled points are exactly interpolated by piecewise continuous cubic polynomials [6] . Although an approximation, it has smoother results than linear interpolation but is affected by windowing.
NUMERICAL RESULTS

Spatial Domain
Simulated data were generated in the spatial domain to study interpolation performance. Data correspond to signals received by a linear array of receivers after simultaneous excitation of three transmitters. The configuration is illustrated in Figure 2 where all transmitters and receivers lie in the xy plane and the origin is at the left-most receiver. The excitation was a 100 kHz Hanning windowed tone burst, the wave speed was 2.5 mm/s, signals were sampled at 2 MHz, and dispersion was not modeled. Almost all of the energy was below 200 kHz, so the minimum spatial wavelength was estimated to be 12.5 mm, which implies that the spatial sampling interval should be no larger than x = 6.25 mm (half of the smallest wavelength). Array signals were simulated for a receiver spacing of 0.5 mm (201 receivers). Figure 3 The three interpolation methods are evaluated by spatially down-sampling the signals shown in Figure 3(a) , interpolating in between the down-sampled signals at an increment of 0.5 mm, and comparing the interpolated signals to the original ones prior to down-sampling. The interpolation error is calculated in dB based upon the maximum error for each signal relative to the peak amplitude for the entire data set. Prior work (e.g. [5] ) indicates that an error of -40 dB is more than adequate to ensure that small, scattered signals from damage can be detected. Figure 4 (a) shows results of sinc interpolation for down-sampled spatial increments of 1, 5 and 10 mm. Note that points that fall directly on receiver locations have zero error, and these points are omitted for clarity. As expected, the error increases as the spatial sampling increment increases, and the maximum error occurs near the ends of the receiver array. Even if the sampling interval is as small as 1 mm, the error is still well above the target of -40 dB near the edges. Figure 4(b) summarizes the maximum error for sampling increments of 1 to 10 mm.
Linear and spline interpolation were applied to the same data, and results are shown in Figures 5 and 6 . It is clear that sinc interpolation has the most severe edge effects whereas, as expected, linear interpolation has the least. Spline interpolation has the overall best performance, achieving errors less than -40 dB for spatial increments of 3 mm and smaller; sinc interpolation never achieves this goal, and linear does only for a 1 mm increment. 
Temperature Domain
The performance of interpolation in the temperature domain is investigated similarly to the spatial domain. Simulations were performed for the A 0 guided wave mode propagating in a square aluminum plate of dimensions 610 mm × 610 mm × 2.0 mm. Theoretical dispersion curves were combined with ray tracing and the method of images to model signals traveling from a point transmitter to a point receiver separated by 336 mm. Varying temperatures were simulated by recalculating plate dimensions and dispersion curves using published values for the coefficient of thermal expansion and temperatureependent bulk wave speeds [4] . The excitation signal was a 100 kHz, Hanning windowed tone burst. Signals were simulated from 0 to 50°C at a 1°C increment and are shown in Figure 7 .
The expected interpolation performance is calculated by first estimating the minimum "wave speed" c T t    in the temperature domain. The time shift for a particular echo and temperature change is estimated from the simulated data. Since time shifts are linear with time-of-flight, the time shift at the maximum time of 1000 μs is obtained by extrapolation. The result is min 4.17 C cs   and ΔT = 10.4°C for t = 1000 μs. If results from the spatial domain carry over to the temperature domain, then the expectation is that spline interpolation should be effective for temperature sampling intervals of about 5°C or less. The three interpolation methods were applied to the temperature-dependent data for temperature increments of 2 to 10°C with a 1°C increment. Results are shown in Figure 8 , and are similar to those obtained for interpolation in the spatial domain. In particular, the cubic spline method has the best performance and, as predicted, achieves a maximum error of -40 dB or less with temperature increments of 5°C and smaller.
EXPERIMENTAL RESULTS
Interpolation was performed on experimental guided wave signals that were recorded at unequally spaced temperatures for an aluminum plate specimen. The frequency of excitation was 250 kHz, and the S 0 mode was dominant but with some A 0 present. Figure  9 (a) is a plot of the temperatures at which the 18 signals were collected, and Figure 9 (b) shows an image of the signals for the time window of 0 to 500 μs. As was done for the simulated data, the theoretical temperature increment was calculated based upon measured time shifts. For the maximum recorded time of 1000 μs, this value was computed to be 3.33°C, so the expectation is that spline interpolation should be effective for half this amount, or 1.66°C.
Linear and spline interpolation were performed on the 1000 μs duration signals by using the nine odd-numbered signals (1,3,…17) to interpolate the eight bracketed evennumbered signals (2,4,…16) . From the data, the largest temperature increment between odd-numbered signals was 3.4°C, which is larger than the expected required increment of 1.66°C. Not surprisingly, the resulting maximum errors were -25.8 dB and -30.5 dB for linear and spline interpolation, respectively, both of which are larger than -40 dB. Since performance should improve if signals are shorter in length, they were truncated to 500 μs. Interpolation performance improved slightly to -31.1 dB and -32.7 dB for linear and spline interpolation, respectively. The goal of -40 dB was not achieved, most likely because of either other temperature dependent effects (e.g., on the sensor itself) or noise, but performance of -30 dB may still be sufficient for many SHM applications.
CONCLUSIONS
This paper has considered sinc, linear and spline interpolation of ultrasonic guided wave signals in both spatial and temperature domains. A Nyquist sampling criterion was derived in the temperature domain, showing that the temperature sampling interval must decrease as the signal length increases because of both the change of velocity and structural dimensions with temperature. Simulated data in both the spatial and temperature domains were used to illustrate the negative impact of spectral leakage due to windowing. It was shown that spline interpolation achieved the best results for windowed signals, with a sampling interval of about half the theoretical value needed for satisfactory interpolation. Experimental results in the temperature domain were reasonable but not as good as expected from simulated data, suggesting that either noise or temperature-dependent effects not related to either velocity or dimensional changes are a contributing factor. Unlike the stretching/resampling methods currently in use for temperature compensation, interpolation methods offer a more general alternative for improving baseline matching, and thus merit further investigation.
