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Abstract
In this paper, solutions of one-phase direct and inverse Stefan problems are presented. The direct problem consists in
a calculation of temperature distribution and of a function which describes the position of the moving interface, whilst the inverse
problem consists in a calculation of temperature distribution as well as in the reconstruction of the function which describes the
temperature distribution on the boundary, when the position of the moving interface is known. The proposed solution is based on
the variational iteration method, after the application of which we obtain the solution in the form of continuous functions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The variational iteration method was developed by Ji-Huan He [1–3]. This method is useful for solving a wide
range of problems [1–10]. Using this method we are able to solve the nonlinear equation:
L(u(t))+ N (u(t)) = f (t), (1.1)
where L is the linear operator, N is the nonlinear operator, f is a known function and u is a sought function. At first,
we construct a correction functional:
un(t) = un−1(t)+
∫ t
0
λ (L(un−1(s))+ N (u˜n−1(s))− f (s)) ds (1.2)
where u˜n−1 is a restricted variation [1–7], λ is a general Lagrange multiplier [1,2,11], which can be identified optimally
by the variational theory [1–3,12] and u0(s) is an initial approximation. Next, we determine the general Lagrange
multiplier and identify it as a function of λ = λ(s). Finally, we obtain the iteration formula:
un(t) = un−1(t)+
∫ t
0
λ(s) (L(un−1(s))+ N (un−1(s))− f (s)) ds, (1.3)
which enables the finding of an approximate solution (and frequently, an exact solution) of Eq. (1.1).
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Fig. 1. Domain formulation of the problem.
In this paper, the author is trying to solve the one-phase direct and inverse Stefan problems. The Stefan problem is
a mathematical model of a process with a phase change, such as solidification of metals, freezing of the ground and
water, melting of ice, crystal growth, etc., in which the heat of phase transition is emitted or absorbed.
The direct Stefan problem consists in finding the temperature distribution in the domain and the position of the
moving interface (freezing front) [13–17]. The conditions for the existence and uniqueness of the solution to this
problem can be found in Refs. [14–16]. The inverse Stefan problem consists in the reconstruction of the function
which describes the distribution of temperature on the boundary, when the position of the moving interfaces (freezing
front) is known. This kind of problem becomes an inverse design problem. The conditions for the existence and
uniqueness of the solution to this problem can be found in Ref. [18]. This paper applies the variational iteration
method [1–7] to the discussed problems.
It is possible to find an exact analytical solution of the direct Stefan problem only for a one-dimensional case and
only in a few simple cases. In other cases we are left with approximate solutions only [13,19–25]. Grzymkowski and
Słota [26,27] applied the Adomian decomposition method combined with optimization for an approximate solution
of a one-phase Stefan problem. However, in Ref. [28], the Stefan problem was first approximated with a system of
ordinary differential equations and next, the system built as such was solved by the Adomian decomposition method.
The literature concerning the inverse Stefan problem is relatively scarce so far, compared to, for example, studies
discussing the direct Stefan problem. In Refs. [29,30] the problem was reduced to a system of integral equations.
Jochum [31,32] considered the inverse Stefan problem as a problem of the nonlinear approximation theory. In order
to solve one-phase two-dimensional problems, Colton and Reemtsen [33] used a complete family of solutions to the
heat equation to minimize the maximal defect in the initial-boundary data. A similar method was used in Ref. [34]
for multi-phase problems. The multi-phase design problem is also investigated in Refs. [35,36]. Grzymkowski and
Słota [37] applied the Adomian decomposition method combined with optimization for an approximate solution of
a one-phase inverse Stefan problem. Briozzo et al. [38] and Stampella et al. [39] suggested a method of finding the
unknown coefficients in cases of one-phase and two-phase problems in a semi-infinite domain, respectively. Kang
et al. [40], Zabaras and his colleagues [41,42] used the dynamic programming method or minimization techniques in
finite- and infinite-dimensional space.
2. Problem formulation
Let D = {(x, t); t ∈ [0, t∗), x ∈ [0, ξ(t)]} be a domain in R2 (Fig. 1). On the boundary of this domain three
components are distributed:
Γ0 = {(x, 0); x ∈ [0, ξ(0)]}, (2.1)
Γ1 = {(0, t); t ∈ [0, t∗)}, (2.2)
Γg = {(x, t); t ∈ [0, t∗), x = ξ(t)}, (2.3)
where the initial and boundary conditions are given.
In domain D, we consider the heat conduction equations:
α
∂2u(x, t)
∂x2
= ∂u
∂t
(x, t), (2.4)
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with the initial condition on boundary Γ0:
u(x, 0) = ϕ(x), (2.5)
the Dirichlet condition on boundary Γ1:
u(0, t) = ϑ(t), (2.6)
the condition of temperature continuity and the Stefan condition on the moving interface Γg:
u(ξ(t), t) = u∗, (2.7)
−k ∂u(x, t)
∂x
∣∣∣∣
x=ξ(t)
= L dξ(t)
dt
, (2.8)
where α is the thermal diffusivity, k is the thermal conductivity, L is the latent heat of fusion per unit volume, u∗ is
the phase-change temperature, x = ξ(t) is the function describing the position of the moving interface Γg , and u, t
and x refer to temperature, time and spatial location, respectively.
The direct Stefan problem consists in finding a function to describe the temperature distribution u(x, t) in
domain D, and function ξ(t) describing the position of the moving interface Γg , which will satisfy Eqs. (2.4)–(2.8).
In this case, all other functions (ϕ(x), ϑ(t)) and parameters (α, k, L , u∗) are known, whereas in the discussed inverse
Stefan problem, a function should be determined to describe the temperature distribution in D and function ϑ(t)
describing the Dirichlet boundary condition (2.6). Functions ϕ(x) and ξ(t) and the remaining parameters are known.
The direct and inverse Stefan problems are nonlinear problems. Their nonlinearity is the consequence of the Stefan
condition [17].
3. Solution of the problem
The correction functional for Eq. (2.4) can be expressed as follows:
un(x, t) = un−1(x, t)+
∫ x
0
λ
(
∂2un−1(s, t)
∂s2
− 1
α
∂ u˜n−1(s, t)
∂t
)
ds, (3.1)
where u˜n−1 is a restricted variation and λ is the general Lagrange multiplier, which can be identified optimally by the
variational theory. From Eq. (3.1), the general Lagrange multiplier can be identified as follows:
λ = s − x . (3.2)
Hence, we obtain the following iteration formula:
un(x, t) = un−1(x, t)+
∫ x
0
(s − x)
(
∂2un−1(s, t)
∂s2
− 1
α
∂un−1(s, t)
∂t
)
ds. (3.3)
Next, we select an initial approximation in the form:
u0(x, t) = A + B x, (3.4)
where A and B are parameters. For the determination of parameters A and B, we will use the boundary condition (2.6)
and the Stefana condition (2.8). To this end, we require that the initial approximation u0(x, t) fulfills the above
conditions. The boundary condition (2.6) requires:
A = ϑ(t), (3.5)
whilst the Stefan condition (2.8) leads to the result:
B = − L
k
dξ(t)
dt
. (3.6)
Hence, the initial approximation has the form:
u0(x, t) = ϑ(t)− Lk
dξ(t)
dt
x . (3.7)
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Finally, we obtain the following iteration formula:
u0(x, t) = ϑ(t)− Lk
dξ(t)
dt
x, (3.8)
un(x, t) = un−1(x, t)+
∫ x
0
(s − x)
(
∂2un−1(s, t)
∂s2
− 1
α
∂un−1(s, t)
∂t
)
ds, n ≥ 1. (3.9)
Because in the case of the direct Stefan problem, function un (3.9) depends on an unknown function ξ(t), or in
the case of the inverse Stefan problem, on an unknown function ϑ(t), we have derived these functions in the form of
a linear combination. In the direct Stefan problem we take:
ξ(t) =
m∑
i=1
pi ψi (t) (3.10)
and in the inverse Stefan problem we take:
ϑ(t) =
m∑
i=1
pi ψi (t), (3.11)
where pi ∈ R and the basis functions ψi (t) are a linear independence. The coefficients pi are selected to
show a minimal deviation of function un (3.9) from the condition of temperature continuity (2.7) and the initial
condition (2.5). Thus, we are looking for the minimum of the following functional:
J (p1, . . . , pm) =
∫ t∗
0
(un(ξ(t), t)− u∗)2 dt +
∫ ξ(0)
0
(un(x, 0)− ϕ(x))2 dx . (3.12)
In the case of the inverse Stefan problem, after substituting (3.10) and (3.9) to functional J and differentiating it
with respect to the coefficients pi (i = 1, . . . ,m) and equating the obtained derivatives to zero:
∂ J
∂pi
(p1, . . . , pm) = 0, i = 1, . . . ,m, (3.13)
a system of linear algebraic equations is obtained. In the course of solving this system, coefficients pi are determined,
and thereby, the approximated distributions of temperature in domain D and on boundary Γ1 are obtained. However,
for the direct Stefan problem we get a nonlinear functional J (p1, . . . , pm). Since we are able to calculate the gradient
of this functional, we may use one of the gradient methods for its minimization.
4. Numerical examples
The theoretical considerations introduced in the previous sections will be illustrated with some examples, where
the approximate solutions will be compared with exact solutions. The values of absolute errors are calculated from
formulas:
δ f =
√
1
t∗
∫ t∗
0
( fe(t)− fr (t))2dt, (4.1)
δu =
√
1
|D|
∫∫
D
(ue(x, t)− un(x, t))2dx dt, (4.2)
where f ∈ {ϑ, ξ}, fe(t) is an exact value of function f (t), fr (t) is an approximate value of function f (t), ue(x, t)
is an exact distribution of temperature in domain D and un(x, t) is a reconstructed distribution of temperature in this
domain, and:
|D| =
∫∫
D
1 dx dt. (4.3)
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Fig. 2. Position of the moving interface (a) and error distribution in the reconstruction of this position (b) for n = 1 and m = 3 (solid line — exact
position, dash line — reconstructed position).
Table 1
Values of error in the reconstruction of the temperature distribution and the position of the moving interface in the direct Stefan problem (for n = 2)
m = 2 m = 3 m = 4
δξ 4.30146× 10−4 3.80611× 10−4 3.80579× 10−4
∆ξ 1.49006945% 1.31847518% 1.31836433%
δu 3.62508× 10−4 2.83484× 10−4 2.83378× 10−4
∆u 0.03564665% 0.02787595% 0.02786553%
However, percentage relative errors are calculated from formulas:
∆ f = δ f√
1
t∗
∫ t∗
0 ( fe(t))
2dt
· 100%, (4.4)
∆u = δu√
1
|D|
∫∫
D(ue(x, t))
2dx dt
· 100%. (4.5)
Example 1. At first, we consider an example of the direct Stefan problem, in which: α = 0.1, k = 1, L = 10, u∗ = 1,
t∗ = 1/2, ϕ(x) = e−x and ϑ(t) = et/10. Next, an exact solution of the direct Stefan problem will be found by means
of the following functions:
u(x, t) = et/10−x , (x, t) ∈ D, (4.6)
ξ(t) = 1
10
t, t ∈ [0, t∗]. (4.7)
As basis functions we take:
ψi (t) = t i−1, i = 1, . . . ,m. (4.8)
In Fig. 2, we present the exact and reconstructed position of the moving interface Γg (x = ξ(t)) for n = 1
and m = 3. The left figure presents the exact position of the moving interface (solid line) and the determined
approximate position (dash line), whereas the right figure shows diagrams of the distribution of errors that occur when
reconstructing the moving interface. Values of absolute and relative percentage errors for other values of parameters n
and m are presented in Table 1. In this table we also present the values of error in the reconstruction of the temperature
distribution u(x, t).
Fig. 3 presents the error distribution for n = 1 and m = 3 while reconstructing the phase-change temperature (left
figure) and the reconstruction of the Stefan condition (right figure) along the moving interface. The initial condition
and the Dirichlet condition on boundary Γ1 for all values of parameters n and m are reconstructed without errors.
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Fig. 3. Error distributions in the reconstruction of the phase-change temperature (a) and reconstruction of the Stefan condition (b) along the moving
interface (n = 1, m = 3).
Fig. 4. Distribution of temperature on boundary Γ1 (a) and error distribution in the reconstruction of this temperature (b) for n = 1 and m = 5
(solid line — exact position, dash line — reconstructed position).
Table 2
Values of error in the reconstruction of the temperature distribution in the inverse Stefan problem (for n = 2)
m = 4 m = 5 m = 6
δϑ 1.10391× 10−3 1.10390× 10−3 1.10390× 10−3
∆ϑ 0.10774052% 0.10773955% 0.10773955%
δu 8.15910× 10−4 8.15908× 10−4 8.15907× 10−4
∆u 0.08023122% 0.08023103% 0.08023093%
Example 2. We now present another example of the inverse Stefan problem, in which: α = 0.1, k = 1, L = 10,
u∗ = 1, t∗ = 1/2, ϕ(x) = e−x and ξ(t) = t/10. The exact solution of the inverse Stefan problem is then given by:
u(x, t) = et/10−x , (x, t) ∈ D, (4.9)
ϑ(t) = et/10, t ∈ [0, t∗]. (4.10)
In Fig. 4, we present the exact and reconstructed distribution of the dimensionless temperature on boundary Γ1 for
n = 1 and m = 5. The left figure presents the exact position of the moving interface (solid line) and the determined
approximate position (dash line), whereas the right figure illustrates diagrams of the distribution of errors which occur
when reconstructing the interface. In Table 2, we present the values of absolute and relative percentage errors in the
reconstruction of the temperature distribution on boundary Γ1 and in domain D.
Fig. 5 presents the error distribution for n = 1 and m = 5 while reconstructing the phase-change temperature (left
figure) and reconstruction of the Stefan condition (right figure) along the moving interface. The initial condition,
depending on the values of parameters n and m, is reconstructed with an error from 10−5 to 10−11.
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Fig. 5. Error distributions in the reconstruction of the phase-change temperature (a) and reconstruction of the Stefan condition (b) along the moving
interface (n = 1, m = 5).
5. Conclusion
In this paper, solutions of one-phase direct and inverse Stefan problems are presented. The direct problem consists
in a calculation of temperature distribution and of a function which describes the position of the moving interface,
whilst the inverse problem consists in a calculation of temperature distribution as well as in the reconstruction of the
function which describes the temperature distribution on the boundary, when the position of the moving interface is
known. The proposed solution is based on the variational iteration method. The calculations show that this method is
effective for solving the problems under consideration.
The advantage of the proposed method comparing it with classical methods consists in obtaining the interface
position and temperature distribution in the form of continuous functions, instead of a discreet form. The method
applied does not require discretization of the region, as in the case of classical methods based on the finite-difference
method, the finite-element method or the boundary element method. The proposed method produces a wholly
satisfactory result already in one or two iterations, whereas the classical methods require a suitably dense lattice
in order to achieve similar accuracy, which considerably extends the time of calculations.
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