Background: The most significant source of background in direct dark matter searches are neutrons that scatter elastically from nuclei in the detector's sensitive volume. Experimental data for the elastic scattering cross section of neutrons from argon and neon, which are target materials of interest to the dark matter community, were previously unavailable.
I. INTRODUCTION
The next generation of low-background physics experiments, including direct detection of Weakly Interacting Massive Particle (WIMP) dark matter may provide significant insight to physics beyond the standard model and the nature of the dominant matter constituent of the universe [1, 2] . The successful detection of WIMPs will provide valuable information about the nature of dark matter. Several current and next generation large-scale detectors designed to search for WIMP dark matter make use of liquified noble gas (Ne, Ar, Xe). Descriptions of several experiments of this type may be found in Refs. [3] [4] [5] [6] . These experiments will search for the scintillation light and in some cases the ionization charges generated from the recoiling nucleus after a putative WIMP-nucleus scatter. On the other hand, neutrons having energies less than about 10 MeV may be produced in such experiments via alpha particles produced in decays of 238 U and 232 Th in the detector and surrounding materials that undergo (α, n)
reactions. One particular site of these reactions is in borosilicate photomultiplier tube (PMT) glass, because the 11 B(α, n) 14 N cross section is considerably larger than (α, n) cross-section data for other typical detector and shielding materials. PMTs are a common technology for detecting scintillation light in these noble-gas detectors. Neutron-induced nuclear recoils are a particularly dangerous background for these experiments, since they can mimic WIMP events.
The DEAP/CLEAN experimental program uses large volumes of liquid argon or neon to search for WIMPs from the scintillation channel only [7] [8] [9] . Both materials show excellent scintillation properties and make use of pulse-shape discrimination to separate electron and nuclear recoils [10, 11] . The lack of elastic scattering cross-section measurements for neutrons in argon and neon poses a problem for background estimates, performed primarily via Monte Carlo calculations. Precise differential neutron scattering cross sections are required to determine the background contribution due to neutrons in these experiments. Both total and differential cross sections for elastic scattering are important for dark matter experiments, as the rate of multiple scattering inside the detector's sensitive volume is determined by the angular differential cross section. Neutrons that multiple scatter can be cut using eventreconstruction techniques, but calibrations and Monte Carlo simulations using known cross sections are required to determine the efficacy of these analysis cuts.
We have performed measurements and optical-model fits for the neutron elastic scattering cross section for neon at E n = 5.0 and 8.0 MeV and for argon at E n = 6.0 MeV for use as inputs to quantitative estimates of neutron backgrounds in these experiments. These neutron energies were determined by where the 238 U and 232 Th induced α-neutron yields are the largest in boron [12] . These measurements also provide additional data to benchmark the optical model in a nuclear mass where the model is not well constrained, and will enhance nuclear databases.
II. EXPERIMENTAL TECHNIQUE
The Neutron Time-of-Flight (NTOF) facility at the Triangle Universities Nuclear Laboratory (TUNL) [13] , located on the campus of Duke University, in Durham, NC, USA was used to measure the neutron elastic scattering cross section of argon and neon. The 10 MV Tandem Van de Graaff accelerator is capable of producing pulsed, mono-energetic neutron beams from about 5-15 MeV using the 2 H(d, n) 3 He reaction [14] . Neutrons were generated by bombarding a 3.15-cm long deuterium gas cell with a deuteron beam pulsed at 2.5 MHz and beam bunches of 2 ns full width at half maximum. Typical deuteron beam current on target for this experiment was about 1.0 µA. The deuterium gas cell pressure (4.0 atm for E n = 5.0 and 6.0 MeV, and 7.8 atm for E n = 8.0 MeV) was chosen to minimize the energy spread in the neutron beam caused by energy loss of the incident deuterons due to ionization in the gas while producing an adequate neutron flux on target to carry out these measurements. The choice of gas pressure allowed a neutron energy spread of about 400
keV. The scattering samples were suspended from thin steel wires located about 10 cm from the neutron production cell and were aligned with the beam line.
The gas target cell is described fully in Ref. [15] . The cell was a 21.0-mm diameter stainless steel sphere with 0.5-mm wall thickness. It was filled with 99.999% natural neon or natural argon using a coupling device connected to a high-pressure filling station at TUNL.
The measurements were carried out with the cell pressurized to 170 atm absolute, which corresponds to a steel-to-gas ratio of about 4-to-1 by mass and is well below the maximum pressure rating of 550 atm. The achievable pressure was limited by the ability to condense the gas in the cell at the filling station. The number of nuclei in the cell was determined by measuring the mass to 0.01 mg accuracy before and after filling. The pressure in the cell was stable, with no measurable difference during the experimental runs, sometimes up to 48
hours. The argon gas cell was filled only once at the beginning of the experiment and the same cell was used throughout. and had a direct line-of-sight to the neutron production cell behind the scattering target.
This detector was used to monitor the direct neutron and γ-ray spectra and normalize the yields from the four-and six-meter detectors. A schematic of the TUNL time-of-flight setup is shown in Fig. 1 and technical details on the detectors are shown in Table II. A beam pick-off signal was generated using a capacitive pick-off (CPO) unit located in the beam line just before the deuterium gas cell. As a beam bunch passed through the capacitor, a charge pulse was used to define the "start signal" for a neutron time-of-flight measurement.
The signals from each of the neutron detectors were processed identically. The PMT anode signals were sent to a Mesytec MPD-4 n-γ discriminator [16] . Because liquid scintillator detectors are sensitive to both neutrons and γ rays, it was necessary to discriminate against γ rays to reduce backgrounds. This was accomplished using pulse-shape discrimination (PSD) techniques. Gamma rays interact directly with atomic electrons in the scintillator and neutrons interact with protons via n − p scattering. Because the photon emission decay rate in the scintillator is shorter for electrons, which are low-ionizing, compared to recoiling protons, which are high-ionizing, the decay time of the resulting PMT signal is shorter for γ-ray interactions than it is for neutron interactions. The MPD-4 module output a logic pulse at a constant fraction of the trailing edge of the PMT anode signal, thus outputting a smaller pulse-height for a γ ray than for a neutron signal. Additional cuts were made at an energy threshold corresponding to 1×Cs (E n = 2. A run was done after each "sample in" measurement with the unfilled gas cell so that backgrounds could be subtracted. The background subtracted yields were corrected for dead time and normalized to the neutron counter that had a direct line of sight to the neutron production cell. Data were also normalized to the integrated beam current to check for consistency. A typical time-of-flight spectrum is shown in Fig. 3 . The elastic and two inelastic scattering peaks in neon are clearly visible. To determine the cross section, the data were normalized to n − p scattering using a small cylindrical polyethylene (C 2 H 4 ) n target. Backgrounds from elastic and inelastic scattering from carbon were subtracted using a graphite target which was made to have the same number of carbon atoms as the polyethylene. 
III. CROSS-SECTION ANALYSIS AND RESULTS
For each angle at a given neutron energy, a differential elastic scattering cross section was obtained using 
A. Detection Efficiency
The neutron response and detector efficiencies were simulated using the code neff7 [19] .
Simulations for both detectors were performed using various neutron energy thresholds. The simulation code was written for NE-213 liquid scintillators and was modified for the NE-218
detector by changing the scintillator density and hydrogen-to-carbon ratio, see Table II .
The simulations were performed for neutron energy thresholds corresponding to 1×Cs and 1/2×Cs. The results of the simulation are shown in Fig. 4 and are compared to available data. It should be noted that because the efficiency enters the cross-section formula as a ratio between the detection efficiency of a neutron scattering from a target nucleus and from hydrogen in the polyethylene, the analysis is not affected by the absolute efficiency but only by the shape of the efficiency curve. 
B. Finite-Geometry and Multiple-Scattering Corrections
The quantity A p was determined using the "disc approximation" from Kinney [22] and is given by
where E 0 is the incident neutron energy and E 1 is the neutron energy after a single scatter at θ p . The radius of the polyethylene target is R, and n H,C denote the number of hydrogen and carbon atoms in the polyethylene target, respectively. The total neutron cross section for hydrogen is σ H and σ C is the non-elastic neutron cross section for carbon. The quantity σ H were calculated using Ref.
[18] as described above and σ C was taken from the ENDF/B-VII.0 database [23] .
The scattering data were corrected for multiple scattering, attenuation and finite geometry effects in the target gas and steel cell with a custom C++-based Monte Carlo simulation in which single simulated neutrons were tracked as they traversed the simulated target and cell geometry. The simulation included all the relevant materials' elastic differential crosssection data, densities and dimensions. The simulation also included a neutron beam profile and angular distribution based the incident deuteron beam profile on the production cell convoluted with the 2 H(d, n) 3 He cross section. It returned a "measured" cross section for given input cross section for the target. By taking the appropriate ratio between the measured and input cross sections, we computed a correction factor. This correction was only performed once using the measured data as input, but for some test cases the corrected cross section was used an the input for a second iteration. These second iterations showed a significantly smaller correction, as expected, and provided an estimate for the residual uncertainty in the multiple scattering and geometry corrections. The effect on the correction factor A s due to variation in the number of sample nuclei was negligible. The corrections were less than about 10% at most angles but were as high as 25% at the forward angle minimum of σ(θ) for neon at 8.0 MeV.
C. Measurement Uncertainty
An uncertainty of 3% was assigned to the detector efficiency based on the agreement of the data with the neff7 simulation in the neutron energy range used in this experiment.
Similar agreement was found using the same simulation code in Ref. [24] . The number of target nuclei in the gas cell was measured by weighing the filled and unfilled gas cell on a precision balance. The systematic uncertainty in the number of target nuclei in the scattering sample was 0.2%. The uncertainty in the number of hydrogen atoms in the polyethylene was 0.7%. An uncertainty of 3% in the polyethylene correction factor A p was determined from the uncertainties in the target radius and hydrogen and carbon densities in the polyethylene.
The contribution of the uncertainties in the hydrogen and carbon cross sections in Eqn. The statistical uncertainty played the largest role in this experiment. Because there were about four times as many iron nuclei in the gas cell as target nuclei, a large background was subtracted for each angle. We attempted to collect enough scattering events at each angle so that the statistical uncertainty was around 10%. At points where the cross section was small, or where the elastic scattering cross section for 56 Fe (from the stainless steel gas cell) was much larger than the argon or neon cross section, the statistical uncertainty was as high as 20%. The systematic and statistical uncertainties are summarized in Table III . 
where A l (E n ) were free parameters. The maximum value for l was determined from the condition that the χ 2 /NDF of the fit for the next order (l + 1) was greater than for the current fit (l).
It is useful to have a point at zero degrees where the differential cross section is largest.
Wick's limit [25, 26] sets a lower limit on the differential elastic scattering cross section at zero degrees by relating the zero-degree cross section to the total neutron cross section using the optical theorem. Although this quantity only represents the contribution from the imaginary part of the scattering amplitude, it is known to be nearly an equality [27, 28] .
These values, which are listed in Tables V-VIII , were based on an extrapolation of the total neutron scattering data of Vaughn et al. [29] and were included as a data point in each fit.
The elastic scattering cross section for neon, determined from the Legendre polynomial fits, was found to be 1290 ± 40 mb for E n = 5.0 MeV and 940 ± 30 mb for E n = 8.0
MeV. There was one angular distribution for elastic scattering of neutrons from 40 Ar at 14.0
MeV available in the literature measured by Beach et al. [30] . It is included along with the 6.0-MeV data to help form a complete understanding of the current availability of data and to aid in optical-model predictions. The 14-MeV data was fit using the same procedure as for the time-of-flight data. The elastic scattering cross section for argon was found to be 2170 ± 60 mb for E n = 6.0 MeV and 970 ± 20 mb for E n = 14.0 MeV.
IV. DISCUSSION

A. Spherical Optical-Model Analysis
The experimental data were fit using a spherical optical model (SOM) [31] using the genoa code [32] . The code performs a searching procedure with up to 10 free parameters to define the potential and uses a numerical procedure to solve the time-independent Schrödinger equation with numerical fitting based on the generalized least squares method [33] . We used a potential of the same form as in Koning and Delaroche [34] , which included a Woods-Saxon real volume term, an imaginary surface derivative term and spin-orbit terms:
Because the optical model only describes the direct reaction, in general, the compound nucleus cross section must be subtracted from the data before optical-model fits are attempted. The compound nucleus cross section was calculated using the nuclear reaction code talys [35] , which used a Hauser-Feshbach statistical calculation with a Moldauer width fluctuation correction factor [36] [37] [38] . In light nuclei, analytic expressions for the density of states are not reliable because the level densities are too low and these calculations can only be used to provide an upper limit to the compound nucleus reaction. For neon, below about 10 MeV, the compound nucleus contribution to the cross section was calculated to be large compared to the direct reaction cross section. For this reason, we did not attempt to correct the neon data for the compound nucleus before performing optical-model fits Because the Koning-Delaroche global optical model is not expected to perform well for light nuclei such as neon, initial estimates were also taken from Dave and Gould [39] , which showed good agreement with data for 1 − p shell nuclei for incident neutron energies from 7 to 15 MeV. In our case, adequate descriptions of the data were only found by allowing the surface diffuseness parameters and radii in the volume and surface terms to vary with energy. These were treated as free parameters in the search. The spin-orbit parameters were taken from Ref. [39] and were treated as fixed parameters. W so was taken from the KoningDelaroche global potential since the Dave-Gould potential did not include this term. The differential cross section was calculated for energies not measured using this global fit to the data assuming a linear energy dependence for each parameter. For neon, although the model adequately describes the measured data, we do not expect our global fit to apply outside the A = 20 mass range and may be limited to the energy range measured in the current experiment. [30] were fit with a tenth-order Legendre polynomial expansion (χ 2 /NDF = 6.3). The SOM prediction using the parameters in Table IV are also shown. The data and fits are compared to the local optical-model predictions for 40 Ar(n, n) 40 Ar using the Koning-Delaroche local potential [34] .
For neon, the total elastic scattering cross section found from the optical-model fits was 1160 mb for E n = 5.0 MeV and 990 mb for E n = 8.0 MeV. The cross section was found to differ significantly from the extrapolation of the Dave-Gould potential to the A = 20 range.
The origin of this discrepancy is largely due to the difference in the real volume term (V v ) in the optical-model potential. Compared to the prediction using the global Koning-Delaroche potential for 20 Ne, the total elastic scattering cross section was found to differ by 6% at 5.0
MeV and 13% at 8.0 MeV. This is the first available data for nuclear masses from A = 17
to A = 23.
B. Neutron Cross Sections in Geant4
Many direct dark matter searches rely on Monte-Carlo codes such as Geant4 [40, 41] to simulate experiments and determine background estimates. In Geant4, the G4NeutronHP
(high precision) class is used to simulate neutron transport below 20 MeV. It relies on G4NDL, a library of data-driven cross sections and angular distributions, mainly from ENDF-6 [42] to simulate neutron processes. In the case where no data exist for a given isotope, G4NeutronHP will replace it with the cross section information from the isotope with the nearest Z and A [43] . Since cross-section information does not exist for neon in G4NDL library versions up to at least G4NDL 3.14, G4NeutronHP replaces 20,22 Ne with 22 
Na, which has completely different nuclear properties. A linear interpolation is done by
G4NeutronHP for the data in the G4NDL libraries.
We have created data files to add to G4NDL for the cross section and angular distributions for elastic scattering of neutrons up to 20.0 MeV based on our data for argon and neon. For argon, the cross section constructed from our optical-model analysis were used from 0.65 to 20.0 MeV. Below 650 keV, the original cross section, based on the data of Winters et al. [44] , including the resonances, from the G4NDL 3.14 data file for 40 Ar was used. The original G4NDL 3.14 cross sections and the modified cross sections are shown in Fig. 8 for the specific neutron energies analyzed in this work. A comparison of the total elastic scattering cross sections is shown in Fig. 9 .
For neon, for reasons discussed above, we chose to restrict our optical-model analysis to 3.14 cross section and the modified cross section is shown in Fig. 10 for the specific neutron energies analyzed in this work. A comparison of the total elastic scattering cross section is shown in Fig. 11 . At 3.0 MeV, the transition from the cross section using the global potential and the fits from this work is smooth. There is a kink in the cross section at 10.0 Table IV are also shown. The data and fits are compared to the global optical-model predictions for 20 Ne(n, n) 20 Ne using the Koning-Delaroche potential [34] . MeV, where the cross section transitions back to the calculation from the global potential.
We conclude that although the cross-section calculation from the Koning-Delaroche global potential is better than the current 22 Na data file used by G4NeutronHP, is not adequate A comparison of the original G4NDL 3.14 elastic scattering cross section for 22 Na and modified cross section for nat Ne. The solid curve is the elastic scattering cross section of neutrons from nat Ne added to the G4NDL 3.14 library. The dashed curve is the original G4NDL 3.14 cross section for 22 Na. [30] and fit using the same procedure as the TUNL data.
