If M = Z D , and B is a finite (nonabelian) group, then B M is a compact group; a multiplicative cellular automaton (MCA) is a continuous transformation G : B M −→ B M which commutes with all shift maps, and where nearby coordinates are combined using the multiplication operation of B.
Introduction
If B is a finite set, and M is some indexing set, then the configuration space B M is the set of all M-indexed sequences of elements on B. If B is discretely topologised, then the Tychonoff product topology on B M is compact, totally disconnected, and metrizable. If M is an abelian monoid (e.g. 
The ordering function v imposes an order on this product, which is necessary if B is nonabelian. The endomorphisms g i |
I
i=1 are called the coefficients of G. We can rewrite equation (1) as
where g = g 0 ·g 1 ·. . . We assume MCAs are written in the form (2) , and call g the bias. If the bias is trivial (G is "unbiased"), then g(b) is just a product of endomorphic images of the components {b v } v∈V .
B M is a compact group under componentwise multiplication; an endomorphic cellular automaton (ECA) is a topological group endomorphism G : B M −→ B M which commutes with all shift maps. If B is abelian, then all unbiased MCA are ECA, and vice versa; when B is nonabelian, however, the ECA form only a small subclass of MCA (see §2).
Example 1: Consider the following local maps:
(1,0) , where g, h ∈ B are constants.
(e) Suppose B = GL n (F) is the group of invertible n × n matrices over a finite field F and let
Example (1a) is the nearest-neighbour multiplication CA [10, 11] . Examples (1a-1c) are unbiased, and all coefficients are the identity map on B. (1,0) . All coefficients are the identity map, except for
which is the endomorphism of conjugation-by-g.
In (1e), let I ∈ GL n (F) be the identity matrix. Then
2 · I are endomorphisms of GL n (F), and g 3 = Id. In fact, (1e) is an ECA.
When B is an additive abelian group (e.g. B = (Z /p , +)), unbiased MCA are called linear CA (or affine CA, when biased). Classical modular arithmetic has been applied to study the entropy [9] , and computational complexity [10, 11] of linear CA, while techniques of harmonic analysis yield convergence of initial probability measures on B M to the uniformly distributed, or Haar measure under iteration by affine CA [2, 6, 8, 7, 12] . However, the case when B is nonabelian is poorly understood; "abelian" techniques usually fail to apply.
In §2, we give necessary and sufficient conditions for an MCA to be endomorphic. In §3, we use the structure theory of the group B to develop a corresponding structure theory for MCA over B. We apply this structure theory in §4, to compute the measurable entropy of MCA, and in §5 to establish sufficient conditions for convergence of initial measures to Haar measure under iteration of MCA. The major results are Theorems 4, 16, and 21. 
Endomorphic Cellular Automata
where, again, the factors all commute.
2
We say two endomorphisms g w and g v have commuting images if, for any
Thus, the coefficients of any ECA G must all have commuting images; this restricts the structure of G, and the more noncommutative B itself is, the more severe the restriction becomes. The noncommutativity of B is measured by two subgroups: the centre, Z(B) = {z ∈ B ; ∀b ∈ B, b · z = z · b}, and the commutator subgroup,
Corollary 3 Contining with the previous notation, 
Structure Theory
We now relate the structure of the group B to the structure of MCA on B M . We review the structure theory of dynamical systems in §3.1 and group structure theory in §3.2. In §3.3, we show that, if A is a fully characteristic subgroup of B, and C = B/A, then the decomposition of B into A and C yields a corresponding decomposition of MCA on B M .
Notation: We will often decompose objects (eg. groups, spaces, measures, functions) into factor and cofactor components. We will use three lexicographically consecutive letters to indicate, respectively, the cofactor, product, and factor (eg. for groups: A ֒→ B ։ C; for measure spaces: (Y, Y, µ) = (X × Z, , X ⊗ Z, λ ⊗ ν); for dynamical systems, G = F ⋆ H; for cellular automata, G = F ⋆ H, and for their local maps, g = f ⋆ h, etc.).
Relative and Nonhomogeneous CA
Let X and Z be a topological spaces. A topological Z-relative dynamical system [3, 13] on X is a continuous map F : X ×Z−→X. We write the second argument of F as a subscript: for (x, z) ∈ X × Z, F(x, z) is written as "F z (x)". Thus, F is treated as a Z-parameterizedπ -that is, for all c ∈ C, π (ς(c)) = c. For any a ∈ A and c ∈ C, we define a ⋆ c := a · ς (c).
For every b ∈ B, there are unique a ∈ A and c ∈ C so that b = a ⋆ c. Thus, the map A × C ∋ (a, c) → a ⋆ c ∈ B is a bijection 1 . We call B a pseudoproduct of A and C, and write: "B = A ⋆ C".
If c ∈ C, the conjugation automorphism c * ∈ Aut [A] is defined:
Thus, multiplication using pseudoproduct notation satisfies the equation:
; this is true only B is a semidirect product of A and C. In this case, ς is an isomorphism from C into an embedded subgroup ς (C) ⊂ B, and (3) becomes:
In this case, we write: "B = A ⋊ C". We can treat C as embedded in B, so ς is just the identity, and a ⋆ c = a · c. We call B a polymorph of A if: (1) B = A ⋊ C; (2) A and ς (C) are both fully characteristic in B; and (3) c * ∈ Z (Aut [A]), for every c ∈ C.
Example 5:
(a) Let B = Q 8 = {±1, ±i, ±j, ±k} be the Quaternion Group, defined by:
, and multiplication satisfies the formula:
Here, is the (multiplicative) group Z /p × , · of nonzero elements of the field Z /p , acting on Z /p by multiplication, mod p. The group Z /p × , · is isomorphic to Z /p−1 , + ; thus,
The Induced Decomposition
If B = A ⋆ C, then for any a ∈ A M and c ∈ C [11] noted that
where h : 
, and note that a 2 is arbitrary to conclude:
, and therefore injective, so we conclude g (
Part 2 and Part 3 are straightforward.
2 
Suppose A ⊂ Z(B). Treat A as an additive group
(A, +). Then F c (a) = L (a) + P (c), where L : A M −→ A M
is a linear cellular automaton with local map
and P : C M −→A M is a block map with local map p : C V −→A given by (9) below.
Example 9: For any a ∈ Z /5 and c ∈ Z /4 , c * a = 2 c · a; thus, Part 2 of Proposition 8 implies −→Q 8 by g(q 0 , q 1 , q 2 ) = q 0 · g 1 (q 1 ) · g 2 (q 2 ). Identify {±1} = A with Z /2 , + , and identify C with Z /2 ⊕ Z /2 as described in Example (5a). Then by Part 3 of Proposition 8,
(where c i =
∈ Z /2 ⊕ Z /2 , for i = 0, 1, 2). Also, applying (9) below,
where e (c 0 , c 1 ,
Proof of Proposition 8:
For
. Next, define e : C V −→A by:
and define f :
To prove Part 1, we must show, for any a ∈ A V and c ∈ C
To see this, let c = [
In the case I = 1, this becomes:
A similar argument clearly works for I ≥ 2.
It remains to show that e(c) ∈ A, which is equivalent to showing that π (e(c)) = e C , where π : B ։ C is the quotient map and e C ∈ C is the identity. But 
and l (a) is as in (5) . 2 Application to Nilpotent groups: A fully characteristic series is an ascending chain of subgroups:
where each is fully characteristic in the next. For example, the upper central series of B is the series (10), where Z 1 = Z(B), and for each k ≥ 1, Z k+1 is the complete preimage in B of Z (C k ) under the quotient map B ։ C k := B/Z k , until we reach K > 0 so that
In general, Z K = B; if they are equal, then B is called nilpotent, and C is trivial. 
Permutativity and Relative Permutativity
Example 11:
(a) If B = Z /n , + and V 0 < 0 < V 1 , then a linear CA with local map g(b) =
is relatively prime to n. 
Measurable Entropy
Suppose (Y, Y, µ) is a probability space, Q is a finite set, and Q : Y−→Q is measurable; we say Q is a partition of Y, indexed by Q.
The G-entropy of Q is the limit:
Let Σ G T Q be the smallest σ-algebra for which the function In particular, suppose R n = G, for all n ∈ N. Then:
3. Q is a (G, µ)-generator.
4.
If µ is σ-invariant and G-invariant, then h (G; µ) = V · h (σ; µ).
In particular, h (G; η B ) = V · log(B).
Proof: Part 1 is proved by repeated application of Part 3 from Lemma 12. The other statements then follow. 2
Remark: By combining Part 4 with Example (11a), we recover the previously computed [9] entropy of linear CA on Z /p Z , η B .
Relative Entropy
Let Y = X×Z, G = F⋆H, and λ ∈ M [X] be as in §3.1. If ν ∈ M [Z] is H-invariant, then µ = λ ⊗ ν is G-invariant. For any z ∈ Z and n ∈ N, define F the case of 'variably permutative' relative CA, such as Example (11c); perhaps this requires some 'relative' version of Lyapunov exponents [15, 16] . Permutative MCA are a considerable generalization of the linear cellular automata previously studied, but they are still only a very special class of permutative cellular automata. The asymptotics of measures for general permutative CA [1] is still poorly understood.
