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E N G L I S H S U M M A RY
The rapidly increasing share of variable renewable energy in power systems
has actuated research and development on so-called hybrid power plants
(HPP) that combine wind, photovoltaic and storage assets as a physically
coupled power-generating facility. From the viewpoint of a wind power
plant developer, these hybrid solutions can decrease the levelized cost of en-
ergy (LCOE) and help enter new markets for wind power to increase global
renewable penetration further. Grid-integrated HPPs can enhance the capa-
bility to participate profitably in various electricity markets and to provide
grid ancillary services. In rural and remote areas, the potential benefits of a
consumer-directed HPP solution are related to grid investment deferral and
substitution of costly diesel generation. In such off-grid HPPs, the lack of a
dominant voltage source and the high level of variable renewable power and
fluctuating consumption is challenging for the control system which must
ensure both stable, reliable, secure as well as economical plant operation.
This PhD project is focussed on investigating a configurable, scalable and
modular off-grid HPP concept which includes the system architecture, con-
trol and operational strategies and real-time interoperability between assets.
The specific aim is to improve existing and develop new methods for plant
sizing, control design and tuning, power and energy management as well
as control verification. An vital contribution to elevate the state-of-the-art is
to take a holistic approach by examining the mutual effect of the various
design stages, which is required to achieve a proof-of-concept on the plant
control system.
In the first part, a list of high-level use cases and the required functions for
the operation of HPPs, in general, is suggested, according to particular busi-
ness objectives. The main body of the work is devoted to off-grid HPPs that
are designed for kW-scale community applications and composed of wind
turbines, photovoltaic systems, battery energy storage system and diesel-
powered gensets. Overall, the developed tools and methods in this thesis
are intended to be suitable to larger plant capacities and modifications in
asset portfolio, performance requirements or grid interface.
A new methodology to configure generation and storage modules and a
scalable plant layout based on the estimated load demand is proposed. The
sizing algorithm incorporates both active and reactive power constraints as
well as the occurring power losses. The compliance of the proposed config-
uration architecture with state-of-the-art overcurrent protection techniques
is assessed through a post-fault analysis applied to a benchmark HPP.
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An essential contribution of this project is a model-based design proce-
dure that entails the required building blocks to obtain a stable power man-
agement system. A practical guidance is given on dynamic modeling of
the plant assets, which utilize state-of-the-art control mechanisms, and the
modular composition to an overall HPP model. State-space and discrete-
time domain models are developed in parallel to (i) verify the linearized
system representation, (ii) carry out comprehensive assessment studies for
both small-signal and large-signal stability, (iii) design and parameterize
the voltage and frequency control system in all feasible operating states, (iv)
evaluate control algorithms through accelerated offline simulations as well
as real-time hardware-in-the-loop (RT-HIL) testing.
An operational strategy based on the load following principle is advanced
by taking into account the forecast uncertainties of renewable generation
and load demand. The impact of applying various prediction intervals on
the resulting system cost is evaluated.
A suitable power dispatch function is developed by considering the opera-
tional schedules and the bandwidth of the voltage and frequency controller.
The proposed algorithm is robust to modifications in plant layout and grid
parameters. The results show its capability of compensating for the vari-
ability of renewable generation by properly sharing the active and reactive
power among the available units and maintaining the battery state-of-charge
within the design limits.
The operational performance of off-grid HPPs during N-1 contingencies
is studied. An emergency control function is designed for the central coor-
dination of load and generation shedding to prevent system blackout. The
implications of reliable plant operation on the initial system design stage
are exemplified.
The interoperability of the plant control system is demonstrated through a
state machine-based architecture which describes the coordination between
various power and energy management functions during normal and abnor-
mal system conditions. Finally, control verification through a RT-HIL test
platform examines the plant’s performance in the presence of communica-
tion infrastructure. Moreover, an extended 24-hour test scenario addresses
the impact of renewable power fluctuations on battery cycling, which in
turn affects its lifetime and the resulting system cost.
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D A N S K R E S U M É
Den hurtigt stigende andel af fluktuerende vedvarende energi i verdens
el-systemer har ført til forskning og udvikling indenfor såkaldte hybrid-
kraftværker (HPP), der kombinerer vind-, solcelle- og batterikomponenter
som et fysisk forbundet el-genererende anlæg. Set fra en vindmølleudviklers
synspunkt kan disse hybridløsninger sænke energiomkostningerne (LCOE)
og hjælpe med til at komme ind på nye markeder for vindkraft og øge den
globale andel af vedvarende energi. Nettilsluttede HPP’er kan forbedre mu-
lighederne for at deltage profitabelt i forskellige el-markeder og levere syste-
mydelser til elnettet. I landdistrikter og fjerntliggende egne er de potentielle
fordele ved en forbrugerrettet HPP-løsning udskydelse af netinvesteringer
og erstatning af kostbar dieselbaseret elproduktion. I sådanne off-grid HPP’er
er manglen på en dominerende spændingskilde og den høje andel af fluk-
tuerende vedvarende energi og variabelt forbrug udfordrende for kontrol-
systemet, som både skal sikre stabil, pålidelig, sikker og økonomisk anlægs-
drift.
Dette Ph.D.-projekt fokuserer på undersøgelsen af et konfigurerbart, skaler-
bart og modulært off-grid HPP-koncept, der inkluderer systemarkitektur,
styring, drifts strategier og realtids samspil, anlæggene imellem. Det speci-
fikke formål er at forbedre eksisterende og udvikle nye metoder til anlægs-
dimensionering, styringsdesign og -indstilling, effekt- og energistyring samt
styrings eftervisning. Et vigtigt bidrag for at højne state-of-the-art er at tage
en helhedsorienteret tilgang ved at undersøge den gensidige påvirkning af
de forskellige designfaser, som påkræves for at opnå et proof-of-concept på
anlæggets styringssystem.
I den første del fremlægges en overordnet liste med use-cases og de
nødvendige funktioner til drift af et HPP i henhold til specifikke forret-
ningsmæssige mål. Hoveddelen af arbejdet er helliget off-grid HPP’er, der
er designet til samfundsapplikationer i kW-skala og sammensat af vind-
møller, solceller, batterisystem og dieseldrevne generatorer. Samlet set er de
udviklede værktøjer og metoder i denne afhandling egnede til større anlæg
og ændringer i anlægsporteføljen, ydelseskrav eller net-tilslutningen.
En ny metode til konfigurering af produktions- og lagringsmoduler samt
et skalerbart anlægslayout baseret på det estimerede behov foreslås. Di-
mensioneringsalgoritmen indbefatter både aktive og reaktive effektbegræn-
sninger såvel som de forekommende effekttab. Arkitekturens overholdelse
af avancerede overstrømsbeskyttelsesteknikker vurderes ved hjælp af en
post-fejlanalyse på et benchmark HPP.
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Et væsentligt bidrag fra dette projekt er en modelbaseret designproce-
dure, der indeholder de nødvendige byggesten til at opnå et stabilt strøm-
styringssystem. Der gives en praktisk retningslinje for dynamisk modeller-
ing af anlægskomponenter, der anvender avancerede styringsmekanismer,
og den modulære sammensætning til en samlet HPP-model. Diskrete til-
standsmodeller er udviklet parallelt for at (i) verificere den lineariserede
systemrepræsentation, (ii) udføre omfattende undersøgelser af både små-
signal og stor-signal stabilitet, (iii) designe og parameterisere spændings-
og frekvens kontrolsystemet i alle forventelige driftstilstande, (iv) vurdere
styringsalgoritmer gennem accelererede offline simulationer samt realtid
hardware-in-the-loop (RT-HIL) test.
En driftsstrategi, der er baseret på at følge lasten i systemet, er forbedret
ved at medtage usikkerhederne omkring vedvarende el-produktion og lastefter-
spørgselen. Påvirkningen af forskellige forudsigelsesintervaller på de resul-
terende systemomkostninger er vurderet.
En passende effektfordelingsfunktion er udviklet ved at medtage drifts-
planerne og båndbredden for spænding og frekvensregulatoren. Den fores-
låede algoritme er robust over for ændringer i anlægslayout og netparame-
tre. Resultaterne viser dens evne til at kompensere for variationen i ved-
varende el-produktion ved korrekt at fordele den aktive og reaktive effekt
mellem de tilgængelige enheder og opretholde batteriets ladetilstand inden
for designgrænserne.
Den driftsmæssige ydeevne for HPP’er, der kører off-grid, under N-1-
hændelser er undersøgt. En nødkontrolfunktion er designet til den cen-
trale koordinering af belastning og produktions frakobling for at forhindre
systemsammenbrud. Implikationerne af pålidelig anlægsdrift på den indle-
dende systemdesignfase er eksemplificeret.
Interoperabiliteten af kontrolsystemet er demonstreret ved hjælp af en
state machine baseret arkitektur, der beskriver koordineringen imellem forskel-
lige effekt- og energistyringsfunktioner under normale og unormale drifts-
forhold. Slutteligt er kontrolverifikation gennem en RT-HIL testplatform
med tilhørende kommunikationsinfrastruktur undersøgt. Et udvidet 24-timers
testscenarie undersøger virkningen af vedvarende effektudsving på batteri-
cykling, hvilket igen påvirker dens levetid og de deraf følgende systemomkost-
ninger.
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1I N T R O D U C T I O N
1.1 background
The global energy transition has reached a point where renewable energy
sources (RES) start to dominate the power generation portfolio in numerous
power systems. Non-negligible penetration levels of wind and solar power
have stimulated discussions on combining multiple RES and energy storage
to construct so-called hybrid power plants (HPP) to balance the available en-
ergy capacity and to support the stability of the power system [1, 2, 3, 4].
A major interest of HPP developers in large interconnected power systems is
to ensure the profitability of RES by adjusting to time-varying energy pric-
ing and enabling to enter new markets by complying with increasingly de-
manding grid codes [2, 3]. The hybridization of power generation assets
is becoming equally relevant in areas in the world without existing power
system infrastructure, where a significant trend is expected towards decen-
tralized solutions in isolated microgrids (IMG) to electrify rural and remote
areas [1, 5, 6]. Here, the associated value proposition of HPPs is to defer in-
vestments in the electrical grid infrastructure and to substitute costly diesel
generation by sustainable and eco-friendly power supply solutions.
1.1.1 Wind-Based Hybrid Power Plants
The academic and industrial society has not yet agreed on a clear definition
of the term HPP. Based on the suggestions in [1] and [7], this PhD project
attempts to define a HPP as a physically coupled power-generating facility that
converts primary energy into electrical energy and which consists of more than one
energy resource or storage modules and operates in ’stand-alone’ or ’grid-connected’
mode. In this context, it is distinguished between an on-grid HPP as a grid-
integrated unit to serve the needs of the power system and an off-grid HPP
as a stand-alone turnkey solution, where the focus is exclusively laid on the
power supply to local consumers (Fig. 1.1).
Wind-based on-grid HPPs are typically complemented by either photo-
voltaic systems (PVS) or hydro power [1]. The combination of wind turbines
(WTGs) and pumped-storage hydroelectricity offers the potential of balanc-
ing wind fluctuations to deliver a more stable power output [8]. Wind-PV
power plants have a promising perspective due to their complementary na-
ture in many regions in the world [1, 2]. Here, the main advantages are an
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enhanced capacity factor, less volatile power generation and reduced devel-
opment, capital and operation expenses as compared to individual wind or
PV power plants [1, 3].
On‐Grid Off‐Grid
Power 
system
Local
consumers
G
Hybrid Power Plant
Figure 1.1: On-grid and off-grid hybrid power plants
These benefits are further strengthened by augmenting wind-PV power
plants with storage. A higher degree of plant dispatchability enables to re-
duce situations of power curtailment, increases the capability to participate
in energy and power balancing markets, and to offer multiple ancillary ser-
vices to the system operator [1, 3]. Electrochemical storage, i.e. battery en-
ergy storage system (BESS), is currently most suitable for the desired power
and energy applications in HPPs due to a configurable power-to-energy
ratio, high round-trip efficiency and steadily decreasing cost [9, 2]. Chemi-
cal storage, i.e. electrolyzer-fuel cell system, offers similar charge/discharge
characteristics, however, at lower round-trip efficiency and higher system
cost. The feasibility of mechanical (e.g. flywheels) and electrical (e.g. su-
percapacitors) storage technologies is limited to power applications due to
short charge/discharge durations [9].
Currently, already several dozens of on-grid wind-PV power plants with
or without storage are in operation or under development. The potential
market volume has not yet been predicted, but many countries aim to in-
crease the number of hybrid projects, e.g. by adapting their energy market
framework like in India. [1]
In wind-based off-grid HPPs, the complementarity effect of wind and so-
lar resource is equally beneficial where energy storage is a crucial facilitator
to maximize renewable penetration [5]. Both energy and power storage ca-
pacities are required to balance out the daily profile of RES generation and
load demand as well as to react to sudden wind speed changes, cloud move-
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ments or demand fluctuations. Usually, another form of dispatchable gen-
eration is necessary to supply the local demand during periods of low RES
availability [5]. The accessibility to dispatchable resources (hydro, diesel,
gas, biofuel) is very site-dependent [10]. So far, most existing IMGs have
been predominantly supplied by diesel generators which need to allow for
logistics and storage of fuel [11]. HPPs are a cost effective approach to re-
duce fuel and operational cost as well as to lower the greenhouse gas emis-
sions to increase the chances of meeting environmental and emissions reg-
ulations [11, 12, 13]. Moreover, the control objectives of an off-grid HPP
(e.g. power availability, power quality) are adaptable to the actual consumer
needs. By allowing demand curtailment during low wind speed and solar
irradiance, the installed generation capacity and hence the levelized cost of
energy (LCOE) can be reduced compared to a base case with 100 % security
of supply [5, 11, 14].
A significant target group for kW-scale off-grid HPPs is rural or island
communities who pursue access to the local power supply as an alternative
to large up-front investment cost of main-grid extensions. Another potential
application of HPP turnkey solutions is to increase the system resiliency in
community areas that are prone to weather-related outages of the existing
power system, as it was the case in Puerto Rico in 2016 [15].
MW-scale off-grid HPPs are suitable for military, commercial or industrial
applications (e.g. coal mines, pulp mills, cement kilns) that are located in se-
cluded areas and require high reliability. Here the typical demand capacity
is 5 - 100 MW, potentially up to 400 MW [6, 16].
The off-grid market has been largely dominated by PVS, diesel and stor-
age [10, 11, 17]. However, many rural communities around the world (e.g.
in Kenya, North and Latin America) are blessed with a high wind poten-
tial, which has not yet been exploited by far due to barriers related to cost,
installation and maintenance of WTGs [18, 19, 20].
1.1.2 Isolated Microgrids
A primary focus of this PhD project is laid on kW-scale off-grid HPPs, the
application of which is further specified subsequently. The IEC 62257 stan-
dard defines an IMG in remote areas as a rural electrification system which
is designed “to supply electric power for sites which are not connected to a
large interconnected system, or a national grid, in order to meet basic needs”
[21]. IMGs can have three basic topologies, as illustrated in Fig. 1.2: individ-
ual electrification systems (IES) for single users, collective electrification systems
(CES) for multiple users and electrification clusters using both IESs and CESs.
IESs are typically found in sparsely populated regions and are designed
for single residential (e.g. household, hotel, resort), commercial (e.g. tele-
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com tower) or agriculture applications. Such stand-alone systems are in the
full responsibility of the facility owner, the prosumer. The peak load and
average energy consumption remain below 15 kW and 100 kWh/day, re-
spectively [5]. It incorporates a production subsystem consisting of multiple
distributed energy resources (DER) and a demand subsystem, which are
connected to a point of common coupling (PCC), as shown in Fig. 1.2.
Demand 
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Subsystem
Demand 
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PCC
Production 
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Load 
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Single 
load
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Individual Electrification 
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Collective Electrification 
System (CES)
Electrification Cluster
LV/MV
MV/LV
Plant operator Consumers
Prosumer
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Plant operator & 
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Prosumer
Consumer  
System operator
CES
IES
PCC
DER
DER
...
DER
DER
...
DER
Legend:
Topology
Actor
Subsystem
Figure 1.2: Typical system topologies of various isolated microgrids
CESs are appropriate for higher densely populated areas such as rural
villages [21]. The load demand in CESs depends on the size of the com-
munity and the present consumer classes, i.e. residential, commercial (e.g.
shop, small enterprise) and small industrial (e.g. desalination plant, water
pump) [5]. Based on existing rural communities in developed and devel-
oping countries, the expected peak load and energy consumption are es-
timated between 15-1000 kW and 100-5000 kWh/day, respectively [18, 20].
Globally, many rural communities are found in regions with high wind
and/or solar potential, which makes them attractive for the deployment of
off-grid HPPs. It is foreseen that a single entity, the plant operator, is respon-
sible for the generation and distribution of power to the community centre,
where one or several load feeders are connected to the PCC (Fig. 1.2). The
electrical infrastructure of a distribution subsystem might be required if site
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restrictions do not allow direct coupling of DERs. Potential reasons could
be natural resource requirements for some DERs, i.e. wind conditions and
exposure to solar irradiance, or space limitations in the community. Thus,
some DERs may have a distinct point of connection (PoC) within the off-grid
HPP (Fig. 1.2).
The electrification progress suggested in [21] may eventually lead to the
interconnection of IESs and CESs, depending on their spatial distribution
and demand growth. Such electrification cluster (Fig. 1.2) requires a system
operator for power distribution to enable the connection of further DERs and
rural consumers. This category of IMG also applies to rural towns or small
islands with maximum peak load and consumption levels of 10 MW and 50
MWh/day, respectively [5]. In some circumstances, it may be desirable in
the future to connect these electrification clusters to a larger power system
(> 10 MW), i.e. the national grid [22]. An off-grid HPP with the potential
to become part of an interconnected power system at a later stage will have
the ability to switch between isolated and grid-connected mode, what makes
them more resilient to power system failures [23].
The categories of the described IMGs are summarized in Tab. 1.1. Feasible
WTG sizes are typically classified as small (< 10 kW), medium (10 - 250 kW)
and large (> 250 kW) [24]. The primary focus of this PhD project is laid on
CESs with medium size WTGs to investigate wind-based HPP solutions for
off-grid community applications.
Table 1.1: Categories of isolated microgrids
Type Peak load
[kW]
Demand
[kWh/day]
Application WTG size
Individual
electrification
system
≤ 15 ≤ 100 Single user (e.g.
residential,
telecom)
Small (< 10 kW)
Collective
electrification
system
15− 1000 100− 5000 Community (e.g.
village, settlement)
Medium (10 - 250
kW)
Electrification
cluster
1000−
10, 000
5000−
50, 000
Utility (e.g. town,
island)
Medium or large
(> 250 kW)
1.2 project motivations and state-of-the-art
The off-grid HPP represents a single controllable system that is independent
of the supporting power system infrastructure, assets and operational guide-
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lines, which are typically available for on-grid plant solutions. For this rea-
son, it is essential to consider the overall configuration architecture, which
entails the installed capacity, the devices location and the control and op-
erational strategies, to ensure system reliability, security and stability [25].
In addition, the deployment of HPP turnkey solutions involves multiple ac-
tors (Fig. 1.2) having different roles and value propositions to be addressed
[1, 3]. It is suggested in [25] to aim the configuration architecture at the con-
sumer’s needs being the primary user in off-grid HPPs. However, a plant
may eventually be part of the interconnected power system, where the roles
of system operator and energy market participants become relevant to en-
sure grid code compliance and obtain additional revenue streams. So far,
no study is found that identifies the potential HPP use cases from an archi-
tectural viewpoint, involving all actors’ business targets and the required
control functionalities. This is one of the initial concerns of this PhD work.
The first stage of architecting an off-grid HPP is generation capability
planning [26]. Most of the research activities in this area have focussed on
techno-economic assessments to determine the generation capacities of a
specific DER portfolio based on a given load demand profile [12, 13]. No
study has focused on a modular approach for configuring a wind-based
HPP with other RES and dispatchable DERs. Typically, only the active power
and energy capacity limits of DERs are considered as technical constraints.
Only one study [5] investigates the required reactive power demand, which
is proven to affect the optimal system configuration. Here, a generic system
topology is considered where all DERs and loads are directly interfaced
at the PCC. However, it is anticipated in wind-based HPPs that a distribu-
tion subsystem is required to connect WTGs (Fig. 1.2). The involved power
losses and electrical infrastructure yield in additional constraints and cost
to the optimal sizing problem. Furthermore, the sizing problem is highly as-
sociated with the selected operational strategy that influences the lifecycle
costs, mainly due to battery cycling and fuel consumption. The operational
strategy is a set of rules used to schedule ahead dispatchable DERs. Its
assessment requires representative profiles for the renewable resource and
consumers, the quality of which plays an important role. The associated un-
certainties in historical data sets, on the one hand, can have a significant
impact on determining the cost-optimal system configurations [27]. On the
other hand, it is necessary to allow for the stochasticity of renewable power
and load demand to schedule dispatchable DERs, which directly affects the
lifecycle costs [28]. Stochastic modeling and optimization has been proposed
for sizing and scheduling in off-grid HPPs [5, 29]. However, the presented
methods are based on theoretical models of the renewable resource and lack
implementation and verification through actual data sets. Another issue typ-
ically not addressed in sizing studies for off-grid HPPs is the required fault
current capability to ensure clearing of faulted conditions [26]. Notably, the
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operation without synchronous generation is problematic, as the fault cur-
rent contribution by inverter-based DERs is limited [30]. The present PhD
work seeks to include all above-mentioned concerns and to advance the
state-of-the-art by developing methods for configuring a modular and scal-
able HPP architecture from a techno-economic viewpoint.
In the next stage, small-signal and large-signal stability studies are re-
quired to ensure voltage and frequency regulation in the HPP [30]. The con-
trol objectives are different in off-grid mode as compared to on-grid mode.
In off-grid conditions, the plant assets are responsible for generating the
voltage amplitude and frequency. The required active and reactive power
demand needs to be shared evenly both during normal and contingency
operation, in accordance with the ratings and technical capabilities of the
DERs [31]. There are many reviews and developments of control strategies
which are categorized in centralized and decentralized control architectures
[26, 32, 33, 34]. The choice of either option for off-grid HPPs depends on nu-
merous aspects, the completeness of which has not been addressed in recent
research activities: Firstly, the plant control system shall be capable of con-
trolling different state-of-the-art DER technologies and adjusting to changes
in performance requirements, e.g. if the HPP becomes grid-connected [35].
One particular challenge is the robust tuning of voltage and frequency con-
trol for various operating points, when particular units are out of service for
economic or maintenance reasons or if additional units are added. A suit-
able and practical design approach to tackle this problem is not found in
the literature. Secondly, a significant challenge in wind-based off-grid HPPs
is high power variability, which can lead to unsuccessful power sharing be-
tween DERs and thereby to system instabilities, if the individual unit capac-
ity limits are reached [31, 36] . For this reason, the reserve allocation requires
a runtime power dispatch function [37] which need to be well-coordinated
with other plant control functions, i.e. V/f control and DER scheduling.
Thirdly, there is a strong voltage-frequency coupling in off-grid HPPs due to
low X/R ratio in low voltage (LV) grids and the voltage-sensitive load con-
sumption [31]. Hence, the conventionally decentralized schemes for load
and generation shedding, which are based on frequency sensing only, may
not perform adequately to avoid system blackout after severe N-1 contingen-
cies [38]. The control architecture and solutions derived in this PhD work
seek to address these challenges by facilitating system stability and reliabil-
ity in all feasible operating points of an off-grid HPP.
According to Horizon2020, a proof-of-concept requires both “analytical
studies and laboratory-scale studies to physically validate the analytical
predictions” [39]. Power and energy management platforms are required
to implement the previously discussed HPP control features. In wind-based
HPPs, which are characterized by highly volatile power production, it is nec-
essary to obtain real-time (RT) status information of the plant components
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and timely perform coordinated actions across the plant area. The physical
distribution of applications depends on the envisaged control architecture
(centralized or decentralized), which in turn indicates what and how infor-
mation between components is exchanged [32, 33, 34]. An information and
communication technology (ICT) system is required to ensure reliability, se-
curity and stability of the entire HPP system [25]. Different options exist
for testing the plant control system in a laboratory setting, depending on
the desired test fidelity and coverage [35, 40]. A few publications have pro-
posed suitable RT hardware-in-the-loop (HIL) platforms for off-grid HPPs
[40, 41]. However, most of the proposed control strategies presented in the
literature were evaluated through off-line simulation studies where interop-
erability related aspects such as communication delays were not addressed.
This PhD work attempts to fill this research gap by determining the commu-
nication requirements for the involved control functions and to investigate
the RT implementation of the entire plant control system.
1.3 project hypotheses and objectives
1.3.1 Project Hypotheses
Given the previous information, the following two hypotheses are formu-
lated in this thesis:
hypothesis 1 . A configurable and scalable concept for off-grid HPPs can
be obtained - including the system architecture, control and operational
strategies and RT interoperability. A modular approach is chosen to support
these intentions.
Scalability of the HPP concept is essential for real applications, where
the load capacity is site dependent (Tab. 1.1) and may grow over the years.
In this context, it is necessary to design a modular and configurable solu-
tion in order to enable an off-grid HPP to expand in the future by adding
new generation and storage units. Moreover, the control system shall allow
reconfiguration, robust operation and adaption to modifications in the op-
erating environment, e.g. changes in performance requirements or changes
in the operating state or grid interconnection of the HPP.
hypothesis 2 . A holistic analysis of the off-grid HPP architecture is re-
quired to identify and sequence the necessary stages that ensure stable, reli-
able, secure and economical plant operation.
It is noted that the present literature has considered a large part of the
required system studies in IMGs, i.e. generation capability planning, load
flow, short-circuit and stability analyses [26]. However, it remains unclear
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how to conduct and harmonize those studies from a unified viewpoint to
achieve a proof-of-concept on the HPP controller. The physical characteris-
tics of off-grid systems and the need for low-cost solutions impose particular
challenges in ensuring system stability, reliability, security as well as prof-
itability, the mutual interference of which is foreseen a critical factor to be
addressed.
1.3.2 Objectives
The outlined challenges in Section 1.2 and the given hypotheses lead to the
following major objectives of this PhD work:
1. Investigation of feasible system architectures for off-grid HPPs includ-
ing topology and installed capacity for estimated load demands and re-
quired supply security levels
It is necessary to examine feasible generation and storage capacities as well
as the electrical balance-of-plant (EBoP) to adjust active and reactive power
flows according to load variations. The first goal is to develop further exist-
ing methods into a comprehensive simulation model by carefully selecting
unit constraints and assumptions to achieve a cost-optimized HPP. Further-
more, system security is taken into consideration by investigating the va-
lidity of a configured plant to comply with state-of-the-art protection tech-
niques.
2. Development of methodologies to design control algorithms and strate-
gies for power and energy management during normal and contingency
operation
A vital element of the off-grid HPP is a configurable control system and
operational strategies which must be able to adapt to changes in DER oper-
ating states, i.e. when units are out of service or supplemented with other
units. The second goal is to propose feasible control architectures, design
and tuning procedures and algorithms by taking into account the techni-
cal capabilities and physical characteristics of the individual DERs and the
forecasted renewable power generation and load demand. Therefore, it is re-
quired to develop adequate models that can be used for both control design
and performance verification.
3. Analysis of control system interoperability and validation of proposed
control algorithms using a RT-HIL test setup
Once the first two goals have been obtained, it is of importance to investigate
the interoperability of the HPP control system to achieve an experimental
9
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proof-of-concept. The final goal is to implement the developed models and
control algorithms into a dedicated controller test platform to assess the
validity of the plant control system by taking into consideration RT control
and the involved ICT properties.
1.4 scope of the work and limitations
At the beginning of this thesis, control and operational use cases for generic
on-grid and off-grid HPP architectures are identified and mapped to an
interoperability framework. However, the core work in this project is dedi-
cated to off-grid HPPs without grid interconnection. The investigated IMGs
are characterized by distinct production, distribution and demand subsys-
tems (CES in Fig. 1.2). Community applications with demand capacities in the
range of 15 - 1000 kW are considered. Yet it is intended that the tools and
methodologies developed in this work will be valid beyond that range. Elec-
trification clusters with arbitrarily dispersed producers and consumers are
not in scope.
The generation is centred on WTGs which will typically be supplemented
with PVS, taking advantage of the complementarity of wind and solar re-
source. The type-4 full-scale converter interface is state-of-the-art, even for
medium size WTGs, and considered in this study. Lithium-Ion based BESSs
and diesel-powered gensets are applied to utilize the surplus electricity in pe-
riods, where WTGs and PVS produce more electricity than needed, and to
ensure the supply in periods with low or zero wind and solar generation. It
is anticipated that other DERs can be incorporated in the developed work
frame to enable a flexible and configurable concept.
In this PhD project, a representative rural community in Africa is used
as an example for off-grid HPPs with abundant wind and solar penetration.
Representative time-series for renewable resources were supplied during
the project by Vestas, Aalborg University and the National Renewable En-
ergy Laboratory. Consumption data were obtained employing a load profile
generator developed by the authors in [42].
In this project, power and energy management strategies on plant level
are proposed by utilizing state-of-the-art DER control functions. System
restoration procedures are briefly discussed. However, the development of
black start functionalities requires completely different methods in control-
ling DERs. This is not approached in the present work.
In this work, a post-fault analysis is conducted to assess the validity of the
proposed system configuration with regards to fault current handling. How-
ever, the investigation of protection coordination in off-grid HPPs requires
a detailed analysis of the actual fault detection and isolation mechanisms
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and in-depth modeling of protection equipment. This topic falls outside the
scope of this thesis.
It is admitted that loading in off-grid HPPs is typically unbalanced. Yet
this project makes an effort to design control algorithms for a symmetric
plant representation which, if necessary, can be further expanded outside
this work to address severe load imbalances.
This thesis does not examine control strategies for consumers to actively
change their electricity usage patterns - commonly referred to as demand
response.
The focus is laid on generation, distribution and consumption of electrical
power. This project does not investigate mechanisms of converting electric
energy, e.g. into heat, clean water, fertilizers or fuels - commonly referred to
as power-to-value.
1.5 project contributions
The main contributions of this PhD work related to off-grid HPPs are listed
below:
• Systematic procedure of defining fundamental and innovative use cases
and the necessary functionalities for plant utilization (on-grid and off-
grid) according to identified business targets
• Novel approach for modular and scalable system configuration that
incorporates the plant’s electrical infrastructure and the reactive power
demand
• Practical procedure for the development of a plant dynamic model
that is suitable for control design, tuning and verification
• New methodology for designing and tuning a stable and configurable
power management system
• Proposal and development of power and energy management strate-
gies that allow for power variability and forecast uncertainty in wind-
based HPPs
• Comprehensive validity analysis of proposed configuration architec-
ture with regards to fault current handling and N-1 contingencies
• Proof-of-concept on the entire plant control system by using a suitable
RT-HIL test platform
11
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1.6 project workflow
The pursued workflow in this thesis is illustrated in Fig. 1.3. In this figure,
the major topics addressed in the individual chapters are classified based on
two factors: (i) investigation focus and (ii) type of required models. During
the thesis, it is revealed that the outcome of a particular topic may influence
previously obtained results and assumptions. The observed feedback loops
are denoted in Fig. 1.3 and are explained in the respective chapters.
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Figure 1.3: Work flow for reaching the proof-of-concept
1.6.1 Thesis Outline
A distinct state-of-the-art review introduces each of the topics addressed in
Chapters 2 - 8, after which the individual scope of work and, if appropriate,
some research questions are outlined.
chapter 2 presents a comprehensive approach to the development of
on-grid and off-grid HPP architectures. The first stage of designing an inter-
operable HPP system is established by developing the business layer. Opera-
tional use cases are identified and mapped according to business objectives.
A set of functions and services necessary to realize individual use cases is
outlined.
chapter 3 investigates configuration architectures in off-grid HPPs in-
cluding system topology, EBoP and installed DER capacities. A scalable
system topology is proposed, and an advanced optimization algorithm is
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developed that enables sizing of all individual subsystems on a modular ba-
sis. The subsystem models required for a deterministic scheduling approach
and the cost calculations are briefly described. A set of assessment studies
evaluates the performance of the developed algorithm.
chapter 4 deals with a model-based design method that includes the
necessary building blocks to achieve a stable voltage and frequency control
system. A modular approach is presented for the development of linearized
models which are verified by time-domain simulation models. A systematic
and complete small-signal stability assessment is conducted. A practical de-
sign and tuning procedure for the voltage and frequency control system is
proposed.
chapter 5 further develops the operational scheduling algorithm de-
scribed in Chapter 3 by including forecast uncertainties. A practical solution
is suggested by applying variability metrics for renewable power prediction.
The impact of prediction intervals on the plant’s operational cost is assessed.
A new method of designing a dispatch algorithm for active and reactive
power coordination is proposed by allowing for the bandwidth of the volt-
age and frequency control system. The performance is evaluated through
time-domain simulation studies.
chapter 6 investigates the validity of the configured HPP in order to
comply with the requirements for overcurrent protection. A static short-
circuit (SC) analysis is conducted comprehensively by taking into account
all potential fault types and locations as well as various plant’s operating
conditions.
chapter 7 deals with control strategies during system contingencies to
maintain stable plant operation. The plant’s behaviour during potentially
critical N-1 events and the associated DER connection requirements are an-
alyzed. A new method for emergency control coordination to avoid system
blackout is proposed and its performance evaluated. Potentially necessary
adjustments of initially configured subsystems are explained.
chapter 8 addresses the interoperability of the HPP control system to
achieve an experimental proof-of-concept. Various options for the physical
distribution of control hardware and their communication interfaces are pre-
sented. A state machine-based architecture is proposed to describe the inter-
relation between various functions as part of an automated plant control
system. A set of case studies is performed on a RT-HIL test platform to as-
sess the validity of the plant controller according to technical and economic
criteria.
13
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chapter 9 summarizes and concludes the PhD research and outcomes.
Furthermore, some perspectives on the use of this work are given. Future
research directions are suggested.
1.6.2 Methodologies and Tools
The studied topics in this work require a broad range of methodologies and
tools which are listed in association with Fig. 1.3.
• Design model: Optimization algorithms are developed in MATLABr
and verified in HOMER Pror to the allowable extent.
• Conceptual model: The interoperability framework is established uti-
lizing the SGAM Toolbox in Enterprise Architect.
• Static models: SC studies are performed in DIgSILENT
PowerFactoryr. DER scheduling and load flow algorithms are devel-
oped in MATLABr.
• Dynamic models: Analytical methods for stability assessment and con-
trol tuning are developed in MATLABr. Numerical simulations are
performed in Simscape ElectricalTM.
• Controller-HIL (CHIL) testing: Discrete time-domain models are im-
plemented into Opal-RT’s toolbox eMEGASIMTM which facilitates RT
simulations in electromagnetic transient (EMT) domain. Plant control
algorithms are distributed among an industrial controller from Bach-
mann Electronics GmbH and a Simulink Desktop RealTimeTM platform.
It should be noted that the core algorithms for control design, tuning and
verification are developed in MATLAB/Simulinkr based toolboxes.
1.7 publications and patent applications
1.7.1 Publications
All publications related to this PhD project are freely accessible online. The
respective hyperlinks are given below. Parts of this PhD work have already
been presented in publications A., B., C. and E., which are referenced through-
out this thesis.
a. Petersen, L.; Iov, F.; Tarnowski, G.C.; Gevorgian, V.; Koralewicz, P.;
Stroe, D.-I., “Validating Performance Models for Hybrid Power Plant
Control Assessment”. Energies 2019, 12, 4330.
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b. Petersen, L.; Iov, F.; Tarnowski, G.C., “A Model-Based Design Ap-
proach for Stability Assessment, Control Tuning and Verification in
Off-Grid Hybrid Power Plants”. Energies 2019, 13, 49.
c. Petersen, L.; Iov, F.; Tarnowski, G.C.; Carrejo, C., “Optimal and Mod-
ular Configuration of Wind Integrated Hybrid Power Plants for Off-
Grid Systems”. In Proc. of the 3rd International Hybrid Power Systems
Workshop; Energynautics: Tenerife, Spain, 2018.
d. Petersen, L.; Borsotti-Andruszkiewicz, R.M.; Tarnowski, G.C.; Hessel-
bæk, B.; Martinez, A.; Steggel, N.; Osmond, D., “Vestas Power Plant
Solutions Integrating Wind, Solar PV and Energy Storage”. In Proc.
of the 3rd International Hybrid Power Systems Workshop, Tenerife,
Spain, 8–9 May 2018.
e. Petersen, L.; Iov, F.; Tarnowski, G.C.; Carrejo, C., “Assessment Studies
regarding the Optimal Sizing of Wind Integrated Hybrid Power Plants
for Off-Grid Systems”. In Proc. of CIRED Workshop on Microgrids
and Local Energy Communities; CIRED: Ljubljana, Slovenia, 2018.
f. Petersen, L.; Iov, F.; Tarnowski, G.C.; Raghuchandra, K.B., “Method-
ological Framework for Stability Analysis, Control Design and Ver-
ification in Hybrid Power Plants”. In Proc. of the 4th International
Hybrid Power Systems Workshop, Crete, Greece, 22–23 May 2019.
A list of other papers published during the PhD project period is given in
App. A.
1.7.2 Patent Applications
1. Integrated Hybrid Power Plants for Off-Grid Systems. Pending public
disclosure
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2H Y B R I D P O W E R P L A N T U S E C A S E S
As stated in Section 1.2, the deployment of turnkey HPPs involves multiple assets
and actors and, thus, requires interoperable solutions that are drawn up from a
holistic viewpoint. This chapter presents a comprehensive approach for the develop-
ment of HPP architectures based on the Smart Grid Architecture Model (SGAM)
and its suggested use case methodology. An introduction to the SGAM framework
is given in Section 2.1. The scope and limitations of this chapter are further spec-
ified in Section 2.2. A business case (BC) overview for on-grid and off-grid HPPs
is presented in Section 2.3 by identifying the involved actors and targets of plant
utilization. Subsequently, a set of operational use cases is derived and outlined in
Section 2.4. The SGAM framework intends to describe such use cases from an ar-
chitectural viewpoint, involving functions, information exchange, communication
protocols and components. The anticipated functions and services are identified and
described in general in Section 2.5. Finally, an outlook is given to the use cases that
will be designed in this project to achieve a proof-of-concept (Section 2.6).
2.1 introduction
Interoperability is considered as one of the key enablers of smart grid tech-
nologies such as HPPs due to the presence of various DERs and needs of
multiple stakeholders [43]. According to the IEC 61850 standard for Commu-
nication networks and systems for power utility automation [44], interoperabil-
ity is described as the ability of multiple systems to exchange information
and apply that information for correct cooperation. In other words, if sys-
tem A and system B can perform a specific function cooperatively by using
exchangeable information, they are interoperable. A multi-layer analysis is
essential to design, implement and manage interoperable plant technologies
in the existing energy landscape [45]. In this context, the SGAM framework
defines different interoperability categories which are represented by five
abstract layers [43]. They are shown and explained in Fig. 2.1. Each of the
described interoperability layers is developed in the so-called SGAM plane
which covers various domains and zones. The domains are physically re-
lated to the power system structure and are classified according to the tra-
ditional energy conversion chain. They are described in Tab. 2.1.
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Figure 2.1: SGAM framework. Modified from [43]
Table 2.1: SGAM domains. Modified from [43]
Domain Description and examples
Generation Large scale HPPs – typically connected to the transmission system
Transmission Infrastructure required to transport electricity over long distances
Distribution Infrastructure required to distribute electricity from producers to
consumers
DER Distributed electrical resources directly connected to the distribution
system, i.e. small/medium scale HPPs
Customer
Premises
Consumers/prosumers, i.e. industrial, commercial and residential
facilities, micro-scale generation, e.g. household PVS and WTG
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The zones express the hierarchical levels of power system control and
management and are described in Tab. 2.2 [43]. The idea behind defining
distinct zones is related to the concept of aggregation and functional sepa-
ration:
• Data from the field zone can be aggregated in the station zone to re-
duce the amount of data to be processed in the operation zone (data
aggregation). Multiple DERs can form a plant station (spatial aggrega-
tion).
• RT critical functions are located in the field and station zone (e.g. me-
tering, protection, plant automation), while less time-critical functions
(e.g. energy management, plant monitoring) are typically placed in the
operation zone. Commercial services and activities are located in the
enterprise and market zone.
Table 2.2: SGAM zones. Modified from [43]
Zone Description
Process Physical, chemical or spatial transformation of energy (e.g. wind, solar
irradiance) and the physical equipment directly involved (e.g. generators,
converters, transformers, circuit breakers, cables, loads, any kind of
sensors and actuators which are directly connected to the process)
Field Equipment to protect, control and monitor the processes, e.g. protection
relays, generator and converter controllers. Any kind of intelligent
electronic device (IED) which acquires and uses process data
Station Areal aggregation level for field zone, e.g. data concentration, functional
aggregation, plant control and automation
Operation Power system control operation, e.g. energy management systems (EMS),
microgrid management, supervisory control and data acquisition
(SCADA)
Enterprise Commercial and organizational processes, plant owner infrastructure,
utilities, forecast providers, aggregators, energy traders, operation &
maintenance services, end-customer relation management, billing
Market Operations in wholesale, capacity and power balancing markets
2.2 research scope and limitations
Recent publications on HPPs have described only specific control applica-
tions and without explicitly elaborating their interrelation and placement
in various hierarchical zones [4, 46]. A structured view on the overarching
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business and use cases is missing, too. The primary scope of this chapter
is to establish the first stage of architecting an interoperable HPP system
by developing the business layer. The purpose is to identify and map use
cases for plant operation as well as the associated business goals (BGs), as it
lays the basis for further development of the HPP platform [45]. The work
is split into two steps:
• Business layer development: An empirical study on the actor’s targets
with regard to reliable and profitable plant operation. The central actor
is the plant owner or operator (on-grid or off-grid) who is associated
with external actors.
• Use case definition: An overview of potential high-level use cases
which are invoked to achieve particular business objectives.
The secondary scope is to draft the function layer. A set of functions and
services is outlined and mapped across all SGAM zones (Tab. 2.2). Those
identified functions are considered necessary to realize individual use cases.
The following limitations shall apply for the work in this chapter:
• It is admitted that the very first step would be to conduct a thorough
best-value analysis to generate an acceptable return on investment for
the HPP owner. The applied model helps to identify the potential BCs,
however, it does not include investment cost, revenue and other quan-
tifiable factors supporting a business decision.
• A detailed description and specification of all functions is not in scope
of this chapter but will be given throughout this thesis. The develop-
ment of component, function, information and communication layers
is carried out later in Chapter 8.
2.3 business case overview
In the first step, a general BC overview for HPP utilization is presented. The
BC model proposed in [43] is applied, and the outcome is illustrated in Fig.
2.2a. The focus of this task is to identify:
• involved business actors (BAs);
• BGs which a BA depends on;
• individual BCs that are used by a BA in order to realize a certain BG.
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Figure 2.2: Business case overview for hybrid power plant operation
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Various BCs can be associated with each other. The BC overview in Fig.
2.2a distinguishes between off-grid and on-grid HPPs. The orange area of
the figure is valid for HPPs in general, while the blue area refers to on-grid
HPPs only. The involved BAs are plant operator, consumer, system operator
and market participant who can be interrelated with each other. A market
participant is someone who engages in transactions in wholesale markets
(day-ahead/intra-day), capacity market or power balancing market.
The connections are exemplified for the BC to provide reliable plant oper-
ation which is used by the plant operator. The BGs to be realized are twofold:
Firstly, to ensure the security of supply for end-consumers in off-grid mode
and, secondly, to fulfil grid connection requirements in on-grid mode. The
associated BC of the system operator is to ensure reliable, secure and stable
power system operation. Plant and system operator are interrelated via a
grid connection contract.
Each BC invokes a set of operational use cases which are identified in Fig.
2.2b and explained in the following section. The plant operator’s BCs and
the invoked use cases are summarized in Tab. 2.3.
Table 2.3: Business cases and use cases of hybrid power plant operators
Business case Related use cases
Provide reliable
plant operation
Black Start, Power Quality, System Resiliency, System Protection
Provide grid
services
Voltage and Reactive Power Support, Frequency Support, Synthetic
Inertia, Power Oscillation Damping, Power Gradient Reduction,
Congestion Management, Black Start, Capacity Firming
Provide economical
plant operation
Power-To-Value, Load Following, Loss Reduction, Energy Tariff
Independence, Demand Response, Capacity Firming
Provide energy
services
Demand Response, Energy Market Operation
2.4 use case definition
In the next step, operational use cases are defined [43]. The following use
cases are valid for both on-grid and off-grid HPPs, yet particularly essential
to ensure reliable off-grid operation:
power quality The ability to maintain the voltage magnitude, frequency
and waveform within prescribed ranges at all nodes within the HPP. The
root mean square (RMS) value of the voltage waveform needs to be con-
tinuously regulated to maintain the normal operating range by reacting to
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voltage variations, swells, dips, unbalances, temporary overvoltages and un-
dervoltages. In the case of islanded operation, the value of the frequency
needs to be continuously regulated to maintain the normal operating range
by reacting to frequency excursions. A stable voltage and frequency control
system in the HPP is required. Another aspect of power quality is that volt-
age harmonic distortions and the value of rapid fluctuations in the voltage
are to be reduced below certain limits (Harmonic and flicker compatibility)
[47].
system resiliency The ability to continually adapt to changing condi-
tions and yet remain within critical thresholds [48]. It involves the capability
to maintain stable plant operation after contingency conditions, i.e. through
spinning reserves, generation curtailment and load shedding as a response
to unanticipated loss of HPP elements in islanded operation, or transition
to island mode in case a fault occurs in the power system.
system protection The ability to protect the HPP components from
faults such as electric SCs and to ensure stable operation by isolating faulty
components. It involves the availability of sufficient SC current capacity to
detect faults and the coordination of protection equipment to clear faults.
[49].
black start The ability to re-energize the plant internal system after
a blackout. Black start is defined as “the capability of recovery of a power-
generating module from a total shutdown through a dedicated auxiliary
power source without any electrical energy supply external to the power-
generating facility” [50]. Black start provision is mandatory in off-grid HPPs,
while on-grid HPPs may be requested to offer such service to the power sys-
tem in order to comply with grid connection requirements.
The subsequent use cases are applicable to on-grid HPPs only, as they
are associated with the provision of technical services to the power system
according to grid code requirements. Here, the required control functions
are designed to fulfil parameters at or beyond the plant’s PCC, i.e. V, f, P,
Q, which concern the operation of the external power system, while the use
case power quality addresses plant internal variables.
voltage and reactive power support The ability to provide reac-
tive power to the power system in order to continuously support the voltage
at or near the plant’s PCC. According to present grid codes, this functional-
ity is implemented by automatic voltage control, reactive power control or
power factor control [50].
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frequency support The ability to support the frequency of the power
system. The European Network of Transmission System Operators for Elec-
tricity (ENTSO-E) divides frequency services into frequency containment
reserve (FCR), frequency restoration reserve (FRR) and replacement reserve
(RR), based on individual purpose and considered time horizon [50].
synthetic inertia The ability to contribute to limiting the rate of
change of frequency (RoCoF) and frequency nadir in the power system. The
ENTSO-E characterizes synthetic inertia as the capability “to replace the
effect of inertia of a synchronous power-generating module to a prescribed
level of performance” [50]. Synthetic inertia is implemented by various func-
tionalities depending on the grid code [51]:
• Inertial response: This function refers to an active power change to
the RoCoF by releasing kinetic energy from the rotating mass of a
generator.
• Fast frequency support: This function refers to the fast-acting response
to a frequency change by varying the active power output.
power oscillation damping The ability of the HPP to host a power
system stabilizing function in order to attenuate power oscillations [50]. The
plant’s active or reactive power output can be modulated according to a
signal which corresponds to oscillatory power flow in the power system. The
studies in [52] demonstrate the improved capability of a storage augmented
wind power plant to provide FCR, inertial response and power oscillation
damping services due to the ability to both ramp up and down the active
power output with a fast time response [3].
power gradient reduction The ability to smooth power fluctuations
from RES generation. System operators usually specify minimum and max-
imum limits on active power ramp rates, since large conventional power
plants have limited capabilities for upward and downward regulation of
power [50]. The maximum gradient of wind and solar power output can be
limited by modulating the power output of the BESS [3].
congestion management The ability to eliminate the occurrence of
congestion in the power system [50]. Overloaded transmission lines located
adjacent to the plant’s PCC can be prevented by adjusting the plant’s active
or reactive power output.
The following use cases are relevant to ensure economical operation in
both off-grid and on-grid mode or to provide energy services in on-grid
mode (Fig. 2.2b and Tab. 2.3):
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load following The ability to adjust the accumulated power gener-
ation of the HPP in order follow a specific demand profile througout the
day [53]. Energy management functions are required to schedule ahead dis-
patchable generation resources (e.g. BESS, gensets) by knowing the expected
RES generation and load demand.
power-to-value The ability to utilize surplus of electric energy for con-
verting it into value such as heat, clean water, fertilizers or fuel for trans-
portation and industrial activities. Such deferrable loads can be part of the
HPP control logic to utilize the available excess RES generation that cannot
be used to charge the BESS due to limited energy capacity.
loss reduction The ability to reduce the losses within the HPP by
coordination of the invidividual DERs. Generation curtailment losses can
be decreased by optimal scheduling of DERs, i.e. to enable BESS charging.
Internal HPP grid losses caused by high reactive power demand can be
minimized by optimally dispatching active and reactive power setpoints to
DERs. [3]
energy tariff independence The ability to adjust the power gener-
ation of a consumer directed (behind-the-meter) HPP, which can operate in
both off-grid and on-grid mode, according to prevailing energy tariffs. For
example, the owner of a coal mine may better predict its cost of energy by
becoming less dependent on market-related price fluctuations.
capacity firming The ability to maintain a fairly constant active power
output. The combination of variable RES and BESS can increase the annual
energy production (AEP) by storing excess energy production from WTG
and PVS, which would otherwise be curtailed [53]. Thus, a higher capacity
factor is achievable seen from the limited plant capacity rating at PCC [1, 3].
Variable power output from RES generation can be maintained at a commit-
ted level by optimal scheduling and dispatch of BESS. A more stable power
output over time is achieved, which offers the system operator a firm capac-
ity alternative, given the phasing-out of large conventional power plants [1].
Hence, this use case can also contribute to the provision of grid services.
demand response The ability to enable programs and activities “to
encourage consumers to change their electricity usage patterns, including
timing and level of electricity demand” [54]. A certain degree of demand
flexibility is obtained supposing that consumers are part of the HPP control
logic. Demand response programs can involve the following elements [54]:
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• End-use monitoring and feedback: Consumers can monitor their indi-
vidual end uses of electricity and its costs. Hence, they are encouraged
to make energy savings.
• Load shifting: In periods of high demand / high electricity price, the
consumers respond by shifting their energy demand to low demand
/ low-cost price periods. In the case of off-grid HPPs, consumers shift
their demand to periods of high availability of RES.
• Demand-side bidding: Customers can participate in energy trading by
contracting particular changes in consumption with the on-grid plant
operator.
energy market operation The ability to optimally schedule and dis-
patch the individual DERs in order to participate in various energy markets.
One example is that BESS can compensate the deviations between predicted
and actual RES generation. Thus, monetary penalties against the plant op-
erator or the market participant are reduced [3]. Another example is to sep-
arate the situations of energy purchase and selling of energy based on the
kWh price in order to improve the revenue by optimal BESS utilization (en-
ergy arbitrage) [53].
2.5 functions and services
This section identifies set of general functions and services which are nec-
essary to realize the operational use cases introduced in Section 2.4. An
overview is presented in Fig. 2.3 through different SGAM zones. Similar
layered architectures are found for the operation of microgrids in [55, 56].
Local controls of DERs, loads, protection, as well as data acquisition hap-
pens in the field zone intending to regulating variables at the device’s PoC.
Examples of control functions are voltage, current and power control loops
of inverter-based DERs, automatic voltage regulators (AVR) and governor
control of gensets, load active power controls as well as protection com-
mands to circuit breakers (CBs) and switches.
Station zone control functions aim to achieve power management in the
HPP. Runtime control and dispatch functions such as voltage/frequency regu-
lation are required in order to fulfil power quality and grid service-related
use cases. Power dispatch corresponds to RT re-scheduling of the available
resources, in this way, computing active and reactive power commands for
the individual DERs. Contingency management functions refer to fast power
curtailment and load shedding commands during abnormal system condi-
tions in order to regain normal system operation. Moreover, transition func-
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tions are required to coordinate various control algorithms depending on
the plant’s operating mode, e.g. grid-connected, islanded and blackout [57].
Functions and services located in the operation zone are not RT critical.
They include energy management which is primarily required to ensure
economical plant operation and to offer energy services. Scheduling refers
to before-the-fact actions, meaning to determine the anticipated status and
power output of each DER and deferrable loads before runtime actions take
place. SCADA involves data logging, event recording and alarm handling
as part of plant condition monitoring.
Forecasting of generation, demand and electricity prices are part of en-
terprise zone services. Moreover, a specific function referred to as use case
optimization is anticipated. The related objective is to fufil multiple BGs si-
multaneously by optimally selecting and combining various grid and energy
services. An example is the calculation of optimal bidding strategies to par-
ticipate in both wholesale energy and frequency regulation market in order
to maximize the plant revenue.
All involved system actors (yellow ellipses) are placed in the respective
zones. The identified BAs (Fig. 2.2) are highlighted in enterprise and opera-
tion zones.
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Figure 2.3: Expected functions and services in hybrid power plants related to SGAM
zones
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2.6 conclusions
In this chapter, the first stage of architecting an interoperable HPP system
was established. SGAM provides a suitable framework to analyze actor in-
teractions in all essential interoperability layers across the physical domains
of the energy conversion chain and hierarchical zones for power and energy
management. Firstly, the business layer was developed by conducting an
empirical study on general goals, cases and actors. An in-depth BC analysis
will depend on specific industrial guidelines, political-social-legal influences
and financial indicators and can be extended outside this work. Secondly, a
set of use cases and functions was derived for plant operation in on-grid
and off-grid mode.
In this project, the focus is laid on the SGAM domains and zones that
are relevant for off-grid HPPs as shown in Fig. 2.4. The following use cases
are addressed in this thesis as being essential for reliable and economical
plant operation. The corresponding functions, which will be investigated in
Chapters 4 - 7, are highlighted in Fig. 2.4 (red square).
• Power quality: Chapter 4 elaborates on the development of a stable
voltage and frequency control system being part of the runtime control
and dispatch function. Harmonic, flicker and voltage unbalance are
beyond the scope of this work.
• Load following: Chapter 5 deals with scheduling and dispatch functions
to follow daily load demand profiles based on forecast information.
Power-to-value is considered an optional part of the control logic, how-
ever, not elaborated in detail.
• System protection: In Chapter 6 a SC analysis is provided to assess the
fault current levels provided by local DER controllers. Coordination of
protection equipment is not targeted in this work.
• System resiliency: Chapter 7 discusses the operational strategies during
N-1 events as part of contingency management. Black start is briefly
discussed and referenced. However, developing such a transition func-
tion is not in scope of this work and, thus, excluded from Fig. 2.4.
The remaining interoperability layers, i.e. information, communication
and component, are addressed later in Chapter 8 for reaching the proof-
of-concept.
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Figure 2.4: Off-grid hybrid power plant functions in scope of this PhD work
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3O P T I M A L S Y S T E M C O N F I G U R AT I O N
The system architecture in off-grid HPPs is a critical aspect and involves topology
and location, installed capacity and operational strategies according to the estimated
power demand. This chapter presents a methodology to determine the optimal sys-
tem configuration from a techno-economic perspective. The descriptions are based
on the thesis author’s publication in [C]. An introduction to system topologies, siz-
ing techniques and scheduling strategies is presented in Section 3.1, followed by
an overview of state-of-the-art configuration methods in Section 3.2. The derived
research questions and study assumptions are listed in Section 3.3. A system topol-
ogy is proposed, and the associated EBoP described in Section 3.4. Section 3.5 deals
with static models of HPP subsystems which are required for the optimal sizing
strategy presented in Section 3.6. Some assessment studies that were presented in
[E] are summarized in Section 3.7. The main conclusions are given in Section 3.8.
3.1 introduction
System configuration in off-grid HPPs generally comprises three problems
to be solved, which are mutually connected [28]:
• siting problem
• selection of power generation mix and sizing
• scheduling problem
The siting problem refers to the site allocation of DERs as well as the power
lines layout in order to supply consumers. Due to the unique characteristics
of each site or community, it is very challenging to solve the siting problem
through generic approaches. The system topology of an off-grid HPP highly
depends on the type of DERs, the geographical circumstances on-site, the
number of buses and the types of loads [5]. As was stated in Section 1.4, the
targeted IMG in this work consist of the following subsystems:
• An electrical power production subsystem which can include several
DERs
• A demand subsystem, i.e. the user’s electrical installations
• An electrical infrastructure of a distribution subsystem, if generation
and consumption is not in immediate proximity
31
optimal system configuration
By systematically separating production and demand subsystem, the sys-
tem configuration can be handled without taking into consideration the
unique structure of load feeders connecting the end-consumers. The sizing
problem includes the determination of the installed capacity of each DER
within the HPP. This optimization problem is highly associated with access
to sufficient resource data and operational schedules for the DERs in order
to allow for operational expenses and thereby, the overall system costs [28].
In this section, four main issues for the configuration of off-grid HPPs are
reported; (i) various topologies of the production subsystem, (ii) the use
of resource data of both RES generation and load demand (iii) operational
strategies, (iv) types of optimization problems and techniques to solve them.
3.1.1 Demand and Production Subsystem
The demand subsystem contains single or multiple feeders with various
lengths and number of consumers. Their characteristics are dependent on
the actual community layout, the occurrence of feeder branching, the present
consumers and electric parameters of cables and overhead lines [C]. The
load types can be classified as primary and deferrable load. Primary loads
are either critical or non-critical:
• Critical loads are primary loads to which power supply has to be main-
tained under any circumstances. They are present in health and safety
environments (e.g. hospitals), in industrial plants where certain pro-
cesses can not be stopped or in data centres where data processing
equipment requires a continuous power supply.
• Non-critical loads are all primary loads that require access to the de-
sired power and energy demand, however, 100 % service availability
is not crucial. Individual non-critical loads can become deferrable to
a certain level, if encouraged by demand response programs (Section
2.4).
• Deferrable loads are loads that require a certain amount of energy
at a minimum power level within a given time period, however, the
exact timing is not important. Examples of deferrable loads in rural
communities are water pumps, desalination plants, ice-making or heat
storage for light industry (e.g. baking, pasteurizing, processing).
Then, different consumer classes of a rural community are commonly clas-
sified as residential, commercial and industrial [58]. It is also possible to
find residential prosumers since rural electrification in many areas has com-
menced through IESs (Subsection 1.1.2). Particulary in developing countries,
residential PV/storage stand-alone systems have been installed to provide
basic needs such as lighting and mobile charging [59].
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There are various possibilities for the configuration of DERs in the pro-
duction subsystem [5]. Fig. 3.1 illustrates a few possible topologies.
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Figure 3.1: Topologies of the production subsystem in off-grid hybrid power plants:
(a) DC-coupled inverter-based DERs; (b) DC-coupled PV/storage; (c) AC-
coupled DERs
One option presumes that all inverter-based DERs are connected to a sin-
gle DC bus (Fig. 3.1a). Only the genset system is connected to the AC bus,
the PCC. In this setup, the amount of power electronic equipment at DER
level is reduced to DC/DC converters and rectifiers. Moreover, it will re-
quire less wiring than AC-coupled system, if WTGs, PVS and BESS are
installed nearby each other. On the other hand, further DC electrical in-
frastructure including complex protection equipment is needed, which is
not yet market-ready and requires further research [60]. In addition to that,
there is a lack of commercially available turn-key solutions for DC-coupled
WTGs, which hampers the attainment of modularity and scalability for such
a HPP setup. Fig. 3.1b shows a topology with PVS and BESS connected
to a universal DC bus, where market-ready solutions are widely available
for residential applications [61, 62]. The preference of AC-coupled or DC-
coupled PV/battery system depends on whether the solar energy is mostly
used at the time of production or mostly stored and used at a later time
as reported in [61]. In general, the connection of all DERs on the AC side
(Fig. 3.1c) provides the advantage that HPPs can be designed and expanded
with standardized components on a flexible and modular basis [62]. Addi-
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tionally, such HPP will be compliant with available regulations for safety
and protection [63].
3.1.2 Resource Data
The availability and properties (resolution, accuracy) of resource data, i.e.
wind speed, solar irradiance, ambient temperature, load demand, play an
essential role in obtaining the optimal configuration in off-grid HPPs. The
data quality and quantity depend on the specific location, the climate li-
braries of weather institutes and knowledge of type and number of con-
sumers and their behaviour patterns. The most favourable case is to have
on-site measurements of environmental parameters and electrical measure-
ments at aggregated points within the demand subsystem over a specified
period. On the one hand, this can be very costly, depending on the site ac-
cess. On the other hand, a large part of potential consumers may not yet
have access to electricity at the point of system planning.
So far researchers have used statistical weather data synthesized based
on monthly mean values or data from nearby sites if continuous time series
were not available [5]. However, nowadays the tools of climate libraries to
generate time series of historical weather data on different time scales have
improved significantly, as operational planning and forecasting has become
increasingly important due to the high share of renewables in the power
system. Many times it is possible to obtain such data for several years or
even decades and most of the regions in the world.
Load profile data of various types of consumers (e.g. households, agricul-
ture, enterprises) are generally provided by utilities, mostly based on hourly
mean values. Then, proven methods exist for load profile aggregation to ob-
tain the load demand of an entire community [42]. In developing countries,
the access to real data is very restricted, and one common approach is to
synthesize load profiles based on empirical surveys of community inhabi-
tants. By knowing the individual appliances of each consumer, the author
in [42] has been able to obtain a set of aggregated load profiles for a vil-
lage community in Uganda/Africa. Eventually, it needs to be emphasized
that the evaluation of the optimal sizing process for the off-grid HPP highly
depends on the correctness of resource data [5].
3.1.3 Operational Strategies
The operational strategy determines the operational state of each DER and
the coordination of energy flows among the DERs and is commonly known
as unit commitment and economic dispatch as part of an EMS [5]. In princi-
ple, it involves the operating schedules for dispatchable DERs to supply the
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actual net load, which is total load demand minus the total RES production.
The EMS has an impact on the operational costs, which in turn affects the
optimal sizing of the DERs.
In general, the literature suggests two basic operational strategies for
IMGs, i.e. the load following strategy and the cycle charging strategy, which
are implemented in commercial software platforms such as HOMER Pror
[64]. By applying the load following strategy, whenever a genset operates,
it produces only sufficient power to meet the primary load demand. The
genset stops operating, as soon as the remaining DERs can supply the load.
Under the cycle charging strategy, whenever a genset is required to operate
to supply the primary load, it operates at rated output power. The genset
operation is terminated, if the BESS charges at a predefined state-of-charge
setpoint. [C]
An exhaustive state-of-the-art analysis in [64] has concluded that the load
following strategy tends to outperform cycle charging in cost for sites with
high RES availability. Quite recently, the so-called combined dispatch concept
has been developed that is claimed to perform more cost-efficient compared
to the other two strategies [64]. Here, the choice of applying either load
following or cycle charging varies throughout the day and depends on the
current RES generation and load demand. More studies will be required in
future to prove the benefits of combined dispatch.
3.1.4 Optimization Problems and Techniques
In reference [5] a comprehensive overview of the existing types of optimiza-
tion problems is given. The author classifies sizing problems as per Fig. 3.2.
Some conclusions are drawn for the optimal sizing of off-grid HPPs:
• Sizing off-grid HPPs can be described as a constrained optimization
problem with multiple discrete integer variables or stochastic parame-
ters. The presence of discrete variables makes the problem non-convex.
A constraint example is that the sum of energy production and con-
sumption is zero. Discrete variables are given by the possible module
sizes of the individual DERs. Stochastic parameters are involved, if the
uncertainty of RES and load demand or fuel price variations are taken
into account.
• The number of objectives can be single or multiple. Multi-objective
problems have various objective functions, e.g. minimizing the cost of
energy, unmet load and pollutant emissions. Single objective problems
generally only target the cost of energy with several hard constraints
(e.g. unmet load should be zero).
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Figure 3.2: Types of optimization problems. Modified from [5]
Concerning the available techniques to solve optimization problems, the
following classification of various methods is found in the literature [65]:
• Enumerative techniques: Here, the entire search space of an optimiza-
tion problem is evaluated systematically through iterative steps in or-
der to find the optimal solution.
• Analytical methods: The analytical properties of an optimization prob-
lem are used to generate a sequence of points that converge to a
local or global optimal solution. Many different analytical methods
have been developed based on rigid mathematical programming, e.g.
steepest descent, newton, quasi-newton, conjugate gradient, linear pro-
gramming, quadratic programming.
• Stochastic optimization: Stochastic optimization methods generate and
use random variables, both in the problem formulation and in the
search procedure.
• Evolutionary algorithms: Evolutionary optimization is considered as
a subset of stochastic optimization. The search procedure is based on
mechanisms inspired by biological evolution, i.e. reproduction, recom-
bination, mutation and selection.
The optimization problem regarding sizing off-grid HPPs contains several
non-linearities (e.g. power curve of WTG) and causalities due to operational
scheduling of the DER. Hence, it becomes very challenging to solve the op-
timization problem by means of analytical methods [5]. The key condition
in order to determine the optimal system configuration is to simulate the
HPP operation over a given time period utilizing an averaged time series of
wind speed, solar irradiance and load demand. Then, considering discrete
sizes of the individual DERs in the HPP, the search space contains a number
of possible combinations. In this way, the most practical approach will be
to apply enumerative techniques to solve the sizing problem. Depending
on the predefined search space, the high number of possible combinations
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might require an intelligent-based method in order to reduce the computa-
tional time, which points at the use of evolutionary algorithms (e.g. genetic
algorithm, particle swarm optimization) [5]. Stochastic optimization meth-
ods are only feasible if parameters such as wind speed, solar irradiance and
load demand are handled as stochastic parameters instead of deterministic
time series [5, 29]. It should be noted that stochasticity of the forecasted
parameters highly depends on the look-ahead window as well as time and
spatial resolution of data, as further elaborated later in Chapter 5.
3.2 state-of-the-art : methods for optimal system configura-
tion
The majority of research activities in this area has focussed on techno-economic
analyses in order to determine the optimal sizing of an off-grid HPP, based
on a given load demand profile on-site with a specific system topology
[12, 13]. Previous work has failed to address a modular and scalable ap-
proach for configuring a HPP with wind power and other DERs. In most
cases, assessment studies are carried out by state-of-the-art commercial soft-
ware (e.g. HOMER Pror) indending to determine the system configuration
with the lowest cost of energy. In the first step, annual profiles of load de-
mand and RES are collected or synthesized. Subsequently, energy analysis
is carried out by simulating the supply vs. demand balance for one year,
mostly based on hourly mean values. In the next step, economic parameters
(i.e. capital and operating expenditures, salvage value) are applied in order
to calculate the LCOE of the HPP. Finally, an optimization algorithm will
determine the DER ratings resulting in lowest cost.
Using this generic approach for energy analysis, some papers study the
impact of service availability on the optimal system configuration [66, 67]. In
reference [67], the fraction of total load that cannot be served is considered
as a decision variable for the sizing problem. The off-grid HPP in reference
[66] is evaluated by the loss of power supply probability (LPSP) and the
optimal configuration is chosen based on a compromise between minimum
LPSP and minimum LCOE. This metric has been taken up by the IEC 62257
standard to categorize the supply quality indicators of IMGs by a specified
service availability per year (e.g. 95 %, 98 %, 99 %) [14]. In reference [5], it is
claimed that the LCOE tendentially decreases by relaxing the LPSP criterion.
The underlying reason is the reduced capacity requirement for storage and
gensets, resulting in fewer capital expenditures (CAPEX) and operational
expenditures (OPEX). However, it is worth investigating whether a desired
level of LPSP can be achieved in wind-based HPPs where the RES power
variability is significant.
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Then as mentioned previously, the quality of the input data, i.e. load de-
mand pattern and RES data, plays an important role for optimal sizing.
One publication [27] addresses the effect of load profile deviations on opti-
mal sizing of off-grid PV/storage systems. However, the annual variations
of actual RES production profiles and their impact on the optimal system
configuration have been overlooked..
The majority of studies perform a pure energy analysis by representing
active power generation vs. demand. Another important aspect is the sup-
ply of reactive power demand to the demand subsystem, which affects the
optimal system configuration according to the studies in [5] due to limited
DER’s reactive power capacity. This particular feature has been neglected
in state-of-the-art simulation software, mostly due to the omission of the
electrical infrastructure. To date, the standard approach for DER modeling
is to represent active power and energy constraints. More detailed models
are required to capture the reactive power capabilities, too.
3.3 research scope and questions
3.3.1 Scope and Limitations
The scope of this work is to investigate feasible system configurations of
off-grid HPPs from a techno-economic perspective. An AC-coupled system
(Fig. 3.1c) is considered due to its advantages with regards to modularity,
scalability and use of standardized components. RES profiles are obtained
by a climate library, while the daily demand behaviour is estimated using
a third-party model (Section 3.5.1). The load following operational strategy
is chosen, as it typically offers the highest utilization of RES as measured
by the fraction of total AEP [64]. Deterministic scheduling of DERs is con-
sidered with one-hour time step according to the resolution of available
resource data. An enumeration based optimization method is applied with
the single objective of minimizing the system LCOE under the constraint of
fulfilling the desired level of service availability (LPSP). The stochasticity of
resource data related to forecast uncertainty is not yet taken into account.
However, the cost impact of reserve allocation is addressed later in Chapter
5 by applying stochastic methods. The following limitations shall apply for
the studies in this chapter:
• The community represented in this study is assumed to include con-
sumers only, as the number of prosumers is such community systems
is typically unknown.
• The demand growth over the years is not explicitly considered as be-
ing an unknown factor during system planning.
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• The demand subsystem is considered as aggregated load, as the dis-
tribution system to each consumer is very site-dependent.
• The distribution subsystem may include overhead lines or underground
cables. In this work, cables are considered.
• A sensitivity analysis to variations in financial parameters, e.g. fuel
price or component costs, is out of scope.
• The battery end of life is determined by the minimum of specified cal-
endar life and the cycling life, which is calculated by the total energy
throughput. Advanced degradation models are not considered.
• The validity of the configured unit ratings to comply with the require-
ments for SC protection is examined in Chapter 6.
3.3.2 Research Questions
Following the first objective (Section 1.3) and the state-of-the-art analysis
reported in Section 3.2, this study seeks to address the following research
questions:
• RQ 3.1: What methodology is feasible to configure off-grid HPPs on a
modular and scalable basis?
• RQ 3.2: How robust are the sizing algorithms taking into account an-
nual deviations of RES production profiles?
• RQ 3.3: How meaningful are the performance criteria for service avail-
ability being proposed in the literature to optimally size off-grid HPPs?
• RQ 3.4: How meaningful are the state-of-the-art methodologies con-
sidering that both active and reactive power load demand needs to be
supplied by the production subsystems?
3.4 electrical balance of plant
This section forms the basis in examining RQ 3.1. An approach to determine
the EBoP is proposed based on the thesis author’s publication in [C]. EBoP
includes the specification of voltage levels and supporting components such
as inverters, lines and transformers. The required protection equipment in
the plant is described later in Chapter 6. In Fig. 3.1 all DERs are directly in-
terfaced with the PCC. WTG and PVS, however, may exhibit a separate PoC.
In most cases, they need to be located further away from the community due
to spacious constraints and natural RES requirements, i.e. wind conditions
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and exposure to solar irradiance. Due to the highly resistive characteris-
tics of LV lines, power losses and rising voltage levels at the PoC of RESs
are expected and thereby limit the maximum line length. Fig. 3.3 illustrates
this phenomenon by using cables as an example [C]. The maximum line
length between RES subsystems and PCC depends on the expected power
infeed, considering a maximum voltage rise of 4V = 6 % [63]. Then, larger
line cross sections with larger capacity SLN,rat enable longer distances, how-
ever with the drawback of higher power losses SLN,loss and cable investment
costs.
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Figure 3.3: Maximum line length between RES subsystems and PCC for various
power infeeds and line cross sections, allowing for a maximum voltage
rise of 4V = 6 % [C]
Fig. 3.4 presents an alternative solution for the EBoP [C] . The use of
medium voltage (MV) lines reduces the power losses and corresponding
voltage drops. A modular and redundant approach is realized by integrat-
ing individual step-up transformers for WTG and PVS. A substation (SS)
transformer at the PCC steps down the voltage towards the remaining pro-
duction and demand subsystems. Critical and non-critical loads belong to
the primary load subsystem as the aggregated electrical load that the system
shall meet in order to avoid power shortage. Deferrable loads are assigned to
the dump load subsystem, characterized by the excess electricity produced
by the DERs that cannot be stored and instead be used for additional power
consumption. [C]
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Figure 3.4: Generic single line diagram of the proposed hybrid power plant topology.
Modified from [C]
The required MV level in the distribution subsystem depends on the de-
sired scalability of the HPP with regards to the installed RES capacity. In [C]
standard voltage levels and the resulting losses are presented for various
line lengths and RES power generation levels (Fig. 3.5 and 3.6). It is appar-
ent from Fig. 3.5 that a rated voltage of 6.6 kV level enables line lengths up
to approximately 4 km for a maximum power infeed of < 1 MW. Moreover,
it offers a flexible setup for the connection of gensets, as 6.6 kV is a common
voltage level for diesel gensets rated above 800 kW [68].
The accumulated power losses across the transformer and lines have a
significant share of between 3 - 6.5 %, depending on power flow and line
length (Fig. 3.6). Hence, it will affect the energy and cost analysis and needs
to be taken into account for the sizing algorithm. [C]
To sum up, it is proposed to utilize the system topology presented in Fig.
3.4, since it enables modular configuration of individual subsystems as well
as upscaling of the plant capacity.
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3.5 modeling
This section describes and references the applied models of individual sys-
tem components. The focus is to capture the system dynamics, which are
relevant for the scheduling of DERs with a time resolution of minutes to
hours. The physical characteristics of the subsystems are described, and re-
spective models are referenced. A block diagram with the corresponding
in- and outputs of all subsystem models is shown in Fig. 3.7 [C]. It also
illustrates how the models are coupled with the scheduling algorithm that
is described in Section 3.6. The state-of-the-art is advanced through the in-
corporation of the distribution subsystem and the explicit representation of
DER reactive power capability. Typically, the DER electrical system (i.e. gen-
erator, inverter, transformer) is designed to fulfil PQ capability charts that
are specified in technical regulations [50]. However, for kW-scale DERs de-
signed for off-grid HPPs these criteria have not yet been clarified. Hence in
this study, it is assumed that the DER design shall allow for minimum costs.
In other words, overrating of components shall be avoided, if possible.
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Figure 3.7: Block diagram of static subsystem models. Modified from [C]
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3.5.1 Primary Load Subsystem
As was noted in Section 3.1, representative demand profiles for the primary
load subsystem may not be available in developing countries. Hence, it is
necessary to model the end-users electric need in order to compute load
demand profiles. One method is proposed in [27], where consumers are
grouped into different classes, which are defined by considering that con-
sumers within the class show a similar demand behaviour. Then, the present
electrical appliances within each user class are described by power consump-
tion, continuous functioning cycle, total functioning time and functioning
windows during the day, as shown in Tab. 3.1. In this way, the total required
daily energy demand of each user class and the corresponding load profile
can be determined. The model developed in [27] applies a stochastic method
to compute numerous daily profiles which take into account the uncertainty
of users’ energy consumption. [C]
The author in [27] has obtained the parameters listed in Tab. 3.1 for tar-
geted users in a rural village in Uganda/Africa by means of a customer
survey. The data collection includes various residential consumers related
to different income levels, small commercial consumers such as enterprises,
school, pharmacy, kiosk and few small industrial consumers (App. B.2).
Table 3.1: Parameters for modelling users’ electric needs [27]
Parameter Unit Description
j - specific user class (e.g. household, school)
Nj - number of users within each class
i - type of electrical appliances (e.g. light, TV)
Pij W nominal power rate of each appliance
nij - number of appliances within each class
dij min functioning cycle
hij h functioning time
hij,start, hij,stop h of day functioning window(s)
The contribution of this work is to add the reactive power demand of each
electrical appliance, which is calculated in Eq. 3.1.
Qij = Pij · tan(ϕij) (3.1)
where cos ϕij is the power factor of the ith appliance of jth user class.
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The total power consumption (PPLD, QPLD) is obtained by summing up
all individual loads whereby line losses within the primary load subsystem
are neglected.
3.5.2 Wind Turbine Subsystem
Horizontal axis WTGs with full-scale power conversion system (type 4) are
considered. The WTG’s active power output at its PoC is a function of wind
speed vw. It is generally given by a power curve, as illustrated in Fig. 9.1 in
App. B.1. In the case of multiple WTGs, the active power output is multi-
plied by the number nWTG, neglecting the internal power losses within the
WTG subsystem.
The rated apparent power SWTG,rat can be equal to the rated power PWTG,rat
of the WTG to avoid component overrating. Then, the available reactive
power QWTG,ava of the WTG subsystem depends on the total active power
production PWTG as per Eq. 3.2 [C].
QWTG,ava = ±
√
(SWTG,rat · nWTG)2 − P2WTG where SWTG,rat = PWTG,rat
(3.2)
3.5.3 Photovoltaic Subsystem
The PVS’s active power output at its PoC is mainly a function of the plane-
of-array irradiance GPOA and temperature of the intended site. The power
temperature coefficient model provides a comprehensive description of the
characteristics and is given by Eq. 3.3
PPVS = ηPVS ·
GPOA
GPOA,STC
PPVS,rat · (1 + γ · (Tc − Tc,STC)) (3.3)
where ηPVS is the power conversion efficiency, Tc the solar cell temperature,
γ the temperature coefficient and GPOA,STC, Tc,STC , PPVS,rat the solar irra-
diance, the temperature and the rated peak power of the PV array under
standard test conditions (1000 W/m2, 25 °C) [69].
The PVS’s available reactive power at PoC is given in the same way as
for the WTG, where the reactive power capability is a function of the actual
active power output as per Eq. 3.4 [C].
QPVS,ava = ±
√
S2PVS,rat − P2PVS where SPVS,rat = PPVS,rat (3.4)
PVS degradation effects are not taken into account. They highly depend on
the environmental conditions on-site, but the values are generally below 1 %
[70].
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3.5.4 Distribution Subsystem
Power losses within the plant occur in the distribution subsystem, consisting
of substation transformer with installed capacity STR,rat and distribution
lines with respective lengths lLN,WTG and lLN,PVS. Underground cables are
modeled with their pi-model equivalent. The transformer is represented by
its SC impedance and copper losses. The RES active power PRES and reactive
power QRES, measured at PCC, is calculated via a load flow algorithm as
per Eq. 3.5 and Fig. 3.8. The PCC voltage is assumed to be regulated at
VPCC = 1 pu.
[PRES, QRES] = LoadFlow (PWTG, QWTG, PPVS, QPVS, STR,rat, lLN,WTG , lLN,PVS)
(3.5)
1puPCCV 
,RES RESP Q
,WTG WTGP Q
,PVS PVSP Q ,TR ratS
,LN PVSl
,LN WTGl
Figure 3.8: Load flow diagram for distribution subsystem
3.5.5 Battery Energy Storage Subsystem
The active power of the BESS at its PoC depends mainly on the power re-
quest signal P∗BESS and the characteristics and actual state of the battery [C].
The energy level of the battery bank can be expressed by minimum and
maximum allowable value SOCmin and SOCmax for the state-of-charge. The
depth-of-discharge DOD defines the minimum limit as per Eq. 3.6.
SOCmin = 100 %− DOD (3.6)
Usually, the battery performance changes significantly for values of DOD >
80 % due the non-linear voltage-current characteristic [71]. Hence, a mini-
mum limit of SOCmin = 20 % is assumed. The end-user generally specifies
the maximum limit SOCmax. In this study, a maximum limit of SOCmax =
80 % is assumed, considering that the battery capacity degrades during the
lifespan. The end-of-life criterion is commonly defined as, when the rated
energy capacity EBESS,rat has decreased by 20 %. Battery degradation is sub-
ject to both cycling and calendar ageing and hence challenging to predict. In
46
3.5 modeling
this study, the cycling lifetime is ascertained by calculating the total energy
throughput.
For the charging and discharging process during the time interval ∆t the
maximum available power is limited by the maximum charging/discharg-
ing rate, the state-of-charge limits according to the available energy capacity
and the converter rating SBESS,rat. The charging/discharging rate PC−rate,max
of a battery is expressed in terms of its total storage capacity. A rate of 1C
means transfer of all the stored energy in one hour; 0.1C means 10 % trans-
fer in one hour or full transfer in 10 hours. The available power Pava,SOC(∆t)
imposed by the state-of-charge limits is a function of initial state-of-charge
SOC(t0) and the round-trip efficiency εRT of the BESS. Thus, the requested
active power P∗BESS is restricted by the above-mentioned factors as expressed
by Eq. 3.7.
PBESS = f (P∗BESS, SBESS,rat, PC−rate,max, Pava,SOC(∆t)) (3.7)
It is defined that PBESS > 0 during discharge process and PBESS < 0 during
charge process. The calculation of PBESS, SOC(t0 +∆t), total energy through-
put Eth(∆t) and total energy loss Eloss(∆t) is described in detail by the thesis
author in [A]. In the same reference, the state-of-charge estimation based on
Wh-counting method is validated against field data obtained by the battery
management system of a commercially available BESS. The validity of the
proposed BESS performance model is proven for C-rates ≤ 1C [A].
The reactive power capability of the BESS is again a function of active
power as per Eq. 3.8, where the apparent power rating SBESS,rat is typically
chosen to allow maximum active power flow [C].
QBESS,ava = ±
√
S2BESS,rat − P2BESS where SBESS,rat = PBESS,rat (3.8)
3.5.6 Genset Subsystem
The genset design depends on the intended application. In general, it is
distinguished between three types, i.e. emergency standby power, continuous
power and prime power [72]. Gensets designed for emergency standby power
supply operate only for the duration of a utility failure. They shall neither
exceed 200 operating hours per year nor an average load factor of 70 %
throughout a 24 hours running period. Continuous power gensets are ap-
plied to provide utility power at 100 % load for an unlimited number of
hours per year with no overload capability. Off-grid HPPs require the appli-
cation of prime power rated gensets, as they can serve a variable load for an
unlimited number of hours per year. However, they shall not to exceed 70%
average of the prime rating during any operating period of 24 hours [72].
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In the following descriptions, the kW-rating PGS,rat is defined as the power
capacity of the engine, while the kVA-rating SGS,rat is related to the maxi-
mum current delivered by the SG.
The genset active power output at its PoC is a function of the power
request P∗GS subject to the minimum load ratio fGS,min, which is the mini-
mum allowable load on the generator during operation, expressed in per
unit of PGS,rat (Eq. 3.9) [C]. This constraint exists since manufacturers rec-
ommend that their generators shall not run below a certain load to avoid
engine failures and premature ageing of the machine [73]. A typical value
is fGS,min = 0.3.
PGS,min = fGS,min · PGS,rat (3.9)
The maximum allowable load during constant operation is given by the
rated capacity of the prime mover (Eq. 3.10).
PGS,max = PGS,rat (3.10)
Overload situations may be possible for shorter periods (typically 10 % for
one hour) but should be avoided. A linear fuel curve can describe the total
fuel consumption F of the genset subsystem as per Eq. 3.11. Equal capac-
ity rating PGS,rat and equal power-sharing between nGS gensets is assumed
where PGS is the total power production of the genset subsystem.
F = F0 · nGS · PGS,rat + F1 · PGS (3.11)
F0 is the fuel curve intercept coefficient in [L/h·kWrated] and F1 the fuel curve
slope coefficient in [L/h·kWoutput]. More precise non-linear fuel curves can be
used if corresponding parameters are available.
The rated power factor defines the apparent power rating of the generator
as per Eq. 3.12. A typical value of the specified power factor is cos ϕGS,rat =
0.8.
SGS,rat =
PGS,rat
cos ϕGS,rat
(3.12)
The available reactive power is determined by the generator capability curve
which is defined by the armature current limit QGS,max,arm, field current limit
QGS,max, f ield and end region heating limit QGS,max,end of the generator (App.
B.2). In general terms, the total available reactive power QGS,ava of the genset
subsystem is expressed by Eq. 3.13.
QGS,ava = nGS ·

min
[
QGS,max,arm, QGS,max, f ield
]
max
[
−QGS,max,arm, QGS,min,end
] f or QGS ≥ 0
f or QGS < 0
(3.13)
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3.5.7 Dump Load Subsystem
The available power consumption P∗DLD for the dump load subsystem is
expressed by Eq. 3.14.
P∗DLD = PRES + PBESS + PGS − PPLD (3.14)
3.6 optimal sizing strategy
This section presents an optimization algorithm for sizing the individual
subsystems of an off-grid HPPs by applying the subsystem models de-
scribed in Section 3.5. First, design targets are specified. Secondly, the opti-
mization algorithm is briefly described, while more details are reported in
[C].
3.6.1 Requirement Specifications
The design targets for the system configuration are given by quantitative re-
quirements, i.e. cost, and qualitative requirements, i.e. desired service avail-
ability [14].
• The LCOE is evaluated as the average cost per kWh of electrical energy
EPLD,served supplied to the primary load subsystem (Eq. 3.15)
LCOE =
Cann,HPP
EPLD,served
=
Cann,HPP
EPLD − Eshort
(3.15)
where Cann,HPP is the annualized cost (App. B.3) and EPLD and Eshort
are the total required energy of consumers and the total energy short-
age for one year, respectively [5].
• Service availability is commonly described by LPSP which is the prob-
ability of insufficient power supply for the present load demand and
is expressed by the sum of time when the HPP is not able to supply
the load demand vs. the total observed time (e.g. one year) as per Eq.
3.16
LPSP = ∑
T
t=1{∆tshort f or (PDER(t) < PPLD(t)) or (QDER(t) < QPLD(t))}
T
(3.16)
where T, ∆tshort, PDER(t), QDER(t), PPLD(t) and QPLD(t) are the total
observed time period (one year), the time period of power failure, the
cumulated active and reactive power by DERs as well as the active and
reactive power demand of the primary load subsystem, respectively
[5].
49
optimal system configuration
3.6.2 Optimization Algorithm
The unknown variables to be determined are the ratings of all individual
subsystems. The decision variable vector of the optimization algorithm is
expressed in Eq. 3.17. The variable PWTG,rat is predefined according to com-
mercially available WTG solutions, e.g. ranged within 10 - 250 kW (Tab. 1.1).
X =
[
nWTG PPVS,rat EBESS,rat PBESS,rat nGS PGS,rat STR,rat
]
(3.17)
An enumeration-based single-objective optimization approach is followed.
The corresponding flowchart is summarized in Fig. 3.9 and comprises three
major stages, i.e. initialization, DER scheduling and post-processing. A more
detailed diagram is reported in [C].
Initialization
DER Scheduling
Post-Processing
Subsystem 
Models
t = t+1
X = X+1
Start
End
Figure 3.9: Flowchart of optimal sizing algorithm. Simplified from [C]
initialization : The optimization problem is formulated, such as to
minimize LCOE, subject to the subsystem constraints expressed in Eq. 3.18.
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
LPSP ≤ LPSPmax
∑Tt=1 (PRES(t) + PBESS(t) + PGS(t)− PPLD(t)− P∗DLD(t)) = 0
∑Tt=1 (QRES(t) + QBESS(t) + QGS(t)−QPLD(t)) = 0
|PBESS(t)| ≤ min
[
SBESS,rat PC−rate,max |Pava,SOC(∆t)|
]
PGS,min ≤ PGS(t)nGS(t) ≤ PGS,rat
|QWTG(t)| ≤ |QWTG,ava|
|QPVS(t)| ≤ |QPVS,ava|
|QBESS(t)| ≤ |QBESS,ava|
|QGS(t)| ≤ |QGS,ava|
PWTG,rat ≥ 0, PPVS,rat ≥ 0, PBESS,rat ≥ 0, PGS,rat ≥ 0
EBESS,rat ≥ 0, nGS ≥ 0
(3.18)
Additional constraints are added to reduce the search space and thereby
the computational time of the algorithm [C]. It is anticipated that sufficient
BESS power capacity is required to supply the peak load PPLD,pk during
temporary periods of wind calm and cloud cover (Eq. 3.19). This decision
is justified by the low cost of power electronics in contrast to the battery
banks.
PBESS,rat =
⌈
PPLD,pk
⌉
(3.19)
The total installed capacity of the genset subsystem shall not exceed the
peak load. About the number of gensets, there is a trade-off between OPEX,
redundancy and fuel costs [C]. One genset is favourable compared to nu-
merous gensets concerning the level of required maintenance. However, the
redundancy increases with the number of available gensets. The fuel ex-
penses depend on the minimum load ratio and the fuel efficiency curve of
the respective genset. One important advantage of having numerous gensets
running in parallel is to expand the generation capacity on a modular basis
whenever the load demand grows during the project lifetime. It is decided
that no more than three units shall be incorporated (Eq. 3.20). PGS,rat = 13 ·
⌈
PPLD,pk
⌉
nGS ≤ 3
(3.20)
Commercially available transformer ratings shall be selected according the
installed capacity of RES (Eq. 3.21).
STR,rat ≥ nWTG · PWTG,rat + PPVS,rat (3.21)
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der scheduling : The simulation begins by obtaining the annual pro-
files of WTG and PVS generation and load demand by using the models
described in Section 3.5. Subsequently, scheduling is computed during each
time step t of a whole year. A detailed description of the scheduling algo-
rithm, which utilizes the load following strategy, is given in [C].
post-processing : Energy and cost parameters are calculated to deter-
mine the evalution criteria LPSP and LCOE. Therefore, simulation results
are projected onto the entire project life Np. The economic analysis considers
CAPEX, OPEX, replacement and fuel costs as well as the salvage value of all
subsystems [C]. State-of-the-art sizing tools, e.g. in HOMER Pror, typically
neglect the cost of the distribution subsystem which, however, is included in
this analysis. Economic calculations and parameters are given in App. B.3.
All calculated parameters of the respective system configuration are saved,
before simulating the next feasible setup X within the search space. The al-
gorithm ends when the decision variables (Eq. 3.17) of all system configura-
tions are obtained and ranked according to the resulting LCOE [C].
3.7 performance evaluation
In this section, the optimization algorithm for sizing off-grid HPPs is eval-
uated. Representative RES and load demand profiles for a rural village in
Africa are applied. The expected peak demand is PPLD,pk = 90 kW. The re-
quired cable lengths in the distribution subsystem are assumed as lLN,WTG =
lLN,PVS = 1 km. A WTG size of 20 kW is chosen, as commercially available
WTGs below this rating usually do not provide pitch regulating capability.
This, however, is required in order to curtail the WTG subsystem during
excess power production. All subsystem parameters are detailed in App. B.
The measured computational time is around 7 minutes on average, which
is acceptable. Hence, the chosen enumeration based approach for solving
the optimization problem is satisfactory and more complex evolutionary
algorithms are not required. A few basic features of the proposed algorithm,
i.e. active power and energy calculation, are verified against a benchmark
simulation platform HOMER Pror [C]. The computed values for the LCOE
are comparable with small errors below 5 %, which are acceptable.
Tab. 3.2 compares the top three configurations obtained for LPSPmax =
0 % to a system exclusively supplied by diesel power. A project period of
Np = 20 years is considered. The number of annual operating hours of all
gensets is displayed, too.
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Table 3.2: Result comparison for computed system configurations
# LCOE
[$/kWh]
nWTG PPVS,rat
[kW]
STR,rat
[kVA]
EBESS,rat
[kWh]
PBESS,rat
[kW]
nGS PGS,rat
[kW]
∑ nGS,o
[1/year]
1 0.2042 4 40 150 160 90 3 30 2,164
2 0.2049 4 40 150 200 90 3 30 1,953
3 0.2063 4 40 150 120 90 3 30 2,492
Diesel
only
0.4145 0 0 0 0 0 3 30 14,686
The first row of Tab. 3.2 shows the optimal sizes at a minimum LCOE.
It represents the best compromise between battery investment and diesel
operating costs since the other two computed configurations differ only in
installed BESS energy capacity and genset operating hours. The remaining
decision variables remain constant in this example case. Result #1 is taken as
the base configuration in this PhD work. The configured wind-based HPP
reduces the plant LCOE by approximately 50 % compared to a diesel-only
case. Moreover, it is noted that 31.5 % of the potential RES energy produc-
tion is attributed to the dump load subsystem (Eq. 3.14), as the BESS energy
capacity is limited to absorb the excess RES power. This result stresses the
potential of deferrable loads to realize the use case power-to-value (Section
2.4), a topic which is further discussed in Chapter 5.
Subsequently, various test cases are summarized based on the results pre-
sented by the thesis author in [E] to investigate RQs 3.2-3.4.
3.7.1 Test Case 1: Renewable Resource Data
One of the studies in [E] addresses the problem of selecting representative
data sets of RES which are subject to annual variations. The optimization
algorithm is executed using historical data sets of 16 consecutive years, and
the results are shown in Fig. 3.10 [E]. It is observed that 5 different system
configurations are obtained (indicated by color spectrum), and the LCOE
is spread with around ±10 % about the mean. However, the base system
configuration (Tab. 3.2) is valid in 50 % of the cases (blue bar in Fig. 3.10).
The main conclusion is that it is crucial to select a representative historical
data set, characterized by average RES availability throughout the years,
in order to obtain the optimal system configuration with a high level of
confidence.
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Figure 3.10: Test Case 1: System configurations obtained by various data sets where
W = WTG power capacity [kW], P = PVS power capacity [kW] and B =
Battery energy capacity [kWh] [E]
3.7.2 Test Case 2: Service Availability
A second test case investigates the sensitivity of the optimal system configu-
ration to the service availability criterion, i.e. 0 % ≤ LPSPmax ≤ 5 % [14]. The
upper graph in Fig. 3.11 shows the LPSP obtained during HPP operation,
and the lower graph depicts the resulting LCOE and the corresponding sys-
tem configuration [E]. It is apparent from the graph below that the required
size of the genset subsystem and thereby the LCOE decreases for increasing
values of LPSPmax. 100 % service availability is only achieved if the total
genset capacity matches the peak load (Eq. 3.22).
3 · PGS,rat =
⌈
PPLD,pk
⌉
(3.22)
It should be noted that the results are obtained by using an annual data set
that represents average RES availability. In Fig. 3.12 it is illustrated how the
actual LPSP changes over the course of 16 years [E]. The results reveal that
the LPSP criterion is violated in 44 % of the cases. To conclude, relaxing
the service availability criterion does not provide robust results due to the
annual variability of RES energy production. It is recommended to apply a
stringent value of LPSPmax = 0 %.
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3.7.3 Test Case 3: Reactive Power Demand
A third test case reveals the significance of modeling the reactive power de-
mand for sizing studies. It is noted that industrial consumers may include
induction motors with low power factor down to cos ϕij = 0.5, while the
power factor of appliances in residential and commercial sector is typical
cos ϕij ≥ 0.8 [E]. The sizing algorithm is applied for various shares of in-
dustrial loads, and the results for LPSP and reactive power shortage in the
HPP are summarized in Tab. 3.3. It can be remarked that periods of reac-
tive power shortage increase with a growing share of industrial loads. To
conclude, reactive power demand does not play a crucial role in typical off-
grid HPPs with multiple consumer classes. However, it becomes relevant
for demand subsystems consisting of industrial loads only, e.g. coal mines
(Subsection 1.1.1). In this case, the assumptions for a limited Q capability
of inverter-based DERs (Section 3.5) are not valid. It may be necessary to
apply extended PQ charts which are typically specified in grid codes for
interconnected power systems [50].
Table 3.3: Test Case 3: LPSP and reactive power shortage for various shares of indus-
trial consumers [E]
Share of loads with low power factor > 30 % > 60 % > 80 % 100 %
LPSP [%] 0.00 0.02 0.06 0.08
Reactive power shortage [hours/year] 0 2 5 7
3.8 conclusions
In this chapter, the configuration architecture in off-grid HPPs, including
topology, EBoP and DER sizing, was investigated. A state-of-the-art overview
on topologies of the production subsystem, sizing techniques and opera-
tional strategies was reported. A topological composition of DERs and the
electrical infrastructure was proposed to enable modularity and scalability
of the HPP (RQ 3.1). The described EBoP allows an installed RES capac-
ity of up to 1 MW, being sited with a maximum distance of 4 km towards
the PCC of the HPP. Upscaling is achieved by enhanced voltage levels for
the MV lines between RES subsystem and PCC to allow for the power
losses and voltage rise. The DERs and loads were modelled from a tech-
nical and economic perspective and are applicable for sizing and schedul-
ing purposes. The developed optimization algorithm for sizing the HPP is
based on an enumeration-based single-objective approach which utilizes a
deterministic time series of resource data. The novelty compared to state-of-
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the-art research is the inclusion of the distribution subsystem to capture the
power losses, reactive power demand and additional cost of transformers
and lines. A base system configuration for the off-grid HPP used through-
out this thesis was determined and involves 4 x 20 kW WTGs, 40 kW PVS,
160 kWh/90 kW BESS and 3 x 30 kW gensets to supply a demand subsys-
tem of 90 kW peak power. Its validity during SC faults is evaluated later
in Chapter 6. A performance analysis of the developed sizing algorithm re-
vealed some new observations for off-grid HPPs where the wind and solar
resources deviate significantly on an annual basis: Attention should be paid
to thoroughly selecting a representative historical data set with average RES
availability to obtain a valid system configuration from an optimum cost per-
spective (RQ 3.2). Furthermore, it is not advisable to relax the service avail-
ability criterion for cost reduction, since any values beyond LPSPmax > 0 %
are not achievable due to the annual deviations of RES energy production
(RQ 3.3). The reactive power demand does not affect the required DER ca-
pacities in community applications with multiple consumer classes. How-
ever, it should be considered for sizing off-grid HPPs targeted for industrial
applications (RQ 3.4).
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4S TA B I L I T Y A N A LY S I S , D E S I G N A N D T U N I N G O F
V O LTA G E A N D F R E Q U E N C Y C O N T R O L S Y S T E M
This chapter deals with the design of a stable voltage and frequency control sys-
tem, which is necessary to enable the essential use case power quality. Section 4.1
provides an introduction to stability phenomena, power management and control
system architectures in IMGs. A state-of-the-art analysis of power management
strategies is given in Section 4.2. The derived research questions and study assump-
tions are listed in Section 4.3. Sections 4.4 and 4.5 address the development of
dynamic component models and the modular assembling for an overall plant state-
space model. Such a model is required to perform a systematic small-signal stability
assessment (Section 4.6) and to design and tune the plant’s voltage and frequency
control system (Section 4.7). The main conclusions are given in Section 4.8.
4.1 introduction
4.1.1 Stability and Power Management
The main requirement for the operation of HPPs is stability. Stability in any
power system is defined as “the property of a power system to remain in
a state of operating equilibrium under normal operating conditions and to
regain an acceptable state of equilibrium after being subjected to a distur-
bance” [74]. While in conventional power systems a distinction is made be-
tween voltage, frequency and rotor angle stability, the major stability issues
in IMGs involve power supply and balance stability as well as control system
stability [31, 74].
Power supply and balance stability refers to phenomena associated with
the physical characteristics of the IMG where the main challenges are sum-
marized in Tab. 4.1 [31, 75].
Control system stability comprises stability phenomena caused by equip-
ment controls and is primarily associated with the coordinated tuning of
multiple DER controllers of various type. One major concern is inverter sta-
bility which pertains to the stable operation of inverter’s outer and inner
control loops in combination with LCL filters, switches control and grid
synchronization. Stability issues in the low system bandwidth area are typ-
ically linked with the characteristics described in Tab. 4.1 and are visible
in voltage amplitude and frequency. The high bandwidth area in the range
of hundreds of Hz to several kHz is commonly referred to harmonic sta-
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bility and concerns the voltage waveform. Electric machine stability issues
are dominantly associated with a poor tuning of exciters and governors in
co-operation with inverter-based DERs. [31, 75]
Table 4.1: Root causes and consequences of power supply and balance stability issues
in isolated microgrids. Summarized from [31]
Root cause Consequence
Strong V/f coupling due to low X/R ratio
of lines and voltage-sensitive load
consumption
Poor active and reactive power sharing by
droop controlled DERs
Low system inertia and high share of
intermittent and variable RES
Rapid and large frequency excursions
Inadequate active and reactive power
supply due to DER power limits
Steady-state and dynamic frequency and
voltages outside the acceptable range
The aspects related to power supply and balance stability mentioned
above are relevant during both small and large disturbances. Large-signal
stability is affected by SCs, loss of generation units and unplanned transi-
tions between operating modes, while small-signal stability is a measure of
stability during normal operating conditions. All control system stability as-
pects are related to small-signal stability. In this context, it will be necessary
to assess the occurrence of oscillations in, e.g. voltage and frequency, and
stability margins in every technically possible operating point of the HPP
[B].
An overall power management system is required to ensure stable oper-
ation in off-grid HPPs. The primary reason is the lack of a dominant volt-
age source in a system of multiple DERs with significantly different power
capacities and generation characteristics [76]. The main requirements of a
power management system are [36, 76]:
1. to maintain voltage and frequency profiles within permissible limits;
2. to facilitate load sharing among DERs with different time constants,
i.e. inverter-based DERs vs. conventional generators;
3. to consider the specific limits of each DER, i.e. capacity ratings, con-
trollability, available power generation;
4. to improve the dynamic response, maintain stability margin and re-
store frequency and voltages during and after transients.
The work presented in this chapter deals with the concerns #1-2, while #3
and #4 are addressed in Chapters 5 and 7, respectively.
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4.1.2 DER Control Mechanisms
Local DER controllers constitute the primary control layer of any power
management system and are located in the field zone (Fig. 2.3). The control
mechanisms can be classified into Vf and PQ control [36, 38, 77].
vf control mode A so-called grid-forming unit is capable of produc-
ing the voltage amplitude and frequency of the grid by using a proper con-
trol loop. In stand-alone mode of grid-forming operation, one DER is re-
sponsible for maintaining a constant frequency and voltage. Engine-driven
generators operate with isochronous speed control system and voltage ref-
erence tracking method [38]. A speed governor system (SGS) adjusts the
prime power to maintain the rotor speed at set point. An AVR controls the
output RMS voltage of the SG by regulating the field excitation voltage.
Inverter-based DERs are regulated in closed-loop to operate as ideal AC
voltage sources with low output impedance with respect to the grid [77].
The DC-link voltage is controlled by an energy source which provides or
absorbs the power required from the grid. Such four-quadrant operation of
a grid-forming inverter is suitable to BESSs where power dispatchability is
limited only by the available energy capacity.
During the parallel operation of multiple grid-forming units, droop con-
trol allows for changes in frequency and voltage in response to load changes.
The power output of gensets is specified by a speed-droop governor and
AVR droop function, as indicated in Fig. 4.1. The respective droop gains
(mp, mq) are given in Eq. 4.1. mp = −
2π·∆ fg
∆P
mq = − ∆V∆Q
(4.1)
The ability to adjust active power ∆P in response to frequency changes ∆ fg
corresponds to the so-called spinning reserve [78].
A grid-forming inverter-based DER in droop control mode adjusts ampli-
tude (∆V) and frequency (∆ fg) of its AC voltage source according to the
actual active (∆P) and reactive power (∆Q) measured at its filter output.
In the literature, this type of control is often referred to as voltage-source-
based grid-supporting mode [77]. Typically, droop regulation of inverter-
based DERs is based on f/P and V/Q droops, as shown in Fig. 4.1 by the
example of BESS. Alternative V/P and f/Q droop schemes are applicable if
the equivalent grid impedance is mainly resistive (X < R), e.g. in isolated
LV systems [38].
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Figure 4.1: Droop characteristics for various DERs: (a) f/P; (b) V/Q
pq control mode DERs not directly participating in forming the grid
operate in PQ mode. In conventional gensets, a load regulator is used to
limit the active power to a reference value in order to obtain part load. Reac-
tive power is regulated either directly by a setpoint defined value (Q control)
or indirectly according to the actual active power output (power factor con-
trol) [50].
PQ controlled inverter-based DERs are commonly referred to as grid-
feeding units and are characterized by a current-controlled voltage source
[36, 77]. Typically, the grid-side inverter has an inner current control loop
and an outer loop to control the DC-link voltage and reactive power. The
energy source regulates the active power output through Maximum-Power-
Point-Tracking (MPPT) or reference tracking to curtail the available power
[38]. Most grid-connected inverter-based DERs such as PVS and WTG op-
erate in PQ control mode. Additional grid supporting functions can be im-
plemented by means of droop control (Fig. 4.1). In such case, the inverter
adjusts its active power output ∆P according to a change in frequency ∆ fg
being estimated by a phase-locked loop (PLL) and its reactive power output
∆Q according to a voltage change ∆V at its PoC [36, 77]. This type of control
is typically called current-source-based grid-supporting mode [77].
4.1.3 Control System Architectures
As was noted in Section 4.1.1, it is crucial to share the load demand between
the DERs according to their available power capacity, while ensuring stable
voltage and frequency regulation in the HPP. An automated plant control
system is required to enable the HPP to manage itself autonomously and
thereby obtain reliable operation (Section 2.3). Moreover, it shall present
itself as a single controllable entity, if eventually interconnected to the power
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system [57]. Various control system architectures for IMGs are found in the
literature [26, 32]. They can be classified as centralized and decentralized
schemes which are further subdivided as follows and illustrated in Fig. 4.2.
• Centralized:
– Hierarchical: A central plant control system provides setpoints to
the individual DERs which operate in either Vf or PQ control
mode (Fig. 4.2a).
– Master-slave: One DER (master unit) takes over the Vf control role
to provide the system voltage and frequency reference. An addi-
tional plant control logic dispatches commands to the remaining
DERs (slave units) which operate in PQ control mode. In the ex-
emplary description of Fig. 4.2b the BESS is appointed as the
master unit.
• Decentralized:
– Distributed (peer-to-peer): Power management is accomplished with
independent field zone controllers communicating with one an-
other. Most DERs operate in Vf control mode, while some DERs
can still adopt PQ control to achieve MPPT. Individual plant con-
trol logics are required to utilize the received information and
initiate necessary actions (Fig. 4.2c).
– Autonomous: Power management is accomplished with indepen-
dent field zone controllers without peer-to-peer communication.
Individual plant control logics are required to detect local condi-
tions and initiate necessary actions (Fig. 4.2d).
Hierarchical control involves power management functions in both field and
station zone, as already indicated in Fig. 2.3. In the remaining architectures,
all necessary functions are hosted in the field zone. According to [35] the
desirable attributes of the selected control system architecture are as follows:
• Standardization: The control architecture shall be modular and recon-
figurable and utilize standard communication protocols to allow wide-
scale adoption. The control system shall be functionality-driven and
focus on a modular approach for the implementation of power man-
agement functions.
• Customizability and interoperability: The HPP control system shall be
capable of controlling different DER technologies of varying number
and installed nameplate ratings. Moreover, the solution shall provide
simple configuration, installation and operation of the off-grid HPP
and allow interoperability with the other control layers shown in Fig.
2.3.
63
stability analysis , design and tuning of voltage and frequency
control system
• Scalability and robustness: The control architecture shall allow to ex-
tend, reduce and modify HPP assets and to function in all possible
operating modes.
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Figure 4.2: Control system architectures for power management in isolated micro-
grids: (a) hierarchical; (b) master-slave; (c) distributed; (d) autonomous
Master-slave control was introduced for uninterruptible power supply (UPS)
systems where multiple inverter-based DERs and critical loads are con-
nected to a universal bus [79]. High-bandwidth communication channels
between master and slave units are required [32]. Such architecture is dif-
ficult to apply to larger systems with multiple nodes and a considerable
distance between DERs. Moreover, robust plant operation is not ensured
since one particular DER handles the power management task. It would re-
quire an additional supervisory control layer to appoint another DER as the
new master unit if the default one experiences a failure [79].
Autonomous power management by droop controlled DERs avoids costly
communication infrastructure, thereby minimizes the system complexity
and eases expansion of the HPP [32, 79]. On the downside, proper power-
sharing depends on the droop settings and available DERs in different oper-
ating conditions. Advanced methods such as virtual impedance, bus signal-
ing and state estimation are proposed in the literature to allow for changing
operating conditions by utilizing local measurements and the physical cou-
pling between adjacent DERs [80, 81, 82]. These methods require knowledge
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of line parameters which, however, might change over time, e.g. due to cor-
rosion or extension of lines and system layout. A reconfigurable solution
would require a supervisory layer that adjusts droop settings during opera-
tion [79].
To conclude, master-slave and autonomous control architectures are not
considered feasible for off-grid HPPs.
There is an ongoing debate in the literature on the application of hierarchi-
cal and distributed control system architectures [38, 79, 83]. Their properties
are compared in Tab. 4.2 by investigating the attributes as mentioned ear-
lier. Additional categories are added to provide a comprehensive overview.
Advantages (+) and disadvantages (-) are highlighted. It is concluded that
the choice of one or the other solution mainly depends on the system struc-
ture and the desired level of reliability. Regarding the various types of IMGs
(Subsection 1.1.2), hierarchical control systems are suitable in CESs, while
distributed control solutions are advantageous in electrification clusters.
4.2 state-of-the-art : power management strategies
Extensive research has been carried out on the development of power man-
agement strategies in IMGs. The first proposals of hierarchical and dis-
tributed control system architectures were made by the authors in [33, 34].
The developments in these papers are targeted for IMGs with inverter in-
terfaced DERs which are able to operate in Vf control mode. However, the
type of energy source is not regarded. Secondary control functions are sug-
gested to restore voltage and frequency to nominal values and to share the
reactive power. The control loops are parameterized, assuming equal name-
plate ratings of all inverters. A large number of publications that address
inverter-based IMGs are reported in the literature. However, the proposed
strategies are purely evaluated based on inverter capabilities but do not take
into consideration the technical capabilities and physical characteristics of
the DER energy source.
The authors in [84] propose a distributed control concept for an IMG
with multiple types of DERs, i.e. PVS, WTG, BESS and genset. The group
of gensets shares the grid-forming task. Locally measured variables (V, f,
P, Q) are exchanged between DERs to produce new setpoints for voltage
and frequency restoration. However, it remains unclear how the individual
control loops are tuned during various operating conditions of the IMG.
Hierarchical control concepts are applied in [85, 86] where the IMGs in-
clude PQ controlled gensets and RES units and one Vf controlled BESS. A
central controller dispatches power setpoints to gensets in order to control
the battery state-of-charge. In both studies, the gensets operate permanently
what is suboptimal from an economic point of view. In [85] it is admitted
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that other DERs would need to switch to Vf control mode, if the BESS is un-
available due to insufficient energy capacity or ongoing maintenance. Fur-
ther studies will be required to investigate such control mode changes.
Table 4.2: Comparing hierarchical and distributed control system architectures for
off-grid HPPs
Category Hierarchical control Distributed control
Control
accuracy &
optimality
(+) High control efficiency by
global optimization of control
variables (V,f,P,Q)
(-) Less efficient due to local
decision on control variables
(V,f,P,Q)
Robustness &
redundancy
(-) Failure or maintenence of the
plant controller requires fall-back
strategy & back-up controller for
redundancy
(+) Continued operation during
failure or maintenance of single
plant controller
Scalability at
system
expansion
(-) Involved downtimes, if
adjustments of control hard- &
software are required
(+) Modular addition of
distributed control hardware
Functional
expandability
(+) Readiness for grid connection
(grid service provision at PCC)
(-) Requires an additional
controller for the synchronization
with ext. grid
Level of
standardized
components
(+) Standard DER level controls
(Vf / PQ mode)
(-) Requires non-standard control
development at DER level
Interopera-
bility
(+) Single interface between
central controller and EMS
(-) Multiple interfaces between
DER controllers and EMS
ICT demand (+) Lower traffic of vertically
exchanged data (station to field)
(-) Higher traffic of horizontally
exchanged data (field to field)
Complexity &
engineering
effort
(+) Low complexity by
model-based design of controls; (-)
plant re-configuration may require
re-tuning and testing
(-) Complex initial development of
distributed controllers; (+) less
re-engineering during modular
expansion
System
structure
Optimal performance at PCC by
separating production, demand
and distribution subsystems
Distributed structure with
dispersed DERs and loads and
individual control objectives
Cost & type
of application
Cost of required plant controller(s)
according to desired redundancy
level; suitable for low- to
high-reliability applications
Cost of required plant controller(s)
proportional to number of DERs;
suitable for high-reliability
applications
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Several references focus on frequency control strategies using a hierar-
chical system architecture [87, 88, 89]. In [87] a group of gensets operates
with Vf control, while WTGs, BESS and electric vehicles are PQ controlled.
A meta-heuristic optimization algorithm is proposed for frequency restora-
tion by allowing for various system states, i.e. with and without WTG oper-
ation. The control concept in [88] is developed to coordinate droop settings
of gensets and BESS based on the observed variability of WTG power out-
put. In [89] a central frequency controller is designed to dispatch setpoints
to multiple Vf controlled DERs, i.e. PVS, WTG, gensets, BESS, fuel cell and
electrolyzer, based on the actual active power output of each DER. While
all proposed concepts in [87, 88, 89] elaborate on the parametrization of the
central frequency controller during various operating states of the DERs,
they omit the voltage control loops which are expected to affect frequency
regulation in IMGs according to Tab. 4.1.
To date, no study is found that addresses design and tuning of controls
to keep both frequency and voltages within the allowable limits during all
feasible operating conditions by taking into account the specific DER con-
straints.
4.3 research scope and questions
4.3.1 Scope and Limitations
This study seeks to design a stable voltage and frequency control system for
off-grid HPPs during normal operation to enable the use case power quality
(Section 2.4). Based on the elaborations in Section 4.1, it is proposed that
BESS and gensets operate in Vf control mode to share the grid-forming task.
This control approach allows reliable and scalable plant operation with a
flexible number of gensets online and without switching between various
control schemes. Additionally, it facilitates an eventual plant connection to
the external power system where droop control is a fundamental attribute
and grid-forming inverters will be required due to the decreasing penetra-
tion of conventional generation [36, 90]. It is suggested that WTGs and PVS
operate in grid-feeding (PQ) mode due to their depedency on natural re-
source availability.
A hierarchical control system architecture is selected due to its beneficial
properties in the categories control optimality, expandability, standardiza-
tion, interoperability and ICT (Tab. 4.2). Moreover, it is most suitable for the
configured HPP topology and a wide range of applications, e.g. rural com-
munities and industrial facilities, where the degree of controller redundancy
can be adjusted according to cost and reliability requirements.
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In this work, analytical models are developed to facilitate a step-by-step
approach for small-signal stability assessment and control tuning in fre-
quency domain. Numerical models are prepared in parallel to verify small-
signal models. Moreover, they are required to verify control strategies dur-
ing both small and large disturbances, a topic being addressed in later chap-
ters. The discrete-time domain approach is chosen to enable both accelerated
off-line simulation studies and RT-HIL verification [B].
The following limitations shall apply for the studies in this chapter:
• The plant representation is assumed to be symmetric and balanced. It
is admitted that the presence of single-phase loads can make IMGs
severely unbalanced. In this work, an effort is made for the control
design through positive sequence simulations, which may be further
expanded by including negative and zero sequence components.
• The dynamic models are designed to capture the fundamental fre-
quency component. High-frequency switching elements are neglected,
which disallows the investigation of harmonic stability phenomena.
• Energy source dynamics of inverter-based DERs, i.e. electrical genera-
tor of WTG and DC/DC converter of PVS, are decoupled from the grid
by the DC link circuit and for this reason not considered for stability
analysis.
• The demand subsystem is represented by multiple aggregated loads
with various characteristics, i.e. constant power, constant impedance
and constant current.
4.3.2 Research Questions
Following the second objective (Section 1.3) and based on the elaborations
in Sections 4.1 and 4.2, this study seeks to address the following research
questions:
• RQ 4.1: How are dynamic subsystem models assembled adequately to
enable small-signal stability analysis and control tuning for all techni-
cally feasible operating points of the HPP?
• RQ 4.2: How can a stable voltage and frequency control system be
designed and tuned, taking into account the control capability and
availability of the individual DERs?
4.4 modeling of plant components
This chapter describes the dynamic modeling of HPP components, i.e. DERs,
loads, transformers and lines. Firstly, a suitable approach for modeling and
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analysis in dq-coordinate system is justified following the study scope and
limitations (Section 4.3). The state-space method used for stability assess-
ment is briefly introduced. Secondly, dynamic models of each HPP compo-
nent are described and referenced. The corresponding state-space variables
are summarized in detail. Additional model features that are required for
numerical simulation studies are explained, respectively. Analytical state-
space models have been verified against the numerical models, and the re-
sults are presented in App. C.1.
4.4.1 Modeling Approach
Grid stability studies can be realized using EMT models in dq-coordinate
system or phasor-domain models, which are commonly referred to as RMS
simulations [91, 92]. Both methods are applicable for eigenvalue (EV) anal-
ysis. However, in phasor-domain models the inverters’ voltage and current
control loops are ignored, which leads to an inaccurate representation of
voltage and frequency dynamics [91, 93]. Detailed and verified EMT models
in dq-reference frame are widely available for inverter-based DERs and SGs
[36, 94]. One drawback of EMT simulations is a high computational burden,
particularly for high fidelity inverter models. However, the model band-
width can be reduced considerably, if an average-value model represents
power electronic switches. This type of inverter model does not represent
harmonics while preserving the average voltage and frequency dynamics as
required in this study.
Small-perturbation stability is widely studied using either state-space mod-
els or impedance-based models [75, 92]. State-space models are developed
in time domain. The state-space model uses state variables to describe a sys-
tem by a set of first-order differential equations, rather than by nth order
differential equations. The analysis of state-space models can be performed
in frequency domain by using open-loop transfer functions. Meanwhile, the
impedance-based model is developed and analyzed only in frequency do-
main. The impedance-based approach works by defining the in- and output
impedances of each main component of the power system. It is widely used
to assess the stability of single grid-connected inverters where the definition
of source and load impedance is straight forward [95]. The characteristics of
both modeling approaches are compared in Tab. 4.3 by means of advantages
(+) and disadvantages (-) [75, 74, 92, 96].
In this study, full advantage is taken of the benefits to develop state-space
models on a modular basis and to analyze the root cause of potential in-
stabilities. State-space model development is possible in either S-domain or
Z-domain. A continuous-time domain tuning is preferred for HPP studies
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since the dynamics concern a wide range of time constants and various
sampling times for the involved subsystems [B].
Table 4.3: Comparing impedance-based and state-space modeling for HPP stability
assessment and control tuning
Category Impedance-based modeling State-space modeling
Modularity
& config-
urability
(+) Adding or removing system
components or changing their
operation mode is achieved by
only modifying one new
element of the system
impedance.
(+) Each plant component is modeled
separately, then merged according to
the EBoP; plant system and controller
are separated to perform small-signal
analysis and control tuning in
sequential steps.
Suitability (-) Difficult to define evaluation
criteria for stability assessment
as stability margins can vary
depending on a specific busbar;
not straight forward to find the
root cause and purpose the
mitigation method, if the system
is unstable.
(+) Stepwise stability analysis by EVs to
identify eigenfrequency / damping and
participation factors to define the root
cause of instability; sensitivity analysis
of system stability by model
linearization around various operating
points and control parameters; unified
control tuning by utilizing transfer
functions for specific in-/output pairs.
Complexity (+) Simple method with linear
assumptions and easy to apply
as only the impedance
characteristic is needed.
(-) Complex mathematical formulation
as all dynamic equations must be
linearized for each operating point.
4.4.2 State-Space Modeling in DQ-Coordinate System
A set of state-space equations describes the states of a dynamic system. Lin-
ear differential equations of each plant component model are obtained by
linearizing around steady-state values with the resulting state matrix A, con-
trol matrix B, output matrix C and feed-forward matrix D linking state vec-
tor x, input vector u and output vector y according to Eq. 4.2 [74]. 4 dxdt = A4x + B4u4y = C4x + D4u (4.2)
Each DER model presented in this section is represented in a local syn-
chronous rotating reference frame (SRRF), as dq-variables are used for clas-
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sical PI control to decouple active and reactive power control. A common
reference frame (CRF) of the HPP model is defined where the associated
DQ-variables rotate at angular frequency ωg. The Park transformation of
reference frames is described by Eq. 4.3-4.5.[
vd
vq
]
= [T]
[
vD
vQ
]
(4.3)
TINV =
[
cos(δg − δPLL) sin(δg − δPLL)
− sin(δg − δPLL) cos(δg − δPLL)
]
(4.4)
TGS =
[
sin(δg + δr) − cos(δg + δr)
cos(δg + δr) sin(δg + δr)
]
(4.5)
Matrix TINV in Eq. 4.4 is valid for inverter-based units (Fig. 4.3a). The local
SRRF is aligned with the d-axis grid voltage vd and grid voltage angle δPLL
which is calculated by the PLL. In the case of gensets the local SRRF rotates
at rotor speed ωr and is aligned with the q-axis voltage vq and rotor angle
δr as expressed by matrix TGS in Eq. 4.5 and illustrated in Fig. 4.3b.
D
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ωg 
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(a) (b)
Figure 4.3: Relationship of voltage space vector components in local and common
reference frame: (a) for inverter-based DERs; (b) for genset [B]
By default, the grid-forming inverter is assigned as the CRF. In cases when
the grid-forming inverter is absent, the CRF is moved to one genset, and its
rotor speed becomes the reference grid frequency (ωr = ωg).
Subsequently, all differential equations required for the state-space mod-
els are given in per-unit, applying the base values listed in Eq. 4.6. Sb refers
to the nameplate rating of the individual plant components, respectively.
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The torque base Tb is required for the genset model where Npp is the num-
ber of pole pairs.
vac,b =
√
2√
3
VPCC ωb = 2π fb iac,b =
2·Sb
3·vac,b
Zac,b =
vac,b
iac,b
Cac,b = 1Zac,b ·ωb Lac,b =
Zac,b
ωb
Idc,b =
Sb
Vdc,b
Zdc,b =
Vdc,b
Idc,b
Cdc,b = 1Zdc,b ·ωb
Tb =
Sb
ωb ·Npp
(4.6)
4.4.3 Grid-Forming Inverter
The most typical topology of a grid-forming inverter is based on a cascaded
control structure with droop control and power-based synchronization [77].
Fig. 4.4 shows a schematic diagram of the inverter connected to the PoC
through a LCL filter at its output [B].
Cf
vc
i2
PWM
abc
dq
abc
dq
Power 
Meas.
i2,dq
Current Ctrl.
vi,dq*
Voltage Ctrl.
vc,dqi1,dq
PoC
Pc
Qc
vc*
Vdc*
i1,dq*
Droop Ctrl.
vc,d*
vc,q*=0
∫ 
ωg* Pc* Qc*
ωg
Control
Hardware
Gff(s)
Θg 
i1L1 R1 L2 R2
Rf
Figure 4.4: Schematic diagram of grid-forming inverter. Modified from [B]
The inner current controller provides commands to pulse width modu-
lation (PWM) to control the switches. The dynamic process of PWM is ne-
glected due to the use of average-value models. The voltages at the AC ter-
minal are assumed to be reached infinitely fast, so that vi,dq = v∗i,dq. An outer
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voltage control loop provides the current reference signals to the inner cur-
rent controller. It is necessary to represent the filter capacitor, as voltage vc is
regulated [B]. Its d-axis component reference is determined by a droop con-
trol block which also calculates the modulated grid frequency ωg and phase
angle θg. The DC-link voltage is assumed to be controlled by a buck-boost
converter. It is typically required in BESSs to control the direction of the cell
current depending on charging or discharging operation. Moreover, voltage
step-up/down may be necessary to align the rated inverter DC voltage and
rated battery cell voltage. The switching dynamics of DC/DC converters
are negligible for average-value modeling. In this way, the DC-link is repre-
sented as an ideal voltage source. It is noteworthy that the battery cells need
to provide the energy required from the grid, and the inverter needs to have
sufficient power capacity to control voltage amplitude and frequency. These
aspects are considered during the system configuration (Chapter 3) and the
design of scheduling strategies to ensure sufficient battery state-of-charge
(Chapter 5).
lcl filter The LCL filter shown in Fig. 4.4 consists of inverter-side in-
ductor L1, filter capacitor C f , grid-side inductor L2 and their series resis-
tances R1, R2 and R f . The subsequent procedure is followed for the filter
design [36, 97]:
• The aggregated filter inductor L f is calculated based on the pre-defined
maximum permissible current ripple (i.e. 15 - 25 % of the nominal cur-
rent)
• The grid-side inductor is designed as a fraction of the inverter-side
inductor (i.e. 10 - 25 %).
• The capacitor value is selected based on the desired resonance fre-
quency of the filter. The resonance frequency should be in the range
between ten times the fundamental frequency and one-half of the
switching frequency in order to avoid the harmonic spectrum for any
resonance problems. A damping resistor R f is designed based on a
pre-defined damping factor.
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The differential equations of the LCL filter are given in Eq. 4.7.
di1d
dt = ωb ·
(
1
L1
· (vid − vcd − R1 · i1d) + ωg · i1q
)
di1q
dt = ωb ·
(
1
L1
· (viq − vcq − R1 · i1q)−ωg · i1d
)
di2d
dt = ωb ·
(
1
L2
· (vcd − vgd − R2 · i2d) + ωg · i2q
)
di2q
dt = ωb ·
(
1
L2
· (vcq − vgq − R2 · i2q)−ωg · i2d
)
dvcd
dt = ωb ·
(
1
C f
· (i1d − i2d − R f · vcd) + ωg · vcq
)
dvcq
dt = ωb ·
(
1
C f
· (i1q − i2q − R f · vcq)−ωg · vcd
)
(4.7)
current controller The parameters kp,i1 and ki,i1 of the PI controller
are calculated by Eq. 4.8 [36].  kp,i1 =
L1
τi
ki,i1 =
R1
τi
(4.8)
where τi is the time constant of the closed-loop system. The bandwidth ( 2π2τi )
of the current controller is recommended to be at least ten times smaller
than the switching frequency of the converter [98]. A common switching
frequency for LV applications is fs = 5 kHz. Hence, the time constant of
the current control system is selected as τi = 1 ms. The dynamics of the PI
current controller are described by Eq. 4.9 and Fig. 4.5a where ϕid and ϕiq
are intermediate state variables.
dϕid
dt = i
∗
1d − i1d
dϕiq
dt = i
∗
1q − i1q
v∗id = kp,i1 ·
dϕid
dt + ki,i1 · ϕid −ωg · L1 · i1q + vcd
v∗iq = kp,i1 ·
dϕiq
dt + ki,i1 · ϕiq + ωg · L1 · i1d + vcq
(4.9)
It is noteworthy to emphasize the importance of the voltage feed-forward
term (vcd, vcq), as it ensures that the current reference is quickly met dur-
ing any grid disturbance. This is particularly important during grid faults
where the current limitations need to be observed. The cut-off frequency
of the measurement filter G f f (s) is typically high enough (e.g. ωLPF,vc =
2π · 20 kHz) to be neglected for average-value modeling [98].
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Figure 4.5: Schematic diagram of: (a) current controller; (b) voltage controller; (c)
droop controller
voltage controller A PI controller is designed by taking into ac-
count the dynamics of the inner current control loop. The parameters kp,vc
and ki,vc are determined by the symmetrical optimum method as explained
in [98]. The dynamics of the voltage controller are described by Eq. 4.10 and
illustrated in Fig. 4.5b where ϕvcd and ϕvcq are intermediate state variables.
dϕvcd
dt = v
∗
cd − vcd
dϕvcq
dt = v
∗
cq − vcq
i∗1d = kp,vc · ϕ̇vcd + ki,vc · ϕvcd −ωg · C f · vcq + i2d
i∗1q = kp,vc · ϕ̇vcq + ki,vc · ϕvcq + ωg · C f · vcd + i2q
(4.10)
droop controller A typical droop control scheme (V/Q and f/P) is
utilized which is valid in grids with inductive character. In the configured
off-grid HPP (Fig. 3.4) the coupling impedance between both grid-forming
units (BESS and gensets) is given by the inverter reactance which fulfills this
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criterion [B]. A first-order low pass filter (LPF) is applied for the measure-
ment of active and reactive power (Pc,avg, Qc,avg). This means the inverter
will have a delayed response of voltage and frequency to any external events
indicated by changes in Pc and Qc [B]. A value of ωc,PQ = 2π · 5 Hz is chosen
for the LPF cut-off frequency according to [36]. The parametrization of the
droop gains mp and mq needs to be undertaken in the context of the entire
HPP to ensure stable operation in parallel to other droop controlled units as
described later in Section 4.6 [B]. The dynamics of the droop controller are
described by Eq. 4.11 and illustrated in Fig. 4.5c.
dPc,avg
dt = ωc,PQ · (Pc − Pc,avg)
dQc,avg
dt = ωc,PQ · (Qc −Qc,avg)
Pc = i2d · vcd + i2q · vcq
Qc = −i2q · vcd + i2d · vcq
ωg = ω∗g −mp · (Pc,avg − P∗c )
v∗cd = v
∗
c −mq · (Qc,avg −Q∗c )
(4.11)
small-signal model State vector xFORM, input vector uFORM and out-
put vector yFORM are given in Eq. 4.12 according to the differential equa-
tions in Eq. 4.7-4.11. The corresponding matrices after model linearization
are denoted as AFORM, BFORM, CFORM and DFORM. Local variables are
equal to global variables (d = D, q = Q), as the grid-forming inverter is
assigned as CRF.

xFORM =
 i1d i1q i2d i2q vcd vcq ...
... ϕid ϕiq ϕvcd ϕvcq Pc,avg Qc,avg

uFORM =
[
vgD vgQ v∗c ω∗g P∗c Q∗c
]
yFORM =
[
i2D i2Q ωg
]
(4.12)
numerical model features The current of all inverter-based DERs
is limited to i1,max = 1.2 pu by using a current saturation logic. It depends
on whether the inverter operates in active or reactive current priority [99].
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The priority logic calculates i1d,max and i1q,max based on the priority setting
pq f lag and the total current limit i1,max (Eq. 4.13).[
i1d,max
i1q,max
]
=
 i1,max√
i21,max − (i∗1d)2
 for pq f lag = 1
[
i1d,max
i1q,max
]
=
 √i21,max − (i∗1q)2
i1,max
 for pq f lag = 0
(4.13)
4.4.4 Grid-Feeding Inverter
Fig. 4.6 shows the most typical structure of a grid-feeding inverter used to
interface WTGs and PVS [B].
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Figure 4.6: Schematic diagram of grid-feeding inverter. Modified from [B]
The topology is relatively similar to the grid-forming inverter. The dy-
namics of LCL filter and inner current controller are described by Eq. 4.7
and 4.9. The grid-side impedance (R2, L2) includes both filter inductor and
step-up transformer, which is required for MV connected DERs (Fig. 3.4).
Note that it is not mandatory to represent the filter capacitor for the in-
tended studies in this study, as harmonics are not of concern. Nevertheless,
it is retained to align the model representation of grid-forming and grid-
feeding inverter control structure [B]. A PLL calculates the phase angle θPLL.
The outer control loops provide the current references in order to control
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the DC-link voltage, and the reactive power exchanged with the grid. The
dynamics of the energy source are not considered for small-signal analysis
due to the decoupling effect of the DC-link. The reference value I∗dc of a
controlled current source is given by the available or requested active power
which is described later as part of the numerical model features.
dc-link capacitor The DC-link capacitor is sized according to the
maximum permissible voltage ripple (i.e. 1 - 2 % of the nominal DC voltage)
[36]. The dynamic of the DC-link voltage can be described by the power
balance and the corresponding charging/discharging behaviour of the ca-
pacitor Cdc as per Eq. 4.14. Pac is the active power at the inverter terminal,
neglecting the small filter resistor R1. Pdc is the source power flowing into
the DC-link. 
dVdc
dt =
ωb
Cdc ·Vdc · (Pdc − Pac)
Pdc = Vdc · I∗dc
Pac = i1d · vcd + i1q · vcq
(4.14)
dc-link voltage controller A design approach for the DC-link
voltage controller is provided in [36] based on the symmetrical optimum
method where PI control parameters kp,Vdc and ki,Vdc are calculated. Again,
the bandwidth of the outer control loops is recommended to be at least ten
times smaller than of the inner current control loops [100]. The dynamics
are described by Eq. 4.15 and Fig. 4.7a where ϕVdc is an intermediate state
variable. 
dϕVdc
dt = Vdc −V
∗
dc
i∗1d = kp,Vdc ·
dϕVdc
dt + ki,Vdc · ϕVdc
(4.15)
reactive power controller The reactive power controller is gen-
erally designed to meet grid code requirements with respect to rise time,
overshoot and settling time of the reactive power response during voltage
variations [50]. The performance depends on the SC ratio measured at the
inverter’s PoC [101]. In this study, the controller is tuned according to the
equivalent grid impedance which is given by the subtransient reactance of
gensets as well as the impedances of interjacent substation transformer and
lines (Fig. 3.4). Control gains kp,Qg and ki,Qg are parameterized to achieve
minimum overshoot. The dynamics of the reactive power controller are de-
scribed by Eq. 4.16 and Fig. 4.7b where ϕQg is an intermediate state variable.
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Qg,avg is the measured variable of the reactive power exchanged with the
grid and ωc,Q the LPF cut-off frequency.
dϕQg
dt = Qg,avg −Q
∗
g
i∗1q = kp,Qg ·
dϕQg
dt + ki,Qg · ϕQg
Qg = −i2q · vgd + i2d · vgq
dQg,avg
dt = ωc,Q · (Qg −Qg,avg)
(4.16)
*
dcV
dcV
Vdc
*
1di
*
gQ
,g avgQ
Qg
*
1qi
∑ ∑ 





,p Vdck
,i Vdck
∑ ∑ 




 ,i Qgk
,p Qgk
* 0gqv 
gqv
PLL
∑ ∑ 
 



,p PLLk
,i PLLk
PLL

PLL
(a) (b)
(c)
Figure 4.7: Schematic diagram of: (a) DC-link voltage controller; (b) reactive power
controller; (c) phase-locked loop
phase-locked loop The PLL utilizes a standard control structure in
the SRRF where the q-axis component of the grid voltage is controlled
(v∗gq = 0) in order to track grid frequency and phase angle at the inverter’s
PoC. The PLL is designed according to the procedure in [102] where the de-
sired settling time ts,PLL is to be defined. A default value of ts,PLL = 100 ms
is chosen. The dynamics of the PLL are described in Eq. 4.17 and Fig. 4.7c
where ϕPLL is an intermediate state variable. The parameters kp,PLL and
ki,PLL belong to the PI controller of the PLL loop filter. The angle δPLL,g rep-
resents the difference between the actual grid phase angle and the angle
determined by the PLL (Fig. 4.3). [103]
dϕPLL
dt = vgq
ωPLL = kp,PLL · dϕPLLdt + ki,PLL · ϕPLL
dδPLL,g
dt = ωPLL −ωg
(4.17)
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state-space expressions The differential equations 4.7, 4.9, 4.14-4.17
result in state vector xFEED , input vector uFEED and output vector yFEED (Eq.
4.18). The corresponding matrices after model linearization are denoted as
AFEED, BFEED, CFEED and DFEED.

xFEED =
 i1d i1q i2d i2q vcd vcq ϕid ...
... ϕiq ϕVdc ϕQg Vdc Qg,avg ϕPLL δPLL,g

uFEED =
[
vgD vgQ ωg Q∗g I∗dc
]
yFEED =
[
i2D i2Q
]
(4.18)
numerical model features Grid-feeding inverters require a DC-link
chopper circuit during low grid voltage, since the grid side inverter can-
not absorb the input current Idc due to the i1,max-limit. Otherwise, the DC
voltage Vdc will increase according to the power balance equation of the
DC-link (Eq. 4.14) [36]. A resistor is connected via a chopper in parallel to
the DC-link capacitor (Fig. 4.6). When Vdc exceeds a certain threshold (e.g.
Vdc,thres = 1.05 pu), the chopper starts operating and a part of the energy is
dissipated in the resistor [104]. The duty-ratio dchop , the chopper resistance
Rchop and the resulting chopper current Idc,chop are calculated by Eq. 4.19
where the maximum permitted voltage is Vdc,max = 1.1 pu.
dchop =
Vdc−Vdc,thres
Vdc,max−Vdc,thres
Rchop =
V2dc,rat
Srat
Idc,chop =
Vdc ·dchop
Rchop
(4.19)
To represent the energy source dynamics of WTG and PVS, it is necessary
to further extend the model capabilities beyond the grid-feeding inverter
system [B]. More specifically, DC current variations are expected due to
changes in power (I∗dc 6= const., Fig. 4.6). Suitable dynamic performance
models of WTG and PVS are proposed and validated by the thesis author
in [A]. They are capable of emulating power output variations according to
changes in wind speed vw, solar irradiance GPOA, temperature Tc and active
power reference P∗WTG or P
∗
PVS, respectively. Fig. 4.8 shows how the grid-
feeding inverter model is coupled with the performance models proposed
in [A].
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Figure 4.8: Schematic diagram of linking models of energy source and grid-feeding
inverter: (a) WTG; (b) PVS [B]
The output variables of performance models are active power PWTG and
PPVS at the DER’s PoC. The model coupling block allows for inverter and
possible transformer losses and calculates the DC current input to the in-
verter model by using the generated DC-power PDER,dc of each DER, respec-
tively (Eq. 4.20). [B]
I∗dc =
PDER,dc
Vdc
(4.20)
4.4.5 Generator Set
Fig. 4.9 shows a schematic diagram of a genset with SGS and AVR droop
function [B]. The genset model is split into three individual models, i.e. SG,
SGS and AVR.
synchronous generator The electrically excited SG is described by a
7th-order model including stator and rotor flux linkage dynamics as well as
rotor dynamics [99]. Park equations for voltages v and fluxes λ are given in
qd0 synchronous reference frame (Eq. 4.21-4.22) where the d-axis is aligned
with the magnetic flux and, hence, the stator EMF is aligned with the q-axis.
igd and igq are stator currents, ikd and ikq are currents in the damper winding
and i f d is the field winding current. A definition of the remaining variables
is found in App. C.2.
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Figure 4.9: Schematic diagram of generator set [B]

vgd = −Rsigd + 1ωb
dλsd
dt −ωrλsq
vgq = −Rsigq + 1ωb
dλsq
dt + ωrλsd
v f d = R f di f d + 1ωb
dλ f d
dt
vkd = 0 = Rkdikd + 1ωb
dλkd
dt
vkq = 0 = Rkqikq + 1ωb
dλkq
dt
(4.21)

λsd = −(Lmd + Lls) · igd + Lmdi f d + Lmdikd
λsq = −(Lmq + Lls) · igq + Lmqikq
λ f d = (Lmd + Ll f d) · i f d − Lmdigd + Lmdikd
λkd = (Lmd + Llkd) · ikd − Lmdigd + Lmdi f d
λkq = (Lmq + Llkq) · ikq − Lmqigq
(4.22)
The rotor dynamics are expressed by the swing equation (Eq. 4.23) where H
is the inertia time constant, D the damping factor coefficient and Tm and Te
the mechanical and electrical torque [99]. H · dωrdt = Tm − Te − D ·ωrTe = λsd · igq − λsq · igd (4.23)
An expression for the rotor angle displacement ∆δr,g related to the actual
grid phase angle is given in Eq. 4.24 [105].
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dδr,g
dt
= ωb · (ωr −ωg) (4.24)
prime mover and speed governor system A schematic diagram of
the prime mover and SGS dynamics is shown in Fig. 4.10.
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Figure 4.10: Schematic diagram of prime mover and speed governor system (SGS)
The prime mover dynamics include the fuel actuator and combustion en-
gine and are represented by a first-order time response with time constant
τp (Eq. 4.25), where µ is the fuel injection requested by the SGS [94].
dTm
dt
=
1
τp
· (µ− Tm) (4.25)
The primary function of the SGS is to produce a change in requested fuel
injection ∆µ for the prime mover resulting from any speed deviation ∆ω.
The SGS includes a droop characteristic with setpoints for active power P∗g
and rotor speed ω∗r . Moreover, active power at the generator terminal is
measured (Pg,avg) in order to allow for mechanical and electrical losses of
the genset. ωc,VI is the LPF cut-off frequency for voltage and current mea-
surements. The mechanical system can be represented by two first-order
systems with τp and H [36]. Hence, a PID controller is chosen for compen-
sation. The controller gains kPω, kDω, kIω are parameterized by choosing
a minimum system overshoot and a settling time equal to the inertia time
constant [36]. The differential equations for the SGS are given in Eq. 4.26
and expressed as block diagrams in Fig. 4.10. ϕG1 and ϕG2 are intermediate
state variables and a is an auxiliary variable to realize a state-space form of
the PID controller.
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
dPg,avg
dt = ωc,VI · (Pg − Pg,avg)
Pg = igd · vgd + igq · vgq
dϕG1
dt = kIω ·
(
ω∗r −ωr −mp · (Pg,avg − P∗g )
)
dϕG2
dt = kPω ·
(
ω∗r −ωr −mp · (Pg,avg − P∗g )
)
+ ϕG1
− 1a ·
(
ϕG2 + kDω ·
(
ω∗r −ωr −mp · (Pg,avg − P∗g )
))
(4.26)
automatic voltage regulator (avr) Brushless excitation systems
are typically used in industry-standard engine-driven generators [94]. In
this study, the AVR is represented by a simplified version of the AC5A
brushless excitation system [106] as shown in Fig. 4.11. It is assumed that
non-linear saturation effects are negligible [74].
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Figure 4.11: Schematic diagram of automatic voltage regulator
The excitation system is represented by a first-order time response with
time constant τe (Eq. 4.27), where r is the voltage reference [94].
dv f d
dt
=
1
τe
· (r− v f d) (4.27)
The main function of the AVR is to produce change in voltage reference
∆r for the excitation system resulting from any voltage deviation ∆vg. The
AVR includes a droop characteristic with setpoints for reactive power Q∗g
and terminal voltage v∗g. Similar to the SGS, the entire plant system can
84
4.4 modeling of plant components
be represented by two first-order systems with τe and the generator open
circuit time constant τg,oc which is calculated by Eq. 4.28 [99].
τg,oc =
Lmd + Ll f d
R f d ·ωb
(4.28)
Again, a PID controller is chosen and kPv, kDv, kIv are parameterized by
choosing a minimum system overshoot and a settling time being equal to
the open circuit time constant [36]. The differential equations for the AVR
are given in Eq. 4.29 and expressed as block diagrams in Fig. 4.11 where
ϕAVR1 and ϕAVR2 are auxiliary state variables.
dvg,avg
dt = ωc,VI · (vg − vg,avg)
dQg,avg
dt = ωc,VI · (Qg −Qg,avg)
Qg = −igq · vgd + igd · vgq
dϕAVR1
dt = kIv ·
(
v∗g − vg,avg −mq · (Qg,avg −Q∗g)
)
dϕAVR1
dt = kIv ·
(
v∗g − vg,avg −mq · (Qg,avg −Q∗g)
)
− 1a ·
(
ϕAVR2 + kDv ·
(
v∗g − vg,avg −mq · (Qg,avg −Q∗g)
))
(4.29)
state-space expressions The differential equations 4.21-4.29 result in
state vector xGS, input vector uGS and output vector yGS (Eq. 4.30). The
corresponding matrices after model linearization are denoted as AGS, BGS,
CGS and DGS.

xGS =
 igd i f d ikd igq ikq ωr δr,g Pg,avg ...
... ϕG1 ϕG2 Tm Qg,avg vg,avg ϕAVR1 ϕAVR2 v f d

uGS =
[
vgD vgQ ωg v∗g ω∗r P∗g Q∗g
]
yGS =
[
igD igQ ωr
]
(4.30)
numerical model features Torque limiters and excitation limiters
are required at the output of SGS and AVR, respectively (Fig. 4.10 and 4.11).
µmax is chosen to allow 10 % overload based on PGS,rat. The parameters
rmin and rmax are selected to respect the end region heating limit and field
current limit according to the genset capability curve in Fig. 9.2 of App. B.2
[107].
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4.4.6 Loads
The load subsystems include various load characteristics which are classi-
fied as constant impedance (e.g. electric heating, incandescent lights, ovens),
constant current (e.g. street lighting) and constant power loads (e.g. elec-
tronic devices) [108]. The ZIP model is used in static load representations
[31]. Here, also rotating machines (e.g. fans, compressors, pumps) are classi-
fied as constant P loads by neglecting the frequency deviations in the grid.
According to [109] the most prevailing loads in a community area are
constant P and constant Z loads. In rural areas in developing countries,
constant Z loads are generally dominant over constant P loads (80/20). Thus,
from a practical viewpoint, it is not required to model constant I loads.
Stability studies in IMGs have ascertained that the dynamic behaviour
of motor loads affects the voltage and frequency profile considerably [110].
However, a generic model representation is impracticable due to the diver-
sity of motor loads - predominantly direct-on-line start induction motors
and variable speed drive based motors - as well as their individual ratings
and parameters [31]. Instead, the voltage- and frequency-dependent load
model can be used to describe all load characteristics of interest. The ex-
pressions for active and reactive power consumption are given in Eq. 4.31
[108]. Kpv and Kqv are the voltage sensitivity parameters and Kp f and Kq f
are the frequency sensitivity parameters. P0 and Q0 are the load demand at
nominal voltage and frequency. P = P0 · v
Kpv ·
(
1 + Kp f ·ωg − Kp f
)
Q = Q0 · vKqv ·
(
1 + Kq f ·ωg − Kq f
) (4.31)
DQ-components of the resulting load current are expressed in Eq. 4.32.
iD =
P·vD+Q·vQ
v2D+v
2
Q
iQ =
P·vQ−Q·vD
v2D+v
2
Q
(4.32)
Tab. 4.4 shows the voltage and frequency sensitivity coefficients for constant
Z and constant P loads as well as typical values for motor loads [108]. For
the latter, frequency sensitivity coefficients (Kp f , Kq f ) take on positive val-
ues which are associated with the load damping constant in classic power
system stability studies [74]. The larger the slope of the compositive power
frequency characteristic, the higher the system damping, which yields in an
improved situation for small-signal stability [B]. Positive voltage sensitivity
coefficients (Kpv, Kqv) mean that power consumption decreases during low
voltage events where inverter current limits restrict the power capacity of
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most DERs. Such load characteristic is beneficial for the sake of large-signal
stability.
In this work, constant P loads are modeled without voltage and frequency
sensitivity (ideal), as it constitutes the most challenging study case for sta-
bility assessment.
Table 4.4: Voltage and frequency sensitivity coefficients for various load characteris-
tics [108]
Load characteristic Kpv Kqv Kp f Kq f
Constant Z 2 2 0 0
Constant P (ideal) 0 0 0 0
Constant P (motor) 0.1 - 1.8 0.6 - 2.2 0.3 - 2.9 0.6 - 1.8
state-space expressions The voltage and frequency-dependent load
model does not involve dynamic states. Input vector uLD and output vector
yLD are presented in Eq. 4.33. Any load changes to the system can be ex-
pressed by P0 and Q0. Only the feed-forward matrix DLD is obtained after
model linearization.
uLD =
[
vD vQ ωg P0 Q0
]
yLD =
[
iD iQ
] (4.33)
4.4.7 Lines
Underground cables are typically represented by nominal-π models [111].
However, the nominal-T approach is more convenient for the state-space
model in this study. For the sake of model coupling (Subsection 4.5) each
component model requires voltage as input and current as output variable.
This can be realized by nominal-T in contrast to the nominal-π representa-
tion. A schematic diagram is shown in Fig. 4.12. The shunt capacitor CLN is
lumped in the line centre and introduces an additional node.The dynamic
expressions of line currents and capacitor voltage can be formulated as in
Eq. 4.34 with cable resistance RLN and inductance LLN . The adjacent line
nodes are denoted as j and k.
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vj vkCLNvc
ij ikLLN/2RLN/2
Figure 4.12: Schematic diagram of nominal-T line model

dijD
dt = ωb ·
(
− RLNLLN · ijD + ωg · ijQ +
2
LLN
· vjD − 2LLN · vcD
)
dijQ
dt = ωb ·
(
− RLNLLN · ijQ −ωg · ijD +
2
LLN
· vjQ − 2LLN · vcQ
)
dvcD
dt = ωb ·
(
ωg · vcQ + 1CLN · ijD −
1
CLN
· ikD
)
dvcQ
dt = ωb ·
(
−ωg · vcD + 1CLN · ijQ −
1
CLN
· ikQ
)
dikD
dt = ωb ·
(
− RLNLLN · ikD + ωg · ikQ +
2
LLN
· vcD − 2LLN · vkD
)
dikQ
dt = ωb ·
(
− RLNLLN · ikQ −ωg · ikD +
2
LLN
· vcQ − 2LLN · vkQ
)
(4.34)
state-space expressions The differential equations 4.34 result in state
vector xLN, input vector uLN and output vector yLN (Eq. 4.35). The corre-
sponding matrices after model linearization are denoted as ALN, BLN, CLN
and DLN. 
xLN =
[
ijD ijQ vcD vcQ ikD ikQ
]
uLN =
[
vjD vjQ vkD vkQ ωg
]
yLN =
[
ijD ijQ ikD ikQ
] (4.35)
numerical model features A standard nominal-π representation is
applied in the numerical model. The state-space model is verified by com-
paring the magnitude of adjacent voltages vj and vk. The results yield in
errors of less than 0.2 % which confirms the validity of nominal-T models
for small-signal analysis.
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4.4.8 Transformer
Transformers are modeled by an equivalent resistance RTR and inductance
LTR. The dynamic expressions of transformer currents are given in Eq. 4.36.
The nodes on primary and secondary side are indicated by j and k.

diD
dt = ωb ·
(
− RTRLTR · iD + ωg · iQ +
1
LTR
· vjD − 1LTR · vkD
)
diQ
dt = ωb ·
(
− RTRLTR · iQ −ωg · iD +
1
LTR
· vjQ − 1LTR · vkQ
) (4.36)
state-space expressions State vector xTR, input vector uTR and out-
put vector yTR are formulated in Eq. 4.37. The corresponding matrices after
model linearization are denoted as ATR, BTR, CTR and DTR.
xTR =
[
iD iQ
]
uTR =
[
vjD vjQ vkD vkQ ωg
]
yTR =
[
iD iQ
] (4.37)
4.5 development of hybrid power plant model
This section describes the development of the HPP model and thereby ad-
dresses RQ 4.1. It is demonstrated how the individual component models
are linked on a modular basis employing a Multiple-Input-Multiple-Output
(MIMO) system. The critical metrics for stability analysis of dynamic sys-
tems are briefly introduced. The selection of Single-Input-Single-Output
(SISO) transfer functions is explained as being required for controller tuning.
Finally, the overall HPP model is presented, and some aspects on feasible
model aggregation are addressed to reduce the model complexity.
4.5.1 Obtaining MIMO System
The model assembling is demonstrated by means of a simplified plant sys-
tem consisting of grid-forming inverter and load connected at a common
bus, the PCC. The corresponding state-space systems with AFORM, BFORM,
CFORM, DFORM and DLD (Subsections 4.4.3 and 4.4.6) are shown in Fig.
4.13.
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Figure 4.13: Example of model assembling by means of a plant system consisting of
grid-forming inverter and load connected to PCC
Output vectors yFORM and yLD act as intermediate variables for connect-
ing the models. The individual current variables iDQ are converted to the
plant’s per-unit system by a factor px (Eq. 4.38). Sb,x is the nameplate rating
of the xth component and Sb,HPP the unified base power of the HPP.
px =
Sb,x
Sb,HPP
(4.38)
The bus voltages are obtained in Eq. 4.39 by using a large virtual resistor rn
to ground where k is the number of components injecting current to the bus
[103].  vD = rn ·∑kj=1(px · iDj)vQ = rn ·∑kj=1(px · iQj) (4.39)
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All reference variables of uFORM and uLD are inputs to the overall plant
model (uHPP). The output vector yHPP of the overall MIMO system is given
by grid frequency ωg, which is generated by the grid-forming inverter, and
PCC voltage magnitude vPCC, which is obtained by Eq. 4.40. Additional
output variables can be defined, if necessary.
vPCC =
√
v2D + v
2
Q (4.40)
In order to obtain the matrices AHPP, BHPP, CHPP and DHPP of the overall
plant system, it is necessary to mathematically combine and connect the
individual dynamic systems. For the model application in HPP systems,
this is a cumbersome and impractical task for various reasons:
• various types of DER models with distinct in- and output variables
• required matrix partitioning due to individual subselection of interme-
diate variables (Fig. 4.13)
In this PhD work, the block diagram interconnection is automized by using
MATLABr as shown by an example script in App. C.3, which is valid for
the system in Fig. 4.13. The size of the resulting state matrix AHPP is given
by the length of the state vector xHPP which contains the dynamic variables
of all included plant components (Eq. 4.41).
xHPP =

xFORM
xLD
...
 (4.41)
4.5.2 Eigenvalues and Participation Factors
The EVs λ =
[
λ1 λ2 . . . λn
]
of any state matrix A are an indication of
small-signal stability for the particular linearized system [74]. EVs are also
called system poles and describe the free motion of individual modes. A
real EV corresponds to a non-oscillatory mode, whereas a complex EV pair
describes an oscillatory mode. The eigenfrequency fi and damping ratio ζi
of oscillations are calculated in Eq. 4.42.
λi = σi ± jωi
fi =
ωi
2π
ζi =
−σi√
σ2i +ω
2
i
(4.42)
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In order to identify dominant state variables participating in a particular
mode, the participation matrix P is determined (Eq. 4.43).
P =
[
p1 p2 . . . pn
]
(4.43)
Individual participation factors (PF) pki are calculated by the right (Φki) and
left (Ψik) eigenvectors of the state matrix A. The magnitude of pki provides
a measure of the relative participation of the kth state variable in the ith
mode (Eq. 4.44).
pi =

p1i
p2i
...
pni
 =

Φ1iΨi1
Φ2iΨi2
...
ΦniΨin
 (4.44)
PF analysis allows to attribute state variables x of one or multiple dynamic
subsystems to a certain EV λi.
4.5.3 Obtaining SISO System
When having an expression of the MIMO system in state-space, it is straight-
forward to achieve an open-loop transfer function Gu−y between specific
variables that can be used for control design [74]. In Eq. 4.45 the relation-
ship of kth output to ith input is obtained by selecting the kth row of C and
D and the ith column of B and D.
Gu−y =
4yk
4ui
= Ck · (sI−A)−1Bi + Dki (4.45)
An example is shown in App. C.3.
4.5.4 Hybrid Power Plant Model
The overall HPP model as a MIMO system is illustrated in Fig. 4.14. The
state-space models of all HPP components are connected according to the
SLD shown in Fig. 3.4 and the method described in Subsection 4.5.1. The
current magnitudes of WTG, PVS and genset subsystem are configurable
with nWTG, nPVS, nGS to allow for the number of connected units (0,1,...).
Here, a simple aggregation technique is used to reduce the overall model
complexity. The validity of aggregation is proved using the genset model as
example. The frequency response of GQ0−vPCC is observed, which represents
the dynamic behaviour of PCC voltage ∆vPCC, as a response to a load change
∆Q0. One aggregated model with scaling factor nGS = 3 is compared to
three distributed models of the genset subsystem.
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Figure 4.14: Functional diagram of hybrid power plant model used for the state-
space representation
The corresponding Bode plot is shown in Fig. 4.15. The aggregated model
displays similar characteristics with minor deviations what justifies its use
for small-signal stability studies.
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Figure 4.15: Frequency response of GQ0−vPCC for aggregated and distributed models
of genset subsystem
Analyzing a plant operating point without BESS (nBESS = 0) requires a
slight modification in model assembling due to a changing CRF frame (Sub-
section 4.4.2). The corresponding functional diagram is shown in App. C.3.
The linearized HPP model is verified against numerical EMT simulations by
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evaluating various SISO modes of the MIMO system (App. C.1). Overall, the
obtained relative errors are smaller than 5 % which is considered acceptable.
4.6 small-signal stability assessment
The first step in applying the presented state-space model in Subsection 4.5.4
is to conduct a systematic and complete stability assessment of the plant
system, which represents the process and field zone components in Fig. 4.2a.
A stable plant system is a fundamental condition to design and tune the
central plant controller (Station zone in Fig. 4.2a), which is described later
in Section 4.7.
The thesis author in [B] has proposed a model-based design approach,
and the individual steps are presented subsequently. Additional test cases
for the sensitivity analysis are shown which have not yet been published in
[B].
4.6.1 Definition of Stability Requirements
Absolute stability is ensured if all EVs are located in the left-half plane, which
results in positive damping (Eq. 4.42). Furthermore, EVs can identify poorly
damped modes in dynamic systems what is regarded as relative stability. In
order to avoid critically low damping of any voltage or frequency oscilla-
tions in the HPP, a reasonable target for the EV’s damping ratio is ζi ≥ 0.05
[112].
4.6.2 Definition of Operating Scenarios
The state-space models are to be linearized around specific operating points
for small-signal analysis. Different operating states, i.e. various DERs in and
out of operation, and operating conditions, i.e. steady-state frequency, volt-
age and DER loading levels, can affect the stability situation.
The considered test scenarios represent all potential DER operating states
and are enumerated in Tab. 4.5. For a particular test scenario, the state ma-
trix AHPP is updated according to the initial system variables, the consid-
ered intervals of which is shown in Tab. 4.6.
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Table 4.5: Test scenarios - various operating states of DERs
BESS on BESS off
Test nGS = nGS =
Scenario # 0 1 2 3 1 2 3
WTGs on PVS on 1 5 9 13 17 21 25
WTGs off PVS on 2 6 10 14 18 22 26
WTGs on PVS off 3 7 11 15 19 23 27
WTGs off PVS off 4 8 12 16 20 24 28
Table 4.6: Interval of values for initial system variables, denoted as ’ini’, applied for
small-signal analysis
Variable Value
vPCC,ini [0.8, 1.2]pu
fg,ini [47, 53]Hz
PLD,ini [0, 1]pu
cos ϕLD,ini [0.8, 1]pu
Variable Value
PWTG,ini [0, 1]pu
QWTG,ini [−0.5, 0.5]pu
PPVS,ini [0, 1]pu
QPVS,ini [−0.5, 0.5]pu
Variable Value
PBESS,ini
per load flow
calculations
QBESS,ini
PGS,ini
QGS,ini
4.6.3 Eigenvalue and Participation Factor Analysis
An approach for utilizing EV and PF analysis is explained by considering
a system state where all DERs are in operation (Test scenario #13 in Tab.
4.5) [B]. The HPP model described in Subsection 4.5.4 consists of 72 state
variables. Fig. 4.16 shows an overview of all EVs obtained for the range of
initial system conditions in Tab. 4.6. The distribution of EVs demonstrates
that their location depends on the linearization point. However, a detailed
analysis of EV movement is not in scope due to the vast number of dynamic
modes. The sole aim is to assess absolute and relative stability (Subsection
4.6.1). Two important aspects for the evaluation of small-signal stability in
off-grid HPPs are pointed out in [B]:
1 . root cause investigation and controller tuning : It is ap-
parent from Fig. 4.16a that one EV pair is located in the right-half plane,
indicating that the system is unstable. Its eigenfrequency is fi = 18 Hz and
the damping ratio ranges between ζi = [−0.1, 0.02]. Negative damping is as-
certained only if the BESS is in charging mode (PBESS,ini < 0) what stresses
the need for assessing the entire range of operating conditions.
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Figure 4.16: Eigenvalue maps of state matrix AHPP for plant operating point with all
DERs in operation: (a) unstable case; (b) stable case [B]
The PFs reveal that this oscillatory mode is associated with state variables
of SG stator and rotor flux (igd, i f d, ikd) and of BESS inverter (ϕvcd, i1d). In
[B] it is proposed to re-tune the inverter’s voltage feed-forward filter G f f (s)
depicted in Fig. 4.4. The cut-off frequency is reduced to ωc,vc = 2π · 30 Hz
to yield a sufficient damping ratio of the concerned EV (ζi = 0.42). It is
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necessary to introduce additional state variables vcd,avg and vcq,avg in Eq.
4.12 according to the dynamic expressions in Eq. 4.46.
dvcd,avg
dt = ωc,vc · (vcd − vcd,avg)
dvcq,avg
dt = ωc,vc · (vcq − vcq,avg)
(4.46)
The EV map in Fig. 4.16b demonstrates that the HPP is now stable for all
initial system conditions in Tab. 4.6.
2 . clustering of eigenvalues : Another feature indicated in Fig. 4.16
is the definition of EV clusters which is proposed in [B] to identify the rele-
vant dynamic modes for voltage and frequency regulation. EVs are classified
according to their eigenfrequencies as presented in Tab. 4.7 and encircled in
Fig. 4.16. The associated dynamic subsystems are identified by observing
the dominant state variables in accordance with PFs.
Table 4.7: Eigenvalue clusters for plant operating point with all DERs in operation
[B]
EV
clus-
ter
Eigenfrequency
fi [Hz]
Damping
ratio ζi [-]
Associated dynamic subsystems
1 [225, 20 · 103] [0.03, 0.76] Plant inductances and capacitances
2 [80, 160] [0.61, 1] Inverter current control loops, SG flux
3 ]0.3, 34] [0.19, 1] Inverter outer control loops, SG flux,
excitation system, genset mechanical time
constants and control loops
• Cluster #1 concerns the high-frequency range, which is relevant for
harmonic stability. Some EVs are underdamped (ζi < 0.05). However,
it is necessary to model the inverter switches to allow in-depth analy-
ses and propose corrective measures, what falls outside the scope of
this work. Thus, EV cluster #1 is not further regarded.
• Cluster #2 involves the dynamics of both inverters’ current controller
as well as SG stator and rotor flux. All EVs are sufficiently damped.
• Cluster #3 includes dynamic modes that are linked with inverters’
outer control loops and all genset state variables, i.e. electrical time
constants of SG, mechanical time constants (inertia, prime mover) and
control loops (SGS, AVR). The EV pair with the lowest damping (ζi =
0.19 at fi = 10 Hz) is strongly associated with state variables the f/P
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droop controllers of BESS inverter (Pc,avg) and genset prime mover (ωr,
δr,g, Pg,avg, Tm, ϕG2). Further information is presented in [B].
Based on the root cause investigation, it is concluded that it is most essential
for the small-signal analysis to study the low frequency dynamics (<35 Hz)
represented by cluster #3 [B].
4.6.4 Sensitivity Analysis
First, the sensitivity of small-signal stability to the actual plant operating
condition is assessed (Test Case 1). This analysis attempts to identify the
DER operating states that are most crucial with regards to stability.
Then, in Section 4.4 the parametrization of individual DER control loops
was well established according to standard guidelines found in the literature
[36, 97, 98]. However, some parameters, i.e. droop control gains (mp, mq) and
PLL settling time (ts,PLL) are not specified and may require tuning. A range
of possible values is examined during Test Cases 2-4.
test case 1 : der operating states EV and PF analyses are con-
ducted by linearizing the system around steady-state values in each test
scenario presented in Tab. 4.5. The obtained EV maps reveal that the system
remains absolutely stable for all initial system conditions (Tab. 4.6). In order
to investigate relative stability for each test scenario, a critical EV λcr is de-
termined, which is characterized by minimum damping of all EVs within
cluster #3. The respective damping ratios and eigenfrequencies of λcr are
depicted in Fig. 4.17. It is observed that one particular EV λcr appears per-
manently during parallel operation of BESS and genset subsystem (Test sce-
narios #5-16). The values for ζcr = [0.19, 0.23] and fcr = [8.5, 10.2]Hz are
ranged within a narrow band and thereby only slightly dependent on the
number of connected DERs. This particular dynamic mode is linked with
the f/P droop controllers as was established in Subsection 4.6.3.
In all other scenarios (#1-4 & #17-28), the damping ratio remains above
ζcr > 0.41. The PF analysis reveals that these EVs are linked with the state
variables of one particular plant component, respectively, as shown in Tab.
9.9 of App. C.4. The eigenfrequency and damping of these dynamic modes
are not influenced by the presence of other DERs and thereby not sensitive
to the plant’s operating condition.
It is concluded that test scenario #13 with all DERs in operation represents
the most critical plant operating point since it involves the lowest damping
ratio (ζcr = 0.19). It is taken as a benchmark scenario during the subsequent
test cases.
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Figure 4.17: Sensitivity of damping ratio ζcr and eigenfrequency fcr of critical EV to
actual DER operating state
test case 2 : frequency/active power droop characteristic
In the previous test cases, a default value mp = 5 % for the droop gain ap-
plied to BESS and gensets was chosen. The sensitivity of EV λcr to the droop
gain mp is investigated. Typical values are in the range of mp = [2, 12]% [50].
It is well known that the composite f/P characteristic of a power system
contributes to the overall system damping [74]. The results presented in Fig.
4.18 confirm that there is an inverse relationship between system damping
ζcr and droop gain mp [B].
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Figure 4.18: Sensitivity of damping ratio ζcr of critical EV to f/P droop gain mp
applied to BESS and gensets for system state with all DERs in operation
[B]
Supplementary studies in [B] reveal that the dynamic mode associated
with λcr is visible in both grid frequency fg and active power PBESS and
PGS through transient oscillations. For this particular off-grid HPP, larger
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droop gains than mp > 10 % shall be avoided, as the oscillation damping
falls below the limit of ζcr < 0.05 (Fig. 4.18). This test case shows that values
for mp shall be carefully selected to ensure frequency stability.
test case 3 : voltage/reactive power droop characteristic So
far, a default value mq = 5 % was selected as V/Q droop gain applied to
BESS and gensets. This test case investigates the sensitivity of EV damping
to the droop gain within the range of mq = [2, 12]%. Again, the critical EV
λcr is determined based on its damping ratio ζcr, which is depicted in Fig.
4.19.
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Figure 4.19: Sensitivity of damping ratio ζcr of critical EV to V/Q droop gain mq
applied to BESS and gensets for system state with all DERs in operation
The results demonstrate that system stability is not influenced by the V/Q
droop characteristic.
test case 4 : phase-locked loop in grid-feeding inverters The
choice of the PLL bandwidth is not straightforward. The advantage of fast
PLLs is the ability to react to sudden frequency changes by fast synchroniza-
tion of the DER control loops. However, the quality of frequency tracking
can be limited when the grid voltage is affected by low-frequency harmon-
ics (e.g. 5th, 7th, 9th, 11th order) that typically occur in the presence of
variable speed drives or consumer electronics. Thereby, slow PLL structures
may have better performance.
By analyzing the obtained PFs, one particular EV pair referred to as λPLL
can be attributed to the PLL filter. Fig. 4.20 demonstrates how this particular
EV pair moves along the complex plane for increasing values of the specified
PLL settling time, which ranges within ts,PLL = [4 : 2 : 100]ms.
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Figure 4.20: Eigenvalue movement of λPLL for various values for PLL settling time
ts,PLL in grid-feeding inverters
The figure shows that the system is stable for the vast majority of values,
however, it becomes unstable for very fast PLLs (ts,PLL < 10 ms). It is con-
cluded that the value of ts,PLL = 100 ms, which has been used so far, is valid
and thereby can be applied to grid-feeding inverters operating in off-grid
HPPs.
4.6.5 Partial Conclusions
The main conclusions of the small-signal stability assessment are as follows:
• It is sufficient to perform EV and PF analysis solely for a plant oper-
ating point with all DERs in operation (Fig. 4.17). However, it is nec-
essary to linearize the state-space model around various DER loading
conditions to detect potential system instabilities (Fig. 4.16).
• EVs with frequencies below fi < 35 Hz are of particular interest with
regard to stable voltage and frequency regulation (Cluster #3 in Tab.
4.7). The findings suggest that EMT modeling is required due to the
bandwidth limitation of typical RMS models (i.e. 15 Hz for time con-
stant of 1/2 cycle = 10 ms [113]).
• The f/P droop characteristic of grid-forming DERs shall be carefully
tuned to prevent dynamic modes with critically low or even negative
damping (Fig. 4.18).
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• Fast PLL structures in grid-feeding inverters (ts,PLL < 10 ms) lead to
instable system conditions and shall be avoided.
4.7 design and tuning of plant controller
This section deals with the design and subsequent tuning of the plant con-
troller (HPPC) located in the station zone (Fig. 4.2a) to examine RQ 4.2. The
overall methodology is proposed by the thesis author in [B]. Subsequently,
further details and thorough performance analysis are presented which take
into account various plant operating conditions and the occurrence of com-
munication delays.
4.7.1 Operational and Functional Requirements
Operational requirements for off-grid HPPs are difficult to define by existing
grid codes, since the size and layout of IMGs, the involved DERs and hence
the related technical regulations are unique [75]. However, some general
guidelines are found in [14, 114]. A permissible voltage and frequency band
of vg = [0.8, 1.2]pu, fg = [47, 53]Hz is considered during normal operation.
[B]
According to the selected control strategy (4.3), the voltage and frequency
is regulated by droop controlled BESS and gensets. However, such primary
control actions will leave steady-state errors in voltage and frequency. There
are good reasons that these deviations from the nominal value shall be elim-
inated, even if the voltages and frequency remain within the normal operat-
ing range. [B]
Firstly, it is not desired to operate the PCC voltage below the nominal
value, as it will lower the voltage levels in the demand subsystem. Depend-
ing on feeder lengths and load consumption, severe undervoltages can be
expected that would lead to load disconnection. Potential overvoltages in
RES subsystems are of secondary concern since a maximum permitted volt-
age rise of 4V = 6 % has already been considered during the initial EBoP
(Section 3.4). [B]
Secondly, it is preferred to avoid grid frequencies below nominal value
for a more extended time period, as it will lower the power consumption
and efficiency of some frequency-dependent loads, e.g. fans, compressors,
pumps. Field measurements in an IMGs with water supply pumps have
revealed that the active load can change by up to 8.5 %/Hz [110].
Hence, steady-state voltage and frequency errors need to be compensated
by secondary control actions to regain nominal values vPCC = 1 pu and
fg = 50 Hz. Dynamic performance requirements (e.g. rise time, overshoot,
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settling time) are typically not specified in IMGs and, for this reason, not
explicitly considered. [B]
4.7.2 Proposed Design Approach
An approach for designing the voltage and frequency restoration (VFR) con-
trol loop is proposed in [B] and elaborated subsequently. The HPPC archi-
tecture is reported in Fig. 4.21 and is valid for both voltage and frequency
control, yet being decoupled from each other.


* 1puPCCv 
* 1puHPP 
,PCC measv ,g meas PCCv g
0P
0Q
Voltage and Frequency 
Restoration Controller Plant
Measurement
Secondary 
Controlsss      ∑ 
delsTe

SCG
Grid Meter
HPP 
State-Space 
Model
*
gv
*
g
Figure 4.21: System representation for voltage and frequency restoration controller.
Modified from [B]
A secondary controller dispatches setpoints for grid frequency ω∗g and
voltage v∗g to BESS and gensets as being the primary droop controllers. Al-
ternatively, P/Q setpoints could be send to all DERs. However, it seems
more reasonable to utilize these signals for power-sharing principles. A de-
tailed assessment for this recommendation is provided later in Chapter 5.
Furthermore, it does not seem adequate to utilize WTGs and PVS to control
the vPCC due to their considerable distance to the plant’s PCC. During the
control design, the HPP state-space model (Fig. 4.14) utilizes ω∗g and v∗g as
input variables by means of Eq. 4.47. It should be noted that the BESS needs
to consider the voltage drop across the inverter’s grid-side inductor (Fig. 4.4)
to regulate the PCC voltage. An additional term is required as expressed in
Eq. 4.47.  ω∗r = ω∗gv∗c = v∗g + X2 ·√i22D + i22Q (4.47)
The measurement block in Fig. 4.21 contains a voltage sampling LPF and
PLL. The time delay block e−sTdel represents the sampling delay (Ts,HPPC)
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and communication delay (Tcom), which occurs when collecting all feedback
signals and sending reference signals to the individual DERs [B]. According
to [115] an aggregated time delay Tdel describing the entire process can be
defined by Eq. 4.48.
Tdel = 0.5 · Ts,HPPC + Tcom (4.48)
In order to enable the state-space form in S-domain, the non-linear expres-
sion e−sTdel is replaced by a first-order Pade function in Eq. 4.49 [115].
Fdel = e−sTdel ≈
1− 12 s · Tdel
1 + 12 s · Tdel
(4.49)
The secondary control loop shall be slower than the primary controller. In-
stead of a standard PI controller, a simple integral (I) controller (Eq. 4.50) is
chosen, since control in- and outputs have equal units and thereby a propor-
tional gain is not required [B]. GSC, f =
1
τSC, f ·s
GSC,v = 1τSC,v ·s
(4.50)
The secondary control time response shall regard the minimum bandwidth
of the primary controllers. Thus, to determine τSC, f and τSC,v, the respective
bandwidth of the plant system (Fig. 4.21) is evaluated for all potential DER
operating states listed in Tab. 4.5. Fig. 4.22 details the frequency responses
of the primary frequency control system Gω∗g−ωg and the primary voltage
control system Gv∗g−vPCC . The spread of the bandwidths (ωbw, f , ωbw,v) is ob-
tained by considering all test scenarios in Tab. 4.5. The particular operating
states of BESS and genset subsystem are highlighted in Fig. 4.22.
It is apparent from Fig. 4.22a that the bandwidth of Gω∗g−ωg is infinite (
ωbw, f → ∞) when the HPP operates without gensets, as the BESS inverter
can regulate its internal frequency output nearly instantaneously. For the
remaining test scenarios, the bandwidth frequency stays within the inter-
val of ωbw, f = [4.0, 23.1] rads . The time constant of the secondary frequency
controller is calculated by Eq. 4.51.
τSC, f =
1
min(ωbw, f )
=
1
4 rads
= 0.25 s (4.51)
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Figure 4.22: Frequency response of plant system and range of bandwidth ωbw for
various DER operating states: (a) primary frequency control Gω∗g−ωg ; (b)
primary voltage control Gv∗g−vPCC
Fig. 4.22b shows that the bandwidth of Gv∗g−vPCC ranges within ωbw,v =
[1.1, 55.2] rads . The value is significantly lower when gensets are in operation
(ωbw,v = [1.1, 6.3] rads ) compared to 100 % inverter-based operation (ωbw,v =
[53.7, 55.2] rads ). This is due to the comparatively slow dynamics of AVR and
excitation system [B]. The resulting time constant is determined by Eq. 4.52.
τSC,v =
1
min(ωbw,v)
=
1
1.1 rads
= 0.91 s (4.52)
A feasible control sample rate Ts,HPPC is given based on the smallest time
constant according to Nyquist (Eq. 4.53).
Ts,HPPC < 0.5 ·min( τSC, f , τSC,v ) (4.53)
A value of Ts,HPPC = 50 ms is chosen in this study.
The quantitative results reported in Fig. 4.22 and Eq. 4.51-4.53 are valid
for default droop gains of mp = mq = 5 %. Further studies in [B] reveal
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that the bandwidth of the primary control system increases for larger droop
gains. In this case, slower time constants for the secondary controller will
be required.
4.7.3 Performance Analysis for Various DER Operating States
The dynamic performance of secondary voltage and frequency control is
assessed by looking into the step response characteristic in time domain.
Disturbance rejection is analyzed during two test cases where ideal commu-
nication is presumed (Tcom = 0):
a. An active power load change ∆P0 = 0.1 pu at t0 = 0 s is applied to the
state-space function GP0−ωg to test frequency control performance;
b. A reactive power load change ∆Q0 = 0.1 pu at t0 = 0 s is applied to
the state-space function GQ0−vPCC to test voltage control performance.
Fig. 4.23 illustrates the response of grid frequency fg and PCC voltage vPCC
during all DER operating states listed in Tab. 4.5. Various combinations of
BESS and genset states are highlighted as envelopes.
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Figure 4.23: Frequency and voltage control performance for various DER operating
states: (A) Grid frequency fg after load step of ∆P0 = 0.1 pu; (B) PCC
voltage vPCC after load step of ∆Q0 = 0.1 pu
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It is visible that the most significant excursions of fg and vPCC and thereby
slowest restoration performance occur in the absence of the grid-forming
inverter (BESS off). Fig. 4.24 details the respective settling times ts, fg and
ts,vPCC for each test scenario.
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Figure 4.24: Settling time for various DER operating states: (A) Grid frequency ts, fg
after active power load step; (B) PCC voltage ts,vPCC after reactive power
load step
It is concluded that fg and vPCC are restored in less than 1.5 seconds,
whenever the BESS is in operation (scenarios #1-16). The most extended
settling times (ts, fg = 2.9 s, ts,vPCC = 2.7 s) are observed when the available
droop regulated power capacity is at its minimum, in other words when
only one genset is in operation (scenario #17). Hence, this plant operating
point shall be taken into account to assess the bandwidth of the VFR control
function.
Supplementary studies in [B] show that a faster control performance is
achieved by selecting larger values for the droop gains mp and mq. However,
a steep droop characteristic will lead to more extensive transient frequency
excursions, which are not desired in order to limit the frequency Nadir [B]. It
should be noted that these aspects become only relevant during large-signal
disturbances (Section 7.4) and if specific response times are required, e.g. to
fulfil voltage and frequency support requirements during on-grid operation
(Section 2.4).
4.7.4 Performance Analysis with Communication Delays
This test case investigates the control robustness in the presence of signal
delays between central HPPC and the local DERs, i.e. BESS and gensets (Fig.
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4.21). A sudden drop in wind power production is simulated through a step
change ∆I∗dc,WTG = −0.1 pu which is applied to the state-space functions
GI∗dc,WTG−ωg and GI∗dc,WTG−vPCC , respectively. A test scenario with all DERs in
operation is considered (#13 in Tab. 4.5). Fig. 4.25 shows the response of fg
and vPCC for various signal delays ranged within Tcom = [0, 350]ms. The
control sample rate is kept constant at Ts,HPPC = 50 ms according to the
design criterion in Eq. 4.53.
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Figure 4.25: Control performance for various signal delays Tcom. : (a) Grid frequency
fg ; (b) PCC voltage vPCC
It is observed that the system becomes unstable for Tcom = 350 ms. At
this stage, it is concluded that VFR control operates satisfactorily for any
communication delay Tcom ≤ 300 ms. Later in Chapter 8 the fault tolerance
of communication is put into perspective and verified through RT-HIL tests.
4.8 conclusions
This chapter covered the first stages of a model-based design method to
achieve a stable voltage and frequency control system. The stability phe-
nomena in IMGs and the requirements for power management were ex-
plained. It was suggested that BESS and gensets share the grid-forming task
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to maintain stable operation even if one DER is out of service. Various con-
trol system architectures are applicable to optimize voltage and frequency
levels and power-sharing among DERs. The hierarchical concept is consid-
ered most suitable for the configured HPP due to its beneficial properties
in the categories control optimality, scalability, standardization, interoper-
ability and ICT. A state-of-the-art review on power management in off-grid
HPPs was given. A research gap was identified when it comes to a com-
prehensive methodology for design and tuning of voltage and frequency
control in order to cover all feasible plant operating points.
A modular and configurable approach was proposed for the small-signal
model development (RQ 4.1). Fundamental frequency models represent the
plant components in order to assess power supply and balance stability
and control system stability. Discrete-time domain models were created in
parallel to verify small-signal models (App. C.1) and to allow testing of
further control developments (Chapters 5, 7 and 8). A practical guideline
was provided on how to develop an overall HPP model in state-space to
assess stability in various plant operating points.
A systematic and complete small-signal stability assessment was con-
ducted to ensure stable voltage and frequency regulation by field zone con-
trollers. The main conclusions were given at the end of Section 4.6.
A practical procedure for designing and tuning the central HPPC located
in station zone was proposed (RQ 4.2). A VFR function was designed to
restore grid frequency and PCC voltage to nominal value. The individual
control loops are parameterized by considering the minimum bandwidth of
primary DER controllers. The assessment studies revealed that most consid-
erable excursions of fg and vPCC and slowest restoration performance occur
when the available power capacity of droop regulated DERs is at its mini-
mum, while the grid-forming inverter is absent (BESS off). Thus, this plant
operating point is crucial for control tuning and performance assessment.
It is not expected to re-tune the VFR controller after expanding the plant’s
generation capacity.
It should be noted that power-sharing between droop controlled DERs
might fail and, hence, lead to system instabilities, in case the individual
power and energy capacity limits are reached [36]. Thus, allocation of suf-
ficient active and reactive power reserves will be required to ensure stable
VFR control. Chapter 5 seeks to address this topic. Control verification on
a RT-HIL platform is conducted in Chapter 8 as part of the model-based
design method to reach the proof-of-concept.
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5D E R S C H E D U L I N G A N D D I S PAT C H S T R AT E G Y
This chapter deals with DER scheduling and dispatch functions which are required
to enable the use case load following. An introduction to generation and demand
forecasting is provided in Section 5.1. A state-of-the-art analysis of operational
strategies utilizing forecast metrics is given in Section 5.2. The derived research
questions and study assumptions are listed in Section 5.3. The DER scheduling
algorithm as was described in Section 3.6 is further developed by including the
uncertainties of generation and demand forecast in Section 5.4. Its performance is
evaluated in Section 5.5. In Section 4.8 it was concluded that coordination of ac-
tive and reactive power within the off-grid HPP is necessary to allocate sufficient
power reserves for voltage and frequency regulation. The associated runtime dis-
patch function and its performance are presented in Sections 5.6 and 5.7. Control of
deferrable loads is incorporated in both scheduling and dispatch algorithm in order
to represent the use case power-to-value. The main conclusions are given in Section
5.8.
5.1 introduction
In off-grid HPPs the prediction of RES generation and demand is essential
to schedule ahead dispatchable DERs, primarily to achieve power balance
of the system at all times and, secondarily to reduce OPEX by minimiz-
ing the operating time of engine-driven gensets. Generation and demand
forecasting is not trivial and involves cost for research and development,
data collection and weather predictions [79]. Hence, the value of forecast-
ing needs to be justified in relation to the expected service availability and
costs (Subsection 3.6.1). Without the use of forecast, 100 % service avail-
ability is only achieved when dispatchable generators remain connected to
ensure sufficient firm capacity at all times. This, however, leads to signifi-
cantly increased operating costs which remove the benefits of designing a
renewable-based HPP.
Before elaborating on various forecasting methods, it is important to con-
sider different forecasting horizons. The most common definition from the
perspective of a system operator is summarized in Tab. 5.1 [116, 117]. It
is concluded that medium and long term forecasting is irrelevant in off-grid
HPPs that involve dispatchable units with short start-up times (i.e. diesel
gensets). Hence, the focus of a brief literature overview presented in the
following subsections is laid on very short-term and short-term techniques
111
der scheduling and dispatch strategy
for wind, solar and load forecasting. In addition, various metrics, i.e. un-
certainty, accuracy, power variability, and their relevance in utilizing power
forecast information are explained.
Table 5.1: Forecasting horizons. Summarized from [116, 117]
Term Alternative
term
Time horizon Applications
Very
short-term
Nowcasting < 1 h DER and plant operation (e.g. smoothing
power ramps), power system balancing
Short-term Intraday 1 - 6 h Unit commitment of gas & diesel
generators, intraday energy markets
Medium-
term
Day-ahead 6 - 48 hours Unit commitment of thermal power
plants, day-ahead energy market
Long- term Months - years Power system capacity planning
5.1.1 Wind Power Forecasting
Wind forecasting models are generally classified by utilizing either numer-
ical weather prediction (NWP) or statistical methods based on operational
data. NWP describes all physical processes such as wind, temperature, pres-
sure, water-vapour condensation and evaporation, radiative transfer of solar
and longwave radiation [118]. NWP models are favourable compared to sta-
tistical time series approaches for medium-term forecast [119].
However, pure NWP forecasts are inferior for short-term horizons due to
a lack of available measurements of the initial state and the computational
efforts for reaching higher time resolutions [118]. In many operational and
commercial tools, a combination of both NWP and statistical approaches is
used [119]. A promising upcoming NWP technique is the high-resolution
rapid refresh approach which issues a 3-km spatial resolution, hourly up-
dated atmospheric model [120].
The typical steps of using both NWP and operational data for wind speed
and power forecast on wind power plant level are as follows [119]:
• Downscaling: NWP model results are provided for the geographical
location of the wind power plant with a resolution of 2 - 10 km. The
wind speed and direction is scaled to the hub height of the WTG by
using so-called meso- or microscale models.
• Conversion to power: The resulting wind speed at hub height is con-
verted to power output using the WTG power curve. Additionally, op-
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erational power data can be used depending on the availability and
considered forecast horizon. Many times, the residual error can be
reduced by applying autoregressive statistical or artificial neural net-
work (ANN) methods which are fed with online data.
For very short-term horizons, the wind speed and power output can be pre-
dicted by using time series analysis only, without relying on actual weather
forecasts. Time series models use recently measured parameters provided
by the SCADA system to predict future wind speed. Many different meth-
ods such as autoregressive models, Kalman filter techniques and ANN ap-
proaches have been investigated in the recent literature [119]. Their perfor-
mance is generally measured by error reduction over persistence models,
which assume that the conditions at the time of the forecast will not change.
In this work, it is not attempted to rank the methods presented in the lit-
erature since their performance depends much on the exact temporal and
spatial scale (WTG vs. wind power plant). Overall the achieved error re-
duction over persistence method may lie within 2 - 58 % depending on the
applied statistical method [119].
5.1.2 Solar Power Forecasting
The most essential variables for solar power forecasting are the global hori-
zontal irradiance (GHI), which is correlated with cloud movement and solar
geometry, and the PV cell temperature being dependent on GHI, ambient
temperature and wind speed. The PVS power output is mainly related to
GHI which can be challenging to predict. The cell temperature affects the
PV array efficiency, which has less impact on the power output than cloud
shadows. Temperature forecasting based on NWP is very straight forward
[118]. However, the available techniques to forecast GHI highly depend on
the considered time scale. Just as for wind forecast NWP models are typi-
cally applied for medium-term horizons.
Short-term forecasting is realized by a combination of NWP data and
satellite images. Satellite forecasting methods utilize semi-empirical and
physically-based approaches and combine them with cloud-motion vectors.
The cloud optical depth and speed are assumed to be persistent in order
to predict future cloud locations and hence GHI forecasts. Satellite images
are typically produced every 30 min. Since the cloud movement within this
period is a random process, satellite forecasting is very probabilistic. [118]
For very short-term (< 30 min) either persistence models or techniques
based on ground-to-sky imagers can be utilized. Local GHI and power mea-
surements do not contain direct information about future output. On the
other hand, sky imagery offers a visualization of the cloud field and speed
in the near surroundings of the PVS, typically with forecasts up to 30 min
113
der scheduling and dispatch strategy
ahead [118]. It should be noted that total-sky imagery equipment needs to
be locally installed and involves additional investment costs. Recently, smart
persistence techniques have attracted more attention where on-site GHI mea-
surements are combined with NWP data for very short-term forecast [121].
5.1.3 Load Forecasting
In interconnected power systems, but also in the case of rural communities,
the demand depends on weather (i.e. temperature, wind speed, humidity),
consumer habits and activities, time of day, type of day and season of the
year. The difficulty of load forecasting increases for smaller power systems
since the variability of the demand and thereby, the uncertainty is higher
[79]. Fig. 5.1 shows daily load curves for groups of a various number of
homes in a rural African community. The profiles are obtained using a load
profile generator proposed in [42]. The vertical scale in Fig. 5.1 is in “load per
customer”. It becomes evident that the variability is significant for less than
a few dozens of residential consumers. On the other hand, it also shows
that there is a considerable aggregation effect in rural communities with
hundred units or higher as considered in this PhD work (Subsection 1.1.2).
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Figure 5.1: Daily load curves for groups of 2, 5, 20 and 100 residential consumers for
a rural community in Uganda/Africa
It is not expected to obtain measured data down to the level of a single
consumer unless smart metering is deployed. However at substation level,
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the power consumption of the entire primary load subsystem (Fig. 3.4) can
be measured adequately and used for future load estimation.
Short-term load forecasting is a widely explored topic in the literature
since it is of high relevance for system operators to control and schedule
the power system assets [122]. Usually, the predicted weather parameters
temperature and humidity are included in the forecast [38]. The forecasting
techniques can be broadly classified into statistical techniques and artificial
intelligent (AI) techniques [123].
Statistical methods are based on explicit mathematical models which de-
scribe the relation between load demand and several other inputs. Examples
of such models are the multiple regression method, exponential smoothing,
iterative reweighted least square, adoptive load forecasting and stochastic
time series e.g. autoregressive moving average model [123]. Most of the sta-
tistical techniques are based on linear models. A performance comparison
of various methods is reported in [122] for the application of short-term
electricity load forecasting. One of the conclusions is that all sophisticated
statistical models outperform straightforward benchmark methods, which
assume persistency in daily and weekly load profiles.
AI techniques are relatively new in the research area and include fuzzy
networks, ANNs, evolutionary computation and swarm intelligence [123].
ANNs are the most common AI methods for load forecasting. They are
capable of performing any arbitrary non-linear mapping of input-output
patterns, meaning any continuous function can be approximated. The use of
ANN techniques is appropriate for forecasting applications with abundant
data availability and little theoretical knowledge of the pattern [124].
Overall, the use of either method depends on the load forecasting applica-
tion and data availability [122, 123]. A thorough analysis deserves a separate
comprehensive study. However for practical purposes, the performance dif-
ferences between statistical and AI techniques are relatively small according
to [124].
5.1.4 Forecast Uncertainties and Accuracies
Before discussing forecast uncertainties and accuracies, it is vital to distin-
guish between deterministic and probabilistic forecasts. A deterministic fore-
cast implies that every event is the inevitable result of antecedent causes. A
deterministic forecasting model predicts the exact value of, e.g. wind speed,
GHI or load demand at a given time in the future. Hence, deterministic
forecasts do not include any information on uncertainty.
A probabilistic forecast provides the probability of an event (e.g. value of
wind speed) to occur. Such techniques rely on different methods to establish
a prediction interval, the so-called percentiles. These are typically expressed
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by the probability of exceedance, e.g. P90 represents the 10th percentile
meaning there is a 10 % probability of exceeding a given value, while P10
describes the 90th percentile. Then, the 80 % central prediction interval is
given by the segment between the 10th and 90th percentile (e.g. [P90, P10]).
Here, the uncertainty information is implicitly provided by such prediction
intervals.
Traditionally, weather-related variables have been predicted by determin-
istic approaches. Hence, power system management is still widely han-
dled with deterministic forecasts. However nowadays, most forecast service
providers produce percentiles, and it is recognized that probabilistic predic-
tions should be considered as input for power system operation. [125, 119]
The forecast accuracy describes the performance of a particular predic-
tion. In the case of probabilistic forecast, the performance is measured by
verifying whether a specific variable occurred within the predicted interval
or not. Deterministic forecast errors are evaluated by conventional perfor-
mance metrics, e.g. root mean squared error (RMSE), which are applied on
forecast time series [126]. In the case of WTG and PVS power, the forecast ac-
curacy highly depends on the considered time horizon, the requested time
resolution (e.g. minute or hourly bins) and location [118]. Typical numbers
for the prediction accuracy of short-term wind power forecast are within an
RMSE of 9 - 14 % of the installed wind power capacity [119]. In the case
of PVS, the RMSE can range from 8 % under clear sky conditions to 25 %
under very cloudy conditions [127]. Short-term load forecasting accuracy is
generally higher - with RMSE in the order of 1 to 5 % - depending on the
overall system capacity [79].
5.1.5 Wind and Solar Variability
An alternative way to describe forecast uncertainties, when probabilistic
forecasts are not available, or the prevailing inaccuracies of deterministic
forecasts are unknown, is by describing the power variability of WTG and
PVS. This is particularly valid for the case when the considered look-ahead
windows for the forecast are short.
Variability refers to periodic amplitude changes of, e.g. wind speed, so-
lar irradiance or power output. Historic data time-series can be used to
evaluate the variability pattern for a particular location at a precise time
resolution. An appropriate metric for variability should include, first, the
physical quantity that varies, second, the variability time scale ∆t and, third,
the time horizon T = N · ∆t over which variability is evaluated where N is
the number of time windows [125].
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uncertainty
Statistical analysis provides information on, e.g. mean value and standard
deviation, which can be used to obtain a probabilistic forecast for the coming
period ∆t.
PVS power variability is composed of solar geometry-induced variability,
which is fully predictable and cloud/weather-induced variability which is
stochastic. In order to provide information on the unpredictable part of solar
variability, the clearness index KTP is introduced as per Eq 5.1 which is the
ratio of actual power generation PPVS and power generated under clear sky
conditions PPVS,cs. [125]
KTP(t) =
PPVS(t)
PPVS,cs(t)
(5.1)
Index KTP involves a representative zero-to-one range (1 = clear and 0 = full
extinction by clouds) to describe the stochastic variability of PVS generation
(Eq. 5.2).
∆KTP(t) = KTP(t)− KTP(t− ∆t) (5.2)
Wind power variability can be straightforwardly described by using Eq. 5.3,
as wind speed variations are fully stochastic in nature [119].
∆PWTG(t) = PWTG(t)− PWTG(t− ∆t) (5.3)
5.1.6 Summary
While NWP models are commonly used for medium-term predictions, dif-
ferent methods are identified when it comes to short-term and, particularly,
very short-term RES forecasting. The prediction accuracies are highly depen-
dent on the forecasting technique, exact time horizon and site. The literature
suggests that more advanced methods in this field will be required [79]. It
was suggested that statistical analysis of wind and solar variability may be
useful if the look-ahead windows are short. Short-term forecast of the com-
munity load is more predictable than of RES, and well-known methods are
available in the literature.
5.2 state-of-the-art : operational strategies under forecast
uncertainty
One of the main challenges for the operation in off-grid HPPs is to “sched-
ule and dispatch units under supply and demand uncertainty” [128]. This
section summarizes the proposed operational strategies found in relevant
publications that consider:
• IMGs
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• Application of renewables, storage and dispatchable generation
• Very short-term and short-term forecast information
In [129] a state-of-the-art overview is provided on how weather forecasts are
utilized for energy management. In the evaluated publications, forecast in-
formation is either generated (i) by using historical time series, (ii) through
local forecasts by processing operational data or (iii) by relying on external
forecast providers. The vast majority of the published studies rely on histor-
ical data and actual weather forecast. It is noteworthy that NWP data is not
used for any operational strategies that apply short-term forecast. About the
proposed methods that allow for uncertainty information, four publications
are identified that include IMGs with renewables, storage and dispatchable
generation [37, 130, 131, 132].
The study in [37] elaborates on the EMS for a stand-alone diesel-wind-
biomass system with BESS. A rule-based optimal scheduling method is pro-
posed that generates schedules every 15 minutes. The main concern of opti-
mal scheduling is to avoid over- and light-loading of three present gensets.
The authors state that a fixed uncertainty bound of 20 % for wind power
forecast and 10 % for load demand is applied. However, it remains unclear
what these assumptions are based on, and it seems evident that these values
are valid only for the specific system under study.
The authors in [130] propose an EMS based on the stochastic rolling hori-
zon strategy, which is supposed to reduce the effect of forecast uncertainties.
A whole horizon over 48 hours is considered, while scheduling of DERs
takes place 1 hour ahead. Hence, both short-term and medium-term fore-
cast information are relevant in this study. Wind forecast information is
provided by NWP, while solar forecast data is based on persistence models
by utilizing the clear sky index. ANN models are used to develop demand
forecasts. The proposed strategy is tested against a deterministic schedul-
ing approach with the result that fuel costs are reduced. It remains unclear
how exactly the forecast uncertainty information is utilized in the proposed
operational strategy.
Another study applying a rolling horizon strategy is found in [131]. A
system consisting of WTG, BESS, diesel genset and desalination plant is
investigated. One-hour ahead wind forecast data is computed by using a
genetic algorithm with backpropagation. It is mentioned that the forecast
error is less than 18 % most of the time. It is not explained how the EMS
scheduler takes into account this error information.
The study in [132] focusses on an uncertainty reduction strategy for schedul-
ing WTG, PVS, BESS, dispatchable generation and fuel cells. Generation
scheduling is performed every hour. The authors assume that probabilistic
short-term forecast information is available for WTG and PVS power gener-
ation as well as load demand. The main concern of the scheduling problem
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is to ensure sufficient headroom for BESS capacity to compensate for any
forecast deviations. The probabilistic forecast range is divided into several
sub-ranges which are used for the operational strategy. It is demonstrated
that the proposed strategy is capable of reducing the reserve requirements
for the BESS compared to the case without considering the sub-ranges.
Taken all together, the proposed operational strategies in the literature uti-
lize either deterministic forecast information with specific prediction errors
or probabilistic forecasts with an error distribution. The most promising ap-
proach appears to be the method in [132], where a generic approach of using
probabilistic forecast information is described, independent of the system
and site-specific foreacst accuracies. However, this study did not investigate
which prediction intervals (Subsection 5.1.4) shall be applied to generate an
accurate schedule while maintaining economical system performance.
Then, in [37] it is admitted that runtime re-scheduling actions are required
to compensate for forecast deviations and to allow for load variations of
droop controlled DERs. The authors propose a control logic to update active
power setpoints whenever the power constraint of genset or energy con-
straint of BESS are violated. However, reactive power capacity constraints
are not considered. Moreover, no design specifications on the required con-
trol sample rate are given.
5.3 research scope and questions
5.3.1 Scope and Limitations
The first part of this study (Section 5.4) deals with a practical and generally
applicable approach that considers the stochasticity of the net load PNLD,
which is given in Eq. 5.4.
PNLD = PPLD − PWTG − PPVS (5.4)
The aim is the procurement of so-called uncertainty reserve which is intended
to allow for the net load forecast uncertainties [133]. The scheduling func-
tion (Fig. 2.3) presented in Section 3.6 is further developed by including
the stochasticity of resource data. The basic principle of the load following
strategy (Subsection 3.1.3) utilizes a look-ahead window ∆th where the pri-
mary decision is to start-up or shut-down a genset according to the expected
net load and available energy capacity of the BESS. Here, it is anticipated
to continuously operate a diesel unit for at least one hour to reduce ex-
cessive cycling, which induces unnecessary wear and tear on the engines
and thereby affects its lifetime. Moreover, higher resolution data is typically
not available for load forecast. Hence in this study, a short-term horizon of
∆th = 1 h is considered for the scheduling function, which from now on is
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referred to as hour ahead scheduling (HAS). It should be noted that alterna-
tive operational strategies such as cycle charging (Subsection 3.1.3) require
larger look-ahead windows ∆th > 1 h where DERs are scheduled to meet a
desired state-of-charge level SOCmax of the BESS. Model predictive control
may be a prominent method to solve such problems which, however, fall
outside the scope of this study [134].
The second part of this study (Section 5.6) addresses the development of a
runtime dispatch function (Fig. 2.3) to coordinate active and reactive power
resources within the HPP. The aim is the allocation of so-called variability
reserve which is intended to allow for the fluctuations of load consumption
and renewable power, mainly caused by sudden wind gusts or cloud cover
[133]. P and Q setpoints are to be updated in regular intervals depending on
the power variability. The corresponding function is from now on referred
to as intrahour power dispatch (IPD).
The limitations stated in Subsection 3.3.1 shall also apply for the studies
in this chapter. Furthermore, it is assumed that multiple gensets share the
load equally in proportion to their unit rating. Optimal load sharing to min-
imize fuel expenses according to individual efficiency curves of various unit
models is not in scope.
5.3.2 Research Questions
Following the second objective (Section 1.3) and based on the state-of-the-
art analysis reported in Section 5.2, this study seeks to address the following
research questions:
• RQ 5.1: How shall the operational strategy incorporate the forecast
uncertainties in order to fulfil the desired service availability and to
minimize the operational costs of the HPP?
• RQ 5.2: What is the required update rate for a suitable power dispatch
function that considers the operational constraints of each DERs, i.e.
power and energy capacity limits?
5.4 scheduling strategy under forecast uncertainties
The scheduling algorithm used for optimal sizing (Section 3.6) assumes that
the average system net load PNLD in the subsequent hour is deterministic
with RMSE = 0 %. In reality, deviations between measured and forecasted
net load are expected. A critical scenario occurs, if PNLD is higher than
forecasted and the battery state-of-charge is near SOCmin, while gensets are
out of service. In this case, partial load shedding is required which, however,
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is not acceptable for HPPs with 100 % service availability (LPSPmax = 0 %).
The objectives of utilizing forecast uncertainty information are twofold:
• Sufficient uncertainty reserve shall be ensured to prevent load shed-
ding, if possible;
• The amount of uncertainty reserve shall be minimized to keep down
the OPEX of the HPP.
The first part of this section describes how to obtain uncertainty information
for RES and load forecasts. Subsequently, a HAS algorithm that allows for
the net load uncertainty is proposed.
5.4.1 Renewable Generation Forecast Uncertainties
The state-of-the-art summary in Section 5.1 has revealed that historical in-
formation on wind and solar variability can be useful to describe the uncer-
tainty of RES generation for short-term horizons. The following steps are
taken to obtain and utilize uncertainty information:
1. Obtain data sets: Historical 1-year time series for wind speed and so-
lar irradiance are used to generate power profiles for WTG and PVS
(PWTG(∆ty), PPVS(∆ty)) using the models described in Section 3.5. The
index ’y’ indicates a one year time interval ∆ty = ty − ty−1.
2. Compute variability distribution: The distribution of wind power vari-
ability ∆PWTG = PWTG(th) − PWTG(th−1) and variability of the PVS
clearness index ∆KTP = KTP(th)− KTP(th−1) is calculated using Eq.
5.2 and 5.3. The index ’h’ indicates time steps of 1 hour. By using the
respective time series, data histograms are obtained and shown in Fig.
5.2. The hour-to-hour variability data can be described by a general-
ized hyperbolic (GH) distribution with mean value, standard devia-
tion and shape parameter ζ [135]. The respective probability density
functions (PDFs) are determined and added in Fig. 5.2.
3. Predict power generation: Negative values for the variability (∆PWTG <
0, ∆KTP < 0) are significant, since the HPP will require a specific
power reserve to compensate the decrease in RES generation. The min-
imum expected power output and clearness index during ∆th+1 =
th+1 − th can be described by using percentiles (Section 5.1) as ex-
pressed by Eq. 5.5 and 5.6. PWTG(∆th) and PPVS(∆th) are the average
power output of the preceeding hour ∆th = th − th−1. The variability
values of ∆PWTG and ∆KTP are functions of the considered prediction
interval (P-value, e.g. P10). P-values below P50 are relevant, as they
express negative variability.
PWTG,min(∆th+1) = PWTG(∆th) + ∆PWTG(P value < P50) (5.5)
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KTPmin(∆th+1) =
PPVS(∆th)
PPVS,cs(∆th)
+ ∆KTP(P value < P50) (5.6)
The minimum expected PVS power output is calculated using Eq. 5.1.
PPVS,min(∆th+1) = KTPmin(∆th+1) · PPVS,cs(∆th+1) (5.7)
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Figure 5.2: Histogram and PDF of hour-to-hour variability of: (a) wind power
∆PWTG; (b) PVS clearness index ∆KTP
It should be noted that the same methodology of calculating the minimum
expected power output could be applied in general to probabilistic forecasts
given for a one-hour look-ahead window. However, there are certain bene-
fits of utilizing the estimated power variability instead of explicit forecast
information:
• HPP operation does not rely on external forecasting systems;
• PVS power forecast is challenging for cloudy sites due to the highly
stochastic cloud movement. It requires more advanced forecast algo-
rithms, the development of which increases investment costs (Subsec-
tion 5.1.2).
5.4.2 Load Forecast Uncertainties
Section 5.1 has summarized a range of applicable techniques for short-term
load forecasting. ANNs are the most commonly applied AI methods. For
the purpose of this study, the Neural Net Fitting toolbox in MATLABr is
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utilized to generate a load forecast and evaluate the occurring uncertainties.
Several references are identified that provide a detailed description of ANN
techniques that can be applied to one hour ahead forecast as required in
this work [136, 137, 138]. The proposed steps are described subsequently:
1. Import weather and load data: A historical one-year time series of
hourly load demand is used as input to the ANN model. Weather
data (e.g. temperature, humidity) are usually necessary, too, to allow
for seasonal demand variations. However, the rural community con-
sidered in this example is located in Kenya, where climate conditions
are nearly constant throughout the year. Hence, weather data are ne-
glected in this study.
2. Generate predictor matrix: Predictor variables are required to correlate
the demand profile with known parameters, i.e. hour of the day, day of
the week, type of day, temperature, humidity (if available). Additional
predictor variables such as the previous day’s average load, load from
the same hour of previous day/week can be defined to improve the
forecast accuracy.
3. Split dataset to create training and test set: The dataset is divided into
two sets, a training set which includes, e.g. 8 months of load data and
a test set with, e.g. 4 months of load data. The training set is used
to generate a load forecast by using the ANN forecasting model and
predictor data. The test set is used only to test the model performance
and assess the forecast accuracy.
4. Build model and generate forecast: A two-layer feed-forward ANN is
defined with a certain number of hidden neurons (e.g. 10). Moreover,
a training algorithm is defined (e.g. Levenberg-Marquardt). Once the
model is built, a forecast is performed on the independent test set.
5. Compare forecast load and actual load: The actual and predicted load
are compared by evaluating the distribution of forecast error εPPLD .
The forecasting performance for one typical day is illustrated in Fig.
5.3. It is observed that the most substantial errors are obtained during
high or low load situations. The resulting error is RMSE = 5.3 %.
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Figure 5.3: Performance of one hour ahead load forecast using ANN technique: (a)
PPLD in per unit of peak load; (b) forecast error εPPLD
6. Compute variability distribution: Data histogram and PDF, which cor-
respond to the load profile of the rural community in Kenya, are com-
puted. The results are reported in Fig. 5.4. Again, the data distribution
can be described by a GH function.
7. Predict load demand: Positive forecast errors are significant since the
HPP will require a specific power reserve to compensate the increase
in load demand. The maximum expected load demand during ∆th+1
is described by using percentiles as shown in Eq. 5.8 where the load
demand error εPPLD is a function of the applied P-value (e.g. P90). P-
values above P50 are relevant, as they express positive forecast errors.
PPLD, f c is the forecasted consumption of the primary load subsystem.
PPLD,max(∆th+1) = PPLD, f c(∆th+1) + εPPLD (P value > P50) (5.8)
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Figure 5.4: Histogram and PDF of error of one hour ahead load forecast
5.4.3 Hour Ahead Scheduling Algorithm
Information on generation and demand uncertainties is utilized to design
the HAS function which operates on an hourly basis. The chronological
sequence is detailed in Fig. 5.5. Historical data on RES power variability
(green) is obtained advance. The HAS algorithm (blue) shall be executed at
least 5 minutes ahead of th in order to allow timely start-up of gensets [139].
Real-Time Scheduling and Dispatch
Time
thth-1 th+1ti
ti-1 ti+1ty-1 ty
Mean value Mean value
Hour Ahead 
Scheduling
Intrahour 
Power Dispatch
Hourly mean values
Historic Data
th-5min
Figure 5.5: Chronological sequence of hour ahead scheduling and intrahour power dis-
patch
The involved in- and output signals are illustrated in Fig. 5.6. Additional
measurements besides PWTG(∆th) and PPVS(∆th) and some static parame-
ters are required as explained subsequently.
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Figure 5.6: Required in- and output signals of the hour ahead scheduling function
Firstly, the information on the maximum expected net load PNLD,max(∆th+1)
is utilized as a forecast value PNLD, f c(∆th+1) in Eq. 5.9.
PNLD, f c(∆th+1) = PNLD,max(∆th+1)
= PPLD,max(∆th+1)− PWTG,min(∆th+1)− PPVS,min(∆th+1)
(5.9)
Secondly, the maximum remaining load PPLD,rem,max(∆th+1) to be supplied
is estimated in Eq. 5.10 by allowing for the available discharge capacity
of the BESS PBESS,ava−dch(∆th+1). State-of-charge SOC(th), state-of-health
SOH(th) as well as RT efficiency, rated power and energy capacity are re-
quired to calculate PBESS,ava−dch(∆th+1) (Subsection 3.5.5).
PPLD,rem,max(∆th+1) = PNLD,max(∆th+1)− PBESS,ava−dch(∆th+1) (5.10)
Thirdly, the need for additional generation capacity is evaluated. The genset
subsystem becomes active, if PNLD,rem,max(∆th+1) > 0. A genset is sched-
uled to operate between P∗GS =
[
PGS,min, PGS,opt
]
. The lower constraint
is given by the minimum load ratio fGS,min (Eq. 3.9). The upper constraint
PGS,opt is chosen, first, to optimize fuel consumption during high loading
and, second, to facilitate some variability reserve (Section 5.3). The opti-
mum fuel efficiency point of gensets is normally reached between 70 - 80 %
of loading. A value of fGS,opt = 0.8 is chosen (Eq. 5.11).
PGS,opt = fGS,opt · PGS,rat (5.11)
Hence, the number nGS(∆th+1) of required gensets in service is given by Eq.
5.12.
nGS(∆th+1) =
⌈
PPLD,rem,max(∆th+1)
PGS,opt
⌉
(5.12)
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The power setpoint P∗GS,x(∆th+1) for the xth genset is calculated by Eq. 5.13,
assuming an equal load sharing principle.
P∗GS,x(∆th+1) =

PGS,min for
PPLD,rem,max(∆th+1)
nGS(∆th+1)
< PGS,min
PPLD,rem,max(∆th+1)
nGS(∆th+1)
for PGS,min <
PPLD,rem,max(∆th+1)
nGS(∆th+1)
< PGS,opt
PGS,opt for
PPLD,rem,max(∆th+1)
nGS(∆th+1)
> PGS,opt
(5.13)
The final decision variable of HAS refers to the operation of deferrable loads,
if available, whenever excess RES generation cannot be stored. The fore-
casted net load (PNLD, f c(∆th+1) and the available charging capacity of the
BESS PBESS,ava−ch(∆th+1) are used as criterion to determine a global power
setpoint P∗DLD(th + 1) for activating deferrable loads (Eq. 5.14).
P∗DLD(∆th+1) = max
[
0 , PBESS,ava−ch(∆th+1)− PNLD, f c(∆th+1)
]
(5.14)
At last, it should be noted that the validity of proposed HAS algorithm
will mainly depend on the forecasted net load PNLD, f c(∆th+1) which is a
function of prediction intervals (P-values) given for generation and demand
forecast. A performance evaluation is required to address the impact of fore-
cast uncertainties.
5.5 performance evaluation : scheduling strategy
In this section, the following test cases are presented to investigate RQ 5.1:
• Test Case 1: The robustness of the proposed scheduling strategy is
evaluated for a 24 hours time window. Hour ahead forecasts of RES
generation and load demand profiles are generated based on the gen-
eration variability distributions in Fig. 5.2 and the load forecast error
distribution in Fig. 5.4, respectively.
• Test Case 2: A sensitivity analysis is conducted to assess the schedul-
ing performance during a 20 years project life with respect to various
prediction intervals for the net load forecast. Energy and cost param-
eters are updated using the algorithm presented in Subsection 3.6.2.
The simulations are based on the assessment studies presented in Sec-
tion 3.7 where annual RES and load demand profiles for a rural village
in Africa are utilized.
Subsequent parameters evaluate the performance of the conducted assess-
ment studies:
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• Service availability; assessed by LPSP (Eq. 3.16) in both test cases.
• System cost; assessed by LCOE (Eq. 3.15) and fuel cost in test case 2.
• Forecast metrics; assessed by various prediction intervals (P-values) in
test case 2.
The static subsystem models described in Section 3.5 are applied.
5.5.1 Test Case 1: Daily Operation
The results for two representative days are shown in Fig. 5.7 and 5.8. As
an example, a P90 value is selected for the uncertainty of net load forecast
PNLD, f c - P10 for RES generation and P90 for load demand. The 24-hour
profiles of DER power generation (PWTG, PPVS, PBESS, PGS) are presented
in per unit of DER capacity rating. Load demand PPLD and power shortage
Pshort are displayed in per unit of the peak load. Forecasted power profiles
of PWTG, PPVS and PPLD and battery state-of-charge are depicted, too. It is
observed that the actual RES generation exceeds the forecasted value in the
majority of the hours, while the load demand is lower than forecasted in
most cases. This is expected since the hour ahead forecast aims to predict
the maximum net load that can occur.
In Fig. 5.7 no power shortage is observed (Pshort = 0). Genset start-ups are
scheduled on time, before the minimum value SOCmin = 20 % of the BESS
is reached.
Fig. 5.8 presents a case where a power shortage occurs during the day
(between 13:00 - 14:00 h). This is caused by a negative deviation between
forecasted and actual PVS output which can occur in 10 % of the time. In
this particular case, the event of power shortage occurs during high PVS
generation at noon and coincides with low battery state-of-charge. The lack
of power supply amounts to Pshort = −0.11 pu during this hour, before the
start-up of two gensets is scheduled at 14:00. This event of power shortage
implies the necessity of partial load shedding to maintain the minimum
state-of-charge limit. Load shedding could be avoided by allowing the BESS
to further discharge below SOCmin, provided that deep discharge of the
battery is permitted. However, frequent events of deep discharge will affect
the battery lifetime significantly. Moreover, the power output of the BESS is
typically restricted to values below rated power, since the terminal voltage
of the battery drops sharply from its operating value during low state-of-
charge [71]. Hence, operating the BESS below SOCmin may not be possible.
Alternatively, an unscheduled start-up of a genset can prevent a load shed-
ding event. Monitoring the state-of-charge during the running hour will
be required in order to trigger genset commitment, whenever the value is
nearby SOCmin.
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Figure 5.7: Hour ahead scheduling applying P90 value for net load forecast uncer-
tainty with Pshort = 0
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Figure 5.8: Hour ahead scheduling applying P90 value for net load forecast uncer-
tainty with Pshort 6= 0
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5.5.2 Test Case 2: Project Lifetime
The sensitivities of LPSP and LCOE to the selected P-value for net load fore-
cast are shown in Fig. 5.9. Fig. 5.9a depicts the LCOE in $/kWh and the
percentage increase compared to the benchmark case obtained in Section
3.7 (Tab. 3.2). It is observed that the LCOE increases with broader predic-
tion intervals. The cost change is directly related to fuel expenses as demon-
strated by Fig. 5.9b. The LPSP is displayed in “power shortage events per
year” (Fig. 5.9c). Here, it is observed that the number of incidents decreases
with increasing P-values. Three options are derived for the application of
prediction intervals according to Fig. 5.9:
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Figure 5.9: Sensitivity to P-value for net load forecast uncertainty: (a) LCOE; (b) fuel
cost; (c) LPSP
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option a This solution utilizes forecast information with a narrow pre-
diction interval. In fact, it resembles the deterministic scheduling approach
suggested in Subsection 3.6.2 where the allocation of uncertainty reserve
was not considered at all. The system cost remains unchanged. However, it
is noticed that the service availability criterion LPSPmax = 0 % is not ful-
filled unless load shedding or emergency start-up of gensets is requested
frequently, i.e. approximately every second day.
option b Another option is to apply a broad prediction interval of RES
generation and load demand forecast. In this way, power shortage events do
not occur at all, as was demonstrated by Fig. 5.9c. On the downside, the cost
is increased by up to 14 %, since longer diesel operation hours are necessary
to provide sufficient uncertainty reserve at all times.
option c The final option involves a compromise seen from a practical
viewpoint. It should be noted that P10 and P90 prediction intervals are typi-
cally provided by probabilistic forecast systems (Subsection 5.1.4). For a P90
net load forecast (P90 for load consumption and P10 for RES generation),
the LCOE increase remains below 4 % and the number of power shortage
events below 10/year. It is recommended to apply option C since it enables
to utilize state-of-the-art forecast performance values at an acceptable cost
value, while load shedding events or unscheduled start-ups of genset are
required only in rare situations.
5.6 power dispatch strategy
The HAS function described in Section 5.4 determines the operating state
and P reference P∗GS,x of each genset on an hourly basis. One might suggest
to adjust P∗GS,x during the running hour to further reduce fuel cost, in case
the net load is lower than initially forecasted. However, it will be necessary
to utilize very short-term forecast information to predict changes in WTG
and PVS generation over the course of minutes and select a new power set-
point P∗GS,x accordingly. Additional investments in, e.g. total-sky imagery
equipment, as well as more advanced forecasting methods, are required
(Section 5.1). Hence, it is decided to maintain the P setpoint of gensets dur-
ing the running hour. Nevertheless, intrahour adjustments are required due
to the following reasons:
• It should be noted that gensets operate in f/P droop control mode
(Subsection 4.1.2). Large fluctuations of RES generation and load de-
mand could lead to over-/light-loading of gensets. In overload condi-
tions, the genset may be unable to regulate underfrequencies ( fg < f ∗g )
due to insufficient variability reserve (Fig. 4.1). Light loading rates are
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undesired to avoid premature ageing of the engine [73]. Hence, it is
anticipated that P setpoints of the remaining DERs need to be adjusted
in regular intervals to keep the genset power output at a steady level.
• The f/P droop control performance of the BESS will be affected in
overfrequency situations ( fg > f ∗g ), if the available charging capac-
ity is insufficient. The specified state-of-charge limit SOCmax shall be
maintained by balancing power generation and consumption. Power
curtailment of RES generation is required, if the net load is negative
and the state-of-charge near SOCmax.
• Reactive power demand needs to be shared between DERs according
to the available capacities, which depend on actual RES generation
and load demand. The primary concern is to facilitate sufficient Q re-
serve for all grid-forming DERs, i.e. BESS and gensets, as these units
regulate the PCC voltage during small-signal power changes. Regulat-
ing the voltage in RES subsystems is not of particular concern since
the occurring voltage rises have already been considered during the
initial plant design (Section 3.4).
The IPD function generates P and Q setpoints to the individual DERs based
on obtained schedules, available measurements and capability constraints of
BESS and gensets. Static parameters of the remaining DERs, as well as line
and transformer impedances, are not required. The identified in- and output
signals are illustrated in Fig. 5.10 and further explained in the following
subsections.
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Figure 5.10: Required in- and output signals of intrahour power dispatch function
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Reference tracking in grid-feeding DERs, i.e. WTG and PVS, is realized
by the respective P control loops [A]. Droop controlled DERs, i.e. BESS and
gensets, enforce setpoints by vertically shifting the f/P and V/Q droop char-
acteristics, respectively (Fig. 4.1).
The aggregated power consumption is the sum of primary and deferrable
load as per Eq. 5.15. [
PLD
QLD
]
=
[
PPLD + PDLD
QPLD + QDLD
]
(5.15)
In the following explanations the index ’i’ indicates a time step for the IPD
function, which is executed during the running hour. The corresponding
time scale is depicted in Fig. 5.5. The update rate ∆ti = ti − ti−1 needs to
allow for the bandwidth of the VFR function. In Subsection 4.7.3 it was
ascertained that the maximum settling time of VFR control is ts, fg = 2.9 s for
default droop gains of mp = mq = 5 %. The update rate ∆ti of IPD shall be
larger (Eq. 5.16).
∆ti > ts, fg (5.16)
5.6.1 Active Power Dispatch
Firstly, the P setpoint for BESS is calculated based on genset schedules and
the available RES generation and load demand during the preceding pe-
riod ∆ti (Eq. 5.17). The BESS power output is limited by its predicted charg-
ing capacity PBESS,ava−ch(∆ti+1) which depends on the actual state-of-charge
SOC(ti).
P∗BESS(∆ti+1) =
max
[
PPLD(∆ti)− PWTG,ava(∆ti)− PPVS,ava(∆ti)− nGS · P∗GS,x(∆ti+1)
PBESS,ava−ch(∆ti+1)
]
(5.17)
Secondly, a global P setpoint for the RES generation PRES injected at the
plant’s PCC (Fig. 3.8) is defined in Eq. 5.18. P∗RES(∆ti+1) is restricted by
PBESS,ava−ch(∆ti+1), when the state-of-charge is near its maximum limit. More-
over, the RES power output shall be limited in order to prevent light-loading
of genset. Hence, the minimum genset loading rate is taken into account in
Eq. 5.18.
P∗RES(∆ti+1) = min
[
PLD(∆ti)− PBESS,ava−ch(∆ti+1)− nGS · P∗GS,x(∆ti+1)
PLD(∆ti)− P∗BESS(∆ti+1)− nGS · fGS,min · PGS,rat
]
(5.18)
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Thirdly, the individual P setpoints of WTG and PVS are calculated by Eq.
5.19 to meet the global setpoint P∗RES(∆ti+1). The average power availability
during the preceding time period ∆ti is utilized, assuming that very short-
term forecasts for ∆ti+1 are not available.
P∗WTG(∆ti+1)
PWTG,ava(∆ti)
=
P∗PVS(∆ti+1)
PPVS,ava(∆ti)
= min
 1P∗RES(∆ti+1)
PWTG,ava(∆ti)+PPVS,ava(∆ti)
 (5.19)
It should be noted that the feed-forward calculation of P∗WTG(∆ti+1) and
P∗PVS(∆ti+1) (Eq. 5.19) neglects the resistive losses ∆Ploss that occur in the
distribution subsystem (Fig. 3.8). Hence, whenever curtailment commands
are dispatched, the actual power PRES measured at PCC is even lower than
necessary (Eq. 5.20).
PRES = P∗RES − ∆Ploss for
P∗RES
PWTG,ava + PPVS,ava
< 1 (5.20)
However, this is acceptable since renewable power curtailment is only re-
quested in particular operating conditions to prevent high battery state-of-
charge and light-loading levels of gensets.
5.6.2 Reactive Power Dispatch
Firstly, the Q setpoint for gensets is calculated, since their Q capability is
typically larger than of inverter-based DERs (Section 3.5). The cumulated Q
supply by the genset subsystem is determined based on the load demand
of the preceding period (Eq. 5.21). It is assumed that the load demand is
inductive (QLD > 0). A safety factor k is applied to allow for the available
reactive power QGS,x,ava(∆ti+1) which is given by the genset’s PQ chart with
P∗GS,x(∆th+1). This is to facilitate variability reserve which is required to han-
dle small-signal voltage changes according to the V/Q droop characteristic.
A value of k = 0.9 is chosen to facilitate 10 % headroom.
nGS ·Q∗GS,x(∆ti+1) = min
[
QLD(∆ti)
k · nGS ·QGS,x,ava(∆ti+1)
]
(5.21)
Secondly, Q supply by the BESS is required if the available genset capacity
is insufficient or all gensets are out of service (nGS = 0). The corresponding
setpoint is determined by Eq. 5.22. The available Q capacity QBESS,ava(∆ti) is
given by the inverter’s PQ chart with P∗BESS(∆ti+1). Again a safety factor of
k = 0.9 is chosen to facilitate 10 % power headroom for voltage regulation.
Q∗BESS(∆ti+1) = min
[
QLD(∆ti)− nGS ·Q∗GS,x(∆ti+1)
k ·QBESS,ava(∆ti+1)
]
(5.22)
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Thirdly, additional reactive power is requested from WTG and PVS, when-
ever QLD(∆ti) > k ·QBESS,ava(∆ti+1) + nGS ·Q∗GS,x(∆ti+1). A global setpoint
for the reactive power QRES exchanged between distribution subsystem and
plant PCC (Fig. 3.8) is defined in Eq. 5.23.
Q∗RES(∆ti+1) = QLD(∆ti)− nGSQ∗GS,x(∆ti+1)−Q∗BESS(∆ti+1) (5.23)
Significant Q losses are expected in the distribution subsystem due to the
cable capacitances Hence, a closed-loop control function is implemented to
enforce Q∗RES(∆ti+1) as shown in Fig. 5.11.
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Figure 5.11: Dispatch of reactive power setpoints to WTG and PVS
An integral type controller is utilized where the time response τQ is de-
termined according to the selected update rate ∆ti of the IPD function (Eq.
5.24).
τQ = 2 · ∆ti (5.24)
Finally, the control output Q∗RES,out(∆ti+1) is used to calculate the individual
Q setpoints of WTG and PVS according to their available Q capacities (Eq.
5.25).
Q∗WTG(∆ti+1)
QWTG,ava(∆ti)
=
Q∗PVS(∆ti+1)
QPVS,ava(∆ti)
=
Q∗RES,out(∆ti+1)
QWTG,ava(∆ti) + QPVS,ava(∆ti)
(5.25)
The studies in Section 3.7 demonstrated that Q shortage is not expected
in off-grid HPPs with multiple consumer classes. Hence, the total available
reactive power of WTG and PVS is expected to exceed the requested amount
Q∗RES,out(∆ti+1) in all situations. Consequently, the reactive power controller
in Fig. 5.11 does not require an anti-wind-up logic.
5.7 performance evaluation : power dispatch strategy
The IPD algorithm is assessed to answer RQ 5.2. Wind speed and solar irra-
diance profiles with high variability patterns are applied for a time window
of Tsim = 30 min. The load consumption is kept constant, since large intra-
hour power fluctuations are not expected for a community load (Fig. 5.1).
The dynamic models of WTG, PVS, BESS and genset described in Section
136
5.7 performance evaluation : power dispatch strategy
4.4 are used during the assessment studies. The battery state-of-charge is
determined using the BESS model presented in Section 3.5.
5.7.1 List of Test Cases and Scenarios
The conducted test cases are listed below. Various performance criteria are
specified, too.
• Test Case 1: The control performance is assessed for various update
rates ∆ti of the IPD function. The minimum update rate for the stud-
ied HPP is ∆ti,min = 3 s according to Eq. 5.16 . In this case, control
and measurement signals are generated on a second basis. However,
slower update rates may be feasible where the acquisition of average
values, e.g. ∆ti = 10 min, according to IEC 61000-4-30 [140], is suffi-
cient. The average genset loading PGS,avg and the power fluctuation in-
dex (PFI) are observed to investigate to which extent the genset power
output is kept at a steady level. PGS,avg is calculated in Eq. 5.26, where
N is the number of samples.
PGS,avg =
∑Nj=1 PGS(tj)
N
(5.26)
Ts = 10 s is the sampling time of PGS to determine the PFI in Eq. 5.27
[141].
PFI =
∑Nj=2
∣∣PGS,Ts(tj)− PGS,Ts(tj−1)∣∣
(N − 1) · PGS,rat
· 100 % (5.27)
• Test Case 2: Renewable curtailment performance is evaluated during
high battery state-of-charge. The control target is to keep the state-of-
charge at SOC ≤ 80 %.
• Test Case 3: Reactive power dispatch performance is assessed. The
BESS inverter loading (criterion: SBESS ≤ 1 pu) is monitored during
high active power production where reactive power reserves are lim-
ited.
Two representative operating scenarios (A and B) of the HPP are considered,
as shown in Fig. 5.12. The initial states at t0 and fixed operating points dur-
ing Tsim are displayed. The load demand is at its peak, while the minimum
expected power factor for the demand subsystem is cos ϕPLD = 0.85 [108].
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,( )PLD sim PLD pkP T P
cos ( ) 0.85PLD simT 
* ( ) 0.3puGS simP T 
( ) 1GS simn T 
( ) 0GS simn T 
(A)
(B)
0( ) 50%SOC t 
0( ) 80%SOC t 
,( )PLD sim PLD pkP T P
cos ( ) 0.85PLD simT 
Figure 5.12: Test scenarios during assessment studies for power dispatch strategy;
(A) with single genset; (B) without gensets
5.7.2 Test Case 1: Update Rate of Intrahour Power Dispatch
The following update rates of the IPD function are considered:
• ∆ti = 3 s
• ∆ti = 10 s
• ∆ti = 1 min
• ∆ti = 10 min
The results for test case 1 under operating scenario A are presented in Fig.
5.13-5.15. Reference (Ref ) and measured (Meas) variables PRES, PBESS and
PGS are shown in per-unit where PRES is related to the cumulated RES ca-
pacity PWTG,rat + PPVS,rat. Overall, it is observed that reference tracking is
degraded for increasing update rates. High variability of renewable power
output results in dynamic load sharing of droop-controlled BESS and genset
and thereby in deviations from P∗BESS and P
∗
GS, respectively (Fig. 5.14 & 5.15).
Moreover, P∗RES cannot be met for increasing values of ∆ti, since the IPD
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function utilizes historical values without being able to predict the renew-
able power output (Fig. 5.13). The resulting performance criteria are shown
in Tab. 5.2.
Table 5.2: Test Case 1: Performance criteria
Update rate ∆ti 3 s 10 s 1 min 10 min
PGS,avg [pu] 0.31 0.31 0.31 0.05
Genset PFI [%] 1.75 8.74 8.73 1.95
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Figure 5.13: Test Case 1: Active power PRES for various update rates ∆ti of intrahour
power dispatch function
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The average loading of the genset is acceptable for ∆ti < 10 min. However,
the PFI increases significantly for ∆ti > 3 s. High power fluctuations lead
to wear and tear of the machine as well as less efficient fuel consumption.
Additionally, the genset can end up operating in low load conditions for
extended periods (Fig. 5.15, ∆ti = 10 min) which is not desired [73].
It is noteworthy that an initial study of the thesis author in [C] has sug-
gested an approach to incorporate the intrahour power variability into the
scheduling algorithm presented in Subsection 3.6.2 by considering 1-min av-
erage data. However from the simulation studies presented in this section, it
is concluded that higher data resolutions are necessary. Instead, it is recom-
mended to compensate power fluctuations using a runtime power dispatch
function with a minimum update rate of ∆ti = 3 s.
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Figure 5.14: Test Case 1: Active power PBESS for various update rates ∆ti of intrahour
power dispatch function
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Figure 5.15: Test Case 1: Active power PGS for various update rates ∆ti of intrahour
power dispatch function
5.7.3 Test Case 2: Renewable Power Curtailment
The results for test case 2 under operating scenario B are reported in Fig.
5.16. The recommended update rate ∆ti = 3 s is applied. Reference and
measured variables PRES and PBESS, as well as available (Ava) and mea-
sured power output PWTG and PPVS, are depicted. Moreover, the resulting
battery state-of-charge is shown. Curtailment signals (P∗RES) are dispatched
whenever the BESS charging capacity is insufficient. The state-of-charge
is kept around SOCmax until t ≈ 1200 s when RES generation starts to
decay. Overall, the state-of-charge measured during Tsim does not exceed
SOC = 80.17 %, which is acceptable.
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Figure 5.16: Test Case 2: Renewable power curtailment during high battery state-of-
charge
5.7.4 Test Case 3: Reactive Power Dispatch
The results for test case 3 under operating scenario B are illustrated in Fig.
5.17. Again, the default update rate ∆ti = 3 s is applied. Reference and mea-
sured variables for QRES, QWTG, QPVS and QBESS are depicted. PBESS and
SBESS are presented, too. It is observed that reactive power Q∗RES > 0 is
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requested by RES, whenever the BESS active loading is at maximum level
(PBESS = SBESS,rat). This is to keep the BESS reactive loading at its mini-
mum to respect the PQ chart described in Subsection 3.5.5. The maximum
observed loading during Tsim is SBESS = 1.04 pu, where the PCC voltage is
at its nominal value of 1 pu (not shown in Fig. 5.17). This is acceptable since
the power headroom will be sufficient even for a sudden voltage reduction
down to 0.87 pu, assuming 120 % overcurrent capability.
Figure 5.17: Test Case 3: Reactive power-sharing during high BESS inverter loading
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5.8 conclusions
In this chapter, DER scheduling and dispatch functions were investigated.
A particular challenge in off-grid HPPs with high renewable penetration is
imposed by high power variability and forecast uncertainty. A state-of-the-
art review on forecasting techniques and operational strategies allowing for
the stochasticity of resource variables was given. The short-term and very
short-term time horizons are considered most relevant for plant operation
in accordance with the start-up time for diesel gensets. Advanced and well-
tested load forecasting techniques are available. Generic methods for renew-
able power forecast are not yet available since the associated uncertainties
are highly dependent on the exact time horizon and location.
The scheduling algorithm presented in Subsection 3.6.2 was augmented
by incorporating probabilistic forecast metrics (RQ 5.1). Hour-to-hour fore-
cast data was utilized, taking into account the minimum runtime of diesel
gensets and the availability of load forecast data. The use of shorter time
intervals involves reduced lifetime of gensets due to excessive cycling. Well-
known ANN techniques are applied for load forecast. A practical solution
was proposed to predict renewable power through variability metrics, which
are obtained by historical time series and operational data. This method is
independent of external forecasting systems and does not require advanced
algorithms for short-term forecast, which is particularly challenging for PVS
due to stochastic cloud movement. Still, it is noteworthy that the proposed
HAS algorithm may utilize prediction intervals in general, independent of
the source of forecast information. A performance analysis revealed that
forecast uncertainties directly affect the plant’s LCOE through increased
fuel cost, depending on the considered prediction interval (P-value). Thus,
it is recommended to incorporate stochastic variables already during the siz-
ing process (Chapter 3) to determine the cost optimal system configuration
accurately. It was concluded that the use of P10 and P90 prediction inter-
vals yields an acceptable compromise to balance additional fuel cost and
situations of load shedding or unscheduled start-up of gensets, which are
required to maintain the battery state-of-charge limits.
A new method of designing a power dispatch algorithm was proposed,
which aims to facilitate sufficient variability reserve for droop-based volt-
age and frequency regulation as well as to follow a genset power setpoint
with minimum deviations during the running hour (RQ 5.2). It was ascer-
tained that the update rate of the IPD function should be selected according
to the bandwidth of the VFR function developed in Section 4.7. Fast active
and reactive power coordination (∆ti = 3 s) is required due to the variabil-
ity of WTG and PVS power. Slower update rates lead to significant power
fluctuations in gensets what results in lifetime reduction, less efficient fuel
consumption and low load conditions.
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It is admitted that optimal power dispatch methods could be applied to
minimize the occurring power losses within the HPP. The associated opti-
mization algorithm will require a complete set of static system parameters,
i.e. capability constraints of all DERs as well as impedances of substation
transformer and all distribution lines which are subject to variations over
time. The proposed scheduling and dispatch strategies in this PhD work are
implementable with fewer input parameters, i.e. only active and reactive
power constraints of BESS and gensets.
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The goal of this chapter is to investigate the validity of the configured HPP in order
to comply with the state-of-the-art protection techniques, thereby addressing the use
case system protection. Such assessment requires knowledge on the applied inverter
control methods which were outlined in Subsection 4.1.2. Section 6.1 presents a
state-of-the-art analysis of expected SC fault types and locations as well as sys-
tem protection measures. The derived research questions and study assumptions are
listed in Section 6.2. A post-fault analysis is performed in Section 6.3 to study the
occurring fault current levels, taking into account the identified fault types and
locations as well as various plant’s operating conditions. Conclusions and recom-
mendations for further investigations are presented in Section 6.4.
6.1 introduction
In the previous chapters, the focus was laid on power and energy manage-
ment functions to ensure stable and economical plant operation. For the
secure and reliable operation of off-grid HPPs, it is necessary to identify
and isolate faulty system elements during abnormal system conditions. The
unique nature of each IMG requires a distinct view on the protection system
infrastructure [142]. In this section, an empirical assessment of the expected
SC faults in off-grid HPPs and the available protection means is provided
related to the system configuration proposed in Section 3.4. At last, the main
challenges of short-circuit protection in off-grid HPPs are outlined.
6.1.1 Expected Short-Circuit Faults
Fig. 6.1 shows a SLD of the configured off-grid HPP where the demand sub-
system is shown in greater detail than in Fig. 3.4. In this example, three LV
feeders are connected to the PCC. The configuration of all step-up transform-
ers is specified, too. Typically, a delta-star (Dyn) configuration is used [142].
Delta connection on the HV side prevents the typically dominant third har-
monic current from flowing in the distribution lines. Star connection on LV
side is required for the substation (SS) transformer to supply single-phase
loads. In this study, it is assumed that the transformer neutral is directly
grounded [142].
Various possible fault locations (F1-F5) are highlighted in Fig. 6.1 and
further described through fault types and probability of occurrence.
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Figure 6.1: Expected location of faults and protection devices in benchmark off-grid
HPP
f1 : fault at the consumer site Fault F1 can be a phase-to-phase
fault, phase-to-ground or phase-to-neutral fault [142]. Faults at consumer
premises are the most frequently occurring of all considered faults.
f2 : fault on lv feeder Fault F2 can also be a phase-to-phase fault,
phase-to-ground or phase-to-neutral fault [142]. The probability of occur-
rence is 4 - 8 incidents per km for overhead lines and 1 incident per km for
cables during a project lifetime of 20 years [143].
f3 : fault on mv feeder Fault F3 can be a phase-to-phase or phase-to-
ground fault [142]. Faults on MV cables occur as frequent as on LV feeders
[143].
f4 : fault at the substation Internal substation faults typically occur
as single phase-to-ground faults on the primary side. However, these faults
are the least probable ones. The likelihood of a single occurrence during a
project lifetime of 20 years is around 20 % [143].
f5 : fault at der site Various types of faults can occur at the DER
premises depending on the characteristics of the generator. Genset hazards
include internal faults in stator and rotor windings and operational distur-
bances such as reverse power flow, overexcitation, thermal overload, loss
of synchronism and subsynchronous oscillations [144]. WTG internal fail-
ures concern both the mechanical, electrical and control system, while PVS
faults are mainly related to the inverter. BESS faults involve battery dam-
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ages and inverter failures. The local protection system is responsible for
instantaneous fault clearing.
6.1.2 System Protection Means
The well-known basic principles of the protection system are reliability, se-
lectivity, speed and cost. In practice, it is difficult to optimize each of these
criteria. Instead, a compromise is intended to obtain the optimum protection
system. Fig. 6.1 shows the typical location of deployed protection devices
(PD 1 - PD 5) in the considered plant layout, based on state-of-the-art pro-
tection schemes in distribution grids. In general, the main protection means
in distribution grids are overcurrent protection, differential protection and
distance protection. [142, 145]
pd 1 : customer protection Overcurrent protection is typically ap-
plied at the customer premises. Generally, the settings for overcurrent PDs
at consumer sites are selected so that fault currents just slightly higher than
the rated load current can be detected [146].
In the case of non-critical loads, traditional fuses or miniature CBs are
applied [145]. Their application requires high fault currents to rapidly clear
the fault due to physical time/current characteristics (Subsection 6.1.3). The
main advantage of using a miniature CB is that it does not need to be re-
placed. However, it is more expensive than the application of fuses.
For critical loads (e.g. hospitals) a static semiconductor based switch may
be required in order to switch towards an UPS system promptly [145]. Here,
timing issues are not of concern, as the electrical switches offer switching
times between 5 - 20 ms.
pd 2 : lv feeder protection The purpose of feeder protection is to
protect cabling and junction boxes for all levels of overcurrent. LV feeder
protection is typically realized by overcurrent PDs, i.e. either fuses or re-
lay protection with CB [145]. In general, several cable sections with various
cross-sections are required to carry the rising load consumption from feeder
end towards substation. Each cable section is protected individually (PD 2a
and PD 2b in Fig. 6.1). Overcurrent relays can be classified into three groups:
a) definite current relay; b) definite time relay; c) inverse time relay [142].
The definite current relay detects a fault current instantaneously at a pre-
determined value, while the definite time relay operates with a particular
time setting which can be adjusted. The inverse time relay offers the highest
degree of selectivity and is thereby usually applied. Here, a time/current
characteristic can be parameterized so that the higher the fault current, the
shorter the tripping time (Subsection 6.1.3).
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pd 3 : der unit protection The protection system for DERs highly
depends on the type and size of DER. Moreover, there are various types of
faults (internal, external) that the unit protection system needs to take care
of [144]. External grid disturbances in voltage or frequency are detected by,
e.g. over/undervoltage relays and over/underfrequency relays. The clear-
ing times for these events are specified by technical regulations for grid
connection of DERs [147, 114].
pd 4 : transformer protection The main objective of transformer
protection is to detect internal faults with high sensitivity while providing a
high degree of immunity to external faults when transformer disconnection
is not required. For sizes of about 10 MVA and below, overcurrent protec-
tion is typically applied using fuses or inverse-time overcurrent relays. In
transformers banks larger than 10 MVA differential protection is often used.
Here, overcurrent PDs serve as backup protection. [144]
pd 5 : mv feeder protection According to [142] either overcurrent
protection, distance protection, or differential protection can be used to pro-
tect MV feeders. At this stage, it seems appropriate to elaborate on the pros
and cons of each protection method.
Overcurrent protection techniques are comparatively cheap. However, their
disadvantages are [148]:
• All possible grid configurations need to be known before implemen-
tation. Nevertheless, for the off-grid HPP under study, the number of
grid configurations is manageable due to the separation of production
and demand subsystem (Fig. 6.1).
• Calculation of SC currents is challenging due to different operating
conditions in the HPP. Moreover, the present fault current levels may
not be sufficient for overcurrent PDs to operate.
Distance protection is fast and accurate if the distribution lines are suffi-
ciently long. Also, the fault coverage of the protected line is virtually inde-
pendent of variations of the source impedance. The main drawbacks are:
• Its application for rather short lines is limited due to inaccurate mea-
surement of the line admittances [148].
• Correct operation can be affected by the operating condition of DERs
and loads, as the measured impedance of the relay depends on the
actual in-feed currents [79].
The advantage of differential protection is that it is not affected by bidirec-
tional current flow or fault current level reduction. However, the disadvan-
tages are [79, 148]:
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• The necessary implementation of communication infrastructure is rel-
atively expensive.
• Problems may arise due to occurring transients during connection or
disconnection of DERs and in the case of unbalanced loading.
6.1.3 Time/Current Relationship of Overcurrent Protection Devices
The time/current relationship of overcurrent PDs is essential, as it indicates
how fast the PD responds to different levels of an overcurrent condition.
Fuses are characterized by thermal and interrupting characteristics. The
melting time decreases, as the current magnitude increases. On the other
hand, the arcing time to interrupt the current increases for higher current
levels. A time/current characteristic describes the total clearing time. It is
exemplarily shown for a standard fuse in Fig. 6.2 where the current scale is
presented in multiples of the rated fuse current [149].
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Figure 6.2: Typical time/current characteristic of a standard fuse
The working principle of miniature CBs is characterized by both thermal
and electromagnetic effect of overcurrent. The thermal operation is defined
during continuous overcurrents, while the electromagnetic characteristics
play a role during SC conditions. Miniature CBs are classified into different
types (B, C, D, K, Z) according to required tripping characteristics [150, 151].
The required range of tripping current and the operating time of each minia-
ture CB type are summarized in Tab. 6.1.
In the case of overcurrent relays, the time/current characteristic is ad-
justable depending on the relay type and desired grading of PDs. However,
a minimum fault current, known as pick-up current, is required for relay
operation. A typical pick-up current is achieved at Isc = 1.25 pu [152].
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Table 6.1: Tripping current and operating time for various types of miniature CBs
[150, 151]
Type Tripping current [pu] Operating time [s]
B 3 ≤ Isc < 5 0.04 ≤ tcl < 13
C 5 ≤ Isc < 10 0.04 ≤ tcl < 5
D 10 ≤ Isc < 20 0.04 ≤ tcl < 3
K 8 ≤ Isc < 12 tcl < 0.1
Z 2 ≤ Isc < 3 tcl < 0.1
6.1.4 Challenges
From Subsection 6.1.2 it becomes evident that overcurrent protection is most
likely to be implemented to keep the cost of the protection system low. The
protection system in conventional distribution grids is designed to operate
with relatively high fault current levels, which are supplied by the transmis-
sion system. However, this is not the case in IMGs where fault currents are
provided by the individual DERs [145]. The major challenges are given by
changes in value and direction of fault currents, depending on the state and
operating condition of the individual DERs. Bidirectional SC current flow is
typically addressed by using directional overcurrent relays [79, 148]. How-
ever, the operation with 100 % inverter-based DERs is particularly problem-
atic, since the SC current magnitude is limited in order to protect the power
electronic equipment [30]. Hence, overcurrent PDs may not detect and clear
the fault at all or not rapidly enough due to the time/current relationships
of fuses, miniature CBs and protective relays, as was shown in Subsection
6.1.3. Fast and accurate fault detection is essential in off-grid HPPs, as sys-
tem stability is highly sensitive to large disturbances [31, 145].
6.2 research scope and questions
6.2.1 Scope and Limitations
In this study, a post-fault analysis is performed. Such an initial analysis is re-
quired in order to determine SC current levels for overcurrent PDs to detect
the fault [152]. Static SC calculations are performed utilizing the method of
symmetrical components. The software DIgSILENT PowerFactoryr is ap-
plied. The results are used to evaluate the feasibility of state-of-the-art over-
current protection methods in off-grid HPPs. The following assumptions
and limitations are valid for the conducted study:
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• Faults F1-F4 (Subsection 6.1.1) are in the scope of this study as being
most challenging with regard to fault detection. Faults at DER site
(F5) are handled locally by DER unit protection and not further inves-
tigated.
• As an exemplary study case, the demand subsystem is split into three
load feeders (Fig. 6.1), each of them carrying one-third of the total
load demand. Residential consumers are represented as constant Z
loads and are interconnected via cables.
• The grid-forming BESS inverter supplies positive-sequence reactive
(capacitive) fault current according to its inverter capacity whenever
the bus voltage in at least one phase is V < 0.8 pu. The maximum in-
verter current is I1,max = 1.2 pu [30]. More advanced low voltage ride
through (LVRT) algorithms are beyond the scope of this work.
• LVRT is typically not required by kW-scale PQ controlled DERs [147].
Hence, WTG and PVS are assumed to disconnect during undervolt-
ages outside the nominal operating range (V < 0.8 pu, Subsection
4.7.1).
• The genset subsystem is aggregated as one single unit with a rated
capacity of SGS,agg,rat = nGS · SGS,rat. This is to demonstrate the best
case (i.e. full genset portfolio in operation) vs. worst case (no genset in
operation) concerning the available fault current levels. Eq. 6.1 shows
that the total SC current contribution Isc,GS,tot of the aggregated genset
resembles the sum of individual SC currents by assuming that similar
per-unit machine impedances (ZGS,agg[pu] ≈ ZGS[pu]).
Isc,GS,tot = nGS · Isc,GS = nGS ·
SGS,rat√
3VGS,rat
· 1ZGS [pu]
≈ SGS,agg,rat√
3VGS,rat
· 1ZGS,agg [pu]
(6.1)
• It is assumed that the total fault impedance is very low and, hence,
negligible. This is the practice in most fault studies as predictable
results for the actual fault impedance value are difficult to obtain
[144, 153].
• The requirements for the potential implementation of distance or dif-
ferential PDs are not assessed.
• The actual fault detection and isolation mechanisms are not part of
these studies. In this way, protection coordination, including selectivity
and correct grading of PDs within the respective protection zones, is
not considered.
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6.2.2 Research Question
Following the first objective (Section 1.3) and based on the state-of-the-art
analysis in Section 6.1, this study seeks to address the following research
questions:
• RQ 6.1: What are the observed SC current levels in the off-grid HPP
in various operating conditions?
• RQ 6.2: Is the method for system configuration proposed in Section
3.4 valid in order to comply with the state-of-the-art overcurrent pro-
tection techniques described in Section 6.1?
6.3 assessment studies
This section presents the SC simulation studies to examine both research
questions (RQs 6.1-6.2).
6.3.1 Modeling
The general theory behind SC calculations is well-known and reported in
[99]. The particularities for modeling an off-grid HPP with inverter-based
DERs are explained by means of the SLD illustrated in Fig. 6.3 where a MV
line fault F3 (Fig. 6.1) is taken as an example.
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Figure 6.3: Single line diagram of benchmark HPP used for short-circuit calculation
The genset is modeled as an ideal voltage source and a series impedance.
Inverter-based DERs are represented as a controlled current source. An it-
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erative SC calculation determines the currents based on initial load flow
results Il f and the respective bus voltages VPoC or VPCC [154]. The individ-
ual currents are determined by Eq. 6.2-6.4.
IWTG =
 IWTG,l f for VPoC,WTG ≥ 0.8 pu0 for VPoC,WTG < 0.8 pu (6.2)
IPVS =
 IPVS,l f for VPoC,PVS ≥ 0.8 pu0 for VPoC,PVS < 0.8 pu (6.3)
IBESS =
 IBESS,l f for VPCC ≥ 0.8 puI1,max for VPCC < 0.8 pu (6.4)
Models of the remaining grid components, i.e. transformer, lines and loads,
were introduced in Section 4.4.
6.3.2 Test Cases, Scenarios and Evaluation Metrics
A list of test cases is given in Tab. 6.2 where fault locations are selected
according to Fig. 6.1. The following grid variables are observed during the
calculations:
• Phase-to-ground voltages at PCC VPCC
• Phase-to-ground voltages at fault location Vf ault
• SC currents Isc flowing through a particular PD (Tab. 6.2)
It is noteworthy that Isc is expressed on different per-unit bases. Here, the
maximum current loading of the particular component, i.e. load, line or
transformer, is applied depending on the fault location and the respective
PD that shall at first detect and isolate the fault (Fig. 6.1 and Tab. 6.2). The
individual base values are displayed in Tab. 6.2 and App. D.
Two test scenarios (Tab. 6.3) are investigated to compare the minimum
occurring SC current levels when either genset or BESS provide the fault
current. The BESS remains disconnected in scenario A, while the genset is
out of service in scenario B. The initial conditions are calculated through a
load flow calculation. In both scenarios, WTG and PVS produce zero power,
while peak demand occurs. In general, the sub-transient reactance X′′d of
the SG is used to assess the interrupting capacity of fuses and CBs in the
first few cycles of the SC. The transient reactance X′d is valid for the next 30
cycles and is required for relay setting and coordination [78]. The use of X′′d
or X′d for each test case is indicated in Tab. 6.3.
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Table 6.2: Test cases for short-circuit analysis
Test
case
Fault types Fault location SC current Isc at Per-unit base for
Isc
1
L-L-L
F1 PD 1 ILDx,pkL-L
L-G
2
L-L-L
F2 (End of first cable
section)
PD 2a ILN,LD,ratL-L
L-G
3
L-L-L
F3 (Feeder end near
bus PoC, WTG)
PD 5 ILN,WTG,ratL-L
L-G
4 L-G F4 PD 4a ITR,rat
Table 6.3: Test scenarios for short-circuit analysis
Scenario SC supplied by Related test cases Genset impedance
A Genset
1, 2 ZGS,agg = X′′d
3, 4 ZGS,agg = X′d
B BESS 1 - 4 -
6.3.3 Test Results
test case 1 : fault at the consumer site The results for all con-
sidered fault types (Tab. 6.2) are presented in Fig. 6.4. The SC currents Isc
flowing through the customer PD 1 are presented based on the peak load
current ILDx,pk.
By observing VPCC, each fault is visible by considerable undervoltage (<
0.8 pu) in the respective phases, leading to maximum fault current injection
by BESS in scenario B. The observed fault currents are significantly higher
in scenario A (42 pu < Isc < 64 pu) than in scenario B (26 pu < Isc < 30 pu).
However in both scenarios, the current levels are sufficient to enable the use
of standard fuses. By applying the time/current curve in Fig. 6.2 any fault
with Isc ≥ 26 pu will be cleared in less than tcl < 20 ms.
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Figure 6.4: Test Case 1: Short-circuit calculations for F1 faults
test case 2 : line fault at lv feeder The results for all considered
fault types (Tab. 6.2) are reported in Fig. 6.5. The SC current detected by
PD 2a is shown in per-unit based on the rated cable loading ILN,LD,rat.
It is noteworthy that a line PD, i.e. CB or fuse, will be designed so that the
rated current IPD,rat of the PD is slightly greater than ILN,LD,rat, but less than
the maximum permissible current ILN,LD,max, which refers to the current
carrying capacity of the cable without reducing its normal life expectancy
[155].
It is apparent from Fig. 6.5 that the fault currents supplied by gensets
(Scenario A) are sufficient for the application of fuses, since the SC current
levels are within 10 pu < Isc < 11 pu depending on the fault type. However,
the current limitation in BESS inverters leads to lower SC currents (3 pu <
Isc < 4 pu) in scenario B. It is recommended to apply miniature CBs with
an appropriate time/current characteristic (Tab. 6.1).
It should be noted that in practical applications the SC current levels are
case dependent, as the loads in the demand subsystem might be distributed
differently and, hence, different loading levels ILN,LD,rat will be valid. Fur-
thermore, the value of ILN,LD,rat depends on the present consumer class
on a particular feeder. In the case of residential consumers, the rated load
current during normal operation can be considered. However, for small in-
dustrial motor loads (e.g. water pumps, lumber mills) the effects of inrush
currents need to be taken into account. In this case, it will be challenging
for the protection system to distinguish between transient overcurrents and
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SC currents. Hence, it is recommended that industrial loads are connected
to separate feeder circuits where PDs are parameterized according to motor
load characteristics.
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Figure 6.5: Test Case 2: Short-circuit calculations for F2 faults
test case 3 : line fault at mv feeder The results for all considered
fault types (Tab. 6.2) are shown in Fig. 6.6. The SC currents flowing through
PD 5 are shown based on the rated cable loading ILN,WTG,rat. The observa-
tions depend on the fault type:
Firstly, by assessing all ungrounded faults (L-L-L, L-L) it is ascertained
that the use of miniature CBs or overcurrent relays may be feasible in sce-
nario A, since the observed SC currents are above Isc > 3 pu. However in sce-
nario B, the correponding current levels remain within 1.1 pu < Isc < 1.3 pu.
Thus, the fault current supplied by only BESS is not sufficient for any over-
current PD to detect the occurrence of ungrounded SC faults. This is prob-
lematic, since a plant operation without gensets is desired to minimize the
operating costs (Section 5.5).
Secondly, a phase-to-ground fault (L-G) leads to excessive overvoltages
on the MV feeder (1.7 pu < Vf ault < 2 pu) in both scenarios (Fig. 6.6). At
the same time, the fault is not visible in the PCC voltage what prevents SC
current contribution by genset or BESS. Hence, PD 5 is unable to detect the
fault due to current levels below Isc < 0.4 pu.
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Figure 6.6: Test Case 3: Short-circuit calculations for F3 faults
test case 4 : substation fault The same problem occurs for a L-G
fault on the HV side of the substation transformer. In Fig. 6.7 the SC currents
are shown based on the rated current ITR,rat of the substation transformer.
They remain below Isc < 0.2 pu and are not sufficient for PD 4a to detect
the fault. The occurring overvoltages are within the same range as in test
case 3.
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Figure 6.7: Test Case 4: Short-circuit calculations for F4 fault
6.3.4 Discussion
It is concluded from test cases 3 and 4 that the configured HPP is unable to
cope with SC faults occurring in the distribution subsystem. L-G faults can
lead to potentially hazardous overvoltages and difficulties to locate them
as verified by Fig. 6.6 and 6.7. This due to the conventional delta-star con-
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figuration of WTG and SS transformers which create an ungrounded MV
feeder (Fig. 6.1). For this purpose, a grounding point is required to provide
a source for zero-sequence currents. Two options may be considered:
• A grounding path is introduced by using a star-star configuration
(YNyn) in the SS transformer. Fig. 6.8 shows the simulation results
for L-G faults in test cases 3 and 4, where both star points are directly
grounded. It is noticed that the fault voltages are reduced to levels
below Vf ault < 1.2 pu. SC currents in scenario B are enhanced towards
Isc > 0.7 pu, however, they are still below the relay pick-up current of
1.25 pu. It should be noted that this transformer configuration is rarely
used mainly due to the third harmonic issue and requires further in-
vestigations outside this work.
• An alternative solution is to install a grounding transformer in the dis-
tribution subsystem [156]. However, one needs to allow for additional
investment costs.
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Figure 6.8: Test Case 3 / 4: Short-circuit calculations for F3 / F4 fault with YNyn
substation transformer
The test results in Fig. 6.6-6.8 prove that the occurring SC current levels
are insufficient when being solely supplied by the BESS. Various potential
solutions are outlined and will require further feasibility studies outside this
work:
• Fault current contribution by WTG and PVS may enhance the mag-
nitude of SC currents. One needs to consider more exhaustive short-
circuit studies to simulate various DER operating states.
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• Alternatively, a directional overcurrent relay in PD 5 and PD 4a may
utilize the fact that the post-fault current direction (PCC towards WTG)
is opposite to normal operating conditions (WTG towards PCC). In
this way, the pick-up current setting can be reduced below the fault
current levels obtained in Fig. 6.6 and 6.8.
• Another option to enhance the fault current levels is to increase the
power capacity of the BESS. Based on the post-fault analysis for this
particular HPP, the required relay pick-up current could be obtained
if the inverter power rating was at least twice as large as initially de-
signed.
• Gensets can be continuously operated as a synchronous condenser to
provide sufficient SC current to the system. However, it requires the
option to decouple diesel engine and SG, which introduces additional
costs to the system.
6.4 conclusions
This chapter investigated the validity of the configured HPP in order to
comply with the requirements for overcurrent protection. The anticipated
SC faults and state-of-the-art protection means were described. Significant
challenges in off-grid HPPs are imposed by high penetration of renewables
and thereby frequently occurring operation with 100 % inverter-based DERs
where SC current contribution is restricted.
A static SC analysis was conducted comprehensively by taking into ac-
count all potential fault types and locations (RQ 6.1). Two operating condi-
tions were assessed where either genset or BESS subsystem supply the fault
current. It was ascertained that standard overcurrent protection by fuses or
miniature CBs will be capable of detecting faults that occur in the LV de-
mand subsystem. This is independent of the available type of SC current
source. However, two major challenges were revealed when faults occur
in the MV distribution subsystem (RQ 6.2). Firstly, phase-to-ground faults
lead to excessive overvoltages due to a missing grounding point caused
by the delta-star configuration of step-up transformers. It was suggested
to investigate other transformer options, i.e. star-star or adding a ground-
ing transformer. Secondly, the fault currents supplied by BESS are too low
for applying standard overcurrent protection techniques. Various possible
solutions were outlined and require future work.
The conclusions reveal that a static SC analysis is crucial and shall be
conducted as part of the configuration process addressed in Chapter 3. It is
important to emphasize that the study results are valid for kW-scale systems.
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However, the applied procedure of assessing the protection requirements
can be applied for MW-scale off-grid HPPs, too.
It is recommended to advance this study by allowing for the prevailing
fault impedance. In this study, the total fault impedance is considered zero.
If available, definite values for the arc and ground impedance shall be taken
into account. It is noteworthy that the arc resistance is quite significant in LV
systems much in contrast to HV systems [144, 153]. The ground impedance
is dependent on the actual fault location (e.g. tree contacts) and the sur-
rounding terrain (e.g. soil, rocks, asphalt, cocrete). A total fault impedance
larger than zero results in lower SC current levels which in turn affect the
results obtained during this study.
Dynamic SC calculations are recommended in order to verify the correct
performance of the protection system. With the use of EMT models pre-
sented in Section 4.4, detailed protection coordination studies shall be con-
ducted to parameterize PDs [26]. This is to achieve a proof-of-concept on
the use case system protection, which is beyond the scope of this PhD work.
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The previous chapter identified potential system faults that can result in various
contingency scenarios. This chapter deals with control strategies in off-grid HPPs
during such N-1 events to maintain stable HPP operation and thereby enable the
use case system resiliency. An introduction to various strategies is given in Section
7.1. The use case black start is briefly outlined as the ultimate option to restore
plant operation, while immediate emergency control actions such as load and gen-
eration shedding are discussed in Section 7.2. The derived research questions and
study assumptions are listed in Section 7.3. The plant’s behaviour during poten-
tially critical N-1 contingencies and the associated DER connection requirements
are analyzed in Section 7.4. A method for emergency control coordination to avoid
system blackout is proposed in Section 7.5 and its performance evaluated in Section
7.6. The interrelation to other control functions previously developed in this PhD
work is demonstrated. The main conclusions are given in Section 7.7.
7.1 introduction
The typical N-1 contingency refers to the outage of a single generating unit,
line or transformer. Such events can result from SCs in the HPP or internal
faults at the DER premises (Subsection 6.1.1). Instant loss of power consump-
tion can occur, too, by sudden disconnection of the BESS while being in
charging mode. Another example of a major loss of load is when the plant
supplies a large industrial consumer that disconnects deliberately or acci-
dentally due to a fault. However, the sudden reduction of large consump-
tion is not expected in rural communities with multiple dispersed loads as
being investigated in this study.
In conventional power systems, the target is to maintain normal state op-
eration at all times by facilitating adequate operating reserves [74]. Thus,
a single contingency cannot disrupt system stability. However, due to the
limited power capacity in off-grid HPPs there is an increased risk to operate
in alert state (Tab. 4.1). The power dispatch function described in Section 5.6
facilitates adequate variability reserves to operate with small-signal changes.
However, the occurrence of large disturbances during alert state operation
means that the available power capacity may no longer be sufficient to bal-
ance the mismatch of generation and demand. Thus, an N-1 event can move
the HPP to emergency state operation. The system begins to lose stability, as
some system variables (e.g. frequency, voltage) are outside the acceptable
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range and DER operating constraints are violated. Such a situation can lead
to a system blackout (in extremis state) if no corrective actions are taken. [74]
Fig. 7.1 illustrates the concerned time horizons after a severe N-1 event at
t0 where the available power capacity in the HPP becomes insufficient. Two
scenarios are considered.
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Figure 7.1: HPP operation after severe N-1 event under two scenarios: (A) with emer-
gency control actions; (B) with system restoration
(a) operation scenario with emergency control actions Cor-
rective actions are required after detecting the system abnormalities at time
t1A in order to return to alert state operation at time t2A. Depending on
the N-1 event, the following emergency control actions are feasible to avoid
system blackout:
• Load shedding as a response to a sudden loss of large power genera-
tion
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• Generation shedding or boost of controllable consumption as a re-
sponse to a sudden loss of large power consumption
The start-up of dispatchable generation is required to restore the available
power capacity in the HPP after a loss of generation. Considering necessary
warm-up in idling operating mode, the entire start-up duration ∆tGS,start
(Eq. 7.1) of gensets is typically between 10 seconds and 5 minutes depending
on the ambient temperature [139].
∆tGS,start = t3A − t2A (7.1)
As soon as the genset is in service, it will start contributing to power balanc-
ing in the HPP. Thus, normal state operation with adequate power capacity
is obtained. Genset start-up is not required after a sudden loss of consump-
tion and subsequent generation shedding (t3A = t2A).
(b) operation scenario with system restoration This scenario
does not consider corrective actions during the emergency state. Continu-
ous violation of voltage and frequency limits will lead to disconnection of
DERs and loads and thereby result in system blackout at t1b. Power sup-
ply to critical loads will continue if local UPS systems are present, however
at additional costs. At time t2B a system black start procedure is initiated
(restorative state) which is well described in the literature [79, 157]. The fol-
lowing individual stages require coordination as part of a transition function
(Fig. 2.3) which, however, falls outside the scope of this work:
1. Disconnection of all loads to avoid significant frequency and voltage
excursions during system energization;
2. Building the grid by black-start capable DER to supply critical load
feeders;
3. Connection of additional load feeders according to the available capac-
ity of operating DERs;
4. Connection of substation transformer;
5. Connection of remaining DERs;
6. Step-wise demand increase by connecting remaining load feeders.
Either a genset or grid-forming inverter can be appointed as the master unit
for the start-up process, depending on their availability status [36, 79]. The
advantage of assigning an inverter is its fast booting up process compared to
a SG [36]. The well-known issue of large inrush currents during transformer
energization can be overcome by slowly ramping up the voltage. In this way,
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inrush currents are kept below the maximum inverter current [157]. Hence,
building the grid (Step 2) by grid-forming inverters involves the following
substeps, while step 4 becomes obsolete:
a. Connection of substation transformer
b. Ramp up the voltage in grid-forming inverter
The maximum possible duration of the black start procedure is given by the
genset start-up time ∆tGS,start (step 2) and time ∆tDER,syn for synchronizing
the remaining HPP components (steps 3-6) which typically takes 1-2 min-
utes [36, 79]. Successful system restoration is expected within less than 7
minutes (Eq. 7.2).
∆tblackstart = ∆tGS,start + ∆tDER,syn = t3B − t2B (7.2)
The tolerance of outage time is to be negotiated between HPP operator and
non-critical consumers.
Comparing both operation scenarios, it becomes evident that option (B)
can lead to loss of 100 % power supply, while in option (A) the HPP is capa-
ble of continuously supplying at least parts of the demand subsystem. An
additional section is dedicated to various methods of load and generation
shedding as part of potential emergency control actions.
7.2 state-of-the-art : emergency control actions
7.2.1 Load Shedding Principles
Load shedding systems are necessary in order to keep the grid frequency
and voltages close to the nominal value during a major loss of power gen-
eration. Sheddable loads are non-critical, while emergency loads must not
be disconnected. In general, load shedding systems can be classified into
decentralized and centralized load shedding [158].
decentralized load shedding Underfrequency load shedding (UFLS)
algorithms are commonly applied in conventional power systems [38, 158].
UFLS relays are utilized to automatically drop load, following predeter-
mined performance schedules in order to prevent conventional frequency
instability phenomena. These performance schedules consider an increment-
ed/decremented step behaviour, i.e. UFLS programs, to shed a certain per-
centage of system load per underfrequency setpoint [30]. The advantage of
UFLS algorithms is that its implementation in conventional power systems
is not very difficult. However, there are particular challenges for their appli-
cation in IMGs:
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• The impact of voltage variation on frequency variation and vice versa
is generally ignored. In IMGs, voltage and frequency stability cannot
be considered separately (Tab. 4.1). Reference [38] claims that it can be
more effective to apply more complex undervoltage-frequency load
shedding schemes.
• Robust load shedding is challenging due to high frequency variations
being present in low inertia systems (Tab. 4.1). High df/dt values lead
to reduced time intervals between consecutive activation of load shed-
ding. This is problematic, as UFLS relay operation is subject to in-
evitable time delays (i.e. 6 - 30 cycles) [30]. As a consequence, even
after load shedding detection, the grid frequency decreases further,
which can lead to another undesired load shedding event. Further-
more, the frequency gradients must not exceed d f/dt = 3 Hzs to ensure
successful operation of standard UFLS schemes [30].
The feasibility of utilizing UFLS relays is investigated using the benchmark
off-grid HPP designed for this study. In Fig. 7.2 the frequency excursion is
shown after a sudden loss of the WTG subsystem at full-load operation at
t = 5 s. Various operating scenarios of the HPP are taken into consideration,
i.e.:
• No genset is in service;
• The genset subsystem consists of three smaller units where one or
multiple units are in service simultaneously.
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Figure 7.2: Frequency excursion after a sudden loss of large unit at t = 5 s for various
operating scenarios
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It is apparent from Fig. 7.2 that the frequency characteristic highly depends
on the number of operating gensets. Various underfrequency setpoints and
operating times could be defined to shed individual load feeders accord-
ing to the amount of available droop controlled power capacity. However,
the required load capacity to be shed is dependent on the available RES
generation, too. Since WTG and PVS operate in PQ control mode, their op-
erating states are not reflected in the frequency response shown in Fig. 7.2.
Moreover, large frequency gradients ranging between d f/dt = 19 − 26 Hzs
are present during all considered scenarios in Fig. 7.2. Hence, the use of
state-of-the-art UFLS relays is not feasible.
centralized load shedding Alternatively, centralized load shedding
schemes for IMGs are proposed in the literature [158, 159, 160]. Here, the
optimal solution for system preservation is intended by shedding only the
necessary amount of load which is determined by a central control unit.
The suggested methods utilize operational data acquired in RT in order to
update a computer-based model [158].
In [159], a load shedding solution is proposed that calculates the balance
of active power periodically in order to determine the amount of power to
be shed. The calculation is based on available power, operating reserve and
actual system topology. A similar approach is chosen in [160], where an
independent control system activates rapid load shedding based on topol-
ogy, contingency and load calculations from the field. The main principle
is to shed load before the frequency starts to decay. The main advantage
of such contingency-based load shedding is increased speed and accuracy
compared to UFLS. However, it requires a central control system and a fast
and reliable communication infrastructure. Moreover, some load shedding
algorithms with a certain degree of complexity are to be developed prior
implementation.
7.2.2 Generation Shedding Principles
One way of generation shedding is by external active power setpoint com-
mands to grid-feeding DERs as realized by the IPD function (Section 5.6).
Alternatively, a P/f response capability can be implemented locally at
DER level [50]. In this case, the DER reduces its active power output in pro-
portion to the measured grid frequency above a certain frequency threshold.
It should be remembered that the plant’s frequency characteristic during N-
1 events largely depends on the available capacity of droop-controlled DERs
in the HPP (Fig. 7.2). Thus, it will be necessary to tune the P/f droop char-
acteristic of grid-feeding DERs in order to curtail the adequate amount of
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power generation. A central control system may be required to adjust droop
settings according to the plant’s operating condition.
7.3 research scope and questions
7.3.1 Scope and Limitations
The scope of this study is to investigate the technical and functional re-
quirements for emergency control in off-grid HPPs during N-1 events, i.e.
scenario (A) in Fig. 7.1. A centralized load and generation shedding scheme
is considered as part of contingency management (Fig. 2.3) to avoid dealing
with problematic issues of decentralized approaches. The described meth-
ods in the literature [158, 159, 160] involve intelligent shedding of consumers
only. However, no reference discusses approaches to also facilitate genera-
tion shedding during system contingencies.
It is essential to ascertain the necessary amount of power to be shed as
well as the required response time of emergency control actions. The latter is
directly related to the minimum period for which DERs need to remain in
operation during various over-/undervoltages or over-/underfrequencies.
Available technical regulations for IMGs are taken into account as bench-
mark DER connection requirements. Their validity is investigated in this
study.
The following limitations shall apply for the work presented in this chap-
ter:
• The demand subsystem consists of non-controllable loads only. Load
shedding is defined as the disconnection of particular load feeders
(PD 2a in Fig. 6.1). The control of deferrable loads is considered as
an optional alternative to load and generation shedding, however, not
explicitly studied.
• The primary load subsystem is split into three load feeders, each of
them carrying one-third of the total load demand.
• Each feeder is represented as one aggregated consumer, which is ini-
tially modeled as constant Z load. Later in Section 7.6 the performance
of emergency control actions is verified for a mix of constant Z and
constant P loads.
• It is assumed that PDs detect and clear a SC fault according to their
time-current characteristics (Subsection 6.1.3), prior to the isolation of
system elements. Hence, the studies presented in this section assess
the period t ≥ t0 (Fig. 7.1) where the N-1 event occurring at t0 is
defined as the loss of generation or consumption.
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• Communication delays of signals being exchanged between various
units are neglected. The control performance in the presence of ICT
infrastructure is studied in Chapter 8.
7.3.2 Research Questions
Following the second objective (Section 1.3) and based on the elaborations
in Sections 7.1 and 7.2, this study seeks to address the following research
questions:
• RQ 7.1: How does the benchmark off-grid HPP perform during severe
N-1 events?
• RQ 7.2: What emergency control strategy is feasible to avoid system
blackout?
• RQ 7.3: What are the minimum DER connection requirements during
system contingencies?
7.4 analysis of n-1 events
7.4.1 Voltage and Frequency Disturbance Requirements
Proper operation of an off-grid HPP requires to keep the frequency and volt-
ages in all nodes within permissible limits (Subsection 4.7.1). Furthermore,
DERs are responsible to support the HPP operator to meet these require-
ments by staying connected during an emergency state and restoring the
system’s previous condition as fast as possible. The following metrics are
typically defined in technical guidelines for IMGs [114]:
• The minimum time period for which DERs need to remain in opera-
tion during different over-/undervoltages
• Dynamic voltage support characteristics, i.e. LVRT and high voltage
ride-through (HVRT)
• The minimum time period for which DERs need to remain in opera-
tion during different over-/underfrequencies
It should be noted that the quantitative specifications depend primarily on
system size, layout and involved DERs. Fig. 7.3 details the above listed
requirements which are found in various technical regulations for differ-
ent IMGs [114]. The figure shows an envelope for the range of minimum
operating times of DERs and permissible over-/undervoltages and over/-
underfrequencies. Some regulations allow instant disconnection of DERs
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outside the grey zone, whereas time-limited operation during abnormal
voltage and frequency excursions is required in the majority of cases. The
most rigorous requirements are summarized in Tab. 7.1.
Over-
voltage [pu]
Under-
voltage [pu]
Operating time [s]
1.07 1.20.8
Always
TripTrip
Always
0.9
Always
0 s0 s
Over-
frequency [Hz]
Under-
frequency [Hz]
Operating time [s]
50.449.8 5345
Always
Trip Trip
Always
30 s
0.16 s0.16 s
1.4
1 s
47
Always
0.50
0.6 s
2 s
(b)
(a)
Figure 7.3: Range of system requirements in isolated microgrids according to [114]:
(a) over-/undervoltage; (b) over-/underfrequency
Table 7.1: Voltage and frequency disturbance requirements applied in this study
Voltage level Operating time
V > 1.4 pu 0 s
1.2 pu ≤ V ≤ 1.4 pu 1 s
0.8 pu ≤ V ≤ 1.2 pu Always
0.5 pu ≤ V < 0.8 pu 2 s
V < 0.5 pu 0.6 s
Frequency level Operating time
fg > 53 Hz 0 s
47 Hz < fg ≤ 53 Hz Always
45 Hz < fg ≤ 47 Hz 30 s
fg < 45 Hz 0 s
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In this study, it is investigated whether the numbers in Tab. 7.1 can be
applied to off-grid HPPs or whether different requirement specifications
are necessary.
7.4.2 List of Test Cases
The performance of the off-grid HPP during various N-1 events is studied to
answer RQ 7.1. The most severe system contingencies occur by instant loss
of the largest generation or consumption capacity. Three potentially critical
events are identified according to Fig. 6.1:
• Test Case 1: A line fault (F3) can lead to a sudden loss of wind power
production, which amounts to a maximum loss of 80 kW generation
capacity.
• Test Case 2: An internal BESS fault (F5) can lead to a sudden loss of
maximum 90 kW consumption capacity when the BESS operates in
charging mode.
• Test Case 3: The same fault can lead to a sudden loss of maximum 90
kW generation capacity when the BESS operates in discharging mode.
7.4.3 DER Model Settings
The numerical DER models described in Section 4.4 are applied. Under-
/overvoltage and under-/overfrequency trip functions are implemented ac-
cording to Tab. 7.1. During current saturation grid-forming inverters typ-
ically operate with reactive current priority (pq f lag = 0) to support the
voltage, while grid-feeding inverters without grid support functionality pri-
oritize active current (pq f lag = 1) [36]. Hence, the settings listed in Tab. 7.2
are applied in this study (Eq. 4.13).
Table 7.2: Active-reactive current priority settings during assessment studies
DER BESS WTG PVS
pq f lag 0 1 1
The reactive power control loop of grid-feeding DERs is deactivated dur-
ing over-/undervoltages outside the nominal operating limits. The reactive
current setpoint i∗1q is kept constant.
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7.4.4 Test Case 1: Loss of WTG
The initial conditions for test case 1 are described in Fig. 7.4. All gensets are
out of service, and the PVS system does not generate power, while power
consumption is at its peak. This operating point of the HPP represents the
worst case for such N-1 event since the BESS needs to pick up the entire
load.
0( ) 1puPLDP t 
0cos ( ) 0.85PLD t 
0
0
( ) 1pu
( ) 0.08pu
WTG
WTG
P t
Q t

 
0
0
( ) 0pu
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PV
PV
P t
Q t

 
0
0
( ) 0.14pu
( ) 0.62pu
BESS
BESS
P t
Q t


Figure 7.4: Test Case 1: Operating conditions at time t0 when the WTG subsystem
disconnects
The test results are shown in Fig. 7.5 where the WTG trips at t0 = 0 s.
It shows that the BESS compensates the loss of power generation. This is
expected, since the method for system configuration proposed in Section
3.6 specifies to match the BESS inverter rating with the expected peak load
(PBESS,rat = PPLD,pk). The BESS inverter current is above its nominal value
(i1,BESS = 1.08 pu) to cover the reactive power demand QPLD, too. However,
it is well below the maximum current limit. Both grid frequency and volt-
ages are kept within the tolerated range during the transient situation and
eventually regulated to the nominal value. The frequency nadir amounts to
fg = 48.4 Hz and the minimum voltage level in the plant during the event
is V = 0.85 pu.
7.4.5 Test Case 2: Loss of BESS in charging mode
A loss of BESS will lead to a system blackout if no genset is in service since
the remaining grid-feeding DERs are not able to form the grid voltage and
frequency. Three options are available to ensure maximum service reliabil-
ity:
• Option A: The implementation of grid-forming capabilities in WTG
and PVS would come at additional development cost. Such function-
alities require further research which falls outside the scope of this
study.
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Figure 7.5: Test Case 1: System variables after loss of WTG
• Option B: A continuously operating genset can serve as a backup to
stabilize the HPP. Additional fuel costs need to be accounted for, as
gensets must not operate below the minimum load ratio fGS,min (Sub-
section 3.5.6).
• Option C: So far, it was assumed that the BESS consists of a single
module. In order to increase the redundancy, the system can be split
into several submodules. Hence, the loss of one BESS module can be
compensated to avoid system blackout. Moreover, the magnitude of
sudden power loss is reduced. Another advantage of modularization
is eased scalability. By deploying smaller BESS modules rather than
one large module, the system can be extended in small increments in
order to adjust the HPP generation capacity to future demand growth.
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First, the feasibility of option B is investigated. The initial test conditions
are summarized in Fig. 7.6. WTG and PVS are fully loaded, while genset
power output is kept at its minimum loading of ( fGS,min = 0.3). The BESS is
charged at its rated power. It becomes evident that the HPP will not be able
to operate without significant generation shedding to compensate for the
mismatch of power generation and consumption occurring after the event.
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Figure 7.6: Test Case 2, Option B: Operating conditions at time t0 when the BESS
disconnects
The test results are reported in Fig. 7.7 where the BESS trips at t0 = 0 s.
The node voltages rise instantaneously due to large RES generation, which
cannot be absorbed by the available consumers. All DERs disconnect after
one cycle, as the node voltages reach V = 1.4 pu.
A possible solution to this problem is to request a fast reactive current
injection by WTG and PVS. In this case, the voltage may be decreased suffi-
ciently to avoid DER disconnection. The implementation of dynamic voltage
control functionalities for grid-feeding DERs falls outside the scope of this
research and hence is not further considered.
Another observation, however, is that the active power measured at the
genset terminal drops significantly below zero. This condition requires au-
tomatic detection and tripping to avoid reverse power flow [161]. Thus, the
total system blackout cannot be avoided.
One may argue that the loss of full BES capacity can be compensated
by continuous operation of all available gensets, since PBESS,rat = ∑ PGS,rat.
However, this will result in tremendous fuel expenses. Instead, the feasibility
of option C is investigated. The initial test conditions are summarized in Fig.
7.8, where no genset is in service. The BESS is split into three modules with
identical ratings.
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Figure 7.7: Test Case 2, Option B: System variables after loss of BESS
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Figure 7.8: Test Case 2, Option C: Operating conditions at time t0 when the BESS
disconnects
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It is well known that parallel inverter operation on a common system
node leads to inappropriate power-sharing, since the Vf control technique
is highly sensitive to the inverter output impedance [162]. Hence, a virtual
impedance control loop is implemented based on the design principles pro-
posed in [162]. The modifications in the inverter control structure are high-
lighted in Fig. 7.9.
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dq
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dq
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i2,dq
Current Ctrl.
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Voltage Ctrl.
vc,dqi1,dq
PoC
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vc*
Vdc*
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Droop Ctrl.
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∫ 
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Figure 7.9: Virtual impedance implementation in BESS inverter: (a) inverter control
structure; (b) virtual impedance control based on [162]
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The virtual-inductive self impedances in per-unit are selected according
to Eq. 7.3.  Zvdd = Zvqq = 3 · L2sZvdq = −Zvqd = 3 · L2 (7.3)
In the next step, the system performance after disconnection of one 30 kW
BESS module is assessed. The test results are depicted in Fig. 7.10. It is
observed that frequency and voltages are kept within the tolerable limits.
The maximum observed frequency is fg = 50.9 Hz. The steady-state node
voltages are regulated at a level between 1.15 pu ≤ V < 1.18 pu. In this
way, more active power can be consumed by the RL loads and remaining
BESS modules in order to balance power generation and consumption in
the HPP. It should be noted that a further increase of BESS charging power
is not feasible, since i1,BESS = −1.2 pu (Fig. 7.10). Even though blackout is
avoided, particular system abnormalities are identified:
• BESS inverter current is at its maximum limit. No headroom is avail-
able to regulate voltage magnitude and frequency. Thus, stable plant
operation cannot be maintained for extended periods.
• It is not possible to restore the PCC voltage to its nominal value. With-
out further knowledge on the N-1 event, the VFR function (Section
4.7) will wind-up, which can cause stability issues during continuous
operation.
7.4.6 Test Case 3: Loss of BESS in discharging mode
The operating conditions for test case 3 are illustrated in Fig. 7.11. The
system performance after disconnection of one 30 kW BESS module is as-
sessed. All gensets are out of service, and neither WTG nor PVS generates
power, while power consumption is at its peak. This test scenario repre-
sents the worst case for such N-1 event since the load demand will exceed
the power capacity of the remaining BESS modules. The test results are
shown in Fig. 7.12. The frequency is kept within the normal operating lim-
its (49.8 Hz ≤ fg ≤ 50.4 Hz). The node voltages remain within the range of
0.74 pu ≤ V < 0.78 pu. Active and reactive power balance is achieved, as
the power consumption of voltage-dependent loads is reduced, while the
remaining BESS modules operate at i1,BESS = 1.2 pu. All DERs disconnect
at t = 2 s due to undervoltage (Tab. 7.1), leading to total system blackout.
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Figure 7.10: Test Case 2, Option C: System variables after the loss of one BESS mod-
ule
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Figure 7.11: Test Case 3: Operating conditions at time t0 when one BESS module
disconnects
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Figure 7.12: Test Case 3: System variables after the loss of one BESS module
It should be noted that this scenario could only be avoided if one-third of
the total load demand consisted of emergency loads with available UPS sys-
tems. In such case, the critical consumers would instantly disconnect from
the HPP during a voltage disturbance occuring at t0. Thus, the remaining
BESS generation capacity would be equal to the power consumption of the
remaining loads.
To sum up, the results of test cases 2C and 3 reveal that in general emer-
gency control actions are required to avoid blackout in the HPP, admitting
that the share of critical and non-critical loads depends on the actual com-
munity layout.
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7.5 emergency control coordination strategy
In this section, a method for emergency control coordination (ECC) is pro-
posed to address RQ 7.2. The solution utilizes the central HPPC to initiate
load and generation shedding based on the operational condition of the sys-
tem and the occurring N-1 event. The corresponding flowchart is presented
in Fig. 7.13 and the required in- and output signals are depicted in Fig. 7.14.
The algorithm comprises of three successive stages:
Stage 1 at t = t1 − Ts,HPPC: Plant State Calculation
Measurement signals (Fig. 7.14) are used to determine the actual plant state,
which is characterized by the currently available variability reserves ∆PVR
of the droop-controlled DERs. Depending on the N-1 event, positive vari-
ability reserve ∆PVR+ (for loss of generation) or negative variability reserve
∆PVR− (for loss of consumption) is required. Such reserves depend on the
available power headroom of BESS and gensets and are calculated by Eq.
7.4. PBESS,ava(QBESS) is the total available active power capacity of the BESS,
which is a function of the actual reactive loading. ∆PVR+ = −PBESS + |PBESS,ava(QBESS)|+ nGS · (PGS,rat − PGS)∆PVR− = PBESS + |PBESS,ava(QBESS)|+ nGS · PGS (7.4)
All measured and calculated parameters are buffered during one control
sample. The corresponding sample rate Ts,HPPC was determined according
to the bandwidth requirements for VFR (Eq. 4.53).
Stage 2 at t = t1: Emergency Control Action
At time t1 (Fig. 7.1A) the DER connection status is checked to evaluate the
possible occurrence of an N-1 event at time t0 (Eq. 7.5).
t1 − Ts,HPPC < t0 < t1 (7.5)
Stage 1 is continued if all DERs remain connected. In case an N-1 contin-
gency has occurred, it may be required to recalculate of the available vari-
ability reserves, e.g. after trip of a single BESS module. Then, a positive or
negative variability reserve is assessed for a loss of generation (∆PN−1 < 0)
or consumption (∆PN−1 > 0), respectively. In the case of insufficient reserve
availability ∆PVR < |∆PN−1|, emergency control actions are necessary and
prioritized in the HPPC.
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Figure 7.13: Flowchart of emergency control coordination function
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Figure 7.14: Required in- and output signals of emergency control coordination func-
tion
First, a freeze signal is sent to other runtime control functions, i.e. VFR
control (Section 4.7) and IPD (Section 5.6). Second, load and generation
shedding signals are determined to compensate for |∆PN−1| − ∆PVR.
Load feeders are selected according to the prevailing demand PLD,x and
the type of load. Shedding of non-critical loads is prioritized. A relay trip
signal is sent to PD 2a in Fig. 6.1. Active power setpoints P∗WTG and P
∗
PVS
are calculated by knowing the present power output PWTG and PPVS.
Stage 3 at t > t1: Transition to Normal Operation
Subsequently, the operation of other runtime control functions is continued.
First, VFR control is regained after successful feeder disconnection or power
curtailment. It requires the actual relay status and updated information on
WTG and PVS power output. Second, the IPD function is regained as soon
as voltage and frequency setpoints are met ( VPCC = 1 pu, fg = 1 pu). Nor-
mal or alert state operation is reached at time t2 (Fig. 7.1A), and stage 1 is
continued.
A timer with Tmax is defined to avoid infinite loops during the regain pro-
cess, in case the conditions are not fulfilled, e.g. due to communication or
relay failures. A fall-back strategy can be implemented, e.g. through discon-
nection of the distribution subsystem or other load feeders.
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7.6 assessment studies
The algorithm for ECC is assessed by applying test cases 2C and 3 of Sec-
tion 7.4 where constant Z loads are considered. An additional test case 4 is
presented to verify the control performance for a scenario where constant P
loads are present, too. Finally, the requirements for DER connection during
system contingencies are evaluated in accordance with RQ 7.3.
7.6.1 Test Case 2C: Generation Shedding after Sudden Loss of Consumption
The results for test case 2C are shown in Fig. 7.15.
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Figure 7.15: Test Case 2, Option C: System variables after the loss of one BESS mod-
ule and renewable power curtailment
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At time t1 = t0 + Ts,HPPC = 50 ms the loss of one BESS module is detected.
Variability reserve is not available (∆PVR− < 0). Power curtailment signals
are calculated to compensate for the total loss of consumption |∆PN−1| =
1
3 PBESS. The active power response time of WTG and PVS is assumed as
approximately 1 second (App. C.2). Thus, VFR control is regained at t2 = 1 s.
It can be observed that the PCC voltage is eventually restored to its nominal
value and the magnitude of BESS inverter current comes below the rated
value.
7.6.2 Test Case 3: Load Shedding after Sudden Loss of Generation
The results for test case 3 are depicted in Fig. 7.16. The loss of one BESS
module is again detected at time t1 = 50 ms. Variability reserve is not avail-
able (∆PVR+ < 0). A trip signal is sent to disconnect one load feeder to
compensate for the total loss of generation |∆PN−1| = 13 PBESS. The typical
operating times of protection relay and CB are τrel = 20 ms and τcb = 60 ms,
respectively [30]. The feeder is disconnected at t2 = t1 + τrel + τcb = 130 ms.
The PCC voltage is VPCC = 0.75 pu at t2 = 130 ms when one load feeder
disconnects. However, it is restored within its nominal operating range
(VPCC ≥ 0.8 pu) already at t = 150 ms. The BESS inverter current after load
shedding remains above its rated value due to additional reactive power
absorption. A re-dispatch of Q setpoints (Subsection 5.6.2) will be required
after reactivation of the IPD function in order to reduce the BESS reactive
loading.
7.6.3 Test Case 4: Load Shedding in the Presence of Constant Power Loads
In the previous test cases, it was assumed that the entire load demand is
voltage-dependent due to their constant Z characteristic. However, this is
not the case for constant P loads, the power consumption of which is con-
stant within a specific voltage band. In this test case, each load feeder con-
sists of 80 % constant Z loads and 20 % constant P loads. This is a typical
load share for rural communities (Subsection 4.4.6). A likely scenario in
community systems is the presence of power electronic loads which typi-
cally operate within a voltage band of 100-240 V ≡ 0.43-1.04 pu.
The operating conditions of this test case are equal to test case 3 and
illustrated in Fig. 7.11. The test results are presented in Fig. 7.17. It is ob-
served that the voltage drop after the loss of one BESS module at t0 is by
∆VPCC = −0.25 pu larger than in test case 3. This is due to the reduced
share of constant Z loads: lower voltage magnitudes are required to achieve
the same total demand reduction for compensating the loss of generation.
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Figure 7.16: Test Case 3: System variables after the loss of one BESS module and load
shedding
During feeder disconnection at t2 = 130 ms the PCC voltage drops down
to VPCC = 0.5 pu. The voltage gradient in Fig. 7.17 implies that timely load
shedding is essential to avoid further voltage decrease and eventually in-
stability. This test case is most sensitive to the robustness of proposed ECC
where the impact of ICT plays a significant role. This issue is taken up later
in Chapter 8.
It is anticipated that higher penetration levels of constant P loads will
result in even lower node voltages which are outside the nominal operat-
ing range for power electronic devices. In this case, a device will reduce its
power consumption or may even trip. More detailed load models and ad-
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ditional scenarios with various load penetration levels will be required to
address these issues.
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Figure 7.17: Test Case 4: System variables after the loss of one BESS module and load
shedding in the presence of constant power loads
7.6.4 DER Connection Requirements
The assessment studies have demonstrated that grid frequency and node
voltages remain within the magnitude and time range specified in Tab. 7.1.
Thus, further disconnection of DERs during the emergency state through an
N-2 event is avoided. The guidelines for DER connection found in existing
regulations in IMGs (Tab. 7.1) are applicable to the investigated off-grid HPP.
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Some general conclusions are drawn with regards to voltage and frequency
disturbance requirements:
• Under-/overfrequency limits are not violated due to rapid control re-
sponse of the grid-forming inverter unit, i.e. the BESS. The most severe
frequency excursion ( fg = 48.4 Hz) occurs after losing the largest PQ
controlled unit, i.e. WTG in test case 1. It should be noted for this
particular HPP that the capacity of PQ controlled DERs is lower than
of Vf controlled DERs (SWTG,rat < SBESS,rat). Further studies may be
required to assess the frequency response in off-grid HPPs where the
opposite is the case (SWTG,rat ≥ SBESS,rat).
• In conventional power systems, the lack of either generation or con-
sumption capacity results in frequency variations according to the
presence of rotational masses. However, this is not the case in off-grid
HPPs which predominantly operate with 100 % inverter-based DERs.
Here, voltage disturbances are of primary concern due to the presence
of voltage-sensitive loads. Test cases 2 - 4 demonstrated that LVRT and
HVRT functionalities are necessary. The required operating time dur-
ing under-/overvoltages depends on the total duration of coordinating
and executing load and generation shedding (Section 7.5).
7.7 conclusions
In this chapter, contingency management strategies in off-grid HPPs were
investigated. One option is to tolerate a total system blackout after severe
N-1 events where HPP plant operation is restored within minutes. Alterna-
tively, emergency control actions are required to avoid a blackout. Various
load and generation shedding principles were discussed. It was reported
that centralized load shedding based on UFLS relays is not applicable in
off-grid HPPs due to large frequency gradients and a high penetration of
PQ controlled DERs with varying power output levels.
The most critical N-1 events for the studied HPP were identified (RQ 7.1).
It was ascertained that only a fault related disconnection of BESS leads to an
instant system blackout unless all available gensets are in service. It was pro-
posed to split the BESS into various submodules to reduce the magnitude of
sudden capacity loss. The related cost changes shall be considered during
the initial system configuration (Section 3.6). A virtual impedance control
loop is needed to facilitate power-sharing between parallel grid-forming in-
verters. Depending on the resulting stability situation, it may be necessary to
iterate the small-signal analysis in Section 4.6. In general, it is recommended
to incorporate the corresponding changes of the inverter control structure
into the state-space models developed in Section 4.4.
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The case studies revealed that even a sudden loss of single BESS modules
may lead to further DER disconnection and thereby a system blackout due
to occurring under-/overvoltages and inverter current saturation. A novel
method for ECC was proposed (RQ 7.2). It utilizes RT measurements and
DER status signals to command load or generation shedding depending on
the type of N-1 event, i.e. loss of generation or consumption. Other runtime
control functions, i.e. VFR control (Section 4.7) and IPD (Section 5.6) are
deactivated during ECC.
The assessment studies demonstrated the ability of the proposed tech-
nique to regain normal plant operation. It was concluded that all DERs are
required to stay connected during under-/overvoltages (RQ 7.3). Communi-
cation delays were neglected so far but will be considered during the control
validation studies in Chapter 8.
The case studies conducted in this chapter assumed a maximum share
of 20 % constant P and 80 % constant Z loads. It was revealed that more
advanced load models would be required to assess the plant performance
with a more considerable penetration of constant P loads due to the ob-
served voltage drops.
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8I N T E R O P E R A B I L I T Y O F H Y B R I D P O W E R P L A N T
C O N T R O L S Y S T E M
This chapter addresses the interoperability of the HPP control system to achieve
an experimental proof-of-concept. Section 8.1 explains the background and neces-
sity for control verification. The derived research questions and study assumptions
are listed in Section 8.2. The SGAM interoperability layers for component, func-
tion, information and communication are designed in Sections 8.3-8.5. To verify the
developed HPP control functions a RT-HIL setup is used which incorporates an in-
dustrial controller platform and the communication network (Section 8.6). Finally,
a set of case studies is conducted in Section 8.7 to assess the validity of the HPP
control system according to technical and economic criteria. The main conclusions
are given in Section 8.8.
8.1 introduction
A proof-of-concept is established through both analytical studies and laboratory-
scale testing [39]. So far in this thesis, several plant control functions were
developed and assessed by pure simulation studies (Chapters 4 - 7). How-
ever, several reasons indicate the need of further investigations to verify the
technical performance of the HPP control system.
Control and operation of HPPs involve multiple functions that shall be
executed with as few human interactions as possible. Automated activa-
tion/deactivation and parametrization of various control logics are required
depending on the operating point of the HPP. The control functions are lo-
cated in various hierarchical zones as was described using the SGAM in
Fig. 2.4. Different options for the physical distribution of power and energy
management applications exist, which in turn indicate what and how infor-
mation between components is exchanged.
Then, the performance of an interoperable control system depends on
ICT as identified in several references [25, 163, 164]. Communication delays
and failures are potential system contingencies that need to be taken into
account.
Several options are available to test the HPP control system in a labora-
tory setting, as illustrated in Fig. 8.1 [35]. The first approach is controller-
HIL (CHIL) simulation where the HPP control platform is interfaced with
simulated DERs, loads and grid (Fig. 8.1a). It often requires to simplify the
models based on the capability of the RT simulator. However, if properly de-
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veloped and eventually validated by field data, the reduced-order models
can provide satisfactory performance for control verification. DER model
inaccuracies are eliminated by adding power-HIL (PHIL) simulation (Fig.
8.1b), however with the drawback of an increased complexity of the setup
due to additional interfaces. Moreover, the number of represented DERs is
limited due to spacious and cost constraints. The last option involves full
hardware testing without RT simulation (Fig. 8.1c). The obvious disadvan-
tage is that the dynamics of the power grid cannot be captured since all
components are connected to a common node [35]. To sum up, options (a)
and (b) enable high test coverage by using a RT grid simulator, while the
test fidelity but also the level of complexity is higher for options (b) and (c).
It should be noted that for all listed approaches, it is equally important to
capture the communication network in a laboratory setting as mentioned
previously [163, 164].
DERs Grid Loads
HPP 
Control
Simulation
DERs Grid Loads
HPP 
Control
Simulation
DERs Loads
HPP 
Control
(a) (b)
(c)
Figure 8.1: Options for laboratory testing of HPP controller; (a) CHIL; (b) CHIL and
PHIL; (c) HIL only. Modified from [35]
Another topic of relevance is to verify the economic performance of the
HPP. In Section 3.7 a techno-economic analysis was conducted based on
hourly data sets to determine the optimal system configuration, which re-
sults in lowest LCOE. The economic impact of RES generation and load
forecast uncertainties was studied in Section 5.5. It was also revealed that
intrahour power fluctuations by renewables and loads affect the operating
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condition of BESS and gensets (Section 5.7), which in turn will affect the
battery cycles and diesel consumption. In a recent publication [165], it is
suggested to conduct multi-period offline simulation studies to capture the
dynamics of both energy management and power dispatch. The authors se-
lected a minimum time interval of 1 minute. However, the studies in Section
5.7 demonstrated that update rates in the second range are necessary to fa-
cilitate runtime power dispatch. Offline simulations are impracticable due
to the high computational burden involved with the required level of model
detail. Thus, in order to evaluate the plant’s OPEX during extended periods,
e.g. hours or days, it will be necessary to carry out RT simulation studies.
8.2 research scope and questions
8.2.1 Scope and Limitations
The scope of this chapter is to verify the interoperability of the HPP con-
trol system that was previously developed using the model-based design
method proposed by the thesis author in [B]. The multi-layer analysis pre-
sented in Section 2.1 is continued by addressing the SGAM layers for com-
ponent, function, information and communication. Based on the outcomes,
a set of case studies is conducted in a CHIL laboratory setup to verify the
performance of the HPP control system. All functions located in the process
and field zone are captured through discrete time-domain models. Validated
performance models of WTG, PVS and BESS [A] are implemented in a RT
simulation platform to ensure adequate accuracy. Control functions located
in the station, operation and enterprise zone are hosted on various control
platforms. The use of industrial communication protocols is not in the scope
of this work. However, realistic ICT mechanisms are properly captured by
means of network emulation as explained later in Section 8.6.
8.2.2 Research Questions
Following the third objective (Section 1.3) and based on the elaborations in
Section 8.1, this study seeks to address the following research questions:
• RQ 8.1: What are the options for physical distribution of individual
control functions, and how do they interrelate with each other?
• RQ 8.2: How does the HPP control system perform, taking into ac-
count various latencies and failures that may realisticly occur within
the communication system?
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• RQ 8.3: How does the runtime operation for power management affect
the system costs which were initially calculated using low resolution
data sets?
8.3 component layer
The component layer describes the physical distribution and interfaces be-
tween all components, i.e. actors, applications, DERs, power system equip-
ment and communication network infrastructures (Fig. 2.1). A setup is pro-
posed in Fig. 8.2 where plant components are arranged in the SGAM plane
(Section 2.1).
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Figure 8.2: SGAM component layer for off-grid HPP
The field zone contains DER and load controllers as well as grid meters
collecting data from the point of measurements (PoMs) and relays control-
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ling the CBs. All field devices communicate with the HPPC platform via a
local area network (LAN) provided that all components are located in close
proximity (Option a). However, a wireless wide area network (WAN) can
be used, if WTGs, PVS or deferrable loads are located at a considerable dis-
tance from the substation due to geographical constraints (Option b). The
decision is sensitive to the cost of ethernet or fibre-optic cables vs. access to
the public mobile network.
The HPPC application shall be implemented on a RT capable device, i.e.
programmable logic controller (PLC). It is located in the station zone, e.g. as
part of the HPP substation. An EMS platform is placed in the operation zone,
and hosts functions that are not RT critical. Either on-site computer access
(Option A) or cloud-based solutions are possible (Option B). The remaining
applications, i.e. SCADA, forecasting and remote client access, are located
in operation and enterprise zone and communicate with the plant via the
WAN. A gateway (e.g. router, switch) is responsible for establishing access
to the on-site LAN and ensuring network security.
8.4 function layer
The function layer identifies the functions and services, including their inter-
relation (Fig. 2.1). An overview of the required control functions that enable
the targeted use cases power quality, system resiliency and load following is pre-
sented in Fig. 8.3 where the functional association is denoted by red lines.
The HPP control functions developed in Chapters 4 - 7 are located in sta-
tion and enterprise zone. Power management functions, i.e. VFR, IPD and
ECC, are implemented in HPPC hardware. The required sample rate Ts,HPPC
is specified according to the minimum bandwidth of DER controllers (Eq.
4.53). HAS is executed on the EMS platform with a sample rate of ∆th = 1 h.
Both HPPC and EMS functions require operational data and are thereby
directly associated with the field zone functions.
A state machine-based architecture is proposed to address RQ 8.1. It de-
scribes the interrelation between operation, station and field level functions
as part of an automated HPP control system. A number of distinct system
states are obtained according to the required binary control actions, in other
words, when one control function actively enables or disables another con-
trol function. The system states are defined in Tab. 8.1. The state machine
diagram is shown in Fig. 8.4 and further detailed in Tab. 8.2 where the re-
quired conditions and changes for each state transition are outlined. The
responsible function for a particular state change and the enabled/disabled
function are described, too.
It should be noted that the proposed state machine concerns all operating
conditions while the plant is energized. Additional elements will be neces-
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sary to describe black start functionalities which are beyond the scope of
this work.
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Figure 8.3: SGAM function layer for off-grid HPP
196
8.4 function layer
Table 8.1: List of system states
State Definition
Normal operation
without gensets
V/f range and DER operating constraints fulfilled, gensets
out of service
Normal operation with
genset(s)
V/f range and DER operating constraints fulfilled, genset(s)
in service
Normal operation with
deferrable loads
V/f and DER operating constraints fulfilled, deferrable
loads active, gensets out of service
Normal operation with
shed primary loads
V/f and DER operating constraints fulfilled, shed primary
loads, gensets out of service
Emergency load
shedding operation
V/f range and/or DER operating constraints violated, load
shedding active
Emergency power
curtailment operation
V/f range and/or DER operating constraints violated,
power curtailment active
Without 
gensets
With 
deferrable 
loads
With shed 
primary 
loads
Emergency 
load 
shedding
Emergency 
power 
curtailment
2
3
4
95
6
7
8
1
With 
genset(s)
8
1
Figure 8.4: State machine diagram for HPP control system
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8.5 information and communication layer
The information layer identifies the information that is required and ex-
changed between functions and components for effective decision making,
while the communication layer addresses the corresponding protocols and
mechanisms (Fig. 2.1).
Information objects shall (i) contain the type of information, i.e. measure-
ment, status, forecast, control, (ii) define when and how to exchange val-
ues and (iii) describe the sender and recipient of values [44]. A list of all
required signals being communicated between various HPP platforms (Fig.
8.2) is provided in Tab. 9.10 of App. C.5. The sampling time of measurement
and status signals received by HPPC and EMS shall be equal or lower than
the sample rate of the respective control platform. Some recommendations
are given subsequently:
• All information input required by HPPC functions shall be generated
by half cycle RMS values, i.e. 10 ms, considering the HPPC sample
rate Ts,HPPC ;
• All information input required by EMS functions shall be generated by
10-min average values according to IEC 61000-4-30 [140] considering
the EMS sample rate ∆th .
According to [166] there should be fast and reliable communication within
the HPPC, and IEC 61850 is recommended as an overall communication
protocol. IEC 61850 may apply to all information exchanged between the
SGAM zones process, field, station and operation [44]. In practical appli-
cations, other protocols such as Modbus TCP/IP, DNP or manufacturer-
specific protocols are typically used on DER level (field zone). However, it
is recommended for the HPPC platform (station zone) to convert and map
the data received by field zone devices into identical structures according
to IEC 61850 to ensure manufacturer-independent communication. In this
way, direct information exchange between multiple DER controllers and the
EMS platform (operation zone) can be avoided.
The IEC 61850 protocol is designed to run over standard communication
networks based on Ethernet and IP standards. It distinguishes between dif-
ferent message types and performance classes to differentiate among vari-
ous applications and to prioritize their traffic flows [44]. Tab. 8.3 details the
message types. Their application for signal communication in off-grid HPPs
is illustrated by yellow ellipses in Fig. 8.5.
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Table 8.3: IEC 61850 message types and communication requirements [44]
Message Type Application Service Transfer time requirement
Tcom,max [ms]
T1 Fast Message GOOSE 3-10
T2 Medium Speed MMS 100
T3 Low Speed MMS 500-1000
Enterprise
Operation
Station
Field
Process
DER Distribution Customer 
G
PoM PVS
PoM WTG
PoM BESS
PoM GS
PoM LDx
PoM LDx+1
PoM LDx+2
HPP
Ctrl.
PoM PCC
BESS Ctrl.GS Ctrl.
EMS
Gateway
LAN
HPP 
Client
Forecast 
Data Center
Relays            Grid Meters
SCADA
Server
WAN Option B
Option A
WTG Ctrl.PV Ctrl.
Option a
Option b
Load Ctrl.
Option a
Option b Option b
Option a
Deferrable 
loads
Critical 
loads
Non-critical 
loads
T3
T1
+
T2
T2 T2 T2 T2 T1 T2 T2
Figure 8.5: SGAM communication layer for off-grid HPP
Type 1 messages include simple binary code commands such as “trip”,
“close”, “trigger”, “release” and are used for protection. Generic Object Ori-
ented Substation Event (GOOSE) service is typically applied to exchange
event and status information [167]. Type 1 messages are the most time-
critical.
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Medium speed messages (type 2) are less time-critical automation-related
messages. They may include RMS values of measured data and automated
command values (e.g. setpoints). Type 3 messages should be used for slow
speed auto-control functions, reading and changing setpoint values and gen-
eral presentation of system data. They refer to operator messages which
are not time-critical at all. Type 2 and 3 messages may utilize Manufac-
turing Message Specification (MMS) service according to IEC 61850 [167].
The transfer time requirements Tcom,max for each message type are summa-
rized in Tab. 8.3. Transfer time is defined as the total transmission time of a
message from one device to another, including the data processing at both
sending and receiving end [44].
In the operation and enterprise zone, the Common Information Model
(CIM) is widely used [167]. Delay requirements are not specified in this stan-
dard since information exchange between these zones is not time-critical.
Hence, it is not further considered in this study.
Communication via WAN is relevant for the data exchange between EMS,
HPPC and DER controllers (Option b in Fig. 8.2). The communication mech-
anisms are highly dependent on the internet network infrastructure. Vari-
ous internet service providers (ISP) are connected to the rest of the internet
through distinct so-called internet exchange points (IXP). Thus, for IEDs on
different networks to communicate, the communication traffic needs to go
through the IXP, even though the devices may physically be right next to
each other [163]. Then, an IED usually connects to the nearest communica-
tion mast having the most reliable signals. A study in [163] has identified
the expected end-to-end communication delays Tcom for various network
scenarios, which are summarized in Tab. 8.4. End-to-end communication
delay is defined as the transmission time of a message from one device to
another, excluding the data processing.
Table 8.4: Identified WAN communication delays between two IEDs for various net-
work scenarios [163]
Scenario description Communication delay Tcom
ISP is the same within the network 30 ms
Different ISPs 50 ms
Traffic goes via another IXP 500 ms
Connection to nearest comm. mast fails, tries to connect
to the same mast
2 - 10 s
Connection to nearest comm. mast fails, connection to
second nearest mast
10 s - few minutes
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The communication characteristics listed in Tab. 8.3 and 8.4 are becom-
ing relevant to evaluate the performance of HPP control functions in the
presence of signal delays (Section 8.7).
8.6 real-time hardware-in-the-loop setup
The CHIL setup illustrated in Fig. 8.6 is used to implement and test the
control architecture proposed in Sections 8.3 - 8.5.
Opal-RT System
RT ICT Emulator
HPPC Hardware
G
PoM PVS
PoM WTG
PoM BESS
PoM GS
PoM LDx
PoM LDx+1
PoM LDx+2
PoM PCC
Deferrable 
loads
Critical 
loads
Non-critical 
loads
Protection 
Control
Data 
Acquisition
Def. Load 
Control
WTG 
Control
PVS 
Control
BESS 
Control
GS 
Control
V & f 
Restoration
Intrahour 
Power 
Dispatch
Emergency 
Ctrl. Coord.
Hour Ahead 
Scheduling
Load 
Forecasting
Power 
Forecasting
EMS Hardware
Meas. / Status
Ctrl. Commands
Meas.
Ctrl. 
Commands
Figure 8.6: CHIL setup used for verification of HPP control system
opal-rt system is hosting models of the process and field level devices,
i.e. HPP grid, DERs and loads. The EMT models described in Section 4.4 are
implemented into Opal-RT’s toolbox eMEGASIMTM. The simulation sam-
pling time is TRT,sim = 100 µs. The Opal-RT system provides measurement
and status signals to the HPPC hardware and receives control commands.
Various model components, i.e. power system components, DER controllers,
data interfaces, are distributed among different processing cores in order to
ensure RT performance of the model.
hppc hardware platform is based on M1 control platform provided
by Bachmann Electronics GmbH. It is a PLC that supports model-based
design approach using MATLAB/Simulinkr.
ems hardware platform is a computer that is hosting functions of
the operation and enterprise zone. The corresponding algorithms are exe-
cuted using Simulink Desktop RealTimeTM. Measurement and control com-
mand signals are exchanged with HPPC hardware platform.
rt ict emulator All the data communication between Opal-RT sys-
tem, HPPC and EMS platform is executed via UDP/IP interfaces. Then, the
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data is routed via a RT ICT Emulator. It consists of a workstation that pro-
vides control on data packet losses, bandwidth and delay changes. Thus, a
reproducible behaviour of the communication network along with a precise
control on network traffic over internet can be provided [164]. It is observed
that the end-to-end physical delay of data traffic between the platforms re-
mains constant within 0.7 - 0.8 ms. Thus, the bias of emulated network
delays does not exceed 1 ms, which is negligible in contrast to the relevant
numbers listed in Tab. 8.3 and 8.4.
8.7 assessment studies
The RT-HIL setup is utilized to verify the performance of the HPP control
system. Two main success criteria are defined:
• Individual power management functions, i.e. VFR, ECC, IPD, shall
fulfil their respective control objectives (Sections 4.7, 5.6, 7.5) in the
presence of control and communication delays. Two critical test cases
are conducted in Subsections 8.7.1 and 8.7.2 to test the robustness of
VFR and ECC in relation to RQ 8.2. The effect of latencies on IPD
performance is assessed based on the simulation studies presented in
Subsection 5.7.2.
• The HPP control system comprising both power and energy manage-
ment functions shall ensure 100 % service availability (LPSPmax = 0 %).
In Subsection 8.7.4 a 24-hour test scenario is presented, which involves
the state transitions during normal plant operation (Tab. 8.2). Energy
and cost-related metrics are evaluated to examine RQ 8.3.
8.7.1 Voltage and Frequency Restoration
In Subsection 4.7.4 the performance of VFR under communication delays
was evaluated through small-signal models. It was ascertained that a stable
control system is ensured for a maximum signal delay of Tcom = 300 ms.
Considering the expected model inaccuracies during large-signal changes,
the RT-HIL setup is used to test the control behaviour during a severe N-1
event. The studies in Subsection 7.4.4 showed that a sudden loss of WTG
leads to significant voltage and frequency excursions (Fig. 7.5). Hence, this
test case is applied for control verification. The initial test conditions are
reported in Fig. 7.4. Backward Euler discretization method is chosen for the
implementation of the VFR controller (Fig. 4.21), as it offers robust perfor-
mance for a wide range of sample rates [101]. The performance for various
delays of dispatched voltage and frequency setpoints (v∗g, ω∗g) is shown in
Fig. 8.7.
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Figure 8.7: RT-HIL testing: Voltage and frequency restoration performance for differ-
ent communication delays
It is observed that both voltage and frequency settle for delays Tcom ≤
250 ms. Unstable frequency oscillations occur for Tcom = 300 ms, leading
to DER disconnection at t = 6.9 s due to overfrequency ( fg = 53 Hz). The
tolerated communication delay is slightly lower than initially calculated by
small-signal models (Fig. 4.25). However, it is very well above the required
transfer time for type 2 messages (Tcom,max = 100 ms, Tab. 8.3).
8.7.2 Emergency Control Coordination
The control function ECC is considered most sensitive to signal delays since
it requires timely emergency control actions after N-1 events to avoid system
blackout. The most critical test case 4 of Subsection 7.6.3 is investigated to
verify the robustness of control performance. It involves a sudden loss of
one BESS module at time t0 what results in undervoltage due to insufficient
power capacity of the remaining DERs to supply the load demand. The
initial operating conditions are reported in Fig. 7.11. During the RT-HIL
test, the worst case signal delays are emulated according to Tab. 8.3:
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• Tcom,1 = 100 ms for BESS status information, sent by BESS and re-
ceived by HPPC (Type 2 message)
• Tcom,2 = 10 ms for feeder trip signal, sent by HPPC and received by
relay (Type 1 message)
The test results are illustrated in Fig. 8.8 by solid lines. Loss of BESS module
is detected at t1, delayed by Tcom,1. Load disconnection is completed at t2,
delayed by Tcom = Tcom,1 + Tcom,2. For the sake of comparison, ideal system
performance (Tcom,1 = Tcom,2 = 0 ms) is depicted by dash-dotted lines.
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Figure 8.8: RT-HIL testing: System variables after the loss of one BESS module and
load shedding in the presence of constant power loads; with comm. de-
lays (solid line) and without comm. delays (dash-dotted line)
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It is observed that the PCC voltage decreases further due to the contin-
uous imbalance of generation and consumption. The total voltage drop to
VPCC = 0.46 pu is by ∆VPCC = −0.04 pu larger than in the ideal case, since
load shedding at t2 is delayed by Tcom. Nevertheless, the voltage remains
stable and is successfully recovered after restoring the power balance. The
RT-HIL test proves the validity of the developed ECC function in the pres-
ence of the maximum expected communication delays.
8.7.3 Intrahour Power Dispatch
In Subsection 5.7.2 the required sample rate of IPD function was ascertained
as ∆ti = 3 s, while the expected signal delays in wired LANs are in the
millisecond-range (Tab. 8.3). Hence, impaired control performance is not
anticipated. However, the use of public mobile networks for WAN com-
munication with remotely located DERs (Fig. 8.2, option b) may involve
latencies in the second to the minute range, when the connection to nearest
communication mast is disturbed (Tab. 8.4). The studies in Subsection 5.7.2
revealed the impact of increased time lags through different control update
rates (3 s, 10 s, 1 min, 10 min). Significant genset power fluctuations and low
loading rates were observed when IPD operates only every 10 minutes (Tab.
5.2). Based on this observation, it is concluded that the lifetime of gensets
can be affected when WAN communication failures sustain for extended
periods.
8.7.4 24 Hour Operation
After assessing the robustness of individual control functions, this test case
will investigate the interoperable performance of the full HPP control sys-
tem during normal operation. A 24-hour test scenario is chosen, taking into
account the repetitive nature of daily load following. Representative time
series for wind speed, solar irradiance and load consumption are applied.
It should be noted that a day with high RES variability is chosen to test the
control system under most extreme conditions. The results are evaluated
from both a technical and economic perspective.
technical assessment The resulting profiles for grid frequency fg,
voltage VPCC, active power PWTG, PPVS, PBESS, PGS and PPLD as well as bat-
tery SOC and energy throughput Eth are presented in Fig. 8.9 (blue color).
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Figure 8.9: RT-HIL testing: 24-hour operation of HPP
The grid frequency and PCC voltage remain within normal operating lim-
its in every operating condition. Small fluctuations are observed between
11:00 - 13:00 when the BESS charges at around rated power. Voltage and fre-
quency control capability is temporarily restricted when the inverter hits its
overcurrent saturation limit. The state-of-charge is successfully kept within
20 % < SOC < 80 % and the primary load demand is supplied at all times
(LPSPmax = 0 %). Accurate genset schedules are calculated by HAS function
between 8:00 - 11:00 h and 16:00 - 20:00 h to avoid values below SOCmin.
economic assessment The sizing algorithm, which was developed in
Section 3.6 and extended by forecast information in Section 5.4, is utilized
to associate the RT-HIL test results with energy and cost-related metrics.
The following steps are taken to compare high fidelity RT-HIL simulations
(TRT,sim = 100 µs) to an energy analysis with ∆th = 1 h:
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1. Data averaging: High-resolution active power profiles of PWTG, PPVS
and PPLD are obtained from the RT-HIL test (Fig. 8.9, blue color) and
averaged over hourly time intervals (Fig. 8.9, red color).
2. Energy analysis: The sizing algorithm is used to compute DER sched-
ules for each hour of the day to determine PBESS, PGS, SOC and Eth
(Fig. 8.9, red color). The total fuel consumption F and operating hours
nGS,o of all gensets are calculated using Eq. 3.11. The respective er-
rors εx of Eth, F and nGS,o by comparing RT-HIL test (x) and sizing
algorithm (x0) are calculated by Eq. 8.1.
εx =
x− x0
x0
· 100 % (8.1)
3. Example of cost analysis: The potential impact of those errors on the
overall system cost is investigated. The project lifetime costs of the
studied off-grid HPP were calculated in Section 3.7 and are taken as a
base case. The percentage errors εx of Eth, F and nGS,o obtained during
this particular 24 hours scenario are applied to each day of the entire
project life of Np = 20 years. One should note that this is assuming a
high variability pattern of wind and solar power on every single day
(worst case).
Tab. 8.5 details the energy analysis (Step 2) of the 24 hour scenario where
the RT-HIL test is compared to the sizing algorithm.
Table 8.5: Energy analysis for 24-hour test scenario
Metrics Sizing algorithm
(Base case)
RT-HIL test Error εx
[%]
BESS energy throughput Eth [kWh] 300 454 + 51.4
Genset fuel consumption F [L] 58.53 61.52 + 5.1
Genset operating hours nGS,o [h] 13 11 − 18.2
Several conclusions are drawn:
• Battery cycling is underestimated by the sizing algorithm since the
intrahour dynamics of PWTG and PPVS are not captured (Fig. 8.9). This
is expressed by significant deviations in the daily energy throughput
(+ 51.4 %, Tab. 8.5);
• Different computations of battery discharge and charge cycles lead
to deviations in the state-of-charge profile, which in turn affects the
required uncertainty reserve provided by gensets throughout the day
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(Fig. 8.9). The total fuel consumption is larger than initially estimated
by the sizing algorithm (+ 5.1 %), while the accumulated number of
operating hours is reduced by 18.2 % (Tab. 8.5).
Tab. 8.6 illustrates how the financial results (Step 3) could be affected when
applying the errors of Eth, F and nGS,o as in Tab. 8.5. The project costs of
genset and BESS subsystem, as well as the battery lifetime, are compared.
Moreover, the impact on the total LCOE of the HPP is shown.
Table 8.6: Example of economic analysis for 20 year project life assuming perma-
nently high RES power variability
Metrics
Genset subsystem BESS subsystem
Base
case
Updated
Eth, F,
nGS,o
Error
εx [%]
Base
case
Updated
Eth, F,
nGS,o
Error
εx [%]
CAPEX [$] 54,000 54,000 0 100,000 100,000 0
OPEX [$] 31,306 27,038 0 31,416 31,416 0
Fuel cost [$] 167,438 175,974 + 5.1 - - -
Replacement cost
[$]
22,169 9,061 − 59.1 24,390 28,396 + 16.4
Salvage value [$] 13,302 4,680 − 64.8 12,800 5,151 − 59.8
Total cost [$] 261,611 262,393 + 0.3 143,006 154,662 + 8.2
Battery life
[years]
- - - 15.48 10.23 − 33.9
Metric Base case Updated Eth, F, nGS,o Error εx [%]
LCOE [$/kWh] 0.2061 0.2089 + 1.4
Fewer genset operating hours result in longer engine life and thereby
significant reduction of replacement cost (− 59.1 %) and the salvage value of
remaining units at the project end (− 64.8 %) . The fuel expenses are raised
by 5.1 %. All in all, the total cost of the genset subsystem remains nearly
unchanged (+ 0.3 %).
The situation is very different with the BESS subsystem. The battery life is
significantly reduced (− 33.9 %) by using updated information on total en-
ergy throughput. Hence, battery replacement happens earlier in the project
life, leading to a 16.4 % increase of the related expense. This in turn causes
a significant lower salvage value (− 59.8 %) of the second battery. The total
system cost of the BESS is raised by 8.2 %, which affects the LCOE of the
HPP considerably (+ 1.4 %).
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The main conclusion of this analysis is that excessive battery cycling
caused by highly dynamic power fluctuations can affect the overall system
cost significantly. Hence, it shall be taken into account during the initial
techno-economic analysis, which is required to obtain the optimal system
configuration. It is acknowledged that a lifetime simulation cannot be con-
ducted with EMT models due to the immense computational burden. How-
ever, the suggested steps for this analysis can reduce the simulation effort.
However, one should note that selecting only one day with high RES vari-
ability will lead to rather conservative cost estimation. Instead, it is recom-
mended to select a few typical days with different RES variability patterns
(e.g. low, medium, high) to incorporate the occurring deviations in battery
energy throughput into the hourly-based techno-economic analysis.
8.8 conclusions
In this chapter, the interoperability of the HPP control system was investi-
gated to achieve an experimental proof-of-concept. Various options for the
physical distribution of control hardware and their communication inter-
faces were presented. A state machine-based architecture was proposed to
describe the interrelation between various control functions as part of an
automated HPP control system (RQ 8.1). A list of required signals to be
exchanged between different control platforms was presented. Some rec-
ommendations on the minimum sampling time of individual measurement
data were given. The communication requirements for various message
types were specified based on IEC 61850 standard. RT critical messages
such as GOOSE (type T1) and MMS (type T2) are relevant for plant internal
LAN communication. The expected communication delays for the signals
exchange between station and operation zone are related to the characteris-
tics of the public WAN.
A set of assessment studies was conducted using a CHIL laboratory setup
to verify the performance of the HPP control system (RQ 8.2). The RT-HIL
tests confirm the validity of the developed power management functions
in the presence of maximum expected communication delays. The control
function ECC is most sensitive to signal delays since it requires timely emer-
gency control actions to restore the voltage after an N-1 event .
A 24-hour test scenario that considers high variability of WTG and PVS
power was analyzed to verify the technical performance during normal
plant operation. All system variables are kept within their permissible range
and 100 % service availability is obtained. An approach for assessing the
resulting lifetime cost was suggested to verify the proof-of-concept in eco-
nomic terms (RQ 8.3). Energy and cost-related metrics were compared to the
sizing algorithm developed in Sections 3.6 and 5.4. The test results demon-
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strated that the dynamic fluctuations of WTG and PVS power cause exces-
sive battery cycling which leads to a significantly higher energy throughput
than estimated by utilizing hourly based data sets and thereby increased
total system cost. More test scenarios with various RES variability patterns
will be necessary to obtain a more accurate cost estimation.
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9C O N C L U S I O N S A N D S C O P E F O R F U T U R E W O R K
This chapter summarizes the results and outcomes of this PhD work. A compre-
hensive summary related to the workflow presented in Fig. 1.3 is given in Section
9.1 where the associated project objectives and contributions are highlighted. A
conclusion on the proposed hypotheses is provided in Section 9.2. Some perspectives
and future research directions of this work are discussed in Sections 9.3 and 9.4.
9.1 summary
The main research focus in this thesis was to study the overall configuration
architecture in wind-based HPPs targeted for off-grid applications and to
achieve a proof-of-concept on the plant control system.
The project’s theme has been driven by the industrial perspective to hy-
bridize wind, PV and storage assets to further increase penetration levels
and ensure the profitability of renewable generation. It is anticipated that
grid integrated HPP solutions can help to achieve a high plant capacity
factor, reduce lifetime costs and improve the capability to participate in en-
ergy markets and provide ancillary services. In rural and remote areas of the
world, HPPs will constitute a more economical, sustainable and eco-friendly
alternative to grid infrastructure investments and diesel-powered electrifica-
tion systems. The specific work in this thesis has been motivated by the idea
to deeply investigate all required stages to achieve a modular, configurable
and scalable turn-key solution for off-grid HPPs that can operate reliably,
stably, securely and economically. It was underlined in Chapter 1 that past
research activities have been clearly limited to conducting only individual
system studies, e.g. system sizing, EMS, control stability or fault analysis,
without harmonizing them from a unified viewpoint.
The first stage of architecting an interoperable HPP system was estab-
lished in Chapter 2 by specifying a list of original applications for HPPs. The
main contribution was to systematically identify business goals and cases
of the involved actors and on this basis to derive operational use cases
and the necessary functions in on-grid and off-grid mode. The essential
use cases for reliable and economical off-grid operation, i.e. power quality,
system resiliency, system protection and load following, were further elaborated
in this PhD work.
The first project objective was partially obtained in Chapter 3 by creating
a methodology to configure power generation modules and their installed
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capacity for an estimated load demand and the desired supply security level.
A new contribution was to consider the reactive power consumption and
to explicitly represent the EBoP due to occurring power losses and the
cost of a distribution subsystem. Accordingly, an enumeration-based op-
timal sizing algorithm was developed with a single objective to minimize
the LCOE. It was concluded that it is crucial to select representative histor-
ical time series with average wind and solar resource to obtain a valid sys-
tem configuration from both cost and reliability perspective. Furthermore,
a subsystem of dispatchable gensets shall be dimensioned according to the
expected peak load to allow for the annual deviations of the renewable re-
source.
The modular composition of 4 x 20 kW WTGs, 40 kW PVS, 160 kWh/90 kW
battery and 3 x 30 kW diesel power was applied as a benchmark HPP to
investigate the use case power quality in Chapter 4. Following the second
project objective, a practical guideline was suggested on how to model the
plant components in state-space and effectively assemble for an overall
HPP model to assess small-signal stability and design the voltage and fre-
quency control system. It was found necessary to linearize the state-space
model around various DER loading conditions to detect potential system in-
stabilities. EMT models are required to observe eigenfrequencies relevant for
voltage and frequency control in kW-scale systems (< 35 Hz). The f/P droop
characteristic of BESS and gensets shall be carefully tuned to ensure suffi-
cient damping of oscillatory modes. A model-based design procedure was
proposed to tune the V/f restoration loops, i.e. VFR, hosted on a central
plant control platform. HPPC parametrization must take into account the
minimum bandwidth of DER controllers, which is obtained in the absence
of grid-forming inverters when gensets produce the voltage amplitude and
frequency.
A deterministic approach for scheduling DERs was followed in Chapter
3. On this basis, a control algorithm, i.e. HAS, was developed in Chapter
5 by allowing for the stochasticity of resource variables to enable the use
case load following. A practical forecast method was suggested by applying
hour-to-hour variability metrics which, together with ANN-based load pre-
dictions, were utilized for the unit commitment of diesel gensets. It was rec-
ommended to incorporate forecast uncertainties already during the sizing
process, since the allocation of uncertainty reserve involves non-negligible
fuel expenses, depending on the applied prediction intervals of probabilis-
tic forecast information. The presence of significant intrahour fluctuations
of renewable power suggested the need for runtime coordination of active
and reactive power resources to facilitate adequate variability reserves. A
centralized power dispatch function, i.e. IPD, was designed with due re-
gard to the bandwidth of VFR control. The proposed algorithm is capable
of minimizing the power fluctuations of gensets, curtailing renewable power
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during high battery state-of-charge and sharing the reactive power demand
according to available DER capacities.
The obtained knowledge on the required DER control mechanisms even-
tually allowed to complete the first project objective by assessing the compli-
ance of configured HPP architecture with state-of-the-art overcurrent protec-
tion methods. The use case system protection was addressed by a comprehen-
sive post-fault analysis which identified the current levels occurring for
various fault types and locations within the plant. It was concluded that
the fault currents supplied by a grid-forming inverter are too low to detect
SCs within the MV distribution subsystem in the absence of synchronous
generation. One option will be to oversize the BESS inverter. Alternative so-
lutions may be feasible, too, and are brought up in Section 9.4. Moreover,
it is essential to design an effective earthing system to prevent excessive
overvoltages during some phase-to-ground faults.
The identified potential system faults were taken as a basis to define
contingency scenarios to study the plant’s performance during N-1 events.
Chapter 7 dealt with the related use case system resiliency. It was found that
the DER capacities were configured reliably, to the extent that only a sud-
den loss of BESS can lead to an instant system blackout. By splitting the
BESS into several sub-modules the magnitude of immediate capacity loss
is reduced. However, even then an N-1 event can move the plant into an
emergency state by sustained under-/overvoltages and inverter current sat-
uration. An emergency control function, i.e. ECC, was developed which
centrally coordinates load or generation shedding by utilizing RT mea-
surements and DER status signals. The control logic and chosen sample
rate of ECC shall be correlated with other RT critical control functions, i.e.
VFR and IPD. Additionally, it was concluded that all DERs are required to
ride through under-/ or overvoltage events to maintain large-signal stabil-
ity.
During this PhD work, a discrete-time domain model of the HPP was de-
veloped to both verify the small-signal model and simulate the performance
of above-mentioned control algorithms. Additionally, this model was imple-
mented into a RT simulation platform, while plant control functions were
tested using a CHIL approach to achieve an experimental proof-of-concept
in Chapter 8. In accordance with the third project objective, the control sys-
tem interoperability was investigated by proposing a state machine-based
architecture and validating control functions in the presence of ICT in-
frastructure. It was concluded that ECC is most sensitive to communication
delays since it requires timely load shedding activation to restore the voltage
after an N-1 event. The control performance during normal plant operation
was assessed through a 24 hours test scenario with high variability of WTG
and PVS power. The results demonstrated that intrahour power fluctuations
of the droop-controlled BESS result in significantly different battery cycles
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than initially estimated by the techno-economic analysis, where hourly av-
erage data sets were used. The associated effects on system cost due to
reduced battery lifetime shall be taken into consideration during the system
configuration stage.
9.2 conclusions on the proposed hypotheses
In connection to Hypothesis 1 it was stated that the developed control sys-
tem solution for off-grid HPPs should fulfill the criteria configurability and
scalability which are supported by choosing a modular approach. The follow-
ing conclusions can be drawn.
Concerning the system configuration, it was concluded that a flexible com-
position of the HPP is ensured by selecting decoupled and AC-connected
DER technologies instead of combined solutions such as DC-coupled PV/s-
torage. It is advantageous to place the BESS subsystem near the community
load to effectively regulate the PCC voltage, while geographical constraints
may require WTG and PVS subsystems at a larger distance. Preferring mul-
tiple submodules over one large unit per DER subsystem is essential to
(i) extend the generation capacity according to the future demand growth
and (ii) increase the system resiliency to a fault related loss of single units.
Several advantages were identified by physically and geographically decou-
pling the production and demand subsystems in off-grid HPPs: Firstly, the
EBoP of the distribution subsystem can be solely designed based on the
unidirectional power flow injected by WTG and PVS. In Section 3.4 it was
demonstrated to simply scale the required MV level according to the antici-
pated installed generation capacity and permissible voltage rise within RES
subsystems. The predictable fault current direction eases the choice of suit-
able equipment and methods for system protection as elucidated in Chapter
6. Secondly, the performance of the developed plant control functions is not
affected by the unique structure of load feeders. Active and reactive power
resources are coordinated based on the cumulated load consumption mea-
sured at PCC. Occurring power imbalances can be handled by effectively
shedding certain DERs or load feeders.
In Chapter 4 several arguments for the use of a centralized control system
architecture in off-grid HPPs were demonstrated, despite its structural dis-
advantages to decentralized approaches when it comes to modular system
expansion. The proposed model-based procedure for designing and tun-
ing the superior VFR controller allows to re-configure control parameters
according to plant size and number of operating DERs. This is supported
by a modular model assembling technique where well-known state-space
models of DERs using state-of-the-art control mechanisms can be applied.
Furthermore, the developed algorithms for IPD (Section 5.6) and ECC (Sec-
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tion 7.5) were designed by minimizing the required knowledge on system-
specific parameters in order to ease modifications during plant expansion.
In this context, it is not required to regard changes in plant layout, line
and transformer impedances or to obtain manufacturer-specific PQ charts
of WTGs and PVS in order to continue pre-designed power and energy
management functions. Moreover, it should be stressed in this context that
decentralized control schemes would require permanent and non-trivial
reparametrization of field level devices according to various plant operating
points as revealed in Section 7.2. At last, the suggested control system archi-
tecture and the corresponding control design methods will enable eased
re-configuration and adaption to changes in performance requirements or
in the plant operating mode (off-grid vs. on-grid).
The following conclusions are made regarding Hypothesis 2 which im-
plies that a holistic assessment is required to enable the essential use cases
for operating off-grid HPPs, i.e. power quality, system resiliency, system protec-
tion and load following.
From the studies on optimal sizing, it became evident that it is crucial
to study the plant’s operational strategy comprehensively by allowing for
both stochastic and volatile behaviour of renewable generation and load
demand. The hour-to-hour uncertainty and the anticipated intrahour vari-
ability was incorporated to predict the increase in fuel expenses and battery
cycles, which emerge by the allocation of adequate uncertainty and variabil-
ity reserves, respectively. In general, the use of hourly based resource data
is sufficient to configure the HPP reliably. However, it was recommended
to carry out dynamic simulations for 24-hour test scenarios to compare the
actual battery cycles to the ones predicted by average data and update the
expected cost value accordingly. Then, the initially obtained DER schedules
are required as input to conduct a systematic SC analysis and N-1 contin-
gency assessment, which are required to verify and possibly adapt the con-
figured DER capacities, as reported in this thesis.
An essential contribution of this PhD work was the strategic development
of dynamic models which are applicable to various control design, tuning
and verification stages. The parallel development of EMT models in state-
space and discrete-time domain enables to (i) verify the former by the latter
and thereby enhance model fidelity and (ii) use the latter for both initial
control assessment by accelerated simulation studies and final control ver-
ification through RT-HIL testing. It was demonstrated in this thesis that
a comprehensive small-signal stability analysis, followed by an adequate
parametrization of VFR controller, leads to a high confidence regarding the
final control performance as confirmed through laboratory studies.
Moreover, this PhD work has revealed the required sequence of different
control design stages: Various plant operating points obtained by (a) DER
scheduling are essential to tune (b) a stable voltage and frequency control
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system, the bandwidth of which is used to identify a feasible update rate
for (c) active and reactive power dispatch. At last, it is crucial to coordinate
the control algorithm and sample rate of (d) contingency management with
the previously designed functions (b-c), as described by the state machine
diagram proposed in this thesis.
9.3 perspectives
In this section, a few perspectives on the application of the presented work
in this thesis are discussed. First and foremost, a thorough best-value anal-
ysis is required for the practical success of turn-key HPP solutions. It in-
cludes environmental, societal, regulatory and financial parameters which
presume a detailed case-by-case study. Current obstacles for the implemen-
tation of kW-scale off-grid plants are not least a lack of financing, exper-
tise and industrial standards and, in addition to it, increased complexity by
multiple stakeholders, contracting and maintenance issues. After resolving
these project specific issues, the various models and methods presented in
this thesis have important implications in order to design a scalable and
configurable HPP control system.
Some of the above-mentioned non-technical concerns may be of minor
significance when it comes to MW-scale plants which are designed for com-
mercial or industrial applications with a higher business certainty. Here,
the developed methods in this PhD work could be valuable for the design
process, too, since a particular focus was laid on scalability and configura-
bility. However, by upscaling the studied configuration architecture, certain
aspects shall be considered which are indicated in Tab. 9.1.
A further perspective of the research findings is given by the potential of
HPPs to become part of an interconnected power system at a later devel-
opment stage. Various other operational use cases become relevant in the
presence of system operators and energy markets, as outlined in Section
2.4. The HPPC platform will require additional runtime control, dispatch
and transition functions to provide ancillary services and switch between
off-grid and on-grid mode. The presented models and methods in this work
can be a useful aid for control design. A particular significance for future
HPP operation is attributed to a superior function for use case coordination
that aims to optimally select and combine various grid and energy services
in order to adapt to diverse and fast-changing grid requirements and market
characteristics, as already brought up in Fig. 2.3.
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Table 9.1: Main focus points to upscale the proposed kW-scale configuration archi-
tecture towards MW-scale off-grid HPPs
Specific feature Challenges Concerned system
studies
Presence of large
fixed-speed motor
loads
Large start up currents up to six times of rated
current that are to be supplied by DERs
System sizing,
Stability
assessment
Large reactive power demand due to low
power factor
System sizing,
Power dispatch
Fewer, but larger
consumers
Higher forecast uncertainty and power
variability of demand subsystem
DER scheduling,
Power dispatch
Limited capacity
ratings of
commercially
available gensets
High number of required gensets for
large-scale projects; more complex operational
strategies to ensure cost-optimized load
sharing
DER scheduling,
Power dispatch
9.4 future work
In this section, some future research directions that may extend or improve
the outcomes presented in this thesis are provided. At first, possible exten-
sions of this particular work are outlined.
• Other operational strategies, e.g. cycle charging or combined dispatch,
may be investigated to optimize the plant operating cost by utilizing
very-short or medium term forecast horizons and advanced methods
such as model predictive control.
• Considering the fact that fast responding BESS inverters can compen-
sate renewable power fluctuations and that the system resiliency is al-
ready improved by BESS modularization, it may be worth evaluating
the application of PQ controlled gensets to reduce excessive cycling
which affects both lifetime and fuel consumption.
• Advanced degradation models may be utilized to better determine the
battery life and, thus, the cost-optimal system configuration.
• Both sizing and stability studies may be extended, when more detailed
information about the specific demand subsystem is available, i.e. an-
nual consumption growth, unbalanced loading, motor load character-
istics.
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• Increased line lengths in the distribution subsystem may be consid-
ered to verify the power dispatch performance in off-grid HPPs with
a more substantial reactive loading.
• Various options, e.g. advanced LVRT mechanisms, directional overcur-
rent protection or synchronous condensers, may be investigated to im-
prove the capability for fault current supply in off-grid HPPs.
• Additional 24-hour test scenarios may be carried out in a RT digital
simulator to analyze the daily cycling behaviour of BESS in the pres-
ence of other variability patterns of renewable power.
In the following, additional research methods or topics related to operation
in off-grid HPPs are proposed for future work.
• Lyapunov techniques may be explored as an alternative to linear-based
methods and time-domain simulations in order to assess both small-
signal and large-signal stability.
• Protection coordination may be investigated as part of an additional
study to obtain a proof-of-concept on the use case system protection.
• Black start procedures may be examined in detail to prove the plant
control system’s performance during restorative state.
• Demand response schemes may be developed as being a promising use
case to adjust the cumulated power consumption to the current renew-
able resource availability and thereby reduce the overall LCOE.
• Flexible operational strategies that adjust to changes in financial vari-
ables, e.g. fuel price or battery lifetime cost, may be investigated to
enhance the economical operation in off-grid HPPs.
• The inclusion of other dispatchable DER technologies, e.g. hydro, flow
batteries or hybrid storage systems, may be worth evaluating depend-
ing on future cost developments and resource exploitation.
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B D ATA R E L AT E D T O S I Z I N G A N D S C H E D U L I N G
S T U D I E S
b .1 subsystem models
Wind Turbine Generator
With given wind speeds vw,anem at anemometer height zanem, the effective
wind speed vw at WTG hub height zhub is determined by using the logarith-
mic law as per Eq. 9.1
vw = vw,anem ·
ln(zhub/z0)
ln(zaenm/z0)
(9.1)
where z0 is the surface roughness length, which characterizes the roughness
of the surrounding terrain [168].
The power curve of a horizontal axis WTG (PWTG,rat = 20 kW) applied in
this study is shown in Fig. 9.1.
Photovoltaic System
The plane-of-array irradiance depends on the location and installation of
the PV array. Generally, the terrestrial solar irradiance is given by means of
Direct Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI) and
Global Horizontal irradiance (GHI). Then, the total plane-of-array irradi-
ance is composed of direct beam, diffuse and ground reflected irradiation
(Gb, Gd, Gg) as per Eq. 9.2 [69].
GPOA = Gb + Gd + Gg
Gb = DNI ·
(
cos(θZ) · cos(θT) + sin(θZ) · sin(θT) · cos(θA − θA,array)
)
Gd = DHI ·
1+cos(θT)
2
Gg = GHI · albedo · 1−cos(θT)2
(9.2)
where θZ, θT , θA, θA,array are the angles of solar zenith, solar azimuth, PV
array tilt and PV array azimuth, respectively, and albedo the coefficient for
the ground surface reflectivity.
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Figure 9.1: Power curve of 20 kW horizontal axis wind turbine (Model: Jonica
Impianti) [169]
Generator Set
The generator capability curve is illustrated in Fig. 9.2, where P and Q are ex-
pressed in per-unit based on SGS,rat. The reactive power capability is defined
by the armature current limit, field current limit and end region heating
limit of the generator. The armature current limit is given by the apparent
power rating of the generator as per Eq. 9.3.
QGS,max,arm =
√
S2GS,rat − P2GS (9.3)
The field current limit is expressed by Eq. 9.4 [170], assuming that maximum
reactive power output is at QGS,max = PGS,rat.
Q f ield,0 =
Q2GS,max−S
2
GS,rat
2·(QGS,max−0.6·SGS,rat)
r f ield = QGS,max −Q f ield,0
QGS,max, f ield =
√
r2f ield − P
2
GS + Q f ield,0
(9.4)
where Q f ield,0 and r f ield are intermediate variables to obtain the maximum
reactive power QGS,max, f ield imposed by the field current limit. The lower lim-
its of the capability curve are imposed by the heating constraints of the end
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Figure 9.2: Typical generator capability curve
regions of the generator. A general assumption to approximate these limits
is given in [170] by using Eq. 9.5, considering that minimum reactive power
output is achieved at rated power factor QGS,min = −PGS,rat · tan(θGS,rat).
Qend,0 =
Q2GS,min−S
2
GS,rat
2·(QGS,min+0.31·SGS,rat)
rend = Qend,0 −QGS,min
QGS,min,end = −
√
r2end − P
2
GS + Qend,0
(9.5)
where Qend,0 and rend are intermediate variables to obtain the minimum
reactive power QGS,min,end imposed by the end region heating limit.
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b .2 subsystem parameters
Primary Load Subsystem
j N j i  P ij  [W]  n ij d ij  [min]  h ij  [min]
 h ij,start 
[min]
 h ij,stop 
[min]
 h ij,start 
[min]
 h ij,stop 
[min]
 h ij,start 
[min]
 h ij,stop 
[min]
 cosφij
Household_1 50 Lights 3 4 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 2 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 1 30 720 1 420 1020 1440 0 0 0.5
Household_2 15 Lights 3 4 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 2 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 1 15 720 1 420 1020 1440 0 0 0.5
Radio 5 1 30 240 360 540 1020 1440 0 0 0.9
AC-TV (small) 100 1 30 300 660 900 1020 1440 0 0 0.93
Household_3 15 Lights 3 8 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 2 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 2 15 720 1 420 1020 1440 0 0 0.5
Radio 5 1 30 240 360 540 1020 1440 0 0 0.9
AC-TV (small) 100 1 30 300 660 900 1020 1440 0 0 0.93
Fridge (small) 250 1 10 600 1 1440 0 0 0 0 0.65
Household_4 10 Lights 3 12 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 4 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 4 15 720 1 420 1020 1440 0 0 0.5
Radio 5 1 30 240 360 540 1020 1440 0 0 0.9
AC-TV (small) 100 1 30 300 660 900 1020 1440 0 0 0.93
Fridge (small) 250 1 10 300 1 1440 0 0 0 0 0.65
Standing fan 55 1 30 360 480 1440 0 0 0 0 0.6
Decoder 15 1 30 300 660 900 1020 1440 0 0 0.9
Internet router 20 1 30 360 1 1440 0 0 0 0 0.9
Laptop (small) 55 1 30 360 1 120 660 900 1020 1440 0.9
Household_5 5 Lights 3 16 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 4 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 6 15 720 1 420 1020 1440 0 0 0.5
Radio 5 2 30 240 360 540 1020 1440 0 0 0.9
AC-TV (big) 200 1 30 300 660 900 1020 1440 0 0 0.93
Fridge (big) 400 1 10 300 1 1440 0 0 0 0 0.65
Standing fan 55 2 30 360 480 1440 0 0 0 0 0.6
Decoder 15 1 30 300 660 900 1020 1440 0 0 0.9
Internet router 20 1 30 480 1 1440 0 0 0 0 0.9
Laptop (big) 80 2 30 480 1 120 660 900 1020 1440 0.9
Household_6 5 Lights 3 16 10 360 1 120 1020 1440 0 0 0.5
Phone Charger 5 4 30 180 1 540 780 900 1020 1440 0.9
Security Light 5 6 15 720 1 420 1020 1440 0 0 0.5
Radio 5 2 30 240 360 540 1020 1440 0 0 0.9
AC-TV (big) 200 1 30 300 660 900 1020 1440 0 0 0.93
Fridge (big) 400 1 10 300 1 1440 0 0 0 0 0.65
Standing fan 55 2 30 360 480 1440 0 0 0 0 0.6
Decoder 15 1 30 300 660 900 1020 1440 0 0 0.9
Internet router 20 1 30 480 1 1440 0 0 0 0 0.9
Laptop (big) 80 2 30 480 1 120 660 900 1020 1440 0.9
Hair dryer 1000 1 5 30 1020 1440 0 0 0 0 0.75
Printer 50 1 5 30 1020 1440 0 0 0 0 0.9
Stereo 100 1 30 180 1020 1440 0 0 0 0 0.9
Water heater 660 1 15 120 1 120 1080 1440 0 0 1
Enterprise_1 15 Fluor, Tube (small) 36 10 60 360 360 600 900 1140 0 0 0.5
Phone Charger 5 4 30 180 360 720 840 1140 0 0 0.9
Security Light 5 4 60 720 1 360 960 1440 0 0 0.5
Internet router 20 1 60 600 360 1140 0 0 0 0 0.9
Laptop (big) 80 1 60 480 360 720 840 1140 0 0 0.9
Laptop (small) 55 5 60 480 360 720 840 1140 0 0 0.9
Printer 50 2 5 120 360 720 840 1140 0 0 0.9
Standing fan 55 2 30 480 360 720 840 1140 0 0 0.6
Enterprise_2 5 Fluor, Tube (big) 47 20 30 360 360 600 900 1140 0 0 0.5
Phone Charger 5 15 30 180 360 720 840 1140 0 0 0.9
Security Light 5 10 30 720 1 360 960 1440 0 0 0.5
Internet router 20 1 30 600 360 1140 0 0 0 0 0.9
Laptop (big) 80 5 30 480 360 720 840 1140 0 0 0.9
Laptop (small) 55 10 30 480 360 720 840 1140 0 0 0.9
Standing fan 55 5 5 480 360 720 840 1140 0 0 0.9
Water dispenser 550 1 30 180 360 720 840 1140 0 0 0.6
Photocopier 750 1 15 60 360 720 840 1140 0 0 0.9
Ceiling Fan 75 5 5 480 360 720 840 1140 0 0 0.6
PC 400 1 30 600 360 1140 0 0 0 0 0.9
Mobile_Money 5 Lights 3 2 10 180 420 600 900 1140 0 0 0.5
Phone Charger 5 3 30 180 420 1020 0 0 0 0 0.9
Standing fan 55 1 30 360 540 1020 0 0 0 0 0.6
Kiosk 10 Lights 3 2 10 180 420 600 900 1140 0 0 0.5
Phone Charger 5 1 30 180 420 1020 0 0 0 0 0.9
Standing fan 55 1 30 360 540 1020 0 0 0 0 0.6
Fridge (small) 300 1 5 480 1 1440 0 0 0 0 0.65
Fridge (big) 500 1 10 480 1 1440 0 0 0 0 0.65
Barber 2 Lights 3 5 10 480 420 720 840 1140 0 0 0.5
12V shaver 10 5 5 360 420 720 840 1140 0 0 0.9
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Ceiling fan 75 3 30 480 420 720 840 1140 0 0 0.6
UV sterilizer 50 1 5 120 420 720 840 1140 0 0 0.9
Tailor 3 Lights 3 3 30 480 420 720 840 1140 0 0 0.5
Sewing machine 50 1 15 180 420 720 840 1140 0 0 0.65
Ceiling fan 75 1 30 480 420 720 840 1140 0 0 0.6
Market_Place 1 Lights 3 25 30 180 420 600 900 1140 0 0 0.5
Security Light 5 25 30 720 1 360 960 1440 0 0 0.5
Fridge (small) 300 3 5 480 1 1440 0 0 0 0 0.65
Fridge (big) 500 3 10 480 1 1440 0 0 0 0 0.65
Standing fan 55 10 30 480 420 720 840 1140 0 0 0.6
Radio 5 10 15 240 540 720 840 1020 0 0 0.9
Club 3 Fluor, Tube (Small 36 10 30 480 1 180 960 1440 0 0 0.5
Fluor, Tube (Big) 47 5 30 480 1 180 960 1440 1020 1440 0.5
Security Light 5 5 30 720 1 360 960 1440 0 0 0.5
Phone charger 5 10 30 480 840 1440 0 0 0 0 0.9
AC-TV (small) 130 2 30 540 1 180 840 1440 0 0 0.93
AC-TV (big) 200 1 30 540 1 180 840 1440 0 0 0.93
PC 400 1 30 540 1 180 840 1440 0 0 0.9
Laptop (big) 80 10 30 720 840 1140 0 0 0 0 0.9
Printer 50 1 5 60 840 1140 0 0 0 0 0.9
PicoProjector 18 1 30 240 1 120 1140 1440 0 0 0.9
Amplifier 6 1 30 240 1 120 1140 1440 0 0 0.9
Ceiling fan 75 3 30 480 1 180 840 1440 0 0 0.6
Music system 178 1 30 480 1 180 840 1440 0 0 0.9
Internet router 20 1 30 540 1 180 840 1440 0 0 0.9
Fridge (small) 300 2 5 480 1 1440 0 0 0 0 0.65
Fridge (big) 500 1 10 480 1 1440 0 0 0 0 0.65
Street_Lights 1 Lights (Street) 50 100 30 720 1 360 960 1440 0 0 0.5
LED strips 8 100 30 720 1 360 960 1440 0 0 0.93
Primary_School 1 Fluor, Tube (small) 36 10 30 240 420 960 0 0 0 0 0.5
Phone charger 5 7 30 180 420 960 0 0 0 0 0.9
Security light 5 4 30 720 1 360 960 1440 0 0 0.5
Pharmacy 1 Lights 3 10 30 180 420 600 900 1140 0 0 0.5
Security Light 5 4 30 720 1 360 960 1440 0 0 0.5
Fridge (small) 300 3 5 480 1 1440 0 0 0 0 0.65
Fridge (big) 500 2 10 480 1 1440 0 0 0 0 0.65
Standing fan 55 3 30 480 420 720 840 1140 0 0 0.6
Medical_Clinic 1 Flurorescent Light 22 10 360 720 1 360 1080 1440 0 0 0.5 Entry & Corridors
Flurorescent Light 22 2 120 360 1 360 660 900 1080 1440 0.5 PMTCT Lab Partial
Flurorescent Light 22 2 120 120 1 360 1080 1440 0 0 0.5 PMTCT Lab Partial
Flurorescent Light 22 1 120 360 1 360 660 900 1080 1440 0.5 Blood Lab
Fan 80 3 240 240 1 360 1080 1440 0 0 0.6 Male Ward
Flurorescent Light 22 1 240 480 1 360 660 900 1080 1440 0.5 Male Ward
Flurorescent Light 22 1 60 300 1 360 660 900 1080 1440 0.5 Exam Room
Flurorescent Light 22 2 240 240 1 360 1080 1440 0 0 0.5 Post Natal
Fan 80 1 240 480 1 360 660 900 1080 1440 0.6 Post Natal
Flurorescent Light 22 5 240 240 1 360 1080 1440 0 0 0.5 Maternity Dorm
Fan 80 2 240 480 1 360 660 900 1080 1440 0.6 Maternity Dorm
Flurorescent Light 22 4 240 240 1 360 1080 1440 0 0 0.5 Delivery Room
Flurorescent Light 22 2 120 120 1 360 1080 1440 0 0 0.5 Kitchen
Flurorescent Light 22 5 240 480 1 360 660 900 1080 1440 0.5 Offices
Flurorescent Light 22 4 240 140 1 360 1080 1440 0 0 0.5 Other Lights
Flurorescent Light 22 4 480 480 1 360 1080 1440 0 0 0.5 Security Lighting
Microscopes 30 3 240 1 360 660 900 1080 1440 0.7 Blood Lab
Radio 30 1 480 1 360 660 900 1080 1440 0.9 Blood Lab
Rotator 60 1 60 1 360 1080 1440 0 0 0.7 PMTCT Lab Partial
Refrigerator 500 1 120 1 360 660 900 1080 1440 0.65 PMTCT Lab Partial
Centrifuge 600 1 60 1 360 1080 1440 0 0 0.7 PMTCT Lab Partial
Water Bath 400 1 60 1 360 1080 1440 0 0 0.7 PMTCT Lab Partial
Spectrophotomete 63 1 60 1 360 1080 1440 0 0 0.7 PMTCT Lab Partial
Autoclave 630 1 60 1 360 1080 1440 0 0 0.7 PMTCT Lab Partial
Chair 710 1 30 1 360 1080 1440 0 0 0.7 Dental Suite
Compressor 370 1 120 1 360 1080 1440 0 0 0.7 Dental Suite
Jet Sonic Cleaner 45 1 120 1 360 1080 1440 0 0 0.7 Dental Suite
Amalgam Filling M 80 1 60 1 360 1080 1440 0 0 0.7 Dental Suite
X-Ray 200 1 30 1 360 1080 1440 0 0 0.7 Dental Suite
Refrigerator 500 1 60 1 360 660 900 1080 1440 0.65 RHO Office
Computer 150 2 240 1 360 1080 1440 0 0 0.9 Admin Office
Grain mill 3 Grain mill machine 5000 1 210 420 420 720 780 1080 0 0 0.6
Repair shop 6 Repair shop machi 250 1 240 480 420 720 780 1080 0 0 0.6
Welding garage 7 Welding garage m 1000 1 300 600 360 720 780 1140 0 0 0.5
Carpentry worksho 2 Workshop machin 1000 1 150 300 420 720 780 1080 0 0 0.6
Cotton ginnery 1 Ginnery machines 5000 1 300 600 360 720 780 1140 0 0 0.7
245
b data related to sizing and scheduling studies
Production Subsystems
Table 9.2: Model parameters for production subsystems
Parameter Notation Value Unit
WTG hub height zhub 24 m
Height of anemometer zanem 20 m
Surface roughness length z0 0.01 m
WTG rated power PWTG,rat 20 kW
PVS power conversion efficiency ηPVS 97.5 %
STC Solar irradiation GSTC 1000 W/m2
STC temperature TSTC 25 °C
PV Temperature coefficient γ -0.38 %/°C
PV array tilt θA 1.55 °
PV array azimuth θA,array 180 °
Albedo coefficient albedo 0.2 -
BESS Max. state-of-charge SOCmax 80 %
BESS C-rate - 1 -
BESS Round-trip efficiency εRT 90 %
Genset minimum load ratio fGS,min 30 %
Genset fuel curve intercept coefficient F0 0.033 L/h·kWrated
Genset fuel curve slope coefficient F1 0.2730 L/h·kWoutput
Genset rated power factor cos ϕGS,rat 0.8 -
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Distribution Subsystem
Table 9.3: Model parameters for distribution subsystem
Parameter Notation Value Unit
Transformer rated power STR,rat 150 kVA
Transformer voltage (primary / secondary) V 6.6 / 0.4 kV
Transformer short-circuit voltage Vk 6 %
Transformer copper losses Pcopper 2 %
Line resistance RLN 0.643 Ωkm
Line inductance LLN 0.397 mHkm
Line capacitance CLN 0.38 ¯Fkm
b .3 economic calculations and parameters
The discount factor is applied to calculate the present value of a cash flow
that occurs in any year N of the project lifetime Np. The discount factor fd
is calculated as per Eq. 9.6 fd(N) =
1
(1+r1)N
r1 =
1+r2
1+r3
− 1
(9.6)
where N is the number of years and r1, r2 r3 are the discount rate, interest
rate and inflation rate, respectively [C].
In the following for each subsystem X the calculation of capital cost CX,c,
operation and maintenance cost CX,o, replacement cost CX,r and salvage
value CX,s is outlined, where βc, βo, β,r are the CAPEX, OPEX and replace-
ment cost of 1 kW or 1 kWh or 1 kVA installed capacity, respectively. The
remaining lifetime at the end of the project Nrem,X is dependent on the total
lifetime NX and the total number of purchases npc,X as expressed by the
equations in the subsequent subsections. The total subsystem cost CX is the
sum of all individual cost.
Wind Turbine
The WTG cost are determined by Eq. 9.7 - 9.12, where nWTG is number of
WTGs. Generally, the WTG lifetime is designed with respect to the project
duration (NWTG = Np). Hence, the replacement cost and salvage value are
zero.
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CWTG,c = βWTG,c · nWTG · PWTG,rat (9.7)
CWTG,o = βWTG,o · nWTG · PWTG,rat ·
Np
∑
N=1
fd(N) (9.8)
CWTG,r = βWTG,r · nWTG · PWTG,rat ·
npc,WTG
∑
i=2
fd ((i− 1) · NWTG) (9.9)
Nrem,WTG = npc,WTG · NWTG − Np (9.10)
CWTG,s = βWTG,r · nWTG · PWTG,rat ·
Nrem,WTG
NWTG
· fd(Np) (9.11)
CWTG = CWTG,c + CWTG,o + CWTG,r − CWTG,s (9.12)
Photovoltaic
Similarly, the cost of the PVS subsystem is calculated as per Eq. 9.13 - 9.18.
The replacement cost CPVS,r can be related to the PVS inverter, since its
lifetime is usually shorter than of the PV array system, which is designed
with respect to the whole project life.
CPVS,c = βPVS,c · PPVS,rat (9.13)
CPVS,o = βPVS,o · PPVS,rat ·
Np
∑
N=1
fd(N) (9.14)
CPVS,r = βPVS,r · PPVS,rat ·
npc,PVS
∑
i=2
fd ((i− 1) · NPVS) (9.15)
CPVS,s = βPVS,r · PPVS,rat ·
Nrem,PVS
NPV
· fd(Np) (9.16)
Nrem,PVS = npc,PVS · NPVS − Np (9.17)
CPVS = CPVS,c + CPVS,o + CPVS,r − CPVS,s (9.18)
Battery Energy Storage System
Battery
The cost of the battery system is expressed by Eq. 9.19 - 9.26. The lifetime of
the battery system is limited by the calendar life NBESS,cal and the maximum
energy throughput Eth,max which can be translated to the lifetime NBESS,th
by knowing the total energy throughput per year Eth,tot.
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CBESS,c = βBESS,c · EBESS,rat (9.19)
CBESS,o = βBESS,o · EBESS,rat ·
Np
∑
N=1
fd(N) (9.20)
NBESS,th =
Eth,max
Eth,tot
=
Eth,max
0.5 · (∑ Eth,ch + ∑ Eth,dch)
(9.21)
NBESS = min
[
NBESS,cal NBESS,th
]
(9.22)
CBESS,r = βBESS,r · EBESS,rat ·
npc,BESS
∑
i=2
fd ((i− 1) · NBESS) (9.23)
Nrem,BESS = npc,BESS · NBESS − Np (9.24)
CBESS,s = βBESS,r · EBESS,rat ·
Nrem,BESS
NBESS
· fd(Np) (9.25)
CBESS = CBESS,c + CBESS,o + CBESS,r − CBESS,s (9.26)
Inverter
The cost of the converter is considered separately (Eq. 9.27 - 9.32), since
power and energy requirements by the BESS need to be evaluated inde-
pendent from each other according to the peak load demand and the time
period of required energy, respectively.
CBESS−INV,c = βBESS−INVv,c · PBESS−INV,rat (9.27)
CBESS−INV,o = βBESS−INV,o · PBESS−INV,rat ·
Np
∑
N=1
fd(N) (9.28)
CBESS−INV,r = βBESS−INV,r · PBESS−INV,rat ·
npc,BESS−inv
∑
i=2
fd ((i− 1) · NBESS−INV)
(9.29)
Nrem,BESS−INV = npc,BESS−INV · NBESS−INV − Np (9.30)
CBESS−INV,s = βBESS−INV,r · PBESS−INV,rat ·
Nrem,BESS−INV
NBESS−INV
· fd(Np) (9.31)
CBESS−INV = CBESS−INV,c + CBESS−INV,o + CBESS−INV,r − CBESS−INV,s
(9.32)
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Genset
The cost of the genset subsystem is calculated as per Eq. 9.33 - 9.40, where
nGS,o is the number of operating hours per year, βGS,o the operating cost
per kWh, c f the fuel price per unit (l, m3, kg), NGS,o the genset lifetime
described by total operating hours and nGS the total number of genset units
in the subsystem. Besides capital, replacement, operation and maintenance
cost the expenses for fuel CGS, f are an essential part of the total genset
cost. In this study a constant fuel price throughout the whole project life is
assumed.
CGS,c = βGS,c · PGS,rat (9.33)
CGS,o =
nGS,o
∑
i=1
βGS,o · PGS,rat ·
Np
∑
N=1
fd(N) (9.34)
CGS, f =
nGS,o
∑
i=1
F(i) · c f ·
Np
∑
N=1
fd(N) (9.35)
NGS =
NGS,o
nGS,o
(9.36)
CGS,r = βGS,r · PGS,rat ·
npc,GS
∑
i=2
fd ((i− 1) · NGS) (9.37)
Nrem,GS = npc,GS · NGS − Np (9.38)
CGS,s = βGS,r · PGS,rat ·
Nrem,GS
NGS
· fd(Np) (9.39)
CGS =
nGS
∑
i=1
(CGS,i,c + CGS,i,o + CGS,i, f + CGS,i,r − CGS,i,s) (9.40)
Substation
The cost of the MV/LV substation is calculated as per Eq. 9.41 - 9.46, where
βTR,c is the transformer cost per kVA rating, STR,rat the transformer rating,
βSW,c the cost of the switchgear and βSS,o the annual operation and mainte-
nance cost of the substation. The replacement cost, if any, refer to the trans-
formers. However, normally they are designed with respect to the whole
project life, so that replacement cost and salvage value amount to zero.
CSS,c = βTR,c · STR,rat + βSW,c (9.41)
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CSS,o = βSS,o ·
Np
∑
N=1
fd(N) (9.42)
CSS,r = βTR,r · STR,rat ·
npc,SS
∑
i=2
fd ((i− 1) · NSS) (9.43)
Nrem,SS = npc,SS · NSS − Np (9.44)
CSS,s = βSS,r · STR,rat ·
Nrem,SS
NSS
· fd(Np) (9.45)
CSS = CSS,c + CSS,o + CSS,r − CSS,s (9.46)
MV Distribution Lines
As the distance between WTG / PVS subsystem and substation may account
for up to several kilometres, the MV distribution lines will affect the system
cost significantly. The line cost is calculated as per Eq. 9.47 - 9.52, where
βLN,c is the cable or overhead line cost per length and lLN the line length.
The replacement cost are normally zero and the salvage value positive, as
the lifetime of lines can reach above 30 years.
CLN,c = βLN,c · lLN (9.47)
CLN,o = βLN,o ·
Np
∑
N=1
fd(N) (9.48)
CLN,r = βLN,r · lLN ·
npc,LN
∑
i=2
fd ((i− 1) · NLN) (9.49)
Nrem,LN = npc,LN · NLN − Np (9.50)
CLN,s = βLN,r · lLN ·
Nrem,LN
NLN
· fd(Np) (9.51)
CLN = CLN,c + CLN,o + CLN,r − CLN,s (9.52)
Hybrid Power Plant
The total net present cost (NPC) of the hybrid power plant is the total of all
the aforementioned costs, expressed as per Eq. 9.53.
CNPC,HPP = CWTG + CPVS + CBESS + CBESS,INV + CGS + CSS + CLN (9.53)
The annualized cost Cann take into account the capital recovery factor CRF,
which is a ratio used to calculate the present value of an annuity (Eq. 9.54). Cann,HPP = CRF · CNPC,HPPCRF = r1·(1+r1)Np
(1+r1)
Np−1
(9.54)
251
b data related to sizing and scheduling studies
Economic Parameters
Table 9.4: Economic parameters
Parameter Notation Value Unit
Project life Np 20 years
Interest rate r2 7 %
Inflation rate r3 2 %
Fuel price c f 1 $/L
Component CAPEX βc OPEX βo Replacement
cost βr
Lifetime
WTG 2000 $/kW 100 $/kW·year 1500 $/kW 20 years
PVS 2000 $/kW 20 $/kW·year 150 $/kW
(inverter)
15 years
(inverter)
BESS 400 $/kWh 10 $/kWh·year 200 $/kWh 3000 kWh /
15 years
BESS inverter 400 $/kW 10 $/kW·year 200 $/kW 15 years
Genset 600 $/kW 0.03 $/kWh 500 $/kW 15,000 hours
Substation
transformer
30 $/kVA - 30 $/kVA 20 years
Switchgear 15, 000 $ 500 $/year - -
Distribution
line
50, 000 $/km - 50, 000 $/km 35 years
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c .1 verification of state-space models
This section describes the verification of the small-signal models against nu-
merical models described in Section 4.4. A step or ramp response character-
istic is applied to the SISO model Gu−y to obtain the small-signal change of
an output variable y with respect to the input variable u. The relative error
εy is assessed by means of Eq. 9.55 where y0 corresponds to the numerical
simulation result.
εy =
y− y0
y0
· 100 % (9.55)
An error of εy < 5 % is considered acceptable.
Grid-Forming Inverter
The dynamics of the grid-forming inverter are assessed when connected to
a single constant Z load with the following test case (Fig. 9.3):
1. ∆v∗c = 0.01 pu with ramp rate of 0.5
pu
s to assess the d-component of
the capacitor voltage vcd and thereby the voltage control loop
Figure 9.3: Verification of grid-forming inverter dynamics - Test Case 1
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Grid-Feeding Inverter
The dynamics of the grid-feeding inverter are assessed when connected to
ideal voltage source with the following three test cases (Fig. 9.4-9.6):
1. ∆I∗dc = 0.1 pu with ramp rate of 0.5
pu
s to assess DC link voltage Vdc
and thereby the DC link voltage control loop
2. ∆δPLL,g = 5 deg as step change to assess q-axis component of grid
voltage vgq and thereby the PLL
3. ∆Q∗g = 0.1 pu with ramp rate of 20
pu
s to assess reactive power output
Qg and thereby the reactive power control loop
Figure 9.4: Verification of grid-feeding inverter dynamics - Test Case 1
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Figure 9.5: Verification of grid-feeding inverter dynamics - Test Case 2
Figure 9.6: Verification of grid-feeding inverter dynamics - Test Case 2
Genset
The dynamics of the genset are assessed when connected to a single constant
Z load with the following two test cases (Fig. 9.7-9.8):
1. ∆v∗g = 0.01 pu with ramp rate of 0.5
pu
s to assess the q-axis component
of the terminal voltage vgq and thereby the AVR
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2. ∆ω∗r = 0.01 pu with ramp rate of 0.5
pu
s to assess the rotational speed
ωr and thereby the speed governor
Figure 9.7: Verification of genset dynamics - Test Case 1
Figure 9.8: Verification of genset dynamics - Test Case 2
HPP without WTG and PVS in Operation
The dynamics of the parallel operation of BESS and genset with equal power
rating are assessed when connected to a single constant Z load with the
256
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following four test cases (Fig. 9.9 - 9.12). The purpose of these test cases is
to test the performance of load sharing between grid-forming inverter and
synchronous generation.
1. ∆v∗c = 0.01 pu (BESS grid-forming inverter) with ramp rate of 0.5
pu
s
to assess the PCC voltage vPCC and the reactive power contributions
by BESS and genset (QBESS, QGS)
2. ∆v∗g = 0.01 pu (genset) with ramp rate of 0.5
pu
s to assess the PCC
voltage vPCC and the reactive power contributions by BESS and genset
(QBESS, QGS)
3. ∆ω∗g = 0.01 pu (BESS grid-forming inverter) with ramp rate of 0.5
pu
s
to assess the grid frequency ωg, the rotational speed ωr and the active
power contributions by BESS and genset (PBESS, PGS)
4. ∆ω∗r = 0.01 pu (genset) with ramp rate of 0.5
pu
s to assess the grid fre-
quency ωg, the rotational speed ωr and the active power contributions
by BESS and genset (PBESS, PGS)
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Figure 9.9: Verification of HPP without WTG and PVS in operation - Test Case 1
258
c data related to stability and control studies
Figure 9.10: Verification of HPP without WTG and PVS in operation - Test Case 2
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Figure 9.11: Verification of HPP without WTG and PVS in operation - Test Case 3
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Figure 9.12: Verification of HPP without WTG and PVS in operation - Test Case 4
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HPP with all DERs in Operation
The dynamics of the parallel operation of all DERs are assessed when con-
nected to a single PQ load with (Kp f = Kq f = Kpv = Kqv = 0) where a change of
load demand is investigated with the following two test cases (Fig. 9.13 and
9.14):
1. ∆PLD0 = 0.01 pu with ramp rate of 0.5
pu
s to assess the active power
contributions by BESS and genset (PBESS, PGS) and thereby the perfor-
mance of the grid-forming DERs during active power demand changes
2. ∆QLD0 = 0.01 pu with ramp rate of 0.5
pu
s to assess the reactive power
contributions by BESS and genset (QBESS, QGS) and thereby the per-
formance of the grid-forming DERs during reactive power demand
changes
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Figure 9.13: Verification of HPP with all DERs in operation - Test Case 1
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Figure 9.14: Verification of HPP with all DERs in operation - Test Case 2
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c .2 subsystem parameters
Table 9.5: Model parameters for grid-forming inverter
Parameter Notation Value Unit
Base AC voltage vac,b 326.60 V
Base power Sb 90 kVA
Base frequency fb 50 Hz
Filter inductance (inverter-side) L1 0.282 pu
Filter inductance (grid-side) L2 0.071 pu
Filter capacitance C f 0.178 pu
Filter resistance (inverter-side) R1 0.002 pu
Filter (grid-side) R2 0.002 pu
Damping resistance R f 0.334 pu
Proportional gain of current controller kp,i1 0.898 pu
Integral gain of current controller ki,i1 0.563 pu
Proportional gain of voltage controller kp,vc 0.189 pu
Integral gain of voltage controller ki,vc 21.122 pu
Cut-off frequency of active and reactive power
LPF
ωc,PQ 31.42 rads
Cut-off frequency of voltage LPF ωc,vc 188.50 rads
P/f droop gain mp 5 %
Q/V droop gain mq 5 %
Maximum inverter current i1,max 1.2 pu
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Table 9.6: Model parameters for grid-feeding inverter
Parameter Notation Value Unit
Base AC voltage vac,b 326.60 V
Base DC voltage Vdc,b 1000 V
Base power Sb 20 or 40 kVA
Base frequency fb 50 Hz
DC link capacitance Cdc 1.571 pu
Filter inductance (inverter-side) L1 0.282 pu
Filter + transformer inductance (grid-side) L2 0.071 pu
Filter capacitance C f 0.178 pu
Filter resistance (inverter-side) R1 0.002 pu
Filter + transformer resistance (grid-side) R2 0.02 pu
Damping resistance R f 0.334 pu
Proportional gain of current controller kp,i1 0.898 pu
Integral gain of current controller ki,i1 0.563 pu
Proportional gain of DC link voltage controller kp,Vdc 0.851 pu
Integral gain of DC link voltage controller ki,Vdc 123.050 pu
Proportional gain of reactive power controller kp,Qg 0.171 pu
Integral gain of reactive power controller ki,Qg 24.610 pu
Proportional gain of PLL filter kp,PLL 95.643 pu
Integral gain of PLL filter ki,PLL 0.004 pu
Cut-off frequency of reactive power LPF ωc,Q 62.832 rads
Maximum inverter current i1,max 1.2 pu
DC link voltage threshold Vdc,thres 1.05 pu
DC link maximum voltage Vdc,max 1.1 pu
DC link chopper resistance Rchop 1 pu
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Table 9.7: Model parameters for WTG and PVS performance model
Parameter Notation Value Unit
Natural time constant of WTG rotor inertia
effect
τ0,WTG 1.95 s
WTG active power ramp rate dPWTGdt 1
pu
s
WTG active power response time τrP,WTG 1 s
Time constant of PV array smoothing effect τf ,PV 3.86 s
PVS active power ramp rate dPPVSdt 20
pu
s
PVS active power response time τrP,PVS 1 s
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Table 9.8: Model parameters for genset
Parameter Notation Value Unit
Base AC voltage vac,b 326.60 V
Base power Sb 30 kVA
Base frequency fb 50 Hz
Number of pole pairs Npp 2 -
Inertia time constant H 0.740 s
Damping factor coefficient D 0.041 -
Stator resistance Rs 0.035 pu
Rotor field winding resistance R f d 0.006 pu
Rotor d-axis damper winding resistance Rkd 0.035 pu
Rotor q-axis damper winding resistance Rkq 0.043 pu
d-axis mututal inductance Lmd 2.680 pu
q-axis mututal inductance Lmq 1.540 pu
Stator leakage inductance Lls 0.150 pu
Rotor field winding inductance Ll f d 0.257 pu
Rotor d-axis damper winding inductance Llkd 0.200 pu
Rotor q-axis damper winding inductance Llkq 0.257 pu
Subtransient d-axis reactance X′′d 0.258 pu
Transient d-axis reactance X′d 0.385 pu
Time constant of fuel actuator and combustion
engine
τp 0.1 s
Cut-off frequency of voltage and current LPF ωc,VI 62.832 rads
Proportional gain of SGS kPω 21.622 pu
Derivative gain of SGS kDω 1.838 pu
Integral gain of SGS kIω 63.595 pu
P/f droop gain mp 5 %
Time constant of excitation system τe 0.1 s
SG open circuit time constant τg,oc 1.56 s
Proportional gain of AVR kPv 12.380 pu
Derivative gain of AVR kDv 1.233 pu
Integral gain of AVR kIv 34.561 pu
Q/V droop gain mq 5 %
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c .3 hpp state-space model
MATLAB Script for Block Diagram Interconnection
Example script for assembling state-space models
% Required inputs:
% - system matrices: A_FORM, B_FORM, C_FORM, D_FORM
% - feed-forward matrix: D_LD
% - Initial values for real/imaginary component of PCC voltage: vD_PCC, vQ_PCC0
% - Base value for plant power: Sb_HPP
Grid-forming inverter:
% Define state, input and output variables:
stat_FORM ={'i_{1d}','i_{1q}','i_{2d}','i_{2q}','v_{cd}','v_{cq}','\varphi_{id}',... 
    '\varphi_{iq}','\varphi_{vcd}','\varphi_{vcq}','P_{g,avg}','Q_{g,avg}'}; 
in_FORM ={'v_{D,PCC}','v_{Q,PCC}','v_c^{*}','\omega_g^{*}','P_c^{*}','Q_c^{*}'}; 
out_FORM ={'i_{2D}','i_{2Q}','\omega_{g}'}; 
sys_FORM = ss(A_FORM,B_FORM,C_FORM,D_FORM,... % define state-space system
    'statename',stat_FORM,...
    'inputname',in_FORM,...
    'outputname',out_FORM);
p_FORM = Sb_FORM/Sb_HPP;    % factor for conversion of per-unit system
Load:
% Define input and output variables:
stat_LD ={};
in_LD ={'v_{D,PCC}','v_{Q,PCC}','\omega_{g}','P_{0}','Q_{0}'};
out_LD ={'i_{D}','i_{Q}','\omega_{g}'};
sys_LD = ss(0,[0 0 0 0 0],[],D_LD,... % define state-space system
    'statename',stat_LD,...
    'inputname',in_LD,...
    'outputname',out_LD);
p_LD = Sb_LD/Sb_HPP;    % factor for conversion of per-unit system
PCC Bus:
Rn = 1e4; % Virtual resistance
% Define input and output variables:
stat_bPCC ={}; 
in_bPCC ={'i_{2D}','i_{2Q}','i_{D}','i_{Q}'}; 
out_bPCC ={'v_{D,PCC}','v_{Q,PCC}'}; 
sys_bPCC = ss(0,[0 0 0 0],[0;0],... % define state-space system
    [p_FORM*Rn 0 -p_LD*Rn 0; 0 p_FORM*Rn 0 -p_LD*Rn],...
    'statename',stat_bPCC,...
    'inputname',in_bPCC,...
    'outputname',out_bPCC);
1
Example script for assembling state-space models
% Required inputs:
% - system matrices: A_FORM, B_FORM, C_FORM, D_FORM
% - feed-forward matrix: D_LD
% - Initial values for real/imaginary component of PCC voltage: vD_PCC, vQ_PCC0
% - Base value for plant power: Sb_HPP
Grid-forming inverter:
% Define state, input and output variables:
stat_FORM ={'i_{1d}','i_{1q}','i_{2d}','i_{2q}','v_{cd}','v_{cq}','\varphi_{id}',... 
    '\varphi_{iq}','\varphi_{vcd}','\varphi_{vcq}','P_{g,avg}','Q_{g,avg}'}; 
in_FORM ={'v_{D,PCC}','v_{Q,PCC}','v_c^{*}','\omega_g^{*}','P_c^{*}','Q_c^{*}'}; 
out_FORM ={'i_{2D}','i_{2Q}','\omega_{g}'}; 
sys_FORM = ss(A_FORM,B_FORM,C_FORM,D_FORM,... % define state-space system
    'statename',stat_FORM,...
    'inputname',in_FORM,...
    'outputname',out_FORM);
p_FORM = Sb_FORM/Sb_HPP;    % factor for conversion of per-unit system
Load:
% Define input and output variables:
stat_LD ={};
in_LD ={'v_{D,PCC}','v_{Q,PCC}','\omega_{g}','P_{0}','Q_{0}'};
out_LD ={'i_{D}','i_{Q}','\omega_{g}'};
sys_LD = ss(0,[0 0 0 0 0],[],D_LD,... % define state-space system
    'statename',stat_LD,...
    'inputname',in_LD,...
    'outputname',out_LD);
p_LD = Sb_LD/Sb_HPP;    % factor for conversion of per-unit system
PCC Bus:
Rn = 1e4; % Virtual resistance
% Define input and output variables:
stat_bPCC ={}; 
in_bPCC ={'i_{2D}','i_{2Q}','i_{D}','i_{Q}'}; 
out_bPCC ={'v_{D,PCC}','v_{Q,PCC}'}; 
sys_bPCC = ss(0,[0 0 0 0],[0;0],... % define state-space system
    [p_FORM*Rn 0 -p_LD*Rn 0; 0 p_FORM*Rn 0 -p_LD*Rn],...
    'statename',stat_bPCC,...
    'inputname',in_bPCC,...
    'outputname',out_bPCC);
1
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PCC Voltage (DQ to absolute):
v_PCC0 = sqrt(vD_PCC0^2+vQ_PCC0^2); % initial PCC voltage magnitude
stat_vPCC ={};  % no dynamic states
in_vPCC ={'v_{D,PCC}','v_{Q,PCC}'}; % DQ components as input
out_vPCC ={'v_{PCC}'}; % absolute value as output
sys_vPCC = ss(0,[0 0],0,[vD_PCC0/v_PCC0 vQ_PCC0/v_PCC0],... % define state-space system
    'statename',stat_vPCC,...
    'inputname',in_vPCC,...
    'outputname',out_vPCC);
Model assembling:
% Define input and output variables:
in_HPP ={'v_c^{*}','\omega_g^{*}','P_c^{*}','Q_c^{*}','P_{0}','Q_{0}'}; 
out_HPP ={'v_{PCC}','\omega_{g}'};  
sys_HPP = connect(sys_FORM,sys_LD,sys_bPCC,sys_vPCC,...  % connect state-space systems
    in_HPP, out_HPP);                                   
A_HPP = sys_HPP.A;  % Resulting state matrix of HPP
SISO transfer function:
sys_Q0_vPCC = sys_HPP(1,6);  % SISO state-space system (Q_0 --> vPCC)
[num, denom] = ss2tf(sys_Q0_vPCC.A,sys_Q0_vPCC.B,sys_Q0_vPCC.C,sys_Q0_vPCC.D);
tf_Q0_vPCC = tf(denom,num); % SISO transfer function
2
Functional Diagram of HPP Model
Fig. 9.15 shows the functional diagram of the HPP model for a plant operat-
ing point without BESS (nBESS = 0) where the CRF is moved to the genset
and its rotor speed becomes the reference grid frequency (ωr = ωg).
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Figure 9.15: Functional diagram of hybrid power plant state-space model without
BESS
c .4 participation factor analysis for critical eigenvalues
Tab. 9.9 shows the dominant state variables that are associated with the
critical EV λcr obtained in Subsection 4.6.4.
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Table 9.9: Dominant state variables associated with critical EV λcr for various plant
operating conditions
Test
sce-
nario
#
fcr
[Hz]
ζcr [-] Dominant state variables DER
1 27.6 0.50 Vdc, ϕVdc WTG / PVS
2 28.0 0.52 Vdc, ϕVdc PVS
3 28.1 0.52 Vdc, ϕVdc WTG
4 7.5 0.66 ϕvcd, ϕvcq BESS
5 8.5 0.21 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
6 8.5 0.22 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
7 8.5 0.22 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
8 8.6 0.23 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
9 9.2 0.21 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
10 9.2 0.22 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
11 9.2 0.22 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
12 9.3 0.23 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
13 9.9 0.19 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
14 10.1 0.20 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
15 10.1 0.20 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
16 10.2 0.20 Pc,avg, ωr , δr,g, Pg,avg, Tm, ϕG2 BESS & genset
17 7.5 0.41 ϕQg, Vdc, Qg,avg, ϕPLL WTG / PVS
18 81.0 0.51 igd, i f d, ikd, igq, ikq Genset
19 81.0 0.51 igd, i f d, ikd, igq, ikq Genset
20 87.0 0.54 igd, i f d, ikd, igq, ikq Genset
21 27.6 0.50 Vdc, ϕVdc WTG / PVS
22 29.7 0.54 Vdc, ϕVdc PVS
23 29.8 0.54 Vdc, ϕVdc WTG
24 130.4 0.67 igd, i f d, ikd, igq, ikq Genset
25 139.8 0.45 igd, i f d, ikd, igq, ikq Genset
26 163.2 0.54 igd, i f d, ikd, igq, ikq Genset
27 163.7 0.54 igd, i f d, ikd, igq, ikq Genset
28 0.6 0.63 ϕAVR1, ϕAVR2, v f d, ϕG1, ϕG2, Tm Genset
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c .5 hpp information layer
Tab. 9.10 shows a list of all required signals being communicated between
various HPP platforms (Fig. 8.2). All signals are generated periodically, ex-
cept for control signals of ECC function which are triggered when the HPP
enters into emergency state.
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Table 9.11: Model parameters for short-circuit studies
Parameter Notation Value Unit
Number of loads per LV feeder nLD 12 -
Peak consumption of single load PLDx,pk 2.5 kW
Power factor of single load cos ϕLDx 0.85 -
Peak current of single load ILDx,pk 3.61 A
Line length between loads lLN,LD 150 m
LV feeder line resistance (positive / zero
sequence)
RLN,LD 0.642 /
2.567
Ω
km
LV feeder line inductance (positive / zero
sequence)
LLN,LD 0.250 / 1 mHkm
LV feeder line capacitance (positive / zero
sequence)
CLN,LD 0.710 /
0.312
¯F
km
LV feeder line rated current ILN,LD,rat 43.30 A
MV feeders line resistance (positive / zero
sequence)
RLN,WTG =
RLN,PVS
0.643 /
1.012
Ω
km
MV feeders line inductance (positive / zero
sequence)
LLN,WTG =
LLN,PVS
0.397 /
1.190
mH
km
MV feeders line capacitance (positive / zero
sequence)
CLN,WTG =
CLN,PVS
0.380 /
0.276
¯F
km
MV feeders line length lLN,WTG =
lLN,PVS
1 km
WTG feeder line rated current ILN,WTG,rat 7 A
Substation transformer (Dyn5) rated power STR,rat 150 kVA
Substation transformer voltage (primary /
secondary)
V 6.6 / 0.4 kV
Substation transformer short-circuit voltage
(positive / zero sequence)
Vk 6 / 6 %
Substation transformer copper losses Pcopper 2 %
Substation transformer rated current ITR,rat 13.12 A
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