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Rapid progress in genome 
sequencing technology has seen the 
cost of sequencing a human genome 
fall by five orders of magnitude in a 
decade, from billions of  
dollars in 2000 to tens of thousands 
in 2010. The introduction later  
this year of third-generation,  
single-molecule sequencing 
instruments from companies such as 
Pacific Biosciences is likely to drive 
the cost even further down, and the 
once elusive ‘$1000 genome’ is now 
a realistic target. 
As a direct consequence, 
the amount of sequencing data 
generated has grown explosively. 
Large sequencing facilities, like the 
Wellcome Trust Sanger Institute at 
Hinxton near Cambridge (UK) and 
the BGI (formerly Beijing Institute 
of Genomics) at Shenzhen, China, 
have dozens of second-generation 
sequencing instruments. Following a 
purchase of 128 new machines last 
year, the BGI now has the capacity to 
sequence the equivalent of 30 human 
genomes every day. 
It is tempting to assume that 
sequencing is just progressing 
in pace with the semiconductor 
technology on which it depends. But 
in fact, with its jump of five orders of 
magnitude from 2000 to today, the 
cost efficiency of sequencing has 
improved much faster than predicted 
by Moore’s Law (even a doubling 
every 18 months would only give  
27 = 128-fold increase in a decade!). 
Thus, it is obvious that computer 
technology may soon become the 
bottleneck holding back genome 
science.
As Scott Kahn from market 
leader Illumina outlines in a recent 
perspective in Science magazine 
(331, 728–729), the mismatch is 
already forcing sequencing labs to 
reconsider the way they are handling 
raw data. Second-generation 
machines like Illumina’s Genome 
Analyzer II create vast amounts of 
image data of the chips carrying 
growing DNA chains labelled with 
fluorescent tags. “The size of these 
images for many labs is currently 
Feature
greater than five terabytes [one 
terabyte = 1012 bytes] of information 
per day if they are stored”, Kahn 
writes. “The impracticality of using 
and archiving image data has 
motivated the development of  
real-time processing of the images to  
output only the base calls and  
the quality values.” 
If and when the cost of a human 
genome really drops below $1000, 
it is conceivable that even the 
storage and analysis of the base 
sequences becomes problematic. 
For large-scale genomic applications, 
biologists may end up having to use 
mapping systems that only record 
deviations from a reference genome. 
Small brains, large datasets
Genomics is, however, far from being 
the only discipline that produces an 
exponentially growing number of 
unwieldy datasets. Researchers in 
neuroscience are also forced to adapt 
to new ways of handling massive 
amounts of information. In January, 
for instance, this journal published a 
research paper by Ann-Shyn Chiang 
from Taiwan’s National Tsing Hua   
University on the ‘connectomics’   
of the Drosophila brain (Curr. Biol. 
(2011), 21, 1–11), resulting in a 
database describing the functions 
and connections of 16,000 neurons 
out of the estimated 100,000 that 
the fruit fly commands. At just under 
two terabytes, the raw data from 
this study are so large as to make 
downloads impracticable. 
As it is crucial to be able to share 
these data with others who pursue 
similar interests, researchers have 
resorted to keeping stocks of hard 
drives. “We have found that the 
only way you can really share this 
data is by sending hard drives”, 
says Gregory Jefferis from the LMB 
at Cambridge, who does similar 
research. “I have a box of 30  
two-terabyte hard drives on my 
shelf for this purpose. We have been 
distributing one terabyte of raw and 
processed data and algorithms from 
our most recent study mapping  
sex differences in neural circuits” 
(Curr. Biol. (2010), 20, 1589–1601).
Riding the wave of biological data
As the influx of biological data is swelling faster than the available computer 
capacity, scientists need to find new ways of sustainable data management. 
Michael Gross reports.
Flood alert: An unprecedented wave of scientific data is coming towards us, but will biologists 
be able to ride it or will they be overwhelmed by it? (Photo: Oxford Scientific (OSF).)
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Chiang and co-workers have 
also set up FlyCircuit (http://www.
flycircuit.tw/), a public database for 
online archiving, cell type inventory, 
browsing, searching, analysis, and 
three-dimensional visualization of 
individual neurons in the Drosophila 
brain. Currently, FlyCircuit houses 
approximately two terabytes of raw 
data that are practically impossible 
to use effectively by downloading. 
“With the cloud computing concept, 
FlyCircuit provides adequate data 
mining tools and computing power 
for users to interactively analyze 
image data via the server kept at the 
National Center of High-performance 
Computing in Taiwan,” Chiang 
explains. “Virtual Network Computing 
(VNC) and VirtualGL (a platform to run 
Open Graphics Library through VNC) 
are adapted for interactive online 
visualization of three-dimensional 
images. Users can also download 
raw data from FlyCircuit to perform 
analysis locally or upload their own 
image data to the FlyCircuit and use 
online tools for analysis.” 
For example, one can predict 
connectivity of an uploaded neuron 
to other neurons in the FlyCircuit 
based on their dendrite–axon polarity, 
overlapped distribution, type of 
neurotransmitter and receptors. 
Analyzed results can be interactively 
visualized in three dimensions and 
automatically recorded as pictures 
or movies. FlyCircuit also provide 
free storage space for personal data 
management. “The goal of FlyCircuit 
is to provide an open platform for 
freely exchanging and validating 
large amounts of image data  
among laboratories studying the 
Drosophila nerve system,”  
Chiang says. The ultimate  
solution for sharing large data,  
he suggests, is still to go  
through a network with wider 
bandwidth and user-friendly tools for 
data mining. 
Sharing large datasets is also 
crucial in medical research, where 
there are additional problems arising 
from ethical concerns around patient 
privacy and informed consent. 
Particular concerns arise when large 
amounts of genetic data of patients 
are involved, which are intrinsically 
identifiable, and in tropical diseases 
affecting places where education is 
so scarce that the notion of informed 
consent becomes problematic (see 
Curr. Biol. (2010), 20, R790).
New infrastructure
Considering the important 
challenges of storing and sharing 
an exponentially growing deluge of 
biological data, surprisingly little 
funding is earmarked for these tasks. 
Janet Thornton, the director 
of the European Bioinformatics 
Institute (EBI), an EMBL subsidiary at 
Hinxton near Cambridge, is therefore 
campaigning for a pan-European 
project called ELIXIR (European Life-
science Infrastructure for Biological 
Information), aiming to create a stable 
and secure network of databases and 
data-handling facilities across the 
European life sciences. 
Operating as a network, ELIXIR 
combines the computing power, 
storage capacity and technical 
expertise of several institutes to 
ensure that the generic engineering is 
fit to purpose. The project will apply 
tailored solutions for each research 
field, such as reference-  
based compression and the  
cloud-computing techniques used 
in the 1000 Genomes Project, 
supported by a robust and 
sustainable electronic infrastructure. 
ELIXIR will focus on applying novel 
and scientifically sound engineering 
solutions across a very large range 
of data, to ensure that the results 
of publicly funded research can be 
safeguarded well into the future.
ELIXIR coordinator Janet Thornton 
says: “The maintenance and 
development of the growing number 
of major databases and services 
is, and will remain, central to the 
EBI’s mission. But the exponential 
increase in the diversity and quantity 
of data require a new model. It is 
clear that no single organisation, 
nation or international agency can 
provide sufficient infrastructural 
funding to solve the entire problem 
alone. It requires international 
coordination. ELIXIR is starting to 
build a distributed infrastructure for 
biological information throughout 
Europe. By providing public access 
to the wealth of knowledge  
generated by the global research 
community, we can empower 
researchers in academia and industry 
to solve some of society’s most 
pressing problems.”
Following funding commitments 
from Denmark, Finland, Spain and 
Sweden, the project has now also 
secured funding from the UK’s large 
facilities capital fund via the BBSRC, 
although the exact figure has not 
been confirmed yet. Proposals for 
54 nodes, from 23 countries, have 
already been submitted. The next 
step for the ELIXIR team is to secure 
commitment from other national 
funding agencies of further European 
countries. It is, as ELIXIR proponents 
argue, in the funders’ best interest 
to protect the results of the research 
they have already paid for by making 
sure that the data infrastructure is up 
to the task of keeping the data and 
making it usable. 
The exponential growth of 
genomic data outpacing Moore’s 
law, as described above, is one of 
the challenges that ELIXIR aims to 
address. “Data growth resulting from 
nucleic acid sequencing advances 
provides one of the most challenging 
projects that bioinformatics has 
yet faced,” says Guy Cochrane, 
who leads the European Nucleotide 
Archive at EBI. “Containing data 
storage costs within affordable 
bounds has been an area of intense 
work at EBI. Our strategy balances 
software compression with judicious 
data reduction. Crucially, these are 
applied under the guidance of the 
scientific community.”
Together with EBI colleague Ewan 
Birney, who oversees all nucleotide 
sequence service teams at the 
institute, Cochrane recently  
published a new method for 
compression of sequence data  
(M. Hsi-Yang Fritz et al., Genome Res. 
(2011), DOI 10.1101/gr.114819.110). 
It involves saving only those aspects 
of new sequences that differ from a 
reference genome, helping to reduce 
the amount of raw data that needs to 
be stored. 
“The great thing about this 
approach is that it gets better over 
time, as people are sequencing with 
progressively longer and longer 
Data source: Genome sequencing machines 
at the BGI in Shenzhen, China. (Photo 
courtesy of BGI.)
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part by ignorance of invertebrates and 
in part by narcissism. As Ted Bulloch 
fully appreciated, perhaps the most 
exciting challenge in neuroscience is to 
understand how large and small brains 
have evolved to solve similar problems.
Forgive me, but your publication 
list looks a bit chaotic. Your lab 
has worked on sensory physiology, 
muscle biomechanics, aerodynamics 
and behavior. Is this a lack of focus 
or a grand plan? Perhaps a little 
of both. In graduate school, I was 
trained as a sensory physiologist, 
studying the response properties of 
tiny mechanoreceptors on fly wings. At 
the time, there was much excitement 
about the use of information theory 
to characterize sensory neurons and 
debates were raging about frequency 
codes and rate codes. The power of 
the mathematics was enticing, but 
ultimately it is difficult to ascertain what 
a neuron is encoding by studying its 
properties in isolation; the important 
thing is what downstream neurons 
do with the information. While in 
graduate school I read a paper by Bob 
Josephson describing the so-called 
‘work-loop analysis’ of a skeletal 
muscle. I think all neuroscientists should 
be familiar with this work, but in a 
nutshell it describes an elegant method 
for determining how a muscle interprets 
the neural input it receives. Reading that 
paper was revelatory for me because 
it demonstrated how much insight one 
can gain about one layer of a system 
by looking at another. The method 
also serves as a kind of Rosetta Stone 
between the fields of neuroscience 
and biomechanics. When I set up my 
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As a neuroscientist interested in 
behavior, why did you choose to work 
on a simple model organism such 
as Drosophila? ‘Simple’? It is hard 
to imagine how anyone familiar with 
the brain of a fruit fly — or that of any 
other invertebrate — could claim that 
it is simple. Yes, it does contain fewer 
neurons than a typical vertebrate brain, 
but size is a very poor indicator of 
complexity. You wouldn’t say a short 
Sylvia Plath poem is less complex than 
a novel by Danielle Steel. If you make an 
accurate comparison of the behavioral 
capacity of a fly and compare it to a 
mouse, then the question reverses. 
How can the brain of a fly achieve so 
much with such limited computational 
resources? I would argue that evidence 
suggests the brains of arthropods 
and other invertebrates are in many 
ways more complicated than those of 
vertebrates because their performance 
per neuron is so extraordinary. This 
is likely achieved by multiplexing of 
neurons in time and space as well 
as through flexible and time-variant 
network properties. The literature is 
full of such examples, although many 
are unappreciated. There are neurons 
in jellyfish with axons that can fire two 
different kinds of action potentials, 
which propagate at different speeds. 
Insects and other arthropods possess 
elaborate non-spiking neurons with 
input and output synapses interspersed 
so that each branch may function 
as a separate computational unit. 
This is not to say that problems in 
vertebrate neuroscience are any less 
challenging, but I suspect that our awe 
and reverence for cortex is fueled in 
Q & Aread lengths,” Birney explains. “Using existing datasets, we have 
demonstrated compression that 
is between 10 and 50 times more 
powerful than methods currently 
being used. We believe this will rise 
to a 100-fold to 500-fold improvement 
in the future. Effectively, this means 
that we can get it down to under 
0.1 bits (0.01 bytes) for every base 
stored.” At this compression, a 
human genome would take up just  
30 megabytes of storage.
Finding out what is important
But how much data can we handle? 
In a detailed study of global 
information processing, researchers 
Martin Hilbert and Priscila López 
have recently estimated that in 
2007 humankind had electronic 
storage capacity for 2.9 x 1020 
optimally compressed bytes and 
communicated almost ten times 
more than that (Science (2011) DOI 
10.1126/science.1200970). A large 
part of this theoretical capacity 
will be blocked by information of 
dubious value, including spam 
emails and holiday snaps uploaded 
to FaceBook. Part of the challenge 
arising from the swelling tide of 
electronic information in all areas 
including biology is to identify what 
is relevant and to make sure that 
the relevant information is handled 
appropriately and made accessible 
to all who need it. 
Asked about the challenges 
of the data deluge, Vijay Pande 
from Stanford University answers 
with a widely used quotation from 
Rutherford D. Roger: “We are 
drowning in information and starving 
for knowledge.” Pande, who set up 
the ‘Folding@Home’ project which 
produces protein folding simulations 
through distributed computing, points 
out that “simulations can easily 
generate petabytes [1015 bytes] of 
data these days, but the challenge is 
extracting meaning and knowledge.”
Which suggests that, in the end, 
the bottleneck for the data stream 
may not be the communication 
and storage, but the availability of 
brains for their interpretation and for 
deciding what to delete. Until the 
day when this function, too, can be 
delegated to computers. 
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