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Given p independent, symmetric random walks on d-dimensional integer lattice that are the
domain of attraction for a stable distribution, we calculate the moderate deviation of the
intersection of ranges of the random walks in the case where the walks intersect infinitely
often as time goes to infinity. That is to say, we establish a weak law convergence of
intersection of ranges to intersection local time of stable processes and use this convergence
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In their work, statistical physicists model polymers, which are random strands of molecules.
One way we can model polymers is by looking at the sample paths of stable processes. An
example of a two dimensional polymer following a stable process of index 1.5 is seen in
Figure 1.1. The index is chosen by statistical analysis of the behavior of the molecules
being used. A question that arises is about the shape of the polymer strand. By shape we
mean to ask if the polymers are long, drawn out, and stringy or bunched up and compact.
We could gain insight into these shapes by counting intersections. Under suitable conditions,
the number of intersections will go to infinity as time goes to infinity. The difference in
the shapes is captured by the rate at which the intersections go to infinity. A slower rate
indicates a drawn out, stringy polymers where as a faster rate signifies polymers that will
be more bunched up.
A natural question to ask is why look at stable processes when so many people are
familiar with Brownian Motion. Both processes are continuous time random walks (Lévy
Processes) modeling the random movement of a particle in space. Thus both processes enjoy
properties like stationary, independent increments, self-similarity through scaling properties,
and stochastic continuity. The difference is that sample paths of stable processes can be
discontinuous with jumps occurring at random times whereas Brownian sample paths are
continuous.
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Figure 1.1: 2D Stable Process of index 1.5
1.2 Random Walks
A random walk is defined to be a sequence of partial sums of independent, identically





where {Xi}∞i=1 are independent, identically distributed random variables. A more visual
approach to the definition is to think of a completely inebriated patron walking out of a bar
trying to find his way home. He randomly, without reason, picks a location to walk. Upon
arrival, he will randomly pick a new location. The location of the patron after making n
decisions is given by S(n). Since we will consider random variables with heavy tails, the
walks are more likely to travel a large distance from one point in time to another.
Random walks are characterized as recurrent or transient. Recurrent walks are those
that will almost surely return to the origin infinitely often where as transient walks would
return at most finitely many times. This project focuses on walks that are transient and I
will save the recurrent case for future work.
Another characteristic of random walks that we need to consider is its period, which is
not the same as a period of a function. The period of the random walk is defined to be the
greatest common factor of the set
{n ≥ 1; P {S(n) = 0} > 0} .
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The walk is said to be aperiodic if its period is 1. It is known that {S(n)} is aperiodic if
and only if
|ϕ(λ)| < 1 ∀λ ∈ [−π, π]d \ {0}
where ϕ(λ) is the characteristic function of the increments of the walk. Aperiodicty is a
nice property to have and can make calculations easier. In fact, we will assume aperiodicity
in parts of this project and then extend to general walks. Interestingly, aperiodicity is not
satisfied in the most basic special case of a simple random walk where the distribution of
the increments is uniform in all of the possible directions.
To study stable processes, we will consider random walks that are the domain of at-
traction of stable processes. So, we will consider sequences of independent, identically
distributed random variables {Xi}∞i=1 with regularly varying tails. That is
P {|X1| > t} ∼ Ct−β (t→∞)
where β ∈ (0, 2) and C is some constant. Random variables of this type are considered
heavy-tailed as the probability of taking large values does not decay exponentially fast like
the normal distribution. The tails of these random variables behave like the tails of stable
random variables. We are realizing that more and more real world data follows heavy-tailed
distributions. That is to say data values that are large in magnitude appear more often than
what the normal distribution describes. Under the assumption that data follows a normal
distribution, the probability that a z-score is larger than 3 in magnitude is approximately
0.0027, which is quite small. If we assume our population follows a Cauchy distribution,
which is a stable distribution with β = 1, this same probability is approximately 0.2408.
This sort of large tail behavior is exhibited when we look at data from Internet traffic, data
from financial markets, distribution of particles reflecting off a rotating mirror, distribution
of hitting times of Brownian Motion, and many other large data sets. This leaves us
questioning assumptions of normality. Stable distributions can be used to better model
data. We can choose different values of β based on how heavy we expect the tails to be.
Stable distributions are also nice because linear combinations of stable random variables are
themselves stable. One of their nicest properties is that stable distributions are infinitely
divisible. This allows us to extend random walks made from stable random variables to
a continuous time random walk. The down side is that they do not have a closed from
probability density function. In addition, when β < 2, the variance and all moments larger
than the second are infinite. And for β ≤ 1, the expectation does not even exist.
We can study the intersections of continuous time process by looking at the intersections








where U is a non-degenerate β-stable distribution. In addition to the generalized central






where (Ut)t≥0 is a symmetric, normalized strictly stable process of index β described by its
characteristic function
E exp {iλUt} = exp {−tψ(λ)}
where ψ(λ) = |λ|β (See Le Gall and Rosen (1991)). This invariance principle tells us that
results for intersections for random walks are not only marginally similar to results for stable
processes, but also in trajectory. Here is a nice way to visualize this. Perform the random
walk in a wheat field making sure to push down the wheat for the points the walk visits
and the linear paths you take from point to point. Then, hop into a helicopter and hover
above the field. As you look down on your work from height, you can’t tell if it was made
by a discrete time walk or a continuous time walk. See Figure 1.2 for illustration.
1.3 Measuring Intersections
Let p be the number of independent, d-dimensional random walks {S1, . . . , Sp} starting at
the origin, and β be the index of the regularly varying tails of our random variables. It has
been shown that the p walks will intersect infinitely often under the condition p(d− β) < d
(See Taylor (1966)). There are two ways we typically measure intersections. One is to count
the times of intersection by introducing the intersection local time
In = # {(k1, . . . , kp) ∈ [1, n]p; S1(k1) = · · · = Sp(kp)} .
My project focuses on measuring intersections by counting the number of locations that









where Si[1, n] denotes the set of points the i
th walk visits from time 1 to time n. A trivial
observation is that Jn ≤ In with the inequality coming from the possibility that multiple
intersections may happen at the same site. We will look at other relations between In and
Jn within this project. To visualize Jn, imagine you have an infinite checkerboard. At the
center you have different random walkers each with a different color paint on their shoes.
You start the walkers on their paths. At time n, count the number of checkerboard squares
that contain all of the paint colors. See Figure 1.3. After a small number of steps, we can’t
say much about the number of spaces on the board visited by all of the walkers. However,
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Figure 1.2: 2D Random Walk with Cauchy-like Steps
as time approaches infinity, tendencies appear allowing us to calculate the asymptotic order
of the expected number of spaces visited by all walkers.
The interplay between p, d, and β in regards to Jn is quite interesting. Having a
large number of walkers does increase the likelihood that the paths of walkers would cross,
but the chances that all of the paths cross at an individual site decreases. The smaller the
dimension, the more likely all the walks will visit the same sites; however, smaller dimensions
have fewer sites for the walkers to visit. This affects the value of Jn since it only counts
each site once no matter how many times all of the walks visit a site. Larger values of β
leads to walks that take smaller steps and increase the likelihood of intersections. However,
to get larger values of Jn, we need to see the walks go on excursions away from the origin.
The condition that guarantees an infinite number of intersections, p(d − β) < d, can be
rewritten as p(1− βd ) < 1. So, it seems as though the key is to get a balance of dimension
and the index of regularity. For future work, I would like to find the combination of d and
β that optimizes Jn for a fixed number of walkers.
Another important quantity that we will see within this project is the cardinality of the
range of a random walk. It is denoted and defined by
Rn = # {S[1, n]} .
That is Rn measures the number of distinct sites visited by a random walk up to time n.
1.4 Large Deviation
In the field of Large Deviation, we are concerned about asymptotic calculations of small
probabilities on an exponential scale. The first results concerning large deviations are
5
Figure 1.3: Three Random Walkers
attributed to Harald Cramér who worked in the insurance business. Since insurance claims
come randomly, he wanted to know how much the company needed to draw on premiums
so that the total earnings would exceed total claims (See Cramér (1938)).
For a sequence of random variables {Yn}, a positive sequence {bn} with bn → ∞, and
some positive coefficient I(A), the general form of large deviation can be roughly stated as
P {Yn ∈ A} ≈ exp {−bnI(A)} .
Since my work is centered on random variables that are non-negative with state space
being the real line, I will pay more attention to tail probabilities. The large deviation is
then roughly stated as
P {Yn ≥ λ} ≈ exp {−bnI(λ)} .
That is the probability of taking large values goes to zero at an exponential rate determined





logP {Yn ≥ λ} = −I(λ).
We call I(λ) the rate function and we have to choose {bn} so that we get a non-trivial limit.
A very useful technique for this type of large deviation is a version of the Gärtner Ellis
large deviation, which is given below. For this version, we need the concept of essential
smoothness for functions defined on R+. It is given by the following definition.
Definition 1.4.1. A convex function, Λ(θ) : R+ → [0,∞], is said to be essentially smooth
on R+ if
1. There is a θ0 > 0 such that Λ(θ) <∞ for every 0 ≤ θ ≤ θ0.
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2. Λ(θ) is differentiable in the interior D◦Λ = (0, a), (0 < a ≤ ∞), of the domain DΛ =
{θ ∈ R+; Λ(θ) <∞}.
3. The function Λ(θ) is steep at the right end of the domain and flat at the left. That is
lim
θ→a−



















is strictly increasing and continuous on R+.





logP {Yn ≥ λ} = −I(λ)
for all λ > 0.
Again, we have to choose {bn} so that we get a non-trivial limit. The major step in
establishing large deviation using this theorem is to compute the log-moment generating
function. Sometimes the log-moment generating function is difficult to deal with. Instead,
we may look to some other moment generating functions. For example, we may consider





























where p > 0 is fixed. Then we get the following Gärtner Ellis like deviation as stated in
Chen (2010).



















The proof of this follows from replacing Yn by Y
1
p




n directly, one could be faced with some technical difficulties such as fractional
powers. It would be nicer to face a quantity like (EY mn )
1
p . The following lemma (Lemma
1.2.6 from Chen (2010)) leads us to log moment generating functions with such a quantity.
Lemma 1.4.4. Let p > 0 be fixed and let Ψ : [0,∞) → [0,∞] be a non-decreasing, lower
semi-continuous function. Assume that the domain of Ψ has the form
DΨ = {θ; Ψ(θ) <∞} = [0, a)
where 0 < a ≤ ∞, and that Ψ(θ) is continuous on DΨ.













p ≥ Ψ(θ) θ > 0































p ≤ Ψ(θ) θ > 0


















An immediate application of Lemma 1.4.4 is the following Gärtner Ellis type theorem
as stated in Chen (2010).












bmn (EY mn )
1
p (1.2)
exists as an extended real number. Further, assume that Λ̃p(θ) is essentially smooth on R+.





logP {Yn > λ} = −Ĩp(λ) (1.3)
where the rate function Ĩp(λ) is given by









To prove this, we need only to apply the bounds in Lemma 1.4.4 to satisfy the condition





. Note that if {Yn} is uniformly integrable
and Yn
d−→ Y , we can relate the moments of Yn to the moments of Y and hence relate the
log moment generating function of Yn in (1.2) to the log moment generating function of
Y . This is especially advantageous if there are known deviations results for Y with {bn}
chosen properly as to not grow too fast. This strategy, known as “Moderate Deviation”, is
one that we will employ.
1.5 Main Result
The topic of intersections of sample paths of random walks has a rich history. The field
got its start in the early 1950’s with results from Dvoretzky, Erdös, and Kakutani. In their
work, they showed that the sample paths of p random walks on a d-dimensional lattice will
intersect infinitely often if and only if p(d− 2) ≤ d (See Dvoretzky et al. (1950), Dvoretzky
and Erdos (1951), and Dvoretzky et al. (1954)). Then in 1966 the focus switched to finding
the intersections points in the continuous time case. S.J. Taylor showed that the sample
paths of symmetric, stable processes will intersect somewhere other than the origin if and
only if p(d − β) < d where β is the stable parameter (See Taylor (1966)). Building on the
work of N. Jain and W. Pruitt concerning the asymptotic behavior of the ranges of random
walks (See Jain and Pruitt (1972)), J. Le Gall and J. Rosen studied the asymptotic behavior
of the ranges of random walks and made a vital connection to the continuous time case of
stable processes. In their work, they discovered the weak law convergence that relates the
intersections of sample paths of two random walks to intersections of sample paths of stable
processes (See Le Gall (1986a), Le Gall (1986b), and Le Gall and Rosen (1991)).
The mathematical notion of measuring various types of intersections was motivated by
probabilistic modeling of polymer strands. See den Hollander (1996) for an expository paper
on mathematical polymer models. We can use the notions of intersections to give ourselves
insight into the shapes of the polymer strands. In particular this insight is given by studying
the tail behavior of intersections through large deviations. In Chen and Li (2004), and Chen
(2004) the moderate deviation for In, the intersection local time of random walks, has been
established. These results for In were then extended to the stable case and the deviation
results for the intersection local time for the one dimensional case were presented in Chen
et al. (2005) and then extended to general dimensions in Chen and Rosen (2005). Before
we can discuss these results, we define intersection local time of symmetric stable processes,
state the weak convergence link between intersection local times of random walks and stable
processes, and introduce some notation.
If we let U1(t), . . . , Up(t) be p independent copies of Ut, then their ranges will intersect
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somewhere other than the origin if and only if p(d − β) < d. We define the intersec-
tion local time of U1(t), . . . , Up(t) as the random measure αp(ds1, . . . , dsp) supported on
{(t1, . . . , tp) ∈ (R+)p; U1(t1) = · · · = Up(tp)} given by






 ds1 . . . dsp
where δ0 is the Dirac-delta function concentrated at 0. In the case d = 1 and β > 1, the
intersection local time can be represented in terms of the spatial Lp(R) norms of the local
times of the stable processes. When d = 1 and β ≤ 1 or for d > 1 and β ∈ (0, 2], the local
time does not exist. So, we have to define intersection local time as a limit. Let h be a
symmetric, positive function in the Schwartz space, S(Rd), with
∫
hdx = 1. Given ε > 0,
define hε(x) = ε
−dh(xε ). Then we can define the random measure






 ds1 . . . dsp.
It can be shown that under the condition p(d− β) < d, the limit αp(B) = limε→0+ αp,ε(B)




surely and is continuous in t(See Chen and Rosen (2005)). I will drop the p subscript when
it is clear that we are measuring the intersection local time of p stable processes.
A special case of the extension of the weak law derived by Le Gall and Rosen in Le Gall






d−→ αp[0, 1]p (n→∞). (1.5)
The extension follows directly from Le Gall and Rosen’s p = 2 result with obvious modifi-
cations.
Now we introduce some notation. For any function f ∈ L2(Rd), set





where f̂(λ) denotes the Fourier transform of f and ψ(λ) is the principal log of the charac-



















Chen and Rosen show that Mψ,p < ∞ when p(d − β) < d and that it can be expressed in
terms of the best possible constant in a Gagliardo-Nirenberg type inequality (See Chen and
Rosen (2005)).
Now we state some important results from the past that are related to the main result
of this project.
The large deviation for intersection local time of stable processes and a special case of
the moderate deviation of intersection local time of stable random walks can be found in
Chen and Rosen (2005) and are given by the following two theorems.












































We note that the results from Theorem 1.5.1 and Theorem 1.5.2 are quite similar. The
similarity is accounted for because we have a relationship between In and α[0, 1]
p via weak
convergence leading us to expect similar tail behavior.
The moderate deviation for Jn, the intersection of ranges, in the Brownian case was
established in Chen (2005) is given below.
Theorem 1.5.3. Let Γ be the covariance matrix of the random walks, d = 3, and p = 2.
Then for positive sequence {bn} satisfying bn = o(n
1





















γ = P {S(n) 6= 0 ∀n ≥ 1} (1.10)
and
k(p, d) = inf
{











g ∈ L2(Rd)|∇g ∈ L2(Rd)
}
.
The goal of this paper is to extend the deviation result in Theorem 1.5.3 to the stable
case under the extra condition that the random walks are transient. In particular, I will
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focus on the case where the relationship between dimension and the stable parameter is
given by dβ > 1. This relationship between d and β leads to transience by a fact given as
Proposition 2.4 in Le Gall and Rosen (1991). It states that there is a constant C such that
for any n ≥ 0, x ∈ Zd,
P {S(n) = x} ≤ Cn−
d
β .
In particular, for x = 0,
∞∑
n=0






when dβ > 1. By the Borel Cantelli lemma,
P {S(n) = 0 i.o.} = 0.
Now, we state our main result. Under the condition p(d− β) < d, the p random walks
that are the domain of attraction of a stable process will intersect infinitely often. That is
to say that J∞ =∞ almost surely. The main question is “How fast does Jn tend to infinity
as n goes to infinity?”
Theorem 1.5.4. Assume p(d − β) < d. For all λ > 0 and for positive sequence {bn}∞n=1































where Aψ,p and γ are as defined above as (1.9) and (1.10), respectively.
This deviation result answers our question about the rate at which Jn tends to infinity





























We have found the exponential rate at which the probability of Jn taking large values goes















Before we compare this result with what has been obtained in the past, I wish to make
the following comment. The restriction on the growth of {bn} is made so that we may use
the technique of moderate deviation through weak law convergence and obtain a nontrivial
limit. It is natural to ask if the above rate restriction is optimized. In other words, could
we get a deviation result with a positive sequence {cn} that grows to infinity faster than
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{bn}? The answer is “No.” If bn ≥ δn1−
β
d , then the probability above would be bounded
by P {Jn ≥ λδn}, which is zero for λ > δ−1.
Now, we can immediately see similarities when we compare the deviation results from







d−→ γpα[0, 1]p (n→∞)
where γ is defined in (1.10). Then using moderate deviation, we will see that the tail
behavior of Jn follows naturally from the tail behavior of α[0, 1]
p.
When we compare the deviation results from Theorem 1.5.2 and Theorem 1.5.4, we see
similarities with the obvious difference being the presence of γp. We will see later in this
project that in the transient case, the difference between the asymptotic behaviors of EIn
and EJn is on the order of a constant. We will see that this constant is indeed γp.
The least obvious comparison is between the results for Jn in the Brownian and Stable
cases given in Theorem 1.5.3 and Theorem 1.5.4. One issue is that the covariance matrix of
the random steps does not exist in my set up. The heavy tail distributions used to construct
the walks do not have finite variance. However, when we relate Mψ,p to a Gagliardo-
Nirenberg type constant k(ψ, p) as seen in Chen and Rosen (2005), some similarity does
appear. For p > 1 and β > p−1p d, they define
kψ,p = inf
{





2pβ ∀ f ∈ Fψ
}
<∞
and then state that
Mψ,p =



























Both deviation results show the same asymptotic order.
1.6 Outline
The presentation of this project is organized as follows. In chapter two we give the proof of
our main result, Theorem 1.5.4, under the assumption of the existence of the log moment
generating function. The proof is a direct application of the version of the Gärtner Ellis
theorem given as Theorem 1.4.5 and some basic calculus.
The real work of this project arises in establishing the log moment generating function.
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This work is accomplished in chapter three, which is split into three sections. In the first
section, we establish some facts that are crucial tools in the discovery of the lower and upper
bounds of the log moment generating function of Jn. These include the asymptotic order
of the expected value of Jn, upper and lower bounds on moments of Jn, and the weak law
of convergence of a particular functional of Jn.
In the second section of chapter three, we establish the upper bound of the log moment
generating function of Jn. We will use the tools from the first section as well as the key
idea of the multinomial inequality (Lemma 3.1.4) that allows us to bound moments of Jn
by the product of different moments of J on partitions of the time interval [1, n]. Then we
will relate the log moment generating function of Jn to the known log moment generating
function of intersection local time of stable processes, α[0, 1]p, via weak convergence, domi-
ated convergence theorem, and uniform integrability. The lower bound of the log moment
generating function of Jn is established in the third section of chapter three. This is the
most delicate part of the whole project. We start by assuming aperiodicity for our walks,
and we will drop this assumption at the end. Using the lower bound for moments of Jn we
begin calculating the lower bound in terms of a summation of a “nice” function over the
values in the range of the walk. Since this type of sum lacks additivity, we prove the lower
bound summing over a more trackable quantity. One of the hardest results in the project,
the proof of which is saved for the last subsection, is to show that the results when summing
over these different quantities is asymptotically the same. While proving the lower bound,
we will will define some self adjoint operators and use their properties. The proof is finished




The main result of this project is the moderate deviation of intersection of ranges. It is
stated in the introduction as Theorem 1.5.4 and restated below for convenience.
Assume p(d − β) < d. Then for all λ > 0 and for positive sequence {bn}∞n=1 satisfying











































Proof. The proof of this theorem follows from establishing the log-moment generating func-
























































which are established in Lemma 3.2.1 and Lemma 3.3.1, we establish the log-moment gen-




























Notice that Λ̃p(θ) is continuous and differentiable on (0,∞]. In fact, Λp(θ) is essentially

























































































This result establishes the exponential rate at which the probability of Jn taking large



















































Then we have found the rate of exponential decay at which the probability of taking larger





In this chapter, we aspire to calculate the log moment generating function of Jn as given
by (2.1). As we have seen, this quantity is the crucial bridge in using the Gärtner Ellis
theorem to establish our main deviation result. This chapter is broken down into three
sections. The first of which we establish some important results that will be used in the
later two sections. The second and third sections lead to the upper bound and lower bound
needed to establish (2.1).
3.1 Preliminaries
The goal of this section is to introduce some very useful results that will be used throughout
the remainder of the project. These results include the relationship between In and Jn in
the transient case, the asymptotic behavior of the expectation of Jn, and upper and lower
bounds of the moments of Jn. In addition we will establish the weak convergence of Jn.
Since the proofs of some of these results are long and technical, I will state the results
together here for convenience.
The first thing I would like to establish is the asymptotic order of EJn. That is to say
I would like to establish the expected behavior of Jn as time goes to infinity. To show this,
we will first derive the asymptotic behavior of EIn. Then we will show that EJn and EIn
are of the same order.





where C is a constant.
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We can get the asymptotic behavior of EJn by showing that EJn and EIn have the same






P {S(k) = 0} . (3.1)
Some nice properties of the Green’s function is that it is non-decreasing and slowly vary-
ing. In addition, we can show that in the transient case, g∞ = γ
−1 − 1 where γ =
P {S(n) 6= 0 ∀n ≥ 1} (See Claim A.1). We will see the importance of gn, when we compare
compare the formulations of EIn and EJn.





for some constant C.
We can take this claim a little further. Not only are EJn and EIn of the same order,
but we can find the constant that relates the two.
Claim 3.1.3. For large n,
EJn ∼ g−p∞ EIn.
Throughout the project, not only will we need the asymptotic behavior of EJn, but
we will also need bounds on the moments of Jn. This becomes evident when we look at
our strategy for calculating the log moment generating function seen in Theorem 1.4.5.
An important tool that we will use for the upperbound of moments of Jn as well as other
results is the multinomial inequality (as given by 6.1.9, 10 in Chen (2010)). The multinomial
inequality and the bounds on moments of Jn are given below.





































We will be using (3.2) for the upper bound, and we will make use of (3.3) later when
we look at exponential moments of Jn.
Claim 3.1.5. There is some positive constant C depending only on p, d, and β such that







Claim 3.1.6. For a continuous, bounded, smooth function f with ‖f‖q = 1,
(EJmn )
1

























Another important result that is crucial to this project is the weak convergence of Jn.
A special case of the weak convergence is given in the following lemma.






d−→ γpα[0, 1]p (n→∞).
where γ = P {S(n) 6= 0 ∀n ≥ 1}.
Now I will give the proofs of the above results. Before we prove Claim 3.1.1, note that
S(n) =
∑n
k=1Xk gives us that
E exp {iu · S(n)} = ϕX(u)n
where ϕX(u) is the characteristic function of X. If we assume that our random walks are
aperiodic, then it is known that


















































Proof of Claim 3.1.1. Recall that In counts the number of times all of the walks intersect









Now, we define a similar function






for x1, . . . , xp−1 ∈ Zd. Then we can see that In = In(0). We can also calculate the Fourier
transform as
În(λ1, . . . , λp−1) =
∑
x1,...,xp−1∈Zd






























exp {iλj · Sj(k)}
where the last equality comes from defining
λp
def
= −(λ1 + · · ·+ λp−1).










exp {iλj · Sj(k)} dλ1 . . . dλp−1.
We take the expectation on both sides. On the right hand side we can use Fubini’s theorem,
independence of the walks, and the linearity of the expectation to move the expectation all
21
































dλ1 . . . dλp−1.












dλ1 . . . dλp−1. (3.10)





















































































where the inequality follows from Hölder’s inequality and the last equality from separating
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p−1dλ1 . . . dλp−1 <∞ (3.12)
for any j ∈ {1, . . . , p− 1}. Let B(0, a) be a ball of radius a centered at the origin. To show
(3.11), we note that H(x) has a removable singularity at 0. So integration on B(0, a) will





















where S(r) = Crd−1 is the surface area of a d − 1-dimensional sphere and the finiteness
follows from the fact that p(d− β) < d =⇒ β pp−1 > d.
To show (3.12), we will use the above result, translation invariance, and how we defined

















p−1 . . . H(λp)
p
p−1
















p−1 . . . H(λp−1)
p
p−1










p−1 . . . H(λp−1)
p
p−1















p−1dλj and is finite by the fact that λp = −(λj + λ1 + · · · + λj−1 +
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λj+1 + · · ·+ λp−1), translation invariance and (3.11).
































P {S(k) = x}
)p
(3.13)
where the second equality follows from the linearity of expectation and independence and
the third equality follows from linearity of expectation and the common distribution of the
walks.























(P {Tx ≤ n})p
(3.15)
where the second equality follows from linearity of expectation and independence and the
third equality follows from the common distribution of the walks.
So, we can compare EJn and EIn if we can relate P {Tx ≤ n} and
∑n
k=1 P {S(k) = x}.
The relationship between these quantities is made clear by the following calculations. First
24
of all,












P {S(k − j) = 0}P {Tx = j}
where the last equality follows from the fact that S(k)−S(j) d= S(k−j) and is independent
of S(n) for n ≤ j. Now we sum up both sides to get
n∑
k=1





















P {Tx = j} gn−j
≤ gnP {Tx ≤ n}
∼ g∞P {Tx ≤ n}
(3.16)
where the inequality comes from the non-decreasing property of gn and the asymptotic












(gnP {Tx ≤ n})p
= gpnEJn
∼ gp∞EJn.
As mentioned in the introduction, the trivial observation that Jn ≤ In gives us that EJn ≤
EIn. Hence, we have
g−p∞ EIn ≤ EJn ≤ EIn,
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and this finishes the proof.
Proof of Claim 3.1.3. Following from the last equality in (3.16),
n∑
k=1
P {S(k) = x} ≥
b(1−δ)nc∑
k=1




P {Tx = n}
= gbnδcP {Tx ≤ b(1− δ)nc}
for some small δ > 0. Then
b(1−δ)−1nc∑
k=1
P {S(k) = x} ≥ gb δ1−δncP {Tx ≤ n} .










(P {Tx ≤ n})p
= gpb δ1−δnc
EJn.
Since gn is slowly varying,
EIb n1−δc ∼ g
p
∞EJn.
Taking δ to zero gives us
EIn ∼ gp∞EJn.
That is to say
EJn ∼ g−p∞ EIn.
So EIn and EJn are asymptotically similar and we know that the constant that relates these
two quantities is g−p∞ .
Before we show the upper and lower bounds of EJmn given in Claim 3.1.5 and Claim 3.1.6,




















































Tσ(x1) ≤ · · · ≤ Tσ(xm)≤n
}]p
(3.18)
where σ denotes a permutation from Σm, the permutation group on m elements. We will
use (3.18) to formulate an upper bound and (3.17) to derive a lower bound.
Proof of Claim 3.1.5. First we will establish an upper bound given by
EJmn ≤ Cm(EJn)m(m!)p
where C is some constant. Then we will improve it. We start by considering the probability
in (3.18) by noticing that
P
{














Txσ(1) ≤ · · · ≤ Txσ(m−1) , Txσ(m−1) = j,











T̃xσ(m)−xσ(m−1) = k − j
}
27
where T̃x = inf {k ≥ 0; S(k) = x}. (Note that T̃x differs from Tx in that time starts at
0.) The first inequality follows from the set on the right hand side allows the walk to visit
xσ(m) before k. The second equality follows from stationary increments and independence.
That is to say that S(k)− S(j) d= S(k − j) and is independent of S(n) for n ≤ j. Thus,
P
{















































































We can repeat this procedure. Doing so, we get
P
{










with the convention that xσ(0) = 0. Since x














































The second inequality follows from the identity
(a1 + · · ·+ am)p ≤ mp−1(ap1 + · · ·+ a
p
m),









































we have arrived at the following upper bound for the moments of Jn:
EJmn ≤ Cm(p+ EJn)m(m!)p.
Here C is some constant. And since C is an arbitrary constant, we will repeatedly replace it
without changing the notation. Since EJn →∞ as n→∞, we can be generous and replace
p+ EJn with 2EJn. Then we absorb the 2 in with C and get the upper bound
EJmn ≤ Cm(EJn)m(m!)p (3.19)
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for large n.
The next step is to use the multinomial inequality and Sterling’s formula to improve
this bound to





for large n and for some constant C that only depends upon d, β, and p. We call this an
improvement because we have reduced the power of m! from p to dβ (p− 1). To see that this
is a reduction, we simply recall the condition that p(d− β) < d and calculate
p− d
β






To continue, we split the interval [1, n] into m equal size pieces with m < n. Since we are





+1. That is we will







. Then we have an increasing set of integers 1 < n1 < n2 < · · · < nm.
Note that n < nm and hence Jn ≤ Jnm . This is not a problem since we are dealing with an














































l1! . . . lm!














In the second inequality we have a different C which has absorbed the cost of dropping























= (1 + 1)2m
= 22m
= 4m.
The bound we have in (3.20) relates the moments of Jn to powers of EJn. So, when n is






























+ 1 ≤ 2 nm and a new C. From Sterling’s


























We can be generous and replace the
√
m with an exponential function and absorb the cost










Then to finish the proof, we take the p-power on both sides and again we use the asymptotic
31


















Proof of Claim 3.1.6. Surprisingly, the lower bound of EJmn is not as difficult as the upper
bound, which is usually not the case. Picking up from (3.17), we find a lower bound for
(EJmn )
1
p by picking a test function and using the Hölder inequality. We let our test function,
h(x), be continuous and smooth. In addition, we impose the condition∫
Rm
|h(x)|q = 1
where q is the conjugate of p. Even further, let’s assume that there is some bounded,
continuous function, f , that has ‖f‖q = 1 so that











Then by the Hölder inequality,
∑
x1,...,xm∈Zd









|h(x1, . . . , xm)|q









Now let’s explore both sides of this inequality. By our choice of h, the linearity of expecta-






























































































mq (EJmn ) 1p




Putting (3.22) and (3.23) together,
(EJmn )
1

















It is natural to think that there is a similar result for Jn since Jn and In are closely related





(see Le Gall and Rosen (1991)). In their paper, they only considered the p = 2 case as it





by obvious modifications. Using (1.5) and (3.25) with Slutsky’s Theorem, we get the weak




d−→ γpα[0, 1]p (n→∞).
33
3.2 The Upper Bound
3.2.1 Introduction
The goal of this section is to establish the upper bound of the log-moment generating
function for Jn given by the following lemma.





























To find this bound we will use the multinomial inequality given as (3.3) in Lemma 3.1.4.
Then we will use Dominated Convergence Theorem and Uniform Integrability with the
weak law of Jn, (3.1.7), to derive the result from the log moment generating function for
intersection local time for stable processes, α[0, t]p.
3.2.2 Preliminaries
We will need the following result and lemmas in order to prove Lemma 3.2.1.
The large deviation result for the intersection local time for stable processes, α[0, t]p,
stated as Theorem 1.5.1 by Chen and Rosen was proved using Gärtner Ellis Theorem via
















where Mψ,p is defined in (1.8). In our efforts to use the weak convergence of Jn to relate the
log-moment generating function of Jn to the log-moment generating function of α[0, t]
p, it
will be advantageous to rewrite this result. Using Taylor expansion and the scaling property





β α[0, 1]p, (3.27)


















If we take ε = 1t and Zε = ε
d(p−1)





















We will see the left hand side of (3.28) as we study the log-moment generating function of
Jn.
We can make a slight extension of the weak law of Jn given in (3.1.7) letting a(n) = n
1
β .






d−→ γpα[0, t]p. (3.29)

















































Indeed, we use the bound on moments of Jn given in (3.19) and the asymptotic behavior of






























which is a quantity that does not depend on n.
3.2.3 Proof of Upper Bound
We are now ready to prove Lemma 3.2.1
Proof. We will take advantage of the multinomial inequality stated as (3.3) in Lemma 3.1.4
















t is some fixed real number, and {bn} is a positive sequence such that bn →∞ and nbn →∞.
Then dnbn →
1








































Taking the logarithm, multiplying by 1bn , and take limn→∞
















































⌋]m) 1p]dn . (3.30)
Upon inspection, we can see the left hand side of (3.30) is of the form of the left hand








n Jn. When we look at the right hand side of
(3.30), we see the form of the left hand side of (3.29) leading us take advantage of the weak
convergence of Jn. To this end, our goal now is to move the lim
n→∞
inside the summation.


























































































































The justification for using the Dominated Convergence comes from the upper bound of EJmn
in (3.4), the asymptotic order of EJn in (3.1.2), and a suitably chosen t. We have arrived
at a limit involving moments of Jn. This is the point where we need uniform integrability
since the weak convergence we have in (3.29) does not guarantee convergence of moments.
36
The uniform integrability, the weak law (3.29), and the scaling property of intersection local




























Then by taking lim
t→∞
on both sides and using the established log moment generating functino
























The goal of this section is to establish the lower bound of the log-moment generating function
of Jn given in the following lemma.

































As we will see, formulating the lower bound is quite a bit more difficult than the upper
bound. Doing so will require us to start with an assumption of aperiodicity, which we will
later have to drop. We will have to consider slightly different, more trackable quantities and
show that they are asymptotically the same. We will also have to define two different linear,
self adjoint operators and make use of their properties. Doing so will involve a standard
treatment via the Feyman-Kac formula.
3.3.2 Preliminaries
We will need the following Lemmas to prove Lemma 3.3.1.
One result that we will need is the asymptotic behavior of the probability that a walk
will visit a site. This is given by the following lemma. Note that this is the only result that
we will use in formulating the lower bound that requires the assumption of aperiodicity.
Lemma 3.3.2. Assume that {S(n)} is aperiodic.





u ∈ [−π, π]d (3.33)









where p(x) is the probability density function of the stable distribution, which has no
closed form. In particular,




Proof. To prove this first part, we first use a result from Le Gall and Rosen (1991). Taking
b(n) = n
1
β , their Proposition 2.3 states that as |u| tends to 0,
ϕX(u) = 1− |u|β + o(|u|β).
That is to say that
ϕX(u) ∼ 1− |u|β (|u| → 0).








u ∈ [−π, π]d; |u| ≥ ε
}














Taking δ = min {δ1, δ2} finishes the first part.
The proof of the second part relies on (3.33) and Fourier transformation. By Fourier
inversion,


















]d e−in− 1β u·xϕX(n− 1β u)ndu


























}(u) ∣∣∣ϕX(n− 1β u)∣∣∣n ≤ exp{−δ |u|β}
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β u)n = ϕU (u).






























β P {S(n) = x} ∼ p(n−
1
β x).
This finishes (3.34). Taking x = 0 gets (3.35).
The following is an invariance principle like statement.















where γ = P {S(n) 6= 0 ∀n ≥ 1}, and (Us)s≥0 is a symmetric, strictly stable process.
The proof of this lemma is long and technical. It follows the proof of Theorem 7 in Chen
(2005), which is a similar result dealing with a square integrable walk and a Lévy Gaussian
process, with with some modifications. These modifications include:

















β x). This leads to a lot of small modifications in regards
to integral substitutions.
3. We use a result from Le Gall and Rosen from Le Gall and Rosen (1991) to handle the
distribution of hitting times.
4. We use the fact that gn ∼ 1γ as n→∞.
40
5. We use our results that EIn and EJn are O(n2−
d
β ) for p = 2.
Another important result that we will use in proving the lower bound is the exponential
integrability of the range of a random walk, Rn = # {S[1, n]}, given by the following lemma.











Proof. This is a direct application of Theorem A.7. First, the process Rn is sub-additive
since that for integers m,n ≥ 1,
Rn+m ≤ Rn + R̃m
where
R̃m = # {S(n+ 1), . . . , S(n+m)}
= # {S(n+ 1)− S(n), . . . , S(n+m)− S(n)}
d
= Rm



















= m > 1 for m > 1, (3.37) holds for all θ > 0.
3.3.3 Calculating the Lower Bound
The first step in finding the lower bound of Λ̃lp, is using the lower bound of the moments of


















































where the equality follows from Taylor expansion and Claim A.8. The sum in the right
hand side of (3.38) requires some special treatment because we do not have nice additivity







This potential lack of equality is clear if we consider a walk that visits some location more
than once. Suppose S[1, n] = {x1, x2, . . . , xj} with j < n. Then the sum on the left hand
side of (3.39) would have j terms whereas the sum on the right hand side would have n
terms. Any site, xi, where the walk visits more than once on the time interval [1, n] would
appear once in the left hand sum and more than once in the right hand side sum. So, let
{γn} be a sequence of odd integers such that γn ∼ bn as n → ∞ and write tn = b nγn c.













where ∆j = (jtn, (j + 1)tn]. We say this quantity is more trackable because we break the
sum into pieces that require shorter memory than when we sum over x ∈ S[1, n].
Lemma 3.3.5. Assume that {S(n)} is aperiodic. Then for any θ > 0, any positive sequence
{bn} satisfying bn → ∞ and bn = o(n1−
β



















) ≥ (θγ) pβpβ−d(p−1)Mψ,p. (3.40)


























≤ ‖f‖∞# {Stn , . . . , Sγntn}
≤ ‖f‖∞ γn.


















) ≥ (θγ) pβpβ−d(p−1)Mψ,p (3.41)
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where ∆̃j = (jtn, (j + 1)tn).


















This operator is bounded and symmetric and hence self-adjoint. See Proposition A.9 for
the proof. Let g be bounded, smooth, Rd-valued, ‖g‖2 = 1, and have compact support


































































































































































































































) ξn(x+ S((γn − 1)tn))
 .
Now, we define a new random walk S̃ by
S̃(k) = S ((γn − 2)tn + k)− S ((γn − 2)tn) .
By independent and stationary increments, this new walk has the same distribution as the
44
original. That is S̃(k)
d







































































































































)Bnξn(x+ S((γn − 2)tn))
 .
We can repeat this procedure with Bnξn playing the role of ξn. And then we keep iterating
45


















































By (3.34) (with replacing n by tn) in Lemma 3.3.2 we have







Note that this is the only place throughout the proof that requires the assumption of







































We now take advantage of the fact that Bn is a self-adjoint operator. Self adjoint operators





where E is the unique resolution of the identity (a family of projection operators on the
Hilbert space L2(Zd)) (see Theorem E.2 in Chen (2010)). Also, we can apply Corollary E.5





If we let h ∈ L2(Zd) and Fh(λ) = 〈E(λ)(h), h〉 = ‖E(λ)(h)‖, then by the properties of the
resolution of the identity, Fh(λ) is a distribution function on R. Let µh be the measure
46
generated by Fh(λ) called the spectral measure. Since µh(R) = ‖h‖ and by the way ξn,
µξn(R) = 1. So, µξn defines a probability measure on R. Recalling that γn − 1 is even, we














































































































































































































The first two steps come from recalling how we defined Bn in (3.42) and ξn(x) in (3.43). The
fourth step follows from Riemann integration and the last step follows from an invariance
principle argument established in Lemma 3.3.3 and the dominated convergence theorem;
the justification for which comes from the boundedness of f and g and (3.37).
To continue we now have to study the right hand side of (3.48). We will relate it to
an inner product involving a bounded, continuous, self-adjoint, linear operator and take


















where f is a continuous, bounded function on Rd and (Us) is a symmetric, non-degenerate,
strictly stable process. The proof that this operator is bounded and symmetric (and hence
self-adjoint) can be found in the Appendix as Claim A.10 and Claim A.11. In addition,
this family of operators forms a semigroup. See Claim A.12 in the Appendix for the proof.







This operator operates on the Schwartz space S(Rd), which is a subspace of L2(Rd). Note
that smooth functions with compact support, like g, are in S(Rd). Another important fact
is that the semi-group {Tt; t ≥ 0} can be written in terms of exponential functions of A.
By Theorem 4.1.25 Chen (2010),
Tt = e
tA.
From the Feynman-Kac formula, we can write this operator as
Ag = Lg + θγfg
where L is the infinitesimal generator of the stable process. Since L is self adjoint (See
Donsker and Varadhan (1975)), A is self adjoint and has a spectral integral representation.











































) ≥ supg∈Fψ 〈g,Ag〉
where Fψ is defined in (1.7).
From Bertoin (1996) page 24, we can see that
L̂f(x) = −ψ(−λ)f̂(λ)
= −ψ(λ)f̂(λ)
where ψ(λ) is the principle logarithm of the characteristic function of the stable distribution
49
and f̂ denotes the Fourier transform of f . The last step follows from the symmetry of our
































































Moreover, there is a function f̃ that makes the inequality equality. Note that f̃ may not
necessarily be in Cqb (R
d), the family of continuous, bounded functions on Rd with q-norm 1.
Since Cqb (R


















This quantity has been explored by Chen and Rosen (See Chen and Rosen (2005)). It was
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This finishes the proof of Lemma 3.3.5
Now we prove Lemma 3.3.1

















The goal here is to show that the difference between summing over x ∈ S[1, n] and the sum
































































































#{S (jtn, (j + 1)tn]} −#{S[1, γntn]}
 .
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Hence, Lemma 3.3.1 holds under the aperiodicity assumption.
We now prove Lemma 3.3.1 without the aperiodicity assumption. The method we use
here is called resolvent approximation. Let {δk} be a sequence of independent Bernoulli
random variables independent of the random walks such that
P {δ1 = 1} = η = 1− P {δ1 = 0} .
Further, let’s define a sequence of random variables {τn} such that
τ0 = 0
τn = min {k > τn−1 : δk = 1} .
(3.49)
Notice that the sequence of increments are independent and follow a geometric distribution.
That is to say for all n ≥ 1,
τn − τn−1 ∼ geo(η).
This follows from
P {τn − τn−1 = k} = P {τ1 − τ0 = k}
= P {τ1 = k}
= (1− η)k−1η
for k = 0, 1, . . . . Now we consider the random walk on these random times. This walk is
defined by
Ŝ(n) = S(τn), (3.50)
and is called the resolvent walk. By independence,
P {S(τ1) = x} =
∞∑
k=1












P {S(τ1) = 0} > 0.

























) ≥ (θγ) pβpβ−d(p−1)Mψ,p. (3.51)






































































































By the fact that





















































≤ ‖f‖∞ [# {S[1, τn]} −# {S[1, n]}] .
Then Lemma 3.3.1 follows the Hölder inequality with our decomposition, aperiodic result
in (3.51), and Lemma 3.3.13 below.
3.3.4 Finishing the lower bound
This section is dedicated to proving the two important results needed to finish the proof
of Lemma 3.3.1. The first result is showing that asymptotically, there is no difference
between summing over x ∈ S[1, n] and the more trackable quantity x ∈ S (jtn, (j + 1)tn] for
j = 1, 2, . . . , γn−1. The second result is more details involving the resolvent approximation
used in lifting the aperiodic assumption on our random walks.
Before we prove these two results, let us establish the following exponential integrability
of Jn in the p = 2 case.











Proof. To begin, let’s recall the upper bound of moments of Jn given in Claim 3.1.5. When




where C is a constant depending only on d and β. To finish Claim 3.3.6, we use some
algebra. Taking the βd power, multiplying both sides by V











































































when V < 1C . Since, Claim 3.1.2 gives us EJn ∼ Cn
2− d








































Now we state the first result for this section.
Theorem 3.3.7. Let bn be a positive sequence with bn → ∞ and bn = o(n1−
β
d ). For each
n, let 0 = n0 < n1 < · · · < nγn = n be an integer partition of [1, n] such that γn ∼ bn and









#{S (nj−1, nj ]} −#{S[1, n]}
 = 0
for every θ > 0.
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Proof. We start with the decomposition
γn∑
j=1




E# {S (nj−1, nj ]} − E# {S[1, n]}






(# {S (nj−1, nj ]} − E# {S (nj−1, nj ]})
 .







































































# {S (nj−1, nj ]} − E# {S (nj−1, nj ]}

Theorem 3.3.7 will follow if each of these three limits are 0, the proof of which is found in
Lemma 3.3.8, Lemma 3.3.9, Lemma 3.3.12 below.







E# {S (nj−1, nj ]} − E# {S[1, n]}
 = 0
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Proof. First, let’s consider
γn∑
j=1
E# {S (nj−1, nj ]} − E# {S[1, n]}. Recall that
































P {S(k) = x}
= g−1n n. (3.58)
The asymptotic similarity comes from the calculations in (3.16) and the fact that gn =
n∑
k=1
P {S(k) = 0} is slowly varying. This tells us that ERn is asymptotically linear. That is
ERn ∼ g−1∞ n where g∞ is a constant (See Claim A.1). Then
γn∑
j=1
E# {S (nj−1, nj ]} − E# {S[1, n]} = o(n).





E# {S (nj−1, nj ]} − E# {S[1, n]}
 −→ 0 (n→∞).
Lemma 3.3.9. For a sequence {bn} such that bn = o(n1−
β














We can do a similar proof as below with obvious sign changes to establish that there









{E# {S[1, n]} −# {S[1, n]}}
}
= 0. (3.60)










|E# {S[1, n]} −# {S[1, n]}|
}
= 0. (3.61)
Proof. Since, bn = o(n
1−β
d ), we can say bnn  n
−β
d . So, it suffices to show that there exists







d (E# {S[1, n]} −# {S[1, n]})
}
<∞. (3.62)
Before we establish this fact, we first notice that there is a lack of additivity in the counting
measure. We have











































So that we will have nice integer time increments, we will first consider the time interval






















where S̃ is an independent copy of S. This process of splitting time intervals in half can be
iterated.
As we can see, to study Rn, we must also study Jn with p = 2. We have already














The first step in showing (3.62) is to establish its validity on the time interval from 1 to
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(2k − 1)2n−j , 2k2n−j
]}
.
See Figure 3.1 for geometric insight. The small triangles represent the βk’s. The largest











where β̄k = Eβk − βk and ᾱj,k = Eαj,k − αj,k. Then by Cauchy-Schwarz,





































where the finiteness (and hence (3.66)) follows from Claim 3.3.10 and Claim 3.3.11 below.
The proof of Lemma 3.3.9 is finished by extending from time intervals of the form [1, 2n] to
general time intervals [1, n]. For every n, there exists m such that
2m−1 ≤ n ≤ 2m.








Using Figure 3.2 for graphic insight and inclusion/exclusion, we can see that
ER2m −R2m
d





where R̃ is an independent copy of R and
An,m = #
{





S (0, n] ∩ S̃ (0, 2m − n]
}
.
The larger triangle represents Rn, the smaller triangle represents R̃m−n, and the rectangle
represents Am,n.
Then by (3.66) there exists constants V > 0 and M > 0 such that,


















































with the last step following from independence between R and R̃. By the definition of An,m,
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Figure 3.2: Extending to general time intervals
we can see that
EAn,m ≤ EJn ∼ Cn2−
d
β
















































































with V̂ = V 2−
β




d and ERn − Rn has mean zero, we can use



































































Now we state and prove the claims that give the finiteness in (3.67)





















<∞ ∀ θ > 0.








































d . Pair this with
2−n
β













for some constant K > 0 (See Lemma 5 in Petrov (1975)). Noting that β̄1, . . . , β̄2N are
















Taking the supremum over n finishes the claim.





















































































































By our bound on moments of Jn in (3.19) with p = 2 and (3.68),





















Also for each 1 ≤ j ≤ N ,
{
αj,1, . . . , αj,2j−1
}
are independent, identically distributed with



































Using Hölder inequality with 1p = 1− 2
−N
2 and 1q = 2
−N






































D(V )2−N βd .
The last inequality follows from the definition of D(V ) and Corollary A.13 with ᾱj,k being
the mean zero random variable. We can repeat this procedure N − 1 more times and we

















































































# {S (nj−1, nj ]} − E# {S (nj−1, nj ]}

 = 0



































































And since bn = o(n
1−β
d ), εn → 0. Now,






Then, by the squeeze theorem,
EXεnn → 1 (n→∞).



























Now we state the second major result for this section that we need in order to com-
plete the proof of Lemma 3.3.1. Recall how we defined τn and Ŝ(n) in (3.49) and (3.50),
respectively.
Lemma 3.3.13. Let {bn} be a positive sequence such that bn →∞ and bn = o(n1−
β
d ) and






























(# {S[1, τn]} −# {S[1, n]})
}
= 0. (3.72)
Proof. We start by showing (3.71). Let
Zn
def




= # {S(1), . . . , S(τn)} −# {S(τ1), . . . , S(τn)} .
Then we can see that {Zn} is a non-negative, non-decreasing sequence of random variables.













with the limiting order of n→∞ first and η → 1− second. Indeed, we have seen in (3.58)
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that










[(τn − τn−1) + · · ·+ (τ2 − τ1) + (τ1 − τ0)]


































In addition, {Zn} is sub-additive. Indeed, if we choose integers m,n ≥ 1 and use the
set relation
(A1 ∪A2) \ (B1 ∪B2) ⊂ (A1 \B1) ∪ (A2 \B2),
then
Zn+m ≤ # {({S(1), . . . , S(τn)} \ {S(τ1), . . . , S(τn)})
∪{S(τn + 1), . . . , S(τn+m)} \ {S(τn+1), . . . , S(τn+m)}}
≤ # {({S(1), . . . , S(τn)} \ {S(τ1), . . . , S(τn)})}
+ # {{S(τn + 1), . . . , S(τn+m)} \ {S(τn+1), . . . , S(τn+m)}}
= Zn + Z̃m
where
Z̃m = # {{S(τn + 1), . . . , S(τn+m)}} −# {{S(τn+1), . . . , S(τn+m)}}
= # {{S(τn + 1)− S(τn), . . . , S(τn+m)− S(τn)}}
−# {{S(τn+1)− S(τn), . . . , S(τn+m)− S(τn)}}
d
= Zm










<∞ ∀ c > 0.
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= 1 ∀ c > 0. (3.74)











































































To prove (3.72), we first notice that
# {S[1, τn]} −# {S[1, n]} ≤ # {S[n+ 1, τn]} .
The inequality comes from the possibility of visiting a site in the time interval [n + 1, τn]
that was also visited in the time interval [1, n]. Then we consider the following estimate.
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(P {τn ≥ (1 + ε)n})
1
2
This bound leads to (3.72) by the “survival of the fittest” large deviation theorem (See
Theorem A.14) and the following facts. Applying the same argument used to prove (3.71),






























In addition, there is a u > 0 such that when η is sufficiently close to 1 and when n is
sufficiently large
P {τn ≤ (1 + ε)n} ≤ e−un.
Indeed, if we take η close enough to 1 so that 1η < 1 +
ε
2 . Then







































= −u < 0.
That is to say
P {τn ≥ (1 + ε)n} ≈ e−un.







logP {τn ≥ (1 + ε)n} = −∞.
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Chapter 4
Summary and Future Directions
In this project, we calculated the moderate deviation of the intersection of ranges of random
walks that are the domain of attraction of a stable process. The results were accomplished
by two main bridges. First of all, we established a relationship between intersection of ranges
and intersection local time of stable processes through weak convergence. This allowed us
to relate the log moment generating functions of these two quantities. This technique is
called “moderate deviations”. The second bridge was to use a version of Gärtner Ellis large
deviation to use the log moment generating function to state the large deviation result.
Under the conditions p(d − β) < d and dβ > 1, our main result gives us the rate at which
the probability of a larger than expected number of intersections exponentially decays to
zero.
The work in this project focused on the transient case with dβ > 1, in which the expected
value of intersection of ranges and the expected value of intersection local time asymptot-
ically differ by a constant. In future work, I would like to consider the dβ ≤ 1 case where
the asymptotic relationship can be quite different. I would also like to look at the case
where p(d− β) ≥ d in which J∞ <∞ almost surely. Another potential project could be in
collaboration with polymer scientists. Using statistical analysis of molecules and deviation
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Cramér, H. (1938). On a new limit-theorem of probability theory and industrial science
news. Herman, Paris, pages 5–23.
Dembo, A. and Zeitouni, O. (1993). Large Deviations Techniques and Applications. Jones
and Bartlett.
den Hollander, F. (1996). Random polymers. Statistica Neerlandica, 50:136–145.
Donsker, M. D. and Varadhan, S. R. S. (1975). Asymptotics for weiner sausage. Commu-
nications on Pure and Applied Mathematics, XXVIII:525–565.
Dvoretzky, A. and Erdos, P. (1951). Some problems on random walks in space. Proc. Second
Berkley Symp. Math. Statis. Prob., pages 352–367.
Dvoretzky, A., Erdos, P., and Kakutani, S. (1950). Double points of paths of brownian
motion in n-space. Acta. Sci. Math. (Szeged), 12:75–81.
74
Dvoretzky, A., Erdos, P., and Kakutani, S. (1954). Multiple points of paths of brownian
motions in the plane. Bulletin of the Research council of Israel, 3:364–371.
Jain, N. and Pruitt, W. (1972). The range of random walk. Proc. Sixth Berkley Symp.
Math. Statis. Probab., 3:31–50.
Le Gall, J.-F. (1986a). Intersection properties of random walks. i. convergence to local time
of intersection. Comm. Math. Phys., 104:471–509.
Le Gall, J.-F. (1986b). Intersection properties of random walks. ii. study of critical cases.
Comm. Math. Phys., 104:509–528.
Le Gall, J.-F. and Rosen, J. (1991). The range of stable random walks. The Annals of
Probability, 19(2):650–705.
Peszat, S. and Talarczyk, A. (2010). Functional central limit theorem for additive functionals
of a-stable processes. Potential Analysis, 33:199–209.
Petrov, V. V. (1975). Sums of Independent Random Variables. Springer-Verlag.
Rudin, W. (1987). Real and Complex Analysis. McGraw-Hill, 3rd edition.
Taylor, S. J. (1966). Multiple points for the sample paths of the symmetric stable processes.





Other Cited Results and Details
This Appendix is dedicated to results and details cited throughout the project.
Claim A.1. If we let gn =
∑n





Proof. First of all, for all x ∈ Zd,












P {S(k − j) = 0}P {Tx = j}
where the last equality follows from the fact that S(k)−S(j) d= S(k−j) and is independent
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of S(n) for n ≤ j. Taking x = 0 and summing up both sides we get
∞∑
k=1

















P {S(k − j) = 0}P {T0 = j}
= P {T0 <∞}
∞∑
k=0
P {S(k) = 0}





P {S(k) = 0}
)
where the last equality follows from P {S(0) = 0} = 1. This can be rewritten as
g∞ = P {T0 <∞} (1 + g∞).
Solving for g∞ and realizing that
P {T0 <∞} = 1− P {S(n) 6= 0 ∀n ≥ 1}
finishes the proof.
The following is theorem that tells us how to relate two different forms of a log-moment
generating function. The first form is mathematically easier to deal with because it involves
moments of the random variable; whereas the second involves fractional moments.
Theorem A.2. Let {Zε} be a family of nonnegative random variables.



































The following theorem states that the bridge between weak convergence of random
variables and convergence of moments is uniform integrability.
Theorem A.3. Suppose Xn
d−→ X and {Xn} is uniformly integrable. Then
EXn → EX.
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Proof. We can use Skorohod’s representation theorem to construct Yn and Y with the same
distributions as Xn and X such that Yn
a.s−−→ Y . Since {Xn} are U.I., so are {Yn}. Now
|EXn − EX| = |EYn − EY | ≤ E |Yn − Y | .
So, the result follows if E |Yn − Y | → 0. Set hn = |Yn − Y |. Clearly, {hn} are U.I. and
hn
a.s−−→ 0. Set hCn = hn1{hn<C} and observe that hCn
a.s−−→ 0 for every C. Thus, by the
dominated converence theorem, EhCn → 0. Since the {hn} are U.I., given ε > 0, there is an

















for any ε > 0. Hence, Ehn → 0.





is uniformly integrable for some k > 0, then
EXrn → EXr
for all 1 ≤ r ≤ k.
Proof. By continuity,
Xn
d−→ X =⇒ Xrn
d−→ Xr.
Note: Uniform integrability is not always easy to verify directly from the definition. So
the following result can be useful.
Theorem A.5. If there exists some δ > 0 such that sup
n
E |Xn|1+δ < ∞, then {Xn} is
uniformly integrable.














In order to get 0 when we let C →∞, i.e. uniform integrability, we require sup
n
E |Xn|1+δ <
∞ for some δ > 0.





then {Xn} is uniformly integrable.
Proof. Take p = 1 + δ.
The following theorem used throughout the project to establish exponential integrability.
It can be found with proof in Chen (2010) as Theorem 1.3.3.
Theorem A.7. Let {Yn} be a sub-additive random sequence such that Y1 ≤ C a.s. for some





n = 1, 2, . . .
















for some m > 1, then (A.2) holds for all θ > 0.
The following claim gives the asymptotic behavior of Cn, which is a quantity that arose
in finding a lower bound of the log moment generating function of Jn via the lower bound
of moments of Jn.






















































 1q −→ ∫
Rd
|f(x)|q dx = 1













The following four results establish properties of operators that we defined in order to
establish the lower bound of the log moment generating function of Jn.














is bounded and symmetric (and hence self adjoint).
Proof. The boundedness of Bn follows immediately from the boundedness of f . Now,




















































where the second equality follows from the linearity of expectation and a variable substitu-
tion. Now define a new random walk, Ŝ(k), by
Ŝ(k) = S(tn − k)− S(tn)
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for k = 1, . . . , tn − 1. Then by stationary increments and symmetry, we get
Ŝ(k)
d
















































= 〈Bnξ, η〉 ,
where the second equality comes from Ŝ(k)
d
= S(k) and the symmetry of S(k).













Claim A.10. Tt is a bounded operator.

















































The first step follows from the Cauchy-Schwarz inequality, the second step from translation
invariance, and the last step from the boundedness of f .
Claim A.11. Tt is a symmetric operator.
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Proof. For any t > 0 and g, h ∈ L2(Rd)∫
Rd


















































































The first and last steps follows from Fubini’s Theorem, the second from variable substitu-
tion, the third from symmetry of Us, and the fourth from the stationary increments and
symmetry.
Claim A.12. {Tt}t≥0 forms a semi-group in the sense that ∀s, t ≥ 0,
Ts+t = Ts ◦ Tt.
Proof. Recall that stationary increments is a property enjoyed by all Lévy processes and





























































f(x+ Us + Uu+s − Us)du
}















f(x+ Us + Uu)du
}



















= (Ts ◦ Tt)g(x)
Corollary A.13 (Corollary to Jensen’s Inequality). If X is a mean zero random variable
and 0 < α. Then
E exp {αX} ≥ 1. (A.3)
Consequently, for any n ≤ 1
(E exp {αX})n ≤ E exp {αX} . (A.4)
In addition if 0 < α < β, then
E exp {αX} ≤ E exp {βX} (A.5)
Proof. Since the exponential function is convex, (A.3) follows directly from Jensen’s in-
equality.
E exp {αX} ≥ exp {αEX}
= 1
Now (A.4) follows from (A.3) when we note that for any x ≥ 1 and n ≤ 1 we have xn ≤ x.
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To show (A.5), we realize that βα > 1 and use the Hölder’s inequality and (A.3).







= (E exp {βX})
α
β
≤ E exp {βX}
The following lemma is Lemma 1.2.15 from Dembo and Zeitouni (1993) and helps us
deal with large deviations involving sums.
















Proof. First note that for all ε,








ε log aiε ≤ ε logN.













The following is Cramer’s large deviation principle. It states that the probability that
the sample average deviates from the actual expectation has genuine exponential decay.
Theorem A.15 (Cramer’s Theorem). Let {Xk}∞k=1 be a real, independent, identically dis-
tributed sequence of random variables such that
E exp {c |X1|} <∞
























where Λ(θ) = logE exp {θX1} and Λ∗(x) is the Fenchel-Legendre transform given by
Λ∗(x) = sup
θ∈R
{θx− Λ(θ)} x ∈ R.






{∣∣X̄n − EX1∣∣ ≥ ε} < 0.
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