Objective. Evaluating the potential of the high-dimensional propensity score (HDPS) to control for residual confounding in studies analyzing quality of care based on administrative health insurance data. Data Source. Secondary data from 2004 to 2009 from three German statutory health insurance providers. Study Design. We conducted a retrospective cohort study in patients with elective percutaneous coronary interventions (PCIs) and compared the mortality risk between the in-and outpatient setting using Cox regression. Adjustment for predefined confounders was performed using conventional propensity score (PS) techniques. Further, an HDPS was calculated based on predefined and empirically selected confounders from the database. Principal Findings. Conventional PS methods showed a decreased mortality risk for outpatient compared to inpatient PCIs, while trimming of patients with nonoverlap in the HDPS distribution and weighting resulted in a comparable risk. Most comorbidities were less prevalent in the HDPS-trimmed population compared to the original one. Conclusion. The HDPS methodology may reduce residual confounding by rendering the studied cohort more comparable through restriction. However, results cannot be generalized for the entire study population. To provide unbiased results, full assessment of all unmeasured confounders from proxy information in the database would be necessary. Key Words. Residual confounding, unmeasured confounding, administrative data Administrative data from health insurance providers reflect routine care and are therefore a valuable data source for health services research. However, one of the most prominent limitations of observational studies based on those
to the intensive care unit or heart surgery in the case of complications, all of which could lead to lower mortality rates in the inpatient setting (Srinivas et al. 2009 ). Furthermore, the observed extent of the risk reduction seemed implausible, too, as rare fatal PCI complications should only contribute a small percentage to the all-cause mortality. The authors concluded that, despite a comprehensive confounder adjustment, the observed difference in the mortality risk might be attributable to residual or unmeasured confounding; in particular, the lack of information on the severity of the underlying disease and associated risk factors might have influenced the decision on the PCI setting. Patients with more severe coronary heart disease or serious risk factors might have preferentially been treated in the inpatient setting. However, this could not be verified with the information available in the database.
To control for unmeasured or residual confounding, high-dimensional propensity scores (HDPSs) have been proven useful in past studies based on health insurance databases (Schneeweiss et al. 2009; Garbe et al. 2013) . In an HDPS analysis, the underlying database of the study is automatically searched for hundreds of empirical confounders, which are used in the subsequent analyses. Therefore, an HDPS analysis essentially adjusts for a large number of covariables that are confounders in the study at hand. However, under the assumption that these confounders collectively serve as proxies for all unmeasured or residual confounders, an HDPS analysis can adjust for the unmeasured or residual confounders as well (Sauer et al. 2013) . However, the assumption that the automatically searched covariates of the HDPS serve as proxies for all unmeasured confounders is debatable and often not verifiable. Most HDPS analyses have been applied in studies concerning the comparative effectiveness of medications. To our knowledge, few studies in health services research applied the HDPS methodology almost exclusively analyzing health care costs (Goudie et al. 2015; Vekeman et al. 2015) and not the quality of care.
In this study, we evaluated the potential of the HDPS methodology to control for residual and unmeasured confounding in studies analyzing the quality of care by reanalyzing the original study by Ohlmeier et al. on the mortality risk of patients with an elective PCI in the in-and outpatient setting.
METHODS
The original study as well as this study share the same data source and study design. However, the statistical analyses differed between both studies as described below.
Data Source
Both studies are based on pseudonymized claims data from three German health insurance providers included in the German Pharmacoepidemiological Research Database (GePaRD) using data from 2004 to 2009. GePaRD contains information on demographic variables, hospitalizations, outpatient physician visits, and outpatient prescriptions. The database has been described in detail elsewhere (Behr, Andersohn, and Garbe 2010) .
Design of the Study
We conducted a retrospective cohort study in patients with an elective PCI. Only patients with valid information on sex, year of birth, and region of residence were included. To ensure that only elective PCIs were considered in this study, patients with an inpatient PCI and an admission diagnosis of acute coronary syndrome or recurrent myocardial infarction were excluded. The admission diagnosis was chosen to identify elective PCIs, because the main discharge diagnosis would not have allowed a clear distinction between myocardial infarction leading to hospital admission and myocardial infarction occurring during the hospital stay, for example, as a complication of an elective PCI. Cohort entry was defined as the date of the PCI. Cohort exit was defined as the date of death, the end of the individual insurance period, or the end of the study period (31.12.2009), whichever came first. Patients were considered dead if the reason for the end of an insurance period was coded with death. If cohort exit was not due to death, the respective patient was censored. Covariable information was obtained in the 365 days before cohort entry and comprised age, sex, region of residence, year of cohort entry, 30 diseases of the Elixhauser comorbidity measure (ECM), and other cardiovascular comorbidities (past stroke, recurrent myocardial infarction, past acute coronary artery syndrome, other coronary artery disease, dyslipidemia). The comorbidities were obtained from main and secondary inpatient diagnoses as well as secured ambulatory diagnoses. Coding of PCIs and of all comorbidities is provided in Tables A1 and A2 in the Appendix SA2.
Analyses in the Original Study
In the primary analysis of the original study, the mortality risk was compared between patients with in-and outpatient PCIs using a multivariable Cox regression with the following covariables: year of cohort entry, age at cohort In the PS analyses of the original study, the PS was defined as the probability of an elective PCI in the outpatient setting. It was estimated using a logistic model with the PCI setting as the dependent variable and age, sex, region of residence, comorbidities of the ECM, as well as other comorbidities and interventions as explanatory variables (Table A2 in the Appendix SA2). In the PS-matched analyses, patients in the outpatient setting were matched to patients in the inpatient setting at a ratio of 1 : 1 using greedy 6 -> 1 digit matching (Parsons 2001 ). In the IPT-weighted analysis, the contribution of each patient to the log-likelihood of the Cox regression was weighted by the inverse of the probability of receiving a PCI in the respective setting. The IPTweighted analysis was also conducted using stabilized weights, where the weights for patients with a PCI in the outpatient and inpatient setting were multiplied by the proportion of patients in the respective setting. Furthermore, to evaluate the impact of extremely low and high weights, three analyses were also performed using truncated stabilized weights, where the lowest and highest 1, 5, and 10 percent of the stabilized weights were truncated to the 1, 5, 10 percent and 99, 95, and 90 percent quantile of the stabilized weight distribution, respectively. All analyses of the original study revealed a decreased mortality risk for the outpatient setting of at least 40 percent (Figure 2 ; Ohlmeier et al. 2014) .
HDPS Analysis
In this study, a HDPS was calculated using the variables of the PS model above plus automatically selected covariables from the underlying database. The HDPS algorithm aims at identifying the empirically most influential confounders and thus selects all variables strongly associated with the exposure and outcome but also prevalent enough for the confounding to come into effect (Schneeweiss et al. 2009 ). In the first step of the algorithm, the m different data dimensions in the database and the granularity of the codes in the respective dimension must be specified. "Granularity" is thereby defined as the number of digits of a diagnosis code that were used, and "dimensions" is a term referring to the number of different claims sources used to search diagnosis codes. In our study, we obtained all codes in the 365 days before cohort entry in the following m = 6 data dimensions (code type and granularity of the codes in parentheses): inpatient diagnoses (International Classification of
Potential of High-Dimensional Propensity Scores
Diseases German Modification [ICD-10 GM] codes, 3-digit), ambulatory diagnoses without exclusion diagnoses (ICD-10 GM codes, 3-digit), inpatient procedures (Operationen-und Prozedurenschl€ ussel [OPS] codes, 4-digit), outpatient procedures (OPS codes, 4-digit), ambulatory treatments (Einheitlicher Bewertungsmaßstab [EBM] codes, 5-digit), and ambulatory prescribed medications (Anatomical-therapeutic-chemical [ATC] codes, 7-digit). In each data dimension, the prevalence of each code is then determined and the top n codes are selected. We selected the n = 200 most prevalent codes for our study. From each of the n codes, three binary variables are constructed representing the recurrence of the documentation of that code, that is, how frequently the code occurred (≥1 times, ≥ median number of times or ≥75th percentile of the number of times). The m*n*3 binary variables are then sorted by the potential to control for confounding based on the bias ranking method (Bross 1966; Schneeweiss et al. 2009 ). After the sorting, the top k variables are selected for the calculation of the HDPS. In our study, we selected the top k = 500 variables from the m*n*3 = 3,600 variables to be included in the model to calculate the HDPS. In studies using the PS (or HDPS), it is important that there is sufficient overlap in the PS (or HDPS) distribution between patients in the two groups of comparison to assure comparability (St€ urmer et al. 2014) . This is more important in studies using the HDPS, as the inclusion of more than 500 covariables in the calculation of the HDPS likely leads to a good discrimination of patients in both groups. Trimming of patients above and below two cutoff values of the HDPS is generally recommended, although cutoff values are often arbitrary, for example, trimming at some percentile of the HDPS distribution (St€ urmer et al. 2010) or trimming below a HDPS value of 0.1 or above 0.9 (Crump et al. 2009 ). The data-dependent approach by Crump et al. (2009) chooses the cutoff value a in a way that leads to the most precise effect estimate among all datasets that are trimmed below a and above 1-a without introducing bias.
In our main HDPS analysis, we trimmed the cohort using the approach by Crump et al. and performed a weighted Cox regression in the trimmed cohort using stabilized IPT weights based on the HDPS. To examine the balance of covariables after trimming and weighting, the standardized difference in the original cohort and the weighted standardized difference in the trimmed cohort were calculated (Austin and Stuart 2015) . The validity of the positivity assumption was examined by calculating the range of the stabilized weights in the trimmed cohort.
Analogously to the PS analyses of the original study, we conducted several sensitivity analyses, that is, a HDPS-matched analysis and weighted analyses based on stabilized and truncated IPT weights. Furthermore, to evaluate the influence of the number of covariables used for the calculation of the HDPS, the main and sensitivity analyses were repeated with k = 100, 200, and 1,000 selected covariables. If covariables are included in the HDPS that are only weakly associated with the outcome but strongly with the exposure, the precision in the effect estimates might be decreased (Brookhart et al. 2006) . Therefore, we also repeated the analyses in which the ranking of the variables was solely based on the bivariate association between the variable and the outcome (outcome ranking method) and calculated the HDPS with the top k = 500 variables based on this ranking method.
RESULTS
The study cohort comprised 30,313 patients with an elective PCI, of which 4,269 (14.1 percent) were conducted in the outpatient setting. A flowchart of the study cohort is displayed in Figure A1 of the Appendix SA2. A detailed description of the characteristics of the cohort can be found in Ohlmeier et al. (2014) . The mortality rate in the study cohort was 31.35 (95%-CI: 30.02-32.72) per 1,000 person-years.
The distribution of the HDPS is displayed in Figure 1 . The range of the HDPS was 2.8*10 À10 to 0.980 in the inpatient and 0.001-0.996 in the outpatient setting. Notably, most of the patients in the inpatient setting received a low HDPS smaller than 0.1, while the HDPS in the outpatient setting was uniformly distributed. Trimming excluded patients with a HDPS lower than 0.057 and larger than 0.943 from the cohort. The trimmed population consisted of 7,668 patients treated in hospital and 3,964 treated in the outpatient setting, and the mortality rate reduced to 18.62 (95%-CI: 17.02-20.32) per 1,000 person-years. In Table A3 and A4 of the Appendix SA2, the distribution of the variables included in the PS as well as the top 20 variables selected by the HDPS algorithm are displayed for the excluded and included patients of the trimmed cohort. We observed that, regarding the variables included in the PS model, the prevalence of almost all comorbidities was higher in the excluded patients. Regarding the top 20 selected variables of the HDPS, we observed that besides variables similar to the ones in the PS, unexpected comorbidities such as congenital malformations of cardiac septa or presence of cardiac and vascular implants and grafts and intensive complex care were more prevalent in the excluded patients. On the other hand, presence of cardiologic treatments (code: additional flat rate cardiology II) was reduced after trimming. As seen in Figure 1 , the overlap of the HDPS distributions improved after trimming. The stabilized IPT weights in the trimmed population ranged from 0.15 to 14.83 (mean = 1.02, SD = 0.92). After trimming and weighting of the patients, we observed a nonsignificant increase of 20 percent in the mortality risk between the inpatient and the outpatient setting (Figure 2) . The trimming and weighting resulted in a standardized difference of less than 0.1 for all variables included in the PS as well as for the top 20 covariables selected by the HDPS algorithm ( Figures A2 and A3 in the Appendix SA2). As can be seen by Table A4 and Figure A3 in the Appendix SA2, most of the top 20 empirically selected confounders are closely related to the theory-based confounders (e.g., heart failure, hypertension, renal failure, diabetes mellitus type 2). Thus, as many of the theory-based confounders turn up in the empirically selected covariables as well, we concluded that the HDPS method performs well in selecting important confounders. The results of the sensitivity analyses are displayed in Figure 2 . The HDPS-matched analysis was based on 3,034 (71.1 percent) patients treated in the outpatient setting and 3,034 (11.6 percent) patients treated in hospital and resulted in an increased mortality risk of 26 percent, although still not significant, between the in-and outpatient setting. Additional truncation of the stabilized weights did not substantially change the results of the IPT-weighted analyses. The results of the HDPS analyses changed only slightly, when 100, 200, or 1,000 covariables instead of 500 were selected for the calculation of the HDPS (Figures A4-A6 in the Appendix SA2). Similarly, only little changes were observed when using the outcome ranking method instead of the bias ranking method ( Figure A7 in the Appendix SA2).
DISCUSSION
In this study, we applied HDPS methods to control for residual confounding due to disease severity, which was presumed to have affected a recently conducted study on the comparison of the mortality risk after elective PCI between the in-and outpatient setting, in which a lower mortality risk was observed in the outpatient setting compared to the inpatient setting. Trimming patients with nonoverlap in the HDPS distribution and conducting a stabilized IPT-weighted analysis in this trimmed cohort resulted in a comparable mortality risk between patients treated in the in-and outpatient setting; that is, the presumed implausible direction and magnitude of the risk reduction, which was observed in the original study, were not observed in the HDPS Potential of High-Dimensional Propensity Scoresanalysis. The results were consistent across alternative implementations of the HDPS, that is, in an HDPS-matched analysis and in IPT-weighted analyses using truncated weights, and they are robust with respect to the number of covariables and the sorting algorithm used in the HDPS algorithm. However, the results of the HDPS analyses must be interpreted with caution mainly due to potentially limited generalizability and unbiasedness.
Generalizability
First, trimming of the population leads to a restricted population, and thus, the results often cannot be generalized for the entire population. In our example, the original population of 30,313 patients was reduced to 11,632 patients after trimming, which is a reduction of more than 60 percent in the sample size. The same applies for an analysis based on an HDPS-matched cohort. In our study, trimming led to the exclusion of patients with a low HDPS in the inpatient setting. Likewise, the HDPS-matched analysis excluded mostly patients in the inpatient setting with a low HDPS that missed a match with a comparable HDPS in the outpatient setting (Figure 1 ). Patients with a low HDPS exhibited a high mortality risk (Table 1) . These patients were characterized by higher prevalences in most of the manually selected as well as automatically selected comorbidities (Tables A3 and A4 in the Appendix SA2). Thus, the observed comparable mortality risk between the in-and outpatient setting was observed in a population, which was generally healthier than the original population, although the difference between the trimmed and original cohort is not clearly identifiable due to the large number of covariables included in the HDPS.
Unbiasedness
Trimming of patients guarantees that the same range of the HDPS and thus a comparable profile in the covariables included in the calculation of the HDPS is present in patients with inpatient as well as outpatient PCIs. The trimmed population using the automatically selected covariables of the HDPS algorithm is therefore more comparable on observable covariables than the original population or a trimmed population solely based on the manually selected covariables of the PS. Weighting of patients in the trimmed cohort generally leads to a balance in the covariables of the HDPS algorithm. If all unmeasured confounders were fully assessed by proxy information in the HDPS, the weighted and trimmed cohort would be balanced with respect to all measured Potential of High-Dimensional Propensity Scoresand unmeasured confounders and the estimate of the hazard ratio in the trimmed population would be unbiased for the true hazard ratio in that trimmed population (conditional on the prespecified covariables included in the Cox regression model). However, although the HDPS adjusts for hundreds of covariables and may adjust for proxies of residual confounders, further unmeasured confounders completely unrelated to the information in the underlying database can never be ruled out. Furthermore, an accurate representation of the unmeasured confounders by proxy information depends on the type of unmeasured confounder and is questionable in general. Thus, the effect estimate in the trimmed/matched cohort might still be biased. Furthermore, the bias of the effect estimate might also increase in the HDPS analysis, because imbalance of unmeasured confounders between treated and untreated patients might increase if measured confounders are balanced in the course of the HDPS analysis (Brooks and Ohsfeldt 2013) . In our study, the top 20 selected covariables of the HDPS included, for example, presence of cardiac and vascular implants and grafts, intensive complex care, and cardiologic treatments (code: additional flat rate cardiology II) as important empirical confounders, which could be considered indicators of complex cases of coronary artery diseases. However, as other proxies of disease severity likely exist, the HDPS algorithm accounts at most partially for unmeasured confounding of disease severity.
The implementation of the HDPS in an IPT-weighted analysis might also lead to biased results, if individuals with high weights dominate the analysis. This is known as a practical violation of the positivity assumption (Cole and Hern an 2008) . As more than 500 covariables were included in the model to calculate the HDPS, some data constellations might lead to extraordinarily high or low weights. The use of stabilized weights is therefore typically recommended to reduce the chance of extremely high or low weights (Robins, Hernan, and Brumback 2000) . In case of high stabilized weights, a truncation of the weights can be performed to examine whether the results are affected by extremely high weights (Cole and Hern an 2008) . A rule of thumb is to truncate the weights so that the mean of the weights is close to 1 and the maximum weight is less than 10. As the stabilized weights were already in a moderate range after trimming, a truncation of the weights in addition to trimming affected the results only slightly.
Besides issues regarding generalizability and unbiasedness of the results, the additional benefit of the HDPS compared to conventional methods is further not consistently reported in the literature. For example, in case of a study population with a small sample size, one study showed that the HDPS algorithm only performed better than the conventional PS technique provided that a further correction method was applied . Two further studies also found no additional benefit of the HDPS method compared to conventional PS methods (Toh, Garcia Rodriguez, and Hernan 2011; Li et al. 2014) , which suggests that the conventional methods already captured all relevant confounders, but also that the HDPS algorithm might still miss important confounding variables.
In this study, we did not perform analyses implementing the HDPS in other ways, that is, stratification with respect to, for example, quintiles of the HDPS or including the HDPS as a covariable into the Cox model. The reason was that we observed heterogeneous effect estimates of the PCI setting on different levels of the HDPS (Table 1) . Therefore, a stratified analysis would not be valid (St€ urmer et al. 2014 ). Further, a Cox regression that uses the HDPS as a covariable would be complicated as (1) the correct function of the HDPS in the regression model needs to be specified and (2) interactions with the PCI setting and HDPS need to be included in the model.
STRENGTHS AND LIMITATIONS
We performed comprehensive HDPS analyses in a study based on a large administrative dataset from health insurance providers. As the results of the HDPS might be sensitive to the selected covariables (Rassen and Schneeweiss 2012) , we performed several sensitivity analyses with different numbers of selected covariables and with a different sorting algorithm. The results were consistent across the sensitivity analyses.
With the exception of the ICD codes, the maximum detail of the codes was used. In the definition of the granularity of the ICD codes, a four-digit granularity could have been specified to better identify the underlying diseases. However, we decided to consider only on a three-digit granularity to obtain reasonable prevalences of the codes.
The choice of the empirical confounders in HDPS analyses is generally based on bivariate associations of the confounder and the exposure and the bivariate association of the confounder and the outcome. Thus, some of the selected variables might not have a confounding influence in the presence of the other variables. Also, some selected variables might be colliders of some unmeasured variables and thus may introduce bias. However, the impact of bias due to the inclusion of colliders is usually negligible (Myers et al. 2011; Liu et al. 2012 ).
The exclusion of emergency PCIs in the inpatient setting might not have been successful in all patients. However, the review of patient profiles did not indicate an inclusion of PCIs, for example, due to an acute coronary syndrome to a relevant extent. Furthermore, those patients would have likely been excluded from the matched or trimmed population.
In general, the HDPS method can be applied for any health care database which provides information on a patient-level basis. Ideally, the database is divided into different data dimensions, containing data of different sectors of the underlying health care system. However, the algorithm is implemented in a SAS software package, which is only available to evaluate the effect of a binary exposure on a binary outcome at the moment (Rassen et al. 2016) . Thus, studies involving more complex definitions of exposure or outcome variables cannot be analyzed easily using the HDPS algorithm.
CONCLUSION
We observed that the large number of empirical confounders identified during the application of the HDPS method allowed for a better discrimination of patients with differing characteristics compared to the PS method. Therefore, patients without adequate controls, who were included in the original PS analyses, are excluded from the HDPS analysis. This is particularly important in studies comparing the quality of care between patient populations with, for example, a differing disease severity, where the indication of treatment options under study might not be available for all patients in the study. Thus, it can be assumed that the HDPS method is useful to reduce residual confounding by restricting the population to a comparable subgroup. However, the HDPS method critically relies on the often not verifiable assumption that proxy information for important unmeasured confounders can be obtained from the underlying database and that all unmeasured confounders are accurately represented by the proxy information. In case unmeasured confounders remain, the HDPS method might even increase the bias. Further, the results are not generalizable for the original study population and thus need to be interpreted with caution.
