We present the results of combined INTEGRAL and XMM-Newton observations of the supergiant fast X-ray transient (SFXT) IGR J17354−3255. Three XMM-Newton observations of lengths 33.4 ks, 32.5 ks and 21.9 ks were undertaken, the first an initial pointing to identify the correct source in the field of view and the latter two performed around periastron. Simultaneous INTEGRAL observations across ∼ 66% of the orbital cycle were analysed but the source was neither detected by IBIS/ISGRI nor by JEM-X. The XMM-Newton light curves display a range of moderately bright X-ray activity but there are no particularly strong flares or outbursts in any of the three observations. We show that the spectral shape measured by XMM-Newton can be fitted by a consistent model throughout the observation, suggesting that the observed flux variations are driven by obscuration from a wind of varying density rather than changes in accretion mode. The simultaneous INTEGRAL data rule out simple extrapolation of the simple powerlaw model beyond the XMM-Newton energy range.
INTRODUCTION
Supergiant Fast X-ray Transients (SFXTs) consist of a compact object, which is either a neutron star or black hole, orbiting a supergiant donor and accreting from its wind (Sguera et al. 2005 (Sguera et al. , 2006 Negueruela et al. 2006) . These sources are a subclass of high-mass X-ray binaries (HMXBs) which are occasionally observed in X-ray quiescence (L x < 10 32 ergs −1 ) but more frequently during a low X-ray state. Occasionally, fast X-ray transient activity can be observed from these binary systems, this being characterised by outbursts lasting less than a day and flares of a few tens of minutes and peak luminosities of ∼ 10 36 erg s −1 similar to those of persistent supergiant X-ray binaries (SGXBs) (Walter & Zurita Heras 2007) .
SFXT systems are generally identified by their low persistent luminosity and their high dynamic range on variable timescales (∼ 10 3 − 10 5 times the range observed in classical systems (Sguera et al. (2005) , Romano et al. (2015) ). The origin of this behaviour is still a matter of debate, with several viable models used to explain this phenomenon. These models range from accretion of dense inhomogeneous "clumps" in the winds of the supergiant compan-E-mail: M.E.Goossens@soton.ac.uk ions (Ducci et al. (2009 ), in 't Zand (2005 ), to the presence of magnetic/centrifugal gates generated by the neutron stars (Bozzo et al. 2008) , to a subsonic settling accretion regime combined with magnetic reconnections (Shakura et al. 2014) .
IGR J17354−3255 was discovered in April 2006 as an unidentified hard X-ray transient during a monitoring observation of the Galactic bulge region (Kuulkers et al. 2006 (Kuulkers et al. , 2007 with the INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL). The source reached a flux of ∼ 2.1 × 10 −10 erg cm −2 s −1 (18 mCrab) in the 20-60 keV band during two consecutive 1.8ks pointings and was located towards the Galactic Center. IGR J17354−3255 is reported in the latest IBIS catalogue (Bird et al. 2016 ) as a persistent source with an average flux of 8.33 × 10 −12 erg cm −2 s −1 (1.1 mCrab) in the 20-40 keV energy band.
IGR J17354−3255 is also listed in the Swift Burst Alert Telescope (BAT) (Barthelmy et al. 2005) 58-month Hard X-ray Survey (Baumgartner et al. 2010 ) with a 14-195 keV average flux of 2.7 × 10 −11 erg cm −2 s −1 as well as the 54 month Palermo Swift/BAT hard X-ray catalogue (Cusumano et al. 2010 ) with a 15-150 keV average flux of 2.1 × 10 −11 erg cm −2 s −1 .
Due to its hard X-ray flaring activity with a mean flaring flux of 2.6 − 5.2 × 10 −12 erg cm −2 s −1 (20-40 mCrab) and peak flaring flux of 1.4 × 10 −9 erg cm −2 s −1 (108 mCrab) in the 18-60 keV energy band, together with its large dynamic range, Sguera et al. (2011) proposed IGR J17354−3255 as a candidate intermediate supergiant fast X-ray transient (SFXT) much like IGR J16465−4507 (Clark et al. 2010) and several others (Walter & Zurita Heras 2007; Sguera et al. 2007 ). The X-ray dynamic range was further increased by a non-detection during observations with XMMNewton (Bozzo et al. 2012) , giving support for the classification of this source as an SFXT.
D 'Aì et al. (2011) and Sguera et al. (2011) studied the hard X-ray properties of IGR J17354−3255 using archival Swift/BAT and INTEGRAL observations respectively. They discovered a periodic signal of 8.447 ± 0.002 d, which they interpreted as the orbital period of the binary system.
Chandra observations (Tomsick et al. 2009a ) reduced the X-ray error box of the source to arcsec size consequently allowing identification of the optical/infrared counterpart. Coleiro et al. (2013) subsequently measured the nIR K s -band spectrum for IGR J17354−3255 suggesting that the supergiant spectral type is likely an O8.5Iab(f) or an O9Iab, further confirming the sgHMXB/SFXT classification. Its high optical/IR extinction and the position within 5 degrees of the Galactic Center may indicate a distance near 8.5 kpc (Tomsick 2009 ).
IGR J17354−3255 has been proposed as the best candidate counterpart of the gamma-ray transient AGL J1734−3310 based on spatial correlation as well as on a similar flaring nature on short timescales (Sguera et al. 2011; Sguera 2013) . IGR J17354−3255 is the only hard X-ray source that can be unambiguously said to be located within the 0.46 degrees error circle radius of AGL J1734−3310. The latter is an MeV transient source discovered by AG-ILE /GRID in 2009 April during a 1 day duration flare (Bulgarelli et al. 2009 ).
More recently, Ducci et al. (2013) performed the first full-orbital monitoring of this source with Swift/XRT and Bozzo et al. (2017) included IGR J17354−3255 in a comprehensive XMM-Newton study of several SFXTs aiming to investigate their accretion environment.
In this paper, we report on three XMM-Newton observations together with a simultaneous INTEGRAL observation of IGR J17354−3255 where the source exhibits typical SFXT behaviour with a high level of flaring activity, although no particularly bright outbursts are seen.
OBSERVATIONS AND DATA REDUCTION

INTEGRAL
The INTEGRAL gamma-ray observatory consists of three co-aligned coded mask telescopes: the soft X-ray monitor (JEM-X) (Lund et al. 2003) , the spectrometer (SPI) (Vedrenne et al. 2003 ) and the hard X-ray imager (IBIS) (Ubertini et al. 2003) . INTEGRAL observations are usually divided into science windows that have a duration of ∼ 2000s. Data from IBIS and JEM-X were analysed using the 'Offline Scientific Analysis' (OSA) software version 10.0.
IGR J17354−3255 was in the IBIS/ISGRI fully coded field of view (FOV) (during a hexagonal dither pointing) for a total exposure of ∼ 145 ks during a proprietary tar- geted observation (PI Drave), which formed part of revolution 1277. However, by chance it was also in the FOV during the remaining part of revolution 1277 (for an additional total on-source exposure of ∼54 ks) as well as during the previous revolution 1276 (for an on-source exposure of ∼ 130 ks). Combining all the data from the two revolutions results in a total on-source exposure of 329 ks meaning that about 66% of an entire orbital cycle of IGR J17354−3255 is covered ( Figure 1 ).
XMM-Newton
IGR J17354−3255 was observed with XMM-Newton in three observations between 2013 March 15 and March 31; details are given in Table 1 . The XMM-Newton Observatory consists of three 1500cm 2 X-ray telescopes each carrying an European Photon Imaging Camera (EPIC) at the focus. Two of the EPICs use Metal Oxide Semi-conductor (MOS) CCDs (Turner et al. 2001 ) and one uses a pn-CCD (Strüder et al. 2001) . Additionally, there are Reflection Grating Spectrometer (RGS) (den Herder et al. 2001 ) arrays located behind two of the telescopes. The first observation was performed as an initial pointing to identify the correct source in the field of view (FOV). As a result IGR J17354−3255 was only observed with the MOS1 and MOS2 cameras but not with the PN. This was corrected for the consecutive observations so that the source was in the centre of the FOV. To schedule these observations an ephemeris of MJD 55924.959 was used as this was the best estimate of the periastron location at the time. We have subsequently calculated a refined ephemeris MJD 55925.895 using the 12 years of INTEGRAL data available for this source. This first observation was thus performed at an orbital phase range of φ = 0.154 − 0.199. Observations two and three were performed at phase ranges φ = 0.804 − 0.839 and φ = 0.996 − 0.025, respectively, so shortly before and ap- proximately at periastron, using this refined ephemeris as phase=0 and a period of 8.447 days (Figure 1 ). In observation one both EPIC-MOS cameras were operated in fullframe mode and in observations two and three both EPIC-MOS cameras as well as the EPIC-pn camera were operated in large window mode. In each case medium thickness filters were used in case of intense flaring behaviour. Observation data files (ODFs) were processed to produce calibrated event lists using the Science Analysis System (SAS) v15.0.0. RGS data was processed using the rgsproc task but the resulting FITS files had no counts for IGR J17354−3255 so that no further analysis was carried out for these instruments. We reprocessed the EPIC-MOS and EPIC-pn events files with the emproc and epproc tasks, respectively. The data sets were checked for regions of high particle background following the method outlined in the XMM-Newton SAS data analysis threads (Gabriel et al. 2004) 1 . We created single-event (pattern == 0) light curves above 10 keV for EPIC-MOS1 and EPIC-MOS2 and between 10 and 12 keV for pn covering the full FOV of each instrument using cut-offs between 0.2 and 0.4 counts s −1 as appropriate. The good time intervals (GTIs) that remained after this filtering process were used in evselect to produce filtered event files, resulting in the relevant effective exposure times reported in Table 1 .
Source and background extraction regions were selected to optimise signal-to-noise using the eregionanalyse tool, but selections were subject to limitations such as the presence of chip gaps, and the changing observation configuration between observations one and two. The radius of each source region was chosen to be as wide as possible to encompass most of the source photons; the recommended value corresponds to an encircled energy fraction of ∼ 80% from the MOS and pn cameras according to the SAS users' handbook 2 . As can be seen in Figure 2 , however, the source was sometimes located close to the edge of a CCD so that the radius had to be restricted so as to avoid the collection of photons from adjacent CCDs. In particular, the source region radius for the EPIC-pn camera in observation three had to be limited due to the source's extreme proximity to the chip gap.
The background regions were nominally chosen to be about twice the size as the source regions subject to sufficient available space on the CCD (Figure 2 ), but that was compromised heavily in the observations where the EPIC-MOS cameras were in large window mode, where the source and background regions were eventually of similar size. Any differences in size of the source and background extraction areas were accounted for using the backscale and lccorr SAS tasks for the spectra and lightcurves, respectively.
The maximum count rates of both the EPIC-MOS1 and EPIC-MOS2 cameras in observation one are slightly more than twice the tolerance limits for pile-up mentioned in Jethwa et al. (2015) , and this observation may therefore be affected by pile-up, likely due to operation in full frame mode. This is not the case for either of the cameras in the other two observations that were performed in large window mode. For completeness, all data sets were assessed for photon pile-up, using the epatplot task, which compares the observed-to-model fractions for single and double events. As expected based on the count rates, all single/double fractions were consistent with the nominal value of 1.0 within statistical errors (1 sigma) and there was good graphical agreement between the observed and expected pattern distributions. We conclude that observations two and three are not affected by pile-up. In both cameras for observation one the single/double event fractions are not always consistent with 1.0 implying that this observation may be affected by pile-up. In order to mitigate any pile-up, the core of the PSF was excised using an annular region around the centroid until the observed pattern distributions matched the expected ones and the single/double event fractions were consistent with 1.0. It was found that an annular inner radius of 200 physical pixels provided the best result for both EPIC-MOS1 and EPIC-MOS2 cameras.
The resulting coordinates for both the source and background regions can be found in Table 2 .
All lightcurves and spectra reported in this paper were extracted following the standard procedures. The SAS tools rmfgen and arfgen were used to generate the response and ancillary matrix files. The files were grouped using the specgroup task with a minimum of 25 counts per bin and a maximum oversampling factor of three. Spectra were fitted with models using XSPEC version 12.8.2 where the uncertainties quoted are at the 90% confidence level and the elemental abundances are set to those of Wilms et al. (2000) . (1276, 1277) or in the summed revolution significance map 1276+1277. In the latter case (329 ks exposure) the 3σ upper limit on the persistent flux is 0.77 mCrab or 1 × 10 −11 erg cm −2 s −1 (18−60 keV) while the 3σ upper limit from the single revolution 1277 around the periastron passage (143 ks exposure) is 1.04 mCrab or 1.35 × 10 −11 erg cm −2 s −1 (18−60 keV).
ANALYSIS AND RESULTS
INTEGRAL
IBIS/ISGRI
JEM-X
We analysed all available JEM−X data acquired simultaneously with IBIS/ISGRI data during revolution 1277. IGR J17354−3255 was in the JEM-X fully coded FOV at all times, however, it was not detected in a combined mosaic of JEM-X1 and JEM-X2 (185 ks combined exposure) in either the 3-10 keV or 10-20 keV energy bands. The 3σ upper flux limit was found to be 1.35 × 10 −11 erg cm −2 s −1 (0.9 mCrab) in the 3−10 keV band.
XMM-Newton
The background-subtracted light curves of IGR J17354−3255 are shown in Figure 3 . As previously mentioned there was no EPIC-pn data in the first observation for this source. The light curves display moderately bright X-ray flares but there are no particularly strong outbursts in any of the three observations. The flux of the two flares in observation one ∼ 4 × 10 −11 erg cm −2 s −1 is significantly higher than the average flux in observations two and three ∼ 1.2 − 2.5 × 10 −11 erg cm −2 s −1 . These two flares each lasted for ∼ 7 ks with a ∼ 13 ks gap between them. To date the strongest flare detected in the soft X-rays is the one detected by XRT (8.7 × 10 −11 erg cm −2 s −1 (Sguera et al. 2011) ). The two flares detected by XMM-Newton have a flux that is of the same order of magnitude as the XRT flare. The corresponding exposure times of the different cameras are outlined in Table 1 .
Spectral Variability
We constructed light curves with a 300 s binning in soft (0.2−4 keV) and hard (4−10 keV) energy bands in order to investigate how the hardness ratio (HR) varies with time. This bin size was chosen (by inspection) as a compromise between having sufficient resolution to follow the rapid changes in source flux and retaining useful statistics within each bin.
The hardness ratio light curve is shown in Figure 3 (lower), and indicates that the spectral shape was changing during observation one, likely remained the same during observation two and changed more variably during observation three. To objectively characterise any changes in hardness during the three observations we used the refined Bayesian blocks method of Scargle et al. (2013) to partition the dataset into sections with consistent hardness ratio. The purpose of the algorithm is to identify and characterise statistically significant variations using a simple nonparametric model that finds the optimal segmentation of the data without making any assumptions about the timescales or amplitude/shape of variations (Hill 2016) . Additionally, the algorithm can perform multi-variate analysis so that the data from both the EPIC-MOS1 and EPIC-MOS2 cameras, as well as the EPIC-pn camera where available, could be modelled simultaneously ( Figure 3 ). The small discrepancies between blocks, detected in different cameras, are due to differences in their spectral responses. From this analysis it is clear that the spectrum of IGR J17354−3255 hardens during a part of observation one extending from ∼ 9145 − 21150 s from the start of the observation. Consequently, we split the data from observation one into three distinct sections (labelled 1A, 1B and 1C) where the source spectrum transitions from being soft to harder and back to softer. When the source spectrum is softer the corresponding flux is greater, and vice versa. This may indicate that a dense clump of material is present in between the flares obscuring the source from view (see section 4 Discussion).
In the second observation, the source is in a state of low level activity. Small fluctuations can be seen in the light curve, however the Bayesian block analysis suggests only two segmentations from the hardness ratios. These are only minimally different so that we did not expect them to represent any significant spectral variations. For the sake of consistency we split the observation into two sections labelled 2A and 2B.
Inspection of the light curve for observation three suggests that IGR J17354−3255 was undergoing flaring activity on short time scales. Indeed the Bayesian block analysis suggests several segmentations when considering the hardness ratio. The differences between the sections are significant enough to warrant creating separate spectra for each; hence observation three was split into seven sections. There were insufficient counts in the final segment (from ∼21353s after the start time of the EPIC-MOS1 camera until the end of the observation) to create valid spectra.
The observation subsections derived from the Bayesian blocks analysis and used in the subsequent spectral analysis are listed in Table 3 .
Spectral Analysis
Spectra were extracted for the individual sections and fitted with models using XSPEC version 12.8.2. The cflux model within xspec was used to give the unabsorbed flux of the entire model (cflux is a convolution model designed to determine the flux of a model or model component over a specified energy range). A constant was used during simultaneous fitting in order to account for the difference between the EPIC-MOS and EPIC-pn cameras. Currently the instruments return energy-dependent flux differences of up to 7% for broadband sources (Read et al. 2014 ). Slight differences can occur between the two EPIC-MOS cameras due to different amounts of photons being received at the same time.
The fit parameters resulting from all models are outlined in full in Tables 4, 5 , 6 and 7.
Observation 1
The first observation was divided into three sections based on the Bayesian block analysis of the hardness ratio evolution ( Figure 3 ). For each of the sections the spectra obtained from the EPIC-MOS1 and EPIC-MOS2 cameras were fit simultaneously in the 1−12 keV energy range. A Tuebinger-Boulder ISM absoprtion model with a powerlaw (const*tbabs*(powerlaw)) as well as one with a blackbody (const*tbabs*(blackbody)) resulted in acceptable fits (Table 4) . Inspection of the residuals for each section showed evidence of an emission feature consistent with a 6.4 keV iron-Kα line. Consequently, to further characterise the spectral shape the spectrum was fit with an absorbed powerlaw or blackbody continuum with an additional Gaussian component (const*tbabs*(powerlaw + gaussian)), (const*tbabs*(blackbody+gaussian)). The absorption, powerlaw index, temperature, Gaussian line energy and line width were left as free parameters.
We found that the spectrum was well fit by this model in the case of an absorbed blackbody continuum (Table 7) . When fitting an absorbed powerlaw not all sections had sensible parameters (Table 6) .
While the powerlaw indices in sections 1A and 1C are consistent within errors it is apparent that the photon index in section 1B is slightly lower in comparison confirming that the source enters a harder spectral state during this time as was suggested by the HR analysis in section 3.1. A significant variation in hydrogen column density as part of the absorbed powerlaw model can also be seen with an N H of ∼ 12 × 10 22 cm −2 in section 1A, increasing to ∼ 17 × 10 22 cm −2 in section 1B and finally decreasing again to ∼ 14 × 10 22 cm −2 in section 1C. The Gaussian line energy is consistent within errors between sections with an average value of ∼ 6.38 keV. The Gaussian line widths correspond to an electron plasma
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Time since start of observation (s) temperature of ∼ 6 × 10 5 K which is well in excess of that expected for a supergiant atmosphere. This phenomenon can also be seen for some of the Gaussian line widths in the following two observations and is likely due to low signalto-noise ratio. The EW of the line appears to be lower during the two flares compared to the gap between them suggesting that the iron emission is stronger between the two flares. The source was observed at an initial X-ray flux of ∼ 3.8×10 −11 erg cm −2 s −1 corresponding to an X-ray luminosity of 3.30 × 10 35 (assuming a distance of 8.5 kpc, as derived from the closeness to the Galactic centre and the high Xray absorption; (Tomsick et al. 2009b) ). There is a decrease in flux in section 1B and then again an increase in section 1C, coinciding with the previously mentioned differences in N H . Additionally, a small improvement in the residuals can be noted as the iron emission feature is introduced. These small improvements suggest that there likely is an iron emission feature present.
Observation 2
The second observation was analysed in two sections as suggested by the Bayesian block analysis. The spectra extracted from the EPIC-MOS1, EPIC-MOS2 and EPIC-pn cameras were fitted simultaneously. We used the energy range 1−12 keV for the two EPIC-MOS cameras and 1-15 keV for the EPIC-pn camera. An absorbed powerlaw model (const*tbabs*(powerlaw)) resulted in acceptable fits with χ 2 red /d.o.f = 1.23/324 and χ 2 red /d.o.f = 1.16/254 (Table 4) for sections 2A and 2B, respectively. The hydrogen column density in section 2A is slightly lower than it was in the first observation whilst the one in section 2B is approximately the same as that from section 1A. The photon indices are consistent within errors with those of sections 1A and 1C respectively. The parameters compare similarly between the sections when using an absorbed blackbody model (const*tbabs*(blackbody)). The hydrogen column density is generally lower in the two sections in the second observation whilst the photon indices are consistent within errors with those of sections 1A and 1C. Considering there was evidence of a ∼ 6.4 keV iron-Kα line in observation one we inspected these spectra for the Figure 4 . Contour plots for the spectral parameters measured from all observations (Observation one is red, observation 2 is blue and observation 3 is yellow). The contours correspond to the 68%, 90% and 99% confidence levels.
same feature. Consequently, we added a Gaussian component to the models (const*tbabs*(powerlaw + gauss)), (const*tbabs*(blackbody+gauss). Unlike the first observation, the fits did not improve as much in this one and the iron lines are at different energies and do not have constrained values for the respective equivalent widths. All fit parameters for this observation for the two different models are outlined in Tables 4 to A1 .
Observation 3
Observation three was divided into seven sections. For each of the sections the spectra obtained from the EPIC-MOS1, EPIC-MOS2 and EPIC-pn cameras were fitted simultaneously using the same energy ranges as the previous two observations. At first an absorbed powerlaw model (const*tbabs*(powerlaw)) was used resulting in mainly reasonable fitting parameters. The values for the absorption column density appear to be constant within errors except for section 3F where it is 9.7 ± 0.3 × 10 22 cm −2 instead of ∼ 8 × 10 22 cm −2 . The photon indices are all around 1.1 − 1.3 except the one in section 3A, which appears to be slightly higher with a value of 1.47. Similarly, the absorption column densities from the blackbody continuum appear to be constant within errors. We note that 2B and 3A are 2 days apart so given the variability observed, we have no expectation of continuity of parameter values.
Since, when inspecting the individual spectra a hint of a ∼ 6.4 keV iron-Kα line could be seen, the model was again updated to include this feature. As with the first observation the model (const*tbabs*(powerlaw+gaussian)) resulted in moderately improved fits in those sections where the iron line was found (3B, 3F and 3G). When trying to fit this model to the other sections, however, the resulting iron line energy was not sensible. Setting the initial value of the parameter around an energy of 6.4 keV did not improve matters. Even so, the other parameters are still consistent with each other in the same way as they were when using an absorbed powerlaw model without a Gaussian component.
The variation between some of the parameters as well as the χ 2 red /d.o.f values are likely due to the rapid fluctuations on short time scales for this observation. Whilst the Bayesian block analysis suggests to divide the data into seven individual sections some of them still show significant changes in flux occurring at short time scales, which can affect the quality of the extracted spectrum. A time-resolved spectral analysis with a 1000 s resolution using an absorbed powerlaw model (Table A1) ; solely towards the end of the observation does it once appear to be higher with a value of 10.2 × 10 22 cm −2 . The photon index shows small changes with values between 0.89 and 1.57. Overall, the individual spectra do not appear to be too dissimilar such that no different model is needed to interpret the spectral variation which is in agreement with the analysis of the seven sections resulting from the Bayesian block analysis previously. Similarly, the absorbed blackbody model has hydrogen column density values of ∼ 4 × 10 22 cm −2 and temperatures between 1.72 and 2.44 kT.
Much the same as in observation two the addition of the Gaussian component to model the iron emission feature is not statistically needed to interpret the different sections of observation three. The observed X-ray flux varies throughout the observation, however it is never comparable to the flux of the two flares in observation one ranging from ∼ 1.1−3.3×10 −11 erg cm −2 s −1 . This corresponds to X-ray luminosities between 0.9 − 2.9 × 10 35 erg s −1 . All fit parameters for both models are outlined in Tables 4 to 8. Figure 4 plots the spectral parameters obtained for all observations when consistently modelled with an absorbed blackbody continuum. It is evident that the contours overlap within each observation. One of the contours in observation two overlaps with one from observation 1 whilst the other one from observation two overlaps with one from observation 3. Consequently, a decrease in hydrogen column density can be observed throughout the observations. The only contour that is not connected to any other is the one from section 1B where the hydrogen column density is about twice as high as the average value obtained from the other sections.
Fit results for an absorbed powerlaw model and an absorbed blackbody model have been discussed in detail, and have been used primarily as consistent reference models when subdividing the dataset in a search for spectral variations. More complex, science-driven models often used in fitting SFXT spectra were also investigated, but in most cases failed due to a lack of statistics when considering short sections of data. For example, a Comptonizing plasma model const*tbabs*(comptt) and a cut-off power-law const*tbabs*(cutoffpl) failed to give better fits to the data and often resulted in unphysical or unconstrained parameters. Fitting a Comptonizing plasma model to section 1A results in χ 2 red /d.o.f= 1.43/173 with kT=215±2944 keV, a seed photon temperature of T 0 = 0.3±1.0 keV and an optical depth of τ = 0.8±102.0. As another example, a cut off powerlaw fitted to section 3A gave an N H = 6.5 ± 0.7 × 10 22 cm −2 , a photon index of Γ = 0.5 ± 0.4 and an high energy cut off of 6 ± 2 keV. These problems are likely due to the lack of signif- icant data above 10 keV required to constrain the additional fit components. By performing time-resolved spectral analysis (using a simple powerlaw model) we investigated if there is a correlation between the hardness and flux of the source in observations two and three. The Pearson correlation coefficient (where a value of zero means there is no correlation, -1 is an exact negative, +1 is an exact positive linear correlation) was calculated to measure the linear relationship between hardness and flux. Combining the results of observations two and three resulted in a correlation coefficient of -0.27, implying that the flux values and photon indices are not correlated ( Figure 5 ). The same analysis was unsuccessful for observation one due to the higher error values, resulting from the pile-up reduction, making it impossible to create the individual spectra needed for the time-resolved spectral analysis.
Temporal Analysis
Less than half of the confirmed SFXTs have a known spin period for their suspected neutron star accretor. Those identified range from a possible ∼ 5s in AX J1841.0−0536 (Bamba et al. 2001) to ∼ 1212s in IGR J16418−4532 (Sidoli et al. 2012 ). Previous observations of IGR J17354−3255 have failed to find a periodic signal that can be interpreted as the spin period of the neutron star (Ducci et al. 2013) .
We searched for periodicities in the range 0.1 -500s using both unbinned and binned (where appropriate) methods. The primary method used was a Z 2 n method (Buccheri et al. 1983) applied to event lists created from the source locations in the cleaned observation event lists. The upper period range for which our search was set by the timescales of the flaring structures (∼1000s) in the light curves, which inject red noise into the analysis. These tests were supported by randomisation monte-carlo tests to determine the noise levels within the periodiograms, but we must consider that such tests are only sensitive to white noise, and provide only an lower limit to the confidence levels for powers seen in the periodograms.
We found no evidence for a persistent periodicity in the light curves for Observations 1 and 2, the periodogram powers seen up to ∼500s is consistent with white noise, and beyond 500s the periodicity analysis is strongly impacted by the non-periodic structures easily seen in the light curves on 1000s timescales. There was tentative evidence for a 251s period in the three light curves of Obs3, but in this case the source PSF is badly affected by a CCD feature which cannot be corrected for in an event-based analysis.
Binned light curves were extracted for all cameras in observation 1 (10s binning) and observations 2 and 3 (1s binning); the bin sizes were chosen as a compromise between avoiding empty bins considering the mean count rates of the source, and retaining sensitivity to short-period signals. As a result of this necessary compromise, binned methods are less optimal for low statistics light curves such as these. A Lomb-Scargle periodogram (Lomb (1976) ; Scargle (1982) ) was produced using the fast implementation of Press & Rybicki (1989) for each binned light curve. These tests were again supported by randomisation monte-carlo tests to determine the noise levels within the periodiograms. No significant (> 99%) probability periodicities were detected in the range 2xbinsize -500s. An epoch folding method using the Q 2 statistic as defined by Leahy et al. (1983) was used to further test the binned light curves for period signals. Again, no significant peaks were identified. The binned analysis was unable to replicate or confirm the tentative 251s period seen in the unbinned analysis.
DISCUSSION
We present the results of three XMM-Newton observations of the SFXT, IGR J17354−3255. Observation one was performed at a phase range φ = 0.154 − 0.199, as an initial trial pointing, resulting in the source only being observed by the two EPIC-MOS cameras. Observations two and three were carried out approximately two weeks later closer to system periastron (at phase ranges φ = 0.804 − 0.839 and φ = 0.996 − 0.025 respectively) and with the instruments in a more appropriate configuration. Significant flux variations and flaring were detected in all three observations. In order to avoid averaging spectral analysis across different source behaviours, a Bayesian block method was utilised in order to objectively characterise possible changes in spectral hardness through the three observations. As a result, the three observations were split into twelve separate sub-sections for which individual spectra were extracted.
Continuum emission and absorption column
A spectral analysis of all the sections revealed that the source continuum X-ray emission could be described just as well by either a Tuebinger-Boulder ISM absorption model with a powerlaw or a blackbody.
The photon index derived from the power-law fits varied over the range Γ =∼ 1.0 − 1.5, with a typical error of ∼ ±0.1, suggesting significant changes. However, there is no obvious trend or evolution indicating that these changes in photon index are correlated with other parameters (see later). 12.7 ± 0.6 1.44 ± 0.07 6.87 ± 0.08 0.07 ± 0.06 1.18 ± 0.06 1.02 1.15/251 3A 8.1 ± 0.4 1.47 ± 0.07 6.5 ± 0.01 0.06 ± 0.04 1.24 ± 0.06 1.07 1.15/204 3B 8.2 ± 0.5 1.19 ± 0.09 6.4 ± 0.3 0.14 ± 0.07 1.8 ± 0.1 1.52 1.53/114 3C 7.4 ± 0.4 1.20 ± 0.07 6.06 ± 0.09 0.05 ± 0.04 1.08 ± 0.06 0.9 1.13/176 3D 8.4 ± 0.3 1.08 ± 0.05 6.43 ± 0.05 0.04 ± 0.03 2.8 ± 0.1 2.43 1.30/252 3E 8.3 ± 0.2 0.98 ± 0.04 6.43 ± 0.04 0.04 ± 0.02 3.3 ± 0.1 2.84 1.25/296 3F 9.6 ± 0.3 1.25 ± 0.05 6.36 ± 0.02 0.10 ± 0.04 2.6 ± 0.1 2.26 1.29/244 3G 8.6 ± 0.4 1.37 ± 0.07 6.39 ± 0.05 0.12 ± 0.06 2.4 ± 0.1 2.06
1.03/196
The absorption column density varied significantly across the three sections of observation one, reaching N H ∼ 17 × 10 22 cm −2 at its highest. This corresponded in time to a period of low flux between flaring. The power-law fits for observation two and observation three showed slowly declining N H values of typically N H ∼ 11 × 10 22 cm −2 and N H ∼ 8 × 10 22 cm −2 respectively. The same trend was seen in the blackbody model fits, where the absorption column density increased to a maximum of N H = 11.7 × 10 22 cm −2 in section 1B and then declined back down to N H ∼ 4×10 22 cm −2 through observations two and three.
Our measurements of column density are in broad agreement with previous observations of IGR J17354−3255 (Tomsick (2009);D'Aì et al. (2011)) suggesting that the av- erage absorption column density of this source in quiescence is ∼ 4 − 8 × 10 22 cm −2 . The expected absorption in the direction of the source is considerably less (N H = 1.50 × 10 22 cm −2 (Dickey & Lockman 1990) ) suggesting that a fraction of the absorbing medium is intrinsic to the binary system. While previous observations of the source have already revealed a high absorbing column density of (7.5−10)×10 22 cm −2 (Tomsick (2009 ), D'Aì et al. (2011 ), the absorption detected between the flares in observation one is still about a factor of two higher than any previously measured in this source. Absorbing column densities of this level have previously been seen in other SFXTs such as IGR J18410−0535 (Bozzo et al. 2011) and SAX J1818.6−1703 (Boon et al. 2016) . The former measured an increase in N H from 3 − 20 × 10 22 cm −2 with a further increase to a value of ∼ 50×10 22 cm −2 towards the end of the observation. Their analysis provided evidence that the flare was produced due to the ingestion of a clump of matter.
The single incidence of a high absorption column density between two flares seen in observation 1 is most likely caused by changes in the local environment around the compact object rather than any change in the underlying continuum emission mechanism.
The spectral parameters measured during observations 2 and 3 show minimal variation with intrinsic absorption column density values between N H = 8 − 12 × 10 22 cm −2 with the powerlaw model and N H = 4 − 7 × 10 22 cm −2 with the blackbody model. Photon index values lie between Γ =∼ 1.0 − 1.5 and blackbody temperatures are typically of ∼ 2keV. Whilst the blackbody temperatures seem high on first inspection they are consistent with those associated with the surface of an accreting neutron star (Bartlett et al. (2013); Lotti et al. (2016) ). The same XSPEC model used in observation 1 could be utilised to describe the X-ray emission from IGR J17354−3255 during all observations, and hence the spectral evolution is most simply explained by a relatively constant underlying continuum shape with changes occurring due to varying absorption.
Observation three exhibits considerable fast flaring, and whilst the absorption column density is near constant, the rapidly varying photon index is likely due to averaging spectra across the rapid changes in flux. A time-resolved spectral analysis was utilised to look into this phenomenon in more detail. The absorption column density was mostly constant around ∼ 8 × 10 22 cm −2 but even at higher timing resolution, the photon index still varied between 0.9 and 1.6. Whilst the difference is not great it could indicate changes to the underlying emission mechanism or (more likely considering the timescales involved) could also be explained by the local changes in N H . Due to the statistical properties of the spectra, however, we are unable to investigate more complex models to explain the behaviour in observation three.
Correlated flux -spectral changes?
While the power law index was seen to vary significantly through the observations, we were unable to establish any correlations of these changes in photon index with other fit parameters, or with the source brightness. In particular, the association of a hard spectrum and low flux seen in observation 1B was not seen to hold across the remainder of the dataset, and must be considered a one-off event based on the current dataset.
In a wider context of SFXT behaviour, observation section 1B may be an example of 'pre-flare-hardening' -a sudden increase in the absorption column density together with a decrease in flux associated with subsequent flares. This feature may be seen due to a dense clump of material travelling towards the neutron star during this time. Whilst the N H had a significant rise in section 1B, the photon index only showed minimal variability. This phenomenon could be a sign of absorption of a constant intrinsic flux by an optically thin material. Similar behaviour has been observed in SFXTs like IGR J18410−0535 (Bozzo et al. 2011 ) and IGR J16418−4532 (Drave et al. 2013) , where the resulting conclusion was that an optically thin clump of stellar wind material obscured the intrinsic emission from the neutron star. The clumpy wind model is often used to interpret the X-ray variability of SFXTs (in 't Zand (2005) , Walter & Zurita Heras (2007) , Ducci et al. (2009) ). The model predicts that fast X-ray flaring can be produced when the neutron star sporadically captures and accretes a clump of stellar wind material. Clumps that pass in front of the X-ray source may cause temporary dimming or obscuration. Therefore we conclude that the absorption features present in Observation 1 may represent structures in the wind i.e. a clump being accreted causing a flare in section 1A, a further optically thin clump of stellar wind material obscuring the intrinsic emission from the neutron star in section 1B and then the latter being captured and accreted in section 1C.
A time-resolved spectral analysis performed at 1000s resolution on observation 3 using a simple powerlaw model did not show any significant correlation between the continuum flux and photon index. This result agrees with the findings of Bozzo et al. (2017) whose analysis of the hardness ratio vs. the flux shows no significant variation. There is therefore no evidence that IGR J17354−3255 follows the 'harderwhen-brighter' correlation seen in some other sources.
The broad-band spectrum
Extrapolating the mean XMM-Newton flux to an 18-60 keV flux enabled direct comparison with the upper flux limits obtained with the INTEGRAL analysis. An average flux of 2.6 × 10 −11 erg cm −2 s −1 in the 1−12 keV band is equivalent 6.65×10 −11 erg cm −2 s −1 in the 18−60 keV band (IBIS/ISGRI) and 1.80 × 10 −11 erg cm −2 s −1 in the 3−10 keV band (JEM-X). The JEM-X upper limit on the persistent flux was found to be 1.35 × 10 −11 erg cm −2 s −1 , similar to the extrapolated flux. Conversely, the extrapolated 18−60 keV flux is far in excess of the IBIS/ISGRI upper limit on the persistent flux of 1.00 × 10 −11 erg cm −2 s −1 , providing strong evidence that the simple powerlaw spectrum does not extend above 10 keV and consequently a cutoff powerlaw would be needed to explain the IBIS/ISGRI upper limit. It was not possible to constrain a cutoff powerlaw model using the XMMNewton spectra alone, suggesting that the cutoff likely appears somewhere between 10−30 keV. The average XMMNewton flux for the blackbody model resulted in an 18−60 keV flux of 1.3 × 10 −12 erg cm −2 s −1 , which is consistent with the IBIS/ISGRI upper limit. Consequently, a single powerlaw can be ruled out as the optimal model to fit to the available XMM-Newton data.
The non-detection of outburst activity by INTE-GRAL is consistent with the particularly low outburst recurrence of this source. Sguera et al. (2011) states that the recurrence rate for emission detectable by INTEGRAL at periastron is only ∼ 25%.
Presence of an iron line?
In some spectra, residuals in the fit around 6.5 keV hinted at a line feature. Any underlying iron line is likely caused by X-ray irradiation of cold iron in the wind of the supergiant (Kallman et al. 2004) . Adding a Gaussian component to account for an iron emission feature improved the fits marginally (but within the errors on the fit statistic) in many cases, and somewhat reduced the residuals in the fit ( Figure  6 ). In most cases, we were able to obtain constrained errors on the equivalent widths using the XSPEC EQWIDTH tool. In these instances, the line is (as expected from inspection) of marginal significance at best. We note here that the F-test statistic is not suitable to test for the presence of a line, and we can only estimate the significance of the line detection from the errors on the equivalent width, when it is constrained.
Comparison with previous analysis
The results of our work generally agree with the findings of Bozzo et al. (2017) . They fit an absorbed powerlaw model and achieved reasonable results. However, when also considering the INTEGRAL upper limit, a blackbody model may be a better fit. Moreover, they found that the addition of an iron line further improved the fits, but we are unable to confirm that in detail due to the statistical quality of the time-resolved spectra we used. The interpretation that the decrease in flux together with an increase in the absorption column density between the two flares in observation one could be due to a clump of matter obscuring the source further agrees with their results. It is generally considered that simple ingestion of clumps of matter cannot be the sole reason for the high X-ray variability in SFXTs and there must be mechanisms present that inhibit the accretion of the stellar wind material, Bozzo et al. (2017) concluded that IGR J17354−3255 seems to have no issues overcoming them. We also see no evidence of spectral changes beyond variable absorption and accretion rate. 
