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Abstract
We consider nonholonomic Chaplygin systems and associate to them a (1,2) tensor field on
the shape space, that we term the gyroscopic tensor, and that measures the interplay between the
non-integrability of the constraint distribution and the kinetic energy metric. We show how this
tensor may be naturally used to derive an almost symplectic description of the reduced dynam-
ics. Moreover, we express sufficient conditions for measure preservation and Hamiltonisation via
Chaplygin’s reducing multiplier method in terms of the properties of this tensor. The theory is
used to give a new proof of the remarkable Hamiltonisation of the multi-dimensional Veselova
system obtained by Fedorov and Jovanovic´ in [19, 20].
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1 Introduction
In recent years, a great deal of research in nonholonomic mechanics has been concerned with identi-
fying a geometric structure of the equations of motion that can guide the dynamical investigation of
these systems. In particular, it is of great interest to determine geometric conditions, usually related
with symmetry, that lead to the existence of invariants of the flow, such as first integrals, volume forms
and Poisson or symplectic structures (see e.g. [36, 6, 11, 52, 19, 13, 15, 2, 9, 21] and the references
therein).
This article is concerned with the geometric structure, and certain dynamical consequences that
may be derived from it, of a particular kind of nonholonomic systems with symmetry: the so-called
Chaplygin, G-Chaplygin, or generalised Chaplygin systems1,2. For these systems, the Lie group G
acts on the configuration space Q, and the corresponding tangent lift leaves both the Lagrangian and
the constraint distribution D invariant. Moreover, for all q ∈Q one has a splitting:
TqQ =Dq⊕(g ⋅q), (1.1)
where g denotes the Lie algebra of G and g ⋅q the tangent space to the G-orbit through q.
These systems were first considered by Chaplygin and Hamel around the year 1900, and their
geometric features have since been investigated by a number of authors e.g. [1, 30, 47, 36, 6, 11, 19,
13, 10, 27, 3, 21] and references therein. Their key feature is that the reduced equations of motion
may be formulated as an unconstrained, forced mechanical system on the shape space S = Q/G. The
dimension r of S is termed the number of degrees of freedom and, because of (1.1), it coincides with
the rank of the constraint distribution D (in particular, the non-integrability of D implies that r ≥ 2).
Our contribution to the subject is to highlight the relevance of a tensor field T defined on S, that
we term the gyroscopic tensor, in the structure of the reduced equations of motion and their properties.
Moreover, using this tensor, we are able to single out a very special class of systems, that we term
φ -simple, which possess an invariant measure and allow a Hamiltonisation, and for which there exist
non-trivial examples.
The gyroscopic tensor
The gyroscopic tensor T is introduced in Definition 3.3. It is a (1,2) skew-symmetric tensor field
on the shape space S, that to a pair of vector fields Y,Z on S, assigns a third vector field T (Y,Z) on
S. The assignment is done in a manner that measures the interplay between the nonintegrability of
the noholonomic constraint distribution and the kinetic energy of the system. In particular, in the case
of holonomic constraints, where the constraint distribution is integrable, we have T = 0. We mention
that there is a close relation between T and the geometric formulation of nonholonomic systems in
terms of linear almost Poisson brackets on vector bundles [26, 40] (see also [21]).
Although the tensor T appears in the previous works of Koiller [36] and Cantrijn et al. [11] (with
an alternative definition than the one that we present here), its dynamical relevance had not been fully
appreciated until the recent work Garcı´a-Naranjo [24] where sufficient conditions for Hamiltonisation
were given in terms of the coordinate representation of T . This work continues the research started
in [24] by providing a coordinate-free definition of the gyroscopic tensor (Definition 3.3), and study-
ing in depth its role in the almost symplectic structure of the equations of motion, the conditions for
the existence of an invariant measure, and the Hamiltonisation of Chaplygin systems. In particular,
the gyroscopic tensor allows us to define in a straightforward manner the φ -simple Chaplygin sys-
tems (see below) which always possess an invariant measure and allow a Hamiltonisation via a time
1also termed the principal or purely kinematic case in [6].
2reference [10] gives a different meaning to the terminology “generalised Chaplygin systems”.
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reparametrisation. Our results in all of these aspects are summarised below. Our point of view is that
the gyroscopic tensor is the fundamental geometric object that should be considered in the study of
nonholonomic Chaplygin systems.
Almost symplectic structure of of the reduced equations
The reduced phase space of a G-Chaplygin system is isomorphic to the cotangent bundle T∗S
where the reduced equations may be formulated as:
iXnhΩnh = dH. (1.2)
Here H ∶ T∗S→R is the (reduced) Hamiltonian, Xnh is the vector field on T∗S describing the reduced
dynamics, and Ωnh is an almost symplectic 2-form, namely, it is a non-degenerate 2-form that in
general fails to be closed. This structure of the equations was first noticed by Stanchenko [47] for
abelian G and by Cantrijn et al. [11] in the general case.
The almost symplectic 2-form Ωnh =Ωcan+ΩT , where Ωcan is the canonical symplectic form on
T∗S and ΩT is a semi-basic 2-form that encodes the nonholonomic reaction forces.3 In Section 3.2
we prove that the 2-form ΩT allows the following natural construction in terms of the gyroscopic
tensor T :
ΩT (α)(U,V) = α (T ((TατS)(U),(TατS)(V))) , (1.3)
for α ∈ T∗S and U,V ∈ Tα(T∗S), with τS ∶ T∗S → S the canonical projection. Our proof that the
formulation (1.2) is valid with ΩT as above is given in Theorem 3.8.
Existence of a smooth invariant measure
It was shown in Cantrijn et al. [11] (see also [21]) that the reduced equations of motion of a
Chaplygin system possess a basic invariant measure if and only if a certain 1-form Θ on S is exact. In
Section 3.3 we show that Θ is given by the following ordinary contraction of the gyroscopic tensor T :
Θ(Y) = r∑
j=1⟨X j , T (X j,Y)⟩, (1.4)
where {X1, . . .Xr} is a basis of vector fields of S, {X1, . . .X r} is the dual basis, and ⟨⋅ , ⋅⟩ denotes the
pairing of covectors and vectors on S.
The relationship between the exactness of Θ and the existence of an invariant measure for the
reduced equations of motion of a Chaplygin system is stated precisely in Theorem 3.11, for which we
give an intrinsic proof.
We note that the formulation of conditions for the existence of an invariant measure for nonholo-
nomic systems in terms of the exactness of a 1-form goes back to Blackall [5]4, where, however, the
treatment is done in local coordinates and not taking into account the geometric data of the problem.
Chaplygin Hamiltonisation
Let g ∶ S→R be a positive function. In view of Equation (1.2) we have
igXnh(g−1Ωnh) = dH.
3 An alternative construction ofΩT is given in Ehlers et al. [37, 13] (see also [27]) as the “⟨J,K⟩”-term which is obtained
as a pairing of the momentum map of the G action lifted to T∗Q and the curvature of the constraint distribution. At the end
of Section 3.6 we prove that ΩT as defined by (1.3) coincides (up to a sign) with the “⟨J,K⟩”-term.
4We thank one of the anonymous referees for indicating this reference to us.
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If the function g is such that g−1Ωnh is closed, then it is symplectic and the rescaled vector field gXnh is
Hamiltonian. The rescaling by g is commonly interpreted as a time reparametrisation and one says that
the system allows a Hamiltonisation. The process described above may be understood as a geometric
instance of Chaplygin’s reducing multiplier method where one searches for a time reparametrisation
that eliminates the gyroscopic reaction forces arising from the nonholonomic constraints.
It turns out that a positive function g ∈C∞(S) satisfying that g−1Ωnh is closed can exist if and only
if the nonholonomic Chaplygin system is φ -simple (defined below).
φ -simple Chaplygin systems
A main contribution of this paper is to identify the class of φ -simple Chaplygin systems. This is a
rather special class of Chaplygin systems for which there exists a smooth function φ ∶ S→R such that
the gyroscopic tensor satisfies T (Y,Z) = Z[φ]Y −Y [φ]Z, (1.5)
for all vector fields Y,Z ∈X(S).
Our main result, contained in Theorem 3.21, shows that a nonholonomic Chaplygin system is
φ -simple if and only if the 2-form exp(φ ○ τ)Ωnh is closed. In particular φ -simple systems always
possess an invariant measure. Moreover, if the number of degrees of freedom r = 2, the existence of a
basic invariant measure is equivalent to the φ -simplicity of the system.
Weak Noetherianity of our results
An interesting observation is that the definition of the gyroscopic tensor T only depends on the
kinetic energy and on the constraints. Therefore, any dynamical feature of the system that is derived
as a consequence of the properties of T , continues to hold in the presence of an arbitrary potential that
is G-invariant. Following the terminology of Fasso` et al [14, 16], we shall say that such dynamical
features are weakly Noetherian.5 In particular, our treatment shows that the Chaplygin Hamiltonisa-
tion of a φ -simple Chaplygin system, and the preservation of a basic measure by a Chaplygin system,
are weakly Noetherian (Corollaries 3.14 and 3.25 item (iii)).
Chaplygin Hamiltonisation of the multi-dimensional Veselova problem
Fedorov and Jovanovic´ [19, 20] provided the first example of a nonholonomic Chaplygin system
with arbitrary number of degrees of freedom that allows a Chaplygin Hamiltonisation. Their example
is a multi-dimensional generalisation of the Veselova problem [51, 50] with a special type of inertia
tensor.
In Section 4.2 we prove that the problem considered by Fedorov and Jovanovic´ [19, 20] is φ -
simple (Theorem 4.3) so the Chaplygin Hamiltonisation of the problem may be understood within our
geometric framework.
Other examples of φ -simple Chaplygin systems with an arbitrary number of degrees of freedom
are the multi-dimensional generalisation of the problem of a symmetric rigid body with a flat face
that rolls without slipping or spinning over a sphere [24] and the multi-dimensional rubber Routh
sphere [25]. We conjecture that other multi-dimensional Hamiltonisable Chaplygin nonholonomic
systems considered by Jovanovic´ [31, 33] are also φ -simple. If our conjecture holds, then the notion
of φ -simplicity places all of these examples within a comprehensive geometric framework.
Structure of the paper
5Fasso` et al used the terminology “weakly Noetherian” to refer to those first integrals of a nonholonomic system with
symmetry that persist under the addition of an invariant potential.
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We begin by presenting a brief introduction to nonholonomic systems, that recalls known results,
in Section 2. This serves to introduce the notation and makes the paper self-contained. The core of
the paper is Section 3 that focuses on the geometric study of G-Chaplygin systems. In this section
we give a coordinate-free definition of the gyroscopic tensor T and prove the results described above.
The relationship of T with previous constructions in the literature is described in Section 3.6. In
Section 4 we treat the examples. Apart from the treatment of the multi-dimensional Veselova problem
described above, we illustrate our geometric constructions for the nonholonomic particle. We finish
the paper by indicating some open problems in Section 5, and with a couple of appendices. The first
appendix reviews some geometric constructions that are necessary to give intrinsic proofs within the
text and the second contains the proof of a pair of technical lemmas that are used in Section 4.2.
In order to help the reader to keep track of the results in the text we recall again the main results
and indicate their appearance on the text:
● Definition 3.3 defines the gyroscopic tensor T and Proposition 3.4 shows that the definition is
unambiguous.
● Theorem 3.8 proves that the reduced equations of motion may be formulated as the almost
symplectic system (1.2) in terms of the almost symplectic form Ωnh = Ωcan +ΩT , with ΩT
given by (1.3). (This is an alternative construction of Ωnh with respect to previous references
[47, 11, 13]).
● The conditions for measure preservation in terms of the 1-form Θ given by (1.4) are stated in
Theorem 3.11. This is a reformulation of the main result in Cantrijn et al [11].
● The main original results of the paper that state the properties of φ -simple systems defined by
condition (1.5) are presented in Theorem 3.21.
● Finally, Theorem 4.3 states that the multi-dimensional Veselova problem considered by Fedorov
and Jovanovic´ [19, 20] is φ -simple.
Glossary of symbols
Nonholonomic Chaplygin systems
Q n-dimensional configuration manifold,
D ⊂ T Q rank r < n vector subbundle defined by nonholonomic constraints,⟪⋅, ⋅⟫ kinetic energy metric on Q,P ∶ T Q→D bundle projector associated to the orthogonal decomposition T Q =D⊕D⊥
defined by the kinetic energy metric ⟪⋅, ⋅⟫,
G symmetry group of dimension n− r acting freely and properly on Q,
g Lie algebra of G,
S =Q/G shape space (differentiable manifold of dimension r),
pi ∶Q→ S principal bundle projection,
hor horizontal lift associated to the principal connection D,⟪⋅ , ⋅⟫− induced kinetic energy on S, defined by (3.20),T gyroscopic tensor ((1,2) tensor field on S), defined by (3.2),
τS ∶ T∗S→ S canonical bundle projection,
λS ∈Ω1(T∗S) Liouville 1-form on T∗S defined by (3.40),
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Ωcan = −dλS canonical symplectic form on T∗S,
ν =Ωrcan Liouville volume form on T∗S,
ΩT gyroscopic 2-form on T∗S, defined by (3.13),
Ωnh =Ωcan+ΩT almost symplectic structure on T∗S,
H ∈C∞(T∗S) reduced Hamiltonian,
Xnh ∈X(T∗S) vector field describing the reduced dynamicscharacterised by iXnhΩnh = dH (see Theorem 3.8),
Θ ∈Ω1(S) 1-form that is exact if and only if Xnh preserves a basic volume form
(defined in (3.26)), (see Theorem 3.11),
Ψ ∶ T Q×Q T Q→ g curvature form of the principal connection D (defined by (3.45)).
Geometry
Ω1(M) space of 1-forms on the manifold M,
X(M) space of vector fields on the manifold M,
Γ(E) space of sections of the vector bundle E,
Y ` ∈C∞(E∗) linear function induced by Y ∈ Γ(E), where E is a vector bundle (defined by (A.1)),
β ♯ ∈X(S) metric dual of the 1-form β ∈Ω1(S) (defined by (A.2)),
Y ♭ ∈Ω1(S) metric dual of the vector field Y ∈X(S) (defined by (A.2)),
γv ∈X(T∗S) vertical lift of γ ∈Ω1(S) (defined by (A.4)),
Y∗c ∈X(T∗S) complete lift of Y ∈X(S) (defined by (A.5)),
Ξq quadratic function on T
∗S associated to the
type (2,0) tensor Ξ on S, (defined by (A.9)).♯m ∶ T∗m M→ TmM♭m ∶ TmM→ T∗m M musical isomorphisms on the Riemannian manifold Mat the point m ∈M (defined by (A.2), (A.3)).
2 Preliminaries
We present a rather synthetic review of known results in the theory of nonholonomic systems that sets
the notation and basic notions that will be used in Section 3 ahead.
2.1 Nonholonomic systems
A nonholonomic system consists of a triple (Q,D,L) where Q is the configuration space, D ⊂ T Q
is a vector sub-bundle whose fibres define a non-integrable constraint distribution on Q and L is the
Lagrangian. The configuration space Q is an n-dimensional smooth manifold, D has rank 2 ≤ r < n
and models n− r independent linear constraints on the velocities of the system, and the Lagrangian
L ∶ T Q→R is of mechanical type, namely
L =K−U,
where the kinetic energy K defines a Riemannian metric ⟪⋅, ⋅⟫ on Q and U ∶ Q→ R is the potential
energy.
The vector sub-bundle D ⊂ T Q is the velocity phase space of the system and the dynamics are
described by a second order vector field on D which is determined by the Lagrange-D’Alembert prin-
ciple of ideal constraints. Classical references on the subject are [45, 49]. For an intrinsic definition
of the vector field describing the dynamics see, for instance, [41].
An equivalent formulation of the dynamics may be given in the momentum phase space D∗ (the
dual bundle of D) that is a rank r vector bundle over Q which is isomorphic to D. The space D∗ is
November 20, 2019
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equipped with an almost Poisson structure which codifies the reaction forces in a geometric manner.
The dynamics on D∗ is described by a vector field which is obtained as the contraction of the almost
Poisson structure on D∗ and the Hamiltonian function, which is the energy of the system. This for-
mulation has its origins in [48, 43, 29]. In the following section we review this construction, which is
useful for our purposes. Our description follows closely the exposition in [26, 40] (see also [21]).
2.2 Almost Poisson formulation of nonholonomic systems
Let iD ∶D↪ T Q be the canonical bundle inclusion and P ∶ T Q→D the bundle projection associated to
the orthogonal decomposition T Q = D⊕D⊥ defined by the kinetic energy metric. Passing to the dual
spaces we respectively get the bundle projection and the bundle inclusion
i∗D ∶ T∗Q→D∗, P∗ ∶D∗↪ T∗Q.
The nonholonomic bracket of the functions ϕ,ψ ∈C∞(D∗) is the smooth function on D∗ defined
by {ϕ,ψ}D∗ ∶= {ϕ ○ i∗D,ψ ○ i∗D}T∗Q ○P∗, (2.1)
where {⋅, ⋅}T∗Q denotes the canonical Poisson bracket on the cotangent bundle T∗Q [40]. The non-
holonomic bracket is skew-symmetric and satisfies Leibniz rule. On the other hand, the Jacobi identity
is satisfied if and only if D is integrable and the constraints are holonomic (see Theorem 2.2 below).
For nonholonomic constraints, the failure of the Jacobi identity leads to the notion of an almost Pois-
son bracket.
The Lagrangian L passes via the usual Legendre transform to the Hamiltonian function h ∈C∞(T∗Q),
which is the sum of the kinetic and potential energy of the system. Explicitly, for α ∈ T∗q Q we have
h(α) = 1
2
∥α∥2+U(q),
where ∥ ⋅∥ denotes the norm on the fibres of T∗Q induced by the kinetic energy Riemannian metric K
on Q. The constrained Hamiltonian is defined by hc ∶= h○P∗ ∈C∞(D∗).
The dynamics of the system is defined by the flow of the vector field Xnh on D∗ defined as the
derivation
Xnh[ϕ] = {ϕ,hc}D∗ , ϕ ∈C∞(D∗). (2.2)
Local expressions for the nonholonomic bracket, for Xnh, and the corresponding equations of motion
are given below.
Linear structure of the nonholonomic bracket
The momentum phase space D∗ is a vector bundle τ ∶ D∗ → Q and, according to this structure, it is
convenient to give special attention to two kinds of functions. Linear functions on D∗ are charac-
terised by being linear when restricted to the fibres. On the other hand basic functions on D∗ only
depend on the base point. We now review how the nonholonomic bracket is determined by its value
on functions that are either basic or linear.
We begin by noting that there is a one-to-one correspondence between the space of linear functions
on D∗ and the space of sections Γ(D). Such correspondence is the following: to a section Y ∈ Γ(D)
we associate the function Y ` ∈C∞(D∗) given by
Y `(α) = α(Y(τ(α))), α ∈D∗.
November 20, 2019
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On the other hand, smooth functions on Q are in one-to-one correspondence with basic functions on
D∗. If f is a basic function on D∗ we denote by f˜ ∈C∞(Q) the unique function satisfying f = f˜ ○τ . In
the following proposition, and for the rest of the paper, [⋅, ⋅] denotes the Jacobi-Lie bracket of vector
fields.
Proposition 2.1. ([40, Proposition 2.3]) Let Y `,Z` be the linear functions on D∗ corresponding to the
sections Y,Z ∈ Γ(D), and let f ,k be basic functions on D∗. We have
{Y `,Z`}D∗ = −(P[Y,Z])`, { f ,Y `}D∗ =Y [ f˜ ]○τ, { f ,k}D∗ = 0,
where f = f˜ ○τ .
In particular, the proposition shows that the nonholonomic bracket satisfies the following properties:● The bracket of linear functions is linear.● The bracket of a linear and a basic function is basic.● The bracket of basic functions vanishes.
Brackets with these properties often appear in mechanics and were termed linear brackets in [40] (see
also [26]).
Local expressions
Consider a local basis {ei}ri=1 of sections of D in an open subset of Q with local coordinates (q˜a),
a = 1, . . . ,n. Let
qa ∶= q˜a ○τ, a = 1, . . . ,n, pi ∶= e`i , i = 1, . . . ,r.
Then (qa, pi) is a system of local coordinates on D∗ consisting of basic and linear functions on D∗.
Proposition 2.1 implies that the nonholonomic bracket is determined in this coordinate system by the
relations {qa,qb}D∗ = 0, {qa, pi}D∗ = ρai , {pi, p j}D∗ = − r∑
k=1Cki j pk,
where the coefficients ρai and C
k
i j depend on (qa) and are defined by the relations
ei = n∑
a=1ρai
∂
∂ q˜a
, P[ei,e j] = r∑
k=1Cki jek.
In view of (2.2), the equations of motion in these variables take the form
q˙a = r∑
i=1ρai
∂hc
∂ pi
, p˙i = − n∑
a=1ρai
∂hc
∂qa
− r∑
k=1Cki j pk
∂hc
∂ p j
.
The specific form of the constrained Hamiltonian in these variables is
hc(qa, pi) = 12 r∑i, j=1Ki j(q)pi p j +U(q),
where Ki j are the entries of the inverse matrix of the positive definite matrix with entries Ki j = ⟪ei,e j⟫.
It is shown in [48] that the bracket {⋅, ⋅}D∗ satisfies the Jacobi identity if and only if the distribution
D is integrable and hence the constraints are holonomic. Although we have no need in this paper for
this fact, we take the opportunity to present a coordinate-free proof.
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Theorem 2.2. The almost Poisson bracket {⋅, ⋅}D∗ satisfies the Jacobi identity if and only if the distri-
bution D is integrable.
Proof. Throughout the proof, for ϕ ∈C∞(D∗) we denote by Xϕ the vector field on D∗ defined as the
derivation Xϕ[ψ] = {ψ,ϕ}D∗ , ψ ∈C∞(D∗).
Suppose that {⋅, ⋅}D∗ satisfies the Jacobi identity so it is a Poisson bracket. Because of Frobenius
theorem, in order to show that D is integrable, it is enough to prove that P[Y,Z] = [Y,Z] for any
sections Y,Z of D. Considering that
{ f ,Y `}D∗ =Y [ f˜ ]○τ,
for f = f˜ ○ τ , we deduce that XY ` is τ-projectable on Y . Consequently, the Lie bracket [XY ` ,XZ`] is
τ-projectable on [Y,Z]. On the other hand, using our assumption that {⋅, ⋅}D∗ is a Poisson bracket we
obtain [XY ` ,XZ`] = −X{Y `,Z`}D∗ = XP[Y,Z]` ,
which implies that the vector field [XY ` ,XZ`] is τ-projectable on P[Y,Z]. Therefore, P[Y,Z] = [Y,Z],
and D is integrable.
Conversely, assume that D is integrable. Then, we have P[Y,Z] = [Y,Z] for any sections Y,Z of
D. Using this in Proposition 2.1, shows that the Jacobi identity holds for basic and linear functions.
Namely, {{ϕ,ψ}D∗ ,µ}D∗ +{{µ,ϕ}D∗ ,ψ}D∗ +{{ψ,µ}D∗ ,ϕ}D∗ = 0,
if ϕ , ψ and µ are linear or basic functions on D∗. Since the bracket is determined by its value on these
kinds of functions, we conclude that the Jacobi identity holds for general functions on D∗.
2.3 Nonholonomic systems with symmetries and reduction
For the purposes of this paper a nonholonomic system with symmetry is a nonholonomic system(Q,D,L) together with a Lie group G, that acts freely and properly on Q, and satisfies the following
properties:
(i) G acts by isometries on Q and the potential energy U is G-invariant,
(ii) D is G invariant in the sense that T g(Dq) =Dg⋅q for all g ∈G.
We shall now give a description of the reduction of the system in terms of almost Poisson struc-
tures. We begin with the following.
Proposition 2.3. Consider a nonholonomic system with symmetry (Q,D,L) with symmetry group
G. Then G defines a free and proper action on D∗ that leaves the constrained Hamiltonian and the
nonholonomic bracket invariant. Moreover, the vector field Xnh on D∗ that describes the dynamics is
equivariant.
Proof. Recall that the tangent lift of the action of G on Q is a free and proper action of G on T Q
defined by
g ⋅v ∶= (Tqg)(v) ∈ Tg⋅qQ,
where g ∈ G, v ∈ TqQ and q ∈ Q. The G-invariance of D implies that this action restricts to a free and
proper action of G on D ⊂ T Q.
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Recall also that the cotangent lift defines a free and proper action of G on T∗Q, sending α ∈ T∗q Q
into the covector g ⋅α ∈ T∗g⋅qQ that is defined by(g ⋅α)(u) ∶= α(g−1 ⋅u),
where u ∈ Tg⋅qQ. As before, the G-invariance of D implies that this action restricts to a free and proper
action of G on D∗. Indeed, such action is defined by the above formula but with the restrictions that
α ∈D∗q and the tangent vector u ∈Dg⋅q. This proves the first statement of the proposition.
Next, as a consequence of the invariance of D and of the kinetic energy metric, it follows that both
the projector P ∶ T Q→D, and the dual morphism P∗ ∶D∗→ T∗Q, are G-equivariant. Namely,P(g ⋅v) = g ⋅P(v), P∗(g ⋅α) = g ⋅P∗(α), (2.3)
for v ∈ T Q, α ∈ D∗. On the other hand, our assumptions clearly imply that the Hamiltonian h is also
invariant and therefore the same is true about the constrained Hamiltonian hc = h○P∗ as claimed.
Now recall that the cotangent lifted action of G on T∗Q preserves the canonical Poisson bracket{⋅, ⋅}T∗Q (see e.g. [44]). Moreover, in virtue of the invariance of D, both the canonical inclusion
iD ∶ D→ T Q and the dual projection i∗D ∶ T∗Q→ D∗ are G-equivariant. These observations, together
with (2.3) show that the nonholonomic bracket defined by (2.1) is also G-invariant.
Finally, the equivariance of Xnh follows from its definition (2.2) and the above observations.
Denote by D∗ ∶= D∗/G the orbit space which, as a consequence of the above proposition, is
a smooth manifold, and let Π ∶ D∗ → D∗ be the orbit projection which is a surjective submersion.
The invariance of the nonholonomic bracket proved above implies the existence of a well-defined al-
most Poisson bracket {⋅, ⋅}D∗ on the reduced space D∗ defined by the restriction of the nonholonomic
bracket to invariant functions on D∗. In other words{ϕ¯ ○Π,ψ¯ ○Π}D∗ = {ϕ¯,ψ¯}D∗ ○Π, for ϕ¯,ψ¯ ∈C∞(D∗). (2.4)
Note that the orbit space D∗ is a vector bundle over the shape space S ∶= Q/G, so the reduced
bracket {⋅, ⋅}D∗ may also be described by its value on linear and basic functions. In order to give
such description, first notice that the space of linear functions on D∗ may be identified with the space
Γ(D)G of G-equivariant sections of D:
Γ(D)G ∶= {X ∈ Γ(D) ∶ X is G-equivariant }.
Moreover, if X ∈Γ(D)G then X is pi-projectable to a vector field X˜ on S =Q/G, where pi ∶Q→ S denotes
the principal bundle projection. The following proposition is a direct consequence of Proposition 2.1
and Equation (2.4).
Proposition 2.4. Let Y `,Z` be the linear functions on D∗ =D∗/G corresponding to the sections Y,Z ∈
Γ(D)G, and let f ,k be basic functions on D∗ =D∗/G. Then,
{Y `,Z`}D∗ = −(P[Y,Z])`, { f ,Y `}D∗ = Y˜ [ f˜ ]○τ, { f ,k}D∗ = 0,
where f = f˜ ○τ , τ ∶D∗→ S is the vector bundle projection, and Y˜ denotes the unique vector field on S
that is pi-related to Y .
On the other hand, the invariance of the constrained Hamiltonian hc, guaranteed by Proposi-
tion 2.3, implies the existence of a reduced Hamiltonian H ∈C∞(D∗) such that hc = H ○Π. Also,
the equivariance of Xnh implies the existence of a reduced vector field Xnh on D∗, that is Π-related to
Xnh and describes the reduced dynamics of the system. As one may expect, we have:
November 20, 2019
THE GEOMETRY OF NONHOLONOMIC CHAPLYGIN SYSTEMS REVISITED 11
Proposition 2.5. The reduced vector field Xnh may be described in an almost Poisson manner with
respect to the reduced almost Poisson bracket {⋅, ⋅}D∗ and the reduced Hamiltonian H ∈C∞(D∗). In
other words
Xnh[ϕ] = {ϕ,H}D∗ , for all ϕ ∈C∞(D∗).
Proof. Let ϕ ∈C∞(D∗). Using (2.2) and the fact that Xnh is Π-projectable to Xnh, we have
Xnh[ϕ]○Π = Xnh[ϕ ○Π] = {ϕ ○Π,hc}D∗ = {ϕ ○Π,H ○Π}D∗ = {ϕ,H}D∗ ○Π,
where we have used (2.4) in the last equality. Equation (2.5) follows from the above relation since Π
is surjective.
3 Geometry of nonholonomic Chaplygin systems revisited
We now come to our main subject of study which are nonholonomic G-Chaplygin systems. Roughly
speaking a nonholonomic G-Chaplygin system is a nonholonomic system with symmetry group G
for which the symmetry directions are incompatible with the constraints. An example is a ball that
rolls without slipping on a horizontal plane with symmetry group G =R2 acting by horizontal trans-
lations. The system is obviously invariant under a horizontal translation of the origin of the inertial
frame. However, a pure horizontal translation of the ball that does not involve rolling violates the
nonholonomic constraint. The precise definition is the following.
Definition 3.1. A nonholonomic G-Chaplygin system is a nonholonomic system with symmetry as
defined in section 2.3 for which the following splitting is valid for all q ∈Q:
TqQ =Dq⊕(g ⋅q), (3.1)
where g denotes the Lie algebra of G and g ⋅q the tangent space to the G-orbit through q.
Remark 3.2. Suppose that the curve (q(t), q˙(t)) is a solution of the nonholonomic system G-Chaplygin
system with the property that q(t) is contained in a G-orbit on Q for all t ∈R. The transversality con-
dition (3.1), and the nonholonomic constraints q˙(t) ∈ Dq(t), imply that q˙(t) = 0 and hence q(t) = q0,
and the solution is an equilibrium of the system. This shows that the only relative equilibria of a
nonholonomic G-Chaplygin system are actual equilibria.
The study of Chaplygin systems goes back to Chaplygin. There are many references in the lit-
erature that focus on the geometry of these systems [47, 1, 36, 6, 13, 11]. As mentioned in the
introduction, the purpose of this paper is to show that the main features of G-Chaplygin systems are
conveniently encoded in the gyroscopic tensor which is a (1,2)-tensor field on S that measures the
interplay between the kinetic energy metric and the non-integrability of the constraint distribution. We
also identify some conditions on the gyroscopic tensor that imply measure preservation and Hamil-
tonisation. The relationship between our definition of the gyroscopic tensor and other tensors that
have appeared before in the literature is discussed in subsection 3.6.
We shall denote by pi ∶Q→Q/G ∶= S the principal bundle projection, and continue to refer to the
base manifold S as the shape space. Note that condition (3.1) forces the dimension of S to coin-
cide with the rank r ≥ 2 of D, and the dimension of G to be n− r. We will say that the Chaplygin
nonholonomic system has r degrees of freedom.
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3.1 The gyroscopic tensor
In order to give the definition of the gyroscopic tensor, we recall from Koiller [36] that the con-
dition (3.1) implies that the fibres of D may be interpreted as the horizontal spaces of a principal
connection on the principal G-bundle pi ∶Q→ S. Such a principal connection defines a horizontal lift
that to a vector field Y on S assigns the equivariant vector field hor Y on Q taking values on the fibres
of D and which is pi-related to Y .
Definition 3.3. Let Y,Z ∈X(S). The gyroscopic tensor T is defined by assigning to Y,Z the following
vector field on S: T (Y,Z)(s) = (Tqpi)(P [ hor Y , hor Z ](q))− [Y,Z](s), (3.2)
for s ∈ S, with q ∈Q and pi(q) = s, and where P ∶ T Q→D denotes the orthogonal projector.
We begin by proving that T is well defined and is indeed a tensor.
Proposition 3.4. The gyroscopic tensor T is well defined and is a skew-symmetric tensor field of type(1,2) on S.
Proof. First we prove that T is well defined. Let q,q′ ∈ Q such that pi(q) = pi(q′). Then there exists
g ∈ G satisfying q′ = g ⋅ q. Since hor Y and hor Z are equivariant, the same is true about their Lie
bracket, and hence [ hor Y , hor Z ](g ⋅q) = g ⋅ [ hor Y , hor Z ](q).
This equation, together with the equivariance of the projector P shown in Equation (2.3) above, im-
plies P [ hor Y , hor Z ](g ⋅q) = g ⋅P [ hor Y , hor Z ](q).
Therefore, (Tq′pi)(P [ hor Y , hor Z ](q′)) = (Tqpi)(P [ hor Y , hor Z ](q)) ,
and T is well defined.
Now, it is clear that T is R-bilinear, so, in order to prove that T is a tensor field, we only need to
show that T ( fY,Z) = fT (Y,Z), for f ∈C∞(S). (3.3)
To prove this first notice that
hor fY = ( f ○pi)hor Y ,
so, using that hor Z is invariant and pi-projectable onto Z together with the standard properties of the
Lie bracket, we have
[ hor fY , hor Z](q) = ( f ○pi)(q)[ hor Y hor Z](q)−(hor Z)[ f ○pi](q) hor Y(q)= f (s)[ hor Y , hor Z](q)−Z[ f ](s) hor Y(q),
where pi(q) = s. Since hor Y is a section of D, then P( hor Y) = hor Y , and therefore,
P[ hor fY , hor Z](q) = f (s)P[ hor Y , hor Z](q)−Z[ f ](s) hor Y(q).
Finally, given that hor Y is pi-projectable onto Y we obtain
(Tqpi)(P[ hor fY , hor Z](q)) = −Z[ f ](s)Y(s)+ f (s)(Tqpi)(P[ hor Y , hor Z](q)). (3.4)
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On the other hand, we have
[ fY,Z](s) = f (s)[Y,Z](s)−Z[ f ](s)Y(s). (3.5)
The proof of (3.3) follows immediately by substituting equations (3.4) and (3.5) into the definition
(3.2) of the gyroscopic tensor T . The skew-symmetry of T is obvious.
We proceed to show that T = 0 if the constraints are holonomic.
Proposition 3.5. The gyroscopic tensor T vanishes if the constraints are holonomic.
Proof. Let Y , Z be vector fields on S = Q/G. If D is integrable, then it is involutive, and hence[ hor Y, hor Z] ∈ Γ(D). Thus,
P[ hor Y, hor Z] = [ hor Y, hor Z].
Moreover, given that the vector fields hor Y and hor Z are pi-projectable on Y and Z, their Lie bracket[ hor Y, hor Z] is pi-projectable on [Y,Z]. Therefore, for any q ∈Q, we have
(Tqpi)(P[ hor Y, hor Z](q)) = [Y,Z](pi(q))
which implies that T = 0.
On the other hand, the vanishing of the gyroscopic tensor T does not imply that the constraints
are holonomic. A simple example to illustrate this is the motion of a vertical rolling disk that rolls
without sliding on the plane that we present at the end of this section. Before doing that, we give local
expressions for the gyroscopic tensor.
Let (s1, . . . ,sr) be local coordinates on S. Then T is determined by its action on the coordinate
vector fields as T ( ∂
∂ si
,
∂
∂ s j
) = r∑
k=1Cki j(s) ∂∂ sk ,
where the coefficients Cki j(s) are defined by the relations
P ([horq( ∂∂ si ) , horq( ∂∂ s j )]) = r∑k=1Cki j(s)horq( ∂∂ sk ) . (3.6)
The above relation follows immediately from Definition 3.3 since the commutator of the coordinate
vector fields vanishes. Following [24], we refer to Cki j(s) as the gyroscopic coefficients. Note that the
skew-symmetry of T implies that Cki j(s) = −Ckji(s).
We close this section by presenting some of the details of the calculation that shows that T = 0 for
the vertical rolling disk. In our treatment we follow the notation of [7].
Example: The vertical rolling disk. The configuration space for the system is Q = R2 × S1 × S1 ∋(x,y,ϕ,θ). The coordinates (x,y) and the angle ϕ specify, respectively, the contact point and the
orientation of the disk with respect to an inertial frame {e1,e2}. On the other hand, θ denotes an
internal angle of the disk (see Figure 3.1).
The constraints of rolling without slipping are
x˙ = Rcosϕθ˙ , y˙ = Rsinϕθ˙ ,
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θ
ϕ
(x,y)e1
e2
Figure 3.1: Vertical rolling disk.
where R is the radius of the disk, and hence
D = span{∂ϕ ,∂θ +Rcosϕ∂x+Rsinϕ∂y} . (3.7)
We assume that the disk is homogeneous so the pure kinetic energy Lagrangian is given by
L = 1
2
(m(x˙2+ y˙2)+ Iϕ˙2+Jθ˙ 2) , (3.8)
where m is the mass of the disk and I and J are the moments of inertia of the disk with respect to the
axes that pass through the disk’s center and are, respectively, normal to the plane and normal to the
surface of the disk.
The system may be considered as a G-Chaplygin system with G =R2 acting by translations. The
shape space is the 2-torus T2 with coordinates (ϕ,θ) and bundle projection pi ∶ Q → T2 given by
pi(x,y,ϕ,θ) = (ϕ,θ). The horizontal lifts of the coordinate vector fields are
hor ∂ϕ = ∂ϕ , hor ∂θ = ∂θ +Rcosϕ∂x+Rsinϕ∂y.
Therefore, [ hor ∂ϕ , hor ∂θ ] = −Rsinϕ∂x+Rcosϕ∂y.
It is immediate to check that the above vector field on Q is perpendicular to D given by (3.7) with
respect to the Riemannian metric defined by the Lagrangian (3.8). It follows that P[ hor ∂ϕ , hor ∂θ ] =
0 and hence also T (∂ϕ ,∂θ) = 0. Therefore T vanishes identically as claimed.
3.2 Almost symplectic structure of the reduced dynamics
The reduced equations for nonholonomic Chaplygin systems can be formulated in almost symplectic
form. Namely, the reduced vector field Xnh describing the reduced dynamics is determined by an
equation of the form iXnhΩnh = dH, where H is the reduced Hamiltonian and Ωnh is a non-degenerate
2-form which is not necessarily closed. This structure of the equations seems to have been first noticed
by Stanchenko [47, Theorem 1] in the case of an abelian symmetry group G, and by Cantrijn et al [11,
Equation (17)] in the general case. This formulation of the equations is useful because the gyroscopic
reaction forces that make the system non-Hamiltonian are encoded in the ‘non-closed’ part of Ωnh,
and this interpretation allows one to give a geometric interpretation of Chaplygin’s multiplier method
for Hamiltonisation (see Section 3.5 below).
As explained by Ehlers et al in [13], (see also [27]), a construction of the almost symplectic 2-
formΩnh may be given utilising the momentum map of the G-action and the curvature of the principal
connection defined by the constraints. In this section we give an alternative construction of Ωnh in
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terms of the gyroscopic 2-form ΩT , that is defined by (3.13) below using the gyroscopic tensor T in
a way that resembles the definition of the Liouville 1-form on a cotangent bundle. The equivalence of
the two approaches is proved at the end of Section 3.6. The main result of this section is Theorem 3.8.
We begin with the following:
Proposition 3.6. The reduced space D∗ =D∗/G is naturally identified with the cotangent bundle T∗S
(recall that S =Q/G is the shape space).
Proof. There is a vector bundle isomorphism I ∶D/G→ T S defined by I([v]) = (Tqpi)(v) for v ∈ Dq.
The inverse morphism is given by I−1(u) = [horqu], where u ∈ Tpi(q)S, and horq ∶ Tpi(q)S→Dq ⊆ TqQ is
the horizontal lift to Dq induced by the principal connection. The dual isomorphisms, I∗ ∶ T∗S→D∗
and (I−1)∗ ∶D∗→ T∗S, define our desired identification and are given by
I∗(α) = [(T∗q pi)(α)∣Dq], (I−1)∗([β ])(u) = β(horqu), (3.9)
for α ∈ T∗pi(q)S, β ∈D∗q and u ∈ Tpi(q)S.
The proposition above allows us to transfer the reduced almost Poisson structure described by
Proposition 2.4 on D∗ onto T∗S. The resulting bracket on T∗S, that will be denoted by {⋅, ⋅}T∗S, is
again linear and the following proposition, whose proof is postponed until the end of this subsection,
gives its description in terms of the gyroscopic tensor T . Note that we continue using the construction
outlined in section 2.2 for general vector bundles and identify the linear functions on T∗S with vector
fields on S.
Proposition 3.7. Let Y `,Z` be the linear functions on T∗S corresponding to the vector fields Y, Z ∈
X(S), and let f ,k be basic functions on T∗S. Then,
{Y `,Z`}T∗S = −[Y,Z]`−T (Y,Z)`, { f ,Y `}T∗S =Y [ f˜ ]○τS, { f ,k}T∗S = 0,
where f = f˜ ○τS and τS ∶ T∗S→ S is the canonical projection.
Let (s1, . . . ,sr) be local coordinates on S and let (s1, . . . ,sr, p1, . . . pr) be the induced bundle coor-
dinates on T∗S (i.e. an element α ∈ T∗S is written as α =∑ pidsi). We have ( ∂∂ s j )` = p j and therefore
the above proposition implies that the almost Poisson bracket {⋅, ⋅}T∗S is given locally by
{pi, p j}T∗S = − r∑
k=1Cki j(s)pk, {si, p j}T∗S = δ ij, {si,s j}T∗S = 0, (3.10)
where δ ij is the Kronecker delta and C
k
i j(s) are the gyroscopic coefficients determined by (3.6).
Denote by ΛT∗S the bivector on T∗S determined by the almost Poisson bracket {⋅, ⋅}T∗S, that is,
ΛT∗S(dϕ,dµ) = {ϕ,µ}T∗S,
for ϕ,µ ∈C∞(T∗S), and let Λ♯T∗S be vector bundle morphism Λ♯T∗S ∶ T∗(T∗S)→ T(T∗S) defined by
Λ♯T∗S(β) =ΛT∗S(⋅,β). Equations (3.10) imply that Λ♯T∗S has block matrix representation
Λ♯T∗S = ( 0 I−I −C) ,
with respect to the bases {dsi,d pi} of T∗(s,p)(T∗S) and { ∂∂ s j , ∂∂ p j } of T(s,p)(T∗S). Here I denotes the
r× r identity matrix and C the r× r matrix with entries Ci j =∑rk=1Cki j(s)pk. It is clear that the above
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matrix for Λ♯T∗S is invertible. As a consequence, there is a unique non-degenerate 2-form Ωnh on T∗S
whose induced bundle morphism Ω♭nh ∶ T(T∗S)→ T∗(T∗S), defined by Ω♭nh ∶U ↦Ωnh(U, ⋅) = iUΩnh,
is the inverse of Λ♯T∗S. Its matrix representation is
Ω♭nh = (Λ♯T∗S)−1 = (−C −II 0 ) , (3.11)
and so
Ω♭nh( ∂∂ si ) = d pi+ r∑j,k=1Cki j(s)pk ds j, Ω♭nh( ∂∂ pi ) = −dsi.
Therefore, Ωnh is locally given by
Ωnh = n∑
k=1dsi∧d pi+∑i< j
r∑
k=1Cki j(s)pk dsi∧ds j. (3.12)
In order to give an intrinsic definition of Ωnh, we start by defining the gyroscopic 2-form ΩT on T∗S
as follows:
ΩT (α)(U,V) ∶= α (T ((TατS)(U),(TατS)(V))) , (3.13)
for α ∈ T∗S and U,V ∈ Tα(T∗S), with τS ∶ T∗S→ S the canonical projection. It is straightforward to
check that ΩT is semi-basic and that it has the following local expression in bundle coordinates
ΩT =∑
i< j
r∑
k=1Cki j(s)pk dsi∧ds j. (3.14)
Let Ωcan be the canonical symplectic form6 on T∗S. We define Ωnh intrinsically by:
Ωnh ∶=Ωcan+ΩT , (3.15)
so that the local expression (3.12) holds.
We will now formulate the main result of this section. In order to keep the notation simple, we
also denote by H and Xnh the respective pull-backs to T∗S of the reduced Hamiltonian H ∈C∞(D∗)
and the reduced vector field Xnh ∈X(D∗) by the isomorphism I∗ ∶ T∗S→D∗.
Theorem 3.8. The 2-form Ωnh defined by (3.15) is non-degenerate and characterises the reduced
vector field Xnh on T∗S uniquely by the relation
iXnhΩnh = dH, (3.16)
where H ∈C∞(T∗S) is the reduced Hamiltonian. Moreover, Ωnh is closed (and hence symplectic) if
and only if the gyroscopic tensor T vanishes.
Proof. The non-degeneracy ofΩnh follows from the local expressions given above. In particular from
the matrix representation (3.11) for Ω♭nh. Now, Proposition 2.5 together with our identification of D∗
with T∗S implies that Λ♯T∗S(dH) = Xnh and therefore Ω♭nh(Xnh) = dH which is equivalent to (3.16).
Finally, note that since Ωcan is closed, then dΩnh = dΩT . Hence, if T = 0 then dΩnh = 0. Con-
versely, suppose that dΩnh = dΩT = 0 and let γ ∈Ω1(S). Considering that the vertical lift γv ∈X(T∗S)
(defined by (A.4)) is vertical and ΩT is semi-basic we have iγvΩT = 0 and therefore
0 = iγvdΩT =LγvΩT = τ∗S (Tγ),
6our sign convention is such that locally Ωcan =∑ni=1 dsi∧d pi.
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where Tγ is the 2-form on S given by Tγ(s)(u,v) = ⟨γ(s),T (u,v)⟩ for s ∈ S and u,v ∈ TsS. Considering
that τ∗S is injective, the above equation implies that Tγ = 0 for any 1-form γ . Hence T = 0.
Taking into account (3.16), and the local expression (3.12) of Ωnh, leads to the following local
expressions that determine the reduced vector field Xnh:
s˙i = ∂H
∂ pi
, p˙i = −∂H∂ si − r∑j,k=1Cki j pk ∂H∂ p j , i = 1, . . . ,r. (3.17)
The above equations differ from the standard Hamilton equations by the presence of the terms pro-
portional to the gyroscopic coefficients Cki j. These terms correspond to gyroscopic forces that take the
system outside of the Hamiltonian realm since, in accordance to the above theorem, Ωnh is in general
not symplectic.
We note that the reduced Hamiltonian H ∈C∞(T∗S) is given in bundle coordinates by
H(si, pi) = 12 k∑i, j=1Ki j(s)pi p j +U(s), (3.18)
where U ∈C∞(S) is the reduced potential energy induced by the G-invariant potential U ∈C∞(Q) and
Ki j(s) are the entries of the inverse matrix of the positive definite matrix with entries
Ki j(s) =⟪ hor ∂∂ si , hor ∂∂ s j ⟫ , (3.19)
where we recall that ⟪⋅ , ⋅⟫ is the kinetic energy metric on Q. One can easily verify that Ki j are well
defined functions on the coordinate chart of S by using the G-invariance of the kinetic energy and of
the horizontal lift. In fact, (Ki j) is the matrix of the coefficients of the Riemannian metric ⟪⋅ , ⋅⟫− on S
characterised by ⟪X ,Y⟫− ○pis = ⟪ hor X , hor Y⟫, for X ,Y ∈X(S). (3.20)
We now use this metric to construct the tensor field B of type (2,1) on S by raising an index of T .
Namely, we define
⟨B(α,β),X⟩ = ⟨α,T (β ♯,X)⟩, for α,β ∈Ω1(S) and X ∈X(S), (3.21)
where β ♯ ∈ X(S) denotes the metric dual of the 1-form β ∈ Ω1(S) (see (A.2)). Next, we define the
semi-basic 1-form ηT on T∗S by
ηT (α)(X) = ⟨B(α,α),(TατS)(X)⟩, for α ∈ T∗S and X ∈ Tα(T∗S). (3.22)
The 1-form ηT encodes the gyroscopic forces that deviate the vector field Xnh from being Hamiltonian
in the manner that is made precise in the following proposition that will be useful ahead.
Proposition 3.9. We have
iXnhΩcan = dH +ηT ,
where ηT is the 1-form on T∗S defined by (3.22).
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Proof. In view of the almost symplectic formulation iXnhΩnh = dH, and the definitionΩnh =Ωcan+ΩT ,
it suffices to show that ηT = −iXnhΩT . Locally we have
B = r∑
i, j,k,l=1Cki jK jl ( ∂∂ sk ⊗ ∂∂ sl )⊗dsi.
This implies that ηT admits the local expression
ηT = r∑
i, j,k,l=1Cki jK jl pk pl dsi. (3.23)
A direct calculation that uses (3.14), (3.17) and (3.18), shows that the right hand side of this equation
coincides with the local expression for −iXnhΩT .
We finish this section by presenting the following:
Proof of Proposition 3.7. The almost-Poisson bracket {⋅, ⋅}T∗S on T∗S induced by the almost-Poisson
bracket {⋅, ⋅}D∗ on D∗ is given by{ϕ,µ}T∗S = {ϕ ○(I−1)∗,µ ○(I−1)∗}D∗ ○I∗, (3.24)
for ϕ,µ ∈C∞(T∗S). On the other hand, if Y ∈X(S) and f˜ ∈C∞(S), then (3.9) implies that
Y ` ○(I−1)∗ = ( hor Y)`, ( f˜ ○τS)○(I−1)∗ = f˜ ○τ, (3.25)
where hor X is interpreted as a section of D/G in virtue of its equivariance and τ ∶D∗→ S denotes the
vector bundle projection. Therefore, in view of (3.24), (3.25) and Proposition 2.4, for α ∈ T∗pi(q)S we
have {Y `,Z`}T∗S(α) = {( hor Y)`,( hor Z)`}D∗(I∗(α))= −(P[ hor Y , hor Z])`(I∗(α))= −⟨I∗(α) ,P[ hor Y , hor Z]⟩= −⟨T∗q pi(α) ,P[ hor Y , hor Z]⟩= −⟨α , Tqpi (P[ hor Y , hor Z])⟩= −⟨α , [Y,Z]+T (Y,Z)⟩= (−[Y,Z]`−T (Y,Z)`)(α),
where we have used (3.9) to give an expression for I∗(α) in the third equality. In a similar manner,
but even simpler, we have
{ f ,Y `}T∗S = { f˜ ○τ,( hor Y)`}D∗ ○I∗=Y [ f˜ ]○τ ○I∗=Y [ f˜ ]○τS,
and
{ f ,k}T∗S = { f˜ ○τ, k˜○τ}D∗ ○I∗ = 0.
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3.3 Existence of a smooth invariant measure
One of the most important invariants that a nonholonomic system may have is a smooth volume form.
For Chaplygin systems without potential forces, a necessary and sufficient condition for its existence
is that a certain 1-form on S, that we will denote by Θ, is exact (see Cantrijn et al [11, Theorem 7.5],
and also [21, Corollary 4.5]). The 1-form Θ is naturally constructed as the ordinary contraction of the
gyroscopic tensor T :
Θ(Y) ∶= r∑
j=1⟨X j , T (X j,Y)⟩, (3.26)
where {X1, . . .Xr} is a local basis of vector fields of S, {X1, . . .X r} is the dual basis, and ⟨⋅ , ⋅⟩ de-
notes the pairing of covectors and vectors on S. It is clear that Θ is well-defined (globally and in-
dependently of the basis). A local expression for Θ may be obtained by taking { ∂∂ s j } as the basis of
vector fields {X j} in its definition. In view of the definition of the gyroscopic coefficients, we get
Θ( ∂∂ si ) =∑rj=1C jji(s), and, therefore, Θ is locally given by
Θ = r∑
i, j=1C
j
ji(s)dsi. (3.27)
Recall that the cotangent bundle T∗S is equipped with the Liouville volume form ν defined as
ν ∶=Ωrcan.
Definition 3.10. A volume form µ on T∗S is basic if its density with respect to the Liouville volume
form ν is a basic function. Namely if
µ = ( f ○τS)ν ,
for a positive function f ∈C∞(S).
The relationship between Θ and the existence of an invariant measure is given in the following
theorem.
Theorem 3.11 (Cantrijn et al. [11]). Let ν =Ωrcan be the Liouville volume form on T∗S.
(i) For a Hamiltonian H = K +U, the reduced equations of motion of a nonholonomic Chaplygin
system preserve the basic measure
µ = exp(σ ○τS)ν , σ ∈C∞(S), (3.28)
if and only if Θ is exact with Θ = dσ .
(ii) In the absence of potential energy, the reduced equations posses a smooth invariant measure if
and only if it is basic (which is then characterised by item (i)).
Remark 3.12. In section 4.1 below we give an example of a Chaplygin system with non-trivial poten-
tial possessing a smooth invariant measure that is not basic. Such example shows that the conclusion
of item (ii) may not be extended to systems with potential energy.
Theorem 3.11 was proved in [11] (see also [21]) with an alternative definition of the 1-form Θ.
Here we present an alternative intrinsic proof which is based on the following lemma. In its statement,
recall that Θ♯ ∈ X(S) denotes the metric dual of Θ ∈Ω1(S) (see (A.2)), and (Θ♯)` ∈C∞(T∗S) is the
associated linear function (see (A.1)).
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Lemma 3.13. Let µ be a general (not necessarily basic) volume form on T∗S given by µ = exp(σ)ν ,
with σ ∈C∞(T∗S) and where as usual ν is the Liouville measure on T∗S. Denote by LXnh the Lie
derivative operator with respect to Xnh. Then
LXnh(µ) = (Xnh[σ]−(Θ♯)`)µ. (3.29)
The proof of this lemma is postponed to the end of the section and we proceed to give the proof
of Theorem 3.11.
Proof of Theorem 3.11. To prove item (i) consider the basic measure µ = exp(σ ○ τS)ν with σ ∈
C∞(S). Using the local expressions (3.17) and (3.18) for Xnh one shows that Xnh[σ ○ τS] = (dσ ♯)`.
Hence, in this case, (3.29) may be written as
LXnh(µ) = ((dσ ♯)`−(Θ♯)`)µ,
which implies that LXnh(µ) = 0 if and only if (dσ ♯)`−(Θ♯)` = 0 or, equivalently, dσ =Θ.
Next, we will prove item (ii) of the theorem. Suppose that the volume form µ = exp(σ)ν is
invariant under the action of Xnh. Then (3.29) implies that Xnh[σ] = (Θ♯)` and therefore, for any
γ ∈Ω1(S), we have (γv[Xnh[σ]])○0 = (γv[(Θ♯)`])○0 = ⟨γ,Θ♯⟩○τS, (3.30)
where 0 ∶ S→ T∗S is the zero section of the vector bundle τS ∶ T∗S→ S.
On the other hand, using the local equations (3.17) and (3.18) which determine to the vector field
Xnh and the local expression (A.6) of the vector field γv, we conclude that
(γv[Xnh[σ]])○0 = ⟨γ,(dσ)♯⟩○τS, ∀γ ∈Ω1(S)
with σ = σ ○0 ∈C∞(S). So, from (3.30), we deduce that
⟨γ,(dσ)♯⟩○τS = ⟨γ,Θ♯⟩○τS, ∀γ ∈Ω1(S)
which implies that dσ =Θ. Thus, using item (i), it follows that the basic volume form exp(σ ○τS)ν
is invariant under the action of Xnh.
We now present the following:
Corollary 3.14 (Stanchenko [47]). The existence of a basic invariant measure for a G-Chaplygin
nonholonomic system is weakly Noetherian. Namely, if a G-Chaplygin nonholonomic system pre-
serves a basic measure, then it continues to preserve the same basic measure under the addition of a
G-invariant potential.
Proof. The gyroscopic tensor T only depends on the kinetic energy and not on the potential. Thus,
the same is true for the 1-form Θ. In virtue of item (i) of Theorem 3.11, the preservation of a basic
measure is equivalent to the exactness of Θ, which holds independently of the potential.
We finish the section with the proof of Lemma 3.13.
Proof. Using the basic properties of the Lie derivative we have
LXnh(µ) =LXnh(exp(σ)ν) = exp(σ)(Xnh[σ]ν + r(LXnhΩcan)∧Ωr−1can). (3.31)
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On the other hand, using Cartan’s magic formula and the fact that Ωcan is closed, we getLXnhΩcan = iXnh(dΩcan)+d(iXnhΩcan) = d(iXnhΩcan),
which, in view of Proposition 3.9 allows us to write (3.31) as
LXnh(µ) = exp(σ)(Xnh[σ]ν + rdηT ∧Ωr−1can). (3.32)
However we claim that
rdηT ∧Ωr−1can = −(Θ♯)`ν . (3.33)
Note that substitution of (3.33) into (3.32) proves the lemma, so it only remains to prove that (3.33)
holds.
Let {Xi} be a local basis of X(S) and {X i} be the dual basis of Ω1(S). To prove (3.33) we will
show that the following two identities hold:
(Θ♯)` = − r∑
i=1 dηT (X∗ci ,(X i)v) , rdηT ∧Ωr−1can =
r∑
i=1 dηT (X∗ci ,(X i)v)ν , (3.34)
where the vertical lifts (X i)v and the complete lifts X∗ci are respectively defined in (A.4) and (A.5).
Starting from the local expression (3.23) of ηT and using (A.6), we have
ηT (αv) = 0, ηT (Y∗c) = r∑
i, j,k,l=1Y iCki jK jl pk pl, (3.35)
for α ∈Ω1(S) and Y ∈X(S). So, if (B,Y) is the tensor of type (2,0) on S given by
(B,Y)(α,β) = ⟨B(α,β),Y ⟩ = ⟨α,T (β ♯,Y)⟩, for α,β ∈Ω1(S), (3.36)
it follows that the quadratic function (B,Y)q on T∗S (see (A.9)) is just −ηT (Y∗c). Thus, using (A.8)
and (3.35), we deduce that
dηT (αv,Y∗c) = αv(ηT (Y∗c))−Y∗c(ηT (αv))−ηT [αv,Y∗c] = −αv((B,Y)q).
This implies that
dηT (αv,Y∗c) = r∑
i, j,k,l=1Y iαl(Cki jK jl +Cli jK jk)pk
or, equivalently,
dηT (αv,Y∗c) = −(T (α♯,Y))`−((B,Y)(α, ⋅))`,
where (B,Y)(α, ⋅) is the vector field on S which is characterized by
⟨β ,(B,Y)(α, ⋅)⟩ = (B,Y)(α,β), for β ∈Ω1(S).
Therefore,
r∑
i=1 dηT (X∗ci ,(X i)v) =
r∑
i=1(T ((X i)♯,Xi))`+
r∑
i=1((B,Xi)(X i, ⋅))`.
Now, since the gyroscopic tensor T is skew-symmetric, T ((X i)♯,Xi) = 0, for all i. In fact, if our local
basis {Xi} is orthonormal then (X i)♯ = Xi, for all i. Consequently,
r∑
i=1 dηT (X∗ci ,(X i)v) =
r∑
i=1((B,Xi)(X i, ⋅))`. (3.37)
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On the other hand, in view of the local expression (3.27) of Θ and using (3.36), we have
Θ(α♯) = −⟨α, r∑
i=1(B,Xi)(X i, ⋅)⟩, for α ∈Ω1(S).
This implies that
Θ♯ = − r∑
i=1(B,Xi)(X i, ⋅)
and, by (3.37), it follows that (Θ♯)` = − r∑
i=1 dηT (X∗ci ,(X i)v) ,
which proves that the first identity in (3.34) holds.
Now, (A.6) shows that {X∗ci ,(X i)v} is a local basis of X(T∗S) and, moreover,
Ωcan(Y∗c,αv) = α(Y)○τS, for Y ∈X(S) and α ∈Ω1(S). (3.38)
Thus, we deduce that
(rdηT ∧Ωr−1can)(X∗c1 ,(X1)v, . . . ,X∗cr ,(X r)v) == r r∑
i=1 dηT (X∗ci ,(X i)v)Ωr−1can(X∗c1 ,(X1)v, . . . , X̂∗ci , (̂X i)v, . . . ,X∗cr ,(X r)v)= r! r∑
i=1 dηT (X∗ci ,(X i)v).
On the other hand, using (3.38), it also follows that
ν(X∗c1 ,(X1)v, . . . ,X∗cr ,(X r)v) = r!
which shows that the second equation in (3.34) also holds.
3.4 Chaplygin Hamiltonisation
Within the class of Chaplygin systems with an invariant measure there is a special subclass whose
equations of motion may be written in Hamiltonian form after a time reparametrisation dt = g(s)dτ ,
for a positive function g ∈ C∞(S). This observation goes back to Chaplygin who introduced his
reducing multiplier method [12]. The geometric formulation of this procedure was given first by
Stanchenko [47]. Given that the time reparametrisation corresponds to the vector field rescaling Xnh↦
gXnh, we define:
Definition 3.15. A nonholonomic Chaplygin system is said to be Hamiltonisable if there exists a
positive function g ∈C∞(S) and a symplectic form Ω on T∗S such that the rescaled vector field gXnh
satisfies
igXnhΩ = dH.
In this case we say that the vector field Xnh is conformally Hamiltonian and that the system is Hamil-
tonisable with the time reparametrisation dt = g(s)dτ .
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In this paper it will always be the case that the 2-form Ω = g−1Ωnh. So the task is to determine
conditions that guarantee that Ωnh is closed after multiplication by a positive function g−1. If such a
function exists we shall say that Ωnh is conformally symplectic and the function g−1 will be called the
conformal factor. A characterisation of the condition that Ωnh is conformally symplectic is given in
our main Theorem 3.21 ahead in terms of the gyroscopic tensor.
Remark 3.16. We note that according to [47, 13], one could more generally have Ω = g−1(Ωnh+Ω0)
where the degenerate 2-form Ω0 satisfies iXnhΩ0 = 0. The possibility of achieving a Hamiltonisa-
tion with Ω0 ≠ 0, is not considered in this paper and therefore our approach only leads to sufficient
conditions for Hamiltonisation.
Remark 3.17. In many references Chaplygin’s Hamiltonisation procedure is presented as a time
reparametrisation together with a rescaling of the momenta. From the geometric perspective, the
rescaling of the momenta serves to obtain Darboux coordinates for the symplectic form Ω. This is
illustrated in our treatment of the nonholonomic particle in Section 4.1.
Below we show that a Hamiltonisable Chaplygin system indeed admits an invariant measure. This
is a well-known result appearing in various references, e.g. [19, 13], and which is a consequence of
the following general observation for conformally Hamiltonian systems.
Proposition 3.18. Let Ω a symplectic structure on a manifold P of dimension 2r, X a vector field on
P and g a real positive C∞-function on P such that gX is Hamiltonian vector field with respect to the
symplectic structure Ω. Then, gΩr is an invariant measure for X.
Proof. Since gX is a Hamiltonian vector field with respect to the symplectic structure Ω, it follows
that Ωr is an invariant measure for gX . Thus, using the properties of the Lie derivative operator L, we
have that
0 =LgXΩr = gLXΩr +dg∧ iXΩr.
On the other hand, considering that dg∧Ωr is a (2r+1)-form on P, it identically vanishes, and hence
0 = iX(dg∧Ωr) = X[g]Ωr −dg∧ iXΩr.
Therefore, using the properties of the Lie derivative and the above equalities, we have
LX(gΩr) = gLXΩr +X[g]Ωr = 0.
3.5 φ -simple Chaplygin systems and Hamiltonisation
We now introduce the notion of a φ -simple Chaplygin system that is central to the results of our paper.
Definition 3.19. A non-holonomic Chaplygin system is said to be φ -simple, if there exists a function
φ ∈C∞(S) such that the gyroscopic tensor T satisfies
T (Y,Z) = Z[φ]Y −Y [φ]Z, (3.39)
for all Y,Z ∈X(S).
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Remark 3.20. Considering that the definition of the gyroscopic tensor T is independent of the po-
tential energy, we conclude that the notion of φ -simplicity is weakly Noetherian. Namely, if a G-
Chaplygin nonholonomic system is φ -simple, then it continues to be φ -simple under the addition of a
G-invariant potential.
The following is the main result of the paper:
Theorem 3.21. (i) A nonholonomic Chaplygin system is φ -simple if and only ifΩnh is conformally
symplectic with conformal factor exp(φ ○τS) (i.e. d(exp(φ ○τS)Ωnh = 0).
(ii) The reduced equations of motion of a φ -simple non-holonomic Chaplygin system possess the
basic invariant measure µ = exp(σ ○τS)ν , where ν is the Liouville measure and σ = (r−1)φ .
(iii) If r = 2 then statement (ii) may be inverted: if the reduced equations of motion possess the basic
invariant measure µ = exp(φ ○τS)ν , then the system is φ -simple.
In particular, item (i) implies:
Corollary 3.22. A φ -simple Chaplygin system is Hamiltonisable after the time reparametrisation
dt = exp(−φ(s))dτ .
Remark 3.23. Recently Jovanovic´ [34] proved the existence of a Chaplygin system with r > 2 degrees
of freedom that possesses an invariant measure but does not allow a Hamiltonisation, and hence is not
φ -simple. This shows that the reciprocal of the statement in item (ii) is not true in general if r > 2.
Another example of this instance is the Chaplygin sphere treated as a Chaplygin system with G =R2.
The system has an invariant measure but, as shown in [13, Section 3], the system does not allow a
Hamiltonisation at the T∗SO(3) level.7
For the proof of Theorem 3.21 we will require the following.
Lemma 3.24. The following conditions are equivalent:
(i) Ωnh is conformally symplectic with conformal factor exp(φ ○τS),
(ii) dΩnh = −d(φ ○τS)∧Ωnh,
(iii) The gyroscopic 2-form ΩT = λS∧d(φ ○τS), where λS is the Liouville 1-form on T∗S given by
λS(α)(U) = α((TατS)(U)), for α ∈ T∗S and U ∈ Tα(T∗S). (3.40)
Proof. We have
d(exp(φ ○τS)Ωnh) = exp(φ ○τS) (d(φ ○τS)∧Ωnh+dΩnh)
which shows the equivalence of (i) and (ii).(iii) Ô⇒ (i) This result was first proved by Stanchenko [47, Proposition 2] (see also Cantrijn
et al [11, Equation (18)]). For the sake of completeness, we present a proof here. Using that Ωnh =
Ωcan+ΩT and that dΩcan = 0, we have
d (exp(φ ○τS)Ωnh) = exp(φ ○τS)(d(φ ○τs)∧(Ωcan+ΩT )+dΩT )= exp(φ ○τS)(d(φ ○τs)∧Ωcan+dΩT ) ,
7We mention that the Chaplygin sphere does allow a Hamiltonisation when reduced by the larger group SE(2). This
was first shown by Borisov and Mamaev [8], and the underlying geometry of this result was first clarified in [23].
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where we have used d(φ ○τs)∧ΩT = 0 in the second equality as is implied by item (iii). On the other
hand, taking the exterior differential in the expression ΩT = λS ∧d(φ ○τS) and using the well-known
relation dλS = −Ωcan yields
dΩT = −d(φ ○τS)∧Ωcan,
which shows that d(exp(φ ○τS)Ωnh) = 0.(ii) Ô⇒ (iii) Starting from dΩnh =−d(φ ○τS)∧Ωnh and using thatΩnh =Ωcan+ΩT and dΩcan =0,
we deduce that
dΩT = −d(φ ○τS)∧Ωcan−d(φ ○τS)∧ΩT . (3.41)
Now, let γ ∈Ω1(S) and γv ∈X(T∗S) be its vertical lift (see (A.4)). Then, since γv is a vertical vector
field (see e.g. (A.6)) and the 2-form ΩT is semi-basic, we obtain the identities
iγv(d(φ ○τS)) = 0, iγvΩT = 0.
Therefore, from (3.41), we have that
iγvdΩT = d(φ ○τS)∧ iγvΩcan, (3.42)
which in view of (A.7) becomes
iγvdΩT = −d(φ ○τS)∧τ∗S γ.
In particular, we obtain that
(iγvdΩT )○ γ = −(d(φ ○τS)∧τ∗S γ)○ γ. (3.43)
In addition, using the local expressions of the 2-form ΩT , given respectively by (3.14) and (A.6), we
can prove that (iγvdΩT )○ γ =ΩT ○ γ. (3.44)
Moreover, the definition (3.40) of the Liouville 1-form λS, implies that
(λS(γ(s)))(U) = γ(s)((Tγ(s)τS)(U)) = (τ∗S γ)(γ(s))(U),
for s ∈ S and U ∈ Tγ(s)(T∗S). In other words,
λS ○ γ = (τ∗S γ)○ γ.
Thus, from (3.43) and (3.44), we conclude that
ΩT ○ γ = −(d(φ ○τS)∧λS)○ γ,
and since the 1-form γ is arbitrary we obtain
ΩT = λS∧d(φ ○τS),
as required.
We are now ready to present the proof of Theorem 3.21.
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Proof. (of Theorem 3.21) (i) Suppose that the system is φ -simple so (3.39) holds. Using this equation
in the definition (3.13) of ΩT we have that, for α ∈ T∗S and U,V ∈ Tα(T∗S)
ΩT (α)(U,V) = dφ(TατSV)α(TατS(U))−dφ(TατSU)α(TατS(V))= d(φ ○τS)(α)(V)λS(α)(U)−d(φ ○τS)(α)(U)λS(α)(V)= λS∧d(φ ○τS)(α)(U,V).
So, it follows thatΩT =λS∧d(φ ○τS) and Lemma 3.24 implies that d(exp(φ ○τS)Ωnh) = 0 as required.
Conversely, assume that d(exp(φ ○ τS)Ωnh) = 0. Then, using again Lemma 3.24, we deduce that
ΩT = λS∧d(φ ○τS). So, from the definition (3.13) of ΩT we obtain
α (T (τS(α))((TατS)(U),(TατS)(V)) =
α ((TατS)(V)[φ](TατS)(U)−(TατS)(U)[φ](TατS)(V)) .
Therefore, since τS is a submersion, we conclude that
T (s)(Y,Z) = Z[φ]Y −Y [φ]Z, for Y,Z ∈ TsS,
that is, the system is φ -simple.(ii) This is a consequence of item (i) and Proposition 3.18 but we present a simple alternative
proof. Suppose that the system is φ -simple so (3.39) holds and let σ = (r−1)φ . Let Y ∈ X(S), then
the 1-form Θ defined by (3.26) satisfies
Θ(Y) = r∑
i=1 ⟨X i , (Y [φ]Xi−Xi[φ]Y)⟩
= rY [φ]− k∑
i=1⟨Xi,Y ⟩Xi[φ]= (r−1)Y [φ].
Therefore Θ = dσ and Theorem 3.11 implies the preservation of the measure µ = exp(σ)ν .(iii) Now suppose that r = 2 and that the reduced equations of motion preserve the basic mea-
sure µ = exp(φ ○ τS)ν . Then item (i) of Theorem 3.11 implies that Θ = dφ . In view of the local
expression (3.27) for Θ we obtain the following relations between the partial derivatives of φ and the
gyroscopic coefficients:
∂φ
∂ s1
=C221(s), ∂φ∂ s2 =C112(s).
Therefore,
T ( ∂
∂ s1
,
∂
∂ s2
) =C112(s) ∂∂ s1 +C212(s) ∂∂ s2= ∂φ
∂ s2
∂
∂ s1
− ∂φ
∂ s1
∂
∂ s2
.
The above expression shows that the φ -simplicity relation (3.39) holds for the basis { ∂∂ s1 , ∂∂ s2 }, and
hence, by linearity, for general Y,Z ∈X(S).
Corollary 3.25. (i) A purely kinetic, nonholonomic Chaplygin system with 2 degrees of freedom
possesses an invariant measure if and only if it is φ -simple.
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(ii) [Chaplygin’s Reducing Multiplier Theorem [12]] If a Chaplygin system with 2 degrees of free-
dom preserves the basic measure µ = exp(σ ○τS)ν , then the system is Hamiltonisable after the
time reparametrisation dt = exp(−σ(s))dτ .
(iii) The Hamiltonisation of a φ -simple Chaplygin system by the time reparametrisation
dt = exp(−σ(s))dτ is weakly Noetherian. Namely, the same time reparametrisation Hamil-
tonises the system under the addition of an arbitrary G-invariant potential.
Proof. (i) is a direct consequence of item (ii) of Theorem 3.11 and item (iii) of Theorem 3.21. Item(ii) follows from item (i) and Corollary 3.22. Finally, item (iii) follows from Remark 3.20.
We now show that the sufficient conditions for Hamiltonisation that were recently obtained in
Garcı´a-Naranjo [24] are equivalent to φ -simplicity. For this matter we recall the so-called hypothesis
(H) from this reference:
(H). The gyroscopic coefficients Cki j written in the coordinates (s1, . . . ,sr) satisfy:
Cki j = 0, for k ≠ i ≠ j ≠ k, C ji j =Ckik for all j,k ≠ i.
It is shown in [24] that (H) is an intrinsic condition (independent of the choice of coordinates).
Moreover, in this reference it is also shown that if (H) holds, and the basic measure µ = exp(σ)ν
is preserved by the reduced flow, then the system is Hamiltonisable with the time reparametrisation
dt = exp(σ/(1− r))dτ . Proposition 3.26 below shows that these two hypothesis taken together are
equivalent to the condition that the system is φ -simple with φ = σ/(r − 1), so the Hamiltonisation
result of [24] is a particular consequence of Corollary 3.22.
Before presenting Proposition 3.26 and its proof, we note that (H) is equivalent to the existence of
a 1-form β on S such that the gyroscopic tensor satisfies T (Y,Z) = β(Z)Y −β(Y)Z, for vector fields
Y,Z ∈ X(S). In this case, using its definition (3.26), it is easy to show that the 1-form Θ = (r−1)β .
Therefore, the condition (H) may be reformulated as:
(H’). The gyroscopic tensor satisfies
T (Y,Z) = 1
r−1 (Θ(Z)Y −Θ(Y)Z) ,
for vector fields Y,Z ∈X(S).
Proposition 3.26. A Chaplygin system is φ -simple if and only if (H) holds and the reduced equations
of motion preserve the invariant measure µ = exp(σ)ν with σ = (r−1)φ (where, as usual, ν is the
Liouville measure in T∗S).
Proof. Suppose that the Chaplygin system under consideration is φ -simple. Then, item (ii) of The-
orem 3.21 implies that the measure µ = exp(σ)ν in the statement of the proposition is preserved by
the flow of the reduced system. Moreover, because of item (i) of Theorem 3.11, the invariance of µ
implies that Θ = dσ = (r−1)dφ . Substituting dφ = 1r−1Θ in (3.39) shows that (H’) and hence also (H)
holds.
Conversely, using again item (i) of Theorem 3.11, the invariance of µ implies Θ = dσ . So (H’)
implies that the system is φ -simple with φ = σ/(r−1).
We finish this section with the following remark concerning the work of Hochgerner [28].
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Remark 3.27. Following [42] (see Proposition 16.5 in Chapter 1), the differential of Ωnh may be
written uniquely as
dΩnh =ψ + 1r−1(δΩnh)∧Ωnh,
where ψ is an “effective 3-form” with respect to Ωnh and δ is the almost symplectic codifferential
associated with Ωnh. This is Lepage’s decomposition of the 3-form dΩnh (for more details, see [42]).
In a setup that is more general than that of Chaplygin systems, Hochgerner [28, Theorem 2.3]
gives sufficient conditions for Hamiltonisation by requiring that ψ = 0, that the system is kinetic,
and there exists an invariant measure. Under these assumptions one can prove that the codifferential
δΩnh = −d(φ ○ τS) for a certain φ ∈C∞(S) and Lemma 3.24 together with Theorem 3.21 imply that
the system is φ -simple. Hence, in the context of Chaplygin systems, the Hamiltonisation criteria of
[28] are always satisfied by φ -simple systems.
3.6 Relation of the gyroscopic tensor with previous constructions in the literature
In this section we show that the gyroscopic tensor T appears in the previous works of Koiller [36]
and Cantrijn et al [11]. The occurrence of T in these works is in the geometric study of Chaplygin
systems using an affine connection approach.
Let g be the Lie algebra of G and denote by ξQ ∈X(Q) the infinitesimal generator of the G-action
associated with ξ ∈ g. As is well known, the curvature form of the principal connection is the map
Ψ ∶ T Q×Q T Q→ g, characterised by the condition(Ψ( horqY, horq Z))Q(q) = ( hor [Y,Z]− [ hor Y, hor Z])(q), (3.45)
for Y,Z vector fields on S. The following proposition gives an expression for the gyroscopic tensor T
in terms of Ψ.
Proposition 3.28. If Y,Z are vector fields on S and q ∈Q then
T (Y,Z)(pi(q)) = −(Tqpi)(P((Ψ(horqY,horq Z))Q(q))).
Proof. Using (3.2), we have
T (Y,Z)(pi(q)) = (Tqpi)(P[ hor Y, hor Z]− hor [Y,Z])(q).
But hor[Y,Z] = P(hor[Y,Z]) since hor [Y,Z] is a section of D, so using the characterisation (3.45)
of Ψ, the result follows.
Consider now the (0,3) tensor field K on S defined by
K(X ,Y,Z) = ⟪ hor X , hor T (Y,Z)⟫,
for vector fields X ,Y,Z ∈X(S). Then Proposition 3.28 shows that
K(X ,Y,Z)(pi(q)) = −⟪ horq X(q),(Ψ( horqY, horq Z))Q(q)⟫q. (3.46)
This implies that −K coincides with the tensor K˜ in [11, Page 337]. As explained in this reference,
this tensor is induced by the so-called metric connection tensor K, of type (0,3) and defined on Q,
that was first introduced by Koiller [36, Equation (3.14a)].
The above observation implies that, up to a sign, the gyroscopic tensor T coincides with the tensor
field denoted by C in [36, Proposition 8.5] and [11, Page 337].
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Remark 3.29. Another relation between our constructions and [36, 11] involves the tensor field B of
type (2,1) on S defined by (3.21). To see this, note that (3.20) and (3.21) imply
⟨B(α,β),X⟩(pi(q)) = ⟪ hor α♯, hor T (β ♯,X)⟫(q), for q ∈Q,α,β ∈Ω1(S) and X ∈X(S).
So, using (3.46), Proposition 3.28, and the fact that the tensor K = −K˜ is skew-symmetric in the last
two arguments, we deduce that
⟨B(α,β),X⟩ = −K(α♯,β ♯,X) = K˜(α♯,β ♯,X).
This relation implies that
B(α♯,β ♯) = B(α,β)♯,
where B is the tensor of type (1,2) on S considered in [11, Page 337] and that was first introduced by
Koiller in [36, Equation (8.9)]. So, in the terminology of the Riemannian geometry (see, for instance,
[46]), B and B are metrically equivalent.
ΩT coincides with minus the “⟨J,K⟩” term
A number of references in nonholonomic Chaplygin systems (e.g. [27, 3, 38, 28]) follow the con-
struction in [37, 13] and write the almost symplectic structure Ωnh on T∗S as8
Ωnh =Ωcan− ⟨J,K⟩, (3.47)
where “⟨J,K⟩” is a semi-basic 2-form on T∗S obtained by pairing the momentum map and the cur-
vature of the principal connection D. Here we recall the construction of “⟨J,K⟩” and show that it
coincides with −ΩT defined by (3.13). This shows that our definition of Ωnh in (3.15) is consistent
with (3.47). Since we have introduced the curvature in (3.45) with the symbol Ψ, we write ⟨J,Ψ⟩
instead of ⟨J,K⟩ from now on.
We begin by noticing that the definition (3.13) of the gyroscopic 2-form ΩT together with Propo-
sition 3.28 lead to the expression
ΩT (α)(U,V) = −α ((Tqpi ○P)(Ψ( horq (TατS)(U), horq (TατS)(V))Q(q))) . (3.48)
On the other hand, we recall that the momentum map J ∶ T∗Q→ g∗ is given by
⟨J(α˜),ξ ⟩ = ⟨α˜,ξQ(q)⟩, for α˜ ∈ T∗q Q and ξ ∈ g. (3.49)
References [37, 13] define the action of the 2-form ⟨J,Ψ⟩ on the vectors U,V ∈ Tα(T∗S), by
⟨J,Ψ⟩(α)(U,V) = ⟨J(α˜),Ψ( horq (TατS)(U), horq (TατS)(V))⟩, (3.50)
where q ∈ Q is any9 point satisfying pi(τS(α)) = q, and α˜ ∈ T∗q Q is defined through the “clockwise
diagram” [13, Diagram (3.11)]. In our notation this is
α˜ = (♭q ○horq ○♯pi(q))(α), (3.51)
8Actually [13] write Ωnh = Ωcan + ⟨J,K⟩. The difference in sign is due to the convention on the canonical 2-form on
T∗S. In [37, 13] it is taken as dλS = d p∧ds while we take it as −dλS = ds∧d p.
9The construction is independent of the choice of q since the Ad∗-equivariance of J is cancelled with the Ad-equivariance
of Ψ, see [37, 13]
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where ♭q ∶ TqQ→ T∗q Q and ♯pi(q) ∶ T∗pi(q)S→ Tpi(q)S are the linear isomorphisms induced by the Rieman-
nian metrics ⟪⋅, ⋅⟫ and ⟪⋅, ⋅⟫− on Q and S, respectively (see (A.2) and (A.3)). In view of (3.49) and
(3.51), we rewrite (3.50) as
⟨J,Ψ⟩(α)(U,V) = ⟨α,(♭q ○horq ○♯pi(q))∗(Ψ( horq (TατS)(U), horq (TατS)(V)))Q(q)⟩, (3.52)
where (♭q ○ horq ○ ♯pi(q))∗ ∶ TqQ → Tpi(q)S is the dual morphism of the linear map ♭q ○ horq ○ ♯pi(q) ∶
T∗pi(q)S→ T∗q Q. Below we will prove that
(♭q ○ horq ○♯pi(q))∗ = Tqpi ○P ∣TqQ . (3.53)
Therefore, up to a sign, the expression (3.52) equals the right hand side of (3.48) proving that ⟨J,Ψ⟩ =−ΩT as claimed.
In order to prove that (3.53) indeed holds, let v ∈ TqQ and α ∈ T∗pi(q)S. Considering that
( horq ○♯pi(q))(α) ∈Dq
we have
⟨α,(♭q ○ horq ○♯pi(q))∗(v)⟩ = ⟪v,( horq ○♯pi(q))(α)⟫ = ⟪P(v),( horq ○♯pi(q))(α)⟫.
Finally, using that horq((Tqpi)(Pv)) =P(v) and the definition (3.20) of the Riemannian metric ⟪⋅, ⋅⟫−
on S, we obtain
⟨α,(♭q ○ horq ○♯pi(q))∗(v)⟩ = ⟪horq((Tqpi)(Pv)), horq(♯pi(q)α)⟫= ⟪(Tqpi)(Pv),♯pi(q)(α)⟫−= ⟨α,Tqpi(P(v))⟩,
which shows that (♭q ○ horq ○♯pi(q))∗(v) = Tqpi(P(v)), and therefore (3.53) indeed holds.
4 Examples
We present two examples. The first one is the nonholonomic particle considered by Bates and
S´niatycki [4] with a slightly more general kinetic energy, that we include to illustrate the geomet-
ric constructions of Section 3 in a toy system and to prove that, in the presence of a potential, there
may exist Chaplygin systems possessing only an invariant measure that is not basic. The second ex-
ample is more involved and treats the multi-dimensional version of the Veselova problem considered
by Fedorov and Jovanovic´ [19, 20]. We show that the system is φ -simple and hence, the remark-
able Hamiltonisation of the problem obtained in [19, 20] may be understood as a consequence of
Corollary 3.22.
4.1 The nonholonomic particle
The configuration space of the system is Q =R3 with coordinates (x,y,z). The Lagrangian L and the
nonholonomic constraint are given by
L = 1
2
(x˙2+ y˙2+ z˙2)+ay˙z˙−U(x,y), z˙ = yx˙,
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for a potential U ∈C∞(R2) and a constant real number ∣a∣ < 1. The nonholonomic constraint defines
the constraint distribution D = span{∂x+y∂z,∂y}.
The symmetry group is G =R acting by translations of z. It is easy to check that both L and D are
invariant under the lifted action to T Q. Notice that span{∂z}⊕D is the total tangent space to Q =R3
at every point, so the condition (3.1) is satisfied and the system is G-Chaplygin (with r = 2 degrees of
freedom).
The shape space is S = R3/R = R2 with coordinates (x,y) and the orbit projection pi ∶ Q→ S is
pi(x,y,z) = (x,y). We now proceed to compute the gyroscopic tensor. The horizontal lift of the coor-
dinate vector fields on S is
hor∂x = ∂x+y∂z, hor∂y = ∂y.
And so, [hor∂x,hor∂y] = −∂z. On the other hand, the orthogonal complement of D with respect to the
kinetic energy metric is
D⊥ = span{(1−a2)y∂x+a∂y−∂z},
so we have the orthogonal decomposition
[hor∂x,hor∂y] = −(1−a2)y1+(1−a2)y2 (∂x+y∂z)+ −a1+(1−a2)y2 ∂y+ 11+(1−a2)y2 ((1−a2)y∂x+a∂y−∂z) ,
which implies P[hor∂x,hor∂y] = −(1−a2)y1+(1−a2)y2 (∂x+y∂z)+ −a1+(1−a2)y2 ∂y.
Hence, the gyroscopic tensor defined by (3.2) is determined by its action on the basis vectors by:
T (∂x,∂y) = −(1−a2)y1+(1−a2)y2 ∂x+ −a1+(1−a2)y2 ∂y. (4.1)
The 1-form Θ defined by (3.26) is given by
Θ = adx−(1−a2)ydy
1+(1−a2)y2 ,
and, for ∣a∣ < 1, it is exact if and only if a = 0. Therefore, in accordance with item (i) of Theorem 3.11,
the system possesses a basic invariant measure if and only if a = 0.
For a = 0 the expression (4.1) may be rewritten as T (∂x,∂y) = ∂φ∂y ∂x− ∂φ∂x ∂y, where φ(y) =−12 ln(1+
y2), so the system is φ -simple (Definition 3.19). We conclude from Theorem 3.21 and Corollary 3.22
that the reduced equations of motion on T∗R2 preserve the measure µ = (1+y2)−1/2dx∧dy∧d px∧d py,
and become Hamiltonian after the time reparametrisation dt = (1+y2)1/2 dτ .
The above conclusions were obtained without writing the reduced equations of motion. For com-
pleteness, we now derive them in their almost Hamiltonian form for general a. Using (3.18) the
reduced Hamiltonian H ∈C∞(T∗R2) is computed to be
H(x,y, px, py) = p2x +(1+y2)p2y −2aypx py2(1+(1−a2)y2) +U(x,y).
On the other hand, using the definition (3.13) we compute the value of the semi-basic gyrosocopic
2-form ΩT on the vectors ∂x,∂y to be given by
ΩT (x,y, px, py)(∂x,∂y) = (px dx+ py dy)(T (∂x,∂y)) = −(1−a2)ypx+apy1+(1−a2)y2 .
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It follows that ΩT = −( (1−a2)ypx+apy1+(1−a2)y2 ) dx∧dy and hence
Ωnh = dx∧d px+dy∧d py−((1−a2)ypx+apy1+(1−a2)y2 ) dx∧dy.
Using the above expressions, one may verify that the vector field Xnh, determined by iXnhΩnh = dH,
defines the following reduced equations on T∗R2:
x˙ = px−aypy
1+(1−a2)y2 , y˙ = −aypx+(1+y2)py1+(1−a2)y2
p˙x = −∂U∂x + ((1−a2)ypx+apy)(−aypx+(1+y2)py)(1+(1−a2)y2)2 , p˙y = −∂U∂y .
(4.2)
For a = 0 one can check directly that the above equations preserve the measure µ = (1+y2)−1/2dx∧
dy∧d px∧d py given before and that the 2-form Ω = (1+y2)−1/2Ωnh is closed. Moreover, the coordi-
nates (x,y, p˜x, p˜y) with
p˜x = (1+y2)−1/2 px, p˜y = (1+y2)−1/2 py,
satisfy Ω = dx∧d p˜x +dy∧d p˜y, i.e. they are Darboux coordinates for Ω. This rescaling of the mo-
menta is natural since these variables are proportional to the velocities and we have introduced the
time reparametrisation dt = (1+ y2)1/2 dτ . This rescaling is often encountered in the literature as an
ingredient of Chaplygin’s Hamiltonisation method (see Remark 3.17).
Finally, we notice that for more general ∣a∣ < 1 and the special potential
Ua(x,y) = 14 ln(1+(1−a2)y2),
the equations (4.2) possess the non-basic invariant measure
ηa = exp(ax+ p2y) dx∧dy∧d px∧d py.
This example shows that in the presence of a potential the exactness of the 1-formΘ is not a necessary
condition for the existence of a general smooth invariant volume form. In this case, it is only a
necessary condition for the existence of a basic invariant measure (see Theorem 3.11).
Remark 4.1. For a = 0 the system possesses the invariant measures µ and η0. There is no contradic-
tion since we have η0 = F(y, py)µ with F(y, py) = exp(p2y)(1+y2)1/2 which is a first integral of (4.2)
when a = 0.
4.2 The multi-dimensional Veselova system
The Veselova system, introduced by Veselova [51], concerns the motion of a rigid body that rotates
under its own inertia and is subject to a nonholonomic constraint that enforces the projection of the an-
gular velocity to an axis that is fixed in space to vanish (see also [50]). A multi-dimensional version of
the system was considered by Fedorov and Kozlov [18], and later by Fedorov and Jovanovic´ [19, 20].
In these two papers the authors show that, for a special family of inertia tensors, the system allows
a Hamiltonisation via Chaplygin’s multiplier method. Apparently, this was the first time that Chap-
lygin’s method was successfully applied to obtain the Hamiltonisation of a nonholonomic Chaplygin
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system with an arbitrary number r of degrees of freedom. Other examples having this property have
since been reported in the literature [31, 33, 24, 25].
In this section we show that the gyroscopic tensor of the multi-dimensional Veselova problem
considered by Fedorov and Jovanovic´ [19, 20] is φ -simple. In this manner, we show that the re-
markable result of [19, 20] falls under the umbrella of Theorem 3.21 and Corollary 3.22. Our de-
scription of the problem is kept brief. Readers who are not familiar with the system may wish to
consult [18, 19, 20, 17] for more details.
The configuration space of the system is Q = SO(n). An element g ∈ SO(n) specifies the attitude
of the multi-dimensional rigid body by relating a frame that is fixed in the body with an inertial frame
that is fixed in space. The angular velocity in the body frame is the skew-symmetric matrix
Ω = g−1g˙ ∈ so(n). (4.3)
The Lagrangian L ∶ T SO(n)→R is the kinetic minus the potential energy. In the left trivialisation of
T SO(n) it is given by
L(g,Ω) = 1
2
(IΩ,Ω)κ −U(g). (4.4)
In the above expression I ∶ so(n)→ so(n) is the inertia tensor and (⋅, ⋅)κ is the Killing metric in so(n):
(ξ ,η)κ = −12 tr(ξη).
We will assume that the potential energy U ∶ SO(n) → R is invariant under the SO(n− 1) action
indicated below.
Following [19, 20], we assume that there exists a diagonal matrix A = diag(a1, . . . ,an), with posi-
tive entries, such that the inertia tensor satisfies:
I(u∧v) = (Au)∧(Av), (4.5)
for u,v ∈Rn, where u∧v = uvT −vuT .
Remark 4.2. The Hamiltonisation of several other multi-dimensional nonholonomic systems relies
on the assumption that the inertia tensor satisfies (4.5) [31, 32, 33, 22]. Interestingly, this condition
always holds if n = 3, but, for n ≥ 4, it is generally inconsistent with the standard ‘physical’ considera-
tions of multi-dimensional rigid body dynamics (see the discussion in [17]).
The nonholonomic constraints are simpler to write in terms of the angular velocity as seen in the
space frame:
ω =AdgΩ = g˙g−1 ∈ so(n). (4.6)
The constraints require that the following entries of ω vanish during the motion:
ωi j = 0, 1 ≤ i, j ≤ n−1. (4.7)
Denote by en ∶= (0, . . . ,0,1) ∈ Rn. As was first explained in [19], the problem is an SO(n− 1)-
Chaplygin system with r = n−1 degrees of freedom, where
SO(n−1) = {h ∈ SO(n) ∶ h−1en = en},
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acts on Q = SO(n) by left multiplication10. The shape space S = SO(n)/SO(n− 1) = Sn−1 and the
corresponding bundle map is
pi ∶ SO(n)→ Sn−1, pi(g) = γ(g) ∶= g−1en, (4.8)
where Sn−1 is realised as
Sn−1 = {γ = (γ1, . . . ,γn) ∈Rn ∶ γ21 +⋅ ⋅ ⋅+ γ2n = 1}.
The rest of this section is dedicated to the proof of the following theorem. In its statement, and
throughout, (⋅, ⋅) denotes the Euclidean scalar product in Rn.
Theorem 4.3. The multidimensional Veselova system with special inertia tensor (4.5) is φ -simple with
φ ∶ Sn−1→R given by φ(γ) = − 12 ln(Aγ,γ).
It follows from Theorem 3.21 and Corollary 3.22 that the reduced equations of motion on T∗Sn−1
preserve the measure µ = (Aγ,γ)(2−n)/2ν , and become Hamiltonian after the time reparametrisation
dt = (Aγ,γ)1/2 dτ . This recovers the results of Fedorov and Jovanovic´ [19, 20] on the Hamiltonisation
of the problem.
We will prove Theorem 4.3 by computing the gyroscopic tensor in local coordinates in Sn−1.
Namely, let (s1, . . . ,sn−1) be the coordinates on the northern hemisphere Sn−1+ ∶= {(γ1, . . . ,γn) ∈ Sn ∶
γn > 0} given by:
γ1 = s1, . . . ,γn−1 = sn−1, γn =√1− s21−⋅ ⋅ ⋅− s2n−1. (4.9)
In terms of the canonical vectors e1, . . . ,en in the ambient space Rn, we have
∂
∂ si
= ei− γiγn en, i = 1, . . . ,n−1. (4.10)
For the rest of the section, we identify TgSO(n) = so(n) via the left trivialisation. The following
proposition gives the form of the horizontal lift of the coordinate vector fields. To simplify notation,
for the rest of the section we denote Xi(g) ∶= horg( ∂∂ si ) ∈ so(n).
Proposition 4.4. Let γ ∈ Sn−1+ and g ∈ pi−1(γ), (i.e. γ = g−1en). The horizontal lift
horg( ∂∂ si ) =∶ Xi(g) = γ ∧(ei− γiγn en) , i = 1, . . . ,n−1. (4.11)
Proof. The nonholonomic constraints (4.7) imply ω = en∧a for a vector a ∈Rn that may be assumed
to be perpendicular to en. Hence,
Ω =Adg−1(en∧a) = (g−1en)∧(g−1a) = γ ∧v,
where v = g−1a is perpendicular to γ . On the other hand, differentiating γ = g−1en gives γ˙ = −Ωγ .
Whence, γ˙ = −(γ ∧v)γ = v and we conclude that Ω = γ ∧ γ˙ . This implies that the horizontal lift of the
tangent vector γ˙ ∈ TγSn−1 to TgSO(n), with γ = g−1en, is the vector Ω = γ ∧ γ˙ (in the left trivialisation).
The result then follows from (4.10).
10we need to assume that the potential U is invariant under this action.
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The Lie brackets of the vector fields Xi defined by (4.11) may be computed directly. To simplify
the reading of this section, the details of the calculation are outlined in the proof of the following
lemma given in Appendix B.1.
Lemma 4.5. We have
[Xi,X j] = (ei− γiγn en)∧(e j − γ jγn en) , i, j = 1, . . . ,n−1.
According to Definition 3.2 of the gyroscopic tensor, in order to compute T on the coordinate
vector fields, we should compute the orthogonal projection P[Xi,X j] onto the constraint distribution
with respect to the kinetic energy metric ⟪⋅, ⋅⟫. Note that, in view of the kinetic energy of the La-
grangian (4.4), for Y1(g),Y2(g) ∈ so(n), vector fields on SO(n), we have⟪Y1,Y2⟫g = (I(Y1(g)),Y2(g))κ .
The proof of the following lemma is also a calculation that is postponed to Appendix B.2. Note
that the formulae given below involve the entries of the matrix A, so we are relying on the crucial
assumption (4.5) on the inertia tensor.
Lemma 4.6. For i, j,k, l ∈ {1, . . . ,n−1} we have
⟪Xk,Xl⟫ = (Aγ,γ)(alδkl + anγkγlγ2n )− γkγl(an−ak)(an−al), (4.12)
and ⟪[Xi,X j],Xl⟫ = anγiγ jγlγ2n (ai−a j)+a jγi(ai−an)δ jl −aiγ j(a j −an)δil, (4.13)
where δi j is the Kronecker delta.
The following lemma gives an explicit expression for the gyroscopic coefficients Cki j written in
our coordinates. Its proof relies on the previous lemma.
Lemma 4.7. For i, j,k ∈ {1, . . . ,n−1} we have
Cki j = −γ j(a j −an)δik + γi(ai−an)δ jk(Aγ,γ) . (4.14)
Proof. Using ⟪P[Xi,X j],Xl⟫ = ⟪[Xi,X j],Xl⟫, Equation (3.6), and the invertibility of the matrix with
coefficients Kkl ∶= ⟪Xk,Xl⟫, it follows that the gyroscopic coefficients Cki j are characterised by the
relations
n−1∑
k=1Cki j⟪Xk,Xl⟫ = ⟪[Xi,X j],Xl⟫, i, j,k, l ∈ {1, . . . ,n−1}. (4.15)
We shall prove that the coefficients given by (4.14) satisfy these equations. Starting with (4.14) we
compute:
n−1∑
k=1Cki jγlγk(an−al)(an−ak)
= γl(an−al)(Aγ,γ) n−1∑k=1(−γ j(a j −an)δik + γi(ai−an)δ jk)γk(an−ak)= γl(an−al)(Aγ,γ) (−γiγ j(a j −an)(an−ai)+ γiγ j(ai−an)(an−a j)) = 0.
(4.16)
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Similarly,
n−1∑
k=1Cki j(Aγ,γ)alδkl =
n−1∑
k=1(−γ j(a j −an)δik + γi(ai−an)δ jk)alδkl= −alγ j(a j −an)δil +alγi(ai−an)δ jl. (4.17)
And also,
n−1∑
k=1Cki j(Aγ,γ)(anγlγkγ2n ) = anγlγ2n
n−1∑
k=1(−γ j(a j −an)δik + γi(ai−an)δ jk)γk= anγiγ jγl
γ2n
(ai−a j). (4.18)
Combining the expressions (4.12) for ⟪Xk,Xl⟫ and (4.13) for ⟪[Xi,X j],Xl⟫, with the Equations (4.16),
(4.17) and (4.18) obtained above, shows that (4.15) holds.
We are now ready to present:
Proof of Theorem 4.3. Lemma 4.7 implies
T ( ∂
∂ si
,
∂
∂ s j
) = −γ j(a j −an)(Aγ,γ) ∂∂ si + γi(ai−an)(Aγ,γ) ∂∂ s j , 1 ≤ i, j ≤ n−1. (4.19)
Considering that
(Aγ,γ) = a1s21+⋅ ⋅ ⋅+an−1s2n−1+an(1− s21−⋅ ⋅ ⋅− s2n−1)= an+(a1−an)s21+⋅ ⋅ ⋅+(an−1−an)s2n−1,
we have
∂
∂ sk
(−1
2
ln(Aγ,γ)) = −sk(ak −an)(Aγ,γ) = −γk(ak −an)(Aγ,γ) , for all 1 ≤ k ≤ n−1.
Therefore, Equation (4.19) may be rewritten as
T ( ∂
∂ si
,
∂
∂ s j
) = ∂φ
∂ s j
∂
∂ si
− ∂φ
∂ si
∂
∂ s j
, 1 ≤ i, j ≤ n−1,
with φ(γ) = −12 ln(Aγ,γ). The proof of Theorem 4.3 follows easily from the above expression and the
tensorial properties of T , and the fact that Sn−1 may be covered with coordinate charts on its different
hemispheres, similar to the one that we have considered for Sn−1+ , and formulae analogous to (4.19)
hold on each of them.
5 Future work
This paper shows that every φ -simple Chaplygin systems admits a Hamiltonisation, and that a key
example like the multidimensional Veselova problem is φ -simple. However, in virtue of Remark 3.16,
being φ -simple is not a necessary condition for Hamiltonisation. Therefore the question remains open
to find examples of Hamiltonisable Chaplygin systems which are not φ -simple. Also, it would be
desirable to give a geometric characterisation, in terms of the kinetic energy metric and the constraint
distribution, of the necessary conditions for a Chaplygin system to admit a Hamiltonisation.
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A Geometric preliminaries
Linear functions induced by sections of a vector bundle
Let M be a manifold and τ ∶E→M a vector bundle. For a section Y ∈Γ(E) we denote by Y ` ∈C∞(E∗)
the function defined by
Y `(α) = α(Y(τ(α))). (A.1)
Metric musical isomorphisms
Let (M,⟪⋅ , ⋅⟫) be a Riemannian manifold. For β ∈Ω1(M) and Y ∈X(M) we define the metric duals
β ♯ ∈X(M) and Y ♭ ∈Ω1(M) by the conditions
β(X) = ⟪β ♯,X⟫, Y ♭(X) = ⟪Y,X⟫, for X ∈X(M). (A.2)
The isomorphisms β ↦ β ♯ and Y ↦Y ♭ at the point m ∈M will be correspondingly denoted by
♯m ∶ T∗m M→ TmM, ♭m ∶ TmM→ T∗m M. (A.3)
Vertical and complete lifts of 1-forms and vector fields on a cotangent bundle
Let τS ∶ T∗S→ S denote the canonical projection. If γ ∈Ω1(S) then the vertical lift γv is the vertical
vector field on T∗S defined by
γv(α) = d
dt
∣
t=0 (α + tγ(τS(α))), for α ∈ T∗S. (A.4)
On the other hand, if Y ∈ X(S), then it induces the linear function Y ` on T∗S (defined by (A.1))
whose Hamiltonian vector field with respect toΩcan is the complete lift of Y denoted by Y∗c ∈X(T∗S).
Namely, Y∗c is characterised by
iY∗cΩcan = dY `. (A.5)
Let (s1, . . . ,sr, p1, . . . pr) denote fibered coordinates of T∗S such that the canonical 2-form has
local expression Ωcan =∑ri=1 dsi∧d pi. If γ and Y are locally given by
γ = r∑
i=1 γi dsi, Y =
r∑
i=1Y i
∂
∂ si
,
then, the definitions given above imply
γv = j∑
i=1 γi
∂
∂ pi
, Y∗c = r∑
i=1
⎛⎝Y i ∂∂ si − r∑j=1 ∂Y
i
∂ s j
p j
∂
∂ pi
⎞⎠ . (A.6)
In particular we have
iγvΩcan = −τ∗S (γ). (A.7)
For reference, we also note that the Lie brackets of the previous vector fields are
[Y∗c,Z∗c] = [Y,Z]∗c, [Y∗c,γv] = (LY γ)v, [γv,β v] = 0, (A.8)
where Y,Z ∈X(S) and γ,β ∈Ω1(S).
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Quadratic function associated to a (2,0) tensor field
Let Ξ be a tensor field on S of type (2,0). We denote by Ξq the quadratic function on T∗S defined by
Ξq(α) = Ξ(α,α). (A.9)
Locally, if
Ξ = r∑
i, j=1Ξi j(s) ∂∂ si ⊗ ∂∂ s j then Ξq =
r∑
j,k=1Ξ jk(s)p j pk.
B Proofs of Lemmas 4.5 and 4.6.
B.1 Proof of Lemma 4.5.
The proof is a long calculation. We present some preliminary lemmas that contain intermediate steps
of it. Recall that we work with the left trivialisation of T SO(n) so vector fields Y ∈ X(SO(n)) are
interpreted as functions Y ∶ SO(n)→ so(n).
Lemma B.1. Consider the left invariant vector field ei∧e j on SO(n) and denote by g jk ∶ SO(n)→R
the function that returns the j-k entry of g ∈ SO(n). We have
ei∧e j [gkl] = gkiδ jl −gk jδil.
Proof.
ei∧e j [gkl] = ddt ∣t=0 (gexp(t(ei∧e j)))kl = (g(ei∧e j))kl
= ((g1i, . . . ,gni)T eTj −(g1 j, . . . ,gn j)T eTi )kl =
i j⎛⎜⎝
−g1 j g1i
0 ⋮ 0 ⋮ 0−gn j gni
⎞⎟⎠
kl
.
Now recall that γ = g−1en so that γi = gni for i = 1, . . . ,n.
Lemma B.2. Consider the SO(n−1)-equivariant vector field γ ∧e j on SO(n). We have
γ ∧e j [γk] = δ jk − γ jγk.
Proof. If j ≠ k then, writing γ =∑ni=1 γi ei, we have
γ ∧e j [γk] = n∑
i=1 γi ei∧e j [gnk] =
n∑
i=1 γi(−δikgn j) = −γkγ j,
where we have used Lemma B.1. Using again Lemma B.1,
γ ∧ek [γk] = n∑
i=1 γi ei∧ek [gnk] =
n∑
i=1 γi(gni−δikgnk) = (
n∑
i=1 γ2i )− γ2k = 1− γ2k .
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Lemma B.3. Consider the SO(n−1)-equivariant vector field γ ∧e j on SO(n). Along the open subset
of SO(n) where γn ≠ 0, we have
γ ∧e j [ γkγn ] =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if j ≠ k ≠ n ≠ j,
1
γn if j = k ≠ n,− γkγ2n if j = n ≠ k.
Proof. If j ≠ k ≠ n ≠ j then
γ ∧e j [ γkγn ] = 1γn γ ∧e j [γk]− γkγ2n γ ∧e j [γn] = −γkγ jγn − γkγ2n (−γ jγn) = 0,
where we have used Lemma B.2. Similarly, using again Lemma B.2 and assuming k ≠ n,
γ ∧ek [ γkγn ] = 1γn γ ∧ek [γk]− γkγ2n γ ∧ek [γn] = 1γn (1− γ2k )− γkγ2n (−γkγn) = 1γn .
Finally, assuming again k ≠ n, and using once more Lemma B.2,
γ ∧en [ γkγn ] = 1γn γ ∧en [γk]− γkγ2n γ ∧en [γn] = 1γn (−γkγn)− γkγ2n (1− γ2n) = − γkγ2n .
Lemma B.4. Consider the SO(n−1)-equivariant vector fields γ ∧ei and γ ∧e j on SO(n). We have
[γ ∧ei , γ ∧e j ] = ei∧e j.
Proof. This is obvious if i = j, so assume i ≠ j. We have
[γ ∧ei , γ ∧e j ] = [ n∑
k=1γk ek ∧ei ,
n∑
l=1γl el ∧e j ] =
n∑
k,l=1(γkγl [ek ∧ei , el ∧e j ])
+ n∑
l=1(γ ∧ei [γl]) el ∧e j −
n∑
k=1(γ ∧e j [γk])ek ∧ei.
(B.1)
Using Lemma B.2 we have
n∑
l=1(γ ∧ei [γl]) el ∧e j =
n∑
l=1(δil − γiγl) el ∧e j = ei∧e j − γi γ ∧e j, (B.2)
and by the same reasoning
n∑
k=1(γ ∧e j [γk])ek ∧ei = e j ∧ei− γ j γ ∧ei. (B.3)
On the other hand, using that the Lie bracket of left invariant vector fields is determined by the
Lie bracket of their generators in the Lie algebra, and computing the matrix commutator gives:
[ek ∧ei , el ∧e j ] = δkle j ∧ei+δk jei∧el +δliek ∧e j,
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where we have used our assumption that i ≠ j. So we can simplify
n∑
k,l=1(γkγl [ek ∧ei , el ∧e j ]) = e j ∧ei
n∑
k=1γ2k + γ j
n∑
l=1γl ei∧el + γi
n∑
k=1γk ek ∧e j= e j ∧ei+ γ j ei∧ γ + γi γ ∧e j. (B.4)
Substituting (B.2), (B.3) and (B.4) into (B.1) proves the result.
We are finally ready to present a proof of Lemma 4.5.
Proof of Lemma 4.5. The result is obvious if i = j so we assume i ≠ j. Using the standard properties
of Lie brackets of vector fields we have:
[Xi,X j] = [γ ∧ei,γ ∧e j]− γ jγn [γ ∧ei,γ ∧en]− γiγn [γ ∧en,γ ∧e j]+(−γ ∧ei [ γ jγn ]+ γ ∧e j [ γiγn ]+ γiγn γ ∧en [ γ jγn ]− γ jγn γ ∧en [ γiγn ]) γ ∧en.
In view of Lemmas B.3 and B.4, this simplifies to
[Xi,X j] = ei∧e j − γ jγn ei∧en− γiγn en∧e j = (ei− γiγn en)∧(e j − γ jγn en) .
B.2 Proof of Lemma 4.6.
For the calculations in this section, we use the following:
Lemma B.5. If u1,v1,u2,v2 ∈Rn then
(u1∧v1,u2∧v2)κ = (u1,u2)(v1,v2)−(u1,v2)(u2,v1).
Proof. It is an elementary calculation that uses the properties of the trace.
We begin by proving (4.12). Using the crucial hypothesis (4.5) on the inertia tensor we have:
⟪Xk,Xl⟫ = (I(γ ∧(ek − γkγn en)) , γ ∧(el − γlγn en))κ= ((Aγ ∧(akek − anγkγn en)) , γ ∧(el − γlγn en))κ .
Using Lemma B.5 this simplifies to
⟪Xk,Xl⟫ = (Aγ,γ)(akδkl + anγkγlγ2n )−(alγl −anγl)(akγk −anγk),
which is equivalent to (4.12).
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Next, using Lemma 4.5 and the hypothesis (4.5) on the inertia tensor, we have:
⟪[Xi,X j],Xl⟫ = (I((ei− γiγn en)∧(e j − γ jγn en)) , γ ∧(el − γlγn en))κ= ((aiei− anγiγn en)∧(a je j − anγ jγn en) , γ ∧(el − γlγn en))κ .
Using Lemma B.5 this simplifies to
⟪[Xi,X j],Xl⟫ = (aiγi−anγi)(a jδ jl + anγ jγlγ2n )−(a jγ j −anγ j)(aiδil + anγiγlγ2n ) ,
which upon rearrangement is equivalent to (4.13).
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