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CONTRIBUTIONS TO A CONJECTURE OF MUELLER
AND SCHMIDT ON THUE INEQUALITIES
N. SARADHA AND DIVYUM SHARMA
Abstract. Let F (X,Y ) =
s∑
i=0
aiX
riY r−ri ∈ Z[X,Y ] be a form of
degree r = rs ≥ 3, irreducible over Q and having at most s+1 non-
zero coefficients. Mueller and Schmidt showed that the number of
solutions of the Thue inequality
|F (X,Y )| ≤ h
is≪ s2h2/r(1+logh1/r). They conjectured that s2 may be replaced
by s. Let
Ψ = max
0≤i≤s
max
(
i−1∑
w=0
1
ri − rw ,
s∑
w=i+1
1
rw − ri
)
.
Then we show that s2 may be replaced by max(s log3 s, seΨ). We
also show that if |a0| = |as| and |ai| ≤ |a0| for 1 ≤ i ≤ s − 1,
then s2 may be replaced by s log3/2 s. In particular, this is true if
ai ∈ {−1, 1}.
1. Introduction
1.1. Thue inequalities for forms with few coefficients. Let F (X, Y )
be a form of degree r ≥ 3 with integer coefficients, irreducible over Q
and having at most s+ 1 non-zero coefficients. Write
F (X, Y ) =
s∑
i=0
aiX
riY r−ri (1)
with 0 = r0 < r1 < . . . < rs = r. Let D, H and M denote the
discriminant, height and Mahler height of F (X, 1) respectively. For
h ≥ 1, consider the Thue inequality
|F (X, Y )| ≤ h. (2)
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Let NF (h) denote the number of integer solutions (x, y) of (2). Schmidt
[19] proved that
NF (h)≪
√
rs h2/r(1 + log h1/r). (3)
Prior to this result, Bombieri and Schmidt [3] considered the equation
|F (X, Y )| = h. (4)
They showed that
N
(1)
F (h)≪ r1+ω(h) (5)
whereN
(1)
F (h) denotes the number of solutions (x, y) of (4) with gcd(x, y)
= 1 and ω(h) denotes the number of distinct prime divisors of h. Since
s ≤ r, it can be easily seen that (3) is better than (5) if h is given and
r is large while (5) is better than (3) if r is given and h is large. The
proof of inequality (5) is based on the Thue-Siegel principle and p-adic
arguments. Schmidt’s result depended also on the analysis of location
of roots of F (X, 1). Bombieri modified a conjecture of Siegel on the
inequality (2) as
NF (h) ≤ C(s, h)
where C(s, h) depends only on s and h. (See Mueller and Schmidt [18,
p. 208]). This was shown to be true in the case s = 1 by Hyyro¨ [10],
Evertse [6] and Mueller [16]. The case s ≥ 2 was considered by Mueller
and Schmidt in [17] and [18]. They proved that
NF (h)≪ s2C1(r, h) (6)
where C1(r, h) = h
2/r(1 + log h1/r). In all the estimates for NF (h), the
factor h2/r in C1(r, h) is unavoidable. The logarithmic factor in C1(r, h)
was improved by Thunder when h is large, see [20] and [21]. In fact,
in [22], Thunder proved a general result on the number of solutions of
decomposable form inequalities (higher dimensional Thue inequalities),
which implies that for Thue inequalities (2), we have
NF (h) ≤ C2(r)h2/r,
where C2(r) is an effectively computable, but inexplicit number de-
pending only on r. Further, it is expected thatNF (h) is close to AFh
2/r,
where AF is the area of the set of (ξ, η) ∈ R2 with |F (ξ, η)| ≤ 1. In
[14], Mahler showed the finiteness of AF . Later, Mueller & Schmidt
[18] and Bean [2] gave explicit upper estimates for AF . For instance,
for any form F with non-zero discriminant, Bean showed that
AF ≤ 3B
(
1
3
,
1
3
)
< 16
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where B(m,n) is the classical beta function. The bound 3B(1
3
, 1
3
) is
attained for forms which are equivalent under SL2(R) to XY (X − Y ).
We refer to Evertse & Gyo˝ry [7] and Gyo˝ry [9] for more results on Thue
equations and Thue inequalities.
It was conjectured in [18] that it may be possible to replace the factor
s2 in (6) by s. In Theorem 1.1 below, we show that when the non-
zero terms of F are sufficiently far apart, then s2 can be improved. In
Theorem 1.5, we improve (6) for forms with restricted coefficients.
Theorem 1.1. Let F (X, Y ) be given by (1). Put
Ψ = max
0≤i≤s
max
(
i−1∑
w=0
1
ri − rw ,
s∑
w=i+1
1
rw − ri
)
(7)
and
Φ = max(Ψ, 3 log log s).
Then we have
NF (h)≪ seΦC1(r, h). (8)
(In (7), an empty sum is taken to be equal to zero.)
Remark 1.2. Suppose r ≤ 4se2Φ. Then (3) implies (8). Thus, for
proving Theorem 1.1, we may assume that
r > 4se2Φ. (9)
Further, we may take s≫ 1, as otherwise inequality (6) is sufficient.
Throughout the paper, c1, c2, . . . denote positive absolute constants.
We shall illustrate Theorem 1.1 with some examples below.
Remark 1.3. Let 0 ≤ i, w ≤ s, i 6= w. Since |ri − rw| ≥ |i − w|, it
follows that
Ψ ≤ max
0≤i≤s
max
(
i∑
n=1
1
n
,
s−i∑
n=1
1
n
)
≤ log s+ c1,
(see [1, p. 55]). Thus we get (6).
Remark 1.4. We give some instances when s2 in (6) can be improved.
(i) Suppose |ri−rw| ≥ c2|i−w| with c2 > 1. Then Ψ ≤ 1c2 log s+c3.
Hence
NF (h)≪ s1+
1
c2 C1(r, h).
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(ii) Suppose |ri − rw| ≥ 13 |i− w| log |i− w|. Then
Ψ ≤ 1 + max
0≤i≤s
max
(
i∑
n=2
3
n logn
,
s−i∑
n=2
3
n log n
)
≤ 3 log log s+ c4,
(see [1, p. 70]). Hence
NF (h)≪ s log3 s C1(r, h).
In a different direction, we impose restrictions on the coefficients of
F and improve (6).
Theorem 1.5. Suppose that the coefficients of F (X, Y ) satisfy∣∣∣∣a0as
∣∣∣∣
1/rs
≤
∣∣∣∣a0ai
∣∣∣∣
1/ri
for i = 1, . . . , s− 1. (10)
If r ≥ s log3 s, then
NF (h)≪ s(log s) h2/r.
Remark 1.6. If r < s log3 s, then by (3) we have
NF (h)≪ s log3/2 s C1(r, h).
As an immediate consequence of Theorem 1.5 and Remark 1.6 we
get
Corollary 1.7. Suppose that |a0| = |as| = H, where H is the height of
F . Then
NF (h)≪ s log3/2 s C1(r, h).
In particular, the above estimate is valid if the coefficients ai assume
only the values ±1.
Theorem 1.1 is a consequence of the following result.
Proposition 1.8. Let F (X, Y ) be given by (1). Then
NF (h)≪ s
(
log s
Φ
+ eΦ+c5(log
3 s)e−Φ
)
C1(r, h).
Let X1 and X2 be positive numbers. Divide the solutions (x, y) of
(2) into three sets according as
max(|x|, |y|) > X1; max(|x|, |y|) ≤ X1 and min(|x|, |y|) ≥ X2;
min(|x|, |y|) < X2.
In [18], the solutions in these sets were called large, medium and small
respectively. Denote the number of primitive solutions, i.e. solutions
(x, y) with gcd(x, y) = 1, in these sets by Pℓar(X1), Pmed(X1, X2) and
Psma(X2) respectively. If X2 > X1, put Pmed(X1, X2) = 0. We can
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bound NF (h) by finding estimates for these quantities (See Section 9).
Mueller and Schmidt had shown that
Pℓar(YW )≪ s (11)
where YW is as given in (12) below. In Theorem 1.9(i), we have lowered
the value of YW and obtained the same conclusion as in (11). For
medium solutions, we analyze precisely the large derivatives which play
an important role in obtaining good rational approximations. (See
Lemma 5.6). The small solutions are handled as in [18].
1.2. Large solutions. It was noted by Brindza, Pinte´r, van der Poorten
& Waldschmidt [5] that it seems likely that almost all the solutions of
(4) are small, and around h1/r provided that h is large compared to H .
In this section, we present some results supporting this observation. We
use some notations from [3]. Choose numbers a, b with 0 < a < b < 1.
Define
t =
√
2/(r + a2), λ = 2/((1− b)t),
δ =
(r + b2)t2 − 2
r − 1 , A =
1
a2
(
logM +
r
2
)
.
Further, we put
B =
2rrr/2M rh√|D| ,
YE = (2B
√
|D|)1/(r−λ)(4eA)λ/(r−λ),
YG = (2B)
1
r−2
+ 1
r2 and YW = R
1/(r−λ)
1 YE (12)
where
R1 = e
800 log3 r. (13)
Since |D| ≤ rrM2r−2 ([13, Theorem 1]), we have B > 1. We use this
notation without any further mention in the rest of the paper. It was
shown by Bombieri & Schmidt [3] that Pℓar(YE)≪ r. Improving upon
[5], Gyo˝ry [8] showed that Pℓar(YG) ≤ 25r. (In fact, he proved that
Pℓar(YG) ≤ 5r if r is sufficiently large.) Since YG is much smaller than
YE, the latter result is better than the former. Further, Schmidt [19]
showed that
Pℓar(YE)≪
√
rs
and as mentioned already in (11), Mueller & Schmidt obtained that
Pℓar(R
1/(r−λ)
1 YE)≪ s.
We shall improve the result of Gyo˝ry mentioned above in the following
theorem. Further, using a result of Mignotte [15] on the distribution of
zeros of polynomials (see Lemma 3.2), we give different upper bounds
for large primitive solutions.
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Theorem 1.9. Let F (X, Y ) be as in (1). Then
(i) Pℓar(YG R
1
r−2
+ 1
r2
1 )≪ s.
(ii) Put
∆ =
√
3|D|
2r
r+2
2 M r−1
and R2 = 1 +
Mr
2∆
.
Then
Pℓar(YG R
1
r−2
+ 1
r2
2 )≪
√
r(log r + logM).
Remark 1.10. Note that
YG R
1
r−2
+ 1
r2
1 ≪ YG
and
YG R
1
r−2
+ 1
r2
2 ≪ Y 2G.
When the coefficients ai of F assume only the values ±1, then by a
result of Borwein and Erdelyi [4], there can be ≪ √r roots in the strip
|Im(z)| ≤ 2√
r
. Using this fact in place of the result of Mignotte, it is
possible to show that
Pℓar(YG R
1
r−2
+ 1
r2
3 )≪
√
r
where
R3 = 1 +M
√
r.
Note also that
YG R
1
r−2
+ 1
r2
3 ≪ Y 2G.
2. Counting elements of a set
On many occasions, we need to estimate the cardinality of a set
whose elements satisfy certain properties which are termed as gap prin-
ciple in the theory of Thue equations. In the following lemma, we give
two instances in a formal setup.
Lemma 2.1. Let n ≥ 2 and let U = {u1, . . . , un} be a set together with
a map T : U → R∗ such that
A1 ≤ T (u1) ≤ T (u2) ≤ . . . ≤ T (un)
and
T (ui) ≥ β T (ui−1)γ for 2 ≤ i ≤ n, (14)
where β > 0, γ ≥ 2. Let
κ =
{
2 if β > 1
1 if β ≤ 1.
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(i) Suppose that T (un) ≤ B1 and A1β1/(κ(γ−1)) > 1. Then
n ≤ 1 + 1
log γ
log
(
logB1
logA1 + (log β)/(κ(γ − 1))
)
. (15)
(ii) Suppose that
T (un) ≤ (η1 T (u1))η2 (16)
with η1 > 1, 1 < η2 ≤ γn−1. Let β ≤ 1 and A1 ≥
(
ηµ1
β
)1/ν
with
1 ≤ µ < ν < γ − 1. Then
n ≤ 1 + 1
log γ
log
(
η2max
(
µ+ ν
µ
,
1
1− ν/(γ − 1)
))
. (17)
Proof. From (14), by induction, we get
T (un) ≥ β1+γ+...+γn−2T (u1)γn−1
≥ (β1/(κ(γ−1))T (u1))γn−1 . (18)
(i) Since T (un) ≤ B1, (18) implies that
1 < (β1/(κ(γ−1))T (u1))
γn−1 ≤ B1.
Taking logarithm and using T (u1) ≥ A1, we find
γn−1 ≤ logB1
logA1 + (log β)/(κ(γ − 1)) .
Since γ ≥ 2, n ≥ 2, the right hand side of the above inequality is > 1.
Taking logarithm once again, we get (15).
(ii) From (16) and (18), we get
(β1/(γ−1)T (u1))
γn−1 ≤ (η1 T (u1))η2 .
Taking logarithms and using η2 ≤ γn−1, T (u1) ≥ A1 ≥
(
ηµ1
β
)1/ν
, we get
γn−1 ≤
η2
(
(1 + µ
ν
) log η1 +
1
ν
log 1
β
)
µ
ν
log η1 + (
1
ν
− 1
γ−1) log
1
β
≤ η2max
(
µ+ ν
µ
,
1
1− ν/(γ − 1)
)
since ρ1+ρ2
ρ3+ρ4
≤ max(ρ1
ρ3
, ρ2
ρ4
) for positive values of ρ1, ρ2, ρ3, ρ4. Again
taking logarithms in the above inequality, we get (17).
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3. A small set of roots close to solutions
Let S be any finite set of complex numbers and let ξ be a real number.
Define the distance of ξ from S, denoted by d(S, ξ), as
d(S, ξ) = min
η∈S
|ξ − η|.
Thus if ξ ∈ S, then d(S, ξ) = 0. In the ensuing discussions, we special-
ize S as the set of roots α1, . . . , αr of
f(Z) = F (Z, 1).
These discussions are valid if we replace S by S∗, which is the set of
roots β1, . . . , βr of F (1, Z). Note that {β1, . . . , βr} = {α−11 , . . . , α−1r }
and F (1, Z) has the same discriminant, height and Mahler height as
F (Z, 1). In [18], the following result was shown.
Lemma 3.1. [18, Lemma 7]
There is a set S1 ⊆ S with |S1| ≤ 6s + 4 such that for any real ξ, we
have
d(S1, ξ) ≤ R1 d(S, ξ)
where R1 is given by (13).
We now state a lemma on the distribution of roots of a polynomial
due to Mignotte [15].
Lemma 3.2. Let P be an irreducible polynomial of degree d, with in-
teger coefficients. Let V be a sector (open or closed) in the complex
plane, centred at the origin with central angle 2πθ, where 0 ≤ θ ≤ 1.
Then the number N(V ) of roots of P in V satisfies
N(V ) ≤ 2θd+ c6
√
2d(1.5 log(2d) + 2 logM(P )),
where M(P ) is the Mahler height of P .
We apply Lemma 3.2 to get a subset of S having a property similar
to the set S1 in Lemma 3.1.
Lemma 3.3. There is a set S2 ⊆ S with |S2| ≪
√
r(log r + logM)
such that for any real ξ, we have
d(S2, ξ) ≤ R2 d(S, ξ)
where R2 is as given in Theorem 1.9(ii).
Proof. Define
∆(f) = min
1≤i<j≤r
|αi − αj |.
By [13, Theorem 2], we have
∆(f) > 2∆,
CONTRIBUTIONS TO A CONJECTURE OF MUELLER AND SCHMIDT 9
where ∆ is as in Theorem 1.9(ii).
x
y
V1V2
Γ
2pi
r
2pi
r
L2
L1
Figure 1.
Therefore there can be at most one root of f inside the circle Γ
centred at the origin and having radius ∆. Now consider the sector
V1 shown in Figure 1. It is centred at the origin and has central angle
4π/r . Let N(V1) denote the number of zeros of f inside the sector V1.
By Lemma 3.2 with M(P ) = M(f) =M , we have
N(V1) ≤ 4 + c6
√
2r(1.5 log(2r) + 2 logM)≪
√
r(log r + logM).
We also have N(V2)≪
√
r(log r + logM). If m denotes the number of
roots inside V1 ∪ V2 ∪ Γ, then m≪
√
r(log r + logM). The remaining
roots either lie above the line L1 or below the line L2. This means that
except for m roots, say α1, . . . , αm, all the other roots α satisfy
|Im(α)| ≥ ∆
∣∣∣∣sin
(
2π
r
)∣∣∣∣ .
Let ξ ∈ R. Suppose
d(S, ξ) = |ξ − αi0 |,
where i0 /∈ {1, . . . , m}. Then
|ξ − α1| ≤ |ξ − αi0 |+ |αi0 − α1|
≤ |ξ − αi0 |
(
1 +
2M
|ξ − αi0|
)
.
Now |ξ − αi0| ≥ |Im(αi0)| ≥ ∆| sin(2πr )|. Thus for r ≫ 1, we have
|ξ − α1| ≤ |ξ − αi0 |
(
1 +
Mr
2∆
)
.
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Thus
|ξ − α1| ≤ R2|ξ − αi0 |.
Hence there is a set S2 of m roots such that for any real number ξ, we
have
d(S2, ξ) ≤ R2 d(S, ξ).
This completes the proof of the lemma.
4. Proof of Theorem 1.9
We begin by stating a lemma of Lewis and Mahler [11, Lemma 1] on
Diophantine approximation.
Lemma 4.1. If (x, y) is a solution of (2) with y 6= 0 and H(x, y) =
max(|x|, |y|) > B1/r, then
d
(
S,
x
y
)
≤ B
H(x, y)r
.
Combining this lemma with Lemma 3.3, we obtain the following result.
Lemma 4.2. There is a set S2 ⊆ S with |S2| ≪
√
r(log r + logM)
such that
d
(
S2,
x
y
)
≤ BR2
H(x, y)r
for any solution (x, y) of (2) with y 6= 0 and H(x, y) > B1/r.
Let a, b, δ, t, λ and A be as in Section 1.3. Following [3], we say that a
rational number x/y is a very good approximation to α ∈ S if∣∣∣∣α− xy
∣∣∣∣ < (4eAH(x, y))−λ.
We now state the Thue-Siegel principle as given in [3, p. 74].
Lemma 4.3. Let α ∈ S. If x/y, x′/y′ are two very good approximations
to α, then
log(4eA) + logH(x′, y′) ≤ δ−1{log(4eA) + logH(x, y)}.
Proof of Theorem 1.9
(i) We argue as in [3] and [8]. Let αi ∈ S1, where S1 is given by Lemma
3.1. We first count all large primitive solutions of (2) which are closest
to αi. Let
Ii =
{
(x, y) : y > YGR
1
r−2
+ 1
r2
1 , gcd(x, y) = 1,
∣∣∣∣αi − xy
∣∣∣∣ = d
(
S1,
x
y
)}
.
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In Lemma 2.1 we take U = Ii. Suppose that |Ii| = n. Enumer-
ate the elements of Ii as (x1, y1), (x2, y2), . . . , (xn, yn) with H(x1, y1) ≤
H(x2, y2) ≤ · · · ≤ H(xn, yn). Take T ((xj, yj)) = H(xj , yj). Then
1
yjyj+1
≤
∣∣∣∣xj+1yj+1 −
xj
yj
∣∣∣∣ ≤
∣∣∣∣xj+1yj+1 − αi
∣∣∣∣ +
∣∣∣∣αi − xjyj
∣∣∣∣ ≤ 2BR1H(xj, yj)r
by Lemmas 3.1 and 4.1. Thus,
H(xj+1, yj+1) ≥ H(xj, yj)r−1/(2BR1).
Hence (14) is valid with
β = 1/(2BR1) < 1, γ = r − 1.
We first estimate the number n1 of elements (x, y) in Ii satisfying
H(x, y) ≥
(
R1√|D|
) 1
r−λ
YE = (2BR1)
1
r−λ (4eA)
λ
r−λ .
All such solutions are very good approximations to αi. Hence by
Lemma 4.3, we have
log T ((xn, yn)) ≤ δ−1 (log(4eA) + log T ((x1, y1)))
i.e.
T ((xn, yn)) ≤ (4eAT ((x1, y1)))1/δ.
In Lemma 2.1(ii), take
A1 = (2BR1)
1
r−λ (4eA)
λ
r−λ ,
η1 = 4e
A, η2 = 1/δ, µ = λ and ν = r − λ.
As mentioned in Remark 1.2, we may take r sufficiently large. Note
that 1/δ ∼ r. Hence 1 < η2 ≤ γn−1 for n ≥ 3. Also, µ = λ ∼
√
r.
Hence 1 ≤ µ < ν = r − λ < r − 2. Thus
n1 ≪ 1 + 1
log(r − 1) log
(
rmax
(
r
λ
,
r − 2
λ− 2
))
≪ 1.
Next, we estimate the number n2 of solutions (x, y) satisfying
YGR
1
r−2
+ 1
r2
1 < H(x, y) ≤
(
R1√|D|
)1/(r−λ)
YE ≤ (2BR1)
1+λ/a2
r−λ .
Applying Lemma 2.1(i) with
A1 = YGR
1
r−2
+ 1
r2
1 = (2BR1)
1
r−2
+ 1
r2 ,
B1 = (2BR1)
1+λ/a2
r−λ , β = 1/(2BR1), κ = 1 and γ = r − 1,
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we obtain that n2 ≪ 1. Thus
|Ii| = n1 + n2 ≪ 1.
As this inequality is true for every root αi ∈ S1 and |S1| ≪ s, we obtain
that the number of solutions (x, y) with H(x, y) > YGR
1
r−2
+ 1
r2
1 is ≪ s.
The proof of (ii) is similar to the above proof with R1, S1 replaced
by R2, S2.
In Sections 5-7, we improve the mechanism for dealing with medium
solutions developed by Mueller and Schmidt.
5. Archimedean Newton polygon and Large derivatives
Let F be as in (1). The Archimedean Newton polygon of f(z) =
F (z, 1) is the lower boundary of the convex hull of the points
Pi = (ri,− log |ai|), i = 0, . . . , s.
We label the vertices of the Newton polygon as
P0 = Pi(0), Pi(1), . . . , Pi(ℓ) = Ps,
where 0 = i(0) < i(1) < . . . < i(ℓ) = s. For k = 1, . . . , ℓ, define σ(i(k))
as the slope of the line segment Pi(k−1), Pi(k). For k = 0, . . . , ℓ − 1,
define σ+(i(k)) as the slope of the line segment Pi(k), Pi(k+1). Let α be
a root of f . We define K(α), k(α) as follows. If σ+(i(ℓ− 1)) = σ(s) <
log |α|+Ψ+ log 3, then put K(α) = ℓ. If not, then define K(α) as the
least integer K in 0 ≤ K ≤ ℓ− 1 with σ+(i(K)) ≥ log |α|+Ψ + log 3.
If σ(i(1)) = σ+(0) > log |α| −Ψ− log 3, then put k(α) = 0. Otherwise,
define k(α) as the largest integer k in 1 ≤ k ≤ ℓ with σ(i(k)) ≤
log |α| − Ψ− log 3. Clearly, k(α) ≤ K(α). In [18], k(α) and K(α) are
defined with Ψ replaced by log s. As in [18, Equation (6.3)], we have
k(α) < K(α)
for every root α of f .
Lemma 5.1. The coefficients of F satisfy condition (10) if and only
if the Newton polygon of F is a straight line joining (0,− log |a0|) and
(r,− log |as|). Further, in this case the height H of F is either |a0| or
|as|.
Proof. The Newton polygon is a straight line if and only if the slope
of the line joining (0,− log |a0|) and (r,− log |as|) does not exceed
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the slope of the line joining (0,− log |a0|) and (ri,− log |ai|) for i =
1, . . . , s− 1, i.e. for every i with 1 ≤ i ≤ s− 1, we have
− log |as|+ log |a0|
r
≤ − log |ai|+ log |a0|
ri
or, ∣∣∣∣a0as
∣∣∣∣
1/r
≤
∣∣∣∣a0ai
∣∣∣∣
1/ri
which is condition (10). This proves the first assertion.
Condition (10) means that for i = 1, . . . , s− 1, we have
|as||a0|
r
ri
−1 ≥ |ai|
r
ri .
If |a0| ≤ |as|, then the above inequality implies that
|as|
r
ri ≥ |ai|
r
ri for i = 1, . . . , s− 1.
Thus
|as| ≥ |ai| for i = 0, . . . , s− 1.
Hence H = |as|. Similarly, if |as| ≤ |a0|, then we get
|a0|
r
ri ≥ |ai|
r
ri for i = 1, . . . , s− 1.
Thus H = |a0|. This proves the second assertion.
Remark 5.2. By Lemma 5.1, when the coefficients of F satisfy (10),
we have ℓ = 1. Since k(α) < K(α), we find
k(α) = 0 and K(α) = 1
for any α ∈ S.
As a consequence of Lemma 5.1, we get the following result which is
a special case of Lemma 1(i) of [18].
Lemma 5.3. Suppose that the coefficients of F satisfy (10). Then for
every root α of f , we have
1
2
eσ < |α| < 2eσ,
where σ denotes the slope of the line joining (0,− log |a0|) and (r,− log |as|).
Proof. By Lemma 5.1, the coefficients of F satisfy (10) if and only if
σ ≤ − log |ai|+ log |a0|
ri
for i = 1, . . . , s− 1.
This implies that
|as|eσr = |a0| ≥ |ai|eσri for i = 0, . . . , s− 1.
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When z = eσw with |w| ≥ 2, we have
|f(z)| = |aseσrwr + as−1eσrs−1wrs−1 + · · ·+ a0|
≥ |aseσr||wr| − |as−1eσrs−1 ||wrs−1| − · · · − |a0|
≥ |aseσr|(|wr| − |wrs−1| − · · · − 1) > 0.
Therefore if α is a root of f , then
|α| < 2eσ.
Now consider the reciprocal polynomial fˆ of f , i.e.
fˆ(z) = zrf(1/z).
The Newton polygon of fˆ is the single line with slope −σ. Hence every
root αˆ of fˆ satisfies
|αˆ| < 2e−σ.
Since the roots of fˆ are the reciprocals of the roots of f , we obtain
|α| > 1
2
eσ
for every root α of f . This completes the proof of the lemma.
We shall now use the Newton polygon to prove that for each root α
of f , there exists u with 1 ≤ u ≤ r such that |f (u)(α)| is large. This
will enable us to obtain good rational approximations to α from the
solutions of (2) (See Lemma 6.1). We introduce some notation. Let
e, h be two non-negative integers. Let (e)h be the Pochhammer symbol
defined as
(e)h =


0 if e = 0
1 if h = 0
e(e− 1) · · · (e− h+ 1) otherwise .
For a positive integer t, define
∆−t (e) =

(e)0...
(e)t

 .
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Further, for 0 ≤ u ≤ t, let
∆−t,u(e) =


(e)0
...
(e)u−1
(e)u+1
...
(e)t


.
If {a1, . . . , at+1} is a set of positive integers, then
det
(
∆−t (a1), . . . ,∆
−
t (at+1)
)
=
∏
1≤i<j≤t+1
(aj − ai). (19)
Let {b1, . . . , bt} be any set of positive integers. Put
E(t)u = E
(t)
u (b1, . . . , bt) = (−1)t+u det
(
∆−t,u(b1), . . . ,∆
−
t,u(bt)
)
.
Then for any positive integer e, we have
t∑
u=0
(e)uE
(t)
u (b1, . . . , bt) = det
(
∆−t (b1), . . . ,∆
−
t (bt),∆
−
t (e)
)
.
We denote det
(
∆−t (b1), . . . ,∆
−
t (bt),∆
−
t (e)
)
by D(b1, . . . , bt, e). Note
that D(b1, . . . , bt, e) = 0 whenever e = bi for any i with 1 ≤ i ≤ t.
Lemma 5.4. Let P (z) = p1z
e1 + . . . + pmz
em, e1 < . . . < em, be a
polynomial and let {b1, . . . , bt} be any set of positive integers. Then
t∑
u=0
E(t)u z
uP (u)(z) =
m∑
i=1
piz
eiD(b1, . . . , bt, ei),
where E
(t)
u = E
(t)
u (b1, . . . , bt).
Proof. Observe that for 0 ≤ u ≤ t, we have
zuP (u)(z) = (e1)u p1z
e1 + . . .+ (em)u pmz
em .
Then
t∑
u=0
E(t)u z
uP (u)(z) = p1z
e1
t∑
u=0
(e1)uE
(t)
u + . . .+ pmz
em
t∑
u=0
(em)uE
(t)
u
= p1z
e1D(b1, . . . , bt, e1) + . . .+ pmz
emD(b1, . . . , bt, em).
This proves the lemma.
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Corollary 5.5. Let α be a root of f(z). Then
i(K)∑
u=1
E(i(K))u α
uf (u)(α) = ai(K)D
(1)
i(K)α
ri(K) +
∑
j>i(K)
ajD
(1)
j α
rj , (20)
where K = K(α), E
(i(K))
u = E
(i(K))
u (r0, . . . , ri(K)−1),
D
(1)
j = D(r0, . . . , ri(K)−1, rj) and the sum with j > i(K) is taken as
zero if K = ℓ. Also
s−i(k)∑
u=1
E(s−i(k))u α
uf (u)(α) = ai(k)D
(2)
i(k)α
ri(k) +
∑
j<i(k)
ajD
(2)
j α
rj (21)
where k = k(α), E
(s−i(k))
u = E
(s−i(k))
u (ri(k)+1, . . . , rs),
D
(2)
j = D(ri(k)+1, . . . , rs, rj) and the sum with j < i(k) is taken as zero
if k = 0.
Proof. In Lemma 5.4, take P (z) = f(z) with (e1, . . . , em) = (r0, . . . , rs)
and (p1, . . . , pm) = (a0, . . . , as). Now (20) follows from the lemma by
taking z = α, t = i(K), (b1, . . . , bt) = (r0, . . . , ri(K)−1) and using the
fact that D(r0, . . . , ri(K)−1, rj) = 0 for j < i(K). Similarly, we obtain
(21) by taking z = α, t = s − i(k), (b1, . . . , bt) = (ri(k)+1, . . . , rs) and
using the fact that D(ri(k)+1, . . . , rs, rj) = 0 for j > i(k).
Note that the sums on the left hand sides of (20) and (21) are non-
empty since 0 ≤ i(k) < i(K) ≤ s.
Lemma 5.6. Let (x, y) be a solution of (2) with y 6= 0. Let α be a
root of f . Then
(i) There exists u with 1 ≤ u ≤ i(K) such that
|f (u)(α)| ≥ 1
4s
(2s2r)1−s|ai(K)||α|ri(K)−u.
(ii) There exists v with 1 ≤ v ≤ s− i(k) such that
|f (v)(α)| ≥ 1
4s
(2s2r)1−s|ai(k)||α|ri(k)−v.
Proof. Suppose that K < ℓ. Let j > i(K). Put
W
(1)
j =
∣∣∣∣∣ ajD
(1)
j α
rj
ai(K)D
(1)
i(K)α
ri(K)
∣∣∣∣∣ .
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By (20), we have
i(K)∑
u=1
E(i(K))u α
uf (u)(α) = ai(K)D
(1)
i(K)α
ri(K)

1 + ∑
j>i(K)
ajD
(1)
j α
rj
ai(K)D
(1)
i(K)α
ri(K)

 .
(22)
From the definition of D
(1)
j and (19) , we obtain∣∣∣∣∣ D
(1)
j
D
(1)
i(K)
∣∣∣∣∣ =
∏
w<i(K)
(
rj − rw
ri(K) − rw
)
=
∏
w<i(K)
(
1 +
(
rj − ri(K)
ri(K) − rw
))
.
This implies
log
∣∣∣∣∣ D
(1)
j
D
(1)
i(K)
∣∣∣∣∣ ≤ (rj − ri(K))
∑
w<i(K)
1
ri(K) − rw
≤ (rj − ri(K))Ψ.
Then
logW
(1)
j ≤ (rj − ri(K)) (log |α|+Ψ) + log |aj| − log |ai(K)|
= (rj − ri(K)) (log |α|+Ψ− σ(j, i(K))) ,
where σ(j, i(K)) denotes the slope of the line segment joining Pi(K) and
Pj. From the convexity of the Newton polygon and the definition of
K = K(α), we get
σ(j, i(K)) ≥ σ+(i(K)) ≥ log |α|+Ψ+ log 3.
Hence
logW
(1)
j ≤ −(rj − ri(K)) log 3
implying that
W
(1)
j ≤ 3−(rj−ri(K)).
Thus ∑
j>i(K)
W
(1)
j ≤ 3−1 + 3−2 + . . . =
1
2
.
Using this in (22), we obtain∣∣∣∣∣∣
i(K)∑
u=1
E(i(K))u α
uf (u)(α)
∣∣∣∣∣∣ ≥
1
2
|ai(K)D(1)i(K)αri(K) |. (23)
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It is easy to see that the above inequality holds also for K = ℓ since
then the right hand side of (22) reduces to |asD(1)s αr|. Suppose that
k > 0. As above, it can be shown that for j < i(k),
log
∣∣∣∣∣D
(2)
j
D
(2)
i(k)
∣∣∣∣∣ ≤ (ri(k) − rj)Ψ
and hence ∣∣∣∣∣∣
s−i(k)∑
u=1
E(s−i(k))u α
uf (u)(α)
∣∣∣∣∣∣ ≥
1
2
|ai(k)D(2)i(k)αri(k)|. (24)
This inequality is also true for k = 0. From [18, Eqns (6.12) & (6.13)]
it follows that
|E(i(K))u | ≤ 2s(s2r)s−1|D(1)i(K)| for 1 ≤ u ≤ i(K) (25)
and
|E(s−i(k))u | ≤ 2s(s2r)s−1|D(2)i(k)| for 1 ≤ u ≤ s− i(k). (26)
Substituting (25) in (23), we find that
|f (u)(α)| ≥ 1
4s
(2s2r)1−s|ai(K)||α|ri(K)−u
for some u with 1 ≤ u ≤ i(K). In a similar manner, (24) and (26) yield
the second part of the lemma.
6. Good rational approximations
The results in this section correspond to [18, Section 14], with minor
changes. We include the details for the convenience of the reader.
Throughout this section, assume that (x, y) is a solution of (2) with
y 6= 0 and that α is a root of f with
d
(
S,
x
y
)
=
∣∣∣∣α− xy
∣∣∣∣ .
Let q be the smallest integer with
|aq| = H = max
0≤j≤s
|aj|.
Note that (q,− log |aq|) is a vertex of the Newton polygon of f . The
following lemma from [18] gives a rational approximation to α in terms
of the derivatives of f .
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Lemma 6.1. [18, Lemma 10]
If f (u)(α) 6= 0 for some u in 1 ≤ u ≤ r, then
d
(
S,
x
y
)
≤ r
2
(
2rh
|f (u)(α)yr|
)1/u
.
The following two results are a consequence of the above lemma.
Lemma 6.2. If q < i(K), where K = K(α), then
d
(
S,
x
y
)
≤ 1
H(1/u)−(1/r)
(
(rs)2s(6eΨ)rh
|y|r
)1/u
, (27)
where u is chosen according to Lemma 5.6(i).
Proof. Combining Lemmas 5.6(i) and 6.1, we obtain∣∣∣∣α− xy
∣∣∣∣ ≤
(
2r(rs)2sh
|ai(K)||α|ri(K)−u|y|r
)1/u
. (28)
Denote |ai(K)||α|ri(K)−u by ∆(α, u). Thus
log∆(α, u) = (ri(K) − u) log |α|+ log |ai(K)|.
From the definition of K(α) it follows that
log |α| ≥ σ(i(K))−Ψ− log 3.
Since q < i(K), we have σ(i(K)) ≥ σ(q, i(K)) as the Newton polygon
is convex. Thus
log∆(α, u) ≥ (ri(K) − u) (σ(i(K))−Ψ− log 3) + log |ai(K)|
≥ (ri(K) − u)σ(q, i(K)) + log |ai(K)| − r log(3eΨ)
= (rq − u)σ(q, i(K)) + log |aq| − r log(3eΨ).
Since Pq is one of the lowest vertices of the Newton polygon and q <
i(K), the slope σ(q, i(K)) is non-negative. Therefore if rq ≥ u, we have
log∆(α, u) ≥ log |aq| − r log(3eΨ) = logH − r log(3eΨ).
If rq < u, we have σ(q, i(K)) ≤ σ(q, s). Hence
log∆(α, u) ≥ (rq − u)σ(q, s) + log |aq| − r log(3eΨ)
=
(
1− u− rq
rs − rq
)
log |aq|+ u− rq
rs − rq log |as| − r log(3e
Ψ)
≥
(
1− u− rq
r − rq
)
log |aq| − r log(3eΨ)
≥
(
1− u
r
)
logH − r log(3eΨ).
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Substituting this in (28), we obtain the assertion of the lemma.
Lemma 6.3. If x 6= 0, |y| ≥ 2(rs)2s/rh1/r and i(k) < q, where k =
k(α), then
d
(
S∗,
y
x
)
≤ 1
H(1/v)−(1/r)
(
(rs)2s(12eΨ)rh
|x|r
)1/v
, (29)
where v is chosen according to Lemma 5.6(ii) and S∗ = {α−1|α ∈ S}.
Proof. Combining Lemmas 5.6(ii) and 6.1, we obtain∣∣∣∣α− xy
∣∣∣∣ ≤
(
2r(rs)2sh
|ai(k)||α|ri(k)−v|y|r
)1/v
.
Denote |ai(k)||α|ri(k)−v by ∆∗(α, v). Then
log(|α|v∆∗(α, v)) = ri(k) log |α|+ log |ai(k)|.
If k = 0, we have ri(0) = 0 and hence log(|α|v∆∗(α, v)) ≥ 0. Now
suppose that k > 0. From the definition of k(α) it follows that
log |α| ≥ σ(i(k)) + Ψ + log 3.
This implies that
log(|α|v∆∗(α, v)) ≥ ri(k)σ(i(k)) + log |ai(k)|
≥ ri(k)σ(0, i(k)) + log |ai(k)| = log |a0| ≥ 0.
Therefore ∣∣∣∣α− xy
∣∣∣∣ ≤ |α|
(
2r(rs)2sh
|y|r
)1/v
≤ |α|
by the assumption on y. Hence
|x| ≤ |2αy|.
Using this we obtain∣∣∣α−1 − y
x
∣∣∣ = ∣∣∣ y
xα
∣∣∣ ∣∣∣∣α− xy
∣∣∣∣ ≤
(
2r(rs)2sh
|ai(k)||α|ri(k)
)1/v
1
|x||y|(r/v)−1
≤
(
4r(rs)2sh
Γ(α, v)|x|r
)1/v
,
where Γ(α, v) = |ai(k)||α|−(r−ri(k)−v). Note that r − ri(k) − v ≥ 0. It is
enough to show that
Γ(α, v) ≥ (3eΨ)−rH1−(v/r).
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Since i(k) < q, we have σ(i(k), q) ≥ σ+(i(k)) > log |α| − Ψ − log 3.
Thus
log Γ(α, v) ≥ (r − ri(k) − v)(−σ+(i(k))− log(3eΨ)) + log |ai(k)|
≥ −(r − ri(k) − v)σ(i(k), q) + log |ai(k)| − r log(3eΨ)
= −(r − rq − v)σ(i(k), q) + log |aq| − r log(3eΨ).
When v ≤ r − rq, we have
log Γ(α, v) ≥ log |aq| − r log(3eΨ) = logH − r log(3eΨ)
as σ(i(k), q) ≤ 0. When v > r − rq, we get
log Γ(α, v) ≥ −(r − rq − v)σ(0, q) + log |aq| − r log(3eΨ)
= (r − rq − v)((log |aq| − log |a0|)/rq) + log |aq| − r log(3eΨ)
≥ ((r − v)/rq) log |aq| − r log(3eΨ)
≥ (1− (v/r)) logH − r log(3eΨ).
This proves the claim and hence the assertion of the lemma.
We combine Lemmas 6.2, 6.3 and 3.1 to get the following result,
which is analogous to [18, Lemma 17].
Lemma 6.4. There is a set S1 of roots of F (x, 1) and a set S
∗
1 of roots
of F (1, y), both with cardinalities ≤ 6s+4, such that any solution (x, y)
of (2) with
min(|x|, |y|) ≥ 12eΨ(rs)2s/rh1/r
either has ∣∣∣∣α− xy
∣∣∣∣ ≤ R1
H
1
s
− 1
r
(
(rs)2s(12eΨ)rh
|y|r
)1/s
(30)
for some α ∈ S1 or has∣∣∣α∗ − y
x
∣∣∣ ≤ R1
H
1
s
− 1
r
(
(rs)2s(12eΨ)rh
|x|r
)1/s
(31)
for some α∗ ∈ S∗1 .
Proof. Since min(|x|, |y|) ≥ 12eΨ(rs)2s/rh1/r, Lemmas 6.2 and 6.3 im-
ply that there is either a root α of F (Z, 1) with (27) or a root α−1 of
F (1, Z) with (29). Further, the right hand sides of these inequalities
increase with u and v respectively. Therefore we may replace u, v with
s. This, together with Lemma 3.1, gives the assertion of the lemma.
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7. Estimation of medium solutions
Let YW be as given in (12). In this section, we shall estimate
Pmed(YW , Y ) for suitably chosen Y .
Lemma 7.1. Let F (X, Y ) be given by (1).
(i) Let
YS = ((12e
Ψ)rR2s1 h)
1
r−2s .
Then
Pmed(YW , YS)≪ s
Φ
(log s+ log(1 + log h1/r)).
(ii) Suppose that the coefficients of F (X, Y ) satisfy (10) and that
r ≥ 4s. Let
Y ′S = (8
rRs1(s
2r)3sh)
1
r−2s .
Then
Pmed(YW , Y
′
S)≪ s(log s + log(1 + log h1/r)).
Proof. (i) By Lemma 6.4, it is enough to estimate the number of primi-
tive pairs (x, y) satisfying (30) for some α ∈ S1 or (31) for some α∗ ∈ S∗1
with
YS ≤ y ≤ YW .
We consider the case when (30) is satisfied. The other case is similar.
Let α ∈ S1 and let U = {(x1, y1), . . . , (xν , yν)} be the set of all solutions
of (30) with gcd(xi, yi) = 1 and
YS ≤ y1 ≤ . . . ≤ yν ≤ YW .
Suppose that ν ≥ 2. Then
1
yiyi+1
≤
∣∣∣∣xiyi −
xi+1
yi+1
∣∣∣∣ ≤
∣∣∣∣α− xiyi
∣∣∣∣+
∣∣∣∣α− xi+1yi+1
∣∣∣∣
≤ K1
2y
r/s
i
+
K1
2y
r/s
i+1
≤ K1
y
r/s
i
,
where
K1 = 2R1(rs)
2(12eΨ)r/sh1/sH(1/r)−(1/s).
Thus we have
yi+1 ≥ K−11 y(r/s)−1i .
In Lemma 2.1(i) take T ((xi, yi)) = yi, β =
1
K1
, γ = r−s
s
, A1 = YS and
B1 = YW . Note that γ = (r/s)−1 > 4e2Φ−1 ≥ eΦ ≥ 2. Further, since
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R1 ≥ 4(rs)4, we have
YS
K
1
κ(γ−1)
1
≥ R
s
r−2s
1 H
r−s
2r(r−2s)
(rs)
2s
r−2s2
s
r−2s
≥ R
s
2(r−2s)
1 H
r−s
2r(r−2s) .
Using the inequality M ≤ (r + 1)H ([12, Eqn (6)]), we get
log YW ≪
√
r + logH + log h1/r.
Now we apply Lemma 2.1(i) to obtain
ν ≪ 1 + 1
log γ
log
(
2r(r − 2s)(√r + logH + log h1/r)
(r − s) logH + rs logR1
)
≪ log r + log(1 + log h
1/r)
log γ
.
If r ≪ s3, we get
ν ≪ log s+ log(1 + log h
1/r)
Φ
.
If r ≫ s3, then γ ≫ r2/3, which implies that
ν ≪ 1 + log(1 + log h
1/r)
log r
≪ log s+ log(1 + log h
1/r)
Φ
as Φ ≪ log s (see Remark 1.3). Since this is true for each α ∈ S1, we
obtain the assertion of part (i) of the lemma.
(ii) By Remark 5.2 and Lemmas 6.1, 5.6 and 3.1, there is a set S1 ⊆ S
with |S1| ≪ s, such that for some α ∈ S1,
d
(
S1,
x
y
)
=
∣∣∣∣α− xy
∣∣∣∣ ≤ rR12
(
s(rs2)s−12r+s+1h
|y|r|as||α|r−u
)1/u
. (32)
By Lemma 5.3, it follows that every root α of f satisfies
1
2
eσ < |α| < 2eσ,
where σ is the slope of the line joining (0,− log |a0|) and (r,− log |as|).
This implies that
log |α| > σ − log 2 = − log |as|+ log |a0|
r
− log 2.
Therefore
|as||α|r−u ≥ |as|
u/r|a0|(r−u)/r
2r−u
.
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By (32) and |y| ≥ Y ′S, we get that
d
(
S1,
x
y
)
≤ rR1
2
(
s(rs2)s−123rh
|y|r|as|s/r|a0|(r−s)/r
)1/s
.
As the height of F is either |a0| or |as|, we obtain that∣∣∣∣α− xy
∣∣∣∣ ≤ rR12H1/r
(
s(rs2)s−123rh
|y|r
)1/s
. (33)
Let U = {(x1, y1), . . . , (xν , yν)} be the set of all the solutions of (33)
with gcd(xi, yi) = 1 and
Y ′S ≤ y1 ≤ . . . ≤ yν ≤ YW .
Put
K2 =
R18
r/s(sh)1/s(rs)2
H1/r
.
Suppose that ν ≥ 2. As in the proof of (i), we get from (33) that
yi+1 ≥ K−12 y(r/s)−1i .
In Lemma 2.1(i) take T ((xi, yi)) = yi, β =
1
K2
, γ = r−s
s
, A1 = Y
′
S and
B1 = YW . Note that
Y ′S ≥ K
1
κ(γ−1)
2 H
s
2r(r−2s) (rs3)
s
r−2s and γ ≥ 2.
Thus by Lemma 2.1(i), we obtain
ν ≪ 1 + 1
log γ
log
(
2r(r − 2s)(√r + logH + log h1/r)
s logH + 2rs log(rs3)
)
≪ log r + log(1 + log h
1/r)
log γ
.
Now we argue as in the proof of (i) to get the assertion.
8. Estimation of small solutions
To estimate the number of small solutions, we use the following
lemma from [18].
Lemma 8.1. [18, Lemma 18]
Let F (X, Y ) be given by (1) and let r ≥ 4s. Then for any Y ≥ 1, we
have
Psma(Y )≪ (rs2)2s/rh2/r + s Y.
Lemma 8.2. Let F (X, Y ) be given by (1). Then
(i)
Psma(YS)≪ ec7(log s)e−2Φh 2r + seΦ+c8(log3 s)e−Φh
1
r−2s .
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(ii)
Psma(Y
′
S)≪ sh2/r whenever r ≥ s log3 s.
Proof. (i) follows from (9) and Lemma 8.1 with Y as YS. Similarly, (ii)
follows by taking Y as Y ′S in Lemma 8.1 and using r ≥ s log3 s.
9. Proofs of Proposition 1.8 and Theorems 1.1, 1.5
Proof of Proposition 1.8
Suppose that r ≥ 4s. Let P (h) denote the number of primitive solu-
tions of (2). Then
P (h) = Pℓar(YW ) + Pmed(YW , YS) + Psma(YS).
The upper bounds for the three quantities on the right hand side are
obtained from (11), Lemma 7.1(i) and Lemma 8.2(i). This together
with Φ≪ log s (see Remark 1.3) yields
P (h)≪ ρh2/r,
where
ρ =
s log s
Φ
+ sc7e
−2Φ
+ seΦ+c8(log
3 s)e−Φ .
Using a partial summation argument, it was shown in [18, p. 212] that
NF (h)≪ P (h) + h1/rr−1
h−1∑
n=1
P (n)n−1−(1/r).
Substituting our estimate for P (h), we obtain that
NF (h)≪ ρh2/r.
When r < 4s, we use (3) to obtain
NF (h)≪ s C1(r, h).
This proves the proposition.
Proof of Theorem 1.1
Observe that Φ ≥ 3 log log s. Thus from Proposition 1.8, we get
NF (h)≪ s(log s+ eΦ)C1(r, h)≪ seΦC1(r, h).
Proof of Theorem 1.5
We have
P (h) = Pℓar(YW ) + Pmed(YW , Y
′
S) + Psma(Y
′
S).
We use the respective upper bounds for the three quantities on the right
hand side from (11), Lemma 7.1(ii) and Lemma 8.2(ii) and proceed as
in the proof of Proposition 1.8 to give the assertion.
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