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The widespread phenomena of multistability is a problem involving rich dynamics to be explored.
In this paper, we study the multistability of a generalized nonlinear forcing oscillator excited by
f(x)cosωt. We take Doubochinski’s Pendulum as an example. The so-called ”amplitude quanti-
zation”, i.e., the multiple discrete periodical solutions, is identified as self-adaptive subharmonic
resonance in response to nonlinear feeding. The subharmonic resonance frequency is found related
to the symmetry of the driving force: odd subharmonic resonance occurs under even symmetric
driving force and vice versa. We solve the multiple periodical solutions and investigate the transi-
tion and competition between these multi-stable modes via frequency response curves and Poincare
maps. We find irreversible transition between the multistable modes and propose a multistability
control strategy.
I. INTRODUCTION
The phenomenon of multistability (coexistence of
different attractors for a given set of parameters) is
widespread in physics [1–3], chemistry [4, 5], biology [6–8]
and climate systems [9, 10] and many other fields of sci-
ence and nature. One important feature of such systems
of high order of complexity are their extreme sensitivity
to perturbation and initial conditions[11]. Generalized
multistability, firstly distinguished from ordinary bista-
bility extensively exist in nonlinear systems, was found
in laser physics[12].
The mechanisms of multistability include coupling [13],
delayed feedback [14, 15],parametrical forcing [16] and
dissipation[17]. These mechanisms usually do not act
independently in a system. In many cases, the feedback
and dissipation often coexist. For example, a mechanical
rotor with weak damping and self-adaptive driving term
possess over one hundred attractors[18].
Compared to bistability phenomenon, the study of
generalized multistability is far from being complete.
The phenomena and mechanisms of multistability in-
volve rich dynamics to be explored. Here we study the
multiple stability behaviors in a classical mechanical sys-
tem, the Doubochinski’s pendulum[19]. We reveal that
it’s mysterious ”amplitude quantization”, initially stud-
ied as ”macroscopic quantum behavior”[19] is, in fact,
the self-adaptive behavior in response to nonlinear feed-
ing. We consider a generalized model of an oscillator ex-
cited by periodic force f(x)cosωt where the feeding func-
tion f(x) is a nonlinear function of displacement. This
model containing restoring force, dissipation and nonlin-
ear feeding can be regarded as generalization of para-
metric oscillation. For a linear parametric oscillator gov-
erned by Mathieu equation, subharmonic resonance oc-
curs when the driving frequency is near twice the natural
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frequency of an oscillator [20]. To understand the mech-
anism of multistability, we express the feeding function
f(x) as series of polynomial and solved the amplitudes
and frequency respond curves analytically. The origin of
multiple solutions and strong self-adaptivity can be ex-
plained. Moreover, the even-odd correspondence between
the symmetry of the driving force and subharmonic res-
onance frequencies are presented numerically. To inves-
tigate the transition and competition between the multi-
stable modes, we present the frequency response curves
and Poincare maps near ω = 3ω0 and ω = 5ω0. The
transition between multistable states is more complex
and intriguing than in bistability. We find irreversible
transition between the multistable modes and propose a
multistability control strategy. In contrast, the frequency
response for bistability states forms a closed hysteresis
loop rather than an open route.
II. THEORETICAL MODEL
A. Dynamic Equation
A general form of nonlinearly excited oscillator can be
described by the following dynamic equation
x¨+ 2hx˙+ fr(x) = f(x)cosωt (1)
where x is the displacement, h is the linear damp-
ing coefficient, fr(x) is the restoring force of the sys-
tem, f(x)cosωt is a nonlinear periodic driving force and
ω is the driving frequency. f(x) is the displacement-
dependent amplitude of the driving force, called feeding
function here. There are various physical systems de-
scribed by equations of similar forms. For example, when
fr(x) contains a positive linear term and a cubic term,
and the feeding function f(x) is a constant, Eq.1 becomes
Duffing’s equation [21]. A nonlinear parametric oscillator
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2is described by an equation similar to Eq.1, where f(x)
is proportional to displacement. [22].
When applied to a pendulum the restoring force can
be written as
fr(x) = ω
2
0sin(x) (2)
where ω0 is the pendulum’s natural frequency and x is
the angular displacement.
The actual form of the feeding function is cumbersome,
so we approximate the feeding function in terms of poly-
nomial of x to do analytical calculation. Specifically, if
f(x) is an even symmetric function of x, the polynomial
approximation only contains even-degree terms,
feven(x) = a0 + a2x
2 + a4x
4 + ... (3)
If f(x) is an odd symmetric function of x, it only contains
odd-degree terms.
fodd(x) = a1x+ a3x
3 + ... (4)
In many cases, the feeding function f(x) is consider-
able in an active zone and becomes negligible elsewhere,
such a pendulum is called a ”kick-excited” one. In Ref.
[23], a symmetric Π shaped feeding function is consid-
ered. Here, the polynomial series is truncated after the
lowest few terms to model the feeding function. The co-
efficients are determined by fitting f(x) of a particular
physical model using above polynomials. Since the poly-
nomial usually does not converge to the practical feeding
function for arbitrary displacement, the polynomial ap-
proximation only applies to the range of oscillation or the
”active zone” of the feeding function unnecessarily being
small.
B. Feeding function for a magnetic pendulum
Later on, we consider a practical model of a nonlin-
early excited oscillator, the Doubochinski’s pendulum.
The pendulum consists of a light rigid pendulum with a
small magnet at the free end. An AC powered electro-
magnet is vertically or horizontally placed beneath the
pendulum, see Figs.1(a) and 1(b). The magnet pole’s di-
rection should be adjusted along the local geomagnetic
field to eliminate the torque. The dynamic equation for
the pendulum is
x¨+ 2hx˙+ ω20sinx =
T (x)
I
cosωt (5)
where I is the moment of inertia of the pendulum, T (x)
is the torque applied to the magnet. We can write the
dynamical equation in a dimensionless form.
d2x
dτ2
+ 2β
dx
dτ
+ sinx = f(x)cosΩτ (6)
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FIG. 1. a,b, Schematic diagrams of the Doubochinskis pen-
dulum. The electromagnet is vertically(a) or horizontally(b)
placed beneath the pendulum. c,d, Feeding function of
Doubochinskis pendulum for vertically(c) or horizontally(d)
placed electromagnet.
where τ , β and f(x) are defined as
τ = ω0t β =
h
ω0
(7)
f(x) =
T (x)
Iω20
Ω =
ω
ω0
(8)
The driving term arises from the alternating magnetic
field. The torque can be evaluated by treating the mag-
net as a magnetic dipole, thus,
T (x) =
∂(M ·B)
∂x
(9)
where B is the magnetic induction of the field, and M
is the magnetic moment of the magnet. Here we calcu-
late the feeding function in two typical configurations,
parameters for calculation are given in table I, involving
natural frequency of the pendulum ω0, moment of inertia
I, length of the pendulum L, radius of the coils r, number
of turns N , height of the electromagnet coil H, distance
between the coil and the magnet d, magnetic momen-
tum of the magnet M and the current i. These physical
parameters will be used for numerical calculation. The
coefficients of the polynomial a0, a2, a4 in Eq.3 fitting to
the feeding function given by above parameters are also
listed, which will be used in analytical calculation. As
shown in Figs.1(c) and 1(d), when the electromagnetic
coil is placed vertically, f(x) has even symmetry; when
the coil is placed horizontally, f(x) has odd symmetry.
3TABLE I. The parameters used to calculate the feeding func-
tion and the fitting coefficients of the polynomial.
Parameters :
ω0(rad/s) I(kg ·m2) L(m) r(m) N
5.13 0.01 0.456 0.042 220
H(m) d(m) M(A ·m2) i(A) β(rad/s)
0.02 0.021 1.36 0.5 0.0156
fitting coefficients of the polynomial :
a0 a2 a4
0.055 -11.6 300
III. DYNAMIC BEHAVIORS
A. Discrete Periodic Orbits
The pendulum’s motion is governed by Eq.6 and Eq.9.
We solve the equations when the electromagnet is ver-
tically placed, using the feeding function as shown in
Fig.1(c) and Runge-Kutta 4th order method in c++.
In Fig.2, we find that there are several stationary oscil-
lation modes near triple (Ω = 2.98) and quintuple of the
natural frequency (Ω = 4.98).Figs.2(a) and 2(b) are the
time evolutions of typical periodic orbits. The final oscil-
lation modes are dependent on initial conditions. Then
we sample the initial condition in phase space of (x, x˙),
in search of stable oscillation orbits. All the trajectories
converge to several limit cycles, as shown in Figs.2(c)
and 2(d). The small cycles in the middle are the linear
solutions where the pendulum oscillates at the frequen-
cies of the driving force. The larger cycles are nonlinear
solutions where the pendulum oscillates near the natural
frequency. The insets of Figs.2(c) and 2(d) show the dual
stationary solutions corresponding to the larger limit cy-
cles. Though the two limit cycles are adjacent in phase
diagram, they are different in phase. From Fig.2, we also
see that for the large stationary solutions, the pendulum
approximately performs harmonic oscillation.
These results are consistent with experimental phe-
nomenon [24] that pendulum released at small angles
only does small oscillations in the ”linear region”; and for
larger releasing angles, the amplitude varies slowly and
ends up with stable harmonic oscillations on the large
amplitude orbits or the small linear orbit.
To find the multiple periodic solutions analytically, we
use a polynomial approximation of the feeding function
Eq.3 and truncate it after the 4th order.
In Eq.3, when x << 1, the leading term is a constant
a0. The pendulum only does regular linear forced oscilla-
tion at the driving frequency. At larger angles, the effect
of nonlinearity becomes significant. When the pendulum
performs large amplitude oscillation under driving fre-
quency Ω ≈ 3, the zeroth order solution of Eq.6 should
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FIG. 2. a,b, Multiple stationary solutions of Doubochinski’s
pendulum for driving frequency Ω = 2.98, 4.98. The final os-
cillation modes vary with initial conditions. c,d, Limit cycles
for Ω = 2.98, 4.98 respectively. The small cycles in the mid-
dle are the linear solutions. The larger cycles which appear
in pairs are nonlinear solutions where the pendulum oscillates
near the natural frequency. The insets show stationary solu-
tions of the corresponding limit cycles in the same color.
be written as
x0 = Acos(
Ω
3
τ + φ) (10)
In order to capture the frequency response of the sys-
tem, a factor σ is added to the triple natural frequency
Ω = 3 + σ (11)
Substituting Eq.10 into Eq.6 and averaging the ampli-
tude and phase change over one period, we get the time
derivatives of amplitude and phase,
A˙ = − 2Aβ
1 + σ
− A
2(4a2 + 3A
2a4)sin(3φ)
16(1 + σ)
(12)
φ˙ = −A
2 + 16σ
8(1 + σ)
− A(4a2 + 5A
2a4)cos(3φ)
16(1 + σ)
(13)
For simplicity, we set the damping coefficient β = 0.
These two equations approximately describe the evolu-
tion trajectories in A−φ space. The stationary solutions
are the fixed points in A− φ space, which satisfy
A˙ = 0, φ˙ = 0 (14)
The solutions are
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FIG. 3. The analytical result of amplitude frequency response
curves for Ω ≈ 3. The two black solid curves denote the larger
stable roots, the blue dashed the unstable root. The linear
forced oscillation solution is the solid line near the bottom.
4a2A+ 5a4A
3 = 32σ + 2A2, φ = 2k
pi
3
(15)
4a2A+ 5a4A
3 = −32σ − 2A2, φ = (2k + 1)pi
3
(16)
in which k ∈ Z.
The term 2A2 can be ignored in further analysis be-
cause it is much smaller than a2A and a4A
3, see table.I.
When σ = 0, the amplitudes solved from Eq15 and 16
are the same,
A = ±
√−4a2
5a4
, 0 (17)
Eq.17 indicates that nontrivial stationary solutions ex-
ist when a2 and a4 are different in sign. Here multi-
stability is achieved without dissipation when the poly-
nomial of the feeding function contains more than one
nonlinear terms so that energy balance can be realized.
Feeding function truncated after the 4th order can pro-
duce resonance at Ω ≈ 3. For higher subharmonic fre-
quencies, feeding function with higher order terms should
be taken into consideration.
The oscillation amplitudes in Eq.17 are independent
of the amplitude of the driving force, since the a2,a4 are
proportional to the amplitude of the driving force and
the ratio will not change. Such strong self-adaptivity is
verified in Ref.[23, 24], in which the amplitudes almost
do not change with the driving force within a very large
range. Actually, as amplitude of the driving force exceeds
a critical value, the oscillator will undergo a series of sym-
metry breaking oscillation modes with multiple period
and finally becomes chaotic. The period-3 bifurcations
in a system with Π shaped feeding function reported by
Domgov [23] is a similar example.
The frequency response curves shown in Fig.3 can be
solved from Eq.16 when σ 6= 0. The nonlinear solutions
contain one smaller unstable root, denote by blue dotted
curve, and a pair of larger stable roots, denote by black
solid curves. The linear forced oscillation solution is also
plotted, see the solid line near the bottom in Fig.3.
FIG. 4. The max-amplitude frequency response diagram. The
red (blue) curves are for even (odd) feeding function. Sub-
harmonic resonance occurs for Ω ≈ 2k + 1(2k) in response to
even (odd) feeding function. The frequency response curve
for linear forced oscillation is not plotted.
B. Symmetry of the Driving Force and Frequency
Response
To clarify how symmetry of the feeding function influ-
ences the subharmonic frequencies, we calculate the over-
all frequency response diagram for even symmetric and
odd symmetric f(x). In calculation, we consider damp-
ing and using Eq.9 and parameters listed in table.I to
model the feeding function, the frequency response dia-
gram can be solved numerically. Since multiple periodic
oscillation modes coexist when subharmonic resonance
occurs, we only show maximum amplitudes on the fre-
quency response diagram.
In Fig.4, red curves correspond to even symmetric feed-
ing function, and blue curves for odd symmetric feeding
function. We find that subharmonic resonance occurs
for Ω ≈ 2k + 1 (2k) in response to even (odd) symmet-
ric feeding function. Since an asymmetric function can
be decomposed into an odd function and even function,
we can infer that if the electromagnet is placed inclined,
subharmonic resonance could occur for Ω ≈ k.
Fig.5(e) shows the frequency response diagram when
Ω ≈ 3. Similar to analytical result in Fig.3, it has a small
linear solution, denoted as mode a, and a pair of inter-
secting branches denoted as mode bR and mode bL for
Ω ≈ 3. L and R stand for right and left; a, b and c de-
note different branches. Here the unstable solutions are
not presented because they are unavailable via numeri-
cal integral of Eq.6. Fig.6(e) is the frequency response
diagram for Ω ≈ 5. The five stable orbits in Fig.2(d) cor-
respond to the one linear branch named a and two pairs
of overlapped branches, named as bL, bR, cL, cR.
C. Modes Competition
A Duffing oscillator with cubic nonlinearity in restor-
ing force[21] exhibits jump phenomena and hysteresis be-
tween bistable states due to hardening or softening res-
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FIG. 5. a,b,c,d, Evolution of attraction basins in Poincare maps with varying Ω. The black dots are FPs for each basin.
Attraction basin for each FP is denoted with a color. e, Frequency response curves for Ω ≈ 3. The arrows beside the frequency
response curves indicate how oscillation modes evolve with driving frequency.
onance. Meanwhile, the frequency response curves of a
nonlinear parametric oscillator with bistability exhibit
mixed feature of softening and hardening[22]. Here, more
complex jump phenomenon, induced by modes competi-
tion among multiple attractors, is studied.
In order to study the transition behavior among the
attractors, the frequency response graph is calculated
when excitation frequency increases or decreases quasi-
statically. Transition happens when one orbit loses sta-
bility and the oscillator jumps to another orbit, as the
control parameter, i.e. the driving frequency, changing
quasi-statically. In Fig.5(e), the arrows beside the fre-
quency response curves indicate how transition happens.
The frequency condition when all stationary modes bR,
bL and a coexist is Ω1 ≤ Ω ≤ Ω2. When Ω ≤ Ω1, modes
bL and a are stable, and when Ω > Ω2, modes bR and
a are stable. As frequency increases, the oscillator in
mode bL jumps to mode bR at Ω = Ω2. Unexpectedly, as
frequency decreases, transition from mode bR to mode a
happens at Ω = Ω1.
Such irreversible transition behavior can be described
from the evolution of attraction basins in Poincare maps.
Figs.5(a) to 5(d) are the attraction basins when Ω =
2.94, 2.945, 3.0, 3.04 respectively. In each figure, the small
black dots are fixed points (FPs). Each FP is surrounded
by its basin of attraction indicated with color. The red,
green and purple areas denote the attraction basins for
modes a, bL and bR respectively. Mode a (the trivial so-
lution) leaves one fixed point near the center in Figs.5(a)
to 5(d). Meanwhile, each large-amplitude mode has 3
fixed points because the oscillation periods of modes bR
and bL are triple of excitation period.
In Figs.5(b), 5(c) and 5(d), as the excitation frequency
increases from Ω = 2.945 to 3.00 and 3.040, the attrac-
tion basin of bL shrinks quickly and vanished below 3.040.
In Fig.5(c) just below the transition frequency, the van-
ishing attraction basins of bL surrounded by those of bR
will merged into those of bR and transition from bL to bR
happens.
In Figs.5(b) and 5(a), in vicinity of the critical fre-
quency Ω1, the basins of bR are surrounded by those of
mode a (the red area). As the excitation frequency de-
creases from 2.945 to 2.940, the basins of mode bR are
replaced by those of mode a so that transition from mode
bR to a happens.
Additionally, the frequency response diagram and
Poincare maps for Ω ≈ 5 are presented, see Fig.6. Ω1
is the lower critical frequency for mode cR, and Ω2 is
the upper critical frequency for mode cL. In Figs.6(a) to
6(d), the red, orange, green, purple and blue areas are the
attraction basins of modes a, bL, bR, cL and cR respec-
tively. We mainly focus on a typical transition starting
from model cL and mode cR below.
Fig.6(e) shows that transition among different modes is
also irreversible. When increasing the driving frequency,
oscillator at mode cL will jump to mode cR at Ω = Ω2. In
Fig.6(c), the attraction basins of mode cL are surrounded
by those of cR below Ω2, and the basins of cL will merge
into the cR basin as driving frequency exceeds Ω2, see
Fig.6(d).
When decreasing the driving frequency, oscillator at
mode cR jumps to mode bL at Ω = Ω1, rather than cL.
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FIG. 6. a,b,c,d, Evolution of the attraction basins in Poincare maps for Ω = 4.92, 4.95, 4.98, 5.0. The black dots are FPs for
each basin. Attraction basin for each FP is denoted with a color.e, Frequency response curves for Ω ≈ 5. The arrows beside
the frequency response curves indicate how oscillation modes evolve with driving frequency.
In Fig.6(b) and Fig.6(a), the attraction basins of mode
cR will merge into the basin of mode bL below Ω1.
From the transition sequence described in Fig.5(e) and
Fig.6(e), we propose a control strategy among the oscil-
lation modes by adiabatically changing the driving fre-
quency. For example, in Fig.5(e) starting from mode bL,
the oscillator can be induced to mode bR by increasing
the driving frequency, then to mode a by decreasing driv-
ing frequency. However, the transition from mode a to
higher oscillation modes are forbidden. It means that an
oscillator initially performs linear oscillation in mode a,
cannot be driven to higher orbits merely by changing the
driving frequency.
IV. CONCLUSION
The phenomena and mechanisms of multistability in-
volve rich dynamics to be explored. In this paper, we
investigate the multistability of a generalized nonlin-
ear forcing oscillator excited by f(x)cosΩt. We take
Doubochinski’s Pendulum as an example. The multista-
bility mechanism in our system is nonlinear parametric
resonance. We express the energy feeding function into
polynomial and find multi-stability can be achieved with-
out dissipation when the polynomial contains more than
one nonlinear terms so that energy balance can be real-
ized. We also find the subharmonic resonance frequency
conditions and demonstrate the even-odd correspondence
between the symmetry of the feeding function and sub-
harmonic resonance frequencies.
We present the frequency response diagrams and
Poincare maps near subharmonic frequencies 3ω0 and
5ω0. The frequency response diagram contains one lin-
ear response branch and nonlinear branches appearing
in pairs. We find irreversible transition phenomenon
between the multistable modes. Control of the multi-
stability can be realized by changing the excitation fre-
quency adiabatically.
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