A wide range of interesting program properties are intrinsically relational, i.e., they relate two or more program traces. Two prominent relational properties are secure information flow and conditional program equivalence. By showing the absence of illegal information flow, confidentiality and integrity properties can be proved. Equivalence proofs allow using an existing (trusted) software release as specification for new revisions. Currently, the verification of relational properties is hardly accessible to practitioners due to the lack of appropriate relational specification languages.
Introduction
Motivation. Relational specifications allow formalising interesting and practically relevant properties. Two important applications of proving relational program properties are regression verification and ensuring secure information flow or non-interference. Regression verification is a generalisation of program equivalence proofs, where two program revisions are shown to be related without requiring full equivalence [4] . Secure information flow and non-interference require that a specified (secret) input values do not have an effect on some (public) output variables [10] . Both properties -equivalence and information flow -are specified as a relation between program runs. For example, to describe the equivalence of two versions of a reactive system, we may state that traces of the two versions are state-wise equivalent in their output values if they are equivalent in their ⋆ Research supported by the DFG (German Research Foundation) in Priority Programme SPP1593: Design for Future -Managed Software Evolution (VO 937/28-2, BE 2334/7-2, and UL 433/1-2).
input values. In general, a relational property for ≥ 2 reactive systems is formalised as a universal quantification ∀ 1 . . . ∀ . r( 1 , . . . , ), where is an infinite trace of the th system [9] .
Currently, formal methods for proving relational properties of reactive systems are rarely used in practice. One of the main obstacles is the lack of appropriated specification languages (the situation is similar as with non-relational one-trace properties [12] ).
In [3] , we introduced the concept of generalised test tables (gtts): a tablebased specification language for functional specification of reactive systems, which combines the comprehensibility of concrete test tables with the expressiveness of formal specifications. In contrast to concrete test tables (which are used in industry), each gtt specifies a whole family or class of test cases. The advantage of gtts is the broken down view on variables and time. In comparison to LTL, a table makes it very clear to the user, which variables a given constraint restricts and in which order constraints become relevant during program execution.
The observable behaviour of a reactive system is not only a pair of input/output values but an entire trace (unlike, e.g., for algorithmic computations). Hence, relational specifications cannot only set values of the same step into relation, but can also span over multiple steps, e.g., by allowing one system to stutter (staying in the same state for several cycles while the other systems evolve). It may be a sensible thing to specify, e.g., that one system stays in one state as least as long as the other system before they continue synchronously. In contrast to Bisimulation and the simulation hierarchy, a relational test table is defined upon traces and not a Kripke structure. There might be some intersection simulation hierarchy and specification, which are expressible in relational test tables, but in general these domains are disjoint.
The presented relational specification language can be applied versatilely: for formal verification (e.g., using a model checker) as presented in Sect. 5, for test case generation or for run time monitoring.
Contribution. In this paper, we propose a canonical extension of gtts: relational test tables (rtts). Rtts allow the specification of relational (and functional) properties of reactive systems in a practical and comprehensive formalism. They can be used for relations on any number ≥ 2 of system traces. We present the syntax (Sect. 3) and the semantics (Sect. 4) of the extension, including the stuttering. Moreover, we show the applicability of rtts with two examples from the domain of automated product systems; one example demonstrates the use of rtts for regression verification and one the use for specifying non-interference (Sect. 5). Both examples have been successfully verified using a model checker.
Related Work. Clarkson et. al. propose extension of LTL and CTL * for the specification of hyperproperties on Kripke structures [8] . Both temporal logics are extended by existential and universal trace quantifier, and proposition are denoted to a particular trace (cf. Sect. 3). In comparison, due to the existential quantification, HyperLTL and HyperCTL * allows the specification of a super set of relational properties. On the other side, they inherit the problems from LTL and CTL * for the practical use. Barthe et. al. [2] uses first-order logic (FOL) to express hyper properties, e. g. non-interference. The FOL signature contains the theory of natural numbers and integer, and also includes symbols denoting timepoints, last iterations in loops, program variables and traces.
There are several extensions for specifications appraoches in the deductive verification domain. Yi et. al. propose change contracts in [16] . Change contracts are an extension to the Java modeling language (JML) which allows the description of the behavioural as well as structural changes between two methods. Similarly, Scheben and Schmitt [13] presents a JML extension for the specification of secure information flow. Blatter et. al. [5] presents an extension for ASCL, a specification language for C programs. This ASCL extension introduces a specification clause for relational properties, including \call operator, which is used to refer to several function invocations. Both JML and Frama-C extension are not directly applicable for reactive systems, and are not based on traces.
Concrete and Generalised Test Table
As rtts inherit their table-based syntax and their intuitive semantic from gtts [3] , we outline the concept of gtts in this section. Fig. 1 shows an example for a simple concrete test table. In this example, all variables are of type integer; in general, other types, such as Boolean variables, are also possible.
Inputs Outputs
In contrast, a gtt describes a family of concrete test tables by inserting Boolean expression instead of concrete values within the tables cells. The Boolean expression are built with the usual logical (∧, ∨ etc.), arithmetical (+, * etc.) and comparison (<, ≥ etc.) operators over the input and output variables. Moreover, references to values from previous cycles are possible; e.g., [− ] denotes the 's value cycles earlier. Also, expressions can contain global variables that have the same value wherever they occur.
There are a number of abbreviations that we allow in expressions for better readability and ease of use, see Fig. 2 . For example, the cell content [ , ], ̸ = /2 specifies that the value of is in the interval [ , ] and not equal to the half of . We write "-" to allow an arbitrary value ("don't care").
In a gtt, the cells of the duration column can also also contain constraints instead of concrete values. But, here, we only allow intervals [ , ] or [ , -], where , are concrete values, and the special symbol -∞ . An interval specifies the lower and upper bounds of row applications. If the upper bounds is -, the number of row applications is arbitrary but finite. In contrast, -∞ requires an infinite repetition. It is possible that a test can continue to repeat a row or alternatively progress to the next one if the constraints of both rows are satisfied. In such cases, the user can enforce the test to progress to the next row by adding the flag to the duration cell, e.g., writing [ , ] p instead of [ , ] .
Abbrev. Constraint , are arbitrary expressions of type integer;
, are abbreviations or formulae).
Multiple consecutive rows can be grouped to be repeated as a block. Every group has its own additional duration constraint. Hence, with row groups one can express repetitive patterns that span over more than one row and may also include optional sub-patterns. Row groups can be nested, i.e., a group may contain other groups and rows (but they cannot partially overlap).
Inputs
Outputs # Fig. 1 is one of the possible instances of the generalised test table given in Fig. 3 , achieved by instantiating the global variable with the value 3.
Relational Test Tables: Syntax
In this section, we introduce the extensions that allow specifying relational properties and turn gtts into rtts.
We use a single rtt to describe a class or family of relational test cases, which test for a relational property. There can be several rtts specifying different scenarios, but each of them refers to all system traces. A rtt has one column for each input and each output variable of each of the traces. There is a single duration column shared by all traces. Moreover, we add the following concepts: (a) relational references, i.e., references from one part of the table that corresponds to one system trace to parts of the table that correspond to some other trace, and (b) trace stuttering (pausing of trace), which allows to synchronise traces that do not proceed in lock-step.
Relational references. We assume that names have been declared (outside the table) for the traces that are to be put into relation. These can be, for example, old and new in the case of regression verification (see the example in Fig. 5 ), or 1 , . . . , in the more general case of traces.
A variable in a trace is denoted by p»X . As in gtts, we use the notation p»X [− ] to refer to the value of in trace in an earlier cycle ( steps earlier). As the case of two traces is very prominent, we allow the abbreviation "»X " (the trace identifier omitted) to refer to in the "other" trace if there are only two traces. The notation "»", where the variable name is also omitted, references the same variable in the other trace, i.e., » equals q»X if it is used in the Fig. 5 : Example for a rtt the old notion: a simple name refers to the variable from the same trace. See Table 4 for an overview of notations for relational references.
Notation Value if used in column for p»X
in the other trace in trace Trace pausing (stuttering). Synchronisation is an important issue in specifying and proving relation program properties, in particular for regression verification [11] . If traces are asynchronous and do not run in lockstep, we need the possibility to express in rtts, where synchronisation points are and which trace is supposed to wait for the other trace(s), i.e., which trace should be paused (we do not distinguish between a trace that is paused and a trace that is stuttering). We enrich rtts with a pause column for each trace. Table cells in pause columns contain Boolean expressions. If that expression evaluates to true in a cycle, the trace does not proceed and its input and output values remain frozen. For readability, we use the icon for TRUE in pause columns, and leave a cell blank or use for FALSE (non-stuttering).
Example. We illustrate our extension to rtts with a small example. The goal is to apply regression verification to a small part of an automated production system, a stamping system for imprinting work pieces. Stamping in the new version of the system should have the same behaviour as in the old version, except that there is an additional error handling routine. If a work piece is inserted into the stamp (input variable WP gets the value TRUE), the stamp is pressed against the work piece (initiated by setting the output Press to TRUE) and the stamp signals when it is ready (State). The new revision is extended by a diagnostic sensor, which recognises mis-stamping. If such an error is indicated, the stamp needs to be inspected and cleaned by an operator, who afterwards releases the system from the error state. Fig. 5 shows a rtt capturing this behaviour. The normal behaviour in the new system version is (only) described relationally, i.e., by referring to the old version (rows 0-3). In addition, the table describes the error handling behaviour without referring to the old version (rows 4-5). In row 0, the table states that both systems should signal a free stamp (variable State) until a work piece is inserted. The progress flag is set in the duration columns of row 0 to ensure that the test case proceeds as soon as possible. When a work piece present (row 1), the stamping process starts (State=Stamping) for a unspecified amount of time (row 2). Up until (and including) row 2 we expect that behave equally. Then, when an error occurs, the equivalence requirement in row 2 fails as the old revision is not aware of errors, and the test case proceeds to row 3. The old revision is paused ( is set) until release by the operator indicated by new»Release = TRUE (row 4). The row group consisting of rows 3 and 4 makes the error handling optional. The complete specification is repeated infinitely often. Not all variables from the interface of both reactive systems have an own column. Some omitted variables are specified by indirectly, i.e. old»Press and old»State via the columns of new.
Relational Test Tables: Semantics
We define the semantics of rtt, i.e., what it means for a system to conform to a table, by reduction to the notion of conformance defined for gtt [3] .
Conformance for gtt. A gtt describes a -possibly infinite -set of concrete test tables, which is obtained by unwinding the rows and instantiating the cells with all sets of values that satisfy the table's constraints. Intuitively, a system trace conforms to a table if (a) it conforms to one of the concrete test tables of or (b) none of the tests of covers the input values of . In [3] , conformance is formally defined by the outcome of a two-party game of a challenger against the reactive system. The challenger selects input stimuli according to the input constraints, while the system's response must adhere to the output constraint. A play of this game forms a concrete test table. The first party violating a constraint looses the play. The system also wins if the current play is a (complete) concrete table test table of . We distinguish two conformance levels: strict and weak. A system strictly conform to a gtt iff it represents a winning strategy, i.e., iff it wins against every possible challenger strategy. The system weakly conforms to a gtt if its strategy never looses (but possibly plays an infinite game without ever winning).
Conformance for rtts. For the reduction of conformance for rtts to that for gtts, we need to (a) handle stuttering, (b) combine several reactive programs into a single reactive product program, and (c) resolve relational references to other program runs (traces).
We handle stuttering by extending each of the reactive systems by a new implicit input variable . If is true, the system ignores the input variables and immediately returns the same output as in the last cycle without changing its state. The augmented reactive system ′ is defined as following
We build the reactive product system ′ of the augmented reactive systems ′ 1 , . . . , ′ (cf. [1] ):
which is a parallel isolated execution of the reactive systems ′ . The traces of ′ are the Cartesian products of the traces of the ′ . The relational reference p»X are rewritten to refer to the correspoding variable in the product system. We define the rtt conformance for sequence of reactive systems (cf. [3, Def. 5]):
Definition 1 (Relational Conformance). A sequence of reactive systems
: → (1 ≤ ≤ ) strictly conforms to a rtt iff the product program ′ strictly conforms to the gtt ′ , i.e., is a winning strategy for the conformance game as defined in [3, Def. 5] . Analogously, it weakly conforms to iff the strategy never loses. The gtt ′ is derived from the rtt to the match the transformation rules. In particular, the pause columns becomes an input columns, and the column variables referring to the corresponding variables in the product reactive system.
Application Scenarios
In this section, we show the applicability of rtts using scenarios of the Pick-and-Place Unit (PPU) community demonstrator [15, 4] . The demonstrator consist of a magazine for providing new work pieces, a stamp for imprint, a conveyor belt and a crane for transportation of work pieces. All run times (wall clock) given below are a median of five samples where conformance to the rtt has been verified on an Intel i5-6500 3.20GHz with the model checker nuXmv version 1.1.1 [7] and IC3 [6] for invariant checking. All files of the verification are available at https://formal.iti.kit.edu/rttreportarxiv.
Regression and Delta Verification
Scenario. In this scenario, we demonstrate a combination of regression verification and delta verification [14] for two software revisions. While regression verification proves the equivalence for the common part of system behaviour, delta verification ensures functional correctness for the differences. This scenario is based on the evolution step from the third to the fifth software revision of the PPU, which introduces an optimisation for work piece throughput: The new software revision makes use of the waiting time while a piece is stamped to deliver a new work piece from the magazine to the conveyor belt. The old revision waits for the stamp to finishing the imprint. , except for the phase in which the optimisation is occurs. During the optimisation phase, the trace of the old revision stutters (Row 1 to 17) while the new trace moves the crane to the magazine, picks up the work piece, delivers it to the conveyor belt, and moves the crane back to the stamp. This sequence is described as a functional specification. In Row 18, we pause the new trace and let the old trace run until both traces are synchronised again on the same internal state _ . This is required, because the waiting duration for imprinting is hard-coded and cannot be changed.
Verification. We proved system conformance to the rtt for the function block of Crane module, resulting into a product program with 726 lines of code and 72 variables. Verification of weak conformance took 5.66 seconds with a state size of 209 bits (software and table). For the verification we decreased the waiting durations of the timers. Table. In this scenario, we verify that there is no information flow from the suction pressure (Pressure) to the crane movement (Turn). More precisely, the table in Fig. 7 describes that the non-interference is only required after the initialisation of the system (Row 2, Init). In all rows, we enforce that all input variables besides Pressure are equal in both runs. Row 2 expresses the non-interference property: For any two runs with arbitrary values for Pressure, the output Turn is the same. Therefore, Turn is only determined by the other input variables.
Information Flow

Scenario and
Unfortunately, a monitor function block stops the crane if the suction pressure is outside the expected range, i.e., if Pressure ̸ ∈ [1, 9999] . Therefore, the software does in fact not conform to the rtt in Fig. 7 . This unintended outcome can be fixed by limit the (unknown) values of Pressure in both traces to the range [1, 9999] .
Verification. We used the complete fifth revision of the PPU, including the function blocks for all components. The product program has 1758 lines of code with 266 variables. For the interfering version, the model checker needs 25.93 seconds to find a counter example. Proving conformance w.r.t. the fixed -non-interfering -specification takes 122.26 seconds. The size of the state space is 373 bits.
Conclusion
In this paper, we have presented rtts, a canonical extension of the gtt concept for the specification of relational properties for reactive systems. The semantics of rtt is defined by reduction to that of gtts, whereas the syntax is a genuine extension to gtts. For future work, the next step is the adaption of time synchronisation points to increase the flexibility between traces. For example, allowing the specification of parallel runs with all possible interleavings.
