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Abstract.
In a smooth flow, the leading-order response of trajectories to infinitesimal
perturbations in their initial conditions is described by the finite-time Lyapunov
exponents and associated characteristic directions of stretching. We give a description
of the second-order response to perturbations in terms of Lagrangian derivatives of the
exponents and characteristic directions. These derivatives are related to generalised
Lyapunov exponents, which describe deformations of phase-space elements beyond
ellipsoidal. When the flow is chaotic, care must be taken in evaluating the derivatives
because of the exponential discrepancy in scale along the different characteristic
directions. Two matrix decomposition methods are used to isolate the directions of
stretching, the first appropriate in finding the asymptotic behaviour of the derivatives
analytically, the second better suited to numerical evaluation. The derivatives are
shown to satisfy differential constraints that are realised with exponential accuracy in
time. With a suitable reinterpretation, the results of the paper are shown to apply to
the Eulerian framework as well.
PACS numbers: 05.45.-a, 47.52.+j
Submitted to: Physica D
1. Introduction
We consider a collection of coupled ordinary differential equations (ODEs) associated
with a vector field [1] (a continuous-time dynamical system). The general solution to
these equations defines a flow—a mapping from the phase-space domain onto itself.‡ For
smooth vector fields, the flow can be regarded as a smooth coordinate transformation
(a diffeomorphism) from the set of initial conditions to the state of the system at some
later time [2, p. 276]. The coordinates describing the initial conditions are called the
‡ In the mathematics literature the term flow is reserved for autonomous systems, the term
transformation being preferred for the solutions generated by time-dependent vector fields [2, p. 96].
Because of the compelling nature of the fluid analogy, flow will be used in the more general sense in
this paper.
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Lagrangian coordinates, and those describing the state at a later time are called the
Eulerian coordinates.
Generally, even a smooth vector field will lead to chaotic dynamics,§ with
trajectories of nearby phase-space elements diverging rapidly from each other, at an
average rate close to exponential for long times. The allowable rates are called the
Lyapunov exponent of the flow [4], and are associated with characteristic directions
of stretching. For chaotic flows, the transformation to Lagrangian coordinates becomes
exceedingly contorted, and in practise it can no longer be inverted, due the exponentially
growing errors on the position of phase-space particles. Nevertheless, the presence of
chaos can actually be advantageous because it leads to a large separation of timescales
along the different characteristic directions of the flow. This separation of scale was
used by Boozer [5], Tang and Boozer [6, 7], and Giona and Adrover [8, 9] to study fluid
mixing and the dynamo problem.
Many equations of fluid dynamics are “advective” in nature, in that they describe
the motion of a scalar or vector field as it is dragged by a flow, and possibly influenced by
other effects such as diffusion and sources. Examples are the scalar advection–diffusion
equation [10] and the induction equation for a magnetic field [11]. When expressed in
Lagrangian coordinates, the advective term drops out of these types of equations. For
scalar and vector advection–diffusion equations, one is left with a diffusion equation
with anisotropic diffusivity. The anisotropic diffusivity arises because the Jacobian of
the transformation between Lagrangian and Eulerian coordinates is not orthogonal. In
a chaotic flow, the complexity of the transformation leads to a singular Jacobian, which
is reflected in an exponentially-growing diffusivity that enhances mixing [6, 12].
In Refs. [6, 12], the singular Jacobian is decomposed to isolate the dominant
direction of enhanced diffusion, leading to an expression in terms of the finite-time
Lyapunov exponents and characteristic directions of stretching. To get a full solution of
the advection–diffusion problem, the Lagrangian derivatives of the finite-time Lyapunov
exponents and of the characteristic directions are needed. This is because the Lagrangian
coordinate frame is position-dependent, so when derivatives of vector fields are taken
one must also differentiate the basis vectors themselves (this is the same procedure
as in covariant differentiation, or when fictitious forces appear after transforming to a
rotating frame). Thus the necessity of obtaining Lagrangian derivatives of the vectors
defining the coordinate frame. Because Lagrangian coordinates are also stretched with
respect to Eulerian coordinates, the derivatives of the characteristic rates of separations
(as characterised by the finite-time Lyapunov exponents) are also needed.
The problem of finding the asymptotic form of Lagrangian derivatives of the
coordinate transformation induced by a flow has been addressed previously by Dressler
and Farmer [13] and Taylor [14] in a different context. They examined the asymptotic
behaviour of the Hessian, the quadratic form consisting of the second derivatives of the
flow. The Hessian is the term that follows the Jacobian matrix in a Taylor expansion
§ Important exceptions are 1D vector fields, and 2D autonomous vector fields [3]. There are also other,
more restricted classes of nonchaotic vector fields.
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of the coordinate transformation form Lagrangian to Eulerian coordinates. Dressler
and Farmer call the growth rates of the Hessian generalised or higher-order Lyapunov
exponents. Their motivation lay in characterising the growth of nonlinear distortions
of geometric quantities evolving under the influence of one-dimensional maps. The
Lyapunov exponents quantify the leading order stretching of an infinitesimal ellipse
moving with the phase fluid, and the generalised exponents describe deviations from
an elliptical shape. Dressler and Farmer provided numerical results only for the largest
Lyapunov exponent, because no numerical method exist to evolve the Hessian in a
numerically stable manner that is not susceptible to limited precision. We provide such
a method here.
In the Eulerian picture, the higher-order exponents also characterise the growth
of extrinsic curvature of curves and surfaces embedded in a flow (material lines and
surfaces), and so can be connected to work describing the evolution of the curvature
of material lines in turbulent flows that originated with Batchelor [15–19], and more
recently was applied to chaotic flows [20–22]. Our results—derived in the Lagrangian
frame—can easily be adapted to the Eulerian picture, and provide a comprehensive
view of second-order deformation processes in chaotic flows. The connexion between
the Eulerian and Lagrangian pictures is made in an appendix.
Our approach is similar to Refs. [13, 14] but is more general and applies to flows
rather than maps: we aim to give estimates of the asymptotic growth rates of the
Lagrangian derivatives of finite-time Lyapunov exponents and characteristic directions
by appealing to arguments of “genericity” of the quantities involved, thus showing that
the estimates will hold in essiantially all cases. These arguments are formal in nature,
in the sense that they do not provide a mathematical proof of the results, since there
will always exist flows that can be specifically chosen to violate any of the estimates.
In particular, there could be flows with degenerate Lyapunov exponents (finite-time
Lyapunov exponents that are degenerate for short periods of time do not concern us).
We expect that even for degenerate exponents the results of the paper are applicable
in a limited form. In practise the asymptotic behaviour holds to great accuracy for all
flows examined. This will be verified in the numerical section of the paper.
To obtain the estimates of asymptotic behaviour of derivatives, we perform a
singular value decomposition (SVD) of the tangent mapping of the flow, and differentiate
the ODEs derived by Greene and Kim [23] directly. A careful analysis of the equations,
with the assumption of a nondegenerate spectrum and a bounded attractor as in
Goldhirsch et al [24], leads to our asymptotic forms. We find that the Lagrangian
derivatives along diverging directions of the finite-time Lyapunov exponents grow
exponentially at the characteristic rate of that direction. This is consistent with
the intuitive notion that small displacements in those directions will be exponentially
amplified, so one expects derivatives to grow as well. For contracting directions, the
opposite is true: the Lagrangian derivatives converge exponentially to time-asymptotic
values, but often do so at a slower rate than the characteristic rate. The Lagrangian
derivatives of the characteristic directions of stretching have a more complicated
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behaviour, and it is not always true that a derivative along an expanding direction
will diverge—the intuitive picture fails.
The asymptotic behaviour derived using the SVD method can be used to recover so-
called differential constraints on the finite-time Lyapunov exponents and characteristic
directions. Such constraints were first derived in two dimensions by Tang and Boozer [6]
and Giona and Adrover [8] and were later extended to three dimensions by Thiffeault
and Boozer [25]. These earlier derivations provided limited results and were difficult to
generalise to higher dimensions. In particular, the convergence rate of the constraints
was not obtained, making it difficult to gauge their effect in approximations. The
derivation given here overcomes these difficulties.
Whilst the SVD method is transparent and useful for theoretical derivations and
interpretation, it is not well-suited for numerical purposes [26]: it possesses troubling
singularities and involves a needlessly large number of equations to evolve. A better
method is the QR decomposition [24,26], also known as the continuous Gram–Schmidt
orthonormalisation method because it is a time-continuous version of earlier methods
that involved re-orthonormalising a set of vectors evolved using the tangent map of
the flow [3, 27, 28]. As for the SVD method, we adapt the QR method to finding the
Lagrangian derivatives of the finite-time Lyapunov exponents and of the characteristic
eigenvectors. The QR method can be used to verify the differential constraints
mentioned above, since they depend on delicate cancellations that require the high
accuracy afforded by the method herein in order to be convincingly established.
The outline of the paper is as follows. In section 2 we introduce the basic framework
and notation necessary to the subsequent development. The central object of study is
the metric tensor transformed to Lagrangian coordinates, and its diagonal form that
contains all the information on the characteristic separations and directions. Section 3
describes the direct method of evolving the Hessian, where its governing equations are
obtained by a variation of the ODEs and integrated directly. This method is not very
useful numerically because the exponential blowup of the elements of the Hessian leads
to issues of limited precision, but illustrates the basic principles and can be used to
check the results of more complex methods, for short times.
A more powerful method is introduced in section 4, the SVD decomposition method.
This allows derivation of the asymptotic behaviour of the Lagrangian derivatives. The
asymptotic behaviour is exploited in section 5 to investigate the properties of the
Hessian, and to give a new and powerful derivation of differential constraints in chaotic
flows.
In section 6 the QR decomposition is used to develop a suitable numerical method
for evolving the various Lagrangian derivatives. The numerical method is then used
to verify to high precision the geometrical constraints derived in section 5. Section 7
consists of a brief summary of the main results of this paper and of possible future work,
as well as a discussion of possible applications.
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2. Characteristic Directions of Trajectory Separation
We begin with a brief overview of the concepts and notation we shall use. We consider
the n-dimensional dynamical system
x˙ = v(x, t) , (2.1)
where the overdot indicates a time derivative, and v is a smooth function of x and t.
The solution to (2.1) is a function x(t), with initial condition x(t0) = a. We can thus
regard x(t) as a coordinate transformation from the set of initial conditions a to the
state at time t; we write this transformation explicitly as x(a, t).‖ Following standard
terminology, we call x the Eulerian coordinates and a the Lagrangian coordinates.
The time-evolution of the Jacobian matrix M ip := ∂x
i/∂ap is given by
M˙ ip =
n∑
ℓ=1
GiℓM
ℓ
p, (2.2)
where Giℓ := ∂v
i/∂xℓ; the initial conditions are M ip = δ
i
p, since the coordinates x
and a initially coincide. The nonsingular Jacobian matrix tells us how to transform
vectors in a coordinates to vectors in x coordinates (M ip is the tangent mapping to the
transformation x(a, t)). Now construct the matrix
gpq :=
n∑
ℓ=1
M ℓpM
ℓ
q, (2.3)
called themetric tensor in Lagrangian coordinates or Cauchy–Green strain tensor [29]; it
is symmetric and positive-definite, so it can be diagonalized with real positive eigenvalues
and orthogonal eigenvectors and rewritten as
gpq =
n∑
σ=1
Λ2σ (eˆσ)p (eˆσ)q, (2.4)
with eˆσ(a, t) and Λ
2
σ(a, t) respectively the σth eigenvector of gpq(a, t) and corresponding
eigenvalue. We refer to the Λσ as the coefficients of expansion, because they represent
the relative deformation of the principal axes of an infinitesimal ellipsoid carried by
the flow. The coefficients of expansion can be used to define the finite-time Lyapunov
exponents,
λσ(a, t) :=
1
t
log Λσ(a, t). (2.5)
The finite-time Lyapunov exponents, λσ(a, t) describe the instantaneous average rate
of exponential separation of neighbouring trajectories.¶ The multiplicative ergodic
theorem of Oseledec [30] implies that the infinite-time limit λ∞σ of λσ(a, t) exists and is
independent of the initial condition a in a given ergodic domain, for almost all initial
conditions. The infinite-time limit eˆ∞σ (a) of the characteristic eigenvectors eˆσ(a, t) also
exists but depends on the initial condition. The Lyapunov exponents converge very
slowly, whereas for nondegenerate exponents the characteristic eigenvectors converge
‖ To lighten the notation, we omit the explicit dependence of x on the initial time t0.
¶ We are implicitly assuming the Euclidean norm for vectors in Eulerian space.
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exponentially fast [24]. The slow convergence of the Lyapunov exponents indicates that
the instantaneous separation rate of neighbouring trajectories is not at all exponential
on a typical attractor; only in the infinite-time limit do the trajectories show a mean
exponential rate of separation. The instantaneous deviations from this exponential
rate are very large. However, even though it may not be growing exponentially, an
eigenvalue Λσ associated with a positive Lyapunov exponent becomes very large after a
relatively short time, and conversely an eigenvalue associated with a negative Lyapunov
exponent becomes very small. It is thus an abuse of language, but a convenient one we
shall use, to refer to the Λσ’s as growing or shrinking exponentially.
In this paper we shall assume that the eigenvalues Λσ are nondegenerate and ordered
such that Λσ−1 > Λσ. After allowing some time for chaotic behaviour to set in, we have
that Λσ ≫ Λκ for σ < κ. We shall make use of this ordering often in the subsequent
development.
3. Lagrangian Derivatives: Direct Method
When the vector field v(x, t) is a known analytic function, explicit evolution equations
for the spatial derivatives of the Λµ and eˆµ can be derived, as pointed out in Refs. [6]
and [31]. The method involves expressing the derivatives of Λµ and eˆµ in terms of
derivatives of the metric tensor g. This is done by taking the Lagrangian derivative of
the diagonal form (2.4) of g and dotting the resulting expression with the eigenvectors eˆµ.
We obtain
∂(eˆµ)q
∂ap
=
∑
σ 6=µ
∑
r,s
1
Λ2µ − Λ
2
σ
(eˆµ)r (eˆσ)s (eˆσ)q
∂grs
∂ap
, (3.1)
∂Λµ
∂ap
=
1
2Λµ
∑
r,s
(eˆµ)r (eˆµ)s
∂grs
∂ap
. (3.2)
The derivatives of the metric are obtained from the Hessian Kkqr := ∂
2xk/∂aq∂ar of the
coordinate transformation via the relation
∂gpq
∂ar
=
n∑
ℓ=1
(
M ℓpK
ℓ
qr +M
ℓ
qK
ℓ
pr
)
,
obtained by differentiating the non-diagonal form (2.3) of g. The Hessian is symmetric
in its lower indices, and it is computed by solving the evolution equation
K˙kqr =
n∑
ℓ=1
GkℓK
ℓ
qr +
n∑
i,j=1
XkijM
i
qM
j
r, (3.3)
where Xkij := ∂
2vk/∂xi∂xj . For the existence and uniqueness of solutions to (3.3),
it is necessary that ∂2vk/∂xi∂xj be Lipschitz, but it is sufficient that v be at least
thrice-differentiable. Equation (3.3) is obtained by differentiating (2.2), and the initial
condition is K = 0. The time derivatives (the overdots) are taken at constant a, so they
can be commuted with Lagrangian derivatives.
The linear part of (3.3) is the same as for (2.2), but now there is a nonlinear coupling
term toM . Since for a chaotic flow the matrixM has at least one exponentially growing
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eigenvalue, the elements of the Hessian K ctypically grow faster than M , owing to the
nonlinear coupling. Numerically, the system (3.3) is thus unstable in an essential way,
and we can expect the integration to give meaningless results (except along the dominant
stretching direction) after the elements of K become too large. Nevertheless, if one is
not interested in long-time behaviour the direct method can yield satisfactory results. It
is not suitable for a detailed, accurate, long-time solution of the Lagrangian derivatives.
We develop such methods in sections 4 and 6.
4. Asymptotic Behaviour using the SVD Method
4.1. Basic Method
Any matrix, and in particular the Jacobian matrix M , can be decomposed into the
product
M = UF V T , (4.1)
where U and V are orthogonal matrices and F is diagonal. The superscript T denotes a
matrix transpose. This decomposition is called the singular value decomposition (SVD),
and is unique up to permutations of rows and columns. The diagonal elements Λσ of F
are called the singular values. Requiring that the singular values be ordered decreasing in
size makes the decomposition unique (for nondegenerate eigenvalues). As can be seen by
substitution of (4.1) into (2.3), the columns of V are eigenvectors of g, Vqσ = (eˆσ)q, with
eigenvalues given by the diagonal elements of F TF , (F TF )σσ = Λ
2
σ. The advantage
of the SVD is that it separates neatly the parts of M that are growing or shrinking
exponentially in size (as determined by the coefficients of expansion Λσ). The SVD
has the following interpretation: if we consider an infinitesimally small “ball” of initial
condition obeying (2.1), it will deform into an ellipsoid under the action of the flow.
The Λσ give the relative stretching of each principal axis of the ellipsoid, the orthogonal
matrix V gives the principal axes of stretching in Lagrangian coordinate space, and
the orthogonal matrix U gives the absolute orientation of the ellipse in Eulerian space.
Constructing the metric tensor as in (2.3) eliminates the Eulerian orientation, retaining
the essential features of the stretching.
Greene and Kim [23] derived the equations satisfied by U , V , and F :
Λ˙µ = ĜµµΛµ, (4.2)
(UT U˙)µν =

−
ĜµνΛ
2
ν + ĜνµΛ
2
µ
Λ2µ − Λ
2
ν
for µ 6= ν;
0 for µ = ν;
(4.3)
(V T V˙ )µν =

−
Λµ Λν
Λ2µ − Λ
2
ν
Âµν for µ 6= ν;
0 for µ = ν;
(4.4)
where
Ĝ := UTGU, Â := Ĝ+ ĜT .
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Numerically, the SVD method has limitations: the number of quantities to evolve is
large, and when Λσ ≃ Λσ+1 the denominators become singular (See Refs. [23, 26] for a
discussion of these issues). However, conceptually the method is very straightforward
and transparent, and it gives explicit equations for all the quantities we are interested
in, as opposed to the QR method (section 6) which needs to be corrected to yield the
true value of the Λσ.
For large time, when Λσ/Λκ ≪ 1, σ > κ, we can approximate (4.3) and (4.4) by
(UT U˙)µν =

−Ĝνµ µ < ν;
+Ĝµν µ > ν;
0 µ = ν;
(V T V˙ )µν =

−γµν Âµν µ < ν;
+γµν Âµν µ > ν;
0 µ = ν.
(4.5)
where we have used
γµν :=

Λν/Λµ µ < ν;
Λµ/Λν µ > ν;
max
(
Λµ
Λµ−1
,
Λµ+1
Λµ
)
µ = ν.
(4.6)
The matrix γ is symmetric, and defined such that (for nondegenerate Λ) all of its
elements are decaying exponentially. Because of the ordering of the Λσ, the diagonal
element γµµ represents the element on the µth row or column that decays the slowest,
that is, γµµ = maxσ 6=µ γσµ.
If we assume that the evolution of the system takes place on some bounded domain,
then we know that G, and hence Ĝ and Â, remains bounded (we also assume that the
vector field v is smooth). Thus, the right-hand side of V T V˙ in (4.5) goes to zero
exponentially, and we can solve the equation perturbatively for large time,
Vqµ = V
∞
qµ +
∑
ν
V ∞qν
∫ t
t0
(V T V˙ )µν dt +O
(
γ2µµ
)
for some constant V ∞qν , which can only be determined by solving the unapproximated
equation (4.4). We conclude that for large t the matrix V has the form [24]
Vqµ = γµµV˜qµ + V
∞
qµ , t≫ 1. (4.7)
Since Vqµ = (eˆµ)q and γµµ → 0, the characteristic eigenvectors converge exponentially
to their time-asymptotic value, (eˆ∞µ )q = V
∞
qµ . The elements of the matrix U do not in
general converge. The Lyapunov exponents have a very slow (logarithmic) convergence
which does not concern us here, as we are considering timescales of fast (roughly
exponential) convergence.
4.2. Lagrangian Derivatives
Having derived the equations of motion for the SVD of M , we can now take the
Lagrangian derivative of these equations of motion, in a manner analogous to section 3.
We define the quantities
Ψκν :=
∑
q
Vqκ
∂ log Λν
∂aq
, Φκµν :=
∑
q,i
Vqκ Uiµ
∂Uiν
∂aq
, Θκµν :=
∑
q,p
Vqκ Vpµ
∂Vpν
∂aq
, (4.8)
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which are simply the Lagrangian derivatives of Λν , Uiν , and Vpν expressed in a convenient
frame. Note that Φκµν = −Φκνµ and Θκµν = −Θκνµ. The Lagrangian derivatives Θνµν
may be regarded as the components µ of the curvature of the vector fields defined by the
columns of Vpν . From (4.2)–(4.4), we can find equations for the evolution of Ψκν , Φκµν ,
and Θκµν ,
Ψ˙κν =
∑
σ
(V T V˙ )σκΨσν +
∑
σ
Âσν Φκσν + Λκ X̂νκν , (4.9)
Φ˙κµν =
∑
σ
[
(V T V˙ )σκ Φσµν + (U
T U˙)σµ Φκσν − (U
T U˙)σν Φκσµ
]
+
∑
q
Vqκ
∂
∂aq
(UT U˙)µν , (4.10)
Θ˙κµν =
∑
σ
[
(V T V˙ )σκΘσµν + (V
T V˙ )σµΘκσν − (V
T V˙ )σν Θκσµ
]
+
∑
q
Vqκ
∂
∂aq
(V T V˙ )µν , (4.11)
where
X̂νκµ :=
∑
k,i,ℓ
Ukν Uiκ Uℓµ
∂2vk
∂xi∂xℓ
(4.12)
is symmetric in κ and µ.
In Appendix A, the asymptotic behaviour of the derivatives is obtained from the
equations of motion (4.9)–(4.11). We now summarise the main results of that section:
for t ≫ 1, by which we mean that the dynamical system has evolved long enough for
the quantities Λµ to have reached a regime of quasi-exponential behaviour, we have that
the Lagrangian derivatives defined by (4.8) evolve asymptotically as
Φκµν = max (Λκ, γµν) Φ˜κµν , (4.13)
Ψκν = max (Λκ, γκκ, γνν) Ψ˜κν +Ψ
∞
κν ∼ max (Λκ , 1) , (4.14)
Θκµν = max (γµνΛκ, γκκ, γµµ, γνν) Θ˜κµν +Θ
∞
κµν ∼ max (γµνΛκ , 1) . (4.15)
Recall that in all these cases the first index, κ, denotes the characteristic
eigendirection eˆκ along which the Lagrangian derivative is evaluated. For a given κ
with Λκ ≫ 1, corresponding to an expanding direction of the flow, both Φκµν and Ψκν
grow exponentially with time (the constant Ψ∞κν is then irrelevant). Thus, Lagrangian
derivatives of log Λν along an expanding direction κ become more singular with time,
to a degree commensurate with the separation of neighbouring initial conditions along
that direction, as given by Λκ.
Conversely, for κ with Λκ ≪ 1, corresponding to a contracting direction of the
flow, both Φκµν and Ψκν decrease exponentially with time, Φκµν converging toward zero
and Ψκν converging to a constant, Ψ
∞
κν. The convergence rate of both these quantities,
however, is not necessarily equal to Λκ but may be slower (though still converging), as
denoted by the max in (4.13) and (4.14). This slower convergence rate of Ψ has two
sources: (i) From (4.7), the Vκ in the definition (4.8) of Ψκν converges at a rate γκκ; (ii)
The Φ term in (4.9) limits the convergence to γνν .
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The interpretation of the long-time behaviour of Lagrangian derivatives of V ,
the characteristic eigenvectors, is less generic. For a contracting direction κ, the
derivatives Θκµν converge to the constant value Θ
∞
κµν at a rate of max(γκκ, γµµ, γνν). This
convergence rate is dominated by the convergence of the individual V ’s in (4.8), as given
by (4.7). For an expanding direction κ, the specific behaviour of Θκµν depends on the
relative magnitudes of the coefficients of expansion Λ. However, for a non-contracting
direction κ it is always true that
(Θκµν −Θ
∞
κµν)≪ Λκ, Λκ ≥ 1,
so the gradients of eˆ along expanding directions grow much more slowly that those
of log Λ.
We close this section by considering the asymptotic behaviour of the Lagrangian
derivative of the determinant, |g|, of the metric tensor g. From (2.4),
|g| =
∑
ν
Λ2ν ,
so that the Lagrangian derivative of the determinant along Vκ is
Ωκ :=
∑
q
Vqκ
∂
∂aq
log |g|1/2 =
∑
ν
Ψκν . (4.16)
An equation of motion for Ωκ is obtained by summing (4.9) over ν, yielding
Ω˙κ =
∑
σ
(V T V˙ )σκ Ωσ + Λκ
∑
ν
X̂ννκ, (4.17)
where the Φ term has dropped out. The term
∑
ν X̂ννκ is proportional to ∇·v, so for an
incompressible flow the solution to (4.17) is Ωκ ≡ 0. But in general, for a compressible
flow with non-uniform ∇ · v, we find
Ωκ = max (Λκ, γκκ) Ω˜κ + Ω
∞
κ , t≫ 1, (4.18)
where the time dependence of Ω˜κ is non-exponential. In contrast to Ψ, the limiting
rate γκκ in (4.18) is due entirely to the convergence rate of Vκ, as given by (4.7).
5. Properties of the Hessian and Constraints
5.1. Symmetry of the Hessian
We now make contact with the work of Dressler and Farmer [13] and Taylor [14] on the
form of the generalised Lyapunov exponents, which describe the asymptotic behaviour
of the Hessian. The Hessian, defined in section 3, can be recovered from the Lagrangian
derivatives of section 4.2. Following Dressler and Farmer [13], we project the components
of the Hessian onto the U and V bases and define
K̂κµν :=
∑
ℓ,p,q
UℓκK
ℓ
pq Vpµ Vqν . (5.1)
Writing Kℓpq = ∂M
ℓ
p/∂a
q, and using the SVD decomposition (4.1) for M , we find
K̂κµν = ΛκΨµκ δνκ + ΛκΘµνκ + Λν Φµκν . (5.2)
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The asymptotic behaviour of the Hessian is easily derived from (4.13), (4.14), and (4.15),
K̂κµν = max(Λκ , ΛµΛν) K˜
κ
µν , (5.3)
where K˜κµν is a non-exponential function, as found for maps in Refs. [13, 14].
Since the Hessian is symmetric in its lower indices, we could have equally well
written
K̂κµν = ΛκΨνκ δµκ + ΛκΘνµκ + ΛµΦνκµ , (5.4)
where we simply interchanged µ and ν in (5.2). Equating (5.2) and (5.4), we find the
relations
Λµ (Θµµν +Ψνµ) = Λν Φµµν , µ 6= ν, (5.5)
Λκ (Θµνκ −Θνµκ) = Λν Φµνκ − ΛµΦνµκ, µ, ν, κ differ. (5.6)
Equation (5.5) defines n(n− 1) independent relations, whilst (5.6) defines n(n− 1)(n−
2)/2 relations. Thus, a total of n2(n− 1)/2 quantities are dependent on the others and
can be eliminated, which is exactly the number of dependent components of Kκµν . The
relation (5.6) can be solved for Θκµν to yield
Θκµν =
1
2
[(
Λµ
Λν
+
Λν
Λµ
)
Φκµν +
(
Λκ
Λν
−
Λν
Λκ
)
Φµνκ +
(
Λκ
Λµ
−
Λµ
Λκ
)
Φνκµ
]
, (5.7)
when µ, ν, and κ differ. Similarly, (5.5) can trivially be solved for Θµµν . Equations (5.5)
and (5.7) express all of the the Θ in terms of the Ψ and Φ. However, the
asymptotic behaviour of Θκµν cannot be recovered from these equations by simply
substituting (4.13) and (4.14). The reason is that the asymptotic form (4.15) hinges on
delicate cancellations between the Φ and Ψ that are not manifest from simply looking
at their equations of motion. For instance, in (5.7) the coefficient of each Φ term grows
exponentially, even though some of the Θ’s have been shown to converge.
Although we are not using the SVD method to obtain numerical results, the
considerations of this section also apply to the QR method of section 6. The
relations (5.5) and (5.6) can then be used as a diagnostic tool to monitor the numerical
results.
5.2. Differential Constraints
Rather than solving for the Θ, if the flow is chaotic the relations (5.5) and (5.6) can be
put to good use in another manner. The Lagrangian derivatives of U , as contained in Φ,
are not quantities of great interest to us. They describe the sensitive dependence on
initial conditions of the absolute orientation of phase-fluid elements in Eulerian space.
This information is not necessary for solving problems in Lagrangian coordinates, and
is too sensitive to initial conditions to be of use anyhow. We thus substitute the time-
asymptotic form of Φ, given by (4.13), in the right-hand side of (5.5) and (5.6), yielding
Θµµν +Ψνµ = max
(
Λν ,
Λν
Λµ
γµν
)
Φ˜µµν , (5.8)
Θµνκ −Θνµκ =
Λν
Λκ
max (Λµ , γνκ) Φ˜µνκ −
Λµ
Λκ
max (Λν , γµκ) Φ˜νµκ , (5.9)
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Table 1. The total number of type I constraints for low-dimensional systems, as given
by (5.12). The rows denote n, the columns the number of contracting directionsm ≤ n.
1 2 3 4 5 6 7
1 0
2 1 1
3 2 3 3
4 3 5 6 6
5 4 7 9 10 10
6 5 9 12 14 15 15
7 6 11 15 18 20 21 21
where, as before, µ, ν, and κ differ. Below we show that under certain conditions the
right-hand side of (5.8) or (5.9) converges toward zero, giving us asymptotic differential
constraints on Ψ and Θ.
5.2.1. Type I Constraints For µ < ν, (5.8) can be written
Θµµν +Ψνµ = max
(
Λν , γ
2
µν
)
Φ˜µµν , µ < ν, (5.10)
If the index ν corresponds to a contracting direction (Λν ≪ 1), the right-hand side
of (5.10) goes to zero exponentially fast, at a rate Λν or γ
2
µν , whichever is slowest. In
that case (5.10) is a constraint implying that for large t we have
(Θµµν +Ψνµ) −→ 0, Λν ≪ Λµ , Λν ≪ 1. (5.11)
We refer to (5.11) as type I constraints. The total number of such constraints is
NI = m
[
n− 1
2
(m+ 1)
]
, (5.12)
where n is the dimension of the space and m is the number of contracting directions
(i.e., the number of negative Lyapunov exponents) possessed by the flow in a particular
ergodic domain. Table 1 gives the number of type I constraints, NI, as a function of n
and m.
In two dimensions, we typically have one contracting direction, so there is a single
type I constraint. This is the same constraint that was derived in Refs. [6, 25].
In three dimensions, for an autonomous flow, we typically also have one contracting
direction. There are then two type I constraint. These constraints correspond to those
derived in Ref. [25].
A special case of the type I constraints is obtained by setting ν = n in (5.10), and
then summing over µ < n, to yield∑
q
1
|g|1/2
∂
∂aq
(
|g|1/2 (eˆn)q
)
−
∑
q
(eˆn)q
∂
∂aq
log Λn ∼ max
(
Λn , γ
2
nn
)
→ 0. (5.13)
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This constraint was discovered numerically and used by Tang and Boozer [6, 7, 31, 32]
and derived in three dimensions by Thiffeault and Boozer [25]. It has been used to
study the anticorrelation between curvature and stretching [6, 25, 31] and to transform
the advection–diffusion equation in Lagrangian coordinates to an approximate one-
dimensional form [12]. (See also Appendix C for an Eulerian version of the constraint.)
The present method not only gives the constraint in a very direct manner for any
dimension n, but it also provides us with its asymptotic convergence rate, as determined
by the right-hand side of (5.13). It also shows that the constraint (5.13) does not stand
alone, but is the sum of several independent constraints. More details on the differences
between this paper and earlier approaches are given in section 5.3.
5.2.2. Type II Constraints Equation (5.9) implies that
Θµνκ −Θνµκ ∼ max
(
Λµ Λν
Λκ
,
Λν
Λκ
γνκ ,
Λµ
Λκ
γµκ
)
. (5.14)
We are interested in finding constraints analogous to the type I constraints
of section 5.2.1. It is clear that unless both µ and ν are greater than κ, the right-
hand side of (5.14) is of order unity or greater, and so does not go to zero. We can
assume without loss of generality that µ < ν, so that
Θµνκ −Θνµκ ∼ γµκ max (Λν , γµκ) , κ < µ < ν, (5.15)
where we have used γνκ ≪ γµκ. Whether or not (5.15) is a constraint depends on the
specific behaviour of Λµ Λν/Λκ. Clearly, we have a constraint if Λν ≪ 1, since γµκ ≪ 1.
This provides a lower bound on the number NII of type II constraints; by choosing ν from
the m contracting directions, and summing over the remaining κ < µ < ν, we obtain
NII ≥
1
2
m
[
n2 − (m+ 2)
(
n− 1
3
(m+ 1)
)]
. (5.16)
But even if Λν ≫ 1 we can have a constraint, as long as Λν γµκ ≪ 1. This depends on
the particular problem at hand; hence, (5.16) is only a lower bound, but a fairly tight
one for low dimensions. Table 2 enumerates the minimum number of type II constraints
as a function of n and m.
Note that when κ, µ, and ν differ we can write
Θµνκ −Θνµκ = −
∑
q
(eˆκ)q [eˆµ , eˆν ]q , (5.17)
where the Lie bracket is
[eˆµ , eˆν ]q :=
∑
p
(eˆµ)p
∂
∂ap
(eˆν)q −
∑
p
(eˆν)p
∂
∂ap
(eˆµ)q . (5.18)
The type II constraints are thus forcing certain Lie brackets of the characteristic
directions eˆσ to vanish asymptotically. The geometrical implications of this, and perhaps
a connexion to the Frobenius theorem [33] and the existence of submanifolds, remains
to be explored.
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Table 2. Lower bound on the number of type II constraints, as given by (5.16). The
rows denote n, the columns the number of contracting directions m ≤ n.
1 2 3 4 5 6 7
1 0
2 0 0
3 1 1 1
4 3 4 4 4
5 6 9 10 10 10
6 10 16 19 20 20 20
7 15 25 31 34 35 35 35
If we restrict to three dimensions, then there is at least one type II constraint; it
can be written as
Θ231 −Θ321 = eˆ1 · ∇0 × eˆ1, (5.19)
where ∇0 denotes a gradient with respect to the Lagrangian coordinates a. This
constraint is the special case that was derived in Ref. [25].
5.3. Riemannian Curvature
We now compare the approach of section 5.2 to the earlier attempts of Refs. [6, 25],
where the constraints were derived for two and three dimensional flows by examining
the form of the Riemann curvature tensor associated with the metric g. We list the
advantages of the present method.
Nontrivial metrics can have curvature; a straightforward method of computing that
tensor is through the use of Ricci rotation coefficients [34],
ωκµν :=
∑
i,j
Uiκ Ujµ
∂
∂xi
Ujν . (5.20)
These satisfy the antisymmetry property ωκµν = −ωκνµ, and can be rewritten in terms
of the Φ of (4.8) as
ωκµν = Λ
−1
κ Φκµν . (5.21)
In terms of the rotation coefficients, the Riemann curvature tensor is [34, p. 51]
Rµνκσ =
∑
i
Uiκ
∂
∂xi
ωσµν −
∑
i
Uiσ
∂
∂xi
ωκµν
−
∑
τ
[ωκτµ ωστν − ωστµ ωκτν + ωκτσ ωτµν − ωστκ ωτµν ] . (5.22)
If we use the relations (5.5) and (5.6) to solve for Φ in terms of Θ and Ψ, we can
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rewrite (5.21) as
ωκµν =
1
2ΛκΛµΛν
{
Λ2µ(Θνκµ −Θκνµ) + Λ
2
ν(Θκµν −Θµκν)− Λ
2
κ(Θµνκ −Θνµκ)
}
+
1
Λν
δµκΨνµ −
1
Λµ
δνκΨµν . (5.23)
The form of the curvature obtained by inserting (5.23) into (5.22) is essentially the
one obtained in three dimensions in Ref. [25]. In Ref. [6], the curvature was calculated
directly from the Christoffel symbols. The constraints were then deduced by imposing
the boundedness of the curvature tensor: some terms in (5.23) would appear to grow
exponentially, so their coefficient must go to zero to maintain a finite curvature. In this
manner, the type I and type II constraints were derived in two and three dimensions,
backed by numerical evidence [6, 25].
The approach used in the present paper to derive the constraints is advantageous
in several ways: (i) It is valid in any number of dimensions; (ii) It avoids using the
curvature, which is difficult to compute; (iii) There are no assumptions about the
growth rate of individual terms in the curvature [25]; (iv) The convergence rates of
the constraints are given explicitly [(5.10) and (5.15)]; (v) The number of constraints
can be predicted [(5.12) and (5.16)]. The crux of the difference between the two
approaches is that here we use the variable Φ to estimate the asymptotic behaviour
of the constraints directly, rather than relying on indirect evidence from the curvature.
Thus, the derivation of the time-asymptotic form of Φ is essential.
6. Numerical Computations using the QR Method
6.1. Basic Method
The QR method, like the SVD method, avoids the numerical problems associated with
evolving the Jacobian matrix M by using a judicious matrix decomposition. The QR
decomposition says that any matrix, and in particular M , can be written
M = QR, (6.1)
where Q is an orthogonal matrix and R is upper-triangular. For our case, R has
positive diagonal elements. The QR decomposition method of finding Lyapunov
exponents is also called the continuous Gram–Schmidt orthonormalisation method by
some authors [24, 35], referring to the matrix Q being obtained from M by the Gram–
Schmidt method. The QR method is an approximate version of the SVD method. The
matrix Q is analogous to U in that it embodies the Eulerian information about the
orientation of the ellipsoid (see section 4.1), and drops out of g as required. But the
resulting expression g = RTR does not manifestly give a diagonalisation of g. Below
in (6.7) and (6.8) we give the eigenvectors eˆσ and coefficients of expansion Λσ in terms
of R, though the expression is not exact but is exponentially accurate with time (see
Appendix B).
Derivatives and Constraints in Chaotic Flows 16
Let
∆µ := Rµµ, Dµν := ∆µ δµν , Rµq =: Dµµ rµq. (6.2)
That is, ∆ is a vector containing the diagonal elements of R, D is a diagonal matrix
with the ∆ along the diagonal, and r is R with the µth row rescaled by ∆µ. The
time-evolution of these quantities is [24, 26]
∆˙µ = G¯µµ∆µ; (6.3)
(QT Q˙)µν =

−G¯νµ µ < ν;
+G¯µν µ > ν;
0 µ = ν;
(6.4)
r˙µq =
q∑
σ=µ+1
∆σ
∆µ
A¯µσ rσq, µ < q; (6.5)
where
G¯ := QTGQ, A¯ := G¯+ G¯T . (6.6)
Equation (6.3) is identical to (4.2) for Λµ in the SVD method, and (6.4) is identical to
the time-asymptotic form of (4.3) for U , given by (4.5). Hence, we expect ∆µ and Λµ
to have similar asymptotic behaviour, though their exact value differs.
Unlike the SVD method, in the QR method the eigenvalues Λµ and eigenvectors eˆµ
are not evolved directly. They can be recovered from the ∆µ and the matrix r in the
following manner. Let d be the lower-triangular matrix that effects the Gram–Schmidt
orthonormalisation of r, that is
Wqµ =
µ∑
τ=1
dµτ rτq , (6.7)
where dµν = 0 for µ < ν, and W is orthogonal. The eigenvectors of g and corresponding
coefficients of expansion are then
(eˆµ)q = Wqµ , Λµ =
∆µ
dµµ
, (6.8)
to exponential accuracy with time (the relative error on eˆµ and Λ
2
µ is of
order (∆µ/∆µ−1)
2). Equation (6.8) is proved in Appendix B.
By definition, the matrix W is obtained by Gram–Schmidt orthonormalisation
of the upper-triangular matrix r. In performing this orthonormalisation, we have to
compute the diagonal elements dµµ, so there is no extra work involved in correcting
the ∆µ if we are calculating the eigenvectorsW . Note that this Gram–Schmidt procedure
does not represent an extra overhead in solving the system of ODEs (6.3)–(6.5), as
the orthonormalisation need only be effected at the end of the integration, when the
eigenvectors are required. This orthonormalisation should not be confused with the
continuous Gram–Schmidt orthonormalisation of the QR method, whose purpose is to
evolve the orthogonal frame given by Q.
Derivatives and Constraints in Chaotic Flows 17
In most examples of applications of the QR method, the correction derived above
to the eigenvalues is omitted [23,26]. The reason for this is that typically what is sought
are the infinite-time Lyapunov exponents,
λ∞µ = limt→∞
1
t
(log∆µ − log dµµ) .
Since the dµµ converge to constant values, they are irrelevant to the asymptotic value λ
∞
µ .
This means that it is possible to find the infinite-time Lyapunov exponents without
solving for the eigenvectors. However, as mentioned in section 2, we are interested here
in timescales much shorter than the convergence time of Lyapunov exponents, so we
include the correction.
We close this section by giving an explicit recurrence relation for the Wqµ and the
lower-triangular matrix d:
Wpµ = dµµ
[
rµp −
µ−1∑
σ=1
∑
q
rµqWqσWpσ
]
, (6.9)
dµµ =
[∑
q
r2µq −
µ−1∑
σ=1
(∑
q
rµqWpσ
)2]−1/2
, (6.10)
dµν = −dµµ
µ−1∑
σ=ν
∑
q
rµqWqσ dσν , µ > ν. (6.11)
These follow from the usual Gram–Schmidt procedure.
6.2. Lagrangian Derivatives
We now proceed to obtain ordinary differential equations for the derivatives of the
eigenvalues and eigenvectors of g, using the QR method. Define
ψκν :=
∑
q
Wqκ
∂ log∆ν
∂aq
, φκµν :=
∑
q
WqκQkµ
∂Qkν
∂aq
, ξκµp :=
∑
q
Wqκ
∂rµp
∂aq
,
where φκµν = −φκνµ. The tensors ψ and φ are the QR method analogues of Ψ and Φ
defined in (4.8) for the SVD method. The tensor ξ has no analogue in the SVD method,
but is used to obtain the Lagrangian derivatives of the eigenvectors Wqµ.
Using the equations of motion (6.3)–(6.5) for ∆, Q, and r, we find
ψ˙κν =
∑
σ
(W T W˙ )σκ ψσν +
∑
σ
A¯σνφκσν + Yκνν (6.12)
φ˙κµν =
∑
σ
(W T W˙ )σκ φσµν + (G¯νν − G¯µµ)φκµν
−
∑
σ<µ
A¯σµ φκσν +
∑
σ>ν
A¯σν φκµσ − Yκνµ , µ < ν, (6.13)
ξ˙κµq =
∑
σ
(W T W˙ )σκ ξσµq
+
q∑
σ=µ+1
∆σ
∆µ
[
(ψκσ − ψκµ) rσqA¯σµ + A¯σµ ξκσq
+rσq
(
A¯τµ φκτσ + A¯τσ φκτµ + Yκσµ + Yκµσ
)]
, µ < q. (6.14)
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The driving term Y is
Yκµν :=
n∑
σ=κ
(d−1)σκ∆σ X¯µνσ ,
where
X¯νκµ :=
∑
k,i,ℓ
Qkν QiκQℓµ
∂2vk
∂xi∂xℓ
is analogous to X̂ of the SVD method, and is also symmetric in κ and µ. The lower-
triangular matrix d−1 = rW was defined in (6.7).
In order to solve (6.12)–(6.14), we need to obtain the derivativesW T W˙ . BecauseW
is obtained from r via Gram–Schmidt orthonormalisation, the time derivatives ofW are
deduced from those of r by differentiation of (6.9). After multiplying that equation
by Wpν , with µ < ν, we find
(W T W˙ )µν = −dµµ
 n∑
p=µ+1
Wpν r˙µp +
µ−1∑
σ=1
(d−1)µσ(W
T W˙ )σν
 , µ < ν. (6.15)
Owing to the orthogonality of W , the matrix (W T W˙ )µν is antisymmetric.
Equation (6.15) defines a recurrence relation for the (W T W˙ )µν , starting with (W
T W˙ )1ν ,
in terms of the time derivatives of r, given by (6.5).
The recipe for finding the Lagrangian derivatives thus consists of solv-
ing (2.1), (6.3)–(6.5) and (6.12)–(6.14) using a standard ODE integration scheme. In
doing so, use must be made of the Gram–Schmidt procedure (6.9), which yields W and
consequently also d via d−1 = rW . The matrix d must then be inserted into the re-
currence relation (6.15) for W T W˙ , allowing finally the full evaluation of the right-hand
side of (6.12)–(6.14). The total number of ODEs involved is n(2n2 + 3n+ 3)/2; in two
dimensions, this is 17, in three, 45. In evaluating the right-hand side of (6.12)–(6.14),
the most expensive term to evaluate is Y , which scales as n4, obfuscating the cost of the
Gram–Schmidt procedures forW andW T W˙ . It is thus clear that this numerical method
is not well suited to higher-dimensional dynamical systems. However, it is appropriate
to applications such as chaotic mixing, where v is a two- or three-dimensional flow.
We are not quite done yet: even though we can now solve the ODEs, they do not
give the Lagrangian derivatives of the Λµ and Wqµ directly. The Wqµ are obtained from
the rνp via Gram–Schmidt orthonormalisation, so we need to proceed as we did for the
time derivatives of W , (6.15), and take a Lagrangian derivative of (6.9). We obtain the
recurrence relation
θκµν = −dµµ
 n∑
p=µ+1
Wpν ξκµp +
µ−1∑
σ=1
(d−1)µσθκσν
 , µ < ν, (6.16)
where
θκµν :=
∑
p,q
WqκWpµ
∂Wpν
∂aq
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is the analogue to Θ in the SVD method. The recurrence relation is solved by first
evaluating θκ1ν and then incrementing µ, always keeping µ < ν. The antisymmetry
of θκµν in µ and ν means that we do not need to consider the µ > ν case.
Finally, we need the Lagrangian derivative of dµµ in order to find the derivative
of Λµ. Indeed, because of the correction to ∆µ given in (6.8), we have
Ψκν = ψκν − ηκν ,
where Ψκν was defined in (4.8), and
ηκν :=
∑
q
Wqκ
∂ log dνν
∂aq
is the correction. The explicit form for η is readily obtained in the same manner as (6.16)
by differentiating (6.10), to yield
ηκν = −dνν
 n∑
p=ν+1
Wpν ξκνp +
ν−1∑
σ=1
(d−1)νσθκσν
 . (6.17)
Equation (6.17) is the same as (6.16) with µ = ν, so that numerically both θ and η can
be obtained in the same loop.
This completes the numerical procedure. As we mentioned in section 6.1, there
is no real additional numerical burden involved in evaluating (6.16) and (6.17), as the
Lagrangian derivatives ofW and Λµ are not needed to solve the ODEs. These derivatives
can be calculated as desired, either at regular intervals or at the end of the integration.
There are two related but distinct numerical problems when finding the Lagrangian
derivatives. The first is that the direction of fastest stretching of the flow dominates
and must be isolated from the other directions, otherwise it quickly becomes impossible
to extract subdominant directions because of lack of numerical precision. This is the
problem we have solved with our method, by projecting along appropriate characteristic
axes. The second numerical problem is that the exponentially growing quantities in the
method eventually lead to numerical overflow (or underflow for exponentially decreasing
quantities). In the QR method for the coefficients of expansion, (6.3) can easily be
rewritten as an equation for log∆µ, replacing the exponential behaviour by linear growth
(or decay) in time. The same cannot be done in (6.12)–(6.14) because the rescaling of
the driving term introduces a large damping term that makes the system extremely
stiff (because the rescaling itself is time-dependent). But overflowing only becomes a
problem if we solve the system for very long times (on the timescales necessary for the
Lyapunov exponents to converge).
A final note on the stability of the algorithm: in Refs. [23] and [35] it is shown
that the numerical integration of the orthogonal matrix Q is unstable (the matrix
loses orthogonality), unless the full spectrum of eigenvalues is calculated, in which case
the algorithm is neutrally stable. Since we always assume we are computing the full
spectrum, the stability of Q is not a concern.
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Figure 1. The type I constraint given by (5.13), for the ABC flow with A = B = 5,
C = 2, computed with the direct method of section 3 (——) and with the QR method
of section 6 (– – –). The direct method becomes unreliable after t ≃ 7 due to roundoff
error. The QR method unambiguously exhibits the convergence of the constraint to
zero, which agress well with the predicted convergence rate Λ3 (· · · · · ·).
6.3. Numerical Verification of Constraints
In figure 1, the type I constraint given by (5.13) is shown for the ABC flow with A =
B = 5, C = 2 [11]. (These parameter values give a large chaotic region and make the
convergence of the constraints faster, but the constraints are also satisfied for the more
usual values A = B = C = 1.) The constraint is computed with the direct method of
section 3 and with the QR method of section 6. It would be difficult to make a case
for the constraint converging to zero based on the direct method: the noise starting
at t ≃ 7 reflects the effects of limited numerical precision inherent to the method as the
elements ofM become exponentially large. TheQR method, however, has the constraint
reaching 10−12 before precision problems set in (this is not a flaw in the method: the
terms in (5.13) cannot cancel beyond the number of digits of precision represented by
the machine). The constraint is predicted by (5.13) to converge as Λ3, which is also
shown in figure 1.
Figure 2 shows a plot of the type II constraint given by equation (5.19), also for
the ABC flow. The constraint converges as (Λ2/Λ1)
2, as predicted by (5.15). The same
comments as for figure 1 apply regarding numerical precision.
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Figure 2. The type II constraint |eˆ1 · ∇0 × eˆ1| = |Θ231 −Θ321| [equation (5.19)] for
the ABC flow with A = B = 5, C = 2, computed with the direct method of section 3
(——) and with the QR method of section 6 (- - - -). The direct method becomes
unreliable after t ≃ 7 due to roundoff error. The QR method clearly illustrates the
convergence of |eˆ1 · ∇0 × eˆ1| to zero, at the predicted rate of (Λ2/Λ1)
2 (· · · · · ·).
7. Discussion
Lagrangian coordinates can greatly simplify the form of partial differential equations,
specifically equations of an advective nature. We have taken the viewpoint that to fully
characterise quantities expressed in the Lagrangian frame it is necessary to know how
to compute derivatives with respect to these Lagrangian coordinates. This amounts
to understanding how the Lagrangian frame itself (as defined by the characteristic
eigenvectors and the coefficients of expansion) vary under small changes of initial
conditions. Obtaining such derivatives with accuracy is difficult in chaotic flows because
the stretching rates of phase-fluid elements vary greatly along different directions.
The Lagrangian derivatives can be computed by differentiating existing methods for
finding Lyapunov exponents and eigenvectors. Direct differentiation of the equations of
motion is useful only for short times. For long times limited numerical precision becomes
problematic and a decomposition method is needed. The SVD method proved useful in
deriving the asymptotic form of the Lagrangian derivatives and in deriving differential
constraints. The singularities possessed by the SVD method and its large number of
components make its use in numerical computations difficult. The QR decomposition
method is more appropriate for numerical implementations, but is less transparent
than the SVD method. We used the QR method to accurately verify the differential
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constraints derived in the paper.
The techniques described here apply only to the first derivatives of the various
quantities, which actually depend on the second derivatives of the vector field. First
derivatives are sufficient for the study of many systems, including the advection–
diffusion equation and the dynamo problem. This seems paradoxical because both
the advection–diffusion equation and the resistive magnetic induction equation involve
second derivatives in space, but when transformed to Lagrangian coordinates the
equation only involves first derivatives of the metric tensor g [6, 12]: the second
derivatives are only applied to the initial data.
The results derived in the Lagrangian frame can easily be adapted to the Eulerian
picture with only minor modifications. The crux of the difference lies in holding the
Eulerian final condition fixed, and integrating the initial condition backwards in time.
The translation between the Eulerian and Lagrangian pictures is outlined in Appendix
C.
Some of the differential constraints derived in this and earlier papers have been
applied to the study of the advection-diffusion equation [6, 12, 31]. In particular,
in Ref. [12] a type I constraint (Section 5.2.1) is used to obtain an effective one-
dimensional diffusion equation for chaotic flows. In Ref. [36] the Eulerian form of the
type I constraint, equation (C.5), is used to derive a power-law relationship between
the curvature of a material line and the amount of stretching the line has undergone.
This same constraint is used in [8,9] to derive an invariant measure of the spatial length
distribution of material lines in two dimensions. Finally, in Ref. [37] a type II constraint
(Section 5.2.2) is used to show that the onset of dissipation in the kinematic dynamo
occurs much later than a straightforward estimate indicates. This is because the leading-
order behaviour of the power dissipation (Ohmic heating) in the dynamo is proportional
to a type II constraint, so it does not grow as fast as expected.
The behaviour of second and higher derivatives has not been investigated. Whilst
in principle the method could be extended to cover such cases, the complexity of
the calculation and the smoothness requirements on v are prohibitive. A study of
the consequences of the degeneracy of Lyapunov exponents—as occurs for instance in
Hamiltonian systems—remains to be done.
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Appendix A. Asymptotic Behaviour of the Lagrangian Derivatives
In this appendix we use the equations of motion (4.9)–(4.11) to derive the asymptotic
behaviour (4.13)–(4.15) of the Lagrangian derivatives, as defined by (4.8).
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For µ < ν, assuming Λµ ≫ Λν , the last term in (4.10) is∑
q
Vqκ
∂
∂aq
(UT U˙)µν = −
∑
q
Vqκ
∂Ĝνµ
∂aq
−
∑
q
γ2µν Vqκ
∂Ĝµν
∂aq
+ 2γ2µν Âµν (Ψκµ −Ψκν). (A.1)
The first term in (A.1) is
∑
q
Vqκ
∂Ĝνµ
∂aq
= Λκ X̂νκµ +
∑
σ
Ĝσµ Φκσν +
∑
σ
Ĝνσ Φκσµ. (A.2)
This shows that the second term in (A.1) can be neglected compared to the first because
it is smaller by a factor γ2µν . We also neglect the third term, which couples Φ and Ψ (it
is straightforward to go back and check that the neglect is justified).
After these approximations, the evolution equation for Φκµν is
Φ˙κµν =
∑
σ
[
(UT U˙)σµ Φκσν − (U
T U˙)σν Φκσµ − ĜσµΦκσν − Ĝνσ Φκσµ
]
+
∑
σ
(V T V˙ )σκ Φσµν − Λκ X̂νκµ, (A.3)
for µ < ν. This is a linear system in Φ, with nonconstant coefficients and a driving term
given by −Λκ X̂νκµ. The only term that couples Φκµν ’s with differing κ is the V
T V˙ one,
which is small compared to UT U˙ . We neglect this term (again, after the fact it is easy
to check that the neglect is consistent), and rearrange (A.3) to give
Φ˙κµν = (Ĝνν − Ĝµµ)Φκµν +
∑
σ>ν
ÂνσΦκµσ −
∑
σ<µ
ÂµσΦκσν − Λκ X̂νκµ. (A.4)
Let us ignore the driving term for now and consider the homogeneous solution Φhκµν .
Through a judicious ordering of the Φκµν that gives the linear part of (A.4) a triangular
structure, it can be shown that Φhκµν ∼ γµν . If we assume that the motion of the system
takes place in a bounded region of phase space, X̂νκµ is also bounded (we also assume
that v is twice differentiable and that its second derivative is Lipschitz). Then the
inhomogeneous driving term Λκ X̂νκµ asymptotically goes as Λκ. (A similar argument
was used in section 4.1 to show convergence of V .) Asymptotically, then, in (A.4) either
the exponentially decaying linear part or the driving term dominates, depending on
which has the larger growth rate. We conclude that
Φκµν = max (Λκ, γµν) Φ˜κµν , t≫ 1, (A.5)
where Φ˜κµν is some function that neither grows nor decays exponentially.
Next, we investigate the asymptotic behaviour of Ψ. Its time evolution is given
by (4.9), which after inserting our asymptotic solution for Φ becomes
Ψ˙κν =
∑
σ
(V T V˙ )σκΨσν +max (Λκ, γνν)Ψ
drive
κν ,
where Ψdriveκν is some non-exponential function. Notice that Ψκν ’s with differing ν are
uncoupled. The matrix V T V˙ has elements that are decreasing exponentially, so we can
solve the system perturbatively. The solution, valid to first-order in V T V˙ , is of the form
Ψκν = max (Λκ, γκκ, γνν) Ψ˜κν +Ψ
∞
κν , t≫ 1. (A.6)
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where the time dependence of Ψ˜κν is non-exponential.
Finally, having derived an asymptotic form for Φ and Ψ, we can do the same
for the Lagrangian derivatives of V , as embodied by Θ [Equation (4.8)]. For µ < ν,
assuming Λµ ≫ Λν , we write (4.11) for Θ in the approximate form
Θ˙κµν =
∑
σ
[
(V T V˙ )σκΘσµν + (V
T V˙ )σµΘκσν − (V
T V˙ )σν Θκσµ
]
+γµν max (Λκ, γκκ, γµµ, γνν)Θ
drive
κµν , (A.7)
where Θdriveκµν is a term with possible time dependence but without exponential behaviour.
The matrix V T V˙ , given in (4.5), becomes exponentially small with time. We can thus
solve (A.7) perturbatively, yielding
Θκµν = max (γµνΛκ, γκκ, γµµ, γνν) Θ˜κµν +Θ
∞
κµν , t≫ 1, (A.8)
where the time dependence of Θ˜κµν is non-exponential.
A comment about the perturbation expansions in small V T V˙ used to obtain (A.6)
and (A.8) is in order. For a small parameter ε, a perturbative expansion solution to an
equation of the form
y˙ = ε αy + β
is valid only for ε t ≪ 1. So for large time, at fixed ε, the solution must eventually
become invalid. However, in our case the parameter ε, corresponding to V T V˙ , actually
decreases exponentially in time (for nondegenerate eigenvalues Λµ). Thus, ε t≪ 1 even
for large t, and the expansion remains valid.
Appendix B. The Eigenvalues of g and the QR Method
In this appendix we prove that (6.8) gives the asymptotically correct value of the
eigenvectors eˆµ and coefficients of expansion Λµ (the square root of the eigenvalues
of g). This result was shown in Ref. [24]. We present here a different proof, proceeding
by induction and deriving the eigenvectors and eigenvalues together.
Let d be the lower-triangular matrix that performs the Gram–Schmidt
orthonormalisation of r, that is
W T = d r, (B.1)
where d is lower-triangular and W is orthogonal (this is simply (6.7) in matrix form).
The matrix d is nonsingular, so we can invert (6.7) and write r = d−1W T .
Using the definition of the metric, g =MTM , and the QR decomposition (6.1), we
have
gW = W F , where F := (d−1)
T
D2 (d−1). (B.2)
If F were diagonal, then we would be done; the matrix F is not diagonal, but we show
that it can be made so by exponentially small corrections of the W .
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Writing out F explicitly, we find
Fµν =
n∑
σ=max(µ,ν)
(d−1)σµ∆
2
σ (d
−1)σν .
The max(µ, ν) is the lower bound of the sum owing to the lower-triangular form
of d. Looking at (6.5), it is clear the the r converge to constant values, because
for σ > µ, ∆σ/∆µ → 0 exponentially in time. Hence, by their definition, W and d also
converge to constant values in time. All of the exponential behaviour is thus embodied
in ∆σ. Keeping only the dominant term, we have
Fµν ≃ (d
−1)σµ∆
2
σ (d
−1)σν
∣∣∣
σ=max(µ,ν)
.
Note that since d is triangular we have (d−1)µµ = d
−1
µµ . For the first column of W , it
follows that ∑
q
gpqWq1 =
∑
σ
WpσFσ1 ≃
∆21
d211
Wp1 ,
showing that the first column of W is an eigenvector of g with eigenvalue (∆1/d11)
2.
Let
W ′pµ =Wpµ −
µ−1∑
σ=1
d2σσ
∆2σ
FµσWpσ, (B.3)
which represents an exponentially small correction to the matrix element Wpµ,
because Fµσ ∼ ∆
2
µ ≪ ∆
2
σ for σ < µ. Assume that the columns W
′
qν , ν < µ, are
eigenvectors of g with eigenvalue (∆ν/dνν)
2. We show by induction that with the (small)
correction (B.3) the column W ′qµ is an eigenvector of g with eigenvalue (∆µ/dµµ)
2.
Using F = W TgW and (B.3), the corrected matrix element F′µν , with ν < µ, is
F
′
µν =W
′
pµ gpqWqν = Fµν −
µ−1∑
σ=1
d2σσ
∆2σ
Fµσ Fσν , ν < µ.
We use the induction hypothesis that Fσν = (∆ν/dνν)
2 δσν when both ν and σ are less
than µ, and find
F
′
µν = Fµν −
µ−1∑
σ=1
d2σσ
∆2σ
Fµσ
∆2ν
d2νν
δσν = Fµν − Fµν = 0,
to exponential accuracy. The corrected diagonal element F′µµ is
F
′
µµ = Fµµ − 2
µ−1∑
σ=1
d2σσ
∆2σ
Fµσ Fσµ +
µ−1∑
σ=1
µ−1∑
τ=1
d2σσ
∆2σ
d2ττ
∆2τ
Fµσ Fµτ Fστ
= Fµµ −
µ−1∑
σ=1
d2σσ
∆2σ
F
2
µσ ≃ Fµµ (B.4)
to leading order. Thus, to exponential accuracy W ′qµ is indeed an eigenvector of g with
eigenvalue Fµµ = (∆µ/dµµ)
2.
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To complete the proof, we need to show that the columns Wqν , with ν > µ, are not
modified by the correction (B.3). We have
F
′
µν = Fµν −
µ−1∑
σ=1
d2σσ
∆2σ
Fµσ Fσν , ν > µ,
which to leading order is
F
′
µν = (d
−1)νµ (d
−1)νν ∆
2
ν +O
(
∆2µ
∆2µ−1
∆2ν
)
≃ Fµν ,
showing that the correction can be neglected.
We have thus proved by induction that the correction (B.3) toW makes F diagonal
to leading order, leaving its diagonal elements unaffected. However, the correction (B.3)
is of order (∆µ/∆µ−1)
2, which is exponentially small with time. We conclude that the
eigenvectors of g and corresponding coefficients of expansion are
(eˆµ)q = Wqµ, Λµ =
∆µ
dµµ
,
to exponential accuracy with time. The relative error on eˆµ and Λ
2
µ is of
order (∆µ/∆µ−1)
2, as can be seen from the leading-order correction in (B.3) and (B.4).
Appendix C. The Eulerian Perspective
The results derived in the paper regarding Lagrangian derivatives can readily be adapted
to an Eulerian framework. The Lagrangian derivatives can be regarded as measuring
the effect of an infinitesimal change in the initial condition of a trajectory. Conversely,
one can regard Eulerian derivatives as the effect of an infinitesimal change in the
final condition of a trajectory, with the integration being performed backwards in
time. This is the viewpoint taken in studies of the alignment of material lines with
the Eulerian unstable manifold of a system, a phenomenon referred to as asymptotic
directionality [8, 9, 22, 38, 39].
In our framework, the Eulerian characteristic directions are computed from the
metric
hij(t, t0,x) :=
n∑
p=1
M ipM
j
p, (C.1)
or h := MMT = gT . We have explicitly written the dependence on initial time
because we are now interested in evolving t0 towards −∞, whilst holding the Eulerian
coordinates t and x fixed. The dynamical system (2.1) and the SVD equations (4.2)–
(4.4) are also evolved backwards in time: the method yields M−1, so that we must take
the inverse of the resulting Λσ to obtain the “forward-time” coefficients of expansion. We
assume the forward-time coefficients have then been reordered in the usual decreasing
manner, so that Λ1 is still the fastest-growing coefficient (the columns of U and V
are also reordered). The asymptotic behaviour of the Eulerian derivatives will thus be
the inverse of their Lagrangian counterpart. The columns of V now contain vectors
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associated with the Eulerian frame. The relevant Eulerian definitions corresponding
to (4.8) simply involve replacing ∂/∂a by ∂/∂x to reflect the fact the the derivatives
are now taken with respect to the Eulerian coordinates. Their asymptotic behaviour is
ΘEκµν = max
(
Λ−1κ , γµν
)
Θ˜Eκµν , (C.2)
ΨEκν = max
(
Λ−1κ , γκκ, γνν
)
Ψ˜Eκν +Ψ
E∞
κν , (C.3)
ΦEκµν = max
(
γµνΛ
−1
κ , γκκ, γµµ, γνν
)
Φ˜Eκµν + Φ
E∞
κµν , (C.4)
where the E superscript reminds us that these are Eulerian quantities. The discussion of
the Hessian and constraints in section 5 is the same for the Eulerian derivatives, except
that the coefficients of expansion corresponding to contracting directions are replaced
by the inverse of those of the expanding directions. For instance, the type I constraint
given by (5.13) becomes∑
i
|h|1/2
∂
∂xi
(
|h|−1/2 (eˆE1 )i
)
+
∑
i
(eˆE1 )i
∂
∂xi
log Λ1 ∼ max
(
Λ−11 , γ
2
11
)
→ 0. (C.5)
This is a more general form of the relation derived for the 2D incompressible case in
Refs. [8, 9], used to derive an invariant measure of the spatial length distribution of
material lines.
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