Introduction
Generic image annotation has attracted many attentions in computer vision community due to booming web images in many photo-sharing websites such as Flickr and Picasa [14] [6] [12] . To efficiently share these images among friends and other users in the social community, it is intensively desired to efficiently organize these images on the * This work was supported in part to Dr. Qi Tian by NSF IIS 1052851, Google Faculty Research Award and FXPAL Research Award, respectively.
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Rear View Front View Figure 1 . An example of locality-sensitive classifier for categorizing car images. Car images contain either rear view, top view or front view for example. The whole space is divided into a set of local regions marked in red circles, on each of which a local classifier is learned. Since within-class variance is alleviated in each local region so that better performance can be obtained by local learners with a simplified classification boundary.
semantic level according to their content. As an indispensable ingredient, image categorization is an important step to analyze the image semantics which assigns a set of concepts to these images.
Many advanced algorithms have been proposed to approach practical image classification. However, due to its intrinsic complexity, it is still challenging especially for classifying generic images. As compared with many other classification problems such as shape and face recognition, generic image classification involves a wide range of image sources taken by millions of users, including both highquality photos taken by professional photographer and lowquality amateur photos captured by mobile phone, as well as the photos taken world-widely with quite different cul-tural and geographical background. It imposes great challenges on learning classifiers to bridge such diversified gap between low-level image signals processible by computers and high-level semantic concepts perceptible by humankind. In other words, feature vectors extracted from an identical image category are usually scattered into a feature spaces diversely and the classification boundaries between different categories are usually highly complex due to large intra-class variances and vague inter-class discrimination. See Figure 1 as an example of categorizing car images. As shown, car images have either rear, top, or front views with highly variants. Such large variances often lead to much complex classification boundaries in practice, and more capable classifiers are required for satisfactory categorization performance. A single classifier globally constructed over the whole space may be inadequate to capture all the variants of feature representations. On the contrary, it is promising to divide the whole space into a set of locality-sensitive regions on each of which a local classifier is learned for image categorization. Since each obtained locality region only contains images with relatively smaller variances, the original complex boundaries can be factorized into much simpler ones which are tractable by local classifiers. For example, in Figure 1 , the feature spaces are divided into a set of local regions with relatively consistent car views that can be easily separated from background images. It is worth noting that all the car images with a certain view do not necessarily coincide with one local region, as illustrated in Figure 1 where the car images of top view can belong to different local regions. Instead as long as these regions are localized in the feature space with small enough variances, each obtained local region will contain a relatively uniform view of car images. Better categorization performance can be obtained with smaller and easy-handled variances in these local regions by a divide-and-conquer manner. In other words, from the theoretical perspective of machine learning, the samples on each local region are approximately linear separable due to small within-class variations so that a simple model like linear classifier can have a satisfactory performance with a fast speed compared to other sophisticated algorithms (c.f. the results of simple linear LSSVM in Section 4.3).
A set of localized classifiers [2] [4] [15] exist in literatures, which leverage locality property to enhance the performance of classifiers. They gain great success and achieve state-of-the-art performance in many image classification tasks. However, their generalization performances are still restricted in twofold: (1) due to the small sample size on each local region, each local classifier is sensitive to noise which leads to overfitting phenomenon; (2) these local classifiers also ignore local correlation determined by the sample distribution in each local region. To overcome the above two problems, we first formulate and analyze a naive locality-sensitive classifier (LSC) by minimizing a locallyweighted loss function. By analyzing its generalization performance and drawback, we propose a novel localitysensitive support vector machine (LSSVM) algorithm. This classifier applies locality-sensitive hashing (LSH) to divide the whole feature space into a number of local regions, on each of them a local model can be better constructed due to smaller within-class variation on it. To avoid these local models from overfitting into locality-sensitive structures, it imposes a global regularizer across local regions (c.f. Section 3) so that the local classifiers can be smoothly glued together to form a regularized overall classifier. Furthermore, local correlation is modeled to capture the sample distribution that determines the locality structure of each local region, which can increase the discriminating ability of LSSVM algorithm. By combining the global regularization and the correlation information in locality structure, the generalization performance of LSSVM can be significantly boosted as compared with the naive LSC.
The remainder of this paper is organized as follows. Section 2 proposes the framework for a naive locality-sensitive classifier, depicts its properties and analyzes its generalization performance. In Section 3, locality-sensitive support vector machine is specified which simultaneously exploits the local and global feature structures. Experiment results are shown in Section 4 on real-world web image data set. Finally we conclude in Section 5.
A Naive Locality-Sensitive Classifier
In this section, we propose a naive locality-sensitive classifier which forms the basis of the proposed algorithm in this paper. By analyzing its generalization performance and drawback, we show how these problems can be overcome by LSSVM in the following section.
Background: Locality-Sensitive Hashing
We start by a brief review of locality-sensitive hashing (LSH). The key idea is to assign a number to each sample in a metric space by a function ℎ uniformly selected from a family of hashing functions ℋ so that the probability of collision (i.e., assigned by an identical number) is much higher for samples close to each other than those far apart [1] . For example, LSH in [7] uses a hashing function ℎ(x) = └ a⋅x+ ┘ to assign a hashing value to each sample x, where a is a vector random variable with its entries randomly sampled from -stable distribution, is a real number uniformly sampled from [0, ] and controls the locality sensitivity (i.e., two samples within the distance have high probability of having the same hashing value). Then for any two samples v and x with -norm distance in -dimensional space ℝ , the probability of them having the same hashing value is
(1) where (⋅) is the probability density function of the absolute value of the -stable distribution, and (v, x) is a nonnegative local weighting function having the peaking maximum value at v = x. In the following subsection, we show that the proposed locality-sensitive learner minimizes a loss function locally weighted by (v, x) for the training samples x located in the local region around v.
Locality-Sensitive Classifier
Given a set of training examples = {(x , ) | = 1, ⋅ ⋅ ⋅ , } and a candidate hypothesis space ℱ from which the image classifier is learned, the conventional learning algorithm first constructs a loss function estimating the potential risk of misclassifying a testing sample and the optimal classifier is learned by minimizing this function. The most common loss function used in learning is the empirical loss function defined over
where ℓ ( , (x)) is the loss function for a sample (x, ), e.g.,
Here ℐ ( ) is the indicator function taking value 1 if the event occurs or 0 otherwise and ( ) + is if it is positive or 0 otherwise.
Unlike the above conventional learning framework, the locality-sensitive learner attempts to minimize a loss function locally defined on a local region around an arbitrary testing sample . Such region is determined by hashing function uniformly sampled from ℋ. If the sampled hashing function ℎ has the same value on and x , these two samples are close to each other in terms of property of hashing function. That is to say, x is in the locality-sensitive neighborhood of and it is incorporated into the empirical locality-sensitive loss function for . Formally, this loss function can be written as
where ℎ is sampled from ℋ. The optimal learner can be obtained
The hashing function ℎ in formulation (3) equivalently divides the whole feature space into a collection of disjoint regions , = 1, ⋅ ⋅ ⋅ , . As illustrated in Figure 2, testing sample p and q are both located in region 1 since ℎ(p) = ℎ(q) . Consequently, the obtained classifier by minimizing Eq. (3) for the testing samples in the same region is identical. That is to say, only one classifier need be solved for each region and all the testing sample in this region can be predicted by this classifier. The training of each local classifier only involves nearby training examples falling in the same local region with the same LSH value. We name this algorithm by locality-sensitive classifier (LSC) in this paper and summarize this naive LSC in Algorithm 1. Denote the classifier for region by , then for an arbitrary sample x ∈ the classifier is
The empirical loss in (3) is related to a kernel-based locally-weighted loss function [2] by computing its expectation with respect to the sampling distribution of hashing functions as Eq. (1). It is not difficult to verify the expected locally-weighted loss as
where denotes the true sample distribution on . The proof of the above equality is given in Appendix A. We can find that ℒ 0 ( , , ) weighs the samples nearer to more heavily by the local weighting function ( , x) and the learned classifier ought to have less loss in the local region around , and a better classification accuracy for the testing sample can be expected.
Algorithm 1 The naive Locality-Sensitive Classifier (LSC)
input Training set = {(x , ) | = 1, ⋅ ⋅ ⋅ , }, and a family of hashing function ℋ. Sample a hashing function ℎ from ℋ and the whole feature space is divided into disjoint local regions ,
Train a local classifier : → {1, −1} on the subset of training examples from ℱ. end for
Discussion
Here, we give the generalization analysis of the overall LSC. According to (5) the local classifiers (x) are piecewise glued together to form the overall classifier . This can result in irregular predictions near the boundary of two local regions so that the overall classifier is not smooth enough on the whole feature space. Such irregularity can degenerate the generalization performance and make the classifier sensitive to noises on each local region.
From the theoretical point of view, it is not difficult to see that the corresponding Vapnik-Chervonenkis (VC) dimension [13] of the LSC expressed by Eq. (5) is ⋅ (ℱ) at most, where is the number of obtained local regions and (ℱ) is the VC dimension of ℱ. High VC dimension can decrease the overall training error but increase the variance of the expected misclassifying rate. In other words, high VC dimension of LSC usually increases the risk of overfitting for the locality-sensitive classifier. To decrease the overfitting risk, in the next section we present a LocalitySensitive Support Vector Machine (LSSVM), in which the complexity of a strong learner with high VC dimension can be controlled by imposing extra smoothness requirement to avoid overfitting.
Locality-Sensitive Support Vector Machine
In this section we propose Locality-Sensitive Support Vector Machine (LSSVM) to overcome the drawback in native LSC. Suppose that the local classifier :
→ ℛ, = 1, ⋅ ⋅ ⋅ on the th local region is a generalized hyperplane classifier (x) = ⟨w , x⟩ = w x
where w is the model parameter to be learned and is a semi-definite matrix which will be given later (c.f. Eq. (10)). Since individual local learner is limited on local region, the overall classifier (5) combining these local learners cannot guarantee the regularity on the whole space even though local learners have regularization performance on their own regions. Thus, we can assume there exists a global reference classifier (x) = w ⋅ x on the whole space which is regularized to control its complexity as well as best approximates the local learners on each local region. Such a criterion can be implemented by introducing the following regularization term on each local region as
where is the number of training examples on the th region, x , is the th example in the th region, is the matrix with x , , = 1, ⋅ ⋅ ⋅ , as its columns, and
x , ⋅ x , is sample correlation matrix for the th region. Note that in the second step above, we use the sample frequencies as the weighting factors to approximate the true distribution (x) on each region. The local correlation in (8) plays the key role in connecting the local classifiers to the global reference classifier, and it serves to regularize the local classifier with the global structure on the whole feature space. With the above regularizer on each region, the learning problem for locality-sensitive classifier can be formulated as 
where , ∈ {1, −1} is the corresponding class label for each x , , and and are the balance parameters. Note that here we substitute for in Eq. (7) to form the local classifier . Since the correlation matrix is positive semi-definite matrix so that it can be can be factorized into = where ∈ ℝ ′ × with ′ = Rank( ). The corresponding local classifier can be written as (x) = w x = w x = ( w ) ( x) (10) so can be seen as a linear classifier learned on a localized subspace transformed from ℝ by . The dimensionality of this subspace is Rank( ) = Rank( ) which does not necessarily agree with that of its ambient space ℝ but can be much smaller than . For example, imagine a local region with samples in a relatively high dimensional ambient space ℝ where ≪ . The local dimensionality is at most Rank( ) because the intrinsic localized subspace is spanned by these samples whose rank equals to Rank( ) since = (In Eq. (10), we will explicitly make an embedding of the local samples into this localized subspace). In other words, even in a high dimensional space, the local region can still have an intrinsically low dimensionality. Such phenomenon is conspicuous in the local region due to the rare sample problem, i.e., all the training examples are assigned to different regions and each region may only contain a small portion. Therefore by working in the underlying subspace spanned by these samples, the classifier can be more compact with fewer parameters. This compact classifier also alleviates the rare sample problem based on PAC (Probably Approximately Correct)-learnable model [11] . Because when learning with it, the number of training samples which suffice to learn a local classifier with an error rate at most can be reduced to (Rank( )), as compared with ( ) when learning in the ambient space ℝ where Rank( ) ≤ ≪ . Formulating the Lagrangian function for Problem (8) and maximizing it over the original variables [3] , the corresponding dual problem can be written as
The derivation of this dual problem is given in Appendix B. This linear formulation can be extended into kernelized nonlinear version by introducing a mapping from the input space ℝ to another space with the inner product (x) ⋅ (y) = (x, y) as kernel function. Define
] is the matrix with each mapped sample in the th region as its column vector, we have = .
Therefore it is not difficult to find that the dual problem (11) can be rewritten as
where
are column vectors containing the kernel functions of x , , x , and the samples in their respective local regions. And
is the kernel matrix between all the samples in the th and the th regions. Finally, when the coefficients , are solved the local classifiers are given as [ (x 1, , x) , ⋅ ⋅ ⋅ (x , , x) ] . Note that the sample correlation matrices 's are used to construct the local classifiers 's based on Eq. (10). However, if a testing sample belongs to a region without any training example, its corresponding does not exist. In this case, we can use the global reference classifier (x) = w x to predict it. By letting = in Eq. (19), the global reference classifier can be computed as (x) = w x. Therefore by substituting with the identity matrix in this case, the algorithm still works in the same way. At this time, the predicting function of Eq. (15) changes to be
Discussion
• Global regularization. Considering an extreme case when = 0, it is not difficult to find the formulation in Eq. (18) is factorized into independent problems defined on local regions for = 1, ⋅ ⋅ ⋅ , . In this extreme case the global regularization term disappears and the learned local classifiers have overfitting risk due to relatively small number of examples in local region. On the contrary, introducing the global regularization term serves to relieve the overfitting effect and improve the robustness of these local classifiers. So the learned classifier preserves both its locality characteristic and improves its generalization ability on the global feature space.
• Connection with Multi-Task Learning. If each local classifier is seen as an individual task, LSSVM is connected with multi-task learning [8] , and the global reference function can be seen as the shared classification structure among individual classifiers. However, the proposed LSSVM differs from the conventional multi-task learning algorithm in that the local correlation is incorporated in Ω (w, w ) to capture the sample distribution in each local region. As stated in the above subsection, it naturally measures the distinction between the local classifier and the global refer-ence function along the axes transformed by from the correlation matrix = . In other words, it takes into account the feature correlation of all the examples in each local region and is scale-invariant so that the global reference function can approximate each local classifier adaptively. Thus, the local correlation has powerful discriminating ability to capture the structure of each individual local region.
Experiments
In this section, we conduct experiments to compare the proposed LSSVM with other state-of-the-art localized classifiers such as KNN-SVM [15] and localized support vector machine (LocSVM) [4] as well as the conventional support vector machine (SVM) [13] . To validate the effect of local correlation in the regularizer (8), we also construct LSSVM with no local correlation (LSSVM-NLC) by replacing each local correlation matrix with the identity matrix.
• First, we conduct experiments on a benchmark data set with two-dimensional feature vectors (c.f. Section 4.1). It can give an intuitive example on how LSSVM works on local structures and how the locality-sensitivity parameters affect their performances.
• Next, the algorithms are tested on a real-world image data set NUS-WIDE-SCENE collected from Flickr with 33 different image categories (c.f. Section 4.2).
• Moreover, we show a competitive result obtained by a linear LSSVM model whose local learner is a simple linear classifier. It shows such a simple classifier can be boosted significantly under the localitysensitive framework discussed in Section 3. 
Experiment on Benchmark data set
To illustrate intuitive classification results of the proposed algorithms, we conduct experiments on a publiclyavailable two-dimensional data set ever used in [10] . First we use half of the data set to train the LSSVM, and obtain the corresponding classification results in Figure 3 . Different locality-sensitive parameters 's are used to learn these four different results. As shown, when is smaller, such as = 0.1 and = 0.2 the learned classifiers learn much fine classification boundaries on the local structures. While increases, the global structures are learned better but smaller local structures (i.e., these isolated points) are identified as noisy outliers and neglected. Such results are consistent with the theoretical analysis in Section 3, where a globallocal learning strategy is introduced to balance the knowledge in the local and global structures. Experiments show that by choosing a proper , the classification accuracy can achieve 99.77% in this case.
Experiment on Flickr data set
We also compare these algorithms on a public realworld image data set NUS-WIDE-SCENE [5] collected from Flickr (See Figure 4 for some example images). This data set contains 17,463 images and 33 different associated concepts. Three types of features are extracted from each images: 73 dimensional edge direction histogram, 128 dimensional wavelet texture and 225 dimensional block-wise color moments. The data set is divided into the training and testing sets. The models are trained with Gaussian kernels. All training parameters are divided into two types. (1) The parameters regarding local classifier defined in Section 3, including , and the radius width in Gaussian kernels. They are tuned and selected by a two-fold cross validation procedure on the training set. (2) The parameters to form the local regions. They are fixed without tuning across different concepts. Respectively, 512 locality-sensitive regions are finally obtained in LSSVM. Note that the LSH procedure is repeated three times to enlarge the gap between the probabilities of collision for close and far samples [1] . Also, for simplicity a modulo operation is applied to each hashing value to obtain a fix-sized hash table which still preserve the locality sensitivity. All algorithms are compared by measuring their retrieval performances based on AUC metrics (i.e., area under the ROC curve) [9] . The ROC curve plots the true positive rate as a function of the false positive rate, and AUC measures the probability that a randomly chosen positive image will be ranked higher than a randomly chosen negative image. Results We compare the performances between SVM, SVM-KNN, LocSVM, LSSVM-NLC and the proposed LSSVM in Table 1 . It is shown that LSSVM outperforms the other algorithms on all the 33 concepts. Especially, LSSVM outperforms LSSVM-NLC which is a version of LSSVM with no local correlation information. This confirms our assertion that local correlation can help LSSVM to improve the generalization performance by capturing the locality structure determined by the sample distribution in each local region.
Results of A Simple Linear Model
Furthermore, as stated in Section 2.3, the proposed locality-sensitive algorithm can increase the capacity (i.e., the VC dimension) of the original local learner, so we expect the performance of a simple local classifier can be boosted in this framework. Here we test this assumption by using a linear classifier as the local learner instead of kernelized support vector machine with Gaussian kernel in the above. We denote this linear version of LSSVM by lin-LSSVM. The results of average AUC on 33 concepts are shown in Figure 5 . As compared with the conventional linear SVM (lin-SVM), we find lin-LSSVM has obtained a significantly better performance which is comparable with the above LSSVM (kernel) with Gaussian kernels. This result is greatly useful to many practical applications since the simple linear model has much fewer parameters to be learned compared to their kernelized counterparts so that it can be trained and predicted rapidly. Also the linear model will not swell like the kernelized SVMs whose support vector numbers will increase rapidly when training examples increases. As illustrated in Figure 5 , the computing time used by lin-LSSVM for training and prediction over all 33 concepts is only about one eighth of their kernelized counterparts.
Conclusion
In this paper, we propose a locality-sensitive classifier to model the local region with smaller intra-class variation by exploring the local correlation structure. A global regularization is proposed to avoid overfitting risk due to rare sample problem in the local regions. It smoothly glues the local classifiers by adapting from a global reference function. Furthermore, it takes into account the feature correlations on each local region and is scale-invariant so that the global reference function can adaptively approximate each local classifier. This can increase the discriminating ability of the local classifiers on individual locality regions. Experiments on real-world web image data set show the competitive results obtained by LSSVM. The results also show that even linear version of LSSVM can enhance the performance of linear classifier without incorporating computing-intensive kernel function.
