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Abstract 
Severe rainfall events are one of the most frequent weather hazards in the 
United States.  These events are particularly problematic for the southeastern United 
States because of its subtropical climate.  For these reasons, and because of the recent 
urban growth in the parish, East Baton Rouge Parish officials are concerned whether 
the current stormwater drainage system can keep pace with development.  As a result, 
this project evaluated the rainfall frequency/magnitude for parish-wide extreme events 
and their synoptic forcing mechanisms.  To this end, this research mapped parish-wide 
storms and compared three interpolation techniques.   It also compared two methods 
of areal summation and five quantile estimation techniques. 
Results of cross-validation suggested kriging was the best interpolation 
technique for this research.  Also, statistical testing showed that there were no 
significant differences between parish-wide rainfall totals calculated using gridded 
areal summation and contoured areal summation methods.  Although the non-
parametric SRCC method best fit the storm partial duration series, the parametric 
Beta-P was selected to produce quantile estimates.  
When areal design storms for East Baton Rouge Parish were compared to point 
rainfall totals for the parish from previous studies, areal totals were generally smaller.  
However, totals were larger for longer duration events  (12- and 24-hour) at longer 
return intervals (50- and 100-year).  This was attributed to differences in distributions 
used in quantile estimation and periods of record between the studies.  This research 
included some large events (i.e., T.S. Allison II) that were not included in the two 
earlier studies. 
 ix
 x
Results from the synoptic analysis showed that the frontal forcing mechanism 
dominated storms at all durations.  Also, results showed that only the 3-hour duration 
included air-mass induced events, suggesting that these events were not generally a 
problem for larger areas, and were not significant in an areal analysis. 
Interannual variability showed that the years with the most events were 
associated with El Niño events, which increases precipitation in Louisiana, especially 
during winter.  Also, most extreme events tend to occur in the month of April and are 
produced by fronts.  In contrast, most extreme events resulting from tropical activity 
occurred in September. 
 
 
  
Chapter 1: Introduction and Literature Review 
Severe rainfall events are one of the most frequent and costly weather hazards 
in the United States and are a major concern for the southeastern United States 
(Changnon and Changnon 1989, 1992; Changnon et al. 2001).  These events are 
particularly problematic in the southeastern United States because of its subtropical 
climate and because of its location next to a large moisture source – the warm water of 
the Gulf of Mexico.  With the moisture in place, a tropical storm or a slow moving 
frontal boundary can produce large amounts of rain, which can create flooding 
problems in the Gulf Coast region.  For example, Tropical Storm Allison made 
landfall near Galveston, TX on June 5, 2001 and was stationary over parts of Texas 
and Louisiana for almost a week.  During that time, 20 inches or more of precipitation 
fell in parts of the two states (U.S. Department of Commerce 2001).  These types of 
heavy rainfall events often have disastrous effects in urban areas, particularly when 
storm drainage systems are unable to remove runoff at the rate of the falling 
precipitation.   
1.1 Background 
In East Baton Rouge Parish, Louisiana, not only are heavy rainfall events a 
serious problem, but also the Parish Department of Public Works (DPW) is concerned 
that the current drainage system will be unable to keep pace with growth and 
development in the parish, thereby exacerbating flooding.  The increase in 
urbanization contributes to the increase in the volume of water available for runoff 
because there are more impervious areas, such as parking lots, streets, buildings, and 
houses.  DPW officials fear that wide-spread flooding, which affects the entire parish, 
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may occur with greater frequency due to increasing development (Grymes 2002).  
This is a valid concern considering the lack of natural drainage in the parish and the 
fact that most of the parish is in low-lying areas.  Some areas in and around the parish 
have experienced a one hundred year storm in recent decades, which is an event of 
such magnitude that the average interval of time between events having the same or 
greater magnitude is 100 years (Muller et al. 1990; Faiers et al. 1997; U.S. Department 
of Commerce 2001).  Impacts of such a storm are incredible and costly.  For example, 
Tropical Storm Allison II, June 2001, caused more damage than any other tropical 
storm in U.S. history with damage estimates of $5 billion dollars (U.S. Department of 
Commerce 2001).  For this event, Baton Rouge had a storm total in excess of 19 
inches. 
Flooding associated with such storms cause road closures, property damage, 
loss of life, and erosion.  In terms of property damage, it is estimated that flooding, 
and flash flooding, causes $4 billion of damage annually in the United States (Scofield 
and Kuligowski 2003).  According to the Federal Emergency Management Agency 
(FEMA) (2002), East Baton Rouge Parish has made 6,406 flood insurance claims 
between 1978 and 2001.  Also, flooding and flash flooding are the Nation’s greatest 
weather killer (Mogil et al. 1978; U.S. NWS 1992; Scofield and Kuligowski 2003).  
The National Weather Service’s (NWS) Office of Climate, Weather, and Weather 
Services estimates that over the past 30 years, there have been 107 flood fatalities per 
year in the country, many of which occur in the southeastern portion of the United 
States (2004).  Such fatalities are mainly the result of people driving their vehicles into 
flooded areas and becoming stranded. 
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1.2 Statement of Purpose/Justification 
Rainfall frequency analyses are often used to aid the design of many hydraulic 
structures, e.g. Hershfield (1961), Huff and Angel (1992), and Faiers et al. (1997).  
These studies provide the necessary information for the development of a design 
storm, which represents the probability of occurrence of heavy rainfall, and are used in 
the design of hydraulic structures (Nguyen et al. 2002).  These studies, however, 
primarily focus on point rainfall totals, rather than areal totals.  When a drainage 
system is designed, it must handle rainfall within a given area, not just rain from a 
single point.  While these studies do not provide areal-averaged rainfall estimates, 
others do, i.e., Hydrometeorological Report No. 51 (Schreiner and Riedel 1978) and 
Site-Specific Probable Maximum Precipitation (PMP) Studies (Tomlinson et al. 2002).  
PMP studies provide the greatest depth of precipitation for a given duration that can 
fall over a drainage area at a given time, and are typically used in the design of dams.   
As a result, this research will determine the rainfall frequency and magnitude 
for 3-, 6-, 12-, 24-hour, and 2-day rainfall events across the area of East Baton Rouge 
Parish.  According to DPW engineers, the current system can potentially be 
overwhelmed whenever the parish receives 3 to 4 inches in a 12- to 24-hour period 
(Grymes 2002).  For these reasons, an analysis of rainfall frequency and magnitude is 
needed so DPW engineers can evaluate what the drainage system can handle and how 
often they can expect the system to be overloaded. 
Rohli et al. (2002) initially attempted such a study.  They only examined the 
12-hour duration and found East Baton Rouge Parish area magnitudes to be smaller 
than the point-based totals from Technical Paper No. 40 (Hershfield 1961) and 
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Rainfall Frequency/Magnitude Atlas for the South-Central United States (Faiers et al. 
1997).  However, this study will analyze 3-, 6-, 12-, 24-hour, and 2-day events, use 
different methods, and include a larger dataset, thereby representing a more 
comprehensive effort.  Of the other studies that do spatially-weight rainfall (Yankee 
Atomic Electric Company 1994; Sivapalan and Blöschl 1998; Arnaud et al. 2002), 
they do not compare the isohyetal method and grid-based method of calculating the 
areally-weighted storm totals as is conducted in this study. 
1.3 Objectives 
This research will examine both daily and hourly precipitation records in East 
Baton Rouge Parish to determine quantile estimates of heavy rainfall.  The 
information gathered in the analysis may be useful for the design, or correction of, the 
stormwater drainage system in the parish.  The primary objectives are: 
1) To catalogue the major rainfall events for East Baton Rouge Parish from 1948 to 
2002. 
2) To produce quantile estimates for 3-, 6-, 12-, 24-hour, and 2-day durations at 
return periods of 2-, 5-, 10-, 25-, 50-, and 100-years for each duration. 
3) Determine the forcing mechanisms, or synoptic weather patterns, for each 
extreme rainfall event. 
1.4 Literature Review 
There are many different factors to consider when analyzing the frequency and 
magnitude of extreme precipitation events.  For example, one can implement daily or 
hourly data, or both.  Researchers also decide whether the study will be point-based or 
areal-based.  While precipitation data are point data, they can be converted into areal 
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data by using methods common to climatology and hydrology, e.g., Thiessen polygon 
method, isohyetal method, and arithmetic-mean method (Chow et al. 1988).  Another 
consideration is the type of series to use – annual maximum series or partial duration 
series – and which statistical distribution to represent the series of storms when 
calculating the quantiles, or return periods, of the events.  Finally, others have 
investigated synoptic weather patterns that cause extreme rainfall events.  While 
synoptic interpretations of extreme events are well documented, data type, types of 
analysis, and statistical distributions in the analysis of rainfall frequencies have varied 
between studies. 
1.5 A Review of Data and Methods 
As noted, there are rainfall frequency/magnitude studies for the United States 
as a whole (Hershfield 1961), and others for specific regions of the United States 
(Huff and Angel 1992; Wilks and Cember 1993; Faiers et al. 1997).  However, these 
studies did not examine the spatial extent of these storms.  These studies used daily 
and hourly data at a series of points to analyze frequency and magnitude of heavy 
rainfall at these points.  In these studies, rainfall events, such as isolated convective 
downpours that affect a small area, were not differentiated from those that affect larger 
areas.  It is the events that cover large spatial areas that generally pose the greater 
threat to stormwater drainage systems, and this is why they are of interest in this 
research.  Although these events typically cause problems in the parish, flooding is 
actually caused by a number of additional factors, including antecedent conditions, 
spatial dimension of storms, storm tract relative to drainage basins, etc. 
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The two rainfall frequency atlases that include Louisiana are Technical Paper 
No. 40 (Hershfield 1961) and Rainfall Frequency/Magnitude Atlas for the South-
Central United States (Faiers et al. 1997).  Hershfield (1961) was designed for the 
conterminous United States and is generalized (Figure 1.1).  Although it is the most 
commonly used rainfall frequency atlas historically, it has been argued that it is not the 
best for every part of the United States (Sevruk and Geiger 1981; Huff 1990; Huff and 
Angel 1992; Wilks and Cember 1993; Faiers et al. 1997; Keim and Faiers 2000).  
Faiers et al. (1997) was an update of Technical Paper No. 40  (Hershfield 1961) for 
the South-Central United States.  This study used both hourly and daily data and found 
ratios to simulate hourly information from sites that only collect daily data (Table 1.1).  
It also examined rainfall frequencies of a smaller area, but it was still too general to be 
utilized at a local level (See Figure 1.2).   
Table 1.1:  Ratios calculated by Faiers et al. (1997) to convert daily data to hourly. 
DURATION 
(IN HOURS) 
RATIO RELATIVE TO 
24-HOUR 
12 0.88 
6 0.74 
3 0.62 
 
When comparing Figure 1.1 and Figure 1.2, the difference in the isohyets, 
which are lines of constant precipitation, are quite obvious.  Both figures show the 
respective depiction of the 24-hour/25-year storm event.  Hershfield (1961) shows that 
East Baton Rouge Parish can expect between 7-8 inches, in a 24-hour period, once 
every 25 years (Figure 1.1).  Faiers et al. (1997) shows that East Baton Rouge Parish 
can expect 9-10 inches, in a 24-hour period, once every 25 years (Figure 1.2).  This 
illustrates how as the resolution gets smaller, the precipitation values can change due 
to local anomalies.  Faiers et al. (1994a) also examined how changing the study area 
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can affect the way the isolines are drawn.  They used the same methods as Hershfield 
(1961), but only examined 24-hour storms, limited the study area to Louisiana, and 
had a longer period of record.  Faiers et al. (1994a) found that their maps vary from 
those of Technical Paper No. 40 (Hershfield 1961), especially for longer return 
periods, and they concluded that their maps had greater geographical detail. 
 
Figure 1.1:  24-hour/25-year rainfall frequency map from Technical Paper No. 40 
(Hershfield 1961).  Data are in inches. 
 
 
Figure 1.2:  24-hour/25-year rainfall frequency map from Rainfall Frequency/ 
Magnitude Atlas for the South-central United States, SRCC Technical Report 97-1 
(Faiers et al. 1997).  Data are in inches. 
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While Huff and Angel (1992) and Wilks and Cember (1993) did not analyze 
storms in the southern portion of the United States, they did use similar mapping 
techniques, the isohyetal method, as those in Hershfield (1961) and Faiers et al. 
(1997).  However, these studies did differ in that they used different return periods.  
Hershfield (1961) and Faiers et al. (1997) studies assessed return periods for smaller 
intervals, 1-hour to 24-hour.  Huff and Angel (1992) incorporated return periods for 
days as well as hours.  Wilks and Cember (1993) only examined return periods for 
durations on the order of days – 1, 2, 5, and 10 days.  The analysis by Wilks and 
Cember (1993) is important because they did not adjust the daily data to calculate 
hourly return periods.  This study only used observational day data (i.e. 8 am to 8 am) 
from daily reporting sites. 
Konrad (2001) also examined rainfall frequency and magnitude for extreme 
events, focusing on the effect of scale on such analysis.  The purpose was to show that 
the scale of the study region is important because it affects the scale of flooding 
potential.  The shortcoming of this study is it did not calculate return periods for areal 
precipitation estimates for the study area. 
A pilot study by Rohli et al. (2002) did assess the spatial extent of storms in 
East Baton Rouge Parish.  This study provides a method of converting point rainfall 
totals into areal totals.  The researchers used hourly stations to find what percentage of 
a storm total fell in the peak 12 hours of an event.  They then applied this percentage 
to daily stations to get better spatial coverage.  This allows daily data to be used to 
simulate durations shorter than one day.  Given the reliance of Rohli et al. (2002) on 
hourly data, the study is limited to a small dataset (only 20 years). 
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Naghavi et al. (1993a) also investigated rainfall frequencies for Louisiana at 
the 24-hour duration.  They believed their maps to be superior to those in Technical 
Paper No. 40  (Hershfield 1961) because the new maps had smaller standardized mean 
squared errors and standardized biases.  This study used the log-Pearson Type III 
distribution, which was used to describe flood frequency, to compute the maximum 
annual 24-hour rainfall maps for return periods because they found it to be the best fit 
for Louisiana extreme rainfall using annual series data.  The authors believed their 
findings can be used for more reliable design of drainage structures, highway 
planning, damage assessment, and effect of land-use change.  However, this study did 
not analyze the other commonly used storm durations, and the log-Pearson Type III 
distribution may not be best for shorter-duration storm events.  Also, by using the 
annual 24-hour events, only the most extreme 24-hour storm event in each year was 
analyzed.  As a result, significant events that occurred in years with several heavy 
rainfall events were omitted from this study.   
Other studies that do analyze the spatial extent of extreme rainfall events are 
those by the Yankee Atomic Electric Company (1994), Sivapalan and Blöschl (1998), 
and  Arnaud et al. (2002).  These studies implemented Thiessen polygons, which can 
be used to describe the area of influence of a point in a set of points.  In this case, the 
points are rain gauges.  Sivapalan and Blöschl (1998) used point rainfall to determine 
the parent distribution of a storm.  The authors averaged the point data over the 
catchment area by using Thiessen polygons, which converts point data to areal data.  
Finally, they used the Gumbel theory to covert the parent distribution to extreme value 
distribution, and matched this outcome to observed extreme value distributions of 
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point rainfall, which yield the parameters of the catchment intensity-duration-
frequency curves. 
Arnaud et al. (2002) also implemented the Thiessen polygon method to 
examine the influence of rainfall spatial variability on flood prediction.  This analysis 
showed that there is moderate influence of rainfall variability patterns on extreme 
events and that the size of the catchment area is a factor; an argument similar to that 
made by Konrad (2001).  The study found that the larger the catchment area, the larger 
the relative errors.  This is an observation that may prove to be of importance when 
comparing this research, which is areally-based, to Technical Paper No. 40 
(Hershfield 1961) and Rainfall Frequency/Magnitude Atlas for the South-Central 
United States (Faiers et al. 1997) – which both were point-based. 
The Yankee Atomic Electric Company (1994) also used the Thiessen polygon 
method in “Extreme Rainfall Probability.”  The study analyzed storm frequencies for 
individual basins used in the study and for the region.  The L-moment techniques were 
used to determine which distribution should be used in the frequency analysis.  L-
moment techniques use linear combinations of order statistics.  These techniques were 
used because they provide an objective approach to select the statistical distribution 
that best matches the observed data.  In this particular study, the L-moments 
techniques allowed for the selection of the generalized extreme value (GEV) statistical 
distribution, which is the family of distributions that includes the Gumbel distribution.  
They found that the regional analysis produces more reliable estimates for any site in 
the homogeneous region. 
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1.6 Statistical Techniques 
1) Partial Duration Series (PDS) 
There are multiple forms of precipitation data used in frequency analyses, 
including annual maximum series (AMS).  This type of series contains the largest 
rainfall event in each complete year of record.  Due to its simplicity, the AMS-based 
method is the one used most often (Hershfield 1961; Naghavi et al 1993a; Yankee 
Atomic Electric Company 1994; Nguyen et al. 1998, 2002; Fowler and Kilsby 2003).  
However, because only the largest storm from each year is retained, other important 
events are missed.  For example, there may be two extraordinary storm events in the 
same year.  By using the AMS-based method, only the larger of the two events would 
be used in the analysis.  An alternative to the AMS method is the partial duration 
series (PDS) method, used in extreme value analysis by climatologists (Faiers et al. 
1994b, 1997; Keim and Faiers 1996, 2000; Rohli et al. 2002).  This type of series 
contains all large precipitation amounts above a desired threshold for different 
durations. 
2) L-Moments 
Many researchers utilize the L-moments technique for various purposes.  Some 
use it to determine regions for regional frequency analyses (Guttman 1993; Fowler 
and Kilsby 2003).  Other studies use the technique for parameter estimations (Aronica 
et al. 2002).   Yet others use it to determine quantile values (Guttman et al. 1993).  
Regardless of purpose, most researchers choose the L-moments methodology because 
of its objectivity in selection. 
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L-moments are summary statistics for probability distributions and data 
samples.  They are similar to conventional moments, but they can be estimated by 
linear combinations of order statistics (Hosking 1990).  However, L-moments have 
theoretical advantages over conventional moments because they are able to 
characterize more distributions and are more robust when estimated from a sample and 
in the presence of outliers.  Another advantage is that they are not limited by sample 
size (Hosking 1990).  Also, because other methods are usually subjective, researchers 
prefer the objectivity of L-moments methods.  
Identification of distributions is an important application of summary statistics.  
According to Hosking (1990), this is easier to achieve using L-moments than 
conventional moments.  The use of L-moment ratio diagrams as a tool for choosing a 
distribution has been suggested by many researchers (Hosking 1990; Hosking and 
Wallis 1987, 1997).  Many authors use L-moment ratios diagrams in their distribution 
selection process (Yankee Atomic Electric Company 1994; Madsen et al. 1998; Peel et 
al. 2001).  The L-moment ratio diagram is a graph of L-skewness versus L-kurtosis.  
The Fortran program, LMOMENTS, by Hosking (1996) is used by many to aid in the 
analysis.  This program includes the following distributions: Exponential, Gamma, 
Generalized extreme-value, Generalized logistic, Generalized Normal (lognormal), 
Generalized Pareto, Gumbel, Kappa, Normal, Pearson type III, and Wakeby. 
3) Distribution Selection 
Many climatological and hydrological studies debate the proper statistical 
distributions to use when analyzing extreme events and suggest that no one 
distribution can be used everywhere in the United States (Sevruk and Geiger 1981; 
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Huff 1990; Huff and Angel 1992; Wilks 1993; Wilks and Cember 1993; Keim and 
Faiers 2000).  Those studies that specifically analyze rainfall frequencies in Louisiana 
also do not agree on the best fit distribution for Louisiana storms (Naghavi et al. 
1993a, 1993b; Keim and Faiers 1996; Faiers et al. 1997).  Naghavi et al. (1993a, 
1993b) suggested the log-Pearson Type III distribution is best for Louisiana.  
However, these studies only analyzed annual series data, and the results may only be 
valid for these types of events.  Keim and Faiers (1996) made use of the Gumbel 
distribution because of its implementation by Hershfield (1961) and because it was 
found to best fit extreme rainfall data by Tiago de Oliveira (1986).  However, Faiers et 
al. (1997) found the Gumbel distribution to be unsuitable for Louisiana, and they 
derived a new log-linear method, called the SRCC Method.   
Due to the discrepancies of which distribution to use, the L-moment techniques 
will be investigated first to determine if an objective decision can be made.  However, 
if L-moments prove to be unsuccessful, Gumbel, Beta-P, log-Pearson Type III, SRCC, 
and Huff-Angel are the methods that will be analyzed.   The Gumbel distribution is 
chosen because of its use in Technical Paper No. 40 (Hershfield 1961).  The log-
Pearson Type III distribution is included because of its use in analysis specific to 
Louisiana rainfall.  Finally, the Beta-P distribution and the SRCC and Huff-Angel 
methods are chosen because of their use in regional climate atlases for the Northeast, 
the Southern region, and the Midwest, respectively. 
The Gumbel distribution is the most commonly used distribution in the 
analysis of extreme events (Knappenberger and Michaels 1993; Keim and Faiers 
1996; Porras and Porras 2001; Rohli et al. 2002).  This is mostly attributed to its use in 
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Technical Paper No. 40 (Hershfield 1961).  The Gumbel distribution is a type I 
extreme value distribution.  It has a parent distribution that is unbounded in the 
direction of the desired extreme, smallest or largest, and all moments of the 
distribution exist.  The probability density function (PDF) for Gumbel is  
f(x) = (1/β) exp{-exp[(x - ε)/β] – (x - ε)/β},                               (1.1) 
where ε is the location parameter, and β is the scale parameter.  The function is 
skewed to the right and has a maximum at x = ε (Haan 1977; Wilks 1995).   
While Gumbel is commonly used, others believe that no single distribution can 
be applied everywhere.  For this reason, other studies have used or created different 
methods of calculating return periods based on the region of study.  Another 
distribution used in the analysis of return periods is the Log-Pearson Type III 
distribution (Naghavi et al. 1993a, 1993b).  Naghavi et al. (1993b) compared different 
types of distributions for extreme rainfall in Louisiana including normal, two-
parameter normal, Log-Pearson Type III, extreme Value type I, log-extreme value 
type I, and Wakeby and found Log-Pearson Type III was most appropriate for their 
data set.  Based on this result, Naghavi et al. (1993a) use the Log-Pearson Type III 
distribution to develop 24-hour rainfall frequency maps for Louisiana.  This 
distribution is obtained when the logs of observed data are used along with Pearson 
Type III distribution (Haan 1977).  The PDF for Log-Pearson Type III is 
f(x) = (1/(xαΓβ)) [(ln(x) - γ)/α]β-1 exp[-(ln(x) - γ)/α],                      (1.2) 
where α,β, and γ are the scale, shape, and location parameters, respectively; x is the 
random variable; Γ is the gamma distribution (Naghavi et al. 1993b). 
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Other studies have examined use of the Beta-P (Mielke and Johnson 1974) 
distribution (Wilks 1993, Wilks and Cember 1993).  Wilks (1993) compared 8 
distributions and found the Beta-P distribution best for finding quantiles for partial 
duration data in the eastern United States.  Based on this study, Wilks and Cember 
(1993) used the Beta-P distribution in the Atlas of Precipitation Extremes for the 
Northeastern United States and Canada.  The PDF for this distribution is  
f(x) = (αθ/β) (x/β)θ-1 [1 + (x/β)θ]-(α - 1),                                  (1.3) 
where α and θ are dimensionless shape parameters, β is a scale parameter, and x is the 
random variable (Mielke and Johnson 1974).   
Still other studies have found that no specific distribution is best for their data 
(Huff and Angel 1992; Faiers et al. 1997; Keim and Faiers 2000).  Huff and Angel 
(1992) examined rainfall frequency in the Midwest United States.  The authors found 
that the Gumbel distribution, as well as others, did not fit the data in this region well 
and set out to create their own method – the Huff-Angel method.  This method is a 
log-log regression analysis, and it is distribution free.  The authors found this method 
to be more subjective than using specific statistical methods to fit a specific statistical 
distribution, such as Gumbel, Weibull, etc.  This method does allow the researcher to 
incorporate climatological knowledge into the analysis, though this can lead to human-
induced sampling errors. 
Another method created is the SRCC method, which is utilized in Rainfall 
Frequency/Magnitude Atlas for the South-Central United States (Faiers et al. 1997).  It 
was found to work best in the south-central United States when compared to the 
Gumbel distribution and others.  The SRCC method was also compared to other 
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distributions for western Texas and was found to be the best for this area (Keim and 
Faiers 2000).  The SRCC method is a modification of the Huff-Angel method.  Like 
the Huff-Angel method, the SRCC method is distribution-free.  However, instead of 
using a log-log regression analysis, the SRCC method is a log-linear regression 
analysis.   
1.7 Synoptic Analysis 
Of the synoptic weather typing studies done for the southern portion of the 
United States, most have based their classifications on methods developed by Muller 
(1977), e.g. Faiers et al. (1994b), Keim (1996), Keim and Faiers (1996), Muller and 
Rohli (2002), Rohli et al. (2002).  Muller (1977) evaluated the standard climatological 
data within the framework of synoptic climatology, which is the analysis of climate in 
a synoptic scale, or large spatial scale, using synoptic weather information, usually in 
the form of charts or maps.  Muller described 8 synoptic weather types based on 
patterns observed in the Daily Weather Maps. 
For simplification purposes, several studies grouped together similar weather 
types so there would be three instead of eight, including frontal, tropical, and air-mass 
(Faiers et al. 1994b; Keim 1996; Keim and Faiers 1996; Rohli et al. 2002).  These 
studies defined frontal as just before, during, or just after the passing of a frontal 
boundary, tropical as a weak easterly wave up to a fully developed hurricane, and air-
mass as convective or upper-level induced storms that show no signs of frontal or 
tropical mechanisms.   
Faiers et al. (1994b) examined the frequencies and intensities of extreme 3- 
and 24-hour rainfall PDS events in Louisiana by classifying them by synoptic pattern.  
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Results showed that frontal forcing mechanisms dominated the 3- and 24-hour storm 
durations, which was expected since fronts occur year-round.  Results showed a 
difference in weather type frequencies between durations.  According to this study, 
air-mass patterns dominated the short frequencies because they can produce large 
amounts of rain in a short period of time.  Faiers et al. noticed that tropical forcing 
mechanisms are more apparent at the 24-hour duration.  This is because these storms 
produce steady rainfall for prolonged periods of time.  Keim (1996) used a similar 
approach to analyze the seasonality and synoptic patterns of heavy rainfall events in 
the southeastern United States.  Of the 1,249 heavy rainfall events Keim analyzed, 
79% were frontal, 13% were tropical, and 8% were air-mass convective showers.   
Rohli et al. (2002) used the same approach to determine the forcing mechanisms 
associated with heavy rainfall events in East Baton Rouge Parish as the previous two 
studies.  Results showed the frontal pattern dominated the partial duration series with 
16 of the 20 events being caused by frontal forcing mechanisms.  An interesting result 
of the Rohli et al. study was that none of the events were air-mass.  This was attributed 
to the areal approach of analyzing the rainfall events and because the 12-hour duration 
was the only one evaluated.  Also, it was concluded that air-mass events could cause 
problems in local areas, but generally not over a large area. 
Gamble and Meetemeyer (1997) used a similar approach, but analyzed 
synoptic patterns associated with extreme, unseasonable flood events in the 
southeastern United States instead of heavy rainfall events.  They used the synoptic 
typing system developed by Hirschboeck (1987).  These classes are frontal with 
upper-air enhancement, frontal with no upper-air enhancement, gulf depression, 
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tropical storm/hurricane, upper-air combined tropical storm/extratropical cyclone, and 
other.  The authors found that the most dominant forcing mechanism depended on the 
location.  The area most closely related to Louisiana is the Gulf-Atlantic Region.  In 
this area, both frontal synoptic weather types dominated.  These results support the 
research that concludes that frontal weather patterns cause most of the extreme, 
unseasonable floods, as well as extreme rainfall events in Louisiana.  The authors also 
analyzed the magnitudes of flood events for the different synoptic patterns.  They 
found that, although the most frequent forcing mechanism was frontal upper-air 
enhancement, the floods associated with it were of low magnitude.  It was the tropical 
storm/hurricane synoptic weather type that produced floods of the greatest 
magnitudes.   
Finally, Cruise and Arora (1990) also investigated flood events in Louisiana 
and the synoptic mechanisms associated with them.  They too categorized events as 
frontal, tropical and convective.  However, the researchers argued that synoptic type 
was dependent on the time of year.  For example, they stated that all flooding that 
occurs in winter (November – April) was due to frontal activity and that all flooding 
during June to November was from tropical events.  These assumptions are 
problematic considering that heavy rainfall events induced by fronts can occur year-
round in Louisiana (Keim 1996). 
 
Chapter 2: Methods 
2.1 Study Area and Raingauges 
The focal point for this study is East Baton Rouge Parish, which is 
approximately 465 mi2 (1204 km2).  However, the surrounding parishes of West 
Feliciana, East Feliciana, Livingston, Ascension, Iberville, West Baton Rouge, and 
Pointe Coupee are also included in the analysis to enhance understanding of the 
precipitation patterns within the parish (Figure 2.1).  There are a total of 48 raingauges 
incorporated in this analysis.  At any given time, the number of stations included in the 
study ranges between 12 and 30 raingauges.  Over the period of record, there are three 
hourly gauges and 45 daily-reporting sites. The total area, encompassing all 
raingauges, is approximately 3900 mi2 (10,101 km2), indicating that there is at least 
one station per 130 mi2 (337 km2) to one per 325 mi2 (842 km2) depending on the 
number of stations available at the time.   
This study incorporates data from the NWS Cooperative Network (“daily 
reporting”) sites from within, and adjacent to, the parish (Figure 2.1).  Most of these 
sites are equipped with a Standard Rain Gauge.  This gauge is 23 inches tall and 
consists of a hollow cylinder that has a diameter of 8 inches.  As precipitation falls, it 
enters the gauge by way of a funnel that sits on top of the gauge.  Precipitation is then 
directed to an inner-measuring tube that has a smaller cross-sectional area than the 
opening of the funnel.  This magnifies the catch by ten so that a more accurate 
measurement can be made.  Observers at cooperative sites report 24-hour precipitation 
totals once per day, generally around 8 am.  Due to the fact that observations are taken 
manually using a normal ruler, human error can lead to incorrect storm totals. 
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Figure 2.1:  Study area and raingauge network for this research. 
Use of daily data allows this study to incorporate a larger dataset than that of 
Rohli et al. (2002).  This research includes daily reporting sites that have been 
reporting for over five decades (1948-2002).  There are three stations, in particular, 
that will play a vital role in this analysis – Oaknolia, Baton Rouge Ryan Airport 
(BTR), and Carville.  These three stations form a transect that will be used to 
determine the criteria storm days to examine. 
In addition to these daily sites, the National Weather Service (NWS) currently 
maintains two hourly-reporting rainfall sites in the parish and one just outside the 
parish to the North that will be used in this study (Figure 2.1).  These stations are 
Clinton 5 SE, LSU Ben Hur Research Farm (Ben Hur) and BTR.  For just over two 
decades, hourly data have been recorded at all three stations (1982-2002).  The gauge 
at BTR is an Automated Surface Observing System (ASOS) station and has been since 
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May of 1993.  The type of rain gauge associated with ASOS stations is a Tipping 
Bucket Gauge.  This gauge has two specially designed buckets that tip when the 
weight of 0.01 inches of rain falls in to them.  This gauge measures rainfall in 
hundredths of an inch and is recorded automatically each time a bucket tips.  If the 
automated system is interrupted for any reason, data from this site are logged as 
missing.  Prior to the tipping bucket, a Universal Gauge was used, which converts the 
weight of the collected precipitation to the equivalent depth of water.  This gauge also 
has an 8-inch diameter opening, and the precipitation enters the gauge through a 
funnel and travels to a galvanized weighing bucket.  This gauge also measures rain in 
hundredths of an inch.  Both the gauge at Clinton 5 SE and that at Ben Hur are 
Fischer-Porter gauges.  This type of gauge is 23 inches high and the opening is 8 
inches in diameter. This opening delivers the rainfall catch to a collecting bucket 
resting on a scale.  Every 15 minutes the measured rainfall is recorded on a motorized 
tape-driven chart in tenths of an inch.  This means that rainfall under a tenth of an inch 
remains in the gauge until the threshold is met.  This could account for a slight under-
representation of a storm total. 
2.2 Approach 
There is no single definition of a rainfall event.  There are many studies with 
varying definitions (e.g., Robinson and Henderson 1992; Keim 1996; Keim and Faiers 
1996; Rohli et al. 2002).  Therefore, the initial step to identifying parish-wide extreme 
rainfall events is selecting any consecutive 2-days in which the average of the transect 
of Oaknolia-BTR-Carville equals or exceeds 3.5 inches.  The threshold of 3.5 inches is 
chosen using guidance from Hershfield (1961) to ensure enough events are identified 
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in the initial evaluation to build a PDS for East Baton Rouge Parish.  The Oaknolia-
BTR-Carville transect is used as an identifier of storm days that may have caused 
region-wide events requiring further investigation.  Also, the 2-day totals are used to 
eliminate problems caused by differences in time of observation between stations (i.e. 
morning, afternoon, and midnight reporting stations) as has been done in previous 
research (Keim and Muller 1992, 1993; Keim 1997).  Also, use of a 2-day duration 
can be justified because it has been found that for many heavy rainfall events in 
Louisiana, much of the precipitation falls within 36 – 48 hours (Belville and Stewart 
1983; Muller and Rohli 2002).  In the event that there is more than one consecutive 2-
day total of the desired threshold associated with a given storm, for example a front 
that is stationary over the study area for more than 2 days, the maximum two-day 
rainfall total is used to represent the event. 
Once a catalogue of region-wide events is established, each event is mapped 
using daily data from consistently running stations.  A “consistently running” station 
is one that requires a minimum period of record of five years.  The storm data are 
mapped using ArcView and ArcGIS.   Three interpolation techniques – splining, 
kriging, and inverse distance weighting – are investigated to determine which is most 
accurate for this data set.  Also, two methods of determining the areal total for the 
parish – contour-based and gridded-based methods – are compared.  These analyses 
appear in Chapters 3 and 4, respectively. 
Upon completion of the areal analysis, a partial duration series (PDS) of the 2-
day areal totals is constructed.  This ranks the storms so that the 55 largest storms will 
be kept, based on the number of years of record under examination.  After the 
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distribution that best fits the data is found, quantiles, or return intervals are 
determined. 
A similar process for identifying storm events is used for the hourly data for 
the period of record available with sufficient number of hourly gauges, 1982 - 2002.  
The initial step determines the criteria storms for each duration using hourly data.  
Therefore, based on previous research, Rohli et al. (2002) determined that the areal-
based totals are consistently less than the point-based total by approximately a half an 
inch for all return periods.  To determine thresholds for the different durations, 
Technical Paper No. 40 (Hershfield 1961) is therefore used as a guide.  Also, to 
ensure enough storms are identified to generate the PDS, the total for the most 
frequent return period, 1 year, is used.  As a result, the thresholds are 1.5 inches, 2.25 
inches, 3 inches, 3.25 inches, and 3.5 inches for the 3-, 6-, 12-, 24-hour, and 2-day 
durations, respectively. 
Using the desired thresholds listed above, extreme rainfall events are defined 
as any duration in which the average of Clinton 5 SE, BTR, and Ben Hur rainfall totals 
equal or exceed the threshold of that duration.  This transect average is used as a 
surrogate for parish-wide rainfall.  Once these events are found, a PDS for each 
duration is built.  This PDS is then fit to the same probability distribution used in the 
daily analysis, which yields return intervals, and their associated magnitudes, for each 
duration (3-, 6-, 12-, 24-hour, and 2-day). 
Once the quantiles are found for the hourly data, ratios between each hourly 
duration and the 2-day duration are found for the transect.  For example, a relationship 
between 3-hour and 2-day totals for each return interval is determined.  Hence it is 
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assumed that the average of these ratios for the three sites will give the ratio that 
represents the relationship between n-hour and 2-day totals.  Finally, ratios for each 
duration are applied to the return intervals of the daily data.  Ratios from this transect 
are used as a surrogate to represent the relationships that exist for the parish-wide 
quantile estimates.   
To address the objective of determining the forcing mechanisms of the extreme 
rainfall events, Daily Weather Maps are used.  The National Oceanic and Atmospheric 
Administration (NOAA) produce these maps, in cooperation with the National 
Weather Service (NWS), the National Centers for Environmental Prediction (NCEP), 
the Hydrometeorological Prediction Center, and the Climate Prediction Center (CPC).  
This may prove to be labor-intensive, but it will be interesting to see how many of the 
extreme events are caused by frontal passages, tropical systems, and convective air 
masses.  Use of daily weather maps in the analysis of synoptic weather patterns is well 
documented (Faiers et al. 1994b; Keim1996; Keim and Faiers 1996; Rohli et al. 2002). 
2.3 Limitations 
There may be problems with using the adjusted numbers for the storm event 
thresholds.  By adjusting the Hershfield (1961) quantile estimates by a half an inch, as 
suggested by Rohli et al. (2002), there may be some storms missed in the analysis.  
This could cause a problem if there are not enough storms to analyze.  It is necessary 
to have at least 21/55 storm events to do a partial duration series analysis because 
there are 21/55 years of hourly/daily data.  However, a simple adjustment, a lower 
threshold, would alleviate this problem. 
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Another limitation is the difference in the length of the hourly and daily data 
records (21 versus 55 years).  The ratios will be calculated from the 21 years of data 
and then applied to the return intervals calculated for the daily data set of 55 years.  
Therefore, these ratios are limited by the period of record.  Also, the changing number 
of stations available throughout the study period must also be taken into account. 
Regarding flooding potential, other factors in addition to rainfall are 
responsible.  Leaf litter, branches, and other debris can clog drains creating or 
exacerbating the problem.  Regardless of the amount of precipitation, these factors can 
cause major flash flooding problems in urban areas.  Currently, DPW does send crews 
out to clear debris during an extreme rainfall event, but often times it occurs too late.   
Other factors contributing to flooding are antecedent conditions.  However, the 
moisture capacity of the soil is not the only issue to be addressed when determining 
the antecedent conditions.  In urban areas of the parish, detention and retention ponds 
and ditches have been constructed.  Their purpose is to hold the runoff from these 
urban areas until the drainage system can handle it.  Often, if it has rained within a few 
days of the next event, these ponds and ditches may still be near capacity.  These 
water levels are not monitored by anyone, so their contribution to antecedent 
conditions cannot be adequately assessed.  This is a major limitation considering their 
proximity to an urban area and the fact that the new rainfall has a limited space or 
nowhere to go.  However, this study does not address issues directly related to 
flooding, but rather focuses on the rainfall events themselves, regardless of the 
flooding. 
Chapter 3: Comparison of Spatial Interpolation Techniques 
in Precipitation Analysis 
 
Continuous phenomena, like precipitation or elevation, can be graphically 
represented as isarithmic maps, which are maps in which a set of isolines are 
interpolated between points of known value (e.g. contour maps).  In this instance, 
interpolation is necessary to obtain a spatial pattern because precipitation data 
typically come in the form of points.  However, there are problems of interpolating 
data between irregularly spaced points of known value.  In this research, the control 
points are raingauges monitored and maintained by the NWS, and interpolation occurs 
over the areas in between these sites.  This chapter compares and determines which of 
three interpolation methods best captures the spatial dimensions of heavy rainfall over 
East Baton Rouge Parish.  The three methods investigated are regularized spline, 
inverse distance weighting, and kriging.  Key differences between these methods are 
the criteria used to weight values in relation to distance.  For example, spline uses 
minimization of curvature, hence the smoothing; inverse distance weighting uses 
simple distance relations; and kriging uses minimization of variance (Hartkamp et al. 
1999).  This chapter will investigate all three methods and determine which is the most 
accurate through means of cross-validation. 
3.1 Background 
Splining is a deterministic, or nonrandom, spatial regression technique that fits 
a mathematical function across an area of data (Collins and Balstad 1996; Chapman 
and Thornes 2003).  Splining is recommended for gently varying surfaces where 
physiographic changes are not abrupt.  Its use is also recommended for regularly 
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spaced data, but it can be used with data that are irregularly spaced (Collins and 
Balstad 1996).  Some advantages of splining are its simplicity and its short 
computation time.  Also, splining has no assumptions that must be met for the method 
to be valid; hence it can be used to interpolate a wide variety of data types. 
Like splining, inverse distance weighting (IDW) is a deterministic technique.  
IDW lays a grid on top of the input or control points and estimates values at each grid 
point as a function of distance to each control point.  Then the technique interpolates 
between the grid points.  The control points are weighted as an inverse function of 
their distance from the grid points.  This function is denoted as (Slocum 1999): 
Z = (Σ( Zi /dki ))/( Σ( 1/ dki))                                            (3.1) 
      where Z = estimated value at grid points 
           zi = data value at control point I 
           di = Euclidean distance from each control point to a grid point 
           k = power to which distance is raised 
           n = number of control points 
 
Another similarity IDW has with splining is that it requires no assumptions be met.  
However, IDW cannot account for trends in data (Slocum 1999).  Another 
disadvantage is that IDW often produced “bulls eyes” around data locations (ESRI 
2001).   
Ordinary kriging is the final interpolation method investigated in this analysis.  
Kriging is similar to IDW in that it overlays a grid on the control points and each grid 
point is estimated as a function of distance to the control points.  However, kriging 
considers spatial autocorrelation in the data.  This means it considers relationships 
between both the grid points and the control points and among the control points 
(Slocum 1999).   Spatial autocorrelation is measured using semivariance, which is the 
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measure of variability of spatial data in various geographical directions.  This 
variability can be expressed graphically via a semivariogram (Figure 3.1).  As figure 
3.1 illustrates, semivariance increases as distance between control points increases.   
 
Figure 3.1: Example of a semivariogram for the East Baton Rouge storm of 27 June 
1989. 
 
One advantage of kriging is that it provides a measure of error associated with 
the estimate, which then can be used to determine confidence intervals.  The function 
for ordinary kriging is as follows (ESRI 2001): 
Z(s) = µ + ε(s)                                                                 (4.2) 
 where Z(s) = estimated value at grid point 
                      µ = an unknown constant 
          ε(s) = the error 
 
Kriging is the only interpolation method investigated in this study that requires 
assumptions be met for the method to be valid.  First, there is the assumption that the 
data come from a stochastic, or random, process.  Sometimes there are reasons to 
reject this assumption, but as a prediction method it is quite flexible (ESRI 2001).  
Kriging also assumes data normality.   
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Kriging is said to be the “optimal interpolation” method (Slocum 1999), but 
this could only be true if the researcher has made the proper specifications of the 
semivariogram(s) and the associated models.  This is important to note because 
kriging software may provide simple defaults that will not produce “optimal kriged 
maps” (Slocum 1999). 
   Many researchers have compared different interpolation techniques, each with 
their own conclusions (Collins and Balstad 1996; Hartkamp et al. 1999; Jarvis and 
Stuart 2001; Priyakant et al. 2002).  Collins and Balstad (1996) examined eight 
different interpolation methods – inverse distance squared, optimal inverse distance, 
cubic splining, polynomial regression, trend surface analysis, lapse rate method, 
kriging, cokriging – to analyze temperature data across two regions (eastern and 
western North America).  Results showed that the polynomial regression method was 
the most representative of the original data.  Jarvis and Stuart (2001) also examined 
different interpolation methods and their representation of daily minimum and 
maximum temperature data.  They found that there were no significant differences 
between partial thin plate splines, ordinary kriging, and inverse distance weighting, 
but that trend surface analysis performed poorly.  Also, this analysis showed that 
partial thin plate splines had the greatest accuracy.  Finally, Priyakant et al. (2002) 
compared spline, IDW, and triangular irregular network (TIN) methods.  They used 
ground water data and found that the choice of interpolation method depends on the 
topography of the study area.  Results of this comparison showed that IDW and spline 
are best for regional analyses and TIN is best for higher resolution applications.  Also, 
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researchers concluded that spline works best for areas with little physiographic 
change. 
3.2 Methods 
To determine which interpolation method produces the most accurate results 
for East Baton Rouge Parish storms, each storm found in the initial screening is 
evaluated.  ArcGIS Arcview 8.3 is used, and each storm is interpolated using all three 
techniques.   
Cross-validation is used to quantify which method is best for this study (ESRI 
2001; Syed et al. 2003).  Cross-validation withholds one data point at a time and then 
makes a prediction at that point using data from the remaining points, and this process 
is done for all control points.  In all cases, cross-validation compares the observed and 
the predicted values and calculates the error.  The method with the smallest error at the 
most points is identified as the best technique for that storm (ESRI 2001).  Whichever 
technique performs best for the most storms is considered the best method for this 
study. 
While splining and IDW do not have assumptions that need to be met, kriging 
does.  These assumptions are that the data are stochastic and normally distributed.  
The data are considered stochastic because, while rainfall events happen all the time, 
extreme rainfall events are random occurrences.  For example, it is never certain when 
and where they will occur.  Therefore, the assumption of stochastic data is met.  
However, to test whether the data are normally distributed, SPSS is used to test 25 
storms for normality, which are randomly chosen by statistics in SPSS.   
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3.3 Results 
First, the data is tested for normality to ensure all assumptions are met for 
kriging.  SPSS is used to randomly select 25 storms for evaluation.  Both the 
Kolmogorov-Smirnov and the Shapiro-Wilks tests are used to determine if the data are 
normally distributed (Davis 1973; Statistix 1994).  According to the Kolmogorov-
Smirnov test, a low significance (usually α < 0.05) rejects the null hypothesis of data 
normality.  Similarly, a low Shapiro-Wilks W statistic is evidence of a departure from 
normal, where small values (generally < 0.600) suggest non-normal data (Statistix 
1994).  Results show that only 2 of the 25 events analyzed have non-normal 
distributions of storm precipitation values (Table 3.1).  Since these results show that 
the majority of storms do posses normal distributions, it is concluded that the 
normality assumption in kriging is met to a satisfactory level. 
Cross-validation analysis of the three interpolation methods does not show that 
one method is clearly the best method for precipitation analysis in the area of, and 
surrounding, East Baton Rouge Parish.  Initially it appears that splining would be the 
best method, but as the progression to more recent years with greater station 
availability is made, kriging appears to be the better method.  The splining method 
does produce smoother contours as shown in Figure 3.2, but the smoothing often leads 
to inaccuracies.  Interestingly IDW performs quite poorly for this precipitation 
analysis, which differs from what was found by Hartkamp et al. (1999) when 
analyzing storms in Jalisco, Mexico.  This method does produce multiple “bull’s eyes” 
(Figure 3.3), as described by ESRI (2001).  Of the 92 storms evaluated, only 17 have 
IDW as the most accurate method.  Kriging appears to smooth the contours less than 
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splining and does not exhibit the bull’s eyes of IDW (Figure 3.4).  The differences 
between the three interpolation methods can be seen in Figures 3.2, 3.3, and 3.4.  Of 
the remaining storms it is very close.  Thirty-four of the storms show the least error 
with splining, while 38 show the least error with kriging, and three have ties (Table 
3.2).  The kriging method does produce the most storms with the least amount of error, 
so it is chosen as the method to depict the spatial pattern of the storms. 
Table 3.1:  SPSS results of the tests for normality for 25 randomly chosen storms. 
STORM 
DATE 
KOLMOGOROV-
SMIRNOV SIGNIFICANCE 
SHAPIRO-WILKS 
W STATISTIC NORMAL
11/26/1948 0.115 0.851 Yes 
05/18/1952 0.196 0.926 Yes 
12/02/1953 0.200 0.942 Yes 
12/08/1953 0.057 0.934 Yes 
05/02/1954 0.200 0.970 Yes 
10/12/1954 0.200 0.975 Yes 
04/09/1955 0.200 0.939 Yes 
11/13/1961 0.000 0.665 No 
12/09/1961 0.083 0.844 Yes 
03/01/1964 0.200 0.944 Yes 
04/12/1969 0.200 0.957 Yes 
09/15/1971 0.130 0.909 Yes 
12/05/1971 0.200 0.904 Yes 
05/07/1952 0.200 0.954 Yes 
05/11/1972 0.200 0.941 Yes 
03/24/1976 0.200 0.913 Yes 
02/22/1979 0.200 0.957 Yes 
10/22/1984 0.200 0.943 Yes 
02/01/1988 0.200 0.918 Yes 
02/17/1988 0.200 0.989 Yes 
05/08/1991 0.200 0.947 Yes 
08/25/1992 0.104 0.903 Yes 
05/08/1995 0.005 0.852 No 
01/05/1998 0.122 0.951 Yes 
10/08/1999 0.200 0.963 Yes 
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Table 3.2: Cross-validation results for all 92 extreme storm events. 
DATE TECHNIQUE DATE TECHNIQUE 
11/26/1948 IDW 05/07/1978 Spline
10/04/1949 Spline 08/28/1978 IDW 
06/06/1950 Spline 11/26/1978 IDW 
12/05/1950 Kriging 02/22/1979 Kriging
05/18/1952 Spline 04/21/1979 IDW 
04/24/1953 IDW 04/12/1980 Kriging
05/18/1953 Spline 05/15/1980 Spline
08/21/1953 Tie 10/18/1980 Spline
12/02/1953 IDW 12/03/1982 Kriging
12/08/1953 Spline 12/25/1982 Kriging
05/02/1954 Kriging 04/06/1983 Kriging
10/12/1954 IDW 05/21/1983 Kriging
02/05/1955 Spline 08/01/1983 Spline
04/09/1955 Spline 10/22/1984 Kriging
05/19/1955 Kriging 08/15/1985 Spline
02/03/1956 Spline 10/27/1985 Spline
05/31/1959 Kriging 11/24/1986 Spline
02/20/1961 IDW 08/11/1987 Kriging
09/10/1961 Spline 02/01/1988 Kriging
11/13/1961 Kriging 02/17/1988 Kriging
12/09/1961 Spline 06/27/1989 Spline
04/27/1962 Kriging 11/07/1989 Spline
03/01/1964 Kriging 02/19/1991 Kriging
10/03/1964 Spline 05/08/1991 Kriging
09/09/1965 Spline 06/30/1992 IDW 
02/11/1966 Tie 08/25/1992 IDW 
02/15/1966 Kriging 01/19/1993 Kriging
04/13/1967 Kriging 04/07/1993 Kriging
04/12/1969 Spline 10/29/1993 Kriging
10/06/1969 Spline 01/27/1994 IDW 
09/15/1971 Spline 03/13/1995 Kriging
12/05/1971 Kriging 04/10/1995 IDW 
05/07/1972 Spline 05/08/1995 Kriging
05/11/1972 Spline 11/02/1995 Tie 
03/23/1973 Spline 12/17/1995 Kriging
04/16/1973 Spline 10/25/1996 Kriging
09/05/1973 Kriging 06/17/1997 Spline
09/11/1973 IDW 01/05/1998 Kriging
11/04/1973 Spline 01/12/1998 Spline
12/24/1973 IDW 09/10/1998 Kriging
01/07/1975 Spline 06/25/1999 IDW 
04/29/1975 Kriging 10/08/1999 Kriging
03/24/1976 Kriging 11/18/2000 Kriging
04/20/1977 Kriging 06/06/2001 Spline
08/24/1977 IDW 04/08/2002 Spline
09/04/1977 Kriging 09/25/2002 IDW 
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Figure 3.2: Example of the splining method for the storm of 27 June 1989.   
Data are in inches. 
 
 
Figure 3.3: Example of the IDW method for the storm of 27 June 1989. 
Data are in inches. 
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Figure 3.4: Example of the kriging method for the storm of 27 June 1989. 
Data are in inches. 
3.4 Conclusion 
Given the close results of splining and kriging, it can be argued that neither 
method is better than the other.  However, given its narrow margin of victory, kriging 
is selected over splining.  Further research, including more interpolation methods and 
a longer period of record, may be necessary to clarify this problem.  Data from these 
maps are used to characterize the total rainfall over East Baton Rouge Parish, so that a 
partial duration series of parish-wide events can be generated.   
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Chapter 4: Comparison of Areal Precipitation Calculation 
Methods 
 
This chapter investigates differences between two methods of calculating areal 
rainfall totals for the parish.  The comparison is drawn between parish area rainfall 
totals for contoured data and gridded data.   
4.1 Background 
 
Traditionally, precipitation data are represented by isarithmic maps, as noted.  
However, data can also be stored in a gridded format.  One method may be preferred 
over the other, depending on the purpose of research or use of the data. 
Isohyetal maps are used by climatologists and hydrologists to view the spatial 
extent of storms.  These maps depict where and how rainfall is distributed across an 
area.  Such graphical representation is useful for determining flood zones and can be 
helpful for other urban planning purposes.  
Gridded data sets are also available to climatologists and hydrologist for 
analysis.  Often, gridded data sets are useful because they are generated over larger 
areas.  Some researchers use gridded data sets in studies involving precipitation and/or 
temperature on a regional or a global scale (Piper and Stewart 1996; New et al. 2002; 
Yuan and Miller 2002; Gyalistras 2003; Schonwiese et al. 2003).  Others have used 
gridded data sets to investigate rainfall-runoff relationships (Polarski 1997).  The 
studies mentioned above used data derived from satellites. 
There are other ways of obtaining data in a gridded format.  The data used in 
this analysis is derived from observed data.  To interpolate between data points, a grid 
is overlain on the study area.  It is this grid that is used in this analysis, similar to that 
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of Syed et al. (2003).  They too used the grid created by the interpolation method used.  
However, their research was concerned with rainfall-runoff relationships, and, 
therefore, area volume was the goal. 
4.2 Methods 
 
1) Contoured data analysis 
 
Isohyetal maps for each storm event are plotted to calculate area-wide totals.  
This is accomplished by drawing isohyets (lines of constant rainfall) across the parish 
using all gauges within, and adjacent, to the parish.  The percentage of the parish’s 
area between two isohyets is then multiplied by the mean rainfall represented by the 
two isohyets.  The sum of these products for all pairs of isohyets across the parish 
gives the spatially weighted parish-wide maximum 2-day storm total.   
To simplify the process of drawing the isohyets for each storm, ArcView and 
ArcGIS ArcMap are used.  The tools of “Geoprocessing Wizard” and “Geostatistical 
Analyst” in these software packages are key to the drawing of isohyets and calculating 
area weightings. Also, use of ArcView and ArcGIS ArcMap allows for replication by 
other researchers. 
2) Gridded data analysis 
 
When using the kriging method, a grid is created over the area of interest 
before the contours are made, as discussed in Chapter 3.  All krigged maps are 
converted into a raster format.  The data for all storm events are imported into ERDAS 
Imagine.  Each grid is clipped to the parish boundary using the subset option in 
ERDAS.  Pixel size and data are found in the information file for each storm event.  
The data for the centroid of each pixel are saved as ASCII text.  SAS code, an example 
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of which is provided in Appendix A, is written to import the text files and calculate the 
parish area total by summing the precipitation data at each centroid and dividing by 
the total number of observations.  The averaging is possible because all the pixels are 
the same size, and therefore have equal weight. 
3) Comparison analysis 
 
Once both analyses are completed, the two sets of parish-wide totals are 
compared using the Mann-Whitney statistical test.  The Mann-Whitney (Mann and 
Whitney 1947) is a powerful, non-parametric rank based test for identifying 
differences between populations (Keller et al. 1988; Yue and Wang 2002).  Examples 
of its use in hydrological and climatological research include Keim and Muller (1992), 
Kiely et al. (1998), and Levy and McCuen (2000), among others.   The purpose for 
using a non-parametric test as opposed to a parametric t-test is that the Mann-Whitney 
is assumed to be “distribution-free” (Yue and Wang 2002); hence it is based on rank-
order statistics.  As a result, it is often used to analyze hydrological and meteorological 
data, which are often non-normally distributed. 
4.3 Results 
Results from the Mann-Whitney statistical analysis show that the two data sets 
are not significantly different at α = 0.05 (Appendix B).  Therefore, the null 
hypothesis, which states that the locations of the two sample populations are the same, 
is not rejected.  The average difference between the two data sets is zero (Figure 4.1, 
Table 4.1).  There is a factor, however, that make the gridded data appear to be the 
more accurate data.  For instance, by averaging the precipitation values for each pixel, 
the error associated with measuring area is removed.  However, the contoured data are 
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more useful for depicting the spatial dimensions of each storm (Appendix C), and this, 
in some instances, may be more useful to city planners and engineers.   
 
Figure 4.1: Gridded versus contoured areal precipitation totals for East Baton 
Rouge Parish.  Data are in inches. 
 
A comparison between Figures 4.2 and 4.3 illustrates how the contoured data 
provides more useful information.  No information is shown by the graphical 
representation of the gridded data (Figure 4.3).  However, it may also be argued that 
too much information is provided by the gridded data set since there are approximately 
14,000 grid boxes for each storm, and the centroid of each is assigned an average 
rainfall amount.  Regardless of the lack of spatial representation of the storms, the 
gridded data appear to have the least error because no area calculations are involved, 
and they are, therefore, selected for use in the remainder of the analysis. 
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Table 4.1:  Contoured versus gridded areal precipitation totals for East Baton Rouge 
Parish.  Data are in inches. 
DATE CONTOURED GRIDDED DATE CONTOURED GRIDDED 
11/26/1948 4.78 4.80 05/07/1978 3.05 3.05
10/04/1949 3.36 3.58 08/28/1978 4.64 4.62
06/06/1950 4.43 4.44 11/26/1978 3.49 3.34
12/05/1950 3.51 3.50 02/22/1979 4.30 4.28
05/18/1952 4.02 3.99 04/21/1979 8.87 8.88
04/24/1953 4.10 4.10 04/12/1980 8.06 6.80
05/18/1953 6.66 6.64 05/15/1980 4.98 4.97
08/21/1953 2.70 2.76 10/18/1980 3.56 3.56
12/02/1953 3.38 3.38 12/03/1982 6.91 6.92
12/08/1953 3.32 3.25 12/25/1982 3.65 3.62
05/02/1954 4.26 4.26 04/06/1983 9.01 9.02
10/12/1954 3.73 3.73 05/21/1983 4.79 4.80
02/05/1955 4.74 4.64 08/01/1983 7.37 7.35
04/09/1955 5.44 5.45 10/22/1984 4.34 4.34
05/19/1955 4.02 3.86 08/15/1985 3.08 3.08
02/03/1956 3.33 3.33 10/27/1985 4.66 4.64
05/31/1959 4.46 4.45 11/24/1986 3.50 3.50
02/20/1961 2.98 2.99 08/11/1987 5.76 5.76
09/10/1961 4.91 4.91 02/01/1988 4.28 4.28
11/13/1961 4.74 4.73 02/17/1988 4.55 4.55
12/09/1961 3.83 3.83 06/27/1989 7.08 7.02
04/27/1962 5.44 5.43 11/07/1989 4.51 4.46
03/01/1964 4.23 4.23 02/19/1991 3.92 3.94
10/03/1964 8.51 8.50 05/08/1991 3.75 3.77
09/09/1965 4.72 4.71 06/30/1992 4.06 4.08
02/11/1966 4.28 4.27 08/25/1992 5.29 5.28
02/15/1966 3.76 3.75 01/19/1993 9.18 9.06
04/13/1967 8.11 8.11 04/07/1993 4.53 4.53
04/12/1969 5.44 5.46 10/29/1993 4.45 4.44
10/06/1969 6.78 6.79 01/27/1994 4.45 4.37
09/15/1971 4.11 4.11 03/13/1995 3.86 3.85
12/05/1971 4.80 4.82 04/10/1995 7.18 6.48
05/07/1972 4.31 4.30 05/08/1995 4.18 4.18
05/11/1972 3.93 3.93 11/02/1995 5.29 5.29
03/23/1973 6.01 6.02 12/17/1995 7.24 7.19
04/16/1973 6.63 6.65 10/25/1996 6.94 6.94
09/05/1973 3.49 3.48 06/17/1997 4.83 4.80
09/11/1973 3.80 3.66 01/05/1998 4.44 4.44
11/04/1973 4.04 4.05 01/12/1998 3.37 3.36
12/24/1973 4.51 4.48 09/10/1998 6.87 6.88
01/07/1975 3.91 3.90 06/25/1999 3.28 3.27
04/29/1975 3.59 3.58 10/08/1999 5.03 5.04
03/24/1976 3.40 3.40 11/18/2000 4.75 4.76
04/20/1977 7.70 7.69 06/06/2001 11.88 11.88
08/24/1977 3.37 3.39 04/08/2002 3.93 3.89
09/04/1977 5.62 5.63 09/25/2002 4.44 4.44
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Figure 4.2: An example of contoured data for the storm of 6 June 2001  
Data are in inches (area1 total: 11.88”). 
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Figure 4.3: An example of the gridded data for 6 June 2001.  Each dot is the centroid 
of a grid cell and has a numerical rainfall value (areal rainfall total: 11.88”). 
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Chapter 5: Results and Discussion 
5.1 Areal Rainfall Analysis for East Baton Rouge Parish 
The initial step in the analysis identifies storm days that meet or exceed an 
average threshold of 3.5 inches at BTR, Oaknolia, and Carville.  Of the 55 years of 
daily data examined, 92 events met or exceeded the 2-day threshold.  For these events, 
daily precipitation data from other daily reporting sites in and around the parish are 
collected.  This data set is then imported into ArcGIS and mapped using the kriging 
interpolation method.  Since gridded data are chosen as the more conservative area 
rainfall totals, the gridded data are imported into ERDAS.  Summing precipitation 
totals from each centroid and dividing by the total number of observations provides 
the areal rainfall for the parish.  Once a single total is found for each storm event, the 
55-year PDS is built (Table 5.1). 
Once assembled, the probability distribution that best fits the PDS data shown 
in Table 5.1 is identified.  Initially, the research was going to incorporate use of L-
moments because of its popularity and objectivity (Guttman 1993; Guttman et al. 
1993; Yankee Atomic Electric Company 1994; Aronica et al. 2002; Fowler and Kilsby 
2003).  While it may be good for regionalizing a number of PDS, L-moments and the 
LMOMENTS program (Hosking 1996) do not produce useful results for a single 
aggregated series analysis such as this one.  As a result, the three parametric 
distributions, Gumbel, log-Pearson III (LP3), and Beta-P, and two regression methods, 
the SRCC and Huff-Angel (H-A) methods, are investigated, as discussed in Chapter 1.   
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Table 5.1: Partial Duration Series of areal rainfall totals for East Baton Rouge Parish 
calculated using the kriging interpolation technique and the gridded areal summation 
method.  These rainfall values are averaged across the entire 465 square mile area of 
the parish.  Data are in inches. 
RANK DATE TOTAL RANK DATE  TOTAL 
1 06/06/2001 11.88 29 09/10/1961 4.91 
2 01/19/1993 9.06 30 12/05/1971 4.82 
3 04/06/1983 9.02 31 11/26/1948 4.80 
4 04/21/1979 8.88 32 05/21/1983 4.80 
5 10/03/1964 8.50 33 06/17/1997 4.80 
6 04/13/1967 8.11 34 11/18/2000 4.76 
7 04/20/1977 7.69 35 11/13/1961 4.73 
8 08/01/1983 7.35 36 09/09/1965 4.71 
9 12/17/1995 7.19 37 02/05/1955 4.64 
10 06/27/1989 7.02 38 10/27/1985 4.64 
11 10/25/1996 6.94 39 08/28/1978 4.62 
12 12/03/1982 6.92 40 02/17/1988 4.55 
13 09/10/1998 6.88 41 04/07/1993 4.53 
14 04/12/1980 6.80 42 12/24/1973 4.48 
15 10/06/1969 6.79 43 11/07/1989 4.46 
16 04/16/1973 6.65 44 05/31/1959 4.45 
17 05/18/1953 6.64 45 06/06/1950 4.44 
18 04/10/1995 6.48 46 10/29/1993 4.44 
19 03/23/1973 6.02 47 01/05/1998 4.44 
20 08/11/1987 5.76 48 09/25/2002 4.44 
21 09/04/1977 5.63 49 01/27/1994 4.37 
22 04/12/1969 5.46 50 10/22/1984 4.34 
23 04/09/1955 5.45 51 05/07/1972 4.30 
24 04/27/1962 5.43 52 02/22/1979 4.28 
25 11/02/1995 5.29 53 02/01/1988 4.28 
26 08/25/1992 5.28 54 02/11/1966 4.27 
27 10/08/1999 5.04 55 05/02/1954 4.26 
28 05/15/1980 4.97    
 
 Following methods of Keim and Faiers (2000), rainfall values are assigned to 
each storm return period for each technique using the gridded area rainfall totals for 
the parish.  To help determine which technique best fits this data set, a comparison 
 44
between the expected number of exceedences and the predicted number of 
exceedences for each return interval is made for each technique (Table 5.2).  The 
Kolmogorov-Smirnov (K-S) test is used to determine which technique provides the 
best fit to the distribution of storms.  The K-S test is a non-parametric test that 
compares the return period output of a number of techniques to a theoretical 
distribution (Davis 1973).  In this case, the theoretical distribution is the expected 
number of exceedences, which is determined by dividing the number of years in a data 
set by the return interval.  For this 55-year data set, the distribution assumes there will 
be 27.5 exceedences of the 2-year event, 11 of the 5-year event, 5.5 of the 10-year 
event, 2.2 of the 25-year event, 1.1 of the 50-year event, and 0.55 of the 100-year 
event. 
Table 5.2: Expected versus observed number of exceedences for each quantile 
estimation method. 
RETURN 
INTERVAL EXPECTED GUMBEL LP3 BETA-P SRCC H-A
2-yr 27.5 21 24 26 26 26 
5-yr 11 12 15 17 12 15 
10-yr 5.5 6 6 6 5 6 
25-yr 2.2 1 1 1 1 1 
50-yr 1.1 1 1 0 1 0 
100-yr 0.55 1 1 0 0 0 
 
 Other researchers have used the mean square error (MSE) method to determine 
the best fit distribution (Bobee And Robitaille 1976).  However, Keim and Faiers 
(2000) found this method to be inappropriate considering that the Huff-Angel and 
SRCC techniques are based on linear regressions of the Weibull plotting position 
formula, which is a concept not far removed from the “Expected Distribution.”  
Therefore, using the MSE method would introduce a bias in favor of H-A and SRCC 
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methods, according to Keim and Faiers (2000).  Due to this conclusion, MSE is not 
implemented in this analysis. 
 As noted, the K-S test analyzes relationships between the number of events 
that actually occur and the expected number of events based on the various techniques 
of estimating quantile estimates.  The smaller the K-S statistic, the smaller the 
difference is between the expected and predicted exceedences, thus indicating a better 
agreement between the two (Statistix 1994).  Using this testing procedure, the SRCC 
method performs the best and Gumbel and log-Pearson Type III, the worst. (Table 
5.3).  The SRCC method’s success may be due to the fact that it was designed for the 
southeastern United States (Faiers et al. 1997).  Also, both the SRCC method and the 
H-A both use the Weibull plotting position formula, which is very similar to the 
formula used to calculate the expected distribution, and this may attribute to their 
small K-S statistics. 
Table 5.3: Results of the K-S test used to compare expected versus observed number 
of exceedences for each quantile estimation technique.  A small K-S statistic suggests 
good agreement between the expected and the observed data sets. 
METHOD/DISTRIBUTION K-S STATISTIC 
SRCC 0.02 
H-A 0.05 
Beta-P 0.07 
Gumbel 0.09 
LP3 0.09 
 
 Another option for evaluating these different methods is to examine the actual 
numbers produced by each technique for all return intervals (Figure 5.1).  For 
example, it appears that the Gumbel distribution is larger for the shorter durations and 
smaller for the rarer events.  This is one of the major issues researchers found with the 
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Gumbel distribution (Wilks and Cember 1993; Faiers et al. 1997; Keim and Faiers 
2000).   Due to the similarities between the expected distribution formula and the 
Weibull plotting position formula used by the SRCC method and because there is little 
precedence for its use, the SRCC method is not used regardless of its better K-S 
statistic.  This is also the rational for not using the H-A method.  Instead, the Beta-P 
distribution is used to calculate magnitudes for each return interval (Table 5.4) and is 
selected for use in the remainder of the analysis.  This choice is made because the 
Beta-P has the best K-S statistic of the parametric distributions, it is more robust due 
to its distribution parameters, and because it has been used in other studies (Wilks 
1993; Wilks and Cember 1993; Keim 1998). 
 
Figure 5.1: Comparison of frequency magnitudes of each quantile estimation 
technique for East Baton Rouge Parish 2-day design storms. 
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Table 5.4: Return intervals (RI) and parish-wide magnitudes determined using the 
Beta-P distribution for East Baton Rouge Parish 2-day design storm events.  These 
values are for the entire 465 square mile area of the parish.  Data are in inches. 
RI MAGNITUDE 
2-yr 5.12 
5-yr 6.52 
10-yr 7.84 
25-yr 9.99 
50-yr 12.00 
100-yr 14.42 
 
5.2 Hourly Data Analysis and Daily Data Conversion 
The goal of the hourly data analysis is to find ratios to convert the larger, daily 
data to hourly data.  Three stations are important in this analysis – Clinton 5 SE, Baton 
Rouge AP, and Ben Hur Research Farm (Figure 5.2).  The average rainfall for the 
transect is used as a surrogate for parish-wide rainfall for a given event.  Similar to the 
daily data analysis, transect averages that meet the specified threshold for each 
duration are catalogued, and a PDS is built for each duration.  The hourly transect PDS 
data are then fit to the Beta-P distribution, which was identified as the best fit 
parametric distribution in the daily data analysis.  The data are then used to calculate 
ratios that are needed to convert daily data to hourly data, as discussed in Chapter 2.  
All hourly data analysis consists of 21 years of data from 1982 to 2002.  Of the years 
investigated, 76, 43, 31, 42, and 39 events meet or exceed the thresholds set for the 3-, 
6-, 12-, 24-hour and 2-day duration, respectively.  The PDS for all durations shows 
that as the event duration increases, so does the difference between the smallest and 
largest events in the PDS (Table 5.5). 
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Figure 5.2: Station transect used in hourly data analysis and ratio calculation.  The 
average rainfall of these three stations is used as a surrogate for parish-wide rainfall. 
 
Table 5.5: Partial duration series for hourly data at each duration for the transect 
average consisting of Clinton 5 SE, BTR, and Ben Hur.  Data are in inches. 
3-HR PDS 6-HR PDS 12-HR PDS 24-HR PDS 2-DAY PDS 
4.43 4.83 6.81 8.86 11.25 
3.69 4.78 6.47 8.16 8.86 
3.37 4.57 6.31 7.65 8.36 
3.15 4.35 6.09 6.93 7.80 
3.07 3.93 5.90 6.88 7.09 
3.03 3.91 5.06 6.26 6.96 
2.95 3.89 5.01 6.03 6.69 
2.85 3.45 4.41 5.70 6.62 
2.84 3.38 4.14 5.36 6.20 
2.81 3.23 4.12 4.78 6.03 
2.78 3.23 4.06 4.75 5.41 
2.71 3.22 4.03 4.60 4.86 
2.66 3.17 3.99 4.53 4.86 
2.56 3.11 3.55 4.44 4.77 
2.49 3.04 3.52 4.40 4.76 
2.47 3.01 3.52 4.40 4.75 
2.45 3.01 3.48 4.38 4.61 
2.38 2.96 3.38 4.29 4.55 
2.34 2.93 3.38 4.25 4.47 
2.29 2.91 3.35 4.15 4.47 
2.23 2.89 3.28 4.06 4.45 
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Using the Beta-P distribution, quantile estimates are derived for the transect, 
including Clinton 5 SE, Baton Rouge Ryan AP, and Ben Hur Research Farm (Table 
5.6).  These results are then used to calculate ratios between the 3-, 6-, 12-, and 24-
hour data and the 2-day data using the hourly results (Table 5.7).  These ratios 
describe how much of a 2-day total falls in n-hours.  For example, the average ratio for 
a 12-hour event is 0.74, which suggests 74% of a 2-day rain event occurs in 12 hours.  
The ratios calculated in this study are smaller than those derived by Faiers et al. (1997) 
(See Table 1.1).  However, it is encouraging that they do increase and become closer 
in value as duration increases, as reported by Faiers et al. (1997).   
Table 5.6: Return intervals and magnitudes for all hourly durations and 2 
observational days using hourly transect PDS data from Clinton 5 SE, Baton Rouge 
AP, and Ben Hur Research Farm for 1982-2002.  Data are in inches. 
RI 3-HR 6-HR 12-HR 24-HR 2-DAY 
2-yr 2.66 3.28 3.98 4.89 5.39 
5-yr 3.15 3.87 5.14 6.25 6.94 
10-yr 3.57 4.38 6.24 7.52 8.41 
25-yr 4.21 5.17 8.05 9.61 10.83 
50-yr 4.77 5.86 9.77 11.57 13.11 
100-yr 5.41 6.65 11.86 13.94 15.88 
 
Table 5.7:  Ratios used to convert 2-day quantile estimates to hourly quantile 
estimates (From Table 5.6).  Ratios are calculated using hourly transect data from 
Clinton 5 SE, Baton Rouge AP, and Ben Hur Research Farm for 1982-2002.  Data are 
in inches. 
RI 3-HR/2-DAY 6-HR/2-DAY 12-HR/2-DAY 24-HR/2-DAY 
2-yr 0.49 0.61 0.74 0.91 
5-yr 0.45 0.56 0.74 0.90 
10-yr 0.42 0.52 0.74 0.89 
25-yr 0.39 0.48 0.74 0.89 
50-yr 0.36 0.45 0.75 0.88 
100-yr 0.34 0.42 0.75 0.88 
AVG 0.41 0.51 0.74 0.89 
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These ratios are then used to convert the 2-day quantile estimates from the 
parish-wide analysis to events of shorter duration (Table 5.8).  The assumption is that 
the relationship from the transect also applies at the parish scale.  For example, results 
from this research suggest that the entire parish could receive 4.00 inches of rain in a 
6-hour period once every 10 years, on the average.  Results also suggest the entire 
parish should expect 12.83 inches over a time period of 24-hours once every 100 
years, on the average.  Note that these magnitudes represent the average rainfall across 
the entire parish area (465 mi2), but that any rainstorm will have highly varying 
rainfall totals across the parish as shown in Appendix C. 
Table 5.8: Adjusted quantile estimates of n-hour storms in East Baton Rouge Parish 
for 55-year PDS from 1948-2002 (Ratios applied to 2-day magnitudes for Table 5.4).  
These rainfall values are averaged across the entire 465 square miles of the parish for a 
given duration and return interval.  Data are in inches. 
RI 3-HR 6-HR 12-HR 24-HR 
2-yr 2.10 2.61 3.79 4.56 
5-yr 2.67 3.33 4.82 5.80 
10-yr 3.21 4.00 5.80 6.98 
25-yr 4.10 5.09 7.39 8.89 
50-yr 4.92 6.12 8.88 10.68 
100-yr 5.91 7.35 10.67 12.83 
 
It should also be noted that these values are design storm values, not design 
flood magnitudes.  This means flooding associated with a particular design storm may 
not have the same recurrence interval, which is dependent on many hydrologic factors 
including antecedent conditions and direction of storm cell movement.  Regardless, 
the design storms calculated in this study should be considered when stormwater 
drainage systems are designed for East Baton Rouge Parish to help mitigate flooding 
in the parish.  However, it should also be noted that rainfall is not spatially uniform 
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and some parts of the parish may have more problems with flooding than others (See 
Appendix C). 
These magnitudes are then compared to those from Technical Paper No 40 
(Hershfield 1961) and Rainfall Frequency/Magnitude Atlas for the South-Central 
United States (Faiers et al. 1997) (Table 5.9).  Most parish-wide totals found in this 
research are smaller than those from previous studies.  Particularly those for the 
shorter durations and for more frequent return intervals.  This is expected because 
area-based totals should be smaller than point-based totals.  However, the magnitudes 
for the longer return periods are larger than the two prior studies.   
Differences between rainfall magnitudes of these three studies can be a result 
of differences in scale, distribution, and/or period of record used in each study.  
Differences in the smoothness of precipitation contours between Hershfield (1961) 
and Faiers et al. (1997) is illustrated in Figures 1.1 and 1.2 and is attributed to the 
difference in scale.  Any small geographic area, East Baton Rouge Parish in this case, 
is smoothed over in the regional analyses of these two studies, which could mask 
micro- and meso-scale anomalies.  The distribution used can also be a contributing 
factor, e.g. Gumbel, used by Hershfield (1961), which is known for under estimating 
rainfall totals at the longer return intervals (Wilks 1993; Wilks and Cember 1993; 
Keim and Faiers 2000).  Also, Beta-P is known for producing more conservative 
quantile estimates for these same events (Keim and Faiers 2000).  However, the most 
important explanation for difference in rainfall magnitudes is the difference in the 
period of record for each study.  The two largest storms in this study were not included 
in Faiers et al. (1997), and 16 of the largest storms in the PDS for this research 
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occurred after Hershfield (1961) was produced.  Also, the largest storm total, T.S. 
Allison’s 11.88 inches, is so large, its influence on the longer return intervals, 50- and 
100-year, cannot be ignored.  The results of this study could have been very different 
had T.S. Allison II not been included. 
Table 5.9: Comparison of magnitudes from Hershfield (1961), Faiers et al. (1997) and 
this research for all durations. Data are in inches.  TP 40 and SRCC values are derived 
by interpolating between isolines in the corresponding figures of original text.  
Therefore, these point totals are being compared to this research’s areal totals. 
RI TP 40 SRCC RESEARCH 
2 3.25 3.00 2.10 
5 4.00 4.00 2.67 
10 4.50 5.00 3.21 
25 5.25 6.50 4.10 
50 5.75 8.00 4.92 
3-HR 
100 6.25 7.50 5.91 
RI TP 40 SRCC RESEARCH 
2 3.75 3.75 2.61 
5 5.00 5.25 3.33 
10 5.75 6.00 4.00 
25 6.50 7.00 5.09 
50 7.50 7.50 6.12 
6-HR 
100 8.00 9.00 7.35 
RI TP 40 SRCC RESEARCH 
2 4.50 4.75 3.79 
5 6.00 6.00 4.82 
10 6.75 6.75 5.80 
25 8.00 8.50 7.39 
50 9.00 9.00 8.88 
12-HR 
100 10.00 10.50 10.67 
RI TP 40 SRCC RESEARCH 
2 5.25 5.00 4.56 
5 7.00 7.00 5.80 
10 8.00 8.50 6.98 
25 9.50 9.00 8.89 
50 10.50 10.50 10.68 
24-HR 
100 12.00 11.50 12.83 
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5.3 Synoptic Analysis 
The third objective determines the synoptic weather patterns for the PDS 
events using Daily Weather Maps.  Results for the 2-day duration events are in Table 
5.10.  Of the 55 extreme rainfall events in the PDS, 75% are due to frontal activity, 
25% result from tropical disturbances, and none are attributed to convective air-mass 
events.  These results are not surprising considering the storm duration length of the 
analysis (2-day events) and the fact that fronts occur year-round in Louisiana (Muller 
and Willis 1983).  Also, the lack of air-mass events can be attributed to the area-
weighted analysis, not a point-based analysis.  This leads to the conclusion that air-
mass events may be important on the local scale, but do not appear to affect a large 
area (Keim and Muller 1993).  Results of this study concur with those found in 
previous studies (Faiers et al. 1994b; Keim and Muller 1993; Keim 1996; Gamble and 
Meetemeyer 1997; Rohli et al. 2002). 
The largest storm in the PDS is a tropical event, T.S. Allison II (06 June 2001).  
This storm was particularly problematic for the parish because of the duration of the 
entire event.  T.S. Allison originated from a tropical wave that formed off the coast of 
Africa on 21 May.  The storm made landfall near Galveston, TX on 5 June, and moved 
north to Lufkin where it became stationary and weakened.  The fact that the storm 
remained stationary and close to its moisture source, the Gulf of Mexico, contributed 
to Allison’s large storm totals.  While Baton Rouge had a storm total of 19.15, most of 
this rain fell on 6 June and 7 June, as is shown in Table 5.10 (U.S. Department of 
Commerce 2001). 
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Table 5.10: Synoptic weather type for the 55-year PDS (F = Frontal, T= Tropical). 
Data are in inches. 
DATE TOTALS SYNOPTIC TYPE DATE TOTALS 
SYNOPTIC 
TYPE 
06/06/2001 11.88 T-Allison II 09/10/1961 4.91 T-Low 
01/19/1993 9.06 F 12/05/1971 4.82 F 
04/06/1983 9.02 F 11/26/1948 4.80 F 
04/21/1979 8.88 F 05/21/1983 4.80 F 
10/03/1964 8.50 T-Hilda 06/17/1997 4.80 F 
04/13/1967 8.11 F 11/18/2000 4.76 F 
04/20/1977 7.69 F 11/13/1961 4.73 F 
08/01/1983 7.35 T-Disturbance 09/09/1965 4.71 T-Betsy 
12/17/1995 7.19 F 02/05/1955 4.64 F 
06/27/1989 7.02 T-Allison I 10/27/1985 4.64 T-Juan 
10/25/1996 6.94 F 08/28/1978 4.62 T-Low 
12/03/1982 6.92 F 02/17/1988 4.55 F 
09/10/1998 6.88 T-Frances 04/07/1993 4.53 F 
04/12/1980 6.80 F 12/24/1973 4.48 F 
10/06/1969 6.79 F 11/07/1989 4.46 F 
04/16/1973 6.65 F 05/31/1959 4.45 T-Arlene 
05/18/1953 6.64 F 06/06/1950 4.44 F 
04/10/1995 6.48 F 10/29/1993 4.44 F 
03/23/1973 6.02 F 01/05/1998 4.44 F 
08/11/1987 5.76 T-Low 09/25/2002 4.44 T-Isidore 
09/04/1977 5.63 T-Babe 01/27/1994 4.37 F 
04/12/1969 5.46 F 10/22/1984 4.34 F 
04/09/1955 5.45 F 05/07/1972 4.30 F 
04/27/1962 5.43 F 02/22/1979 4.28 F 
11/02/1995 5.29 F 02/01/1988 4.28 F 
08/25/1992 5.28 T-Andrew 02/11/1966 4.27 F 
10/08/1999 5.04 F 05/02/1954 4.26 F 
05/15/1980 4.97 F    
 
Other notable storms include the events of 1983 (06 April and 01 August).  
The April 1983 event is the third greatest event in the PDS.  It was a result of a quasi-
stationary front that remained near, or over, Louisiana for three days producing large 
storm totals and flooding.  Muller and Faiers (1984) and Muller et al. (1990) showed 
that this event produced the greatest flood stages on the most rivers in the Florida 
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Parishes of Louisiana at the time of their publications.  The August 1983 event is the 
eighth largest storm in the PDS.  This event was the result of the very weak tropical 
disturbance over the western portion of the East Central climate division (Muller and 
Faiers 1984; Muller et al. 1990).  This event caused flooding problems on the Amite 
River, which is on the eastern border of the parish (Muller et al. 1990). 
In Figure 5.3, the events in the 55-year PDS are divided by year and synoptic 
type.  Four of the years have three events (1973, 1983, 1993, 1995), which is the most 
events in a year for the PDS.  All of these years are considered El Niño years (Coxe 
1992; McCabe and Muller 2002; CPC 2004).  El Niño years tend to have higher than 
normal precipitation totals, especially in winter.  Many researchers attribute this 
increase to increased frontal activity in the Southeast (Douglas and Englehart 1981; 
Ropelewski and Halpert 1986).  Also, certain weather types, like Gulf Return, Frontal 
Gulf Return, and Frontal Overrunning, which are all associated with frontal activity, 
are associated with greater precipitation (McCabe and Muller 2002).  This increase in 
precipitation is related to the increase in water vapor transported from the Gulf of 
Mexico (McCabe and Muller 2002).  As the table shows, all but one of the events 
during these El Niño years is produced by frontal activity. 
The extreme rainfall events for East Baton Rouge Parish are also analyzed by 
month (Figure 5.4).  As Figure 5.4 illustrates, April has the most events, all of which 
result from frontal activity.  Also, the number of tropical events peak at five in 
September.  This is expected because September is considered the peak month of 
hurricane season.  These results corroborate what others have found when examining 
the seasonality of extreme rainfall in Louisiana (Keim and Muller 1993; Keim 1996).  
 56
It should also be noted that October, which is the driest month of the year for Baton 
Rouge, has second highest number of events, and July, which is Baton Rouge’s 
wettest month of the year, has no extreme 2-day events.  The ladder suggests rainfall 
in July is a result of many air-mass induced events, which are usually short duration 
events that affect a limited area. 
 
Figure 5.3: Number of extreme events per year in East Baton Rouge Parish divided by 
synoptic type.  F=Frontal, T=Tropical. 
 
 
Figure 5.4: Number of extreme events per month in East Baton Rouge Parish divided 
by synoptic type.  F=Frontal, T=Tropical. 
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A comparison between the synoptic patterns of the daily data and the hourly 
data evaluates how duration might change the percentages.   Frontal activity dominates 
all time durations (Figure 5.5).  Notice that the percentages for the 2-day/hr and 2-day 
durations differ.  It is important to note that these two data sets have different record 
lengths.  As a result, the percentages are not exactly the same, but are close (Figure 
5.5, E and F).  Also, it is noted that only the 3-hour duration includes the convective 
air-mass synoptic pattern.  This further suggests that air-mass induced events are short 
duration events that usually affect a small area. 
 
Figure 5.5: Percentages of synoptic pattern influence on extreme rainfall events in 
East Baton Rouge Parish.  A) 3-hour duration, B) 6-hour duration, C) 12-hour 
duration, D) 24-hour duration, E) 2-day duration for hourly data, and F) 2-day 
duration for daily data.  (A-E uses data for 1982-2002. F uses data for 1948-2002). 
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5.4 Conclusions 
This analysis has allowed for the examination of and has lead to a number of 
conclusions about extreme rainfall events in East Baton Rouge Parish.  Distribution 
selection is an important step in a magnitude/frequency analysis.  This research 
suggests the SRCC method performs best, but because it was only used by Faiers et al. 
(1997) it is not chosen for this study.  The Beta-P distribution is used for areal totals in 
East Baton Rouge Parish because it had the smallest K-S statistic of the parametric 
distributions.  Also, areal quantile estimates are smaller than those from point data 
analysis (Hershfield 1961; Faiers et al. 1997) for most return periods.   However, they 
are larger for longer durations (12- and 24-hour).  This may be impart because of the 
comparison between totals derived from different methods.  Difference in distribution 
and scale can also be contributing factors to the difference in magnitudes among these 
studies.  However, the difference in the period of record of each study is the biggest 
contributor to the difference in magnitudes at the longer return intervals.   
Chapter 6: Summary and Conclusions 
This chapter is a summary of the justification, objectives, and conclusions of 
this research.  A brief review of background information is provided.  Also, each 
objective is summarized with its corresponding conclusions.  Finally, there is 
discussion of the uses and possible impacts of this research. 
6.1 Review of Justification, Objectives, Study Area, and Methods 
The increasing urban growth in East Baton Rouge Parish in recent years has 
created concern about extreme rainfall events and the subsequent flooding they 
produce.  As a result, this research examines both daily and hourly precipitation 
records in East Baton Rouge Parish to determine quantiles, or return periods, of 3-, 6-, 
12-, 24-hour, and 2-day parish-wide, heavy rainfall events.  The information gathered 
in the analysis may be useful for the design or upgrading of the stormwater drainage 
system in the parish.  The primary objectives are: 
1) To catalogue the major rainfall events for East Baton Rouge Parish 
form 1948 to 2002. 
2) To produce quantile estimates for 3-, 6-, 12-, 24-hour, and 2-day 
duration at return periods of 2-, 5-, 10-, 25-, 50, and 100-years for each 
durations. 
3) Determine the forcing mechanisms, or synoptic weather patterns, for 
each extreme rainfall event. 
The scope of this study is East Baton Rouge Parish.  However, raingauges 
from surrounding parishes are used to aid in the analysis.  Both daily and hourly 
precipitation data are used in this research.  Daily data are used to generate 2-day 
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storm totals that are mapped using ArcGIS, area totals are calculated, and a partial 
duration series (PDS) is constructed.  A PDS is also produced for shorter durations 
using hourly data.  Ratios between all hourly durations and the 2-day durations are 
calculated for a North-South transect across East Baton Rouge Parish, which is 
subsequently used to convert storms of 2-day duration to hourly data across the entire 
parish.  Finally, synoptic classification of all events in all partial duration series are 
performed using Daily Weather Maps, and a comparison is made. 
6.2 Objective One – Areal Rainfall Analysis for East Baton Rouge Parish 
The first objective is to identify criteria events from the 2-day daily data, 
calculate areal rainfall totals for East Baton Rouge Parish, and determine the rainfall 
frequency and magnitude for the parish.  There are between 12 and 30 raingauges 
included in this study at any one time.  The daily data has a 55-year period of record 
(1948-2002).  This time frame is chosen because prior to 1948, an insufficient number 
of stations are available for reasonable spatial coverage of the parish.  The analysis 
requires that a 2-day threshold of 3.5 inches averaged at three sites, Baton Rouge Ryan 
AP, Oaknolia, and Carville, be met for an event to be included and further analysis 
performed, including all other available daily stations with a period of record equaling 
or exceeding 5 years. 
Once all 2-day events from the daily data are identified, they are mapped in 
ArcGIS using three interpolation techniques – splining, inverse distance weighting, 
and kriging.  Kriging is found to perform best in this analysis, and its interpolation 
results are used for calculating area totals. 
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A comparison is made between using contoured data and gridded data for 
calculated areal totals for East Baton Rouge Parish.  Results suggest that the two data 
sets are not significantly different.  Also, there is no need to calculate area proportions 
for the gridded data because all the grid cells are the same size and, therefore, have the 
same weight.  This reduces the chance for error in the area total of the gridded data.  
Therefore, while contoured data are more useful for analyzing spatial extent of 
specific storms, the areal totals they produce are more prone to error.  As a result, 
gridded-based areal totals are used to produce the PDS for the daily data analysis. 
Once the PDS is built, return intervals and their associated magnitudes are 
calculated.  Three distributions, Gumbel, Log-Pearson Type III, and Beta-P, and two 
regression methods, SRCC and Huff-Angel, are evaluated for best fit to the PDS.  The 
SRCC method has the smallest K-S statistic.  However, there is no precedence for its 
use (only used by Faiers et al. 1997), and it is a non-parametric technique.  Also, the 
Weibull plotting position formula used by the SRCC method is similar to the formula 
to calculated the expected number of exceedences, thus creating a bias toward this 
method.  For these reasons the parametric Beta-P is selected as the distribution for this 
analysis, and the magnitudes for return intervals are calculated for the 2-day daily 
data.  The decision to used Beta-P differs from other studies done on Louisiana 
rainfall (Naghavi et al. 1993a, 1993b; Keim and Faiers 1996; Faiers et al. 1997). 
6.3 Objective Two – Hourly Data Analysis, Ratio Calculation, and Daily Data 
Conversion 
 
The second objective is to identify criteria events for the hourly durations and 
to calculate ratios to convert the daily data to hourly data.  Hourly data are gathered 
for 21 years (1982-2002) at three stations – Clinton 5 SE, Baton Rouge Ryan AP, and 
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Ben Hur Research Farm.   A three station transect average is formulated out of the 
average rainfall for the three stations at durations of 3-, 6-, 12-, 24-hour, and 2-day 
(i.e. 8 am to 8 am).  A PDS is then constructed for each time interval.   
The data are then fit to the Beta-P distribution, and magnitudes for each return 
interval calculated.  These magnitudes are then used to calculate ratios between the 3-, 
6-, 12-, and 24-hour hourly data and the 2-day hourly data for the transect, which are 
used as a surrogate for storms over the entire parish derived from the daily data set.  A 
comparison between the adjusted design storm totals and those found by Hershfield 
(1961) and Faiers et al. (1997) are made.  The magnitudes from this research are 
smaller than those of Hershfield (1961) and Faiers et al. (1997) for the shorter 
durations and the more frequent return intervals.  However, for the longer durations 
(12- and 24-hour) and the less frequent events (50- and 100-year return periods), this 
research has larger magnitudes.  These results could be attributed to the comparison 
between areal and point-based data and the difference in distributions being used.  For 
example, Gumbel is known for underestimating rainfall totals for longer return periods 
(Wilks 1993; Wilks and Cember 1993; Keim and Faiers 2000).  Also, Beta-P is known 
for producing large totals for rare events at longer durations (Keim and Faiers 2000).  
Another contributing factor is the period of record used in each study.  Some of the 
largest events in this study were not included in Hershfield (1961) and Faiers et al. 
(1997).  It is thought that these large events are driving magnitudes for the longer 
return intervals (50- and 100-year) in this study and explain the difference between the 
findings of this research and those of previous research. 
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6.4 Objective Three – Synoptic Analysis 
The third objective is to determine the synoptic weather patterns for the PDS 
events.  The synoptic analysis of the events in the PDS is done using Daily Weather 
Maps.  For the 2-day East Baton Rouge Parish storm events, 75% of the events are a 
result of frontal activity and 25% result from tropical events.  The high percentage of 
frontal events is expected considering that they occur year-round in Louisiana.  The 
lack of air-mass induced events suggests such events occur over shorter time periods 
than 2-day and affect areas smaller than that of the entire parish. 
The 2-day PDS events for East Baton Rouge Parish are then examined by 
synoptic type and number per year and month.  All years with the greatest number of 
events were considered El Niño years.  El Niño events tend to produce higher than 
normal precipitation totals in Louisiana, especially in winter.  This analysis also shows 
that April is the month with the most number of events, all of which are frontal.  The 
month with the largest number of tropical events is September, which is the peak 
month of hurricane season.  These results support those found by other researchers 
(Keim and Muller 1993; Keim 1996).  This analysis also shows that July, which is 
wettest month of the year at BTR, had no extreme events during the 55 years under 
evaluation.  This suggests that this high precipitation total is a results of many short 
duration rainfall events over a limited area. 
The PDS for all hourly durations are also examined.  Frontal activity 
dominates all durations.  Once again this is attributed to the fact that they occur year-
round, but also because they usually affect large areas.  Air-mass events only cause 
rainfall events in the 3-hour PDS and only account for 10% of the storms.  This is 
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expected since air-mass events do not always affect a larger area and, therefore, do not 
dominate an areal rainfall analysis at the parish scale.  
6.5 Uses and Impacts of Research 
City and parish planners may find the results of this study useful.  The 
magnitudes produced by this research should be considered when designing or 
upgrading stormwater drainage in the parish.  New stormwater drainage system design 
or a modification of the current system can result from this research.  Modification to 
the drainage system may help reduce the amount of property damage and the number 
of insurance claims that result from flooding in East Baton Rouge Parish.   
Results from this study may also affect citizens and businesses in the parish.  
Parish planners may need to re-evaluate the flood insurance maps for the parish as a 
result of this research.  Those that previously did not require flood insurance may need 
it now.  Another implication of this study is property zoning in the parish may need 
changing.  Undeveloped areas that may be developed in the near future may have 
different restrictions or building requirements.  For instance, it may be necessary to 
have a certain amount of open land, such as a park, to reduce the amount of runoff as a 
result of the development. 
6.6 Future Research 
For future research, an examination of the spatial dimensions of these storms 
and if some parts of the parish are more flood prone than others is needed.   Another 
area for future research would be to examine rainfall-runoff relationships in the parish 
using similar methods.  This would require a deeper understanding of hydrological 
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processes.  However, such an analysis would be extremely helpful for government 
agencies.   
Further research also needs to be done concerning interpolation techniques 
since one did not clearly stand out.  Some techniques were not used in this analysis, 
like kernel density analysis, due to station density issues.  It would be interesting to 
see if another method works better for larger data sets. 
Another possibility would be to extend this research beyond the parish.  
Similar analyses can be done for other flood-prone parishes in the state.  Furthermore, 
one could study different drainage basins in the U.S.  It would be interesting to 
discover if other techniques prove to be more appropriate in other areas.   
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Software 
 
The LMOMENTS package contains Fortran routines for L-moment computations and 
regional frequency analysis. Version 3.03, containing 63 routines, is available 
from the StatLib (http://lib.stat.cmu.edu/) software repository at Carnegie Mellon 
University. 
Appendix A: Example of SAS Code for Calculating Gridded 
Areal Totals for All Storms 
 
 
libname rain 'H:\russo\rain\'; run; 
 
data one; set rain.storm1; 
  if b1=0 then delete;  
proc means noprint sum; 
output out=count1 sum=; 
data two; set count1; 
total=(b1/_freq_); proc print; title1 'Storm 1'; run; 
 
data three; set rain.storm2; 
  if b1=0 then delete;  
proc means noprint sum; 
output out=count2 sum=; 
data four; set count2; 
total=(b1/_freq_); proc print; title1 'Storm 2'; run; 
 
data five; set rain.storm3; 
  if b1=0 then delete;  
proc means noprint sum; 
output out=count3 sum=; 
data six; set count3; 
total=(b1/_freq_); proc print; title1 'Storm 3'; run; 
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Appendix B: Statistical Results for Mann-Whitney Test 
 
 
Non-Parametric Tests 
 
Mann-Whitney Test 
 
Ranks 
GROUP N MEAN RANK SUM OF RANKS 
Rain 1 92 92.48 8508.00 
Rain 2 92 92.52 8512.00 
Total 184   
 
Test Statistics a 
 RAIN 
Mann-Whiney U 4230.000 
Wilcoxon W 8508.000 
Z -0.006 
Asymp. Sig. (2-tailed) 0.996 
a. Grouping Variable: GROUP 
 
Two-Sample Kolmogorov-Smirnov Test 
 
Frequencies 
GROUP N 
Rain 1 92 
Rain 2 92 
Total 184 
 
Test Statistics a 
 RAIN 
Most Extreme                    Absolute 0.022 
Differences                        Positive 0.022 
                                           Negative -0.022 
Kolmogorov-Smirnov Z 0.147 
Asymp. Sig. (2-tailed) 1.000 
a. Grouping Variable: GROUP 
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Appendix C: Contour Maps of All East Baton Rouge Parish 
2-Day Extreme Events 
 
Note: Contours are in inches. 
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