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Resumo
O número de formulações, na literatura especializada, envolvendo o termo derivada
fracionária é grande e esse número vem aumentando. Tendo em vista esse crescente
número de definições, nesse trabalho apresentamos dois critérios: o proposto por Ross
em 1975 e o proposto por Ortigueira e Machado em 2015 - ambos compostos por cinco
propriedades, que nos auxiliam a concluir quando um dado operador é uma derivada
fracionária. Classificamos as derivadas de ordem não inteira em três classes distintas, a
saber, derivadas clássicas, derivadas locais e derivadas com núcleo não singular. Depois
disso, verificamos a real possibilidade de um operador poder ser classificado como derivada
fracionária, segundo o critério de Ortigueira e Machado - visto esse ser mais restritivo do
que o proposto por Ross. As derivadas clássicas são as que melhores satisfazem o critério
proposto por Ortigueira e Machado, podendo assim serem ditas derivadas fracionárias, de
acordo com o referido critério. A classe das derivadas locais não pode ser considerada como
de derivadas fracionárias por esse critério, sendo assim propomos um novo critério para
essa classe de operadores. Já as derivadas com núcleo não singular, em sua grande maioria,
não cumprem todas as propriedades do critério em questão. Como aplicação, resolvemos a
equação logística linear em sua versão fracionária utilizando três diferentes derivadas ditas
fracionárias, sendo cada uma representante de uma classe.
Palavras-chave: critério. derivada fracionária. derivada clássica. derivada local. derivada
com núcleo não singular.
Abstract
The number of formulations in specialized literature involving the term fractional derivative
is significant and that number has increased. Considering the growing number of definitions,
in this thesis, we present two criteria: one proposed by Ross in 1975 and the other proposed
by Ortigueira and Machado in 2015 - both have five properties, what helps us to conclude
if a given operator is a fractional derivative. We have classified the non-integer order
derivatives in three different classes: classic derivatives, local derivative and derivatives
without singular kernel. In the sequence, we check the real possibility of a non-integer order
derivative be classified as a fractional derivative, according to the criterion of Ortigueira
and Machado - which is more restrictive than the one proposed by Ross. Classic derivatives
are the ones which best correspond to the criterion proposed by Ortugueira and Machado,
being called fractional derivatives, according to that criterion. Local derivatives cannot be
considered fractional derivatives by that criterion, therefore we propose a new criterion
for this class of operators. Vast majority of derivatives without singular kernel do not
satisfy all the properties of the criterion in question. As an application we solve the linear
logistic equation in its fractional version using three different fractional derivatives, each
one representing a class.
Keywords: criterion. fractional derivative. classic derivative. local derivative. derivative
without singular kernel.
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Introdução
Como é sabido, o cálculo diferencial e integral de ordem inteira ou, simplesmente,
cálculo diferencial e integral, ou ainda, somente cálculo, é um ramo do que é conhecido
como Análise, um dos pilares da Matemática. O cálculo, como o conhecemos hoje, é uma
sucessão de contribuições a partir de como foi proposto, independentemente, por Newton
e Leibniz, no final do século XVII. Vários matemáticos contribuíram para a evolução e
aprimoramento e que, aqui, mencionamos: Euler, Lagrange, Cauchy, Weierstrass, Riemann,
dentre outros [16].
Paralelamente, na mesma época, foi concebido o cálculo de ordem não inteira,
popularmente conhecido pelo nome de cálculo fracionário. Esse nome advém de uma célebre
correspondência, datada de 30 de setembro de 1695, trocada entre l’Hôpital e Leibniz,
onde o primeiro, através de um simples questionamento, queria saber o significado de uma
derivada de ordem meio. Leibniz, em tom audacioso, para não dizer profético, apresentou
o resultado e afirmou, com toda certeza, que esse paradoxo um dia iria gerar várias
consequências importantes. Hoje, depois de mais de trezentos anos, temos a certeza que o
cálculo fracionário se tornou uma fonte de discussões, controvérsias e muitas pesquisas
[19].
O cálculo está completamente consolidado e contempla uma série de aplicações
das quais destacamos o estudo das equações diferenciais, integrais e integrodiferenciais.
Tais equações podem ser encontradas em vários ramos da ciência, percorrendo uma enorme
gama, digamos, da física, passando pela engenharia, até a biologia, sem deixar de lado a
economia, dentre outras. Por outro lado, o cálculo fracionário, além de estar presente em
várias aplicações, apesar de não ter uma interpretação geométrica, destaca-se na abordagem
de problemas que envolvem os conceitos de não localidade e efeito de memória os quais
não podem ser explicados pelo cálculo, em particular, pelo conceito de derivada que, no
cálculo é um operador local enquanto no cálculo fracionário é um operador não local [60].
Aqui, vamos nos concentrar no estudo da derivada fracionária de ordem α a
qual pode ser inclusive complexa, bem como de ordem variável. Devido a proliferação de
diferentes definições de derivada, faz-se necessário, primeiro uma ordenação para depois
adentrarmos numa classificação, objetivo central do presente trabalho. Começamos com a
ordenação no seguinte sentido: ao considerar α uma constante, não nos preocupamos com
a ordem variável e, α P R, ou seja, não vamos nos preocupar com a ordem complexa [78].
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Ainda mais, vamos considerar 0   α   1, uma vez que a extensão, em sua grande maioria,
é tarefa não muito árdua.
Então, nosso trabalho, uma extensão natural do trabalho [67], visa, em primeiro
lugar, classificar as derivadas de ordem não inteiras, sendo a ordem uma constante real,
não serão consideradas a ordem complexa nem ordem arbitrária, em três classes distintas
para, depois, verificar, segundo um particular critério, a real possibilidade de um operador
de ordem não inteira poder ser classificado como derivada fracionária [70, 93, 94]. A
importância dessa classificação que é, no mínimo, uma tabela ordenada, explicita o
verdadeiro potencial de uma derivada fracionária poder ser utilizada em problemas do
mundo real, com ganhos relativos, isto é, apresentando resultados mais fidedignos, em
contraste com a derivada de ordem inteira, no sentido que a escolha da derivada é de
fundamental importância, por exemplo, em problemas que envolvem efeito de memória.
Começamos destacando as três classes, das assim chamadas derivadas fracio-
nárias, que são encontradas na literatura especializada, a saber, derivadas fracionárias
clássicas, derivadas “fracionárias” locais, derivadas “fracionárias” com núcleo não singular.
Note que escrevemos a palavra fracionária entre aspas, pois não são consideradas fraci-
onárias no sentido que abordamos aqui, isto é, satisfazendo um particular critério [76].
Fazem parte da primeira classe aquelas que, com uma ou outra modificação, tiveram início
com a formulação proposta por Sonin [82], a partir da integral de Riemann-Liouville, uma
generalização da integral de Cauchy. Nesta classe, a qual passamos a denominar derivadas
fracionárias clássicas, acreditamos que a mais importante contribuição, cem anos depois de
Sonin, é devida a Caputo [21] que, em linhas gerais, trocou a ordem dos símbolos de integral
com o de derivada. Então, a diferença entre as formulações de Riemann-Liouville (derivada
de uma integral) e Caputo (integral de uma derivada), como já mencionado, permuta a
ordem dos símbolos e é essa troca que desempenha papel fundamental na abordagem de
um particular problema. Hoje, advindo dessa permuta, podemos ter uma divisão nessa
classe, isto é, formulações tipo Riemann-Liouville e formulações tipo Caputo, querendo
dizer, respectivamente, derivada de uma integral e integral de uma derivada. Mencionamos,
como formulações dessa primeira classe, as formulações de Liouvile, Riemann-Liouville,
Caputo, Grünwald-Letnikov, Marchaud, Chen, Hadamard, Riesz, Weyl, Osler e Hilfer,
além de outras menos conhecidas, dentre elas, as formulações de Davidson-Essex, Coimbra,
Canavati, Cossar [67] e Jumarie [41, 58]. Mais recente são as formulações tipo Caputo-
Hadamard [5], Hilfer-Katugampola [62], derivada fracionária tipo Caputo [63], derivada
pk, ρq-fracionária [64] e ψ-Hilfer [84].
Passemos à segunda classe de derivadas fracionárias. Essa classe de formula-
ções teve início no final da década de noventa e é composta pelas chamadas derivadas
“fracionárias” locais que serão denominadas apenas como derivadas locais, e, para uma
revisão, mencionamos a referência [51]. Após 2012, novas formulações têm sido propostas,
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das quais mencionamos: a derivada compatível, introduzida por Khalil et al. [48], bem
como o chamado cálculo compatível [2]; a derivada fracionária alternativa, introduzida por
Katugampola [46] e, mais recente, várias outras têm sido introduzidas, das quais mencio-
namos: a derivada M e a derivada V [85]. Ainda nessa classe podemos inserir as, também
recentes, derivadas truncadas, dentre elas M e V [86, 87, 88, 89]. Aqui, devemos ressaltar
que, a partir do critério proposto por Ortigueira-Tenreiro Machado [70] foi mostrado que
tais derivadas locais, por não satisfazerem o critério, não podem ser consideradas como
fracionárias. Esse mesmo resultado foi obtido de uma maneira diferente por Tarasov que
mostrou que tais derivadas são, quando muito um fator multiplicativo de uma derivada de
ordem um [94].
Enfim, passemos à terceira classe das derivadas fracionárias. Essa classe emerge
na literatura a partir do trabalho de Caputo-Fabrizio [22] onde os autores propuseram um
núcleo não singular para a integral fracionária e, por isso, vamos classificar tais derivadas
com a nomenclatura derivadas “fracionárias” com núcleo não singular ou simplesmente como
derivadas com núcleo não singular. Vamos mencionar algumas outras derivadas que se
enquadram nessa nomenclatura. Atangana [10] introduziu uma nova derivada fracionária
com núcleo não singular para discutir uma equação do tipo reação-difusão; Atangana e
Baleanu [11] introduziram uma derivada com núcleo não singular, em particular, sendo o
núcleo uma função de Mittag-Leffler, Yang e Tenreiro Machado [105] também introduziram
uma nova derivada a fim de estudar o problema de difusão anômala. Também recente
é o trabalho de Agarwal et al. [4], onde o núcleo contém uma função hipergeométrica.
Ainda nesta classe mencionamos, Garra et al. [33] que introduziram as chamadas derivadas
Hilfer-Prabhakar, onde o núcleo contém uma função de Mittag-Leffler com três parâmetros.
Devemos mencionar as derivadas que foram introduzidas com um parâmetros a mais,
dentre as quais mencionamos Panchal et al. [72], a chamada derivada k-Hilfer-Prabhakar.
Finalmente, nessa introdução, mencionamos que outras tantas derivadas podem
ser propostas fazendo possíveis associações ora envolvendo, na primeira classe, a derivada
antes da integral, tipo Riemann-Liouville, ou a integral antes da derivada, tipo Caputo; na
segunda classe podemos considerar várias possibilidades, porém todas elas devem recair
num fator multiplicando a derivada primeira, na terceira classe podemos propor um núcleo
envolvendo uma particular função, ou mesmo um produto de funções. E, nada impede,
que se combine possibilidades entre as três classes, conforme nossa classificação. Ainda
mais, com certeza, cada uma delas foi introduzida visando uma particular aplicação porém
somente o experimento vai concluir se tal proposta é, realmente, essa derivada que melhor
descreve o particular problema em questão. É importante inferir que, nesse trabalho,
ainda que se mencionemos uma particular aplicação, não é nosso foco possíveis aplicações
envolvendo as três classes abordadas.
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Tendo em vista o objetivo principal desse trabalho, uma classificação para
as derivadas de ordem não inteira, esse trabalho está disposto da seguinte maneira: no
Capítulo 1, apresentamos dois critérios para um operador ser classificado como derivada
fracionária, um proposto por Ross [76] e o outro por Ortigueira e Machado [70]. Nos
Capítulos 2, 3 e 4 usaremos o critério de Ortigueira e Machado, visto ser esse critério mais
restritivo do que o proposto por Ross, para verificar se alguns operadores, conhecidos na
literatura como derivadas fracionárias, realmente podem ser assim chamados. No Capítulo
2 apresentamos algumas derivadas da primeira classe, as derivadas clássicas, e de acordo
com o critério em questão essas derivadas podem ser chamadas de fracionárias. No Capítulo
3 as derivadas locais são o nosso objetivo de estudo, essas derivadas não cumprem todos
os itens do critério de Ortigueira e Machado, não podendo assim ser classificada como
fracionária. As derivadas com núcleo não singular são apresentadas no Capítulo 4 e também
não satisfazem o critério de Ortigueira e Machado. E por fim, no Capítulo 5, resolvemos a
equação logística linearizada em sua versão fracionária utilizando uma derivada de cada
uma das classes de derivadas, a saber, derivadas fracionárias clássicas, derivadas locais e
derivadas com núcleo não singular. As conclusões e perspectivas encerram o trabalho, bem
como cinco apêndices abordando regra de Leibniz, transformada de Laplace, coeficiente
binomial e fórmula de reflexão de Euler.
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Capítulo 1
Critérios para uma derivada
fracionária
O cálculo fracionário ganhou popularidade e importância considerável durante
as últimas três décadas principalmente devido a suas aplicações atraentes em campos da
ciência e engenharia [79]. Existe mais de uma formulação para a derivada fracionária [67] e
esse número de definições vem aumentando com o passar do tempo, sendo cada uma delas
mais adequada a um certo contexto físico [75, 96]. Com isso nos deparamos com a seguinte
questão: Que critérios um operador deve satisfazer para que este possa ser considerado
uma derivada fracionária [97]?
Esse capítulo será dedicado ao estudo de dois critérios que nos auxiliarão a
concluir quando um dado operador pode ser considerado um operador associado à derivação
fracionária. Apresentaremos os critérios propostos por Ross em 1975 [76] e por Ortigueira
e Machado em 2015 [70].
Após a apresentação desses critérios verificaremos nos próximos três capítulos,
derivadas fracionárias clássicas, derivadas locais e derivadas com núcleo não singular, se
particulares operadores, conhecidos na literatura como derivadas fracionárias, cumprem o
critério proposto por Ortigueira e Machado [70], visto ser esse critério mais restritivo do
que o proposto o Ross [76] .
Para a apresentação desses critérios usaremos a notação Dα para representar
uma derivada fracionária qualquer de ordem α. O critério proposto por Bertran Ross [76]
para que um operador seja uma derivada fracionária é:
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Critério segundo Ross
1. A derivada fracionária de uma função analíticaa é analítica;
2. A derivação fracionária, quando a ordem é um inteiro positivo n,
n P N, deve produzir o mesmo resultado da derivação ordinária,
ou seja,
Dnfpxq 
dnfpxq
dxn
e quando a ordem é um inteiro negativo n, n P N deve produzir
o mesmo resultado da n-ésima integração ordinária, ou seja,
Dnfpxq 
» x
0
» τn1
0
  
» τ1
0
fpτqdτdτ1    dτn1;
3. A derivada de ordem zero de uma função é a própria função,
D0fpxq  fpxq;
4. A derivada fracionária é um operador linear;
5. A lei dos expoentes,b DαDβfpxq  Dα βfpxq, é satisfeita para
α   0 e β   0.
a Uma função analítica é uma função que pode ser localmente expandida em série
de Taylor.
b A lei dos expoentes também é conhecida na literatura como propriedade de
semigrupo.
Uma derivada fracionária cuja a ordem α é menor que zero pode ser interpretada
como uma integral fracionária. De fato, considerando uma função analítica f temos que
ela pode ser expandida na vizinhança de x0, sendo x0 pertencente ao domínio de f , em
uma série de Taylor, assim fpxq 
8¸
n0
f pnqpx0q
n! px  x0q
n. Seja m P N então d
m
dxm
fpxq 
8¸
n0
f pnqpx0q
pnmq!px  x0q
nm, uma forma de generalizar esse resultado para uma ordem α
qualquer é, considerando a função gama, assim Dαfpxq 
8¸
n0
f pnqpx0q
Γpn α   1qpx x0q
nα.
Seja µ P R com µ ¥ 0 e levando em consideração a quarta propriedade do
critério de Ross, ou seja, que uma derivada fracionária é um operador linear temos,
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DµDµfpxq  Dµ

8¸
n0
f pnqpx0q
Γpn  µ  1qpx x0q
n µ
ff

8¸
n0
f pnqpx0q
Γpn  µ  1qD
µpx x0q
n µ

8¸
n0
f pnqpx0q
n! px x0q
n  fpxq,
e
DµDµfpxq  Dµ

8¸
n0
f pnqpx0q
Γpn µ  1qpx x0q
nµ
ff

8¸
n0
f pnqpx0q
Γpn µ  1qD
µpx x0q
nµ

8¸
n0
f pnqpx0q
n! px x0q
n  fpxq.
Como DµDµfpxq  DµDµfpxq  fpxq podemos interpretar através do
teorema fundamental do cálculo queDµ representa uma integral, uma vez que as operações
de derivada e integral são operações inversas, a menos de constantes.
Tendo em vista que operadores lineares que satisfazem a clássica regra de
Leibniz, a saber,Dαpfpxqgpxqq  Dαfpxqgpxq fpxqDαgpxq, não são derivadas fracionárias
[93], uma vez que para essa regra ser satisfeita a ordem α da derivada fracionária coincide
com a diferenciação de ordem igual a um, isto é, derivadas fracionárias de ordens não
inteira não podem satisfazer a regra de Leibniz1, sendo assim, estas derivadas devem
satisfazer uma generalização da clássica regra de Leibniz.
Ainda mais, considerando que a derivada fracionária de uma função analítica não
é necessariamente analítica, Ortigueira e Machado [70], reformularam o critério proposto
por Ross e apresentam o seguinte critério para que uma derivada venha a ser considerada
fracionária:
1 Ver Apêndice A.
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Critério segundo Ortigueira e Tenreiro Machado
1. A derivada fracionária é um operador linear;
2. A derivada fracionária de ordem zero de uma função é a própria
função, D0fpxq  fpxq;
3. A derivação fracionária, quando a ordem é um inteiro deve produzir
o mesmo resultado da derivação ordinária.
4. A lei dos expoentes, DαDβfpxq  Dα βfpxq, é satisfeita para
α   0 e β   0;
5. Vale a generalização da regra de Leibniza,
Dαpfpxqgpxqq 
8¸
k0

α
k


DkfpxqDαkgpxq,
sendo

α
k



Γpα   1q
Γpα  k   1qk! .
a Ver Apêndice B para a demonstração da regra de Leibniz no caso inteiro.
Observemos tanto o critério proposto em 1975 por Ross [76] quanto o proposto
por Ortigueira e Machado [70] são compostos de cinco propriedades e se diferenciam em
apenas uma propriedade, no critério de Ross há “a derivada fracionária de uma função
analítica é analítica” enquanto no de Ortigueira e Machado temos a propriedade “vale a
generalização da regra de Leibniz”.
Nos próximos capítulos apresentamos particulares operadores conhecidos como
derivadas fracionárias e verificaremos se esses cumprem as cinco propriedades do critério
de Ortigueira e Machado [70].
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Capítulo 2
Derivadas fracionárias clássicas
Existe uma grande quantidade de definições envolvendo o conceito de derivada
fracionária [67, 75]. Essa seção será dedicada ao estudo de algumas formulações para as
derivadas fracionárias bem como a verificação do critério proposto por Ortigueira e Machado
para essas derivadas. Vamos utilizar o critério proposto por Ortigueira e Machado [70],
por julgarmos mais restritivo que aquele proposto por Ross [76]. Aqui, vamos nos dedicar
ao estudo das chamadas derivadas fracionárias clássicas. Tal classe de derivada teve início
com a formulação de Sonin [82]. Mencionamos, como formulações dessa classe, Liouville,
Riemann-Liouville, Caputo [20, 30], Grünwald-Letnikov, Marchaud, Chen, Hadamard,
Riesz, Weyl, Osler, Hilfer, Davidson-Essex, Coimbra, Canavati, Cossar [67], Jumarie
[41, 58], Caputo-Hadamard [5], Hilfer-Katugampola [62], derivada fracionária tipo Caputo
[63], derivada pk, ρq-fracionária [64] e ψ-Hilfer [84], sendo essa última uma generalização
de vinte e duas outras derivadas. Aqui, a fim de explicitarmos os cálculos, escolhemos as
formulações conforme os autores a seguir: Grünwald-Letnikov, Riemann-Liouville, Caputo,
Hilfer, Weyl, Chen, Jumarie, Hilfer-Katugampola e ψ-Hilfer.
De acordo com [57], as formulações de Grünwald-Letnikov, Riemann-Liouville
e Caputo são três tipos de derivadas fracionárias que frequentemente são mais usadas,
sendo assim, começamos esse capítulo apresentando primeiro essas derivadas.
2.1 Derivada fracionária segundo Grünwald-Letnikov
Nessa seção apresentamos a derivada fracionária segundo Grünwald-Letnikov,
que foi introduzida por Anton Karl Grünwald [37], em 1867, e por Aleksey Vasilievich
Letnikov [56], em 1868. Essa formulação tem grande importância em problemas numéricos
e está baseada na generalização da diferenciação ordinária de ordem n P N, conforme
vamos ver a seguir.
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Lema 2.1. A derivada n-ésima, n P N, de uma função f pode ser escrita como
dn
dxn
fpxq  lim
hÑ0
1
hn
n¸
k0
p1qk

n
k


fpx khq. (2.1)
Demonstração. Vamos mostrar que vale a Eq.(2.1) por indução. Pela definição de derivada
temos que f 1pxq  lim
hÑ0
fpx  hq  fpxq
h
. Considerando a mudança z  x  h podemos escrever
f 1pzq  lim
hÑ0
fpzq  fpz  hq
h
e, portanto, vale a Eq.(2.1) para n  1. Suponhamos que vale a
Eq.(2.1) para n  m sendo m P N, ou seja,
dm
dxm
fpxq  lim
hÑ0
1
hm
m¸
k0
p1qk

m
k


fpx khq,
e mostraremos que vale a Eq.(2.1) para n  m  1. De fato,
dm 1
dxm 1
fpxq 
d
dx
dm
dxm
fpxq
 lim
hÑ0
f pmqpxq  f pmqpx hq
h
 lim
hÑ0
1
hm
m¸
k0
p1qk

m
k


fpx khq 
1
hm
m¸
k0
p1qk

m
k


fpx h khq
h
 lim
hÑ0
m¸
k0
p1qk

m
k


fpx khq 
m¸
k0
p1qk

m
k


fpx h khq
hm 1
.
Introduzindo a mudança k Ñ k  1 no segundo somatório, podemos escrever,
dm 1
dxm 1
fpxq  lim
hÑ0
m¸
k0
p1qk

m
k


fpx khq  
m 1¸
k1
p1qk

m
k  1


fpx khq
hm 1
 lim
hÑ0
m 1¸
k0
p1qk

m
k


fpx khq  
m 1¸
k0
p1qk

m
k  1


fpx khq
hm 1
 lim
hÑ0
m 1¸
k0
p1qk

m
k


 

m
k  1


fpx khq
hm 1
.
Aqui estamos usando

m
k



$&
%
m!
pm kq!k! , para m ¥ k;
0, para m   k.
Observemos que,
m
k


 

m
k  1



m!
pm kq!k!  
m!
pm k   1q!pk  1q!

m!pm k   1   kq
pm k   1q!k! 
pm  1q!
pm k   1q!k! 

m  1
k


.
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Assim, segue
dm 1
dxm 1
fpxq  lim
hÑ0
m 1¸
k0
p1qk

m  1
k


fpx khq
hm 1
,
ou seja, vale a Eq.(2.1) para n  m 1 e, portanto, vale a Eq.(2.1) para qualquer n P N, conforme
queríamos mostrar. 
Generalizando o Lema 2.1 para uma ordem qualquer temos a definição da
derivada fracionária de Grünwald-Letnikov [19].
Definição 2.1. A derivada fracionária de Grünwald-Letnikov de ordem α, sendo α P R
de uma função f é definida através do limite de uma série, a saber,
GLD
αfpxq  lim
hÑ0
1
hα
8¸
k0
p1qk

α
k


fpx khq. (2.2)
Agora mostraremos que a derivada de Grünwald-Letnikov, conforme definida
pela Eq.(2.2) satisfaz o critério proposto por Ortigueira e Machado.
Linearidade
Sejam f e g funções, a e b escalares, assim
GLD
αraf   bgspxq
 lim
hÑ0
1
hα
8¸
k0
p1qk

α
k


raf   bgspx khq
 a

lim
hÑ0
1
hα
8¸
k0
p1qk

α
k


fpx khq

  b

lim
hÑ0
1
hα
8¸
k0
p1qk

α
k


gpx khq

 aGLD
αfpxq   bGLD
αgpxq.
Portanto, a derivada de Grünwald-Letnikov é um operador linear.
Derivada de ordem zero
A derivada de Grünwald-Letnikov de ordem zero de uma função é a própria
função. De fato, podemos escrever
GLD
0fpxq  lim
hÑ0
1
h0
8¸
k0
p1qk

0
k


fpx khq.
Observemos que o coeficiente binomial

0
k


só será diferente de zero quando k  0 e nesse
caso vale um. Portanto,
GLD
0fpxq  lim
hÑ0
fpx khq  fpxq.
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Derivada de ordem inteira
Como vimos no Lema 2.1 a derivada de Grünwald-Letnikov está baseada na
generalização da diferenciação ordinária, portanto quando a ordem é n P N produz o mesmo
resultado da derivação ordinária. Para mostrar que a derivada de Grünwald-Letnikov,
quando a ordem é um inteiro negativo, produz o mesmo resultado da n-ésima integração,
precisamos primeiro considerar o seguinte resultado.
Lema 2.2. Sejam α P C e n P N então
pαqn
n!  p1q
n

α
n


, (2.3)
sendo pαqn  pαqpα   1q    pα   n 1q 
Γpα   nq
Γpαq o símbolo de Pochhammer.
Demonstração. De fato, temos,
pαqn
n! 
pαqpα  1q    pα  n 1q
n!

p1qnpαqpα 1q  pα n  1q
n!

p1qnΓpα  1q
Γpα n  1qn!  p1q
n

α
n


,
conforme queríamos mostrar. 
Quando a ordem da derivada é um inteiro negativo, ou seja, α  n com n P N
temos,
GLD
nfpxq  lim
hÑ0
1
hn
8¸
k0
p1qk

n
k


fpx khq
e pela Eq.(2.3) podemos escrever
GLD
nfpxq  lim
hÑ0
hn
8¸
k0
pnqk
k! fpx khq  limhÑ0h
n
8¸
k0
Γpn  kq
Γpnqk! fpx khq.
Rearranjando a equação acima considerando t  kh e admitindo que essa série converge
uniformemente, obtemos
GLD
nfpxq 
8¸
t0
lim
hÑ0
hn
Γpn  t
h
q
ΓpnqΓp t
h
  1qfpx tq.
Usando a relação apresentada em [70], a saber,
Γpn  t
h
q
Γp t
h
  1q 

t
h

n1
, quando h Ñ 0
(comportamento assintótico) temos
GLD
nfpxq  lim
hÑ0
hn
8¸
t0
p t
h
qn1
Γpnq fpx tq  limhÑ0
8¸
t0
tn1
Γpnqfpx tqh.
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De onde segue
GLD
nfpxq 
» 8
0
fpx tqtn1
Γpnq dt,
que é a n-ésima integral de f de acordo com a fórmula de integrais iteradas de Cauchy. E
portanto, quando a ordem é um inteiro negativo temos que a derivada de Grünwald-Letnikov
produz o mesmo resultado da n-ésima integração de f .
Lei dos expoentes
Vamos mostrar que vale a relação DαDβfpxq  Dα βfpxq para α, β P R
quaisquer, para isso usaremos a relação apresentada em [69], a saber,
8¸
n0

α
m n


β
n




α   β
m


, (2.4)
cuja demonstração encontra-se no Apêndice C. Assim, podemos escrever
GLD
α
GLD
βfpxq  lim
hÑ0
1
hα
8¸
k0
p1qk

α
k


1
hβ
8¸
n0
p1qn

β
n


fpx kh nhq
ff
.
Considerando a mudança de variável k  m  n no primeiro somatório e a Eq.(2.4)
podemos escrever,
GLD
α
GLD
βfpxq  lim
hÑ0
1
hα β
8¸
m0

8¸
n0

α
m n


β
n

ff
p1qmfpxmhq
 lim
hÑ0
1
hα β
8¸
m0

α   β
m


p1qmfpxmhq  GLDα βfpxq.
Portanto, vale a lei dos expoentes para a derivada de Grünwald-Letnikov.
Regra de Leibniz - Generalização
Vamos primeiro considerar um resultado que será importante para mostrar que
a derivada de Grünwald-Letnikov satisfaz a generalização da regra de Leibniz, a saber,
Lema 2.3. Se α P C e k, i P N então
k   i
i


α
k   i




α
i


α  i
k


. (2.5)
Demonstração. Utilizando a Eq.(2.3) podemos escrever
k   i
i


α
k   i




k   i
i


pαqk i
pk   iq!p1qk i 
pk   iq!
k!i!
pαqk i
pk   iq!p1qk i .
Observemos que
pαqi k  pαqpα  1q    pα  i 1qpα  iq    pα  i  k  1q  pαqipα  iqk,
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assim, segue 
k   i
i


α
k   i



1
p1qk i
pαqi
i!
pα  iqk
k! .
Utilizando a Eq.(2.3) duas vezes obtemos o resultado desejado. 
Vamos agora mostrar que a derivada de Grünwald-Letnikov satisfaz a generali-
zação da regra de Leibniz. Com o intuito de simplificar a notação consideremos
p∆αhfq pxq 
8¸
k0
p1qk

α
k


fpx khq,
assim reescrevendo a derivada de Grünwald-Letnikov temos GLDαfpxq  lim
hÑ0
p∆αhfq pxq
hα
.
Como p∆nhfq pxq 
n¸
k0
p1qk

n
k


fpxkhq então fpxkhq 
k¸
i0
p1qi

k
i

 
∆ihf

pxq [69].
Sejam f e g funções reais de variável real e n P N, assim,
p∆αhfgq pxq 
8¸
k0
p1qk

α
k


gpx khqfpx khq

8¸
k0
p1qk

α
k


gpx khq

k¸
i0
p1qi

k
i

 
∆ihf

pxq
ff

8¸
i0
p1qi
 
∆ihf

pxq
8¸
ki
p1qk

k
i


α
k


gpx khq.
Introduzindo a mudança k Ñ k  i temos,
p∆αhfgq pxq 
8¸
i0
p1qi
 
∆ihf

pxq
8¸
k0
p1qk i

k   i
i


α
k   i


gpx pk   iqhq.
Utilizando a Eq.(2.5) podemos escrever
p∆αhfgq pxq 
8¸
i0
 
∆ihf

pxq
8¸
k0
p1qk

α
i


α  i
k


gpx pk   iqhq

8¸
i0

α
i

 
∆ihf

pxq
8¸
k0
p1qk

α  i
k


gpx pk   iqhq.
Considerando a convergência uniforme da série temos
GLD
αpfgqpxq  lim
hÑ0
p∆αhfgq pxq
hα
 lim
hÑ0
1
hα
8¸
i0

α
i

 
∆ihf

pxq
8¸
k0
p1qk

α  i
k


gpx pk   iqhq

8¸
i0

α
i


lim
hÑ0
p∆ihfq pxq
hi

lim
hÑ0
1
hαi
8¸
k0
p1qk

α  i
k


gpx pk   iqhq

8¸
i0

α
i


f piqpxq lim
hÑ0
1
hαi
8¸
k0
p1qk

α  i
k


gpx khq

8¸
i0

α
i


f piqpxqGLD
αigpxq,
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portanto, vale a generalização da regra de Leibniz.
Logo, como a derivada de Grünwald-Letnikov satisfaz as cinco propriedades do
critério de Ortigueira e Machado, temos que essa derivada pode ser considerada fracionária,
segundo esse critério.
2.2 Derivada fracionária segundo Riemann-Liouville
O primeiro trabalho que apresentou o que hoje chamamos de derivada de
Riemann-Liouville foi o escrito em 1869 por Nikolay Sonin [82]. Nessa seção mostramos
que a derivada de Riemann-Liouville satisfaz o critério proposto por Ortigueira e Machado.
A derivada fracionária de Riemann-Liouville é definida em termos da integral
fracionária, por isso começamos essa seção com a definição dessa integral.
Definição 2.2. A integral fracionária de Riemann-Liouville de ordem α de uma função f
causal é dada por,
Jαfptq 
1
Γpαq
» t
0
fpτqpt τqα1dτ, (2.6)
sendo α ¡ 0, t ¡ 0 e J0  I, sendo I o operador identidade.
Podemos escrever a integral fracionária, Eq.(2.6), como um produto de convo-
lução das funções f e φα, sendo a função φα conhecida como função de Gel’fand-Shilov e
dada por
φαptq 
$&
%
tα1
Γpαq , se t ¡ 0,
0, se t ¤ 0.
Portanto, podemos escrever
Jαfptq 
1
Γpαq
» t
0
fpτqpt τqα1dτ  φαptq  fptq,
onde  denota o produto de convolução.
Apresentamos agora as definições de integrais fracionárias de Riemann-Liouville
à direita e à esquerda, no entanto, nessa seção utilizamos a Definição 2.2.
Definição 2.3. Seja ra, bs um intervalo finito no eixo real R. As integrais fracionárias de
Riemann-Liouville à esquerda e à direita de ordem α de uma função f , Iαa f e Iαaf , são
respectivamente,
Iαa fptq 
1
Γpαq
» t
a
fpτqpt τqα1dτ, t ¥ a (2.7)
Iαbfptq 
1
Γpαq
» b
t
fpτqpτ  tqα1dτ, t ¤ b. (2.8)
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Usaremos a notação Jα ao invés de Iα0  quando utilizarmos a Eq.(2.7) com
a  0. Tendo em vista a definição da integral fracionária, Definição 2.2, apresentamos
agora a derivada fracionária segundo Riemann-Liouville.
Definição 2.4. Sejam α um número complexo tal que Repαq ¡ 0 e m o menor inteiro
maior que Repαq, assim m 1   Repαq ¤ m. A derivada fracionária segundo Riemann-
Liouville de uma função causal f é dada por,
Dαfptq 
dm
dtm
Jmαfptq 
1
Γpm αq
dm
dtm
» t
0
fpτq
pt τqαm 1
dτ. (2.9)
Mostraremos agora a validade do critério de Ortigueira e Machado.
Linearidade
Sejam f e g funções, a e b escalares e α P C tal que Repαq ¡ 0. Assim, para
m 1   Repαq ¤ m, temos
Dαpaf   bgqptq 
1
Γpm αq
dm
dtm
» t
0
paf   bgqpτq
pt τqαm 1
dτ

1
Γpm αq
dm
dtm

a
» t
0
fpτq
pt τqαm 1
dτ   b
» t
0
gpτq
pt τqαm 1
dτ


a
Γpm αq
dm
dtm
» t
0
fpτq
pt τqαm 1
dτ 
b
Γpm αq
dm
dtm
» t
0
gpτq
pt τqαm 1
dτ
 aDαfptq   bDαgptq,
portanto a derivada fracionária segundo Riemann-Liouville é um operador linear.
Derivada de ordem zero
Para α  0 temos, D0fptq  D0J0fptq  fptq, ou seja, a derivada fracionária
segundo Riemann-Liouville de ordem zero de uma função é a própria função.
Derivada de ordem inteira
Para α  m sendo m inteiro positivo, temos,
Dmfptq 
dm
dtm
Jmmfptq 
dm
dtm
J0fptq 
dm
dtm
fptq.
Portanto, a derivada fracionária segundo Riemann-Liouville de ordem m, sendo m um
inteiro positivo é igual a m-ésima derivada ordinária. Tomemos agora α  m sendo m
inteiro positivo, assim
Dmfptq  Jmfptq 
1
Γpmq
» t
0
fpτqpt τqm1dτ
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essa integral é a fórmula integral de Cauchy, portanto Dm representa a m-éssima integral,
ou seja,
Dmfptq 
» t
0
» τm1
0
  
» τ1
0
fpτqdτdτ1    dτm1.
Logo, a derivada fracionária de Riemann-Liouville recupera o caso inteiro [19].
Lei dos expoentes.
Uma derivada fracionária cuja a ordem α é menor que zero pode ser interpretada
como uma integral fracionária. Portanto, mostrar que a derivada segundo Riemann-Liouville
satisfaz à lei dos expoentes, DαDβ  Dα β para α   0 e β   0 é o mesmo que mostrar
que JαJβ  Jα β, para α ¡ 0 e β ¡ 0.
Observemos que a função φα satisfaz a propriedade, φαptq  φβptq  φα βptq,
sendo α ¡ 0 e β ¡ 0. De fato, pelo produto de convolução de Fourier temos,
pφα  φβqptq 
» 8
8
φαpτqφβpt τqdτ. (2.10)
Observemos que
φαpτq 
$&
%
τα1
Γpαq , τ ¡ 0;
0, τ   0.
φβpt τq 
$&
%
pt τqβ1
Γpβq , τ   t;
0, τ ¡ t.
O produto φαpτqφβpt τq só será diferente de zero para 0   τ   t. Assim pela
Eq.(2.10) temos,
φαptq  φβptq 
$&
%
» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ, 0   τ   t;
0, caso contrário.
Através da função beta, a saber, Bpp, qq 
» 1
0
up1p1uqq1du, e de sua relação
com a função gama, Bpp, qq  ΓppqΓpqqΓpp  qq , temos,» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ 
1
ΓpαqΓpβq
» t
0
τα1pt τqβ1dτ

1
ΓpαqΓpβq
» t
0
τα1tβ1

1 τ
t
	β1
dτ. (2.11)
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Introduzindo a mudança de variável u  τ
t
na Eq.(2.11), temos
» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ 
1
ΓpαqΓpβq
» 1
0
putqα1tβ1 p1 uqβ1 tdu

tα β1
ΓpαqΓpβq
» 1
0
puqα1 p1 uqβ1 du

tα β1
ΓpαqΓpβqBpα, βq 
tα β1
Γpα   βq .
Portanto,
φαptq  φβptq 
$&
%
tα β1
Γpα   βq , t ¡ 0,
0, t   0.
Isto, é φαptq  φβptq  φα βptq.
Por fim, mostraremos que JαJβfptq  Jα βfptq, para qualquer função f e para
α ¡ 0 e β ¡ 0. De fato,
JαJβfptq  Jαpφβptq  fptqq
 φαptq  pφβptq  fptqq
 pφαptq  φβptqq  fptq
 φα βptq  fptq
 Jα βfptq.
E, portanto, a lei dos expoentes é satisfeita para α   0 e β   0.
Regra de Leibniz - Generalização
Para mostrarmos que a derivada de Riemann-Liouville satisfaz a generalização
da regra de Leibniz iremos primeiro considerar o seguinte resultado:
Lema 2.4. A derivada fracionária de Riemann-Liouville de ordem α, sendo α P C e
α R Z de uma função analítica f é tal que,
Dαfptq 
8¸
n0
f pnqptqtnα
Γpn α   1q

α
n


. (2.12)
Demonstração. Vamos primeiro considerar Repαq   0, então Dα  Jα sendo Jα a integral
fracionária de Riemann-Liouville, conforme Definição 2.2. Seja β  α, assim,
Dαfptq  Jαfptq  Jβfptq 
1
Γpβq
» t
0
fpτqpt τqβ1dτ.
Sendo f uma função analítica, temos fpτq 
8¸
n0
f pnqptqpτ  tqn
n! . E, portanto, podemos escrever,
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Dαfptq 
1
Γpβq
» t
0
fpτq
pt τq1β
dτ

1
Γpβq
» t
0
8¸
n0
f pnqptqpτ  tqnpt τqβ1
n! dτ

1
Γpβq
8¸
n0
f pnqptqp1qn
n!
» t
0
pt τqβ1 ndτ

1
Γpβq
8¸
n0
f pnqptqp1qn
n!

pt τqβ n
β   n
t
0

1
Γpβq
8¸
n0
f pnqptqp1qn
n!
tβ n
β   n

1
Γpβq
8¸
n0
f pnqptqp1qn
n!
tβ n
β   n
Γpβ   nq
Γpβ   nq

1
Γpβq
8¸
n0
f pnqptqp1qn
n!
tβ nΓpβ   nq
Γpβ   n  1q . (2.13)
Agora observemos que 
β
n



p1qnΓpn  βq
n!Γpβq . (2.14)
Observemos que a equação acima é a presente no Lema 2.2 escrita de um modo ligeiramente
diferente e vamos demonstrá-la aqui de uma nova maneira. Para mostrarmos a Eq.(2.14) preci-
saremos da seguinte equação ΓpzqΓp1  zq  pisenppizq , conhecida como fórmula de reflexão de
Euler 1. Assim,
β
n



Γp1  βq
Γp1  β  nqn!
pi
senppiβqΓpβqpβ  nqΓpβ  nqn! .
Por outro lado,
Γpβ  nqΓp1   β   nq  pisenppipβ   nqq 
pi
senpβpiqp1qn .
Assim, obtemos 
β
n



piΓp1   β   nqp1qnsenpβpiq
senppiβqΓpβqpβ  nqn!pi 
p1qnΓpβ   nq
Γpβqn! ,
portanto vale a Eq.(2.14). Pelas Eq.(2.13) e Eq.(2.14) podemos escrever
Dαfptq 
8¸
n0
f pnqptqtn β
Γpn  β   1q

β
n



8¸
n0
f pnqptqtnα
Γpn α  1q

α
n


,
logo, vale a Eq.(2.12) para Repαq   0. Mostraremos agora que vale a Eq.(2.12) para Repαq ¡ 0.
Assim para m 1   Repαq ¤ m e usando o fato de valer a Eq.(2.12) para Repαq   0, temos
Dαfptq 
dm
dtm
Jmαfptq 
dm
dtm
8¸
n0
f pnqptqtn mα
Γpn m α  1q

αm
n


.
1 Para a demostração dessa equação ver Apêndice D.
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Considerando que essa série converge uniformemente e utilizando a regra de Leibniz para o caso
inteiro podemos escrever,
Dαfptq 
8¸
n0
8¸
k0

m
k


f pn kqptq d
mk
dtmk
tn mα
Γpn m α  1q

αm
n



8¸
n0
8¸
k0

m
k


f pn kqptqΓpn mα 1qΓpn kα 1q t
n kα
Γpn m α  1q

αm
n



8¸
n0
8¸
k0

m
k


f pn kqptq
tn kα
Γpn  k  α  1q

αm
n


.
Introduzindo a mudança k Ñ j  n temos,
Dαfptq 
8¸
j0
8¸
n0

m
j  n


αm
n


f pjqptq
tjα
Γpj  α  1q 
Utilizando a Eq.(2.4), segue
Dαfptq 
8¸
j0

α
j


f pjqptq
tjα
Γpj  α  1q .
Portanto, vale a Eq.(2.12) para todo α P C. 
Utilizando o Lema 2.4 e considerando que f e g são funções analíticas temos,
pela Eq.(2.12),
Dαpfgqptq 
8¸
n0
pfgqpnqptqtnα
Γpn α   1q

α
n


. (2.15)
Usando a regra de Leibniz para o caso inteiro temos,
Dαpfgqptq 
8¸
n0

α
n


tnα
Γpn α   1q
n¸
k0

n
k


f pkqptqgpnkqptq

8¸
k0
8¸
nk

α
n


n
k


tnα
Γpn α   1qf
pkqptqgpnkqptq

8¸
k0
f pkqptq
8¸
nk

α
n


n
k


tnα
Γpn α   1qg
pnkqptq.
Introduzindo a mudança nÑ n  k podemos escrever
Dαpfgqptq 
8¸
k0
f pkqptq
8¸
n0

α
n  k


n  k
k


tn kα
Γpn  k  α   1qg
pnqptq.
Como,
α
n  k


n  k
k



Γpα   1q
Γp1  α  n kqpn  kq!
pn  kq!
n!k!

Γp1  αq
Γp1  α  n kqn!k!
Γpα  k   1q
Γpα  k   1q 

α
k


α  k
n


(2.16)
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podemos escrever,
Dαpfgqptq 
8¸
k0
f pkqptq
8¸
n0

α
k


α  k
n


tn kα
Γpn  k  α   1qg
pnqptq

8¸
k0

α
k


f pkqptq
8¸
n0

α  k
n


tn kα
Γpn  k  α   1qg
pnqptq.
Considerando novamente a Eq.(2.12) temos que a derivada de Riemann-Liouville satisfaz
a generalização da regra de Leibniz, a saber,
Dαpfgqptq 
8¸
k0

α
k


f pkqptqDαkgptq. (2.17)
Ao observarmos a Eq.(2.17) não é imediato ver que a derivada fracionária do
produto fg é igual a derivada fracionária do produto gf , sendo f e g funções analíticas.
Utilizando a regra de Leibniz para o caso inteiro conforme a Eq.(B.3), podemos escrever
pela Eq.(2.15)
Dαpfgqptq 
8¸
n0

α
n


tnα
Γpn α   1q
n¸
k0

n
k


f pnkqptqgpkqptq

8¸
k0
gpkqptq
8¸
nk

α
n


n
k


tnα
Γpn α   1qf
pnkqptq.
Considerando mudança nÑ n  k, a Eq.(2.16) e rearranjando temos
Dαpfgqptq 
8¸
k0

α
k


gpkqptq
8¸
n0

α  k
n


tn kα
Γpn  k  α   1qf
pnqptq

8¸
k0

α
k


gpkqptqDαkfptq
 Dαpgfqptq.
Portanto a derivada de Riemann-Liouville satisfaz o critério proposto por
Ortigueira e Machado. Caputo [20, 21], tendo em vista a definição de derivada fracionária
segundo Riemann-Liouville, apresentou uma nova definição de derivada fracionária, mais
restritiva que a de Riemann-Liouville. Com esta formulação a derivada de uma constante
é zero [19]. Essas duas formulações são similares cuja diferença encontra-se na ordem dos
operadores de derivação ordinária e de integração fracionária. A derivada fracionária de
Caputo será o objeto de estudo da próxima seção.
2.3 Derivada fracionária segundo Caputo
Em 1967, Caputo [20, 21] reformulou a definição de derivada fracionária de
Riemann-Liouville ao trocar a ordem dos operadores derivada e integral fracionárias. E em
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1969 ele utiliza essa formulação a fim de resolver um problema de viscoelasticidade [21].
Nessa seção apresentaremos a derivada fracionária de Caputo, bem como verificaremos se
esta cumpre o critério proposto por Ortigueira e Machado.
Definição 2.5. Sejam α um número complexo tal que Repαq ¡ 0 e m o menor inteiro
maior que Repαq, assim m 1   Repαq ¤ m. A derivada fracionária segundo Caputo de
uma função causal, suficientemente bem comportada, f é dada por,
D
αfptq  JmαDmfptq,
sendo Jα a integral fracionária conforme Definição 2.2.
Observemos que a derivada de Caputo é uma integral fracionária de uma
derivada de ordem inteira e a derivada de Riemann-Liouville, apresentada na Seção 2.2, é
a derivada de ordem inteira de uma integral fracionária. No entanto, a derivada fracionária
de Caputo é mais restritiva que a derivada fracionária de Riemann-Liouville, uma vez que
para a derivada fracionária de Caputo de ordem α de uma função f exista é necessário
a integrabilidade da derivada de ordem m de f , sendo m  1   Repαq ¤ m [18]. Agora
verificaremos se a derivada de Caputo satisfaz as cinco propriedade do critério de Ortigueira
e Machado.
Linearidade
Mostraremos que a derivada fracionária de Caputo é um operador linear. De
fato, para f e g funções e γ e β escalares temos,
D
αpγf   βgqptq  JmαDmpγf   βgqptq  JmαrγDmfptq   βDmgptqs,
como a integral fracionária é um operador linear segue que a derivada fracionária de
Caputo também é um operador linear.
Derivada de ordem zero
Quando a ordem da derivada é zero, temos que m  0 e assim,
D
0fptq  J0D0fptq  fptq,
portanto a derivada de ordem zero é a própria função.
Derivada de ordem inteira
Quando a ordem α da derivada é um inteiro positivo m, m P N, temos que esta
recupera o caso inteiro, de fato
D
αfptq  J0Dmfptq 
dm
dtm
fptq,
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e quando a ordem da derivada fracionária de Caputo é um inteiro negativo m, sendo
m P N, a integral fracionária de ordem m, Dm  Jm, que é a m-ésima integral (fórmula
integral de Cauchy).
Lei dos expoentes
Vale a lei dos expoentes para a derivada fracionária de Caputo conforme
mostramos na Seção 2.2 para a integral de Riemann-Liouville.
Regra de Leibniz - Generalização
Para verificarmos se a derivada fracionária de Caputo satisfaz a generalização da
regra de Leibniz iremos primeiro considerar o seguinte teorema que relaciona as derivadas
de Caputo e de Riemann-Liouville.
Teorema 2.1. Se α P C e m P N tal que m  1   Repαq ¤ m, então vale a seguinte
relação entre as derivadas fracionárias de Riemann-Liouville e de Caputo,
D
αfptq  Dαfptq 
m1¸
k0
f pkqp0q t
kα
Γpk  α   1q . (2.18)
Demonstração. Como a derivada de Riemann-Liouville é um operador linear temos,
Dα

fptq 
m1¸
k0
f pkqp0q t
k
k!
ff
 Dαfptq Dα
m1¸
k0
f pkqp0q t
k
k!
 Dαfptq 
m1¸
k0
f pkqp0q t
kα
k!
Γpk   1q
Γpk   1  αq
 Dαfptq 
m1¸
k0
f pkqp0q t
kα
Γpk  α  1q .
Assim, mostrar que vale a Eq.(2.18) é o mesmo que mostrar a seguinte equação,
D
αfptq  Dα

fptq 
m1¸
k0
f pkqp0q t
k
k!
ff
. (2.19)
Para demonstrarmos que a Eq.(2.19) é verdadeira, vamos primeiro mostrar que
JnDnfptq  fptq 
n1¸
k0
f pkqp0q t
k
k! , (2.20)
o que faremos por indução. De fato vale a Eq.(2.20) para n  1, pois
J1D1fptq  J1f 1ptq 
» t
0
f 1pτqdτ  fptq  fp0q.
Agora vamos supor que vale a Eq.(2.20) para n  s, ou seja,
JsDsfptq  fptq 
s1¸
k0
f pkqp0q t
k
k! ,
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sendo s P N e mostraremos que vale a Eq.(2.20) para n  s  1. Assim, segue
Js 1Ds 1fptq  J1JsDsf 1ptq.
Utilizando a hipótese de indução temos,
Js 1Ds 1fptq  J1

f 1ptq 
s1¸
k0
f pk 1qp0q t
k
k!


» t
0
f 1pτqdτ 
» t
0
s1¸
k0
f pk 1qp0qτ
k
k! dτ
 fptq  fp0q 
s1¸
k0
f pk 1qp0q
» t
0
τk
k! dτ
 fptq  fp0q 
s1¸
k0
f pk 1qp0q τ
k 1
pk   1qk!
t
0
 fptq  fp0q 
s1¸
k0
f pk 1qp0q t
k 1
pk   1q! . (2.21)
Considerando a mudança de índice k Ñ k  1 na Eq.(2.21), temos
Js 1Ds 1fptq  fptq  fp0q 
s¸
k1
f pkqp0q t
k
k!  fptq 
s¸
k0
f pkqp0q t
k
k! .
Logo, vale a Eq.(2.20). A partir das Eq.(2.20) e Eq.(2.19), para m 1   Repαq ¤ m, podemos
escrever
Dα

fptq 
m1¸
k0
f pkqp0q t
k
k!
ff
 Dα rJmDmfptqs
 DmJmαJmDmfptq
 DmJmJmαDmfptq
 JmαDmfptq  D
αfptq,
como queríamos mostrar. 
Agora, utilizando o Teorema 2.1, iremos obter uma fórmula para a derivada de
Caputo do produto de duas funções em termos da derivada fracionária de Riemann-Liouville.
Na Seção 2.2 mostramos que a derivada de Riemann-Liouville satisfaz a generalização da
regra de Leibniz, então para f e g funções temos,
D
αpfgqptq  Dαpfgqptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q

8¸
k0

α
k


DkfptqDαkgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q ,
portanto, a derivada de Caputo só satisfaz a generalização da regra de Leibniz em termos
da derivada de Riemann-Liouville se a derivada k-ésima do produto de f por g calculado
Capítulo 2. Derivadas fracionárias clássicas 37
em zero for zero ou se a ordem da derivada α for um inteiro, ou seja, nos casos onde as
derivadas de Caputo e de Riemann-Liouville admitem o mesmo valor.
Agora, escreveremos uma regra para a derivada de Caputo do produto de duas
funções em termos da própria derivada de Caputo. Para isso iremos considerar α P C com
m 1   Repαq ¤ m assim pela Eq.(2.18) podemos escrever,
D
αpfgqptq  Dαpfgqptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q .
Como vimos na Seção 2.2, a derivada de Riemann-Liouville satisfaz a generalização da
regra de Leibniz então,
D
αpfgqptq 
8¸
k0

α
k


f pkqptqDαkgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q .
Observemos que o expoente α  k só será maior que zero quando k variar de
zero a m  1, pois m  1   Repαq ¤ m, portanto podemos reescrever a equação acima
como
D
αpfgqptq 
m1¸
k0

α
k


f pkqptqDαkgptq
 
8¸
km

α
k


f pkqptqJkαgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q .
Somando e subtraindo o somatório
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q

temos
D
αpfgqptq 
m1¸
k0

α
k


f pkqptqDαkgptq 
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q

 
8¸
km

α
k


f pkqptqJkαgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q
 
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q


m1¸
k0

α
k


f pkqptq

Dαkgptq 
m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q

 
8¸
km

α
k


f pkqptqJkαgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q
 
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q

.
Pela Eq.(2.18) temos que Dαkgptq  Dαkgptq 
m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q , logo
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D
αpfgqptq 
m1¸
k0

α
k


f pkqptqD
αkgptq  
8¸
km

α
k


f pkqptqJkαgptq

m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q  
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q


8¸
k0

α
k


D
kfptqD
αkgptq 
m1¸
k0
pfgqpkqp0q t
kα
Γpk  α   1q
 
m1¸
k0

α
k


f pkqptq

m1¸
s0
gpsqp0q t
sα k
Γps α   k   1q

. (2.22)
Assim, a derivada de Caputo satisfaz a generalização da regra de Leibniz ligeiramente
diferente das derivadas de Riemman-Liouville e Grünwald-Letnikov, sendo igual a regra
conforme proposto por Ortigueira e Machado em casos especiais quando conseguimos
zerar os últimos dois somatórios, quando por exemplo as derivadas de ordem i, sendo
0   i   m 1 de g em zero são nulas.
Como caso particular consideremos α P C com 0   Repαq ¤ 1. Seja m o menor
inteiro maior que Repαq então m  1 e pela Eq.(2.22) podemos escrever
D
αpfgqptq 
8¸
k0

α
k


f pkqptqD
αkgptq  fp0qgp0q t
α
Γpα   1q   fptqgp0q
tα
Γp1 αq

8¸
k0

α
k


f pkqptqD
αkgptq   gp0qrfptq  fp0qs t
α
Γp1 αq . (2.23)
Observemos que se gp0q for zero ou f for uma função constante o segundo termo da
Eq.(2.23) é zero, e, assim, vale a generalização da regra de Leibniz, conforme o critério
proposto por Ortigueira e Machado. Observemos também pela Eq.(2.23) que a derivada
de Caputo não é simétrica em relação as funções f e g.
2.4 Derivada fracionária segundo Hilfer
Nessa seção apresentaremos a derivada fracionária de Hilfer [39] e depois
verificaremos se esta satisfaz o critério proposto por Ortigueira e Machado. Ressaltamos
que, essa derivada recupera, para particulares valores dos parâmetros, as derivadas de
Riemann-Liouville e de Caputo (no sentido estrito), apresentadas nas seções anteriores,
bem como a derivada de Weyl, que será apresentada na próxima seção.
Definição 2.6. A derivada de Hilfer de ordem α e tipo µ com 0   α   1 e 0 ¤ µ ¤ 1 de
uma função f é dada por
Dα,µa fptq  I
µp1αq
a DI
p1µqp1αq
a fptq,
sendo, as integrais Iαa conforme Eq.(2.7) e Eq.(2.8).
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Se tomarmos a  8 e µ  0 na derivada de Hilfer recuperamos a derivada de
Weyl, que veremos com mais detalhes na próxima seção. Se tomarmos µ  0 e a  0 na
derivada segundo Hilfer à esquerda recuperamos a derivada de Riemann-Liouville, conforme
Definição 2.4, e se tomarmos µ  1 e a  0 na derivada segundo Hilfer à esquerda,
obtemos a derivada de Caputo, conforme Definição 2.5 . De fato, para 0   α   1 temos,
Dα,00  fptq  I
0
0 DI
1α
0  fptq  DJ
1αfptq  Dαfptq,
e
Dα,10  fptq  I
1α
0  DI
0
0 fptq  J
1αDfptq  D
αfptq.
Para um caso mais geral, onde são definidas as derivadas de Riemann-Liouville
e Caputo à direita e à esquerda, diferentemente do que foi feito nesse trabalho, temos para
0   α   1,
Dα,0a  fptq  I
0
a DI
1α
a fptq  DI
1α
a  fptq  D
α
a fptq,
e
Dα,1a  fptq  I
1α
a  DI
0
a fptq  I
1α
a Dfptq  D
α
a fptq.
Observemos que para γ  µ   α  αµ com 0   γ   1 podemos escrever a
derivada de Hilfer em termos da derivada de Riemann-Liouville [32, 44], a saber,
Dα,µa  fptq  I
γα
a  D
γ
a fptq.
Podemos também escrever a derivada de Hilfer em termos da derivada de Caputo, assim
para 0   αµ µ  1   1 temos,
Dα,µa fptq  I
1pαµµ 1q
a DI
p1µqp1αq
a fptq  D
αµµ 1
a I
p1µqp1αq
a fptq.
Ao mostrarmos que a derivada de Hilfer satisfaz o critério proposto por Orti-
gueira e Machado estamos também mostrando que as derivadas de Weyl, Riemann-Liouville
e Caputo satisfazem esses critérios uma vez que essas derivadas são recuperadas através
de valores apropriados para a e µ na derivada de Hilfer. Nessa seção apresentamos as pro-
priedades apenas para a derivada de Hilfer à esquerda, enquanto à direita, o procedimento
é analogo.
Linearidade
Considerando que tanto a derivação de ordem um quanto a integral fracionária
são operadores lineares mostraremos que a derivada de Hilfer é um operador linear. Sejam
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f e g funções, β e γ escalares, 0   α   1 e 0 ¤ µ ¤ 1. Assim,
Dα,µa pβf   γgqpxq 

I
µp1αq
a
d
dx

I
p1µqp1αq
a
	
pβf   γgq

pxq
 I
µp1αq
a
d
dx

βI
p1µqp1αq
a fpxq   γI
p1µqp1αq
a gpxq
	
 I
µp1αq
a

β
d
dx
I
p1µqp1αq
a fpxq   γ
d
dx
I
p1µqp1αq
a gpxq


 β

I
µp1αq
a
d
dx

I
p1µqp1αq
a
	
f

pxq
  γ

I
µp1αq
a
d
dx

I
p1µqp1αq
a
	
g

pxq
 βDα,µa βfpxq   γD
α,µ
a βgpxq.
Portanto, a derivada de Hilfer é um operador linear.
Derivada de ordem zero
Mostraremos agora que a derivada de Hilfer de ordem zero de uma função é a
própria função. De fato,
lim
αÑ0
Dα,µa  fpxq 

Iµa 
d
dx

I
p1µq
a 
	
f

pxq 

Iµa 
 
Iµa 

f

pxq  I0fpxq  fpxq.
Lei dos expoentes
Mostrar que a lei dos expoentes é sastisfeita para α   0 e β   0 é o mesmo que
mostrar que a integral fracionária satisfaz essa propriedade para α ¡ 0 e β ¡ 0 e, conforme
já mencionamos, isso ocorre. Assim, para provar que IαaI
β
a  I
α β
a iremos considerar
alguns lemas. Para uma demonstração diferente ver [19]. Mostraremos que vale a lei dos
expoentes para a integral à esquerda, enquanto para a direita a demonstração é análoga.
Lema 2.5. A integral fracionária à esquerda possui a propriedade
Iβa fptq 
8¸
n0
f pnqptqpt aqn β
Γpn  β   1q

β
n


(2.24)
para t ¡ a e β P C com Repβq ¡ 0.
Demonstração. A demonstração é análoga ao Lema 2.4 para o caso em que Repαq   0. Basta
tomarmos nesse lema α  β e considerar o limite inferior da integral igual a a, o que difere do
referido lema onde o limite inferior é zero. 
Lema 2.6. A integral fracionária à esquerda de um produto de duas funções é dado por
Iβa pfgqptq 
8¸
k0

β
k


f pkqptqIk βa  gptq (2.25)
para t ¡ a e β P C com Repβq ¡ 0.
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Demonstração. Pela Eq.(2.24) temos
Iβa pfgqptq 
8¸
n0
pfgqpnqptqpt aqn β
Γpn  β   1q

β
n


.
Usando a regra de Leibniz para o caso inteiro temos,
Iβa pfgqptq 
8¸
n0

β
n


pt aqn β
Γpn  β   1q
n¸
k0

n
k


f pkqptqgpnkqptq

8¸
k0
8¸
nk

β
n


n
k


pt aqn β
Γpn  β   1qf
pkqptqgpnkqptq

8¸
k0
f pkqptq
8¸
nk

β
n


n
k


pt aqn β
Γpn  β   1qg
pnkqptq.
Introduzindo a mudança nÑ n  k podemos escrever
Iβa pfgqptq 
8¸
k0
f pkqptq
8¸
n0

β
n  k


n  k
k


pt aqn k β
Γpn  k   β   1qg
pnqptq.
Usando a Eq.(2.16) podemos escrever,
Iβa pfgqptq 
8¸
k0
f pkqptq
8¸
n0

β
k


β  k
n


pt aqn k β
Γpn  k   β   1qg
pnqptq

8¸
k0

β
k


f pkqptq
8¸
n0

β  k
n


pt aqn k β
Γpn  k   β   1qg
pnqptq.
Considerando novamente a Eq.(2.24) temos
Iβa pfgqptq 
8¸
k0

β
k


f pkqptqIk βa  gptq,
como queríamos mostrar. 
Agora mostraremos que a integral satisfaz a lei dos expoentes, isso é,
Iγa 

Iβa f
	
ptq  Iγ βa  fptq. (2.26)
Usando a Eq.(2.24) temos
Iγa 

Iβa f
	
ptq  Iγa 

8¸
n0
f pnqptqpt aqn β
Γpn  β   1q

β
n

ff
,
considerando agora a Eq.(2.25) podemos escrever,
Iγa 

Iβa f
	
ptq 
8¸
k0
8¸
n0

β
n


γ
k


f pn kqptqIk γa  rpt aq
β ns
Γpn  β   1q

8¸
k0
8¸
n0

β
n


γ
k


f pn kqptq
Γpn  β   1q
pt aqβ n k γΓpn  β   1q
Γpn  β   1  k   γq .
Introduzindo a mudança k Ñ k  n temos
Iγa 

Iβa f
	
ptq 
8¸
k0
8¸
nk

β
n


γ
k  n


f pkqptq
pt aqβ γ k
Γpβ   γ   1  kq .
Pelas Eq.(2.4) e Eq.(2.24) obtemos o resultado desejado,
Iγa 

Iβa f
	
ptq 
8¸
k0

β  γ
k


f pkqptq
pt aqβ γ k
Γpβ   γ   1  kq  I
β γ
a  fptq.
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Derivada de ordem inteira
Aqui mostraremos que a derivada de Hilfer à esquerda recupera o caso inteiro.
Como a derivada de ordem n com n P N é a inversa à esquerda da n-ésima integração,
ou seja, d
n
dxn
Ina fpxq  fpxq, para mostrar que a derivada de Hilfer recupera a derivação
ordinária quando a ordem é um inteiro positivo, vamos mostrar que Dn,µa  Ina fpxq  fpxq.
Assim, admitindo que vale a lei dos expoentes, temos
Dn,µa  I
n
a fpxq 

I
µp1nq
a 
d
dx

I
p1µqp1nq
a 
	
Ina fpxq
 I
µp1nq
a 
d
dx

I
p1µqp1nq
a 
	
Ina fpxq

 I
µp1nq
a 
d
dx

I
p1µqp1nq n
a 
	
fpxq
 I
µp1nq
a 

I
p1µqp1nq n1
a 
	
fpxq
 I0a fpxq  fpxq.
Regra de Leibniz - Generalização
Nessa seção vamos obter uma fórmula para a derivada de Hilfer do produto de
duas funções. Sejam α e µ, respectivamente, a ordem e o tipo da derivada de Hilfer, com
0   α   1 e 0 ¤ µ ¤ 1. Assim, escrevendo a derivada de Hilfer em termos da derivada de
Caputo temos,
Dα,µa pfgqptq  D
αµµ 1
a I
p1µqp1αq
a pfgqptq,
sendo 0   αµ µ  1   1 e t ¡ a. Utilizando o Lema 2.6, Eq.(2.25), podemos escrever
Dα,µa pfgqptq  D
αµµ 1
a

8¸
k0

p1 µqp1 αq
k


f pkqptqI
k p1µqp1αq
a gptq
ff
.
Como a derivada de Caputo é um operador linear temos,
Dα,µa pfgqptq 
8¸
k0

p1 µqp1 αq
k


D
αµµ 1
a

f pkqptqI
k p1µqp1αq
a  gptq

.
Considerando a regra de Leibniz para a derivada de Caputo, Eq.(2.23), podemos
reescrever a equação anterior como
Dα,µa pfgqptq

8¸
k0

p1 µqp1 αq
k

 8¸
s0

αµ µ  1
s


f pk sqptqD
αµµ 1s
a I
k p1µqp1αq
a gptq
ff
 
8¸
k0

p1 µqp1 αq
k


I
k p1µqp1αq
a gpaqpf
pkqptq  f pkqpaqq
pt aqαµ µ1
Γpµ αµq .
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Introduzindo a mudança k  m s temos,
Dα,µa pfgqptq

8¸
s0
8¸
ms

p1 µqp1 αq
m s


αµ µ  1
s


f pmqptqD
αµµ 1s
a I
ms p1µqp1αq
a gptq
 
8¸
k0

p1 µqp1 αq
k


I
k p1µqp1αq
a gpaqpf
pkqptq  f pkqpaqq
pt aqαµ µ1
Γpµ αµq . (2.27)
Observemos que para s P N, 0   α¯   1 e 0   β¯   1 temos,
D
α¯s
a I
β¯s
a  I
1spα¯sq
a D
1sI β¯sa  I
1α¯
a D
1DsIsaI
β¯
a  I
1α¯
a D
1I β¯a. (2.28)
Tomando α¯  αµ µ  1 e β¯  m  p1 µqp1 αq na Eq.(2.28) obtemos
D
αµµ 1s
a I
m p1µqp1αqs
a  I
µαµ
a D
1I
m p1µqp1αq
a
 I
µp1αq
a D
1I
p1µqp1αq
a I
m
a
 Dα,µa I
m
a
 Dαm,µa . (2.29)
Assim, pelas Eq.(2.27) e Eq.(2.29) segue
Dα,µa pfgqptq 
8¸
s0
8¸
m0

p1 µqp1 αq
m s


αµ µ  1
s


f pmqptqDαm,µa gptq
 
8¸
k0

p1 µqp1 αq
k


I
k p1µqp1αq
a gpaqpf
pkqptq  f pkqpaqq
pt aqαµ µ1
Γpµ αµq .
Usando a Eq.(2.4) temos, uma fórmula para a derivada de Hilfer do produto de duas
funções, a saber,
Dα,µa pfgqptq 
8¸
m0

α
m


f pmqptqDαm,µa gptq
 
8¸
k0

p1 µqp1 αq
k


I
k p1µqp1αq
a gpaqpf
pkqptqf pkqpaqq
pt aqαµ µ1
Γpµ αµq (2.30)
Observemos que se gpaq  0 obtemos a regra de Leibniz explicitamente, con-
forme o critério proposto por Ortigueira e Machado. Observemos também que se tomarmos
µ  0 e µ  1 na Eq.(2.30) recuperamos, respectivamente, a regra de Leibniz para as
derivadas de Riemann-Liouville e de Caputo. De fato, em tais casos, obtemos
Dαpfgqptq  Dα,0a pfgqptq

8¸
m0

α
m


f pmqptqDαma gptq
 
8¸
k0

α  1
k


I
k p1αq
a gpaqpf
pkqptq  f pkqpaqq
pt aq1
Γp0q

8¸
m0

α
m


f pmqptqDαma gptq,
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exatamente a Eq.(2.17) bem como
D
αpfgqptq  Dα,1a pfgqptq

8¸
m0

α
m


f pmqptqD
αm
a gptq
 
8¸
k0

0
k


Ikagpaqpf
pkqptq  f pkqpaqq
pt aqα
Γp1 αq

8¸
m0

α
m


f pmqptqD
αm
a gptq   gpaqpf
pkqptq  f pkqpaqq
pt aqα
Γp1 αq ,
exatamente a Eq.(2.23).
2.5 Derivada fracionária segundo Weyl
Em 1917 Hermann Weyl [100] definiu uma nova derivada fracionária, que hoje
conhecemos por derivada fracionária de Weyl, de manheira similar à aquela conhecida na
época, a derivada de Riemann-Liouville.
Nessa seção apresentaremos a derivada fracionária de Weyl, que pode ser vista
como um caso particular da derivada de Hilfer, conforme Seção 2.4.
Definição 2.7. A derivada de Weyl de ordem α com 0   α   1 de uma função f é dada
por
Wαfptq  
d
dt
I1α fptq,
sendo, Iα as integrais fracionárias de Weyl, à esquerda e à direita, dadas por
Iα fptq 
1
Γpαq
» t
8
fpτqpt τqα1dτ,
Iαfptq 
1
Γpαq
» 8
t
fpτqpτ  tqα1dτ.
Observemos que se tomarmos a  8 e µ  0 na derivada fracionária de
Hilfer, obtemos a derivada fracionária de Weyl. Como mostramos na Seção 2.4, a derivada
fracionária de Hilfer é um operador linear, recupera o caso inteiro, a derivada de ordem zero
é a própria função e vale a lei dos expoentes, portanto valem essas quatros propriedades
para a derivada de Weyl. Para completar o critério proposto por Ortigueira e Machado,
iremos analisar o que ocorre com a derivada do produto de duas funções.
Regra de Leibniz - Generalização
Nessa seção vamos obter uma fórmula para a derivada fracionária de Weyl
do produto de duas funções, baseada na derivada fracionária de Hilfer. Sejam α e µ
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respectivamente a ordem e tipo da derivada fracionária de Hilfer, com 0   α   1 e
0 ¤ µ ¤ 1. Na seção anterior obtivemos a seguinte relação para a derivada fracionária de
Hilfer do produto de duas funções,
Dα,µa pfgqptq 
8¸
m0

α
m


f pmqptqDαm,µa gptq
 
8¸
k0

p1 µqp1 αq
k


I
k p1µqp1αq
a gpaqpf
pkqptq  f pkqpaqq
pt aqα
Γpµ αµq .
Tomando µ  0 e a  8 na equação acima obtemos uma fórmula para a
derivada fracionária de Weyl do produto de duas funções f e g,
Wαpfgqptq 
8¸
m0

α
m


f pmqptqWαm gptq.
Logo, a derivada fracionária de Weyl satisfaz a generalização da regra de Leibniz e por
sua vez cumpre as cinco propriedades do critério de Ortigueira e Machado.
2.6 Derivada fracionária segundo Chen
Nessa seção apresentamos a integral e derivada fracionária de Chen [24, 74]
bem como verificamos que esta cumpre o critério proposto por Ortigueira e Machado .
Definição 2.8. Sejam c P R um valor fixo, α ¡ 0 e f uma função. As integrais fracionárias
de ordem α, à esquerda e à direita, são dadas, respectivamente, por
 I
α
c fpxq 
1
Γpαq
» x
c
fpτqpx τqα1dτ, para x ¡ c
e
I
α
c fpxq 
1
Γpαq
» c
x
fpτqpτ  xqα1dτ, para c ¡ x.
Note através das Definição 2.3 e Definição 2.8 que as integrais fracionárias
de Riemann-Liouville e Chen possuem a mesma expressão.
Definição 2.9. As derivadas fracionárias de Chen de ordem α, sendo 0   α   1, à direita
e à esquerda, de uma função f são, respectivamente,
D
α
c fpxq  
1
Γp1 αq
d
dx
» c
x
pξ  xqαfpξqdξ, sendo x   c,
e
 D
α
c fpxq 
1
Γp1 αq
d
dx
» x
c
px ξqαfpξqdξ, sendo x ¡ c.
Mostraremos que a derivada fracionária de Chen à esquerda satisfaz o critério
proposto por Ortigueira e Machado, de modo análogo pode ser feito para a derivada
fracionária de Chen à direita.
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Linearidade
Sejam f , g funções e a, b escalares, assim
 D
α
c raf   bgspxq 
1
Γp1 αq
d
dx
» x
c
px ξqαraf   bgspξqdξ
 a
1
Γp1 αq
d
dx
» x
c
px ξqαfpξqdξ   b
1
Γp1 αq
d
dx
» x
c
px ξqαgpξqdξ
 a D
α
c rfpxqs   b D
α
c rgpxqs,
sendo x ¡ c. Portanto, a derivada fracionária de Chen à esquerda é um operador linear.
Derivada de ordem zero
Tomando a ordem da derivada de Chen à esquerda igual a zero, pela Definição
2.9, temos para x ¡ c,
 D
0
cfpxq 
1
Γp1q
d
dx
» x
c
px ξq0fpξqdξ 
d
dx
» x
c
fpξqdξ  fpxq.
Logo, o operador  D0c é o operador identidade.
Derivada de ordem inteira
Observemos que podemos escrever a derivada fracionária de Chen à esquerda
em termos da integral fracionária à esquerda,
 D
α
c fpxq 
1
Γp1 αq
d
dx
» x
c
px ξqαfpξqdξ

d
dx
1
Γp1 αq
» x
c
px ξqp1αq1fpξqdξ 
d
dx
 I
1α
c fpxq, (2.31)
sendo x ¡ c. Tomando α  n, sendo n P N, segue
 D
n
c fpxq 
d
dx
 I
1n
c fpxq.
Para n  1, temos  D1cfpxq 
d
dx
 I
0
c fpxq 
d
dx
fpxq e para n ¡ 1 o índice 1  n será
negativo, assim  I1nc fpxq 
dn1
dxn1
fpxq, logo
 D
n
c rfpxqs 
d
dx
 I
1n
c fpxq 
d
dx
dn1
dxn1
fpxq 
dn
dxn
fpxq.
Portanto, para n P N temos  Dnc fpxq 
dn
dxn
fpxq, e, assim, a derivada fracionária de Chen
recupera o caso inteiro quando a ordem da derivada é um inteiro positivo.
Vamos considerar agora a ordem da derivada fracionária de Chen à esquerda
sendo um inteiro negativo n com n P N. Assim,
 D
n
c fpxq   I
n
c fpxq 
1
Γpnq
» x
c
fpτqpx τqn1dτ,
tomando c  0 obtemos a fórmula integral de Cauchy, portanto  Dn0 é a n-ésima
integração recuperando assim o caso inteiro, quando c  0.
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Lei dos expoentes
Sejam α   0 e β   0 então vale a propriedade de semigrupo para a integral de
Chen, uma vez que vale para a integral de Riemann-Liouville e ambas possuem a mesma
fórmula. Essa propriedade também é satisfeita para 0   α   1 e 0   β   1, de fato,
utilizando a Eq.(2.31) podemos escrever para x ¡ c
 D
α
c  D
β
c fpxq 
d
dx
I1αc

 D
β
c fpxq


d
dx
I1αc

1
Γp1 βq
d
dx
» x
c
px ξqβfpξqdξ


d
dx
I1αc

β
Γp1 βq
» x
c
px ξqβ1fpξqdξ


d
dx
I1αc

1
Γpβq
» x
c
px ξqβ1fpξqdξ


d
dx
I1αc I
β
c fpxq 
d
dx
I1pα βqc fpxq   D
α β
c fpxq,
para obter o resultado acima consideramos que vale a lei dos expoentes para a integral
fracionária de Riemann-Liouville, conforme mostrado pela Eq.(2.26). Portanto, vale a lei
dos expoentes para a derivada fracionária de Chen.
Regra de Leibniz - Generalização
Nessa seção mostraremos que a derivada fracionária de Chen à esquerda satisfaz
a generalização da regra de Leibniz. Seja f uma função analítica. Então, podemos escrever
a derivada fracionária de Chen do produto das funções f e g por
 D
α
c rfgspxq 
1
Γp1 αq
d
dx
» x
c
px ξqαfpξqgpξqdξ

1
Γp1 αq
d
dx
» x
c
px ξqα
8¸
n0
f pnqpxqpξ  xqn
n! gpξqdξ

1
Γp1 αq
d
dx
» x
c
8¸
n0
p1qn
n! px ξq
pαnqf pnqpxqgpξqdξ

1
Γp1 αq
d
dx
» x
c
8¸
n0
p1qn
n! px ξq
pαnqf pnqpxqgpξqdξ

1
Γp1 αq
d
dx
8¸
n0
p1qn
n! f
pnqpxq
» x
c
px ξqpαnqgpξqdξ.
Considerando a convergência uniforme da série e utilizando a regra do produto para
derivada de primeira ordem temos,
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 D
α
c rfgspxq 
1
Γp1 αq
8¸
n0
p1qn
n! f
pn 1qpxq
» x
c
px ξqpαnqgpξqdξ
 
1
Γp1 αq
8¸
n0
p1qn
n! f
pnqpxq
d
dx
» x
c
px ξqpαnqgpξqdξ

1
Γp1 αq
8¸
n0
p1qn
n! f
pn 1qpxq
» x
c
px ξqpαnqgpξqdξ
 
1
Γp1 αq
8¸
n0
p1qn
n! f
pnqpxq
Γp1 pα  nqq
Γp1 pα  nqq
d
dx
» x
c
px ξqpαnqgpξqdξ

1
Γp1 αq
8¸
n0
p1qn
n! f
pn 1qpxq
» x
c
px ξqpαnqgpξqdξ
 
1
Γp1 αq
8¸
n0
p1qn
n! f
pnqpxqΓp1 pα  nqq Dαc gpxq.
Utilizando a Eq.(2.14) podemos escrever,
 D
α
c rfgspxq 
8¸
n0

α  1
n


1
Γp1 α   nqf
pn 1qpxq
» x
c
px ξqpαnqgpξqdξ
 
8¸
n0

α  1
n


f pnqpxq D
α
c gpxq

8¸
n0

α  1
n


f pn 1qpxq D
αn1
c gpxq
 
8¸
n0

α  1
n


f pnqpxq D
α
c gpxq.
Introduzindo a mudança nÑ n 1 no primeiro somatório e já rearranjando
temos,
 D
α
c rfgspxq 
8¸
n0

α  1
n 1


f pnqpxq D
αn
c gpxq
 
8¸
n0

α  1
n


f pnqpxq D
α
c gpxq

8¸
n0
f pnqpxq D
αn
c gpxq

α  1
n 1


 

α  1
n



8¸
n0

α
n


f pnqpxq D
αn
c gpxq.
Portanto, vale a generalização da regra de Leibniz para a derivada fracionária de Chen.
2.7 Derivada fracionária segundo Jumarie
Nessa seção apresentamos a derivada fracionária de Jumarie, também conhecida
como derivada de Riemann-Liouville modificada. Essa derivada foi introduzida por Jumarie
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[42, 43] com o intuito de corrigir o fato que a derivada de Riemann-Liouville, vista na
Seção 2.2, de uma constante não ser necessariamente zero.
Definição 2.10. A derivada fracionária de Jumarie de ordem α de uma função f é dada
por
DαJfpxq 
$''''&
''''%
1
Γpαq
» x
0
px ξqα1fpξqdξ, para α   0;
1
Γp1 αq
d
dx
» x
0
px ξqαrfpξq  fp0qsdξ, para 0   α   1;
pDαnJ fpxqq
pnq, n ¤ α   n  1, para n ¥ 1.
Observemos que, de fato, a derivada fracionária de Jumarie de ordem α de uma
constante é zero, pois para fpxq  c sendo c P N, temos
• para 0   α   1
DαJfpxq 
1
Γp1 αq
d
dx
» x
0
px ξqαrc csdξ  0;
• para n ¤ α   n  1, sendo para n ¥ 1 temos
DαJfpxq  pD
αn
J fpxqq
pnq 
dn
dxn

1
Γp1 α   nq
d
dx
» x
0
px ξqα nrc csdξ

 0.
Agora verificaremos se a derivada fracionária de Jumarie satisfaz as cinco
propriedades do critério proposto por Ortigueira e Machado.
Linearidade
Sejam f e g funções e a, b escalares. Então, para α   0 temos pela Definição
2.2 que DαJ  Jα e a integral fracionária é um operador linear. Portanto, a derivada
fracionária de Jumarie de ordem α sendo α   0 é um operador linear. Para 0 ¤ α   1
temos
DαJ raf   bgspxq 
1
Γp1 αq
d
dx
» x
0
px ξqαrpaf   bgqpξq  paf   bgqp0qsdξ

1
Γp1 αq
d
dx
» x
0
px ξqαrapfpξq  fp0qq   bpgpξq  gp0qqsdξ
 aDαJfpxq   bD
α
Jgpxq,
portanto para 0   α   1 a derivada fracionária de Jumarie de ordem α é um operador
linear. Para n ¤ α   n 1, sendo n ¥ 1 temos DαJfpxq  pDαnJ fpxqqpnq, mas 0 ¤ αn   1
e como a derivada fracionária de Jumarie de ordem α com 0 ¤ α   1 e a derivada ordinária
de ordem n são operadores lineares temos que a derivada fracionária de Jumarie para
n ¤ α   n  1 também é um operador linear.
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Derivada de ordem zero
Considerando a ordem igual a zero na derivada fracionária de Jumarie temos,
D0Jfpxq 
d
dx
» x
0
rfpξq  fp0qsdξ  fpxq  fp0q
Portanto, a derivada fracionária de Jumarie de ordem zero de uma função só será a própria
função se fp0q  0.
Derivada de ordem inteira
Seja n P N. Então a derivada fracionária de Jumarie de ordem n é dada por
pD0Jfpxqq
pnq  pfpxq  fp0qqpnq  f pnqpxq.
E, para n P N a derivada fracionária de Jumarie de ordem n é a integral fracionária de
Riemann-Liouville de ordem n. Portanto, a derivada fracionária de Jumarie recupera o
caso inteiro.
Lei dos expoentes
Vale a lei dos expoentes conforme mostramos na Seção 2.2.
Regra de Leibniz - Generalização
Pelo Lema 2.6 temos que vale a generalização da regra de Leibniz para a
derivada fracionária de Jumarie de ordem α, sendo α   0. Seja 0   α   1. Então temos a
seguinte relação entre as derivadas fracionárias de Riemann-Liouville e de Jumarie de uma
função f , DαJfpxq  Dαrfpxq  fp0qs. Assim, para f e g funções e considerando a regra
de Leibniz para a derivada fracionária de Riemann-Liouville temos,
DαJ rfgpxqs  D
αrfgpxq  fgp0qs
 Dαrfgpxqs Dαrfgp0qs

8¸
i0

α
i


f piqpxqDαigpxq Dαrfgp0qs

8¸
i0

α
i


f piqpxqDαigpxq 
8¸
i0

α
i


f piqpxqDαigp0q Dαrfgp0qs
 
8¸
i0

α
i


f piqpxqDαigp0q

8¸
i0

α
i


f piqpxqDαirgpxq  gp0qs Dαrfgp0qs  
8¸
i0

α
i


f piqpxqDαigp0q

8¸
i0

α
i


f piqpxqDαiJ gpxq D
αrfgp0qs  
8¸
i0

α
i


f piqpxqDαigp0q.
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Como tanto pfgqp0q e gp0q são constantes, vamos calcular a derivada fracionária
de Riemann-Liouville de ordem α de uma constante c para substituirmos na equação
acima e obter uma relação envolvendo a derivada do produto de duas funções que dependa
apenas da derivada fracionária de Jumarie. Seja 0   α   1. Assim,
Dαc  D1J1αc  D1
t1αc
Γp1 α   1q 
p1 αqtαc
Γp2 αq 
tαc
Γp1 αq .
Logo,
DαJ rfgpxqs
8¸
i0

α
i


f piqpxqDαiJ gpxq
xαfp0qgp0q
Γp1 αq  
8¸
i0

α
i


f piqpxq
xα igp0q
Γp1 α   iq .(2.32)
Observemos que se gp0q  0 recuperamos a generalização da regra de Leibniz,
conforme o critério proposto por Ortigueira e Machado.
Por fim, para n ¤ α   n  1, sendo n ¥ 1, temos
D αJ rfgpxqs
 pDαnJ fgpxqq
pnq


8¸
i0

α  n
i


f piqpxqDαniJ gpxq
xα nfp0qgp0q
Γp1 α   nq  
8¸
i0

α  n
i


f piqpxq
xα n igp0q
Γp1 α   n  iq
ffpnq
.
Usando a regra de Leibniz para o caso inteiro, conforme Apêndice B, podemos escrever,
DαJ rfgpxqs 
8¸
i0

α  n
i

 8¸
s0

n
s


f pi sqpxqDnsDαniJ gpxq 
Γpα n 1q
Γpα 1q x
αfp0qgp0q
Γp1 α   nq
 
8¸
i0

α  n
i


gp0q
Γp1 α   n  iq
8¸
s0

n
s


f pi sqpxqDnspxα n iq

8¸
i0
8¸
s0

α  n
i


n
s


f pi sqpxqDαsiJ gpxq 
xαfp0qgp0q
Γpα   1q
 
8¸
i0

α  n
i


gp0q
Γp1 α   n  iq
8¸
s0

n
s


f pi sqpxq
Γpα   n  i  1q
Γpα   s  i  1qx
α i s.
Agora introduzimos a mudança de variável j  i  s, logo
DαJ rfgpxqs 
8¸
j0
8¸
s0

α  n
j  s


n
s


f pjqpxqDαjJ gpxq 
xαfp0qgp0q
Γpα   1q
 
8¸
j0
8¸
s0

α  n
j  s


n
s


gp0q
Γpα   j   1qf
pjqpxqxα t.
Por fim, utilizando a Eq.(2.4), segue
DαJ rfgpxqs 
8¸
j0

α
j


f pjqpxqDαjJ gpxq
xαfp0qgp0q
Γp1 αq  
8¸
j0

α
j


f pjqpxq
xα jgp0q
Γp1 α   jq .(2.33)
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Novamente, pelas Eq.(2.32) e Eq.(2.33) temos que a derivada fracionária de
Jumarie de ordem α tanto com 0   α   1 quanto para n ¤ α   n  1, sendo n ¥ 1, tem a
mesma equação para a derivada do produto de duas funções. Assim, podemos resumir, a
derivada fracionária de Jumarie do produto de duas funções da seguinte forma:
DαJ rfgpxqs

$'''&
'''%
8¸
j0

α
j


f pjqpxqDαjJ gpxq, para α   0;
8¸
j0

α
j


f pjqpxqDαjJ gpxq
xαfp0qgp0q
Γp1 αq  
8¸
j0

α
j


f pjqpxq
xα jgp0q
Γp1 α   jq , para α ¡ 0.
2.8 Hilfer-Katugampola
Essa seção é dedicada ao estudo da derivada fracionária de Hilfer-Katugampola,
que foi definida recentemente [62]. Como veremos no decorrer dessa seção, essa derivada,
depedendo da escolha apropriada de seus parâmetros recupera as conhecidas derivadas
fracionárias de Hilfer, Hilfer-Hadamard, Riemann-Liouville, Hadamard, Caputo, Caputo-
Hadamard, Liouville e Weyl. Essa nova formulação é definida em termos da integral
fracionária generalizada [47], que é uma generalização das integrais de Riemann-Liouville
e Hadamard. Assim, antes de verificarmos se a derivada fracionária de Hilfer-Katugampola
cumpre as propriedades do critério de Ortigueira e Machado apresentaremos as definições
das derivadas fracionárias que essa generalizam e que ainda não foram apresentadas nesse
trabalho. Começamos essa seção com a definição da integral fracionária generalizada.
Definição 2.11. Sejam α, ρ, c P R com α ¡ 0 e ρ ¡ 0. As integrais fracionárias generali-
zadas à esquerda e à direita de uma função f , sendo2 f P Xpc pa, bq, são, respectivamente,
dadas por
ρI αa fpxq 
ρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1fptqdt, para x ¡ a,
e
ρI αbfpxq 
ρ1α
Γpαq
» b
x
tρ1ptρ  xρqα1fptqdt, para x   b.
Apresentamos agora a definição das derivadas fracionárias de Hilfer-Katugampola
à esquerda e à direita conforme introduzidas em [62].
Definição 2.12. Sejam n 1   α ¤ n, com n P N e 0 ¤ β ¤ 1, respectivamente a ordem
e o tipo da derivada. A derivada fracionária de Hilfer-Katugampola, com ρ ¡ 0, da função
f é definida por
ρDα,βa fpxq 

ρI βpnαqa

t1ρ
d
dt

n
ρI p1βqpnαqa f


pxq. (2.34)
2 Xpc pa, bq consiste nas funções de valor complexo mensuráveis de Lebesgue.
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Note que essa nova formulação recupera as derivadas fracionárias de Riemann-
Liouville, vista na Seção 2.2, quando ρ Ñ 1 e β  0; Caputo, apresentada na Seção 2.3
quando ρÑ 1 e β  1; Hilfer, apresentada na Seção 2.4, quando tomamos ρÑ 1, e, por
fim, Weyl, vista na Seção 2.5 quando tomamos ρÑ 1, β  0 e aÑ 8. Recupera também
as formulações de Hilfer-Hadamard, quando ρÑ 0 , Caputo-Hadamard, quando ρÑ 0 
e β  1, e Hadamard quando ρÑ 0  e β  0, cujas definições apresentamos a seguir.
Tendo em vista a derivada fracionária de Hilfer, foi introduzida em [73] uma
nova derivada fracionária, a conhecida derivada fracionária Hilfer-Hadamard.
Definição 2.13. A derivada fracionária de Hilfer-Hadamard de ordem α sendo 0   α   1
e tipo β com 0 ¤ β ¤ 1 é dada por
Dα,βa  fptq 

I βp1αqa 

t
d
dt


I p1βqp1αqa  f


ptq.
Apresentamos agora as definições das derivada e integral fracionárias de Hada-
mard [49].
Definição 2.14. Sejam α ¡ 0 e pa, bq um intervalo limitado ou ilimitado de R. As integrais
fracionárias de Hadamard à esquerda e à direita são dadas por
Iαa fpxq 
1
Γpαq
» x
a

ln x
t
	α1
fptq
dt
t
,
para x ¡ a e
Iαbfpxq 
1
Γpαq
» b
x

ln t
x

α1
fptq
dt
t
,
para b ¡ x, respectivamente, sendo a integral de ordem zero o operador identidade.
A derivada fracionária de Hadamard é definida em termos da integral de
Hadamard, conforme apresentamos a seguir.
Definição 2.15. Sejam α ¡ 0, n P N, tal que n 1   α   n. As derivadas fracionárias
de Hadamard à esquerda e à direita são dadas, respectivamente, por
Dαa fpxq 

x
d
dx

n  1
Γpn αq
» x
a

ln x
t
	nα 1
fptq
dt
t

,
para x ¡ a e
Dαbfpxq 

x
d
dx

n  1
Γpn αq
» b
x

ln x
t
	nα 1
fptq
dt
t

,
para b ¡ x.
Enfim, mencionamos a derivada fracionária de Caputo-Hadamard conforme
introduzida em [40].
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Definição 2.16. Sejam Dαa fpxq e Dαbfpxq as derivadas fracionárias de Hadamard de
ordem α com α ¥ 0. As derivadas de Caputo-Hadamard à esquerda e à direita são dadas
por
CDαa fpxq 

Dαa 

fptq 
n1¸
k0
δkfpaq
k!

ln t
a

kff
pxq,
e
CDαbfpxq 

Dαb

fptq 
n1¸
k0
p1qkδkfpbq
k!

ln b
t

kff
pxq,
sendo δ 

t
d
dt


.
Iremos agora verificar se a derivada fracionária de Hilfer-Katugampola que
contém como casos particulares, além das já mencionadas, aquelas acima apresentadas, sa-
tisfaz as propriedades do critério de Ortigueira e Machado. Para tal, usaremos a formulação
para a derivada à esquerda.
Linearidade
Sejam d e e escalares e f e g funções. Para mostrar que a derivada fracionária
de Hilfer-Katugampola é um operador linear vamos primeiro mostrar que a integral
generalizada, conforme Definição 2.11, é um operador linear. Assim, para α, ρ, c P R
com α ¡ 0 e ρ ¡ 0 temos
ρI αa pdf   egqpxq 
ρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1pdf   egqptqdt

dρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1fptqdt 
eρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1gptqdt
 dρI αa fpxq   e
ρI αa gpxq.
Assim, levando em consideração que a derivada de ordem inteira n e a integral
generalizada são operadores lineares temos
ρDα,βa  pdf   egqpxq 

ρI βpnαqa 

tρ1
d
dt

n
ρI p1βqpnαqa  pdf   egq


pxq
 ρI βpnαqa 

xρ1
d
dx

n  
dρI αa fpxq   e
ρI αa gpxq

 dρI βpnαqa 

xρ1
d
dx

n
ρI αa fpxq   e
ρI βpnαqa 

xρ1
d
dx

n
ρI αa gpxq
 dρDα,βa  fpxq   e
ρDα,βa  gpxq.
Portanto, a derivada fracionária de Hilfer-Katugampola é um operador linear.
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Derivada de ordem zero
Sejam α  0 e e 0 ¤ β ¤ 1, assim n  0 e podemos escrever
ρD0,βa  fpxq 

ρI 0a 

tρ1
d
dt

0
ρI 0a f

pxq  fpxq,
recuperando assim a função original.
Derivada de ordem inteira
Consideramos agora a ordem da derivada sendo um inteiro positivo n com
n P N. Assim, para 0 ¤ β ¤ 1 e ρ ¡ 0 temos,
ρDn,βa  fpxq 

ρI 0a 

tρ1
d
dt

n
ρI 0a f


pxq


xρ1
d
dx

n
fpxq,
E quando ρ  1, recuperamos o caso inteiro.
Lei dos expoentes
Iremos mostrar que a integral fracionária generalizada à esquerda satisfaz a
lei dos expoentes, para a integral à direita a demonstração é análoga. Sejam α, β, ρ, c P R
com α ¡ 0, β ¡ 0 e ρ ¡ 0. Assim, para x ¡ a,
ρI αa 
ρI βa fpxq 
ρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1ρI βa fptqdt

ρ2αβ
ΓpαqΓpβq
» x
a
tρ1pxρ  tρqα1
» t
a
τ ρ1ptρ  τ ρqβ1fpτqdτ

dt.
Permutando a ordem das integrais e rearranjando podemos escrever,
ρI αa 
ρI βa fpxq 
ρ2αβ
ΓpαqΓpβq
» x
a
τ ρ1fpτq
» x
τ
tρ1pxρ  tρqα1ptρ  τ ρqβ1dtdτ.
Consideremos agora a mudança y  t
ρ  τ ρ
xρ  τ ρ
, assim tρ  ypxρ  τ ρq   τ ρ e portanto,
ρI αa 
ρI βa fpxq

ρ2αβ
ΓpαqΓpβq
» x
a
τ ρ1fpτq
» 1
0
pxρ  τ ρ  ypxρ  τ ρqqα1 pypxρ  τ ρqqβ1
xρ  τ ρ
ρ
dydτ

ρ1αβ
ΓpαqΓpβq
» x
a
τ ρ1pxρ  τ ρqα β1fpτq
» 1
0
p1 yqα1 pyqβ1 dydτ.
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A integral resultante é a conhecida função beta, Bpα, βq. Utilizando a relação entre as
funções gama e beta, podemos escrever,
ρI αa 
ρI βa fpxq 
ρ1αβ
ΓpαqΓpβq
» x
a
τ ρ1pxρ  τ ρqα β1fpτq
ΓpαqΓpβq
Γpα   βq dτ

ρ1αβ
Γpα   βq
» x
a
τ ρ1pxρ  τ ρqα β1fpτqdτ
 ρI α βa  fpxq.
E, portanto, vale a lei dos expoentes também conhecida como propriedade de semigrupo.
Regra de Leibniz - Generalização
Nessa seção vamos obter uma fórmula para derivada fracionária de Hilfer-
Katugampola do produto de duas funções, aqui iremos considerar a ordem da derivada
entre zero e um, ou seja, 0   α ¤ 1. Para obtermos tal fórmula iremos considerar o seguinte
resultado.
Lema 2.7. Sejam α ¡ 0 e ρ ¡ 0. A integral fracionária generalizada da função f possui
a propriedade,
ρI αa fpxq  ρ
α
8¸
n0

α
n


f pnqpxqpxρ  aρqα n
Γpα   n  1q , (2.35)
para x ¡ a.
Demonstração. Suponhamos que podemos escrever a função f através da série
fptq 
8¸
n0
f pnqpxqptρ  xρqn
n! .
Assim pela Definição 2.11 podemos escrever para x ¡ a,
ρI αa fpxq 
ρ1α
Γpαq
» x
a
tρ1pxρ  tρqα1
8¸
n0
f pnqpxqptρ  xρqn
n! dt

ρ1α
Γpαq
8¸
n0
p1qnf pnqpxq
n!
» x
a
tρ1pxρ  tρqα1 ndt.
Consideremos a mudança u  xρ  tρ na integral, assim
ρI αa fpxq 
ρ1α
Γpαq
8¸
n0
p1qnf pnqpxq
n!

ρ1
» 0
xρaρ
uα1 ndt


ρα
Γpαq
8¸
n0
p1qnf pnqpxq
n!


uα n
α  n
0
xρaρ

ρα
Γpαq
8¸
n0
p1qnf pnqpxq
n!
pxρ  aρqα n
α  n
.
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Multiplicando a equação acima por Γpα  nqΓpα  nq temos,
ρI αa fpxq 
ρα
Γpαq
8¸
n0
p1qnf pnqpxq
n!
pxρ  aρqα nΓpα  nq
Γpα  n  1q .
Pela Eq.(2.14) temos
ρI αa fpxq  ρ
α
8¸
n0

α
n


f pnqpxqpxρ  aρqα n
Γpα  n  1q ,
como queríamos mostrar. 
Vamos agora, utilizando o Lema 2.7, obter uma fórmula para a integral
do produto de duas funções para posteriormente obter uma fórmula para a derivada
Hilfer-Katugampola do produto de duas funções.
Lema 2.8. Sejam f e g funções, α ¡ 0 e ρ ¡ 0. A integral fracionária generalizada do
produto das funções f e g satisfaz a equação,
ρI αa pfgqpxq 
8¸
k0

α
k


ρkf pkqpxqρI α ka  gpxq, (2.36)
para x ¡ a.
Demonstração. Pela Eq.(2.35) podemos escrever,
ρI αa pfgqpxq  ρ
α
8¸
n0

α
n


pfgqpnqpxqpxρ  aρqα n
Γpα  n  1q .
Usando a regra de Leibniz para o caso inteiro temos,
ρI αa pfgqpxq  ρ
α
8¸
n0

α
n

 n¸
k0

n
k


f pkqpxqgpnkqpxq
pxρ  aρqα n
Γpα  n  1q
 ρα
8¸
k0
f pkqpxq
8¸
nk

α
n


n
k


gpnkqpxq
pxρ  aρqα n
Γpα  n  1q .
Considerando a mudança de variável nÑ n  k temos,
ρI αa pfgqpxq  ρ
α
8¸
k0
f pkqpxq
8¸
n0

α
n  k


n  k
k


gpnqpxq
pxρ  aρqα n k
Γpα  n  k   1q .
Pela Eq.(2.16) temos que

α
n  k


n  k
k




α
k


α k
n


. Assim,
ρI αa pfgqpxq  ρ
α
8¸
k0

α
k


f pkqpxq
8¸
n0

α k
n


gpnqpxq
pxρ  aρqα n k
Γpα  n  k   1q .
Utilizando a Eq.(2.35) temos o resultado desejado, a saber,
ρI αa pfgqpxq 
8¸
k0

α
k


ρkf pkqpxqρI α ka  gpxq.
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
Tendo em vista o lema acima vamos agora obter uma fórmula para a derivada
Hilfer-Katugampola do produto de duas funções f e g. Pela Eq.(2.34) e considerando
0   α   1, ou seja, n  1, temos,
ρDα,βa  pfgqpxq 
ρI βp1αqa 

x1ρ
d
dx


ρI p1βqp1αqa  pfgqpxq.
Podemos reescrever a equação acima utilizando a Eq.(2.36) como
ρDα,βa  pfgqpxq 
ρI βp1αqa 

x1ρ
d
dx

 8¸
k0

p1 βqp1 αq
k


ρkf pkqpxqρI p1βqp1αq ka  gpxq.
Derivando termo a termo em relação a x obtemos,
ρDα,βa  pfgqpxq
ρI βp1αqa 
8¸
k0

p1 βqp1 αq
k


ρkx1ρf pk 1qpxqρI p1βqp1αq ka  gpxq
  ρI βp1αqa 
8¸
k0

p1 βqp1 αq
k


ρkx1ρf pkqpxq
d
dx
ρI p1βqp1αq ka  gpxq
 ρI βp1αqa 
8¸
k0

p1 βqp1 αq
k


ρkx1ρf pk 1qpxqρI p1βqp1αq ka  gpxq
 
8¸
k0

p1 βqp1 αq
k


ρkρI βp1αqa 

f pkqpxqx1ρ
d
dx
ρI p1βqp1αq ka  gpxq


.
Considerando que a integral generalizada é um operador linear e novamente pela Eq.(2.36)
temos
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρkρI βp1αqa 

x1ρf pk 1qpxqρI p1βqp1αq ka  gpxq

 
8¸
k0

p1 βqp1 αq
k


ρk

8¸
m0

βp1 αq
m


ρmf pk mqpxqρI βp1αq ma  x
1ρ d
dx
ρI p1βqp1αq ka  gpxq.
Mais uma vez pela Eq.(2.36) podemos escrever
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρk

8¸
s0

βp1 αq
s


ρs
ds
dxs

x1ρf pk 1qpxq

ρI βp1αq sa 
ρI p1βqp1αq ka  gpxq
 
8¸
k0

p1 βqp1 αq
k


ρk
8¸
m0

βp1 αq
m


ρmf pk mqpxqρI ma 
ρDα,βa 
ρI ka gpxq.
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Usando a regra de Leibniz para o caso inteiro e considerando que vale a lei dos expoentes
para a integral generalizada obtemos,
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρk
8¸
s0

βp1 αq
s


ρs

s¸
n0

s
n


Γp2 ρq
Γp2 ρ nqx
1ρnf pk sn 1qpxqρI s k 1αa  gpxq
 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρI ka gpxq

8¸
k0

p1 βqp1 αq
k


ρk

8¸
n0
8¸
sn

βp1 αq
s


s
n


ρs
Γp2 ρq
Γp2 ρ nqx
1ρnf pk sn 1qpxqρI s k 1αa  gpxq
 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρI ka gpxq.
Tomemos agora a mudança de índice sÑ s  n, assim
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρk

8¸
n0
8¸
s0

βp1 αq
s  n


s  n
n


ρs n
Γp2 ρq
Γp2 ρ nqx
1ρnf pk s 1qpxqρI s n k 1αa  gpxq
 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρI ka gpxq.
Pela Eq.(2.16) temos que
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρk

8¸
n0
8¸
s0

βp1 αq
n


βp1 αq  k
s


ρs n
Γp2 ρq
Γp2 ρ nqx
1ρnf pk s 1qpxqρI s n k 1αa  gpxq
 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρI ka gpxq

8¸
k0

p1 βqp1 αq
k


ρk
8¸
n0

βp1 αq
n


Γp2 ρq
Γp2 ρ nqx
1ρn

8¸
s0

βp1 αq  k
s


ρs nf pk s 1qpxqρI s n k 1αa  gpxq
 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρ.I ka gpxq.
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Novamente pela Eq.(2.36) podemos escrever a seguinte equação para a derivada
Hilfer-Katugampola do produto de duas funções,
ρDα,βa  pfgqpxq

8¸
k0

p1 βqp1 αq
k


ρk

8¸
n0

βp1 αq
n


Γp2 ρq
Γp2 ρ nqx
1ρnρnρI βp1αq ka 

f pk 1qpxqρI βp1αq n 1αa  gpxq

 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρ.I ka gpxq

8¸
k0
8¸
n0

p1 βqp1 αq
k


βp1 αq
n


ρn k
Γp2 ρq
Γp2 ρ nqx
1ρn
 ρI βp1αq ka 

f pk 1qpxqρI βp1αq n 1αa  gpxq

 
8¸
k0
8¸
m0

p1 βqp1 αq
k


βp1 αq
m


ρk mf pk mqpxqρI ma 
ρDα,βa 
ρ.I ka gpxq,
obtendo assim uma equação para a derivada de Hilfer-Katugampola do produto de duas
funções, bem diferente daquela proposta por Ortigueira e Machado [70].
2.9 Derivada fracionária ψ-Hilfer
Recentemente, Souza e Oliveira [84] propuseram uma nova formulação para
a derivada fracionária, a chamada, derivada fracionária ψ-Hilfer. Sugumarana et al. [91]
apresentaram condições necessárias para a existência de solução de uma equação diferencial
utililizando a derivada fracionária ψ-Hilfer envolvendo ordem complexa.
Essa nova formulação generaliza vinte e duas outras derivadas fracionárias [84],
dentre elas, as derivadas de Riemann-Liouville, Caputo, Weyl, Chen e Jumarie vista nas se-
ções anteriores bem como as derivadas ψ-Caputo, ψ-Riemann-Liouville, Katugampola, Ha-
damard, Caputo-Hadamard, Caputo-Katugampola, Hilfer-Hadamard, Hilfer-Katugampola,
Riemann, Prabhakar, Erdélyi-Kober, Liouville, Liouville-Caputo, Riesz, Feller, Cossar e
Caputo-Riesz.
Aqui, apresentaremos a definição dessa nova formulação bem como a definição
de dois importantes casos particulares, a saber, as derivadas ψ-Caputo e ψ-Riemann-
Liouville, pois essas serão utilizadas mais adiante nessa seção e também verificaremos a
validade do critério proposto por Ortigueira e Machado. As derivadas fracionárias ψ-Hilfer,
ψ-Caputo e ψ-Riemann-Liouville são definidas em termos de uma integral fracionária,
assim apresentamos primeiro a definição dessa integral introduzida em 1993 por Samko et
al. [78].
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Definição 2.17. Sejam pa, bq com 8 ¤ a   b ¤ 8 um intervalo na reta real, α ¡ 0 e
ψpxq uma função monótona crescente e positiva em pa, bs, cuja derivada é contínua em
pa, bq. As integrais fracionárias de uma função f , em relação a função ψ, à esquerda e à
direita, respectivamente, são
Iα;ψa  fpxq 
1
Γpαq
» x
a
ψ1ptqrψpxq  ψptqsα1fptqdt
e
Iα;ψb fpxq 
1
Γpαq
» b
x
ψ1ptqrψptq  ψpxqsα1fptqdt.
Observe que podemos relacionar as integrais de Riemann-Liouville, Definição
2.3, com as integrais da Definição 2.17 através das equações [50, 78],
Iα;ψa  fpxq  QψI
α
ψpaq Q
1
ψ fpxq (2.37)
e
Iα;ψb fpxq  QψI
α
ψpbqQ
1
ψ fpxq.
onde Qψfpxq  fpψpxqq e Q1ψ o operador inverso. Diante dessas relações, muitas pro-
priedades da integral de Riemann-Liouville são satisfeitas para a integral fracionária em
relação a função ψ como veremos adiante, por exemplo, a lei dos expoentes. Apresentamos
agora as definições das derivadas fracionárias ψ-Riemann-Liouville [50] e ψ-Caputo [6],
respectivamente.
Definição 2.18. Sejam n  1   α ¤ n com n P N, I  ra, bs um intervalo tal que
8 ¤ a   b ¤ 8, ψ uma função crescente tal que ψ1pxq  0 para todo x P I e
ψ P Cnpra, bs,Rq, f P Cnpra, bs,Rq. As derivadas fracionárias ψ-Riemann-Liouville de
ordem α, à esquerda e à direita, de uma função f são, respectivamente,
RLDα;ψa  fpxq 

1
ψ1pxq
d
dx

n
I
pnαq;ψ
a  fpxq
e
RLDα;ψb fpxq 


1
ψ1pxq
d
dx

n
I
pnαq;ψ
b fpxq.
Definição 2.19. Sejam n  1   α ¤ n com n P N, I  ra, bs um intervalo tal que
8 ¤ a   b ¤ 8, ψ uma função crescente tal que ψ1pxq  0 para todo x P I e
ψ P Cnpra, bs,Rq, f P Cnpra, bs,Rq. As derivadas fracionárias ψ-Caputo de ordem α, à
esquerda e à direita, de uma função f são, respectivamente,
CDα;ψa  fpxq  I
pnαq;ψ
a 

1
ψ1pxq
d
dx

n
fpxq
e
CDα;ψb fpxq  I
pnαq;ψ
b


1
ψ1pxq
d
dx

n
fpxq.
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Apresentamos a definição da derivada fracionária ψ-Hilfer conforme introduzida
em [83, 84].
Definição 2.20. Sejam n  1   α ¤ n com n P N, I  ra, bs um intervalo tal que
8 ¤ a   b ¤ 8, ψ uma função crescente tal que ψ1pxq  0 para todo x P I e
ψ P Cnpra, bs,Rq, f P Cnpra, bs,Rq. A derivada fracionária ψ-Hilfer de ordem α e tipo β
com 0 ¤ β ¤ 1, à esquerda e à direita, de uma função f são, respectivamente,
HDα,β;ψa  fpxq  I
βpnαq;ψ
a 

1
ψ1pxq
d
dx

n
I
p1βqpnαq;ψ
a  fpxq
e
HDα,β;ψb fpxq  I
βpnαq;ψ
b


1
ψ1pxq
d
dx

n
I
p1βqpnαq;ψ
b fpxq.
A partir daqui iremos trabalhar apenas com a formulação da derivada à esquerda.
Podemos escrever a derivada ψ-Hilfer em termos das derivadas de ψ-Riemann-Liouville e
ψ-Caputo das seguintes formas,
HDα,β;ψa  fpxq  I
βpnαq;ψ
a 
RLDα βpnαq;ψa  fpxq,
e
HDα,β;ψa  fpxq  CD
βpαnq n;ψ
a  I
p1βqpnαq;ψ
a  fpxq. (2.38)
Observamos que a derivada ψ-Hilfer generaliza as derivadas fracionárias de
Riemann-Liouville, Caputo, Weyl, Chen, Jumarie, ψ-Riemann-Liouville e ψ-Caputo. De
fato, ao tomarmos ψpxq  x e β  0 na Definição 2.20 temos
HDα,0;xa  fpxq  I0;xa 

d
dx

n
I
pnαq;x
a  fpxq 
1
Γpn αq
dn
dtn
» x
a
px tqnα1fptqdt  Dαfpxq,
ou seja, a derivada de Riemann-Liouville vista na Seção 2.2. Ao tomarmos ψpxq  x e o
β  1 na derivada ψ-Hilfer temos,
HDα,1;xa  fpxq  Inα;xa 

d
dx

n
I0;xa fpxq 
1
Γpn αq
» x
a
px tqnα1
dn
dtn
fptqdt  D
αfpxq,
que é a derivada de Caputo apresentada na Seção 2.3. Ao considerarmos ψpxq  x, a  8,
0   α   1 e β  0 na derivada à esquerda ψ-Hilfer recuperamos a derivada de Weyl à
esquerda apresentada na Seção 2.5, a saber,
HDα,0;x8 fpxq  I0;x8
d
dx
I
pnαq;x
8 fpxq 
1
Γp1 αq
d
dt
» x
8
px tqαfptqdt  Wα fpxq.
Por fim, tomando ψpxq  x, β  0 e 0   α   1 na Definição 2.20 temos
HDα,0;xa  fpxq  I0;xa 

d
dx

n
I
p1αq;x
a  fpxq 
1
Γp1 αq
d
dt
» x
a
px tqαfptqdt   D
α
c fpxq.
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ou seja, a derivada de Chen vista na Seção 2.6. Tomando ψpxq  x, a  0, gpxq 
fpxq  fp0q, 0   α   1 e β  0 na derivada ψ-Hilfer obtemos a derivada de Jumarie para
0   α   1 apresentada na Seção 2.7, de fato,
HDα,0;x0  gpxq  I
0;x
0 
d
dx
I
p1αq;x
0  rfpxq  fp0qs

1
Γp1 αq
d
dt
» x
0
px tqαrfptq  fp0qsdt  DαJfpxq.
E considerando β  1 e β  0 na derivada ψ-Hilfer recuperamos, respectivamente, as
derivadas ψ-Caputo e ψ-Riemann-Liouville.
Outros dois casos particulares importantes da derivada de ψ-Hilfer são as
derivadas de Hadamard, conforme Definição 2.15, que é recuperada ao considerar β Ñ 0
e ψpxq  ln x na derivada ψ-Hilfer e a derivada Erdélyi-Kober e devido a essa importância
aqui apresentaremos a definição da derivada e integral de Erdélyi-Kober bem como no
final dessa seção recuperamos uma fórmula para a derivada do produto de duas funções
(generalização da regra de Leibniz) para essas derivadas.
Definição 2.21. Sejam pa, bq um intervalo finito ou infinito de R, α um número complexo
tal que Repαq ¡ 0, σ ¡ 0 e η P C. As integrais de Erdélyi-Kober de ordem α, à esquerda e
à direita, são dadas, respectivamente, por
Iαa ;σ,ηfpxq 
σxσpα ηq
Γpαq
» x
a
tση σ1fptqdt
pxσ  tσq1α
,
para 0 ¤ a   x   b ¤ 8. E,
Iαb;σ,ηfpxq 
σxση
Γpαq
» b
x
tσp1αηq1fptqdt
ptσ  xσq1α
,
para 0 ¤ a   x   b ¤ 8.
Definição 2.22. Sejam α um número complexo tal que Repαq ¡ 0 e n o menor inteiro
maior que Repαq, assim n 1   Repαq ¤ n, σ ¡ 0 e η P C. As derivadas fracionárias de
Erdélyi-Kober são definidas, para 0 ¤ a   x   b ¤ 8, por
Dαa ;σ,ηfpxq  x
ση

1
σxσ1
d
dx

n
xσpn ηqInαa ;σ,η αfpxq,
e
Dαb;σ,ηfpxq  x
σpη αq


1
σxσ1
d
dx

n
xσpnηαqInαb;σ,η αnfpxq.
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Observemos que tomando β Ñ 0, ψpxq  xσ e gpxq  xσpη αqfpxq naDefinição
2.20 recuperamos a derivada de Erdélyi-Kober à esquerda, de fato, temos,
xσηHDα,0;ψa  gpxq  xση

1
σxσ1
d
dx

n
I
pnαq;ψ
a  gpxq
 xση

1
σxσ1
d
dx

n 1
Γpn αq
» x
a
σtσ1rxσ  tσsnα1gptqdt
 xση

1
σxσ1
d
dx

n 1
Γpn αq
» x
a
σtσpη α 1q1rxσ  tσsnα1fptqdt
 xση

1
σxσ1
d
dx

n
xσpn ηqInαa ;σ,η αfpxq
 Dαa ;σ,ηfpxq. (2.39)
Vamos agora verificar se a derivada ψ-Hilfer à esquerda cumpre o critério
proposto por Ortigueira e Machado.
Linearidade
Para mostrar que a derivada ψ-Hilfer à esquerda é um operador linear basta
mostrarmos que a integral fracionária em relação a função ψ à esquerda é um operador
linear uma vez que o operador de derivação ordinária é linear.
Sejam f e g funções reais e de variável real e c, d escalares, bem como as
condições da Definição 2.17, assim
Iα;ψa  rcfpxq   dgpxqs 
1
Γpαq
» x
a
ψ1ptqrψpxq  ψptqsα1rcfptq   dgptqsdt

c
Γpαq
» x
a
ψ1ptqrψpxq  ψptqsα1fptqdt
 
d
Γpαq
» x
a
ψ1ptqpψpxq  ψptqqα1gptqdt
 cIα;ψa  fpxq   dI
α;ψ
a  gpxq.
Logo, a integral à esquerda é um operador linear e portanto a derivada ψ-Hilfer à esquerda
também é um operador linear.
Derivada de ordem zero
Sejam I  ra, bs um intervalo tal que 8 ¤ a   b ¤ 8, ψ uma função crescente
tal que ψ1pxq  0 para todo x P I e ψ P Cnpra, bs,Rq, f P Cnpra, bs,Rq. Admitindo que ao
tomar a ordem da integral igual a zero temos o operador identidade, isso é, I0;ψa  fpxq  I,
onde I representa o operador identidade, obtemos a derivada fracionária ψ-Hilfer de ordem
α  0 e tipo β com 0 ¤ β ¤ 1, à esquerda, de uma função f ,
HDα,β;ψa  fpxq  I0;ψa 

1
ψ1pxq
d
dx

0
I0;ψa  fpxq  Ifpxq  fpxq,
recuperando assim a função original.
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Derivada de ordem inteira
Tomemos a ordem da derivada ψ-Hilfer à esquerda igual a m sendo m P N,
assim pela Definição 2.20 temos
HDm,β;ψa  fpxq  I0;ψa 

1
ψ1pxq
d
dx

m
I0;ψa  fpxq 

1
ψ1pxq
d
dx

m
fpxq,
generalizando o caso inteiro quando 1
ψ1pxq
 1, ou seja, quando ψpxq  x   c, sendo c
uma constante.
Lei dos expoentes
Sejam α ¡ 0, β ¡ 0, pa, bq com 8 ¤ a   b ¤ 8 um intervalo na reta real
e ψpxq uma função monótona crescente e positiva em pa, bs, cuja derivada é contínua
em pa, bq. Vamos mostrar que a integral fracionária à esquerda satisfaz a propriedade de
semigrupo. Pela Eq.(2.37) e considerando que vale a propriedade de semigrupo para a
integral de Riemann-Liouville, podemos escrever,
Iα;ψa  I
β;ψ
a  fpxq  QψI
α
ψpaq Q
1
ψ QψI
β
ψpaq Q
1
ψ fpxq
 QψI
α
ψpaq I
β
ψpaq Q
1
ψ fpxq
 QψI
α β
ψpaq Q
1
ψ fpxq
 Iα β;ψa  fpxq
onde Qψfpxq  fpψpxqq e Q1ψ o operador inverso. O mesmo vale para a integral à direita.
Regra de Leibniz - Generalização
Nessa seção iremos obter uma fórmula para a derivada ψ-Hilfer do produto de
duas funções, para isso usaremos a seguinte forma de representar a integral fracionária.
Lema 2.9. Sejam pa, bq com 8 ¤ a   b ¤ 8 um intervalo na reta real, α ¡ 0 e ψpxq
uma função monótona crescente e positiva em pa, bs, cuja derivada é contínua em pa, bq.
Assim,
Iα;ψa  fpxq 
8¸
n0

α
n


f pnqpxq
rψpxq  ψpaqsα n
Γpα   n  1q . (2.40)
para x ¡ a.
Demonstração. Suponhamos que podemos escrever a função f como
fptq 
8¸
n0
f pnqpxq
n! rψptq  ψpxqs
n,
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para x ¡ a. Substituindo a função f , como escrita acima, na integral fracionária da função f , em
relação a função ψ, conforme Definição 2.17, temos
Iα;ψa  fpxq 
1
Γpαq
» x
a
ψ1ptqrψpxq  ψptqsα1
8¸
n0
f pnqpxq
n! rψptq  ψpxqs
ndt

1
Γpαq
8¸
n0
f pnqpxqp1qn
n!
» x
a
ψ1ptqrψpxq  ψptqsα1 ndt

1
Γpαq
8¸
n0
f pnqpxqp1qn
n!

rψpxq  ψptqsα n
α  n
x
a

1
Γpαq
8¸
n0
f pnqpxqp1qn
n!
rψpxq  ψpaqsα n
α  n
.
Multiplicando a equação acima por Γpα  nqΓpα  nq , podemos escrever
Iα;ψa  fpxq 
1
Γpαq
8¸
n0
f pnqpxqp1qn
n!
rψpxq  ψpaqsα nΓpα  nq
Γpα  n  1q .
Utilizando a Eq.(2.14) obtemos a Eq.(2.40) como queríamos mostrar. 
Vamos agora utilizar o Lema 2.9 para obter uma fórmula para a integral
fracionária do produto de duas funções. Sejam f e g funções, supondo que as condições do
lema acima são satisfeitas podemos escrever através da Eq.(2.40),
Iα;ψa  rfgspxq 
8¸
n0

α
n


pfgqpnqpxq
rψpxq  ψpaqsα n
Γpα   n  1q .
Usando a regra de Leibniz para o caso inteiro temos,
Iα;ψa  rfgspxq 
8¸
n0

α
n

 n¸
k0

n
k


f pkqpxqgpnkqpxq
rψpxq  ψpaqsα n
Γpα   n  1q

8¸
k0
8¸
nk

α
n


n
k


f pkqpxqgpnkqpxq
rψpxq  ψpaqsα n
Γpα   n  1q

8¸
k0
f pkqpxq
8¸
nk

α
n


n
k


gpnkqpxq
rψpxq  ψpaqsα n
Γpα   n  1q .
Introduzindo a mudança de índices nÑ n  k no segundo somatório, obtemos,
Iα;ψa  rfgspxq 
8¸
k0
f pkqpxq
8¸
n0

α
n  k


n  k
k


gpnqpxq
rψpxq  ψpaqsα n k
Γpα   n  1  kq .
Pela Eq.(2.16) temos,
Iα;ψa  rfgspxq 
8¸
k0
f pkqpxq
8¸
n0

α
k


α  k
n


gpnqpxq
rψpxq  ψpaqsα n k
Γpα   n  1  kq

8¸
k0

α
k


f pkqpxq
8¸
n0

α  k
n


gpnqpxq
rψpxq  ψpaqsα n k
Γpα   n  1  kq .
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Utilizando a Eq.(2.40) temos uma fórmula para a integral do produto de duas funções, a
saber,
Iα;ψa  rfgspxq 
8¸
k0

α
k


f pkqpxqIα k;ψa  gpxq. (2.41)
Consideramos n  1 e vamos utilizar a derivada ψ-Hilfer em termos das
derivadas de ψ-Caputo, Eq.(2.38), assim
HDα,β;ψa  fpxq  CD
βpα1q 1;ψ
a  I
p1βqp1αq;ψ
a  fpxq.
Vamos agora obter uma fórmula para a derivada ψ-Hilfer do produto de duas
funções f e g,
HDα,β;ψa  pfgqpxq  CD
βpα1q 1;ψ
a  I
p1βqp1αq;ψ
a  pfgqpxq.
Pela Eq.(2.41) obtemos,
HDα,β;ψa  pfgqpxqCD
βpα1q 1;ψ
a 
8¸
k0

p1 βqp1 αq
k


f pkqpxqI
p1βqp1αq k;ψ
a  gpxq

8¸
k0

p1 βqp1 αq
k


CDβpα1q 1;ψa 

f pkqpxqI
p1βqp1αq k;ψ
a  gpxq

. (2.42)
A generalização da regra de Leibniz para a derivada fracionária ψ-Caputo em
termos da derivada ψ-Riemann-Liouville é
CDα;ψa  pfgqpxq 
8¸
k0

α
k


f pkqpxqRLDαk;ψa  gpxq 
n1¸
k0
dk
dxk
rfpxqgpxqspaq
Γpk  α   1q rψpxq  ψpaqs
kα.
Usando a regra de Leibniz para a derivada ψ-Caputo na Eq.(2.42) obtemos
HDα,β;ψa  pfgqpxq

8¸
k0

p1 βqp1 αq
k

 8¸
l0

βpα  1q   1
l


f pk lqpxqRLDβpα1q 1l;ψa  I
p1βqp1αq k;ψ
a  gpxq

8¸
k0

p1 βqp1 αq
k


I
p1βqp1αq k;ψ
a  gpaqf
pkqpaq
rψpxq  ψpaqs1βpα1q
Γpβp1 αqq .
No primeiro somatório introduzimos a mudança k   l  m
HDα,β;ψa  pfgqpxq

8¸
ml
8¸
l0

p1 βqp1 αq
m l


βpα  1q   1
l


f pmqpxqRLDβpα1q 1l;ψa  I
p1βqp1αq ml;ψ
a  gpxq

8¸
k0

p1 βqp1 αq
k


I
p1βqp1αq k;ψ
a  gpaqf
pkqpaq
rψpxq  ψpaqs1βpα1q
Γpβp1 αqq

8¸
l0
8¸
m0

p1 βqp1 αq
m l


βpα  1q   1
l


f pmqpxqRLDβpα1q 1l;ψa  I
p1βqp1αq ml;ψ
a  gpxq

8¸
k0

p1 βqp1 αq
k


I
p1βqp1αq k;ψ
a  gpaqf
pkqpaq
rψpxq  ψpaqs1βpα1q
Γpβp1 αqq 
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Observemos que por definição podemos escrever (considerando n  1),
RLDγl;ψa  Iµl;ψa  

1
ψ1pxq
d
dx


I1γ l;ψa  I
µl;ψ
a  

1
ψ1pxq
d
dx


I1γ µ;ψa  
RLDαβ;ψa  ,
assim, para γ  βpα  1q   1 e µ  p1 βqp1 αq  m, temos
RLDβpα1q 1l;ψa  I
p1βqp1αq ml;ψ
a  gpxq 
RLDαm;ψa  gpxq.
Logo, obtemos uma fórmula para a derivada de ψ-Hilfer do produto de duas funções, a
saber,
HDα,β;ψa  pfgqpxq

8¸
l0
8¸
m0

p1 βqp1 αq
m l


βpα  1q   1
l


f pmqpxqRLDαm;ψa  gpxq

8¸
k0

p1 βqp1 αq
k


I
p1βqp1αq k;ψ
a  gpaqf
pkqpaq
rψpxq  ψpaqs1βpα1q
Γpβp1 αqq .
Como caso particular, ao considerar β Ñ 0 e ψpxq  ln x, recuperamos uma
fórmula para a derivada de Hadamard do produto de funções, a saber,
Dαa fgpxq 
8¸
m0

α  1
m


 

α  1
m 1


f pmqpxqRLDαm;ψa  gpxq.
Pela Eq.(2.39) temos uma fórmula para a derivada de Erdélyi-Kober, sendo ψpxq  xσ
Dαa ;σ,ηfgpxq  x
σηHDα,0;ψa  xσpη αqfgpxq
 xση
8¸
m0

α  1
m


 

α  1
m 1


dm
dxm
rxσpη αqf pxqsRLDαm;ψa  gpxq.
Utilizando a regra de Leibniz para o caso inteiro podemos escrever,
Dαa ;σ,ηfgpxq  x
ση
8¸
m0

α  1
m


 

α  1
m 1



m¸
k0
Γpσpη   αq   1q
Γpσpη   αq  k   1qx
σpη αqkf pmkqpxqRLDαm;ψa  gpxq
 xσp2η αq
8¸
m0

α  1
m


 

α  1
m 1



m¸
k0
Γpσpη   αq   1q
Γpσpη   αq  k   1qx
kf pmkqpxqRLDαm;ψa  gpxq.
Portanto, a equação acima nos fornece uma fórmula para obtermos a derivada de Erdélyi-
Kober do produto de duas funções em termos da derivada de ψ-Riemann-Liouville.
A fim de concluir este capítulo, direcionado às clássicas derivadas fracionárias,
apresentamos, na tabela a seguir, as equações para as derivadas do produto de duas funções
f e g, uma vez que as demais propriedades do critério de Ortigueira e Machado, foram
discutidas no texto e para todas as formulações estão satisfeitas.
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Capítulo 3
Derivadas locais
Nesse capítulo apresentamos as derivadas “fracionárias” ditas locais, também
conhecidas como derivadas fractais [27], que podem ser interpretadas como derivadas
“fracionárias” especiais [38]. Aqui, vamos nos referir a tais derivadas simplesmente como
derivadas locais, uma vez, que essas derivadas podem ser escritas em termos da derivada
ordinária de ordem um, por isso evitaremos o termo “fracionária” [1]. Essas formulações
são recentes e, em particular, cada uma delas foi introduzida associada a um particular
problema. Para cada uma delas, vamos verificar a validade do critério proposto por
Ortigueira e Machado [70]. Como vai ficar claro, no decorrer do texto, essas derivadas
não cumprem todos os itens do critério em questão. Diante disso vamos propor um novo
critério para as derivadas locais.
3.1 Derivada de Chen
Nessa seção apresentamos a derivada local conforme introduzida por Chen [26].
Essa formulação foi utilizada para modelar fenômenos de turbulência [25] e de difusão
anômala [26].
Definição 3.1. Sejam x P R e fpxq uma função. A derivada de Chen de ordem α ¡ 0 de
f é definida a partir do limite,
Bfpxq
Bxα
 lim
sÑx
fpxq  fpsq
xα  sα
, (3.1)
Ressaltamos que foi mantida, conforme a correspondente definição, a notação x
ou t para a variável independente. Observemos que podemos escrever a derivada de Chen
de forma alternativa como
Bfpxq
Bxα

f 1pxq
αxα1
, (3.2)
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onde a p1q denota derivada de ordem inteira em relação à variável x.
De fato, utilizando a regra de l’Hôpital temos
Bfpxq
Bxα
 lim
sÑx
fpxq  fpsq
xα  sα
 lim
sÑx
f 1psq
αsα1

f 1pxq
αxα1
.
Agora vamos mostrar que a derivada de Chen, conforme Eq.(3.1), não satisfaz
o critério proposto por Ortigueira e Machado, apresentado no Capítulo 1, pois não satisfaz
quatro das cinco propriedades desse critério, conforme apresentamos a seguir.
Linearidade
Sejam f , g funções reais de variável real, a, b escalares e α ¡ 0. A derivada de
Chen da combinação linear de f e g é dada por
B
Bxα
raf   bgspxq  lim
sÑx
raf   bgspxq  raf   bgspsq
xα  sα
 lim
sÑx
afpxq   bgpxq  afpsq  bgpsq
xα  sα
 a lim
sÑx
fpxq  fpsq
xα  sα
  b lim
sÑx
gpxq  gpsq
xα  sα
 a
Bfpxq
Bxα
  b
Bgpxq
Bxα
.
Portanto, a derivada de Chen é um operador linear.
Derivada de ordem zero
A derivada de Chen de ordem zero é dada por,
Bfpxq
Bx0
 lim
αÑ0
Bfpxq
Bxα
 lim
αÑ0
lim
sÑx
fpxq  fpsq
xα  sα
 lim
αÑ0
f 1pxq
αxα1
 8,
para obter o resultado acima utilizamos a regra de l’Hôpital. Observemos que a derivada
de ordem zero de Chen não recupera a função e, portanto, não satisfaz essa propriedade
do critério de Ortigueira e Machado.
Lei dos expoentes
Vamos mostrar que a derivada de Chen de ordem α de uma derivada de ordem
β é diferente da derivada de ordem α β, sendo α ¡ 0 e β ¡ 0. Temos, então pela Eq.(3.2),
B
Bxα
Bfpxq
Bxβ

B
Bxα

f 1pxq
βxβ1


βxβ1f2pxqβpβ1qxβ2f 1pxq
β2x2β2
αxα1

f2pxq  pβ  1qx1f 1pxq
αβxα β2

Por outro lado, também pela Eq.(3.2), podemos escrever,
Bfpxq
Bxα β

f 1pxq
pα   βqxα β1

Portanto, confrontando com o resultado anterior, B
Bxα
Bfpxq
Bxβ

Bfpxq
Bxα β
, que
justifica a não validade da lei dos expoentes.
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Derivada de ordem inteira
Seja n P N. A derivada de ordem n de uma função f é dada por,
Bfpxq
Bxn
 lim
sÑx
fpxq  fpsq
xn  sn
 lim
sÑx
f 1psq
nsn1

f 1pxq
nxn1
,
para todo n P N. Note que, para n  1 recuperamos a derivada de ordem um, já para
n  1, em geral, não recuperamos o caso inteiro.
Regra de Leibniz
Vamos agora calcular a derivada de Chen de ordem α do produto de duas
funções f e g. Temos, a partir da definição,
Bfgpxq
Bxα
 lim
sÑx
fpxqgpxq  fpsqgpsq
xα  sα
.
Somando e subtraindo o termo fpxqgpsq no numerador, podemos escrever,
Bfgpxq
Bxα
 lim
sÑx
fpxqpgpxq  gpsqq  gpsqpfpxq  fpsqq
xα  sα
 fpxq lim
sÑx
gpxq  gpsq
xα  sα
 gpxq lim
sÑx
fpxq  fpsq
xα  sα
 fpxq
Bgpxq
Bxα
  gpxq
Bfpxq
Bxα
,
portanto, vale a clássica regra de Leibniz.
Tendo em vista que a derivada de Chen só satisfaz uma das cinco propriedades
do critério de Ortigueira e Machado, a saber, a linearidade, temos que essa derivada não
pode ser considerada fracionária segundo tal critério.
3.2 Derivada compatível
Aqui, apresentamos a derivada e a integral locais denominadas compatíveis
que foram propostas por Khalil e colaboradores [48] em 2014. Essa derivada tem sido
utilizada em aplicações envolvendo mecânica de Newton [29], equação do calor [31] e usada
na solução de equação diferencial não linear com condição inicial [14].
Definição 3.2. Sejam t P R e fptq uma função real. A derivada local compatível de ordem
α, sendo 0   α ¤ 1, de uma função f é dada por,
Tαfptq  lim
εÑ0
fpt  εt1αq  fptq
ε
, (3.3)
para todo t ¡ 0.
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Observemos pela definição acima que se f for diferenciável então
Tαfptq  t
1αf 1ptq, (3.4)
para 0   α ¤ 1 e t ¡ 0. De fato, tomando δ  εt1α temos
Tαfptq  lim
εÑ0
fpt  εt1αq  fptq
ε
 lim
δÑ0
fpt  δq  fptq
δtα1
 t1α lim
δÑ0
fpt  δq  fptq
δ
 t1αf 1ptq.
Uma outra forma de mostrarmos que vale a Eq.(3.4) é através da regra de l’Hôpital,
Tαfptq  lim
εÑ0
fpt  εt1αq  fptq
ε
 lim
εÑ0
t1αf 1pt  εt1αq  t1αf 1ptq.
A Definição 3.2 se refere a α no intervalo p0, 1s que é o caso como foi
introduzida em [48], no entanto podemos defini-la para um valor de α mais geral, quando
α P pn, n  1s, sendo n P N.
Definição 3.3. A derivada local compatível de ordem α, sendo n   α ¤ n  1 com n P N,
de uma função f é dada por,
Tαfptq  lim
εÑ0
f pnqpt  εtn 1αq  f pnqptq
ε
,
para todo t ¡ 0.
Aqui, nessa seção, trabalharemos apenas com valores de α no intervalo p0, 1s.
Apresentamos agora a definição para a integral.
Definição 3.4. Sejam t P R, fptq uma função real e 0   α   1. A integral de ordem α,
denotada por Iaα, da função f começando em a ¥ 0 é definida por
Iaαfptq 
» t
a
fpxq
x1α
dx,
com t ¡ a.
Tendo em vista as definições da integral e derivada compatíveis temos que a
integral fracionária é a inversa à direita da derivada, o que apresentamos no teorema a
seguir.
Teorema 3.1. Sejam x P R, 0   α ¤ 1 e f uma função contínua, então
TαI
a
αfptq  fptq,
para t ¥ a.
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Demonstração. Seja α P p0, 1s, pela Eq.(3.4) podemos escrever,
TαI
a
αfptq  t
1α d
dt
Iaαfptq  t
1α d
dt
» t
a
fpxq
x1α
dx  t1α
fptq
t1α
 fptq.

Vamos agora verificar se a derivada compatível satisfaz o critério proposto por
Ortigueira e Machado, no sentido de ser uma derivada fracionária.
Linearidade
A derivada compatível é um operador linear. De fato, para f e g funções reais
e a e b parâmetros escalares, temos
Tαraf   bgsptq  lim
εÑ0
afpt  εt1αq   bgpt  εt1αq  afptq  bgptq
ε
 a lim
εÑ0
fpt  εt1αq  fptq
ε
  b lim
εÑ0
gpt  εt1αq  gptq
ε
 aTαfptq   bTαgptq.
Derivada de ordem zero
Pela Eq.(3.4) temos que T0fptq  tf 1ptq e, portanto, não recupera a função
f , não satisfazendo essa propriedade do critério. Para uma demonstração diferente desse
resultado ver [45].
Lei dos expoentes
Vamos verificar se a integral compatível satisfaz a lei dos expoentes. Sejam
0   α   1 e 0   µ   1 assim, a partir de expressão para a integral, temos
IaαI
a
µfptq 
» t
a
Iaµfpxq
x1α
dx 
» t
a
1
x1α
» x
a
fpyq
y1µ
dy

dx,
que, integrando por partes, fornece,
IaαI
a
µfptq 
tα
α
» t
a
fpyq
y1µ
dy 
1
α
» t
a
fpxq
x1µα
dx 
tα
α
Iaµfptq 
1
α
Iaµ αfptq,
logo, a derivada local compatível não satisfaz a lei dos expoentes para α   0 e µ   0.
Vamos agora verificar se essa derivada satisfaz tal lei para ordens maiores que zero. Sejam
0   β ¤ 1 e 0   α ¤ 1 então pela Eq.(3.4) temos,
TαTβfptq  Tαpt
1βf 1ptqq
 t1α
d
dt
 
t1βf 1ptq

 t1α
 
p1 βqtβf 1ptq   t1βf2ptq

 p1 βqt1αβf 1ptq   t2αβf2ptq,
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para todo t ¡ 0. Por outro lado, também pela Eq.(3.4),
Tα βfptq  t
1αβf 1ptq.
Portanto, TαTβfptq  Tα βfptq, não valendo a lei dos expoentes.
Derivada de ordem inteira
De fato, a derivada compatível de ordem um coincide com a derivada de ordem
inteira. Basta tomarmos n  1 na Eq.(3.4) e a integral compatível de ordem um também
recupera a integral de f .
Regra de Leibniz - Generalização
Sejam f e g duas funções reais. Vamos agora calcular a derivada local compatível
do produto dessas duas funções.
Tαpfgqptq  lim
εÑ0
fpt  εt1αqgpt  εt1αq  fptqgptq
ε
 lim
εÑ0
fpt  εt1αqgpt  εt1αq  fptqgptq   fpt  εt1αqgptq  fpt  εt1αqgptq
ε
 lim
εÑ0
fpt  εt1αqrgpt  εt1αq  gptqs   gptqrfpt  εt1αq  fptq
ε
 fptqTαgptq   gptqTαfptq,
ou seja, a derivada local compatível satisfaz a clássica regra de Leibniz.
Portanto, a derivada local compatível não satisfaz o critério de Ortigueira e
Machado, uma vez que só estão satisfeitas as propriedades relacionadas à linearidade e à
derivada de ordem inteira.
3.3 Derivada de Katugampola
Nessa seção apresentamos a derivada local definida por Katugampola [46] em
2014 e que foi utilizada em problemas de mecânica quântica [9]. Mostraremos que essa
formulação não cumpre todas as propriedades do critério de Ortigueira e Machado.
Definição 3.5. Sejam t P R e fptq uma função real. A derivada local de Katugampola de
ordem α, sendo 0   α   1, de uma função f é dada por,
Dαfptq  lim
εÑ0
fpteεt
α
q  fptq
ε
, (3.5)
para todo t ¡ 0.
Observemos que utilizando a regra de l’Hôpital temos que
Dαfptq  t1αf 1ptq. (3.6)
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De fato, utilizando a regra de l’Hôpital e rearranjando, temos
Dαfptq  lim
εÑ0
fpteεt
α
q  fptq
ε
 lim
εÑ0
t1αeεt
α
f 1pteεt
α
q  t1αf 1ptq.
Katugampola [46] também definiu essa nova formulação para uma valor de α
mais geral, quando α P pn, n  1s, sendo n P N.
Definição 3.6. Sejam t P R, n P N e fptq uma função real n vezes diferenciável. A
derivada local de Katugampola de ordem α, sendo n   α ¤ n  1, da função f é dada por,
Dαfptq  lim
εÑ0
f pnqpteεt
nα
q  f pnqptq
ε
,
para todo t ¡ 0.
Observamos, de forma semelhante ao que fizemos na Eq.(3.6), através da
Definição 3.6 e da regra de l’Hôpital temos Dαfptq  t1α nf pn 1qptq, sendo n P N e f
n  1 vezes diferenciável.
Nessa seção, trabalharemos apenas com valores de α no intervalo p0, 1s. Apre-
sentamos agora a definição para a integral também proposta por Katugampola [46].
Definição 3.7. Sejam a ¥ 0, t ¥ a e fptq uma função real definida em pa, ts. A integral
de ordem α, sendo α P R, denotada por Iαa , da função f é definida por
Iαa fptq 
» t
a
fpxq
x1α
dx, (3.7)
com t ¡ a.
Observemos que a integral de Katugampola e a integral compatível possuem a
mesma expressão. Tendo em vista as definições da integral e derivada locais de Katugampola
temos o teorema a seguir, que nos garante que a integral fracionária é a inversa à direita
da derivada.
Teorema 3.2. Sejam a ¥ 0, 0   α ¤ 1 e f uma função contínua tal que Iαa fptq exista,
então
DαIαa fptq  fptq,
para t ¥ a.
Demonstração. Análoga a demonstração do Teorema 3.1. 
Como efetuado com as derivadas de Chen e compatível, vamos verificar a
validade segundo o critério de Ortigueira e Machado.
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Linearidade
De fato a derivada de Katugampola é um operador linear. Sejam as funções
reaisf e g, os parâmetros a e b escalares e 0   α   1 assim,
Dαraf   bgsptq  lim
εÑ0
afpteεt
α
q   bgpteεt
α
q  afptq  bgptq
ε
 lim
εÑ0
arfpteεt
α
q  fptqs   brgpteεt
α
q  gptqs
ε
 aDαfptq   bDαgptq
para todo t ¡ 0.
Derivada de ordem zero
Pela Eq.(3.6) temos que D0fptq  tf 1ptq e, portanto, não recupera a função f ,
não satisfazendo assim essa propriedade do critério de Ortigueira e Machado.
Lei dos expoentes
Como a expressão para a integral de Katugampola e a integral compatível são
iguais, e a integral compatível não satisfaz a lei dos expoentes, temos que a integral de
Katugampola também não a satisfaz.
Sejam 0   β   1 e 0   α   1 então pela Eq.(3.6) temos,
DαDβfptq  Dαpt1βf 1ptqq
 t1α
d
dt
 
t1βf 1ptq

 t1α
 
p1 βqtβf 1ptq   t1βf2ptq

 p1 βqt1αβf 1ptq   t2αβf2ptq,
para todo t ¡ 0. Por outro lado, também pela Eq.(3.6),
Dα β  t1αβf 1ptq.
Portanto, DαDβfptq  Dα βfptq, logo, não vale a lei dos expoentes.
Derivada de ordem inteira
A derivada local de Katugampola de ordem um coincide com a derivada de
ordem inteira. Para tal, basta tomarmos α  1 na Eq.(3.6).
Regra de Leibniz - Generalização
Sejam f e g funções reais de variável real. Vamos agora encontrar uma fórmula
para a derivada local de Katugampola do produto dessas duas funções. Novamente pela
Eq.(3.6) podemos escrever,
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Dαfgptq  t1α
d
dt
fgptq  t1α rf 1ptqgptq   fptqg1ptqs  gptqDαfptq   fptqDαgptq.
Portanto, vale a clássica regra de Leibniz. Tendo em vista que apenas duas
propriedades do critério de Ortigueira e Machado são satisfeitas, a saber, linearidade e
derivada de ordem inteira, temos que essa derivada não cumpre tal critério.
3.4 Derivada M -fracionária
Recentemente, Souza e Oliveira [85] definiram uma derivada local como sendo
uma generalização da derivada de Katugampola [46], apresentada na Seção 3.3, a chamada
derivada M -fracionária.
Definição 3.8. Sejam t P R e f uma função real. A derivada M-fracionária de ordem α
com 0   α   1 de uma função f , denotada por Dα,βM fptq, é dada por
Dα,βM fptq  limεÑ0
fptEβpεt
αqq  fptq
ε
, (3.8)
para todo t ¡ 0, β ¡ 0 sendo Eβptq a clássica função de Mittag-Leffler com um parâmetro,
introduzida em 1903 por Gosta Mittag-Leffler [61],
Eαptq 
8¸
k0
tk
Γpαk   1q , (3.9)
com Repαq ¡ 0.
Utilizando a regra de l’Hôpital podemos reescrever a derivada M -fracionária
como
Dα,βM fptq 
t1αf 1ptq
Γpβ   1q , (3.10)
sendo Γpq a função gama. Para mostrar que vale a Eq.(3.10) precisaremos da função
de Mittag-Leffler de dois parâmetros. Em 1905, Wiman [101] generalizou a função de
Mittag-Leffler, Eq.(3.9), introduzindo um segundo parâmetro, definindo assim a função
Eα,βpxq,
Eα,βpxq 
8¸
k0
xk
Γpαk   βq ,
sendo α, β P C, Repαq ¡ 0 e Repβq ¡ 0.
Mostraremos agora, utilizando a regra que l’Hôpital, que vale a Eq.(3.10).
Dα,βM fptq  limεÑ0
fptEβpεt
αqq  fptq
ε
 lim
εÑ0
f 1ptEβpεt
αqq
d
dε
rtEβpεt
αqs. (3.11)
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Vamos calcular separadamente a derivada de Eβpεtαq.
d
dε
rEβpεt
αqs 
d
dε
8¸
k0
εktαk
Γpβk   1q 
8¸
k1
kεk1tαk
Γpβk   1q 
8¸
k1
εk1tαk
βΓpβkq  t
α
8¸
k1
pεtαqk1
βΓpβkq .
Considerando a mudança dos índices k  m  1 temos,
d
dε
rEβpεt
αqs  tα
8¸
m0
pεtαqm
βΓpβm  βq 
tα
β
Eβ,βpεt
αq. (3.12)
Assim pelas Eq.(3.11) e Eq.(3.12) temos
Dα,βM fptq  limεÑ0 f
1ptEβpεt
αqq
t1α
β
Eβ,βpεt
αq  f 1ptEβp0qq
t1α
β
Eβ,βp0q.
Observemos que todos os termos do somatório,
Eβp0q  1 
8¸
k1
0k
Γpβk   1q ,
serão nulos, exceto em k  0, que vale 1. De modo análogo, todos os termos do somatório,
Eβ,βp0q 
1
Γpβq  
8¸
k1
0k
Γpβk   βq ,
serão nulos, exceto em k  0, que vale 1Γpβq . Assim,
Dα,βM fptq  f
1ptq
t1α
β
1
Γpβq  f
1ptq
t1α
Γpβ   1q .
Portanto, vale a Eq.(3.10). Agora apresentamos a definição da integral M -fracionária.
Definição 3.9. A integral M -fracionária de ordem α, sendo 0   α   1, de uma função f
é definida por,
MI
α,β
a fptq  Γpβ   1q
» t
a
fpxq
x1α
dx, (3.13)
sendo a ¡ 0 e t ¡ a.
Teorema 3.3. Sejam a ¥ 0, 0   α   1, β ¡ 0 e f uma função de variável real. Então,
Dα,βM pMI
α,β
a fptqq  fptq,
sendo t ¥ a. Isto é, a derivada à esquerda da correspondente integral reproduz a própria
função. Dizemos que, neste caso, uma é a inversa da outra.
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Demonstração. Utilizando a Eq.(3.10) podemos escrever
Dα,βM pMI
α,β
a fptqq 
t1α
dpMI
α,β
a fptqq
dt
Γpβ   1q

t1αΓpβ   1q d
dt
» t
a
fpxq
x1α
dx
Γpβ   1q
 t1α
fptq
t1α
 fptq,
como queríamos mostrar. 
Em analogia as formulações anteriores, vamos verificar se a derivada M -
fracionária cumpre o critério conforme proposto por Ortigueira e Machado.
Linearidade
A derivada M -fracionária é um operador linear. Sejam f e g funções de variável
real, a e b parâmetros escalares, 0   α   1 e β ¡ 0, assim, pela definição, temos,
Dα,βM raf   bgsptq  limεÑ0
afptEβpεt
αqq   bgptEβpεt
αqq  afptq  bgptq
ε
 a lim
εÑ0
fptEβpεt
αqq  fptq
ε
  b lim
εÑ0
gptEβpεt
αqq  gptq
ε
 aDα,βM fptq   bD
α,β
M gptq,
para todo t ¡ 0.
Derivada de ordem zero
Pela Eq.(3.10) a derivada M -fracionária de ordem zero de uma função f é dada
por
D0,βM fptq  f
1ptq
t
Γpβ   1q ,
não recuperando, assim, a função f .
Lei dos expoentes
A derivada M -fracionária não satisfaz a lei dos expoentes. Sejam 0   α   1,
0   γ   1 e β ¡ 0, assim pela Eq.(3.10) temos
Dα γ,βM fptq  f
1ptq
t1αγ
Γpβ   1q .
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Por outro lado, também utilizando a Eq.(3.10) podemos escrever
Dα,βM D
γ,β
M fptq  D
α,β
M rf
1ptq
t1γ
Γpβ   1qs

t1α
Γpβ   1q
d
dt

f 1ptq
t1γ
Γpβ   1q


t1α
Γpβ   1q

f2ptq
t1γ
Γpβ   1q   f
1ptq
p1 γqtγ
Γpβ   1q

.
Portanto, Dα γ,βM fptq  D
α,β
M D
γ,β
M fptq.
Vamos agora mostrar que a integral M -fracionária também não satisfaz a lei
dos expoentes. Sejam 0   α   1 e 0   µ   1. Assim, a partir da definição da integral,
temos
MI
α,β
a MI
µ,β
a fptq  Γpβ   1q
» t
a
MI µ,βa fpxq
x1α
dx
 Γpβ   1q
» t
a
1
x1α

Γpβ   1q
» x
a
fpyq
y1µ
dy

dx.
Integrando por partes temos,
MI
α,β
a MI
µ,β
a fptq  rΓpβ   1qs
2

tα
α
» t
a
fpyq
y1µ
dy 
1
α
» t
a
fpxq
x1µα
dx



Γpβ   1qtα
α
MI
µ,β
a fptq 
Γpβ   1q
α
MI
µ α,β
a fptq,
logo, não vale a lei dos expoentes.
Derivada de ordem inteira
Seja β ¡ 0. A partir da Eq.(3.10) temos
D1,βM fptq  f
1ptq
1
Γpβ   1q .
Assim, a derivada M -fracionária de ordem um recupera a derivada primeira quando β  1.
Ainda mais, a integral M -fracionária de ordem um também recupera a integral quando
β  1. De fato, pela Eq.(3.13), temos
MI
1,β
a fptq  Γpβ   1q
» t
a
fpxqdx.
Regra de Leibniz - Generalização
Vamos agora calcular a derivada M -fracionária de ordem α com 0   α   1 do
produto das duas funções de variável real f e g,
Dα,βM fgptq  limεÑ0
fptEβpεt
αqqgpptEβpεt
αqqq  fptqgptq
ε
,
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para todo t ¡ 0 e sendo β ¡ 0. Somando e subtraindo o termo fptEβpεtαqqgptq e
rearranjando temos
Dα,βM fgptq  limεÑ0
fptEβpεt
αqqrgptEβpεt
αqq  gptqs   gptqrfptEβpεt
αqq  fptqs
ε
 fptq lim
εÑ0
gptEβpεt
αqq  gptq
ε
  gptq lim
εÑ0
fptEβpεt
αqq  fptq
ε
 fptqDα,βM gptq   gptqD
α,β
M fptq,
portanto, vale a clássica regra de Leibniz.
Assim, concluímos que, a derivadaM -fracionária não cumpre o critério proposto
por Ortigueira e Machado.
3.5 Derivada deformável
Nessa seção apresentaremos a derivada e a integral deformáveis [108]. Essa
derivada foi introduzida tendo em vista que a derivada, como proposta por Khalil [48], a
saber, a derivada local compatível, não inclui o zero como possibilidade para a ordem da
derivada.
Definição 3.10. Sejam 0 ¤ α ¤ 1 e f uma função de variável real. A derivada deformável
de ordem α é definida por,
Dαfptq  lim
εÑ0
p1  εβqfpt  εαq  fptq
ε
(3.14)
sendo β tal que α   β  1.
Observemos que podemos escrever a Eq. (3.14) em termos da derivada ordinária
de ordem um da seguinte forma,
Dαfptq  βfptq   αf 1ptq, (3.15)
sendo f uma função diferenciável e β   α  1. De fato, pela Eq.(3.14), temos
Dαfptq  lim
εÑ0
p1  εβqfpt  εαq  fptq
ε
 lim
εÑ0
fpt  εαq  fptq
ε
  lim
εÑ0
εβfpt  εαq
ε
 lim
εÑ0
fpt  εαq  fptq
ε
  βfptq.
Seja h  εα, assim, a partir da expressão anterior
Dαfptq  lim
hÑ0
fpt  hq  fptq
hα1
  βfptq  βfptq   αf 1ptq.
Portanto vale a Eq.(3.15).
Apesar de a ordem α da derivada estar entre zero e um, podemos estender a
derivada deformável para n   α ¤ n  1, sendo n P N [108], conforme definição a seguir.
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Definição 3.11. Sejam n   α ¤ n  1 e f uma função de variável real, n vezes diferen-
ciável, sendo n P N. A derivada deformável de ordem α é dada por,
Dαfptq  lim
εÑ0
p1  εtβuqf pnqpt  εtαuq  f pnqptq
ε
sendo tβu a parte fracionária de β e tαu   tβu  1.
A seguir apresentamos a integral, visando mostrar que esses operadores são um
o inverso do outro.
Definição 3.12. Seja f uma função de variável real e contínua em ra, bs. A integral de
ordem α, sendo 0   α ¤ 1, denotada por, Iαa f , é definida por
Iαa fptq 
e
βt
α
α
» t
a
e
βx
α fpxqdx,
sendo α   β  1.
Agora, vamos demonstrar o teorema que garante que a integral Iαa é o operador
inverso da derivada deformável Dα.
Teorema 3.4. Seja f uma função de variável real e contínua em ra, bs. Assim, temos
DαpIαa fptqq  fptq,
sendo 0   α ¤ 1.
Demonstração. Pela Eq.(3.15) podemos escrever
DαpIαa fptqq  βIαa fptq   α
d
dt
Iαa fptq
 βIαa fptq   α
d
dt
Iαa fptq
 βIαa fptq  
βe
βt
α
α
» t
a
e
βx
α fpxqdx  e
βt
α e
βt
α fptq
 βIαa fptq  βIαa fptq   e0fptq
 fptq.

Em analogia às demais formulações de derivada vamos agora mostrar que a
derivada deformável, conforme Eq.(3.14), não satisfaz o critério de Ortigueira e Machado.
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Linearidade
De fato a derivada deformável é um operador linear, pois para f , g funções de
variável real e a e b parâmetros escalares temos pela Eq.(3.14),
Dαraf   bgsptq  lim
εÑ0
p1  εβqraf   bgspt  εαq  raf   bgsptq
ε
 lim
εÑ0
ap1  εβqfpt  εαq  afptq   bp1  εβqgpt  εαq  bgptq
ε
 a lim
εÑ0
p1  εβqfpt  εαq  fptq
ε
  b lim
εÑ0
p1  εβqgpt  εαq  gptq
ε
 aDαfptq   bDαgptq.
Derivada de ordem zero
Tomando α  0 na Eq.(3.14) temos que β  1, pois α   β  1, assim
D0fptq  lim
εÑ0
p1  εqfptq  fptq
ε
 lim
εÑ0
εfptq
ε
 fptq,
recuperando a função original.
Lei dos expoentes
Observemos pela Eq.(3.15) que para 0 ¤ α ¤ 1 e 0 ¤ γ ¤ 1 temos
DαDγfptq  βDγfptq   α d
dt
Dγfptq
 β pφfptq   γf 1ptqq   α
d
dt
pφfptq   γf 1ptqq
 β pφfptq   γf 1ptqq   α pφf 1ptq   γf 2ptqq ,
sendo α   β  1 e γ   φ  1
A derivada deformável de ordem α  γ, sendo 0 ¤ α  γ ¤ 1 pode ser calculada
utilizando a Eq.(3.15),
Dα γfptq  ρfptq   pα   γqf 1ptq,
sendo α γ ρ  1. Portanto, em geral, não vale a lei dos expoentes. Essa regra é satisfeita
no caso em que γ  0 (o que implica em φ  1).
A integral também não satisfaz essa lei. A fim de verificar, consideramos
0   α ¤ 1 e 0   γ ¤ 1, logo,
Iαa Iγafptq 
e
βt
α
α
» t
a
e
βx
α Iγafpxqdx

e
βt
α
α
» t
a
e
βx
α

e
φx
γ
γ
» x
a
e
φy
γ fpyqdy
ff
dx

e
βt
α
αγ
» t
a
exp
β
α
φ
γ q
» x
a
e
φy
γ fpyqdy

dx,
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sendo α   β  1 e γ   φ  1. Integrando por partes podemos escrever,
Iαa Iγafptq 
e
βt
α
αγ

etp
β
α
φ
γ q
β
α
 φ
γ
» t
a
e
φy
γ fpyqdy 
» t
a
e
βx
α
β
α
 φ
γ
fpxqdx


1
α

β
α
 φ
γ
	Iγafptq  1
γ

β
α
 φ
γ
	Iαa fptq  Iα γa fptq.
Derivada de ordem inteira
Se tomarmos a ordem α da derivada deformável igual a um temos que β  0,
uma vez que α β  1. Assim, pela Eq.(3.15) a derivada deformável de ordem um coincide
com a derivada primeira, D1fptq  f 1ptq. Ainda mais, a integral de ordem um também
recupera a integração ordinária, uma vez que α  1 implica em β  0.
Regra de Leibniz - Generalização
Nessa seção veremos que a derivada deformável não satisfaz nem a clássica
regra de Leibniz nem a generalização dessa regra. Sejam f e g funções de variável real e
diferenciáveis e 0 ¤ α ¤ 1 assim, podemos escrever
Dαfgptq  βfptqgptq   αdrfptqgptqs
dt
 βfptqgptq   αrf 1ptqgptq   fptqg1ptqs
 gptqpβfptq   αf 1ptqq   αfptqg1ptq
 gptqDαfptq   αfptqg1ptq.
Assim, a derivada deformável não satisfaz a generalização da regra de Leibniz.
A regra clássica de Leibniz é satisfeita quando αg1ptq  Dαgptq  βgptq   αg1ptq, ou seja,
quando β  0 e α  1.
3.6 Beta-derivada
Nessa seção apresentamos as chamadas beta-derivada e beta-integral introduzi-
das em 2014 por Atangana e Goufo [12]. Essa formulação tem sido utilizada para problemas
envolvendo métodos assintóticos [12] e em modelos descrevendo doenças infecciosas [13].
Definição 3.13. Seja f uma função, tal que f : ra,8q Ñ R. A beta-derivada da função f
é dada por
A
0 D
β
xpfpxqq  limεÑ0
f

x  ε

x  1Γpβq
	1β

 fpxq
ε
, (3.16)
para todo x ¥ a e β P p0, 1s.
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De modo análogo ao que fizemos com as outras derivadas, podemos escrever a
beta-derivada em termos da derivada de ordem um utilizando a regra de l’Hôpital,
A
0 D
β
xpfpxqq  limεÑ0
f

x  ε

x  1Γpβq
	1β

 fpxq
ε
 lim
εÑ0

x 
1
Γpβq

1β
f 1

x  ε

x 
1
Γpβq

1β


x 
1
Γpβq

1β
f 1 pxq . (3.17)
Apresentamos agora a definição da beta-integral.
Definição 3.14. Seja f uma função, tal que f : ra,8q Ñ R. A beta-integral da função f
é definida por
A
a I
β
x pfpxqq 
» x
a

t 
1
Γpβq

β1
fptqdt.
O teorema a seguir, nos mostra que a beta-derivada à esquerda da beta-integral
reproduz a própria função.
Teorema 3.5. Seja f uma função contínua e diferenciável, tal que f : ra,8q Ñ R. Então
i) A0 Dβx
 
A
a I
β
x pfpxqq

 fpxq,
ii) Aa Iβx
 
A
0 D
β
xpfpxqq

 fpxq  fpaq,
para todo x ¥ a.
Demonstração. Vamos primeiro mostrar que vale i). Utilizando a relação entre a beta-derivada
e a derivada de ordem um, temos
A
0 D
β
x

A
a I
β
x pfpxqq
	


x 
1
Γpβq

1β d
dx
» x
a

t 
1
Γpβq

β1
fptqdt


x 
1
Γpβq

1β 
x 
1
Γpβq

β1
fpxq
 fpxq.
Vamos agora mostrar que vale ii), utilizando novamente a relação entre a beta-derivada e a
derivada de ordem um, Eq.(3.17), obtemos
A
a I
β
x

A
0 D
β
xpfpxqq
	

» x
a

t 
1
Γpβq

β1
A
0 D
β
xpfptqqdt

» x
a

t 
1
Γpβq

β1
t 
1
Γpβq

1β
f 1ptqdt

» x
a
f 1ptqdt  fpxq  fpaq,
como queríamos mostrar. 
Vamos verificar se a beta-derivada satisfaz o critério proposto por Ortigueira e
Machado.
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Linearidade
Sejam f , g funções de variável real e a e b parâmetros escalares. Assim,
A
0 D
β
xpafpxq   bgpxqq
 lim
εÑ0
af

x  ε

x  1Γpβq
	1β

  bg

x  ε

x  1Γpβq
	1β

 afpxq  bgpxq
ε
 a lim
εÑ0
f

x  ε

x  1Γpβq
	1β

 fpxq
ε
  b lim
εÑ0
g

x  ε

x  1Γpβq
	1β

 gpxq
ε
 aA0 D
β
xpfpxqq   b
A
0 D
β
xpgpxqq,
para todo x ¥ a e β P p0, 1s.
Portanto, a beta-derivada é um operador linear.
Derivada de ordem zero
Tomando a ordem da beta-derivada tendendo a zero, temos, pela Eq.(3.17), o
seguinte limite,
lim
βÑ0
A
0 D
β
xpfpxqq  lim
βÑ0

x 
1
Γpβq

1β
f 1 pxq
 xf 1pxq,
não recuperando, assim, a função f .
Lei dos expoentes
Seja f : ra,8q Ñ R. Assim, para x ¥ a temos,
A
a I
α
x
A
a I
β
x pfpxqq 
» x
a

t 
1
Γpαq

α1
A
a I
β
x pfptqqdt

» x
a

t 
1
Γpαq

α1 » t
a

y  
1
Γpβq

β1
fpyqdydt.
Integrando por partes a equação acima temos,
A
a I
α
x
A
a I
β
x pfpxqq 

x 
1
Γpαq

α1
x 
1
Γpβq

β1


a 
1
Γpαq

α1
a 
1
Γpβq

β1

» x
a
pα  1q

t 
1
Γpβq

β1
t 
1
Γpαq

α2
fptqdt

» x
a

t 
1
Γpα   βq

α β1
dt
 Aa I
α β
x pfpxqq.
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Portanto, a beta-integral não satisfaz a lei dos expoentes. Verificaremos agora
se a beta-derivada satisfaz essa lei através da Eq.(3.17). Assim, para α P p0, 1s e β P p0, 1s,
temos
A
0 D
α
x
A
0 D
β
xpfpxqq 

x 
1
Γpαq

1α
d
dx
A
0 D
β
xpfpxqq


x 
1
Γpαq

1α
d
dx

x 
1
Γpβq

1β
f 1 pxq



x 
1
Γpαq

1α
p1 βq

x 
1
Γpβq

β
f 1 pxq  

x 
1
Γpβq

1β
f2 pxq
ff


x 
1
Γpα   βq

1αβ
f 1 pxq
 A0 D
α β
x pfpxqq,
não satisfazendo a lei dos expoentes.
Derivada de ordem inteira
Vamos calcular a beta-derivada de ordem um de uma função f . Pela Eq.(3.16)
temos,
A
0 D
1
xpfpxqq  limεÑ0
fpx  εq  fpxq
ε
 fpxq,
e, portanto, recupera o caso inteiro.
A beta-integral também recupera o caso inteiro quando a ordem é um, resultado
imediato da definição da beta-integral.
Regra de Leibniz - Generalização
Sejam f e g funções de variável real e β P p0, 1s. A beta-derivada do produto
dessas funções de ordem β é dada, através da Eq.(3.17), por
A
0 D
β
xpfgpxqq 

x 
1
Γpβq

1β
pfgq1 pxq


x 
1
Γpβq

1β
pf 1pxqgpxq   fpxqg1pxqq
 A0 D
β
xpfpxqqgpxq   fpxq
A
0 D
β
xpgpxqq.
Desse resultado, temos que a beta-derivada satisfaz a clássica regra de Leibniz. E, portanto,
não cumpre o critério proposto por Ortigueira e Machado.
3.7 Derivada AGO
Nessa seção apresentamos a derivada local introduzida recentemente por Al-
meida e colaboradores [7], neste texto nos referimos a essa derivada por derivada AGO,
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onde cada letra representa a inicial do sobrenome dos autores. Essa derivada é uma
generalização de duas outras derivadas que foram apresentadas anteriormente, a saber, a
beta-derivada e a derivada compatível.
Definição 3.15. Seja k : ra, bs Ñ R uma função não negativa tal que k1ptq  0 sempre
que t ¡ a. Dada a função f e α P p0, 1q, a derivada local de f de ordem α é definida por
f pαqptq  lim
εÑ0
fpt  εpkptqq1αq  fptq
ε
. (3.18)
Observemos que se tomarmos kptq  t para todo t ¡ 0 na derivada AGO,
recuperamos a derivada compatível. Por outro lado, se tomarmos kptq  t  1
α
recuperamos
a beta-derivada.
Podemos escrever a derivada AGO, Eq.(3.18), em termos da derivada de ordem
um pela seguinte equação,
f pαqptq  pkptqq1αf 1ptq. (3.19)
Utilizando a regra de l’Hôpital na Eq.(3.18) temos,
f pαqptq  lim
εÑ0
pkptqq1αf 1pt εpkptqq1αq  pkptqq1αf 1ptq.
Em analogia as formulações de derivada apresentadas anteriormente, vamos
agora verificar se a derivada AGO satisfaz o critério proposto por Ortigueira e Machado.
Linearidade
Sejam f , g funções de variável real, c e d parâmetros escalares, k : ra, bs Ñ R
uma função não negativa tal que k1ptq  0 e α P p0, 1q. A derivada local AGO de cf   dg
de ordem α é dada pela Definição 3.15 por
pcf   dgqpαqptq  lim
εÑ0
cfpt εpkptqq1αq   dgpt εpkptqq1αq  cfptq  dgptq
ε
 c lim
εÑ0
fpt εpkptqq1αq  fptq
ε
  d lim
εÑ0
gpt εpkptqq1αq  gptq
ε
 cf pαqptq   dgpαqptq,
portanto, a derivada local AGO é um operador linear.
Derivada de ordem zero
Tomando α  0 na Eq.(3.19), podemos escrever,
f p0qptq  lim
αÑ0
pkptqq1αf 1ptq  kptqf 1ptq.
Dessa expressão, é evidente que a função f não é recuperada.
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Lei dos expoentes
Sejam k : ra, bs Ñ R uma função não negativa tal que k1ptq  0, α P p0, 1q e
β P p0, 1q a derivada local AGO de ordem α   β é dada por
f pα βqptq  pkptqq1αβf 1ptq.
Por outro lado, a derivada local AGO de ordem α da derivada de ordem β é dada por
pf pβqptqqpαq  pkptqq1α
d
dt
f pβqptq
 pkptqq1α
d
dt

pkptqq1βf 1ptq

 pkptqq1α

p1 βqpkptqqβf 1ptq   pkptqq1βf2ptq

 p1 βqpkptqq1αβf 1ptq   pkptqq2αβf2ptq.
Portanto, não vale, em geral, a lei dos expoentes, uma vez que pf pβqptqqpαq  f pα βqptq.
Derivada de ordem inteira
Tomando αÑ 1 na Eq.(3.19) temos,
f p1qptq  lim
αÑ1
pkptqq1αf 1ptq  f 1ptq.
Portanto, a derivada local AGO de ordem inteira recupera o caso inteiro.
Regra de Leibniz - Generalização
Sejam f e g funções de variável real, k : ra, bs Ñ R uma função não negativa
tal que k1ptq  0, α P p0, 1q. A derivada local AGO de fg de ordem α é dada, através da
Eq.(3.19), por
pfgqpαqptq  pkptqq1α
d
dt
fgptq
 pkptqq1α pf 1ptqgptq   fptqg1ptqq
 gptqf pαqptq   fptqgpαqptq.
Desse resultado, conclui-se que a derivada local AGO satisfaz a clássica regra de Leibniz.
Assim, a derivada local AGO não cumpre o critério proposto por Ortigueira e
Machado uma vez que não satisfaz todas as propriedades desse critério.
3.8 Derivada generalizada
Nessa seção apresentamos a chamada derivada local generalizada definida
recentemente por Akkurt e colaboradores [8]. Essa derivada generaliza as derivadas de
Katugampola [46], AGO [7] e compatível [48].
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Definição 3.16. Seja k : ra, bs Ñ R uma função não negativa tal que k1ptq  0 sempre
que t ¡ a. Dadas a função f e α P p0, 1q, a derivada local generalizada de f de ordem α
denotada por GDαfptq, é definida por
GD
αfptq  lim
εÑ0
f

t kptq   kptqe
εpkptqqα
k1ptq


 fptq
ε
. (3.20)
Se tomarmos kptq  t na Eq.(3.20) recuperamos a derivada de Katugampola.
Para mostrar que a derivada generalizada recupera a derivada AGO vamos expandir a
exponencial, a saber, e
εpkptqqα
k1ptq , em uma série de Maclaurin. Apenas os dois primeiros
termos dessa série contribuirão, uma vez que tomaremos o limite com ε tendendo a zero.
Assim,
GD
αfptq  lim
εÑ0
f

t  kptqpkptqq
α
k1ptq
ε fptq
	
ε
 lim
εÑ0
f

t 

pkptqq
pk1ptqq
1
1α

1α
ε fptq

ε
,
tomando µptq  pkptqq
pk1ptqq
1
1α
, recuperamos a derivada AGO. E para recuperar a derivada
compatível basta tomarmos µptq  t.
Podemos relacionar a derivada local generalizada, Eq.(3.20), com a derivada
de ordem um pela seguinte equação,
GD
αfptq 
pkptqq1α
k1ptq
f 1ptq. (3.21)
De fato, utilizando a regra de l’Hôpital na Eq.(3.20) temos,
GD
αfptq  lim
εÑ0
f 1

t kptq   kptqe
εpkptqqα
k1ptq


kptq
pkptqqα
k1ptq
e
εpkptqqα
k1ptq

pkptqq1α
k1ptq
f 1ptq.
Apresentamos agora a definição da integral generalizada e em seguida mostra-
remos que essa integral é a inversa da derivada local generalizada.
Definição 3.17. Sejam a ¥ 0, t ¥ a, k : ra, bs Ñ R uma função não negativa tal que
k1ptq  0 sempre que t ¡ a. Dadas a função f , definida em pa, ts, e α P R, a integral
generalizada de f de ordem α, denotada por GIαfptq é definida por
GI
αfptq 
» t
a
k1pxqfpxq
pkpxqq1α
dx.
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Teorema 3.6. Sejam a ¥ 0, α P p0, 1q, f uma função contínua tal que GIαf exista e
k : ra, bs Ñ R uma função não negativa tal que k1ptq  0. Então, para todo t ¡ a, temos,
GD
αpGI
αfptqq  fptq.
Demonstração. Pela Eq.(3.21) podemos escrever,
GD
αpGI
αfptqq 
pkptqq1α
k1ptq
d
dt
pGI
αfptqq

pkptqq1α
k1ptq
k1ptqfptq
pkptqq1α
 fptq,
como queríamos mostrar. 
Enfim, em analogia as demais formulações, vamos verificar se a derivada
generalizada satisfaz as cinco propriedades do critério proposto por Ortigueira e Machado.
Linearidade
A derivada local generalizada é um operador linear. Sejam f e g funções de
variável real, a e b parâmetros escalares, 0   α   1 e k : ra, bs Ñ R uma função não
negativa tal que k1ptq  0 sempre que t ¡ a. Assim, pela Definição 3.16, temos
GD
αraf   bgsptq
 lim
εÑ0
af

t kptq   kptqe
εpkptqqα
k1ptq


  bg

t kptq   kptqe
εpkptqqα
k1ptq


 afptq  bgptq
ε
 a lim
εÑ0
af

t kptq   kptqe
εpkptqqα
k1ptq


 fptq
ε
  b lim
εÑ0
g

t kptq   kptqe
εpkptqqα
k1ptq


 gptq
ε
 aGD
αfptq   bGD
αgptq.
Derivada de ordem zero
Utilizando a Eq.(3.21) podemos escrever,
GD
0fptq 
kptq
k1ptq
f 1ptq.
Portanto, a derivada generalizada de ordem zero de uma função não recupera a função.
Exceção à essa regra é o caso em que kptq  et.
Lei dos expoentes
Sejam k : ra, bs Ñ R uma função não negativa tal que k1ptq  0 sempre que
t ¡ a, α P p0, 1q e β P p0, 1q. A derivada generalizada de f de ordem α  β é dada, através
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da Eq.(3.21), por
GD
α βfptq 
pkptqq1αβ
k1ptq
f 1ptq.
Por outro lado, também pela Eq.(3.21), temos,
GD
α
GD
βfptq 
pkptqq1α
k1ptq
d
dt
GD
βfptq

pkptqq1α
k1ptq
d
dt

pkptqq1β
k1ptq
f 1ptq



pkptqq1α
k1ptq

p1 βqpkptqqβpk1ptqq2  pkptqq1αk2ptq
pk1ptqq2
f 1ptq  
pkptqq1β
k1ptq
f2ptq


.
Portanto, não vale a lei dos expoentes, pois GDα βfptq  GDαGDβfptq. O mesmo ocorre
com a integral generalizada, isto é,
GI
α
GI
βfptq 
» t
a
k1pxqGI
βfpxq
pkpxqq1α
dx

» t
a
k1pxq
pkpxqq1α
» x
a
k1pyqfpyq
pkpyqq1β
dy

dx.
Integrando por partes podemos escrever,
GI
α
GI
βfptq 
pkptqqα
α
» t
a
k1pyqfpyq
pkpyqq1β
dy 
» t
a
pkpxqqα
α
k1pxqfpxq
pkpxqq1β
dx

pkptqqα
α
GI
βfptq 
1
α
GI
α βfptq.
Não valendo, assim, a lei dos expoentes para a integral generalizada.
Derivada de ordem inteira
Tomando α  1 na Eq.(3.21) temos,
GD
1fptq 
f 1ptq
k1ptq
.
Assim, a derivada local generalizada de ordem inteira igual a um recupera o caso inteiro
apenas quando k1ptq  1, isto é, kptq  t   c com c P R. Já a integral generalizada de
ordem n, sendo n P N, é dada, através da Definição 3.17, por
GI
nfptq 
» t
a
k1pxqfpxq
pkpxqq1n
dx,
não generalizando assim o caso inteiro. Pois para generalizar o caso inteiro se faz necessário
a função k ser de duas variáveis, o que difere da Definição 3.17, se kpt, xq  t x
pΓpnqq 1n
teríamos k
1pt, xq
pkpt, xqq1n

pt xqn1
Γpnq , recuperando assim a fórmula integral de Cauchy.
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Regra de Leibniz - Generalização
Sejam f e g funções de variável real. Vamos calcular a derivada local generalizada
do produto dessas funções. Consideremos k : ra, bs Ñ R uma função não negativa tal que
k1ptq  0 sempre que t ¡ a e α P p0, 1q. Assim, a derivada local generalizada do produto
fg, de ordem α, é dada através da Eq.(3.21), por
GD
αfgptq 
pkptqq1α
k1ptq
d
dt
fgptq

pkptqq1α
k1ptq
pf 1ptqgptq   fptqg1ptqq
 gptqGD
αfptq   fptqGD
αgptq.
Portanto, a derivada generalizada satisfaz a clássica regra de Leibniz.
Tendo em vista essas cinco propriedades acima apresentadas, temos que a
derivada local generalizada não cumpre o critério proposto por Ortigueira e Machado.
3.9 Derivada V-fracionária truncada
Nessa seção apresentamos a derivada V-fracionária truncada introduzida por
Souza e Oliveira [88]. Essa derivada está baseada na função de Mittag-Leffler de seis
parâmetros. Então, antes de nos depararmos com tal definição, precisamos, primeiro,
considerar alguns resultados envolvendo a função de Mittag-Leffler. Apresentamos a
definição da função de Mittag-Leffler de seis parâmetros conforme definida em 2012, por
Salim e Faraj [77].
Definição 3.18. A função de Mittag-Leffler de seis parâmetros é definida pela seguinte
série,
Eρ,δ,qγ,β,ppxq 
8¸
k0
xkpρqkq
Γpγk   βqpδqkp
,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0, Repγq  p ¥ q
e pρqkq uma generalização do símbolo de Pochhammer, ou seja, pρqkq 
Γpρ  kqq
Γpρq .
Iremos, agora, considerar a função de Mittag-Leffler de seis parâmetros truncada
da seguinte forma,
iE
ρ,δ,q
γ,β,ppxq 
i¸
k0
xkpρqkq
Γpγk   βqpδqkp
,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq p ¥ q.
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Através da função de Mittag-Leffler truncada, em [88] define-se a função iHρ,δ,qγ,β,p,
iH
ρ,δ,q
γ,β,ppxq  ΓpβqiE
ρ,δ,q
γ,β,ppxq  Γpβq
i¸
k0
xkpρqkq
Γpγk   βqpδqkp
,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq p ¥ q.
Tendo em vista os resultados acima apresentados temos, a seguir, a definição
da derivada V-fracionária truncada conforme proposta por Souza e Oliveira [88].
Definição 3.19. Sejam f : r0,8s Ñ R e 0   α   1. A derivada V-fracionária truncada
de ordem α, denotada por ρiVδ,p,qγ,β,α, é definida por
ρ
iVδ,p,qγ,β,αfptq  limεÑ0
f

t iH
ρ,δ,q
γ,β,ppεt
αq
	
 fptq
ε
, (3.22)
para todo t ¡ 0, sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0
e Repγq   p ¥ q.
Podemos escrever a derivada V-fracionária truncada de ordem α sendo 0   α   1
em termos da derivada primeira da seguinte forma,
ρ
iVδ,p,qγ,β,αfptq  f 1 ptqΓpβq
t1αpρqq
Γpγ   βqpδqq
. (3.23)
Para mostrar que vale a Eq.(3.23) observemos primeiro que para 0   α   1,
γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq   p ¥ q
temos
lim
εÑ0 i
Hρ,δ,qγ,β,ppεt
αq  lim
εÑ0
ΓpβqiEρ,δ,qγ,β,ppxq
 lim
εÑ0
Γpβq
i¸
k0
pεtαqkpρqkq
Γpγk   βqpδqkp
. (3.24)
Observemos que ao tomarmos o limite, ε tendendo a zero, o único termo do somatório que
será diferente de zero será quando k  0 e nesse caso temos
lim
εÑ0
pεtαqkpρqkq
Γpγk   βqpδqkp

k0
 lim
εÑ0
pρq0
Γpβqpδq0

1
Γpβq , (3.25)
uma vez que pδq0  pρq0  1. Assim, pelas Eq.(3.24) e Eq(3.25) temos,
lim
εÑ0 i
Hρ,δ,qγ,β,ppεt
αq  1.
Portanto, utilizando a regra de l’Hôpital na Eq.(3.22), temos
ρ
iVδ,p,qγ,β,αfptq  limεÑ0 f
1

t iH
ρ,δ,q
γ,β,ppεt
αq
	 d
dε
rt iH
ρ,δ,q
γ,β,ppεt
αqs
 lim
εÑ0
f 1

t iH
ρ,δ,q
γ,β,ppεt
αq
	
tΓpβq
i¸
k0
ktαpεtαqk1pρqkq
Γpγk   βqpδqkp
.
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Observemos que ao tomarmos o limite, ε tendendo a zero, no somatório acima, apenas o
termo k  1 do somatório será diferente de zero e valerá t
αpρqq
Γpγ   βqpδqq
. Assim,
ρ
iVδ,p,qγ,β,αfptq  f 1 ptqΓpβq
t1αpρqq
Γpγ   βqpδqq
,
como queríamos mostrar. Antes de abordarmos as propriedades do critério proposto por
Ortigueira e Machado, apresentamos a definição de integral V-fracionária [88].
Definição 3.20. Sejam a ¥ 0, t ¥ a, f uma função definida em pa, ts e 0   α   1. A
integral V-fracionária é dada por
ρ
aIδ,p,qγ,β,αfptq 
Γpγ   βqpδqp
Γpβqpρqq
» t
a
fpxq
x1α
dx,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq p ¥ q.
Teorema 3.7. Sejam a ¥ 0, t ¥ a, f uma função contínua tal que ρaIδ,p,qγ,β,αfptq exista,
então
ρ
iVδ,p,qγ,β,α

ρ
aIδ,p,qγ,β,αfptq
	
 fptq,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq p ¥ q.
Demonstração. Usando a Eq.(3.23) temos
ρ
iVδ,p,qγ,β,α

ρ
aIδ,p,qγ,β,αfptq
	

d
dt

ρ
aIδ,p,qγ,β,αfptq
	
Γpβq t
1αpρqq
Γpγ   βqpδqq

Γpγ   βqpδqp
Γpβqpρqq
fptq
t1α
Γpβq t
1αpρqq
Γpγ   βqpδqq
 fptq,
como queríamos mostrar. 
Em analogia às formulações anteriores passamos agora a verificar se a derivada
V-fracionária satisfaz as cinco propriedades do critério proposto por Ortigueira e Machado.
Linearidade
Sejam f e g funções de uma variável real, a, b parâmetros escalares. A derivada
V-fracionária de ordem α, sendo 0   α   1 da combinação linear das funções f e g é dada
por,
ρ
iVδ,p,qγ,β,αraf   bgsptq  limεÑ0
af

t iH
ρ,δ,q
γ,β,ppεt
αq
	
  bg

t iH
ρ,δ,q
γ,β,ppεt
αq
	
 afptq  bgptq
ε
 a lim
εÑ0
f

t iH
ρ,δ,q
γ,β,ppεt
αq
	
 fptq
ε
  b lim
εÑ0
g

t iH
ρ,δ,q
γ,β,ppεt
αq
	
 gptq
ε
 aρiVδ,p,qγ,β,αfptq   bρiVδ,p,qγ,β,αgptq,
para todo t ¡ 0, γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e
Repγq   p ¥ q. Portanto, a derivada V-fracionária é um operador linear.
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Derivada de ordem zero
Tomando α  0 na Eq.(3.23) temos
ρ
iVδ,p,qγ,β,0fptq  f 1 ptqΓpβq
tpρqq
Γpγ   βqpδqq
,
para todo t ¡ 0, sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0
e Repγq   p ¥ q. Não recuperando a função fptq.
Lei dos expoentes
Sejam α e µ tais que 0   α   µ   1, assim, podemos escrever
ρ
aIδ,p,qγ,β,α

ρ
aIδ,p,qγ,β,µfptq
	

Γpγ   βqpδqp
Γpβqpρqq
» t
a
ρ
aIδ,p,qγ,β,µfpxq
x1α
dx

Γpγ   βqpδqp
Γpβqpρqq
» t
a
Γpγ   βqpδqp
Γpβqpρqq
» x
a
fpyq
y1µ
dy

xα1dx.
Integrando por partes temos,
ρ
aIδ,p,qγ,β,α

ρ
aIδ,p,qγ,β,µfptq
	


Γpγ   βqpδqp
Γpβqpρqq
2
tα
α
» t
a
fpyq
y1µ
dy 
» t
a
yαfpyq
αy1µ
dy




Γpγ   βqpδqp
Γpβqpρqq
2 1
α
» t
a
fpyq
y1µ
ptα  yαqdy

Γpγ   βqpδqp
αΓpβqpρqq

tαρaIδ,p,qγ,β,µfptq  ρaIδ,p,qγ,β,α µfptq
	
,
sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e Repγq p ¥ q.
Portanto, ρaIδ,p,qγ,β,α µfptq  ρaIδ,p,qγ,β,α

ρ
aIδ,p,qγ,β,µfptq
	
e não vale a lei dos expoentes.
Vamos agora verificar se a derivada V-fracionária truncada satisfaz a lei dos
expoentes, sejam 0   α   1 e 0   µ   1, pela Eq.(3.23) podemos escrever,
ρ
iVδ,p,qγ,β,αρiVδ,p,qγ,β,µfptq 
d
dt

ρ
iVδ,p,qγ,β,µfptq
	 Γpβqt1αpρqq
Γpγ   βqpδqq

d
dt

f 1ptqΓpβqt1µpρqq
Γpγ   βqpδqq


Γpβqt1αpρqq
Γpγ   βqpδqq


Γpβqpρqq
Γpγ   βqpδqq
2
t1β
 
t1µf 1ptq   p1 µqtµf 1ptq

.
Por outro lado, novamente pela Eq.(3.23), temos
ρ
iVδ,p,qγ,β,α µfptq  f 1ptq
Γpβqt1αµpρqq
Γpγ   βqpδqq
,
portanto, não vale a lei dos expoentes para a derivada V-fracionária truncada.
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Derivada de ordem inteira
Tomando α  1 Eq.(3.23) temos
ρ
iVδ,p,qγ,β,1fptq  f 1 ptqΓpβq
pρqq
Γpγ   βqpδqq
.
Portanto a derivada V-fracionária não recupera o caso inteiro, exceto no caso especial em
que valha a expressão Γpβq pρqqΓpγ   βqpδqq
 1, uma particular combinação dos parâmetros.
Já a integral V-fracionária de ordem α  1 é dada por,
ρ
aIδ,p,qγ,β,1fptq 
Γpγ   βqpδqp
Γpβqpρqq
» t
a
fpxqdx,
recuperando o caso inteiro apenas quando Γpγ   βqpδqpΓpβqpρqq
 1.
Regra de Leibniz - Generalização
Utilizando a Eq.(3.23) vamos obter uma fórmula para a derivada V-fracionária
do produto de duas funções. Sejam f : r0,8s Ñ R, g : r0,8s Ñ R e 0   α   1. Assim,
para todo t ¡ 0, sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0
e Repγq   p ¥ q, podemos escrever a derivada V-fracionária truncada de ordem α sendo
0   α   1 em termos da derivada primeira da seguinte forma,
ρ
iVδ,p,qγ,β,αrfgsptq 
d
dt
pfgptqqΓpβq t
1αpρqq
Γpγ   βqpδqq
 pf 1ptqgptq   fptqg1ptqqΓpβq t
1αpρqq
Γpγ   βqpδqq
 gptqρiVδ,p,qγ,β,αfptq   fptqρiVδ,p,qγ,β,αgptq,
para todo t ¡ 0, sendo γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0
e Repγq   p ¥ q. Assim vale a clássica regra de Leibniz.
3.10 Propriedades
Em resumo, apresentamos a Tabela 3 com as propriedades do critério proposto
por Ortigueira e Machado que cada uma das derivadas locais, apresentadas e discutidas
nesse capítulo, satisfazem.
Na tabela a seguir, apresentamos a regra que as derivadas locais, apresentadas
nesse capítulo, satisfazem para a derivada do produto de duas funções. Observamos que
todas, exceto a derivada deformável, satisfazem a clássica regra de Leibniz. Isso se dá devido
à correspondência dessas derivadas com a derivada de ordem um1 e o mesmo não ocorre
1 Ver Teorema A.2.
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Tabela 3 – Validade das propriedades do critério de Ortigueira e Machado para as derivadas
locais. Aqui, o símbolo Xrepresenta que a propriedade é satisfeita,  que a
propriedade não é satisfeita e  que ela é satisfeita para casos especiais.
Operador
linear
Derivada de
ordem zero
Lei dos
expoentes
Derivada de
ordem inteira
Regra de
Leibniz
Generalização
Chen X    
Compatível X   X 
Katugampola X   X 
M -fracionária X   X 
Deformável X X  X 
Beta-derivada X   X 
AGO X   X 
Generalizada X    
V-fracionária
truncada X    
com a derivada deformável, pois, de acordo com a Eq.(3.15), essa está relacionada com a
derivada de ordem um e com a função original. Segundo Tarasov [93] operadores lineares
que satisfazem a clássica regra de Leibniz não podem representar derivadas fracionárias.
Tabela 4 – Regra de Leibniz para derivadas fracionárias.
Derivada Fracionária Regra de Leibniz
Chen Bfgpxq
Bxα
 fpxq
Bgpxq
Bxα
  gpxq
Bfpxq
Bxα
Conforme Tαfgptq  fptqTαgptq   gptqTαfptq
Katugampola Dαfgptq  gptqDαfptq   fptqDαgptq
M-fracionária Dα,βM fgptq  fptqD
α,β
M gptq   gptqD
α,β
M fptq
Deformável Dαfgptq  gptqDαfptq   αfptqg1ptq
Beta-derivada A0 Dβxpfgpxqq  gpxqA0 Dβxpfpxqq   fpxqA0 Dβxpgpxqq
AGO pfgqpαqptq  gptqf pαqptq   fptqgpαqptq
Generalizada GDαfgptq  gptqGDαfptq   fptqGDαgptq
V-fracionária truncada ρiVδ,p,qγ,β,αrfgsptq  gptqρiVδ,p,qγ,β,αfptq   fptqρiVδ,p,qγ,β,αgptq
3.11 Critério para uma derivada local
Tendo em vista que as derivadas locais apresentadas nesse capítulo não sa-
tisfazem o critério proposto por Ortigueira e Machado [70], aqui propomos um critério,
também composto de cinco propriedades, que essas derivadas locais possam satisfazer, isto
é, de modo a caracterizá-las como uma particular classe de derivadas.
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Critério - Derivada local
1. A derivada local é um operador linear;
2. A derivada local de ordem um deve produzir o mesmo resultado
da primeira derivação ordinária;
3. A derivada local de uma constante é zero;
4. A clássica regra de Leibniz é satisfeita:
Dαfgptq  gptqDαfptq   fptqDαgptq;
5. Vale a regra da cadeia: Dαfpgptqq  pDαfqpgptqqg1ptq.
Vamos mostrar que as derivadas apresentadas nesse capítulo satisfazem, em sua
grande maioria, o critério acima proposto, para isso mostraremos apenas as propriedades da
derivada de uma constante ser zero e a regra da cadeia, uma vez que as demais propriedades
já foram mostradas nas seções anteriores.
3.11.1 Derivada de Chen
Vamos primeiro mostrar que a derivada de Chen de uma constante é zero. Seja
c uma constante, assim pela Eq.(3.2), temos
Bc
Bxα

d
dx
c
αxα1
 0.
Mostraremos agora que a derivada de Chen satisfaz a regra da cadeia. Sejam f
e g funções de uma variável real. Pela Eq.(3.2) podemos escrever,
Bfpgpxqq
Bxα

d
dx
fpgpxqq
αgα1pxq


Bf
Bxα


pgpxqqg1pxq.
Portanto, a derivada de Chen cumpre o critério.
3.11.2 Derivada compatível
Vamos mostrar que a derivada compatível definida pela Eq.(3.3) cumpre o
critério aqui proposto. Para isso vamos primeiro mostrar que a derivada de uma constante
c é nula. Pela Eq.(3.4) e para 0   α ¤ 1, temos
Tαc  t
1α d
dt
c  0,
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para todo t ¡ 0. Agora, mostraremos que vale a regra da cadeia. Sejam f e g funções de
variável real e 0   α ¤ 1, pela Eq.(3.4) temos
Tαfpgptqq  g
1αptq
d
dt
fpgptqq
 g1αptqf 1pgptqqg1ptq
 pTαfq pgptqqg
1ptq.
3.11.3 Derivada de Katugampola
Vamos primeiro mostrar que a derivada de Katugampola de ordem α, sendo
0   α   1, de uma constante c é zero. Pela Eq.(3.6) temos
Dαc  t1α
d
dt
c  0.
Novamente utilizando a Eq.(3.6) mostraremos que vale a regra da cadeia para a derivada
de Katugampola. Sejam f e g funções de variável real e 0   α   1. Temos,
Dαfpgptqq  g1αptq
d
dt
fpgptqq  g1αptqf 1pgptqqg1ptq  pDαfqpgptqqg1ptq.
Portanto, a derivada de Katugampola satisfaz as cinco propriedades do critério proposto
nessa seção.
3.11.4 Derivada M -fracionária
Vamos agora calcular a derivada M -fracionária de uma constante c. Pela
Eq.(3.10) temos
Dα,βM c 
t1α d
dt
c
Γpβ   1q  0,
para todo t ¡ 0, 0   α   1 e β ¡ 0. Utilizando a Eq.(3.10) mostraremos que vale a regra
da cadeia para a derivada M -fracionária. Sejam f e g funções de variável real, 0   α   1
e β ¡ 0. Temos,
Dα,βM fpgptqq 
g1αptq
d
dt
rfpgptqqs
Γpβ   1q 
g1αptqf 1pgptqqg1ptq
Γpβ   1q 

Dα,βM f
	
pgptqqg1ptq.
3.11.5 Derivada deformável
A derivada deformável não satisfaz o critério aqui proposto, uma vez que já
vimos na Seção 3.5 que essa derivada não satisfaz a regra de Leibniz. Aqui, mostraremos
que a derivada de uma constante não é nula e que também não satisfaz a regra da cadeia.
Assim, as únicas propriedades desse critério que são satisfeitas são: a derivada de ordem
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um coincide com a derivada primeira e ser um operador linear. Vamos primeiro mostrar
que a derivada de uma constante c não é nula. Pela Eq.(3.14 ) temos para 0 ¤ α ¤ 1,
Dαc  lim
εÑ0
p1  εβqc c
ε
 lim
εÑ0
εβc
ε
 βc
sendo β tal que α  β  1. Portanto a derivada deformável de uma constante só será nula
quando β for zero, ou seja, a ordem da derivada for um. Vamos agora obter uma fórmula
para a derivada deformável de uma função composta através da Eq.(3.15),
Dαfpgptqq  βfpgptqq   α d
dt
fpgptqq
 βfpgptqq   αf 1pgptqqg1ptq.
Portanto, essa derivada não satisfaz a regra da cadeia. Exceto, no caso especial,
onde g1pxq  1.
3.11.6 Beta-derivada
Vamos primeiro calcular a beta-derivada de uma constante c. Pela Eq.(3.17)
temos,
A
0 D
β
xpcq 

x 
1
Γpβq

1β
d
dx
c  0.
Vamos agora mostrar que a beta-derivada também satisfaz a regra da cadeia.
Novamente pela Eq.(3.17) temos,
A
0 D
β
xpfpgpxqqq 

gpxq  
1
Γpβq

1β
d
dx
fpgpxqq


gpxq  
1
Γpβq

1β
f 1pgpxqqg1pxq
 A0 D
β
xpfqpgpxqqg
1pxq.
Assim, a beta-derivada também cumpre o critério aqui proposto.
3.11.7 Derivada AGO
A derivada AGO satisfaz tanto a propriedade da regra da cadeia quanto a
propriedade da derivada de uma constante ser zero. De fato, para c constante e k : ra, bs Ñ R
uma função não negativa tal que k1ptq  0 temos, pela Eq.(3.19),
f pαqc 
pkptqq1α
k1ptq
d
dt
c  0.
Novamente pela Eq.(3.19) e α P p0, 1q temos
rfpgptqqspαq 
pkptqq1α
k1ptq
d
dt
fpgptqq 
pkptqq1α
k1ptq
f 1pgptqqg1ptq  f pαqpgptqqg1ptq.
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3.11.8 Derivada generalizada
Nessa seção mostraremos que a derivada generalizada satisfaz a regra da cadeia
e que a derivada de uma constante é zero. Vamos primeiro encontrar a derivada de uma
constante c. Pela Eq.(3.21) temos para k : ra, bs Ñ R uma função não negativa tal que
k1ptq  0,
GD
αc 
pkptqq1α
k1ptq
d
dt
c  0.
Novamente pela Eq.(3.21) e α P p0, 1q temos
GD
αfpgptqq 
pkptqq1α
k1ptq
d
dt
fpgptqq 
pkptqq1α
k1ptq
f 1pgptqqg1ptq  pGD
αfqpgptqqg1ptq,
valendo, assim, a regra da cadeia.
3.11.9 Derivada V-fracionária truncada
Sejam c uma constante e 0   α   1. A derivada V-fracionária de ordem α
dessa constante c é dada através da Eq.(3.23) por
ρ
iVδ,p,qγ,β,αfptq 
d
dt
cΓpβq t
1αpρqq
Γpγ   βqpδqq
 0,
para todo t ¡ 0, γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e
Repγq   p ¥ q. Portanto, a derivada V-fracionária de ordem α de uma constante é zero,
igual ao que ocorre no caso inteiro.
Agora vamos calcular a derivada V-fracionária de ordem α de uma função
composta. Sejam f e g funções de variável real e 0   α   1. Assim, pela Eq.(3.23) temos,
ρ
iVδ,p,qγ,β,αfpgptqq 
d
dt
pfpgptqqqΓpβq t
1αpρqq
Γpγ   βqpδqq
 f 1pgptqqg1ptqΓpβq t
1αpρqq
Γpγ   βqpδqq
 pρiVδ,p,qγ,β,αfqpgptqqg1ptq,
sendo t ¡ 0, γ, β, ρ, δ P C, p, q ¡ 0, Repβq ¡ 0, Repγq ¡ 0, Repρq ¡ 0, Repδq ¡ 0 e
Repγq   p ¥ q. Portanto, a derivada V-fracionária de ordem α satisfaz a regra da cadeia.
Em resumo, apresentamos a Tabela 5, com as cinco propriedades do critério,
aqui proposto, que cada uma das derivadas locais, vistas nesse capítulo, satisfazem.
3.12 Outras formulações
Apresentamos agora mais algumas derivadas conhecidas na literatura como “fra-
cionárias” locais, no entanto será apresentada apenas as suas definições e não mostraremos
se estas cumprem os critérios propostos por Ortigueira e Machado [70].
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Tabela 5 – Validade das propriedades do critério, aqui proposto, para as derivadas locais.
Os símbolos Xe  representam que a propriedade é satisfeita e que ela é
satisfeita para casos especiais, respectivamente.
Operador
linear
Derivada de
ordem um
Derivada de
uma constante
Regra de
Leibniz
Regra
da cadeia
Chen X X X X X
Compatível X X X X X
Katugampola X X X X X
M -fracionária X X X X X
Deformável X X   
Beta-derivada X X X X X
AGO X X X X X
Generalizada X  X X X
V-fracionária
truncada X  X X X
3.12.1 Derivada quântica
Como uma alternativa para a derivada de Grünwald-Letnikov, Ortigueira [68]
apresenta a chamada derivada quântica. Tal derivada é valida para t ¡ 0 (ou para t   0)
e pode ser usada para resolver problemas de variação de escala e sistemas de equações
diferenciais do tipo Euler-Cauchy.
Definição 3.21. A derivada quântica de ordem α para t ¡ 0 é dada por
Dαq fptq  t
α lim
qÑ1
8¸
j0

α
j


q
p1qjq
jpj 1q
2 qjαfpqjtq
p1 qqα
sendo o coeficiente q-binomial dado por
α
j


q

rαsq!
rjsq!rα  jsq!
(3.26)
onde, rαsq 
1 qα
1 q .
Definição 3.22. A derivada quântica de ordem α para t   0 é dada por
Dαq1fptq  t
α lim
qÑ1
8¸
j0

α
j


q
p1qjq
jpj1q
2 fpqjtq
p1 q1qα
sendo o coeficiente q-binomial dado pela Eq.(3.26).
3.12.2 Derivada de Kolwankar-Gangal
Em 1996, Kiran Kolwankar e Anil Gangal [52], definiram uma nova derivada
local tendo como referência a formulação de derivada de Riemann-Liouville. Essa nova
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definicão foi utilizada pelos autores como ferramenta para o estudo de regularidades de
funções [52].
Definição 3.23. Sejam 0   α   1 e f uma função tal que f : pa, bq Ñ R. As derivadas
locais de Kolwankar-Gangal de ordem α, à direita e à esquerda, são das por
Dαfpyq  limxÑy
1
Γp1 αq
d
dx
» x
y
fptq  fpyq
px tqα
dt.
Em 1997, Kiran Kolwankar e Anil Gangal [53], generalizaram a definição acima
para uma ordem α mais geral com n 1   α   n, sendo n P N.
Definição 3.24. Sejam n 1   α   n, com n P N e f uma função tal que f : r0, 1s Ñ R.
As derivadas locais Kolwankar-Gangal de ordem α, à direita e à esquerda, são dadas por
Dαfpyq  limxÑy
1
Γpn αq
dn
dxn
» x
y
fptq 
n¸
k0
f pkqpyq
k! pt yq
k
px tqαn 1
dt.
3.12.3 Derivada de Chen-Yan-Zhang
Tendo com base a derivada Kolwankar-Gangal [52], conforme Definição 3.23,
Yan Chen, Ying Yan e Kewei Zhang [28] definiram uma versão mais fraca para a derivação
local do que a derivada de Kolwankar-Gangal. Eles a chamaram de singular integral
difference-quotient local fractional derivative aqui chamaremos essa formulacão de derivada
de Chen-Yan-Zhang.
Definição 3.25. Suponha que f P Cpa, bq. A derivada de Chen-Yan-Zhang à direita de
ordem α, com 0   α   1, de f , denotada por Dα fpyq com y P pa, bq é dada pela seguinte
equação se o limite existe,
Dα fpyq 
1
Γp1 αq limhÑ0 
» 1
0
p1 tqαfpth  yq  fpyq
hα
dt.
De modo semelhante, temos a definição da derivada de Chen-Yan-Zhang à esquerda de
ordem α, com 0   α   1, de f , denotada por Dαfpyq com y P pa, bq,
Dαfpyq  
1
Γp1 αq limhÑ0 
» 1
0
p1 tqαfpy  thq  fpyq
hα
dt.
No próximo capítulo apresentamos as derivadas com núcleo não singular, e
análogo ao que fizemos com as derivadas clássicas e as locais, verificamos se tais derivadas
cumprem o critério proposto por Ortigueira e Machado [70].
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Derivadas com núcleo não singular
Nessa seção apresentamos as derivadas ditas “fracionárias”1 com núcleo não
singular, que emergiram na literatura a partir da derivada proposta por Caputo e Fabrizio
[22]. Yang et al. [105] propuseram uma nova formulação envolvendo uma integral cujo
núcleo é uma função não singular, a saber, uma função exponencial. Atangana e Baleanu
[11] apresentaram duas novas formulações para a derivada baseada na derivada de Caputo-
Fabrizio, cujo núcleo é dado por uma função de Mittag-Leffler. Apresentamos também
uma formulação, que aqui chamamos de derivada generalizada, que tem como casos
particulares as derivadas de Caputo-Fabrizio, Yang-Srivastava-Machado e Atangana-
Baleanu. Novamente, Caputo e Fabrizio [23] propuseram uma nova formulação para a
derivada, agora com núcleo gaussiano. Sun et al. [92] propõem duas novas formulações para
a derivada sendo o núcleo uma exponencial. Yang, et al. [107] introduziram as derivadas do
tipo Riemann-Liouville e Liouville-Caputo sendo o núcleo não singular funções de Mittag-
Leffler de um, dois, três e quatro parâmetros. Yang [103] definiu duas novas formulações,
as derivadas gerais do tipo Liouville-Caputo e do tipo Riemann-Liouville, ambas definições
possue núcleo não singular. Enfim, Souza e Oliveira [90] definiram dois novos operadores
com núcleo não singular e com ordem variável, no entanto tais operadores não serão aqui
apresentados pois as derivadas com ordem variável fogem do objetivo desse trabalho.
Aqui, de modo semelhante ao que fizemos nos capítulos anteriores verificamos se
esses operadores cumprem as propriedades do critério proposto por Ortigueira e Machado
[70]. Uma dessas propriedades é a lei dos expoentes, também conhecida como propriedade
de semigrupo, e está relacionada com a integral fracionária. No entanto, nem todos
esses operadores têm definida uma integral fracionária, e quando isso ocorrer omitimos a
verificação dessa propriedade.
1 Apesar de na literatura encontrarmos o termo fracionário na definição das derivadas com núcleo não
singular, mostramos que nenhuma destas formulações satisfazem o critério proposto por Ortigueira e
Machado e, portanto, vamos eliminar o termo fracionário.
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4.1 Derivada segundo Caputo-Fabrizio
Nesta seção introduzimos a integral e a derivada de Caputo-Fabrizio [22], cujo
núcleo é não singular e verificamos se essa derivada cumpre o critério proposto por Orti-
gueira e Machado. Esse formulação tem sido utilizada em problemas de eletromagnetismo
[23], difusão [34], circuito RL [96] e em modelos envolvendo a equação de relaxamento [92].
Definição 4.1. Sejam 0 ¤ α ¤ 1 e 8 ¤ a   t e f P H1pa, bq com b ¡ a. A derivada de
Caputo-Fabrizio é dada por
D pαqt fptq 
Mpαq
1 α
» t
a
9fpτqe
αptτq
1α dτ, (4.1)
sendo Mpαq uma função de normalização tal que Mp0q  1 Mp1q e a notação 9f é usada
para denotar a derivada de ordem um.
Através da mudança σ  1 α
α
e pela nova função de normalização Npσq,
sendo Np0q  1  Np8q, [22] também escreve a derivada de Caputo-Fabrizio como,
D
p 1σ 1q
t fptq 
N pσq
σ
» t
a
9fpτqe
tτ
σ dτ.
A integral conforme definida por Caputo-Fabrizio [22] com a normalização
apresentada por Losada e Nieto [59] é dada por:
Definição 4.2. Seja 0 ¤ α ¤ 1, a integral de Caputo-Fabrizio é dada por
CF Iαfptq  p1 αqfptq   α
» t
0
fpτqdτ. (4.2)
Mostraremos que a derivada de Caputo-Fabrizio não satisfaz um dos itens do
critério proposto por Ortigueira e Machado, a saber, a lei dos expoentes.
Linearidade
Sejam f e g funções e β e γ escalares. A derivada de Caputo-Fabrizio de ordem
α sendo α P r0, 1s da combinação linear βf   γg é
D pαqt pβf   γgqptq 
Mpαq
1 α
» t
a
9pβf   γgqpτqe
αptτq
1α dτ

Mpαq
1 α
» t
a
rβ 9fpτq   γ 9gpτqse
αptτq
1α dτ
 βD pαqt fptq   γD
pαq
t gptq,
portanto, a derivada de Caputo-Fabrizio é um operador linear.
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Derivada de ordem zero
Tomando a ordem da derivada de Caputo-Fabrizio igual a zero, podemos
escrever pela Definição 4.1
D0t fptq  Mp0q
» t
a
9fpτqe0dτ
 fptq  fpaq, (4.3)
assim, a derivada de Caputo-Fabrizio de ordem zero de uma dada função é a própria
função desde que fpaq  0.
Derivada de ordem inteira
A derivada e a integral de Caputo-Fabrizio recuperam o caso inteiro (ordem
zero e um). De fato, pela Eq.(4.3) e considerando fpaq  0 temos que a derivada de ordem
zero recupera o caso inteiro, para αÑ 1 e considerando σ  1 α
α
temos
lim
αÑ1
D pαqt fptq  lim
αÑ1
M pαq
1 α
» t
a
9fpτqe
αptτq
1α dτ
 lim
σÑ0
M
  1
1 σ q
1 11 σ
» t
a
9fpτqe
tτ
σ dτ

» t
a
9fpτq

lim
σÑ0
1
σ
1 σ
e
tτ
σ
ff
dτ

» t
a
9fpτq

lim
σÑ0
1  σ
σ
e
tτ
σ

dτ

» t
a
9fpτq

lim
σÑ0
e
tτ
σ
σ
ff
dτ

» t
a
9fpτqδpt τqdτ
 9fptq.
Portanto, as derivadas de Caputo-Fabrizio de ordem zero e um são as derivadas
de ordem inteira zero e um, no caso em que fpaq  0. Agora mostramos que a integral de
Caputo-Fabrizio também recupera o caso inteiro. Pela Definição 4.2 podemos escrever a
integral de ordem zero como,
CF I0fptq  p1 0qfptq   0
» t
0
fpsqds  fptq.
E a integral de ordem um,
CF I1fptq  p1 1qfptq   1
» t
0
fpsqds 
» t
0
fpsqds.
Portanto, a derivada de Caputo-Fabrizio recupera o caso inteiro.
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Lei dos expoentes
Nessa seção mostramos que a integral de Caputo-Fabrizio não satisfaz a lei dos
expoentes para quaisquer valores de α e β. De fato,
CF Iα CF Iβfptq
 p1 αqCF Iβfptq   α
» t
0
CF Iβfpsqds
 p1 αqp1 βqfptq   p1 αqβ
» t
0
fpsqds  α
» t
0

p1 βqfpsq   β
» s
0
fpτqdτ

ds
 p1 αqp1 βqfptq   p1 αqβ
» t
0
fpsqds  αp1 βq
» t
0
fpsqds  αβ
» t
0
» s
0
fpτqdτds
 p1 αqp1 βqfptq   pβ   α  2αβq
» t
0
fpsqds  αβ
» t
0
» s
0
fpτqdτds
 p1 α  βqfptq   pβ   αq
» t
0
fpsqds  αβ

fptq  
» t
0
» s
0
fpτqdτds 2
» t
0
fpsqds

 CF Iα βfptq   αβ

fptq  
» t
0
pt sqfpsqds 2
» t
0
fpsqds

 CF Iα βfptq   αβ

fptq  
» t
0
pt s 2qfpsqds

.
Em geral, CF IαCF Iβfptq  CF Iα βfptq, exceto quando α ou β é zero. Assim, não vale a
lei dos expoentes para a derivada de Caputo-Fabrizio.
Regra de Leibniz - Generalização
Recentemenete, Ortigueira e Machado [71] afirmam que a derivada de Caputo-
Fabrizio não é uma derivada fracionária e não satisfaz a regra de Leibniz.
De forma direta, para f, g P H1pa, bq, b ¡ a e α P r0, 1s podemos calcular a
derivada de Caputo-Fabrizio de ordem α do produto de duas funções f e g através da
equação
D pαqt pfgqptq 
Mpαq
1 α
» t
a
9pfgqpτqe
αptτq
1α dτ

Mpαq
1 α
» t
a
r 9fpτqgpτq   fpτq 9gpτqse
αptτq
1α dτ

Mpαq
1 α
» t
a
9fpτqgpτqe
αptτq
1α dτ  
Mpαq
1 α
» t
a
fpτq 9gpτqe
αptτq
1α dτ
Na Seção 4.4 será apresentada uma derivada, cuja notação utilizada será GCDα,βt ,
que generaliza a derivada de Caputo-Fabrizio. Lá vamos obter uma fórmula do tipo Leibniz
para a derivada do produto de duas funções, Eq.(4.16), e como caso particular obtemos a
fórmula do tipo Leibniz para a derivada de Caputo-Fabrizio. Sejam f, g P H1pa, bq funções
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analíticas, b ¡ a e α P r0, 1s assim vale a regra do tipo Leibniz,
D pαqt pfgqptq 
Mpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

k
s


f psqptqIk sb  gptq 
Mpαq
1 α e
α
ptbq
1α fpbqgpbq,
onde Mpq representa uma função normalização tal que Mp0q  1 Mp1q e Iαb  a integral
de Riemann-Liouville de ordem α à direita.
4.2 Derivada de Atangana-Baleanu
Atangana e Baleanu [11] apresentaram duas novas formulações, uma do tipo
Caputo outra do tipo Riemann-Liouville, para derivada baseada na derivada de Caputo-
Fabrizio [22]. Essas formulações foram utilizadas em aplicações de ciência térmica, em
modelos de transferência de calor [11], em modelos de fuido [80] e no oscilador tipo
Irving-Mullineux [35].
Definição 4.3. Sejam f P H1pa, bq (espaço de Sobolev), b ¡ a e α P r0, 1s, então a
derivada segundo Atangana-Baleanu do tipo Caputo, denotada por ABCbDαt é dada por
ABC
bD
α
t pfptqq 
Bpαq
1 α
» t
b
f 1pxqEα

α
pt xqα
1 α


dx, (4.4)
sendo Bpαq uma função de normalização com Bp0q  1  Bp1q e Eαpq, a função de
Mittag-Leffler de um parâmetro.
Observemos que se considerarmos a ordem da derivada, α, igual a zero, não
recuperamos a função original, ao menos que fpbq seja nula. Pois pela Eq.(4.4) temos,
ABC
bD
0
t pfptqq  Bp0q
» t
b
f 1pxqE0 p0q dx 
» t
b
f 1pxqdx  fptq  fpbq.
Para evitar que isso ocorra, Atangana e Baleanu [11], apresentam uma nova
definição.
Definição 4.4. Sejam f P H1pa, bq, b ¡ a e α P r0, 1s, a derivada segundo Atangana-
Baleanu do tipo Riemann-Liouville, denotada por ABRbDαt , é dada por
ABR
bD
α
t pfptqq 
Bpαq
1 α
d
dt
» t
b
fpxqEα

α
pt xqα
1 α


dx, (4.5)
sendo Bpαq uma função de normalização com Bp0q  1  Bp1q e Eαpq, a função de
Mittag-Leffler de um parâmetro.
Pela Eq.(4.5) temos que a derivada de Atangana-Baleanu ABRbDαt de ordem
zero recupera a função original. De fato,
ABR
bD
0
t pfptqq  Bp0q
d
dt
» t
b
fpxqE0 p0q dx 
d
dt
» t
b
fpxqdx  fptq.
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Uma outra diferença entre as duas definições é em relação a derivada de uma
constante, uma vez que ABCbDαt pcq  0, sendo c uma constante, o que não ocorre em
ABR
bD
α
t pcq.
Agora apresentamos uma fórmula que relaciona as duas derivadas de Atangana-
Baleanu, a saber, ABRb Dαt e ABCb Dαt . Vamos considerar f uma função analítica assim
fpxq 
8¸
n0
f pnqptqpx tqn
n! . E, portanto, podemos escrever pela Eq.(4.5),
ABR
bD
α
t pfptqq 
Bpαq
1 α
d
dt
» t
b
8¸
n0
f pnqptqpt xqnp1qn
n! Eα

α
pt xqα
1 α


dx.
Escrevendo explicitamente a função de Mittag-Leffler e rearranjando temos,
ABR
bD
α
t pfptqq 
Bpαq
1 α
d
dt
8¸
n0
8¸
k0
f pnqptqp1qn
n!Γpαk   1q

α
1 α

k » t
b
pt xqαk ndx

Bpαq
1 α
d
dt
8¸
n0
8¸
k0
f pnqptqp1qn
n!Γpαk   1q

α
1 α

k
pt bqαk n 1
αk   n  1 .
Derivando termo a termo obtemos,
ABR
bD
α
t pfptqq 
Bpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpαk   1qpαk   n  1q

α
1 α

k
f pn 1qptqpt bqαk n 1
 
Bpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpαk   1q

α
1 α

k
f pnqptqpt bqαk n

Bpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpαk   1q

α
1 α

k
f pn 1qptq
» t
b
pt xqαk ndx
 
Bpαq
1 α
8¸
n0
Eα

α
pt bqα
1 α


p1qn
n! f
pnqptqpt bqn.
Como estamos considerando f uma função analítica temos que
fpbq 
8¸
n0
p1qnf pnqptqpt bqn
n! 
Logo,
ABR
bD
α
t pfptqq 
Bpαq
1 α
8¸
n0
» t
b
p1qnf pn 1qptqpt xqnEα

α ptxq
α
1α
	
n! dx
 
Bpαq
1 αEα

α
pt bqα
1 α


fpbq

Bpαq
1 α
» t
b
f 1ptqEα

α
pt xqα
1 α


dx 
Bpαq
1 αEα

α
pt bqα
1 α


fpbq.
Então, podemos relacionar as duas derivadas através da equação,
ABR
bD
α
t pfptqq 
ABC
bD
α
t pfptqq  
Bpαq
1 αEα

α
pt bqα
1 α


fpbq. (4.6)
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Apresentamos agora a definição da integral associada à derivada de Atangana-
Baleanu, também proposta em [11].
Definição 4.5. Seja α P r0, 1s. A integral segundo Atangana-Baleanu, denotada por ABaIαt ,
é dada por
AB
aI
α
t pfptqq 
1 α
Bpαq
fptq  
α
BpαqΓpαq
» t
a
fpyqpt yqα1dy, (4.7)
sendo Bpαq a função normalização.
De madeira semelhante ao que fizemos com a derivada de Caputo-Fabrizio,
vamos agora verificar se as derivadas de Atangana-Baleanu satisfazem as propriedades do
critério proposto por Ortigueira e Machado.
Linearidade
Sejam f e g funções tais que f P H1pa, bq e g P H1pa, bq, b ¡ a, α P r0, 1s e c e d
parâmetros escalares. Vamos primeiro mostrar que a derivada segundo Atangana-Baleanu
ABC
bD
α
t é um operador linear. De fato,
ABC
bD
α
t pcfptq   dgptqq 
Bpαq
1 α
» t
b
pcf 1pxq   dg1pxqqEα

α
pt xqα
1 α


dx
 cABCbD
α
t pfptqq   d
ABC
bD
α
t pgptqq,
pois a integral é um operador linear. Vamos agora mostrar que a derivada de Atangana-
Baleanu ABRbDαt também é um operador linear,
ABR
bD
α
t pcfptq   dgptqq 
Bpαq
1 α
d
dt
» t
b
pcfpxq   dgpxqqEα

α
pt xqα
1 α


dx
 cABRbD
α
t pfptqq   d
ABR
bD
α
t pgptqq,
uma vez que tanto a derivada ordinária de ordem um, quanto a integral são operadores
lineares.
Derivada de ordem zero
Sejam f P H1pa, bq e b ¡ a. Conforme já mencionado a derivada segundo
Atangana-Baleanu ABCbDαt de ordem zero só recupera a função original se fpbq  0 e a
derivada ABRbDαt de ordem zero recupera a função original.
Derivada de ordem inteira
Vamos agora verificar se as derivadas de Atangana-Baleanu de ordem um
coincidem com a derivação ordinária. Comecemos com a ABCbDαt . Pela Definição 4.3
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e de maneira análoga ao que fizemos com a derivada de Caputo-Fabrizio, consideramos
σ 
1 α
α
,
ABC
bD
1
t pfptqq  limαÑ1
Bpαq
1 α
» t
b
f 1pxqEα

α
pt xqα
1 α


dx
 lim
σÑ0
B
  1
1 σ q
1 11 σ
» t
a
f 1pxqE 1
σ 1


pt xq
1
σ 1
σ

dx
 lim
σÑ0
» t
a
f 1pxq

lim
σÑ0
1  σ
σ
e
tx
σ

dx
 lim
σÑ0
» t
a
f 1pxq

lim
σÑ0
1
σ
e
tx
σ

dx

» t
a
f 1pxqδpt xqdx
 f 1ptq,
recuperando assim o caso inteiro. Agora vamos mostrar que a derivada ABRbD1t pfptqq
também recupera a derivada de ordem um. De fato, de maneira análoga ao que fizemos
com a derivada ABRbD1t pfptqq, ao tomarmos σ 
1 α
α
temos,
ABR
bD
1
t pfptqq  limαÑ1
Bpαq
1 α
d
dt
» t
b
fpxqEα

α
pt xqα
1 α


dx
 lim
σÑ0
B pαq
1 α
d
dt
» t
a
fpxqE 1
σ 1


pt xq
1
σ 1
σ

dx
 lim
σÑ0
d
dt
» t
a
fpxq

lim
σÑ0
1  σ
σ
e
tx
σ

dx
 lim
σÑ0
d
dt
» t
a
fpxq

lim
σÑ0
1
σ
e
tx
σ

dx

d
dt
» t
a
fpxqδpt xqdx

d
dt
fptq.
Por outro lado, a integral recupera o caso inteiro. Ao tomarmos α  0 na
Eq.(4.7) temos imediatamente que
AB
aI
0
t pfptqq  fptq,
e se tomarmos α  1 obtemos
AB
aI
1
t pfptqq 
» t
a
fpyqdy.
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Lei dos expoentes
Sejam α, β P r0, 1s, iremos mostrar que a integral segundo Atangana-Baleanu
não satisfaz a lei dos expoentes. Assim,
AB
aI
α
t
AB
aI
β
t pfptqq

1 α
Bpαq
Iβt pfptqq  
α
BpαqΓpαq
» t
a
Iβt pfpyqqpt yq
α1dy

1 α
Bpαq
Iβt pfptqq  
α
BpαqΓpαq
» t
a
Iβt pfpyqqpt yq
α1dy

1 α
Bpαq

1 β
Bpβq
fptq  
β
BpβqΓpβq
» t
a
fpyqpt yqβ1dy

 
α
BpαqΓpαq
» t
a

1 β
Bpβq
fpyq  
β
BpβqΓpβq
» y
a
fpτqpy  τqβ1dτ

pt yqα1dy

1 α
Bpαq

1 β
Bpβq
fptq  
β
BpβqΓpβq
» t
a
fpyqpt yqβ1dy

 
α  αβ
BpαqBpβqΓpαq
» t
a
fpyqpt yqα1dy (4.8)
 
αβ
BpαqBpβqΓpαqΓpβq
» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy.
Vamos resolver em separado a integral» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy.
Considerando a mudança na ordem das integrais podemos escrever,» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy 
» t
a
» t
τ
fpτqpy  τqβ1pt yqα1dydτ.
Seja b  y  τ , assim» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy 
» t
a
fpτq
» tτ
0
bβ1pt τ  bqα1dydτ

» t
a
fpτq
» tτ
0
bβ1pt τqα1

1 b
t τ

α1
dbdτ

» t
a
fpτqpt τqα1
» tτ
0
bβ1

1 b
t τ

α1
dbdτ.
Consideremos agora a mudança u  b
t τ
podemos escrever,
» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy 
» t
a
fpτqpt τqα β1
» 1
0
uβ1 p1 uqα1 dudτ

» t
a
fpτqpt τqα β1Bpα, βqdτ,
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sendo Bpα, βq a função beta. Usando a relação entre as funções gama e beta temos,» t
a
» y
a
fpτqpy  τqβ1pt yqα1dτdy 
ΓpαqΓpβq
Γpα   βq
» t
a
fpτqpt τqα β1dτ. (4.9)
Portanto, pelas Eq.(4.8) e Eq.(4.9) temos
AB
aI
α
t
AB
aI
β
t pfptqq

1 α
Bpαq

1 β
Bpβq
fptq  
β
BpβqΓpβq
» t
a
fpyqpt yqβ1dy

 
α  αβ
BpαqBpβqΓpαq
» t
a
fpyqpt yqα1dy
 
αβ
BpαqBpβqΓpα   βq
» t
a
fpτqpt τqα β1dτ

p1 αqp1 βq
BpαqBpβq
fptq  

βp1 αq
BpαqBpβqΓpβq  
α  αβ
BpαqBpβqΓpαq
 » t
a
fpyqpt yqβ1dy
 
αβ
BpαqBpβqΓpα   βq
» t
a
fpτqpt τqα β1dτ. (4.10)
Por outro lado, pela Definição 4.5 e considerando α   β P r0, 1s temos,
AB
aI
α β
t pfptqq 
1 α  β
Bpα   βq
fptq  
α   β
Bpα   βqΓpα   βq
» t
a
fpyqpt yqα β1dy,
o que implica em
1
Γpα   βq
» t
a
fpyqpt yqα β1dy 
Bpα   βq
α   β
AB
aI
α β
t pfptqq 
1 α  β
α   β
fptq. (4.11)
Assim pelas Eq.(4.10) e Eq.(4.11) temos
AB
aI
α
t
AB
aI
β
t pfptqq

p1 αqp1 βq
BpαqBpβq
fptq  

βp1 αq
Γpβq  
αp1 βq
Γpαq

1
BpαqBpβq
» t
a
fpyqpt yqβ1dy
 
αβ
BpαqBpβq

Bpα   βq
α   β
AB
aI
α β
t pfptqq 
1 α  β
α   β
fptq


αβBpα   βq
pα   βqBpαqBpβq
AB
aI
α β
t pfptqq  
pα   βqp1 αqp1 βq  αβp1 α  βq
pα   βqBpαqBpβq
fptq
 

βp1 αq
Γpβq  
αp1 βq
Γpαq

1
BpαqBpβq
» t
a
fpyqpt yqβ1dy.
E, portanto, não vale a lei dos expoentes.
Regra de Leibniz - Generalização
Na Seção 4.4 serão apresentadas as derivadas GRLDα,βt e GCDα,βt que generalizam
as derivadas de Atangana-Baleanu do tipo Riemann-Liouville e Caputo, respectivamente.
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Lá vamos obter uma fórmula do tipo Leibniz para a derivada do produto de duas funções, a
saber, as Eq.(4.15) e Eq.(4.16) e como caso particular obtemos as fórmulas do tipo Leibniz
para as derivadas de Atangana-Baleanu. Assim, para f, g P H1pa, bq funções analíticas,
b ¡ a e α P r0, 1s temos as equações,
ABC
bD
α
t pfgptqq 
Bpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

αk
s


f psqptqIαk sb  gptq

Bpαq
1 αEα

α
pt bqα
1 α


fpbqgpbq.
ABR
bD
α
t pfgptqq 
Bpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

αk
s


f psqptqIαk sb  gptq,
onde Bpq representa uma função normalização tal que Bp0q  1  Bp1q e Iαb  a integral
de Riemann-Liouville de ordem α à direita.
4.3 Derivada segundo Yang-Srivastava-Machado
Nessa seção apresentamos a derivada introduzida em [105], tal derivada foi
definida como uma extensão da derivada de Riemann-Liouville com núcleo singular e foi
utilizada na modelagem do fluxo de calor [104, 105]. Apresentamos agora a sua definição.
Definição 4.6. Seja 0   α   1 um número real. A derivada de Yang-Srivastava-Machado
é dada por
Y SMD
pαq
a  fpxq 
Rpαq
1 α
d
dx
» x
a
fpτqe
αpxτq
1α dτ, (4.12)
sendo a ¤ x e Rpαq uma função de normalização tal que Rp0q  1  Rp1q.
Ao introduzir a mudança σ  1 α
α
temos que 0   σ   8 uma vez que
0   α   1 e podemos reescrever a derivada de Yang-Srivastava-Machado como
Y SMD
p 1σ 1q
a  fpxq 
Spσq
σ
d
dx
» x
a
fpτqe
pxτq
σ dτ,
sendo Spσq uma nova normalização tal que Spσq  pσ   1qR

1
σ   1



Verificamos agora se a derivada acima definida cumpre o critério proposto por
Ortigueira e Machado.
Linearidade
Sejam f e g funções reais de variáveis reais e c e d parâmetros escalares, a
derivada de Yang-Srivastava-Machado da combinação linear cfpxq   dgpxq é dada através
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da Definição 4.6 por
Y SMD
pαq
a  rcfpxq   dgpxqs 
cRpαq
1 α
d
dx
» x
a
fpτqe
αpxτq
1α dτ  
dRpαq
1 α
d
dx
» x
a
gpτqe
αpxτq
1α dτ
 cY SMD
pαq
a  fpxq   d
Y SMD
pαq
a  gpxq,
sendo a ¤ x e portanto, a derivada de Yang-Srivastava-Machado é um operador linear.
Derivada de ordem zero
Ao considerarmos a ordem da derivada igual a zero recuperamos a função
original, de fato,
Y SMD
p0q
a fpxq  lim
αÑ0
Rpαq
1 α
d
dx
» x
a
fpτqe
αpxτq
1α dτ 
d
dx
» x
a
fpτqdτ  fpxq.
Derivada de ordem inteira
Mostraremos agora que quando consideramos a ordem da derivada de Yang-
Srivastava-Machado igual a um recuperamos o caso inteiro, ou seja, a derivada de ordem
um. Observemos pela mudança σ  1 α
α
que σ tende a zero quando α tende a um, assim
Y SMD
p1q
a fpxq  lim
αÑ1
Rpαq
1 α
d
dx
» x
a
fpτqe
αpxτq
1α dτ
 lim
σÑ0
Spσq
σ
d
dx
» x
a
fpτqe
pxτq
σ dτ  f 1pxq.
uma vez que lim
σÑ0
e
pxτq
σ
σ
 δpx τq
Regra de Leibniz - Generalização
Na próxima seção, Seção 4.4, vamos apresentar a derivada GRLDα,βt que genera-
liza a derivada de Yang-Srivastava-Machado. Lá vamos obter uma fórmula do tipo Leibniz
para a derivada do produto de duas funções, a saber, a Eq.(4.15), e como caso particular
vamos recuperar uma fórmula do tipo Leibniz para a derivada de Yang-Srivastava-Machado,
a saber,
Y SMD
pαq
a  pfgptqq 
Rpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

k
s


f psqptqIk sb  gptq,
onde Rpq representa uma função de normalização tal que Rp0q  1  Rp1q e Iαb  a integral
de Riemann-Liouville de ordem α à direita.
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4.4 Derivadas generalizadas
Aqui apresentamos, um par de derivadas visando generalizar as derivadas
apresentadas nas seções anteriores, a saber, as derivadas de Caputo-Fabrizio, Atangana-
Baleanu e Yang-Srivastava-Machado. Apresentamos a do tipo Caputo e a do tipo Riemann-
Liouville.
Definição 4.7. Sejam α P r0, 1q a ordem da derivada e β P r0, 1s o tipo. A derivada
generalizada do tipo Caputo, denotada por GCDα,βt é dada por
GCDα,βt pfptqq 
Gpαq
1 α
» t
b
f 1pxqEβ

α
pt xqβ
1 α


dx, (4.13)
sendo Gpαq uma função de normalização com Gp0q  1  Gp1q e Eβpq, a função de
Mittag-Leffler de um parâmetro.
Ao considerar a ordem da derivada, α, igual a zero, para qualquer β P p0, 1s,
não recuperamos a função original, exceto se fpbq é nula. Pois pela Eq.(4.13) temos,
ABC
bD
0,β
t pfptqq  Gp0q
» t
b
f 1pxqEβ p0q dx 
» t
b
f 1pxqdx  fptq  fpbq.
Para evitar que isso ocorra apresentamos a definição do tipo Riemann-Liouville.
Definição 4.8. Sejam α P r0, 1q a ordem da derivada e β P r0, 1s o tipo. A derivada
generalizada do tipo Riemann-Liouville, denotada por GRLDαt é dada por
GRLDα,βt pfptqq 
Gpαq
1 α
d
dt
» t
b
fpxqEβ

α
pt xqβ
1 α


dx,
sendo Gpαq uma função de normalização tal que Gp0q  1  Gp1q.
Note que, agora, quando a ordem da derivada é nula temos,
GRLD0,βt pfptqq  Gp0q
d
dt
» t
b
fpxqEβ p0q dx 
d
dt
» t
b
fpxqdx  fptq,
para todo β P p0, 1s.
Observemos que ao considerar β  1 e β  α na derivada generalizada do
tipo Riemann-Liouville recuperamos, respectivamente, as derivadas de Yang-Srivastava-
Machado e Atangana-Baleanu do tipo Riemann-Liouville e ao tomar β  1 e β  α
na derivada generalizada do tipo Caputo recuperamos, respectivamente, as derivadas de
Caputo-Fabrizio e Atangana-Baleanu do tipo Caputo.
Vamos obter uma relação entre as duas derivadas, Definição 4.7 e Definição
4.8, através da equação,
GRLDα,βt pfptqq 
GCDα,βt pfptqq  
Gpαq
1 αEβ

α
pt bqβ
1 α


fpbq. (4.14)
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De fato, tomando f uma função analítica, ou seja, fpxq 
8¸
n0
f pnqptqpx tqn
n! ,
podemos escrever,
GRLDα,βt pfptqq 
Gpαq
1 α
d
dt
» t
b
8¸
n0
f pnqptqpt xqnp1qn
n! Eβ

α
pt xqβ
1 α


dx.
Escrevendo explicitamente a função de Mittag-Leffler obtemos,
GRLDα,βt pfptqq 
Gpαq
1 α
d
dt
8¸
n0
8¸
k0
f pnqptqp1qn
n!Γpβk   1q

α
1 α

k » t
b
pt xqβk ndx

Bpαq
1 α
d
dt
8¸
n0
8¸
k0
f pnqptqp1qn
n!Γpβk   1q

α
1 α

k
pt bqβk n 1
βk   n  1 .
Derivando formalmente termo a termo obtemos,
GRLDα,βt pfptqq 
Gpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpβk   1qpβk   n  1q

α
1 α

k
f pn 1qptqpt bqβk n 1
 
Gpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpβk   1q

α
1 α

k
f pnqptqpt bqβk n.
Escrevendo novamente em termos da integral temos,
GRLDα,βt pfptqq 
Gpαq
1 α
8¸
n0
8¸
k0
p1qn
n!Γpβk   1q

α
1 α

k
f pn 1qptq
» t
b
pt xqβk ndx
 
Gpαq
1 α
8¸
n0
Eβ

α
pt bqβ
1 α


p1qn
n! f
pnqptqpt bqn

Gpαq
1 α
8¸
n0
» t
b
p1qnf pn 1qptqpt xqnEβ

α ptxq
β
1α
	
n! dx
 
Gpαq
1 αEβ

α
pt bqβ
1 α


fpbq

Gpαq
1 α
» t
b
f 1ptqEβ

α
pt xqβ
1 α


dx 
Gpαq
1 αEβ

α
pt bqβ
1 α


fpbq
 GCDα,βt pfptqq  
Gpαq
1 αEβ

α
pt bqβ
1 α


fpbq.
E, portanto, vale a Eq.(4.14). Note que, as duas derivadas serão iguais quando
fpbq  0.
Verificaremos agora quais propriedades do critério de Ortigueira e Machado
essas duas novas formulações satisfazem.
Linearidade
Sejam f e g funções reais de variável real, α P r0, 1s, β P p0, 1s e c e d parâmetros
escalares. Vamos primeiro mostrar que a derivada generalizada do tipo Caputo GCDα,βt é
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um operador linear. De fato,
GCDαt pcfptq   dgptqq 
Gpαq
1 α
» t
b
pcf 1pxq   dg1pxqqEβ

α
pt xqβ
1 α


dx
 cGRDα,βt pfptqq   d
GRDα,βt pgptqq,
uma vez que a integral é um operador linear. Vamos agora mostrar que a derivada
generalizada do tipo Riemann-Liouville também é um operador linear,
GRLDα,βt pcfptq   dgptqq 
Gpαq
1 α
d
dt
» t
b
pcfpxq   dgpxqqEβ

α
pt xqβ
1 α


dx
 cGRLDα,βt pfptqq   d
GRLDα,βt pgptqq,
já que tanto a derivada ordinária de ordem um, quanto a integral são operadores lineares.
Derivada de ordem zero
Como já mencionamos a derivada generalizada do tipo Caputo de ordem zero
só recupera a função original se fpbq  0 e a derivada do tipo Riemann-Liouville de ordem
zero recupera a função original.
Derivada de ordem inteira
Como vimos nas seções anteriores, para valor específico de β, a saber, β  α e
β  1 as derivadas generalizadas de ordem um tanto do tipo Caputo quanto Riemann-
Liouville recuperam o caso inteiro.
Regra de Leibniz - Generalização
Sejam α P r0, 1q, β P r0, 1s e f uma função analítica. Assim, a derivada
generalizada do tipo Riemann-Liouville de f pode ser escrita na forma, a partir da
expansão da função de Mittag-Leffler, contendo a integral de Riemann-Liouville
GRLDα,βt pfptqq 
Gpαq
1 α
d
dt
» t
b
fpxq
8¸
k0

α
1 α

k
pt xqβk
1
Γpβk   1qdx

Gpαq
1 α
8¸
k0

α
1 α

k 1
Γpβk   1q
d
dt
» t
b
fpxqpt xqβkdx.
Utilizando a regra de Leibniz para a derivada de uma integral obtemos,
GRLDα,βt pfptqq 
Gpαq
1 α
8¸
k0

α
1 α

k 1
Γpβk   1q
» t
b
βkfpxqpt xqβk1dx

Gpαq
1 α
8¸
k0

α
1 α

k 1
Γpβkq
» t
b
fpxqpt xqβk1dx.
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Pela Definição 2.3 temos que a integral fracionária de Riemann-Liouville de
f à esquerda, Iαa f é dada por
Iαa fptq 
1
Γpαq
» t
a
fpτqpt τqα1dτ,
para Repαq ¡ 0 e t ¡ a. Com isso temos,
GRLDα,βt pfptqq 
Gpαq
1 α
8¸
k0

α
1 α

k
Iβkb fptq,
onde Iαa f representa a integral fracionária de Riemann-Liouville de f à esquerda.
Agora, considerando o produto de duas funções f e g analíticas, temos
GRLDα,βt pfgptqq 
Gpαq
1 α
8¸
k0

α
1 α

k
Iβkb pfgqptq.
Como mostramos na Seção 2.2, em consequência do Lema 2.4, a integral
fracionária satisfaz a regra de Leibniz, portanto, temos a seguinte regra do tipo Leibniz
para a derivada generalizada do tipo Riemann-Liouville do produto de suas funções
GRLDα,βt pfgptqq 
Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

βk
s


f psqptqIβk sb  gptq. (4.15)
Considerando β  α na Eq.(4.15) recuperamos uma regra do tipo Leibniz para
a derivada de Atangana-Baleanu do tipo Riemann-Liouville, a saber,
GRLDα,αt pfgptqq 
ABR
bD
α
t pfgptqq 
Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

αk
s


f psqptqIαk sb  gptq.
Ainda mais, considerando β  1 na Eq.(4.15) recuperamos uma regra do tipo
Leibniz para a derivada de Yang-Srivastava-Machado, a saber,
GRLDα,1t pfgptqq 
Y SMD
pαq
a  pfgptqq 
Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

k
s


f psqptqIk sb  gptq.
A partir da relação entre as derivadas generalizadas do tipo Caputo e do tipo
Riemann-Liouville, Eq.(4.14), podemos escrever
GCDα,βt pfgptqq 
GRLDα,βt pfgptqq 
Gpαq
1 αEβ

α
pt bqβ
1 α


pfgqpbq

Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

βk
s


f psqptqIβk sb  gptq

Gpαq
1 αEβ

α
pt bqβ
1 α


fpbqgpbq. (4.16)
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Considerando β  α na Eq.(4.16) recuperamos uma regra do tipo Leibniz para
a derivada de Atangana-Baleanu do tipo Caputo, a saber,
GCDα,αt pfgptqq 
ABC
bD
α
t pfgptqq

Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

αk
s


f psqptqIαk sb  gptq

Gpαq
1 αEα

α
pt bqα
1 α


fpbqgpbq.
Ainda mais, considerando β  1 na Eq.(4.16) recuperamos uma regra do tipo
Leibniz para a derivada de Caputo-Fabrizio, a saber,
GCDα,1t pfgptqq  D
pαq
t pfgqptq

Gpαq
1 α
8¸
k0

α
1 α

k 8¸
s0

k
s


f psqptqIk sb  gptq 
Gpαq
1 αe
α
ptbq
1α fpbqgpbq.
4.5 Derivada com núcleo gaussiano
Caputo e Fabrizio [23] propuseram uma nova formulação para a derivada, que
aqui chamaremos de derivada com núcleo gaussiano e denotaremos por CFDα.
Definição 4.9. Sejam f uma função suave definida em ra, T s tal que a P r8, T s e
fpaq  0 e 0 ¤ α ¤ 1 a ordem da derivada, assim
CFDαfptq 
1  α2a
piαp1 αq
» t
a
9fpτqe
αptτq2
1α dτ,
onde 9fptq representa a derivada primeira da função f .
Note que ao escrever a exponencial em sua representação em série obtemos
uma nova equação para a derivada com núcleo gaussiano em termos da integral fracionária
de Riemann-Liouville,
CFDαfptq 
1  α2a
piαp1 αq
» t
a
9fpτq
8¸
k0


αpt τq2
1 α

k 1
k!dτ

1  α2a
piαp1 αq
8¸
k0


α
1 α

k 1
k!
» t
a
9fpτqpt τq2kdτ.
Integrando por partes obtemos,
CFDαfptq 
1  α2a
piαp1 αq
8¸
k0


α
1 α

k 1
k!2k
» t
a
fpτqpt τq2k1dτ

1  α2a
piαp1 αq
8¸
k0


α
1 α

k 1
k!2k
p2k  1q!
p2k  1q!
» t
a
fpτqpt τq2k1dτ,
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utilizando a integral de Riemann-Liouville podemos escrever,
CFDαfptq 
1  α2a
piαp1 αq
8¸
k0


α
1 α

k
p2kq!
k! I
2k
a fptq. (4.17)
Usaremos a equação acima, Eq.(4.17), para obter uma regra do tipo Leibniz
para a derivada do produto de duas funções.
Verificaremos agora se a derivada com núcleo gaussiano satisfaz as propriedades
do critério de Ortigueira e Machado.
Linearidade
Sejam f e g funções suaves definidas em ra, T s tais que a P r8, T s, fpaq  0
e gpaq  0, 0 ¤ α   1 a ordem da derivada e b e c escalares, assim a derivada com núcleo
gaussiano da combinação linear bfptq   cgptq é dado por,
CFDαrbfptq   cgptqs 
1  α2a
piαp1 αq
» t
a
d
dt
rbfpτq   cgpτqse
αptτq2
1α dτ

1  α2a
piαp1 αq
» t
a
rb 9fpτq   c 9gpτqse
αptτq2
1α dτ
 bCFDαfptq   cCFDαgptq,
já que a integral é um operador linear. Portanto, a derivada com núcleo gaussiano é um
operador linear.
Derivada de ordem zero
A derivada com núcleo gaussiano de ordem zero recupera a função original, de
fato,
CFD0 
» t
a
9fpτqdτ  fptq,
uma vez que pela Definição 4.9 fpaq  0.
Derivada de ordem inteira
Mostraremos agora que quando tomamos a ordem da derivada de ordem inteira
igual a um recuperamos a derivada primeira. Para isso usaremos o conhecido resultado
envolvendo a função delta, a saber,
lim
αÑ1
2a
piαp1 αq
e
αptτq2
1α  δpt τq.
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Assim,
CFD1fptq  lim
αÑ1
1  α2a
piαp1 αq
» t
a
9fpτqe
αptτq2
1α dτ

» t
a
9fpτqδpt τqdτ  f 1ptq.
Regra de Leibniz - Generalização
Sejam f e g funções suaves definidas em ra, T s tais que a P r8, T s, fpaq  0
e gpaq  0 e 0 ¤ α   1. Pela Eq.(4.17) temos
CFDαrfgsptq 
1  α2a
piαp1 αq
8¸
k0


α
1 α

k
p2kq!
k! I
2k
a fgptq.
Como apresentado na Seção 2.2 a integral fracionária satisfaz a regra de Leibniz,
portanto,
CFDαrfgsptq 
1  α2a
piαp1 αq
8¸
k0


α
1 α

k
p2kq!
k!
8¸
s0

2k
s


f psqptqI2k sa  gptq,
que é uma regra do tipo Leibniz para a derivada do produto de duas funções.
4.6 Derivada segundo Sun-Hao-Zhang-Baleanu
Em [92], os autores utilizaram a derivada de Caputo-Fabrizio para resolver
um modelo de relaxação e difusão, no entanto afirmaram que tal derivada com núcleo
exponencial não pode caracterizar tal modelo, sendo assim propuseram duas novas formu-
lações para a derivada sendo o núcleo uma exponencial estendida. Aqui, nós iremos nos
dirigir a essas derivadas pelo termo Sun-Hao-Zhang-Baleanu. Apresentamos agora essas
formulações.
Definição 4.10. Seja 0   α   1 um número real. A derivada de Sun-Hao-Zhang-Baleanu
é dada por
SEDαa fptq 
Mpαq
p1 αq 1α
» t
a
f 1pτqe
αptτqα
1α dτ, (4.18)
sendo a ¤ t e Mpαq uma função de normalização tal que Mp0q  1 Mp1q.
De maneira semelhante ao que fizemos com a derivada com núcleo gaussiano,
iremos escrever a exponencial em sua representação em série com o intuito de obtermos uma
nova equação para essa derivada em termos da integral fracionária de Riemann-Liouville,
assim para 0   α   1 temos,
SEDαa fptq 
Mpαq
p1 αq 1α

e
αptaqα
1α 
8¸
k0


α
1 α

k Γpα   1q
pk  1q! I
α
a fptq
ff
. (4.19)
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Ainda mais, podemos escrever
SEDαa fptq 
Mpαq
p1 αq 1α
» t
a
f 1pτq
8¸
k0


αpt τqα
1 α

k 1
k!dτ

Mpαq
p1 αq 1α
8¸
k0


α
1 α

k 1
k!
» t
a
f 1pτqpt τqαkdτ.
Integrando por partes obtemos,
SEDαa fptq

Mpαq
p1 αq 1α
8¸
k0


α
1 α

k 1
k!

pt aqαkfpaq  αk
» t
a
fpτqpt τq2α1dτ


Mpαq
p1 αq 1α
8¸
k0


α
1 α

k 1
k!

pt aqαkfpaq  αk
Γp2αq
Γp2αq
» t
a
fpτqpt τq2α1dτ


Mpαq
p1 αq 1α
8¸
k0


α
1 α

k 1
k!

pt aqαkfpaq  αkΓp2αqI2αa fptq


Mpαq
p1 αq 1α
8¸
k0


α
1 α

k 1
k!

pt aqαkfpaq  kαΓp2αqIαa fptq


Mpαq
p1 αq 1α

e
αptaqα
1α 
8¸
k0


α
1 α

k
αΓp2αq
pk  1q!I
2α
a fptq
ff
,
sendo que Iαa fptq representa a integral de Riemann-Liouville de ordem α de f. Usaremos
a equação acima para obter uma regra do tipo Leibniz para a derivada do produto de duas
funções.
Definição 4.11. Seja 0   α   1 um número real. A derivada de Sun-Hao-Zhang-Baleanu
2 é dada por
SE2Dαa fptq 
Mpαq
p1 αq 1α
» t
a
f 1pτqe
αp tτt q
α
1α dτ, (4.20)
sendo a ¤ t e Mpαq uma função de normalização tal que Mp0q  1 Mp1q.
Por simplicidade, é proposto que Mpαq  1Γp1  αq e o termo “SE” representa
“stretched exponential” (exponencial estendida) [92].
Vamos, agora, verificar se a derivada de Sun-Hao-Zhang-Baleanu cumpre o
critério proposto por Ortigueira e Machado.
Linearidade
Sejam f e g funções reais de variável real e c e d escalares, assim,
SEDαa rcfptq   dgptqs 
cMpαq
1 α
» t
a
f 1pτqe
αptτqα
1α dτ  
dMpαq
1 α
» t
a
g1pτqe
αptτqα
1α dτ
 cSEDαa fpxq   d
SEDαa gpxq,
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sendo a ¤ t. Então, a derivada de Sun-Hao-Zhang-Baleanu é um operador linear.
Derivada de ordem zero
Tomando a ordem da derivada de Sun-Hao-Zhang-Baleanu igual a zero temos
SED0a fptq  limαÑ0
Mpαq
p1 αq 1α
» t
a
f 1pτqe
αptτqα
1α dτ

» t
a
f 1pτqdτ lim
αÑ0
1
p1 αq 1α
.
Considerando a mudança 1 α  11  x e usando que limxÑ0p1  xq
1
x  e temos
SED0a fptq 
» t
a
f 1pτqdτ lim
xÑ0
p1  xqx 1x

» t
a
f 1pτqdτ lim
xÑ0
p1  xq lim
xÑ0
p1  xq 1x
 efptq  efpaq.
Derivada de ordem inteira
A derivada de Sun-Hao-Zhang-Baleanu de ordem um pode ser escrita pela
seguinte equação através da mudança σ  1 α
SED1a fptq  limσÑ0
Mp1 σq
σ
1
1σ
» t
a
f 1pτqe
p1σqptτq1σ
σ dτ
 lim
σÑ0
Mp1 σq
σ
» t
a
f 1pτqe
ptτq
σ dτ

» t
a
f 1pτqδpt τqdτ
 f 1ptq,
sendo a ¤ t e Mpαq uma função de normalização tal que Mp0q  1  Mp1q. Para
obter o resultado acima usamos que lim
σÑ0
1
σ
e
tτ
σ  δpt  τq. Portanto, a derivada de
Sun-Hao-Zhang-Baleanu de ordem um recupera o caso inteiro.
Regra de Leibniz - Generalização
Sejam 0   α   1 e f e g funções reais com variável real, assim pela Eq.(4.19)
podemos escrever
SEDαa rfgsptq 
Mpαq
p1 αq 1α

e
αptaqα
1α 
8¸
k0


α
1 α

k
αΓpαq
pk  1q!I
2α
a rfgsptq
ff
.
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Como apresentado na Seção 2.2 a integral fracionária satisfaz a regra de Leibniz.
Portanto, temos a seguinte regra do tipo Leibniz para a derivada de Sun-Hao-Zhang-
Baleanu,
SEDαa rfgsptq
Mpαq
p1 αq 1α

e
αptaqα
1α 
8¸
k0


α
1 α

k
αΓp2αq
pk  1q!
8¸
s0

2α
s


f psqptqI2α sa  gptq
ff
.
4.7 Derivadas segundo Yang-Machado-Baleanu
Recentemente, Yang, Machado e Baleanu [107] introduziram as derivadas do
tipo Riemann-Liouville e Liouville-Caputo sendo o núcleo não singular funções de Mittag-
Leffler de um, dois, três e quatro parâmetros [95]. Tais formulações foram utilizadas em
modelos de difusão anômala [107]. Apresentamos nessa seção a formulação envolvendo
a função de Mittag-Leffler de quatro parâmetros, uma vez que para valores apropriados
para esses parâmetros recuperamos como casos particulares as demais formulações. Essas
novas formulações formam utilizadas em modelos de reologia [102]. Como as formulações
que aqui apresentamos estão definidas em termos da função de Mittag-Leffler de quatro
parâmetros começamos essa seção com tal definição.
Em 2007, Shukla e Prajapati [81], introduziram a função de Mittag-Leffler de
quatro parâmetros, sendo uma generalização das funções de Mittag-Leffler de um, dois,
três parâmetros e a função exponencial. Veremos agora a definição dada por eles.
Definição 4.12. Sejam α, β, ρ P C e q P p0, 1q Y N tal que Repαq ¡ 0, Repβq ¡ 0 e
Repρq ¡ 0, assim
Eρ,qα,βpxq 
8¸
k0
pρqqk
Γpαk   βq
xk
k! ,
sendo pρqqk uma generalização do símbolo de Pochhammer, ou seja, pρqqk 
Γpρ  qkq
Γpρq .
Definição 4.13. Sejam a P r8, 8q e 0   α   1. As derivadas de Yang-Machado-
Baleanu do tipo Liouville-Caputo e do tipo Riemann-Liouville com o núcleo uma função
de Mittag-Leffler de quatro parâmetros são definidas, respectivamente, por
C
Eρ,q
α,β
Dpαqa fptq 
» t
a
Eρ,qα,βppt τq
αqf 1pτqdτ, (4.21)
RL
Eρ,q
α,β
Dpαqa fptq 
d
dt
» t
a
Eρ,qα,βppt τq
αqfpτqdτ, (4.22)
para t ¡ a
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Note que, podemos relacionar as duas formulações de derivadas segundo Yang-
Machado-Baleanu, Eq.(4.21) e Eq.(4.22) através da equação
RL
Eρ,q
α,β
Dpαqa fptq 
C
Eρ,q
α,β
Dpαqa fptq   E
ρ,q
α,βppt aq
αqfpaq. (4.23)
De fato, tomando f uma função analítica podemos escrever pela Eq.(4.22),
RL
Eρ,q
α,β
Dpαqa fptq 
d
dt
» t
a
Eρ,qα,βppt τq
αq
8¸
n0
f pnqptqpt τqnp1qn
n! dτ.
Escrevendo explicitamente a função de Mittag-Leffler obtemos,
RL
Eρ,q
α,β
Dpαqa fptq 
d
dt
» t
a
8¸
k0
pρqqk
Γpαk   βq
pt τqαk
k!
8¸
n0
f pnqptqpt τqnp1qn
n! dτ

d
dt
8¸
k0
pρqqk
Γpαk   βq
1
k!
8¸
n0
f pnqptqp1qn
n!
» t
a
pt τqαk ndτ

d
dt
8¸
k0
pρqqk
Γpαk   βq
1
k!
8¸
n0
f pnqptqp1qn
n!
pt aqαk n 1
αk   n  1 .
Derivando termo a termo temos,
RL
Eρ,q
α,β
Dpαqa fptq 
8¸
k0
pρqqk
Γpαk   βq
1
k!
8¸
n0
p1qn
n!pαk   n  1qf
pn 1qptqpt aqαk n 1
 
8¸
k0
pρqqk
Γpαk   βq
1
k!
8¸
n0
p1qn
n! f
pnqptqpt aqαk n

8¸
k0
pρqqk
Γpαk   βq
1
k!
8¸
n0
p1qn
n! f
pn 1qptq
» t
a
pt τqαk ndτ
  Eρ,qα,βppt aq
αqfpaq

» t
a
Eρ,qα,βppt τq
αqf 1pτqdτ   Eρ,qα,βppt aq
αqfpaq
 CEρ,q
α,β
Dpαqa fptq   E
ρ,q
α,βppt aq
αqfpaq,
como queríamos mostrar. Observe que, as duas derivadas serão iguais quando fpaq  0.
Para o caso em que o núcleo é uma função de Mittag-Leffler de um parâmetro,
ou seja, quando β  ρ  q  1, tendo assim as derivadas
C
EαD
pαq
a fptq 
» t
a
Eαppt τq
αqf 1pτqdτ,
e
RL
EαD
pαq
a fptq 
d
dt
» t
a
Eαppt τq
αqfpτqdτ,
foi introduzida a integral associada a essas derivadas [107].
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Definição 4.14. A integral associada às derivadas segundo Yang-Machado-Baleanu do tipo
Liouville-Caputo e do tipo Riemann-Liouville com o núcleo uma função de Mittag-Leffler
de um parâmetro é dada por
EαI
pαq
a fptq 
» t
a

δpt τq 
pt τqα1
Γpαq

fpτqdτ,
para t ¡ a.
Podemos reescrever a integral considerando a  0 como
EαI
pαq
0 fptq  fptq 
» t
0
pt τqα1
Γpαq fpτqdτ  fptq  J
αfptq, (4.24)
onde Jαfptq é a integral fracionária de Riemann-Liouville de ordem α de uma função f
conforme Definição 2.2.
Verificaremos agora se essas derivadas satisfazem o critério de Ortigueira e
Machado.
Linearidade
Sejam c, d escalares, f e g funções reais de variável real a P r8, 8q e
0   α   1. As derivadas segundo Yang-Machado-Baleanu são operadores lineares. De fato,
C
Eρ,q
α,β
Dpαqa rcfptq   dgptqs 
» t
a
Eρ,qα,βppt τq
αq
d
dτ
rcfpτq   dgpτqsdτ

» t
a
Eρ,qα,βppt τq
αqrcf 1pτq   dg1pτqsdτ
 cCEρ,q
α,β
Dpαqa fptq   d
C
Eρ,q
α,β
Dpαqa gptq,
bem como,
RL
Eρ,q
α,β
Dpαqa rcfptq   dgptqs 
d
dt
» t
a
Eρ,qα,βppt τq
αqrcfpτq   dgpτqsdτ
 cRLEρ,q
α,β
Dpαqa fptq   d
RL
Eρ,q
α,β
Dpαqa gptq,
uma vez que tanto a derivada de ordem um quanto a integral são operadores lineares.
Derivada de ordem zero
Tomando a ordem das derivadas segundo Yang-Machado-Baleanu do tipo
Liouville-Caputo e do tipo Riemann-Liouville igual a zero temos,
C
Eρ,q0,β
Dp0qa fptq 
» t
a
Eρ,q0,βp1qf 1pτqdτ
 Eρ,q0,βp1q
» t
a
f 1pτqdτ
 Eρ,q0,βp1qrfptq  fpaqs.
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E, por outro lado, aquela do tipo Riemann-Liouville,
RL
Eρ,q0,β
Dp0qa fptq 
d
dt
» t
a
Eρ,q0,βp1qfpτqdτ
 Eρ,q0,βp1q
d
dt
» t
a
fpτqdτ
 Eρ,q0,βp1qfptq.
Em ambos os casos, obtemos um fator multiplicando a função original. Não recuperando
assim a função original conforme critério proposto por Ortigueira e Machado.
Derivada de ordem inteira
As derivadas de Yang-Machado-Baleanu do tipo Liouville-Caputo e do tipo
Riemann-Liouville recuperam a derivada primeira apenas no caso especial em que o
argumento da função de Mittag-Leffler é zero e β  1  α. Pois assim, Eρ,q1,1p0q  1 e,
portanto,
C
Eρ,q1,1
Dpαqa fptq 
» t
a
f 1pτqdτ  fptq  fpaq,
e,
RL
Eρ,q1,1
Dpαqa fptq 
d
dt
» t
a
fpτqdτ  fptq.
Lei dos expoentes
Para o caso particular em que β  ρ  q  1 temos a definição da integral
associada às derivadas apresentadas nessa seção, assim pela Eq.(4.24) podemos escrever a
integral considerando a  0 como
EαI
pαq
0 EβI
pβq
0 fptq  EβI
pβq
0 fptq  J
α
EβI
pβq
0 fptq
 fptq  Jβfptq  Jαrfptq  Jβfptqs,
como a integral fracionária de Riemann-Liouville satisfaz a lei dos expoentes temos,
EαI
pαq
0 EαI
pβq
0 fptq  fptq  J
βfptq  Jαfptq   Jα βfptq.
Por outro lado, também pela Eq.(4.24) temos,
Eα βI
pα βq
0 fptq  fptq  J
α βfptq.
Portanto, não vale a lei dos expoentes.
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Regra de Leibniz - Generalização
Sejam 0   α   1 e f uma função analítica. Assim,
RL
Eρ,q
α,β
Dpαqa fptq 
d
dt
» t
a
8¸
k0
pρqqk
Γpαk   βq
pt τqαk
k! fpτqdτ

8¸
k0
pρqqk
Γpαk   βq
1
k!
d
dt
» t
a
pt τqαkfpτqdτ.
Utilizando a regra de Leibniz para a derivada de uma integral obtemos,
RL
Eρ,q
α,β
Dpαqa fptq 
8¸
k0
pρqqk
Γpαk   βq
1
k!αk
» t
a
pt τqαk1fpτqdτ

8¸
k0
pρqqk
Γpαk   βq
1
k!αk
Γpαkq
Γpαkq
» t
a
pt τqαk1fpτqdτ.
Pela Definição 2.3 podemos escrever
RL
Eρ,q
α,β
Dpαqa fptq 
8¸
k0
pρqqk
Γpαk   βq
1
k!Γpαk   1qI
αk
a fptq.
onde Iαa f representa a integral fracionária de Riemann-Liouville de f à esquerda.
Agora, considerando o produto de duas funções f e g analíticas, temos
RL
Eρ,q
α,β
Dpαqa rfgptqs 
8¸
k0
pρqqk
Γpαk   βq
1
k!Γpαk   1qI
αk
a rfgptqs.
Como mostramos na Seção 2.2 a integral fracionária satisfaz a regra de Leibniz,
portanto, temos a seguinte regra do tipo Leibniz para a derivada do tipo Riemann-Liouville
do produto de duas funções
RL
Eρ,q
α,β
Dpαqa rfgptqs 
8¸
k0
pρqqk
Γpαk   βq
1
k!Γpαk   1q
8¸
s0

αk
s


f psqptqIαk sa  gptq.
Pela relação entre as derivadas do tipo Liouville-Caputo e do tipo Riemann-
Liouville, Eq.(4.23), temos a regra do tipo Leibniz para a derivada segundo Yang-Machado-
Baleanu do tipo Liouville-Caputo do produto de duas funções analíticas f e g,
C
Eρ,q
α,β
Dpαqa rfgptqs 
8¸
k0
pρqqk
Γpαk   βq
1
k!Γpαk   1q
8¸
s0

αk
s


f psqptqIαk sa  gptq
 Eρ,qα,βppt aq
αqfpaqgpaq.
4.8 Derivada geral
Yang [103] definiu duas novas formulações para a derivada que chamou de
derivadas gerais do tipo Liouville-Caputo e do tipo Riemann-Liouville, ambas definições
possuem núcleo não singular. Essas derivadas foram utilizadas em modelos de reologia
[103] e modelos de difusão anômala [106].
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Definição 4.15. Sejam 0   α   1 e f 1 P Lloc1 pR 0 q. A derivada geral do tipo Riemann-
Liouville é dada por,
RLT
0Dαt fptq 
1
Γpα   1q
d
dt
» t
0
pt τqαfpτqdτ,
sendo t ¡ 0.
Yang [103] expande essa definição para m 1   α   m, sendo m P N.
Definição 4.16. Sejam m 1   α   m, com m P N e f 1 P Lloc1 pR 0 q. A derivada geral do
tipo Riemann-Liouville é dada por,
RLT
0Dαt fptq 
1
Γpα  mq
dm
dtm
» t
0
pt τqα m1fpτqdτ,
sendo t ¡ 0.
Apresentamos agora a definição da derivada geral do tipo Liouville-Caputo
Definição 4.17. Sejam 0   α   1 e f 1 P Lloc1 pR 0 q. A derivada geral do tipo Liouville-
Caputo é dada por,
CT
0Dαt fptq 
1
Γpα   1q
» t
0
pt τqαf 1pτqdτ,
sendo t ¡ 0.
Yang [103], de modo semelhante à derivada geral do tipo Riemann-Liouville,
também expande essa definição para m 1   α   m, sendo m P N.
Definição 4.18. Sejam m 1   α   m, com m P N e f 1 P Lloc1 pR 0 q. A derivada geral do
tipo Liouville-Caputo é dada por,
CT
0Dαt fptq 
1
Γpα  mq
» t
0
pt τqα m1f pmqpτqdτ,
sendo t ¡ 0.
Nesse trabalhado usaremos a ordem α da derivada geral entre zero e um
conforme Definição 4.15 e Definição 4.17, exceto quando formos obter uma regra do
tipo Leibniz, que nesse caso usaremos m 1   α   m, sendo m P N.
Pelas Definição 4.15 e Definição 4.17 temos a seguinte relação entre deri-
vadas gerais do tipo Riemann-Liouville e do tipo Liouville-Caputo para 0   α   1,
RLT
0Dαt fptq  CT0Dαt fptq  
1
Γpα   1qfp0qt
α, (4.25)
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De fato, considerando f uma função analítica temos,
RLT
0Dαt fptq 
1
Γpα   1q
d
dt
8¸
n0
f pnqptqp1qn
n!
» t
0
pt τqα ndτ

1
Γpα   1q
d
dt
8¸
n0
f pnqptqp1qn
n!
tα n 1
α   n  1 .
Derivando termo a termo podemos escrever,
RLT
0Dαt fptq 
1
Γpα   1q
8¸
n0
f pn 1qptqp1qn
n!
tα n 1
α   n  1
 
1
Γpα   1q
8¸
n0
f pnqptqp1qn
n! t
α n.
Agora, escrevendo novamente em função da integral,
RLT
0Dαt fptq 
1
Γpα   1q
8¸
n0
f pn 1qptqp1qn
n!
» t
0
pt τqα ndτ  
1
Γpα   1qfp0qt
α
 CT0Dαt fptq  
1
Γpα   1qfp0qt
α.
Assim, as derivadas gerais do tipo Riemann-Liouville e Liouville-Caputo serão
iguais quando fp0q  0.
Apresentamos agora a definição da integral geral também proposta em [103].
Definição 4.19. Seja 0   α   1. A integral geral do tipo Liouville-Caputo é dada por,
RLT
0Iαt fptq 
1
Γpαq
» t
0
fpτq
pt τqα 1
dτ,
sendo t ¡ 0.
Verificaremos agora as propriedades do critério proposto por Ortigueira e
Machado.
Linearidade
Sejam 0   α   1, a e b escalares e f e g funções reais de variável real. A
derivada geral do tipo Riemann-Liouville da combinação linear afptq   bgptq é dada por,
RLT
0Dαt rafptq   bgptqs 
1
Γpα   1q
d
dt
» t
0
pt τqαrafpτq   bgpτqsdτ

a
Γpα   1q
d
dt
» t
0
pt τqαfpτqdτ  
b
Γpα   1q
d
dt
» t
0
pt τqαgpτqdτ
 aRLT0Dαt fptq   bRLT0Dαt gptq.
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Portanto, a derivada geral do tipo Riemann-Liouville é um operador linear. Mostraremos
agora que a derivada geral do tipo Liouville-Caputo também é um operador linear. Assim
para 0   α   1, a e b escalares e f e g funções reais de variável real temos,
CT
0Dαt rafptq   bgptqs 
1
Γpα   1q
» t
0
pt τqα
d
dτ
rafpτq   bgpτqsdτ

1
Γpα   1q
» t
0
pt τqαraf 1pτq   bg1pτqsdτ

a
Γpα   1q
» t
0
pt τqαf 1pτqdτ  
b
Γpα   1q
» t
0
pt τqαg1pτqdτ
 aCT0Dαt fptq   bCT0Dαt gptq.
Derivada de ordem zero
A derivada geral do tipo Riemann-Liouville de ordem zero é dada por,
RLT
0D0tfptq 
1
Γp1q
d
dt
» t
0
fpτqdτ  fptq
recuperando assim a função original. A derivada geral do tipo Liouville-Caputo de ordem
zero é,
CT
0D0tfptq 
1
Γp1q
» t
0
f 1pτqdτ  fptq  fp0q.
Derivada de ordem inteira
Tomando a ordem da derivada geral do tipo Riemann-Liouville igual a um
temos,
RLT
0D1tfptq 
d
dt
» t
0
pt τqfpτqdτ,
utilizando a regra de Leibniz para a derivada de uma integral temos,
RLT
0D1tfptq 
» t
0
fpτqdτ.
E pela Eq.(4.25) temos,
CT
0Dαt fptq 
» t
0
fpτqdτ  fp0qtα,
portanto, ambas derivadas não recuperam o caso inteiro.
Lei dos expoentes
Para mostrarmos que vale a lei dos expoentes, também conhecida como propri-
edade de semigrupo, vamos proceder de modo análogo ao que fizemos para a integral de
Riemann-Liouville no Capítulo 2.
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Consideremos a função ψα dada por,
ψαptq 
$&
%
tα1
Γpαq , se t ¡ 0,
0, se t ¤ 0.
Assim podemos escrever a integral, conformeDefinição 4.19, como um produto
de convolução das funções f e ψα. Logo, para 0   α   1, a derivada geral do tipo Liouville-
Caputo pode ser dada por,
RLT
0Iαt fptq 
1
Γpαq
» t
0
fpτq
pt τqα 1
dτ  ψαptq  fptq,
sendo t ¡ 0 e  denotando o produto de convolução.
Observemos que a função ψα satisfaz a propriedade, ψαptq  ψβptq  ψα βptq,
sendo α ¡ 0 e β ¡ 0. De fato, pelo produto de convolução de Fourier temos,
pψα  ψβqptq 
» 8
8
ψαpτqψβpt τqdτ. (4.26)
Observemos que
ψαpτq 
$&
%
τα1
Γpαq , τ ¡ 0;
0, τ   0.
ψβpt τq 
$&
%
pt τqβ1
Γpβq , τ   t;
0, τ ¡ t.
O produto φαpτqφβpt τq só será diferente de zero para 0   τ   t. Assim pela
Eq.(4.26) temos,
ψαptq  ψβptq 
$&
%
» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ, 0   τ   t;
0, caso contrário.
Através da função beta e de sua relação com a função gama temos,» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ 
1
ΓpαqΓpβq
» t
0
τα1pt τqβ1dτ

1
ΓpαqΓpβq
» t
0
τα1tβ1

1 τ
t
	β1
dτ. (4.27)
Capítulo 4. Derivadas com núcleo não singular 137
Introduzindo a mudança de variável u  τ
t
na Eq.(4.27), temos
» t
0
τα1
Γpαq
pt τqβ1
Γpβq dτ 
1
ΓpαqΓpβq
» 1
0
putqα1tβ1 p1 uqβ1 tdu

tαβ1
ΓpαqΓpβq
» 1
0
puqα1 p1 uqβ1 du

tαβ1
ΓpαqΓpβqBpα,βq

tαβ1
Γpα  βq .
Portanto,
ψαptq  ψβptq 
$&
%
tαβ1
Γpα  βq , t ¡ 0,
0, t   0.
Isto, é ψαptq  ψβptq  ψα βptq.
Agora, vamos mostrar que vale a lei dos expoentes. De fato,
RLT
0Iαt RLT0 I
β
t fptq 
RLT
0Iαt pψβptq  fptqq
 ψαptq  pψβptq  fptqq
 pψαptq  ψβptqq  fptq
 ψα βptq  fptq
 RLT0Iα βt fptq.
E, portanto, a lei dos expoentes é satisfeita para α   0 e β   0.
Regra de Leibniz - Generalização
Sejam f uma função analítica e m 1   α   m sendo m P N. A derivada geral
do tipo Riemann-Liouville da função f pode ser escrita como,
RLT
0Dαt fptq 
1
Γpα  mq
dm
dtm
» t
0
pt τqα m1fpτqdτ

1
Γpα  mq
dm
dtm
8¸
n0
f pnqptqp1qn
n!
» t
0
pt τqα m n1dτ

1
Γpα  mq
dm
dtm
8¸
n0
f pnqptqp1qn
n!
tα m n
α  m  n

1
Γpα  mq
dm
dtm
8¸
n0
f pnqptqp1qn
n!
tα m n
α  m  n
Γpα  m  nq
Γpα  m  nq 
Pela Eq.(2.14) temos que
α m
n



p1qnΓpn  α  mq
n!Γpα  mq 
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Logo, podemos escrever para a derivada
RLT
0Dαt fptq 
dm
dtm
8¸
n0

α m
n


f pnqptq
tα m n
Γpα  m  n  1q 
Vamos agora calcular a derivada m-ésima. Para isso usaremos a regra de Leibniz para o
caso inteiro. Assim,
RLT
0Dαt fptq 
8¸
n0
8¸
k0

m
k


α m
n


f pn kqptq
dmk
dtmk
tα m n
1
Γpα  m  n  1q

8¸
n0
8¸
k0

m
k


α m
n


f pn kqptq
Γpα  m  n  1q
Γpα   k   n  1q
tα k n
Γpα  m  n  1q

8¸
n0
8¸
k0

m
k


α m
n


f pn kqptq
tα k n
Γpα   k   n  1q 
Introduzindo a mudança k Ñ j  n temos,
RLT
0Dαt fptq 
8¸
j0
8¸
n0

m
j  n


α m
n


f pjqptq
tα j
Γpα   j   1q 
Utilizando a Eq.(2.4), temos
RLT
0Dαt fptq 
8¸
j0

α
j


f pjqptq
tα j
Γpα   j   1q  (4.28)
Agora consideremos f e g funções analíticas. Assim, temos
RLT
0Dαt rfgsptq 
8¸
j0

α
j


dj
dtj
pfgqptq
tα j
Γpα   j   1q 
Usando a regra de Leibniz para o caso inteiro temos,
RLT
0Dαt rfgsptq 
8¸
j0

α
j


tj α
Γpj   α   1q
j¸
k0

j
k


f pkqptqgpjkqptq

8¸
k0
8¸
jk

α
j


j
k


tj α
Γpj   α   1qf
pkqptqgpjkqptq

8¸
k0
f pkqptq
8¸
jk

α
j


j
k


tj α
Γpj   α   1qg
pjkqptq.
Introduzindo a mudança j Ñ j   k podemos escrever
RLT
0Dαt rfgsptq 
8¸
k0
f pkqptq
8¸
j0

α
j   k


j   k
k


tj k α
Γpj   k   α   1qg
pjqptq.
E, pela Eq.(2.16) podemos escrever,
RLT
0Dαt rfgsptq 
8¸
k0
f pkqptq
8¸
j0

α
k


α  k
j


tj k α
Γpj   k   α   1qg
pjqptq

8¸
k0

α
k


f pkqptq
8¸
j0

α  k
j


tj k α
Γpj   k   α   1qg
pjqptq.
Capítulo 4. Derivadas com núcleo não singular 139
Considerando a Eq.(4.28) temos que a derivada geral do tipo Riemann-Liouville satisfaz a
regra do tipo Leibniz, a saber,
RLT
0Dαt rfgsptq 
8¸
k0

α
k


f pkqptqRLT0Dα kt gptq.
Agora, utilizando a relação entre as derivadas gerais do tipo Riemann-Liouville
e Liouville-Caputo, Eq.(4.25) vamos obter uma equação para a derivada do tipo Liouville-
Caputo do produto de duas funções analíticas f e g para 0   α   1,
CT
0Dαt fgptq 
8¸
k0

α
k


f pkqptqRLT0Dα kt gptq 
1
Γpα   1qfp0qgp0qt
α

8¸
k0

α
k


f pkqptq

CT
0Dα kt fptq  
1
Γpα   k   1qfp0qt
α k


1
Γpα   1qfp0qgp0qt
α.
Em resumo, apresentamos na Tabela 6, as propriedades do critério proposto
por Ortigueira e Machado [70] com destaque para a regra do tipo Leibniz que cada uma
das derivadas com núcleo não singular, vista nesse capítulo, satisfazem.
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Capítulo 5
Modelo logístico
Nos capítulos anteriores apresentamos as três classes, conhecidas na literatura
especializada, de derivadas fracionárias, a saber, derivadas fracionárias clássicas, derivadas
locais e derivadas fracionárias com núcleo não singular. Nesse capítulo, escolhemos uma
derivada de cada classe com o intuito de discutirmos a equação logística linearizada em
sua versão fracionária.
Foi o economista Malthus que propôs a utilização da matemática para esta-
belecer um modelo para o crescimento de uma população (humana). Por esse modelo, o
crescimento de uma população é proporcional à população em cada instante de tempo e,
dessa forma, esta deveria crescer sem inibição, não considerando fome, guerra, epidemia ou
qualquer outro fator que inibisse o crescimento da população. A equação diferencial que
descreve o fenômeno, não foi obtida por Malthus. Ao trabalhar com populações isoladas,
muitos fatores abióticos e de autorregulação podem contribuir para o crescimento ou
decrescimento dessa população, tais como temperatura, vento, umidade, espaço, alimento,
idade, dentre outros. Foi caminhando nessa direção que o matemático belga Pierre François
Verhulst propôs em 1838, um novo modelo de dinâmica de populações [98].
Um importante modelo do ponto de vista biológico e realístico é aquele proposto
por Verhulst, isto é, a equação conhecida como equação logística ou equação de Verhulst
para descrever o crescimento da população mundial baseando-se em estatísticas populacio-
nais disponíveis e na teoria do crescimento exponencial de Malthus [19, 99]. Considerando
a taxa de crescimento proporcional à população em cada instante, esse modelo é conhecido
pelo nome de modelo de Malthus modificado. Esse modelo supõe que uma população
deverá crescer até um limite máximo, ou seja, ela tende a se estabilizar. Verhulst não foi
capaz de testar a precisão de seu modelo devido à falta de dados adequados e, por isso,
não recebeu muita atenção até muitos anos depois. Esse modelo populacional pode ser
aplicado quando há dependência temporal e possui uma vasta área de aplicação já que
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fatores inibidores de crescimento são levados em consideração.
Tanto o modelo de Malthus quanto o de Verhulst foram formulados para tempo
contínuo, considerando que os indivíduos se reproduzem a todo instante, o que na verdade
ocorre em poucas populações.
Nesse capítulo apresentamos um modelo de dinâmica de populações, o modelo
logístico, na sua versão inteira, bem como na versão fracionária e resolvemos a correspon-
dente equação fracionária utilizando três derivadas diferentes sendo uma clássica, uma
com núcleo não singular e uma local, a saber, respectivamente, as derivadas de Caputo,
Caputo-Fabrizio e Katugampola.
5.1 Caso inteiro
Sejam t ¡ 0 e yptq uma função real contínua. A equação de Verhulst, também
conhecida como equação logística, é dada por
dyptq
dt
 r

1 yptq
k


yptq, (5.1)
sendo as constantes r a taxa de crescimento/decrescimento intrínseca e k a capacidade de
sustentação devida ao ambiente.
Vamos agora encontrar as soluções dessa equação diferencial. Note que é uma
equação diferencial não linear. Vamos primeiro procurar as soluções mais simples onde
dyptq
dt
 0, ou seja, r

1 yptq
k


yptq  0, o que implica nas soluções yptq  0 e yptq  k
para todo t. Essas soluções são conhecidas como soluções de equilíbrio.
Como já mencionamos a Eq.(5.1) é uma equação diferencial ordinária de
primeira ordem e não linear. Começamos por linearizar essa equação para simplificar
os cálculos de modo que possamos utilizar a metodologia da transformada de Laplace.
Tomemos xptq  1
yptq
, de onde podemos reescrever a Eq.(5.1) na forma,
dxptq
dt

r
k
p1 kxptqq , (5.2)
que se constitui numa equação diferencial ordinária de primeira ordem e linear. Vamos
agora resolver essa equação usando variáveis separáveis, de onde segue-se para a solução
xptq 
1 cert
k
,
sendo c uma constante de integração. Impondo a condição xp0q  x0, isto é, admitimos
conhecida a população no instante t  0, segue c  1 kx0. Portanto, temos que a solução
da Eq.(5.2) é dada por
xptq 
1 p1 kx0qert
k
.
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Voltemos agora à variável inicial y para obter a solução da Eq.(5.1),
yptq 
k
1 cert 
Seja yp0q  y0, então y0 
k
1 c e portanto c  1 
k
y0
. Logo, a solução da equação de
Verhulst, Eq.(5.1), é dada por,
yptq 
y0k
y0   pk  y0qert
 (5.3)
Observemos pela Eq.(5.3) que independente dos valores de k, r e y0, quando
consideramos t suficientemente grande, y tende ao valor k. De fato, tomando o limite,
temos
lim
tÑ8
yptq  lim
tÑ8
y0k
y0   pk  y0qert
 k.
A seguir apresentamos graficamente a solução da equação logística admitindo os seguintes
valores para os parâmetros constantes: k  100, r  0, 2 y0  10.
Figura 1 – Solução da equação logística, Eq.(5.3).
Da Figura 1 fica claro que no limite t Ñ 8 (longo período de tempo) temos
yptq Ñ k, a constante que depende do ambiente.
5.2 Versão fracionária
Nessa seção apresentamos a versão fracionária da equação de Verhulst linea-
rizada utilizando três derivadas distintas: Caputo, Katugampola e Caputo-Fabrizio. A
equação que será fracionalizada é a linearizada, após a mudança de variável dependente,
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em analogia ao caso inteiro. Ainda mais, após a fracionalização da equação linear, va-
mos admitir a mudança de variável dependente. Obtemos a solução, para cada uma das
equações diferenciais lineares, através da metodologia da transformada de Laplace. Note
que, a transformada de Laplace só pode ser utilizada em uma equação diferencial linear
e, portanto, vamos proceder como no caso inteiro. Analisamos o comportamento dessas
soluções para diferentes valores da ordem da derivada, bem como apresentamos uma
comparação entre as correspondentes soluções, e recuperamos o resultado, através de uma
conveniente escolha do parâmetro, relativo ao caso inteiro.
Na próxima seção resolveremos a versão fracionária linearizada da equação de
Verhulst utilizando a derivada de Caputo.
5.2.1 Derivada de Caputo
Sejam 0   α ¤ 1, t ¡ 0 e yptq uma função real contínua. A versão fracionária
da equação de Verhulst, Eq.(5.1), é dada por
D
αyptq  r

1 yptq
k


yptq, (5.4)
sendo que D denota a derivada de Caputo.
Começamos, em analogia à Eq.(5.2), com a versão linear, a saber,
D
αxptq 
r
k
p1 kxptqq , (5.5)
É importante notar que estamos partindo diretamente da forma linear, pois não temos a
validade da regra do produto para derivadas fracionárias. Aplicando a transformada de
Laplace1 na equação acima temos,
L rD
αxptqs  L
 r
k
p1 kxptqq

.
Pela Eq.(E.14) e considerando que a transformada de Laplace é um operador linear temos
sαL rxptqs  sα1x0 
r
k
L r1s  rL rxptqs.
Por definição da transformada de Laplace, Definição E.1, temos, L r1s  1
s
, de onde
segue, já isolando L rxptqs,
L rxptqs 
r
k
s1
sα   r
 
sα1
sα   r
x0,
sendo xp0q  x0. A fim de recuperar a função, aplicamos a transformada inversa em ambos
os membros da equação anterior
xptq 
r
k
L 1

s1
sα   r

 L 1

sα1
sα   r

x0.
1 Ver Apêndice E.
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Utilizando a Eq.(E.9), obtemos a solução na variável xptq, logo
xptq 
r
k
tαEα,α 1prt
αq   Eαprt
αqx0,
onde Eαpq e Eα,βpq são as funções de Mittag-Leffler de um e dois parâmetros, respectiva-
mente. A partir da relação
Eα,α 1prt
αq 
8¸
n0
prtαqn
Γ pαn  α   1q
 
1
rtα
8¸
n0
prtαqn 1
Γ pαpn  1q   1q ,
e considerando a mudança de índice nÑ n 1 temos,
Eα,α 1prt
αq  
1
rtα
8¸
n1
prtαqn
Γ pαn  1q
 
1
rtα

1 
8¸
n0
prtαqn
Γ pαn  1q
ff
 
1
rtα
r1  Eαprtαqs .
Logo, obtemos a identidade
Eαprt
αq  1 rtαEα,α 1prtαq. (5.6)
Assim, voltando na expressão para xptq, temos
xptq  k1 r1  Eαprtαqs   Eαprtαqx0
 k1   px0  k
1qEαprt
αq,
que é a solução da equação diferencial linear fracionária, Eq. (5.5).
Admitindo-se a mudança de variável dependente e tendo em mente que não
vamos obter a solução da equação diferencial fracionária não linear, podemos escrever a
solução da Eq.(5.4),
1
yptq
 k1  

1
y0
 k1


Eαprt
αq
de onde segue a expressão
yptq 
ky0
y0   pk  y0qEαprtαq
 (5.7)
Observemos que, para α  1 recuperamos o caso inteiro, Eq.(5.3).
Assim como no caso inteiro, considerando t suficientemente grande, a solução y
tende a k. A fim de mostrarmos esse resultado, utilizamos a seguinte expansão assintótica
da função de Mittag-Leffler [36], apresentada pela proposição a seguir:
Capítulo 5. Modelo logístico 146
Proposição 5.1. Sejam 0   α   2 e piα2   θ   min ppi, αpiq. Assim para p inteiro positivo
arbitrário temos,
Eαpzq 
ez
1
α
α

p¸
k1
zk
Γp1 αkq  Op|z|
1pq,
para |z| Ñ 8 e | arg z| ¤ θ. E,
Eαpzq  
p¸
k1
zk
Γp1 αkq  Op|z|
1pq, (5.8)
para |z| Ñ 8 e θ ¤ | arg z| ¤ pi.
Assim pela Eq.(5.8) podemos escrever,
lim
tÑ8
Eαprt
αq   lim
tÑ8
p¸
k1
prtαqk
Γp1 αkq  Op|  rt
α|1pq  0.
Portanto, recuperamos o caso limite
lim
tÑ8
yptq  lim
tÑ8
ky0
y0   pk  y0qEαprtαq
 k.
A seguir apresentamos a Figura 2 com a solução dada pela Eq.(5.7) para diferentes valores
de α, a saber, α  1, α  0, 9, α  0, 7 e α  0, 5 e com os seguintes valores para os
parâmetros, k  100 r  0, 2 y0  10.
Figura 2 – Solução dada pela Eq.(5.7) para diferentes valores de α.
5.2.2 Derivada de Katugampola
Vamos, agora, resolver o mesmo problema, isto é, equação logística com condição
inicial, utilizando a derivada de Katugampola. Note que esta é uma derivada local. No
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Capítulo 3, Eq.(3.6), obtivemos a relação formal entre a derivada de Katugampola com
a derivada ordinária de ordem um, a saber,
Dαfptq  t1αf 1ptq,
onde Dα representa a derivada de Katugampola de ordem α.
Seja 0   α ¤ 1, a versão fracionária linear da equação de Verhulst, Eq.(5.1),
utilizando a derivada de Katugampola, pode ser escrita como
Dαxptq 
r
k
p1 kxptqq . (5.9)
Diferentemente do que fizemos para resolver a versão fracionária linear da equação de
Verhulst utilizando a derivada de Caputo, ao resolver essa equação utilizando a derivada
de Katugampola, não utilizamos a metodologia da transformada de Laplace, uma vez
que utilizando a Eq.(3.6) podemos obter de forma direta a solução através do método de
separação de variáveis.
Assim, utilizando a Eq.(3.6) podemos escrever,
x1ptq  tα1
r
k
p1 kxptqq .
Pelo método de separação de variáveis, obtemos a solução na variável xptq
xptq 
1 ce rt
α
α
k
,
sendo c uma constante de integração. Com a mesma mudança do caso inteiro voltaremos
agora para a variável y. Como y  1
x
temos,
yptq 
k
1 ce rt
α
α
,
sendo c uma constante. Através da condição inicial, a saber, yp0q  y0 encontraremos o
valor da constante c. Assim, substituindo t  0 na solução obtemos
c 
y0  k
y0
.
Portanto, a solução da Eq.(5.9), utilizando a derivada de Katugampola e a
mudança de variável dependente yptq  1
xptq
, é dada por,
yptq 
ky0
y0   pk  y0qe
 rt
α
α
, (5.10)
que, como já mencionado, recupera o caso inteiro para α  1.
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Observemos que a solução y, dada pela Eq.(5.10), tende a k quando t tende
ao infinito, independentemente dos valores de k, r e y0. De fato, tomando o limite tÑ 8
obtemos
lim
tÑ8
yptq  lim
tÑ8
ky0
y0   pk  y0qe
 rt
α
α
 k.
A Figura 3 mostra a solução dada pela Eq.(5.10) utilizando a derivada de Katugampola
com k  100 r  0, 2 y0  10, os mesmos valores utilizados na derivada de Caputo, para
diferentes valores de α, a saber, α  1, α  0, 9, α  0, 7 e α  0, 5.
Figura 3 – Solução dada pela Eq.(5.10) com diferentes valores de α.
Ao compararmos as Figura 2 e Figura 3 podemos observar que a solução da
equação logística fracionária utilizando a derivada fracionária de Katugampola se aproxima
mais do caso inteiro para cada um dos diferentes valores de α uma vez comparado com a
solução utilizando a derivada de Caputo, isso se dá pois podemos escrever a derivada de
Katugampola em termos da derivada ordinária de ordem um.
Na próxima seção, de modo semelhante ao que fizemos nessa, abordaremos a
equação logística fracionária utilizando uma derivada com o núcleo não singular, a derivada
de Caputo-Fabrizio [22] . Conforme vimos, em capítulos anteriores, essa derivada não
satisfaz o critério proposto por Ortigueira e Machado. No entanto tem sido utilizada em
recentes aplicações [96].
5.2.3 Derivada de Caputo-Fabrizio
Nessa seção, resolveremos a versão fracionária linearizada da equação de
Verhulst, Eq.(5.1), utilizando a derivada de Caputo-Fabrizio, Eq.(4.1), a saber,
CFD
αxptq 
r
k
p1 kxptqq . (5.11)
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Para resolver a Eq.(5.11) usaremos a metodologia da transformada de Laplace. Aplicando
a transformada de Laplace temos,
L rCFD
αxptqs  L
 r
k
p1 kxptqq

.
Pela Eq.(E.20) e considerando que a transformada de Laplace é um operador linear temos
Mpαq rsL rxptqs  xp0qs
sp1 αq   α 
r
k
L r1s  rL rxptqs
de onde segue, isolando a transformada de Laplace da função x,
L rxptqs 
r
ks
sp1 αq   α
s pMpαq   p1 αqrq   αr  
Mpαqxp0q
s pMpαq   p1 αqrq   αr ,
sendo Mpαq tal que Mp0q  1 Mp1q. Separando o primeiro termo da equação acima de
forma conveniente, podemos escrever,
L rxptqs 
rp1 αqk1  Mpαqxp0q
Mpαq   p1 αqr
1
s  αr
Mpαq p1αqr
 
αrk1
Mpαq   p1 αqr
s1
s  αr
Mpαq p1αqr
.
A fim de recuperar a solução xptq, voltamos com a transformada inversa, logo
L 1 rL rxptqss
 L 1

rp1 αqk1  Mpαqxp0q
Mpαq   p1 αqr
1
s  αr
Mpαq p1αqr
 
αrk1
Mpαq   p1 αqr
s1
s  αr
Mpαq p1αqr
ff
,
ou seja, devido a linearidade, na seguinte forma
xptq 
rp1 αqk1  Mpαqxp0q
Mpαq   p1 αqr L
1

1
s  αr
Mpαq p1αqr
ff
 
αrk1
Mpαq   p1 αqrL
1

s1
s  αr
Mpαq p1αqr
ff
.
Pela Eq.(E.9) temos,
xptq 
rp1 αqk1  Mpαqxp0q
Mpαq   p1 αqr E1

αrt
Mpαq   p1 αqr


 
αrk1
Mpαq   p1 αqr tE1,2

αrt
Mpαq   p1 αqr


,
onde E1pq e E1,2pq são as funções de Mittag-Leffler de um e dois parâmetros, respectiva-
mente. Pela Eq.(5.6) temos,
αr
Mpαq   p1 αqr


tE1,2

αrt
Mpαq   p1 αqr


 1 E1

αrt
Mpαq   p1 αqr


.
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Assim, a solução é dada por
xptq 
Mpαq rxp0q  k1s
Mpαq   p1 αqr E1

αrt
Mpαq   p1 αqr


  k1.
Voltemos agora para a variável y admitindo a mesma mudança de variável
dependente,
1
yptq

Mpαq

1
yp0q  k
1

Mpαq   p1 αqr E1

αrt
Mpαq   p1 αqr


  k1

kMpαq

1
yp0q  k
1

pMpαq   p1 αqrq kE1

αrt
Mpαq   p1 αqr


 
Mpαq   p1 αqr
pMpαq   p1 αqrq k ,
que, simplificando, fornece,
yptq 
Mpαqk   p1 αqrk
kMpαq

1
yp0q  k
1

E1

αrt
Mpαq p1αqr
	
 Mpαq   p1 αqr
.
Substituindo yp0q  y0 e rearranjando a equação acima temos a solução dada
por
yptq 
y0k
Mpαqpky0qE1

 αrt
Mpαq   p1 αqr


Mpαq p1αqr   y0
 (5.12)
Observe que a condição inicial yp0q  y0 só é satisfeita quando utilizamos α  1 [66], pois
yp0q  y0k
Mpαqpky0q
Mpαq p1αqr   y0

Enfim, note que ao tomarmos α  1 recuperamos o caso inteiro.
Observemos, do mesmo modo que ocorreu com a solução utilizando as derivadas
de Katugampola e Caputo, que a solução y, Eq.(5.12) tende a k quando t tende ao infinito
independentemente dos valores de k, r e y0. De fato,
lim
tÑ8
yptq  lim
tÑ8
y0k
Mpαqpk  y0qe
αrt
Mpαq p1αqr
Mpαq   p1 αqr   y0
 k.
A Figura 4 mostra a solução dada pela Eq.(5.12) utilizando a derivada de Caputo-Fabrizio
para diferentes valores da ordem da derivada, bem como utilizamos a normalização
apresentada em [59], a saber, Mpαq  22 α para os valores de α  0, 9, α  0, 7 e
α  0, 5 e consideramos k  100, r  0, 2 e y0  10.
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Figura 4 – Solução dada pela Eq.(5.12) com diferentes valores de α.
5.2.4 Comparação entre a solução via as diferentes derivadas
Resolvemos a equação logística, tendo em mente que resolvemos a equação line-
arizada e admitimos a mudança de variável dependente, utilizando três tipos de derivadas
fracionárias, as derivadas de Caputo, Caputo-Fabrizio e Katugampola. Observamos que
essas três soluções recuperam o caso inteiro quando tomamos a ordem da derivada igual
a um. Além disso, a solução apresenta o comportamento assintótico quando t tende ao
infinito. Nas três versões observamos também pelas Figura 2, Figura 3 e Figura 4 que
ao tomarmos diferentes ordens das derivadas as soluções apresentam comportamentos
diferentes em relação à convergência para a capacidade de sustentação ambiental k, isto é,
podemos ver que quando mais distante o valor da ordem dessa derivada encontra-se de
um, mais lenta é a convergência, nos três casos discutidos.
Enfim, pelas Eq.(5.10) e Eq.(5.12) a solução da equação logística fracionária,
utilizando as respectivas derivadas de Katugampola e Caputo-Fabrizio, é dada em termos
da função exponencial, já a solução que utiliza a derivada de Caputo é dada em termos
da função de Mittag-Leffler de um parâmetro, Eq.(5.7). A Figura 5 mostra a solução
da equação logística fracionária, conforme observação feita em relação à não linearidade,
utilizando essas derivadas para α  0.95, bem como para a derivada de Caputo-Fabrizio
utilizamos a normalização apresentada em [59] e consideramos k  100, r  0, 2 e y0  10.
Podemos observar pela Figura 5 que a solução que mais se aproxima do caso
inteiro é a que utiliza a derivada de Katugampola, isso se deve ao fato que podemos
escrever essa derivada em termos de uma derivada de ordem um, conforme vimos no
Capítulo 3, Eq.(3.6). Por outro lado, a solução que difere um pouco mais do caso inteiro
é a que utiliza a derivada de Caputo-Fabrizio. Observamos também que quanto maior
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Figura 5 – Comparação das soluções da equação logística utilizando as diferentes formula-
ções da derivada sendo a ordem α  0.95.
for o valor de t mais as soluções, utilizando as derivadas fracionárias, se aproximam da
solução inteira, justamente pelo fato de todas tenderem a k quando t tende ao infinito.
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Conclusão
Tendo em vista o crescente número de formulações envolvendo o termo derivada
fracionária, apresentamos nesse trabalho dois critérios para um operador ser classificado
como derivada fracionária, a saber, o critério proposto em 1975 por Ross [76] e o proposto,
quarenta anos depois, por Ortigueira e Machado [70], ambos critérios são compostos de
cinco propriedades e se diferenciam em apenas uma propriedade, no critério de Ross há
“a derivada fracionária de uma função analítica é analítica” enquanto no de Ortigueira e
Machado temos a propriedade “vale a generalização da regra de Leibniz”.
Classificamos as derivadas ditas fracionárias, com a ordem sendo uma constante
real, existentes na literatura em três classes, sendo elas, derivadas clássicas, derivadas
locais e derivadas com núcleo não singular. Verificamos se estas podem ser chamadas de
derivadas fracionárias segundo o critério de Ortigueira e Machado, uma vez que julgamos
esse mais restritivo do que o proposto por Ross.
Ao verificar a classe das derivadas clássicas quanto ao critério de Ortigueira e
Machado, observamos que as derivadas analisadas cumprem as propriedades de tal critério,
podendo se diferenciar um pouco no que se diz respeito à propriedade da generalização da
regra de Leibniz, mas quando não temos a regra exatamente igual a proposta, temos ela
somada ou subtraída a algum termo. Portanto, de acordo com tal critério, os operadores
presentes nessa classe podem ser chamados de derivadas fracionárias.
Ao analisarmos algumas derivadas que compõem a segunda classe, a saber,
as derivadas locais, percebemos que essas podem ser escritas em termos da derivada
ordinária de ordem um. Essas derivadas não cumprem todos os itens do critério em
questão, em particular, as propriedades referentes à lei dos expoentes e à generalização da
regra de Leibniz em que nenhuma das derivadas analisadas satisfaz. No que diz respeito
à derivada do produto de duas funções, esses operadores satisfazem a clássica regra de
Leibniz, justamente devido à correspondência dessas derivadas com a derivada de ordem
um. Portanto, essa classe não pode ser considerada derivada fracionária. Diante disso,
apresentamos cinco propriedades que essa classe de operadores satisfaz.
As derivadas verificadas da terceira classe, classe das derivadas com núcleo não
singular, nenhuma delas satisfaz à generalização da regra de Leibniz conforme proposta no
critério de Ortigueira e Machado, sendo assim apresentamos uma regra do tipo Leibniz para
cada uma delas, e em quase todas as derivadas analisadas, essa regra é dada em termos da
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integral fracionária de Riemann-Liouville. A única propriedade que todas cumprem é a do
operador linear, as demais propriedades não temos um padrão, algumas satisfazem, outras
não.
Tendo em vista as três classes de derivadas, no Capítulo 5, escolhemos uma
derivada de cada classe, a saber, as derivadas de Caputo, Katugampola e Caputo-Fabrizio,
com o intuito de resolvermos a equação logística em sua versão fracionária. Para isso
linearizamos a equação diferencial para utilizarmos a metodologia da transformada de
Laplace. As três soluções recuperam o caso inteiro quando tomamos a ordem da derivada
igual a um. Além disso, as soluções apresentam o comportamento assintótico quando o
tempo t tende ao infinito, igual ocorre ao caso inteiro.
Uma continuação natural desse trabalho é analisar possíveis novas representan-
tes de uma das três classes de derivadas ditas fracionárias, clássica, local e com núcleo
não singular, que não constam no presente trabalho, bem como propor um critério de
classificação para as derivadas com ordem variável.
155
Referências
[1] ABDELHAKIM, A.,A. MACHADO, J.A.T., A critical analysis of the conformable
derivative, Nonlinear Dynamics, 55, 1-11 , (2019).
[2] ABDELJAWAD, T., On conformable fractional calculus, J. Comput. Appl. Math.,
279, 57-66, (2015).
[3] ABLOWITZ, M. J., FOKAS, A. S., Complex Variables: Introduction and Appli-
cations. Cambridge, New York, (1997).
[4] AGARWAL, P., CHOI, J., PARIS, R. B., Extended Riemann-Liouville fractional
derivative operator and its applications, J. Nonlinear Sci. Appl., 8, 451-466, (2015).
[5] ALMEIDA, R., Caputo-Hadamard fractional derivative of variable order, Num. Funct.
Anal. Opt., 38, 1-19, (2017).
[6] ALMEIDA, R., A Caputo fractional derivative of a function with respect to another
function, Commun Nonlinear Sci Numer Simulat, 44, 460-481, (2017).
[7] ALMEIDA, R., GUZOWSKA, M., ODZIJEWICZ, T., A remark on local
fractional calculus and ordinary derivatives, Open Math., 14, 1122-1124, (2016).
[8] AKKURT, A., YILDIRIM, M. E., YILDIRIM, H., New generalized fractional
derivative and integral, arXiv:1704.03299, (2017).
[9] ANDERSON, D. R., ULNESS, D. J., Properties of the Katugampola fractional
derivative with potential application in quantum mechanics, J. Math. Phys., 56, 063502,
(2015)
[10] ATANGANA, A., On the new fractional derivative and application to nonlinear
Fisher’s reaction-diffusion equation, Appl. Math. Comput., 273, 948-956 (2016).
[11] ATANGANA, A.; BALEANU, D., New fractional derivative without nonlocal and
nonsingular kernel: theory and application to heat transfer model., Therm. Sci., 20,
763-769 (2016).
[12] ATANGANA, A., GOUFO, E. F. D., Extension of matched asymptotic method
to fractional boundary layers problems. Mathematical Problems in Engineering, 2014,
http://dx.doi.org/10.1155/2014/107535, (2014).
Referências 156
[13] ATANGANA, A., NOUTCHIE, S. C. O.,Model of break-bone fever via beta-
derivatives, Research International, 2014, http://dx.doi.org/10.1155/2014/523159,
(2014).
[14] BAYOUR, B., TORRES, D. F. M., Existence of solution to a local fractional
nonlinear differential equation, J. Comp. Appl. Math., 312, 127-133, (2017)
[15] BELLMAN, R. E., ROTH, R. S., The Laplace transform . World Scientific,
Singapore, (1984).
[16] CALHEIROS, J. C., O cálculo com enfoque geométrico, Mestrado Profissional,
Imecc-Unicamp, Campinas, (2016).
[17] CAMARGO, R. F., Do Teorema de Cauchy ao Método de Cagniard, Dissertação
de Mestrado, Imecc-Unicamp, Campinas, (2005).
[18] CAMARGO, R. F., Cálculo Fracionário e Aplicações, Tese de Doutorado, Imecc-
Unicamp, Campinas, (2009).
[19] CAMARGO, R. F., OLIVEIRA, E. C., Cálculo Fracionário. Livraria da Física,
São Paulo, (2015).
[20] CAPUTO, M., Linear model of dissipation whose q is almost frequency independent-
II. Geophys. J. Int., 13, 529–539 (1967).
[21] CAPUTO, M., Elasticità e Dissipazione, Zanichelli, Bologna, (1969).
[22] CAPUTO, M., FABRIZIO, M., A new definition of fractional derivative without
singular kernel, Prog. Fract. Differ. Appl., 1, 73-85, (2015).
[23] CAPUTO, M., FABRIZIO, M. Applications of new time and spatial fractional
derivatives with exponential kernels, Prog. Fract. Differ. Appl., 2, 1-11 (2016).
[24] CHEN, Y. W., Hoelder continuity and initial value problems of mixed type differential
equations. Comment. Math. Helv., 33 , 296– 321. (1959)
[25] CHEN, W., Fractional and fractal derivatives modeling of turbulence, ar-
Xiv:nlin/0511066v1, IAPCM Report, (2005).
[26] CHEN, W., Time–space fabric underlying anomalous diffusion, Chaos, Solitons and
Fractals, 28, 923-929, (2006).
[27] CHEN, W., SUN, H., ZHANG, X., KOROSAK, D., Anomalous diffusion
modeling by fractal and fractional derivatives, Comp. Math. Appl., 59, 1754–1758,
(2010).
Referências 157
[28] CHEN, W., YAN, Y., ZHANG, X., KOROSAK, D., On the local fractional
derivative, J. Math. Anal. Appl., 362, 17–33, (2010).
[29] CHUNG, W. S., Fractional Newton mechanics with conformable fractional derivative,
J. Comput. Appl. Math., 290, 150–158, (2015)
[30] DZHRBASHYAN M. M., NERSESYAN, A. B., Fractional derivatives and the
Cauchy problem for fractional differential equation, Izv. Akad. Nauk Armyan. SSR, 3,
3-29 (1968).
[31] EROGLU, B. B. I, AVCI, D., OZDEMIR, N., Optimal control problem for
a conformable fractional heat conduction equation, Acta Physica Polonica A, 132,
658-662, (2017)
[32] FURATI, K. M., KASSIM, M. D., TATAR, N.e-., Existence and uniqueness for a
problem involving Hilfer fractional derivative. Comp. Math. Appl., 64, 1616-1626,
(2012).
[33] GARRA, R., GORENFLO, R., POLITO, F., TOMOVSKI, Z., Hilfer-Prabhakar
derivatives and some applications, Appl. Math. Comput., 242, 576-589, (2014).
[34] GÓMEZ-AGUILAR, J. F., LÓPEZ-LÓPEZ, M. G., ALVARADO-
MARTÍNEZ, V. M., REYES-REYES, J., ADAM-MEDINA, M., Modeling
diffusive transport with a fractional derivative without singular kernel, Phys. A, 447,
467- 481, (2016).
[35] GÓMEZ-AGUILAR, J. F.,Irving–Mullineux oscillator via fractional derivatives
with Mittag-Leffler kernel, Chaos, Solitons and Fractals, 95, 179-186, (2017).
[36] GORENFLO R., KILBAS, A. A., MAINARDI, F.,ROGOSIN, S. V.,Mittag-
Leffler Functions, Related Topics and Applications, Springer, Heidelberg, (2014).
[37] GRÜNWALD A. K., Derivationen und deren Anwendung, Z. Angew. Math. Phys.,
12, 441–480 (1867).
[38] HE, J. H, A tutorial review on fractal spacetime and fractional calculus. Int. J. Theor.
Phys., 53, 3698-3718, (2014).
[39] HILFER, R., Applications of Fractional Calculus in Physics, World Scientific Pu-
blishing, New York, (2000).
[40] JARAD, F., BALEANU, D., ABDELJAWAD, A., Caputo-type modification of
the Hadamard fractional derivatives. Adv. Differ. Equ. 2012, 1-8, (2012).
[41] JUMARIE, G., On the representation of fractional Brownian motion as an integral
with respect to pdtqα, Appl. Math. Lett., 18, 739-748 (2005).
Referências 158
[42] JUMARIE, G., Modified Riemann-Liouville derivative and fractional Taylor series
of nondifferentiable functions further results. Comp. Math. Appl., 51, 1367-1376,
(2006).
[43] JUMARIE, G., Table of some basic fractional calculus formulae derived from a
modified Riemann–Liouville derivative for non-differentiable functions. Applied Math.
Lett., 22, 378–385, (2009).
[44] KAMOCKI, R., A new representation formula for the Hilfer fractional derivative and
its application. J. Comp. App. Math., 308, 39-45, (2016).
[45] KATUGAMPOLA, U. N., Correction to “What is a fractional derivative?” by Orti-
gueira and Machado [Journal of Computational Physics, Volume 293, 15 July 2015,
Pages 4–13. Special issue on Fractional PDEs] . J. Comp. Phys., 321, 1255-1257,
(2016).
[46] KATUGAMPOLA, U. N., A new fractional derivative with classical properties. J.
Amer. Math. Soc., arXiv:1410.6535, (2014).
[47] KATUGAMPOLA, U. N., New approach to a generalized fractional integral. Appl.
Math. Comput., 218, 860–865, (2011).
[48] KHALIL, R., HORANI, M. A., YOUSEF, A., SABABHEH, M., A new definition of
fractional derivative. J. Comp. Appl. Math., 264, 65-70, (2014).
[49] KILBAS, A. A., Hadamard-type fractional calculus. J. Korean Math. Soc., 38,
1191–1204, (2001).
[50] KILBAS, A. A., SRIVASTAVA, H. M., TRUJILO J. J., Theory and Applicati-
ons of Fractional Differential Equations. North-Holland Mathematics Studies, 207,
Amsterdam: Elsevier; (2006).
[51] KOLWANKAR, K. M., Local fractional calculus: A review, arXiv:1307.0739 (2013).
[52] KOLWANKAR, K. M., GANGAL, A. D. Fractional differentiability of nowhere
differentiable functions and dimension, Chaos, 6, 505-513, (1996).
[53] KOLWANKAR, K. M., GANGAL, A. D. Local fractional derivative and fractal
functions of several variables, Fract. Eng., arXiv:physics/9801010, (1997).
[54] KWOK, Y. K., Applied Complex Variables for Scientists and Engineers. Cambridge,
New York, (2010).
[55] LEPAGE, W. R., Complex Variables and the Laplace Transform for Engineers.
Dover Publications, New York, (1980).
Referências 159
[56] LETNIKOV A. V., Theory of differentiation with an arbitrary index (Russian),
Matem. Sbornik, 3, 1-66, (1868).
[57] LI, C., DENG, W., Remarks on fractional derivatives, Appl. Math. Comp., 187,
777-784, (2007).
[58] LIU, C. S., Counter examples on Jumarie’s two basic fractional calculus formulae,
Commun. Nonlinear Sci. Numer. Simulat., 22, 92-94, (2015).
[59] LOSADA, J., NIETO, J. J., Properties of a new fractional derivative without
singular kernel, Prog. Fract. Differ. Appl., 1, 87-92 (2015).
[60] MAINARDI, F., Fractional Calculus and Waves in Linear Viscoelasticity. Imperial
College Press, London, (2010).
[61] MITTAG - LEFFLER, G. M., Sur la nouvelle fonction Eαpxq. C. R. Acad. Sci.
Paris, 137, 554–558, (1903)
[62] OLIVEIRA, D. S, OLIVEIRA, E. C., Hilfer-Katugampola fractional derivative, Com-
put. Appl. Math., 1-19 (2017).
[63] OLIVEIRA, D. S, OLIVEIRA, E. C., On a Caputo-type fractional derivative, Adv.
Pure Appl. Math., https://doi.org/10.1515/apam-2017-0068, (2018).
[64] OLIVEIRA, D. S, OLIVEIRA, E. C., On the generalized pk, ρq-fractional derivative,
Progr. Fract. Diff. Appl., 4, 133-145, (2018).
[65] OLIVEIRA, E. C., Métodos Analíticos de Integração. Livraria da Física, São Paulo,
(2010).
[66] OLIVEIRA, E. C., JAROSZ, S., VAZ JR., J., Fractional calculus via Laplace
transform and its application in relaxation processes. Commun Nonlinear Sci Numer
Simulat, 69, 58-72, (2019).
[67] OLIVEIRA, E. C., MACHADO, J. A. T., A review of definitions for fractional
derivatives and integral. Math. Probl. Eng., 2014, 1-6, (2014).
[68] ORTIGUEIRA, M. D., The fractional quantum derivative and its integral repre-
sentations. Commun. Nonl. Sci. Numer. Simulat., 15, 956-962, (2010).
[69] ORTIGUEIRA, M. D., Fractional Calculus for Scientists and Engineers. Springer,
New York, (2011).
[70] ORTIGUEIRA, M. D., MACHADO, J. A. T., What is a fractional derivative?.
J. Comp. Phys., 293, 4-13, (2015).
Referências 160
[71] ORTIGUEIRA, M. D., MACHADO, J. A. T., A critical analysis of the Ca-
puto–Fabrizio operator. Commun. Nonl. Sci. Numer. Simulat., 59, 608-611, (2018).
[72] PANCHAL, S. K., KHANDAGALE, A. D., and DOLE, P. V., k-Hilfer-Prabhakar
fractional derivatives and its applications, Indian J. Math., 59, 367-383, (2017).
[73] QASSIM, M. D., FURATI, K. M., and TATAR, N.-E., On a differential equa-
tion involving Hilfer-Hadamard fractional derivative. Abst. Appl. Anal., 2012,
http://dx.doi.org/10.1155/2012/391062, (2012)
[74] RAFEIRO, H., YAKHSHIBOEV, M., The Chen-Marchaud fractional integro-
differentiation in the variable exponent Lebesgue space, Fract. Cal. Appl. Anal., 14,
343–360, (2011).
[75] RODRIGUES, F. G., OLIVEIRA. E. C., Introdução às técnicas do cálculo
fracionário para estudar modelos da física matemática. Rev. Bras. Ens. Fís., 37, 1-12,
(2015).
[76] ROSS, B., A brief history and exposition of the fundamental theory of fractional
calculus. Fract. Cal. Appl., 57, 1-36, (1975).
[77] SALIM, T. O., FARAJ, A. W., A generalization of Mittag-Leffler function and
integral operator associated with fractional calculus, J. Fract. Cal. Appl., 3, 1 - 13,
2012.
[78] SAMKO, S. G., KILBAS, A. A., MARICHEV, O. I., Fractional Integrals and Deriva-
tives: Theory and Applications, Gordon and Breach Science Publishers, Switzerland,
(1993).
[79] SCHERER, R., KALLA, S. L., TANG Y., HUANG, J., The Grünwald–Letnikov
method for fractional differential equations. Comp. Math. Appl.,62, 902-917, (2011).
[80] SHEIKH, N. A., ALI, F., SAQIB, M., KHAN, I., JAN, S. A. A., ALSHOM-
RANI, A. S., ALGHAMDI, M. S., Comparison and analysis of the Atan-
gana–Baleanu and Caputo-Fabrizio fractional derivatives for generalized Casson fluid
model with heat generation and chemical reaction . Physics, 7, 789-800, (2017).
[81] SHUKLA, A. K., PRAJAPATI J. C., On a generalization of Mittag–Leffler
function and its properties, J. Math. Anal. Appl., 336, 797–811, 2007.
[82] SONIN, N. Ya., On differentiation with arbitrary index, Moscou Mat. Sb., 6, 1-38
(1869).
[83] SOUSA, J. V. C., Equação de difusão tempo-fracionária (Taxa de sedimentação de
eritrócitos), Tese de Doutorado, Imecc-Unicamp, Campinas, (2018).
Referências 161
[84] SOUSA, J. V. C., OLIVEIRA, E. C., On the ψ-Hilfer fractional derivative,
Commun. Nonlinear Sci. Numer. Simulat., 60 72-91 (2018).
[85] SOUSA, J. V. C., OLIVEIRA, E. C., On the localM-derivative, Progr. Fract.
Differ. Appl., 4, 479 - 492, (2018).
[86] SOUSA, J. V. C., OLIVEIRA, E. C., A truncated V-fractional derivative in Rn,
Turkish J. Math.Comp. Sci., 8, 49-64, (2018).
[87] SOUSA, J. V. C., OLIVEIRA, E. C., Truncated V-fractional Taylor’s formula
with applications, Tendências em Matemática Aplicada e Computacional, 19, 525-546,
(2018).
[88] SOUSA, J. V. C., OLIVEIRA, E. C., Mittag-Leffler function and the truncated
V-fractional derivative, Mediterrr. J. Math., 14:244 (2017).
[89] SOUSA, J. V. C., OLIVEIRA, E. C., A new truncatedM-fractional derivative
type unifying some fractional derivative type with classical properties, Int. J. Anal.
and Appl., 16, 83-96 (2018).
[90] SOUSA, J. V. C., OLIVEIRA, E. C., Two new fractional derivatives of variable
order with non-singular kernel and fractional differential equation, Comp. Appl. Math.,
1-20, (2018).
[91] SUGUMARANA, H., IBRAHIMB, R. W., KANAGARAJANA, K., On ψ-
Hilfer fractional differential equation with complex order. Univ. J. Math. Appl., 1,
33-38, (2018).
[92] SUN, H., HAO, X., ZANG, Y., BALEANU, D., Relaxation and diffusion models
with non-singular kernel. Phys. A, 468, 590–596, (2017).
[93] TARASOV, V. E., No violation of the Leibniz rule. No fractional derivative. Com-
mun. Nonlinear Sci. Num. Simulat, 18, 2945-2948, (2013).
[94] TARASOV, V. E., No locality. No fractional derivative. Commun. Nonlinear Sci. Num.
Simulat. 62, 157-163 (2018).
[95] TEODORO, G. S., Cálculo Fracionário e as Funções de Mittag-Leffler, Dissertação
de Mestrado, Imecc-Unicamp, Campinas, (2014).
[96] TEODORO, G. S., OLIVEIRA, D. S., OLIVEIRA, E. C., Sobre derivadas
fracionárias. Rev. Bras. Ens. Fís., 40, 1-26, (2018).
[97] TEODORO, G. S., OLIVEIRA, E. C., Derivadas fracionárias: critérios para
classificação. Rev. Elet. Paulista Matemática, 10, 1-10, (2017).
Referências 162
[98] VERHULST, P. F., Notice sur la loi que la population poursuit dans son accroisse-
ment. Corresp. Math. Physics 10,113-121, (1838).
[99] VERHULST, P. F., Recherches mathématiques sur la loi d’accroissement de la
population. Nouveaux Mémoires de l’Académie Royale des Sciences et Belles-Lettres
de Bruxelles, 18, 1-41, (1844)
[100] WELY H., Bemerkungen zum Begriff des Differentialquotienten gebrochener Ord-
nung. Zürich. Naturf. Ges. , 62, 296–302, (1917).
[101] WIMAN, A.,Uber den fundamental Satz in der Theorie der Funktionen Eαpxq,
Acta Math., 29, 191- 201, (1905)
[102] YANG, X. J., New general fractional-order rheological models within kernels of
Mittag-Leffler functions, Romanian Rep. Phys., 69, 1-15, (2017).
[103] YANG, X. J., New rheological problems involving general fractional derivatives within
nonsingular power-law kernel, Proceedings of the Romanian Academy - Series A, 19,
45-52, (2018).
[104] YANG, A. M., HAN, Y., LI, J., LIU, W., X., On steady heat flow problem invol-
ving Yang-Srivastava-Machado fractional derivative without singular kernel, Thermal
Science, 20, 717-721, (2016).
[105] YANG, X. J., SRIVASTAVA, H. M., MACHADO, J. A. T., A new fractional
derivative without singular kernel. Application to the modelling of the steady heat flow,
Thermal Science, 20, 753-756 (2016).
[106] YANG, X. J., SRIVASTAVA, H. M., TORRES, D. F. M., DEBBOUCHE, A.,
General fractional-order anomalous diffusion with non-singular power-law kernel,
Thermal Science, 1, S1-S9 (2017).
[107] YANG, X. J., MACHADO, J. A. T., BALEANU, D., Anomalous diffusion models
with general fractional derivatives within the kernels of the extended Mittag-Leffler
type functions, Romanian Reports in Physics, 69, S1-S9 (2017).
[108] ZULFEQARR, F., UJLAYAN, A., AHUJA, P., A new fractional derivative
and its fractional integral with some applications, arXiv:1705.00962v1, (2017).
163
APÊNDICE A
Derivadas fracionárias e a regra de
Leibniz
Tarasov [93] em 2013 apresentou um teorema que nos garante que operadores
lineares que satisfazem a clássica regra de Leibniz não são derivadas fracionárias. Esse
apêndice será dedicado à apresentação desse resultado. No entanto, antes de nos depa-
rarmos com esse teorema é necessário alguns resultados que serão necessários para a sua
demonstração.
Teorema A.1 (Hadamard). Se1 f P C1pUq em uma vizinhança U do ponto x0 então f
pode ser representada da forma
fpxq  fpx0q   px x0qgpxq,
sendo g P C1pUq.
Demonstração. Seja F uma função definida por F ptq  fpx0   px  x0qtq. Observemos que
F p0q  fpx0q e F p1q  fpxq. Pelo teorema fundamental do cálculo temos que» 1
0
d
dt
F ptqdt  F p1q  F p0q  fpxq  fpx0q. (A.1)
Por outro lado, utilizando a regra da cadeia, podemos escrever» 1
0
d
dt
F ptqdt 
» 1
0
d
dt
rfpx0   px x0qtqsdt
 px x0q
» 1
0
f 1px0   px x0qtqdt. (A.2)
Tomando gpxq 
» 1
0

df
dt


px0   px x0qtqdt e pelas Eq.(A.1) e Eq.(A.2) temos fpxq  fpx0q  
px x0qgpxq, como queríamos mostrar. 
1 CmpUq é o espaço das funções m vezes continuamente diferenciáveis em U  R.
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Lema A.1. Se E é um operador linear que satisfaz a regra de Leibniz, a saber, Epfpxqgpxqq 
gpxqEfpxq   fpxqEgpxq, então E1  0.
Demonstração. Como E é um operador linear e vale a regra de Leibniz podemos escrever,
E1  E1.1  1E1   1E1  2E1.
Logo, E1  0. 
Observemos pelo Lema A.1 que um operador linear que satisfaz a regra
de Leibniz, quando aplicado em uma constante será zero, de fato para c P R temos
Ec  cE1  0.
Agora apresentaremos o teorema que nos garante que: se um operador não
viola a regra de Leibniz então ele não é uma derivada fracionária.
Teorema A.2. Se E é um operador linear que satisfaz a regra de Leibniz e pode ser
aplicado as funções C2pUq, sendo U  R uma vizinhança de um ponto x0, então esse
operador é uma derivada de ordem um, ou seja,
E  apxq
d
dx
,
onde a é uma função em R.
Demonstração. Seja f P C2pUq então pelo Teorema A.1 temos que
fpxq  fpx0q   px x0qgpxq, (A.3)
sendo g P C2pUq. Utilizando novamente o Teorema A.1 podemos escrever
gpxq  gpx0q   px x0qhpxq, (A.4)
sendo h P C2pUq. Então, pelas Eq.(A.3) e Eq.(A.4) podemos escrever
fpxq  fpx0q   px x0qgpx0q   px x0q
2hpxq. (A.5)
Assim, f 1pxq  gpx0q   2px x0qhpxq   px x0q2h1pxq e portanto f 1px0q  gpx0q. Reescrevendo
a Eq.(A.5) temos
fpxq  fpx0q   px x0qf
1px0q   px x0q
2hpxq. (A.6)
Aplicando o operador linear E na Eq.(A.6) e considerando que a regra de Leibniz vale, temos,
pEfqpxq  Efpx0q   Erpx x0qf
1px0qs   Erpx x0q
2hpxqs
 f 1px0qEpx x0q   hpxqErpx x0q
2s   px x0q
2pEhqpxq
 f 1px0qEpx x0q   2hpxqpx x0qEpx x0q   px x0q2pEhqpxq
 f 1px0qEx  2hpxqpx x0qEx  px x0q2pEhqpxq.
Seja apxq  Ex assim pEfqpxq  f 1px0qapxq   2hpxqpx x0qapxq   px x0q2pEhqpxq. Portanto,
pEfqpx0q  apx0qf
1px0q, como queríamos mostrar. 
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APÊNDICE B
Generalização da regra de Leibniz
para o caso inteiro
O quinto item do critério proposto por Ortigueira e Machado [70], afirma que
um operador deve satisfazer a generalização da regra de Leibniz, a saber, Dαpfpxqgpxqq 
8¸
k0

α
k


DkfpxqDαkgpxq a fim de que seja considerado uma derivada fracionária. Nesse
apêndice mostraremos que a generalização da regra de Leibniz é valida quando a or-
dem α da derivada é um inteiro positivo n. Iremos mostrar esse resultado por indução,
no entanto observemos primeiro que

n
k


é zero quando k ¡ n, assim mostrar que
Dnpfpxqgpxqq 
8¸
k0

n
k


DkfpxqDnkgpxq é o mesmo que mostrar que Dnpfpxqgpxqq 
n¸
k0

n
k


DkfpxqDnkgpxq. Assim, para n  1 temos
D1pfpxqgpxqq 
1¸
k0

1
k


DkfpxqD1kgpxq  f 1pxqgpxq   fpxqg1pxq,
que é o conhecido resultado do cálculo, a regra da derivada do produto. Vamos agora supor
que vale a generalização da regra de Leibniz para n  m, ou seja, vamos supor que vale a
igualdade Dmpfpxqgpxqq 
m¸
k0

m
k


DkfpxqDmkgpxq e iremos mostrar que vale quando
n  m  1 e portanto Dm 1pfpxqgpxqq 
m 1¸
k0

m  1
k


DkfpxqDm 1kgpxq. Considerando
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a convergência uniforme da série temos,
Dm 1pfpxqgpxqq 
d
dx
Dmpfpxqgpxqq

d
dx
m¸
k0

m
k


DkfpxqDmkgpxq

m¸
k0

m
k


Dk 1fpxqDmkgpxq  DkfpxqDmk 1gpxq


m¸
k0

m
k


Dk 1fpxqDmkgpxq  
m¸
k0

m
k


DkfpxqDmk 1gpxq.
Introduzindo a mudança de índices k Ñ k  1 na primeira série podemos escrever,
Dm 1pfpxqgpxqq 
m 1¸
k1

m
k  1


DkfpxqDmk 1gpxq  
m¸
k0

m
k


DkfpxqDmk 1gpxq

m¸
k0

m
k  1


DkfpxqDmk 1gpxq
  Dm 1fpxqgpxq  
m¸
k0

m
k


DkfpxqDmk 1gpxq

m¸
k0
DkfpxqDmk 1gpxq

m
k  1


 

m
k


 Dm 1fpxqgpxq.(B.1)
Observemos que para m, k P N, vale a relação
m
k  1


 

m
k



m!
pm k   1q!pk  1q!
m!
k!pm kq!

km!  pm k   1qm!
k!pm k   1q!

pm  1q!
k!pm k   1q! 

m  1
k


. (B.2)
Então, pelas Eq.(B.1) e Eq.(B.2) podemos escrever
Dm 1pfpxqgpxqq 
m¸
k0
DkfpxqDmk 1gpxq

m  1
k


 Dm 1fpxqgpxq

m 1¸
k0

m  1
k


DkfpxqDm 1kgpxq.
Logo, vale a generalização da regra de Leibniz quando a ordem da derivada é um inteiro
positivo.
De modo análogo, podemos mostrar por indução que
Dnpfpxqgpxqq 
8¸
k0

n
k


DnkfpxqDkgpxq, (B.3)
sendo n um inteiro positivo. Logo,
8¸
k0

n
k


DnkfpxqDkgpxq 
8¸
k0

n
k


DkfpxqDnkgpxq.
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APÊNDICE C
Soma de produto de coeficientes
binominais
Nesse apêndice iremos demonstrar um resultado envolvendo o somatório do
produto de dois coeficientes binomiais, que foi utilizado no decorrer do texto. Mostraremos
que vale a Eq.(2.4), a saber,
m¸
i0

α
i


β
m i




α   β
m


.
Pelo Lema 2.2 temos,
α
i



p1qiΓpi αq
i!Γpαq e

β
m i



p1qmiΓpm i βq
pm iq!Γpβq ,
assim,
m¸
i0

α
i


β
m i



m¸
i0
p1qiΓpi αq
i!Γpαq
p1qmiΓpm i βq
i!Γpβq

p1qm
ΓpαqΓpβq
m¸
i0
Γpi αqΓpm i βq
i!pm iq! .
A partir da relação entre as funções gama e beta,Bpiα,miβq  Γpi αqΓpm i βqΓpm α  βq ,
temos,
m¸
i0

α
i


β
m i



p1qmΓpm α  βq
ΓpαqΓpβq
m¸
i0
Bpi α,m i βq
i!pm iq! .
Utilizando a representação integral para a função beta podemos escrever,
m¸
i0

α
i


β
m i



p1qmΓpm α  βq
ΓpαqΓpβq
m¸
i0
1
i!pm iq!
» 1
0
ξiα1p1 ξqmiβ1dξ.
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Trocando a ordem da integração e rearranjando em i temos,
m¸
i0

α
i


β
m i



p1qmΓpm α  βq
ΓpαqΓpβq
» 1
0
ξα1p1 ξqmβ1
m¸
i0
ξip1 ξqi
i!pm iq! dξ

p1qmΓpm α  βq
m!ΓpαqΓpβq
» 1
0
ξα1p1 ξqmβ1
m¸
i0

m
i


ξ
1 ξ

i
dξ.
Somando em i, utilizando a soma (progressão geométrica),
m¸
i0

m
i


ξ
1 ξ

i


1  ξ1 ξ

m

1
p1 ξqm
podemos escrever,
m¸
i0

α
i


β
m i



p1qmΓpm α  βq
m!ΓpαqΓpβq
» 1
0
ξα1p1 ξqmβ1 1
p1 ξqmdξ

p1qmΓpm α  βq
m!ΓpαqΓpβq
» 1
0
ξα1p1 ξqβ1dξ

p1qmΓpm α  βq
m!ΓpαqΓpβq Bpα,βq

p1qmΓpm α  βq
m!ΓpαqΓpβq
ΓpαqΓpβq
Γpα  βq

p1qmΓpm α  βq
m!Γpα  βq .
Novamente pelo Lema 2.2 temos,
m¸
i0

α
i


β
m i




α   β
m


.
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APÊNDICE D
Fórmula de reflexão de Euler
A fórmula de reflexão de Euler, cujo nome é uma homenagem a Leonhard Euler,
mostra uma relação entre a função trigonométrica seno e a função gama. Nesse apêndice,
iremos demonstrar essa fórmula, a saber,
ΓpaqΓp1 aq  pisenppiaq ,
com 0   a   1. Para isso usaremos a relação entre as funções gama e beta,
Bpp, qq 
» 8
0
tp1
p1  tqp q dt 
ΓppqΓpqq
Γpp  qq .
Assim, explicitando a função Beta, temos
Bpa, 1 aq  ΓpaqΓp1 aqΓp1q  ΓpaqΓp1 aq.
Logo, podemos escrever,
ΓpaqΓp1 aq  Bpa, 1 aq

» 8
0
ta1
1  tdt

» 1
0
ta1
1  tdt 
» 8
1
ta1
1  tdt.
Vamos considerar a mudança t  1
x
na segunda integral, assim
ΓpaqΓp1 aq 
» 1
0
ta1
1  tdt
» 0
1
  1
x
a1
x2
1  1
x
dx

» 1
0
ta1
1  tdt 
» 1
0
xa
x  1dx.
Agora reescrevemos as integrais acima utilizando a série geométrica,
1
1  t 
8¸
k0
p1qktk, (D.1)
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para |t|   1.
De fato, a Eq.(D.1) é verdadeira, considerando a soma parcial,
an  1 t  t2        tn
e
tan  t t
2       tn   tn 1,
podemos escrever,
an   tan  1  tn 1
e, portanto,
an 
1  tn 1
1  t .
Tomando o limite com n tendendo ao infinito temos que vale a Eq.(D.1) desde que |t|   1.
Portanto, utilizando a Eq.(D.1) temos
ΓpaqΓp1 aq 
» 1
0
8¸
k0
p1qktkta1dt 
» 1
0
8¸
k0
p1qktktadt.
Considerando a convergência uniforme da série acima podemos escrever,
ΓpaqΓp1 aq 
8¸
k0
» 1
0
p1qktk a1dt 
8¸
k0
» 1
0
p1qktkadt

8¸
k0
p1qk
k   a
 
8¸
k0
p1qk
k  a  1 .
Separando o termo onde k  0 no primeiro somatório e considerando a mudança k Ñ k 1
no segundo somatório temos,
ΓpaqΓp1 aq  1
a
 
8¸
k1
p1qk
k   a
 
8¸
k1
p1qk1
k  a

1
a
 
8¸
k1
p1qk 1

1
k   a
 
1
k  a


1
a
 
8¸
k1
p1qk 1

2a
k2  a2

. (D.2)
Precisamos agora, para concluir essa demonstração, mostrar que
1
a
 
8¸
k1
p1qk 1

2a
k2  a2


pi
senpapiq
para isso vamos calcular a série de Fourier da função fpxq  pi cospaxq em pi ¤ x ¤ pi.
Dada uma função f periódica de período 2L, integrável e absolutamente
integrável, a série de Fourier dessa função f é dada por
fpxq 
a0
2  
8¸
n1

an cos
npix
L
	
  bnsen
npix
L
	
,
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sendo os coeficientes tanu8n0 e tbnu8n1 os coeficientes de Fourier e dados por
an 
1
L
» L
L
fpxq cos
npix
L
	
dx,
para n  0, 1, 2, 3,    .
bn 
1
L
» L
L
fpxqsen
npix
L
	
dx,
para n  1, 2, 3, . . . Em nosso caso temos,
a0 
1
pi
» pi
pi
pi cospaxqdx

senpapiq  senpapiq
a

2senpapiq
a
,
e,
an 
1
pi
» pi
pi
pi cospaxq cos pnxq dx,
para n  0, 1, 2, 3,    . A partir da soma das fórmulas do cosseno da soma e da diferença:
cospα   βq  cospαq cospβq  senpαqsenpβq e cospα  βq  cospαq cospβq   senpαqsenpβq,
obtemos
2 cospαq cospβq  cospα   βq   cospα  βq.
Assim, podemos escrever para o coeficiente an.
an 
1
2
» pi
pi
cos ppn aqxq cos ppn  aqxq dx

senppn aqpiq
n a
 
senppn  aqpiq
n  a

p1qnsenpapiq
n a
 
p1qnsenpapiq
n  a
 p1qn 1senpapiq

1
n a
 
1
n  a

 p1qn 1senpapiq 2a
n2  a2
,
para n  0, 1, 2, 3,    . Logo, a série de Fourier é tal que
pi cospaxq  senpapiq
a
 
8¸
n1
p1qn 1senpapiq 2a
n2  a2
cos pnxq .
Tomando x  0 na expressão anterior temos,
pi 
senpapiq
a
 
8¸
n1
p1qn 1senpapiq 2a
n2  a2
,
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ou seja,
pi
senpapiq 
1
a
 
8¸
n1
p1qn 1 2a
n2  a2
. (D.3)
Portanto, pelas Eq.(D.2) e Eq.(D.3) temos,
ΓpaqΓp1 aq  1
a
 
8¸
k1
p1qk 1

2a
k2  a2


pi
senpapiq .
Alternativamente, esta expressão pode ser obtida via funções analíticas, a partir
do teorema dos resíduos [3, 54, 55].
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APÊNDICE E
Transformada de Laplace
Uma ferramenta muito útil para a resolução de uma equação diferencial linear
é a transformada integral [15]. Uma transformada integral é da forma
F psq 
» β
α
Kps, tqfptqdt,
sendo K uma função dada, chamada de núcleo da transformação. Os limites α e β podem
ser menos infinito e mais infinito, respectivamente. Essa operação transforma a função f
em F , sendo F a chamada transformada de f .
Nesse apêndice iremos considerar apenas a transformada de Laplace. Nessa
transformada os limites α e β são, respectivamente, zero e mais infinito e Kps, tq  est,
onde s é o parâmetro da transformada. Essa transformada é uma ferramenta poderosa para
resolver equações diferenciais tanto ordinárias quanto parciais lineares, em particular as
equações diferenciais com coeficientes constantes. Com a sua utilização transformamos uma
equação dada em outra equação, aparentemente mais simples de resolver, resolvemos essa
equação e calculamos a transformada inversa da solução da equação que foi transformada,
logo encontramos a solução da equação original dada.
Definição E.1. Seja f uma função de t e definida para t ¡ 0. Então a transformada de
Laplace de f, que denotamos por F psq ou L rfptqs, é definida pela equação
F psq  L rfptqs 
» 8
0
estfptqdt, (E.1)
sendo s um parâmetro complexo, com Repsq ¡ 0.
Vamos abordar algumas propriedades dessa transformada que nos serão úteis
no decorrer do texto. A transformada de Laplace é um operador linear. Sejam f1 e f2
funções cujas transformadas de Laplace existam, respectivamente, para s ¡ a1 e s ¡ a2.
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Assim, para α e β constantes e s ¡ maxpa1, a2q temos,
L rαf1ptq   βf2ptqs 
» 8
0
estrαf1ptq   βf2ptqsdt  αL rf1ptqs   βL rf2ptqs.
A transformada de Laplace de uma função f , L rfptqs, existe se f satisfaz
certas condições. No teorema a seguir veremos quais são essas condições.
Teorema E.1. Se f é uma função seccionalmente contínua no intervalo 0 ¤ t ¤ A, para
qualquer A, e | fptq |¤ Keat quando t ¥ M, sendo a, K e M constantes reais e K e M
positivas, então a transformada de Laplace de f , L rfptqs, existe para s ¡ a.
Demonstração. Separamos a integral imprópria,
» 8
0
estfptqdt, na soma de integrais
» 8
0
estfptqdt 
» M
0
estfptqdt 
» 8
M
estfptqdt. (E.2)
A primeira integral à direita do sinal de igualdade na Eq.(E.2) existe, pois, por
hipótese, f é uma função seccionalmente contínua no intervalo 0 ¤ t ¤ A, em particular para
A M . Mostraremos agora que a segunda integral também existe. Para t ¥M temos
» 8
M
estfptqdt
 ¤
» 8
M
| estfptq | dt
¤
» 8
M
est | fptq | dt
¤
» 8
M
estKeatdt
 K lim
AÑ8
» A
M
epasqtdt
 K lim
AÑ8
epasqA  epasqM
a s
.
Para s ¡ a a segunda integral na Eq.(E.2) converge, pois temos que a s   0, e assim
» 8
M
estfptqdt
 ¤ KepasqMa s .
Portanto, a transformada de Laplace de f , L rfptqs existe para s ¡ a. 
Dizemos que uma função f é de ordem exponencial a se existem constantes
M ¡ 0 e a P R, tal que para todo t ¡ 0, temos |fptq| ¤Meat.
As propriedades a seguir são apresentadas em forma de teoremas. A primeira
propriedade relaciona a transformada de Laplace da derivada primeira de uma função com
a transformada de Laplace dessa função e será apresentada no Teorema E.2, em seguida
temos o Teorema E.3 que generaliza esse resultado, relacionando, então, a transformada
de Laplace da derivada de ordem n com a transformada de Laplace dessa função.
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Teorema E.2. Sejam f uma função contínua e f 1 seccionalmente contínua em qualquer
intervalo 0 ¤ t ¤ A. E, além disso, existem constantes K, M e a tais que |fptq| ¤ Keat
para t ¥M. Então a transformada de Laplace da derivada de f existe para s ¡ a e vale a
relação
L rf 1ptqs  sL rfptqs  fp0q.
Demonstração. Consideremos a seguinte integral» A
0
estf 1ptqdt. (E.3)
Como a função f 1 é seccionalmente contínua no intervalo 0 ¤ t ¤ A iremos denotar seus possíveis
pontos de descontinuidades por ξ0, ξ1,   ,ξn, sendo 0 ¤ ξ0   ξ1        ξn ¤ A. Assim podemos
escrever a Eq.(E.3) como» A
0
estf 1ptqdt 
» ξ0
0
estf 1ptqdt 
» ξ1
ξ0
estf 1ptqdt      
» A
ξn
estf 1ptqdt. (E.4)
Integrando por partes cada uma dessas integrais à direita do sinal de igualdade na Eq.(E.4)
obtemos» A
0
estf 1ptqdt  estfptq
ξ0
0
  estfptq
ξ1
ξ0
       estfptq
A
ξn
 
s
» ξ0
0
estfptqdt 
» ξ1
ξ0
estfptqdt      
» A
ξn
estfptqdt


.
Como f é contínua temos» A
0
estf 1ptqdt  fp0q   esAfpAq   s
» A
0
estfptqdt.
Como, por hipótese, |fptq| ¤ Keat para t ¥ M temos que |fpAq| ¤ KeaA para
A ¥M , e assim |esAfpAq| ¤ KepsaqA. Logo, esAfpAq Ñ 0 quando AÑ8. Portanto,
lim
AÑ8
» A
0
estf 1ptqdt  lim
AÑ8

fp0q   esAfpAq   s
» A
0
estfptqdt

L rf 1ptqs  sL rfptqs  fp0q,
como queríamos demonstrar. 
O teorema a seguir apresenta uma generalização do Teorema E.2.
Teorema E.3. Suponha que as funções f , f 1,   , f pn1q são contínuas e que f pnq é
seccionalmente contínua em qualquer intervalo 0 ¤ t ¤ A. E, além disso, existem constantes
K, M e a tais que |fptq| ¤ Keat , |f 1ptq| ¤ Keat,   , |f pnqptq| ¤ Keatpara t ¥M. Então a
transformada de Laplace da n-ésima derivada de f existe para s ¡ a e vale a relação
L rf pnqptqs  snL rfptqs 
n1¸
j0
snpj 1qf pjqp0q.
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Demonstração. Mostraremos por indução que vale a equação
L rf pnqptqs  snL rfptqs 
n1¸
j0
snpj 1qf pjqp0q. (E.5)
Pelo Teorema E.2 temos que a Eq.(E.5) vale para n  1. Suponha que vale para n  k, ou seja,
L rf pkqptqs  skL rfptqs 
k1¸
j0
skpj 1qf pjqp0q.
Mostraremos que vale para n  k   1, isto é,
L rf pk 1qptqs  sk 1L rfptqs 
k¸
j0
sk 1pj 1qf pjqp0q.
Como a função f pk 1q é seccionalmente contínua no intervalo 0 ¤ t ¤ A, iremos denotar seus
possíveis pontos de descontinuidades por ξ0, ξ1,   ,ξn, sendo 0 ¤ ξ0   ξ1        ξn ¤ A. Assim,
L rf pk 1qptqs lim
AÑ8
» A
0
estf pk 1qptqdt

» ξ0
0
estf pk 1qptqdt 
» ξ1
ξ0
estf pk 1qptqdt     lim
AÑ8
» A
ξn
estf pk 1qptqdt. (E.6)
Integrando por partes cada uma dessas integrais à direita do sinal de igualdade na Eq.(E.6)
obtemos
L rf pk 1qptqs  estf pkqptq
ξ0
0
  estf pkqptq
ξ1
ξ0
       lim
AÑ8
estf pkqptq
A
ξn
 
s
» ξ0
0
estf pkqptqdt 
» ξ1
ξ0
estf pkqptqdt       lim
AÑ8
» A
ξn
estf pkqptqdt


.
Como f pkq é contínua temos
L rf pk 1qptqs  f pkqp0q   lim
AÑ8
esAf pkqpAq   s lim
AÑ8
» A
0
estf pkqptqdt
 s
» 8
0
estf pkqptqdt f pkqp0q
Como, por hipótese, |f pkqptq| ¤ Keat para t ¥M temos que |f pkqpAq| ¤ KeaA para
A ¥M , e assim |esAf pkqpAq| ¤ KepsaqA. Logo, esAf pkqpAq Ñ 0 quando AÑ8. Portanto,
L rf pk 1qptqs  s
» 8
0
estf pkqptqdt f pkqp0q
 sL rf pkqptqs  f pkqp0q
 s

skL rfptqs 
k1¸
j0
skpj 1qf pjqp0q

 f pkqp0q
 sk 1L rfptqs 
k1¸
j0
sk 1pj 1qf pjqp0q  f pkqp0q
 sk 1L rfptqs 
k¸
j0
sk 1pj 1qf pjqp0q.
Logo, vale a Eq.(E.5), como queríamos demonstrar. 
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Teorema E.4. Sejam L rfptqs e L rgptqs as respectivas transformadas de Laplace das
funções f e g. Então a transformada de Laplace do produto de convolução, f  g, definido
por
pf  gqptq 
» 8
0
fpt τqgpτqdτ 
» 8
0
fpτqgpt τqdτ,
é igual ao produto das transformadas, ou seja, vale a relação
L rpf  gqptqs  L rfptqsL rgptqs.
Demonstração. Pela definição de transformada de Laplace temos,
L rpf  gqpxqs 
» 8
0
pf  gqptqestdt

» 8
0
» 8
0
fpτqgpt τqdτ

estdt

» 8
0
» 8
0
fpτqgpt τqestdτdt

» 8
0
fpτq
» 8
0
gpt τqestdt

dτ.
Considerando a mudança de variável x  t τ na integral entre conchetes, temos
L rpf  gqpxqs 
» 8
0
fpτq
» 8
0
gpxqespx τqdx

dτ

» 8
0
fpτqesτ
» 8
0
gpxqesxdx

dτ

» 8
0
fpτqesτL rgptqsdτ
 L rgptqs
» 8
0
fpτqesτdτ  L rgptqsL rfptqs.
Logo, a transformada de Laplace do produto de convolução é igual ao produto das transformadas
de Laplace. 
E.1 Transformada de Laplace inversa
Como já mencionamos a metodologia das transformadas integrais conduz o
problema de partida para um outro problema, aparentemente mais simples de ser resolvido.
Então, em resumo, conduzimos o problema de partida num outro que requer o uso da
respectiva transformada inversa. A seguir discutimos a transformada de Laplace inversa.
Teorema E.5. Seja f uma função contínua por partes de ordem exponencial definida
para t ¥ 0 se existe uma constante real a ¡ 0 tal que a integral
» 8
0
eat|fptq|dt existe. Seja
L rfptqs  F psq a transformada de Laplace de f. A transformada de Laplace inversa de
F psq é dada pela integral
L 1rF psqs  fptq 
$'&
'%
1
2pii
» a i8
ai8
estF psqds, se t ¡ 0;
0, se t   0.
(E.7)
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Demonstração.1 Para essa demonstração usaremos a integral de Fourier. Denotamos a seguinte
expressão para a função g, contínua por partes, por integral de Fourier
gptq 
1
2pi
» 8
8
» 8
8
gpvqeiωpvtqdvdω.
Assim, considerando gptq  eatfptq e admitindo fptq  0 para t   0, temos
eatfptq 
1
2pi
» 8
8
» 8
0
eavfpvqeiωvdv

eiωtdω 
1
2pi
» 8
8
» 8
0
fpvqepaviωvqdv

eiωtdω,
para t ¡ 0. Logo,
fptq 
1
2pi
» 8
8
» 8
0
fpvqepaiωqvdv

epaiωqtdω,
Seja a mudança de variável s  a iω, assim podemos escrever
fptq 
1
2pii
» a i8
ai8
» 8
0
fpvqesvdv

estds.
Pela Definição E.1 a integral entre cochetes é a transformada de Laplace de f , portanto,
fptq 
1
2pii
» a i8
ai8
F psqestds,
que é a formula para a transformada de Laplace inversa de F psq como queríamos mostrar. 
A integral da Eq.(E.7) fornece o resultado direto da transformada de Laplace,
e é conhecido como integral ou fórmula complexa de inversão [65].
E.2 Transformada de Laplace das funções de Mittag-Leffler
Devido a importância, em particular, neste texto, calculamos explicitamente a
transformada de Laplace das funções de Mittag-Leffler [95], bem como, utilizando a linea-
ridade e inversão, obtemos uma relação de ida e volta envolvendo o par de transformadas
de Laplace direta e inversa. Nessa seção calcularemos a transformada de Laplace da função
de Mittag-Leffler de três parâmetros.
Assim, da definição, podemos escrever, com |λ|   1
L rtβ1Eρα,βpλt
αqs 
» 8
0
esttβ1Eρα,βpλt
αqdt

» 8
0
esttβ1
8¸
k0
pλtαqkpρqk
Γpαk   βq dt

8¸
k0

pλqkpρqk
Γpαk   βqk!
» 8
0
esttαk β1dt


8¸
k0

pλqkpρqk
Γpαk   βqk!
Γpαk   βq
sαk β


8¸
k0
pλqkpρqk
sαk βk! 
sαρβ
psα   λqρ
.
1 Para demonstrações diferentes ver as referências [15, 17].
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Aqui, usaremos a notação  introduzida em [60] para relacionar o par de
transformadas de Laplace da seguinte forma, fptq L rfptqs. Assim, para a função de
Mittag-Leffler de três parâmetros temos,
tβ1Eρα,βpλt
αq 
sαρβ
psα   λqρ
 (E.8)
Tomando valores convenientes para os parâmetros ρ e β na Eq.(E.8) recupera-
mos as transformadas de Laplace das funções de Mittag-Leffler de um e dois parâmetros,
tβ1Eα,βpλt
αq 
sαβ
sα   λ
, (E.9)
e
Eαpλt
αq 
sα1
sα   λ
, (E.10)
para |λ|   1, respectivamente.
Antes de abordarmos a transformada de Laplace das derivadas, vamos apresen-
tar o cálculo da transformada de Laplace da integral fracionária, a qual está presente na
definição das derivadas de Riemann-Liouville e Caputo.
E.3 Transformada da integral fracionária
Agora iremos calcular a transformada de Laplace da integral fracionária de
Riemann-Liouville de ordem α de uma dada função f.
Teorema E.6. Seja f definida para t ¡ 0. Então, a transformada de Laplace da integral
fracionária de Riemann-Liouville de ordem α de f é dada pela equação,
L rJαfptqs 
L rfptqs
sα
. (E.11)
Demonstração. Tomando a transformada de Laplace em ambos os membros da expressão
envolvendo o produto de convolução temos
L rJαfptqs  L rφαptq  fptqs  L rφαptqsL rfptqs 
L rfptqs
Γpαq
» 8
0
tα1estdt. (E.12)
O cálculo da integral resultante é obtido em termos da função gama, após uma
conveniente mudança de variáveis, resultando em» 8
0
tα1estdt 
Γpαq
sα
. (E.13)
Assim pelas Eq.(E.12) e Eq.(E.13), temos
L rJαfptqs 
L rfptqs
Γpαq
Γpαq
sα

L rfptqs
sα
,
conforme queríamos mostrar. 
Agora, devido a importância na resolução de uma equação diferencial, vamos
apresentar o cálculo de transformada de Laplace envolvendo as derivadas fracionárias.
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E.4 Transformada de Laplace da derivada de Caputo
Aqui, vamos obter, em analogia a Eq.(E.5), a transformada de Laplace da
derivada fracionária de ordem α segundo Caputo, sendo Repαq ¡ 0.
Teorema E.7. Sejam Repαq ¡ 0 e m P N tais que m  1   Repαq ¤ m então vale a
equação para a transformada de Laplace da derivada fracionária de ordem α segundo
Caputo,
L rD
αfptqs  sαL rfptqs 
m1¸
k0
sα1kf pkqp0q, (E.14)
sendo f pkqp0q  lim
tÑ0
Dkfptq.
Demonstração. Para m 1   Repαq ¤ m, e utilizando a expressão da derivada de Caputo em
termos da integral fracionária, temos
L rD
αfptqs  L rJmαDmfptqs. (E.15)
Seja gptq  Dmfptq, logo pela Eq.(E.15) temos L rDαfptqs  L rJmαgptqs. Pela
Eq.(E.11) temos que L rJαfptqs  L rfptqs
sα
. Logo, podemos escrever
L rD
αfptqs 
L rgptqs
smα
. (E.16)
A partir da Eq.(E.5) obtemos a expressão para a transformada de Laplace da função gptq,
L rgptqs  L rDmfptqs  smL rfptqs 
m1¸
k0
smk1f pkqp0q. (E.17)
Enfim, utilizando as Eq.(E.16) e Eq.(E.17) temos,
L rD
αfptqs 
1
smα

smL rfptqs 
m1¸
k0
smk1f pkqp0q

 sαL rfptqs 
m1¸
k0
sαk1f pkqp0q,
como queríamos mostrar. 
É importante notar que esta expressão contém uma derivada de ordem inteira
calculada no ponto inicial, contrariamente à expressão envolvendo a derivada de Riemann-
Liouville visto que esta contém uma derivada de ordem não inteira calculada no ponto
inicial, como vamos ver a seguir.
E.5 Transformada de Laplace da derivada de Riemann-Liouville
De maneira semelhante ao que fizemos na seção anterior, nessa seção iremos
obter a transformada de Laplace da derivada fracionária segundo Riemann-Liouville de
ordem α, sendo Repαq ¡ 0.
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Teorema E.8. Sejam Repαq ¡ 0 e m P N tais que m  1   Repαq ¤ m. Então, vale
a seguinte equação para a transformada de Laplace da derivada fracionária de ordem α
segundo Riemann-Liouville,
L rDαfptqs  sαL rfptqs 
m1¸
k0
smk1gpkqp0q,
sendo gptq  Jmαfptq.
Demonstração. Sejam Repαq ¡ 0 e m P N tais que m 1   Repαq ¤ m. Escrevendo a derivada
de Riemann-Liouville em termos da integral fracionária temos,
L rDαfptqs  L rDmJmαfptqs. (E.18)
Seja gptq  Jmαfptq assim L rDαfptqs  L rDmgptqs e pelo Teorema E.3 temos,
L rDαfptqs  smL rgptqs 
m1¸
k0
smpk 1qgpkqp0q  smL rJmαfptqs 
m1¸
k0
smpk 1qgpkqp0q.
Utilizando a transformada de Laplace da integral fracionária, Eq.(E.11), obtemos uma equação
para a transformada de Laplace da derivada fracionária segundo Riemann-Liouville, a saber,
L rDαfptqs  sαL rfptqs 
m1¸
k0
smk1gpkqp0q,
sendo gptq  Jmαfptq e m 1   Repαq ¤ m. 
Observemos que a transformada de Laplace da derivada fracionária segundo
Caputo leva em consideração os valores iniciais da função e de suas derivadas de ordens
inteiras menores que m e o mesmo não ocorre com a transformada de Laplace da derivada
fracionária segundo Riemann-Liouville.
E.6 Transformada de Laplace da derivada de Katugampola
Nessa seção encontraremos a transformada de Laplace da derivada de ordem α
segundo Katugampola, sendo 0   α ¤ 1. Notemos que essa é uma derivada local, a partir
da Eq.(3.6) obtemos,
L rDαfptqs  L rt1αf 1ptqs 
» 8
0
t1αf 1ptqestdt.
Através de integração por partes obtemos para 0   α   1,
L rDαfptqs  sL rt1αfptqs  p1 αqL rtαfptqs,
e para α  1, L rDαfptqs  sL rfptqs  fp0q.
Enfim, vamos concluir este apêndice com o cálculo da transformada de Laplace
da derivada segundo Caputo-Fabrizio.
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E.7 Transformada de Laplace da derivada de Caputo-Fabrizio
Nessa seção encontraremos a transformada de Laplace da derivada de ordem α
segundo Caputo-Fabrizio, sendo 0   α ¤ 1. Assim, a partir da definição obtemos,
L rD pαqt fptqs 
Mpαq
1 αL r
» t
a
9fpτqe
αptτq
1α dτ s 
Mpαq
1 αL r
9fptq  e
αt
1α s, (E.19)
considerando a  0. Pelo Teorema E.4, podemos escrever,
L rD pαqt fptqs 
Mpαq
1 αL r
9fptqsL

e
αt
1α

.
Vamos agora calcular L

e
αt
1α

. Pela definição da transformada de Laplace
temos, já simplificando e rearranjando
L re
αt
1α s 
» 8
0
este
αt
1αdt 
1 α
sp1 αq   α.
A partir do Teorema E.2 temos, L rf 1ptqs  sL rfptqs  fp0q. Portanto, voltando na
Eq.(E.19) obtemos
L rD pαqt fptqs
Mpαq
1 α rsL rfptqsfp0qs
1 α
sp1 αq   α
Mpαq rsL rfptqsfp0qs
sp1 αq   α , (E.20)
que é a expressão que fornece a transformada de Laplace da derivada de Caputo-Fabrizio.
Observamos que as transformadas de Laplace das derivadas de Caputo, Riemann-
Liouville, Katugampola e Caputo-Fabrizio quando a ordem é um, isto é, o caso inteiro,
fornecem o mesmo resultado, a saber, sL rfptqs  fp0q.
