Abstract. We study non-linear data-dimension reduction. We are motivated by the classical linear framework of Principal Component Analysis. In nonlinear case, we introduce instead a new kernel-Principal Component Analysis, manifold and feature space transforms. Our results extend earlier work for probabilistic Karhunen-Loève transforms on compression of wavelet images. Our object is algorithms for optimization, selection of efficient bases, or components, which serve to minimize entropy and error; and hence to improve digital representation of images, and hence of optimal storage, and transmission. We prove several new theorems for data-dimension reduction. Moreover, with the use of frames in Hilbert space, and a new Hilbert-Schmidt analysis, we identify when a choice of Gaussian kernel is optimal.
Recently a number of new features of principal component analysis (PCA) have lead to exciting and new improved dimension reduction (DR). See e.g., [BN03, GGB18, JHZW19, GJ06, Bis06, Bis13, ZBB04, AFS18, VD16]. In general DR refers to the process of reducing the number of random variables under consideration in such areas as machine learning, statistics, and information theory. Within machine learning, it involves both the steps of feature selection and feature extraction. In the present paper, we shall consider linear as well as non-linear data models. The linear case arises naturally in principal component analysis (PCA) . See [Son08, JS07] . Here one starts with a linear mapping of the given data into a suitable lowerdimensional space. However, this must be done in such a way that the variance of the data in the low-dimensional representation is maximized. As for the variance, we study both covariance, and the correlation matrix for the underlying data. The eigenvectors that correspond to the largest eigenvalues (the principal components) are then used in a construction of a large fraction of the initial variance, i.e., that which corresponds to the original data. The first few eigenvectors are typically interpreted in terms of the large-scale physical behavior of a particular system; and will retain the most important variance features. We begin here with an explicit model from image processing, and involving wavelet algorithms.
In nonlinear settings, principal component analysis can still be adapted, but now by means of suitable kernel tricks. In some applications, instead of starting from a fixed kernel, the optimization will instead try to learn, or adapt, for example with the use of semidefinite programs. The most prominent such a technique is known as maximum variance unfolding (MVU).
In recent years, the subject of kernel-principal component analysis, and its applications, has been extensively studied, and made progress in diverse directions. In addition to earlier papers by the co-authors [Son08, JS07] , we include here a partial list of other relevant and current citations; see e.g., [LHN18, Raj18, WGLP19, RS99, GGB18, DWGC18, THH19, LLY + 19, MMP19, JHZW19, CLS + 19, GK19]. The goal of this paper is to extend our previous results on Karhunen-Loève transform to a nonlinear setting by means of kernel-principal component analysis (KPCA). This paper is organized as follows: In section 2.1, we illustrate KarhunenLoève transform, which is very similar to PCA, applied to digital image compression. Then in section 2.3, we explain how PCA is used on linear data dimension reduction.
In section 3, we show our main results using KPCA on nonlinear data. The setting for our main theme begins with an example, and with results for PCA in case of classical covariance kernels; see section 2.5, and Lemma 3.9. The latter is for rank-1 projections, but is then extended to PCA selection, and algorithms, in subsequent results. Our focus is the non-linear case. Indeed, the focus in section 3 is nonlinear data dimension reduction, and the corresponding kernels, the core of our paper. In particular, our Theorem 3.11 deals with kernel PCA for nonlinear data dimension reduction (see Examples 3.15 and 3.16). In the remaining part of section 3, and in section 4, we turn to the case of Gaussian kernels and the corresponding stochastic processes. Using a new transform, we identify when a choice of Gaussian kernel is optimal for KPCA and nonlinear data dimension reduction.
Both tools, PCA and KPCA, are known. The focus of our current paper is to present a framework of operator in suitable Hilbert space, and an associated spectral theory. Even though the applications we include here are presented in finite dimensional setting, most of our results extend to infinite dimensional spaces as well. Nonetheless, for use in recursion schemes, the finite-dimensional case is most relevant.
Our main results deal with algorithms for optimization in maximal variance, and dimension reduction-problems, from PCA. They go beyond earlier such approaches in the literature. Our man results are stated in section 3, and they include Lemma 3.9, Theorem 3.11, and Corollary 3.14 (also see Theorem 2.12); each of which are formulated and proved in a general setting of kernel analysis; hence in a nonlinear framework of feature selection. In section 4, we prove a number of applied transform-results for positive definite kernels, their Hilbert spaces, and their associated Gaussian processes. This in turn extends earlier work on Monte Carlo, and Karhunen-Loève analysis, also known as the Kosambi-Karhunen-Loève approach. These new transform tools are motivated by our results in the earlier two sections in the paper. Our Examples included there are also novel, and serve as key points.
Karhunen-Loève transform or Principal Component Analysis
A Karhunen-Loève (KL) expansion typically refers to a rather general tool of stochastic analysis. Our present KL expansion are representations for certain stochastic processes. Given a stochastic processes, the starting point is the associated covariance function. From the latter we then build KL-representations as infinite series, each term in the expansion is a product of a term from an associated deterministic basis, and a random term from system of independent identically distributed standard Gaussians; the latter arising for example from a Monte Carlo generator; see section 3 below. We note that, for a given stochastic process, there will typically be many choices of KL expansions. We also refer to them as Karhunen-Loève transforms; often involving sampling. As outlined below, we stress that these KLtransforms are closely related to what is also known as principal component analysis (PCA); a key point for our present paper; applications to images. The importance of the KL expansions, when chosen with care, is that they yield optimal bases representations, for example with respect to mean-square error.
Principal component analysis (PCA) is a statistical tool based on certain orthogonal transforms. PCA has recently found a rich variety of applications (see e.g., [BN03, GGB18, JHZW19, GJ06, Bis06, Bis13, ZBB04, AFS18, VD16]). It serves to convert a set of observations of possibly correlated variables (entities each of which takes on various numerical values) into a set of values of uncorrelated variables called principal components. PCA serves as an important tool in exploratory data analysis and for making predictive models. It is often used to visualize genetic distance and relatedness between populations. PCA can be done by eigenvalue decomposition of a data covariance (or correlation) matrix or singular value decomposition of a data matrix, usually after a normalization step of the initial data.
In more detail. If a particular application involves a certain number n of observations involving, say p variables, then the number of distinct principal components is min (n − 1, p). The corresponding PCA transformation will then be defined such that the first principal component has the largest possible variance (accounting for as much of the variability in the data as possible), and the succeeding components in turn include the highest variance possible under orthogonality constraints; so orthogonality to the preceding components. The resulting system of vectors, containing n observations, then forms an uncorrelated orthogonal basis set. It is known that PCA is sensitive to the relative scaling of the original variables.
Historically PCA originates with pioneering work by Karl Pearson, and it was later developed by Harold Hotelling in the 1930s. It is also closely related to what is known as the discrete Karhunen-Loève transform in signal processing, the Hotelling transform in multivariate quality control, proper orthogonal decomposition (POD) in mechanical engineering, to singular value decomposition (SVD), even to the eigenvalue decomposition from linear algebra, factor analysis (for a discussion of the differences between PCA and factor analysis or empirical orthogonal functions (EOF) in meteorological science, empirical eigenfunction decomposition, empirical component analysis, spectral decomposition in noise and vibration, and empirical modal analysis in structural dynamics.)
In general, one refers to a KL transform as an expansion in Hilbert space with respect to an ONB resulting from an application of the Spectral Theorem. A similar version is Principal Component Analysis which is used in various engineering applications, specifically dimension reduction of data. So we bring up the image PCA transform case which is 2-dimensional to serve as an illustration on how it changes the components or axes, and further results in dimension reduction in data which is multi-dimensional, thus eventually lead to our main result in KPCA on nonlinear data dimension reduction.
There are various image compression schemes apart from PCA such as discrete wavelet transform. See e.g., [MP05, KKS16, dES12] , and [GJ06, DF07, GK15] for recent developments.
PCA allows an image to be compressed in the means of principal component. The method is explained in the following algorithm.
2.1. The Algorithm for a Digital Image or Data Application. Our aim is to reduce the number of bits needed to represent an image by removing redundancies as much as possible. Karhunen-Loève transform or PCA is a transform of m vectors with the length n formed into m-dimensional
1) where matrix A is obtained by eigenvectors of the covariance matrix C as in (2.3) below. For further explanations and details please see section 2.3 and section 2.4.
The algorithm for Karhunen-Loève transform or PCA can be described as follows: 1. Take an image or data matrix X, and compute the mean of the column vectors of X
2. Subtract the mean: Subtract the mean, m X in equation (2.2) from each column vector of X. This produces a data set matrix B whose mean is zero, and it is called centering the data. 3. Compute the covariance matrix from the matrix in the previous step
Here X − m X can be interpreted as subtracting m X from each column of X. C (i, i) lying in the main diagonal are the variances of The rows of the feature matrix A are orthogonal so the inversion of PCA can be done on equation (2.1) by
With the l largest eigenvalues with more variance are used instead of neigenvalues, the matrix A l is formed using the l corresponding eigenvectors. This yields the newly constructed data or image X as follows:
Row Feature Matrix is the matrix that has the eigenvectors in its rows with the most significant eigenvector (i.e., with the greatest eigenvalue) at the top row of the matrix. Row Data Adjust is the matrix with mean-adjusted data transposed. That is, the matrix contains the data items in each column with each row having a separate dimension (see e.g., [MP05, AW12, Mar14] ).
This algorithm can be used for linear data dimension reduction and this is illustrated in section 2.3.
Principal Component Analysis in a Digital
Image. We would like to use a color digital image PCA to illustrate dimension change in this section, so we introduce a color digital image. A color digital image is read into a matrix of pixels. We would like to use Karhunen-Loève transform or PCA applied to a digital image data illustrate dimension reduction. Here, an image is represented as a matrix of functions where the entries are pixel values. The following is an example of a matrix representation of a digital image:
A color image has three components. Thus a color image matrix has three of above image pixel matrices for red, green and blue components and they all appear black and white when viewed "individually." We begin with the following duality principle, (i) spatial vs (ii) spectral, and we illustrate its role for the redundancy, and for correlation of variables, in the resolution-refinement algorithm for images. Specifically:
(i) Spatial Redundancy: correlation between neighboring pixel values.
(ii) Spectral Redundancy: correlation between different color planes or spectral bands.
We are interested in removing these redundancies using correlations. Starting with a matrix representation for a particular image, we then compute the covariance matrix using the steps from (3) and (4) in algorithm above. We then compute the Karhunen-Loève eigenvalues. Next, the eigenvalues are arranged in decreasing order. The corresponding eigenvectors are arranged to match the eigenvalues with multiplicity. The eigenvalues mentioned here are the same eigenvalues λ i in step 4 above, thus yielding smallest error and smallest entropy in the computation (see e.g., [Son08] ).
The following figure shows the principal components of an image in increasing eigenvalues where the original image is a color png file.
The original file is in red, green and blue color image which had three R, G, B color components. So if I is the original image it can be represented as
where w 1 , w 2 and w 3 are weights which are determined for different light intensity for color, and f R , f G and f B are the three R, G, B components of the form equation This can show the dimension reduction in section 2.3 where an image data is decomposed into different components by PCA into different 'dimensions'. So instead of RGB components of 3D dimension, we have three principal components for each color value matrix according to covariance matrix. The pixel values are now projected on the new dimensions for each matrix respectively. That is, the original pixel values are represented in the new dimension according to the principal components. There are several ways to compress an image using PCA, but one way to compress a digital image using PCA is by keeping the 'significant' components, i.e., the eigenvectors with large magnitudes. The components that have only small portion of the variation in data for the effect of an image are discarded. This elimination leads to dimension reduction in final image by reducing the quantity of eigenvectors. Thus the dimension of the image matrix is reduced. (Also see e.g., [dES12] .) In order for readers to understand better, in case of wavelet decomposition of the digital image, in this step, PCA is performed on the horizontal, vertical and diagonal details (matrices). In the horizontal detail matrix, the pixel values are correlated. According to the correlation, the pixels that are more frequent and less frequent are determined, according to the magnitude size of the eigenvalues. Then corresponding components are determined. Now we can just keep the first component with the largest magnitude eigenvalue then discard the rest component(s) to reconstruct and image. The idea is this, if one of the details has frequent blue pixels but less frequent light blue and dark blue pixels, the first component will pick up all the blue pixels but not light blue and dark blue pixels. Discarding the light blue and dark blue pixels that are less frequent on the image may not be detectable by human eyes. See e.g., [MP05, KKS16, dES12] for PCA image compression, and [GJ06, DF07, GK15] for discrete wavelet transform and PCA image compression. Now, on the other hand, PCA can be used for object rotation and this will be discussed further with dimension reduction in data in section 2.3.
2.3. Dimension Reduction and Principal Component Analysis. The sections 2.2, 2, and 2.3, are to give background information on dimension reduction building from 2-D image case to linear data case to help readers grasp the understanding of what dimension reduction does to prepare readers for section 3 where dimension reduction for nonlinear data is discussed with results analogous to section 2.5. Also, Figure 2 .1 shows how an image data could be decomposed into different principal (dimension) components instead of RGB components..
In the previous section, we discussed how principal component analysis (PCA) was used in image compression where PCA step gave different components of the image matrix. The idea for data dimension reduction is analogous. After all, a digital image is data, too. In this section we give some background illustration on how dimension reduction or dimensionality reduction is done using linear data. Although, PCA doesn't guarantee optimal dimension reduction for all types of linear data, it captures the maximum variability in the data that makes it a popular dimension reduction algorithm for engineers.
In data dimension reduction, we need to determine how to choose the right axes. One method used is principal component analysis (PCA). What PCA does is that it gives a linear subspace of dimension that is lower than the dimension of the original data in such a way that the data points lie mainly in the linear subspace with the lower dimension. Within this subspace with reduced dimension, most variability of the data is maintained. That is, PCA creates a new feature-space (subspace) that captures as much variance in the original data set as possible. The linear subspace is spanned by the orthogonal vectors that form a basis. These orthogonal vectors give principal axes, i.e., directions in the data with the largest variations. This is illustrated in Figure 2 .2. As in section 2.1, the PCA algorithm performs the centering of the data by subtracting off the mean, and then determines the direction with the largest variation of the data and chooses an axis in that direction, and then further explores the remaining variation and locates another axis that is orthogonal to the first and explores as much of the remaining variation as possible. This iteration is performed until all possible axes are exhausted. Once we have a principal axis, we subtract the variance along this principal axis to obtain the remaining variance. Then the same procedure is applied again to obtain the next principal axis from the residual variance. In addition to being the direction of maximum variance, the next principal axis must be orthogonal to the other principal axes. When all the principal axes are obtained, the data set is projected onto these axes. These new orthogonal coordinate axes are also called principal components.
The outcome is all the variation along the axes of the coordinate set, and this makes the covariance matrix diagonal which means each new variable is uncorrelated with the rest of the variables except itself. As for some of the axes that are obtained towards last have very little variation. So they don't contribute much, thus, can be discarded without affecting the variability in the data, hence reducing the dimension (see e.g., [Mar14] ).
In machine learning, when dealing with data and plotting results, instead of three dimensions in the data, one usually find two dimensions easier to interpret. More training of the data is necessary as the dimension is higher. In fact, for many algorithms, the dimensionality is an explicit factor for the computational cost. The two different ways of dimensionality reduction are:
(i) Feature selection: Goes through the available features and select useful features such as variables or predictors, i.e., correlation to the output variables. (ii) Feature extraction/derivation: Derives new features from the existing ones. This is generally done by dataset transforms that changes the axes of the dimension. What PCA does is feature extraction/derivation by finding new axes in smaller subspace of the data set space. Unlike in image processing, in machine learning the input data is different, where an image is 2-dimensional while the data is multi-dimensional, and with more complexity (more information to be considered in algorithm to determine reduction of dimension). In this section, we explore PCA on linear data case. The nonlinear data set will be discussed in section 3. PCA aims to remove redundancies and describe the data with less properties in a way that it performs a linear transformation moving the original set of data Computing the principal components of the 2-D data set. Right: Using on the first one to reconstruct it produces the line of data which is along the principal axis of the ellipse that the data was sampled down (see [Mar14] ).
to a new space spanned by principal component. This done by constructing a new set of properties based on combination of the old properties. The properties that present low variance are considered not useful. PCA looks for properties that has maximal variation across the data to make the principal component space. The eigenvectors insection 2.1 are the new set of axes of the principal component. Dimension reduction occurs when the eigenvectors with more variance are chosen but those with less variance are discarded.
In Figure 2 .3, first look at the following two-dimensional feature space with PCA transform the maximal variance across the data is found and the new axes or principal components are found along the direction with maximum variance. After this step, the data is still in 2-D, we then project the remaining data that is not on the principal axis into the the principal axis. Then every data lies on the principal axis just like in the second image with reconstructed data after PCA on the right. Thus, dimension is reduced. Now, the cumulative distance between our original data and the projected data is considered measure of information loss. Thus it is crucial that the axis is oriented in a way that minimizes that cumulative distance and this is achieved through the variance.
2.4. KL Transform/PCA. We would like to study the orthonormal bases of Karhunen-Loève transform or PCA to see how captures the maximum variability in the data to make linear data dimensionality reduction effective. The discussion below is motivated by [Son08, JS07] among other sources. In computing probabilities and variance, Hilbert space serves as a helpful tool. For example, take a unit vector f in some fixed Hilbert space H, and an orthonormal basis (ONB) ψ i with i running over an index set I. We now introduce two families of probability measures, one family P f (·) indexed by f ∈ H, and a second family P T indexed by a class of operators T : H → H.
Definition 2.1. Let H be a Hilbert space. Let (ψ i ) and (φ i ) be orthonormal bases (ONB), with index set I. Usually
(2.10)
If (ψ i ) i∈I is an ONB, we set Q n := the orthogonal projection onto span{ψ 1 , ..., ψ n }.
We recall Dirac's terminology [Dir47] for rank-one operators in Hilbert space. While there are alternative notation available, Dirac's bra-ket terminology is used for efficiency for our present considerations.
Definition 2.2. Let vectors u, v ∈ H. Then u, v = inner product ∈ C, (2.11)
where the operator |u v| acts as follows
Proposition 2.3. Consider an ensemble of a large number N of objects of similar type such as a set of data, of which N w α , α = 1, 2, ..., ν where the relative frequency w α satisfies the probability axioms:
Assume that each type specified by a value of the index α is represented by
Let {ψ i (ξ)}, i = 1, 2, ..., be a complete set of orthonormal base functions defined on [a, b]. Then any function (or data) f α (ξ) can be expanded as
Here, x α i is the component of f α in ψ i coordinate system. With the normalization of f α we have
Proof. If we substitute (2.15) into (2.14) we have
by definition of ONB. Note this involves orthogonal projection.
We here give mathematical background of PCA.
where U is a unitary operator.
Notice that the distance is invariant under a unitary transformation. Thus, using another coordinate system (principal axis) {φ j } in place of {ψ i }, would preserve the distance. The idea is that when PCA transform is applied on a set of data, the set of data {x α i } in the feature space represented in {ψ i } basis are now represented in another coordinate system {φ j } .
Let {φ j }, j = 1, 2, ..., be another set of orthonormal basis (ONB) functions instead of {ψ i (ξ)}, i = 1, 2, ...,. Let y α j be the component of f α in {φ j } where it can be expressed in terms of x α i by a linear relation
Also, x α i can be written in terms of y α j under the following relation
So U (x i ) = (y i ) which is coordinate change, and
, and
The squared magnitude |x
can be considered as a good measure of the average in the ensemble
and as a measure of importance of {ψ i }. Notice,
See also [Wat67] .
Then G is a Hermitian matrix that is the covariance matrix and
is the variance and G (i, j) determines the covariance between x i and x j . The normalization Q i = 1 gives us trace G = 1, where the trace means the diagonal sum. Then define a special function system {Θ k (ξ)} as the set of eigenfunctions of G, i.e.,
is the unitary operator consisting of eigenfunctions of G in its columns. These eigenfunctions represent the directions of the largest variance of the data and the corresponding eigenvalues represent the magnitude of the variance in the directions. PCA allows us to choose the principal components so that the covariance matrix G of the projected data is as large as possible. The largest eigenfunction of the covariance matrix points to the direction of the largest variance of the data and the magnitude of this function is equal to the corresponding eigenvalue. The subsequent eigenfunctions are always orthogonal to the largest eigenfunctions.
When the data are not functions but vectors v α s whose components are x (α) i in the ψ i coordinate system, we have
where t k i is the i th component of the vector Θ k in the coordinate system {ψ i }. So we get ψ : H → (x i ) and also Θ : H → (t i ). The two ONBs result in
which is the Karhunen-Loève expansion of f α (ξ) or vector v α . Hence {Θ k (ξ)} is the K-L coordinate system dependent on {w α } and {f α (ξ)}. Then we arrange the corresponding eigenfunctions or eigenvectors in the order of eigenvalues
which is a double stochastic matrix. Then we have the following eigendecomposition of the covariance matrix (operator), G
2.5. Principal Component Analysis and Maximal Variance. In the present section, we would like to study the orthonormal bases of Karhunen-Loève transform or PCA to see how it captures the maximal variance in the linear data to effectively perform dimensionality reduction. We want to show how PCA captures maximal variability in the data. For later use, and for the benefit of the reader, we shall recall here some definitions and results from [BJ02, JS07] . With the lemmas below in the present section, we are aiming at the results Theorem 2.12. Here we are adapting these results to our Principal Component Analysis (PCA) on data, and dimension reduction algorithms for both linear data set; see details in the subsequent sections for nonlinear data set, especially section 3 and our Theorem 3.11.
Let H be a Hilbert space which realizes trace class G as a self-adjoint operator.
Definition 2.4. T ∈ B (H) is said to be trace class if and only if the series
Definition 2.5. A sequence (h α ) α∈A in H is called a frame if there are constants 0 < c 1 ≤ c 2 < ∞ such that Lemma 2.6.
where (c α ) ∈ l 2 ; and
Definition 2.7. Suppose we are given (f α ) α∈A , a frame, non-negative numbers {w α } α∈A , where A is an index set, with f α = 1, for all α ∈ A.
is called a frame operator associated to (f α ).
Remark 2.8. If we take vectors (f α ) from a frame (h α ) and normalize them such that h α = h α f α , and and an ONB (ψ i ). Then for each n, the numbers
are called the error or the residual of the projection.
Lemma 2.11. When (ψ i ) is given, set Q n := n i=1 |ψ i ψ i | and Q ⊥ n = I − Q n where I is the identity operator in H. Then (see (2.27))
(2.28)
The more general frame operators are as follows: Let
where (P α ) is an indexed family of projections in H, i.e., P α = P * α = P 2 α , for all α ∈ A. Note that P α is trace class if and only if it is finite-dimensional, i.e., if and only if the subspace P α H = {x ∈ H | P α x = x} is finite-dimensional. See also Lemma 2.6 and Definition 2.7.
As indicated by the name PCA, the scheme involves a choice of "principal components," often realized as a finite-dimensional subspace of a global (called latent) data set. We now briefly outline two views of PCA. We begin with the simplest case of consideration of covariance operators, and in the next section we turn to kernel PCA, referring to a class of reproducing kernels, as used in learning theory. In the latter case, one identifies principal features for the machine learning algorithm.
As outlined, the simplest way to identify a PCA subspace is to turn to a covariance operator, say G, acting on the global data; see Theorem 2.12 below. With the use of a suitable Karhunen-Loève transform or PCA, and via a system of i.i.d. standard Gaussians, one may often arrive at a covariance operator which is of trace class. An application of the spectral theorem to this associated operator G (see (2.30) below), we then get an algorithm for computing eigenspaces corresponding to the top of the spectrum of G, i.e., the subspace spanned by the eigenvectors for the top n eigenvalues; see (2.31). These subspaces will then be principal components of order n since the contribution from the span of the remaining eigenspaces will be negligible.
A second approach to PCA is based on an analogous identification of principal component subspaces, but with the optimization involving maximum likelihood, or minimization of "cost."
Now, although PCA is used popularly in linear data dimension reductions as PCA decorrelates data, it is noted that the decorrelation only corresponds to statistical independence in the Gaussian case. So PCA is not generally the optimal choice for linear data dimension reduction. However, PCA captures maximal variability in the data.
PCA enables finding projections which maximize the variance: The first principal component is the direction in the feature space along which gives projections with the largest variance. The second principal component is the variance maximizing direction to all directions orthogonal to the first principal component. The i th component is the direction which maximizes variance orthogonal to the i−1 previous components. Thus, PCA captures maximal variability then projects a set of data in higher dimensional feature space to a lower dimensional feature space orthogonally and this will be proved in Theorem 2.12. In fact, it can be observed from the proof of Theorem 4.13 in [JS07] .
Below, we formulate the iterative algorithm (see eq. (2.31)) of producing principal components in the context of trace class operators.
Theorem 2.12. The Karhunen-Loève ONB with respect to the frame operator G = L * L gives the smallest error in the approximation to a frame operator and the covariance operator G gives maximum variance.
Proof. Given the covariance operator G which is trace class and positive semidefinite, applying the spectral theorem to G results is a discrete spectrum, with the natural order λ 1 ≥ λ 2 ≥ ... and a corresponding ONB (φ k ) consisting of eigenvectors, i.e.,
called the Karhunen-Loève data or principal components. The spectral data may be constructed recursively starting with
φ, Gφ = φ 1 , Gφ 1 , and 
where Q ψ n is the sequence of projections, deriving from some ONB (ψ i ) and are arranged such that the following holds:
Hence we are comparing ordered sequences of eigenvalues with sequences of diagonal matrix entries.
Lastly, we have
The assertion in Theorem 2.12 is the validity of
for all (ψ i ) ∈ ON B(H), and all n = 1, 2, ...; and moreover, that the infimum on the RHS in (2.33) is attained for the KL-ONB (φ k ). But in view of our lemma for E ψ n (2.11), we see that (2.33) is equivalent to the system (2.32) in the Arveson-Kadison theorem.
The Arveson-Kadison theorem is the assertion (2.32) for trace class operators, see e.g., refs [Arv07] and [AK06] . That (2.33) is equivalent to (2.32) follows from the definitions.
Kernel PCA
The sections 2.2 and 2.3 gave background on dimension reduction building from 2-D image case to linear data case. In this section we discuss and show results on dimension reduction for nonlinear data is discussed with results analogous to [JS07] . We shall focus here on their use in both principal component analysis (PCA), and kernel PCA (KPCA). In the applications below, we stress an important finitedimensional setting.
In previous section, PCA was used in data dimension reduction on linear case. However, this cannot be done on nonlinear case and thus kernel principal component analysis (KPCA) is used for nonlinear dimension reduction. See, e.g., [SZ09a, SZ09b, SZ07, SY06, PS03, CS02], and Example 3.16.
Standard PCA is effective at identifying linear subspaces carrying the greatest variance in a data set. However, this method is not able to detect nonlinear submanifolds. A popular technique to tackle the latter case is kernel PCA. It first maps data into a higher dimensional space H (K), and performs PCA there. Here H (K) is the reproducing kernel Hilbert space (RKHS) associated with a given positive definite kernel K. The mapping in this context presumably sends a nonlinear submanifold in the input space to a linear subspace in H (K). For example, in classification problems, a kernel is usually chosen so that the mapped data can be separated by a linear decision boundary in H (K) (see Figure 3 .1). 
⊂ C, and N ∈ N. Given a p.d. kernel as in (3.1), there exists a reproducing kernel Hilbert space (RKHS) H (K) and a mapping Φ : S → H (K) such that
The function Φ in (3.2) is called a feature map for the problem. Moreover, the following reproducing property holds:
for all f ∈ H (K), and x ∈ S. 
Initially the LHS in formula (3.5) only refers to finite linear combinations. Hence, the vector space (3.4) becomes a pre-Hilbert space. The RKHS H(K) itself then results from the standard Hilbert completion. It is this Hilbert space we will use in our subsequent study of optimization problems, and in our KPCA-dimension reduction. Sections 3.1-3.3 deal with separate issues of kernel-optimization. Before turning to these, however, we will first introduce a setting of Hilbert-Schmidt operators. This will play a crucial role in the formulation of our main result, Theorem 3.11 in section 3.3.
Recall that a data set (x j ) n j=1 , x j ∈ C m , may be viewed as an m × n matrix X, where x j is the j th column vector. Here, m is the number of features, and n the number of sample points. The total variance is
and · HS in (3.6) denotes the Hilbert-Schmidt norm. Then the two Hilbert spaces HS (H), and H ⊗ H (tensor-product), are naturally isometrically isomorphic via
see 2.2, the ket-bra notation (2.12). Indeed,
H , and the assertion follows from isometric extension of (3.8).
3.1. Application to Optimization. One of the more recent applications of kernels and the associated reproducing kernel Hilbert spaces (RKHS) is to optimization, also called kernel-optimization. See [YLTL18, LLL11] . In the context of machine learning, it refers to training-data and feature spaces. In the context of numerical analysis, a popular version of the method is used to produce splines from sample points; and to create best spline-fits. In statistics, there are analogous optimization problems going by the names "least-square fitting," and "maximumlikelihood" estimation. In the latter instance, the object to be determined is a suitable probability distribution which makes "most likely" the occurrence of some data which arises from experiments, or from testing.
What these methods have in common is a minimization (or a max problem) involving a "quadratic" expression Q with two terms. The first in Q measures a suitable L 2 (µ)-square applied to a difference of a measurement and a "best fit." The latter will then to be chosen from anyone of a number of suitable reproducing kernel Hilbert spaces (RKHS). The choice of kernel and RKHS will serve to select desirable features. So we will minimize a quantity Q which is the sum of two terms as follows: (i) a L 2 -square applied to a difference, and (ii) a penalty term which is a RKHS norm-squared. (See eq. (3.10).) In the application to determination of splines, the penalty term may be a suitable Sobolev normed-square; i.e., L 2 normsquared applied to a chosen number of derivatives. Hence non-differentiable choices will be "penalized."
In all of the cases, discussed above, there will be a good choice of (i) and (ii), and we show that there is then an explicit formula for the optimal solution; see eq (3.13) in Theorem 3.5 below.
Let X be a set, and let K : X × X −→ C be a positive definite (p.d.) kernel. Let H (K) be the corresponding reproducing kernel Hilbert space (RKHS). Let B be a sigma-algebra of subsets of X, and let µ be a positive measure on the corresponding measure space (X, B). We assume that µ is sigma-finite. We shall further assume that the associated operator T given by
is densely defined and closable. Fix β > 0, and ψ ∈ L 2 (µ), and set
(3.10) defined for f ∈ H (K) , or in the dense subspace dom (T ) where T is the operator in (3.9). Let
−−→ H (K) (3.11) be the corresponding adjoint operator, i.e.,
Theorem 3.5. Let K, µ, ψ, β be as specified above; then the optimization problem
has a unique solution F in H (K), it is
where the operator T and T * are as specified in (3.9)-(3.12).
Proof. (Sketch) We fix F , and assign f ε := F + εh where h varies in the dense domain dom (T ) from (3.9). For the derivative
we then have:
for all h in a dense subspace in H (K). The desired conclusion follows.
Least-square Optimization
We now specialize the optimization formula from Theorem 3.5 to the problem of minimize a "quadratic" quantity Q. It is still the sum of two individual terms: (i) a L 2 -square applied to a difference, and (ii) a penalty term which is the RKHS norm-squared. But the least-square term in (i) will simply be a sum of a finite number of squares of differences; hence "least-squares." As an application, we then get an easy formula (Theorem 3.6) for the optimal solution.
Let K be a positive definite kernel on X × X where X is an arbitrary set, and let H (K) be the corresponding reproducing kernel Hilbert space (RKHS). Let m ∈ N, and consider sample points:
as a finite subset in X, and
as a finite subset in R, or equivalently, a point in R m . Fix β > 0, and consider Q = Q (β,t,y) , defined by
(3.14)
We introduce the associated dual pair of operators as follows:
where
, f ∈ H (K) ; and (3.16)
Note that the duality then takes the following form:
consistent with (3.12). Applying Theorem 3.5 to the counting measure
for the set of sample points {t i } m i=1 , we get the two formulas:
f (t i ) K ti , and (3.19)
where K m denotes the m × m matrix
, and {y i } m i=1 be as above, and let K m be the induced sample matrix (3.21).
Fix β > 0; consider the optimization problem with
Then the unique solution to (3.22) is given by
i.e., F = arg min Q on H (K).
Proof. From Theorem 3.5, we get that the unique solution F ∈ H (K) is given by:
and by (3.19)-(3.20), we further get
where the dot · refers to a free variable in X. An evaluation of (3.24) on the sample points yields:
Now substitute (3.26) into (3.25), and the desired conclusion in the theorem follows. We used the matrix identity
3.2. The Case of Gaussian Fields. For a number of applications, it will be convenient to consider general stochastic processes (X s ) indexed by s ∈ S, where S is merely a set; so not a priori equipped with any additional structure. Consideration of stochastic processes will always assume some fixed probability space, (Ω, A , P)
where Ω is a set of sample points; A is a σ-algebra of events, fixed at the outset; and P is a probability measure defined on A . A given process (X s ) s∈S is then said to be Gaussian and centered iff (Def.) for all choice of finite subsets of S (s 1 , s 2 , · · · , s N ), then the system of random variables
is jointly Gaussian, i.e., the joint distribution of {X si } N i=1 on R N is the Gaussian g N (x 1 , · · · , x N ) which has mean zero, and covariance matrix
; (3.27)
holds. Note we consider the joint distributions for all finite subsets of S. Let S be a set, and let {X s } s∈S be a Gaussian process with E (X s ) = 0, ∀s ∈ S; and with (ii) Assume H (K) is separable; then we have a representation {f n } n∈N for a system of functions f n : S → C, n ∈ N,
absolutely convergent on S × S.
(iii) A system {f n } n∈N satisfies (ii) if and only if it forms a Parseval frame in H (K).
(iv) Given (3.31), then, for every sequence of independent identically distributed (i.i.d.) Gaussian system {Z n } n∈N ,Z n ∼ N (0, 1), i.e., each Z n is a standard Gaussian random variable, E (Z n ) = 0, E (Z n Z m ) = δ n,m ; the representation
is valid in L 2 of the underlying probability space.
Important Note 3.7. When a fixed Gaussian process (X s ) is given, then the associated decomposition (3.32) is called a Karhunen-Loève (KL) transform for X s . The conclusion from (i)-(iv) above is that there is a direct connection between the two KL transforms; (a) the relatively better known KL-transforms for positive definite kernels (Theorem 2.12 above and [JS07] Theorem 4.15), on the one hand; and (b) the corresponding KL transform for Gaussian processes (see (i)), on the other. This correspondence will be further studied in section 4 below, see especially Corollary 4.5. The object in principal component analysis (PCA) is to find optimal representations; and to select from them the "leading terms", the principal components.
Remark 3.8. The present general kernel framework (RKHSs and Gaussian processes) encompasses the special case we outlined in [JS07] Example 3.1. By way of comparison, note that the particular positive definite kernel in the latter example is only a special case of the present ones, see (3.31) and (3.32). These types of kernels are often referred to as the case of Mercer kernels; see also [SY06, SZ07, SZ09a, SZ09b] . A Mercer kernel is continuous, and it defines a trace class operator, as illustrated in the example. This latter feature in turn leads to a well defined "top part of the spectrum." And this then allows us to select the principal components; i.e., the maximally correlated variables. We shall show, in Theorem 3.11 below, that there is an alternative approach to principal components which applies to the general class of positive definite kernels, and so goes far beyond the case of Mercer kernels.
3.3. Optimization and Frames. Fix a p.d. kernel K on S := C m , i.e., a functional K : C m × C m → C satisfying (3.1); and let H (K) be the associated RKHS. In PCA, one solves the quadratic optimization problem:
where Q runs through all rank-k (self-adjoint) projections in the input space C m . Kernel PCA, by contrast, solves a similar problem in H (K):
It is understood that · HS as in (3.34) refers to the Hilbert-Schmidt class in B (H (K)). Indeed, both (3.33) and (3.34) are finite dimensional instances of Theorem 2.12. See section 2.5 and details below.
A Finite Frame in H (K)
Let X, K, and Φ be as above. Then (Φ (x j )) n j=1 is a finite frame whose span H Φ is a closed subspace in
It follows that
(See (3.35), and the frame operator in (2.26).)
Lemma 3.9. Let L * L be as in (3.38), and let
be the corresponding spectral representation, with λ
where Q 1 runs through all rank-1 projections. Equivalently, the best rank-1 approximation to G is
Remark 3.10. Note that the conclusion of the lemma yields a solution the optimization problem we introduced above. Indeed, in the statement of the lemma (see (3.39)) we use the standard notation argmax for the data which realizes a particular optimization. In the present case, we are maximizing a certain quadratic expression over the unit-ball in the Hilbert-Schmidt operators. The Hilbert-Schmidt norm is designated with the subscript HS. Part of the conclusion of the lemma asserts that the maximum, as specified in (3.39), is attained for a definite rank-one operator.
Proof of Lemma 3.9. Note that
Let w be a unit vector in H (K), and set Q 1 = |w w|; then
Since j | w, φ j | 2 = w 2 = 1, the r.h.s. of (3.40) is a convex combination of λ 2 j 's; therefore,
and equality holds if and only if | w, φ 1 | = 1, and w, φ j = 0, for j > 1.
Lemma 3.9 can be applied inductively which yields the best rank-1 approximation at each iteration. In fact, the result holds more generally; see Theorem 3.11 below.
Theorem 3.11. Let T : H → H be a compact operator, and let
where Q n runs over all s.a. projections of rank n. (Recall that Q n T 2 HS = tr (Q n G), where G := T T * . See section 2.5.)
Proof. Let Q n = n j=1 P j , where each P j is rank-1, and P i P j = 0, for i = j. Then,
Let L be the corresponding Lagrangian, i.e.,
µ j P j , P j HS − 1 .
It follows that
k . Hence P k is a spectral projection of T T * . The conclusion of the theorem follows from this.
3.4. The Dual Problem. Fix a data set X = (x j ) n j=1 , x j ∈ C m . Let Φ : X → H (K) be the feature map in (3.35), i.e.,
Let L, L * be the analysis and synthesis operators from (3.36)-(3.37), and
be the frame operator in (3.38). In particular,
In view of Theorems 2.12 and 3.11, the KL basis for L * L contains the principal directions carrying the greatest variance in Φ (X). In applications, it is more convenient to first find the KL basis of LL * instead, where
as an n × n matrix in C n ; see (3.2). (By general theory, if A : H → H is a linear operator in a Hilbert space with dense domain, then σ (
and extend linearly, where (δ j ) n j=1 denotes the standard basis in C n . Then the adjoint operator A * :
Proof. Let v ∈ C n , and h ∈ H, then
and the assertions follows.
Hence LL * : C n → C n is the Gramian matrix in C n given by
By the singular value decomposition, L * = W DU * , so that
where D = diag (λ j ) consists of the non-negative eigenvalues of √ LL * . Therefore,
It also follows from (3.47)-(3.48), that
Remark 3.13. In the above discussion, Φ (X) may be centered by removing its mean. Specifically, let
be the projection onto span {1}
⊥ , where 1 denotes the constant vector 1 · · · 1 .
and so
The effect of J in (3.52) is to exclude the eigenspace of the Gramian (K (x i , x j ))
spanned by the constant eigenvector.
In what follows, we shall always assume Φ (X) is centered as in (3.51)-(3.52).
3.5. Feature Selection. Feature selection, also called variable selection, or attribute selection, is a procedure for automatic selection of those attributes in data sets which are most relevant to particular predictive modeling problems. Which features should one use in designs of predictive models? This is a difficult question that requires detailed knowledge of the problem at hand. The aim is algorithmic designs which automatically select those features from prescribed data, which are most useful, or most relevant, for the particular problem. The process is called feature selection. A central premise of feature selection is that the input data will contain features that are either redundant or irrelevant, and can therefore be removed. The use of sample correlations in the process is based in turn on the following principle: A particular relevant feature might be redundant, in the presence of some other relevant feature, with which it is strongly correlated. Our present purpose is not a systematic treatment of feature selection, but merely to identify how our present tools suggest recursive algorithms in the general area. With this in mind we now consider the following setup:
Let x ∈ C m be a test example. The image Φ (x) under the feature map can be projected onto the principal directions in H (K), via
The mapping x → W W * Φ (x) is in general nonlinear. See Examples 3.15 and 3.16 below.
Corollary 3.14. Let L * = W DU * be as above, assuming D is full rank. For all x ∈ C m , the coefficients of the projection W W * Φ (x) are
Proof. By (3.50),
Example 3.15 (Spectral Clustering, see Figure 3 .1). This is included as an instructive example. The data set X has two classes: Class "0" consists of 867 points uniformly distributed in {x ∈ R 3 ; 0.6 < x 2 < 1}; class "1" consists of 126 points in the open ball {x ∈ R 3 ; x 2 < 0.2}. Hence X has dimension 3 × 993, and each column x j of X corresponds to a sample point.
We choose the Gaussian kernel K (x, y) = e − x−y 2 /σ with σ = 0.05, so that x j is embedded into the associated RKHS by
By projecting Φ (x j ) onto the first two principal components as in Corollary 3.14, each sample point x j ∈ R 3 has a 2D representation via the mapping
As shown in Figure 3 .1(B), the two clusters are linearly separable in H (K). Example 3.16 (Dimension Reduction, see Figure 3 .2). Let X be a collection of 100 grayscale 256 × 256 images of an ellipse, rotated successively by π/100. Figure  3 .2(A) shows 6 sample images corresponding to different rotation angles. The images are unrolled as column vectors, thus X has dimension 65536 × 100. This data set may be viewed as 1D submanifold embedded in R 65536 , i.e., it has only one degree of freedom, the rotation angle. For dimension reduction, KPCA will ideally extract this information, and each image is then represented by a single projection coefficient. We choose the Gaussian kernel with σ = 300. In Figure  3 .2(B), there are 4 subplots consisting of the projections onto the first, second, third, and fourth principal directions. The rotation angle is encoded in e.g. PC 1. As a consequence, the dimension of the data set is reduced from 65536 × 100 to 1 × 100.
In particular, the projection coefficients onto the k th principal direction (see Figure 3 .2(B), PC1 -PC4) are proportional to the k th eigenvector of the centered Gramian G := JK (x i , x j ) J; see (3.52) and Corollary 3.14.
3.6. Dynamic PCA. Theorem 3.11 states that when a system of PCA eigenvalues {λ i } is given, then we have a algorithmic solution to the corresponding optimization question (see (3.33)-(3.34) ). We now turn to a formula for generating PCA features as a limit of a certain iteration of operators. The family of operators T discussed below is a generalization of the operators from section 3.3 above.
Proposition 3.17. Suppose T : H → H is compact, and T * T has simple spectrum, i.e.,
Moreover, given λ 1 , then
where convergence in (3.54) is w.r.t. the norm topology of B (H).
Proof. Note that
Now, given λ 1 , we have Corollary 3.18. The system of PCA eigenvalues {λ j } can be obtained inductively as follows:
Proof. One checks that
; and so the assertion follows from Proposition 3.17.
Example 3.19. Consider the covariance function of standard Brownian motion B t , t ∈ [0, ∞), i.e., a Gaussian process {B t } with mean zero and covariance function
(3.55)
Let F N = {x 1 , x 2 , . . . , x N } be a finite subsets of V , such that
and let
Lemma 3.20. Let K N be as in (3.56). Then
(ii ) K N assumes the LU decomposition
Proof. For details, see e.g., [JT15] . 
Reproducing kernels, transforms, and Gaussian processes
In this section we discuss two of the positive definite kernels K used in section 3 above; see especially Figures 3.1 and 3.2, and Example 3.19.
We show that each kernel K is associated with a certain transform for its reproducing kernel Hilbert space (RKHS) H (K). The transform is studied in detail; -it may be viewed as an infinite-dimensional Fourier transform, see Definition 4.3. In detail, this transform T is defined on an L 2 path-space L 2 (Ω, P) of Brownian motion; and T is shown to be an isometric isomorphism of L 2 (Ω, P) onto the RKHS H (K); see In order to understand its PCA properties, we consider the top part of the spectrum in sampled versions of (4.1). We show below that K is the covariance kernel of the complex process e iXt t∈R where {X t } t∈R is the standard Gaussian process. Let X t be the standard Brownian motion indexed by t ∈ R; i.e., X t is realized on a probability space (Ω, A , P), such that, for all s, t ∈ R, E (X s X t ) = |s| ∧ |t| if s and t have the same sign 0 if st ≤ 0. (4.2)
Here E (·) denotes the expectation,
Remark 4.1. The process {X t } t∈R can be realized in many different but equivalent ways.
Note that E |X s − X t | 2 = |s − t| , (4.4) so the process X t has stationary and independent increments. In particular, if s, t > 0, then |s − t| = s + t − 2 s ∧ t, and , ∀s, t ∈ R.
(4.7)
The derivation of (4.6)-(4.7) is based on power series expansion of e iXt , and the fact that E X 2n t = (2n − 1)!! |t| n , and (4.8) for all F ∈ L 2 (P).
It is known that the standard Brownian motion, indexed by R, has a continuous realization (see e.g., [Hid80] .) Hence the transform T defined by (4.11) maps L 2 (Ω, P) into the bounded continuous functions on R. Corollary 4.5, below, is the stronger assertion that T maps L 2 (Ω, P) isometrically onto the RKHS H (K) where K is the kernel in (4.1). Set K t (·) = e Proof of (4.16). Let F ∈ L 2 (P), then
= E e −iXt F = e iXt , F L 2 (P) .
Corollary 4.5. The generalized Fourier transform in (4.14) is an isometric isomorphism from L 2 (P) onto H (K), with T e iXt = K t , see (4.15).
Proof. This is a direct application of (4.15)-(4.16). Also note that span e iXt is dense in L 2 (P), and span {K t } is dense in H (K).
Conclusion. H (K) is naturally isometrically isomorphic to L 2 (P).
Remark 4.6. To understand this isometric isomorphism L 2 (P) − − → H (K), we must treat L 2 (P) as a complex Hilbert space, while H (K) is defined as a real Hilbert space; i.e., the generating functions e iXt ∈ L 2 (P) are complex, where the inner product in L 2 (P) is u, v L 2 (P) = Ω uvdP; but the functions K t , t ∈ R, in H (K) are real valued.
Remark 4.7. Assume the normalization X 0 = 0, and 0 < s < t. The two processes X t−s , and X t − X s are different, but they have the same distribution N (0, t − s). Indeed, we have Lemma 4.9. Assume 0 < s < t. If F ∈ L 2 (P) ∩ B s , where B s = σ-algebra generated by {X u ; u ≤ s}, then with the substitution ξ = √ sλ for s > 0 fixed, and λ → 1 ⇔ ξ → √ s.
