Abstract-Low-density lattice codes (LDLC) designed for inter-symbol interference (ISI) channels are proposed in this paper, including the node-by-node belief propagation (BP) decoding algorithm and the construction of LDLC codes for ISI channels. A theorem is presented to illustrate that the nominal coding gain of LDLC codes can be increased by introducing ISI into the primary codes. Shaping operation must be used to minimize the power of transmitted lattice points and to utilize the potential nominal coding gain. By using a semi-analytical density evolution method based on all-zero lattice assumption elements of parity check matrix are optimized. Simulation results show that error performance of LDLC code at dimension 10,000 is 1.1 dB from the capacity when the spectral efficiency is 1 bps/Hz.
INTRODUCTION
It has been proved that lattice codes can achieve the capacity of AWGN channel with [1] and without power restrictions [2] . LDLC codes [3] are lattice codes defined by a sparse parity check matrix in the Euclidean space. With a linear-time decoder, error performance of LDLC codes for AWGN channel without power restrictions is 0.6 dB from the capacity at dimension 10,000. Passing messages in the decoding are continuous real probability density functions (PDF). They were quantized into discrete sequences for implementation. To reduce the computational and storage complexity passing messages were approximated as Gaussian mixtures [4] [5] or single Gaussian distribution [6] . Single Gaussian approximation was also used to search the BP threshold of LDLC codes for AWGN channel [6] [7] .
As to the power-constrained AWGN channel, encoding must be accompanied with shaping operation to prevent the power of transmitted lattice points from being too large [8] [9] . The shaping operation can also realize the extra shaping gain if the shaping region is properly chosen. Voronoi shaping is a method to use the Voronoi region of a sub-lattice as the shaping region.
Convolutional lattice codes [10] are another lattice codes constructed directly from the Euclidean space. They provide the desire analogy to finite alphabet convolutional codes, and are attractive to ISI channels. The code filter was designed to generate lattice codes with minimum distance maximized. Practical sequential decoders were employed to decode convolutional lattice codes.
In this paper we investigate LDLC codes designed for ISI channels. Instead of regarding ISI as interference, we introduce the ISI into the primary LDLC codes so that the nominal coding gain of lattice codes is increased. Voronoi shaping is used to utilize the coding gain. A node-by-node BP decoder for LDLC codes based on factor graph is derived. Apart from variable nodes and check nodes of LDLC code, channel nodes are introduced to update passing messages iteratively. The updating rule of channel nodes is formulated. To construct LDLC codes for ISI channels a simplified single Gaussian decoder with all-zero lattice assumption is used to search the BP threshold and elements of parity check matrix. This optimization method can be generalized to construct irregular LDLC codes. This paper is organized as follows. In Section II we introduce the basic concepts and system structure. Also a shaping method is proposed in this section. The node-bynode decoding algorithm is proposed in Section III. Section IV gives a density evolution method with all-zero assumption. Section V describes the Voronoi shaping to LDLC codes for ISI channel.
II. BASIS CONCEPTS AND SYSTEM STRUCTURE

A. Lattice Codes
Lattice codes can be regarded as the Euclidean space analogue of linear binary codes. An n dimensional lattice  in real field n is defined by the set of all linear combinations of n independent basis vectors in . 
where L is the channel memory length and l s is the discrete-time channel impulse response, which is supposed to be known to both the transmitter and the receiver. (10) .
At the receiver side, the received lattice point y is first decoded by a BP decoding algorithm based on the factor graph as shown in It can be transformed into the equivalent system below. The receiver is the same with the LDLC codes for ISI channels while in the transmitter side, the generator matrix is C . The information vector is first shaped by a lattice s  and then encoded by generator matrix C . We can observe that designing LDLC codes directly in the Euclidean space can naturally match the continuous ISI channels. The nominal coding gain of lattice code  is defined as Proof: See Appendix I. According to Theorem 1 we can see that ISI is not regarded as the interference but a useful concatenated convolutional lattice code which can realize the extra nominal coding gain. However, the power of equivalent lattice code '  is increased simultaneously. Shaping operation must be employed to prevent it from being too large so that the potential nominal coding gain is utilized. If the shaping region is well chosen, extra shaping gain can also be obtain compared to the n-cube shaping region. To LDLC codes used for ISI channels, shaping "whiten" the ISI channel.
The shaping gain of the power-constrained lattice code  is defined as [13] () () ()  is the fine lattice [1] . A good fine lattice (channel codes) combined with a good coarse lattice (quantizer of lattices) achieves the capacity of AWGN channel. In this paper we show that a good fine lattice combined with a good coarse lattice also achieves the capacity of ISI channel by transforming ISI channel system into equivalent AWGN channel system. Suppose sub-lattice s  defined by equivalent generator matrix .
Eq. (9) can also be expressed as
The purpose of shaping operation is to find the shaping factor c that minimizes '2 || || x . This is essentially finding the nearest lattice point of sub-lattice s  to the non-shaped lattice point .
 x Cb
The lattice searching algorithms have been studied [14] [15] . The purpose of Voronoi shaping in this paper is not to propose a fast lattice searching algorithm but to present an idea to transform the shaping problem for ISI channels into Voronoi shaping problem for AWGN channel.
We introduce here a shaping method based on hypercube shaping, which indicates all the shaped lattice points are located in a hypercube. Eq. (10) can also be written as (11) where L is the side-length of Voronoi region of the hypercube. Without loss of generality, assume that each dimension length of this hypercube is i L . The shaping operation is to find k to ensure that
decompose the equivalent generator matrix C by using QR decomposition method, C = TQ (12) Then the encoding can be expressed as
where R lower-triangular matrix and Q is the orthonormal matrix. Thus we have
Let  b Qb , Eq. (13) Although the parity check matrix H is sparse, the equivalent generator matrix C is unnecessarily a sparse matrix, and so is the R lower-triangular matrix. As a result, the computational complexity and storage requirements of are 2 () On . To reduce the complexity we can keep only the J nonzero values of R that have the largest absolute values, and nullify all the other elements of R . This makes a trade-off between the shaping operation complexity and the shaping gain. A larger number of nonzero elements of R will ensure a better shaping gain but at the cost of higher complexity.
This shaping method can be regarded as a generalization of Tomlinson-Harashima precoding scheme for inter-symbol interference (ISI) channels [16] [17] . The ISI here is the contribution of the ' i x components that were already calculated. Therefore the lattice point components will be uniformly distributed.
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III. BP DECODING ALGORITHM
A. Factor Graph Representation
The factor graph [18] of LDLC codes for ISI channels is as shown in Fig. 3 . There are three kinds of nodes: channel nodes, variable nodes and check nodes. The solid squares represent channel nodes, the solid circles represent variable nodes and the empty squares represent check nodes. Messages are iterated and updated among those nodes.
In LDLC code for ISI channels message passing follows a node-by-node strategy. First channel nodes update messages and send them to variable nodes. Then messages are updated at variable nodes and are further sent to check nodes. Instead of making a decision directly, messages from check nodes to variable nodes are updated at variable nodes and then are sent back to channel nodes served as the priori information. This strategy can avoid the excess iteration of initial unreliable channel information and fully utilize the messages generated by the nodes in the factor graph. 
B. BP Decoding Algorithm
Messages in LDLC codes for ISI channels are real PDFs, which can be represented by Gaussian mixture distributions [5] 
The decoding algorithm of LDLC codes for ISI channels is described as follows. The variable nodes processing and check nodes processing are the same with that in LDLC codes for AWGN channel. For completion we present all the updating rules here.
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... ...
3,
1,
.
Codes construction is to design an LDLC code for certain ISI channel on the criterion that the BP threshold of decoding algorithm is maximized. The BP threshold of LDLC codes signifies the worst channel parameter (denoted as 2   ) for which BP decoding algorithm of a large dimension LDLC codes can converge. A semianalytical density evolution is used to optimize elements of H as well as to search the BP threshold.
A. Single Gaussian Decoder with All-zero Lattice Point Assumption
Due to the linearity of lattice codes, error performance of LDLC codes does not depend on the specific transmitted lattice points. For simplicity we can use allzero lattice point as the transmitted codeword when optimizing . h In this case the periodical extension of messages at check nodes is unnecessary so that all passing messages are instinctively single Gaussian, which can be represented by a mean and a variance. By using Claim 1 and Claim 2 in [3] to the BP decoding algorithm in Section III.B we can derive the following simplified decoding algorithm.
Channel nodes updating rule: Message from the th l channel node to the th i variable 
With all-zero lattice point assumption we can optimize h by differential evolution method [11] given 0 { ,..., }.
L ss
The optimization procedures are described as below.
Step We also give the performances of LDLC codes designed for power-constrained ISI channel at dimension 10,000 by using the node-by-node BP decoding algorithm. The degree of H is 7. The optimized h is {1, 0.8056, 0.3274, 0.1542, 0.1285, 0.0887, 0.0747}. The spectral efficiency is 1 bps/Hz. The performance loss measured in SER (symbol error rate) is about 1.1 dB, which is about 0.3 dB better than LDPC coded modulation for ISI channels in [20] . In this paper we propose LDLC codes used for ISI channels, including a node-by-node BP decoding algorithm and a semi-analytical density evolution method to design LDLC codes with all-zero lattice assumption. By introducing ISI into the primary LDLC codes extra nominal coding gain is obtained. Voronoi shaping to the equivalent lattice codes that are generated by concatenating LDLC codes with convolutional lattice codes is described. Further study will focus on the construction of irregular LDLC codes for ISI channels. 
