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ABSTRACT
TITLE: Mathematics that Clarify Slope & Scale, Help Set Standards, and Improve
Interrater Agreement on Time-Series Graphs
AUTHOR: Chad Eric Liming Kinney
MAJOR ADVISOR: Nicholas Weatherly, Ph.D.
This paper introduces new mathematic equations that clarify slope and scale
and help overcome difficulties with visually interpreting slopes (or trends)--a
significant culprit of poor interrater agreement (IRA) of graphed data. Three
experiments tested applications of the equations and demonstrated the following
results: (a) Graphic Variability Quotient (GVQ) manipulation strongly predicts
viewer ratings (and accuracy) of behavior change, β = .895, R2 = .801, (b)
mathematical standards that control the inherent variability in non-standard graphs
can be empirically based (to facilitate reliable visual comparison), and (c) visual
aids posted on graphs, such as angles of inclination and a simple slope change
guide, can produce very high IRA (α = .956)--significantly higher than in a group
with only pre-drawn trend lines, F(1, 52) = 3.11, p = .002. The discussion explores
how these results could become a basis for setting future standards in visual
analysis, improve measures of effect size, and facilitate between-study comparison
of graphed single-subject data in systematic reviews and meta-analyses.
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Chapter 1: Mathematics that Clarify Slope & Scale, Help Set Standards, and
Improve Interrater Agreement on Time-Series Graphs
While attempting to address limitations of visual inspection of graphed data,
the present paper aims to achieve three overarching objectives. The first objective
is to describe potential benefits of increased inclusion of single-case designs
(SCDs) in meta-analyses of systematic reviews, and how research into new
standards in graphic display is another step in that direction. The second objective
is to introduce new equations and visual aids that result in improved interrater
agreement (IRA) and clarify previously unsolved problems regarding graphic scale
and the slope of plotted trend lines. The third objective is to demonstrate how to
find a range of scale values that may lead to empirically-based standards of graphic
display and analysis—potentially improving measures of effect size used in metaanalyses of SCDs (i.e., single subject research). To explain the rationale for the
above objectives and describe how they will be met, the introduction of this paper
is organized into the following subsections: (a) the importance of systematic
reviews (that use meta-analysis) as a driver of dissemination and growth, (b) why
SCDs are often excluded from systematic reviews and meta-analyses, (c) how slope
and poor IRA contribute to a lack of consensus on effect size, (d) a past proposal
calling for standards in graphic display that would address issues with slope and
poor IRA, (e) the current understanding of slope within behavior analysis, (f) the
underlying and unsolved mathematical problem of slope and scale, (g) a new
1

solution aiming toward increased inclusion of SCD research in systematic reviews,
(h) a review of related mathematic concepts and the introduction of new
mathematic equations to clarify the quantification of slope and scale, and (i) the
general goals and rationale for the 3 experiments described in this paper.
The Importance of Systematic Reviews and Meta-Analyses to Behavior
Systematic reviews that incorporate meta-analyses are widely recognized
across medical, biological, educational, and social sciences (e.g., Gopalakrishnan &
Ganeshkumar, 2013; Liberati et al., 2009; Maggin et al., 2017; Nakagawa et al.,
2017). They are essential tools for summarizing evidence for clinicians, policy
makers, and funders, as they allow a body of research on a particular topic to be
quantitatively reviewed, combined, and compared by transforming the results of
individual studies into a common metric of effect size (Liberati, et al., 2009;
Kazdin, 2011). A common metric of effect size allows scientists to quantify the
clinically significant strength of particular treatments (beyond mere statistical
significance) and make additional inferences that were not possible by merely
examining studies individually (Maggin et al., 2017; Kazdin, 2011).
Though systematic reviews and meta-analyses have been critiqued where
biases and vested interests are not properly accounted for, many guidelines have
been suggested for conducting accurate and reliable systematic reviews and metaanalyses (Greco, 2013; Ioannidis, 2016; Jamshidi et al., 2018, Kratochwill et al.,
2013; Liberati et al., 2009; Maggin et al., 2017; Tincani, 2019). Despite the various
2

critiques of systematic reviews and meta-analyses, they remain at the top of
evidence-based hierarchies--often visually depicted by research pyramids (e.g.,
Glover et al., 2006; Tomlin, 2011). Moreover, even if meta-analyses were to be
removed from the top of evidence-based research hierarchies (due to their
limitations), there is no implication that such a removal would cause SCDs to rise
in the hierarchy or increase in wide-spread acceptance and dissemination.
Interest in systematic reviews of SCDs has increased in recent years
(Jamishidi et al., 2018). However, one field reliant upon SCDS, Applied Behavior
Analysis (ABA), has not often utilized meta-analyses in systematic reviews. For
example, entering the search terms “pub.exact(journal of applied behavior analysis)
and if(meta)” in PsycINFO resulted in only five articles with the term metaanalysis in the keywords. All five of the articles were published in the Journal of
Applied Behavior Analysis (JABA) within the last six years (nearly 1 per year).
Descriptions of various types of meta-analyses, and how they combine and analyze
effect size measures across studies, are outside the scope of this paper (e.g., Cowen
et al., 2017; McCormack et al., 2019; Moeyaert et al., 2014; Parker et al., 2011;
Pustejovsky, 2018; Valentine et al., 2016; Van den Noortgate & Onghena, 2008;
Wolfe et al., 2019b). However, as Wolfe et al. (2019a) noted, level, variability,

3

immediacy, overlap, consistency, and trend should be accounted for if the standards
for visual analysis outlined in WWC (2017) are to be incorporated.
Though the increasing use of meta-analysis in ABA has yet to match other
scientific fields, ABA has been exponentially growing in terms of numbers of
certified practitioners and demand for such certificants (Behavior Analyst
Certification Board, 2019; Carr & Nosik, 2017; Deochand & Fuqua, 2016). The
fast growth within behavior analysis since the 1990’s, most well-known in the areas
of developmental disabilities and autism, has been traced to Ivar Lovaas’s (1987)
group design research that led to wide-spread acceptance and dissemination of
ABA for treating children with autism (Carr & Nosik, 2017; Cooper et al., 2019).
Unfortunately, despite this recent growth within ABA, dissemination of behavior
analysis to other important fields (healthcare, organizational management, general
education, etc.) still seems a long way from reaching its full potential.
The benefits of relying upon SCDs have historically been indispensable to
the success of ABA as both a science and a practice (Cooper et al., 2019).
However, the nearly exclusive reliance upon SCD research has also contributed to
ABA’s lack of dissemination outside of the aforementioned areas it currently is
most known for (again, made well-known thanks to dissemination through group
design). That is, SCD research has been underrepresented and excluded in metaanalytic reviews, which may be an obstacle to ABA’s general acceptance within
other scientific and professional communities (Kazdin, 2011; Shadish et al., 2015).
4

Without widespread acceptance across scientific communities in the helping
professions, SCD research (and resulting practice and technology) may fail to reach
individuals that could otherwise immensely benefit from it.
Why SCDs are Excluded from Systematic Reviews and Meta-Analyses
In addition to issues involving autocorrelation or serial dependency, one
formidable problem with incorporating SCD research into meta-analytic reviews
are issues with reliable effect sizes (Kazdin, 2011). Though many measures of
effect size for SCD research are already in existence (e.g., Brossart, et al., 2006;
Kazdin, 2011; Parker et al., 2011; Pustejovsky, 2019; Shadish et al., 2015;
Swaminathan et al., 2014; Swann & Pustejovsky, 2018), there is still no consensus
on which effect size measure to use (Manolov & Vannest, 2019), and “no
consensus regarding guidelines for interpreting effect sizes calculated based on
[statistical] methods that supplement visual analysis [of graphed data]” (Harrington
& Velicer, 2015, p. 4). One solution to the current lack of consensus is to compare
several measures of effect size to see if their results agree--e.g., Dowdy et al.
(2020) compared 3 different measures. However, as Shadish et al. (2015) have
stated, more research is needed that seeks to develop effect size metrics that will be
widely accepted in meta-analytic reviews.
The heart of behavior analytic research and practice is founded on the
quantification of directly observable events and the visual analysis of graphed
data—now mostly plotted on non-standard equal-interval line graphs (Cooper et al.,
5

2019). Thus, encouraging behavior analysts to simply conduct more group design
research to solve the problem of exclusion from metanalyses is neither practical nor
sufficient. Additionally, the questions behavior analysts seek to answer are most
often important at the individual participant/client level, rather than averaged at the
group level. Moreover, the ecological fallacy (the error of making inferences about
individuals based upon average characteristics of their group) can be avoided via
SCD research. Therefore, it may instead be more fruitful to continue addressing the
issues with SCDs (e.g., issues with effect size) that contribute to the general
exclusion of SCD research.
How Slope and Poor IRA Contribute to a Lack of Consensus on Effect Size
Perhaps scientists have not found consensus on which effect size measures
to use because some serious critiques of SCD research have yet to be sufficiently
addressed. For example, common SCD procedures rely upon visual inspection of
graphed data, but visual inspection is often criticized as overly-subjective,
imprecise, and inconsistent (Datchuk & Kubina, 2011; Kazdin, 2011). Moreover,
though some research has demonstrated consistency by showing at least adequate
IRA of visual inspection (e.g., Bobrovitz & Ottenbacher, 1998; Ford et al, 2019;
Kahng et al., 2010), many have demonstrated poor IRA (e.g., Danov & Symons,
2008; DeProspero & Cohen, 1979; Furlong & Wampold, 1982; Gibson &
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Ottenbacher, 1988; Matyas & Greenwood, 1990; Ninci et al., 2015; Ottenbacher,
1993; Wolfe et al., 2016).
Another critique of some effect size estimators in SCD research is that they
“mostly ignore trend” (Shadish, 2014, p. 41), thus continued work on incorporating
trend into effect size measures has been called for (Datchuk & Kubina, 2011;
Shadish et al., 2015). Perhaps trend has been ignored because slope of trend lines
can be very difficult for research participants to interpret through visual analysis
(Fisch, 2001). Fisch (1998) noted that researchers have previously studied the
psychophysical limits to accurate perception or interpretation of graphs, including
aspects of graphs such as angles and slope (e.g., Cleveland & McGill, 1987;
Parsons & Baer, 1992; Spence, 1990). Additionally, research by Gibson and
Ottenbacher (1988) found that change in slope has the greatest correlation with
poor IRA (compared to change in level, change in variability, overlap,
autocorrelation, etc.) 1 . Thus, the difficulties associated with interpreting trends
may just be the result of natural limitations of human perception of inclination
angles. For example, previous research found judgement error of relative slopes
will increase as trend angles get closer to the extremes of 0° or 90° (e.g., Cleveland
& McGill, 1987). Perhaps Cleveland and McGill’s findings explain why Normand

1

Notably, in Gibson and Ottenbacher’s study their axes and scales were held constant across all the
graphs their participants interpreted. This is notable for two reasons: (a) changes in the scales on
axes can also greatly affect IRA (Dart & Radley, 2017; Huff, 1952; Lindsley, 1992; Radley et al.,
2018; Tufte, 2002), and (b) the most commonly used graphs in current behavior analytic research
and practice are non-standard equal-interval line graphs (Cooper et al., 2019).
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and Bailey (2006) found that adding trend lines to their shallow data sets
(approaching 0° shown in their sample graph, p. 302) may not assist with
improving interpretation (despite other research showing that adding trend lines can
improve interpretation of trends—for a review, see Parsonson and Baer, 1992).
Moreover, research from Nelson et al. (2017) showed that trend lines have limited
effects on improving rater accuracy when data sets have high levels of variability or
extreme values.
While it is beyond the scope of this paper to describe the various types of
effect size measures, a nonparametric measure will be mentioned here to
demonstrate the potential application of the new equations (shown below). Unlike
parametric measures, nonparametric measures do not require assumptions of
normal data distributions with common variances--this is important because such
assumptions cannot typically be made for SCD research (Parker et al., 2011). One
of the nine nonparametric, nonoverlap techniques described by Parker et al. (2011)
seems the closest candidate for applying the equations in the present paper: The
Extended Celeration Line (ECL) or “split middle” line. The ECL (White & Haring,
1980), and its derivative percentage of data exceeding the median trend (PEM-T;
Wolery et al., 2010), is one of the few nonoverlap techniques that takes baseline
trend into account. Taking trends into account is vitally important for the effect size
measurement to blend well with visual analysis. The advantage of a median trend
line is that extreme values influence it less than a trend line based on mean.
8

However, all nonoverlap methods fail to estimate the magnitude of changes in data
across phases (White, 1987; Wolery 2010). Thus, some might recommend ensuring
the data are first graphed on a standard semi-log chart (as shown by Wolery et al.,
2010), so that a standard scale could be used to make universal comparisons of
treatment effect magnitude.
A Past Proposal Calling for Standards in Graphic Display
Some researchers have proposed the solution to problems with visual
inspection is the use of Standard Celeration Charts (SCC). Indeed, the proposed
solution has the potential to improve communication and the reliability of visual
interpretation of graphed SCD data, and lead to a better measure of effect size
(Datchuk & Kubina, 2011; Lindsley, 1992a). Moreover, precise quantification of
slopes is one of the major advantages that standard semi-logarithmic graphs (e.g.,
the SCC) are purported to have over non-standard equal-interval graphs, as
standards may allow for faster and more reliable interpretation of features such as
trend lines (Cooper et al., 2019; Datchuk & Kubina, 2011).
Unfortunately, despite public advocation for the SCC since the mid 1960’s,
the fields of ABA and education never widely adopted it (Lindsley, 1992b). Due to
low ratings of importance (and frequency of use) from certified behavior analysts,
the SCC was removed from the list of topics behavior analysts are required to learn
toward certification (Behavior Analyst Certification Board, 2011). Perhaps the
amount of effort and training required to become a fluent user of the SCC is too
9

high of a barrier to sustain its wide-spread use or acceptance (Kinney et al., 2020;
Marston, 1988). Also, perhaps it is best to first determine which types of data most
clearly represent the phenomena of interest, then decide what kind of graphic
display(s) best reveals that data (as opposed to first selecting the graphic display,
then trying to determine how to collect data that look best upon that pre-selected
chart).
Unfortunately, the SCC’s potential benefits to meta-analyses have not
materialized. Clearly, if everyone could use the same standard display, then IRA
and measures of effect size would likely improve. Specifically, a standard display
may have freed behavior analysts and researchers from relying upon subjective
interpretations and vague estimates of variability and slope. However, fortunately
for those not keen on presenting their data on standard semi-logarithmic graphs, the
new equations and methods described in this paper can be used instead to create a
standard scale (on non-standard graphs) to mathematically control variability and
improve IRA of slope.
The Current Understanding of Slope Within Behavior Analysis
If prominent behavioral textbooks by Cooper at al. (2019), Johnston and
Pennypacker (2020), or Kazdin (2011) are reflective of ABA’s general
understanding of slope (as it relates to trends in graphed data), then the field’s
understanding of slope up-to-now has been incomplete. “Slope” is not listed in the
indices of Cooper et al. (2019), Johnston et al. (2020), or Kazdin (2011). Moreover,
10

the word “slope” seems to be entirely avoided by Cooper et al. in the discussion of
trend. However, Cooper et al. indirectly describes slope on pages where “trend” is
discussed. E.g., “The direction and degree of trend in a series of graphed data
points can be visually represented by a straight line” (p. 149). Where “degree” is
referenced, an angle of inclination of a trend line is implied (i.e., the geometric
concept of slope). However, the concept of algebraic slope is implied when Cooper
et al. state that “trend lines can also be calculated using a mathematical formula
called the ordinary least-squares linear regression equation” (p. 149). No additional
clarity on “trend” or how it relates to any definition of “slope” (algebraic or
geometric) is offered (Note: The difference between algebraic and geometric slope
will be fully described in the section below, p. 12).
In Johnston et al.’s (2020) textbook, the word “slope” (in context of
graphed data) appears on nine pages, and always in the context of trends or trend
lines through graphed data sets. The use of “slope” on two pages (p. 280 and p.
525) seems to be applicable to either the algebraic or geometric concepts, but the
mentions on the rest of the pages all seem to refer to geometric concepts of slope.
Unfortunately, nowhere in the textbook is “slope” clearly defined.
In Kazdin’s (2011) textbook, the word “slope” appears on five pages in
relation to trends in data. On pages 43, 124, and 353, “slope” could refer to either
the algebraic or geometric concepts, e.g., “A trend, also called slope, refers to the
tendency for performance to decrease or increase systematically or consistently
11

over time” (p. 124). However, pages 412 and 414, seem to more clearly favor an
algebraic conception of slope. As with all the above textbooks, “slope” is never
clearly defined.
Clearly there is a lack of definition of slope in major behavioral textbooks.
However, before we ask if behavior analysts need more clarity regarding slope, it
may be helpful to first ask “do professional mathematicians have clarity on
‘slope’?” To answer this question in full, it is necessary to turn to another field that
lays a solid foundation of slope for all scientific fields: the field of mathematics.
The Underlying and Unsolved Mathematical Problem of Slope and Scale
Zaslavsky et al. (2002) showed (in an article entitled “Being Sloppy About
Slope: The Effect of Changing the Scale”) that professional research
mathematicians and mathematics teachers were confused by the concept of slope
after a graph’s scale had been adjusted. Though “slope” can be defined in over a
dozen ways (Nagle et al., 2017; Noble et al., 2001; Zaslavsky, et al., 2002), two
conceptualizations of slope that Zaslavsky et al. discussed are of primary relevance
here: “geometric” (i.e., visually dependent upon the rise and run of a line across a
graph, such that the line forms a particular angle of inclination between itself and
the x-axis, or θ = tan-1[m]) and “algebraic” (i.e., analytically independent of the

12

visual graph of a function, such that change in y over change in x yield the
coefficient, m, of the linear function y = mx + b).
After Zaslavsky et al. (2002) presented their participants with a nonhomogeneous graph (the y-axis scale was different than the scale on the x-axis,
hence “non-homogeneous”), confusion ensued about how to quantify the slope. As
Zaslavsky et al. note, in a homogeneous coordinate system (graph), the relationship
between algebraic and geometric slope is isomorphic. That is, the rate of change in
a linear function (i.e., the m in y = mx + b) meaningfully and consistently
corresponds to the geometric slope of a line plotted in that system. For example, a
slope of 1 will always correspond to an inclination angle of 45°. However, in a nonhomogeneous coordinate system, the correspondence between m and θ (the degree
of the angle of inclination) varies with any adjustment of scale, thus limiting the
ability of a plotted line’s geometric slope to visually correspond with its algebraic
slope (or rate of change) in any meaningful or consistent manner. This should be of
special interest to behavior analysts, since virtually all behavioral graphs employ
non-homogeneous coordinate systems (e.g., equal-interval graphs with y-axis scales
that are numerically different from their x-axis scales). For example, in the Fall
2019 issue of JABA, not a single graph (N = 206) is homogeneous.
Unfortunately, Zaslavsky et al. (2002) could offer no solution to preserve
the isomorphism between algebraic and geometric slope on non-homogeneous
coordinate systems (nor could any subsequent articles that cited Zaslavsky et al.).
13

Similarly, in the behavioral literature, Cooper et al. (2019) noted the shortcomings
of equal-interval graphs (i.e., non-homogeneous coordinate systems that are nonstandard) by stating “there is no direct way to determine visually from data plotted
on equal-interval charts the specific rates at which trends increase or decrease” (p.
150). Furthermore, it has been argued that such shortcomings in non-standard
graphs may contribute to poor IRA and communication of data, which in turn has
hindered fields whose science and practice relies upon consistent and precise visual
inspection of graphed data (e.g., Datchuck & Kubina, 2011; Lindsley, 1992a).
A New Solution Aiming Toward Increased Inclusion in Systematic Reviews
The present paper introduces a general alternative solution to past proposals
that call for a standard graphic display. The general solution is partially based upon
a specific solution to the aforementioned mathematical problem outlined by
Zaslavsky et al. (2002). That is, new mathematical equations may be used to
facilitate comparison and consistent interpretation of non-standard, custom-made
equal-interval graphs, without the need to convince (or browbeat) researchers and
practitioners to use a particular display for their data. Though standard graphs
might improve comparison, communication, and consistent interpretation of plotted
data (Kubina & Yurich, 2012; Lindsley, 1992a), the purpose of this paper is not to
promote standard graphs or their use. Instead, this paper describes a method to
improve consistent interpretation and quantitative comparison of data plotted across
various non-standard graphs (with very different axes and scales), and this
14

improvement is achieved through mathematically controlling for variability
inherent in custom-made graphs with new equations that clarify slope and scale.
A Review of Related Math Concepts and Introduction of New Equations
Many years prior to Zaslavsky et al.’s (2002) outline of the aforementioned
problem, at least part of the solution had already been developed. The equations
developed by Cleveland et al. (1988) and Cleveland (1993) could have been used to
find geometric slope on non-homogeneous graphs, but they did not directly tie
algebraic slope to geometric slope. Rather, they were developed and used for a
different purpose--which may be why Zaslavsky et al. did not mention them.
𝑣 (𝑣 )

Instead, Cleveland’s (1993, 1994) equations2, θi(h, v) = arctan (ℎ𝑖(ℎ)) and θi(h, v) =
𝑖

̅ 𝑖 ), were developed and used to “bank” (or center) the weighted
̅𝑖 /ℎ
arctan (a(h,v) 𝑣

average of graphed lines to a 45° angle by adjusting the aspect ratio and scale.
Cleveland’s (1994) advocation for adjusting the scales to produce 45° angles was
supported by previous research that found judgement error of relative slopes
increases as trend angles get closer to 0° or 90° (e.g., Cleveland & McGill, 1987).
The perfect diagonal slope of 45° (or -45°) is as far away from 0° or 90° as
possible. However, though Cleveland’s equations can be used to find the angle of a

2

The former equation calls for dividing the vertical and horizontal absolute lengths of one line
segment, then determining the arctangent (i.e., tan -1) of that quotient. The latter equation calls for
determining the ratio of the vertical scale height of one line segment to the vertical scale height of
the graph, then dividing that ratio by the ratio of the horizontal scale width of that one line segment
to the horizontal scale width, then multiplying the resulting quotient by the quotient of the physical
aspect ratio of the graph, and then determining the arctangent of that final product.
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line on non-homogeneous graphs, the new equations presented herein have the
advantage of being simpler and easier to use. Additionally, the terms and equations
herein are better framed to demonstrate the isomorphism between algebraic and
geometric slope. Therefore, the new equations are better suited to communicate and
scientifically test the variability inherent in a graph’s particular scaling-independent of aspect ratio.
Though this section of the paper shows that aspect ratio should not be a
primary concern of graph makers, it is still important to briefly account for “aspect
ratio” below because physical lengths of graphic axes must be measured to
properly account for slope and scale. Next, the quantification of scale on both axes
(and the visual effects of scale variations on slope) will be described while
introducing three new mathematic terms. Once the mathematic foundation is laid,
this section of the paper will address the problem noted by Zaslavsky et al. (2002)
by describing a new equation for calculating the angle of inclination of any line
with any algebraic slope (1 or ≠ 1) plotted on any non-homogeneous (or
homogeneous) graph. Lastly, the advantages of the present equations to past
equations will be summarized before embarking upon the experimental section of
this paper.
Aspect Ratio
In relation to graphs, “aspect ratio” refers to the ratio of the length of the yaxis to the length of the x-axis in absolute units (Kosslyn, 1994). Researchers and
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experts have suggested norms and numerous guidelines for aspect ratios, ranging
from 28% to 75% (e.g., Cooper et al., 2019; Radley et al., 2018). Moreover, if the
scale on an axis changes when its total physical length is adjusted, then aspect ratio
may seem important. However, as shown in Appendix A, if the scales remain
constant (in both scale value and the distance from tic mark to tic mark), then
despite the adjustment of total physical length of the axes upon which the scales
rest, a change in aspect ratio alone is of little consequence in terms of variability in
the plotted data or slope of a trend line. Moreover, if aspect ratio remains constant
but the scale on either axis is significantly adjusted, then the physical features of
any data or lines plotted upon the graph may be greatly affected (e.g., Huff, 1954,
Kubina & Yurich, 2012; Radley et al., 2018; Zaslavsky et al., 2002). Thus, despite
Cleveland’s (1994) emphasis on aspect ratio manipulation, it is the scale that is
most consequential to interpretation, not aspect ratio (as revealed by the equations
and figures below).
Though aspect ratio alone is virtually inconsequential to the calculation of
both algebraic and geometric slope, the physical lengths of the axes are still
important to measure so that the physical length (e.g., millimeters [mm]) per scale
unit can be calculated. As shown below, calculating mm per scale unit in both axes
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is the foundation of the new formula for determining the angle of inclination of any
line (with any positive or negative algebraic slope).
Axis Variability Ratios
There are two variability ratios that must be calculated to quantify the
variability inherent in any non-homogeneous graphic display: The Y-axis
Variability Ratio (YVR) for the vertical y-axes and the X-axis Variability Ratio
(XVR) for the horizontal x-axes (Cleveland, 1994, referred to them as “conversion
factors” for their respective axes [p. 254]). The variability ratios reflect variability
of graphic scaling that is independent of the plotted data points or lines.
“Variability” is a concept inversely related to the concept of “stability” in a
dependent variable, and Kazdin (2011) discussed these concepts as if one could
view them at opposite ends of the same continuum. “Stability” in a dependent
variable is characterized by both the absence of slope in a line-to-best-fit (i.e., the
angle of a trend line that approaches 0°) and little fluctuation in data points above
and below that trend line across values of the independent variable along the x-axis
(Cooper et al., 2019; Kazdin, 2011). Conversely, “variability” refers to both some
angle in a trend line on a graph and vague amounts of up-down fluctuation of the
level of the dependent variable around a trend line across the x-axis (Cooper et al.,
2019; Kazdin, 2011). That is, “fluctuation” is a component of variability, but not
perfectly synonymous with it, as variability may also refer to only slope in a data
set as it changes by a constant amount across the x-axis (with zero up-down
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fluctuation). Thus, if there is much stability, then there is little variability, but if
there is much variability, then there is little stability. For example, Figure A1 (see
Appendix A), appears to have little variability in terms of both slope and
fluctuation, but Figure A3 appears to higher variability in terms of both slope and
fluctuation. However, Figure A5 appears to have high variability only in terms of
slope and not in terms of fluctuation (i.e., up-down bounce around the trend line).
The axis variability ratios are tied to standard absolute units of length (e.g.,
mm). Anchoring the variability ratios to such absolute units allows them to be tied
to a standard which already exists, is universal, and easy to communicate.
Furthermore, even if different graphs have different plotted sets of data with
different units of length (inches, centimeters, etc.), the units can easily be converted
to a common unit for consistent comparison.
Y-axis Variability Ratio (YVR). The YVR is most precisely calculated by
taking the total length of the y-axis and dividing that by the total scale value range
(or difference) along that same absolute length. The result is the number of mm per
one scale unit. For example, as shown in Figure A1, if the length of the y-axis is 60
mm and the scale range on that axis is from 0 to 300 (i.e., 300), then 60 mm/300
scale units = .2 mm per scale unit (su). As the number representing the YVR
increases, the variability inherent in that graph also increases (independent of
idiosyncratic plotted data values) when holding the x-axis length and scale
constant. As shown by the progression of all the figures in Appendices A and B,
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when the YVR is increased, both the angle of the trend line and up-and-down
fluctuation in data points around it will also increase. Conversely, when YVR is
decreased, variability of plotted data points will also decrease.
X-axis Variability Ratio (XVR). The XVR is calculated in nearly the same
way as the YVR: The total length of the x-axis is divided by the total scale value
range along the same absolute length of that axis. The result is the number of mm
per one su. As the number representing the XVR increases, the variability inherent
in that graph will actually decrease—when holding the y-axis length and scale
constant. That is, there is an inverse relation between the XVR value and the
variability in the graph. For example, if one increases the XVR value, that will have
the effect of flattening out the angle of the trend line (making it appear more stable
in terms of rate of change), but if one decreases the XVR value, then that will have
the effect of increasing the angle of inclination of the trend line. Note, squeezing
together data points by removing days in which there was no data on a graph’s xaxis (e.g., removing weekends from the graph because there was no data was
collected on weekends), results in a measurable decrease in XVR—particularly
across the graphic regions with deleted no-data days.
Graphic Variability Quotient (GVQ)
The GVQ is a single number that may be derived from the two variability
ratios defined above. It describes the amount of variability inherent across any two
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intersecting axes of a 2-D display (or in 3-D displays where YVR can be divided by
the variability ratio of the 3rd axis [e.g., ZVR]). GVQ is calculated as follows:
GVQ =

𝑌𝑉𝑅

(1)

𝑋𝑉𝑅

The units of length cancel once the final quotient is determined, allowing
comparisons across GVQs derived from different units of length. For example, the
numerical GVQ value for a graph with variability ratios measured in inches,
millimeters, or pixels3will be identical. Table 1 shows a sample range of possible
GVQ values, given multiple possible values of YVR and XVR. The bolded values
in Table 1 correspond to the GVQ values in the figures in Appendix A. Shrinking a
graph to fit into a small area such as a cell phone screen (or making it more visible
by projecting it onto a large movie screen) will not affect the GVQ value as long as
the proportions remain constant in the aspect ratio and, more importantly, the scale.
Angle of Inclination in Non-Homogeneous Coordinate Systems
There are numerous methods for drawing linear trend lines to best fit a set
of plotted data points (linear regression, split-middle, median slope, etc.), but a
description of these methods is beyond the scope of this paper (see White, 2005).
Moreover, regardless of the method(s) selected for drawing a trend line, any
straight line on a graph will have a linear equation that describes it algebraically.

3

A pixel is not a universally standard unit of measurement but may be standard within electronics
brands or products with the same screen resolutions.
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Table 1
A Range of Possible Values of GVQ, per Equation 1: GVQ = YVR/XVR
YVR=.1

YVR=.2

YVR =.5

YVR =1

YVR =2

YVR =4

YVR=6

XVR=2.5

.040

.080

.200

.400

.800

1.60

2.40

XVR =4

.030

.050

.125

.250

.500

1.00

1.50

XVR =15

.007

.013

.033

.067

.133

.267

.400

XVR =20

.005

.010

.025

.050

.100

.200

.300

XVR =24

.004

.008

.021

.042

.083

.167

.250

Note. The Y-axis Variability Ratio (YVR) is calculated by dividing the total
absolute length (e.g., in millimeters) of the y-axis over its total scale range. The Xaxis Variability Ratio (XVR) is calculated by dividing the total absolute length of
the x-axis by its total scale range. As the table shows, the larger the YVR value, the
larger the GVQ value. Conversely, the larger the XVR value, the smaller the GVQ
value. The larger the GVQ value, the more variability inherent in a graph. The
bolded GVQ values in this table correspond with the values of Figures B1-B5.

22

Additionally, a straight line drawn by any method on a graph will also have an
angle of inclination that describes it geometrically.
The traditional geometric formula for calculating the angle of inclination of
a straight line plotted in a Cartesian coordinate system, or any homogeneous
coordinate system, is θ = tan-1(m); where the algebraic slope m is ∆y/∆x, θ is the
angle of inclination, and tan-1 is the arctan (or tangent inverse). For example, if one
quickly types the algebraic slope into a calculator and then presses the tan-1 button,
they will find that a line with an algebraic slope of 0.1 has 5.7 degrees of
inclination (0.5 = 26.6°, 1 = 45°, 2 = 63.4°, 100 = 89.4°, ∞ = 89. 9°).
Conversely, in a non-homogeneous coordinate system, small changes to
either scale may result in completely different angles of inclination that are difficult
to accurately interpret or compare--though with effort, Cleveland’s (1993)
equations can achieve their calculation. Thus, an equation that expands the
traditional equation to accommodate variations in scale or algebraic slope on nonhomogeneous graphs (but is easier to use than past equations) is called for and
shown here:
𝜃 = 𝑡𝑎𝑛−1 (𝑚  GVQ)

(2)

On any homogeneous coordinate system, the GVQ is exactly 1; thus, the
traditional formula, θ = tan-1(m), works on homogeneous coordinate systems no
matter the algebraic slope of the line (because multiplying that slope by 1 doesn’t
change the numerical value, or the resulting angle of inclination). It should be noted
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that the traditional formula also roughly works on a non-homogeneous graph where
the algebraic slope is exactly 1 and the reader can intuitively determine a
proportional difference in scale relative to a Cartesian coordinate system (as shown
in Zaslavsky et al., 2002). However, if the slope of a trend line is not equal to 1 on
a non-homogeneous coordinate system (usually the case in behavior analysis), then
the expanded angle of inclination formula shown above in Equation 2 is the fastest
and easiest method for calculating the angle of inclination for any graphed data set.
Additionally, Table 2 shows a sample of inclination angles that result from a
sample range of possible algebraic slopes and GVQ values. The homogenous
coordinate system values that can quickly be calculated by the traditional equation,
θ = tan-1(m) are bolded. However, examining the entirety of Table 2 (from top left
to bottom right) reveals a direct isometric relationship between algebraic and
geometric slope for both homogeneous and non-homogeneous coordinate systems.
Thus, as shown by Table 2, Equation 2 produces visually meaningful angles of
inclination--that directly correspond to algebraic slopes--on both homogenous and
non-homogenous graphs.
Though it is simple to verify that the new equation above yields the same
results as past equations shown by Cleveland (1993), the proof of Equation 2 is
perhaps best demonstrated visually in Figure 1. The graphs in Figure 1 can be
compared and discussed in a clock-wise fashion, beginning with the graph in the
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Table 2
A Range of Possible Angles of Inclination, per Equation 2: θ = tan-1(m  GVQ)
m =.1

m =.25

m =.5

m=1

m=2

m=4

m = 10

m = 20

GVQ=.01

.06°

.14°

.29°

.57°

1.15°

2.29°

5.71°

11.31°

GVQ =.02

.12°

.29°

.57°

1.15°

2.29°

4.57°

11.31° 21.80°

GVQ = .1

.57°

1.43°

2.86°

5.71°

11.31° 21.80°

45.00° 63.43°

GVQ =.25

1.43°

3.58°

7.13°

14.04° 26.57° 45.00°

68.20° 78.69°

GVQ = .5

2.86°

7.13°

14.04° 26.57° 45.00° 63.43°

78.69° 84.29°

GVQ = 1

5.71°

14.04° 26.57° 45.00° 63.43° 75.96°

84.29° 87.14°

GVQ = 2

11.31° 26.57° 45.00° 63.43° 75.96° 82.87°

87.14° 88.57°

GVQ = 4

21.80° 45.00° 63.43° 75.96° 82.87° 86.42°

88.57° 89.28°

GVQ = 10

45.00° 68.20° 78.69° 84.29° 87.14° 88.57°

89.43° 89.71°

GVQ = 20

63.44° 78.69° 84.29° 87.14° 88.57° 89.28°

89.71° 89.86°

Note. The table is not exhaustive or perfectly uniform; it shows only a sample of
values between 0° and 90° (excluded negative values would change sign only). As
slope and/or GVQ increase, angle degrees increase; as slope and/or GVQ decrease,
so do angle degrees. The bolded values (where GVQ or slope equal 1) show angles
the traditional formula, θ = tan-1(m), can find on homogeneous graphs (from left to
right on the table), or non-homogeneous graphs in which only the YVR has been
manipulated and the algebraic slope is equal to 1 (from top to bottom on the table).
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Figure 1
4 Demonstration Graphs with Same 5 algebraic slopes: How Changing GVQ
Affects Geometric Slopes

Note. All the graphs above were created in Excel (2019) and have the same five
line segments plotted upon them. Thick lines plotted at the top in each graph are
from the same set of ordered pairs {(1,1), (3,5), (5,9), (7,13)} and have an algebraic
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slope of 2. Dashed lines plotted 2nd from the top in each graph are from the same
set of ordered pairs {(1,1), (3,3), (5,5), (7, 7), (9,9)} and have an algebraic slope of
1. Lighter grey lines plotted 3rd from the top in each graph are from the same set of
ordered pairs {(1,1), (3,2), (5,3), (7,4), (9,5)} and have an algebraic slope of 0.5 or
½. Thin lines plotted 4th from the top in each graph are from the same ordered pairs
{(1,1), (3,1.2), (5, 1.4), (7, 1.6), (9, 1.8), (11, 2)} and have an algebraic slope of .1
or 1/10. Thick lines at the bottom with negative slopes (-.5 or -1/2) in each graph
are from the same ordered pairs {(1,1), (3,0), (5, -1), (7,-2), (9,-3)}. The top left
graph shows the equation of each line generated by Excel on a homogeneous
Cartesian coordinate system. The top right graph is also homogeneous (hence a
GVQ value of 1 and the same angles of inclination), but the decrease in both the
YVR and XVR values results the lines appearing further away. The bottom right
graph with a non-homogeneous coordinate system has an increased GVQ value (by
reducing the XVR only), resulting in a significant increase in all the angles of
inclination. The bottom left graph with a non-homogeneous coordinate system has
a reduced GVQ value (by reducing the YVR only), resulting in drastically reduced
angles.
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top left that has 5 line segments plotted upon a Cartesian coordinate system. Each
line has its own equation, algebraic slope, and angle of inclination; these are all
consistent with the traditional formulation of plotted lines on a homogeneous
coordinate system. The graph next to it (top right) has the same 5 lines plotted upon
a homogeneous coordinate system that is slightly different. Each plotted line has
the exact same linear equation, algebraic slope, and angle of inclination as the
plotted lines in graph in the top left; the only difference is that both the YVR and
XVR values were equally reduced in half--making the plotted lines visually appear
further away (since they are shortened in absolute length). The graph below the top
right graph (bottom right), has the same 5 lines plotted on it (with the same
algebraic slopes) as those plotted in the graphs above it, but its x-axis is identical to
the top right graph’s x-axis and its y-axis is identical to the top left graph’s y-axis.
That is, the graph in the bottom right shows all the same data but plotted on a nonhomogeneous coordinate system. Since the GVQ equals 2 for the graph in bottom
right, all the angles of inclination are significantly increased or exaggerated
(compared to the graphs above it that have GVQs equal to 1). The last graph
(bottom left) shows the same data plotted on another non-homogeneous coordinate
system, but now with a much smaller GVQ (0.1)--which has greatly reduced the
angles of inclination for all 5 lines plotted upon it (again, the lines have the same
equations and algebraic slopes as all the lines plotted in the other 3 graphs in the
same figure). Obtaining GVQ values precludes the need for a protractor, but if
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desired, one could use a protractor to confirm the veracity of all the angles
calculated.
For further verification of the equations above, if we already have the
precise angle of inclination for a graphed line (as measured via a protractor or
computer software in degrees), but simply want to find the GVQ of the display, we
can use the following equation for GVQ:
GVQ =

𝑡𝑎𝑛𝜃
𝑚

(3)

Clearly, Equation 3 does not require the direct measurement of YVR or XVR, but
measurements of YVR and XVR can be used (via Equation 1) to check the validity
of this equation. Also, using simple algebra, Equation 3 can be re-written to solve
for algebraic slope (m) if one is already given the GVQ of the display and the
precise geometric slope (θ).
Lastly, it should be noted that the line-to-best fit, is not always technically a
“line,” but rather a curve (or other functions that best summarize a set a of data).
One method for using the equations above with a curve is described in Appendix B.
Ultimately, the method is similar to reporting the bearings of hurricane, which
rarely follows a straight line (even if the overall direction is say North East at 45°).
Instead, various sections of a curve itself may be estimated with a linear equation
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through automated calculations in commonly available graphing software such as
Excel (e.g., Stone & Ellis, 2008).
Angle of Inclination with one logarithmically Spaced Axis Scale
Log-lin (or semi-logarithmic) graphs are non-homogeneous, but Equation 2,
in its raw form, will not yield the correct θ for lines plotted upon them. For
example, let us stipulate that there is a 6-cycled semi-log graph whose log-scaled
(base 10) y-axis has 134 mm between the tic mark labeled “1,000” at the top and
the tic mark labeled “.001” at the bottom. Let us also stipulate that on the linear xaxis there is 204 mm between the tic mark labeled “0” on the left, and “140” on the
right. On this non-homogeneous coordinate system, it would be difficult to estimate
angles of inclination quickly and accurately without special software or protractors.
4

For example, to quickly and accurately determine the precise angle of a trend line

that rises up the y-axis from 1 to 2 across the x-axis from 0 to 7, would be a
problem.
The solution is to transform the log values in the following way:
𝜃 = 𝑡𝑎𝑛−1 ((∆logy/∆x)  ((length of yaxis/∆log of yaxis)/(XVR)))

(4)

Applying the formula above in Equation 4 renders the following steps:

4

There is a graph with these dimensions: The Standard Celeration Chart (SCC). The most precise
estimate given for a line’s angle with the same slope described here (i.e., a “x 2” trend line on the
SCC) was 33.52° (Kubina, 2012). See Appendix C.
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Step 1, find algebraic slope:
𝑚 = ∆𝑙𝑜𝑔𝑦/∆𝑥
𝑚 = (𝑙𝑜𝑔2 – 𝑙𝑜𝑔1)/(7 – 0)
𝑚 = 0.043
Step 2, find YVR:
𝑌𝑉𝑅 = 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑦𝑎𝑥𝑖𝑠/∆𝑙𝑜𝑔 𝑜𝑓 𝑦𝑎𝑥𝑖𝑠
𝑌𝑉𝑅 = 134 𝑚𝑚/(𝑙𝑜𝑔1,000 – 𝑙𝑜𝑔. 001)
𝑌𝑉𝑅 = 22. 3̅ 𝑚𝑚/𝑠𝑢
Step 3, find XVR:
𝑋𝑉𝑅 = 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑥𝑎𝑥𝑖𝑠/∆ 𝑥𝑎𝑥𝑖𝑠
𝑋𝑉𝑅 = 204 𝑚𝑚/(140 − 0)
𝑋𝑉𝑅 = 1.457 𝑚𝑚/𝑠𝑢
Step 4, find GVQ:
𝐺𝑉𝑄 = 𝑌𝑉𝑅/𝑋𝑉𝑅
𝐺𝑉𝑄 = 22. 3̅ 𝑚𝑚/𝑠𝑢 / 1.457 𝑚𝑚/𝑠𝑢
𝐺𝑉𝑄 = 15.32679
Step 5, find θ:
𝜃 = 𝑡𝑎𝑛−1 (𝑚  𝐺𝑉𝑄)
𝜃 = 𝑡𝑎𝑛−1 (0.6591)
𝜃 = 33.39°
Note: See Appendix C regarding natural measurement error.
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Summary
The present paper has now introduced the discovery of new mathematical
terms and equations that have always underlain the foundation of visual analysis of
non-homogeneous graphs (virtually all the graphs in the field of behavior analysis).
Some past equations are able to find geometric slope on non-homogeneous graphs
(Cleveland et al., 1988; Cleveland, 1993), and a literature review conducted
through the Web of Science resulted in 30 peer-reviewed articles that cited
Cleveland’s equations and extensions of them. However, none of the extensions of
Cleveland’s work were focused on describing the inherent variability in graphs
with the concept of GVQ, nor were they focused on applications for improving
IRA (see Wang et al., 2018, for a review of extensions on Cleveland’s equations).
Thus, the new equations presented in the present paper have two main advantages
over past equations and their mathematical extensions.
The first advantage is that the present equations are simpler, easier to use,
and require fewer measurements. The past equations required the height and length
of each and every line segment to either be physically measured (in terms of
centimeters) or measured against a graph’s scales. Thus, for every trend line added
to a graph, the need for additional measurements multiplies--a cumbersome task
without sophisticated software (that is not commonly available) to automate the
process. However, if the GVQ measure is used instead, then absolute lengths and
axes of scales need to only be measured one time, and the algebraic slopes (m) of
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additional trend lines are automatically calculated and shown by the line’s equation
when plotted on commonly available software such as Excel.
The second advantage is that GVQ puts the proper emphasis on graphic
scales rather than on aspect ratio (which also allows for the isomorphism between
algebraic and geometric slope to be directly revealed). In particular, Appendices A
and B show the scales (not the aspect ratio) are the main source of graphic-induced
variability (i.e., variability inherent in the graph, independent of the data plotted on
it). Therefore, emphasizing how scale manipulation (in terms of GVQ) alters slope
interpretation opens the door to finding scale values that effectively minimize
interpretation error (rather than finding optimal aspect ratios for achieving an
average 45°). Past equations (e.g., Cleveland et al., 1993; Wang et al., 2018) mostly
emphasized optimizing the aspect ratio for two main reasons: (a) past research on
the limits of human angular discrimination of slopes suggested that a 45° angle is
optimal for relative slope interpretation (e.g., Cleveland & McGill, 1987), and (b)
Cleveland (1994, p.81) advocated for a guideline that calls for wasted space to be
minimized by adjusting graphic scales so that plotted data “fills up” a graph as
much as possible at the desired aspect ratio--i.e., “us[ing] space efficiently”(p. 82).
Removing “wasted space” may seem efficient or aesthetically pleasing, but it also
may amount to the “stretch-to-fill” approach that distorts data and has been heavily
warned against by past authors of graphic guidelines, both in and outside of
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behavior analysis (e.g., Brossart et al., 2006, Cooper et al., 2019; Huff, 1954,
Lindsley, 1992a; Tufte, 2001).
General Goals and Rationale for the Present Experiments
Improving IRA of visual analysis through the development of GVQ
standards may enhance efforts to develop universally accepted measures of effect
size for SCDs by increasing the perceived objectivity (and consistency) of the trend
interpretation component of effect size. Thus, in correspondence with recent
developments in visual aids, protocols, and trainings that have the goal to improve
consistent visual interpretation of graphed data (Blair et al., 2019; Fisher et al,
2003; Lane & Gast, 2014; Lane & Sándor, 2009; Manolov & Vannest, 2019;
Nelson, et al., 2017; O’Grady, et al., 2018; Wolfe et al., 2019; Young & Daly,
2016), empirically validated standard GVQ values and common scales should be
established for various types of graphed data (using the equations in this paper).
Once common scales and standards are established, viewers should more easily be
able to judge any geometric slope both visually and numerically against a common
scale to help them consistently and correctly interpret trends. Improved
interpretation of trends should result in greater IRA and effect size measures that
could facilitate meta-analyses across studies, increase inclusion of SCDs in
systematic reviews, and ultimately improve dissemination of ABA.
To envision how the equations in this paper would allow for a universal
comparison of data graphed across multiple single case design studies (by
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mathematically controlling for scale variability), it may be helpful to consider a
hypothetical example of just two graphs from two different studies. Since the
graphs are from different studies, they will likely have different scales (and
different GVQ values calculated with Equation 1 or Equation 3). Therefore, their
trend lines will have algebraic slopes that must be transformed into geometric
slopes using a standard GVQ value (i.e., a common metric) via Equation 2. One
potential way of empirically determining standard GVQ values would be to
systematically vary GVQ values for a particular type of dependent variable, then
determine a range of values that yield the most acceptable levels of reliability and
accuracy for the greatest number of participants (compared to the interpretations of
a panel of experts). That is, GVQ values that result in too many interpretation
errors within a group should be excluded as candidates for a standard GVQ value.
Specifically, let us say both graphs in our hypothetical example have
baselines with high and stable rates (no trend) of “aggressive behavior” (trends in
baseline present no problem for the proposed analysis, but to streamline this
example, baseline trend will be held flat). After a particular treatment, one graph
shows data with an algebraic slope of -1.9, but the other graph shows an algebraic
slope of -1.1 (after that same treatment across the same amount of time). Though
we have their algebraic slopes, there is no way to easily compare them because
algebraic slope is hard to interpret across such graphs (no matter how the graphs
are constructed). For instance, it is difficult to judge the clinical significance of a
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0.8 absolute difference in algebraic slope, or a mean algebraic slope change of -1.5.
Moreover, since the scales are constructed differently on our two graphs, visually
comparing and interpreting their algebraic slopes, based upon their geometric
slopes, would be immensely difficult (as demonstrated by Figure 1).
However, if a standard GVQ value for that behavior (from that population)
could be empirically determined, then despite the difference in the actual GVQ
values used for the original construction of the two graphs, plugging the standard
GVQ value into Equation 2 would transform the data from the two original graphs
and make them interpretable on a common scale 5 that allows for valid visual and
numerical comparison of the treatment effects. For example, if we found that a
GVQ value of say 0.1 was an optimal standard for interpreting percentage of
aggression data in children with autism 6, then we could calculate and compare the
geometric slopes for both graphs from the different studies. Thus, applying
Equation 2 to the previous algebraic slopes (-1.9 and -1.1) would respectively
transform them into the geometric slopes of -10.8° and -6.3° (regardless of what
geometric slopes the construction of their original graphs produced). With an
absolute difference of 4.5°, and mean slope change of -8.6°, these geometric slopes

5

Notably, various data and trend lines may be converted with Equation 4 to align with a “standard”
semi-log display by using its GVQ as the standard. E.g., the SCC’s GVQ is ~15.3 to ~15.7, and the
Standard Behavior Graph’s (Kinney et al., 2020) GVQ is ~15.8.
6
In applied research using time-series graphs, Cartesian or homogeneous coordinate systems are
generally not used because they would make the data appear too variable or exaggerated than what
is deemed clinically significant. Thus, agreeing to a standard GVQ of 1 (or >1), on equal-interval
graphs, is not appropriate for most real-life applications in behavior analysis.
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would be far easier to compare because the number of degrees in the slopes would
actually correspond to a common scale for gauging treatment effect size through
visual inspection of geometric slope.
The proposed common scale could be represented on a table with
descriptors ranging from “none” to “very large” (similar to Cohen’s, 1988 effect
size ranges, later expanded on by Sawilowsky, 2009). The common scale could
also include visual aids similar to those B.F. Skinner (1938/1991) embedded on his
cumulative records (graphs) to help viewers judge participant response rates by the
angles of geometric slope in the data. Skinner’s visual aids (i.e., “nomographs”)
were composed of a “fan” of various linear slopes converging at the same origin—
celeration fans on the SCC and trend keys on the Standard Behavior Graph are
similar to Skinner’s nomographs (Kinney et al., 2020; Lindsley 1992a; Skinner,
1938/1991).
The values within any common scale or proposed standard may be
empirically derived by determining the reliability and accuracy of judgements from
experts and practitioners. For example, analysis of performance data (across a
range of scale values and slopes) may determine that a change in slope between 1
and 2 degrees is considered a “very small” and questionable effect (over a given
period of time after a particular treatment in a specific population). Moreover,
perhaps a degree change between 3 and 9 degrees would be shown to be considered
“small,” between 10 and 24 degrees “medium,” between 25 and 39 degrees “large,”
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and any slope change 40 degrees or greater might be considered “very large” by
our experts and practitioners. Ultimately, the effects of any proposed scale upon
rater accuracy and IRA would require experimental testing, perhaps using the same
or similar methods described below.
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Chapter 2: General Method
Overview
Though the data from this study could theoretically be presented in a
modified multi-element design for each participant, such analyses would be overly
cumbersome to interpret given the high number of participants and goals of the
present study. Also given the experimenter’s objective to develop a policy for
guiding graphic construction and interpretation with the highest probability of
success for the largest number of people, “the best tool for the job” for this grouplevel of analysis of was not a single-subject design. Therefore, a group design was
necessary to answer the research questions below (p. 35) and provide greater
external validity than a lone SCD could provide. All experiments met the criteria
for IRB exemption.
After giving informed consent, participants in all three experiments were
shown a series of graphs (in a randomized sequence) that had been created in Excel
(2019) and pasted in a Qualtrics survey. As shown in Appendices D and E,
underneath each graph was a rating scale that participants selected from to rate the
amount of change in slope (i.e., behavior change) in the intervention phase
compared to the baseline phase. Each phase contained a 5-point data set with a red
trend line drawn through it. The baseline phase always had an angle of inclination
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of 0°, while the angles of inclination in the intervention phase represented a range
of 16 different angles, progressing from 0° to 53°.
Experiment 1 had two main objectives. The first objective was to
empirically determine where, on a range of 16 GVQ values, participants would lose
significant amounts IRA or accuracy--relative to expert-judgements from
Experiment 2. Determining where IRA or accuracy drops to unacceptable levels
can reveal a range of acceptable GVQ values that serve as a foundation for
selecting a standard GVQ value in the future. To assess the consistency between
ratings, a simple linear regression was performed to determine if there was
sufficient correlation between the 16 angles of inclination and participant ratings of
slope change (from 0.0 to 5.0). The numerical ratings corresponded to 6 qualitative
descriptions of the amount of change in slope and improvement in compliance
following treatment (from “none” to “very large”).
The second objective was to determine if the visual aids (described in the
introduction and the section below) would result in a significantly higher IRA than
in the control group (who did not receive visual aids beyond pre-drawn trend lines).
The unexpected results pertaining to this objective prompted a separate third
experiment. In both Experiments 1 and 3, participants were randomly assigned by
Qualtrics software to either the treatment group (with extra visual aids) or the
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control group (without extra visual aids). The last question on every survey gave
participants the opportunity to comment on how to improve the survey.
The main objective of Experiment 2 was to assess the accuracy of slope
change judgements of participants from Experiments 1 (and later in Experiment 3)
by empirically determining valid benchmarks for the experimental stimuli used to
answer the research questions in Experiments 1, 2, and 3. To assess whether graphs
published in JABA were comparable to expert-made graphs derived from the 10
hypothetical raw data entries, the GVQs resulting from the expert-made graphs
were compared to the average GVQs found in JABA. The experimenter generated
hypothetical data and graphs for these experiments because no real data could be
found, from previous experiments measuring IRA, that were appropriate for
answering all the research questions listed below. As Furlong and Wampold (1982,
p. 420) stated, “to manipulate and control parameters of graphs, it was necessary to
generate hypothetical data.” The expert-made graphs and ratings (and JABA
graphs) were also used to roughly assess the appropriateness of the experimenter’s
hypothetical data and graphs for experimental use.
Experimental Stimuli
Graph Parameters in Published Research
The stimulus parameters used to construct the experimental graphs in the
present study were based upon averages found within percent compliance graphs
published in JABA (shown in Table 3)—JABA is considered the flagship journal
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Table 3
Average YVR, XVR, & GVQ Values of Included JABA Percent Compliance Graphs
Mdn

M

SD

Range

All 31 articles
with a graph
between 5 and 110
scale units on the
x-axis
N = 114 graphs

YVR

0.345

0.390

0.198

0.115 to 1.234

XVR

3.047

4.266

3.272

0.837 to 16.280

GVQ

0.112

0.149

0.128

0.025 to 0.971

Sample of 4 (out
of 31) articles with
a graph between 8
and 12 scale units
on the x-axis
n = 9 graphs

YVR

0.378

0.509

0.268

0.314 to 0.985

XVR

10.492

8.628

2.829

5.290 to 12.531

GVQ

0.063

0.061

0.023

0.030 to 0.090

Note. The values shown here cannot fully account for days along the x-axis where
gaps of time are not shown on the graph (due to absences of data collection on
weekends, sick days, etc.). Though the exact number could not be calculated, the
vast majority of the included JABA graphs, especially those with “session data” (73
of 114 graphs), did not graphically depict gaps in time where data were not
collected. Thus, if days without data had been included, XVR values would
decrease on average by some amount (and thus GVQ values would be expected to
increase, on average). Again, graphs with session data were only included in table
above if the article described no more than one session per day.
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of ABA. The search terms for percentage compliance graphs in PsycINFO,
“pub.exact(journal of applied behavior analysis) and abs(compliance),” initially
resulted in 127 articles. After the inclusionary criteria were applied, only 31 articles
remained (from 1973 to 2019). The experimenter only included an article if it had
at least one graph with all of the following criteria: (a) percentage compliance on
the y-axis (or 10 restricted response opportunities), (b) equal interval time-series,
and (c) plotted data points per day (or confirmed only one session per day, if
session data). It is common for different panels in the same graphic display to have
different y-axes; thus, separate y-axes were counted as separate graphs even if they
shared the same x-axis. For example, three graphic panels depicting a multiple
baseline design across settings would be counted as 3 separate graphs.
The variability terms (YVR, XVR, & GVQ) in all JABA graphs were
calculated from lengths (mm) measured with the Adobe Acrobat Reader DC (2020)
measure tool. The top-half of Table 3 is based upon the average variability terms of
percentage compliance graphs (n = 114) in 31 JABA articles. However, the
variability terms used to build the experimental stimuli were much closer to the
averages of 9 graphs that had between 8 and 12 scale units along the x-axis (see the
bottom half of Table 3). For example, 0.067 is the GVQ of the “root graph” (i.e.,
the experimental graph from which all the other experimental graphs were
derived)—only slightly higher than the average GVQ found in the bottom half of
Table 3. Additionally, the values in the bottom half of Table 3 were better suited
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for reference to the present experiments for the following three reasons: (a) GVQ
values tended to increase as the total number of x-axis units on JABA graphs
increased (see Figure 2), (b) the overwhelming driver of GVQ increases in JABA
graphs was not increases in YVR, but decreases in XVR values--as the number of
x-axis units increased (as seen by comparing Figure 2 with Figure 3), and (c) only
10 data points were given to participants in the present experiments to plot and/or
interpret.
The Root Graph
The root graph served as a template for holding various graphic
construction aspects constant between all the experimental graphs. That is, each
new experimental graph was developed by first making an exact copy of the root
graph, and then systematically altering only the construction parameter necessary
for experimentally answering the research questions (e.g., the GVQ was adjusted
by altering the graph’s y-axis scale). As shown in Appendix D, the experimenter
held the following construction parameters constant across all of the experimental
graphs: (a) labels, (b) XVR values, (c) aspect ratios (2:3, i.e., 66.7%), (d) 10 data
points evenly split into a baseline and treatment phase (i.e., a simple A-B design),
and (e) a trend line of 0° in the baseline phase. Moreover, the experimenter used
Excel’s linear regression function to draw a red trend line through both phases of
every graph. Trend lines were drawn on every graph because some research has
shown them to improve rater accuracy (Bailey, 1984; Fisher et al., 2003; Hojem &
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Figure 2
Equal-Interval Graph of Relationship Between GVQ and Number of X-axis Units

Note. N = 114 percent compliance graphs in JABA. GVQ = 67.69 (or 0.68 if the yaxis is converted to percent). The line to best is described by the linear equation
shown next to line fit (linear regression had the highest R2 from the options in
Excel). Though there are fewer data points on the right half of the graph, clearly as
the number of x-axis units increase the GVQ values tend to also increase in JABA
graphs (as of 03/01/2020). As shown in Figure 1 and Appendices A and B, the
higher the GVQ value, the more exaggerated the slope and variability on the graph.
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Figure 3
Semi-Log Graph of Relationship Between YVR, XVR, and Number of X-axis Units

20.0

Note. N = 114 percent compliance graphs in JABA. GVQ = 23.6. Dashed lines to
best fit (with the highest R2 from the options in Excel) are described by the power
equation for the XVR data and the linear equation for the YVR data. As the number
of x-axis units increase the YVR values remain fairly stable, but the XVR values
decrease. The graph above reveals that the upward trend in GVQ shown in Figure 2
is almost exclusively driven by the decreasing trend in XVR values. That is, as
XVR decreases (due to squeezing more and more units along x-axes with limited
space on a page) GVQ tends to increase in JABA compliance graphs.
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Ottenbacher, 1988; Van Norman et al., 2013), particularly when variability is low
and there are no extreme values or outliers (Nelson et al., 2017).
Table 4 shows the values of the systematically manipulated construction
aspects of all the experimental graphs. The experimenter reasoned that the 16
angles of inclination (shown in Table 4) would provide a full range of values to
allow for a sufficiently sensitive analysis of how various GVQ parameters affect
accuracy of data interpretation. That is, the experimenter predicted small
differences of GVQ (from the root graph in either direction) would result in no
practically significant differences in participant accuracy on average, but
progressively larger GVQ differences would result in increasingly larger reductions
in participant accuracy. The experimenter also predicted that experts would create a
graph from the root data with an intervention phase depicting a “medium”
geometric slope (herein defined as an angle between 10° and 24°). Thus, the root
graph was set to a medium slope (15°) and served as a starting point for
systematically creating graphs with both smaller and larger slopes from the same
data set (see Table 4 for a complete list of slope angles).
Scale-Varied Graphs Vs. Data-Varied Graphs
Scale-Varied. First, a series of graphs known as “scale-varied” were
created from the root graph (all values shown on the left half of Table 4). On the
scale-varied graphs, the only thing that differed from the root graph was that the
scaling on the y-axis was adjusted—resulting in the GVQs changing to the pre47

Table 4
32 Experimental Graph Values to Test Parameters for Accuracy and IRA
16 original scale-varied graphs
GVQ
Test
Values

YVR
Test
Values

Y-axis
Range
%

.0007

.010

.0131

Geo
Slope
(θ)

16 matched data-varied graphs

Algebra
Slope
(m)

GVQ
Test
Values

YVR
Test
Values

Y-axis
range
%

Geo
Slope
(θ)

Algebra
slope
(m)

10,000 0.2°

4.00

.0667

.844

100

0.2°

0.04

.166

506

3.0°

4.00

.0667

.844

100

3.0°

0.79

.0198

.249

338

4.5°

4.00

.0667

.844

100

4.5°

1.18

.0237

.300

281

5.4°

4.00

.0667

.844

100

5.4°

1.42

.0296

.373

225

6.8°

4.00

.0667

.844

100

6.8°

1.78

.0356

.448

188

8.1°

4.00

.0667

.844

100

8.1°

2.13

.0444

.560

150

10.1°

4.00

.0667

.844

100

10.1° 2.67

.0533

.668

126

11.9°

4.00

.0667

.844

100

11.9° 3.17

.0667

.844

100

14.9°

4.00

.0667

.844

100

14.9° 4.00

.0833

1.046

80

18.4°

4.00

.0667

.844

100

18.4° 5.00

.1000

1.260

67

21.7°

4.00

.0667

.844

100

21.7° 5.97

.1250

1.575

53

26.7°

4.00

.0667

.844

100

26.7° 7.34

.1500

1.890

44

31.2°

4.00

.0667

.844

100

31.2° 9.09

.1875

2.363

36

36.5°

4.00

.0667

.844

100

36.5° 11.11

.2250

2.835

30

41.6°

4.00

.0667

.844

100

41.6° 13.33

.3375

4.252

20

53.1°

4.00

.0667

.844

100

53.1° 19.98

Note. Bolded values in the middle are from the root graph. Values for 16 scalevaried graphs on the left half of the table were derived from the root graph (θ
values were calculated with Equation 2). Values on the left half are from graphs
with the same algebraic slope and data set, only the scales have been systematically
changed to test how participants in Experiment 1 respond to the various geometric
slopes that result. The greyed GVQ test values show a reasonable range from which
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to select a standard GVQ value, given the results of Experiments 1 and 2. Values
for 16 data-varied graphs on the right half of the table were developed by varying
the algebraic slopes in the intervention phases to produce geometric slopes (θ)
“matched” to the geometric slopes from the corresponding scale-varied graphs (left
half). The scales on the data-varied graphs were held constant in accordance with
the root graph, and their algebraic slopes were calculated from a variant of
Equation 3: m = tanθ/GVQ.
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calculated GVQ test values in Table 4. The amount of scale adjustment was first
calculated by repeatedly multiplying/dividing the GVQ of the root graph by 1.5 to
find four progressively larger/smaller GVQ values. Equation 1 was used to
determine what the y-axis scale values needed to be to correspond with the precalculated test GVQ values.
Second, GVQ values halfway between the values calculated from the first
step were determined by multiplying (or dividing) by 1.25 to find three
progressively larger values (and three progressively smaller values) from the root
graph’s GVQ and previously calculated GVQ test values. Additionally, the root
graph’s GVQ value was divided by 100 so that an experimental graph with
virtually zero slope could also be tested.
Data-Varied. Third, as shown on the right half of Table 4, all the values
for the additional 16 “data-varied” graphs were then created by making an exact
copy of each of the 16 original scale-varied graphs. All data-varied graphs had the
same scale values as the root graph, but their algebraic slopes had been altered (by
altering the data in Excel) so that their geometric slopes would match the graph
they were copied from. To ensure each scale-varied graph was properly matched
with its corresponding data-varied graph, the data-varied graph was made
transparent in Excel and superimposed on top of its scale-varied graph to ensure
that all the features of each graph (other than the y-axis scale values) were visually
indistinguishable. Moreover, the algebraic slope of the Excel drawn trend line in
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each data-varied graph was adjusted by adjusting (or varying) the data to ensure
algebraic slope exactly matched the necessary calculated value (via Equation 2 and
Equation 4) shown in the right half of Table 4.
Visual Aids
As shown in Appendix E and the bottom graph of Figure D3 (in Appendix
D), angles of inclination were calculated with Equations 1 and 2. The angle values
were posted in red font above each drawn trend line for the graphs that were used
in the visual aid groups in Experiment 1 and Experiment 3. Both Experiments 1 and
3 essentially used the same slope change guide, but only Experiment 1 displayed
the nomograph.
Equations 2 and 3 were employed to calculate the angles and algebraic
slopes necessary to create a nomograph that served as one of the experimental
visual aids (see the bottom graph in Figure D3) used in Experiment 1. The GVQ of
the nomograph was equal to 1, as it was constructed from a Cartesian coordinate
system. The angle of each line on the nomograph was the demarcation point
corresponding to the qualitative descriptions of the numerical size of slope change.
Though the demarcation points were somewhat arbitrarily decided, the
experimenter selected them based upon his experience of visually analyzing
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graphed behavioral data for approximately 20 years (holding board certification for
16 of those 20 years).
Research Questions (RQ)
Experiment 1
RQ 1. With the scale-varied graphs, how closely will systematic
manipulations of GVQ predict average participant ratings of the amount of
behavior change following an intervention?
RQ 2. With the data-varied graphs, will IRA be significantly higher in the
group with the visual aids (angles of inclination and a trend-size guide embedded in
a nomograph)?
Experiment 2
RQ 3. How accurate were participants in Experiment 1 at judging behavior
change in the scale-varied graphs the more GVQ is manipulated?
RQ 4. How consistent will expert made graphs be with each other, and
how close will their average GVQ be to the average GVQ of similar graphs
published in JABA?
RQ 5. How close will the experts’ judgements of behavior change be to the
experimenter’s rating of the root graph?
RQ 6. How closely will experts agree with each other in their ratings?
Experiment 3
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RQ 7. Will IRA of participants with the new visual aids be significantly
greater than those without, and will participant IRA in Experiment 3 differ from
expert IRA in Experiment 2?

53

Chapter 3: Experiment 1
In experiment 1, participants answered demographics questions, then
received the 16 scale-varied graphs in randomized order, and then the 16 datavaried graphs in randomized order. Again, the scale-varied graphs were matched to
the data-varied graphs across features such as data patterns, aspect ratio, and
geometric slope (ranging from 0° to 53°). However, half of the participants were
also shown visual aids on only their data-varied graphs (as shown in the bottom
graph of Figure D3). The visual aids were composed of the specific number of
degrees of the geometric slopes (placed next to trend lines), and a nomograph with
a fan of trend lines from 3 to 55 degrees with adjacent corresponding qualitative
descriptions of regions between the trend lines.
Method
Participants
The participants in this experiment (N = 23) were college undergraduate
students (12 male, 10 female, and 1 not identified), aged 19 to 46 years (M = 24
yrs., Mdn = 21 yrs., Mode = 21 yrs.), and enrolled in a general psychology course
at a university in the South Eastern United States. Thirty percent of the participants
self-reported their ethnicity as “White/Caucasian,” 17% as “Black/African
American,” and 13% as each of the following: “Hispanic/Latino,” “Asian/Pacific
Islander,” “Middle-Eastern/Arab,” and “Other.” The median amount of selfreported time they had received of graphing instruction was 30 days (SD = 100),
54

and 19 participants (83%) reported gaining the majority of their instruction within
the United States. Sixteen participants (70%) reported receiving there in instruction
in at least one mathematics course (the most frequent type of course reported). The
second most frequent type of course reported for offering graphing instruction was
a business course--but reported by only 3 participants (13%). Despite 6 participants
majoring in psychology, only 1 participant reported receiving any graphing
instruction in a psychology course (7 participants were majoring in
business/management, 5 were majoring in engineering, and the rest had other
majors).
Clearly, most of the participants were not novices to graphing and had
received, on average, a month of graphing instruction. However, this group of 23
participants was considered “non-expert” at interpreting graphed behavioral data
because only 1 (4%) had graphing instruction in a psychology course, 20 (87%) did
not have a higher degree than high school, and 21 (91%) reported no professional
experience interpreting behavioral graphs of real people. The students were
recruited on the university’s SONA system that offers students the option to obtain
course credit for participating in research. If students chose to participate, they
would click on the link to a Qualtrics survey that gathered demographic
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information (and included questions about field experience with visual analysis of
time-series graphs).
Materials and Setting
The experimenter synthesized the following 10 raw data entries: Day 1:
10% compliance, Day 2: 13% compliance, Day 3: 10% compliance, Day 4: 13%
compliance, Day 5: 10%, compliance, Day 6: 10% compliance, Day 7: 20%
compliance, Day 8: 15% compliance, Day 9: 30% compliance, Day 10: 25%
compliance. From these entries the experimenter created a “root graph” with an
intervention line between days 5 and 6. From this root graph, all the experimental
graphs were derived (32 graphs in total) by either varying only the scales (16
graphs), or only the data (16 graphs). All participants used their own online
connection and personal computer in a place of their own choosing. The survey
contained the 16 data-varied experimental graphs from experiment 1, plus the
matched 16 scale-varied graphs--as described in the stimuli subsection of the
general method section above. Again, the relevant dimension of each set of graphs
are described in Table 4. Additionally, half of the participants received the visual
aids (on the data-varied graphs) with corresponding instructions.
Design and Measures
The experimenter conducted a simple linear regression and calculated
descriptive statistics and IRA to analyze and compare three main groups of data.
The first group of data resulted from all participant responses to the scale-varied
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graphs that were delivered in a randomized sequence. The experimenter conducted
a simple linear regression with SPSS software to determine how well a change in
GVQ values would predict average ratings of graphs (again, all the graphs had the
same data and algebraic slope, as GVQ only corresponds with geometric slope).
These data would also later be used to compare to both experimenter and expert
ratings of the same data in Experiment 2 (to determine an acceptable range from
which to select a standard GVQ value). The second group of data (and descriptive
statistics) resulted from participants who received the data-varied graphs with the
additional visual aids (shown in the bottom panel in Figure D3). The third group of
data (and descriptive statistics) resulted from participants in the control group who
received the same data-varied graphs, but did not receive the additional visual aids.
There were two primary independent variables (IVs). The first IV was the
change in inclination angles due to varying the scale (i.e., the GVQ value) on only
the scale-varied graphs--while holding constant the same data set from the root
graph. The second IV was the extra visual aids on just the data-varied graphs (while
holding constant the same scales).
There were two primary dependent variables (DVs) in all groups: the
participants’ numerical ratings of slope (from 0.0 to 5.0) and the IRA agreement
between. The DVs were analyzed to determine the effect that GVQ had upon the
accuracy of participant ratings of the scale-varied graphs. Since the accuracy of
participant ratings was determined against expert ratings (in Experiment 2), a full
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description of the comparison is found under Experiment 2. The DVs were also
analyzed to determine the effect on IRA that the visual aids had upon ratings of
slope change in the data-varied graphs. It was expected that the groups with visual
aids would have higher IRA. Thus, the experimenter calculated Krippendorff’s
alpha (Krippendorff, 1970; Zapf et al., 2016) with the ReCal OIR calculator
(Freelon, 2013) to estimate the IRA of both groups separately.
Procedure
Recruited participants clicked a link through the SONA website that took
them to the Qualtrics survey containing the experimental materials. If the
participants chose to continue, they were asked to complete a battery of 12
demographic questions. Once the demographic questions were completed, the
instructions explained the scenario. Here is a relevant excerpt: “In this 2nd part of
the survey, you will be shown a series of graphs with data on them. Please assume
the data are all from able and healthy children who rarely complied with their
parent’s appropriate demands. The number of opportunities to comply each day
was constant for all children. After the 5th day of data collection, a best-practice
(and ethical) treatment intervention was implemented to increase compliance. Due
to unrelated circumstances, data collection was unable to continue after the 10th
day. After viewing each graph, please use the slider below it to rate the amount of
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improvement in the child’s compliance across the days after the treatment was
implemented.”
After receiving the instructions above, a block of 16 scale-varied graphs
were delivered to all of the participants (N = 23). The graphs were shown one-at-atime in a randomized sequence, and participants could not go back to change
previous responses. The participants were not informed that the data from these
graphs were all the same. However, if the participants had examined the scales of
each graph, they may have been able to determine the graphs had the same data
(and only the scales were distorted to produce the appearance of different data
sets).
After the participants rated the block of 16 scale-varied graphs, they were
prompted to take a short break, and then rate a block of 16 additional graphs that
were data-varied (and matched in appearance to each of the scale-varied graphs).
Upon return from their break, the Qualtrics software randomly assigned them into
either the treatment group (n = 12, with visual aids) or the control group (n = 11,
without visual aids). Both groups received the exact same data-varied graphs,
delivered in a randomized sequence in the same way as the previous block. The
main difference between the groups was the presence vs. absence of the visual aids.
Participants assigned to the treatment group received visual aids embedded into the
data-varied graphs. That is, an angle of inclination for each slope was embedded
next to each trend line, and a nomograph with a corresponding slope change size
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guide was embedded in the same position across the data-varied graphs as shown in
Appendix D. The only visual aids the participants assigned to the control group had
were red trend lines drawn through the data sets.
Results and Discussion
RQ 1 asked how closely manipulation of the GVQ predicts average
participant ratings of behavior change on the scale-varied graphs. As expected,
though the data were exactly the same on all the graphs, participant ratings
progressively ranged from 0 to 5 as GVQ increased from its lowest test value
(shown in Table 4). That is, GVQ was a strong predictor of participant ratings (β =
.895, t(15) = 7.50, p < .001) and explained a large proportion of variance in the
average ratings (R2 = .801, F(1, 14) = 56.19, p < .001). Thus, the more the GVQ
was lowered, the smaller the participants ratings on average, and the more the GVQ
was raised the greater the average ratings. Only one participant rated the graphs
non-progressively (i.e., she rated all the graphs as a “3” or a “4,” and provided the
following comment about the study: “Maybe show different graphs. [They] were
the same graph with different Y intervals.”).
The results are consistent with concerns and research on how distorting the
scale can greatly affect interpretation of graphed data (Huff, 1954; Radley et al.,
2018, etc.). Moreover, though the one participant mentioned above was not
deceived by the change in scales, 22 (out of 23) participants were. The root graph,
from which all other graphs were derived, had a mid-level GVQ (see Table 4);
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thus, if all participants would have adhered to the scales, then we would have
expected all the graphs to be rated similar to how all participants rated the root
graph (M = 2.9, Mdn = 3, SD = .87, range = 2 to 4). However, since participants
were generally not adhering to the scale values (apparently adhering only to
geometric slopes), GVQ was found to be a robust predictor of participant ratings,
and thus a robust predictor of interpretation error (when compared to expert ratings
from Experiment 2). Ultimately, the results provide evidence that supports
recommendations to seriously consider GVQ when interpreting and constructing
graphs, so that misinterpretation can be minimized.
RQ 2 asked if IRA would be significantly higher in the group receiving
extra visual aids on the data-varied graphs (i.e., angles of inclination and a trendsize guide embedded in a nomograph). Unexpectedly, the group who received the
additional visual aids had a lower IRA (n = 12, α =.66) than the control group (n =
11, α = .79). Where, .8 or greater is “adequate” and .9 or greater is “good”
(Hartmann et al., 2004; House et al., 1981). No further tests were conducted
because the visual aid group’s IRA was not higher than the control group’s IRA.
The experimenter speculated that the visual aid’s failure to produce high
IRA may have been caused by the following possibilities: (a) the participants were
fatigued after answering all the demographic questions and rating the block of 16
scale-varied graphs, so they performed more poorly toward the end of the study
when the block of data-varied graphs were presented, (b) responding on the scale61

varied graphs carried over to the data-varied graphs, such that participants didn’t
attend to the visual aids or instructions for using them (i.e., they may have assumed
this part of the study was simply the same as the part before it), (c) the rating scale
with 51 possible answer choices from 0.0 to 5.0 was too complex for the raters, and
(d) the nomograph and/or instructions for using it was too complex. In an attempt
to correct for all of these possibilities, the experimenter simplified the visual aids,
rating scale, and instructions. Additionally, the experimenter designed a third
experiment to test a new group of participants on half as many graphs--only the 16
data-varied graphs (see Experiment 3 below). Given the successful results of the
first part of Experiment 1, with a sufficiently large sample size, it was not
necessary to require the participants in Experiment 3 to rate the scale-varied graphs.
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Chapter 4: Experiment 2
The expert-level participants received their own self-made graph to rate,
plus they all rated the same 16 data-varied graphs (described in Experiment 1). To
the meet the criteria of “expert,” recruits needed to hold a PhD, teach ABA at a
university, and have at least 5 years of experience as a Board Certified Behavior
Analyst (BCBA). The training, practice, and research conducted by BCBAs is
founded upon accurate interpretation of SCDs and time-series graphs of their
clients, students, and participants. Though uncertified practitioners and certificants
with fewer than 5 years could theoretically be just as (or more) competent than any
long-certified individual with a PhD, the criteria for “expert” helped ensure the
highest probability of competence at the expert-level (Note: the experimenter
himself would technically not be considered an “expert” by his own criteria, solely
because he did not hold doctorate degree at the time of this study).
Method
Participants
Expert-participants were recruited for Experiment 2 via an emailed survey
to each ABA doctoral-level faculty member at a university in the South East United
States. Six BCBA-Ds (one male and five females), aged 34 to 50 years (M = 39
yrs.), served as experts with ethnicities self-reported as either White/Caucasian
(67%) or Hispanic/Latino (33%). The experts reported the majority of their
graphing instruction was received, collectively, from five different universities
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(only 2 experts received the majority of their training from the same university).
They reported an average amount of experience certified (at the BCBA level or
higher), of over a decade (M = 12.5 yrs., SD = 4.8 yrs., range = 6 to 19 yrs.), with
similar years of experience interpreting behavioral data of real clients/students (M =
14 yrs., SD = 4.4 yrs., range 8 to 19 yrs.). Five participants indicated Excel was
their preferred graphing method (one indicated GraphPad/Prism), and all experts
had multiple years of experience graphing with Excel (M = 12.5 yrs., SD = 4.4 yrs.,
range = 5 to 20 yrs.).
Materials and Setting
The experimenter provided the same 10 hypothetical raw data entries
(described in Experiment 1) and a brief description of the behavior to be graphed
by the experts. The experts used their own online connection and personal
computer with Excel software, in a place of their own choosing. Hardware and
graphing software were not provided by the experimenter. After the experts
independently created their own graph from the provided raw data entries, the
experimenter responded in email with a Qualtrics survey link sent to each
participant. Surveys were individualized such that each expert’s survey contained
the graph they had themselves previously created from the 10 raw data entries.
Additionally, immediately after an expert assessed their own graph in the survey,
each expert received the same 16 data-varied experimental graphs delivered in
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randomized order (see the experimental stimuli section within the general method
section above).
Design and Measures
The experimenter used a descriptive design to determine expert-derived
benchmarks for graph construction and interpretation. First, the experimenter
calculated descriptive statistics (central tendencies and variability) for the selfconstructed graphs across aspect ratio, GVQ, and the angle of inclination of a trend
line (made from an ordinary least-squares regression through each expert’s
intervention phase). Second, the experimenter determined correspondence between
average expert-graph construction (in terms of GVQ) and average GVQs from
graphs in JABA, by comparing their respective descriptive statistics. Third, the
experimenter calculated the descriptive statistics for experts’ ratings for each
individual graph. Fourth, the experimenter calculated Krippendorff’s alpha
(Krippendorff, 1970; Zapf et al., 2016) to estimate the interrater agreement between
the experts.
With Excel’s measurement tools (and Equations 1 and 2), the experimenter
took the measurements necessary to calculate the aspect ratio, GVQ value, and
angle of inclination of each expert’s graph. Qualtrics software automatically
recorded each expert’s ratings of slope, and Excel formulas calculated all the
aforementioned descriptive statistics. Lastly, the experimenter used the ReCal OIR
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calculator from the ordinal data set (Freelon, 2013) to determine interrater
agreement between expert ratings of slope change.
Procedure
Condition 2A. After experts agreed to participate in the study and gave
informed consent, the experimenter emailed them a set of 10 raw data entries with
instructions. The instructions asked experts to make a graph (with the same data set
described in Experiment 1), then email it back to the experimenter as soon as
possible. Here is a relevant excerpt of the instructions: “The raw data set below is
from an able and healthy child who rarely complied with their parent’s appropriate
demands. The number of opportunities to comply each day was constant. After the
5th day, a best-practice intervention was implemented to increase compliance. Due
to unrelated circumstances, data collection was unable to continue after the 10th
day. Within Excel (no other graphing software please), graph this data set as
though you may present your graph at a professional ABA conference.”
Condition 2B. Once all the participants had emailed back their self-made
graphs, the experimenter asked them to complete a Qualtrics survey (sent through
email). The instructions were essentially the same as those described in Experiment
1, but now the expert-participants were first instructed to numerically rate their
own self-made graph (pasted into the survey) using a slider below it that ranged
from 0.0 to 5.0. The additional instructions regarding their own graphs were as
follows: “Based on the graph you made (shown here), please use the slider below
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to rate the amount of improvement in the child’s compliance across the days after
the treatment was implemented.” As shown in Appendix D, the numerical ratings
were anchored to qualitative descriptions of the change in slope: “(0) None, not
improving, (1) Very small, very slow pace, (2) Small, slow pace, (3) Medium,
medium pace, (4) Large, fast pace, (5) Very large, very fast pace.” After the
participants rated their own graph, the Qualtrics survey presented 16 additional
data-varied graphs in a randomized sequence, and the participants were asked rate
each one in the same manner as they rated their self-made graph. However, for
reasons discussed above in Experiment 1, experts rated the 16 data-varied graphs
on a simplified ordinal scale (0 to 5) with the same 6 rating choices given to
participants in Experiment 3 (as shown in Appendix E).
Results and Discussion
RQ 3 asked how accurate participants from Experiment 1 were at judging
behavior change in the scale-varied graphs the more GVQ was manipulated. As
indicated by the results that answered RQ 1, when the GVQ grew further away
from the GVQ of the root graph, the accuracy of participants ratings got
progressively worse. The shading in the first column of Table 4 shows the range of
GVQ values that produced the least amount of inaccuracy of behavior change
interpretation, since the participant ratings in this range were less than 1 SD from
both experimenter and average expert ratings (respectively 3 [“medium”] and 2
[“small”]). Therefore, the shaded GVQ values in Table 4 represent a range of
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values for (a) selecting an acceptable GVQ when constructing a graph with similar
data, and (b) selecting an appropriate standard GVQ value (for mathematically
controlling variability across various non-standard graphs).
RQ 4 asked how consistent the expert made graphs would be with each
other, and how close their average GVQ would be to the average GVQ of similar
percent compliance graphs published in JABA. As Table 5 shows, the consistency
between expert-made graphs (and rounded ratings of their self-made graphs) was
not high. However, the average GVQ of the expert graphs was fairly close to the
average GVQ of the JABA graphs. That is, the median expert GVQ was .065

68

Table 5
Values of Expert-Made Graphs (All Using Same Data as Root Graph)
Expert GVQ
1
2
3
4
5
6
Means
SDs
Mdns

0.048
0.053
0.064
0.067
0.104
0.149
.0808
.0353
.0652

(θ) Geo
Slope
10.9°
12.1°
14.3°
14.9°
22.6°
30.8°
17.6°
6.9°
14.6°

YVR XVR
1.58
0.52
1.40
1.46
0.56
1.57
1.18
.46
1.42

Scale
H
100
100
100
100
100
35*

32.78
9.66
21.88
21.96
5.36
10.56
17.03
9.38
16.22

Scale Aspct
Rating
Self-made
W
Ratio
10
48.1%
1
10
53.4%
4
10
63.7%
1
10
66.7%
2
20*
52.1%
2
10
52.1%
4
56.0%
2.3
6.8%
1.2
52.7%
2.0

Note. The greyed GVQ values are within the range of acceptable GVQ test values,
given results in Experiments 1 and 2. The Experimenter-constructed “root graph”
had the same GVQ, θ, scale height, width, and aspect ratio as Expert 4 (bolded);
however the experimenter’s root graph had a YVR of .844, an XVR of 12.66 (and
the experimenter rated it a “3”). The asterisks on the scale width and height from
Experts 5 and 6 indicate interesting deviations from the norm. Expert 5 had
intentionally left additional space along the x-axis after the last data point, likely to
leave room for predicted data or possible future data (resulting in a decreased XVR
value and thus an inflated GVQ and θ). Expert 6 truncated the top of their y-axis at
35%, just as Cleveland might recommend for minimizing unused space (resulting
in an increased YVR value and thus a greatly inflated GVQ and θ beyond the range
of acceptable values--possibly contributing to their relatively high rating of
behavior change on their own self-made graph).

69

(compared to .063 in JABA), and the mean expert GVQ values (M = .081, SD
=.035, range = .048 to .149) fell within 1 SD from the JABA GVQ values (see the
bottom half of Table 3).
The averages between the experts and JABA were reasonably close,
providing evidence for consistency between how the expert-participants
constructed graphs and how similar graphs have been constructed by published
authors in JABA (Note: none of the expert-participants were authors on the
sampled JABA articles, published from 1986-1998). However, though expert-made
graphs were all from the same raw data (just 10 simple data entries), Table 5
reveals a somewhat large amount of variability in graph construction and rating of
behavior change--ranging from 1 (“very small”) to 4 (“large”). Interestingly, Expert
1 and 3 both rated the behavior change on their self-made graph as “very small”
(1); however, when rating the experimenter-constructed root graph with the same
data as their self-made graph (showing a 15° angle in the treatment phase), they
increased their ratings to “small” (2) on the graph with the next smaller angle (12°)
to the root graph, and “medium” (3) on the graph with the next larger angle (18°) to
the root graph. Conversely, Expert 2 and 6 both rated the behavior change on their
self-made graphs as “large”(4); however, when rating the experimenter-constructed
root graph with the same data, they decreased their ratings to “medium” (3) on the
next larger angle (18°) to the root graph. Expert 4 and 5 both did not change their
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rating of “small” (2) between their self-made graphs and the experimenterconstructed root graph.
The source of variability between experts, and variability within their own
ratings, was not clear. One plausible speculation is that it was due to different
histories of experience and training with graphs, e.g., perhaps some experts had
more experience working with compliance issues. Another plausible explanation is
that different experts had different expectations of their clients and thus different
ideas of what rates of behavior change they should expect. For example, if one has
recently worked in institutional settings or clinics (perhaps with early learners),
where maximal control over the environment can be exercised for long periods of
time, then one may expect (and get) faster behavior change (in terms of
compliance) than they would in other settings or with older populations. Thus, it
would seem reasonable to propose that experts who expect relatively faster
behavior change would be more likely to rate behavior change shown in the root
graph as “very small” or “small”--even though the amount of compliance actually
doubled over a 5-day period after the intervention. However, regardless of the
source(s) of variability in expert ratings, the results above suggest that standards in
graph construction and interpretation would be very useful--even at the expert
level.
RQ 5 asked how close expert-judgements of behavior change would be to
the experimenter’s judgement of behavior change in the intervention phase on the
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experimenter-constructed root graph. As expected, the average rating of the experts
(M = 2.2, SD = .9) and experimenter’s rating (3) was fairly close (i.e., less than 1
SD apart). That is, the experimenter’s root graph rating was “medium” (3), and the
mean and median expert rating of behavior change on the experimenter-constructed
root graph was “small” (2), ranging from “very small” (1) to “large” (4).
Additionally, the experimenter’s root graph GVQ (.067) and geometric slope
(14.9°) fell within 1 SD the average GVQ and average geometric slope of the
expert-made graphs (see Table 5). Therefore, the consistency between the
construction of the average expert-made graph and experimenter-constructed root
graph (and general consistency between expert and experimenter ratings of the root
graph), provides evidence that the root graph, and experimental graphs derived
from it, were reasonably well constructed for experimentation purposes.
RQ 6 asked how closely experts would agree with each other in their ratings
across all 16 of the data-varied graphs. As expected, IRA across all the graphs was
more than adequate between experts, α = .872. The relatively high IRA
(consistency) between expert judgements across the 16 graphs in Experiment 2 is
another indicator of the validity of these graphs for use in Experiments 1 and 3.
That is, these experimental graphs are appropriate for use in creating a common
scale for constructing visual aids to improve IRA, systematically testing a range of
acceptable GVQ values, and determining a measure of the accuracy of non-expert
participant ratings (i.e., agreement with expert ratings).
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Chapter 5: Experiment 3
Participants in Experiment 3 answered demographics questions, then
received the same 16 data-varied graphs described previously (from Experiments 1
and 2) in randomized order. However, approximately half of the participants were
also shown new visual aids embedded on their graphs (as shown in Appendix E).
The visual aids were composed of the specific number of degrees of the geometric
slopes (placed next to trend lines), and a slope change guide composed of a table
showing ranges of degree change and their corresponding qualitative descriptions.
Method
Participants
The participants in this experiment (N = 54) were college undergraduate
students (16 male, 38 female), aged 18 to 60 years (M = 27 yrs., Mdn = 21 yrs.,
Mode = 20 yrs.), and enrolled in a general psychology course at a university in the
South Eastern United States. Fifty-three percent of the participants self-reported
their ethnicity as “White/Caucasian,” 22% as “Hispanic/Latino,” 15% as
“Black/African American,” 2% as “Middle-Eastern/Arab,” and 4% each as
“Asian/Pacific Islander” and “Other.” The median amount of self-reported time
they had received of graphing instruction was 25 days (SD = 67), and 46
participants (85%) reported gaining the majority of their graphing instruction
within the United States. Thirty-three participants (61%) reported receiving their
graphing instruction in at least one mathematics course (the most frequent type of
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course reported). The second most frequent type of course reported for graphing
instruction was “none” or “n/a”(26%). The third most frequent type of course
reported for graphing instruction was at least one science course (20%). Despite
there being 26 participants who majored in psychology, only 1 participant selfreported receiving any graphing instruction in a psychology course (10 participants
majored in some area of engineering, 5 in criminal justice, 5 in a biological science,
3 in business/management/finance, and the rest had other majors). Clearly, most of
the participants were not novices to graphing and had received, on average, nearly a
month of graphing instruction. However, this group of 54 participants was
considered “non-expert” at interpreting graphed behavioral data because only 1
(2%) participant had graphing instruction in a psychology course, 49 (91%) did not
have a higher degree than high school, and 50 (93%) reported no professional
experience interpreting behavioral graphs of real people.
Materials and Setting
The materials and the setting were the same as those described in
Experiment 1, but with 3 exceptions: First, the participants did not receive any
scale-varied graphs (they only received the same 16 data-varied graphs from
Experiments 1 and 2). Second, the rating options were no longer on a slider with 51
options as they were in Experiment 1 (from 0.0 to 5.0 with 6 descriptive phrases).
Instead, there were now only 6 options (from 0 to 5, but with the same descriptive
phrases as in Experiment 2) and participants simply clicked on a bubble next to one
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of the 6 descriptions to indicate their rating. The third exception was in regard only
to the group who received the additional visual aids. Though the number of degrees
in the angle of inclination was posted above each trend line (as in Experiment 1),
the nomograph was removed, so that only the table with the descriptions for slope
ranges remained (the visual aids can be compared by looking at images in both
Appendix E and the bottom of Appendix D).
Design and Measures
The experimenter conducted an independent samples Feldt test (Hakstian &
Whalen, 1976) to determine an F-ratio and whether the treatment group and control
group had IRA differences that were statistically significant. The primary
IV/treatment was the presence of the new visual aids on the experimental graphs.
The primary dependent variables (DVs) were the participants’ ratings of slope
(coded from 0 to 5) and the IRA of both groups. Thus, to estimate IRA for both
groups, the experimenter calculated Krippendorff’s alpha (Krippendorff, 1970;
Zapf et al., 2016) with the ReCal OIR calculator (Freelon, 2013). Effect sizes were
an estimated Cohen’s d computed with Lenhard and Lenhard’s (2016) calculator,
and p-values were determined with an F distribution calculator (Berman, 2020).
Procedure
Participant recruitment, general instructions, and experimental graphs were
the same as described previously in Experiments 1 and 2. Qualtrics software
randomly assigned them into either the treatment group (n = 31, with visual aids) or
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the control group (n = 28, without visual aids). Both groups received the exact
same 16 data-varied graphs, delivered in a randomized sequence. The main
difference between the groups was the presence vs. absence of the visual aids.
Participants assigned to the treatment group received visual aids embedded into the
data-varied graphs. That is, an angle of inclination for each slope was embedded
next to each trend line, and a simple slope change size guide was embedded in the
same position across the data-varied graphs (as shown in Appendix E).
Unfortunately, the present study discovered 5 participants (2 in the control
group and 3 in the treatment group) that were not responding to the relevant
experimental stimuli. A common problem with research conducted through surveys
is that some participants will fail to respond to the relevant experimental stimuli or
instructions (Huang et al., 2015). In live experiments, experimenters may have
more opportunity to immediately correct for this problem, but with online surveys,
a student participant can receive their course credit quickly without adhering to
instructions before the experimenter has noticed anything wrong. Lack of
appropriate participation in this study was defined as one or more of the following:
(a) long string ratings (e.g., 0’s or 1’s for every graph), (b) lack of overall
progression (either the first half or the last half of the participant’s ratings were not
progressing and had obvious inconsistency with their other ratings), or (c) chaotic
or careless responding (as indicated by a lack of overall progression across all the
graphs and frequent inconsistency with previous ratings or size guides by more
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than 1 SD). Since 5 participants met one or more of these criteria, none of their data
was included with the other 54 participants. It should be noted that perfectly
consistent progression of ratings was not required (for inclusion) as the slope
increased across the graphs. For example, a participant with localized variation
between ratings of progressively increasing slopes, but a general overall
progression in their ratings (e.g., 0, 1, 1, 1, 1, 2, 2, 2, 2, 4, 2, 3, 3, 4, 4, 5) would
still be included in the study.
Results and Discussion
RQ 7 asked if IRA of participants with the new visual aids would be
significantly greater than the IRA of participants without, and if participant IRA
from Experiment 3 differed from expert-participant IRA in Experiment 2. As
expected, the IRA of the group with the new visual aids (α = .956) was very high
and significantly higher than the IRA of the control group (α = .863), F(1, 52) =
3.11, p = .002--with a moderate effect size (d = .49). Moreover, the IRA of the
group with the new visual aids was also significantly better than the expert-group
IRA (α = .872), F(1, 32) = 2.91, p = .03--with a moderate to strong effect size (d
=.79). Unexpectedly, though the expert-group IRA (α = .872) was slightly higher
than the IRA of the control group (α = .863), and with a moderate effect size (d =
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.48), this difference was nowhere near statistically significant, F(1, 30) = 1.07, p =
.52.
These results show that the new visual aids produced excellent IRA among
non-expert participants who used visual analysis to interpret the slope of behavior
change on time-series graphs. Moreover, the IRA of the group with the new visual
aids was significantly greater than those without such visual aids (non-experts and
experts alike), and a moderate effect size indicates a practically significant
difference (beyond merely statistically significant). Additionally, since there wasn’t
a statistically significant difference between expert judgements and participant
judgements in the control group (i.e., the difference was likely due to chance), and
the experimenter’s ratings of the graphs were within a standard deviation of the
experts, then these results suggest that gauging the accuracy of participant ratings
against both the experimenter’s rating (3) and the expert’s average rating (2)
provides the most valid information available for evaluating participant accuracy of
rating the scale-varied graphs (per RQ 3).
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Chapter 6: General Discussion
Mathematical Advances
In an attempt to improve the graphic display of data, Cleveland (1994)
generated equations that could be used to bank data to 45° angles on nonhomogeneous graphs. Neither Cleveland nor any of the peer-reviewed papers that
have since cited his relevant equations, describe the use of such equations for
anything not related to banking--such as the calculation of a full range of geometric
slopes (45° or not) on non-homogeneous graphs. Thus, this is likely the reason
Zaslavsky et al. (2002) did not cite or reference Cleveland’s equations, despite
having showed that even professional mathematicians were confused about the
interpretation and calculation of slope on non-homogeneous graphs. Moreover,
Zaslavsky et al. (2002) outlined the mathematical problem of a lack of
isomorphism between algebraic and geometric slope, and Cleveland’s equations
would have been hard-pressed to mitigate this lack of isomorphism. The present
paper contributes new equations that provide a clear solution to the lack of
isomorphism between the two concepts of slope, and these equations are easier to
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use than Cleveland’s in regard to calculating geometric slopes on non-homogenous
graphs.
Rationale and Outcomes of All Experiments
General Purpose
The main purpose of the experiments described in this paper was to
improve IRA of visual analysis through the development of valid mathematical
(GVQ) standards of graphic display and interpretation. This purpose was adopted
because increased objectivity (and consistency) of the trend-interpretation
component of effect size may later enhance efforts to develop universally accepted
measures of effect size for SCDs that have previously avoided consensus (e.g., see
Manolov & Vannest, 2019). Additionally, past attempts at promoting standard
graphic displays (such as the SCC) to improve visual trend quantification, IRA, and
meta-analyses, have made little headway toward widespread adoption—despite
attempts over the past five decades (BACB, 2011; Lindsley, 1992b; Marston, 1988;
Kinney et al., 2020).
Until now, there was “no direct way to determine visually from data plotted
on equal-interval [graphs] the specific rates at which trends increase or decrease”
(Cooper et al., 2019, p. 150). Thus, it is important to emphasize that the visual aids
in Experiment 3 (the slope change guide and posted angles of inclination) are only
practical and generalizable to various non-standard, custom-made graphs because
of the equations presented in this paper. That is, without these new equations
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(especially Equations 1 and 2) the results of this study could have only applied to
the experimental graphs used in just this study.
The experiments herein focused mainly on slope or trend interpretation for
several reasons. First, there is evidence that slope is one of the most difficult
aspects of graphed data to visually interpret (Cleveland & McGill, 1987; Fisch,
1998; Gibson & Ottenbacher, 1988)--especially when there are extreme values or
high levels of variability in the data (Nelson et al., 2017). Second, within metaanalyses, slope is often ignored by some effect size estimators, rendering the
metanalytic results more questionable (Shadish, 2014). Third, slope may have a
significant impact on decisions made by professionals working with clients or
students. For example, many teachers incorrectly judge student progress based
upon visual analysis of graphed data, and this may be due to insufficient training
(Begeny & Martens, 2006; Graney, 2008; Nelson et al., 2017). However, as shown
by Experiment 2 in the present paper, even experts vary significantly in their
construction and interpretation of graphs with the simplest of data sets, so it is not
clear how much training would be practical and necessary to achieve high levels of
interpretation accuracy. One advantage of having participants who were
undergraduates (in Experiments 1 and 3) was that they were likely to possess a
level of skill in graph interpretation that is fairly similar to novice teachers (Nelson
et al., 2017). Thus, in addition to sufficient training, accurate judgement of graphs
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may depend more upon further development of graphic standards and visual aids
based upon such standards (e.g., those developed in this paper).
Outcomes and Expert Comparison
The first half of Experiment 1 gave successful answers to RQs 1 and 3 and
revealed that GVQ strongly predicted participant ratings (β = .895, R2 = .801).
Initially, the experimenter had planned for only two experiments to answer the first
six research questions (p. 35 above). However, the unexpected failure of the second
half of Experiment 1 evoked the need for a third experiment and a new research
question. Specifically, the second half of Experiment 1 (used to answer RQ 2)
failed to provide evidence that IRA could be improved with the visual aids
developed (shown in the bottom of half of Figure D3). Thus, in response to this
failure, the experimenter designed a third experiment that was shorter and used
simplified visual aids (see Appendix E). Fortunately, Experiment 3 answered RQ 7
by providing evidence that the simplified visual aids were successful at
significantly improving IRA to a very high level of agreement (α = .956, p = .002)
and with a moderate effect size (d = .49) among participants who were not experts
at interpreting time-series graphs of behavioral data.
The main goal of Experiment 2 was to provide expert-made benchmarks for
graphic display construction and interpretation. Thus, the experts’ performances
could be used to answer RQs 3 through 6, and roughly confirm or deny the
legitimacy of the experimental stimuli/graphs developed and used in Experiments 1
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and 3. Overall, the Expert’s average graph construction/ratings were fairly
consistent with the Experimenter’s construction/ratings (and consistent with similar
graphs published in JABA). Thus, the legitimacy of the Experimental
stimuli/graphs used across experiments was confirmed.
Lastly, the answer to RQ 3 revealed a range of GVQ values least likely to
produce rater inaccuracy--perfect for determining candidates from which to select
an appropriate standard GVQ value. It should be emphasized that the experiments
did not reveal a precise standard; rather the experiments only suggested a range
from which a precise standard should be selected. However, within this sentence,
the experimenter proposes a tentative standard GVQ of .067 for all time-series
graphs of percent compliance data plotted across days. The experimenter proposes
.067 because it is easy to work with and calculate, readily conforms with prior
aesthetic suggestions for aspect ratio, is close to the median GVQ in JABA (see
Table 3), is in the middle of the suggested GVQ range (see Table 4), and is in the
middle of the Expert’s range on graph construction (see Table 5; also note that
Expert 4, bolded on the table, had the most experience with interpreting real client
data, and the most number of years certified).
Practical Implications, Limitations and Future Directions
Implications for ABA and Many Other Fields
Since virtually all graphs in the field of behavior analysis are nonhomogeneous, the above mentioned mathematical advances are highly relevant to
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behavior analysis and other fields that heavily rely upon the visual inspection of
non-homogeneous graphs. Moreover, issues remain with obtaining consistent IRA
through visual analysis (e.g., Ninci et al, 2015); thus, any field that relies upon
visual inspection of graphed data (in research or practice) could substantially
benefit if IRA were improved. Given the importance of accurate and consistent
interpretation of data (necessary to improve the lives of real people), the present
experiments add to the concerns that have been noted within the field of behavior
analysis regarding how scale manipulation/distortion can interfere with accurate
and reliable visual analysis of graphed data (e.g., Brossart et al., 2006; Cooper et
al., 2019; Lindsley, 1992a). Similar concerns have also been noted in publications
across many other fields: accounting & finance (Beattie & Jones, 2002; Burgess et
al., 2008), journalism (Kelley, 1993), surgery (Franzblau & Chung, 2012), physical
therapy (Nourbakhsh, & Ottenbacher, 1994), sports medicine (Kinugasa & Cerin,
2004) epidemiology (Devesa et al., 1995), autism and disabilities (Stephenson &
Carter, 2009), special education (Kratochwill et al., 2012), psychology (Dart &
Radley, 2017; Gattis & Holyoak, 1996; Radley et al., 2018), statistics (Cleveland,
1994; Huff, 1954; Tufte, 2001; Wainer, 2010) computer graphics (Fink et al.,
2013), and mathematics education (Friel et al., 2001; Goldenberg & Kliman, 1988;
Zaslavsky et al., 2002).
Attention to a graph’s scale is essential in reading any graph accurately, and
the root to understanding significance in its various senses--statistical or otherwise
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(Goldenberg & Kliman, 1988). Precise attention to graphic scale is exactly what
Equation 1 provides, and this allows for Equation 2 to quickly calculate the
geometric slope of a trend line on nearly any non-standard, non-homogeneous line
graph. As demonstrated in Figure 1, the resulting geometric slope is far easier to
visually interpret than algebraic slope on non-homogeneous graphs, because only
the geometric angle of inclination visually and intuitively corresponds to rate of
change over time--from the fastest possible decrease (-89.9°: nearly straight down)
to the fastest possible increase (+89.9°: nearly straight up)--where 0° shows no
change through time. Again, since nearly all graphs in behavior analysis are nonhomogeneous, the equations above are essential toward consistent visual
interpretation and comparison of graphic-induced slope and variability.
Graphic Guidelines and Computer Software
Given our reliance on computers to automatically construct graphs for us,
the options and defaults that software engineers develop for graphing programs will
continue to have a substantial influence on the construction of any electronic graph.
Therefore, in the future, computer software designers should consider applying the
equations above to automatically find and display the angle of inclination of lines
plotted on electronic graphs with homogenous and non-homogenous coordinate
systems--even as data are added to the graph. Moreover, the angles should be
adjustable by allowing a user to simply change the YVR, XVR, and GVQ values.
Fortunately, the size of a user’s electronic screen (or the pixels on it) will not affect
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the plotted angle or its calculation--provided the algebraic slope of the plotted data
and GVQ remain constant. Lastly, deciding which YVR, XVR, and GVQ values a
graph developer should be guided by (in terms of programming defaults), will
likely vary across fields and specific applications, given future empirical and
scientific investigations.
Obstacles for Dissemination of SCDs and Potential Solutions
Meta-analyses allow a body of research on a particular topic to be
quantitatively reviewed, combined, and compared by transforming the results of
individual studies into the common metric of effect size--allowing scientists to
quantify the strength of particular treatments, and make additional inferences that
were not possible by examining only individual studies (Kazdin, 2011).
Unfortunately, single-subject research (or SCD research) is generally not included
in such widely accepted meta-analytic reviews of scientific literature, because there
is typically no analysis of variance data reported and no commonly accepted metric
of effect size that could be used to quantitively integrate results across studies
(Kazdin, 2011; Lindsley, 1992a; Shadish et al., 2015). Moreover, SCDs rely upon
visual inspection, which has been critiqued as too subjective and inconsistent
(Kazdin, 2011). As discussed by Kazdin (2011) and Shadish et al. (2015),
underrepresentation of single-subject research in meta-analytic reviews may be an
obstacle to its broad acceptance within other scientific communities (medicine,
psychology, education, etc.). Ultimately, without widespread acceptance across
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scientific communities in the helping professions, dissemination of single-subject
research (and resulting technology) is hampered and will thus fail to reach some
individuals that could otherwise benefit from it. Therefore, as Shadish et al. (2015)
have stated, more research is needed that seeks to develop effect size metrics that
will be widely accepted in meta-analytic reviews. Ultimately, regardless of the
meta-analytic method selected, that method stands to benefit if the effect size
measures it uses have better correspondence with visual analysis and consistently
good IRA (.9 or above).
Within and/or below each graph, researchers (and practitioners) could easily
report GVQ values, angles of inclination (above the respective trend lines), and
changes in such angles that could be used in meta-analyses. Additionally,
researchers and practitioners could include a slope change guide that shows how
such angles should be interpreted. Unfortunately, since the equations are new, the
calculation of these values are not currently automated by any graphing program.
However, as noted in Appendix C, hand calculating values on paper (or electronic)
documents, with measurements using physical rulers, is a simple process.
Moreover, with electronic documents, calculating values may be more consistent if
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measurement tools are used that are found in commonly available software (Excel,
Word, Adobe Acrobat Reader DC, WebPlotDigitizer, etc.).
Limitations and Future Directions
Experimental. Though Experiment 3 showed that the new visual aids
could produce a significant increase in IRA, it may be noted that IRA was still
more than “adequate” for the control group. As a guide for the strength of IRA, .8
or greater is “adequate” and .9 or greater is “good” (Hartmann et al., 2004; House
et al., 1981). However, the fact that the experimental graphs were very simple (all
with no trend in the baseline and only 10 hypothetical data points total) should be
considered. That is, future research may show a much larger effect size (and much
smaller IRA in the control group) when experimental graphs are not so simple.
Moreover, there is evidence to suggest that when baselines are not flat, raters
struggle the most to interpret the graph accurately and consistently. For example,
raters tend to identify positive trends more accurately than negative trends (Christ
et al., 2014; Nelson et al., 2017), and even a slight and undetected trend in baseline
can obscure evaluation of subsequent phases (Kazdin, 2011).
In the present experiments, all the graphs were simple A-B designs with
hypothetical data for the same reason that past researchers have given when
studying visual analysis of graphs: A-B is a fundamental component of more
complex SCDs/graphs, and if consistency between raters cannot be obtained for a
simple A-B design (with the greatest amount of experimental control over
88

hypothetical data), then attempts to improve consistency with more complex
designs and real data are pre-mature (e.g., Kazdin, 2011; Reza et al., 1994).
Moreover, practitioners (e.g., teachers, therapists, or behavior analysts) may more
often encounter A-B graphs in applied settings, given that experimental rigor is less
emphasized outside of academic research. Therefore, now that IRA has been shown
to improve at the initial stage of the present research, future research should
advance to begin assessing IRA with increasingly complex SCDs and graphs.
All Graphing Guidelines. Graph construction has many considerations that
are beyond the scope of this paper, e.g., selecting the most appropriate line-to-bestfit. This paper only targets a new quantitative way to discuss and study variability
in shapes, slope, data, and angles plotted on all types of graphs and coordinate
systems, after a method for drawing a line-to-best-fit is decided. Additionally,
deciding how much of the axes scales to include in a practical application is also
mostly beyond the scope of this paper, but the decision should ultimately be
concerned with comparison to numerical values that represent reasonable upper and
lower limits. For example, if the dependent variable will likely never exceed 15
units for any relevant comparison case, and there is no reason for collecting more
than 4 data points through time along the x-axis, then the graph in Figure A3 would
be a better display choice than Figure A5. However, if a variable such as
compliance is likely to reach close to 100% at some point, then the graphs created
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by the first 5 experts (see Table 5) is likely a better display choice then the graph
created by Expert 6.
Certainly, Figure 1 and the progression of Figures in Appendices A and B,
show that changes in YVR, XVR, and GVQ alter graphed linear and non-linear
functions alike by visually expanding or contracting them as if they were drawn on
a rubber sheet (as Goldberg and Kliman, 1988, describe). However, a limitation of
this paper is that only one example is shown of how the equations herein could be
used to analyze non-linear trends (Appendix B), and no guidelines are offered here
on how to best implement such techniques beyond using Stone and Ellis’s (2008)
methods (i.e., maximizing R2 values for portions of curves that can be estimated
with linear equations). Moreover, since past research has called for more effect size
estimates that consider nonlinear trends (e.g., Shadish, 2014), future research
should more systematically consider how interpretations of other functions would
be affected by changes in graphic scale.
Meta-analyses. Applying the new equations herein toward a measure of
effect size for meta-analysis has considerable limitations. As noted in previous
research (e.g., Moeyaert et al.,2014; Van den Noortgate & Onghena, 2008), the
studies included in the meta-analysis need to be fairly homogeneous. That is,
certain aspects of studies (such as the type of dependent variable measured or the
precision with which it is measured), need to have a high degree of consistency
from study to study so that effect sizes are usefully comparable. Perhaps future
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research studies could follow updated guidelines designed to reasonably improve
homogeneity (while preserving the integrity of the methods), and thus increase the
number of studies that can be appropriately included in meta-analyses across
various bodies of research.
Conclusion
The main objective of this paper is three-fold: (a) to introduce new
mathematic equations that clarify the quantification of slope and variability
inherent in non-standard and non-homogeneous graphs, (b) to demonstrate a way of
determining a valid mathematically-based standard GVQ for constructing and
interpreting various graphs, and (c) to ultimately improve IRA of visual analysis.
This is important for behavior analysis because ABA is reliant upon visual analysis
of graphed data, and the vast majority of graphs submitted for visual inspection are
non-standard and non-homogeneous. Though graphs from the Experimental
Analysis of Behavior (EAB) were not analyzed in this paper, there is no reason to
assume they are much different.
A secondary purpose of this paper is to propose that improving IRA may
lead to enhanced effect size metrics that are used to integrate and quantitatively
review the findings of multiple studies within a given body of research (e.g., via
meta-analyses). Moreover, better IRA and effect size metrics could lead to more
widespread acceptance of SCDS across professions, and thus enhanced
dissemination of valuable scientific knowledge that SCDs regularly discover.
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Ultimately, this paper argues that regardless of which meta-analytic method(s) is
used, that method stands to benefit if the effect size measures it employs have
better correspondence with visual analysis and IRA.
Hopefully, the experiments and equations introduced in this paper will
inspire new research on guidelines for visual analysis and graphic display. Future
guidelines can be developed by using some of the methods demonstrated in this
paper, and they can go well beyond simple A-B, percent-compliance graphs made
from hypothetical data. Once such guidelines are developed (and summarized in a
table by research area, etc.), additional work toward improving meta-analyses can
proceed by building upon the work of previous research efforts to establish an
accepted measure of effect size (e.g., Parker et al., 2011; Pustejovskey et al., 2019;
Shadish et al., 2015).
Lastly, empirical investigations evaluating optimal variability ratios, GVQ
values, and geometric slopes, could help fortify and refine graph construction
guidelines, within or outside of graphing software, and across any field that relies
upon visual inspection of graphs to communicate information about data. Once
recommendation guidelines are developed per common area within a field of study,
then providing graph developers, publishers, and readers with information about
each graph’s YVR, XVR, GVQ, and geometric slope values may facilitate highly
accurate and consistent visual inspection of graphed data.
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APPENDICES

Appendix A
All the figures in Appendix A show a progression of graphs that all have the
same aspect ratio (1/2), the same plotted set of data values, and the same trend line
equation (all generated by Microsoft Excel); however, as the GVQ value increases
with each graph (shown in the bottom left hand corner), each graph progressively
appears more and more variable with increasingly steeper slope angles (though
algebraically, the slopes are all the same, 1.1). A comparison of Figures A1-A3
progressively shows how the GVQ can be increased or decreased merely by
increasing or decreasing the YVR (i.e., by simply altering the scale on the y-axis).
A comparison of Figure A4 with Figure A3 shows how the GVQ can be increased
or decreased by inversely decreasing or increasing the XVR (i.e., by simply altering
the scale on the x-axis). Moreover, it is possible to change the aspect ratio without
affecting how the variability of the data appear to a viewer. For example, in Figure
A5, one can simply cover the right half of the graph with a scrap of paper, so that
the x-axis ends at 15, and see that even though the aspect ratio is now 1/1, the
YVR, XVR, and GVQ will remain unaffected. Additionally, one can cover the top
of the graph, so that the y-axis ends at 20, and now the aspect ratio is 1/5, but the
YVR, XVR, or GVQ again remains unaffected. Therefore, guidelines for particular
aspect ratios (e.g., Cooper et al., 2019; Radley et al., 2019) are likely only useful
for aesthetic preferences. Thus, if a graph is constructed with an aspect ratio that is
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outside of the latest guidelines, then contrary Kubina et al. (2017), that does not
automatically imply there was an error in the graph’s construction.
Figure A5 is also directly comparable to Figure A3 because both figures have
the same GVQ value, even though both their YVR and XVR values are different.
Since they have the same GVQ value, their trend line angles are the same, but the
up-down fluctuation of the data points around the trend appear magnified in Figure
A3 (and above center) since the variability ratios are greater than in Figure A5 (and
the scale values are centered differently along the y-axis). In Figure A5, it appears
as though one is looking at the same graph as Figure A3, but from a much greater
physical height or distance (i.e., allowing viewers to see a “bigger picture” of the
space surrounding the data within the graph).
Figures A1 and A2 show a variety of lines (from five data sets) that are plotted
on homogeneous scales. They have the same GVQ values, but different YVR and
XVR ratios. Then, Figures A3 - A5 show a range of lines from the same 5 data sets
in the previous figures, but on non-homogeneous scales.
Figures A1-A5 were all generated in Microsoft Excel (2019) by putting days (1,
2, 3, and 4) in a column, then the data values (10, 12, 11, 14) in the adjacent
column to the right. After highlighting the columns, a base graph can be generated
by clicking on the “recommended charts” option on the tools ribbon and selecting
the “scatter chart” option. By right clicking on the data path, one can select from
the menu to add a trend line. There are several types of trend lines to select from,
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but if one clicks the boxes for “Display Equation on Chart” or “Display R-squared
value on chart,” then they can see which line or curve (and equation) appears to
best fit the data set. One way to electronically measure the lengths of the axes in
Excel, is to simply draw a transparent rectangle shape on top of the grid, then right
click on it to find the “size and properties” option. There the absolute length (in
inches or centimeters depending upon the computer settings) can be determined.
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Figure A1. The left-hand corner of the graph displays the GVQ information, including how
the YVR and XVR were derived. The smaller the GVQ value, the more apparent variability
is reduced as θ = 0.5°. Since the GVQ is so small, it should be expected that the plotted data
set (10; 12; 11; 14) appears to have almost no variability in terms of angle of trend line or
fluctuation of data points around the dotted trend line (Note: the trend line, generated by
Microsoft Excel [2019], is not visible behind the data path connecting the dots).
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Figure A2. The left-hand corner of the graph displays the GVQ information, including how
the YVR and XVR were derived. The YVR was increased by a factor of 10 (the XVR was
held constant from Figure 1), resulting in a GVQ value 10 times as large as that in Figure
A1; thus, the apparent variability has increased as θ = 5.2°. Compared to the other figures in
Appendix A, with the same plotted data set (10; 12; 11; 14) on a graph with the same aspect
ratio (1/2), the figure above now appears to have some variability in terms of angle of trend
line and fluctuation of data points around the trend line--even though the equation of the
dotted trend line and its algebraic slope (1.1) has not changed.
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Figure A3. The left-hand corner of the graph displays the GVQ information, including how
the YVR and XVR were derived. The YVR was again increased from Figure A2 (the XVR
was held constant), resulting in a GVQ value over 31 times as large as that in Figure A1, and
over 3 times as large as that in Figure A2; thus, the apparent variability has again increased
as θ = 15.4°. Compared to the other figures in Appendix A, with the same plotted data set
(10; 12; 11; 14) on a graph with same aspect ratio (1/2), the figure above appears to have
clinically significant variability in terms of angle of trend line or fluctuation of data points
around the trend line--even though the equation of the dotted trend line and its algebraic
slope (1.1) has not changed.
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Figure A4. The left-hand corner of the graph displays the GVQ information, including how
the YVR and XVR were derived. However, in comparison to Figures A1-A3, now only the
XVR has been decreased by a factor of 6 (the YVR has been held the same as in Figure A3).
The GVQ value is over 187 times as large as that in Figure A1, over 18 times as large as that
in Figure A2, and 6 times as large as that in Figure A3; thus, the apparent variability has
greatly increased as θ = 58.8°. Compared to the other figures in Appendix A, with the same
plotted data set (10; 12; 11; 14) on a graph with same aspect ratio (1/2), the figure above
appears to have very high amounts of variability--even though the equation of the dotted
trend line and its algebraic slope (1.1) has not changed.
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Dependent variable
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Figure A5. The left-hand corner of the graph displays the GVQ information, including how
the YVR and XVR were derived. However, compared to Figure A4, the YVR has decreased
by a factor of 4 (though the XVR has been held constant), bringing the GVQ to a value of
.25, exactly the same as in Figure A3—even though both the YVR and XVR values are
different between Figure A5 and Figure A3. Since the YVR and XVR values are greater in
Figure A3 (respectively, 6 mm and 24 mm, per scale unit), the data on Figure A3 appear
magnified compared to the data above—which appear as though they are viewed from a
distance that is considerably further away. Perceived differences in the amount of fluctuation
around the trend line between Figures A3 and A5 may be attributed solely to the magnified
appearance of Figure A3. However, since the GVQs are the same between figures, the
variability appears the same in terms of the angle of the trend lines (i.e., θ = 15.4° for both
Figures A3 and A5).
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Appendix B
30

YVR = 90mm/30
XVR = 170mm/110
GVQ = 1.29
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R² = 0.6818
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MEDIAN # OF DAYS OF EXPERIENCE ON JOB
Figure B1.The best-fit “line” (or Excel’s “power trend line”) for this data set was not
actually a line. Rather, the best-fit curve is described by equation y = 26.187x-0.66 and
represented by the dashed curve through the data set. The upper right hand corner reveals
the mathematic terms that show the graph’s inherent variability. Below the GVQ value
(1.29), are the estimated linear trend and estimated theta (-40°) of the power trend line from
days 5 through 10. The estimated line between x-axis value 5 and 10 was drawn using the
power trend line equation above to add a new data series in Excel for all those values on the
curve, then generate a linear trend line through the added data series (where the linear
equation is y = -0.6538x + 12.043, R2 = .9721). Tutorials for using similar methods for fitting
portions of curves with linear equations are available online (e.g., Stone & Ellis, 2008). To
avoid obscuring the power trend line, the linear trend line on top of it is not shown.
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Figure B2. Figures B1 and B2 have the same aspect ratio, data set, power trend line equation,
and linear equation for the line estimating the power trend line from days 5 through 10.
However, given that Figure B2 above has a much great GVQ value (7.94) than Figure B1
(1.29), the steepness of the slopes are visibly exaggerated compared to Figure B1, e.g., the
initial geometric slope from x-axis values 5 to10 is -79° (but only -40°in Figure B1). As with
Figure B1, the best-fit “line” (or Excel’s “power trend line”) for this data set was not actually
a line. Rather, the best-fit curve is also described by equation y = 26.187x-0.66 and represented
by the dashed curve through the middle of the data set. The upper right hand corner of the
graph reveals the mathematic terms that show the graph’s inherent variability. Below the
GVQ value are the estimated linear trend and theta of the power trend line from only days 5
through 10. The estimated linear trend may be calculated as described in the caption for
Figure B1.
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Appendix C
Accurate measures of θ depend upon accurate measures of axes lengths (or
mm per scale unit); thus, due to slight variation in measurement and/or
instrumentation, θ may vary by about a degree when a log-spaced axis is involved.
The semi-log graph sampled for the example under Equation 4 was chosen for its
known adherence to precise standards, but larger measurement errors are to be
expected when using plastic rulers on paper based graphs. E.g., using one ruler
repeatedly on the SCC led to the measure shown by the example under Equation 4
(33.39°), and using a different ruler repeatedly on the same graph in the same way
resulted in an angle of 34.64°. With linear scales, such variation should lead to much
smaller margins of error (since the GVQs on linear scales are generally far smaller
than those with a log scale on the y-axis).
Fortunately, standard measures in software should provide a sufficiently
precise and reliable measurement. E.g., in Figure 1, the initial measures of the axes
were made with a ruler held against a computer screen, 88mm by 88mm from the
origin. Later, the axes were resized in Excel to exactly 70.0 mm using Excel’s
measurement tools. There are other software programs that may offer precision that
is as good or better (e.g., Adobe Acrobat Reader DC or WebPlotDigitizer). However,
even if the lengths measured via Excel tools are off by a few 10ths of a decimal, it
will not greatly affect the GVQ or the resulting angles of inclination. For example,
70.3 mm on y-axis and 69.7 mm on the x-axis of the bottom right graph in Figure 1
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(where the slopes are most exaggerated) would result in a visually imperceptible 0.2°
angle increase in all 5 of the lines. Note: When the electronic document that is this
manuscript is printed on various printers or opened on various computer screens,
though precise lengths in all the figures will again change, the algebraic slope and
GVQ should remain unaffected—thus, the trend line angles of inclination will remain
unaffected across all electronic screens or printings.
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Appendix D
Figure D1. The scale-varied
graph at the top has the
greatest geometric slope (53°).
The data-varied graph at the
bottom is matched to the top
by slope and data positioning,
but since the scale is the same
as the root graph, the algebraic
slope had to be adjusted in the
treatment phase by varying the
data. The graphs shown here
were essentially the same as
those presented to participants
in Qualtrics, with only minor
differences (shown one-at-atime, larger, etc.).
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Figure D2. The scale-varied
graph at the top has the
smallest geometric slope (0°).
The data-varied graph at the
bottom is matched to the top
by slope and data positioning,
but since the scale is the same
as the root graph, the algebraic
slope had to be adjusted in the
treatment phase by varying the
data. The graphs shown here
were essentially the same as
those presented to participants
in Qualtrics, with only minor
differences (shown one-at-atime, larger, etc.).
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Figure D3. The root graph at
the top has a medium
geometric slope (15°). The root
graph at the bottom is matched
to the top but is adorned with
extra visual aids (nomograph
with slope change size guide,
and angles of inclination of
trend lines in both phases). The
graphs shown here were
essentially the same as those
presented to participants in
Qualtrics, with only minor
differences (shown one-at-atime, larger, etc.).
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Appendix E

Above is the root graph from Experiment 3. The only differences between the above graph
and the root graph shown in Experiment 1 (see Figure D3 in Appendix D) are that the new
visual aids and rating system have been simplified for the graph above.
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