Abstract-In the present paper we propose a new framework for the construction of meaningful dictionaries for sparse rep resentation of signals. The dictionary approach to coding and compression proves very attractive since decomposing a signal over a redundant set of basis functions allows a parsimonious representation of information. This interest is witnessed by numerous research efforts that have been done in the last years to del'elop efficient algorithm for the decomposition of signals over redundant sets of functions. However, the effectiveness of such methods strongly depends on the dictionary and on its structure.
I. INTRODUCTION
In order to compress a signal , it is desirable to represent in formation using as few terms as possible, satisfying constraints of reconstruction quality or bandwidth or hardware limitations.
To succeed in this task, a flexible, parsimonious representation of the information has to be found. Projecting a signal on a suitable, overcomplete, set of functions can provide a sparse representation of the signal. The information can therefore be represented with few, salient components.
The Matching Pursuit (MP) algorithm [1] represents an interesting method to decompose a signal over a redundant dictionary. It implements a greedy procedure that iteratively projects a signal over a set of basis functions called atoms, and, at each step, finds the waveform that best matches the signal. The approximation power of such a technique largely depends on the choice of the employed set of atoms.
Dictionary design is a challenging research topic. One would like to be able to build dictionaries with limited complexity, preserving at the same time good approximation power and representation flexibility. Several works in the last years addressed this topic especially in the field of MP video coding [2] , [31, [4J, searching a tradeoff between coding efficiency and encoding complexity. The paper is structured as follows: in Section IT, the signal model adopted is introduced, and the learning algorithm is described, together with the method used for the construction of the tree. Section III presents the employed coding strategies and Section IV shows the experimental results. Finally, in Sec tion V conclusions are drawn and possible future developments are depicted.
.
II. BUILDING THE DICTIONARY
The construction of the structured dictionary is performed in three main steps. Firstly, we define a linear, overcomplete model for the approximation of signals. Then we learn from a training dataset a redundant codebook that is able to accurately represent signals in a parsimonious way. Finally, we organize the learnt dictionary into a hierarchical tree structure, in order to effectively manage the set of learnt basis functions.
A. Signal Model
If we assume that a signal s(i') can be represented as a linear superposition of functions g,,(i') belonging to an translations tx and ty over the 2�D plane and rotation 8. The wavefonn 9 is a comb ination of a Gaussian with the second derivative of a Gaussian and has been chosen since it has been sh own to be able to efficiently represent edges [7J. An example of Anisotropic Refinement atom is shown in Fig. I (a) .
B. Learning the Dictionary
The parameters that identify the geometric transformations of the basis waveforms are learnt from a set of natural images, using a method inspired by (5) . The learning is performed by minimizing the objective function
;=0 i=O willi respect to the coefficients C; an d the geometric parame ters of the atoms SXI' Sy;, tx; ty; and 8;, with i = 0, ... ,N-l and N number of at oms used for the representation. The pa rameters ..\1 and >'2 are weights that dete rmine the contribution to E of the second and third term respectively. The first part of the functional E in dicates the square error between the original image and the reconstructed one. The second term encourages the sparsity of the representation, attributing a high cost to coefficients having large values. In this case we set Sex ) = 10g(1 +x 2 ). Finally, the third part of the functional is a penalty term that takes into account the considered application.
It is interesting to remark that this term can be composed of an arbitrary number of functiona!s that can incorporate conditions on any aspect of the desired dictionary. In the present case, we pose
The first part of the expression encourages, for each atom, the scale 8x; to be smaller then Sy,. This term attempts to reduce the i ntr oducti on of pathological atoms that do not have the desired characteristics of band-pass, edge-detector functions (see Fig. l Once one has fixed the number N of atoms to be learnt from a training image, the functional E has to be minimized in a space of dimension 6 x N, since each atom has 6 free parameters Ci, tx" typ e;, Sx" 8y;-The objective function is optimized using a Sequential Quadratic Programming (SQP) algorithm [8}.
C. Dictional)' Structuring
The interest of drawing a structure in the learnt dict ionary comes from the fact that such an organization is required, in order to handle in a fast, efficient way the collected i nformati on. Another aspect comes from the fact that a well designed structure can reveal the intrinsic properties of a dicti onary.
The learnt dictionary V is stored in a hierarchical way in a tree. A node holds a subspace of D as orthogonal as possible to its siblings. Each node Ni,j at level i and position j has 111 children and is characterized by the list Li,j of indices of atoms c on tained in the subtree spanned by Ni,j' A centroid c; , j is assigned to the n od e Ni,j that represents the functions of the dictionary present in the corresponding subtree. The centroid belongs to the span of the atoms it represents and has the following property:
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In Eq. (4) the function d(x,y) is a measure of the distan ce between two atoms, taking values between 0 and 1. Here we
Using the measure distance, it is naturally possible to compute the mean distance Dl,m between a centroid and the atoms it represents:
where n/,m is the cardinality of L/,m' The tree is built by making use of recursive calls to a k-means clustering algorithm that divides a group of atoms into a set of M clusters. The quality of a clustering, Q/,m, is defined as the mean of all the distance between the centroids and the associated atoms:
The computation is over when the decrease of Ql, m is smaller than a threshold E = 1O� 6 .
The tree organization of the dictionary allows the design of a fast, efficient and flexible algorithm to built sparse representations of images from tree-structured dictionaries. [6] .
The real coefficients obtained from the dictionary expansion are quantized using an exponential a posteriori method [9] .
The quantized coefficients, the positions and the indexes of the atoms are then coded with an adaptive arithmetic coder.
The learning procedure allows to drastically reduce the cardinality of the dictionary, thus reducing the number of bits needed to index the atoms and speeding up the coding and decoding processes. At the same time, since the algorithm learns the most representative image features, it is possible to code visual information with considerable quality. 
IV. EXPERIMENTAL RESULTS
The proposed approach has been applied to the compression of images representing human faces. The learning process is accomplished using images taken from the AT&T database of faces [10] . An example of database image is shown in Fig. 2(a) . The pictures have been resized to 80 x 96 pixels and they have been filtered using a "sphering" function, in order to speed up the learning process. The filter that we use here is the same employed by Olshausen and Field [5] , it has a frequency response
where fo is the cut off frequency of 200 cycles/picture.
Since natural images generally exhibit a power spectrum that goes like 1/ p, there are great inequities in variance along the different directions of the image space. Thus, variance equalization can be accomplished using a circular symmetric filter with a frequency response that behave like f. Such a filter, however, will increase the high frequencies, that are typically corrupted by noise and artifacts due to the square sampling scheme used to digitalize images. Thus, we attenuate the highest frequencies using a circular exponential low-pass filter that goes like e�(f / /0)4. An example of a training image preprocessed with the filter H(J) is shown in Fig. 2(b) .
Since in the present work we are dealing with human faces images, the zones of the eyes, of the nose and of the mouth are considered the most relevant areas. Exploiting this a priori knowledge about the considered class of images, the masking function of Eq. (3) is straightforwardly defined. An example of the function Mask(x, y) for the training image of Fig. 2(a) is shown in Fig. 2(c) .
The parameter a in Eq. (3) is set equal to 3, while in Eq. (2) the parameter A1 is imposed to be equal to 0.14aj, where aj is the standard deviation of the considered image, and A2 is set to the same value of AI. Experiments using different combinations of the weights AI, ). of N is based on heuristic and basically takes into account the computational complexity of the minimization algorithm (the functional E is minimized in a space of dimension 6 x N) and the number of image features one wants to extract. The resulting set of functions has been organized in a quaternary tree (M = 4), on which the Tree-Based Pursuit algorithm is based.
In Fig. 3 , a set of results obtained with 80 x 96 images is shown, together with the corresponding PSNR values ex pressed in dB. The images are coded at a rate of 0.3 bpp using the standard JPEG2000 algorithm [11] , [12] (b, e, h, k) and the proposed Tree-Based Pursuit scheme (c, f, i, I), The settings used for the JPEG2000 encoder are the standard one, with 5 decomposition levels for the Discrete Wavelet Transform.
The first image (Fig. 3 (a» was present in the trammg dataset. while the second one (Fig. 3 (d», that is a different pic ture of the same subject, and the last two images (Fig. 3(g, j»   belong to the database of faces but were not considered for the learning. Our method clearly outperfonns JPEG2000 both in terms ' of PSNR and visual quality. As expected, the Tree Based Pursuit scheme performs better when coding an image that belongs to the training set (3.15 dB of gain with respect to JPEG2000). Similar perfonnances (+2.98 dB) are achieved on the second image, while in the last two examples the gain is of 2.25 dB and 2.33 dB.
V. CONCLUSIONS
In this work, we faced the problem of coding images at very low bit rates using sparse decomposition over redundant sets of atoms. A new framework for the construction of meaningful dictionaries has been introduced, that allow to employ efficient and effective image compression techniques.
Firstly. a codebook of basis wavefonns is learnt from a set of images by minimizing a cost function, imposing sparsity and good representation properties. The learnt atoms have been grouped into clusters in order to organize them in a hierarchical tree structure. Such a structure has allowed the design of a fast greedy Tree-Based Pursuit algorithm for the compression of images. The proposed scheme demonstrated to achieve good performances, that can however be improved introducing a coding strategy for the atoms, that would take into account the peculiar tree-structure of the dictionary.
