Abstract To prepare and model data successfully, the data miner needs to be aware of the properties of the data manifold. In this paper, the outline of a tool for automatically generating data survey reports for this purpose is described. The report combines linguistic descriptions (rules) and statistical measures with visualizations. Together these provide both quantitative and qualitative information and help the user to form a mental model of the data. The main focus is on describing the cluster structure and the contents of the clusters. The data is clustered using a novel algorithm based on the Self-Organizing Map. The rules describing the clusters are selected using a significance measure based on the confidence on their characterizing and discriminating properties.
Introduction
The purpose of data mining is to find knowledge from databases where the dimensionality, complexity, or amount of data is prohibitively large for manual analysis. This is an interactive process which requires that the intuition and background knowledge of application experts are coupled with the computational efficiency of modern computer technology.
The CRoss-Industry Standard Process for Data Mining (CRISP-DM) [4] divides the data mining process to several phases. One of the first phases is data understanding, which is concerned with understanding the origin, nature and reliability of the data, as well as becoming familiar with the contents of the data through data exploration. Understanding the data is essential in the whole knowledge discovery process [17] . Proper data preparation, selection of modeling tools and evaluation processes is only possible if the miner has a good overall idea, a mental model, of the data.
The data exploration is usually done by interactively applying a set of data exploration tools and algorithms to get an overview of the properties of the data manifold. However, understanding a single data set -a specific collection of variables and samples -is often not enough. Because of the iterative nature of the knowledge discovery process, several different data sets and preprocessing strategies need to be considered and explored. The task of data understanding is engaged repeatedly. Therefore, the tools used for data understanding should be as automated as possible.
Automated analysis of table-format data
This paper presents a selection of techniques and associated presentation templates to automate part of the data understanding process. The driving goal of the work has been to construct a framework where an overview and initial analysis of the data can be executed automatically, without user intervention. The motivation for the work has come from a number of data mining projects, in process industry for example [1] , where we have repeatedly encountered the data understanding task when both new data sets and alternate preprocessing strategies have been considered.
While statistical and numerical program packages provide a multitude of techniques that are similar to those presented here, the novelty of our approach is to combine the techniques and associated visualizations into a coherent whole. In addition, using such program packages requires considerable time and expertise. An automated approach used in this paper has a number of desirable properties: the analysis is easy to execute again (and again and ...), the required level of technical know-how of the data miner is reduced when compared to fully interactive data exploration, and the resulting report acts as documentation that can be referred to later.
Of course, an automatically performed analysis can never replace the flexibility and power inherent in an interactive approach. Instead, we consider the report generation system described here to provide an advantageous starting point for such interactive analysis, see Figure 1 .
The nature of the report generation system imposes some requirements for the applied methods. The algorithms should be computationally light, robust, and require no user-defined parameters. They should also be generic enough so that their results are of interest in most cases. Naturally, what is interesting depends on the problem and the data domain. In the implemented system, the domain has been restricted to unsupervised analysis of numerical table-format data, see Figure 2 . In Variables Data samples
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. Table- format data can be investigated both in terms of samples and in terms of variables. Samples are analyzed to find clusters or groups of similar items (Section 2). Variables are analyzed to find groups of related items (Section 3).
contrast, supervised estimation of one or more output variables, analysis of purely categorical variables, and analysis of data sequences or time-series are not considered.
However, simply applying the analysis algorithms to the data is not enough: the knowledge must be transferred to the data miner. This is accomplished through a data survey report. The report consists of a short overview for a quick look at the major properties of the data, followed by a more detailed description of each variable and cluster. The elements of the report are visualizations and numerical or linguistic descriptions organized into summary tables and lists. Visualizations are a very important part of the report since they allow the display of large amounts of detailed information in a coherent manner, and give the data miner a chance to validate the quantitative descriptions with respect to the actual data [21] .
Related work
In [17] , Pyle introduces the concept of data survey for getting a feel of the data manifold. The emphasis is on variable dependency analysis using entropy and related measures, and on identifying problems in the data. Unfortunately, only rather general guidelines are given, and cluster analysis is handled very briefly.
Cluster analysis, and especially characterization of the contents of the clusters is one of the key issues in this paper. The clusters can be characterized by listing the variable values typical for each cluster using, for example, characterizing rules [8] . Another approach is to rank the variables in the order of significance [13, 18, 20] . In this paper, both approaches are used.
In [16] , a report generation system KEFIR is described. It automatically analyses data in large relational databases, and produces a report on the key findings. The difference to our work is that KEFIR compares a data set and a priori given normative values, and tries to find and explain deviations between them, and thus requires considerable setting up. The system described in this paper, on the other hand, is applied when the data miner starts with a single unfamiliar data set.
In this sense, the recent work by Bay and Pazzani [2] is much closer to certain parts of this work. They examine the problem of mining contrast sets, where the fundamental problem is to find out how two groups differ from each other, and propose an efficient search algorithm to find conjunctive sets of variables and values which are meaningfully different in the two groups. The difference to our work is that they are concerned with categorical variables, and want to find all relevant differences between two arbitrary groups, for example between males and females. In this work, the data is numerical, and the two groups are always two clusters, or a cluster and the rest of the data. This simplifies the task considerably since the items in the clusters are always internally similar.
In the implemented system, metric clustering techniques are used, so the input data needs to be numerical vector-data (which may have missing values). Another possibility would be to use conceptual clustering techniques [15] , which inherently focus on descriptions of the clusters. However, conceptual clustering techniques are rather slow, while recent advances have made metric clustering techniques applicable to very large data sets [7] .
Organization and example data set
The paper is organized as follows. In Section 1, the methodology and basic motivation for the implemented system has been described. In Sections 2 and 3, the analysis methods for samples and variables, respectively, are described. In Section 4, the overall structure of the data survey report is explained. The work is summarized in Section 5.
Throughout the paper, a simple real-world data set is used to illustrate the elements of the report. It describes the operation of a single computer workstation in a networking environment. The workstation was used for daily activities of a research scientist ranging from computationally intensive (data analysis) tasks to editing of programs and publications. The number of variables recorded was 9. Four of the variables reflect the volumes of network traffic and five of them the CPU usage in relative measures. The variables for measuring the network traffic were blks (read blocks per second), wblks (written blocks per second), ipkts (the number of input packets) and opkts (the number of output packets). Correspondingly, the central processing unit activities were measured with variables usr (time spent in user processes), sys (time spent in system processes), intr (time spent handling interrupts), wio (CPU was idle while waiting for I/O), idle (CPU was idle and not waiting for anything). In all, 1908 data vectors were collected.
Sample analysis
The relevant questions in terms of samples are: Are there natural groups, i.e. clusters, in the data, and what are their properties?
Projection
A qualitative idea of the cluster structure in the data is acquired by visualizing the data using vector projection methods. Projection algorithms try to preserve distances or neighborhoods of the samples, and thus encode similarity information in the projection coordinates. There are many different kinds of projection algorithms, see for example [12] , but in the proposed system, a linear projection to the plane spanned by two principal eigenvectors is used. This is because of computational efficiency, and to be able to project new data points (e.g. cluster centers) easily. It also allows the use of a scree plot for easily understandable validation of the projection, see Figure 3a .
Like spatial coordinates, colors can also be used to encode similarity information [27, 25, 10] . Instead of similar positions, data samples close to each other get similar colors. While the resulting similarity encoding is not as accurate as the one produced by spatial projection, it is useful for linking multiple visualizations together, or when the position information is needed for other purposes. In the implemented system, the colors are assigned from the hues on a color circle by a simple projection of cluster centroids onto the circle. These colors are used consistently in various visualizations throughout the report to indicate which cluster the sample belongs to.
Clustering
Clustering algorithms, see for example [6] , provide a more quantitative analysis of the natural groups that exist in the data. In real data, however, clusters are rarely compact, well-separated groups of objects -the conceptual idea that is often used to motivate clustering algorithms. Apart from noise and outliers, clustering may depend on the level of detail being observed. Therefore, instead of providing a single partitioning of the data, the implemented system constructs a cluster hierarchy. This may represent the inherent structure of the data set better than a single direct partitioning. Equally important from data understanding point of view is that the hierarchy also allows the data to be investigated at several levels of granularity.
In the implemented system, the Self-Organizing Map (SOM) is used for clustering [11, 26] . First, the data is quantized using a SOM with a few hundred map units. After this the map units are clustered. This is done based on the U-matrix [23] technique which is, in effect, a measure of the local probability density of the data in each map unit. Thus, the local minima of the U-matrix -map units for which the distance matrix value is lower than that of any of their neighbors -can be used to identify cluster centers, as done in [24] . We use an enhanced version based on region-growing:
1. The local minima in the distance matrix are found. 2. Each local minima is set to be one cluster: C i m i . All other map units m j are left unassigned. This procedure provides a partitioning of the map into a set of c base clusters, where c is the number of local minima on the distance matrix. Overall, this 2-phase strategy reduces the computational complexity of the clustering considerably because only a few hundred objects need to be clustered instead of all the original data samples [26] . In addition, the SOM is useful as a convenient projection of the data cloud, see Section 3.
Starting from the base clusters, some agglomerative clustering algorithm is used to construct the initial cluster hierarchy. Agglomerative clustering algorithms start from some initial set of c clusters and successively join the two clusters closest to each other (in terms of some distance measure), until there is only one cluster left. This produces a binary tree with 2c 1 distinct clusters. Since the binary structure does not necessarily reflect the properties of the data set, a number of the clusters in the initial hierarchy will be superfluous and need to be pruned out. This can be done by hand using some kind of interactive tool [3] , or in an automated fashion using some cluster validity index. In the implemented system, the following procedure is applied:
1. Start from root cluster. 2. For the cluster under investigation, generate different kinds of sub-cluster sets by replacing each cluster in the sub-cluster set by its own sub-clusters. 3. Each sub-cluster set defines a partitioning of the data in the investigated cluster.
Investigate each partitioning using Davies-Bouldin index:
where n is the number of clusters in the sub-cluster set, ∆ i is internal dispersion of sub-cluster i and d´i jµ is the distance between sub-clusters i and j [5] . The index gets low values for well-separated and compact clusters. 4. Select the sub-cluster set with minimum value for I DB , and prune the corresponding intermediate clusters. 5 . Select an uninvestigated and unpruned cluster, and continue from step 2.
In Figure 3b , the clusters and cluster hierarchy are presented using dendrograms which are linked with the projection results using projection coordinates. In the actual report, colors are used to provide a much more efficient linking.
Cluster characterization
Descriptive statistics -for example means, standard deviations and histograms of individual variables -can be used to list the values typical for each cluster. Not all variables are equally interesting or important, however. Interestingness can be This gives an idea of the inherent dimensionality of the data set, and the reliability of the 2-dimensional projection. In this case, the projection covers 83% of the total variance. In (b), the cluster hierarchy is visualized using a dendrogram. The figure on the right links the dendrogram to the projection visualization by showing the dendrogram starting from the 2-dimensional projection coordinates. In the actual report, the linking is further enhanced by coloring each data sample with the color of the (base) cluster it belongs to. defined as deviation from the expected [16, 9] . It can be measured for each cluster as the difference between distributions of variable values in the cluster versus the whole data either using probability densities or some more robust measures, for example standard or mean deviation. Each cluster can then be characterized by using a list of the most important variables and their descriptive statistics.
Another frequently employed method is to form characterizing rules [22] to describe the values in each cluster:
where x k is the value of variable k in the sample vector x, C i is the investigated cluster, and α k β k is the range of values allowed for the variable according to the rule. These rules may concern single variables like R i above, or be conjunctions of several variable-wise rules in which case the rule forms a hypercube in the input space.
The main advantage of such rules is that they are compact, simple and therefore easy to understand. The problem is of course that clusters often do not coincide well with the rules since the edges between clusters are not necessarily in parallel with the edges of the hypercube. In addition, the cluster may include some uncharacteristic points or outliers. Therefore the rules should be accompanied by validity information. The rule R i can be divided to two different cases, a characterizing and 
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. The correspondence between cluster C and rule R. The cluster is the vertically shaded area, and the rule (or classification model) is the horizontally shaded area. On the right is the corresponding confusion matrix: a is the number of samples which are in the cluster, and for which the rule is true. In contrast, d is the number of samples which are out of the cluster, and for which the rule is false. Ideally, the off-diagonal elements in the matrix should be zero.
a differentiating rule:
The validity of R i with respect to each case can be measured using confidence:
To form the rules -in effect to select the variables and associated values for α k and β k for each rule -one can use statistics of the values in the clusters, as in [22] . Another approach is to optimize the rules with respect to their significance. The optimization can be interpreted as a two-class classification problem between the cluster and the rest of the data. The boundaries in the characterizing rule can be set by maximizing a function which gets its highest value when there are no miss-classifications, for example:
where a, b, c and d are from the confusion matrix in Figure 4 . The first function s 1 is simply the classification accuracy. It has the disadvantage that if the number of samples in the cluster is much lower than in the whole data set (which is very often the case), s 1 is dominated by the need to classify most of the samples as false. Thus, the allowed range of values in the rule may vanish entirely. However, when characterizing the (positive) relationship between rule R and cluster C, the samples belonging to d are not really interesting. As pointed out in [2] , traditional rule-based classification techniques are not well suited for the characterization task. Apart from characterizing the internal properties of the clusters, it is important to understand how they differ from the other, especially neighboring clusters. For the neighboring clusters, the constructed rules may be quite similar, but it is still important to know what makes them different. To do this, rules can be generated using the same procedure as above, but taking only the two clusters into account. In this case, however, both clusters are interesting, and therefore s 1 should be used.
The report elements to describe the clusters are shown in Figure 5 and Table 1 . The former shows the most significant combined rule visualized with projection and histograms, and the latter a summary table of variable values and associated descriptive rules of each variable, ordered by the significance s 2 of the variable.
Variable analysis
The relevant questions with respect to variables are: What are the distribution characteristics of the variables? Are there pairs or groups of dependent variables? If so, how do they depend on each other?
The distributions of individual variables can be characterized by simple descriptive statistics, for example histograms. In the implemented system, the histogram bins are formed either based on the unique values of the variable, if there are at most 10 unique values, or by dividing the range between minimum and maximum values of the variable to 10 equally sized bins.
Dependencies between variables are best detected from ordinary scatter plots, for example from a scatterplot matrix which consists of several sub-graphs where each variable is plotted against each other variable. However, this technique has the deficiency that the number of pairwise scatter plots increases quadratically with the number of variables. A more efficient, if less accurate, technique is to use component planes. A component plane is a colored scatter plot of the data, where the positions of the markers are defined using a projection such that similar data samples are close to each other. The color of each marker is defined by the value of a selected variable in the corresponding data sample. By using one component plane for each variable, the whole data set can be visualized. Relationships between variables can be seen as similar patterns in identical places on the component planes.
In the implemented system, the component planes are based on the SOM rather than the original data. This is because the quantization performed by the SOM reduces the effect of noise and outliers, and the SOM projection focuses locally such that the behavior of the data can be seen irrespective of the local scale, see Figure 6a . However, care must be taken since the perceived correlations may actually be a product of quantization rather than a true dependency [14] . A more quantitative measure of the dependency between pairs of variables is the correlation coefficient. It is robust, computationally light and can be efficiently visualized as a matrix, see Figure 6c . Selected correlations are also visualized on an association graph, see Figure 6b . In the implemented system, the correlation coefficients are also used as feature vectors for each variable. Using them, the variables are clustered, and ordered, to indicate groups of dependent variables [25] . In all three visualizations in Figure 6 , the variables have been ordered such that related variables are near each other.
Data survey report
The current implementation of the system is a Matlab script which has been installed on a web server as a cgi-bin script. The user just provides the data, and the analysis is performed automatically. The resulting data survey report is provided both as a hypertext document in HTML and in printable form in Postscript. In this paper, only some examples of the report contents are shown. However, the actual report with full details and color figures can be found from: http://www.cis.hut.fi/juuso/datareport/.
The report structure
The report starts with an overview part, where the top-level results of both variable and cluster analysis are shown. The overview provides a quick look at the properties of the data. It is short, only 2-4 pages in length, and consists mainly of visualizations so that it can be understood at a glance.
Most of the elements of the overview have already been shown earlier in the paper (Figures 3 and 6) . From Figure 3a , one can see that the 2-dimensional projection preserves the structure of the system data set very well. Most of the data is tightly packed in a single region, and the rest of the data is dispersed along two main directions. From Figure 3b , one can see that there are three main operational states in the system, one of which divides further to several sub-states. From Figure 6 one can see that there are two main groups of variables, those involved with disk operations, and the rest.
In addition, the overview part has a table of descriptive statistics for each variable, and a list of most significant rules for each cluster (not shown). From the latter one could see that the main operational states correspond to a normal operation state and two different high load states where either the amount of disk operations is high (wio 2 1) or there is a lot of network traffic (ipkts 1 9). Further investigation reveals that the normal operation state divides to several different types, for example totally idle state, state for mainly system operations, and state for mainly user operations.
The overview is followed by more detailed information of all variables, and characterizations of individual clusters, both their internal properties and their differences to closest neighboring clusters. These allow the reader to get immediately some further information on interesting details. For example, the cluster depicted in Table 1 and Figure 5 is mainly characterized by relatively high level of interruptions and user operations, very low amount of disk operations, and a moderate level of idle time.
Computational load
The computational complexity of quantization using SOM is O´nmdµ, where n is the number of data points, m is the number of map units, and d is the vector dimension. The complexity of clustering the SOM is O´´m cµ´c · 1µdµ, where c is the number of base clusters. The computational complexity of the hierarchical clustering phase is O´c 2 dµ. The search for the best rule is an optimization problem which can be solved, for example, using (fast) exhaustive search techniques like the ones introduced in [2] . In the implemented system, though, a much less complex greedy search is used which is linear in computational complexity with respect to the number of variables: O´cdµ. The computational complexity of variable analysis is O´d 3 µ because of clustering the variables. Since typically n m c, the overall complexity of the analysis is O´´nm ·d 2 µdµ. For the example data set, the analysis takes about 0.5 minutes on a Linux workstation with Pentium II 350 MHz processor and 256 MB of memory.
Summary and conclusions
In the initial phases of a data analysis project, the data miner should have some perception of the data, or a mental model of it, to be able to formulate models in the latter phases of the project successfully. Helping to reach this goal, an implemented system for automatically creating data survey reports on numerical table-format data sets has been described. The system applies a set of generic data analysis algorithms -variable and variable dependency analysis, projection, clustering, and cluster description algorithms -to the data and writes a data survey report which can be used as the starting point for data understanding and as a reference later on. The system integrates linguistic descriptions (rules) and statistical measures with visualizations. Visualizations provide qualitative information of the data sets, and give an overview of the data. The visualizations also help in assessing the validity of the proposed measures, clusters and descriptive rules. The report provides a coherent, organized document about the properties of the data, making it preferable to applying the same algorithms to the original data sets in an unorganized and incoherent manner.
In our experience, the implemented system succeeds in automating a lot of the initial effort done in the beginning of a typical data analysis project. In fact, the system has been built on top of our experience in many collaborative data analysis projects with industrial partners involving real-world data [1, 19] . In all, we feel that the current version should have general appeal to a wide variety of projects and should help in gaining an initial understanding for successful modeling in many domains.
