Abstract. In this paper, we introduce a new GARCH model with an infinitely divisible distributed innovation, referred to as the rapidly decreasing tempered stable (RDTS) GARCH model. This model allows the description of some stylized empirical facts observed for stock and index returns, such as volatility clustering, the non-zero skewness and excess kurtosis for the residual distribution. Furthermore, we review the classical tempered stable (CTS) GARCH model, which has similar statistical properties. By considering a proper density transformation between infinitely divisible random variables, these GARCH models allow to find the risk-neutral price process, and hence they can be applied to option pricing. We propose algorithms to generate scenario based on GARCH models with CTS and RDTS innovation. To investigate the performance of these GARCH models, we report a parameters estimation for Dow Jones Industrial Average (DJIA) index and stocks included in this index, and furthermore to demonstrate their advantages, we calculate option prices based on these models. It should be noted that only historical data on the underlying asset and on the riskfree rate are taken into account to evaluate option prices.
Introduction
The autoregressive conditional heteroskedastic (ARCH) and the generalized ARCH (GARCH) models introduced by Engle (1982) and Bollerslev (1986) , respectively, and applied to option pricing by Duan (1995) , have become a standard framework to explain the volatility clustering of return processes and volatility smile effect of option prices.
However, empirical studies based on GARCH models show that the hypothesis that the distribution of residuals is normally distributed is often rejected (see Duan (1999) , and Rachev (2005a, 2005b) ). Duan et al. (2006) enhanced the classical GARCH model by adding jumps to the innovation process. Subsequently, Rachev (2005a, 2005b) introduced both an enhanced GARCH and a nonlinear GARCH model (NGARCH) with innovations which follow the smoothly truncated stable (STS) distribution. Recently, the tempered stable distributions were applied to modeling the residual distribution. For example Kim et al. (2008a Kim et al. ( ,2008c used the tempered stable distributions for fitting residuals of the GARCH model. However, since the convexity correction, which is defined by the log Laplace transform of the innovation distribution, is defined only on a bounded interval, the variance process is artificially restricted.
In this paper, we focus on two different distributional assumptions, the classical tempered stable (CTS) and the rapidly decreasing tempered stable (RDTS). The former belongs to the class proposed by Rosiński (2007) and has been already applied to option pricing with volatility clustering by Kim et al. (2008a) , the latter belongs to the class proposed by Bianchi et al. (2008) .
The first objective of the paper is to present this new infinitely divisible (ID) distribution referred to as the RDTS distribution, and to study its mathematical properties. The RDTS distribution is obtained by taking an α-stable law and multiplying the Lévy measure by a moment-generating function of a normal distribution onto each half of the real axis. It has asymmetric properties and fatter tails than the normal distribution. Moreover, its Laplace transform is defined on the entire real line. By following the approach used in Kim et al. (2008a) , we review an asset price model based on the GARCH model with CTS distributed innovation, introduce a similar model with RDTS distributed innovation, and compare it with the normal-GARCH case. These non-normal models explain the time-varying property of volatility in asset returns, and describe properties of the empirical residual distribution which cannot be described by the normal distribution including skewness and fat-tail properties. Furthermore, a large scale empirical analysis is considered on the Dow Jones Industrial Average (DJIA) index and stocks included in this index, in order to assess the goodness of fit.
The second objective of the paper is to test the option pricing performance of this approach based on non-normal distributions. Recently, a general idea has been that for the purpose of option valuation, parameters estimated from option prices are preferable to parameters estimated from the underlying returns, see Chernov and Ghysels (2000) .
Alternatively, the most recent results are based on a different approach. Both historical asset prices and option prices are considered to assess the model performance. Parametric models by Christoffersen et al. (2008) , Kim et al. (2008a) , Stentoft (2008) , and a nonparametric one by Barone-Adesi et al. (2008) have been proposed by connecting the statistical with the risk-neutral measure. Instead of imposing conditions on preferences of investors or the Esscher transform as in Christoffersen et al. (2008) , by using a density transformation between ID random variables, we can then develop a method for pricing options based on these GARCH models, see also Kim et al. (2008a Kim et al. ( ,2008c . It should be noted that only historical data on the underlying asset and on the risk-free rate are considered in obtaining the parameters to be used in option valuation. Instead, to consider a trader approach, in which one wants to estimate parameters by using only option prices, we follow the so called fundamental approach, that is we calculate option prices by using parameters estimated by fitting the underlying asset process together with a suitable change of measure. Pricing errors on DJIA European call options (DJX) will be computed, in order to analyze the effect of conditional leptokurtosis and skewness on option pricing.
The remainder of this paper is organized as follows. Section 2 reviews the classical tempered stable distribution. The RDTS distribution and its mathematical properties are presented in Section 3. The GARCH model with ID innovations and its CTS and RDTS subclasses are discussed in Section 4. Simulation algorithms for the GARCH models are given in Section 5. The empirical results are reported in Section 6. Section 7 summarizes the principal conclusions of the paper and the appendix contains the proofs of the main theoretical results.
Classical tempered stable distribution
Before introducing the RDTS distribution, let us review the CTS distribution. This distribution has been studied under different names including: the truncated Lévy flight by Koponen (1995) , the tempered stable by both Barndorff-Nielsen and Shephard (2001) and Cont and Tankov (2004) , the KoBoL distribution by Boyarchenko and Levendorskiȋ (2000) , and the CGMY by Carr et al. (2002) . The KR distribution of Kim et al. (2008b) is an extension of the CTS distribution. Rosiński (2007) generalized the CTS distribution referring to it as the tempered stable distribution.
The CTS distribution is defined as follows: Definition 2.1. An infinitely divisible random variable X is said to follow the CTS distribution if its Lévy triplet (σ 2 , ν, γ) is given by σ = 0,
where C + , C − , λ + , λ − > 0, α ∈ (0, 2) and m ∈ R, and we denote X ∼ CTS(α, C + ,
m). A Lévy process induced from the CTS distribution is called a CTS process with parameters
Moreover, φ can be extended via analytic continuation to the region {z ∈ C :
The proof can be found in Carr et al. (2002) and Cont and Tankov (2004) .
Using the characteristic function, we can obtain cumulants
of the CTS distributed random variable X such that
If we substitute
then X ∼ CTS(α, C, C, λ + , λ − , 0) has zero mean and unit variance. In this case, X is called the standard CTS distribution with parameters (α,λ + ,λ − ) and denoted by
and we can obtain
by the characteristic function (2.1).
We can make use of the following proposition proven in Kim and Lee (2006) 
Applying Proposition 2.2 to CTS distributed random variables, we obtain the following corollary. 
under a measure Q for a constant k ∈ R. Then P and Q are equivalent if and only if
Simulation of the CTS distribution
CTS distributed random numbers can be generated using the subordination method developed by Poirot and Tankov (2006) . Here, we will apply the series representation presented by Rosiński (2007) to the CTS distribution instead of the subordination method, see also Asmussen and Glynn (2007) .
Consider α ∈ (0, 2), C > 0, and λ + , λ − > 0. Let {v j } be an independent and We consider γ j = e ′ 1 +. . .+e 
Proof. This is a particular case of Theorem 5.1 in Rosiński (2007) .
Rapidly decreasing tempered stable distribution
In this section, we present an ID distribution which we refer to as the RDTS distribution. This distribution is defined as follows:
If a random variable X follows the RDTS distribution, then we denote X ∼ RDTS(α, Rosiński (2007) , but included in the class of the tempered infinitely divisible distribution (Bianchi et al. (2008) ).
The characteristic function of the RDTS distribution is found in the following proposition and its proof is presented in Appendix A. 
for some m ∈ R. Moreover, φ(u) is expandable to an entire function on C.
Although the Laplace transform of the CTS distribution is defined on a bounded interval, in the case of the RDTS distribution the Laplace transform is defined on the entire real line.
Moreover, the explicit formula of the Laplace transform is
given by
Using the characteristic function (3.2), we can get cumulants of the RDTS distribution.
Proposition 3.5. The cumulants of
Proof. Since we have
Hence we obtain the formula (3.3).
Moreover, we obtain the mean, variance, skewness, and excess kurtosis using the cumulants as given below:
The parameters λ + and λ − control the rate of decay on the positive and negative tails,
then the distribution is skewed to the left (right).
Moreover, if λ + = λ − , then it is symmetric. If we substitute
then X ∼ RDT S(α, C, C, λ + , λ − , 0) has zero mean and unit variance. In this case, X is called the standard RDTS distribution and denoted by X ∼ stdRDTS(α, λ + , λ − ).
Moreover, the log-Laplace transform of X is denoted by L RDT S (x; α, λ + , λ − ). By Proposition 3.4, the function L RDT S (x; α, λ + , λ − ) is finite for all x ∈ R, and we have
Since the RDTS distribution is infinitely divisible, we can generate a Lévy process called the RDTS process. Definition 3.6. A Lévy process X = (X t ) t≥0 is said to be a RDTS process with param-
The parameter α determines the path behavior; that is, the RDTS process has finite variation if α < 1 and infinite variation if α > 1. The following proposition (which we prove in Appendix A) will be used for determining the equivalent martingale measure. 
When P and Q are equivalent, the Radon-Nikodym derivative is
Ut where
) is a Lévy process with Lévy triplet
Applying Proposition 3.7 to RDTS distributed random variables, we can obtain the following corollary. 
Simulation of the RDTS distribution
The RDTS distribution is included in the class of TID distributions. The general method of generating TID distributed random numbers can be found in Bianchi et al.
(2008) and we summarize it below.
Consider α ∈ (0, 2) \ {1}, C > 0, and
sequence of uniform random variables on (0, 1) and let {e j } and {e
sequences of exponential random variables with parameters 1 and 1/2, respectively.
Furthermore, we assume that {v j }, {u j }, {e j }, and {e ′ j } are independent. We consider
Using Theorems 4.2 and 4.3 of Bianchi et al. (2008) , we can obtain the following theorem.
Theorem 3.9. Suppose that all the above assumptions are fulfilled. If α ∈ (0, 2) \ {1}, the series
converges a.s.. Furthermore, we have that X ∼ RDTS(α, C, C, λ + , λ − , 0).
Tail properties
Let's look at the probability tails of the CTS and RDTS distributions. Although the exact asymptotic behavior of its tails is difficult to obtain unlike those of the stable distribution, it is possible to calculate the upper and lower bounds.
as y → ∞, where k and K do not depend on y andλ = min(λ + , λ − ).
GARCH model with infinitely divisible distributed innovations
Our objective in this section is twofold. First, we review the infinitely divisible GARCH (ID-GARCH) model and the CTS-GARCH model which is a subclass of the ID-GARCH model. Second, we construct a new subclass of the ID-GARCH model with standard RDTS distributed innovation. Some details and proofs for the ID-GARCH model and CTS-GARCH model can be found in Kim et al. (2008a) .
The ID-GARCH stock price model is defined over a filtered probability space (Ω, F, (F t ) t∈N , P) which is constructed as follows. Consider a sequence (ε t ) t∈N of i.i.d. real random variables on a sequence of probability spaces (Ω t , P t ) t∈N , such that ε t is an ID distributed random variable with zero mean and unit variance on (Ω t , P t ), and assume that E[e xεt ] < ∞ where x ∈ I for some real interval I containing zero. Now we define
, and P := ⊗ t∈N P t , where F 0 = {∅, Ω} and σ(ε k ) means the σ-algebra generated by ε k on Ω k .
We first propose the following stock price dynamic:
where S t is the stock price at time t, r t , and d t denote the risk-free and dividend rate for the period [t − 1, t], respectively, and λ t is a F t−1 measurable random variable. S 0 is the currently observed price. The function L(x) is the log-Laplace-transform
is defined on the whole real line, then the one-period ahead conditional variance σ 2 t follows a GARCH(1,1) process, i.e,
where α 0 , α 1 , and β 1 are non-negative, α 1 + β 1 < 1, and
where 0 < ρ ≤ b 2 . Clearly, the process (σ t ) t∈N is predictable. In "the normal-GARCH model" introduced by Duan (1995) , for example, the Laplace transform of ε t is defined for every real number and hence σ 2 t follows (4.2).
CTS-GARCH Model
Consider the ID-GARCH model with the sequence (ε t ) t∈N of i.i.d. random variables
This ID-GARCH model has been introduced by Kim et al. (2008a) 
.
Then there is a measure Q t equivalent to P t such that
on the measure Q t where k t is the F t−1 measurable random variable given by
Supposeλ + (t) andλ − (t) satisfy the condition (4.4) in each time t ≤ T . We have the stock price dynamic
where k t is given by equation (4.5). By Proposition 4.1, there is a measure Q t equivalent to P t such that ε t + k t ∼ stdCTS(α,λ + (t),λ − (t)) on the measure Q t , and hence we obtain a risk-neutral stock price dynamic (4.6)
having the following variance process
The risk-neutral stock price dynamic is called the CTS-GARCH option pricing model.
Under the CTS-GARCH option pricing model, the stock price S t at time t > 0 is given by
RDTS-GARCH Model
Consider the ID-GARCH model with the sequence (ε t ) t∈N of i.i.d. random variables with ε t ∼ stdRDTS(α, λ + , λ − ) for all t ∈ N. We will call the ID-GARCH model the RDTS-GARCH model. Since E[e xεt ] < ∞ for all real number x, the variance process is not artificially restricted; that is, σ t follows (4.2).
By Corollary 3.8 (b), we can prove the following proposition.
Proposition 4.2. Consider the RDTS-GARCH model. Let T ∈ N be a time horizon,
and t a natural number such that t ≤ T . Supposeλ + (t) andλ − (t) satisfy the following conditions:
Then there is a measure Q t equivalent to P t such that ε t +k t ∼stdRDTS(α,λ + (t),λ − (t))
Supposeλ + (t) andλ − (t) satisfy condition (4.8) in each time t ≤ T . We would then have the stock price dynamic
where k t is given by equation (4.9). By Proposition 4.2, there is a measure Q t equivalent to P t such that ε t + k t ∼ stdRDTS(α,λ + (t),λ − (t)) on the measure Q t , and hence
where ξ t ∼ stdRDTS(α,λ + (t),λ − (t)). Since λ t σ t disappears in the dynamic on Q t , λ t can be interpreted as the market price of risk. Consequently, we deduce the following risk-neutral stock price dynamic from Proposition 4.2 (4.10)
The risk-neutral stock price dynamic is called the RDTS-GARCH option pricing model.
Under the RDTS-GARCH option pricing model, the stock price S t at time t > 0 is given
Simulation of the risk-neutral stock price processes
Assume that the GARCH parameters (α 0 , α 1 , and β 1 ), the standard CTS and standard RDTS parameters (α, λ + , and λ − ), the constant market price of risk λ t = λ, and the conditional variance σ 2 t 0 of the initial time t 0 are estimated from historical data. Then we can generate the risk-neutral process for the CTS-GARCH option pricing model by the following algorithm:
1. Initialize t := t 0 .
2. Find the parametersλ + (t) andλ − (t) satisfying condition (4.4).
3. Generate random number ξ t ∼ stdCTS(α,λ + (t),λ − (t)) using Theorem 2.4.
Let log
be equal to equation (4.6).
5. Let k t be equal to equation (4.5).
6. Set t = t + 1 and then substitute
7. Repeat 2 through 6 until t > T .
We can generate the risk-neutral process for the RDTS-GARCH option pricing model by modifying the above algorithm as follows:
Find the parametersλ + (t) andλ − (t) satisfying condition (4.8).
3 ′ . Generate random number ξ t ∼ stdRDTS(α,λ + (t),λ − (t)) using Theorem 3.9.
be equal to equation (4.10).
5
′ . Let k t be equal to equation (4.9).
6
′ . Set t = t + 1 and then substitute
Market parameter estimation
In this section, we report the maximum likelihood estimation (MLE) of the normal-GARCH, CTS-GARCH, and RDTS-GARCH models using data obtained from Option To simplify the estimation, we impose a constant market price of risk λ. We use the total returns data by Ivy DB to estimate the market parameters with the MLE. The total returns are obtained by adjusting prices of indexes and stocks for all applicable splits and dividend distributions. For this reason, we modify the stock price dynamic as follows
whereŜ t is the adjusted-closing prices.
Our estimation procedure is as follows. First, we estimate the parameters α 0 , α 1 , β 1 , and the constant market price of risk λ from the normal-GARCH model. Second, we fix α 0 , α 1 , β 1 , and λ as parameters estimated in the first step and then estimate α, λ + , and λ − from the CTS-GARCH and RDTS-GARCH models under the assump-
t is the observed date}. We report the estimated GARCH parameters in Table 1 , and the parameters for the two standard tempered stable distributions in Table 2 for the DJIA index and 29 component companies.
For the assessment of the goodness-of-fit, we utilize the Kolmogrov-Smirnov (KS) test. We also calculate the Anderson-Darling (AD) statistic to better evaluate the tail fit.
We define the null hypotheses as follows:
The residuals follow the standard normal distribution.
The residuals follow the standard CTS distribution.
The residuals follow the standard RDTS distribution. 2. H 0 (CTS-GARCH) is rejected at the 5% significance level for one stock, DuPont.
3. H 0 (RDTS-GARCH) is rejected at the 5% significance level for one stock, DuPont. We consider 75 different time series with daily observations starting from January 2, 1996 and ending on any Wednesday in the time window considered above. This estimations will be also used in the next section for the purpose of option valuation. We report in Table 4 and Figure 1 the normal-GARCH parameters, and in Table 5 and in Figure 2 the market parameters of the innovation processes for the CTS-GARCH and RDTS-GARCH models. In Table 6 and Figure 3 , we show the KS, the AD, and the χ 2 statistic with the relative p-value. The empirical study shows that the two non-normal GARCH models largely improve the classical normal-GARCH model. Furthermore, Figure 2 shows that the estimated parameters of the CTS and RDTS innovations do not present large deviations in a time window of more than one year, and, in particular, the RDTS model parameters seem to be more stable.
AD statistic for both CTS-GARCH and RDTS-GARCH

Option prices with GARCH models
In this part of the empirical analysis, we evaluate option prices written on the DJIA (DJX) with different strike prices and maturities. Now, we want to study the effect on option prices when the underlying distribution is skewed and leptokurtic, and compare these models to the normal-GARCH model, which constitute a natural benchmark. Eu- The Monte Carlo procedure is based on algorithms in Section 4.3 with empirical martingale simulation. This simulation technique, introduced in Duan and Simonato (1998) , is a simple way to reduce the variance of the simulated sample and to preserve the martingale property of the simulated risk-neutral process as well, which is in general lost with a crude Monte Carlo method. We point out that for each time step and for each simulated path, we have to solve a nonlinear system, as described in Section 4.3, to find risk-neutral parameters. That is, each random number may have different parameters, which does not occur in the normal case. For this reason, the running time ranges from 10 minutes for the normal case to 42 hours for the RDTS case to simulate 20,000 paths, by using Matlab R2007b on a Xeon Precision at 3.0 GHz with 3GB RAM. Anyway, if one can compute with a cluster, the running time is of minor concern, since the structure of the problem allows one to simulate paths separately. Furthermore, we have to also consider some memory allocation feature in working with an office personal computer such as a Xeon Precision at 3.0 GHz. This is the reason why we consider only 17
Wednesday, one per month, and not all 75 Wednesday as in the market estimation.
To measure the performance of the option pricing model, we consider four statistics (see Schoutens (2003) ), described as follows. Let us consider a given market model and observed prices C i of call options with maturities τ i and strikes
where N is the number of options on a given Wednesday. Let C i be the mean of options prices C i and C i be the model price, then we evaluate 1. the average absolute error as a percentage of the mean price (denoted APE)
2. the average absolute error (denoted AAE)
3. the root mean square error (denoted RMSE)
4. the average relative percentage error (denoted ARPE) Table 7 reports the performance of different option pricing model: the normal-GARCH performs worst than the two others models, as the CTS-GARCH and RDTS-GARCH models have smaller pricing errors.
Conclusion
In this paper, we introduce the RDTS distribution. It has statistical properties similar to the CTS distribution, even if the RDTS distribution has finite exponential moment of any order, while the CTS has only some finite exponential moment. Furthermore, we present a discrete time model for stock price log returns driven by a non-normal random variable, that is the RDTS-GARCH model, which allows fat tails, skewness, and volatility clustering. We compare this model to the classical normal-GARCH model and with the CTS-GARCH model, that was introduced by Kim et al. (2008a) .
Discrete time markets with a continuous return distribution fail to be complete. Consequently, based on a similar argument as in the CTS case as per Kim et al. (2008a) , the problem of the appropriate choice of the equivalent martingale for the discounted asset price process is solved considering the RDTS innovation assumption. A density transformation between ID random variables allows us to choice a suitable equivalent martingale measure. By the discrete time nature of this setting, the risk-neutral distribution is not always the same for the entire time window, but on each time step it is governed by different parameters. Unfortunately, this approach does not provide analytical solutions to price European options and hence numerical procedures have to be considered. For this reason, algorithms for simulating CTS and RDTS distributions are studied and used to obtain option prices. The use of non-normal GARCH models combined with Monte Carlo simulation methods allows one to obtain very promising results.
For the stocks, the index, and the option prices we analyzed and for the time period studied, the CTS-GARCH and RDTS-GARCH seem to be satisfactory in both market and option analysis, compared to the normal-GARCH model. Consequently, the CTS-GARCH and RDTS-GARCH models explain both the asset price behavior and European option prices better than the normal-GARCH model. Thus, we can say that the skewness and fat-tail properties of the innovation are also important for pricing of European options.
A Appendix
A.1 Proof of Proposition 3.3
Lemma A.1. If λ > 0, then
Proof. By the change of variables, we have
If we substitute y = λ 2 /2 in (A.2), then we obtain the result.
where M is the confluent hypergeometric function Andrews (1998) .
Proof. We have
By the facts that
and
Proof of Proposition 3.3. We have
By (A.1) and (A.3), we have
By Lévy-Khintchine formula and (3.1) in Definition 3.1, we obtain the characteristic function. Moreover, φ(u) can be extended via analytic continuation to the complex field C.
A.2 Proof of Proposition 3.7
In this section, we review a general result of equivalence of measures presented by Sato (1999) and then apply it to the RDTS process.
Theorem A.3 (Sato (1999) 
and if σ 2 = 0 then
Ut where (U t , P) is a Lévy process in which the Lévy triplet (σ
Here η is such thatγ
Since RDTS distributions are infinitely divisible, we can apply Theorem A.3 to obtain the change of measure.
Proof of Proposition 3.7. Let (0, ν, γ) and (0,ν,γ) be Lévy triplets of (X t , P) and (X t , Q), 
If α =α but C + =C + , then we have
Hence if α <α or α =α but
Using similar arguments, we can prove that if α <α or α =α but
By (A.9) and (A.10),
Hence the condition (A.5) does not hold. Similarly, we can show that the condition (A.5)
does not hold if α >α.
Suppose α =α, C + =C + and, C − =C − . Then we have
and hence
We can show that the right side of the above equation is finite. Using similar arguments, we can prove 
Hence, P and Q are equivalent if and only if α =α, C + =C + , C − =C − and
The Lévy triplet (3.5) can be obtained from (A.8) in Theorem A.3 with η = 0.
A.3 Proof of Proposition 3.10 and Proposition 3.11
Lemma A.4. For a ∈ R + , the following equality holds
and (A.12)
as β → ∞. when β → ∞, the second result is proved.
We consider the following result:
Proposition A.5. Let X be an infinitely divisible random variable in R, with Lévy triplet
for all m ∈ R.
Proof. See Lemma 5.4 of Breton et al. (2007) .
Taking into account Proposition A.5 and Lemma A.4, we can prove Proposition 3.10 and Proposition 3.11.
Proof of Proposition 3.10. By Chebyshev's Inequality, the upper bound part can be proved.
Applying the following elementary fact
and according to (A.13), we obtain
as y → ∞. By using (A.11) of Lemma A.4, we have
Hence we obtain
for some constant K independent of y andλ = min{λ + , λ − } as y → ∞ Proof of Proposition 3.11. Using the same method in the proof of Proposition 3.10 with (A.12) of Lemma A.4, we can obtain the result. 2 with the relative p-value for the normal-GARCH, CTS-GARCH and RDTS-GARCH models from January 2, 1996 to any Wednesday from January 4, 2006 to June 6, 2007. The AD statistic for the normal-GARCH is not comparable, since it is always greater than 9.1474. 
Notes
