On numerics of boundary integral equations in electromagnetic scattering by Kataja, Juhani
helsinki university of tehnology
Faulty of Eletroni, Communiations and Automation
Juhani Kataja
ON NUMERICS OF BOUNDARY INTEGRAL EQUATIONS IN
ELECTROMAGNETIC SCATTERING
Thesis submitted for examination for the degree of Master of Siene in
Tehnology
Espoo 14.2.2008
Thesis supervisor:
Prof. Keijo Nikoskinen
Thesis instrutor:
Prof. Jukka Sarvas
teknillinen korkeakoulu diplomityön
tiivistelmä
Tekijä: Juhani Kataja
Työn nimi: Sähkömagnettisen sironnan reunaintegraaliyhtälöiden numeriikasta
Päivämäärä: 14.2.2008 Kieli: Englanti Sivumäärä: 6+52
Tiedekunta: Elektroniikan, tietoliikenteen ja automaation tiedekunta
Professuuri: Sähkömagnetiikka Koodi: S-96
Valvoja: Prof. Keijo Nikoskinen
Ohjaaja: Prof. Jukka Sarvas
Tässä työssä johdetaan Stratton-Chu kaavoista ja niihin liittyvien potentiaalien
raja-arvokaavoista lähtien EFIE, MFIE, CFIE ja Müllerin formulaatiot sähkö-
magneettisen sironnan integraaliyhtälöille. Näiden avulla rakennetaan C- ja
MATLAB -ympäristössä RWG-elementtejä käyttäen numeeriset ratkaisuohjelmat
EFIE, MFIE sekä CFIE -formulaatioille täysjohtavan kappaleen tapauksessa sekä
Müllerin formulaatiolle dielektrisen kappaleen tapauksessa. Tämän toteutuksen
avulla tutkitaan eri formulaatioiden käyttäytymistä numeerisesti.
Erityisesti näytettiin numeerisesti pintaintegraaliyhtälöiden sisäresonanssi- ja
matalan taajuuden ongelmien esiintyminen. Lisäksi näytettiin numeerisesti, että
nämä ongelmat poistuvat sopivalla formulaatiolla.
Lopuksi sirontayhtälön ratkaisijaa käytettiin pitkän kapean levyantennin muodon
optimointiin antennin hyvän suuntaavuuden saavuttamiseksi. Tuloksena löydet-
tiin muoto, joka on lähellä aikaisemmin tunnettua Landstorferin lanka-antennia
sekä kaksi muuta muotoa, jotka poikkeavat huomattavasti Landstorferin anten-
neista.
Avainsanat: EFIE, MFIE, CFIE, Müller formulation,antenna shape optimisa-
tion
helsinki university of tehnology abstrat of the
master's thesis
Author: Juhani Kataja
Title: On numeris of boundary integral equations in
eletromagneti sattering
Date: 14.2.2008 Language: English Number of pages: 6+52
Faulty: Faulty of Eletroni, Communiations and Automation
Professorship: Eletromagnetis Code: S-96
Supervisor: Prof. Keijo Nikoskinen
Instrutor: Prof. Jukka Sarvas
The EFIE, MFIE, CFIE and Müller formulations for the surfae integral equations
were derived from the Stratton-Chu formulas and limit theorem of the double layer
potential. Their numerial implementations were onstruted using the RWG-
elements in the C-language and MATLAB environments. EFIE, MFIE and CFIE
were applied to a perfetly onduting satterer, and the Müller formulation to a
dieletri one.
The interior resonane problem and low frequeny breakdown were redisovered
and the remedies disovered earlier were also presented.
The solver of the sattering problem was used to optimise the diretivity of a long
path antenna. A shape was found that is similar to one found by Landstorfer
for a wire antenna and two other shapes that dier notieably from Landstrofer's
antennas.
Keywords: EFIE, MFIE, CFIE, Müller formulation,antenna shape optimisation
iv
Prefae
I would like to thank professor Jukka Sarvas for patient instruting and enourage-
ment. My thanks are also due to professor Keijo Nikoskinen for suggesting the topi
on the Landstorfer antenna. I would also like to thank Seppo Järvenpää for pointing
out the use of polynomials to represent RWG funtions. Finally, I wish to express
my gratitude towards Department of Radio Siene and Engineering for providing
me with a desk and a room where to work.
Espoo, 4.2.2008 Juhani Kataja
Contents
Abstrat (in Finnish) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Abstrat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Prefae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Symbols and abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Introdution 1
1 Preliminaries 2
1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Maxwell's equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Vetor potentials and Stratton-Chu formulas . . . . . . . . . . . . . . 3
1.4 Surfae integral representations . . . . . . . . . . . . . . . . . . . . . 4
1.5 Finite elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Finite dimensional funtion spaes on polyhedrons . . . . . . . . . . . 9
2 Sattering problems 10
2.1 Derivation of the basi integral equations . . . . . . . . . . . . . . . . 10
2.1.1 EFIE and MFIE formulations for PEC . . . . . . . . . . . . . 11
2.1.2 CFIE formulation . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Müller formulation . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Disretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 On implementation . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 The numerial study . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Appliation on shape optimisation 30
3.1 Problem modelling and posing . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Optimisation and results . . . . . . . . . . . . . . . . . . . . . . . . . 32
v
vi
3.2.1 Comparison with Landstorfer's antennas . . . . . . . . . . . . 33
4 Conlusions and future study 46
A Derivation of EFIEi and MFIEi 48
B The BFGS-algorithm 50
vii
Symbols and abbreviations
List of symbols
E Eletri eld strength
H Magneti eld strength
J Eletri urrent density or equivalent eletri urrent density
M Magneti urrent density or equivalent magneti urrent density
R The real numbers
C The omplex numbers
Rn Real normed spae of dimension n
Cn Complex normed spae of dimension n
||x|| Norm of x
Im(z) The imaginary part of the omplex number z
Re(z) The real part of the omplex number z
z The omplex onjugate of the omplex number z
Pn(X) The set of polynomials of order n on X ⊂ Rn
f ◦ g Composition of funtions f and g
δij The Kroneker delta, δij = 1 if i = j and 0 otherwise
δp The Dira's delta distribution at p
Introdution
The eletromagneti sattering problem of homogeneous bodies in a homogeneous
spae is one of the entral problems in eletromagnetis. It has appliations for
example in antenna simulation, wave guide simulation and radar problems. The
sattering problem is formulated as an integral equation using Stratton-Chu formu-
las. However there is no single best way to write the integral equation formulation.
Here the most ommon formulations are derived.
There are some nontrivial problems with the disretization of the integral equations.
The arising linear system will have a fully populated oeient matrix, thus the
matrix memory requirement is O(N2), where N is the number of degrees of freedom.
The matrix assembly is also omputationally extremely intensive proedure, for the
alulation of the matrix elements involves singular integrals, whih must be treated
properly.
The problem of alulation of singular integrals is desribed in artiles [1℄, [2℄, [3℄
and [4℄. However the implementation here is done alulating singular integrals
involving Lagrange's linear basis funtions as presented in [4℄. The key idea is the
same in both artiles, however.
Having the mahinery to implement the disrete version of the integral equation,
dierent integral equation formulations are studied numerially. These formulations
are EFIE, MFIE and CFIE for perfet eletri ondutor and the Müller formula-
tion for dieletri objet. It is found that, although, the matrix assembly of CFIE
formulation is somewhat slower, the resulting matrix will have nie properties. Fur-
thermore, the Müller formulation turns out to behave very well in GMRES [5℄, [6℄
iteration.
The EFIE solver an be used to alulate the diretivity of an antenna, and thus
using numerial optimisation shemes, it is possible to optimise the diretivity of an
antenna. For that end, the implementation must be made in some ompiled language
in order to ahieve a reasonable iteration speed. The eld must be alulated O(N)
times for every iteration step of the optimisation routine. Here N orresponds to
the dimension of the spae that represents the shape of the antenna.
Here the onvergene of the disretized equation to the original one is not disussed
and also we have exluded the disussion about the solution spae where the original
solution lies. Neither we have paid attention to the fat that, in the literature [7℄,
the limit theorems are proved only for smooth surfaes.
Chapter 1
Preliminaries
The purpose of this hapter to give exposition to the mathematial notions that are
used in solving eletromagneti sattering problems in this thesis.
The most important statements of this hapter are the Stratton-Chu formulas and
the limit theorems. They are the key ingredients in deriving the dierent integral
equation formulations for eletromagneti sattering problems.
1.1 Notation
The eletromagneti elds are denoted in the following way:
Symbol Field
E Eletri eld
H Magneti eld
J Eletri urrent or equivalent surfae urrent
M Magneti urrent or equivalent surfae urrent
The real and omplex numbers are denoted by R and C, respetively. The imaginary
unit is denoted by i and real and imaginary part of a omplex number z is denoted
by Re(z) and Im(z), respetively. The omplex onjugate of a omplex number z
is denoted by z.
The set of polynomials of order n on X ⊂ RN is denoted by Pn(X).
Dot produt Cn × Cn → C is dened by a · b := ∑nk=1 akbk and ross produt
C
3 × C3 → C3 by a× b := [a2b3 − a3b2, b3a1 − a1b3, a1b2 − b2a1].
Integral of the funtion f over the set D is denoted by
∫
D
f(r)dr and whether the
integral is volume, surfae or line integral depends on the ontext.
The sesquilinear form 〈·, ·〉 on the elds F,G on a surfae S is dened by
〈F,G〉 =
∫
S
F(r) ·G(r)dr.
2
3The interior of the set S in a topologial spae X is denoted by intS and losure is
denoted by clS or S. The exterior is denoted by extS and it is the interior of the
omplement of clS in X.
The support of the funtion f : X → Cn is dened by
supp(f) := cl
{
x ∈ X∣∣f(x) 6= 0} .
Latin lowase letters i, j, k, l,m, n, p, q in sub- and supersripts generally denote in-
teger indies exept for Green's funtion gk where it denotes the wavenumber.
The ation of integers due to summation on nite linearly ordered index sets is
dened in a natural rotational way so that the result is always in the index set. For
example: if n ∈ (1, 2, 3) then n = 1 ⇒ n + 2 = 3, n = 2 ⇒ n + 2 = 1, n = 3 ⇒
n+ 2 = 2.
1.2 Maxwell's equations
In an inhomogeneous, isotropi, linear, temporally onstant spae the time harmoni
Maxwell's equations, for time fator e−iωt, ω > 0, take the form [8℄, [9℄
∇×E = iωµH−M, (1.1)
∇×H = −iωεE+ J, (1.2)
∇ · J = iωρ, (1.3)
∇ · (µH) = 0. (1.4)
Here ε : R3 → C orresponds to the eletri permittivity with Im(ε) ≥ 0 and
Re(ε) > 0, and µ : R3 → R+ orresponds to the magneti permeability and ρ
denotes the eletri harge density distribution. If ε and µ are onstant, then the
equations (1.1-1.4) are said to be homogeneous.
Also the following equation holds
∇ · (εE) = ρ, (1.5)
for it is a onsequene of equations (1.2) and (1.3).
One says that E and H solve the soureless Maxwell's equations if they satisfy (1.1-
1.4) for J = 0 and M = 0. From now on the equations (1.1-1.3) are onsidered as
the Maxwell's equations unless stated otherwise.
1.3 Vetor potentials and Stratton-Chu formulas
Let A : R3 → C3 and F : R3 → C3 be dened by
A(r) =
∫
R3
gk(r, r
′)J(r′)dV ′ (1.6)
4and
F(r) =
∫
R3
gk(r, r
′)M(r′)dV ′, (1.7)
respetively where gk : R
3 × R3 → C is dened by
gk(r, r
′) =
eik||r−r
′||
4π ||r− r′|| , (1.8)
ie. it is the fundamental solution, or Green's funtion, of the salar Helmholtz
equation with wavenumber k:
(∆ + k2)
∫
supp(f)
gk(r, r
′)f(r′)dr′ = −f(r).
Thus the omponents of A and F are solutions to salar Helmholtz equation with
right hand side being the omponents of J and M:
(∆ + k2)A = −J and (∆ + k2)F = −M.
The subsript of gk is left out when there is no possibility of onfusion.
The funtions A and F are alled the eletri and magneti Hertz potentials, re-
spetively.
The elds E and H given by
E(r) = − 1
iωε
(∇∇ ·+k2)A(r)−∇× F(r) (1.9)
and
H(r) = − 1
iωµ
(∇∇ ·+k2)F(r) +∇×A(r) (1.10)
satisfy the Maxwell's equations (1.1-1.3) with given urrent distributions M and J
at frequeny ω. The wave number k is dened by k = ω
√
εµ suh a way that elds
vanish at innity, ie. Im(k) ≥ 0. The proof onsist of a straightforward alulation
and the fat that that A and F satisfy vetorial Helmholtz's equation.
The elds obtained this way from the Hertz potentials also satisfy the Silver-Müller
ondition [7℄ and are thus admissible solutions to Maxwell's equations.
1.4 Surfae integral representations
The key ingredients in deriving the surfae integral equations are the Stratton-Chu
formulas and ertain limits of Hertz potentials to the surfaes whih are the supports
of the urrent distributions J and M.
The presentation here follows that of in [8℄. For more rigorous treatment, see [7℄
although notation diers in [7℄.
5Let D be a bounded open set in R3 with a well-behaved boundary S := ∂D and let
F be a vetor eld S → C3.
The integral operators Sk, Kk and Dk assoiated with S are dened by
(SkF)(r) =
∫
S
gk(r, r
′)F(r′)dr′, (1.11)
(KkF)(r) = ∇×
∫
S
gk(r, r
′)F(r′)dr′ (1.12)
and
(DkF)(r) = ∇×∇×
∫
S
gk(r, r
′)F(r′)dr′ (1.13)
for r /∈ S.
Let nˆ be the unit outer normal to D and let J and M be dened by
J := nˆ×H and M := −nˆ× E (1.14)
on S. For the rest of the thesis J and M denote the equivalent surfae urrents. If
there are any subsripts on them they refer to the elds they are equivalent with,
eg. Js = nˆ×Hs.
The following identities also hold for r /∈ S:
∇×
∫
S
gk(r, r
′)F(r′)dr′ =
∫
S
∇gk(r, r′)× Fdr′
and
∇×∇×
∫
S
gk(r, r
′)F(r′)dr′ =
∫
S
(∇∇ ·+k2)gk(r, r′)F(r′)dr.
These identities will be used without notie later.
With this notation the Stratton-Chu formulas [10℄ are stated as follows:
Theorem 1.1 (Interior Stratton-Chu formulas) If E and H solve the soureless
homogeneous Maxwell's equations in D, then it holds
−1
iωǫ
(DkJ)(r)− (KkM)(r) =
{ −E(r) if r ∈ D
0 if r ∈ extD (1.15)
and
−1
iωµ
(DkM)(r) + (KkJ)(r) =
{ −H(r) if r ∈ D
0 if r ∈ extD. (1.16)
Theorem 1.2 (Exterior Stratton-Chu formulas) If E and H solve the soureless
homogeneous Maxwell's equations in extD and satisfy one of the Silver-Müller ra-
diation onditions
H× ur − E = o
(
1
|r|
)
, r →∞
6or
E× ur +H = o
(
1
|r|
)
, r →∞,
then it holds
−1
iωǫ
(DkJ)(r)− (KkM)(r) =
{
0 if r ∈ D
E(r) if r ∈ extD (1.17)
and
−1
iωµ
(DkM)(r) + (KkJ)(r) =
{
0 if r ∈ D
H(r) if r ∈ extD. (1.18)
These theorems an be seen as a modern restatement of the Huygens's priniple:
The elds outside (or inside) of D due to soures inside (or outside) of D an be
alulated from equivalent soures on S.
The integral operators K˜k and D˜k are dened on suiently smooth tangential
vetor elds F on S as follows:
(K˜kF)(r) =
∫
S
nˆ×∇× [g(r, r′)F(r′)]dr′
=
∫
S
nˆ× [∇g(r, r′)× F(r′)]dr′ (1.19)
and
(D˜kF)(r) = p.v.
∫
S
nˆ× (∇×)2[g(r, r′)F(r′)]dr′ (1.20)
for r ∈ S.
Using this notation the main limit theorem, used in the derivation of the basi
integral equations, an be stated in the following way:
Theorem 1.3 For a smooth tangential vetor eld F on a smooth surfae S it holds:
lim
h→0±
(SkF)(r + hnˆ(r)) = (SkF)(r), (1.21)
lim
h→0±
nˆ(r)× (KkF)(r+ hnˆ(r)) = (K˜kF)(r)± 1
2
F(r) (1.22)
and
lim
h→0±
nˆ(r)× (DkF)(r+ hnˆ(r)) = (D˜kF)(r). (1.23)
For proofs and more detailed treatment on the theorems above see [7℄, [8℄.
The nal formulations of the orret integral equations for dierent kinds of sat-
terers is only a matter of ombining the above statements. The formulations and
their derivations will be presented in Chapter 2 and Appendix A.
71.5 Finite elements
Finite elements are used to build nite dimensional funtion spaes on triangulated
surfaes in R3. The disrete solutions to boundary integral equations are sought
from these nite element spaes.
The supersripts in symbols generally refer to loal indies and subsripts refer to
global indies.
For the use of this thesis the following denition of nite element is used [11℄, [12℄:
Denition 1.1 A nite element is a triple (T,Π,Σ), where T ⊂ Rd is a polyhedron,
Π is a nite subspae of C(T ) and Σ is suh a nite set of funtionals on Π, that if
for x, y ∈ Π it holds f(x− y) = 0 for all f ∈ Σ, then x = y.
Denition 1.2 The referene triangle Tˆ is dened by
Tˆ =
{
ξ, η ∈ R2∣∣ξ + η < 1, ξ, η > 0} .
Remark 1.1 If T is a triangle in R3 then it is an ane image of the referene
triangle:
T = F (Tˆ ),
where F : R2 ⊃ Tˆ ∋
[
ξ
η
]
7→ A
[
ξ
η
]
+ b ∈ T ⊂ R3 where A : R2 → R3 is linear
and b ∈ R3.
The Lagrange's linear element (T,Π,Σ) is dened by: T is a planar triangle,
Π = P1(T ) and the three funtionals σi span Σ by σi ∈ Σ ⇔ σi(f) = f(pi), where
pi is the oordinate vetor of the ith vertex of the triangle.
The dual basis of (σi)i is denoted by (λ
j)3j=1, ie. it holds σ
i(λj) = δij . It turns out
that Π = span(λk)3k=1.
One says that the Lagrange's linear basis funtion λi is assoiated with the jth
vertex if σj(λi) = 1. A basis funtion λk is depited in gure 1.1.
From implementation point of view, the basis funtions are onstruted the usual
way from the referene element. The referene element is just a Lagrange's linear
element for whih T = Tˆ . Eah basis funtion is onstruted by omposition with
ane mapping whih maps the referene triangle Tˆ to T :
λi = λˆi ◦ F−1,
where λˆi : Tˆ → R is dened by
λˆ1(ξ, η) = 1− ξ − η,
λˆ2(ξ, η) = ξ and
λˆ3(ξ, η) = η.
8T
pk+1
pk
λk(pk) = 1
pk+2
λk
Figure 1.1: The graph of Lagrange's linear basis funtion λk on triangle T .
p2
p3
p1
e3 e
2
e1
Figure 1.2: Loal numbering on a triangle.
The Rao-Wilton-Glisson element [13℄ (T,Π,Σ) is dened by: T is a triangle,
Π = span(ui)i, where
ui(r) :=
Li
2A
(r− pi+2),
where Li denotes the length of ith edge, A denotes the area of T and pi+2 denotes
the oordinates to the opposing vertex to the edge i and Σ = span(σi)i where σi(f)
is the outer normal omponent of f ∈ Π on edge i. Again (σi)i is the dual base of
(ui)i.
The loal numbering of verties pi and edges ei of triangle T is presented in gure
1.2.
The basis funtions of Π of Rao-Wilton-Glisson (RWG) element an be also dened
using basis funtions of Lagrange's linear element:
r− pi+2 = (pi − pi+2)λi(r) + (pi+1 − pi+2)λi+1(r), (1.24)
where λi is assoiated with ith vertex. Thus the normal omponent of ui to the
triangle on the edge ej is δij .
The RWG-element an be seen as the Raviart-Thomas element [14℄ on a triangle
embedded in R
3
.
91.6 Finite dimensional funtion spaes on polyhe-
drons
Let S be a surfae of a polyhedron and let T = (Tm)m be it's triangulation.
Let RWGm be the RWG-element whih is assoiated with Tm, ie. RWGm :=
(Tm,Πm,Σm). Let Tm be adjaent triangle to Tn and e
i
their shared edge. The
shared edge is edge ek in Tm and edge e
l
in Tn. Thus the RWG-basis funtion on
the polyhedron is dened as
ui =


ukm, inTm
−uln, inTn
0, elsewhere
, (1.25)
where ukm is a basis funtion of RWGm and u
l
n is a basis funtion of RWGn. Although
the basis funtions are disontinuous on S, their normal omponent, wrt. edges of the
triangles, is ontinuous over the edges and their surfae divergene is an integrable
funtion on S.
Heuristially speaking, the normal omponent ontinuity aross edges is important
as it ensures that no urrent is lost nor reated at edges, ie. there are no urrent
soures on edges.
The spae spanned by RWG-basis funtions on T is denoted by RWG(T ).
Chapter 2
Sattering problems
The eletromagneti sattering problem onsidered in this thesis is posed as follows:
Problem 2.1 Let D be a bounded open set with well-behaved boundary S. Let Ep
and Hp be the primary elds of the soure (Jp,Mp) in homogeneous spae. Let
(E,H) be the solution to inhomogeneous Maxwell's equations where ε and µ are
dierent onstants in intD and extD.
What are the sattered elds Es and Hs whih satisfy
Es = E−Ep and Hs = H−Hp?
In the following the eletri eld, magneti eld and ombined eld integral equa-
tions (EFIE, MFIE and CFIE, respetively) are derived for perfetly eletrially
onduting satterers. For dieletri satterers, CFIE and Müller formulations are
derived.
The open set D in the above problem is onsidered as the sattering objet.
2.1 Derivation of the basi integral equations
Let ε1, µ1 and ε2, µ2, Im(ε1) < ∞, be the onstant eletri permittivities and
magneti permeabilities in extD and intD, respetively. Let (E,H) be the solution
to Maxwell's equations with sattering objet D and some given soure. Let E1 :=
E|extD, H1 := H|extD, E2 = E|intD and H2 := H|intD.
The boundary onditions for the elds read as
nˆ× E1 = nˆ× E2 and nˆ×H1 = nˆ×H2 onS. (2.1)
Let Es and Hs be again suh that E1 = Es + Ep and H1 = Hs + Hp in extD,
respetively. Thus Es satises the exterior Stratton-Chu formula (1.17) and Hs
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satises the exterior Stratton-Chu formula (1.18) with k = k1 = ω
√
ǫ1µ1. Clearly
Ep and Hp satisfy the interior Stratton-Chu formulas (1.15) and (1.16) with k = k1.
Finally, E2 and H2 satisfy the interior Stratton-Chu equations (1.15) and (1.16),
respetively, with k = k2 = ω
√
ε2µ2. Reall that Im(k) ≥ 0.
After some manipulations (see appendix A for details) one obtains the eletri and
magneti eld equations for D1 and D2:
− 1
iωε1
D˜k1(J)− K˜k1(M) +
1
2
M = −nˆ×Ep, (2.2)
− 1
iωµ1
D˜k1(M) + K˜k1(J)−
1
2
J = −nˆ×Hp, (2.3)
− 1
iωε2
D˜k2(J)− K˜k2(M)−
1
2
M = 0 and (2.4)
− 1
iωµ2
D˜k2(M) + K˜k2(J) +
1
2
J = 0 (2.5)
in S. These equations are denoted by EFIE1, MFIE1, EFIE2 and MFIE2, respe-
tively.
2.1.1 EFIE and MFIE formulations for PEC
Let D be a perfetly eletrially onduting (PEC) objet, ie. Im(ε2) = ∞ in D.
Then on S = ∂D it holds
nˆ× E = 0. (2.6)
By notiing that M = −nˆ × E = 0 and inspeting equation (2.2) one obtains the
EFIE formulation for PEC objet:
1
iωε
D˜k(J) = nˆ× Ep inS. (2.7)
This equation suers from the fat that at interior resonanes frequenies the D˜k
fails to be injetive, ie. (2.7) is not uniquely solvable and this property is inherited
to numerial solution sheme ausing the system
1
matrix to be singular.
This an be seen by onsidering the interior resonane problem. Supposing that the
material parameters in intD equal those of in extD. Then the soureless Maxwell's
equations in intD with ondition nˆ×E = 0 on ∂D have non-trivial solutions. Thus
−1
iωε
(Dk(J)(r) = −E(r), in intD
by Stratton-Chu formula (1.15) so that J annot be zero everywhere on ∂D, but by
multiplying both sides with nˆ× and taking limit from inside one obtains
−1
iωε
(D˜k(J)(r) = −nˆ× E(r) = 0, in ∂D,
1
denition of system matrix will be given in setion 2.2
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Figure 2.1: The generalisation of EFIE formulation to non-losed surfaes.
whih is the desired result.
Another problem with EFIE formulation is that it behaves badly when Krylov2
subspae iterative solvers, suh as GMRES, are applied to its disretization. The
ondition number of the resulting system matrix will tend to ∞ as ω → 0 or when
the element size tends to 0. Suh phenomenon is alled the low-frequeny breakdown
in the literature [15℄. The low-frequeny breakdown is problemati when one wishes
to model sattering objets that have small details: just representing the objet by
triangulation will ause element size to beome small.
The EFIE an be generalised to over path satterers, ie. non-losed surfaes. The
generalisation is done heuristially by onsidering an objet with thikness but that
whih is very thin. The urrents on both sides of the objet are almost idential
and thus the urrents an be thought as if they were one single urrent. This
generalisation is depited in gure 2.1
The MFIE formulation an be derived in similar manner from the equation MFIE1
(2.3) and applying the PEC boundary ondition (2.6).
K˜k(J)− 1
2
J = −nˆ×Hp. (2.8)
The MFIE formulation also suers from loss of uniqueness of the solution at ertain
frequenies [8℄. Comparing MFIE and EFIE numerially one observes that MFIE is
less aurate than EFIE. Espeially when the objet has sharp edges, the solution
by MFIE beomes less aurate.
On the other hand, MFIE does not suer from low frequeny breakdown and it has
good iterative properties.
2.1.2 CFIE formulation
Combining EFIE and MFIE as
αEFIE+(1− α)ηnˆ×MFIE,
2
Alexei Nikolaevih Krylov (1863-1945)
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where η =
√
µ/ε and α ∈ [0, 1], one obtains the so alled ombined eld integral
equation (CFIE) for a PEC-satterer:
α
1
iωε
D˜k(J) + η(1− α)
[
nˆ× K˜k(J)− 1
2
nˆ× J
]
=
αnˆ×Ep − η(1− α)nˆ× nˆ×Hp (2.9)
This formulation has the advantage that for all ω > 0 it has a unique solution
[8℄. The resulting system matrix has a muh smaller ondition number than pure
the EFIE and the solution is more aurate than pure MFIE. The small ondition
number in turn guarantees a faster onvergene of the GMRES iterations.
Similarly, for dieletri objets with Im(ε2) <∞, one an ombine EFIEi andMFIEi
to obtain dierent ombined formulations.
The following ombination is alled CFIE formulation for dieletri objet:{
αEFIE1 + (1− α)ηnˆ×MFIE1
αEFIE2 + (1− α)ηnˆ×MFIE2 .
Or, in matrix-vetor notation,
C
[
J
M
]
=
[ −αnˆ×Ep − (1− α)ηnˆ× nˆ×Hp
0
]
, (2.10)
where C is dened by
C =

 − αiωε1 D˜k1 + (1− α)ηnˆ×
(
K˜k1 − 12
)
−η 1−α
iωµ1
nˆ× D˜k1 − α
(
K˜k1 +
1
2
)
− α
iωε2
D˜k2 + (1− α)ηnˆ×
(
K˜k2 +
1
2
)
−η 1−α
iωµ2
nˆ× D˜k2 − α
(
K˜k2 +
1
2
)

 .
By a loser inspetion one observes that when the PEC boundary ondition (2.6)
is applied, the resulting equation is the CFIE PEC when onsidering only the rst
row.
2.1.3 Müller formulation
The Müller formulation is dened for dieletri objets.
Let αi and βi, for i = 1, 2 be dened by
αi =
2µi
µ1 + µ2
and β1 =
2εi
ε1 + ε2
.
The Müller formulation then is dened by{ −α1MFIE1 + α2MFIE2
β1EFIE1 − β2EFIE2
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or, in matrix-vetor notation,
M
[
J
M
]
=
[
α1nˆ×Hp
−β1nˆ× Ep
]
, (2.11)
where M is dened by
M =

 2µ1+µ2
[
µ2K˜k2 − µ1K˜k1
]
+ I 2
iω(µ1+µ2)
[
D˜k1 − D˜k2
]
2
iω(ε1+ε2)
[
D˜k2 − D˜k1
]
2
ε1+ε2
[
ε2K˜k2 − ε1K˜k1
]
+ I

 . (2.12)
The kernel of D˜k1 − D˜k2 is weakly singular [15℄. This fat simplies the numerial
treatment as no dierentiability restritions need to be posed on basis nor test
funtions.
In addition, the Müller formulation has the following desirable properties. It does
not suer from loss of uniqueness of the solution at any frequenies [8℄ and it has
very good low frequeny properties [16℄. The onvergene is studied in setion 2.3
in more detail.
2.2 Disretization
Let D be a polyhedron and T be a triangulation on the boundary S of D. The
numerial solutions of the sattering problem 2.1 are based on the integral equations
(2.7), (2.8), (2.9), (2.10) and (2.11).
The disrete ounterpart of these equations are derived by means of projetion onto
V = RWG(T ) or V = nˆ× RWG(T ).
Let A be the integral operator ating on elds on S and let f be in the range of A.
Let UT = RWG(T ) or UT = RWG(T ) and V = RWG(T ) or V = nˆ×RWG(T ). Let
P be an orthogonal projetion wrt. 〈·, ·〉 of ertain tangential elds on S onto VT .
The disrete equation now takes the form
PAx = Pf, x ∈ UT , (2.13)
whih is equivalent with
〈y, Ax〉 = 〈y, f〉 ∀y ∈ VT . (2.14)
This is just a system of linear equations
Ax = f
and for a small dimension of the spae RWG(T ) it an be solved, for example, by the
LU-fatorisation. Krylov-subspae methods, suh as the GMRES iteration, would
ome into onsideration if their onvergene were fast enough.
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The matrix A is alled the system matrix of the problem (2.14).
The funtions in VT are alled test funtions and the funtions in UT are alled basis
funtions.
The hoies of test and basis funtion spaes must be arefully seleted for dierent
formulations. In table 2.1 the feasible test and basis funtion spaes are olleted
for dierent formulations. For justiation see [8℄, [16℄.
Table 2.1: Feasible hoies for test and basis funtion spaes for dierent formula-
tions
Formulation Test funtions Basis funtions
EFIE PEC nˆ× RWG RWG
MFIE PEC RWG RWG
CFIE PEC nˆ× RWG RWG
Müller RWG RWG
Reall that the RWG-basis funtions are denoted by um ie. RWG(T ) = span(um)Nm=1.
The disrete form of EFIE for PEC satterer (2.7) reads as
1
iωε
〈
nˆ× um, D˜k
(
N∑
n=1
xnun
)〉
= 〈nˆ× um, nˆ× Ep〉 ∀m = 1 . . .N, xn ∈ C.
(2.15)
This equation is to be modied in order to eiently alulate the elements〈
nˆ× um, 1
iωε
D˜k(un)
〉
of the system matrix. The rst term of the sesquilinear form 〈·, ·〉 was omplex-
onjugated but the onjugation symbol may be omitted sine nˆ× um is real. Thus
writing the sesquilinear form above open yields
1
iωε
∫
S
nˆ(r)× um(r) ·
∫
S
nˆ(r)× (∇∇ ·+k2)gk(r, r′)un(r′)dr′dr.
By taking the nˆ× out from the inner integral and using the vetor identity
a · b× c = a× b · c
and the fat that sine um(r) is orthogonal to nˆ(r) it holds
(nˆ(r)× um(r))× nˆ(r) = um(r),
and thus
1
iωε
〈
nˆ× um, D˜k(un)
〉
=
1
iωε
∫
S
um(r) ·
∫
S
(∇∇ ·+k2)gk(r, r′)un(r′)dr′dr
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holds.
The right hand side of the above equation naturally deouples into two expressions:
One expression that has ∇∇· in it and one that has k2 in it. The expression that
has ∇∇· in it is then manipulated in the following way:∫
S
um · ∇
∫
S
∇ · (gkun)dr =
−
∫
S
∇ · um
∫
S
∇ · (gkun)dr′dr =
−
∫
S
∇ · um
∫
s
gk∇′ · undr′dr.
Here in the rst equation the gradient is moved to divergene by integration by
parts. In the seond equation, the following identity is used:
∇gk = −∇′gk,
where ∇′ denotes the derivative with respet to r′. Thus the gradient of the Green's
funtion an be moved to divergene of the basis funtion by integration by parts.
Note that divergenes applied to um and un are onsidered as surfae divergenes.
Remark 2.1 The integration by parts does not produe boundary integral terms
when test funtions are in RWG(T ) for they have ontinuous normal omponent
over the edges.
Similarly, it holds ∫
S
nˆ× um · k2
∫
S
nˆ× gkundr′dr =∫
s
um ·
∫
s
gkundr
′dr.
Colleting the results one obtains the formula to alulate the elements of the system
matrix A:
Amn =
i
ωε
∫
S
∇ · um
∫
S
gk∇′ · undr′dr− iωµ
∫
S
um ·
∫
S
gkundr
′dr. (2.16)
This is not, however, yet the reipe to assemble the system matrix. Instead one
alulates the so alled loal system matries
Apqmn =
i
ωε
∫
Tm
∇ · upm
∫
Tn
gk∇′ · uqndr′dr− iωµ
∫
Tm
upm ·
∫
Tn
gku
q
ndr
′dr
and adds these to right plaes in the system matrix. Here p, q ∈ {1, 2, 3} and thus
Apqmn is a 3× 3 matrix wrt. p and q. Reall that upm:s denote the basis funtions of
element Tm.
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Remark 2.2 The restritions of global basis funtions on elements are the loal
basis funtions multiplied by −1 or 1 as stated in equation (1.25).
Realling that
upm =
Lpm
Am
(
(ppm − pp+2m )λpm + (pp+1m − pp+2m )λp+1m
)
holds and by notiing that ppm is onstant for eah p ∈ {1, 2, 3} one sees that only
integrals
Ipqmn =
∫
Tm
λpm(r)
∫
Tn
gk(r, r
′)λqn(r
′)dr′dr
are required to alulate the system matrix of the disrete EFIE formulation.
For the MFIE PEC formulation the loal system matrix entries Bpqmn are dened by
Bpqmn =
∫
Tm
upm · nˆ×
∫
Tn
∇× (gkuqn)dr′dr,
whih is equivalent with
Bpqmn =
∫
Tm
upm × nˆ ·
∫
Tn
∇gk × uqndr′dr
after some manipulations.
In the ase of Müller formulation, this is not yet enough, sine the testing is done
with RWG funtions and thus one needs to alulate integrals of type
Dmn =
∫
S
um(r) · nˆ×
∫
S
∇∇ · (gk(r, r′)un(r′))dr′dr
=
∑
p,q
∫
Tp
um(r)nˆ(r) · ∇
∫
Tq
∇ · gk(r, r′)un(r′)dr′dr
=
∑
p,q
∫
Tp
∇ ·
[
um(r)× nˆ(r)
∫
Tq
∇ · g(r, r′)un(r′)dr′
]
dr
=
∑
p,q
∫
∂Tp
νp(r) · um(r)× nˆ(r)
∫
Tq
gk(r, r
′)∇′ · un(r′)dr′dr.
As with EFIE formulation, the integrals are alulated using the Lagrange's loal
basis funtions.
To alulate Bpqmn using Lagrange's loal basis funtions one must pay attention to
the gradient of the Green's funtion. Writing the gradient in loal oordinates and
using the following formula:
∇g(r, r′)× f = −∂g(r, r
′)
∂nˆ′
nˆ× f + nˆ (∇′Sg(r, r′) · nˆ× f) , if nˆ · f = 0,
18
the loal system matrix Bpqmn an be written as
Bpqmn =
∫
Tm
upm × nˆ ·
(∫
Tn
− ∂g
∂nˆ′
nˆ′ × uqndr′ +
∫
Tn
nˆ′(∇′Sg · nˆ′ × uqn)dr′
)
dr.
Finally, using Gauss's theorem and produt rule of derivative, one obtains
Bpqmn =
∫
Tm
nˆ× upm ·
∫
Tn
∂g
∂nˆ′
nˆ′ × uqndr′dr−∫
∂Tn
nˆ′ × upn · ν ′
∫
Tm
gnˆ× uqm · nˆ′drdr′. (2.17)
From this one sees that to alulate the MFIE system matrix one only needs to
alulate the following integrals
Jijmn =
∫
Tm
λim
∫
Tn
∂g
∂nˆ
λjndr
′dr,
Kijmn =
∫
∂Tn
λjn
∫
Tm
gλimdr
′dr and
idijmn =
∫
Tm∩Tn
λimλ
j
ndr.
And it turns out, that these, in addition to Ipqmn, are the only integrals needed to
alulate the system matrix for Müller and CFIE formulations.
In the alulation of Ipqmn, J
pq
mn and K
pq
mn by numerial quadrature one has to alulate
integrals of type ∫
g(r, r′)λq(r′)dr′,
whih are tediously hard to alulate using only numerial quadrature. Therefore,
they are alulated using the singularity subtration tehnique:
The Green's funtion gk(r, r
′) has a series expansion due to Laurent's series of the
funtion eiz/z:
gk(r, r
′) =
1
4π
∞∑
n=0
(ik)n ||r− r′||n−1
n!
.
And the rst few terms of this series is integrated analytially. The tail series
onverges to a funtion that is everywhere ontinuous and bounded in ompat sets
and thus it an be eiently integrated numerially by using Gaussian quadrature.
For the derivation of suh analytial formulas, see [4℄, [3℄.
2.2.1 On implementation
There are three main data strutures that are used in the implementation:
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Nodes is a (3,M)-table ontaining the nodal data given by
nodes(:,i) = pi =

 p1ip2i
p3i

 ,
where pi is the ith node and pji is it's jth oordinate. Here MATLAB notation is
used: nodes(:,i) denotes the ith olumn of nodes table.
Elements is a (6, N)-table ontaining the element data. Element Ti is given by
elements(:,i) = ti =


n1i
n2i
n3i
s1ie1i
s2ie2i
s3ie3i


,
where nji ∈ N is the global nodal index of the jth vertex of the ith element, eji ∈ N
is the global index of the jth edge of ith element and sji ∈ {−1, 1} denotes whether
loal orientation of jth edge in the element is onsistent with global orientation given
by edge data. It is required that eah sijeij ∈ Z is in the element data only one.
This will make the onstrution of global basis funtions from loal basis funtions
easy: uein = sinu
i
n in Tn.
Edges is a (3, R) table ontaining the edge data. Edge i is given by
edges(:,i) = ei =

 n1in2i
si

 ,
where nji ∈ N is jth node of ith edge and si = 1 if the edge ei is on the boundary
and si = 0 if not.
Let Apqmn be the loal system matrix of the used formulation. Suppose additionally
that
Apqmn = A
qp
nm. (2.18)
Then, using data strutures above, the system matrix assembly routine is as follows:
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A ← 0;
foreah m,n = 1 . . .N, n ≤ m do
foreah p, q ∈ {1, 2, 3} do
r ← abs(elements(p + 3, m));
s← abs(elements(q + 3, n));
rˆ ← sign(elements(p + 3, m));
sˆ← sign(elements(q + 3, n));
A(r, s)← A(r, s) +Apqmnrˆsˆ;
if m 6= n then
A(s, r)← A(s, r) +Aqpmnsˆrˆ;
end
end
end
This algorithm is easy to modify if the loal system matries do not have the property
(2.18). The loal system matries of EFIE PEC formulation do have this property.
The nodes table is used to alulate the integrals in loal system matries and the
edges table is used in the visualisation.
Having these three data strutures the struture of the solver an be divided in to
ve levels:
1. Exat integration of integrals of type∫
1
||r− r′||nλq(r
′)dr′.
2. Integration of the integrals over triangles involving Lagrange's loal basis fun-
tions using Gaussian quadrature.
3. Assembly of loal system matries.
4. (a) Assembly of global system matrix.
(b) Mesh preproessing.
() Visualisation routines.
5. Solution of the system matrix equation and alulation of wanted eld values.
Here the parts 1,2,3 and 4(a) are ritial speed-wise and were to be written in C
language to ahieve reasonable system matrix assembly speeds.
2.3 The numerial study
In this setion the properties of EFIE, MFIE, CFIE and Müller formulations are
studied numerially. The properties are studied by sattering problem stated above
with varying satterer geometries and soure frequenies.
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Figure 2.2: Used meshes to test sattering. They orrespond to systems with 120,
480, 288 and 2892 DOFs from (a) to (d), respetively.
In the ase of a spherial satterer, the eld solution obtained by the Mie series
method is also presented. The Mie series alulations were performed using odes
done by Jukka Sarvas and Henrik Kettunen and whih were part of a pakage de-
veloped in eletromagnetis laboratory. For overview of the Mie series method, see
[17℄. The sphere is approximated by a spheried subdivision iosahedron with 80 or
320 faes. Suh meshes orrespond to systems with 120 or 480 degrees of freedom
(DOF), respetively. The used meshes are shown in gure 2.2. The sphere meshes
were saled to have the volume that of a sphere with radius of 1.
In eah ase, the x omponent of the real part of the sattered eld is examined on
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a irle in R3 parametrised by
C(t) = 10 [0, cos t, sin t] , −π < t < π.
The soure is an eletri dipole dened by Jd(r) = δpd(r)Pd, where pd = [0, 60,−40]
and Pd = [1, 0, 0]. The satterer is some objet loated at origin within a ball of
radius of 10m.
For PEC sphere with 120 DOFs EFIE, MFIE and CFIE perform equally well when
the frequeny is not an interior resonane frequeny. The α parameter for CFIE is
hosen to be
1
2
. The sattered eld by EFIE, MFIE and CFIE is presented in gure
2.3.
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Figure 2.3: Sattered eld omparison of due to the series, EFIE, MFIE and CFIE
methods. Sattering mesh is the Sphere1.
If the satterer ontains sharp edges the preision of MFIE method deteriorates. This
phenomenon an be seen by omparing the sattered eld alulated with EFIE and
MFIE due to parametrially deformed ube and the phenomenon is illustrated in
gure 2.4. The alulations were performed on meshes Cube1 and Cube2.
The parametri deformation is dened by the mapping λ : R3\{0} × R+ → R3
λ : (p, t) 7→ (1− t)p + t p||p|| .
It holds that λ(·, 0) = id and λ(·, 1) maps every point in it's domain to unit sphere.
The resonane frequenies of square PEC avity with edge length of 2m an be
alulated analytially. They are
fmnl =
√
(m1
2
π)2 + (n1
2
π)2 + (l 1
2
π)2
2π
√
µε
.
23
−100 0 100
−0.03
−0.02
−0.01
−100 0 100
−0.03
−0.025
−0.02
−100 0 100
−0.018
−0.016
−0.014
−0.012
−0.01
−100 0 100
−0.014
−0.012
−0.01
−0.008
Figure 2.4: Sattered eld due to a deformed ube. The sattered eld on the plots
orrespond to the satterer geometry depited on the right side. Continuous line is
the eld due to EFIE from Cube2, dotted is due to EFIE from Cube1, dashed is
due to MFIE from Cube1 and dash-dotted is due to MFIE from Cube2.
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Figure 2.5: Condition number versus frequeny of MFIE, EFIE and CFIE system
matries due to ube. The resonanes are alulated analytially. The mesh is the
Cube2.
Respetively, the resonane wave numbers k of spherial PEC avity are obtained
[18℄ by the solutions of
jn(ka) = 0 or
∂
∂x
(xjn(x)))|x=ka = 0,
where a is the radius of the sphere and jn is the spherial Bessel funtion of index
n.
Plotting the ondition number of the system matrix of the EFIE formulation reveals
spikes at the resonane frequenies as seen in gures 2.5 and 2.6. This behaviour
an be explained by notiing that the operator D˜k fails to be injetive at the in-
terior resonane frequenies and thus one should expet the system matrix of the
disretized EFIE to beome nearly singular.
One should also notie that in the gures 2.5 and 2.6 the ondition number of
the MFIE system matrix also has spikes, but the CFIE system matrix has exel-
lent ondition number throughout the sweep. This remark gives rise to onjeture
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Figure 2.6: Condition number versus frequeny of MFIE, EFIE and CFIE system
matries due to sphere. The resonanes are alulated analytially. The mesh is the
Sphere2.
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Figure 2.7: The GMRES onvergene urves of EFIE, MFIE and CFIE formulations.
The iteration stopping tolerane is 10−3.
ker{D˜k} ∩ ker{K˜k − 12 id} = {0}. Notie that this is vaguely posed sine the spae
on whih D˜k and K˜k − 12 id operate is not dened.
Upon solving the disrete sattering equation (at frequeny f = 30MHz) iteratively
using GMRES iteration with stopping tolerane 10−3 and iteration restart value 20,
the onvergene urves of EFIE, MFIE and CFIE formulations are depited in gure
(2.7). The MFIE required 10, CFIE required 27 and EFIE required 78 iterations to
reah the tolerane.
The low-frequeny breakdown is seen by inspeting the ondition number of the
EFIE, MFIE and CFIE system matries. The ondition number of EFIE system
matrix is muh higher than that of CFIE. For MFIE, there is no low-frequeny
breakdown. This phenomenon is illustrated for sphere in gure 2.8.
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Figure 2.8: The ondition number of EFIE and CFIE grows fast when the frequeny
tends to zero. Notie that the ondition number of MFIE stays very small.
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Figure 2.9: Solving iteratively the system matrix equation of Müller formulation
using GMRES. (a) The number of required iterations at dierent frequenies. (b)
The ondition number of system matrix.
In the ase of a dieletri satterer, the Müller formulation is studied numerially. In
the gures 2.11 (a-d) it is seen that the Müller formulation produes almost the same
solution as the Mie series method and that the relative error stays approximately
onstant for dierent values of ε.
The Müller formulation has good onvergene properties at wide range of frequen-
ies as seen in gure 2.9. The high ondition number at high frequenies doesn't
ause the GMRES iteration to beome unusable as at frequenies above 30 · 108Hz
the disretization is too oarse for real alulations. The wavelength at this fre-
queny is about 0.1m and the average edge length is about 0.78m. The used mesh
was Sphere1. The GMRES stopping tolerane for relative residual was 10−3. The
onvergene urves for frequenies 30 · 103, 30 · 105 and 30 · 107 Hz are presented in
gure 2.10.
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Chapter 3
Appliation on shape optimisation
In this hapter the EFIE formulation for PEC path is applied to optimise the
diretivities of wire antennas of dierent lengths. The optimisation is done with
respet to deformation of the antenna by splines. The disussion about whether of
not the optimal shape is global is exluded for it is beyond the sope of this thesis.
Thus whenever shape is said to be optimal it means that the optimisation algorithms
stopping riterion is fullled.
Suh optimisation proess is inspired by Landstorfer's artile [19℄. Some similar
shapes are found in this thesis but for the most part the optimal shapes presented
in this paper dier.
The rest of the hapter is organised as follows. In rst setion the problem is
modelled using RWG elements and the optimisation problem is posed. In the seond
setion the optimisation results are presented and in the third and nal setion the
results and methods are ompared to those of Landstorfer.
3.1 Problem modelling and posing
Five dierent antenna lengths are studied:
1
2
λ, 1λ, 3
2
λ, 2λ and 5
2
λ. The geometry of
the wire antennas is modelled by a surfae path of width
λ
50
exept for the ase of
1
2
λ where width λ
100
is used. The path lies on xy-plane.
Two dierent meshes, oarse and ne, are used in order to verify the optimised result.
First the shape is sought using oarse mesh and when the optimisation algorithm
stops the ne mesh is used. The meshes are depited in gure 3.1. The oordinate
system is also presented in the same gure.
It should be noted that in width diretion there are only 2 elements and thus the
singular behaviour of the surfae urrent near the edges is not modelled at all. It
turns out that urrent that ows in x diretion is negligible ompared to that whih
ows in yz diretion and thus the plate model is justied model for a wire antenna.
Somewhat better hoie element hoie might have been retangular elements sine
30
31
y
x
Figure 3.1: Coarse and ne meshes for antenna and the oordinate system.
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in that ase the urrent in x diretion would have been fored to 0.
The input of the antenna is modelled so that the right hand side's vetor's entries
orrosponding to the edges that lie in the plane y = 0 were set 1 or −1, depending
of the edges orientation, and all the other entries were set to 0. This orresponds to
a situation where the antenna is fed with 1V voltage soure at the entre.
The diretivity D was measured to the diretion of z axis using the formula
D =
4π ||E(r)||2∫
S
||E(r′)||2 dr′ , (3.1)
where S is a sphere with radius of 103λ and r = 103λuz. For motivation of suh
denition of diretivity see [20℄, [21℄.
Let X1 ∈ R2N+1, where 2N + 1 is the dimension of the data that dene the defor-
mation and let X2n = n
L
2N
, n = −N,−N + 1, . . . , 0, 1, . . . , N , where L is the length
of the path. The array X1 is alled the node data and X2 the node loations.
The deformation is dened as a omposition three funtions: a not-a-knot spline
σ : pz = σ(py), suh a saling in y diretion that the ar-length of the path is
preserved and suh a translation that
∑
u p
i
z = 0.
Furthermore, to obtain a symmetri antenna one an disard half of the node lo-
ations and node data by requiring that X1N−n = X
1
N+n. Thus N + 1 numbers
ompletely dene the deformation. These numbers are denoted by vetor X.
Let D : RN+1 → R+ be the diretivity of the antenna that has the deformation
dening vetor as an argument. Thus the problem an be posed as follows:
Problem 3.1 Find X ∈ RN+1 suh that∣∣∣∣D(X)− sup
X˜
D(X˜)
∣∣∣∣ + ||(∇D)(X)|| (3.2)
is small.
However, sine one does not know the supX˜ D(X˜) one an only try to maximise the
diretivity and stop the maximisation algorithm when ||(∇D)(X)|| is small or the
norm of the dierene between suessive values of X is small.
3.2 Optimisation and results
The optimisation is arried out using slightly modied BFGS (Broyden, Flether,
Goldfarb and Shanno) method with Armijo baktraking line searh. For overview
of these methods, see [22℄. The modied method is desribed in Appendix B in
greater detail.
The dimension of deformation the dening vetor was hosen after some experiment-
ing to be 17. For equidistant node loations this hoie puts node on every vertex
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Table 3.1: Summary of optimal shapes.
Length / λ Diretivity / dB Figures Linear antenna dir. / dB
1
2
2.2 3.2, 3.3 2.2
1 4.3 3.4, 3.5 4.0
11
2
7.1 3.6, 3.7 -1.9
2 7.5 3.8, 3.9 -19
21
2
9.2 3.10, 3.11 0.8
on the oarse mesh on the yz-plane. Thus hoosing greater dimension would fore
one to hoose also ner mesh as the oarse mesh.
The shape, diretivity pattern in the yz-plane, projetion of urrent density in to
the yz plane on the antenna and orthographi projetion of the urrent density as
olour plot of eah of the antennas are visualised in gures 3.2 - 3.11.
The urrent distributions plots are parametrised by ar-length to be able to ompare
the urrent distribution to the sinusoidal urrent distribution approximation of the
thin linear antenna [20℄, [21℄. Although it's quite hallenging for most of the part
to ompare the urrent distributions to sinusoidal approximations the dierene
is very lear at antenna lengths 11
2
λ and up. The diulty is due to the fat that
urrent density is omplex vetor eld on the surfae and the approximations are not
presented in modulus-argument z(t) = |z(t)|eiφ(t) but in the form z(t) = r(t)eiϕ(t),
where r, φ, ϕ : R → R.
For omparison, the urrent distributions of straight antennas are presented in g-
ures 3.12 (a-e).
The optimal diretivities in deibels and referenes to gures are presented in table
3.2.
It should be noted that for antenna lengths
1
2
λ and 1λ the algorithm ouldn't nd
substantially better antenna shapes. For all the other antenna shapes the dierene
is dramatial.
3.2.1 Comparison with Landstorfer's antennas
In artile [19℄ there are presented three antennas of lengths 11
2
λ, 2λ and 21
2
λ. A
san from Landstorfer's artile presenting his antennas is in gure 3.13.
Landstorfer used the sinusoidal approximation for urrent distribution whih may be
questioned by looking the urrent distribution of antennas found in this thesis. For
antenna length 11
2
λ the antennas are strikingly similar, f. gure 3.14. However, for
other antenna lengths the dierenes are remarkably visible. The biggest dierene
is at antenna length 21
2
, f. gures 3.10 and 3.13.
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Figure 3.2: Shape and diretivity pattern of half wave wire antenna.
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Figure 3.3: Current distribution on half wave antenna along ar length and on 3d
visualisation.
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Figure 3.4: Shape and diretivity pattern of full wave wire antenna.
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Figure 3.5: Current distribution on full wave antenna along ar length and on 3d
visualisation.
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Figure 3.6: Shape and diretivity pattern of 11
2
-wave wire antenna.
39
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
0
0.02
0.04
0.06
0.08
0.1
N
or
m
 o
f s
ur
fa
ce
 c
ur
re
nt
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−1
−0.5
0
0.5
1
a
rg
um
en
t o
f s
ur
fa
ce
 c
ur
re
nt
 / 
pi
Arc−length coordinate on antenna / λ
Figure 3.7: Current distribution on 11
2
-wave antenna along ar length and on 3d
visualisation.
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Figure 3.8: Shape and diretivity pattern of 2-wave wire antenna.
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Figure 3.9: Current distribution on 2-wave antenna along ar length and on 3d
visualisation.
42
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−0.1
0
0.1
y−coordinate / λ
z−
co
o
rd
in
at
e 
/ λ
  2
  4
  6
  8
  10
30
210
60
240
90
270
120
300
150
330
180 0
Figure 3.10: Shape and diretivity pattern of 21
2
-wave wire antenna.
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Figure 3.11: Current distribution on 21
2
-wave antenna along ar length and on 3d
visualisation.
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Figure 3.12: Current distributions on straight antennas for antenna lengths
(1
2
λ, . . . , 21
2
λ) in gures (a-e), respetively.
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Figure 3.13: Landstorfer's antennas.
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Figure 3.14: Comparison between antenna shapes found in this thesis and by Land-
storfer. The antenna length is 11
2
λ.
Chapter 4
Conlusions and future study
It was found that the boundary integral equations are indeed useful tools for analysing
eletromagneti sattering from homogeneous objets. The full system matrix does
not ause too muh problems when the system size is not too large. On modern
personal omputers the size of the system may be about 5000 DOFs for problems
where the system matrix stays onstant and about 500 DOFs for variable system
matrix problems, suh as antenna shape optimisation. With help of fast methods
(suh as MLFMA) the Müller's formulation is an attrative hoie for solving large
problems due to it's good iterative properties at a wide frequeny range.
By looking at the ondition number of the EFIE system matrix it was possible
to loate the interior resonane frequenies of suh a resonator that has the same
boundary as the original sattering objet. However, the searhing of those frequen-
ies is very slow by alulating the ondition number by varying frequenies over
some interval. This proedure raises the question if the resonane frequeny problem
ould be treated some way as a very general eigenvalue problem:
Problem 4.1 Find k ∈ R+ and Jh ∈ UT suh that
PD˜k(Jh) = 0,
where P is the projetion onto VT .
A similar question is how stable is the sattered eld with respet to small defor-
mations of the sattering mesh and, in the ase of urved surfaes, how densely the
surfae must be triangulated in order to ahieve reasonable auray. Some hints on
the former question was obtained in the proess of shape optimisation. There seem
to be ritial points of the diretivity in the deformation parameter spae. At the
ritial points the diretivity doesn't hange muh when the shape of the satterer
is deformed. The latter question was studied by omparing the series solution to
solution of the disretized boundary integral equation. But these numerial studies
were only a glimpse of the behaviour of the boundary integral equations. No ana-
lytial bounds for the error were studied. There is probably something to disover
by analysing these questions in a mathematially rigorous fashion.
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The EFIE formulation seems to onverge quite slowly in the presene of small el-
ements and when using iterative solvers, it seems to be important to be able to
preondition the system equation somehow. As the EFIE formulation is a valid
method for solving sattering from plates it seems worthwhile to develop preondi-
tioners, whih target on the problem of low-frequeny breakdown.
Appendix A
Derivation of EFIEi and MFIEi
Let Es, Hs satisfy the exterior Stratton-Chu (Ext-SC) formulas with k = k1 or-
responding to Js and Ms and let Ep and Hp satisfy the interior Stratton (Int-SC)
formulas with k = k1 orresponding to Jp and Mp. Let E2, H2 satisfy the Int-SC
with k = k2.
The elds (Es,Hs) and (Ep,Hp) are suh that their sum satises the Maxwell's
equations in the presene of the sattering objet. The sum is denoted by (E1,H1).
Thus it holds
− 1
iωε1
Dk1(Js)−Kk1(Ms) = Es, in extD (A.1)
− 1
iωµ1
Dk1(Ms) +Kk1(Js) = Hs, in extD (A.2)
− 1
iωε1
Dk1(Jp)−Kk1(Mp) = 0, in extD (A.3)
− 1
iωµ1
Dk1(Mp) +Kk1(Jp) = 0, in extD (A.4)
− 1
iωε1
Dk2(J2)−Kk2(M2) = 0, in extD (A.5)
− 1
iωµ1
Dk2(M2) +Kk2(J2) = 0, in extD. (A.6)
Summing up (A.1) + (A.3) and (A.2) + (A.4) and using the fat that the tangen-
tial omponents of the elds ontinuous aross the boundary one is left with four
48
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equations
− 1
iωε1
Dk1(J)−Kk1(M) = Es, in extD (A.7)
− 1
iωµ1
Dk1(M) +Kk1(J) = Hs, in extD (A.8)
− 1
iωε1
Dk2(J)−Kk2(M) = 0, in extD (A.9)
− 1
iωµ1
Dk2(M) +Kk2(J) = 0, in extD. (A.10)
Then multiplying eah of the equations (A.7-A.10) by nˆ× from left and taking the
limit (using limiting theorem 1.3) to the boundary one obtains the following set of
equations:
− 1
iωε1
D˜k1(J)− K˜k1(M)−
1
2
M = nˆ× Es, (A.11)
− 1
iωµ1
D˜k1M + K˜k1(J) +
1
2
J = nˆ×Ms, (A.12)
− 1
iωε2
D˜k2(J)− K˜k2(M)−
1
2
M = 0, (A.13)
− 1
iωµ2
D˜k2M + K˜k2(J) +
1
2
J = 0. (A.14)
Finally sine nˆ × Es = nˆ × E − nˆ × Ep and nˆ ×Hs = nˆ ×H − nˆ ×Hp and using
the denition (1.14) of M and J the nal four equations are obtained.
Appendix B
The BFGS-algorithm
Let f : Rn → R be dierentiable. Denote ∇hf(x) :=
∑
i(f(x + hei) − f(x))/h the
numerial (forward) derivative of f in point x. Let H0 be an initial guess for the
inverse Hessian matrix of f and x0 be the initial guess of the minimising vetor.
These an be hosen as H0 = I and x0 = 0. Denote fk = f(xk).
The BFGS-algorithm is now as follows [22℄:
k ← 0;
while ||∇hfk|| > ǫ do
pk ← −Hk∇hfk;
xk+1 ← xk + αkpk, where the αk is the line searh parameter so that new
guess satises the Wolfe onditions;
s← xk+1 − xk;
y ←∇hfk+1 −∇hfk;
ρ← 1/(yTs);
Hk+1 ← (I − ρsyT)Hk(I − ρysT) + ρssT;
k ← k + 1;
end
The modiated BFGS-algorithm used in this thesis is suh that line searh is re-
quired only to satisfy the Armijo ondition [22℄, the dierene between smallest and
largest element of x is not too big and that any derease of f is ahieved. Addi-
tionally, the algorithm is essentially restarted by setting Hk+1 = I every time 1/ρ is
smaller than 10−9
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