We consider a model for a directed polymer in a random environment defined on a hierarchical diamond lattice in which i.i.d. random variables are attached to the lattice bonds. Our focus is on scaling schemes in which a size parameter n, counting the number of hierarchical layers of the system, becomes large as the inverse temperature β vanishes. When β has the form β/ √ n for a parameter β > 0, we show that there is a cutoff value 0 < κ < ∞ such that as n → ∞ the variance of the normalized partition function tends to zero for β ≤ κ and grows without bound for β > κ. We obtain a more refined description of the border between these two regimes by setting the inverse temperature to κ/ √ n + α n where 0 < α n 1/ √ n and analyzing the asymptotic behavior of the variance. We show that when α n = α(log n−log log n)/n 3/2 (with a small modification to deal with non-zero third moment) there is a similar cutoff value η for the parameter α such that when α < η the variance goes to zero and grows without bound when α > η. Extending the analysis yet again by probing around the inverse temperature κ/ √ n + η(log n − log log n)/n 3/2 we find an infinite sequence of nested critical points for the variance behavior of the normalized partition function. In the subcritical cases β ≤ κ and α ≤ η this analysis is extended to a central limit theorem result for the fluctuations of the normalized partition function.
Introduction

Preliminary discussion
A directed polymer in a random environment is a statistical mechanical model for a random, selfavoiding path (the polymer) whose law is skewed by a second layer of randomness identified with "impurities" in a surrounding medium (the environment). In these models, the environmental impurities are defined by the realizations of i.i.d. random variables spread out over the spatial lattice traversed by the polymer, and the fundamental question is to what extent realizations of the environment determine the polymer's trajectory. The degree of environmental influence on the polymer's law is modulated in a direct way by an inverse temperature parameter β ≥ 0 (defining a Gibbs measure) and filtered indirectly through the path combinatorics of the lattice structure on which the polymer is built. From a mathematical perspective, directed polymers in random media provide interesting probabilistic models since they can exhibit critical behavior as a function of the temperature in the limit that the polymer becomes long.
The most studied spatial setting for directed polymers is the rectangular lattice Z + × Z d in which the component Z + formally plays the role of "time" for a stochastic process taking values in Z d ; see, for instance, [20, 4, 5, 26, 24, 2] and the review [7] . Recently a few authors [21, 1] have focused on directed polymers embedded on diamond graphs (also referred to as diamond lattices), which are a family of recursively defined graphs providing a network of directed paths between two root vertices, A and B (find a diagram and the precise definition below). Before the topic of directed polymers in random media had begun to fully develop as a topic in probability, directed polymers on diamond graphs were conceived of in physics literature [11, 9, 8] as a somewhat simplified but still challenging alternative setting for developing an understanding of random polymer models. The simplifying feature of the diamond graph models in comparison to the rectangular lattice is that the distributions of some statistical mechanical quantities, such as the partition function, obey recursive relations as a function of the system size (this will be clear from (1.3) below). Other closely related statistical mechanical phenomena studied in the context of diamond graphs include: spin systems [17] , percolation [19] , conductance models [25, 27, 18] , and especially pinning models [12, 10, 15, 16, 22 ].
The model and main results
Given parameter values b ∈ N and s ∈ N, the diamond graphs D n are constructed for integers n ≥ 0 through the following iterative recipe:
• D 0 is the graph consisting of a single edge connecting "root" vertices A and B.
• The n th diamond graph, D n , is constructed by replacing each edge on D n−1 by a "diamond"
formed by b branches that are each split into s segments.
The first three diamond graphs determined by b = 2 and s = 3.
We denote the set of edges on D n by E n . The n th diamond graph defines a discrete set of directed paths between the root vertices A and B, which we denote by Γ n . The term "directed" means that the paths move progressively towards the destination B without self-intersections. There are (bs) n edges and b s n −1 s−1 directed paths on D n . This article will be devoted exclusively to the case b = s since the cases b > s and s < b behave differently and require other forms of analysis.
Let ω a be i.i.d. random variables labeled by the edge set, E n , having mean zero, variance one, and finite exponential moments: E e βωa < ∞ . The partition function Z n (β) is defined by
where the notation a p means that the edge a ∈ E n lies along a path p ∈ Γ n . The partition function normalizes random probability measures µ (ω) β,n on the path space p ∈ Γ n through the Gibbs density:
The above differs from the partition function in [21, 1] , where the disorder variables ω a are placed at the vertices of the graph rather than the edges. Disorder for directed polymer models is commonly discussed through the normalized partition function:
which can be written as a sum of products
2)
The inductive construction of the diamond graphs D n implies that there is a recursive relation between the distributions of W n (β) and W n+1 (β); if W (i,j) n (β) are independent copies of W n (β), then there is the following equality in distribution
The two theorems below make analogous statements to those found in Theorem 2.4 of [1] , concerning the same hierarchical diamond lattice model except with disorder placed on sites. The first theorem characterizes the large n behavior of the variance of the random variables W n β/ √ n where β is a positive parameter. The consideration of limits in which the size n of the system and the inverse temperature β are simultaneously scaled is characteristic of studies of the intermediate disorder regime [2, 3, 14, 1, 6, 13] , which effectively magnifies the system behavior in a shrinking (with n 1) region of β around the critical point β c at which the system transitions from weak disorder to strong disorder. As we will explain later it is not clear that the scaling above is truly accessing the intermediate disorder regime for the edge model, but nonetheless it produces interesting results.
Theorem 1.1 (Critical point).
Define the cut-off value
As n → ∞, we have the following β-dependent behavior in the variance of W n β/ √ n :
Thus the values of the random variables W n β/ √ n are concentrated near 1 when β ≤ κ b . The following theorem characterizes the fluctuations away from 1 for large n. Theorem 1.2 (Central limit theorems). When β < κ b we have the following weak convergence:
At the critical value β = κ b , the limit result becomes: 6) where τ is the third moment of ω.
The skew term τ in the scaling
) is an adjustment ensuring that τ does not appear in the variance of W 0 (β n ) up to order O(1/n 2 ):
With this large n scaling, the above theorem states that W n (β n ) is roughly a Gaussian with mean one and variance inversely proportional to log n. Moreover, as a consequence of (1.4), if β n is scaled so that
Consequently, it is interesting to consider scalings β n such that Var W 0 (β n ) = κ 2 b /n + α n for 0 < α n 1/n to gain an understanding of the border between the zero variance and the infinite variance regimes. We find that there is a family of scalings β 
.
Then let : R + → R + be defined by x := log(1 + x) − log log(1 + x) and m be the m-fold composition of . For ∈ R + and m ∈ N define
. For < η b we also define 
where log m is the m-fold composition of the log function. Notice that (1.7) is of the general type of asymptotics referred to in the discussion above Definition 1.3.
The term υ b ( ) is a limiting variance in the following theorem, which is this article's main result. n, > 0 as above.
(i) As n → ∞ there is critical point at η b in the asymptotic behavior of the the variance:
from one can be characterized by the weak convergence As mentioned earlier, our primary motivation behind Theorem 1.5 is to obtain a deeper understanding of the previous results obtained in [1] , where we studied the intermediate disorder regime on the diamond lattice when the environment variables are placed on the vertices of the graph rather than the edges. In that case we proved the analogues of Theorems 1.1 and 1.2 in the b = s case, namely that there is a similar phase transition in the asymptotic variance (with Gaussian fluctuations around it), although with a different value for the cutoff κ b and the intermediate disorder scaling of β/n rather than β/ √ n. This differs from other polymer models subject to intermediate disorder scaling where the limiting variance is finite for all values of β (including the b < s vertex model of the diamond lattice, as we also proved in [1] ), which makes it interesting to probe the phase transition around the critical point of the variance blowup. We prefer to do this with the edge model as the corresponding recursion (1.3) is simpler and the resulting analysis is clearer. Theorem 1.5 shows that an asymptotic variance analysis of the model still produces nontrivial results. The most interesting feature of Theorem 1.5 is that the limiting results do not depend on the choice of the parameter m. Every time the parameter is increased it corresponds to probing the phase transition in the variance behavior beyond the previous critical value, but each and every time a new critical value lays ahead of it. It is in this sense that we regard the critical values as being nested. Moreover, the appearance of Gaussian fluctuations with the variance coefficient υ b ( ) that is independent of m shows that the nature of the phase transition is always the same, although predicably the magnitude of the Gaussian fluctuations does decrease with m.
We point out that, for several reasons, it is unlikely that the results of Theorem 1.5 fall into the category of the intermediate disorder regime. First, the proper notion of strong and weak disorder is not as obvious for the edge-based model. For the vertex model the separation between the two is defined by the positivity of the martingale limit of the normalized partition functions, and it is known [21] that when b ≤ s all positive β are in the strong disorder regime (i.e. the limit is almost surely zero for all positive β). In the edge model, however, there is no natural coupling of the partition function at different levels and hence no martingale limit. One could define the separation by replacing almost sure convergence with convergence in law, but an application of the environment tilting method of [21, Section 5] to the edge-based model yields only that W n (β) converges weakly to zero as n → ∞ for sufficiently large values of β. It is plausible that W n (β) remains a positive quantity for β small, in contrast to the site-based model. This is supported (or at least not contradicted) by simple combinatorics: the partition functions for both models are normalized sums of random variables label by the set of directed path Γ n , however a pair of uniformly chosen paths share an expected number of (b − 1)n/b vertices but only one edge. For this reason the random variables in the sum defining the partition function for the vertex-based model are more correlated (on average) than those in the sum for the edge-based model, and hence the site-based model should reasonably be expected to be "more disordered". This heurstic analysis seems to indicate that the intermediate disorder regime in the b = s case is not accessed by scaling around the nested critical points of the variance blowup discussed in Theorem 1.5.
The bulk of this paper is dedicated to the proof of Theorem 1. 5 . In Section 2 we analyze the asymptotic behavior of the variance and prove part (i) of Theorem 1.5. In Section 3 we extend the analysis to prove the central limit theorem results of part (ii). Together these two sections contain all the necessary estimates and ideas to proofs of Theorems 1.1 and 1.2, which we leave to the reader. Finally, in Section 4 we describe how our results combined with those of Lacoin and Moreno [21] lead to a small improvement in known bounds between the quenched and annealed free energies; see Theorem 4.1.
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Variance analysis
In this section we focus on controlling the variance of W n (β (m) n, ) in the respective cases < η b (Section 2.1) and > η b (Section 2.2). By the observation that β
no generality is lost by assuming = η b .
, where M k denotes the k-fold composition of the map M .
Variance convergence in the case < η b
The following lemma develops some technical results that we will need for the map M :
The results in Lemma 2.1 are crafted for inductive use as the variance of
climbs through a hierarchy of scales as k moves closer to n. Lemma 2.1. Pick λ c > 0 and fix ∈ (0, η b ). Let X N ∈ R + be a sequence such that for N 1
iii) There is a constant C > 0 such that for all N ∈ N
Proof. Standard estimates show that it is enough to perform calculations with the third-order approximation
of the polynomial M (x), with the error terms being absorbed into the error terms and constants in the statement of the results. Using the quadratic approximation instead wouldn't change the basic form of the analysis, but it would incur a quantitative error when b = 2 in the coefficient κ 2 b /η b appearing in part (i); this error is a consequence of neglecting the rightmost term in (2.5) below.
(i). Define the sequence r
Note that by the assumption (2.1)
3)
It suffices for us to prove that
For notational convenience we will identify r j ≡ r (N ) j in the remainder of the proof.
The form of the map M and the definition of κ b implies that the r j 's obey the recursive equation
(2.5)
Note that r j+1 lies between r j and r j + 1 N . Applying Taylor's theorem to the function f (x) = 1 1−x at x = r j guarantees that there is a value r * j in the interval (r j , r j + 1 N ) such that
Notice that the expressions on the right sides of (2.5) and (2.6) differ only in the rightmost terms within the inverses. Define ∆ j ≡ ∆ (N ) j as the difference
When r j is bounded away from 1, then ∆ j is on the order of 1 N 2 . When r j is close to 1 with 8) in other terms, not "too close," then we have the approximation
Looking at (2.6), a second-order application of Taylor's theorem to the function g(x) = 1 − 1 x at the point x = 1 1−r j+1 yields that there is an r * * j ∈ r j+1 , r j + 1 N such that
When 1 − r j 1 N , then (2.10) and (2.9) imply that the spacing between r j+1 has r j has the form
Fix some 0 < < η b and define u N ∈ N as the smallest number N , u N ) , the difference between r m and 1 can be bounded using a telescoping sum combined with (2.3) as follows:
The third equality follows from (2.10) and the fourth from (2.9). Since the r j 's are spaced apart by 
We would like to apply equality (2.12) with m = λ c N , but we first need to verify that λ c N is smaller than u N when N is sufficiently large. Equation (2.12) implies that when m ≤ min( λ c N , u N )
Suppose to reach a contradiction that u N ≤ λ c N and N 1. Then (2.13) combined with the definition of u N implies that for
However, as N → ∞ the above contradicts that 1 − r m < N log N for < η 
The above implies that 1
(ii) Let r (N ) j ≡ r j be defined as in part (i). The result follows by showing that
By (2.9) and (2.10) there is a C > 0 such that for all N ∈ N and j ≤ λN
The above combined with (2.3) implies the result.
(iii) It is equivalent to prove the result with λ c N + log(N ) replaced by λ c N + log( N log N ) for all ∈ (0, η b ). Applying (i) in the second and equality below gives us
The third equality follows from (ii) since
(iv) Let r j be defined as in part (i). The chain rule and the definition of M give:
The terms M k+j−1 (X N ) are bounded by M α N (X N ), which is O 1/ log N by part (iii), since M m (X N ) increases with m.
By definition of r j for k ≤ j < λ c N , we can write
The partial sum
is uniformly bounded by a constant as a consequence of part (iii) since
Moreover, by using Riemann sum approximations similar to those in part (i), we can see that the difference between 
The first equality above follows since the spacing between the r j 's is .11), and the third equality is by (2.4) Hence there is a C > 0 such that
(2.14)
In the last inequality, we have also used that (1
and that the factor (1 − r λcN ) −1 is bounded by a constant multiple of N/ log N by the analysis in the proof of part (i).
Remark 2.2.
Recall that x := log 1+x log(1+x) . The results i, iii, and iv of Lemma 2.1 can be equivalently stated in terms of x as follows:
There is a C > 0 such that for all N ∈ N and
The following lemma states that when < η b the variance of
converges to υ b ( ) as n → ∞, which we will need to prove the central limit theorem in part (ii) of Theorem 1.5. This convergence implies, in particular, part (i) of Theorem 1.5 in the < η b case. 
Define β n := β
(1)
to υ b ( ) is implied by the following statements, which are proved below.
II) The difference between n β (m) n,
We prove (I) by analyzing
through an induction argument using Lemma 2.1. Note that the following asymptotic formula holds for r = 1 and n 1 by an application of part (i) of Lemma 2.1
Moreover, if (2.15) holds for some 1 ≤ r < m, then it also must hold for r + 1 since
and by part (i) of Lemma 2.1 the above is equal to
For (II) notice that the terms n β (m) n, and N (m) n, (β n ) can be written as
Moreover, it can be shown that
for some C > 0. To see (2.17) first recall that by (1.7)
Secondly, a linearization of the map M (x) around x = κ 2 b /n yields that
for some c > 0 and all ∆x in the range [0, n
n, − n for large enough n, and thus
Combining (2.18) with (2.20) implies (2.17). Now by (2.16) we have the equality
The inequality uses that the derivative of M n (x) is increasing. The first term above can be bounded by (2.17) . By choosing any ∈ ( , η b ), the term 0 β (m) n, will be smaller than N (m) n, −n (β n ) for large enough n as a consequence of (2.17), so
To complete the proof of (II) we need to show that the derivative above is bounded by a constant multiple of n 2 /( m n ) 2 by writing M n (x) as
The chain rule gives us
With the asymptotics (2.15) for N (r) n (β n ) in hand, we can apply (iv) of Lemma 2.1 to the m derivatives above to get that
The right side above contracts to a multiple of n 2 /( m n ) 2 through a telescoping product.
Variance explosion when > η b
In this section we assume > η b and define Proof. This follows from Lemma 2.3 by replacing the system size, n, by n − α
where we have used that β 
(2.21) > L2 j , and thus 23) where N L, is the number of t j 's less than α goes to infinity.
The limit theorem
In this section we prove the central limit theorem in part (ii) of Theorem 1.5. This requires extra notation for the diamond graph and recursive formulae related to the normalized partition function
For easy reference, we make the following notation list in which k < n:
Abusing notation, E k is identified with the set of copies of D n−k on D n a g a ∈ E n lies "on" g ∈ E k g×(i, j) Refers to an element E k+1 given g ∈ E k and 1 ≤ i, j ≤ b.
The edge set contains |E n | = b 2n elements. The inductive nature of the construction of the diamond graphs implies that there is a canonical one-to-one correspondence between the edge set E n−k and the set of copies of D k embedded in D n . Elements of E 1 can be labeled by (i, j) ∈ {1, · · · , b} × {1, · · · , b}, where (i, j) refers to the j th segment on the i th branch. Moreover, we can label elements in E k+1 using elements of E k via the correspondence
Labels the edge set for a local copy of D 1 Using this correspondence inductively, E k defines a partition of E n when k < n, and we will write a g for a ∈ E n and g ∈ E k when a has the form g×(i 1 , j 1 )× · · · (i n−k , j n−k ) for some 1 ≤ i m , j m ≤ b.
Remark 3.1. For the remainder this article, n ∈ N will always refer to the size of the system and k ∈ N satisfies k ≤ n. Definition 3.2. Let 1 ≤ k ≤ n, g ∈ E k , and β > 0.
• W n (β; g) is defined in analogy to W n (β) except restricted to the diamond subgraph associated with g ∈ E k .
• R n (β; g) := W n β; g − 1
Recall that E(β; g) is defined as in (1.2) for g ∈ E n . Note that since |E n−k | = b 2(n−k) and the R n (β; g) are i.i.d. (as indexed by g) we have
(i) The family of random variables R n (β; g) satisfies the recursive relation
(ii) For 0 ≤ j < k ≤ n, the random variables R j,n (β) and R k,n (β) − R j,n (β) are uncorrelated.
Remark 3.4. In particular this recursion implies that R n,n (β; g) = W n (β).
Proof of part (ii) of Theorem 1.5
We will need some control of the fourth moment of R n (β; g) in terms of its second moment, in order to apply a Lindeberg condition in the proof of Theorem 1.5.
For any m, r ∈ N and < η b , there is a C > 0 such that for all n > 0 and 0
Proof of part (ii) of Theorem 1.5. Let (u n ) n≥0 be a non-decreasing sequence of integers with 1 u n m n . Note that R n β (m) n, and R n,n β (m) n, are equal. It suffices to prove:
The purpose of introducing R n−un,n β (m) n,
as an approximation to R n,n β
is that R n−un,n β Hence (II) holds and the proof is complete.
Quenched free energy
Given β > 0 the quenched free energy is defined as the limit p(β) := lim n→∞ 1 s n E log Z n (β) . where λ(β) := log E e βω . The variance convergence in part (i) of Theorem 1.5 for < η b combined with their argument yields the following refinement of (4.1):
Theorem 4.1. Let b = s and fix N ∈ N. The following inequality holds for some C > 0 and small β > 0:
where log n is the n-fold composition of log.
It is not fully clear that the above is a meaningful "refinement" without having corresponding lower bounds for λ(β) − p(β), however, it is reasonable to expect that it is optimal based on the explosion of the variance beyond the critical point η b in part (i) of Theorem 1.5. Finding lower bounds is an interesting problem that will require new techniques.
We will make a few comments on the proof of Theorem 4.1, which follows from the reasoning in [21, 
