Abstract. We consider a classical system of N particles confined in a box Λ ⊂ R d interacting via a finite range pair potential. Given the validity of the cluster expansion in the canonical ensemble we compute the error between the finite and the infinite volume free energy and estimate it to be bounded by the area of the surface of the box's boundary over its volume. We also compute the truncated two-point correlation function and find that the contribution from the ideal gas case is of the order 1/N while the contribution of the interactions is exponentially small with the distance.
Introduction
A common practise of mathematical methods in physics is to consider idealized situations by taking limits of the number of particles and/or the volume of the system to infinity to study the limiting thermodynamic quantities. However, in many situations of both theoretical (e.g. in the construction of coarse-grained Hamiltonians as in the Lebowitz -Penrose theory) and practical use (when dealing with realistic systems and computer simulations) one is also interested in obtaining exact estimates of the error between the infinite and the finite volume version of these quantities. It is a longstanding problem to compute the error terms between the logarithm of the (canonical or grand canonical) partition function and the limiting pressure or free energy. In the special case of the validity of the cluster expansion such questions can be answered; see for example [4] , [2] , [10] for some cases valid mainly for lattice systems or the grand canonical ensemble. In the present paper we work in the context of continuous systems in the canonical ensemble and we calculate the finite volume corrections to the free energy for both cases of periodic and zero (or general) boundary conditions and estimate the relevant error. The main technical tool is the cluster expansion whose validity has been established in a previous work [9] . However, as it will be explained, its implementation for answering the above question still requires to overcome several technical issues. Moreover, as another application of the validity of the cluster expansion we also investigate the decay of the two-point correlation function as the distance between two particles increases. The structure of the paper is as follows: in Section 2 we present the model and the results. Then, for completeness of the presentation, in Section 3 we give the basic ideas of the cluster expansion in the canonical ensemble. In the same section we also give the outline of the proof of the finite volume corrections explaining why it is not a direct application of the existing cluster expansion result and instead a new more involved expansion has to be devised. We present the proof in the subsequent three sections. In Section 4 we develop the new version of the cluster expansion considering as polymers rooted subsets of the set of labels of the particles carrying the extra information whether the root is close to the boundary or not. We apply the general theorem of cluster expansion for the new polymers and conclude the proof in two steps. We first show in Section 5 that the finite volume error for the polymers not vanishing in the thermodynamic limit is of the order of the boundary divided by the volume. Second, in Section 6, we prove that the remaining (thermodynamically irrelevant) terms give a lower order contribution. Last, in Section 7 we give the proof of the decay of the two-point correlation function.
The model and the results
We consider a configuration q ≡ {q 1 , . . . , q N } of N particles (where q i is the position of the i th particle) confined in a box Λ(ℓ) :
, which we will also denote by Λ when we do not need to explicit the dependence on ℓ. The particles interact via a pair potential V : R d → R ∪ {∞}, which is stable and of finite range. Stability means that there exists B ≥ 0 such that: 1) for all N and all q 1 , ..., q N . Finite range (R > 0) means that V (q i − q j ) = 0 if |q i − q j | > R, where |q i − q j | denotes the euclidean distance between two particles at positions q i and q j . The requirement of finite range is only for technical reasons and will be clear in the sequel.
However, a similar result should be true under the hypothesis of temperedness:
but the proof is more involved and it is beyond the scope of the present paper. For our case of a potential with finite range R > 0 we ask for the following condition:
where B R (0) is the d-dimensional ball with center 0 and radius R. A typical example of pair potential with the above features is the hard-core interaction given by:
Note that in this case C(β, R) would be the volume of B R (0).
In the case of periodic boundary conditions, the canonical partition function of the system is given by 5) where H Λ is the energy of the system:
The potential V per captures the periodic boundary conditions and for the case of finite range interaction it is given by
We will also consider the case of zero boundary conditions, i.e., outside the domain Λ there are no particles, which is described by the Hamiltonian:
We denote by Z 0 β,Λ,N the corresponding partition function. Given ρ > 0 we define the thermodynamic free energy by
where |Λ| = ℓ d is the volume of Λ. It is a general result that the above limit is independent of the boundary conditions, hence (2.8) holds for both Z per β,Λ,N and Z 0 β,Λ,N . We will use the notation Z β,Λ,N whenever the choice of boundary conditions is not relevant and we avoid to specify it. In [9] , for the case of periodic boundary conditions, it has been proved that: Theorem 2.1. There exists a constant c 0 ≡ c 0 (β, B) > 0 independent of N and Λ such that if ρ C(β) < c 0 then 9) with N = ⌊ρ|Λ|⌋ and where Z per β,Λ,N is the canonical partition function with periodic boundary conditions. In the thermodynamic limit
10)
for all n ≥ 1. Here β n is given by
where B n+1 is the set of 2-connected graphs g on (n + 1) vertices and E(g) is the set of edges of the graph g. We define a 2-connected graph to be a connected graph which by removing any single vertex and all related edges remains connected.
Furthermore, there exist constants C, c > 0 such that, for every N and Λ, the coefficients F β,N,Λ (n), n ≥ 1, which are given by
c I ζ
From the above theorem we can calculate the limit in (2.8) by applying the Dominated Convergence Theorem combining the limit (2.10) and the bound (2.14). We obtain that
where β n is given in (2.11). In the present paper we want to prove a more delicate estimate, namely to calculate the terms which contribute to the finite volume corrections of the free energy and estimate them by the area of the surface ∂Λ of Λ divided by the volume of Λ. We denote by | · | the Lebesgue measure of either the surface or of the volume of Λ. 
for the case of periodic boundary conditions and
for the case of zero (general) boundary conditions. Note also that ρ = N |Λ| and f β (ρ) is given in (2.15).
The proof of Theorem 2.2 will be outlined in Subsection 3.2 and detailed in Sections 4, 5 and 6.
Another byproduct of the cluster expansion is an expression for the truncated correlation functions. Definition 2.3. Given a point q 1 ∈ Λ, the one-point correlation function is given by
18)
Similarly, for q 1 , q 2 ∈ Λ, the two-point correlation function is given by
Λ,N (q 1 )dq 1 is the probability of having any particle in a volume dq 1 at position q 1 (among N particles). Indeed, if we consider periodic boundary conditions we have that
Λ,N (0, q) we can interpret the quantity
Λ,N (q)dq as the probability of observing a second particle in a volume dq at position q given that there is already a particle at the origin 0. Note that using periodic boundary conditions we have that
Remark 2.4. In the case of the canonical ensemble the two-point correlation function does not factorize into the product of the one-point correlation functions, not even in the case of non-interacting particles. In fact, for the ideal gas we have that
which indicates that we can not do better than 1/|Λ|. However, this constraint gets relaxed if we label the particles and ask what is the probability that we find particle 2 at some position if we know that particle 1 is already somewhere. Indeed, if we label the particles one sees that since we want to put particle 2 in some position (and not any particle), it does not compete with the presence of particle 1 somewhere else and to first order (in the case of non-interaction) it will be 1/|Λ| for both of them. Thus, for the case of labelled interacting particles we expect to get that the error in the difference
is exponentially small with respect to the distance |q 1 − q 2 |.
Following Remark 2.4, we define the labelled k-point correlation functions as follows (note that for convenience we have also normalized the volume integrals):
where
23)
again without specifying the boundary conditions.
For the case of the labelled correlation functions we obtain the following theorem:
Theorem 2.6. Let q 1 and q 2 be two fixed positions in the domain Λ. Then there exist two constants C 1 , C 2 > 0 such that |ρ The proof will be given in Section 7. As a corollary we also obtain the case of the unlabelled correlation functions:
Corollary 2.7. Let q 1 and q 2 be two fixed positions in the domain Λ. Then there exist positive constants C and C ′ such that
where ρ (2) Λ,N and ρ (1) Λ,N are given in (2.19) and (2.18).
Proof. We have:
The first term is bounded as in Theorem 2.6, while for the second combining (2.24) and (2.25) we have:
, (2.28) which concludes the proof by choosing C = C 2 and
3. Cluster expansion and strategy of proof of Theorem 2.2
In this section we briefly recall the cluster expansion in the canonical ensemble as proved in [9] . Elements of it will be used in the proofs of both Theorem 2.2 and Theorem 2.6. In the second part of this section, we give the strategy for the proof of Theorem 2.2. The full proof will be given in Sections 4, 5 and 6.
3.1. Cluster expansion in the canonical ensemble. We view the canonical partition function Z β,Λ,N as a perturbation around the ideal case, hence normalizing the measure by multiplying and dividing by |Λ| N in (2.5) we write
Note that what follows holds for both periodic and zero boundary conditions, so for simplicity we will not distinguish between the two cases. We will distinguish them once this becomes relevant. For Z int β,Λ,N we use the idea of Mayer in [6] which consists of developing e −βH Λ (q) in the following way
.., N} and
for the case of zero boundary conditions. For periodic boundary conditions the cluster expansion will be the same, replacing f i,j by f i,j := e −βV per (q i −q j ) − 1. Note that in the last sum in equation (3.3) we have also the term with E = ∅ which gives 1. A graph is a pair g ≡ (V (g), E(g)), where V (g) is the set of vertices and E(g) is the set of edges, with E(g) ⊂ {U ⊂ V (g) : |U| = 2}, | · | denoting the cardinality of a set. A graph g = (V (g), E(g)) is said to be connected if for any pair A, B ⊂ V (g) such that A ∪ B = V (g) and A ∩ B = ∅, there is a link e ∈ E(g) such that e ∩ A = ∅ and e ∩ B = ∅. Singletons are considered to be connected. We use C V to denote the set of connected graphs on the set of vertices V ⊂ [N], where we use the notation [N] := {1, ..., N}.
otherwise we call them incompatible (≁). This definition induces in a natural way the notion of compatibility between graphs with set of vertices
With these definitions, to any set E in equation (3.3) we can associate a graph, i.e., a pair g ≡ (V (g), E(g)), where V (g) := {i : ∃e ∈ E with i ∈ e} ⊂ [N] and E(g) = E. Note that the resulting graph does not contain isolated vertices. It can be viewed as the pairwise compatible (non-ordered) collection of its connected components, i.e., g ≡ {g 1 , . . . , g k } ∼ for some k, where each g l , l = 1, . . . , k, belongs to the set of all connected graphs on at most N vertices and it contains at least two vertices. Hence,
where again the empty collection {g 1 , ..., g k } ∼ = ∅ contributes the term 1 in the sum. Therefore, observing that integrals over compatible components factorize, we get
An abstract polymer model (Γ, G Γ , ω) consists of (i) a set of polymers Γ := {γ 1 , ..., γ |Γ| }, (ii) a binary symmetric relation ∼ of compatibility between the polymers (i.e., on Γ × Γ) which is recorded into the compatibility graph G Γ (the graph with vertex set Γ and with an edge between two polymers γ i , γ j if and only if they are an incompatible pair) and (iii) a weight function ω : Γ → C. Then, we have the following formal relation which will become rigorous by Theorem 3.1 below (see [5] , [1] and [7] ):
where 9) or equivalently ( [1] , [3] )
The sum in (3.8) is over the set I of all multi-indices I : Γ → {0, 1, . . .}, ω I = γ ω(γ) I(γ) , and, denoting supp I := {γ ∈ Γ : I(γ) > 0}, G I is the graph with γ∈supp I I(γ) vertices induced from G supp I ⊂ G Γ by replacing each vertex γ by the complete graph on I(γ) vertices. Furthermore, the sum in (3.9) is over all connected subgraphs G of G I spanning the whole set of vertices of G I and I! = γ∈supp I I(γ)!. Note that if I is such that G supp I is not connected (i.e., I is not a cluster ) then c I = 0. We state the general theorem as a slightly simplified version of [1] , [7] . Theorem 3.1 (Cluster Expansion). Assume that there are two non-negative functions a, c : Γ → R such that for any γ ∈ Γ, |ω(γ)|e a(γ)+c(γ) ≤ δ holds, for some δ ∈ (0, 1). Moreover, assume that for any polymer γ
Then, for any polymer γ ′ ∈ Γ we obtain that
12)
where the coefficients c I are given in (3.10).
In view of (3.6) we represent the partition function Z int β,Λ,N as a polymer model on V(N) := {V : V ⊂ {1, . . . , N}, |V | ≥ 2} with weights ω Λ as in (3.7) and compatibility graph G V(N ) . Hence the abstract polymer formulation is given by the space (V(N), G V(N ) , ω Λ ) and we are able to check the convergence condition (3.11) (see [9] ) and thus write the following expansion:
where I is the set of all multi-indices I : V(N) → {0, 1, . . .} and the series is absolutely convergent.
3.2.
Strategy of the proof of Theorem 2.2. In this subsection we prove (2.16) and explain the strategy of the proof of (2.17). Given (3.13) we recall from [9] (see also (2.12) and (2.13)) that I(V ) = 1, ∀V ∈ supp I, and (3.17)
In [9] it has been proved that under periodic boundary conditions
and consequently that lim
Furthermore, note that in our case of interactions with compact support and periodic boundary conditions it is easy to see that actually B * β,Λ (n) = β n for all Λ. Then to prove (2.16) and (2.17) one would split as follows:
where by * * we denote the remaining terms. For the first term we use Stirling's approximation:
For the third contribution a counting of the powers of |Λ| appearing in the numerator and denominator (see [9] ) shows that each term is of order 1 |Λ| (or higher). However, we still have an infinite sum and this will be addressed in Section 6, see (6.1). On the other hand, for the second term we have to estimate the error between the finite volume integrals appearing in ω I Λ and their infinite volume version in f β . Under periodic boundary conditions relation (3.19) holds and such a comparison is straightforward (as it was mentioned after (3.20)). Hence, we only need to estimate the difference between P N,|Λ| given in (3.15) and ρ n :
We have:
We first consider the case n ≤ N 1/2 . Since log(1 − i N ) < 0 and for x < 0 it is implied that x ≤ e x − 1 < 0 we obtain
In the last inequality we use the fact that for x ≤ we obtain the bound c N
for some c ′ > 0. On the other hand, for the case n > N 1/2 , we bound (3.24) by
since (2.14) and (2.10) imply that | 1 n+1 ρ n β n | ≤ Ce −cn . This, together with (6.1), proves (2.16). On the other hand, for zero (or general) boundary conditions one would need to split each integral in ω I Λ into an interior and a boundary part. Then the collection of all interior parts should be compared with the infinite volume free energy f β (ρ) (as it happens in the case of periodic boundary conditions). But, to collect all these interior parts we need to rewrite the sum in (3.16) as a sum over graphs (using (3.7)) which unfortunately is not convergent. The remedy comes from a new cluster expansion where the information about whether we have an interior or a boundary integral is included in the definition of polymers. Thus, the new polymers will consist of the sets of labels like before, plus some additional information on whether all involved particles are far from the boundary of the box or not. In this way, the desired bound for the contribution of polymers "touching" the boundary of the box will come for free as a corollary of the cluster expansion theorem (see Proposition 4.2).
Cluster expansion on the space of rooted sets
To implement the new cluster expansion we follow Section 3 until eq. (3.6) and then use the following splitting:
for any V ⊂ {1, . . . , N} and where d(·, ·) is the Euclidean distance. Inserting it in (3.6) we obtain:
where again f i,j has two different possible definitions in the case of zero or periodic boundary conditions (see the discussion after (3.4)). Given V l and i ∈ V l the quantity in the parenthesis represents the two cases: either the particle with label i is closer to the boundary than R|V l | giving a boundary contribution or not. We introduce a parameter ǫ i ∈ {0, 1} to distinguish between these two cases. We consider a real function F defined as follows:
Then,
and hence:
We unify the sums over V , i and ǫ i by defining the polymers of the new expansion to be the triplets (V, i, ǫ i ), where V ∈ V(N), V(N) := {V : V ⊂ [N]}, i ∈ V and ǫ i ∈ {0, 1}. One may think of many copies of a set of vertices V , as many as the number of its elements (choice of i) each one taken two times (as ǫ i can take the values 0 or 1). The new polymers differ from the old ones as they are rooted sets, with the label i being the root and coloured, where ǫ i ∈ {0, 1} are the two colours. We use the notation V to indicate the triplet (V, i, ǫ i ) and we will refer to V as the support of V : V = supp V . Two polymers V 1 and V 2 are compatible if their supports are compatible (see Section 3).
With slight abuse of notation we still define the activity as a function ω Λ : V(N)×{1, ..., N}× {0, 1} → R and for a polymer V = (V, i, ǫ i ) it has the following expression
Then the canonical partition function (4.6) can be written as: The sum (0) contains all multi-indices I such that there is at least one choice of V ∈ V(N) and i ∈ V with ǫ i = 0 (boundary contributions). On the other hand, the sum (1) contains only those multi-indices for which for every choice of V ∈ supp I the value of the corresponding ǫ i is equal to 1, i.e., it consists of the polymers which are localized in the interior of Λ. With this new cluster expansion, following the arguments of subsection 3.2, we refine (3.21) by first splitting between the terms S (0) β,Λ,N which interact with the boundary and those (S (1) β,Λ,N ) which are far from it. Then, the latter we split as in (3.21 ) between the ones that will produce the irreducible coefficients ( * terms) and the rest ( * * terms). Hence we have: Using (3.23), we need to estimate the following quantities:
(4.12)
(4.13)
For the first term (which will be the main contribution) see Proposition 4.2 below. The terms I 2 and I 3 will be treated in Sections 5 and 6, respectively. In what follows we first check the validity of the hypothesis of Theorem 3.1 and then based on (3.12) we derive a bound on I 1 .
We have, exactly as in [9] : 
holds, where N = ⌊ρ|Λ|⌋. Moreover, for anyṼ :
Proof. To bound |ω Λ (V )| we use the tree-graph inequality ( [8] , Proposition 6.1(a)):
where T n and C n are respectively the set of trees and connected graphs with n vertices. For a fixed V = (V, i, ǫ i ) with |V | = |V | = n, we have
Given a rooted tree T let us call (a 1 , b 1 ), (a 2 , b 2 ), ..., (a n−1 , b n−1 ) its edges. We consider 1 as the root of the tree and using the change of variables:
we obtain:
if we use the bound |F (ǫ i )| ≤ 1. Note that in the case ǫ i = 0 we obtain the better bound ≤
. Then, since the number of all trees in T n is n n−2 , from (4.18) we obtain (recalling that N = ⌊ρ|Λ|⌋):
or the better estimate
in the case ǫ i = 0. If we choose ρ C(β, R) such that:
by using the bound 2 ≤ n ≤ N and the fact that ρe (2βB+a) C(β, R) < 1. Then, defining δ := ρ C(β, R) e 2(2βB+a) , (4.15) is satisfied.
For any fixedṼ we have:
and if we sum over the cardinality of the set V , V ∋ k:
where in the first expression we have used (4.22) and estimated the sum over i ∈ V by n, while in the last inequality we used Stirling's bound: n! ≥ n n e −n √ 2πn with ρC(β, R) small such that δ ′ e < 1. Choosing a such that 2
< a (by taking δ ′ small enough) we get the bound (4.16).
Then the estimate on I 1 follows: Proposition 4.2. There exists C > 0 such that
Proof. From (3.12) applied to the clusters over the new polymers we have that 1 
The sum is convergent and hence we conclude the proof.
Estimate for I 2
Recalling the splitting (4.10) of the partition function with zero boundary conditions, we can repeat exactly the same steps of the new cluster expansion and produce this splitting for the partition function with periodic boundary conditions:
log Z 
Furthermore, comparing with (2.16) (using also (3.23)) we obtain that
concluding the estimate for I 2 .
Estimate for I 3
In this section we prove that there exists a constant C > 0 such that
as a direct consequence of (6.7) and of Lemmas 6.1 and 6.2 below. The estimate for I 3 is analogous since the constraint (1) in (4.14) does not play any role and can be removed going to an upper bound. Then it is enough to repeat the same steps as for the proof of (6.1) since the main ingredient is again the validity of Theorem 3.1 (and in particular of (3.12)) which is true for both expansions over polymers V and polymers V . Thus, we also have that
Note also that the two estimates (6.1) and (6.2) are valid for both periodic and zero boundary conditions. We start by rewriting the sum over multi-indices as a sum over ordered sequences (V 1 , . . . , V n ). Recalling c I from (3.9) it is straightforward that
if n ≥ 2, while φ T (V ) = 1. We exploit the constraint * * . This means that there exists a collection of, say k elements, each one in V(N), for which the conditions (3.17) and (3.18) fail. Hence, given k ≤ n and the labels i 1 , . . . , i k ∈ {1, . . . , n} of these elements (all different), we define the following sets in V(N)
n : for k ≥ 3 we let
and for k = 2
where in the last inequality we use the fact that each choice of i 1 , . . . , i k is the same, hence we consider one choice (on the first k positions) and multiply with the cardinality n k
. We first prove that the sum over n ≥ k + 1 is bounded. Then the estimate that this is of order 1 |Λ| will come from the first sum over the sets V 1 , . . . , V k with the constraint A 1,...,k (i.e., that are not satisfying (3.17) and (3.18)). We have:
Proof. To prove it we follow the argument given in Cammarota [2] . The main idea is to write φ T (V 1 , . . . , V n ) as a sum over trees with branches emerging from each V i , i = 1, . . . , k and then use the strategy leading to (3.12) by summing each branch independently.
We first work for k = 2 and then argue that the general case k ≥ 3 is similar. Using the tree-graph inequality (see [8] , Proposition 6.1 (a)) we obtain:
We sum over T ∈ T n as follows: we sum over two trees T 1 (respectively T 2 ) with root the label 1 (respectively 2) of cardinality n 1 + 1 (respectively n 2 + 1) and a link from any vertex of T 1 to the root 2 of T 2 . Note that n 1 + n 2 = n − 2. To implement it we first partition the set of labels {3, . . . , N} into two subsets N 1 and N 2 and construct two trees T 1 and T 2 from each one with the additional root 1 and 2. The two trees are linked by {ξ, 2} for some ξ ∈ T 1 . We find an estimate by removing the extra link {ξ, 2} as well as {1, 2} from the constraint in (6.9) and obtaining
where we also recall that V (T 1 ) is the set of vertices of tree T 1 . A similar relation is true for the general case k ≥ 3. We decompose T into a tree T 1 with root the label 1, then a link from some ξ 1 ∈ T 1 to the root 2 of the subtree T 2 and similarly another link from some ξ 2 ∈ T 2 to root 3 of the next subtree T 3 etc. We relax the constraint by removing the links between the subtrees and obtain:
To calculate the right hand side of (6.11) we sum over the cardinalities of N 1 , . . . , N k obtaining:
where for T ∈ T n j +1 with root V j we have defined the following quantity:
and therefore the l.h.s. of (6.8), using (6.12) and (6.20) is bounded by
which concludes the proof.
To obtain a bound for (6.7) we exploit the fact that the fixed sets V 1 , . . . , V k are in A 1,...,k . This is given in the following Lemma :
Lemma 6.2. For any set A 1,...,k defined in (6.5) we have that there exists a positive constant C such that 1 |Λ|
Proof. Let n 1 , . . . , n k be the cardinalities of V 1 , . . . , V k . Choosing the labels for an element V 1 , . . . , V k of A 1,...,k we look for the highest power of N. This occurs when we obtain a factor of
for the first, Hence, the power of |Λ| in the denominator is again k i=1 n i − k and combined with the numerator gives ρ to that power. Thus, overall, any term in the sum in (6.22) is of the order 1 |Λ| or higher. Furthermore, the sum of all the terms is convergent because of (3.12).
Correlations
In this section we first show how the validity of the cluster expansion is related to the calculation of the truncated correlation function and then conclude by proving Theorem 2.6. Let h 1 , h 2 be measurable functions on Λ. We define:
(1 + a i h i (q i ))e −βH Λ (q) . (7.1)
Given some fixed q Thus, to calculate (7.3) and (7.2) we first compute the cluster expansion for the function Ψ Λ,N,h 1 ,h 2 (a 1 , a 2 ) and then apply it for the two particular cases appearing in (7.2) and (7.3).
We define the space V * := ∪ A⊂{1,2} V A , where V A contains all V such that V ⊃ A and to which we attribute an activity depending on A. Hence, denoting by the ordered pairs (V, A) its elements (for V ∈ V with V ⊃ A and A ⊂ {1, 2}), we define the activities In the sequel, for simplicity of the notation, we will denote the elements of V * either as pairs (V, A) or just V if the explicit knowledge of A is irrelevant, as for example in (7.7) and (7.10). We are in the context of the abstract polymer model in the space (V * , G V * , ω Λ,h 1 ,h 2 ) and we apply Theorem 3.1. One can check the convergence condition exactly as in Lemma 4.1 (see also [9] ), with the only modification that now a given element V has to be chosen
