Abstract. The main aim of this article is to present an efficient numerical method to solve the Delay Differential Equation of fractional order.We use the fractional derivative in Caputo's sense.The properties of Chebyshev polynomials of second kind are utilized to reduce Delay Fractional Differential Equation (DFDE) to a linear or non-linear easily solvable system of algebraic equations.Numerically illustrative solved examples are present.The results shows that proposed method is very effective and simple.Thats reveals the validity and applicability of method.
Introduction
In recent years,fractional calculus has become more important than the ordinary calculus.The ordinary calculus have achieved the discovery at its peak point.That's why,the mathematician and researchers feel the need of fractional calculus.Fractional differential Equations (FDEs) is generalization of Ordinary Differential Equations (ODEs) because Fractional Differential Equations describe values on each point continually and distinguished the gaps between the two integers.This is the reason that after the discovery of fractional calculus,it is observed that Fractional Differential Equation has more real in natural phenomena than to the Ordinary Differential Equations [6] .
The study of Fractional Differential Equations in fractional calculus is one of the most popular subject in many mathematical scientific areas including the image processing,earthquake and biomedical engineering ,viscoelasticity [3] ,finance [24] ,hydrology [4] and control system [1] . To obtain the exact analytic solutions of Fractional Differential Equation,it is very difficult and some time impossible to deal with the complexities computations in these equations.So it is better,to look for some useful approximations and numerically techniques such as variation iteration method [8] ,homotopy perturbation method [26] ,collection method [16] [17] [18] [19] [20] ,Galerkin method,Laplace transform and Fourier transform methods and other methods [12] [13] .
The organization of this paper is as follows:Insection 2,we introduce some definitions regarding to fractional derivatives and fractional order delay differential equations.In section 3,we introduce chebyshev polynomials of second kind and find the approximate formula for fractional derivative.In section 3,we give the procedure for solving delay fractional order differential equation.In section 4,we present two numerical examples to show the validity of the method..Finally in last section, we give some remarks about calculations and graphs in our paper.
Preliminaries
Definition 2.1. The Caputo's fractional derivative of order α is defined as
Where λ and µ are constants. Moreover if C is any constant then D α = 0
We use the ceiling function α to denote the smallest integer greater that or equal to α and W = {0, 1, 2, 3 · · · }. Recall that for α ∈ W the Caputo's fractional differential operator coincides with the usual differential operator of integer order [17] [18] [19] [20] .
The main goal in this article is concerned with the application of chebyshev polynomial of second kind to obtain the numerical solution of fractional order Delay Differential Equation of the form;
with the following boundary conditions;
Where α refers to fractional order of spatial derivatives.The function g is called the delay function and it is assumed to be continues on the interval [a, b] and satisfies the inequality a
. Note that for α = 2 the equation (1) is the classical second-order delay differential equation;
properties of Chebyshev Polynomials of second kind 3.1. Chebyshev Polynomials of second kind. The Chebyshev polynomial of second kind U n (x) are the orthogonal polynomials of degree n in x defined on [1, −1] . It is the special case of Jacobi's polynomials P α,β n in which α = β = 1/2 i.e
The Chebyshev polynomial of second kind U n (x) has trigonometric definition involving half angle i.e θ 2 . Let x = cosθ and θ ∈ [0, π] the above equation will take the following form U n (x) = sinθ(n + 1) sinθ The Chebyshev polynomial of second kind U n (x) are the orthogonal with respect to the weights √ 1 − x 2 on the interval [−1, 1].The condition of orthogonality is given by the relation,
: n = m The Chebyshev polynomial of second kind U n (x) can be generated by the following recurrence relations
The analytic form of The Chebyshev polynomial of second kind U n (x) of degree n is given by
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Where the coefficients c i , i = 0, 1, 2.. are given by; The Chebyshev polynomial of second kind U * n (x) are the orthogonal with respect to the weights
The condition of orthogonality is given by the relation,
The analytic form of The Chebyshev polynomial of second kind U * n (x) of degree n is given by
The function u(x) which belong to the space of integrable functions in [0, 1] may be expressed as in term of Chebyshev polynomials of second kind U * n (x) as:
Where the coefficients c i , i = 0, 1, 2.. are given by;
In practical, we consider the first m + 1 terms of the shifted Chebyshev polynomials of second kind So Eq.(3) will take the form In this section,we derive an approximate formula for fractional derivative of u(x) using the shifted chebyshev polynomials of second kind.
Theorem 4.1. Let u(x) be approximated by Chebyshev polynomials of second kind as in Eq(4) and also suppose that α > 0 ,then
Proof. Since the Caputo's fractional differentiation is linear,so apply the fractional derivative on both sides of Eq(4), we have
m by property of linearity,we have
by definition 2.1 we have
Using values from Eq (6)into Eq (5),we have the desire result.
Procedure solution of the Fractional Delay Differential Equation
Consider the fractional delay differential equation of the type given in section 2 Eq (1).In order to use the Chebyshev polynomials of second kind,we first approximate u(x) as;
From Eq(1) and Eq(7) and Theorem (4.1) we have
We collect the equation Eq (8) 
For suitable collection points we use the roots of the shifted Chebyshev polynomial of second kind U * m+1− α (x). Also by substituting the Eq. (7) in the boundary conditions (2),we can obtain α equations as follows:
From Eq(10) together with α equations of boundary conditions gives (m + 1) linear or non-linear algebraic equations which can b solved easily for unknown c n , n = 0, 1, 2...m. Thus u(x) can be calculated.
Numerical Implementation
In this section,we solve numerically the fractional order delay differential equations using properties of Chebyshev polynomial of second kind. 
with the boundary conditions;
The exact solution of this problem is u(x) = x
2
We implement the suggested method for α = 1.5 with m = 3 we approximate the solution as,
Using Eq(9) we have
With p = 0, 1 where x p are the roots of shifted Chebyshev polynomial of second kind U * 2 (x) and their values are:
x 0 = 0.7500, x 1 = 0.2500 By using Eq (10) and (11) After solving Eq(12), (13) and (14) together, we find the table (1) of approximate values of u(x) for m = 3.
The table (1) respectively.More convenient,we can write 
With the boundary conditions:
The exact solution of this problem is u(x) = e ISSN: 2231-5373
x 0 = 0.7500, x 1 = 0.2500 By using Eq (10) and (15) 
After solving Eq (16), (17) and (18) together we find the table (2) of approximate values for m = 3. The table (2) represent different values of the solution of the problem in Example (2) with different values of α.
The table (2) 
conclusion and remarks
In this paper,we are implemented Chebyshev polynomials of second kind to solve Delay Differential Equations of fractional order.The fractional derivative is applied in Caputo's sense.The properties of Chebyshev polynomials are used to reduce Delay Fractional Differential Equations into easily solvable linear or nonlinear algebraic equations.Two numerically solved examples shows the present method is well organized applied and calculated approximate values are in excellent agreement with the exact solutions and hence this approach can be solve the problem efficiently.In our suggested method,the graphs of approximate values at indicated values of α converge to the graph of the exact solution.This shows that our suggested method is more effective,valid and applicable.All numerical results are obtained using MATLAB Programming.
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