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ABSTRACT
In this paper, we use an M-theory model to conjecture the refined reminiscence of
the OSV formula connecting the refined topological string partition function with the
refined BPS states partition function for the toric Calabi-Yau threefolds without any
compact four cycles. Further, we show how to use the vertex operators in 2d free
fermions to reproduce the refined BPS states partition function for the C3 case and
the wall-crossing formulas of the refined BPS states partition function for the resolved
conifold and O(−2)⊕O → P1 cases.
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1 Introduction
Recent years people have made lots of progress on understanding the space of BPS states, HBPS ,
in type II string compactifications on Calabi-Yau threefolds. In general, such compactifications
give rise to the effective N = 2 theories in four dimensions. HBPS is a special subspace of the
full Hilbert space which is the one-particle representation of the d = 4,N = 2 supersymmetry
algebra. In fact, the spaceHBPS contains lots of information about the Calabi-Yau threefold X . It
is a bridge connecting the black hole physics and topological strings [1].
In fact, the space HBPS is graded by charge sectors
HBPS = ⊕γ∈ΓHBPS(γ), (1.1)
where Γ denotes the charge lattice. According to [2, 3, 4] in the Calabi-Yau compactification
of type IIA string theory, the lattice Γ is given by the cohomology of the Calabi-Yau threefold
Γ = Heven(X ;Z), and γ is given by the generalized Mukai vector of the stable coherent sheaves
1
corresponding to the D6/D4/D2/D0 branes
γ = ch(E)
√
Aˆ(X) = p0 + P + Q + q0
∈ H0 ⊕ H2 ⊕ H4 ⊕ H6
D6 D4 D2 D0
(1.2)
Further,HBPS(γ) has the following decomposition due to the existence of the universal hypermul-
tiplets
HBPS(γ) = (0, 0;
1
2
)⊗H′BPS(γ). (1.3)
In this paper we will focus on the reduced space H′BPS . It is well known that the space H′BPS
depends on the asymptotic boundary conditions in the four-dimensional spacetime, where the
boundary conditions in IIA compactification are the complexified Ka¨hler moduli u = iJ + B of
the Calabi-Yau threefold X [4]. Roughly speaking, H′BPS(γ, u) ∼= H∗(M(γ, u)), where M(γ, u)
is the moduli space of the stable coherent sheaf with the generalized Mukai vector γ under certain
u-dependent stability condition [5]. Further, on HBPS there is an Spin(3) action, which gives rise
to the following index of the H′BPS [6, 4]
Ω(γ, u) := TrH′BPS(γ,u)(−1)
2J ′3, 1 (1.4)
where J ′3 is the reduced angular momentum [4]. From the mathematical point of view, the index
Ω(γ, u) is related to the Euler characteristic of the spaceH′BPS(γ, u). The interesting phenomenon
is that the index Ω(γ, u) is piecewisely constant with respect to u. In other words, on the moduli
space u there are some chambers which split the moduli space into some small chambers. When we
enter a new chamber crossing a wall, the index Ω(γ, u) will jump to another integer. The detailed
wall-crossing formulas of Ω(γ, u) have been well understood for many cases [4, 7, 8, 9, 10, 11] etc.
Notice that the index Ω(γ, u) is only related to the Euler characteristic of the space H′BPS(γ, u).
Therefore we want to know how the cohomology jumps when we cross a wall. In [12], the authors
defined the following refined index
Ωref (γ, u, y) := TrH′
BPS(γ,u)
(−y)2J
′
3, (1.5)
where y is a free parameter. Hence Ω(γ, u, y) is a polynomial of y. Thus we have
Ωref (γ, u, y)→ Ω(γ, u) as y → 1. (1.6)
In [12], the authors claimed that the refined index Ωref (γ, u, y) is related to the q-deformed Motivic
BPS index of Kontsevich and Soibelman in [13] via the following map
Refined Motivic Quantum
y ↔ L
1
2 ↔ −q
1
2
(1.7)
1Here we have factorized the contribution of the universal hypermultiplets [4].
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They conjectured that in string theory on a Calabi-Yau threefold X , the q-deformed motivic index
of Kontsevich and Soibelman in [13] corresponds to turning on a graviphoton background on R4.
In particular, we have
Ωref(γ, u, y) = Ωmot(γ, u) (1.8)
with the appropriate identification of variables y,L, q.
Further, like the unrefined index we can define the refined BPS states partition function [12] by
ZrefBPS(q, Q, y, u) :=
∑
β∈H2(X;Z)n∈Z
(−q)nQβΩref (γβ,n, u, y).2 (1.9)
In [12], the author have shown how to use the dimer model to produce the wall-crossing formula
of the refined BPS states partition function of the resolved conifold case. In this paper, we show
how to use the vertex operators in 2d free fermions and the crystal corresponding to the Calabi-Yau
threefold X to reproduce the wall-crossing formula of the refined BPS states partition function.
Organization of the paper
In section 2, we conjecture the refined reminiscence of the OSV formula by using the M the-
ory model; in section 3, we review some basic knowledge of the vertex operators in the two-
dimensional free fermions; in section 4, we show how to use the vertex operators to produce the
refined BPS states partition function on C3; in section 5, we show how to use the vertex operators
to reproduce the wall-crossing formulas of the refined BPS states partition function on the resolved
conifold; in section 6, we show how to use the vertex operators to reproduce the wall-crossing for-
mulas of the refined BPS states partition function on theO(−2)⊕O → P1; in section 7, we discuss
some possible future working directions.
2 Refined partition function of BPS states and refined reminis-
cence of the OSV formula
In [10], the authors employ the Taub-Nut space with the unit charge to lift the single D6 brane in
type IIA theory to M-theory. Since the degeneracy of BPS states does not depend on the radius of
the Taub-Nut circle, we can investigate the index of the BPS states in the large radius case, and then
go back to the small radius case. Now let us focus on the large radius case in which the Taub-Nut
becomes R4. In other words, our 11-dimensional spacetime of M-theory is
X × R4 × S1, (2.10)
2Here the meaning of q is not the same as the q in the eq. (1.7). We use the same notation q here just for making
the expression of the partition function consistent with other papers.
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where X is a Calabi-Yau threefold and S1 is the time circle. Here we take the following assump-
tions which are the same as those in [10]:
1. Assume that the Ka¨hler parameters of the Calabi-Yau are vanishing.
2. Assume that the only BPS states in 5D are particles.
The assumption 1 implies that the central charges of the BPS M2 branes are parallel; the as-
sumption 2 implies that there are not any compact four-cycles in the Calabi-Yau threefold X [10].
Therefore from now on when we use the symbol X , it always refers to a Calabi-Yau threefold
without any compact four-cycles.
Now let us consider the physics in the five-dimensional spacetime R4×S1. Since the isometry
group of R4 is SO(4) = SU(2)L × SU(2)R, we have two kinds of internal spins: left one m1 and
right one m2. The U(1)L × U(1)R ⊂ SU(2)L × SU(2)R action on R4 = C2 is as follows
U(1)L : (z1, z2) 7→ (e
iǫ1z1, z2), (2.11)
U(1)R : (z1, z2) 7→ (z1, e
iǫ2z2), (2.12)
where z1, z2 are the complex coordinates of C2 and eiǫ1, eiǫ2 are the generators of U(1)L, U(1)R
actions respectively. Further, each five-dimensional BPS particle can have excitations on R4 = C2.
These excitations can be expressed by holomorphic functions on C2 [14, 10]:
Φβ,m1,m2(z1, z2) = z
m1
1 z
m2
2
∑
n1,n2≥0
αβ,n1+m1,n2+m2z
n1
1 z
n2
2 , (2.13)
where z1, z2 are the coordinates on C2, β ∈ H2(X,Z) is a curve class wrapped by the M2-brane,
and αn1+m1,n2+m2 are bosonic or fermionic modes depending on whether the field Φ is bosonic
or fermionic respectively. Denote by N jL,jRβ the degeneracy of the five-dimensional BPS states of
M2 branes of charge β and left-right spin (jL, jR) under SU(2)L × SU(2)R. Then for each mode
αβ,n1+m1,n2+m2 we have
2j3L = n1 + n2 +m1 +m2, (2.14)
2j3R = n1 − n2 +m1 −m2. (2.15)
Following [14, 15, 10], we may define the following unrestricted refined partition function:
ZFock = TrFock(−1)2(jL+jR)q
j3L+j
3
R
1 q
j3L−j
3
R
2 e
−T
=
∏
β∈H2(X,Z)
∏
jL,jR
+jL∏
kL=−jL
+jR∏
kR=−jR
∞∏
m1,m2=1
(1− q
kL+kR+m1−
1
2
1 q
kL−kR+m2−
1
2
2 Q
β)(−1)
2(jL+jR)+1N
jL,jR
β ,
(2.16)
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where q1 = eiǫ1 , q2 = e−iǫ2, Q = e−T and T is the area of P1. According to [14, 15, 16] the refined
topological string partition function is defined by
Zreftop =M(q1, q2)TrH(−1)2(jL+jR)q
j3L+j
3
R
1 q
j3L−j
3
R
2 e
−T =M(q1, q2) ·
·
∏
β∈H2(X,Z)
β>0
∏
jL,jR
+jL∏
kL=−jL
+jR∏
kR=−jR
∞∏
m1,m2=1
(1− q
kL+kR+m1−
1
2
1 q
kL−kR+m2−
1
2
2 Q
β)(−1)
2(jL+jR)+1N
jL,jR
β , 3
(2.17)
where
M(q1, q2) =Mδ1(q1, q2)
1
2 · · ·Mδχ(X)(q1, q2)
1
2︸ ︷︷ ︸
χ(X)
(2.18)
and Mδ(q1, q2) is the refined MacMahon functions defined by
Mδ(q1, q2) =
∞∏
i,j=1
(1− q
i− 1
2
+ δ
2
1 q
j− 1
2
− δ
2
2 )
−1, (2.19)
χ(X) is the Euler characteristic of the Calabi-Yau threefold X , and δi are constants related to how
we setup the weight when we count the 3D Young diagrams [17, 12]. Thus we have the following
equality:
ZFock = Z
ref
top (q1, q2, Q)Z
ref
top (q1, q2, Q
−1). (2.20)
Hence we may conjecture the following formula:
ZrefBPS(chamber) = ZFock|chamber = Z
ref
top (q1, q2, Q)Z
ref
top (q1, q2, Q
−1)|chamber. (2.21)
We call it the refined reminiscence of the OSV formula 4. Here we need to clarify the meaning
of a chamber. The chambers here are supposed to be the same as the chambers in the unrefined
case. Since the refined wall-crossing formulas are dealing with the Poincare´ polynomial of the
BPS states moduli space, the wall of the unrefined BPS states partition function must be the wall
of the refined BPS partition. But the question here is if there exist some invisible walls beyond the
walls in the unrefined case? The answer is negative. In other words, if the refined reminiscence of
the OSV formula (2.21) is true then there do not exist any invisible walls, since if the chamber of
the Euler characteristic is fixed then the right hand side of the formula (2.21) is fixed. It implies
that if there exists an invisible wall splitting the chamber into two smaller chambers, then the right
hand side of the formula (2.21) can NOT distinguish these two smaller chambers, which implies
that the expression of the left hand side of the formula (2.21) is exactly the same in these two
smaller chambers.
3When we prepare this paper, we notice Behrend et al.’s paper [16]. In their paper, they claim that M(q1, q2)2 =
Mδ1(q1, q2) · · ·Mδχ(X)(q1, q2) is related to the Poincare´ polynomial of the Hilbert scheme of points on the Calabi-Yau
threefold. Here we postpone the discussion on Mδ1(q1, q2) · · ·Mδχ(X)(q1, q2) to the section 7 in this paper.
4We owe this clarification to M. Yamazaki.
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3 Free fermions
The two-dimensional complex free fermion theory has been well studied for long time [18, 19].
Recent ten years it has shown its power in string theory and algebraic geometry [20, 21, 22, 23,
24, 9]. In this section we will briefly review the vertex operators in the two-dimensional complex
free fermion theory.
We know that a 3D Young diagram can be split into some 2D Young diagrams by slicing diag-
onally. The partitions corresponding to these 2D Young diagrams satisfy the interlacing condition
[25]. For each 2D Young diagram we can associate the following fermion states
|µ〉 =
d(µ)∏
i=1
ψ∗
−ai−
1
2
ψ−bi− 12
|0〉, (ai = µi − i, bi = µ
t
i − i) (3.22)
where ai, bi are called the Frobenius numbers of the 2D Young diagram [26], µ = (µ1, µ2, · · · , µℓ)
is the partition corresponding to the 2D Young diagram, d(µ) is the number of boxes along the
diagonal of the 2D Young diagram and ψ and ψ∗ are the mode operators of the complex free
fermion fields
ψ(z) =
∑
k∈Z
ψk+ 1
2
zk+1
, ψ∗(z) =
∑
k∈Z
ψ∗
k+ 1
2
zk+1
, {ψk+ 1
2
, ψ∗
−ℓ− 1
2
} = δkℓ. (3.23)
The bosonized field : ψ(z)ψ∗(z) : has a mode expansion
∑
n∈Z
αn
zn+1
where the mode operators
satisfy the Heisenberg algebra [αm, α−n] = nδm,n. The vertex operators are defined as
Γ±(x) = e
∑
n>0
xn
n
α±n , Γ′±(x) = e
∑
n>0(−1)
n−1 xn
n
α±n . (3.24)
The actions of Γ±(x) and Γ′±(x) on |µ〉 are as follows:
Γ−(x)|µ〉 =
∑
λ≻µ
x|λ|−|µ||λ〉, Γ+(x)|µ〉 =
∑
λ≺µ
x|µ|−|λ||λ〉, (3.25)
Γ′−(x)|µ〉 =
∑
λt≻µt
x|λ|−|µ||λ〉, Γ′+(x)|µ〉 =
∑
λt≺µt
x|µ|−|λ||λ〉, (3.26)
where the interlacing relation between partitions is defined by
λ ≻ µ ⇐⇒ λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · , (3.27)
and λt means the partition corresponding to the 2D Young diagram conjugated to λ. Using the
algebra of αn these operators satisfy the commutation relations
Γ+(x)Γ−(y) =
1
1− xy
Γ−(y)Γ+(x), (3.28)
Γ′+(x)Γ
′
−(y) =
1
1− xy
Γ′−(y)Γ
′
+(x), (3.29)
Γ′+(x)Γ−(y) = (1 + xy)Γ−(y)Γ
′
+(x), (3.30)
Γ+(x)Γ
′
−(y) = (1 + xy)Γ
′
−(y)Γ+(x). (3.31)
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In the refined case, the relation between 2D partition and free fermion is preserved. But for differ-
ent slices the vertex operators have different argument.
Figure 1: The red (dotted) lines denote the left or right moving of the slices, and the blue (solid)
lines denote the up or down moving of the slices.
We also introduce the generalized operators for different slices and colors. Q̂g can be Q̂01, Q̂02
for different slices and Q̂ for Ka¨hler parameters. These operators act on |µ〉 as follows:
Q̂g|µ〉 := q
|µ|
g |µ〉. (3.32)
The commutation relations between Q̂g and Γ±(x) are given by following formulas:
Q̂−1g Γ+(x)Q̂g = Γ+(qgx), Q̂
−1
g Γ
′
+(x)Q̂g = Γ
′
+(qgx), (3.33)
Q̂gΓ−(x)Q̂
−1
g = Γ−(qgx), Q̂gΓ
′
−(x)Q̂
−1
g = Γ−(qgx). (3.34)
4 Revisiting C3
In this section, we will reconsider the crystal corresponding to C3 and show how to use the vertex
operators in section 3 to reproduce the refined MacMahon function (2.19).
Figure 2: Toric diagram for C3 copied from [27]
Figure 2 shows the toric diagram of C3. The crystal corresponding to C3 is shown in Figure 3.
7
Figure 3: The crystal corresponding to C3 copied from [27]
Figure 4 shows how we associate the arrows with the vertex operator Γ±,Γ′± defined in section
3.PSfrag replacements
Γ+ Γ′+ Γ− Γ
′
−
Figure 4: Arrows copied from [27]
Now we define
A+(x) := Q̂
1
2
− δ
2
01 Γ+(x)Q̂
1
2
+ δ
2
01 = Q̂01Γ+(xq
1
2
+ δ
2
1 ), (4.35)
A−(x) := Q̂
1
2
− δ
2
02 Γ−(x)Q̂
1
2
+ δ
2
02 = Γ−(xq
1
2
− δ
2
2 )Q̂02. (4.36)
According to Figure 4, it is not difficult to find the relation, shown in Figure 5, between A± and
the arrows.
Figure 5: The relation between A± and the arrows
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Hence we have
ZFock = Z
ref
BPS = 〈0|A+(1) · · ·A+(1)A−(1) · · ·A−(1)|0〉
= Mδ(q1, q2)
= (Zreftop )
2, (4.37)
where
Zreftop = Mδ(q1, q2)
χ(C3)
2 =Mδ(q1, q2)
1
2 . (4.38)
5 Resolved conifold
In this section, we will show how to use the vertex operators introduced in section 3 to reproduce
the refined BPS states partition function and how to use the vertex operators to reproduce the
refined BPS states partition function after flopping.
5.1 The refined BPS states partition function and vertex operators
The toric diagram of the conifold is shown in figure 6.
Figure 6: The toric diagram of the conifold copied from [27]
It is well known that for the unrefined BPS states partition function, we may associate a crystal
in each chamber whose partition function of melting is exactly the same as the unrefined BPS
states partition in that chamber [7, 28, 27]. The picture of crystals in different chambers are figure
7 and 8.
Now let us consider the refined BPS states partition function. Like the C3 case, we also asso-
ciate the arrows in figure 7 and 8 with the vertex operators via figure 4. The detailed correspon-
dence of the vertex operators and arrows is shown in figure 9.
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Figure 7: The crystal in the chamber (2 < B < 3, R > 0)
Figure 8: The crystal in the chamber (2 < B < 3, R < 0)
If we define A±(x) by
A+(x) := Q̂
1
2
01Γ+(x)Q̂1Γ
′
+(x)Q̂
1
2
01, (5.39)
A+(x) := (Q̂1Q̂01)
−1A+(x) = Γ+
[
(−Q)
1
2 q
1
2
1 x
]
Γ′+
[
(−Q)−
1
2 q
1
2
1 x
]
. (5.40)
A−(x) := Q̂
1
2
02Γ−(x)Q̂1Γ
′
−(x)Q̂
1
2
02 (5.41)
A−(x) := A−(x)(Q̂1Q̂02)
−1,= Γ−
[
(−Q)−
1
2 q
1
2
2 x
]
Γ′−
[
(−Q)
1
2 q
1
2
2 x
]
, (5.42)
where q1, q2, Q are defined by
q1 := Q01Q1, (5.43)
q2 := Q02Q1, (5.44)
Q := −Q1. (5.45)
If we define states 〈Ω+| and |Ω−〉 by
〈Ω+| := 〈0|A+(1) · · ·A+(1), (5.46)
|Ω−〉 := A−(1) · · ·A−(1)|0〉, (5.47)
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PSfrag replacements
Γ+
[
q
k− 1
2
1 (−Q)
1
2
]
Γ′+
[
q
k+n− 1
2
1 (−Q)
− 1
2
]
Γ−
[
q
k+n− 1
2
2 (−Q)
− 1
2
]
Γ′−
[
q
k− 1
2
2 (−Q)
1
2
]
Figure 9: Arrow diagrams for chamber n of the conifold
then we can show that
ZrefNCDT = 〈Ω+|Ω−〉 (5.48)
= Mδ=0(q1, q2)
2
∞∏
i,j=1
(1− q
i− 1
2
1 q
j− 1
2
2 Q)
∞∏
i,j=1
(1− q
i− 1
2
1 q
j− 1
2
2 Q
−1) (5.49)
= Mδ=0(q1, q2)
2(Zreftop (q1, q2, Q))(Z
ref
top (q1, q2, Q
−1)), (5.50)
which is exactly the same as the result in [12].
If we are in the chamber (R > 0, 0 < n < B < n + 1), we find that the refined BPS states
partition function can be written in the following formula by using the vertex operators:
ZrefBPS = 〈0|
∞∏
k=1
Γ+
[
q
k− 1
2
1 (−Q)
1
2
]
Γ′+
[
q
k+n− 1
2
1 (−Q)
− 1
2
]
·
Γ−
[
q
1
2
2 (−Q)
− 1
2
]
Γ′+
[
q
n− 1
2
1 (−Q)
− 1
2
]
Γ−
[
q
3
2
2 (−Q)
− 1
2
]
Γ′+
[
q
n− 3
2
1 (−Q)
− 1
2
]
· · ·
Γ−
[
q
n− 1
2
2 (−Q)
− 1
2
]
Γ′+
[
q
1
2
1 (−Q)
− 1
2
] ∞∏
k=1
Γ−
[
q
k+n− 1
2
2 (−Q)
− 1
2
]
Γ′−
[
q
k− 1
2
2 (−Q)
1
2
]
|0〉,
= Mδ=0(q1, q2)
2
∞∏
i,j=1
(1− q
i− 1
2
1 q
j− 1
2
2 Q)
∞∏
i+j>n+1
i,j≥1
(1− q
i− 1
2
1 q
j− 1
2
2 Q
−1)
= Mδ=0(q1, q2)
2(Zreftop (q1, q2, Q))(Z
ref
top (q1, q2, Q
−1))|(R>0,0<n<B<n+1), (5.51)
which is exactly the same as the results in [12].
For the chamber (R < 0, 0 < B < 1), like in [27], we also have
ZrefBPS = 〈0|0〉 = 1. (5.52)
For the chamber (R < 0, 0 < n < B < n + 1), using the vertex operators the refined BPS
states partition function can be written as
ZrefBPS = 〈0|Γ
′
+
[
q
1
2
1 (−Q)
− 1
2
]
Γ−
[
q
n− 1
2
2 (−Q)
− 1
2
]
· · ·Γ′+
[
q
n− 1
2
1 (−Q)
− 1
2
]
Γ−
[
q
1
2
2 (−Q)
− 1
2
]
|0〉
= (1− q
1
2
1 q
n− 1
2
2 Q
−1) · · · (1− q
n− 1
2
1 q
1
2
2 Q
−1). (5.53)
If q1 = q2 = q, then all the above results will return to the unrefined case.
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5.2 Flop
flop
wall crossing
wall crossing
Figure 10: flop diagram
According to [27], the effect of the flop on the conifold on the crystals is shown in figure 10.
We know that the effect of the flop is changing Q to Q−1 [7, 29]. So we propose the following
correspondence between arrows and vertex operators:
PSfrag replacem nts
Γ+
[
q
k−n− 1
2
1 (−Q)
1
2
]
Γ′+
[
q
k− 1
2
1 (−Q)
− 1
2
]
Γ−
[
q
k− 1
2
2 (−Q)
− 1
2
]
Γ′−
[
q
k−n− 1
2
2 (−Q)
1
2
]
Figure 11: Arrow diagrams for the chamber n of the flopped conifold
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For the chamber (R > 0, n− 1 < B < n ≤ 0)
ZrefBPS = 〈0|
∞∏
k=1
Γ′+
[
q
k− 1
2
1 (−Q)
− 1
2
]
Γ+
[
q
k−n− 1
2
1 (−Q)
1
2
]
·
Γ′−
[
q
1
2
2 (−Q)
1
2
]
Γ+
[
q
−n− 1
2
1 (−Q)
1
2
]
Γ′−
[
q
3
2
2 Q
1
2
]
Γ+
[
q
−n− 3
2
1 (−Q)
1
2
]
· · ·
Γ′−
[
q
−n− 1
2
2 (−Q)
1
2
]
Γ+
[
q
1
2
1 (−Q)
1
2
] ∞∏
k=1
Γ′−
[
q
k−n− 1
2
2 (−Q)
1
2
]
Γ−
[
q
k− 1
2
2 (−Q)
− 1
2
]
|0〉
= Mδ=0(q1, q2)
2
∞∏
i,j=1
(1− q
i− 1
2
1 q
j− 1
2
2 Q
−1)
∞∏
i+j>−n+1
i,j≥1
(1− q
i− 1
2
1 q
j− 1
2
2 Q). (5.54)
The refined NCDT after flopping is corresponding to the n = 0 case.
For the chamber (R < 0,−1 < B < 0), we have
ZrefBPS = 〈0|0〉 = 1. (5.55)
For the chamber R < 0, n− 1 < B < n < 0, we have
ZrefBPS = 〈0|Γ+
[
q
1
2
1 (−Q)
1
2
]
Γ′−
[
q
−n− 1
2
2 (−Q)
1
2
]
· · ·Γ+
[
q
−n− 1
2
1 (−Q)
1
2
]
Γ′−
[
q
1
2
2Q
1
2
]
|0〉
= (1− q
1
2
1 q
−n− 1
2
2 Q) · · · (1− q
−n− 1
2
1 q
1
2
2 Q). (5.56)
6 O(−2)⊕O → P1
In this section, we will see how to use the vertex operators to get the refined BPS states partition
function and to check the correctness of the refined reminiscence of the OSV formula (2.21).
The toric diagram of O(−2) ⊕ O → P1 is shown in figure 12. Figure 13 shows the crystal of
Figure 12: The toric diagram of O(−2)⊕O → P1 copied from [27]
the NCDT chamber in the unrefined case. Figure 14 and 15 show the crystals in the unrefined case
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Figure 13: The crystal for the NCDT chamber of O(−2)⊕O → P1
Figure 14: The crystal in the chamber (R > 0, 2 < B < 3) copied from [27]
in some nontrivial chambers. Like the C3 and resolved conifold cases, we also associate some
vertex operators with the arrows (figure 16) in figure 13, 14, 15.
First, let us see the NCDT chamber (R > 0, 0 < B < 1). In this chamber the crystal diagram
is shown in figure 13. According to the relation between the arrows and vertex operators shown in
figure 16, we may find that
ZrefNCDT = 〈0|
∞∏
k=1
Γ+
[
qk1 (−Q)
1
2
]
Γ+
[
qk1 (−Q)
− 1
2
] ∞∏
k=1
Γ−
[
qk−12 (−Q)
1
2
]
Γ−
[
qk−12 (−Q)
− 1
2
]
|0〉
= M2δ=1(q1, q2)
∞∏
i,j=1
(1− qi1q
j−1
2 Q)
−1
∞∏
i,j=1
(1− qi1q
j−1
2 Q
−1)−1
= M2δ=1(q1, q2)Z
ref
top (q1, q2, Q)Z
ref
top (q1, q2, Q
−1)|NCDTchamber (6.57)
14
Figure 15: The crystal in the chamber (R < 0, 4 < B < 5) copied from [27]PSfrag replacements
Γ−
[
qk−12 (−Q)
1
2
]
Γ−
[
qk+n−12 (−Q)
− 1
2
]
Γ+
[
qk1(−Q)
1
2
]
Γ+
[
qk+n1 (−Q)
− 1
2
]
Figure 16: Arrow diagrams for chamber n ofO(−2)⊕O → P1. We use the red and yellow stones
to distinguish those vertex operators which has (−Q) 12 or (−Q)− 12 argument
We may also define A±(x) by
A+(x) := Q̂
− 1
2
1 Γ+(x)Q̂1Γ+(x)Q̂01Q̂
1
2
1 , (6.58)
A+(x) := A+(x)(Q̂1Q̂01)
−1 = Γ+
[
(−Q)
1
2x
]
Γ+
[
(−Q)−
1
2x
]
, (6.59)
A−(x) := Q̂
− 1
2
1 Γ−(x)Q̂1Γ−(x)Q̂02Q̂
1
2
1 , (6.60)
A−(x) := Â−(x)(Q̂1Q̂02)
−1 = Γ−
[
(−Q)−
1
2x
]
Γ−
[
(−Q)
1
2x
]
. (6.61)
where Q = −Q1, q1 = Q01Q1, q2 = Q02Q1. If we define〈Ω+| and |Ω−〉 by
〈Ω+| := 〈0|A+(1) · · ·A+(1), (6.62)
|Ω−〉 := A−(1) · · ·A−(1)|0〉, (6.63)
then we can show that
ZrefNCDT = 〈Ω+|Ω−〉
For the chamber (R > 0, 0 < n < B < n + 1), according to the correspondence between
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arrows and vertex operators (figure 16), we have the following formula:
ZrefBPS = 〈0|
∞∏
k=1
Γ+
[
qk1 (−Q)
1
2
]
Γ+
[
qk+n1 (−Q)
− 1
2
]
·
Γ−
[
(−Q)−
1
2
]
Γ+
[
qn1 (−Q)
− 1
2
]
Γ−
[
q2(−Q)
− 1
2
]
Γ+
[
qn−11 (−Q)
− 1
2
]
· · ·
Γ−
[
qn−12 (−Q)
− 1
2
]
Γ+
[
q1(−Q)
− 1
2
]
·
∞∏
k=1
Γ−
[
qk+n−12 (−Q)
− 1
2
]
Γ−
[
qk−12 (−Q)
1
2
]
|0〉
= M2δ=1(q1, q2)
∞∏
i,j=1
(1− qi1q
j−1
2 Q)
−1
∏
i+j>n+1
(1− qi1q
j−1
2 Q
−1)−1
= M2δ=1(q1, q2)Z
ref
top (q1, q2, Q)Z
ref
top (q1, q2, Q
−1)|(R>0,0<n<B<n+1) (6.64)
Similarly for the chamber (R < 0, 0 < B < 1),we also have
ZrefBPS = 〈0|0〉 = 1, (6.65)
and for the chamber R < 0, 1 ≤ n < B < n + 1,we also have
ZrefBPS = 〈0|Γ+
[
q1(−Q)
− 1
2
]
Γ−
[
qn−12 (−Q)
− 1
2
]
· · ·Γ+
[
qn1 (−Q)
− 1
2
]
Γ−
[
(−Q)−
1
2
]
|0〉
=
n∏
i,j=1
(1− qi1q
j−1
2 Q
−1)−1. (6.66)
7 Discussion
In this paper, we first use the M-theory to propose the so-called refined reminiscence of the OSV
formula connecting the refined BPS states partition function with the refined topological string
partition function. Secondly, we produce the wall-crossing formulas of the refined BPS states
partition function by employing the vertex operators in 2-dimensional free fermions. Like in [10],
here we also require that the Calabi-Yau threefold X does NOT contain any compact four cycles.
For the the refined reminiscence of the OSV formula we proposed in section 2, in the equation
(2.17) there is a factor M(q1, q2), which is related to the refined MacMahon function, appearing
in the refined topological string partition function. It should be related to the D0-branes bounded
to the single D6-brane. We notice that in [16], the authors investigated the motivic degree zero
of Donaldson-Thomas generating function on C3 and some other smooth projective threefolds. In
the appendix of their paper, they explained how to relate the motivic degree zero of Donaldson-
Thomas generating function on C3 to Okounkov et al.’s refined generating function in counting
plane partitions in [17]. For example, the motivic degree zero of Donaldson-Thomas generating
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function on C3 is related to the refined MacMahon function 5 Mδ=−3(q1, q2) appearing in [17]. For
other toric CYs, the theorem 3.7 in [16] shows how to refine the MacMahon function. The puzzle
is that the refined MacMahon functions appearing in [16] are different with the refined MacMahon
functions proposed in this paper. It would be very interesting to see how to reproduce the refined
MacMahon functions appearing in [16] by using the method proposed in this paper. We believe
that well-understanding on [16] will shed some light on this direction.
In this paper, we only investigate the simplest three Calabi-Yau threefoldsC3,O(−1)⊕O(−1)→
P
1
, and O(−2) ⊕ O → P1. Then we may ask for other more complicated threefolds, especially
those coming from the strip [30], how do we use the vertex operator techniques to write down the
wall-crossing formulas of the refined BPS partition functions for them? This work is in progress.
Further, in [12], the authors investigated the refined wall-crossing for the resolved conifold case
by using the dimer model. We believe that using dimer model we can also get the refined wall-
crossing formulas for theO(−2)⊕O → P1 and other cases. We are working in this direction.
Finally, in [31, 32], the authors investigated the relation between the matrix models and the
wall-crossing. For the refined wall-crossing case, it is not difficult to find that one can indeed use
matrix model to reproduce the refined NCDT partition function. It would be interesting to use the
matrix model to reproduce the refined wall-crossing formula; it would also be interesting to see
the details of this kind of matrix model, e.g. spectral curve, etc. This work is under consideration.
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which is a little bit different with the definition in [16].
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