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Sur le comptage des fibre´s de Hitchin nilpotents
Pierre-Henri Chaudouard et Ge´rard Laumon
Re´sume´
Cet article est une contribution a` la fois au calcul du nombre de fibre´s de Hitchin sur
une courbe projective et a` l’explicitation de la partie nilpotente de la formule des traces
d’Arthur-Selberg pour une fonction test tre`s simple. Le lien entre les deux questions a e´te´
e´tabli dans [6]. On de´compose cette partie nilpotente en une somme d’inte´grales ade´liques
indexe´es par les orbites nilpotentes. Pour les orbites de type ≪ re´gulie`res par blocs ≫, on
explicite comple`tement ces inte´grales en terme de la fonction zeˆta de la courbe.
Abstract
This paper is concerned with two problems. One is to count Hitchin bundles on a projective
curve and the other is to get an explicit formula for the nilpotent part of the Arthur-Selberg
trace formula for a simple test function. The fact that the two problems are in fact related
has been noticed in a previous paper cf. [6]. We expand the nilpotent part of the Arthur-
Selberg trace formula in a sum of adelic integrals indexed by nilpotent orbits. For ≪ regular
by blocks ≫ orbits, we get an explicit formula for these integrals in terms of the zeta function
of the curve.
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1 Introduction
1.1. Soit C une courbe projective, lisse, ge´ome´triquement connexe sur un corps k. Soit D un
diviseur sur C. Soit n ∈ N∗ et e ∈ Z. Par fibre´ de Hitchin de rang n et degre´ e, on entend la
donne´e d’un couple (E , θ) ou`
– E est un fibre´ vectoriel de degre´ e et rang n ;
– θ : E → E ⊗OC OC(D) est un morphisme de OC -module.
Lorsque le rang n est premier au degre´ e et que le diviseur D est canonique, l’espace de modules
des fibre´s de Hitchin stables, est une varie´te´ alge´brique quasi-projective et lisse sur k (cf. [13]).
Un proble`me fondamental (et comple`tement ouvert en rang > 4), est le calcul de ses nombres de
Betti. Hausel et Rodriguez-Villegas (cf. [9]) ont propose´ une conjecture, plutoˆt sophistique´e, sur ce
que devraient eˆtre ces nombres de Betti. Pre´cisons que ces auteurs ne travaillent pas directement
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sur l’espace de modules en question mais sur une certaine varie´te´ de caracte`res, qui est une varie´te´
alge´brique affine complexe qui lui est diffe´omorphe lorsque le corps de base k est le corps des
nombres complexes. Ils ont su calculer le E-polynoˆme de la varie´te´ de caracte`res qu’ils conside`rent ;
sur la base de ce calcul, ils formulent une expression conjecturale pour son polynoˆme de Hodge
mixte et donc, ipso facto, pour son polynoˆme de Poincare´. Par ailleurs, Garcia-Prada, Heinloth et
Schmitt (cf. [7]) ont donne´ un algorithme pour calculer le motif de l’espace de modules des fibre´s
de Hitchin. Cela leur a permis de ve´rifier la conjecture de Hausel et Rodriguez-Villegas en rang 4 et
petit genre. Leur approche exploite la de´composition de Byalinicki-Birula sous l’action du groupe
multiplicatif et la ge´ome´trie des espaces de chaˆınes. Toutefois, il ne semble pas e´vident d’obtenir
la conjecture de Hausel et Rodriguez-Villegas a` partir de leur me´thode. Notons que Mozgovoy, sur
la base du travail de Hausel et Rodriguez-Villegas, a donne´ une formule conjecturale pour le motif
(cf. [12]).
Dans cet article, nous suivons une autre strate´gie, explique´e dans [6], pour (tenter de) de´montrer
les conjectures de Hausel et Rodriguez-Villegas.
1.2. Comptage de points.— Supposons toujours que n est premier au degre´ e et que le diviseur
est canonique ou de degre´ strictement supe´rieur a` 2gC−2, ou` gC est le genre de la courbe C. Dans
cette situation, Nitsure a construit l’espace de modules des fibre´s de Hitchin stables, qui est encore
quasi-projective et lisse, ainsi qu’un morphisme propre, dit de Hitchin, de cette varie´te´ vers un
espace affine. Supposons de plus que le corps de base k est un corps fini. Un argument d’homotopie
qui utilise une action du groupe multiplicatif montre que la cohomologie de cet espace de modules
est pure. De`s lors, il suffit de calculer le nombre de points de l’espace de modules sur les corps finis
pour obtenir ses nombres de Betti. Dans [6], on explique comment ce nombre de points s’exprime
a` l’aide d’une inte´grale nilpotente, re´miniscente de la partie unipotente de la formule des traces
d’Arthur. Cette inte´grale est une inte´grale ade´lique de la forme suivante
(1.2.1)
∫
G(F )\G(A)e
KD(g) dg
ou` F est le corps des fonctions de C, A l’anneau des ade`les de F et G le groupe GL(n). L’ensemble
G(A)e est l’ensemble des e´le´ments ade´liques de G de degre´ −e. Le quotient G(F )\G(A)e est muni
d’une mesure invariante convenablement normalise´e pour laquelle le volume est fini. La fonction
KD est la valeur en T = 0 de la fonction suivante
KD,T (g) =
∑
P
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HP (δg)− T )K
P
D(δg)
ou` P parcourt les sous-groupes paraboliques standard de G et
KPD(g) =
∑
X∈NMP
∫
nP (A)
1D(g
−1(X + U)g) dU.
On a note´ P =MPNP la de´composition de Levi standard de P ou` NP est le radical unipotent de
P , NMP ⊂ mP (F ) est l’ensemble des e´le´ments nilpotents F -rationnels de l’alge`bre de Lie mP de
MP et dU est une mesure de Haar sur l’alge`bre de Lie nP (A) de NP (A). La fonction 1D est une
fonction caracte´ristique lie´e au diviseur D. Pour le lecteur peu familie´ des travaux d’Arthur, les
notations aGP , τˆP et HP se trouvent aux §§2.2, 2.3 et 3.3. Soit (N
G) l’ensemble fini des G(F )-orbites
nilpotentes dans l’alge`bre de Lie g(F ) de G(F ). Pour tout O ∈ (NG), on introduit la fonction
suivante de la variable g ∈ G(A)
KPD,O(g) =
∑
X∈NMP ,IG
P
(X)=O
∫
nP (A)
1D(g
−1(X + U)g) dU,
ou` la somme porte sur les X ∈ NMP dont l’induite de Lusztig-Spaltenstein selon P (cf. section 4)
est l’orbite O. On a e´videmment
KPD(g) =
∑
O∈(NG)
KPD,O(g).
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On pose aussi
KD,T,O(g) =
∑
P
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HB(δg)− T )K
P
D,O(δg),
de sorte qu’on a
KD,T (g) =
∑
O∈(NG)
KD,T,O(g).
Voici le premier re´sultat de notre article.
The´ore`me 1.2.1. — (cf. corollaire 6.2.2) Pour tout parame`tre T , l’inte´grale∫
G(F )\G(A)e
KD,T,O(g) dg
converge absolument. De plus, la de´pendance en le parame`tre T de l’inte´grale est quasi-polynomiale.
En particulier, on a le de´veloppement suivant∫
G(F )\G(A)e
KD,T (g) dg =
∑
O∈(NG)
∫
G(F )\G(A)e
KD,T,O(g) dg.
Le me´rite du the´ore`me pre´ce´dent est de ramener le proble`me du comptage des fibre´s de Hitchin
au calcul orbite par orbite O de l’inte´grale∫
G(F )\G(A)e
KD,T,O(g) dg
en T = 0. On a une interpre´tation en terme de comptage de cette inte´grale. C’est l’objet du
the´ore`me suivant. On y utilise les notions de cardinal d’un groupo¨ıde et de T -semi-stabilite´ d’un
fibre´ vectoriel pour lesquelles on renvoie simplement a` [6].
The´ore`me 1.2.2. — (cf. the´ore`me 6.2.1) La partie quasi-polynomiale en T du cardinal du
groupo¨ıde des fibre´s de Hitchin (E , θ) de rang n et degre´ e, dont le fibre´ vectoriel sous-jacent E est
T -semi-stable et l’endomorphisme θ est ge´ne´riquement dans l’orbite O est donne´e par l’inte´grale
(1.2.2)
∫
G(F )\G(A)e
KD,T,O(g) dg.
Pour faire le lien avec le the´ore`me 6.2.1 du corps de l’article, le cardinal du-dit groupo¨ıde
s’exprime a` l’aide du dictionnaire ade`les-fibre´s de Weil par l’inte´grale suivante :∫
G(F )\G(A)e
FG(g, T )
∑
X∈O
1D(g
−1Xg) dg
ou` FG(g, T ) est la fonction caracte´ristique du compact de G(F )\G(A)e forme´ des g tels que le
fibre´ correspondant est T -semi-stable (pour plus de de´tails sur ces aller-retours entre ade`les et
fibre´s, comptage et inte´grales, on renvoie encore une fois le lecteur a` [6]). En particulier, l’inte´grale
ci-dessus est e´videmment convergente.
Pour certaines orbites O, il est possible de donner la valeur de l’inte´grale (1.2.2). C’est l’autre
re´sultat majeur de cet article. Ces orbites sont de la forme suivante : on fixe un diviseur d > 1 de
n et soit r = n/d ; ce sont les orbites des e´le´ments nilpotents de g(F ) dont la de´composition de
Jordan posse`de d blocs de taille r. Parmi celles-ci, on trouve l’orbite nulle qui correspond a` d = n
et l’orbite re´gulie`re qui correspond a` d = 1. La re´ponse obtenue s’exprime en terme du groupe
Ĝ′ = SL(n,C) dont l’apparition n’est pas surprenante : c’est le dual complexe de Langlands du
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groupe PGL(n) et ce dernier intervient naturellement car la notion de stabilite´ est invariante par
tensorisation par un fibre´ en droites. Soit M̂ ⊂ Ĝ′ le sous-groupe de Levi ≪ standard ≫ de Ĝ′,
qui stabilise les r sous-espaces de Cn de dimension d en somme directe engendre´s par les d-uplets
de vecteurs ≪ conse´cutifs ≫ de la base canonique de Cn. Pour P̂ ⊂ Ĝ′ sous-groupe parabolique
standard de Ĝ′ de facteur de Levi M̂ , on de´finit une fonction rationnelle sur le tore Z0
M̂
(composante
neutre du centre de M̂) par
ΦdC,D(t) =
∏
̟
ZdC,D(t
̟),
ou` le produit est pris sur l’ensemble des poids fondamentaux P̂ -dominants et ou` l’on introduit la
fraction rationnelle de la variable formelle X
ZdC,D(X) = X
−ddeg(D)ZC(q
−1X)ZC(q
−2X) . . . ZC(q
−dX),
ou` ZC est la fonction zeˆta de la courbe C et q est le cardinal du corps de base k. On pose aussi
pour tout e ∈ Z et tout t ∈ Z0
M̂
Ψd,eC,D(t) =
1
n · r!
∑
z∈µn
∑
w∈Sr
z−deΦdC,D(w · (tz)).
Ici on identifie Z0
M̂
a` (C×)r sur lequel agit naturellement le groupe de permutation Sr d’ordre r!.
Le groupe µn des racines n-ie`mes de l’unite´ s’identifie naturellement au centre de Ĝ
′. A priori la
fonction rationnelle Ψd,eC,D(t) a un poˆle en t = 1 sauf si d = n auquel P̂ = Ĝ et Ψ
d,e
C,D(t) = 1.
The´ore`me 1.2.3. —(cf. the´ore`me 7.1.1)
1. La fonction rationnelle Ψd,eC,D(t) n’a pas de poˆle en t = 1.
2. Soit O ⊂ g(F ) l’orbite nilpotente des e´le´ments dont la de´composition de Jordan est forme´e
de d blocs de taille r. Lorsque e est premier a` r, l’inte´grale (1.2.2) ci-dessus associe´e a` O et
a` T = 0, est e´gale a`
qn(n−d) deg(D)/2qnd(gC−1)Z∗C(q
−1)ZC(q
−2) . . . ZC(q
−d)Ψd,eC,D(1).
ou` Z∗C(X) = (1 − qX)ZC(X).
Lorsque d = n, l’inte´grale (1.2.2) est e´gale au volume de G(F )\G(A)e, on a Ψd,eC,D(1) = 1 et la
formule
qn
2(gC−1)Z∗C(q
−1)ZC(q
−2) . . . ZC(q
−n)
n’est autre que la formule de Siegel pour ce volume.
1.3. Cet article re´sout donc partiellement le proble`me du comptage des fibre´s de Hitchin : il
manque encore le calcul des inte´grales (1.2.2) pour les orbites restantes (c’est-a`-dire non re´gulie`res
par blocs). Mentionnons que dans [6], un raffinement des conjectures de Hausel-Rodriguez-Ville´gas
et Mozgovoy est e´nonce´ qui donne conjecturalement la valeur des inte´grales (1.2.2) en T = 0. Dans
[6], il est e´galement ve´rifie´ que le the´ore`me 1.2.3 est compatible en rang 6 3 avec cette conjecture
raffine´e.
Comme on l’a compris, notre me´thode consiste a` expliciter l’inte´grale arthurienne (1.2.1) qui
est essentiellement la partie nilpotente de la formule des traces pour la fonction 1D. De fait, les
me´thodes employe´es ici doivent certainement s’adapter a` des fonctions test autres que les fonctions
1D et e´galement au cas ou` F est un corps de nombres. Signalons que dans le cas d’un corps de
nombres et de l’orbite re´gulie`re, une formule dans le meˆme esprit que celle du the´ore`me 1.2.3 e´tait
connue inde´pendamment de E. Lapid et T. Finis qui en a parle´ lors d’un expose´ a` Orsay.
1.4. Organisation de l’article. — Le cœur de l’article se trouve a` la section 6 ou` est prouve´
le the´ore`me 1.2.2. Une fois ce re´sultat en poche, on peut dans le cas d’une orbite re´gulie`re par
blocs ≪ renormaliser ≫ l’inte´grale (1.2.2). C’est l’objet de la section 7 dans laquelle on trouve la
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de´monstration du the´ore`me 1.2.3. L’inte´grale apparaˆıt alors comme une valeur spe´ciale d’une se´rie
qu’on a calcule´e auparavant dans la section 3. Cependant, pour obtenir une expression raisonna-
blement simple pour cette valeur spe´ciale, il nous a fallu de´velopper a` la section 2 une variante des
re´sultats combinatoires qu’Arthur utilise dans ses de´veloppements sur la formule des traces. Cette
section a donc aussi un inte´reˆt propre. Les sections restantes 4 et 5 sont consacre´es a` quelques
rappels utiles.
1.5. Remerciements. — Le premier auteur nomme´ souhaite remercier T. Finis, W. Hoffmann,
E. Lapid et J.-L. Waldspurger pour des discussions enrichissantes.
2 Combinatoire des (G,M)-cofamilles
2.1. Introduction.—Dans cette section, on de´veloppe la notion de (G,M)-cofamille, tre`s proche
de celle de (G,M)-famille d’Arthur (cf. de´finitions 2.10.1 et 2.18.1). Les re´sultats de cette section
seront utilise´s ensuite pour obtenir des formules explicites pour certaines inte´grales ade´liques. Bien
que notre article se focalise sur le groupe GL(n), les me´thodes employe´es doivent pouvoir s’adapter
a` d’autres groupes re´ductifs. A` des fins de re´fe´rence future, nous avons re´dige´ cette section dans
le cadre ge´ne´ral d’un groupe re´ductif sur un corps quelconque. Les principaux re´sultats de cette
section sont formule´s dans les the´ore`mes 2.12.1 et 2.19.1.
Les notations sont, a` quelques variantes pre`s, celles qui se sont impose´es depuis les travaux
d’Arthur sur la formule des traces (cf. [1], [2] ou encore [5]). Nous les rappelons brie`vement dans
les prochains paragraphes.
2.2. Notations. — Soit G un groupe re´ductif sur un corps F quelconque. On fixe un sous-tore
de´ploye´ maximal de G dont on note T le centralisateur. Sauf indication contraire, par ≪ sous-
groupe parabolique de G ≫, on entend un sous-groupe parabolique de G au sens usuel qui, de plus,
est de´fini sur F et contient T . Un tel sous-groupe parabolique posse`de alors un unique facteur de
Levi de´fini sur F et contenant T . On appelle simplement sous-groupes de Levi de tels sous-groupes
de G. Pour un sous-groupe H de G, on note LG(H), resp. FG(H), l’ensemble des sous-groupes de
Levi, resp. sous-groupes paraboliques, de G qui contiennent H . Lorsque H est un sous-groupe de
Levi, on note PG(H) l’ensemble des sous-groupes paraboliques de G de facteur de Levi H . Ces
notations valent encore si l’on remplace G par un sous-groupe de Levi de G ou par un sous-groupe
parabolique Q de G (dans ce dernier cas, l’exposant Q signifie qu’on se limite a` des sous-groupes
inclus dans Q). Lorsque le contexte est clair, l’omission de l’exposant (resp. du groupe H) signifie
qu’on conside`re une situation relative a` G (resp. qu’on prend H = T ). Par exemple, l’ensemble
des sous-groupes de Levi de G est note´ simplement L au lieu de LG(T ).
Pour tout P ∈ F , on a la de´composition de Levi P =MPNP ou` MP est le facteur de Levi de
P qui contient T et NP est le radical unipotent de P . Soit AP le tore central de´ploye´ maximal
de MP et X
∗(AP ) le groupe des caracte`res rationnels de ce tore. Ce dernier est un re´seau dans
l’espace vectoriel re´el
a∗P,R = X
∗(AP )⊗Z R.
Soit X∗(MP ) le groupe des caracte`res rationnels deMP de´finis sur F . Le morphisme de restriction
X∗(MP )→ X∗(AP ) induit un isomorphisme X∗(MP )⊗ZR→ a∗P,R. Comme cet espace ne de´pend
que de MP , il sera aussi note´ a
∗
MP ,R
. Pour tous sous-groupes paraboliques P ⊂ Q, on a un
morphisme de restriction X∗(AP ) → X∗(AQ) d’ou` une projection a∗P,R → a
∗
Q,R. En utilisant
l’inclusion MP ⊂ MQ et dualement la restriction des groupes de caracte`res correspondant, on a
e´galement une inclusion a∗Q,R → a
∗
P,R. On note sans exposant ∗ les espaces vectoriels re´els duaux.
L’orthogonal de aQ,R dans a
∗
P,R est note´ indiffe´remment a
Q,∗
P,R ou a
MQ,∗
MP ,R
. On a des de´compositions
en somme directe
a∗P,R = a
Q,∗
P,R ⊕ a
∗
Q,R,
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et de meˆme pour les espaces duaux. Finalement, on re´serve la notation sans indice R pour les
C-espaces obtenus par extension des scalaires, par exemple
a∗P = a
∗
P,R ⊗R C.
On a donc une de´composition en R-espaces a∗P = a
∗
P,R⊕ ia
∗
P,R ou` i ∈ C ve´rifie i
2 = −1, et on note
ℜ(λ) et ℑ(λ) les parties re´elle et imaginaire de λ ∈ a∗P .
Le groupe de Weyl de (G, T ) agit sur a∗P,R et on fixe sur cet espace un produit euclidien invariant
par W . La de´composition ci-dessus est alors orthogonale. On met sur a∗P,R la mesure euclidienne.
Pour tous P ∈ P(T ) et Q ∈ F(P ), soit ∆QP , resp. ∆
Q,∨
P , l’ensemble des racines, resp. des
coracines, simples de T dans NP ∩MQ. Ces ensembles forment des bases respectivement de a
Q,∗
P
et aQP . Soit ∆ˆ
Q
P et ∆ˆ
Q,∨
P les bases duales, respectivement bases de a
Q
P et a
Q,∗
P . Lorsque l’on omet
l’exposant Q, cela sous-entend qu’on prend Q = G.
On obtient des bases ∆Q et ∆
∨
Q de a
G,∗
Q et a
G
Q par projection des ensembles ∆P − ∆
Q
P et
∆∨P −∆
Q,∨
P . Comme la notation le sugge`re, ces bases ne de´pendent du choix de P ∈ P
Q(T ). Par
dualite´, on obtient des bases ∆ˆQ et ∆ˆ
∨
Q de a
G
Q et a
G,∗
Q . Plus ge´ne´ralement, par le meˆme proce´de´,
pour tout R ∈ F(Q), on de´finit des ensembles ∆RQ, ∆ˆ
R
Q etc., le cas R = G redonnant la construction
pre´ce´dente. On observera qu’on a par construction ∆RQ = ∆
MR
Q∩MR
ou` dans le membre de droite la
construction est relative au groupe re´ductif MR.
Soit Z(∆Q,∨P ) le sous-Z-module de a
Q
P engendre´ par ∆
Q,∨
P .
2.3. Fonctions τ et τˆ .— Pour tous sous-groupes paraboliques P ⊂ Q, soit τQP et τˆ
Q
P les fonctions
caracte´ristiques respectives des ensembles
{H ∈ aT,R | 〈α,H〉 > 0 ∀α ∈ ∆
Q
P }
et
{H ∈ aT,R | 〈̟,H〉 > 0 ∀̟ ∈ ∆ˆ
Q
P }.
Soit aQ,+P ⊂ a
Q
P,R la chambre de Weyl ouverte de´finie par la condition τ
Q
P = 1. Soit
(aQ,∗P )
+ ⊂ aQ,∗P,R
la chambre de Weyl ouverte de´finie par la condition 〈λ, α∨〉 > 0 pour tout α∨ ∈ ∆Q,∨P . On note
aQ,+P la chambre de Weyl ferme´e, donc de´finie par des ine´galite´s larges.
Les fonctions τ et τˆ ve´rifient ≪ les relations d’orthogonalite´ ≫ suivantes ou` H ∈ aT et ou` l’on
somme sur les sous-groupes paraboliques R tels que P ⊂ R ⊂ Q (cf. [5] formules (8.10) et (8.11))
(2.3.1)
∑
{R|P⊂R⊂Q}
(−1)dim(a
R
P )τRP (H)τˆ
Q
R (H) =
{
0 si P ( Q
1 si P = Q
et
(2.3.2)
∑
{R|P⊂R⊂Q}
(−1)dim(a
R
P )τˆRP (H)τ
Q
R (H) =
{
0 si P ( Q
1 si P = Q
.
2.4. Projection. — Pour tous sous-groupes paraboliques P ⊂ Q et tout λ ∈ a∗T , soit λ
Q
P la
projection de λ sur (aQP )
∗ selon la de´composition a∗T = a
P,∗
T ⊕ (a
Q
P )
∗⊕ a∗Q. Cette de´composition ne
de´pend que des facteurs de Levi de P et Q ; il en est de meˆme pour la projection. L’omission de
l’exposant (resp. de l’indice) signifie qu’on prend Q = G, resp. P ∈ P(T ).
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2.5. Fractions rationnelles θP et θˆP . — Pour tous sous-groupes paraboliques P ⊂ Q ⊂ G, on
introduit les fractions rationnelles de la variable λ ∈ a∗T
θˆQP (λ) =
vˆQP∏
̟∨∈∆ˆQ
P
〈λ,̟∨〉
ou` vˆQP est le covolume dans a
Q
P du re´seau engendre´ par ∆ˆ
Q
P , et
θQP (λ) =
vQP∏
α∈∆QP
〈λ, α∨〉
ou` vQP est le covolume dans a
Q
P du re´seau engendre´ par ∆
Q
P .
Remarque 2.5.1. — Ces fonctions θˆQP (λ) et θ
Q
P (λ) sont en fait les inverses de celles introduites
et note´es de la meˆme fac¸on par Arthur (cf. [2] p. 15). Par ailleurs, elles ne de´pendent que de λQP .
On a
(2.5.1) θˆQP (λ) = θˆ
MQ
P∩MQ
(λQP ) et θ
Q
P (λ) = θ
MQ
P∩MQ
(λQP ).
A` l’instar des fonctions τ et τˆ , les fonctions θˆQP (λ) et θ
Q
P (λ) ve´rifient le lemme suivant.
Lemme 2.5.2. —(Arthur)
(2.5.2)
∑
{R|P⊂R⊂Q}
(−1)dim(a
R
P )θˆRP (λ)θ
Q
R(λ) =
{
0 si P ( Q
1 si P = Q
et
(2.5.3)
∑
{R|P⊂R⊂Q}
(−1)dim(a
R
P )θRP (λ)θˆ
Q
R (λ) =
{
0 si P ( Q
1 si P = Q
.
De´monstration. — La relation (2.5.2) se de´duit de (2.3.1) par une transformation de Fourier
(cf. la formule (6.1) p.33 de [2]). De meˆme (2.5.3) se de´duit de (2.3.2). 
2.6. Fonctions cQP (ϕ, λ). — Soit P0 un sous-groupe parabolique et ϕ une fonction sur a
∗
P0
. Soit
ϕP la fonction sur a∗P0 de´finie par
ϕP (λ) = ϕ(λP ).
Cette fonction ne de´pend que de la projection λP de λ. Pour tous sous-groupes paraboliques
P0 ⊂ P ⊂ Q ⊂ G, on pose
(2.6.1) cQP (ϕ, λ) =
∑
{R|P⊂R⊂Q}
(−1)dim(a
Q
R
)θˆRP (λ)ϕ
R(λ)θQR(λ)
Remarque 2.6.1. — Cette de´finition est formellement tre`s proche de la de´finition (6.3) p. 33 de
[2]. Hormis un signe, la seule diffe´rence notable est qu’on conside`re la fonction ϕ(λR) et non ϕ(λR)
comme chez Arthur. On prendra garde cependant que nos fonctions θ sont les inverses de celles
d’Arthur. Lorsqu’on prend la fonction 1 (constante e´gale a` 1), on a cQP (1, λ) = 0 sauf si P = Q
auquel cas on a cQQ(1, λ) = 1 (c’est une conse´quence imme´diate du lemme 2.5.2.
Dans la suite, en s’inspirant de [2] section 6, on de´veloppe les proprie´te´s de ces fonctions.
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Lemme 2.6.2. — On a
cQP (ϕ, λ) = c
MQ
MQ∩P
(ϕQ, λQ).
De´monstration. — Elle de´coule imme´diatement de (2.5.1).

Lemme 2.6.3. —Pour tous sous-groupes paraboliques P0 ⊂ P ⊂ Q ⊂ G, on a la formule d’inver-
sion suivante
ϕQ(λ)θˆQP (λ) =
∑
{R|P⊂R⊂Q}
cRP (ϕ, λ)θˆ
Q
R (λ)
De´monstration. — En utilisant la formule (2.6.1), on obtient que le second membre vaut∑
P⊂S⊂R⊂Q
(−1)dim(a
R
S )θˆSP (λ)ϕ
S(λ)θRS (λ)θˆ
Q
R (λ)
=
∑
P⊂S⊂Q
(−1)dim(a
Q
S
)θˆSP (λ)ϕ
S(λ)
∑
S⊂R⊂Q
(−1)dim(a
Q
R
)θRS (λ)θˆ
Q
R (λ)
Par (2.5.3), la somme inte´rieure vaut 0 si S ( Q et 1 si S = Q. On trouve donc
θˆQP (λ)ϕ
Q(λ)
qui est bien le premier membre.

The´ore`me 2.6.4. — Pour tous sous-groupes paraboliques P0 ⊂ P ⊂ Q ⊂ G et toute fonction ϕ
holomorphe sur un voisinage de 0 dans a∗P0 , la fonction c
Q
P (ϕ, λ) est e´galement holomorphe sur un
voisinage de 0 dans a∗P0 .
La de´monstration du the´ore`me 2.6.4 sera donne´e au § 2.8. Auparavant, nous aurons besoin des
constructions auxiliaires du paragraphe suivant.
2.7. Quelques constructions auxiliaires. — Dans ce paragraphe, on fixe P0 ∈ F(T ) un
sous-groupe parabolique et ϕ une fonction holomorphe sur un voisinage de 0 dans a∗P0 .
Soit P un sous-groupe parabolique contenant P0. Soit (̟
∨
α)α∈∆GP la base de a
G
P duale de ∆
G
P .
Pour tout λ ∈ a∗T , on a
λ− λP −
∑
α∈∆G
P
〈λ,̟∨α〉α ∈ a
∗
G.
Pour tout sous-groupe parabolique Q de G contenant P , on pose
λ˜Q/P = λP +
∑
α∈∆Q
P
〈λ,̟∨α〉α.
Si λ ∈ (aQT )
∗, on a λ˜Q/P = λ. L’application λ 7→ λ˜Q/P est donc un projecteur de a∗T sur (a
Q
T )
∗
qu’on ne confondra pas avec le projecteur λ 7→ λQ. On a cependant
λ˜P/P = λP .
Dualement, on de´finit un ope´rateur analogue sur les fonctions par
(2.7.1) ϕ˜Q/P (λ) = ϕ(λ˜Q/P ).
On introduit e´galement la fonction
(2.7.2) c˜Q/P (ϕ, λ) = θˆQP (λ˜
Q/P )
∑
{R|P⊂R⊂Q}
(−1)dim(a
Q
R)ϕ˜R/P (λ).
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Lemme 2.7.1. — La fonction c˜Q/P (ϕ, λ) est holomorphe sur un voisinage de 0 dans a∗P0 .
De´monstration. — Il s’agit de prouver que la somme alterne´e∑
{R|P⊂R⊂Q}
(−1)dim(a
Q
R)ϕ˜R/P (λ)
s’e´crit comme le produit d’une fonction holomorphe sur un voisinage de 0 dans a∗P0 par∏
α∈∆Q
P
〈λ˜Q/P , ̟∨α〉.
Par la formule de Taylor, il faut et il suffit de montrer que cette somme alterne´e s’annule pour les
λ tels qu’il existe α ∈ ∆QP
(2.7.3) 〈λ˜Q/P , ̟∨α〉 = 0,
ou` (̟∨α)α∈∆Q
P
est la base duale de aQP duale de ∆
Q
P . On a
λ˜Q/P = λP +
∑
β∈∆Q
P
〈λ,̟∨β 〉β
et la condition (2.7.3) implique
(2.7.4) 〈λ,̟∨α〉 = 0,
Soit α ∈ ∆QP et λ ∈ aT tel que 〈λ˜
Q/P , ̟∨α〉 = 0. Les sous-groupes paraboliques R tels que
P ⊂ R ⊂ Q vont par paires (R,R′) caracte´rise´es par ∆R
′
P = ∆
R
P ∪ {α}. On a
λ˜R
′/P = λP +
∑
β∈∆R
P
〈λ,̟∨β 〉β + 〈λ,̟
∨
α〉α.
Donc (2.7.4) implique qu’on a
λ˜R
′/P = λ˜R/P
et donc
ϕ˜R
′/P (λ) = ϕ˜R/P (λ)
d’ou` l’annulation cherche´e. 
Lemme 2.7.2. — Pour tous sous-groupes paraboliques P ⊂ R ⊂ Q, on a
θˆRP (λ˜
R/P )θˆQR(λ˜
Q/P ) = θˆQP (λ˜
Q/P ).
De´monstration. — Il re´sulte des de´finitions du §2.5 et de l’inclusion ∆ˆQR ⊂ ∆ˆ
Q
P que pour prouver
l’e´galite´ cherche´e il suffit de ve´rifier l’e´galite´
(2.7.5)
∏
̟∨∈∆ˆR
P
〈λ˜R/P , ̟∨〉 =
∏
̟∨∈∆ˆQ
P
−∆ˆQ
R
〈λ˜Q/P , ̟∨〉.
L’ensemble ∆ˆQP − ∆ˆ
Q
R se de´crit encore comme {̟
∨
α | α ∈ ∆
R
P }. Comme on a
λ˜Q/P = λP +
∑
α∈∆QP
〈λ,̟∨α〉α
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et
λ˜R/P = λP +
∑
α∈∆RP
〈λ,̟∨α〉α
on a ∏
̟∨∈∆ˆRP
〈λ˜R/P , ̟∨〉 =
∏
β∈∆R
P
〈λ,̟∨α〉
ce qui donne bien l’e´galite´ (2.7.5). 
Lemme 2.7.3. — On a la formule d’inversion
θˆQP (λ˜
Q/P )ϕ˜Q/P (λ) =
∑
{R|P⊂R⊂Q}
θˆQR(λ˜
Q/P )c˜R/P (ϕ, λ)
ou` la somme est prise sur les sous-groupes paraboliques R.
De´monstration. — Le second membre s’e´crit
(2.7.6)
∑
{R|P⊂S⊂R⊂Q}
(−1)dim(a
R
S )ϕ˜S/P (λ)θˆRP (λ˜
R/P )θˆQR(λ˜
Q/P )
En utilisant le lemme 2.7.2 on obtient∑
{R|P⊂S⊂R⊂Q}
(−1)dim(a
R
S )ϕ˜S/P (λ)θˆQP (λ˜
Q/P )
= θˆQP (λ˜
Q/P )
∑
{R|P⊂S⊂Q}
ϕ˜S/P (λ)
∑
{S|S⊂R⊂Q}
(−1)dim(a
R
S ).
Comme la somme alterne´e sur S est nulle sauf si S = Q, on obtient bien le second membre cherche´.

2.8. De´monstration du the´ore`me 2.6.4. — En raisonnant par re´currence sur la dimension de
G, on peut supposer que l’e´nonce´ est vrai pour les sous-groupes de Levi propres de G. En utilisant
le lemme 2.6.2, on en de´duit que la fonction cQP (ϕ, λ) est holomorphe dans un voisinage de 0 dans
a∗P0 pour Q ( G. Il reste donc a` prouver que la fonction c
G
P (ϕ, λ) holomorphe au voisinage de 0.
On a cGG(ϕ, λ) = ϕ(λ) et, la` encore par re´currence, on peut supposer que pour P ( Q la fonction
cGQ(ϕ, λ) est holomorphe au voisinage de 0 pour toute fonction ϕ holomorphe au voisinage de 0.
Soit Q un sous-groupe parabolique contenant P . Soit µ = λQ. Comme on a µ˜Q/P = µ, on
obtient
θˆQP (λ)ϕ
Q(λ) = θˆQP (µ)ϕ(µ) = θˆ
Q
P (µ˜
Q/P )ϕ˜Q/P (µ).
Le lemme 2.7.3 implique qu’on a
θˆQP (λ)ϕ
Q(λ) = θˆQP (µ˜
Q/P )ϕ˜Q/P (µ)
=
∑
{R|P⊂R⊂Q}
θˆQR(µ˜
Q/P )c˜R/P (ϕ, µ).
=
∑
{R|P⊂R⊂Q}
θˆQR(λ)c˜
R/P (ϕ, λQ).
Si l’on inse`re cette dernie`re expression dans l’e´galite´
cGP (ϕ, λ) =
∑
{Q|P⊂Q⊂G}
(−1)dim(a
G
Q)θˆQP (λ)ϕ
Q(λ)θGQ(λ),
10
on obtient
(2.8.1) cGP (ϕ, λ) =
∑
{R,Q|P⊂R⊂Q⊂G}
(−1)dim(a
G
Q)θˆQR(λ)c˜
R/P (ϕ, λQ)θGQ(λ).
Le terme c˜P/P (ϕ, λQ) = ϕ˜P/P (λQ) = ϕP (λQ) = ϕ(λP ) ne de´pend pas de Q. Par conse´quent la
contribution de R = P vaut∑
{Q|P⊂Q⊂G}
(−1)dim(a
G
Q)θˆQP (λ
Q)c˜P/P (ϕ, λQ)θGQ(λ) = ϕ(λ
P )cGP (1, λ) = 0
par le lemme 2.5.2. Pour tout R, on peut poser ψR(λ) = c˜
R/P (ϕ, λ). Par le lemme 2.7.1, c’est une
fonction holomorphe au voisinage de 0. On a alors l’e´galite´
cGP (ϕ, λ) =
∑
{R|P(R⊂G}
cGR(ψR, λ)
qui est bien holomorphe au voisinage de 0 puisque par hypothe`se de re´currence chaque cGR(ψR, λ)
l’est.
2.9. Sous-groupes paraboliques co-adjacents. — Soit M ∈ L un sous-groupe de Levi.
Introduisons la de´finition suivante.
De´finition 2.9.1. — On dit que deux e´le´ments P1 et P2 de P(M) sont co-adjacents s’il existe
α ∈ ∆P1 tel que
∆P1 ∩∆P2 = ∆P1 − {α}.
Lemme 2.9.2. — Soit P1 et P2 deux e´le´ments distincts de P(M). Les conditions suivantes sont
e´quivalentes :
1. Les sous-groupes paraboliques P1 et P2 sont co-adjacents.
2. Il existe un unique sous-groupe de Levi maximal L ∈ L(M) tel que
(a) P1 ∩ L = P2 ∩ L
(b) P(L) = {LP1, LP2}.
3. Il existe un unique copoids ̟∨ ∈ ∆ˆ∨P1∩(−∆ˆ
∨
P2
) tel que les ensembles respectifs des restrictions
des e´le´ments de ∆ˆ∨P1 −{̟
∨} et ∆ˆ∨P2 −{−̟
∨} a` l’hyperplan de aM de´fini par ̟∨ co¨ıncident.
De´monstration. — Montrons que 1 implique 2. Soit Q1 et Q2 les sous-groupes paraboliques
maximauxQ1 etQ2 qui contiennent respectivement P1 et P2 et qui sont de´termine´s par la condition
∆Q1P1 = ∆P1 ∩∆P2 = ∆
Q2
P2
.
Les groupes Q1 et Q2 ont le meˆme facteur de Levi standard qu’on note L. Ce Levi L est
maximal. Par le lemme 2.9.3 assertion 1 ci-dessous, les groupes Q1 et Q2 sont distincts donc
ne´cessairement oppose´s au sens ou` Q1∩Q2 = L. On a par construction P1∩L = P2∩L. Le lemme
2.9.3, assertion 2, montre qu’on a P1 = (P1 ∩ L)NQ1 d’ou` Q1 = LNQ1 = LP1 de meˆme pour P2.
L’unicite´ de L re´sulte du fait qu’on a
∆LP1P1 = ∆
L
L∩P1 = ∆
L
L∩P2 ⊂ ∆P1 ∩∆P2
et pour des raisons de cardinalite´ cette inclusion est une e´galite´.
Montrons que 2 implique 3. Soit Qi = LPi pour i = 1, 2. Les sous-groupes paraboliques
maximaux et distincts Q1 et Q2 ont meˆme facteur de Levi L : ils sont donc oppose´s. On a
donc l’e´galite´ de singleton ∆Q1 = −∆Q2 et dualement ∆ˆ
∨
Q1
= −∆ˆ∨Q2 . Soit ̟
∨
0 ∈ ∆ˆ
∨
P1
tel que
∆ˆ∨Q1 = {̟
∨
0 }.
11
Pour i = 1, 2, on a
(2.9.1) ∆ˆ∨Qi = {̟
∨ ∈ ∆ˆ∨P1 | 〈α,̟
∨〉 = 0 ∀α ∈ ∆QiPi }
de sorte que ̟∨0 ∈ ∆ˆ
∨
P1
∩ (−∆ˆ∨P2). L’hyperplan de aM de´fini par ̟
∨
0 est le sous-espace a
L
M . La
projection de ∆ˆ∨Pi − ∆ˆ
∨
Qi
sur aL,∗M n’est autre que la base duale de la base ∆
Qi
Pi
. Comme cette
dernie`re ne de´pend pas de i (c’est simplement ∆LPi∩L), la projection en question ne de´pend pas
non plus de i. L’unicite´ sera de´montre´e un peu plus bas.
Enfin 3 implique 1. Soit
∆′Pi = {α ∈ ∆Pi | 〈α,̟
∨〉 = 0}.
C’est un sous-ensemble de ∆Pi de comple´mentaire un singleton. Cet ensemble de racines est une
base de l’hyperplan 〈λ,̟∨〉 = 0, duale des restrictions des e´le´ments de ∆ˆPi −{±̟
∨}. Comme ces
restrictions ne de´pendent pas de i, il en est de meˆme de ∆′Pi . L’assertion 1 s’en de´duit.
Revenons a` la question de l’unicite´ dans l’assertion 3. Supposons qu’on ait un autre copoids
π∨ 6= ̟∨ qui satisfait a` la partie existence de l’assertion 3. Dans ce cas, on peut lui associer
comme ci-dessus un sous-ensemble ∆′′Pi ⊂ ∆Pi distinct de ∆
′
Pi
et qui ne de´pend de i. On a donc
∆Pi = ∆
′
Pi
∪∆′′Pi ne de´pend pas de i d’ou` ∆ˆ
∨
P1
= ∆ˆ∨P2 ce qui n’est pas possible sous l’hypothe`se
̟∨ ∈ ∆ˆ∨P1 ∩ (−∆ˆ
∨
P2
).

Dans la de´monstration pre´ce´dente, on a utilise´ le lemme suivant dont on laisse la preuve au
lecteur.
Lemme 2.9.3. — Soit L ∈ L(M). Alors
1. Les ensembles PQ(M), pour Q ∈ P(L) sont deux-a`-deux disjoints.
2. Pour tout Q ∈ P(L), l’application
P 7→ P ∩ L
induit une bijection de PQ(M) sur PL(M) d’inverse P ′ 7→ P ′NQ.
2.10. Les (G,M)-cofamilles. — Arthur a introduit la notion de (G,M)-famille : ce sont des
familles de fonctions qui sont indexe´es par les sous-groupes paraboliques de meˆme facteur de
Levi M et qui ve´rifient certaines conditions de recollement pour des sous-groupes paraboliques
adjacents (cf. [2] p.36). Dans la suite, nous aurons besoin de la notion suivante, qui s’inspire de la
de´finition d’Arthur et qui est relative a` la co-adjacence.
De´finition 2.10.1. — Soit M un sous-groupe de Levi de G. Une (G,M)-cofamille sur un ouvert
Ω de a∗M est une famille (ϕP )P∈P(M) de fonctions holomorphes sur Ω, qui est indexe´e par les
sous-groupes paraboliques P de Levi M et qui ve´rifie la condition de recollement suivante :
Pour tout couple (P1, P2) ∈ P(M)2 forme´ d’e´le´ments co-adjacents, on a
ϕP1 (µ) = ϕP2(µ)
pour tout µ ∈ aL,∗M ∩ Ω ou` L ∈ L(M) est le sous-groupe de Levi L ∈ L
G(M) maximal de´termine´
par P1 et P2 (cf. assertion 2 du lemme 2.9.2).
Remarque 2.10.2. — On peut reformuler la condition de recollement ainsi : pour tout couple
(P1, P2) ∈ P(M)
2 de sous-groupes co-adjacents, la fonction ϕP1 − ϕP2 est divisible par 〈λ,̟
∨〉
dans l’anneau des fonctions holomorphes sur Ω ou` ̟∨ est le copoids donne´ par l’assertion 3 du
lemme 2.9.2.
Lemme 2.10.3. — Soit ϕ une fonction holomorphe sur un ouvert Ω de C. Pour tout P ∈ P(M),
soit ϕP la fonction sur a
∗
M de´finie par
ϕP (λ) =
∏
α∈∆P
ϕ(〈λ,̟∨α〉).
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La famille (ϕP )P∈P(M) est une (G,M)-cofamille l’ouvert des λ ∈ a
∗
M tels que 〈λ,̟
∨
α〉 ∈ Ω.
De´monstration. — Soit P et P ′ adjacents. Soit ̟∨ ∈ ∆ˆ∨P ∩ (−∆ˆ
∨
P ′) qui satisfait l’assertion 3 du
lemme 2.9.2. Il s’agit de ve´rifier que les fonctions ϕP et ϕP ′ co¨ıncident sur l’hyperplan de´fini par
̟∨. C’est e´vident pour les facteurs associe´s a` ±̟∨ qui valent tous deux ϕ(0). Les autres facteurs
sont indexe´s par des coracines qui ont meˆme restriction a` l’hyperplan de´fini par ̟∨ et sont donc
e´gaux deux a` deux. 
Lemme 2.10.4. — Soit (ϕP )P∈P(M) une (G,M)-cofamille. Soit L ∈ L(M) et Q ∈ P(L). Pour
tout P ∈ PL(M) et λ ∈ (aLM )
∗, on pose
ϕQP (λ) = ϕPNQ(λ).
La famille ϕQ = (ϕQP )P∈PL(M) est une (L,M)-cofamille. Elle ne de´pend pas du choix de Q ∈ P(L).
On la note ϕL dans la suite.
De´monstration. — Soit P1 et P2 deux e´le´ments de PL(M) co-adjacents. Pour i ∈ {1, 2}, soit
P˜i = PiNQ. On a l’e´galite´
∆P˜1 −∆
Q
P˜1
= ∆P˜2 −∆
Q
P˜2
.
Comme ∆Q
P˜i
= ∆Pi , les sous-groupes paraboliques P˜1 et P˜2 sont co-adjacents. Soit S˜ le Levi
maximal qu’ils de´finissent. Alors S = S˜ ∩ L est le Levi maximal de´fini par P1 et P2. Pour tout
µ ∈ aS,∗M ⊂ a
S˜,∗
M , on a
ϕQP1 (µ) = ϕP˜1(µ) = ϕP˜2(µ) = ϕ
Q
P2
(µ),
les e´galite´ extreˆmes re´sultent des de´finitions alors que l’e´galite´ du milieu est la condition de recol-
lement pour la cofamille de de´part. La famille ϕQ est donc une (L,M)-cofamille.
Montrons ensuite qu’elle ne de´pend pas du choix de Q. Pour tout couple (Q,Q′) d’e´le´ments de
P(L), il existe une suite finie d’e´le´ments Q1, . . . , Qr de P(L) tels que Q1 = Q, Q2 = Q′ et Qi et
Qi+1 sont adjacents (au sens usuel : les chambres aigue¨s dans a
G
L associe´es a` Qi et Qi+1 ont un
mur en commun). Il suffit donc de traiter le cas ou` Q et Q′ sont adjacents. Dans ce cas, il existe
R ∈ F(L) tel que
1. L est un sous-groupe de Levi maximal de MR ;
2. les sous-groupes S = MR ∩ Q et S′ = MR ∩ Q′ sont les deux e´le´ments distincts (et donc
oppose´s) de PMR(L) ;
3. Q = SNR et Q
′ = S′NR.
Soit P ∈ PL(M). Les sous-groupes Q et Q′ de´terminent les e´le´ments PNQ et PNQ′ dans PG(M).
Il s’agit de voir l’e´galite´ pour tout µ ∈ aL,∗M ,
(2.10.1) ϕPNQ(µ) = ϕPNQ′ (µ)
On a aussi NQ = NSNR et NQ′ = NS′NR et donc PNQ = PNSNR et PNQ′ = PNS′NR. Les
sous-groupes PNS et PNS′ sont deux e´le´ments de PMR(M). Par conse´quent, l’e´galite´ (2.10.1) est
e´quivalente a` l’e´galite´ suivante pour la (MR,M)-cofamille ϕ
R et µ ∈ aL,∗M
(2.10.2) ϕRPNS (µ) = ϕ
R
PNS′
(µ).
Les e´le´ments PNS et PNS′ sont en fait deux e´le´ments co-adjacents de PMR(M). L’e´galite´ (2.10.2)
ne fait donc que traduire une condition de recollement pour (MR,M)-cofamille ϕ
R. 
2.11. Fonctions associe´es a` une (G,M)-cofamille. — Arthur a donne´ un proce´de´ pour
construire une fonction lisse a` partir d’une (G,M)-famille et des fonctions θP (cf. [2] p.37). Dua-
lement, on a l’e´nonce´ suivant pour une (G,M)-cofamille et les fonctions θˆP .
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Lemme 2.11.1. — Soit (ϕP )P∈P(M) une (G,M)-cofamille sur un ouvert Ω de a
∗
M . La fonction
ϕM (λ) =
∑
P∈P(M)
θˆGP (λ)ϕP (λ)
est holomorphe sur Ω.
De´monstration. — On utilise de manie`re re´pe´te´e le lemme suivant, qui se de´montre a` l’aide de
la formule de Taylor.
Lemme 2.11.2. — Soit Φ une fonction me´romorphe sur un voisinage de z0 ∈ C
n et l1, . . . , lr des
fonctions affines sur Cn telles que les hyperplans affines Hi de´finis par li = 0 soient deux a` deux
distincts et la fonction
Ψ : z 7→ l1(z) . . . lr(z)Φ(z)
se prolonge en une fonction holomorphe sur un un voisinage de z0 ∈ Cn.
Supposons que, pour tout indice i tel que Hi contient z0, la restriction de Ψ a` Hi est nulle dans
un voisinage de z0. Alors Φ est holomorphe au voisinage de z0.
Soit Π un syste`me de repre´sentants du quotient de ∪P∈P(M)∆ˆ
∨
P par la relation de coline´arite´.
Introduisons les fonctions polynomiales sur a∗M
FΠ(λ) =
∏
̟∨∈Π
〈λ,̟∨〉
et pour tout P ∈ P(M)
ΘˆP (λ) = FΠ(λ) · θˆP (λ).
D’apre`s le lemme 2.11.2, il suffit de voir que la fonction
ψM (λ) = FΠ(λ)ϕM (λ) =
∑
P∈P(M)
ΘˆP (λ)ϕP (λ),
qui est clairement holomorphe sur Ω, s’annule sur les hyperplans d’e´quation 〈λ,̟∨〉 = 0 lorsque
̟∨ de´crit Π. Soit ̟∨ ∈ Π et h l’hyperplan associe´. Soit P ∈ P(M) tel que ̟∨ ∈ ∆ˆ∨P . Soit Q le
sous-groupe parabolique maximal Q de Levi L de´fini par P ⊂ Q et h = aL,∗M .
Soit P ′ ∈ P(M). Le polynoˆme ΘˆP ′(λ) s’annule de manie`re e´vidente sur h sauf si ̟∨ est pro-
portionnel a` un e´le´ment de ∆ˆ∨P ′ . Dans ce cas, on de´finit un sous-groupe parabolique Q
′ contenant
P ′ par la condition
∆Q
′
P ′ = {α ∈ ∆P | 〈α,̟
∨〉 = 0}.
On a Q′ ∈ P(L). Comme P(L) est forme´ de la paire de sous-groupes paraboliques oppose´s {Q, Q¯},
l’ensemble des P ′ tels que ̟∨ est proportionnel a` un e´le´ment de ∆ˆ∨P ′ se de´crit a` l’aide du lemme
2.9.3. C’est la re´union disjointe sur P0 ∈ PL(M) des paires {P0NQ, P0NQ′} de sous-groupes
paraboliques co-adjacents. Soit P0 ∈ PL(M) et {P1, P2} la paire associe´e. Pour prouver la nullite´
de ψM sur h, il suffit de prouver celle de
λ 7→
(
ΘˆP1(λ)ϕP1 (λ) + ΘˆP2(λ)ϕP2 (λ)
)
.
Par le lemme 2.9.2 assertion 3, on a pour λ ∈ Ω ∩ h
ΘˆP1(λ)ϕP1 (λ) = −ΘˆP2(λ)ϕP1 (λ).
Il suffit donc de prouver la nullite´ sur h ∩Ω de
ϕP1(λ)− ϕP2(λ)
qui est pre´cise´ment la condition de recollement des (G,M)-cofamilles. 
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Soit (ϕP )P∈P(M) une (G,M)-cofamille. Pour tout P ∈ P(M) et tout sous-groupe paraboliqueQ
contenant P , soit ϕQP la fonction sur a
G,∗
M de´finie par
ϕQP (λ) = ϕP (λ
Q),
ou`, rappelons-le, λQ = λMQ est la projection de λ sur aQ,∗M .
Lemme 2.11.3. — Soit ϕ = (ϕP )P∈P(M) une (G,M)-cofamille. Soit L ∈ L(M) et Q ∈ P(L). La
fonction de la variable λ ∈ aG,∗M ∑
P∈PQ(M)
θˆQP (λ)ϕ
Q
P (λ)
ne de´pend que du sous-groupe de Levi L. Elle est e´gale a`
ϕLM (λ
L).
Remarque 2.11.4. — Dans l’e´nonce´ du lemme 2.11.3 ci-dessus, on note ϕL la (L,M)-cofamille
de´duite de ϕ par le proce´de´ du lemme 2.10.4 et ϕLM la fonction qui s’en de´duit par le lemme 2.11.1.
De´monstration. — Pour chaque terme de la somme conside´re´ on a
θˆQP (λ)ϕ
Q
P (λ) = θˆ
L
P∩L(λ)ϕ
L
P∩L(λ)
par le lemme 2.10.4. L’application P 7→ P ∩ L induit une bijection de PQ(M) sur PL(M). Le
lemme s’en de´duit.

2.12. Co-familles et fonctions cP . — L’e´nonce´ suivant est un analogue du corollaire 6.4 de
[2].
The´ore`me 2.12.1. — Soit (ϕP )P∈P(M) une (G,M)-cofamille. On a l’e´galite´ suivante pour tout
λ ∈ a∗M
ϕM (λ
G) =
∑
P∈P(M)
cGP (ϕP , λ).
De´monstration. — On explicite le membre de droite a` l’aide de (2.6.1) ce qui donne∑
P∈P(M)
∑
P⊂Q⊂G
(−1)dim(a
G
Q)θˆQP (λ)ϕ
Q
P (λ)θ
G
Q(λ).
Pour e´viter toute ambigu¨ıte´, pre´cisons que ϕQP (λ) est la fonction de´finie par
ϕQP (λ) = ϕP (λ
Q).
En intervertissant les deux sommes, on obtient∑
Q∈FG(M)
(−1)dim(a
G
Q)θGQ(λ)
∑
P∈PQ(M)
θˆQP (λ)ϕ
Q
P (λ).
Par le lemme 2.11.3, on reconnaˆıt dans la somme inte´rieure la fonction ϕ
MQ
M (λ
MQ). L’expression
pre´ce´dente devient ∑
Q∈FG(M)
(−1)dim(a
G
Q)θGQ(λ)ϕ
MQ
M (λ
MQ)
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=
∑
L∈LG(M)
(−1)dim(a
G
L )ϕLM (λ
L)
∑
Q∈P(L)
θGQ(λ)
D’apre`s [2] pp. 36 et 39, preuve du corollaire 6.4, on a
∑
Q∈P(L)
θGQ(λ) =
{
0 si L ( G
1 si L = G
.
Il s’ensuit que dans la somme pre´ce´dente ne subsiste que le terme L = G qui donne bien ϕM (λ
G).

2.13. Point ξ. — Soit ξ ∈ aT,R. Pour tous sous-groupes paraboliques P ⊂ Q, on de´finit un point
[ξ]QP ∈ a
Q
P,R
de la manie`re suivante. Soit ξQP le projete´ de ξ sur a
Q
P qu’on e´crit dans la base ∆
Q,∨
P :
ξQP =
∑
α∨∈∆Q,∨
P
〈̟α∨ , ξ
Q
P 〉α
∨.
On pose alors
[ξ]QP =
∑
α∨∈∆Q,∨
P
[〈̟α∨ , ξ
Q
P 〉]α
∨,
ou` pour tout x ∈ R, le symbole [x] de´signe le plus petit entier i tel que i > x.
Lemme 2.13.1. — Pour tous sous-groupes paraboliques P ⊂ R ⊂ Q, la projection de [ξ]QP sur a
Q
R
est e´gale a` [ξ]QR.
De´monstration. — Pour tout X ∈ aQP , on a
X =
∑
α∨∈∆Q,∨
P
〈̟α∨ , X〉α
∨.
Soit pQR la projection sur a
Q
R . Pour tout α
∨ ∈ ∆Q,∨P −∆
R,∨
P , on a ̟α∨ ∈ ∆ˆ
Q
R et
〈̟α∨ , X〉 = 〈̟α∨ , p
Q
R(X)〉.
On a donc
pQR(X) =
∑
α∨∈∆Q,∨
P
−∆R,∨
P
〈̟α∨ , X〉p
Q
R(α
∨)
=
∑
α∨∈∆Q,∨
R
〈̟α∨ , X〉α
∨.
On en de´duit
pQR([ξ]
Q
P ) =
∑
α∨∈∆Q,∨
P
−∆R,∨
P
〈̟α∨ , [ξ]
Q
P 〉p
Q
R(α
∨)
=
∑
α∨∈∆Q,∨
P
−∆R,∨
P
[〈̟α∨ , ξ
Q
P 〉]p
Q
R(α
∨)
=
∑
α∨∈∆Q,∨R
[〈̟α∨ , ξ
Q
R 〉]α
∨
= [ξ]QR .
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2.14. Fonctions ϑˆ et ϑξ. — Dans toute la suite, on fixe q un entier > 1. Pour tous sous-groupes
paraboliques P ( Q, on de´finit les fonctions me´romorphes de la variable λ ∈ a∗T
(2.14.1) ϑQ,ξP (λ) = q
−〈λ,[ξ]QP 〉
∏
α∨∈∆Q,∨
P
1
1− q−〈λ,α∨〉
et
(2.14.2) ϑˆQP (λ) =
∏
̟∨∈∆ˆQ,∨
P
1
1− q−〈λ,̟∨〉
On comple`te ces de´finitions en posant ϑP,ξP (λ) = 1 et ϑˆ
P
P (λ) = 1.
Lemme 2.14.1. — Soit P ⊂ Q des sous-groupes paraboliques. La se´rie de Fourier de la variable
λ ∈ a∗T ∑
H∈Z(∆Q,∨
P
)
τˆQP (H − ξ)q
−〈λ,H〉,
converge pour ℜ(λQP ) ∈ (a
Q,∗
P )
+. Sur ce domaine de convergence, sa somme co¨ıncide avec la fonc-
tion ϑQ,ξP (λ).
De´monstration. — Comme la famille ∆Q,∨P est duale de ∆ˆ
Q
P , la se´rie est e´gale au produit sur
α∨ ∈ ∆Q,∨P des se´ries ge´ome´triques ∑
nα
q−nα〈λ,α
∨〉
ou` nα ∈ Z satisfait l’ine´galite´ nα > 〈̟α, ξ〉, ou encore nα > [〈̟α, ξ〉]. En particulier, elle converge
absolument pour ℜ(〈λ, α∨〉) > 0 pour tout α∨ ∈ ∆Q,∨P , c’est-a`-dire pour λ ∈ (a
Q,∗
P )
+.
Ces se´ries ge´ome´triques ont pour somme, suivant α∨ ∈ ∆Q,∨P ,
q−[〈̟α,ξ〉]〈λ,α
∨〉
1− q−〈λ,α∨〉
.
Le re´sultat s’en de´duit vu qu’on a 〈̟α, ξ〉 = 〈̟α, ξ
Q
P 〉 et∑
α∨∈∆Q,∨
P
−[〈̟α, ξ〉]〈λ, α
∨〉 = −〈λ, [ξ]QP 〉.

Lemme 2.14.2. — Soit ξ ∈ a∗P,R en position ge´ne´rale, Q un sous-groupe parabolique et M ∈ L
Q.
On a ∑
P∈PQ(M)
ϑQ,ξP (λ) =
{
0 si M (MQ
1 si M =MQ
.
De´monstration. — Le casMQ =M est e´vident. On suppose doncM (MQ. Quitte a` remplacer
G parMQ, il suffit de traiter le cas Q = G. La de´monstration repose sur des lemmes combinatoires
dus a` Langlands et Arthur (cf. [4] p.22). Soit Λ ∈ a∗M,R en position ge´ne´rale et pour tout P ∈ P(M)
soit
∆ΛP = {α ∈ ∆P | 〈Λ, α
∨〉 < 0}
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Soit (̟α)α∈∆P la base de a
G,∗
P duale de ∆
∨
P et χ
Λ
P la fonction caracte´ristique des H ∈ aM,R tels
que 〈̟α, H〉 > 0 si α ∈ ∆ΛP et 〈̟α, H〉 6 0 si α ∈ ∆P −∆
Λ
P . D’apre`s Arthur (loc. cit.), la fonction
de la variable H ∈ aGM,R
σM (H) =
∑
P∈P(M)
(−1)|∆
Λ
P |χΛP (H)
ne de´pend pas de Λ et ve´rifie
(2.14.3) σM (H) =
{
0 si H 6= 0
1 si H = 0
.
Soit P0 ∈ P(M) de´fini par la condition Λ ∈ (a∗P0)
+. Pour tout λ ∈ a∗T tel que ℜ(λP ) ∈ −(a
∗
P0
)+
et tout P ∈ P(M), la se´rie
(−1)|∆
Λ
P |
∑
H∈Z(∆∨
P
)
χΛP (H − ξ)q
−〈λ,H〉
converge absolument. Cette se´rie, qui est un produit de se´ries ge´ome´triques, a pour somme
(−1)|∆
Λ
P |
∏
α∈∆ΛP
q−[〈̟α,ξ〉]〈λ,α
∨〉
1− q−〈λ,α∨〉
∏
α∈∆P−∆ΛP
q(−[〈̟α,ξ〉]+1)〈λ,α
∨〉
1− q〈λ,α∨〉
.
= (−1)|∆P |
∏
α∈∆P
q−[〈̟α,ξ〉]〈λ,α
∨〉
1− q−〈λ,α∨〉
= (−1)|∆P |ϑξP (λ).
Ni le cardinal |∆P | ni le re´seau Z(∆∨P ) ne de´pendent du choix de P ∈ P(M). Il s’ensuit que pour
tout λ ∈ a∗T tel que ℜ(λP ) ∈ −(a
∗
P0
)+ on a
(2.14.4)
∑
P∈P(M)
ϑξP (λ) = (−1)
|∆P0 |
∑
H∈Z(∆∨
P0
)
σM (H − ξ)q
−〈λ,H〉.
Puisque ξ est en position ge´ne´rale, on a ξ /∈ Z(∆∨P0 . Par (2.14.3), le membre de droite de (2.14.4)
est nul, ce qu’il fallait de´montrer. Par prolongement analytique, il est aussi nul pour tout λ ∈ a∗T .

2.15. Fonctions ΓQP (·, X, ξ). — Pour tout sous-groupe parabolique P ∈ F(T ), on introduit, en
suivant Arthur (cf. [2] p.13), la fonction de variables H et X ∈ aP,R
(2.15.1) ΓQP (H,X, ξ) =
∑
R∈FQ(P )
(−1)dim(a
Q
R)τRP (H −X)τˆ
Q
R (H − ξ).
Cette fonction ne de´pend que des projete´s de H et X sur aGP,R. Le lemme suivant pre´cise un lemme
d’Arthur (cf. [2] lemme 2.1).
Lemme 2.15.1. — Il existe une constante C > 0 (qui de´pend de ξ) tel que pour tous H et X
dans aP,R tels que
ΓGP (H,X, ξ) 6= 0
on a, pour tout α ∈ ∆GP ,
|〈α,H〉| 6 C(1 +
∑
β∈∆G
P
|〈β,X〉|).
En particulier, la fonction ΓGP (·, X, ξ) est a` support compact sur a
G
P,R.
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De´monstration. — Il s’agit d’une variante de la preuve du lemme 2.1 de [2]. Pour tous sous-
groupes paraboliques Q ⊂ R contenant P , soit τ˜RQ la fonction caracte´ristique de l’ensemble
{H ∈ aP,R | 〈α,H〉 > 0 ∀α ∈ ∆
R
P −∆
Q
P }.
On a τ˜RP = τ
R
P et pour tout sous-groupe parabolique S contenant R
τ˜RQ τ˜
S
R = τ˜
S
Q.
On introduit alors pour P ⊂ R des sous-groupes paraboliques la fonction
Γ˜RP (H,X) =
∑
Q∈FR(P )
(−1)dim(a
Q
P )τQP (H −X)τ˜
R
Q (H)
=
∏
α∈∆RP
(τα(H)− τα(H −X))
ou` τα est la fonction caracte´ristique des H ∈ aP,R tels que 〈α,H〉 > 0. Cette fonction ne prend
que les valeurs 0, 1 ou −1. De plus, on a Γ˜RP (H,X) 6= 0 seulement si on a pour tout α ∈ ∆
R
P
|〈α,H〉| 6 |〈α,X〉|.
Par ailleurs, on a le calcul suivant :∑
P⊂R⊂S
(−1)dim(a
R
P )Γ˜RP (H,X)τ˜
S
R(H) =
∑
P⊂Q⊂R⊂S
(−1)dim(a
R
P )(−1)dim(a
Q
P
)τQP (H −X)τ˜
R
Q (H)τ˜
S
R(H)
=
∑
P⊂Q⊂R⊂S
(−1)dim(a
R
Q)τQP (H −X)τ˜
R
Q (H)τ˜
S
R(H)
=
∑
P⊂Q⊂R⊂S
(−1)dim(a
R
Q)τQP (H −X)τ˜
S
Q(H)
=
∑
P⊂Q⊂S
τQP (H −X)τ˜
S
Q(H)
∑
Q⊂R⊂S
(−1)dim(a
R
Q)
= τSP (H −X).
La dernie`re e´galite´ vient du fait que la somme alterne´e dans la ligne pre´ce´dente est nulle sauf si
Q = S. En utilisant l’expression pre´ce´dente pour τSP (H −X), il vient
ΓGP (H,X, ξ) =
∑
P⊂S⊂G
(−1)dim(a
G
S )τSP (H −X)τˆ
G
S (H − ξ)
=
∑
P⊂R⊂S⊂G
(−1)dim(a
R
P )(−1)dim(a
G
S )Γ˜RP (H,X)τ˜
S
R(H)τˆ
G
S (H − ξ)
=
∑
P⊂R⊂G
(−1)dim(a
R
P )Γ˜RP (H,X)
∑
R⊂S⊂G
τ˜SR(H)τˆ
G
S (H − ξ)
On va prouver que chaque terme indexe´ par R dans la somme ci-dessus ve´rifie la conclusion du
lemme.
Lorsque R = P , on a Γ˜PP (H,X) = 1 et la contribution correspondante ne de´pend pas de X :
elle vaut ΓGP (H, 0, ξ). La conclusion est alors claire car on sait (cf. [2] lemme 2.1) que si H ∈ a
G
P,R
et ΓGP (H, 0, ξ) 6= 0, alors H appartient a` un compact qui ne de´pend que de ξ.
Pour un terme R ( P , on raisonne par re´currence. Soit H tel que
(2.15.2) Γ˜RP (H,X)
∑
R⊂S⊂G
τ˜SR(H)τˆ
G
S (H − ξ) 6= 0.
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En particulier, on a Γ˜RP (H,X) 6= 0 et donc pour tout α ∈ ∆
R
P on a |〈α,H〉| 6 |〈α,X〉|. Il reste
a` majorer |〈α,H〉| pour α ∈ ∆P −∆RP . E´crivons H = HR +H
R suivant la de´composition aGP =
aGR + a
R
P . On a donc pour tout α ∈ ∆
R
P
(2.15.3) |〈α,HR〉| = |〈α,H〉| 6 |〈α,X〉|.
Soit
l(HR) =
∑
α∈∆P−∆RP
〈α,HR〉πα ∈ a
G
R
ou` (πα)α∈∆P−∆RP est la base de a
G
R duale de la base obtenue par projection sur a
G,∗
R de ∆P −∆
R
P .
On a donc pour tout α ∈ ∆P −∆RP l’e´galite´
(2.15.4) 〈α, l(HR)〉 = 〈α,HR〉
et donc l’e´galite´
τ˜SR(H) = τ
S
R(HR + l(H
R)).
En tenant compte de cette dernie`re e´galite´, on voit que la condition (2.15.2) devient
Γ˜RP (H
R, X) · ΓGR(HR,−l(H
R), ξ) 6= 0.
Par l’hypothe`se de re´currence sur ΓGR, il existe C > 0 tel que pour tout H qui ve´rifie la condition
pre´ce´dente satisfait pour tout α ∈ ∆P −∆RP l’ine´galite´
|〈α,H〉| = |〈α,HR〉| 6 C(1 +
∑
β∈∆P−∆RP
|〈β, l(HR)〉|).
Pour conclure, on a par (2.15.4) |〈β, l(HR)〉| = |〈β,HR〉| qu’on majore a` une constante pre`s par∑
γ∈∆R
P
|〈γ,HR〉| donc par
∑
γ∈∆R
P
|〈γ,X〉|, cf. (2.15.3).

2.16. Les triplets duaux. — La de´finition suivante nous sera commode dans la suite.
De´finition 2.16.1. — Soit M ∈ L. Un triplet dual pour M est un triplet (N, b, b′) forme´ d’une
partie finie de 2πilog(q)Z(∆P ), ou` P est un e´le´ment quelconque de P(M), et d’entiers b et b
′ > 1 qui
ve´rifient les deux conditions suivantes
1. pour tout P ∈ P(M) et tout sous-groupe parabolique R contenant P , on a
(2.16.1) Z(∆ˆ∨P ) ⊂ Z(∆ˆ
R,∨
P )⊕
1
b
Z(∆∨R) ⊂
1
b′
Z(∆ˆ∨P ) ;
2. Pour tout P ∈ P(M), l’ensemble N est un syste`me de repre´sentants du quotient
2πi
log(q)
Z(∆P )/
2πib′
log(q)
Z(∆P ).
Remarque 2.16.2. — De tels triplets existent. Dans (2.16.1), la premie`re inclusion re´sulte du
fait que les projections respectives sur aRP de ∆ˆ
∨
P − ∆ˆ
∨
R et ∆ˆ
∨
R sont les ensembles ∆ˆ
R,∨
P et {0}.
Tout triplet dual (N, b, b′) ve´rifie la proprie´te´ suivante : pour tout P ∈ P(M) et tout H ∈
1
b′Z(∆ˆ
∨
P ), on a
(2.16.2)
1
|N|
∑
ν∈N
q−〈ν,H〉 =
{
1 si H ∈ Z(∆ˆ∨P )
0 sinon
.
20
2.17. Une variante de la construction du §2.6. — Soit M ∈ L et (N, b, b′) un triplet dual
pour M . Soit P ∈ P(M) et ϕ une fonction sur a∗P . Pour tout λ ∈ a
∗
P , on pose
(2.17.1) cG,ξP,N(ϕ, λ) =
1
|N|
∑
ν∈N
∑
{R|P⊂R⊂G}
(−1)dim(a
G
R)ϑˆRP (λ+ ν)ϕ
R(λ+ ν)ϑG,bξR ((λ+ ν)/b).
La construction de´pend re´ellement du triplet (N, b, b′) mais pour ne pas alourdir davantage la
notation on omet la de´pendance en b et b′.
Lemme 2.17.1. — Soit X ∈ Z(∆ˆ∨P ) et X
′ = X −
∑
α∈∆P
̟∨α .
1. La se´rie de Fourier ∑
H∈Z(∆ˆ∨
P
)
ΓGP (H,X
′, ξ)q−〈λ,H〉
est un polynoˆme de Laurent en les q−〈λ,̟
∨
α〉 pour α ∈ ∆P . En particulier, elle est holomorphe
sur a∗P .
2. Cette se´rie est e´gale a` cG,ξP,N(ϕ, λ) pour la fonction ϕ(λ) = q
−〈λ,X〉 et pour tout triplet (N, b, b′)
dual pour M .
De´monstration. — L’assertion 1 est une conse´quence imme´diate de la compacite´ du support
de H ∈ aGP 7→ Γ
G
P (H,X
′, ξ) (cf. lemme 2.15.1). L’assertion 2 est un calcul analogue a` celui du
lemme 2.2 p.15 de [2]. Pour la commodite´ du lecteur, nous donnons quelques de´tails. Soit (N, b, b′)
un triplet dual pour M . La fonction cG,ξP,N(ϕ, λ) est au moins me´romorphe. Pour montrer qu’elle
co¨ıncide avec la se´rie de Fourier de ΓGP (H,X
′, ξ) sur a∗P , il suffit donc de le ve´rifier sur l’ouvert
de´fini par ℜ(λG) ∈ (aG,∗P )
+. Sur ce domaine, on peut calculer la se´rie de Fourier terme a` terme
selon la de´finition (2.15.1). Il s’agit donc de calculer pour ℜ(λG) ∈ (aG,∗P )
+ et R ∈ F(P ) la se´rie
de Fourier de l’expression
(2.17.2) (−1)dim(a
G
R)τRP (H −X
′)τˆGR (H − ξ).
Soit N un ensemble dual de Z(∆∨P ). Par l’inclusion (2.16.1) et l’e´galite´ (2.16.2) de la remarque
2.16.2, la se´rie de Fourier de (2.17.2) s’e´crit
1
|N|
∑
ν∈N
∑
H∈Z(∆ˆR,∨P )⊕
1
b
Z(∆∨R)
(−1)dim(a
G
R)τRP (H −X
′)τˆGR (H − ξ)q
−〈λ+ν,H〉.
La se´rie inte´rieure est alors un produit de se´ries ge´ome´triques qui convergent pour λ ∈ a+P et
dont la somme se calcule aise´ment : on trouve ainsi
1
|N|
∑
ν∈N
(−1)dim(a
G
R)
∏
α∈∆RP
q−〈α,X〉〈λ+ν,̟
∨
α〉
1− q−〈λ+ν,̟∨α 〉
∏
α∈∆GR
q−[〈̟α,bξ〉]〈
λ+ν
b
,α∨〉
1− q−〈
λ+ν
b
,α∨〉
.
En observant qu’on a ∏
α∈∆R
P
q−〈α,X〉〈λ+ν,̟
∨
α 〉 = q−〈(λ+ν)
R,X〉,
on obtient
1
|N|
∑
ν∈N
(−1)dim(a
G
R)ϑˆRP (λ + ν)q
−〈(λ+ν)R,X〉ϑG,bξR ((λ + ν)/b)
ce qui conclut.

Le the´ore`me suivant est une variante du the´ore`me 2.6.4.
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The´ore`me 2.17.2. — Soit (ϕα)α∈∆P une famille de fonctions me´romorphes sur le disque ouvert
{z ∈ C | |z| < qr}
avec r > 0 et holomorphes en dehors de l’origine z = 0 et
(2.17.3) ϕ(λ) =
∏
α∈∆P
ϕα(q
−〈λ,̟∨α〉).
Soit P un sous-groupe parabolique de G. La fonction cG,ξP,N(ϕ, λ) ne de´pend du choix du triplet
dual pour MP qui intervient dans sa de´finition. De plus, cette fonction est holomorphe pour λ tel
que ℜ(〈λ,̟∨α〉) > −r pour tout α ∈ ∆P .
Remarque 2.17.3. — Pour une fonction ϕ comme dans le the´ore`me ci-dessus on de´finit
(2.17.4) cG,ξP (ϕ, λ) = c
G,ξ
P,N(ϕ, λ)
pour un triplet (N, b, b′) dual pour MP quelconque, puisque le membre de droite ne de´pend pas
de ce choix.
De´monstration. — Soit P un sous-groupe parabolique de G et (N, b, b′) un triplet dual pour
MP . Pour tout ε > 0, soit Ωε le voisinage ouvert de ia
∗
P,R de´fini par la condition |ℜ(〈λ,̟
∨
α〉)| < ε
pour tout α ∈ ∆P . La fonction ϕ(λ) est holomorphe sur l’ouvert de´fini par ℜ(〈λ,̟∨α〉) > −r. La
fonction cG,ξP,N(ϕ, λ) est donc me´romorphe sur cet ouvert. De plus, ses singularite´s e´ventuelles sont
simples et porte´es par des hyperplans qui coupent tous ia∗P,R. A` l’aide du lemme 2.11.2, on voit
que pour obtenir l’holomorphie de cG,ξP,N(ϕ, λ), il suffit de la prouver sur un ouvert Ωε pour ε > 0.
Introduisons le de´veloppement en se´rie de Laurent de ϕα
ϕα(z) =
∑
n∈Z
ϕˆα(n)z
n
ou` ϕˆα(n) = 0 de`s que n est assez ne´gatif. On a donc aussi
ϕ(λ) =
∑
X∈Z(∆ˆ∨
P
)
ϕˆ(X)q−〈λ,X〉
ou` l’on pose pour toute famille (kα)α∈∆P ∈ Z
∆P
ϕˆ(
∑
α∈∆
kα̟
∨
α) =
∏
α∈∆P
ϕˆα(kα).
Par conse´quent, on a
cG,ξP,N(ϕ, λ) =
∑
X∈Z(∆ˆ∨P )
ϕˆ(X) · cG,ξP,N(q
−〈λ,X〉, λ)
D’apre`s le lemme 2.17.1, la fonction cG,ξP,N(q
−〈λ,X〉, λ) ne de´pend pas du choix du triplet dual
(N, b, b′). Il en est donc de meˆme pour cG,ξP,N(ϕ, λ). En outre, c
G,ξ
P,N(q
−〈λ,X〉, λ) est holomorphe sur
a∗P . Pour prouver l’holomorphie de c
G,ξ
P,N(ϕ, λ) sur Ωε, il suffit de prouver que cette se´rie converge
uniforme´ment sur cet ouvert. Toujours par le lemme 2.17.1, on a, avec les notations de ce lemme,
pour tout X ∈ Z(∆ˆ∨P )
cG,ξP,N(q
−〈λ,X〉, λ) =
∑
H∈Z(∆ˆ∨P )
ΓGP (H,X
′, ξ)q−〈λ,H〉.
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A` l’aide du lemme 2.15.1, on voit qu’il existe des constantes c1 > 0 et c2 > 0 telles que pour tous
X et H tels que ΓGP (H,X
′, ξ) 6= 0 et tout λ ∈ Ωε on ait
|q−〈λ,H〉| 6 q
∑
α∈∆P
|ℜ(〈λ,̟∨α〉)|·|〈α,H〉|
6 c1
∏
α∈∆P
qεc2|∆P |·|〈α,X〉|.
Le lemme 2.15.1 implique aussi qu’il existe un polynoˆme en |∆P | variables a` coefficients re´els
positifs tel que le nombre de H ∈ Z(∆ˆ∨P ) qui ve´rifient ΓP (H,X
′, ξ) 6= 0 est borne´ par
AX = p((|〈α,X〉|)α∈∆P ).
Ainsi on a la convergence uniforme cherche´e si la se´rie∑
X∈Z(∆ˆ∨P )
|ϕˆ(X)|AXq
εc2|∆P |·|〈α,X〉|
converge. Il suffit de traiter le cas ou` d’un polynoˆme p qui est un monoˆme. On est alors ramene´ a`
montrer que pour tout k ∈ N, la se´rie suivante converge∑
n∈Z
|ϕˆα(n)||n|
k(qεc2|∆P |)|n|.
C’est le cas pourvu que εc2|∆P | < r. 
2.18. Les (G,M)-cofamilles pe´riodiques. — Introduisons la de´finition suivante qui est une
variante de la de´finition 2.10.1.
De´finition 2.18.1. — Soit M un sous-groupe de Levi de G et Ω un voisinage ouvert de ia∗M,R
invariant par le 2πilog(q)Z(∆P ) ou` P est un e´le´ment quelconque de P(M).
Une (G,M)-cofamille (ϕP )P∈P(M) sur Ω est dite pe´riodique si chaque fonction ϕP est invariante
par le re´seau 2πilog(q)Z(∆P ).
Voici le pendant du lemme 2.11.1.
Lemme 2.18.2. — Soit (ϕP )P∈P(M) une (G,M)-cofamille pe´riodique sur Ω. La fonction
ϕM (λ) =
∑
P∈P(M)
ϑˆGP (λ)ϕP (λ)
est pe´riodique et holomorphe sur Ω.
De´monstration. — La pe´riodicite´ est e´vidente. Quant a` l’holomorphie au voisinage de µ ∈ Ω,
elle re´sulte du lemme 2.11.1 applique´ a` la (G,M)-cofamille au voisinage de λ = 0 de´finie par
(2.18.1)
[ ∏
α∈∆P
〈λ,̟∨α〉
1− q−〈λ+µ,̟∨α 〉
]
ϕP (λ+ µ).
Ve´rifions qu’il s’agit bien d’une (G,M)-cofamille. Soit P1 et P2 deux e´le´ments de P(M) co-
adjacents et soit ̟∨ ∈ ∆∨P1 ∩ (−∆
∨
P2
) donne´ par l’assertion 3 du lemme 2.9.2. Il s’agit de voir
que les expressions (2.18.1) pour P = P1 et P = P2 sont e´gales sur l’hyperplan 〈λ,̟∨〉 = 0. Si
〈µ,̟∨〉 6= 0, les deux sont nulles sur cet hyperplan. Si 〈µ,̟∨〉 = 0, on a ϕP1(λ+ µ) = ϕP2(λ+ µ)
sur l’hyperplan 〈λ,̟∨〉 = 0 puisque (ϕP )P∈P(M) est une (G,M)-cofamille. Par le lemme 2.9.2,
le produit des facteurs associe´s a` un copoids distinct de ±̟∨ dans le crochet sont e´gaux sur cet
hyperplan. Il reste a` voir l’e´galite´ des facteurs associe´s a` ±̟∨ : ceux-ci sont tous deux e´gaux a`
(log(q))−1 
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2.19. Le principal the´ore`me pour les (G,M)-cofamilles pe´riodiques. — Le the´ore`me
suivant est l’analogue du the´ore`me 2.12.1.
The´ore`me 2.19.1. — Soit (ϕP )P∈P(M) une (G,M)-cofamille pe´riodique telle que chaque ϕP
satisfait les hypothe`ses du the´ore`me 2.17.2 (en particulier ϕP est de la forme (2.17.3)). Pour tout
ξ en position ge´ne´rale, on a l’e´galite´ suivante entre fonctions holomorphes au voisinage de ia∗M
ϕM (λ) =
∑
P∈P(M)
cG,ξP (ϕP , λ).
De´monstration. — Elle est similaire a` la de´monstration du the´ore`me 2.12.1. Pour mener la
preuve, on fixe un triplet (N, b, b′) dual pour M . D’apre`s (2.17.4) et la de´finition (2.17.1), le
membre de droite s’e´crit∑
P∈P(M)
1
|N|
∑
ν∈N
∑
{R|P⊂R⊂G}
(−1)dim(a
G
R)ϑˆRP (λ+ ν)ϕ
R
P (λ+ ν)ϑ
G,bξ
R ((λ + ν)/b).
Par interversion des sommes, on obtient
1
|N|
∑
ν∈N
∑
R∈FG(M)
(−1)dim(a
G
R)ϑG,bξR ((λ+ ν)/b)
∑
P∈PR(M)
ϑˆRP (λ+ ν)ϕ
R
P (λ+ ν).
Par une variante du lemme 2.11.3, la dernie`re somme ne de´pend que de MR : on la note
ϕMRM ((λ + ν)
MR).
Avec cette observation et par une nouvelle interversion de sommes, l’expression pre´ce´dente devient
1
|N|
∑
ν∈N
∑
L∈LG(M)
(−1)dim(a
G
L )ϕLM ((λ + ν)
L)
∑
R∈P(L)
ϑG,bξR ((λ+ ν)/b)
Le lemme 2.14.2 indique que pour ξ en position ge´ne´rale, la somme inte´rieure est nulle sauf si
L = G auquel cas elle vaut 1. La ligne pre´ce´dente se simplifie en
1
|N|
∑
ν∈N
ϕM (λ+ ν).
Comme ϕM est invariante par le re´seau
2πi
log(q)Z(∆P ) qui contient N, on trouve ϕM (λ) comme
voulu. 
3 Un calcul de se´ries
3.1. Ade`les et mesures. — Soit C une courbe projective, lisse, ge´ome´triquement connexe, de
corps des constantes un corps fini Fq de cardinal q. Soit gC son genre, F son corps de fonctions,
A l’anneau des ade`les de F et O ⊂ A le sous-anneau de A ouvert, compact et maximal pour ces
proprie´te´s. Soit D un diviseur sur C qu’on e´crit
D =
∑
c∈|F |
nc[c]
comme somme formelle, a` coefficients nc entiers et presque tous nuls, sur l’ensemble |F | des places
de F . Son degre´ est de´fini par
deg(D) =
∑
c∈|F |
nc deg(c)
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ou` le degre´ de c est de´finit comme le degre´ sur Fq du corps re´siduel du comple´te´ Fc de F en c.
Pour tout c ∈ |F |, soit ̟c une uniformisante du comple´te´ Fc. Soit
̟D =
∏
c∈|F |
̟−ncc ∈ A
×.
On a un morphisme degre´ surjectif
deg : A× → Z
normalise´ par deg(O×) = 0 et deg(̟c) = deg(c) pour tout c ∈ |F |. On a deg(F×) = 0. On utilise
sur le groupe A× des ide`les de F la valeur absolue | · | = q− deg(·).
Soit n > 1 un entier et G = GL(n) sur le corps fini Fq. Soit g son alge`bre de Lie ; plus
ge´ne´ralement les alge`bres de Lie des groupes alge´briques qu’on conside`re sont note´es par la lettre
gothique correspondante. Dans cette section, on utilise librement les notations de la section 2 pour
le groupe G et son sous-tore maximal forme´ des matrices diagonales.
Soit 1D la fonction sur g(A) caracte´ristique de ̟Dg(O). Le O-module ̟Dg(O) ne de´pend pas
des choix des uniformisantes ̟c.
La composition du de´terminant avec le morphisme degre´ fournit un morphisme degre´ surjectif
deg : G(A)→ Z.
Pour tout e ∈ Z, on note G(A)e la fibre de ce morphisme en e.
On fixe sur G(A) la mesure de Haar a` gauche normalise´e par vol(G(O)) = 1. La mesure de
Haar sur g(A) est normalise´e par vol(g(F )\g(A)) = 1. Les meˆmes normalisations sont utilise´es
pour les sous-groupes de G. Ces conventions de mesure donnent lieu au lemme suivant dont la
de´monstration est laisse´e au lecteur.
Lemme 3.1.1. — Soit N le radical unipotent d’un sous-groupe parabolique de G et n l’alge`bre de
Lie . On a
vol(N(F )\N(A)) = qdim(N)(gC−1)
et ∫
n(A)
1D(U) dU = q
dim(n)(1−gC+deg(D)).
Pour s ∈ C, soit ζ(s) la fonction zeˆta de la courbe C. C’est une fraction rationnelle en q−s qui
co¨ıncide sur l’ouvert ℜ(s) > 1 avec la se´rie convergente en q−s∫
A×∩O
|x|s dx,
la mesure utilise´e e´tant la mesure de Haar sur A× normalise´e suivant nos conventions : vol(O×) = 1.
3.2. Choix d’un e´le´ment nilpotent ≪ re´gulier par blocs ≫. — Soit (ei)16i6n la base
canonique de Fnq . Soit d > 1 un entier qui divise n et r = n/d le quotient. Pour 1 6 j 6 r, soit Vj
le sous-espace de dimension d engendre´ par {e(j−1)d+1, . . . , ejd}. On a donc une de´composition en
somme directe
Fnq = V1 ⊕ . . .⊕ Vr .
Soit P0 le stabilisateur du drapeau V1 ⊂ V1⊕V2 ⊂ . . . ⊂ V1⊕ . . .⊕Vr. Il s’agit d’un sous-groupe
parabolique de G dont le facteur de Levi M0 =MP0 (cf. §2.2) s’identifie a` GL(V1)× . . .×GL(Vr).
Soit
X = XG ∈ nP0(Fq)
l’endomorphisme nilpotent de Fnq de´fini par X
G(ejd+i) = e(j−1)d+i pour 2 6 j 6 r et 1 6 i 6 d et
XG est nul sur V1. L’orbite de X est dite ≪ re´gulie`re par blocs ≫. Lorsque d = n on obtient l’orbite
nulle et lorsque d = 1 on obtient l’orbite re´gulie`re au sens usuel. En ge´ne´ral, l’orbite obtenue est
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celle d’un e´le´ment nilpotent dont la de´composition de Jordan posse`de d blocs de taille r. On a
donc dans la base canonique de Fnq
(3.2.1) XG =


0 I 0 0 0
0 I 0 0
0
. . . 0
0 I
0

 .
Soit P un sous-groupe parabolique de G contenant P0. Comme X
G ∈ p(Fq), il se de´compose en
XG = XP +XP avec X
P ∈ mP (Fq) et XP ∈ nP (Fq). Pour chaque bloc GL de MP , la matrice de
XP est de la forme (3.2.1). On a X
P0 = 0 pour P = P0.
SoitMXP le centralisateur de X
P dansMP . Le centralisateur de X
G dans G est le sous-groupe
de GL(n) forme´ des matrices du type suivant
(3.2.2)


A1 A2 A3 Ar
A1 A2
. . .
A1
. . . A3
A1 A2
A1


.
ou` Ai est une matrice carre´e de taille d et de surcroˆıt inversible si i = 1. Il y a une description
similaire pourMXP dans chaque blocGL deM . On observera qu’on a GXG ⊂ P0 etMXPNP ⊂ P0.
Le groupe GX a pour radical unipotent N0 ∩ GX et pour facteur de Levi M0 ∩ GX (ce dernier
groupe est isomorphe a` GL(d)).
3.3. Application H0 et re´seaux de copoids.— On continue avec les notations du paragraphe
pre´ce´dent. Pour tout sous-groupe parabolique semi-standard P de G, l’espace aP,R, qui est par
de´finition HomR(a
∗
P,R,R) cf. §2.2, s’identifie aussi a` HomZ(X
∗(P ),R), ou` X∗(P ) est le groupe des
caracte`res alge´briques de P . Dans cet espace, on distingue le re´seau
aP = HomZ(X
∗(P ),Z).
On a un morphisme surjectif, trivial sur NP (A)
HP : P (A)→ aP
donne´ pour tous p ∈ P (A) et χ ∈ X∗(P ) par 〈χ,HP (p)〉 = − deg(χ(p)). La de´composition
d’Iwasawa G(A) = P (A)G(O) permet de prolonger HP en une application
HP : G(A)→ aP
telle que pour tous p ∈ P (A) et k ∈ G(O) on ait HP (pk) = HP (p). On utilisera aussi l’application
HGP : G(A)→ a
G
P,R
obtenue par composition de HP avec la projection de aP,R sur a
G
P,R selon la de´composition a
G
P,R =
aGP,R ⊕ aG,R.
Ces notations s’appliquent en particulier au sous-groupe parabolique P0 du paragraphe pre´ce´dent.
Par abus, on notera parfois H0 et H
G
0 les applications HP0 et H
G
P0
. On notera que si P ′0 ∈ P(M0)
est distinct de P0 alors les applications HP0 et HP ′0 ne sont pas e´gales. Elles ont cependant meˆme
image, a` savoir
aM0 = Hom(X
∗(M0),Z) = aP0 .
En prenant comme base de X∗(M0) les caracte`res donne´s par le de´terminant des blocs GL
de M0, on identifie X
∗(M0) a` Z
r. De meˆme, on identifie X∗(T ) a` Zn. Dualement au morphisme
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de restriction X∗(M0) → X∗(T ), on a un morphisme aT → aM0 surjectif qui, par extension des
scalaires a` R redonne la projection aT,R → aM0,R (cf. §2.2). Comme au §2.2, on identifie aM0,R a`
un sous-espace de aT,R et cette identification est concre`tement donne´e par l’application suivante
(x1, . . . , xr) 7→
1
d
(x1, . . . , x1, x2, . . . , x2, . . . , xr, . . . , xr)
(chaque entre´e est re´pe´te´e d fois). La projection aT,R → aM0,R est la projection orthogonale sur le
sous-espace aM0,R ou` aT,R est identifie´ a` R
n muni du produit scalaire canonique.
Pour 1 6 i 6 r − 1, soit αi ∈ ∆0 = ∆P0 la racine obtenue par restriction de la racine
(t1, . . . , tn) 7→ tidt
−1
id+1 du tore T . On a alors
∆ˆ∨0 = {̟
∨
1 , . . . , ̟
∨
r−1}
ou` 〈αj , ̟∨i 〉 = δi,j .
L’hyperplan aGT,R de aT,R est forme´ des points dont la somme des coordonne´es est nulle. La
projection orthogonale sur aGT,R du re´seau aM0 (vu comme sous-groupe de aT,R) est le groupe
1
dZ(∆ˆ
∨
0 ).
Soit e ∈ Z et M0(A)e = M0(A) ∩ G(A)e. Dans l’identification de aM0 avec Z
r, l’ensemble
H0(M0(A)
e) s’identifie aux e´le´ments de Zr dont la somme des coordonne´es vaut −e. L’ensemble
HG0 (M0(A)
e), c’est-a`-dire la projection de H0(M0(A)
e) sur aGT,R, s’identifie au sous-ensemble de
1
dZ(∆ˆ
∨
0 ) forme´ des e´le´ments
H =
1
d
r−1∑
j=1
nj̟
∨
j
qui ve´rifient
r−1∑
j=1
jnj ≡ −e mod r.
Soit W0 le groupe de Weyl de M0. Il s’agit du quotient du normalisateur de M0 dans le
groupe de Weyl de (G, T ) par le groupe de Weyl de (M0, T ). Ce groupe s’identifie au groupe des
permutations de l’ensemble {1, . . . , r}. Ce groupe agit surM0 et donc sur l’espace a∗M0 via l’action
sur Fnq qui permute les sous-espaces Vi. De meˆme, ce groupe agit simplement transitivement sur
P(M0). Soit (̟1, . . . , ̟r−1) la base de a
G,R
M0
duale de ∆∨0 . On observe que pour tout w ∈ W0
et tout i ∈ {1, . . . , r − 1}, on a w · ̟i − ̟i ∈ dZ(∆0) et en particulier, pour l’e´le´ment γ de´fini
ci-dessous
(3.3.1) w · γ − γ ∈
2πi
log q
Z(∆0).
Lemme 3.3.1. — Soit
(3.3.2) γ =
2πi
r log q
r−1∑
j=1
jαj =
2πi
d log q
̟r−1
Pour tout H ∈ 1dZ(∆ˆ
∨
P0
), on a
(3.3.3)
1
r
r−1∑
k=0
exp(−2πike/r)q−kd〈γ,H〉 =
{
1 si H ∈ HG0 (M0(A)
e)
0 sinon
.
3.4. Fonctions zeˆta Zd,D et Z˜d,D. — Pour tout s ∈ C, on pose
Zd,D(s) =
∫
GL(d,A)
1D(X)| det(X)|
s dX =
∑
e∈Z
∫
GL(d,A)e
1D(X) dX q
−es
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et
Z˜d,D(s) = q
sd deg(D)(1− q−s)qd
2(gC−1)ζ(s+ 1)ζ(s+ 2) . . . ζ(s+ d).
La premie`re expression est une se´rie de Laurent en q−s alors que la seconde est une fraction
rationnelle en q−s.
Lemme 3.4.1. —
1. La se´rie qui de´finit Zd,D(s + d) converge absolument pour ℜ(s) > 0. Sur ce domaine, c’est
une fraction rationnelle en q−s qui vaut
Zd,D(s+ d) =
qd
2(deg(D)+1−gC)
1− q−s
Z˜d,D(s).
2. La fraction rationnelle Z˜d,D(s) en q
−s est holomorphe pour ℜ(s) > −1.
3. On a
Z˜d,D(0) = vol(GL(d, F )\GL(d,A)
0).
De´monstration. — Par un changement de variables suivi de la de´composition d’Iwasawa on
obtient
Zd,D(s+ d) = q
d(s+d) deg(D)
∫
GL(d,A)
1gl(d,O)(X)| det(X)|
s+d dX
= qd(s+d) deg(D)ζ(s+ 1)ζ(s+ 2) . . . ζ(s+ d).
Les assertions 1 et 2 se de´duisent alors des proprie´te´s classiques de la fonction ζ. L’assertion 3
n’est autre que la formule classique pour le volume de GL(d, F )\GL(d,A)0. 
3.5. Fonctions KPD,X. — On poursuit avec les meˆmes notations qu’avant. Soit P ∈ F(P0). Pour
tout g ∈ G(A), soit
(3.5.1) KPD,X(g) =
∫
nP (A)
1D(g
−1(XP + U)g) dU.
Lemme 3.5.1. — La fonction KPD,X est invariante a` gauche par MXP (F )NP (A) et a` droite par
G(O). De plus, pour tout m ∈M(A), on a
KPD,X(m) = q
(1−gC+deg(D)) dim(N)q〈2ρP ,HP (m)〉1D(m
−1XPm).
De´monstration. —Pour alle´ger les notations, on omet l’indice P dansMP et NP . Pour g = nmk
selon la de´composition d’Iwasawa G(A) = N(A)M(A)G(O), on a
KPD,X(g) =
∫
nP (A)
1D(m
−1(XP + U)m) dU
= 1D(m
−1XPm)
∫
nP (A)
1D(m
−1Um) dU
= 1D(m
−1XPm)q〈2ρP ,HP (m)〉
∫
nP (A)
1D(U) dU
= q(1−gC+deg(D)) dim(N)q〈2ρP ,HP (m)〉1D(m
−1XPm).
Le lemme en re´sulte. 
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3.6. Inte´grales IˆPD,X(H). — Soit H ∈ H0(M0(A)) et P ∈ F(P0). Soit G(A)
H l’ensemble des
g ∈ G(A) tels que HP0(g) = H et
(3.6.1) IˆPD,X(H) =
∫
NP (F )MXP (F )\G(A)
H
KPD,X(g) dg.
Lemme 3.6.1. — Pour tout H ∈ H0(M0(A)), l’inte´grale IˆPD,X(H) est convergente et est e´gale a`
vol(GL(d, F )\GL(d,A)0)|∆P |+1qdeg(D) dim(N0)×
∏
α∈∆P0
[
qd
2(gC−1−deg(D))
∫
GL(d,A)〈α,dH〉
1D(Xα)| det(Xα)|
ddXα
]
.
De plus, l’inte´grale IˆPD,X(H) ne de´pend que de la projection de H sur a
G
P0
.
De´monstration. —Pour alle´ger les notations, on omet l’indice P dansMP etNP . SoitM(A)
H =
M(A)∩G(A)H . On utilise la de´composition d’Iwasawa G(A)H = N(A)M(A)HG(O) pour de´visser
l’inte´grale. Cela fait apparaˆıtre au niveau des mesures la puissance q−〈2ρP ,HP (m)〉. En tenant
compte des volumes vol(G(O)) = 1 et vol(NP (F )\NP (A)) = q(gC−1) dim(NP ) ainsi que du 3.5.1, on
obtient
IˆPD,X(H) = q
dim(N) deg(D)
∫
M
XP
(F )\M(A)H
1D(m
−1XPm) dm.
On aMXP ⊂M∩P0 et si l’on poseM1 =M0∩MXP etN1 =MXP∩NP0 , on a une de´composition de
Levi MXP = N1M1. On peut donc encore appliquer la de´composition d’Iwasawa pour descendre
l’inte´grale ci-dessus au sous-groupe parabolique M ∩ P0 de M . On pose NP0 = M ∩ NP0 et
M0(A)
H = M0(A) ∩ G(A)H . On note 2ρP0 la somme des racines du tore diagonal dans n
P
0 . On
obtient
IˆPD,X(H) = q
dim(N) deg(D) × q−〈2ρ
P
0 ,H〉×
(3.6.2)
∫
M1(F )\M0(A)H
∫
N1(F )\NP0 (A)
1D(m
−1n−1XPn−1m) dn dm.
Calculons l’inte´grale inte´rieure. Pour cela, on note (nP0 )
′ l’alge`bre de´rive´e de nP0 et 2(ρ
P
0 )
′ la
somme des racines du tore diagonal dans (nP0 )
′. Par le lemme 3.6.2 ci-dessous, on obtient
∫
N1(F )\NP0 (A)
1D(m
−1n−1XPn−1m) dn = q(gC−1) dim(N
P
0 )
∫
(nP0 )
′(A)
1D(m
−1(XP + U)m) dU
= q(gC−1) dim(N
P
0 )q〈2(ρ
P
0 )
′,H0(m)〉1D(m
−1XPm)
∫
(nP0 )
′(A)
1D(U) dU
= q(gC−1) dim(N
P
0 )qdim((n
P
0 )
′)(1−gC+deg(D))q〈2(ρ
P
0 )
′,H0(m)〉1D(m
−1XPm).
Soit M1(A)
0 =M1(A)∩G(A)H pour H = 0. On observera que le quotient M1(F )\M1(A)0 est
de volume fini. On a alors
IˆPD,X(H) = q
(gC−1)(dim(N
P
0 )−dim((n
P
0 )
′))+deg(D)(dim(N)+dim(nP0 )
′) × vol(M1(F )\M1(A)
0)×
(3.6.3) q−〈2ρ
P
0 −2(ρ
P
0 )
′,H〉
∫
M1(A)0\M0(A)H
1D(m
−1XPm) dm.
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On a 2ρP0 − 2(ρ
P
0 )
′ =
∑
α∈∆P0
d2α. Traitons ensuite l’inte´grale dans (3.6.3). Soit r1d, . . . , rsd la
taille des blocs GL de M avec r1 + . . .+ rs = r. Le groupe M0 s’identifie au produit GL(d)
r. Le
centralisateur M1 de X
P dans M0 s’identifie au groupe GL(d)
s par le plongement qui envoie dia-
gonalement le i-e`me facteur GL(d) dans le facteur GL(d,A)ri . On e´crit suivant cette identification
m = (x1, . . . , xr) un e´le´ment m de M0(A). Alors l’application
(x1, . . . , xr) 7→ (x
−1
1 x2, . . . , x
−1
r1−1
xr1 , x
−1
r1+1
xr1+2, . . . , x
−1
rs−1
xrs)
induit une bijection
M1(A)
0\M0(A)
H ≃
∏
α∈∆P0
GL(d,A)〈α,dH〉,
ou` GL(d,A)〈α,dH〉 de´signe l’ensemble des e´le´ments de GL(d,A) de degre´ 〈α, dH〉 ∈ Z. Cette
bijection pre´serve les mesures de sorte qu’on a
q−〈2ρ
P
0 −2(ρ
P
0 )
′,H〉
∫
M1(A)0\M0(A)H
1D(m
−1XPm) dm =
∏
α∈∆P0
∫
GL(d,A)〈α,dH〉
1D(xα)| det(xα)|
ddxα.
Dans ce produit, les inte´grales sont convergentes : ce sont des coefficients des se´ries Zd,D (cf. lemme
3.4.1). On en de´duit que l’inte´grale IˆPD,X(H) est convergente. L’e´galite´ du lemme se de´duit de ce
qui pre´ce`de et des e´galite´s suivantes
(gC − 1)(dim(N
P
0 )− dim((n
P
0 )
′)) = (gC − 1)d
2|∆P0 |,
deg(D)(dim(N) + dim(nP0 )
′) = deg(D)(dim(N0)− d
2|∆P0 |)
et
vol(M1(F )\M1(A)
0) = vol(GL(d, F )\GL(d,A)0)|∆P |+1.
Enfin la dernie`re assertion est une conse´quence imme´diate du calcul pre´ce´dent. 
Dans la preuve pre´ce´dente, on a utilise´ le lemme suivant.
Lemme 3.6.2. — Soit NX le centralisateur de X dans N0 et n
′
0 la sous-alge`bre de´rive´e de n0. On
a l’e´galite´ suivante pour toute fonction ϕ ∈ C∞c (n
′
0(A))∫
NX(F )\N0(A)
ϕ(n−1Xn−X) dn = q(gC−1) dim(N0)
∫
n′0(A)
ϕ(U) dU
De´monstration. — On introduit l’isomorphisme de varie´te´s alge´briques sur Fq
Φ :
NX\N0 → n′0
n 7→ n−1Xn−X
On montre que le changement de variables n 7→ Φ−1(Φ(n) + U0) pour U0 ∈ n′0(A) pre´serve la
mesure sur N0(A). L’inte´grale dans le membre de gauche de´finit donc une mesure de Haar sur
n′0(A) ainsi qu’e´videmment le membre de droite. L’e´galite´ a` de´montrer est par conse´quent vraie
pour une constante c0. Il reste a` calculer c0.
Pour cela, on e´value les deux membres en la fonction ϕ0 = 1n′0(O). On a∫
NX(F )\N0(A)
ϕ0(n
−1Xn−X) dn = vol(NX(F )\NX(A))
∫
NX(A)\N0(A)
ϕ0(n
−1Xn−X) dn
= vol(NX(F )\NX(A))× vol(NX(O)\N0(O))
= q(gC−1) dim(NX )
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Alors que pour le second membre on a∫
n′0(A)
ϕ0(U) dU = vol(n
′
0(O)) = q
(1−gC) dim(n
′
0).
On obtient c0 = q
(gC−1)(dim(NX)+dim(n
′
0)) ce qui donne le re´sultat puisqu’on a aussi dim(NX) +
dim(n′0) = dim(N0). 
3.7. Les se´ries IξP,D(X,λ) et I
ξ
D(X,λ). — Soit ξ ∈ aP0,R et P ∈ F(P0). Pour tout λ ∈ a
∗
0, on
introduit la se´rie
(3.7.1) IξP,D(X,λ) =
∑
H∈HG0 (M0(A))
τˆP (H − ξ)Iˆ
P
D,X(H)q
−〈dλ,H〉.
On de´finit alors la se´rie
IξD(X,λ) =
∑
P∈F(P0)
(−1)dim(a
G
P )IξP,D(X,λ).(3.7.2)
=
∑
H∈HG0 (M0(A))
[ ∑
P∈F(P0)
(−1)dim(a
G
P )τˆP (H − ξ)Iˆ
P
D,X(H)
]
q−〈dλ,H〉.
3.8. Un calcul des se´ries IξP,D(X,λ) et I
ξ
D(X,λ). — Soit dim(OX) la dimension de l’orbite de
X sous G. On introduit la fonction suivante de la variable λ ∈ a∗P0
ψ(λ) =
∏
α∈∆0
Z˜d,D(〈λ,̟
∨
α〉).
D’apre`s le lemme 3.4.1, c’est une fraction rationnelle en les q〈λ,̟
∨
α〉 pour α ∈ ∆0. De plus, cette
fonction est holomorphe sur l’ouvert de´fini par ℜ(〈λ,̟∨α〉) > −1 pour tout α ∈ ∆0.
L’e´nonce´ ci-dessous fait intervenir les notations de la section 2.
Proposition 3.8.1. — Soit (N, b, b′) un triplet dual pour M0 au sens de la de´finition 2.16.1.
Pour tout P ∈ F(P0), la se´rie I
ξ
P,D(X,λ) est absolument convergente sur l’ouvert de´fini par
ℜ(〈λ,̟∨α〉) > −1 pour α ∈ ∆
P
0 et ℜ(〈λ, α
∨〉) > 0 pour α ∈ ∆P . De plus, sur cet ouvert, elle est
e´gale au produit de
(3.8.1) vol(GL(d, F )\GL(d,A)0)qdeg(D) dim(OX)/2
et
(3.8.2)
1
|N|
∑
ν∈N
ϑˆPP0(λ+ ν)ψ
P (λ+ ν)ϑG,bdξP ((λ + ν)/b).
De´monstration. — Pour alle´ger les notations, on omet l’indice P dans MP et NP . En tenant
compte du lemme 3.6.1 et des e´galite´s
dim(OX) = dim(N0)/2
et
ψP (λ) = ψ(λP ) = vol(GL(d, F )\GL(d,A)0)|∆P |
∏
α∈∆P0
Z˜d(〈λ,̟
∨
α〉),
(cf. lemme 3.4.1 assertion 3), il suffit de prouver la convergence de la se´rie
(3.8.3)∑
H∈HGP0
(M0(A))
τˆP (H − ξ)
∏
α∈∆P0
[
qd
2(gC−1−deg(D))
∫
GL(d,A)〈α,dH〉
1D(Xα)| det(Xα)|
ddXα
]
q−〈dλ,H〉
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sur l’ouvert et de montrer qu’elle y est e´gale a` l’expression (3.8.2) ou` l’on remplace ψP par le
produit
∏
α∈∆P0
Z˜d(〈λ,̟∨α〉).
On a vu a` la fin du § 3.3 que le re´seauHGP0(M0(A)) n’est autre que
1
dZ(∆ˆ
∨
0 ). Par un changement
de variables e´vident, la se´rie (3.8.3) se re´e´crit
(3.8.4)
∑
H∈Z(∆ˆ∨0 )
τˆP (
H
d
− ξ)
∏
α∈∆P0
[
qd
2(gC−1−deg(D))
∫
GL(d,A)〈α,H〉
1D(Xα)| det(Xα)|
ddXα
]
q−〈λ,H〉
En utilisant les proprie´te´s d’un triplet dual (N, b, b′) pour M0, on e´crit (3.8.4) sous la forme
(3.8.5)
1
|N|
∑
ν∈N
∑
H∈Z(∆ˆP,∨0 )⊕
1
b
Z(∆∨
P
)
τˆP (
H
d
−ξ)
∏
α∈∆P0
[
qd
2(gC−1−deg(D))
∫
GL(d,A)〈α,H〉
1D(Xα)| det(Xα)|
ddXα
]
q−〈(λ+ν),H〉
Dans (3.8.5), on va calculer la somme inte´rieure sur H . Pour cela, on de´compose λ+ ν ainsi
λ =
∑
α∈∆P0
〈λ+ ν,̟∨α〉α+
∑
α∈∆P
〈λ+ ν, α∨〉̟α∨ .
En observant que la famille (〈α,H〉)α∈∆P0 parcourt Z
∆P0 et que la famille (〈̟α∨ , H〉)α∈∆P parcourt
(1bZ)
∆P , on s’aperc¸oit que la somme sur H s’exprime comme un produit dont certains facteurs
donnent une fonction zeˆta alors que les autres sont des sommes ge´ome´triques que nous avons de´ja`
rencontre´es. On obtient alors∏
α∈∆P0
[
qd
2(gC−1−deg(D))Zd,D(d+ 〈λ+ ν,̟
∨
α〉)
]
× q−〈λ,[bdξ]〉
∏
α∈∆P
1
1− q−〈(λ+ν)/b,α∨〉
= ϑˆPP0(λ+ ν)
[ ∏
α∈∆P0
Z˜d,D(〈λ + ν,̟
∨
α〉)
]
ϑG,bdξP ((λ + ν)/b).
(3.8.6)
Cela donne l’e´galite´ cherche´e. Au passage, on obtient aussi la convergence sur l’ouvert de´fini par
ℜ(〈λ,̟∨α〉) > −1 pour α ∈ ∆
P
0 et ℜ(〈λ, α
∨〉) > 0 pour α ∈ ∆P . 
Dans l’e´nonce´ suivant, on utilise la de´finition (2.17.4) de la remarque 2.17.3.
Proposition 3.8.2. — La se´rie qui de´finit IξD(X,λ) est absolument convergente sur l’ouvert de´fini
par ℜ(〈λ,̟∨α〉) > −1 pour tout α ∈ ∆0. Sur cet ouvert, elle est e´gale a`
vol(GL(d, F )\GL(d,A)0) · qdeg(D) dim(OX)/2 · cG,dξP0 (ψ, λ).
De´monstration. —D’un point de vue formel, l’e´galite´ cherche´e est une conse´quence de la propo-
sition 3.8.1 et des de´finitions (2.17.1) et (2.17.4). D’apre`s la proposition 3.8.1, la se´rie IξD(X,λ) est
au moins absolument convergente sur l’ouvert de´fini par ℜ(〈λ, α∨〉) > 0 pour tout α ∈ ∆0. D’apre`s
le the´ore`me 2.17.2, la fonction cG,dξP0 (ψ, λ) est holomorphe sur l’ouvert de´fini par ℜ(〈λ,̟
∨
α〉) > −1
pour tout α ∈ ∆0. La proposition en re´sulte. 
3.9. La se´rie Ie,ξD (X,λ).— Pour tout e ∈ Z, on introduit la variante suivante de la se´rie I
ξ
D(X,λ)
du §3.7
Ie,ξD (X,λ) =
∑
H∈HG0 (M0(A)
e)
[ ∑
P∈F(P0)
(−1)dim(a
G
P )τˆP (H − ξ)Iˆ
P
D,X(H)
]
q−〈dλ,H〉.
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On a le corollaire suivant de la proposition 3.8.2.
Corollaire 3.9.1. — La se´rie qui de´finit Ie,ξD (X,λ) a les meˆmes proprie´te´s de convergence que la
se´rie IξD(X,λ). De plus, sur son ouvert de convergence, elle est e´gale a`
vol(GL(d, F )\GL(d,A)0) · qdeg(D) dim(OX)/2 ·
1
r
r−1∑
k=0
exp(−2πike/r)cG,dξP0 (ψ, λ+ kγ)
pour tout γ ∈ 2πir log qZ(∆0) qui ve´rifie la relation (3.3.3) du lemme 3.3.1.
De´monstration. — Pour tout γ comme ci-dessus, la relation (3.3.3) implique qu’on a
Ie,ξD (X,λ) =
1
r
r−1∑
k=0
exp(−2πike/r)IξD(X,λ+ kγ).
Le corollaire est alors une conse´quence imme´diate de la proposition 3.8.2. 
3.10. Calcul de la moyenne des se´ries. — La construction de la se´rie IξD(X,λ) de´pend du
choix de P0 ∈ P(M0) et de X . Tout autre parabolique P
′
0 ∈ P(M0) est de la forme w · P0 pour
un unique e´le´ment de W0, le groupe de Weyl de M0 (cf. § 3.3). Soit I
ξ
D(λ, P
′
0) la se´rie pre´ce´dente
construite pour les donne´es (w · P0, w ·X). On observe que pour tout w ∈W0, on a
IξD(λ, P
′
0) = I
w·ξ
D (X,w · λ).
On de´finit alors la moyenne de ces se´ries sur P(M0) :
Sξ(λ) =
1
|P(M0)|
∑
P∈P(M0)
IξD(λ, P ).
Pour tout e ∈ Z, on de´finit de meˆme Ie,ξ(λ, P ) pour P ∈ P(M0) et Se,ξ(λ). On a d’ailleurs
(3.10.1) Se,ξ(λ) =
1
r
r−1∑
k=0
exp(−2πike/r)Sξ(λ+ kγ)
pour tout γ ∈ 2πir log qZ(∆0) qui ve´rifie la relation (3.3.3) du lemme 3.3.1.
Pour formuler nos re´sultats, il est commode d’introduire les notations suivantes :
– la fraction rationnelle en q−s
ϕ(s) = qd
2(gC−1)qsd deg(D)ζ(s+ 1)ζ(s+ 2) . . . ζ(s+ d) ;
– la famille (ϕP )P∈P(M0)
ϕP (λ) =
∏
α∈∆P
ϕ(〈λ,̟∨α〉).
Proposition 3.10.1. — Pour tout ξ ∈ aP0,R, la se´rie S
ξ(λ) est convergente et holomorphe sur un
voisinage de ia∗M0,R. Si, de plus, ξ est en position ge´ne´rale, la somme de cette se´rie ne de´pend pas
de ξ ∈ aP0,R et, sur ce voisinage de convergence, elle est e´gale a`
vol(GL(d, F )\GL(d,A)0) · qdeg(D)·dim(OX )/2 ·
1
|P(M0)|
∑
P∈P(M0)
ϕP (λ).
De´monstration. — La proposition 3.8.2 donne la convergence de Sξ(λ) ainsi que l’expression
suivante pour sa somme prive´e de facteurs e´vidents,∑
P∈P(M0)
cG,dξP (ψP , λ)
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ou` l’on de´finit la (G,M0)-cofamille (ψP )P∈P(M0) par
ψP (λ) =
∏
α∈∆P
Z˜d,D(〈̟
∨
α , λ〉).
Supposons, de plus, ξ en position ge´ne´rale. Le the´ore`me 2.19.1 implique que l’expression
pre´ce´dente est e´gale a` ∑
P∈P(M0)
ϑˆGP (λ)ψP (λ)
Le re´sultat vient alors de l’e´galite´ suivante ϑˆGP (λ)ψP (λ) = ϕP (λ). 
The´ore`me 3.10.2. — Prenons ξ = 0 et supposons que le degre´ e ∈ Z soit premier a` l’entier r
(rappelons que r est le rang du centre de M0). Alors la valeur en λ = 0 de la se´rie I
e,0
D (X,λ) est
e´gale a` la valeur en λ = 0 de l’expression holomorphe dans un voisinage de ia∗M0,R
vol(GL(d, F )\GL(d,A)0) · qdeg(D)·dim(OX)/2 ·
1
r|P(M0)|
r−1∑
k=0
∑
P∈P(M0)
exp(−2πike/r)ϕP (λ+ kγ)
pour tout γ ∈ 2πir log qZ(∆0) qui ve´rifie la relation (3.3.3) du lemme 3.3.1. De plus, cette valeur ne
de´pend pas de l’entier e premier a` r.
De´monstration. — L’hypothe`se que le degre´ de e soit premier a` r entraˆıne que pour tout
H ∈ H0(M0(A)e) et tout ̟ ∈ ∆ˆP0 , on a 〈̟,H〉 6= 0. Dans le cas contraire, le poids ̟ de´termine
un sous-groupe parabolique maximal P ∈ F(P ) par la condition ∆ˆ = {̟}. Il existe 1 6 r′ < r tel
que P soit le stabilisateur du sous-espace V1⊕ . . .⊕Vr′ (avec les notations du §3.2). La dimension
de ce sous-espace est r′d. Pour tout H ∈ H0(M0(A)e), il existe un entier e′ ∈ Z tel qu’on ait
〈̟,H〉 = e′ −
r′d
n
e = e′ −
r′
r
e
ou` n = rd est le rang de G. Donc l’e´galite´ 〈̟,H〉 = 0 entraˆıne re′ = r′e et donc r divise r′ ce qui
contredit 1 6 r′ < r.
Il s’ensuit que pour P ∈ F(P0), tout H ∈ H0(M0(A)e), tout w ∈W0 et tout e´le´ment ξ ∈ aM0,R
assez proche de 0 on a
τˆP (H) = τˆP (H − w · ξ).
Prenons alors ξ proche de 0 pour que vaille l’e´galite´ pre´ce´dente. On en de´duit que pour un tel ξ
on a Ie,0D (X,λ) = I
e,ξ
D (X,λ). On a meˆme pour tous P ∈ P(M0) et w ∈W0 tels que P = w · P0
Ie,0D (λ, P ) = I
e,0
D (X,w · λ) = I
e,σ(ξ)
D (X,w · λ) = I
e,ξ
D (λ, P ).
Il s’ensuit que les valeurs en λ = 0 de Ie,0D (X,λ) et S
e,ξ(λ) sont e´gales. Comme on peut supposer
de plus ξ en position ge´ne´rale, le the´ore`me se re´duit a` une simple combinaison de l’e´galite´ (3.10.1)
et de la proposition 3.10.1. 
Remarque 3.10.3. — Bien que nous ne l’ayons pas ve´rifie´, nous nous attendons a` ce que la
valeur de la se´rie Ie,0D (X,λ) en λ = 0 soit inde´pendante de l’entier e premier a` r. Du moins, elle
ne de´pend que de la re´duction de e modulo r. Lorsque r est premier, on peut esquisser une preuve
de cette inde´pendance. Avec les notations ci-dessus, il s’agit de ve´rifier que la limite pour λ → 0
de la somme suivante est inde´pendante de e premier a` r :
r−1∑
k=0
∑
w∈W0
exp(−2πike/r)
∏
α∈∆0
ϕ(〈w · (λ+ kγ), ̟∨α〉).
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Il est commode de prendre γ de´fini par (3.3.2). Avec les notations du § 3.3, et en tenant compte
de la relation (3.3.1), on voit que l’expression pre´ce´dente se re´e´crit
r−1∑
k=0
∑
w∈W0
exp(−2πike/r)
r−1∏
j=1
ϕ(〈w · λ,̟∨j 〉+
2πikj
r log q
).
La contribution de k = 0 s’e´crit ∑
w∈W0
r−1∏
j=1
ϕ(〈w · λ,̟∨j 〉).
qui a une limite en λ = 0, e´videmment inde´pendante de e. La contribution de k 6= 0 a aussi une
limite en λ = 0 qui est a` un coefficient |W0| pre`s
r−1∑
k=1
exp(−2πike/r)
r−1∏
j=1
ϕ(
2πikj
r log q
) =
r−1∏
j=1
ϕ(
2πij
r log q
)
r−1∑
k=1
exp(−2πike/r)
= −
r−1∏
j=1
ϕ(
2πij
r log q
)
et qui est donc inde´pendante de e premier au nombre premier r.
4 Induction de Lusztig-Spaltenstein
4.1. Dans cette section, on rassemble quelques re´sultats utiles sur l’induction de Lusztig-Spaltenstein
(cf. [11]). Le groupe G est le groupe GL(n) sur un corps quelconque. Les autres notations sont
celles utilise´es dans les sections 2 et 3.
4.2. Induite de Lusztig-Spaltenstein.—Soit P ⊂ G un sous-groupe parabolique et P =MNP
sa de´composition de Levi standard. Soit X ∈ p et OP la P -orbite de X . La varie´te´ OP ⊕ nP est
irre´ductible et est forme´e d’e´le´ments nilpotents de g. Comme il n’y a qu’un nombre fini de G-classes
de conjugaison nilpotentes dans g, il existe une unique orbite nilpotente O telle que l’intersection
O ∩ (OP ⊕ nP )
soit un ouvert dense de OP ⊕ nP . Cette intersection est une unique classe de P -conjugaison. On
pose alors
IGP (X) = O.
On dit que O est l’induite de X de P a` G. Elle ne de´pend par construction que de la P -orbite
de X . On voit aussi qu’elle ne de´pend que de P/MP -orbite de la projection de X sur p/nP . En
particulier, si OM est une M -orbite nilpotente dans m, l’induite IGP (X) ne de´pend pas du choix
du repre´sentant X ∈ OM . Aussi on la note
IGP (O
M ).
4.3. Transitivite´. — Soit P1 ⊂ P2 ⊂ G des sous-groupes paraboliques et X ∈ p1(F ). On de´finit
une M2-orbite nilpotente dans m2 par
IP2P1 (X) = I
M2
P1∩M2
(X2)
ou` X = X2 + U avec X2 ∈ m2 ∩ p1 et U ∈ n2.
Lemme 4.3.1. — Pour tout Y ∈ IP2P1 (X), on a
IGP2(Y ) = I
G
P1(X).
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De´monstration. — E´crivons X = X1 + U + V avec X1 ∈ m1, U ∈ n1 ∩ m2 et V ∈ n2. Soit
OP1(X), OM1(X1) et OP1∩M2(X1 + U) les orbites respectivement de X sous P1, X1 sous M1
et X1 + U sous P1 ∩ M2. On a OP1 (X) ⊕ n1 = OM1 (X1) ⊕ n1. Soit O = IGP1(X). On a donc
O ∩ (OM1 (X1) ⊕ n1) est un ouvert dense de OM1(X1) ⊕ n1. Soit O′ = I
P2
P1
(X). Comme on a
OP1∩M2(X1+U)⊕ (n1 ∩m2) = OM1(X1)⊕ (n1 ∩m2), on en de´duit que O′∩ [OM1 (X1)⊕ (n1 ∩m2)]
est un ouvert dense de OM1(X1)⊕ (n1 ∩m2). Ainsi
[O′ ∩ [OM1(X1)⊕ (n1 ∩m2)]]⊕ n2
est un ouvert dense de OM1(X1)⊕ n1. Par conse´quent,
O ∩ [[O′ ∩ [OM1(X1)⊕ (n1 ∩m2)]]⊕ n2]
est aussi un ouvert dense de OM1(X1)⊕ n1. Donc O∩ (O′⊕ n2) est non vide et c’est un ouvert de
O′ ⊕ n2 vu qu’on a O′ ⊕ n2 ⊂ OM1(X1)⊕ n1. D’ou` le re´sultat. 
4.4. Croissance de l’induite selon les sous-groupes paraboliques.—On noteO l’adhe´rence
d’une orbite nilpotente O.
Lemme 4.4.1. — Soit P1 ⊂ P2 des sous-groupes paraboliques de G. On a alors pour tout X ∈
p1(F )
IGP2 (X) ⊂ I
G
P1
(X).
De´monstration. — Soit O1(X) l’orbite de X sous P1. Soit Y ∈ IGP2 (X). Quitte a` conjuguer Y ,
on peut supposer qu’on a Y ∈ X + n2. Mais on a
X + n2 ⊂ X + n1 ⊂ O
1(X)⊕ n1 ⊂ IGP1(X),
d’ou` le re´sultat. 
Lemme 4.4.2. — Soit X ∈ p1(F ) et P1 ⊂ P2 des sous-groupes paraboliques de G tels que
IGP1(X) = I
G
P2
(X). Alors pour tout sous-groupe parabolique Q tel que P1 ⊂ Q ⊂ P2, on a
IGQ (X) = I
G
P1(X) = I
G
P2(X).
De´monstration. — D’apre`s le lemme 4.4.1, on a
IGQ (X) ⊂ I
G
P1
(X).
Si on n’a pas l’e´galite´ dans cette inclusion, IGQ (X) se trouve dans un ferme´ propre de I
G
P1
(X) et
on a
IGQ (X) ( I
G
P1
(X).
Mais alors par une nouvelle application du lemme 4.4.1, il vient
IGP2 (X) ⊂ I
G
Q (X) ( I
G
P1
(X)
ce qui contredit l’e´galite´ IGP1 (X) = I
G
P2
(X). 
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5 Quelques re´sultats auxiliaires
5.1. Transforme´e de Fourier et formule sommatoire de Poisson. — Les notations sont
celles de la section 3. Soit ψ0 : Fq → C× un caracte`re additif non trivial. Soit ωC une forme
diffe´rentielle non nulle sur la courbe C. Pour toute place c de C, on associe a` ωC et a` ψ0 un
caracte`re additif ψ du corps Fc comple´te´ de F en c par
ψ(x) = ψ0(tracekc/Fq (Res(x · ωC))).
Cela de´termine un caracte`re additif, note´ encore ψ, du groupe A des ade`les de F qui est trivial
sur F .
Soit n et n¯ des espaces vectoriels sur Fq en dualite´ via un accouplement parfait 〈·, ·〉. Les groupes
n(A) et n¯(A) sont munis des mesures de Haar qui donnent le volume 1 a` n(F )\n(A) et n¯(F )\n¯(A).
Pour toute fonction f ∈ C∞c (n(A)) (c’est-a`-dire localement constante et a` support compact), on
de´finit une fonction fˆ ∈ C∞c (n¯(A)) par
fˆ(Y ) =
∫
n(A)
f(X)ψ(〈X,Y 〉) dX
La formule sommatoire de Poisson est alors l’e´galite´∑
X∈n(F )
f(X) =
∑
Y ∈n¯(F )
fˆ(Y ).
Soit ΩC le diviseur de ωC . On a deg(ΩC) = 2gC − 2. Pour tout diviseur D sur C, on dispose
de la fonction 1D ∈ C∞c (n(A)) qui est la fonction caracte´ristique de ̟Dn(O). On a la formule
suivante
(5.1.1) 1ˆD = q
dim(n)(1−gC+deg(D))1ΩC−D.
Lemme 5.1.1. — Dans le cas n = Fq, il existe une constante c > 1 telle que pour a ∈ A× et tout
diviseur D, on ait ∑
X∈F
1D(a
−1X) 6 c sup(qdeg(D)−deg(a), 1)
De´monstration. — On a deg(̟D) = − deg(D). En remplac¸ant a par ̟Da, on voit qu’il suffit
de traiter le cas D = 0. Soit 1 la fonction caracte´ristique de O. Si deg(a) > 0, on a 1(a−1X) = 1
si et seulement si pour X = 0. Supposons ensuite deg(a) < 2 − 2gC . Par la formule sommatoire
de Poisson, on a ∑
X∈F
1(a−1X) = q1−gC−deg(a)
∑
X∈F
1ΩC (aX)
et seul X = 0 intervient non trivialement dans le membre de droite. On a donc dans ce cas∑
X∈F
1(a−1X) = q1−gC−deg(a).
Il reste a` majorer notre expression pour 2−2gC 6 deg(a) 6 0 par une constante c > 1. L’existence
d’un tel c re´sulte de la compacite´ de l’ensemble
{a ∈ F\A | 2− 2gC 6 deg(a) 6 0}.

5.2. The´orie de la re´duction et fonctions d’Arthur. — On utilise les notations des sections
2 et 3. Le groupe G est le groupe GL(n) sur le corps fini Fq, muni de B ⊂ G son sous-groupe
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de Borel standard et T0 ⊂ B son sous-tore maximal standard. On re´serve la lettre T pour un
parame`tre de troncature ; c’est pour cela que le sous-tore maximal de G se retrouve affuble´ d’un
indice 0. On omet souvent les indices T0 et B pour les constructions associe´es a` T0 et B. Par
exemple, on note ∆ = ∆B (c’est l’ensemble des racines simples de T0 dans B).
Soit η ∈ A× un ide`le de degre´ 1. L’application
(5.2.1)
X∗(T0) → T0(A)
λ 7→ λ(η)−1
induit une bijection du groupe X∗(T0) des cocaracte`res de T0 sur un sous-groupe discret note´ A
de T0(A). On observera que si a = λ(η)
−1, l’accouplement canonique entre la cocaracte`re λ et un
caracte`re α ∈ X∗(T0) vaut 〈α, λ〉 = 〈α,HB(a)〉.
Soit T1 ∈ aR tel que pour tout α ∈ ∆, on a α(T1) < −2gC . Soit
AG(T1)
l’image dans A de l’ensemble
{λ ∈ X∗(T0) | ∀α ∈ ∆ 〈α, λ− T1〉 > 0}.
On a alors l’e´galite´ (on renvoie le lecteur a` [8] pour une re´fe´rence).
G(A) = G(F ) · B(A)0 · AG(T1) ·G(O).
ou`
B(A)0 = B(A) ∩Ker(HB).
Comme B(F )\B(A)0 est compact, il est loisible de fixer ΩB une partie compacte de B(A)0 telle
que
G(A) = G(F ) · ΩB · A
G(T1) ·G(O).
Soit T ∈ a+B et A
G(T1, T ) l’image dans A de l’ensemble
{λ ∈ X∗(T0) | ∀α ∈ ∆ 〈α, λ − T1〉 > 0 et ∀̟ ∈ ∆ˆ 〈̟,λ− T 〉 6 0}.
Soit
FG(·, T )
la fonction caracte´ristique de l’ensemble G(F )·ΩB ·AG(T1, T )·G(O). La fonction FG est invariante
a` gauche par G(F ). Pour tout e ∈ Z, l’ensemble
{g ∈ G(F )\G(A)e | F (g, T ) = 1}
est compact.
La meˆme construction vaut pour tout sous-groupe de Levi M de G. La fonction FM (·, T ) sur
M(A) est la fonction caracte´ristique de M(F )ΩMB A
M (T1, T )M(O) pour Ω
M
B un certain compact
de B(A)0 ∩M(A). Il est loisible de supposer qu’on a ΩMB = ΩB ∩M(A). Pour tout sous-groupe
parabolique standard P , soit FP (·, T ) la fonction sur NP (A)MP (F )\G(A)/G(O) qui co¨ıncide sur
MP (F )\MP (A)/MP (O) avec FMP (·, T ), l’existence et l’unicite´ de FP re´sulte de la de´composition
d’Iwasawa.
Pour tout T ∈ a+B, on a (pour une preuve, cf., par exemple, la proposition 10.3.12 de [10])
(5.2.2)
∑
P∈F(B)
∑
δ∈P (F )\G(F )
FP (δg, T )τP (HP (δg)− T ) = 1.
On a note´ HP est la compose´e de HB avec la projection sur aB.
Pour tout T ∈ a+B, on a
FG(g, T ) =
∑
P∈F(B)
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HP (δg)− T ).
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Cet e´nonce´ est une version du lemme 2.1 de [3] pour les corps de fonctions ; il se de´montre comme
loc. cit., le point clef e´tant joue´e dans notre situation par l’e´galite´ (5.2.2).
Soit P1 ⊂ P2 des sous-groupes paraboliques standard de G. Pour tout H ∈ aT0,R soit
σP2P1 (H) =
∑
P2⊂P⊂G
(−1)dim(a
P
P2
)τPP1(H)τˆP (H).
Pour tout g ∈ G(A) et T ∈ a+B soit
χP1,P2T (g) = F
P1(g, T )σP2P1 (HP1 (g)− T ).
Cette fonction est invariante a` gauche par NP1(A)MP1(F ) et a` droite par G(O). On va en donner
une description alternative. Pour tout T ∈ a+B, soit A
P1,P2(T1, T ) ⊂ A l’ensemble des a = λ(η
−1) ∈
A pour λ ∈ X∗(T0) qui ve´rifie les cinq conditions suivantes
1. ∀α ∈ ∆M1 〈α, λ − T1〉 > 0 ;
2. ∀̟ ∈ ∆ˆM1 〈̟,λ− T 〉 6 0 ;
3. ∀α ∈ ∆M2M1 〈α, λ − T 〉 > 0 ;
4. ∀α ∈ ∆M1 −∆
M2
M1
〈α, λ− T 〉 6 0
5. ∀̟ ∈ ∆ˆM2 〈̟,λ− T 〉 > 0.
Remarques 5.2.1. —
– En vertu des conditions 1 et 2, on a AP1,P2(T1, T ) ⊂ AM1(T1, T ) ;
– Si P1 = P2 = G, les conditions 3 a` 5 sont vides et on a A
G,G(T1, T ) = A
G(T1, T ) ;
– Si P1 = P2 6= G, la condition 3 est vide mais les conditions 4 et 5 sont incompatibles : on a
alors AP1,P2(T1, T ) = ∅.
– Si T ∈ a+B, on a A
P1,P2(T1, T ) ⊂ AM2(T1) (cela re´sulte du lemme ci-dessous).
Lemme 5.2.2. — Soit P un sous-groupe parabolique de G. Soit T ∈ a+B et X ∈ aB,R qui ve´rifient
1. ∀̟ ∈ ∆ˆP 〈̟,X − T 〉 6 0 ;
2. ∀α ∈ ∆P 〈α,X − T 〉 > 0 ;
Alors pour tout α ∈ ∆G −∆P , on a 〈α,X − T 〉 > 0.
De´monstration. — Soit p la projection de aB sur aP . Soit ∆ˆ
P = {̟α | α ∈ ∆P } la base de
aP,∗B duale de (α
∨)α∈∆P . On a pour tout X ∈ aB,R
X =
∑
α∈∆P
〈̟α, X〉α
∨ + p(X).
Pour tout β ∈ ∆G −∆P , la projection βP de β sur a∗P appartient a` ∆P et
〈β,X〉 =
∑
α∈∆P
〈̟α, X〉〈β, α
∨〉+ 〈βP , X〉.
Or 〈β, α∨〉 6 0. Donc si X ve´rifie les conditions 1 et 2, on a
〈β,X〉 >
∑
α∈∆P
〈̟α, T 〉〈β, α
∨〉+ 〈βP , T 〉 = 〈β, T 〉
d’ou` le re´sultat. 
Lemme 5.2.3. —(Arthur) La fonction
m ∈M1(A) 7→ χ
P1,P2
T (m)
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est la fonction caracte´ristique de M1(F ) · Ω
M1
B ·A
P1,P2(T1, T ) ·M1(O).
Remarque 5.2.4. — Si P1 = P2 6= G la fonction χ
P1,P1
T est identiquement nulle (cf. remarque
5.2.1).
De´monstration. — Il suffit de combiner [1] lemme 6.1 avec la description de la fonction FP1 .

La fonction χP1,P2T va intervenir via le lemme suivant.
Lemme 5.2.5. —(Arthur) Pour tout sous-groupe parabolique standard P de G, soit KP une
fonction sur P (F )\G(A). On a l’e´galite´ entre∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HP (δg)− T )K
P (δg)
et ∑
B⊂P1⊂P2⊂G
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)K
P1,P2(δg)
ou`
– l’on pose
(5.2.3) KP1,P2(g) =
∑
P1⊂P⊂P2
(−1)dim(a
G
P )KP (g)
– dans la somme ci-dessus les termes correspondant a` P1 = P2 sont nuls sauf si P1 = P2 = G
auquel cas on obtient
FG(g, T )KG(g).
De´monstration. — Elle repose sur les arguments formels utilise´s pp. 41-43 dans [5]. 
5.3. Une majoration de sommes rationnelles.— Soit α ∈ ∆ et Q le sous-groupe parabolique
standard maximal de G de´fini par la condition
∆−∆Q = {α}.
Soit ΣQ l’ensemble des racines de T0 dans nQ. On a une de´composition en espace poids
nQ = ⊕α∈ΣQnα.
Pour tout Φ ⊂ ΣQ, on pose
nΦ = ⊕α∈Φnα.
Tout e´le´ment U ∈ nΦ s’e´crit U =
∑
α∈Φ Uα selon cette de´composition. Pour tout polynoˆme
g ∈ Fq[nΦ] et tout α ∈ Φ, on note degα(g) le degre´ de g(U) en la variable Uα. On note V((gi)i∈I)
le ferme´ de nΦ de´fini par une famille de polynoˆmes (gi)i∈I .
Proposition 5.3.1. — Soit d un entier. Pour tout diviseur D sur C, il existe une constante c > 0
telle que pour toute partie non vide Φ ⊂ ΣQ, tout a ∈ AG(T1) et toute famille de polynoˆmes non
tous nuls (gi)i∈I de Fq[nΦ] qui ve´rifie
∀i ∈ I, ∀β ∈ Φ, degβ(gi) 6 d
on a l’ine´galite´ ∏
β∈Φ
q−〈β,HB(a)〉
∑
U∈nΦ(F )∩V((gi)i∈I)
1D(a
−1Ua) 6 c · q−〈α,HB(a)〉.
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De´monstration. — On va raisonner par re´currence sur le cardinal de Φ. Le cas d’un singleton
Φ = {β} amorce la re´currence. Dans ce cas, le nombre de ze´ros d’un polynoˆme gi non nul ne peut
pas exce´der d et on a donc
q−〈β,HB(a)〉
∑
U∈nΦ(F )∩V((gi)i∈I )
1D(a
−1Ua) 6 dq−〈β,HB(a)〉.
Il existe ∆′ ⊂ ∆ − {α} tel que β = α +
∑
γ∈∆′ γ. La majoration −〈γ,HB(a)〉 < −〈γ, T1〉 pour
a ∈ AG(T1) et γ ∈ ∆′ donne le re´sultat.
Supposons de´sormais Φ = Φ′
∐
{β} et |Φ′| > 1. Tout U ∈ nΦ s’e´crit U = U ′ + Uβ selon la
de´composition nΦ = nΦ′ ⊕ nβ . Soit I ′ = I × {0, 1, . . . , d}. On obtient une famille de polynoˆmes
(g′i)i∈I′ de Fq[nΦ′ ] non tous nuls en e´crivant pour tout i ∈ I
gi(U) =
d∑
k=0
g′i,k(U
′)Ukβ .
Pour alle´ger les notations, on introduit V = V((gi)i∈I) et V ′ = V((g′i)i∈I′). Soit V
0 l’ouvert de V
forme´ des U dont la projection U ′ n’appartient pas au ferme´ V ′ de nΦ′ . On a donc une re´union
disjointe
V = (V ′ ⊕ nβ) ∪ V
0.
Pour conclure, il suffit de prouver que les contributions suivantes satisfont toutes deux la majora-
tion cherche´e
(5.3.1)
∏
γ∈Φ′
q−〈γ,HB(a)〉
∑
U ′∈nΦ′ (F )∩V
′
1D(a
−1U ′a)× q−〈β,HB(a)〉
∑
Uβ∈nβ(F )
1D(a
−1Uβa)
et
(5.3.2)
∏
γ∈Φ
q−〈γ,HB(a)〉
∑
U∈nΦ(F )∩V0
1D(a
−1Ua).
Pour majorer (5.3.1), on utilise d’une part l’hypothe`se de re´currence applique´ au facteur attache´
a` Φ′ et d’autre part que l’expression q−〈β,HB(a)〉
∑
Uβ∈nβ(F )
1D(a
−1Uβa) est borne´e pour a ∈
AG(T1) (cela re´sulte imme´diatement du lemme 5.1.1).
Pour majorer (5.3.2), on commence par re´e´crire cette expression sous la forme
∏
γ∈Φ′
q−〈γ,HB(a)〉
∑
U ′∈nΦ′ (F ),U
′ /∈V′
1D(a
−1U ′a)× q−〈β,HB(a)〉
∑
Uβ∈nβ(F ),U ′+Uβ∈V
1D(a
−1Uβa).
En utilisant le cas du singleton {β} et de la famille de polynoˆmes (gi(U ′ + ·))i∈I (non tous nuls
puisque U ′ /∈ V ′), on a la majoration
q−〈β,HB(a)〉
∑
Uβ∈nβ(F ),U ′+Uβ∈V
1D(a
−1Uβa) 6 d · q
−〈α,HB(a)〉.
Il reste donc a` borner ∏
γ∈Φ′
q−〈γ,HB(a)〉
∑
U ′∈nΦ′(F ),U
′ /∈V′
1D(a
−1U ′a).
On majore trivialement cette expression par∏
γ∈Φ′
q−〈γ,HB(a)〉
∑
U ′∈nΦ′(F )
1D(a
−1U ′a).
41
qui est encore le produit sur γ ∈ Φ′ de
q−〈γ,HB(a)〉
∑
Uγ∈nγ(F )
1D(a
−1Uγa).
Cette expression est bien borne´e pour a ∈ AG(T1) (cf. lemme 5.1.1). 
6 Asymptotique d’inte´grales nilpotentes tronque´es
6.1. Les notations sont celles en vigueur a` la section 5.
6.2. Soit NG le coˆne nilpotent de g(F ). Soit (NG) l’ensemble (fini) des orbites de G(F ) dans
NG. Pour toute orbite nilpotente O ∈ (NG) et tout sous-groupe parabolique standard P de G,
on introduit la fonction suivante de la variable g ∈MP (F )NP (A)\G(A)/G(O)
KPD,O(g) =
∑
X∈NMP ,IGP (X)=O
∫
nP (A)
1D(g
−1(X + U)g) dU.
Il se peut que l’ensemble de sommation soit vide auquel cas on pose KPD,O(g) = 0. C’est le cas,
par exemple, si O est l’orbite nulle et P est un sous-groupe parabolique propre.
Pour tout g ∈ G(F )\G(A), on pose
(6.2.1) KGD,T,O(g) =
∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HB(δg)− T )K
P
D,O(δg).
On fixe une norme euclidienne ‖ · ‖ sur aB,R invariante par le groupe de Weyl de (G, T0). Voici
le principal re´sultat de cette section.
The´ore`me 6.2.1. — Soit e ∈ Z. Soit O ∈ (N ) et D un diviseur sur C. Il existe un point TD ∈ a
+
B,
des constantes ε > 0, ε′ > 0 et c > 0 telles que pour tout T ∈ TD + a
+
B qui ve´rifie pour tout α ∈ ∆
〈α, T 〉 > ε′‖T ‖,
on a ∫
G(F )\G(A)e
|FG(g, T )
∑
X∈O
1D(g
−1Xg)−KGD,T,O(g)| dg 6 c · q
−ε‖T‖.
Ce the´ore`me est une conse´quence imme´diate du lemme 5.2.5 et de la proposition 6.2.3 ci-
dessous.
Corollaire 6.2.2. — Les hypothe`ses sont celles du the´ore`me 6.2.1. Pour T ∈ aB, l’inte´grale∫
G(F )\G(A)e
KGD,T,O(g) dg
converge absolument.
De plus, la fonction
T ∈ X∗(T0) 7→
∫
G(F )\G(A)e
KGD,T,O(g) dg
est quasi-polynomiale au sens ou` il existe un ensemble fini
f ⊂
2πi
log(q)
X∗(T0)⊗Z Q
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et pour tout ν ∈ f un polynoˆme pν sur aB tels que cette fonction co¨ıncide sur X∗(T0) avec
T 7→
∑
ν∈f
pν(T )q
〈ν,T 〉.
De´monstration. — Elle repose sur les me´thodes d’Arthur. Elle est d’ailleurs tre`s semblable aux
preuves du corollaire 5.1.2 et du the´ore`me 5.2.1 de [6]. D’apre`s Arthur (cf. [2] section 2), on a,
pour tout H et T dans aB
(6.2.2) τˆP (H − T ) =
∑
P⊂Q⊂G
(−1)dim(a
G
Q)τˆQP (H)Γ
′
Q(H,T )
ou` Γ′Q(H,T ) est la fonction Γ
G
Q(H, 0, T ) de´finie en (2.15.1) ; pour Q = G, la fonction Γ
′
G est
identiquement e´gale a` 1 . Il s’ensuit qu’on a
(6.2.3) KGD,T,O(g) =
∑
B⊂Q⊂G
∑
δ∈Q(F )\G(F )
Γ′Q(HQ(δg), T )K
Q
D,0,O(δg)
ou` l’on pose pour g ∈ G(A)
(6.2.4) KQD,0,O(g) =
∑
B⊂P⊂Q
(−1)dim(a
Q
P
)
∑
η∈P (F )\Q(F )
τˆQP (HB(ηg))K
P
D,O(ηg).
Pour Q = G, on retrouveKGD,T,O pour T = 0. Soit P ⊂ Q des sous-groupes paraboliques standard.
Soit SQ ⊂ (NMQ ) l’ensemble (fini) des orbites OQ ∈ (NMQ ) telles que IGQ (O
Q) = O. On a
successivement les e´galite´s pour tout m ∈MQ(A) et n ∈ NQ(A) (on note n
Q
P = mQ ∩ nP ) :
KPD,O(nm) =
∑
X∈NMP ,IGP (X)=O
∫
nP (A)
1D(m
−1n−1(X + U)nm) dU
=
∑
X∈NMP ,IG
P
(X)=O
∫
nP (A)
1D(m
−1(X + U)m) dU
=
∑
X∈NMP ,IG
P
(X)=O
∫
n
Q
P (A)
∫
nQ(A)
1D(m
−1(X + U + U ′)m) dU dU ′
= q〈2ρQ,HQ(m)〉qdim(NQ)(1−gC+deg(D)) ×∑
OQ∈SQ
∑
{X∈NMP |I
MQ
P∩MQ
(X)=OQ}
∫
n
Q
P
(A)
1D(m
−1(X + U)m) dU
= q〈2ρQ,HQ(m)〉qdim(NQ)(1−gC+deg(D))
∑
OQ∈SQ
K
P∩MQ
D,OQ
(m).
On en de´duit qu’on a
(6.2.5) KQD,0,O(nm) = q
〈2ρQ,HQ(m)〉qdim(NQ)(1−gC+deg(D))
∑
OQ∈SQ
K
MQ
D,0,OQ(m)
Nous allons faire une se´rie de manipulations formelles qui seront a posteriori justifie´es. Nous
avons d’apre`s (6.2.3) et par l’utilisation de la de´composition d’Iwasawa∫
G(F )\G(A)e
(
KGD,T,O(g)−K
G
D,0,O(g)
)
dg =
∑
B⊂Q(G
∫
Q(F )\G(A)e
Γ′Q(HQ(g), T )K
Q
D,0,O(g) dg
=
∑
B⊂Q(G
qdim(NQ) deg(D)
∑
OQ∈SQ
∫
MQ(F )\MQ(A)∩G(A)e
Γ′Q(HQ(m), T )K
MQ
D,0,OQ(m) dm
=
∑
B⊂Q(G
qdim(NQ) deg(D)
∑
OQ∈SQ
∑
H∈HQ(MQ(A)∩G(A)e)
Γ′Q(H,T )
∫
MQ(F )\MQ(A)H
K
MQ
D,0,OQ
(m) dm
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ou`, dans la dernie`re ligne, MQ(A)
H est l’ensemble des m ∈ MQ(A) tels que HQ(m) = H . Pour
Q ( G, le sous-groupe de LeviMQ est un produit de facteurs line´aires, chacun de rang strictement
plus petit que celui de G. Les fonctions K
MQ
D,0,OQ et leurs inte´grales sont aussi des produits indexe´s
par ces facteurs. En raisonnant par re´currence sur le rang, on peut donc supposer que les inte´grales∫
MQ(F )\MQ(A)H
K
MQ
D,0,OQ
(m) dm sont absolument convergentes. Comme la fonction H 7→ Γ′Q(H,T )
est a` support fini sur HQ(MQ(A) ∩ G(A)e) (cf. lemme 2.15.1), cela justifie les manipulations
pre´ce´dentes et montre que l’inte´grale
∫
G(F )\G(A)eK
G
D,T,O(g) dg est absolument convergente pour
un T ∈ aB si et seulement elle l’est pour tout T ∈ aB. Puisque l’inte´grale∫
G(F )\G(A)e
FG(g, T )
∑
X∈O
1D(g
−1Xg) dg
est absolument absolument convergente (l’inte´grande est a` support compact), le the´ore`me 6.2.1
montre qu’il existe au moins un tel T .
La fonction m ∈ MQ(A) 7→ K
MQ
D,0,OQ
(m) est invariante sous l’action du centre ZQ(A) de
MQ(A). Il s’ensuit que l’application
H ∈ HQ(MQ(A) ∩G(A)
e) 7→
∫
MQ(F )\MQ(A)H
K
MQ
D,0,OQ
(m) dm
est invariante sous le sous-groupe HQ(ZQ(A) ∩G(A)
e). Finalement pour tout H ∈ HQ(MQ(A) ∩
G(A)e) la fonction
T 7→
∑
H′∈HQ(ZQ(A)∩G(A)e)
Γ′Q(H +H
′, T )
est quasi-polynomiale (cf. proposition 4.5.5 de [6]). Cela conclut.

Proposition 6.2.3. — Sous les hypothe`ses du the´ore`me 6.2.1, on a pour tous sous-groupes para-
boliques standard P1 ( P2 de G∫
G(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)|K
P1,P2
D,O (δg)| dg 6 c · q
−ε‖T‖.
ou` l’on pose
(6.2.6) KP1,P2D,O (g) =
∑
P1⊂P⊂P2
(−1)dim(a
G
P )KPD,O(g).
De´monstration. — Elle se trouve au §6.6 apre`s de longs pre´paratifs. 
6.3. Une premie`re majoration dans la preuve de la proposition 6.2.3. — Dans toute la
suite, on fixe une orbite nilpotente O ∈ (N ) et des sous-groupes paraboliques standard P1 ( P2
de G. Pour tout X ∈ p1(F ), on pose
(6.3.1) ξP1,P2O (X) =
∑
P1⊂P⊂P2,IGP (X)=O
(−1)dim(a
G
P ).
Cette expression est invariante par conjugaison par M1(F ) et ne de´pend que la projection de X
sur m1(F ).
Pour alle´ger les notations, on note P1 =M1N1 (au lieu de MP1NP1) la de´composition de Levi
standard du sous-groupe parabolique standard P1. Idem pour P2.
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Proposition 6.3.1. — Pour tout diviseur D, il existe un point TD ∈ a
+
B tel que pour tous T ∈
TD + a
+
B, n ∈ N1(A) et m ∈M1(A) tels que
χP1,P2T (m) 6= 0
on a
KP1,P2D,O (nm) = q
dim(n2)(1−gC+deg(D))+〈2ρ2,H2(m)〉
∑
X∈NM2∩p1(F )
1D(m
−1Xm)ξP1,P2O (X).
De´monstration. — C’est une conse´quence imme´diate du lemme 6.3.4 ci-dessous. 
Corollaire 6.3.2. — Pour tout diviseur D, il existe un point TD ∈ a
+
B tel que pour tout T ∈
TD + a
+
B on ait l’ine´galite´
∫
G(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)|K
P1,P2
D,O (δg)| dg 6 q
dim(N1)(gC−1)+dim(n2)(1−gC+deg(D))×
∫
M1(F )\M1(A)∩G(A)e
q−〈2ρ
2
1,H1(m)〉χP1,P2T (m)
∑
X∈NM2∩p1(F )
1D(m
−1Xm)|ξP1,P2O (X)| dm
De´monstration. — On a
∫
G(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)|K
P1,P2
D,O (δg)| dg =
∫
P1(F )\G(A)e
χP1,P2T (g)|K
P1,P2
D,O (g)| dg.
Par la de´composition d’Iwasawa, on obtient∫
N1(F )\N1(A)
∫
M1(F )\M1(A)∩G(A)e
∫
G(O)
q−〈2ρP1 ,HP1 (m)〉χP1,P2T (nmk)|K
P1,P2
D,O (nmk)| dk dmdn.
La fonction χP1,P2T est invariante a` gauche par N1(A) et a` droite par G(O). L’expression |K
P1,P2
D,O (·)|
est invariante a` droite par G(O). En tenant compte du volume vol(G(O)) = 1, on obtient∫
N1(F )\N1(A)
∫
M1(F )\M1(A)∩G(A)e
q−〈2ρP1 ,HP1 (m)〉χP1,P2T (m)|K
P1,P2
D,O (nm)| dmdn.
Pour terminer on utilise la formule vol(N1(F )\N1(A)) = qdim(N1)(gC−1) et l’expression donne´e par
la proposition 6.3.1 qu’on majore de manie`re e´vidente. 
Lemme 6.3.3. — Soit P un sous-groupe parabolique de G tel que P1 ⊂ P ⊂ P2. La fonction
g ∈ G(A) 7→ KPD,O(g) est invariante a` gauche par NP (A). De plus, pour tout u ∈MP (A) ∩N1(A)
et tout m ∈M1(A), on a
KPD,O(um) = q
dim(nP )(deg(D)+1−gC)+〈2ρP ,HP (m)〉
∑
X∈NMP ,IG
P
(X)=O
1D((um)
−1Xum).
De´monstration. — Soit n ∈ NP (A) et g ∈ G(A). On a
KPD,O(ng) =
∑
X∈NMP ,IG
P
(X)=O
∫
nP (A)
1D((ng)
−1(X + U)ng) dU.
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On effectue le changement de variable U ′ = n−1(X + U)n−X ce qui donne
KPD,O(ng) =
∑
X∈NMP ,IG
P
(X)=O
∫
nP (A)
1D(g
−1(X + U)g) dU
et qui prouve l’invariance cherche´e.
Soit u ∈MP (A)∩N1(A) etm ∈M1(A). A` l’aide du changement de variable U ′ = (um)−1Uum,
on obtient l’e´galite´
KPD,O(um) = q
〈2ρP ,HP (m)〉
∑
X∈NMP ,IGP (X)=O
∫
nP (A)
1D((um)
−1Xum+ U) dU.
Comme on a (um)−1Xum ∈ mP (A), l’expression 1D((um)−1Xum+U) est le produit de 1D((um)−1Xum)
par 1D(U). En utilisant l’e´galite´∫
nP (A)
1D(U) dU = q
dim(nP )(deg(D)+1−gC),
on obtient l’e´galite´ cherche´e. 
Lemme 6.3.4. — Soit P un sous-groupe parabolique de G tel que P1 ⊂ P ⊂ P2. Pour tout diviseur
D, il existe un point TD ∈ a
+
B tel que pour tous T ∈ TD + a
+
B, n ∈ N1(A) et m ∈M1(A) tels que
χP1,P2T (m) 6= 0
on ait
KPD,O(nm) = q
dim(n2)(deg(D)+1−gC)+〈2ρ2,HP2 (m)〉
∑
X∈NM2∩p1(F ),IGP (X)=O
1D(m
−1Xm).
De´monstration. — Par le lemme 6.3.3, on voit qu’il s’agit d’obtenir l’e´galite´ suivante
qdim(nP )(deg(D)+1−gC)+〈2ρP ,HP (m)〉
∑
X∈NMP ,IG
P
(X)=O
1D((nm)
−1Xnm) =
qdim(n2)(deg(D)+1−gC)+〈2ρ2,HP2 (m)〉
∑
X∈NM2∩p1(F ),IGP (X)=O
1D(m
−1Xm)
pour n ∈MP (A) ∩N1(A) et m ∈M1(A) tels que χ
P1,P2
T (m) 6= 0.
On va d’abord montrer que pour tout n ∈MP (A)∩N1(A) etm ∈M1(A) tel que χ
P1,P2
T (m) 6= 0,
on a
(6.3.2)
∑
X∈NMP ,IG
P
(X)=O
1D((nm)
−1Xnm) =
∑
X∈NMP ,IG
P
(X)=O
1D(m
−1Xm).
Le re´sultat est tautologique si P = P1. On suppose donc P1 ( P . Puisque χ
P1,P2
T (m) 6= 0, on a
m ∈M1(F ) · Ω
M1
B · A
P1,P2(T1, T ) ·M1(O). Quitte a` remplacer n par un conjugue´ sous M1(F ), on
peut supposer m ∈ ΩM1B ·A
P1,P2(T1, T ) ·M1(O). Les deux membres de (6.3.2) sont invariants par
translations a` droite de m par M1(O) et par translations a` gauche de n par MP (F ) ∩N1(F ). On
peut donc supposer m ∈ ΩM1B · A
P1,P2(T1, T ) et n dans un compact fixe´ C de MP (A) ∩ N1(A).
Pour tout a ∈ AP1,P2(T1, T ) et toute racine α de T0 dans MP ∩ N1, il existe Φ1 ⊂ ∆P1 et
ΦP1 6= ∅ ⊂ ∆
P −∆P1
〈α,HB(a)〉 >
∑
β∈Φ1
〈β, T1〉+
∑
β∈ΦP1
〈β, T 〉
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(ici on utilise le lemme 5.2.2). En prenant TD convenablement, il s’ensuit que si T ∈ TD + a
+
B,
alors pour tout a ∈ AP1,P2(T1, T ) on a
a−1(ΩM1B )
−1CΩM1B a ⊂MP (O) ∩N1(O)
et donc aussi m−1Cm ⊂MP (O) ∩N1(O). L’e´galite´ (6.3.2) s’ensuit.
Montrons ensuite que pour tout m ∈M1(A) tel que χ
P1,P2
T (m) 6= 0, on a
(6.3.3)
∑
X∈NMP ,IG
P
(X)=O
1D(m
−1Xm) =
∑
X∈NMP ∩p1(F ),IGP (X)=O
1D(m
−1Xm).
On peut supposer m ∈ ΩM1B ·A
P1,P2(T1, T ). Si l’e´galite´ (6.3.3) est en de´faut, il existe X ∈ mP (F )−
p1(F ) ∩m(F ) tel que 1D(m−1Xm) 6= 0. Il existe alors une racine α de T0 dans MP ∩N1 (ou` N1
est le radical unipotent ≪ oppose´ ≫a` N1) telle que la projection sur nα de m
−1Xm soit non nulle.
Si, de plus, α est minimale (pour l’ordre de´fini par B) on a ne´cessairement
− deg(〈α,HB(a)〉) 6 deg(D).
La` encore, on peut trouver TD pour que ce ne soit pas possible lorsque T ∈ TD + a
+
B. Cela prouve
(6.3.3).
Enfin, pour m ∈M1(A), l’expression∑
X∈NM2∩p1(F ),IGP (X)=O
1D(m
−1Xm)
est le produit de ∑
X∈NMP ∩p1(F ),IGP (X)=O
1D(m
−1Xm)
par
(6.3.4)
∑
Y ∈(nP∩m2)(F )
1D(m
−1Xm).
Pour conclure, il suffit de montrer que pour m ∈ M1(A) tel que χ
P1,P2
T (m) 6= 0, l’expression
(6.3.4) est e´gale a`
qdim(nP∩m2)(1−gC+deg(D))+〈2ρ
2
P ,HB(m)〉.
Cette e´galite´ se de´montre a` l’aide de la formule de Poisson et par des arguments semblables a` ceux
de´veloppe´s plus haut. 
6.4. Une deuxie`me majoration dans la preuve de la proposition 6.2.3. —
Pour tout sous-groupe parabolique Q ∈ FP1(B), soit
A1,2Q,e(T )
l’ensemble des a ∈ AP1,P2(T1, T ) ∩ AMQ(T1, 0) ∩G(A)e qui ve´rifient τ
P1
Q (HQ(a)) = 1.
Proposition 6.4.1. — Pour tout diviseur D, il existe
– un diviseur D′ sur C
– un point TD ∈ a
+
B
– pour tout Q ∈ FP1(B) une constante cQ > 0
tels que pour tout T ∈ TD + a
+
B, l’inte´grale
(6.4.1)
∫
M1(F )\M1(A)∩G(A)e
q−〈2ρ
2
1,H1(m)〉χP1,P2T (m)
∑
X∈NM2∩p1(F )
1D(m
−1Xm)|ξP1,P2O (X)| dm
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se majore par la somme sur Q ∈ FP1(B) et a ∈ A1,2Q,e(T ) de
cQ · q
−〈2ρ2Q,HQ(a)〉
∑
X∈NM2∩p1(F )
1D′(a
−1Xa)|ξP1,P2O (X)|.
De´monstration. — On rappelle que la somme∑
X∈NM2∩p1(F )
1D(m
−1Xm)|ξP1,P2O (X)|
est, comme fonction de m ∈ M1(A) invariante a` gauche par M1(F ). On inse`re dans l’inte´grale
(6.4.1)l’identite´ (5.2.2) pour le groupe G =M1 et le parame`tre T = 0. Par conse´quent, l’inte´grale
(6.4.1) est e´gale a` la somme sur Q ∈ FP1(B) de l’inte´grale sur m ∈ (Q ∩M1)(F )\M1(A) ∩G(A)e
de
q−〈2ρ
2
1,H1(m)〉FQ(m, 0)τP1Q (HQ(m))χ
P1,P2
T (m)
∑
X∈NM2∩p1(F )
1D(m
−1Xm)|ξP1,P2O (X)|.
Fixons un tel Q. Par la de´composition d’Iwasawa pour M1 et le choix de nos mesures, on obtient
l’inte´grale sur m ∈MQ(F )\MQ(A) ∩G(A)e et sur n ∈ (NQ ∩M1)(F )\(NQ ∩M1)(A) de
q−〈2ρ
2
Q,HQ(m)〉FMQ(m, 0)τP1Q (HQ(m))χ
P1,P2
T (nm)
∑
X∈NM2∩p1(F )
1D((nm)
−1Xnm)|ξP1,P2O (X)|.
On va majorer cette dernie`re expression. On peut supposer FMQ(m, 0) 6= 0. Il s’ensuit qu’on peut
supposer m ∈ Ω
MQ
B A
MQ(T1, 0) avec les notations de § 5.2. Comme (NQ ∩M1)(F )\(NQ ∩M1)(A)
est compact, on va supposer que n appartient a` un compact fixe´, note´ Ω1Q, de (NQ ∩M1)(A).
Pour a ∈ AMQ(T1, 0) tel que τ
P1
Q (HQ(a)) = 1, le lemme 5.2.2 montre qu’on a 〈α,HB(a)〉 > 0
pour α ∈ ∆P1 − ∆Q. Par ailleurs, pour α ∈ ∆Q, on a 〈α,HB(a)〉 > 〈α, T1〉. Il s’ensuit que
pour a ∈ AMQ(T1, 0) tel que τ
P1
Q (HQ(a)) = 1, l’ensemble a
−1Ω1QΩ
MQ
B a reste dans un compact
inde´pendant de a. Il existe donc un diviseur D′ tel que pour n ∈ Ω1Q, m ∈ Ω
MQ
B et a ∈ A
MQ(T1, 0)
on a
1D((nm)
−1Xnm) 6 1D′(a
−1Xa).
On a aussi HQ(ma) = HQ(a) et χ
P1,P2
T (nma) = σ
P2
P1
(HP1 (a) − T )F
P1(nma, T ). La condition
χP1,P2T (nma) 6= 0 implique qu’on a a ∈ A
P1,P2(T1, T ).
La proposition s’ensuit en prenant pour la constante cQ le produit des volumes de (NQ ∩
M1)(F )\(NQ ∩ M1)(A) et de MQ(F )\MQ(A)0 (l’exposant 0 signifie qu’on se limite au sous-
ensemble des m ∈MQ(A) qui ve´rifient HQ(m) = 0). 
6.5. Une troisie`me majoration. — Dans ce paragraphe, on fixe P ( G un sous-groupe
parabolique standard propre. Soit P =MN sa de´composition de Levi standard.
Proposition 6.5.1. — Soit O ∈ (NG) et D un diviseur sur C. Pour tout α ∈ ∆−∆P , il existe
une constante c > 0 telle que pour tout a ∈ AG(T1), on a
q−〈2ρP ,HP (a)〉
∑
X∈NG∩p(F )
1D(a
−1Xa)|ξP,GO (X)| 6 c · q
−〈α,HB(a)〉 ·
∑
X∈NM
1D(a
−1Xa).
Avant de donner la preuve de cette proposition, mentionnons le corollaire suivant. Les notations
sont celles des paragraphes pre´ce´dents.
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Corollaire 6.5.2. — Pour tout sous-groupe parabolique Q ∈ FP1(B), toute orbite nilpotente
O ∈ (NG) et tout diviseur D sur C, il existe des constantes c > 0 et r > 0 telles que pour tout
a ∈ AM2(T1) on ait la majoration suivante
(6.5.1) q−〈2ρ
2
Q,HQ(a)〉
∑
X∈NM2∩p1(F )
1D(a
−1Xa)|ξP1,P2O (X)| 6
(6.5.2) c · q−〈2ρ
1
Q,HQ(a)〉
∏
α∈∆2−∆1
q−r〈α,HB(a)〉 ·
∑
X∈NM1
1D(a
−1Xa).
De´monstration. —Observons qu’il suffit de majorer pour toute racine α ∈ ∆2−∆1 l’expression
(6.5.1) par
(6.5.3) c · q−〈2ρ
1
Q,HQ(a)〉q−〈α,HB(a)〉 ·
∑
X∈NM1
1D(a
−1Xa).
On obtient alors imme´diatement la majoration (6.5.2) pour r−1 = |∆2 − ∆1|. On obtient le
majorant (6.5.3) comme conse´quence d’une part du lemme 6.5.3 ci-dessous et d’autre part de la
proposition 6.5.1 applique´e au groupe G =M2. 
Lemme 6.5.3. — Soit S ⊂ (NM2) l’ensemble (e´ventuellement vide) forme´ des M2(F )-orbites des
e´le´ments Y ∈ m2(F ) tels que IGP2(Y ) = O. Pour tout X ∈ m2(F ) ∩ p1(F ) nilpotent, on a
ξP1,P2O (X) = (−1)
dim(aGP2 )
∑
O′∈S
ξP1∩M2,M2O′ (X).
De´monstration. — L’application P 7→ P ∩M2 induit une bijection entre l’ensemble des sous-
groupes paraboliques P de G tels que P1 ⊂ P ⊂ P2 et l’ensemble des sous-groupes paraboliques de
M2 compris entre P1 ∩M2 et M2. Soit P un tel sous-groupe parabolique de G et Y ∈ I
P2
P∩M2
(X).
D’apre`s le lemme 4.3.1, on a
IGP (X) = I
G
P2(Y )
Il s’ensuit que IGP (X) = O si et seulement si I
G
P2
(Y ) = O. Donc on a IGP (X) = O si et seulement
si IP2P∩M2 (X) ∈ S. L’e´galite´ cherche´e s’en de´duit.

De´monstration. — (de la proposition 6.5.1) Soit α ∈ ∆ − ∆P . Nous allons de´montrer la
proposition 6.5.1 par re´currence sur la dimension de l’orbite O. Le cas de l’orbite nulle (0) amorce
la re´currence car dans ce cas ξP,G(0) (X) = 0 sauf si X = 0 de sorte que l’expression a` majorer se
re´duit a` q−〈2ρP ,HP (a)〉 pour a ∈ AG(T1). En se rappelant que 2ρP est la somme des racines de T0
dans NP , on voit que la majoration est obtenue pour la constante c = q
−〈2ρP−α,T1〉.
Soit O l’adhe´rence de l’orbite O et
ξP,G
O
(X) =
∑
O′∈NG,O′⊂O
ξP,GO′ (X)
=
∑
R
(−1)dim(a
G
R)
ou` la somme est prise sur les sous-groupes paraboliques R de G qui ve´rifient
– P ⊂ R ⊂ G
– IGP (X) ⊂ O.
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En utilisant l’hypothe`se de re´currence, on voit qu’il suffit de majorer l’expression
(6.5.4) q−〈2ρP ,HP (a)〉
∑
X∈NG∩p(F )
1D(a
−1Xa)|ξP,G
O
(X)|.
On utilise ensuite le lemme d’annulation suivant.
Lemme 6.5.4. — Soit X ∈ NG∩p(F ). Supposons qu’il existe un sous-groupe parabolique maximal
de G qui contienne tous les e´le´ments minimaux pour l’inclusion de l’ensemble
(6.5.5) {R ∈ FG(P ) | IGP (X) ⊂ O}.
Alors on a
ξP,G
O
(X) = 0.
De´monstration. — On suppose l’ensemble (6.5.5) non vide sinon l’annulation cherche´e est
e´vidente. D’apre`s le lemme 4.4.1, si R appartient a` l’ensemble (6.5.5), il en est de meˆme de tout
sous-groupe parabolique qui le contient. Donc si {R1, . . . , Rn} de´signe l’ensemble des e´le´ments
minimaux de (6.5.5), celui-ci se de´crit comme l’ensemble des sous-groupes paraboliques de G qui
contiennent un des Ri. Par conse´quent, on a
ξP,G
O
(X) =
∑
{R|∃iRi⊂R}
(−1)dim(a
G
R).
Soit Q ⊂ G un sous-groupe parabolique maximal de G qui contient tous les Ri. Prouvons par
re´currence sur n que pour toute famille {R1, . . . , Rn} de sous-groupes paraboliques de G inclus
dans Q, on a ∑
{R|∃iRi⊂R}
(−1)dim(a
G
R) = 0.
Le re´sultat est bien connu si n = 1 et re´sulte de la bijection entre les sous-groupes paraboliques R
contenant R1 et l’ensemble des parties de ∆R1 . Si n > 1, on peut e´crire
∑
{R|∃iRi⊂R}
(−1)dim(a
G
R) =
∑
Rn⊂R
(−1)dim(a
G
R)+
∑
{R|∃i<nRi⊂R}
(−1)dim(a
G
R)−
∑
{R|∃i<1 (Ri,Rn)⊂R}
(−1)dim(a
G
R),
ou` l’on note (Ri, Rn) le plus petit sous-groupe parabolique contenant Ri et Rn. On a (Ri, Rn) ⊂ Q.
L’hypothe`se de re´currence implique que chaque somme dans le membre de droite est nulle. D’ou`
le re´sultat. 
SoitQ le sous-groupe parabolique maximal deG qui contient P de´fini par la condition ∆−∆Q =
{α}. Soit X ∈ NG ∩ p(F ) tel que ξP,G
O
(X) 6= 0. D’apre`s le lemme 6.5.4, il existe un sous-groupe
parabolique R tel que
P ⊂ R 6⊂ Q
et qui est un e´le´ment minimal de l’ensemble (6.5.5). Soit S = R ∩Q.
Lemme 6.5.5. — On a S ( R. De plus, si l’on de´compose
X = XS + U + V
avec XS ∈ mS(F ), U ∈ (mR ∩ nS)(F ) et V ∈ nR(F ), on a
XS + U /∈ I
R
S (XS).
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De´monstration. — Si S = R alors R ⊂ Q ce qui n’est pas. Supposons en raisonnant par
l’absurde qu’on a XS + U ∈ IRS (XS). La transitivite´ de l’induction (cf. lemme 4.3.1) implique
qu’on a
IGS (X) = I
G
S (XS) = I
G
R (I
R
S (XS)) = I
G
R (XS + U) = I
G
R (X).
Or on a IGR (X) ⊂ O puisque R appartient a` l’ensemble (6.5.5). On a ainsi prouve´ qu’on a I
G
S (X) ⊂
O donc que S appartient a` l’ensemble (6.5.5). Mais ceci contredit la minimalite´ de R. 
On observe que la fonction |ξP,G
O
(X)| est toujours majore´e par le nombre de sous-groupes
paraboliques compris entre P et G. Il re´sulte alors des lemmes 6.5.4 et 6.5.5 que pour prouver la
proposition 6.5.1, il suffit de majorer pour tout sous-groupe parabolique R 6⊂ Q qui contient P et
toute orbite nilpotente OS ∈ (NMS ) (avec S = R ∩Q) l’expression suivante
(6.5.6) q−〈2ρ
S
P ,HP (a))〉
∑
X∈OS∩p(F )
1D(a
−1Xa)×
(6.5.7) q−〈2ρ
R
S ,HS(a))〉
∑
U
1D(a
−1Ua),
ou` la somme est prise sur les U ∈ (mR ∩ nS)(F ) tels que X + U /∈ IRS (X), multiplie´e par
(6.5.8) q−〈2ρR,HR(a))〉
∑
V ∈nR(F )
1D(a
−1V a).
Le gain recherche´ du facteur q−〈α,H(a)〉 va eˆtre apporte´ par l’expression (6.5.7). Pour cela, on
fixe X ∈ OS et on va majorer (6.5.7). L’induite IRS (O
S) est l’unique orbite dans (NMR) telle que
l’intersection
IRS (O
S) ∩
(
OS ⊕ (nS ∩mR)
)
soit un ouvert dense. Il existe un nombre fini de polynoˆme disons f1, . . . , fr dans F [s ∩ mR] tels
que (
OS ⊕ (nS ∩mR)
)
∩ V ,
pour V = V(f1, . . . , fr), en soit le ferme´ comple´mentaire.
Lemme 6.5.6. — Pour tout X ∈ OS, il existe 1 6 i 6 r tel que le polynoˆme fi(X+·) ∈ F [nS∩mR]
soit non nul.
De´monstration. — Supposons l’assertion en de´faut. Il existe X ∈ OS tel que pour tout 1 6 i 6 r
le polynoˆme fi(X + ·) ∈ F [nS ∩mR] est nul. Prenons un point Y ∈ IRS (O
S). Quitte a` conjuguer X
par un e´le´ment de MS, on peut supposer que Y = X+U avec U ∈ (nS ∩mR)(F ). Par conse´quent,
pour tout 1 6 i 6 r on a fi(Y ) = fi(X+U) = 0. Donc Y ∈ V(f1, . . . , fr) ce qui est la contradiction
cherche´e. 
Pour X ∈ OS fixe´, soit VX = V(f1(X + ·), . . . , fr(X + ·)). Les polynoˆmes fi(X + ·) sont non
tous nuls d’apre`s le lemme 6.5.6 ci-dessus et leurs degre´s partiels sont borne´s par ceux des fi, donc
inde´pendamment de X . L’expression (6.5.7) se re´e´crit donc
q−〈2ρ
R
S ,HS(a))〉
∑
U∈(mR∩nS)(F )∩VX
1D(a
−1Ua).
Par la proposition 5.3.1, cette expression est borne´e, a` une constante pre`s qui ne de´pend pas de
X , par q−〈α,H(a)〉 lorsque a ∈ AG(T1).
Pour conclure, il suffit de prouver que, pour a ∈ AG(T1), les expressions (6.5.6) et (6.5.8) sont
majore´es par une constante qui ne de´pend que de D et T1. Par exemple, il existe c > 1 tel que
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l’expression (6.5.6) se majore a` l’aide du lemme 5.1.1 par
q−〈2ρ
S
P ,HP (a))〉
∏
β∈ΣNP∩MS
∑
X∈F
1D(β(a)
−1X) 6 c ·
∏
β∈ΣNP∩MS
sup(qdeg(D), q−〈β,H(a)〉)
6 c ·
∏
β∈ΣNP∩MS
sup(qdeg(D), q−〈β,T1〉).
L’expression (6.5.8) se traite de la meˆme fac¸on. 
6.6. De´monstration de la proposition 6.2.3. — Si l’on fait la synthe`se du corollaire 6.3.2, de
la proposition 6.4.1 et du corollaire 6.5.2, on voit qu’il suffit de majorer pour T ∈ a+B l’expression
suivante ∑
a∈A1,2
Q,e
(T )
q−〈2ρ
1
Q,HQ(a)〉
∏
α∈∆2−∆1
q−r〈α,HB(a)〉 ·
∑
X∈NM1
1D(a
−1Xa),
ou` D est un diviseur sur C, Q ∈ FP1(B) et r > 0, les autres notations sont celles des §§6.4 et 6.5.
On majore tout d’abord la somme inte´rieure ainsi :∑
X∈NM1
1D(a
−1Xa) 6
∑
X∈m1(F )
1D(a
−1Xa)
=
∑
X∈m1(F )∩q(F )
1D(a
−1Xa)×
∑
X∈m1(F )∩nQ¯(F )
1D(a
−1Xa),
ou` Q¯ est le sous-groupe parabolique oppose´ a` Q. Pour tout a ∈ AM1(T1), on a de´ja` vu (par exemple
a` la toute fin de la preuve de la proposition 6.5.1) que l’expression
q−〈2ρ
1
Q,HQ(a)〉
∑
X∈m1(F )∩q(F )
1D(a
−1Xa)
est borne´e. Par le lemme 5.1.1, il existe une constante c > 0 telle que∑
X∈m1(F )∩nQ¯(F )
1D(a
−1Xa) 6 c ·
∏
α∈ΣM1∩NQ
sup(qdeg(D)−〈α,HB(a)〉, 1).
Pour a ∈ AM1(T1), l’expression du membre de droite ci-dessus est e´galement majore´e. On est donc
ramene´ a` majorer l’expression suivante∑
a∈A1,2Q,e(T )
∏
α∈∆2−∆1
q−r〈α,HB(a)〉
Soit H = HB(a) pour a ∈ A
1,2
Q,e(T ). On e´crit
H = H1 +H21 +H
G
2 +HG
suivant la de´composition aB = a
P1
B ⊕ a
P2
P1
⊕ aGP2 ⊕ aG. De meˆme, on e´crit T = T
1+ T 21 + T
G
2 + TG.
La composante HG ne de´pend pas de H (seulement de e). La composante sur a
P1
B s’e´crit
H1 =
∑
β∈∆P1
〈̟β , H〉β
∨.
Comme a appartient en particulier a` AM1(T1), on a 〈β,H〉 > 〈β, T1〉 pour tout β ∈ ∆
P1 . A fortiori,
on a 〈̟β, H〉 > 〈̟β , T1〉 pour tout β ∈ ∆P1 . Par ailleurs, comme a appartient a` AP1,P2(T1, T ),
on a aussi 〈̟β , H〉 6 〈̟β , T 〉 pour tout β ∈ ∆P1 . Il s’ensuit que la composante H1 vit dans un
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compact : il n’y en a donc qu’un nombre fini possible. De plus, pour tout α ∈ ∆2 −∆1 et tout
β ∈ ∆P1 , on a 〈α, β∨〉 6 0 et donc
−〈α,H1〉 = −
∑
β∈∆P1
〈̟β , H〉〈α, β
∨〉
6 −
∑
β∈∆P1
〈̟β , T 〉〈α, β
∨〉 = −〈α, T 1〉.
Il existe donc une constante c > 0 telle que pour tout T ∈ a+B, on ait
(6.6.1)
∑
H1
∏
α∈∆2−∆1
q−r〈α,H
1〉 6 c ·
∏
β∈∆P1
(1 + |〈̟β , T 〉|) ·
∏
α∈∆2−∆1
q−r〈α,T
1〉,
ou` la somme est prise sur l’ensemble (fini) des composantes H1 possibles.
Fixons H21 et regardons les contraintes qui pe`sent sur H
G
2 . Ce sont celles qui traduisent les
conditions 4 et 5 (cf. les conditions qui pre´ce`dent les remarques 5.2.1). On a donc pour tout
α ∈ ∆1 −∆21
〈α,HG2 〉 6 〈α, T −H
2
1 〉,
qui traduit l’ine´galite´ 〈α,H〉 6 〈α, T 〉. Par ailleurs, pour tout ̟ ∈ ∆ˆ2, on a
〈̟,HG2 〉 = 〈̟,H〉 > 〈̟,T 〉.
La composante HG2 est astreinte a` rester dans un polye`dre compact qui de´pend de H
2
1 et de T .
En particulier, le nombre de tels HG2 est borne´ par |P (T,H
2
1 )| pour un certain polynoˆme P .
Retenons des conditions sur H21 la suivante (c’est la condition 3 qui pre´ce`de les remarques
5.2.1) : pour tout α ∈ ∆2 −∆1, on a 〈α,H21 〉 > 〈α, T
2
1 〉. On observera qu’on a 〈α, T
2
1 〉 > 0 pour
T ∈ a+B. En rassemblant les majorations pre´ce´dentes, on voit qu’il existe c > 0 tel que∑
a∈A1,2
Q,e
(T )
∏
α∈∆2−∆1
q−r〈α,HB(a)〉 6
c ·
∏
β∈∆P1
(1 + |〈̟β , T 〉|) ·
∏
α∈∆2−∆1
q−r〈α,T
1〉
∑
H21
|P (T,H21 )|
∏
α∈∆2−∆1
q−r〈α,H
2
1〉,
ou` l’on somme sur l’ensemble des composantes H21 possibles. La somme sur H
2
1 porte sur un re´seau
intersecte´ avec le coˆne de´fini 〈α,H21 〉 > 〈α, T
2
1 〉 pour tout α ∈ ∆
2 − ∆1. On la majore alors par
|Q(T )| ·
∏
α∈∆2−∆1 q
−r〈α,T 21 〉 pour un certain polynoˆme Q. Finalement, on a prouve´ qu’il existe un
polynoˆme P tel que ∑
a∈A1,2
Q,e
(T )
∏
α∈∆2−∆1
q−r〈α,HB(a)〉 6 |P (T )|
∏
α∈∆2−∆1
q−r〈α,T 〉.
Le re´sultat est alors e´vident.
7 Le calcul d’une inte´grale nilpotente ≪ re´gulie`re par blocs ≫
7.1. E´nonce´ du re´sultat principal.— On continue avec les notations des sections pre´ce´dentes.
Soit n > 1 un entier et G = GL(n) sur le corps fini Fq. Soit B0 ⊂ G et T0 ⊂ G respectivement le
sous-groupe de Borel des matrices triangulaires supe´rieures et le sous-tore maximal diagonal. On
identifie le groupe X∗(T0) des caracte`res de T0 a` Z
n de la manie`re suivante : le caracte`re donne´ par
la i-e`me entre´e correspond au i-e`me vecteur de la base canonique de Zn. Soit Ĝ = GL(n,C). Soit
B̂0 ⊂ Ĝ et T̂0 ⊂ Ĝ respectivement le sous-groupe de Borel des matrices triangulaires supe´rieures et
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le sous-tore maximal diagonal . Comme pre´ce´demment, on identifie le groupeX∗(T̂0) des caracte`res
de T̂0 a` Z
n. Dualement, on a donc une identification des groupes des caracte`res X∗(T0) et X∗(T̂0)
avec Zn. On en de´duit des isomorphismes
X∗(T0) ≃ X∗(T̂0) et X∗(T0) ≃ X
∗(T̂0)
qui envoient l’ensemble ∆ des racines simples (resp. ∆∨ des coracines simples) de T0 dans B0 dans
celui des coracines simples (resp. des racines) de T̂0 dans B̂0.
Soit G′ = SL(n) le groupe de´rive´ de G et T ′0 = T0 ∩ G
′. On a une suite exacte courte entre
groupes de caracte`res dont les fle`ches interme´diaires sont donne´es par les restrictions
0 −→ X∗(G) −→ X∗(T0) −→ X
∗(T ′0) −→ 0.
Les groupes ci-dessus sont des Z-modules libres et, en appliquant le foncteur HomZ(·,Z), on obtient
une nouvelle suite exacte
0 −→ X∗(T
′
0) −→ X∗(T0) −→ aG −→ 0,
ou` aG = HomZ(X
∗(G),Z) et X∗(·) de´signe le groupe des cocaracte`res. Le groupe X∗(T
′
0) n’est
autre que le sous-groupe Z(∆∨) de X∗(T0) engendre´ par l’ensemble ∆
∨ des coracines simples. En
utilisant l’isomorphisme X∗(T0) ≃ X∗(T̂0) qu’on a fixe´, on obtient une identification
aG ≃ X
∗(T̂0)/Z(∆
∨)
ou` l’on interpre`te maintenant ∆∨ comme l’ensemble des racines simples de T̂0 dans Ĝ. Soit ZĜ ⊂ T̂0
le centre du groupe Ĝ. On a donc un accouplement naturel
ZĜ × aG → C
×
Le groupe X∗(G) a un ge´ne´rateur canonique a` savoir le de´terminant ce qui permet d’identifier aG
a` Z. On a donc aussi un accouplement
ZĜ × Z→ C
×
qu’on note
(z, e) 7→ ze.
Soit d et r des entiers > 1 tels que n = rd. Soit P̂ ⊂ Ĝ le sous-groupe parabolique dont le
facteur de Levi standard M̂ est isomorphe a` GL(d)r. Soit M̂ ′ = M̂ ∩ Ĝ′ et Z0
M̂ ′
la composante
neutre du centre de M̂ ′. C’est un tore de´fini sur C de rang r − 1.
Soit ZC la fonction zeˆta de la courbe C de´finie par la se´rie formelle
ZC(t) = exp(
∞∑
k=1
|C(Fqk)|t
k/k),
ou` Fqk de´signe un corps fini a` q
k e´le´ments. Il est bien connu que ZC est en fait une fraction
rationnelle en t de de´nominateur (1− t)(1 − qt). On a d’ailleurs
ζ(s) = ZC(q
−s)
avec les notations du §3.1. On introduit aussi la fonction
Z∗C(t) = (1− qt)ZC(t)
qui n’a pas de poˆle en t = q−1.
Soit D un diviseur sur C et
ZdC,D(t) = t
−ddeg(D)ZC(q
−1t)ZC(q
−2t) . . . ZC(q
−dt).
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Soit la fraction rationnelle sur T̂ ′0 de´finie pour t ∈ T̂
′
0 par
ΦdC,D(t) =
∏
̟∈∆ˆ
P̂
ZdC,D(t
̟)
ou` ∆ˆP̂ de´signe l’ensemble des poids fondamentaux P̂ -dominants de T̂
′
0 : ce sont des caracte`res de
T̂ ′0. Lorsque P̂ = Ĝ (i.e. lorsque d = n), l’ensemble ∆ˆĜ est vide et par convention, Φ
n
C,D(t) = 1.
Hormis le cas P̂ = Ĝ, la fraction rationnelle ΦdC,D(t) a un poˆle en t = 1.
Soit W
M̂
le groupe de Weyl de M̂ : c’est le quotient du sous-groupe de Ĝ qui normalise a` la
fois T̂0 et M̂ par le normalisateur de T̂0 dans M̂ . Le groupe WM̂ a pour ordre r! et il agit sur
Z
M̂
. On note w · t l’action de w ∈W
M̂
sur un e´le´ment t ∈ Z
M̂
. On observera que cette action est
triviale sur le sous-groupe ZĜ. Pour tout t ∈ ZM̂ et tout z ∈ ZĜ, on a donc
w · (tz) = (w · t)z
ce qu’on note simplement w · tz. Pour tout e ∈ Z et t ∈ Z0
M̂ ′
soit
Ψd,eC,D(t) =
1
n · |W
M̂
|
∑
z∈Z
Ĝ′
∑
w∈W
M̂
z−edΦdC,D(w · tz).
Cela de´finit une fraction rationnelle sur Z0
M̂ ′
. Le groupe ZĜ′ est cyclique d’ordre n. En particulier,
pour tout z ∈ ZĜ′ , le nombre complexe z
−ed est une racine r-ie`me de l’unite´ qui ne de´pend que
de la classe de e modulo r. Lorsque d = n, on a Ψn,eC,D(t) = 1 pour tout t.
The´ore`me 7.1.1. —
1. La fraction rationnelle Ψd,eC,D(t) n’a pas de poˆle en t = 1.
2. Soit O ⊂ g(F ) l’orbite nilpotente des e´le´ments dont la de´composition de Jordan est forme´e
de d blocs de taille r. Soit KGD,0,O la fonction sur G(A) de´finie en (6.2.1) pour le parame`tre
T = 0.
Lorsque e est premier a` r, l’inte´grale ci-dessous, qui est absolument convergente par le co-
rollaire 6.2.2, ∫
G(F )\G(A)e
KGD,0,O(g) dg
est e´gale a`
qn(n−d) deg(D)/2qnd(gC−1)Z∗C(q
−1)ZC(q
−2) . . . ZC(q
−d)Ψd,eC,D(1).
Remarque 7.1.2. — Dans l’expression ci-dessous, on a n(n−d) = dim(O). L’inte´grale et l’expres-
sion ci-dessus ne de´pendent que de e modulo r. Lorsque d = n, (cas de l’orbite nulle), l’inte´grande
est identiquement 1 et l’inte´grale n’est autre que le volume du quotient G(F )\G(A)e. L’expression
ci-dessus se re´duit a`
qn
2(gC−1)Z∗C(q
−1)ZC(q
−2) . . . ZC(q
−n)
qui est la formule de Siegel pour le volume. La de´monstration du the´ore`me 7.1.1 utilise d’ailleurs
cette formule sans la rede´montrer.
De´monstration. — Elle se trouve au paragraphe 7.4. 
7.2. L’e´le´ment X ∈ O. — On continue avec les entiers n = dr et les notations sont celles de la
section 3. Rappelons qu’on note O ⊂ g(F ) l’orbite des e´le´ments nilpotents qui posse`dent d blocs
de Jordan de taille r. C’est encore l’orbite de l’e´le´ment X de´fini au §3.2. Pour tout sous-groupe
parabolique standard P de G, il existe une orbiteOP ∈ (NMP ) tel que IGP (O
P ) = O si et seulement
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si P0 ⊂ P . Dans ce cas, l’orbite OP est uniquement de´finie. On a d’ailleurs OP = IPP0(0). Avec les
notations de §3.2, c’est aussi l’orbite de XP .
7.3. Fonctions K˜PD,X. — Pour tout sous-groupe parabolique standard P de de´composition de
Levi P =MN , on pose K˜PD,X(g) = 0 sauf si P0 ⊂ P auquel cas on de´finit
(7.3.1) K˜PD,X(g) =
∑
δ∈M
XP
(F )N(F )\P0(F )
∫
n(A)
1D((δg)
−1(XP + U)δg) dU.
On notera que, par construction, K˜PD,X est une fonction sur le quotient P0(F )\G(A). Rappelons
que le groupe MXP est le centralisateur dans M de l’e´le´ment X
P ∈ m(Fq) de´fini au 3.2. On a
MXP ⊂M ∩ P0. Avec la notation (3.5.1) du §3.5, on a
(7.3.2) K˜PD,X(g) =
∑
δ∈M
XP
(F )N(F )\P0(F )
KPD,X(δg).
Soit O l’orbite nilpotente IGP0(0). Pour faire le lien avec les objets du §6.2, on observera la relation
suivante :
(7.3.3) KPD,O(g) =
∑
δ∈P0(F )\P (F )
K˜PD,X(δg)
d’ou` l’on de´duit pour T ∈ aB et g ∈ G(A)
(7.3.4) KGD,T,O(g) =
∑
δ∈P0(F )\P (F )
[ ∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (δg)− T )K˜
P
D,X(δg)
]
.
Le the´ore`me suivant sera utilise´ dans la de´monstration du the´ore`me 7.1.1.
The´ore`me 7.3.1. — Soit e ∈ Z. L’inte´grale suivante est finie pour tout T ∈ aB∫
P0(F )\G(A)e
|
∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g)− T )K˜
P
D,X(g)| dg <∞
De´monstration. — Elle occupe entie`rement le paragraphe 7.5 ci-dessous. 
7.4. De´monstration du the´ore`me 7.1.1. — Par le the´ore`me 7.3.1 ci-dessous et la relation
(7.3.4) ci-dessus, on a l’e´galite´ ∫
G(F )\G(A)e
KGD,0,O(g) dg =
(7.4.1)
∫
P0(F )\G(A)e
∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g))K˜
P
D,X(g) dg.
Bien suˆr, dans l’inte´grande ci-dessus, on peut et on va imposer dans la somme sur P de ne prendre
que les sous-groupes paraboliques contenant P0. On peut montrer qu’il existe une constante c telle
que si g ∈ G(A) est tel que ∑
P0⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g))K˜
P
D,X(g) 6= 0
alors pour tout ̟ ∈ ∆ˆP0 , on a 〈̟,HP0(g)〉 > c (en fait cette proprie´te´ est de´ja` vraie pour chaque
terme de la somme ; pour le voir il suffit d’expliciter la fonction K˜PD,X(g), cf. lemme 3.5.1 et la
de´monstration du lemme 3.6.1).
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A` l’aide du the´ore`me 7.3.1, on en de´duit que pour tout λ dans l’ouvert Ω de a∗P0 de´fini par
ℜ(〈λ, α∨〉) > 0 pour tout α ∈ ∆P0 , l’inte´grale
(7.4.2)
∫
P0(F )\G(A)e
q−〈λ,HP0 (g)〉
∑
P0⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g))K˜
P
D,X(g) dg
est absolument convergente et que sa limite quand λ tend vers 0 est e´gale a` l’inte´grale (7.4.1). Par
ailleurs, pour λ dans l’ouvert Ω, l’inte´grale (7.4.2) se calcule terme a` terme ainsi
∑
P0⊂P⊂G
(−1)dim(a
G
P )
∫
P0(F )\G(A)e
q−〈λ,HP0 (g)〉τˆP (HP (g))K˜
P
D,X(g) dg.
L’interversion se justifie car, comme on va le voir, chaque inte´grale ci-dessus est absolument conver-
gente. Pour le voir, on e´crit a` l’aide de (7.3.2)∫
P0(F )\G(A)e
q−〈λ,HP0 (g)〉τˆP (HP (g))K˜
P
D,X(g) dg
=
∫
M
XP
(F )NP (F )(F )\G(A)e
q−〈λ,HP0 (g)〉τˆP (HP (g))K
P
D,X(g) dg
=
∑
H∈HP0 (G(A)
e)
τˆP (H) · Iˆ
P
D,X(H) · q
−〈λ,H〉.
Le coefficient IˆPD,X(H) est celui de´fini en (3.6.1). En particulier, on reconnaˆıt dans la somme ci-
dessus la se´rie I0P,D(X,λ/d) de´finie en (3.7.1), dont on connaˆıt la convergence absolue sur Ω par
la proposition 3.8.1. On en de´duit que l’inte´grale (7.4.2) est e´gale a` la se´rie I0D(X,λ/d) de´finie en
(3.7.2). Le the´ore`me est alors une simple traduction du the´ore`me 3.10.2 qui tient compte de la
formule de Siegel rappele´e dans la remarque 7.1.2. Il suffit d’identifier par l’exponentielle le tore
Z0
M̂ ′
a` un quotient de aG,∗M . La somme sur P(M) dans le the´ore`me 3.10.2 est remplace´e par la
somme sur w ∈W
M̂
. Il existe un ge´ne´rateur z de ZĜ′ tel qu’on ait
z−d = exp(−2πi/r)
et les accouplements de z et γ avec les poids P̂ -fondamentaux soient e´gaux. Ces accouplements
sont des racines r-ie`mes de l’unite´s. Ce ge´ne´rateur est bien de´fini modulo le sous-groupe d’ordre
d de ZĜ′ . On peut alors remplacer la somme sur k par la somme des r premie`res puissances de z,
puis, quitte a` diviser par n au lieu de r, par la somme sur tous les e´le´ments de ZĜ′ . Le re´sultat
s’ensuit.
7.5. Preuve du the´ore`me 7.3.1. — Comme dans la preuve du corollaire 6.2.2, on a l’e´galite´
entre ∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g)− T )K˜
P
D,X(g)
et ∑
B⊂Q⊂G
Γ′Q(HQ(g), T )
∑
B⊂P⊂Q
(−1)dim(a
Q
P
)τˆQP (HP (g))K˜
P
D,X(g) ;
la fonction Γ′Q ci-dessus est celle qui apparaˆıt dans (6.2.2). On se restreint dans la somme ci-dessus
aux sous-groupes paraboliques Q qui contiennent P0 sans quoi leur contribution est nulle. On a la
formule suivante de descente pour P0 ⊂ P ⊂ Q, m ∈MQ(A) et n ∈ NQ(A)
K˜PD,X(nm) = q
〈2ρQ,HQ(m)〉qdim(NQ)(1−gC+deg(D))K˜
P∩MQ
D,X (m).
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Ici K˜
MQ∩P
D,X est l’analogue e´vident de (7.3.1) pour le groupe MQ. Il s’ensuit qu’on a pour P0 ⊂ Q
par de´composition d’Iwasawa∫
P0(F )\G(A)e
Γ′Q(HQ(g), T )|
∑
B⊂P⊂Q
(−1)dim(a
Q
P )τˆQP (HP (g))K˜
P
D,X(g)| dg
= qdim(NQ) deg(D)
∫
(MQ∩P0)(F )\MQ(A)∩G(A)e
|
∑
B⊂P⊂Q
(−1)dim(a
Q
P
)τˆQP (HP (m))K˜
MQ∩P
D,X (m)| dm.
Si Q ( G, alorsMQ est un produit de groupes line´aires de rang strictement plus petit que celui de
G. L’inte´grale ci-dessus est aussi un produit. En raisonnant par re´currence comme dans la preuve
du corollaire 6.2.2, on peut donc supposer que l’inte´grale∫
P0(F )\G(A)e
Γ′Q(HQ(g), T )|
∑
B⊂P⊂Q
(−1)dim(a
Q
P
)τˆQP (HP (g))K˜
P
D,X(g)| dg
est absolument convergente. Il suffit alors de prouver le the´ore`me 7.3.1 pour un seul e´le´ment T ,
par exemple un e´le´ment assez profond dans la chambre de Weyl positive ce que l’on suppose dans
la suite.
Lemme 7.5.1. — Pour tout T ∈ a+B, on a l’e´galite´ entre∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g)− T )K˜
P
D,X(g)
et ∑
B⊂P1⊂P2⊂G
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)
∑
{P∈FP2(P1)|δ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(g).
De´monstration. — On utilise (5.2.2) pour avoir∑
B⊂P⊂G
(−1)dim(a
G
P )τˆP (HP (g)− T )K˜
P
D,X(g) =
=
∑
B⊂P⊂G
(−1)dim(a
G
P )
[ ∑
B⊂P1⊂P
∑
δ∈P1(F )\P (F )
FP1(δg, T )τPP1(HP1(δg)− T )
]
τˆP (HP (g)− T )K˜
P
D,X(g)
On a τˆP (HP (g) − T ) = τˆP (HB(δg) − T ) pour δ ∈ P (F ). Puis on utilise la formule d’inversion
d’Arthur τPP1 · τˆP =
∑
P⊂P2⊂G
σP2P1 (cf. [5] formule (8.2)). On obtient
=
∑
B⊂P1⊂P⊂P2⊂G
(−1)dim(a
G
P )
∑
δ∈P1(F )\P (F )
FP1(δg, T )σP2P1 (HP1(δg)− T )K˜
P
D,X(g).
Pour obtenir le lemme, il suffit d’inverser les sommes sur P et sur δ. 
En tenant compte du lemme 7.5.1 ci-dessus, on voit que le the´ore`me 7.3.1 re´sulte du lemme
suivant.
Lemme 7.5.2. — Soit e ∈ Z et P1 ⊂ P2 des sous-groupes paraboliques standard de G. Il existe
un point T ∈ a+B ,tel que l’inte´grale ci-dessous soit finie
(7.5.1)
∫
P0(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg) |
∑
{P∈FP2 (P1)|δ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(g)| dg <∞.
58
De´monstration. — Traitons d’abord le cas P1 = P2. Si P1 6= G, la fonction χ
P1,P2
T est nulle et
le re´sultat e´vident. Si P1 = P2 = G, l’inte´grale se re´e´crit∫
P0(F )\G(A)e
FG(g, T )
∑
δ∈GX(F )\P0(F )
1D(g
−1Xg) dg
ou encore ∫
G(F )\G(A)e
FG(g, T )
∑
Y∈O
1D(g
−1Y g) dg.
Cette dernie`re est prise sur un ensemble compact ; la convergence est donc e´vidente. On suppose
de´sormais P1 ( P2. Effectuons quelques manipulations sur l’inte´grale (7.5.1). Elle s’e´crit encore∫
G(F )\G(A)e
∑
δ0∈P0(F )\G(F )
∑
δ∈P1(F )\G(F )
χP1,P2T (δδ0g) |
∑
{P∈FP2(P1)|δ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(δ0g)| dg.
Par le changement de variables δ 7→ δδ0, elle est e´gale a`∫
G(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)
∑
δ0∈P0(F )\G(F )
|
∑
{P∈FP2(P1)|δδ
−1
0 ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(δ0g)| dg.
Rappelons K˜PD,X est invariante a` gauche par P0 et meˆme nulle si P0 6⊂ P . Dans ce cas, la condition
δδ−10 ∈ P (F ) ne de´pend que de la classe modulo P0(F ) de δ0.
Par un nouveau changement de variables δ0 7→ δ0δ−1, on obtient∫
G(F )\G(A)e
∑
δ∈P1(F )\G(F )
χP1,P2T (δg)
∑
δ0∈P0(F )\G(F )
|
∑
{P∈FP2(P1)|δ
−1
0 ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(δ0δg)| dg
=
∫
P1(F )\G(A)e
χP1,P2T (g)
∑
δ0∈P0(F )\G(F )
|
∑
{P∈FP2 (P1)|δ0∈P (F )}
(−1)dim(a
G
P )K˜PD,X(δ0g)| dg.
A` ce stade, on utilise la de´composition d’Iwasawa pour voir que (7.5.1) est e´gale a`
=
∫
M1(F )\M1(A)∩G(A)e
q−〈2ρ1,HP1 (m)〉χP1,P2T (m)×
∫
N1(F )\N1(A)
∑
δ∈P0(F )\G(F )
|
∑
{P∈FP2 (P1)|δ∈P (F )}
(−1)dim(a
G
P )K˜PD,X(δnm)| dndm.
On utilise ensuite les deux lemmes suivants.
Lemme 7.5.3. — Pour tous δ ∈ P0(F )\P (F ), n ∈ NP (A) et m ∈MP (A), on a
K˜PD,X(δnm) = q
dim(nP )(deg(D)+1−gC)+〈2ρP ,HP (m)〉
∑
{Y ∈mP (F )∩δ−1n0(F )δ|IGP (X)=O}
1D(m
−1Y m).
De´monstration. — On observera que les deux membres de l’e´galite´ sont nuls si P0 6⊂ P . On
suppose dans la suite P0 ⊂ P . Pour tout g ∈ G(A), on a
K˜PD,X(g) =
∑
δ∈M
XP
(F )\(P0∩M)(F )
∫
n(A)
1D(g
−1(δ−1XP δ + U)g) dU.
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Pour δ ∈MXP (F )\(P0 ∩M)(F ), les e´le´ments δ
−1XP δ sont pre´cise´ment les e´le´ments Y ∈ n0(F )∩
m(F ) tels que IGP (Y ) = O (cf. section 4). Par conse´quent, pour tout δ ∈ P (F ), on a
K˜PD,X(δg) =
∑
{Y ∈NMP ∩δ−1n0(F )δ|IGP (X)=O}
∫
n(A)
1D(g
−1(Y + U)g) dU.
Le lemme s’en de´duit aise´ment (cf. la preuve du lemme 6.3.3). 
Lemme 7.5.4. — Il existe un point TD tel que pour tous T ∈ TD + a
+
B, δ ∈ P (F ), n ∈ N1(A) et
m ∈M1(A) tels que χ
P1,P2
T (m) 6= 0, on a
(7.5.2)
K˜PD,X(δnm) = q
dim(n2)(deg(D)+1−gC)+〈2ρ2,HP2 (m)〉
∑
{Y ∈p1(F )∩m2(F )∩δ−1n0(F )δ|IGP (Y )=O}
1D(m
−1Ym).
De´monstration. — Elle est semblable a` celle du lemme 6.3.4, le roˆle du lemme 6.3.3 e´tant ici
joue´ par le lemme 7.5.3. 
Posons
ξ1,2O,δ(Y ) =
∑
{P∈FP2 (P1)|δ∈P (F ),IGP (Y )=O}
(−1)dim(a
G
P )
et
Ξ1,2O (Y ) =
∑
{δ∈P0(F )\G(F )|Y∈δ−1n0(F )δ}
|ξ1,2O,δ(Y )|.
Des lemmes 7.5.3 et 7.5.4, on de´duit la majoration suivante pour l’inte´grale (7.5.1) (a` une puissance
de q pre`s qu’il est inutile ici de pre´ciser)∫
M1(F )\M1(A)∩G(A)e
q−〈2ρ
2
1,HP1 (m)〉χP1,P2T (m)
∑
Y ∈NM2∩p1(F )
1D(m
−1Y m) · Ξ1,2O (Y ) dm.
On utilise ensuite le lemme suivant dont la preuve (omise) est mot pour mot celle de la pro-
position 6.4.1 (les notations sont celles du §6.4).
Lemme 7.5.5. — Pour tout diviseur D, il existe
– un diviseur D′ sur C
– un point TD ∈ a
+
B
– pour tout Q ∈ FP1(B) une constante cQ > 0
tels que pour tout T ∈ TD + a
+
B, l’inte´grale
(7.5.3)
∫
M1(F )\M1(A)∩G(A)e
q−〈2ρ
2
1,H1(m)〉χP1,P2T (m)
∑
Y ∈NM2∩p1(F )
1D(m
−1Y m) · Ξ1,2O (Y ) dm
se majore par la somme sur Q ∈ FP1(B) et a ∈ A1,2Q,e(T ) de
cQ · q
−〈2ρ2Q,HQ(a)〉
∑
Y ∈NM2∩p1(F )
1D′(a
−1Y a) · ΞP1,P2O (Y ).
Comme dans le preuve de la proposition 6.2.3 (cf. §6.6), ce qui pre´ce`de montre que le lemme
7.5.2 est une conse´quence du lemme 7.5.6 suivant. Cela conclut la preuve du lemme 7.5.2. 
Lemme 7.5.6. — Soit P1 un sous-groupe parabolique standard de G. Pour tout diviseur D sur C
et tout α ∈ ∆−∆P1 , il existe une constante c > 0 telle que pour tout a ∈ AG(T1), on a
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q−〈2ρ1,H1(a)〉
∑
Y ∈NG∩p1(F )
1D(a
−1Y a) · ΞP1,GO (Y ) 6 c · q
−〈α,HB(a)〉 ·
∑
Y ∈NM1
1D(a
−1Y a).
De´monstration. — 1 Soit Y ∈ NG∩p1(F ). Rappelons qu’on note P0 le sous-groupe parabolique
standard qui ve´rifie IGP0 (0) = O. Son facteur de Levi est isomorphe a` GL(d)
r . On a
(7.5.4) ΞP1,GO (Y ) =
∑
P ′0
|
∑
P
(−1)dim(a
G
P )|
ou` la premie`re somme porte sur les sous-groupes paraboliques P ′0 tels que P
′
0 est conjugue´ a` P0 et
Y ∈ n′0(F ). La second somme porte sur les sous-groupes paraboliques P qui contiennent P1 et P
′
0
et tels que IGP (Y ) = O.
Soit P ′0 un sous-groupe parabolique conjugue´ a` P0 qui contient Y dans son radical unipotent.
Soit M ′0 un facteur de Levi de P
′
0 et A
′
0 son centre. Soit ∆
′
0 les ≪ racines simples ≫de A
′
0 dans n
′
0.
Pour tout α soit nα l’espace de poids α. On identifie en tant qu’espace vectoriel nα a` gl(d). La
somme ⊕α∈∆′0nα est un supple´mentaire dans n
′
0 de l’alge`bre de´rive´e [n
′
0, n
′
0]. Soit Q le sous-groupe
parabolique contenant P ′0 tel que l’ensemble des racines simples de A
′
0 dans NQ soit exactement
l’ensemble des racines α ∈ ∆′0 telles que la projection de Y sur nα soit de rang < d. L’ensemble des
sous-groupes paraboliques P tels que P ′0 ⊂ P et I
G
P (Y ) = O admet alors une description simple :
c’est exactement l’ensemble des sous-groupes paraboliques compris entre P ′0 et Q.
Dans (7.5.4), le terme associe´ a` P ′0 est toujours nul sauf si P˜1, le plus petit sous-groupe para-
bolique qui contient P ′0 et P1, est e´gal a` Q, auquel cas il vaut 1. Par conse´quent, on a
(7.5.5) q−〈2ρ1,H1(a)〉
∑
Y ∈NG∩p1(F )
1D(a
−1Y a)ΞP1,GO (Y ) 6
∑
Q
∑
P ′0
q−〈2ρ1,H1(a)〉
∑
Y
1D(a
−1Y a)
ou` les sommes portent sur
– les sous-groupes paraboliques Q contenant P1,
– les sous-groupe paraboliques P ′0 ⊂ Q tels que P
′
0 est conjugue´ a` P0 sous G et le plus petit
sous-groupe parabolique contenant P1 et P
′
0 est Q,
– les e´le´ments Y ∈ p1(F )∩n′0(F ) tels que la projection de Y sur mQ appartient a` I
Q
P ′0
(0) et celle
de Y sur nQ appartient a` l’ensemble des e´le´ments de nQ(F ) dont l’image dans n
′
0/[n
′
0, n
′
0]
(identifie´ a` gl(d)r) est forme´ de ≪ blocs ≫ de rang < d.
Il reste a` majorer le terme de droite de (7.5.5). Pour cela, on fixe un sous-groupe parabolique
Q comme dans ce terme (il n’y en a qu’un nombre fini). Soit α ∈ ∆−∆P1 . Cette racine de´termine
un sous-groupe parabolique maximal R qui contient P1.
Supposons tout d’abord Q ⊂ R et donc nR ⊂ nQ. Pour tout P ′0 ⊂ Q comme ci-dessus, soit
VP ′
0
⊂ nR le ferme´ forme´ des Z ∈ nR dont l’image dans n′0/[n
′
0, n
′
0] (identifie´ a` gl(d)
r) est forme´ de
≪ blocs ≫ de rang < d. Il s’agit d’un ferme´ de´fini par des polynoˆmes dont le degre´ est borne´. Dans
ce cas, on a la majoration suivante (P ′0 et Y sont comme ci-dessus)
(7.5.6)
∑
P ′0
q−〈2ρ1,H1(a)〉
∑
Y
1D(a
−1Y a) 6
∑
P ′0
q−〈2ρ1,H1(a)〉
∑
Y Q,Y R
Q
,YR
1D(a
−1(Y Q + Y RQ + YR)a)
ou`, dans le membre de droite, P ′0 est comme ci-dessus, Y
Q parcourt les e´le´ments de
mQ(F ) ∩ p1(F ) ∩ n
′
0(F ) ∩ I
Q
P ′0
(0),
Y RQ parcourt nQ(F ) ∩ mR(F ), YR parcourt VP ′0 . Il re´sulte de la proposition 5.3.1 qu’il existe une
constante c > 0 telle que pour a ∈ AG(T1),
q−〈2ρR,HR(a)〉
∑
YR∈VP ′
0
1D(a
−1(YR)a) 6 c · q
−〈α,HB(a)〉.
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Observons ensuite que l’orbite IQP ′0
(0) ne de´pend pas du choix de P ′0 ⊂ Q. C’est d’ailleurs
l’orbite qu’on a note´ OQ pre´ce´demment. De plus, si Y ∈ mQ(F ) ∩ I
Q
P ′0
(0), il existe un unique
P ′0 ⊂ Q tel que Y ∈ n
′
0. Il s’ensuit qu’on peut obtient le majorant suivant pour (7.5.6)
c · q−〈α,HB(a)〉 ·
[
q−〈2ρ
R
1 ,H1(a)〉
∑
Y ∈p1(F )∩mR(F )
1D(a
−1Y a)
]
.
Le terme entre crochets est un majorant grossier mais qui est borne´ pour a ∈ AG(T1) (cf. lemme
5.1.1). Cela conclut lorsque Q ⊂ R.
Supposons ensuite qu’on a Q 6⊂ R. Alors R ∩ MQ ⊂ MQ est un sous-groupe parabolique
maximal de MQ. Toujours par le lemme 5.1.1, pour a ∈ AG(T1), la somme
q−〈2ρQ,HQ(a)〉
∑
Y ∈nQ(F )
1D(a
−1Y a)
est borne´e. Quitte a` remplacer G par MQ et P1 par MQ ∩ P1, on voit qu’il suffit de traiter le cas
Q = G. Il s’agit donc de majorer la quantite´ suivante
(7.5.7)
∑
P ′0
q−〈2ρ1,H1(a)〉
∑
Y ∈O∩p1(F )∩n′0(F )
1D(a
−1Y a)
ou` la premie`re somme est prise sur les sous-groupes paraboliques de G conjugue´s a` P0 tel que le plus
petit sous-groupe parabolique qui contienne a` la fois P ′0 et P1 est G lui-meˆme. Pour tout Y ∈ p1(F ),
on a Y ∈ IGR (Y ). Si, de plus, Y ∈ O∩ p1(F )∩n
′
0(F ) ou` P
′
0 est comme ci-dessus alors Y appartient
au ferme´ de IGR (Y ) comple´mentaire de I
G
R (Y ). En effet, supposons le contraire : si Y ∈ I
G
R (Y ), on a
IGR (Y ) = O et donc la projection Y
R de Y sur mR (relativement a` la de´composition r = mR⊕ nR)
appartient a` l’orbite OR = IRP ′′0
(0) pour un certain sous-groupe parabolique P ′′0 ⊂ R qui est G-
conjugue´ a` P0. On peut et on va supposer que Y ∈ n′′0(F ). Un tel sous-groupe parabolique P
′′
0
est ne´cessairement le stabilisateur des drapeaux des images ite´re´es de Y . On a donc P ′0 = P
′′
0 . En
particulier, on a P ′0 ⊂ R. Maintenant R contient P
′
0 et P1 donc par hypothe`se sur P
′
0 on a R = G
ce qui contredit l’hypothe`se que R est maximal.
Comme on l’a de´ja` utilise´, pour tout Y ∈ O, il existe un unique sous-groupe parabolique P ′0
conjugue´ a` P0 tel que Y ∈ n′0. On peut donc majorer (7.5.7) par
(7.5.8) q−〈2ρ1,H1(a)〉
∑
{Y ∈O∩p1(F )|Y /∈IGR (Y )
1D(a
−1Y a).
On obtient alors le majorant voulu par le meˆme raisonnement que dans la preuve de la proposition
6.5.1 (plus pre´cise´ment dans la majoration de (6.5.7)). 
Re´fe´rences
[1] J. Arthur. A trace formula for reductive groups I. Terms associated to classes in G(Q). Duke
Math. J., 45 :911–952, 1978.
[2] J. Arthur. The trace formula in invariant form. Ann. of Math., 114 :1–74, 1981.
[3] J. Arthur. A measure on the unipotent variety. Canad. J. Math., 37 :1237–1274, 1985.
[4] J. Arthur. A local trace formula. Publ. Math., Inst. Hautes E´tudes, 73 :5–96, 1991.
[5] J. Arthur. An introduction to the trace formula. In Harmonic analysis, the trace formula, and
Shimura varieties, volume 4 of Clay Math. Proc., pages 1–263. Amer. Math. Soc., Providence,
RI, 2005.
62
[6] P.-H. Chaudouard. Sur le comptage des fibre´s de Hitchin. Pre´publication.
[7] O. Garc´ıa-Prada, J. Heinloth, and A. Schmitt. On the motives of moduli of chains and Higgs
bundles. ArXiv e-prints, April 2011.
[8] G. Harder. Minkowskische Reduktionstheorie u¨ber Funktionenko¨rpern. Invent. Math., 7 :33–
54, 1969.
[9] T. Hausel and F. Rodriguez-Villegas. Mixed Hodge polynomials of character varieties. Invent.
Math., 174(3) :555–624, 2008. With an appendix by Nicholas M. Katz.
[10] G. Laumon. Cohomology of Drinfeld modular varieties. Part II, volume 56 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1997. Automor-
phic forms, trace formulas and Langlands correspondence, With an appendix by Jean-Loup
Waldspurger.
[11] G. Lusztig and N. Spaltenstein. Induced unipotent classes. J. London Math. Soc., 19 :41–52,
1979.
[12] S. Mozgovoy. Solutions of the motivic ADHM recursion formula. ArXiv e-prints, April 2011.
[13] N. Nitsure. Moduli space of semistable pairs on a curve. Proc. London Math. Soc. (3),
62(2) :275–300, 1991.
Pierre-Henri Chaudouard
Universite´ Paris Diderot (Paris 7)
Institut de Mathe´matiques de Jussieu-Paris Rive Gauche
UMR 7586
Baˆtiment Sophie Germain
Case 7012
F-75205 PARIS Cedex 13
France
Ge´rard Laumon
CNRS et Universite´ Paris-Sud
UMR 8628
Mathe´matique, Baˆtiment 425
F-91405 Orsay Cedex
France
Adresses e´lectroniques :
Chaudouard@math.jussieu.fr
Gerard.Laumon@math.u-psud.fr
63
