Abstract-An important component in many supervised classifiers is the estimation of one or more covariance matrices, and the often low training-sample count in supervised hyperspectral image classification yields the need for strong regularization when estimating such matrices. Often, this regularization is accomplished through adding some kind of scaled regularization matrix, e.g., the identity matrix, to the sample covariance matrix. We introduce a framework for specifying and interpreting a broad range of such regularization matrices in the linear and quadratic discriminant analysis (LDA and QDA, respectively) classifier settings. A key component in the proposed framework is the relationship between regularization and linear dimensionality reduction. We show that the equivalent of the LDA or the QDA classifier in any linearly reduced subspace can be reached by using an appropriate regularization matrix. Furthermore, several such regularization matrices can be added together forming more complex regularizers. We utilize this framework to build regularization matrices that incorporate multiscale spectral representations. Several realizations of such regularization matrices are discussed, and their performances when applied to QDA classifiers are tested on four hyperspectral data sets. Often, the classifiers benefit from using the proposed regularization matrices.
I. INTRODUCTION

I
N SUPERVISED hyperspectral image classification, the high number of spectral bands is often a mixed blessing in that it yields the potential of highly discriminative classifiers, while the usually low sample count makes it necessary to severely restrain the complexity of the classifiers. Further adding to the problem is the high correlation between the spectral bands (features), a correlation that can reduce the overall amount of information available and makes interband covariance estimation critical for building efficient classifiers [1] .
In various approaches to supervised statistical classification, a probability distribution for each class is estimated, and new pixels are assigned to the class, giving the highest (possibly weighted) class-conditional probability. However, in the case of hyperspectral data, which have hundreds of features, even simple probability distributions like the Gaussian normal distribution have too many degrees of freedom and hence lead to estimates which generalize poorly. The estimates tend to overfit the data, and the need to either reduce the dimensionality, restrain the distributions further, or regularize becomes apparent.
In this paper, we focus on classifiers based on the Gaussian distribution or, more specifically, on the regularization of its key component: the covariance matrix. One common approach for regularizing such matrices is to add some regularization matrix, e.g., a scaled identity matrix, to the sample covariance estimate. We develop a framework for specifying and interpreting such regularization matrices in linear and quadratic discriminant analysis (QDA and LDA, respectively) settings.
The introduced framework is based on bridging the gap between regularization and linear dimensionality reduction. The basic idea is to first define a linear subspace, then let the regularized QDA or LDA classifier approach the corresponding classifier found in this reduced subspace when the regularization is increased. That is, one can continuously go from the classifier found in the full dimension to the classifier one would get if one first did a linear dimensionality reduction. Additionally, several of these regularization matrices can be added together, forming more complex regularizers. As we will see, deriving the matrix estimates through maximizing a posterior distribution facilitates the interpretation of the latter through the combination of independent a priori components.
We use this introduced way of interpreting additive regularization matrices to construct regularization matrices based on information from spectra at multiple scales or, more accurately, we use the information on how to segment the spectra at different spectral resolutions in an attempt to build more suitable regularization matrices for hyperspectral data. The behavior of the classifiers using the derived regularizers is studied using real hyperspectral data sets.
Section II summarizes the basic concepts behind the QDA and LDA classifiers and gives a brief review of related work. Section III introduces the basic theory of how to interpret regularization matrices in light of dimensionality reduction, and in Section IV, we give an example of how this theory can be the basis for incorporating information from multiscale representations of the spectral curves when forming regularization matrices. In Section V, we show and discuss results from experiments on real hyperspectral image data before we give some concluding remarks in Section VI.
II. BACKGROUND
Before introducing the contribution of this paper in detail, we start by describing the QDA and LDA classifiers, how they are typically regularized, and discuss some related work.
0196-2892/$26.00 © 2010 IEEE Let y be a column vector containing the band values of a single pixel. Then, when assuming that the data in each class follow a normal distribution, the discriminant functions minimizing the Bayes error rate become [2] 
where μ c , Σ
−1
c , and π c are the mean vector, the inverse covariance matrix (also called the precision matrix), and a priori probability for class c, respectively. That is, a new sample (pixel) y * will be classified to the class c, giving the highest value of g c (y * ). Most often, neither the mean vectors nor the covariance matrices are available, and hence, they have to be estimated from the data. Throughout this paper, μ c is estimated using the sample mean. The sample covariance matrix,
where N c is the number of samples in class c and y ci is the class' ith training sample, is also the maximum-likelihood estimator when assuming normally distributed data, and by fitting their inverses into the discriminant functions of (1), we get what is often referred to as the (traditional) QDA classifier. The problem with these estimates is that they become unstable and quickly lose generalization performance as the number of samples involved in estimating them goes down. One way to palliate this problem is to assume that the classes all share the same covariance matrix, thereby having more samples available to estimate this one covariance matrix. By doing so, we end up with linear decision boundaries and a classifier known as the LDA classifier. The discriminant functions in (1) are, in this case, reduced to
where Σ −1 is the common precision matrix for all the classes. Friedman [3] proposes to use a linear combination of the per-class estimates and a pooled covariance matrix estimate, hence forming a mixture of the more complex QDA and the less complex LDA classifiers, in the hope of finding a suitable compromise matching the available amount of data. Furthermore, he adds a scaled identity matrix, hence dampening the high impact the low eigenvalues have on the discriminant functions. That is, he uses in (1) the estimateŝ
whereΣ c andΣ are the class-specific and pooled sample covariance matrix, respectively, and α and γ are regularization parameters operating in the interval between zero and one (see [4] for more on this and similar regularization methods).
Hastie et al. [5] focus on LDA and develop what they call penalized discriminant analysis (PDA) through recasting the LDA classifier in a penalized-regression (optimal scoring) setting, in which they penalize coefficients that are (in some sense) spatially varying. They show that this PDA classifier can also be achieved by regularizing the common sample covariance matrix by the same penalization matrix used in the regressions, and classify to the class of the lowest Mahalanobis distance, i.e., they use the estimatê
whereΣ is the common sample covariance matrix and Ω is the matrix used to spatially penalize the regression coefficients, in the discriminant functions (2) . They interpret the new covariance matrix estimate by noting that input vectors with highly varying coefficients (spatially) are given low values in the resulting Mahalanobis distances. By setting Ω equal to the identity matrix, we get what is sometimes referred to as a "ridge classifier" due to the analogy with ridge regression. What regularizing with an identity matrix does is to ensure that small eigenvalues are not unproportionately inflated when calculating the precision matrix, and also biases the probability distribution toward a sphere, thereby making the classifier act more like a nearest mean classifier.
Other approaches for estimating large covariance matrices when the sample count is limited include different regression approaches [1] , [6] , [7] , imposing band structure on the matrices [8] , [9] , and graphical lasso [10] which uses lasso regression on the inverse-covariance matrix coefficients directly. Descriptions of key approaches when applying regularization of covariance matrices in hyperspectral image settings can be found in [11] - [14] .
III. INTERPRETING REGULARIZATION MATRICES
In this paper, we focus on matrix regularizations of the form
where λ > 0 and R is what we call the regularization matrix. Much of the theory presented in this paper is based on, and/or inspired by, the observation that by using appropriate R matrices in the equation above, one can make the resulting Gaussian classifiers behave as though one first has applied a linear feature reduction. In what follows, we start by defining more rigorously what we mean by this statement, before we prove it and give some interpretations of (4) in the context of maximizing a posterior probability. Let V be a p × k matrix defining a linear feature reduction from p to k dimensions, i.e., z = V y makes z contain the (new) k features, and let V ⊥ have columns spanning the null-space of V V . Now, if we use the regularization matrix R = V ⊥ V ⊥ in (4), the QDA (or LDA) classifier will, as λ → ∞, approach and become equal to the QDA (or LDA) classifier obtained after applying the dimensionality reduction transform V . This means that as λ → ∞, letting g cλ be the full-dimensional discriminant function in (1) using the regularized covariance estimate in (4) and g ck , its k-dimensional analog
where y * is an arbitrary pixel value. The proof of this is one of the central contributions of this paper and can be found in the Appendix I. In the Appendix, we actually show the stronger statement that lim λ→∞ g c i λ − g c j λ = g c i k − g c j k for any two classes c i and c j . Referring to the discriminant functions in (1), we see that for this to happen, both the differences in Mahalanobis distance, as well as the ratios of the determinants of the two covariance matrix estimates, must approach each other.
Note that V ⊥ V ⊥ is a matrix whose nonzero eigenvectors span the null-space of V V , i.e., if V is orthogonal, then V ⊥ V ⊥ = I − V V . As shown in the Appendix II, any linear feature reduction can be made orthogonal without affecting the resulting LDA or QDA classifier, and henceforth, V is assumed orthogonal without loss of generality.
In our hyperspectral setting, by letting V be a linear feature reduction onto a "lower resolution" spectral subspace, we can make the full-dimensional/full-resolution classifier gradually become more like the classifier one would get in the lowresolution case.
Although we have proved algebraically that the regularized classifier approaches the classifier obtained in the linearly feature reduced space, it can be useful to give an interpretation in the context of maximizing a posterior distribution, as is often done in the setting of the traditional ridge regression. This also elucidates compounding several regularization matrices, as we will do when adding information from spectra at multiple scales, and even paves the way for a new interpretation of the PDA.
A. Derivation Through the Mode of a Posterior Distribution
Let us assume that
, where y i is our ith p-dimensional sample and I is the p × p identity matrix. Then, as is well known, maximizing the posterior probability
where p(D|β) is the likelihood for observing our d i 's, will give the classic ridge solution, together with the "induced" covariance matrix estimate for y equal to (4) with R = I and λ ∝ τ , [15] . If we, on the other hand, assume a prior distribution with a precision matrix equal to R = I − V V , i.e., having a covariance matrix
, we would end up with a solution where (4) can be construed as the covariance matrix estimate. Colloquially, we can say that β has an improper prior distribution that forces the solution into the subspace spanned by V .
B. Compound Matrices
We can also form more complex regularization matrices by weighting and adding together several simpler ones
where each R i = I − V i V i and V i is a linear reduction transform matrix. In light of Section III-A, this can be interpreted as letting the prior distribution of β be consisting of multiple independent components, p(β) = p 1 (β), p 2 (β), . . . , p n (β), or that each posterior again has a new prior distribution, i.e., a nested variant:
Informally, we can say that by increasing the weight w i , we are "pulling" the resulting classifier toward the classifier one would get using the V i dimensionality reduction transform.
C. Interpreting the PDA Regularization Matrix
The PDA is, as we discussed in the introduction, developed through recasting the LDA classifier in a multiple penalizedregression setting. The regularization (penalization) matrix Ω that is used is often one which penalize spatial roughness in the regression coefficients, i.e., the penalization term, β Ωβ, becomes large when neighboring values in the regression coefficient vector β differ. When applied to data which are sampled signals, a common choice of Ω in (3) is a p × p tridiagonal matrix with all the elements along the main diagonal equal to one and all the elements directly above and below the main diagonal equal to −(1/2). Let us denote such a matrix R PDA .
If we let d i denote the ith component of the length p discrete cosine transform, then [16] 
where
. This can of course be rewritten in the form of (5)
In light of the interpretations of compound matrices in Section III-B, we can conclude that the resulting classifier is pulled more toward the classifiers one would get when doing linear feature reductions onto the lowfrequency components. This interpretation not only holds for the original LDA classifier but also for the QDA. That is, the tridiagonal PDA regularization matrix can be applied directly in a QDA classifier, and the result is interpretable within our framework.
IV. ADDING MULTISCALE SPECTRAL INFORMATION
In [17] , we developed an approach for representing the spectral curves using a reduced number of bands. The center wavelengths, spectral widths, and intensity values of the new bands were optimally chosen to minimize the squarerepresentation error. The locations of the new broad-covering spectral bands were global, in that they were shared by all spectra in all classes. For each "resolution," k, the dynamic programming algorithm returned the breakpoints that signaled the locations of k new broad-covering bands or segments. By varying the number k, one gets a multiresolution representation of the spectra with sharp transitions between the bands. An Fig. 1 . Example of a spectral curve from the KSC data set represented using different number of segments, i.e., using different scale representations. From top to bottom: using 5, 10, 37, 73, and 145 (maximum, shown in bold) segments. The curves are vertically shifted for clarity.
example of such a multiscale representation of a spectral curve is shown in Fig. 1 . In [17] , we chose one such scale, based on crossvalidation (CV) on the classification error, and used the mean values in the segments as classifier features. That is, we used the location of the breakpoints to build a linear dimensionality reduction transform that merged the p original spectral bands into k broad-covering ones.
The idea here is to combine the information of where the segment breakpoints are located at different scales into building a regularization matrix that, loosely speaking, forces the bands that are most often in the same segment to act as if they were (almost) averaged into one feature before applying a classifier.
Letting V k be a p × k matrix representing the linear dimensionality reduction into the subspace spanned by the k broad-covering spectral bands, one can say that adding R k = V k⊥ V k⊥ to the sample covariance matrix will make the resulting classifier behave more like the classifier one would get in the k-dimensional subspace. As discussed in Section III-B, this covariance matrix estimate can again be augmented by adding R l = V l⊥ V l⊥ , l = k, which can be interpreted as pulling the resulting classifier toward the classifier one would get in the l-dimensional subspace. By weighting and adding such matrices for all representation scales, we can form
where k γ is the weighting term. A natural choice is γ > 1 which gives more emphasis on the R k s that have low rank and hence keep "larger" subspaces unaffected, i.e., more emphasis on the dimensionality reductions that merge fewer (but hopefully more reliably chosen) neighboring bands. Examples of R k matrices displayed as images are shown in Fig. 2 .
A. Modifying the PDA Regularization Matrix
The multiscale representations consist of segmenting the spectral curves into contiguous intervals. At level k, which divides the curve into k segments, we can penalize each of the Fig. 2. (a) and (b) "One-scale" matrices R 10 and R 73 , respectively, from (7) calculated using the KSC data set. The sum of each row is zero, and the elements outside the squares along the diagonals are all zero. Note that the locations of the squares correspond to those of the constant segments in Fig. 1 . (c) and (d) Excerpts from the combined R matrices formed in (7) and (8), respectively, again created using the KSC set. Note that the R in (7) is the weighted sum of simpler matrices such as those depicted in (a) and (b). (e) and (f) Plots of the diagonals of the full R matrices in (7) and (8), respectively. segments separately by forming a modified R k PDA by placing k smaller nonoverlapping R PDA matrices along the diagonal. Again, these modified PDA matrices can be weighted and compounded to incorporate information from multiple-scale representations of the curve. That is, analogous to (7), we can form
where, again, γ > 1. Fig. 2 shows details from R matrices formed using (7) and (8) . Notice that the R matrix created using (8) retains the banded diagonal form of the original PDA matrix and that the values along the diagonal are directly related to how much differences between neighboring bands (at the corresponding location) are ignored by the resulting classifier.
V. EXPERIMENTS
A. Data Sets
To give an evaluation of the discussed regularization approaches, we have performed experiments on four hyperspectral images captured with different sensors and of various sceneries. The number of spectral bands range from 71 to 171. The first image, Pavia [18] , is of an urban scene in Italy, captured by an airborne sensor under the HySens project on June 8, 2002 . This data set consisted originally of 79 bands, but the last seven bands, which capture thermal infrared, together with a clearly noisy band at about 1.9580 μm, were excluded. The thermal infrared bands were omitted to make the data set comparable to the other data sets which all stem from sensors covering only the reflective part of the spectrum. In the range 496-2412 nm, 71 bands are used. The image has a pixel size of 2.6 m, and the data are reflectance estimates. The ground truth is divided into nine classes. The second image, Rosis [19] , was captured by an airborne sensor (ROSIS-02) during the European Multisensors Airborne Campaign on May 10, 1994. The location is the Fontainebleau forest south of Paris, containing ground-truthed areas of oak, beech, and pine trees. The data set has 81 spectral bands ranging from 430-830 nm. The image has a pixel size of 5.6 m and contains reflectance estimates without atmospheric correction. The third and fourth images, Botswana and Kennedy Space Center (KSC), are intended for vegetation inventory [20] . The former was captured by the Hyperion sensor aboard the NASA EO-1 satellite over the Okavango Delta, Botswana, on May 31, 2001, has a pixel size of 30 m, and the labeled data consist of 14 classes. This data set was preprocessed by the University of Texas Center for Space Research (CSR) where uncalibrated and noisy bands that covered water absorption were removed. The number of raw radiance bands used is 145 and covers the range 448-2355 nm. The latter data set was captured by an airborne sensor over KSC at Cape Canaveral, Florida, on March 23, 1996, has a pixel size of about 20 m, and the ground truth consists of 13 classes. Preprocessing of the data was performed by CSR, including atmospheric correction and reflectance estimation in addition to mitigating the effects of bad detectors, interdetector miscalibration, and intermittent anomalies. The 171 bands are in the spectral range of 409-2438 nm. All the above data sets are well known, and the listed references are publications where these data sets are used with various classification algorithms.
Except for the Pavia data set, for which we used less than half the available data for training the classifiers, each of the data sets were divided into two equally sized, spatially separate, and mostly disjoint training and test sets. The fullsized training (and test) sets had a size of 1859 (13 275), 8085 (8777), 2592 (2619), and 1607 (1641) samples for the Pavia, Rosis, KSC, and Botswana set, respectively. After finding the multiresolution broad-covering spectral bands (which gives the V k s), all data sets were normalized by subtracting the total mean and rescaling the mean within-class variances to one.
B. Experimental Details
Four different approaches for forming regularization matrices were implemented and compared in the QDA setting: the traditional ridge approach, in which R equals the identity matrix; the banded diagonal PDA matrix described in Section III-C; and the two matrices using multiresolution information in (7) and (8). Based on heuristic assumptions and empiric results, γ was set to two in (7) and (8). To ease comparison over different λ, the matrices were all normalized to have trace equal to the data-set dimensionality. Tenfold CV was used to determine the regularization parameters. Comparisons with a QDA classifier after a dimensionality reduction transform onto a single representation scale, as discussed in Section IV, were also performed.
To help quantify how robust the proposed approaches are, we ran several experiments where we randomly sampled 80% of the training data to form new training sets which were used to build our classifiers.
To get a rough idea of how these regularization methods perform compared to other state-of-the-art classifiers, we also show some results using the support vector machine (SVM) classifier. The chosen SVM is based on an RBF kernel, and its parameters were selected based on a grid search and tenfold CV [21] . Fig. 3 shows the effect of varying the type and amount of regularization has on the misclassification rate for all four data sets. In two of the data sets, ROSIS and Botswana, the regularization approaches incorporating multiscale information reach the lowest classification error, while for the KSC set, they give a slightly worse best rate than using the PDA regularization matrix. The high-resolution urban set, Pavia, shows a clear preference for the ridge regularizer. If we study the choices of regularization determined by tenfold CV, listed in Table I , we see that the multiscale approaches give better or equal performance on all the sets except for the Pavia set. It is not easy to pin down exactly why the results for the Pavia set is so different from what we see using the other sets; however, the poor results using a single scale of the curve-segmentation algorithm for dimensionality reduction seen in Table I indicate that the multiscale-representation algorithm has problems extracting the necessary features for efficient classification of this qualitatively different urban data. This can lead to unsatisfactory multiscale representation, which is the basis of constructing the regularization matrix. The resolution of the Pavia set might be a necessary part in explaining the odd behavior of the classifiers, although probably not a sufficient one, as the resolution of the ROSIS set can also be considered to be rather high.
C. Results and Discussion
Another noteworthy result shown in Fig. 3 is that the interval for which the regularizations give acceptable classification rates are much wider for the multiscale approaches as compared to what we see using the PDA matrix and, particularly, the ridge approach. This aids the interpretation that the regions that are deemed most likely to belong together, i.e., the regions in which the bands are in the same low-resolution band at many scale representations, can be (almost) averaged into a single feature while the resulting classifier still retains performance. This focusing of the penalization of the band-value differences in certain regions seems to leave the more critical regions for classification less affected.
These long intervals of low classification errors could make it easier to find a suitable λ in the final classifier. Table II shows how many times the different regularization approaches got the lowest misclassification rate in the 50 experiments using randomly drawn training sets. The results show that the long Fig. 3 . Classification errors using a QDA classifier with varying amount, and type, of regularization. The circles indicate the choices of λ determined by tenfold CV. Fig. 4 . Classification errors using a QDA classifier with the regularizer in (7) for varying λ and γ values using the Botswana data set. Note the nonlinearity of the λ axis and that the best classification rate that can be reached (with varying λ) becomes worse for larger γ values.
intervals of acceptable classification rate is clearly beneficial for at least two of the data sets. One of the data sets shows mixed results, while again, the Pavia data set does not benefit from using the multiscale information when building the regularization matrix at all. Fig. 4 shows an example showing that when γ in (7) and (8) is increased, the range of λ giving acceptable classification results expands, although at the cost of a slightly worse best classification rate. An explanation for this might be that as γ is increased, the difference in emphasis between the segments that are "surest" of belonging together and the rest is increased, which allows for even longer intervals of λ with good performance. However, a certain amount of balance in the distribution of penalization across the curve is apparently needed to get a good classifier, as is evident with the increased lowest misclassification rate when γ is much larger than two. Note that although the curves shown in Fig. 4 seem to be shifted to the right, this is mainly due to the normalization of the regularization matrix and its inability to adapt to the extreme weights given for large k in (7) and (8) when γ is large.
VI. CONCLUSION
We have introduced a simple and intuitive framework for specifying and interpreting regularization matrices in the LDA and QDA classifier settings. It is proved that by adding a suitable regularization matrix, both the LDA and QDA classifiers can be made to act as a compromise between the full dimensional classifier and the classifier one would get by first doing a linear feature reduction. These feature reduction transforms can be used to incorporate a priori knowledge into the classifier, either by fully specifying the transforms using a priori knowledge or by using knowledge of the problem to guide the estimation of appropriate feature reduction transforms. We have used the framework to specify regularization matrices which incorporate multiscale information derived from a curvesegmentation algorithm. The results of the experiments indicate that the proposed approach might be able to improve the peak performance of the classifiers in hyperspectral settings, although perhaps the most interesting consequence of the proposed method is the enlarged regularization intervals giving acceptable results.
APPENDIX I
Here, we show that the equivalent of the LDA or the QDA classifier in any linearly reduced subspace can be reached by using an appropriate regularization matrix. We prove this by showing that the discriminant function difference between any two classes become equal in both the full and dimensionalityreduced case. Let V be an orthogonal p × k matrix defining a linear dimensionality reduction from p to k dimensions, and let R = I − V V = V ⊥ V ⊥ . We begin, in Appendix I-A, by showing that the Mahalanobis distances become equal in both the full and dimensionality-reduced space when using a specific altered precision matrix. Then, in Appendix I-B, we show that by adding λR to the sample covariance matrix, its inverse approaches exactly this altered precision matrix. Finally, in Appendix I-C, we show that the ratios of the covariance matrix determinants also become equal, showing that the proposition holds for QDA as well as LDA.
A. Altering Σ −1 to Classify as in Reduced Space
Let x be a point in the full p-dimensional space and z be the corresponding point in the reduced (k-dimensional) space, i.e., z = V x. We denote Σ as the full p × p sample covariance matrix and Σ k as the k × k sample covariance matrix in the reduced space. We have of course Σ k = V ΣV , and let us assume Σ k to be invertible.
where † denotes the Moore-Penrose pseudoinverse, causes the distances in the full and reduced spaces to be equal:
Proving the last equation in (9) is the same as proving that V (V ΣV ) −1 V is the pseudoinverse of V V ΣV V . That is, by letting A = V V ΣV V and B = V (V ΣV ) −1 V , we must show that AB and BA are symmetric and that ABA = A and BAB = B:
B. Continuous Dimensionality Reduction
In this section, we show that by adding λR to the full dimensional sample covariance matrix, its inverse will approach the altered precision matrix in (9) . That is, we prove that
where † denotes the pseudoinverse using the k nonzero eigenvalues. Let A = Σ + λR. We know that A and A −1 have the same eigenvectors, although with inverted eigenvalues. In addition, A and B = (1/λ)A have, of course, the same eigenvectors. If x is an eigenvector of R with eigenvalue λ i , then x will also be an eigenvector of B (and thus A) in the limit as λ → ∞:
This shows that in the limiting case, any eigenvector of A is either an eigenvector of R and thus fully in the subspace null(V ) or is fully in span(V ).
Any eigenvector x of A, where Rx = 0, has an eigenvalue that goes to ∞ as λ → ∞:
Thus, as λ → ∞, the only eigenvectors of A −1 with nonzero eigenvalues are the k eigenvectors included in (and spanning) span(V ). Now, let Ω = V V . The eigenvectors in span(V ) are retained when multiplied by Ω, i.e., x ∈ span(V ) ⇒ Ωx = x, while x ∈ null(V ) ⇒ Ωx = 0. Letting the columns of S contain the eigenvectors of A as λ → ∞, we see that ΩS has k nonzero columns corresponding to the k eigenvectors in span(V ). We can thus remove the eigenvectors in null(V ) by multiplying Ω on both sides of A:
where D is a diagonal matrix containing the eigenvalues of A. Furthermore, the eigenvectors in span(V ) are independent of λ:
Thus, the eigenvectors and inverted eigenvalues of ΩΣΩ are the same as the nonzero eigenvectors and eigenvalues in lim λ→∞ (Σ + λR) −1 , which concludes the proof.
C. |Σ i |/|Σ j | Ratio in QDA
We know, from Appendices I-A and B, that our proposition is correct for the second term in (1), the Mahalanobis distance. In LDA, this is all that is needed to show equality of the classifiers, but in QDA, we must also show that the ratio |Σ i |/|Σ j | for any two classes i and j or the difference between their log values becomes equal in the regularized and the feature-reduced case. That is, letting Σ kc denote class c's k × k sample covariance matrix, we must show that (choosing classes 1 and 2 for notational simplicity)
which is equivalent to show that
where λ c i and λ kc i are the ith eigenvalue of Σ c + λR and Σ kc , respectively. From the proof in Section I.B, we know that, as λ → ∞, the k smallest eigenvalues of Σ + λR will be equal to the k nonzero eigenvalues of ΩΣΩ. Furthermore, the nonzero eigenvalues of ΩΣΩ are equal to the eigenvalues of Σ k , since if z is an eigenvector with eigenvalue τ of Σ k , then x = V z is an eigenvector of ΩΣΩ with the same eigenvalue, τ :
Since the rest of the eigenvalues will approach those of λR (as λ increases), we have 
APPENDIX II
Although it is a well-known result, as a means to autonomize the text, we prove in this section that two linear feature reduction transforms V 0 and V 1 give the same Mahalanobis distances and log-determinant ratios in their reduced spaces as long as span(V 0 ) = span(V 1 ). That is, any linear transform can be made orthogonal (i.e., V having orthogonal columns) without affecting the resulting classifier.
Let V 0 and V 1 be two p × k matrices representing the linear feature reduction transforms, and A be a k × k invertible change of basis matrix: V 0 = V 1 A. Let x be an arbitrary point in p-dimensional space and let z 0 = V 0 x and z 1 = V 1 x. The Mahalanobis distances after applying V 0 and V 1 are then equal:
The ratio of the covariance matrix determinants, needed in QDA, also becomes equal (again, choosing classes 1 and 2 for notational convenience)
