This paper presents the technical details of the software package SDT in the R 5 computing and graphics environment, implementing a convex quadratic program that 6 was recently proposed in the literature on self-determination theory of human 7 motivation. Three main features are addressed, with their accompanying code for 8 computation in R: first, the application of the quadratic program and corresponding 9 code for the analysis of the extent of motivation internalization or externalization; 10 second, for exploring the simplex structure assumption of motivation; and third, for 11 adjusting the confounded scoring protocol, called the self-determination or relative 12 autonomy index, to account for the mixture of internal motivation and external 13 motivation. We describe the functions of the R package SDT. The computations are 14 demonstrated with example data accompanying the package, so researchers can run the 15 methodology on their own datasets. 16 17 Keywords: self-determination theory, motivation, internalization, simplex 18 structure, self-determination or relative autonomy index, optimization, convexity, 19 quadratic program, R software package 20 21 22 23 24 measures in the R computing and graphics environment (The R Core Team, 2016). The 28
INTRODUCTION
displays the self-determination continuum. Thus, according to SDT, the 103 behavior of a person can shift from extrinsic to intrinsically motivated. From left to right, 104 the behavior is more and more internalized through the regulation types that are 105 ordered along the continuum. Introjected regulation and identified regulation are 106 relevant to the discussion of this paper. Introjected regulation refers to a person that is 107 acting on the basis of external societal expectations only partially internalized and that 108 remain external to the self. Identified regulation means the person has identified with 109 the external values of his/her behavior and has internalized these more into her/his 110 value system. Details can be found in Deci and Ryan (1985 , 2000 , 2002 . 111
The subscales of external regulation and intrinsic regulation are, by theory, 112 completely external motivation and internal motivation, respectively. For the 113 intermediate subscales of introjected regulation and identified regulation, on the other 114 hand, their internalizations are expressed as "somewhat external" and "somewhat 115 internal", respectively. That is, these intermediate regulation types are mixtures of 116 external motivation and internal motivation and remain vaguely specified in SDT. The 117 constrained regression analysis approach to quantifying these notions, along with the 118 major implementation components, are theoretically presented in the following section. 119 120
CONVEX OPTIMIZATION AND MOTIVATION INTERNALIZATION 121
We start with a general introduction to convex optimization in the first paragraph of this 122 section. But in the second and following paragraphs, it will be clear why we should care 123 about convex optimization, meaning what problem convex optimization is going to powerful if based on convexity (e.g., Boyd & Vandenberghe, 2009; Dattorro, 2009 ). The 127 general problem of convex optimization can be stated as: 128 minimize subject to ∈ , 129
where : ℝ ! → ℝ is a convex function mapping arguments of interest 130 into a real-valued summary or target criterion, 131 and, determined by convex inequality (and affine equality) constraints, 132 ⊂ ℝ ! is the convex set of all feasible values for the arguments. 133
The program is to minimize an objective function with respect to parameters of interest, 134 under given side constraints on the parameters. The convexity assumptions for the 135 objective function and the constraints ensure useful mathematical properties such as 136 the characterization of (global) optimality based on the important in optimization 137
Karush-Kuhn-Tucker conditions (Karush, 1939; Kuhn & Tucker, 1951; Kuhn, 1976 An interesting and basic instance of this general convex optimization problem 141 appears in SDT, related to the problem of motivation internalization. We apply 142 optimization to gauge the internal and external motivation shares of the intermediate 143 regulation types, presupposing that the relevant subscales have been measured using 144 reliable and valid inventories. Each of the identified regulation and introjected 145 regulation is modeled as a convex combination of the fully internal and fully external 146 regulation types of intrinsic motivation and extrinsic motivation, respectively. The 147 optimization problem implied is: to find for the identified and introjected regulation 148 types those shares that minimize the discrepancy between the observed values based on unknown and to be estimated shares as their weights in the apparently extreme poles of 151 the theory. There are two inequality constraints to consider, namely that the two shares 152 in regards to intrinsic regulation and external regulation are nonnegative, and the 153 equality constraint is that these shares must add up to 1. 154
For this outlined SDT convex optimization problem, which is a basic one, the 155 question can be phrased as a quadratic program. This means that we can have a special 156 convex quadratic form for the objective function, with corresponding affine inequality 157 and equality constraints, which then makes possible the application of readily available 158 numerical algorithms for efficiently solving the program. For this purpose, we will use 159 the method by Goldfarb and Idnani (1982, 1983) . The latter is a numerically stable dual 160 method for computing the solutions of quadratic programming problems of the type we 161 encounter in this paper. 162
Let ! = and ! = be the intrinsic regulation ( ) and external 163 regulation ( ) types, which are assumed to be internal and external, respectively. Let 164 stand for either identified, , or introjected, , regulation, for which we want to 165 compute the internalization or externalization shares. The basic model is 166
where !,! ≥ 0, !,! ≥ 0, and !,! + !,! = 1, and , ! , and ! stand for the data and 167 are taken over all sample units (e.g., students). The parameters !,! and !,! are 168 unknown and estimated from the data. In other words, and can be modeled as a 169 convex combination of and . That is, the degree of internalization is gauged by 170 the shares !,! , as the internal extent of identified or introjected regulation, and !,! , as 171 the external extent of identified or introjected regulation, relative to the extreme mind that one of both or (or any other SDT target variable) is being considered. 177
The ! 's for 1 ≤ ≤ form what we call the reference system of base elements, 178 according to which the convex decomposition of the target variable is made, with the 179 ! 's for 1 ≤ ≤ interpreted as the corresponding shares in this system. 180
A special choice of the target variable and reference system can be made for the 181 analysis of the motivation simplex structure posited by SDT. (For example, the target 182 variable can be intrinsic regulation, and the reference system can consist of identified 183 regulation, introjected regulation, and external regulation. This choice is exemplified in 184 Section 5). Ünlü and Dettweiler (2015, p. 685): "The simplex structure of self-185 determination theory means that motivation regulation types theoretically closer to one 186 another are more strongly interrelated, indicating that the self-determination theory 187 regulatory styles can be linearly ordered along the underlying continuum (Ryan & 188 Connell, 1989; Deci & Ryan, 2000) ." In the SDT literature, "interrelated" is synonymous 189 with "correlated", and Ünlü and Dettweiler (2015) have proposed assessing that 190 structure based on optimal shares instead. Thus, under a simplex structure assumption, 191 we expect in this new approach that the computed shares are larger for motivation 192 regulation types theoretically closer to one another. 193
A numerical solution to the optimization problem raised in SDT can be derived as 194 follows. Formulated in analogy to the general convex optimization problem, we 195 minimize 196
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where ". ! " stands for the transpose of a matrix and the sum is taken over 197 all sample units (e.g., students), 198 subject to 199
There are inequality constraints and one equality constraint. It can be 200 proven that the target function is convex and that the feasible set is 201 convex (and even compact). 202
This problem can be viewed as a quadratic program. Obviously, an equivalent 203 formulation of the problem is: 204
This can be written in matrix notation yielding the required quadratic program 207 expression. More precisely, the first term is equal to 208 
! and the surveyed SDT variables are used as column vectors 211 in this notation. Moreover, the inequality constraints can be written as where = ! is the × identity matrix, and ! = 0 ! is the column vector of length 213 containing only 0's. The equality constraint is ! = ! , where = 1 ! is the column 214 vector of length consisting of 1's only, and the scalar ! = 1. 215
In sum, this yields the required (convex) quadratic program that corresponds to 216 our initial SDT question: 217
Given the quadratic form above, we can use software to calculate a solution. This is 220 implemented in the R package SDT, described in Section 4. 221
The computable shares not only can be used for internalization or simplex 222 structure analyses, but can also provide an adjusted self-determination or relative 223 autonomy index, SDI or RAI. Scoring protocols such as the original SDI or RAI index are 224 summary statistics that aggregate test scores to give an overall informative measure 225 (see Grolnick & Ryan, 1989 The original SDI or RAI index is defined as 228
This scoring protocol does not take into consideration the fact that the identified and 229 introjected regulation types are mixtures of internal and external motivation. The 230 resulting overall measure may be confounded and therefore may lack interpretability, 231 because in weighting the subscale scores the same weights are used for the two shares 232 of internal and external motivation of a regulation type.
Mean internal motivation, IM, and mean external motivation, EM, are quantified using 237 the -weights obtained from the quadratic program described above (with identified 238 regulation or introjected regulation as the target variable, and with intrinsic regulation 239 and external regulation as the reference system): 240
Translation with −1 and averaging guarantee that all of the instrument variables 242 implements the quadratic program minimizer by Goldfarb and Idnani (1982, 1983) . The minscore and maxscore arguments are used to define the admissible range. 341 minscore is the minimum score of the scale procedure (typically 1). maxscore is the 342 scale procedure maximum score (typically 4, 5, or 7). For the adjusted index, the 343 external share, which is more internal motivation than external motivation, as expected 409 by theory. For introjected regulation, which according to theory ought to be more 410 external motivation than internal motivation, we have the internal and external shares 411 of approximately 33% and 67%, respectively. 412
We can access the attribute value and class of the object idr, or print all 413 attributes of the object ijr: 414 R> attr(idr, "analysis") 415 We can have a similar plot for the object idr with user-specified labels 430 plot(idr, target = "identified regulation", reference = 431 c("intrinsic regulation", "external regulation")) 435
Simplex Structure Analysis 436
We can perform a simplex structure analysis with intrinsic regulation as the target 437 variable, and with identified regulation, introjected regulation, and external regulation 438 as the reference system: 439 R> (simstr <-simplex(intrinsic, identified, introjected, external)) 440 base_regulation_1 share base_regulation_2 share base_regulation_3 share 441 0.6999234 0.3000766 0.0000000
442
We can see that the posited simplex structure assumption is fulfilled for this choice of 443 variables. The computed shares are plausible with theory. Intrinsic regulation, which is 444 completely internal, is more interrelated with identified regulation with a share of 445 approximately 70%, followed by introjected regulation with a share of approximately 446 30%, and has a 0% share in regard to external regulation, which is completely external. 447
The object simstr is a numeric vector with an attribute value and class: 448 R> mode(simstr) 449
[1] "numeric" 450 R> attr(simstr, "analysis") 451 The former observation based on the adjusted index is more plausible. For, 554 mathematics, informatics, and natural sciences school classes are studied, and there is 555 empirical evidence that girls in these subject areas may typically behave extrinsically 556 motivated. 557
The print method lists the original and adjusted SDI overall index values, for all 558 students or rows of the dataset (the R output is omitted, for typographic reasons): 559 R> adj 560 adjusted SDI scores:
561
[1] -6.679746e-02 -4.443075e-01 1.161286e-01 -6.117589e-02 We have introduced the package SDT for computing self-determination theory (SDT) 576 measures in the R language and environment. The package contains functions for 577 computing the measures of motivation internalization, motivation simplex structure, 578 and the original and adjusted self-determination or relative autonomy indices (SDI or 579 RAI). The functions of the package SDT were described, and we demonstrated the 580 functions' usage on an accompanying example dataset. 581
With the package SDT in R we hope to have established a basis for computational 582 work in SDT. We plan to extend this package to incorporate such dimensionality 583 reduction approaches as principal component analysis and factor analysis, for SDT 584 questionnaire validation in R. Interactive visualization techniques for the exploration of 585 raw-data motivation variables could also be implemented and utilized in R, for 586 exploratory SDT analyses. The realization of SDT, for the first time in R, can also be 587 valuable in applying current or computational statistical methods to SDT. For instance, 588 the determination of confidence intervals and hypothesis testing in SDT for the 589 computed optimal shares and the original and adjusted SDI or RAI indices may likely be realized using resampling methods. Future work of this sort would involve extensive 591 computer simulation, which could be ideally achieved with R. 592 
