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1. Introduction
In this paper we consider the following second-order differential equation
u′′(t)+ λf (t, u(t)) = 0, t ∈ (0, 1), (1.1)
subject to three-point boundary conditions
u(0) = 0, αu(η) = u(1), (1.2)
where 0 < η, αη < 1 and f : [0, 1] × [0,∞)→ R is continuous.
Three-point boundary value problems for differential equations or difference equations arise in a variety of different
areas of applied mathematics and physics. The study of multipoint boundary value problems for linear second-order
ordinary differential equations was initiated in [8,9]. Motivated by the study of Il’in and Moiseev, Gupta [6] studied certain
three-point boundary value problems for nonlinear ordinary differential equations. Since then, more general nonlinear
three-point boundary value problems have been studied by many authors with much of the attention given to positive
solutions. For a small sample of such work, we refer the reader to works [7,11,12,17]. The results of these papers are based
on the Leray–Schauder continuation theorem, the nonlinear alternative of Leray–Schauder, the coincidence degree theory of
Mawhin, Krasnoselskii’s fixed point theorem, Schauder fixed point theorem, fixed point theorems in cones and so on. But, in
most of the existing works, in order to guarantee that the operator generated by f is a cone mapping, a key condition is that
the nonlinear term f must be a nonnegative function. However, the nonlinearities of many boundary value problems which
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arise in applications are not always nonnegative. When the nonlinearity may take on negative values, these problems are
called semi-positone problems, which arise naturally in chemical reactor theory, design of suspension bridges, combustion
and management of natural resources, see [1–3,5].
In recent papers [4,10,13–16,19], the authors considered the existence of positive solutions for semi-positone two-point,
three-point or m-point boundary value problems by using Krasnoselskii’s fixed point theory, Leray–Schauder fixed point
theorem or fixed point indexmethod. However, to our knowledge, the results for semi-positone three-point boundary value
problems are still very few. Different from the above works mentioned, in this paper we will use a fixed point theorem of
generalized cone expansion and compression to show the existence of at least two positive solutions for problem (1.1) and
(1.2).
By a positive solution of (1.1) and (1.2) we understand a function u(t) which is positive on 0 < t < 1 and satisfies
differential equation (1.1) and boundary conditions (1.2).
We now present a fixed point theorem of generalized cone expansion and compression which will be used in the latter
proofs. Let E be a real Banach space and P be a cone in E, θ denotes the null element. The map ρ : P → R1 is said to be a
convex functional on P provided that ρ(tx + (1 − t)y) ≤ tρ(x) + (1 − t)ρ(y) for all x, y ∈ P and t ∈ [0, 1]. See [18] for
further information.
Theorem 1.1 (See [18]). Let Ω1,Ω2 be two open bounded subsets in E with θ ∈ Ω1,Ω1 ⊂ Ω2. Suppose that T : P⋂(Ω2 \
Ω1) → P is completely continuous and ρ : P → [0,+∞) is a uniformly continuous convex functional with ρ(θ) = 0 and
ρ(x) > 0 for x 6= θ . If one of the two conditions,
(i) ρ(Tx) ≤ ρ(x),∀ x ∈ P⋂ ∂Ω1 and infx∈P⋂ ∂Ω2 ρ(x) > 0, ρ(Tx) ≥ ρ(x),∀ x ∈ P⋂ ∂Ω2 and
(ii) infx∈P⋂ ∂Ω1 ρ(x) > 0, ρ(Tx) ≥ ρ(x),∀ x ∈ P⋂ ∂Ω1 and ρ(Tx) ≤ ρ(x),∀ x ∈ P⋂ ∂Ω2, is satisfied, then T has at least
one fixed point in P
⋂
(Ω2 \Ω1).
The paper is organized as follows. In Section 2, we give some preliminary results that will be used in the proof of the
main result. In Section 3, we prove the existence of at least two positive solutions for problem (1.1) and (1.2). In the end, we
illustrate a simple use of the main result.
2. Preliminary results
In this section, we present some preliminaries which will be needed in Section 3. Consider the following boundary value
problem
u′′(t)+ y(t) = 0, t ∈ (0, 1), (2.1)
u(0) = 0, αu(η) = u(1). (2.2)
For problem (2.1) and (2.2), we have the following conclusions which are derived from [7,11].
Lemma 2.1. Let αη 6= 1, then for y ∈ C[0, 1], problem (2.1) and (2.2) has a unique solution
u(t) = −
∫ t
0
(t − s)y(s)ds− αt
1− αη
∫ η
0
(η − s)y(s)ds+ t
1− αη
∫ 1
0
(1− s)y(s)ds.
Remark 2.1. For the unique solution u of problem (2.1) and (2.2), we can obtain:
(i) for any t ∈ [0, η],
u(t) = −
∫ t
0
(t − s)y(s)ds− αt
1− αη
∫ η
0
(η − s)y(s)ds+ t
1− αη
∫ 1
0
(1− s)y(s)ds
= t
1− αη
∫ 1
η
(1− s)y(s)ds+ t
1− αη
∫ η
t
(1− s− αη + αs)y(s)ds
+ 1
1− αη
∫ t
0
(s− ts+ αts− αsη)y(s)ds,
(ii) for any t ∈ (η, 1],
u(t) = −
∫ t
0
(t − s)y(s)ds− αt
1− αη
∫ η
0
(η − s)y(s)ds+ t
1− αη
∫ 1
0
(1− s)y(s)ds
= t
1− αη
∫ 1
t
(1− s)y(s)ds+ 1
1− αη
∫ t
η
(s− st + αηt − αηs)y(s)ds
+ 1
1− αη
∫ η
0
(s− st + sαt − sαη)y(s)ds.
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Evidently, if 0 < α < 1
η
and y ∈ C[0, 1] with y ≥ 0, then from (i) and (ii), we have u(t) ≥ 0 for t ∈ [0, 1]. This shows the
following lemma:
Lemma 2.2. Let 0 < α < 1
η
. If y ∈ C[0, 1] and y ≥ 0, then the unique solution u of problem (2.1) and (2.2) satisfies
u(t) ≥ 0, t ∈ [0, 1].
Lemma 2.3. Let 0 < α < 1
η
. If y ∈ C[0, 1] and y ≥ 0, then the unique solution u of problem (2.1) and (2.2) satisfies
mint∈[η,1] u(t) ≥ γ ‖u‖, where
γ = min
{
αη,
α(1− η)
1− αη , η
}
. (2.3)
In what follows, we always assume that αη < 1. Moreover, we will work in the Banach space C[0, 1] and only the
sup-norm is used.
Lemma 2.4. Let 0 < α < 1
η
. If y ∈ C[0, 1] and y ≥ 0, then the unique solution u of problem (2.1) and (2.2) satisfies
u(t) ≥ γ
η
t‖u‖ for t ∈ [0, η], where γ is given as in (2.3).
Proof. From the fact u′′(t) = −y(t) ≤ 0,∀ t ∈ (0, 1), we know that the graph of u(t) is concave down on (0, 1). Further,
we can obtain that u(t)t is monotone decreasing on [0, η]. Then we have u(t) ≥ tηu(η) for 0 ≤ t ≤ η. Applying Lemma 2.3,
we have
u(t) ≥ t
η
u(η) ≥ t
η
γ ‖u‖ = γ
η
t‖u‖, t ∈ [0, η]. 
Lemma 2.5. Consider the following function
w(t) = −1
2
t2 + 1− αη
2
2(1− αη) t, ∀t ∈ [0, 1], (2.4)
where α, η are given as in (1.1) and (1.2). Then the following conclusions hold:
(B1) w(0) = 0, αw(η) = w(1), w′′(t) ≡ −1;
(B2) w(t) ≤ 1−αη22(1−αη) t ≤ 1−αη
2
2(1−αη) ,∀ t ∈ [0, 1].
Remark 2.2. From Lemmas 2.1, 2.2 and 2.5, we know thatw(t) ≥ 0 for t ∈ [0, 1] and
w(t) = −
∫ t
0
(t − s)ds− αt
1− αη
∫ η
0
(η − s)ds+ t
1− αη
∫ 1
0
(1− s)ds.
3. Existence of two positive solutions
We will use Theorem 1.1 to establish the existence of at least two positive solutions for problem (1.1) and (1.2). The
following conditions will be assumed:
(C1) There exists a constantM > 0 such that f (t, u) ≥ −M for (t, u) ∈ [0, 1] × [0,∞).
(C2) There exist two constants a, b ∈ (0,∞) such that
0 < f (t, u) ≤ b for (t, u) ∈ [0, 1] × [0, a].
(C3) Let L = min{ γ2 , a},M1 = max{f (t, u)+M|0 ≤ t ≤ 1, 0 ≤ u ≤ 2}. The parameter λ satisfies
0 < λ ≤ τ := 2γ (1− αη)
1− αη2 ·min
{
γ
M
,
2
M1
,
L
M2
}
,
where γ is given as in (2.3) andM2 = max{f (t, u)|0 ≤ t ≤ 1, 0 ≤ u ≤ L}.
(C4) There exists R > 2 such that f (t, u)+M ≥ Nu for t ∈ [η, 1] and u ≥ 12Rγ 2, where
N ≥ 4(1− αη)
λγ η(1− η)2 for fixed λ ∈ (0, τ ].
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Remark 3.1. It follows from (C2) and the fact that f is continuous, that
lim
y→0+
f (t, y)
y
= +∞ uniformly on [0, 1].
Theorem 3.1. Suppose (C1)–(C4) hold. Then problem (1.1) and (1.2) has at least two positive solutions y1, y2 with ‖y1‖ ≥
γ , ‖y2‖ ≤ L ≤ γ2 .
Proof. Let P = {y|y ∈ C[0, 1], y(t) ≥ 0 for t ∈ [0, 1];mint∈[η,1] y(t) ≥ γ ‖y‖} and z = λMw, where γ and w are given as
in (2.3) and in (2.4) respectively. It is easy to see that (1.1) and (1.2) has a positive solution u if and only if u + z =: u¯ is a
solution of
u′′ + λg(t, u− z) = 0, t ∈ (0, 1), (3.1)
u(0) = 0, αu(η) = u(1), (3.2)
and u¯ > z for t ∈ (0, 1), where g : [0, 1] × R→ R+ is defined by
g(t, y) =
{
f (t, y)+M, (t, y) ∈ [0, 1] × [0,∞),
f (t, 0)+M, (t, y) ∈ [0, 1] × (−∞, 0).
For v ∈ P , denote by Tv the unique solution of (3.1) and (3.2), then
Tv(t) = −
∫ t
0
(t − s)λg(s, v(s)− z(s))ds− αt
1− αη
∫ η
0
(η − s)λg(s, v(s)− z(s))ds
+ t
1− αη
∫ 1
0
(1− s)λg(s, v(s)− z(s))ds.
By Lemmas 2.2 and 2.3, we know that T (P) ⊂ P . It is clear to see that T : P → P is completely continuous by the
Arzela–Ascoli theorem.
Let ρ(y) = maxt∈[η,1] y(t) and thus ρ : P → [0,+∞) is a uniformly continuous convex functional with ρ(θ) = 0 and
ρ(y) > 0 for y 6= θ . Set
Ω1 = {y ∈ C[0, 1]|ρ(y) < 2γ }, Ω2 = {y ∈ C[0, 1]|ρ(y) < Rγ }.
It is clear that Ω1 and Ω2 are open sets in C[0, 1] with θ ∈ Ω1 and Ω1 ⊂ Ω2. If y ∈ P⋂Ω1, we have ‖y‖ ≤
1
γ
mint∈[η,1] y(t) ≤ 1γ maxt∈[η,1] y(t) = 1γ ρ(y) < 2, which implies that P
⋂
Ω1 is bounded. In the same way we know
that P
⋂
Ω2 is also bounded.
If y ∈ P⋂ ∂Ω1, then ρ(y) = 2γ and thus ‖y‖ ≤ 2. So it follows from Remarks 2.1 and 2.2 and (C3) that
ρ(Ty) = max
t∈[η,1]
Ty(t) ≤ max
t∈[0,1]
Ty(t) = max
t∈[0,1]
(
−
∫ t
0
(t − s)λg(s, y(s)− z(s))ds
− αt
1− αη
∫ η
0
(η − s)λg(s, y(s)− z(s))ds+ t
1− αη
∫ 1
0
(1− s)λg(s, y(s)− z(s))ds
)
≤ max
t∈[0,1]
(
−
∫ t
0
(t − s)ds− αt
1− αη
∫ η
0
(η − s)ds+ t
1− αη
∫ 1
0
(1− s)ds
)
× λM1
= λM1 max
t∈[0,1]
w(t) ≤ λM1 1− αη
2
2(1− αη) ≤ 2γ = ρ(y).
That is, ρ(Ty) ≤ ρ(y), ∀y ∈ P⋂ ∂Ω1.
Next, if y ∈ P⋂ ∂Ω2, then ρ(y) = Rγ and thus Rγ ≤ ‖y‖ ≤ R. So we can obtain infy∈P⋂ ∂Ω2 ρ(y) > 0 and for
y ∈ P⋂ ∂Ω2,
z(s) = λMw(s) ≤ λM 1− αη
2
2(1− αη) ≤ γ
2 ≤ γ y(s)‖y‖ ≤
1
R
y(s), s ∈ [η, 1].
Thus
y(s)− z(s) ≥
(
1− 1
R
)
y(s), s ∈ [η, 1]. (3.3)
Considering (3.3) and using Lemma 2.3, we conclude that
y(s)− z(s) ≥ 1
2
y(s) ≥ 1
2
γ ‖y‖ ≥ 1
2
Rγ 2, s ∈ [η, 1].
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This together with (C4) implies
g(s, y− z) = f (s, y− z)+M ≥ N(y− z) ≥ 1
2
Rγ 2N, s ∈ [η, 1].
Thus also from (C4)we get
ρ(Ty) = max
t∈[η,1]
Ty(t) ≥ Ty(η) = −
∫ η
0
(η − s)λg(s, y(s)− z(s))ds
− αη
1− αη
∫ η
0
(η − s)λg(s, y(s)− z(s))ds+ η
1− αη
∫ 1
0
(1− s)λg(s, y(s)− z(s))ds
= − 1
1− αη
∫ η
0
(η − s)λg(s, y(s)− z(s))ds+ η
1− αη
∫ 1
0
(1− s)λg(s, y(s)− z(s))ds
= − η
1− αη
∫ η
0
λg(s, y(s)− z(s))ds+ 1
1− αη
∫ η
0
sλg(s, y(s)− z(s))ds
+ η
1− αη
∫ 1
0
λg(s, y(s)− z(s))ds− η
1− αη
∫ 1
0
sλg(s, y(s)− z(s))ds
= η
1− αη
∫ 1
η
λg(s, y(s)− z(s))ds+ 1
1− αη
∫ η
0
sλg(s, y(s)− z(s))ds− η
1− αη
∫ 1
0
sλg(s, y(s)− z(s))ds
≥ η
1− αη
∫ 1
η
λg(s, y(s)− z(s))ds− η
1− αη
∫ 1
η
sλg(s, y(s)− z(s))ds
≥ η
1− αη
∫ 1
η
λ(1− s)ds× 1
2
Rγ 2N = λη(1− η)
2
2(1− αη) ×
1
2
Rγ 2N ≥ γ R = ρ(y).
Hence, ρ(Ty) ≥ ρ(y),∀ y ∈ P⋂ ∂Ω2. Therefore, it follows from the first part of Theorem 1.1 that T has a fixed point
y¯ ∈ P⋂(Ω2 \Ω1), such that
2γ ≤ ρ(y¯) ≤ Rγ and thus 2γ ≤ ‖y¯‖ ≤ R. (3.4)
Moreover, by combining (3.4) with (C3) and using Lemmas 2.3 and 2.5, we know
y¯(t) ≥ γ ‖y¯‖ ≥ 2γ 2 ≥ 2λM 1− αη
2
2(1− αη) ≥ 2λMw(t), t ∈ [η, 1]. (3.5)
In addition, for t ∈ [0, η], by Lemma 2.5 and (C3), we have
y¯(t) ≥ γ
η
t‖y¯‖ ≥ 2γ
2
η
t ≥ 21
η
λM(1− αη2)
2(1− αη) t ≥ 2λM
1− αη2
2(1− αη) t ≥ 2λMw(t). (3.6)
Then, (3.5) and (3.6) show that
y¯(t) ≥ 2z(t), ∀ t ∈ [0, 1]. (3.7)
So y1 = y¯− z is a positive solution of problem (1.1) and (1.2). Moreover, from (3.7) and (3.4)
‖y1‖ ≥ 12‖y¯‖ ≥ γ . (3.8)
To find the second positive solution of problem (1.1) and (1.2), we set
f ∗(t, y) =
{
f (t, y), (t, y) ∈ [0, 1] × [0, a],
f (t, a), (t, y) ∈ [0, 1] × [a,∞). (3.9)
Then 0 < f ∗(t, y) ≤ b for (t, u) ∈ [0, 1] × [0,∞). Next we consider the auxiliary equation
y′′ + λf ∗(t, y) = 0, t ∈ (0, 1), (3.10)
with the boundary conditions
y(0) = 0, αy(η) = y(1). (3.11)
We know that that (3.10) and (3.11) are equivalent to the operator equation y = Fy, where
Fy(t) = −
∫ t
0
(t − s)λf ∗(s, y(s))ds− αt
1− αη
∫ η
0
(η − s)λf ∗(s, y(s))ds+ t
1− αη
∫ 1
0
(1− s)λf ∗(s, y(s))ds.
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Clearly, F : P → P is completely continuous and F(P) ⊂ P . From Remark 3.1 we know that
lim
y→0+
f ∗(t, y)
y
= +∞ uniformly on [0, 1].
This means that there exists a constant r : r < L such that f ∗(t, y) ≥ βy for (t, y) ∈ [0, 1] × [0, r], where
βλγ
αη(1− η)2
2(1− αη) ≥ 1. (3.12)
Let
Ω3 = {y ∈ C[0, 1]|ρ(y) < Lγ }, Ω4 = {y ∈ C[0, 1]|ρ(y) < rγ }.
Then P
⋂
Ω3 and P
⋂
Ω4 are bounded open sets in C[0, 1] and infy∈P⋂ ∂Ω4 ρ(y) > 0.
Next, for y ∈ P⋂ ∂Ω3, we have from Lemmas 2.2 and 2.5, Remarks 2.1 and 2.2 that
ρ(Fy) = max
t∈[η,1]
Fy(t) ≤ max
t∈[0,1]
Fy(t) = max
t∈[0,1]
(
−
∫ t
0
(t − s)λf ∗(s, y(s))ds
− αt
1− αη
∫ η
0
(η − s)λf ∗(s, y(s))ds+ t
1− αη
∫ 1
0
(1− s)λf ∗(s, y(s))ds
)
≤ max
t∈[0,1]
(
−
∫ t
0
(t − s)ds− αt
1− αη
∫ η
0
(η − s)ds+ t
1− αη
∫ 1
0
(1− s)ds
)
× λM2
= λM2 max
t∈[0,1]
w(t) ≤ λM2 1− αη
2
2(1− αη) ≤ Lγ = ρ(y).
That is, ρ(Fy) ≤ ρ(y),∀ y ∈ P⋂ ∂Ω3.
Further, if y ∈ P⋂ ∂Ω4, then rγ ≤ ‖y‖ ≤ r and from (3.12), we have
ρ(Fy) = max
t∈[η,1]
Fy(t) ≥ Fy(1) = −
∫ 1
0
(1− s)λf ∗(s, y(s))ds
− α
1− αη
∫ η
0
(η − s)λf ∗(s, y(s))ds+ 1
1− αη
∫ 1
0
(1− s)λf ∗(s, y(s))ds
= αη
1− αη
∫ 1
0
(1− s)λf ∗(s, y(s))ds− α
1− αη
∫ η
0
(η − s)λf ∗(s, y(s))ds
= αη
1− αη
∫ 1
0
λf ∗(s, y(s))ds− αη
1− αη
∫ 1
0
sλf ∗(s, y(s))ds
− αη
1− αη
∫ η
0
λf ∗(s, y(s))ds+ α
1− αη
∫ η
0
sλf ∗(s, y(s))ds
= αη
1− αη
∫ 1
η
λf ∗(s, y(s))ds− αη
1− αη
∫ 1
0
sλf ∗(s, y(s))ds+ α
1− αη
∫ η
0
sλf ∗(s, y(s))ds
≥ αη
1− αη
∫ 1
η
λf ∗(s, y(s))ds− αη
1− αη
∫ 1
η
sλf ∗(s, y(s))ds
= αη
1− αη
∫ 1
η
(1− s)λf ∗(s, y(s))ds
≥ λαη(1− η)
2
2(1− αη) × βγ ‖y‖ ≥ rγ = ρ(y).
So ρ(Fy) ≥ ρ(y), ∀ y ∈ P⋂ ∂Ω4. By the second part of Theorem1.1, it follows that (3.10) and (3.11) have a positive solution
y2 satisfying rγ ≤ ρ(y2) ≤ Lγ . Hence, ‖y2‖ ≤ L ≤ γ2 . Combining this with (C3) and (3.9), one concludes that y2 is also
a solution of problem (1.1) and (1.2). From (3.8) and (C3), we know (1.1) and (1.2) have two distinct positive solutions y1
and y2. 
Corollary 3.2. Suppose (C1) and (C4) hold. If 0 < λ ≤ 2γ (1−αη)1−αη2 · min
{
γ
M ,
2
M1
}
, then problem (1.1) and (1.2) has at least one
positive solution y1 with ‖y1‖ ≥ γ .
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Remark 3.2. Themethod of this paper is new, different fromprevious ones and can be used to prove the existence of positive
solutions for nonlinear boundary value problems and semi-positone problems. For instance, we can discuss the following
semi-positone three-point boundary value problem
u′′(t)+ λf (t, u(t)) = 0, t ∈ (0, 1),
u′(0) = 0, αu(η) = u(1).
Under suitable conditions, some results similar to Theorem 3.1 and Corollary 3.2 can also be obtained.
Example 3.1. A direct application of Theorem 3.1 would prove the existence of two positive solutions for the following
boundary value problem
u′′(t)+ λeth(u(t)) = 0, t ∈ (0, 1), (3.13)
u(0) = 0, 2u
(
1
4
)
= u(1), (3.14)
where
h(u) =
512
(
u− 25
51
)2
− 287
51
, u ∈ [0, 1];
u2, u ∈ [1,∞).
Conclusion. If λ ∈ (0, 4357e ), then problem (3.13) and (3.14) has at least two positive solutions y1, y2 with ‖y1‖ ≥ 14 ,
‖y2‖ ≤ 151 .
Proof. Set f (t, u) = eth(u), α = 2, η = 14 andM = 28751 e. Then we obtain
γ = 1
4
, M1 =
(
4+ 287
51
)
e.
Take a = 151 , b = 12 e, we also get
L = 1
51
, M2 = 12 e, τ =
4
357e
.
Thus, it is easy to get that:
(1) f (t, u) ≥ −M for (t, u) ∈ [0, 1] × [0,∞).
(2) 0 < f (t, u) ≤ b for (t, u) ∈ [0, 1] × [0, a].
(3) Since limu→+∞ e
tu2
u = +∞ uniformly on [0, 1], there exists R > 2 such that f (t, u) + M ≥ Nu for t ∈ [η, 1] and
u ≥ 132R = 12Rγ 2, where
N ≥ 512
9λ
for fixed λ ∈ (0, τ ] =
(
0,
4
357e
]
.
Hence, all the conditions of Theorem 3.1 are satisfied, then problem (3.13) and (3.14) has at least two positive solutions
y1, y2 with ‖y1‖ ≥ 14 , ‖y2‖ ≤ 151 . 
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