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El objetivo de este TFG es estudiar a trave´s de simulaciones atomı´sticas
defectos de intersticiales precursores de los defectos extensos observados ex-
perimentalmente en silicio. Se analizara´n en te´rminos de su energ´ıa, es-
tructura, simetr´ıa, modos normales de vibracio´n y niveles electro´nicos que
introducen en el gap del semiconductor. Para ello se realizara´ una caracteri-
zacio´n termodina´mica de los defectos, que comprende el uso de simulaciones
de dina´mica molecular as´ı como el estudio de la entrop´ıa vibracional y la
simetr´ıa de los defectos, y una caracterizacio´n electro´nica mediante simu-
laciones ab initio. En este trabajo se emplean los co´digos de simulacio´n
paralelos LAMMPS, para la ejecucio´n de simulaciones de dina´mica molecu-




The aim of this TFG is to study interstitial defects that lead to the ex-
tensive defects experimentally observed in silicon. Defects will be analysed
in terms of their energy, structure, simetry, normal vibrational modes and
the electronic levels they introduce in the semiconductor energy band gap.
For this purpose, we will perform a thermodynamical characterization of de-
fects, that involves the use of molecular dynamics simulations as well as the
study of the vibrational enthropy and simetry of defects; and an electronic
characterization through ab initio simulations. In this work, two parallel
simulation codes are used: LAMMPS, in order to execute molecular dy-
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1.1.1 Importancia tecnolo´gica de los defectos en semiconduc-
tores
La fabricacio´n de dispositivos electro´nicos requiere la incorporacio´n de do-
pantes de forma controlada en los semiconductores. El requisito para el
correcto funcionamiento de los dispositivos es formar regiones poco resisti-
vas y libres de defectos [1].
Sin embargo, es inevitable la formacio´n de defectos (figura 1.1) bien
por irradiacio´n intencionada durante la fabricacio´n, o no intencionada du-
rante el funcionamiento. La presencia de defectos intr´ınsecos y extr´ınsecos
(dopantes o impurezas) en los semiconductores determina de manera deci-
siva las prestaciones de los dispositivos.
(a) Implantacio´n io´nica (b) Irradiacio´n no intencionada
Figura 1.1: Procesos de generacio´n de defectos en un transistor MOSFET.
La implantacio´n io´nica permite introducir dopantes de forma muy
controlada en el semiconductor y es uno de los me´todos ma´s utilizados para
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la formacio´n de uniones p-n. No obstante, el propio proceso de introduccio´n
de iones energe´ticos para dopar la oblea (figura 1.1a) dan˜a la red cristalina y
produce defectos [2]. Los defectos generados afectan negativamente al perfil
de dopado [3]. La interaccio´n de los defectos generados con los dopantes
provoca la desactivacio´n de dopantes a trave´s de la formacio´n de clusters
o precipitados [4, 5]. Por este motivo, se realizan tratamientos te´rmicos
posteriores a la implantacio´n para disolver los precipitados y favorecer que
los dopantes ocupen posiciones sustitucionales y sean ele´ctricamente activos
[6, 7]. Durante estos tratamientos te´rmicos los defectos pueden interaccionar
entre s´ı y dar lugar a estructuras ma´s complejas. Por otra parte, la existen-
cia de defectos en la red introduce habitualmente niveles de energ´ıa en el
gap del semiconductor, que provocan un aumento de las corrientes de fuga
[8] y pueden actuar como centros de recombinacio´n de portadores [9].
Los defectos tambie´n pueden generarse durante el funcionamiento de
los dispositivos, si en sus condiciones de trabajo se ven sometidos a irra-
diacio´n no intencionada (figura 1.1b). Este es el caso de los detectores
de radiacio´n, los dispositivos para aplicaciones aeroespaciales o nucleares, o
aquellos utilizados en aceleradores de part´ıculas [10]. En estos dispositivos
la radiacio´n genera defectos que tambie´n introducen niveles electro´nicos en
el gap. Los principales efectos de estos niveles son, adema´s de la generacio´n
de corrientes de fuga, la compensacio´n de la carga espacial introducida por
los dopantes, el aumento de la resistividad de las zonas neutras y la aparicio´n
de trampas de portadores [11, 12, 13, 14].
La caracterizacio´n teo´rica y experimental de los defectos presentes en los
semiconductores es necesaria para modelar co´mo se forman y evolucionan
en funcio´n del procesado o de las condiciones de funcionamiento de los dis-
positivos. A partir de estos modelos es posible optimizar el procesado de los
semiconductores para minimizar la presencia de defectos, fomentar la pre-
sencia de aquellos que infieran caracter´ısticas de intere´s al semiconductor,
o predecir la degradacio´n de los dispositivos durante su funcionamiento. Es
previsible que la relevancia de los defectos se acreciente en las nuevas gene-
raciones de dispositivos, con dimensiones todav´ıa ma´s reducidas y mayores
restricciones con respecto al consumo de potencia, lo que hace au´n ma´s re-
levantes los estudios fundamentales que ayuden a entender mejor los efectos
que los defectos pueden tener.
1.1.2 Relevancia de defectos de intersticiales
Los defectos de intersticiales de silicio han sido ampliamente estudiados en
las u´ltimas de´cadas, tanto experimental como teo´ricamente por su relevan-
cia en la tecnolog´ıa del silicio [15]. La presencia de defectos de intersti-
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ciales provoca la desactivacio´n de dopantes y la difusio´n ano´mala transito-
ria que ensancha los perfiles de concentracio´n de los dopantes implantados
[3]. Se han utilizado diferentes te´cnicas experimentales y ca´lculos teo´ricos
para estudiar la morfolog´ıa y la estabilidad de los aglomerados o clusters
de intersticiales. En la figura 1.2 se muestra la energ´ıa que requiere la for-
macio´n de un defecto con n intersticiales (In) a partir de un defecto de
intersticiales In−1 en funcio´n del nu´mero n de a´tomos intersticiales. La
figura tambie´n contiene ima´genes experimentales de microscop´ıa electro´nica
de transmisio´n (Transmission Electron Microscopy, TEM) y obtenidas con
simulaciones atomı´sticas que muestran la estructura de los diferentes defec-
tos. El crecimiento de los defectos de intersticiales se ha modelado a partir
de la reduccio´n de energ´ıa del sistema que se consigue con la formacio´n de
defectos ma´s grandes a partir de precursores de menor taman˜o [16].
Figura 1.2: Energ´ıa de formacio´n de defectos de tipo intersticial In a partir
de defectos In−1 en funcio´n del nu´mero de a´tomos intersticiales del defecto,
n. Extra´ıda de [3].
Los defectos ma´s pequen˜os son dif´ıcilmente observables por microscop´ıa,
y los modelos u´nicamente consideran la configuracio´n ma´s estable para cada
taman˜o. Para estos defectos no existe una reduccio´n mono´tona de la ener-
g´ıa con el taman˜o del cluster, sino que hay evidencias de la existencia de
“nu´meros ma´gicos” que proporcionan configuraciones de clusters muy esta-
bles [3, 17]. Un ejemplo de estos “nu´meros ma´gicos” es el denominado I4
Arai, un defecto especialmente estable situado en el plano {100} [18].
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Para defectos extensos la energ´ıa necesaria de formacio´n decrece mono´-
tonamente con el taman˜o. Estos defectos consisten en estructuras alargadas
(“rod-like defects”) conocidos como defectos {113}, o adoptan la forma de
lazos de dislocacio´n (“dislocation loops”) en planos de la familia {111}, de-
pendiendo de las condiciones de procesamiento [19, 20, 21, 22]. Los defectos
{113} esta´n formados por cadenas de intersticiales a lo largo de la direccio´n
< 110 > que se colocan paralelas entre s´ı descansando en planos {113}.
No se conoce en demasiado detalle si estos defectos de tipo {113} se trans-
forman en lazos de dislocacio´n {111} a partir de un determinado taman˜o,
como sugieren algunos experimentos [23], o si hay una coexistencia de es-
tos tipos de defectos desde taman˜os pequen˜os y son las condiciones de los
tratamientos te´rmicos las que determinan que´ tipo de defecto sobrevive,
como sugieren otros experimentos [24]. Adema´s, en experimentos recientes
de recocidos ultra-ra´pidos por la´ser se han observado lazos de dislocacio´n de
intersticiales en planos {100} en lugar de los lazos convencionales en planos
de la familia {111}. Los lazos {100} no hab´ıan sido observados en silicio con
anterioridad y, de hecho, no se esperaba su formacio´n desde un punto de
vista energe´tico [25] al tener una energ´ıa de formacio´n mayor que los lazos
de dislocacio´n {111}, como se muestra en la figura 1.2.
En la figura 1.3 aparecen ima´genes experimentales TEM de defectos ex-
tensos localizados en planos de las familias {100} [25], {113} [26] y {111}
[27]. Estudios previos del Grupo de Modelado Multiescala de Materiales
de la UVa (MMM) [28] han permitido visualizar las estructuras ato´micas
que corresponden a estos defectos extensos [29]. Tambie´n se ha analizado el
crecimiento de los defectos extensos a partir precursores de menor taman˜o
[30, 31, 32]. En el caso de las familias {100} y < 110 > ha sido posible iden-
tificar dichos defectos de pequen˜o taman˜o, que se encuentran en el mismo
plano que los defectos extensos a los que lleva su crecimiento. As´ı por ejem-
plo las cadenas de intersticiales de la familia < 110 > que se muestran en
la parte central de la figura 1.3 se agrupan de forma paralela entre s´ı para
formar los defectos extensos {113} observados experimentalmente. Sin em-
bargo, para la familia {111} no queda claro si los precursores se encuentran
tambie´n en planos {111} o se trata de otro tipo de estructuras.
Dentro del MMM se han llevado a cabo estudios sobre la energ´ıa de for-
macio´n de defectos de intersticiales de pequen˜o taman˜o de las tres familias
de planos anteriormente identificadas. En la figura 1.4 se representa la en-
erg´ıa de formacio´n por nu´mero de intersticiales en funcio´n del nu´mero de
a´tomos intersticiales del defecto para cada familia junto con ima´genes de un
defecto representativo de cada una de ellas obtenidas mediante simulaciones
atomı´sticas.
Se observa que para algunos defectos In con n a´tomos intersticiales, la
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Figura 1.3: Familias de defectos de intersticiales. Ima´genes obtenidas de
simulaciones atomı´sticas y por microscop´ıa electro´nica de transmisio´n. Ver
texto para detalles.
Figura 1.4: Energ´ıa de formacio´n por intersticial de defectos de intersti-
ciales en funcio´n de su taman˜o (nu´mero de a´tomos intersticiales). Dentro
de la figura se muestran ima´genes procedentes de simulaciones atomı´sticas
de algunos de los defectos.
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energ´ıa de formacio´n es menor para una de las tres familias de defectos, lo
que sen˜ala esa configuracio´n como la ma´s favorable desde el punto de vista
energe´tico. Este criterio de estabilidad nos permitira´ seleccionar algunos de
los defectos estudiados en este trabajo.
En este Trabajo Fin de Grado (TFG) se analizara´n defectos de inters-
ticiales pequen˜os, que pueden ser los precursores de los defectos extensos
conocidos. En particular, se estudiara´ la familia de defectos {111}, pues no
existen trabajos previos en los que se proporcione una caracterizacio´n de
esta familia. Estudiaremos cuatro defectos: I5, I7, I10, I14. Esta eleccio´n
se fundamenta en trabajos del grupo MMM que han postulado estos defec-
tos como particularmente interesantes. El primer defecto, I5, actu´a como
bloque estructural a partir del cual se forman defectos con mayor nu´mero
de intersticiales. En el caso de los defectos ma´s grandes (7, 10 y 14 intersti-
ciales), estos tienen una energ´ıa de formacio´n menor que, en el caso del I10,
o al menos comparable con, en el caso de I7, I14, los defectos con el mismo
nu´mero de intersticiales de otras familias (ver figura 1.4). A continuacio´n,
se muestra en la figura 1.5 la configuracio´n ato´mica de los defectos escogi-
dos as´ı como su grupo de simetr´ıa puntual. El grupo de simetr´ıa puntual
se determina mediante el software FINDSYM, incluido en el ISOTROPY
Software Suite [33]. En la figura 1.5 puede apreciarse que los defectos I10
e I14 contienen en su estructura a varios defectos I5, de ah´ı el intere´s en
analizar el defecto I5.
1.2 Objetivos
La finalidad de este trabajo es la caracterizacio´n de defectos de intersticiales
de pequen˜o taman˜o en planos de la familia {111} en silicio mediante el uso
de simulaciones atomı´sticas.
Para ello definimos las siguientes tareas:
• Caracterizacio´n termodina´mica de defectos. Evaluaremos la estabili-
dad de los defectos mediante simulaciones de dina´mica molecular.
• Caracterizacio´n electro´nica a trave´s de simulaciones ab initio para























Figura 1.5: Defectos de intersticiales caracterizados: ima´genes de simula-
ciones atomı´sticas y grupos de simetr´ıa puntual.
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Cap´ıtulo 2
Metodolog´ıa
2.1 Caracterizacio´n termodina´mica. Metodolog´ıa
ISL (Inherent Structure Lanscape)
A continuacio´n se describe la metodolog´ıa ISL en la que basaremos nuestra
caracterizacio´n termodina´mica. Esta metodolog´ıa esta´ dispersa en varios
trabajos cient´ıficos [34, 35, 36, 37], y en este TFG se ha resumido y unifi-
cado la notacio´n utilizada en ellos.
La concentracio´n de defectos en una red cristalina, ceq, se relaciona con la









donde kB es la constante de Boltzmann y T la temperatura.
Si estudiamos el sistema en el conjunto cano´nico, es decir, manteniendo
constante el nu´mero de part´ıculas (N), el volumen de la celda (V) y la
temperatura (T), la variable de estado termodina´mica es la energ´ıa libre de
Helmholtz F. A partir de ella, se puede conocer la energ´ıa libre de Gibbs,
ya que [38]
G = F + pV (2.2)
con p y V la presio´n y el volumen de la red de silicio, respectivamente.
En particular, consideraremos sistemas a presio´n nula (p = 0), por lo que
G = F . La energ´ıa libre de Helmholtz se define como [38]
F = U − TS (2.3)
9
10 CAPI´TULO 2. METODOLOGI´A
donde U es la energ´ıa interna del sistema y S su entrop´ıa.
La energ´ıa libre de Helmholtz tambie´n se puede definir a partir de la
funcio´n de particio´n Z del sistema:
F = −kBT lnZ(N,V, β) (2.4)






exp [−βE(rN )]drN (2.5)
con E(rN ) la energ´ıa potencial del sistema en el que las N part´ıculas que




, Λ = (βh2/2pim)1/2 la
longitud de onda te´rmica de de Broglie, h la constante de Planck, y m la
masa de las part´ıculas.
Para determinar la funcio´n de particio´n a partir de la ecuacio´n (2.5) ser´ıa
necesario conocer todos y cada uno de los microestados en los que puede en-
contrarse el sistema para poder integrar a todos ellos y as´ı obtener la funcio´n
de particio´n, lo cual es imposible. Un procedimiento alternativo para calcu-
lar Z consiste en sustituir la integracio´n a todas las configuraciones posibles
por una integracio´n a las energ´ıas de dichas configuraciones. En nuestras
simulaciones dejaremos que el sistema evolucione a temperatura constante
a lo largo del tiempo y calcularemos la energ´ıa total en cada instante. Esta
evolucio´n se ejemplifica en la figura 2.1, donde se representa la variacio´n en
funcio´n del tiempo de la energ´ıa total de un sistema que contiene un defecto
de 4 a´tomos intersticiales. Estos resultados se obtuvieron en las Pra´cticas
de Empresa realizadas en el Grupo MMM, donde se estudio´ el defecto I4 de
la familia {100} y los fundamentos de la metodolog´ıa ISL.
Una vez conocida la energ´ıa del sistema a lo largo de la simulacio´n pode-
mos muestrear las energ´ıas de las configuraciones en las que puede estar el
sistema. Para ello es importante entender que energ´ıas ligeramente dife-
rentes pueden en realidad corresponder a una misma configuracio´n. Estas
configuraciones, asociadas a mı´nimos locales en la energ´ıa total del sistema,
se denominan estructuras inherentes y se obtienen relajando estructural-
mente cada una de las configuraciones por las que ha evolucionado el sis-
tema durante la simulacio´n. Este proceso de relajacio´n puede observarse
esquema´ticamente en el diagrama de la figura 2.2, donde se representa la
energ´ıa total del sistema para cada configuracio´n ato´mica dada por el con-



















Figura 2.1: Energ´ıa total de la red, ET en eV , que contiene un defecto I4 en
funcio´n del tiempo de simulacio´n. Temperatura de simulacio´n T = 1100K.
Figura 2.2: Representacio´n de la energ´ıa total del sistema para diferentes
configuraciones. Se ilustran tanto las energ´ıas de las configuraciones en las
que se encuentra el sistema a lo largo de la simulacio´n como las de las
estructuras inherentes a las que convergen a trave´s de una minimizacio´n de
energ´ıa.
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Identificando cada una de estas estructuras inherentes con un ı´ndice α,





g(Eα) exp[−βEα] exp[−βFvib(β,Eα)]dEα (2.6)
donde Eα es la energ´ıa de la estructura inherente α, Fvib(β,Eα) es su energ´ıa
libre vibracional y la funcio´n g(Eα) es la densidad de estados (Density of
States, DOS) que da cuenta de la degeneracio´n configuracional de la estruc-
tura.
En nuestras simulaciones las magnitudes que extraemos se referencian
a los valores de la red perfecta de silicio. Por ello definimos la energ´ıa de
formacio´n ∆Eα y la energ´ıa libre vibracional de formacio´n ∆Fvib(Eα) como
[35]:








siendo Nα el nu´mero de a´tomos en la estructura inherente α y NP el nu´mero
de a´tomos en la red perfecta. EP y Fvib(E
P ) son la energ´ıa y la energ´ıa libre
vibracional de la red perfecta de silicio, respectivamente.
Para simplificar la expresio´n de Z de la ecuacio´n (2.6), se puede agrupar
el factor configuracional g(Eα) y el vibracional exp[−βFvib(β,Eα)] en una
misma distribucio´n:
G′(β,Eα) ≡ g(Eα) exp[−βFvib(β,Eα)] (2.9)
Teniendo en cuenta que nuestra referencia es la red sin defectos se puede




Como la red sin defectos no tiene degeneracio´n configuracional, g(EP ) =
1, y como la degeneracio´n configuracional de la estructura α no depende de
la referencia utilizada en la energ´ıa, g(Eα) = g(∆Eα), la expresio´n de la
distribucio´n G(∆Eα) se puede expresar como:
G(∆Eα) = g(∆Eα) exp[−β∆Fvib(Eα)] (2.11)
Y la energ´ıa libre de Helmholtz de formacio´n ∆F se puede expresar
como:
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Debemos plantear ahora co´mo determinar la funcio´n G(∆Eα) a partir de
las simulaciones. El me´todo empleado se basa en relacionarla con la proba-
bilidad de que el sistema se encuentre en la estructura inherente con energ´ıa
∆Eα a lo largo de una simulacio´n de dina´mica molecular a temperatura
constante Tsim, P (β,∆Eα). Esta probabilidad viene dada por [40, 37, 41]:
P (βsim,∆Eα) ∝ G(∆Eα) exp[−βsim∆Eα] (2.13)
donde βsim = 1/(kBTsim) y Tsim es la temperatura de la simulacio´n a la que
se evalu´a P (β,∆Eα).
Las energ´ıas de formacio´n de las estructuras inherentes se obtienen mi-
nimizando la energ´ıa de las configuraciones exploradas durante el annealing
(ver figura 2.2) y referenciando al valor de la red perfecta EP . En la figura
2.3 se pueden observar las energ´ıas de formacio´n que resultan al minimizar
las configuraciones cuyas energ´ıas totales durante el annealing hab´ıamos
representado en la figura 2.1.
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Figura 2.3: Energ´ıas de formacio´n de las estructuras inherentes a trave´s de
las cuales evoluciona la red que contiene el defecto I4 en funcio´n del tiempo
de simulacio´n. Temperatura de simulacio´n T = 1100K.
A partir de las energ´ıas de formacio´n calculadas, ∆Eα, construimos la
distribucio´n de probabilidad P (β,∆Eα) como un histograma de esas en-
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erg´ıas. Para el caso del I4 tomado como ejemplo, mostramos en la figura













Figura 2.4: Histograma de energ´ıas de formacio´n visitadas para el defecto
I4. Tsim = 1100K.
La presencia de ma´ximos en la distribucio´n de probabilidad indica la
existencia de configuraciones particularmente favorables. En el caso del
defecto I4, existe una configuracio´n, denominada I4 Arai, muy favorable
termodina´micamente. Su energ´ıa de formacio´n (∆E = 8.75 eV ) no es la
menor de todas las visitadas durante la simulacio´n y, sin embargo, es la ma´s
probable. T. Sinno et al. sugirio´ que los efectos entro´picos podr´ıan ser im-
portantes y podr´ıan provocar una reduccio´n de la energ´ıa libre de Helmholtz
para configuraciones que no tuvieran la energ´ıa ma´s baja [36].
A partir los histogramas de la distribucio´n de probabilidad podemos
calcular la funcio´n densidad de estados G(∆Eα), pues:
G(∆Eα) = CP (βsim,∆Eα) exp[βsim∆Eα] (2.14)
Esta funcio´n no esta´ determinada de forma absoluta, ya que au´n no se
ha calculado el valor de la constante C. Para ello es necesario fijar el valor
absoluto para una energ´ıa en particular ∆ECα , y reescalar el resto de la
funcio´n en base a ese valor. A partir de la ecuacio´n (2.14), particularizando
para la energ´ıa ∆ECα , la constante C se escribe como [35]:
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C =
G(∆ECα )




Para determinar G(∆ECα ), la escribimos como producto de la degene-
racio´n configuracional g(∆ECα ) por el te´rmino de degeneracio´n vibracional
exp[−βsim∆Fvib(ECα )], de acuerdo a (2.11). Ambas contribuciones se eval-
uara´n de forma independiente.
G(∆ECα ) = g(∆ECα ) exp[−βsim∆Fvib(ECα )] (2.16)
La degeneracio´n vibracional de la funcio´n densidad de estados depende
de la energ´ıa libre vibracional de formacio´n ∆Fvib(E
C
α ), que se puede escribir





α ) = −Tsim∆Svib(ECα ) (2.17)
La entrop´ıa vibracional de formacio´n ∆Svib(E
C
α ) se define como:
∆Svib(E
C
α ) = Svib(E
C
α )− SPvib (2.18)
donde Svib(E
C
α ) es la entrop´ıa vibracional de la estructura inherente con
energ´ıa ECα y S
P
vib la de la red perfecta. Tanto la entrop´ıa vibracional del
sistema con defecto como la de la red perfecta respecto a la que se referencia,
















donde x = βhνi. Las frecuencias νi corresponden a las de los modos nor-
males de vibracio´n del sistema, cuyo ca´lculo se detalla en el ape´ndice B.3.
Teniendo en cuenta la ecuacio´n (2.17) y β = 1/(kBT ), el te´rmino de
degeneracio´n vibracional puede expresarse directamente en funcio´n de la
entrop´ıa vibracional de formacio´n.








La degeneracio´n configuracional g(∆ECα ) es igual al nu´mero de confi-
guraciones equivalentes (misma energ´ıa E y energ´ıa libre vibracional Fvib)
que existen debido a la simetr´ıa del defecto Nconf . Podemos reescribirla
en funcio´n de la entrop´ıa configuracional Sconf , para tener una definicio´n
ana´loga a la del te´rmino vibracional y poder comparar ma´s adelante el peso
de sus contribuciones.
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La entrop´ıa configuracional de formacio´n ∆Sconf se define de la misma
manera que su equivalente vibracional en (2.18). Para la red perfecta hay
una u´nica configuracio´n posible y no existe degeneracio´n configuracional:
SPconf = 0. Por lo tanto, ∆Sconf (E
C
α ) ≡ Sconf (ECα ).
Combinando los te´rminos vibracional y configuracional calculados, la
distribucio´n densidad de estados G(∆ECα ) se escribe como suma de entrop´ıa
configuracional y vibracional:










Ya que la distribucio´n P (βsim,∆Eα) corresponde a un histograma, ten-
dremos intervalos discretos de energ´ıas de formacio´n [∆Eα, ∆Eα + d∆Eα).
Para la evaluacio´n nume´rica de G(∆ECα ) elegimos un intervalo que contenga
una u´nica energ´ıa (y por tanto una u´nica estructura inherente). De esta
manera, no sera´ necesario tener en cuenta la degeneracio´n adicional que in-
troducir´ıa el hecho de tener ma´s de una estructura.
En el ejemplo del defecto I4 que hab´ıamos presentado, se tomo´ como
referencia la configuracio´n I4 Arai, es decir, la energ´ıa de formacio´n ∆E
C
α =
8.75 eV , que se encuentra en el intervalo del histograma [8.7, 8.8) eV y es la
u´nica energ´ıa que aparece en dicho intervalo. En el trabajo presentado por
T. Sinno et al. [36] sobre este defecto se estima que ∆Sconf es despreciable
frente al te´rmino vibracional, y ∆Svib ∼ 25kB, calculada a partir de las fre-
cuencias de los modos normales. Por lo tanto, el producto de la degeneracio´n
configuracional y vibracional es G(∆ECα ) = exp[(∆Sconf + ∆Svib)/kB] ∼
e25 ∼ 1011. Referenciando a este valor, se determina la funcio´n G(∆Eα) de
manera absoluta. El resultado se muestra en la figura 2.5, donde se sen˜ala
el valor de la configuracio´n elegida para fijar la referencia.
2.1.1 Simulaciones atomı´sticas
A continuacio´n se detallan las simulaciones atomı´sticas necesarias para a-
plicar la metodolog´ıa ISL. El objetivo de estas simulaciones es explorar las
estructuras inherentes en las que puede encontrarse el sistema y sus energ´ıas
para poder construir el histograma de probabilidades, como el de la figura 2.4
para el I4 analizado en las Pra´cticas en Empresa. A partir del histograma de
probabilidades, se puede derivar la funcio´n densidad de estados y finalmente
determinar esta u´ltima de manera absoluta.















Figura 2.5: Funcio´n densidad de estados para el defecto I4. El c´ırculo rojo
indica el punto fijado como referencia.
Simulaciones de dina´mica molecular cla´sica (MD)
Las simulaciones atomı´sticas que emplearemos son simulaciones de dina´mica
molecular cla´sica. Este tipo de simulaciones nos permiten monitorizar la
evolucio´n temporal de las posiciones y velocidades de los a´tomos. Las inter-
acciones entre los a´tomos esta´n modelizadas por funciones anal´ıticas denom-
inadas potenciales emp´ıricos. El ca´lculo de la dina´mica del sistema se realiza
mediante la resolucio´n nume´rica de las ecuaciones de Newton para dichos
potenciales. En nuestro caso, el algoritmo utilizado para su resolucio´n es el
de Verlet [43]. El paso temporal escogido es de 1fs. El software utilizado
en las simulaciones MD es Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) [44].
Celda de simulacio´n
El sistema sobre el que se realizan las simulaciones es una red cristalina
de silicio en la que se introduce un defecto con n a´tomos intersticiales de
silicio (In). La red cristalina en la que se encuentra el defecto se construye
replicando un nu´mero (Nx, Ny, Nz) de celdas fundamentales en cada una de
las tres direcciones (x, y, z), respectivamente. La celda fundamental consid-
erada es una celdilla de 8 a´tomos con estructura tipo zinc-blenda con ejes
principales en las direcciones [100], [010] y [001] (ver figura 2.6). El resul-
tado sera´ una estructura cu´bica, a la que nos referiremos como supercelda
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de dimensio´n Nx ×Ny ×Nz. El nu´mero de celdas fundamentales que con-
tiene cada una de estas superceldas es NxNyNz y el nu´mero total de a´tomos,
8NxNyNz + n. Con el fin de eliminar virtualmente los efectos de borde que
existen al tratarse de un sistema de taman˜o finito, se imponen condiciones
perio´dicas de contorno. Estas implican que, cuando un a´tomo sale de los
l´ımites de la supercelda, reaparece en su lado opuesto con el mismo mo-
mento lineal, mantenie´ndose siempre constante el nu´mero total de a´tomos
en la supercelda.
Figura 2.6: Celda fundamental de silicio cristalino. Estructura tipo zinc-
blenda con 8 a´tomos por celda [45].
Potenciales emp´ıricos
En las simulaciones de dina´mica molecular que realizaremos, las interac-
ciones ato´micas se describen mediante el uso de funciones anal´ıticas que
reciben el nombre de potenciales emp´ıricos. En el caso del silicio, dos de
los potenciales ma´s utilizados tradicionalmente son Tersoff [46] y Stillinger-
Weber (SW) [47]. En este u´ltimo la parametrizacio´n de Nurminen (SW-
Nurminen) [48] mejora las predicciones de energ´ıa cohesiva (energ´ıa in-
terato´mica requerida para romper los enlaces asociados a uno de los a´tomos)
respecto a la parametrizacio´n original. Ambos potenciales, SW-Nurminen
y Tersoff, dan lugar a valores de la energ´ıa cohesiva que esta´n en buen
acuerdo con los resultados experimentales. Sin embargo, sobreestiman la
temperatura de fusio´n. Existe otro potencial emp´ırico, el potencial EDIP
(Environment-Dependent Interatomic Potential) [49], que es el que usa T.
Sinno en sus ca´lculos y da un valor de la temperatura de fusio´n ma´s cer-
cano al experimental. En el ape´ndice A se repiten algunos ca´lculos de en-
erg´ıas de formacio´n de los defectos con los potenciales emp´ıricos EDIP y
SW-Nurminen para evaluar si hay diferencias significativas respecto al de
Tersoff. Hemos encontrado que los tres potenciales emp´ıricos ofrecen resul-
tados comparables. En estudios previos del grupo MMM [50, 51, 31] se ha
encontrado que el potencial de Tersoff ofrece una descripcio´n aceptable de los
defectos de intersticiales en silicio. Por este motivo, todos las simulaciones
se ejecutan utilizando dicho potencial.
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Simulaciones de recocido te´rmico (annealings): explorar configu-
raciones ato´micas de defectos
Con el fin de explorar las configuraciones a trave´s de las cuales puede evolu-
cionar el sistema, utilizamos simulaciones de annealing. Estas simulaciones
son simulaciones de dina´mica molecular en las que se mantiene la temper-
atura constante. La temperatura del sistema se obtiene a partir de la dis-
tribucio´n de velocidades de los a´tomos. Se establece una temperatura media
y una tolerancia en torno a esta (±5K). La temperatura de la simulacio´n se
comprueba cada 1000 pasos de simulacio´n y, en caso de diferir de la temper-
atura media especificada en un valor mayor que la tolerancia, las velocidades
de los a´tomos se reescalan para conseguir la temperatura deseada.
Las simulaciones de annealing se realizara´n a una temperatura de T =
1200K. Para estas simulaciones utilizamos superceldas de dimensiones
Nx = Ny = Nz = 10 que contienen 8000 + n a´tomos, siendo n el nu´mero de
a´tomos intersticiales del defecto estudiado. El para´metro de red empleado
es a = 5.474 A˚, que corresponde al para´metro de presio´n nula para la tem-
peratura de simulacio´n.
Las configuraciones iniciales utilizadas (mostradas en la figura 1.5) se
calentara´n a 1200K mediante una rampa de temperatura que, mediante
reescalados de velocidades cada 1000 pasos, incrementara´ la temperatura en
100K hasta la temperatura del annealing.
Ejecutaremos las simulaciones de annealing durante 2× 107 pasos tem-
porales, es decir, 20ns. A lo largo de ellas tomamos capturas de las configu-
raciones por las que va pasando la red cada 200 pasos. Estas configuraciones
se almacenan para analizarlas posteriormente.
Minimizaciones de energ´ıa: estructuras inherentes
Al finalizar el proceso de annealing, gracias a la captura perio´dica de las co-
ordenadas ato´micas, disponemos de un conjunto de 100000 configuraciones
a trave´s de las cuales ha evolucionado el sistema para cada simulacio´n de
annealing realizada.
A continuacio´n, estas configuraciones se relajan por medio del me´todo
de gradientes conjugados. Dicho me´todo consiste en desplazar los a´tomos
en la direccio´n para la cual la energ´ıa potencial disminuye ma´s ra´pidamente,
es decir, el gradiente es mayor [52]. Esta minimizacio´n de energ´ıa lleva la
configuracio´n ato´mica a una configuracio´n final en la que la energ´ıa total del
sistema es la mı´nima posible, tal y como se representa en la figura 2.7, y que
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corresponde a la estructura inherente de la configuracio´n analizada. En esta
relajacio´n por gradientes conjugados es la superficie de energ´ıa potencial la
que determina los movimientos ato´micos, y no la temperatura como en las
simulaciones de annealing.
Figura 2.7: Minimizacio´n de energ´ıa sobre una configuracio´n ato´mica
Las configuraciones capturadas durante el annealing convergen a la con-
figuracio´n con energ´ıa mı´nima, correspondiente a las denominadas estruc-
turas inherentes en la metodolog´ıa ISL. Es decir, como se muestra esquema´ti-
camente en la figura 2.8, somos capaces de extraer las estructuras inherentes
en las que puede encontrarse el sistema a partir de las configuraciones por
las que ha evolucionado durante las simulaciones de annealing.
Figura 2.8: Proceso de obtencio´n de las estructuras inherentes a partir de
las configuraciones ato´micas exploradas durante el annealing.
Una vez relajadas las configuraciones del annealing para obtener sus
estructuras inherentes, calculamos su energ´ıa de formacio´n ∆Eα, definida
en (2.7).
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Histograma de probabilidades de energ´ıas de formacio´n visitadas
Conocidas las energ´ıas de formacio´n de las estructuras inherentes, constru-
imos la distribucio´n de probabilidad P (βsim,∆Eα) a partir del histograma
de las energ´ıas visitadas. Hemos elegido un intervalo de energ´ıa d∆Eα en
el histograma de 0.1 eV , ya que es el valor elegido en los trabajos de T.
Sinno et al. para defectos de taman˜o similar. Hemos comprobado que en-
erg´ıas menores de intervalo dan lugar a histogramas muy ruidosos, y energ´ıas
mayores ocultan caracter´ısticas relevantes de las distribuciones de probabil-
idad.
Determinacio´n absoluta de la funcio´n densidad de estados, G(∆Eα)
La funcio´n de distribucio´n DOS G(∆Eα) puede ser extra´ıda a partir de la
distribucio´n de probabilidad P (βsim,∆Eα), tal y como hab´ıamos visto en
(2.14). Para determinar la constante C y determinar de forma absoluta la
distribucio´n G(∆Eα), es necesario calcular la degeneracio´n configuracional,
g(∆ECα ), y vibracional, exp[−β∆Fvib(ECα )] para un intervalo del histograma
de energ´ıa [∆ECα ,∆E
C
α + d∆Eα). Seleccionaremos un intervalo tal que con-
tenga una u´nica configuracio´n.
El factor configuracional g(∆ECα ) = Nconf es en general de orden O(1) y
se puede despreciar, lo cual puede comprobarse tomando el ejemplo presen-
tado en la Ref. [36]. El defecto estudiado es un I8 combinacio´n de dos defec-
tos I4-Arai, lo que da como resultado un defecto con una simetr´ıa muy alta.
En el art´ıculo se estima que existen unas 500 configuraciones equivalentes
(Nconf ) y la entrop´ıa configuracional de formacio´n es ∆Sconf = ln(Nconf ) ∼
6kB. Para tener una idea de la importancia de este te´rmino, calculamos
el factor TS en F = U − TS, que da cuenta de la contribucio´n de la en-
trop´ıa al valor total de la energ´ıa libre de Helmholtz. A una temperatura
de simulacio´n T = 1100K, obtenemos que TSconf ∼ 0.57 eV . En este caso,
U ∼ 8.8 eV por lo que la reduccio´n que introduce la entrop´ıa configuracional
es pequen˜a [36]. Este es un caso l´ımite con simetr´ıa excepcionalmente alta y
en general la entrop´ıa configuracional sera´ mucho menor, por lo tanto, sera´
va´lido tomar g(∆ECα ) ∼ 1. Utilizaremos el software FINDSYM [33] para
calcular el grupo de simetr´ıa puntual de las configuraciones que estudiemos.
La degeneracio´n vibracional se obtiene a partir de la entrop´ıa vibracional,
que se calcula utilizando las frecuencias de los modos normales de vibracio´n
segu´n (2.19).
Una vez conocidas la degeneracio´n configuracional y la vibracional, pode-
mos determinar de forma absoluta el valor de la funcio´n densidad de estados
obtenida a partir de los histogramas de energ´ıas de formacio´n.
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Familias de defectos estudiadas
Como se comento´ en la introduccio´n, la familia de defectos que queremos
caracterizar termodina´micamente es la {111}: defectos de intersticiales en
silicio que crecen en planos de la familia {111}. Por ello, las configuraciones
iniciales con las que comenzamos el annealing son defectos que pertenecen
a dicha familia. Sin embargo, a lo largo de la evolucio´n de la simulacio´n
el defecto puede abandonar esos planos. Por ello, determinaremos a que´
familia pertenecen cada una de las estructuras inherentes que obtengamos.
• Familia {111}. Defectos pertenecientes al plano (111) y equivalentes.
• Familia {100}. Defectos compactos que pertenecen al plano (100) y
equivalentes.
• Familia < 110 >. Defectos que se encuentran en el plano (100) pero
crecen en la direccio´n [110] y equivalentes en forma de cadenas.
La clasificacio´n en las diferentes familias de las estructuras inherentes
obtenidas del annealing comienza con un algoritmo que compara las posi-
ciones de los a´tomos en la configuracio´n estudiada con las posiciones en la
red perfecta. El programa utilizado (que se incluye en la documentacio´n
entregada) calcula, para cada a´tomo, la distancia a las posiciones de la red
cercanas (o ret´ıculos), es decir, a las posiciones que ocupan los a´tomos en
la red perfecta. Si la distancia de un a´tomo a un determinado ret´ıculo es
menor que 0.7 A˚, el a´tomo se asocia a dicho ret´ıculo. Finalizada la asig-
nacio´n, tendremos ret´ıculos vac´ıos, a los cua´les no se ha asociado ningu´n
a´tomo, y a´tomos desplazados, que no han podido ser asociados a ningu´n
ret´ıculo. Una vez se han identificado los ret´ıculos vac´ıos y los a´tomos de-
splazados, se agrupan aquellos que esta´n a una distancia de primeros vecinos
entre s´ı. En la figura 2.9 se ilustra este proceso. Se muestran la red con de-
fecto analizada frente a la red perfecta y el resultado de la comparacio´n. En
este caso, aparecen dos grupos de defectos: una cierta regio´n desordenada y
un a´tomo intersticial aislado.
A partir de los resultados de la identificacio´n anterior, descartamos aque-
llas estructuras en las que hay ma´s de un grupo de defectos en la supercelda,
es decir, en las que el defecto inicial se ha fragmentado en varias partes sepa-
radas. A continuacio´n, discriminamos a que´ familia corresponden los defec-
tos que s´ı forman un solo grupo. Para ello empleamos un criterio geome´trico
basado en la distancia del defecto a los planos de las familias {111} y {100}.
En el caso de la familia {100} se trata en realidad de dos subfamilias, que
distinguiremos por la distancia del defecto a la familia de rectas < 110 >.
Se ha desarrollado un programa (adjunto en la documentacio´n) que permite
calcular las distancias a los tres elementos anteriores (planos y rectas). El
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Red perfectaCelda con defectos
Comparación
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Figura 2.9: Proceso de identificacio´n de defectos mediante la comparacio´n de
las posiciones ato´micas de la supercelda que contiene los defectos con la red
perfecta equivalente. Como resultado, aparecen dos grupos de defectos: un
cluster de a´tomos desplazados y un a´tomo intersticial aislado. Se distinguen
los ret´ıculos vac´ıos en azul y los a´tomos desplazados en rojo.
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procedimiento para una estructura inherente que contenga un defecto In (n
a´tomos intersticiales) es el siguiente.
En primer lugar, debemos determinar cua´les son los n a´tomos ma´s des-
plazados de sus posiciones de red, pues estos sera´n los que correspondan a
los intersticiales del defecto. Para ello, se calcula la distancia de cada uno
de los a´tomos del grupo de defectos a la posicio´n reticular de la red ma´s
cercana y se seleccionan aquellos n a´tomos para los cuales esta distancia sea
mayor. Una vez aislados los a´tomos ma´s desplazados, calculamos el centro
de masas de este conjunto. A partir de este momento, el vector posicio´n de
cada a´tomo r = (x, y, z) estara´ referido a dicho centro de masas.
Los planos esta´n definidos por la ecuacio´n Ax + By + Cz = 0, donde
[A,B,C] es la direccio´n cristalogra´fica perpendicular al plano. Tenemos dos
familias de planos, cada una definida por una serie de posibles direcciones
que se listan a continuacio´n.
• Familia {100}: [1 0 0], [0 1 0], [0 0 1] (figura 2.10).
• Familia {111}: [1 1 1], [1 1 1], [1 1 1], [1 1 1] (figura 2.11).
Figura 2.10: Visualizacio´n de los planos de la familia {100}.
Tenemos por lo tanto dos familias de planos j, donde j = 0 representa
la familia {100} y j = 1 la familia {111}. Para cada familia, el nu´mero
de planos equivalentes que las definen son 3 y 4, respectivamente. Estas
direcciones se identifican con el ı´ndice k.
La distancia de cada a´tomo i del defecto al plano k de la familia j es:
djki =
∣∣∣∣∣∣Ajkxi +Bjkyi + Cjkzi√A2jk +B2jk + C2jk
∣∣∣∣∣∣ (2.23)
i = 0, ..., n− 1; j = 0, 1; k = 0, 1, 2, 3.
Despue´s, hacemos el promedio a los n a´tomos del defecto.
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Finalmente, seleccionamos la distancia mı´nima para cada familia.
dj = min (djk; k) (2.25)
El resultado final sera´n dos valores, uno para cada una de las familias de
planos. El plano para el cual la distancia al defecto sea menor, sera´ aquel
en el que se encuentra el defecto. De forma adicional, imponemos una cierta
tolerancia al valor ma´ximo de estas distancias para hacer la asignacio´n. Los
valores elegidos para las tolerancia se detallan en la tabla 2.1. As´ı podremos
descartar los defectos que no pertenecen a ninguno de los dos planos ante-
riores.
Para el ca´lculo de las distancias a la familia de rectas < 110 > rea-
lizamos un proceso similar. Ahora podemos prescindir del ı´ndice j, pues
trabajamos exclusivamente con una familia. Las rectas vienen definidas por
una direccio´n [ABC] dada por el vector uk = (A,B,C). Para la familia
considerada, las posibles direcciones, son: [1 1 0], [1 1 0], [1 0 1], [1 0 1], [0
1 1], [0 1 1].




De nuevo, hacemos el promedio a todos los a´tomos del defecto.






Y de estas distancias, seleccionamos la mı´nima.
d = min (dk; k) (2.28)
La distancia a la recta [110] nos permitira´ distinguir en dos familias
aquellos defectos que cumplan la condicio´n de pertenencia al plano {100}.
Los defectos para los que la distancia a la familia de rectas [110] sea menor
que la tolerancia establecida (ver tabla 2.1), sera´n cadenas < 110 >. Si por
el contrario no cumplen dicha condicio´n, sera´n defectos compactos {100}.
Las tolerancias establecidas en la asignacio´n de defectos, tanto en el caso
de distancias a planos como en el de las rectas, son tales que la identificacio´n
de las estructuras inherentes obtenidas de los annealings sea o´ptima. Los
valores elegidos pueden verse en la 2.1.
d/A˚
n Planos {111} Planos {100} Rectas < 110 >
5 1.069 0.897 1.582
7 0.029 0.595 1.705
10 0.026 0.613 1.851
14 0.026 0.801 1.866
Tabla 2.1: Asignacio´n de defectos a las familias: distancia ma´xima permitida
a los elementos correspondientes para cada taman˜o de intersticial n.
El procedimiento descrito para calcular distancias a planos y rectas se
modifica ligeramente en el caso particular de los defectos I5. Para este tipo
de defectos, se da la circunstancia de que existen algunos a´tomos muy des-
plazados que compiten con los del defecto en el algoritmo que selecciona los
n a´tomos ma´s desplazados. Con el objetivo de identificar el plano correcta-
mente, hacemos los ca´lculos para un conjunto de 8 a´tomos (5 intersticiales
del defecto y 3 a´tomos pro´ximos al defecto con gran desplazamiento respecto
a la posicio´n reticular). En la figura 2.12 se muestran los a´tomos que se iden-
tifican como defecto en el caso original, donde solo se seleccionan los 5 a´tomos
ma´s desplazados, y al ampliar este conjunto a 8 a´tomos. El a´rea delimitada
por la l´ınea de puntos indica do´nde se encuentra el defecto, que en esta vista
se encuentra de perfil. Se puede observar que, en ambos, uno de los a´tomos
del defecto queda sin identificar. Sin embargo, los tres a´tomos adicionales
que aparecen en la figura de la derecha se encuentran en el mismo plano que
el defecto. Por lo tanto, el algoritmo calculara´ la distancia al plano que pasa
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por el centro del conjunto total, y el defecto se asignara´ a la familia correcta.
Figura 2.12: Algoritmo de identificacio´n de familias. A´tomos ma´s desplaza-
dos identificados (rojo) y a´tomos de la red vecinos (azul) para el defecto
I5.
Una vez tengamos las estructuras inherentes diferenciadas en familias
segu´n la geometr´ıa del defecto que contienen, estudiaremos cada una de
forma independiente.
2.2 Caracterizacio´n electro´nica
El segundo tipo de simulaciones de las que podemos hacer uso son las simu-
laciones de primeros principios o ab initio, basadas en la meca´nica cua´ntica.
En ellas utilizamos la Teor´ıa del Funcional de Densidad (DFT) [53]. La
magnitud fundamental en esta teor´ıa es la densidad electro´nica ρ(r), que
determina la probabilidad de encontrar cualquiera de los electrones que for-
man el sistema dentro del elemento de volumen dr. Esta densidad deter-
mina un´ıvocamente el hamiltoniano y por lo tanto todas las propiedades
del sistema. Adema´s, el funcional que proporciona la energ´ıa del estado
fundamental del sistema da como resultado la energ´ıa ma´s baja si y solo
si la densidad dada es la del estado fundamental. Es decir, minimizando
la energ´ıa total del sistema, podremos obtener el estado fundamental de la
celda de simulacio´n considerada.
El co´digo utilizado para este tipo de simulaciones es el software Vienna
Ab initio Simulation Package (VASP) [54]. En nuestras simulaciones hemos
empleado los pseudopotenciales PBE-PAW [55, 56]. Las superceldas carac-
terizadas son las mismas que en el caso de dina´mica molecular (ver figura
2.6), aunque el nu´mero de a´tomos que se pueden incluir es ma´s reducido
en el caso de DFT debido a un mayor coste computacional. En nuestro
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caso, se trata de superceldas cu´bicas de dimensiones 5×5×5, es decir, 1000
a´tomos en el caso de la red perfecta sin defectos y N = (1000 + n) para la
supercelda que contiene el defecto con n a´tomos intersticiales. El para´metro
de red es a = 5.469 A˚. Hemos utilizado un corte de energ´ıa para la base de
ondas planas de 350 eV y para describir el espacio rec´ıproco hemos empleado
u´nicamente el punto Γ.
Para los defectos estudiados, se consideran configuraciones con diferente
carga electro´nica. Las configuraciones neutras (Q = 0) contienen 4N elec-
trones, puesto que cada a´tomo de silicio dispone de 4 electrones de valencia.
Las configuraciones con carga Q = +1 son aquellas en las que se ha elimi-
nado un electro´n del total. Para las configuraciones Q = −1 se an˜ade un
electro´n.
La primera magnitud que se puede conocer a partir de las simulaciones
ab initio es la energ´ıa de formacio´n del defecto. A partir de la energ´ıa de
formacio´n de las configuraciones cargadas, tambie´n podremos calcular los
niveles de transicio´n de carga.
2.2.1 Energ´ıa de formacio´n
La energ´ıa de formacio´n de un defecto con un nu´mero n de intersiticiales,
Ef (In), se calcula en forma de diferencia entre la energ´ıa de una supercelda
que contiene al defecto, ED, y una supercelda perfecta, EP [57].





donde ED y EP son la energ´ıa de la supercelda con defecto y la supercelda
perfecta, respectivamente. La supercelda con defecto contiene N a´tomos y
la supercelda perfecta, NP (siendo N = NP + n). Esta definicio´n es equi-
valente a la empleada en dina´mica molecular (2.7).
En el caso de superceldas con carga Q, aparece otro te´rmino en la energ´ıa
de formacio´n, que sera´ positivo o negativo en funcio´n de la carga, y que
representa la energ´ıa del electro´n que se an˜ade o se quita.






−Q(F + V )
]
(2.30)
donde F es la energ´ıa del nivel de Fermi relativa al ma´ximo de la banda
de valencia y V el ma´ximo de la banda de valencia (ambas calculadas en la
red perfecta neutra).
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2.2.2 Correcciones a la energ´ıa de formacio´n en simulaciones
ab initio
En la definicio´n anterior de la energ´ıa de formacio´n deben aplicarse varias
correcciones al valor obtenido en las simulaciones.
La primera correccio´n es consecuencia de la interaccio´n electrosta´tica
entre ima´genes perio´dicas cargadas [58], que afecta u´nicamente a configu-
raciones con Q 6= 0. Debido a la aplicacio´n de condiciones perio´dicas de
contorno, tendr´ıamos una red infinita de cargas Q. Para evitar una diver-
gencia en la energ´ıa de autointeraccio´n, se distribuye una carga −Q de forma
homoge´nea en todo el espacio, lo que se conoce como jellium background.
La correccio´n para la energ´ıa electrosta´tica en este sistema (carga Q en un





donde α es la constante de Madelung para un sistema cu´bico [59]. Las si-
mulaciones con VASP proporcionan directamente el factor anterior fijando
el para´metro LDIPOL = TRUE en el fichero de entrada. El valor dado
hay que reescalarlo teniendo en cuenta la permitividad relativa del medio
(Si = 11.7).
De forma adicional, debemos tener en cuenta que entre las celdas de
simulacio´n existen diferencias en las referencias de energ´ıas. Estas dife-
rencias se manifiestan en dos magnitudes: el potencial electrosta´tico y la
energ´ıa electro´nica. En la figura 2.13 se representan estas dos magnitudes y
el te´rmino de correccio´n que es necesario incluir.
Figura 2.13: Correcciones a la energ´ıa de formacio´n en las simulaciones ab
initio: referencias de energ´ıa en la red perfecta y con defecto. En la figura de
la izquierda aparecen la diferencia de potencial ∆V en zonas no perturbadas.
En la figura de la derecha se representa la energ´ıa ∆ necesaria para alinear
las bandas.
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Entre el potencial electrosta´tico en zonas no perturbadas de la supercelda
perfecta y de la supercelda con defecto puede haber una diferencia ∆V . Para
cuantificar esta diferencia, calculamos el potencial electrosta´tico promedio
en una esfera de radio a/8 en una zona intersticial alejada del defecto, y en
la misma zona de la supercelda perfecta.
Adema´s, existe una falta de alineamiento entre las bandas de energ´ıa
de las dos superceldas (perfecta y con defecto), que se manifiesta como una
diferencia de energ´ıa entre el ma´ximo de las bandas de valencia en el punto
Γ de la supercelda perfecta (cSi) y de la supercelda con defecto (d):
∆ = Γv (d)− Γv (cSi) (2.32)
Teniendo todos estos factores de correccio´n en cuenta, la energ´ıa de for-
macio´n del defecto se reescribe como:






−Q(F + V + ∆)
]
+ Eelecorr + ∆V (2.33)
2.2.3 Niveles de transicio´n de carga
Una vez conocidas las energ´ıas de formacio´n de las configuraciones cargadas,
Ef (+), Ef (−), y la configuracio´n neutra, Ef (0), calculamos los niveles de
transicio´n de carga. Estos son los valores del nivel de Fermi F en los
que coincide la energ´ıa de formacio´n del defecto en dos estados de carga
diferentes. El nivel de transicio´n (q1/q2) entre la zona de carga q1 y la de
carga q2 se define (relativa a la banda de valencia) como:
(q1/q2)− V = Ef (q1)− Ef (q2)
q2 − q1 (2.34)
Con esta definicio´n obtendremos los niveles de transicio´n de carga (−/+),
(−/0) y (+/0), donde + y − se refieren al valor de la carga Q = +1 y
Q = −1, respectivamente.
Cap´ıtulo 3
Resultados
A continuacio´n se exponen los resultados obtenidos para los diferentes defec-
tos analizados (defectos de intersticiales I5, I7, I10 e I14 de la familia {111},
ver figura 1.5), cuya eleccio´n se justifica en la introduccio´n.
3.1 Caracterizacio´n termodina´mica
Tal y como se expone en el cap´ıtulo donde se describe la metodolog´ıa, la
caracterizacio´n termodina´mica de los defectos se realiza a trave´s de simula-
ciones de annealing.
Las configuraciones iniciales de las que parten las cuatro simulaciones
(una para cada defecto In estudiado) son superceldas de silicio en las que
los defectos se encuentran en el plano {111}, tal y como se muestra en la
figura 1.5. Las energ´ıas de formacio´n de estas configuraciones obtenidas con
el potencial de Tersoff mediante minimizaciones por gradientes conjugados
se muestran en la tabla 3.1.
A lo largo del annealing dejaremos al sistema evolucionar manteniendo
constante el nu´mero total de a´tomos, el volumen y la temperatura. El de-
fecto ira´ pasando por diferentes configuraciones y es posible que abandone la
familia de planos inicial {111} para pasar a otra o incluso que adopte confi-
guraciones amorfas. Durante esta evolucio´n capturamos perio´dicamente las
coordenadas ato´micas. Al finalizar el annealing, ejecutamos una relajacio´n
por gradientes conjugados de cada una de las configuraciones almacenadas
para obtener las estructuras inherentes por las que ha pasado el sistema a
lo largo de la simulacio´n y sus energ´ıas. A partir de estas energ´ıas calcu-
lamos la energ´ıa de formacio´n ∆Eα de cada estructura inherente sin ma´s que
referirlas a la energ´ıa de la red perfecta. Al mismo tiempo, clasificamos las
estructuras inherentes encontradas en familias de defectos: {111}, {100} y
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< 110 >. En las figuras 3.1 y 3.2 se muestra como ejemplo la energ´ıa de for-
macio´n de las estructuras inherentes a trave´s de las cuales han evolucionado
los defectos I5 y I10 en las simulaciones de annealing. Representamos las en-
erg´ıas de estructuras pertenecientes a cada una de las tres familias as´ı como
las energ´ıas de las estructuras que no han sido identificadas con ninguna de
las tres familias. Adema´s, indicamos la energ´ıa de la estructura inicial con






Tabla 3.1: Energ´ıas de formacio´n de las configuraciones iniciales de los de-
fectos de intersticiales In. Calculadas mediante gradientes conjugados uti-



















Figura 3.1: Energ´ıa de formacio´n de las estructuras inherentes visitadas
por el defecto I5 en funcio´n del tiempo de simulacio´n. Representamos las
energ´ıas de las familias {111}, {100} y < 110 > junto con las del conjunto
total de estructuras. Se indica tambie´n la energ´ıa de la estructura inicial
En las dos figuras 3.1 y 3.2 hay l´ıneas bien definidas, que corresponden
a las energ´ıas (normalmente bajas) de estructuras inherentes muy concretas



















Figura 3.2: Energ´ıa de formacio´n de las estructuras inherentes visitadas
por el defecto I10 en funcio´n del tiempo de simulacio´n. Representamos las
energ´ıas de las familias {111}, {100} y < 110 > junto con las del conjunto
total de estructuras. Se indica tambie´n la energ´ıa de la estructura inicial.
que se visitan un gran nu´mero de veces a lo largo de la simulacio´n. Para
energ´ıas ma´s altas, hay una nube de puntos con mayor variedad de energ´ıas
y en la que son ma´s frecuentes las estructuras no identificadas con ninguna
de las familia de defectos estudiadas.
Podemos observar que el defecto I5 abandona ra´pidamente (aproximada-
mente tras el primer nanosegundo de simulacio´n) su configuracio´n inicial de
la familia {111} para pasar a defectos {100}, que poseen menor energ´ıa de
formacio´n. A partir de este instante, la mayor parte del tiempo se encuen-
tra con estructuras de energ´ıas 8.8 y 9.2 eV , visitando puntualmente otras
estructuras de mayor energ´ıa en este mismo plano.
En el caso del defecto I10 se pone de manifiesto la estabilidad de la
configuracio´n inicial. Este defecto pasa la mayor parte de la simulacio´n en
la familia de planos {111} y con la estructura de energ´ıa ∆Eα ∼ 15.6 eV .
Tambie´n evoluciona a otras estructuras de mayor energ´ıa en algunas oca-
siones, pero apenas sin abandonar el plano {111}.
A partir de las energ´ıas de formacio´n ∆Eα (que se observan en las fi-
guras 3.1 y 3.2 para los casos I5 e I10) construimos los histogramas que
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nos dara´n la probabilidad de encontrar al sistema en una estructura inher-
ente con energ´ıa de formacio´n ∆Eα, lo que corresponde a la distribucio´n
de probabilidad P (β,∆Eα) definida en (2.13). En las figuras 3.3 - 3.6 se
representan, en escala semilogar´ıtmica, los histogramas de energ´ıas de for-
macio´n obtenidos para cada defecto In, con n = 5, 7, 10, 14. De forma similar
que en la evolucio´n de la energ´ıa de formacio´n mostrada anteriormente, dis-
tinguimos las tres familias monitorizadas. Adema´s representamos el total
de estructuras posibles (a diferencia de las figuras 3.1 y 3.2 donde se dis-
tingu´ıan solo las estructuras no identificadas). Tambie´n se indica el intervalo



















Figura 3.3: Histograma de energ´ıas de formacio´n. Defecto I5.
El comportamiento general de la probabilidad en funcio´n de la energ´ıa
de formacio´n es el que cabr´ıa esperar: para energ´ıas altas, la probabilidad
de encontrar una estructura inherente con una determinada energ´ıa de for-
macio´n decrece con la energ´ıa, pues no es probable encontrar defectos cuya
formacio´n requiera gran cantidad de energ´ıa. Para los defectos estudiados
observamos dos tendencias generales: por una parte, el defecto I5 evoluciona
a trave´s de diferentes familias de defectos, mientras que los defectos I7, I10
e I14 se mantienen en la familia inicial {111} durante la mayor parte de la
simulacio´n.
A continuacio´n comentamos los detalles particulares para cada defecto.
































Figura 3.5: Histograma de energ´ıas de formacio´n. Defecto I10.
















Figura 3.6: Histograma de energ´ıas de formacio´n. Defecto I14.
• Defecto I5. Se visitan configuraciones de las tres familias de defectos,
pues al ser un defecto pequen˜o tiene mayor facilidad para alternar
entre diferentes estructuras. A pesar de ello, la familia que domina
(∼ 70% del total de configuraciones) es la {100}. Las dos estructuras
observadas con menor energ´ıa son las ma´s probables (representan un
67% del total). En estas configuraciones el defecto I5 puede verse como
un I4 Arai, ma´s un a´tomo intersticial que se encuentra alrededor de
e´ste. En la figura 3.7 se muestra la configuracio´n que corresponde a
∆Eα = 8.8 eV (primer punto del histograma).
• Defecto I7. La configuracio´n inicial (∆Eα ∼ 12.5 eV ) resulta ser la
ma´s probable (∼ 40%), junto con otras dos estructuras tambie´n {111}
de energ´ıas 12.4 y 12.6 eV cuya probabilidad es ∼ 20%. La estructura
de menor energ´ıa es sin embargo muy poco probable, ∼ 5%. En el
rango de energ´ıas ma´s altas (mayores de 14 eV ) las configuraciones
no esta´n asociadas a ninguna familia, pero este conjunto representa
menos de un 0.3% del total.
• Defecto I10. En este defecto la configuracio´n inicial es la de menor
energ´ıa y a la vez la ma´s probable (∼ 68%). Para energ´ıas mayores, la
probabilidad decrece ra´pidamente, y la probabilidad de encontrar al
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Figura 3.7: Defecto I5. Estructura inherente con energ´ıa de formacio´n
∆Eα ∼ 8.8 eV . Se identifican los 4 a´tomos que forman el defecto I4 Arai y
el a´tomo intersticial que se situ´a junto a este para conformar el I5.
defecto en una estructura inherente con una energ´ıa mayor de 16 eV
es menor del 1%.
• Defecto I14. Para este defecto, la configuracio´n inicial no resulta ser la
ma´s probable. Esto nos sirve como confirmacio´n de que las estructuras
con las que comenzamos los annealings no condicionan las estructuras
de la familia que se pueden visitar a lo largo de las simulaciones. La
simulacio´n muestra que existe otra configuracio´n termodina´micamente
ma´s favorable. En este caso, el defecto se encuentra con energ´ıas entre
20.3 y 20.5 eV durante la mayor parte del tiempo (∼ 62%).
De los resultados anteriores se observa que no siempre la configuracio´n
con menor energ´ıa de formacio´n ∆Eα es la ma´s probable, como se ha evi-
denciado para los defectos I7 e I14. Para ilustrarlo, hemos analizado el caso
del defecto I7. En particular, hemos calculado la entrop´ıa de las estructuras
de energ´ıas ∆Eα 12.3 y 12.5 eV , que son la de energ´ıa ma´s baja y la ma´s
probable, respectivamente. Estas estructuras no tienen simetr´ıa, por lo que
su entrop´ıa configuracional de formacio´n ∆Sconf es nula. Por lo tanto, cal-
culamos u´nicamente la entrop´ıa vibracional de formacio´n ∆Svib. En la tabla
3.2 puede verse que, de las dos estructuras comparadas, la menos favorable
energe´ticamente es, sin embargo, la que tiene mayor entrop´ıa. Esto hace que
la contribucio´n de la entro´pica a la energ´ıa libre de Helmholtz F = U − TS
sea mayor para el defecto con ma´s energ´ıa de formacio´n, lo que explica su
mayor frecuencia de aparicio´n. Por lo tanto, son los efectos entro´picos los
que hacen que configuraciones con mayor energ´ıa de formacio´n sean las ma´s
frecuentes.




Tabla 3.2: Energ´ıa de formacio´n y entrop´ıa de formacio´n de la configuracio´n
ma´s estable ∆Eα = 12.5 eV y la ma´s favorable energe´ticamente ∆Eα =
12.3 eV .
Tal y como se explico´ en el apartado de la metodolog´ıa 2, una vez que
disponemos de los histogramas de probabilidades se puede calcular la funcio´n
densidad de estados absoluta G(∆Eα) (2.11). Para ello debemos escoger un
intervalo de energ´ıa en el histograma que contenga una u´nica estructura in-
herente ∆ECα y calcular el valor G(∆ECα ) para esta estructura. Para el caso
de los defectos I5, I7 e I10 nos hemos fijado en el intervalo que corresponde a
la menor energ´ıa de los histogramas de probabilidades. En estos casos estos
intervalos contienen las configuraciones de menor energ´ıa encontradas pero
que tienen frecuencias de aparicio´n de entre el 5 y el 70 %. En el caso del
I14 nos hemos fijado en el intervalo ∆Eα = 20.4 eV , en el que coexisten tres
tipos de configuraciones con energ´ıas 20.445, 20.449 y 20.499 eV , cuyas es-
tructuras se diferencian muy poco entre s´ı (un u´nico a´tomo tiene posiciones
ligeramente diferentes en cada una de ellas, por lo que pueden considerarse
como una u´nica estructura inherente). Vamos a emplear como referencia
dos de estas configuraciones: las que tienen energ´ıa 20.445 y 20.499 eV .
En la tabla 3.3 presentamos los intervalos de energ´ıa usados para deter-
minar G(∆Eα) de forma absoluta para los distintos taman˜os de defectos de
intersticiales. Tambie´n incluimos el grupo de simetr´ıa puntual de los defec-
tos utilizados para determinar de forma absoluta G(∆ECα ). Esta simetr´ıa es
mucho menor que la del I4 Arai cuyo grupo de simetr´ıa puntual es el D2d.
En la discusio´n del apartado 2.1.1 se considero´ la entrop´ıa configuracional
del I4 Arai despreciable, hacie´ndose g(∆EI4Arai) = 1. Siguiendo el mismo
razonamiento, los defectos de la tabla 3.3 al tener menor simetr´ıa tambie´n
tendra´n una entrop´ıa configuracional despreciable y por lo tanto se podra´
considerar g(∆ECα ) = 1. Respecto a la entrop´ıa vibracional de los defectos
de la tabla 3.3, e´sta se calcula a partir de las frecuencias de sus modos nor-
males de vibracio´n segu´n (2.19). Los valores obtenidos se indican en la tabla
3.3.
Despue´s de referenciar la funcio´n densidad de estados a los valores ante-
riores, obtenemos la funcio´n de manera absoluta. En las figuras 3.8 - 3.11 se
muestran las funciones obtenidas. En cada una de ellas, el punto sen˜alado
con un c´ırculo representa la estructura inherente utilizada como referencia.
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In
Grupo de ∆ECα ∆Svib(∆E
C
α )/kB G(∆ECα )simetr´ıa (eV )
I5 C1 8.8 24.045 2.77 ×1010
I7 Cs 12.3 16.276 1.17 ×107
I10 Ci 15.6 45.793 7.72 ×1019
I14
C1 20.445 50.896 1.27 ×1022
C2 20.499 62.861 2.00 ×1027
Tabla 3.3: Estructuras inherentes elegidas para determinar de manera ab-
soluta la funcio´n densidad de estados: intervalo de energ´ıa de formacio´n
∆ECα , grupo de simetr´ıa puntual calculado con FINDSYM, entrop´ıa vi-
bracional de formacio´n ∆Svib(∆E
C
α )/kB y funcio´n densidad de estados


















Figura 3.8: Funcio´n densidad de estados determinada de forma absoluta.
Defecto I5.
Para el caso del defecto I5, la estructura inherente que hemos empleado
como referencia para calcular G(∆ECα ) es la visualizada en la figura 3.7.
Hab´ıamos encontrado que esta estructura pod´ıa entenderse como un defecto
I4 Arai ma´s un a´tomo intersticial a su lado. El valor de G(∆ECα ) que hemos
obtenido tras considerar la entrop´ıa vibracional de esta configuracio´n es de
2.77× 1010, cuyo orden de magnitud es similar al que T. Sinno evaluo´ para
el defecto I4 Arai (∆Svib 25kB, G(∆ECα ) ∼ 1011, [34]). Lo que nos sugiere





























Figura 3.10: Funcio´n densidad de estados determinada de forma absoluta.
Defecto I10.















Familia 111 (20.445 eV)
Total (20.499 eV)
Familia 111 (20.499 eV)
Figura 3.11: Funcio´n densidad de estados determinada de forma absoluta.
Defecto I14. Se especifica entre pare´ntesis la energ´ıa de formacio´n de la
estructura inherente utilizada como referencia.
que nuestra estimacio´n es correcta. El mismo procedimiento fue aplicado
para los defectos I7 e I10, obtenie´ndose los valores de G(∆ECα ) mostrados en
la tabla 3.3.
Sin embargo, las configuraciones elegidas para el caso del defecto I14, pese
a tener energ´ıas muy pro´ximas, poseen entrop´ıas vibracionales muy difer-
entes que hacen que el valor de G(∆ECα ) calculado difiera en cinco o´rdenes de
magnitud. Esto dificulta la determinacio´n de forma absoluta de la funcio´n
de densidad de estados, como se muestra en la figura 3.11. Por tanto, la
metodolog´ıa ISL no nos garantiza un ca´lculo fiable de la energ´ıa libre de
formacio´n de Helmholtz ∆F (a trave´s de (2.12)), dada la incertidumbre que
tenemos en el ca´lculo de la densidad de estados absoluta.
Por otro lado, otro de los objetivos del TFG era determinar los posibles
mecanismos de crecimiento de defectos a trave´s de las diferentes familias, a
partir de la evaluacio´n de su energ´ıa libre de formacio´n de Helmholtz ∆F .
Sin embargo, adema´s de las dificultades que hemos encontrado para deter-
minar de forma absoluta G(∆Eα), en las simulaciones del I7, I10 e I14 no se
visitan otras familias aparte de la {111}. Por lo tanto, no podr´ıamos hacer
una comparativa de las tres familias desde el punto de vista termodina´mico.
Para ello ser´ıa necesario realizar nuevas simulaciones de annealing en las que
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partie´ramos de configuraciones iniciales en familias diferentes de la {111}.
En este caso surgir´ıa una dificultad adicional para poder correlacionar las
distribuciones de probabilidad de las diferentes configuraciones visitadas en
las diferentes simulaciones de annealing.
No obstante, al analizar el histograma de distribucio´n de probabilidades
del defecto I7 encontramos que el ana´lisis de la entrop´ıa vibracional nos
permitio´ entender que configuraciones con mayor energ´ıa de formacio´n eran
ma´s frecuentes. Teniendo esto en cuenta, hemos aproximado la energ´ıa
libre de Helmholtz de formacio´n de las diferentes familias de defectos de
intersticiales como ∆F ' ∆E − T∆Svib, despreciando otras contribuciones
entro´picas, para obtener una idea de la estabilidad termodina´mica de cada
familia de defectos. La energ´ıa de formacio´n ∆E se extrae de las presentadas
en la figura 1.4. La entrop´ıa vibracional de formacio´n (representada en la
figura 3.12) se calcula a partir de los modos normales de vibracio´n de los





















Figura 3.12: Entrop´ıa vibracional de formacio´n por intersticial en funcio´n
del nu´mero de a´tomos intersticiales del defecto.
En la figura 3.12 podemos observar que para cada familia existen taman˜os
de intersticiales para los cuales la entrop´ıa vibracional presenta un ma´ximo.
Para las familias {100} y < 110 > estos ma´ximos corresponden a nu´meros
de a´tomos intersticiales impares, mientras que para la familia {111} sucede
lo contrario, y son los nu´meros de intersticiales pares los que presentan una
entrop´ıa ma´s alta en general. A pesar de las fluctuaciones, a entrop´ıa vi-
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bracional de formacio´n decrece con el taman˜o del defecto. Adema´s, para
todos los taman˜os (salvo 4, 10, 12, 14 y 16) los defectos {111} poseen menor
entrop´ıa que sus equivalentes de otras familias.
Combinando la figura 1.4 con la 3.12 obtenemos la energ´ıa libre de for-
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Figura 3.13: Energ´ıa libre de Helmholtz de formacio´n por intersticial en
funcio´n del nu´mero de a´tomos intersticiales del defecto. T = 1200 K.
Para un defecto In, la configuracio´n ma´s favorable termodina´micamente
sera´ aquella para la cual la energ´ıa libre de Helmholtz de formacio´n ∆F sea
la mı´nima. Podemos observar que para casi todos los taman˜os de defectos
considerados, las familias {100} y < 110 > son las ma´s favorables. La fa-
milia {111} presenta valores superiores en casi todos los casos salvo en dos
de ellos: para el defecto I10 es la estructura con menor ∆F y para el I15 es
pra´cticamente ide´ntica a la de las otras dos familias.
Existe un caso particular que cabe destacar: el defecto I4 de la familia
{100}. Para este defecto, la energ´ıa libre de Helmholtz de formacio´n pre-
senta un mı´nimo muy acusado. Si comparamos la figura 3.13 con la 1.4, en
la que solo se consideraba la energ´ıa de formacio´n, encontramos una diferen-
cia importante. Utilizando solo criterios de estabilidad energe´tica, podemos
concluir que aunque la energ´ıa de formacio´n para el I4 es menor que para
taman˜os inmediatamente mayores de la misma familia (I5, I6, I7), este au-
mento de energ´ıa no es suficiente para impedir que el defecto crezca, pues
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es probable que a lo largo de su evolucio´n obtenga la energ´ıa suficiente para
sobrepasar la barrera energe´tica. Sin embargo, cuando incluimos el te´rmino
entro´pico, lo que da lugar a la energ´ıa libre de Helmholtz, constatamos que
la barrera que debe superar el defecto para aumentar su taman˜o es mucho
ma´s grande. La relevancia de esta discrepancia entre justificar la existencia
de defectos en base a su energ´ıa o tener en cuenta tambie´n el efecto estabi-
lizador de la entrop´ıa se halla en los resultados de simulaciones de dina´mica
molecular realizados en el grupo MMM. Se hab´ıa observado que los defectos
I4 permanec´ıan inalterados a medida que se dejaba evolucionar la celda de
silicio que los conten´ıa, mientras que otro tipo de defectos s´ı aumentaban su
taman˜o. Hasta el momento, no se hab´ıa presentado ninguna hipo´tesis que
explicara este comportamiento aparentemente ano´malo. La nueva aproxi-
macio´n propuesta por este Trabajo de Fin de Grado puede abrir una nueva
v´ıa para la modelizacio´n del crecimiento de defectos de intersticiales, espe-
cialmente en aquellos casos en los que la entrop´ıa juega un papel importante.
3.2 Caracterizacio´n electro´nica
A partir de las simulaciones ab initio realizadas para los defectos I5, I7, I10
e I14, podemos obtener la energ´ıa de formacio´n de los defectos segu´n (2.30)
que reescribimos a continuacio´n para facilitar la lectura.






−Q(F + V + ∆)
]
+ Eelecorr + ∆V (3.1)
Si no tenemos en cuenta las correcciones descritas en el apartado 2.2,
las energ´ıas de formacio´n de los defectos estudiados esta´n resumidas en la
tabla 3.4 junto con la presio´n que se genera en la supercelda de simulacio´n.
Puede verse que a medida que aumenta el nu´mero n de intersticiales del
defecto, tambie´n aumenta la presio´n de la celda. Esto es porque en nuestros
ca´lculos hemos utilizado un para´metro de red constante en todos los casos e
igual a 5.469 A˚. Al modificar el para´metro de red para que la presio´n en la
supercelda se anule, se obtienen las energ´ıas de la tabla 3.5 (solo calculadas
para Q=0). Estas energ´ıas son comparables a las obtenidas con el potencial
de Tersoff y que se muestran en la tabla 3.1.
A las energ´ıas de la tabla 3.4 hay que an˜adirles las correcciones. El
primer te´rmino de correccio´n proviene de la autointeraccio´n entre ima´genes
perio´dicas cargadas. El te´rmino que debe sumarse a la energ´ıa de formacio´n
(2.31) es el mismo para todas las configuraciones cargadas, pues solo depende
de Q2, y es nulo si Q = 0. Para el caso de nuestras simulaciones, este te´rmino
es igual a:
3.2. CARACTERIZACIO´N ELECTRO´NICA 45
Q = −1 Q = 0 Q = +1
n Ef / eV p / kbar Ef / eV p / kbar Ef / eV p / kbar
5 11.152 4.43 10.875 3.75 10.993 3.02
7 13.364 6.79 13.005 6.17 13.055 5.43
10 17.220 9.15 16.841 8.52 16.847 7.73
14 23.680 11.83 23.241 11.20 22.813 10.58
Tabla 3.4: Energ´ıa de formacio´n sin correcciones aplicadas, Ef , y presio´n
residual en la supercelda, p, para los defectos In con carga Q.





Tabla 3.5: Energ´ıas de formacio´n (sin corregir) obtenidas asegurando presio´n
nula en la celda para los defectos In.
Eelecorr(|Q| = 1) = 0.064 eV
La segunda correccio´n es la diferencia de potencial electrosta´tico ∆V que
existe entre la celda perfecta y la celda con defecto. En el caso analizado
estas diferencias son muy pequen˜as (del orden de 10−9 eV para todos los
defectos) y no afectan al resultado final. Para otros taman˜os de supercelda
ma´s reducidos, este te´rmino adquiere relevancia. En la Ref. [60] se calculo´
este te´rmino para una supercelda de 216 a´tomos y el resultado fue del orden
de 10−1 − 10−2 eV .
Finalmente, hay que tener en cuenta la diferencia de energ´ıa ∆ necesaria
para hacer coincidir el ma´ximo de la banda de valencia en la supercelda
perfecta y en la supercelda con defecto, energ´ıas que se resumen en la tabla
3.6. Los diagramas de bandas de los que extraemos dicha diferencia de






Tabla 3.6: Correccio´n en la energ´ıa de los electrones para un defecto In.
Hemos comparado las estructuras de bandas para las superceldas que
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contienen los defectos estudiados con la de la red cristalina de silicio para
observar los niveles electro´nicos que introduce en el gap la presencia del de-
fecto. En las figuras 3.14 - 3.17 las energ´ıas esta´n referenciadas al ma´ximo
de la banda valencia para la red perfecta. Los puntos k del espacio rec´ıproco
escogidos son puntos especiales de alta simetr´ıa para la zona de Brillouin,
teniendo en cuenta que la celda fundamental es de tipo zinc-blenda. Un



















Figura 3.14: Estructura de bandas de la supercelda que contiene un defecto
I5 frente a la de la red de silicio cristalino. Energ´ıas referenciadas al ma´ximo
de la banda de valencia de la red cristalina.
De las figuras puede verse que la principal modificacio´n es la aparicio´n
de bandas cerca del borde de la banda de valencia. En el caso del de-
fecto I5, este tambie´n introduce una banda cerca del borde de la banda de
conduccio´n. Estas bandas introducidas por los defectos tienen energ´ıas que
apenas cambian con el punto del espacio rec´ıproco considerado, lo que indica
una deslocalizacio´n en el espacio rec´ıproco y por lo tanto una localizacio´n
en el espacio real en torno al defecto.
Adema´s, estas bandas introducidas en el gap del semiconductor podra´n
acomodar electrones o huecos en funcio´n del estado de carga del defecto. En
nuestras simulaciones hemos considerado los estados de carga Q = 0,+1,−1,
en los que se an˜ad´ıa o eliminaba un electro´n al total. Sin embargo, puede
que otros estados de carga pudieran ser relavantes, lo que podr´ıa evaluarse



















Figura 3.15: Estructura de bandas de la supercelda que contiene un defecto
I7 frente a la de la red de silicio cristalino. Energ´ıas referenciadas al ma´ximo













Figura 3.16: Estructura de bandas de la supercelda que contiene un defecto
I10 frente a la de la red de silicio cristalino. Energ´ıas referenciadas al ma´ximo
de la banda de valencia de la red cristalina.













Figura 3.17: Estructura de bandas de la supercelda que contiene un defecto
I14 frente a la de la red de silicio cristalino. Energ´ıas referenciadas al ma´ximo
de la banda de valencia de la red cristalina.
en un trabajo futuro.
Una vez hemos tenido en cuenta las correcciones a los ca´lculos ab initio,
la energ´ıa de formacio´n se calcula segu´n (2.33). Los resultados aparecen en
la tabla 3.7.
n Q = −1 Q = 0 Q = +1
5 11.191 10.875 11.081
7 13.387 13.005 13.159
10 17.224 16.841 16.971
14 23.643 23.241 22.977
Tabla 3.7: Energ´ıas de formacio´n corregidas (en eV) para los defectos In
con carga Q.
Para los defectos I5, I7 e I10 la configuracio´n ma´s estable es la neutra.
Sin embargo, para el defecto I14 la configuracio´n con carga negativa tiene
una energ´ıa de formacio´n ligeramente menor.
La energ´ıa de formacio´n depende de la energ´ıa del nivel de Fermi como
Q(F + V ). En las figuras 3.18 - 3.21 aparece la energ´ıa de formacio´n por
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intersticial en funcio´n de la energ´ıa del nivel de Fermi F referida a la banda
de valencia V .
Figura 3.18: Energ´ıa de formacio´n por intersticial en funcio´n de la energ´ıa
del nivel de Fermi. Defecto I5.
De las gra´ficas 3.18 - 3.21 podemos extraer que´ configuracio´n sera´ ma´s es-
table en funcio´n de la energ´ıa del nivel de Fermi en el gap del semiconductor,
que se controla con el nivel del dopado, y que se ha indicado con etiquetas en
las gra´ficas. De esta forma los defectos I5, I7 e I10 esta´n en estado de carga
neutro si el nivel de Fermi esta´ en la mitad inferior del gap, y negativo en
la mitad superior del gap. En el caso del defecto I14 podemos tener los tres
estados de carga estudiados: estado de carga positivo (negativo) si el nivel
de Fermi esta´ cerca de la banda de valencia (conduccio´n) y neutro si el nivel
de Fermi esta´ en mitad del gap. No obstante, como ya hemos mencionado
u´nicamente hemos analizado los estados de carga Q = 0,+1,−1, pero el
defecto podr´ıa estar en otros estados de carga no considerados.
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Figura 3.19: Energ´ıa de formacio´n por intersticial en funcio´n de la energ´ıa
del nivel de Fermi. Defecto I7.
Figura 3.20: Energ´ıa de formacio´n por intersticial en funcio´n de la energ´ıa
del nivel de Fermi. Defecto I10.
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Figura 3.21: Energ´ıa de formacio´n por intersticial en funcio´n de la energ´ıa
del nivel de Fermi. Defecto I14.
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Cap´ıtulo 4
Conclusiones
A lo largo de este trabajo, se han analizado a trave´s de diferentes te´cnicas
los defectos de intersticiales de la familia {111}. En particular, los defec-
tos I5, I7, I10 e I14. En esta seccio´n se resumen los resultados ma´s relevantes.
Con el objetivo de realizar la caracterizacio´n termodina´mica de los de-
fectos, hemos estudiado una nueva metodolog´ıa (ISL), que ofrece un enfoque
diferente al tipo de te´cnicas utilizadas anteriormente. Se ha desarrollado el
procedimiento que permite emplear dicha metodolog´ıa, la cual es aplicable
no solo a los defectos estudiados sino a otros taman˜os de intersticiales y
familias de defectos. En el proceso de aplicacio´n de la metodolog´ıa, se han
obtenido histogramas de distribuciones de probabilidad que dan cuenta de
cua´les son las configuraciones ma´s visitadas por los defectos cuando estos
se dejan evolucionar libremente a temperatura constante en simulaciones de
dina´mica molecular. Esto nos ha permitido confirmar la presencia domi-
nante de algunas configuraciones que ya se hab´ıan postulado como especial-
mente favorables. Adema´s, los resultados obtenidos en dichos histogramas
sugieren una relevancia de los efectos entro´picos que puede ser relevante
para algunas configuraciones de defectos. El papel de la entrop´ıa no hab´ıa
sido ampliamente considerado hasta ahora en el modelado de defectos de
intersticiales. Por u´ltimo, la combinacio´n de los ca´lculos de energ´ıa junto
con los de entrop´ıa vibracional ha dado lugar a una estimacio´n de la energ´ıa
libre de Helmholtz para distintas familias de defectos y taman˜os de intersti-
ciales. Esta magnitud puede servir como gu´ıa para futuras interpretaciones
de la estabilidad observada para los defectos de intersticiales.
En cuanto a la caracterizacio´n electro´nica, hemos comprobado que la
presencia de defectos introduce niveles electro´nicos en el gap de la red, lo
cual es importante pues podr´ıa afectar negativamente a los dispositivos tec-
nolo´gicos basados en materiales semiconductores. Se han calculado las ener-
g´ıas de dichos niveles electro´nicos. Tambie´n se han obtenido los estados de
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carga (resultantes de an˜adir o eliminar electrones a la red) para los cuales la
energ´ıa de formacio´n del defecto es menor en funcio´n de la energ´ıa del nivel
de Fermi.
Este trabajo se enmarcaba en el estudio de los defectos de pequen˜o
taman˜o de la familia {111} que pueden servir como precursores para de-
fectos extensos de la misma familia. Podemos concluir que aunque estos
defectos no sean en general termodina´micamente ma´s favorables que los de
otras familias, se ha descubierto que existen configuraciones especiales {111}
con una estabilidad particularmente alta.
Bibliograf´ıa
[1] International Techonology Roadmap for Semiconductors. http://www.
itrs2.net, 2015.
[2] A. Rohatgi, D. L. Meier, B. McPherson, Y. W. Ok, A. D. Upadhyaya,
J. H. Lai, and F. Zimbardi. Energy Procedia, 15:10, 2012.
[3] M. Aboy, I. Santos, L. Pelaz, L. A. Marque´s, and P. Lo´pez. Journal of
Computational Electronics, 13(1):40–58, 2014.
[4] W. K. Hofker, H. Werner, D. P. Oosthoek, and H. A. M. de Grefte.
Appl. Phys., 2:165, 1973.
[5] P. A. Stolk, H. J. Gossmann, D. J. Eaglesham, D. C. Jacobson, C. S.
Rafferty, G. H. Gilmer, M. Jaraiz, J. M. Poate, H. S. Luftman, and
T. E. Haynes. J. Appl. Phys., 81:6031, 1997.
[6] D. J. Eaglesham, P. A. Stolk, H. J. Gossmann, and J. M. Poate. Appl.
Phys. Lett., 65:2305, 1994.
[7] A. E. Michel, W. Rausch, P. A. Ronsheim, and R. H. Kastl. Appl. Phys.
Lett., 50:416, 1987.
[8] D. Schroder. IEEE Trans. Elec. Dev., 44:160, 1997.
[9] J. E. Cotter, J. H. Guo, P. J. Cousins, M. D. Abbott, F. W. Chen, and
K. C. Fisher. IEEE Trans. Elec. Dev., 53:1893, 2003.
[10] M. Ieong, B. Doris, J. Kedzierski, K. Rim, and M. Yang. Science,
306:2057, 2004.
[11] C. Leroy and P.-G. Rancoita. Rep. Prog. Phys., 70:493, 2007.
[12] G. Lindstro¨m. Nucl. Instr. and Meth. A, 512:30, 2003.
[13] F. Hartman. Springer Tracts in Modern Physics, 275, 2017.
[14] M. Moll. IEEE. Trans. Nucl. Sci., 65:1561, 2018.
[15] S. Takeda, M. Kohyama, and L. Ibe. Philos. Mag. A, 70:287, 1994.
55
56 BIBLIOGRAFI´A
[16] A. Claverie, B. Colombeau, F. Cristiano, A. Altibelli, and C. Bonafos.
Nucl. Instrum. Meth. Phys. Res. B, 186:281, 2002.
[17] N. E. B. Cowern, G. Mannino, P. A. Stolk, F. Roozeboom, H. G. A.
Huizing, J. G. M. van Berkum, F. Cristiano, A. Claverie, and M. Jara´ız.
Phys. Rev. Lett., 82:4460, 1999.
[18] N. Arai, S. Takeda, and M. Kohyama. Phys. Rev. Lett., 78:4265, 1997.
[19] S. Coffa, S. Libertino, and C. Spinella. Appl. Phys. Lett., 76:321, 2000.
[20] S. Takeda. Microsc. Res. Tech., 40:313, 1998.
[21] S. Libertino, S. Coffa, and J. L. Benton. Phys. Rev. B, 63:195206, 2001.
[22] F. Cristiano, J. Grisolia, B. Colombeau, M. Omri, B. de Mauduit,
A. Claverie, L. F. Giles, and N. E. B. Cowern. J. Appl. Phys., 87:8420,
2000.
[23] S. Boninelli, N. Cherkashin, and A. Claverie. Appl. Phys. Lett.,
89:161904, 2006.
[24] A. Claverie, B. Colombeau, B. de Mauduit, C. Bonafos, X. Hebras,
G. Ben Assayag, and F. Cristiano. Appl. Phys. A, 76:1025, 2003.
[25] Y. Qiu, F. Cristiano, K. Huet, F. Mazzamuto, G. Fisicaro, A. La
Magna, M. Quillec, N. Cherkashin, H. Wang, S. Duguay, and D. C.
Blavette. Nano Lett., 14:1769, 2014.
[26] S. Takeda. Jpn. J. Appl. Phys, 30:L639, 1991.
[27] L. Fedina, A. Gutakovskii, A. Aseev, J. V. Landuyt, and J. Vanhelle-
mont. Philos. Mag. A, 77:423, 1998.
[28] Multiscale Materials Modeling Group. https://www.ele.uva.es/
~mmm/.
[29] I. Santos, M. Ruiz, M. Aboy, L. A. Marque´s, P. Lo´pez, and L. Pelaz.
Journal of Electronic Materials, 47:4995, 2018.
[30] L. A. Marque´s, M. Aboy, I. Santos, P. Lo´pez, F. Cristiano, A. La Magna,
K. Huet, T. Tabata, and L. Pelaz.
[31] L. A. Marque´s, M. Aboy, M. Ruiz, I. Santos, P. Lo´pez, and L. Pelaz.
Acta Materialia, 166:192, 2019.
[32] L. A. Marque´s, I. Santos, L. Pelaz, P. Lo´pez, and M. Aboy. Materials
Science in Semiconductor Processing, 42:235, 2016.
[33] H. T. Stokes and D.M. Hatch. J. Appl. Cryst., 38:237, 2005.
BIBLIOGRAFI´A 57
[34] S. S. Kapur, A. M. Nieves, and T. Sinno. Phys. Rev. B, 82:045206,
2010.
[35] C. Y. Chuang, A. Sattler, and T. Sinno. Journal of Applied Physics,
117(13):135706, 2015.
[36] S. S. Kapur and T. Sinno. Appl. Phys. Lett., 93:135706, 2008.
[37] S. S. Kapur, M. Prasad, J. C. Crocker, and T. Sinno. Phys. Rev. B,
72:014119, 2005.
[38] F. Tejerina. Termodina´mica. Paraninfo, 1976.
[39] A. M. Nieves and T. Sinno. The Journal of Chemical Physics,
135(7):074504, 2011.
[40] S. Buchner and A. Heuer. Phys. Rev. E, 6:6507, 1999.
[41] Y. Mishin, M. R. Sorensen, and A. F. Voter. Philos. Mag. A, 81:2591.
[42] A. Walsh, A. A. Sokol, and C. R. A. Catlow. Phys. Rev. B, 83:224105,
2011.
[43] M. P. Allen and D. J. Tildesley. Computer Simulation of Liquids. Ox-
ford Science Publications, 1987.
[44] Steve Plimpton. J. Comput. Phys., 117, 2000.
[45] C. Kittel. Introduction to Solid State Physics.
[46] J. Tersoff. Phys. Rev. B, 38:9902–9905, 1988.
[47] Frank H. Stillinger and Thomas A. Weber. Phys. Rev. B, 31:5262–5271,
1985.
[48] L. Nurminen, F. Tavazza, D. P. Landau, A. Kuronen, and K. Kaski.
Phys. Rev. B, 67:035405, 2003.
[49] J. F. Justo, M. Z. Bazant, E. Kaxiras, V. V. Bulatov, and S. Yip. Phys.
Rev. B, 58:2539–2550, 1998.
[50] L. A. Marque´s, M. Aboy, M. Ruiz, I. Santos, P. Lo´pez, and L. Pelaz.
Materials Science in Semiconductor Processing, 42:235–238, 2016.
[51] L. A. Marque´s, M. Aboy, I. Santos, P. Lo´pez, F. Cristiano, A. La Magna,
K. Huet, T. Tabata, and L. Pelaz. Phys. Rev. Lett, 119:205503, 2018.
[52] S. Hammes Schiffer. Lecture notes in Computer Simulation of Organic
and Biological Molecules. Penn State Department of Chemistry, 1997.
[53] R. O. Jones. Rev. Mod. Phys., 87:897, 2015.
58 BIBLIOGRAFI´A
[54] G. Kresse and J. Hafner. Phys. Rev. B, 47:558–561, 1993.
[55] J. P. Perdew, K. Burke, and M. Ernzerhof. Phys. Rev. Lett., 77:3865,
1996.
[56] G. Kresse and D. Joubert. Phys. Rev. B, 59:5188, 1999.
[57] C. Freysoldt, B. Grabowski, T. Hickel, J. Neugebauer, G. Kresse,
A. Janotti, and C. G. Van de Walle. Rev. Mod. Phys., 86:253–305,
2014.
[58] C. Freysoldt, J. Neugebauer, and C. G. Van de Walle. Phys. Rev. Lett.,
102:016402, 2009.
[59] Ismaila Dabo, Boris Kozinsky, Nicholas E. Singh-Miller, and Nicola
Marzari. Phys. Rev. B, 77:115139, 2008.
[60] I. Santos, M. Aboy, P. Lo´pez, L. A. Marque´s, and L. Pelaz.
[61] Anderson, E., Bai, Z., Bischof, C., Blackford, S., Demmel, J., Dongarra,
J., Du Croz, J., Greenbaum, A., Hammarling, S., McKenney, A., and
D. Sorensen. LAPACK Users’ Guide. Society for Industrial and Applied
Mathematics, 1999.
[62] Intel Math Kernel Library. Reference Manual. Intel Corporation, 2009.
[63] David Powell. Elasticity, Lattice Dynamics and Parameterisation Tech-
niques for the Tersoff Potential Applied to Elemental and Type III-V






Como ya mencionamos, el potencial emp´ırico utilizado a lo largo de todo
el trabajo es el de Tersoff. Sin embargo, tambie´n realizamos varios ca´lculos
de energ´ıa de formacio´n de defectos usando otros de los potenciales ma´s
comunes (EDIP y Stillinger-Weber, con la parametrizacio´n de Nurminen)
para comprobar que las diferencias derivadas de elegir uno u otro potencial
emp´ırico son razonablemente pequen˜as. Tambie´n analizamos la dependen-
cia de la energ´ıa de formacio´n con otro para´metro: la presio´n en la celda de
simulacio´n.
Las celdas de simulacio´n utilizadas son superceldas formadas por Nx ×
Ny ×Nz celdas fundamentales, al igual que en el resto de simulaciones real-
izadas en el TFG. Estas superceldas contienen N a´tomos de silicio. En este
apartado se realizan minimizaciones de energ´ıa por el me´todo de gradientes
conjugados, descrito en el cap´ıtulo de metodolog´ıa. Como resultado de estas
relajaciones, obtendremos la energ´ıa total de la supercelda, E. La energ´ıa de
formacio´n se calcula de forma equivalente a la definida en la caracterizacio´n
termodina´mica (2.7) y en la caracterizacio´n electro´nica (2.29):




donde EP y NP son, respectivamente, la energ´ıa total y el nu´mero de a´tomos
de la red cristalina de silicio.
Las dimensiones de la supercelda afectan al resultado obtenido. El valor
de la energ´ıa ma´s pro´ximo al real se obtendr´ıa para una supercelda in-
finitamente grande. Para extrapolar el comportamiento de la energ´ıa en
superceldas de dimensio´n limitada a dicho l´ımite de dimensio´n infinita, uti-
lizamos una regresio´n lineal. La energ´ıa de formacio´n crece linealmente con
el inverso del volumen V de la supercelda, por lo que definimos ∆E∞ como
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el l´ımite de la energ´ıa de formacio´n cuando las dimensiones de la supercelda
(Nx, Ny, Nz)→∞. Un ajuste lineal de la energ´ıa de formacio´n ∆E frente a
V −1 nos permite calcular el valor de este l´ımite. En la figura A.1 se puede
observar un ejemplo de dicho ajuste.












 1×10−5  2×10−5  3×10−5  4×10−5  5×10−5  6×10−5
∆ E





Figura A.1: Ajuste lineal de la energ´ıa de formacio´n por intersticial en
funcio´n del inverso del volumen de la supercelda. Defecto I5, presio´n de 0
GPa y potencial emp´ırico Tersoff. ∆E∞ = 2.322 eV/int.
En la tabla A.1 se recogen las dimensiones (Nx = Ny = Nz) escogidas
para realizar el ajuste lineal y el nu´mero de a´tomos NP que formar´ıan la
red perfecta de silicio cristalino equivalente. El nu´mero total de a´tomos en
una supercelda con defecto, N , ser´ıa igual al nu´mero de a´tomos en la red
cristalina de igual dimensio´n ma´s los intersticiales que conforman el defecto.




Tabla A.1: Dimensiones de las superceldas escogidas para el ca´lculo de la
energ´ıa de formacio´n l´ımite ∆E∞.
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En las figuras A.2-A.5 se representa la energ´ıa de formacio´n l´ımite ∆E∞
frente a la presio´n para un potencial emp´ırico determinado. La presio´n se fija
a trave´s del para´metro de red. En la tabla A.2 se muestra la relacio´n entre
el para´metro de red y la presio´n en la supercelda para los valores estudiados.
a / A˚
p / GPa Tersoff EDIP SW-N
+3 5.3805 5.3765 5.3815
+1 5.4135 5.4125 5.4125
0 5.4320 5.4305 5.4295
−1 5.4505 5.4485 5.4465
−3 5.4915 5.4855 5.4815
Tabla A.2: Presio´n generada por cada para´metro de red para los potenciales
emp´ıricos correspondientes.
Por otro lado (figuras A.6 - A.8), podemos estudiar la dependencia de la
energ´ıa de formacio´n con el nu´mero de intersticiales, fijando la presio´n de la
celda.
Figura A.2: Variacio´n de la energ´ıa de formacio´n l´ımite con la presio´n.
Defecto I5.
De los resultados anteriores podemos extraer varias conclusiones.
En primer lugar, constatamos que las energ´ıas proporcionadas por cada
potencial emp´ırico son comparables. Adema´s, presentan un comportamiento
estable: en la mayor parte de los defectos, Stillinger-Weber da los valores
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Figura A.3: Variacio´n de la energ´ıa de formacio´n l´ımite con la presio´n.
Defecto I7.
Figura A.4: Variacio´n de la energ´ıa de formacio´n l´ımite con la presio´n.
Defecto I10.
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Figura A.5: Variacio´n de la energ´ıa de formacio´n l´ımite con la presio´n.
Defecto I14.
Figura A.6: Variacio´n de la energ´ıa de formacio´n l´ımite con el nu´mero de
intersticiales. Potencial Tersoff.
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Figura A.7: Variacio´n de la energ´ıa de formacio´n l´ımite con el nu´mero de
intersticiales. Potencial EDIP.
Figura A.8: Variacio´n de la energ´ıa de formacio´n l´ımite con el nu´mero de
intersticiales. Potencial Stillinger-Weber(Nurminen).
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ma´s altos, y Tersoff los ma´s bajos, mientras que EDIP proporciona valores
intermedios. Por otro lado, observamos que la energ´ıa por intersticial tiene
una tendencia general decreciente con el nu´mero de intersticiales. Respecto
a la presio´n en la celda, vemos que a medida que esta aumenta, tambie´n lo
hace la energ´ıa de formacio´n.
68 APE´NDICE A. OTROS POTENCIALES EMPI´RICOS
Ape´ndice B
Modos normales de vibracio´n
Con el objetivo de determinar las frecuencias que aparecen en la expresio´n
de la entrop´ıa vibracional de los defectos para determinar G(∆Eα), calcu-
lamos los modos normales de vibracio´n del sistema. Adema´s obtendremos
la relacio´n de dispersio´n para la celda de silicio cristalina para comprobar la
validez del me´todo utilizado en la determinacio´n de los modos normales.
B.1 Determinacio´n de los modos de vibracio´n
El procedimiento seguido para calcular los modos normales de una deter-
minada supercelda de silicio se basa en la diagonalizacio´n de la matriz
dina´mica, D(q). Esta se define para cada vector q, que representa un vector
del espacio rec´ıproco del cristal relacionado con el momento de los fonones.






exp[i(q · r)] (B.1)
donde m es la masa de las part´ıculas y V la energ´ıa potencial del sistema.
Los ı´ndices i, j identifican dos a´tomos diferentes, de los N que contiene la
supercelda, y α, β indican coordenadas (x, y, z). El vector posicio´n r es el
del a´tomo j.
En la expresio´n anterior aparece la energ´ıa potencial, que se relaciona
con la fuerza que actu´a sobre los a´tomos como: F = −∇V . Utilizando esta
definicio´n de la fuerza podemos reescribir la ecuacio´n de la matriz dina´mica
para comprender mejor su significado. En el equilibrio, sobre cada a´tomo i
actu´a una fuerza Fi. Si otro a´tomo j de la supercelda, con vector posicio´n
inicial rj , se desplaza una cantidad ∆β en la direccio´n β, el primer a´tomo
pasara´ a experimentar ahora una fuerza cuyas coordenadas α denominare-
mos Fi,α(rj,β+∆β). A partir de la diferencia entre la fuerza que experimenta
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el a´tomo i cuando el a´tomo j sufre un desplazamiento positivo y la que sufre




Fi,α(rj,β + ∆β)− Fi,α(rj,β −∆β)
2∆
exp[i(q · r)] (B.2)
el factor [Fi,α(rj,β + ∆β)− Fi,α(rj,β −∆β)] /2∆ se denomina coeficiente de
fuerzas Ci,j,α,β y la matriz formada por dichos elementos, matriz de coefi-
cientes de fuerzas.
El procedimiento seguido para obtener los modos normales de vibracio´n
a trave´s de la matriz dina´mica es el siguiente. En primer lugar, se calcula la
matriz de coeficientes de fuerzas C. Para ello, a partir de la configuracio´n
ato´mica inicial de la supercelda se generan, para cada a´tomo j y cada di-
reccio´n β, dos archivos en los que se modifica la coordenada β del a´tomo j en
una cantidad ∆β y −∆β, respectivamente. En cada una de estas configura-
ciones desplazadas se evalu´an las fuerzas a las que esta´n sometidos el resto de
los a´tomos. Calculando la diferencia entre ambas se obtiene el coeficiente de
fuerzas correspondiente. Iterando a los N a´tomos y 3 direcciones espaciales,
se obtiene la matriz de coeficientes de fuerzas. A partir de ella, se calcula
la matriz dina´mica correspondiente para cada valor de q. Podemos calcular
tanto los autovalores, que corresponden a las frecuencias de vibracio´n, como
los autovectores, que indican el desplazamiento de los a´tomos en cada modo
de vibracio´n. Los programas utilizados para calcular la matriz dina´mica
se adjuntan en la documentacio´n entregada. Estos programas se desarro-
llaron en colaboracio´n con Carmen Mart´ın Valderrama, alumna del Grado
en F´ısica, durante las Pra´cticas de Empresa. Para la diagonalizacio´n de la
matriz dina´mica, se emplean las funciones dsyev (matrices reales sime´tricas)
y zheev (matrices complejas hermı´ticas) de LAPACK [61] implementadas en
las librer´ıas matema´ticas MKL de Intel [62].
B.2 Relacio´n de dispersio´n de fonones
Es importante conocer si las frecuencias de los modos de vibracio´n calculadas
en nuestras simulaciones se corresponden con datos experimentales y en
que´ medida dependen los resultados del potencial emp´ırico utilizado. Para
ello, calculamos la relacio´n de dispersio´n de fonones para una supercelda
cuadrada de silicio cristalino de dimensiones Nx = Ny = Nz = 3. La su-
percelda contiene por lo tanto N = 216 a´tomos. Se comprobo´ que taman˜os
mayores de supercelda no modificaban los resultados obtenidos. Los poten-
ciales emp´ıricos empleados son Tersoff, EDIP y SW-Nurminen.
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Los valores de q utilizados corresponden a puntos especiales del espacio
con alta simetr´ıa. En la figura B.1 se muestra un esquema de los puntos
ma´s importantes del espacio rec´ıproco para un sistema con celda fundamen-
tal tipo zinc-blenda, como es el caso de la celda de silicio estudiada. Para
cada valor de q elegido, diagonalizamos la matriz dina´mica y obtenemos la
frecuencia del modo de vibracio´n correspondiente.
Figura B.1: Dos celdas de Brillouin adyacentes para una red cristalina con
celda fundamental tipo zinc-blenda y puntos de alta simetr´ıa.
Los resultados obtenidos para la relacio´n de dispersio´n de la celda de
silicio cristalino mediante diferentes potenciales emp´ıricos se muestran en la
figura B.2, donde se comparan con datos experimentales [63]. Puede verse
que en general los potenciales emp´ıricos considerados sobreestiman las fre-
cuencias experimentales.
Para poder comparar mejor las frecuencias obtenidas de los potenciales
emp´ıricos con los valores experimentales, normalizamos las curvas a la fre-
cuencia ma´xima en el origen del espacio rec´ıproco (punto Γ). Estas frecuen-
cias normalizadas se muestran en la figura B.3. Se observa que las relaciones
de dispersio´n normalizadas obtenidas de los potenciales emp´ıricos se aprox-
iman a los resultados experimentales. Esto nos sirve para entender mejor
co´mo correlacionar las frecuencias obtenidas de los potenciales emp´ıricos con
los valores obtenidos de experimentos.






















Figura B.2: Relacio´n de dispersio´n para silicio cristalino. Resultados de sim-














Figura B.3: Relacio´n de dispersio´n relativa para silicio cristalino. Resul-
tados de simulaciones con diferentes potenciales emp´ıricos frente a datos
experimentales.
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B.3 Modos de vibracio´n locales: celdas con defec-
tos
Al considerar una supercelda en cuyo interior existe un defecto, la periodici-
dad de la red desaparece. Por lo tanto, en el ca´lculo de los modos normales
de vibracio´n se considera u´nicamente el punto Γ del espacio rec´ıproco, es
decir, el vector de onda q = 0. Los modos de vibracio´n resultantes son los
denominados Modos de Vibracio´n Locales (LVM). Para este caso particular,
la matriz dina´mica definida en (B.3) se reduce a:
Di,j,α,β(q = 0) =
1
m
Fi,α(rj,β + ∆)− Fi,α(rj,β −∆)
2∆
(B.3)
Una vez diagonalizada la matriz dina´mica obtendremos las frecuencias νi
de los modos locales de vibracio´n como los autovalores. Estas frecuencias nos
permitira´n calcular la entrop´ıa vibracional Svib requerida en la metodolog´ıa
ISL.
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Ape´ndice C
Co´digos empleados
En la documentacio´n se adjuntan los programas empleados durante el Tra-
bajo Fin de Grado. A continuacio´n, se da una pequen˜a descripcio´n de cada
uno de ellos.
Simulaciones de annealing
Para las simulaciones de dina´mica molecular a temperatura constante se
utilizan los siguientes co´digos.
• script.isl.c. Este script contiene el comando que ejecuta el programa
LAMMPS para realizar las simulaciones de dina´mica molecular a tem-
peratura constante (annealings).
• script.cg.c. Script que genera los comandos necesarios para estudiar
las configuraciones visitadas durante el annealing. En primer lugar,
se ejecutan las minimizaciones de energ´ıa por gradientes conjugados
que permiten obtener las estructuras inherentes. A continuacio´n, el
programa analisis.c analiza los defectos en dichas estructuras.
• analisis.c. Este programa analiza las estructuras inherentes extra´ıdas
de las simulaciones de annealing. Se determinan los grupos de defectos
(aquellos que esta´n a distancias de primeros vecinos) y los a´tomos ma´s
desplazados de sus posiciones de red para cada grupo. Adema´s, se
calcula la distancia de estos a´tomos ma´s desplazados a los planos y
rectas que definen las familias estudiadas para poder asignar a que´
familia pertenece cada defecto.
Modos normales de vibracio´n
En el ca´lculo de los modos normales de vibracio´n hay varias etapas, en
las que intervienen los siguientes co´digos:
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• script.c. Este script genera los comandos necesarios para ejecutar los
programas que aparecen a continuacio´n.
• desplazamiento.c. Programa que genera las configuraciones desplazadas
respecto a la original.
• CoeficientesFuerzas.c. Calcula la matriz de coeficientes de fuerzas.
• Matriz.LVM.c. Diagonaliza la matriz dina´mica.
Adema´s, se desarrollo´ un co´digo que facilita la visualizacio´n de los modos
de vibracio´n.
• results.visual.c. Visualizacio´n de los LVM.
