A statistical study of time-sharing systems  by Olness, R.J
JOURNAL OF hIATHEhIATICAL ANALYSIS AND APPLICATIONS 53, 393-402 (1976) 
A Statistical Study of Time-Sharing Systems* 
R. J. OLNESS 
Lawrence Livermore Laboratory, University of California, 
Livermore, California 94550 
Submitted by Bayesteh Kashef 
Time-sharing systems are discussed in which competing users can achieve 
access only on a chance basis, depending on the availability of a system channel 
at the time of attempted access. A simple statistical method is presented for 
evaluating the relative merits of different time-sharing configurations. Calculated 
results for a variety of user demand levels in a representative system are shown 
in graphic and tabular form. 
1. INTRODUCTION 
Time-sharing problems occur when a number of users (persons) compete 
for access to a smaller number of facilities. To share the facilities equitably, 
freedom of access must be limited in some way. The simplest approach 
might be to divide the users into groups and provide each group with one 
unit of the desired facility (referred to henceforth as one channel). Under 
the restrictions to be specified below, a user in this case would have potential 
access to a single channel which will be available to him only if all others 
in his group are inactive. An alternative method might be to provide a multi- 
plexed system, that is, a system in which each user has potential access to 
more than one channel of the desired facility. It seems intuitively reasonable 
that greater efficiency should accompany this latter case even if the number of 
users per channel remains unchanged; a potential user need only wait for one 
vacant channel instead of waiting until all members of his group are inactive. 
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Our time-sharing analysis will be restricted to systems that satisfy the 
following general conditions: 
(a) Occupation of a given channel by one user excludes all other users 
from that channel. 
(b) Demand for access to the desired facility is random throughout 
the time span of interest. By this we mean that individual decisions to seek 
access occur at random times. (Demand of variable intensity can be treated, 
so long as it remains random, by considering separately those periods of time 
during which demand is essentially constant.) 
(c) Individual users cannot ascertain the availability of a channel 
without making an attempt at access. This is really a particular restriction 
relevant to condition (b), but it is important enough to discuss separately. 
Sufficient communication or cooperation among users can drastically reduce 
or eliminate the failure rates predicted on the statistical basis presented below. 
These restrictions confine the analysis to problems that have no waiting 
line as such; i.e., there is no way for an inactive user to establish priority 
over his fellow competitors. Access is always a matter of chance, with all 
users on equal footing. The queue length, if we choose to define such a 
parameter, is zero at all times. 
There are numerous examples that satisfy the conditions given above: 
(a) Telephone answering services, which have one or more incoming 
lines (channels) and a considerably larger number of potential callers (users). 
(b) Remote teletype stations, which communicate with a central 
computer facility having a smaller number of access channels, i.e., so-called 
octopus systems. (A parallel example occurs in the case of remote television 
viewers for computer graphics in combination with the teletype system.) 
(c) Individual desk-top electronic calculators in which each desk unit 
(keyboard-display unit) is connected to one or more channels of the central 
processing unit that actually performs the calculations. 
(d) Long distance telephone circuits. A given call may have the option 
of proceeding by a number of different routes, depending on circuit availability. 
(e) Lending agencies (such as libraries), which must balance supplies 
against the corresponding demand. 
This list will suffice, perhaps, to indicate that the problem has some degree 
of generality, although certain additional restrictive assumptions must be 
specified in some of these examples. 
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2. ANALKSIS 
The analysis of queueing problems is generally concerned with determining 
queue lengths or waiting times [I]. However, our problems are characterized 
by zero queue length; therefore, we must find some other means of evaluating 
the relative merits of different systems. As noted in the introduction, access 
to the desired facility is always a matter of chance. The probability of success- 
ful access, evaluated for an arbitrary user, will provide a satisfactory measure 
of utility, so we have adopted it in the following analysis [2]. 
For the sake of definiteness, we will employ terminology appropriate to 
example (c), the desk-top calculator. We assume a system in which K desk 
units (keyboards or users) are provided access to various channels, C in 
number, of the central processing unit (CPU). When C users are active, the 
system prevents interference by locking out further users, and those attempting 
access in this condition experience failure. 
The demand on the system is determined by the amount of CPIr time 
required by the various users. We will assume that each user requires access to 
the CPU (one channel of the CPU) for a fraction fi of the working day. 
Because the analysis is somewhat simpler to describe if all of the use rates are 
the same (fi = f for all i), we will present this case first. The rather straight- 
forward extension to nonuniform f will be given immediately thereafter. 
The following point should be noted at the outset. Because the analysis 
will depend only on the fractions fi (f for the uniform case), it is of no con- 
sequence how these times are constituted. A given f2 may consist of any 
number N of shorter periods fij so long as ~~z=lfij = fi . This feature lends 
considerable generality to the results for a particular set of fi’s. Of course, as 
N increases the total number of failures will increase, but we will be interested 
primarily in failure or success rates that are independent of N. 
The quantity we wish to calculate for this system is the probability of 
success, Ps , identified as the probability that an arbitrary user will in fact 
achieve access to the CPU when attempting to do so at an arbitrary time. 
The probability of failure, PF = 1 - P, , represents the probability that 
attempted access will result in failure. -4lthough we can calculate P, directly, 
it is somewhat easier to calculate P, instead and find P, from the expression 
just given. 
Failure occurs when all available CPU channels are occupied and an 
additional user attempts access. If we focus attention on one particular user, 
his probability of failure is given directly by the probability that the remaining 
K - 1 users have occupied all of the C channels; i.e., the probability that C 
users are active [3]. The probability that the ith user is active at an arbitrary 
time is proportional to his use rate factor f. (We are considering uniform use 
rates.) The probability that two users are active is proportional to f’. For 
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C users, this becomesfc. To construct the proper (compound) probability [4] 
corresponding to a particular choice of active and inactive users, we must also 
include a factor (1 - f) for each of the remaining K - 1 - C users repre- 
senting the probability that they are inactive. (We are treating a constrained 
system; C particular users cannot be active unless the remainder are inactive.) 
In addition, we need a factor given by the binomial coefficient (“i-‘) repre- 
senting the number of different ways K - 1 users can be partitioned into 
groups of C and R - 1 - C users. Combining these terms, we can write the 
following expression for P,: 
The denominator in this expression is required for normalization. It is a sum 
over numeratorlike terms for all possible configurations of K - 1 users, 
with the constraint that no more than C of these can be active at any one time. 
If the sum were not limited to nmax = C but extended instead to n = K - 1, 
it would constitute the binominal expansion of [f + (1 - f)]“-‘, which is 
clearly equal to 1. In the restricted sum, the missing terms (for n > C) are 
those corresponding to impossible configurations-those with more than C 
active users. The denominator is therefore always less than 1 and must be 
included for proper normalization. 
The extension to nonuniform use rates is straightforward at this point. 
We require the following changes: 
l Because the fi vary among the users, the compound probabilities 
must be evaluated separately for each partition {n, K - 1 - n>. This requires 
the product fi x fj x ... x fk for all active users (n terms) multiplied by 
(1 -f,.) ;< (1 - fJ X ... Y: (1 - ft) for all inactiveusers (K - 1 - n terms). 
l The partition sums represented by the binomial coefficients must now 
be performed explicitly by summing the terms corresponding to each partition. 
With these changes, we can write the following expression for PF in the 
case of nonuniform use rates: 
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We use the notation i E {C} to indicate that the product 17fi includes all fi 
(C in number) corresponding to users in the active subset of each partition, 
{C, K - 1 - C}. A similar description applies to the notation j E {K - 1 - C} 
for the inactive users. The denominator again has a simple limiting value of 
unity if the summation is unrestricted; CfIi (...) is just the expansion of 
Iiyy[fpr(l -fJ] = 1. 
Equation (2) represents the value of P, for the Kth user in a group whose 
fi (z’ = 1 to K - 1) are specified by some distribution; fK does not enter 
and need not be specified. This value of P, is not the same as P, . P, can be 
calculated by averaging the K values of P, obtained by evaluating Eq. (2) 
K times, omitting in turn each of K specified values of fi . pF will differ but 
little from P, , however, and the latter is significantly easier to calculate. 
For small values of K and C, the evaluation of Eq. (1) with a desk calculator 
is a feasible though tedious undertaking. Except for cases involving only a few 
channels and users, however, Eq. (2) cannot be evaluated by hand with any 
reasonable amount of labor. Therefore, we have programmed both expressions 
for machine calculation on a CDC-6600 computer. (For uniform f, Eq. (2) 
reduces to Eq. (1); we save machine time, however, by using Eq. (1) wherever 
possible.) 
3. RESULTS 
We present first the results for a number of cases in which the use rates 
are uniform; all fi = f. This will establish the systematic dependence of P, 
on the number of users, the degree of multiplexing (number of CPU channels), 
and the use rate; K, C, and f, respectively. Subsequent comparison with 
various cases in which the fi are nonuniform will illustrate the sensitivity of 
P, to the nature of the use rate distribution. 
Figure 1 shows P, as a function of K/C, the average number of users per 
channel, for f = l/S. The various curves correspond to different degrees of 
multiplexing, with the number of channels in a multiplex group, C, ranging 
from 1 to 4. (Henceforth, we will use the notation {K/C} to denote the multi- 
plexing of K users into C channels; K/C will simply denote the average 
number of users per channel.) We note immediately the large increase in 
efficiency achieved through multiplexing, a result confirming our intuitive 
feeling that the cooperative use of a number of like facilities should introduce 
significant benefits. Taking K/C = 4 for example, P, = 0.92 with 16 users 
in 4 channels, { 16/4}, but only 0.70 for 4 users in 1 channel, {4/l}. The latter, 
of course, is the nonmultiplexed case. If we look at P, instead of P, , users 
in the {4/l} group can expect to experience failure almost 4 times as often as 
those in the { 16/4} group. Excluding the cost of multiplexing, the investment 
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per user (in keyboards and channels) is the same in both cases. The difference 
in efficiency, however, is rather striking, perhaps sufficient to warrant the cost 
of multiplexing. 
k/C 
FIG. 1. Probability of success, PSI as a function of K/C, the average number of 
users per channel, for f = 4. The four curves correspond to the multiplexing of 
1, 2, 3, and 4 channels. 
In terms of cost effectiveness, multiplexing also permits relatively high total 
CPU usage while maintaining high values of P, . In the { 16,/4} case just 
quoted, P, remains above 0.9 even though the combined usage of the 
4 channels amounts to half of the total available time; 16 x l/8 = 2 out of 
the 4 available “channel-days.” 
Figure 2 provides a more direct illustration of the value of multiplesing. 
The two sets of curves show P, as a function of the number of channels in 
a multiplex group. The solid curves correspond to two users per channel 
(K/C = 2) for three values off; f = l/16, l/S, and l/4. The dashed curves 
show similar results for four users per channel (K/C = 4). The monatonic 
and, in most cases, rapid increase in Ps with C is quite evident. As Ps 
approaches unity, however, the rate of improvement with increasing C begins 
to fall off. Taking the uppermost solid curve (f = l/16) as an example, most 
of the improvement is seen to occur in the first stage of multiplexing, i.e., 
in going from {2/l} to {4/2}. Such behavior can have an important influence 
on the determination of the economically optimum configuration. 
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FIG. 2. Probability of success, Ps , as a function of the number of channels in a 
multiplex group. The solid and dashed curves correspond to two and four users per 
channel, respectively. Data for three values off are shown: f = A, $ , and & . 
To illustrate the influence of nonuniform use rates on Ps , Table I shows 
the results for two simple use-rate distributions. The multiplex ratio varies 
from {4/2} to {32/4} with three different values off:3 = l/16, l/S, and l/4. 
For each case, there are three values of Ps corresponding to different distribu- 
tions of thefi . The first value is for uniform use rates, included for comparison 
purposes. The second value has been calculated for a distribution of the fi 
that is linear from f&, to fmax , with fmax = 12fmin. The third value 
corresponds to a distribution in which approximately one-third of the fi 
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are equal tofmrn , one-third are equal tof,,, (equal to 12&n,), and one-third 
are equal to l/2(fmrn + jfmax). The nonuniform distributions have been 
scaled in each case to produce an average value ofjequal to that for the corre- 
sponding uniform case. The three distributions described in this paragraph 
are referred to in Table I as uniform, linear, and step, respectively. 
TABLE I 
Success Probability Ps as a Function of Average Daily Use for 
Various Use-Rate Distributions and Multiplex Choices 
f = g6 j=* 3:s 
- .- - 
Multiplex Uni- Uni- Uni- 
ratio form Linear Step form Linear Step form Linear Step 
‘iW1 0.989 0.991 0.991 0.960 0.966 0.966 0.857 0.870 0.870 
‘WI 0.940 0.941 0.942 0.824 0.822 0.822 0.588 0.565 0.558 
{8/4) 0.9996 0.9997 0.9997 0.994 0.996 0.996 0.942 0.950 0.952 
{14/41 0.994 0.994 0.995 0.947 0.949 0.950 0.736 0.736 0.720 
{16/41 0.990 0.990 0.991 0.921 0.922 0.924 0.672 0.657 0.645 
PO/+ 0.977 0.978 0.979 0.861 0.861 0.861 0.565 0.545 0.530 
3-W) 0.912 0.913 0.913 0.681 0.676 0.671 0.371 0.349 0.331 
Examination of the table reveals little sensitivity to the manner in which 
the fi are distributed so long as the proper average is maintained. For most 
of the cases shown, the range in P, over the three distributions is 1 “/A or less, 
increasing to a few percent for the cases of heavy demand where we might 
expect greater sensitivity to detail. The data of Table I suggest that according 
to the measure of utility adopted here, the essential feature of any given 
distribution is its average value. The systematic dependence on C and K 
illustrated earlier for uniform use rates will serve therefore to characterize 
the nonuniform cases rather well also, so long as f = f. Except in cases of 
heavy demand, it might prove satisfactory to employ the simple expression for 
uniform f in place of the more complex form required for nonuniform f. 
On considering cases of heavy demand, a question may arise concerning 
those in which demand exceeds the total time available in a multiplex system. 
For example, {K/C) = {32/4} has 4 channel-days of CPU time available, 
a total which is exceeded when f (orf) b ecomes greater than l/8. Under such 
circumstances, the analysis remains valid, and P, will have a well-defined 
meaning if provision is made for a suitable interpretation of the use rates, fi . 
As employed above, the fi’s represent desired daily use, which is essentially 
equivalent to actual daily use only so long as the probability of success is high. 
If this is not the case, we must distinguish between the two values. 
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The systems we are considering are inaccessible to further users when 
all channels are in use. The mean duration or lifetime of this blocked 
condition determines the average wait time for a potential user. If we let r 
represent the mean active period per user for each successful access, the 
blocking lifetime will be proportional to T/C; i.e., the wait time is inversely 
proportional to the number of channels multiplexed. The derivation of this 
result will be omitted except to note that if C users are active (blocked con- 
dition), the probability that all remain active at a given later time is inversely 
proportional to C. Note, however, that the practical implications of this result 
concerning wait time must be interpreted on a statistical basis, in view of 
condition (c) in the introduction (no communication among users, access on 
the basis of chance). 
Multiplexing also provides some protection against the loss of a CPU 
channel, either through breakdown or because of a user who mono- 
polizes a channel. Under such circumstances, the system {K/C} becomes 
((K - l)/(C - l)}, which may remain fairly useful if C is not too small. 
Without multiplexing, however, C is 1, and K - 1 users are locked out until 
the lost channel is restored. 
According to the results presented here, multiplexing should always be 
attactive from the users’ point of view. If the cost is negligible, there should 
be little question about employing such a system in preference to an equivalent 
number of nonmultiplexed (single-channel) systems. On the other hand, if 
the multiplexing apparatus is sufficiently expensive, it may be preferable to 
seek another solution. The analysis presented here offers a basis for evaluating 
the desirability of multiplexing in the intermediate cases, namely, those in 
which multiplexing is neither so inexpensive as to make its adoption automatic 
nor so expensive that it cannot be given serious consideration. If the latter 
circumstance prevails, the methods shown here can be used to determine the 
number of single-channel facilities required to achieve a given level of 
accessibility. 
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