We will derive here the relaxation behavior of a simple quantum random matrix model. The aim is to derive the effective equations which rise when a random matrix interaction is taken in the weak coupling limit. The physical situation this model represents is that a quantum particle restricted to move on two sites, where every site has N possible energy states. The hopping from one site to another is then modeled by a random matrix. The techniques used here can be applied to many variations of the model.
INTRODUCTION
We will derive from the Schrödinger equation an effective equation which will turn out to be a rate equation. The Hamiltonian is taken to have a deterministic part plus a weak random part. The statistics of these types of models have been investigated in [2] , [4] and the dynamics have been numerically investigated in [10] , [8] and [1] in the context of the emergence of Fourier's law and statistical relaxation in closed quantum systems. Random matrices are used in many situation either to model a complex system or mimic quantum chaos. On the other hand rate equations are widely used in order to model some complicated non-equilibrium situation by a simple set of differential equations. The essence of the results here is thus the emergency of these simple equations from complex quantum or quantum chaotic systems. The random matrix here represents somehow the "complexity". We take a simple random matrix model to illustrate how to treat fully the random interaction but this type of analysis can be forwarded to more complicated models with structures of various kinds. We will comment on this latter on. The model here is that of a quantum particle that can only move between two sites which we denote site 1 and site 2. Each site has N energy levels and for simplicity we take them to be equidistant. These energies are taken to be bounded between 0 and 1 and as N increase they grow nearer to each other. The particle can then hop from one energy level of one site to the next with a random amplitude. Pictorially it can be represented as in figure 1. If P 1 t is the probability to be on site t that of being on site 2 we will prove that they satisfy on average d dt P 1 t = −4π P in certain limits. Similar models were introduced and studied in [12] , [10] and [7] where the emergency of diffusion and relaxation behavior was discusses. The methods we use are those used in [9] , [6] , [5] . We will expand the formal solution of the Schrödinger equation in powers of the random interaction and then average over the product of random matrices (sections 2, 3) . This average will be equal to a sum graph dependent functions and, in the limits considered, we will show that some graphs yield a vanishing contribution (sections 5, 6 and 7). The remaining graphs can then be summed over again and a solution to a rate equation is found (section 8). Section 9 is devoted to showing that the error in the limits considers tends to zero.
A. THE MODEL
The model we analyze here is a two site tight binding model. At every site the particle has N possible states to be in, each one with different energy, E. Our Hilbert space is then spanned by the vectors |x, E where x refers to the site and can take on the values 1 or 2. For simplicity we take the spectrum to be equidistant and we also take it to be bounded between 0 and 1. Thus the spectrum consists of the points { 
with E n = n N . Our density of states is thus constant. The perturbation is given by a type of GUE matrix. Each matrix entry is a complex gaussian distributed random variable. We restrict the interaction to be between energy states of different sites.V = N n,m=1 V 1 (n, m)|1, E n 2, E m | + V 2 (n, m)|2, E n 1, E m | (1.3)
V has thus two off diagonal blocks while the rest is zero. The distribution over this type of random matrix is then
We have then the following for the average on a matrix element:
Our total Hamiltonian is:Ĥ =Ĥ 0 + λV (1.5)
We will be interested in calculating the time evolution of the probability of the particle to be on site 1 or 2. These areP
|1, E 0 1, E 0 | (1.6)
The theorem is then as follows:
is a solution to the Schrödinger equation with the Hamiltonian of Eq. (1.5) with initial data |ψ N 0 . The initial data is taken such that the population around the edges of the spectrum of H 0 is zero in a small neighborhood of distance of the edges. That is x 0 , E|ψ N 0 = 0 if E ≤ or 1 − ≤ E. Then in the limit N → ∞ and t → ∞ (taken in this order), and with the following scaling λ 2 t =T < ∞ (1.8) the average over the random matrix of the time evolution of the probabilities (1.6) and (1.7) will follow the next differential equations:
The initial data is given by
Eq. (1.8) is called the Van Hove limit.
EXPANSION AND IDENTITIES
According to the Duhamel formula, [6] , we have the next identity for the evolution operator. By applying successively this identity we can expand the evolution operator in orders of λ. Thus we can write it as follows:
(−iλ) n Γ n (t) + (−iλ) 
is the error term of the time evolved wave function. We adopt the following notation for multiple time integrals:
We are interested in calculating the time evolution of the observablesP 1 andP 2 given by Eqs. (1.6) and (1.7). Using the expansion of Eq. (2.2) until the M th order, the time evolution of the observables P
encodes the remainder of the evolution. It is our error term in the evolution of the probability P x0,N t and has the following form:
We will compute P x0,M,N t in the limit N → ∞ and the Van Hove limit, t λ 2 t=T <∞ − −−−−−− → ∞. In section 9 we will show that remainder goes to 0.
This implies that we can use P x0,M,N t to obtain the evolution of P x0 t . That is,
When inserting Eq. (2.4) in x 0 , E 0 |Γ n (t)|x n , E n and identities after each interaction term we obtain the following:
We denote by {x i , E i } the set of all energy variables, {E 0 . . . E n }, and position variables, {x 0 , . . . x n }. We have then for P x0,M,N t :
where we have taken up the following notation :
The subscript 0 in Eq. (2.15) denotes the fact that we are not summing over x 0 . From Eq. (2.7) we see we have
function is the statistical weight given to this history or process by the random interaction. It carries no time dependency. Since we want to calculate the average and the randomness is all encoded in the L nLm factor we will calculate
. The purpose of the next section is to characterize this average.
AVERAGING AND GRAPHS
The main purpose in this section is to introduce graphs as representations of contributions to the average we want to calculate such that averaging will turn out to be a sum over different graphs. We will introduce three classes of graphs just as in [6] . First we differentiate between crossing and non-crossing graphs. Non-crossing graphs are also called planar graphs, [3, 11] . They carry individually more weight then crossing graphs and thus crossing graphs will vanish in the limit N → ∞. We recall here Wick's theorem. Theorem 3.1. Say we have 2k random Gaussian variables denotes by X i , 1 ≤ i ≤ 2k, and say we have Y = X 1 X 2 . . . X 2k . Denote by π(2k) a list of pairs of all the elements of the set s, s = (1, 2 . . . , 2k). We have then
where (i, j) refers to a pair of the list π(2k). π(2k) thus defines a graph on the sets = {X 1 , . . . X 2k }.
We set X Ei,Ej (x i , x j ) = x i , E i |V |x j , E j which allows us to write the product of random variables
We now apply theorem 3
π(n, m) is then a list of pairs of the sets, or a graph, and (l, p) is a pair of the list. We say the order of a graph ons is the length of the sets. The order of π(n, m) is then n + m. We call C π(n,m) ({E i , E j }, {x i , x j }) the graph function. Notice that by Eqs. (3.6) and (3.7) the graph function can be split into a graph function depending on {E i , E j } times a graph function depending on {x i , x j }.
where
is a product of the δ functions in E i and E j divided by N n+m 2 and C 2 π(n,m) ({x i , x j }) is a product of the δ functions in x i and x j . We make the following definitions to classify the possible graphs: Definition 3.1. Say we have a graph, π(n, m), ons wherē
FIG. 4: Example of a simple graph
Notice that simple graphs are build from next neighboring contractions and outer contractions since no crossing nor nests are allowed. The total number of graphs of order n + m is (n+m)! n+m 2 !2 n+m while the number of non crossing graphs is equal to the n+m 2 th catalan number. This one is bounded by C n+m , where C is a constant. From the definitions of simple, nested and crossing graphs we note that these classes are mutually exclusive and cover the set of all possible graphs. We have then the following identity:
From Eq. (3.5), (3.6) and (3.7) we see that a graph function of order n + m is a product of Kronecker delta functions divided by N n+m 2
. Thus not all the energy variables and position variables are independent. When summing up over these variables the more of these that are independent the larger the sum will become. This motivates the following definitions:
A π(n,m) = {The set of independent variables of the set {E i , E j } given by the graph function C π(n,m) } B π(n,m) = {The set of dependent variables of the set {E i , E j } given by the graph function C π(n,m) } κ π(n,m) ={Number of independent variables we have of the set {E i , E j } given by the graph function C π(n,m) } With these definitions we have then
From the definitions 3.3 and Eq. (3.8) we have
With these definitions we can estimate certain sums of graphs functions. We first prove the following property of the graph function:
Proof. Theorem 3.2 First we relabel the n + m + 1 energy variables {E i , E j } to {E i } and the position variables {x i , x j } to {x i }. Thus in the set {E i } and {x i } the index i runs from 0 to n + m. Then Eqs. (3.6) become
where i and j can take on the values 0, . . . n + m − 1. Thus the from the graph function we have that for each i there is a unique j such that
Note that j, i = n + m. Since for each i there is a unique j when summing over i form 0 to n + m − 1 and summing also the corresponding and unique j we obtain
and so
Following the same reasoning for the x i variables we have
This implies then that for the set {E i , E j } we have E n = E m and for the set {x i , x j } we have x n = x m .
From this we have
We now turn to proving the following essential theorem. Proof. Theorem3.3 From Eq. (2.12) we have that
Therefore after averaging we get
By the definitions of dependent and independent variables we have
where we have applied Eq. (3.13) in going from the first to the second line. Thus
We know by [11] that the leading contribution in N of the average of the trace of a product of random matrices comes from non crossing graphs (planar diagrams), G 0 and G 1 . That is:
Comparing (3.28) and (3.27) we see we must have κ π(n,m) = n+m 2 + 1 for non crossing graphs. In order for the contribution of crossing graphs to be of the order of N −1 or less we must have for crossing graphs κ π(n,m) ≤ n+m 2
ANALYSIS OF PROPAGATORS
In this section we mainly will write the average of the time evolution of our observable, E P 
By theorem 3.2 we have in Eq (4.1) that the graph function will impose that E m = E n and x m = x n . Thus we can implement this relationship in the product ψ *
We can split the contributions to E P .
and a can take up the values 0, 1 or 2. We introduce a different representation of P x0,M,N a,t that will turn out useful later on. We call this the α-representation. Starting from Eq. (2.11) we use the following identities
with η > 0 and obtain
The same can be done forK m (t, {E j }) and so we can rewrite
The product ofK m and K n , for example in Eq. (4.4), has then n + m + 2 propagators. Remember that E 0 = E 0 . We set η = t −1 so that the exponential term e ηt is bounded by a constant. Inserting Eqs. (4.8) and (4.9) in Eq. (4.4) we obtain the following expression for P
From the definitions of dependent and independent variables of section 3 we have
The sum over {x i , x j } 0 is a sum over all elements excluding x 0 . Because of the form of the interaction, Eq. (1.3), we have that if x j = 1(2) then x j+1 = 2(1). That is
Thus we have x 0 = x 2 , x 4 . . . and x 0 = x 1 , x 3 . . . . The same holds for
. . . Therefore if n is even then x n = x 0 and if n is odd then x n = x 0 . We thus define 
with the definition in Eq. (4.13) we get
As discussed in section 3 the graph function,
. Thus only a part of the variables {E i , E j } are independent. This means that when having a sum of the type
which we have in Eq. (4.11), each independent variable E l of the set {E i , E j } will appear a certain amount of times in f and g, which we denote by k l and p l . That is if we relabel the independent energy variables by ω j , Eq. (4.15) has the following form:
where k j and p j depends on the graph and κ π(n,m) is equal to the number of independent variables. We labelled the independent variable related to E n (the one referring to the initial data ) by ω κπ . In Eq. (4.11) the functions f and g are the propagators
Ej −α−iη and
We call k j and p j the left and right multiplicity of the independent variable ω j , and k j + p j the multiplicity of ω j . We obtain then from Eq. (4.11)
This is then called the α-representation. The information about p j and k j lies in the graph π(n, m) but since the amount of propagators from a term of order n + m of the expansion is n + m + 2, as can be seen in Eq. (4.11), we must have
is the contribution of the graph π(n, m) to the probability to be at x 0 . Notice that if we sum over x 0 and over a in Eq. (4.11) we obtain the squared norm of
is the contribution of the graph π(n, m) to the norm of the wave vector.
CROSSING GRAPHS
We now prove the following lemma for crossing graphs and a sum over κ π energy variables, where one sum is weighted by P 0 (x 0 , ω κ ). If κ π = n+m 2 + 1 then each sum is weighted by a N −1 factor except one that is weighted by P 0 (x 0 , ω κ ), the initial probability distribution. All the sums would be finite. But if κ π < n+m 2 + 1 then a factor of N −1 could be extracted and so this term would vanish. This is the case for crossing graphs. From Eq. (4.4) we have
From Eq. (2.11) we have that
NESTED GRAPHS
Nested graphs are non crossing graphs. If there are no crossing it means that when there is a contraction between two elements, for example X Eg,Eg+1 (x g , x g+1 ) and X E h ,E h+1 (x h , x h+1 ), then the elements in between these two, in the total productL m L n , can only contract among themselves and thus the energy variables in between E g+1 and E h are independent of all the others. This mean that in the sum
there are independent variables, ω j , for which k j or p j is 0. The simplest example is that of an nn contraction. If X Eg,Eg+1 (x g , x g+1 ) contracts with X Eg+1,Eg+2 (x g+1 , x g+2 ) this imposes according to Eq. (3.7) the relationship
The second equation is of course superflues but since there are no more random elements in the product that depend on E g+1 there are no more contraction which could relate E g+1 to another energy variable. Thus E g+1 is independent of the rest. Then in the product of Eq. (6.1) if ω l = E g+1 we would have p l = 0 and k l = 1 and thus a term f (ω l ). The particularity of nested graphs is that there is at least one independent variable ω j such that p j = 0 and k j > 1 or k j = 0 and p j > 1. This is easy to see as follows. Say we have a nested graph, that is suppose we have no crossings and that X Eg,Eg+1 (x g , x g+1 ) and X E h ,E h+1 (x h , x h+1 ) contract with g + 1 < h. We have then E g+1 = E h . Since no elements X Ej ,Ej+1 (x j , x j+1 ) with g < j < h can contract with a primed random variable E h cannot be equal to a primed E j variable. Thus for the independent variable ω l = E g+1 we will have p l = 0 and have k l ≥ 2. Simple graphs do not have such independent variables. According to theorem 3.3 we have for non crossing graphs in Eq. (4.17) κ π(n,m) = n+m 2 + 1. Thus for non crossing graphs we have
We will now prove the following theorem:
Theorem 6.1. In the Van Hove limit (λ 2 t = T < ∞) the contribution from nested graphs (G 1 ) to the average of the time evolution of the observable, E P x0,M t , vanishes. That is
Proof. Theorem 6.1 We define the following:
This is just the limit of Q 
Since we are considering a nested graph there exists an ω l such that either k l = 0 and p l > 1 or vice versa. We can thus perform the integration over this variable. From Eq. (6.6) we have
We can perform the integration over ω l first. After taking the absolute value we use inequality (A.2) to bound almost all integrations over ω j . We can only apply inequality (A.2) to those integrations where k j + p j ≥ 2 and we do so except for two variables which we denote ω 1 and ω 2 . For these variables we bound the set of propagators by
When k j = 0 and p j = 1 we can bound the integral by a |log η| term. We denote by n the number of cases in which k j = 0 and p j = 1 or k j = 1 and p j = 0. This corresponds then to the number of propagators with multiplicity equal to 1. We denote byn + 1 the number of propagators of multiplicity higher then 1. Thus we haven + n + 1 = κ π(n,m) . For non crossing graphs we have thenn + n + 1 = n+m 2 + 1. Therefore we have n < n+m 2 . We have then :
can extend to all j since if k j + p j = 1 then we are summing zero. By using inequality (A.6) and remembering that η = t −1 we get
Since for non crossing graphs κ π(n,m) = n+m 2 + 1, we have from Eq. (4.18)
Inserting the last equation in Eq. (6.9) and maximizing n by n+m 2
gives
with λ 2 t = T . This vanishes in the Van Hove limit.
Thus from Eqs. (6.7) and (6.11), and from the fact the number of nested graphs of length n + m is less then c n+m , with c a constant , we have for the contribution of the nested graphs the following bound
Thus the contribution of a nested graph vanishes.
SIMPLE GRAPHS
As mentioned, simple graphs are graphs which are build from nn contractions and outer contractions. This means that in Eq. (6.6) we can either have k j = 1 and p j = 0 (nn contractions) or we can have k j ≥ 1 and p j ≥ 1. We can see this as follows. Say we have two outer contractions between X Eq,Eq+1 and X E p+1 ,E p and between X Eg,Eg+1 and X E h+1 ,E h . and suppose there are no outer contractions in between these two outer contractions. That is there is no outer contraction between X Ea,Ea+1 and X E b+1 ,E b with g + 1 < a < q and h + 1 < b < p. we take the outer contraction between X Eq,Eq+1 and X E p+1 ,E p to be the (j + 1)
th outer contraction and the contraction between X Eg,Eg+1 and X E h+1 ,E h to be the j th . We are thus counting from the inside to the outside. If the graph is a simple graph then all elements X Ea,Ea+1 with g + 1 < a < q contract amongst each other and form only nn contractions. The same is valid for all elements X E b+1 ,E b with h + 1 < b < p. By Eq. (??) we have then
All of the other variables, E q−1 , E q−3 . . . E g+2 , E h+2 , E h+4 . . . E p−1 , are independent and of multiplicity 1. If we set ω j = E q as the independent variable with respectively k j and p j as left and right multiplicities then there are k
In view of this we will change our notation. We denote byn the number of outer contractions for a graph and so there aren + 1 independent variables of multiplicity higher then 1. We set n to be the number of variables of multiplicity equal to 1. Instead of k j denoting the multiplicity of any independent variable we will denote by k j +1 the multiplicity of independent variables with multiplicity higher then 1. Eq. (7.1) then becomes
Notice that the set of numbersn, {k j , p j } determine uniquely the simple graph and so for each set there is unique graph. We will introduce this notation in Eq. (6.6). In between each two outer contractions we will have a product of the form of Eq. (7.2) and so we have from Eq. (6.6)
k j and p j here are not those from section 6. Since a graph of order n + m has n + m + 2 propagators and that there are (k j + p j + 2) + n =n + m + 2 (7.5)
We now will prove that in Eqs. (7.3) and (7.7) the function Θ(α, η) can be replaced by Θ(ωn), with Θ(ωn) = lim η→∞ Θ(ωn, η), such that the error goes to zero in the van Hove limit. We define theñ
Thus we will analyze the difference ∆Q π(n,m) (t, λ, x) = Q π(n,m) (t, λ, x) −Q π(n,m) (t, λ, x) . For briefness we denote ∆Q π(n,m) (t, λ, x) by ∆Q π in this section.
and show that it tends to zero in the van Hove limit such that P x,M 0,t − P x,M 0,t tends to zero in the limit. We will prove the following theorem:
Theorem 7.1. In the Van Hove limit we have
Proof. Theorem 7.1 To prove this theorem we will first bound ∆Q π . First we bound the term in the second line of Eq. (7.10). We split this term as follows:
We bound the two parts as follows:
where we have by Eq. (7.5) j (k j + p j ) ≤ n+m 2 + 1. Inserting this in Eq. (7.10) we obtain
We will bound the part including |Θ(α, η) − Θ(ωn)| as the part with Θ (β, η) −Θ(ωn) can be done analoguesly. We have then by using inequality (A.7)
We first bound the term including 1 |1−α−iη| by using inequality (A.2) for the integrations over all ω j except ωn and ω 0 .
By bounding succesivly the integrations over ωn, β, ω 0 and α by |log η| we obtain
Setting η = t −1 and using Eq. (7.5) we obtain in the van Hove limit (λ 2 t = T < ∞)
We analyze the term including 1 |ωn| , which is the second type of term, by applying the same strategy as for P 1
Once again we bound the integrations over α, ω 0 and β by |log η| .Since P 0 (x, ωn) is taken to be zero around the edges 0 and 1 in some interval we have
The remaining terms can be analyzed in a similar manner. Therefore we have
From Eqs. (7.7), (7.9) and (7.15) we have then
EFFECTIVE EQUATION
We will now derive the effective equations by calculating the Van Hove limit ofP
x,M 0,t . We recapitulate here our previous results. In section 5 and 6 we showed that
and in section 7 we showed that in the Van Hove limit Since a simple graph is completely characterized by the numbersn, k j and p j the sum over all simple graphs π(n, m) is a sum overn, k j and p j such that
The sum M n,m=0 π(n,m)∈G0 in Eq. (8.3) is then a sum overn, k j and p j such that the inequalities are satisfied. We denote this as follows where the superscript c refers to the fact that the conditions of Eqs. (8.5), (8.6) and (8.7) have to be satisfied. In the limit M → ∞ these conditions are always satisfied and so we get
wereQ(t, λ, x,n, {k j , p j }) is given by Eq. (7.9) when expressing n and m as a function ofn, k j and p j .
If the the rest, Eq.(2.8), vanishes in these limits then we have derived our solution in the limits considered.
By the identity
dω j P 0 (x, ωn) (8.14)
We can sum up over each k j and p j by grouping the λ 2 , s j and Θ. We obtaiñ
Integrating over α and β we get
By the following change of variables
we get
and by the following change of variable and identity
we obtaiñ
We have then in the limit t → ∞ lim t→∞n j=0 
We note the following about P 0 (x, ωn). From Eq. (8.6) we see that if n is even thenn is even and if n is odd so must ben. According to Eq. (4.13) P 0 (x, ωn) = P x 0 (ωn) if n is even and so also ifn is even. P 0 (x, ωn) = Px 0 (ωn) if n is odd or if equivalently ifn is odd. Depending on whethern is odd or even we have
And so
(8.22)
These solutions satisfy the following rate equations 
then the error term will also vanish and this is what we will show. Up to now we have expanded our solution up to the M th term and derived the equation it would follow when taking M → ∞. Thus we shall prove that when taking M → ∞ for the error term this one vanishes. In order to do this we will expand the error term until the M (t) th order, where M (t) now depends on t which is scaled with the coupling constant.
To prove Eq. (9.1) we shall prove that the norm of the two terms in Eq. (9.2) vanish.
We focus now on proving Eq. (9.3). Since |φ
is a sum of |ψ n t vectors we can write it down as a function of Q π(n,m) function. We already have some usefull bounds on the different type of graphs. We will use the bounds of Eq. (6.10) on nested graphs and also Eq. (7.15) for a part of the simple graphs. We will thus look to bound the remaining part of simple graphs. Thus we turn to boundQ π(n,m) from Eq. (7.9). Theorem 9.1. For simple graphs we have the following bound forQ π(n,m) (t, λ, x) defined in Eq. (7.9):
with a < 1 2 . Proof. Theorem 9.1 From Eq. (7.9) we have
With the following relations fulfilled:n
Therefore we have we can easily see that the following bound holds
We use this to bound the second line of Eq. (9.6). We bound the remaining in Eq. (9.6) by bounding the integrals over ω j as follows. (9.9) ≤λ
For ω 0 and ω 1 we use first Eq. (A.5) and then Eq. (A.3)
Combining this estimate with Eq. (9.8) in Eq. (9.6) we get
We will now bound E φ M,M (t)
We have
Similar to the proof in (5.1) we have that the contributions from crossing graphs will vanish. Thus we obtain
Using the bounds of Eqs. (6.10), (7.15) and (9.11) we get
We choose M (t) = γ log(t) log log t with γ < 1 and take a = 1 4 . We also set log t = x. We have then
e x (9.14)
For large enough M we have then
γx−x+4 log x (9.15) and so
What we have left to bound is the average of |φ
. We shall drop the t dependency of M for now. According to Eq. (2.5) we have
We will follow [6] in bounding this term. That is we will divide the time integration in κ parts, where κ will eventually depend on t, and expand each piece of the time integrations once again using the Duhamel formula, Eq. (2.1). We will thus extract again a term which is a succession of free evolutions and one which will depend on the whole evolution. We have then
We have the following expansion for each e −i(θj −s)H from Eq. (2.2):
,κ (t) has M + M 0 + 2 products of random matrices. We define
|ψ M,n,κ,θj (s) has M + n + 1 random matrices and n + M + 2 propagators. With the definition of Eq. (9.24) we can rewrite Eqs. (9.22) and (9.23) as
We first bound |ψ 2 M,M0,κ (t) through the following theorem: Theorem 9.2. We have the following bound for the norm of |ψ 2 M,M0,κ (t) in the limit N → ∞:
Proof. Theorem 9.2 From Eq. (9.27) we have
We can once again rewrite the average, E [ ψ M,M0,κ,θj (s)|V 2 |ψ M,M0,κ,θj (s) ], as a sum over graph evaluated functions starting from Eq. (9.24). In addition to the 2(M + M 0 + 1) random matrices that come from the expansion we have 2 random matrices. When inserting Eq. (9.24) in Eq. (9.29) the resulting expression has 2(M 0 + M + 2) random matrices but 2(M 0 + M + 2) propagators. In our previous sections and definitions of Q π(n,m) we had, for the expansion of the order n + m, n + m random matrices and n + m + 2 propagators. Since now we have 2 extra random matrices the number of random matrices equals the number of propagators. Analoguesly to how it was done in section 6 and 7 we can introduce a Q π(M0+M +2,M0+M +2) (θ j ,s, λ) function that encodes the contribution of the graph π(M 0 + M + 2, M 0 + M + 2) to the average. The fact that we have 2 extra random matrices will modify a bit the relationships we had. We can use the α-representation two times in Eq. (9.24), one for the explicit δ function and one for the delta function in |ψ M s . For the explicit one we have
We have then
and a similar expression for ψ M,M0,κ,θj (s)|Ẽ 0 ,x 0 , where β will stand for α andβ forα. Thus
Where the sum is over all E j ,Ẽ j ,E j andẼ j variables. In the limit N → ∞ crossing graphs will once again not contribute because each one of them has a weight less then or equal to N −2 . We have then
For shortness of notation we refer to Q π(M +M0+1,M +M0+1) (θ j ,s, λ) as Q π . Propagators depending on α come from the right |ψ M s and those depending onα come from the rightΓ M0+1 . Propagators depending on β come from the left |ψ M s and those depending onβ come from the leftΓ M0+1 . There are thus M + 1 propagators depending on α, M 0 + 1 depending onα, M + 1 depending on β and M 0 + 1 depending onβ. When averaging in Eq. (9.32) and taking only non crossing graphs we will once again have that the number of independent variables is half of the length of the graph plus 1 (theorem 3.3). That is M 0 + M + 3. The number of independent energy variables will then be equal to M 0 + M + 3. Nevertheless we notice that not all independent energy variables must have a set of propagators associated. Previously we had in between each random matrix a propagator which meant that each energy variables (dependent or independent) was associated with a propagator. We see from Eq. (9.32) that there is no propagator in between the V 2 and so if the graphs is such that the variables in between this product is independent it will have no propagator associated. Therefore the sum or integration over this variable will be 1 and so we could omit it. Therefore, depending on the graph, the number of independent energy variables can be either M 0 + M + 3 or M 0 + M + 2. We have then as in section 7 and 6
where the graph π(M + M 0 + 2, M + M 0 + 2) determines the multiplicities a j , b j , c j and d j . The propagators of multiplicity one are dependent on ω j and there are n of them. γ j can take on the values α,α, β orβ. This dependents on where the propagator is located and thus depends on the graph. η j can take on the values η,η, −η or −η depending on which value γ j take on. The following relations have to be satisfied:
Eq.(9.35) expresses that fact that there are 2(M 0 + M + 2) propagators. Eq.(9.36) expresses that fact that there are 2M 0 + 2 propagators depending onα andβ. Since n counts all propagators with multiplicity equal to 1 there is an inequality sign. Eq.(9.37) expresses that fact that the number of independent variables varies between two possibilities as explained earlier. We set the following:
This choice guarantees that the exponentials in Eq. (9.34) do not diverge since θ j < s <s. Alsoη − η ≥ t −1 . We fisrt integrate over s and τ .
We bound Q π by taking the absolute value inside the rest of the integrals. Integrations over propagators of multiplicity one are bounded by |log η|. Using inequality (A.2) on the integrations over ω j with j = 0, and using inequality (A. 4) on the integration over the remaining variables we obtain:
By Eqs. (9.37), (9.38) and (9.39) we have the following bound:
From Eqs. (9.37) and (9.36) we haven
By inserting Eq. (9.43) in Eq. (9.33) and inserting this in Eq. (9.29) we obtain
We set now back the t dependency of M and κ and take M 0 as follows
with a suitable choice of α and γ the coefficient of the exponential is negative and this quantity vanishes in the limit x → ∞.
We will now seek to prove the following theorem for the bound of the norm of |ψ
Mainly the bounds derived here are analogues to the ones derived and used in the previous sections for nested and simple graphs. We will first bound the contribution of a nested graph, similar to how it was done in section 6 . Then we will bound a part of a simple graph (∆Q π ), similar to how it was done in section 7. And finally we will bound what remains of the simple graph (Q π ). The only difference is that the expression for Q π is a bit more complicated. Using the Cauchy-Schwartz inequality on ψ 
In the large N limit we have
The crossing graphs do not contribute once again because their individual contribution is of the order of N −2 . For briefness of notation we refer now to Q π(M +n+1,M +n+1) (θ j , θ j+1 , λ, κ) with Q π and have the following expression for it:
Eq. (9.53) is derived analoguesly to how Eq. (9.34) is derived from Eq. (9.24). The following relations are satisfied for non crossing graphs:n
These relations express the fact that there are 2 (M + n + 2) propagators in emerging from the (M +n+1) th expansion and that there are M + n + 2 independent energy variables whenever one has a non-crossing graph. Once again the graphs π(M + n + 1, M + n + 1) can be either nested or simple graphs and depending on this Q π will render different contributions. We will show that nested graphs have an extra t −1 factor.
A. NESTED
For nested graphs we will now prove the following theorem:
is a nested graph then we have the following bound for Q π in Eq. (9.53):
Because of Eq. (9.19) and (9.20) we have η <η <η − η and so if we replace in Eq. (9.61) η −η by η andη by η the inequality will still hold. To bound the integration we successively use inequality (A.4) on the integrations over ω 0 , ω 1 , α andα to obtain
When µ greater then a constant C this is bounded by
and so we can consider only the region where µ is bounded. For c j or d j greater then 2 we have:
Inserting this in Eq. (9.61) we obtain
where we have used Eqs. (9.54) and (9.55) to find the exponent of t. In case that the nest is such that for a specific l only one out of a l , b l , c l and d l is different then 0 we can perform directly the integration over ω l and follow the procedure of section 6.
We now turn to simple graphs.
B. SIMPLE
If π(M + n + 1, M + n + 1) is a simple graph then in Eq. (9.53) for each j we have an a j or b j different from 0 and c j or d j different from 0. Similar to how was done in section 7 we can prove that the contribution of a simple graph can be decomposed in two parts contributing in two different ways. We define nowQ π as Q π from Eq. (9.53) but with the propagators Θ(γ j , η j ) = dω j with n 1 + n 2 + n 3 + n 4 = n . We will now prove the following: We define A, B, C and D to be the first second third and fourth part of the sum in Eq. (9.68). We also denote by ∆Q (M + n + 1)! a (9.75) with 0 ≤ a < 1.
Proof. Lemma 9.3 We havẽ Q π (θ,s, λ) =λ 
We now analyze
(|log (1 − α − iη) − log (1 − ωn − iη )| + |log (−α − iη) − log (−ωn − iη )|)
