are related to the solution of the initial boundary value problems for the same equation, subject to initial boundary conditions relevant to the physical problem of infiltration of moisture into a homogeneous soil. The theoretical prediction of the emergence of the travelling wave solutions as intermediate asymptotics is confirmed by numerical solutions of the problem for some specific choices of the functions D(u) and K(u).
are related to the solution of the initial boundary value problems for the same equation, subject to initial boundary conditions relevant to the physical problem of infiltration of moisture into a homogeneous soil. The theoretical prediction of the emergence of the travelling wave solutions as intermediate asymptotics is confirmed by numerical solutions of the problem for some specific choices of the functions D(u) and K(u). Empirical analytic expressions for D(u) and K(u) of a power-law type are known [2, 12] to be D(u) = D0um~\ K(u) -K0u" , where D0, K(), m , and n are positive constants and n > m > 1 . Hence rescaling the independent variables we finally have
So, during infiltration of water into a homogeneous soil, the moisture u(x , t) of the soil satisfies an equation of the form (1.1). Taking into account the initial moisture distribution in the soil and infiltration on the surface of the ground, we obtain the boundary conditions for ,v = 0 and for t = 0 stated in (1.2). The boundary condition at x = 0, namely w, , is used with the understanding that w, = 1 denotes the moisture corresponding to full saturation of the soil on the surface of the ground. We also assume that there is no water at a large depth beneath the ground. The role of self-similar or travelling wave solutions in the asymptotic behaviour of initial/boundary value problems of partial differential equations is now well established [13] . These are often called intermediate asymptotics [1] , One of the earlier studies in this context is due to Serrin [15] . Peletier and his co-investigators have studied several nonlinear parabolic equations [17, 18] , including the nonlinear heat equation [11] . Fisher's equation and its generalizations have been treated by Canosa [4, 5] (see also [13] ).
Nonlinear parabolic equations with convective and geometric terms-generalized Burgers equations (GBE)-have been studied by Scott [14] , He has shown that the solutions of initial value problems ux -uut = g(x)utt for 0 < x < oo, g(x)/x->f)^0 as x ->oo, (1 as x -> oo. In the present paper, we determine the travelling wave solution to the problem (1.1), (1.2), the former being another GBE.
In [9] , an attempt was made to get an integral estimate for the difference between the solution of the problem and its travelling wave solution and hence a pointwise estimate for the same. The details in this work are not clear. In the present paper, we obtain a pointwise estimate of the difference of the solution of the initial/boundary value problem (1.1), (1.2) and its travelling wave solution directly. The method of proof for the main theorem in this paper is similar to that in [11] , This paper is organized as follows. In Sec. 2, we prove the existence of the travelling wave solution to the problem (1.1), (1.2) and some of its properties. In Sec. 3, we prove the main result concerning the solution of the problem and its travelling wave solution. In Sec. 4, we present some numerical results for the problem (1.7), (1.2), which is a special case of (1.1), (1.2). In Sec. 5, we make some concluding remarks. Imposing the condition at -oo yields
where 0 < 6{u) < 1 . This finishes the proof of Theorem 2.1. 
1-
Proof. By differentiating both sides of (2.5) with respect to x, we obtain, after some simplification,
If we expand K(f/) in a Taylor series about u0 , we obtain K '{u0 + 6(&-u0)) < A .
Since Dffl), % -u0 > 0, the result follows.
For the problem (1.7), (1.2), similar results are true. We simply state the formula for the travelling wave solution in the following remark without proving it.
Remark 2.1. If u0 < u2 < ul , then a travelling wave solution W(x -At + c) (A > 0) of (1.7), (1.2) exists and is given by the following:
We denote by E+ the domain bounded by x = 0, t = 0, and t -T, where T is any finite positive number.
We next state a minimum principle, which is used several times in this paper. It is analogous to the maximum principle due to Krzyzanski [10] .
Lemma 2.1. Let z(x , t) be a bounded solution of the differential inequality a(x, t)zxx + b(x , t)zx + c{x, t)z -zt< 0 in E+ . Let a(x, t), b(x, t), and c(x, t) be bounded continuous functions of x and t and a(x, t) > 0. Then, if z > 0 on x = 0 and t -0, then z > 0 in E+ .
We next prove the following theorem, which is then used to prove Theorem 2.3. Theorem 2.2. If u, v are two solutions of (1.1), (1.2) in E , and u < v on x = 0 and / = 0 , then u <v in E . If w = v -u , then w satisfies 
Therefore we get
Here, D, K', and Z(x, t) are bounded in E. Since D > 0 and w = (v -u)D(d3) > 0 on x = 0 and t = 0, w satisfies the conditions of Lemma 2.1. It follows that w > 0 in E+ . But the proof is independent of the choice of T. Hence the result is true for all / > 0. Corollary 2.2. If u(x, t) is the solution of the problem (1.1), (1.2), then u0 < u(x , t) <u{ for each (x, t) in E .
Proof. Applying Theorem 2.2 to u(x , t) and w, , we get the inequality u(x, t) < m, . Similarly, the other inequality can be proved.
Let us assume that the initial moisture distribution uQ(x) satisfies 8) where y{ > \K'(u0) -A\/D(u0) is a positive constant and Mx is a constant > 0. A bound for is specified later in (2.13). In the next theorem, we prove that the solution of the problem (1.1), (1.2) can be bounded by two specific travelling wave solutions. , where A, , X2 , c, , c2 > 0, and ^(-oo) = w, , ^,(+oo) = u0~s (e > 0), ^2(-oo) = m, + e, and ^2(+oc) -u0, so that the following is true:
{x -k\t + c,) < u(x , t) < ^2(x -k2t -c2) for every (x, t) in E.
(2.9)
Proof. Notice that X2 = [(AT(w, + e) -K(u0))/(ul + e -m0)] > A . We let m1 = |K'(u0) -A2|/D(u0). We then choose e > 0 sufficiently small so that y, > m2 > \K'(u0) -A\/D(u0). This is possible due to the choice of y, given by the second inequality in (2.8).
Since the travelling wave % and uQ(x) are both decreasing, there exist travelling wave solutions of the form satisfying the end conditions mentioned in the statement of the theorem, so that u0(x) < %2{x -c2) for each x > 0, (2.10)
Also, on x = 0 we have ^ < w, < %2. So, by Theorem 2.2, the result follows. Corollary 2.3. limv_<oo u{x, t) = u0 for any finite t.
Proof. Since both (x -A,/ + c,) and %?2(x -Xtt -c2) in (2.9) tend to w0 in the limit, the result follows.
Remark It is also proved in [9] that for suitably chosen A, m, < Vm,(x"V), (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) where m, = \K\ux) -AJ/D(u0) and k{ is a positive constant.
3. Main result. In this section, we prove the main result regarding how close the solutions of the problem (1.1), (1.2) get to its travelling wave solution. 
P(X, t) = [(WxxD'(04MD(06)) -(WxK"(d5))/(D(66))]-,
here 0A = 04(x, t), 05 -0^(x, t), and 06 = d6(x, t) all lie between u and . We claim that P{x,t) is bounded. We write % for Recalling that t] = x-At + c, since , we get where co(tj) is a positive, continuous, and piecewise differentiable function which we shall specify shortly. Just as in [11] , the function co(t]) has to be chosen carefully in order to make J?(z) < 0 for all t]. We find that
Now, for co(rj) we choose a function used in [9] : 
This is possible since 0 is bounded. Now, we choose / so that I < lx . For this choice of I, we get 5f(z) < 0 for \t]\ < N. Notice that it follows from inequalities (3.6) and (2.8) that
Now, choose / so that / < l2. For this choice of /, S?{z)< 0 for \rj\ > N.
Finally, we let / -min(/1, l2). This will make £?(z) <0 for all ?/ and proves the relation (3.5). Let cp(x, t) = Nxz{x, t) -y(x, t), (3.7) where N] is a constant to be chosen. Now, 0(0, t) = Nxz(0, t) -y(0, t). Here, where we have used (3.5) and the fact that ^f(y) = 0. So, by Lemma 2.1, we get 0 > 0 everywhere in E+ . Hence, we get y{x, t) < Nxz(x, t) in E+. (3.9) Similarly, if we work with y/ = N2z + y , where N1 is a constant, then we get
From (3.9) and (3.10) we get -N2z(x,t)<y(x,t)<Nlz(x,t) in E+. Since M is independent of the choice of T, the result is true for all / > 0 and this completes the proof of Theorem 3.1.
4. Numerical results. In this section, we describe the results of some numerical experiments for the problem (1.1), (1.2). We consider three physically interesting cases.
Case 1: Case 2: Case 3:
We adopt the method of finite differences to obtain the solution of (1.1), (1.2). The travelling wave solution is obtained by solving (2.3) numerically subject to the condition (2.4).
In order to approximate the solution of (1.1), (1.2), we construct a difference approximation on a mesh with uniform spacing h in the x direction and k in the
t direction. We then solve the problem in the rectangle OABC, where OA = mh and OB = nk, where m and n are positive integers. We enlarge the rectangle as we continue the integration. The method employed is implicit and forward in time. When we evaluate the solution at time level t -jk , where j is any integer, the nonlinear terms in the equation and the coefficients D(u), D'(u), and K\u) are evaluated at the previous time level t = (j -1 )k . The solution involves inverting a tridiagonal matrix for each time level. For this purpose, we adopt LU factorization. After we move forward a sufficient number of steps in time, the approximate solution of the partial differential equation and the travelling wave solution get close to each other.
For all three cases, we have taken w, = 0.9, u0 -0.1 , h -0.01, and k = 0.01 .
The initial profile uQ(x) is chosen so as to satisfy the conditions mentioned in (2.8).
In Case 1, we have taken u0(x) = 0. Tables 2 and 3 
