Different methods are usually applied for medical diagnosis problems. Most of them are only based on expert knowledge and the results are provided by model-driven methods and they are built from inflexible mathematical expressions. In this paper we suggest a Data-Driven perspective to facilitate the medical expert labour on diagnosis tasks. Furthermore, this paper offers a step by step procedure to select the most accurate forecasting method depending on the nature of the variables and the structure problem constraints.
INTRODUCTION
This paper addresses the state of the art in the different predictive methods used for clinical diagnosis, highlighting the advantages from a DataDriven perspective, which dispenses with any physical or mathematical model that governs the problem domain and where a prediction is only based on historical data. The state of the art is summarised in a table, which classifies the different predictive methods in order to later design a procedure (based on them) which permits the selection of the most suitable method for each type of problem. Next, a diagnostic problem for breast cancer is proposed based on a public mammography data bank and a suitable method for the problem is determined following the proposed procedure and showing some of the results that are reached after its application. This paper concludes that using the procedure of predictive selection methods is convenient and it also gives details of the advantages of the rule systems classification for diagnostic prediction problems when dealing with unique variables of a non numerical nature.
STATE OF THE ART

Predictive Methods. A Data-Driven Perspective
There are very many different predictive methods, according to the type of variables capable of managing the objective to be reached and the domains they are applied in. 
Predictive Methods in Medicine
Below, the main predictive methods used in the medical environment are outlined, indicating what type of problem is to be solved in each case. However, the nature of medical data in itself (as seen in section 3) along with the demand for an extremely high degree of accuracy makes it practically impossible to associate each problem or area of Medicine with an optimum predictive method. Besides generic expert systems (Lemke, Müller, 2001) , (Suwa et al. 1982) there are many areas in Medicine where Data Mining predictive methods have been applied, from the prediction of diabetic disorders, (Mugambia et al. 2004) and digestive disorders, (Gorzalczany, Gradzki, 1999) to diagnoses in ophthalmology, (Shi et al. 2006 ); cardiovascular diseases (Gamberger et al. 2002) and (Podgorelec et al. 2005) or haemodialysis treatments, (Kusiak et al. 2004) , including the main medical objective: detection and prevention of cancer, where early diagnoses have a vital role.
There are numerous studies that use Data Mining techniques for analysing data for prostate cancer, (Tahir, Bouridane, 2006) ; cervical cancer, (Ho et al. 2004) , and especially breast cancer, (Polat et al. 2005) and (Kohli et al. 2006) . (Park et al. 2006) give a very complete and rigorous summary of different logistic regression applications: Decision Trees, Neural Networks and Case Based Reasoning (Nilsson, Sollenborn, 2004) , covering papers published from 1993 to present day. In the said study, Neural Networks are shown to still be widely used in medical diagnosis and the most used Neural Network in this Framework is the multilayer perceptron.
Neural Networks are usually used (also in Medicine) in combination with other techniques, mainly: Decision Trees, among which we can highlight CHAID, CART, C4.5 (and its variation C5.0) for their good performance in predictive problems.
Regression systems have been chosen as a classical predictive method on numerous occasions (Kurgan, Cios, 2004) . This is the same for Neural Networks which have gradually incorporated Diffuse Logic in order to adapt to problems where numerical thresholds should be smoothed out, (Gorzalczany, Gradzki, 1999) . Likewise, given the nature of the data (chaotic in many cases, and almost always with incomplete values) there are numerous medical studies that are based on the Rough Set Theory, ; (Kusiak et al. 2004 ) and (Pattaraintakorn et al. 2005) .
It is worth mentioning the wide variety of studies that use Decision Trees as a predictive method for medical problems. The algorithm C4.5 has been successfully applied on numerous occasions: (Chan et al. 2006) ; (Tahir, Bouridane, 2006) and (Polat et al. 2005) . It is also frequent to find Decision Tree applications that are improved with the use of Genetic Algorithms in order to optimize the generated Rule Set, (Podgorelec et al. 2005) , and even in combination with the abovementioned Rough Set theory, (Kusiak et al. 2004) , in order to generate Decision Trees based on data with a lot of inconsistencies. There are different comparative studies about the use of Decision Tees, which put C4.5 and CHAID as the highest accuracy ratio, (Block et al. 2006) ; (Guler, Gurgen, 2004) and (Ho et al. 2004 ). With respect to the different measures used, besides the prediction ratio, in order to quantify the adaptation of Rule Systems generated with medical data, some authors choose flexible concepts according to sensitivity and specificity, (Mol et al. 1999) and (Timm, 1998) . Other papers are based on different variations to the measures derived from the Bayes Theorem, (Shortliffe, Buchanan, 1975) and (Kukar, Groselj, 2005) . The majority of these comparative studies are carried out on different data bases from the UCI repository (Machine Learning Repository, University of California), as with the proposed case study. In Medicine, on many occasions, the Rule Systems generated are so extensive that it becomes necessary to apply a reduction method and even generate confirmation rules which are oriented so as to be contrasted by professionals from the domain (Gamberger, 2002) who help to simplify the final rule system, so that it is more legible and easier for the experts to interpret. In (Almiñana et al. 2008) we propose the reduction of rules for diagnosing thyroid disorders. Table 1 shows a summary of the methods for solving predictive problems in the field of medicine. C4.5 (Guler, Gurgen, 2004) . Forecast methods Comparison (Ho et al. 2004) . CHAID. Cervical cancer. (Nilsson, Sollenborn, 2004) . CBR: Case Based Reassoning (Park et al. 2006) . CBR: Case Based Reassoning (Timm, 1998) . Sensibility and specificity (Kohli et al. 2006) . 0-1 Integer Program. Rules, breast cancer (Kurgan, Cios, 2004) . Logistic Regression (Shortliffe, Buchanan, 1975) . Bayes Theorem TOOLS (Lemke, Müller, 2001) . Knowledge Miner (Shi, 2006) . LASSO. Patterns in Ophtalmology (Suwa et al. 1982) . Expert Systems ROUGH SET (Pattaraintakorn et al. 2005) . Attribute selection . Cancer forecasting (Chan et al. 2006) . C4.5 forecasting posology (Gamberger et al. 2002) . Confirmation rules.
CLASSICAL METHODS
DECISION TREES (DT) AND RULE SYSTEMS (RS)
Cardio (Kusiak et al. 2004) . DT + Rough Set (Mol et al. 1999) . Flexible. vs no-flexibles RS (Mugambia et al. 2004 ). Diabetes and trauma (Podgorelec et al. 2005) . Genetic Algorithm for optimal rules (Polat et al. 2005) . C4.5 variable reduction, breast cancer (Tahir, Bouridane, 2006) . C4.5 and RR-TS algorithm. Prostata cancer
THE NATURE OF PREDICTIVE PROBLEMS IN MEDICINE
From the references studied, it is possible to draw up a series of characteristics which are common to the majority of the medical problems where prediction is required. Firstly, the data bases are completed by the analytical records of patients (on occasions from different data origins) where there may be numerous absent values which on occasions need to be completed in the data preprocessing stage. Besides, on several occasions, these values are of a numerical nature, while experts may need to handle discreet values, therefore, the discretization process of values is critical. When the data bases contain data collected through patient monitoring systems in real time, the information is usually already ordered and ready to be processed. Another characteristic common to the majority of the predictive problems in Medicine is the high level of accuracy required. Finally, when Diagnostic Help Systems are being dealt with, discriminating rules are especially useful as certain clinical symptoms can be ruled out from their antecedents.
SELECTION OF THE MOST APPROPRIATE PREDICITIVE METHOD
The most commonly used predictive methods in Medicine have been quoted. However, what are the circumstances that make one method more appropriate than another? And even more importantly, is there a procedure for choosing the most suitable method for each case? In fact, the predictive method is not associated to the clinical speciality which it is to be applied to, but depends on: -the continuous or nominal nature of the variable to be predicted -the nature and characteristics of the data it is based on -the type of predictive model which is to be obtained If the objective is to predict the value of a nominal value (discreet), the problem corresponds to a Regression task. If on the other hand, the target variable is numerical (continuous) it is a Classification task. Figure 1: Procedure to select the most accurate forecasting method. Table 2 gives a summary of the different predictive methods divided into their respective tasks: Classification and Regression. Each square contains the name of the algorithm or the most significant generic procedure of the group, which implements the corresponding method.
This classification should not be understood in a rigid way, but as a classification guide. On many occasions, as stated in section 2.2, these algorithms are applied in combination. The procedure proposed for this study, in order to choose the most adequate predictive method, is the following:
Step 1: what type of target variable is it? -Nominal: the focus is centred on the row "Classification" Tasks -Numerical: the focus is centred on the row "Regression" Tasks
Step 2: Is the generation of a model required at the end of the process?
-No:
Step 3 -Yes: the focus is centred on the rows "Stochastic Networks" and "Decision Trees"
Step 3: Is optimization required? -Yes: the focus is centred on the column "Genetic Algor."
-No: the focus is centred on the columns "Neural Networks" and "Regression Systems"
Step 4: The rows and columns on which the focus has been centred cross. In the case where more than one method is obtained, then its ability to manage the type of attributes (nominal or numerical) of the problem to be solved is taken into account. Fig.1 shows a diagram of the procedure described above.
CLASSIFICATION RULES FOR BREAST CANCER DIAGNOSIS, A CASE STUDY
The problem of predicting breast cancer is proposed as a case study, using rule systems that indicate to the expert the probability of benign or malign cancer, based on the values of the antecedent variables. To do so, the public database from the University of California, Irvine, which consists of 961 mammographies, is used. The variables registered are shown in Table 3 . The application of the proposed procedure for the choice of the predictive method to be applied would be as follows:
Step 1: Target variable, severity, is nominal (benign, malign). The focus is established on the row Classification Tasks.
Step 2: The generation of the predictive model of rule systems is required. The focus is centred on the columns Stochastic Networks" and "Decision Trees". To be exact, the rule systems are generated through the in depth path of the Decision Trees.
Step 3: Not involved
Step 4: On crossing the row and the column, the focus is centred on the method "Decision Trees for Classification" which can be carried out through algorithms from the ID3 and C4.5 family. Because all of the variables are nominal or previously discretized, the algorithm ID3 appears as the ideal candidate for solving this predictive problem.
After applying the corresponding decision tree, some of the more interesting classification rules that are generated based on the in depth path of the tree are: -The variable which in itself best serves for the diagnosis is BI-RADS. Example: If BI-RADS=5 (A priori maximum risk), then SEVERITY=1 (malign In this case study, the joint consideration of more variables does not lead to more accurate diagnoses.
CONCLUSIONS
From the points presented in this paper, it can be concluded that the most appropriate method does not depend on the target medical speciality of the study but on the real target of the prediction, the nature of the data which are involved and the need (or not) to obtain a predictive model at the end of the process.
Although in practice the combination of two or more methods is very frequent, the step by step execution of the proposed procedure for the selection of the most suitable method leads to only one optimum predictive method.
In the face of nominal and univariable clinical diagnostic problems (for example SEVERITY= benign or malign), the classification rules that are derived from the in depth route of the ID3 type decision trees, appear as a very reliable predictive method which is easy for experts to interpret.
Besides, this type of predictive model highlights the combination of optimum variables and their degree of correlation with the diagnosis, permitting the design of more reduced analyses, which can allow for more reduced analysis times, less invasive or even more economical procedures
