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Upper Bound for Large Deviations of Reversible Diffusion
Processes
Ann-Kathrin Jarecki
Abstract
For a Markov process associated with a diffusion type Dirichlet form an upper bound is
shown for the law of the finite dimensional distributions of the process. Under some more
assumptions on the underlaying space this is also shown for the law of the Markov process
itself. In the last section we want to give an application to the Wasserstein diffusion.
1 Introduction
Let (X ,F ,m) be a probability space and Lp = Lp(X ;m), p ∈ [1,∞], the corresponding Lp–space
with norm ‖ · ‖Lp and inner product (·, ·)Lp . The underlaying topological space X is assumed to
be polish.
We start with a Dirichlet Form E on D ⊂ L2, i.e. D is a close subset of L2 and E is a positive
semidefinite, symmetric and closed bilinear form with the property, that, if f ∈ D, then also
f∧1 ∈ D and E(f ∧1, f ∧1) ≤ E(f, f). Further we assume that the Dirichlet form is conservative
and local. So E is of diffusion type, i.e E has no killing nor jumping measure. Hence, there is a
Markov process (Xt)t≥0 associated with E with continuous trajectories. The associated Markov
semi–group we denote by {Tt}.
We define Db = D ∩ L
∞ and the functional I : Db ×Db ×Db → R by
(f, g;h) 7→ I(f, g;h) = E(gh, f) + E(fh, g) − E(fg, h), (1.1)
with the convention that If (h) = I(f, f ;h). The subset D0 of Db is given through
D0 = {f ∈ Db : If (h) ≤ ‖h‖L1 for all h ∈ Db}. (1.2)
Herewith we can define the intrinsic metric d:
d(A,B) = sup
f∈D0
{
essinf
x∈B
f(x)− esssup
y∈A
f(y)
}
, (1.3)
for two measurable subsets A and B of X . We put sup ∅ = −∞ and inf ∅ =∞.
Under this conditions, but without assuming X to be polish, Hino and Ramı´rez showed in [4]
that for all measurable A and B
lim
t→0
t logPt(A,B) = −
d(A,B)2
2
, (1.4)
where Pt(A,B) =
∫
A Tt1Bdm.
This result was the basis of our considerations. Now, we have to introduce some more notations
to formulate our result precisely.
Let X : [0, 1] × Ω → X , be the Markov process with values in X associated with the Dirichlet
form E on a probability space (Ω,P). For simplicity, we always assume Ω = C([0, 1],X ) and
Xt(ω) = ω(t). For s > 0, we consider the time–scaled process
1
Xst = Xs·t, t ∈ [0, 1].
Let Ps be the probability measure on Ω induced by Xs· . For an arbitrary partition ∆ = ∆
n =
{0 = t0 < t1 < . . . < tn−1 < tn = 1} of the unit interval [0, 1] we define the projection
Π∆ : C([0, 1],X ) → X
n+1 on the values at t0, t1, . . . , tn:
Π∆(X·) = (Xt0 ,Xt1 , . . . ,Xtn).
Further for a (n + 1)–tuple A = (A0, A1, . . . , An+1) ∈ X
n+1 we define
A∆ = Π
−1
∆ (A) =
{
γ : [0, 1]→ X continuous curve | Π∆(γ) ∈ A
}
.
First of all, in this work it is our aim to derive an upper bound for the finite dimensional
distributions of the Markov process Xt, i.e.
P({ω : X·(ω) ∈ A∆}) =
∫
A0
∫
A1
. . .
∫
An
Ttn−tn−1 . . . Tt2−t1Tt1−t0dm (1.5)
≤
√
m(A0)
√
m(An) exp
(
−
n−1∑
i=0
d2(Ai, Ai+1)
ti+1 − ti
)
. (1.6)
Therefor we frequently apply the ’Integrated Gaussian estimates‘, also known as the ’Method
of Davies‘.
Accordingly we derive the upper bound of a short–time asymptotic for the law of the Markov
process. For this we use a version of the theorem of Dawson–Ga¨rtner to lift up the upper bound
of the finite dimensional distributions to an upper bound of the Markov process itself.
To be more precise, if H : C([0, 1],X ) → [0,∞] is defined by
H(γ) = sup
∆n
H∆n(γ) =
1
2
n−1∑
i=0
d(γ(ti), γ(ti+1))
2
ti+1 − ti
,
where the supremum is taken over all partitions ∆n of the unit interval, then we will show that
H coincides with the energy H˜ of a curve
H˜(γ) :=
{
1
2
∫ 1
0 |γ˙|
2(r)dr , ifγ ∈ AC2([0, 1],X )
∞ , else.
(1.7)
Finally we prove the following main theorem:
Theorem 1.1 For all α > 0 and for all compact subsets Γ of {γ : H˜(γ) > α} we have
lim
s→0
s logPs({ω : X·(ω) ∈ Γ}) ≤ −α.
2 The Intrinsic Metric
We recall the notation
D0 = {f ∈ Db : If (h) ≤ ‖h‖L1 for all h ∈ Db = D ∩ L
∞}.
With this, we define in an intrinsic way a pseudo metric d on X by
d(x, y) = sup
f∈D0
{
f(x)− f(y)
}
. (2.1)
2
In general, d may be degenerate, i.e. d(x, y) =∞ or d(x, y) = 0 for some x 6= y. If we make the
assumption
(A) The topology induced by d is equivalent to the original topology.
then the following properties are equivalent
• d is non–degenerated
• d(x, y) <∞ for all x, y ∈ X
• X is connected.
For two measurable sets A and B the intrinsic metric is given by
d(A,B) = sup
f∈D0
{
essinf
x∈B
f(x)− esssup
y∈A
f(y)
}
, (2.2)
As is customary we take sup ∅ = −∞ and inf ∅ =∞.
The following theorem can be found in [4] (Theorem 1.2).
Theorem 2.1 Let A be a positive measure set; then there exists an (a.e.) unique [0,∞]–valued
measurable function dA such that
• dA ∧N ∈ D0 for any N ≥ 0.
• dA = 0 a.e. on A.
• dA is the (a.e.) largest function that is satisfies the two previous requirements.
Moreover, if B is another measurable set, then
d(A,B) = essinf
x∈B
dA(x).
For further details of the intrinsic metric, see also for example [6].
3 Upper Bound for Finite Dimensional Distributions
We carry over the notation from the introduction. That is (X ,F ,m) is a probability space and
Lp = Lp(X ;m), p ∈ [1,∞], the corresponding Lp–space with norm ‖ · ‖Lp and inner product
(·, ·)Lp . E is a Dirichlet form on D ⊂ L
2, which we assume to be conservative and local. The
goal of this section is to derive the following theorem, which gives us an upper bound for the
finite dimensional distributions of the Markov process Xt associated to our Dirichlet form E on
the probability space (Ω,P), X : Ω→ C([0, 1],X ).
Theorem 3.1 For a partition ∆ = {0 = t0 < t1 < . . . < tn = 1} and for all A = (A0, A1, . . . , An) ∈
X n+1 define A∆ = Π
−1
∆ (A) =
{
γ : [0, 1]→ X continuous | Π∆(γ) ∈ A
}
. Then
P(X· ∈ A∆) =
∫
A0
∫
A1
. . .
∫
An
Ttn−tn−1 . . . Tt2−t1Tt1−t0dm
≤
√
m(A0)
√
m(An) exp
(
−
1
2
n−1∑
i=0
d2(Ai, Ai+1)
ti+1 − ti
)
.
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We need the following lemmata:
Lemma 3.2 Let ω, u ∈ D. Then for all fix α ∈ R
−2E(e2αωu, u) ≤ 2α2E(ωu2e2αω , ω)− α2E(ω2, u2e2αω)
= α2Iω(u
2e2αω),
here If (h) = I(f, f ;h) = 2E(fh, f)− E(fg, h) (cf. (1.1)).
Proof: We put f = (u, ω) ∈ D2 then according to results of [2] we get the following estimates
(1) E(u, e2αωu) = 2
∫
e2αωdσf1,1 + 4α
∫
ue2αωdσf1,2
(2) E(ωu2e2αω, ω) = 2
∫
uωe2αωdσf1,2 +
∫
u2e2αωdσf2,2 + 2α
∫
ωu2e2αωdσf2,2
(3) E(ω2, u2e2αω) = 4
∫
ωue2αωdσf2,1 + 4α
∫
ωu2e2αωdσf2,2
Therefore we get
2E(u, e2αωu) + 2α2E(ωu2e2αω , ω)− α2E(ω2, u2e2αω)
= 2
∫
e2αωdσf1,1 + 4α
∫
ue2αωdσf1,2 + 2α
2
∫
u2e2αωdσf2,2
= E(e2αωu, 2e2αωu)
≥ 0
and we obtain the claim.
The next lemma is a version of the ’Integrated Gaussian estimates‘, also known as the ’The
Method of Davies‘, see for example [5].
Lemma 3.3 Let ω ∈ D0 and ut = Ttf , where Tt is the Markovian semi–group associated with
the Dirichlet form E. Then for all t > 0 and fixed, but arbitrary α ∈ R
‖eαωut‖L2 ≤ e
α2t/2‖eαωu0‖L2 .
Proof:
‖eαωut‖
2
L2 − ‖e
αωu0‖
2
L2 =
∫
X
e2αω(u2t − u
2
0)dm
= 2
∫ t
0
∫
X
(
∂
∂r
ur)ure
2αωdmdr
= 2
∫ t
0
− lim
t→0
∫
X
Tr(
f − Ttf
t
)Trf e
2αωdmdr
= −2
∫ t
0
E(ur, e
2αωur)dr
≤
∫ t
0
α2Iω(u
2
re
2αω)dr
≤ α2
∫ t
0
‖e2αωu2r‖L1dr
= α2
∫ t
0
‖eαωur‖
2
L2dr.
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From this, the claim follows by Gronwall’s Lemma.
Before proving the theorem in its full generality we want to show the special case of two di-
mensional distributions. This is also shown in the paper by Hino and Ramı´rez [4] in a similar
way.
Corollary 3.4 Let A and B two measurable subsets of X , s > 0, then
P(X0 ∈ A,Xs ∈ B) = P
s(X0 ∈ A,X1 ∈ B)
≤
√
m(A)
√
m(B) e−
d2(A,B)
2s .
Proof: Suppose that d(A,B) < ∞. Let ω = dA ∧ d(A,B). By definition (2.2) d(A,B) lies in
D0 and dA as well by theorem (2.1). Hence we see ω ∈ D0. Let ψ = αω for an arbitrary fix
α ∈ R and us = Ts1A. With this the assumptions of the previous lemma are fulfilled and we
get
‖eαωTs1A‖L2 ≤ e
α2s/2‖eαω1A‖L2
ω≡0 onA
= eα
2s/2
√
m(A). (3.1)
Accordingly, for vs = Ts1B we get
‖e−αωTs1B‖L2 ≤ e
α2s/2‖e−αω1B‖L2
ω=d(A,B) onB
= eα
2s/2−αd(A,B)
√
m(B). (3.2)
Thus we know
P(X0 ∈ A,Xs ∈ B) = ‖1ATs1B‖L1 = ‖e
αω
1Ae
−αωTs1B‖L1
≤ ‖eαω1A‖L2‖e
−αωTs1B‖L2
=
√
m(A)
√
m(B) exp
[
α2s/2− α d(A,B)
]
.
Because this is true for all α ∈ R we can optimize in α and obtain for α = d(A,B)s
P(X0 ∈ A,Xs ∈ B) ≤
√
m(A)
√
m(B)e−
d(A,B)
2·s .
From this, the claim follows in the case of finite distance.
If d(A,B) =∞, we set ω = dA ∧M and obtain
P(X0 ∈ A,Xs ∈ B) ≤
√
m(A)
√
m(B)e−
M2
2·s .
For M →∞ we see P(X0 ∈ A,Xs ∈ B) = 0 for t ≥ 0 (cf. [4] or [5]).
After this special case we want to prove the theorem in a quite similar way. For this purpose
we will repeatedly apply the ’Integrated Gaussian estimates‘
Proof: (of Theorem 3.1)
For A = (A0, A1, . . . , An) ∈ X
n+1 we want to show
P(X. ∈ A∆) ≤
√
m(A0)
√
m(An) exp
[
−
1
2
n−1∑
i=0
d2(Ai, Ai+1)
ti+1 − ti
]
.
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Like in the previous corollary first we assume d(Ai, Ai+1) < ∞. Define ωi = dAi ∧ d(Ai, Ai+1)
for i = 0, 1, . . . , n− 1. Then for arbitrary, but fix αi ∈ R, i = 0, 1, . . . , n− 1,
P(X. ∈ A∆) = ‖1A0Tt1−t0
(
1A1Tt2−t11A2 . . . Ttn−tn−11An
)
‖L1
= ‖eα0ω0 1A0Tt1−t0 e
−α0ω0
(
1A1Tt2−t11A2 . . . Ttn−tn−11An
)
‖L1
≤ ‖ eα0ω01A0Tt1‖L2 · ‖e
−α0ω0 1A1Tt2−t1
(
1A2 . . . Ttn−tn−11An
)
‖L2
3.1
≤ eα0
t1
2
√
m(A0) · ‖e
−α0ω0 eα1ω1 1A1 e
−α1ω1 Tt2−t1
(
1A2 . . . Ttn−tn−11An
)
‖L2
≤ eα
2
0
t1
2
√
m(A0) · ‖e
−α0ω0‖L∞ · ‖1A1 e
α1ω1‖L∞
· ‖e−α1ω1 Tt2−t1
(
1A2Tt3−t21A3 . . . Ttn−tn−11An
)
‖L2
≤
√
m(A0) exp
[
α20
t1
2
− α0d(A0, A1)
]
· exp
[
α21
t2 − t1
2
]
· ‖e−α1ω1 1A2Tt3−t2
(
1A3 . . . Ttn−tn−11An
)
‖L2
≤ . . .
≤
√
m(A0) exp
[
α20
t1
2
− α0d(A0, A1)
]
· . . . · exp
[
α2n−2
tn−1 − tn−2
2
− αn−2d(An−1, An−2)
]
· exp
[
α2n−1
tn − tn−1
2
]
· ‖e−αn−1ωn−11An‖L2
3.2
≤
√
m(A0)
√
m(An) exp
[ n−1∑
i=0
α
ti+1−ti
2
i − αi d(Ai, Ai+1)
]
As in the proof of corollary 3.4 we minimise all α0, . . . , αn−1, and thus get the desired estimate
P(X. ∈ A∆) ≤
√
m(A0)
√
m(An) exp
[
−
1
2
n−1∑
i=0
d2(Ai, Ai+1)
ti+1 − ti
]
.
4 Short–time Behaviour Controlled by the Energy of Curves
Once again we recall some notation. (Xt)t≥0 denotes the Markov process on the probability space
(Ω,P) associated with the Dirichlet form E and Xst = Xs·t, t ∈ [0, 1], s > 0, the time–scaled
process. For simplicity we assume Ω = C([0, 1],X ) and Xt(ω) = ω(t). Let P
s be the probability
measure defined by Ps(Xt ∈ ·) = P(Xs·t ∈ ·). If ∆ = {0 = t0 < t1 < . . . < tn−1 < tn = 1} is a
partition of the unit interval [0, 1], then we denote by Π∆ the projection of a function to their
values at t0, t1, . . . , tn. As before for a (n+ 1)–tuple A = (A0, A1, . . . , An+1) ∈ X
n+1 we set
A∆ = Π
−1
∆ (A) =
{
γ : [0, 1]→ X continuous | Π∆(γ) ∈ A
}
.
In this section we assume X to be pre–compact.
6
4.1 Short–time Behaviour of Finite Dimensional Distribution
First of all we want to control the short–time behaviour of the finite dimensional distributions
of Xt by a discretization of the energy functional. In our framework this energy functional is
defined as follows.
Definition 4.1 Let γ : [0, t] → X be a continuous curve in X . Then for a partition ∆ the
discretized energy functional H∆ of γ is defined by
H∆(γ) =
1
2
n−1∑
i=0
d2(γ(ti), γ(ti+1))
ti+1 − ti
. (4.1)
Now we are able to formulate the main theorem of this subsection.
Theorem 4.2 Under the above conditions, we get
lim sup
s→0
s logPs(X· ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ). (4.2)
Proof:
By theorem (3.1) we have
Ps(X. ∈ A∆) ≤
√
m(A0)
√
m(An) exp
(
−
1
2s
n−1∑
i=0
d2(Ai, Ai+1)
ti+1 − ti
)
. (4.3)
Step 1:
For every ε > 0 we want to show the following estimate for the subset A = (A,B,C) ∈ X 3
lim sup
s→0
s log Ps(X· ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ) + ε.
For this we first assume diam(B) ≤ δ = δ(ε) (diam(B) = sup{d(x, y) : x, y ∈ B}). Without
loss of generality we may assume d(A,B) <∞ and d(B,C) <∞, otherwise with theorem (3.1)
we would get
Ps(X· ∈ A∆) ≤
√
m(A)
√
m(C) exp
(
−
1
s
(
d(A,B) + d(B,C)
))
= 0
and hence apparently (4.2).
For m–a.e. b∗ ∈ B we have
• d(A,B) ≥ d(A, b∗)− δ and d2(A,B) ≥ d2(A, b∗)− 2δd(A, b∗)
• d(B,C) ≥ d(b∗, C)− δ and d2(B,C) ≥ d2(b∗, C)− 2δd(b∗, C)
and hence
d2(A,B)
t1 − t0
+
d2(B,C)
t2 − t1
≥
d2(A, b∗)
t1 − t0
+
d2(b∗, C)
t2 − t1
− 2δ
[
d(A, b∗)
t1 − t0
+
d(b∗, C)
t2 − t1
]
≥
d2(A, b∗)
t1 − t0
+
d2(b∗, C)
t2 − t1
− 2δ
[
d(A,B)
t1 − t0
+
d(B,C)
t2 − t1
+
δ(t2 − t0)
(t1 − t0)(t2 − t0)
]
7
Since this is true for m–a.e. b∗ ∈ B and d(A,B) as well as d(B,C) are finite, we can choose
δ = δ(ε) appropriately to get the expected connection between the discretized energy functional
and the finite dimensional distributions:
Ps(X. ∈ A∆) ≤
√
m(A)
√
m(C) exp
(
−
1
2s
[
d2(A,B)
t1 − t0
+
d2(B,C)
t2 − t1
])
(4.4)
≤
√
m(A)
√
m(C) exp
(
−
1
2s
essinf
b∈B
{d2(A, b)
t1 − t0
+
d2(b, C)
t2 − t1
}
+ ε
)
≤
√
m(A)
√
m(C) exp
(
−
1
s
inf
γ∈A∆
H∆(γ)
)
exp
(ε
s
)
respectively
lim
s→0
s logPs(X. ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ) + ε. (4.5)
From now on let B be pre–compact, i.e. for all δ > 0 there exists a natural number N and a
family B(1), B(2), . . . , B(N) of subsets of X , such that B is contained in the union of the family
and such that diam(B(i)) ≤ δ holds for each B(i) in the family. Therefore we get the estimates
(4.4) and (4.5), respectively, for each i ∈ {1, 2, . . . , N} and for m–a.e. b(i) ∈ B(i).
Ps(X. ∈ A∆) ≤
N∑
i=1
P(Xs·t0 ∈ A,Xs·t1 ∈ B
(i),Xs·t2 ∈ C)
≤
√
m(A)
√
m(C)
N∑
i=1
exp
(
−
1
2s
(d2(A,B(i))
t1 − t0
+
d2(B(i), C)
t2 − t1
))
≤
√
m(A)
√
m(C)N exp
(
−
1
2s
inf
i∈{1,2,...,N}
{d2(A,B(i))
t1 − t0
+
d2(B(i), C)
t2 − t1
})
≤
√
m(A)
√
m(C)N exp
(
−
1
s
inf
γ∈A∆
H∆(γ)
)
· exp
(
δ
2s
max
i∈{1,2,...,N}
esssup
b(i)∈B(i)
{d(A, b(i))
t1 − t0
+
d(b(i), C)
t2 − t1
})
≤
√
m(A)
√
m(C)N exp
(
−
1
s
inf
γ∈A∆
H∆(γ)
)
· exp
(
δ
2s
(d(A,B)
t1 − t0
+
d(B,C)
t2 − t1
+ diam(B)
t2 − t0
(t1 − t0)(t2 − t1)
))
.
As before we can choose δ = δ(ε) appropriately to get
lim
s→0
s logPs(X. ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ) + ε.
Remark 4.3 This is the first time we need some more assumptions on the underlaying space
X , namely that all subsets of X are pre–compact.
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Step 2:
Now we are looking at the n + 1–tuple A = (A0, A1, . . . , An+1) ∈ X
n+1 assuming that all
the distances d(Ai, Ai+1), i ∈ {0, 1, . . . , n}, are finite and, as before, diam(Ai) ≤ δ, for i ∈
{1, 2, . . . , n− 1} and arbitrary δ > 0. Let ∆ = {0 = t0 < t1 < t2 < . . . < tn = 1} be a partition
of the unit interval [0, 1]. Then for m–a.e. ai ∈ Ai the following three types of estimates are
satisfied:
(i) d(A0, A1) ≥ d(A0, a1)− δ and d
2(A0, A1) ≥ d
2(A0, a1)− 2δd(A0, a1)
(ii) d(An, An+1) ≥ d(an, An+1)− δ and d
2(An, An+1) ≥ d
2(an, An+1)− 2δd(an, An+1)
(iii) d(Ai, Ai+1) ≥ d(ai, ai+1)− 2δ and d
2(Ai, Ai+1) ≥ d
2(ai, ai+1)− 4δd(ai, ai+1)
∀i = 1, . . . , n− 1.
So we get the estimate
d2(A0, A1)
t1 − t0
+
n−1∑
i=1
d2(Ai, Ai+1)
ti+1 − ti
+
d2(An, An+1)
tn+1 − tn
≥ min
ai∈Ai, i∈{1,2,...,n}
{
d2(A0, a1)
t1 − t0
+
n−1∑
i=1
d2(ai, ai+1)
ti+1 − ti
+
d2(an, An+1)
tn+1 − tn
−2δ
(
d(A0, a1)
t1 − t0
+
n−1∑
i=1
2d(ai, ai+1)
ti+1 − ti
+
d(an, An+1)
tn+1 − tn
)}
≥ min
ai∈Ai, i∈{1,2,...,n}
{
d2(A0, a1)
t1 − t0
+
n−1∑
i=1
d2(ai, ai+1)
ti+1 − ti
+
d2(an, An+1)
tn+1 − tn
}
−2δ
(
d(A0, A1)
t1 − t0
+
n−1∑
i=1
2d(Ai, Ai+1)
ti+1 − ti
+
d(An, An+1)
tn+1 − tn
)
−2δ2
(
1
t1 − t0
+
n−1∑
i=1
4
ti − ti+1
+
1
tn+1 − tn
)
.
Since the distances d(Ai, Ai+1) are all finite by assumption, δ = δ(ε) can be chosen appropriately
in dependency on ε such that:
Ps(X· ∈ A∆) = P(Xs·t0 ∈ A0,Xs·t1 ∈ A1, . . . ,Xs·tn+1 ∈ An+1) (4.6)
≤
√
m(A0)
√
m(An+1) exp
[
−
1
2s
(
d2(A0, A1)
t1 − t0
+
n−1∑
i=1
d2(Ai, Ai+1)
ti+1 − ti
+
d2(An, An+1)
tn+1 − tn
)]
≤
√
m(A0)
√
m(An+1) exp
[
−
1
s
inf
γ∈A∆
H∆(γ) +
ε
s
]
and hence
lim
s→0
s logPs(X· ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ) + ε.
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To relax the assumption on Ai, i ∈ {1, 2, . . . , n}, that all of the subsets Ai ⊂ X have to be of
diameter smaller then δ, let each Ai be pre–compact. That is for all δ > 0 there exist natural
numbers N1, N2, . . . , Nn and families B
(j)
i of subsets of X , i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , Ni},
such that for each i the family B
(j)
i , j ∈ {1, 2, . . . , Ni}, is a finite cover of Bi
With the previous estimates we have
Ps(X· ∈ A∆)
≤
N1∑
ji=1
N2∑
j2=1
. . .
Nn∑
jn=1
Ps(Xt0 ∈ A0,Xt1 ∈ A
(j1)
1 ,Xt2 ∈ A
(j2)
2 , . . . ,Xtn ∈ A
(jn)
n ,Xtn+1 ∈ An+1)
≤
√
m(A0)
√
m(An+1)
N1∑
ji=1
N2∑
j2=1
. . .
Nn∑
jn=1
exp
[
−
1
2s
(
d2(A0, A
(j1)
1 )
t1 − t0
+
+
n−1∑
i=1
d2(A
(ji)
i , A
(ji+1)
i+1 )
ti+1 − t1
+
d2(A
(in)
n , An+1)
tn+1 − tn
)]
≤
√
m(A0)
√
m(An+1) N1 ·N2 · . . . ·Nn
· exp
[
−
1
2s
min
A
(j1)
1 ,A
(j2)
2 ,...,A
(jn)
n
{
d2(A0, A
(j1)
1 )
t1 − t0
+
n−1∑
i=1
d2(A
(ji)
i , A
(ji+1)
i+1 )
ti+1 − t1
+
d2(A
(in)
n , An+1)
tn+1 − tn
}]
≤
√
m(A0)
√
m(An+1) N1 ·N2 · . . . ·Nn · exp
[
−
1
s
inf
γ∈A∆
H∆(γ)
]
· exp
[
max
A
(j1)
1 ,A
(j2)
2 ,...,A
(jn)
n
{
δ
s
(d(A0, A1)
t1 − t0
+
n−1∑
i=1
2d(Ai, Ai+1)
ti+1 − ti
+
d(An, An+1)
tn+1 − tn
)}]
· exp
[
δ2
s
( 1
t1 − t0
+
n−1∑
i=1
4
ti+1 − ti
+
1
tn+1 − tn
)]
≤
√
m(A0)
√
m(An+1) N1 ·N2 · . . . ·Nn · exp
[
−
1
s
inf
γ∈A∆
H∆(γ)
]
· exp
[
δ
s
(d(A0, A1)
t1 − t0
+
n−1∑
i=1
2d(Ai, Ai+1)
ti+1 − ti
+
d(An, An+1)
tn+1 − tn
+ 3
n−1∑
i=1
diam(Ai)
)]
· exp
[
δ2
s
( 1
t1 − t0
+
n−1∑
i=1
4
ti+1 − ti
+
1
tn+1 − tn
)]
≤
√
m(A0)
√
m(An+1) N1 ·N2 · . . . ·Nn · exp
[
−
1
s
inf
γ∈A∆
H∆(γ) +
ε
s
]
,
after a appropriate choice of δ(ε). (We can choose δ in such a way, because all subsets Ai for
i ∈ {1, 2, . . . , n} are pre–compact and hence diam(Ai) is finite.) Here minA(j1)1 ,A
(j2)
2 ,...,A
(jn)
n
means
that we minimize for each i over all possible A
(ji)
i , j ∈ {1, 2, . . . , Ni}. Hence for each ε > 0 the
following inequality holds:
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lim
s→0
s logPs(X· ∈ A∆) ≤ − inf
γ∈A∆
H∆(γ) + ε. (4.7)
As the estimate 4.7 is true for all ε > 0 the theorem 3.1 is proven.
4.2 Short–time behaviour of the Markov process
Until now we described the asymptotic short–time behaviour of the finite dimensional distribu-
tions of the Markov process Xt associated with the Dirichlet form E via the discretized Energy
functional H∆. In the following we want to lift up this results to an estimate of the short–time
behaviour of the law of Xt itself. For this we will apply a version of the theorem of Dawson–
Ga¨rtner. This yields the weak Large Deviation Principle (LDP) in a space Y as a consequence
of the LDP’s in Yi, where Y is the projective limit of the projective system Yi.
To formulate the theorem of Dawson–Ga¨rtner precisely we have to recall some well known
concepts. We mention that a LDP describes the asymptotic behaviour, as ε→∞, of a family of
probability measures {µε} on (Ω,B) in terms of a rate function, where a rate function is defined
as follows.
Definition 4.4 A function I : Ω→ [0,∞] is called a rate function if it is lower semi–continuous.
We say that a function I : Ω→ [0,∞] is a good rate function, if I is lower semi–continuous and
for all α ∈ [0,∞) the level sets ψI(α) = {x ∈ Ω : I(x) ≤ α} are compact subsets of Ω.
For any set Γ, Γ denotes the closure of Γ and Γ◦ the interior of Γ. Then we say
Definition 4.5 The family {µε} of probability measures satisfies the LDP with good rate func-
tion I if, for all subsets Γ ∈ B,
− inf
ω∈Γ◦
I(ω) ≤ lim inf
ε→0
ε log µε(Γ) ≤ lim sup
ε→0
ε log µε(Γ) ≤ − inf
ω∈Γ
I(ω).
The infimum of a function over an empty set is interpreted as ∞.
There is an other weaker form of a LDP where the upper bound is proven only for compact sets.
Definition 4.6 A family of probability measures {µε} is said to satisfy the weak LDP with rate
function I if the upper bound
lim sup
ε→0
ε log µε(Γ) ≤ −α (4.8)
holds for all α < ∞ and all compact subsets Γ of the complement of level sets ψI(α)
C and the
lower bound
lim inf
ε→0
ε log µε(Γ) ≥ −I(x) (4.9)
holds for any x ∈ {y : I(y) <∞} and all measurable Γ with x ∈ Γ◦.
Let J be a partial ordered set and {(Yj , pij)}i≤j∈N be a projective system, i.e. {Yj}j∈J is a family
of Hausdorff topological spaces and the continuous maps pij : Yj → Yi satisfy pik = pij ◦ pjk for
all i ≤ j ≤ k. Let Y = lim
←−
Yj be the projective limit of this system, that is Y consists of all the
elements y = (yj)j∈J for which yi = pij(yj) whenever i < j. Then the statement of the theorem
of Dawson–Ga¨rtner reads as
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Theorem 4.7 (Dawson–Ga¨rtner) (cf. [3])
Let {µε} be a family of probability measures on Y. Assume that, for each j ∈ J , the family of
push–forward measures {pj∗µε} on Yj satisfy the LDP with good rate function Ij : Yj → [0,∞].
Then the family {µε} satisfies the LDP on Y with good rate function I : Y → [0,∞] given by
I(y) = sup
j∈J
{Ij(pj(y))}, y ∈ Y.
Remark 4.8 For the lower bound it is not necessary to assume the functional I to be a good
rate function, i.e. we do not have to assume that all the level sets are compact. On the other
hand for the upper bound it is crucial assumption that they are all compact.
To abolish having not a good rate function we can formulate the following corollary
Corollary 4.9 Let {µε} be a family of probability measures on Y. Assume that, for each j ∈ J ,
the family of push–forward measures {pj∗µε} on Yj satisfy the weak LDP with rate function
Ij : Yj → [0,∞]. Then the family {µε} satisfies the weak LDP on Y with rate function I : Y →
[0,∞] given by
I(y) = sup
j∈J
{Ij(pj(y))}, y ∈ Y.
Proof: The proof works most like the proof of the theorem (4.7) of Dawson and Ga¨rtner, for
the lower bound it is exactly the same. For the upper bound first we get ψIi(α) = pij (ψIi(α))
for all i < j because all of the level sets ψIj(α) of Ij are closed subsets of Yj . Hence we get
ψI(α) = lim
←−
ψIj (α),
and ψI(α) as the projective limit of closed sets is itself a closed subset of Y.
Now we take a compact subset Γ ⊂ Y and consider the projections Γj := pj(Γ), since pj : Y → Yj
is continuous this sets are also compact and we get
Γ = lim
←−
Γj
and consequently
Γ ∩ ψI(α) = lim
←−
(
Γj ∩ ψIj(α)
)
.
For all α > 0 and all compact subsets Γ of ψI(α)
C (i.e. Γ∩ ψI(α) = ∅) we have Γj ∩ ψIj(α) = ∅
for some j ∈ J (cf. theorem B.4 in ([3])). Thus we get
lim sup
ε→0
ε log µε(Γ) ≤ lim sup
ε→0
ε log µε ◦ p
−1
j (Γj) ≤ −α.
Now we come back to the situation of the previous sections. Xt, t ≥ 0, is the Markov process
on a probability space (Ω,P) associated with the Dirichlet form (E ,D) where D ⊂ L2(X ,m).
As before, we assume Ω = C([0, 1],X ). Then Ps is the distribution of the time–scaled Markov
process Xs· where X
s
t = Xs·t for t ∈ [0, 1], s ≥ 0. That is P
s(Xt ∈ ·) = P(Xs·t ∈ ·). Let
J =
∞⋃
n=0
{∆n : ∆n = {0 = t0 < t1 < . . . < tn = 1} partition of [0, 1]},
be the union of all partitions ∆n of the unit interval [0, 1]. A partial ordering on J is induced
by inclusion.
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It is a well known fact, that the family of finite dimensional distributions {Π∆∗µ} of a stochastic
process X on a probability space (Ω,A, µ) with values in (E,B) together with Π∆ form a
projective system, here Π∆is the projection of functions onto their values at the time instances
t1, t2, . . . , tn of ∆.
We have seen in the last section in theorem (3.1), that the family of finite dimensional distribution
{Ps∗Π∆} of the time–scaled Markov process X
s
t associated to the Dirichlet form E satisfies the
upper estimate of the weak LDP with good rate function H∆, whereH∆ is the discretized energy
functional as defined in (4.1). According to the discussion preceding we can apply corollary 4.9.
Then we get, that {Ps} satisfies the upper estimate of the weak LDP with good rate function
H(γ) = sup
∆∈J
H∆(γ), (4.10)
for a continuous function γ : [0, 1]→ X .
Remark 4.10 If we take a refinement ∆˜ = {0 = t0 < t1 < . . . < ti < r < ti+1 < . . . < tn = 1}
of a partition ∆ = {0 = t0 < t1 < . . . < ti < ti+1 < . . . < tn = 1} of the unit interval, it is easy
to see H∆ < He∆, because
d2(γti , γti+1)
ti+1 − ti
≤
[
d(γti , γr) + d(γr, γti+1)
]2
ti+1 − ti
≤
1
ti+1 − ti
[
ti+1 − ti
r − ti
d2(γti − γr) +
ti+1 − ti
ti+1 − r
d2(γr − γti+1)
]
=
d2(γti , γr)
r − ti
+
d2(γr, γti+1)
ti+1 − r
.
We use (a+ b)2 ≤ (1 + λ)a2 + (1 + 1λ)b
2.
In the following we want to get a more explicit expression for the energy H. For this we consider
absolutely continuous curves γ ∈ AC2([0, 1],X ) with finite 2-energy. This are curves for which
exists m ∈ L2([0, 1]) such that
d(γ(s), γ(t)) ≤
∫ t
s
m(r)dr ∀s, t ∈ [0, 1], s ≤ t. (4.11)
This curves have the property to be differentiable (in the metric sense) a.e.. To be more precise
the following theorem (cf. [1]) holds
Theorem 4.11 Let γ ∈ AC2([0, 1],X ). Then for Lebesgue-a.e. t ∈ [0, 1] there exists the limit
|γ˙|(t) := lim
h→0
d(γ(t), γ(t + h))
|h|
. (4.12)
Furthermore |γ˙| ∈ L2 and we know d(γ(s), γ(t)) ≤
∫ t
s |γ˙|(r)dr. Moreover |γ˙|(t) ≤ m(t) for
Lebesgue-a.e. t ∈ [0, 1], for all m such that (4.11) holds.
Now we are able to formulate following lemma
Lemma 4.12 For all γ ∈ Ω we define
H˜(γ) :=
{
1
2
∫ 1
0 |γ˙|
2(r)dr , ifγ ∈ AC2([0, 1],X )
∞ , else.
(4.13)
Then H(γ) ≤ H˜(γ).
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Proof: (i): γ 6∈ AC2 =⇒ H(γ) ≤ H˜(γ) =∞. X
(ii): γ ∈ AC2: Let ∆n = {0 = t0 < t1 < . . . < tn = 1} be an arbitrary partition, then
1
2
n−1∑
i=0
d2(γ(ti), γ(ti+1))
ti+1 − ti
=
1
2
n−1∑
i=0
(ti+1 − ti)
(
d(γ(ti), γ(ti+1))
ti+1 − ti
)2
≤
1
2
n−1∑
i=0
(ti+1 − ti)
−1
(∫ ti+1
ti
|γ˙|(r)dr
)2
≤
1
2
n−1∑
i=0
∫ ti+1
ti
|γ˙|2(r)dr =
1
2
∫ 1
0
|γ˙|2(r)dr = H˜(γ).
Since this holds true for all partitions we get H(γ) ≤ H˜(γ).
The next goal is to prove equality in the conclusion of lemma 4.12, namely
Theorem 4.13 Let γ ∈ Ω and H(γ) and H˜(γ) defined as above. Then
H(γ) = H˜(γ).
Proof: It remains to show H˜(γ) ≤ H(γ). First of all we observe that if γ /∈ AC2 then
sup∆n
∑n−1
i=0 d(γ(ti), γ(ti+1)) = ∞ and hence also sup∆n
∑n−1
i=0
d2(γ(ti),γ(ti+1))
ti+1−ti
= ∞. Conse-
quently we know H˜(γ) =∞ = H(γ) for all γ /∈ AC2.
On the other hand if γ ∈ AC2 we see sup∆n
∑n−1
i=0 d(γ(ti), γ(ti+1)) ≤ sup∆n
∫ 1
0 m(r) <∞ where
m is a L2 function (cf. (4.11)). So in the following considerations it is adequate only to take
care about continuous curves γ with finite length.
For such a γ we define the discrete measure
νN :=
N−1∑
i=0
d
(
γ
(
i
N
)
, γ
(
i+ 1
N
))
.
This bounded monotone sequence converges up to subsequences to a measure ν for N → ∞.
Further we know
d(γ(s), γ(t)) ≤ νN ([s, t]) for all 0 ≤ s ≤ t ≤ 1 and s, t ∈
{
0,
1
N
, . . . ,
N − 1
N
, 1
}
.
Passing to the limit yields
d(γ(s), γ(t)) ≤ ν([s, t]) for all 0 ≤ s ≤ t ≤ 1. (4.14)
Consider
E(ν|µ) :=
{ ∫ 1
0 |
d ν
dµ |
2dµ , if ν ≪ µ
∞ , else.
(4.15)
This is a joint semicontinuous functional.
Let
µN :=
N−1∑
i=0
1
N
δi/N ⇀ µ
where µ is the Lebesgue measure on [0, 1]. Then
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E(νN |µN ) =
∫ 1
0
|
d νN
dµN
|2dµN =
N−1∑
i=0
d2
(
γ
(
i
N
)
, γ
(
i+1
N
))
1/N
≤ sup
∆n
n−1∑
i=0
d2(γ(ti), γ(ti+1))
ti+1 − ti
= 2H(γ).
So if H(γ) <∞ then also E(ν|µ) <∞ and therefore ν is absolutely continuous with respect to
the Lebesgue measure µ. To be more precise ν = f µ with ||f ||2 ≤
√
2H(γ).
Together with (4.14) we see
d(γ(s), γ(t)) ≤ ν([s, t]) =
∫ t
s
f(r)dr.
Then theorem 4.11 yields |γ˙|r ≤ f(r) for Lebesgue-a.e. r ∈ [0, 1]. Hence we get for γ ∈ AC
2
∫ 1
0
|γ˙|2rdr ≤
∫ 1
0
f(r)2dr ≤
∫ 1
0
sup
∆n
n−1∑
i=0
d2(γ(ti), γ(ti+1))
ti+1 − ti
dr = 2H(γ).
The argument of the last proof was communicated to us by Professor L. Ambrosio.
Now we are able to state our main theorem
Theorem 4.14 For all α > 0 and all compact subsets Γ of {γ : H˜(γ) > α} the following holds
lim sup
s→0
s logPs(X· ∈ Γ) ≤ −α.
5 Application to Wasserstein Diffusion
At the end we want to present an application of our work to the Wasserstein diffusion as it is
introduced in [7]. The Wasserstein diffusion can be regarded as a stochastic perturbation of the
heat flow on P([0, 1]), the space of probability measures on the unit interval.
To be more precise in [7] it is constructed a probability measure Pβ on P([0, 1]) formally given
as
dPβ(µ) =
1
Zβ
e−βEnt(µ)dP(µ),
here P is a ’uniform distribution’ on P([0, 1]), β > 0, Zβ a normalization constant and Ent the
relative entropy. One important result in [7] is that the Wasserstein Dirichlet form
E(u, u) =
∫
P
‖Du(µ)‖2L2(µ)dP
β
is a strongly local, regular, recurrent Dirichlet form on L2(P([0, 1]),Pβ ). Hence there exists a
strong Markov process ((µt)t≥0,P
β) on P([0, 1]) associated with the Dirichlet form E. (µt)t≥0
is called Wasserstein diffusion. It is also shown in [7] that the intrinsic metric for the Dirichlet
form E is the L2–Wasserstein distance dW .
If Pα,β denotes the law of the rescaled process (µα·t)t∈[0,1], α ≥ 0, then theorem (4.14) reads as
Theorem 5.1 For all κ and all compact subsets Γ of {µ ∈ C([0, 1],P([0, 1])) : H˜(µ) > κ} we
have
lim sup
α→0
α log Pα,β(µ· ∈ Γ) ≤ −κ
where
H˜(ν) =
{
1
2
∫ 1
0 |ν˙|
2(t)dt ,if ν ∈ AC2
(
(P([0, 1]), dW )
)
∞ ,else.
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There is an other interesting point of view. If we make use of the representation of probability
measures by their inverse distribution functions we can regard the Wasserstein diffusion µt as
a process gt on G, the space of non–decreasing functions from [0, 1] into itself. In particular,
the map χ : P([0, 1]) → G, which assigns to each probability measure µt ∈ P([0, 1]) its inverse
distribution function
gt(s) = inf{a ∈ [0, 1] : µt([0, a]) > s}
with inf ∅ = 1, establishes an isometry between (P([0, 1]), dW ) and (G, ‖ · ‖L2). Here the L
2–
distance on G is defined as usual
‖g − h‖L2 =
(∫ 1
0
|g(s)− h(s)|2ds
)1/2
.
Thus we have the equality
dW (µt1 , µt2) = ‖gt1 − gt2‖L2 .
As mentioned above via this construction we have a process gt = gµt on G with associated
probability measure Qβ. The asymptotic for the time–scaled process gt·α is then given by the
following theorem
Theorem 5.2 For all κ and all compact subsets Γ of {g ∈ C([0, 1],G) : H˜(g) > κ} we have
lim sup
α→0
α logQαβ(g· ∈ Γ) ≤ −κ,
where
H˜(h) =
{
1
2
∫ 1
0
∫ 1
0 |∂tht(s)|
2dt ds ,if h ∈ AC2((G, ‖ · ‖L2))
∞ ,else.
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