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FULLY NONLINEAR ELLIPTIC AND PARABOLIC
EQUATIONS IN WEIGHTED AND MIXED-NORM
SOBOLEV SPACES
HONGJIE DONG AND N.V. KRYLOV
Abstract. We prove weighted and mixed-norm Sobolev estimates for
fully nonlinear elliptic and parabolic equations in the whole space under
a relaxed convexity condition with almost VMO dependence on space-
time variables. The corresponding interior and boundary estimates are
also obtained.
1. Introduction
The goal of this paper is to establish weighted and mixed-norm Sobolev
estimates for fully nonlinear second-order elliptic and parabolic equations
with almost VMO dependence on space-time variables, under a relaxed con-
vexity condition. The interest in results concerning equations in spaces with
mixed Sobolev norms arises, for example, when one wants to have better reg-
ularity of traces of solutions of parabolic equations for each time slice while
treating linear or nonlinear equations.
The usual Sobolev space theories of linear elliptic and parabolic equations
with continuous main coefficients has long and rich history reflected in lots
of papers and books. In early nineties Chiarenza, Frasca, and Longo, and
Bramanti and Cerutti discovered a way which allows main coefficients to be
almost in VMO rather than continuous. Their approach was also continued
in quite a few papers and books. As the previous theory, this approach is
based on the theory of singular integrals or its versions and explicit integral
representation of solutions of model equations. The same approach also
works for equations with sufficiently regular coefficients in Sobolev spaces
with Muckenhoupt Ap-weights, as is shown, for instance, in [3] and the
references therein. About ten years ago a different approach was suggested
based on the Fefferman-Stein theorem in place of the theory of singular
integrals. This approach is more flexible and applies to nonlinear equations
as well as to linear ones and does not require any explicit representation of
solutions in any model case. For instance, it allowed the authors of [5, 6]
to generalize the results of the type in [3] to a large extent to a very wide
range of equations with almost VMO coefficients and, in addition, also derive
mixed norms estimates with Ap-weights.
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Our goal is to prove similar results for fully nonlinear equations.
Let Rd be the d-dimensional Euclidean space of points x = (x1, . . . , xd)
and S be the set of d×d symmetric matrices. For δ ∈ (0, 1), by Sδ we denote
the subset of S consisting of matrices whose eigenvalues are between δ and
δ−1. We are interested in elliptic operators in the form
F [u] := F (D2u, x),
where F = F (u′′, x), u′′ ∈ S, x ∈ Rd, is a given function, as well as the
corresponding parabolic operators in the form
∂tu+ F [u] := ∂tu+ F (D
2u, t, x).
Here and everywhere below
D2u = (Diju), Du = (Diu), Di =
∂
∂xi
, Dij = DiDj, ∂t =
∂
∂t
.
Under the assumption that F is Lipschitz continuous with respect to u′′,
F (0, x) = 0, F is almost convex in u′′ and almost VMO in x for large
values of |u′′|, we obtain weighted Sobolev estimates in the whole space with
Muckenhoupt Ap-weights. See Section 3 and Theorem 3.10 for more precise
assumptions and the result. By using a powerful extrapolation theorem due
to J. L. Rubio de Francia [18], we then derive mixed-norm Sobolev estimates
in the whole space under some additional conditions. See Theorem 3.15. For
operators F which are positive homogeneous of degree one with respect to u′′,
we prove a local mixed-norm estimate. See Theorem 3.23. We also consider
fully nonlinear elliptic equations in half spaces, and prove estimates near the
boundary with Ap-weights on R
d
+ and, as a typical example, weights which
are powers of the distance to the boundary. See Sections 4 and 5. The
corresponding estimates for parabolic equations in the whole space, half
spaces, balls, and half balls are also established in Sections 6 and 7. It is
worth noting that one can also consider operators F with lower order terms.
However, in order not to overburden this paper, we only consider operators
which depends only on D2u and x (and also t in the parabolic case).
Our proofs of weighted estimates are based on mean oscillation estimates
proved earlier in [12, 15], the Hardy-Littlewood maximal function theorem,
and a local version of the Fefferman-Stein sharp functions theorem with Ap-
weights, which is one of our main results and is stated in Corollary 2.10
below. Such local version of the Fefferman-Stein sharp functions theorem
allows us to derive estimates without relying on a partition of unity argu-
ment, which is not applicable to general fully nonlinear operators. The key
ingredients in the proof of mean oscillation estimates in [12, 15] are the
Evans-Krylov theorem and a W 2ε estimate for equations with measurable
coefficients, which is originally due to F.H. Lin [17]. For mixed-norm esti-
mates, we follow the argument in [5] by using a generalized extrapolation
theorem, Theorem 8.1, in the spirit of J. L. Rubio de Francia [18].
The interior (usual) W 2p estimates for fully nonlinear elliptic equations
were derived in [2], basically, under the convexity assumption on F with
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respect to u′′ and almost continuity assumption with respect to x. In [19]
global estimates were obtained under the same kind of assumption. These
results were obtained by using the theory of viscosity solutions. The same
theory applied in [4] to parabolic case yields similar results under similar
assumptions as in the elliptic case.
For elliptic Bellman’s equations with VMO dependence on the indepen-
dent variables the interior W 2p estimates were first obtained in [14].
Later, boundary and similar estimates for parabolic equations, as well as a
solvability result, were obtained in [7]. The relaxed convexity and VMO con-
ditions (Assumptions 3.1 and 5.1) in the current paper are adopted from [12],
in which the existence of W 2p solutions for fully nonlinear elliptic equations
in domains was proved. See also [15] for a result for parabolic equations.
This paper is a continuation of this line of research in the weighted and
mixed-norm settings. For other relevant results in the literature, we refer
the reader to [14, 7, 12, 15] and a recent book [16] by the second named
author.
The remaining part of the paper is organized as follows. In the next
section, we recall some definitions and facts from Chapter 3 of [11] and
prove a local version of the Fefferman-Stein sharp function theorem. We
consider elliptic equations in the whole space and in balls in Section 3, and
in half spaces and in half balls in Sections 4 and 5. In Sections 6 and 7, we
prove analogous results for parabolic equations. In the appendix, we state
and prove a generalized extrapolation theorem, Theorem 8.1.
2. Partitions and sharp functions
For reader’s convenience, we first recall some definitions and facts from
Chapter 3 of [11]. Let (Ω,F , µ) be a complete measure space with a σ-finite
measure µ, such that
µ(Ω) =∞.
Let F0 be the subset of F consisting of all sets A such that µ(A) <∞. By
L we denote a fixed dense subset of L1(Ω) = L1(Ω,F , µ). For any A ∈ F
we set
|A| = µ(A).
For A ∈ F0 and functions f summable on A we use the notation
fA = –
∫
A
f µ(dx) :=
1
|A|
∫
A
f(x)µ(dx)
(
0
0
:= 0
)
for the average value of f over A. We write f ∈ L1,loc(Ω) if fIA ∈ L1(Ω) for
any A ∈ F0.
Definition 2.1. Let Z = {n : n = 0,±1,±2, . . .} and let (Cn, n ∈ Z) be a
sequence of partitions of Ω each consisting of countably many disjoint sets
C ∈ Cn and such that Cn ⊂ F0 for each n. For each x ∈ Ω and n ∈ Z there
exists (a unique) C ∈ Cn such that x ∈ C. We denote this C by Cn(x).
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We call the sequence (Cn, n ∈ Z) a filtration of partitions if the following
conditions are satisfied.
(i) The elements of partitions are “large” for big negative n’s and “small”
for big positive n’s:
inf
C∈Cn
|C| → ∞ as n→ −∞, lim
n→∞
fCn(x) = f(x) (a.e.) ∀f ∈ L.
(ii) The partitions are nested: for each n and C ∈ Cn there is a (unique)
C ′ ∈ Cn−1 such that C ⊂ C ′.
(iii) The following regularity property holds: for any n, C, and C ′ as in
(ii) we have
|C ′| ≤ N0|C|,
where N0 is a constant independent of n,C,C
′.
We set
C∞ =
⋃
n
Cn.
Definition 2.2. Let Cn, n ∈ Z, be a filtration of partitions of Ω.
(i) Let τ = τ(x) be a function on Ω with values in {∞, 0,±1,±2, . . .}. We
call τ a stopping time (relative to the filtration) if, for each n = 0,±1,±2, . . .,
the set
{x : τ(x) = n}
is either empty or else is the union of some elements of Cn.
(ii) For a function f ∈ L1,loc(Ω) and n ∈ Z, we denote
f|n(x) = –
∫
Cn(x)
f(y)µ(dy).
If we are also given a stopping time τ , we let
f|τ (x) = f|τ(x)(x)
for those x for which τ(x) <∞ and f|τ (x) = f(x) otherwise.
The simplest example of a stopping time is given by τ(x) ≡ 0.
We are going to use the following simple properties of the objects intro-
duced above.
Lemma 2.3. Let Cn, n ∈ Z, be a filtration of partitions of Ω.
(i) Let f ∈ L1,loc(Ω), f ≥ 0, and let τ be a stopping time. Then∫
Ω
f|τ (x)Iτ<∞ µ(dx) =
∫
Ω
f(x)Iτ<∞ µ(dx), (2.1)
∫
Ω
f|τ (x)µ(dx) =
∫
Ω
f(x)µ(dx). (2.2)
(ii) Let g ∈ L1(Ω), g ≥ 0, and let λ > 0 be a constant. Then
τ(x) := inf{n : g|n(x) > λ} (inf ∅ :=∞) (2.3)
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is a stopping time. Furthermore, we have
0 ≤ g|τ (x)Iτ<∞ ≤ N0λ, |{x : τ(x) <∞}| ≤ λ−1
∫
Ω
g(x)Iτ<∞ µ(dx).
(2.4)
Define the maximal function of f by
Mf(x) = sup
n<∞
|f ||n(x),
so that Mf =M|f |.
Notice that Lemma 2.3 implies the following.
Corollary 2.4 (Maximal inequality). For λ > 0 and nonnegative g ∈
L1(Ω), the maximal inequality holds:
|{x :Mg(x) > λ}| ≤ λ−1
∫
Ω
g(x)IMg>λ µ(dx). (2.5)
Indeed, for τ as in (2.3), we have
{x :Mg(x) > λ} = {x : τ(x) <∞}.
Corollary 2.5. Let p ∈ (1,∞), g ∈ L1(Ω), g ≥ 0. Then
‖Mg‖Lp(Ω) ≤ q‖g‖Lp(Ω),
where q = p/(p − 1).
The following extends Corollary 2.5 to g ∈ Lp(Ω) .
Theorem 2.6. For any p ∈ (1,∞) and g ∈ Lp(Ω),
‖Mg‖Lp(Ω) ≤ q‖g‖Lp(Ω).
Let w = w(x) be a nonnegative function on Ω, such that χ(C) < ∞ for
any C ∈ C∞, where
χ(A) :=
∫
A
w µ(dx).
For β ∈ (0, 1], we say that w is of β-type if
χ(A)
χ(C)
≤ Nw,β |A|
β
|C|β
for any measurable A ⊂ C and C ∈ C∞, where Nw,β is a (finite) constant
independent of C and A.
Remark 2.7. In some of our applications Ω will be a linear metric space
with filtration of either dyadic standard or parabolic cubes and w will be
an Ap-weight with respect to the corresponding metric. One knows that in
such situations if w ∈ Ap and [w]p ≤ K0, where K0 is a constant, then w
is of β-type for an appropriate β and Nw,β both depending only on K0 and
the metric.
6 H. DONG AND N. V. KRYLOV
The following is a combination of Theorem 2.5 of [5] and Lemma 5.1 of
[14].
Lemma 2.8. Let γ ∈ (0, 1], v ∈ L1,loc(Ω), and let v|n → 0 as n → −∞
on Ω. Assume that |u| ≤ v and for any C ∈ C∞ there exists a measurable
function uC given on C such that |u| ≤ uC ≤ v on C and, for any x ∈ C(
–
∫
C
–
∫
C
∣∣uC(z)− uC(y)∣∣γ µ(dz)µ(dy))1/γ ≤ g(x) . (2.6)
Let w be of β-type. Then for any λ > 0 we have
χ
{
x :
∣∣u(x)∣∣ ≥ λ} ≤ Nw,βν−βλ−γβ
∫
Ω
gγβ(x)IMv(x)>αλ χ(dx), (2.7)
where α = (2N0)
−1 and ν = 1− 2−γ.
Proof. Obviously we may assume that u ≥ 0. Fix a λ > 0 and define
τ(x) = inf
{
n ∈ Z : v|n(x) > αλ
}
.
We know that τ is a stopping time and if τ(x) <∞, then
v|n(x) ≤ λ/2, ∀n ≤ τ(x).
We also know that v|n → v ≥ u (a.e.) as n →∞ (the Lebesgue differentia-
tion theorem). It follows that (a.e.){
x : u(x) ≥ λ} = {x : u(x) ≥ λ, τ(x) <∞}
=
{
x : u(x) ≥ λ, v|τ (x) ≤ λ/2
}
=
⋃
n∈Z
⋃
C∈Fτn
An(C),
where
An(C) :=
{
x ∈ C : u(x) ≥ λ, v|n(x) ≤ λ/2
}
,
and Fτn is the family of disjoint elements of Cn such that{
x : τ(x) = n
}
=
⋃
C∈Fτn
C.
Next, for each n ∈ Z and C ∈ Cn on the set An(C), if it is not empty, we
have v|n = vC and on An(C)
uγ − (vC)γ ≥ λγ(1− 2−γ) = νλγ .
We use this and the inequality |a − b|γ ≥ |a|γ − |b|γ and conclude that for
x ∈ An(C),
–
∫
C
∣∣uC(x)− uC(y)∣∣γ µ(dy) ≥ (uC(x))γ − –
∫
C
(
uC(y)
)γ
µ(dy)
≥ uγ(x)− –
∫
C
vγ(y)µ(dy) ≥ uγ(x)− (vC(x))γ ≥ νλγ ,
so that by Chebyshev’s inequality
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∣∣An(C)∣∣ ≤ ν−1λ−γ
∫
C
–
∫
C
∣∣uC(z) − uC(y)∣∣γ µ(dz)µ(dx).
It follows by assumption (2.6) that
∣∣An(C)∣∣
|C| ≤ ν
−1λ−γgγ(x)
for any x ∈ Ω. Since w is of β-type,
χ(An(C)) ≤ Nw,βν−βλ−γβgγβ(x)χ(C).
Since this holds for any x ∈ C,
χ(An(C)) ≤ Nw,βν−βλ−γβ
∫
C
gγβ(x)χ(dx).
Hence,
χ
{
x : u(x) ≥ λ} ≤ Nw,βν−βλ−γβ∑
n∈Z
∑
C∈Fτn
∫
C
gγβ χ(dx)
= Nw,βν
−βλ−γβ
∫
Ω
gγβIτ<∞ χ(dx).
It only remains to observe that {τ < ∞} = {Mv > αλ}. The lemma is
proved. 
Corollary 2.9. Under the assumption of Lemma 2.8, for any p > γβ,∫
Ω
|u|p χ(dx) ≤ N
(∫
Ω
|Mv|p χ(dx)
)(p−γβ)/p(∫
Ω
|g|p χ(dx)
)γβ/p
,
where N depends only on N0, Nw,β, p, β, and γ.
Indeed, by Lemma 2.8 and the Fubini theorem,∫
Ω
|u|p χ(dx) = p
∫ ∞
0
χ
{
x : |u(x)| ≥ λ}λp−1 dλ
≤ pNw,βν−β
∫ ∞
0
∫
Ω
gγβ(x)IMv(x)>αλλ
p−1−γβχ(dx) dλ
= pNw,βν
−β/(p − γβ)
∫
Ω
gγβ(x)(Mv(x)/α)p−γβ χ(dx).
To get the desired inequality, it only remains to apply Ho¨lder’s inequality.
For m ∈ Z introduce
u#γ,m(x) = sup
n≥m
sup
C∈Cn,
C∋x
(
–
∫
C
–
∫
C
|u(z)− u(y)|γµ(dz)µ(dy)
)1/γ
,
Mmv = sup
n≤m
v|n.
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Corollary 2.10. Take m ∈ Z. Assume that |u||n → 0 as n→ −∞, and let
w be of β-type. Then for any p > γβ,∫
Ω
|u|p χ(dx) ≤ NI(p−γβ)/pJγβ/p,
where
I =
∫
Ω
|Mu|p χ(dx),
J =
∫
Ω
(
u#γ,m +M1/γm (|u|γ)
)p
χ(dx),
and the constant N depends only on N0, Nw,β, p, β, and γ.
This obviously follows from Corollary 2.9 with uC = v = |u| since for
n ≤ m the left-hand side of (2.6) is less that 21/γM1/γm (vγ).
3. Elliptic case
In this Section, we study fully nonlinear elliptic equations in weighted and
mixed-norm Sobolev spaces. Set
Br(x) = {y ∈ Rd : |x− y| < r}, Br = Br(0).
Suppose that we are given a function F (u′′, x), u′′ ∈ S, x ∈ Rd. In our results
we will impose some of the following assumptions.
Assumption 3.1 (θ). (i) The function F is Lipschitz continuous with re-
spect to u′′ with Lipschitz constant KF and F (0, x) ≡ 0.
There exist R0 ∈ (0, 1] and τ0 ∈ [0,∞) such that, if r ∈ (0, R0] and
z ∈ Rd, then one can find a convex function F¯ (u′′) = F¯z,r(u′′) (independent
of x) for which
(ii) We have F¯ (0) = 0 and D
u
′′ F¯ ∈ Sδ at all points of differentiability of
F¯ ;
(iii) For any u′′ ∈ S with |u′′| = 1, we have∫
Br(z)
sup
τ>τ0
τ−1
∣∣F (τu′′, x) − F¯ (τu′′)∣∣ dx ≤ θ∣∣Br(z)∣∣, (3.1)
where by |A| we denote the volume of A in Rd.
Assumption 3.2. The function F is Lipschitz continuous with respect to
u
′′, F (0, x) ≡ 0, and Du′′F ∈ Sδ at all points of differentiability of F .
Remark 3.3. Assumption 3.2 implies that, for any u′′ ∈ S and x ∈ Rd, we
have F (u′′, x) = aiju′′ij, where a = (a
ij) ∈ Sδ.
For functions h on Rd, ρ > 0, and x ∈ Rd, introduce
h♯γ,ρ(x) = sup
r∈(0,ρ],
Br(x0)∋x
(
–
∫
Br(x0)
–
∫
Br(x0)
∣∣h(x1)− h(x2)∣∣γ dx1dx2
)1/γ
,
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Mh(x) = sup
r>0,
Br(x0)∋x
–
∫
Br(x0)
|h(y)| dy,
Mρh(x) = sup
r∈[ρ,∞),
Br(x0)∋x
–
∫
Br(x0)
|h(y)| dy.
(3.2)
We set Ω = Rd and for n ∈ Z we take Cn as the collection of x+[0, 2−n)d,
x ∈ 2−nZd. We also set µ to be Lebesgue measure and L to be the set
of continuous functions with compact support. Then observe that for a
constant c =
√
d/2,
h#γ,m ≤ Nh♯γ,c2−m , Mmh ≤ NMc2−mh. (3.3)
From Lemma 3.6 of [12] and the proof of Lemma 5.2 (related to estimates
in bounded domains) of [12] one can easily obtain the following result.
Lemma 3.4. Let u ∈ W 2d,loc(Rd), µ ∈ (0,∞), ν ≥ 2, ξ ∈ (1,∞). Then
there exists θ = θ(d, δ,KF , µ, ξ) ∈ (0, 1) such that, if Assumption 3.1 (θ) is
satisfied, then one can find γ0 = γ0(d, δ) ∈ (0, 1), α = α(d, δ) ∈ (0, 1), such
that for γ ∈ (0, γ0], h = D2u, and ρ = R0/ν, we have
h♯γ,ρ ≤ Nνd/γM1/d
[|F [u]|d]+Nτ0νd/γ +N(µνd/γ + ν−α)M1/(ξ′d)[|h|ξ′d],
(3.4)
where ξ′ = (ξ − 1)/ξ and the constants N depend only on d, KF , and δ.
We write w ∈ Ap(Rd) if w is an Ap-weight on Rd.
Lemma 3.5. (i) There exists γ0 = γ0(d, δ) ∈ (0, 1) such that for any u ∈
W 2d,loc(R
d), ρ > 0, and γ ∈ (0, γ0] we have
M
1/γ
ρ (|D2u|γ) ≤ NM1/dρ (|F [u]|d) +Nρ−1M1/dρ (|Du|d) +Nρ−2M1/dρ (|u|d),
(3.5)
where the constants N depend only on d, δ, and KF .
(ii) For any ρ > 0, p ∈ [1,∞), and u ∈W 2p,loc(Rd), we have
Mρ(|Du|p) ≤ NM1/2ρ (|D2u|p)M1/2ρ (|u|p) +Nρ−pMρ(|u|p), (3.6)
where the constants N depend only on d and p.
(iii) For any ρ > 0, K0, p ∈ (1,∞), w ∈ Ap(Rd) with [w]p ≤ K0, and
u ∈W 2p,w(Rd), we have∫
Rd
|Du|pw dx ≤ ρp
∫
Rd
∣∣D2u|pw dx+Nρ−p
∫
Rd
∣∣u|pw dx, (3.7)
where N depends only on d, p, and K0.
Proof. First write F [u] = aijDiju and take r ≥ ρ and a function ζ ∈
C∞0 (R
d) such that ζ = 1 on Br, ζ = 0 outside B2r, and
|Dζ| ≤ N/r ≤ N/ρ, |D2ζ| ≤ N/r2 ≤ N/ρ2.
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Then by a result of Fang-Hua Lin [17],
–
∫
Br
|D2u|γ dx ≤ –
∫
B2r
|D2(ζu)|γ dx
≤ N
(
–
∫
B2r
|ζF [u] + aij2DiζDju+ uaijDijζ)|d dx
)γ/d
.
This proves (3.5).
The fact that ζ = 1 on Br and multiplicative inequalities show that
–
∫
Br
|Du|p dx ≤ N –
∫
B2r
|D(ζu)|p dx
≤ N
(
–
∫
B2r
|D2(ζu)|p dx
)1/2(
–
∫
B2r
|u|p dx
)1/2
,
where for r ≥ ρ,
–
∫
B2r
|D2(ζu)|p dx ≤ NMρ(|D2u|p) +Nρ−pMρ(|Du|p) +Nρ−2pMρ(|u|p).
Hence,
Mρ(|Du|p) ≤ N
(
Mρ(|D2u|p)+ρ−pMρ(|Du|p)
)1/2
M
1/2
ρ (|u|p)+Nρ−pMρ(|u|p),
and (3.6) follows.
Finally, we prove (3.7). We take an integer m such that c2−m ∈ (ρ/2, ρ].
By Remark 2.7, Corollary 2.10 with γ = 1, (3.3), and the weighted Hardy-
Littlewood maximal function theorem (see more about this in the proof of
Theorem 3.10)∫
Rd
|Du|pw dx ≤ N
∫
Rd
(
(Du)#1,m +Mm(|Du|)
)p
w dx
≤ N
∫
Rd
(
(Du)♯1,ρ +Mρ/2(|Du|)
)p
w dx. (3.8)
To apply Corollary 2.10 formally we need a certain condition on the averages
of |Du|. However, we always can use cut-off functions and pass to the limit.
By Poincare´’s inequality,
(Du)♯1,ρ ≤ NρM(|D2u|).
This together with (3.8) and (3.6) with p = 1 gives∫
Rd
|Du|pw dx ≤ N
∫
Rd
(
ρM(|D2u|) + ρ−1Mρ/2(|u|)
)p
w dx,
which, by the weighted Hardy-Littlewood maximal function theorem, is
bounded by the right-hand side of (3.7). The lemma is proved.
Estimate (3.7) admits the following localization.
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Lemma 3.6. For any ρ ∈ (0,∞), ε ∈ (0, 1], K0, p ∈ (1,∞), w ∈ Ap(Rd)
with [w]p ≤ K0, and u ∈W 2p,w(Bρ), we have∫
Bρ/2
|Du|pw dx ≤ ερp
∫
Bρ
∣∣D2u|pw dx+Nε−1ρ−p
∫
Bρ
∣∣u|pw dx, (3.9)
where N depends only on d, p, and K0.
Proof. By scaling and noting that [w(ρ·)]p = [w]p, we may assume that
ρ = 1. For k = 1, 2, . . ., we take ρk = 1−2−k, Bk = Bρk , and ζk ∈ C∞0 (Bk+1)
such that ζk = 1 on B
k and
|Dζk| ≤ N2k, |D2ζk| ≤ N22k.
It follows from (3.7) that for any ε0 ∈ (0, 1])∫
Bk
|Du|pw dx ≤
∫
Bk+1
|D(ζku)|pw dx
≤ ε02−kp
∫
Rd
|D2(ζku)|pw dx+Nε−10 2kp
∫
Rd
|ζku|pw dx
≤ Nε0
∫
Bk+1
|Du|pw dx+N
∫
Bk+1
(
ε02
−kp|D2u|p + ε−10 2kp|u|p
)
w dx.
Now to get (3.9), it suffices to multiply both sides by (Nε0)
k, sum in k =
1, 2, . . ., and take a sufficiently small ε0 according to ε.
Lemma 3.7. In Lemma 3.5 (iii) the condition u ∈W 2p,w(Rd) can be replaced
with u ∈W 2p,w,loc(Rd).
Proof. We may assume that the right-hand side of (3.7) is finite. In this
situation plug B1(x0) and B2(x0) in place of Bρ/2 and Bρ into (3.9) with
ε = 1/2 and integrate with respect to x0 over R
d. Then we will see that
Du ∈ Lp,w(Rd). After that Lemma 3.5 (iii) yields the result. The lemma is
proved.
In the future we will use the following.
Lemma 3.8. Let 0 < r < R < ∞, ε ∈ (0, 1], K0, p ∈ (1,∞), w ∈ Ap(Rd)
with [w]p ≤ K0, and u ∈W 2p,w(BR). Then∫
Br
|Du|pw dx ≤ ε(R− r)p
∫
BR
∣∣D2u|pw dx+N(ε(R − r))−p
∫
BR
∣∣u|pw dx,
where N depends only on d, p, and K0.
This lemma is a simple corollary of Lemma 3.6. Indeed, set ρ = R − r
in Lemma 3.6 and plug Bρ/2(x0) and Bρ(x0) into (3.9) in place of Bρ/2 and
Bρ, respectively, with x0 ∈ Br. Then it will only remain to integrate the
resulting inequality with respect to x0 over Br.
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Remark 3.9. Below we use a few times the fact that if w is an Ap/d(R
d)-
weight for some p ∈ (d,∞), then by definition w−1 ∈ Ld/(p−d),loc(Rd). Hence
by Ho¨lder’s inequality, if f ∈ Lp,w,loc(Rd), then |f |d ∈ L1,loc(Rd). In partic-
ular, if u ∈W 2p,w,loc(Rd), then |u|d, |Du|d, |D2u|d ∈ L1,loc(Rd), which implies
that u ∈W 2d,loc(Rd).
Theorem 3.10. Take R ∈ (0,∞), K0 ∈ (1,∞). Let p > d and let w ∈
Ap/d(R
d) with [w]p/d ≤ K0. Suppose that D2u ∈ Lp,w(Rd) and u vanishes
outside BR. Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1) such that if
Assumption 3.1 (θ) is satisfied, then∫
Rd
|D2u|pw dx ≤ N
∫
Rd
|F [u]|pw dx
+N
∫
Rd
|u|pw dx+Nτp0
∫
Rd
IBR+R0w dx, (3.10)
where N is a constant depending only on d, δ, KF , K0, p, and R0.
Proof. It is well known that the appropriately stated Hardy-Littlewood
maximal function theorem holds for Ap-weights. Therefore, by Remark 2.7,
Corollary 2.10, and (3.3) the left-hand side of (3.10) is less than a constant
times(∫
Rd
|D2u|pw dx
)(p−γβ)/p( ∫
Rd
[
(D2u)#γ,m +M1/γm
(|D2u|γ)]pw dx)γβ/p,
where γ ∈ (0, 1) is a constant depending only on d and δ taken from Lemma
3.4. It follows that the left-hand side of (3.10) is less than a constant times∫
Rd
(
(D2u)#γ,m
)p
w dx+
∫
Rd
Mp/γm
(|D2u|γ)w dx. (3.11)
By a reverse Ho¨lder’s inequality (also called self-improving property of
Ap weights, see for instance, Corollary 9.2.6 of [8]), we can find ξ ∈ (1,∞)
depending only on d, p, and K0 such that p > ξ
′d (ξ′ = ξ/(ξ − 1)), w ∈
Ap/(ξ′d), and [w]p/(ξ′d) ≤ N(d,K0). This is the first step to specify θ which
will be taken from Lemma 3.4 after we find an appropriate µ > 0. To this
end, take ν ≥ 2 to be specified later and for m such that 2−m ∼ R0/ν use
(3.3) and (3.4) to estimate the first integral in (3.11). Observe that h♯γ,ρ
vanishes outside BR+R0 and therefore we only need to integrate the right-
hand side of (3.4) over this ball. This gives the last term in (3.10) (after we
fix ν).
Then we again use the well-known properties of Ap-weights mentioned
above and Lemma 3.4 to conclude that the first term in (3.11) is less than
νpd/γ times the last term in (3.10) plus
Nνpd/γ
∫
Rd
|F [u]|pw dx+N(µνd/γ + ν−α)p
∫
Rd
|D2u|pw dx.
We choose first large ν and then small µ to absorb the last expression, which
is finite, into the left-hand side of (3.10). This shows how to choose µ and
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now we take θ from Lemma 3.4. After that it only remains to use Lemma 3.5
in order to estimate the second term in (3.11) first taking care of adjusting
γ = γ(d, δ) to fit both Lemmas 3.4 and 3.5. The theorem is proved.
Remark 3.11. Scalings show that the only constant N in (3.10) depend-
ing on R0 is the one in front of the integral of |u|pw. This one equals
N(d, δ,KF , p,K0)R
−2p
0 .
Lemma 3.12. Let u ∈ W 2d,loc(Rd) be bounded and let p > d. Then for any
Sδ-valued function a on R
d
|u|p ≤ N(δ, d, p)M(|aijDiju− u|p).
In particular, under Assumption 3.2
|u|p ≤ N(δ, d, p)M(|F [u] − u|p).
Proof. First observe that the second estimate follows from the first one
since F [u] = aijDiju, where (a
ij) is an appropriate Sδ-valued function. To
prove the first estimate, let G(x, y) be a Green’s function of L := aijDij − 1
in Rd+1 and f = −Lu. Then we have
u(0) =
∫
Rd
G(0, y)f(y) dy.
Hence,
|u(0)| ≤
∫
Rd
G(0, y)|f(y)| dy.
We are going to use the following estimate easily obtained, say, by prob-
abilistic arguments: for any β ≥ 0∫
Rd
G(0, y)|y|β dy ≤ N(α, d, δ). (3.12)
Observe that for any h(y) ≥ 0 and α > 0∫ ∞
1
r−α−1
( ∫
Br
h(y)(|y|α ∨ 1) dy
)
dr
=
∫
Rd
h(y)(|y|α ∨ 1)
( ∫ ∞
|y|∨1
r−α−1 dr
)
dy =
1
α
∫
Rd
hdy.
Furthermore, by using (3.12), Ho¨lder’s inequality, and the Aleksandrov es-
timate, for q = p/d > 1, we get∫
Br
G(0, y)|f(y)|(|y|α ∨ 1) dy ≤ N
( ∫
Br
G(0, y)|f(y)|q dy
)1/q
≤ N
(∫
Br
|f(y)|p dy
)1/p ≤ Nrd/p(M(|f |p)(0))1/p.
For d/p − α− 1 < −1 we get the desired result by integrating in r ∈ [1,∞)
and collecting the above estimates. The lemma is proved.
Thanks to the properties of Ap-weights mentioned in the beginning of the
proof of Theorem 3.10, we have the following.
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Corollary 3.13. Under the assumption of Lemma 3.12 take K0 ∈ (1,∞)
and let w be an Ap/d-weight with [w]p/d ≤ K0. Then there exists a constant
N = N(δ, d, p,K0) such that∫
Rd
|u|pw dx ≤ N
∫
Rd
|aijDiju− u|pw dx, (3.13)
in particular, under Assumption 3.2∫
Rd
|u|pw dx ≤ N
∫
Rd
|F [u]− u|pw dx.
Here is a generalization for fully nonlinear operators with almost VMO de-
pendence on x considered in Sobolev spaces with Ap-weights of the classical
Sobolev estimates known for linear operators with continuous coefficients.
Theorem 3.14. Take K0 ∈ (1,∞). Let p > d and let w ∈ Ap/d(Rd) with
[w]p/d ≤ K0. Let
u ∈W 2p,w(Rd). (3.14)
Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1) such that, if Assumption
3.1 (θ) is satisfied with τ0 = 0, then∫
Rd
(|D2u|p + |Du|p)w dx ≤ N
∫
Rd
|F [u]|pw dx+N
∫
Rd
|u|pw dx, (3.15)
and if, in addition, u is bounded and Assumption 3.2 is satisfied then∫
Rd
(|D2u|p + |Du|p + |u|p)w dx ≤ N
∫
Rd
|F [u]− u|pw dx, (3.16)
where the constants N depend only on d, δ, KF , K0, p, and R0.
Proof. To prove (3.15), thanks to Lemma 3.5 (iii), it suffices to estimate
|D2u|.
To this end introduce ζ ∈ C∞0 (Rd) such that ζ(0) = 1 and plug un := uζn,
where ζn(x) = ζ(x/n), into (3.10) (just in case remember that (3.10) is
proved for functions with compact support). Then the result follows by the
dominated convergence theorem from the fact that
|F [u]− F [un]| ≤ KF |D2u−D2un|
≤ N |1− ζn| |D2u|+Nn−1|Du|+Nn−2|u|.
To prove (3.16) it suffices to use Corollary 3.13. The theorem is proved.
Theorem 3.15. Let pi > d, i = 1, 2, . . . , d. Assume that u ∈ W 21,loc(Rd)
and Assumption 3.2 is satisfied. Then there exists θ = θ(d, δ, d, p1, . . . , pd) ∈
(0, 1) such that, if Assumption 3.1 (θ) is satisfied with τ0 = 0, then
‖D2u,Du, u‖Lp1,...,pd(Rd) ≤ N‖F [u]− u ‖Lp1,...,pd(Rd) (3.17)
provided that the left-hand side is finite, where
‖f‖pd
Lp1,...,pd(R
d)
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:=
∫
R
(
· · ·
( ∫
R
( ∫
R
|f |p1 dx1
)p2/p1
dx2
)p3/p2 · · · )pd/pd−1 dxd, (3.18)
and the constant N depends only on d, δ, p1, . . . , pd, and R0.
Proof. First we assume that u is smooth and has compact support. Then
(3.17) follows from Theorems 3.14 and 8.1.
If u is just smooth (and the left-hand side of (3.17) is finite), one can use
the same approximation of u as in the proof of (3.15).
Finally, in the general case introduce u(ε) as the mollified u. By the
Minkowski inequality (the norm of a sum is less than the sum of norms) the
left-hand side of (3.17) with u(ε) in place of u is less than its original. After
that writing (3.17) with u(ε) in place of u, using the Lipschitz continuity of
F (u′′, x) with respect to u′′, noting D2u(ε) → D2u in the above mixed norm
(see, for instance, [1]), and letting ε ↓ 0, we easily finish the proof. The
theorem is proved.
Sometimes in the sequel we consider F ’s that are positive homogeneous
in u′′. In that case we impose the following.
Assumption 3.16 (θ). (i) The function F is Lipschitz continuous with
respect to u′′ with Lipschitz constant KF and is positive homogeneous of
degree one with respect to u′′.
There exists R0 ∈ (0, 1] such that, if r ∈ (0, R0] and z ∈ Rd, then one
can find a convex function F¯ (u′′) = F¯z,r(u
′′) (independent of x) positive
homogeneous of degree one, for which
(ii) We have Du′′ F¯ ∈ Sδ at all points of differentiability of F¯ ;
(iii) For any u′′ ∈ S with |u′′| = 1, we have∫
Br(z)
∣∣F (u′′, x)− F¯ (u′′)∣∣ dx ≤ θ∣∣Br(z)∣∣. (3.19)
Remark 3.17. It is worth noting that if F is positive homogeneous of degree
one with respect to u′′ and satisfies Assumption 3.1, then it also satisfies
Assumption 3.16. Indeed, let F¯ be the function from Assumption 3.1. Then
the function lim supλ→∞ λ
−1F¯ (λu′′) is convex, positive homogeneous of de-
gree one, and satisfies Assumption 3.16 (ii) and (iii).
Sometimes the following result is useful.
Lemma 3.18. Take R ∈ (0,∞), K0 ∈ (1,∞), p > d and let w ∈ Ap/d(Rd)
with [w]p/d ≤ K0. Suppose that
u ∈W 2p,w(BR). (3.20)
Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1) such that, if Assumption
3.16 (θ) is satisfied, then for any r ∈ (0, R)∫
Br
|D2u|pw dx ≤ N
∫
BR
|F [u]|pw dx
+N
∫
BR
((R− r)−1|Du|+ ((R− r)−2 + 1)|u|)pw dx, (3.21)
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where N is a constant depending only on d, δ, KF , K0, p, and R0.
Proof. Take a nonnegative ζ ∈ C∞0 (BR) such that ζ = 1 on Br and
|Dζ| ≤ N(R − r)−1, |D2ζ| ≤ N(R − r)−2. It follows from (3.20) that
ζu ∈ W 2p,w(BR). Then apply Theorem 3.10 to ζu after observing that due
to the homogeneity of F we have
|ζF [u]− F [ζu]| ≤ N(|Dζ| |Du|+ |D2ζ| |u|).
This yields the result.
The following result and Lemma 3.12 easily imply Theorem 3.14 once
more, however in Theorem 3.14 we do not assume that F is positive homo-
geneous.
Lemma 3.19. Let the assumptions of Lemma 3.18 be satisfied and take θ
from that lemma. Then there is a constant N depending only on d, δ, KF ,
K0, p, and R0, such that for any r ∈ [R− 1, R), r > 0,∫
Br
|D2u|pw dx ≤ NF +N(R− r)−2pU, (3.22)
∫
Br
|Du|pw dx ≤ N(R− r)pF +N(R− r)−pU, (3.23)
where
F =
∫
BR
|F [u]|pw dx, U =
∫
BR
|u|pw dx.
Proof. For k = 0, 1, . . . set ρk = R − 2−k(R − r), Bk = Bρk and find
ζk ∈ C∞0 (Bk+1) such that ζk = 1 on Bk and |Dζk| ≤ N(R−r)−12k, |D2ζk| ≤
N(R− r)−222k, where N = N(d).
By Lemma 3.18 we have
D′′k :=
∫
Bk
|D2u|pw dx ≤ NF +N(R− r)−p2kpD′k+1 +N(R− r)−2p22kpU,
where
D′k =
∫
Bk
|Du|pw dx.
By Lemma 3.8 for ε ∈ (0, 1]
D′k ≤ ε2−kp(R− r)pD′′k+1 +Nε−1(R− r)−p2kpU. (3.24)
It follows that
D′′k ≤ NF + εN1D′′k+2 +Nε−1(R − r)−2p22kpU
We choose ε so that εN1 ≤ 2−6p, multiply this inequality by 2−3kp and sum
up with respect to even k from 0 to ∞. Then we cancel like terms (which
are finite since D2u ∈ Lp,w(BR)) and come to (3.22).
After that (3.23) follows from (3.22) and (3.24). The lemma is proved.
By substituting Br(x0) and BR(x0) in place of Br and BR, respectively,
then taking R = 2r = 1 and integrating with respect to x0 over R
d we obtain
the following.
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Theorem 3.20. Theorem 3.14 remains true if condition (3.14) is replaced
with u ∈W 2p,w,loc(Rd) provided, additionally, that F is positive homogeneous
of degree one with respect to u′′. In particular, if u is bounded and the
right-hand side of (3.16) is finite, then u ∈W 2p,w(Rd).
Remark 3.21. Generally, (3.16) may fail if u is unbounded. Indeed, if d = 1
and F [u] = u′′, the function ex satisfies F [u]− u = 0 and is nonzero.
Remark 3.22. Condition (3.20) is not well suited for application of the ex-
trapolation theorem of J. L. Rubio de Francia [18]. In this connection it is
useful to know that, for any K0, p ∈ (1,∞) and w ∈ Ap(Rd) with [w]p ≤ K0
there exists q = q(d,K0, p) ∈ (1,∞) such that W 2q (BR) ⊂W 2p,w(BR) for any
R <∞. This follows from the fact that (see, for instance, Corollary 9.2.4 of
[8]) w is in Lr,loc(R
d) for an appropriate r > 1 depending only on d, p, and
K0.
Theorem 3.23. Take R ∈ (0,∞), r ∈ (0, R), p > d and take pi > d,
i = 1, 2, . . . , d. Assume that u ∈W 2p (BR). Then there exists
θ = θ(d, δ, p, p1, . . . , pd) ∈ (0, 1)
such that, if Assumptions 3.16 (θ) and 3.2 are satisfied, then
‖IBrD2u, IBrDu‖Lp1,...,pd(Rd) ≤ N‖IBRF [u] ‖Lp1,...,pd(Rd)
+N‖IBRu‖Lp1,...,pd (Rd), (3.25)
where the constants N depend only on r, R, d, δ, p1, . . . , pd, and R0.
Proof. In Theorem 8.1 take m = d, K0 = 1, k(1) = . . . . = k(d) = 1 and
take Λ0 from there which now depends only on d and p1, . . . , pd. Then take
q = q(d,Λ0, p1) from Remark 3.22 and assume that u ∈ W 2q (BR). In that
case in light of Remark 3.22 estimate (3.25) follows from Lemma 3.19 and
Theorems 8.1.
In the general case, we may assume that the right-hand side of (3.25) is
finite and introduce f = F [u] and f (ε) as the mollified fIBR . By Minkowski’s
inequality (the norm of a sum is less than the sum of norms) the above mixed
norm of f (ε) is less than that of fIBR . Then for small ε > 0 define smooth
uε so that they converge to u uniformly on ∂BR and define u
ε as unique
W 2p (BR)-solutions of F [u
ε] = f (ε) in BR with boundary condition u
ε = uε
on ∂BR. Such solutions exist and belongs to W
2
q (BR) thanks to Theorem
2.1 of [12] (provided that an appropriate choice of θ is made).
Owing to the Aleksandrov estimate, uε → u uniformly on BR as ε ↓ 0.
In light of (3.25) the mixed norms of D2uε and Duε are bounded and since
uε → u, they weakly converge in the space with mixed norm to D2u and
Du. The norm of the weak limit is less than the limit of norms and this
proves (3.25) and the theorem.
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4. Elliptic equations in half spaces. First approach
Here we consider elliptic equations in the half-space
R
d
+ := {x = (x1, x′) : x1 ≥ 0, x′ ∈ Rd−1}
without boundary conditions, and prove estimates near the boundary with
Ap-weights on R
d
+. A typical and probably the most interesting example
of Ap-weights on R
d
+ is the distance to the boundary to some power, i.e.,
w(x) = xq1. It is easy to see that w ∈ Ap(Rd+) (that is, w is an Ap-weight on
R
d
+) if and only if q ∈ (−1, p − 1). The way to build our estimates is taken
from [13].
Our underlying Ω is Rd+ and Cn are the cubes from Section 3 only lying
in Rd+. Naturally, L is the set of continuous functions on R
d
+ with compact
support.
For n ∈ Z, R > 0 introduce
Sn = [2
−n, 2−n+1]×Rd−1, Tn = [2−n−1, 2−n+2]×Rd−1, B+R = BR ∩Rd+.
In this section we consider a function F (u′′, x), u′′ ∈ S, x ∈ Rd, that is
positive homogeneous of degree one with respect to u′′.
Lemma 4.1. Take K0 ∈ (1,∞), p > d, and let w ∈ Ap/d(Rd+) with [w]p/d ≤
K0. Let u be a bounded function on R
d
+ such that
u ∈W 2p,w(Rd+).
Then there exists θ = θ(d, δ, p,K0) ∈ (0, 1) such that if Assumption 3.16
(θ) is satisfied, then there is a constant N , depending only on d, δ, K0, p,
and R0, such that for any n ∈ Z and any ε ∈ (0, 1] we have∫
Sn
|D2u|pw dx ≤ N
∫
Tn
|F [u]− u|pw dx
+N2pn
∫
Tn
|Du|pw dx+N(22pn + 1)
∫
Tn
|u|pw dx, (4.1)
∫
Sn
|Du|pw dx ≤ Nε2−pn
∫
Tn
|D2u|pw dx
+Nε
∫
Tn
|Du|pw dx+Nε−12pn
∫
Tn
|u|pw dx. (4.2)
Furthermore, for any ε ∈ (0, 1]∫
Rd,x1≥2
|D2u|pw dx ≤ N
∫
Rd,x1≥1
|F [u]− u|pw dx
+N
∫
Rd,x1≥1
|Du|pw dx+N
∫
Rd,x1≥1
|u|pw dx, (4.3)
∫
Rd,x1≥2
|Du|pw dx ≤ Nε
∫
Rd,x1≥1
|D2u|pw dx
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+Nε
∫
Rd,x1≥1
|Du|pw dx+Nε−1
∫
Rd,x1≥1
|u|pw dx. (4.4)
Proof. To prove (4.1) we use the fact that there is a nonnegative ζ ∈
C∞0 (R) such that ζ = 1 on [2
−n, 2−n+1], ζ = 0 outside [2−n−1, 2−n+2] and
2−n|ζ ′|, 2−2n|ζ ′′| ≤ N , where N is an absolute constant. Then we apply The-
orem 3.14 to uζ and, after observing that, due to the positive homogeneity
and the Lipschitz continuity of F , we have
|ζF [u]− F [ζu]| ≤ N(|Dζ| |Du|+ |D2ζ| |u|),
immediately arrive at (4.1). Of course, since we used a result in which w is
an Ap/d-weight on R
d rather than on Rd+, we first extend w in an even way
across {x1 = 0} with its norm controlled by K0. To prove (4.2) we use the
same substitution but into (3.7) and choose ρp = ε2−pn. Similarly (4.3) and
(4.4) are obtained. The lemma is proved.
Theorem 4.2. Let q ∈ R. Under the assumptions of Lemma 4.1 and for θ
from that lemma, if Assumption 3.1 (θ) is satisfied, then∫
Rd
+
xˆq1|xˆ1D2u|pw dx+
∫
Rd
+
xˆq1|Du|pw dx
≤ N
∫
Rd
+
xˆq1|xˆ1(F [u]− u)|pw dx+N
∫
Rd
+
xˆq1|xˆ−11 u|pw dx, (4.5)
where xˆ1 = min{x1, 1}, provided that the left-hand side is finite, where the
N ’s depend only on d, δ, K0, p, q, and R0.
Proof. Multiply both parts of (4.1) by 2−qn−pn, sum up over n ≥ 0, and
use the fact that 2−qn−pn ∼ xq+p1 on Sn and Tn. Then we get∫
Rd+,x1≤2
xq1|x1D2u|pw dx ≤ N
∫
Rd+,x1≤4
xq1|x1(F [u]− u)|pw dx
+N
∫
Rd
+
,x1≤4
xq1|Du|pw dx+N
∫
Rd
+
,x1≤4
xq1|x−11 u|pw dx.
Multiplying (4.2) by 2−qn and summing up yields∫
Rd
+
,x1≤2
xq1|Du|pw dx ≤ Nε
∫
Rd
+
,x1≤4
xq1|x1D2u|pw dx
+Nε
∫
Rd
+
,x1≤4
xq1|Du|pw dx+Nε−1
∫
Rd
+
,x1≤4
xq1|x−11 u|pw dx.
By combining these estimates with (4.3) and (4.4) we see that for any
ε ∈ (0, 1] ∫
Rd
+
xˆq1|xˆ1D2u|pw dx ≤ N
∫
Rd
+
xˆq1|xˆ1(F [u]− u)|pw dx
+N
∫
Rd
+
xˆq1|Du|pw dx+N
∫
Rd
+
xˆq1|xˆ−11 u|pw dx, (4.6)
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∫
Rd
+
xˆq1|Du|pw dx ≤ Nε
∫
Rd
+
xˆq1|xˆ1D2u|pw dx
+Nε
∫
Rd
+
xˆq1|Du|pw dx+Nε−1
∫
Rd
+
xˆq1|xˆ−11 u|pw dx. (4.7)
By choosing ε in an obvious way, we arrive at (4.5). The theorem is proved.
The next theorem follows from Theorems 4.2 and 8.1.
Theorem 4.3. Let p1, p2 > d, q ∈ R, and let u ∈ C∞0 (Rd+) have (closed)
support in {x1 > 0}. Then there exists θ = θ(d, δ, q, p1, p2) ∈ (0, 1) such that
if Assumption 3.16 (θ) is satisfied, then there is a constant N , depending
only on d, δ, q, p1, p2, and R0, such that∫ ∞
0
xˆq1
(∫
Rd−1
[
|xˆ1D2u|+ |D2u|
]p1 dx′)p2/p1 dx1
≤ N
∫ ∞
0
xˆq1
(∫
Rd−1
|xˆ1(F [u]− u)|p1 dx′
)p2/p1
dx1
+N
∫ ∞
0
xˆq1
(∫
Rd−1
|xˆ−11 u|p1 dx′
)p2/p1
dx1. (4.8)
The reader understands that similar estimate holds for mixed norms when
we integrate with respect to x1 first.
Remark 4.4. Introduce a Banach space of functions on Rd+ having finite
norm defined by
‖u‖p2 =
∫ ∞
0
xˆq1
( ∫
Rd−1
[
|xˆ1D2u|+ |Du|+ xˆ−11 |u|
]p1 dx′)p2/p1 dx1.
It turns out that the set of u ∈ C∞0 (Rd+) that have (closed) support ly-
ing in {x1 > 0} is everywhere dense in this space, so that estimate (4.8)
automatically extends to all functions in this space.
To prove this, first take a smooth function η(r) such that η(r) = 0 for
r < −1 and η(r) = 1 for r > 0 introduce ηk(x) = η(k−1 lnx1), uk = uηk and
by using the dominated convergence theorem prove that, if ‖u‖ < ∞, then
‖u− uk‖ → 0 as k →∞. After that it only remains to apply usual tools to
approximate uk by smooth functions which have (closed) support lying in
{x1 > 0}.
In the next section we show that for some values of q it is possible to
eliminate the last term in (4.8).
5. elliptic equations in half spaces. Second approach
We use the setting and the notation from the beginning of Section 4 and
in this section we deal with a function F (u′′, x) given for u′′ ∈ S and x ∈ Rd+
and satisfying one of the following assumptions before which we introduce
B+r (x) = Br(x) ∩ Rd+.
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Assumption 5.1 (θ). Assumption 3.1 (θ) is satisfied if we replace there Rd
and Br(z) with R
d
+ and B
+
r (z), respectively.
Assumption 5.2 (θ). Assumption 3.16 (θ) is satisfied if we replace there
R
d and Br(z) with R
d
+ and B
+
r (z), respectively.
Similarly, we introduce
h♯γ,ρ(x), Mρh(x), and Mh(x)
on Rd+ (by taking B
+
r (x0) ⊂ Rd+1+ , x0 ∈ Rd+).
From Lemma 4.2 of [12] and the proof of Lemma 5.2 of [12], we can easily
obtain a boundary analog of Lemma 3.4. This together with a boundary
analog of Lemma 3.5 allows us to apply Corollary 2.10 and yields the fol-
lowing boundary estimate corresponding to Theorem 3.10 above.
Theorem 5.3. Take R ∈ (0,∞) and K0 ∈ (1,∞). Let p > d and let w be
an Ap/d-weight on R
d
+ with [w]p/d ≤ K0. Suppose that D2u ∈ Lp,w(Rd+)
and u vanishes on {x1 = 0} and on Rd+ \ B+R . Then there exists θ =
θ(d, δ,KF , p,K0) ∈ (0, 1) such that if Assumption 5.1 (θ) is satisfied, then∫
Rd
+
|D2u|pw dx ≤ N
∫
Rd
+
|F [u]|pw dx
+N
∫
Rd
+
|u|pw dx+Nτp0
∫
Rd
+
IB+R+R0
w dx, (5.1)
where N is a constant depending only on d, δ, KF , K0, p, and R0.
Theorem 5.4. Take K0 ∈ (1,∞), p > d, and let w be an Ap/d-weight on
R
d
+ with [w]p/d ≤ K0. Let
u ∈W 2p,w(Rd+) (5.2)
and u = 0 on {x1 = 0}. Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1)
such that if Assumption 5.1 (θ) is satisfied with τ0 = 0, then∫
Rd
+
(|D2u|p + |Du|p)w dx ≤ N
∫
Rd
+
|F [u]|pw dx+N
∫
Rd
+
|u|pw dx, (5.3)
and if in addition u is bounded and F satisfies Assumption 3.2 then∫
Rd
+
(|D2u|p + |Du|p + |u|p)w dx ≤ N
∫
Rd
+
|F [u]− u|pw dx, (5.4)
where the constants N depend only on d, δ, KF , K0, p, and R0.
Proof. Lemma 3.5 has a natural half space analog and as in the case of
(3.15) it suffices to estimate |D2u|. We prove this estimate in the same way
as in the case of (3.15) by taking the same function un but substituting it
into (5.1) instead of (3.10).
To prove (5.4), it suffices to apply (3.13) to the odd extension of u and
the even extension of w across {x1 = 0} and use the fact that so extended
w is in Ap(R
d) with its norm controlled by K0. The theorem is proved.
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The following theorem is proved in the same way as Theorem 4.3, by
taking into account that xˆq1 are Ap-weights on R
d
+ for q ∈ (−1, p − 1).
Theorem 5.5. Let p1, p2 > d, q ∈ (−1, p2/d − 1), and let u ∈ C1,1(Rd+)
have bounded support and u = 0 on {x1 = 0}. Let F satisfy Assumption
3.2. Then there exists θ = θ(d, δ, q, p1, p2) ∈ (0, 1) such that if Assumption
3.1 (θ) is satisfied with τ0 = 0, then there is a constant N , depending only
on d, δ, q, p1, p2, and R0, such that∫ ∞
0
xˆq1
( ∫
Rd−1
[
|D2u|+ |Du|+ |u|]p1 dx′)p2/p1 dx1
≤ N
∫ ∞
0
xˆq1
(∫
Rd−1
|F [u]− u|p1 dx′
)p2/p1
dx1. (5.5)
Remark 5.6. Estimate (5.5) also holds with x1 in place of xˆ1. In such a situ-
ation assume that F (u′′, x) is independent of x and is positive homogeneous
of degree one with respect to u′′. Then scalings: x→ cx, immediately leads
to ∫ ∞
0
xq1
( ∫
Rd−1
|D2u|p1 dx′
)p2/p1
dx1
≤ N
∫ ∞
0
xq1
( ∫
Rd−1
|F [u]|p1 dx′
)p2/p1
dx1
for any q ∈ (−1, p2/d−1) and u ∈ C1,1(Rd+) with bounded support vanishing
on {x1 = 0}.
As before, by using a localization argument, we obtain the following esti-
mate.
Theorem 5.7. Take x0 ∈ Rd+, R ∈ (0,∞), K0 ∈ (1,∞), p > d and let w
be an Ap/d-weight with [w]p/d ≤ K0. Suppose that D2u ∈ Lp,w(B+R(x0)) and
u vanishes on {x1 = 0} ∩B+R (x0) if this set is nonempty. Then there exists
θ = θ(d, δ,KF , p,K0) ∈ (0, 1) such that, if Assumption 5.2 (θ) is satisfied,
then for any r ∈ (0, R)∫
B+r (x0)
|D2u|pw dx ≤ N
∫
B+R(x0)
|F [u]|pw dx
+N
∫
B+R(x0)
((R − r)−1|Du|+ ((R − r)−2 + 1)|u|)pw dx, (5.6)
where N is a constant depending only on d, δ, KF , K0, p, and R0.
The proofs of the next two theorems are obtained by closely following the
proof of Theorem 3.23 (with the lemmas proceeding it) with one distinction
that, since we do not have global solvability in Sobolev spaces for equa-
tions in B+R(x0) if B
+
R (x0) 6⊂ Rd+, we take a smooth subdomain of B+R(x0)
containing B+r (x0) and conduct the corresponding argument in the proof of
Theorem 3.23 with this subdomain in place of BR.
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Theorem 5.8. Take R ∈ (0,∞), r ∈ (0, R), p > d, p1, p2 > d, and
u ∈ W 2p (B+R ). Suppose that u vanishes on {x1 = 0}. Finally, take q ∈
(−1, p2/d − 1) and let F satisfy Assumption 3.2. Then there exists θ =
θ(d, δ, p, q, p1) ∈ (0, 1) such that, if Assumption 5.2 (θ) is satisfied, then∫ ∞
0
xq1
(∫
Rd−1
IB+r (|D2u|p1 + |Du|p1) dx′
)p2/p1
dx1
≤ N
∫ ∞
0
xq1
(∫
Rd−1
IB+R
|F [u]|p1 dx′
)p2/p1
dx1
+N
∫ ∞
0
xq1
(∫
Rd−1
IB+R
|u|p1 dx′
)p2/p1
dx1,
where the constants N depend only on r, R, d, δ, p, p1, p2, q, and R0.
Theorem 5.9. Take x0 ∈ Rd+, R ∈ (0,∞), r ∈ (0, R), p > d and take
pi > d, i = 1, 2, . . . , d. Assume that u ∈ W 2p (B+R (x0)) and u vanishes on
{x1 = 0}. Then there exists θ = θ(d, δ, p, p1, . . . , pd) ∈ (0, 1) such that, if
Assumption 5.2 (θ) is satisfied and Assumption 3.2 is satisfied as well, then
‖IB+r (x0)D2u, IB+r (x0)Du‖Lp1,...,pd(Rd) ≤ N‖IB+R(x0)F [u] ‖Lp1,...,pd(Rd)
+N‖IB+R (x0)u‖Lp1,...,pd(Rd),
where the constants N depend only on r, R, d, δ, p1, . . . , pd, and R0.
6. Parabolic case
We concentrate our attention here on
R
d+1
+ = {(t, x) : t ≥ 0, x ∈ Rd},
and on functions defined on it.
For (t, x) ∈ Rd+1+ introduce
Cr(t, x) = [t, t+ r
2)×Br(x), Cr = Cr(0, 0).
We consider a function F (u′′, t, x), u′′ ∈ S, (t, x) ∈ Rd+1+ , on which we will
impose some of the following assumptions.
Assumption 6.1 (θ). Assumption 3.1 (θ) is satisfied if we replace there x,
R
d, Br(z) with (t, x), R
d+1
+ , Cr(z), respectively.
Assumption 6.2. Assumption 3.2 is satisfied if we replace there F (·, x)
with F (·, t, x).
Assumption 6.3 (θ). Assumption 3.16 (θ) is satisfied if we replace there
x, Rd, Br(z) by (t, x), R
d+1
+ , Cr(z), respectively.
By using similar natural substitutions, we introduce
h♯γ,ρ(t, x), Mρh(t, x), and Mh(t, x)
on Rd+1+ (taking only Cr(t0, x0) ⊂ Rd+1+ , (t0, x0) ∈ Rd+1+ ).
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Here we set Ω = Rd+1+ and for n ∈ Z we take Cn as the collection of
(t, x) + [0, 4−n) × [0, 2−n)d, t ∈ 4−n{0, 1, . . .}, x ∈ 2−nZd. We also set µ to
be Lebesgue measure on Rd+1+ and L to be the set of continuous functions on
R
d+1
+ with compact support. Then observe that relations (3.3) hold again
for a constant c = c(d) ∈ (1,∞).
In what follows in this section by Ap-weights we mean weights on R
d+1
+
relative to the parabolic distance.
The following analog of Lemma 3.4 is an obvious corollary of Lemma 3.3
of [15].
Lemma 6.4. Let u ∈ W 1,2d+1,loc(Rd+1+ ), µ ∈ (0,∞), ν ≥ 2, ξ ∈ (1,∞). Then
there exists θ = θ(d, δ,KF , µ, ξ) ∈ (0, 1) such that, if Assumption 6.1 (θ) is
satisfied, then one can find γ0 = γ0(d, δ) ∈ (0, 1), α = α(d, δ) ∈ (0, 1), such
that, for γ ∈ (0, γ0], h = D2u, and ρ = R0/ν, we have
h♯γ,ρ ≤ Nν(d+2)/γM1/(d+1)
[|∂tu+ F [u]|d+1]+Nτ0ν(d+2)/γ
+N(µν(d+2)/γ + ν−α)M1/(ξ
′(d+1))
[|h|ξ′(d+1)], (6.1)
where ξ′ = ξ/(ξ − 1) and the constants N depend only on d, KF , and δ.
Here is a parabolic analog of Lemma 3.5.
Lemma 6.5. (i) There exists a constant γ0 = γ0(d, δ) ∈ (0, 1) such that for
any γ ∈ (0, γ0], ρ > 0, and u ∈W 1,2d+1,loc(Rd+1+ ), we have
M
1/γ
ρ (|D2u|γ) ≤ NM1/(d+1)ρ (|∂tu+ F [u]|d+1)
+Nρ−1M1/(d+1)ρ (|Du|d+1) +Nρ−2M1/(d+1)ρ (|u|d+1), (6.2)
where the constants N depend only on d, δ, and KF .
(ii) For any ρ > 0, p ∈ [1,∞), and u ∈W 1,2p,loc(Rd+1+ ), we have
Mρ(|Du|p) ≤ NM1/2ρ (|D2u|p)M1/2ρ (|u|p) +Nρ−pMρ(|u|p), (6.3)
where the constants N depend only on d and p.
(iii) For any ρ > 0, K0, p ∈ (1,∞), w ∈ Ap with [w]p ≤ K0, and
u ∈W 1,2p,w(Rd+1+ ), we have∫
R
d+1
+
|Du|pw dxdt ≤ ρp
∫
R
d+1
+
∣∣D2u|pw dxdt+Nρ−p
∫
R
d+1
+
∣∣u|pw dxdt, (6.4)
where N depends only on d, p, and K0.
Proof. First write F [u] = aijDiju and take r ≥ ρ and a function ζ ∈
C∞0 (R
d+1) such that ζ = 1 on Cr, ζ = 0 on ∂
′C2r, and
|Dζ| ≤ N/r ≤ N/ρ, |ζt|+ |D2ζ| ≤ N/r2 ≤ N/ρ2.
Then by Lemma 5.5 of [7]
–
∫
Cr
|D2u|γ dxdt ≤ –
∫
C2r
|D2(ζu)|γ dxdt
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≤ N
(
–
∫
C2r
|∂t(ζu) + ζF [u] + aij2DiζDju+ uaijDijζ)|d+1 dxdt
)γ/(d+1)
.
The rest is identical to the proof of Lemma 3.5. The lemma is proved.
Theorem 6.6. Take R ∈ (0,∞), K0 ∈ (1,∞), p > d + 1 and let w be an
Ap/(d+1)-weight with [w]p/(d+1) ≤ K0. Suppose that D2u ∈ Lp,w(Rd+1+ ), and
that u vanishes in Rd+1+ \CR. Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1)
such that, if Assumption 6.1 (θ) is satisfied, then∫
R
d+1
+
|D2u|pw dxdt ≤ N
∫
R
d+1
+
|∂tu+ F [u]|pw dxdt
+N
∫
R
d+1
+
|u|pw dxdt+Nτp0
∫
R
d+1
+
ICR+R0w dxdt, (6.5)
where N depends only on d, δ, KF , K0, p, and R0.
The proof of this theorem is practically the same as that of Theorem 3.10.
To prove a parabolic analog of Theorem 3.14 we need the following analog
of Lemma 3.12.
Lemma 6.7. Let u ∈W 1,2d+1,loc(Rd+1+ ) be a bounded function and a = (aij(t, x))
be an Sδ-valued function on R
d+1. Also let p > d+ 1. Then
|u(0)| ≤ N(M(|∂tu+ aijDiju− u|p)(0))1/p,
where N = N(d, δ, p).
Proof. Let G(s, t, x, y) be a Green’s function of L := ∂t + a
ijDij − 1 in
R
d+1
+ and introduce f = −Lu. Then for G(t, y) := G(0, t, 0, y) we have
u(0) =
∫ ∞
0
∫
Rd
G(t, y)f(t, y) dydt.
Hence,
|u(0)| ≤
∫ ∞
0
∫
Rd
G(t, y)|f(t, y)| dydt.
We are going to use the following estimate easily obtained, say, by prob-
abilistic arguments: for any α ≥ 0∫
R
d+1
+
G(t, y)(t2α + |y|α) dydt ≤ N(α, d, δ). (6.6)
Observe that for any h(t, y) ≥ 0 and α > 0∫ ∞
1
r−α−1
(∫
Cr
h(t2α ∨ |y|α ∨ 1) dydt
)
dr
=
∫
R
d+1
+
h(t2α ∨ |y|α ∨ 1)
( ∫ ∞
t2∨|y|∨1
r−α−1 dr
)
dydt =
1
α
∫
R
d+1
+
hdydt.
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Furthermore, by using (6.6), Ho¨lder’s inequality, and the parabolic Aleksan-
drov estimate, for q = p/(d+ 1) > 1, we get∫
Cr
G(t, y)|f(t, y)|(t2α ∨ |y|α ∨ 1) dydt ≤ N
(∫
Cr
G(t, y)|f(t, y)|q dydt
)1/q
≤ N
(∫
Cr
|f(t, y)|p dydt
)1/p ≤ Nr(d+2)/p(M(|f |p)(0))1/p.
For (d + 2)/p − α − 1 < −1, we get the desired result by integrating in
r ∈ [1,∞) and collecting the above estimates. The lemma is proved.
Now by combining Theorem 6.6 and Lemmas 6.7 and 6.5 we get the
following in the same way as Theorem 3.14.
Theorem 6.8. Let τ0 = 0 and take K0 ∈ (1,∞). Let p > d + 1 and let w
be an Ap/(d+1)-weight with [w]p/(d+1) ≤ K0. Let
u ∈W 1,2p,w(Rd+1+ ). (6.7)
Then there exists θ = θ(d, δ,KF , p,K0) ∈ (0, 1) such that if Assumption
6.1 (θ) is satisfied, then∫
R
d+1
+
(|D2u|p + |Du|p)w dxdt
≤ N
∫
R
d+1
+
|∂tu+ F [u]|pw dxdt+N
∫
R
d+1
+
|u|pw dxdt, (6.8)
and if, in addition, u is bounded and Assumption 6.2 is satisfied then∫
R
d+1
+
(|D2u|p+ |Du|p+ |u|p)w dxdt ≤ N
∫
R
d+1
+
|∂tu+F [u]−u|pw dxdt, (6.9)
where the constants N depend only on d, δ, KF , K0, p, and R0.
To state an analog of Theorem 3.15 order the set of coordinates (t, x) =
(t, x1, . . . , xd) arbitrarily as (x˜0, . . . , x˜d). Then we have the following result.
Theorem 6.9. Let τ0 = 0 and take pi > d + 1, i = 0, 1, . . . , d. Assume
that u ∈ W 1,21,loc(Rd+1+ ) and Assumption 6.2 is satisfied. Then there exists
θ = θ(d, δ, d, p0, . . . , pd) ∈ (0, 1) such that, if Assumption 6.1 (θ) is satisfied,
then
‖D2u,Du, u‖Lp0,...,pd(Rd+1+ ) ≤ N‖∂tu+ F [u]− u ‖Lp0,...,pd(Rd+1+ ) (6.10)
provided that the left-hand side is finite, where
‖f‖pd
Lp0,...,pd(R
d+1
+
)
:=
∫
R
(
· · ·
( ∫
R
(∫
R
|fI
R
d+1
+
|p0 dx˜0
)p1/p0
dx˜1
)p2/p1 · · ·)pd/pd−1 dx˜d, (6.11)
and the constant N depends only on d, δ, p1, . . . , pd, and R0.
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One proves this result in the same way as Theorem 3.15 taking care of
defining the mollified functions u(t, x) by averaging the values of u with
higher values of t in order not to bother about the fact that u may not be
defined for negative t.
Then one derives an obvious analogs of Lemmas 2.8 and 3.19 and, by
using Theorem 1.9 of [15] (see also Remark 1.11 there) in place of Theorem
2.1 of [12], one arrives at an analog of Theorem 3.20.
Theorem 6.10. Theorem 6.8 remains true if condition (6.7) is replaced with
u ∈ ⋂R>0W 1,2p,w(CR) provided, additionally, that F is positive homogeneous
of degree one with respect to u′′. In particular, if u is bounded and the
right-hand side of (6.9) is finite, then u ∈W 1,2p,w(Rd+1+ ).
Remark 6.11. Generally, (6.9) may fail if u is unbounded. Indeed, if d = 1
and F [u] = u′′, the function ex satisfies ∂tu+ F [u]− u = 0 and is nonzero.
Then from an analog of Lemma 3.19 one derives the following analog of
Theorem 3.23. The only difference in the proofs worth noting is that one
should use the existence Theorem 1.9 of [15] in place of Theorem 2.1 of [12].
Theorem 6.12. Take R ∈ (0,∞), r ∈ (0, R), p > d + 1, and pi > d + 1
for i = 0, 1, . . . , d. Assume that u ∈ W 1,2p (CR). Then there exists θ =
θ(d, δ, p, p0, . . . , pd) ∈ (0, 1) such that, if Assumptions 6.3 (θ) and 6.2 are
satisfied, then
‖ICrD2u, ICrDu‖Lp0,...,pd(Rd+1+ ) ≤ N‖ICRF [u] ‖Lp0,...,pd(Rd+1+ )
+N‖ICRu‖Lp0,...,pd (Rd+1+ ), (6.12)
where the constants N depend only on r, R, d, δ, p0, . . . , pd, and R0.
7. Parabolic case in a half-space
Here we consider functions on
R
d+1
+,+ = {(t, x) : t ≥ 0, x1 ≥ 0, x′ ∈ Rd−1}.
We concentrate on parabolic equations in Rd+1+,+ with zero Dirichlet bound-
ary condition and prove boundary estimates with Ap-weights.
For (t, x) ∈ Rd+1+,+ and r > 0 denote
C+r (t, x) = [t, t+ r
2)×B+r (x), C+r = C+r (0, 0).
and consider a function F (u′′, t, x) given for (t, x) ∈ Rd+1+,+ and u′′ ∈ S.
We use the following assumptions.
Assumption 7.1 (θ). Assumption 3.1 (θ) is satisfied if we replace there x,
R
d, Br(z) with (t, x), R
d+1
+,+, C
+
r (z), respectively.
Assumption 7.2 (θ). Assumption 3.16 (θ) is satisfied if we replace there
x, Rd, Br(z) with (t, x), R
d+1
+,+, C
+
r (z), respectively.
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Accordingly, we introduce
h♯γ,ρ(t, x), Mρh(t, x), and Mh(t, x)
on Rd+1+,+ (by taking C
+
r (t0, x0) ⊂ Rd+1+,+, (t0, x0) ∈ Rd+1+,+). Here the underlying
set Ω is taken to be Rd+1+,+ and the Cn’s are the parts of the Cn’s from the
beginning of Section 6 which belong to that Ω.
In what follows by Ap-weights we mean weights on R
d+1
+,+ relative to the
parabolic distance.
From Lemma 4.1 of [15] and the proof of Lemma 3.3 of [15], we can
easily obtain a boundary analog of Lemma 3.4. This together with a bound-
ary analog of Lemma 3.5, by relying on Corollary 2.10, gives the following
boundary estimate corresponding to Theorems 3.10 and 6.6.
Theorem 7.3. Take R ∈ (0,∞), K0 ∈ (1,∞). Let p > d + 1 and let w be
an Ap/(d+1)-weight on R
d+1
+,+ with [w]p/(d+1) ≤ K0. Suppose that
D2u ∈ Lp,w(Rd+1+,+)
and u vanishes on {x1 = 0} and on Rd+1+,+ \ C+R . Then there exists θ =
θ(d, δ,KF , p,K0) ∈ (0, 1) such that if Assumption 7.1 (θ) is satisfied, then∫
R
d+1
+,+
|D2u|pw dxdt ≤ N
∫
R
d+1
+,+
|∂tu+ F [u]|pw dxdt
+N
∫
R
d+1
+,+
|u|pw dxdt+Nτp0
∫
R
d+1
+,+
IC+R+R0
w dxdt, (7.1)
where N is a constant depending only on d, δ, KF , K0, p, and R0.
By taking into account what was said before Theorems 5.8 and 5.9 and
using the solvability of ∂tu + F [u] = f in smooth cylinders (see Theorem
1.9 and Remark 1.11 of [15]), we have the following boundary estimates in
mixed-norm spaces.
Theorem 7.4. Take R ∈ (0,∞), r ∈ (0, R), p > d + 1, p1, p2 > d + 1,
and u ∈ W 1,2p (C+R ). Suppose that u vanishes on {x1 = 0}. Finally, take
q ∈ (−1, p1/(d+1)− 1) and let F satisfy Assumption 6.2. Then there exists
θ = θ(d, δ, p, q) ∈ (0, 1) such that, if Assumption 7.2 (θ) is satisfied, then
∫ ∞
0
(∫
Rd+
IC+r x
q
1(|D2u|p1 + |Du|p1) dx
)p2/p1
dt
≤ N
∫ ∞
0
( ∫
Rd
+
IC+R
xq1|∂tu+ F [u]|p1 dx
)p2/p1
dt
+N
∫ ∞
0
(∫
Rd
+
IC+R
xq1|u|p1 dx
)p2/p1
dt, (7.2)
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∫
Rd+
xq1
(∫ ∞
0
IC+r (|D2u|p2 + |Du|p2) dt
)p1/p2
dx
≤ N
∫
Rd
+
xq1
(∫ ∞
0
IC+R
|∂tu+ F [u]|p2 dt
)p1/p2
dx
+N
∫
Rd
+
xq1
(∫ ∞
0
IC+R
|u|p2 dt
)p1/p2
dt, (7.3)
where the constants N depend only on r, R, d, δ, p, p1, p2, q, and R0.
Theorem 7.5. Take (t0, x0) ∈ Rd+1+,+, R ∈ (0,∞), r ∈ (0, R), p > d + 1
and take pi > d + 1, i = 0, 1, . . . , d. Assume that u ∈ W 1,2p (C+R (t0, x0)) and
u vanishes on {x1 = 0}. Then there exists θ = θ(d, δ, p, p0, . . . , pd) ∈ (0, 1)
such that if Assumption 7.2 (θ) is satisfied, then (the mixed norms below are
taken from (6.11))
‖IC+r (t0,x0)D2u‖Lp0,...,pd(Rd+1) ≤ N‖IC+R (t0,x0)F [u] ‖Lp0,...,pd(Rd+1)
+N‖IC+R (t0,x0)u‖Lp0,...,pd (Rd+1),
where the constants N depend only on r, R, d, δ, p, p0, . . . , pd, and R0.
To further estimate the lower-order terms on the right-hand sides of the
estimates above, we need the following fact.
By using the odd extension of u and the even extension of w across {x1 =
0} and using the fact that so extended w is in Ap(Rd+1+ ) with its norm
controlled by K0, from Lemmas 6.7 we get the following corollary in which
W 1,2d+1,loc(R
d+1
+,+) =
⋂
R>0
W 1,2d+1(C
+
R ).
Corollary 7.6. Let K0 ∈ (1,∞), p > d+1 and let u ∈W 1,2d+1,loc(Rd+1+,+) be a
bounded function and a be an Sδ-valued function on R
d+1
+,+. Let w ∈ Ap/(d+1)
on Rd+1+,+ with [w]p/(d+1) ≤ K0 and let u = 0 for x1 = 0. Then∫
R
d+1
+,+
|u|pw dxdt ≤ N
∫
R
d+1
+,+
|∂tu+ aijDiju− u|pw dxdt,
where N = N(d, δ, p,K0).
We are now ready to prove the following theorem.
Theorem 7.7. Let K0 ∈ (1,∞), p > d + 1, w ∈ Ap/(d+1) on Rd+1+,+ with
[w]p/(d+1) ≤ K0, and u ∈ W 1,2p,w(Rd+1+,+) vanishing on {x1 = 0}. Let F satisfy
Assumption 6.2. Then there exists θ = θ(d, δ, p,K0) ∈ (0, 1) such that if
Assumption 7.2 (θ) is satisfied, then∫
R
d+1
+,+
(|D2u|p + |Du|p + |u|p)w dxdt ≤ NI,
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where
I =
∫
R
d+1
+,+
|∂tu+ F [u]− u|pw dxdt
and N depends only on d, δ, K0, p, and R0.
Proof. Observe that the following is a parabolic analog of (5.6) for Rd+,+:∫
C+
1
(t0,x0)
|D2u|pw dxdt ≤ N
∫
C+
2
(t0,x0)
|∂tu+ F [u]|pw dxdt
+N
∫
C+
2
(t0,x0)
(|Du|+ |u|)pw dxdt. (7.4)
The way to obtain it from Theorem 7.3 is described in the proof of Theorem
5.7 and could be easily mimicked in the parabolic setting.
By integrating both sides of (7.4) with respect to (t0, x0) ∈ Rd+1+,+ we get∫
R
d+1
+,+
|D2u|pw dxdt ≤ N
∫
R
d+1
+,+
|∂tu+ F [u]|pw dxdt
+N
∫
R
d+1
+,+
(|Du|+ |u|)pw dxdt
≤ NI +N
∫
R
d+1
+,+
(|Du|+ |u|)pw dxdt.
By using Corollary 7.6 and a boundary parabolic analog of Lemma 3.5 (iii),
we arrive at∫
R
d+1
+,+
(|D2u|p + |Du|p + |u|p)w dxdt ≤ Nρ−pI +Nρp
∫
R
d+1
+,+
|D2u|pw dxdt
for any ρ ∈ (0, 1). The desired estimate follows by taking ρ sufficiently small.
The theorem is proved.
Theorems 7.7 and 8.1 and the way Theorem 3.15 is derived immediately
lead to the following.
Theorem 7.8. Let p1, p2, p3 > d + 1, and u ∈ W 1,21,loc(Rd+1+,+). Suppose that
u vanishes on {x1 = 0}. Finally, take q ∈ (−1, p1/(d + 1) − 1) and let F
satisfy Assumption 6.2. Then there exists θ = θ(d, δ, p1, p2, p3, q) ∈ (0, 1)
such that, if Assumption 7.2 (θ) is satisfied, then∫ ∞
0
(∫
Rd−1
(∫ ∞
0
xq1
[|D2u|+ |Du|+ |u|]p1 dx1
)p2/p1
dx′
)p3/p2
dt
≤ N
∫ ∞
0
( ∫
Rd−1
(∫ ∞
0
xq1|∂tu+ F [u]− u|p1 dx1
)p2/p1
dx′
)p3/p2
dt, (7.5)
provided that the left-hand side is finite, where N depends only on d, δ, p1,
p2, p3, q, and R0.
The one-dimensional example of F [u] = D2u and u(t, x) = sinhx shows
that (7.5) is wrong without the additional assumption on its left-hand side.
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Remark 7.9. The reader understands that one has similar estimates for the
integrals with respect to x1, x
′, and t mixed in any other order.
Remark 7.10. In [9] the authors consider linear F with coefficients depending
only on time in a measurable way and prove a priori estimates similar to the
one in Theorem 7.8, however, for any p1 = p2, p3 > 1 and q ∈ (−1, 2p1 − 1).
The latter range is much wider than ours (−1, p1/(d + 1) − 1), but our
operators are much more general and we have three integrals.
It is worth noting that the range (p1−1, 2p1−1) was used in [10] to build
the solvability theory of parabolic equations in Sobolev spaces with weights
with the highest order of derivatives being an arbitrary given number: pos-
itive, negative, integral or fractional.
8. Appendix
Here we take Ω = Ω1×· · ·×Ωd, where Ωj = R or R+, j = 1, . . . , d and let
µ to be the Lebesgue measure on Ω. We take integers 0 = l0 < l1 < . . . <
lm = d and express points in Ω as
x = (x1, . . . , xd) = (xˇ1, . . . , xˇm),
where xˇi = (xli−1+1, . . . , xli) and set
Ωˇi = Ωli−1+1 × · · · × Ωli , Ωˆi = Ωli−1+1 × · · · × Ωd,
xˆi = (xli+1, . . . , xd). Take k(1), . . . , k(d) ∈ {1, 2, . . .} and, for n ∈ Z, let
Cˇin = [0, 2
−nk(li−1+1))× · · · × [0, 2−nk(li))
be a subset of Ωˇi and Cn = Cˇ
1
n × · · · × Cˇmn . By Ap-weights on Ωˇi we mean
the Ap-weights relative to all translates of Cˇ
i
n, n ∈ Z, belonging to Ωˇi, and,
naturally, Ap-weights on Ω are defined using all translates of Cn, n ∈ Z,
belonging to Ω.
Theorem 8.1. Let K0, pk ∈ (1,∞), wk ∈ Apk(Ωˇk), [wk]pk ≤ K0, k =
1, . . . ,m, and u, g be measurable functions on Ω. Then there exists a con-
stant Λ0 = Λ0(d, p1, . . . , pm, k(1), . . . , k(d),K0) ≥ 1 such that if
‖u‖Lp1 (w dµ) ≤ N0‖g‖Lp1 (w dµ)
for some N0 ∈ (0,∞) and for every w ∈ Ap1(Ω) with [w]p1 ≤ Λ0, then we
have
‖u‖Lp1,...,pm (w1,...,wm) ≤ N‖g‖Lp1,...,pm (w1,...,wm),
where the norms are defined as in (3.18) replacing dxi by w
i(xˇi) dxˇi, the
constant N depends only on d, p1, . . . , pm, k(1), . . . , k(d), K0, and N0.
Proof. We follow the proof of Corollary 2.7 in [5]. Recall the extrapo-
lation theorem of J. L. Rubio de Francia [18] which says that for any con-
stant Λj ∈ (1,∞), j = 1, . . . ,m, there exists a constant Λj−1 = Λj−1(d −
j, pj , pj+1,K0Λj) ∈ (1,∞) (we drop its dependence on the k(i)’s) such that,
if
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(a) for two nonnegative functions Uj and Gj on Ωˆ
j+1 it holds that∫
Ωˆj+1
U
pj
j w(xˆj+1) dxˆj+1 ≤ Nj
∫
Ωˆj+1
G
pj
j w(xˆj+1) dxˆj+1 (8.1)
for some Nj ∈ (0,∞) and for every w ∈ Apj(Ωˆj+1) with [w]pj ≤ Λj−1, then
(b) we have∫
Ωˆj+1
U
pj+1
j w(xˆj+1) dxˆj+1 ≤ Nj+1
∫
Ωˆj+1
G
pj+1
j w(xˆj+1) dxˆj+1 (8.2)
for some Nj+1 ∈ (0,∞), depending only on d, j, K0Λj , pj , pj+1, and Nj,
and for every w ∈ Apj+1(Ωˆj+1) with [w]pj+1 ≤ K0Λj .
In this form the theorem is proved in [5]. We define Λm−1 = 1 and find all
Λj, j = 0, 1, . . . ,m− 1. Then assume that m ≥ 2 and define U0(x) = u(x),
Uj(xˆj+1) =
( ∫
Ωˇj
U
pj
j−1(xˆj)w
j(xˇj) dxˇj
)1/pj
, 1 ≤ j ≤ m− 1,
and similarly we introduce Gj ’s by taking g in place of u. To prove the
theorem, it suffices to prove that (b) holds for j = m − 1 because wm ∈
Apm(Ωˇ
m) and [wm]pm ≤ K0 = K0Λm−1. We are going to use the induction
on j = 0, 1, . . . ,m− 1.
Observe that (b) holds for j = 0 by assumption. Suppose that it holds
for a j ∈ {0, 1, . . . ,m− 2}. Then (8.2) also holds for
w(xˆj+1) := w
j+1(xˇj+1)w(xˆj+2)
if wj+1 ∈ Apj+1(Ωˇj+1) and w(xˆj+2) ∈ Apj+1(Ωˆj+2) with
[wj+1]pj+1 ≤ K0, [w(xˆj+2)]pj+1 ≤ Λj
because then [w(xˆj+1)]pj+1 ≤ K0Λj. Remarkably, this implies that (a) holds
with j + 1 in place of j. Then (b) also holds with j + 1 in place of j. This
justifies the induction and proves the theorem.
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