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I. INTR~DLJcTI~N 
Consider the differential difference equation of the form 
k(t) = -&(t) x(t - A,), (1-l) 
0 
where k(t) denotes the right-hand derivative with respect to t and 
O=A,<A,<*** < d, . Assume that the pi(t) are continuous real valued 
and periodic in t of period w. Let C[ - d, , 0] denote the space of continuous 
complex valued functions on [- A, , 01 with norm II 5(4 II = SUP (I 5(a) I), 
(- A, < 01 < 0). Let x(5(~), 0, t) = x(t), t 3 0, denote the solution of (1.1) 
with the initial function I E C[- A,, 0] and ~~(a) = x(t + a) for 
a~[-Ad,,O]. Th en T(t, 0) [((Y) = .~~(a) for (t > 0) defines a linear map 
of C[- A, , 0] into itself. One may show that U = T(w, 0), or a power of U, 
is a completely continuous map[l] of C[- A, , 0] into itself. Consider the 
equation (U - pJ) [(a) = 0, where J denotes the identity map. Let p 
be any complex number for which this equation has a non-trivial solution, 
Then p will be called an eigenvalue of U. Nonzero eigenvalues p of U will be 
referred to as characteristic multipliers of Eq. (l.l), and h = (l/w) log p as 
characteristic exponents of (1.1). The nontrivial solution [(a) will be called 
an eigenfunction of U and the solution ~([(a), 0, t) will be called an eigen- 
solution of (1.1). Thus we have associated with any equation of the form (1.1) 
a set of characteristic exponents and associated eigenfunctions. Except for the 
case of constant coefficients and the case in which Ai = jw, j = 0, 1, .=a, n, 
[2] not much is known about the characteristic exponents and associated 
eigenfunctions for equations of the form (1.1). In this paper we shall con- 
sider the asymptotic behavior of the characteristic exponents and associated 
eigenfunctions for the case in which Ai and w are rationally related. Hahn [2] 
has observed that in this case Eq. (1.1) is formally equivalent to a linear 
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system of periodic differential difference equations of sufficiently high dimen- 
sion for which the delays are integer multiples of the period. However, in 
general, this system will not satisfy the conditions required for Hahn’s 
development. 
We first consider periodic differential difference equations of the form 
i(t) =&(t) x(t - jd), WV 
0 
where pj(t) are real valued periodic functions with period w. We shall denote 
by P,[O, w] the set of real valued periodic functions of period w which possess 
a continuous ith derivative. We show in Section II that if A = w/q > 0, 
n and q relatively prime integers, p,(t) # 0 for t E [0, w], p,(t) E P,[O, w], 
pjEPi[O,w] forj=O,l;.*, n - 1; then there exists a change of variable 
which reduces Eq. (1.2) to an equation of the form 
n-1 
(1.3) 
where qi(t) E P,[O, w] and d is a nonzero constant. In Section III we 
study the asymptotic behavior of characteristic exponents and associated 
eigenfunctions for equations of the form (1.3). 
II. A CHANGE OF VARIABLES 
Consider the equation 
it(t) =p(t) x(t - nd), (2.1) 
where p(t) E Pa[O, w]. We again assume that A = w/q > 0, where n and q 
are relatively prime integers. 
THEOREM 2.1. If p(t) # 0, t E [0, w], then ~JJ utt upproprzkte change of 
vuriubles Eq. (2.1) may be reduced to an equation of the form 
9(t) = WY(t) + 40 - 4, (2.2) 
where h(t) E P,[O, w] and d is a nonzero constant. 
PROOF. We may, without loss of generality, assume that w = 27~ and 
p(t) > 0. Thus we may write p(t) = exp (q(t)), where q(t) EP,[O, w]. We 
write q(t) in the form 
q(t) = 5 a, sin jt + 2 b, cos jt, a, = 0. 
0 0 
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If we set x(t) = exp [r(t)] y(t), where 
y(t) = f cj sin jt + f dj cosjt, co = 0, 
0 0 
we obtain from (2.1) an equation of the form 
j(t) = - t(t)y(t) + exp [p(t) - r(t) + r(t - Ul)] y(t - nd). 
By considering the coefficients of sin jt, cos jt in the equation 
q(t) - r(t) + r(t - no) = 0, 
one obtains the equations 
cj (cosjnd - 1) + dj sinjnd = - ai 
- cj sin jnd + dj (COSTS - 1) = - bi j = 0, 1,2, ..* . 
Since the determinant of the coefficients of cj and dj is d(j) = 2( 1 - cosjd), 
one may solve for cj and dj in terms of uj and bi whenever d(j) f 0. But for 
j # 0, 9, 29, **a there exists a y > 0 such that ] d(j) ] > y. Thus if we set 
cj = dj = 0 for j = 0, q, 29, **., we have that 
y(t) E Pz[O, WI and q#) = q(t) - y(t) + y(t - q 
belongs to 
P@, 4 = pz [o, +] . 
If one takes 
s t exP k&41 du s(t) = O d , d = (4) ( exp h(u)1 du, 
as the new independent variable he obtains the equation 
Here we have used the fact that t(s) = s + g(s), where g(s) E PJO, d], and so 
t(s) - d = t(s - d). Since i(t) E P,[O, w] it follows that 
t(t(s)) = t(s) E P,[O, w]. 
This completes the proof of Theorem 2.1. As an immediate consequence of 
the above proof we have the following result. 
COROLLARY 2.1. Let Eqs. (1.2) and (1.3) be as described in Section I. 
Then there exists a change of variable which reduces Eq. (1.2) to an equation 
of the form (1.3). 
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III. ASYMPTOTIC DISTRIBUTION OF CHARACTERISTIC EXPONENTS 
In this section we will study the distribution of the characteristic exponents 
for equations of the form (1.3). We shall need the following definition. Let 
(1.3a) and (1.3b) denote any two equations if the form (1.3). We shall say 
that the characteristic exponents of (1.3a) are asymptotic to the characteristic 
exponents of (1.3b) of for every E > 0 there exists R(E) such that if X is a 
characteristic exponent of (1.3b), 1 X 1 > R(E), then there is a characteristic 
exponent y of (1.3a) such that 1 h - y 1 < E. We now consider the two 
equations 
k(t) = dx(t - nA) (3.1) 
n-1 
2(t) = c e(t) x(t -jA) + dx(t - nd), 
0 
(3.2) 
where qj(t) E P,[O, w] and d is a nonzero constant. We again assume that 
A = w/q where n and q are relatively prime integers. We then have the 
following result 
THEOREM 3.1. Let A = w/q where n and q are relatively prime integers. 
If q is odd, then the characteristic exponents of (3.2) are asymptotic to the 
characteristic exponents of (3.1). 
Before proving Theorem 3.1 we first establish the following lemma. 
LEMMA 3.1. Let A be as in Theorem 3.1, w = 2~ and h denote a root of the 
equation h - deFAh = 0, Im (X) > 0. Then for 1 h 1 su#iciently large the follow- 
ing inequalities are valid 
j 
X + ij - d exp [- (A + ij) nA 
f  
fz 
j = 1, 2, *a* 
j = - 1, - 2, -** 
IX+ij--dexp[-((h+ij)nA]]>JX(sin $ ( ) 
f  or .i#O, fq, &2q, -. 
PROOF OF LEMMA 3.1. Since nA = n 2T/q the points d exp [- (X + ii) nA] 
are on the circle z = / X 1 and are obtained by rotating h through an angle 
which is a multiple of A. Since q is odd the arguments of all these points 
differ from the argument of d exp [- Mn + in] by at least A/2. The points 
X + @ are on the line containing A and 1. Thus the expression on the left 
side of the second inequality denotes the distance from points on the circle 
z = ( h 1 to the corresponding points on the given line. However, it is well 
4091I5/3-4 
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known that for 1 /\ 1 sufficiently large one has 1 arg h - a,/2 i < A/8 [3]. For 
such X the above inequalities may be obtained by elementary trigonometric 
considerations. 
PROOF OF THEOREM 3.1. We may assume without loss of generality that 
w = 2~. Let h denote a root of the equation h = d exp [- And], Im (A) > 0. 
For 1 X j sufficiently large we shall obtain by successive approximations a 
periodic function a(i) of period w for which 
x(t) = exp [ j: h + 4 ds] 
is a solution of (3.2). Thus if we denote by Q,, the mean value of a(‘), we have 
that h + a, will be a characteristic exponent of (3.2). It will follow from the 
construction of a(s) that there exists an M such that if OL = l/n then 
/ a, 1 < M/l h l”l. It will then follow that the characteristic exponents of (3.2) 
are asymptotic to the characteristic exponents of (3.1). We should note that 
a(t) may be complex valued. However, since all the coefficients of (3.2) are 
real the expression 
R(t) = exp [j: (A + 4s)) q 
will also be a solution of (3.2). Then, just as exp (ht) and exp (At) give rise to a 
pair of real solutions for (3.1), x(t) and n(t) correspond to a pair of real 
solutions of (3.2). 
If one formula substitutes exp [si (X + u(s)) ds] into Eq. (3.2) and uses 
the fact that h = d exp (- nAA) he obtains for u(t) the equation 
u(t) - b(t) = h [exp /:a(~) ds - 11 , (3.3) 
where 
b(t) + *tl pi(t) exp j[ I+’ (A + u(s)) dr] . 
Associated with Eq. (3.3) we have its linear approximation 
u(t) - b(t) = h j;-?z(s) ds. (3.4) 
We shall solve Eq. (3.3) for u(t) by successive approximations. In order to do 
this we first obtain estimates for the solution a(t) of the linear equation (3.4) 
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corresponding to a given b(t). Writing b(t) = C”, bit+ and formally solving 
Eq. (3.4) for a(t) = CT, Qtj one obtains 
. . 
‘I= h+ij--dexpy-(h+ij)nd] ( 1 b5 i # 0. (3.5) 
Thus, if exp [- inflj] = 1, we obtain aj = bj (i.e., j = f q, f  2q, a**). 
It also follows by formally integrating a(t) that 
s 
t-%A 
(U(S) - u,) ds = f  bj exp [r$] (exp [- +A] - 1) t 
2G 
[A + ij - d exp [- (A + ij) nd]]. (3.6) 
Using Lemma 3.1 we have that there exists an M, > 0 such that for 1 X 1 
sufficiently large the following inequalities holds, 
la,I <M,# 
IIS 
t-jA 
44 ds 
t /I 
II b(t) II < Ml Ih( , j = 1,2, . . . , 
(3.7) 
n. (3.8) 
Here 
II b(t) II = $ I b, I . 
--co 
We are arow ready to solve Eq. (3.3) by successive approximations. We 
define u,,(t) = 0. For i > 0, let ui(t) be the solution of the equation 
ai(t) - In? e(t) exp [/I’” (A + ds)) ds] 
+ X (ev [j: uiel(s) ds] - 1 - s:-” ai-, ds) 1 = X I;-“” ai ds. 
Setting 01 = l/n, u = min (I d lb, l), S = max II qi(t) 11 for i = 0, *e*, it - 1, 
Kr = M,(n * 4 * S/u + 9), and taking ) X I so large that Kr I X Id: < a, 
we obtain the following estimates. 
al(t) = 44 + I X Il-= d,(t) 
s 
t-jA 
s 
t-jA 
u,(s) ds = u,,(s) ds + ) h Pfij(t), j = 0, 1, ***) n, 
t t 
Thus we assume for i = 1, 2, se., Y that 
at(t) = u&1(t) + 1 h jl-=i d,(t) 
s t-id u,(s) ds = t s t-jA d4 ds +fij(t) I X IP, j = 0, 1, *.., n, t 
where 
IlMt> II < Kli> II W II < Ki. 
We now establish these estimates for i = r + 1. We first note that 
/i qj(t) 1 exp [J ‘-jA (A + a,(s) ds] - exp [I: (A + ~-ds>> ds] 111 
t 
and 
11 h [exp [jr”” a,(s) ds - exp [,f~nAa,-l(s) ds] 
(S 
t-nA 
- u,(s) ds - 
t 
+-&) ds] - 1) (exp Urn(t) I A l-a’l - 1) 
+ (exp Lf&) I X 1-Y -f&> I h P - 1) I( 
< 1 h 1 ((Kl I h I--cL *4) (Kl I h IP)r * 2 + (Kl I h l-a>zr) 
Q 1 h 1 (Kl I h I-a)r+l -9. 
Using (3.7) and (3.8) we obtain the desired estimates for i = r + 1. Thus it 
follows that the u,(t) converge uniformly to a function a(t) satisfying Eq. (3.3). 
It is also clear that the mean value a, of u(t) will satisfy the estimate 
) a,, ( < K,MJJ h 1~. This completes the proof of Theorem 3.1. 
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