INTRODUCTION
Music level and music level variation have been much debated in recent years. In particular, it has been argued that new production techniques, such as dynamic compression and limiting, have favored high loudness tracks with small loudness variations [1] , [2] . This trend is referred to as the loudness war, of which [3] (pp. 237-292) and [4] make detailed accounts. This discussion, which has implications in terms of perceived music quality, sound engineering practices, and music history, suffers from a lack of precise scientific studies and standardized vocabulary despite some recent interesting studies [4] - [7] and tentative normalization from the EBU [8]- [11] .
The problem of level variation in music is often discussed using the notion of dynamic range [7] , [12] (p. 128) [13] - [15] , which appears to be poorly defined [11] . It sometimes refers to micro-dynamics, and sometimes to macrodynamics. It has no clear perceptual counterpart and no standardized way of measurement. This lack of definition leads to partially wrong or even contradictory conclusions in several publications, in which the authors confuse crest factor with loudness variability. A case in point can be found in an IEEE Spectrum article entitled "The Future of Music" [2] , where the author first describes the crest factor of a song as the difference between its highest points and the average level, calls it "dynamic range," then proceeds to explain how reducing this "dynamic range" leads to a "constant level of the sound," where " [it] becomes analogous to someone constantly shouting everything he or she says," by which he now addresses loudness variability. The same argument is then repeated in famous nonacademic publications such as the Wall Street Journal [16] .
These articles are illustrated using the comparison of two waveforms, similar to the ones shown in Fig. 1 . The authors consider that waveforms akin to the bottom one, in which peak level appears to be constantly near 0 dBFS, correspond to music in which there are no soft or loud parts. However, such a deduction amounts to considering that constant peak level leads to constant loudness, and therefore that peak level and loudness are highly correlated, which is not the case. Having first confused crest factor with loudness variability, then peak level with loudness, the authors conclude that recent, loud records are devoid of musical dynamics. This is by no means an isolated point of view [1] , [17] , and only a few publications reason otherwise. In particular, two recent corpus-based studies claim that dynamic variability of modern music has been conserved [5] , [18] .
This debate should be clarified, and, to begin with, definitions should be provided for the concepts at hand. When it is possible, precise sound descriptors should also be provided, and reference measurements should be performed. Then, and only then, it should be wise to compare music from before and after the loudness war, and try to identify evolutions and trends. Indeed, while music loudness has been the topic of many researches in signal processing and psychophysics, leading to precise definitions and models [19] - [24] , music loudness variation has received considerably less attention, with, until recently [7] , [11] , very few dedicated articles. Research suggests that loudness variation can be envisioned using microscopic or macroscopic time-scales, resulting in the respective notions of microdynamics and macro-dynamics [12] (p. 129), also referred to as density and consistency [6] , [11] . In regards to signal description, micro-dynamics are sometimes associated to the salience of the signal's peaks [13] , [14] , [25] , which means that if we accept this particular association, then micro-dynamics could be measured using the crest factor or possible derivatives. The problem of macro-dynamics measurement appears to be better defined, having been addressed by the spread of the loudness along the track [5] , of which the EBU 3342 loudness range is a particular case [11] , [26] .
This article discusses music level and music level variation in a systematic manner. Section 1 describes the set of tracks (the corpus) used in all subsequent experiments. In section 2, we examine several signal descriptors measuring music level, macro-dynamics and micro-dynamics. Then, in section 3, we study the influence of dynamic processors on controlled musical signals. This experiment provides reference values for the proposed descriptors that can be used for music analysis. It will be shown that in many cases, it is possible to quantify the kind and the amount of dynamic processing applied to a particular track, which amounts to performing a kind of reverse sound engineering. Section 4, in which we measure the evolution of the different descriptors from tracks released between 1967 and 2011, contains perhaps the most significant part of the paper. Using the reference values from the previous section, along with their relations to particular dynamic processing practices, this analysis will lead us to a precise characterization of the loudness war. Most notably, it will be shown that whereas the loudness war may have a strong influence on microdynamics, it has no influence on macro-dynamics, which means that recent music tracks still feature both loud and quiet segments. We will also show evidence of a possible end of the loudness war around 2004.
It is important to point out that this article does not deal with the practice of remastering, which has been criticized for altering the original content of classic tracks [18] , and would require a dedicated study.
CORPUS
The music corpus we use in this article is made of 4500 tracks released between 1967 and 2011, each year corresponding to 100 tracks. These tracks are taken from albums that got considerable "commercial" and/or "critical" success according to two different online sources [27] , [28] , and chart archives from the US Billboard [29] . While this method of selection does not lead to a random sample, it ensures that the corpus is based on music that is broadly listened to. Each album from the corpus was verified as featuring a mastering that could realistically be performed at the time of the initial release -excluding as a remastered edition, for instance, obvious digital brickwall limiting on a 1970 album. We choose to start the corpus at the end of the sixties, for the reason that we consider these years as the advent of the contemporary pop/rock era, characterized with the creative use of the recording studio [3] (p. 157) along with mass media availability [30] .
Some experiments we perform in this article require the use of a specific sub-corpus, made from tracks that were not processed with a brickwall look-ahead limiter. From our main corpus, we randomly choose 10 songs from each year between 1969 and 1989. As no brickwall limiters were used in the studio before the beginning of the 1990s [3] (pp. 279-280), and as the tracks were manually checked as not being remastered, this ensures that no brickwall limiting was applied on any of the 210 resulting tracks.
SIGNAL DESCRIPTORS

Level and loudness
We evaluate the physical level of the tracks by using RMS level as a global descriptor. When it comes to loudness, several algorithms have been developed. Some are based on psychoacoustic models [20] - [24] , others are energy-based measures [9] . Throughout this paper, for evaluation of shortterm loudness, we use the energy-based K-weighting algorithm proposed by the ITU [9] . For evaluation of loudness made on entire tracks, we use the K-weighting based "integrated loudness" measure suggested in EBU Tech 3341 and EBU R 128 [8], [10] . Such choices are motivated by the fact that K-weighting has been shown to be similarly robust for music compared to more complex measures that may include detailed perceptual models [31] , while being implemented in several commercial products, such as the Waves Loudness Meter 1 , the Flux Pure Analyzer 2 , and the Trinnov Loudness Meter 3 .
EBU3342 Loudness Range
The EBU has defined a global measure of loudness variability called LRA (for Loudness RAnge) [11] , [26] . The signal is K-weighted according to the ITU-1770 loudness model, gated using absolute then relative gating, and split into 3s long windows. The RMS of each window is then evaluated. The LRA is defined as the difference between the estimates of the 10th and the 95th percentiles of the RMS distribution.
By evaluating the difference between two percentiles of the RMS based on 3s long windows and a hop size of 1s, the EBU3342 LRA will measure the loudness variations whose time-scale lies above 2s. This makes the EBU3342 LRA a descriptor of the variation of loudness on a macroscopic time-scale. It should then be used to measure the long term variability of loudness, high values showing that there are some very quiet parts and some very loud parts in a track [11] , [26] . It is not in the scope of this particular article to link signal-related notions to percepts (an approach that's for instance considered in [7] ). Nevertheless, the EBU3342 LRA appears to be a suitable feature for the evaluation of musical dynamics in the classical sense, such as pianissimo to fortissimo.
High Level Sample Density
We introduce a global descriptor called High Level Sample Density (HLSD). It measures the proportion of samples above −1 dB Full Scale (dBFS) after normalization. Let s(n) be the audio signal with s(n) ∈ [−1, 1]. The signal is normalized and expressed in dBFS:
And HLSD is defined as:
In equation (2), Card(. . .) provides the number of elements n for which s dB (n) > −1, that is, the number of samples whose level is greater than −1 dBFS. In section 3, HLSD will be shown to be a good measure of the amount of brickwall limiting applied to the audio content.
Crest Factor
The crest factor is the ratio of the instantaneous peak value of the signal level to its time-averaged value [15] , [32] . We investigate two different methods for its evaluation.
Method 1
In the studio, a practical method to estimate the crest factor can be based on the difference between the readings of a Peak Program Meter and a VU meter [33] , [34] . To emulate such a process, method 1 will consist in the evaluation of the level RMS on a series of 300 ms windows. The choice of this particular value is based on the observation according to which 300 ms is the typical integration time of a VU-Meter [35] . Evaluation of the peak level will feature a 10 ms integration time, with a subsequent decay of 24 dB in 2.8s. Such values respectively correspond to the attack and return times of a Peak Program Meter [36] .
Method 2
We investigate the possibility that consists in estimating the crest factor by evaluating both peak and RMS levels on a series of overlapping windows. Let s w (n) be the windowed audio signal with s w (n) ∈ [−1,1]. Let N be the window length in samples. The short-term crest factor can be written as:
The crest factor as a global descriptor will then be CF global = median(CF w ). Such a method is simpler than method 1, and proves to be much less CPU-intensive. Evaluation performed over our corpus (section 1) shows that the maximum correlation between both methods is reached when method 2 relies on 0.47s windows. In that case, correlation is ρ(4498) = 0.96, p <10 −3 . Therefore, during this paper, we will be using method 2 with 0.47s windows.
Usage of the Crest Factor
In some publications, the crest factor is used to describe macro-dynamics, that is, the presence of loud and quiet parts in the signal [2] , [13] , [16] . Given the very definition of the crest factor, this is obviously not adequate. The confusion may be due to the use of the expression dynamic range for both macro-and micro-dynamics in the literature. Indeed, the crest factor can be a good measure of microdynamics of a signal, measuring the saliency of the peaks. But we argue that it is not always the case. For instance, lets consider the following signal:
This signal, despite a complete absence of any kind of amplitude variation, has a crest factor of 15 dB, a value that should correspond to very high micro-dynamics. Indeed, from our 4500-track corpus, only 18 tracks possess a crest factor that's equal or above 15 dB. Also, the crest factor is sometimes used to measure the amount of dynamic processing applied to a track [13] . Again, we think that this use is only partially correct. Indeed, consider a sustained clarinet sample. It features a low crest factor (between 5 and 6 dB, that is, 2 dB lower than most tracks from Metallica's highly compressed "Death Magnetic" [16] ) despite the fact that no dynamic compression is applied. Given these considerations, we propose a new measure of micro-dynamics, directly aimed at measuring the amount of dynamic processing applied.
Peak to RMS Regression Coefficient
We measure the RMS and peak levels corresponding to the waveforms shown in Fig. 1 . These levels are shown in Fig. 2 . In "Seaside Rendez-vous," peak and RMS evolve conjointly, whereas in "Californication," they do not. This observation stands as the basis for the Peak to RMS Regression Coefficient (PRRC), a signal descriptor we introduce to describe micro-dynamics. Intuitively, a PRRC close to 1 (Fig. 2 left) will correspond to a signal where RMS and peak levels evolve together, whereas a PRRC close to 0 (Fig. 2 right) will correspond to a signal where the peak levels are stable regardless of the behavior of the RMS level. The PRRC is intended to describe the amount of dynamic processing applied to a source. It is closely related to a previous notion we have been referring to as "paradigm of musical dynamics" [18] . Short-term PRRC as a signal descriptor is evaluated by computing the regression coefficient between the shortterm RMS and the short-term peak level of a signal, both expressed in dB. The descriptor is calibrated so that median (PRRC) ≈ 1 in the case of vocals recorded in an anechoic chamber, and median (PPRC) gets close to 0 in the case of highly limited audio content. We observe that dynamic compression and limiting will decrease PRRC values, while dynamic expansion and gating will increase them. This suggests that the PRRC is a better measure of the amount of dynamic processing that was applied to the source than the crest factor, with PRRC = 1 corresponding to the highest degree of a perceptual aspect of the signal we want to call "dynamic naturalness."
While it is true that for such a descriptor, correlation between RMS and peak levels might also be considered, we find that in practice, linear regression leads to more reliable results. Finally, to evaluate PRRC as a global descriptor, we use the median of the short-term PRRC.
INFLUENCE OF DYNAMIC PROCESSING
Methodology
We want to assess the influence of dynamic processing on the features described in section 2. We start with the nonlimited sub-corpus described in section 1. The tracks from this sub-corpus were processed using look-ahead brickwall limiters and compressors. All plug-ins were hosted inside Reaper 4 . All tracks were normalized prior and after processing. We proceeded with the experiment using 4 Remarkably, all tested compressors led to similar results, and so did the limiters.
As far as compressors are concerned, we only present the results for the Waves H-Comp. Such a choice is motivated by the "analog feel" of the compression algorithm, along with its predictability during use. The amount of compression is varied by using six combinations of jointly changing ratio and threshold. We perform two processing sessions, using a fast attack (0.5 ms) in one case, and a slow attack (50 ms) in the other. All remaining settings are set to default (Punch to 0, Analog to 2, Release to 100 ms). There is no make-up gain; the file is normalized after processing. This leads us to two groups of 1470 tracks (210 original tracks, plug-in bypass + 6 compression settings).
As far as limiters are concerned, we only present the results for the Waves L2, which is the more widespread of the four limiters according to personal experience. The amount of limiting is varied by changing the threshold from 0 dB to −18 dB. All other settings are set to default (Release to "ARC Mode," Quantization to "24 bits," Dither to "Type 1," Shaping to "Normal"). In this configuration, the makeup gain is the inverse of the compression gain. The file is normalized after processing. This leads us to a total of 4200 5 
Influence on RMS and EBU3341 Integrated Loudness
Figs. 3 and 4 illustrate the influence of limiting and compression on the overall RMS level and EBU3341 integrated loudness of the sub-corpus tracks. Limiting the signal raised the RMS and loudness until the threshold was lowered to ca. −15 dB, after which RMS and loudness tended to stabilize. Fast-attack compression also increased both features until a particular compression amount was reached, after which RMS and loudness started decreasing. Slow-attack compression had a different influence altogether, and decreased both features from the start: the more slow-attack compression, the lower the level and loudness. These results suggest that high levels and loudness values can only be reached using limiters, not compressors.
Influence on Crest Factor
Limiting the signal resulted in a crest factor decrease until the threshold was lowered to ca. −14 dB, after which the crest factor tended to stabilize (Fig. 5) . Fast-attack compression decreased crest factor values until a certain amount of compression was reached, after which these values remained stable. Slow-attack compression slightly increased crest factor values. These results show that low crest factor values can be reached by using either a limiter or a fast-attack compressor.
EBU3342 Loudness Range
In Fig. 6 , we can see that limiting had no influence on LRA for thresholds higher than −5 dB. For higher negative values, LRA slowly decreased. Fast-attack compression also decreased LRA. The influence of slow-attack compression is more complex: at first, LRA values were stable, then decreased, then increased again when the compression amount was higher. These results show that low LRA values can be reached using any of the three processing methods (limiting, fast-attack compression, slow-attack compression), but that the amount of processing applied must be large to obtain a significant reduction. Fig. 7 illustrates the influence of limiting and compressing on HLSD. As far as limiting is concerned, it was possible to witness a similar phenomenon as with RMS, EBU3341 loudness and crest factor: HLSD increased until the threshold was lowered to ca. −14 dB, after which HLSD tended to stabilize. The influence of fast-attack and slow-attack compression was much less significant. Both fast and slow-attack compression produced a small decrease of HLSD (slow-attack compression having no influence on HLSD in the case of the H-Comp). These results show that high HLSD values can only be reached by the use of a limiter and that HLSD is a good predictor of the amount of limiting applied to the track.
Influence on HLSD
Influence on PRRC
Similarly to what was witnessed with limiter influence on RMS, EBU3341 loudness, crest factor, and HLSD, limiting led to PRRC decrease until a particular limiting amount was reached (−15 dB in this case), after which the PRRC appeared to be stabilizing (see Fig. 8 ). Fast-attack compression led the PRRC to decrease in any case. The influence of slow-attack compression was more complex: the values were stable at first and then increased. These results show that low PRRC values can be reached both by the use of limiting and fast-attack compression and that PRRC is a good predictor of the amount of dynamic processing applied to a track.
Clipping
In the present section, we did not specifically study the influence of clipping on the different signal descriptors we use, even though it is sometimes seen as an important aspect of the loudness war [3] (p. 254). There are several reasons for this omission. First, as far as we can tell, there is not a single track in our corpus that uses clipping as a mastering technique per se. When clipping is heard, it is on specific, mostly percussive instruments such as the kick drum. This makes clipping a sound design technique, not a mastering problem. As such, it doesn't belong to the scope of this study.
There are indeed some cases where the use of clipping on particular instruments does appear to be used to raise the general level of a track [3] (p. 280). These cases typically correspond to specific music styles [3] (p. 281) [12] (p. 111), in which clipping goes alongside a heavily limited mix, making it hard to distinguish between the influences of clipping and hard limiting. This leads us to consider such clipping as brickwall limiting with a high distortion rate. In this regard, from the point of view of dynamics, clipping is a particular case of limiting.
Summary
The main finding of this experiment is a set of reference values for the behavior of sound descriptors in regards to limiting and compression. A second important finding is the proof that the proposed new features (PRRC and HLSD) actually measure what they were designed for. From these measurements, we see that it is possible to estimate the kind of dynamic processing used in a track and the parameters of each processor. This can be useful in the field of music information retrieval, for instance in the context of decade prediction (prediction of the decade in which a song was released). Indeed, as seen in section 4.1, a heavily limited track cannot have been produced before 1990. It can also be useful in the field of signal processing algorithm design, for instance for automatic loudness normalization, to characterize the production of a track [37] or for sound engineers.
More specifically, we can seek out the answer to the following question: if one wants to reach unusual descriptor values, what kind of processing can one use? High RMS and EBU3341 integrated loudness values can be reached using a limiter. Low crest factor values can be reached using either a limiter or a fast-attack compressor. Low EBU3342 loudness range values can be reached using any one of the three methods, given that the amount of processing is significant. High HLSD values can be reached using a limiter. Low PRRC values can be reached using either a limiter or a fast-attack compressor. Conversely, we can deduce the following: r A track with notably high RMS/loudness and/or HLSD values has been limited. r A track with notably low crest factor and/or PRRC values but normal RMS/loudness and/or HLSD values has been compressed using a fast attack. r A track with notably low EBU3342 values but normal values otherwise has been compressed using a slow attack tracks.
EVOLUTION OVER THE YEARS (LOUDNESS WAR, 1989-2004)
On the basis of the previous reference measures and observations, we can now analyze tracks in the corpus in terms of dynamic processing and observe the evolution of studio practices over the past 5 decades. In this aim, we observe the behavior of each descriptor according to the track's date of release, 5 years by 5 years. For readability reasons, we will designate each group of 5 years by its central year. For instance, the 1967-1971 box will be referred to as "1969." To provide context to the experiment, we provide a timeline of milestones in the evolution of studio practices. These milestones will prove to have a very strong influence on the musical signal. 
Studio Practice Timeline
We grouped technical innovations and studio practices into two periods: 1960s-1983 and 1985-1997. Elements from the first period all move toward better transient restitution and high-fidelity while changes and innovations from the second period, on the contrary, point toward a form of low-fidelity, heavy processing, and high loudness.
From the 1960s to 1983
r Sixties: The Beatles use "bouncing" 13 extensively [3] (p. 158). r Late sixties: advent of eight-track machines [3] (p. 159).
The more numerous the tracks, the less "bouncing" is necessary, the less degraded the transients. r Ca. 1970: 16-track machines, solid-state technology [3] (p. 160). Solid-state technology being more transparent than the previously used tube technology, it leads to 13 "Bouncing" is a technique that consists into emulating multitrack recording with stereo recorders. A part will be recorded on track one, a second one on track two. Tracks one and two are "bounced" together to track one, so a third part can be recorded on track two. . . and so on. This technique goes at the price of transient degradation [3] (p. 161), thus leading to a potential loss of crest factor and increasing of PRRC.
clearer transients and potentially higher crest factor, and lower PRRC. r Ca. 1981: end of the "bounce" practice [3] (p. 161). r 1983: Sony DASH multi-track digital recorders [38] .
Digital tape recorders are more transparent than analog tape recorders, leading again to clearer transients. r 1983: advent of the CD [30] (p. 152), which possesses a higher signal to noise ratio than vinyl.
From 1983 to 1997
r Ca. 1985: first "all-in-one" radio processor, an important by-product of the "radio loudness war" [3] (p. 277). r 1989: "lo-fi" indie bands [3] (p. 181). The "lo-fi" trend implies the use of vintage gear, which degrades transients. r 1991-1994: radio processors find their way into the studio [3] (pp. 279-280). This makes high loudness easier during production. r Ca. 1997: DAWs (Digital Audio Workstation(s)) are preferred over tape systems [3] (p. 294). Makes audio processing and more particularly high loudness even easier: all you need to do is to select a plug-in.
RMS, Loudness, HLSD
As seen in Fig. 9 and 10, RMS and loudness evolve similarly: slight decrease between 1969 and 1984, steady A joint observation of Figs. 9-12 indicates that while RMS level and loudness have been decreasing between 1969 and 1984, HLSD has not. According to the conclusions drawn in section 3.8, such a combination can be associated to a decreasing use of fast-attack compression in the production chain. Such a change in recording practice may be explained by the fact that when using analog systems with a low signal-to noise ratio, according to personal experience, audio engineers will resort to two solutions. First, they will try to record at a high level so background noise is minimized. This will result in transients whose level neighbors the upper capabilities of the recording system, in which case its behavior will not be linear anymore. An input increase of say 6 dB will result into a transmitted increase of less than 6 dB. This phenomenon is none other than fast-attack dynamic compression. Then, they will want to process the signal prior to recording so that transients are less salient. This also means using fast-attack compression, since no digital limiters were available during the 1960s. Increase of signal-to-noise ratio between the 1960s and 1984 may therefore very well result into less fast-attack compression.
Crest Factor
The crest factor shows a similar evolution (see Fig. 12 ), with the notable exception that it keeps decreasing between 2004 and 2009. The global decrease in crest factor due to the loudness war is about 2.0 dB, which corresponds, according to Fig. 5 , to the average crest factor loss that would be encountered when setting the Waves L2's threshold slider near −6.5 dB.
EBU3342 Loudness Range
As seen in Fig. 13 , the EBU3342 loudness range follows a completely distinct evolution, and does not appear to be significantly influenced by the loudness war. We had reached similar results using a smaller corpus in [18] , and it was later confirmed with a much larger one in [5] . If we accept the EBU3342 LRA as a measure for macrodynamics, then the usual preconception according to which the loudness war is responsible for making all mainstream music parts sound equally loud [1] , [2] is wrong, for the simple reason that recent mainstream music is nearly as "macro-dynamic" as it was 30 years ago. suggests that the EBU3342 loudness range could be expressed in log (LU) instead of LU. The evolution graph is also more readable this way. We note that macro-dynamics as measured by the LRA have been generally decreasing between 1969 and 1989, and then increasing for the first 15 years of the loudness war. They decrease again between 1999 and 2004, and increase once more between 2004 and 2009. Overall, it is impossible to observe a regular trend in the evolution of the LRA during the period of the study. Such a resilience of the LRA to the loudness war might be related to its resilience to dynamic processing as observed in section 3.4.
Summary
We now sum up the main observations we have been making about the signal during this section. Crest Factor (dB)
Year of Release 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992-1996 1997-2001 2002-2006 2007-2011 Fig. 12. Crest factor evolution. 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992-1996 1997-2001 2002-2006 2007-2011 Year of Release Fig. 13 . EBU3342 LRA evolution. log(1+EBU 3342 Loudness Range) 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992-1996 1997-2001 2002-2006 2007-2011 Year of Release These observations are consistent with the technical timeline provided in section 4.1, according to which there was an increasing use of limiting between the beginning of the 1990s and 2004. The existence of "lo-fi" indie bands near 1989 suggests that the growing taste in degraded audio signals that can be observed after 1984 may not be solely the loudness war's responsibility, but also the result of an underlying stylistic tendency. This strongly suggests that the loudness war is a DAW-related phenomenon (easy plugin instantiation) that adds up to an underlying, legitimate, stylistic/technical trend (low fidelity). Fig. 15 shows these events along with the PRRC, whose evolution nicely sums up the observations made in section 4. In 2008, a series of articles are published in mainstream journals [1] , [16] , [39] , that unanimously expose the use of what they refer to as "hyper-compression" or "hyperlimiting." Having such considerations published in the mainstream press is consistent with the observation according to which the loudness war has been peaking four years before.
We can sum up the timeline by dividing it into four eras. 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992-1996 1997-2001 2002-2006 2007-2011 Year of release (1) 1967-1984: music production tended toward highfidelity and transparency, thanks to technological innovations that preserve transients. Notice the high proportion of tracks featuring a PRRC greater than 1 near the beginning of the 1980s, which is consistent with the wide use of noise gates around that time [3] (pp. 165-170). (2) 1984-1989: an opposite tendency towards lowfidelity can be observed, even though no limiters were used yet. It has apparently nothing to do with technological changes, and seems to be a purely stylistic issue. tion, all descriptor evolutions but the crest factor's were slightly reversed.
CONCLUSIONS
Several signal descriptors in relation to music level and music level variation have been considered. Among these, the crest factor appears to be of particular concern, an observation that is also made by [11] . It does not appear to measure the amount of dynamic processing applied to the signal, which leads us to suggest another signal descriptor for that purpose, the "Peak to RMS regression coefficient," or PRRC. Then, the crest factor may not be a good measure for micro-dynamics, that is, short-term dynamic variability, given that this particular concept is even meaningful. Indeed, whereas substantial effort from TC Electronics and the EBU's part makes it possible to use standardized descriptors in relation to macro-dynamics [7, 11] , no such work exists in regards to micro-dynamics. In our opinion, this is a concept that should be clarified. More generally, when it comes to music level variation, we think that the very concepts should be defined much more carefully than they currently are. This is particularly urgent in the case of the "dynamic range," which we believe should be put aside altogether.
The most significant findings of the article concern the evolution of the suggested descriptors on a corpus spanning over the last five decades. As a result, we observe that from 1967 to 1984, mainstream music production tends toward high-fidelity and transparency, thanks to different technological innovations. From 1984 to 2004, on the contrary, it tends toward low-fidelity and transient degradation. This tendency appears to be starting as a purely aesthetic issue, then turns near the end of the 1980s into the loudness war, in which limiters play a very important role. The loudness war appears to peak in 2004, and a modest movement toward the opposite direction can be observed.
While the loudness war has indeed made mainstream music louder, transients less salient, decreased "naturalness," macro-dynamics remain practically untouched. In other words, there are still pianissimi and fortissimi in recent mainstream music, a conclusion that we provided in [18] and that was confirmed by [5] . Therefore, the origin for the "ear fatigue" phenomenon that is sometimes associated to modern music [40] , [41] does not lie with the absence of musical dynamics. Instead, it may be related to microdynamics, but this is a concept that is so poorly defined, that it seems a long way before one can find solid relations between the notion of micro-dynamics, a precise set of audio descriptors, and a well-defined percept. We hope that this article will contribute to the ongoing debate.
