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1. Einleitung und Zielsetzung
Calciumsulfate werden vielseitig in den verschiedensten Industriezweigen angewen-
det, mengenmäßig aber hauptsächlich in der Bauindustrie, wo sie schon seit Jahr-
hunderten als leichter und gut verarbeitbarer Baustoff zum Einsatz kommen.
Bei der Verwendung von Calciumsulfaten macht man sich zunutze, dass die wasser-
ärmeren Phasen (Anhydrit, CaSO4, und Halbhydrat, CaSO4 · 0,5H2O) durch Zugabe
vonWasser zum Gips, CaSO4 · 2H2O, „abbinden“ können. Dabei kann der angerührte
Gipsbrei in eine gewünschte Form gegeben werden, in welcher dann lange, miteinan-
der verhakte Gipsnadeln auskristallisieren und letztendlich ein festes Gefüge bilden.
Die als Ausgangsstoff notwendigen wasserärmeren Phasen können dazu entweder
direkt aus der Natur gewonnen oder durch Entwässerung (z. B. trockene oder hydro-
thermale Erhitzung) aus natürlichem oder dem in großen Mengen als Abfallprodukt
vorliegenden synthetischen Gips hergestellt werden. Auf diese Weise werden durch
die Produktion von Gipskartonplatten, Putzen oder Trockenestrich jedes Jahr meh-
rere Millionen Tonnen Gips in der Bundesrepublik Deutschland umgesetzt. Neben
der Bauindustrie hat Gips aber auch für viele Spezialbereiche als Modell- und For-
mengips große Bedeutung, wobei besonders die Kunst und der medizinische Bereich
hervorgehoben sein sollen.
Für die verschiedenen Verwendungszwecke bestehen sehr unterschiedliche Anforde-
rungen an die Verarbeitbarkeit einerseits und die Eigenschaften des fertigen Produk-
tes andererseits. Für eine gute Verarbeitbarkeit ist vor allem eine gute Fließfähigkeit
des Gipsbreis wichtig, die umso größer sein muss, je feiner die zu füllende Form oder
je höher der Anspruch an eine glatte Oberfläche ist. Ein fließfähigerer Gipsbrei kann
durch Erhöhung des Wasser-Gips-Verhältnisses über das notwendige Maß hinaus
erhalten werden. Mit zunehmendem Wasser-Gips-Verhältnis sinkt dabei aber die
Festigkeit und steigt die Porosität des Produktes. Neben der Fließfähigkeit beste-
hen für eine möglichst effektive Produktion außerdem konkrete Ansprüche an die
Verarbeitungszeit (also die Zeitspanne, in der der Gipsbrei fließfähig ist) und die
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Erstarrungszeit (also die Zeit, die nötig ist, bis das Produkt fest genug für eine
Weiterverarbeitung ist).
Um diese Parameter und Eigenschaften im Sinne des jeweiligen Herstellungspro-
zesses und Anwendungsbereiches zu verbessern, werden schon seit jeher Additive
verwendet [1,2]. Dabei handelt es sich um verschiedene Stoffe (von einfachen Salzen
über organische Säuren bis hin zu Polymeren), die in sehr geringen Mengen dem
Gipsbrei gezielt zugesetzt werden. Je nach Wirkungsweise unterscheidet man z. B.
Verzögerer und Beschleuniger, die Einfluss auf die Verarbeitungs- und Erstarrungs-
zeit haben, Fließmittel, welche den Gipsbrei bei gleichem Wasser-Gips-Verhältnis
fließfähiger machen, oder Schaumbildner, die zu einer erhöhten Porosität und damit
zu verbesserten Dämmeigenschaften führen.
Die Zahl der Additive für die Beeinflussung der verschiedensten Eigenschaften
ist groß, die eingesetzte Menge bezogen auf den Gips gering (ppm- bis unterer
Prozent-Bereich). Da die Calciumsulfate selbst aber in der Regel kostengünstig als
Abfall- oder Naturprodukt vorliegen, bilden die Additive einen Hauptkostenfaktor
für die Gipsindustrie. Die Optimierung des Additiveinsatzes ist deshalb von fun-
damentaler Bedeutung, gleichzeitig aber kaum zu bewerkstelligen. Letzeres ist da-
mit begründet, dass die Wirkung der Additive sehr stark durch die Kristallisations-
bedingungen (Temperatur, pH-Wert, Konzentrationen, Durchmischung, ...) und die
Zusammensetzung der verwendeten Calciumsulfate (Verunreinigungen, andere Zu-
sätze) beeinflusst wird. Gleichzeitig ist die Wirkungsweise der Additive noch nicht
vollständig geklärt, weshalb theoretische Vorhersagen für geeignete Rezepturen kaum
möglich sind. Eine rein empirische und aufwendige Vorgehensweise ist daher für die
Erforschung neuer Additive oder die Anpassung einer Additivrezeptur an eine neue
Rohmaterial-Charge die Praxis.
Für die Wirkung der Additive werden verschiedene Mechanismen diskutiert, wie die
Beeinflussung von Keimbildung, Löslichkeit, Lösekinetik oder Kristallaggregation so-
wie die Bildung von Komplexen oder schwerlöslichen Niederschlägen. Da aber sehr
viele Additive neben ihrer eigentlichen Wirkung außerdem die Kristallmorphologie
(und damit weitere Produkteigenschaften) verändern, kann davon ausgegangen wer-
den, dass die Adsorption der Additive an der Calciumsulfat-Grenzfläche einen we-
sentlichen Teilschritt im Wirkungsmechanismus der Additive darstellt. Durch die
Adsorption der Additive an einer bestimmten Calciumsulfat-Grenzfläche kann das
Kristallwachstum an dieser Grenzfläche selektiv gehemmt oder gar blockiert wer-
den. Dadurch verändern sich die relativen Wachstumsgeschwindigkeiten der verschie-
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denen Kristallflächen untereinander, was in einer anderen Morphologie resultieren
kann.
Informationen darüber, wie die Additive an den Grenzflächen adsorbieren und wel-
che Additive spezifisch an welchen Grenzflächen oder Positionen adsorbieren, können
entscheidende Hinweise auf den Wirkungsmechanismus geben und einen Schritt in
Richtung einer theoretischen Beschreibung des Additiv-Einflusses darstellen. Leider
ist die flächenspezifische Adsorption der Additive experimentell kaum zugänglich.
Die mittlere Löslichkeit der Calciumsulfate verhindert sowohl die Anwendung von
Methoden für schwerlösliche als auch solche für leichtlösliche Salze. Die Anwesenheit
großer Wassermengen stört verschiedene strukturspezifische Spektroskopiearten und
die geringe Menge von Additiven erschwert eine Quantifizierung, ganz abgesehen von
einer flächenspezifischen Quantifizierung. Der Versuch, Simulationstechniken anzu-
wenden, um einen anderen Zugang zu den Prozessen an den Grenzflächen zu erhalten,
liegt daher auf der Hand.
In den letzten Jahrzehnten haben sich sowohl die Simulationstechniken als auch die
zur Verfügung stehenden Computerressourcen rasant entwickelt. Je nach gewünsch-
ter räumlicher und zeitlicher Auflösung ist heutzutage die Simulation von wenigen
Atome mit Ab-initio-Methoden bzw. von großen Systemen wie Proteinlösungen mit
Coarse-grained -Techniken möglich. Für die Betrachtung relevanter Additive für die
Gipsindustrie und die Simulation der flächenspezifischen Additivadsorption aus wäss-
rigen Lösungen eignet sich besonders die atomar aufgelöste Molekularmechanik. Die-
se ermöglicht die Untersuchung des Einflusses der verschiedenen Atomanordnungen
an den Grenzflächen zwischen CaSO4-Kristall und Additivlösung, die zur flächen-
spezifischen Adsorption führt. Als eine spezielle Form der Molekularmechanik bietet
sich die Molekulardynamik (MD) außerdem für die Untersuchung des Adsorptions-
prozesses an sich an, da hier Bewegungsabläufe aufgrund vorherrschender Kräfte
nachgestellt werden.
Die Molekulardynamik ist eine weitverbreitete Simlationstechnik, mit der für ver-
schiedene Systeme bereits Erfolge in der Adsorptionssimulation erzielt werden konn-
ten. So lässt sich beispielweise die Morphologie oder das Kristallwachstum von Mo-
lekülkristallen in Gegenwart von organischen Additiven mit relativer Sicherheit vor-
hersagen. Im Gegensatz zu den Molekülkristallen ist das betrachtete System aus
ionischem Calciumsulfat-Kristall und in wässriger Lösung dissoziierten Additivmo-
lekülen aber durch langreichweitige elektrostatische Wechselwirkungen und einen
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Mangel an verlässlichen experimentellen Daten zur Parametrisierung und Validie-
rung von Computersimulationen geprägt.
In der vorliegenden Arbeit sollte deshalb untersucht werden, inwieweit sich MD-
Simulationen dennoch verwenden lassen, um Informationen über die kaum expe-
rimentell zugänglichen Prozesse und Strukturen an den Calciumsulfat-Lösungs-
Grenzflächen zu erhalten. Diese Simulationen sind als Einstieg zu verstehen, um
einen Überblick über das System zu gewinnen und wesentliche Phänomene zu iden-
tifizieren, welche sich im Anschluss an diese Arbeit mit genaueren Methoden einzeln
untersuchen lassen.
Für die Simulationen wurde das Gromacs-Softwarepaket verwendet. Der Weg führ-
te dabei vom Finden geeigneter Parameter und Techniken zur Simulation über die
Untersuchung der Calciumsulfat-Oberflächen und deren Hydratation bis hin zur
Analyse der eigentlichen Wechselwirkungen zwischen Additiven und Calciumsulfa-
ten. Im Einzelnen wurden die folgenden Punkte behandelt:
• Das Finden geeigneter Kraftfeldparameter als wichtigste Grundlage der
Simulation: Die Kraftfeldparameter sollten dabei die gleichzeitige Beschrei-
bung von Calciumsulfaten und wässriger Additivlösung in Simulationsboxen
ausreichender Größe (mehrere 1.000 bis 10.000 Atome) für Simulationszei-
ten bis zu 100 ns ermöglichen. Als Additive wurden die für die Gipsindus-
trie relevanten organischen Säuren Zitronensäure, Glycin, Asparaginsäure und
Glutaminsäure verwendet. Als Calciumsulfate wurden Gips und Anhydrit un-
tersucht.
• Die Berechnung der Kristallmorphologie von Anhydrit und Gips ohne und
mit Anwesenheit von Wasser als Lösungsmittel zur Ermittlung der für die
Adsorption relevanten Grenzflächen.
• Die Beschreibung verschiedener Calciumsulfat-Wasser-Grenzflächen: Da-
bei waren insbesondere die Stabilität der Atomanordnung der Kristallatome
sowie die Struktur der Hydratationshülle als „Medium“ der Additiv-Adsorption
wichtig. Es wurde angenommen, dass der Ordnungsgrad der Wassermoleküle
an der Kristallfläche, die dadurch hervorgerufene Polarisierung und die Aus-
tauschkinetik der Wassermoleküle an potentiellen Adsorptionspositionen der
Additive wesentlich die Thermodynamik und Kinetik der Additiv-Adsorption
bestimmen.
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• Die energetische und strukturelle Charakterisierung der Calciumsulfat-
Additiv-Wechselwirkung: Hierbei waren einerseits der Prozess der Annähe-
rung des Additivs an die Kristallfläche, die damit verbundenen Konformations-
änderungen und die Rolle der Hydratationshüllen um Additiv und Calcium-
sulfat und andererseits die Additivkonformationen an der Kristallfläche, bevor-
zugte Adsorptionspositionen, der flächenspezifische Einfluss der Kristallatom-
anordnung, der Einfluss des Additivmoleküls und thermodynamische Größen
der Adsorption von Interesse.
• Die Untersuchung der unter Anwendern verbreiteten und in der folgenden
Arbeit als „Polymereffekt“ bezeichneten Meinung, dass polymere Additive
gegenüber monomeren eine stärkere Wirksamkeit besitzen: Für diese Unter-
suchungen wurden die Aminosäuren zu kurzen Ketten verknüpft, um daraus
modellhafte Additive zu erhalten. Mit Hilfe der Simulationen sollte geprüft
werden, inwieweit sich am Beispiel dieser kurzen Ketten Hinweise für eine
thermodynamische Begründung des Polymereffektes finden lassen.
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Literatur Kristallstrukturen der Calciumsulfate
2.1. Kristallstrukturen der Calciumsulfate
In der Literatur existieren verschiedene Aufstellungen für die Elementarzellen von
Anhydrit und Gips. In der vorliegenden Arbeit werden die Daten von Kirfel
& Will [3] für Anhydrit und von Boeyens & Ichharam [4] für Gips verwendet
(Tab. 2.1). Alle Calciumsulfat-Phasen sind aus „Ketten“ alternierender Calcium-
und Sulfat-Ionen aufgebaut (Abb. 2.1). In diesen Ketten sind die Calcium-Ionen
jeweils über zwei Sauerstoffbrücken mit einem Sulfat-Ion verbunden.
Abb. 2.1.: Calcium-Sulfat-Ketten in den Kristallstrukturen der Calciumsulfate
Diese Calcium-Sulfat-Ketten sind in den Kristallstrukturen parallel bzw. antipa-
rallel und gegeneinander verschoben angeordnet, sodass entgegengesetzt geladene
Ionen benachbarter Ketten miteinander wechselwirken können. Im Anhydrit sind
die Calcium-Sulfat-Ketten in c-Richtung orientiert und untereinander in den an-
deren Raumrichtungen eckenverknüpft. Im Gips sind die Calcium-Sulfat-Ketten in
a-Richtung orientiert und bilden ausgeprägte Calcium-Sulfat-Doppelschichten paral-
lel zur a-c-Ebene. Zwischen diesen Schichten sind die Wassermoleküle angeordnet
(Abb. 2.2).
Tab. 2.1.: Daten zu den Kristallstrukturen von Anhydrit und Gips
Anhydrit Gips
Quelle Kirfel & Will [3] Boeyens & Ichharam [4]
Raumgruppe Amma (Nr. 63) C2/c (Nr. 15)
a in Å 7,006 6,284
b in Å 6,998 15,200
c in Å 6,245 6,523
α in ◦ 90,000 90,000
β in ◦ 90,000 127,414
γ in ◦ 90,000 90,000
V in Å3 306,2 494,87
Z 4 4
Symmetrieelemente A-Flächenzentrierung C-Flächenzentrierung
Spiegelebene ⊥ a 2-zählige Drehachse entlang b
Spiegelebene ⊥ b
Gleitspiegelebene ⊥ c Gleitspiegelebene ⊥ b
mit Translationsvektor 12 · ~a mit Translationsvektor 12 · ~c
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b
a
(a)Anhydrit
b
c
(b)Gips
Abb.2.2.:KristalstrukturenvonAnhydrit[3]undGips[4]mitBlickentlangderCalcium-
Sulfat-Ketten
[GestrichelteLinien markierendieGrößeeinerElementarzele.BeimGips
sindaufgrundder monoklinen Kristalstruktur(β=127,414◦)sowohldie
c-AchsealsauchdiedargestelteA-FlächeschrägzurBildebeneorientiert.]
InbeidenCalciumsulfat-PhasenwirdCalciumjeweilsvonachtSauerstoffatomenko-
ordiniert.VierderSauerstoffatomestammenvondereigenenCalcium-Sulfat-Kette.
DazukommenbeiAnhydritweiterevierSauerstoffatomevondenvierNachbar-
Ketten.BeimGipsliefertebenfalsjedederzweibenachbartenKetteneinSulfat-
Sauerstoffatom(OS).DieKoordinationssphärewirddurchzweiSauerstoffatomedes
Kristalwassers(OW)abgesättigt.
Sulfat-SauerstoffatomeimAnhydritkoordinierenanzweiCalcium-Ionen,jeweils
einesausdereigenenCalcium-Sulfat-KetteundeinesauseinerbenachbartenKette.
BeimGipsliegtdieseKoordinationsvariantenurbeiderHälftealerOS-Atomevor,
nämlichbeidenindieCalcium-Sulfat-DoppelschichthineinorientiertenAtomen.Die
anderen,zurKristalwasserschichthinorientiertenOS-Atomekoordinierenjeweils
nurdasCalcium-IondereigenenCalcium-Sulfat-Ketteundbildenzusätzlichzwei
Wasserstoffbrückenbindungenzu WasserstoffatomendesKristalwassers(HW)aus.
DieKoordinationsverhältnissesindinAbb.2.3fürbeideMineraleveranschaulicht.
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2,56
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2,51
2,51
2,552,55
2,542,54
2,35
2,46 2,46
2,35 2,37
2,36
2,37
2,36
2,37
2,051,86
Anhydrit Gips
Calcium-Sulfat-Kette
Nachbarketten und Kristallwasser
Kristallwasser
Abb. 2.3.: Atomabstände und Koordinationssphären in den Kristallstrukturen von Anhy-
drit und Gips
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2.2. Kristallmorphologie und relevante
Kristallflächen
2.2.1. Kristallwachstum und Morphologie der Calciumsulfate
Anhydrit
Anhydritkristalle sind prismatisch, tafelig oder würfelig mit einer großen Dominanz
der Pinakoidflächen {100}, {010} und {001}, an denen perfekte Spaltbarkeit vorliegt.
Daneben treten in Abhängigkeit der Kristallisationsbedingungen unterschiedliche
kleinere Flächen (wie {011}, {110} und {101}) auf. Abb. 2.4 zeigt einige typische
Morphologien. Einzelne Anhydritkristalle mit gut ausgebildeten Flächen treten al-
lerdings selten auf, da natürliche Anhydritkristalle in der Regel zu fasrigen oder
körnigen Aggregaten verwachsen und synthetisch durch Fällung oder Entwässerung
hergestellte sehr feinkörnig sind.
{100 }
{001}
{010 }
{011}
{101}
{131}
{121}
{111}
{001}
{010 }
{001}
{100 }
{001}
{101}
{100 }
{011}
Abb. 2.4.: Typische Kristallmorphologien von Anhydrit nach Goldschmidt [5] mit Flä-
chenbezeichnungen entsprechend der Aufstellung von Kirfel & Will [3]
Mit AFM-Techniken [6–12] wurde der Wachstumsmechanismus an den Pinakoidflä-
chen als Stufenwachstum mit einer Stufenhöhe von ca. 3,5 Å identifiziert. Diese
Stufenhöhe entspricht 1/2 · dhkl und stimmt mit der Kristallstruktur überein, wel-
che in allen drei Raumrichtungen zwei Gitterpunkte pro Elementarzelle aufweist
(vgl. Tab. 2.1). Auf der (100)-Fläche, der einzigen Fläche, an der die Calcium-Sulfat-
Ketten alle zueinander parallel angeordnet sind, wachsen Ätzgruben in Richtung der
Calcium-Sulfat-Ketten stark anisotrop, wobei sich die Anisotropie nach jeder Halb-
Schicht gemeinsam mit der Richtung der Calcium-Sulfat-Ketten umkehrt.Morales
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et al. [10] bestimmte außerdem die Aktivierungsenergie für den Stufenfortschritt zu
73 kJ/mol. Da diese Energie etwa der von Gips (60–70 kJ/mol) entspricht, konnte
die vermutete Erklärung für die Hemmung der Anhydritkristallisation durch eine
sehr hohe Aktivierungsenergie widerlegt werden.
Gips
Die Gipsmorphologie ist sehr vielseitig. Gips kann in Form von Nadeln, Rhomben,
Plättchen oder Clustern wachsen und ist häufig verzwillingt. Die Vielzahl von Mor-
phologien wird aber oft durch Fremdstoffe oder Additive verursacht (vgl. Kap. 2.4).
Aus reinen Lösungen kristallisieren in der Regel Nadeln oder Tafeln. Abb. 2.5 zeigt
einige typische Gipsmorphologien.
{111 }
{110 }
{010 }
{021}
{041}
{051}
{061}
{081}
{010 }
{30 2}
{010 }
{021}
{111 }{110 }
{021}
{010 }
{010 }
Abb. 2.5.: Typische Kristallmorphologien von Gips nach Goldschmidt [5] mit Flächenbe-
zeichnungen entsprechend der Aufstellung von Boeyens & Ichharam [4]
Die Morphologien werden generell dominiert durch die {010}- und die {021}-Form.
Daneben existiert aber eine Vielzahl kleinerer Flächen, die oft erst in Gegenwart von
Verunreinigungen oder Additiven auftreten. Aufgrund der verschiedenen Aufstellung
der Gipselementarzelle kann es über die in der Literatur angegebenen Flächen au-
ßerdem Unsicherheiten geben. Baetzner [13] hat deshalb eine Übersicht über die
gängigsten Aufstellungen und deren Beziehung zueinander zusammen mit Trans-
formationsmatrizen zur Umrechnung der Flächenbezeichnungen von einer in eine
andere Aufstellung zusammengestellt. Abb. 2.6 zeigt die Gipsmorphologie mit den
morphologisch wichtigsten Flächen und deren Bezeichnung in den häufig verwende-
ten Aufstellungen.
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b
hm
h m
l
l
n
n
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ec
[4] [14] [15] [16]
b {010} {010} {010} {010}
m {021} {121¯} {110} {120}
l {110} {110} {111} {111¯}
n {111¯} {011} {111¯} {011}
h {041} {141¯} {120} {140}
e {302¯} {102} {103¯} {103¯}
c {201¯} {101} {001} {102¯}
Abb. 2.6.: Gipsmorphologie nach Baetzner [13] mit den häufigsten Flächen (links)
und den zugehörigen Flächenbezeichnungen in den gängigsten Aufstellungen
(rechts)
[Boeyens & Ichharam [4], Pedersen & Semmingsen [14],Onorato [15], de
Jong & Bouman [16]; aufgrund der Symmetrie gilt: (hkl) = (hk¯l)]
Der Einfachheit halber werden in der restlichen Arbeit Gipsmorphologien immer in
der gleichen Orientierung dargestellt wie in Abb. 2.6 und entsprechend die Begriffe
„große Fläche“ für b, „Kantenflächen“ für Flächen wie m und h sowie „Kopfflächen“
für Flächen wie n und l verwendet.
Untersuchungen der Kinetik des Kristallwachstums ergaben, dass das Kristallwachs-
tum einer Reaktion zweiter Ordnung entspricht [17] und die Wachstumsrate quadra-
tisch von der Übersättigung abhängt [18]. Als Wachstumsmechanismus wird sowohl
diffusionskontrolliert als auch oberflächenkontrolliert oder gemischtes Regime an-
gegeben, wobei übereinstimmend die Aktivierungsenergie für das Kristallwachstum
zu ca. 60–70 kJ/mol bestimmt wurde [17–24]. Wachstumsbestimmender Schritt könnte
die Dehydratation der Calcium-Ionen an der Oberfläche sein [19]. Dumazer et al. [25]
entwickelten ein Modell auf Mesoscale-Ebene, um das Wachstum von Gipskristallen
nach Auflösung von Calciumsulfat-Halbhydrat mit heterogener Keimbildung und
einem Wachstum, das zunächst autokatalytisch, später diffusionskontrolliert ist, zu
simulieren, um Aussagen über Kristallgröße und -dichte sowie den Verwachsungsgrad
und die daraus resultierende Festigkeit treffen zu können
AFM/SFM-Methoden wurden genutzt, um die (010)-Gipsfläche zu untersu-
chen [24,26,27]. Dabei wurde ein Schicht-Wachstum an parallel zur [001]- und [100]-
Richtung orientierten Stufen mit einer Stufenhöhe von 7–8Å (halber Netzebenenab-
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stand) beobachtet. In Richtung der Calciumsulfat-Ketten war wie bei Anhydrit ein
deutlich schnelleres Wachstum zu beobachten. Die Auflösung der Gipsfläche verlief
genau umgekehrt zum Wachstum und nach Ablösung aller mechanisch gestörten
Schichten wurde eine glatte und auch in reinem Wasser sehr stabile Fläche erhal-
ten.
2.2.2. Theoretische Methoden zur Morphologievorhersage
Die Morphologie eines Kristalls wird einerseits von der Kristallstruktur selbst, an-
dererseits aber auch von vielen äußeren Parametern (wie Kristallisationsverfahren,
Lösungsmittel, Kristallisationsbedingungen, Verunreinigungen und Zusätzen usw.)
bestimmt. Für viele industrielle Prozesse ist die Morphologie außerdem eine wichti-
ge Kristalleigenschaft, von der der gesamte apparative Aufbau abhängt. Aus diesem
Grund sind Methoden und Modelle, mit denen die Morphologie eines Kristallisates
möglichst in Abhängigkeit der Kristallisationsparameter vorhergesagt werden kann,
schon seit langem von großem Interesse. Es existieren unterschiedliche theoretische
Ansätze, die auch in verschiedenen Reviews zusammengefasst sind (z. B. [28–33]).
Der BFDH-Ansatz von Bravais-Friedel und Donnay-Harker [34] ist eine sehr einfa-
che Methode, um auf Grundlage der Kristallstruktur die wahrscheinlichsten Flächen
abzuschätzen. Er beruht auf der Annahme, dass die Flächen morphologisch beson-
ders wichtig sind, die über eine hohe Dichte von Gitterpunkten verfügen. Unter
Gitterpunkten werden dabei sowohl Punkte des Translationsgitters als auch Punk-
te, die sich über Zentrierungen, Gleitspiegelebenen oder Schraubenachsen ergeben,
verstanden. Flächen mit hoher Gitterpunktdichte besitzen gleichzeitig einen kleinen
Flächeninhalt der Oberflächenmasche und große dhkl-Werte. Mit Hilfe der BFDH-
Methode lassen sich Morphologien berechnen, indem die Wachstumsgeschwindigkeit
einer Fläche (bzw. der Abstand vom Kristallzentrum) als proportional zu 1/dhkl
gesetzt wird. Die Methode berücksichtigt keinerlei Kristallisationsbedingungen oder
energetische Größen, liefert in der Regel aber sehr gute Vorhersagen bei Kristall-
wachstum aus der Dampfphase und hat sich zu einer Art Standardmethode für eine
erste Abschätzung der Morphologie entwickelt.
Der Ansatz von Hartmann, Perdock & Bennema [35–37] (HP-Methoden) nä-
hert sich von der energetischen Seite und basiert auf der Grundlage, dass die
Gleichgewichtsmorphologie durch ein Minimum der gesamten Freien Oberflächen-
energie eines Kristalls beschrieben wird [38] und deshalb theoretisch aus den Freien
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Oberflächenenergien der einzelnen Flächen berechnet werden kann. Allerdings ist
die Freie Oberflächenenergie weder experimentell bestimmbar noch theoretisch be-
rechenbar. Für die Vorhersage der Morphologie führten die Autoren deshalb als
qualitative Methode die Periodic-bond-chain-Vektoren (PBC) und als quantitatives
Maß für die Wachstumsgeschwindigkeit einer Fläche die fiktive, aber theoretischen
Betrachtungen zugängliche Größe der Attachmentenergie (AE) ein.
Unter PBC-Vektoren werden Richtungen im Kristall verstanden, in welche bei der
Kristallisation durchgängig starke Bindungen zwischen den Kristallisationsbaustei-
nen ausgebildet werden. In diese Richtungen wächst der Kristall besonders schnell.
Daraus ergibt sich, dass die für die Morphologie besonders wichtigen F-Flächen sol-
che sind, die zu zwei PBC-Vektoren des Kristalls parallel verlaufen.
Die Attachmentenergie ist als die Energie definiert, die pro Formeleinheit (FE)
frei wird, wenn eine Schicht der Dicke dhkl an eine bestehende Oberfläche (hkl)
angelagert wird [37], und damit definitionsgemäß negativ. Je größer der Betrag der
Attachmentenergie für die Fläche (hkl) ist, desto schneller wird der Kristall in der
Richtung senkrecht zur Oberfläche, [hkl], wachsen und desto kleiner und unwichtiger
wird die Fläche daher morphologisch sein.
Die Attachmentenergie ist angelehnt an die Oberflächenenergie, unterscheidet sich
aber wesentlich von dieser, wie in Abb. 2.7 und Gl. 2.1 veranschaulicht ist: Die spe-
zifische Oberflächenenergie γ ist die Energie pro Fläche, die frei wird, wenn ein
Kristall in zwei Hälften gespalten wird. Sie läßt sich entsprechend Gl. 2.1 berech-
nen, indem die Oberflächenenergie pro Formeleinheit Es auf die geschaffene Fläche
bezogen wird. Zur Berechnung von Es stellt man sich den Kristall aufgebaut aus
Schichten der Dicke dhkl vor. Bei der Spaltung des Kristalls müssen die Wechsel-
wirkungsenergien zwischen diesen Schichten aufgewendet werden. Ist Ei die Wech-
selwirkungsenergie zwischen einer Schicht und einer i Schichten entfernten Schicht,
ergibt sich Es =
∑
i · Ei, da E1 einmal, E2 zweimal, E3 dreimal vorkommt und
so weiter. Die Attachmentenergie Eatt stellt dagegen die einfache Summe all dieser
Wechselwirkungsenergien dar, also Eatt =
∑
Ei
[37].
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Oberflächenenergie Attachmentenergie
dhkl
...
...
0
1
2
3
4
-1
-2
-3
E1
2 · E2
3 · E3
dhkl
...
0
1
2
3
4
E1 E2 E3
Abb. 2.7.: Symbolische Darstellung zur Berechnung der Oberflächenenergie und der Attach-
mentenergie nach Hartman & Bennema [37] (Erklärung im Text)
γ = Es · Z · 1
2
· dhkl
V
Es =
∞∑
i=1
i · Ei
Eatt =
∞∑
i=1
Ei
γ spezifische Oberflächenenergie
Es Oberflächenenergie pro FE
Z Anzahl von Formeleinheiten in
der Elementarzelle
dhkl Netzebenenabstand der Fläche (hkl)
V Volumen der Elementarzelle
Ei Wechselwirkungsenergie zwischen den
Schichten j und k = j + i pro FE
Eatt Attachmentenergie pro FE
(2.1)
Für schwache Wechselwirkungen zwischen den Kristallbausteinen, wie sie z. B. bei
Molekülkristallen oder Metallen vorliegen, und große dhkl-Werte werden die Ei
mit steigenden i schnell vernachlässigbar klein, sodass in der Regel die Näherung
Eatt ' Es verwendet werden kann. Für solche Kristalle ist oft auch die Ober-
flächenenergie der morphologisch wichtigen Flächen sehr ähnlich (isotrop), sodass
sich zeigt, dass Eatt ∼ 1/dhkl. Das erklärt die gute Anwendbarkeit der einfachen
BFDH-Methode [37].
Für komplexere Systeme oder bei Vorliegen langreichweitiger Wechselwirkungen las-
sen sich für die Bestimmung von Eatt computergestützte Berechnungen nutzen. Mit
Hilfe von zwei einfachen Energieberechnungen (eine für den Kristall und eine für die
dhkl-dicke Schicht) lässt sich die Attachmentenergie über Gl. 2.2 für eine beliebige
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Kristallschicht ermitteln. Für die Energieberechnungen können dabei sowohl klas-
sische Kraftfeldmethoden als auch Ab-initio-Methoden verwendet werden. Für Flä-
chen, bei denen verschiedene „Schnitte“ mit unterschiedlichen resultierenden Atom-
anordnungen an der Oberfläche möglich sind, lässt sich ebenfalls über die Attach-
mentenergie die günstigste Schnittmöglichkeit identifizieren.
Ecr = Esl + Eatt
Ecr Energie des Kristalls (pro Formeleinheit)
Esl Energie der Schicht (pro Formeleinheit)
Eatt Attachmentenergie
(2.2)
Bei Verwendung von HP-Methoden lassen sich teilweise auch Effekte an der Ober-
fläche, wie Oberflächenrelaxation oder -rekonstruktion berücksichtigen. Dazu
werden die Kristallschichten vor der Berechnung der Attachment- oder Oberflächen-
energie einer Energie-Minimierung oder MD-Simulation unterzogen, um eine gün-
stigere Atomanordnungen an der Oberfläche zu erhalten (siehe z. B. [39–42]).
Durch Kombination der HP-Methoden mit Methoden der statistischen
Thermodynamik auf Grundlage der Arbeit von Burton et al. [43] wurde zusätz-
lich versucht, realistische Wachstumsmechanismen der Flächen (Wachstum an Flä-
chenkeimen oder Wachstumsspiralen bzw. rauhes Wachstum) zu berücksichtigen.
Es konnte gezeigt werden, dass neben PBC-Vektoren und der Attachmentenergie
auch die step-free-energy (Differenz der Freien Energie zwischen einer glatten Flä-
che und einer Fläche mit definierter Wachstumsstufe) eine entscheidende Rolle für
das Kristallwachstum spielt [44–46]. Nur wenn die step-free-energy ausreichend groß
ist, wird die Bildung einer neuen Wachstumsschicht zum wachstumslimitierende
Faktor, was in 2-D-Flächenwachstum und glatten Flächen resultiert. Verschwindet
die step-free-energy, erfolgt rauhes Wachstum, das zu abgerundeten, unorientierten
Flächen führt. Mit dieser Methode lassen sich spezielle Phänomene erklären und
wahrscheinliche Wachstumsstufen identifizieren, in der Regel kann aber davon aus-
gegangen werden, dass Flächen mit rauhem Wachstum schnell wachsen und deshalb
im Gleichgewicht kaum auftreten.
Die bisherigen Betrachtungen beruhen ausschließlich auf der Kristallstruktur des
betrachteten Stoffes. Effekte des Lösungsmittels, anwesender Fremdstoffe
oder der Kristallisationsbedingungen, die erwiesener Maßen einen großen Ein-
fluss auf die Morphologie eines Minerals haben können, werden damit nicht berück-
sichtigt. Verschiedene Ansätze wurden verfolgt, um auch diese Effekte mit in die
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Betrachtung einbeziehen zu können. Doch diese Ansätze sind teilweise sehr aufwen-
dig, nur unter bestimmten Bedingungen anwendbar oder noch nicht ausreichend
praxiserprobt, sodass sich bisher keine Variante durchgesetzt hat.
So wurde z. B. versucht, aus der Polarität der Flächen, der Anordnung der Lösungs-
mittelmoleküle an der Kristall-Lösungs-Grenzfläche oder aus dem Konzentrations-
profil der Kristallbausteine in der Grenzschicht qualitative Aussagen über Lösungs-
mitteleffekte auf die Morphologie abzuleiten [47–52].
Ein anderer Ansatz basiert auf kinetischen Modellen zum Kristallwachstum. Dabei
wird die Bindungsenergie beim Anlagern eines Kristallbausteins an eine Wachstums-
stufe in Gegenwart von Lösungsmittel zum morphologiekontrollierenden Faktor. Zur
Abschätzung der sich ausbildenen Kristallmorphologie in Gegenwart von Lösungs-
mittel werden energetische Größen der Kristalle, die sich aus der Kristallstruktur
und der Attachmentenergie ableiten lassen, sowie lösungsmittelabhängige Parame-
ter benötigt. Letztere werden dabei entweder aus aufwendigen MD-Simulationen
bestimmt [53,54] oder vereinfacht aus bekannten experimentellen Lösungsmitteldaten
abgeleitet [55]. Anwendbar ist dieser Ansatz allerdings nur, wenn an den Wachstums-
stufen vorwiegend dispersive (und nicht Coulomb-) Kräfte zwischen Lösungsmittel-
und Kristallbausteinen vorliegen und damit die Desolvatisierungsenergie bei der An-
lagerung eines Kristallbausteins vernachlässigbar ist. Die Methode ist deshalb nur
für organische, nicht für anorganische Substanzen geeignet.
Ein (semi-)quantitative Methode zur Vorhersage der Morphologie in Lösung be-
steht darin, die Wechselwirkungsenergie zwischen Kristallfläche und Lösungsmit-
tel explizit zu betrachten und daraus z. B. über verschiedene Korrekturen der
Attachment- oder Oberflächenenergie auf die Morphologie in Lösung zu schlie-
ßen. Einzelne Lösungsmittelmoleküle bis hin zu Monoschichten wurden dazu über
Energie-Minimierung, MD- oder MC-Simulationen in günstige Konformationen ge-
bracht, um die Wechselwirkungsenergie zu berechnen [56–60].
Schmidt & Ulrich [61–63] erweiterten das Modell für das Wachstum organischer
Kristalle und betrachteten die Kristallflächen in Kontakt mit einer Schicht Lösung
experimenteller Zusammensetzung. MD-Simulationen und Energie-Minimierungen
wurden genutzt, um die energetisch günstigste Atomanordnung zu finden, aus wel-
cher dann die Wechselwirkungsenergie bestimmt wurde. Die Bindungsenergie der
Lösung im Vergleich zu der reiner Kristallbausteine an der Oberfläche wurde zur
Korrektur der Attachmentenergie verwendet.
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Duan et al. [64] nutzten für den stark polaren organischen Stoff Oktogen (HMX )
MD-Simulationen der Kristallschicht in Kontakt mit einer Lösungsmittelschicht
(Aceton), um einen flächenspezifischen Korrekturterm Es zu berechnen. Dieser be-
schreibt den Einfluss des Lösungsmittels auf das Kristallwachstum als den Energie-
aufwand, der dazu nötig ist, das Lösungsmittel von der Kristallfläche zu beseitigen,
bevor weiteres Kristallwachstum stattfinden kann. Über Esatt = Eatt − Es kann die
Attachmentenergie korrigiert und damit eine Morphologie in Lösung abgeleitet wer-
den.
Gale & Rohl [65] haben kürzlich eine Methode entwickelt, um die Solvatations-
energien der Flächen über Implizit-solvent-Algorithmen zu berechnen. Daraus ließ
sich mit wesentlich weniger Aufwand, aber ähnlich guten Ergebnissen wie von
MD-Simulationen die Morphologie von Bariumsulfat in Lösung ableiten.
Außerdem versucht man, die Morphologie anhand expliziter Kristallwachstums-
Simulationen (einzelner Flächen oder eines ganzen Keims) vorherzusagen. Bei sol-
chen Simulationen können auch weitere Kristallisationsbedingungen (Temperatur,
Druck, Lösungsmittel, Fremdstoffe, pH...) direkt berücksichtigt werden. Prinzipiell
wären MD-Simulationen geeignet, aber die derzeit verfügbaren Zeitskalen reichen in
der Regel nicht aus, um Kristallisationsphänomene zu beobachten. MD-Simulationen
beschränken sich daher auf die Anlagerung einzelner Kristallbausteine aus der Lö-
sung, sehr einfache Systeme oder die Kristallisation aus der Schmelze [66–71]. Da-
neben werden sie als Basis für Monte-Carlo-Simulationen mit geringerer räumli-
cher Auflösung, aber längeren Zeitskalen genutzt. Für schnell wachsende Substan-
zen lassen sich kinetische Monte-Carlo-Simulationen nutzen, um auf Grundlage von
Übergangswahrscheinlichkeiten für die Anlagerung oder Ablösung einzelner Kristall-
bausteine an verschiedenen Oberflächenpositionen direkt das Kristallwachstum zu
berechnen [28,72–76]. Basierend auf der Transition-state-Theorie wurden aber in den
letzten Jahren auch neue Methoden entwickelt, mit denen in Zukunft die Simulation
deutlich längerer Zeitskalen möglich sein wird [77–79].
2.2.3. Morphologievorhersage für die Calciumsulfate
Theoretische Betrachtungen zur Anhydritmorphologie wurden zunächst mit ei-
nem groben Berechnungsmodell von Walton & Whitman [80] durchgeführt und
später von Aquilano et al. [81] präzisiert. Eine PBC-Analyse lieferte die drei ele-
mentaren PBC’s entlang der kristallographischen Achsen und die F-Flächen {100},
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{010}, {001} und {011}. Unter Berücksichtigung elektrostatischer, dispersiver und
repulsiver Wechselwirkungen zwischen den Teilchen mit an strukturelle und elasti-
sche Größen von Anhydrit angepassten Energieparametern wurden für die verschie-
denen Flächen spezifische Oberflächen- und Attachmentenergien berechnet, um dar-
aus die Gleichgewichts- bzw. Wachstumsmorphologie abzuleiten. Die Ergebnisse sind
in Abb. 2.8 dargestellt. Ähnliche Ergebnisse für die Gleichgewichtsmorphologie auf
Grundlage von Oberflächenenergien erhielten Redfern & Parker [82].
{001}
{100 }
{001}
{011}
{010 }
{100 }
{010 }
Abb. 2.8.: Berechnete Anhydritmorphologien nach Aquilano et al. [81]: Gleichgewichts-
morphologie aus spezifischen Oberflächenenergien (links) und Wachstumsmor-
phologie aus Attachmentenergien (rechts)
Für Gips konnten Simon & Bienfait [83] bereits 1965 durch eine PBC-Analyse
die sechs fundamentalen PBC-Vektoren identfizieren und ermittelten daraus die
vier F-Flächen {010}, {021}, {111¯} und {110}, bei denen es sich auch um die
wichtigsten Flächen experimenteller und natürlicher Gipsmorphologien handelt. Ab-
weichungen vom Experiment bestanden aber in den relativen Größen der l- und
n-Formen. Während experimentelle Gipsmorphologien die n-Form {111¯} meist gar
nicht oder nur sehr klein ausgebildet aufweisen, dominiert sie in der berechneten
Morphologie deutlich gegenüber der l-Form {110}. Diese Abweichung wurde auch
bei späteren Neuberechnungen anhand der Roughening-Transition-Temperatur [84],
der Fourier-Transform-Methode [85] und Berechnungen der Oberflächen- oder At-
tachmentenergien [86–88] immer wieder erhalten und verschiedenartig diskutiert. So
könnten z. B. stabilere Wasserschichten an der l-Form deren Wachstum hemmen
oder ein Halbstufen-Mechanismus das Wachstum der n-Fläche beschleunigen. Eini-
ge Beispiele für berechnete Gipsmorphologien sind in Abb. 2.9 zu finden.
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Abb. 2.9.: Beispiele berechneter Gipsmorphologien aus (von links nach rechts) Simon &
Bienfait [83], Heijnen & Hartman [86] und Massaro et al. [88] (ohne und
mit Berücksichtigung von Relaxation)
2.3. Struktur von Mineral-Wasser-Grenzflächen
2.3.1. Experimentelle Untersuchungen
Struktur und Eigenschaften von Flüssigkeiten in der Nähe einer Festkörperoberflä-
che unterscheiden sich aufgrund der Wechselwirkungen und geometrischen Beschrän-
kungen grundlegend von denen im Bulk der Flüssigkeit. Die Struktur der Fest-
Flüssig-Grenzfläche ist für natürliche und technische Prozesse von fundamentaler
Bedeutung. Trotz der großen Relevanz des Themas und gebietsweise vielfältigen
Untersuchungen ist vergleichsweise immer noch wenig über die Struktur der Grenz-
flächen bekannt.
Ex-situ-Methoden
Klassische und gut etablierte Methoden zur Untersuchung von Oberflächen benöti-
gen in der Regel hohes oder ultrahohes Vakuum (HV- oder UHV-Methoden) und
sind aufgrund des hohen Dampfdruckes von Wasser nur als Ex-situ-Methoden an-
wendbar [89].
Als Standardmethode für die Untersuchung der Feststoff-Wasser-Grenzfläche hat
sich eine Technik entwickelt, bei der Wasser temperaturkontrolliert aus der Dampf-
phase an der kalten Feststoff-Oberfläche abgeschieden wird [89]. Mit unterschiedlichen
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Techniken, deren Funktionsweise und Anwendungsbeispiele z. B. in dem sehr ausführ-
lichen Review von Henderson [90] zusammengestellt sind, kann diese künstliche
Grenzfläche dann bezüglich der verschiedenen Eigenschaften analysiert werden.
So lassen sich z. B. mit verschiedenen Beugungs- und Streutechniken (wie LEED,
XPS, Heliumatom- oder Neutronenstreuung), aber auch mit Rastertunnel- und
Rasterkraftmikroskopie Bindungsstellen des Wassers an der Oberfläche lokalisieren,
Wasser-Cluster identifizieren oder die Bewegung einzelner Wassermoleküle an der
Oberfläche verfolgen. Mit temperaturprogrammierter Desorption (TPD) lassen sich
weiterhin Reaktivitäten, Adsorptionskapazitäten oder Bindungsenergien bestimmen.
Schwingungsspektroskopie kann verwendet werden, um die durch die Oberfläche be-
einflussten Schwingungsfrequenzen der adsorbierten Moleküle zu untersuchen und
damit Informationen über die Strukturen an der Oberfläche zu erhalten. Massenspek-
trometrie und Molekularstrahlmethoden werden z. B. genutzt, um Haftkoeffizienten
zu bestimmen, also die Wahrscheinlichkeit dafür, dass ein Molekül an der Oberfläche
haften bleibt und adsorbiert.
In-situ-Methoden
Die Betrachtung der Festkörper-Wasser-Grenzfläche in situ, d. h. mit dickeren Was-
serfilmen, ist deutlich aufwendiger und es existieren vergleichsweise wenige experi-
mentelle Untersuchungen. Eine Untersuchung dickerer Wasserfilme, möglichst unter
Umgebungsbedingungen, ist aber für eine vollständige Beschreibung der Grenzfläche
notwendig, da auch Wassermoleküle entfernterer Schichten einen Einfluss auf die
Struktur der Grenzfläche haben.
Bei der Röntgen- bzw. Neutronenreflektometrie wird ein Röntgen- oder Neutronen-
strahl an der Grenzfläche reflektiert. Liegt eine dünne Schicht vor, werden durch die
Reflektionen an mehreren Grenzflächen Oszillationen erzeugt, die abhängig von der
Dicke und vom Brechungsindex der Schicht sind. Auf diese Weise kann die Dichte
orthogonal zur Grenzfläche bestimmt werden. Die Technik wird z. B. im Review von
Maccarini [91] vorgestellt, zusammen mit ihrer Anwendung auf die Untersuchung
hydrophiler und hydrophober Festkörperoberflächen.
Optische Methoden wie Ellipsometry und Oberflächenplasmonenresonanzspek-
troskopie (SPR) sind sehr sensitive Methoden zur Bestimmung des Gehaltes und
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der Schichtdicke adsorbierter Stoffe an der Grenzfläche, liefern aber keine struk-
turellen Aussagen. Mit Fluoreszenz-Spektroskopie können Strukturen an der Grenz-
fläche sehr genau untersucht werden, aber nur für Moleküle mit chromophoren Grup-
pen [92].
Um die IR-Spektroskopie auch in situ verwenden zu können, wurden spezielle Techni-
ken entwickelt, wie VASP-ATR Infrarotspektrometrie [93] oder die Summenfrequenz-
schwinungsspektroskopie (SFG) [91,92]. Bei der SFG-Technik werden ein Laser mit
fester Frequenz im sichtbaren Bereich und ein Laser mit durchstimmbarer Frequenz
im IR-Bereich an der Grenzfläche überlagert, wo sie einen Strahl mit der Summenfre-
quenz bilden. Die Anregung von Molekülschwingungen, die abhängig von der Umge-
bung und Wechselwirkung zur Oberfläche sind, erzeugen messbare Resonanzsignale.
Für die zentrosymmetrischen Wassermoleküle im Bulk ist SFG verboten, sodass im
Spektrum keine Schwingungsbanden der Bulkwassermoleküle auftreten und die Me-
thode so sehr grenzflächenselektiv ist. Die Methode und ihre Anwendungen werden
z. B. in den Reviews von Maccarini [91], Bain [92], Shen & Ostroverkhov [94]
dargestellt.
In seinem Review beschreibtMezger et al. [95], wie die UHV-Methode der Röntgen-
photoelektronenstreuung (XPS) mit speziellen Techniken zur Reduktion des Dampf-
druckes (differential pumping, controlled adsorption, freeze-drying oder fast-freezing)
als In-situ-Methode verwendet wird.
Rastertunnelmikroskopie (STM) und Rasterkraftmikroskopie (AFM) werden vor al-
lem für Untersuchungen des Festkörpers an der Grenzfläche, der Adsorption aus
wässriger Lösung oder elektrochemischer Prozesse genutzt. Kolb gibt in seinen Re-
views [96,97] einen Überblick über In-situ-Methoden aus Sicht der Elektrochemie. Eine
ähnliche Methode, die aber die Struktur des Wasserfilms weniger stört und deshalb
besser für deren Untersuchung geeignet ist, ist die Rasterpolarisationskraftmikrospie
(SPFM) (siehe Review [98]).
Ergebnisse
Wegen experimenteller Gegebenheiten beschränken sich Untersuchungen im Wesent-
lichen auf hydrophobe Oberflächen, funktionalisierte Polymere, Metalle oder Metall-
oxide. Experimentelle Untersuchungen an anderen Grenzflächen, wie z. B. ionischen
Kristallen, sind dagegen selten.
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Maccarini [91] stellt in seinem Review prinzipielle Erkenntnisse hydrophober
und hydrophiler Grenzflächen gegenüber. Im Gegensatz zu hydrophoben Flä-
chen zeigen hydrophile Flächen Dichteoszillationen des Wassers in der Nähe der
Oberfläche. Dabei ist die mittlere Dichte in der Hydratationsschicht höher als oder
ähnlich wie die Bulkdichte.
Mit zunehmender Stärke der Oberflächen-Wasser-Wechselwirkungen gegenüber den
Wasser-Wasser-Wechselwirkungen bilden sich laut Henderson [90]
• Cluster
• Schichten molekular adsorbierten Wassers (Koordination zur Oberfläche und
zusätzliche H-Brücken zur Lösung),
• isoliertes adsorbiertes Wasser (nur noch Koordination der Oberfläche, keine
H-Brücken mehr zur Lösung) oder
• dissoziiertes Wasser (echte Bindungsbildung).
Sind die Oberflächen ausreichend stark elektrisch geladen, liegt keine Bindung oder
Koordination mehr vor, sondern die Wassermoleküle richten sich entsprechend ihres
Dipols im elektrischen Feld aus [91]. Molekular adsorbiertes Wasser existiert häufig in
verschiedenen Entfernungen, Bindungszuständen und Orientierungen, was sich auch
durch mehrere Peaks im Dichteprofil zum Ausdruck bringt. Hasegawa et al. [93]
vermuten, dass neben der direkt mit der Oberfläche koordinierenden Wasserschicht
noch eine Zwischenschicht existiert, die über H-Brücken sowohl mit der direkt adsor-
bierten Schicht als auch mit dem Bulkwasser verbunden ist. Die Dynamik von direkt
an hydrophilen Oberflächen adsorbierten Wassermolekülen ist signifikant langsamer
als für Wasser an hydrophoben Flächen, welche wiederum langsamer ist als für Bulk-
wasser [99]. Untersuchungen der Grenzfläche zu Wasser wurden z. B. für Phospholipi-
de [100], geladene Flächen wie fused-silica, Tonminerale, Gold oder Silber [100–103] oder
in Abhängigkeit der Anzahl potentieller hydrophiler Bindungsstellen an Silicium, mit
Polyethylenglycol beschichtetem Silicium und hochhydroxyliertem Silica [104] durch-
geführt
Für die Untersuchung der Mineral-Wasser-Grenzfläche gibt es nur wenige Lite-
raturstellen. Park et al. [105] untersuchten die Fluorapatit-Wasser-Grenzfläche mit
Röntgen-Reflektometrie. Sie fanden, dass die Oberfläche entweder einen Calcium-
oder Fluoridmangel besitzt, aber kaum gegenüber der Bulkstruktur relaxiert ist.
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An der Grenzfläche folgt eine aufgrund von Wasserstoffbrücken zur Oberfläche ge-
schichtete Wasserstruktur mit zwei deutlichen Dichtepeaks im Abstand von 2,64
und 4,17Å von der Oberfläche. Auch Geissbühler et al. [106] erhielten bei der Un-
tersuchung der Calcit-Wasser-Grenzfläche mit Röntgenreflektrometrie zwei deutlich
unterschiedliche Wasserschichten. Ab einem Abstand von ca. 10Å war keine Un-
terscheidung vom Bulkwasser mehr möglich. Catalano et al. [107] verglichen die
Grenzflächen an den isostrukturellen Mineralen Hämatit und Korund und fanden
ebenfalls eine geschichtete Wasserstruktur mit abnehmendem Ordnungsgrad bei zu-
nehmendem Abstand von der Oberfläche. Von Goodman et al. [108] wurden für ver-
schiedene Oxide, u. a. CaO, mit IR-Spektrometrie Adsorptionsisothermen bei Um-
gebungsbedingungen aufgenommen. Heliumatom-Streuungen wurde z. B. genutzt,
um die Adsorption von Wasser aus der Dampfphase an Graphit und verschiedenen
Alkali- und Erdalkalihalogeniden zu untersuchen [109–113].
Die NaCl-Wasser-Grenzfläche wurde vergleichsweise umfangreich mit ver-
schiedenen Methoden (wie Photoelektronenstreuung, EELS, LEED, NEXAFS,
Schwingungsspektroskopie, AFM) analysiert [114–121]. Wesentliche Ergebnisse sind in
den Reviews [98,122] zusammengetragen. Bei tiefen Temperaturen, glatten unpola-
ren Flächen und Adsorption aus der Dampfphase wurden 3-D-Cluster, aber auch
2-D-Schichten gefunden. Wassermoleküle adsorbieren dabei an den Natrium-Ionen,
wobei die Molekülebene parallel zur NaCl-Oberfläche ausgerichtet ist. Die Wasser-
moleküle bilden untereinander innerhalb der 2-D-Schicht Wasserstoffbrückbindun-
gen zu Nachbaratomen und damit eine Art gestörter Eisstruktur mit sehr hoher
Lebensdauer (in der Größenordnung Stunden).
Unter Umgebungsbedingungen erfolgt mit zunehmender relativer Feuchte zunächst
die Adsorption an Stufen, später verbunden mit einer zunehmenden Mobilität der
hydratisierten Ionen und einer Veränderung der Stufenmorphologie. Eine relative
Feuchte von 40% ist für die Bildung einer kompletten Monoschicht ausreichend.
Die Beweglichkeit der Wassermoleküle ist im Vergleich zu den Tieftemperaturver-
suchen sehr viel höher, sodass die Lebensdauer eines adsorbierten Wassermoleküls
(in Dampf mit einem Druck von wenigen Zehnteln mbar) in der Größenordnung von
Mikrosekunden liegt, und ein Wasserfilm als flüssig angesehen werden kann. Inner-
halb der Monoschicht sind die Wassermoleküle aber fester gebunden als in flüssigem
Wasser, was sich in einer stärker negativen Enthalpie und einer kleineren Entropie
für die Abscheidung aus der Gasphase gegenüber der Kondensation zu Bulkwasser
bemerkbar macht. Mit zunehmendem Bedeckungsgrad bildet sich eine ausgeprägte
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Schichtstruktur mit mindestens drei nachweisbaren Schichten, zwischen denen die
Wassermoleküle über Wasserstoffbrückenbindungen miteinander verbunden sind.
Weitere Beispiele für relativ gut untersuchte Grenzflächen an ionischen oder stark
polaren Kristallen (Tonminerale, MgO, BaF2, Al2O3) sind ebenfalls in Ewing [122]
zu finden.
2.3.2. Simulationen
Im Hinblick auf die schwierige experimentelle Situation bei der Untersuchung der
Fest-Flüssig-Grenzfläche können Computersimulationen sehr hilfreich sein, um spe-
zielle Eigenschaften und Phänomene an der Grenzfläche zu verstehen. Sie geben
Einblick in die experimentell nicht zugängliche Größenordnung molekularer Auflö-
sung, können genutzt werden, um experimentelle Daten zu interpretieren und er-
möglichen die Untersuchung einzelner Aspekte ohne den Einfluss von Defekten oder
unerwünschten äußeren Kräften. Auf Grundlage struktureller Hypothesen können
Spektren berechnet und mit experimentellen Untersuchungen verglichen werden.
Während Flüssigkeiten im großen Abstand zu einer Grenzfläche in der Regel gut
durch die Wirkung von elektrostatischen und van-der-Waals-Wechselwirkungen auf
ein Kontinuum beschrieben werden können, tritt in der Nähe einer Grenzfläche der
diskrete/molekulare Charakter der Flüssigkeit hervor und muss daher auch in Simu-
lationen explizit berücksichtigt werden.
Bis vor wenigen Jahren wurden Ab-initio-Methoden klassischer Weise für die Be-
trachtung von einzelnen Wassermolekülen oder Wassermolekülclustern an Metall-
oberflächen bei tiefen Temperaturen genutzt (siehe z. B. die Reviews [98,123,124]). Auch
wenn chemische Reaktionen oder dissoziative Wasseradsorptionen untersucht werden
sollten oder eine exakte Energieberechnung oder Elektronendichteverteilung nötig
war, waren Methoden der Quantenmechanik die Methoden der Wahl. Für die Un-
tersuchung von ausgedehnteren Wasserfilmen und Umgebungsbedingungen besaßen
aufgrund der hohen Teilchenzahl und des damit verbundenen hohen Rechenaufwan-
des, aber auch auf parametrisierten Potentialfunktionen basierende Methoden (MC
und MD) schon immer Bedeutung.
In den letzten Jahren haben sich die Möglichkeiten der Computerchemie sehr
stark entwickelt, was sich auch in der Zahl der durchgeführten Simulationen und
den verwendeten Techniken niederschlägt. So können heute wässrige Lösungen
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oder Grenzflächen bei Umgebungsbedingungen teilweise schon mit dynamischen
Ab-intio-Methoden behandelt werden (z. B. [125–133]). Daneben spielen MD- und MC-
Simulationen nach wie vor einen große Rolle und es existieren Tausende von Ver-
öffentlichungen über Strukturen und Reaktionen an den verschiedenen Feststoff-
Wasser-Grenzflächen.
So beschäftigen sich z. B. verschiedene Untersuchungen [134,135,135,136,136–138] mit dem
Unterschied der Wasserstruktur an hydrophilen und hydrophoben Festkörperober-
flächen. Spezielle Literaturstellen für ionische Festkörper oder solche mit polaren
Atombindungen sind z. B. für Alkalihalogenide [139–141], Calcit und Hämatit [56,142–144],
Barit [145], Bariumfluorid [146], Quartz [139], CaO und MgO [147] oder Tonminerale und
Zementphasen [148,149] zu finden.
Am nächsten kommen den Zielen der vorliegenden Arbeit eine Reihe von MD-
Simulationen, die von Autoren um Kerisit & Parker zu den Grenzflächen zwi-
schen verschiedenen Mineralen (wie Calcit, Hämatit u. a.) und wässrigen Lösungen
durchgeführt wurden [143,144,150–156]. An den Grenzflächen wurde z. B. jeweils eine
Wasserdichte mit abnehmender Schwingungsamplitude bei zunehmendem Abstand
von der Oberfläche gefunden. Die Wassermoleküle zeigten in Abhängigkeit vom Ab-
stand eine veränderte Orientierung, Beweglichkeit und Aufenthaltsdauer gegenüber
Bulkverhältnissen. Außerdem wurde durch die Strukturierung der Wasserhülle ei-
ne Stabilisierung der Mineraloberfläche im Vergleich zu Vakuum erreicht und die
Adsorption von Ionen gesteuert.
2.4. Morphologiebeeinflussung der Calciumsulfate
durch Additive
2.4.1. Additive für Calciumsulfate und deren Wirkungsweise
In der Gipsindustrie werden von je her Additive genutzt, um die Kristallisation der
Calciumsulfate gezielt zu beeinflussen. Sei es zur Verhinderung ungewollter Aus-
fällungen (z. B. an Wärmetauschern, in Kühlwassersystemen, Rohrleitungen, Re-
aktoren oder Entsalzungsanlagen), zur Verbesserung der Produktivität (z. B. bei
der Phosphorsäureherstellung oder der Rauchgasentschwefelung) oder zur gezielten
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Einstellung von Produkteigenschaften in der gipsverarbeitenden Industrie, überall
werden Additive und Zusätze zur Beeinflussung der Gipskristallisation verwendet.
Die Beschreibung der Wirkungsweise bzw. die Aufklärung des Wirkungsmechanis-
mus der Additive und Zusätze ist dabei aufgrund der vielfältigen Abhängigkeiten
von anderen Kristallisationsbedingungen und -parametern sowie der Anwesenheit
weiterer Zusätze nicht einfach. Deshalb existiert eine Vielzahl von Literaturstellen,
die sich mit der Wirkung verschiedener Additive unter verschiedenen Bedingungen
befassen, darunter
• anorganische Ionen und Salze [157–168],
• Carbon- und Aminosäuren [21,157,160,166,167,169–180],
• Phosphate und Phosphonate, Sulfate und Sulfonate [21,169,172,173,175,180–188],
• oberflächenaktive Stoffe [166,180,189,190],
• Polymere und Polyelektrolyte, Biopolymere und Gele [157,176,180,181,185,191–200].
Für diese Additive wurden unter anderem die Keimbildung, die Beschleunigungs-
oder Verzögerungswirkung (also die Veränderung der Induktionszeit bis zum Auftau-
chen der ersten Kristalle), der Einfluss auf das Kristallwachstum bis hin zur vollstän-
digen Wachstumshemmung, Ionenkonzentrationen, adsorbierte Additivmenge und
Grenzflächenenergien in der Lösung, Komplexierung von Kristallbausteinen, die me-
chanischen Eigenschaften sowie die Morphologie und Oberflächenbeschaffenheit des
Kristallisates untersucht.
Die Additive und Zusätze können z. B. die Löslichkeiten der Calciumsulfate verän-
dern oder die Calcium-Ionen der Lösung komplexieren und damit Einfluss auf den
Grad der Übersättigung und damit wiederum auf die Keimbildung und Kristalli-
sationsgeschwindigkeit nehmen. Andererseits können die Additive aber auch sich
bildende Keime blockieren oder selbst die heterogene Keimbildung fördern. Keimbil-
dung und Übersättigung haben wiederum Einfluss auf die Kristallitgröße sowie die
Wachstumsgeschwindigkeit und „Perfektion“ der Kristalle.
Für sehr viele der betrachteten Additive lässt sich auch ein Einfluss auf die Art
(Morphologie) und relativen Größenverhältnisse (Habitus) der vorliegenden Flächen
oder die Neigung zur Zwillingsbildung und Agglomeration feststellen. In diesen Fäl-
len kann davon ausgegangen werden, dass das entsprechende Additiv direkt mit der
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Kristalloberfläche wechselwirkt (beschrieben als Adsorption, Einbau, epitaktisches
Aufwachsen oder Ausfällen schwerlöslicher Niederschläge bzw. Komplexe). Diese
Wechselwirkung kann z. B. dazu führen, dass Wachstumsstufen blockiert werden
und ein weiteres Kristallwachstum gehemmt ist. Eine durch Additive veränderte
Grenzflächenenergie kann Einfluss auf die relative Wachstumsgeschwindigkeit, die
Aktivierungsenergie für das Schaffen einer neuen Wachstumsstufe oder das Agglo-
merationsverhalten der Kristallite haben. Veränderte relative Wachstumsgeschwin-
digkeiten bewirken eine Veränderung in Morphologie und/oder Habitus und haben
Auswirkungen auf die mechanischen Eigenschaften, die Prozess- und Filtrations-
effektivität.
2.4.2. Beeinflussung der Gipsmorphologie durch
Zitronensäure und Aminosäuren
Zitronensäure findet in der Gipsindustrie hauptsächlich Verwendung aufgrund ih-
rer Wirkung als Verzögerer und ist diesbezüglich eine der in der Literatur am häu-
figsten untersuchten Carbonsäuren. Sowohl die Verzögerungswirkung auf die Keim-
bildung als auch auf das Kristallwachstum werden für Zitronensäure und deren Sal-
ze in Abhängigkeit der Konzentration beschrieben [169–171,173,177,178,201–203]. Daneben
tritt Komplexbildung (bzw. bei hohen Konzentrationen Ausfällung) mit Calcium-
Ionen auf [201], wodurch es zu einer Abnahme der verfügbaren Calcium-Ionen- und
Zitronensäurekonzentration kommt. Die verringerte Calcium-Ionenkonzentrationen
reicht aber nicht als alleinige Erklärung der Kristallisationsbeeinflussung aus. Eine
Veränderung der Halbhydratlöslichkeit kann als Verzögerungsmechanismus ebenfalls
ausgeschlossen werden [201,203].
Abb. 2.10 zeigt einige Morphologien von Gips, der in Gegenwart von Zitronensäure
kristallsiert wurde. Während die unbeeinflussten Gipskristalle eher nadelförmig oder
langprismatisch sind, zeigen sich in Gegenwart von Zitronensäure (in Abhängigkeit
von weiteren Kristallisationsbedingungen) kompaktere/gedrungenere Morphologien,
kürzere Stäbchen, Prismen, Tafeln oder Plättchen [21,167,172,178,179,201–203]. Überwie-
gend wird für die Morphologieänderung eine Hemmung des Längenwachstums ange-
geben, sodass die Kristalle weiterhin über die b- und m-Fläche (vgl. Abb. 2.6, S. 12)
verfügen, aber neue oder größenveränderte Kopfflächen aufweisen. Winkler [178]
fand in einer experimentellen Arbeit, die in Verbindung mit der vorliegenden Arbeit
28
Literatur Morphologiebeeinflussung der Calciumsulfate durch Additive
angefertigt wurde, unter Einfluss von Zitronensäure kompakte Gipsmorphologien
mit den neuen Kopfflächen (100) und (101¯) (Abb. 2.10d).
(a) Zamponi [179] (Abb. 8-2, 8-9 und 8-11)
(b) Hedrich & Loose [202] (Abb. 2.15 und 2.17)
(c) Schneider [201] (Abb. 7.8 und 7.11)
(d) Winkler [178] (Abb. 4-3 und 4-9)
Abb. 2.10.: Licht- bzw. rasterelektronenmikroskopische Aufnahmen von Morphologien bei
Kristallisation von Gips in Gegenwart von Zitronensäure aus der Literatur
(links zum Vergleich jeweils die Morphologie ohne Zitronensäure)
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Das Wirkungsoptimum der Zitronensäure wird im neutralen oder leicht basischen
Bereich beobachtet [173,176,202], in dem die Zitronensäure als vollständig deprotoniert
angesehen werden kann [201]. Koslowski [203] konnte die aufgrund der Morpholo-
giebeeinflussung erwartete Oberflächenwechselwirkung zwischen Zitronensäure und
Gips mit Hilfe radioaktiv markierter Zitronensäure nachweisen, Vellmer et al. [170]
mit Hilfe von IR- und DSC-Messungen. Als Wirkungsmechanismus gibt Koslow-
ski [203] die Bildung von Calciumcitrat an, welches als schwerlöslicher Niederschlag
auf festen Phasen die reaktiven Zentren abschirmt und somit einerseits auf die he-
terogene Keimbildung und andererseits auf das Kristallwachstum verzögernd wirkt.
Vellmer et al. [170] fand, dass die Zitronensäure auf der Oberfläche sich bildender
Gipskeime chemisorbiert, und damit die Keimbildung als geschwindigkeitsbestim-
menden Schritt beeinflusst. Bosbach & Hochella Jr. [173] konnten bei in si-
tu rasterkraftmikroskopischen Untersuchungen der (010)-Fläche die Verlangsamung
des Stufenwachstums (bei gleichzeitiger Aufrechterhaltung der Stufenmorphologie)
und eine Reduktion der spontanen Keimbildung in Gegenwart von Zitronensäure
feststellen. Badens et al. [171] und Tadros & Mayes [21] erklären die Morpholo-
giebeeinflussung der Gipskristalle durch Zitronensäure über die Verfügbarkeit von
Calcium-Ionen an bestimmten Kristallflächen mit Abständen, die denen stabiler Ad-
ditivkonformationen entsprechen. Die kompaktere Kristallmorphologie führt zu einer
abnehmenden Festigkeit des Gipsgefüges [201,203].
Cody & Cody [175] untersuchten mit Hilfe von Gelkristallisation die Gipsmorpho-
logie bei Wachstum in Gegenwart verschiedener Aminosäuren und fanden unsym-
metrisches Wachstum der (hkl)- und (h¯k¯l¯)-Flächen bei Verwendung rechts- bzw.
linksdrehender Aminosäuren, was mit einer besseren Passform an den spiegelsym-
metrischen Flächen erklärt wurde. Für die meisten Aminosäuren wurde eine Ver-
kürzung des Längenwachstums und eine Vergrößerung der Kopfflächen beobachtet.
Winkler [178] konnte dagegen bei ähnlichen Versuchen, aber mit anderen Bedingun-
gen, weder unsymmetrisches Wachstum noch eine Morphologieänderung nachweisen,
was allerdings auf geringere Additivkonzentrationen zurückgeführt werden könnte.
Während Tadros & Mayes [21] bei der Untersuchung der Wirkung verschiedener
Carbonsäuren feststellten, dass nur Säuren mit mindestens zwei Säuregruppen, die
wenigstens durch zwei aliphatische Kohlenstoffatome voneinander getrennt sind, die
Gipsmorphologie beeinflussen, konnte bei Untersuchungen von Förthner [204] auch
bei etwas höheren Konzentrationen von Glycin Gips mit einer sehr kurzen und kom-
pakten Morphologie kristallisiert werden.
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2.5. Stand der Technik von
Adsorptionssimulationen
2.5.1. Methodenüberblick
Die Modellierung oder Simulation von Adsorptionsprozessen wird z. B. durchgeführt,
um die Wirkung verschiedener Substanzen im Kristallisationsmedium (wie Fremd-
stoffen oder Zusätzen in industriellen Prozessen, aber auch Makromolekülen in bio-
logischen Systemen) auf
• das Kristallwachstum (z. B. Wachstumshemmung oder -unterdrückung),
• die Kristallmorphologie,
• die Oberflächenbeschaffenheit (z. B. Hydrophobierung oder Herabsetzen der
Grenzflächenspannung),
• die Agglomerisations- oder Flotationseigenschaften,
• den Aufbau selbstorganisierender Strukturen,
• die Konformationsänderungen der adsorbierten Substanzen (z. B. Proteinent-
faltung oder -denaturierung) oder
• chemische Reaktionen in den Grenzflächen
zu untersuchen. Die molekulare Simulation der Adsorption kann dabei auf verschie-
denen Skalen bezüglich Genauigkeit, Größe und Zeit erfolgen (Abb. 2.11, vgl. z. B.
die Reviews von Rabe et al. [205] und Latour [206]).
Quantenchemische Adsorptionssimulationen (z. B. [205,207–212]) und die Anwendung
der Methode des Coarse-graining [205,213,214] auf Adsorptionssimulationen [215–224] sol-
len an dieser Stelle nur der Vollständigkeit halber exemplarisch erwähnt sein. Die
folgenden Ausführungen beziehen sich ausschließlich auf atomar aufgelöste moleku-
larmechanische Simulationen.
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Abb. 2.11.: Übersicht über molekulare Simulationsmethoden für die Untersuchung der Ad-
sorption auf den verschiedenen Skalen
Zur Untersuchung der Adsorption mit molekularmechanischen Methoden werden
Simulationsboxen verwendet, die aus der betrachteten Oberfläche in Kontakt mit
der untersuchten Lösung bestehen. Auf Grundlage empirischer Wechselwirkungs-
potentiale und -parameter können (relative) Energien in Abhängigkeit der Atom-
positionen berechnet werden. Die Atompositionen können nun mit Hilfe von Opti-
mierungsalgorithmen hinsichtlich ihrer Energie minimiert werden (MM), wobei aus-
gehend von der Startkonformation die Konformation im nächstgelegenen Minimum
der Energiehyperfläche gefunden wird. Um die Konformationsvielfalt und deren Häu-
figkeitsverteilung zu berücksichtigen, können mit Hilfe von MC-Simulationen nach
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bestimmten Regeln große Zahlen zufälliger Konformationen generiert werden, de-
ren jeweilige Auftrittswahrscheinlichkeiten über die zugehörigen Energien bestimmt
sind. Diese Methode ist deshalb besonders gut für die Berechnung thermodynami-
scher Größen der Adsorption geeignet. MD-Simulationen basieren auf der Berech-
nung von zwischen den Atomen wirkenden Kräften und den dadurch verursachten
Atombewegungen und sind deshalb vor allem für die Untersuchung von Prozessen
wie Moleküldiffusion und Konformationsänderungen geeignet. Gleichzeitig sind aber
unter bestimmten Voraussetzungen auch thermodynamische Größen zugänglich.
2.5.2. Molekulardynamische Adsorptionssimulationen
Prinzipiell können alle Fragestellungen zur Adsorption eines bestimmten Additivs
an einer bestimmten Fläche gleichzeitig über eine einzige Simulation beantwortet
werden. Eine Simulationsbox, bestehend aus einer Oberfläche in Kontakt mit der
additivhaltigen Lösung wird dazu einer ausreichend langen MD-Simulation unterzo-
gen. Aufgrund der Ergodizitätsbedingung (Scharmittel = Zeitmittel) sollte sich für
das einzelne Additivmolekül betrachtet über die Zeit die gleiche Häufigkeitsvertei-
lung an Konformationen und damit Energien ergeben wie für ein analoges großes
System betrachtet über die verschiedenen Moleküle.
Falls die Adsorption des Additivs auf der Oberfläche eine freiwillige Reaktion dar-
stellt, wird das Additiv im Verlauf der Simulation an der Oberfläche adsorbieren.
Dabei lassen sich der Adsorptionsprozess und die damit verbundenen Konformations-
änderungen qualitativ verfolgen und die verschiedenen Konformationen des adsor-
bierten Additivs auf der Oberfläche strukturell analysieren. Aus dem Energieunter-
schied der Simulationsbox für die Fälle, dass sich das Additiv gerade im adsorbier-
ten bzw. nicht adsorbierten Zustand befindet, lässt sich das ∆Hads bestimmen. Aus
dem Verhältnis der Zeit, welches das System im adsorbierten bzw. nicht adsorbierten
Zustand zugebracht hat, lässt sich die Gleichgewichtskonstante für die Adsorption
und darüber das ∆Gads ermitteln. ∆S ergibt sich dann über die Gibbs-Helmholtz-
Gleichung. Voraussetzung für die Anwendung dieser Methodik ist allerdings, dass bei
der durchgeführten MD-Simulation eine ausreichend große Anzahl von Adsorptions-
Desorptionszyklen auftritt, sodass die Ergodizitäts-Bedingung gilt und die Statistik
berücksichtigt wird.
Für viele Systeme ist diese Voraussetzung allerdings nicht erfüllt. Speziell für das in
der vorliegenden Arbeit untersuchte System bzw. allgemeiner für alle ionischen wäss-
33
Literatur Stand der Technik von Adsorptionssimulationen
rigen Systeme liegen aufgrund der starken und langreichweitigen Wechselwirkungen
stark strukturierte und vergleichsweise feste Hydrathüllen um die Soluten vor. Bevor
eine direkte Wechselwirkung zwischen Additiv und Oberfläche erfolgen kann, müssen
diese Hydratationshüllen entfernt werden oder statistisch seltene Austauschprozesse
erfolgen. Die Behandlung des Lösungsmittels bzw. die Verbesserung des samplings
stellen deshalb wesentliche Herausforderungen an die Untersuchung der Adsorption
dar. Zusätzlich bestehen für ionische Systeme die Schwierigkeit, verlässliche Kraft-
feldparameter abzuleiten, sowie die grundsätzliche Frage des Umgangs mit geladenen
Molekülen. Auf diese Punkte soll im Folgenden näher eingegangen werden.
Herausforderung Lösungsmittel
Bei einer expliziten Berücksichtigung des Wassers wird aufgrund der großen Atom-
zahl die Rechenzeit der Simulation hauptsächlich durch die Wassermoleküle be-
stimmt, was wiederum die Simulationszeit oder die Größe der Simulationsbox be-
schränkt. Um Rechenzeit zu sparen, wird deshalb häufig das Lösungsmittel vernach-
lässigt oder nur indirekt berücksichtigt.
Eine Vernachlässigung des Lösungsmittels ist der einfachste Fall, falls Lösungs-
mitteleffekte nur von untergeordnetem Interesse sind. Die Adsorption wird dann nur
im Vakuum betrachtet (z. B. [225–230]). Das zu adsorbierende Molekül wird
• dicht über (near),
• in einer energetisch günstigen Position an (docking) oder
• anstelle eines Kristallbausteins in (integration oder build-in)
einer glatten Oberfläche oder einer Wachstumsstufe positioniert und anschließend
mit Hilfe von Energieminimierung oder MD-Simulation in einen günstigen Zustand
gebracht.
Auf diese einfache und schnelle Weise lassen sich mit geringem rechentechnischen
Aufwand die Wechselwirkungen zwischen vielen verschiedenen kleinen Molekü-
len und Kristallflächen untersuchen. Da außerdem für den Molekül-Oberflächen-
Komplex eine Art modifizierter Oberflächenenergie berechnet werden kann, hat sich
die Vorgehensweise zu einer Standardmethode für die Abschätzung der Wirkung
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von Additiven auf die Morphologie oder die Wachstumshemmung eines Kristallisa-
tes entwickelt [33,225–227,231–233]. Weiterhin kann die Vernachlässigung des Lösungsmit-
tels die einzige Variante sein, um Systeme, die für derzeitige Möglichkeiten zu groß
oder zu langsam sind, mit atomarer Auflösung zu simulieren. Dazu zählen z. B. die
Enfaltung/Denaturierung eines an einer Oberfläche adsorbierten Proteins oder die
Behandlung einer größeren Anzahl größerer Moleküle an Oberflächen [228,234].
Eine indirekte Behandlung des Lösungsmittels ist eine Variante, um zumindest
teilweise den Einfluss des Lösungsmittels zu berücksichtigen, ohne die Rechenzeit
übermäßig zu erhöhen. So kann z. B. die Konkurrenz zwischen dem zu adsorbieren-
den Molekül und dem Lösungsmittel durch eine separate Berechnung der Wechsel-
wirkung eines adsorbierten Lösungsmittelmoleküls an der Adsorptionslage bestimmt
werden (z. B. [231,235]). Eine weitere Möglichkeit besteht in der Nutzung eines Implizit-
solvent-Modells (wie Generalized-Born-Methoden oder eine relative Dielektrizitäts-
zahl, z. B. [236,237]). All diese Methoden können allerdings weder hydrophobe Solvata-
tion noch Strukturbildung beschreiben. In Fällen, in denen diese Effekte eine Rolle
spielen, sollte deshalb das Lösungsmittel explizit berücksichtigt werden.
Die explizite Berücksichtigung von Lösungsmittel stellt die realistischere
Beschreibung der betrachteten Systeme dar und ermöglicht die Untersuchung zu-
sätzlicher Effekte, birgt aber vom praktischen Standpunkt der Modellierung her
neben dem deutlich erhöhten Rechenaufwand auch neue Schwierigkeiten. So ist
die Beweglichkeit des zu adsorbierenden Stoffes deutlich geringer (Diffusion und
Konformationsänderungen benötigen mehr Zeit), die Energieoberfläche wird kom-
plizierter (die Gefahr, in lokalen Energieminima gefangen zu bleiben, steigt) und
Lösungsmittelstrukturen wie Solvatationshüllen können zusätzliche Barrieren dar-
stellen.
Aus diesen Gründen ist es bei der expliziten Berücksichtigung von Lösungmittel oft
erforderlich, bei Übergängen zwischen den Zuständen (z. B. adsorbiert – desorbiert)
„nachzuhelfen“ (siehe unten). Anschließend lässt sich aber der Einfluss des Lösungs-
mittels auf die Thermodynamik oder die Konformation des adsorbierten Stoffes un-
tersuchen, wie z. B. an hydrophoben oder ionischen Oberflächen [143,238–243].
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Herausforderung Überwinden von Potentialbarrieren
Um bei einer Simulation mit expliziter Berücksichtigung des Lösungsmittels zu grö-
ßeren Boxen oder Zeiten übergehen zu können und die oben beschriebenen Schwierig-
keiten zu überwinden, werden verschiedene Methoden und Techniken genutzt. Ziel
dieser Techniken ist es, den Zeitschritt zu erhöhen, das sampling zu verbessern oder
seltene Ereignisse zu erzwingen.
Eine Erhöhung des Zeitschrittes ermöglicht bei gleichem Aufwand eine längere
Simulationszeit und erhöht damit auch die Wahrscheinlichkeit für seltene Ereignis-
se. Der Zeitschritt wird durch die schnellste Bewegung des Systems von Interesse
bestimmt, wobei es sich oft um die Schwingungen der Protonen handelt. Um den
Zeitschritt zu verlängern, können Bindungen zu H-Atomen als starr behandelt oder
in ihrer Schwingungsfrequenz verändert werden.
Durch umbrella sampling, erhöhte Temperaturen oder verringerte Rotationsbarrie-
ren sowie durch replica exchange oder andere Kombinationen von MD- und MC-
Methoden kann das sampling an hohen Potentialbarrieren generell verbessert
werden, was auch für Adsorptionssimulationen Anwendung findet (z. B. [244–246]).
Für das Erzwingen seltener Ereignisse (in diesem Fall der Adsorption, die auf-
grund der vorliegenden festen Hydratationshüllen mit dem Überwinden hoher Po-
tentialbarrieren verbunden ist) besteht die einfachste Möglichkeit darin, einen Start-
zustand nicht weit entfernt vom gewünschten Zielzustand zu benutzen. Das Molekül
wird dazu in der Nähe oder bereits an der Oberfläche zu positioniert. Mit dieser
Variante wird allerdings die Konformation des Moleküls im Zielzustand mehr oder
weniger stark vorgegeben. Die Adsorption kann weiterhin durch Schaffung künst-
licher Kräfte begünstigt/beschleunigt werden, wie durch das Entfernen von Ionen
aus der Oberfläche und damit dem Schaffen anziehender Nettoladungen (wie z. B.
in [247–249]).
Weitere Varianten, die auch in der vorliegenden Arbeit genutzt wurden, sind Pull-
code- und Slow-growth-Simulationen.
Bei Pull-code-Simulationen werden sogenannte „Zwangsbedingungen“ (con-
straints) genutzt, um den Übergang von Zustand A zu Zustand B zu erzwingen.
So kann das Molekül z. B. bei jedem Zeitschritt und unter Beibehaltung der vol-
len Beweglichkeit immer ein Stück weiter an die Oberfläche angenähert werden. Die
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Kraft, die für die Erfüllung dieser Zwangsbedingungen notwendig ist, integriert über
den Weg liefert das ∆G für den erzwungenen Prozess.
Bei Slow-growth-Simulationen, einer Implementierung der Kirkwood-Kopplungs-
Parameter-Methode im Gromacs1, handelt es sich um eine Variante, mit der zwar
ein Prozess nicht direkt untersucht, aber die Freie Enthalpieänderung für den Prozess
zugänglich gemacht werden kann. Für die Ermittlung des ∆G(A → B) wird dabei
die potentielle Energie des Systems abhängig von einem Kopplungs-Parameter λ
gemacht, der für den Zustand A den Wert 0 und für den Zustand B den Wert 1
besitzt. Es lässt sich zeigen, dass die Ableitung von ∆G nach λ gerade der Änderung
der potentiellen Energie mit λ entspricht. Integriert über λ liefert letztere also das
gesuchte ∆G.
Da ∆G nur von den Zuständen A und B abhängt, kann der Weg von A nach B
beliebig (chemisch sinnvoll oder aber auch völlig abstrakt) sein. Als Vorteil dieser
Methode lässt sich deshalb ein Weg auswählen, der im Vergleich zum tatsächlichen
Reaktionspfad leichter simulierbar ist. Dieser Punkt ist in Abb. 2.12 am Beispiel
einer Enzym-Substrat-Wechselwirkung verdeutlicht2. Ziel ist die Berechnung der
Freien Bindungsenthalpie von Substrat I an Enzym E relativ zur Freien Bindungs-
enthalpie von Substrat I’ an Enzym E, also ∆G1 − ∆G2. Diese Differenz läßt sich
über den dargestellten Kreisprozess auch als ∆G3−∆G4 berechnen. ∆G3 und ∆G4
(also die Freien Enthalpieänderungen für die Überführung von Substrat I in Sub-
strat I’ im gebundenen bzw. freien Zustand) sind physikalisch bedeutungslos, lassen
sich aber über die Kopplungsparametermethode leicht berechnen, indem stufenwei-
se die Wechselwirkungsparameter von Substrat I in die von Substrat I’ überführt
werden. Unterscheiden sich I und I’ nur durch wenige Atome oder Atomgruppen,
handelt es sich bei dieser Überführung aus MD-technischer Sicht nur um eine klei-
ne Änderung gegenüber den zu überwindenden Potentialbarrieren bei einer echten
Docking-Simulation. Unter diesen Bedingungen wird die Annahme getroffen, dass
das System in endlicher Zeit dazu in der Lage ist, das neue Gleichgewicht einzustel-
len.
1dem in der vorliegenden Arbeit verwendeten Software-Paket
2Für diese Art von Simulationen wurde die Slow-growth-Methode ursprünglich entwickelt. Wie
die Methode für Adsorptions-Simulationen adaptiert wurde, ist im Kap. 3.4.3 beschrieben.
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G4
Abb. 2.12.: Kreisprozess zur Berechnung der Differenz zwischen den Freien Energien für
die Bindung von Substrat I an das Enzym E und die Bindung von Substrat I’
an das Enzym E; aus [250]
Herausforderung Kraftfeld
Das in der vorliegenden Arbeit untersuchte System ist aufgrund des ionischen Cha-
rakters der betrachteten Minerale und Additive durch langreichweitige elektrosta-
tische Wechselwirkungen bestimmt. Während die Behandlung dieser Wechselwir-
kungen mit Methoden wie der Particle-Mesh-Ewald -Summation (PME) heutzutage
nur noch resourcenintensiv aber möglich ist, gibt es immer noch kein verlässliches
molekularmechanisches Kraftfeld für die Beschreibung von Ionen. Für einzelne Fest-
körper lassen sich Parameter so fitten, dass eine ausreichend genaue Wiedergabe der
gewünschten Eigenschaften möglich ist. Übertragbare Parametersätze für Ionen, die
in verschiedenen Festkörpern, aber auch in wässriger Lösung (z. B. an der Festkörper-
Wasser-Grenzfläche) verwendbar sind, existieren dagegen in der Regel nicht. Konkret
für Calcium- und Sulfat-Ionen soll die Situation im Folgenden ausführlicher darge-
legt werden.
FürCalcium-Ionen sind aufgrund der Ladungsverhältnisse im vorliegenden System
vor allem die Wechselwirkungen zu polaren Sauerstoffatomen (von Wasser, Sulfat-
Ionen oder Additivmolekülen) von Bedeutung. In der Literatur gibt es eine Vielzahl
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an Möglichkeiten, diese Wechselwirkungen theoretisch zu beschreiben. Dabei wer-
den unterschiedliche Potentialfunktionen und unterschiedliche experimentelle oder
theoretische Daten als Parametrisierungsgrundlage verwendet. Einen Überblick gibt
Tab.B.3 im Anhang (S. B-4).
Die Ursache für die Vielzahl an Calcium-Wasser-Parametern und Neuparametri-
sierungen ist wahrscheinlich, dass über die Hydratation der Ca2+-Ionen trotz sehr
umfangreicher experimenteller und theoretischer Untersuchungen immer noch kein
einheitliches Bild vorliegt. Die Tabellen B.4, B.5 und B.6 im Anhang (ab S. B-6)
zeigen eine Zusammenstellung verschiedener Ergebnisse. So liegen z. B. allein für
experimentelle und quantenmechanische Untersuchungen die Werte für die Anzahl
von Wassermolekülen in der ersten Hydratationshülle des Calcium-Ions zwischen 6
und 11 und für die Lage des ersten Maximums der Ca-OW-Paarkorrelationsfunktion
zwischen 2,38 und 2,68Å. Für die Freie Hydratationsenthalpie von Calcium werden
Werte zwischen 1500 und 1625 kJ/mol angegeben [251–255].
Gründe für diese große Schwankungsbreite können laut Megyes et al. [256] sowohl
in der tatsächlichen Unbestimmtheit der Calcium-Hydrathülle als auch in der Un-
sicherheit der Untersuchungsmethoden gefunden werden. Ab-initio-Berechnungen
von isolierten [Ca(H2O)n]2+-Clustern [256,257] zeigen, dass zwar für n = 6 die ener-
getisch günstigsten Cluster vorliegen, dass aber bis n = 8 stabile Cluster mög-
lich sind. Die Energiedifferenz zwischen n = 7 und n = 8 ist dabei gerade mal
so groß wie die Energie einer Wasserstoffbrückenbindung, sodass in wässriger Lö-
sung eine einfache Variation der Calcium-Koordinationszahl möglich sein sollte.
Experimentelle Untersuchungen an [Ca(H2O)n]2+-Clustern [258] zeigten auch, dass
mit zunehmender Anzahl von Wassermolekülen ein Wechsel zwischen den Koordi-
nationszahlen 6 und 8 auftritt. Die in wässrigen Lösungen bestimmte Lebensdau-
er eines Wassermoleküls in der Hydrathülle des Calciums ist so klein, dass ein
schneller Austausch erfolgen kann. Außerdem konnte nachgewiesen werden, dass
die Calcium-Hydratationshülle konzentrationsabhängig (steigende Koordinations-
zahl mit sinkender Konzentration [256,259,260]) und temperaturabhängig (steigende Ko-
ordinationszahl mit steigender Temperatur [261]) ist. Für eine relativ flexible Calcium-
Hydratationshülle sprechen auch die Ergebnisse von Ikeda et al. [262], die bei Car-
Parinello-MD-Simulationen (CPMD) eine Abhängigkeit der Freien Hydratations-
enthalpie von der Koordinationszahl erhielten, wobei mehrere flache Minima die
Möglichkeit zur Koordination mit 5–8Wassermolekülen anzeigten.
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Zusätzlich zu dieser prinzipiellen Unbestimmtheit kommen die Unsicherheiten der
verschiedenen Methoden. So werden die Koordinationszahlen und Paarkorrelations-
funktionen hauptsächlich mit Hilfe der Röntgen-Diffraktometrie bestimmt, wo auf-
grund der Mittelung über das gesamte System bei niedrigen Ionenkonzentrationen
der Anteil der Ion-Wasser-Wechselwirkung am Gesamtsignal klein und damit das Er-
gebnis unsicher wird [256,263]. Außerdem wird der Ca-OW-Peak teilweise vom breiten
OW-OW-Peak überlagert, was die Bestimmung der Koordinationszahl zusätzlich er-
schwert [264]. Bei größeren Konzentrationen nimmt aber das verfügbare Wasser pro
Ion ab, sodass mitunter der Aufbau einer vollständigen Hydratationshülle verhin-
dert und die Orientierung der Wassermoleküle in der Hydratationshülle durch die
Anwesenheit weitere Ionen gestört wird. Als weniger genau gegenüber der Röntgen-
Diffraktometrie wird vonOhtaki & Radnai [265] die EXAFS-Methode eingeschätzt,
welche für Strukturanalyse aber immer noch besser geeignet ist, als die NMR oder
andere klassische Methoden. Alle Methoden haben außerdem den Nachteil, dass ihre
Ergebnisse nur mit Hilfe der Anpassung eines Modells an die Messdaten interpretier-
bar sind. Die ebenfalls in Tab.B.4 aufgeführten Messungen kolligativer Eigenschaf-
ten sind nicht direkt mit den Ergebnissen der anderen Methoden vergleichbar, da sie
die Anzahl von Wassermolekülen liefern, die sich gemeinsam mit dem Calcium-Ion
bewegen (unabhängig vom Ca-Wasser-Abstand).
Die Ergebnisse quantenmechanischer Berechnungen hängen sehr stark von der ge-
wählten Methode, den verwendeten Basissätzen und der Größe des betrachteten
Systems ab [256,264,266]. Demnach ist mit den heutigen Möglichkeiten die Verwendung
ausreichend großer Basissätze auf kleine Ion-Wasser-Cluster beschränkt, wobei aber
davon ausgegangen werden muss, dass auch umgebendes Wasser (der zweiten Hydrat-
schicht und des Bulks) sowie die Temperatur Einfluss auf die Ausbildung der ersten
Hydratschicht haben und kleine Cluster im Vakuum bei 0 K deshalb nicht unbedingt
repräsentativ für eine wässrige Lösung bei Umgebungsbedingungen sind. CPMD-
Simulationen auf DFT-Basis können zwar Cluster mit 30–60Wassermolekülen be-
handeln, bei ausreichend guten Funktionalen wird aber auch hier der Rechenaufwand
zu hoch.
Als beste theoretische Methode zur Untersuchung der Ionen-Hydratation wird von
Rode et al. [266] und Hofer et al. [267] die QM/MM- bzw. QMCF-MD-Methode
angesehen, bei welcher Wechselwirkungen innerhalb einer Kugel mit Radius r um
das zentrale Ion quantenmechanisch und außerhalb klassisch-parametrisiert berech-
net werden. Auf diese Weise wird trotz genauer Beschreibung die Untersuchung von
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Simulationsboxen mit mehreren Hundert Wassermolekülen und damit die Berück-
sichtigung der Anwesenheit von Bulkwasser und der Ausschluss von Größen- und
Symmetrieeffekten möglich. Im Gegensatz zu Cluster- und CPMD-Simulationen deu-
ten QM/MM- und QM/CF-Simulationen eher auf eine Koordinationszahl von etwa
8 hin. Zu ähnlichen Ergebnissen kommen auch Floris et al. [268] bei der Anwendung
des PCM-Modells (polarizable continuum model), um den Einfluss der Bulklösung
bei Ab-initio-Simulationen zu berücksichtigen.
Unter Berücksichtigung all dieser Unsicherheiten und Unbestimmtheiten ergibt sich
für die erste Calcium-Hydrathülle eine flexible Koordinationszahl mit mittleren Wer-
ten zwischen 7 und 8. Der Ca-OW-Abstand beträgt etwa 2,4Å, was der Summe der
Pauling-Radien von Calcium und Wasser entspricht. Die Lebensdauer der enthal-
tenen Wassermoleküle liegt wahrscheinlich im Bereich von Pikosekunden. An die
erste schließt sich eine zweite Hydrathülle an, mit einem Ca-OW-Abstand von etwa
4,6Å.
Eine Parametrisierung der Calcium-Wasser-Wechselwirkung für klassische Kraftfeld-
Simulationen über die übliche Anpassung quantenchemisch berechneter, konfor-
mationsabhängiger Bindungsenergien zwischen einem Calcium-Ion und einem ein-
zelnen Wassermolekül erscheint in Anbetracht des nicht zu vernachlässigenden
Einflusses des umgebenden Wassers als unangemessen. Zur Berücksichtigung von
Polarisations- und Vielteilchen-Effekten werden deshalb teilweise komplexere ana-
lytische Funktionen mit mehreren Parametern an die quantenmechanische Energie-
oberfläche gefittet. Tab.B.4 zeigt aber, dass selbst damit keine zufrieden stellenden
Ergebnisse bei klassischen MD-Simulationen erhalten werden.
Einen anderen Ansatz verfolgte Åqvist [269], indem er die Kraftfeldparameter für
die Ion-Wasser-Wechselwirkung rein empirisch für die Reproduktion der experimen-
tellen Freien Hydratationsenthalpie unter Berücksichtung einer korrekten Wieder-
gabe der Ca-OW-Paarkorrelationsfunktion anpasste3. Trotz der Verwendung sehr
einfacher Potentialfunktionen mit wenigen Parametern und des einfachen SPC-
Wassermodells4 konnte so eine gute Übereinstimmung mit experimentellen Daten,
aber auch mit den letzten und als am zuverlässigsten einzuschätzenden QM/MM-
Simulationen erreicht werden. Aus diesem Grund werden die Åqvist-Parameter
auch heute noch häufig verwendet (wie diese Auswahl aktueller Veröffentlichungen
3Die Abhängigkeit der Paarkorrelationsfunktion von den Nichtbindungsparametern des Calciums
ist vergleichsweise gering, (vgl. Abb. C.2, S. C-3)
4und damit nur indirekter Berücksichtigung von Polarisation
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aus verschiedenen Forschungsgebieten zeigt [270–273]), obwohl viele neuere Parametri-
sierungen exisitieren.
Für die Sulfat-Ionen spielen vor allem die Wechselwirkungen zwischen den Sulfat-
Sauerstoffatomen (OS) und den polaren Wasserstoffatomen des Wassers (HW) eine
Rolle. Aufgrund der gegenüber Calcium schwächeren Hydratation und der damit
experimentell noch schwerer zugänglichen Hydratationshülle [265] kommen die gera-
de für die Untersuchung und Parametrisierung beschriebenen Unsicherheiten und
Schwierigkeiten hier noch mehr zum Tragen. So liegen für das Sulfat-Ion im Ver-
gleich zum Calcium-Ion deutlich weniger Untersuchungen (sowohl experimentell als
auch theoretisch) vor, während gleichzeitg für die Parametrisierung klassischer Kraft-
felder eine größere Anzahl von Parametern angepasst werden muss.
Ohtaki & Radnai [265] geben in ihrem Review verschiedene Quellen für experimen-
telle Untersuchungen von Sulfat-Lösungen mit Hilfe von Röntgen-Diffraktometrie bis
1986 an. Bei diesen Untersuchungen wurden für das Sulfat-Ion in wässriger Lösung
Koordinationszahlen von 6–12 und ein S-OW-Abstand von 3,70–3,93Å erhalten.
2007 stellen Vchirawongkwin et al. [274] neuere Ergebnisse zur Struktur der
Sulfat-Hydratationshülle vor, die durch die Kombination experimenteller LAXS-
Untersuchungen mit theoretischen QMCF-MD-Simulationen erhalten wurden. Die
erste Sulfat-Hydratationshülle ist demnach relativ flexibel mit einer Koordinations-
zahl von 8–14, wobei die Zahlen 11–12 am häufigsten vorliegen. Jeder Sulfat-
Sauerstoff bildet dabei Wasserstoffbrücken zu drei verschiedenen Wassermolekü-
len aus, wobei der S-OS-OW-Winkel etwa dem Tetraederwinkel entspricht. Der
OS-OW-Abstand beträgt ca. 2,86Å und ist damit experimentell nicht vom OW-OW-
Peak zu unterscheiden. Die simulierte Paarkorrelationsfunktion gS−OW besitzt ein
erstes Maximum bei 3,82Å und ein zweites Maximum bei ca. 5,4Å. Die Maxima
werden durch ein Minimum bei 4,66Å voneinander getrennt, wobei g(rmin) deutlich
über Null liegt, was einen schnellen Austausch von Wassermolekülen zwischen den
beiden Hydratationshüllen und das mögliche Vorliegen vieler verschiedener Spezi-
es anzeigt. (Die Abstände der Paarkorrelationsfunktion sind dabei gegenüber den
experimentellen Angaben um ca. 5% überschätzt, da Korrelationsenergien bei der
Simulation vernachlässigt wurden.)
Die Lebensdauer eines Wassermoleküls in der ersten Hydrathülle des Sulfates wurde
mit QMCF-MD-Simulationen zu 2–3 ps [274,275], bei Ab-initio-MD zu etwa 30 ps [276]
bestimmt. Die Lebensdauer einer H-Brücke zu Sulfat ist damit etwas länger als
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die in Bulkwasser, weshalb das Sulfat-Ion als schwacher Strukturbildner in Wasser
angesehen wird.
Für die Beschreibung des Sulfat-Ions mit Hilfe klassischer Kraftfeld-Simulationen
sind die kritischsten Parameter die Ladungsverteilung und die Nicht-Bindungs-
Parameter der Sulfat-Sauerstoffatome (OS). Cannon et al. [277] passten die Sulfat-
Ladungsverteilung an quantenmechanisch berechnete elektrostatische Potentiale und
die Lennard-Jones-12-6-Parameter an Sulfat-Wasser-Bindungsenergien an. Zusam-
men mit dem SPC/E-Wassermodell erhielten sie damit gute Übereinstimmung
zu experimentellen Freien Hydratationsenthalpie-Differenzen, eine mittlere Koordi-
nationszahl von 13,25, S-OW-Abstände von 3,75Å für die erste, und von 5,9Å für die
zweite Hydrathülle. Jang et al. [278] entwickelten das MSXX-Kraftfeld für die Un-
tersuchung von Barium-, Calcium- und Strontium-Sulfat sowie deren Grenzflächen
zu Wasser durch Anpassung an Kristall-Daten und quantenmechanisch berechnete
[SO4(H2O)6]2--Cluster. Stack [279] passte die Parameter weiter an, um die Hydra-
tationsenergie der freien Ionen besser wiederzugeben. Dennoch überschätzen beide
Kraftfelder die Koordinationszahl der freien Sulfat-Ionen in Lösung deutlich (15 bzw.
16).
Die Kraftfeldparameter als wichtigste Grundlage der MD-Simulation sind deshalb
für ionische Systeme im Allgemeinen - und hier besonders für inhomogene Systeme
wie Grenzflächen - der größte Unsicherheitsfaktor.
Herausforderung geladene Simulationsboxen
Bei Verwendung von Gittersummen-Methoden zur Berechnung der elektrostatischen
Wechselwirkungen müssen die Simulationsboxen elektrisch neutral sein, da sich sonst
unendliche Ladungen und Energien ergeben würden. Bei der Arbeit mit elektrisch ge-
ladenen Additivspezies oder freien Ionen kann die Neutralität der Simulationsboxen
entweder mit expliziten Gegenionen oder mit einer „homogenen Hintergrundkorrek-
tur“ gewährleistet werden.
Das Vorliegen expliziter Gegenionen entspricht der Realität. Aufgrund der großen
Reichweite von Wechselwirkungen zwischen Ionen (vor allem im Vakuum) und der
geringen Größe eines simulierten Systems im Vergleich zum realen System werden
allerdings die Simulationsergebnisse (Energien und Konformationen) abhängig von
der Art, Anzahl und Lage der verwendeten Gegenionen. Dieser Punkt macht deshalb
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die Verwendung einer deutlich größeren Simulationsbox bzw. die Durchführung einer
größeren Anzahl unabhängiger Simulationen zur Erhöhung der statistischen Sicher-
heit notwendig. Donnini et al. [280] führten Untersuchungen zur Abhängigkeit der
simulierten Freien Energie von der Anzahl expliziter Gegenionen durch. Vor allem
bei geladenen Spezies stellten sie einen großen Einfluss der Lage der Gegenionen
auf das Ergebnis fest, was zu Artefakten und stark erhöhten Konvergenzzeiten führ-
ten. Sie empfehlen deshalb die Arbeit mit hohen Ionenstärken oder ohne explizite
Gegenionen.
Die Alternative zur expliziten Berücksichtigung von Gegenionen ist die elektrostati-
sche Neutralisierung der Simulationsbox durch eine homogene Hintergrundkor-
rektur. Dabei wird eine zur tatsächlichen Ladung gleichgroße Gegenladung gleich-
mäßig über die gesamte Simulationsbox „verschmiert“. Die Simulationsbox ist nun
neutral und kann mit PME behandelt werden. Die Hintergrundladung hat aufgrund
ihrer gleichmäßigen Verteilung über die Box (Ortsunabhängigkeit) keinen Einfluss
auf die Struktur oder Anordnung der Atome in der Simualtionsbox. Nachteilig an
dieser Methode ist aber, dass sämtliche Atome der Box mit dieser artifiziellen Hinter-
grundladung wechselwirken, was die absoluten Energiebeiträge verändert. Da es sich
allerdings um einen konformationsunabhängigen Energiebeitrag handelt, kann die-
ser systematische Fehler durch Differenzbildung zwischen zwei Zuständen desselben
Systems aufgehoben werden.
2.5.3. Modellierungen und Simulationen der
Calciumsulfat-Additiv-Wechselwirkung
Bisher existieren in der Literatur noch nicht viele Versuche, die Wirkungsweise der
Additive über eine Modellierung oder Simulation der Wechselwirkung zwischen Addi-
tivmolekülen und Calciumsulfat-Oberfläche zu beschreiben.
Wilson et al. [187] betrachteten die Wechselwirkung zwischen EDTP und der
n-Fläche von Gips, welche sich bei Experimenten aufgrund der Morphologiebeein-
flussung als eine wahrscheinliche Fläche für die EDTP-Adsorption herausgestellt hat.
Für die Simulation wurden aus der Kristallfläche vier Sulfat-Ionen und die dazwi-
schenliegenden Kristallwassermoleküle entfernt. Das Phosphonatmolekül wurde im
Vakuum in verschiedenen Startkonformationen so über diesem „Sulfat-Loch“ posi-
tioniert, dass bei der Relaxation noch eine gewisse Konformationsänderung möglich
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war. Bei der energetisch günstigsten Konformation befanden sich alle vier Phospho-
natgruppen im Sulfat-Loch in der Nähe der kristallographischen Sulfat-Positionen.
Aufgrund der nötigen Verbiegung des Moleküls, um alle Phosphonatgruppen im
Sulfat-Loch zu adsorbieren, wurde geschlussfolgert, dass ein Addtivmolekül mit einer
längeren mittleren Kohlenstoffkette aufgrund der leichteren Konformationsänderung
und der höheren Flexiblität ein besserer Inhibitor sein sollte.
Hill & Plank [281] berechneten die Oberflächenenergien verschiedener Gips- und
Halbhydratflächen mit und ohne die Additive Weinsäure und Zitronensäure. Die
Additive wurden dazu im Vakuum über der entsprechenden glatten Fläche in einer
Lage positioniert, die eine möglichst große Anzahl von Wechselwirkungen ermög-
lichte und anschließend energetisch minimiert. Die Säuremoleküle bildeten Wasser-
stoffbrücken zwischen den OH-Gruppen und den Sulfat-Ionen der Oberflächen aus,
bewirkten dadurch aber nur eine geringe Morphologieänderung. Bei der Simulation
eines höheren pH-Wertes durch Verwendung der entsprechenden Säurerest-Ionen war
dagegen eine deutliche Morphologieänderung festzustellen, die durch eine Verände-
rung der Ordnung der Oberflächenenergien verursacht wurde. Wasser als Lösungs-
mittel wurde bei der Betrachtung des Additiveinflusses vernachlässigt, da sich bei
Untersuchungen der reinen Kristallflächen in Gegenwart von Wasser keine Verände-
rungen der relativen Oberflächenenergien ergeben hatten und daraus geschlussfolgert
wurde, dass das Lösungsmittel einen einheitlichen Effekt auf alle Flächen hat.
Jiang et al. [158] fanden bei experimentellen Untersuchungen, dass Borax in geringen
Konzentrationen die Gipskristallisation beschleunigt, bei hohen Konzentrationen
aber verzögert. Mit in-situ AFM-Messungen wurde gezeigt, dass Borax einerseits
die sekundäre Keimbildung fördert und damit die Stufendichte erhöht, andererseits
aber auch eine Adsorption anWachstumsstufen erfolgt, was deren Fortschritt hemmt.
Die Überlagerung dieser beiden Effekte bestimmt die konzentrationsabhängige Wir-
kung des Borax. Mit Hilfe von MD-Simulationen wurde die Adsorption der Borsäure-
moleküle und Borat-Anionen direkt aus wässriger Lösung an glatten Gipsoberflächen
betrachtet. Dazu wurde dasGromacs-Softwarepaket in Kombination mit dem SPC-
Wassermodell [282] und den Kraftfeldparametern von Adam [283] für Gips verwendet.
Dabei wurde festgestellt, dass nur ein geringer Teil der Moleküle direkt an der Ober-
fläche adsorbiert, während ein größerer Teil nur mit dem immobilen Wasser an der
Gipsoberfläche in Wechselwirkung tritt oder ganz in Lösung verbleibt. Es wurde
geschlussfolgert, dass trotz dieser schwachen Wechselwirkung die erzielte geringe
Änderung der Grenzflächenspannung ausreicht, um die Aktivierungsenergie für die
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Bildung neuer Keime zu senken und so die beobachtete Beschleunigung bei niedrigen
Konzentrationen hervorzurufen.
Schneider [201] modellierte die Wechselwirkungen zwischen verschiedenen Additi-
ven und verschiedenen Wachstumsflächen des Gipses (die bei Kristallisation mit und
ohne Additiv beobachtet wurden). Verwendet wurden das Softwarepaket Cerius2 der
Firma Accelrys sowie Kraftfeldparameter aus Mayo et al. [284] und Jang et al. [278].
Zunächst wurde das Additiv in Gegenwart von 60 Wassermolekülen optimiert und
die so erhaltene Konformation des Additivs (ohne Wasser) als starrer Körper über
der Kristallfläche im Vakuum energetisch minimiert. Nach Andocken des Additivs an
der Oberfläche erfolgte ein weiterer Minimierungsschritt mit beweglichen Additiv-,
aber fixierten Kristallflächenatomen. Die berechneten Wechselwirkungsenergien zeig-
ten, dass alle betrachteten Additive (vollständig deprotonierte Ionen der Weinsäu-
re, der Zitronensäure, von HEDP und HDTMP) mit ähnlichen Tendenzen adsor-
bierten. Dabei lagen an den verschieden orientieren Kopfflächen deutlich stärkere
Wechselwirkungen vor, als an der (010)-Fläche, was zu einer Vergrößerung dieser
Flächen relativ zur (010) und damit zur beobachteten kompakteren Morphologie
führt. Als vorteilhaft für eine starke Wechselwirkung wurden Flächen identifiziert,
bei denen die Calcium-Ionen von möglichst viel Kristallwasser und möglichst we-
nigen, die Koordination zum Additiv erschwerenden und Ladungen abschirmenden
Sulfat-Ionen umgeben sind.
Ähnliche Ergebnisse wurden von Hedrich & Loose [202] erhalten, die Wechselwir-
kungsenergien zwischen Tartrat- sowie Citrat-Ionen und verschiedenen Gipsflächen
sowohl über Adsorption an glatten Flächen als auch über Einbau der Carboxylgrup-
pen anstelle der Sulfat-Ionen in die Kristallstruktur ermittelten. Um günstige Start-
positionen ausfindig zu machen, wurden Calcium-Abstände auf den Flächen gesucht,
die denen der Carboxylgruppen in den optimierten Additivmolekülen entsprachen.
Für die Betrachtungen wurden die Softwarepakete Cerius2 und MS Modeling der
Firma Accelrys, sowie die Kraftfelder COMPASS [285], Dreiding [284] und MSXX [278]
verwendet.
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Abb. 3.1 zeigt einen Überblick über den Aufbau des Methodik-Kapitels. Zunächst
soll erläutert werden, auf welcher Basis die Simulationen durchgeführt wurden
(Kap. 3.1). Im zweiten Schritt erfolgt die Beschreibung der Simulationen, mit de-
nen die Morphologie der Calciumsulfate berechnet wurde (Kap. 3.2), um sinnvolle
Flächen für die späteren Simulationen auszuwählen. Anschließend folgen die Be-
trachtungen der Grenzflächen dieser Beispielflächen zu Wasser (Kap. 3.3). Damit
wurde vor allem das Verhalten und die Thermodynamik des Wassers charakterisiert,
welches bei einer Adsorption mit den Additiven in Konkurrenz um Wechselwirkungs-
plätze an den ionischen Kristallen steht. Zum Schluss werden die eigentlichen Ad-
sorptionssimulationen beschrieben (Kap. 3.4). Nähere Informationen zu den Details
der Simulationen sind entsprechend in den Abbildungen 3.9, 3.12 und 3.20 zusam-
mengefasst.
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Abb. 3.1.: Schematische Übersicht über das Methodik-Kapitel
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3.1. Simulationsbasis
3.1.1. Randbedingungen und Annahmen
Es ist eine grundsätzliche Annahme der vorliegenden Arbeit und gleichzeitig eine
Abgrenzung zu vielen der bisher für das vorliegende System durchgeführten theoreti-
schen Arbeiten, dass das Wasser als Lösungsmittel einen entscheidenen Einfluss auf
alle Strukturen und Prozesse an der Grenzfläche hat. Aus diesem Grund wurde ge-
nerell mit expliziten Wassermolekülen und nicht mit dem simulationstechnisch
weniger aufwendigen, aber nicht zur Strukturbildung fähigen Modell impliziten Was-
sers gearbeitet.
Als Modell-System wurde eine Kristallschicht in Kontakt mit einer wässrigen
Lösung des Additivs gewählt. Da die Wechselwirkung zwischen Kristallfläche,
Additiv und Wasser und die sich bildenden Strukturen im Fokus der Arbeit standen,
wurde mit atomarer Auflösung gearbeitet. Für das Modell-System wurden folgende
Vereinfachungen gewählt:
• Ausschließliche Betrachtung atomar glatter Kristallflächen: Realisti-
scher wäre die Betrachtung der Vorgänge an den energiereicheren Wachstums-
stufen. In Ermangelung verlässlicher experimenteller Informationen über die
bei der Kristallisation vorliegenden Kristallflächen, deren Oberflächenbeschaf-
fenheit sowie deren Wachstumsstufen (Orientierung und Größe), wurde aber
in der vorliegenden Arbeit die übliche Beschränkung auf glatte Kristallflächen
vorgenommen.
• Vernachlässigung der Berücksichtigung gelöster Kristallbausteine:
Die wässrige Lösung in Kontakt mit der Kristallfläche ist bezüglich Gips ge-
sättigt und enthält damit gelöste Ca2+- und SO2–4 -Ionen. Aufgrund der gerin-
gen Gipslöslichkeit (bei 25 ◦C nur 0,015mol/kg(H2O)) [1] handelt es sich dabei
aber lediglich um ein Ca2+-SO2–4 -Paar auf ca. 3700Wassermoleküle (bzw. in ei-
ner würfeligen Simulationsbox mit knapp 5 nm Kantenlänge). Der sich durch
die Anwesenheit dieses einen Ionenpaars ergebende Simulationsaufwand wäre
enorm, da wie bei der Nutzung expliziter Gegenionen (vgl. Kap. 2.5.2, „Her-
ausforderung geladene Simulationsboxen“) eine Abhängigkeit der Simulations-
ergebnisse von der jeweiligen Position der Ionen entstehen und entsprechend
berücksichtigt werden müsste. Die erwartete Verbesserung der Ergebnisse wird
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demgegenüber als gering eingeschätzt, weshalb zur Vereinfachung auf die ex-
plizite Berücksichtigung gelöster Calcium- und Sulfat-Ionen verzichtet wurde.
• Verwendung von Additiven mit experimentell nachgewiesener Wirk-
samkeit: Als Additive wurden ausschließlich organische Moleküle mit
Carbonsäure-Gruppen und experimentell nachgewiesener Wirkung auf die
Gipsmorphologie ausgewählt. Dabei handelt es sich um Zitronensäure sowie
die Aminosäuren Glycin, Asparaginsäure und Glutaminsäure. Die Aminosäu-
ren konnten außerdem aufgrund ihrer Funktionalität zu fiktiven Aminosäu-
reketten zusammengesetzt werden, was genutzt wurde, um den sogenannten
Polymereffekt im kleinen Maßstab zu untersuchen.
• Ausschließliche Betrachtung der hauptsächlich vorliegenden Spezi-
es beim wirksamen pH-Wert: Bei den ausgewählten Additiven handelt es
sich um Moleküle, die in wässrigen Lösungen zu Säure-Base-Rekationen und
damit zur Bildung verschiedener Spezies mit unterschiedlichem Protonierungs-
grad fähig sind. Die ausgewählten Additive besitzen ihre größte Wirksamkeit
im leicht basischen pH-Bereich [176,201]. Die Simulationen wurden deshalb auf
die bei diesem pH-Wert häufigsten Additivspezies beschränkt, welche jeweils
über vollständig deprotonierte Säuregruppen und protonierte Aminogruppen
verfügten (Abb. 3.2).
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Abb. 3.2.: Strukturformeln der verwendeten (monomeren) Additive-Spezies
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3.1.2. Simulationsmethoden und -parameter
Simulationsmethode
In Anbetracht der Größe der ausgewählten Additive, der abgeschätzten Ausdehnung
einer Hydratationsschicht und der hohen Reichweite ionischer Wechselwirkung muss-
te das untersuchte Modell-System eine Größe von mehreren Nanometern Kanten-
länge und damit eine Teilchenzahl von mehreren Tausend bis Zehntausend Atomen
besitzen. Ein solches System ist zum jetzigen Zeitpunkt noch nicht mit quanten-
chemischen Methoden behandelbar, sodass klassisch-parametrisierbare Simulationen
verwendet wurden. Da außerdem nicht nur Zustände, sondern auch Prozesse unter-
sucht werden sollten, fiel die Wahl auf Molekulardynamische Simulationen (MD-
Simulationen).
Rechentechnik und Software
Die Simulationen wurden auf PCs mit Intel QuadCore- oder Q7-Prozessoren unter
Nutzung des Softwarepaketes Gromacs [250], in den Versionen 3–4.5 durchgeführt.
Gromacs zeichnet sich durch freie Verfügbarkeit, offen liegende Quellen, paralleli-
sierten Code und sehr schnelle Routinen aus und ermöglicht die Arbeit mit beliebigen
Kraftfeldern, großen Teilchenzahlen und für die Beschreibung von Kristallstrukturen
nötigen, schiefwinkligen Boxen [250,286–290]. Gromacs ist deshalb ein MD-Programm,
welches sehr häufig und für die verschiedensten Fragestellungen in kondensierten
Systemen verwendet wird.
Für die Automatisierung komplexerer Simulations- oder Auswertungsabläufe, die
über die standardmäßig im Gromacs-Softwarepaket integrierten Möglichkeiten hin-
ausgingen, wurden eigene tcl- und bash-Skripte verwendet.
Simulationsparameter
So weit nicht anders angegeben, wurden für die Simulationen die in Tab. 3.1 zusam-
mengestellten Methoden und Parameter verwendet.
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Tab. 3.1.: Verwendete Simulationsparameter und -methoden
Integrator Leap-frog-Algorithmus
Zeitschritt 1 fs
Randbedingungen 3-D-periodisch
vdW cutoff 1,4 nma
elektrostatische Wechselwirkungen PMEb
- real space cutoff 1,4 nmc
- reciprocal space cutoff 0,14
- Interpolation vierte Ordnung
Boxgröße ≥ 3 nm Kantenlänged
Ensemble NVTe
Thermostat Berendsen-Thermostat
- Zeitkonstante 0,05 ps
- Temperatur 298K
(a) auch zur Parametrisierung desGromos-Kraftfeldes verwendet; (b) Particle Mesh Ewald [291–293],
eine Gittersummenmethode; (c) in Analogie zum vdW cutoff ; (d) aufgrund der Kombination aus
verwendetem cutoff und der minimum image convention; (e) aufgrund des inhomogenen Systems
ist Barostatierung schwierig, deshalb Arbeit im NVT-Ensemble und Einstellen einer realistischen
Dichte im System über die in Kap. 3.1.4 beschriebenen Methoden
Graphische Darstellung/Visualisierung
Zur Visualisierung der simulierten Trajektorien und zur Erstellung von Abbildungen
wurde mit der freien SoftwareVMD [294,295] (Visual Molecular Dynamics) gearbeitet.
Soweit nicht anders angegeben, wird in der weiteren Arbeit folgende Farbgebung
verwendet
rot Sauerstoff
weiß Wasserstoff
gelb Schwefel
blau Calcium, Stickstoff
dunkelgrau Kohlenstoff
Generell werden aus Gründen der Übersichtlichkeit:
• nicht im Fokus stehende und nur der Vollständigkeit halber enthaltene Atome
hellgrau abgebildet.
• nicht im Fokus stehende Wassermoleküle des Lösungsmittels nicht dargestellt.
• nicht unbedingt reelle Größenverhältnisse verwendet.
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• nur Ausschnitte der Simulationsboxen dargestellt.
• die Stile VDW (Kugel-Modell), CPR (Kugel-Stab-Modell) und LICORICE
(Stab-Modell) bzw. deren Kombinationen beliebig je nach Darstellungsziel ver-
wendet.
Für die Darstellung von Kristallmorphologien wurde das Softwarepaket cerius2 der
Firma Accelrys verwendet.
Thermodynamik und Fehlerbetrachtung
Bei allen in der vorliegenden Arbeit angegebenen Energiegrößen handelt es sich
(wenn nicht anders angegeben) um über die Simulationsdauer gemittelte potentielle
Energien1 der genutzten Simulationsbox.
Korrekterweise werden im NVT-Ensemble mit den verschiedenen Simulationen Ener-
gien E (anstelle von Enthalpien) sowie Freie Energien F (anstelle von Freien Enthal-
pien) berechnet. Aufgrund der Arbeit im kondensierten System wird allerdings der
pV -Korrekturterm vernachlässigbar klein, sodass in erster Näherung E ≈ H und
F ≈ G angenommen werden kann.
Werden in der vorliegenden Arbeit Fehler angegeben, handelt es sich generell nur
um zufällige Fehler. Allgemein ergibt sich für Größen, welche sich als Mittelwert von
n Einzelwerten berechnen, die Unsicherheit (auch als Standardabweichung des Mit-
telwertes bezeichnet) aus der Standardabweichung der Einzelwerte σ geteilt durch
die Wurzel der Anzahl unabhängiger Einzelwerte (Gl. 3.1).
u(x) =
σ(x)√
n
u(x) Unsicherheit
σ(x) Standardabweichung von x
n Stichprobenumfang
(Anzahl unabhängiger x-Werte)
(3.1)
Für eine einzelne Simulation kann dieUnsicherheit einer Simulationsgröße nach
Frenkel & Smit [296] analog aus deren Fluktuation bestimmt werden. Dazu wird
die Standardabweichung der Simulationsgröße durch die Wurzel der Anzahl unab-
hängiger Punktwerte dividiert. Die Anzahl unabhängiger Werte lässt sich aus der
Autokorrelationsfunktion und der Simulationsdauer ermitteln (Gl. 3.2). Demnach
1kinetische Energien sind im NVT-Ensemble für ein bestimmtes System nur von der vorgegebenen
Temperatur bestimmt
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werden zwei Werte der Simulationsgröße mit einem zeitlichen Abstand von 2 · ta als
voneinander unabhängig betrachtet, wenn ta die charakteristische Abklingzeit der
Autokorrelationsfunktion darstellt2. In der vorliegenden Arbeit wurde statt 2 · ta ver-
einfacht das etwas größere Distanzmaß t0 genutzt, welches die Zeit beschreibt, nach
welcher die vom Gromacs-Programm g_analyze berechnete Autokorrelationsfunk-
tion der potentiellen Energie im Mittel auf Null abgefallen war.
Frenkel & Smit [296]:
u(x) =
√
2ta
t
· σ(x)
hier:
u(x) =
√
t0
t
· σ(x)
u(x) Unsicherheit der
Simulationsgröße x
σ(x) Standardabweichung
der Simulationsgröße x
ta charakteristische Abklingzeit
der Autokorrelationsfunktion
t0 Zeit, nach der die Autokorrelations-
funktion auf Null abgefallen ist
t Simulationsdauer
(3.2)
Um die Unsicherheit einer Größe zu berechnen, die sich aus mehreren, mit Unsicher-
heiten behafteten Einzelgrößen zusammensetzt, wurde das Fehlerfortpflanzungsge-
setz verwendet (Gl. 3.3).
u(y) =
N∑
i=1
∣∣∣∣ ∂y∂xi
∣∣∣∣u(xi)
u(y) Unsicherheit der zusammen-
gesetzten Größe y
u(xi) Unsicherheiten der Einzel-
größen xi
N Anzahl von Einzelgrößen xi,
aus denen sich y zusammensetzt
∂y/∂xi partielle Ableitung von y nach
der Einzelgröße xi
(3.3)
Bulkenergie eines Wassermoleküls
Die Bulkenergie eines Wassermoleküls Esol wurde einmal mit hoher Genauigkeit be-
stimmt. Dazu wurden sieben unterschiedliche und vorequilibrierte Simulationsboxen
mit einer Größe von 4×4×4nm und gefüllt mit SPC-Wasser der Dichte 1 g/cm3, er-
stellt und MD-Simulationen von 1 ns Länge durchgeführt. Für die potentielle Energie
pro Wassermolekül wurde über alle Zeitschritte aller Simulationen die Energiever-
teilung berechnet und eine Gaußfunktion daran gefittet. Der Erwartungswert der
2also die Zeit, bei der die Autokorrelationsfunktion auf den Wert 1/e abgefallen ist
54
Methodik Simulationsbasis
Gaußkurve wurde als Energiewert für ein einzelnes SPC-Wassermolekül in der Bulk-
wasserphase verwendet. Die Standardabweichung des Erwartungswertes σ′ wurde
über Gl. 3.1 aus der Standardabweichung der gefitteten Gaußkurve σ berechnet. Mit
einem Größtfehler von 3σ′ ergibt sich ein Wert von Esol = −41, 819±0, 003 kJ/mol.
Dieser Energiewert entspricht der Energie, die frei wird, wenn unendlich weit vonein-
ander entfernte SPC-Wassermoleküle aus dem Vakuum zu Bulkwasser kondensieren3.
Der berechnete Wert ist am ehesten vergleichbar mit der Kondensationswärme von
Wasser, also der Energie, die frei wird, wenn Wassermoleküle aus gesättigtem Was-
serdampf zu flüssigem Wasser kondensieren. Die Kondensationswärme von Wasser
beträgt bei 100 ◦C -40,66 kJ/mol und bei 25 ◦C -43,99 kJ/mol, was in Anbetracht der
verschiedenen Bezugssysteme sehr gut mit dem simulierten Wert übereinstimmt.
3.1.3. Kraftfeld
Das in der vorliegenden Arbeit verwendete Kraftfeld basiert auf dem Gromos-
Kraftfeld4 mit dem Parametersatz 53A65 und dem SPC-Wassermodell6. Das Gro-
mos-Kraftfeld zeichnet sich durch die Verwendung relativ einfacher Potentialfunktio-
nen aus, die einerseits einen geringen rechentechnischen Aufwand verursachen und
andererseits nur eine minimale Anzahl von Parametern benötigen, was die Übertrag-
barkeit erhöht. Der Parametersatz 53A6 wurde speziell für Simulationen in wässriger
Lösung abgeleitet, und bis heute wird das Gromos-Kraftfeld für die Verwendung
des SPC-Wassermodells parametrisiert [131,298].
3Weil im SPC-Modell keine intramolekularen Bindungs- oder Nichtbindungswechselwirkungen
berücksichtigt werden, ist Energie eines einzelnen SPC-Wassers im Vakuum = 0
4Im Gromos-Kraftfeld [297] wurden die Parameter für Bindungsterme aus kristallographischen
und spektroskopischen Daten abgeleitet. Die Parameter für Nicht-Bindungsterme wurden ur-
sprünglich von kristallographischen Daten und Atompolarisierbarkeiten ermittelt und später
immer wieder überarbeitet, um thermodynamische Daten (z. B. Dichten und Verdampfungsen-
thalpien kondensierter Phasen) und quantenmechanische Berechnungen (z. B. Torsionswinkel-
Verteilung um eine Bindung) zu reproduzieren.
5Um auch verstärkt Wechselwirkungen zwischen verschiedenen Gruppen in die Parametrisie-
rung einzubeziehen und gleichzeitig die für die Simulation in Lösungen wichtigen Solvatations-
und Verteilungseffekte behandeln zu können, wurde mit den Parametersätzen 53A6 und
53A5 [52,298–301] eine Neuparametrisierung an experimentelle Freie Hydratations- und Solva-
tationsenthalpien vorgenommen. Polarisierung wird damit nicht direkt, aber indirekt über die
empirische Anpassung an experimentelle Größen berücksichtigt.
6Ein SPC-Wassermodell (simple point charge) [282] besitzt drei Punktladungen an den Atom-
schwerpunkten (-0,82 am Sauerstoff und +0,41 an jedem Wasserstoff), eine O-H-Bindungslänge
von 1Å und einen H-O-H-Bindungswinkel von 109,47◦. Die Molekülgeometrie wird während der
Simulation mit Hilfe des SETTLE -Algorithmus [302] starr gehalten. Nur das Sauerstoffatom be-
sitzt Nicht-Bindungsparameter.
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Für Calcium- und Sulfat-Ionen gibt es zwar Parameter im Gromos-Kraftfeld, eine
Beschreibung der Parametrisierung konnte aber nicht gefunden werden. Bei Vor-
untersuchungen unter Verwendung der Gromos-Parameter für die Ionen traten
Abweichungen von qualitativen Vorstellungen auf (z. B. Instabilität der Anhydrit-
Kristallstruktur, vgl. Abb. C.1, S. C-2), die eine Anpassung der Parametrisierung
für das untersuchte System nötig machten.
Aus Gründen der Kompatibilität und Konsistenz sollte die Philosophie desGromos-
Kraftfeldes beibehalten werden. Das bedeutet im Speziellen:
• die Verwendung der Gromos-Potentialfunktionen,
• die Verwendung atomtypspezifischer Parameter und
• die Ableitung von Nicht-Diagonal-Parametern für ein Atompaar ij aus den
Diagonal-Termen ii und jj über Kombinationsregeln.
Da primär die Prozesse und Strukturen an der Kristallschicht-Wasser-Grenzfläche
untersucht werden sollten, waren vor allem die Wechselwirkungen zwischen den
Ionen und Wasser bzw. zwischen den Ionen und den Additiven von Bedeutung und
weniger die Wechselwirkungen innerhalb der Kristallschicht, sodass eine qualitativ
richtige Beschreibung der beiden Kristallstrukturen mit denselben Kraftfeldparame-
tern als ausreichend erachtet wurde.
Zur Anpassung der Kraftfeldparameter wurden verschiedene Energieberechnungen
und Simulationen7 unter systematischer Variation der Kraftfeldparameter mit dem
größten zu erwartenden Einfluss8 durchgeführt. Auf Grundlage dessen wurden die
Kraftfeldparameter ausgewählt, die den besten Kompromiss für die Wiedergabe
der als wesentlich für das untersuchte System betrachteten Eigenschaften darstell-
ten. Insgesamt ergaben sich die folgenden Änderungen gegenüber dem Gromos-
Kraftfeld:
• Für die Calcium-Ionen wurden die empirisch gefitteten Parameter von
Åqvist [269] verwendet (vgl. Kap. 2.5.2), da diese aufgrund der Parametri-
sierungsart (Potentialfunktionen, Wassermodell und Methode) konsistent mit
7u. a. Strukturen von Bulkkristallen und Oberflächen, Ionenhydratation in kleinen Clustern und
in Lösung, Ionenpaarwechselwirkung, Wechselwirkungen zwischen den einzelnen Substanzen
usw.
8z. B. die Lennard-Jones-Parameter der Calcium und OS-Atome und die Ladungsverteilung im
Sulfat-Ion; Bindungswechselwirkungen, Gesamtladungen und Schwefelparameter wurden dage-
gen nicht variiert
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dem Gromos-Kraftfeld sind, speziell für die Beschreibung der Calcium-
Hydratation angepasst wurden und die gleichzeitige, qualitativ richtige Be-
schreibung der beiden Calciumsulfat-Kristallstrukturen ermöglichten.
• Die verwendeten Parameter für die Sulfat-Ionen basieren auf den Gro-
mos-Parametern, mit einer veränderten Ladungsverteilung im Sulfat-Ion, um
die Stabilität der Kristallstrukturen der Calciumsulfate zu gewährleisten. Die
dadurch erhöhte Polarisierung der Ladungsverteilung entspricht dem Vorge-
hen bei der Neuparametrisierung des Gromos-Kraftfeldes zum Parametersatz
53A6 (die allerdings nicht für die Ionen durchgeführt wurde). Zusätzlich wurde
ein Improper-dihedral -Potential zur Stabilisierung des Tetraeder-Winkels ein-
geführt, welches in wässriger Lösung nur einen vernachlässigbar kleinen Ener-
gieanteil verursachte, bei Simulationen unter Vakuumbedingungen mit starken
ionischen Wechselwirkungen aber eine Verformung des Sulfat-Tetraeders effek-
tiv verhinderte.
• Für Simulationen unter Vakuumbedingungen (welche für die Erzeugung von
Startkonformationen genutzt wurden) wurde ein zusätzliches Stabilisierungs-
potential für die Peptidbindung der Aminosäureketten verwendet, um
eine artifizielle cis-trans-Umformung aufgrund der starken Wechselwirkungen
an der Kristallfläche zu verhindern (für Simulationen in Lösung war diese Maß-
nahme nicht notwendig).
Die Potentialfunktionen und Kraftfeldparameter sind im Anhang in Tab.B.1 und
B.2 ab S. B-2 zu finden. Mit Hilfe dieser Parameter lässt sich die Gesamtheit der
als wesentlich für das untersuchte System erachteten Größen zwar nicht perfekt,
aber in Anbetracht der verfügbaren Informationen (vgl. Kap. 2.5.2) und der Ziele
der vorliegenden Arbeit sehr gut wiedergeben, wie an der folgenden Auswahl gezeigt
werden soll:
Struktur der Hydratationshüllen von Calcium- und Sulfat-Ionen
Die Parameter beschreiben die Struktur der Hydratationshüllen von Calcium- und
Sulfat-Ionen vor dem Hintergrund der unsicheren experimentellen Situation und un-
ter Berücksichtigung der sehr einfachen Potentialfunktionen sehr gut (Abb. 3.3). Für
Calcium ist die Abhängigkeit der Hydratation von den variierten Kraftfeldparame-
tern im Anhang dargestellt (Abb. C.2, S. C-3).
57
Methodik Simulationsbasis
0
1
2
3
4
g S
-O
W
13,7
44,0
0,2 0,4 0,6
0
10
20
30
40
n
O
W
0,2 0,4 0,6
0
1
2
3
4
g S
-H
W
13,4
0
10
20
30
40
n
H
W
0
1
2
3
4
g O
S-
O
W
3,4
0
2
4
6
8
n
O
W
0
1
2
3
4
g O
S-
H
W
3,1
0
2
4
6
8
n
H
W
Sauerstoff Wasserstoff
Su
lfa
t
0
5
10
15
g C
a-
O
W
7,9
25,9
0
10
20
30
n
O
W
0
2
4
6
g C
a-
H
W
16,0
66,3
0
20
40
60
n
H
W
0,2 0,4 0,6
Abstand r in nm
0
1
2
3
g O
W
-O
W
5,2
0
5
10
15
n
O
W
0,2 0,4 0,6
Abstand r in nm
0
1
2
g O
W
-H
W
1,8
0
5
10
n
H
W
C
al
ci
um
W
as
se
r
Abb. 3.3.: Paarkorrelationsfunktionen g (schwarz) und kumulierte Paarkorrelationsfunkti-
on n (rot) von Lösungsmittelwasser um ein einzelnes SO2–4 , Ca
2+ bzw. H2O
[Die dargestellten Kurven sind gemittelt über drei unabhängige Simulationen
des Zentralteilchens in einer kubischen Box mit ca. 2100 Wassermolekülen (NpT,
298K, 1 bar).]
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Kristallstrukturen der Calciumsulfate
Die Parameter stellen einen sehr guten Kompromiss für die gleichzeitige, qualita-
tiv richtige Beschreibung der Gips- und Anhydrit-Strukturen dar. Abb. 3.4 zeigt
die Abweichung zwischen simuliertem und experimentell bestimmtem Volumen der
Elementarzelle (EZ). Weiß dargestellte Bereiche besitzen dabei Abweichungen außer-
halb der selbstgewählten Grenzen von (-0,5)–(+2,0)%. Es ist klar zu erkennen, dass
bezüglich des C(12)-Parameters von Calcium nur ein sehr kleiner Bereich existiert, in
welchem beide Strukturen gut beschrieben werden können. In diesem Bereich liegt
der Åqvist-Parameter [269]. Ausgehend vom Åqvist-Parameter ist die Anhydrit-
Struktur nur für Simulationen mit einer S-Ladung von 1,6–2,1 qualitativ richtig
wiedergegeben (vgl. Abb. C.1, S. C-2). Innerhalb dieses Bereiches liegt die größte
Stabilität verschiedener Testoberflächen für eine S-Ladung von 1,8 (und einer ent-
sprechenden OS-Ladung von -0,95) vor, weshalb diese Ladungsverteilung gewählt
wurde.
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Abb. 3.4.: Abweichung des simulierten vom experimentellen Elementarzellen-Volumen der
Calciumsulfate in Abhängigkeit der Ladungsverteilung im Sulfat-Ion und des
C(12)-Nichtbindungs-Parameters des Calcium-Ions
[Erklärungen im Text; schwarzer Punkt markiert die in der vorliegenden
Arbeit verwendeten Kraftfeldparameter; Simulationen: Bulkkristalle von An-
hydrit und Gips im NpT-Ensemble bei 298K und 1 bar unter Nutzung des
Berendsen-Thermostats und -Barostats]
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Wechselwirkung zwischen Calcium-Ionen und Carboxyl-Sauerstoff
Über die Standardkombinationsregeln erhält man aus den Åqvist-Parametern und
den Gromos-Parametern für den Carboxyl-Sauerstoff (Atomtyp OM) Wechselwir-
kungsparameter, die nahezu den von Project et al. [303] empfohlenen Parametern
für die Calcium-Carboxyl-Wechselwirkung entsprechen (C(6) = 1, 83 · 10−3 statt
2, 0 · 10−3 (kJ · nm6)/mol, und C(12) = 1, 66 · 10−6 statt 1, 67 · 10−6 (kJ · nm12)/mol,
jeweils für Åqvist und Project et al.). Es kann also davon ausgegangen werden,
dass auch die Wechselwirkung zwischen den funktionellen Gruppen der Additive und
den Calcium-Ionen der Kristallschicht gut beschrieben wird.
Ionenassoziation
Mit den gewählten Kraftfeldparametern wird auch für die Assoziation von Calcium-
und Sulfat-Ionen in Lösung eine gute Übereinstimmung mit experimentellen Daten
erreicht. Dazu wurde eine etwa gesättigte Gipslösung (je 2 Calcium- und Sulfat-Ionen
und 5670 Wassermoleküle) zweimal für 20 ns simuliert. Die über die Simulationszeit
bestimmten Ionen-Abstandskurven (Abb. C.3, S. C-4) wurden genutzt, um die Io-
nenassoziation zu bewerten und einen mit dem Experiment vergleichbaren Dissozia-
tionsgrad zu bestimmen. Außerdem wurden ausgehend von gefundenen Konforma-
tionen über Constraint-force-Simulationen Freie Assoziationsenergien berechnet, mit
der Häufigkeit der jeweiligen Konformationen gewichtet und so eine mittlere Freie
Assoziationsenergie bestimmt. Die Ergebnisse sind im Anhang in Tab.B.7 (S. B-17)
zusammengestellt.
3.1.4. Erstellen von Simulationsboxen
Als Ausgangspunkt für die unterschiedlichen Simulationen war die Erstellung ver-
schiedener Typen von Simulationsboxen erforderlich:
• Bulkkristalle (für Referenzsimulationen, „Bulk-SB“),
• zu untersuchenden Kristallflächen ohne Lösungsmittel (für Simulationen im
Vakuum, „Vak-SB“) und
• zu untersuchenden Kristallfläche in Kontakt mit Lösungsmittelwasser (für
Simulationen in Lösung, „Sol-SB“)
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Aufgrund der im Verlaufe der Arbeit notwendigen großen Anzahl verschiedener Si-
mulationsboxen9 erfolgte deren Erstellung nicht manuell mit Hilfe einer graphischen
Software, sondern automatisiert mit Hilfe eines eigenen tcl-Scriptes, dessen Funk-
tionsweise im Folgenden kurz und im Anhang (Kap.A.1) ausführlich dargestellt
ist.
Die Simulationsboxen wurden auf Grundlage der experimentellen Kristallstrukturen
von Kirfel & Will [3] für Anhydrit und von Boeyens & Ichharam [4] für Gips
erstellt. Im ersten Schritt wurde eine vollständige Elementarzelle (EZ) in kartesi-
schen Koordinaten berechnet, wobei der Gittervektor ~a entlang der x-Achse und ~b in
der xy-Ebene orientiert war. Durch Vervielfachen dieser Elementarzelle in alle drei
Raumrichtungen konnte eine 3-D-periodische Simulationsbox der Bulkkristalle
in ausreichender Größe für MD-Simulationen erstellt werden.
Ausgehend von dieser Elementarzelle wurde für eine gewünschte Gitterebene (hkl)
eine Oberflächenelementarzelle (OEZ) ermittelt, wobei
• die Gittervektoren ~u und ~v parallel zur Gitterebene lagen,
• der Vektor ~w senkrecht zur Gitterebene orientiert war und eine Länge von dhkl
besaß und
• die Oberflächenelementarzelle dasselbe Volumen besaß wie die Elementarzelle.
Für die Erzeugung verschiedener „Schnitte“ mit unterschiedlicher atomarer Ober-
flächenbelegung wurde der Koordinatenursprung der Oberflächenelementarzelle in
w-Richtung (senkrecht zur Gitterebene) verschoben10. Ein konkreter Schnitt einer
bestimmten hkl-Ebene wird in der vorliegenden Arbeit als „Flächenschnitt“ be-
zeichnet und über ein Kürzel für das Calciumsulfat (A bzw. G), den Miller-Indizes
der Gitterebene in runden Klammern und einer laufenden Nummer für den Schnitt
benannt. Die so generierte Oberflächenelementarzelle wurde anschließend mit Hilfe
einer Drehung parallel zur xy-Ebene ausgerichtet, um eine einheitliche Orientierung
der Oberflächen senkrecht zur z-Achse zu erhalten.
Zur Erzeugung von Simulationsboxen für Simulationen im Vakuum wurde aus
der entsprechenden Oberflächenelementarzelle durch Vervielfachen unter Zuhilfenah-
me des Translationsvektors ~t eine Kristallschicht in beliebiger Ausdehnung erstellt.
9für die verschiedenen Calciumsulfate, Flächen und Abmessungen
10Dabei wurden generell keine Moleküle geteilt, sondern deren Zugehörigkeit zu einer bestimmten
Zelle anhand des zentralen Atoms (S bei Sulfat und O bei Wasser) festgelegt.
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Eine zusätzliche Vakuumschicht in z-Richtung über der Kristallschicht wurde einge-
fügt, um eine 3-D-periodische Simulationsbox mit der Oberfläche zu erstellen.
Um Simulationsboxen für Simulationen in Lösung zu erstellen, wurden ent-
sprechende Simulationsboxen für Simulationen im Vakuum hydratisiert (Abb. 3.5),
d. h. die Vakuumschicht mit vorequilibriertem Bulkwasser gefüllt. Mit dieser so er-
stellten Simulationsbox wurde eine 10 ps MD-Simulation bei räumlich fixierten Ato-
men der Kristallschicht durchgeführt, um eine physikalisch sinnvolle Anordnung der
Wassermoleküle in der Grenzschicht zu erhalten.
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Abb. 3.5.: Schematische Übersicht über das Erstellen von Simulationsboxen sowie den
Zusammenhang zwischen Elementarzelle (EZ) und Oberflächenelementarzelle
(OEZ)
Durch die Bildung relativ dichter Hydratationsschichten an den Calciumsulfaten,
verbunden mit der Bewegung von Wassermolekülen aus der Bulkwasserphase in die
Grenzschicht, nahm die Dichte in der Bulkwasserphase ab (da im NVT-Ensemble
keine entsprechende Volumenanpassung möglich war). Ein solches „Dichtedefizit“
kann Auswirkungen auf die Struktur und Stabilität der Hydratationsschicht sowie
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auf die Werte thermodynamischer Größen haben und bei stark hydratisierenden
Flächen sogar zum Aufreißen der Wasserschicht und zur Bildung von Hohlräumen
führen (Abb. 3.6).
(a) 0 ps (b) 5 ps (c) 50 ps
Abb. 3.6.: Entstehung von Hohlräumen in der Bulkwasserphase beim Erstellen von Simu-
lationsboxen für Simulationen in Lösung im NVT-Ensemble ohne Ausgleich des
Dichtedefizits: Die Simulationsbox besteht aus einer Überlagerung einer idea-
len Kristallschicht und einer separat equilibrierten Wasserschicht (a). Bei der
MD-Simulation nimmt die Dichte im Lösungsvolumen aufgrund der Bildung
von Hydratationsschichten ab (b). Wird dieses Dichtedefizit nicht ausgeglichen,
kann es zum Aufreißen der Wasserschicht und zur Bildung von artifiziellen Hohl-
räumen kommen (c).
[Dargestellt ist eine MD-Simulation der (110)-Fläche von Anyhdrit. In Blick-
richtung sind nur wenige Atomlagen dargestellt, um den Hohlraum sichtbar zu
machen.]
Zum Ausgleich dieses Dichtedefizits wurden zwei verschiedene Methoden genutzt,
die im Folgenden als das „Auffüllen von Wassermolekülen“ und die „Vakuum-
Barostatierung“ bezeichnet werden sollen.
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Beim Auffüllen von Wassermolekülen wurden sukzessiv mit dem Gromacs-
Programm genbox zusätzliche Wassermoleküle an geeigneten Stellen eingefügt und
die Box erneut equilibriert, bis in der Bulkwasserphase eine Dichte vorlag, welche
der normalen Wasserdichte bei den betrachteten Bedingungen entsprach. Für die
gewünschten 25 ◦C und Normaldruck wurde eine Teilchendichte von 100 ± 1 nm-3
(alle Wasseratome) eingestellt, was einer Massendichte von 0,987–1,007 g/cm3 ent-
spricht.
Die Vakuum-Barostatierung stellt eine andere übliche Möglichkeit dar, das
Dichtedefizit im NVT-Ensemble auszugleichen (vgl. z. B. [64,304]). Dabei wird ein
Dreischicht-Aufbau für die Simulationsbox verwendet: Die Box enthält neben der
Kristallschicht und der Wasserschicht noch eine Vakuumschicht ausreichender Dicke
(z. B. 4 nm). Die starken Wechselwirkungen zwischen den Wassermolekülen verhin-
dern eine gleichmäßige Verteilung der Wassermoleküle in der Vakuumschicht, sodass
eine zusätzliche Wasseroberfläche geschaffen wird. Etwa 1 nm entfernt von dieser
Oberfläche kann von Volumenverhältnissen in der Wasserschicht ausgegangen wer-
den. Aufgrund dieser beweglichen Wasseroberfläche stellt sich im Wasservolumen
nun (kraftfeldabhängig) die richtige Wasserdichte ein, ohne dass das Volumen der
Simulationsbox verändert werden muss. Abb. 3.7 zeigt eine solche Simulationsbox
und das sich einstellende Dichteprofil des Wassers.
Diese Art des Dichteausgleichs ist die physikalisch sinnvollere, aber auch die simula-
tionstechnisch aufwendigere Methode. Die in z-Richtung größeren Simulationsboxen
führen auch ohne eine Erhöhung der Teilchenzahl zu einem erheblich höheren Auf-
wand für die PME-Methode. Rechentechnisch einfachere Cutoff -Methoden zur Be-
rechnung der elektrostatischen Wechselwirkungen können nicht verwendet werden,
da sie eine Ablösung der Wasserschicht von der Oberfläche nicht verhindern kön-
nen. Wenn gleichzeitig beide Oberflächen der Kristallschicht (Ober- und Untersei-
te) hydratisiert werden sollen, ist eine dickere Wasserschicht, verbunden mit einer
aufgrund der höheren Teilchenzahl deutlich längeren Simulationszeit nötig. Der Re-
chenaufwand für eine solche Simulation ist dann etwa doppelt so hoch wie für eine
Simulationsbox, bei der mit dem Auffüllen von Wassermolekülen das Dichtedefizit
ausgeglichen wurde.
Deshalb wurden in aller Regel die Simulationsboxen für Simulationen in Lösung
mit Hilfe des Auffüllens von Wassermolekülen erstellt und nur zu Vergleichszwecken
einige zusätzliche Simulationen mit Vakuum-Barostatierung durchgeführt.
64
Methodik SimulationenzurMorphologievorhersage
Hy
dra
ta-
tio
ns
sc
hic
ht
Vakuumschicht
Wasserschicht
Kristalschicht
Wa
ss
er-
Ob
erf
läc
he
Bu
lkw
as
se
r-
ph
as
e
0 1 2 3 4 5
H2O-Massendichte ρz in g/cm
3
1
2
3
4
5
6
z-
Ko
ord
ina
te i
n n
m
(a)Dreischicht-Simulationsbox (b)Dichte-Profil
Abb.3.7.:Dichteausgleichim NVT-Ensembledurch Vakuum-Barostatierung:Schnapp-
schusseinerDreischicht-SimulationsboxnachEquilibrierung(a)unddaszuge-
hörigeDichteprofilim Wasser(b)
3.2.Simulationenzur Morphologievorhersage
Zielder MorphologieberechnungwarprimärdieIdentifikationsinnvolerFlächen-
schnitte(„Beispielflächen“),welchealsGrundlagefürdieBetrachtungenzurCaSO4-
Wasser-Grenzfläche(Kap.3.3)undzurAdditiv-Adsorption(Kap.3.4)genutztwer-
denkonnten.ExperimenteleInformationenliegennurzumTeilvorundbeschrän-
kensichaufdieOrientierungderOberflächen(hkl),gebenaberkeineAuskunftüber
dieenergetischgünstigsteatomareOberflächenbelegung(alsoden„Flächenschnitt“).
UmdiesefüratomaraufgelösteSimulationennotwendigeGrundlagezuerhalten,
wurdentheoretischeBetrachtungenzurMorphologievorhersage(vgl.Kap.2.2.2)ver-
wendet.
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3.2.1. Durchgeführte Simulationen
Für die theoretische Berechnung der Morphologien von Anhydrit und Gips wurden
drei verschiedene Energiegrößen benötigt, die mit Hilfe von verschiedenen Simu-
lationstypen erhalten wurden:
• Simulationen des Bulkkristalls zur Berechnung der Energie der idealen Kristall-
struktur,
• Simulationen im Vakuum zur Berechnung der Energie einer dhkl-dicken
Kristallschicht unter Vakuumbedingungen und
• Simulationen in Lösung zur Berechnung der Hydratationsenergie einer dhkl-
dicken Kristallschicht.
Die wesentlichen Merkmale der Simulationen sind in Tab. 3.2 zusammengefasst.
Tab. 3.2.: Simulationstypen für die Morphologievorhersage
Typ Simulationsboxa Simulation Zielgrößeb variierte Parameterc
Bulk- 6× 6× 6EZ statische Ecr p
kristall Bulkkristall Energierechnung
im 6× 6× 1OEZ statische Esl p, q, r
Vakuum + 5nm Vakuum Energierechnung
in 6× 6× 1OEZ 3× 1 ns MD mit ∆hydEsl p, q, r, s
Lösung + 5nm Wasser fixierter Kristallschicht
a) Anzahl von Elementarzellen (EZ) bzw. Oberflächenelementarzellen (OEZ) in x-, y- und z-
Richtung jeweils als Mindestgrößen (zur Einhaltung der Gromacs-Bedingungen (vgl. Kap.A.1)
konnten teilweise größere Ausdehnungen nötig sein); b) vgl. Gl. 3.4 bis 3.6; c) Parameter für das
Calciumsulfat (p), die Gitterebene (q), den Schnitt (r) und die Simulation (s)
Aus den (mittleren) potentiellen Energien der Simulationsboxen wurden jeweils die
gewünschten Zielgrößen ermittelt, welche wiederum für die Berechnung der Attach-
mentenergie (Kap. 3.2.2) und der korrigierten Attachmentenergie (Kap. 3.2.3) ver-
wendet wurden.
Die Kristallenergien Ecr ergaben sich für Anhydrit und Gips jeweils aus den poten-
tiellen Energien der Bulk-Simulationen bezogen auf die Anzahl enthaltener Formel-
einheiten (Gl. 3.4).
66
Methodik Simulationen zur Morphologievorhersage
Epcr =
Ep
npcs
Epcr Kristallenergie pro FE
Ep Potentielle Energie der Simulationsbox
npcs Anzahl von Calciumsulfat-FE
in der Simulationsbox
p Index des Calciumsulfates (Anhydrit, Gips)
(3.4)
Analog ergab sich die Schichtenergie eines dhkl-dicken Flächenschnittes Esl aus der
potentiellen Energie einer Simulation im Vakuum bezogen auf die Anzahl von For-
meleinheiten in der Kristallschicht (Gl. 3.5).
Epqrsl =
Epqr
npqrcs
Epqrsl Schichtenergie pro FE
Epqr Potentielle Energie der Simulationsbox
npqrcs Anzahl von Calciumsulfat-FE
in der Simulationsbox
p, q, r Indizes des Flächenschnittes
(Calciumsulfat, Gitterebene, Schnitt)
(3.5)
Die Schichtenergien wurden für Anhydrit und Gips (p) automatisiert für alle mögli-
chen Gitterebenen (q) mit h−, k−, l-Werten zwischen −3 und +3 und alle Schnitt-
möglichkeiten (r) berechnet. Für Flächen, die aufgrund des Vorliegens zweier Gitter-
punkte in Richtung der Flächennormalen auch in einem Halbschicht-Mechanismus
wachsen können, wurden zusätzlich die Schichtenergien für die Halbschichten be-
rechnet. Zur Überprüfung, ob die gewählte Dicke der Vakuumschicht von 5 nm aus-
reichend war, wurde jeweils eine zweite Berechnung mit einer 10 nm dicken Vaku-
umschicht durchgeführt, welche aber in aller Regel als identisch anzusehende Ener-
giewerte lieferte11. Die Verwendung 3-D-periodischer Randbedingungen anstelle der
physikalisch sinnvolleren 2-D-periodischen Randbedingungen stellt also für die Simu-
lationen der Kristallschichten eine sinnvolle und zulässige Vereinfachung dar.
Zur Berechnung der Hydratationsenergie der dhkl-dicken Kristallschicht ∆hydEsl wur-
den die Energien der reinen Systeme (Kristallschicht im Vakuum sowie Wasser in
Form von Bulkwasser) von der berechneten Energie der hydratisierten Kristallschicht
bei Simulationen in Lösung abgezogen (Gl. 3.6).
11Große Energieunterschiede, verursacht durch eine Wechselwirkung der periodischen Schichten
über die Vakuumschicht hinaus, traten nur bei Flächen mit einem starken Dipolmoment in
z-Richtung auf. Solche Flächen sind aber in der Regel instabil und daher für die Morphologie-
vorhersage irrelevant.
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∆hydE
pqrs
sl =
Epqrs − npqrssol · Esol
npqrcs
− Epqrsl
∆hydE
pqr
sl =
1
S
·
∑
s
∆hydE
pqrs
sl
(3.6)
∆hydE
pqrs
sl Hydratationsenergie der dhkl-Schicht pro FE für Simulation s
∆hydE
pqr
sl mittlere Hydratationsenergie der dhkl-Schicht pro FE
Epqrs mittlere potentielle Energie der Simulationsbox für Simulation s
Epqrsl Schichtenergie pro FE für Flächenschnit pqr (vgl. Gl. 3.5)
npqrcs Anzahl von Calciumsulfat-FE in der Kristallschicht
Esol Energie eines Wassermoleküls im Bulk (vgl. Kap. 3.1.2)
npqrssol Anzahl von Wassermolekülen in der Simulationsbox bei Simulation s
p, q, r Indizes des Flächenschnittes
s Index der Simulation, s = 1, . . . , S
Aus Gründen der Vergleichbarkeit wurde auch die Hydratationsenergie der dhkl-
Schicht auf die Anzahl der Formeleinheiten in der Kristallschicht bezogen12. Für
jeden Flächenschnitt pqr wurden über drei gleichartige Simulationen (s, mit separat
durchgeführter Hydratation und damit unterschiedlichen Anzahlen und Startkon-
formationen der Wassermoleküle) gemittelt. Die Hydratationsenergie wurde für alle
Gitterebenen mit energetisch günstigen Flächenschnitten berechnet.
3.2.2. Berechnung der Morphologie im Vakuum
Die Morphologie im Vakuum wurden berechnet, indem die relativen Wachstumsge-
schwindigkeiten der verschiedenen Flächenschnitte (pqr) als proportional zu deren
Attachmentenergie angenommen wurden: Rpqratt ∼ Epqratt . Die Attachmentenergien der
Flächenschnitte wurden nach Hartman & Bennema [37] (vgl. Kap. 2.2.2) mit Hilfe
von Gl. 3.7 berechnet. Die Ermittlung der dafür benötigten Kristall- und Schichtener-
gien ist in Kap. 3.2.1 beschrieben.
Epqratt = E
p
cr − Epqrsl
Epqratt Attachmentenergie des Flächen-
schnittes pqr pro FE
Epcr Kristallenergie pro FE (vgl. Gl. 3.4)
Epqrsl Schichtenergie pro FE (vgl. Gl. 3.5)
p, q, r Indizes des Flächenschnittes
(3.7)
12Oberflächenenergien werden üblicher Weise auf die Fläche bezogen, wobei der Unterschied hier
nur in einem Faktor besteht.
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Die Flächenschnitte mit den kleinsten Beträgen der definitionsgemäß negativen
Attachmentenergie wurden für die weitere Arbeit ausgewählt. Für Flächen, die auf-
grund von zwei Gitterpunkten in Richtung der Flächennormalen auch in einem
Halbschicht-Mechanismus wachsen können, wurde zusätzlich die Attachmentener-
gie für die Halbschichten berechnet (insofern die Flächen ausreichend kleine Beträge
der Attachmentenergie besaßen, um nicht aus energetischen Gründen ausgeschlossen
zu werden).
3.2.3. Berechnung der Morphologie in Lösung
Um in gewissem Maße auch den Einfluss des Lösungsmittels zu berücksichtigen,
wurde das Modell der Attachmentenergie in der vorliegenden Arbeit erweitert und
eine für die Anwesenheit von Lösungsmittelwasser korrigierte Attachmentenergie
bestimmt. Das in der vorliegenden Arbeit erstellte Modell zur Korrektur der Attach-
mentenergie ähnelt im gewählten Ansatz13 dem von Duan et al. [64], nutzt aber an-
dere Simulations- und Berechnungsprotokolle. Es handelt sich um eine konsequente
Weiterführung der Attachmentenergie und soll deshalb im Vergleich zur Attachment-
energie vorgestellt werden.
Abb. 3.8a zeigt die Attachmentenergie von Hartman & Bennema [37] als die Ener-
gie, die frei wird, wenn eine Kristallschicht der Dicke dhkl an eine bestehende (im
Vergleich dazu unendlich dicke) Kristallschicht angelagert wird. Die Energie der
dicken Kristallschicht setzt sich zusammen aus der Bulkenergie der Kristallbaustei-
ne Ecr und einem zusätzlichen Energieanteil aufgrund der veränderten Verhältnisse
an der Oberfläche Eofl welcher sich bei der Anlagerung der dhkl-Schicht nicht verän-
dert. Bei der Berechnung der Energiebilanz für den Prozess der Anlagerung fallen die
unbekannten Größen durch Differenzbildung heraus und übrig bleibt die bekannte
Formel für die Attachmentenergie Eatt = Ecr − Esl.
Im Vergleich dazu zeigt Abb. 3.8b die analoge Situation in Wasser, wo eine hydra-
tisierte dhkl-Schicht an eine ebenfalls hydratisierte Kristallschicht angelagert wird.
Für die Anlagerung der dhkl-Schicht müssen deren Hydratationsschichten abgestreift
werden. Das in diesen Hydratationsschichten gebundene Wasser wird ins Bulkwasser
freigesetzt.
13Duan et al. [64] verwenden ebenfalls den Energieaufwand für das Abstreifen der Hydratations-
schichten für die Korrektur der Attachmentenergie, (vgl. dazu Kap. 2.2.2, S. 18)
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Abb. 3.8.: Schematische Darstellung zur Interpretation der Modelle von Attachmentenergie
(a) und korrierter Attachmentenergie (b)
[Erklärungen siehe Text; alle Energien bezogen auf eine Formeleinheit pro dhkl-
Schicht]
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Die Energie der dicken, hydratisierten Kristallschicht setzt sich hier zusammen aus
der Bulkenergie der Kristallbausteine Ecr, der Bulkenergie der Wassermoleküle Esol,
und einem Energieterm, der alle Wechselwirkungen in der Grenzfläche zusammen-
fasst, EGrenz. Diese Grenzflächenenergie bleibt wiederum bei der Anlagerung der
dhkl-Schicht unverändert und fällt so bei der Differenzbildung heraus. In der Energie-
bilanz bleiben die Attachmentenergie und die Hydratationsenergie der dhkl-Schicht
∆hydEsl übrig. Während die Attachmentenergie die Energie darstellt, die eine For-
meleinheit in der Bulkkristallphase von der in der dhkl-Schicht unterscheidet, stellt
∆hydEsl die Energie dar, die ein Wassermolekül in der Bulkwasserphase von einem
in der Hydratationsschicht der dhkl-Schicht unterscheidet.
Die korrigierte Attachmentenergie wurde nach Gl. 3.8 aus der Attachmentenergie
(vgl. Kap. 3.2.2 und Gl. 3.7) und der mit Hilfe von Simulationen in Lösung bestimm-
ten Hydratationsenergie der dhkl-Schichten (vgl. Kap. 3.2.1 und Gl. 3.6) berechnet.
Epqratt′ = E
pqr
att −∆hydEpqrsl (3.8)
Epqratt′ korrigierte Attachmentenergie pro FE
Epqratt Attachmentenergie pro FE nach Gl. 3.7
∆hydE
pqr
sl Hydratationsenergie der dhkl-Schicht pro FE nach Gl. 3.6
p, q, r Indizes des Flächenschnittes
Das in Abb. 3.8 vorgestellte Modell ist vor allem für Stoffe mit einer geringen Lös-
lichkeit geeignet. Bei Raumtemperatur besitzt Gips, als stabile Phase im System
Calciumsulfat-Wasser, nur eine Löslichkeit von ca. 0,015mol/kg H2O [1]. Selbst bei
Annahme einer 100%igen Übersättigung kämen nur zwei Ca2+–SO2–4 –Ionenpaare
auf ca. 3700 Wassermoleküle (was einem Volumen von 112 nm3 oder einer kubischen
Box mit einer Kantenlänge von knapp 5 nm entspricht). Die Verteilung der gelösten
Kristallbausteine kann deshalb als relativ unbedeutend für die mittlere Hydratations-
energie der dhkl-Schicht ∆hydEsl angesehen und in guter Näherung vernachlässigt
werden.
Die für die Korrektur der Attachmentenergie berechnete Hydratationsenergie einer
dhkl-Schicht ist nicht vergleichbar mit der tatsächlichen Hydratationsenenergie ei-
ner ausgedehnten Kristallfläche: Aufgrund der geringen Dicke können nicht sämtli-
che langreichweitigen elektrostatischen Wechselwirkungen zwischen Kristallbaustei-
nen und Lösungsmittel vollständig abgedeckt werden. Außerdem wurden durch die
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räumliche Fixierung der Kristallbausteine14 keine Oberflächenrekonstruktionseffekte
berücksichtigt.
Das Einbeziehen der Hydratationsenergie der dhkl-Schicht ist stattdessen eine kon-
sequente Weiterführung des Modells der Attachmentenergie (mit allen seinen Vor-
zügen und Kritikpunkten) für die Berücksichtigung des Lösungsmitteleinflusses. Ge-
nau wie die Attachmentenergie ist auch die korrigierte Attachmentenergie nicht in
der Lage, die Morphologieausbildung von Kristallen in ihrer vollen Komplexizität
zu beschreiben (u. a. keine Berücksichtigung von Wachstumsmechanismen, kineti-
schen oder entropischen Effekten). Es handelt sich um eine relativ einfache Metho-
de im Vergleich zu aufwendigen Simulationen des Kristallwachstums. Gleichzeitig
werden deutlich mehr Lösungsmitteleffekte berücksichtigt als bei einfachen Docking-
Methoden, in denen nur die Wechselwirkungen einzelner Lösungsmittelmoleküle mit
den Kristallflächen betrachtet und Struktureffekte (z. B. durch die Ausbildung stark
geordneter Hydratationsschichten wie sie Salzkristallen) vernachlässigt werden.
Nimmt man, wie auch schon bei der Morphologie im Vakuum, die relativen
Wachstumsgeschwindigkeiten der einzelnen Flächen als proportional zur korrigier-
ten Attachmentenergie an, Rpqratt′ ∼ Epqratt′ , lässt sich wieder eine Kristallmorphologie
berechnen, bei der zumindest teilweise der Einfluss des Lösungsmittels berücksichtigt
wurde.
3.2.4. Zusammenfassung
In Abb. 3.9 sind die bisher beschriebenen Simulationen und Berechnungen zur Mor-
phologievorhersage zusammengefasst.
14um die ideale Kristallstruktur wiederzugeben, da eine so dünne Schicht bei beweglichen Atomen
in Wasser nicht stabil wäre
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Abb. 3.9.: Zusammenfassung der Simulationen und Berechnungen zur Morphologievorher-
sage
[SB: Simulationsbox; p, q, r und s: Laufvariablen; für Erklärungen und Formel-
zeichen siehe Gl. 3.4 bis Gl. 3.8]
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3.3. Simulationen der CaSO4-Wasser-Grenzfläche
Für die anhand der Morphologiebetrachtungen zu den Calciumsulfaten ausgewählten
30Flächenschnitte (vgl. Kap. 4.1.3) wurden Simulationsboxen mit dickeren Kristall-
schichten erstellt und damit längere Simulationen im Vakuum und in Lösung durch-
geführt. Ziel war es einerseits, das Verhalten der äußersten Kristallschichtatome ge-
genüber Vakuum und Wasser zu untersuchen, um die Stabilität der betrachteten Flä-
chenschnitte bei den Simulationen besser einschätzen und eventuell geeignete Maß-
nahmen zur Stabilisierung bei den späteren Adsorptions-Simulationen treffen zu kön-
nen. Andererseits wurden die sich an den Kristallflächen ausbildenden Hydratations-
schichten hinsichtlich Struktur und Stabilität untersucht und thermodynamische
Größen zur Charakterisierung der Hydratation berechnet.
3.3.1. Durchgeführte Simulationen
Die Abmessungen der verwendeten Simulationsboxen schwankten je nach Grö-
ße der entsprechenden Oberflächenelementarzelle und sind im Anhang in Tab.B.8
(S. B-18) zusammengestellt. In x- und y-Richtung besaßen die Simulationsboxen je-
weils eine Größe von ca. 4 nm. In z-Richtung war die Kristallschicht 2,5–3,5 nm dick
und damit deutlich dicker als die verwendeten Cutoff -Werte, sodass keine direkte
Wechselwirkung zwischen Atomen diesseits und jenseits der Kristallschicht möglich
war. Die Vakuums- bzw. Wasserschichtdicke betrug 4 nm. Eine solche Wasserschicht-
dicke hatte sich bei Voruntersuchungen als geeignet herausgestellt, da dann zwischen
den sich an beiden Seiten der Kristallschicht ausbildenden Hydratationsschichten
(ca. 1 nm dick) noch ein ausreichend dicker Bereich an Bulkwasserphase (ca. 2 nm
dick) vorliegt. Die mit diesen Simulationsboxen durchgeführten Simulationen sind
in Tab. 3.3 zusammengefasst.
Die CaSO4-Wasser-Grenzfläche wurde im Wesentlichen mit Hilfe sehr langer Simu-
lationen in Lösung (100 ns) untersucht. Auf Grundlage dieser Simulationen
wurden Oberflächenstabilität sowie Struktur, Kinetik und Thermodynamik der
Hydratationsschichten betrachtet. Die langen Simulationszeiten wurden gewählt, um
für die Berechnung der teilweise langen Lebensdauer von Wassermolekülen in den
Hydratationsschichten eine möglichst gute Austauschstatistik zu erreichen. Von den
Simulationen in Lösung wurden im Abstand von 1 ps die Positionen aller Atome
gespeichert („Schnappschüsse“).
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Tab. 3.3.: Simulationstypen für die Untersuchung der CaSO4-Wasser-Grenzfläche
Typ Simulationsboxa Beweglichkeitb Simulation Zielgrößec
Bulk- 6× 6× 6 EZ alle Atome 100 ps MD B, RMSD,
kristall Bulkkristall beweglich RMSF
im Kristallschicht innere AL 100 ps MD Ofl-Stab.
Vakuum + 4nm Vakuum fixiert Ebsurf
in Kristallschicht innere AL 100 ns MD Ofl-Stab.,
Lösung + 4nm Wasser fixiert HS-Struktur,
τ , ∆hydF ,
Ebsurf+sol
zum Kristallschicht alle Atome statische Efsurf
Vergleich + 4nm Vakuum fixiert E-Berechnung
zum Kristallschicht alle Atome 10 ns MD Ofl-Stab.,
Vergleich + 4nm Wasser beweglich HS-Struktur
zum Kristallschicht alle AL 10 ns MD HS-Struktur,
Vergleich + 4nm Wasser fixiert τ , Efsurf+sol
zum Kristallschicht innere AL 100 ns MD HS-Struktur,
Vergleich + 4nm Wasser fixiert, τ
+ 4nm Vakuum Vak.-Barost.
a) Größe der Simulationsbox im Anhang in Tab.B.8; b) AL: Atomlagen der Kristallschicht, Vak.-
Barost.: Vakuum-Barostatierung (vgl. Kap. 3.1.4); c) vgl. Kap. 3.3.2 bis 3.3.5, Ofl-: Oberflächen-;
HS: Hydratationsschicht
Für die Untersuchung der Oberflächenstabilität gegenüber Vakuum und als Grundla-
ge für die Berechnung der Hydratationsenergie wurden Simulationen im Vakuum
durchgeführt. Da der Fixierungszustand der Kristallschichtatome einen Einfluss auf
die Hydratationsschicht und deren Eigenschaften haben kann, wurden sowohl für Va-
kuum als auch für Lösung Vergleichssimulationen mit anderen Beweglichkeiten
(vollständig fixiert oder vollständig beweglich) durchgeführt. Auch der Einfluss der
Vakuum-Barostatierung wurde im Vergleich zum Auffüllen von Wassermolekülen
anhand von Vergleichssimulationen getestet.
3.3.2. Charakterisierung der Oberflächenstabilität
An der Grenzfläche kann es aufgrund resultierender Kräfte zu Relaxations- und
Rekonstruktionseffekten kommen. Unter Relaxation wird dabei im Folgenden ver-
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standen, dass sich die äußersten Atome der Kristallschicht in Richtung Bulkphase
bewegen, wodurch sich kürzere Gleichgewichtsabstände einstellen.Rekonstruktion
wird dagegen in der vorliegenden Arbeit als komplexere Umordnung der äußersten
Atome definiert, mit dem Ziel, freie Koordinationsstellen aufzufüllen. In Gegenwart
von Lösungsmittel kann sich die Relaxation oder Rekonstruktion stark von der oh-
ne Lösungsmittel unterscheiden, da Lösungsmittelmoleküle unter Umständen in der
Lage sind, freie Bindungsstellen abzusättigen.
Zur Beurteilung der Oberflächenstabilität gegenüber Vakuum und gegenüber Wasser
wurde die Lageveränderung und Beweglichkeit der äußersten Kristallatome heran-
gezogen. Mit Hilfe der visualisierten Trajektorien konnte beurteilt werden, ob es
sich bei den Veränderungen in den äußersten Atomlagen um eine Relaxation oder
Rekonstruktion handelte. Da die Möglichkeiten für eine Oberflächenrekonstruktion
bei räumlich fixierten Innenschichten relativ gering sind, wurden für die Beurteilung
der Oberflächenstabilität gegenüber Wasser zusätzlich die Vergleichs-Simulationen
mit vollständig beweglichen Atomen herangezogen.
Als quantitatives Maß für die Veränderung der Atomlagen δ wurde die Wurzel
der mittleren quadratischen Abweichung gegenüber einer Referenzstruktur genutzt
(Gl. 3.9). Als Referenzstruktur wurde dabei einerseits die experimentell bestimmte
Kristallstrukur verwendet und so ein RMSD-Wert erhalten (Root Mean Square
Deviation), der die Abweichung der Grenzflächenstruktur von der Bulkstruktur be-
schreibt. Andererseits wurde als Referenzstruktur die der mittleren Atomlagen einer
Simulation verwendet, wodurch man einen RMSF -Wert erhält (Root Mean Square
Fluctuation), der Auskunft über die Beweglichkeit der Atome an der Grenzfläche
gibt. Die Werte wurden mit den Gromacs-Programmen g_rms bzw. g_rmsf se-
parat für alle oberflächennahen Calcium- und Sulfat-Ionen als Mittelwert über die
gesamte Trajektorie (abzüglich der ersten 20 ps Equilibrierungszeit) berechnet. Für
die Bestimmung der RMSD-Werte wurde dabei zusätzlich eine Wichtung entspre-
chend der Atommassen verwendet.
δ =
〈√√√√ 1
M
M∑
i=1
(~x ri − ~x ti )2
〉
t
δ Abweichungsmaß für Atom-
lagen gegenüber Referenz
M Anzahl der Atome
~x ri Referenzlage des Atoms i
~x ti tatsächliche Lage des
Atoms i zur Zeit t
(3.9)
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g_rmsf bietet außerdem die Möglichkeit, Fluktuationen auch in Form von in der
Kristallographie üblichen B-Faktoren auszugeben. Um die berechneten mit experi-
mentellen Werten vergleichen zu können, wurden deshalb kurze Bulk-Simulationen
der Calciumsulfate von 100 ps Länge durchgeführt und dafür B-Faktoren und
RMSF -Werte berechnet. RMSF - und B-Werte bzw. isotrope Temperaturfaktoren
hängen über Gl. 3.10 miteinander zusammen ( [305] aus [90]).
B =
8pi2
3
·RMSF 2
B = 8pi2Ueq
RMSF Wurzel der mittleren
quadratischen Fluktuation
B Debye-Waller-Faktor
(B-Wert)
Ueq isotroper Temperaturfaktor
(3.10)
Wenn in der Literatur ausschließlich anisotrope Temperaturfaktoren angegeben wa-
ren, wurden diese über Gl. 3.11 zunächst in isotrope Temperaturfaktoren umgerech-
net [306].
Ueq =
1
3
3∑
i=1
3∑
j=1
Uija
∗
i a
∗
jaiaj
Ueq isotroper Temperaturfaktor
Uij anisotrope Temperaturfaktoren
a∗ Betrag des reziproken Gittervektors
a Gittervektor
β Gitterparameter
(3.11)
für Anhydrit: für Gips:
Ueq =
1
3
(U11 + U22 + U33) Ueq =
1
3
(U22 +
1
sin2 β
(U11 + U33 + 2U13 cos β))
3.3.3. Strukturelle Charakterisierung der
Hydratationsschichten
Die Charakterisierung der Hydratationsschichten beruht auf den unter Kap. 3.3.1
beschriebenen Simulationen in Lösung. Unter Nutzung verschiedener Gromacs-
Programme und eigener tcl-Skripte wurden die Simulationen wie im Folgenden be-
schrieben ausgewertet. Alle Auswertungen beziehen sich jeweils auf das austausch-
bare Wasser, also alle Wassermoleküle der Simulationsbox mit Ausnahme der im
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Inneren der Kristallschicht eingeschlossenen Wassermoleküle, welche noch über die
vollständige Koordination zu Kristallschichtatomen verfügen wie im Bulkkristall15
und im Weiteren zur Abgrenzung als Kristallwasser bezeichnet werden.
Dichteprofile senkrecht zur Oberfläche
Für die Untersuchung der lokalen Dichteschwankungen wurden mit Hilfe des Gro-
macs-Programms g_density Dichteprofile für das Lösungsmittelwasser erstellt. Für
die Auswertung wurde die Teilchendichte der OW-Atome genutzt, da diese klarer
strukturiert, schärfer und leichter interpretierbar war als die Dichte des Wassers.
Eine Dichte von 1,0 g/cm3 entspricht einer Teilchendichte von 100,3 nm-3 bzw. ei-
ner OW-Teilchendichte von 33,4 nm-3. Zur besseren Übersichtlichkeit werden in der
Arbeit meist relative Dichten verwendet, d. h. lokale Dichten bezogen auf die mitt-
lere Dichte im Bulkwasser, ρ/ρ¯. Generell wurde mit einer Auflösung von 0,001 nm
gearbeitet.
Ausdehnung der Hydratationsschichten
Die Dichteprofile wurden u. a. genutzt, um den Bereich des Bulkwassers von den
Bereichen der Hydratationsschichten abzugrenzen. Dazu wurde (separat für jede
Simulation) für den gesamten Bulkwasserbereich16, eine mittlere Dichte ρ¯ und eine
zugehörige Standardabweichung σ berechnet. Die z-Bereiche, in denen sich die lo-
kale Dichte um mehr als ±3σ von dieser Bulkwasserdichte unterschied, wurden als
Hydratationsschichten betrachtet (vgl. dazu Abb. 4.9).
Mittlere Dichte der Hydratationsschichten
Die Hydratationsschichten sind durch starke lokale Dichteunterschiede gekennzeich-
net. Eine mittlere Dichte lässt sich aufgrund der atomaren„Rauheit“ der Kristallflä-
chen und der dadurch fehlenden Information über das Volumen der Hydratations-
schicht nicht einfach aus deren Ausdehnung berechnen. Zur Abschätzung einer „ef-
fektiven“ mittleren Hydratschichtdichte wurde deshalb auf die zur Bestimmung der
15eine OW-Ca- und zwei HW-OS-Koordinationen
16z-Bereich, in welchem optisch, abgesehen von statistischen Schwankungen, keine Abweichung der
lokalen Dichte von der mittleren Dichte erkennbar war.
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Freien Hydratationsenergie (Gl. 3.14, S. 84) berechnete lokale Dichte zurückgegrif-
fen. Die mittlere Hydratationsschichtdichte ergibt sich in der vorliegenden Arbeit
als Mittelwert der lokalen Dichte aller besetzten Voxel17.
Paarkorrelationsfunktionen
Paarkorrelationsfunktionen (radial distribution functions) g(r) wurden mit Hilfe des
Gromacs-Programms g_rdf erstellt.
Es wurde mit einer Auflösung von 0,001 nm unter Berücksichtigung periodischer
Randbedingungen und unter Ausschluss intramolekularer Abstände gearbeitet. In
der Regel wurden die Paarkorrelationsfunktionen der OW-Atome um Calcium-Ionen
(gCa−OW ) sowie der HW-Atome um OS-Atome (gOS−HW ) genutzt. Minima von g wur-
den als Grenzen der Hydratationshüllen bzw. Koordinationssphären verwendet.
Koordinationszahlen
Die Koordinationszahlen der äußeren Kristallschichtatome wurde anhand kumulier-
ter Paarkorrelationsfunktionen bestimmt. Dazu wurde gemittelt über alle Zeitschrit-
te und alle symmetrisch äquivalenten Calcium-Ionen bzw. OS-Atome an einer Grenz-
fläche die kumulierte Paarkorrelationsfunktion berechnet und deren Wert beim Ab-
stand des Minimums der (nicht kumulierten) Paarkorrelationsfunktion als mittlere
Koordinationszahl der betrachteten Ionensorte verwendet.
Orientierungsfunktion
Da die Calcium-Ionen sowohl für die Hydratation als auch für die später betrachtete
Adsorption von Additiven die größte Rolle spielten, wurden mit dem Gromacs-
Programm g_sorient Orientierungsfunktionen für alle austauschbaren Wassermo-
leküle mit Sauerstoffatomen in der ersten Hydratationshülle eines Calcium-Ions be-
rechnet.
Eine solche Orientierungsfunktion ist in Abb. 3.10 beispielhaft veranschaulicht. Sie
beschreibt die normierte Verteilungsdichtefunktion für den Cosinus des Winkels θ
zwischen dem Ca-OW-Verbindungsvektor ~r und dem Dipolvektor des Wassers ~p.
17d. h. mit einer Besetzungszahl ni 6= 0
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Abb. 3.10.: Beispielhafte Orientierungsfunktion für Wassermoleküle um Calcium-Ionen
schematische Veranschaulichung der Orientierungsfunktion
[Die Orientierungsfunktion ist auf eine Fläche von 2 normiert, d. h. bei absolu-
ter Gleichverteilung wäre die normierte Häufigkeit überall gleich 1.]
Zugehörigkeit eines Wassermoleküles zur Koordinationssphäre eines
Kristallschicht-Ions
Für jeden einzelnen Zeitschritt einer Simulation wurden mit Hilfe des Gromacs-
Programms g_dist alle Wassermoleküle ermittelt, welche sich innerhalb der Ko-
ordinationssphäre des untersuchten Kristallschicht-Ions befanden. Als Grenze der
Koordinationssphäre wurde, wie oben beschrieben, das Minimum der gCa−OW– bzw.
der gOS−HW–Funktion genutzt. Die Ermittlung der koordinierenden Wassermoleküle
erfolgte für alle Simulationen und separat für jedes einzelne Ion an der Grenzfläche
und diente als Grundlage für die Einteilung der Wassermoleküle in verschiedene
Konformationen und Konformationstypen.
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Einteilung der Wassermoleküle in verschiedene Konformationen
Für jeden Zeitschritt einer jeden Simulation wurden sämtliche Wassermoleküle, die
wie oben beschrieben als zugehörig zur Hydratationsschicht identifiziert wurden,
einer bestimmten „Konformation“ zugeordnet. Unter einer Konformation soll im Fol-
genden eine Gruppe von Wassermolekülen verstanden werden, die sich in einer „ein-
heitlichen chemischen Umgebung“ befinden. Hauptkriterium für die Einteilung in die
verschiedenen Konformationen waren die vorliegenden Koordinationsverhältnisse der
Wassermoleküle (siehe oben). So wurden z. B. alle Wassermoleküle, die sich inner-
halb der Koordinationssphären aller symmetrisch äquivalenten Calcium-Ionen einer
Grenzfläche befanden und sich durch ähnliche Wechselwirkung auszeichneten (Bin-
dungsabstände und -winkel, eventuell weitere Wechselwirkungen zu anderen Ionen)
zu einer Konformation zusammengefasst. Wassermoleküle, die sich nicht in den Ko-
ordinationssphären von Kristallschichtatomen befanden und damit nicht über ihre
Koordinationsverhältnisse eingeteilt werden konnten, wurden entsprechend der Mi-
nima im Dichteprofil über ihren Abstand von der Kristallfläche in verschiedenen
Konformationen zugeordnet.
Dichteprofile der einzelnen Konformationen
Nach der Einteilung der Wassermoleküle in verschiedene Konformationen lag für je-
de Konformation und jeden Zeitschritt die Information vor, welche Wassermoleküle
gerade zu dieser Konformation gehörten. Mit Hilfe eines tcl-Scriptes wurden diese In-
formationen mit den Informationen zu den Koordinaten eines jeden Wassermoleküls
zu jedem Zeitschritt kombiniert. Dadurch war es möglich, separate Dichteprofile für
jede einzelne Konformation zu berechnen. Die Fläche unter der Kurve eines solchen
Profils entspricht der Anzahl von Wassermolekülen in dieser Konformation pro Qua-
dratnanometer, die Peakbreite spiegelt die Beweglichkeit in z-Richtung wieder, die
Summe der einzelnen Dichteprofile aller Konformationen einer Grenzfläche lieferte
das bereits zuvor mit g_density berechnete totale Dichteprofil dieser Grenzfläche.
Peakbreite
Die Peakform der berechneten separaten Dichteprofile konnte sehr vielfältig sein,
wies aber häufig annähernd Gaußform auf. Die Peakbreite konnte aufgrund der teil-
weise undefinierten Peakform weder über eine Standardabweichung bestimmt wer-
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den, noch war bei den gaußförmigen Peaks wegen des sehr langsamen Abfalls auf
Null das Maß zmax− zmin repräsentativ. In Anlehnung an das für Gaußverteilungen
häufig genutzte Maß µ ± 3σ wurde deshalb die Peakbreite bei 1% der Peakhöhe
ermittelt.
3.3.4. Kinetische Charakterisierung der Hydratationsschichten
Für jeden untersuchten Flächenschnitt wurde einerseits die Verweilzeit der Wasser-
moleküle innerhalb der Hydratationsschicht und andererseits die Lebensdauer der
verschiedenen Wasser-Konformationen berechnet.
Aus der Charakterisierung der Hydratationsschichten (vgl. Kap. 3.3.3) lag für jede
Simulation und jeden Zeitschritt die Information vor, welche Wassermoleküle sich
innerhalb der Hydratationsschicht bzw. innerhalb der untersuchten Konformation
befanden. Auf dieser Grundlage erfolgte die Berechnung der Verweilzeit bzw. Le-
bensdauer mit Hilfe eines eigenen tcl-Scriptes über die von Impey et al. [307] und
Koneshan et al. [308] vorgeschlagene Variante der Autokorrelationsfunktion R(t)
(Gl. 3.12).
τ =
∫ ∞
0
R(t) dt
R(t) =
〈
1
Nh
Nh∑
i=1
Pi(t0, t, t
∗)
〉
t0
τ mittlere Verweilzeit/Lebensdauer
R(t) Autokorrelationsfunktion
Nh Koordinationszahl
Pi(t0, t, t
∗) Funktion mit dem Wert 1,
wenn das Wassermolekül i
sowohl zur Zeit t0 als auch
zur Zeit tn = t0 + t in der
Hydratationsschicht oder
Konformation vorlag
t0 Startzeit
t∗ tolerierte vorübergehende
Abwesenheitsdauer, t∗ = 2 ps
(3.12)
Zur Berechnung der Autokorrelationsfunktion wurde für alleNh Wassermoleküle, die
zur Zeit t0 zur betrachteten Hydratationsschicht/Konformation gehörten, überprüft,
ob sie zu einem späteren Zeitpunkt tn = t0 + t noch immer zur selben Hydratations-
schicht/Konformation gehörten. War das der Fall, erhielt die Funktion P (t0, t, t∗)
den Wert 1, ansonsten den Wert 0. Um zu berücksichtigen, dass aufgrund statis-
tischer Schwankungen Wassermoleküle die Hydratationsschicht/Konformation auch
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kurzzeitig verlassen können, ohne richtig in die Volumenphase einzudringen, blieb
eine vorübergehende Abwesenheit eines Wassermoleküls von maximal t∗ = 2 ps un-
berücksichtigt. Für eine Verbesserung der Statistik wurde über die Startzeiten t0
gemittelt. Um eine für alle t-Werte einheitlich genaue Korrelationsfunktion zu erhal-
ten, wurden nur die Startwerte bis zur Hälfte der Gesamtsimulationszeit verwendet
und gleichzeitig die Längen der Autokorrelationsfunktionen auf die halbe Simula-
tionszeit beschränkt.
Bei der Autokorrelationsfunktion handelt es sich um eine exponentiell abfallende
Funktion, die auf der y-Achse den relativen Anteil von Wassermolekülen angibt,
der sich nach einer bestimmten Zeitspanne (x-Achse) noch innerhalb der Hydrata-
tionsschicht/Konformation befand. Der Punkt, an dem die Autokorrelationsfunktion
auf den Wert Null abfällt, bezeichnet die maximale Zeitspanne, die sich ein beliebi-
ges Wassermolekül innerhalb der Hydratationsschicht/Konformation befunden hat.
Das Integral der Autokorrelationsfunktion18 liefert die mittlere Verweilzeit/Lebens-
dauer.
3.3.5. Thermodynamische Charakterisierung der
Hydratationsschichten
Berechnung der Hydratationsenergie
Auf Grundlage der unter Kap. 3.3.1 beschriebenen Simulationen in Lösung wurde
nach Gl. 3.13 für jeden untersuchten Flächenschnitt die Hydratationsenergie aus der
Energie der Kristallfläche in Kontakt mit Wasser, abzüglich der Energie der reinen
Kristallfläche im Vakuum und der Energie des reinen Lösungsmittels berechnet.
∆hydE = Esurf+sol − Esurf − nsol · Esol (3.13)
∆hydE Hydratationsenergie des Flächenschnittes
Esurf+sol mittlere potentielle Energie der Simulation in Lösung
Esurf mittlere potentielle Energie der Simulation im Vakuum
nsol Anzahl von Wassermolekülen in der Simulationsbox mit Lösungsmittel
Esol potentielle Energie eines Wassermoleküls im Bulkwasser
18oder gleichbedeutend damit die Zeitspanne, nach der die Funktion auf den Wert 1/e abgefallen
ist
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Die Energie der Kristallfläche in Kontakt mit Wasser Esurf+sol wurde als Mittelwert
der potentiellen Energie über die Gesamtlänge der Simulation in Lösung (abzüglich
der ersten 10 ps zur Equilibrierung) ermittelt. Als Energie der reinen Kristallfläche
Esurf wurde die potentielle Energie der entsprechenden Simulation im Vakuum ver-
wendet. Die Berechnung der Bulkwasserenergie Esol wurde bereits unter Kap. 3.1.2
beschrieben.
Die berechneten Hydratationsenergien wurden einmal auf die Fläche einer Oberflä-
chenelementarzelle (→ ∆hydEOEZ) und einmal auf eine Fläche von einem Quadrat-
nanometer (→ ∆hydEA) bezogen. Für die Simulationen im Vakuum und in Lösung
wurden jeweils identische Fixierungszustände der Kristallschichtatome verwendet.
Für jeden Flächenschnitt wurde dabei einmal mit beweglichen (→ ∆hydEb) und
einmal mit räumlich fixierten Lagen (→ ∆hydEf ) der äußeren Kristallschichtatome
gearbeitet. Mit beweglichen Atomlagen können Relaxation und Rekonstruktion in
Gegenwart von Lösungsmittel besser abgebildet werden, allerdings können auch Ar-
tefakte und Überschätzungen dieser Effekte bei den Simulation im Vakuum auftreten.
Mit fixierten Atomlagen wird dagegen die Hydratation der „idealen Kristallstruktur“
bestimmt. Der statistische Fehler bei dieser Art von Berechnung liegt für die Angabe
von ∆hydEA bei knapp 5 kJ/mol.
Berechnung der Freien Hydratationsenergie
Unter der Freien Hydratationsenergie ∆hydF (~r) wird hier die Freie Energiedifferenz
für ein Wassermolekül verstanden, welches sich von einer Referenzposition ~r0 im
Lösungsvolumen an den Ort ~r in der Hydratationsschicht bewegt. Dieses ∆hydF
lässt sich über Gl. 3.14 aus der lokalen Dichte des Wassers am Ort ~r im Vergleich
zur mittleren Dichte am Referenzort ~r0 abschätzen [124,309].
∆hydF (~r) = F (~r)− F (~r0)
= −RT ln
(
ρ(~r)
ρ(~r0)
)
F Freie Energie
R universelle Gaskonstante
T absolute Temperatur
ρ lokale Dichte
~r0 Referenzposition im
Bulkwasser
~r Position in der Hydratationsschicht
(3.14)
In den Hydratationsschichten herrscht aufgrund der starken Wechselwirkungen
zwischen den Ionen der Oberfläche und den polaren Wassermolekülen ein hoher
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Ordnungsgrad der Wassermoleküle vor, gekennzeichnet durch starke lokale Dich-
teschwankungen in x-, y- und z-Richtung, heraus. Um die lokale Dichte für alle
Orte innerhalb der Hydratationsschichten aller untersuchter Flächenschnitte zu be-
rechnen, wurden die Hydratationsschichten in Volumenelemente (im Folgenden als
„Voxel“ bezeichnet) der Kantenlänge a eingeteilt. Auf Grundlage der Simulationen
in Lösung (vgl. Kap. 3.3.1) wurden für jedes dieser Voxel i die Teilchendichte ρi der
OW-Atome gemittelt über die gesamte Simulationsdauer berechnet, indem die mitt-
lere Anzahl von OW-Atomen innerhalb des Voxels auf das Voxelvolumen bezogen
wurde.
Die Ergebnisse dieser Berechnung sind neben der tatsächlichen Dichteverteilung ab-
hängig von der gewählten Voxelgröße: Werden die Voxel zu groß gewählt, können
kleinräumige Unterschiede nicht so gut abgebildet werden. Stark lokale Dichtepeaks
werden geglättet und entsprechend die ∆hydF -Werte an diesen Stellen verfälscht.
Solche Dichtepeaks treten vor allem in der Nähe von Calcium-Ionen auf, wo die
Wassermoleküle in stark lokalisierter Form vorliegen und große Beträge für die Freie
Hydratationsenergie liefern.
Bei abnehmender Voxelgröße tritt dagegen ein zunehmender Diskretisierungsfehler
auf. Artifizielle Werte ergeben sich dann, wenn für einen Großteil der Voxel allein
aufgrund der geringen Voxelgröße (und nicht begründet durch lokale Dichteunter-
schiede) die Teilchendichte 0 ermittelt wird. Aufgrund dieser „leeren“ Voxel muss
zwangsläufig die Teilchendichte der anderen Voxel überschätzt werden, wodurch sich
auch eine Überschätzung des Betrages der Freien Energie ergibt19.
Abb. 3.11 zeigt für einen bespielhaften Bereich des Bulkwassers die auf eine Fläche
von 1,0 normierte Dichteverteilung von ρi/ρ¯ für verschiedene Größen der Volumen-
elemente. Für die Dichte liegt die aufgrund statistischer Schwankungen erwartete
Gaußverteilung vor. Mit zunehmender Kantenlänge werden lokale Dichteunterschie-
de immer mehr geglättet und die Verteilungen dadurch immer schmaler. Bei kleinen
Kantenlängen wird der Diskretisierungsfehler sichtbar, der auch zu einer zunehmen-
den Rechtsschiefheit der Verteilung führt. So steigt die relative Abweichung des
3. Momentes von dem einer Gaußverteilung mit abnehmender Kantenlänge von 3%
19Bei einer Dichte von 1 g/cm3 und Annahme perfekter Gleichverteilung müssen bereits bei einer
Kantenlänge von a = 0, 005nm deutlich mehr als die Hälfte der Voxel über die gesamte Simula-
tionszeit leer bleiben. Dadurch halbiert sich das für die Berechnung genutzte Volumen und die
Teilchendichte wird artifiziell verdoppelt.
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bei a = 0, 05 nm bis auf 45% bei a = 0, 01 nm an. Diese Rechtsschiefheit ist die
Ursache eine Überschätzung der lokalen Dichte und des Freien Energiebetrages.
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Fit zu a1
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Fit zu a4
Abb. 3.11.: Verteilungsdichtefunktion der relativen lokalen Dichte für verschiedene Voxel-
größen a am Beispiel von Bulkwasser
[Die Verteilungen sind auf eine Fläche von 1 normiert. Die Punkte geben die
tatsächlich beobachteten Werte an, an welche jeweils eine Gaußverteilung ge-
fittet wurde. ∆ gibt die relative Abweichung des 3. Momentes von dem einer
Gaußverteilung an und ist damit ein Maß für die Schiefheit der Verteilung.]
Als Kompromiss zwischen möglichst guter räumlicher Auflösung und möglichst ge-
ringem Diskretisierungsfehler wurde deshalb eine Kantenlänge von a = 0, 02 nm
verwendet, womit das Voxelvolumen etwa dem Volumen eines Wassermoleküls ent-
spricht. Bei der sich daraus ergebenden Voxelgröße kann sicher davon ausgegan-
gen werden, dass leere Zellen nicht nur aufgrund von statistischen Schwankungen
der Volumendichte erzeugt werden, sondern tatsächlich ihre Ursache in ungünstigen
∆F -Werten haben und deshalb unbesetzt bleiben. Für verschiedene Testrechnungen
wurden bei dieser Voxelgröße außerdem die geringsten Abhängigkeiten der Freien
Energie von a gefunden.
86
Methodik Simulationen der CaSO4-Wasser-Grenzfläche
Für jedes Voxel wurde die mittlere Dichte über die Simulationsdauer und daraus über
Gl. 3.14 das ∆hydF (~r) berechnet. Die ermittelten ∆hydF (~r) wurden anschließend mit
der Besetzungszahl des jeweiligen Voxels (d. h. die über die Simulationszeit gemit-
telte Anzahl von OW-Atomen im Voxel) multipliziert und über alle Voxel summiert
(Gl. 3.15), um einen ∆hydF -Wert für die gesamte Hydratationsschicht zu erhalten.
Für die Berechnung eines ∆hydF -Wertes für die einzelnen Wasser-Konformationen
wurde die Berechnung für jeden einzelnen Zeitschritt auf die Wassermoleküle be-
schränkt, welche sich zu diesem Zeitschritt innerhalb der betrachteten Konformation
befanden.
∆hydF =
∑
i
∆hydFi · n¯i
∆hydF Freie Hydratationsenergie
des Flächenschnittes
∆hydFi Freie Hydratationsenergie
des i. Voxels
n¯i Besetzungszahl des i. Voxels
(3.15)
Auf diese Weise wurden für alle Konformationen sowie alle untersuchten Hydrata-
tionsschichten als Ganzes automatisiert über eigene tcl-Scripte mittlere ∆hydF be-
stimmt.
Die Reproduzierbarkeit dieser Art von Berechnung ist sehr gut. So beträgt bespiels-
weise die Abweichung zwischen den ∆hydF -Werten analoger Konformationen in den
Hydratationsschichten an der Ober- und Unterseite einer Kristallschicht bezogen
auf einen Quadratnanometer nur ca. 0,1–0,2 kJ/mol, was bei Konformationen mit
direktem Oberflächenkontakt etwa 1% entspricht. Auch für analoge, aber voneinan-
der unabhängige Simulationen unterscheidet sich die Freie Hydratationsenergie der
Hydratationsschicht in der Regel um weniger als 1 kJ/(mol · nm2).
3.3.6. Zusammenfassung
In Abb. 3.12 sind die bisher beschriebenen Simulationen und Berechnungen zur
Beschreibung der CaSO4-Wasser-Grenzfläche zusammengefasst.
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Abb. 3.12.: Zusammenfassung der Simulationen und Berechnungen zur Beschreibung der
CaSO4-Wasser-Grenzfläche
[SB: Simulationsbox; HS: Hydratationsschicht; KS: Kristallschicht; für Erklä-
rungen und Formelzeichen siehe Gl. 3.9 bis Gl. 3.15]
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3.4. Simulation der Adsorption
3.4.1. Durchgeführte Simulationen
Bei Voruntersuchungen (Kap.A.2) wurde festgestellt, dass sich die Adsorption der
Additive nicht direkt aus der Lösung heraus simulieren lässt. Selbst bei einer Simu-
lationszeit von 100 ns erreicht das System „hydratisierte Kristallschicht + Additivlö-
sung“ nicht das Gleichgewicht (vgl. Abb. A.1, S. A-9). Die Ursache dafür ist nicht
die verlangsamte Diffusionsgeschwindigkeit des Additivs in Lösung, sondern die sehr
feste Hydratationsschicht an der Kristallfläche, die eine starke Barriere für die Ad-
sorption darstellt.
Ein Ergebnis der Betrachtungen zu den Hydratationsschichten war, dass die Was-
sermoleküle vor allem an den Calcium-Ionen der Kristallfläche sehr fest binden und
dabei eine Lebensdauer erreichen können, die die Lebensdauer von Wassermolekü-
len in der ersten Hydrathülle eines freien Calcium-Ions in Lösung um ein Vielfa-
ches übersteigt (vgl. Kap. 4.2). Damit Additive mit ihren negativ geladenen funktio-
nellen Gruppen (die meisten wirksamen Additive besitzen Carboxylat-, Sulfonat-,
Phosphonat- oder Phosphatgruppen) adsorbieren können, müssen diese festgebun-
denen Wassermoleküle zunächst entfernt werden bzw. statistisch seltene zufällige
Austauschprozesse stattfinden. Das ist in experimentellen Zeiten, aber nicht in den
aktuell zugänglichen Simulationszeiten erreichbar.
Die Adsorption des Additivs lässt sich auch nicht über constraints (Zwangsbe-
dingungen) erzwingen (wie es z. B. für die Simulation der Adsorption von einatomi-
gen Ionen durchgeführt wurde [143]), da ohne die erzielte adsorbierte Konformation
vorzugeben nur eine „lockere Adsorption an der Hydratationsschicht“, keine echte
Adsorption an der Kristallschicht erreicht werden kann (vgl. Abb. A.2, S. A-10).
Die Wechselwirkungen zwischen Additiv und Kristallschicht wurden deshalb über
den entgegengesetzten Prozess der Desorption untersucht. Als Ausgangspunkt für
die Untersuchung der Desorption von Additiven in Gegenwart von Wasser waren
energetisch günstige adsorbierte Konformationen des Additivs an der Kristallfläche
in Gegenwart von Wasser/Lösung notwendig. Um diese zu erzeugen, wurden zu-
nächst günstige adsorbierte Konformationen im Vakuum gesucht und diese später
hydratisiert.
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Es kann nicht davon ausgegangen werden, dass die Konformation eines Moleküls auf
einer Kristallfläche in Abwesenheit von Wasser genau so ist wie in Anwesenheit von
Wasser. Es wurde aber angenommen, dass in Abwesenheit von Wasser die Additive
die beste Wechselwirkung zur Kristallfläche ausbilden und dann beim Hinzufügen
von Wasser relativ dazu nur noch kleinere Konformationsänderungen nötig sind, um
sich an die Anwesenheit des Wassers anzupassen. Solche Änderungen sollten dann
innerhalb kurzer MD-Simulationen nachträglich möglich sein.
Die so erhaltenen adsorbierten Konformationen in Lösung konnten anschließend
hinsichtlich ihrer Beweglichkeit sowie der Konformations- und Energieänderungen
bei der Desorption untersucht werden. Methoden zur Berechnung der Adsorptions-
und Freien Adsorptionsenergie zusammen mit deren Vor- und Nachteilen sind in
Kap.A.2.3 und A.2.4 beschrieben.
Aus den Voruntersuchungen leitet sich das im Folgenden beschriebene Vorgehen
ab:
1. Erstellen der Startkonformationen: Als Ausgangspunkt für die Simulatio-
nen wurde eine Vielzahl von Simulationsboxen erstellt, die über eine ausge-
dehnte Schicht des zu untersuchenden Flächenschnittes im Vakuum verfügten,
in welchem das zu untersuchende Additiv in einer zufälligen Lage und Konfor-
mation positioniert wurde.
2. Adsorptionssimulationen: Ausgehend von den generierten Startkonforma-
tionen wurden mit Hilfe vieler kurzer MD-Simulationen in Abwesenheit von
Lösungsmittel-Wasser die Additivmoleküle aus dem Vakuum an der Kristall-
schicht adsorbiert. Die erhaltenen adsorbierten Konformationen im Vakuum
waren Grundlage für alle weiteren Simulationen.
3. Gruppierung der adsorbierten Konformationen im Vakuum: Die er-
haltenen adsorbierten Konformationen der Additive wurden entsprechend ihrer
Koordination von Kristallatomen und ihrer Konformation in „Konformations-
Gruppen“ (KG) eingeteilt. Die Gruppen mit der größten Gruppenstärke und
den energetisch günstigsten Konformationen wurden für weitere Simulationen
ausgewählt.
4. MD-Simulationen im Vakuum: Für jede der ausgewählten Konformations-
gruppen wurden über längere MD-Simulationen mittlere Adsorptionsenergien
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ermittelt und eine große Anzahl von Schnappschüssen generiert, welche die Be-
weglichkeit des adsorbierten Additivs abbildeten und als Startkonformationen
für weitere Simulationen dienten.
5. Pull-code-Simulationen (PC) im Vakuum: Der pull code von Gro-
macs und die unter Schritt (4) erzeugten Startkonformationen wurden
zur Abschätzung der Freien Adsorptionsenergien sowie der auftretenden
Konformationsänderungen im Vakuum für die einzelenen Konformationsgrup-
pen genutzt.
6. Hydratisierung der adsorbierten Konformationen im Vakuum: Für
die Konformationsgruppen wurden aus den adsorbierten Konformationen im
Vakuum adsorbierte Konformationen in Lösung erstellt.
7. MD-Simulationen in Lösung: Die hydratisierten Konformationen der ad-
sorbierten Additive aus Schritt (6) dienten als Startkonformationen für länge-
re MD-Simulationen, mit deren Hilfe die Adsorptionsenthalpie berechnet und
Startkonformationen für weitere Simulationen erzeugt wurden.
8. PC-Simulationen in Lösung: Mit Hilfe des pull codes und der unter
Schritt (7) erzeugten Startkonformationen wurde der Desorptionsprozess der
Additive in Gegenwart von Lösungsmittel qualitativ untersucht und die Freie
Adsorptionsenthalpie abgeschätzt. Außerdem dienten die erzeugten Endzustän-
de als Startkonformationen für Referenzsimulationen zur Berechnung von Ad-
sorptionsenergie und Freier Adsorptionsenergie.
9. Slow-growth-Simulationen (SG) in Lösung: Mit Hilfe der Slow-growth-
Methode von Gromacs und der unter Schritt (7) und (8) erzeugten Startkon-
formationen wurden die Freie Adsorptionsenergien in Lösung bestimmt.
Details zu den einzelnen Schritten werden im Folgenden beschrieben und am Bei-
spiel des A-(100)-1-Flächeschnittes und des Additivs Glycin veranschaulicht. Diese
Additiv-Flächenschnitt-Kombination wurde gewählt, da sich die Gegebenheiten auf-
grund der einfachen Anordnung der Kristallschichtatome und der geringen Größe des
Additivmoleküls schnell intuitiv erfassen lassen. Für andere Additiv-Flächenschnitt-
Kombinationen war die Situation aber sehr viel komplizierter, sodass eine Automa-
tisierung der einzelnen Teilschritte (hier über tcl-Scripte) notwendig war.
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Schritt (1) - Erstellen der Startkonformationen
Bei Adsorptionssimulationen ionischer Spezies im Vakuum (wie unter Schritt (2))
ist aufgrund der starken Wechselwirkungen die erhaltene Konformation sehr stark
abhängig vom gewählten Startzustand. Um den Einfluss dieser Abhängigkeit zu
verringern und möglichst viele verschiedene und vor allem energetisch günstige ad-
sorbierte Konformationen im Vakuum zu erhalten, wurde mit einer Vielzahl unter-
schiedlicher Startkonformationen gearbeitet und die damit erhaltenen adsorbierten
Konformationen später gruppiert und selektiert.
Zur Erzeugung der Startkonformationen für die Adsorptionssimulationen
wurden Simulationsboxen mit dem betrachteten Flächenschnitt in einer Mindest-
größe von 3 × 3 nm in xy-Richtung und einer Mindestdicke von 2 nm verwendet.
Über der Kristallschicht befand sich eine 4 nm dicke Vakuumschicht. In die Vaku-
umschicht dieser Simulationsbox wurde das betrachtete Additiv in einer zufälligen
Konformation, in einem zufälligen Abstand und einer zufälligen Lage zur Kristall-
schicht positioniert.
Für die Erzeugung zufälliger Startkonformationen des Additivs wurden ausgehend
von einer vorgegebenen Additivkonformation automatisiert um alle drehbaren Bin-
dungen des Additivs Rotationen um mit Hilfe von Zufallszahlen ausgewählte Winkel
durchgeführt. Bindungslängen und Bindungswinkel wurden dabei nicht verändert,
da hier bereits geringe Änderungen starke energetische Auswirkungen, aber nur ge-
ringe Auswirkungen auf die Konformation des Additivmoleküls haben.
Das Gesamtmolekül wurde danach ebenfalls um zufällig ausgewählte Winkel um alle
drei Raumrichtungen gedreht und anschließend zufällig in einem bestimmten Volu-
men über der Kristallschicht positioniert. Dieses Volumen besaß eine Ausdehnung
von einer Oberflächenelementarzelle in xy-Richtung und von 1 nm in z-Richtung und
befand sich ca. 1 nm vom äußersten Kristallschichtatom entfernt (wobei dieser Ab-
stand an einigen Flächenschnitten leicht variiert wurde, wenn sonst eine zu schnelle
oder zu geringe Adsorption erfolgte). Wurden durch dieses Vorgehen atomare An-
ordnungen mit kritischen Atomabständen < 1Å erzeugt, wurden diese aufgrund der
hohen Absturzwahrscheinlichkeit der Simulation verworfen.
Die erhaltenen Startkonformationen waren nicht immer energetisch günstig oder
physikalisch sinnvoll, was aber für das Auffinden möglichst vieler adsorbierter Kon-
formationen im Schritt (2) eher von Vorteil war. Für jede Flächenschnitt-Additiv-
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Kombination wurden 300–1000 Startkonformationen erstellt, um nach Schritt (2)
über mindestens 100 adsorbierte Konformationen im Vakuum zu verfügen.
Auf die gleiche Weise wie die Startkonformationen für die Adsorptionssimulatio-
nen wurden außerdem Startkonformationen für Referenzsimulationen erstellt,
welche zur Bestimmung der Referenzenergie als Grundlage für die Berechnung der
Adsorptionsenergie dienten (vgl. Schritt (2) und Kap. 3.4.2). Einziger Unterschied zu
den Startkonformationen für die Adsorptionssimulationen war hier, dass das Additiv
in einem Volumen positioniert wurde, welches sich etwa in der Mitte der Vakuum-
schicht und damit in einem deutlich größeren Abstand zur Kristallfläche befand.
Schritt (2) - Adsorptionssimulationen
Ziel dieses Schrittes war es, zunächst möglichst viele verschiedene adsorbierte Kon-
formationen im Vakuum zu finden. Auf diesen Prozess sollte so wenig Einfluss
wie möglich von außen genommen werden, d. h. die Konformationen sollten nicht
in irgendeiner Weise „vorgegeben“ werden. Ausgehend von den unter Schritt (1)
erstellen Startkonformationen wurden deshalb jeweils Adsorptionssimulationen
(MD-Simulationen mit einer Länge von 10 ps) durchgeführt, während derer sich das
Additiv selbst eine günstige Position an der Kristallfläche „suchen“ und seine Konfor-
mation entsprechend an die Gegebenheiten an der Kristallfläche „anpassen“ konn-
te.
Da die Simulationen im Vakuum und damit ohne die starren Hydratationsschichten
durchgeführt wurde, erfolgte die Adsorption in der Regel innerhalb weniger Pikose-
kunden. Aufgrund der starken Wechselwirkungen zwischen geladenen funktionellen
Gruppen des Additivs und Ionen der Kristallschicht und den damit verbundenen
hohen Potentialbarrieren war allerdings die laterale Beweglichkeit eines einmal ad-
sorbierten Additivs auf der Kristallfläche sehr stark eingeschränkt. Größere Kon-
formationsänderungen zum Erreichen einer energetisch günstigeren Konformation
wurden nicht beobachtet. Stattdessen war die Konformation des Additivs im adsor-
bierten Zustand sehr stark abhängig vom Ausgangszustand vor der MD-Simualtion,
was Anlass für die Durchführung vieler Adsorptionssimulationen (300–1000) mit zu-
fälligen Startkonformationen gab (vgl. Schritt (1)).
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Abb. 3.13 zeigt am Beispiel des A-(100)-1-Flächenschnittes und des Additivs Glycin
in Form einer multiplen Darstellung20 die Konformationen vor (3.13a) und nach den
Adsorptionssimulationen (3.13b).
(a) vor den Adsorptionssimulationen (b) nach den Adsorptionssimulationen
Abb. 3.13.: Erzeugung günstiger adsorbierter Konformationen im Vakuum: Multiple Dar-
stellung der Konformationen vor (a) und nach (b) den durchgeführten
300 Adsorptions- und Minimierungssimulationen für das Additiv Glycin am
A-(100)-1-Flächenschitt
Während der Adsorptionssimulationen waren die Atome der Kristallschicht in der
Regel vollständig räumlich fixiert, um eine für Lösungsverhältnisse unrealistische
Umordnung der Atome an der Grenzfläche zu verhindern (vgl. Kap. 4.2.1) und die
Vergleichbarkeit von Simulationen mit verschiedenen Kristallflächen untereinander
zu wahren (vgl. Kap. 4.3.3). Vergleichende Simulationen mit beweglichen äußeren
Kristallschichtatomen wurden jedoch durchgeführt, um auszuschließen, dass auf-
grund der dann gegebenen Anpassungsfähigkeit der Kristallfläche an das Additiv-
molekül völlig neue Konformationen möglich waren. Eine ausführliche Besprechung
20Viele voneinander unabhängige Konformationen sind übereinander gelegt bzw. gleichzeitig abge-
bildet.
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der Auswirkungen der Arbeit mit beweglichen oder fixierten äußeren Kristallschicht-
atomen ist in Kap. 4.3.4 zu finden.
Nach einer jeden Adsorptionssimulation wurde automatisiert anhand des Abstandes
zwischen Kristallfläche und Massenzentrum des Additivs (COM, centre of mass)
geprüft, ob das Additiv die Kristallfläche erreicht hatte. Wenn nicht, wurde die
entsprechende Simulation verworfen.
Die adsorbierten Konformationen wurden mit Hilfe der Steppest-descent-Methode
minimiert. Dieser Minimierungsschritt hatte wenig Einfluss auf die Konformationen
und die folgenden Simulationen, erhöhte aber die Vergleichbarkeit der verschiedenen
adsorbierten Konformationen untereinander und erleichterte damit die anschließende
Gruppierung der Konformationen in Schritt (3).
Mit zunehmender Größe und Flexibilität der Additive wird bei diesen Simulationen
die Abhängigkeit der adsorbierten Konformation von der vorgegebenen Startkonfor-
mation immer größer. Für die zur Untersuchung des Polymereffektes verwendeten
Aminosäureketten wurden deshalb deutlich größere Zahlen von Startkonformatio-
nen verwendet. Dennoch kann für die Ketten mit 3–4 Monomeren nicht mehr sicher
davon ausgegangen werden, dass tatsächlich auch die energetisch günstigen Konfor-
mationen erreicht wurden.
Um später für die Additive eine Adsorptionsenergie berechnen zu können, wurden
neben den Adsorptionssimulationen in gleicher Weise noch Referenzsimulationen
durchgeführt. Als Startkonformationen hierfür dienten die unter Schritt (1) erstell-
ten Startkonformationen für Referenzsimulationen, die über einen deutlich größe-
ren Abstand zwischen Kristallfläche und Additiv verfügten (ca. 2 nm). Einziger Un-
terschied zwischen Adsorptions- und Referenzsimulationen war, dass während der
Referenzsimulationen der Abstand zwischen Kristallfläche und Massenzentrum des
Additivs fixiert und damit eine eventuelle Annäherung des Additivs an die Kristall-
fläche verhindert wurde. Auf diese Weise konnte die mittlere potentielle Energie einer
solchen Simulation als Referenzenergie für den nicht-adsorbierten Zustand genutzt
werden.
Schritt (3) - Gruppierung adsorbierter Konformationen im Vakuum
Nach Schritt (2) lagen teilweise mehrere Hundert adsorbierte Konformationen im Va-
kuum vor. Dabei handelte es sich aber nur um wenige chemisch tatsächlich verschie-
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dene Konformationen, welche mehrfach und an symmetrisch äquivalenten Positionen
der Kristallfläche auftraten. Für die weiteren Simulationen wurden die erhaltenen
Konformationen deshalb wie im Folgenden beschrieben zu Gruppen tatsächlich che-
misch verschiedener Konformationen zusammengefasst.
Um die verschiedenen adsorbierten Konformationen im Vakuum miteinander ver-
gleichen zu können, wurde zunächst für jede einzelne Konformation eine Koordina-
tentransformation durchgeführt. Dazu wurde der Koordinatenursprung jeweils auf
das Calcium-Ion verschoben, welches den geringsten Abstand zu einer festgelegten
funktionellen Gruppe des Additivs (z. B. Carboxyl-Terminus bei Aminosäuren) be-
saß21. Die Situation vor und nach der Koordinatentransformation ist in Abb. 3.14
veranschaulicht.
(a) vor den Transformationen (b) nach den Transformationen
Abb. 3.14.: Darstellung der Konformationen vor (a) und nach (b) der Koordinatentransfor-
mation zur Erzeugung vergleichbarer adsorbierter Konformationen im Vakuum
für Glycin am A-(100)-1-Flächenschnitt
Die Gruppierung der so verschobenen Konformationen wäre visuell möglich, aber
sehr aufwendig gewesen. Eine Vereinfachung war durch die Anwendung der Cluster-
analyse möglich. Dabei handelt es sich um ein multivariates statistisches Verfahren,
bei dem aus einer heterogenen Gesamtheit von Objekten (hier Konformationen) ho-
mogene Teilmengen von Objekten bezüglich bestimmter Eigenschaften identifiziert
werden. Dazu werden aus den Eigenschaftswerten aller Objekte zunächst für jedes
21Beim Vorliegen mehrerer symmetrisch verschiedener Calcium-Ionen an der Grenzfläche wurde
jeweils ein Calcium-Ion aus einer Gruppe symmetrisch äquivalenter Calcium-Ionen genutzt.
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Objektpaar die Distanzen berechnet und anschließend über einen geeigneten Fusions-
algorithmus die ähnlichen Objekte zu Clustern zusammengefasst. Eine ausführliche
Beschreibung der theoretischen Hintergründe zur Clusteranalyse ist im Anhang zu
finden (Kap.A.3). Zur Gruppierung der verschiedenen Konformationen des Addi-
tivs auf der Kristallfläche erwies sich das Cutoff -Verfahren als Fusionsalgorithmus
in Kombination mit RMSD-Werten als Distanz als am geeignetsten. Die RMSD
(root mean square deviation), also die mittlere quadratische Abweichung zwischen
zwei Konformationen, wurde dabei nach Gl. 3.16 berechnet.
dk,l =
√√√√ 1
J
J∑
j=1
(~xkj − ~xlj)2
dk,l RMSD der Konformationen k und l
~xkj Ort des Atoms j in Konformation k,
mit j = 1, . . . , J
(3.16)
Die Berechnung der RMSD-Werte erfolgte anhand der eineindeutigen Atomnum-
mern j. Um äquivalente Atome frei drehbarer Atomgruppen (z. B. die drei Wasser-
stoffatome einer Aminogruppe oder die beiden Sauerstoffatome einer Carboxylgrup-
pe) zu berücksichtigen, wurde der RMSD-Wert für jede mögliche Permutation der
äquivalenten Atome berechnet und der niedrigste Wert als Distanzmaß verwendet.
Die RMSD-Distanz wurde für jedes mögliche Paar von adsorbierten Konformatio-
nen berechnet.
Auf die so bestimmte Distanzmatrix wurde das Cutoff -Verfahren angewendet. Da-
bei wurden alle Konformationen, deren RMSD-Werte kleiner als ein vorgegebener
Cutoff -Wert waren, in eine Gruppe eingeteilt. Die Gruppe mit der größten Objekt-
zahl wurde von der Gesamtmenge abgeteilt und die verbleibenden Objekte sukzes-
siv auf die gleiche Weise weiter in Gruppen eingeteilt. Das Cutoff -Verfahren eignet
sich besonders dann, wenn – wie hier – keine vollständige Aufteilung der Objekte
notwendig, sondern nur eine Identifizierung der größten und wichtigsten Gruppen
gewünscht ist.
Geeignete Cutoff -Werte für eine sinnvolle Gruppierung können nicht absolut ange-
geben werden, da sie sowohl vom Additiv als auch von der Kristallfläche abhängig
waren. Die Clusteranalyse wurde automatisiert für verschiedene Cutoff -Werte durch-
geführt und anschließend visuell eine geeignete Gruppierung ausgewählt. Häufig er-
gab sich für einen Cutoff -Wert von 0,01 die beste Gruppierung.
Die mit der Clusteranalyse erhaltenen Gruppen wurden anschließend visuell darauf-
hin überprüft, ob sie sich durch Anwendung von Symmetrieoperationen der Kristall-
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fläche mit anderen Gruppen in Übereinstimmung bringen ließen, und gegebenen-
falls zusammengefasst. Die Gruppen mit den meisten Konformationen und niedrig-
sten Energien wurden für die weiteren Simulationen ausgewählt. Beispielhaft sind
in Abb. 3.15 die beiden größten Gruppen für Glycin am A-(100)-1-Flächenschnitt
visualsiert, welche sich jeweils aus vier mit der Clusteranalyse gefundenen Gruppen
zusammensetzen.
(a) Cluster 1 (b) Cluster 2
Abb. 3.15.: Multiple Darstellung der Konformationen in den beiden für die weiteren Simula-
tionen ausgewählten Cluster des Additivs Glycin am A-(100)-1-Flächenschnitt
Mit zunehmender Kettenlänge der Additive und damit einer immer größeren Va-
riablität der adsorbierten Additiv-Konformationen, war mit dieser Methode keine
sinnvolle Gruppierung der erhaltenen Konformationen mehr möglich. In solchen Fäl-
len wurden die Konformationen manuell entsprechend der Anzahl koordinierender
funktioneller Gruppen eingeteilt oder – wenn auch das nicht sinnvoll war, wie z. B.
bei den höchsten Kettenlängen – einfach die Konformationen entsprechend ihrer
Energie sortiert und gruppiert.
Schritt (4) - MD-Simulationen im Vakuum
Aus jeder unter Schritt (3) ermittelten Konformations-Gruppe wurden 10 Konfor-
mationen zufällig als Startkonformationen für längere MD-Simulationen (100 ps) im
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Vakuum ausgewählt. Für die Simulationen im Vakuum wurden dieselben Fixierungs-
zustände der äußeren Kristallschichtatome gewählt wie für die Adsorptionssimula-
tionen in Schritt (2).
Anhand der Simulationen konnte einerseits die Beweglichkeit des Additivs innerhalb
der entsprechenden Konformation und andererseits die Wahrscheinlichkeit für einen
Übergang zu einer anderen Konformation beurteilt werden. Die mittlere potentielle
Energie der Simulation diente zur Berechnung der Adsorptionsenergie im Vakuum
(vgl. Kap. 3.4.2). Nach jeder Pikosekunde wurde ein Schnappschuss (frame) der Simu-
lation extrahiert (Abb. 3.16). Diese Schnappschüsse dienten als Startkonformationen
für die später beschriebenen Simulationen.
(a) Startkonformation aus Cluster 1 (b) Startkonformation aus Cluster 2
Abb. 3.16.: Multiple Darstellung zweier MD-Simulationen im Vakuum mit einer jeweiligen
Startkonformation aus Cluster 1 (a) und Cluster 2 (b) des Additivs Glycin am
A-(100)-1-Flächenschnitt
[jeweils ein Schnappschuss des Additivs nach jeder Pikosekunde der 100 ps-
Simulation; Glycin-Cluster aus Abb. 3.15]
Schritt (5) - Pull-code-Simulationen im Vakuum
Der Desorptionsprozess der adsorbierten Additive wurde mit Pull-code-Simulationen
(PC) untersucht. Diese haben für das untersuchte System den Nachteil, dass das
übliche Verfahren für die Berechnung der Freien Energie als Mittelwert einer „Hin“-
und einer „Rück“-Simulation des untersuchten Prozesses nicht möglich ist, da bei den
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„Hin“- und „Rück“-Simulationen nicht einfach die gleichen Zustände zu erreichen sind
(vgl. Kap.A.2.3) .
Wird die Freie Adsorptionsenergie nicht aus einer Adsorptions- und einer Desorp-
tionssimulation bestimmt, sondern nur aus einer Desorptionssimulation, können
deshalb keine genauen Energiewerte und keine Fehlergrößen bestimmt werden.
Allerdings ist ein relativer Vergleich zwischen verschieden Additiv-Flächenschnitt-
Kombinationen, eine visuelle Untersuchung der Konformationsänderungen und die
Identifikation der stärksten Wechselwirkungen zwischen Additiv und Kristallfläche
anhand der Kraft-Kurve möglich.
Für die PC-Simulationen wurden zufällig 15 der unter Schritt (4) erzeugten Schnapp-
schüsse ausgewählt. Jeder dieser Schnappschüsse diente als Startkonformation für
eine eigenständige Simulation. Bei diesen Simulationen wurden wiederum die glei-
chen Fixierungszustände für die äußeren Kristallschichtatome verwendet wie für
die Adsorptions- und MD-Simulationen im Vakuum. Das Massenzentrum des
Additivs wurde senkrecht von der Kristallschicht weggezogen mit einer Zugrate
von 0,01 nm/ps. Es wurde ausschließlich die Beweglichkeit des Massenzentrum in
z-Richtung eingeschränkt, das heißt, die Additivmoleküle konnten sich durch Kon-
formationsänderungen und laterale Bewegung an die sich änderenden Potentiale an-
passen. Der Abstand des Additivs wurde soweit vergrößert, bis die auf das Additiv
wirkende Kraft senkrecht zur Kristallfläche bis auf Null abgesunken war, mindestens
aber bis auf 1 nm.
Schritt (6) - Hydratisierung der adsorbierten Konformationen im Vakuum
Von den unter Schritt (4) erzeugten Schnappschüssen wurden zufällig zehn ausge-
wählt und hydratisiert. Die Hydratisierung erfolgte mit Hilfe des Gromacs-tools
genbox22. Die so erhaltene Simulationsbox ist zwar in der Lösungsphase gut vor-
equilibriert, dafür aber an den Grenzflächen sehr weit vom Gleichgewicht entfernt.
Das übliche Vorgehen bei der Hydratisierung eines Soluten besteht darin, zunächst
bei fixierten Atomen des Soluten das Wasser einer kurzen Equilibrierungssimulation
zu unterziehen, um ungewollte Konformationsänderungen des Soluten aufgrund von
Kräften durch nicht equilibriertes Lösungsmittel zu vermeiden. Erst im Anschluss
erfolgt die Equilibrierung des gesamten Systems mit beweglichen Solutatomen.
22Dabei wird die Simulationsbox mit einer equilibrierten Wasserbox überlagert. Anschließend wer-
den alle Wassermoleküle mit kritischen Atomüberlagerungen aus der Box entfernt.
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Im vorliegenden Fall hat sich dieses Vorgehensweise allerdings als nicht sinnvoll her-
ausgestellt. Das Additiv befindet sich bei Abwesenheit von Lösungsmittel aufgrund
der fehlenden kompensierenden Wechselwirkungen dichter an der Kristallfläche, als
es bei Anwesenheit von Lösungsmittel der Fall wäre. Eine Equilibrierung des Lö-
sungsmittels bei gleichzeitiger Fixierung der Additivatome verhinderte eine Anpas-
sung der Additiv-Konformation an die neuen Verhältnisse und führte in den meisten
Fällen zur Ablösung des Additivs bei den nachfolgenden Simulationen mit bewegli-
chen Additivatomen.
Aus diesem Grund erfolgte zunächst eine Vor-Equilibrierung der Simulationsbox bei
voller Beweglichkeit sämtlicher Atome, aber sehr kleinen Zeitschritten von 0,1 fs für
1 ps. Anschließend wurde die Simulationsbox für weitere 10 ps mit einem Zeitschritt
von 1 fs equilibriert23. In dieser Zeit sind die Wassermoleküle in der Lage, auch
größere Strecken zurückzulegen und Hydratationshüllen um den Soluten auszubilden.
Die Gesamtenergie des Systems war nach dieser Zeit etwa konstant.
Die Dichte der zur Hydratisierung genutzten vorequilibrierten Wasserbox be-
trug 1 kg/m3. Durch die Equilibrierung der hydratisierten Simulationsbox im
NVT-Ensemble und die Bildung relativ dichter Hydratationsschichten an der
Kristallschicht wurde aber die Dichte des Wassers in der Lösungsphase deutlich
herabgesetzt (0,8–0,9 kg/m3, vgl. Kap. 3.1.4 und Abb. 3.6). Deshalb wurde nach der
Equilibrierung entsprechend des Dichte-Defizits weiter Wasser an günstigen Stellen
in die Simulationsbox eingefügt und equilibriert, bis in der nicht mehr durch die
Kristallfläche beeinflussten Lösungsphase eine Dichte von 1 kg/m3 vorlag.
Das so equilibrierte System wurde einer weiteren 20 ps MD-Simulationen unterzo-
gen. Im Fall einer Ablösung des Additivs von der Kristallfläche wurde die Simulation
verworfen und eine neue Startkonformation ausgewählt. Ansonsten wurde der letzte
Schnappschuss der 20 ps-Simulation als adsorbierte Konformation in Lösung ver-
wendet. Relativ schwach adsorbierte Additive änderten ihre Konformation auf der
Kristallfläche gegenüber der Konformation im Vakuum in der Regel deutlich, sodass
eine Neugruppierung nötig war, bei relativ stark adsorbierten Additiven blieb die
Konformation dagegen weitgehend stabil.
23Equilibrierung bedeutet an dieser Stelle die Schaffung einer Simulationsbox mit einer sinnvollen
und energetisch günstigen Atomanordnung der Wassermoleküle und einer an die Anwesenheit
des Wassers angepassten Konformation des adsorbierten Additivs. Eine echte Einstellung eines
chemischen Gleichgewichts erfolgt dabei nicht (vgl. Kap.A.2)
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Schritt (7) - MD-Simulationen in Lösung
Von den unter Schritt (6) hydratisierten und equilibrierten Konformationen wurden
pro Konformationsgruppe zufällig fünf ausgewählt und als Startkonformationen für
eine 1 nsMD-Simulation im Wasser verwendet. Genau wie die MD-Simulationen
im Vakuum dienten sie zur visuellen Beurteilung der Stabilität der Konformationen,
zur Erzeugung einer großen Anzahl von Schnappschüssen für spätere Simulationen
sowie zur Bestimmung der Adsorptionsenergie.
In gleicher Weise wurden Referenzsimulationen durchgeführt, bei denen sich
das Additiv ausreichend weit entfernt von der Kristallfläche befand, sodass kei-
ne effektiven Wechselwirkungen zwischen Additiv und Kristallfläche vorlagen. Als
Startkonformationen für diese Referenzsimulationen dienten Schnappschüsse gegen
Ende der PC-Simulationen (vgl. Schritt (8)), also nachdem das Additiv über con-
straints von der Kristallfläche desorbiert worden war. Da in wässriger Lösung bei
den MD-Simulationen keine spontane Adsorption erfolgte, musste auch das Additiv-
Massenzentrum nicht fixiert werden, um den Referenzzustand aufrechtzuerhalten.
Die Referenzsimulationen dienten der Ermittlung einer Referenz-Energie und waren
damit Grundlage für die Berechnung der Adsorptionsenergie in Lösung.
Schritt (8) - PC-Simulationen in Lösung
Von den unter Schritt (7) erzeugten Schnappschüssen wurden pro Konfor-
mationsgruppe zufällig 15 ausgewählt und als Startkonformationen für Pull-code-
Simulationen in Lösung verwendet. Diese Simulationen lieferten zwar einen Wert
für die Freie Adsorptionsenergie, dienten aber wie die PC-Simulationen im Vaku-
um vor allem der visuelle Beurteilung der Konformationsänderungen des Additivs,
der qualitative Analyse der Kraft-Kurve und dem relativen Vergleich der Adsorp-
tionsstärke verschiedener Konformationen. Für dieses Ziel war eine Zugrate von
0,001 nm/ps ausreichend. Die Simulation erfolgte wiederum solange, bis die Kraft
auf das Additiv im Mittel deutlich auf Null abgesunken war, mindestens aber bis zu
einem Mindestabstand von 0,5 nm von der ursprünglichen adsorbierten Position24.
24Die abschirmende Wirkung des Wassers führte dazu, dass die Wechselwirkung zwischen Additiv
und Kristallfläche bereits bei einem deutlich niedrigeren Abstand vernachlässigbar war als im
Vakuum.
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Am Ende der jeweiligen PC-Simulationen wurden weitere Schnappschüsse des frei-
en Additivs in Lösung (weit weg von der Kristallfläche) extrahiert, die den Refe-
renzzustand „desorbiertes Additiv“ repräsentierten und als Startkonformationen für
die Durchführung von Referenzsimulationen zur Berechnung der Adsorptionsenergie
bzw. der Freien Adsorptionsenergie dienten (vgl. Schritt (7) und Schritt (9)).
Schritt (9)- Slow-growth-Simulationen in Lösung
Bei den Slow-growth-Simulationen (SG) (theoretische Hintergründe in Kap.A.2.3)
wurde der thermodynamische Kreisprozess aus Abb. 3.18 auf S. 109 genutzt, um
Freie Adsorptionsenergien für die Additiv-Flächenschnitt-Kombination zu berech-
nen.
Für jede Konformationsgruppe wurden dazu zufällig 100 der unter Schritt (7) er-
zeugten Schnappschüsse des adsorbierten Additivs ausgewählt und als Startkonfor-
mationen für Slow-growth-Simulationen genutzt, bei denen λ in 100.000 Schritten
von 0 auf 1 (Änderungsrate 1 · 10−5) verändert und damit jedes Additivatom in ein
Dummy-Atom überführt wurde. Während dieser Simulationen waren die Atome des
Additivs und der Kristallfläche räumlich fixiert, da sonst etwa ab der Hälfte der Simu-
lation mit einer Ablösung des Additivs von der Kristallfläche und damit mit einem
sich verändernden Zustand gerechnet werden musste. Die hohe Anzahl durchgeführ-
ter Simulationen pro Konformationsgruppe diente alternativ zur Berücksichtigung
der Additiv-Beweglichkeit.
Analog wurden Referenzsimulationen durchgeführt, bei denen sich das Additiv
im desorbierten Zustand ausreichend weit von der Kristallfläche entfernt befand.
Als Startkonformationen wurden hier zufällig 50 der unter Schritt (8) erhaltenen
Referenzzustände nach erfolgte PC-Simulation ausgewählt.
3.4.2. Berechnung der Adsorptionsenergie
Bei den Simulationen wurde mit Simulationsboxen gearbeitet, die über eine Nettola-
dung verfügten, welche über die Anwendung der „homogenen Hintergrundkorrektur“
ausgeglichen wurde. Aufgrund dessen wurden Energiedifferenzen nur zwischen ver-
schiedenen Zuständen gleicher Systeme berechnet (vgl. Kap. 2.5.2, „Herausforderung
geladene Simulationsboxen“).
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Die Adsorptionsenergie ist demnach in der vorliegenden Arbeit definiert als die Ener-
giedifferenz zwischen dem adsorbierten Zustand (Additiv direkt an der Kristallfläche)
und dem desorbierten Zustand (Additiv „weit entfernt“ von der Kristallfläche) der-
selben Simulationsbox (mit derselben Anzahl von Wassermolekülen in der Box).
Die mittlere Adsorptionsenergie einer Konformationsgruppe (KG) q im Vakuum
∆vakadsE
q wurde über Gl. 3.17 anhand der in Kap. 3.4.1 beschriebenen Simulationen
im Vakuum bestimmt. Die Energie des adsorbierten Zustandes Eqkonf ergab sich als
Mittelwert der potentiellen Energie der MD-Simulationen im Vakuum (Kap. 3.4.1,
Schritt (4)), gemittelt über alle 10 Simulationen einer Konformationsgruppe. Als
Referenz-Energie Eref wurde der Mittelwert der potentiellen Energie der jeweils
letzten 5 ps aller 300 Referenzsimulationen mit desorbiertem Additiv (Kap. 3.4.1,
Schritt (2)) genutzt. Da der desorbierte Zustand unabhängig von der adsorbier-
ten Additiv-Konformation ist, konnte die Referenz-Energie als Bezugsgröße für al-
le Konformationsgruppen einer Additiv-Flächenschnitt-Kombination verwendet wer-
den. Der Fehler für die mittlere Adsorptionsenergie einer Konformationsgruppe im
Vakuum beträgt ca. 2–3 kJ/mol.
∆vakadsE
q = Eqkonf − Eref
mit :
Eqkonf =
1
10
10∑
s=1
〈
Eqs
〉
100 ps
Eref =
1
300
300∑
s=1
〈
Esref
〉
5 ps
∆vakadsE
q mittlere Adsorptionsenergie
der Konformationsgruppe q
Eqkonf mittlere Energie des adsorbier-
ten Zustandes in KG q
Eqs potentielle Energie einer MD-
Simualtion s von KG q
Eref mittlere Referenz-Energie des
desorbierten Zustandes
Esref potentielle Energie einer
Referenzsimulation s
q Index der Konformationsgruppe
s Index der Simulation
(3.17)
Die mittlere Adsorptionsenergie der Konformationsgruppe q in Lösung ∆soladsEq wur-
de über Gl. 3.18 anhand der MD-Simulationen in Lösung bestimmt (vgl. Kap. 3.4.1,
Schritt (7)). Als Energie des adsorbierten Zustandes wurde die mittlere potentiel-
le Energie der MD-Simulation mit adsorbiertem Additiv verwendet, als Referenz-
Energie die mittlere potentielle Energie der entsprechenden Referenzsimulation mit
desorbiertem Additiv in derselben Simulationsbox. Aufgrund der höheren Beweg-
lichkeit des desorbierten Additivs in Lösung wurde die potentielle Energie jeweils
über zwei voneinander unabhängige Referenzsimulationen derselben Simulationsbox
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gemittelt. Die bestimmten Energiedifferenzen sollten unabhängig von der Anzahl
der enthaltenen Wassermoleküle sein und wurden über alle 5 Simulationsboxen mit
unterschiedlichen Startkonformationen des adsorbierten Additivs (und unterschied-
lichen Wassermolekülzahlen) gemittelt, um die mittlere Adsorptionsenergie der Kon-
formationsgruppe zu erhalten. Der Fehler für die mittlere Adsorptionsenergie einer
Konformationsgruppe in Lösung beträgt ca. 5–15 kJ/mol.
∆soladsE
q =
1
5
5∑
s=1
[Eqs − 1
2
(Eqs1ref + E
qs2
ref )] (3.18)
∆soladsE
q mittlere Adsorptionsenergie der Konformationsgruppe (KG) q
Eqs mittlere Energie des adsorbierten Zustandes in KG q und Simulationsbox s
Eqsref mittlere Energie des desorbierten Zustandes in KG q und Simulationsbox s
q Index der Konformationsgruppe
s Index der Simulationsbox
Zur Interpretation der Adsorptionsenergie war es hilfreich, diese in die einzelnen
Energieanteile zu zerlegen, welche jeweils von den verschiedenen Substanzen in
der Simulationsbox hervorgerufen werden:
• Änderung der Kristallschicht-Energie: ∆soladsEsurf
• Änderung der Additiv-Energie: ∆soladsEadd
• Änderung der Wasser-Wasser-Wechselwirkung: ∆soladsEwwsol−sol
• Änderung der Wechselwirkungsenergie zwischen Kristallschicht und Additiv:
∆soladsE
ww
surf−add
• Änderung der Wechselwirkungsenergie zwischen Kristallschicht und Wasser:
∆soladsE
ww
surf−sol
• Änderung der Wechselwirkungsenergie zwischen Additiv und Wasser:
∆soladsE
ww
add−sol
Bei Verwendung der PME-Methode zur Berechnung der elektrostatischen Wechsel-
wirkungen können diese Energieanteile nicht einfach von Gromacs ausgegeben wer-
den. Aus diesem Grund wurde von sämtlichen Trajektorien automatisiert im Ab-
stand von 1 ps eine Konformation extrahiert und daraus durch Löschen bestimm-
ter Atomgruppen sechs separate Simulationsboxen erstellt, welche jeweils nur die
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Kristallschicht oder nur das Additiv usw. enthielten. Für jede der so erstellten Simu-
lationsboxen wurde mit Hilfe einer statischen Energierechnung die potentielle Ener-
gie bestimmt. Anschließend wurden analoge Energieterme über alle Schnappschüsse
aller Simulationen einer Konformationsgruppe gemittelt. Die oben genannten An-
teile der Adsorptionsenergie wurden daraus jeweils durch Differenzbildung zwischen
den entsprechenden Energietermen des adsorbierten und des desorbierten Zustandes
erhalten.
Zusätzlich wurden aus den einzelnen Energietermen zwei Summenparameter be-
stimmt:
• die Energieänderung in Verbindung mit der Adsorption des Additivs,
die einerseits die Wechselwirkung zwischen Kristallschicht und Additiv, an-
dererseits aber auch die energetischen Veränderungen aufgrund von Konfor-
mationsänderungen der Kristallschicht und des Additivs berücksichtigt:
∆soladsEads = ∆
sol
adsE
ww
surf−add + ∆
sol
adsEsurf + ∆
sol
adsEadd
• die Energieänderung in Verbindung mit der Hydratation, die die Ver-
ringerung der Hydratationsschichten an Kristallschicht und Additiv, aber auch
die Änderung in der Wasser-Wasser-Wechselwirkung enthält:
∆soladsEhyd = ∆
sol
adsE
ww
sol−sol + ∆
sol
adsE
ww
surf−sol + ∆
sol
adsE
ww
add−sol
3.4.3. Berechnung der Freien Adsorptionsenergie
Für die Berechnung der Freien Adsorptionsenergie wurden in der vorliegenden Arbeit
zwei verschiedene Simulationstechniken angewendet: Der Gromacs-Pull-code (PC)
und die Slow-growth-Methode (SG), als Implementierung der Kirkwood-Kopplungs-
Parameter-Methode im Gromacs. Aus Voruntersuchungen (vgl. Kap.A.2.3) lei-
ten sich die im Folgenden beschriebenen Berechnungen auf Grundlage der unter
Kap. 3.4.1 beschriebenen Simulationen ab.
Freie Adsorptionsenergien aus PC-Simulationen
Beim Gromacs-Pull-code handelt es sich um eine MD-Simulation, bei der über
Zwangsbedingungen (constraints) das Zugobjekt bei jedem Zeitschritt ein sehr klei-
nes Stück gegenüber der Referenz bewegt wird, um den Zustand A in den Zustand B
zu überführen. Im konkreten Fall der hier durchgeführten Simulationen wurde das
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Additiv-Massenzentrum (COM) durch Wegziehen von der Oberfläche aus dem adsor-
bierten Zustand in den desorbierten Zustand überführt. Für jeden Zeitschritt wurde
dabei die Kraft bestimmt, die für die Erfüllung der constraints notwendig war. Das
Integral dieser Kraft über den zurückgelegten Weg liefert die Freie Energieänderung
für den Prozess A→ B (Abb. 3.17).
(a) Trajektorie
0,0 0,2 0,4 0,6 0,8 1,0
Abstand r in nm
-500
0
500
1000
1500
K
ra
ft 
 F
z 
 
in
 k
J/(
mo
l · 
nm
)
∆
adsFPC = 203 kJ/mol
(b) Kraft-Kurve
Abb. 3.17.: Darstellung einer Pull-code-Simulation im Vakuum für Glycin am A-(100)-1-
Flächenschnitt anhand der Konformationsänderung (a) und der Kraft auf das
Additiv in Abhängigkeit vom Abstand (b)
[Startkonformation des Glycins aus Cluster 1 (Abb. 3.15), Konformationsän-
derung anhand multipler Darstellung der Trajektorie; zur Kraft-Kurve: r:
Entfernung des Additiv-Massenzentrums in z-Richtung von der Startposition
im adsorbierten Zustand; Fz: Kraft in z-Richtung, die nötig ist, um das Addi-
tiv an der vorgegebenen Position zu halten (positive Werte entsprechen damit
einer Anziehung zwischen Additiv und Kristallschicht); schwarze Punkte:
Einzelwerte alle 10 fs; rote Linie: Gleitender Mittelwert (1000); orange: Flä-
che unter der Kurve, entspricht ∆F für die Desorption]
Die Freie Desorptionsenergie wurde für jede einzelne PC-Simulation bestimmt und
anschließend über alle 15 Simulationen einer Konformationsgruppe gemittelt, um
eine mittlere Freie Desorptionsenergie für die Konformationsgruppe zu erhalten
(Gl. 3.19).
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∆adsF
qs
PC =
∫ rmax
0
F qsz (r) dr ∆adsF
q
PC =
1
15
15∑
s=1
∆adsF
qs
PC (3.19)
∆adsF
qs
PC Änderung der Freien Energie bei PC-Simulation s
∆adsF
q
PC mittlere Änderung der Freien Energie für Konformationsgruppe q
F qsz (r) Kraft in z-Richtung auf das Additiv-COM
r Zugstrecke des Additiv-COMs, bzw. Abstand von der Referenzposition
q, s Laufvariable der Konformationsgruppe bzw. der Simulation
Im Vakuum bei räumlich fixierten Kristallschichtatomen (Kap. 3.4.1, Schritt (5))
ist aufgrund der geringen Variablität des Systems die Reproduzierbarkeit der PC-
Ergebnisse trotz der relativ großen verwendeten Zugrate recht gut. Die Standard-
abweichung für die Ergebnisse der 15 separaten Simulationen betrug in der Regel
weniger als 5% des daraus berechneten Mittelwertes für die Konformation.
Bei Simulationen in Lösung (Kap. 3.4.1, Schritt (8)) sind die resultierenden Kräfte
zwischen Additiv und Kristallschicht durch die abschirmende Wirkung des Wassers
deutlich niedriger als im Vakuum. Gleichzeitig steigen die statistischen Schwankun-
gen der Kraft während der Simulation durch kurzzeitige Wechselwirkungen zwischen
Additiv und umgebendenWassermolekülen, was in Summe zu einem deutlich schlech-
teren Signal-Rausch-Verhältnis und zu einer größeren Standardabweichung zwischen
den Einzelsimulationen führt als im Vakuum (ca. 20% des Mittelwertes). Qualita-
tiv verläuft die Desorption allerdings sehr ähnlich bei den separaten Simulationen,
sodass Aussagen über die Konformationsänderungen beim Desorptionsprozess (bzw.
Rückschlüsse auf den Adsorptionsprozess) gut möglich sind.
Freie Adsorptionsenergien aus SG-Simulationen
Bei Slow-growth-Simulationen mit Gromacs wird das System während der Simula-
tion über einen Kopplungsparameter λ vom Zustand A in den Zustand B überführt.
Die Änderung der potentiellen Energie integriert über λ liefert im NVT-Ensemble die
Freie Energie des Prozesses A → B [250]. Allerdings ist diese Freie Energieänderung
nur gegenüber einem Referenz-Prozess physikalisch sinnvoll. In der vorliegenden Ar-
beit wurde als Referenz-Prozess die Adsorption eines sogenannten Dummy-Additivs
verwendet. Dabei handelt es sich um ein physikalisch unsinniges Modell, welches
dieselben intramolekularen Bindungswechselwirkungen wie das echte Additiv, aber
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keinerlei Wechselwirkungen mit seiner Umgebung und damit auch keine Freie Ad-
sorptionsenergie besitzt.
Aufgrund des thermodynamischen Kreisprozesses in Abb. 3.18 muss nicht der eigent-
liche Prozess der Adsorption des Additivs gegenüber dem des Dummy-Additivs un-
tersucht werden (∆F1 − ∆F2), sondern es ist genauso möglich, in weniger aufwen-
digen Simulationen sowohl das adsorbierte als auch das desorbierte Additiv in ein
Dummy-Additiv zu überführen und damit ∆F3 − ∆F4 zu berechnen, um die Freie
Adsorptionsenergie zu erhalten. Die Simulationen für die Berechnung von ∆F3 und
∆F4 sind in Kap. 3.4.1 (Schritt (9)) beschrieben.
freies Additiv 
Δ F1−ΔF 2=ΔF 3−ΔF 4
freies Dummy-Additiv
adsorbiertes 
Additiv 
adsorbiertes 
Dummy-Additiv 
Δ F1 Δ F2
Δ F4
Δ F3
Δads
sol F SG=
Abb. 3.18.: Thermodynamischer Kreisprozess zur Berechnung von ∆soladsFSG
Die von Gromacs ausgegebenen dH/dλ-Kurven wurden für jede der 100 Einzelsi-
mulation mit adsorbiertem Additiv integriert. Der Mittelwert aus den so bestimm-
ten Einzelwerten lieferte das ∆F4 für die Konformationsgruppe (Gl. 3.20). Analog
erfolgte die Berechnung von ∆F3 als Mittelwert über die Integrale der 50 Referenz-
simulationen mit freiem Additiv. Abb. 3.19 veranschaulicht die Situation wieder am
Beispiel des A-(100)-1-Flächenschnittes und des Additivs Glycin. Grau/schwarz sind
darin die Einzelwerte und die daraus berechnete Mittelwertkurve für das adsorbierte
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Additiv und die ∆F4-Berechnung dargestellt, blau die für das freie Additiv und die
∆F3-Berechnung. Die Fläche zwischen blauer und schwarzer Kurve (bzw. analog die
Fläche unter der roten Differenzkurve) entspricht der gesuchten Freien Adsorptions-
energie des Glycins an diesem Flächenschnitt für die betrachtete Konformations-
gruppe.
∆F qs4 =
∫ 1
0
(
∂H
∂λ
)qs
dλ
∆F q4 =
1
100
100∑
s=1
∆F qs4
∆F4 Änderung der Freien Energie für
ads.Additiv → ads.Dummy
λ Kopplungsparameter
∂H/∂λ Änderung der potentiellen
Energie mit λ
q Laufvariable der Konformationsgruppe
s Laufvariable der Simulation
(3.20)
0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
Kopplungsparameter λ
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0
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2500
∂F
/∂
λ 
in
 k
J/(
mo
l·λ
)
Einzelwerte - adsorbiert
Einzelwerte - frei
Mittelwertkurve - adsorbiert
Mittelwertkurve -frei
Differenzkurve
∆sol
adsF
q
SG = - 5,68 kJ/mol
Abb. 3.19.: ∂H/∂λ in Abhängigkeit des Kopplungsparameters λ als Ergebnis der
Slow-growth-Simulationen am Beispiel des Additivs Glycin am A-(100)-1-
Flächenschnitt
[Die dargestellte Einzelwerte stammen von je 10 Simulationen mit Punkten al-
le 100 fs. Die Mittelwertkurven sind gemittelt über 100 Simulationen für das
adsorbierte und 50 Referenzsimulationen für das freie Glycin. ∆soladsF
q
SG ergibt
sich als Fläche unter der roten Differenzkurve (blaue minus schwarze Kurve).]
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Die Standardabweichung für die 100 einzelnen ∆F4-Werte einer Konformationsgrup-
pe beträgt in der Regel weniger als 5% des Mittelwertes (im Mittel 3%), für die
50 ∆F3-Werte weniger als 7% (im Mittel 4%). Da bei dieser Art der Berechnung die
einzelnen Simulationen aber nicht als voneinander unabhängige Messwerte desselben
Wertes angesehen werden können, sondern für die Abbildung der Beweglichkeit der
Atome notwendig sind, wird ein statistischer Fehler von ca. 10% angenommen.
Da für beide Simulationstypen (Additv adsorbiert bzw. Additiv desorbiert) jeweils
nur die „Hin“-Simulationen (λ 0→ 1) durchgeführt werden konnte (vgl. Kap.A.2.3),
entsteht außerdem ein Fehler aufgrund der systematischen Abweichung vom Gleich-
gewicht, die umso größer ist, je größer das ∆λ pro Zeitschritt gewählt wird. An
Testsimulationen, welche die Durchführung von „Hin“- und „Rück“-Simulationen er-
lauben (Adsorption eines Ca2+-SO2–4 -Paares an der Kristallfläche), wurde versucht,
diese Fehlergröße abzuschätzen. Bei langen Simulationen mit ∆λ = 5 · 10−7 wurden
dabei Hysteresen zwischen „Hin“- und „Rück“-Simulationen von nur 1 kJ/mol erzielt
(< 0,1%), womit das Ergebnis sehr sicher berechnet werden konnte. Mit steigen-
dem ∆λ stieg die Hysterese und erreichte bei dem für die Adsorption von Additiven
gewählten ∆λ von 1 · 10−5 sowohl für die Simulation als auch für die Referenzsi-
mulation je einen Wert von 3,5%, was in diesem Fall knapp 100 kJ/mol entsprach.
Dieser Wert von 3,5% Hysterese erscheint nicht viel, nutzt man ihn aber im Ab-
solutwert als Fehler für die Simulation und die Referenzsimulation, übersteigt der
Gesamtfehler deutlich das Ergebnis, welches sich als Differenz aus den zwei großen
Werten der Simulation und Referenzsimulation ergibt und deshalb nur einen relativ
kleinen Betrag besitzt.
Tatsächlich sind aber die Vergänge und damit auch die Energieänderungen bei den
beiden „Hin“-Simulationen (bzw. bei den beiden „Rück“-Simulationen) sehr ähnlich
(Aus- bzw. Einschalten der Wechselwirkungen zwischen Additiv und Umgebung),
sodass sich bei der Differenzbildung systematische Fehler25 gegenseitig zum größ-
ten Teil kompensieren. Wurde bei den oben beschriebenen Testsimulationen mit
dem Calciumsulfat-Paar die Freie Energieänderung jeweils nur aus der Differenz der
„Hin“- bzw. nur aus der Differenz der „Rück“-Simualtionen berechnet, ergab sich eine
relativ geringe Abweichung. Aufgrund dieser Testsimulationen wird deshalb davon
ausgegangen, dass mit dem relativ großen ∆λ von 1 · 10−5 das Ergebnis im Betrag
um ca. 10% überschätzt wird. Aufgrund der Ähnlichkeiten zwischen Simulation
25z. B. durch das für diese Nicht-Gleichgewichtssimulation typische „Hinterherhinken“ hinter dem
Gleichgewicht
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und Referenzsimulation und der Größe der berechneten Werte wird aber nicht da-
von ausgegangen, dass aufgrund der Fehler eine Umkehrung des Vorzeichens von
∆G auftreten kann.
Die Slow-growth-Methode stellt damit genauso wie der pull code keine Möglichkeit
dar, die Freie Adsorptionsenergie für das untersuchte System sicher zu bestimmen.
Da sich aber gezeigt hat, dass beide Simulationsmethoden, die auf völlig anderen
Annahmen und Prinzipien beruhen, sehr gut miteinander korrelierende Ergebnisse
liefern (vgl. Abb. 4.47, S. 202), kann davon ausgegangen werden, dass zumindest
die Trends für die Freie Adsorptionsenergie sehr gut abgebildet werden können, und
relative Vergleiche zwischen verschiedenen Additiven, Flächenschnitten oder Konfor-
mationsgruppen sehr gut möglich sind.
3.4.4. Zusammenfassung
In Abb. 3.20 sind die bisher beschriebenen Simulationen und Berechnungen zur
Untersuchung der Adsorption zusammengefasst.
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Abb. 3.20.: Zusammenfassung der Simulationen und Berechnungen zur Untersuchung der
Adsorption von Additiven an Mineral-Wasser-Grenzflächen
[SB: Simulationsbox; Vak-Konf.: Konformation im Vakuum; Sol-Konf.:
Konformation in Lösung; Gr.: Gruppe; SS: Schnappschuss; PC: Pull-code-
Simulation; SG: Slow-growth-Simulation; MWi: Mittelwertbildung über alle i;
ads.: adsorbiert; des.: desorbiert; q, s: Laufvariablen für Konformationsgruppe
und Simulation; für Erklärungen und Formelzeichen siehe Gl. 3.17 bis Gl. 3.20]
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4.1. Morphologievorhersage und Flächenauswahl
Die Simulationen zur Mineral-Wasser-Grenzfläche sowie zur Adsorption von Addi-
tiven an Kristallflächen konnten nicht mit allen kristallographisch möglichen Flä-
chen durchgeführt werden und mussten deshalb auf eine gewisse Flächenauswahl
beschränkt werden. Untersucht werden sollten vor allem solche Flächen, die mit
hoher Wahrscheinlichkeit in wässrigen Lösungen vorkommen.
Informationen über wichtige und häufig beobachtete Flächen liegen aus experimen-
tellen Untersuchungen vor, sind aber für eine atomar aufgelöste Simulation nicht
detailliert genug, da sie nur die Orientierung der Fläche im Raum betreffen, nicht
aber die Atomanordnung an der Oberfläche bzw. den „Flächenschnitt“. Theoreti-
sche Methoden zur Morphologievorhersage (siehe Kap. 2.2.2) sind dazu in der Lage,
Flächen zu identfizieren, die mit hoher Wahrscheinlichkeit in der Morphologie vor-
kommen, und von verschiedenen Flächenschnitten diejenigen mit den günstigsten
Atomanordnungen zu ermitteln.
4.1.1. Die Morphologie im Vakuum
BFDH
Eine erste Abschätzung bezüglich der Morphologie im Vakuum erfolgt überlicherwei-
se über die BFDH-Methode, mit welcher sich schnell und einfach anhand der Kristall-
struktur Flächen mit einer hohen Dichte an Gitterpunkten identifizieren lassen. Für
viele Kristalle kann die daraus berechnete Morphologie als eine gute erste Näherung,
bei Wachstum aus der Gasphase sogar meist als repräsentative Darstellung der Mor-
phologie genutzt werden. Abb. 4.1 stellt die mit Hilfe der BFDH-Methode berechne-
ten Morphologien von Anhydrit und Gips dar (die zugrunde liegenden d-Werte sind
in Tab. 4.1 zu finden).
Anhydrit besitzt eine fast würfelförmige Elementarzelle, sodass für die drei Pina-
koidflächen große dhkl-Werte vorliegen. Aufgrund der Symmetrien (A-Zentrierung
und Spiegel- bzw. Gleitspiegelebenen senkrecht zu allen drei Raumrichtungen) be-
finden sich in der Elementarzelle aber in allen drei Raumrichtungen jeweils zwei Git-
terpunkte, was der experimentellen Beobachtung entspricht, dass diese Flächen in
einem Halbschicht-Mechanismus wachsen (vgl. Kap. 2.2.1). Für die BFDH-Methode
werden deshalb auch nur die halben dhkl-Werte genutzt, was dazu führt, dass die
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BFDH-Morphologie nicht durch die Pinakoidflächen dominiert wird und kaum Ähn-
lichkeit zur natürlichen Anhydritmorphologie besitzt.
(111)
(111)
(111)
(111)
(011) (011)
(020)
(200)
Anhydrit Gips
(110)
(111)
(02 0)
(110)
(02 1)
(111)
(02 1) a
b
ca
b
c
Abb. 4.1.: Mit Hilfe der BFDH-Methode berechnete Morphologien von Anhydrit und Gips
Von den größten Flächen der natürlichen Gipsmorphologie wächst nur die (010)-
Fläche in einem Halbschicht-Mechanismus. Der dhkl-Wert dieser Fläche ist aber
selbst nach einer Halbierung immer noch größer als der aller anderen Flächen. Die
BFDH-Morphologie wird also von der (010)-Fläche dominiert, besitzt aber auch be-
reits die anderen, häufig in der Gipsmorphologie beobachteten Flächen m, l und
n. Allerdings entsprechen die relativen Größenverhältnisse nicht denen der natürli-
chen Gipsmorphologie, da eher eine kompakte als eine tafelige oder nadelförmige
Morphologie erhalten wird.
Attachmentenergie
Mit der Attachmentenergie lassen sich Morphologien im Vakuum anhand energe-
tischer Betrachtungen berechnen und die günstigsten Flächenschnitte1 identifizie-
ren.
1Zur Vereinfachung werden die Flächenschnitte entsprechend „Salz“ - „Fläche“ - „Schnitt“ bezeich-
net. „Salz“ ist dabei ein Kürzel für Anhydrit (A) oder Gips (G), die „Fläche“ wird mit ihren
Miller-Indizes in runden Klammern benannt und der „Schnitt“ mit einer laufenden Nummer be-
zeichnet. So ergibt sich z. B. für den ersten Schnitt der (010)-Fläche des Gipses die Bezeichnung
G-(010)-1.
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Für alle möglichen kristallographischen Flächen von Anhydrit und Gips mit Miller-
Indizes≤ 3 und alle möglichen Schnitte wurden die Attachmentenergien berech-
net. Für Anhydrit wurden ca. 100 verschiedene Flächenschnitte betrachtet, für Gips
aufgrund der komplexeren Struktur und der damit größeren Anzahl verschiedener
Schnittmöglichkeiten einer Fläche ca. 250. Abb. 4.2 zeigt die entsprechend ihrer Grö-
ße sortierten Attachmentenergien für beide Minerale. Aufgrund der Vielzahl verschie-
dener Flächenschnitte und der Tatsache, dass nur die Flächenschnitte mit kleinen
Beträgen der Attachmentenergie interessant sind, wurde ein logarithmische Skalie-
rung gewählt. Nach wenigen Flächenschnitten fällt die Attachmentenergie rasch ab.
Die jeweils günstigsten Schnitte der Flächen mit den kleinsten Beträgen der Attach-
mentenergie sind in Abb. 4.2 rot hervorgehoben und beschriftet. Flächen, die auf-
grund experimenteller Informationen trotz schlechterer Attachmentenergie zusätz-
lich betrachtet werden sollten, sind blau, energetisch schlechtere Schnitte bereits
ausgewählter Flächen durch kleine rote Punkte hervorgehoben.
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Abb. 4.2.: Die Attachmentenergie für alle betrachteten Flächenschnitte von Anhydrit
(links) und Gips (rechts), sortiert entsprechend steigender Beträge
[Die Flächenschnitte mit den kleinsten Beträgen der Attachmentenergie sind rot,
Flächen, die aufgrund experimenteller Informationen zusätzlich ausgewählt wur-
den, blau und weitere Flächenschnitte der ausgewählten Flächen mit kleinen
roten Punkten hervorgehoben.]
Für Anhydrit treten mit deutlichem energetischen Abstand die drei großen Flä-
chen (100), (010) und (001), gefolgt von den drei kleineren Flächen (110), (011)
und (101) auf. Neue Flächen besitzen wiederum einen deutlich größeren Betrag der
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Attachmentenergie. Für die meisten hkl-Ebenen mit kleinen Beträgen der Attach-
mentenergie gibt es nur 1–2 verschiedene Schnittmöglichkeiten.
Anders verhält es sich für Gips. In der Regel gibt es für jede Fläche eine Vielzahl
verschiedener Schnittmöglichkeiten, die sich zum Teil sehr stark in ihren Attach-
mentenergien unterscheiden können (wie beispielhaft in den Abb. 4.3 und 4.4 veran-
schaulicht ist). Nur die (010)-Fläche hebt sich (mit allen drei Schnittmöglichkeiten)
energetisch deutlich von den anderen Flächen ab, was erklärt, warum sie in der Re-
gel unabhängig von den Kristallisationsbedingungen bei Gipskristallen beobachtet
wird. Die nächstbesten Flächen sind in ihrer Attachmentenergie sehr ähnlich, was
einen Hinweis darauf gibt, wie leicht aufgrund von bei der Kristallisation anwesender
Lösungsmittel oder Substanzen eine Veränderung der Kristallmorphologie möglich
ist.
0,0 0,2 0,4 0,6 0,8 1,0
relative Lage in der Elementarzelle
0
-250
-500
-750
-1000
-1250
-1500
A
tta
ch
m
en
te
ne
rg
ie
 in
 k
J/(
mo
l F
E)
G-(010)
G-(011)
G-(110)
1
2
3
1
42
3
1 2
3
4
5
Abb. 4.3.: Verlauf der Attachmentenergie mit der relativen Lage der Grenzfläche in der Ele-
mentarzelle am Beispiel der G-(010)-, G-(011)- und der G-(110)-Flächenschnitte
(graphische Darstellung der Flächenschnitte in Abb. 4.4)
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Abb. 4.4.: Verschiedene Flächenschnitte der G-(010)-, G-(011)- und G-(110)-Fläche
(hkl)-Flächen, die in Richtung [hkl] zwei Gitterpunkte oder parallel zur Fläche zwei
sogenannte connected nets aus PBC-Vektoren enthalten, können prinzipiell in Halb-
schichten der Dicke 1/2 · dhkl wachsen. Von den Flächen A-(100), A-(010), A-(001)
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und G-(010) ist dieses Halbschicht-Wachstum bei experimentellen Untersuchungen
nachgewiesen worden. Um auch bei der Berechnung der Attachmentenergien dieses
Halbschicht-Wachstum zu berücksichtigen, wurden für Flächen mit zwei Gitterpunk-
ten in Richtung der Flächennormale auch die Attachmentenergien für die Halbschich-
ten berechnet. Diese sind in grober Näherung etwa doppelt so groß wie für die ganze
Schicht, weshalb für energetisch weniger günstige Flächen auf die Berechnung ver-
zichtet werden konnte.
In Tab. 4.1 sind für Anhydrit und Gips jeweils für die sechs günstigsten Gitterebenen
mit allen Schnittmöglichkeiten die Netzebenenabstände und Attachmentenergien zu-
sammengestellt, wenn vorhanden auch für die jeweiligen Halbschichten (grau hinter-
legt). Für Anhydrit handelt es sich dabei um die drei großen Formen {100}, {010}
und {001} sowie die drei morphologisch weniger wichtigen Formen {110}, {011} und
{101}. Die günstigsten Attachmentenergien werden bei Gips für die {010} (b-Fläche)
und die {021} (m-Fläche) berechnet, gefolgt von der Ebene der Zwillingsbildung
{001}, weiteren, etwas anders geneigten Kantenflächen ({011} und {031}), und der
n-Kopffläche {111¯}. Außerdem sind in Tab. 4.1 auch die Werte für Flächen aufge-
nommen, die zwar ungünstigere Attachmentenergien besaßen, aber aufgrund expe-
rimenteller Informationen interessant waren, wie die l-Fläche {110}, sowie die in
Gegenwart von Zitronensäure erhaltenen Kopfflächen {100} und {101¯}.
Tab. 4.1.: Daten zur Morphologieberechnung: dhkl-Werte für BFDH, Attachmentenergien,
Hydratationsenergien der dhkl-Schichten und korrigierte Attachmentenergien al-
ler Schnitte der ausgewählten Flächen
Flächenschnitt O-U HS dhkl Eatt ∆hydEsl Eatt′ weiter
(Å) (kJ/mol) (kJ/mol) (kJ/mol)
A-(100)-1 – x 7,006 -111,03 -98,88 -12,15 E
A-(200)-1 – x 3,503 -220,15 -197,59 -22,56
A-(010)-1 – x 6,998 -122,65 -114,32 -8,33 E
A-(020)-1 – x 3,499 -247,40 -230,10 -17,30
A-(001)-1 – x 6,245 -141,58 -101,61 -39,97 E
A-(002)-1 – x 3,123 -276,56 -195,56 -81,00
A-(001)-2 – x 6,245 -354,86 -295,42 -59,44 A
A-(002)-2 – x 3,123 -799,50 -414,68 -66,29
A-(110)-1 – x 4,951 -235,16 -194,73 -40,43 E
A-(220)-1 – x 2,476 -480,97 -414,68 -66,29
A-(011)-1 + – 4,659 -1969,95 -1100,06 -869,89 –
A-(011)-2 – – 4,659 -416,42 -350,94 -65,48 E
A-(011)-3 – – 4,659 -291,91 -220,54 -71,37 A
(Fortsetzung auf der nächsten Seite)
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Tab. 4.1.: (Fortsetzung) Daten zur Morphologieberechnung.
Flächenschnitt O-U HS dhkl Eatt ∆hydEsl Eatt′ weiter
(Å) (kJ/mol) (kJ/mol) (kJ/mol)
A-(101)-1 – x 4,662 -304,24 -236,71 -67,53 E
A-(202)-1 – x 2,331 -454,91 -390,31 -64,60
A-(101)-2 – x 4,662 -326,43 -260,60 -65,83 E
A-(202)-2 – x 2,331 -763,99 -660,29 -103,7
G-(010)-1 – x 15,200 -117,36 -97,16 -20,20 A
G-(020)-1 – x 7,600 -234,56 -198,36 -36,20
G-(010)-2 + x 15,200 -71,45 -68,56 -2,89 E
G-(020)-2 + x 7,600 -142,76 -139,05 -3,68
G-(010)-3 – x 15,200 -25,86 -20,93 -4,93 E
G-(020)-3 – x 7,600 -51,63 -43,26 -8,37
G-(02¯1)-1 – – 4,281 -234,62 -217,30 -17,32 E
G-(02¯1)-2 – – 4,281 -298,39 -271,15 -27,24 A
G-(02¯1)-3 + – 4,281 -279,25 -266,73 -12,52 E
G-(02¯1)-4 + – 4,281 -242,72 -228,13 -14,59 E
G-(001)-1 – x 5,181 -263,40 -240,29 -23,11 –
G-(002)-1 – x 2,591 -508,50 -467,87 -40,63
G-(001)-2 + x 5,181 -240,52 -221,58 -18,94 E
G-(002)-2 + x 2,591 -427,61 -404,55 -23,06
G-(011)-1 0 x 2,452 -242,05 -224,06 -17,99 E
G-(011)-2 + x 2,452 -253,03 -234,26 -18,77 –
G-(011)-3 0 x 2,452 -263,60 -243,89 -19,71 –
G-(011)-4 + x 2,452 -260,42 -239,93 -20,49 –
G-(031)-1 0 x 1,811 -297,34 -266,64 -30,70 –
G-(031)-2 + x 1,811 -287,78 -269,77 -18,01 E
G-(031)-3 + x 1,811 -269,68 -244,68 -25,00 A
G-(031)-4 0 x 1,811 -265,35 -239,97 -25,38 A
G-(111¯)-1 + – 3,622 -286,78 -243,06 -43,72 E
G-(111¯)-2 0 – 3,622 -312,34 -262,62 -49,72 A
G-(111¯)-3 + – 3,622 -1692,03 -1151,06 -540,97 –
G-(111¯)-4 + – 3,622 -1666,15 -1108,70 -557,45 –
G-(111¯)-5 0 – 3,622 -308,23 -258,97 -49,26 A
G-(110)-1 + – 4,742 -1451,83 -1017,81 -434,02 –
G-(110)-2 + – 4,742 -1408,67 -969,85 -438,82 –
G-(110)-3 0 – 4,742 -522,82 -472,90 -49,92 E
G-(110)-4 + – 4,742 -495,76 -409,20 -86,56 –
G-(110)-5 0 – 4,742 -435,41 -369,92 -65,49 A
G-(100)-1 – x 4,991 -718,56 -635,50 -83,06 E
G-(200)-1 – x 2,496 -2371,10 -2144,05 -227,05
G-(100)-2 + x 4,991 -809,76 -690,93 -118,83 A
G-(200)-2 + x 2,496 -2665,01 -2392,33 -272,68
(Fortsetzung auf der nächsten Seite)
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Tab. 4.1.: (Fortsetzung) Daten zur Morphologieberechnung.
Flächenschnitt O-U HS dhkl Eatt ∆hydEsl Eatt′ weiter
(Å) (kJ/mol) (kJ/mol) (kJ/mol)
G-(101¯)-1 + x 5,735 -382,30 -330,70 -51,60 A
G-(202¯)-1 + x 2,868 -1046,77 -947,56 -99,21
G-(101¯)-2 – x 5,735 -370,90 -320,75 -50,15 E
G-(202¯)-2 – x 2,868 -1021,37 -914,74 -106,63
O-U: qualitativer Unterschied zwischen Oberseite und Unterseite des Schnittes (−: identisch; 0:
spiegelsymmetrisch; +: unterschiedlich); HS: Wachstum in Halbschichten möglich; dhkl: Netz-
ebenenabstand; Eatt: Attachmentenergie; ∆hydEsl: Hydratationsenergie der dhkl-Schicht; Eatt′ :
korrigierte Attachmentenergie; weiter: für weitere Simulationen berücksichtigt (−: nein; E: ja,
aufgrund günstiger Energie; A: ja, aufgrund einer interessanten Atomanordnung)
Abb. 4.5 zeigt die mit Hilfe der Attachmentenergien aus Tab. 4.1 berechneten Mor-
phologien von Anhydrit und Gips. Ohne Berücksichtigung des Halbschichtwachs-
tums erhält man für Anhydrit eine Morphologie, die ausschließlich aus den drei
morphologisch wichtigsten Formen {100}, {010} und {001} besteht. Berücksichtigt
man zusätzlich, dass diese drei Formen in einem Halbschicht-Mechanismus wach-
sen, für den eine betragsmäßig größere Attachmentenergie und damit auch eine
größere Wachstumsgeschwindigkeit vorliegt, erscheint in der Morphologie zusätzlich
die {011}-Form (die einzige der sechs günstigsten Flächen, die nicht in Halbschich-
ten wachsen kann). Diese beiden Morphologien wurden sowohl experimentell be-
obachtet (vgl. Abb. 2.4) als auch theoretisch von Aquilano et al. [81] berechnet
(vgl. Abb. 2.8).
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Abb. 4.5.: Mit Hilfe der Attachmentenergie berechnete Morphologien von Anhydrit und
Gips jeweils ohne (links) und mit (rechts) Berücksichtigung von Halbschicht-
wachstum
Für Gips ergibt sich aus den Attachmentenergien eine sehr flache Tafel, die erwar-
tungsgemäß von der {010}-Form dominiert wird und auch über die morphologisch
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wichtigen l- ({110}) und n-Formen ({111¯}) verfügt. Die l-Fläche ist dabei im Ge-
gensatz zur experimentellen Beobachtung aber in Übereinstimmung mit bisherigen
theoretischen Morphologieberechnungen deutlich kleiner als die n-Fläche ausgebildet
(vgl. Kap. 2.2). Die l-Fläche gehört auch nicht zu den sechs energetisch günstigsten
Flächenschnitten in Tab. 4.1. Zwischen den Attachmentenergien der n- und l-Fläche
liegen energetisch noch die Flächenschnitte von sechs weiteren Flächen, bei denen
es sich aber vorwiegend um unterschiedlich stark geneigte Kantenflächen handelt,
die in der Morphologie nicht auftreten und auch keinen Einfluss auf die Ausbildung
der Kopfflächen haben. Als Kantenfläche wird allerdings nicht die {021}, sondern
stattdessen die Zwillingsebene {001} vorhergesagt.
Bei Berücksichtigung des Halbschichtwachstums fällt die {001} weg und die Kan-
ten werden durch die auch experimentell beobachtete {021} gebildet. Dass auch
die {010}-Form in halben Schichten wächst, hat auf die Morphologie nur den fast
vernachlässigbaren Einfluss, dass die Tafeln unwesentlich dicker werden, was damit
begründbar ist, dass selbst halbe Schichten mit d020 = 7.6Å immer noch als „dick“
und damit energetisch günstig im Vergleich zu allen anderen dhkl-Schichten anzuse-
hen sind.
Analoge theoretische Morphologien wurden auch von Simon & Bienfait [83] an-
hand einer PBC-Analyse und von Heijnen & Hartman [86] auf der Grundlage von
Attachmentenergien veröffentlicht. Die von Heijnen & Hartman [86] bestimmten
Attachmentenergien stimmen außerdem in Reihenfolge und Größenordnung sehr gut
mit den hier berechneten Attachmentenergien überein.
4.1.2. Die Morphologie in Lösung
Flächen mit kleinen Beträgen der Attachmentenergie bilden innerhalb der Kristall-
schicht starke Wechselwirkungen aus, während über die Schichtgrenzen hinaus schwä-
chere Wechselwirkungen vorliegen. Wenn die dhkl-Schicht in der Modellvorstellung
an die bestehende Oberfläche angelagert wird, wird deshalb nur wenig Energie frei-
gesetzt, während bei Flächen mit großen Beträgen der Attachmentenergie große
Energiemengen frei werden.
Liegt allerdings ein Lösungsmittel vor, welches - wie Wasser - in der Lage ist, relativ
starke Wechselwirkungen zu den Atomen der Kristallschicht auszubilden, können
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freie Valenzen/Koordinationsstellen an der Kristallfläche durch Wassermoleküle ab-
gesättigt werden. So können auch Flächen mit höherer Attachmentenergie in Wasser
stabilisiert werden. Sollen hydratisierte dhkl-Schichten an eine hydratisierte Kristall-
fläche angelagert werden, müssen die Wasserschichten abgestreift werden, was Ener-
gie kostet und die großen Mengen freiwerdender Attachmentenergie (teilweise) kom-
pensiert. So können auch ungünstige Flächenschnitte in der Gegenwart von Wasser
zu Wachstumsflächen werden.
Der unter Kap. 3.2.3 beschriebene Ansatz wurde genutzt, um zumindest teilweise den
Einfluss des Lösungsmittels auf das Kristallwachstum zu berücksichtigen. Genau-
genommen hätten sämtliche Flächenschnitte mit diesem Ansatz behandelt werden
müssen. Da aber das Hauptziel darin bestand, die in Lösung wahrscheinlichsten Flä-
chenschnitte auszuwählen, wurde die Berechnung auf Flächen mit günstiger Attach-
mentenergie beschränkt.
Für sämtliche Flächenschnitte in Tab. 4.1 wurde ∆hydEsl, die Hydratationsenergie
des dhkl-dicken Flächenschnittes pro Formeleinheit Calciumsulfat, bestimmt und von
der Attachmentenergie abgezogen, um die korrigierte Attachmentenergie Eatt′ zu er-
halten. Die berechneten Werte sind zusammen mit den Werten der Attachmentener-
gie in Tab. 4.1 zu finden.
Genau wie die Attachmentenergien sind auch die Hydratationsenergien aller unter-
suchter Flächenschnitte negativ. Die Werte der Hydratationsenergie liegen in der
gleichen Größenordnung wie die der Attachmentenergie und korrelieren stark mit
diesen (Abb. 4.6, links). Das entspricht der Vorstellung, dass an ionischen Kristall-
flächen mit starken Wechselwirkungen zwischen den dhkl-Schichten (und damit stark
negativen Attachmentenergien) auch starke Wechselwirkungen zum polaren Lösungs-
mittel vorliegen sollten/können. Die Beträge der Attachmentenergie sind aber für
alle untersuchten Flächenschnitte größer als die der Hydratationsenergie. Bei einer
Anlagerung einer dhkl-dicken Schicht wird also immer noch mehr Energie frei, als für
das Abstreifen der Hydratationsschichten nötig ist.
Dadurch, dass Attachment- und Hydratationsenergie in der gleichen Größenordnung
liegen, fallen die Beträge der korrigierten Attachmentenergie deutlich kleiner aus als
die der Attachmentenergie (Abb. 4.6, rechts). Außerdem ändern sich die energeti-
schen Relationen der Flächenschnitte (andere Schnitte einer Fläche können zum
energetisch günstigsten Schnitt werden und auch die Rangfolge der Flächen ändert
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sich etwas), was die Möglichkeit der Morphologiebeeinflussung durch die Anwesen-
heit von Lösungsmittel verdeutlicht.
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Abb. 4.6.: Zusammenhang zwischen der Attachmentenergie und der Hydratationsenergie
einer dhkl-dicken Schicht (links) bzw. zwischen der Attachmentenergie und der
korrigierten Attachmentenergie (rechts); Werte aus Tab. 4.1
Dennoch nehmen mit steigenden Beträgen der Attachmentenergie tendenziell auch
die Beträge der korrigierten Attachmentenergie schnell zu. Schnitte mit so ungün-
stiger Atomanordnung, dass sich sehr stark negative Attachmentenergien ergeben,
lassen sich auch durch eine ebenfalls starke Hydratation nicht in energetische Größen-
ordnungen bringen wie Schnitte mit günstiger Atomanordnung. Dieser Zusammen-
hang ist eine Bestätigung dafür, dass es ausreicht, für die Berechnung der korri-
gierten Attachmentenergie die Flächenschnitte mit günstiger Attachmentenergie zu
betrachten.
Abb. 4.7 zeigt die anhand der korrigierten Attachmentenergien berechneten Morpho-
logien für Anhydrit und Gips. Auffällig ist, dass beide Morphologien deutlich nadel-
förmiger sind als für die unkorrigierten Attachmentenergien, was zumindest für Gips
eher den experimentellen Beobachtungen entspricht. Die Nadelrichtung entspricht
in beiden Fällen der Orientierung der Calcium-Sulfat-Ketten in der Kristallstruktur.
Offensichtlich kann das Lösungsmittelwasser den Energiegewinn bei Anlagerung von
Kristallbausteinen entlang der Calcium-Sulfat-Kette (je zwei Bindungen zwischen
Ca2+ und SO2–4 ) nicht so gut kompensieren wie an anderen Flächen, sodass die Kopf-
flächen in Lösung im Vergleich zu den anderen Flächen schlechter stabilisiert werden
und schneller wachsen.
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Bei Berücksichtigung von Halbschichtwachstum taucht bei Anhydrit als zusätzliche
Fläche die {202} auf. Die Morphologien von Gips mit und ohne Berücksichtigung des
Halbschichtwachstums unterscheiden sich dagegen, abgesehen von einem minimalen
Dickenzuwachs, kaum. Bemerkenswert ist hier aber, dass durch die Anwesenheit des
Wassers auch ohne Berücksichtigung des Halbschichtwachstums die richtige Kanten-
fläche {021} erscheint.
(100)
(010)
(001)
Anhydrit Gips
(20 0)
(02 0)
(00 2)
(011)(20 2)
(20 2) (011)
(111)(110)
(02 1)
(110)(111)
(010)
(02 1)
(111)(110)
(02 1)
(110)(111)
(02 0)
(02 1)
Abb. 4.7.: Mit Hilfe der korrigierten Attachmentenergie berechnete Morphologien von An-
hydrit und Gips jeweils ohne (links) und mit (rechts) Berücksichtigung von
Halbschichtwachstum
4.1.3. Flächenauswahl
Flächenschnitte, die selbst nach der Lösungsmittel-Korrektur sehr hohe Beträge der
Attachmentenergie aufwiesen, wurden von der weiteren Betrachtung ausgeschlossen.
Besonders in Gegenwart von Wasser sind aber teilweise verschiedene Flächenschnitte
einer Fläche energetisch sehr ähnlich. Da die später zu untersuchende Adsorption der
Additive eine zusätzliche energetische Verschiebung bewirken kann, wurden solche
Schnitte parallel untersucht. Neben den energetisch günstigsten Schnitten wurden
weiterhin solche Schnitte ausgewählt, die über eine für die Adsorption interessan-
te Atomanordnung an der Oberfläche verfügen (z. B. freiliegende Calcium-Ionen).
Zusätzlich werden die Flächen weiter betrachtet, deren Vorliegen aus experimen-
tellen Untersuchungen zur Morphologie unter Additiv-Einfluss bekannt war (vgl.
Kap. 2.4.2), d. h. die (100)- und die (101¯)-Fläche.
Schnitte, die sich nur durch die Lage der äußersten, austauschbaren Kristallwasser-
positionen voneinander unterschieden, konnten sinnvoll für Adsorptionssimulationen
verwendet werden und lieferten außerdem voneinander unabhängige Simulationen
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bei der Untersuchung der Hydratationsschichten. Damit standen für die weiteren
Simulationen 30 Beispielflächen mit energetisch sinnvoller Atomanordnung zur Ver-
fügung, von denen davon ausgegangen werden kann, dass es sich mit hoher Wahr-
scheinlichkeit um realitätsnahe Flächenmodelle handelt (bei Vernachlässigung von
Wachstumsstufen). Die ausgewählten Flächenschnitte sind in Tab. 4.1 in der Spalte
„weiter“ gekennzeichnet, die atomaren Anordnungen sind im Anhang aus verschiede-
nen Blickrichtungen dargestellt (Abb. C.4 und C.5).
4.2. Die Mineral-Wasser-Grenzfläche
Die Untersuchung der Mineral-Wasser-Grenzfläche diente vor allem dazu, die simu-
lierten Grenzflächen als Medium der Adsorption energetisch, strukturell und dyna-
misch zu charakterisieren und damit besser einschätzen zu können. Da die Wasser-
moleküle mit den Additiven bei Adsorptionssimulationen umWechselwirkungsplätze
an der Mineraloberfläche konkurrieren, stand hier vor allem der strukturelle Aufbau
der Hydratationsschichten, die Wechselwirkung zwischen Wassermolekülen und der
Kristallschicht, die Klassifizierung der Wassermoleküle in der Hydratationsschicht
und eine Beurteilung der Beweglichkeit der Wassermoleküle im Vordergrund. Die
Ergebnisse der Untersuchungen werden im Folgenden vorgestellt und diskutiert.
4.2.1. Oberflächenstabilität
Die unter Kap. 4.1 dargestellten Ergebnisse zur Morphologievorhersage beruhen
ausschließlich auf Betrachtungen der idealen, experimentell bestimmten Kristall-
struktur. Bei Erzeugung einer Ober-/Grenzfläche und dem damit verbundenen Weg-
fallen kompensierender Kräfte in z-Richtung kommt es aber in aller Regel zu Ver-
änderungen der Atomlagen an der Ober-/Grenzfläche. Im einfachsten Fall kann es
sich dabei um das Einstellen geringerer Atomabstände handeln (in dieser Arbeit
als „Relaxation“ bezeichnet), es können aber auch komplexere Umstrukturierungen
erfolgen (in dieser Arbeit als „Rekonstruktion“ bezeichnet). In Anwesenheit von Lö-
sungsmittel können die Veränderungen deutlich anders ausfallen, da die Lösungsmit-
telmoleküle freie Wechselwirkungsstellen an der Kristallschicht besetzen und diese
so stabilisieren können.
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In Tab. 4.2 sind für alle untersuchten Flächenschnitte die RMSD-Werte als Maß für
die Veränderung der äußersten Atomlagen der Kristallschicht gegenüber der Bulk-
kristallstruktur separat für Calcium- und Sulfat-Ionen sowohl für die Grenzflächen
zu Vakuum als auch zu Wasser zusammengestellt.
Tab. 4.2.: Lageveränderungen äußerster Kristallschichtatome an den Grenzflächen zu Va-
kuum bzw. Wasser
gegenüber Vakuum gegenüber Wasser
RMSD (Å) Typ RMSD (Å) Typ stabil
Flächenschnitt Ca2+ SO2–4 Ca
2+ SO2–4 beweglich
A-(100)-1 0,17 0,21 S 0,18 0,21 S S
A-(010)-1 0,15 0,20 S 0,14 0,21 S S
A-(001)-1 0,19 0,26 S * 0,22 0,44 S * S
A-(001)-2 – – I – – I I
A-(110)-1 0,21 0,28 L 0,26 0,31 L S
A-(011)-2 0,50 1,09 K 0,16 0,31 L I
A-(011)-3 0,73 0,60 K 0,47 0,45 K I
A-(101)-1 0,17 0,54 L 0,17 0,30 S * S
A-(101)-2 0,24 0,61 L * 0,16 0,29 S * I
G-(010)-1 0,26 0,27 L * 0,26 0,30 L * S
G-(010)-2 0,14 0,17 S 0,15 0,17 S S
G-(010)-3 0,16 0,17 S 0,16 0,17 S S
G-(02¯1)-1 0,20 0,22 L 0,19 0,21 L S
G-(02¯1)-2 1,55 1,45 K 0,24 0,27 L S
G-(02¯1)-3 0,13 0,18 S 0,13 0,17 S S
G-(02¯1)-4 0,25 0,24 L 0,24 0,25 L S
G-(001)-2 0,27 0,24 L 0,19 0,23 L S
G-(011)-1 0,28 0,24 L 0,21 0,24 L S
G-(031)-3 0,25 0,25 L 0,23 0,25 L S
G-(031)-4 0,25 0,25 L 0,22 0,25 L S
G-(111¯)-1 0,26 0,32 L 0,26 0,27 L S
G-(111¯)-2 0,29 0,29 L 0,27 0,27 L S
G-(111¯)-5 0,23 0,65 K 0,27 0,29 L S
G-(110)-3 0,15 1,90 K * 0,16 0,29 L S
G-(110)-5 1,16 0,37 K * 0,35 0,24 L * S
G-(100)-1 1,55 1,28 K * 0,40 0,40 K * K
G-(100)-2 1,58 1,57 K * 1,76 0,35 K * K
G-(101¯)-1 0,33 0,60 K * 0,36 0,34 L S
G-(101¯)-2 0,24 0,71 K 0,24 0,27 L S
RMSD berechnet nach Gl. 3.9 gegen experimentell bestimmte Kristallstrukturen [3,4]; Typ: Art
der Veränderung der Atomlagen (S: Atomlagen bleiben stabil, nur thermische Schwingungen; L:
Relaxation, geringe Abstandsveränderungen senkrecht oder parallel zur Oberfläche; K: Rekon-
struktion, stärkere Veränderungen der Atompositionen relativ zueinander; I: instabil, vollkommen
andere Struktur); * - erhöhte Beweglichkeit der Ionen, d. h. gegenüber Simulationen der Bulk-
kristalle erhöhte RMSF -Werte; Typ beweglich: Verhalten des Flächenschnittes bei Simulation
mit komplett beweglichen Atomen (S: stabil; I: instabil; K: Rekonstruktion)
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In Tab. 4.2 ist ebenfalls gekennzeichnet, ob es sich entsprechend der visualisierten
Trajektorie bei den aufgetretenen Veränderungen um eine Relaxation („L“, nur kleine
Verschiebungen der Ionen senkrecht oder parallel zur Grenzfläche) oder eine Rekon-
struktion („R“, Umlagerung der Ionen) handelt. Waren optisch keine Veränderungen
zu beobachten (nur thermische Schwingungen), wurde der Flächenschnitt als stabil
(„S“) bezeichnet. Instabile („I“) Flächenschnitte sind dagegen solche, bei denen eine
kollektive Umordnung aller Ionen zu einer völlig anderen Struktur erfolgte.
Bei den zur Beurteilung der Oberflächenstabilität verwendeten Simulationen in Lö-
sung lagen Atome im Inneren der Kristallschicht räumlich fixiert vor, um die ideale
Kristallstruktur vorzugeben. Die Ergebnisse von Vergleichssimulationen mit vollstän-
dig beweglichen Atomen der Kristallschicht („stabil beweglich“ in Tab. 4.2) zeigen,
bei welchen Flächenschnitten die Fixierung innerer Atomlagen in Gegenwart von Lö-
sungsmittel notwendig ist, um die Stabilität der Kristallschicht zu gewährleisten.
Um die Werte besser einschätzen zu können, wurden Abweichungsmaße
(RMSD,RMSF,B-Faktoren) auch mit Hilfe von Simulationen der Bulkkristalle
berechnet, da einerseits die dort generierten B-Faktoren direkt mit Literaturwerten
vergleichbar sind und andererseits die Stärke der Lageveränderung an der Grenz-
fläche gegenüber der normal im Bulkkristall auftretenden relativiert werden kann
(Tab. 4.3). Im Fall von Anhydrit stimmen die B-Faktoren sehr gut mit den Li-
teraturdaten überein. Für Gips liegen die simulierten Werte etwas unterhalb der
experimentellen, bei gleichzeitig sehr großen Unterschieden in den experimentellen
Angaben.
Vor diesem Hintergrund wird offensichtlich, dass bei den SimulationenRMSF -Werte
um 0,15 für Calcium und um 0,18 für Sulfat allein schon durch die thermische
Bewegung in der Bulkphase verursacht werden. Für die Kristallschichten lagen die
RMSF -Werte im gleichen Bereich wie für die Bulkphase und sind deshalb in Tab. 4.2
nicht separat aufgeführt. Nur wenn für die KristallschichtenRMSF -Werte berechnet
wurden, die deutlich größer als die der Bulkphase waren, erfolgte eine Kennzeichnung
mit einem „*“ in Tab. 4.2).
Die für die Bulkkristalle berechneten RMSD-Werte liegen geringfügig höher als
die entsprechenden RMSF -Werte, was mit einer optisch kaum wahrnehmbaren
Veränderung der mittleren Atompositionen gegenüber den experimentellen Kristall-
strukturen verbunden ist. Diese kleinen Änderungen sind wahrscheinlich auf das ver-
wendete Kraftfeld zurückzuführen, aber gleichzeitig als vernachlässigbar klein anzu-
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Tab. 4.3.: Lageveränderung der Atome im Bulk von Anhydrit und Gips im Vergleich zu
Literaturdaten
simulierte Werte exp. B-Faktoren*
Gips/ Einheit RMSD RMSF B-Faktor A B C
Anhydrit (Å) (Å) (Å2) (Å2) (Å2) (Å2)
Anhydrit Ca2+ 0,165 0,151 0,603 0,59 0,65 0,72
S 0,188 0,157 0,649 0,51 0,55 0,64
O1 – – – 0,99 0,99 1,06
O2 – – – 0,93 0,94 1,03
O 0,215 0,193 0,980 – – –
SO2–4 0,210 0,186 – – – –
Gips Ca2+ 0,173 0,145 0,551 0,91 0,88 1,78
S 0,149 0,149 0,583 0,78 0,66 1,56
O 0,188 0,185 0,897 1,30 1,45 2,04
OW 0,211 0,204 1,100 1,90 2,19 2,62
H 0,327 0,264 1,831 – – –
SO2–4 0,181 0,177 – – – –
H2O 0,293 0,244 – – – –
RMSD-, RMSF -Werte und B-Faktoren berechnet entsprechend Kap. 3.3.2; * teilweise be-
rechnet aus experimentellen Temperaturfaktoren; Vergleichs-Literatur Anhydrit: A: Kirfel
& Will [3], B: Hawthorne & Ferguson [310] und C: Morikawa et al. [311]; Vergleichs-
Literatur Gips: A: Boeyens & Ichharam [4], B: Cole & Lancucki [312] und C: Pedersen
& Semmingsen [14]
sehen. Als Maß für die Veränderung der Struktur ergibt sich demnach RMSDsurf −
RMSDbulk.
Für stabile Kristallschichten giltRMSDsurf ≈ RMSDbulk, das heißt, dass die Abwei-
chung der tatsächlichen Atomlagen von den experimentell bestimmten Atomlagen
größtenteils durch die thermische Bewegung verursacht ist. Für relaxierende Flä-
chen gilt RMSDsurf ≥ RMSDbulk und für rekonstruierende Flächen RMSDsurf 
RMSDbulk.
Stabilität gegenüber Vakuum
Besonders stabile Strukturen liegen bei den drei großen Anhydrit-Flächen (100),
(010) und (001) sowie bei der großen Gipsfläche (010) (Schnitt 2 und 3) vor. Auch
im Vakuum, wo besonders große Kräfte herrschen, sind hier kaum Veränderungen
der Atomlagen zu verzeichnen. Selbst bei komplett beweglichen Atomen bleibt die
Flächenschicht auch im Vakuum ohne Strukturänderungen bestehen. (Die etwas
erhöhten RMSD-Werte für Sulfat-Ionen bei der (001)-Anhydrit-Fläche gehen mit
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einer erhöhten Beweglichkeit der Sulfat-Ionen um ihre Gleichgewichtslage einher,
entsprechen also nicht einer echten Positionsänderung.)
Die meisten der übrigen Flächenschnitte relaxieren im Vakuum etwas. Diese Re-
laxationen bestehen in der Regel in einer kollektiven, sehr geringen Verschiebung
(≤0.1Å) der Atomschwerpunkte in Richung Kristall oder parallel zur Oberfläche.
Fallen die RMSD-Werte für SO2–4 deutlich höher aus als für Ca
2+, ist das in der
Regel mit einer leichten Verdrehung oder geringen Verzerrung der Sulfattetraeder
zu begründen. Für den relaxierenden Flächenschnitt G-(02¯1)-4 erzielten Rubbo
et al. [313] in analogen Untersuchungen vergleichbare Werte für die Änderung der
Atomlagen an der Oberfläche.
An einigen Flächen erfolgt eine Rekonstruktion der Atomlagen. Calcium- und Sulfat-
Ionen verschieben sich dabei gegeneinander, sodass verbesserte Wechselwirkungen
möglich sind. Ein Beispiel dafür ist in Abb. 4.8a zu sehen, wo die äußersten Calcium-
Sulfat-Ketten zur Seite kippen, um durch Wechselwirkungen mit tiefer liegenden
Calcium-Sulfat-Ketten die Anzahl von Koordinationen zu erhöhen.
Stabilität gegenüber Wasser
Allgemein ist zu beobachten, dass die Kristallflächen in Gegenwart von Wasser struk-
turell stabiler werden. Einige der Flächen, die im Vakuum noch Relaxationen aufwie-
sen, werden im Wasser zu stabilen Flächen. Viele der rekonstruierenden Flächen wer-
den im Wasser zu relaxierenden Flächen. Rekonstruktionen treten nur noch bei der
(011)-Anhydritfläche und der (100)-Gipsfläche auf. An der (100)-Gipsfläche liegen
calciumreiche Gebiete neben sulfatreichen Gebieten vor. Die hohe Ladungstrennung
wird dadurch ausgeglichen, dass einige der Calcium-Ionen ihre Referenzposition ver-
lassen und an den sulfatreichen Gebieten adsorbieren. Dabei nehmen sie etwa die
Lagen ein, welche in der Bulkstruktur ebenfalls durch Calcium-Ionen besetzt wären
(Abb. 4.8b). Im Fall der (011)-Anhydritfläche kommt es zu einer Aufspaltung der
Calcium- und Sulfat-Lagen in je zwei unterschiedliche Lagen, verbunden mit einer
deutlichen Annäherung der Ionenschwerpunkte an den Kristall (Abb. 4.8c).
Abgesehen von diesen beiden Flächen und dem A-(001)-2-Flächenschnitt (welcher
sowohl im Vakuum als auch im Wasser instabil ist), sind die Strukturen der Flächen
imWasser so stabil, dass sie selbst bei komplett beweglichen Kristallatomen bestehen
bleiben. (Letzteres ist in Anbetracht des sehr kleinen simulierten Systems mit nur
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wenigen Nanometern Kantenlänge nicht selbstverständlich). Für Simulationen in
Lösung ist also die Fixierung innerer Kristallatome in den meisten Fällen nicht
nötig, um die Struktur zu stabilisieren2.
(a) G-(02¯1)-2, gegenüber Vakuum
(b) G-(100)-1, gegenüber Wasser
(c) A-(011)-3, gegenüber Wasser
Abb. 4.8.: Beispielhafte Darstellung rekonstruierender Flächen: experimentelle Kristall-
struktur (links) und Schnappschüsse der Simulation (rechts)
[Lösungswasser aus Gründen der Übersicht nicht dargestellt; Pfeile symbolisie-
ren Ionenbewegung]
2Die Fixierung innerer Kristallschichtatome hatte aber auch keine Auswirkung auf die untersuch-
ten Hydratationsschichteigenschaften und wurde deshalb aus auswertetechnischen Gründen bei
den Simulationen angewendet.
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Eine solch starke Stabilisierung von Kristallfächen durch die Anwesenheit von Was-
ser wird auch für andere Systeme beschrieben. So beobachtet Wright et al. [142]
beispielsweise bei ihren Simulationen, dass bereits eine Monolage Wasser auf Calcit-,
Dolomit- oder Magnesit-(011¯4)-Flächen die Relaxation deutlich reduziert. Cooke
& Elliott [314] simulierten Calcit-Nanopartikel unterschiedlicher Größe (18–324
FE). Sie konnten feststellen, dass selbst die kleinsten Partikel, die im Vakuum stark
fehlgeordnet wurden, in Wasser ihre Strukturordnung beibehielten.
4.2.2. Strukturelle Charakterisierung der
Hydratationsschichten
Die Hydratationsschicht als Ganzes
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Abb. 4.9.: Dichteprofil im Lösungsmittel (unten) im Vergleich zur Simulationsbox (oben)
am Beispiel des Flächenschnittes G-(010)-2
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Abb. 4.9 zeigt das sich am G-(010)-2-Flächenschnitt einstellende Dichteprofil des
Wassers. In der Mitte der Simulationsbox (ca. 3,5–5 nm) besitzt das Lösungsmittel
Volumeneigenschaften („Bulkwasser“, blau hervorgehoben) und die geforderte Dich-
te von 1,0 g/cm3. In diesem Bereich weist das Dichteprofil ausschließlich statistische
Schwankungen mit einer Standardabweichung von σ = 0, 154nm-3 auf. Zwischen
diesem Bulkwasserbereich und der Kristallschicht zeigen sich sehr starke Dichteos-
zillationen, die „Hydratationsschichten“ (rot hervorgehoben). Hier wird das Wasser
durch die Anwesenheit der Kristallschicht so stark beeinflusst und geordnet, dass
sich einzelne Dichtepeaks, aber auch teilchenarme Gebiete herausbilden. Im Folgen-
den wird unter der Hydratationsschicht der Bereich in z-Richtung verstanden, in
welchem die OW-Teilchendichte um mehr als ±3σ von der Bulkdichte abweicht.
Die Hydratationsschichten der verschiedenen Flächenschnitte unterscheiden sich in
ihrer Ausdehnung sowie in der Anzahl, Form und Amplitude der auftretenden Os-
zillationen. Die Dichteprofile können einzelne, scharfe Peaks aufweisen, wie beim
G-(010)-2-Flächenschnitt in Abb. 4.9, aber auch mehrere kleinere und stärker über-
lagerte Peaks (Abb. 4.10).
-0,5 0,0 0,5 1,0 1,5
Abstand von der Kristallfläche r in nm
0
50
100
150
O
W
-T
ei
lc
he
nd
ic
ht
e 
ρ z
 
in
 1
/n
m
3
A-(101)-2
0
50
100
150
A-(100)-1
-0,5 0,0 0,5 1,0 1,5
0
50
100
150
O
W
-T
ei
lc
he
nd
ic
ht
e 
ρ z
 
in
 1
/n
m
3
G-(101)-2
0
50
100
150
G-(021)-1
Abb. 4.10.: Gegenüberstellung von Dichteprofilen der Hydratationsschichten ausgewählter
Flächenschnitte
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Für eine bessere Vergleichbarkeit wurde in Abb. 4.10 auf der x-Achse diesmal nicht
die z-Koordinate aufgetragen, sondern der senkrechte Abstand von der Kristallflä-
che (in z-Richtung), gemessen vom äußersten Calcium- oder OS-Atom. Negative
Abstände rühren deshalb von Rauheit auf atomarer Ebene oder austauschbaren
Kristallwasserpositionen an der Kristallschichtoberfläche her.
Dichteoszillationen an der Festkörper-Lösungsmittel-Grenzfläche werden in der Lite-
ratur vielfach beschrieben (vgl. Kap. 2.3.1 und 2.3.2). Speziell für die Grenzflächen
zwischen ionischen Festkörpern und Wasser liegen experimentell bestimmte Dichte-
profile mit ausgeprägten Oszillationen z. B. für Fluorapatit [105], Muskovit [315], Ortho-
klas [316], Hämatit und Korund [107], Calcit [106] sowie für NaCl [120] vor. Auch in theore-
tischen Untersuchungen werden die Dichteschwankungen gefunden, sowohl mit klas-
sischen, parametrisierten MD-Simulationen (z. B. für Calcit [143,144,150,151,154,155], Al-
kalihalogenide [139–141], Barit [145] und Rutil [317]) als auch mit dynamischen Ab-initio-
Methoden (z. B. für Titanoxid [128], Natriumchlorid [132] und Quartz [133]).
In Tab.B.9 im Anhang (S. B-19) sind für alle untersuchten Flächenschnitte Beginn
(HSA) und Ende (HSE) der Hydratationsschichten in Form von Abständen zum
äußersten Kristallatom sowie die daraus resultierende Breite ∆HS in nm angege-
ben. Zusätzlich ist der Abstand zum Bulkwasserbereich BWA enthalten. Der Ver-
gleich zwischen den Angaben für die Hydratationsschichten an der jeweiligen Ober-
und Unterseite einer Kristallschicht gibt einen Überblick über die Genauigkeit und
Reproduzierbarkeit der Ergebnisse. Demnach lässt sich die Breite der Hydratations-
schicht etwa auf ±0, 02 nm genau bestimmen. Bei dem nur optisch ermittelten BWA
treten Abweichungen von bis zu 0,07 nm auf.
Prinzipielle Unterschiede zwischen Hydratationsschichtbreiten von Anhydrit und
Gips lassen sich nicht feststellen. Auch ein Zusammenhang zwischen der Breite der
Hydratationsschicht oder deren Ende und der Hydratationsenergie der dhkl-Schicht
(vgl. Tab. 4.1, S. 120) oder der Hydratationsenenergie der Flächen (vgl. Tab.B.11,
S. B-21) lässt sich nicht nachweisen.
Die Dicke der Hydratationsschichten schwankt mit wenigen Ausnahmen zwischen 0,9
und 1,1 nm und beträgt im Mittel 1,0 nm. In einem Abstand von 1,5 nm von der Kris-
tallfläche kann sicher von Volumenverhältnissen in der Lösungsphase ausgegangen
werden. Flächenschnitte mit einer verhältnismäßig dicken Hydratationsschicht, wie
G-(02¯1)-2 oder G-(001)-2, besitzen auch eine hohe atomare Rauheit bzw. tief lie-
gende, austauschbare Kristallwasserpositionen (HSA-Werte weit im Negativen). Be-
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sonders dünne Hydratationsschichten besitzen die übrigen G-(02¯1)-Schnitte sowie
der G-(010)-1-Schnitt. Die Ausdehnung der Hydratationsschichten liegt damit in
der gleichen Größenordnung wie experimentell untersuchte oder simulierte Hydrata-
tionsschichten in anderen Systemen (Tab. 4.4).
Tab. 4.4.: Auswahl von Literaturstellen mit experimenteller oder theoretischer Untersu-
chung ausgedehnter Wasserschichten an ionischen oder polaren Festkörpern mit
expliziter Darstellung von Dichteprofilen; (Angaben zur Ausdehnung gemessen
von der Festkörperoberfläche)
Ref. System Methode Bemerkung
[315] Muskovit X-ray adsorbiertes Wasser + Hydratationsschicht
(bis ca. 10Å)
[316] Orthoglas X-ray adsorbiertes Wasser + 5Å geschichtetes Wasser
[105] Fluorapatit X-ray Wasser unbeeinflusst nach 10Å
[107] Hämatit/Korund X-ray zwei adsorbierte Schichten, danach geschichtetes
Wasser, Bulkverhältnisse ab ca. 10Å
[106] Calcit X-ray zwei Schichten, keine geordnete Wasserstruktur
darüber hinaus, Bulkverhaltnisse ab ca. 10Å
[120] NaCl SXRD adsorbierte Schichten, in weiteren Schichten
Annäherung an Bulkverhältnisse
[318] BaF2 SFM Tropfen oder Wasserfilm von ca. 1 nm Dicke
[143,150] Calcit MD zwei fest adsorbierte Schichten + weitere
Schichtung bis ca. 10A
[151] Calcit, Hämatit MD Wasser beeinflusst bis etwa 15Å
[155] Calcit, Hämatit MD ab 15Å Bulkverhältnisse
[319] Muskovit MC Dichteoszillationen bis ca. 10Å
[320] Muskovit MD adsorbierte Schichten + weitere stark orientierte
Schichten bis ca. 10Å
[140] Alkalihalogenide MD Hydratationsschichtdicke 7–10Å
[139] NaCl-Quartz-Spalt MD Einfluss der Oberfläche bis ca. 10Å
[141] NaCl MD 3 Wasserschichten bis ca. 7Å,
Bulkverhältnisse ab 10Å
[321] Brucitporen MD Beeinflussung durch Oberfläche reicht ca. 10Å weit
[145] Barit MD 5 Wassersauerstoff-Peaks innerhalb von knapp 10Å
[322] MgO MD/MC zwei Schichten bis 6Å, danach Annäherung an
Bulkdichte und isotrope Orientierung
[317] Rutil MD adsorbierte Schicht + Hydrat-Schichten bis mind.
8Å, Bulkbeweglichkeit ab 15Å
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Die mittlere relative Dichte der Hydratationsschicht (berechnet anhand des von
Wassermolekülen eingenommenen Volumens und bezogen auf die Bulkwasserdichte)
ist für alle Hydratationsschichten ebenfalls in Tab.B.9 (S. B-19) zusammengestellt.
Sie schwankt zwischen 1,2 und 1,7, sodass im Mittel die Hydratationsschicht um den
Faktor 1,4 dichter ist als der Bulkwasserbereich. Die größten Werte werden für die
G-(02¯1)-Flächenschnitte beobachtet.
Die Werte liegen damit höher als die meisten Literaturangaben, sind aber auch nicht
direkt mit diesen vergleichbar. In der Literatur handelt es sich meist um die Mit-
telung von ρz über den gesamten z-Bereich der Hydratationsschicht, während hier
eine „effektive“ Dichte berechnet wurde, bei der nur tatsächlich von Wassermolekü-
len eingenommene Volumina berücksichtigt wurden, während aus energetischen oder
sterischen Gründen unbesetzte Volumenbereiche ausgeschlossen wurden3.
Im Anhang, in Tab.B.10 (S. B-20), ist für jede Hydratationsschicht die Anzahl
enthaltener Wassermoleküle angegeben. Bezogen auf eine Oberflächenelementarzelle
schwanken die Werte sehr stark: Je nach betrachteter Fläche werden pro Oberflä-
chenelementarzelle (4 FE) demnach 9–47 Wassermoleküle so sehr beeinflusst, dass
sie sich deutlich von Molekülen im Bulkwasser unterscheiden. Die kleinsten Werte
sind bei den morphologisch wichtigsten Flächen von Anhydrit und Gips zu finden,
welche sich durch große dhkl-Werte und dementsprechend geringe Flächeninhalte der
zugehörigen Oberflächenelementarmasche auszeichnen. Berücksichtigt man diese Un-
terschiede in der Größe der gebildeten Fläche und bezieht die Anzahl der Wasser-
moleküle auf eine Kristallfläche von 1 nm2, verringert sich die Schwankungsbreite
deutlich auf 21–43 Wassermoleküle, mit einem Mittelwert von 33.
Eine auffällige Besonderheit liegt für die Hydratationsschichten der beiden Flä-
chenschnitte G-(010)-1 und G-(010)-2 vor. Beide Flächenschnitte besitzen die glei-
che Atomanordnung und die gleichen Atomabstände in der äußersten Calcium-
Sulfat-Schicht (Abb. 4.11). Sie unterscheiden sich nur dadurch, dass bei Schnitt 1
an der Grenzfläche nur eine einfache, bei Schnitt 2 eine doppelte Calcium-
Sulfat-Schicht vorliegt. Dennoch beträgt die Dicke der Hydratationsschicht am
G-(010)-1-Flächenschnitt nur ca. 75% der Hydratationsschichtdicke am G-(010)-2-
Flächenschnitt und die Anzahl, Lage und Höhe der Dichtepeaks unterscheidet sich
deutlich (Abb. 4.11c).
3Für einen Bulkwasserbereich mit einer zeitlich gemittelten Gleichverteilung ergibt sich für beide
Berechnungsarten die gleiche Dichte. Für Bereiche mit stark lokalisierten Wasserpositionen wird
allerdings eine deutlich höhere effektive Dichte berechnet.
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(a) G-(010)-1 (b) G-(010)-2
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Abb. 4.11.: Atomare Anordnung der Flächenschnitte G-(010)-1 (a) und G-(010)-2 (b) im
Vergleich zum jeweiligen Dichteprofil (c)
[Atomare Anordnung jeweils in Seitenansicht (oben) und Aufsicht (unten);
r = 0: mittlere Lage der äußersten OS-Atome; HSE : jeweiliges Ende der
Hydratationsschicht]
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Selbst bei neutralen und unpolaren Flächen scheinen also auch tiefer liegende Schich-
ten einen nicht zu vernachlässigenden Einfluss auf die Struktur und Ausdehnung der
Hydratationsschicht zu besitzen.
In den Simulationen besitzt der durch die Anwesenheit der Kristallfläche gestörte
Wasserbereich eine ähnliche Ausdehnung wie der gestörte Wasserbereich um einzelne
freie Calcium- oder Sulfat-Ionen in Lösung bei vergleichbaren Simulationen und
Analysemethoden. Abb. 4.12 zeigt die berechneten Paarkorrelationsfunktionen für
OW-Atome um freie Calcium- bzw. Sulfat-Ionen in Lösung. Der Wasserbereich, in
welchem Abweichungen von den Bulkverhältnissen um mehr als 3σ auftreten, besitzt
in beiden Fällen eine Ausdehnung von etwa 1 nm.
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Abb. 4.12.: Paarkorrelationsfunktionen von OW-Atomen um freies Ca2+ (links) bzw. OS-
Atome (rechts) in Lösung
[dargestellte Kurven gemittelt über 10 Simulationen mit je 3 ns Länge; verän-
derter Bereich: Wasserbereich, in welchem Peaks der Paarkorrelationsfunk-
tion mit Amplituden > 3σ des unbeeinflussten Volumenbereiches auftraten;
rot: Ausschnittsvergrößerung; gestrichelte Linien: 3σ-Schranken sowie hinte-
re Grenze des veränderten Bereiches; erster Peak der Paarkorrelationsfunktion
entspricht acht OW-Atomen beim Ca2+ und drei OW-Atomen beim OS]
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Charakterisierung der Wassermoleküle in den Hydratationsschichten
Die Dichteprofile der untersuchten Hydratationsschichten zeigen nicht nur in z-Rich-
tung (senkrecht zur Kristallfläche, vgl. Abb. 4.10), sondern auch in xy-Richtung
(parallel zur Kristallfläche, Abb. 4.13) eine starke Strukturierung, wie sie auch für
andere Systeme beschrieben wurde [154,317,323].
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Abb. 4.13.: Lokale Dichteverteilung am Beispiel des A-(100)-1-Flächenschnittes als Dich-
teprofil entlang einer Ca2+-SO2–4 -Kette (a), Dichte-Konturplot (weiß) im Ver-
gleich zur Atomanordnung der Kristallfläche (b) und Ausschnittsvergrößerung
für einen Dichtepeak am Ca2+ (c)
[OW-Teilchendichten bezogen auf Bulkdichte; zu (a): nicht-lineare Graustufen-
Einteilung; zu (b): Dichte im Abstand von 0,23 nm von der äußersten Ca-
Position; weiße Linien im Abstand von 50 Einheiten; an Ca-Positionen stark lo-
kalisierte Wassermoleküle, dazwischen befinden sich Bereiche, die während der
gesamten Simulationszeit wasserfrei blieben; zu (c): Ca-Position bei x = y = 0]
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Um Unterschiede der Wassermoleküle in den Hydratationsschichten analysieren zu
können, wurden die einzelnen Wassermoleküle in Gruppen eingeteilt. Im Gegensatz
zu anderen Arbeiten erfolgte die Einteilung dabei nicht nur anhand von Minima
im Dichteprofil, sondern, so weit möglich, anhand der Koordinationsverhältnisse zu
Ionen der Kristallschicht. Eine solche Gruppe, im Folgenden als „Konformation“ be-
zeichnet, enthält dabei alle Wassermoleküle einer bestimmten Hydratationsschicht,
die sich durch eine gleichartige chemische Umgebung auszeichnen und sich deshalb
auch in ihrer Orientierung zur Kristallfläche, in ihren energetischen Verhältnissen
und in der Verweilzeit auf einer bestimmten Position ähneln.
Über eine solche Einteilung lassen sich stark überlagerte Dichtepeaks auftrennen
und Wassermoleküle, die sich zwar im gleichen Abstand zur Kristallfläche, aber in
unterschiedlichen Bindungsverhältnissen befinden, gesondert betrachten. Im Gegen-
satz zu Simulationen isolierter Wassermoleküle, adsorbiert aus dem Vakuum an den
interessierenden Positionen der Kristallfläche, ermöglicht das hier gewählte Vorge-
hen gleichzeitig die Berücksichtigung des Einflusses der übrigen Hydratationsschicht
auf die Orientierung, Energie und Kinetik des betrachteten Wassermoleküls.
Abb. 4.14 zeigt für eine Momentaufnahme der Simulation am Flächenschnitt
G-(010)-2 die identifizierten Konformationen im Vergleich zum Dichtprofil, farblich
aufgeschlüsselt in die separaten Dichteprofile der einzelnen Konformationen.
Der erste Peak im Dichteprofil des Flächenschnittes G-(010)-2 (K1) wird von Wasser-
molekülen hevorgerufen, die sich sehr dicht an der Kristallschicht befinden und
gleichzeitig an einem Calcium-Ion und einem benachbarten Sulfat-Ion koordinie-
ren (hellblau dargestellte Wassermoleküle). An einem Calcium-Ion der Grenzfläche
koordinieren jeweils zwei Wassermoleküle gleichzeitig. Zur Konformation zählen also
im zeitlichen Mittel zwei Wassermoleküle pro Oberflächenelementarzelle, bzw. 6,14
pro nm2, bzw. 96 in der gesamten Simulationsbox.
Der zweite Dichtepeak (K2) wird von Wassermolekülen verursacht, die nicht am
Calcium koordinieren, aber eine nahezu senkrecht orientierte Wasserstoff-Brücke
zu einem OS bilden (orange hervorgehoben). Im zeitlichen Mittel liegen in der ge-
samten Hydratationsschicht knapp 68Wassermoleküle mit dieser Koordination vor,
bei 96OS-Atomen an der Grenzfläche. Durchschnittlich sind also nur 71% der vor-
handenen OS-Atome koordiniert. An den restlichen vollziehen sich u. a. Austausch-
vorgänge, sodass sich kurzzeitig kein entsprechendes Wassermolekül in der Koordi-
nationssphäre befindet.
141
Ergebnisse und Diskussion Die Mineral-Wasser-Grenzfläche
050100150
OW-Teilchendichte ρ
z
 in 1/nm3
K1
K2
K3
K4
K5
total
(a) Dichteprofil (b) Momentaufnahme
Abb. 4.14.: Wasserkonformationen in der Hydratationsschicht des G-(010)-2-Flächen-
schnittes als Peaks des Dichteprofils (a) und Schnappschuss der Simulation
(b)
[Dichtepeaks von unten nach oben: K1-hellblau: Wassermoleküle, die mit
dem OW-Atom am Ca2+ koordinieren und eine H-Brücke zu OS bilden; K2-
orange: Wassermoleküle, die mit dem HW-Atom an einem OS-Atom koordinie-
ren; K3/K4/K5-grün/gelb/grau: Wassermoleküle ohne direkten Kontakt
zu Ionen der Kristallschicht, eingeteilt entsprechend der Minima im Dichtepro-
fil]
Wassermoleküle der Konformationen K1 und K2 besetzen Positionen, die im Bulk-
kristall von Kristallwasser eingenommen wären. Durch den Verlust von Ionenkoordi-
nationen gegenüber Bulkverhältnissen ergeben sich aber mehr oder weniger starke
Veränderungen in der Lage und der Orientierung.
Der dritte Dichtepeak (K3, in z-Richtung überlagert mit K2) gehört zu Wasser-
molekülen (grün), die nicht an Kristallschicht-Ionen koordinieren, aber mit den re-
lativ starr orientierten Wassermolekülen der Konformation K1 wechselwirken und
deshalb auch deutlich orientiert sind.
Ein anschließendes Minimum in Dichteprofil zeigt an, dass sich die Eigenschaften
des Wasser deutlich ändern. Eine Unterscheidung anhand von Koordinationsverhält-
nissen zu Kristallschichtionen ist aber hier nicht mehr möglich. Die Unterteilung der
nicht direkt an der Kristallschicht koordinierenden Wassermoleküle in die Konfor-
mationen K3–5 erfolgt deshalb entsprechend der Dichtepeaks. Der Flächenschnitt
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G-(010)-2 besitzt demnach drei Konformationen, die nicht in direktem Kontakt zur
Kristallfläche stehen und sich trotzdem in ihren Eigenschaften untereinander und
gegenüber Bulkwasser deutlich unterscheiden.
Abb. 4.15 zeigt mit dem Flächenschnitt G-(02¯1)-3 ein weiteres Beispiel für die ver-
schiedenen Hydratationsschicht-Konformationen. An diesem Flächenschnitt liegen
kristallographisch verschiedene Ca2+- und SO2–4 -Positionen vor, wodurch sich auch
eine deutlich größere Zahl und Vielfalt an Wasserkonformationen ergibt. Wie am
Dichteprofil zu sehen ist, wäre eine ausschließliche Betrachtung und Unterscheidung
anhand von Dichteprofil-Minima hier nicht zielführend.
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Abb. 4.15.: Wasserkonformationen in der Hydratationsschicht des G-(02¯1)-3-Flächen-
schnittes als Peaks des Dichteprofils (a) und Schnappschuss der Simulation
(b)
[kristallographisch unterschiedliche Calcium- und Sulfat-Ionen an der
Grenzfläche; Dichtepeaks von unten nach oben: K1-violett: Ca-OW-
Koordination + 1H-Brücke; K2-blau: Ca-OW-Koordination; K3-rot:
2H-Brücken; K4-hellblau: Ca-OW-Koordination; K5-pink: 2H-Brücken;
K6-orange: 1H-Brücke; K7/K8-grün/grau: kein direkter Kontakt zur
Kristallschicht]
Wassermoleküle der Konformationen K1–K3 besetzen Positionen, die im Bulk-
Kristall von Kristallwasser besetzt wären. Obwohl an der Grenzfläche gegenüber
dem Bulk-Kristall für die Wassermoleküle weniger Koordinationsmöglichkeiten zu
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Kristallionen vorliegen, werden diese Positionen mit hoher struktureller Stabilität
beibehalten.
Die Konformationen K4 und K5 ähneln auf den ersten Blick den Konformationen K2
und K3, befinden sich aber an Positionen, die im Bulkkristall von Ionen und nicht
von Kristallwasser eingenommen werden, und die eine etwas andere chemische Umge-
bung besitzen als die K2- und K3-Positionen. Entsprechend unterschiedlich sind auch
die Eigenschaften der Konformationen: Während 84% aller möglichen Positionen für
eine K3-Konformation tatsächlich besetzt sind, sind es bei der K5-Konformation nur
41%, und die Wassermoleküle der K4-Konformationen werden ca. 300 Mal schneller
ausgetauscht als Wassermoleküle der K2-Konformation.
Freie OS-Atome, die nicht bereits durch Koordinationen zu Wassermolekülen ande-
rer Konformationen abgesättigt sind, bilden einzelne H-Brücken zu Wassermolekü-
len, die relativ beweglich in ihren Positionen sind, schnell ausgetauscht werden und
aufgrund dessen alle zu einer Konformation, K6, zusammengefasst wurden. Daran
schließen sich noch zwei Konformationen ohne direkten Kontakt zur Kristallschicht
an.
Für jeden der untersuchten Flächenschnitte konnten auf diese Weise jeweils 5–10
(in Ausnahmefällen bis zu 22) verschiedene Konformationen innerhalb der Hydrata-
tionsschicht identifiziert werden. Die gefundenen Konformationen und deren Cha-
rakterisierung sind im Anhang in Tab.B.12 (S. B-22) zusammengestellt.
In Abhängigkeit der Art und Anzahl von Kristallschicht-Ionen, an denen die Was-
sermoleküle koordinieren, lassen sich die identifizierten Konformationen zu wenigen
verschiedenen Konformationstypen (im Folgenden mit „KT“ abgekürzt) zusammen-
fassen (Abb. 4.16), die auf nahezu allen Flächenschnitten in unterschiedlicher Aus-
prägung zu finden sind.
Kristallwasser im Gips besitzt eine Ca-OW-Koordination sowie 2H-Brücken zu OS
(vgl. Abb. 2.3, S. 9). Die Konformationstypen mit Ionen-Koordination zeichnen sich
durch einen teilweisen bis vollständigen Verlust dieser Koordinationen aus (C1:
Ca-OW + 1H-Brücke, C2: nur Ca-OW, S1: 2H-Brücken, S2: 1H-Brücke). Einen
Sonderfall stellt C3 dar, wo das OW eine OS-Position des Kristalls einnimmt und
so mit zwei Calcium-Ionen gleichzeitig wechselwirken kann. Wassermoleküle, die an
Kristallschicht-Ionen koordinieren, bleiben für eine gewissen Zeit (Verweilzeit/Le-
bensdauer) lokalisiert an diesem Ion und tauschen nicht nennenswert zwischen den
Hydratsphären verschiedener Ionen aus.
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Kristallwasser Sulfat-Koordination
S1 S2
C1 C2 C3
Calcium-Koordination
Abb. 4.16.: Schematische Darstellung der unterschiedenen Konformationstypen für Wasser
in den Hydratationsschichten der untersuchten Flächenschnitte
[blau: Calcium, rot: Sulfat, schwarz: Wasser]
Daneben existieren Wassermoleküle, die zwar nicht direkt an der Kristallfläche ko-
ordinieren, aber trotzdem durch diese beeinflusst werden (O1/O2). Sie sind dem
Bulkwasser am ähnlichsten und besitzen weder einheitliche Orientierungen noch
feste Positionen. Trotzdem weicht ihre Dichteverteilung aufgrund der Wechselwir-
kung zu den direkt an Kristall-Ionen koordinierenden Wassermolekülen deutlich
von der des Bulkwassers ab. Als KT O2 werden dabei alle Wassermoleküle ohne
Ionen-Koordination zusammengefasst, die eine ganze Schicht parallel zur Kristallflä-
che ausfüllen, als KT O1 solche Wassermoleküle, die Zwischenpositionen zwischen
Konformationstypen mit Ionen-Koordination einnehmen.
Erwartungsgemäß ist die lokale „Beweglichkeit“ eines Wasermoleküls in der Hydrata-
tionsschicht um seine Gleichgewichtslage herum (hier charakterisiert anhand der
Breite der Dichtepeaks) umso geringer, je fester es durch stärkere Wechselwirkungen
oder mehrere Koordinationen zur Kristallfläche gebunden ist. Generell sind die Was-
sermoleküle in Konformationen mit Calcium-Koordination viel weniger beweglich
als solche mit Sulfat-Koordination oder ohne Ionen-Koordination (Abb. 4.17). Un-
ter den Calcium-Koordinationen werden bei C1- und C3-Typen, unter den Sulfat-
Koordinationen bei den S1-Typen besonders schmale Peaks gefunden.
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Abb. 4.17.: Verteilung der Dichtepeak-Breiten für die einzelnen Konformationstypen
[Konformationen der G-(100)-Flächenschnitte nicht berücksichtigt wegen
mangelnder Vergleichbarkeit aufgrund von Rekonstruktion]
Konformationen mit Sulfat-Koordination
Durch die Hydratation füllen die OS-Atome die durch die Grenzflächenbildung ge-
störte Koordinationssphäre auf. Bei Simulationen eines freien Sulfat-Ions in Lösung
befinden sich in der Koordinationssphäre eines OS-Atoms 2–6 HW-Atome, im Mit-
tel 3,3. Im Vergleich dazu besteht die OS-Koordinationssphäre in den Kristallstruk-
turen von Anhydrit und Gips entweder aus zwei Calcium-Ionen oder aus einem
Calcium-Ion und zwei HW-Atomen des Kristallwassers (vgl. Kap. 2.1). Um eine ver-
gleichbare Koordinationszahl für die Analyse der OS-Koordinationsverhältnisse in
der Grenzfläche der untersuchten Flächenschnitte zu haben, wird diese hier alsKZ =
KZCA + 0, 5 ·KZHW definiert. Dementsprechend beträgt die OS-Koordinationszahl
in den Kristallstrukturen von Anhydrit und Gips 2,0 und für freies Sulfat in Lösung
1,6.
An der Grenzfläche erreichen 76% der OS-Atome ebenfalls eine Koordinationszahl
zwischen 1,6 und 2,0. 23% besitzen Koordinationszahlen von 1,2–1,6 und nur 1%
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Werte > 2. Verfügen die OS-Atome an der Grenzfläche über keinerlei Calcium-
Koordination mehr, befinden sich im Mittel 3,4 HW-Atome in der Koordinations-
sphäre, ähnlich wie für freies Sulfat in Lösung. Eine Analyse der Paarkorrelations-
funktionen gOS−HW für alle Sulfat-Ionen an den untersuchten Grenzflächen zeigte
außerdem, dass auch die OS-HW-Abstände in den Grenzflächen denen für eine freies
Sulfat in Lösung oder denen im Gips-Bulkkristall ähneln (Abb. 4.18, links; alle Da-
ten zu Koordinationszahlen und Paarkorrelationsfunktionen im Anhang in Tab.B.13,
S. B-30).
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Abb. 4.18.: Ionen-Wasser-Abstände in den untersuchten Hydratationsschichten in Form
von Paarkorrelationsfunktionen bzw. Histogrammen über deren Peaklagen:
Histogramme über alle OS-HW- und alle Ca-OW-Wechselwirkungen in
den untersuchten Hydratationsschichten im Vergleich zu typischen Paar-
korrelationsfunktionen anderer Systeme (links) und Vergleich ausgewählter
Ca-OW-Paarkorrelationsfunktionen für verschiedene Wasserkonformationen
mit Calcium-Koordination (rechts)
[rotes Histogramm: Peaklage der gOS−HW -Funktionen in den Hydratations-
schichten; blaues Histogramm: Peaklage der gCa−OW -Funktionen in den
Hydratationsschichten; gOS∗−HW -Kurve: Paarkorrelationsfunktion für HW
um freies Sulfat in Lösung; gOS−HW -Kurve: Paarkorrelationsfunktion für
Kristallwasser-H um OS im Gipsbulk; gCa∗−OW -Kurve: Paarverkorrelations-
funktionen für OW um freies Calcium in Lösung; gCa−OW -Kurve: Paarkor-
relationsfunktionen für Kristallwasser-OW um Calcium im Gipsbulk; gCa−OS-
Kurve: Paarkorrelationsfunktion für OS um Calcium im Gipsbulk; Erklärung
im Text]
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Konformationen mit Calcium-Koordination
Die Ca-OW-Koordination ist stabiler und starrer als die OS-HW-Koordination am
Sulfat-Ion: Bei den Simulationen eines freien Calcium-Ions in Lösung befanden sich
bei 90% aller Zeitschritte acht Wassermoleküle am Calcium. Auch die berechne-
te Paarkorrelationsfunktion ist schmaler als für Sulfat in Wasser (gOS∗−HW und
gCa∗−OW in Abb. 4.18). Für die Ca-OW-Koordination an den untersuchten Kristall-
flächen äußert sich das in einer deutlich engeren Verteilung der Peaklagen der
Paarkorrelationsfunktionen (Abb. 4.18, Mitte, für Erklärung der Ausreißer siehe
unten).
Die Struktur und Dynamik der Hydrathülle von Calcium-Ionen ist im Gegensatz
zu der von Sulfat-Ionen in der Literatur umfangreich, aber teilweise widersprüchlich
diskutiert. Eine Zusammenstellung verschiedener Größen (z. B. Koordinationszahlen
und Peaklagen der Paarkorrelationsfunktion), die aus experimentellen oder theore-
tischen Untersuchungen von anderen Autoren ermittelt wurden, ist im Anhang zu
finden (Tab.B.4–B.5 ab S. B-6). Demnach können die hier erhaltenen Ergebnis-
se bezüglich der Koordinationszahlen und Paarkorrelationsfunktionen durchaus als
sinnvoll angesehen werden.
Die durch die Grenzflächenbildung hervorgerufenen Fehlstellen in der Calcium-
Koordinationssphäre werden durch die Hydratation in der überwiegenden Zahl
von Fällen vollständig aufgefüllt (Tab.B.14, S. B-33). Dabei nehmen die OW-
Atome der Wassermoleküle in der Regel Positionen ein, die entweder ehemaligen
Kristallwasser-OW- oder OS-Positionen im Kristallgitter entsprechen. Abb. 4.19
zeigt an zwei Beispielen Wasser-Konformationen mit Calcium-Koordination im Ver-
gleich mit den theoretischen Gitterpositionen von Sulfat-Ionen und Kristallwasser-
molekülen.
Handelt es sich um eine ehemalige Kristallwasser-Position (oder eine analoge Posi-
tion bei Anhydrit) und ist noch eines der zugehörigen Sulfat-Ionen vorhanden, wird
eine Konformation vom Typ C1 ausgebildet.
Handelt es sich bei der Wasserposition um den theoretischen Gitterplatz eines OS-
Atoms, welches mit zwei Calcium-Ionen an der Grenfläche gleichzeitig wechselwir-
ken würde (eines der eigenen Calcium-Sulfat-Kette und eines einer Nachbarkette),
koordiniert auch das Wassermolekül an diesen beiden Calcium-Ionen, und es wird
eine Konformation vom Typ C3 ausgebildet (z. B. Abb. 4.19b). In der Regel ist
148
Ergebnisse und Diskussion Die Mineral-Wasser-Grenzfläche
die OW-Position gegenüber der ehemaligen OS-Position leicht verschoben. Aus die-
sem Grund wird der ohnehin kleinere Ca-O-Abstand aus der ursprünglichen Koordi-
nation einer fremden Ca2+-SO2–4 -Kette noch etwas kleiner und der größere Abstand,
der innerhalb der eigenen Kette vorliegt, etwas größer (vgl. Abb. 2.3 auf S. 9).
(a) G-(02¯1)-2 (b) G-(110)-3
Abb. 4.19.: Beispielhafte Darstellung von Konformationen mit Calcium-Koordination im
Vergleich zu theoretischen Gitterplätzen von Sulfat und Wasser
[Zur besseren Übersicht wurden nur die idealen Atompositionen der
Kristallschicht abgebildet und weitere Wasser-Konformationen nicht
dargestellt. grau: theoretische Gitterplätze; pink: C1-Konformationen;
türkis: C2-Konformationen; violett: C3-Konformationen; orange:
S2-Konformationen; gestrichelte Linien: beispielhafte Veranschaulichung
der Koordinationen]
Das ist auch an den Paarkorrelationsfunktionen gCa−OW in Abb. 4.18 (rechts) zu
sehen: Während die Funktionen in den meisten Fällen die erwartete schmale Ver-
teilung um ein Maximum von 0,235 nm zeigen (schwarz, gestrichelt), sind die Funk-
tionen von Calcium-Ionen mit C3-Wassermolekülen, die OS-Positionen der eigenen
Calcium-Sulfat-Kette ersetzen (blau), deutlich rechtsschief, zu größeren Abständen
verschoben oder sie besitzen ein zweites lokales Maximum4. Alle betroffenen Calcium-
Ionen sind auch in Tab.B.14 (S. B-33) entsprechend gekennzeichnet.
Alle übrigen Positionen (z. B. Kristallwasser-Positionen ohne zugehöriges Sulfat-Ion,
oder OS-Positionen mit Wechselwirkungen zu nur einem Calcium-Ion) werden durch
Konformationen des Typs C2 besetzt.
4In Abb. 4.18 wurde teilweise auch auf Paarkorrelationsfunktionen aus Vergleichssimulationen
mit vollständig räumlich fixierten Kristallschichtatomen zurückgegriffen (F), wenn die entspre-
chenden Simulationen in Lösung mit beweglichen äußeren Kristallschichtatomen (B) aufgrund
von Rekonstruktionseffekten oder Instabilität nicht verwendbar waren.
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Für die drei beobachteten Konformationstypen mit Calcium-Koordination unter-
scheidet sich die Orientierung der Wassermoleküle zu den Calcium-Ionen deutlich,
wie aus in Abb. 4.20 ersichtlich wird (Erklärungen zur Orientierungsfunktion in
Kap. 3.3.3 und Abb. 3.10, S. 80).
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Abb. 4.20.: Orientierungsfunktionen für die Konformationstypen mit Calcium-Koor-
dination: Bei C1-Konformationen ist wie bei Kristallwasser der Wasser-Dipol
in Richtung Ca-OW-Verbindungsachse orientiert, aber die Wasser-Ebene ist
leicht gegenüber der Ca-OW-Verbindungsachse gekippt, um eine H-Brücke zu
OS zu ermöglichen (oben links). Da bei C2-Konformationen nur die Ca-OW-
Wechselwirkung vorliegt, kann sich der Wasserdipol abgesehen von einer ge-
wissen Beweglichkeit ideal zur Ca-OW-Verbindungsachse ausrichten (oben
rechts). Bei C3-Konformationen ist die Wassermolekül-Ebene senkrecht zur
Ca-Ca-Verbindungsachse orientiert und das OW-Atom befindet sich etwas au-
ßerhalb der Ca-Ca-Achse (unten).
Nur für den Konformationstyp C2 liegen ideale Orientierungen vor, wie man sie
für eine Dipol-Ion-Wechselwirkung erwarten würde: Die Verbindungachse Ca-OW
und der Wasserdipol bilden eine Linie (0◦). Das Wassermoleküle besitzt eine gewisse
Beweglichkeit um diese Linie, aber in 90% der Fälle ist der Winkel <30–40◦.
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Für Wasserkonformationen vom Typ C1, die der Kristallwasserkonformation äh-
neln, ist dagegen die Wassermolekül-Ebene gegenüber der Ca-OW-Verbindungsachse
leicht gekippt, um zusätzlich die Bildung einer H-Brücke zu Sulfat zu ermöglichen.
Dadurch ergibt sich ein Peakmaximum der Orientierungsfunktion zwischen 8 und
20◦ (15,2◦ für Kristallwasser in der Gipskristallstruktur)5
Eine ganz andere Orientierungsfunktion liegt für Konformationen vom Typ C3 vor:
Hier ist die Wassermolekül-Ebene senkrecht zur Ca-Ca-Verbindungsachse ausgerich-
tet, was einem Winkel von 90◦ bzw. cos(θ1) = 0 entsprechen würde. Da sich aber das
OW-Atom etwas außerhalb der Ca-Ca-Achse befindet, ergeben sich je nach Ca-OW-
Abstand und Abstand von der Ca-Ca-Achse Winkel zwischen 40 und 70◦.
Die Orientierungsfunktionen werden als gemittelte Kurven über alle Wassermolekü-
le in der Koordinationssphäre eines Calcium-Ions (bzw. einer Gruppe kristallogra-
phisch identischer Calcium-Ionen) erstellt. Da an den meisten Calcium-Ionen der un-
tersuchten Kristallflächen Wassermoleküle verschiedener Konformationen und Kon-
formationstypen gleichzeitig koordinieren, sind die erhaltenen Orientierungsfunk-
tionen in der Regel Mischformen der in Abb. 4.20 vorgestellten Grundtypen.
Nur in wenigen Fällen kann durch die beschriebenen Wasserkonformationen die
Koordinationssphäre der Calcium-Ionen nicht vollständig aufgefüllt werden (vgl.
Tab. B.14, S. B-33), und zwar dann, wenn zwei dicht benachbarte OS-Positionen aus
Platzgründen nicht durch zwei OW-Atome ersetzt werden können. Dieser Fall liegt
(abgesehen von Rekonstruktionseffekten an der Grenzfläche) prinzipiell nur dann vor,
wenn durch die Grenzflächenbildung die Calcium-Sulfat-Ketten geschnitten werden,
also nur an A-(hk1)- und G-(1kl)-Flächenschnitten.
Innerhalb der Calcium-Sulfat-Ketten koordiniert das Calcium-Ion mit zwei Sauer-
stoffatomen desselben Sulfat-Ions, welche im Vergleich zu den restlichen O-Atomen
im Ca-O-Koordinationspolyeder nur einen geringen Abstand zueinander besitzen
(vgl. Abb. 2.3, S. 9). Wenn die Calcium-Sulfat-Ketten geschnitten werden, ist es
nur in Ausnahmefällen möglich, diese zwei engstehenden OS-Atome durch zwei OW-
Atome zu ersetzen. In der Regel werden die zwei ehemaligen OS-Positionen durch nur
einen Wasser-Sauerstoff ersetzt, welcher eine mittlere Position einnimmt oder sich
5Das Ergebnis, dass Wassermoleküle aus der Lösungsmittelphase ohne irgendwelche Zwänge frei-
willig und spontan Positionen und Orientierungen an der Kristallschicht einnehmen, die denen
des Kristallwassers entsprechen, zeigt, dass das verwendete Kraftfeld trotz der Art der Parame-
trisierung, der Verwendung der teilweise als ungünstig für die Beschreibung von Kristallphasen
angesehenen Lennard-Jones-Potentialfunktion und der zusätzlichen Schwierigkeiten durch die
Phasengrenze das untersuchte System nicht schlecht beschreibt.
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zwischen den OS-Positionen hin und her bewegt (Abb. 4.21a). Die hohe Beweglich-
keit der Wassermoleküle führt zu einer geringen Lebensdauer dieser Konformation,
während gleichzeitig die Koordinationssphäre des Calcium-Ions ungesättigt bleibt.
Das ist sicher auch die Ursache dafür, warum das Lösungsmittelwasser die Kristall-
flächen, die die Calcium-Sulfat-Ketten schneiden (also die Kopfflächen) , nicht so gut
stabilisieren kann wie die anderen Flächen. Das führt wie in Kap. 4.1.2 beschrieben
zu einem vergleichsweise schnellen Wachstum der Kopfflächen und dem Übergang
zu nadelförmigem Kristallwachstum in Lösung (vgl. Abb. 4.7, S. 9).
(a) A-(001)-1, Draufsicht (b) A-(011)-2, Seitenansicht
Abb. 4.21.: Auffüllen der Calcium-Koordinationssphäre durch Wassermoleküle im Fall von
geschnittenen Calcium-Sulfat-Ketten am Beispiel von Flächenschnitt A-(001)-1
mit unvollständiger Auffüllung (a) und Flächenschnitt A-(011)-2 mit vollstän-
diger Auffüllung und C3-Wasserpositionen (b)
[zu (a): Atomanordnung der Kristallschicht in Draufsicht; Calcium-Sulfat-
Ketten senkrecht zur Grenzfläche und Bildebene; zwei kristallographisch ver-
schiedene Calcium-Ionen an der Grenzfläche; blau: tiefer liegendes Calcium;
türkis: höher liegendes Calcium; kleine rote Kugeln: Positionen der beiden
fehlenden OS-Atome in der CA-Koordinationssphäre; schwarze und weiße
Punkte: jeweilige Positionen eines einzelnen OW-Atomes, welches sich zwi-
schen den fehlenden OS-Positionen hin und her bewegt, im Abstand von 10 ps;
zu (b): Atomanordnung der Kristallschicht in Seitenansicht für eine Ebene
der interessierenden Calcium-Sulfat-Ketten (in Pfeilrichtung); blass: fehlende
Sulfat-Ionen; grau: weiter hinten liegende Ebene von Calcium-Sulfat-Ketten;
kleine Kugeln: OW-Positionen im 10 ps-Abstand; violett: C3-Positionen]
Allerdings liegt diese unvollständige Absättigung der Ca-Koordinationssphäre nicht
an allen Flächenschnitten mit geschnittenen Ca2+-SO2–4 -Ketten vor. Unter besonde-
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ren Umständen ist das Wasser auch hier in der Lage, die Koordination der Calcium-
Ionen zu vervollständigen. Ein Beispiel dafür ist der A-(001)-2-Flächenschnitt, an
welchem um die betroffenen Calcium-Ionen sehr viel Platz vorliegt, sodass sich
die Wassermoleküle durch eine kollektive Anpassung der Positionen günstig um
das Calcium-Ionen gruppieren können. Andere Beispiele stellen Flächen dar, an
welchen OS-Atome der „abgeschnittenen“ Sulfat-Ionen gleichzeitig an mehreren
Calcium-Ionen der Oberfläche koordinierten und in der Hydratationsschicht durch
C3-Wassermoleküle ersetzt werden. Auch in diesen Fällen ist ein vollständiges Auf-
füllen der Calcium-Koordinationssphäre möglich, wie in Abb. 4.21b dargestellt ist.
4.2.3. Kinetische Charakterisierung der Hydratationsschichten
Mittlere Verweilzeit eines Wassermoleküls in der Hydratationsschicht
Für alle untersuchen Hydratationsschichten wurde zur Bestimmung der mittleren
Verweilzeit eines Wassermoleküls innerhalb der Hydratationsschicht die Autokorre-
lationsfunktion ermittelt und integriert. Die Ergebnisse sind im Anhang in Tab.B.10
(S. B-20) zusammengestellt.
Abb. 4.22 zeigt an drei Beispielen typische Autokorrelationsfunktionen. Damit die
Integration eine zuverlässige Verweilzeit liefert, muss die Simulationslänge deut-
lich (mindestens zehnfach) die maximale Verweilzeit übersteigen. Außerdem ist eine
ausreichend große Austauschanzahl für Wassermoleküle zwischen der Hydratations-
schicht und dem Bulkwasser notwendig.
Für den Flächenschnitt A-(001)-1 (schwarze Kurve in Abb. 4.22) sind diese Be-
dingungen erfüllt. Die Hälfte der Wassermoleküle verweilt weniger als 100 ps in der
Hydratationsschicht, die maximale Verweilzeit beträgt etwa 8,8 ns, die mittlere Ver-
weilzeit berechnet sich zu 324 ps. Die Reproduzierbarkeit dieses Ergebnisses ist sehr
hoch. Der Vergleich zwischen den separat für die Hydratationsschichten an der Ober-
und Unterseite der Kristallschicht berechneten Verweilzeiten sowie mit unabhängi-
gen, aber analogen Simulationen zeigt nur Differenzen von wenigen ps.
Anders verhält es sich für den Flächenschnitt A-(100)-1 (blaue Kurve), wo die Auto-
korrelationsfunktion erst bei etwa 47 ns auf Null abfällt. Hier kann die mittlere Ver-
weilzeit nur auf ca. 1,1 ns geschätzt werden, wobei bei Mehrfachbestimmungen Diffe-
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renzen von mehreren 100 ps auftreten. Die Simulationslänge von 100 ns ist hier viel
zu kurz, um gesicherte Werte zu berechnen.
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Abb. 4.22.: Typische Autokorrelationsfunktionen R zur Bestimmung der mittleren Verweil-
zeit von Wassermolekülen in den Hydratationsschichten, dargestellt mit norma-
ler und logarithmischer Skalierung der x-Achse
Noch extremeres Verhalten zeigt der Flächenschnitt G-(010)-2 (rote Kurve), bei
welchem die Autokorrelationsfunktion bis zum Schluss nicht auf den Wert Null ab-
fällt, sondern einen Endwert von 0,17 annimmt. Das bedeutet, dass etwa 17% der
Wassermoleküle die Hydratationsschicht während der gesamten Simulationsdauer
nicht verlassen. Aus einer solchen Autokorrelationsfunktion lässt sich keine zuverläs-
sige Verweilzeit berechnen.
Da die Mehrheit der Autokorrelationsfunktionen in der genutzten Simulationszeit
nicht bis auf Null abklingt (siehe Wert der Autokorrelationsfunktion am Ende des
betrachteten Zeitraums, R(te), in Tab.B.10, S. B-20), stellen die im Anhang ange-
gebenen Integrale in der Regel keine mittlere Verweilzeiten dar.
Die Autokorrelationsfunktionen zeigen deutlich, dass es sich bei den Wasser-
molekülen in den Hydratationsschichten bezüglich der Austauschbarkeit und mittle-
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ren Verweilzeiten nicht um eine einheitliche Gesamtheit handelt. Stattdessen gibt es
neben einem großen Anteil leicht austauschbarer Wassermoleküle noch einen nicht zu
vernachlässigenden Anteil fester gebundener Moleküle mit deutlich größeren Verweil-
zeiten. Zur näheren Untersuchung dieses Gegenstandes wurde für alle identifizierten
Wasserkonformationen (vgl. Kap. 4.2.2) aller untersuchter Hydratationsschichten se-
parat die Lebensdauer - bzw. die mittleren Aufenthaltsdauer eines Wassermoleküles
in den entsprechenden Koordinationsverhältnissen - bestimmt.
Lebensdauer der Wassermoleküle in den verschiedenen Konformationen
Die berechten Werte für die Lebensdauer der Wassermoleküle in den verschiedenen
Hydratationsschicht-Konformationen sind zusammen mit der jeweiligen mittleren
Anzahl von Wassermolekülen in den Konformationen in Tab.B.12 (S. B-22) auf-
geführt. Die Lebensdauer schwankt zwischen wenigen Picosekunden und mehreren
zehn Nanosekunden. Für manche Konformationen war die Lebensdauer nicht bere-
chenbar, da im untersuchten Zeitintervall zu wenige Austausche zwischen den Was-
sermolekülen erfolgten. In diesen Fällen wurde von einer Lebensdauer von > 20 ns
ausgegangen.
Abb. 4.23 zeigt aufsummiert über alle untersuchten Flächenschnitte die Anzahl
von Wassermolekülen pro Oberflächenelementarzelle über der mittleren Lebensdau-
er. Dazu wurden alle Konformationen entsprechend ihrer Lebensdauer in Klassen
eingeteilt und für jede Klasse die mittlere Anzahl von Wassermolekülen pro OEZ
aller Konformationen summiert. Aufgrund der großen Spannbreite der auftretenden
Werte für die Lebensdauer und der zunehmenden Ungenauigkeit der Ergebnisse hin
zu großen Werten wurde eine etwa logarithmische Klasseneinteilung gewählt (0–2,
2–5, 5–10, 10–20 ps, ..., 10–20 ns, > 20 ns).
Mit dieser Darstellung bestätigt sich, dass es in den Hydratationsschichten einen sehr
großen Anteil leicht austauschbarer Wassermoleküle gibt und daneben einen kleinen
Anteil von Wassermolekülen mit (sehr) geringer Austauschdynamik. Die Verteilung
besitzt im Wesentlichen drei Peaks. Der erste Peak umfasst alle Konformationen mit
einer Lebensdauer von weniger als 500 ps und vereinigt 81% aller Wassermoleküle.
Es folgt ein sehr kleiner Peak, der nur 4% aller Wassermoleküle enthält. Die restli-
chen 15% besitzen eine Lebensdauer von mehr als 10 ns und werden vor allem von
den Konformationen gebildet, für die keine genaue Lebensdauer bestimmt werden
konnte.
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Abb. 4.23.: Verteilung der Wassermoleküle in den untersuchten Hydratationsschichten auf
Lebensdauer-Klassen
[unterteilt nach Konformationstypen aus Abb. 4.16; etwa logarithmische Klas-
seneinteilung der Lebensdauer; auf der y-Achse ist die mittlere Anzahl von
Wassermolekülen pro OEZ summiert über allen Konformationen aller Flächen-
schnitte mit einer mittleren Lebensdauer in der entsprechenden Klasse angege-
ben]
In Abb. 4.23 sind die Wassermoleküle weiterhin grob nach ihren Konformationstypen
in Wasser mit Calcium-Koordination (blau), Wasser mit Sulfat-Koordination (rot)
und Wasser ohne Ionen-Koordination (grün) eingeteilt. Es zeigt sich sehr deutlich,
dass für Wasser ohne direkten Ionenkontakt niedrige Lebensdauerwerte dominieren
(2–50 ps), während an Sulfat koordiniertes Wasser bereits höhere Lebensdauerwerte
aufweist (5–1000 ps) und die höchsten Werte für die Lebensdauer allein von Wasser
an Calcium-Ionen hervorgerufen werden (> 500 ps). Diese drei Typen von Wasser
sollen im Folgenden jeweils näher untersucht werden.
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Lebensdauer von Konformationen ohne Ionen-Koordination
Um die Lebensdauerwerte solcher Konformationen besser beurteilen zu können, wur-
den sie mit der Verweilzeiten von Wassermolekülen im Bulkwasser verglichen. Letz-
tere wurde anhand verschiedener 10–100 ns Simulationen mit Bulkwasser bestimmt,
indem die Verweilzeit der Wassermoleküle in fiktiven Schichten verschiedener Breite
berechnet wurde.
Erwartungsgemäß wurde festgestellt, dass die Verweilzeit von Bulkwasser mit Zu-
nahme der gewählten Schichtbreite ansteigt. Abb. 4.24 zeigt in Form schwarzer
Kreuze die Verweilzeiten in Abhängigkeit von der Schichtdicke/Ausdehnung in z-
Richtung. Für jede einzelne Schichtdicke wurde dabei eine 30-fach-Bestimmung
vorgenommen (10 voneinander unabhängige Simulationen und in jeder Simulation
drei räumlich getrennte Schichten), wobei die Ergebnisse der Einzelbestimmungen
sehr gut übereinstimmen und sich nur um wenige Hundertstel bis Zehntel Piko-
sekunden voneinander unterscheiden. Der Zusammenhang zwischen Schichtbreite
und Lebensdauer lässt sich im untersuchten Bereich sehr gut durch die Formel
y = 14, 495 · x2 + 21, 643 · x + 0, 494 (R2 = 0, 9996) beschreiben (oder mit Ab-
strichen durch die Gerade y = 29, 0 · x, mit R2 = 0, 994). Die so bestimmten Werte
für Bulkwasser dienten als Referenz zur Beurteilung der Lebensdauer der einzelnen
Hydratationsschichtkonformationen.
In Abb. 4.24 wurden neben den Verweilzeiten für Bulkwasser auch die Werte für
die Lebensdauer der Hydratationsschicht-Konformationen ohne Ionen-Koordination
in Abhängigkeit der Ausdehnung in z-Richtung (entspricht der Breite des Dichte-
peaks der jeweiligen Konformation) eingetragen. Konformationen, die durchgehende
Schichten parallel zur Kristallfläche bilden (KTO2), wurden dabei mit vollen Symbo-
len, solche auf Zwischenpositionen (KT O1) mit leeren Symbolen gekennzeichnet.
Bei den Konformationen vom Typ O2 handelt es sich in der Regel um die letztenWas-
sermoleküle, bevor wieder Bulk-Verhältnisse in der Lösung vorliegen. Die Hydrata-
tionsschichten der untersuchten Kristallflächen besitzen in der Regel 1–2 Schichten
dieses Typs, wobei aber die Abweichungen der lokalen Dichte von der Bulkwasser-
dichte maximal 25% betragen. Von einzelnen Ausnahmen abgesehen besitzen diese
Konformationen Lebensdauerwerte, die um den Faktor 1–2 größer sind als die Ver-
weilzeiten von Bulkwasser in einer gleichbreiten Schicht. Diese Werte sind nicht
besonders hoch, aber sie zeigen an, dass die Wassermoleküle durch die Oberfläche
indirekt so stark beeinflusst werden, dass sie trotz ihrer mehr oder weniger regellosen
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Anordnung im Mittel 1,4 mal länger in ihrer Schicht verweilen, als unbeeinflusste
Wassermoleküle es tun würden.
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Abb. 4.24.: Zusammenhang zwischen Schichtdicke (Ausdehnung in z-Richtung) und Le-
bensdauer/Verweilzeit für Konformationen ohne Ionen-Koordination
[KTO2: Wassermoleküle ohne Ionen-Koordination in durchgängigen Schich-
ten parallel zur Kristallfläche;KTO1: Wassermoleküle auf Zwischenpositionen
(zwischen Konformationen mit direkter Ionen-Koordination); schwarz: für Ver-
gleichszwecke dargestellte Verweilzeit von Bulkwassermolekülen in willkührlich
festgelegten Schichten parallel zur Grenzfläche (dargestellt sind jeweils 30 Wer-
te aus voneinander unabhängigen Simulationen)]
Im Vergleich dazu weisen Konformationen vom TypO1 eine sehr viel größere
Schwankungsbreite auf: Die Lebensdauer einer solchen Konformation kann gegen-
über Bulkwasser bis zu 10mal größer sein, aber auch in Ausnahmefällen nur die
Hälfte betragen. Höhere Werte für die Lebensdauer werden erzielt, wenn Wasserstoff-
brückenbindungen zu Wassermolekülen in Konformationen mit Ionen-Koordination
ausgebildet werden (vor allem dann, wenn es sich um relativ fest gebundene, we-
nig bewegliche Wassermoleküle handelt). Die selten vorkommenden, sehr niedrigen
Lebensdauerwerte kommen dagegen zustande, wenn die Konformation nur aus Was-
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sermolekülen besteht, die sich im Übergang zwischen zwei anderen, stabileren Kon-
formationen befinden.
Lebensdauer von Konformationen mit Sulfat-Koordination
Als Referenzwert zur Beurteilung der Lebensdauer von an Sulfat koordinierenden
Wassermolekülen wurde die Lebensdauer eines Wassermoleküls in der ersten Hydrat-
hülle eines freien Sulfat-Ions in Lösung gewählt. Diese Lebensdauer wurde in sepa-
raten Simulationen6 zu 7,5 ps bestimmt, was in der Größenordnung sehr gut mit
Literaturangaben7 übereinstimmt. Gegenüber diesem Referenzwert sind die Lebens-
dauerwerte nahezu aller Konformationen mit Sulfat-Koordination stark erhöht. Der
Großteil der Wassermoleküle besitzt Faktoren zwischen 1 und 30, es werden aber
auch maximale Werte mit einem Faktor von 130 erreicht (Abb. 4.25).
Aus Abb. 4.25 wird weiterhin deutlich, dass ca. 70% aller Konformationen mit
Sulfat-Koordination, genauso wie in der Hydrathülle eines freien Sulfat-Ions, nur
eine einzelne Wasserstoffbrücke zu einem OS-Atom bilden (KT S2). Dabei wird eine
Lebensdauer von 2–200 ps erreicht, wobei die überwiegende Mehrheit eine Lebens-
dauer von 20–50 ps aufweist.
Die anderen 30% der Wasser-Konformationen mit Sulfat-Koordination besitzen, wie
in der Kristallstruktur von Gips, zwei Wassterstoffbrücken zu OS-Atomen verschie-
dener Sulfat-Ionen (KTS1). Die Lebensdauer-Verteilung dieser Art von Wasser-
molekülen reicht von 1 bis knapp 1000 ps und ist bimodal. Der erste Peak weist
Lebensdauerwerte um 10–20 ps auf, der zweite beinhaltet mit 50–2000 ps alle Kon-
formationen mit höheren Werten der Lebensdauer. Die Ursache für diese unterschied-
lichen Werte scheint im Abstand zwischen den koordinierten OS-Atomen und damit
in einem „Passmaß“ zu liegen. Die OS-OS-Abstände für die Konformationen im ers-
ten Peak betragen 3–4Å mit einer starken Häufung bei 3,5Å. Dagegen liegen bei
den Konformationen im zweiten Peak vor allem Abstände um 4,6Å vor, was genau
dem OS-OS-Abstand für Kristallwasser im Gips entspricht. Im zweiten Peak befin-
den sich daher alle Konformationen, die (abgesehen von der fehlenden Koordination
von Calcium-Ionen) Kristallwasserpositionen an Gips-Flächen einnehmen. Daneben
6Mittelwert aus drei voneinander unabhängigen Simulationen, 4 nm Box, 1 freies Sulfat-Ion in
Lösung, 3 ns Simulationszeit, Minimum der Paarkorrelationsfunktion gOS−H als Grenze der
ersten Hydrathülle
72–3 ps aus QMCF-MD-Simulationen [274,275] und 30 ps für Ab-initio-MD [276]
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existieren aber auch an verschiedenen Anhydrit-Flächen passende Abstände und
damit analoge langlebige Wasserkonformationen.
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Abb. 4.25.: Detaillierte Aufteilung der Lebensdauer-Verteilung aus Abb. 4.23 für Konfor-
mationen mit Sulfat-Koordination: Ca. 70% aller Wassermoleküle bilden nur
eine H-Brücke zu einem OS-Atom (KTS2). Die anderen 30% (KTS1) bilden
zwei H-Brücken zu OS-Atomen verschiedener Sulfat-Ionen, wobei relativ nied-
rige Lebensdauerwerte vorliegen, wenn der OS-OS-Abstand um 3,5Å liegt, und
eine sehr hohe Lebensdauer erreicht werden kann, wenn der OS-OS-Abstand
etwa 4,6Å beträgt.
Lebensdauer von Konformationen mit Calcium-Koordination
Die an Calcium-Ionen koordinierenden Konformationen weisen im Mittel eine sehr
hohe Lebensdauer 800 ps auf, wobei die Lebensdauer der meisten Konformationen
aufgrund einer zu geringen Austauschanzahl mit den durchgeführten Simulationen
nicht genauer als zu > 20 ns bestimmt werden konnte. Eine Lebensdauer unter 20 ns
ist eher die Ausnahme. Sie treten einerseits an den Flächen auf, die sich durch
Rekonstruktion oder eine erhöhte Beweglichkeit der äußersten Ionen auszeichnen und
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damit eine feste Koordination erschweren, wie z. B. an den G-(100)-Flächenschnitten.
Andererseits werden sie an Calcium-Ionen beobachtet, bei denen es aus Platzgründen
nicht möglich ist, die Koordinationssphäre des Calciums vollständig aufzufüllen.
Wassermoleküle vom Typ C1 bilden eine H-Brücke zu einem Sulfat-Ion aus. Diese
Brücke ist sehr stabil und bleibt über die gesamte Lebensdauer des Wassermoleküls
erhalten. Im Gegensatz dazu wird bei Konformationen vom Typ C2 höchstens kurz-
zeitig eine H-Brücke zu benachbarten Sulfat-Ionen (die meist nicht den richtigen
Abstand oder Winkel für eine stabile H-Brücke aufweisen) ausgebildet. Die Lebens-
dauer dieser kurzzeitigen H-Brücken beträgt 10–50 ps. Die Spaltung der H-Brücke
führt aber nicht zur Spaltung der Ca-OW-Koordination.
Für alle identifizierten Konformationen mit Calcium-Koordination ist damit die
Lebensdauer deutlich größer als die wieder zu Vergleichszwecken herangezogene
Lebensdauer für Wassermoleküle in der ersten Hydrathülle eines freien Calcium-Ions
in Lösung, die zu 320 ps berechnet wurde8.
In Tab.B.6 im Anhang (S. B-15) sind experimentell bzw. theoretisch bestimmte Wer-
te für die Lebensdauer eines Wassermoleküls in der ersten Hydrathülle des Calcium-
Ions in Lösung zusammengestellt. Die Werte streuen sehr breit zwischen 10 ps und
10 ns. Aber selbst für Arbeiten, die dieselbe Berechnungsmethode wie in der vor-
liegenden Arbeit nutzen, ist ein Vergleich aufgrund der starken Abhängigkeit von
verwendeter Boxgröße und t∗-Parameter schwierig. Die hier berechnete Lebensdauer
von 320 ps liegt im oberen Bereich der angegebenen Werte, was sicherlich als ein
Effekt des verwendeten Kraftfeldes gewertet werden kann, der unbedeutend wird,
wenn die Lebensdauerwerte an der Kristallfläche auf die Lebensdauer am freien
Ion bezogen werden. Dass an Kristallflächen adsorbierte Wassermoleküle eine deut-
lich größere Lebensdauer aufweisen als solche um freie Calcium-Ionen, wurde auch
von Kerisit & Parker [143] und Cooke & Elliott [314] bei Simulationen von
Calcit-Grenzflächen beobachtet. Allerdings trat der Effekt dabei noch nicht auf, als
Nanopartikel anstelle ausgedehnter Kristallflächen betrachtet wurden.
8Mittelwert aus drei voneinander unabhängige Simulationen, 4 nm Box, 1 freies Calcium-Ion in
Lösung, 50 ns Simulationszeit, Minimum der Paarkorrelationsfunktion gCa−OW als Grenze der
ersten Hydrathülle
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4.2.4. Thermodynamische Charakterisierung der
Hydratationsschichten
Hydratationsenergie
In Tab.B.11 (S. B-21) sind für alle untersuchten Flächenschnitte die berechneten
Hydratationsenergien zusammengestellt (jeweils bezogen auf eine Oberflächenele-
mentarzelle bzw. 1 nm2 Grenzfläche und jeweils berechnet mit fixierten bzw. beweg-
lichen äußeren Kristallschichtatomen).
Unter Verwendung fixierter äußerer Kristallschichtatome erhält man Hydratations-
energien, die erwartungsgemäß mit den für die Korrektur der Attachmentenergie
berechneten Hydratationsenergien der dhkl-dicken Schicht (vgl. Tab. 4.1, S. 120) kor-
relieren, da sich die der Berechnung zugrunde liegenden Simulationen lediglich durch
die Dicke der Kristallschicht voneinander unterscheiden. Der Energiegewinn durch
die dickere Kristallschicht beträgt dabei nur knapp 10% (Abb. 4.26, links).
Für bewegliche äußere Kristallschichtatome werden zusätzlich zur Hydratation auch
Relaxations- und Rekonstruktionseffekte berücksichtigt. Für Flächen, die weder ge-
genüber Vakuum noch gegenüber Lösung merkliche Rekonstruktion aufweisen, kor-
relieren die berechneten Hydratationsenergien bei beweglichen Atomen sehr gut
mit denen bei fixierten Atomen. Aufgrund der höheren Beweglichkeit der Kristall-
schichtatome und der damit verbundenen erschwerten Wechselwirkung zwischen
Kristallschicht- und Lösungsmittelatomen betragen sie aber im Mittel nur ca. 80%
der Hydratationsenergien bei fixierten Atomen (Abb. 4.26, rechts). An Flächen-
schnitten, an denen Rekonstruktionseffekte auftreten (im Diagramm grau darge-
stellt), weicht ∆hydEb stärker von ∆hydEf ab, da die Rekonstruktion in der Regel
im Vakuum deutlich stärker ausfällt als in Lösung (vgl. dazu Kap. 4.2.1).
Die am besten zwischen den verschiedenen Flächenschnitten vergleichbaren Wer-
te ∆hydEfA liegen – von wenigen Ausnahmen abgesehen – zwischen 350 und
850 kJ/(mol · nm2), mit einer deutlichen Häufung um 500 kJ/(mol · nm2). Tenden-
ziell besitzen die großen Wachstumsflächen etwas geringere Werte als die kleineren
Flächen oder die gar nicht in der Gipsmorphologie in Lösung auftauchenden Flächen
(100) und (101). Der kleinste Wert für die Hydratationsenergie von 87 kJ/(mol · nm2)
wird erwartungsgemäß beim G-(010)-3-Flächenschnitt gefunden, dessen Oberfläche
im Vakuum bereits vollständig von ehemaligem Kristallwasser bedeckt ist, sodass die
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Hydratation nicht mit viel Energiegewinn verbunden ist. Die besonders großen Wer-
te der Hydratationsenergie (> 1000 kJ/mol) werden für Flächenschnitte mit Atom-
anordnungen berechnet, die im Vakuum besonders instabil und damit energetisch un-
günstig sind. Hier wird die stabilisierende Wirkung des Wassers am deutlichsten.
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Abb. 4.26.: Hydratationsenergien der untersuchten Flächenschnitte: Zusammenhang zwi-
schen der für die Korrektur der Attachmentenergie verwendeten Hydratations-
energie einer dhkl-dicken Schicht und der Hydratationsenergie einer ausgedehn-
ten Kristallschicht (links) und Zusammenhang zwischen den Hydratationsener-
gien berechnet mit räumlich fixierten bzw. beweglichen äußeren Kristallschicht-
atomen (rechts)
[Aus Gründen der Vergleichbarkeit ist ∆hydEsl hier bezogen auf eine OEZ (und
nicht auf eine FE), sodass sich gegenüber Tab. 4.1 ein Faktor 2 ergibt. Flächen-
schnitte, die bei beweglichen Kristallschichtatomen Rekonstruktionseffekte auf-
weisen, sind grau dargestellt und nicht für die Regression berücksichtigt.]
Eine interessante Relation der Hydratationsenergien besitzen auch die beiden Flä-
chenschnitte G-(010)-1 und G-(010)-2: Wie bereits für die Ausdehnung und das
Dichteprofil der Hydratationsschicht (vgl. Abb. 4.11, S. 138) beobachtet, treten un-
erwartet hohe Unterschiede auch in den Hydratationsenergien dieser beiden Flä-
chenschnitte auf. Flächenschnitt 1 ist zwischen den Calcium-Sulfat-Doppelschichten
geschnitten und besitzt deshalb auf beiden Seiten der Kristallfläche nur eine ein-
fache Calcium-Sulfat-Schicht. Flächenschnitt 2 ist dagegen zwischen der Calcium-
Sulfat-Doppelschicht und der Wasserschicht geschnitten. Die Unterseite ist daher
bereits vollständig hydratisiert, sodass kein Energiegewinn von dieser Seite der
Kristallschicht zu erwarten ist. Die Oberseite der Kristallfläche endet aber mit einer
Calcium-Sulfat-Doppelschicht, an die sich in der Gips-Kristallstruktur als nächstes
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die Wasserschicht anschließen sollte. Die Atomanordnungen und Atomabstände in
den äußersten Calcium-Sulfat-Schichten von Flächenschnitt 1 und 2 sind identisch.
Berücksichtigt man, dass die Unterseite von Flächenschnitt 2 keinen Beitrag zur Hy-
dratationsenergie liefert, während bei Flächenschnitt 1 beide Seite etwa gleicherma-
ßen zur Hydratationsenergie beitragen, weist Flächenschnitt 2 mit ca. 120 kJ/mol
einen deutlich größeren Energiegewinn pro Seite auf als Flächenschnitt 1 mit ca.
85 kJ/mol9. Auch hier wird also wieder die relativ große Bedeutung tiefer liegender
Atomlagen auf die Ausbildung der Hydratationsschicht deutlich.
Freie Hydratationsenergien
Die Freien Hydratationsenergien der untersuchten Kristallflächen sind ebenfalls in
Tab.B.11 (S. B-21) zusammengefasst. Das ∆hydF ist in allen Fällen negativ, aber
jeweils etwa eine Größenordnung kleiner als das ∆hydE. Daraus ergibt sich, dass
die Hydratation mit einem starken Verlust an Entropie verbunden ist, wobei sich
Enthalpiegewinn und Entropieverlust (T · ∆S) nahezu gegenseitig kompensieren,
was auf einen stark geordneten Zustand des Wassers in den Hydratationsschichten
hindeutet und mit der gefundenen Strukturierung der Hydratationsschichten (vgl.
Kap. 4.2.2) in Übereinklang steht.
Ähnliche Ergebnisse wurden sowohl bei Simulationen von Kerisit & Parker [150]
zur Hydratation der Calcit-Oberfläche als auch bei experimentellen Untersuchungen
des Wasserfilms an der (001)-Muskovit-Fläche durch Cantrell & Ewing [324]
erhalten. Letztere konnten bei einer monomolekularen Bedeckung und 25 ◦C für
das Wasser einen Enthalpiegewinn von 8 kJ/mol gegenüber Bulkwasser ermitteln,
während der Entropieverlust gegenüber Bulkwasser ca. 23 J/mol betrug (T ·∆S =
6, 9 kJ/mol) und damit in der gleichen Größenordnung lag wie der Enthalpiegewinn
bei der Hydratation.
Die gefundenen Unterschiede in den Entropien bei der Hydratation freier Ionen im
Vergleich zu der von Kristallschichten stimmen mit qualitativen Ergebnissen der
Simulationen überein. So können sich Wassermoleküle in der ersten Hydrathülle ei-
nes freien Calcium-Ions um das Calcium-Ion bewegen und ihre relative Anordnung
untereinander verändern, ohne die Hydrathülle verlassen zu müssen. Der Koordina-
tionspolyeder ist nicht starr sondern unterliegt ständigen Veränderungen. Im Ge-
gensatz dazu sind die am Calcium koordinierenden Wassermoleküle an der Kristall-
91/2 · ∆hydEbOEZ , vgl. Tab.B.11, S. B-21
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schicht in ihrer Beweglichkeit auf einen sehr engen Raum beschränkt. Es erfolgt
keinerlei Austausch unter den koordinierenden Wassermolekülen, d. h. jeder Aus-
tausch ist mit dem „Aufbrechen und Neubilden“ einer Koordination verbunden. Die
Hydratationsschichten an den Calciumsulfaten sind damit wesentlich starrer und
geordneter als die Hydrathüllen der Ionen.
Für die einzelnen Wasserkonformationen aller untersuchten Flächenschnitte wur-
de der Gewinn an Freier Energie gegenüber einem Bulkwassermolekül bestimmt
(Tab.B.12, S. B-22). Es zeigte sich, dass relativ unabhängig von der Fläche etwa
ähnliche ∆hydF -Werte für die verschiedenen Konformationstypen erzeugt werden.
Den größten Beitrag liefern dabei erwartungsgemäß die am Calcium koordinieren-
den Wassermoleküle (und dort besonders die vom Koordinationstyp C1 und C3),
während die ∆hydF -Werte für ein Wassermolekül ohne Ionenkoordination vernach-
lässigbar klein sind (Abb. 4.27, links).
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Abb. 4.27.: Freie Hydratationsenergie: als Boxplot über die verschiedenen Konformations-
typen (links) und für die untersuchten Flächenschnitte (rechts)
[Konformationstypen aus Abb. 4.16 (S. 145); Daten aus Tab.B.12 (S. B-22);
zum Boxplot: rote Sterne: arithmetische Mittel über alle gefunden Kon-
formationen; Linien in den Boxen: Mediane; Boxen: enthalten 50% der
Datenpunkte; Antennen: Maxima und Minima abgesehen von Ausreißern;
Punkte: als Ausreißer anzusehende Datenpunkte, die mehr als 1, 5 ·Boxlänge
von Boxgrenzen entfernt sind; Zahlen in Klammern: Anzahl berücksichtig-
ter Konformationen; zum Balkendiagramm: blau: Anteil der Wassermole-
küle mit Calcium-Koordination; rot: Anteil der Wassermoleküle mit Sulfat-
Koordination; grün: Anteil der Wassermoleküle ohne Ionen-Koordination]
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Da die Konformationen ohne Ionen-Koordination aber zahlenmäßig den größten An-
teil an den Hydratationsschichten besitzen, tragen sie auch einen gewissen Teil zur
gesamten Freien Hydratationsenergie eines Flächenschnittes bei. Die Wassermole-
küle mit Calcium-Koordination liefern in der Regel etwa die Hälfte der gesamten
Freien Hydratationsenergie (Abb. 4.27, rechts).
4.2.5. Einfluss der Simulationsmethodik
Zusätzlich zu den für die Untersuchung der Hydratationsschichten verwendeten
Simulationen in Lösung wurden Vergleichsimulationen mit vollständig beweglichen
oder vollständig räumlich fixierten Kristallschichtatomen oder unter Verwendung
der Vakuum-Barostatierung durchgeführt, um die Abhängigkeit der Ergebnisse von
Simulationsparametern zu überprüfen.
Prinzipiell sind die Strukturen und Eigenschaften der Hydratationsschichten in
diesen Vergleichssimulationen analog zu den hier vorgestellten. Insbesondere wird
für Konformationen mit Calcium-Koordination auch bei vollständig beweglichen
Kristallschichtatomen eine sehr hohe Lebensdauer gefunden.
Bei Verwendung der Vakuum-Barostatierung fällt auf, dass bei gleichen Konfor-
mationen, Kontaktzahlen und Peakbreiten systematisch etwas höhere Lebensdauer-
werte für alle Konformationen berechnet werden (10–20%).
Simulationen mit vollständig räumlich fixierten Kristallschichtatomen können
bei der Untersuchung der Hydratationsschicht hilfreich sein, da sie ein klareres Bild
der Hydratationsschichtstruktur liefern. Aufgrund der geringeren Beweglichkeit der
koordinierten Ionen sind tendenziell für Konformationen mit Ionen-Koordination die
Dichte-Peakbreiten reduziert und die Lebensdauerwerte erhöht. Während Konforma-
tionen mit Sulfat-Koordination durchschnittlich 20–50% höhere Lebensdauerwerte
aufweisen, ist nur noch für 10% der Konformationen mit Calcium-Koordination ein
vollständiger Austausch beobachtbar (im Vergleich zu 30% bei den Simulationen
mit beweglichen äußeren Kristallschichtatomen).
Simulationen mit fixierten Kristallschichtatomen sind allerdings nicht geeignet, wenn
durch den Schnitt Kristallwassermoleküle, die die Koordination zu Kristallschicht-
Ionen verloren haben, sich aufgrund der nicht an die veränderten Bedingungen an-
passen können. Durch ihre vorgegebene Orientierung beeinflussen sie dann auch an-
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dere Wassermoleküle in der Orientierung, Koordination und Beweglichkeit, wodurch
artifizielle Phänomene auftreten.
4.3. Die Adsorption
4.3.1. Einfluss des Lösungsmittels
Aufgrund der simulationstechnischen Herausforderungen, die eine explizite Berück-
sichtigung des Lösungsmittel mit sich bringt (vgl. Kap. 2.5.2), werden auch heute
noch die Wechselwirkungen zwischen einer Oberfläche und Molekülen häufig zur
Vereinfachung unter Vakuumbedingungen durchgeführt. Dieses Vorgehen ist legitim
und spart enorm Rechenzeit, solange der Einfluss des Lösungsmittels bekannt und
für die betrachtete Problemstellung unbedeutend ist. Welchen Einfluss das Wasser
als Lösungsmittel im untersuchten System besitzt, soll im Folgenden anhand einer
Gegenüberstellung der Ergebnisse von Simulationen im Vakuum und in Lösung dar-
gestellt werden.
Einfluss auf die Additivkonformation
Abb. 4.28 zeigt zunächst die Konformationsänderungen der adsorbierten Additive
beim Übergang von Vakuum- zu Lösungsverhältnissen in Form der Anzahl vorliegen-
der Oberflächen-Additiv-Kontakte. Unter einemKontakt ist dabei eine Atomanord-
nung mit ausreichend kleinem Abstand für eine direkte Wechselwirkung oder Koordi-
nation zu verstehen. Im untersuchten System spielen vor allem Kontakte zwischen
den Calcium-Ionen der Kristallfläche und den polaren Sauerstoffatomen der Additi-
ve (OA-Atome) sowie Wechselwirkungen zwischen den OS-Atomen der Kristallfläche
und polaren Wasserstoffatomen der Additive (HA-Atome) eine Rolle. Als Abstands-
grenze für eine direkte Wechselwirkung wurden für die Analyse der Kontaktzahlen
jeweils die Minima der Ion-Wasser-Paarkorrelationsfunktionen verwendet10.
Abb. 4.28 (links) zeigt, dass die Koordination von Calcium-Ionen bei der Hydra-
tisierung starken Änderungen unterworfen ist. Nur in wenigen Fällen bleibt die
Kontaktzahl konstant. In der Regel ist eine systematische Abnahme der Anzahl
von Ca-OA-Kontakten auf im Mittel ca. 70% zu verzeichnen. Während im Vakuum
103,0Å für Ca-O und 2,5Å für OS-H, vgl. Abb. 3.3, S. 58
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noch nahezu alle Sauerstoffatome der Additive zur Kristallfläche orientiert waren,
sind in Lösung auch immer funktionelle Gruppen in die Lösung gerichtet, was auf
eine starke Konkurrenz zwischen Adsorption und Hydratation hindeutet.
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Abb. 4.28.: Änderung der Kontaktzahl zwischen Additiv und Kristallfläche beim Übergang
vom Vakuum zur Lösung für Ca–OA-Kontakte (links) und OS–HA-Kontakte
(rechts)
Im Gegensatz zum Calcium weist die Koordination der Sulfat-Sauerstoffatome
keinen klaren Trend auf und unterliegt starken Schwankungen. Als Ursache da-
für wird angesehen, dass die Wechselwirkung zwischen Kristallfläche und Addi-
tiv vor allem durch die Carboxylatgruppen des Additivs dominiert wird. Eine
OS-HA-Wechselwirkung erfolgt darum nur dann, wenn die durch die Ca-OA-
Wechselwirkungen vorgegebene Konformation dafür gerade günstig ist – was sich
auch in der vergleichsweise geringen Zahl von OS-HA-Kontakten gegenüber Ca-OA-
Kontakten wiederspiegelt. Die Konformationsänderung des Additivs beim Übergang
von Vakuum zu Lösung beeinflusst die OS-HA-Wechselwirkungen deshalb mit etwa
gleicher Wahrscheinlichkeit positiv oder negativ.
Einfluss auf die energetischen Verhältnisse
In Abb. 4.29 sind die energetischen Verhältnisse für Simulationen im Vakuum
und in Lösung gegenübergestellt. Aufgrund der zusätzlichen Wechselwirkungen zum
Lösungsmittel sind die Adsorptionsenergien zwischen Vakuum und Lösung nicht
168
Ergebnisse und Diskussion Die Adsorption
direkt vergleichbar. Stattdessen zeigt Abb. 4.29 (links) den Zusammenhang zwischen
der Adsorptionsenergie im Vakuum und der Energieänderung in Lösung verbunden
mit der Adsorption11. Das Diagramm weist die aufgrund der Konformationsände-
rungen zu erwartenden großen Schwankungen auf. Es ist aber auch zu erkennen,
dass sich beide Energien in der gleichen Größenordnung bewegen und einen ähnlichen
Trend aufweisen.
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Abb. 4.29.: Zusammenhang zwischen der Adsorptionsenergie im Vakuum und energeti-
schen Größen der Adsorption in Lösung: Anteil der Energieänderung in Ver-
bindung mit der Adsorption (links) und Freie Adsorptionsenergie in Lösung
(rechts); Erläuterungen im Text
Ob eine spontane Adsorption erfolgt oder nicht, wird von der Freien Adsorptionsener-
gie bestimmt. Doch während die Freie Adsorptionsenergie im Vakuum bei fixierten
Kristallschichtatomen näherungsweise der Adsorptionsenergie entspricht, kommen
in Lösung zusätzliche Wechselwirkungen zu Wasser und ein deutlicher Entropiean-
teil hinzu. Abb. 4.29 (rechts) stellt die Adsorptionsenergie im Vakuum und die Freie
Adsorptionsenergie in Lösung gegenüber. Neben den zu erwartenden großen Schwan-
kungen ist auch hier zu erkennen, dass die Werte zumindest einen ähnlichen Trend
aufweisen. Im Mittel beträgt die Freie Adsorptionsenergie in Lösung aber nur etwa
ein Fünftel der Adsorptionsenergie im Vakkum.
11Die Energieänderung verbunden mit der Adsorption ∆soladsEads umfasst dabei alle Energieanteile
der Adsorptionsenergie in Lösung, die durch die Wechselwirkung zwischen Additiv und Kristall-
fläche sowie Konformationsänderungen von Additiv und Kristallfläche verursacht werden, aber
keinerlei Wechselwirkungen zu Lösungsmittel (vgl. Kap. 3.4.2).
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Ein überraschendes Ergebnis zeigt Abb. 4.30: Während die ∆soladsF -Werte und
die ∆soladsEads-Werte für die Adsorption aller untersuchter Additiv-Flächenschnitt-
Kombinationen negativ sind, weist die Adsorptionsenergie in Lösung ∆soladsE durch-
weg positive Werte auf.
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Abb. 4.30.: Histogramm über die Werte der Freien Adsorptionsenergie in Lösung und der
Adsorptionsenergie in Lösung für alle Konformationsgruppen aller untersuchter
Additiv-Flächenschnitt-Kombinationen
Das heißt, die Adsorption der Additive erfolgt mehr oder weniger stark freiwillig,
aber nur unter Energiezufuhr. Es handelt sich also um einen entropiegetrieben Pro-
zess. Die bei der Adsorption stattfindende Freisetzung stark geordneter Wassermo-
leküle aus den Hydratationsschichten an Kristallfläche und Additiv ist mit einer so
starken Entropiezunahme verbunden, dass die positive Adsorptionsenergie überkom-
pensiert wird.
Warum die bei Simulationen im Vakuum stark negative Energieänderung in Lösung
zu einer positiven Adsorptionsenergie wird, wurde durch die Aufteilung der Adsorp-
tionsenergie in die einzelnen Energieanteile untersucht (vgl. Kap. 3.4.2). Am Bei-
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spiel der Zitronensäure in der energetisch günstigsten Konformation am G-(010)-2-
Flächenschnitt in Lösung sind in Tab. 4.5 die einzelnen Energieanteile aufgeführt.
Tab. 4.5.: Energieanteile der Adsorptionsenergie für die energetisch günstigste Konforma-
tion von Zitronensäure auf dem G-(010)-2-Flächenschnitt in Lösung
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adsorbiert -517594,4 605,8 -901,4 -81423,2 -18743,2 -2148,9
desorbiert -517897,9 574,2 59,1 -80898,0 -19240,2 -2956,4
∆ 303,5 31,6 -960,5 -525,1 497,0 807,6
∆soladsEads = −625, 4 kJ/mol ∆soladsEhyd = 779, 4 kJ/mol
∆soladsE = 154, 0 kJ/mol
Für Definition der verwendeten Formelzeichen siehe Kap. 3.4.2
Tab. 4.5 zeigt, dass sowohl die Kristallfläche als auch das Additiv bei der Adsorp-
tion Konformationsänderungen unter Energieaufwand eingehen. Dieser Energieauf-
wand wird aber durch die anschließend bessere Wechselwirkung zwischen Additiv
und Kristallfläche überkompensiert, sodass die Energieänderung verbunden mit der
Adsorption ∆soladsEads insgesamt negativ ist.
Dem gegenüber steht die Veränderung der Hydratation beim Adsorptionsvorgang.
Die Hydrathüllen von Kristallfläche und Additiv müssen teilweise abgelöst werden,
um einen Kontakt zwischen Kristallfläche und Additiv zu ermöglichen. Das dadurch
freigesetzte Wasser wird zu Volumenwasser und kann aufgrund seiner freien Be-
weglichkeit besser Wasserstoffbrückenbindungen zu anderen Wassermolekülen auf-
bauen, was die Wasser-Wasser-Wechselwirkung deutlich verbessert. Allerdings sind
die Wechselwirkungen zwischen Kristallfläche und Wasser einerseits und zwischen
Additiv und Wasser andererseits so stark, dass trotz der verbesserten Wasser-Wasser-
Wechselwirkung das Ablösen des koordinierten Wassers Energie kostet und die Ener-
gieänderung verbunden mit der Hydratation ∆soladsEhyd insgesamt positiv wird. Diese
positive Energieänderung für die Hydratation ist betragsmäßig größer als die der
Adsorption, sodass sich eine positive Adsorptionsenergie ergibt.
Wie Abb. 4.31 zeigt, korrelieren ∆soladsEads und ∆soladsEhyd sehr gut. Das ist sicherlich
darauf zurückzuführen, dass starke Wechselwirkungen zwischen Kristallfläche und
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Additiv in der Regel mit einer großen Anzahl von Kontakten/Koordinationen verbun-
den sind, die auch das Abstreifen einer größeren Menge Hydratwasser erforderlich
machen.
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Abb. 4.31.: Korrelation zwischen den Energieanteilen der Adsorptionsenergie in Lösung für
die Adsorption und die Hydratation (vgl. Kap. 3.4.2)
Einfluss auf den Desorptionsprozess
Abb. 4.32 zeigt am Beispiel der energetisch günstigsten Konformation der Zitronen-
säure am G-(010)-2-Flächenschnitt die typischen Ergebnisse einer PC-Simulation
im Vakuum. In Abhängigkeit der Zugweite sind repräsentative Schnappschüsse
der Zitronensäure-Konformationen sowie die Kraft-Kurve12 dargestellt.
12also die Kraft in z-Richtung, die nötig war, um das Massenzentrum der Zitronensäure im vor-
gegebenen Abstand zur Kristallfläche zu halten; positive Kraft-Werte symbolisieren damit eine
Anziehung zur Kristallfläche, negative eine Abstoßung von der Kristallfläche; integriert über
die Zugweite ergibt sich die Freie Desorptionsenergie
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Abb. 4.32.: Darstellung des Ergebnisses einer Pull-code-Simulation im Vakuum am Beispiel
der energetisch günstigsten Konformationen von Zitronensäure am G-(010)-2-
Flächenschnitt mit Schnappschüssen der Additiv-Konformation (oben) und
Kraft-Kurve (unten)
[zur Kraft-Kurve: grau: Einzelwerte alle 10 fs; schwarz: gleitendes Mittel
über 1000 Werte; Buchstaben: Markierung der als Konformationen darge-
stellten Zustände]
Die Kraft-Kurve zeigt, dass es sich bei der Desorption um einen vielstufigen Prozess
handelt. Durch das sukzessive Wegziehen des Zitronensäure-Massezentrums von der
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Kristallfläche werden zunächst Wechselwirkungen gedehnt, was sich im Ansteigen
der Kraft bemerkbar macht, bis die jeweils schwächste Koordinationen im Kraftmaxi-
mum gelöst werden. Die Zitronensäure passt sich über Konformationsänderungen der
veränderten Situation an, sodass für die jeweilige Lage eine optimale Anzahl von Ko-
ordinationen ausgebildet werden kann, wobei die Kraft abnimmt. Im Kraftminimum
wird ein „metastabiler“ Zustand erreicht, der jeweils in Form eines Schnappschusses
dargestellt ist.
Die Desorption der Zitronensäure in Abb. 4.32 lässt sich in drei Hauptabschnit-
te unterteilen, wobei in jedem Hauptabschnitt vereinfacht dargestellt jeweils die
Koordination einer Carboxylatgruppe gelöst wird. Die Änderung der Freien Energie
ist für jeden Abschnitt etwa gleich groß und beträgt im Mittel 170 kJ/mol. Im Zu-
stand D überwiegt die kinetische Energie der Zitronensäure die Wechselwirkung zur
Kristallfläche und das Molekül bewegt sich frei im Vakuum.
Der entsprechende Desorptionsprozess in Lösung verläuft analog, d. h. etwa über
die gleichen Konformationsänderungen, wobei wieder stufenweise die Koordina-
tionen zu den einzelnen Carboxylatgruppen gelöst werden. Gegenüber dem Prozess
im Vakuum liegen aber auch deutliche Unterschiede vor. Während im Vakuum unab-
hängige Simulationen der gleichen Konformation nahezu identische Kraft-Kurven
liefern und eine Mittelwert-Kurve damit eine repräsentative Darstellung ist, steigt
durch die Anwesenheit der Wassermoleküle (und damit verbundene zufällige Stoß-
prozesse) der statistische Charakter in Lösung:
• Die Streuungsbreite der Einzelwerte einer Simulation steigt sehr stark an.
• Die Zugweiten, bei denen der „Abriss“ einer Carboxylatgruppe erfolgt,
schwankt sehr stark zwischen unabhängigen Simulationen der gleichen Konfor-
mation.
• Die Vielfalt der „Desorptionspfade“ steigt.
Eine mittlere Kraft-Kurve über alle gleichartigen unabhängigen Simulationen liefert
damit im Gegensatz zu Vakuum-Simulationen zwar noch einen mittleren ∆soladsFPC-
Wert, aber keine sinnvollen Aussagen über die Konformationsänderungen mehr. Sta-
tistisch gesicherte Aussagen über die jeweiligen Anteile der einzelnen funktionellen
Gruppen an der Wechselwirkung sind für die durchgeführten Simulationen im Vaku-
um, aber nicht für Simulationen in Lösung möglich. Zusätzlich ist die nötige Kraft
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deutlich kleiner als im Vakuum. Durch das Abziehen der Zitronensäure freigewor-
dene Koordinationsstellen am Calcium werden sofort mit Wasser besetzt, was sich
jeweils in scharfen „Abrissen“ in den Kraft-Kurven zeigt. Insgesamt ist die Wechsel-
wirkung zwischen Additiv und Kristallfläche bereits bei deutlich kürzeren Abständen
vollständig aufgehoben13. Abb. 4.33 zeigt entsprechende Kraft-Kurven für die bereits
in Abb. 4.32 betrachtete Konformation.
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Abb. 4.33.: Kraft-Kurven aus Simulationen im Vakuum und in Lösung im Vergleich: Einzel-
simulationen mit Markierungen der Zustände B–D aus Abb. 4.32 für Vakuum
in schwarz-blau und für Lösung in orange-rot (links) und Kurven von jeweils
drei unabhängigen Einzelsimulationen in bunt im Vergleich zur Mittelwertkur-
ve über 15 unabhängige Simulationen in schwarz (rechts)
[alle Kurven stellen gleitende Mittel über 1000 Einzelwerte dar; alle Diagramme
sind gleichermaßen skaliert.]
Die visuelle Analyse der mit Hilfe von Pull-code-Simulationen erzeugten Trajekto-
rien zeigt, dass sich selbst nach Aufbruch der letzten Ca-OA-Koordination einzel-
ne Carboxylatgruppen des Additives noch einige Zeit lang an bevorzugten Positio-
nen in der Hydratationsschicht befinden, bevor der Übergang zur freibeweglichen
Konformation erfolgt. Die Wechselwirkung zwischen der Carboxylatgruppe und den
orientierten Wassermolekülen der Hydratationsschicht überwiegt also die kinetische
Energie des Additivs. Das über das Integral der Kraft-Kurve berechnete ∆soladsF für
die Wechselwirkung mit der Hydratationsschicht ist allerdings verschwindend klein
gegenüber dem für eine echte Wechselwirkung mit der Kristallschicht.
13Dieser Fakt ist auf die Anwesenheit von Wasser, nicht auf die verwendete geringere Zugrate
bei Simulationen in Lösung zurückzuführen, wie Simulationen mit unterschiedlichen Zugraten
zeigten
175
Ergebnisse und Diskussion Die Adsorption
Fazit
Die Ergebnisse zeigen, dass mit Hilfe von Simulationen im Vakuum tendenziell ab-
geschätzt werden kann, zu welchen Flächen Additive prinzipiell stärkere Wechsel-
wirkungen eingehen könnten. Sehr große Unterschiede in der Adsorptionsenergie im
Vakuum entsprechen mit hoher Wahrscheinlichkeit auch größeren Unterschieden in
der Freien Adsorptionsenergie in Lösung. Außerdem lassen sich Simulationen im
Vakuum unterstützend für die Interpretation von PC-Simulationen einsetzen.
Doch die Berücksichtigung des Lösungsmittels ist im untersuchten System von großer
Bedeutung. Die thermodynamischen Größen ergeben sich erst durch das Zusammen-
spiel mit dem Lösungsmittel: der Hydratation von Fläche und Additiv sowie der
Konkurrenz zwischen Hydratation und Adsorption. Dabei ist im vorliegenden Fall
vor allem die Strukturierung der Hydratwassermoleküle und damit die Entropie von
entscheidender Bedeutung, was nicht durch die Anwendung eines Implizit-solvent-
Modells berücksichtigt werden kann.
Die starke Wechselwirkung zwischen den Soluten und dem Lösungswasser führt zu
einer Anordnung der Wassermoleküle, die durch die ionische Wechselwirkung und
nicht durch Wasser-Wasser-Wechselwirkung geprägt und mit einer starken Entro-
pieabsenkung verbunden ist. Das Freisetzen der Wassermoleküle aus den Hydrata-
tionsschichten aufgrund einer energetisch ähnlich starken Wechselwirkung zwischen
Kristallfläche und Additiv führt zu einer starken Erhöhung der Entropie. Dieser
Entropiegewinn ist die Ursache dafür, dass der Adsorptions-Prozess freiwillig abläuft,
obwohl das Aufbrechen der Solut-Wasser-Wechselwirkungen mehr Energie kostet, als
durch die Solut-Solut-Wechselwirkung frei wird.
4.3.2. Einfluss des Additivs
Welchen Einfluss das verwendete Additiv auf die Adsorption besitzt, soll im Folgen-
den vorgestellt werden. Aus Gründen der Vergleichbarkeit wurden alle Simulationen
am selben Flächenschnitt und damit in gleich großen Simulationsboxen durchgeführt.
Für die Simulationen wurde der G-(010)-2-Flächenschnitt ausgewählt, da diese Flä-
che in jeder Gipsmorphologie zu beobachten ist und deshalb mit Sicherheit davon
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ausgegangen werden kann, dass diese Fläche auch in Gegenwart der Additive in der
Lösung vorhanden ist und für die Adsorption zur Verfügung steht14.
Da es sich beim G-(010)-2-Flächenschnitt um einen Schnitt mit sehr stabiler Atom-
anordnung handelt, konnten für die Adsorptionssimulationen im Vakuum mit beweg-
lichen Kristallschichtatomen gearbeitet werden, ohne dass die an anderen Flächen
auftretenden Artefakte beobachtet wurden (vgl. Kap. 4.3.4).
Als Additive wurden kleine organische Moleküle mit Carboxylatgruppen verwendet
(Zitronensäure sowie die Aminosäuren Glycin, Asparaginsäure und Glutaminsäu-
re), für welche in Experimenten eine Beeinflussung der Gipsmorphologie beobachtet
wurde, was über eine Adsorption der Additive auf der Gipsoberfläche interpretiert
werden kann. Für die Simulationen wurden leicht basische Verhältnisse angenom-
men15, und deshalb die Additive mit vollständig deprotonierten Carboxylat- und
vollständig protonierten Aminogruppen behandelt.
Um die unter Anwendern verbreitete Ansicht einer besseren Wirksamkeit polymerer
Additive gegenüber monomeren zu untersuchen, wurden aus den Aminosäuren arti-
fizielle Peptidketten erstellt und als Additiv für Adsorptionssimulationen verwendet.
Damit sollte geprüft werden, ob im kleinen Maßstab eventuell eine thermodynami-
sche Begründung für den experimentell beobachteten Effekt nachweisbar ist. Die
Ergebnisse der Simulationen werden im Folgenden vorgestellt.
Das wichtigste Ergebnis bezüglich des Additiv-Einflusses besteht darin, dass
prinzipiell eine starke Abhängigkeit aller untersuchter Größen von der Anzahl
ausgebildeter Kontakte16 vorliegt. Im Mittel handelt es sich bei den Additiv-
Kristallschicht-Kontakten zu etwa 85% um Ca-OA-Kontakte, und die Kontaktzahl
schwankt während einer Einzelsimulation etwa um ±1. Abb. 4.34 zeigt beispiel-
haft die Korrelationen zwischen der Kontaktzahl und der Additiv-Kristallschicht-
14Alle anderen Flächen können durch die Gegenwart der Additive verschwinden oder bilden sich
erst durch diese heraus und stellen somit keine Grundlage für vergleichbare Ergebnisse dar
15weil zumindest die Zitronensäure nachweislich ihr Wirkungsmaximum im leicht basischen Bereich
hat
16ein Kontakt ist dabei – wie auf S. 167 – definiert als eine Anordnung entgegengesetzt polarer Ato-
me mit ausreichend kleinem Abstand für eine direkte Wechselwirkung; die Grenzen wurden ent-
sprechend der Minima in Paarkorrelationsfunktionen auf 0,3 nm für die Ca-OA-Wechselwirkung
und auf 0,25 nm für die OS-HA-Wechselwirkung festgelegt; für die Bildung eines Summenpara-
meters wurde vereinfacht der Zusammenhang nsolsurf−add = n
sol
Ca−OA + 0, 5 · nsolOS−HA verwendet,
wobei der Korrekturfaktor 0,5 grob berücksichtigt, dass die OS-HA-Wechselwirkung deutlich
schwächer als die Ca-OA-Wechselwirkung ist
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Wechselwirkungsenergie17 sowie der Adsorptionsenergie und der Freien Adsorptions-
energie in Lösung.
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Abb. 4.34.: Zusammenhang zwischen der Kontaktzahl und der Additiv-Kristallschicht-
Wechselwirkungsenergie (links) sowie der Adsorptionsenergie und der Freien
Adsorptionsenergie in Lösung (rechts) für alle untersuchten Additive
Die lineare Abhängigkeit von der Kontaktzahl ist sicher darauf zurückzuführen, dass
an der Oberfläche des für alle Simulationen verwendeten G-(010)-2-Flächenschnittes
aufgrund der einfachen Atomanordnung jeweils nur eine Sorte von Calcium-Ionen
und eine Sorte von OS-Atomen vorliegen. Da die untersuchten Additive außer-
dem über gleiche funktionelle Gruppen verfügen, ist anzunehmen, dass sich jeweils
die Ca-OA-Wechselwirkungen sowie die OS-HA-Wechselwirkungen für verschiede-
ne Konformationen und Additive sehr ähneln. Die Wechselwirkungsenergie zwi-
schen Additiv und Kristallfläche wird daher direkt abhängig von der Anzahl dieser
gleichartigen Wechselwirkungen bzw. Kontakte. Das bedeutet aber auch gleichzei-
tig, dass durch die Konformation des Additivs auf der Kristallfläche kaum „bessere“
und „schlechtere“ Kontakte geschaffen werden, bzw. dass die perfekte Orientierung
der funktionellen Gruppe zum Kristallschichtion eine untergeordnete Rolle gegen-
über der reinen Herstellung einer Kontaktsituation spielt. Insgesamt entspricht am
G-(010)-2-Flächenschnitt die Ausbildung eines neuen Kontaktes in Lösung einem
Gewinn in der Freien Energie von ca. 44 kJ/mol.
17Anteil der Adsorptionsenergie in Lösung für die Wechselwirkung zwischen Kristallschicht und
Additiv, vgl. Kap. 3.4.2
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Abb. 4.35 zeigt beispielhaft vier repräsentative Schnappschüsse der Zitronensäure
am G-(010)-2-Flächenschnitt in Lösung unter Angabe der Kontaktzahl und des für
diese Konformation bestimmten ∆soladsFSG.
(a) 5,5 / -230 (b) 5,0 / -214
(c) 3,5 / -167 (d) 2,5 / -150
Abb. 4.35.: Repräsentative Schnappschüsse der untersuchten Konformationen von Zitro-
nensäure am G-(010)-2-Flächenschnitt in Lösung unter Angabe der Kontakt-
zahl (nsolsurf−add, siehe oben) und des berechneten Wertes für die Freie Adsorp-
tionsenergie in Lösung (∆soladsFSG, in kJ/mol)
[Lösungswasser für bessere Übersicht nicht dargestellt; Blick entlang der Ca2+-
SO2–4 -Ketten an der Kristallfläche, außer bei (d), dort Blick quer zu einer
Ca2+-SO2–4 -Kette; Koordinationen zwischen Additiv und Kristallschicht durch
gestrichelte Linien und größere Atome hervorgehoben; für eine bessere
Wechselwirkung verlassen einige Ca2+-Ionen ihre Gleichgewichtslage oder ver-
drehen sich SO2–4 -Tetraeder; (a) zeigt einen typischen Fall, in dem ein OA-Atom
mit zwei Calcium-Ionen der Kristallfläche gleichzeitig wechselwirkt]
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Energetisch günstigsten Konformationen der Additive in Lösung zeichnen sich durch
eine möglichst große Zahl von Kontakten zur Kristallfläche aus. Aufgrund der großen
Flexibilität der betrachteten Additive, die es ermöglicht, dass für die energetisch
günstigsten Additivkonformationen ein überwiegender Teil der funktionellen Grup-
pen auch zur Kristallfläche orientiert ist und mit dieser wechselwirken kann, ergibt
sich für das vorliegende System auch vereinfacht eine Korrelation zwischen der Frei-
en Adsorptionsenergie und der Anzahl polarer Atome im Additiv (Abb. 4.36, links).
Dabei ist festzustellen, dass vor allem bei kontaktreichen Konformationen die Anzahl
der polaren Additivatome, die in direktem Kontakt zur Kristallfläche stehen, kleiner
ist als die Anzahl von Kontakten zwischen Additiv und Kristallfläche (Abb. 4.36,
rechts). Das bedeutet, dass wenigstens eins der Additivatome auch mit mehreren
Kristallschichtatomen gleichzeitig wechselwirkt. Ein Beispiel für eine solche Wechsel-
wirkung ist in Abb. 4.35a zu sehen, wo sich ein Sauerstoffatom der Carboxylat-
gruppe zwischen zwei Calcium-Ionen befindet. Diese spezielle Atomanordnung wird
von Harding [325] als „bridging“ bezeichnet, kann in vielen Calcium-Carboxylat-
Kristallstrukturen gefunden werden und stellt eine Besonderheit der Calciumsalze
gegenüber anderen Metallcarboxylaten dar.
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Abb. 4.36.: Zusammenhang zwischen der Anzahl polarer Atome im Additivmolekül
(npolar = nOA + 0, 5 · nHA) und der Freien Adsorptionsenergie (links) und
Zusammenhang zwischen der Anzahl direkt mit der Kristallfläche wechselwir-
kender polarer Additivatome und der Anzahl von Kontakten zwischen Additiv
und Oberfläche (rechts)
Für die Herstellung des Kontaktes zwischen Kristallschicht und Additiv müssen
geordnete Wassermoleküle aus den Hydratationsschichten von Kristallschicht und
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Additiv verdrängt werden, was mit einer Entropieerhöhung verbunden ist und in der
vorliegenden Arbeit als Ursache für die negative Freie Adsorptionsenergie angesehen
wird (vgl. Kap. 4.3.1). Abb. 4.37 zeigt die berechnete Entropieerhöhung über der
Anzahl der aus den Hydratationsschichten freigesetzten Wassermoleküle.
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Abb. 4.37.: Zusammenhang zwischen der Entropiesteigerung und der Anzahl verdrängter
Wassermoleküle aus der Hydratationsschicht bei der Adsorption eines Additivs
Nicht für alle Additiv-Konformationen sind in den Kraft-Kurven der PC-
Simulationen im Vakuum die einzelnen Desorptionsstufen so gut voneinander zu
trennen wie in Abb. 4.32. Dennoch wird in logischer Konsequenz zu den gerade be-
schriebenen Sachverhalten deutlich, dass das Ablösen einer Carboxylatgruppe vom
G-(010)-2-Flächenschnitt im Vakuum unabhängig von Additiv und Additivkonfor-
mation etwa mit einer Energiedifferenz von 170–180 kJ/mol verbunden ist, während
auf die Aminogruppe je nach Orientierung und Kontaktzahl 50–100 kJ/mol entfal-
len.
Für die zur Untersuchung des Polymereffektes betrachteten Ketten aus Aspartat
und Glutamat steigt die Anzahl von Kontakten zwischen Additiv und Kristallfläche
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mit zunehmender Kettenlänge an (Abb. 4.38, links). Dargestellt sind die Kontakt-
zahlen in Abhängigkeit der Kettenlänge sowohl für die Simulationen im Vakuum als
auch in Lösung (jeweils nur energetisch günstigste Konformation).
Es war zu erwarten, dass sich mit zunehmender Kettenlänge die Additive immer
schlechter an der Kristallfläche anordnen können, was sich in einem immer geringer
werdenden Zuwachs in der Kontaktzahl mit zunehmender Kettenlänge bemerkbar
machen sollte. Im Vakuum ist zumindest für Kettenlängen von 1–3 und unter Be-
rücksichtigung der Unsicherheiten ein erstaunlich linearer Anstieg zu verzeichnen.
Erst ab etwa vier Monomeren geht die Kontaktzahl pro Monomer deutlich zurück.
Hier kann allerdings nicht mit Sicherheit angegeben werden, ob der Grund dafür die
abnehmende Fähigkeit des Additivs zur optimalen Orientierung an der Kristallfläche
oder die unzureichenden Möglichkeiten der verwendeten Simulationstechnik für das
Finden der energetisch günstigsten Konformation bei größeren, flexiblen Additiven
ist (vgl. Kap. 3.4.1).
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Abb. 4.38.: Entwicklung der Anzahl von Kontakten zwischen Additiv und Kristallfläche
mit steigender Anzahl von Monomeren in der Kette (links) und Freie Ad-
sorptionsenergie, jeweils bezogen auf ein Monomer, in Abhängigkeit von der
Monomeranzahl (rechts)
[leere Symbole: für Simulationen im Vakuum; gefüllte Symbole: für Simu-
lationen in Lösung; dargestellt sind jeweils Mittelwerte für die energetisch
günstigste der untersuchten Konformationen des Additivs in Lösung bezüglich
∆soladsFSG]
In Lösung besitzt die Entwicklung der Kontaktzahlen etwa denselben Verlauf wie
im Vakuum, allerdings werden im Mittel 2–3Kontakte weniger ausgebildet als im
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Vakuum, wo keine Wechselwirkungen mit Wasser möglich sind (vgl. Abb. 4.28). Vor
allem für das einfache Monomer liegt dadurch in Lösung eine vergleichsweise geringe
Anzahl von Kontakten vor: Nur zwei der vier polaren Sauerstoffatome sind in der
Lage, mit Calcium-Ionen der Kristallschicht wechselzuwirken. Das Dimer und das
Trimer könnten demgegenüber eine größere Anzahl von Kontakten pro Monomer
ausbilden18. Abb. 4.39 zeigt typische Konformationen.
(a) Glutamat im Vakuum (b) Glutamat in Lösung (c) Glutamat in Lösung
(d) Diaspartat in Lösung (e) Tetraaspartat in Lösung
Abb. 4.39.: Repräsentative Schnappschüsse energetisch günstigster Konformationen bei der
Untersuchung des Polymereffektes
[Lösungswasser aus Gründen der Übersicht nicht dargestellt; Blick jeweils ent-
lang der Ca2+-SO2–4 -Ketten]
18für das Tetramer gehen die Kontaktzahlen pro Monomer wieder zurück, wobei wieder nicht sicher
angegeben werden kann, ob es sich um einen tatsächlichen oder einen simulationstechnischen
Effekt handelt
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Fazit
Um den Einfluss des Additivs auf die Adsorption zu untersuchen, wurde der
G-(010)-2-Flächenschnitt verwendet. Dieser ist als Modellsystem sehr gut geeignet,
da er aufgrund seiner geringen Energie in jeder bekannten Gipsmorphologie vorliegt
und außerdem über eine sehr einfache Grenzfläche verfügt. Die betrachtete Grenz-
fläche besitzt nur jeweils eine Sorte symmetrisch äquivalenter Calcium- und Sulfat-
Ionen, an denen jeweils zwei äquivalente Wassermoleküle der Hydratationsschicht
koordinieren (vgl. Abb. 4.14, S. 142).
Die gewählten Additive (Citrat, Glycin, (Aspartat)n und (Glutamat)n) koordinieren
hauptsächlich mit ihren Carboxylatgruppen an den Calcium-Ionen der Gipsfläche.
Koordinationen der Amino-, Peptid- oder Hydroxyl-Gruppe spielen im Vergleich da-
zu eine untergeordnete Rolle und werden hauptsächlich dann eingegangen, wenn sich
eine Koordination benachbarter Ionen der koordinierten Calcium-Ionen anbietet.
Aufgrund der einheitlichen Ionen der Kristallfläche, der Gleichheit funktioneller
Gruppen der Additivmoleküle sowie der großen Flexibilität der Additivmoleküle, die
es erlaubt, dass sich nahezu alle funktionellen Gruppen zur Kristallfläche orientieren
können, ergeben sich einheitliche Ca-OA- und OS-HA-Wechselwirkung bezüglich der
Abstände, Wechselwirkungsenergien und Anzahl zu verdrängender Wassermoleküle.
Dies führt wiederum zu einer eindeutigen linearen Abhängigkeit energetischer Grö-
ßen (∆soladsE, ∆soladsS und ∆soladsF ) von der erreichten Kontaktzahl zwischen Additiv und
Gipsfläche. Je mehr Kontakte zwischen Additiv und Gipsfläche ausgebildet werden,
desto mehr Additiv-Gips-Wechselwirkungsenergie wird freigesetzt. Gleichzeitig muss
aber eine äquivalent große Menge Wassermoleküle aus den Hydratationsschichten
von Additiv und Gipsfläche freigesetzt werden, was die Entropie entsprechend stei-
gert, aber auch Wasser-Solut-Wechselwirkungsenergie kostet, die durch die Additiv-
Gips-Wechselwirkungsenergie aufgebracht wird. Insgesamt ist die Adsorption (wie
bereits in Kap. 4.3.1 besprochen) aufgrund der Entropiesteigerung exergon, aber
aufgrund der stärkeren Wasser-Solut-Wechselwirkung gegenüber der Additiv-Gips-
Wechselwirkung endotherm.
Aus diesem Grund sind die energetisch günstigsten Konformationen der Additivmo-
leküle solche, die über eine große Anzahl von Kontakten verfügen. Additivmoleküle
mit möglichst vielen funktionellen Gruppen und einer großen Flexibilität (um diese
Gruppen möglichst gut zur Kristallfläche zu orientieren) sind deshalb bevorzugt für
die Adsorption auf dem untersuchten G-(010)-2-Flächenschnitt.
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Dieses Ergebnis kann sich allerdings nur dann ergeben, wenn die Flexibilität der
Additive während der Simulation auch vollständig berücksichtigt wird. Dazu zählen
sowohl die Behandlung des Additivs als bewegliches Molekül als auch die Berücksich-
tigung der großen Vielzahl möglicher Konformationen des Additivs auf der Kristall-
fläche. Anhand der durchgeführten Simulationen erscheinen die teilweise üblichen
Verfahren, ein Additiv entweder manuell an einer als günstig empfundenen Stelle
der Kristallfläche zu positionieren oder ein Additiv in einer für Lösungsverhältnisse
optimierten Konformation als starrer Körper an die Kristallfläche diffundieren zu
lassen, als vollkommen unzureichend. Aufgrund der sehr hohen Potentialbarrieren
ist ein Additiv mit geladenen funktionellen Gruppen weder in Vakuum- noch in
Lösungsumgebung dazu fähig, an der Oberfläche eines Ionenkristalls große Konfor-
mationsänderungen vorzunehmen und in die energetisch günstigste Konformation
zu wechseln. MD-Simulationen mit freibeweglichen Atomen, möglichst geringer Ein-
flussnahme und einer großen Zahl verschiedener Startkonformationen erscheinen hier
als die geeignetere Methode.
Doch selbst diese Methode wird zunehmend unsicher für steigende Molekülgrößen.
Bereits für – immer noch als klein zu betrachtende Moleküle – wie das zur Un-
tersuchung des Polymereffektes verwendete Tetraaspartat, ist es aufgrund der ho-
hen Flexibilität des Moleküls und der damit rasant ansteigenden Möglichkeiten für
Konformationen nicht mehr möglich gewesen, zuverlässig die energetisch günstigste
Konformation auf der Oberfläche zu finden.
Von dieser simulationstechnischen Schwierigkeit abgesehen, konnte der Polymeref-
fekt mit Hilfe der durchgeführten Simulationen nicht vollständig geklärt werden. Die
Möglichkeit einer thermodynamischen Begründung des Effektes ist dadurch gegeben,
dass das Monomer im Gegensatz zum Vakuum in Lösung nur eine vergleichsweise ge-
ringe Anzahl von Kontakten zur Kristallfläche ausbildet und eine dementsprechend
niedrige Freie Adsorptionsenergie besitzt. Bezogen auf ein Monomer werden bei grö-
ßeren Peptidketten mehr Kontakte ausgebildet und mehr Freie Energie freigesetzt.
Damit wäre der Polymereffekt zu einem großen Teil durch das Lösungsmittel Was-
ser verursacht, da die Hydratation der Kristallfläche und der funktionellen Gruppen
des Additivs in starker Konkurrenz zur Adsorption steht und die hauptsächliche
Begründung dafür darstellt, dass in Lösung nicht alle funktionellen Gruppen zur
Kristallfläche orientiert sind.
Dieser Unterschied ist allerdings vergleichsweise klein und konnte nur für Kettenlän-
gen bis zu drei Monomeren eindeutig nachgewiesen werden. Für größere Ketten ist
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aufgrund der oben beschriebenen simulationstechnischen Schwierigkeiten an dieser
Stelle keine Aussage möglich. Es wird davon ausgegangen, dass die Adsorption von
Polymeren gegenüber Monomeren neben den oben beschriebenen Einflüssen zusätz-
lich durch kinetische und weitere entropische Anteile stabilisiert wird – ähnlich wie
bei Chelatkomplexen. Für einen Nachweis dieser Effekte waren die durchgeführten
Simulationen allerdings nicht geeignet. Außerdem ist es möglich, dass der in der Pra-
xis beobachtete Polymereffekt nicht auf eine bevorzugte Adsorption der Polymere
gegenüber Monomeren zurückzuführen ist, sondern stattdessen auf einen stärkeren
Effekt adsorbierter Polymere (z. B. aufgrund einer stärkeren Störung der Oberflä-
chenstruktur und einer dadurch verursachten effektiveren Wachstumshemmung der
Kristallfläche). Weitere Untersuchungen sind deshalb zur Klärung der Ursachen des
Polymereffektes notwendig. Diese sind allerdings nicht mit der hier verwendeten
Methodik möglich.
4.3.3. Einfluss der Fläche
Für die Untersuchung des Flächeneinflusses wurde als Modelladditiv die Zitronen-
säure gewählt. Für dieses Additiv liegen die meisten experimentellen Erkenntnisse
vor. So kann aus der Morphologiebeeinflussung geschlussfolgert werden, an welchen
Flächen mit hoher Wahrscheinlichkeit Adsorption auftritt (vgl. Kap. 2.4.2), und Un-
tersuchungen zur pH-Abhängigkeit zeigen, dass die Wirkung der Zitronensäure im
leicht basischen Bereich am stärksten ist [176,178,201]. Außerdem besitzt die Zitronen-
säure eine verhältnismäßig große Dichte funktioneller Gruppen bei gleichzeitig hoher
Flexibilität und gut handhabbarer Molekülgröße.
In Kap. 4.2 wurden die verschiedenen Flächenschnitte bezüglich ihrer energetischen
Situation und ihrer Stabilität gegenüber Vakuum und Wasser betrachtet und ihre
Hydrathüllen untersucht. Dabei wurde festgestellt, dass sich trotz großer Unterschie-
de in der Attachmentenergie im Vakuum die verschiedenen Flächenschnitte aufgrund
der Stabilisierung durch Wasser energetisch einander annähern. Eine sehr große Zahl
möglicher Flächenschnitte kann in Lösung vorliegen und damit für eine Adsorption
zur Verfügung stehen.
Experimentelle Untersuchungen zur Kristallisation von Gips in Gegenwart von Zi-
tronensäure zeigten, dass die in Wasser sehr langsam wachsenden großen Flächen
der natürlichen Gipsmorphologie (010) und (02¯1) auch trotz der Einwirkung der
Zitronensäure in der beeinflussten Gipsmorphologie vorzufinden sind, während die
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schnell wachsenden Kopfflächen (110) und (111¯) durch neue und dann deutlich grö-
ßer ausgebildete Kopfflächen, wie (100) oder (101¯), ersetzt werden (vgl. Abb. 2.10,
S. 29).
Zugunsten des experimentellen Vergleichs wurden deshalb für die Adsorptionsun-
tersuchungen mit Zitronensäure alle energetisch sinnvollen Flächenschnitte dieser
sechs Gipsebenen (16Flächenschnitte) ausgewählt. Im Falle von Anhydrit, für den
aufgrund der einfacheren Struktur, der geringeren Anzahl verschiedener Flächen-
schnitte und der Abwesenheit von Kristallwasser eine grundlegendere Betrachtung
möglich war, wurden trotz des Fehlens experimenteller Vergleiche sämtliche Flächen-
schnitte (9 Flächenschnitte) weiterbetrachtet.
Für die Simulationen im Vakuum zur Schaffung und Charakterisierung adsorbierter
Zitronensäurekonformationen auf den verschiedenen Flächenschnitten wurde19 zur
Vermeidung artifizieller Rekonstruktionen der Oberfläche und zugunsten der Ver-
gleichbarkeit prinzipiell mit räumlich fixierten Kristallschichtatomen gearbeitet (vgl.
dazu Kap. 4.3.4). Bei den anschließenden Simulationen in Lösung zur Charakterisie-
rung der Konformation und zur Bestimmung thermodynamischer Adsorptionsgrößen
waren die äußeren Kristallschichtatome beweglich.
Ergebnisse der Simulationen im Vakuum
Bei den Simulationen im Vakuum war im Allgemeinen festzustellen, dass sich unab-
hängig vom Flächenschnitt (also sowohl für eine starke als auch für eine schwache
Adsorption) die adsorbierten Additive auf den Kristallflächen nahezu nicht mehr be-
wegten. Von thermischer Beweglichkeit der Atome um ihre Ruhelage abgesehen, trat
nur in sehr seltenen Fällen und bei energetisch ungünstigen Konformationen das Ab-
lösen einer funktionellen Gruppe, der Wechsel einer funktionellen Gruppe zwischen
zwei benachbarten Ionen der Kristallfläche oder das „Umklappen“ eines Molekülteils
auf. Eine laterale Bewegung auf der Kristallfläche konnte in keinem Fall beobachtet
werden. Die Energien der Konformationen waren in der Regel sehr konstant.
Abb. 4.40 zeigt für alle untersuchten Flächenschnitte und die jeweils für die
weiteren Simulationen ausgewählten Konformationsgruppen der Zitronensäure die
mittleren Adsorptionsenergien im Vakuum. Vergleichsweise hohe Beträge der Ad-
sorptionsenergien im Vakuum werden prinzipiell nur bei Flächenschnitten erzielt,
19im Gegensatz zur den Simulationen zur Untersuchung des Additiv-Einflusses, Kap. 4.3.2
187
Ergebnisse und Diskussion Die Adsorption
bei denen die Ca2+-SO2–4 -Ketten geschnitten werden (also A-(hk1)- bzw. G-(1kl)-
Flächenschnitte).
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Abb. 4.40.: Adsorptionsenergie im Vakuum für alle ausgewählten Konformationsgruppen
aller untersuchter Flächenschnitte mit Zitronensäure als Additiv
Die verschiedenen Konformationsgruppen eines Flächenschnittes können sich in ih-
rer Adsorptionsenergie teilweise beträchtlich (um mehrere hundert kJ/mol) vonein-
ander unterscheiden. Dennoch sind die Unterschiede in der Regel klein gegenüber
den Unterschieden, die zwischen verschiedenen Flächenschnitten auftreten. Das lässt
vermuten, dass die Erzeugung und Betrachtung einer Vielzahl verschiedenster adsor-
bierter Additiv-Konformationen unnötig ist. Allerdings ist hier zu berücksichtigen,
dass es sich bei den dargestellten Konformationsgruppen bereits um die jeweilige
Auswahl der energetisch günstigsten aller gefundenen Konformationsgruppen han-
delt, die meist nur einen geringen Teil der insgesamt erhaltenen adsorbierten Kon-
formationsgruppen pro Flächenschnitt darstellt.
Aufgrund der unterschiedlichen Atomanordnungen an den verschiedenen Flächen-
schnitten sowie des Vorliegens chemisch verschiedener Kristallschichtionen am selben
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Flächenschnitt werden auch die Wechselwirkungen zwischen Additiv und Kristall-
schicht vielseitiger im Vergleich zu den Ergebnissen des Additiv-Einflusses aus
Kap. 4.3.2. Eine einfache Reduktion der Konformation auf eine Anzahl von Kontak-
ten zwischen Additiv und Kristallschicht, oder die allgemeine Angabe zur Energie
einer Ca-COO--Wechselwirkung ist hier nicht mehr möglich.
Ergebnisse der Simulationen in Lösung
Die Ergebnisse der durchgeführten Simulationen in Lösung sind in Tab. 4.6 zusam-
mengestellt. Die bereits bei den Simulationen im Vakuum beschriebene größere Di-
versität in den Wechselwirkungsmöglichkeiten zwischen Additiv und Kristallschicht
macht sich auch bei den Simulationen in Lösung deutlich bemerkbar. Obwohl auch
hier eine grobe Tendenz stärkerer Wechselwirkungen zwischen Kristallfläche und
Additiv mit zunehmender Anzahl von Kontakten nsolsurf−add vorliegt, ist der Zusam-
menhang viel weniger eindeutig als bei der Additivvariation (vgl. Abb. 4.34, S. 178).
Die Schwankungen sind deutlich größer und das Bestimmtheitsmaß der linearen
Regression beträgt nur 0,7 statt 0,94. Entsprechend stärkeren Schwankungen unter-
worfen ist auch der Zusammenhang zwischen ∆soladsFTI und der Kontaktzahl, dessen
Bestimmtheitsmaß von 0,97 im Fall der Additivvariation auf 0,67 im Fall der Flä-
chenvariation abfällt.
Tab. 4.6.: Ergebnisse der Simulationen für Zitronensäure an verschiedenen Flächenschnit-
ten in Lösung (jeweils nur für die energetisch günstigste Konformationsgruppe
bezüglich ∆soladsFTI)
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A-(100)-1 -127 58 0,6 3,8 3,0 2,9 5,9 -506
A-(010)-1 -100 40 0,5 3,6 2,5 2,7 5,2 -531
A-(001)-1 -153 38 0,6 3,4 2,9 4,7 7,6 -590
A-(001)-2** -173 242 1,4 5,3 4,9 6,9 11,8 -876
A-(110)-1 -124 101 0,8 3,6 2,8 4,5 7,3 -461
A-(011)-2** -346 3 1,2 7,9 4,9 9,9 14,8 -1721
A-(011)-3 -115 70 0,6 2,9 1,0 2,9 3,9 -222
A-(101)-1* -187 134 1,1 5,3 4,4 5,5 9,9 -680
A-(101)-2* -171 93 0,9 5,6 5,0 6,9 11,9 -703
(Fortsetzung auf der nächsten Seite)
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Tab. 4.6.: (Fortsetzung) Ergebnisse der Simulationen für Zitronensäure an verschiedenen
Flächenschnitten in Lösung
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G-(010)-1 -136 75 0,7 3,5 3,9 4,1 8,0 -423
G-(010)-2 -165 99 0,9 3,5 1,9 3,7 5,6 -417
G-(010)-3 -64 -8 0,2 0,0 0,0 0,0 0,0 -146
G-(02¯1)-1 -131 36 0,6 2,4 2,5 0,8 3,3 -278
G-(02¯1)-2 -114 10 0,4 2,8 2,5 1,5 4,0 -322
G-(02¯1)-3 -134 80 0,7 3,2 3,1 4,0 7,1 -458
G-(02¯1)-4 -126 52 0,6 2,7 2,0 2,3 4,3 -391
G-(111¯)-1 -121 17 0,5 2,2 1,4 1,2 2,6 -301
G-(111¯)-2 -137 48 0,6 3,5 1,6 1,4 3,0 -461
G-(111¯)-5 -183 14 0,7 3,2 1,2 2,9 4,1 -822
G-(110)-3* -304 -41 0,9 4,0 1,0 6,8 7,8 -1256
G-(110)-5 -100 56 0,5 2,7 2,9 3,0 5,9 -247
G-(100)-1** -365 51 1,4 6,6 3,8 8,6 12,4 -1551
G-(100)-2** -317 134 1,5 6,6 – – – -1715
G-(101¯)-1 -276 122 1,3 6,4 7,5 9,7 17,2 -1444
G-(101¯)-2 -179 26 0,7 2,0 2,4 1,2 3,6 -880
∆soladsFTI : Freie Adsorptionsenergie in Lösung in kJ/mol, berechnet mit thermodynamischer Inte-
gration; ∆soladsE: Adsorptionsenergie in Lösung in kJ/mol; ∆
sol
adsS: Änderung der Entropie bei der
Adsorption in Lösung in J/(mol · K); nsolsurf−add: Anzahl von Kontakten zwischen Kristallfläche
und Additiv in Lösung (vgl. S. 177); ∆nsolsurf−sol: Änderung der Anzahl von Kristallflächen-Wasser-
Kontakten bei der Adsorption in Lösung; ∆nsoladd−sol: Änderung der Additiv-Wasser-Kontakte bei
der Adsorption in Lösung; ∆nhssol: Änderung der Anzahl von Wassermolekülen in der Hydrata-
tionsschicht der Kristallfläche bei der Adsorption in Lösung; ∆Ewwsurf−add: Änderung der Wech-
selwirkungsenergie zwischen Kristallfläche und Additiv bei der Adsorption in kJ/mol (als Anteil
der Adsorptionsenergie, vgl. Kap. 3.4.2); (*): Kennzeichnung für Flächenschnitte, bei denen die
Additive C3-Wasserpositionen besetzen
Im Vergleich der verschiedenen Flächenschnitte untereinander zeigt sich, dass Flä-
chen, die stark hydratisieren, auch tendenziell größere Beträge für die Freie Adsorp-
tionsenenergien erreichen (Abb. 4.41, links). Wie bei der Adsorption von Zitronensäu-
re bilden auch bei der Hydratation der Kristallflächen Ca-O-Wechselwirkungen den
wichtigsten energetischen Faktor. Ist aufgrund der Atomanordnung an der Kristall-
fläche die Ausbildung vieler solcher Bindungen zu Wasser möglich, besteht auch eine
gute Möglichkeit für die Adsorption der Zitronensäure. Weiterhin läßt sich beobach-
ten, dass die Anzahl geknüpfter Kontakte zwischen Zitronensäure und Kristallfläche
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in der Regel etwa der Anzahl aufgebrochener Kontakte zwischen Kristallfläche und
Wasser entspricht20
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Abb. 4.41.: Zusammenhang zwischen der Freien Adsorptionsenergie von Zitronensäure in
der jeweils günstigsten Konformation an einem Flächenschnitt in Lösung und
der Hydratationsenergie des Flächenschnittes (links) sowie der Energieände-
rung in Verbindung mit der Adsorption (rechts)
Bei Betrachtung der einzelnen Energieanteile der Adsorptionsenergie (vgl.
Kap. 3.4.2) zeigt sich, dass:
• erwartungsgemäß die Veränderungen der Additiv- und der Kristallschichtener-
gie klein im Vergleich zu den Änderungen der übrigen Energieterme sind21.
• die Veränderungen der übrigen Wechselwirkungsanteile (Kristallfläche–
Additiv, Kristallfläche–Wasser, Additiv–Wasser und Wasser–Wasser) für eine
konkrete Simulation zwar unterschiedliche Vorzeichen, aber in der Regel Beträ-
ge in der gleichen Größenordnung besitzen, sodass ohne ablesbare Tendenzen
der eine oder der andere Anteil überwiegt.
• alle Wechselwirkungsterme immer dann auffällig hoch sind, wenn auch ein
hoher Betrag für ∆soladsFTI vorliegt.
20Unter Berücksichtigung dessen, dass ein Wassermolekül auch mehrere Kontakte zur Kristallfläche
besitzen kann.
21aufgrund der Arbeit mit fixierten Kristallschichtatomen bei der Erzeugung der adsorbierten
Konformationen im Vakuum und der geringen Veränderungen bei den späteren Simulationen
in Lösung
191
Ergebnisse und Diskussion Die Adsorption
Abb. 4.41 (rechts) zeigt am Beispiel der Energieveränderung im Zusammenhang
mit der Adsorption ∆E(ads) die Korrelation zur Freien Adsorptionsenergie. Ein
ähnlicher Zusammenhang liegt für alle einzelnen Energieanteile der Adsorptions-
energie vor. Durch die sehr unterschiedliche gegenseitige Kompensation der Wech-
selwirkungsenergien zeigt sich dieser Zusammenhang aber nicht im ∆soladsE, sodass
im Gegensatz zu den Ergebnissen aus Kap. 4.3.2 hier kein linearer Zusammenhang
zwischen der Adsorptionsenergie und der Freien Adsorptionsenergie vorliegt.
Der lineare Zusammenhang zwischen ∆soladsF und ∆soladsE in Kap. 4.3.2 war die Fol-
ge einer sehr starken Abhängigkeit beider Größen von der Anzahl der Kontakte
zwischen Kristallfläche und Additiv. Als Konsequenz ergab sich auch eine klare li-
neare Abhängigkeit zwischen ∆soladsF und ∆soladsS. Diese war anschaulich nachvollzieh-
bar, da eine große Anzahl von Kontakten auch eine große Anzahl von geordneten
Wassermolekülen aus den Hydratationsschichten der Kristallfläche und des Additivs
freisetzen muss, was die Unordnung im System entsprechend erhöht. Bei Betrach-
tung verschiedener Flächenschnitte ist demgegenüber, wie oben bereits beschrieben,
der Zusammenhang zwischen der Freien Adsorptionsenergie und der Kontaktzahl
schlechter, aber auch die Abhängigkeit zwischen der Anzahl freigesetzter Wasser-
moleküle und der Entropieänderung. Das lässt sich wiederum darauf zurückführen,
dass die unterschiedlichen Atomanordnungen an den Kristallflächen Ursache für un-
terschiedliche, vor allem verschieden stark geordnete Wasserkonformationen in den
Hydratationsschichten der Kristallfläche darstellen (vgl. Kap. 4.2). Eine gleiche An-
zahl freigesetzter Wassermoleküle ruft damit bei unterschiedlichen Flächenschnitten
nicht die gleiche Entropieänderung hervor.
Nichtsdestotrotz existiert aber unter Berücksichtigung der großen Unsicherheiten in
den berechneten Entropie-Werten und relativ großer Schwankungen die eindeutige
Tendenz steigender ∆soladsS-Werte mit steigenden Beträgen von ∆soladsFTI , die wieder
ein Indiz dafür sind, dass die Adsorption entropiegetrieben ist.
Flächenschnitte mit starker und schwacher Adsorption
Bei näherer Betrachtung der erreichten ∆soladsFTI und ∆soladsS-Werte ist festzustellen,
dass sich die untersuchten Flächenschnitte jeweils in zwei Gruppen einteilen lassen
(Abb. 4.42): Eine erste Gruppe aus Flächenschnitten mit niedrigen und unterein-
ander relativ ähnlichen Beträgen (schwarze Symbole, im Folgenden als Gruppe mit
„schwacher Adsorption“ bezeichnet) sowie eine zweite Gruppe mit jeweils hohen und
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breit streuenden Beträgen (rote Symbole, im Folgenden als Gruppe mit „starker
Adsorption“ bezeichnet).
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Abb. 4.42.: Zusammenhang zwischen der Freien Adsorptionsenergie und der Entropieände-
rung bei der Adsorption für Zitronensäure an verschiedenen Anhydrit- (links)
und Gips-Flächenschnitten (rechts) in Lösung
Die Flächenschnitte mit hohen Beträgen der Entropie und Freien Energie sind dabei
entgegen den Erwartungen nicht solche, bei denen die Calcium-Ionen über besonders
viele freie Bindungsstellen verfügen oder relativ frei zugänglich an der Grenzfläche
liegen22. Stattdessen handelt es sich um Flächenschnitte, an denen Konformatio-
nen möglich sind, bei denen eine Carboxylatgruppe wie in Abb. 4.43 gleichzeitig
mit zwei Calcium-Ionen wechselwirkt. Diese Koordinationsart ist eine Besonderheit
der Calcium-Carboxylat-Wechselwirkung, die auch vielfach in Kristallstrukturen der
Calcium-Carboxylate beobachtet wird [325].
Eine solche vorteilhafte Koordination ist immer dann möglich, wenn ein OA-Atom
die Position eines ehemaligen OS-Atoms einnehmen kann, welches gleichzeitig mit
zwei Calcium-Ionen in Wechselwirkung stand. Diese OS-Positionen existieren nur
an Flächenschnitten mit geschnittenen Calcium-Sulfat-Ketten und werden in Ge-
genwart von Wasser von C3-Konformationen besetzt.
22Gegenbeispiele sind etwa G-(111¯)-1, G-(111¯)-2, G-(110)-5, vgl. die entsprechenden Flächenan-
sichten im Anhang, Abb. C.5, ab S. C-9
193
Ergebnisse und Diskussion Die Adsorption
Abb. 4.43.: Besonders günstige Konformation für die Adsorption einer Carboxylatgruppe
an den Calciumsulfaten
Durch die Adsorption einer Carboxylgruppe in der beschriebenen Art
• werden drei starke Ca-OA-Koordinationen gebildet,
• erfolgt eine starke Entropieerhöhung durch die Freisetzung eines C3-
Wassermoleküls und
• erfolgt eine zusätzliche Entropieerhöhung durch das nahezu vollständige Ab-
streifen der Hydrathülle der Carboxylatgruppe.
Die Kombination dieser drei Effekte erklärt die hohen Wert für ∆soladsFSG und
∆soladsS.
Aufgrund der Ähnlichkeit zum Sulfat können Carboxylatgruppen generell an ge-
schnittenen Calcium-Sulfat-Ketten die Position eines Sulfat-Ions einnehmen und die
beiden gebrochenen Ca-O-Koordinationen innerhalb der Kette ersetzen. Dadurch
kann die bei der Erzeugung der Oberfläche gestörte Calcium-Koordinationssphäre
vollständig aufgefüllt werden, was in reinem Wasser oft nicht der Fall war (vgl.
Abb. 4.21a, S. 152). Doch das allein ist keine Garantie für große ∆soladsFSG-Werte,
wie die Flächenschnitte A-(001)-1, A-(011)-3, G-(110)-5 und G-(111¯)-x zeigen. Zu-
sätzlich muss durch die Adsorption der Zitronensäure eine große Entropieerhöhung
erfolgen.
Diese Entropieerhöhung erfolgt durch die Freisetzung stark geordneter Wasser-
moleküle aus den Hydrathüllen. Den größten Entropiebetrag besitzen die C3-
Wassermoleküle, welche gleichzeitig mit zwei Calcium-Ionen wechselwirken. Kon-
formationen dieses Typs zeichnen sich durch sehr niedrige Beweglichkeit und steile
Dichteprofile aus. Trotz der deutlich höheren Wechselwirkungsenergie besitzen sie
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ähnliche Werte für ∆hydF wie C1-Konformationen, was auf einen höheren Entropie-
betrag schließen lässt (vgl. Abb. 4.16, 4.17 und 4.27, ab S. 145). Die Freisetzung
eines solchen C3-Wassermoleküls aus der Hydratationsschicht der Kristallfläche bei
Adsorption der Zitronensäure führt also zu einer starken Entropieerhöhung.
Wassermoleküle aus der Hydrathülle des Addtitivs sind weniger stark geordnet. Für
die spezielle Koordination aus Abb. 4.43 ist es allerdings notwendig, dass die Hy-
drathülle des einen OA-Atoms vollständig abgestreift wird, damit das OA-Atom
die Position zwischen den beiden Calcium-Ionen einnehmen kann. Zusätzlich muss
auch vom zweiten OA-Atom ein Großteil der Wassermoleküle abgestreift werden.
In Summe werden auf diese Weise etwa 5 Wassermoleküle aus der Hydrathülle der
Carboxylatgruppe freigesetzt.
Während sich Flächenschnitte ohne C3-Konformation durch Entropieänderungen
≤ 0, 7 kJ/(mol · K) auszeichnen, werden bei solchen Flächenschnitten mit C3-
Konformation Entropieänderungen von 0,9–1,0 erreicht. Die größten Entropieände-
rungen von 1,2–1,5 liegen dann vor, wenn durch die Adsorption der Zitronensäure
sogar zwei C3-Wassermoleküle freigesetzt werden. Die Situation soll am Beispiel der
A-(011)-Fläche konkret vorgestellt werden. Anschließend folgen mit zwei zusätzli-
chen Flächenbeispielen Darstellungen weiterer Besonderheiten.
Flächenbeispiel A-(011)
An dieser Gitterebene sind die Calcium-Sulfat-Ketten schräg geschnitten, wobei auf-
grund der nicht zusammenfallenden Ladungsschwerpunkte von Calcium- und Sulfat-
Ionen zwei energetisch sinnvolle Atomanordnungen resultieren können: Schnitt 2, bei
dem die Sulfat-Ionen außen liegen, und Schnitt 3, bei dem die Calcium-Ionen außen
liegen. Abb. 4.44 zeigt die Atomanordnung aus verschiedenen Perspektiven.
Die Vermutung liegt nahe, dass der Flächenschnitt A-(011)-3 geeigneter für die Ad-
sorption ist, da hier die Calcium-Ionen weiter außen liegen, wodurch die Kristallflä-
che positiviert ist, eine größere Angriffsfläche für die Adsorption zur Verfügung steht
und die Adsorption weniger durch zwischenliegende Sulfat-Ionen sterisch behindert
wird. Dennoch werden am A-(011)-2-Flächenschnitt, an welchem die Sulfat-Ionen
außen liegen, deutlich mehr Kontakte zur Zitronensäure ausgebildet und nahezu
doppelt so große Beträge für ∆soladsFSG und ∆soladsS berechnet.
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Seitenansicht
Aufsicht
(a) A-(011)-2 (b) A-(011)-3
Abb. 4.44.: Ansichten der A-(011)- Flächenschnitte
Der Flächenschnitt A-(011)-2 verfügt im Gegensatz zum A-(011)-3 jeweils über C3-
Konformationen in der Hydratationsschicht zwischen zwei benachbarten Calcium-
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Ionen. Genau an diesen Positionen adsorbieren auch die Carboxylatgruppen der
Zitronensäure, sodass eine große Zahl von Bindungen ausgebildet werden kann und
zwei C3-Wassermoleküle freigesetzt werden. Beim A-(011)-3-Flächenschnitt liegt die
gleiche Anordnung von Calcium-Ionen vor. Allerdings befindet sich von unten zwi-
schen je zwei Calcium-Ionen ein OS-Atom, welches die Anlagerung von Wassermo-
lekülen genauso wie die von OA-Atomen zwischen den Calcium-Ionen verhindert
und somit die Konformation der Zitronensäure beeinflusst. Abb. 4.45 zeigt jeweils
die bezüglich ∆soladsFSG günstigsten Konformationen der Zitroensäure an beiden Flä-
chenschnitten in Lösung.
(a) A-(011)-2 (b) A-(011)-3
Abb. 4.45.: Repräsentative Schnappschüsse der energetisch günstigsten Konformationen
von Zitronensäure am A-(011)-2- und A-(011)-3-Flächenschnitt in Lösung
Flächenbeispiel G-(101¯)-1
Die einzige gefundene Ausnahme für die oben beschriebenen Bedingungen für eine
starke Adsorption stellt der G-(101¯)-1-Flächenschnitt dar, an welchem keine C3-
Wasserkonformationen in der Hydrathülle vorliegen und dennoch hohe Werte für
∆soladsFSG und ∆soladsS berechnet wurden. Hier liegt eine Besonderheit in der Struktur
der Hydrathülle vor: Die freien Bindungsstellen eines jeden äußeren Calcium-Ions
werden hier jeweils durch drei Moleküle Hydratwasser abgesättigt, welche unter-
einander ein sehr festes Netz von Wasserstoffbrückenbindungen bilden (Abb. 4.46a).
Eine solche Konstellation von Hydratwassermolekülen wurde nur an diesem Flächen-
schnitt beobachtet und ist wahrscheinlich dadurch begünstigt, dass sich zwischen
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den Reihen der Calcium-Ionen die Kristallwasserschicht befindet, die die richtigen
Abstände vorgibt.
(a) Wasserstruktur (b) Zitronensäurekonformation
Abb. 4.46.: Repräsentative Schnappschüsse der Atomanordnung am G-(101¯)-1-Flächen-
schnitt: H-Brücken-Netz der an Ca2+ adsorbierten Wassermoleküle der
Hydratationsschicht (a) und energetisch günstigste Konformationen der adsor-
bierten Zitronensäure in Lösung (b)
[Hydratationsschicht als Aufsicht, aus Gründen der Übersichtlichkeit sind nur
Calcium-Ionen und daran adsorbierte Wassermoleküle der Hydratationsschicht
dargestellt; adsorbierte Zitronensäure als Seitenansicht, Blick entlang der Was-
serschicht]
Die Adsorption der Zitronensäure ist an diesem Flächenschnitt ebenfalls über die
in Abb. 4.43 (S. 194) dargestellte Koordination mit einem OA-Atom zwischen
zwei Calcium-Ionen möglich – auch wenn hier aufgrund der anderen Atomanord-
nung23 etwas größere Ca-OA-Bindungsabstände vorliegen (Abb. 4.46b). Auf diese
Weise können wieder viele Kontakte zwischen Kristallschicht und Zitronensäure
gebildet werden (6–7). Durch die Adsorption der Zitronensäure werden die auf-
grund des H-Brücken-Netzes stark geordneten Wassermoleküle aus den Calcium-
Koordinationssphären und zusätzlich die Wassermoleküle aus der Carboxylathydrat-
hülle freigesetzt. Das führt wieder zu einer starken Entropiesteigerung, welche etwa
in der gleichen Größenordnung liegt wie an Flächenschnitten, bei denen durch die
Adsorption zwei C3-Wassermoleküle freigesetzt werden.
23zwischen den zwei Calcium-Ionen befindet sich in der Kristallstruktur in diesem Fall die Doppel-
schicht aus Wassermolekülen und nicht wie sonst ein OS-Atom
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Flächenbeispiel G-(010)
Neben den bereits beschriebenen Unterschieden zwischen den Flächen tritt auch
an den G-(010)-Flächenschnitten noch eine Besonderheit auf. Die Flächenschnitte
G-(010)-1 und G-(010)-2 waren bereits bei den Betrachtungen der Hydratations-
schichten aufgefallen: Obwohl beide über dieselbe Atomanordnung in der äußersten
Calcium-Sulfat-Schicht verfügen, besitzen die Hydratationsschichten vollkommen an-
dere Strukturen und Energien (vgl. Abb. 4.11, S. 138).
Dieser Unterschied kommt auch bei der Adsorption zum Tragen: An beiden Flä-
chenschnitten kann die Zitronensäure bei der Adsorption 3,5 Kontakte (vgl. Tab. 4.6,
S. 189) ausbilden und erreicht etwa gleichgroße Wechselwirkungsenergien zwischen
Additiv und Fläche (sowohl im Vakuum als auch in Lösung). Die Werte für ∆soladsFSG,
∆soladsE und ∆soladsS unterscheiden sich allerdings beträchtlich (vgl. wieder Tab. 4.6).
Das ist darauf zurückzuführen, dass der G-(010)-2-Flächenschnitt so geschnitten
ist, dass unmittelbar an die vorliegende Calcium-Sulfat-Schicht die Anlagerung der
Kristallwasserdoppelschicht erfolgen könnte. Aus diesem Grund bildet sich auch ei-
ne besonders stabile Hydratationsschicht aus. Die Verdrängung der Wassermoleküle
aus der Hydratationsschicht setzt dementsprechend mehr Entropie frei und kostet
gleichzeitig auch mehr Gips-Wasser-Wechselwirkungsenergie. Das erklärt die posi-
tivere Adsorptionsenergie, die größere Entropieänderung und die negativere Freie
Adsorptionsenergie der Zitronensäure an diesem Flächenschnitt.
Fazit
Am Beispiel des Additivs Zitronensäure, für welches die meisten experimentellen
Informationen über die Morphologiebeeinflussung von Gips vorliegen, wurde die Ad-
sorption an verschiedenen Flächenschnitten von Gips und Anhydrit untersucht. Die
Simulationen an Anhydritflächenschnitten wurden ergänzend durchgeführt, um ge-
nerelle Aussagen zum Adsorptionsverhalten abzuleiten, auch wenn hier kaum expe-
rimentelle Informationen existieren.
Für Kristallisation aus zitronensäurehaltigen Lösungen wird häufig der Übergang
von der nadelförmigen zu einer eher kompakten Gipsmorphologie beschrieben (vgl.
Kap. 2.4). In den durchgeführten Simulationen und Berechnungen hatte sich gezeigt,
dass es sich bei der nadelförmigen Gipsmorphologie um einen Effekt des Lösungsmit-
tels handelt (vgl. Kap. 4.1). Das Wasser ist in den meisten Fällen sehr gut in der Lage,
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aufgebrochene Ca-OS-Kontakte an den verschiedenen Oberflächen zu kompensieren.
An Flächen mit geschnittenen Ca2+-SO2–4 -Ketten gelingt allerdings der Aufbau ei-
ner vollständigen Hydrathülle für die Calcium-Ionen nur selten. Die beiden dicht
benachbarten OS-Atome eines (abgeschnittenen) Sulfat-Ions lassen sich in der Re-
gel schlecht durch die OW-Atome zweier Wassermoleküle ersetzen (vgl. Kap. 4.2).
Die Carboxylatgruppe eines Additivs ist aufgrund ihrer strukturellen Ähnlichkeit
zum Sulfat prinzipiell besser in der Lage, diese beiden Ca-OS-Koordinationen zu er-
setzen, was den Grund für die generelle Beobachtung kompakter Gipsmorphologien
in Gegenwart von Carboxylaten darstellen könnte.
Allgemein wurde gefunden, dass eine starke Adsorption der Zitronensäure nur an
Kristallflächen mit geschnittenen Ca2+-SO2–4 -Ketten auftritt. Dabei handelt es sich
in der Regel auch um Flächen, die über hohe Attachmentenergien und hohe Hy-
dratationsenergien verfügen. Die starke Wechselwirkung zu Wasser einerseits und
zum Additiv andererseits führt wieder zur Freisetzung einer großen Menge vorher
koordinierten Wassers unter Entropiegewinn, was die Triebkraft für die Adsorption
darstellt.
Die geschnittenen Ca2+-SO2–4 -Ketten sind allerdings nicht die alleinige Ursache für
eine starke Adsorption der Zitronensäure. Zusätzliches Merkmal ist eine überdurch-
schnittliche Entropieerhöhung in Verbindung mit der Adsorption, welche vor allem
an Flächenschnitten erfolgt, die über C3-Konformationen in den Hydratationsschich-
ten, also Wassermoleküle mit gleichzeitiger Wechselwirkung zu zwei Calcium-Ionen,
verfügen. An diesen Positionen kann eine Carboxylatgruppe der Zitronensäure so
günstig adsorbieren, dass drei Ca-OA-Koordinationen ausgebildet und gleichzeitig
ein stark geordnetes C3-Wassermolekül aus der Calciumsulfat-Hydratationsschicht
sowie ca. fünf Wassermoleküle aus der Zitronensäure-Hydrathülle freigesetzt werden.
Flächen mit solchen Koordinationsmöglichkeiten für die Zitronensäure werden be-
sonders bevorzugt mit Additiv belegt, effektiv im Wachstum behindert und damit
größer ausgebildet als ohne Additiv.
Eine solche C3-Konformation befindet sich beispielsweise in der Hydratationsschicht
der l-Kopffläche der Gipsmorphologie24 (G-(110)-3-Flächenschnitt), nicht aber an
der n-Kopffläche (G-(111¯)), verbunden mit einem deutlich höheren Betrag für die
Adsorptionsenergie an der l-Fläche gegenüber der n-Fläche25. Diese beiden Flächen
fallen bei theoretischen Vorhersagen der Gipsmorphologie immer auf, da die in der
24vgl. Abb. 2.6, S. 12
25vgl. Tab. 4.6, S. 189
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Praxis dominierende l-Fläche in berechneten Morphologien generell kleiner als die
n-Fläche erscheint. Die hier gewonnenen Ergebnisse lassen die Vermutung zu, dass
die Ursache für diese Diskrepanz in geringen Konzentrationen gelöster Bestandteile
liegen könnten, die an den C3-Positionen adsorbieren und damit die relative Wachs-
tumsgeschwindigkeit der l-Fläche verringern, bei den Morphologieberechnungen aber
bisher unberücksichtigt bleiben.
Bei den von Fremdstoffen oder Additiven belegten Flächen muss es sich aber nicht
zwangsläufig um die gleichen Kopfflächen wie bei der Morphologie im Vakuum han-
deln. So hat sich gezeigt, dass Kristallflächen, welche experimentell als neue Kopf-
flächen bei Gipswachstum unter Zitronensäureeinfluss identifiziert worden waren
(G-(100) und G-(101¯)), in den Simulationen auch überdurchschnittlich hohe Freie
Adsorptionsenergien besaßen. Die Simulationen bestätigen damit die Vermutung ei-
ner bevorzugten Adsorption von Zitronensäure an diesen Flächen als Begründung
für die experimentell beobachtete Morphologiebeeinflussung.
4.3.4. Einfluss der Simulationsmethodik
Methode zur Berechnung der Freien Adsorptionsenergie
Für die Berechnung der Freien Adsorptionsenergie wurden in der vorliegenden Ar-
beit sowohl Pull-code- als auch Slow-growth-Simulationen eingesetzt. Bei Vorun-
tersuchungen haben sich beide Typen von Simulationen für das untersuchte Sys-
tem in Lösung als kritisch erwiesen (vgl. Kap.A.2). Beide Techniken sind Nicht-
Gleichgewichts-Methoden und damit stark abhängig von der verwendeten Schritt-
weite. Außerdem erfordern beide Techniken eine Mittelung über eine „Hin“- und
eine „Rück“-Simulation, was aber im vorliegenden System nicht möglich war. Beide
Berechnungsvarianten liefern deshalb systematisch überschätzte ∆soladsF -Werte und
sind in ihrer Anwendbarkeit für das untersuchte System prinzipiell fraglich.
Betrachtet über alle durchgeführten Simulationen zeigt sich aber für die PC- und
SG-Simulationsergebnisse eine überraschend gute Korrelation (Abb. 4.47), obwohl
beide Methoden auf völlig verschiedenen Prinzipien und Ansätzen beruhen. Daraus
kann geschlussfolgert werden, dass die berechneten Absolutwerte für ∆soladsF zwar sys-
tematisch überschätzt werden, dennoch verlässliche Trends widerspiegeln und einen
relativen Vergleich verschiedener Additiv-Flächenschnitt-Kombinationen untereinan-
der zulassen. Anhand der Voruntersuchungen wird außerdem als unwahrscheinlich
201
Ergebnisse und Diskussion Die Adsorption
erachtet, dass aufgrund der systematischen Überschätzung ein falsches Vorzeichen
für ∆soladsF berechnet wird. Trotz der prinzipiellen Vorbehalte werden die Metho-
den deshalb als adäquat für die Abschätzung relativer Freier Adsorptionsenergien
angesehen.
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Abb. 4.47.: Zusammenhang zwischen der Freien Adsorptionsenergie in Lösung, bestimmt
mit Hilfe von Pull-code-Simulationen und Slow-growth-Simulationen
Beweglichkeit äußerer Kristallschichtatome
Die Beweglichkeit äußerer Kristallschichtatome wurde generell nur bei Simulationen
im Vakuum begrenzt. Ziel dieser Simulationen war die Generierung (und Untersu-
chung) energetisch günstiger adsorbierter Zustände des Additivs, welche als Aus-
gangszustände für alle weiteren Simulationen in Lösung dienten. Die adsorbierten
Zustände sollten dabei so wenig wie möglich vorgegeben oder beeinflusst werden,
weshalb dem Additiv während kurzer MD-Simulationen die Möglichkeit gegeben
wurde, aus dem Vakuum heraus eine günstige Position an der Kristallfläche und
eine optimale Orientierung zu dieser zu finden.
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Auf den Adsorptionsprozess im Vakuum kann die Fixierung äußerer Kristallbaustei-
ne durch folgende Punkte negativen Einfluss haben:
1. Relaxations- und Rekonstruktionseffekte werden ausgeschlossen.
2. Eine Anpassung der Kristallbausteine an die Anwesenheit des Additivs wird
unterdrückt und damit auch die Möglichkeit zur Ausbildung zusätzlicher Wech-
selwirkungen nach kleinen Umlagerungen der Kristallschichtatome.
3. Die Adsorptionseffektivität bzw. die Chance auf Adsorption wird deutlich ein-
geschränkt, da die Oberfläche nicht als fluktuierende Ladung, sondern auf-
grund von sich gegenseitig kompensierenden Dipolen/Ladungen nur als neu-
trale Fläche auf das Additiv wirkt.
Bezüglich Punkt 1 hat sich bei der Untersuchung der Oberflächenstabilität (vgl.
Kap. 4.2.1) gezeigt, dass die Flächenschnitte in der Regel im Vakuum stärker zu Re-
konstruktion neigen als in Lösung. Eine im Vakuum rekonstruierte Fläche und die
sich damit ergebende adsorbierte Additivkonformation ist deshalb im untersuchten
System in den wenigsten Fällen eine günstige Ausgangssituation für das Erstellen ei-
ner sinnvollen adsorbierten Konformation des adsorbierten Additivs in Lösung. Aus
simulationstechnischer Sicht ist deshalb die Fixierung der äußeren Kristallschicht-
atome für die hier verwendete Simulationsmethodik
4. teilweise die einzige Möglichkeit, um im Vakuum rekonstruierende Flächen
sinnvoll zu betrachten, und
5. Voraussetzung für die vergleichende Behandlung unterschiedlich stark rekon-
struierender Flächenschnitte.
Bei der Durchführung von PC-Simulationen im Vakuum, mit denen die
Konformations- und Energieänderungen bei der Desorption untersucht werden soll-
ten, hat sich die Verwendung beweglicher Kristallschichtatome ebenfalls als proble-
matisch erwiesen, da hier beim Wegziehen des Additivs von der Oberfläche auch
Ionen aus der Kristallschicht herausgelöst werden. Die Fixierung der Kristallschicht-
atome war die einzige Möglichkeit,
6. um bei PC-Simulationen auswertbare Kurven zu erhalten.
Die einzelnen Punkte werden im Folgenden genauer dargelegt.
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Als Beispiel für die unter Punkt 2 genannte Anpassung der Kristallfläche an das Ad-
ditiv zeigt Abb. 4.48 Konformationen der Zitronensäure, die am A-(001)-1-Flächen-
schnitt jeweils mit fixierten bzw. beweglichen äußeren Kristallschichtatomen bei den
Adsorptionssimulationen im Vakuum erhalten wurden. Bei den Simulationen mit
beweglichen Atomen können durch eine geringfügige Lageveränderung der Kristall-
ionen deutlich mehr Koordinationen zwischen der Zitronensäure und der Anhydrit-
fläche ausgebildet werden als bei Simulationen mit fixierten Kristallschichtatomen.
Auch wenn bei den späteren Simulationen (Hydration und Simulationen in Lösung)
mit beweglichen Kristallschichtatomen gearbeitet wird, kann dieser Unterschied
nicht mehr aufgehoben werden. Die Koordinationsverhältnisse bleiben erhalten. Für
die Kristallschichtatome sind die Beweglichkeiten und die resultierenden Kräfte in
Lösung zu klein, um in der entsprechenden Simulationszeit und unter den gewählten
Bedingungen eine Umlagerung zu erreichen. Die bei beweglichen Atomen erhaltene
Konformation liefert etwa doppelt so viel Freien Energiegewinn wie die bei fixierten
Atomen erhaltene.
(a) fixierte Kristallschichtatome im Va-
kuum, ∆soladsF ≈ −150 kJ/mol
(b) bewegliche Kristallschichtatome im
Vakuum, ∆soladsF ≈ −300 kJ/mol
Abb. 4.48.: Repräsentative Schnappschüsse der energetisch günstigsten Konformationen
von Zitronensäure am A-(001)-1-Flächenschnitt in Lösung bei Erzeugung der
adsorbierten Konformationen im Vakuum mit räumlich fixierten (a) bzw. be-
weglichen äußeren Kristallschichtatomen (b)
Bei Fixierung der äußeren Kristallschichtatome wird - wie unter Punkt 3 genannt
und in Abb. 4.49 aus verschiedenen Blickwinkeln dargestellt - die Effektivität der
Adsorptionssimulationen im Vakuum herabgesetzt.
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Abb. 4.49.: Auswirkung der Fixierung äußerer Kristallschichtatome auf die Adsorp-
tionseffektivität bei Simulationen im Vakuum: Annäherung des Additiv-
Massezentrums an die Kristallfläche über der Zeit (oben), Kraft auf das Ad-
ditiv in Abhängigkeit vom Abstand (unten links) und prozentualer Anteil
erfolgreicher Adsorptionssimulationen an der Gesamtzahl durchgeführter Ad-
sorptionssimulationen für Zitronensäure als Additiv (unten rechts)
[Abstand: Abstand des Massezentrums von der günstigsten Position, gemes-
sen senkrecht zur Oberfläche; dargestellt sind die Ergebnisse von 75 voneinan-
der unabhängigen Simulationen (oben) bzw. einer Beispielsimulationen (unten
links) von Zitronensäure am A-(100)-1-Flächenschnitt sowie die Ergebnisse al-
ler durchgeführten Simulationen zur Erzeugung adsorbierter Konformationen
im Vakuum (unten rechts)]
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Von den durchgeführten Simulationen endet ein kleinerer Anteil mit einer adsor-
bierten Additiv-Konformation (Abb. 4.49, unten rechts). Während sich bei bewegli-
chen Kristallschichtatomen das Additiv-Massenzentrum unabhängig vom ursprüng-
lichen Abstand sofort zur Kristallfläche bewegt, erfolgt bei fixierten Kristallschicht-
atomen erst bei Unterschreiten eines Abstandes von etwa 0,7 nm eine zielgerichtete
Bewegung zur Oberfläche (Abb. 4.49, oben). Diese Unterschiede in der Additiv-
Bewegung resultieren aus unterschiedlichen Kräfteverhältnissen. So wirkt bei be-
weglichen Kristallschichtatomen schon ab einem Abstand von etwa 1,5 nm eine an-
ziehende Kraft zur Oberfläche, welche sich mit zunehmender Annäherung immer
mehr erhöht. Im Gegensatz dazu ist bei fixierten Kristallschichtatomen in größeren
Abständen kaum eine Wechselwirkung zwischen Additiv und Oberfläche zu verzeich-
nen. Erst bei einer zufälligen Annäherung bis auf etwa 0,7 nm liegen wirksame Kräfte
vor, und eine Adsorption erfolgt (Abb. 4.49, unten links). Als Ursache für diesen Ef-
fekt wird das Vorhandensein bzw. Nichtvorhandensein von Ladungsfluktuationen
angesehen (Abb. 4.50).
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Abb. 4.50.: Ladungsfluktuation als Ursache für die höhere Adsorptionseffektivität bei be-
weglichen äußeren Kristallschichtatomen
[am Beispiel des G-(010)-2-Flächenschnittes mit 5×5OEZ; für jede Abbildung
wurde ausgehend von einem willkürlich gewählten Schnappschuss der Atoman-
ordnung mit Hilfe statischer Energieberechnungen das Potential einer negativen
Testladung im Abstand von 1 nm über der Kristallfläche in Abhängigkeit der
xy-Position bestimmt; Abstand definiert wie in Abb. 4.49; blaue Flächenberei-
che wirken anziehend, rote abstoßend und grüne nicht auf die Testladung]
Für eine räumlich fixierte ideale Kristallstruktur heben sich die entgegengesetzten
Ladungen und Dipole – aus ausreichend großer Entfernung betrachtet – gegenseitig
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auf, und ein Molekül in ca. 1 nm Abstand „spürt“ nur eine neutrale Kristallfläche
und damit keine Anziehungskraft zu dieser. Sind die äußeren Kristallschichtatome
dagegen beweglich, kommt es durch die thermische Bewegung der Atome und Gitter-
schwingungen zu temporären Ladungsschwerpunkten, die auch in 1 nm Entfernung
noch deutlich spürbar sind und eine Anziehungskraft auf die geladenen funktionellen
Gruppen des Additivs ausüben.
Bezüglich der in Punkt 4 und Punkt 5 angesprochenen, unterschiedlich starken
Rekonstruktion der Flächenschnitte konnte festgestellt werden, dass ähnliche Effekte
wie die unter Punkt 2 beschriebenen an nahezu allen untersuchten Flächenschnitten
auftreten - mit Ausnahme der in der Atomanordnung sehr stabilen großen Flächen
der Gips- und Anhydritmorphologie. Die auftretenden Unterschiede in den adsor-
bierten Konformationen und zugehörigen Energien zwischen Simulationen mit be-
weglichen und fixierten äußeren Kristallatomen sind dabei umso größer, je weniger
stabil ein Flächenschnitt in seiner Atomanordnung ist. Je größer die Beweglichkeit
der Kristallatome oder die Tendenz zur Rekonstruktion ist, desto leichter können
Kristallschicht-Ionen durch die Additive bei der Adsorption in ihrer Lage verscho-
ben werden. Teilweise werden auch Ionen aus der Kristallfläche herausgelöst, was
extreme Unterschiede in den Konformationen hervorruft.
Inwieweit solche starken Veränderungen auch in Gegenwart von Wasser möglich wä-
ren, kann nicht eingeschätzt werden. Aufgrund der Untersuchungen zur Stabilität
der Kristallflächen wird aber angenommen, dass es sich um einen Artefakt aufgrund
der sehr viel stärkeren resultierenden Kräfte im Vakuum handelt, der nicht für die
Simulationen in Lösung berücksichtigt werden muss. Ein Resultat der großen Unter-
schiede ist aber auch, dass Ergebnisse von Simulationen mit fixierten bzw. bewegli-
chen Atomen untereinander nicht vergleichbar sind. Es ist also nicht möglich, nur die
rekonstruierenden oder sich in Gegenwart von Additiven stark verändernden Flächen
mit fixierten Kristallschichtatomen zu behandeln. Stattdessen müssen aus Gründen
der Vergleichbarkeit alle hinsichtlich einer bestimmten Fragestellung durchgeführ-
ten Simulationen gleichartig durchgeführt werden, was bei der Betrachtung verschie-
dener Flächenschnitte die Fixierung der Kristallschichtatome bei Simulationen im
Vakuum notwendig machte.
Abb. 4.51 zeigt außerdem die Auswirkung der Nicht-Fixierung der äußeren Kristall-
bausteine auf die Ergebnisse von Pull-code-Simulationen im Vakuum (Punkt 6).
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fixierte Kristallschichtatome
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Abb. 4.51.: Typische Ergebnisse von Pull-code-Simulationen im Vakuum bei räumlich fi-
xierten (oben) bzw. beweglichen Kristallschichtatomen (mittig) und resultie-
rende Kraft-Kurven (unten)
[am Beispiel der energetisch günstigsten Konformationen von Zitronensäure
am G-(010)-2-Flächenschnitt; rote Punkte: Markierung für die Lage einer
dargestellten Konformation]
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Bei fixierten Kristallschichtatomen werden Kraft-Kurven erhalten, aus denen in Zu-
sammenhang mit den Trajektorien die Anteile der verschiedenen funktionellen Grup-
pen an der Freien Adsorptionsenergie ermittelt werden können. Im Gegensatz da-
zu werden bei der Desorption der Additive bei beweglichen Kristallschichtatomen
Ionen aus der Kristalloberfläche mit herausgezogen und damit unauswertbare Kraft-
Kurven generiert (Abb. 4.51). Aufgrund der Fixierung werden außerdem im Allge-
meinen niedrigere Beträge der Freie Desorptionsenergien erhalten (vgl. Punkt 2) bei
gleichzeitig deutlich besserer Reproduzierbarkeit und niedrigerer Schwankungsbreite
zwischen mehreren voneinander unabhängigen Simulationen.
Fazit
Zur Ermittlung des Einflusses verschiedener methodischer Bedingungen auf die Si-
mulationsergebnisse wurden an mehreren Beispielen Vergleichssimulationen durchge-
führt. Als Ergebnis lassen sich verschiedene Punkte zusammenfassen, welche für die
vorliegende Arbeit und Simulationsmethodik von Bedeutung waren und von denen
einige oben bereits ausführlich dargestellt wurden.
• Die für die Generierung adsorbierter Konformationen im Vakuum verwende-
ten Startkonformationen besitzen aus methodischer Sicht ein Optimum im
vorgegebenen Abstand zwischen Kristallfläche und Additiv: Ein zu niedriger
Abstand führt zu einer größeren Zahl von Simulations-Abstürzen aufgrund
von zu niedrigen Atomabständen sowie zu einer schlechteren Gruppierung der
erhaltenen Konformationen aufgrund einer zu schnellen Adsorption in teilwei-
se energetisch ungünstigeren Lagen. Zu große Abstände senken dagegen die
Adsorptionseffektivität, vor allem bei fixierten Kristallschichtatomen.
• Aufgrund der bei den Adsorptionssimulationen erfolgenden, teilweise starken
und als Artefakt der Simulationen im Vakuum betrachteten Rekonstruktionen
der Oberfläche im Vakuum wurden zugunsten der Vergleichbarkeit die Simu-
lationen im Vakuum für den Flächenvergleich generell mit räumlich fixierten
äußeren Kristallschichtatomen durchgeführt.
• Simulationen zum Additivvergleich, welche am sehr stabilen G-(010)-2-
Flächenschnitt erfolgten, konnten aufgrund des Ausbleibens solcher artifi-
ziellen Rekonstruktionseffekte mit beweglichen äußeren Kristallschichtatomen
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durchgeführt werden, wodurch auch die Berücksichtigung geringfügiger Anpas-
sungen der Oberfläche an die Anwesenheit des Additivs möglich war.
• Selbst bei beweglichen Kristallschichtatomen erfolgt bei den Adsorptionssimu-
lationen im Vakuum durch die Additive keine Verdrängung oberflächennaher
Kristallwassermoleküle von potentiellen Adsorptionspositionen an Calcium-
Ionen. Für die Erzeugung tatsächlich am Calcium adsorbierter Additiv-
Konformationen ist deshalb die Verwendung von Flächenschnitten ohne an
Calcium gebundenes Kristallwasser notwendige Voraussetzung.
• Eine Vergrößerung der Simulationsbox in x − y-Richtung brachte keine deut-
liche Veränderung der Adsorptionsenergien, was auf die Dominanz der star-
ken ionischen Wechselwirkungen zwischen Kristallfläche und Additiv zurück-
geführt wird. Eine nicht vollständig ausgebildete Hydratationsschicht, wie sie
bei einer zu kleinen Ausdehnung der Simulationsbox in z-Richtung erfolgen
kann, hatte dagegen einen deutlichen Einfluss auf das Ergebnis, weshalb gene-
rell mit einer 4 nm dicken Vakuum- bzw. Wasserschicht gearbeitet wurde.
• Aufgrund der sehr guten Korrelation zwischen den Ergebnissen für die Freie
Adsorptionsenergie aus Pull-code- und Slow-growth-Simulationen kann davon
ausgegangen werden, dass trotz systematischer Fehler dieser Methoden zu-
mindest relative Vergleiche zwischen verschiedenen Additiv-Flächenschnitt-
Kombinationen möglich und allgemeine Tendenzen für die Freie Adsorptions-
energie ableitbar sind.
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Ziel der vorliegenden Arbeit war die Erlangung eines tieferen Verständnisses der
Vorgänge auf atomarer Ebene, die sich in der Grenzfläche zwischen festen Calcium-
sulfaten und wässriger Additivlösung abspielen. Die Adsorption der Additive an den
Kristallflächen der Ionenkristalle wird als eine hauptsächliche Ursache für die Beein-
flussung von Kristallwachstum und Morphologie angesehen und spielt daher eine
entscheidende Rolle bei allen Kristallisationsprozessen.
Die Beeinflussung der Calciumsulfat-Kristallisation durch Additive wird seit Jahr-
hunderten genutzt, ist allerdings bis heute nicht ausreichend gut verstanden und
damit kaum vorhersagbar. Gängige experimentelle Techniken sind in diesem System
aus verschiedenen Gründen nicht anwendbar oder stoßen an ihre Nachweisgrenzen.
Theoretische Betrachtungen auf Basis von Computersimulationen liefern hier wert-
volle Informationen.
Bisherige theoretische Arbeiten zur Adsorption von Additiven im betrachteten Sys-
tem beschränken sich auf molekularmechanische Energieminimierungen oder MD-
Simulationen im Vakuum unter Vernachlässigung des Lösungsmittels. Es ist aber
allgemein bekannt, dass das Lösungsmittel einen sehr großen Einfluss auf die Kristal-
lisationsphänomene hat. Besonders in ionischen Systemen und mit Wasser als po-
larem Lösungsmittel liegen sehr starke Wechselwirkungen und Strukturbildungen
vor, die eine deutlich von Vakuumverhältnissen abweichende Adsorptionsumgebung
für die Additive schaffen. Eine explizite Berücksichtigung des Wassers stellt aller-
dings eine große simulationstechnische Herausforderung dar, was einerseits durch
die sehr starke Erhöhung der Rechenzeit aufgrund höherer Teilchenzahlen, zusätzli-
cher Barrieren sowie verlangsamter Prozesse und andererseits durch die schwierige
experimentelle Datengrundlage für eine belastbare Parametrisierung des Kraftfeldes
in diesem ionischen System verursacht ist. Die Betrachtung der Additiv-Adsorption
an Calciumsulfaten in Gegenwart von Wasser als Lösungsmittel war deshalb haupt-
sächlicher Anspruch und auszeichnendes Merkmal der vorliegenden Arbeit.
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Der Lösungsweg führte dabei von der Generierung eines geeigneten Kraftfeldes, der
Erarbeitung einer anwendbaren Simulationsmethodik und der Identifizierung ener-
getisch günstiger, realitätsnaher Modellflächen unter Nutzung theoretischer Metho-
den zur Morphologievorhersage über die detaillierte Untersuchung der Hydratations-
schichten bis hin zur flächenspezifischen Bestimmung thermodynamischer Adsorp-
tionsgrößen. Für die Simulationen wurde das Gromacs-Softwarepaket verwendet,
als Calciumsulfat-Phasen wurden sowohl Anhydrit als auch Gips untersucht und als
Additive Zitronensäure, Glycin, Asparaginsäure, Glutaminsäure sowie kurze, mo-
dellhafte Peptidketten in ihren jeweils dominierenden Spezies bei leicht basischem
pH-Wert verwendet.
Auf Grundlage einer umfangreichen Literaturrecherche sowie vielseitiger Vorunter-
suchungen wurde ein Kraftfeld zusammengestellt, welches mit einfachen Potential-
funktionen und einer damit vergleichsweise geringen Anzahl anpassbarer Parame-
ter arbeitet, was die Übertragbarkeit erhöht. Auf diese Weise konnte die qualitativ
richtige Beschreibung aller für das untersuchte System als wesentlich betrachteten
Struktur- und Energiegrößen mit Hilfe ein und desselben Parametersatzes erreicht
werden. Mit dem Parametersatz war zwar keine perfekte quantitative Beschreibung
aller Größen möglich, was aber vor dem Hintergrund der schwierigen experimentellen
Datengrundlage auch generell fraglich ist.
Das verwendete Kraftfeld basiert auf dem Gromos-Kraftfeld in Kombination mit
dem SPC-Wassermodell, nutzt die empirisch gefitteten Parameter von Åqvist [269]
für die Beschreibung der Calcium-Ionen und enthält eine optimierte Ladungsvertei-
lung für die Sulfat-Ionen. Für Vakuum-Simulationen wurden außerdem zusätzliche
Stabilisierungspotentiale für den Sulfat-Tetraeder-Winkel sowie die Peptidbindungs-
Ebene eingeführt. Die Anpassung erfolgte an vorhandene experimentelle Ergebnisse
zu den Kristallstrukturen der Calciumsulfate, den Hydrathüllen der Calcium- und
Sulfat-Ionen, der Ionenpaarbildung von Calcium- und Sulfat-Ionen in wässriger Lö-
sung und der Calcium-Carboxyl-Wechselwirkung.
Mit Hilfe des erstellten Kraftfeldes wurden theoretische Betrachtungen zur Morpho-
logie der Calciumsulfate auf Basis der Attachmentenergie durchgeführt. Die erhal-
tenen Morphologien im Vakuum stimmen sehr gut mit Arbeiten anderer Autoren
überein. Außerdem wurde ein neues Modell zur Erweiterung der Attachmentenergie
auf Lösungsverhältnisse entwickelt. Dieses nutzt die Hydratationsenergie einer dhkl-
dicken Kristallschicht, welche anhand von MD-Simulationen mit explizit betrachte-
tem Lösungsmittelwasser berechnet wurde, für die Korrektur der Attachmentenergie.
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Mit diesem Modell wurde der Übergang der eher kompakten Vakuum-Morphologie
zur experimentell beobachteten, nadelförmigen Lösungsmorphologie des Gipses auf
theoretischem Wege nachvollzogen. Ein weiteres Ergebnis der Berücksichtigung des
Lösungsmittelwassers war eine energetische Annäherung der verschiedenen Flächen-
schnitte untereinander, die als Ursache für die große Vielfalt verschiedener Gips-
morphologien einerseits und die leichte Beeinflussung der Gipsmorphologie durch
Kleinstmengen an Additiven und Fremdstoffen andererseits angesehen wird.
Anhand der eben beschriebenen Morphologiebetrachtungen und vorliegender Infor-
mationen aus experimentellen Untersuchungen wurden insgesamt 30 Flächenschnitte
von Gips und Anhydrit ausgewählt, welche als Modellflächen für die im Anschluss
durchgeführten Simulationen dienten. Es handelte sich dabei um Flächenschnitte
von Kristallebenen, welche in experimentellen Morphologien gefunden wurden oder
bei den Simulationen über energetisch günstige oder aus simulationstechnischer Sicht
interessante Atomanordnungen verfügten.
Für diese Modellflächen wurden auf Grundlage von MD-Simulationen mit 100 ns
Länge zunächst die sich in Gegenwart von Wasser ausbildenden Hydratationsschich-
ten genauer untersucht. Relativ große Simulationsboxen und lange Rechenzeiten
wurden gewählt, um einerseits den ungestörten Aufbau vollständiger Hydratations-
schichten und andererseits eine auswertbare Austauschhäufigkeit zwischen Wasser-
molekülen der Hydratationsschicht und der Bulkwasserphase zu gewährleisten.
Als Ergebnis der Simulationen kann zusammengefasst werden, dass die Hydratations-
schichten in Übereinstimmung mit experimentellen und theoretischen Ergebnissen
anderer ionischer Systeme eine mittlere Ausdehnung von ca. 1 nm besitzen, stark
strukturiert und gegenüber dem Bulkwasser dichter gepackt sind. Die Lösungsmit-
telmoleküle wirken in der Regel strukturell stabilisierend auf die Atomanordnung
der Kristallschicht, da aufgebrochene Wechselwirkungen ersetzt und verletzte Ko-
ordinationssphären der Kristallionen in den meisten Fällen durch Wassermoleküle
vollständig aufgefüllt werden. An den Kristallflächen, an welchen die für die Calcium-
sulfate typischen Ca2+-SO2–4 -Ketten geschnitten werden, gelingt aus sterischen Grün-
den die Wiederherstellung der Ca-O-Koordinationssphäre meist nicht, weshalb diese
Flächen weniger gut durch Wasser stabilisiert werden als andere. Damit verschieben
sich gegenüber Vakuumverhältnissen die relativen Wachstumsgeschwindigkeiten, die
Flächen wachsen vergleichsweise schneller und bilden die kleineren Kopfflächen der
entstehenden, nadelförmigen Kristalle.
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Als Besonderheit der vorliegenden gegenüber anderen Arbeiten wurden die Wasser-
moleküle in den Hydratationsschichten zur genaueren Analyse entsprechend ihrer
Koordinationsverhältnisse zu Kristallschichtionen und nicht nur entsprechend ih-
res Abstandes zur Kristallschicht gruppiert. Dadurch war es beispielsweise möglich,
Wassermoleküle, die an Calcium-Ionen koordinieren, und Wassermoleküle, die an
Sulfat-Ionen koordinieren, getrennt voneinander zu betrachten, auch wenn sie den
gleichen Abstand zur Kristallschicht besaßen.
Durch die direkte Koordination der Wassermoleküle an Kristallschichtionen ist die
Hydratationsschicht nicht nur in z-Richtung, sondern auch in x- und y-Richtung
stark strukturiert und geordnet. Es konnte nachgewiesen werden, dass die Wassermo-
leküle direkt an der Kristallschicht bevorzugt entsprechende Positionen der Kristall-
bausteine einnehmen. Die dadurch vorliegenden Wechselwirkungen und Potential-
barrerien sind so stark, dass im betrachteten Zeitrahmen keine laterale Bewegung
des direkt mit der Kristallschicht wechselwirkenden Wassers erfolgt. Stattdessen
werden die Wassermoleküle mit entfernteren und nicht direkt mit der Kristallschicht
wechselwirkenden Bereichen ausgetauscht und können u.U. von dort wieder in direkt
koordinierende Positionen gelangen.
Aufgrund der starken Wechselwirkungen und der sich daraus ergebenden starken
Strukturierungen der Wassermoleküle an der Kristallschicht liegen auch deutlich ver-
langsamte Austauschkinetiken vor. So verweilt ein Wassermolekül im Mittel fünfmal
länger in der Koordinationssphäre eines Sulfat-Sauerstoffatoms der Kristallschicht
als in der Koordinationssphäre eines freien Sulfat-Ions in Lösung. In Einzelfällen
werden sogar Faktoren von bis zu 130 erreicht. Für Wassermoleküle an Calcium-
Ionen beträgt der Verlängerungsfaktor für die Verweilzeit in der Regel deutlich mehr
als 50. Genauere Zeitangaben sind aufgrund der zu langsamen Austauschkinetik
an Calcium-Ionen der Kristallschicht im Rahmen der durchgeführten Simulationen
nicht möglich. Die Verweilzeit der Wassermoleküle an Calcium-Ionen ist aber um
etwa drei Größenordnungen länger als die an Sulfat-Ionen.
Die Vielzahl der an den 30 untersuchten Modellflächen gefundenen, direkt an den
Kristallschichten koordinierender Wasserkonformationen lässt sich in fünf Typen ein-
teilen, die an nahezu allen Flächenschnitten vorliegen. Während die Konformations-
typen S1, S2, C1 und C2 dabei in Orientierung und Koordination dem Kristall-
wasser ähneln (mit einem mehr oder weniger starken Verlust von Wechselwirkun-
gen zu Kristallschichtionen), befinden sich C3-Wassermoleküle mit ihrem Sauerstoff-
atom zwischen zwei Calcium-Ionen und nehmen damit Positionen ein, welche in den
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Kristallstrukturen von Sulfatsauerstoff ohne Wechselwirkung zu Kristallwasser be-
setzt sind. Wassermoleküle in C3-Konformationen sind besonders fest gebunden und
wenig beweglich.
Neben den direkt an Kristallschichtionen koordinierenden Wassermolekülen exis-
tiert in den Hydratationsschichten noch eine große Anzahl von Wassermolekülen
ohne Ionenkoordinationen. Diese Wassermoleküle besitzen aufgrund von Wechsel-
wirkungen zu koordinierten Wassermolekülen oder aus sterischen Gründen auch
eine gewisse Strukturierung und verlangsamte Austauschkinetik. Die Effekte sind
gegenüber den direkt koordinierenden Wassermolekülen klein, betreffen aber eine
größere Anzahl von Wassermolekülen und summieren sich daher zu einem nicht zu
vernachlässigenden Anteil.
Als thermodynamische Größen wurden für alle untersuchten Kristallschichten die
Hydratationsenergien bestimmt und für alle identifizierten Konformationen der
Hydratationsschicht separat die Freien Hydratationsenergien berechnet. Im Gegen-
satz zu freien Ca2+- und SO2–4 -Ionen in Lösung ist die Freie Hydratationsenergie einer
Kristallschicht etwa eine Größenordnung kleiner als die entsprechende Hydratations-
energie. Darin zeigt sich der sehr hohe Entropieanteil, der größenordnungsmäßig der
Hydratationsenergie entspricht und auf die starke Strukturierung der Wassermole-
küle in den Hydratschichten zurückzuführen ist.
Diese starke Entropieabsenkung bei der Hydratation ist die wesentliche Ursache
dafür, dass bei den Simulationen zur Adsorption der Additive aus der Lösung
eine freiwillige Adsorption von allen untersuchten Additiven an nahezu allen be-
trachteten Flächenschnitten erfolgte. Die Additive koordinierten im Wesentlichen
mit ihren Carboxylgruppen an den Calcium-Ionen der Kristallflächen, wobei ähn-
lich starke Wechselwirkungsenergien vorlagen wie für die Calcium-Wasser oder
Calcium-Sulfat-Koordination. Dabei wurden die stark geordneten Wassermoleküle
aus den Calcium-Koordinationssphären sowie aus der Carboxylathydrathülle in die
Bulkphase der Lösung freigesetzt, was einem starken Entropiezuwachs entspricht.
Dieser Entropiezuwachs überkompensiert den Fakt, dass die Summe aus neuge-
bildeten Additiv-Kristallschicht- und Wasser-Wasser-Wechselwirkungen schwächer
war als die Summe der vorher bestehenden Kristallschicht-Wasser- und Additiv-
Wasser-Wechselwirkungen. Als Fazit ergaben sich für die Additiv-Adsorption posi-
tive Entropie- und Energieänderungen, aber eine negativ Änderung in der Freien
Energie.
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Untersuchungen zur Adsorption verschiedener Additive auf einer ausgewählten Mo-
dellfläche zeigten, dass eine adsorbierte Konformation energetisch umso günstiger
war (und damit umso wahrscheinlicher), je mehr direkte Wechselwirkungen bzw.
Kontakte zwischen der Kristallschicht und funktionellen Gruppen des Addditivs aus-
gebildet werden konnten. Bei einer ausreichend großen Flexibilität des Additivs, die
bei allen untersuchten Additiven gegeben war, und der damit verbundenen Möglich-
keit, nahezu alle funktionellen Gruppen zur Kristallfläche zu orientieren, war damit
die Adsorption etwa proportional zur Anzahl funktioneller Gruppen.
Im Vergleich verschiedener Kristallflächen war eine starke Adsorption mit der Frei-
setzung (und damit mit dem Vorliegen) möglichst vieler hoch geordneter Wasser-
moleküle aus der Hydratationsschicht verbunden. Besonders Flächen, die über C3-
Konformationen der Wassermoleküle verfügen, setzen viel Freie Adsorptionsenergie
frei, da an diesen Positionen eine besonders intensive Wechselwirkungen zwischen
Calcium-Ionen und Carboxylgruppe möglich ist und gleichzeitig die Freisetzung der
C3-Wassermoleküle einen besonders sehr großen Entropiezuwachs bedeutet. Es ist
davon auszugehen, dass diese Kristallflächen durch die Belegung mit Additiv eine ge-
genüber den anderen Flächen verhältnismäßig starke Wachstumshemmung erfahren
und deshalb in den durch Additive beeinflussten Kristallmorphologien beobachtet
werden können. C3-Konformationen (bzw. die entsprechenden Wechselwirkungspo-
sitionen für die Carboxylgruppen) sind generell nur an Kristallflächen zu finden, an
denen die Calcium-Sulfat-Ketten, welche die Wachstumsrichtung der Kristallnadeln
bestimmen, geschnitten werden – aber nicht an allen. Die am stärksten von der
Adsorption betroffenen Kristallflächen sollten demnach bei niedriger Additivkonzen-
tration zunächst als Kopfflächen der Nadeln in Erscheinung treten. Bei steigender
Additivkonzentration wäre die auch experimentell zu beobachtende Verkürzung der
Nadeln bis hin zu einer kompakten oder plättchenförmigen Morphologie die Folge.
Für die in der vorliegenden Arbeit als „Polymereffekt“ bezeichnete, unter Anwen-
dern verbreitete Meinung einer besseren Wirksamkeit von polymeren gegenüber ei-
ner äquivalenten Menge an monomeren Additiven, konnte eine thermodynamische
Ursache weder eindeutig be- noch widerlegt werden. Mit den durchgeführten Simu-
lationen und betrachteten Beispielen wurde für kurze Peptidketten gegenüber den
monomeren Aminosäuren eine geringfügige Steigerung im Betrag der Freien Ad-
sorptionsenergie pro Monomereinheit erhalten. Dabei handelt es sich wahrscheinlich
ebenfalls um einen Lösungsmitteleffekt: Die starken Wechselwirkungen zwischen den
Ionen der Kristallschicht und Wasser einerseits sowie zwischen den funktionellen
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Gruppen des Additivs und Wasser andererseits führen zu einer starken Konkurrenz
zwischen Adsorption und Hydratation. Diese ist wiederum die Ursache dafür, dass
in Lösung weniger funktionelle Gruppen zur Kristallfläche orientiert sind als bei
Vakuum-Simulationen. Dieser Effekt macht sich beim Monomer stärker bemerkbar
als bei den Peptidketten. Im Vergleich zum Vakuum, wo die Kontaktzahl zwischen
Kristallschicht und Additiv linear mit der Kettenlänge steigt, liegt in Lösung für ein
Dimer eine höhere Kontaktzahl vor als für zwei Monomere. Entsprechend ist auch
der Betrag der Freien Adsorptionsenergie für ein Dimer mehr als doppelt so groß
wie für ein Monomer. Dieser Zusammenhang könnte ein thermodynamischer Beitrag
zum beobachteten Polymereffekt sein, ist aber aufgrund von simulationstechnischen
Schwierigkeiten bisher nur für sehr kurze Peptidketten nachweisbar gewesen und
vergleichsweise klein. Es ist deshalb davon auszugehen, dass weitere Effekte eine
Rolle spielen, die in den durchgeführten Simulationen nicht betrachtet werden konn-
ten, wie z. B. eine bessere Adsorption an Wachstumsstufen, andere Verhältnisse bei
längeren Polymerketten, kinetische Einflüsse oder einfach eine effektivere Blockie-
rung der Kristallflächen.
Aus methodischer Sicht wurde eine Reihe von Werkzeugen geschaffen, die für wei-
tere theoretische Arbeiten zur Verfügung stehen und eine automatisierte und damit
schnellere Durchführung und Auswertung von Simulationen ermöglichen. Dazu zäh-
len z. B. Möglichkeiten zur
• Erstellung beliebig großer Simulationsboxen mit Kristallschichten,
• Berechnung von Attachment- und korrigierter Attachmentenergie automati-
siert über eine beliebige Anzahl von Kristallflächen,
• Gruppierung von Wassermolekülen in simulierten Hydratationsschichten ent-
sprechend ihrer Koordinationsverhältnisse,
• Berechnung der Dichteverteilung sowohl eindimensional als auch dreidimensio-
nal für eine ausgewählte Atomgruppe oder
• Berechnung der Lebensdauer bzw. Verweilzeit von Molekülen in Schichten oder
bestimmten Koordinationsverhältnissen.
Weiterhin wurde eine Methodik entwickelt, die die Untersuchung der Adsorption
ionischer Spezies an Ionenkristallen aus Lösung heraus ermöglicht. Daneben wurden
umfangreiche Vergleiche zwischen Simulationen im Vakuum und in Lösung sowie
Simulationen mit beweglichen und räumlich fixierten Atomen angestellt. Auch die
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Anwendbarkeit verschiedener Free-energy-Methoden zur Berechnung der Freien Ad-
sorptionsenergie in Lösung wurde untersucht.
Damit wurden mit der vorliegenden Arbeit insgesamt umfangreiche erste Einblicke
in die Grenzflächen der Calciumsulfate geschaffen sowie wesentliche Einflüsse und
Effekte bei der Additiv-Adsorption identifiziert. Der Schwerpunkt lag dabei auf der
Untersuchung einer großen Breite von Phänomenen und deren Zusammenspiel, nicht
auf einer exakten quantitativen Beschreibung. Auf Grundlage der Arbeit soll im
Folgenden eine detailliertere Analyse einzelner Effekte möglich sein. In diesem Zu-
sammenhang lassen sich auch die in der vorliegenden Arbeit vorgenommenen Ver-
einfachungen stückweise aufheben. So könnte die Additivadsorption speziell an den
realitätsnäheren, energiereicheren Wachstumsstufen untersucht oder auch der Ein-
fluss gelöster Additiv- oder Ionen-Spezies auf die Adsorption näher betrachtet wer-
den. Quantenchemische Simulationen könnten genutzt werden, um die gefundenen
Effekte bei der Adsorption und der Konkurrenz zwischen Lösungsmittel, Kristall-
baustein und Additiv im Detail zu überprüfen und zu verfeinern. In der anderen
Richtung könnten die berechneten Energien und Austauschzahlen zur Parametrisie-
rung eines Modells unter Nutzung des coarse graining dienen, um mit dessen Hilfe
größere Systeme und längere Zeiträume zu simulieren und so z. B. die gegenseitige
Beeinflussung adsorbierter Additivmoleküle oder die Adsorption direkt zu untersu-
chen. Zusätzlich gilt es noch eine quantitative Methode zu entwickeln, um aus der
betrachteten Adsorption eine Kristallmorphologie abzuleiten. Das ist im Moment
noch nicht möglich, da die berechneten Freien Adsorptionsenergien und die zur Mor-
phologievorhersage genutzten Attachmentenergien nicht in Übereinklang zu bringen
sind (und eine Nutzung der positiven Hydratationsenergie ähnlich wie zur Berück-
sichtigung des Lösungsmittels unangemessen scheint).
Auch eine weitere Optimierung des Kraftfeldes kann die Verlässlichkeit der Ergeb-
nisse steigern. So wurde kürzlich wieder eine Neuparametrisierung des Gromos-
Kraftfeldes durchgeführt, bei der nicht nur die Freien Hydratationsenthalpien unpo-
larer und polarer Aminosäureseitenketten, sondern auch die von geladenen Amino-
säureseitenketten reproduziert wurden [326]. Der mittlere Fehler für die Freien Hydra-
tationsenthalpien ließ sich damit von 23,1 auf 1,8 kJ/mol verringern, während nur ein
vernachlässigbar kleiner Einfluss auf die Paarkorrelationsfunktionen von Wasser um
die Ionen bzw. auf die mittlere Potentialkraft zwischen den Ionen festgestellt wurde.
Auch die Entwicklung zuverlässigerer Kraftfeldparameter für Metallionen ist nach
wie vor ein aktuelles Forschungsgebiet [327–329]. Ein verlässliches Kraftfeld, das derzeit
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nicht im gewünschten Maße zur Verfügung steht, ist die wichtigste Voraussetzung
für eine quantitative Beschreibung – zumal eine Überprüfung der Richtigkeit der
gefundenen Ergebnisse mit Hilfe experimenteller Untersuchungen im Moment kaum
möglich ist.
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Abkürzungsverzeichnis
AE (attachment energy) Attachmentenergie (vgl. Kap. 2.2.2)
AFM (atomic force microscopy) Rasterkraftmikroskopie
AL Atomlagen
BFDH Bravais-Friedel und Donnay-Harker-Ansatz zur Berechnung der
Kristallmorphologie aus der Kristallstruktur (vgl. Kap. 2.2.2)
CID (Collision-induced dissociation), eine spezielle Methode der Massen-
spektrometrie
COM (center of mass) Massenzentrum
CPMD (Car-Parinello molecular dynamics), eine quantenmechanische
Simulations-Methode
CPR Kugel-Stab-Darstellungsstil im VMD
CSD (Crystal Structure Database) Strukturdatenbank für organische
Substanzen
DFT (density functional theory) Dichtefunktionaltheorie
DSC (Differential Scanning Calorimetry) Dynamische Differenzkalorime-
trie, ein Verfahren der Thermoanalyse
EDTP Ethylendiamintetrakismethylenphosphonsäure
EELS (electron energy loss spectroscopy) Elektronenenergieverlustspektro-
skopie
EXAFS (extended X-ray absorption fine structure), ein Verfahren der Rönt-
genabsorptionsspektroskopie
EZ Elementarzelle
FE Formeleinheit
V-1
Abkürzungsverzeichnis
FF (force field) Kraftfeld
GG Gleichgewicht
H-Brücke Wasserstoffbrückenbindung
HA polares Wasserstoffatom eines Additivmoleküls
HDTMP Hexamethylendiamintetra(methylenphosphonsäure)
HEDP 1-Hydroxyethan-(1,1-diphosphonsäure)
HF Hartree-Fock
HP Hartmann-Perdock-Methoden zur Berechnung der Kristallmorpho-
logie aus der Kristallstruktur (vgl. Kap. 2.2.2)
HS Hydratationsschicht
HV hohes Vakuum
HW Wasserstoffatom des Wassermolekül
ICSD (Inorganic Crystal Structure Database), Strukturdatenbank für an-
organische Substanzen
IR (infrared) Infrarot
KG Konformationsgruppe
KT Konformationstyp (vgl. Abb. 4.16)
KW Kristallwasser
KZ Koordinationszahl
LAXS (low angle X-ray scattering), ein Verfahren der Röntgenabsorpti-
onsspektroskopie
LEED (Low-energy electron diffraction), physikalische Methode mit Beu-
gung niederenergetischer Elektronen an Oberflächen
LICORICE Stab-Darstellungsstil im VMD
LJ Lennard-Jones
LM Lösungsmittel
MC Monte Carlo, eine Simulationsmethode
V-2
Abkürzungsverzeichnis
MD (molecular dynamics) Molekulardynamik, eine Simulationsmethode
MM (molecular mechanics) Molekülarmechanik, eine Simulationsmetho-
de
N-Diffraction Neutronenbeugung
NEXAFS (Near-edge x-ray absorption fine structure) Röntgen-Nahkanten-
Absorptions-Spektroskopie, eine spezielle Röntgenadsorptionsspek-
troskopie
NMR (nuclear magnetic resonance) Kernspinresonanzspektroskopie
NpT Ensemble der statitischen Thermodynamik mit konstanter Teilchen-
zahl sowie konstantem Druck und konstanter Temperatur
NVT kanonisches Ensemble der statitischen Thermodynamik mit kon-
stanter Teilchenzahl sowie konstantem Volumen und konstanter
Temperatur
OA polares Sauerstoffatom eines Additivmoleküls
OEZ Oberflächenelementarzelle (vgl. Kap. 3.1.4)
Ofl- Oberflächen-
OS Sauerstoffatom des Sulfat-Ions
OW Sauerstoffatom des Wassersmoleküls
PBC (periodic boundary conditions) periodische Randbedingungen
PBC-Vektoren
(peridic bond chain), Richtungen in der Kristallstruktur mit
durchgehend starken Bindungen zwischen den Kristallbausteinen
(vgl. Kap. 2.2.2)
PC (Personal Computer) Einzelplatzrechner
PC -Simulationen Simulationen mit dem pull code von Gromacs zur
Berechnung der Freien Energie
PCM (polarizable continuum model), ein quantenmechanisches Modell
zur Berücksichtigung der Anwesenheit von Bulkwasser
PME (Particle Mesh Ewald), eine spezielle Form der Ewald-Summation
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Abkürzungsverzeichnis
PMF (potential of mean force), mittlere Potentialkraft
QM (quantum mechanics) Quantenmechanik
QM/CF (quantum mechanical charge field), eine Simulationsmethode
QMCF-MD (quantum mechanical charge field molecular dynamics), eine Simu-
lationsmethode
QM/MM (quantum mechanics/molecular mechanics), eine Hybrid-
Simulationsmethode
QMSTAT (quantum mechanics/statistical thermodynamics), Kombination
von Quantenmechanik mit Statistischer Thermodynamik
RMSD (root mean square displacement/deviation) mittlere quadratische
Abweichung (vgl. Gl. 3.9)
RMSF (root mean square fluctuation) mittlere quadratische Fluktuation
(vgl. Gl. 3.9)
SB Simulationsbox
SFG (sum frequency generation) Summenfrequenzschwingungsspektro-
skopie
SFM (scanning force microscopy) Rasterkraftmikroskopie
SG -Simulationen Simulationen mit der Slow-growth-Methode von
Gromacs zur Berechnung der Freien Energie
SPC (simple point charge), ein 3-Punkt-Wassermodell (vgl. Kap. 3.1.3)
SPC/E (extended simple point charge), ein 3-Punkt-Wassermodell mit ver-
besserter indirekter Berücksichtigung der Polarisation
SPFM (scanning polarisation force microscopy) Rasterpolarisationskraft-
mikroskopie
SPR (surface plasmon resonance) Oberflächenplasmonenresonanzspek-
troskopie
STM (scanning tunneling microscopy) Rastertunnelmikroskopie
SXRD (surface X-ray diffraction, oberflächensensitive Röntgenbeugung
V-4
Abkürzungsverzeichnis
tcl (Tool command language), eine Open-source-Skriptsprache
TPD (temperature programmed desorption), temperaturprogrammierte
Desorption
UHV ultrahohes Vakuum
vdW van der Waals
VDW Kugel-Darstellungsstil im VMD
VMD (visual molecular dynamics), eine Visualisierungssoftware
WW Wechselwirkung
XANES (X-ray absorption near-edge Structure) Röntgen-Nahkanten-
Absorptions-Spektroskopie, eine spezielle Röntgenadsorptionsspek-
troskopie
XPS (X-ray photoelectron spectroscopy) Röntgenphotoelektronenspek-
troskopie
X-ray(-Diffraction)
Röntgenbeugung
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A.1. Erstellen von Simulationsboxen mit
Kristallschichten
Im Folgenden werden detailliert die einzelnen Schritte beschrieben, mit Hilfe de-
rer das verwendete tcl-Skript aus der gegebenen Kristallstruktur die verschiedenen
Simulationsboxen mit den zu untersuchenden Kristallschichten erstellt.
A.1.1. Randbedingungen
Alle Simulationsboxen werden inGromacs-kompatiblem Format (*.pdb- oder *.gro-
Format) erstellt. Die Box wird beschrieben durch drei Vektoren im kartesischen
Koordinatensystem ~a, ~b and ~c, für welche die Bedingungen in Gl.A.1 erfüllt sein
müssen. Diese Bedingungen gewährleisten, dass der Boxvektor ~a entlang der Koordi-
natenachse ~x und der Boxvektor ~b in der xy-Ebene orientiert ist, dass es sich bei den
Boxvektoren um ein Rechtsystem handelt und dass die Box nicht zu spitzwinklig ist.
Diese Bedingungen lassen sich immer durch Rotation und/oder Vervielfältigung der
Box erreichen [250].
~a =
axay
az
 mit ax > 0, ay = az = 0
~b =
bxby
bz
 mit |bx| ≤ 1
2
ax, by > 0, bz = 0
~c =
cxcy
cz
 mit |cx| ≤ 1
2
ax, |cy| ≤ 1
2
bx, cz > 0
(A.1)
Aus Gründen der einfacheren Handhabbarkeit sollen die Simulationsboxen so erstellt
werden, dass die erzeugten Kristallflächen parallel zur xy-Ebene und die Boxvektoren
~c senkrecht zur Kristallfläche, also parallel zu z, orientiert sind.
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A.1.2. Erstellen der Elementarzelle
Im ersten Schritt werden über Gl.A.2 aus den gegebenen Gitterparametern a, b, c, α,
β und γ der Kristallstruktur Gromacs-kompatible Boxvektoren der Elementarzelle
im kartesischen Koordinatensystem ~a,~b,~c berechnet.
~a =
a0
0
 ~b =
 b · cos γ√b2 − b2x
0
 ~c =
 c · cos β(b · c · cosα− bx · cx)/by√
c2 − c2x − c2y
 (A.2)
Als nächstes werden die Atomkoordinaten aller Atome der Elementarzelle in kartesi-
schen Koordinaten ermittelt. Dazu werden über die Symmetrieoperationen der ent-
sprechenden Raumgruppe und die Atomlagen der asymmetrischen Einheit zunächst
die Kristallkoordinaten aller Atome der Elementarzelle, (X, Y, Z) bestimmt, welche
sich mit Hilfe der oben bestimmten Boxvektoren und Gl.A.3 in kartesische Koordi-
naten (x, y, z) umrechnen lassen. Da für Simulationen mit Gromacs nicht nur die
Koordinaten der Atome, sondern auch die Zugehörigkeiten der Atome zu Molekülen
notwendig sind, wurden alle Atome durchnummerierten Ca2+- oder SO2–4 -Einheiten
zugeordnet.
x = X · ax + Y · bx + Z · cx
y = X · ay + Y · by + Z · cy
z = X · az + Y · bz + Z · cz
x, y, z kartesische Koordinaten
X, Y , Z Kristallkoordinaten
ai, bi, ci Komponenten der Boxvektoren
(A.3)
Ausgehend von dieser Elementarzellenbox lassen sich nun 3-D-periodische Simu-
lationsboxen der Bulkkristalle erzeugen, aber auch beliebiger Kristallschichten er-
zeugen.
A.1.3. Erstellen der Oberflächenelementarzelle
Zur Ermittelung einer Oberflächenelementarzelle für gegebene hkl-Werte werden
nacheinander:
• aus den gewünschten hkl-Werten die Ebenengleichung aufgestellt,
• die Boxvektoren für eine geeignete Oberflächenelementarzelle bestimmt,
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• eine Koordinatentransformation der Atomlagen vom Achsensystem der Ele-
mentarzelle auf das Achsensystem der Oberflächenelementarzelle durchgeführt
und
• die Atome aus der Simulationsbox der Elementarzelle in die Simulationsbox
der Oberflächenelementarzelle verschoben.
Die Millerschen Indizes hkl entsprechen den Komponenten eines Vektors im rezipro-
ken Raum, der senkrecht auf der Ebene steht, bzw. den reziproken Schnittpunkten
der Gitterebene mit den Gittervektoren (Gl.A.4). Ein Wert von 0 bedeutet dabei,
dass die Gitterebene parallel zum entsprechenden Gittervektor verläuft (also einen
Schnittpunkt mit dem Gittervektor im Unendlichen besitzt).
~Sa =
1
h
· ~a, ~Sb = 1
k
·~b, ~Sc = 1
l
· ~c
Si Schnittpunkt der Ebene
mit Gittervektor i,
mit i = a,b,c
h, k, l Millersche Indizes
~a, ~b, ~c Boxvektoren der
Elementarzelle
(A.4)
Die ermittelten Schnittpunkte liegen auf der gewünschten Oberfläche. Jeder Vek-
tor zwischen den Schnittpunkten ist damit automatisch ein Vektor der Oberfläche.
Zwei linear unabhängige Vektoren werden benötigt, um eine Ebene mathematisch zu
beschreiben. Wenn die beiden linear unabhängigen Vektoren zusätzlich noch Gitter-
punkte des Kristalls miteinander verbinden, so spannen sie gleichzeitig eine Oberflä-
chenmasche auf, aus welcher über Translationssymmetrie die gesamte Kristalloberflä-
che aufgebaut werden kann. Dies lässt sich erreichen, indem die Oberflächenvektoren
als Linearkombinationen ganzzahliger Vielfacher der Boxvektoren der Elementarzel-
le beschrieben werden.
Vor diesem Hintergrund lassen sich unendlich viele Vektoren als Oberflächenvek-
toren verwenden. Die Auswahl geeigneter Oberflächenvektoren erfolgte folgen-
dermaßen: Jeder Millersche Index mit einem Wert 0 zeigt an, dass der zugehörige
Boxvektor der Elementarzelle gleichzeitig einen Oberflächenvektor darstellt. Diese
Vektoren wurden bevorzugt als Oberflächenvektoren genutzt. Alle noch fehlenden
Oberflächenvektoren wurden bestimmt als Verbindungsvektor zwischen dem ersten
echten Schnittpunkt und dem folgenden echten Schnittpunkt. Durch Multiplikation
mit dem kleinsten gemeinsamen Vielfachen der verwendeten Millerschen Indizes er-
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hält man den kürzesten Vektor, der eine Linearkombination ganzzahliger Vielfacher
der Boxvektoren der Elementarzelle darstellt (Gl. A.5).
~u = kgV (h, k) ·
(
1
k
·~b− 1
h
· ~a
)
~u ein Oberflächenvektor
kgV (h, k) kleinstes gemeinsames
Vielfache von h und k
h, k Millersche Indizes
der Ebene
~a, ~b Boxvektoren der
Elementarzelle
(A.5)
Auf diese Weise erhält man für die Oberfläche (001) die Oberflächenvektoren ~u = ~a
und ~v = ~b, für die Oberfläche (110) die Oberflächenvektoren ~u = ~c und ~v = ~b−~a (Ver-
bindungsvektor zwischen den Schnittpunkten mit der ~a-Achse und der~b-Achse) oder
für die Oberfläche (123) die Oberflächenvektoren ~u = ~b − 2 · ~a (Verbindungsvektor
zwischen den Schnittpunkten mit der ~a-Achse und der~b-Achse) und ~v = ~c−3·~a (Ver-
bindungsvektor zwischen den Schnittpunkten mit der ~a-Achse und der ~c-Achse).
Damit sind die Oberflächenvektoren ~u und ~v vorhanden, um die Oberfläche zu be-
schreiben. Sie spannen eine Oberflächenmasche auf, bei der es sich nicht zwangsläufig
um die kleinste, aber um eine primitive Oberflächenmasche (mit nur einem Gitter-
punkt) handelt. Für eine Oberflächenschicht mit endlicher Dicke ist noch ein dritter
Vektor ~w notwendig, der entsprechend der Randbedingungen senkrecht auf ~u und
~v stehen soll. Ein solcher Vektor lässt sich über das Kreuzprodukt ~u × ~v berech-
nen. Im Hinblick auf eine möglichst einfache Beschreibung der Atomlagen in der zu
ermittelnden Oberflächensimulationsbox ist es vorteilhaft, wenn die erzeugte Ober-
flächenelementarzelle das gleiche Volumen besitzt, wie die Elementarzelle. Das lässt
sich über die in Gl. A.6 vorgenommene Skalierung von ~w erreichen, (wobei (~a,~b,~c)
das Volumen der Elementarzelle und (~u,~v, ~u × ~v) = (~u × ~v)2 das Volumen des von
~u und ~v und deren Kreuzprodukt aufgespannten Spates darstellt).
~w =
(~a,~b,~c)
(~u× ~v)2 · (~u× ~v)
~u, ~v, ~w Boxvektoren der
Oberflächenelementarzelle
~a, ~b, ~c Boxvektoren der
Elementarzelle
(~a,~b,~c) Spatprodukt =̂ Volumen
der Elementarzelle
(A.6)
A-5
Methoden
Die von ~u, ~v und ~w aufgespannte Zelle besitzt nun dasselbe Volumen wie die Ele-
mentarzelle und ist deshalb eine Oberflächenelementarzelle. Sie enthält dieselbe Art
und Anzahl von Atomen wie die Elementarzelle. Weiterhin lässt sich zeigen, dass
es sich bei dem nach Gl.A.6 definierten Vektor ~w um einen Vektor der Länge dhkl
(Netzebenenabstand) handelt.
~w stellt aber in aller Regel keinen Translationsvektor des Gitters dar. Um aus der
berechneten Oberflächenelementarzelle für Simulationen eine dickere Oberflächen-
schicht zu erzeugen, ist also noch ein Translationsvektor notwendig, mit dessen Hilfe
die Oberflächenelementarzellen so in z-Richtung angeordnet werden können, dass die
Kristallstruktur richtig wiedergegeben wird. Dieser Translationsvektor ~t muss einen
Gitterpunkt an der Oberseite der Oberflächenelementarzelle mit einem Gitterpunkt
auf der Unterseite der Oberflächenelementarzelle verbinden. ~t ist also ebenfalls eine
Linearkombination ganzzahliger Vielfacher der Boxvektoren der Elementarzelle.
Mit ~u, ~v und ~w steht ein neues Basissystem zur Beschreibung der Oberfläche zur
Verfügung. Über eineKoordinatentransformation können die Atome, deren Lage
bezüglich des Koordinatensystems der Elementarzelle bekannt sind, bezüglich des
neuen Koordinatensystems der Oberfläche beschrieben werden. Diese Koordinaten-
transformation kann mit Hilfe einer Transformationsmatrix S erfolgen, für welche
Gl.A.7 gilt.
BOFL = BEZ · S
~XOFL = S
−1 · ~XEZ
BOFL Basissystem der Oberfläche
BEZ Basissystem der Elementarzelle
S Transformationsmatrix
~XOFL Atomkoordinaten bezüglich
der Oberflächenbasis
~XEZ Atomkoordinaten bezüglich
der Elementarzellenbasis
(A.7)
Die Ermittlung der inversen Transformationsmatrix erfolgt dabei über BOFL ·S−1 =
BEZ entsprechend Gl.A.8. ux vx wxuy vy wy
uz vz wz
 ·
 s11 s12 s13s21 s22 s23
s31 s32 s33
 =
 ax bx cxay by cy
az bz cz
 (A.8)
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Es ergeben sich drei lineare Gleichungssysteme (Gl.A.9), die automatisiert gelöst
werden können.
~a = ~u · s11 + ~v · s21 + ~ws31
~b = ~u · s12 + ~v · s22 + ~ws32
~c = ~u · s13 + ~v · s23 + ~ws33
~a,~b,~c Basisvektoren der
Elementarzelle
~u,~v, ~w Basisvektoren der
Oberflächenelemen-
tarzelle
sij Komponenten der inversen
Transformationsmatrix
(A.9)
Nach erfolgter Koordinatentransformation beziehen sich die Atomkoordinaten ~XOFL
auf das Basissystem der Oberfläche, befinden sich aber noch nicht zwangsläufig in-
nerhalb der Oberflächenelementarzelle. Eine Verschiebung der Atome in die
Oberflächenelementarzelle ist mit Hilfe der Translationsvektoren ~u, ~v und ~t mög-
lich.
Die so berechnete Oberflächenelementarzelle erfüllt noch nicht die Gromacs-
Bedingungen (Gl. A.1). Das lässt sich aber leicht über eine einfache Drehung des
Basissystems erreichen. Anschließend ist der ~u parallel zur kartesischen Koordina-
tenachse ~x, ~v in der xy-Ebene und ~w parallel zu ~z orientiert. Kartesische Koordinaten
aller Atome erhält man über Gl.A.10.
x = X · ux + Y · vx + Z · wx
y = X · uy + Y · vy + Z · wy
z = X · uz + Y · vz + Z · wz
x, y, z kartesische Koordinaten
X, Y , Z Atomkoordinaten bezüglich
der Oberflächenbasis
ui, vi, wi Komponenten der Boxvek-
toren der Oberflächen-
elementarzelle
(A.10)
Eine für Simulationen geeignete Größe der Kristallschicht lässt sich durch eine Ver-
vielfältigung der Oberflächenelementarzelle in ~u-, ~v- und ~t-Richtung erzeugen. Eine
Vakuumschicht über der Kristallfläche kann durch eine einfache Vergrößerung der
Boxlänge in z-Richtung hinzugefügt werden, wodurch man eine Simulationsbox für
die Durchführung von Simulationen im Vakuum erhält.
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A.2. Voruntersuchungen zur Adsorption
A.2.1. Ausgangssituation
Ziel dieses Teils der Arbeit war es, die Adsorption der ausgewählten Additive an
ausgewählten Kristallflächen jeweils
• strukturell (spezifische oder unspezifische Adsorption, Konformation und
Koordination im adsorbierten Zustand, Konformationsänderungen bei der Ad-
sorption, usw.) und
• thermodynamisch (Änderungen der Energie, Entropie und Freien Energie
bei der Adsorption eines Additivs aus der Lösung: ∆Hads, ∆Sads und ∆Gads)
zu beschreiben.
Zunächst wurde versucht, die Adsorption direkt zu simulieren, indem ein Additiv in
der Bulklösungsphase über einer Kristallschicht positioniert und einer langen MD-
Simulation unterzogen wurde. Allerdings konnte dabei keine Gleichgewichtseinstel-
lung für den Adsorptionsprozess erreicht werden.
Abb. A.1 zeigt in Form einer multiplen Darstellung von Schnappschüssen das Er-
gebnis zweier 100 ns Simulationen mit Zitronensäure am G-(010)-2-Flächenschnitt.
In Abb. A.1a wurde die Zitronensäure zu Beginn der Simulation in der Lösungspha-
se in der Mitte zwischen den beiden Flächen positioniert. Während der Simulation
erreicht die Zitronensäure jeden möglichen Raum der Lösungsphase, ohne jedoch
die Hydratationsschicht an der Oberfläche zu durchdringen und in einen echten
adsorbierten Zustand überzugehen. Dieses Ergebnis wäre zu erwarten, wenn die Ad-
sorption der Zitronensäure an dieser Fläche keinen freiwilligen/exergonen Prozess
darstellt. Für einen solchen Prozess sollte bei erzwungener Adsorption am Anfang
einer Simulation eine sehr schnelle Desorption erfolgen. Wird die Zitronensäure al-
lerdings zu Beginn der Simulation in einem adsorbierten Zustand an der Oberfläche
positioniert (Abb. A.1b) erfolgt über die gesamte Simulationszeit von 100 ns keine
Ablösung der Zitronensäure von der Oberfläche. Diese Simulationen zeigen also, dass
selbst bei einer langen Simulationszeit wie 100 ns unter normalen Bedingungen nicht
annähernd eine Gleichgewichtseinstellung für das System erreichbar ist. Die Durch-
dringung der stark strukturierten Hydratationsschichten an den Kristalloberflächen
stellt ein zu starkes kinetische Hindernis dar.
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(a) Start aus Lösung (b) Start an Oberfläche
Abb. A.1.: Hydratationsschichten an Kristalloberflächen verhindern Gleichgewichtseinstel-
lung bei Adsorption von Additiven: Multiple Darstellung von Schnappschüssen
zweier 100 ns Simulationen von Zitronensäure am G-(010)-2-Flächenschnitt mit
Startposition der Zitronensäure in Lösung (a) bzw. an der Oberfläche (b)
[Die Abbildung enthält einen Schnappschuss pro ns. Zur besseren Übersicht ist
das Lösungswasser (abgesehen von 1.Hydratationsschicht) nicht dargestellt.]
Weder mit Simulationen bei erhöhten Temperaturen noch mit simulated annealing
ließ sich ein zufriedenstellende Ergebnis erreichen. Der Adsorptionsvorgang ließ sich
auch während der Simulation nicht einfach erzwingen. Abb. A.2 zeigt verschiede-
ne Schnappschüsse einer MD-Simulation, bei welcher der Massenschwerpunkt des
ansonsten freibeweglichen Additivs über constraints (Zwangsbedingungen) immer
näher an die Oberfläche gezogen wurde. Selbst bei einer Annäherung des Massen-
schwerpunktes, der einer adsorbierten Konformation entsprach, wurde keine wirk-
liche Koordination der Oberfläche erreicht, wie Bilder zeigen (Abb. A.2c): Die
OH-Gruppe der Zitronsäure nahm zwar die Position eines leicht austauschbaren
Wassermoleküls am Sulfat ein, die Säuregruppen wechselwirken aber nur mit den
orientierten Wassermolekülen der Hydratationsschicht. Auch bei längerem Halten
des Massenschwerpunktes der Zitronensäure in dieser Nähe zur Oberfläche erfolgte
keine Veränderung (Abb. A.2d).
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(a) + 0,50 nm (b) + 0,25 nm (c) + 0,00 nm (d) 500 ps
Abb. A.2.: Hydratationsschichten an Kristallschichten verhindern auch das Erzwingen ei-
ner Adsorption mit Hilfe von constraints
[Verschiedene Schnappschüsse einer Simulation, bei der das Massenzentrum
der Zitronensäure mit Hilfe von Zwangsbedingungen an die G-(010)-2-Fläche
angenähert wurde, bis bei (c) ein Abstand vorlag, der einer adsorbierten
Konformation entsprach (0 nm). Dieser Abstand wurde dann für weitere
500 ps konstant gehalten. Statt einer Koordination der Oberfläche erfolgt aber
nur eine Wechselwirkung mit den orientierten Wassermolekülen der Hydrata-
tionsschicht. Zur besseren Übersicht ist Lösungswasser (abgesehen von der
1.Hydratationsschicht) nicht dargestellt.]
Für die Untersuchung der Adsorption der Additive auf den Kristallflächen musste
also eine andere Methodik verwendet werden. Das kinetische Hindernis der Hydrata-
tionsschichten hätte vermieden werden können, indem das Lösungsmittel Wasser
nicht explizit (direkte Simulation einzelner Wassermoleküle), sondern implizit (in-
direkte Berücksichtigung des Lösungsmittels über zusätzliche Energieterme und La-
dungsabschirmung) behandelt worden wäre. Dadurch wäre zwar die Geschwindig-
keit der Gleichgewichtseinstellung extrem erhöht worden, allerdings hätten durch
das Wasser hervorgerufene strukturelle Effekte nicht mehr berücksichtigt werden
können. Da aber gerade die Struktur des Wassers eine entscheidende Rolle im un-
tersuchten System zu spielen scheint, kam diese Methode nicht in Frage.
Die zu verwendende Herangehensweise musste im Wesentlichen drei Hauptanfor-
derungen erfüllen: (1) Das Finden energetisch günstiger adsorbierter Zustände in
Gegenwart von Lösung (ohne diese vorgeben zu müssen, da keine experimentellen
Kenntnisse vorliegen), (2) die Möglichkeit zur Berechnung der Freien Energie für
die Adsorption und (3) die Berechnung der Energie für die Adsorption. Diese drei
Punkte sollen im Folgenden nacheinander besprochen werden.
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A.2.2. Finden energetisch günstiger Konformationen
Da eine direkte Adsorption der Additive weder bei normalen MD-Simulationen noch
beim Erzwingen der Annäherung des Additivs an die Oberfläche mit Hilfe von con-
straints zu erreichen war, blieb nur noch die Möglichkeit, die Additive in Abwesenheit
von Wasser an der Oberfläche zu adsorbieren und erst anschließend das System zu
solvatisieren. Es kann nicht davon ausgegangen werden, dass die Konformation eines
Moleküls auf einer Oberfläche in Abwesenheit von Lösungsmittel identisch ist mit
der in Anwesenheit des Lösungsmittels, da auch Wechselwirkungen zwischen dem
Molekül und dem Lösungsmittel auftreten. Es kann aber davon ausgegangen werden,
dass sich die Konformation des adsorbierten Moleküls ohne Lösungsmittel näher an
der Gleichgewichtskonformation des adsorbierten Moleküls mit Lösungsmittels befin-
det, als die Konformation des nicht adsorbierten Moleküls mit Lösungsmittel. Eine
adsorbierte Konformation des Additivs im Vakuum, die anschließend solvatisiert
wird, stellt damit eine bessere Startkonformation für eine Equilibrierung dar, als
eine nicht adsorbierte Konformation des Additivs in Lösung.
Adsorptionssimulationen ohne Lösungsmittel waren schnell, einfach und ohne
Zwangsbedingungen durchführbar. Ausgehend von einer Position im Vakuum et-
was entfernt von der Kristallfläche erreichte das Molekül in kurzer Zeit die Oberflä-
che und koordiniert an dieser, ohne das die erhaltene Konformation in irgendeiner
Weise aufgezwungen oder vorgegeben werden muss. War die Oberfläche aber ein-
mal erreicht und eine adsorbierte Konformation eingenommen, erfolgte aufgrund der
starken Wechselwirkungen zwischen den nicht abgeschirmten Ladungen kaum noch
eine Konformationsänderung oder Bewegung des Additivs auf der Oberfläche. Die
Konformation des Additivs an der Oberfläche war deshalb nicht nur abhängig von
der atomaren Struktur der Oberfläche, sondern auch von der Startkonformation des
Moleküls, also der relativen Orientierung des Moleküls gegenüber der Oberfläche.
Eine hohe Zahl von Adsorptionssimulationen, ausgehend von verschiedenen Startkon-
formationen, erhöhte deshalb die Wahrscheinlichkeit, energetisch günstige Konforma-
tionen zu finden. Die erhaltenen adsorbierten Konformationen konnten zu gleichar-
tigen Konformationen gruppiert werden, was die statistische Sicherheit für spätere
Simulationen erhöhte. Durch eine anschließende Solvatisierung und Equilibrierung
konnten energetisch günstige adsorbierten Konformationen in Gegenwart von Lö-
sungsmittel generiert werden. Allerdings war es nicht sinnvoll, nur die energetisch
günstigste adsorbierte Konformation im Vakuum zu betrachten, da energetisch we-
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niger günstige Konformationen im Vakuum bessere Startkonformationen für das
Erreichen der adsorbierten Konformationen in Lösung darstellen konnten.
Ursprünglich war geplant gewesen, die Oberflächenatome während der Adsorptions-/
Equilibrierungssimulationen beweglich zu lassen, damit sich die Oberflächen-Ionen
in ihrer Lage an die Anwesenheit des Additivs anpassen könnten und so noch günsti-
gere Atomanordnungen möglich wären. Einige der untersuchten Flächen zeigten im
Vakuum aber Oberflächenrekonstruktion, welche in Lösung nicht auftrat, und muss-
ten deshalb räumlich fixiert werden. An anderen Flächen wurde bei der Adsorption
aufgrund der sehr starken und nicht abgeschirmten Wechselwirkungen zwischen Ad-
ditiv und Oberfläche die Atomanordnungen an den Oberflächen sehr stark gestört
(z. B. Sulfat-Tetraeder verzerrt, Ionen sehr weit von ihrer Gleichgewichtsposition ver-
schoben oder gar aus der Kristallschicht entfernt). Da mit Hilfe der Simulationen im
Vakuum nur sinnvolle Ausgangszustände für Simulationen in Lösung erzeugt werden
sollten und solche drastischen Veränderungen der Oberfläche in Gegenwart von Lö-
sungsmittel unrealistisch erschienen, wurden in solchen Fällen die Oberflächen-Ionen
ebenfalls räumlich fixiert.
Testsimulationen mit nicht-rekonstruierenden und nicht mit unrealistisch starken
Veränderungen auf die Adsorption reagierenden Oberflächen zeigten, dass sich bei
der Arbeit mit fixierten und beweglichen Oberflächenatomen die Konformationen
der Additive qualitativ kaum, energetisch aber sehr stark unterschieden (teilweise
um 500 kJ/mol). Diese energetischen Unterschiede waren mit unter größer als die
Unterschiede zwischen verschiedenen Flächen. Um die Vergleichbarkeit der Ergeb-
nisse mit verschiedenen Flächen zu wahren, wurde deshalb entschieden, sämtliche
Simulationen im Vakuum mit Zitronensäure und verschiedenen Flächen mit räum-
lich fixierten Oberflächenatomen durchzuführen. Erst bei den späteren Simulationen
in Lösung waren die Oberflächen-Ionen wieder beweglich, sodass dann eine realis-
tische Anpassung an die Gegenwart des Additivs möglich war. Die Simulationen
im Vakuum mit verschiedenen Additiven am G-(010)-2-Flächenschnitt konnten da-
gegen alle mit beweglichen Oberflächen-Ionen durchgeführt werden, da hier keine
unrelastischen Veränderungen auftraten.
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A.2.3. Berechnung der Freien Adsorptionsenergie
Da die Größe der Freien Energie nicht nur von den Koordinaten aller Atome des
Systems abhängt, sondern mit der Zustandssumme des Systems verbunden ist, lässt
sie sich nicht über eine einfache Simulation bestimmen.
Im Gromacs-Softwarepaket sind im Wesentlichen zwei Methoden zur Berechnung
der Freien Energie implementiert. Der „pull code“ sowie die „Slow-growth“-Methode
als Implementierung des Kopplungs-Parameter-Ansatzes. Beide Methoden sind prin-
zipiell nur unter der Voraussetzung kleiner Änderungen im System anwendbar. Die
Adsorption geladener Additive an Salzkristallflächen stellt sicher keine kleine Än-
derung des Systems dar. Inwieweit die Methoden trotzdem anwendbar sind, um
näherungsweise Werte für die Änderung der Freien Adsorptionsenergie zu erhalten,
wurde zunächst beispielhaft untersucht.
Der Gromacs-Pull-code
∆adsG entspricht der Arbeit, die bei der Adsorption des Additivs verrichtet wird.
Eine Arbeit lässt sich im Allgemeinen als das Integral der vorliegenden Kraft über
den zurückgelegten Weg berechnen. Das Integral der Kraft über den zurückgelegten
Weg ausgehend von der Referenzposition r0 (z. B. Position des nicht adsorbierten
Additivs im Lösungsvolumen) bis zum Ort r (z. B. adsorbierte Position an der Kris-
talloberfläche) liefert den Wert des Potentials der mittleren Kraft (PMF, Potential
of mean force) und damit ∆G(r). Bei ausreichend schnellem Austausch (d. h. einer
großen Zahl von Adsorptions- und Desorptionsvorgängen) könnte das ∆G(r) aus
einer MD-Simulation der Additivlösung in Kontakt mit der Oberfläche bestimmt
werden, indem die Kraft, die auf das Additiv wirkt, in Abhängigkeit vom Abstand
zur Oberfläche gemittelt würde. Da der Austausch aber, wie oben besprochen, nicht
ausreichende schnell ist, werden weite Gebiete von r nicht statistisch hinreichend ge-
sampelt/beprobt, sodass kein zuverlässiges PMF-Profil berechnet werden kann. Bei
Pull-code-Simulationen wird deshalb das Additiv mit Hilfe von constraints (Zwangs-
bedingungen) an eine energetisch ungünstige und damit schlecht beprobte Position
gezwungen und dann die Kraft auf das Additiv über die Simulationszeit gemittelt.
Gromacs bietet verschiedene Möglichkeiten für den pull code an. Bei der für die
Betrachtung der Desorption von Additiven von Oberflächen am geeignetsten erschei-
nende Methode wird ausschließlich der senkrechte Abstand (z-Richtung) zwischen
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dem Massenschwerpunkt des Additivs und der Oberfläche über constraints vorgege-
ben und während der Simulation in winzigen Schritten entsprechend einer Zugrate
verändert. In der Lage parallel zur Oberfläche oder in der Ausrichtung und Konfor-
mation ist das Additiv keinerlei Beschränkungen unterworfen und kann sich so frei
an die sich ändernden Potentialverhältnisse anpassen. Für jeden Zeitschritt wird die
Kraft in z-Richtung ermittelt, die für die Erfüllung der constraints notwendig ist
(bzw. das Negative der Kraft, welche an diesem Ort auf das Additiv wirkt). Diese
Kraftkurve integriert über den Weg von der adsorbierten Position ~r0 bis hin zum
Ort ~r liefert das ∆G = G(~r)−G(~r0) für den Desorptionsprozess.
Die gerade beschriebene Variante zur Berechnung von ∆G mit Hilfe einer konti-
nuierlichen Veränderung des Abstandes /der Reaktionskoordinate („kontinuierliche
Methode“) hat den Nachteil, dass sich das System nicht im Gleichgewicht befindet
(da ständig Arbeit verrichtet wird). Für den Grenzfall Zugrate → 0 sollte sich das
System wieder im Gleichgewicht befinden, dieser Grenzfall ist aber für viele Systeme
in der zur Verfügung stehenden Rechenzeit nicht erreichbar. Mit Hilfe der Jarzynski-
Gleichung kann man das Gleichgewichts-∆G aber aus vielen Nicht-Gleichgewichts-
Simulationen abschätzen. Diese Methode ist allerdings nur dann anwendbar, wenn
sich die Ergebnisse der Einzelsimulationen nur um kt voneinander unterschieden.
In der vorliegenden Arbeit ist das nicht gegeben. Bei Anwendung der Jarzynski-
Gleichung werden deshalb nur ∆G-Minima besonders stark gewichtet, auch im Fall
von Ausreißern. Deshalb wurde die Gleichung nicht angewendet, sondern nur ein
einfaches arithmetisches Mittel der durchgeführten Einzelsimulationen berechnet.
Neben der kontinuierlichen Methode gibt es noch die Möglichkeit, den Abstand
zwischen Additiv und Oberfläche in diskreten Schritten zu verändern („diskrete Me-
thode“), in einzelnen Simulationen, während derer der Abstand jeweils konstant
gehalten wird und das System Zeit zur Equilibrierung hat. Die Kräfte für diese dis-
kreten Abstände können dann über die gesamte Simulationsdauer gemittelt werden
und sind damit statistisch zuverlässiger. Die erhaltene Kraft-Kurve enthält dann
aber bei gleicher Simulationszeit wie mit der kontinuierlichen Methode weniger Da-
tenpunkte.
Anhand einfacher Beispiele wurde die Methode zunächst getestet, die Ergebnisse der
Tests werden im Folgenden vorgestellt:
• Liegen im System keinerlei Freiheitsgrade vor (Bsp: ein Na+- und ein Cl--
Ion im Vakuum, einzige Variable, der Abstand, über constraints vorgegeben)
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ergibt sich bei Abstandsänderungen r1 − r2 erwartungsgemäß eine perfekte
Übereinstimmung zwischen dem Integral der Kraft von r1 nach r2 und der
Energiedifferenz E(r1) − E(r2) da kein Entropieanteil vorliegt. Da weiterhin
keine Zeit für die Gleichgewichtseinstellung notwendig ist, liefern die „Hin“-
und „Rück“-Simulationen identische Werte (r1 → r2 = r2 → r1), d. h. es liegt
keine Hysterese vor und der Fehler beträgt 0. Die Mittelwerte diskreter Simu-
lationen mit konstantem Abstand liegen exakt auf der Kurve der Simulation
mit kontinuierlicher Abstandsänderung.
• Mit zunehmender Anzahl von Freiheitsgraden steigt zum Einen der Entropie-
anteil und damit die Abweichung zwischen Energieunterschied und Kraftinte-
gral. Zum anderen entsteht aufgrund der nötigen Zeit für die Gleichgewicht-
seinstellung und der Tatsache, dass die Simulation immer dem Gleichgewicht
hinterherhinkt, ein Unterschied zwischen „Hin“- und „Rück“-Simulation, wel-
cher Ausdruck für den Fehler ist. Dieser Fehler ist abhängig vom System und
von der gewählten Zugrate und wird mit sinkender Zugrate kleiner.
• Für die Erzeugung von Startkonformationen für die diskrete Methode bie-
ten sich Schnappschüsse einer schnellen kontinuierlichen Simulation an. Han-
delt es sich aber um ein System mit langsamer Gleichgewichtseinstellung und
großer Hysterese unterscheiden sich auch die Ergebnisse von diskreten Simu-
lationen sehr stark, wenn als Startkonformationen einmal die Schnappschüsse
der kontinuierlichen „Hin“-Simulation und einmal der kontinuierlichen „Rück“-
Simulation verwendet werden, da noch das „falsche Gleichgewicht“ aufgeprägt
ist. In diesem Fall müssten am besten über mehrere zufällig erstellte Startkon-
formationen mit gleichem Abstand gemittelt werden, was jedoch einen erheb-
lichen Rechenaufwand darstellt.
• Bei Verwendung der diskreten Methode treten bei der Integration zusätzlich
Diskretisierungsfehler auf, die abhängig von der Anzahl der verwendeten Punk-
te und damit von der investierten Rechenzeit sind und unter Umständen größer
werden können als die Hysterese bei der kontinuierlichen Methode.
• In Systemen mit langsamer Gleichgewichtseinstellung (z. B. Ionen in Gegen-
wart von Wasser) wird das Kraftintegral der kontinuierlichen Methode sehr
stark abhängig von der Zugrate bei gleichzeitig großer Hysterese. Für unend-
lich kleine Zugraten sollte die Hysteres gegen Null gehen, was aber in der zur
Verfügung stehenden Simulationszeit nicht erreichbar ist. Der Mittelwert aus
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„Hin“- und „Rück“-Simulation ist dagegen relativ unabhängig von der Zugrate
und kann deshalb auch bei langsamen Systemen und relativ großen Zugraten
verwendet werden (Abb. A.3).
• Selbst im Vakuum sind „Hin“- und „Rück“-Simulation nur dann vergleichbar,
wenn auch tatsächlich gleiche Zustände vorliegen. Speziell für die Adsorption
heißt dass, dass immer zunächst die Adsorptions- und dann erst mit dem er-
zeugten adsorbierten Zustand die entsprechende Desorptionssimulation durch-
geführt werden muss. Mit kleinen Additivmolekülen, für die nur eine geringe
Konformationsänderung erfolgen muss (z. B. Glycin) ist dann die Hysterese
sehr gering. Größere Additivmoleküle adsorbieren allerdings bei zunehmen-
der Annäherung zunächst mit nur einer funktionellen Gruppe. Bei weiterer
Annäherung, die zu Wechselwirkungen mit weiteren funktionellen Gruppen
führt, sind dann teilweise Konformationsänderungen nötig, die kurzfristig zu
abstoßenden Kräften zwischen Additiv und Kristallfläche führen können und
so deutlich geringe Beträge für die Freie Adsorptionsenergie liefern, als die
entsprechende Desorptionssimulation, bei der sich nur nach und nach die funk-
tionellen Gruppen ablösen. Selbst für Simulationen im Vakuum ist also für
die meisten Additive keine Fehlerabschätzung mit Hilfe der Durchführung von
Adsorptions- und Desorptionssimulationen möglich.
Als Fazit kann festgehalten werden, dass sich der pull code sehr gut zur Berechnung
der Freien Energie eignet, wenn über eine „Hin“- und eine „Rück“-Simulation gemit-
telt werden kann. Im vorliegenden System ist das allerdings nicht möglich, weil in
wässriger Lösung mit expliziter Beschreibung der Wassermoleküle in den zur Verfü-
gung stehenden Rechenzeiten für ein molekulares Additiv in der Regel kein echter
adsorbierter Zustand an der hydratisierten Kristallfläche erreicht werden kann (vgl.
Abb. A.2). Wie Abb. A.3 zeigt, wird die Durchführung nur einer Simulation (hier
Desorptionssimulation) das Ergebnis immer systematisch im Betrag überschätzen,
da die erhaltenen Konformationen dem Gleichgewicht „hinterherhinken“. Dennoch
können die Pull-code-Simulationen hilfreich für die Untersuchung der Adsorption
von Additiven sein, da relative Vergleiche zwischen verschiedenen Additiven oder
Flächen zur Ableitung von Tendenzen trotzdem möglich sind. Außerdem ermöglicht
der pull code die qualitative Betrachtung des Desorptionsvorganges und die damit
verbunden Konformationsänderungen an Additiv und Oberfläche, welche kaum von
der Zugrate abhängen.
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Abb. A.3.: Ergebnisse von Testsimulationen zum pull code: dargestellt sind die Änderun-
gen der Freien Energie in Abhängigkeit der Simualtionszeit bzw. der Zugrate;
der Unterschied zwischen „Hin“- und „Rück“-Simulation wird mit zunehmender
Rechenzeit erwartungsgemäß kleiner, bleibt aber selbst bei hohen Rechenzeiten
sehr groß; der Mittelwert zwischen „Hin“- und „Rück“-Simulation ist dagegen
relativ unabhängig von der Simulationszeit.
[Simulation: Ziehen eines Calcium-Ions aus der A-(100) Fläche bis zu einem
senkrechten Abstand von 1 nm zur ursprünglichen Gleichgewichtslage; in Ge-
genwart von Wasser und bei räumlicher Fixierung aller anderen Kristallatome;
kontinuierliche Methode mit „Hin“- und „Rück“-Simulation und unterschiedli-
chen Zugraten]
Die Slow-growth-Methode
Bei der Slow-growth-Methode handelt es sich um eine Implementierung der
Kirkwood-Kopplungs-Parameter-Methode. Für die Ermittlung des ∆G(A → B)
wird dazu die potentielle Energie des Systems abhängig von einem Kopplungs-
Parameter λ gemacht: Für λ = 0 befindet sich das System im Zustand A, für λ = 1
im Zustand B. Da ∆G nur von den Zuständen A und B abhängt, kann der Weg von
A nach B chemisch sinnvoll oder aber auch völlig abstrakt sein. Es läßt sich zeigen,
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dass die Ableitung von ∆G nach λ gerade der Änderung der potentiellen Energie
mit λ entspricht. Integriert über λ liefert letztere also das gesuchte ∆G.
Bei der im Gromacs-Paket vorliegenden Implementierung kann durch den Kopp-
lungsparameter λ die Art und Stärke der Wechselwirkung eines Atoms mit der Umge-
bung verändert werden. So kann z. B. ein Atom in eine andere Atomsorte überführt
werden, die Ladung oder die Größe ändern o.ä. Für die Berechnung des ∆G für einen
bestimmten Prozess oder eine Reaktion nutzt man dann einen thermodynamischen
Kreisprozess. Abb. A.4 zeigt einen entsprechenden Kreisprozess für die Berechnung
der Freien Bindungsenergie des Substrates I an das Enzym E relativ zur Freien Bin-
dungsenergie des Substrates I’ am Enzym E. Da gilt: ∆G1+∆G4 = ∆G3+∆G2, gilt
auch ∆G1−∆G2 = ∆G3−∆G4. ∆G3 und ∆G4 können mit Hilfe von Slow-growth-
Simulationen bestimmt werden: Die Überführung des Substrates I in das Substrat
I’ im gebundenen Zustand und im freien Zustand. Bei nur kleinen Unterschieden
zwischen den Substraten I u I’ (z. B. Änderung einer funktionellen Gruppe o. ä.)
handelt es sich bei diesen Simulationen um wesentlich kleinere Änderungen am Sys-
tem als bei der Entfernung eines Substrates aus dem Enzym, sodass die Annahme
getroffen werden kann, dass das System in endlicher Zeit dazu in der Lage ist, das
neue Gleichgewicht einzustellen.
G4
Abb. A.4.: Kreisprozess zur Berechnung der Differenz zwischen der Freien Bindungsenergie
des Substrates I an das Enzym E und der Freien Bindungsenergie des Substrates
I’ an das Enzym E; aus [250]
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Wie auch der pull code lässt sich diese Methode sowohl kontinuierlich (durch winzige
Änderungen des Wertes von λ bei jedem Zeitschritt einer Simulation) als auch diskret
(mit Hilfe mehrerer Simulationen mit verschiedenen, aber während der Simulation
konstant bleibenden λ-Werten) durchführen. Über die Durchführung von „Hin“- und
„Rück“-Simulationen können systematische Fehler durch „Nachhinken des Gleichge-
wichtes“ ausgemittelt und Fehler abgeschätzt werden.
Es ist auch möglich, bei einer Slow-growth-Simulation die Wechselwirkungen eines
Atoms mit seiner Umgebung nicht in die eines anderen Atoms zu überführen, sondern
einfach langsam auszuschalten und damit das Atom in ein „Dummy-Atom“ zu über-
führen. Auf diese Weise berechnet man das reine ∆G und nicht den ∆G-Unterschied
zu einer ähnlichen Reaktion.
Diese Methode wurde genutzt, um wie in Abb. A.3 das ∆G für das Entfernen eines
Calcium-Ions aus der Anhydrit-Oberfläche in Gegenwart von Wasser zu bestimmen.
Dazu wurden die Umwandlung Ca→ Dummy und Dummy → Ca (jeweils „Hin“- und
„Rück“-Simulationen) einmal für den Fall durchgeführt, dass sich das Calcium-Ion
auf seiner Gleichgewichtsposition in der Kristallschicht befand und einmal für den
Fall des freien Calcium-Ions in 1 nm Abstand zur Oberfläche, jeweils in Gegenwart
von Wasser. Bei den Simulationen wird vonGromacs die Änderung der potentiellen
Energie mit λ bestimmt. Die Differenz der Integrale dieser Kurven lieferte das ∆G.
Die Simulationen wurden wie auch beim pull code mit unterschiedlichen Änderungs-
raten für λ durchgeführt. Bei den Simulationen des freien Calcium-Ions in Lösung
musste der Abstand des Calcium-Ions zur Oberfläche vorgegeben/fixiert werden, da
sonst eine sofortige Rückbewegung des Calciums zum entstandenen, negativ gelade-
nen Loch in der Oberfläche erfolgt wäre. Aus Gründen der Vergleichbarkeit wurde
die z-Koordinate des Calciums deshalb auch für die Simulationen des Calcium-Ions
innerhalb der Kristallschicht definiert.
Wie Abb. A.5 zeigt, sind für dieses System bei der Slow-growth-Methode die Unter-
schiede zwischen „Hin“- und „Rück“-Simulation deutlich kleiner als beim pull code.
Die Hysterese ist etwa eine Größenordnung kleiner als bei Simulationen mit dem pull
code und gleicher Simulationszeit. Außerdem sind die Ergebnisse wesentlich weniger
stark abhängig von der Geschwindigkeit der Änderung von λ. Im Vergleich zum pull
code werden überraschend gute Übereinstimmungen mit dem Mittelwert der „Hin“-
und „Rück“simulation erzielt.
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Abb. A.5.: Ergebnisse von Slow-growth-Simulationen im Vergleich zu den Ergebnissen der
Pull-code-Simulationen aus Abb. A.3
[Simulation: Entfernen eines Calcium-Ions aus der (100)-Anhydritfläche bis
zu einem senkrechten Abstand von 1 nm zur ursprünglichen Gleichgewichtslage,
in Gegenwart von Wasser und bei räumlicher Fixierung aller anderen Kristall-
atome; kontinuierliche Methode mit „Hin“- und „Rück“-Simulation und unter-
schiedlichen Änderungsraten für λ]
Für die in der vorliegenden Arbeit angestrebten Untersuchung der Adsorption von
Additiven auf Oberflächen kann prinzipiell ein ähnlicher Kreisprozess verwendet wer-
den wie in Abb. A.4. Allerdings bietet sich die Umwandlung von einem Additiv in
ein anderes nicht an, da die nötigen Konformationsänderungen zu groß und die
Beweglichkeiten der Additive auf der Oberfläche zu gering sind. Da außerdem die
Additivmoleküle noch als relativ klein anzusehen sind, wurde deshalb als Referenz-
zustand ein Additiv bestehend aus Dummy-Atomen gewählt. Die Nutzung des Dum-
my-Referenzzustandes hat aber den Nachteil, dass die Wechselwirkungen zwischen
Additiv und Umgebung vollständig ausgeschaltet werden. Dadurch ist kein Teil des
Moleküls übrig, der die Konformation oder Lage des Additivs an der Oberfläche auf-
recht erhält, wie es beim einfachen Austausch einer funktionellen Gruppe der Fall
wäre. Deshalb löst sich das Additiv auf dem Weg zum Dummy-Additiv irgendwann
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von der Oberfläche ab und bewegt sich bald frei durch die Simulationsbox, sodass
der Zielzustand „Dummy-Additiv in adsorbierter Konformation an der Oberfläche“
nicht erreicht wird. Dieser Zustand läßt sich auch nicht durch die Fixierung des
Additiv-Massenzentrums an der Oberfläche bewahren.
Es hat sich als sinnvoll herausgestellt, die Atome des Additiv-Oberflächen-
Komplexes räumlich zu fixieren. Dabei wird aber die Wechselwirkungsenergie zwi-
schen Additiv und Oberfläche und damit auch die Änderung der Energie mit λ
systematisch überschätzt. Während bei freibeweglichen Additiv- und Oberflächena-
tomen die Atome um ihre Gleichgewichtslage schwingen, liegen jetzt immer gleiche
Abstände und damit Energien vor. (Werden dagegen nur die Additiv-, nicht aber
die Oberflächenatome fixiert, führen die Oberflächenatome Schwingungen gegen die
starren Additivatome aus, was zu einer systematischen Unterschätzung der Wechsel-
wirkung führt.)
Die durch die Fixierung verloren gehende Information über die Variablität des Ad-
ditivs in seiner adsorbierten Konformation kann dann über die Durchführung vieler
gleichartiger Simulationen mit unterschiedlichen Startkonformationen des Additivs
an der Kristallschicht berücksichtigt werden. Bei fixierten Atomen wird eine bessere
Reproduzierbarkeit und eine niedrigere Schwankungsbreite zwischen den verschie-
denen Simulationen mit verschiedenen Startkonformationen erreicht. Die erhöhte
Wechselwirkungsenergie durch die Fixierung betrifft alle Wiederholungen gleicher-
maßen, während der Zeitpunkt für die artifizielle Ablösung des halb ausgeblendeten
Additivs von der Oberfläche bei frei beweglichen Atomen zufällig ist.
Neben der Ablösung von der Oberfläche gibt es bei der Verwendung von Dum-
my-Additiven als Referenz noch einen weiteren Nachteil: Bei der Rücksimulation
(Dummy → Additiv) erfolgt aufgrund der Größe der Moleküle kein vollständiger
Ausschluss von Wasser aus dem Molekülraum. Stattdessen werden bei noch kleinen
Wechselwirkungen zwischen Additiv und Umgebung Wassermoleküle eingeschlossen,
die beim weiteren Anstieg der Wechselwirkungen zu einem rasanten artifiziellen
Energieanstieg und dann zu einem plötzlichen „Austritt“ des Wassermoleküls, ver-
bunden mit einer schlagartigen Energieänderung, führen (Abb. A.6). Dieser Effekt
hat einen größeren Einfluss auf die berechnete Energieänderung als die eigentliche
Reaktion und lässt sich auch nur näherungsweise und mit großem Fehler korrigie-
ren. Die Durchführung der Rücksimulation zur Fehlerabschätzung wird damit auch
für Slow-growth-Simulationen unsinnig. Eine Lösung für das Problem könnte die
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stufenweise Einschaltung der Wechselwirkung Atom für Atom darstellen, was aller-
dings in Hinblick auf die angestrebten Ziele aufgrund des unverhältnismäßig hohen
Rechenaufwandes ausgeschlossen wurde.
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Abb. A.6.: Behinderung der Fehlerberechnung durch „Hin“- und „Rück“-Simulation für
die Slow-growth-Methode mit Dummy-Additiv als Referenz durch Einschluss
von Wassermolekülen: Berechnete dG/dλ-Kurven für die „Hin“-Simulation
(schwarz: Additiv → Dummy-Additiv) und die Rücksimulation (rot: Dum-
my-Additiv → Additiv)
[Simulation: Additiv Triglycin adsorbiert am A-(100)-1-Flächenschnitt in Ge-
genwart von Wasser; alle Kristall- und Additivatome räumlich fixiert]
Als Fazit für die Slow-growth-Methode kann festgehalten werden, dass es sich prinzi-
piell um eine geeignete Methode handelt, für die theoretisch auch die Durchführung
von „Hin“- und „Rück“-Simulationen und damit eine sicherere ∆G-Berechnung sowie
eine Fehlerabschätzung möglich wäre. Die für das untersuchte System aber als am
geeignetsten angesehene Methode der Überführung Additiv→ Dummy-Additiv und
umgekehrt macht bei gleichzeitiger expliziter Berücksichtigung der Wassermoleküle
die Durchführung beider Simulationen unpraktikabel. Die Ergebnisse aus Abb. A.5
und A.6 zeigen aber, dass mit geringem systematischen Fehler auch die Durchfüh-
rung der „Hin“-Simulation ausreichend ist. Aufgrund ähnlicher Wechselwirkungen
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und damit ähnlicher systematischer Fehler erfolgt zusätzlich eine gewisse Fehlerkom-
pensation bei der ∆G-Berechnung und beim relativen Vergleich zwischen verschie-
denen Flächenschnitt-Additiv-Kombinationen, sodass die Methode trotz der vorlie-
genden Schwierigkeiten als geeignet zur Abschätzung von ∆adsG angesehen wird.
A.2.4. Berechnung der Adsorptionsenergie
Damit aus Adsorptionsenergie und Freier Adsorptionsenergie eine Entropieänderung
für die Adsorption berechnet werden kann, müssen sich die beiden Größen auf die
gleichen Zustände beziehen. Die Freie Adsorptionsenergie beschreibt die Änderung
der Freien Energie vom Zustand „Additiv in der Lösung über der Oberfläche“ zum
Zustand „Additiv adsorbiert auf der Oberfläche in Gegenwart von Lösung“. Um die
Energieänderungen für diese Zustandsänderung zu berechnen, bietet sich deshalb
an, die gleichen Startkonformationen zu nutzen, wie für die Berechnung der Frei-
en Adsorptionsenergie mit der Slow-growth-Methode, und ausgehend davon längere
MD-Simulationen zur Mittelung der potentiellen Energie durchzuführen. Die Ener-
giedifferenz liefert dann das ∆E.
Im Gegensatz zu den Simulationen zur Berechnung der Freien Energie, bei denen
nur Energieänderungen während der Simulation interessant sind, und deshalb auch
Simulationen mit verschiedener Atomanzahl (z. B. unterschiedliche Anzahl von Was-
sermolekülen in der Simulationsbox) miteinander vergleichbar sind, sind hier absolu-
te Energien wichtig. Deshalb muss es sich bei der Berechnung der adsorbierten und
nicht-adsorbierten Energie jeweils um dieselbe Box handeln. Da es mit der verwen-
deten Methode zur Hydratation von Oberflächenmodellen kaum effizient bewerkstel-
ligen lässt, Simulationsboxen mit unterschiedlicher Position und Konformation des
Additivs, aber gleicher Anzahl von Wassermolekülen zu erzeugen, wurden Pull-code-
Simulationen verwendet, um die Startzustände für die Berechnung der Adsorptions-
energie zu erzeugen: Liegt das Additivmolekül in adsorbierter Konformation auf der
Oberfläche vor in Gegenwart von Wasser, kann es mit Hilfe des pull code in eine freie
Position in Lösung gezogen werden, ohne dass sich die Simulationsbox ändert. So
können innerhalb derselben Simulationsbox in beiden Zuständen MD-Simulationen
durchgeführt werden. Diese Variante zur Berechnung der Adsorptionsenergie ist auch
für die Arbeit mit geladenen Addtiven (ohne Gegenionen) geeignet.
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A.3. Clusteranalyse
Die Clusteranalyse ist ein multivariates statistisches Verfahren, bei der aus einer
heterogenen Gesamtheit von Objekten homogene Teilmengen von Objekten iden-
tifiziert werden. Die Clusterung erfolgt anhand von Eigenschaften, in denen sich
die Mitglieder einer Gruppe möglichst gleichen sollen, während zwischen den ver-
schiedenen Gruppen möglichst keine Ähnlichkeiten auftreten. Dazu wird aus den Ei-
genschaftswerten aller Objekte zunächst für jedes Objektpaar die Ähnlichkeit oder
Distanz berechnet. Schritt für Schritt werden anschließend anhand dieser Distanzen
Objekte mit einem geeigneten Fusionsalgorithmus zu Clustern zusammengefasst. Die
Beschreibung und Druchführung der Clusteranalyse beruht auf Angaben in Back-
haus [330].
In der vorliegenden Arbeit können die erzeugten adsorbierten Konformationen des
Additivs im Vakuum als Objekte betrachtet werden. Als Eigenschaften für die Clus-
terung bieten sich z. B. die Energie der Konformation, die Lage des Massenschwer-
punktes und verschiedene Orientierungsvektoren im Raum (z. B. ein Vektor zwischen
Amino- und Carboxyl-Terminus einer Aminosäure oder eines Peptides) an.
Aus den standardisierten Werten der gewählten Eigenschaften kann für jedes Ob-
jektpaar ein Distanzmaß berechnet werden, welches die Unähnlichkeit des Paares
beschreibt (je größer der Zahlenwert der Distanz zwischen zwei Objekten, desto
unähnlicher sind diese Objekte). Eines der wichtigsten Distanzmaße ist dabei die
euklidische Distanz (Gleichung (A.11)).
dk,l =
√√√√ J∑
j=1
(xkj − xlj)2
dk,l Distanz der Objekte k und l
xkj Wert der Eigenschaft j bei Objekt k,
mit j = 1, . . . , J
(A.11)
Die Gruppierung der Objekte erfolgt mit Hilfe eines sogenannten Fusionsalgorith-
musses. Dabei unterscheidet man bei der hierarchischen Clusteranalyse zwischen
agglomerativen und divisiven Verfahren. Bei den praktisch bedeutenderen agglome-
rativen Verfahren wird von der feinsten Partitionierung ausgegangen (jedes Objekt
bildet eine eigene Gruppe) und ähnliche Objekte solange zusammengefasst, bis die
gröbste Gruppierung (alle Objekte in einer Gruppe) erreicht ist. Bei divisiven Ver-
fahren verhält es sich genau umgekehrt. Die verschiedenen Verfahren unterscheiden
sich darin, wie bzw. wann Objekte gruppiert werden.
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Als hierarchische, agglomerative Verfahren bieten sich z. B. “single linkage” und
“ward ” für die Gruppierung der Konformationen an.
Beim single-linkage Algorithmus werden zuerst die beiden Objekte k und l gruppiert,
welche die geringste Distanz zueinander aufweisen. Diese beiden Objekte bilden dann
einen Cluster, für welchen neue Distanzen zu allen noch vorhandenen Objekten
berechnet werden. Die Distanz zwischen einem Objektm und dem Cluster entspricht
dabei dem kleinsten Abstand zwischen m und den Objekten des Clusters k und l.
Anschließend erfolgt die nächste Gruppierung, bis alle Objekte zu einem einzigen
Cluster zusammengefasst sind. Das Single-linkage-Verfahren wird auch als “Nächste-
Nachbar-Methode” bezeichnet. Es neigt zur Bildung vieler kleiner und weniger großer
Gruppen und ist damit besonders geeignet, Aussreißer (kleine Gruppen) zu finden.
Das Ward -Verfahren ist das in der Praxis am häufigsten verwendete Verfahren. Das
Ziel des ward-Verfahrens besteht darin, bei der Zusammenfassung von Objekten
die Streuung innerhalb der Gruppen möglichst wenig zu erhöhen, also möglichst
homogene Cluster zu bilden. Es werden also bei jedem Fusionsschritt die jenigen
Objekte/Cluster vereinigt, die die Fehlerquadratsumme aus Gleichung (A.12) am
wenigsten erhöhen.
Vg =
Kg∑
k=1
J∑
j=1
(xkjg − x¯jg)2
x¯jg =
1
Kg
Kg∑
k=1
xkjg
Vg Varianzkriterium der Gruppe g
xkjg Wert der Eigenschaft j bei Objekt k
in Gruppe g, mit j = 1, . . . , J und
k = 1, . . . ,Kg
x¯jg Mittelwert der Eigenschaft j
in Gruppe g
(A.12)
Beide Verfahren lassen sich auch günstig kombinieren. So können zunächst mit Hil-
fe des single-linkage Algorithmusses Ausreißer identifiziert und ausgeschlossen und
anschließend das ward-Verfahren angewendet werden.
Die sinnvolle Anzahl von Gruppen wird manuell anhand eines Dendrogramms
(“Baum”-Diagramm, welches die Gruppierung von Objekten in Abhängigkeit von der
Distanz visualisiert) ermittelt. Dabei kann auch das “Elbow”-Kriterium angewendet
werden (ein “Knick” in der Kurve der Fehlerquadratsumme über der Clusteranzahl
zeigt die Clusteranzahl an, nach welcher die weitere Zusammenführung zu einem
deutlich stärkeren Anstieg der Fehlerquadratsumme führt).
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Beide Varianten der Clusteranalyse wurden für die Gruppierung der adsorbierten
Additivkonformationen getestet. Als besser geeignet stellte sich aber das Cutoff -
Verfahren in Kombination mit RMSD-Werten als Distanz heraus. Die RMSD (Root
Mean Square Deviation), also die mittlere quadratische Abweichung zwischen zwei
Konformationen, wird dabei nach Gleichung (A.13) berechnet.
dk,l =
√√√√ 1
J
J∑
j=1
(~xkj − ~xlj)2
dk,l RMSD der Konformationen k und l
~xkj Ort des Atoms j in Konformation k,
mit j = 1, . . . , J
(A.13)
Beim Cutoff -Verfahren werden bei jedem Schritt der Clusteranalyse für jede Konfor-
mation k alle anderen Konformationen l gesucht, zu denen k eine Distanz unterhalb
eines vorgegebenen cut-off-Wertes besitzt (→ Nachbarn). Die Konformation mit den
meisten Nachbarn wird mit all ihren Nachbarn als ein Cluster ausgegliedert. Die
Schritte werden mit allen verbleibenden Konformationen solange wiederholt, bis kei-
ne Konformationen mehr übrig sind. Die Schwierigkeit bei diesem Verfahren ist die
Festlegung eines sinnvollen Cutoff -Wertes. Das Verfahren ist vor allem dann geeig-
net, wenn das Ziel darin besteht, die größten Gruppen zu identifizieren, und nicht
darin, sämtliche Konformationen zuverlässig aufzuteilen.
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Tab. B.1.: Potentialfunktionen des Gromos-Kraftfeldes [250,298] (zugehörige Kraftfeldpara-
meter P1 und P2 in Tab.B.2)
Potentialfunktion Parameter, Variablen und Konstanten
Nicht-Bindungs-Wechselwirkungen
Lennard-Jones-12-6-Potential für van der Waals-Wechselwirkungen
VLJ(rij) =
C
(12)
ij
r12ij
− C
(6)
ij
r6ij
C
(12)
ij Repulsions-Parameter C
(12)
ij =
√
C
(12)
ii C
(12)
jj
(P2 in 10-6 (kJ · nm12)/(mol))
C
(6)
ij Dispersions-Parameter C
(6)
ij =
√
C
(6)
ii C
(6)
jj
(P1 in 10-3 (kJ · nm6)/(mol))
rij Abstand zwischen Atom i und Atom j
Coulomb-Potential für elektrostatische Wechselwirkungen
VC(rij) =
1
4pi0
qiqj
rrij
qi Ladung am Atom i
qj Ladung am Atom j
r relative Dielektrizitätskonstante (r = 1)
0 elektrische Feldkonstante
rij Abstand zwischen Atom i und Atom j
Bindungs-Wechselwirkungen
Potential 4. Ordnung für Bindungsdehnung
VB(rij) =
1
4k
b
ij(r
2
ij − b2ij)2
kbij Kraftkonstante (P2 in 106 kJ/(mol · nm4))
bij ideale Bindungslänge (P1 in nm)
rij Abstand zwischen Atom i und Atom j
Cosinus-basiertes Potential für Winkeldeformation
VA(θijk) =
1
2k
θ
ijk
·(cos(θijk)− cos(θ0ijk))2
kθijk Kraftkonstante (P2 in kJ/mol)
θ0ijk ideale Bindungswinkel (P1 in Grad)
θijk Bindungswinkel der Atome i,j und k
Periodisches Potential für Torsion um Bindungen
VT (φijkl) = k
φ
ijkl
·(1 + cos(nφijkl − φS))
kφijkl Kraftkonstante (P2 in kJ/mol)
n Multiplizität (P1)
φS Phasenverschiebung (P1, 0 oder 180◦)
φijkl Torsionswinkel der Atome i, j, k und l
harmonisches Potential zur Stabilisierung ebener und tetraedrischer Gruppen
VS(ξijkl) =
1
2k
ξ
ijkl(ξijkl − ξ0)2
kξijkl Kraftkonstante (P2 in kJ/(mol · Grad
2))
ξ0 idealer Winkel (P1 in Grad)
ξijkl uneigentlicher Torsionswinkel
(*) Stabilisierung ebener Gruppen an Carbonyl- und Carboxylgruppen, der Peptidbindung und
zusätzlich bei Simulationen im Vakuum, um die Peptid-Bindung in trans-Stellung zu halten, Te-
traederstabilisierung an sp3-hybridisierten United Atoms und im Sulfat-Ion
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Tab. B.2.: In der Arbeit verwendet Kraftfeldparameter für die Potentiale aus Tab.B.1 (vgl.
auch Kap. 3.1.3)
Atomtypen und Ladungen Wechselwirkung P 1 P 2
Glycin
Aspartat
Glutamat
Citrat
Peptidbindung
Wasser
NLH
H
H
CH2 C
OM
OM
0,248
0,248
0,248 0,129 0,127
0,27
-0,635
-0,635
NLH
H
H
CH1 C
OM
OM
0,248
0,248
0,248 0,129 0,127
0,27
-0,635
-0,635
CH2
C
OM OM
0,27
-0,635 -0,635
0,0
NLH
H
H
CH1 C
OM
OM
0,248
0,248
0,248 0,129 0,127
0,27
-0,635
-0,635
CH2
C
OM OM
0,27
-0,635 -0,635
0,0
CH2
0,0
CH2C CHO C
OM
OM
0,27 0,266
0,27
-0,635
-0,635
C
OM OM
0,27
-0,635 -0,635
CH2
OM
OM
-0,635
-0,635
0,00,0
O
H
-0,674
0,408
C
O
N
H
Cα C'α
0,45
-0,45
-0,31
0,31
0,00,127
OW
H H0,41
-0,82
0,41
CA
+2
OM S
1,8
OM
-0,95
OM
OM
-0,95
-0,95-0,95
Ionen
va
n
de
r
W
aa
ls
H 0,00000 0,0000
N 2,43641 2,3195
NL 2,43641 2,3195
CH2 7,46842 33,9656
CH1 6,06841 97,0225
CHO 2,39708 205,3489
C 2,34062 4,9373
OM 2,26195 0,7415
OA 2,26195 1,5055
OW 2,61735 2,6341
O 2,26195 1,0000
S 9,98401 13,0755
CA 1,48378 0,2921
B
in
du
ng
N*-H 0,1000 18,7000
N*-CH* 0,1470 8,7100
N-C 0,1330 11,8000
C*-C* 0,1530 7,1500
C-OM 0,1250 13,4000
C-O 0,1230 16,6000
CH0-OA 0,1430 8,1800
OA-H 0,1000 15,7000
OW-H 0,1000 0,3450
S-OM 0,1500 8,3700
W
in
ke
l
H-NL-H 109,50 380,0
H-NL-C* 109,50 425,0
N*-C*-C* 109,50 520,0
C*-C-N 115,00 610,0
C-N-C* 122,00 700,0
C-N-H 123,00 415,0
C*-N-H 115,00 460,0
C*-CH2-C* 111,00 530,0
C*-C*-C* 109,50 520,0
C*-CH0-OA 109,50 520,0
C*-C-OM 117,00 635,0
C*-C-O 121,00 685,0
CH0-OA-H 109,50 450,0
OM-C-OM 126,00 770,0
O-C-N 124,00 730,0
H-OW-H 109,47 383,0
OM-S-OM 109,50 520,0
T
or
si
on
-CH*-NL- 0/3 3,770
-N-CH*- 180/6 1,000
-C-N- 180/2 33,500
-CH*-CH*/OA- 0/3 5,920
-CH*-C- 0/6 1,000
St
ab
. eben 0,000 167,423
Tetraeder 35,264 334,846
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Tab. B.7.: Daten der simulierten Assoziation von Calcium- und Sulfat-Ionen in Lösung aus
Abb. C.3
Bezeichnung Bemerkung simulierter Wert
Assoziations-Typen rCa−S in nm
Typ 1 bidentates Kontakt-Ionenpaar < 0, 34
Typ 2 monodentates Kontakt-Ionenpaar 0, 34− 0, 41
Typ 3 lösungsmittelsepariertes Ionenpaar 0, 41− 0, 66
Tripel 2 lösungsmittelseparierte Kontakte 2× 0, 41− 0, 66
(Ca2+-SO2–4 -Ca
2+- oder SO2–4 -Ca
2+-SO2–4 -Tripel)
Ketten-Quadrupel 2 lösungsmittelseparierte Kontakte 3× 0, 41− 0, 66
Ring-Quadrupel 4 lösungsmittelseparierte Kontakte 4× 0, 41− 0, 66
Relative Häufigkeit der Ionenpaar-Typen in %
Typ 1 4
Tpy 2 14
Typ 3 82
Anteil von Ionen-Assoziationen an der Simulationszeit in %
Fall a keine Assoziation 9
Fall b ein Ionenpaar 38
Fall c zwei separate Ionenpaare 36
Fall d ein Ca2+-SO2–4 -Ca
2+-Tripel 4
Fall e ein SO2–4 -Ca
2+-SO2–4 -Tripel 7
Fall f ein Ketten-Quadrupel 4
Fall g ein Ring-Quadrupel 2
Vergleich mit Experiment
[396] Dissoziationsgrad α = 0, 4 0,34
Freie Assoziationsenthalpie ∆assG = −13, 05 kJ/mol −18± 6 kJ/mol
Simulation: zwei separate Simulationen unterschiedlicher Startkonformationen mit je 2Ca2+ +
2SO2–4 + 5670H2O (c = 0, 0196mol/kg(H2O) bzw. 0,019mol/L), leicht übersättigte Gipslösung,
∆t = 2 fs, t = 20ns, NpT, 298K, 1 bar; alle rCai−Si -Abstände über der Simulationszeit in Abb. C.3
B-17
Tabellen
Tab. B.8.: Für die Simulationen in Lösung verwendete Simulationsboxen (Simulationen mit
fixierten inneren Atomlagen der Kristallschicht und 100 ns Länge)
Flächenschnitt nu nv nw u v w nsol
A-(100)-1 6 6 4 4,199 3,747 6,802 2154
A-(010)-1 6 6 4 3,747 4,204 6,799 2148
A-(001)-1 6 6 4 4,204 4,199 6,498 2427
A-(001)-2 6 6 4 4,204 4,199 6,498 2478
A-(110)-1 4 6 5 3,961 3,747 6,476 2064
A-(011)-2 4 6 5 3,752 4,204 6,330 2221
A-(011)-3 4 6 5 3,752 4,204 6,330 2191
A-(101)-1 6 4 5 4,199 3,754 6,331 2153
A-(101)-2 6 4 5 4,199 3,754 6,331 2185
G-(010)-1 8 6 2 5,218 3,770 7,040 2152
G-(010)-2 8 6 2 5,218 3,770 7,040 2128
G-(010)-3 8 6 2 5,218 3,770 7,040 2090
G-(02¯1)-1 6 2 7 3,770 4,006 6,997 1905
G-(02¯1)-2 6 2 7 3,770 4,006 6,997 1894
G-(02¯1)-3 6 2 7 3,770 4,006 6,997 1902
G-(02¯1)-4 6 2 7 3,770 4,006 6,997 1900
G-(001)-2 6 3 6 3,770 4,560 7,109 2365
G-(011)-1 3 6 6 4,962 3,770 6,942 2492
G-(031)-3 8 2 10 5,027 4,956 7,622 3001
G-(031)-4 8 2 10 5,027 4,956 7,622 2992
G-(111¯)-1 2 6 7 3,290 3,406 7,756 1496
G-(111¯)-2 2 7 6 3,290 3,974 7,219 1765
G-(111¯)-5 2 7 6 3,290 3,974 7,219 1740
G-(110)-3 2 6 8 3,290 3,914 7,794 1718
G-(110)-5 2 6 8 3,290 3,914 7,794 1732
G-(100)-1 2 6 7 3,040 3,914 7,494 1699
G-(100)-2 2 6 5 3,040 3,914 6,496 1720
G-(101¯)-1 2 6 7 3,040 3,406 8,014 1440
G-(101¯)-2 2 7 5 3,040 3,974 6,867 1671
nu, nv und nw: Anzahl von OEZ in u-, v- und w-Richtung, u, v und w: Dimensionen der Si-
mulationsbox in u-, v- und w-Richtung in nm, nsol: Anzahl von Lösungs-Wassermolekülen in der
Simulationsbox; der G-(031)-2-Flächenschnitt ist bei beweglichen äußeren Kristallatomen identisch
mit G-(031)-3 und G-(031)-4 und wurde deshalb nicht separat berücksichtigt.
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Tab. B.9.: Ausdehnung in z-Richtung und mittlere Dichte der Hydratationsschichten für
alle untersuchten Flächenschnitte
Oberseite Unterseite
Flächen- HSA HSE ∆HS BWA ρeff/ρ¯ HSA HSE ∆HS BWA ρeff/ρ¯
schnitt (nm) (nm) (nm) (nm) (1) (nm) (nm) (nm) (nm) (1)
A-(100)-1 0,065 1,011 0,946 1,012 1,24 0,059 0,995 0,936 1,007 1,24
A-(010)-1 0,063 0,984 0,921 1,297 1,28 0,061 0,988 0,927 1,264 1,27
A-(001)-1 -0,054 1,010 1,064 1,311 1,20 -0,055 0,994 1,049 1,307 1,19
A-(001)-2 – – – – – – – – – –
A-(110)-1 -0,003 1,093 1,096 1,404 1,31 0,002 1,095 1,093 1,477 1,31
A-(011)-2 -0,190 0,788 0,978 1,273 1,44 -0,193 0,770 0,963 1,237 1,44
A-(011)-3 0,105 1,194 1,089 1,284 1,32 0,097 1,201 1,104 1,321 1,33
A-(101)-1 -0,231 0,767 0,998 0,998 1,32 -0,231 0,756 0,987 0,970 1,32
A-(101)-2 -0,068 1,042 1,110 1,178 1,26 -0,068 1,023 1,091 1,186 1,26
G-(010)-1 -0,011 0,784 0,795 1,202 1,39 -0,012 0,778 0,790 1,182 1,41
G-(010)-2 -0,001 1,071 1,072 1,409 1,33 -0,005 1,050 1,055 1,445 1,34
G-(010)-3 0,004 1,083 1,079 1,231 1,30 0,003 1,067 1,064 1,193 1,31
G-(02¯1)-1 -0,136 0,568 0,704 0,789 1,71 -0,142 0,558 0,700 0,804 1,73
G-(02¯1)-2 -0,478 0,774 1,252 1,010 1,55 -0,480 0,770 1,250 1,024 1,55
G-(02¯1)-3 -0,135 0,558 0,693 0,855 1,70 -0,141 0,538 0,679 0,846 1,74
G-(02¯1)-4 -0,136 0,565 0,701 0,829 1,67 -0,133 0,543 0,676 0,779 1,73
G-(001)-2 -0,466 1,082 1,548 1,404 1,26 -0,467 1,109 1,576 1,416 1,25
G-(011)-1 -0,381 0,763 1,144 1,149 1,48 -0,383 0,748 1,131 1,132 1,49
G-(031)-3 -0,343 0,778 1,121 1,215 1,43 -0,335 0,777 1,112 1,220 1,44
G-(031)-4 -0,393 0,794 1,187 1,221 1,46 -0,385 0,788 1,173 1,233 1,47
G-(111¯)-1 -0,142 0,798 0,940 1,190 1,44 -0,134 0,788 0,922 1,239 1,46
G-(111¯)-2 -0,142 0,779 0,921 1,307 1,47 -0,143 0,785 0,928 1,329 1,46
G-(111¯)-5 -0,276 0,761 1,037 1,142 1,40 -0,277 0,753 1,030 1,144 1,39
G-(110)-3 -0,256 0,748 1,004 1,051 1,40 -0,252 0,746 0,998 1,048 1,40
G-(110)-5 -0,085 0,916 1,001 1,333 1,38 -0,080 0,903 0,983 1,289 1,39
G-(100)-1 -0,146 0,970 1,116 1,345 1,38 -0,149 0,974 1,123 1,342 1,35
G-(100)-2 -0,152 0,960 1,112 1,293 1,39 -0,156 0,964 1,120 1,240 1,36
G-(101¯)-1 -0,080 1,008 1,088 1,012 1,36 -0,069 1,017 1,086 1,072 1,34
G-(101¯)-2 -0,064 1,011 1,075 1,066 1,36 -0,067 1,011 1,078 1,056 1,32
HSA und HSE : z-Position für Anfang und Ende der Hydratationsschicht; ∆HS: Dicke
der Hydratationsschicht; BWA: Anfang des Bulkwasserbereiches, ρeff/ρ¯: mittlere effektive
OW-Teilchendichte der Hydratationsschicht bezogen auf die Bulkdichte des Wassers
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Tab. B.10.: Charakterisierung der Hydratationsschichten durch die Anzahl enthaltener
Wassermoleküle (bezogen auf eine Oberflächenelementarzelle bzw. einen Qua-
dratnanometer Grenzfläche) sowie das Integral und den Restwert der Autokor-
relationsfunktion
[Angaben jeweils separat für die Hydratationsschichten an der Ober- und Un-
terseite einer Kristallschicht mit fixierten inneren und beweglichen äußeren
Atomlagen bei 100 ns-Simulationszeit]
Oberseite Unterseite
Flächen- nOEZ nA
∫
R R(te) nOEZ nA
∫
R R(te)
schnitt (–) (nm-2) (ps) (–) (–) (nm-2) (ps) (–)
A-(100)-1 14,62 33,46 1051 0,00 14,38 32,91 1147 0,00
A-(010)-1 14,26 32,59 7088 0,14 14,32 32,74 7097 0,14
A-(001)-1 17,25 35,19 326 0,00 17,26 35,21 322 0,00
A-(001)-2 – – – – – – – –
A-(110)-1 23,28 37,64 8684 0,17 23,33 37,72 8689 0,17
A-(011)-2 20,98 31,93 9608 0,19 20,63 31,39 9726 0,19
A-(011)-3 26,12 39,75 2703 0,01 26,34 40,09 4480 0,04
A-(101)-1 20,34 30,97 2889 0,05 20,11 30,62 2938 0,05
A-(101)-2 24,44 37,21 2683 0,03 24,01 36,56 2745 0,04
G-(010)-1 8,86 27,23 11218 0,22 8,80 27,03 11374 0,22
G-(010)-2 12,04 36,98 8418 0,17 11,86 36,42 8545 0,17
G-(010)-3 12,03 36,95 8421 0,17 11,86 36,43 8545 0,17
G-(02¯1)-1 25,34 21,92 10197 0,23 24,88 21,52 10541 0,23
G-(02¯1)-2 42,42 36,69 9221 0,16 42,30 36,59 9012 0,16
G-(02¯1)-3 25,00 21,63 11983 0,23 24,32 21,04 12315 0,24
G-(02¯1)-4 25,05 21,67 11893 0,23 24,00 20,76 12489 0,25
G-(001)-2 38,61 40,42 7598 0,14 39,27 41,11 7385 0,14
G-(011)-1 31,92 31,62 9229 0,17 31,47 31,49 9222 0,17
G-(031)-3 44,46 32,55 8507 0,15 44,28 32,41 8413 0,15
G-(031)-4 45,05 32,98 8442 0,15 44,69 32,71 8518 0,16
G-(111¯)-1 24,61 26,68 977 0,00 24,15 26,18 984 0,00
G-(111¯)-2 24,31 26,35 952 0,00 24,35 26,40 992 0,00
G-(111¯)-5 29,76 32,26 6969 0,13 29,55 32,04 6990 0,14
G-(110)-3 33,63 32,23 9040 0,18 33,48 32,08 9084 0,18
G-(110)-5 35,00 33,54 599 0,00 34,47 33,04 512 0,00
G-(100)-1 37,91 38,23 5924 0,09 37,72 38,04 5309 0,08
G-(100)-2 38,19 38,51 6383 0,10 37,71 38,04 5046 0,06
G-(101¯)-1 32,81 37,92 4017 0,06 33,08 38,22 3864 0,06
G-(101¯)-2 32,77 37,97 4117 0,06 32,76 37,96 3677 0,06
nEZ und nA: Anzahl von Wassermolekülen in der Hydratationsschicht, bezogen auf eine Oberflä-
chenelementarzelle bzw. auf die Fläche von 1 nm2;R: Autokorrelationsfunktion zur Berechnung der
mittleren Verweilzeit eines Wassermoleküls in der Hydratationsschicht, (siehe (??)),
∫
R: Integral
der Autokorrelationsfunktion ; R(te): Wert der Autokorrelationsfunktion am Ende des betrach-
teten Zeitraums, entspricht dem nicht ausgetauschten Wasseranteil; (nOEZ ist als Summenpara-
meter über die gesamte Hydratationsschicht berechnet, dadurch ergeben sich kleine, durch Run-
dungsfehler bedingte Abweichungen zur Summe von nOEZ über die einzelnen Konformationen aus
Tab.B.12)
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Tab. B.11.: Hydratationsenergien und Freie Hydratationsenergien der untersuchten
Hydratationsschichten
Flächen- bezogen auf 1 OEZ bezogen auf 1 nm2
schnitt in kJ/mol in kJ/(mol · nm2)
∆hydE
f
OEZ ∆hydE
b
OEZ ∆hydF ∆hydE
f
A ∆hydE
b
A ∆hydF
A-(100)-1 -195 -194 -29,68 -447 -445 -12,97
A-(010)-1 -224 -198 -33,38 -512 -451 -14,61
A-(001)-1 -204 -199 -27,31 -417 -405 -13,39
A-(001)-2 -601 – – -1226 – –
A-(110)-1 -394 -354 -62,76 -638 -573 -38,81
A-(011)-2* -739 -506 -70,35 -1125 -770 -46,23
A-(011)-3* -452 -333 -55,95 -687 -506 -36,77
A-(101)-1 -447 -386 -59,12 -680 -587 -38,83
A-(101)-2 -540 -450 -52,27 -821 -685 -34,33
G-(010)-1 -189 -169 -23,96 -581 -520 -7,80
G-(010)-2 -138 -118 -20,35 -423 -363 -6,62
G-(010)-3 -28 -51 -11,00 -87 -156 -3,58
G-(02¯1)-1 -400 -372 -68,44 -346 -322 -79,12
G-(02¯1)-2* -550 -326 -71,19 -476 -282 -82,30
G-(02¯1)-3* -535 -430 -80,62 -463 -372 -93,20
G-(02¯1)-4 -453 -359 -68,86 -392 -311 -79,59
G-(001)-2 -440 -359 -68,80 -461 -376 -65,72
G-(011)-1 -408 -356 -65,83 -404 -353 -66,43
G-(031)-3 -513 -434 -79,59 -375 -318 -108,74
G-(031)-4 -499 -432 -75,72 -365 -316 -103,45
G-(111¯)-1 -476 -355 -54,65 -516 -385 -50,40
G-(111¯)-2* -526 -321 -59,31 -570 -349 -54,70
G-(111¯)-5* -518 -339 -52,37 -561 -367 -48,31
G-(110)-3* -886 -509 -91,36 -849 -487 -95,35
G-(110)-5* -736 -451 -89,14 -705 -432 -93,02
G-(100)-1* -1502 – – -1515 – –
G-(100)-2* -1640 – – -1654 – –
G-(101¯)-1* -733 -420 -89,06 -849 -486 -76,85
G-(101¯)-2* -710 -344 -81,67 -823 -398 -70,47
*: Flächen mit Rekonstruktionseffekten oder instabilen Wasserpositionen im Vakuum; für
G-(100)-Flächenschnitte können keine Werte für ∆hydEb und ∆hydF angegeben werden, da die
bei beweglichen äußeren Kristallschichtatomen erfolgende Rekonstruktion und die damit verbunde-
ne Platzänderungen der Calcium-Ionen einen zu großen Einfluss auf die Energieänderungen haben.
Die Werte für ∆hydF entsprechen den Summen der Konformationswerte aus Tab.B.12 (abgesehen
von denen der austauschbaren Kristallwasserkonformationen).
B-21
Tabellen
Tab. B.12.: Identifizierte Wasser-Konformationen in den Hydratationsschichten der unter-
suchten Flächenschnitte; KT: Konformationstyp nach Abb. 4.16, nOEZ : An-
zahl von Wassermolekülen pro OEZ,NnsOEZ : Anzahl von Austauschen pro OEZ
und ns (enthält auch Austausche, die aufgrund einer zu kurzen Abwesenheits-
zeit nicht für die Lebensdauerberechnung gewertet werden), τ : Lebensdauer in
ps nach Gl. 3.12, dz: Breite des Dichtepeaks in nm
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
A-(100)-1
K1 C2 2,00 < 1 6382,9 0,066 -18,49 2,00 < 1 6857,4 0,066 -18,36
K2 S2 2,27 61,7 66,0 0,138 -9,62 2,27 61,5 66,6 0,138 -9,61
K3 O1 3,43 349,6 17,3 0,304 -1,02 3,47 352,8 17,4 0,306 -0,95
K4 O2 3,46 591,8 8,9 0,232 -0,39 3,45 592,5 8,9 0,231 -0,47
K5 O2 3,48 705,1 7,3 0,237 -0,24 3,22 703,8 6,7 0,219 -0,20
A-(010)-1
K1 C2 2,00 < 1 > 20 ns 0,065 -20,89 2,00 < 1 > 20 ns 0,065 -20,89
K2 S2 0,70 127,2 9,9 0,085 -3,96 0,69 128,3 9,5 0,087 -3,80
K3 S2 1,58 172,5 19,3 0,117 -6,54 1,57 174,3 18,6 0,119 -6,35
K4 O1 3,62 353,4 20,0 0,318 -2,04 3,70 362,6 20,1 0,324 -2,04
K5 O2 3,16 602,3 8,1 0,222 0,00 3,13 604,4 7,9 0,219 -0,03
K6 O2 3,22 689,2 6,9 0,222 -0,10 3,26 690,9 7,0 0,225 -0,12
A-(001)-1
K1 C2 1,34 3,5 828,7 0,082 -10,93 1,34 3,5 807,7 0,082 -10,95
K2 C2 1,04 10,5 743,9 0,096 -7,89 1,04 10,5 743,9 0,096 -7,85
K3 S2 0,11 48,6 3,4 0,205 0,09 0,11 47,9 3,5 0,210 0,10
K4 S2 0,54 64,7 20,7 0,115 -1,37 0,53 65,3 20,7 0,114 -1,29
K5 S2 1,91 152,2 27,4 0,204 -5,76 1,91 152,5 27,4 0,205 -5,73
K6 O1 1,17 345,7 8,4 0,205 -0,54 1,17 345,7 8,4 0,248 -0,23
K7 O2 6,85 572,0 22,7 0,422 -0,85 6,85 572,0 22,7 0,424 -0,77
K8 O2 4,32 792,5 8,1 0,260 -0,33 4,32 792,5 8,1 0,245 -0,32
A-(110)-1
K1 C1 4,00 < 1 > 20 ns 0,128 -44,84 4,00 < 1 > 20 ns 0,130 -45,42
K2 S2 0,03 15,6 2,3 0,139 0,07 0,02 14,7 1,5 0,140 0,07
K3 S2 2,65 114,1 35,9 0,111 -12,11 2,64 117,2 34,8 0,110 -11,95
K4 O1 3,64 454,6 14,7 0,193 -4,49 3,66 456,8 14,7 0,194 -4,50
K5 O2 6,63 780,8 13,7 0,324 -0,71 6,66 777,4 13,8 0,325 -0,77
K6 O2 6,36 992,3 9,6 0,307 -0,43 6,38 991,2 9,6 0,308 -0,44
A-(011)-2
K1 C3 2,00 < 1 > 20 ns 0,069 -24,36 2,00 < 1 > 20 ns 0,068 -24,45
K2 C2 2,00 < 1 > 20 ns 0,063 -21,12 2,00 < 1 > 20 ns 0,063 -20,98
K3 S2 1,35 141,8 17,1 0,191 -8,47 1,25 150,0 14,9 0,197 -7,32
K4 S2 3,37 321,0 23,0 0,317 -13,11 3,52 317,0 23,6 0,321 -13,82
K5 O1 1,24 459,8 4,7 0,275 -0,64 1,15 455,5 4,3 0,277 -0,43
K6 O1 5,00 672,4 13,1 0,216 -2,37 5,10 654,6 13,8 0,221 -2,34
K7 O2 6,05 968,0 9,6 0,271 -0,66 5,63 964,9 9,0 0,252 -0,62
(Fortsetzung auf der nächsten Seite)
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
A-(011)-3
K1 C2 4,00 259,1 > 20 ns 0,097 -25,99 4,00 218,1 > 20 ns 0,102 -23,50
K2 S1 1,86 17,1 296,1 0,088 -19,04 1,86 18,8 272,1 0,089 -18,94
K3 S2 0,45 237,5 2,8 0,207 -0,94 0,49 242,4 3,0 0,204 -1,14
K4 O1 5,61 448,7 24,5 0,259 -10,44 5,60 460,7 23,8 0,259 -10,74
K5 O2 8,51 912,9 15,4 0,398 -0,28 8,33 915,0 15,0 0,389 -0,24
K6 O2 5,73 1075,3 7,8 0,260 -0,28 6,10 1078,8 8,3 0,277 -0,36
A-(101)-1
K1 C3 1,00 < 1 > 20 ns 0,048 -11,30 1,00 < 1 > 20 ns 0,048 -11,34
K2 C2 0,81 1,0 975,3 0,094 -8,13 0,81 1,1 1052,7 0,096 -7,95
K3 C2 2,46 1,9 1957,8 0,146 -19,44 2,46 1,8 2136,5 0,145 -19,47
K4 S2 0,75 97,4 22,0 0,126 -4,96 0,74 97,1 21,5 0,126 -4,95
K5 S2 0,77 257,7 12,4 0,223 -4,68 0,77 257,4 12,4 0,223 -4,69
K6 S2 1,87 88,7 37,3 0,352 -5,29 1,87 88,9 37,6 0,337 -5,29
K7 O1 4,21 651,3 14,0 0,431 -4,95 4,17 650,7 14,0 0,429 -4,87
K8 O2 2,80 826,4 5,3 0,131 -0,14 2,84 827,3 5,4 0,133 -0,14
K9 O2 5,72 956,3 9,2 0,261 -0,30 5,49 953,1 8,8 0,250 -0,35
A-(101)-2
K1 C3 1,00 < 1 > 20 ns 0,058 -9,96 1,00 < 1 > 20 ns 0,058 -10,11
K2 C2 1,53 6,5 2202,0 0,143 -13,34 1,53 6,3 1986,1 0,144 -13,30
K3 S1 0,82 13,4 170,8 0,138 -6,17 0,83 13,4 168,7 0,137 -6,36
K4 C2 1,47 11,5 2798,0 0,236 -12,16 1,45 11,4 2500,8 0,239 -12,09
K5 S2 0,34 76,3 8,8 0,122 -1,21 0,34 77,5 9,0 0,126 -1,22
K6 S2 1,96 223,0 20,0 0,231 -4,79 1,96 226,3 19,7 0,232 -4,80
K7 O1 3,65 508,9 16,3 0,221 -3,43 3,65 512,0 16,2 0,222 -3,27
K8 O2 7,52 850,2 15,1 0,340 -0,80 7,41 850,4 14,9 0,335 -0,74
K9 O2 6,20 1061,9 8,8 0,281 -0,42 5,89 1061,8 8,3 0,267 -0,37
G-(010)-1
K1 C2 2,00 < 1 > 20 ns 0,161 -16,76 2,00 < 1 > 20 ns 0,160 -16,72
K2 S2 1,37 65,4 80,1 0,171 -5,98 1,36 67,4 76,2 0,170 -5,82
K3 O1 1,47 328,5 10,4 0,186 -0,96 1,50 329,4 10,6 0,188 -0,99
K4 O2 1,06 344,6 5,4 0,099 -0,14 1,04 344,7 5,2 0,098 -0,11
K5 O2 2,99 435,2 10,9 0,275 -0,20 2,92 433,5 10,7 0,268 -0,24
G-(010)-2
K1 C1 2,00 < 1 > 20 ns 0,085 -24,45 2,00 < 1 > 20 ns 0,083 -24,82
K2 S2 1,41 77,3 29,0 0,107 -6,67 1,38 87,7 26,5 0,106 -6,51
K3 O1 1,93 246,3 17,7 0,195 -3,61 1,98 260,7 20,4 0,205 -4,34
K4 O2 3,61 387,8 15,4 0,332 -0,50 3,51 378,9 15,3 0,317 -0,65
K5 O2 3,10 511,9 9,0 0,282 -0,26 3,00 511,4 8,7 0,273 -0,22
(Fortsetzung auf der nächsten Seite)
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(010)-3
K1 C1 2,00 < 1 > 20 ns 0,083 -24,77 2,00 < 1 > 20 ns 0,083 -24,78
K2 S2 1,35 88,7 25,6 0,105 -6,27 1,35 89,1 25,3 0,106 -6,29
K3 O1 2,08 269,7 19,8 0,220 -4,13 2,06 270,6 19,7 0,218 -4,20
K4 O2 3,41 381,2 14,5 0,309 -0,48 3,46 381,6 14,8 0,315 -0,47
K5 O2 3,21 514,1 9,4 0,299 -0,08 3,01 512,4 8,7 0,279 -0,07
G-(02¯1)-1
K1 C1 2,00 < 1 > 20 ns 0,096 -25,10 2,00 < 1 > 20 ns 0,096 -24,90
K2 C2 2,00 < 1 > 20 ns 0,058 -23,00 2,00 < 1 > 20 ns 0,059 -23,16
K3 S1 1,69 23,0 110,3 0,102 -15,64 1,71 21,2 120,8 0,101 -15,91
K4 C2 2,00 < 1 > 20 ns 0,063 -21,45 2,00 < 1 > 20 ns 0,062 -21,46
K5 S1 0,86 129,4 14,3 0,091 -5,07 0,83 124,1 14,1 0,091 -4,84
K6 S2 3,68 317,1 27,2 0,250 -15,94 3,67 310,0 27,1 0,246 -16,03
K7 O1 2,73 561,5 12,7 0,166 -5,93 2,61 547,2 12,3 0,161 -5,78
K8 O1 2,58 942,5 5,0 0,071 -2,07 2,53 929,0 4,9 0,070 -1,99
K9 O2 7,85 1355,0 10,1 0,194 -2,35 7,57 1342,9 9,8 0,187 -2,42
G-(02¯1)-2
K1 C1 2,00 < 1 > 20 ns 0,080 -26,57 2,00 < 1 > 20 ns 0,080 -27,21
K2 C1 2,00 < 1 > 20 ns 0,042 -26,96 2,00 < 1 > 20 ns 0,043 -26,15
K3 S1 1,82 17,8 185,4 0,095 -19,43 1,82 17,2 187,1 0,096 -19,36
K4 C1 2,00 < 1 > 20 ns 0,082 -22,29 2,00 < 1 > 20 ns 0,080 -22,41
K5 C2 2,01 8,5 > 20 ns 0,213 -17,25 2,01 11,7 > 20 ns 0,218 -17,33
K6 C2 2,00 4,3 5234,3 0,080 -19,18 2,00 3,2 4862,3 0,078 -18,91
K7 S2 7,07 381,9 36,2 0,567 -28,35 7,03 390,1 35,1 0,565 -27,64
K8 O1 9,49 1386,5 16,0 0,615 -5,63 9,45 1386,7 16,0 0,614 -6,04
K9 O2 4,99 1543,5 5,0 0,127 -0,51 5,15 1546,8 5,2 0,131 -0,60
K10O1 9,03 1755,1 7,8 0,234 -0,48 8,84 1752,9 7,7 0,229 -0,45
G-(02¯1)-3
K1 C1 2,00 < 1 > 20 ns 0,095 -25,24 2,00 < 1 > 20 ns 0,097 -24,99
K2 C2 2,00 < 1 > 20 ns 0,058 -23,27 2,00 < 1 > 20 ns 0,059 -23,07
K3 S1 1,68 22,8 113,7 0,098 -15,73 1,71 24,5 111,8 0,094 -16,21
K4 C2 2,00 < 1 > 20 ns 0,064 -21,53 2,00 < 1 > 20 ns 0,063 -21,53
K5 S1 0,83 111,2 17,0 0,085 -5,28 0,70 110,1 13,2 0,085 -4,24
K6 S2 3,64 322,7 28,1 0,249 -15,99 3,67 310,5 27,8 0,242 -16,33
K7 O1 5,28 812,5 17,5 0,238 -8,21 5,49 845,9 17,7 0,234 -8,06
K8 O2 7,62 1335,3 10,0 0,188 -2,47 6,80 1365,9 8,7 0,167 -2,11
(Fortsetzung auf der nächsten Seite)
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(02¯1)-4
K1 C1 2,00 < 1 > 20 ns 0,099 -24,51 2,00 < 1 > 20 ns 0,100 -24,45
K2 C2 2,00 < 1 > 20 ns 0,058 -22,71 2,00 < 1 > 20 ns 0,060 -22,36
K3 S1 1,67 25,1 103,0 0,100 -15,10 1,64 27,8 93,5 0,100 -14,72
K4 C2 2,00 < 1 > 20 ns 0,075 -20,68 2,00 < 1 > 20 ns 0,075 -20,66
K5 S1 0,74 115,2 13,4 0,087 -4,28 0,64 114,2 11,4 0,087 -3,54
K6 S2 3,72 328,6 26,7 0,245 -16,06 3,82 321,8 26,9 0,240 -16,68
K7 O1 5,35 827,6 16,5 0,237 -7,66 5,37 868,2 15,6 0,237 -6,96
K8 O2 7,62 1353,2 9,8 0,189 -2,08 6,57 1371,1 8,3 0,162 -2,03
G-(001)-2
K1 C1 2,00 < 1 > 20 ns 0,081 -26,42 2,00 < 1 > 20 ns 0,082 -26,17
K2 S1 1,87 46,7 78,5 0,111 -16,15 1,85 45,7 81,0 0,107 -15,92
K3 C2 4,00 < 1 > 20 ns 0,125 -42,02 4,00 < 1 > 20 ns 0,126 -41,76
K4 O1 4,35 280,7 34,1 0,318 -18,72 4,27 294,1 34,4 0,325 -17,89
K5 S2 7,40 905,0 17,8 0,500 -3,95 7,46 900,6 17,4 0,501 -3,53
K6 O1 9,90 1300,1 12,2 0,310 -0,74 9,64 1309,2 11,7 0,302 -0,85
K7 O2 9,14 1559,1 8,7 0,286 -0,51 10,12 1565,6 9,7 0,317 -0,52
G-(011)-1
K1 C1 1,00 < 1 > 20 ns 0,089 -13,08 1,00 < 1 > 20 ns 0,090 -13,08
K2 S1 0,69 14,4 97,9 0,093 -6,93 0,71 13,6 99,2 0,092 -7,19
K3 S1 0,22 12,0 41,4 0,090 -1,41 0,21 11,8 41,4 0,088 -1,32
K4 C2 1,00 < 1 > 20 ns 0,078 -11,62 1,00 < 1 > 20 ns 0,079 -11,57
K5 C1 1,00 < 1 > 20 ns 0,094 -12,15 1,01 7,4 > 20 ns 0,100 -12,17
K6 C2 2,00 < 1 > 20 ns 0,218 -20,45 2,00 < 1 > 20 ns 0,216 -20,55
K7 C2 1,00 5,0 > 20 ns 0,100 -10,34 0,99 < 1 > 20 ns 0,095 -10,28
K8 S1 0,37 62,5 15,1 0,094 -2,06 0,36 63,0 13,5 0,093 -1,98
K9 S2 0,76 114,3 26,7 0,248 -4,00 0,77 113,0 26,5 0,246 -4,08
K10S1 0,76 15,2 73,9 0,100 -6,53 0,79 14,6 79,8 0,101 -6,75
K11S2 3,40 320,9 30,5 0,423 -13,87 3,33 314,9 30,9 0,426 -13,63
K12O1 4,63 844,5 14,6 0,398 -4,78 4,62 835,1 14,5 0,396 -5,13
K13O1 3,22 1096,8 5,0 0,094 -1,46 3,22 1095,8 5,0 0,094 -1,43
K14O2 11,98 1428,4 14,0 0,355 -0,76 11,58 1424,3 13,5 0,343 -0,84
(Fortsetzung auf der nächsten Seite)
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(031)-3
K1 C1 1,00 < 1 > 20 ns 0,095 -12,25 1,00 < 1 > 20 ns 0,093 -12,36
K2 C1 1,00 < 1 > 20 ns 0,050 -12,95 1,00 < 1 > 20 ns 0,050 -12,86
K3 S1 0,98 2,7 908,4 0,122 -9,25 0,99 4,5 1701,4 0,130 -9,39
K4 C1 1,00 < 1 > 20 ns 0,087 -11,98 1,00 < 1 > 20 ns 0,085 -12,05
K5 C1 1,00 < 1 > 20 ns 0,101 -11,88 1,00 < 1 > 20 ns 0,103 -11,87
K6 C2 1,00 < 1 > 20 ns 0,052 -11,15 1,00 < 1 > 20 ns 0,051 -11,32
K7 C2 1,00 < 1 > 20 ns 0,068 -10,33 1,00 < 1 > 20 ns 0,056 -10,70
K8 O1 0,93 71,0 38,8 0,133 -5,13 0,93 73,4 38,4 0,137 -4,93
K9 S1 0,38 55,9 14,3 0,088 -2,21 0,41 52,0 16,7 0,086 -2,60
K10S1 0,80 15,5 81,9 0,101 -6,93 0,79 11,2 109,9 0,101 -7,04
K11S2 0,17 39,4 11,1 0,218 -0,33 0,13 32,2 10,2 0,218 -0,17
K12S2 0,65 87,0 20,0 0,128 -3,02 0,66 84,8 30,1 0,151 -3,25
K13S2 1,11 73,8 32,6 0,153 -4,72 1,10 71,4 34,1 0,151 -4,75
K14S2 0,54 123,6 7,9 0,205 -1,91 0,52 121,8 7,6 0,204 -1,81
K15C2 1,00 < 1 > 20 ns 0,064 -9,97 1,00 < 1 > 20 ns 0,065 -9,97
K16C2 1,00 < 1 > 20 ns 0,073 -10,00 1,00 < 1 > 20 ns 0,073 -10,02
K17S2 0,31 65,5 8,6 0,090 -1,55 0,30 66,0 8,4 0,089 -1,49
K18S2 1,35 157,6 16,2 0,261 -5,34 1,38 155,5 16,7 0,260 -5,48
K19S2 1,03 86,1 25,5 0,169 -3,91 1,01 86,0 24,3 0,166 -3,83
K20O1 7,55 1079,6 16,7 0,299 -6,86 7,61 1081,5 17,2 0,299 -7,03
K21O2 10,97 1707,9 11,1 0,238 -2,30 10,87 1696,1 11,1 0,235 -2,33
K22O2 9,63 2098,7 6,9 0,209 -0,69 9,54 2093,3 6,9 0,207 -0,67
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(031)-4
K1 C1 1,00 < 1 > 20 ns 0,092 -12,37 1,00 < 1 > 20 ns 0,093 -12,36
K2 C1 1,00 < 1 > 20 ns 0,050 -12,83 1,00 < 1 > 20 ns 0,050 -12,88
K3 S1 1,00 6,6 1770,5 0,137 -9,31 1,00 6,1 1645,0 0,129 -9,35
K4 C1 1,00 < 1 > 20 ns 0,086 -12,03 1,00 < 1 > 20 ns 0,085 -12,05
K5 C1 1,00 < 1 > 20 ns 0,101 -11,91 1,00 < 1 > 20 ns 0,101 -11,88
K6 C2 1,00 < 1 > 20 ns 0,052 -11,35 1,00 < 1 > 20 ns 0,051 -11,29
K7 C2 1,00 < 1 > 20 ns 0,056 -10,63 1,00 < 1 > 20 ns 0,056 -10,65
K8 O1 0,93 73,0 38,7 0,135 -4,89 0,91 71,7 37,1 0,130 -5,14
K9 S1 0,41 49,0 16,5 0,087 -2,66 0,40 50,2 15,4 0,086 -2,53
K10S1 0,83 12,5 106,2 0,101 -7,44 0,84 12,0 111,5 0,101 -7,54
K11S2 0,14 34,9 10,7 0,220 -0,20 0,13 34,3 9,9 0,219 -0,17
K12S2 0,61 88,8 19,9 0,128 -2,75 0,63 88,6 20,2 0,130 -2,85
K13S2 1,11 76,0 34,1 0,149 -4,82 1,09 76,6 33,2 0,150 -4,71
K14S2 0,50 118,4 7,4 0,202 -1,77 0,48 115,9 7,2 0,203 -1,68
K15C2 1,00 < 1 > 20 ns 0,064 -9,95 1,00 < 1 > 20 ns 0,065 -9,97
K16C2 1,00 < 1 > 20 ns 0,074 -10,00 1,00 < 1 > 20 ns 0,074 -10,02
K17S2 0,30 63,0 8,4 0,087 -1,54 0,29 63,5 8,0 0,088 -1,47
K18S2 1,37 158,2 16,7 0,259 -5,43 1,40 157,4 16,9 0,261 -5,53
K19S2 1,04 88,6 24,8 0,163 -3,92 1,02 88,6 24,6 0,164 -3,84
K20O1 7,61 1087,1 17,2 0,301 -6,89 7,60 1088,6 17,1 0,303 -6,85
K21O2 10,93 1695,1 11,1 0,237 -2,05 10,88 1694,7 11,1 0,236 -2,21
K22O2 10,24 2101,9 7,4 0,223 -0,70 10,01 2097,6 7,2 0,218 -0,64
G-(111¯)-1
K1 S1 0,81 245,3 8,0 0,194 -4,60 0,72 259,6 6,2 0,186 -4,10
K2 C2 4,63 82,2 2152,7 0,148 -35,73 4,37 69,9 2627,2 0,138 -35,48
K3 S2 3,53 345,2 25,4 0,336 -16,59 3,68 327,6 26,2 0,329 -18,44
K4 O1 7,82 769,1 18,4 0,325 -6,50 7,71 782,8 18,2 0,320 -7,07
K5 O2 7,81 1293,6 9,3 0,254 -0,56 7,64 1293,1 9,2 0,248 -0,56
G-(111¯)-2
K1 S1 0,97 228,6 11,6 0,194 -5,88 0,91 244,4 9,6 0,190 -5,57
K2 C2 4,73 79,0 2060,5 0,152 -36,21 4,46 67,9 2366,2 0,143 -35,40
K3 S2 3,40 380,5 24,6 0,339 -15,08 3,54 373,6 23,2 0,330 -16,60
K4 O1 7,81 751,6 18,7 0,321 -6,93 7,86 772,7 18,5 0,322 -6,93
K5 O2 7,38 1297,1 8,8 0,238 -0,63 7,51 1296,8 9,0 0,241 -0,83
G-(111¯)-5
K1 C1 2,00 < 1 > 20 ns 0,065 -25,68 2,00 < 1 > 20 ns 0,065 -25,61
K2 C1 1,99 < 1 > 20 ns 0,108 -22,46 1,99 < 1 > 20 ns 0,110 -22,41
K3 C2 2,45 80,2 1184,2 0,239 -19,52 2,52 83,5 776,5 0,236 -20,00
K4 S2 6,10 261,8 58,1 0,326 -26,79 6,00 273,9 52,3 0,327 -25,68
K5 O1 9,80 960,8 20,3 0,505 -6,22 9,95 976,3 20,4 0,512 -6,24
K6 O2 7,44 1380,0 8,2 0,245 -0,14 7,12 1380,0 7,8 0,234 -0,14
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(110)-3
K1 C3 1,87 16,6 > 20 ns 0,051 -23,81 1,88 14,0 > 20 ns 0,051 -24,19
K2 C1 1,99 < 1 > 20 ns 0,070 -25,25 1,99 < 1 > 20 ns 0,070 -25,17
K3 C2 2,14 106,7 > 20 ns 0,061 -23,81 2,13 102,3 > 20 ns 0,060 -23,70
K4 S2 0,84 132,5 10,2 0,148 -6,12 0,82 132,4 10,0 0,147 -6,02
K5 S2 1,30 93,9 30,1 0,096 -11,71 1,37 86,4 34,7 0,099 -12,74
K6 S2 1,18 282,8 9,0 0,223 -4,48 1,19 282,5 9,3 0,222 -4,61
K7 S2 4,66 355,7 28,6 0,284 -14,74 4,59 348,4 29,0 0,281 -14,73
K8 O1 4,33 954,5 9,9 0,363 -3,99 4,37 954,9 10,0 0,363 -3,96
K9 O2 7,69 1230,1 10,3 0,223 -1,55 7,50 1228,1 10,1 0,217 -1,52
K10O2 7,70 1565,0 7,4 0,220 -0,52 7,70 1561,8 7,4 0,220 -0,51
G-(110)-5
K1 C1 1,99 3,1 4929,8 0,116 -21,70 1,99 3,9 4067,7 0,118 -21,17
K2 C2 5,53 80,3 1513,7 0,128 -49,62 5,41 72,8 1431,5 0,126 -47,92
K3 S1 2,30 146,1 990,6 0,182 -21,58 2,37 143,2 559,5 0,174 -22,14
K4 S2 1,58 304,1 20,9 0,207 -6,63 1,37 356,9 12,5 0,208 -4,96
K5 O1 10,09 902,7 24,7 0,369 -12,00 10,30 895,8 24,3 0,374 -12,26
K6 O2 13,48 1541,4 14,4 0,391 -0,62 12,97 1539,6 13,7 0,376 -0,55
G-(100)-1
K1 C1 2,01 43,6 17975,4 0,384 -20,24 2,07 61,9 7817,4 0,376 -19,36
K2 C2/3 4,43 31,2 > 20 ns 0,366 -41,22 4,46 58,7 > 20 ns 0,388 -39,01
K3 S1 2,43 63,6 236,6 0,277 -20,59 2,13 77,0 147,9 0,281 -16,29
K4 S2 2,05 361,6 25,6 0,409 -9,23 2,14 332,8 117,8 0,459 -9,18
K5 O1 6,28 774,1 28,1 0,464 -14,06 6,05 752,5 27,2 0,456 -11,52
K6 O1 6,40 1128,5 10,5 0,174 -4,68 6,30 1119,9 10,6 0,171 -4,18
K7 O2 7,42 1447,1 7,9 0,218 -0,97 7,31 1439,9 7,9 0,215 -0,94
K8 O2 6,98 1610,9 6,4 0,203 -0,91 7,35 1609,0 6,7 0,214 -0,93
G-(100)-2
K1 C1 2,06 43,1 9737,1 0,380 -20,63 2,14 70,7 5206,7 0,378 -19,65
K2 C2/3 4,34 30,1 > 20 ns 0,362 -40,09 4,52 75,8 > 20 ns 0,399 -38,31
K3 S1 2,65 77,9 208,9 0,285 -21,67 1,90 63,8 235,4 0,282 -14,80
K4 S2 2,12 370,7 27,2 0,401 -8,90 2,14 286,9 115,9 0,465 -9,42
K5 O1 6,35 766,6 29,7 0,285 -14,04 6,16 746,9 27,6 0,464 -11,87
K6 O1 6,14 1117,2 10,4 0,164 -4,58 6,54 1126,1 11,1 0,175 -4,59
K7 O2 7,69 1433,0 8,4 0,223 -1,34 7,29 1468,1 7,7 0,212 -1,03
K8 O2 6,93 1609,4 6,3 0,199 -1,22 7,12 1616,5 6,5 0,204 -1,20
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Tab. B.12.: (Fortsetzung) Identifizierte Wasser-Konformationen in den Hydratationsschich-
ten der untersuchten Flächenschnitte.
Oberseite Unterseite
K KT nOEZ NnsOEZ τ dz dF nOEZ N
ns
OEZ τ dz dF
G-(101¯)-1
K1 C2 5,75 36,9 > 20 ns 0,180 -65,36 5,80 27,4 > 20 ns 0,182 -65,58
K2 S1 1,75 35,8 97,6 0,194 -13,09 1,77 35,4 105,5 0,192 -13,23
K3 S2 0,23 164,6 1,6 0,090 -1,40 0,19 138,8 1,4 0,090 -1,01
K4 S2 2,20 123,7 109,8 0,237 -11,24 2,19 121,4 110,1 0,244 -10,88
K5 O1 3,49 392,8 29,9 0,130 -11,36 3,28 382,2 25,2 0,129 -11,09
K6 O1 2,62 755,6 8,0 0,097 -2,83 2,94 767,8 9,3 0,105 -3,24
K7 O1 3,68 1051,9 5,7 0,126 -0,90 3,04 1028,0 4,6 0,105 -0,65
K8 O2 6,20 1232,6 7,8 0,211 -0,64 6,55 1212,7 8,4 0,223 -0,68
K9 O2 7,00 1383,5 7,5 0,242 -0,38 7,43 1388,9 8,0 0,257 -0,38
G-(101¯)-2
K1 C2 5,72 42,8 > 20 ns 0,179 -65,20 5,76 37,0 > 20 ns 0,178 -62,80
K2 S1 1,73 37,5 88,2 0,193 -12,91 1,71 41,3 84,5 0,192 -11,83
K3 S2 0,26 176,4 1,7 0,090 -1,63 0,21 146,4 1,7 0,101 -1,10
K4 S2 2,21 129,3 105,2 0,242 -11,23 2,23 141,4 75,5 0,260 -9,96
K5 O1 3,47 397,2 29,7 0,129 -12,10 3,52 421,8 27,0 0,133 -11,01
K6 O1 2,66 760,3 8,2 0,099 -2,80 2,62 767,5 7,6 0,096 -2,35
K7 O2 3,78 1061,9 5,8 0,130 -0,76 3,79 1071,7 5,6 0,132 -0,69
K8 O2 5,96 1238,9 7,4 0,204 -0,50 5,95 1244,7 7,4 0,203 -0,56
K9 O2 7,08 1386,0 7,6 0,246 -0,27 7,08 1388,5 7,5 0,246 -0,25
KT: Konformationstyp nach ??, nOEZ : Anzahl von Wassermolekülen pro OEZ, NnsOEZ : Anzahl
von Austauschen pro OEZ und ns (enthält auch Austausche, die aufgrund einer zu kurzen Abwe-
senheitszeit nicht für die Lebensdauerberechnung gewertet werden); τ : Lebensdauer in ps nach ??;
dz: Breite des Dichtepeaks in nm; ∆F : Gewinn der Konformation an Freier Energie gegenüber
Bulkwasser bezogen auf die Fläche einer Oberflächenelementarzelle; grau geschriebene Zahlen an
G-(100)-Flächenschnitten sind aufgrund von Rekonstruktionseffekten und der damit verbundenen
Wanderung von Calcium-Ionen während der Simulation nicht aussagekräftig
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Tab. B.13.: Koordinationsverhältnisse der SO2–4 -Ionen an den untersuchten Grenzflächen
äußere Kristallatome fixiert äußere Kristallatome beweglich
Flächen- OS Koordinationszahl rrdf Koordinationszahl rrdf
schnitt Nr. CA KW LM tot (nm) CA KW LM tot (nm)
A-(100)-1 1 1,0 0,0 1,3 1,7 0,172 1,0 0,0 1,5 1,8 0,174
A-(010)-1 1 1,0 0,0 1,6 1,8 0,176 1,0 0,0 1,6 1,8 0,176
A-(001)-1 1 1,0 0,0 1,1 1,5 0,205 1,3 0,0 0,7 1,6 0,184
A-(001)-1 2 1,0 0,0 1,1 1,5 0,178 1,0 0,0 1,2 1,6 0,178
A-(001)-2 1 1,0 0,0 1,0 1,5 0,174 – – – – –
A-(001)-2 2 0,0 0,0 2,4 1,2 0,167 – – – – –
A-(110)-1 1 1,0 0,0 1,0 1,5 0,174 1,0 0,0 1,7 1,9 0,185
A-(110)-1 2 1,0 0,0 1,4 1,7 0,176 1,0 0,0 1,6 1,8 0,177
A-(011)-2 1 1,0 0,0 1,0 1,5 0,176 1,0 0,0 1,0 1,5 0,176
A-(011)-2 2 0,0 0,0 3,6 1,8 0,178 0,0 0,0 3,6 1,8 0,178
A-(011)-3 1 1,0 0,0 1,0 1,5 0,183 1,5 0,0 0,8 1,9 0,177
A-(011)-3 2 1,0 0,0 1,7 1,8 0,195 1,0 0,0 1,1 1,5 0,177
A-(101)-1 1 1,0 0,0 0,7 1,4 0,175 1,0 0,0 0,9 1,4 0,174
A-(101)-1 2 1,0 0,0 1,3 1,6 0,186 1,0 0,0 1,5 1,8 0,183
A-(101)-1 3 1,0 0,0 0,6 1,3 0,184 1,2 0,0 0,6 1,5 0,183
A-(101)-1 4 0,0 0,0 2,7 1,3 0,174 0,1 0,0 3,0 1,5 0,174
A-(101)-2 1 1,0 0,0 0,5 1,3 0,181 1,0 0,0 0,4 1,2 0,191
A-(101)-2 2 1,0 0,0 1,6 1,8 0,175 1,0 0,0 1,7 1,9 0,172
A-(101)-2 3 0,0 0,0 2,4 1,2 0,171 0,1 0,0 2,7 1,5 0,174
A-(101)-2 4 1,0 0,0 1,2 1,6 0,182 1,0 0,0 1,2 1,6 0,181
G-(010)-1 1 1,0 0,0 1,0 1,5 0,174 1,0 0,0 1,4 1,7 0,175
G-(010)-2 1 1,0 0,0 1,8 1,9 0,178 1,0 0,0 1,7 1,9 0,176
G-(010)-3 1 1,0 0,0 1,8 1,9 0,180 1,0 0,0 1,7 1,9 0,173
G-(02¯1)-1 1 1,0 1,0 1,0 2,0 0,179 1,0 0,6 1,4 2,0 0,178
G-(02¯1)-1 2 1,0 1,0 1,0 2,0 0,179 1,0 0,6 1,4 2,0 0,178
G-(02¯1)-1 3 1,0 0,0 1,9 2,0 0,180 1,0 0,0 1,9 1,9 0,178
G-(02¯1)-1 4 1,0 0,0 1,6 1,8 0,177 1,0 0,0 1,5 1,7 0,176
G-(02¯1)-2 1 F F F F F 1,0 1,0 1,0 2,0 0,180
G-(02¯1)-2 2 F F F F F 1,0 1,0 1,0 2,0 0,180
G-(02¯1)-2 3 F F F F F 1,0 0,0 1,9 2,0 0,173
G-(02¯1)-2 4 1,0 0,0 2,0 2,0 0,178 1,0 0,0 1,6 1,8 0,170
G-(02¯1)-2 5 1,0 0,0 1,0 1,5 0,179 1,0 0,0 1,5 1,8 0,178
G-(02¯1)-2 6 1,0 0,0 1,3 1,6 0,175 1,0 0,0 1,6 1,8 0,176
G-(02¯1)-3 1 1,0 1,0 1,0 2,0 0,177 1,0 1,0 1,0 2,0 0,177
G-(02¯1)-3 2 1,0 1,0 1,0 2,0 0,177 1,0 1,0 1,0 2,0 0,177
G-(02¯1)-3 3 1,0 0,0 1,9 1,9 0,180 1,0 0,0 1,9 1,9 0,178
G-(02¯1)-3 4 1,0 0,0 1,4 1,7 0,177 1,0 0,0 1,5 1,7 0,176
G-(02¯1)-4 1 1,0 1,0 1,0 2,0 0,177 1,0 1,0 1,0 2,0 0,177
G-(02¯1)-4 2 1,0 1,0 1,0 2,0 0,178 1,0 1,0 1,4 2,2 0,178
G-(02¯1)-4 3 1,0 0,0 1,9 2,0 0,179 1,0 0,0 1,9 1,9 0,178
G-(02¯1)-4 4 1,0 0,0 1,6 1,8 0,178 1,0 0,0 1,5 1,8 0,176
G-(001)-2 1 1,0 1,0 0,9 2,0 0,177 1,0 1,0 0,9 2,0 0,177
G-(001)-2 2 1,0 0,0 1,3 1,7 0,177 1,0 0,0 1,5 1,7 0,177
G-(001)-2 3 1,0 0,0 1,9 1,9 0,177 1,0 0,0 1,8 1,9 0,177
(Fortsetzung auf der nächsten Seite)
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Tab. B.13.: (Fortsetzung) Koordinationsverhältnisse der SO2–4 -Ionen an den untersuchten
Grenzflächen.
äußere Kristallatome fixiert äußere Kristallatome beweglich
Flächen- OS Koordinationszahl rrdf Koordinationszahl rrdf
schnitt Nr. CA KW LM tot (nm) CA KW LM tot (nm)
G-(011)-1 1 F F F F F 1,0 1,0 1,0 2,0 0,181
G-(011)-1 2 F F F F F 1,0 1,0 1,0 2,0 0,181
G-(011)-1 3 1,0 0,0 2,0 2,0 0,178 1,0 0,0 1,9 1,9 0,177
G-(011)-1 4 1,0 1,0 1,0 2,0 0,177 1,0 1,0 1,0 2,0 0,175
G-(011)-1 5 1,0 1,0 1,0 2,0 0,177 1,0 1,0 1,0 2,0 0,175
G-(011)-1 6 1,0 0,0 1,6 1,8 0,177 1,0 0,0 1,4 1,7 0,175
G-(011)-1 7 1,0 0,0 1,2 1,6 0,178 1,0 0,0 1,4 1,7 0,177
G-(011)-1 8 1,0 0,0 1,9 1,9 0,178 1,0 0,0 1,8 1,9 0,176
G-(031)-3 1 F F F F F 1,0 1,0 1,0 2,0 0,172
G-(031)-3 2 F F F F F 1,0 1,0 1,0 2,0 0,177
G-(031)-3 3 1,0 0,0 1,9 2,0 0,178 1,0 0,0 1,9 1,9 0,177
G-(031)-3 4 1,0 0,0 1,7 1,8 0,177 1,0 0,0 1,7 1,8 0,176
G-(031)-3 5 1,0 0,0 1,9 2,0 0,180 1,0 0,0 1,6 1,8 0,169
G-(031)-3 6 1,0 1,0 1,0 2,0 0,178 1,0 1,0 1,0 2,0 0,175
G-(031)-3 7 1,0 0,0 1,4 1,7 0,175 1,0 0,0 1,8 1,9 0,176
G-(031)-3 8 1,0 0,0 1,6 1,8 0,175 1,0 0,0 1,5 1,8 0,175
G-(031)-4 1 F F F F F 1,0 1,0 1,0 2,0 0,173
G-(031)-4 2 F F F F F 1,0 1,0 1,0 2,0 0,178
G-(031)-4 3 1,0 0,0 1,9 2,0 0,179 1,0 0,0 1,9 1,9 0,177
G-(031)-4 4 1,0 0,0 1,6 1,8 0,178 1,0 0,0 1,5 1,8 0,176
G-(031)-4 5 1,0 0,0 1,9 2,0 0,180 1,0 0,0 1,5 1,7 0,169
G-(031)-4 6 1,0 1,0 1,0 2,0 0,178 1,0 1,0 1,0 2,0 0,175
G-(031)-4 7 1,0 0,0 1,4 1,7 0,176 1,0 0,0 1,7 1,9 0,176
G-(031)-4 8 1,0 0,0 1,6 1,8 0,175 1,0 0,0 1,4 1,7 0,174
G-(111¯)-1 1 1,0 1,0 0,3 1,7 0,185 1,0 1,0 0,2 1,6 0,167
G-(111¯)-1 2 1,0 0,0 1,5 1,7 0,188 1,0 0,1 1,4 1,7 0,188
G-(111¯)-1 3 0,0 1,0 2,2 1,6 0,174 0,0 1,0 2,3 1,7 0,175
G-(111¯)-2 1 F F F F F 1,0 1,0 0,2 1,6 0,169
G-(111¯)-2 2 1,0 0,0 1,3 1,6 0,181 1,0 0,1 1,4 1,7 0,186
G-(111¯)-2 3 0,0 1,0 2,1 1,6 0,173 0,0 1,0 2,4 1,7 0,174
G-(111¯)-5 1 F F F F F 1,0 0,0 2,0 2,0 0,170
G-(111¯)-5 2 1,0 0,0 0,8 1,4 0,184 1,0 0,0 0,7 1,3 0,185
G-(111¯)-5 3 0,0 0,0 3,5 1,7 0,175 0,0 0,0 3,2 1,6 0,175
G-(110)-3 1 1,0 1,0 0,8 1,9 0,178 1,0 1,0 0,8 1,9 0,179
G-(110)-3 2 0,0 1,0 3,0 2,0 0,194 0,0 1,0 2,6 1,8 0,175
G-(110)-3 3 0,0 0,0 3,2 1,6 0,177 0,0 0,0 3,2 1,6 0,176
G-(110)-5 1 1,0 1,0 1,0 2,0 0,168 1,0 1,0 1,0 2,0 0,176
G-(110)-5 2 0,0 1,0 2,9 2,0 0,179 0,0 1,0 2,2 1,6 0,174
G-(110)-5 3 1,0 0,0 0,9 1,5 0,179 1,0 0,0 1,2 1,6 0,178
G-(110)-5 4 1,0 0,0 0,8 1,4 0,176 1,0 0,0 0,6 1,3 0,180
G-(100)-1 1 1,0 1,0 1,0 2,0 0,168 1,2 0,8 0,7 2,0 0,174
G-(100)-1 2 0,0 1,0 2,7 1,9 0,176 0,3 1,0 1,6 1,6 0,170
G-(100)-1 3 0,0 0,0 1,9 1,0 0,171 0,5 0,0 2,1 1,5 0,172
(Fortsetzung auf der nächsten Seite)
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Tab. B.13.: (Fortsetzung) Koordinationsverhältnisse der SO2–4 -Ionen an den untersuchten
Grenzflächen.
äußere Kristallatome fixiert äußere Kristallatome beweglich
Flächen- OS Koordinationszahl rrdf Koordinationszahl rrdf
schnitt Nr. CA KW LM tot (nm) CA KW LM tot (nm)
G-(100)-2 1 1,0 1,0 1,0 2,0 0,168 1,2 0,8 0,8 2,0 0,174
G-(100)-2 2 0,0 1,0 2,7 1,9 0,183 0,2 1,0 1,6 1,6 0,171
G-(100)-2 3 0,0 0,0 2,2 1,1 0,174 0,5 0,0 2,1 1,5 0,173
G-(101¯)-1 1 1,0 0,0 1,1 1,6 0,193 1,0 0,0 1,1 1,6 0,178
G-(101¯)-1 2 0,0 0,0 3,2 1,6 0,172 0,0 0,0 3,4 1,7 0,175
G-(101¯)-2 1 1,0 0,0 0,8 1,4 0,192 1,0 0,0 1,2 1,6 0,178
G-(101¯)-2 2 0,0 0,0 3,1 1,6 0,173 0,0 0,0 3,5 1,7 0,175
OS-Nr.: Nummerierung verschiedener OS-Atome von innen nach außen;Koordinationszahl: An-
zahl von Atomen in der Koordinationssphäre des OS-Atoms (aufgeteilt nach CA: Calcium-Ionen;
KW: H-Atomen des Kristallwassers, LM: H-Atomen des Lösungsmittels sowie tot: „totale“ Koordi-
nationszahl, zur Berücksichtigung der unterschiedlichen Partialladungen berechnet nach tot = CA
+ 0,5 · KW+ 0,5 · LM); rrdf : Peaklage der Paarkorrelationsfunktion von Lösungsmittel-Wasserstoff
um Sulfat-Sauerstoff
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Tab. B.14.: Koordinationsverhältnisse der Ca2+-Ionen an den untersuchten Grenzflächen
äußere Kristallatome fixiert äußere Kristallatome beweglich
Flächen- CA Koordinationszahl rrdf Koordinationszahl rrdf
schnitt Nr. OS KW LM tot (nm) OS KW LM tot (nm)
A-(100)-1 1 7,0 0,0 1,0 8,0 0,235 7,0 0,0 1,0 8,0 0,234
A-(010)-1 1 7,0 0,0 1,0 8,0 0,236 7,0 0,0 1,0 8,0 0,236
A-(001)-1 1 6,0 0,0 1,0 7,0 0,232 6,5 0,0 1,3 7,8 0,236
A-(001)-1 2 6,0 0,0 1,0 7,0 0,242 6,1 0,0 1,0 7,1 0,238
A-(001)-2 1* 6,0 0,0 2,0 8,0 0,275+ – – – – –
A-(001)-2 2* 4,0 0,0 4,0 8,0 0,235 – – – – –
A-(110)-1 1 6,0 0,0 2,0 8,0 0,236 6,0 0,0 2,0 8,0 0,234
A-(011)-2 1* 5,0 0,0 3,0 8,0 0,247+ 5,0 0,0 3,0 8,0 0,241+
A-(011)-3 1 5,0 0,0 2,0 7,0 0,235 5,6 0,0 2,0 7,6 0,237
A-(101)-1 1* 7,0 0,0 1,0 8,0 0,235 7,0 0,0 1,0 8,0 0,237
A-(101)-1 2* 6,0 0,0 1,8 7,8 0,266+ 6,0 0,0 1,8 7,8 0,260+
A-(101)-1 3 5,0 0,0 2,0 7,0 0,234 5,3 0,0 2,5 7,7 0,236
A-(101)-2 1* 5,0 0,0 2,4 7,4 0,233 5,2 0,0 2,5 7,7 0,236
A-(101)-2 2* 5,0 0,0 2,6 7,6 0,236+ 5,0 0,0 2,5 7,5 0,235+
G-(010)-1 1 4,0 2,0 2,0 8,0 0,236 4,0 2,0 2,0 8,0 0,236
G-(010)-2 1 6,0 0,0 2,0 8,0 0,235 6,0 0,0 2,0 8,0 0,235
G-(010)-3 1 F F F F F 6,0 0,0 2,0 8,0 0,234
G-(02¯1)-1 1 F F F F F 6,0 1,0 1,0 8,0 0,235
G-(02¯1)-1 2 5,0 1,0 2,0 8,0 0,236 5,0 1,0 2,0 8,0 0,234
G-(02¯1)-2 1 F F F F F 6,0 1,0 1,0 8,0 0,234
G-(02¯1)-2 2 F F F F F 6,0 1,0 1,0 8,0 0,233
G-(02¯1)-2 3 5,0 0,0 3,0 8,0 0,233 5,0 0,0 3,0 8,0 0,234
G-(02¯1)-3 1 6,0 1,0 1,0 8,0 0,236 6,0 1,0 1,0 8,0 0,235
G-(02¯1)-3 2 5,0 1,0 2,0 8,0 0,235 5,0 1,0 2,0 8,0 0,235
G-(02¯1)-4 1 6,0 1,0 1,0 8,0 0,235 6,0 1,0 1,0 8,0 0,234
G-(02¯1)-4 2 5,0 1,0 2,0 8,0 0,236 5,0 1,0 2,0 8,0 0,235
G-(001)-2 1 F F F F F 6,0 1,0 1,0 8,0 0,235
G-(001)-2 2 5,0 1,0 2,0 8,0 0,235 5,0 1,0 2,0 8,0 0,235
G-(011)-1 1 F F F F F 6,0 1,0 1,0 8,0 0,233
G-(011)-1 2 F F F F F 6,0 1,0 1,0 8,0 0,234
G-(011)-1 3 5,0 1,0 2,0 8,0 0,236 5,0 1,0 2,0 8,0 0,234
G-(011)-1 4 5,0 1,0 2,0 8,0 0,234 5,0 1,0 2,0 8,0 0,234
G-(031)-3 1 6,0 1,0 1,0 8,0 0,236 6,0 1,0 1,0 8,0 0,233
G-(031)-3 2 5,0 1,0 2,0 8,0 0,236 5,0 1,0 2,0 8,0 0,235
G-(031)-3 3 6,0 0,0 2,0 8,0 0,236 6,0 0,0 2,0 8,0 0,233
G-(031)-3 4 5,0 1,0 2,0 8,0 0,236 5,0 1,0 2,0 8,0 0,235
G-(031)-4 1 F F F F F 6,0 1,0 1,0 8,0 0,233
G-(031)-4 2 F F F F F 6,0 1,0 1,0 8,0 0,233
G-(031)-4 3 5,0 1,0 2,0 8,0 0,235 5,0 1,0 2,0 8,0 0,235
G-(031)-4 4 6,0 0,0 2,0 8,0 0,234 6,0 0,0 2,0 8,0 0,233
G-(031)-4 5 5,0 1,0 2,0 8,0 0,237 5,0 1,0 2,0 8,0 0,234
G-(111¯)-1 1 4,0 1,0 2,1 7,1 0,235 4,0 1,0 2,2 7,2 0,234
G-(111¯)-2 1 4,0 1,0 2,2 7,2 0,235 4,0 1,0 2,3 7,3 0,234
G-(111¯)-5 1 F F F F F 6,0 1,0 1,0 8,0 0,232
G-(111¯)-5 2 4,0 1,0 2,1 7,1 0,242 4,0 1,0 2,2 7,2 0,234
(Fortsetzung auf der nächsten Seite)
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Tab. B.14.: (Fortsetzung) Koordinationsverhältnisse der Ca2+-Ionen an den untersuchten
Grenzflächen.
äußere Kristalltome fixiert äußere Kristallatome beweglich
Flächen- CA Koordinationszahl rrdf Koordinationszahl rrdf
schnitt Nr. OS KW LM tot (nm) OS KW LM tot (nm)
G-(110)-3 1* 5,0 2,0 1,0 8,0 0,236 5,0 2,0 1,0 8,0 0,237
G-(110)-3 2* 4,0 1,0 3,0 8,0 0,256+ 4,0 1,0 3,0 8,0 0,249+
G-(110)-5 1 3,0 1,0 3,0 7,0 0,234 3,0 1,0 3,7 7,7 0,237
G-(100)-1 1* 3,0 1,0 4,0 8,0 0,249+ 3,4 0,8 3,3 7,5 0,235
G-(100)-2 1* 3,0 1,0 4,0 8,0 0,238+ 3,4 0,8 3,3 7,5 0,235
G-(101¯)-1 1 4,0 1,0 2,8 7,8 0,240 4,0 1,0 3,0 8,0 0,236
G-(101¯)-2 1 4,0 1,0 2,9 7,9 0,242 4,0 1,0 3,0 8,0 0,234
alle Angaben sind Mittelwerte zwischen der Ober- und Unterseite der Kristallschicht und beziehen
sich nur auch die nicht räumlich fixierten Wassermoleküle; CA-Nr.: Nummerierung verschiedener
Calcium-Ionen von innen nach außen; Koordinationszahl: Anzahl von Atomen in der Koor-
dinationssphäre des Calcium-Ions (aufgeteilt nach OS: Sauerstoffatomen der Sulfat-Ionen, KW:
Sauerstoffatomen des Kristallwassers, LM: Sauerstoffatomen des Lösungsmittels sowie tot: „totale“
Koordinationszahl, berechnet nach tot = OS + KW + LM); rrdf : Peaklage der Paarkorrelations-
funktion von Lösungsmittel-Sauerstoff um Calcium-Ionen; F: keine Angabe, weil sämtliche Ionen/-
Moleküle am entsprechenden Ion räumlich fixiert vorliegen; *: an diesem Calcium-Ion liegt eine
C3-Konformation vor; +: Paarkorrelationsfunktion ist rechtsschief, zu höheren Lagen verschoben
oder besitzt einen zweiten Peak aufgrund des Vorhandenseins einer C3-Wasser-Konformation, die
ein Sulfat-O der eigenen Calcium-Sulfat-Kette ersetzt
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Abbildungen
Start von idealer Kristallstruktur
Struktur nach MD-Simulation
(a) Blick entlang x (b) Blick entlang y (c) Blick entlang z
Abb. C.1.: Strukturinstabilität von Anhydrit bei Verwendung der Gromos-53A6-
Kraftfeldparameter [298]: Ideale Kristallstruktur [3] zum Start der Simulation
(oben); nach 10 ps MD-Simulation hat sich eine neue Struktur mit deut-
lich größeren OS-OS-Abständen eingestellt (unten); bei der Verwendung des
COMPASS-Kraftfeldes für kondensierte Systeme ergibt sich ein analoges Bild
für die Veränderung der Anhydrit-Struktur
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Abb. C.2.: Daten der Paarkorrelationsfunktion gCa−OW in Abhängigkeit der Nichtbin-
dungsparameter des Calciums;
[Achtung: unterschiedliche Skalierung der Koordinationszahlen unter und über
7; Variation von C(6) in 5, von C(12) in 12 Schritten; Parameter des Gro-
mos-Kraftfeldes [297] und von Åqvist [269] sind gekennzeichnet; Parameter in
Gromacs- und Gromos96-kompatiblem Format (reine Calcium-Parameter,
vgl. Tab.B.1, S. B-2); Daten sind jeweils Mittelwerte einer Dreifachbestim-
mung; Simulation: 1 Ca2+ + ≈ 1600 SPC-Wassermoleküle, NpT-Ensemble
mit Berendsen-Thermostat und -Barostat, 298K, 1 bar, 100 ps]
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Abb. C.3.: Simulierte Assoziation von Calcium- und Sulfat-Ionen in Lösung, siehe Tab.B.7
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Abb. C.4.: Darstellung der verschiedenen Flächenschnitte (gestrichelte Linien symbolisie-
ren für Flächen senkrecht zur Richtungen mit zwei Gitterpunkten in der Ele-
mentarzelle für den Fall von Schnittmöglichkeit 1 die beiden Halbschichten)
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Abb. C.4.: (Fortsetzung) Darstellung der verschiedenen Flächenschnitte
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Abb. C.4.: (Fortsetzung) Darstellung der verschiedenen Flächenschnitte
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Abb. C.4.: (Fortsetzung) Darstellung der verschiedenen Flächenschnitte
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Abb. C.5.: Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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Abb. C.5.: (Fortsetzung) Ansichten der ausgewählten Flächenschnitte
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