We present a new method for resolving three-dimensional (3D) fluid velocity fields using a technique called synthetic aperture particle image velocimetry (SAPIV). By fusing methods from the imaging community pertaining to light field imaging with concepts that drive experimental fluid mechanics, SAPIV overcomes many of the inherent challenges of 3D particle image velocimetry (3D PIV). This method offers the ability to digitally refocus a 3D flow field at arbitrary focal planes throughout a volume. The viewable out-of-plane dimension (Z) can be on the same order as the viewable in-plane dimensions (X-Y), and these dimensions can be scaled from tens to hundreds of millimeters. Furthermore, the digital refocusing provides the ability to 'see-through' partial occlusions, enabling measurements in densely seeded volumes. The advantages are achieved using a camera array (typically at least five cameras) to image the seeded fluid volume. The theoretical limits on refocused plane spacing and viewable depth are derived and explored as a function of camera optics and spacing of the array. A geometric optics model and simulated PIV images are used to investigate system performance for various camera layouts, measurement volume sizes and seeding density; performance is quantified by the ability to reconstruct the 3D intensity field, and resolve 3D vector fields in densely seeded simulated flows. SAPIV shows the ability to reconstruct fields with high seeding density and large volume size. Finally, results from an experimental implementation of SAPIV using a low cost eight-camera array to study a vortex ring in a 65 × 40 × 32 mm 3 volume are presented. The 3D PIV results are compared with 2D PIV data to demonstrate the capability of the 3D SAPIV technique.
Introduction
Efforts for resolving three-dimensional velocity fields are justified by the need to experimentally resolve flows that are highly three-dimensional and to validate numerical simulations of complex flows. The ability to spatio-temporally resolve flow features from small to large scales in arbitrarily large volumes is the goal of any 3D PIV system. Of course, there have been many roadblocks to achieving all of these goals with a single system, and compromises must be made. Two-dimensional particle image velocimetry (2D PIV) is the most pervasive method for resolving velocity fields, thus it is not surprising that recent efforts to resolve 3D flow fields have extended many of the fundamentals of 2D PIV to the third dimension.
Several methods exist for resolving 3D particle fields, or any 3D scenes for that matter, but the methods of data acquisition seem to fall into three broad categories: multipleviewpoints, holography and internal optics alteration. The technique described herein falls into the multiple-viewpoint category and makes use of an algorithm known as synthetic aperture refocusing to examine the imaged volume and is thus referred to as synthetic aperture PIV (SAPIV). Herein, we focus on the application of the principles of synthetic aperture imaging to develop a measurement system for resolving threedimensional fluid velocity fields. The system performance is evaluated theoretically and numerically. The practical utility of SAPIV is demonstrated through an experimental study of a canonical vortex ring.
The evolution of 2D PIV is described by Adrian [1] and is not reviewed here. One of the earliest, but still frequently utilized, methods for 3D PIV is two camera stereoscopic PIV, which is primarily used to resolve the third component of velocity within a thin light sheet [2] . Maas et al [3, 4] and Malik et al [5] use a 3D particle tracking velocimetry (PTV) method which resolves the location of individual particles imaged by two, three or four cameras in a stereoscopic configuration. They report measurements in a large volume (e.g. 200 × 160 × 50 mm 3 ), but with very low seeding density (≈1000 particles). Through precise calibration and knowledge of the imaging geometry, the particle field can be reconstructed. More recently, improvements to PTV methods are presented by Willneff and Gruen [6] . In general, low seeding density is a typical limitation of PTV, yielding low spatial resolution in the vector fields.
Another technique which makes use of multiple viewpoints is defocusing digital particle image velocimetry (DDPIV) [7] [8] [9] . In theory, DDPIV capitalizes on the defocus blur of particles by placing an aperture with a defined pattern (usually pinholes arranged as an equilateral triangle) before the lens, which is a form of coded aperture imaging [10] . The spread between three points generated by imaging a single particle corresponds to the distance from the camera along the Z-dimension. In practice, the spread between particles is achieved using three off-axis pinhole cameras which causes a single point in space to appear at separate locations relative to the sensor of each camera. As described in [11, 12] , the images from all three camera sensors are superimposed onto a common coordinate system, an algorithm searches for patterns which form an equilateral triangle, and based on size and location of the triangle the 3D spatial coordinates of the point can be resolved. A main limitation of this technique appears to be seeding density, because the equilateral triangles formed by individual particles must be resolved to reconstruct the particle field. Pereira and Gharib [8] have reported simulations with seeding density of 0.038 particles per pixel (ppp) in a volume size of 100 × 100 × 100 mm 3 , and experiments with seeding density of 0.034 ppp in a volume size of 150 × 150 × 150 mm 3 . The technique has also been efficiently implemented with a single camera using an aperture with color-coded pinholes, to measure velocity fields in a buoyancy driven flow in a 3.35 × 2.5 × 1.5 mm 3 volume with seeding density ≈0.001 ppp [13] . Tomographic-PIV also uses multiple viewpoints (usually three-six cameras) to obtain 3D velocity fields [14, 15] . Optical tomography reconstructs a 3D intensity field from the images on a finite number of 2D sensors (cameras); the intensity fields are then subjected to 3D PIV cross-correlation analysis. The seeding density for tomographic-PIV seems to be the largest attainable of the existing techniques. Simulations by Elsinga et al [14] show volumetric reconstruction with a seeding density of 0.05 ppp, and recent tomographic-PIV experiments typically have seeding density in the range of 0.02-0.08 ppp [15, 16] . The viewable depth of volumes in tomographic-PIV is typically three to five times smaller than the in-plane dimensions [14, 15, 17] . Elsinga et al [14, 15] thoroughly characterize the performance of tomographic-PIV, and we have adopted many of the same metrics in evaluating the synthetic aperture PIV method presented herein since both methods are based on 3D cross-correlation of reconstructed intensity fields.
Holographic PIV (HPIV) is a technique in which the three-dimensional location of particles in a volume is deduced from the interference pattern of the light waves emanating from particles and the coherent reference wave that is incident upon the field [18] . The nature of the interference pattern is used to back out information about the phase of light diffracted from objects in the volume, which is related to the distance of the objects from the sensor (i.e. depth in the volume) [19] . Holographic PIV makes use of this principle to image particle-laden volumes of fluids, and extract information about location of particles in the volume. Meng et al [20] provide an extensive review of film and digital Holographic PIV techniques. In holography, the size of the observable volume is ultimately limited by the size and spatial resolution of the recording device. Zhang et al [21] have reported very high resolution measurements of turbulent flow in a square duct using film-based HPIV, where particles were seeded to a reported density of 1-8 particles mm −3 in a volume measuring 46.6 × 46.6 × 42.25 mm 3 . Although film has much better resolution and is larger than digital recording sensors, Meng et al [20] extensively cite the difficulties of film-based holographic PIV, which have likely prevented the method from being widely utilized. In contrast, digital holographic PIV is more readily usable, but is often limited to small volumes and low seeding density [20] . A digital hybrid HPIV method has been implemented by Meng et al [20] which allows for measurement in volumes with larger depth, but the sizes of the in-plane dimensions are limited by the physical size of the digital sensor, and seeding density remains low. Sheng et al [22] have presented recent results of measurements in a turbulent boundary layer with increased seeding density (0.014 ppp) in a volume measuring 1.5 × 2.5 × 1.5 mm 3 . The synthetic aperture PIV technique is implemented using an array of synchronized CCD cameras distributed such that the fields of view overlap. Images are recombined in software using a refocusing algorithm, commonly applied in synthetic aperture applications [23, 24] . The result is sharply focused particles in the plane of interest (high intensity), whereas particles out-of-plane appear blurred (low intensity). Due to the multiple camera viewpoints and the effective reduction of signal strength of out-of-plane particles in image recombination, particles that would otherwise be occluded can in fact be seen. The 3D intensity field of particle-laden flows can be reconstructed by refocusing throughout the entire volume and thresholding out particles with lower intensities. Typical 3D PIV techniques can then be applied to the intensity fields to extract velocity data. This technique enables larger volumes to be resolved with greater seeding density, yielding higher spatial resolution than prior 3D PIV methods. Additionally, the algorithms are simple and robust and build on established image processing techniques. Results of simulated particle fields show the ability to reconstruct 3D volumes with seeding densities of 0.17 ppp (6.68 particles mm −3 ) when the ratio of X-Y to Z dimension is 5:1 (50 × 50 × 10 mm 3 volume), and 0.05 ppp (1.08 particles mm −3 ) when the ratio of X-Y to Z dimension is 4:3 (40 × 40 × 30 mm 3 volume). A vortex ring flow field is imposed on each of these simulated volumes, and 3D PIV analysis yields highly resolved vector fields.
Results are presented from an experimental implementation of SAPIV using a custom-built camera array to study a vortex ring in a 65 × 40 × 32 mm 3 volume. Design considerations for experimental 3D SAPIV implementation are discussed throughout the paper. The experimental data presented are benchmarked with 2D PIV and demonstrate the ability of SAPIV to resolve 3D flow fields, providing a useful and flexible tool for making 3D PIV measurements.
Synthetic aperture methodology

Light field imaging
Synthetic aperture PIV is based on the concept of light field imaging, which involves sampling a large number of light rays from a scene to allow for scene reparameterization (Isaksen et al [23] ). In practice, one method used by researchers in the imaging community for sampling a large number of rays is to use a camera array [23] [24] [25] [26] . The novelty of the approach presented herein is the application of the reparameterization methods to 3D PIV, and the development of the technique into a measurement system, including the generation of algorithms to reconstruct 3D particle intensity fields from the refocused images. The technique is broken down into sequential components in the list below.
(i) Image acquisition. Image capture is performed using an array of cameras typically arranged in a multi-baseline stereo configuration, which view the scene from different viewpoints. The cameras can be placed at arbitrary locations and angles as long as the desired refocused planes are in the field of view (FOV) of each camera. The depth of field of each camera is large enough such that the entire volume of interest is in focus. The multiple viewpoints array captures many more light rays than can be seen with one camera (i.e. light field imaging [23] ). (ii) Synthetic aperture refocusing.
The light fields are reparameterized using synthetic aperture refocusing [23, 24, 26] . (iii) 3D intensity field reconstruction. 3D intensity fields generated by a fluid seeded with flow tracers are extracted from images refocused using the synthetic aperture refocusing method. (iv) 3D cross-correlation. Typical 3D intensity field crosscorrelation methods similar to those used in tomographic-PIV [14, 15] operate on the reconstructed 3D intensity fields to extract velocity fields.
Synthetic aperture refocusing
In synthetic aperture techniques, images captured by an array of cameras each with large depths of field are post-processed to generate one image with a narrow depth of field on a specific focal plane [23, 25] . Through synthetic aperture refocusing, further post-processing allows the location of the focal plane to be arbitrarily placed within the imaged volume [23, 24, 26] . This technique provides many desirable implications for 3D PIV; namely, a particle-laden volume can be captured at one instant in time and synthetic aperture refocusing allows for the reconstruction of particles at known depths throughout the volume post-capture. In general, the post-processing for synthetic aperture refocusing involves projecting all images onto a focal surface (planar or otherwise) in the scene on which the geometry is known, averaging the projected images to generate one image, and repeating for an arbitrary number of focal planes [23] . The working principle of the synthetic aperture technique is demonstrated with a simplified example. Consider the case where two cameras at different X locations view the same portion of the reference plane in figure 1 . If the images from each camera are mapped to the reference plane, and then all images (now in reference plane coordinates) are averaged, the point A will be in sharp focus in the averaged image. However, points not on this plane (i.e. at different depths) will appear out of focus because of the parallax between cameras. In the average of the reference plane aligned images, the images Figure 2 . Schematic demonstrating the synthetic aperture refocusing method. In (a) the z axes of the image planes are aligned and in (b) image plane 2 has been shifted to align the images of point A. In (c) multiple images are shifted to align on the plane containing point A, and are averaged to generate a refocused image. The schematic in (d) shows a 3D depiction of image capture by a nine-camera array, and subsequent refocusing on two planes. of point B from the two cameras will appear at the points where the gray rays in figure 1 intersect the reference plane, which are separated by . By adding more cameras, mapping images to the reference plane and averaging, the signal of point A will grow increasingly larger than the 'noise' of the off-plane points. Note that this 'noise' does not refer to actual image noise, but the signal from particles not on the plane of interest. The concept is shown schematically in 3D in figure 2 (d), which shows image capture by a nine-camera array, and subsequent refocusing on two planes. By positioning the cameras on a sufficiently large baseline (larger separation between camera centers of projection (COP)), some of the cameras can see particles which are occluded in other images [23] [24] [25] [26] . Therefore, the partially occluded particles retain a high signal in the refocused image.
Three-dimensional volume reconstruction
The aim of the synthetic aperture PIV technique is to reconstruct 3D particle intensity fields which are suitable for cross-correlation-based 3D PIV processing. The starting point for volume reconstruction is the implementation of the synthetic aperture algorithm to generate refocused images on planes throughout the volume. Thereafter, the actual particle field must be extracted from the refocused images and organized into a volume with quantifiable locations.
To implement synthetic aperture refocusing, relationships between the image coordinates and focal planes in world coordinates must be established (i.e. a set of mapping functions). In the simulations presented herein, cameras are represented with a pinhole model, and the mapping functions can be generated by an algorithm presented in [24] , which we refer to as the map-shift-average algorithm. This algorithm is suitable for pinhole cameras with no image distortion and no changes in optical media in the line of sight (e.g. airglass-water transition). In practice, mapping functions that can account for distortion and changes in optical media can be generated by more sophisticated calibration techniques, as is done for the experiment discussed in section 3. For example, as employed by [16] , a planar calibration grid can be placed at several planes throughout the volume to generate mapping functions, and error in these functions is reduced using a volume self-calibration technique [27] . The map-shiftaverage algorithm represents one of the most straightforward refocusing algorithms that can be implemented in SAPIV; it is a good illustration of how the method works and is implemented in the simulations presented in section 2.4.
2.3.1.
Map-shift-average algorithm. The first step in the map-shift-average algorithm is to align all images on a reference plane [24] . The reference plane is an actual plane in the view of the cameras which, in practice, is defined using a planar calibration grid. Images are aligned on the reference plane by applying a homography which, as described in [28] , is a central projection mapping between two planes given by ⎛ ⎝ bx by b
where b is a constant, h 33 = 1, and the vectors x and x are the homogeneous coordinates of points in the reference plane and the image plane, respectively. In this way, the raw image from the ith camera, I i , is mapped to a new image in reference plane coordinates, I RP i . Hartley and Zisserman [28] describe robust algorithms for estimating the homography based on the images of several points on the reference plane. Light field imaging with camera arrays offers the ability to refocus on arbitrarily shaped focal surfaces [23, 24, 26] . For the simulations herein, we restrict the situation to refocusing on fronto-parallel planes where the raw images are captured with a camera array where all camera COP lie on the same plane. For this restricted case, the mapping that must be applied to refocus on each fronto-parallel plane is simply a shift of the reference-plane aligned images by an amount proportional to the relative camera locations [26] . The coordinates of image points on the new focal plane are given by ⎛ ⎝ x y 1
where μ k is a constant that determines the location of the kth focal plane of the refocused image, and X C i and Y C i are the relative camera locations of the ith camera. This portion of the algorithm transforms the ith reference plane aligned image, I RP i to an image on the kth focal plane, I F P ki . The relative camera locations can be found using a simple calibration method presented in Vaish et al [26] which operates on the images from the camera array of points on planes at several depths. No a priori knowledge of the camera locations or optical configurations are required to implement this algorithm.
In the final step in the refocusing algorithm, the mapped and shifted images (now all aligned on the kth focal plane) are averaged. The resultant image is referred to as the refocused image, and is given by
where images are combined from N cameras [24] . Particles that lie on the plane of the refocused image appear sharp and have high intensity, while particles not on this plane are blurred and have lower intensity. The only difference between the methodology described here and the practical realization comes in the mapping functions used to align all images on the focal planes. Rather than using the linear homography and homology, a higher order mapping will likely be required to deal with distortions and changes in optical media [16, 27] . In the model of the imaging system shown in figure 1 , the image sensors are parallel to each other and the COP lie on the same plane. The geometric imaging optics are described by four parameters: the focal length (f ), distance from the lens to the front of the imaged volume (s o ), distance from lens to image plane (s i ) and magnification (M(Z) = −s i /(s o + Z)). Also, the focal length is related to s o and s i through the imaging condition:
To examine the effect of camera layout on focal plane spacing, we start by considering the relationship between points in physical space and the images of these points. The coordinates of a general point, A (see figure 1) , projected onto the imaging plane of one of the cameras is given by
where X C is the X coordinate of the COP in global coordinates, and d C is the displacement of the image sensor from the center of projection (zero as shown). We define the value of 'initial' magnification as M(Z = 0). The dimension of each pixel projected into physical space is given by
where p is the pixel pitch (width of a pixel). As described earlier, the first step in the reconstruction is to align the images on a reference plane. In the model in figure 1 , the reference plane is chosen (arbitrarily) to be the plane in physical space on which point A lies. In figure 2 , the image sensors are shown with the centers aligned along the z-axes of the local image coordinates. To align the images on the reference plane would require a shift of the image sensor (or equivalently, the digital image) of camera 2 by an amount equal to s A = x A 2 − x A 1 (the disparity of the images of point A) in the negative x-direction of the camera 2 coordinate system. Since point B does not lie on the reference plane, s B = x B 2 − x B 1 does not equal s A , and thus points at different depths are disambiguated.
The focal plane spacing, δZ, is dictated by the image plane shift required to refocus on another plane. To move from the reference plane to the secondary plane shown in the model, the image plane must be shifted by an amount equal to s A − s B , which is given by where X C = X C2 − X C1 is the separation between the camera COPs. The minimum amount that the image sensor can be shifted by is the width of one pixel (assuming no spatial interpolation); therefore, s A − s B p. Letting Z A = Z and Z B = Z + δZ and imposing the minimum shift requirement yields
Solving equation (7) for δZ gives
Dividing the top and bottom of the first term in the bracket by
Equation (9) contains the convenient geometric parameter,
, which is the ratio of the camera spacing to the distance from the front of the imaged volume. For convenience, we will
. This parameter characterizes the baseline of the system. Equation (9) can be further simplified by applying equation (5) at Z to replace p and rearranging,
For typical PIV applications, it is reasonable to assume δX Ds o ; applying this approximation yields δZ δX
Therefore, the ratio δZ/δX is a linear function of Z with intercept defined by the camera baseline and slope defined by the camera baseline and the imaging system optics. The depth of field in the reconstructed volume is directly related to δZ/δX. When δZ/δX is small, the camera lines of sight are at large angles to one another, and the physical depth over which particles are in focus is small (small depth of field). Conversely, larger δZ/δX leads to a larger depth of field, which is manifested as reconstructed particles which are elongated in Z.
In theory, the overall viewable range in X, Y and Z is limited only by the field of view (FOV) and depth of field (DOF) of a single camera of the array. In reality, images from the outer cameras of the array must be shifted with respect to the central camera image to refocus at different depths. The outer edges of the refocused images have a lower signal-to-noise ratio than regions where all images contribute to the average. This effective limitation on the FOV can be characterized by the number of image shifts required to refocus through an entire volume, which is given by
where Z o is the depth of the volume. Since images are shifted in integer pixel increments (assuming no interpolation), it is possible to calculate the region of each refocused image to which all images will contribute. As will be seen in section 2.4, this effect does degrade the performance near the outer edges of the larger reconstructed volumes. This effect could be mitigated by excluding the portions of the shifted images which do not contribute from the average, but this adjustment to the refocusing algorithm has not been included here. Nonetheless, the implications of the technique are that the observable range of the system is highly scalable, with the ability to trade-off depth of field for viewable range much as one would trade-off X-Y resolution for FOV with a single camera.
3D particle intensity field extraction.
Once the refocused images have been generated, the images must be processed to extract the actual particles from the blurred, lower intensity background. from the 50 × 50 × 10 mm 3 volume simulation which will be described in detail in section 2.4. The refocused image has a higher background 'noise' level than the raw image or a typical 2D PIV image due to the averaging of multiple images; however, the 'noise' is probabilistic. If we consider the intensity fields of the N images aligned on a given focal plane to be independent and identically distributed random variables, I 1 , I 2 , ..., I N , with means μ and standard deviations σ , then the central limit theorem states that the distribution of the average of the random variables will be Gaussian with mean μ and standard deviation of σ/ √ N . Therefore, the intensity distribution of a refocused image (which is an average of the focal plane aligned images) can be modeled as Gaussian. Figure 4 (a) shows the intensity histogram for a reference plane-aligned image from one camera of the array and the histogram for the refocused image in figure 3(b) is shown in figure 4(b) . Clearly, the distribution of intensity for the single camera image is not Gaussian, but the shape of the distribution of the refocused image follows a Gaussian distribution quite well, as indicated by the model fit. As more particles are added, the mean of the individual images becomes larger, and thus the mean of the refocused image becomes larger. Actual particles appear with high intensity values and are thus outliers with respect to the distribution of the refocused image. Intensity thresholding can be applied to retain actual particles and eliminate background 'noise' from the images. It was found that a threshold value around three standard deviations above the mean intensity of each refocused image yielded acceptable reconstruction. Figure 5 shows the refocused image from figure 3(b) now thresholded to reveal the true particles. By refocusing throughout the volume and thresholding the refocused images, the three-dimensional intensity field is reconstructed. Although the thresholding method may require more optimization, it appears that by detecting the outliers in the refocused images the true particle field can be reconstructed, attesting to the simplicity of the SAPIV technique. 
Simulated camera array
A 5 × 5 camera array model is simulated to investigate the system performance as a function of particle seeding density, size of measurement volume and error in the mapping function. The effect of array layout and camera number on reconstruction performance is also investigated by changing the spacing between cameras and removing certain cameras from the array, respectively. Cameras are arranged with COPs on the same plane and equal spacing along X and Y between all camera COPs (unless otherwise noted). In order to overlap the fields of view, the cameras are angled such that the ray passing through the center of the measurement volume intersects the center of the image sensor. For this arrangement, the mapshift-average algorithm applies. The perspective due to the angling of the cameras is compensated for when the reference plane homographies are applied to the images. The ability of the system to resolve the particle field in four different measurement volume sizes is examined. The volume sizes (X × Y × Z) are 50 × 50 × 10 mm 3 , 40 × 40 × 30 mm 3 , 50 × 50 × 50 mm 3 and 100 × 100 × 100 mm 3 . For each volume, the system performance is evaluated for several different camera baselines, D, and for each camera baseline the particle seeding density is varied. For all simulations presented herein, the cameras are modeled with 85 mm focal length lenses and the imaging sensors are 1000 pixels × 1000 pixels with a pixel pitch of 10 μm. For the 100 × 100 × 100 mm 3 volume, the initial magnification is set to M(Z = 0) = −0.1 and for the other three volumes the magnification is M(Z = 0) = −0.2.
Reference plane homographies are calculated for each camera from calibration images of known points on several Z planes with the central camera of the array as the reference camera. The camera positions relative to the central camera are established using the calibration method described in [26] . The calibration images are used to establish the shift required to refocus at each depth in order to define the conversion between voxels and physical units in the Z dimension. Herein, we define a voxel as having the dimensions of a pixel in X and Y and dimension equal to the focal plane spacing in Z. Because integer pixel shifts are used in the map-shift-average algorithm, a given calibration depth may not correspond exactly to any of the refocused images. Therefore, the actual voxel to Z calibration is approximated by fitting a Gaussian curve to the summed intensity from refocused images surrounding each calibration plane and finding the voxel corresponding to the peak of the fit.
Particles are randomly seeded within the volume and imaged using the camera array. Once the image plane coordinates of a point are known, a realistic model of the intensity distribution must be applied. A standard method of simulated image generation is to apply a Gaussian intensity profile as described in [2] . The distribution is applied to each camera image for each pixel location, which forms an image similar to the one presented in figure 3 (a).
After simulated images have been formed by each camera, the map-shift-average algorithm, followed by intensity thresholding and three-dimensional field reconstruction, is carried out for each numerical experiment. In order to quantify how well the intensity field is reconstructed, the same measure of reconstruction quality, Q, used in Elsinga et al [14, 15] is applied here:
where E r is the reconstructed intensity field and E s is a synthesized intensity volume based on the known particle locations. Baseline spacing affects the Z dimension of the voxels such that they represent larger physical sizes than the X−Y dimensions; therefore, the intensity distribution in the synthesized field is scaled in Z in voxel space such that in physical space the intensity distribution is spherically symmetric. This ensures that a perfectly reconstructed particle would yield a Q value of 1 when compared to the synthesized field.
The value of Q is calculated for each numerical experiment conducted, and we use the same requirement as in [14] of Q 0.75 for the reconstruction to be considered adequate. In all cases other than the 40 × 40 × 30 mm 3 measurement volume, the outer 50 edge pixels were cropped prior to calculating Q because of the effective loss in FOV as described earlier (in the 40 × 40 × 30 mm 3 , the images do not fill the entire image sensor and thus the outer pixels of the reconstructed images contain no particles). Figures 6(a)-(c) present the reconstruction quality as a function of particle seeding density for various camera baselines in each volume. The number of seeded particles, maximum particle seeding density (C) and number of particles per pixel (ppp) in each case are summarized in table 1. To find the maximum seeding density, simple linear interpolation of the data was used to find the seeding density corresponding to Q = 0.75.
In the case of the 50 × 50 × 10 mm 3 measurement volume, the reconstruction quality falls off with increasing seeding density, and also decreases with increasing camera baselines. For larger seeding density, the reduction in reconstruction quality is expected; the occurrence of off-plane particle overlap is increased, and the overall signal-to-noise ratio decreases in the refocused images. The reason for reduced reconstruction quality with increasing baseline is less obvious. Investigation of the data reveals that the reason for the degradation in reconstruction quality with increasing baseline is due to the more extreme warping of the particle images imposed by the homography which maps images to the reference plane.
The particles become elongated in the mapped image which raises the background noise in the refocused images. This may be mitigated by placing the outer cameras of the array a normalized distance D/2 from the inner cameras (which determine the focal plane spacing of the system and would still be placed a normalized distance D from the central camera) but requires interpolation when shifting images from the outer cameras of the array. This has been implemented in the case labeled D = 0.5 uneven spacing, and indeed the reconstruction quality is improved for the same seeding density. For this configuration, the achievable seeding density is C = 5.24 particle mm −3 and the resultant particles per pixel is 0.13.
Simulations in the 50 × 50 × 50 mm 3 volume show a similar trend as for the 50 × 50 × 10 mm 3 volume, with Q decreasing with increasing C more rapidly for a larger camera baseline. However, the achievable seeding density is lower than for the volume with smaller depth (e.g. C = 0.37 particle mm −3 for D = 0.2). The reasons for the lower seeding density and the lower actual number of particles that can be seeded as compared to the 50 × 50 × 10 mm 3 volume are fourfold. First, the larger depth of field of each camera requires a larger f -number which increases the particle image diameter; this results in a larger mean intensity in the refocused image. Second, the depth of the volume creates more likelihood of particle overlap on each simulated image, which can, in a sense, decrease the dynamic range of the system by increasing the likelihood of saturated pixels. Third, the larger depth creates a higher likelihood of overlapping of many different out-of-focus particles in the refocused images. These false particles may be retained in the thresholding if enough images overlap. Finally, the limitation on the field of view imposed by the image shift contributes to the loss in reconstruction quality because some images contribute zero values to the average toward the outer regions of the refocused images; thus, true particles have a lower intensity value. This can be mitigated by averaging only the portions of the image which are known to contribute to the refocused image, but that technique has not been implemented here. Tuning the camera array and reconstruction algorithms to enable more seeding in the very large volumes is the subject of ongoing work. By decreasing the dimensions of the volume somewhat, more particles can be seeded, even in volumes where the Z dimension approaches that of the X-Y dimensions, and all are relatively large. Simulations in the 40 × 40 × 30 mm 3 volume are carried out at only one array configuration-D = 0.4 uneven spacing-and it was found that a seeding density of C = 1.08 particle mm −3 corresponding to 0.05 particles per pixel could be achieved. As shown section 2.5, this seeding density allows 3D PIV measurements to be made in this volume with reasonable spatial resolution.
Finally, the camera magnifications are reduced to accommodate the large 100 × 100 × 100 mm 3 measurement volume. The trend for reconstruction quality as a function of seeding density and baseline is similar to that observed for the other volumes studied. The total number of particles that can be seeded is, however, larger than for the 50 × 50 × 50 mm 3 volume for comparable camera baselines. Thus, trading off X-Y resolution allows for more particles to be seeded even with increasing depth dimension. Overall, these results indicate that the synthetic aperture PIV technique is capable of imaging extremely densely seeded volumes where the depth dimension is somewhat reduced, and still quite densely seeded volumes when the Z dimension approaches that of the X-Y dimensions.
The effect of the camera number on reconstruction quality is investigated in the 50 × 50 × 10 mm 3 volume by using only some of the cameras in the array. Figure 7(a) shows Q as a function of camera number with seeding densities of 2, 3 and 5 particle mm −3 . Clearly, the reconstruction quality reaches a point of diminishing returns as more cameras are added, and the most efficient number of cameras seems to be in the range of 10-15. Finally, to determine an upper limit to the allowable error in calibration, simulations in the 50 × 50 × 10 mm 3 volume with 13 cameras and 3 particle mm x + 2 y and is the same for all cameras, but x and y are randomized for each camera so as not to introduce any bias. For each value of RP , ten simulations are carried out such that different random values of x and y are applied to each mapping for each simulation; the mean value of Q is then found for each RP . Figure 7(b) shows the mean value of Q as a function of RP ; the error bars represent three standard deviations from the mean. The value of RP corresponding to a mean value of Q = 0.75 was found to be 0.45 pixels. Volume self-calibration techniques such as that described in [27] are capable of reducing mapping errors to less than 0.1 pixels; therefore, we expect the synthetic aperture PIV technique to be robust to the error levels that will exist in mapping functions applied in actual experiments.
Synthetic 3D flow fields
Two synthetic flow fields are simulated to assess the ability of the synthetic aperture PIV method in reconstructing 3D intensity fields that are suitable for cross-correlation-based 3D PIV analysis. In each simulation, the fluid motion is prescribed by the same equation for a vortex ring as used in Elsinga et al [14, 15] , where the velocity magnitude is given by
where R is the radial distance of a point from the toroidal axis of the vortex ring and l is a length scale determining the size of the vortex ring (chosen to be 4 mm). The constant, K, is a conversion factor from voxel to physical units and is required since, in the present case, the synthetic particles are seeded in physical space and imaged by the model camera array. The toroidal axis forms a circle of diameter 20 mm. The first synthetic experiment is carried out in a 50 × 50 × 10 mm 3 volume where the central axis of the toroid is parallel to the Z-axis. The volume is seeded with 125 000 particles (C = 5 particle mm Since the reconstructed volumes are intensity fields, a cross-correlation-based PIV calculation is suitable for calculating vector fields. In this study, we have adapted an open-source 2D PIV code, matPIV [29] , for 3D functionality. A multipass algorithm with a final interrogation volume containing 32 × 32 × 16 voxels and 75% overlap generates 327 448 vectors (122 × 122 × 22 vectors). The Z dimension of the interrogation volumes in voxel units is half that of the X-Y dimension because the focal plane spacing is twice the pixel size for this camera configuration. Each interrogation volume contains approximately 20 particles, based on the gross particle seeding density. to create the correct aspect ratio for plotting purposes. The fields are plotted in voxel units; if converted to physical units, the data set would not be cubical. Two slices are shown with normalized velocity magnitude contours revealing the vortex ring structure and symmetry. The maximum velocity magnitude in the exact known field is used to normalize the velocity magnitude in the processed field. Figure 8(b) shows the vector field and a vorticity iso-surface (0.15 voxels/voxel) with every sixth vector plotted in X and Y and every vector plotted in Z.
To quantitatively evaluate the performance, both the reconstructed 3D intensity fields and the synthesized 3D intensity fields are processed using the 3D adaptation of matPIV, and each is compared to the exact velocity field. The error is defined as the difference between the processed and exact field at every vector location. By comparing the PIV results for both fields, error due to the PIV algorithm itself can be identified. Both the synthesized and reconstructed volumes are processed using exactly the same window sizes, PIV code and filtering routines. We will refer to the vector fields resulting from PIV processing of the reconstructed 3D intensity fields and the synthesized 3D intensity fields as Figure 9 shows scatter plots of the error in each vector component for the reconstructed vector field ((a) and (b)) and the synthesized vector field ((c) and (d)). The error is further characterized by calculating the 90% precision interval for the error in each vector component. This is summarized in table 2 along with the maximum magnitude of velocity in the exact field. The fourth column is the 90% precision interval for error between the reconstructed and exact field, and the fifth column is the 90% precision interval for the error between the synthesized and the exact field. The precision intervals seem rather large, but comparison between the error in the reconstructed and synthesized vector fields shows that the difference between the precision interval values are small compared to the actual error magnitude. This indicates that most of the error is due to the PIV algorithm itself, and a much smaller percentage is due to the actual intensity field reconstruction. This is supported by the error scatter plots in figure 9 , which show only slightly more spread in the error for the reconstructed velocity fields. To examine this further, the numerical experiment was repeated with the velocity magnitude increased by three fold everywhere in the flow field. As shown in table 2, the precision interval magnitude increases for both the reconstructed and synthesized vector fields, but the difference between the precision intervals essentially remains the same. This further points to the PIV algorithm as the largest source of error in the vector field. This is not surprising since the 3D PIV algorithm is not very sophisticated, and we would expect a reduction in error magnitude with a more advanced 3D PIV algorithm. In the second simulated flow, a vortex ring of the same size is oriented with the central axis of the toroid parallel to the X-axis, such that the ring spans deeper into the flow in the Z dimension. The 5 × 5 model camera array is used with spacing D = 0.4 (uneven spacing, see table 1) and the magnification is set to M(Z = 0) = −0.2. The maximum displacement in the flow field is 0.37 mm which corresponds to 7.3 voxels in X and Y and 2.9 voxels in Z. A particle seeding density of C = 1 particle mm −3 in a 40 × 40 × 30 mm 3 volume results in a distribution of 48 000 particles (resulting in Q = 0.76). The lower seeding density requires larger interrogation volume sizes in order to contain an appropriate number of particles; therefore, a final interrogation volume containing 60 × 60 × 24 voxels is used with each containing 27 particles based on the seeding density. Using 50% overlap in the multipass 3D PIV calculation yields 18 432 vectors (32 × 32 × 18), which includes the imaged area that contained no seeding particles (with a magnification of −0.2, images of the seeded volume did not span the entire imaging sensor). Figure 10 shows the vector field results, with figure 10(a) revealing velocity magnitude on a slice in an X-Y plane with every second vector plotted in X and Y and every vector plotted in Z. Figure  10(b) shows the vector field with every third vector plotted in X and Y and every vector plotted in Z and 0.15 voxels/voxel vorticity iso-surface. Figure 11 shows the error scatter plots resulting from the difference in velocity components between the reconstructed and exact vector fields ((a) and (b)) and the synthesized and exact vector fields ((c) and (d)). Table 2 summarizes the 90% precision interval for this experiment as well. The data again indicate that the largest percentage of the error is due to the PIV algorithm. The reason for the difference in errors in the X and Y dimensions for this case is likely due to the orientation of the vortex ring, which induces larger spatial gradients in the X-Z plane than in the Y-Z plane. 
SAPIV experimental implementation
Experimental apparatus
To illustrate the capabilities of the SAPIV technique in practice, a canonical 3D flow field is captured experimentally using an array of eight cameras. Instantaneous 3D SAPIV and classic 2D PIV velocity data of a piston-generated vortex ring are acquired for comparison.
The experiment is conducted in a glass tank (504 × 254 × 280 mm 3 ) seeded with neutrally buoyant particles (50 μm diamter) yielding an estimated seeding density of C = 0.23 particles mm (as opposed to integral of piston velocity over time), the ratio of stroke length to outlet orifice diameter is L/D o = 0.33. The camera array images from the side of the tank ( figure 12 ) with all cameras mounted on a common frame. Initially, the array included nine cameras; however, the camera in the upper left corner of figure 12 had outdated firmware that did not support the appropriate triggering and therefore is not used in this study. The cameras are Point Grey Research, Inc., Flea2 cameras (FL2-08S2M/C), arranged in a rectangular array mounted on 80/20 R aluminum rails (figure 13), with ≈150 mm spacing between cameras. Cameras are angled in order to overlap the fields of view. The array is placed approximately 760 mm from the center of the water tank. As the number of cameras in the array increases, the hardware cost associated with the array will increase. Thus, it is important to consider the minimum number of cameras necessary for successful volume reconstruction. Simulations showed that the reconstruction quality reaches a point of diminishing returns as more cameras are added, and that the most efficient number of cameras seems to be in the range of 10-15, as shown in figure 7(a) .
All eight cameras in the array capture 1024 × 768 pixels, 8 bit, monochromatic images at 10 frames s −1 . Each camera is equipped with a Nikon Nikkor 50 mm lens. At the given frame rate, each camera requires 8 megabytes per second (MBps) of bandwidth, totaling 64 MBps to capture the entire event. The cameras use the IEEE 1394b serial bus interface standard which is rated to support 400 MBps for each bus, which provides ample bandwidth for the eight cameras. The cameras are connected to a single computer which records the data onto three hard drives. A custom C++ program using PointGrey's SDK libraries was developed in-house to interface with the cameras. The data are stored on one of three hard drives in AVI files with a raw encoding to maintain information integrity (i.e. no image compression). After completion of the capture sequence, the software reorganizes the data to place all of the necessary files into a single location.
While the cameras record at 10 frames per second (fps), classic PIV frame straddling timing is used to obtain appropriate image pair time spacing. A Litron 532 nm, 180 mJ/pulse, dual cavity Nd:YAG laser is used to illuminate the particle volume. The laser pulse duration is 4 ns, and inter-frame straddling time is 8 ms. A 10× beam expander creates a cylindrical laser volume with a 40 mm diameter, and a 10 mm fanning optic spreads the laser beam into a 1 mm thick laser sheet for the 2D PIV images. A Berkeley Nucleonics Corporation timing box is used to synchronize the cameras and laser. While the focus of this effort is to resolve 3D velocity fields using SAPIV, 2D PIV images of the vortex ring are used for benchmarking and comparison.
Particle volume reconstruction
To achieve proper focus in synthetic aperture images, accurate mapping between image and world coordinates is required. The mapping is found by imaging a precision machined calibration plate traversed through the target volume with Z location increments of 2 mm. Since the SAPIV technique involves reprojecting the images onto several planes throughout the volume, a suitable coordinate system must be established on the calibration plate. Here, we use the average calibration in pixels mm −1 from the center camera image of the plate at the Z location farthest from the cameras to convert the reference geometry of the calibration plate from mm to pixels. Second-order polynomial fits are used to map image coordinates to reference coordinates on each Z calibration plane, and linear interpolation is used to find the polynomial fits on Z planes between each calibration plane. This approach follows that of prior tomographic-PIV studies where polynomial fits are used to deal with the distortion introduced when imaging through an air-glasswater transition [16, 27] . As described in [27] , even with higher order fits, the errors in mapping functions can be in excess of 0.5 pixels, but volume self-calibration can be used to reduce the errors to 0.1 pixels or less. As discussed in section 2.4, the error in the mapping functions should be less than 0.45 pixels for adequate reconstruction in SAPIV. Volume self-calibration is not implemented in the present experiment, yet reconstruction still yields a volume which is suitable for 3D PIV. We expect that implementing volume self-calibration will improve greatly the particle yield rate in the reconstruction.
The synthetic aperture images are formed with focal plane spacing of 0.2 mm in Z. Theoretically, the number of focal planes that can be generated within an illuminated volume is infinite, but the information on each plane will not necessarily be unique, as the sharpness of a refocused object is determined by the degree to which mapped images of the object overlap. For example, it is possible to generate focal planes very close to each other by shifting all images by a very small amount. However, if the shift size is much smaller than the refocused object, the two refocused images will be essentially indistinguishable, in which case the information is redundant. Therefore, focal plane spacing (which determines voxel size) should be made large enough so as not to retain redundant information. The depth over which objects are in focus can be controlled by changing the camera baseline, D; for the present experiment, D = 0.2. Ultimately, smaller focal plane spacing should yield better resolution in the Z dimension of the reconstructed fields, and thus the vector fields. The influence of focal plane spacing and camera baseline on the accuracy and resolution of 3D PIV vector fields is the subject of ongoing work.
Other volumetric PIV studies have discussed the need for image preprocessing to deal with non-uniformities in laser profiles and pulse intensities, as well as to remove background noise [27, 30] . Prior to refocusing, images in this study are subjected to the following preprocessing steps:
(i) subtract sliding minimum (window size = 10 pixels); (ii) convolve with 3 × 3 Gaussian kernel; (iii) equalize histograms to histogram of image with highest contrast; (iv) increase contrast by trimming the bottom and top 0.1% of intensity values; (v) subtract sliding minimum (window size = 10 pixels).
After preprocessing, the images are mapped to each plane throughout the volume, averaged to form the synthetic refocused image, and thresholded to retain particles to generate an intensity volume for each time instant. Because the mapping functions are not simple linear homographies, interpolation is required to re-project the images; here, a bilinear interpolation is used. Figure 14 shows a preprocessed image from the array, a synthetic aperture refocused image at one depth (Z = 5 mm) and a thresholded image at the same depth. It is estimated from the preprocessed images that the seeding density is 0.026 partices/pixel (ppp) (C = 0.23 particles mm −3 ), and the actual number of particles in the reconstructed volumes is 9863 particles for the first time instant and 9890 particles for the second time instant (C = 0.13 particles mm −3 ). The reason the yield rate is low in the reconstructed volumes is due to errors in the calibration which have not been reduced through the use of volume selfcalibration. Images of particles that span two pixels or less in the the original camera images tend to not be properly reconstructed in 3D space because the calibration error can be on the same order as the particle size. Figure 15 (a) shows the intensity histogram and Gaussian fit for a refocused image from the eight-camera array experiment. The mean intensity value is very low, but actual particles in the refocused image have high intensity; therefore, the signal-to-noise ratio in the refocused image is very large and the in-focus particles can readily be determined ( figure 14(c) ). Figure 15 With increasing seeding density, the mean and standard deviation of the intensity of the refocused images increases, which reduces the signal-to-noise ratio of actual particles. Despite the reduced signal-to-noise ratio, the simulations produced adequate reconstruction of the intensity volume for the 0.075 ppp case (reconstruction quality, Q = 0.77) and also provided reasonable reconstruction for the 0.125 ppp case (Q = 0.71). The signal-to-noise ratio of actual particles for each of these simulated cases is much lower than for the SAPIV experiment, indicating that seeding density can be greatly increased in future experimental studies.
Once reconstructed, the intensity volumes are ready for cross-correlation-based 3D PIV analysis; the adapted version of matPIV is again employed. A multi-pass algorithm with one pass at an initial interrogation volume size of 128 × 128 × 64 voxels and two passes at an final interrogation volume size of 64 × 64 × 32 voxels and 50% overlap generates a 23 × 31 × 11 vector field. Each 64 × 64 × 32 voxels interrogation volume contains approximately 15 particles. The resultant vector field resolution is 2.1 mm in X and Y and 3.2 mm in Z. Post-processing consists of a filter based on the signal-tonoise ratio of the cross-correlation peak, a global filter which removes vectors five standard deviations above the mean of all vectors, and a local filter which removes vectors which deviate by more than three standard deviations from the median of a 3 × 3 × 3 vector window. The filtered field is interpolated using linear interpolation and smoothed with a 3 × 3 × 3 Gaussian filter. At this point some mention should be made of the overall processing time. The time required to reconstruct the two volumes used to generate the 3D vector field is 18% of the time required for the 3D PIV processing of the fields. Therefore, the limiting time factor in processing is the 3D PIV analysis, which demonstrates the relative efficiency of the synthetic aperture refocusing technique.
Processing of the 2D PIV data is also performed with matPIV; a multi-pass algorithm with one pass using initial interrogation window size of 64 × 64 pixels and two passes with a final window size of 32 × 32 pixels and 50% overlap is used to create a vector field with vector spacing of 1.03 mm. Post-processing for the 2D vector fields also consists of the signal-to-noise, global and local filters, as well as linear interpolation and smoothing with a 3 × 3 Gaussian kernel.
Experimental results
Experimental results for the instantaneous 3D velocity data of the vortex ring are shown in figure 16(a) ; the resultant 3D vector field and an iso-vorticity contour (magnitude 9 s The maximum negative v velocity from the 3D X-Y and Y-Z profiles are 6% and 8% below the maximum negative v velocity for the 2D profile, respectively. The profiles from the 3D data also capture the sign reversal in v velocity as the profile moves through the core, and the spatial decay in velocity moving away from the core.
Along each of the same profiles, the component of vorticity normal to the plane containing the profile is plotted in figure 18(b) . The trends in all profiles agree very well, but the vorticity calculated from the 3D data underestimates the peak magnitude as compared with the vorticity from the 2D data. This is likely due to the lower spatial resolution in the vector fields (2D data were processed with smaller interrogation windows), which results in a spatial averaging of velocity gradients during the cross-correlation calculation. Also, the smoothing implemented in the post-processing of the vector field is more likely to remove gradients in the 3D data, because the Gaussian kernel is three dimensional, and thus the smoothing is based on more neighboring vectors.
Finally, to serve as another quantitative measure for benchmarking the 3D SAPIV system the circulation, , is calculated on a variety of planes. The circulation is calculated by taking the line integral of velocity around a rectangular contour on a particular plane. Here, we calculate the circulation in the 2D data, as well as on several planes for the 3D data, using rectangular contours of increasing size to encompass up to one half of any 2D slice (i.e. encompassing one vortex core). Each contour is centered around the location of maximum surface-normal vorticity on the plane under consideration. The inset of figure 19 shows the location and angle of each plane on which circulation is computed. For the 3D data, nine planes are chosen with angles varying between 0
• and 180
• , as well as one additional plane located at Z/D o = 0.11, on which the circulation is calculated for both cuts through the vortex ring core. Figure 19 shows the circulation plotted against the area enclosed by the integration contour for each plane.
For a symmetric vortex ring, the circulation on half of any one plane containing the axis passing through the ring center should be constant. From figure 19 , it can be seen that the magnitude of circulation remains relatively constant regardless of plane angle, for a given integration contour size. The maximum difference in peak circulation is 2.69 cm [16] 100 × 100 × 20 4 100 000 0.024 0.006 HPIV [32] 1 0 × 10 × 10 1 2 000 0.0015 0.0015 HPIV [22] 1.5 × 2.5 × 1.5 1 56 250 0.014 0.014 DDPIV [8] 100 × 100 × 100 3 40 000 0.038 0.013 DDPIV [33] 150 × 150 × 150 3 35 000 0.034 0.011 PTV [3] 200 × 160 × 50 3 3 000 0.0038 0.0013 through the central ring axis, because the bisected crosssections are offset from the center of the ring. Nonetheless, the maximum circulation magnitude on the offset planes for both the 2D and 3D data is within 7% of the maximum found on the planes which pass approximately through the central axis of the ring. The quantitative agreement between the 3D SAPIV data and the 2D PIV data confirms the viability of the SAPIV technique for making accurate measurements in 3D volumes. Although the simulations show the ability to reconstruct very densely seeded fields, the seeding density was kept rather low (0.026 ppp in the raw images) in this experiment to ensure proper reconstruction. However, it is expected that increased seeding density can be achieved in practice.
Conclusion
Synthetic aperture PIV offers a novel and exciting method for imaging complex 3D flow-fields with high seeding densities and partial occlusions. SAPIV draws on the concept of light field imaging, which involves sampling and encoding many rays from a 3D scene, and is practically implemented with an array of cameras. Recombining the camera array images using synthetic aperture refocusing provides many desirable capabilities for 3D fluid flow measurement; namely, the ability to digitally refocus on isolated planes post-capture, to effectively 'see-through' partial occlusions by exploiting the multiple camera viewpoints and to capture volumetric information at a single time instant. We expect the capabilities of the synthetic aperture system to be flexible enough to measure in other flow environments, such as multi-phase and bubbly flows or flows with partial obstructions.
Simulations showed that a single array arrangement allowed for measurement within volumes with depth ranging from 10 mm to 50 mm. Altering the optics on the cameras enables further scalability of the measurement range, as was shown in the simulation of the 100 × 100 × 100 mm 3 volume. In this manner, the behavior of the camera array is similar to the behavior of a single-lens camera: we have control over the viewable depth for a given magnification and can change the FOV by changing the magnification. Two simulated flow fields demonstrated the performance of the technique in resolving vector fields with high resolution and in a relatively large volume. The focal plane spacing of the system in the Z dimension, which is related to the depth of field, was theoretically derived for the simple model of two coplanar image sensors. The observed focal plane spacing in the simulations agreed extremely well with that predicted by the theory, despite the fact that the camera image sensors in the simulated model were not coplanar (the cameras were angled). This shows that the concise theory derived is an accurate and useful tool for predicting the depth of field of the refocused images as a function of camera baseline and optics.
The results of the 3D PIV experiment indicate that SAPIV is a viable technique for efficiently and accurately resolving a range of 3D flow fields. In practice, the hardware implementation successfully captured an instantaneous 3D velocity vector field for a vortex ring, with only eight cameras, in a volume with an aspect ratio (Z:X-Y) that is comparable to some of the largest found in the literature. 3D SAPIV results compared well with the 2D PIV experimental data for a similar vortex ring. The signal-to-noise ratio of actual particles for each of the simulated cases was much lower than for the SAPIV experiment, indicating that seeding density can be greatly increased in future experimental studies, which will allow for increased vector resolution.
The simulations indicate that synthetic aperture PIV can resolve particle fields with seeding density and volume sizes competitive with the state of the art; however, we have made no mention of the efficiency with which the system performs. We have reported the number of particles per pixel based on the number of pixels in one camera, perhaps a measure of efficiency is to divide the particle number by the total number of pixels (e.g. 13 cameras × 1000 pixels × 1000 pixels). Table 3 compares this measure of efficiency for several volumetric studies, including the D = 0.4 configuration for the 50 × 50 × 10 mm 3 simulation using 13 cameras and the 8 camera experiment from this study, as well some representative results from tomographic-PIV, holographic-PIV, defocusing DPIV and PTV. The comparison is not intended to give a concrete answer as to the most efficient method, rather to test whether the efficiency of the synthetic aperture PIV technique lies in the realm of other techniques, as it does.
Regardless of the notion of efficiency, performance is the bottom line for a 3D PIV system, if the cost is acceptable. Thus, a practical consideration that naturally arises is how to deal with such a high number of cameras needed for synthetic aperture PIV. Certainly, with a large number of cameras the cost of a system becomes a concern. We have developed an eight camera array which performs double-pulsed frame straddling 3D PIV at 10 frames per second with a total system cost (excluding laser) of less than $15 000, in present-day dollars. An array of high speed cameras for fully time-resolved experiments will be more costly, but SAPIV offers the ability to trade-off individual camera sensor size for a technique that synthesizes smaller sensors, potentially making a high-speed system affordable for 3D PIV. Another form of cost is the required computation time; all data processing was performed on a Macintosh Power Mac G5 computer with a 3 GHz Quad-Core Intel Xeon Processor and 2 GB of RAM. Reconstruction and 3D PIV analysis was implemented in Matlab, and the codes are not optimized at this point. However, the computation time to implement the map-shift-average algorithm, refocus and threshold the images, and assemble them into the reconstructed volume for two timesteps in the simulated 40 × 40 × 30 mm 3 volume required 15% of the time taken to compute the vector fields with three passes and 50% overlap (67 minutes to reconstruct the two timesteps, and 446 minutes to perform the PIV processing). For the SAPIV experiment, the time required to reconstruct the two volumes used to generate the 3D vector field (62 minutes) was 18% of the time required for the 3D PIV processing of the fields (414 min). This attests to the relative simplicity of the refocusing algorithm. Therefore, the actual 3D PIV calculations will dominate the computation time for synthetic aperture PIV.
In order to fully realize the capabilities of SAPIV, further work is required to address several practical issues and challenges, and is ongoing. For example, volume selfcalibration can greatly improve the image reconstruction quality and allow for increased seeding densities. The ability of the SAPIV technique to reconstruct the intensity fields without the use of volume self-calibration in this study underscores the capability of the method. In addition, increasing the camera baseline spacing is expected to increase Z resolution. By increasing the baseline, the depth of field can be reduced allowing for more distinction between particles in the Z direction, which we expect will yield higher resolution in Z. In practice, this requires further investigation to determine acceptable minimum and maximum baseline spacing limits, as well as the maximum flow volume size that can be resolved for a given baseline spacing.
Ultimately, synthetic aperture PIV (SAPIV) provides a new and novel method for 3D quantitative flow velocimetry, which offers the ability to reconstruct very dense flow fields in relatively large volumes for a wide range of applications.
