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This thesis consists of two parts of work: the advances on the efficient and robust im-
plementation of our quantum chemistry program Jaguar for large DFT calculations, and
theoretical modeling of electron transport and trapping in solvated TiO2 nanoparticles. In
first half, We implemented an OpenMP/MPI hybrid parallelization implementation of the
pseudospectral algorithm, developed a fragment based initial guess methodology which is
suitable for addressing systems with significant delocalization, and improved numerical ro-
bustness with regard to the converged wavefunction. The parallel scalability is enhanced
greatly from ∼16 to ∼128, which enables a hybrid-DFT calculation for a system with up to
5000 basis functions. Those advances enable Jaguar to be used in a wide range of materials
science problems that previously were not accessible to our approach.
In second half, by employing a large cluster, a hybrid DFT model (B3LYP), and a
realistic treatment of solvent, we proposed an atomically detailed model for the electronic
states involved in transport and trapping, and obtain good agreement with experiment
for properties such as the energetics of the trapping states and the barriers to hopping
conduction by electrons. The results suggest the existence of energetically shallow electron
trapping states at (sub) surface region induced by the presence of small cations and the
continuum solvent effect. The barrier heights imply that concerted ambipolar diffusion
of the Li+/e− can occur under thermal activation, but it is energetically disfavored for
proton/e− pair. Those results advance our understanding of the effect of the cation and
solvent on the density of states (DOS) of electron traps, and establish the plausibility that
ambipolar model plays a role in electron transport through TiO2 film in DSSC.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
The dye-sensitized solar cell (DSSC) is a low-cost and relatively high-efficient thin film solar
cell based on the dye sensitization of mesoporous nanocrystalline titanium dioxide films. The
phenomenon of charge injection into semiconductor via dye sensitization in electrochemical
cell was first discovered in 1968 [1], and later the plausibility of its application to solar-
electric energy conversion was established and demonstrated in 1971 [2]. The modern version
of DSSC, co-invented by Gra¨zel and O’Regan in early 1990s at UC Berkeley [3], is composed
of a photo-sensitized anode via a film of titanium dioxide nanoparticles covered with organic
dye molecules, a platinum cathode and an electrolye filled between the anode and cathode.
This novel type of solar cell provides relatively high efficiency at low fabrication cost and
is regarded as a promising alternative to the conventional solid-state junction devices and
stimulates the interest of photovoltaic industry.
As such, the research community has spent a tremendous effort to better understand the
functioning of DSSC in the past two decades. Intensive experimental efforts have yielded a
wealth of information with regard to various properties of the cell (e.g., carrier dynamics,
electrochemistry, current/voltage characteristics, etc.), and a large number of variants in
terms of dye molecules, electrolyes, redox couples, etc. have been investigated. There exist
several major reviews which have covered the general discussion of the advances in DSSC [4;
5; 6; 7; 8; 9] and specialized subtopics focusing on the electron transport and recombination
behavior [10], cation effects [11], interfacial charge-transfer [12] and surface behavior [13].
From a phenomenological standpoint, much is now understood about the mechanism of
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solar-electric power conversion in DSSC. It involves a number of key steps, as reviewed in
ref. [4; 5]. In short, (i) light is absorbed by dye molecules (typically ruthenium complexes)
adsorbed to the surface of TiO2 nanoparitcles, which constitude the dominant constituent
of the cell; (ii) the excited dye molecules inject an electron into the TiO2 nanoparticles
thus causing electron-hole separation; (iii) the injected electron is rapidly localized in a
shallow trapping state from which the back reaction to the dye is greatly limited; (iv) the
electron then diffuses via a thermally activated hopping or trapping-detrapping mechanism
to move through a dense TiO2 nanoparticle network to the collection electrode; (v) a portion
of injected electrons performs charge-recombination with either oxidized dye molecules or
oxidized donors in electrolye at TiO2/electrolye interface; (vi) to complete the circuit, a
redox couple (the I−3 /I
− couple is by far the most efficacious redox agent for the DSSC that
has been found to date) in electrolye is employed, and the reduced member of the couple
donates an electron to replenish the oxidized dye molecule after it injects an electron into
TiO2, while the oxidized member of the couple is reduced at the cathode.
One fundamental factor that limits the performance and efficiency of DSSCs is the
transport behavior of the injected electrons in TiO2 nanoparticles. It was known that the
transport of the injected electron (electric current density) is dominated by diffusion rather
than migration, because the electrolyte with high ionic strength (usually LiI/LiI3 in ac-
tonitrile) maintains the electrical neutrality and screens the macroscopic electric field [14].
The mobility of and diffusion coefficient for free conduction band electron in single-crystal
TiO2 in absence of solvent were measured to be on the order of 1 − 10 cm2V −1s−1 and
10−1 cm2s−1 [15; 16; 17]. The measurement of electron diffusion coefficient in DSSC
via various method, such as transient photocurrent [17; 14; 18; 19], transient photovolt-
age [18; 20], intensity-modulated photocurrent spectroscopy (IMPS) [21] and intensity-
modulated photovaltage spectroscopy (IMVS) [22], reported the values in ranging of 10−4
to 10−8cm2s−1, which is orders of magnitude slower. And the electron diffusion coefficient
has been found to be dependent on the light intensity, film morphology, TiO2 nanopar-
ticle size, defects, and electrolye composition. This slow and intensity-dependent elec-
tron transport kinetics has been explained in terms of a multiple trapping model [23;
24; 25] between conduction band and trap states or an equivalent hopping model [26] by
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direct transfer via localized states below conduction band. The electron diffusion (and
charge-recombination) data is well fitted and modeled by multiple trapping model assum-
ing either an exponential density of states [25] or a combination of Gaussians [27]. At
present, the origin of the trap states remains an elusive issue. Conventionally, defects (oxy-
gen vacancy and titanium interstitial) are considered as origins of the (band gap) trap
states, and their existence were validated via scanning tunneling microscopy (STM) [28;
29; 30] and atomic force mircoscopy (AFM) [31] and ab-initio density functional theory
(DFT) calculations [32; 33; 34]; however, experimental measurement and theoretical cal-
culations suggest that the trap depth of the defect-oriented trap state is energetically
much deeper (∼1eV) for thermal activation at room temperature and they are very un-
likely to carry current in functioning DSSC. Another interesting aspect of charge diffusion
in DSSC is the ambipolar diffusion mechanism which states that electron transport in
TiO2 is coupled with the cation transport in electrolyte as a consequence of electroneutral-
ity. Experimental evidences support the ambipolar diffusion in DSSCs [35; 24; 17; 36; 20;
37].
Theorectial studies in the context of transport behavior are mainly focused on (i) the
nature and electronic structure of electron trap states due to native defects (like oxygen
vacancy and Ti interstitial) [38; 32; 39; 33; 34; 40] or intentional dopent [41; 42; 43; 44; 45];
(ii) the effect of surface passivation on the electronic structure of TiO2 [46; 47]; (iii) polaron
hopping (electron and/or hole) in bulk and surface TiO2 [48; 49; 50; 33]; (iv) ambipolar
diffusion of cation/electron [51; 52; 53]; (v) Multiple trapping and hopping mechanism [26;
25; 27]. Generally, the ab-initio calculations of TiO2 in vacuum with defects (like oxygen
vacancy, Li, H, etc) in bulk or on surface suggest the existence of deep gap states (> 0.8eV).
The one that intentionally shifts the energy of conduction band (for example, ref. [42] is
not counted. The origins of shallow trap states are still a elusive question. It is not even
clear which effects can potentially affect the trap depth. The precise shape of density of
states (DOS) of the conduction band edge is a more delicate problem for theorists and
experimentists. [54; 55; 56; 57].
Despite of all the efforts described above, the accurate microscopic models of structures
and energetics of electron trapping and transport in TiO2, at an atomic level of detail, is
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still not well established. Arguably, such models require reliable, high quality theoretical
calculations to complement experiments, which cannot obtain high resolution structural
data or the corresponding energies of many of the key participant electronic states, due to
the complex, disordered nature of the system which is not amenable to standard techniques
like x-ray diffraction analysis. While there have been many first principles quantum chem-
ical calculations of TiO2 systems (some using periodic boundary conditions, others using
cluster based approaches [58; 59; 60; 61; 62; 63; 64]), these have suffered from a significant
number of deficiencies with regard to relevance to DSSC functioning. We enumerate these
deficiencies below, and briefly describe what we have done in an attempt to remedy them,
(the methodology is detailed in sec. 4.1):
1. The great majority of calculations have been performed in vacuum, whereas the DSSC
operates in a solution phase environment, which invariably contains a significant aque-
ous component. As we shall show below, immersion of the nanoparticles in a high
dielectric solvent (modeled as a dielectric continuum, which we believe to be a very
good approximation for purposes of the present study) has a profound effect on struc-
tures and energetics, to the point where gas phase results are unlikely to provide even
a good first order approximation to the correct physics or chemistry of the actual
target system.
2. It is generally assumed that the surface of the nanoparticles is passivated with water
derived ligands. To our knowledge, there is no prior work in which such passivation has
been imposed in a systematic fashion, aside from our earlier paper [46] on this subject.
Use of a realistically passivated surface will emerge below as a critical component in
building physically useful models.
3. A major focus of computational work on TiO2 is understanding what kind of structures
and electronic states could lead to trapping of injected electrons; based on experimen-
tal data, such states are clearly central to carrier transport in the DSSC. Most prior
computational work has focused on trapping states created by oxygen vacancies [32;
39; 33; 34; 40], also see the latest reviews [65; 38]. Such states are no doubt significant
for bulk TiO2 in vacuum, but their relevance to transport in the DSSC is likely to be
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quite low, due to (a) passivation of the surface with water derived ligands as noted
in 2 above, which would potentially modify such vacancies drastically from the ideal-
ized models that are typically used in calculations; (b) these are generally deep traps
( 1eV below the conduction band [66]) which may become filled with electrons; how-
ever, the states that actually participate in the thermally activated electron hopping
process that describes transport in the DSSC must be much closer in energy to the
conduction band, both because thermal activation would otherwise be precluded, and
also because a large separation between the dominant participating states and the
conduction band would lead to a drastically lowered open circuit voltage, and hence
fail to capture much of the photon energy injected into the system. To the extent
that these states exist in the actual environment, they will rapidly become filled from
early electron injection; however, the states involved in subsequent carrier transport
must be of a very different character.
4. It has been clear for some time that the electrolyte in the cell, particularly the cations,
plays a major role in carrier transport; in high performing cells, the Li+ cation is
invariably used, and cell characteristics show significant dependence upon Li+ con-
centration. These observations have led a number of groups to propose an ambipolar
model for carrier transport [35; 24; 17; 36; 20; 37], in which small cations such as
Li+ move with the migrating electrons, stabilizing shallow trapping states on or near
the surface of the nanoparticle. Such models have previously been suggested as being
relevant to transport in other important electrical materials, such as batteries [67; 41;
53; 43; 68; 51; 52; 69; 70; 71]. However, previous calculations aimed at the DSSC
have not incorporated such ions in the model, or investigated whether the ambipolar
diffusion model is consistent with computational, as well as experimental, data. We
perform initial work in these directions below, which yields highly encouraging results.
5. The ability of DFT methods to compute experimentally relevant quantities for transi-
tion metal containing systems of the size and complexity of even a TiO2 nanoparticle
fragment in solution is far from clear. In a series of recent papers, we have shown
that standard DFT methods make systematic errors for the calculation of quantities
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such as redox potentials [72], spin splitting energetics [73], and average ligand removal
enthalpies [74]; furthermore, we have developed an empirical model which provides
robust and accurate corrections to these systematic errors. The model is based on
a localized orbital correction (LOC) scheme combined with the B3LYP functional47,
and yields, for example, a 0.1eV mean unsigned error for redox potentials, a set of
95 octahedral transition metal complexes. We employ this B3LYP-LOC methodology
in the present paper, and show that the calculation of key experimental quantities is
dramatically improved with the LOC corrections, which are taken without any further
modification from the values obtained in ref. [72].
6. The use of a surface passivated with water derived ligands, a continuum solvation
model, a hybrid DFT functional such as B3LYP, and explicit inclusion of net charge
(excess electrons and cations) in the model system, requires that a cluster modeling
approach be employed. This in turn leads to very significant technical challenges,
including treatment of a sufficiently large system, converging geometry optimization
of this system in solvent for many structures, elimination of finite size effects when
these interfere with important experimental comparisons, and the design of cluster
models appropriate to the actual experimental systems. These problems have in
general simply not been considered previous work, and required a considerable effort
to address in a satisfactory fashion. We only briefly summarize these efforts below,
as we here wish to focus on the results rather than the mechanics of the calculations;
a subsequent paper will present methodological advances in more detail.
This thesis primarily focus on the performing ab-initio calculations to simulate the TiO2
nanoparticle in DSSCs (i.e., in present of solvent and cation) so as to understand the eletron
transport and trapping mechanism. The very first and practical question is that, can we
perform the calculation on the desired system (i.e., a TiO2 cluster) in a time-efficiency and
result-robust manner? Going back to late 2010, when I start this thesis work, the answer is
no from several aspects. For instance, it took about 2−3 weeks to perform the geometrical
optimization on a (3,3,3) TiO2 (in fig. 4.1) using our MPI-parallel DFT code and the time
for (5,5,5) was estimated to be more than half a year; besides, we stucked on how to obtain
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a good initial wavefunction to prevent the divergence of the wavefunction in the large
TiO2 cluster for about three monthes. Starting from April 2011, I came to the thought of
improving the parallel efficiency of our DFT code prior to the hopeless application study
on TiO2 system, and started the tentative coding and testing in the next three monthes.
The first working code based on hybrid OpenMP/MPI implementation was accomplished in
September of that year and greatly reduced of the calculation time of a (5,5,5) TiO2 clsuter
to about six weeks even on our slow clusters. At the meanwhile, attempts to solve the initial
wavefunction problem and to understand the incorrect MO (in fig. 3.3) were undergoing.
The advances in improving the efficiency and robustness of the DFT code are presented in
part I of this thesis and they are the first step towards the study of TiO2 systems.
Partly freed from the burden of the calculation time, the next coming question is how
to perform a more realistic simulation to the TiO2 system comparing to the many previous
ones from my and other groups. The underlying issues to this question involve the finite
cluster size (i.e., no periodic boundary condition), the solvent treatment and the error of
DFT functional. Long thoughts had been spent on those issues since late 2011 to early
2012, resulting in the idea of finite size correction (in sec. 4.2.2) and applying B3LYP-LOC
correction (in sec. 4.1.5). These post corrections help to obtain satisfactory results (i.e.,
conduction band energy) comparing to experimental observables in the pure TiO2 cluster.
The following efforts were spent on understanding the nature and origin of the shallow
electron trap states and Ambipolar diffusion mechanism in DSSCs and to establish extensive,
quantitative linkages between the calculations and the important experimental observables.
The modelings were focused on the surface region of TiO2 nanoparticles and the interaction
between electron and cations (i.e., Li+ and Proton). The locations of trapped electrons
(electron trap sites), the electric potential energy diagram and the ambipolar diffusion
barrier heights were computed and detailed studied, as discussed in chapter 4 and 5.
8Part I
Efficient Implementation of
Density Functional Theory for
Large Calculations





Quantum calculations for large systems have become crucial in the past decade for the
various applications in material science, biology as well as chemistry. Many of these calcu-
lations, especially the large ones, are chosen to be performed by using density functional
theory (DFT) method with hybrid functionals (e.g., B3LYP, M06-2X[75; 76]), which has
an optimal asymptotic scaling factor enabling practical calculations for relatively large sys-
tems and generally provides the chemical accuracy for many important thermodynamical
properties in various kinds of systems. During the past decade, a lot of efforts have been
devoted to improve the efficiency for DFT calculations. One major effort[77] is to develop
fragment based DFT methods for large systems, which is capable of treating thousands
of atoms especially for biochemical systems. There were also several attempts[78; 79; 80;
81] focused on developing linear scaling algorithms for existing DFT and Hartree-Fock (HF)
methods aiming to extend the their application size range. These approaches aim to ac-
celerate DFT calculation by treating long range interaction much more inexpensively from
the conventional single DFT calculation of a large system.
An alternative strategy is [82; 83; 84; 85] to enhance the parallel efficiency of the existing
hybrid DFT algorithm by developing parallel algorithm and/or implementing hardware-
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efficient designs for conventional CPUs. Besides, there are increasing efforts[86; 87; 88;
89] spent on developing the efficient algorithm/program for General Purposed GPUs or
accelerators, which theoretically provide more computational capacity for floating point
operations per chip comparing to the conventional CPUs; however, it is still unclear that
whether massive speedup can be achieved from the GPU code comparing to the cache-
optimized and well-vectorized CPU code, especially for the quantum algorithms.
The major reason why parallelization has become more and more important for quantum
chemistry programs in the past decay is that, Moore’s Law is dead for single core chip. For
decades, semiconductor industry consistently delivered increases in clock speed so that the
single-threaded code executed twice (or more) times faster on newer processors every about
18 months without modification. However, starting around 2005, processor makers shifted
from higher-clock single-core chip designs to multi-core chip designs to maintain the CPU
power dissipation; as a consequence, the number of cores per chip is increasing steadily,
while the clock speed of a single CPU core has considerably reached a plateau value of
around 3GHz (base clock). This means, the maximum modeling size of any single-threaded
(or poorly parallel) ab-initio DFT code, subjected to an acceptable walltime, is bounded to
around sub-hundred atoms even with relatively small basis functions. This challenge drive
researchers and developers pay more attention on the software design and its compatibility
to hardware with regard to performance and efficiency.
About 15 years ago, our group developed the parallel pseudospectral (PS) algorithm for
the Hartree-Fock calculations, and implemented it using standard message passing inter-
face (MPI) protocol[90] on the latest parallel machines (such as IBM-SP2) in late 1990s.
This implementation demonstrates good scalability up to 16 processors, especially the self-
consistent-field (SCF) part of code achieves an overall efficiency of 87% for 8 processors and
74% for 16 processors. Later, a lot of efforts were spent on parallelizing the local MP2 and
DFT code, the scaling was not altered relatively.
Although it is considered as a powerful and practical tool at that time, this legacy code
needs re-engineering to run efficiently on latest multi-core based supercomputer cluster.
The major objective of this study is to improve the scalability such that the resulted code is
capable to efficiently preform DFT calculations on large modeling system within reasonable
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time given enough number of CPU cores in parallel. As the complexity of the quantum
chemistry algorithm and implementation (i.e. million lines of code), there is a significant
number of challenges and we enumerate them below and brief describe what we have done:
(1) The parallelization and scalability of our previous code need to be greatly improved
to satisfy the size demand of 50-600 atoms (up to as many as 5000-10000 basis functions) for
large calculations nowadays in material science and/or biology studies. As the pseudospec-
tral algorithm is generally more efficient than the conventional method on formatting the
Coulomb (J) and Exchange (K) matrices (3-5 times depending on system size and calcula-
tion type), if the scalability of the code can go up to one to two hundreds of CPU cores, the
code will be capable of handling those large calculations efficiently on latest hardware. As
explain in Section 2.2.1 and 2.2.2, we introduced an additional parallel layer via OpenMP
into our previous MPI implementation to achieve this.
(2) The desired scalability requires the fine parallelization of many speed-limiting code
pieces in all (geometrical optimization) related modules. Due to Amdahls law, which is
originally stated that the scalability (speedup) is significantly limited by the sequential part
of code, the parallelization must cover the original MPI-paralleled code pieces, as well as
many additional ones if the scalability is to be increased for ten fold; in addition, those code
pieces must be parallelized in both OpenMP and MPI, and the computing tasks have to be
distributed reasonably, as shown in Table 2.1.
(3) The static distribution and sorting strategy of the workloads between different work-
ers is not sufficient enough to ensure evenly load balance in the scenario of using hundreds
of cores, which can result in few percentages to even 10% performance loss depending on the
modeling system and running options. As described in Section 2.2.4, we have implemented
a platform-independent dynamic scheduler based on TCP protocol in MPI layer; together
with the existing dynamic scheduling method in OpenMP layer, the entire design delivers
evenly stable load balance experience under all tested situations.
(4) Although the computational power of CPU is increasing exponentially for the past
decade, the speed of memory and (especially) hard drive is not proportionally improved
comparing to CPU; in another word, the available bandwidth of memory and file system
per computational power keep leveled off or even decreased. In our legacy code, a large
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portion of temporary data (such as electron integrals, grid points, matrices, etc) is stored
on disk drive, as in 1990s the available memory is very limited. What is worse, in the
previous MPI implementation, almost all temporary data except Q matrices are duplicated
among all processors to reduce the communication overhead as well as to simplify the
implementation. This old design is no longer suitable for modern hardware, considering
narrower bandwidth and significantly larger temporary data (which is proximately quadratic
to the size of modeling system). As described in Section 2.2.5, this issue is remedied partly
(a) via the shared-memory OpenMP layer, which allows threads to share a single copy
of temporary data and greatly reduces the number of copies for the same parallelization
size and partly (b) via the distributive storage of temporary data, which eliminates the
duplicated copies at the cost of re-engineering and tolerable synchronization.
(5) The conventional initial guess method via the atomic wavefunctions[91] or densities[92]
is not sufficient for large systems with delocalized electron densities. We implemented the
fragment initial guess method (FMO-INIT) based on fragmentation, which systematically
remedies the problem and is generally applicable to various kinds of systems. We describe
this part of study in Section 3.1.
(6) In the Jaguar PS implementation, there exist numerical cutoff values based primarily
on small molecule test cases which need to be validated for larger system. We provide an
example in which an improper cutoff value could lead to incorrect MO shape and energies
in Section 3.2; and define new cutoff values which avoid this difficulty.
In this chapter, we present the detailed explanations on the parallel PS algorithm, its
OpenMP/MPI hybrid implementation, various performance tunings, and also we provides
the timing results for the geometry optimization calculations (i.e., includes gradient calcula-
tions) of a series of TiO2 clusters with increasing size on the Stampede Linux Cluster located
at Texas Advanced Computer Center, validates the parallel efficiency of our OpenMP and
hybrid implementations. In the next chapter, we describe the implementation and procedure
of the fragment initial guess method, and demonstrates the effectiveness of the fragment
initial guess method for large condensed phase systems.
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Table 2.1: The list of the major routines, their functionality and parallelization implementation
Routine Functionality OpenMP MPI
ONEE one electron integrals including effective core potential Yes Yes
HFIG Hartree-Fock initial guess Yes∗ Yes∗
GRID Generation of the pseudospectral, DFT, charge-fitting grids Yes Yes
RWR Assembly of the least squares operator Q Yes† Yes†
SCF DFT: Numerical integration of DFT Yes Yes
TWEE: Three-center two-electron integrals Yes Yes
JK: Three-center one-electron integrals and PS assembly Yes Yes
Fock: Assembly and diagonalization of Fock matrix Yes‡ Yes‡
DER1A the same as ONEE for 1st derivatives Yes Yes
DER1B the same as SCF for 1st derivatives Yes Yes
∗only the fragment initial guess algorithm is parallelized.
†the short-range and long-range Qs are parallelized in both MPI and OpenMP; Q assembly is
only parallelized in MPI.
‡using multi-threaded SCALAPACK.
2.2 Implementations
2.2.1 Overview of OpenMP and MPI
There are two distinct memory models in parallel programming: shared-memory and dis-
tributed memory. In the former, a program is considered as a collection of threads (or light
weight processes) of control such that all threads can directly access memory in a common
address space. The shared-memory programming paradigm only allows the threads to be
executed on a set of cores where the threads can access the shared memory. From hardware
view, this often implies that a program based on shared-memory model only runs on a single
shared memory machine (i.e., a single node), but not necessarily. There exist tools such
as global arrays[93], distributed data interface[94] and virtual shared memory[95], in which
memory on other nodes can be accessed via a globally shared common address space. This
enables and extends the application of shared memory model such that it can be utilized
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on a distributed machine (i.e., multiple nodes). The widely used tools for implementation
of a shared-memory model include OpenMP[96], Intel Threading Building Blocks[97] and
POSIX threads[98].
On the other hand, in a distributed-memory model, for example the message passing
interface (MPI)[90] approach, there exist a group of processes such that each of them has
its own memory address space and the communications between them are performed via
explicit message passing operations.
In the last few years, as the cluster systems evolve from multi- to many-core sys-
tems, many electronic structure applications, such as the General Atomic and Molecular
Electronic Structure System (http://www.msg.ameslab.gov/gamess/, GAMESS)[99; 100],
Qchem (http://www.q-chem.com/)[101], TURBOMOLE (http://www.turbomole.com/)[102],
are shifting to the hybrid model, in which multiple MPI processes are employed to manage
inter-node memory access, and multiple threads within each MPI process directly share the
memory on each node. The motivation to replace the intra-node MPI processes by shared-
memory threads is to minimize the total number of spawned MPI tasks and to increase the
memory per MPI task. This strategy generally improves the asymptotic scaling comparing
to just using MPI alone, and enables larger systems to be modeled due to the increase of
available memory per MPI task.
When redesigning the parallelization implementation of our PS algorithm, we decided to
choose the hybrid OpenMP/MPI implementation for following reasons: (1) Comparing to
other shared-memory tools, OpenMP is generally portable and supported by most available
FORTRAN and C compilers, which simplifies the procedure to support different platform,
for example Linux, windows, Mac OS. (2) OpenMP allows sharing of main memory and
a single copy of temporary data (on hard drive) between a collection of threads (belong
the same process), which potentially alleviates the bandwidth tension on memory and file
system, and thus further improves the overall scalability. (3) The hybrid Open/MPI design
is usable for both shared-memory and distributed-memory clusters.
CHAPTER 2. OPENMP/MPI PARALLEL IMPLEMENTATION 15
2.2.2 Hybrid Implementation of the Parallel Pseudospectral Algorithm
The parallel pseudospectral algorithm has been described in our previous study[103; 104;
105; 106; 107; 108; 109; 110; 111], and we shall only present the basic idea without detailed
elaboration. In PS algorithm, the Coulomb matrix (J) elements and the exchange matrix















where ρνµ is the element of the density matrix, Rj(rg) is the atomic basis function j eval-
uated at a grid point rg, Aµν(rg) is a three-center, one-electron integral representing the
field at rg due to the product of two atomic basis functions indexed by µ and ν, and Qi(rg)
is the least square fitting operator given by,
Q = S[R+wR]−1R+w (2.3)
in which S is the overlap matrix of atomic basis functions, and w is the diagonal matrix of
grid weights.
The entire implementation of the parallel PS algorithm consists of the following eight
steps: (a) ONEE, calculation of one electron integrals, including effective core potential
if needed for transition metals; (b) GRID, generation of PS and DFT grid points; (c)
RWR, generation of the least squares operator Q; (d) TWEE, calculation of the three-
center two-electron integrals as analytical corrections; (e) JK, calculation of the three-
center one-electron integrals and the pseudospectral assembly of J and K matrices; (f)
DFT, the calculation of density functional theory; (g) FOCK, assembly of Fock matrix and
its diagonalization. The steps of (b,c,e) are unique for the pseudospectral algorithm, and
the steps of (d-g) constructs the SCF routine which is evoked iteratively until the density
converges.
Similar to many other scientific algorithms, the parallel PS algorithm is based on data
level parallelism, meaning that within each routine (step) the algorithm decomposes the
entire problem into many algorithm-identical but data-independent subtasks. The paral-
lelization is implemented in a fork-and-join manner, which distributes those independent
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subtasks to a bunch of available workers (i.e., CPU cores), then collects all partial results
(usually after all subtasks finished) and merges them to obtain the complete solution.
Table 2.2: The data partition of major routines in the OpenMP/MPI implementation.
Routine OpenMP MPI is same loop
(a) ONEE Atoms Atoms Yes
(b) GRID Grid Points Grid Points Yes
(c) RWR PS grid points in a sub-Q short-range and long-range sub-Qs No, OpenMP inside
(d) TWEE Atoms Strips of the density matrix No, OpenMP inside
(e) JK PS grid points PS grid points Yes
(f) DFT DFT grid points DFT grid points Yes
(g) Fock - Multi-threaded SCALAPACK -
The distributions of subtasks in the major routines of our implementation at OpenMP
and MPI levels are listed in Table 2.2. The percentage of the time consumption for major
modules can be found in Section 2.3.2. We note that the SCF routine (i.e., including d-g)
generally consumes about 90% of the total calculation time in a single process calculation.
Most of our computational intensive routines like GRID, JK and DFT are parallelized at
the same loop for both OpenMP and MPI via the partitions on PS or DFT grid points. This
choice helps to reduce the burden of reorganizing the existing MPI code and has almost
zero performance loss provided that the number of subtasks is sufficiently large. In most
calculations, the number of PS grid points is 200-300 per atom and the number of DFT
grid points is a few thousand per atom. For a reasonably large calculation system (i.e.,
more than 100 atoms), the calculation involves sufficient number of batches of PS and DFT
grid points (given 128 grid points per batch) to feed the critical parallel loop efficiently.
TWEE is slightly different with OpenMP placed inside of MPI; and OpenMP is parallelized
at atom piece while MPI is parallelized on strips of the density matrix, for better load
balance. RWR is treated differently, and separately discussed in Section 2.2.3.
We present the general pseudo-code in FORTRAN for a parallel kernel with the OpenMP
and MPI parallelization at the same critical loop in Listing 2.1. The single critical loop,
starting from line 7 and ending at line 20, iterates over the batches of (PS or DFT) grid
points; for example, in JK routine, this loop corresponds to the first summation over g
in Eq. (1) and (2). The OpenMP parallelization is coded via complier pragmas (i.e., lines
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starting with c$OMP in FORTRAN), which generally specify the parallel scope, the parallel
loop, the possible critical sections, and the shared or private state of each usable variable
within the parallel scope. The MPI parallelization is coded via explicit if-branching on MPI
process ID (line 11 and 15). The load balance is optimized and assured in both OpenMP
and MPI as implemented via OpenMP implicit dynamic scheduling (at line 6) and via our
explicit MPI dynamic scheduler (discussed in Section 2.D).
1 use omp mt ! Threading in fo , f o r example ThreadID
2 c a l l m k l t h r e a d i n g o f f ! Turn OFF mult i thread ing in BLAS and LAPACK
3
4 c$OMP PARALLEL DEFAULT(SHARED) ! OpenMP shared v a r i a b l e s , d e f a u l t
5 c$OMP& PRIVATE( ib , . . . ) ! OpenMP p r i v a t e v a r i a b l e s
6 c$OMP DO SCHEDULE( dynamic )
7 do i =1, num ps gr ids ! OpenMP & MPI t a r g e t loop
8 c$OMP CRITICAL(LOCK XX)
9 i t b = i t b + 1 ! Global loop counter
10 ib = i t b ! Pr ivate loop ID
11 c a l l s chedu l e r (MPI ID , ib , mpido ) ! Inqu i ry MPI dynamic s chedu l e r
12 i f ( mpido . ne . 0 )
13 & c a l l cache q matr ix ! Caching f i l e data in order
14 c$OMP END CRITICAL(LOCK XX)
15 i f ( mpido . eq . 0 ) c y c l e ! MPI d i s t r i b u t i o n
16
17 eva luate A i j g ! Do computation
18 sum over to get J i j and K i j
19
20 enddo
21 c$OMP END DO NOWAIT
22 c$OMP END PARALLEL
23 c a l l mkl thread ing on ! Turn ON mult i thread ing in BLAS and LAPACK
Listing 2.1: The pseudo-code of OpenMP/MPI hybrid PS algorithm
The critical section (line 8-14) is responsible for serializing the caching procedure of
temporary data on disk in order, as those file I/O operations are implemented in sequential
manner, as opposed to random assessment. As the worst case, this critical section in JK
routine, which fetches the PS grid points as well as the strips of Q matrix, only consumes
2-4% of the calculation time for one loop iteration. As for most large calculations, the
number of OpenMP threads per MPI process is within the range of 1-32 for the latest
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supercomputer or workstation which only has 16-64 cores per node (given more than one
MPI processes on each node); the overhead of this critical section is well hidden and has
little effect on parallel performance, as shown in Section 2.3.2.
2.2.3 Details of Least Square Assembly
The least squares assembly code (i.e., RWR) is complex and requires specially consideration.
The RWR routine partitions the calculation of the least squares Q matrix in Eq. 2.3 into
short range and long range sub-matrices for computational efficiency (i.e., the Q matrix
elements for short range functions at far PS grid points are approximately zero), for details
see Ref. [105]. As the name implies, the short range functions drop off sharply as a function
of the distance from their atomic center. The short range components are not coupled at
atomic level and can be further partitioned into atomic sub-Q matrices; while the long range
components are fully coupled and form one very large sub-Q matrix. The entire Q matrix
is computed in two steps: (1) Solve the inverse of the R+wR matrix for short range and
long range components; (2) assembly the entire Q matrix via Eq. 2.3.
There is one major difficulty in step (1) that the size of the R+wR matrix for long
range is not restricted to atomic level, but molecular level. For example, in a system with
350 atoms (i.e., the 555 TiO2 cluster), the long range R
+wR matrix has a size of 10000
by 10000 (including both basis functions and dealiasing functions), while the short range
matrices are on the order of a few hundreds. As the inverse calculation of this large matrix
involves matrix diagonalization (for numerical issues), the long range calculation dominates
the RWR time. This significant distinction requires different parallelization treatments for
short range and long range.
In this implementation, the calculations of short range components are distributed
among all MPI processes, and the thread level parallelism is carried out via (a) OpenMP
parallelization on the construction of the R+wR matrix via partitions on PS grid points,
and (b) multi-threaded LAPACK routines for solving the inverse. For the long range com-
ponent, as the diagonalization of the large matrix dominates the long range calculation
time, SCALAPCK routine with multi-threading (i.e., PDSYEV) is used; the construction
of the R+wR matrix is only parallelized in OpenMP, by reusing some shared subroutines
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in short range implementation. The MPI parallelization for the construction of the long
range R+wR matrix is not included in this implementation for two reasons: (a) the di-
rect MPI implementation is possible, but requires efforts to re-implement most underlying
subroutines in RWR in a different manner; (b) it is possible to decompose the long range
Q with proper cutoff values in large systems (with a few hundreds of atoms), which could
potentially be a more efficient solution, but requires a separate study. This introduces some
performance loss to the entire salability for 256 cores, but just a little for 128 cores. Finally,
the Q matrix assembly is parallelized via MPI and multi-threaded LAPACK routines.
2.2.4 MPI Dynamic Scheduler
Generally, given a static distribution and sorting strategy of the workloads between different
workers, it is difficult to ensure even load balance in the scenario of using hundreds of cores.
In our PS algorithm, although the tasks have similar size (i.e., number of PS grid points) and
are sorted to the descending order, there still exists a considerable performance loss (about
3-10% depending on the system size and calculation options) due to the load imbalance,
especially when the hardware resources are not equal for all cores. We implemented a MPI
dynamic scheduler in our code to remedy this issue. The implementation is basically based
on a TCP server-client model. On the master process, a TCP server is launched via the
POSIX thread; and all processes themselves are considered as clients, and are capable of
communicating with the server on master process. This design is very light weight and
small footprint, and the communication cost (a few bytes for each query) is very limited
and not noticeable on our tested hardware.
This dynamic scheduler is used to perform dynamic and hybrid scheduling in our parallel
PS algorithm. The hybrid scheduling refers to the partial dynamic distribution, for example,
by default, the 85% of tasks are statically assigned among all workers, and the other 15%
of tasks are dynamically assigned via our MPI dynamic scheduler. As the workload of each
task (proportional to the size) is similar, in theory, the hybrid scheduling assures identical
workload balance as the dynamic scheduling does. In addition, it also has smaller footprint
for the file I/O operations, as the majority of tasks are treated statically and do not require
the duplication of their corresponding Q matrices on all nodes.
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2.2.5 Storage Distribution
When the calculation size becomes constant larger, the required storage for the temporary
data is also increased dramatically. In contrast; the speed of hard drive is not significantly
improved, and is decreased with regard to the CPU speed, which is a potential bottleneck
for programs that use lots of scratch disk. This issue affects our previous code significantly,
as the initial MPI implementation assumed that each process can keep an entire copy of
almost all temporary data. This assumption is not compatible with the latest hardware,
and generally makes the program in which wait for the file I/O operations to complete
especially on symmetric multiprocessing (SMP) machines that all processes share a single
disk.
The new implementation remedies this problem by (1) applying distributed storage
of most of the major temporary data, including DFT grid points, least squares matrices,
density matrix, J and K and Fock matrix, etc; (2) removing unnecessarily duplicated files
without any compromise to functionality, for example, output file, log file, restart file; (3)
reducing the number of duplicate copies via sharing a single copy among OpenMP threads.
The only remaining duplicate in the code, is the input file; however, only when an explicit
initial guess is included, could this possibly result in large file I/O at the beginning of
program.
2.2.6 Low Level Vectorization
Although the OpenMP provides the simple grammar syntax and the portability to different
architectures, the OpenMP code is potentially error-prone for low level optimizations, as the
code generation and code optimization are generally left to the compiler. We did observe
performance degradation for the parallel executable compiled with OpenMP enabled due to
the compilers misses of auto-vectorization. We have performed validations and modifications
on pointer aliasing issue or compiler bugs which could lead this issue, and assure the parallel
executable (compiled with OpenMP enabled) delivers almost identical performance as the
sequential executable (compiled with OpenMP disabled) for a single process with a single
thread.
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2.3 Results
2.3.1 Benchmark Systems and Platform
The algorithm was implemented into Jaguar quantum chemistry program package. Most
features presented in this paper, except for some file I/O optimizations, are included in
version 8.0 (available in 2013)[112; 113]. The benchmark platform are the Stampede and
Lonestar supercomputers in Texas advanced computing center. Each Stampede node con-
sists of two Intel Xeon E5-2680 2.7GHz (8 cores, 20MB shared L3-cache), and 32GB DDR3-
1600MHz shared memory. The internode connection on Stampede is via InfiniBand Mel-
lanox Switches with theoretical bandwidth of 56Gbit/s. The Stampede has Intel FORTRAN
compiler-13.1.0, Intel C compiler-13.1.0, Intel MKL as a BLAS, LAPACK and SCALAPCK
library, and Intel MPI-4.1.0.030 as an MPI library. Each Lonestar node consists of two In-
tel Xeon 5680 3.3GHz (6 cores, 12MB shared L3-cache) and 24GB DDR3 shared memory.
The internode connection on Lonestar is via InfiniBand Mellanox Switches with theoretical
bandwidth 40 Gbit/s. The compiles and APIs on Lonestar are Intel FORTRAN 11.1, GCC
4.4.5, Intel MKL and OpenMPI-1.4.3 as MPI library. We note that, the sequential executa-
bles are compiled separately from parallel executables, with OpenMP disabled and without
linking to MPI library. All timing tests except the (335)l case shown in Table 2.3 were
performed on stampede machine. The (335)l tests were performed on lonestar machine.
Table 2.3: The list of benchmark systems and conditions
Abbr. Stoichiometry Basis #Basis functional UHF? FMO-INIT
(333) (TiO2)23(H2O)34 LACVP/6-31G 1295 B3LYP Yes Tested
(335)s (TiO2)41(H2O)38 LACVP/6-31G 1991 B3LYP Yes Tested
(335)l (TiO2)41(H2O)38 LACV3P+*/6-311G+* 3777 B3LYP No Tested
(555) (TiO2)61(H2O)58 LACVP/6-31G 3014 B3LYP Yes Tested
(576) (TiO2)104(H2O)90 LACVP/6-31G 4961 B3LYP No Tested
(733) (TiO2)52(H2O)64 LACVP/6-31G 2731 B3LYP - Tested
The DFT geometry optimization calculation is chosen for the timing tests to investigate
the code scalability with regard to the system size. Each parallel calculation was performed
with given certain number of CPU cores (NCORE), which is distributed among OpenMP
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Table 2.4: Timings (in seconds) and speedups for the geometry optimization of the (333) TiO2
cluster at UB3LYP/LACVP level with 1295 basis functions, with respect to the number of
threads. The routine name and functionality is explained in Table 2.1.
NPROCS TPP ONEE/DER1A GRID RWR SCF/DER1B Overall Speedup
1 1 591.1 1462.1 168.1 23346.6 25824.6 1.0
1 2 334.2 731.8 108.9 11453.9 12812.5 2.0
1 4 179.6 369.2 85.4 5825.8 6601.0 3.9
1 8 105.9 192.2 85.5 3066.9 3574.1 7.2
1 16 70.8 104.3 77.5 1695.7 2059.6 12.5
and MPI by specifying the number of processes (NPROC) and the number of threads per
process (TPP). And the NCORE equals to the multiplication of NPROC by TPP. The
performance of OpenMP and hybrid implementation was tested.
The benchmark systems are listed in Table 2.3 with benchmark conditions. The three
digits in the abbreviation represent the number of layers in each dimension, for example,
the (335) is a rod-like cluster along the c axis. Due to the runtime cap on Stampede, all
calculations are set as one single geometry optimization with exactly ten SCF iterations.
For most of the test cases, the basis set is LACVP for Ti atoms and 6-31G for H and
O atoms. LACVP basis uses effective core potentials (ECP) to represent the core part
of transition metal, which aims to test the efficiency of ECP code. The DFT functional
is chosen as B3LYP, one widely used hybrid functional which incorporates a portion of
exact exchange from Hartree-Fock theory. Unrestricted DFT calculation is used instead of
restricted open-shell calculation for all tests except for the largest (733) cluster due to the
memory limit. In one test case, (335) cluster, we investigate the effect of using a larger
basis set of LACV3P+*/6-311G+* on the Ti, O and H atoms.
2.3.2 Performance of the OpenMP implementation
To investigate the parallel performance of the OpenMP implementation alone, we performed
the geometry optimization calculations for the smallest (333) TiO2 cluster which has 1295
basis functions, with regard to number of OpenMP threads, on a single Stampede node. The
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Table 2.5: Timings (in seconds) and speedups for the geometry optimization of the (333) TiO2
cluster at UB3LYP/LACVP level with 1295 basis functions, with fixed 16 total cores but variable
NPROC and TPP.
NPROC TPP ONEE/DER1A GRID RwR SCF/DER1B Overall Speedup
16 1 58.8 122.7 111.7 1715.5 2033.2 12.7
8 2 47.5 116.4 88.1 1653.1 1921.2 13.4
4 4 49.4 110.6 84.0 1644.6 1902.4 13.6
2 8 57.3 109.0 108.4 1664.4 1953.4 13.2
1 16 70.8 104.3 179.9 1695.7 2059.6 12.5
number of MPI processes (NPROC) is fixed to 1. As shown in Table 2.4, in the sequential
tests (TPP=1), the SCF/DER1B, GRID, ONEE/DER1A and RWR consume 90.4%, 5.7%,
2.3%, 0.7% of the total calculation time for this testing case, respectively. With two threads,
the parallel code delivers two folds of speedup comparing to the sequential code, which
suggests that there is almost zero overhead due to low-level compiling issues (as discussed
in Section 2.2.6). On a single stampede node, both SCF/DER1B and GRID routines
present a very good speedup as a function of the number of threads; with maximum 16
threads, we observes 13.7 and 14.0 folds of speedups for SCF/DER1B and GRID routines,
respectively. The ONEE/DER1A and RWR routines are not particularly efficient in this
OpenMP standalone test (as we shall show, hybrid mode provide better performance),
however, they only consume a small fraction of the total calculation time (∼ 3% in this
testing case). Overall, the present code delivers ∼ 7.2 folds of speedup for 8 threads and
∼ 12.5 folds of speed for 16 threads.
The next benchmark test is also performed on the smallest (333) TiO2 cluster, with
fixed total number of cores but variable NPROC and TPP values, to compare the parallel
efficiency of OpenMP to MPI side by side. As shown in Table 2.5, the five cases present
similar total calculation timings and speedups within ±4% of deviation. For GRID routine,
the OpenMP implementation shows better performance over MPI due to less demand of the
MPI communications. For the other three routines, we do not observed preference between
OpenMP and MPI; and the hybrid combination with NPROC=4 and TPP=4 demonstrated
the best timings and delivers 13.6 folds speedup for total 16 cores. This suggests that (1)
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overall both MPI and OpenMP are efficiency in this implementation and especially the
SCF/DER1B routines are almost equally efficient; (2) the hybrid combination of OpenMP
and MPI gives better parallel coverage of the code and slightly better timings.
























(333) TiO2 cluster(335) TiO2 cluster(555) TiO2 cluster(576) TiO2 cluster
Figure 2.1: Timings for geometry optimizations of TiO2 clusters with respect to the number of
CPU cores. Benchmark systems and conditions are explained in Table 2.3.
The timing results for the geometry optimization of a serial of TiO2 clusters and corre-
sponding speedups are presented in Table 2.6 and Figure 2.1. These benchmark tests were
performed such that on each Stampede node at most two MPI processes are launched, and
each MPI process contains at most eight OpenMP threads. The tested range of NCORE
starts from a smallest value such that the entire task can be finished with the time cap (24
hours) on Stampede, and ends when the runtime is sufficient short (i.e., around 100s for
single SCF iteration) or scalability curve (Figure 2.1) reaches the turning point.
We note very good speedup for the entire code among all tested TiO2 clusters with 1295
to 4961 basis functions. In the logarithmic scale, the log of total calculation timings show
linear relation to the log of NCORE for the four tested cases with similar slope values, for
up to around 128 cores. In the two largest cases, the curves start to reach the turning point
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Table 2.6: Timings (in second) and speedups (SP) for geometry optimization of TiO2 clusters
of various size with LACVP/6-31G basis on Stampede machines.
(333) (335) (555) (576)
NCORE NPROC TPP Time SP Time SP Time SP Time SP
1 1 1 25824.6 1.0 - - - - - -
2 1 2 12812.5 2.0 36270.4 2.0 - - - -
4 1 4 6601.0 3.9 19167.7 3.8 57658.7 4.0 - -
8 1 8 3574.1 7.2 10285.7 7.0 30871.5 7.5 65023.4 8.0
16 2 8 1953.4 13.2 5480.5 13.2 15852.2 14.6 34034.0 15.3
32 4 8 1112.9 23.2 2941.4 24.7 8397.3 27.5 17912.1 29.0
64 8 8 - - 1707.4 42.5 4852.6 47.5 9982.3 52.1
128 16 8 - - 1125.4 64.5 3052.9 75.5 6166.5 84.4
192 24 8 - - - - 2491.2 92.6 5067.4 102.6
256 32 8 - - - - 2290.8 100.7 4565.7 113.9
with more than 128 cores; although less efficient, the extra cores still produce considerable
speedup, for example in (576) case. In (333) case with 1295 basis functions, the present
code delivers 23.2 folds of speedup for 32 cores and reduces the each SCF iteration to ∼ 128
seconds; In (335), (555) and (576) cases, with 1991, 3014 and 4961 basis functions, we
observes 64.4, 75.6 and 84.4 folds speedup for 128 cores, and timing of one SCF iteration is
reduced to ∼ 66, ∼ 180, ∼ 310 seconds, respectively. This result suggests that the scalability






















































Figure 2.2: Timings (left) and speedups (right) of the major routines for geometry optimization
of (576) TiO2 cluster at LACVP/6-31G basis with 4961 basis functions, with respect to number
of CPU cores, on Stampede machines.




















































Figure 2.3: Timings (left) and speedups (right) of the major routines for geometry optimization
of (335) TiO2 cluster at LACV3P+*/6-311G+* basis with 3777 basis functions, with respect
to number of CPU cores, on Lonestar machines.
Table 2.7: Timings (in seconds) and speedups (SP) of the major routines for (576) TiO2 cluster
with LACVP/6-31G basison Stampede machine. TPP is fixed to 8.
NCORE NPROC ONEE/DER1A GRID RWR SCF/DER1B Overall
Time SP Time SP Time SP Time SP Time SP
8 1 5164.2 8.0 8380.3 8.0 4221.9 8.0 47043.0 8.0 65023.4 8.0
16 2 2607.3 15.8 4301.6 15.6 2228.1 15.2 24710.7 15.2 34034.0 15.3
32 4 1325.4 31.2 2239.1 29.9 1513.8 22.3 12656.8 29.7 17912.1 29.0
64 8 684.7 60.3 1189.3 56.4 1105.1 30.6 6838.1 55.0 9982.3 52.1
128 16 403.1 102.5 673.5 99.5 935.9 36.1 3980.0 94.6 6166.5 84.4
192 24 320.2 129.0 508.1 132.0 867.3 38.9 3186.8 118.1 5067.4 102.6
256 32 279.2 148.0 428.7 156.4 821.2 41.1 2845.2 132.3 4565.7 113.9
We choose two cases as examples to demonstrate the parallel performance of major
routines in this code: (576) cluster with LACVP/6-31G basis and (335) cluster with
LAVC3P+*/6-311G+* basis. The timings and speedups are shown in Table 2.7 and 2.8 and
Figure 2.2 and 2.3. In both cases, the SCF/DER1B routines dominate the total runtime;
the second longest routine is GRID in (576) case (with smaller basis) and RWR in (335)
case (with larger basis). Except for the Least squares (RWR) routines, all the other three
major routines show excellent scalability for up to about 128 cores. For example, in (576)
case, ONEE/DER1A, GRID and SCF/DER1B deliver 102.5, 99.5 and 94.6 folds of speedup
given 128 cores; with 256 cores, they provides 148.0, 156.4 and 132.3 folds of speedup,
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Table 2.8: Timings (in seconds) and speedups (SP) of the major routines for (335)l TiO2 cluster
with LACV3P+*/6-311G+* basis on Lonestar machine. TPP is fixed to 6.
NCORE NPROC ONEE/DER1A GRID RWR SCF/DER1B Overall
Time SP Time SP Time SP Time SP Time SP
6 1 1025.0 6.0 690.5 6.0 2601.2 6.0 29404.4 6.0 33763.2 6.0
12 2 561.3 11.0 374.4 11.1 1523.5 10.2 15338.4 11.5 17866.1 11.3
24 4 303.6 20.3 202.5 20.5 975.7 16.0 8038.8 22.0 9579.2 21.2
48 8 184.6 33.3 118.0 35.1 735.6 21.2 4409.6 40.0 5497.3 36.8
96 16 113.5 54.2 74.2 55.8 586.0 26.6 2626.8 67.2 3446.9 58.8
120 20 116.5 52.8 66.3 62.5 553.3 28.2 2316.8 76.2 3104.6 65.3
respectively. However, the RwR routine is less optimal, only scales to ∼ 32 cores, due to
the lack of MPI parallelization for the long range component as discussed in Section 2.2.3,
which becomes the potential bottleneck for the overall scalability. As the RwR routine con-
sumes about 7% of the total calculation time, the overall scalability up to 128 cores is not
greatly affected; however, this indeed makes the overall speedup deviates from the speedup
of SCF/DER1B routines with more than 128 cores (i.e., the green curve deviates more and
more from the black curve in Figure 2.2 and 2.2).
2.4 Conclusion
In this chapter, we have presented our study on improving the efficiency of our pseudospec-
tral based electronic program Jaguar for large DFT calulations via the OpenMP/MPI hybrid
parallel implementation and examined its parallel performance against the complex bench-
mark systems, i.e., a serial of TiO2 clusters with 1295, 1991, 3014, 4961 basis functions.
Overall, the present code shows excellent scalability and efficiency among all benchmark
cases; in the largest two cases, the code delivers 75.54 and 84.36 folds of speedups with 128
CPU cores for DFT geometry optimization calculations. Except for least squares (RwR)
routine, all other major routines scales rather well even for 256 cores and deliver competing
speedups.
Those results presented herein suggest that the DFT calculation for geometry optimiza-
tion can be carried out with reasonably large basis sets for a large-scale modeling system
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with about 100-600 atoms within a relatively short wall-clock times on latest supercomputer
or even workstations. As an example, our code can currently perform a gas-phase geometry
optimization step for (555) TiO2 cluster with LACVP/6-31G basis at UB3LYP level in
roughly 30 minutes using 128 cores on Stampede nodes. In addition, our sequential code
still has zero overhead from this parallel implementation, and retains outstanding sequential
performance for the batch calculation of small molecules. Furthermore, the code can be di-
rectly used in the mixed quantum mechanics/molecular mechanics (QM/MM) calculations,
which enable the treatment of proteins and other biological marcromolecules.
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Chapter 3
Robustness Improvements
3.1 Implementation and Testing of the Fragment Initial Guess
Method
3.1.1 Theory and Procedure
The conventional initial guess method via the atomic wavefunctions[91] or densities[92]
is not sufficient for large systems with delocalized electron densities. We implemented
the fragment initial guess method (FMO-INIT) based on fragmentation, which system-
atically remedies the problem and is generally applicable to various kinds of systems.
We note that similar fragment approaches were employed in Program Amsterdam Den-
sity Functional (ADF, http://www.scm.com/)[114] and NWChem (http://www.nwchem-
sw.org/index.php/Main Page)[115]; however they were introduced mainly to deal with the
molecule cluster consisting of several molecules, or the difficulty of the convergence of one
or more separate fragments, or specific occupation (e.g., anti-ferromagnetic coupling). Dif-
ferently, our focus in this study is to demonstrate and to evaluate its effectiveness in the
large and condense systems such as a TiO2 cluster.
The fragment initial guess method is composed of two major steps: (1) each fragment
is iteratively converged in the presence of the Coulomb field of other fragments to obtain
loosely converged fragment orbitals; (2) the trial wave function of the molecule is con-
structed from all fragment orbitals. There are many variants[77] of fragmentation based
CHAPTER 3. ROBUSTNESS IMPROVEMENTS 30
approaches with or without special consideration of the corresponding exchange term, to
more accurately calculate total energy or properties of the molecule; however, for our pur-
pose of generating trial wave function, only considering the Coulomb field effect seems to be
sufficient (as shown later). The second step is the extension of the convention approach to
construct the trial wave function for a molecule from its atomic HF orbitals, see Ref. [91],
and we will not repeat this here but provide the derivation in Appendix A.
One practical question is how to perform the partition of the molecule to get rapid and
reliable convergence for the full system. Two factors are needed to be decided: (a) the size of
the fragment and (b) the number of hierarchies, for example, molecule, block, sub-block and
fragment. Generally, the smaller size and fewer hierarchies make the computation faster,
but less robust with respect to convergence. The conventional initial guess methods based
on atomic properties generally perform well in various systems with less than 150 atoms,
which is a good capping value for the largest acceptable size of a single fragment. Based on
our tests, if the Coulomb field is considered, our hierarchy is sufficient for systems as large
as 600 atoms. And these two criteria are applied in our implementation and tests.
3.1.2 Results of testings for the TiO2 clusters
Figure 3.1: The scheme of the fragment partition of the (576) cluster detailed in Table 2.3. The
one horizontal and four vertical planes (colored by blue) separate this cluster into ten fragments
and the eleventh fragment consists of all surface water molecules.
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The fragment initial guess method is tested among the five TiO2 clusters with different
shape and size, as illustrated in Table 2.3. The procedure is carried out as follow: (a)
First, we computed the wavefunction of each fragment in present of the Coulomb fields of
all other fragments. A maximum of three charge update processes were performed after the
fourth, eleventh and eighteenth SCF iteration; if any of the fragments diverges, the SCF
iteration will stop; (b) Second, a maximum of four trial wavefunctions were constructed
after the fourth, eleventh, eighteenth and twenty-eighth SCF iterations, representing the
optimal trial guesses after zero, one, two and three times of charge updates; (c) All trial
guesses are tested against convergence. We first use (576) cluster as an example to describe






























Figure 3.2: the maximum DIIS errors for the fragments’ SCF iterations. The dashed vertical
lines represents the updating process of the coulomb field among all fragments. The lines are
overlapping for the fragment pairs of (1,9), (2,10), (3,5) and (6,8).
The (576) cluster is cubic-like and of the size of 1.6×2.2×1.6 nm. The entire cluster is
partitioned into 10 fragments by five blue planes as shown in Figure 3.1, and the eleventh
fragment consists of all surface water molecules. The size of the fragments is in range of
33-72 atoms, with even number of electrons. The partitions are chosen to be along (110) and
(-110) crystal surfaces, which are the most stable surfaces in rutile TiO2. The maximum
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direct inversion in the iterative subspace (DIIS) error changes for each fragment with respect
to the SCF iterations in step (a) are present in Figure 3.2. The dashed lines represent the
charge updates. As we can see, before the second charge update process, the wavefunctions
of all fragments were converging with decreasing DIIS error and root mean square (RMS)
density change (not shown here). However, three fragments started to diverge after second
charge update; then after the third charge update, we observed all fragments (except the
one with only waters) were diverged with dramatic increase of DIIS error.
The four trial wavefunctions were tested for convergence in conventional DFT calcula-
tions. The first, second and third wavefunctions were successfully converged; and only the
fourth one was failed due to the large divergence of fragments wavefunctions. Although
lowering absolute energy for the first SCF iteration, the additional charge updates did not
significantly affect the number steps required for the convergence in this test case.
Table 3.1: The convergence results of TiO2 clusters via the conventional methods and FMO-
INIT method.
Abbr. Atomic Atomic Ligand FMO-0 FMO-1 FMO-2 FMO-3
Orbitals[91] Densities[92] Field[116]
(333) Yes Yes Yes Yes - - -
(335)s No No No 44 steps 42 steps 43 steps 42 steps
(335)l No No No No No 40 steps diverged
(555) No No No 29 steps 29 steps diverged -
(576) No No No 29 steps 29 steps 29 steps diverged
(733) No No No 28 steps 28 steps 28 steps 28 steps
We then examine the fragment initial guess method along with three conventional meth-
ods based on atomic wavefunctions or densities over all clusters, and the results are shown
in Table 3.1. The three conventional methods generally fail on all clusters except for the
smallest one, which has only 171 atoms. The fragment initial guess method successfully
generates optimal trial guesses for all tested cases. In (335) case with largest number of ba-
sis functions, the charge update process is essential for finding the good initial guess; while
in the other cases, the first initial guess (without charge updating) is converged and the
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charge update process does not help to reduce the number of converging steps either. The
time cost of the fragment initial guess method is rather small, usually equivalent to one or
few SCF iterations of the entire molecule, which is not surprising given that large molecule
is usually partitioned into several to many fragments, each of which can be calculated much
faster than the original molecule due to the N2-N3 scaling of the DFT calculation, where
N is the number of atoms.
3.2 An Example of the Choice of the Cutoff Value
Figure 3.3: the wrong (left) and correct (right) LUMO of the (555) TiO2 cluster. The cutoff
values are 5e-3 (left) and 1.75e-3 (right).
Many quantum programs and their numerical algorithms (approximations) were devel-
oped decades ago, which were initially tested and investigated in relatively small systems
(comparing to present application size). For speed benefit, there exist many cutoff values in
those programs to skip a portion of unnecessary calculations. Intuitively, the calculation of
large system can tolerate looser cutoff values and be harmony with those relatively tighter
cutoff values from previous small tests, and usually the cutoff values are extrapolated or
estimated from the previous small tests. However, they may fail without the validation in
real larger systems.
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Table 3.2: The MO energies (in hartree) with regard to the cut20 value.
cut20 5.00e-3 2.46e-3 1.75e-3
# canonical orbitals 2955 3000 3020
HOMO-1 -0.25551 -0.25486 -0.25488
HOMO -0.25362 -0.25295 -0.25295
LUMO -0.15129 -0.12224 -0.12215
LUMO+1 -0.12755 -0.11910 -0.11894
We present an example of the incorrect LUMO due to improper choice of the cutoff
value. In this example, the cutoff value (keyword cut20 in Jaguar) is the eigenvalue cutoff
for the overlap matrix S. Conventionally, the overlap matrix S is diagonalized to obtain the
orthogonal canonical orbitals, and canonical orbital eigenvectors with very small eigenvalues
(less than cut20) are removed. The default value is 5e-3 for relatively large system (for
example, 555 TiO2 cluster); however, it leads to the incorrect LUMO orbital as shown in
Figure 3.3 (left). We performed single point calculations with different cut20 values and
examined the LUMO shapes and orbital energies for HOMO-1 to LUMO+1 as shown in
Table 3.2. As the cut20 value becomes smaller (i.e., tighter cutoff), the number of canonical
orbitals is increasing and the MO energies converges. With the cutoff value 2.46e-3 or
smaller, we get the correct LUMO shape.
3.3 Conclusion
In this chapter, we have implemented the fragment initial guess method (FMO-INIT) into
our quantum chemistry code Jaguar and tested its effectiveness on a serials of TiO2 clusters
with various kinds of size and shape. The FMO-INIT method successfully generates a good
initial guesse for all tested cases, in which the conventional methods all fail. The charge
updating process is essential for the (335) cluster with LACV3P+*/6-311G+* basis; while
it has neither positive nor negative effect on the success of convergence (all successful) or
iteration steps in the other testing cases. In addition, we present an example to show that
the cutoff value must be carefully validated in large calculations to prevent the malfunctional
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behavior and the incorrect shape of LUMOs.
The author notes that the FMO-INIT method is mainly targeting for the calculation of
material systems, as opposite to the easier biology system, for example enzyme or protein.
The reason why FMO-INIT cannot be replaced by conventional (atomic-based) methods is
likely due to the delocalization of electron density in the material systems. And we do notice
that in biology system (for example enzyme), the conventional methods are still effective
for very large system size (for example, 500 atoms).
Along with the parallelization implementation describe in Chapter 2, the present code
is capable to performance efficient and correct DFT calculations for large systems, for
example the tested TiO2 clusters. And it is the tool used for the study of electron trapping
and transport in dye-sensitized solar cell as describe in next part.
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Part II
Ab-initio Study of Electron
Transport and Trapping in
Solvated Titanium Dioxide
Nanoparticles
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Chapter 4
Study of the TiO2/Li system
In this chapter, we focus primarily upon modeling the TiO2 nanoparticle (as opposed to
other components, such as the adsorbed dye or redox couple), in an attempt to under-
stand the structural and energetic parameters characterizing the trapping states involved
in transport, and to make an initial computational assessment of the plausibility of the
ambipolar diffusion model. As noted above, our approach to these calculations differs from
prior publications in the literature in many dimensions. A particular objective of this
work is to establish extensive, quantitative linkages between the calculations and impor-
tant experimental observables. A believable theoretical model, that is going to be useful
to experimentalists in interpreting their data and in creating new, improved solar energy
conversion systems, must be validating by making as many points of contact with exper-
iments, performed under ambient conditions (e.g., in solution rather than in vacuum), as
is possible. Few such points of contact are manifested in previous work. In the present
paper, we calculate, without any parameter fitting, properties such as the position of the
conduction band edge, open circuit voltage, trap depth, conduction band shift upon binding
of Li+, and barrier to ambipolar diffusion for a number of model geometries, and compare
the results with available experimental data. The critical role of the localized orbital cor-
rections is clear from this comparison. The results provide a solid basis for advancing the
model further and ultimately drawing predictive conclusions, potentially of use for design
purposes.
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4.1 Methodology
Overall, we simulated the TiO2 nanoparticle via the carefully-chosen modeling clusters, per-
formed DFT geometrical optimization on the cluster in presence of continuum solvent, and
calculated the interested thermodynamical properties. We shall explain our consideration
and details of each issue in the next subsections.
4.1.1 Model Clusters
Figure 4.1: Model clusters, from left to right, are (3,3,3), (4,4,4) and (5,5,5) clusters.
The rutile TiO2 nanoparticle was modeled using a water-passivated TiO2 model cluster,
which has real surfaces in all dimensions. The construction of our model clusters is based on
four criteria, (i) the size of the cluster should be large enough to correctly produce the con-
duction and valence band structures; (ii) the cluster should have enough atoms to represent
the bulk, intermediate and surface regions respectively; (iii) the cluster, especially the sur-
faces, should be stable under geometrical optimization; (iv) the cluster can be modeled with
reasonable computational effort. We then constructed three TiO2 model clusters shown in
Figure 4.1, and named them as the (3,3,3), (4,4,4) and (5,5,5) model cluster based on the
number of layers on each dimension. The procedure of cluster construction is described
as follows. Firstly, a cubic chunk of rutile TiO2 crystal with four (110) surfaces and two
(001) surfaces is cropped out from the crystal structure. Then if the cluster chunk is too
big, several atoms at each corner are removed to constrain total number of atoms to be less
than 400, but still maintain as many buried titanium atoms as possible. Finally the (110)
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surfaces are passivated with water molecules and the (001) surfaces are capped by covalent
O-H bonds. The basic properties of our model clusters are summarized in Table 4.1. Our
(5,5,5) model cluster is significantly larger than those used in prior studies[46]. The stoi-
chiometry of (5,5,5) cluster is Ti61H116O180, the averaged ”diameter” of the cluster is around
1.3nm, and the volume is about 1.0nm3. There are 1, 14 and 46 Ti atoms representing bulk,
intermediate and surface regions, which provides diverse surface sites and bulk interstitial
sites. All studies below were carried out using the (5,5,5) model cluster. The (3,3,3) and
(4,4,4) clusters were used primarily to facilitate the estimation of finite size effects, and to
calculate the finite size correction for continuum solvent effects as appropriate. There are
Table 4.1: Summary of properties of TiO2 model cluster.
property (3,3,3) (4,4,4) (5,5,5)
Stoichiometry Ti23H68O80 Ti56H120O172 Ti61H116O180
Symmetry D2h C2h C1
Size (nm) 0.9×0.6×0.7 1.1×1.1×0.9 1.5×1.2×1.2
Averaged radius (nm) 0.38 0.51 0.67
Volume (nm3) 0.4 1.0 1.0
Number of buried Ti atoms 1 6 15
mainly two kinds of system investigated in this article based upon the (5,5,5) TiO2 model
cluster. The first one is pure TiO2 cluster in continuum water or continuum acetonitrile; we
first calculated the electronic structure of neutral and reduced (5,5,5) clusters in continuum
water, then explored the finite size effect on the solvation energy of excess electron, and
finally extrapolated out the band edge potentials for the actual TiO2 nanoparticle. The
second system is focused on TiO2/Li; Li
+ is either adsorbed on the surface or intercalated
into first-shell interstitial site near the surface, and both cases were investigated with regard
to electron trap state, trap depth, conduction band movement, ambipolar diffusion barrier,
open circuit voltage and chemical reaction cycle. Finally, we summarize and compare our
predicted properties to experimental results.
4.1.2 DFT Calculations
The DFT calculations were performed using the quantum chemistry code Jaguar [117; 112;
113] with the OpenMP/MPI hybrid parallel implementation (as described in Chapter 2) on
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a AMD 48-core workstation or TACC Lonestar supercomputer. The complete geometric
optimization of clusters with up to 400 atoms can be done in weeks on the AMD machine
or in days on Lonestar with 128 cores (by the moment of April 2013). The oxygen, hy-
drogen and lithium atoms were treated by all-electron 6-31G basis set and the titanium
was computed with LACVP basis set [118] which uses effective core potential to represent
core electrons and double-ζ basis functions for valence electrons. We employed the B3LYP
hybrid functional in all calculations. The hybrid functionals, unlike the local spin den-
sity (LSD) approximation and the generalized gradient approximation (GGA), which lead
to delocalization problem of unpaired electrons across several Ti sites, mix a fraction of
Hartree-Fock exchange into the exchange-correlation functional to mitigate delocalization.
B3LYP hybrid functionals can give semi-quantitatively reasonable band structures, band
gap energies and electron localization for TiO2 nanoparticle, which matches the goal of our
study.
We use restricted open-shell DFT (RODFT) method and do not consider spin-orbit
coupling mainly due to the consideration of speed. At the time that we were performing
those calculations, the only dependent machine is the AMD 48-core workstation, and a single
calculation even at RODFT level lasted for two months; thus calculation time (speed) is
the major concern at that moment. Later, when calculation resource and parallelization-
optimized code were available, comparison calculation using unrestricted DFT (UDFT) were
performed on testing clusters (such as (555) neutral cluster and (555) anion cluster), which
give similar results with regard to the electron localization and HOMO and LUMO shape.
Thus we believe RODFT is at least qualitatively correct in our modeling systems, because
all clusters studied in my work are either one (doublet spin) or none (singlet spin) excess
electron and furthermore there is no anti-ferromagnetic effect; and it is safe trade-off for
additional 20-50% of computational speed by ignoring spin-symmetry breaking and using a
RODFT reference function.
No symmetry is assumed for all calculations of the largest clusters (explained later). No
geometric constraints are imposed for all ground states, and the atoms are allowed to relax
completely. For transition state (TS) searches, the atoms that are 6A˚ away from the reaction
center are frozen to boost the searching speed. As we will show later, because the geometrical
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change is located at reaction center, this constraint above has only a submillihartree effect
for final results.
The continuum solvent effect was modeled by Poisson-Boltzmann continuum solvation
method available in Jaguar code. In this type of calculation, the solvated system is treated
with a self-consistent reaction field method, using Jaguar’s Poisson-Boltzmann solver (PBF).
The process consists of Jaguar first solving the usual gas phase wave function and, from
that, the electrostatic potential, and fitting that potential to a set of atomic charges. These
charges are used by the Poisson-Boltzmann solver, which determines the reaction field by
numerical solution of Poisson-Boltzmann equation and represents the solvent as a layer of
charges at the molecular surface. These solvent point charges are then incorporated into
another quantum mechanical wave function calculation. The process is repeated until self-
consistency is obtained. The dielectric radii, which decide the reaction field, were chosen to
be 1.600A˚, 1.587A˚ and 1.309A˚ for O, Ti and Li atoms respectively. The value listed above
for O and Ti atoms are default values in Jaguar, and the dielectric radius of the Li atom
has been refitted to reproduce the experimental hydration enthalpy of the Li+ cation [119;
120; 121; 122].
As the modeling cluster, for example (555) cluster, is compact and relatively large, spe-
cial tweakers are required to converge the wavefunction and to converge the geometry cor-
rectly and efficiently. The very first one is using the FMO-INIT (as described in Section 3.1)
to prepare the initial wavefunction, which is the only working method to converge the elec-
tron wavefunction (density) in clusters larger than (333) with the 6-31G/LACVP basis.
For record, the adaptive leveling and direct inversion in the iterative subspace method [123]
were used along with FMO-INIT, that is iacscf=4 and iconv=1. The second one is ap-
plying tighter value for cut20 keyword as explained in Section 3.2. The third one is using
the dynamic step size algorithm based on Culot/Flecher heuristic [124], which corresponds
to set itradj keyword to 1 and maximum and minimum step size tradmx and tradmn
keywords. The purpose is to avoid the large energetic fluctuation during geometrical op-
timization when using fixed step size algorithm along with the Poisson-Boltzmann solver.
We remind the reader that it is dangerous to use a very small tradmn (i.e. values smaller
than 0.06) as it could lead to false convergence; and it is always better the confirm the
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geometrical convergence by restarting calculation with the last ”converged” geometry. This
workaround solution generally converges our modeling TiO2 cluster within 30-60 steps.
4.1.3 Solvation
We employ a continuum water model (dielectric constant of 80) in the present calculations
based on the idea that the Gra¨tzel cell contains a significant aqueous component due to the
methods of preparation, and that even a small number of layers of water surrounding the
TiO2 particles will produce the appropriate dielectric response. The other liquid component
of the Gra¨tzel cell is typically acetonitrile, which has a dielectric constant of 37.5. Use of
this dielectric constant, rather than 80, would in fact produce a minimal difference in terms
of the various energetics and structural quantities computed below; both solvents possess
a very high dielectric constant, which in fact is often approximated by a single model, the
conductor-like screening model (COSMO) [125], which does not differentiate at all between
two values of this magnitude. Arguments along the same lines can be inferred from a simple
Born model of solvation (a charge in a spherical cavity surrounded by a medium of dielectric
constant , in which case the solvation free energy is proportional to the term 1 − 1/, in
which case the difference in value when 37.5 or 80 is used is negligible. To the extent that
there are differences between the two solvents, the use of the water dielectric model would be
appropriate if multiple layers of aqueous solvent surround the TiO2 nanoparticles, whereas
the acetonitrile dielectric would represent a system in which the particles are passivated by
a single layer of water derived ligands, but then surrounded by acetonitrile solvent. As it is
not clear which model better represents the actual situation in the DSSC, we explore both
models in computing quantities most likely to be affected (discussed in more detail in the
next paragraph). For other cases which we judge to be insensitive to the dielectric difference,
such as the barrier height in our model ambipolar diffusion calculation, we employ dielectric
80.
We explore the effective of aqueous solvation versus acetonitrile solvation in estimating
the open circuit voltage of our model, a critical quantity in understanding the efficiency
of the cell and in validating the computational model of relevant trapping states that we
develop via comparison with experimental data. The redox potential of the I−3 /I
− couple
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in water vs. acetonitrile is slightly different (∼ 0.2eV), possibly due to specific interactions
of the solvent with the ions in the first solvation shell. As is shown below, the use of either
solvent produces agreement with experiment that is within the likely errors of the compu-
tational models (0.1 − 0.2eV). Finally, we have performed a number of other calculations
in both water and acetonitrile, including the position of the conduction band edge in both
solvents, and the trap depth of a Ti3+ ion at the cluster surface stabilized via binding of a
Li+ cation. The numbers for water and acetonitrile are reported in Table 4.4. In general,
deviations in the cluster model energy differences are less than 0.05eV, confirming the point
made above that the difference in the results when one uses a dielectric constant of 80 as
opposed to one of 37.5 are minimal.
In what follows, we at various points contrast results from performing calculations in
continuum solvent to those obtained using the bare cluster. We refer to the bare cluster
results as vacuum calculations, despite the fact that the cluster is in fact passivated with an
entire layer of water derived ligands. This differs from some conventional uses of this term
(particularly in the physics literature), but it is appropriate and convenient for the present
work, as we make no attempt to produce a true vacuum cluster with no water adsorbed
at all. In fact, exactly what such a cluster should look like is far from clear; the nature
of the surface will depend upon the details of preparation of the material. In any case,
such a state is not relevant to any of our theory/experiment comparisons below, or to our
physical interpretation of any of the results. In contrast, it is useful to compare results
with and without continuum solvation as many calculations in the literature attempt to
model solvent via approximations involving a small number of explicit solvent molecules
(e.g., a monolayer). This may be adequate for some purposes, but as we show below (e.g.
Fig. 4.10) it is inadequate for investigating trapping states associated with adsorbed ions
and ambipolar diffusion.
4.1.4 Calculation of Electric Potential




− 4.44eV + ϕloc (4.1)
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where E(Ox) and E(Re) are the absolute energies of oxidized and reduced species from
DFT calculations including continuum solvation effect, 4.44eV is the electric potential for
the standard hydrogen reference electrode (SHE), and ϕloc is the localized orbital correction
(explained below) for the redox potential error of transition-metal-containing species [72],
and this value for the TiO2 cluster with the B3LYP functional is +0.48eV. The use of the
SHE as the reference potential is standard practice in the electrochemical literature [126].
4.1.5 B3LYP-LOC
We provide here a brief description of the origin of the LOC correction parameters for
redox potentials in the B3LYP-LOC methodology; details can be found in ref. [127; 128;
129; 130; 131; 73; 72; 74]. The LOC model was initially developed to correct reaction en-
ergies, ionization potentials, electron affinities, and barrier heights in DFT (and B3LYP
in particular) for compounds composed of second and third row atoms. The basic idea is
that the dominant errors in B3LYP involve an incorrect estimation of the nondynamical
correlation energy in localized electron pairs (bond pairs, lone pairs), and that the error
is dependent upon the local chemical environment of the electron pair in question (as in
a valence bond approach) and hence a correction term is transferable for that chemical
environment from one molecule to the next. Average mean unsigned errors of 1 kcal/mol,
i.e. near-chemical accuracy, have been obtained for large data sets for all of the quantities
listed above. In recent work, we have extended the LOC model to transition metal com-
plexes, treating spin splittings, redox potentials, and metal-ligand dissociation energies, all
of which exhibit large errors for a significant fraction of transition-metal-containing systems,
when DFT approaches are employed. For purposes of this paper, the corrections for redox
potentials are most relevant. We investigated a set of 95 octahedral complexes containing
metals from first transition metal series, with a variety of different ligands. Included in
this data set were a number of titanium/oxygen compounds, with structures related to
those seen in the TiO2 clusters considered here. We found that the DFT-computed redox
potentials were systematically shifted from experiment according to the chemical nature of
the ligands, with a strong correlation between the observed errors and the positioning of
the ligands in the spectrochemical series. A compact set of 7 parameters reduced the mean
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unsigned error in the redox potentials from about ∼ 0.4eV to 0.1eV. We utilize the relevant
parameters in the present paper to correct the redox potential of the TiO2 cluster when an
excess electron is added. In modeling the correction, we assume that the excess electron
wavefunction is predominantly localized on a single titanium, an assumption that appears
to be quite reasonable for all of the calculations discussed below. Given this assumption,
application of the parameters from ref. [72], which are used as is, is straightforward, as is
displayed in Eq. (4.1) above. The parameters we use are dependent upon the oxo ligands
and are not specialized to titanium; if we were to develop parameters specific for titanium
complexes, the results would in fact be a little closer (∼ 0.1 − 0.2eV) to experiment than
those shown here. However, such a protocol has not been extensively tested, so we use the
generic oxo parameters in what follows.
4.2 TiO2 cluster in Continuum Solvent
4.2.1 Electronic structure of neutral and reduced TiO2 clusters
We first optimized the neutral (5,5,5) cluster in continuum water and the converged ge-
ometry is shown in Figure 4.2a. The four sides of the rectangular rutile cluster are (110)
surfaces, while the front and back sides are (001) surfaces. Noticeable ripples were gen-
erated on the four (110) surfaces and also on the intermediate planes. Only the vertical
and horizontal middle (110) planes maintained flatness. Unlike the perfect single crystal,
Ti-O bond lengths have a broadened distribution from 1.75A˚ to 2.30A˚, which indicates that
surface relaxation makes the cluster more disordered.
The HOMO and LUMO of the neutral TiOi2 cluster in continuum water are shown in
Figure 4.2b,c. The HOMO is delocalized across the entire cluster along the c-axis, and is
centered entirely on the bridge oxygen atom p-orbitals, which is similar to the valence band
in bulk rutile TiO2. The LUMO is delocalized across the vertical middle (110) plane, mainly
residing on the titanium d-orbitals which is in agreement with the conduction band in bulk
rutile. The electron density of LUMO is concentrated at the three center titanium atoms,
and gradually decreases when approaching the surface boundary. The HOMO-LUMO gap
of the neutral cluster is 3.77eV in continuum water. This band gap is smaller than our
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(a) (b) (c)
Figure 4.2: (a) Converged geometry of the neutral TiO2 cluster in continuum water. Titanium,
Oxygen and Hydrogen atoms are shown in grey, red and white, respectively. HOMO (b) and
LUMO (c) are shown in red and blue isocontour surfaces.
previous rejkksult (i.e. 3.91eV) in the smaller (3,3,3) cluster, which is readily understood
from the quantum confinement effects, i.e. when the size of nanoparticle becomes smaller,
the band gap correspondingly becomes larger. However, as our model cluster is significantly
smaller then the actual TiO2 nanoparticle, the computed band gap is overestimated and
larger than the experimental value of 3.0eV [132]. The overestimation of the band gap
compared to experiment can be attributed to a combination of the aforementioned finite
size effects, and also intrinsic errors in the DFT functional, which are manifested in supercell
as well as finite cluster calculations [133; 50].
(a) (b)
Figure 4.3: (a) Converged geometry of the reduced TiO2 cluster in continuum water, and the
MO of excess electron is shown as the red and blue isocontour surfaces. (b) Close view of the
MO of excess electron.
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We then calculated the reduced (5,5,5) cluster by adding one excess electron to the
neutral cluster, and the converged geometry is shown in Figure 4.3a. The equilibrium
geometry is very similar to neutral cluster, and ripples and distortion are also observed
in this reduced cluster. The additional electron is delocalized at the center of the cluster
shown in Figure 4.3b, mainly located at the three center titanium d-orbitals. This singly
occupied molecular orbital (SOMO) is very similar to the LUMO of the neutral cluster,
except that this SOMO is more localized at center than the LUMO of neutral cluster and
that no electron density of the SOMO resides on the surface titanium atoms. The Franck-
Condon relaxation energy due to structural reorganization upon adding one electron to
neutral cluster is 0.34eV and 0.45eV in vacuum and in continuum water, respectively.
The electric potential of the conduction band was calculated via eq. 4.1 in sec. 4.1.4
via the half reaction of [TiO2] + e
− → [TiO2(e−)]. The computed result (including LOC
correction) for (5,5,5) model cluster is −1.02eV and −0.20eV (vs. SHE) in vacuum and in
continuum water respectively. The continuum water shifted the conduction band potential
to more positive direction by 0.82eV when comparing to that in vacuum.
4.2.2 Finite Size Effect on Solvation Energy of Excess Electron
Clearly, the actual TiO2 nanoparticles in the DSSC, which have a radius of around 20nm,
are substantially larger than our (5,5,5) model cluster. This inappropriate size of our
model cluster, due to the compromise between size and computational intensity, leads to
the possibility that our model will contain systematic errors when it is used as a model for
an actual TiO2 nanoparticle and in predicting physical properties, especially the electric
potential we are interested in. To understand the possible origin of the systematic error, we
first look at a simplified physical model shown in Figure 4.4. In the simplest approximation,
the TiO2 cluster can be considered as a sphere. In the absence of external cations such as
Li+, the excess electron will be localized in the center of the cluster, as the cluster size
increases towards that of an actual TiO2 nanoparticle. In the relatively small clusters we
use in the present work, the solvent boundary is close to the excess electron, leading to
a significant increase in solvation free energy when the electron is added to the cluster.
However, the TiO2 nanoparticles that are actually present in the DSSC have a much larger
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radius (∼ 20nm) , which moves the solvent boundary much further away from the excess
electron, and thus should substantially diminish the incremental solvation free energy that
results from adding the electron. Put simply, there is a finite size effect on the solvation
term in our model calculations which needs to be corrected if we are to profitably compare
with experimental data.
Figure 4.4: Scheme of a simple model to describe interaction between buried excess electron
and continuum solvent;  is the dielectric constant of the sphere, q is the charge, and R is the
radius of the sphere
Figure 4.5: Location and MO of excess electron in three model clusters with different size (the
averaged radius are 0.38nm, 0.51nm and 0.67nm from left to right). MO is shown as the red
and blue isocontour surfaces. The symmetry of cluster used in DFT calculation was D2h, C2h
and C1 from left to right.
We begin by examining the wavefunction of an excess electron added to our three model
clusters, which are displayed in Figure 4.5 below. It can be seen that the wavefunctions
changes its shape and location significantly in each cluster; for example, in the (4,4,4) cluster
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there is substantial amplitude on six buried Ti atoms, and some electron density near the
surface of the particle, whereas in the (5,5,5) cluster, the electron density is primarily on a
single Ti atom in the center of the cluster, and has virtually no density near the surface. The
convergence of this wavefunction with size clearly would benefit from further investigation
using larger clusters; we plan to do this in a subsequent publication, relying on increases in
computing power, but for the present work, the (5,5,5) cluster was the maximum size we
were able to access. In the absence of data from larger clusters, we take the (5,5,5) vacuum
energy difference between the neutral and reduced species to correspond to the value that
would be obtained in the actual 20nm particle; the data from the smaller particles does not
enable a reasonable extrapolation to large size, because the excess electron wavefunctions
are so different in character. In support of this approximation, we note that the localization
of the wavefunction in the (5,5,5) particle is substantial, and that there is little electron
density at or near the surface; it seems likely that this situation will prevail as additional
layers are added to the particle. Furthermore, beyond the first few shells of atoms, there are
very minimal displacements of Ti or O atoms when the geometry of the cluster is optimized



















Figure 4.6: The solvation energy (∆Esol) contributed by excess electron as a function of the
inverse of the averaged cluster radius (1/R). The blue dot line shows the linear fitting result,
∆Esol = 0.467/R
In contrast, there appears to be a significant finite size effect due to solvation for the
(5,5,5) particle, which would not be present if the particle were 20nm in diameter. This is
because, as noted above, in a large particle, the solvent boundary would be much further
away from the localized electron wavefunction than it is in the present model system. In a
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simple Born model, the solvation free energy of a charge embedded in a sphere of radius R
which is immersed in solution (with the solvent boundary at R) is proportional to 1/R. If
we plot the solvation free energy of the reduced particle minus that of the neutral particle
(the excess solvation free energy due to the injected electron), shown in Figure 4.6, it can
be seen that this quantity is indeed approximately proportional to 1/R (the deviations from
this dependency are due to the changes in the shape of the electron wavefunction, as well
as the fact that the particles are not perfectly spherical), and furthermore that if the value
of the solvation free energy is extrapolated to a 20nm radius, the solvation free energy for
that size can be approximated as zero. Therefore, in computing the electric potential in the
conduction band, we correct the value obtained from the (5,5,5) model by subtracting the
excess solvation free energy as defined above, which is represented by Eq. 4.2:
Eexcess = (E
A
w [R]− EAv [R])− (ENw [R]− ENv [R]) (4.2)
where E is the absolute energy of the cluster, the superscript refers to charged condition of
cluster, either neutral (N) or anionic with one excess electron (A), the subscript refers to
solvent condition, either in vacuum (v) or in water (w), and R in bracket means the geometry
is fixed to be identical to the geometry of the reduced cluster. This correction value for the
(5,5,5) cluster is 0.68eV. We note that in what follows, this finite size correction is applied
only in the calculation of the electric potential of the conduction band; in particular it is
not applied to surface states, for which we believe the model clusters are physically realistic.
Based on the results above, we are inclined to believe that the excess electron in an
actual TiO2 nanoparticle is very likely to be buried in bulk center and contributes negli-
gible excess solvation free energy. The electric potentials in an actual TiO2 nanoparticle
can be computed as the electric potentials of (5,5,5) cluster with corrected solvation energy,
i.e. removing the solvation energy of the excess electron which is due to finite size effects.
The electric potentials of conduction band and valence band, obtained after the finite size
correction, are −0.88eV and +2.89eV (vs. SHE) respectively. The experimentally mea-
sured potentials of conduction band and valence band are −0.7eV and +2.3eV [132]. Our
computed conduction band potential is reasonably in agreement with the experimental re-
sult; while the valence band potential is overestimated due to the overestimated band gap
discussed above. We assume that the conduction band and valence band do not shift un-
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der electron injection and the Li+ adsorption/intercalation process, and the corresponding
electric potentials are constants below.
4.3 TiO2/Li cluster in Continuum Solvent
In this section, we studied the effect of a Li+ cation on the electron trapping and transport
behavior in the TiO2 nanoparticle. The Li
+ cation is the widely used cationic component
in the electrolyte of the DSSC; and the Li+ cations are often adsorbed on the surface of the
TiO2 nanoparticle, and furthermore they can be intercalated into the TiO2 nanoparticles
intentionally via applying negative potential [18] or unintentionally under light illumina-
tion [134]. Those adsorbed and intercalated Li+ cations affect the overall cell performance
greatly [18; 134]. Our objective herein is to establish the microscopic picture of the effects
of the addition of Li+ cations into DSSC, especially focused on the electron trapping and
transport behavior in the TiO2 nanoparticle.
As we shall shown later, the simultaneous consideration of solvent, surface, electron and
cation is the minimum requirement to realistically simulating this complex system. Two
kinds of systems were carefully investigated: Li+ absorbed between bridge oxygens on (110)
surface (labeled as OLi), and Li
+ intercalated in the first interstitial shell from TiO2 cluster
(labeled as ILi). These two systems represents the adsorption and intercalation processes
upon the addition of Li+ into the electrolye in the experiments. We studied the electron
trap states, electronic potential, conduction band movement and possibility of the Li+/e−
concerted transport in both systems, as discussed in following subsections.
4.3.1 Location of Electron Trap State
The OLi cluster with an excess electron was optimized in vacuum as well as in continuum
water, and the converged geometries are shown in Figure 4.7. The location of the Li+
cation after geometrical optimization is different for vacuum and continuum water cases.
In vacuum condition, Li+ cation (colored in green) is bonded to two nearest bridge oxygen
atoms and two oxygens of the surface capping water molecules. The four oxygen atoms forms
a square planar structure with the Li+ located at its center. When the continuum water
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is applied, the Li+ cation breaks its bonding to the two oxygens of surface capping waters,
and removes to the middle horizontal plane of the cluster, only retaining the interaction
with the two bridge oxygen atoms. The excess electron is mainly localized on the d-orbital
of the nearest titanium atom for both vacuum and continuum water cases.
(a) (b)
(c) (d)
Figure 4.7: Converged geometry of TiO2 cluster with surface absorbed Li
+ cation and also an
excess electron in vacuum (a,b) and in continuum water (c,d). Titanium, Oxygen, Hydrogen
and Lithium atoms are shown in grey, red, white and green, respectively. The MO of excess
electron is shown as the red and blue isocontour surfaces. The close views of the MO of excess
electron are shown in (b,d). The index definition of six nearest oxygen atoms from Ti3+ is given.
In order to discriminate the structure change induced by the Li+ cation and induced
by electron localization, we investigated the bond length changes of the Ti-O bonds around
Tii3+ in both reduced and unreduced OLi clusters by comparing them to the pure neutral
TiO2 cluster, and these results are summarized in Table 4.2. The results in vacuum and in
water are similar, thus we only describe the water case here. When Li+ is absorbed on the
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(a) (b)
Figure 4.8: Converged geometry of TiO2 cluster with surface absorbed Li
+ cation and an excess
electron in continuum water, (vacuum geometry is very similar thus do not show). Titanium,
Oxygen, Hydrogen and Lithium atoms are shown in grey, red, white and green, respectively.
The MO of excess electron is shown as the red and blue isocontour surfaces. The close view
of location of excess electron is shown in (b). The index definition of six nearest oxygen atoms
from Ti3+ is given.
surface via two surface bridging oxygen atoms (labeled as O3 and O4 in Figure 4.7), the
two corresponding bonds Ti-O3 and Ti-O4 are elongated by 0.07 and 0.06 respectively, and
on the opposite bulk side, the other two bonds Ti-O1 and Ti-O2 are shortened by around
0.05 and 0.06, which indicate that the adsorption of Li+ on the surface pushes its nearest
Ti atom inside and makes it closer to the bulk region of TiO2. After the excess electron
is localized at the nearest Ti atom, most of Ti-O bonds related to this Ti3+ are further
elongated, which suggested that the localization of the excess electron weakens the local
Ti-O bonding. Next, to further investigate the locality of this structural rearrangement,
we studied all Ti-O bond length changes as a function of their distance to Li+ shown in
Figure 4.9. Most of the large absolute bond length changes occurred within 10A˚ from the
Li+ cation, which is equivalent to three nearest shells of Ti atoms around Li+. Outside of
the three shells distance, the effect of Li+ on the Ti-O bond length is negligible.
Similarly, we studied the location of the excess electron, and Li+/e− induced structural
changes, in reduced ILi clusters. The converged cluster and excess electron are shown in
Figure 4.8. The reduced ILi cluster has a similar equilibrium geometry in vacuum and in
continuum water except for minor differences on the surface due to the surface hydrogen
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Table 4.2: Bond length of Ti3+-O (in unit of angstrom) for O+Li, OLi, I
+
Li and ILi clusters in
vacuum and in continuum water. The bond length changes comparing to the pure neutral TiO2
cluster are shown in parentheses. The oxygen indices are defined in 4.7(b,d) and 4.8(b).
cluster sol Ti-O1 Ti-O2 Ti-O3 Ti-O4 Ti-O5 Ti-O6
O+Li vacuum 1.84 (-0.06) 1.87 (-0.09) 2.06 (+0.09) 2.12 (+0.07) 1.86 (-0.03) 2.03 (+0.08)
OLi vacuum 1.99 (+0.09) 2.01 (+0.05) 2.12 (+0.15) 2.13 (+0.08) 1.90 (+0.01) 2.02 (+0.07)
O+Li water 1.86 (-0.05) 1.89 (-0.06) 2.04 (+0.07) 2.09 (+0.06) 1.90 (+0.01) 1.97 (+0.03)
OLi water 2.01 (+0.10) 2.02 (+0.07) 2.11 (+0.14) 2.15 (+0.12) 1.93 (+0.04) 1.97 (+0.03)
I+Li vacuum 1.88 (-0.15) 1.83 (-0.06) 1.93 (-0.13) 2.04 (+0.14) 2.13 (+0.08) 2.04 (+0.15)
ILi vacuum 2.01 (-0.02) 2.00 (+0.12) 1.98 (-0.09) 2.10 (+0.20) 2.12 (+0.07) 2.03 (+0.14)
I+Li water 1.88 (-0.13) 1.83 (-0.06) 1.90 (-0.14) 2.04 (+0.13) 2.15 (+0.12) 2.06 (+0.17)


























































































































Figure 4.9: Bond length change of Ti-O bond in different clusters comparing to that in the pure
neutral TiO2 cluster, as a function of its distance to the Li
+ cation.
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bond network. The Li+ cation is located at the off-center octahedral interstitial site and the
excess electron mainly resides on the nearest Ti atom to Li+ on the bulk side. The bond
length analysis, as shown in Table 4.2, indicates that the insertion of Li+ and the localization
of the excess electron induces significant local structural rearrangement in the host cell. The
local structural reorgnization after the insertion of Li+ is mainly the displacement of the
proximate Ti atom away from Li+ and the increase of volume of host cell where Li+ is
located. When the extra electron is added, this localized electron on Ti3+ significantly
elongates the Ti-O bond length of Ti3+. This local structural rearrangement only affects
the nearest two Ti shells around Li+.
To summarize, surface-adsorbed and bulk-intercalated Li+ cation traps the excess elec-
tron such that the electron is almost completely localized at the nearest Ti d-orbital, form-
ing a conceptual Ti3+ site. The addition of Li+/e− induces significant local structural
rearrangement to the local host cell, and only affects the nearest three/two Ti shells. The
local behavior of the trapped excess electron as well as the local rearrangement of cell are
in agreement with the small polaron characteristics of rutile TiO2.
4.3.2 Continuum Solvent Induced Shallow Trap State
We then calculated the trap depth energy for the electron trap state in both OLi and ILi
clusters in vacuum as well as in continuum water. The trap depth energy was calculated
such that the electric potential of conduction band edge is defined as the zero point, as
follows,
Edepth = ϕtrap − ϕCB (4.3)
where ϕtrap and ϕCB are the electric potentials of trap state and of conduction band edge
respectively. For ϕCB in OLi or ILi, we assume that ϕCB is equal to that of pure neutral
TiO2 cluster and is not affected by adsorption/intercalation of Li
+. The ϕtrap was calculated
as the electric potential of the half reaction O+Li + e
− → OLi and I+Li + e− → ILi. Please
note that the LOC corrections apply to both trap state and conduction band and have the
identical correction value, thus being subtracted out in Eq.(4.3); the solvation correction
only applies to the conduction band. We summarize the results in 4.3 and 4.10.
In vacuum, we found the trap depth energies for OLi and ILi clusters were 1.11eV and
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Figure 4.10: Position of valence and conduction band edges for rutile TiO2 cluster vs. standard
hydrogen electrode (SHE) in vacuum, in continuum water and in continuum acetonitrile. The






water, and in acetonitrile) are shown.
1.35eV respectively, indicating that both trap states are deep traps. Once an electron is
trapped by those trap states, it is very difficult for the trapped electron to be thermally
activated back to the conduction band. This further implies that these trap states are
almost always filled and are not responsible for carrying electric current. However, when
the continuum water (or continuum acetonitrile) is added, the electric potentials of both
trap states shift to more negative direction by 0.60eV and 0.69eV in water (0.63eV and
0.67eV in acetonitrile) for OLi and ILi cluster respectively. Counting on this negative
shift of trap states as well as the positive shift of conduction band edge, the trap depth
energies of OLi and ILi cluster become smaller to 0.35eV and 0.50eV in water (0.30eV and
0.50eV in acetonitrile), which are consistent with experimental value of 0.3 − 0.5eV [135;
136; 137]. We remind the reader that, as discussed previously, vacuum here refers to the
cluster passivated by a layer of water derived ligands, whereas water implies the immersion
of this model in a medium of dielectric 80, and acetonitrile similarly implies immersion in a
medium of dielectric 37.5. Thus the differences in the numbers in Table 4.3 above reflect the
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Table 4.3: Electric potentials of conduction band edge, valence band edge, and trap states in
vacuum, in continuum water and in continuum acetonitrile.
Potential (eV, vs. SHE) vacuum water
conduction band -1.02 -0.88
OLi +0.07 -0.53
ILi +0.31 -0.38
valence band +2.67 +2.89
impact of outer shell of solvent. The first layer of water itself will of course shift the results
as compared to an unpassivated TiO2 cluster; thus the shifts presented here should not be
misinterpreted as corresponding to that obtained by taking true UHV derived material and
placing it in solution for the first time.
Our results above show that, when Li+ is on surface or in bulk while close to surface
boundary, the corresponding electron trap state on the nearest Ti site is a deep trap in
vacuum but a relatively shallow trap in continuum water. The solvation effect of contin-
uum water makes the (near) surface trap state much shallower than it is in vacuum, and
transforms it from a deep trap to a shallow trap. The characteristic of existing shallow
traps in water differentiates our work on TiO2/Li system from many prior computational
studies on the TiO2 with oxygen vacancies [33; 34; 40; 32]. As the shallow characteristic of
trap state originates from solvation effect of continuum solvent, the intercalated Li+ in deep
bulk region which is far from the surface boundary should not benefit from the solvation
effect, and thus creates only the deep trap.
The power-law dependence of electron transport on light intensity is often explained
by the exponential density of states in TiO2, however, a model involving two overlap-
ping Gaussian distributions of trap states has also been proposed [27], and is discussed
in review articles (e.g., ref. 10) as a reasonable alternative to the assumption of an expo-
nential distribution. This charge transport model, developed by Anta and coworkers, can
explain the observed power-law relation for the kinetics in TiO2 nanoparticle as well as
the exponential model, is based on a combination of two Gaussian distributions of trap
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states centered at trap energies of about 0.3eV and 0.5eV below conduction band [27; 25;
26]. Our results are almost identical to their reported numbers. As these numbers were
arrived at completely independently, and our theoretical numbers were computed from first
principles with no adjustment to fit experiment, we consider that the plausibility of the
model, involving multiple Gaussian distributions of trap states, has been established.
In fact, there are likely many possible distributions of trap energies which would be com-
patible with the limited experimental transport data for the DSSC, of which the exponential
and multiple Gaussian models are only two examples. Our objective in this paper is not to
distinguish between these models, as that is not at all possible based on the limited number
of calculations that we have performed, the limitations of our computational modeling, and
the challenges posed by the experimental data. Rather, our goal is to establish that the
trapping energies that we calculate are compatible with reasonable interpretations of the
experimental transport behavior as a function of time and temperature. The comparison
made above satisfy this relatively modest, but nontrivial, objective.
4.3.3 Conduction Band Movement
The conduction band movement due to addition of Li+ cations is an important property
which affects the dynamics of electron injection from excited surface dye molecules to the
conduction band of the TiO2 nanoparticle. The influence of the adsorption or intercalation
process of Li+ cation into TiO2 nanoparticles on conduction band movement is of great
interests for experimentalists. Those two experimental systems can be modeled by our
model clusters; the adsorption case can be mapped to the O+Li cluster, representing one
Li+ cation is absorbed on the surface of TiO2, with no additional electron is injected into
TiO2; the intercalation is modeled by the I
+
Li/e
− cluster, which corresponds to the situation
in which Li+ is irreversibly intercalated into TiO2 and at the same time one electron is
trapped nearby to maintain the neutrality of the whole system. Conceptually, no additional
electron is injected from surface dyes in our model systems, which is consistent with the
dark condition of real measurements. The conduction band movement in these two model
clusters was investigated via examining the energetic shift of lowest unoccupied MOs, and
then comparing them to their counterparts in a pure neutral TiO2 cluster.
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For the O+Li cluster, the LUMO is almost identical to the LUMO in the pure neutral
TiO2 cluster. The energetic shift of the LUMO is −38meV, and the averaged energetic shift
of the 50 lowest unoccupied MOs gives −71±8meV, which is qualitatively in agreement with
the experimental result of a −260meV shift in 0.8M Li+ acetonitrile solution [138], which
presumably would cause a larger shift than the single Li+ cation we use here. Besides, we
found the energetic shift of MOs is weakly correlated to their distance to Li+ cation shown
as in Figure 4.11, suggesting that Li+ acts as a screened point charge and the interaction
between Li+ and MOs follows Coulombs law.
For the I+Li/e
− intercalated case, the LUMO was delocalized Ti d-orbitals on the vertical
middle plane, which is the same as the LUMO in the pure neutral TiO2 cluster. The
additional electron was trapped at the Ti atom near Li+ which is located at the next
right-hand-side layer from LUMO. The energetic shift of LUMO is a negligible value of
+9meV, and the averaged energetic shift of 50 lowest unoccupied MOs shown in Figure
10 is 12± 13meV, which is in consistent with the experimental result of approximate zero
conduction band movement for Li intercalated TiO2[139; 18]. The computational results
suggest that Li+/e− pair produces a very limited, if not zero, perturbation on LUMO; the
local geometrical reorganization and significant larger standard deviation of energetic shifts
















∆ E = 0.00316*d-0.082
∆ E = 0.00113*d-0.005
Figure 4.11: Energy shift of unoccupied molecular orbitals (∆E) as a function of their distance
(d) to Li+ in O+Li (blue) and ILi (red) clusters. The linear fitting for O
+
Li (blue dot line) and ILi
(red line) clusters are ∆E = 0.00316× d− 0.082 and ∆E = 0.00113× d− 0.005, respectively.
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4.3.4 Ambipolar Diffusion and Barrier Height
Ambipolar diffusion refers to a process in which an excess electron is transported through a
material in concert with small cationic species; the electron is always accompanied by one or
more cations, and the cation provides electronic stabilization for the electron throughout its
journey from injection to the collection electrode. In the present case, the excess electron is
presumed to reside on a single Ti atom (reduced from Ti4+ to Ti3+), which in the simplest
single cation model (the only one we consider in detail below, due to the restrictions on
our computational technology) is stabilized by a Li+ cation coordinated to the Ti3+ ion.
The localization of the electron in this mechanism is similar to that which occurs in small
polaron self-trapping of an electron in a crystal lattice, with the difference that the some of
the energy to drive localization is provided by coordination of an external ion from solution,
along with the usual optimization of bond lengths and angles of coordinating atoms in the
lattice that drive polaron formation.
Polaron formation and (possible) migration has been investigated previously in the
context of TiO2, both experimentally and theoretically. Experimental measurements on
bulk TiO2 show a relatively large effective mass for the electron, suggesting some trap-
ping by phonons, but the data is ambiguous with regard to whether a sharply localized
small polaron state is the proper description of the species involved in transport, and the
situation is further obscured by the possible role of defect states [140]. There are also
experiments on TiO2 particles, one of which detects reduced Ti
3+ states using EPR exper-
iments [141]. However, these particles contain many defects and impurities, and one can
generate the same EPR signal from defect sites without any photoexcitation. Calculations
using DFT+U methods (with a large value of U, ∼ 10eV) show polaron localization [33;
49; 48], as do recent B3LYP calculations [50]. The complexity of the experimental systems,
and uncertainties in the calculations of various types, make direct comparison of theory and
experiment difficult to achieve in an unambiguous fashion. However, the basic idea, that
localization on a Ti atom to produce Ti3+ is possible, provides a useful background for our
construction of localized states required for ambipolar diffusion induced by binding of an
external cation.
Several different physical processes are possible; a single cation could move with the
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Figure 4.12: Scheme of three possible ambipolar diffusion paths in a rutile TiO2 nanoparticle.
Path A represents that Li+/e- migrates along the c-channel of rutile TiO2 nanoparticle; Path B
represents that the Li+/e- diffuses along the surface via oxygen-bridge sites; Path C represents
Li+/e- diffuses via multiple bulk-surface hopping processes.
electron on the entire trajectory, or different cations could stabilize the electron at different
sites along the trajectory, or a cloud of cations in solution could diffuse with the electron
as it hops from site to site. A combination of these processes is also possible. In the
present paper, we do not investigate these models in their full generality, as this requires
dynamical simulations involving multiple cations which we are at present unprepared to
undertake. Rather, we generate illustrative transitions in which the electron is transferred
from one acceptor site in the TiO2 substrate to a neighboring site, and a single cation
is closely coupled with the electron. The trajectory of the cation serves as the reaction
coordinate, with the electronic structure assumed to adiabatically reorganize as a function of
the cation position. From this model, we can extract an activation barrier for a fundamental
hopping event, and compare the magnitude of this barrier to the distribution of barrier
heights estimated by Frank and coworkers from experiments measuring the temperature
dependence of electron transport in the DSSC [10]. Our objective here is not to definitively
quantitate the transport mechanism, but rather to establish the plausibility (via the above
comparison with experiment) of the core events in the ambipolar diffusion model. Dynamical
simulations involving explicit waters, multiple electrons, and an experimentally realistic
cation concentration, will be necessary to develop a more detailed picture of the model
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Figure 4.13: Scheme of the electron hopping from bulk to the surface state due to the motion
of Li+ cation in solvent. The hopping electron is shown in red and blue isocontour surfaces,
and Li+ is shown in green.
and its predictions. Such simulations, however, require parametrization of a model of the
interaction of the various components; the quantum chemical calculations we report here
can be viewed as an essential preliminary step in carrying out such a parametrization.
In the simplified model above, there are three possible Li+/e− ambipolar diffusion paths
in rutile TiO2 nanoparticle shown in Figure 4.12, and we label them as path A, B and C.
Path A is along the c-axis of rutile TiO2 in such a way that Li
+ migrates within the c-
axis channel and the localized electron follows Li+ via hopping between adjacent Ti sites.
This path is the most probable ambipolar diffusion path within the cluster, with the lowest
activation energy. Path B is similar to path A, but is located on the surface of the TiO2
cluster along the c-direction oxygen bridge. Path C involves the motion of Li+ towards and
away from the TiO2 surface as well as the hopping of the electron between the conduction
band edge and different Li+ induced surface trap states (illustrated in Figure 4.13). As it is
still questionable on how to robustly compute possible finite size correction for TS of path
C, we leave the calculation of barrier heights of path C for future work.
For path A, ambipolar diffusion within TiO2 along the c channel, we first optimized two
ground states (GS) with Li+ located at two adjacent octahedral interstitial sites. As shown
in Figure 4.14top, the two GS are the mirror image of each other except for the disordered
surface hydrogen bond network. Initially, the excess electron is located at the nearest Ti site
in the two ground states. The absolute energies of the two GS are very close, and the right
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GS1 TS1 GS2
GS3 TS2
Figure 4.14: Ground states (GS) and transition state (TS) for Li+/e− ambipolar diffusion along
path A (top) and path B (bottom). The barrier heights for GS1 → TS1, GS2 → TS1 and
GS3→ TS2 are 0.12eV, 0.16eV and 0.25eV respectively. The hopping electron is shown in red
and blue isocontour surfaces, and Li+ is shown in green.
GS has a slightly lower energy than the left one, by 0.04eV. We then calculated the TS for
Li+ hopping between the two GS. The Li+ cation finally located at around the middle point
of the two adjacent interstitial sites but closer to the left. One would expect that the excess
electron is delocalized between two adjacent Ti trapping sites, but this was not observed.
Instead, the excess electron is localized at the right Ti trapping site in Figure 4.14top. The
barrier heights from the left and right GS to the TS were 0.12eV and 0.16eV respectively.
For path B, ambipolar diffusion on the surface along c-direction oxygen bridge, only
one ground state was chosen to be optimized because the other one has a poorly-defined
geometry, in which the Li+ is located at the boundary and is bonding to an O-H group
instead of bridge oxygen. Then the TS of path B was calculated, and the results of GS
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and TS are shown in Figure 4.14bottom. In the TS, Li+ was located at the middle of two
adjacent ”conceptual” binding sites. Similar to path A, we did not observe the delocalization
of trapped electron, and it is almost completely localized at one Ti site, indicating only
small amount of trapped electron density is transferred from the initial to final Ti site at
the transition state. The barrier height for path B is 0.25eV.
Assuming the electron transport in DSSC is coupled with the dynamics of cations in
electrolyte (the cations in electrolyte ”drag” on the electron transport), our barrier heights
from ambipolar diffusion model should be in principle consistent with experimental activa-
tion energy (Ea) of electron transport in DSSC. It should be noted that it is likely that
many alternative ambipolar diffusion paths can also be constructed which would yield sim-
ilar transport barriers, so the analysis we provide here represents only establishment of the
plausibility of an ambipolar diffusion based model, as opposed to stronger results such as
ruling out alternatives. Nevertheless, the results are in satisfactory concordance with ex-
periment: Frank and other groups reported similar Ea values in the range of 0.10− 0.27eV
depending on the cell preparation [142; 143; 144], whereas our computed barrier heights are
in a similar range of 0.12− 0.25eV. These results validate the consistency of our calculated
ambipolar diffusion model with experiment.
Finally, we want to further comment on the physical picture of ambipolar diffusion
based on computational results above. As the diffusion of an electron confined on an actual
TiO2 nanoparticle is faster than the diffusion of an Li
+ cation in electrolyte, the diffusive
behavior at short and long time scales should be viewed separately. In short time scale,
which is shorter than the characteristic time of Li+ diffusion, the distribution of Li+ near
the surface of TiO2 nanoparticle creates a ”static” distribution of shallow trap states, which
prevents the fast electron diffusion for the local surface areas. In the long time scale view,
the dynamics of Li+ cation in electrolyte creates an averaged distribution of shallow trap
states for all Li+ accessible surface areas, these resulting traps slow down the electron
diffusion via trapping and detrapping processes.
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4.3.5 Open Circuit Voltage and Chemical Reaction Cycle
The open circuit voltage (Voc) in DSSC is the difference between the Fermi level of TiO2
nanoparticles and the redox potential of the electrolyte. The most widely used redox couple
in DSSC is I−3 /I
−, and the experimental redox potential of I−3 /I
− is +0.54eV in water [145;
146] and +0.35eV in acetonitrile [147]. The Fermi level of the TiO2 nanoparticle is assumed
to be the highest filled energetic level, which is corresponding to the trap states in our model
clusters, and hence the Voc can be calculated as the difference of electric potential between
trap state and I−3 /I
− redox couple. The values we obtained are 1.06eV and 0.91eV in water
































Figure 4.15: Diagram of Chemical cycle.
We then constructed the possible reaction paths starting from the pure neutral TiO2
cluster and ending at the TiO2/Li complex, as shown in Figure 14, to investigate the
chemical equilibrium between TiO2 nanoparticles and Li
+. In Figure 4.15, the left-middle
cluster represents the pure neutral TiO2 cluster, which can either bond to Li
+ cations in
electrolyte via surface adsorption or intercalation process, or obtain extra electrons from the
surface dye molecules. The formation energies of O+Li and I
+
Li complexes are +2.6kcal/mol
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and +9.5kcal/mol respectively, indicating that both bonding processes are disfavored in
energetics. However, as the formation energy of Li- adsorbed complex is just a few kcal/mole
larger than zero, if there are sufficient Li+ in electrolyte (i.e. the concentration of Li+ is
high enough), it is completely possible for some Li+ cations to be adsorbed on the TiO2
surface via oxygen bridges.
After an electron is injected into the TiO2 cluster, a reduced TiO2 cluster is formed,
shown in the right-middle of Figure 4.15. The formation energies for the reduced TiO2
cluster to adsorb or intercalate one Li+ cation are −5.5kcal/mol and −2.1kcal/mol for OLi
and ILi respectively, indicating that the Li
+ cations in the electrolyte are ”attracted” by the
injected electrons and hence are prefer bonding to the position proximate to where electron
is trapped, which is consistent with the picture of ambipolar diffusion discussed above.
If we generalize the physical picture above from our specific model system, containing
only one excess electron and one Li+, to the system containing multiple injected electrons
and multiple interacting Li+ cations, it is reasonable to believe that multiple Li+/electron
polaron pairs are trapped near the surface and cover certain Li+ accessible surface areas (it
is not necessary for this coverage to be a monolayer as the charge-charge repulsion is very
strong). In an energetic view, these trapped Li+/polaron pairs form a conceptual surface
band which is 0.3 − 0.5eV below the conduction band edge of the TiO2 nanoparticle, and
allows multiple electron trapping and detrapping processes.
4.3.6 Comparison to Experiment Results
We summarize the computational results and corresponding experimental values in Ta-
ble 4.4. The DFT calculated electric potential of the conduction band edge (−0.88eV in
water and−0.86eV in acetonitrile) is close to the experimental measurement of−0.7eV [132].
The band gap (3.77eV in water and 3.72eV in acetonitrile) is overestimated by DFT com-
paring to the experimental value of 3.0eV [132], leading to the more positive valence band
potential. The trap depth energies of OLi and ILi clusters from DFT calculations are, in
range of 0.30− 0.50eV, consistent with the corresponding experimental measurements [135;
136; 137]. The conduction band movement predicted by DFT calculations (−71 ± 8meV)
is quantitatively in agreement to the experimental result of −260meV in 0.8M Li+ ace-
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Table 4.4: Summary of predicted physical properties and corresponding experimental values
Property DFT (water) DFT (acetonitrile) Exp.
Conduction Band Edge (eV,vs. SHE) −0.88 −0.86 −0.7[132]
Valence Band Edge (eV, vs. SHE) +2.89 +2.86 +2.3[132]
Trap Depth (eV) 0.35, 0.50 0.30, 0.50 0.3[135]∗, 0.5[136]†, 0− 0.25[137]‡
Band Gap (eV) 3.77 3.72 3.0[132]
Conduction Band Movement (meV)
(a) surface Li+ −71± 8 - −260[138]§
(b) inserted Li+/e− 12± 13 - ∼ 0[139; 18]
Diffusion Barrier (eV) 0.12− 0.25 - 0.10− 0.15[142]¶, 0.19− 0.27[143]‖
Voc (eV) 0.91∗∗ 0.71†† 0.8[6]‡‡
∗rutile TiO2, 0.1M [n-Bu4N]ClO4 in acetonitrile, cyclic voltammetry
†anatase TiO2, 0.2M LiClO4 in water, spectroelectrochemical methods
‡rutile TiO2, proton in water, photoinduced reactions
§rutile TiO2 with 0.8 mole Li+ in acetonitrile
¶anatase TiO2, 0.5M LiI in methoxyacetonitrile
‖anatase TiO2, 0.8M 1,2-dimethyl-3-hexylimidazolium iodide in methoxyacetonitrile
∗∗computed by using the I−3 /I
− redox potential in water, +0.54eV (vs. SHE)
††computed by using the I−3 /I
− redox potential in acetonitrile, +0.35eV (vs. SHE)
‡‡AM1.5 illumination(0.998 suns)
tonitrile solution, which is presumably larger for a significantly higher Li+ concentration.
Finally, the DFT calculated Voc (0.91eV in water and 0.71 eV in acetonitrile) is close to
the experimental measurement of 0.8eV in the real DSSC [6].
The agreement between theory and experiment for the wide range of properties that we
have reported is uniformly within the range of 0.1 − 0.2eV. Given the approximations in
constructing the physical model, noise in the experimental data, and possible errors remain-
ing in the DFT, we consider these results to be strongly confirmatory of the fundamental
assumptions underlying our approach to modeling the DSSC at an atomic level of detail.
The use of a cluster model realistically passivated with water derived ligands, corrections
for finite size effects, and employment of a DFT functional which has been validated in its
ability to accurately predict redox potentials for transition metal containing systems, have
in combination enabled a significant advance in making extensive and quantitative contact
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with the relevant experimental data. As noted in the introduction, these methods are quite
different in aggregate than previous approaches to the problem, and we believe that they
provide a path forward to achieving a useful microscopic picture of the functioning not only
of the DSSC, but of other nanoscale solar photovoltaic devices. The results also validate the
technical improvements that we have made enabling a transition metal oxide cluster with
more than 350 atoms to be studied in the Jaguar electronic structure program on a rou-
tine basis. Without the enhancements in parallelization, initial guess, and convergence of
geometry optimization, obtaining numbers that could be compared with experiment, which
often involved subtraction of two large values, would not have been possible. The quality
of the results compared to experiment demonstrates that the calculations are sufficiently
converged (in terms of both geometry and wavefunction) so that the results are not over-
whelmed by random noise fluctuations, a serious danger when treating large systems with
many flexible degrees of freedom (here, the passivating water derived ligands).
4.4 Conclusion
We have developed a cluster model of a TiO2 nanoparticle in the DSSC and used first princi-
ples quantum chemistry, coupled with a continuum solvation model, to compute structures
and energetics of key electronic and structural intermediates and transition states. Our re-
sults suggest the existence of shallow surface trapping states induced by small cations and
continuum solvent effect as well as the possibility of the existence of a surface band which
is 0.3-0.5 eV below the conduction band edge. The results are in uniformly good agreement
with experiment, and establish the plausibility of an ambipolar model of electron diffusion
in which small cations such as Li+ diffuse alongside the current carrying electrons in the
device, stabilizing shallowing trapping states, facilitating diffusion from one of these states
to another, in a fashion that is essential to the functioning of the cell.
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Chapter 5
Study of the TiO2/Proton system
5.1 Overview
The effect of proton on the trapping behavior of electron and/or hole in the TiO2 have
been extensively investigated in the context of photocatalysis and photovoltaic via many
experiments and theoretical studies. The major interests of previous studies are to under-
stand the proton’s adsorption and/or intercalation process, their related surface phenomena
and more importantly their influence on the device performance. We shall briefly overview
the previous works related to the proton and TiO2 system in a restricted manner by fo-
cusing our discussion to the studies (including theoretical modelings) of fully functional
DSSCs, to avoid the overlap of works in the area of photocatalysis. More general reviews
on this topic can be found in ref. [11; 13; 148]. We note that the major factor that the
author distinguishes the photocatalysis (e.g., water spliting device) and DSSCs is that the
charge separation in the photocatalysis device is occurred in the bulk TiO2 and there exist
simultaneous electron and hole transport in TiO2 (network); while in DSSCs, the charge
separation is happened at the interface of TiO2, dye and electrolye via the electron injection
from exited dye molecule to the TiO2 conduction band, and electrons are diffused through
the TiO2 nanoparticle and holes are transported in the electrolye.
The effect of pH (i.e., proton) on the flatband potential of polycrystalline TiO2 electrode
in aqueous electrolye was initially investigated by Gra¨tzel and coworkers [149]. This stud-
ies illustrated the Nernstian dependence of between the flatband potential of Vfb on pH,
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Vfb = −0.40− 0.060pH[V, SCE]. Similar results were found for other cations like Li+, Na+
and Mg2+ in various and mixed nonaqueous solutions by Fitzmaurice and coworkers [150;
151]. Hupp next studied the simultaneous photoaccumulation of electrons and protons via
photochemical quartz crystal microbalance [152; 153], which implied the proton interca-
lation into TiO2 involved in the charge compensation under photoaccumulation process.
Later many measurements [22; 154; 155; 156; 157; 158; 159] on the conduction band edge
movement upon the acid treatment of TiO2 electrode consistantly suggested the possitive
shift of the conduction band edge and/or the increase of electron injection efficiency.
The influence on the dye adsorption upon surface protonation treatment of TiO2 elec-
trode have been extensively studied [154; 160; 155; 156; 156; 158; 159]. General agreements
include (i) the binding mode is affected by acidic or basic condition [154]; (ii) Low concentra-
tion of proton (i.e., 0-0.1 M) increases the amounts of adsorbed dye molecules thus leading
to the increase of visible absorbance [160; 156; 156; 158; 159]; (iii) Higher concentration of
proton results the decrease of dye adsorption [155; 159]. The IPCE has a first-increase-later-
decrease trend with regard to the proton concentration, consistent to the dye adsorption
behavior [160; 159]. We note that IPCE is affected by light harvesting efficiency, electron
injection efficiency and electron collection efficiency corresponding to the dye load, conduc-
tion band edge potential and charge transport resistance, respectively. The charge transport
resistance at TiO2/dye/electrolyte interface shows an identical increase-then-decrease trend
but with a shifted peak, which suggests a decrease-then-increase charge recombination rate
at this interface [159]. The electron diffusion coefficient is reported to be decreased by 30%
based the measured risetime via photocurrent transients upon 0.1M HCl treatment [157].
The short-circuit photocurrent density (Jsc) is enhanced at lower concentration of pro-
ton (e.g., 0.05-0.1 M for HCl). However, the charge of open-circuit voltage (Voc) upon
protonation is controversial with the absolute value of a couple tens of mV at medium or
low concentration, reflecting a combined result (i.e., cancellation between) of conduction
band movement and the change of charge recombination rate constant, as studied in depth
in ref. [157]. At higher concentration, the Voc drops as the positive shift of conduction band
edge dominates the combined effect [159].
Besides, the hydrogen binding site and possible diffusion path along c-channel in single
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crystal rutile TiO2 due to hydrogen intercalation is studied extensively via experiments [161;
162; 163; 164; 165] and theoretical calculations [45]. The diffusion barrier of H is 0.59eV
in the c direction and 1.28eV in the ab planes [165]. On the other hand, theoretical
calculations suggest that hydrogens can be adsorbed at the bridging oxygen sites form-
ing (up to one monolayer of) hydroxyle groups [166; 32] using plane-wave DFT meth-
ods. From experiments [167; 168; 169] and DFT calculations (in vacuum) [45; 32; 42;
170], it is found that both bulk intercalation and surface adsorption of hydrogen introduce
localized Ti3+ states about 1eV below the conduction band.
The efforts listed above have fully elucidated the photovoltaic properties of DSSCs upon
under the influence of acid treated TiO2 electrode and also the nature of the energetically
deep electron trap states; however, apparently a microscopic picture between the electron
transport properties and the observed trapped states is missing, and furthermore, the effect
of surface protonation on the ambipolar diffusion of the Li+/e− pair (i.e., Li+ cation is still
presenting in the electrolye) is not well studied yet from theoretical perspective. This chap-
ter is severed to answer those questions via ab-initio DFT calculation on the TiO2/proton
system.
5.2 Methodology
The DFT calculation of the TiO2/proton clusters are similar to what we performed in the
TiO2/Li cluster (in section 4.1). We computed the electric potentials and barrier heights
for proton transportation.
The Mulliken Charge analysis is performed to investigate the effect of the addition of
a dingle cation (Li+ or proton) on the changes of the atomic charges of TiO2 cluster. As
Mulliken charge is generally noisy, if we perform geometrical optimization on both clusters,
the subtracted charge differences are very noisy. Thus, we performed this analysis as follow
to avoid this difficulty: (i) first optimize the combined cluster (TiO2 and the cation) as usual;
(ii) extract the TiO2 geometry from the optimized combined cluster by only removing the
cation, and perform a single point calculation; (iii) do Mulliken charge analysis on the
converged wavefuncions of i and ii; (iv) subtract the corresponding atomic charge of i and
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ii.
5.3 TiO2/Proton cluster in Continuum Solvent
5.3.1 Location of Electron Trap State
Figure 5.1: Converged geometries of the TiO2 cluster with proton intercalated (top) or adsorbed
(bottom). The calculations are performed at RB3LYP/LACVP level with water implicit solvent.
The proton is colored as blue.
We constructed two TiO2/proton clusters by intercalated the proton into the subsurface
c-channel and by adsorbed the proton on the surface of TiO2 nanoparticle. Similar to Li-
doped clusters as discussed in chapter 4, explicit water molecules and hydroxyl groups are
passivated the surface of TiO2 cluster. The two clusters were geometrically optimized in
presence of implicit water at RB3LYP/LACVP level, and the converged geometries are
shown in Figure 5.1. In H-intercalated cluster, the H is located within the c-channel and
form covalent bond with its nearest oxygen atom, which is different from the location of Li
dopant (i.e., octahedral vacancy). This stablest proton location is consistent with previous
experimental [164] and theoretical [45] studies. We investigated the changes of Mulliken
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charges after inserting the H+ (without additional electron) shown in Figure 5.2. The
Mulliken charge of the doped H+ is +0.52. Unlike the doped Li+, which shows isotropic
influence to its surrounding oxygen and Ti atoms, the doped H+ only has profound effect on
its bonding oxygen with a more negative Mulliken charge by -0.14. When an extra electron
is added (injected) into this cluster, we found it is located at the center of the cluster. We
recall that in the Li-doped cluster, the injected electron is trapped at the nearest Ti site
from Li atom (Figure 4.7). We note that it is impossible to distinguish the cluster center
location with the second nearest Ti site for H+ in this size-constraint model cluster, thus we
have no firm conclusion whether this electron is trapped or in the conduction band. What
is relatively clear is that, doped H+ attracts electron less than the doped Li+.
Figure 5.2: Mulliken Charge (changes are shown in parentheses, threshold is 0.05) in Li+ (left)
or proton (right) doped clusters. The Li and H are colored as green and blue, respectively.
The cluster with proton adsorbed on surface were studied in similar manner, as shown
in Figure 5.1 and 5.2. In the optimized geometry, we found the proton (H3O
+) is separated
into H and H2O two pieces, in which the H atom forms a covalent bond with a surface
bridging oxygen and a hydrogen bond with oxygen in H2O piece. The hydrogen bond
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length is 1.95A˚. After the proton adsorbed on the surface, the Mulliken charge of the H
atom (which directly bonds with bridging oxygen) is +0.47; interestingly, the Mulliken
charge of its nearest surface Ti atom becomes more positive by +0.79, implying that the
adsorption of a proton creates a hole on the surface of TiO2 nanoparticle in which an
electron could be trapped. Indeed, we observed that the additional electron is trapped at
this location. Although both surface Li+ and H+ creates a surface Ti trapping state for
injected electron, the mechanism are different to some extent. In Li+ case, the Li+ acts
more likely as a cation with large positive charge (i.e., +0.71) and has no covalent bonding
with surface oxygens; while in contrast, the H+ directly bonds with surface oxygen and
weakens the Ti-O bond thus creates a hole on the Ti atom. Electron is then attracted by
the Li+ (the hole) due to Coulomb interaction.
5.3.2 Energetics of Electron Trap State
Figure 5.3: Electric potentials of valence band (VB), trap states and conduction band (CB) vs
standard hydrogen electrode (SHE) in vacuum, continuum water and continuum acetonitrile.
The electric potential diagram and trap depth values are shown in Figure 5.3 and Ta-
ble 5.1. Similar to the results for the Li clusters, the continuum solvent (water or acetoni-
trile) shifts the trap states towards to the conduction band edge, leading to a smaller trap
depth by ∼ 0.8-0.9 eV. The trap depth value for H-doped and proton-adsorbed case is 0.85
and 0.56 eV in water (0.90 and 0.51 eV in acetonitrile). The experimental measurements
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show diverse values ranging from 0-0.8 eV and have the difficulty of identifying the location
of H; Only in ref. [171; 172], it is clear that the trap depth is due to the electron trapping
at surface Ti(IV)-OH, which is consistent with the trap depth of 0.51 eV for surface proton
case.
Table 5.1: Trap depth values for Li-doped and proton-doped clusters
Trap Depth (eV) Vacuum Water Acetonitrile Exp.
Li+/e-, inside 1.35 0.50 0.50 0.3[135]∗, 0.5[136]†
Li+/e-, outside 1.11 0.35 0.30
H+/e-, inside 1.66 0.85 0.90 0-0.25[137]‡, 0.8[173]§, 0.42[171; 172]¶
H3O+/e-, outside 1.43 0.56 0.51
∗rutile TiO2, 0.1M [n-Bu4N]ClO4 in acetonitrile, cyclic voltammetry
†anatase TiO2, 0.2M LiClO4 in water, spectroelectrochemical methods
‡rutile TiO2, proton in water, photoinduced reactions
§TiO2/aqueous solution, pH=2, time-resolved photoacoustic spectroscopy
¶P25 TiO2, surface Ti(IV)-OH, fourier transform infrared
Comparing to Li cases, all proton cases demonstrate a deeper electron trap state re-
gardless of the proton location or solvent type. This result is qualitatively consistent with
the experimental observation [157] (also see Appendix B) that the acidic treatment of TiO2
electrode makes the electron diffusion coefficient reduced by 30% in DSSC. In multiple trap-
ping model [23; 24; 25], the electron transport (i.e., diffusion) is limited by the trapping-
detrapping process via the conduction band and the relatively shallow trap states. During
the acidic treatment, proton is adsorbed on the surface of TiO2 nanoparticles (potentially
some protons could be intercalated into subsurface region), which introduces relatively
deeper trap states comparing to the trap states induced by Li+ cation alone, shifts the den-
sity of states (DOS) of trap states to the deep direction, and thus causes smaller electron
diffusion coefficient.
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GS1 TS1 GS2
GS3 TS2 GS4
Figure 5.4: Ground states and transition state for proton/e- diffusion along the c-direction inside
the c-channel (top) and on the surface (bottom). The barrier heights for GS1 → TS1, GS2
→ TS1, GS3 → TS2, and GS4 → TS2 are 0.77, 0.85, 1.41, and 1.18 eV , respectively. The
electron is shown in red and blue isocontour surfaces, and the proton is shown in blue.
Figure 5.5: Alignment of the geometris of ground states and transition state: left, H+/e− is
intercalated; right, H3O
+/e− is adsorbed on surface. The calculations were at RB3LYP/LACVP
level in implicit water. Hydrogen atoms of the proton are colored by blue (in ground states) and
light blue (in transition state), respectively.
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5.3.3 Ambipolar Diffusion and Barrier Height
The two ground states (GS) and one transition state (TS) for both intercalated and adsorp-
tion cases of the proton/e- were geometrically optimized and the converged geometries are
shown in Figure 5.4 and the alignment of GSs and TS is shown in Figure 5.5. We found the
diffusion path of H inside of rutile TiO2 is through the oxygen atoms on the four sides of
the c-channel (like swirling), identical to previous study [164]. The barrier heights (shown
in Table 5.2) are 0.77 and 0.85 eV, which are slightly higher than the experimental value of
0.59 eV measured in rutile TiO2 at low H concentration, possibly due to the consideration
of extra solvent effect (i.e., implicit water). In both GSs and TS, the additional electron
is located at the center of the cluster; we did not observe the concerted transport in this
modeling cluster. It is uncertain whether concerted H+/e− transport could exist in larger
TiO2 cluster.
In the surface diffusion of H3O
+, we found that the covalent O-H bond (in GSs) between
surface bridging oxygen and H in the proton is broken in TS, and a H3O
+ is formed and
located between the two bridge oxygens with hydrogen bonds. The barriers are significantly
higher with the value of 1.41 and 1.18 eV. The difference of the two barrier values is due to
the different configurations of surface hydrogen bonds in the two GSs (i.e., GS3 has one more
hydrogen bond than GS4). The additional electron is located in the same surface Ti site
for both GSs and TS. The barriers suggest that proton is much more difficult to transport
on surface comparing the Li+ cation. Considering the characteristic of deeper electron
trap (discussed above), this further implies that surface proton/e pair is very likely to have
longer life time at a single fixed location (i.e., difficult to perform ambipolar diffusion) and
potentially limits the co-existing Li+/e− ambipolar diffusion.
5.3.4 Discussion and Conclusion
The major question we want to answer is, what is the effect of proton on the photovoltaic
properties of DSSC given the co-existence of proton and Li+ in electrolye? The proton is
usually introduced via acidic treatment of TiO2 electrode (i.e., adsorbed on surface) or likely
via hydrolysis during the synthesis of TiO2 nanoparticle (e.g., surface hydroxyl groups).
Experimental observations [157] demonstrate that proton makes the risetime (i.e., the time
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Table 5.2: DFT and experimental barrier heights for Li and H diffision in TiO2.
Cluster Barrier 1 [eV] Barrier 2 [eV] Exp. in TiO2 [eV] Exp. in DSSCs [eV]
Li+/e−, inside 0.12 0.16 0.33[174]∗ 0.10−0.15[142]†, 0.19−0.27[143]‡
Li+/e−, outside 0.25 - -
H+/e−, inside 0.77 0.85 0.59[165]§ larger than Li¶
H3O+/e−, outside 1.41 1.18 -
∗at room temperature, along c direction of rutile TiO2.
†in DSSC, anatase TiO2, 0.5M LiI in methoxyacetonitrile.
‡in DSSC, anatase TiO2, 0.8M 1,2-dimethyl-3-hexylimidazolium iodide in methoxyacetonitrile.
§at low H concentration, along c direction of rutile TiO2.
¶in DSSC, acidic treatment of TiO2 electrode results in 30% decrease of the (combined) electron diffusion
coefficient.
at which the photocurrent reaches half the steady-state value) longer, which equivalent to a
slower (combined) diffusion coefficient by about 30%. The diffusion coefficient is considered
to be affected by two factors: (i) the thermally-activated diffusion of electrons via trap states
and conduction band, and (ii) the ambipolar (combined) diffusion of electron and cation.
Conceptually, factor i dominates the electron diffusion in bulk TiO2, and both factor i and
ii decide the combined diffusion in surface and subsurface regions of TiO2 nanoparticles.
It is naturally to believe that the electron trapping-detrapping process and the ambipolar
diffusion of electron/cation are co-existing and coupled at the surface. It is still elusive that
how important of the concerted electron/cation diffusion on carrying the photocurrent.
Our DFT studies presented herein in proton doped and adsorbed TiO2 cluster suggest
that (i) the electron trap states becomes deeper by ∼ 0.2-0.4 eV comparing to the Li
clusters, and (ii) the diffusion barrier of proton in significantly higher than that of Li+
no matter in bulk or on surface along the c-direction. These results further suggest that
the presence of proton in electrolye or in bulk shifts/weights the density of states (DOS) of
electron traps to deeper direction, which thus leads to a slower thermally-activated diffusion
of electrons. As the barrier height for concerted proton/electron transfer is high (>1eV), it
is less likely that this kind of ambipolar diffusion will happen, and potentially the coexisting
Li+/e− will be restricted. As energetic depth of these (sub) surface traps becomes deeper,
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Chapter 6
Conclusions
This thesis herein presents the advances on methodology and application towards a micro-
scopic understanding of the electron transport and trapping mechanism in dye-sensitized
solar cell through ab-initio density functional theory calculations.
In methodology, the efficiency and robustness of our pseudospectral based electronic
program, Jaguar, has been greatly enhanced for large DFT calculations. An OpenMP/MPI
hybrid parallelization implementation has been proposed and implemented into the Jaguar
in a hardware-efficient manner, which significantly extends the parallelization scalability
from ∼16 to ∼128 and enables the hybrid-DFT calculation on a system with up to 5000
basis functions. In addition, a fragment based initial guess methodology which suitable
for addressing systems with significant delocalization (such as the TiO2 clusters) has been
developed. Furthermore, the numerical robustness with regard to converged wavefunction
has been improved and validated in larger testing cases. The combination of these three
advances enables Jaguar to be used in many sophisticated organic and biology science
problems that require a significantly large modeling size, as well as a wide range of materials
science problems that previously were not accessible to our approach.
By utilizing the new Jaguar, we successfully investigated the electronic structure and
energetics of pure, Li-doped, proton-doped rutile TiO2 nanoparticles of up to 61 TiO2 units
with saturation of explicit surface water molecules and implicit solvent via the hybrid DFT
(B3LYP) calculation coupled with the continuum solvent model, the finite size correction
of solvation energy, and the localization orbital corrections. We found that the subsurface
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intercalation and surface adsorption of Li+ cation into the TiO2 nanoparticles, in pres-
ence of implicit solvent, introduce the electron trap states on the nearest Ti sites, which
energetically locate at 0.3−0.5 eV below the conduction band edge, as also observed in
experiments [135; 136]. The implicit solvent effect is found to be the key origin of the
shallowness of the trapping energy. This result implies that the existence of Li+ cations
in (sub) surface region increases the density of states (DOS) of the shallow electron traps
(that are responsible for the electron conduction/diffusion in DSSCs), and it further pro-
vides a microscopic picture of the experimental observation that higher concentration of
Li+ significantly increases of the diffusion coefficient [37]. The barrier height for the (con-
certed) Li+/e− transport along the c-direction in rutile TiO2 nanoparticle was estimated as
∼ 0.12−0.25 eV via the DFT calculations with implicit water, which is in good agreement
with experiment and establish the plausibility of the thermally-activated ambipolar diffusion
model in which small cations such as Li+ diffuse alongside the current carrying electrons
in the device, stabilizing shallowing trapping states, facilitating diffusion from one of these
states to another, in a fashion that is essential to the functioning of the cell. Comparing to
Li+ cation, proton makes the (sub) surface traps due to cation intercalation or adsorption
deeper by ∼ 0.2-0.4 eV, and leads to the barrier for the proton/electron ambipolar diffusion
in bulk or on surface significantly higher (∼ 1eV). These results are consistent with the
experimental observations that acidic treatment of TiO2 electrode decreases the electron
diffusion coefficient and interfacial recombination of electron and I−3 [157].
In sum, the studies described in this thesis propose an atomically detailed model for the
electronic states involved in electron transport and trapping in DSSCs, and obtain good
agreement with experiment for properties such as the energetics of the trapping states and
the barriers to hopping conduction by electrons. There still exist many interesting and
important questions needed to be asked in successor’s work. For example, which are the
major factors affects the density of states of electron trap states, especially the shallow traps?
What is the size effect on the electronic structure of a TiO2 nanoparticle? Can we describe
the correlation between Li+ and electron using CarParrinello molecular dynamics? Besides,
how to address the limitations in present methodology could also be awarded directions.
For example, implementing decomposition of the calculation of the long-range component in
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