In this paper we modify nonparametric regression-based mean estimators in ranked set sampling using a covariate. We will show that our modified mean estimators perform well in comparison with their leading competitors.
Introduction
Ranked Set Sampling (RSS), which was firstly introduced by McIntyre (1952 McIntyre ( , 2005 , is an appropriate sampling technique which is designed to use auxiliary ranking information. A balanced ranked set sample is selected as follows: The number of k samples of size k is selected, ranked in increasing order without actually measuring them (e.g. by eye inspection or using a covariate), and then the ith smallest observation from the ith sample is measured, for i=1,2,…,k. This procedure is repeated n times to give a ranked set sample of size N=nk. Unbalanced RSS differs from balanced RSS in that the number of observations with rank i varies from one i to another. Thus, if i n be the number of observations with rank i, then Another variation of RSS which is recently proposed by MacEachern et al. (2004) is Judgment PostStratification (JPS). To collect a JPS sample of size N, using set size k, a simple random sample of size N is drawn and measured. Then, for each measured unit, (k-1) additional units are drawn independently to give a set of size k, and the rank of the measured unit among the k units is noted. So, JPS data set consists of a simple random sample of size N and their corresponding ranks. JPS sampling scheme differs from unbalanced RSS in a way that the number of measured samples with rank i among (k-1) additional unit, say i n , is not , , , k n n n  is the vector of the number of observations with rank i, then one can simply show that ( ) In this paper we modify some mean estimators proposed by Frey (2011) . We then compare our modified mean estimators with their leading competitors via a simulation study.
Introduction of mean estimators
In this section, we modify some mean estimators proposed by Frey (2011) . Let Y , X be the variable of interest and covariate, respectively, and let
We can incorporate covariate information into estimating the population mean, by using
, we can use the estimate of ( )
as an estimate for population mean and it is expected that the estimator based on the conditioning on the observed covariate values has less variance than the direct estimator of ( )
The parameter of ( )
can be estimated by the average of kN estimates of
Subsequently, we describe different methods for estimating these quantities proposed by Frey (2011) , and our modifications one by one.
Mean estimation in RSS
 Nonparametric Regression: Suppose we want to estimate ( )
One technique of estimation is to use the nonparametric kernel regression. Given kernel function ( )
and bandwidth h , the quantity ( )
can be estimated by ( ) is not optimum and does not depend on variability in data. So, the resultant estimator may be improved by other choices of bandwidths. Since the regression equation is used for prediction, we propose to choose h based on Cross-Validation (CV) technique. In CV method, the value of h is selected such that minimize: 
 Monotone Nonparametric Regression: Mukerjee (1988) showed that if we first isotonize the Y values and then apply nonparametric kernel regression with log concave kernel function on them, the resultant estimator will be monotone. 
. The mean estimator can be modified by determining the value of bandwidth via CV method on 
and β is the usual slope estimate of linear regression based on
In the next section, we compare different estimators of mean based on Monte Carlo simulation.
Simulation study
In this section, we compare the different mean estimators and their modifications by using Monte Carlo simulation with 10000 repetitions. For this purpose, we define the relative efficiency of each estimator as:
where sd Y is the standard mean estimator, and Y  is one of the aforementioned mean estimators. We use Dell and Clutter (1972) It is interesting to note that, for all considered values of sample size, set size, correlation ρ and both sampling scheme RSS and JPS, L M Y is always superior to M Y , and this superiority becomes more considerable in the case of perfect rankings. Furthermore, we observe that the estimators based on CV method perform well, when the rankings are nearly perfect, but they are more sensitive to imperfect rankings than the others.
Conclusion
We modified some nonparametric mean estimators proposed by Frey (2011) . Our simulation results indicate that our modified estimators perform well in comparison with their leading competitors.
