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Abstract
Let n > s > 0 be integers, X an n-element set and A ,B ⊂ 2X two families.
If |A ∪ B| ≤ s for all A ∈ A , B ∈ B, then A and B are called cross s-union.
Assuming that neither A nor B is empty, we prove several best possible bounds.
In particular, we show that |A |+ |B| ≤ 1+ ∑
0≤i≤s
(n
i
)
. Supposing n ≥ 2s and A ,B
are antichains, we show that |A |+ |B| ≤ (n1)+ ( ns−1) unless A = {∅} or B = {∅}.
An analogous result for three families is established as well.
1. Introduction
Let n > s > 0 be integers and let X be an n-element set. Let us use the standard
notation: 2X is the power set and
(
X
i
)
is the family of all i-subsets ofX . A family A ⊂ 2X
is called an antichain if A ⊂ A′ never holds for distinct A,A′ ∈ A . The family A is
called s-union if |A ∪ A′| ≤ s for all A,A′ ∈ A .
Analogously, if A ,B ⊂ 2X are two families satisfying |A ∪ B| ≤ s for all A ∈
A , B ∈ B then they are called cross s-union. The related notion of cross t-intersecting
describes families satisfying |A ∩ B| ≥ t for all A ∈ A , B ∈ B. Define the dual familiy
A c = {X\A : A ∈ A }. It is easy to see that A ,B ⊂ 2X are cross s-union if and only if
A c and Bc are cross (n− s)-intersecting.
The notion of t-intersecting is encountered more often in the literature, however for
the present paper we find it more convenient to deal with cross s-union families.
Example 1.1 Let a, b be non-negative integers satisfying a + b ≤ s. Then the families(
[n]
a
)
and
(
[n]
b
)
are cross s-union antichains.
We show that this example is the best possible. For a family F ⊂ 2X , define the top
and bottom sizes t(F ) = max{|F | : F ∈ F} and b(F ) = min{|F | : F ∈ F}
Theorem 1.2 Suppose that A ,B ⊂ 2X are cross s-union antichains, n > s > 0. Then,
there exist antichains A˜ , B˜ ⊂ 2X so that
(i) |A | ≤ |A˜ |, |B| ≤ |B˜|,
(ii) t(A˜ ) ≤ t(A ), t(B˜) ≤ t(B), and
(iii) t(A˜ ) + t(B˜) ≤ s
hold. Moreover, unless A =
(
X
t(A )
)
, B =
(
X
t(B)
)
, we can choose the above A˜ , B˜ to satisfy
(iv) |A |+ |B| < |A˜ |+ |B˜|.
∗Corresponding author. Email: peter.frankl@gmail.com.
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Corollary 1.3 Suppose that A ,B ⊂ 2X are nonempty cross s-union antichains. Then,
(i) and (ii) hold.
|A |+ |B| ≤ max
0≤i≤ s
2
{(
n
i
)
+
(
n
s− i
)}
, (1.1)
with equality if and only if {A ,B} = {(X
i∗
)
,
(
X
s−i∗
)} for some integer 0 ≤ i∗ ≤ s
2
.
(ii) Assume further n ≥ 2s and A 6= {∅}, B 6= {∅}. Then,
|A |+ |B| ≤
(
n
1
)
+
(
n
s− 1
)
. (1.2)
We should mention that (1.1) is an unpublished result of Ou [6]. In general it is not
easy to determine for which value(s) of i the maximum in (1.1) is attained. For such i,
we call (i, s− i) a maximal pair. To prove (1.2), we settle the n ≥ 2s case.
Proposition 1.4 For n ≥ 2s, the maximal pairs are
(i) (0, s) for all values of n, s, except n = 4, s = 2.
(ii) (1, s− 1) for n = 4, s = 2 and n = 6, s = 3.
Note that except for the two values in (ii), (1.2) is a sharpening of (1.1). We need
this stronger bound to establish a result concerning three families.
Theorem 1.5 Let n ≥ 2s > 0, with (n, s) 6= (4, 2) and suppose that A ,B,C ⊂ 2X are
nonempty cross s-union antichains, that is, |A ∪B ∪C | ≤ s for all A ∈ A , B ∈ B, C ∈
C , then
|A |+ |B|+ |C | ≤ 2 +
(
n
s
)
. (1.3)
with equality if and only if {A ,B,C } = {(X
s
)
, {∅}, {∅}} unless (n, s) = (6, 3), where
there is one more optimal triplet {A ,B,C } = {(X
2
)
,
(
X
1
)
, {∅}}.
We remark that the proof of Theorem 1.5 also shows for (n, s) = (4, 2) that |A |+ |B|+
|C | ≤ 9 and equality holds if and only if {A ,B,C } = {(X
1
)
,
(
X
1
)
, {∅}}.
Removing the restriction to be an antichain, we prove another best possible bound.
Theorem 1.6 Suppose A ,B ⊂ 2X are nonempty and cross s-union. Then, for n > s >
0,
|A |+ |B| ≤ 1 +
∑
0≤i≤s
(
n
i
)
. (1.4)
and equality holds if {A ,B} = {{∅}, {F ⊂ X : |F | ≤ s}}. Furthermore, this pair of
extremal families is unique if s < n− 1.
To put our results in context, let us recall some closely related classical theorems from
extremal set theory.
2
Theorem 1.7 (Sperner [5]) If F ⊂ 2X is an antichain, then |F | ≤ ( n
⌊n/2⌋
)
with strict
inequality unless F =
(
X
⌊n/2⌋
)
or F =
(
X
⌈n/2⌉
)
.
Theorem 1.8 (Milner [4]) Fix n > s > 0 and let F ⊂ 2X be an s-union antichain.
Then,
|F | ≤
(
n
⌊s/2⌋
)
. (1.5)
Theorem 1.9 (Frankl [2]) Fix n > s > 0 and let A ,B ⊂ 2X be cross s-union antichains.
Then,
min{|A |, |B|} ≤
(
n
⌊s/2⌋
)
. (1.6)
Note that setting A = B, (1.6) implies (1.5).
There is a recent result which we should state.
Theorem 1.10 (Wong and Tay [7]) Suppose that A ,B ⊂ 2X are cross (n − 1)-union
antichains. Then,
|A |+ |B| ≤
(
n
⌊(n− 1)/2⌋
)
+
(
n
⌊n/2⌋
)
,
with equality if and only if {A ,B} = {( X
⌊(n−1)/2⌋
)
,
(
X
⌊n/2⌋
)}
.
Recall the following theorem by Katona (see [2] or [6]) on a s-union family.
Theorem 1.11 (Katona) If F ⊂ 2X is s-union, then |F | ≤ f(n, s), where
f(n, s) =


∑
0≤i≤r
(
n
i
)
, if s = 2r even,
2
∑
0≤i≤r
(
n−1
i
)
, if s = 2r + 1 odd.
2. Preliminaries
For a family F ⊂ (X
k
)
, k ≥ 1, define the immediate shadow ∂F = {G ∈ ( X
k−1
)
: ∃F ∈
F , G ⊂ F}; and for k < n the immediate shade σF = {H ∈ ( X
k+1
)
: ∃F ∈ F , F ⊂ H}.
Recall the following elementary inequalities, due to Sperner [5]
|∂F |/|F | ≥
(
n
k − 1
)
/
(
n
k
)
=
k
n− k + 1 , (2.1)
|σF |/|F | ≥
(
n
k + 1
)
/
(
n
k
)
=
n− k
k + 1
. (2.2)
Furthermore, equality holds in (2.1) (resp. (2.2)) if and only if F = ∅ or F = (X
k
)
.
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Define F (k) = {F ∈ F : |F | = k}. Following Sperner, let us define two new families
obtained from F .
F∗ = F\F (t(F )) ∪ ∂(F (t(F ))),
F
∗ = F\F (b(F )) ∪ σ(F (b(F ))).
The next statement is easy to check.
Proposition 2.1 If F is a nonempty antichain (F 6= {∅} or {X}), then both F∗ and
F ∗ are antichains and t(F∗) = t(F )− 1, b(F ∗) = b(F ) + 1.
The following result is from [2].
Proposition 2.2 (Frankl [2]) Let k, l be positive integers, G ⊂ (X
k
)
,H ⊂ (X
l
)
. Suppose
that G and H are cross r-intersecting, r ≥ 1. Then (i) or (ii) holds.
(i) either |∂G | > |G | or |∂H | > |H |.
(ii) r = 1, |∂G | = |G |, |∂H | = |H |.
Corollary 2.3 (Frankl [2]) Suppose that A ,B ⊂ 2X are antichains and A (t(A )) and
B(t(B)) are cross r-intersecting, r ≥ 1. Then (i) or (ii) holds.
(i) either |A∗| > |A | or |B∗| > |B|.
(ii) r = 1, |A∗| = |A |, |B∗| = |B|.
3. The proofs of Theorem 1.2 and its consequences
Proof of Theorem 1.2: Our strategy is simple. We try and replace the pair (A ,B) by
either (A∗,B) and (A ,B∗). In view of Proposition 2.1, both pairs satisfy (ii) and both
are cross s-union.
Claim 3.1 We may assume
t(A ) + t(B) ≤ s+ 1.
Proof : If t(A ) + t(B) ≥ s+ 2, then for A ∈ A (t(A )), B ∈ B(t(B)), we have
|A ∩ B| = |A |+ |B| − |A ∪ B| ≥ t(A ) + t(B)− s ≥ 2.
Now, Corollary 2.3 implies that for the pair (A˜ , B˜), (A˜ , B˜) = (A∗,B) or (A˜ , B˜) =
(A ,B∗), (i) and (iv) hold. Thus, we can continue the proof with (A˜ , B˜) instead of
(A ,B).

In view of Corollary 2.3(ii), the same argument works in the case t(A )+t(B) = s+1,
unless |A∗| = |A | and |B∗| = |B|. Assume by symmetry t(A ) ≤ t(B). Consequently,
t(A ) ≤ s+ 1
2
≤ n
2
.
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Let us distinguish two cases.
Case 1. A is not uniform, that is, b(A ) < t(A ).
Now, t(A ∗) + t(B∗) = t(A ) + t(B) − 1 = s, i.e., A ∗ and B∗ are cross s-union. By
(2.2), |A ∗| > |A |. Since |B∗| = |B|, we can replace (A ,B) by (A ∗,B∗) and conclude
the proof.
Case 2. A ⊂ ( X
t(A )
)
.
Take an arbitrary set B0 ∈ B(t(B)). Fix A0 ∈
(
X
t(A )
)
, A0 ∩B0 = ∅. Then, |A0 ∪ B0| =
s + 1 implies A0 6∈ A . Consequently, |A | < |
(
X
t(A )
)|. Thus, we can replace (A ,B) by((
X
t(A )
)
,B∗
)
and conclude the proof.
In view of the above, we may assume that
t(A ) + t(B) ≤ s.
Suppose again t(A ) ≤ t(B). Thus, t(A ) ≤ s
2
< n
2
.
If A 6= ( X
t(A )
)
, then we can replace (A ,B) by
((
X
t(A )
)
,B
)
and we are done. Hence,
we may assume A =
(
X
t(A )
)
.
If t(B) ≤ n+1
2
, then |B| ≤ |( X
t(B)
)| follows from (2.2) and we are done by replacing B
by
(
X
t(B)
)
.
The very final case is |B| > n+1
2
. However, then (2.1) implies |B∗| > |B| and we are
done by replacing (A ,B) by (A ,B∗).

Proof of Corollary 1.3:
(i) Let (A ,B) be a maximal pair, that is, A ,B ⊂ 2X are nonempty cross s-union
antichains maximizing |A | + |B|. In view of Theorem 1.2, A = (X
a
)
and B =
(
X
b
)
for
some integers a, b satisfying a+ b ≤ s.
We have to prove that a + b = s. Suppose the contrary and assume by symmetry
a ≤ b. Then, a ≤ s−1
2
≤ n
2
− 1. Consequently, ( n
a+1
)
>
(
n
a
)
. Replacing
((
X
a
)
,
(
X
b
))
by((
X
a+1
)
,
(
X
b
))
contradicts maximality.
(ii) Let us first prove
|A |+ |B| ≤ max
1≤i≤s−1
{(
n
i
)
+
(
n
s− i
)}
. (3.1)
In view of Theorem 1.2, the only problem could be, if t(A˜ ) or t(B˜) is exactly s,
say t(B˜) = s. If |A | ≥ 2, then |A˜ | ≥ 2 implies t(A˜ ) ≥ 1 and t(A˜ ) + t(B˜) ≥ s + 1
contradicts Theorem 1.2.
The only remaining case is A = {A} for a nonempty set A ⊂ X . Now, the cross
s-union property implies A ⊂ B for all B ∈ B(s). This in turn implies |∂B(s)| > |B(s)|.
Replacing (A ,B) by (A ,B∗) increases |A | + |B| and t(B∗) = s − 1. Continuing the
proof of Theorem 1.2 with (A ,B∗), then leads to (3.1). Finally, to conclude the proof,
we have to prove the inequality (3.6). We proceed by proving a few other lemmas first.
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Lemma 3.2 For n ≥ 12,
(i)
(
n
3
)
> n
2
2
, and
(ii)
(
n
5
)
> n
3
3
.
Proof : The easy proof is left to the reader.

Lemma 3.3 For s ≥ 4, (
2s− 1
1
)
+
(
2s− 1
s− 2
)
<
(
2s− 1
s− 1
)
. (3.2)
Proof : It is easy to verify for s = 4. We shall prove by induction from s to s+ 1, i.e. we
show (
2s+ 1
1
)
+
(
2s+ 1
s− 1
)
<
(
2s+ 1
s
)
. (3.3)
Note that
2 +
(
2s− 1
s− 3
)
<
(
2s− 1
s
)
or equivalently,(
2s
0
)
+
(
2s− 1
0
)
+
(
2s− 1
s− 3
)
<
(
2s− 1
s
)
,
and adding to (3.2), we have(
2s
0
)
+
(
2s
1
)
+
(
2s
s− 2
)
<
(
2s
s
)
.
Adding
(
2s
s−1
)
on both sides, (3.3) follows.

For 1 ≤ r ≤ n
2
, let us introduce the notation g(n, r) =
(
n
r
)− ( n
r−1
)
.
Lemma 3.4
g(n, r + 1)
>
=
<
g(n, r) is equivalent to (3.4)
(n− 2r)2 >=
<
n + 2. (3.5)
Proof : (3.4) is equivalent to (
n
r + 1
)
+
(
n
r − 1
)
>
=
<
2
(
n
r
)
.
Dividing by
(
n
r
)
:
r
n− r + 1 +
n− r
r + 1
>
=
<
2.
Multiplying by (n− r + 1)(r + 1) and rearranging, we have (3.5) as desired.
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Expressing condition (3.5) for r ≤ n
2
gives
n−√n+ 2 >=
<
2r.
Lemma 3.5 For n ≥ 2s and 1 < i ≤ s
2
,(
n
i
)
+
(
n
s− i
)
<
(
n
1
)
+
(
n
s− 1
)
, (3.6)
Proof : It is easy to check that (3.6) holds for n ≤ 11. Consider n ≥ 12. For s <
1
2
(n−√n + 2 + 4), i.e., 2(s− 2) < n−√n + 2, using
(
n
i
)
−
(
n
1
)
=
i−1∑
t=1
g(n, t) and
(
n
s− 1
)
−
(
n
s− i
)
=
i−1∑
t=1
g(n, s− 1− t),
(3.6) follows from the monotonicity of g(n, r) by Lemma 3.4, i.e. g(n, t) < g(n, s− 1− t)
for t = 1, 2, . . . , i− 1.
Suppose s ≥ 1
2
(n−√n + 2+4). Then, s > 6 since n ≥ 12. Let us try and use induction
for moving from n to n+1. Since
(
n
j
)
is strictly monotone increasing for 0 ≤ j ≤ n
2
, (3.6)
implies (
n
i
)
+
(
n
j
)
<
(
n
1
)
+
(
n
s− 1
)
for all 1 < i < j < s− 1, i+ j ≤ s. (3.7)
Let us add (3.7) for the instances(
n
i− 1
)
+
(
n
s− i
)
≤
(
n
1
)
+
(
n
s− 2
)
and
(
n
i
)
+
(
n
s− i− 1
)
<
(
n
1
)
+
(
n
s− 2
)
.
Note that the first inequality is not strict as it includes the case i = 2. So, we have(
n+ 1
i
)
+
(
n+ 1
s− i
)
< 2
(
n
1
)
+ 2
(
n
s− 2
)
=
(
n+ 1
1
)
+
(
n+ 1
s− 1
)
+
(
n
1
)
−
(
n
0
)
−
[( n
s− 1
)
−
(
n
s− 2
)]
.
Since 6 < s ≤ n
2
and n ≥ 12, ( n
s−2
)
>
(
n
5
)
> n
3
3
by Lemma 3.2(ii),(
n
1
)
−
(
n
0
)
−
[( n
s− 1
)
−
(
n
s− 2
)]
= n− 1− n− 2s+ 3
s− 1
(
n
s− 2
)
< n− 1− 3
s− 1 ·
n3
3
< 0.
So, we have (
n + 1
i
)
+
(
n + 1
s− i
)
<
(
n + 1
1
)
+
(
n + 1
s− 1
)
(3.8)
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as desired.
There is only one value of s that we did not obtain, namely for n + 1 even, s = n+1
2
(that is n = 2s− 1). We need, for 1 < i ≤ s
2
,(
2s
i
)
+
(
2s
s− i
)
<
(
2s
1
)
+
(
2s
s− 1
)
. (3.9)
For i 6= s
2
, let us add (3.7) for the instances(
2s− 1
i− 1
)
+
(
2s− 1
s− i
)
≤
(
2s− 1
1
)
+
(
2s− 1
s− 2
)
and
(
2s− 1
i
)
+
(
2s− 1
s− i− 1
)
<
(
2s− 1
1
)
+
(
2s− 1
s− 2
)
.
Note that the first inequality is not strict as it includes the case i = 2. So, we have(
2s
i
)
+
(
2s
s− i
)
< 2
(
2s− 1
1
)
+ 2
(
2s− 1
s− 2
)
=
(
2s
1
)
+
(
2s
s− 1
)
+
(
2s− 1
1
)
−
(
2s− 1
0
)
−
[(2s− 1
s− 1
)
−
(
2s− 1
s− 2
)]
.
Since 6 < s ≤ n
2
and n ≥ 12, (2s−1
s−2
)
>
(
n
5
)
> n
3
3
by Lemma 3.2(ii),
(
2s− 1
1
)
−
(
2s− 1
0
)
−
[(2s− 1
s− 1
)
−
(
2s− 1
s− 2
)]
= 2s− 2− 2
s− 1
(
2s− 1
s− 2
)
< n− 1− 2
s− 1 ·
n3
3
< 0.
So, we have (3.9) as desired.
Suppose i = s
2
. Then, (3.9) is equivalent to
2
(
2s
s
2
)
<
(
2s
1
)
+
(
2s
s− 1
)
. (3.10)
Since (3.10) is easy to verify for s = 4, it suffices to prove for s ≥ 6,
2
∏
0≤i≤ s
2
s
2
+ 1 + i
s+ i
< 1,
which follows from
2
∏
0≤i≤ s
2
s
2
+ 1 + i
s+ i
< 2
(7
9
) s
2
+1
< 1
for s ≥ 6.

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We shall end the section by proving Proposition 1.4.
Proof of Proposition 1.4: It is easy to verify the statement for n ≤ 11. What we need to
show for n ≥ 12 is: (
n
i
)
+
(
n
s− i
)
<
(
n
0
)
+
(
n
s
)
for 0 < i ≤ s
2
.
In view of Lemma 3.5, it suffices to check(
n
1
)
+
(
n
s− 1
)
<
(
n
0
)
+
(
n
s
)
, (3.11)
i.e., g(n, 1) < g(n, s),
which follows from Lemma 3.4 if s < 1
2
(n−√n+ 2).
Suppose s ≥ 1
2
(n− √n+ 2). Then, s > 4 since n ≥ 12. Hence, ( n
s−1
)
>
(
n
3
)
> n
2
2
by
Lemma 3.2(i). Now,
n− 1 < 1
s
· n
2
2
<
n+ 1− 2s
s
(
n
s− 1
)
holds and implies (3.11).

4. Some inequalities and the proof of Theorem 1.5
Lemma 4.1 Let n ≥ 2s. Then, (i)-(iii) hold.
(i) 3
(
s
⌊s/2⌋
)
< 2 +
(
n
s
)
.
(ii) 1 +
(
s
⌊s/2⌋
)
+
(
n
s−1
)
< 2 +
(
n
s
)
.
(iii)
(
n
1
)
+
(
n
s−2
)
+
(
n
⌊(s−1)/2⌋
)
< 2 +
(
n
s
)
for s ≥ 3
Proof :
(i) Since the LHS is constant with respect to n while the RHS is an increasing function
of n, it is sufficient to prove the case n = 2s. For s = 1, 2, one can check the inequality
directly. For s ≥ 3, let us use the identity
∑
0≤i≤s
(
s
i
)(
s
s− i
)
=
(
2s
s
)
. (4.1)
Among the terms on the left, one has
(
s
⌊s/2⌋
)(
s
⌊(s+1)/2⌋
)
. Since
(
s
⌊(s+1)/2⌋
) ≥ s ≥ 3, (i)
follows.
(ii) It is straightforward to check the inequality for s = 1, 2, 3. Consider s ≥ 4. Re-
arranging (ii), we get (
s
⌊s/2⌋
)
< 1 +
n+ 1− 2s
n + 1− s
(
n
s
)
.
Since n+1−2s
n+1−s
is decreasing for 0 ≤ s ≤ n
2
, it suffices to show(
s
⌊s/2⌋
)
<
1
s+ 1
(
n
s
)
.
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Note that
(
s
⌊(s+1)/2⌋
) ≥ s+ 1 and (4.1) does the job again.
(iii) Let us settle the case s = 3 first. Plugging s = 3 into (iii), we obtain
3n < 2 +
(
n
3
)
.
As for n ≥ 6, (
n
3
)
3n
= (n−1)(n−2)
18
≥ 5×4
18
> 1, we are done.
Let us next show that knowing (iii) for the pairs (n, s) and (n, s − 1) implies it for
(n+ 1, s).
Indeed, knowing(
n
1
)
+
(
n
⌊(s− 1)/2⌋
)
+
(
n
s− 2
)
< 2 +
(
n
s
)
and(
n
1
)
+
(
n
⌊(s− 2)/2⌋
)
+
(
n
s− 3
)
< 2 +
(
n
s− 1
)
,
via
(
n
1
)
>
(
n
0
)
+ 2 and s−2
2
> s−3
2
implies(
n
0
)
+
(
n
⌊(s− 1)/2⌋ − 1
)
+
(
n
s− 3
)
<
(
n
s− 1
)
.
Now, adding this to the top one gives(
n+ 1
1
)
+
(
n + 1
⌊(s− 1)/2⌋
)
+
(
n+ 1
s− 2
)
<
(
n+ 1
s
)
as desired.
Now, we need to prove the base case for the induction, that is, the case (2s, s) with
s ≥ 4. So, (
2s
s−2
)
(
2s
s
) = (s− 1)s
(s+ 1)(s+ 2)
= 1− 4s+ 2
(s+ 1)(s+ 2)
and(
2s
1
)
+
(
2s
⌊(s− 1)/2⌋
)
≤ 2
(
2s
⌊(s− 1)/2⌋
)
.
Thus, it is sufficient to show(
2s
s
)
2s+ 1
(s+ 1)(s+ 2)
≥
(
2s
⌊(s− 1)/2⌋
)
. (4.2)
Let us distinguish two cases according to the parity of s.
Case 1. s = 2r.
(4.2) reads now
(4r)!(4r + 1)
(2r)!(2r + 2)!
≥ (4r)!
(3r + 1)!(r − 1)! .
Equivalently, (4r + 1)
∏
2r+3≤i≤3r+1
i >
∏
r≤i˜≤2r
i˜ = r(r + 1)
∏
r+2≤i˜≤2r
i˜.
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Noting that 3r+1−l
2r−l
> (3
2
), it is sufficient to show
(4r + 1)
(3
2
)r−1
> r(r + 1). (4.3)
By Bernoulli’s inequality, (3
2
)r−1 ≥ 1 + r−1
2
= r+1
2
. Now, (4.3) follows from 4r+1
2
> r.
Case 2. s = 2r + 1.
It is easy to check that (iii) holds for n = 2s when s = 5. Suppose s ≥ 7. Again,(
4r+2
2r−1
)
(
4r+2
2r+1
) = 1− 8r + 6
2(r + 1)(2r + 3)
= 1− 4r + 3
(r + 1)(2r + 3)
< 1− 2
r + 2
.
Thus, it is sufficient to show
2
r + 2
(
4r + 2
2r + 1
)
> 2
(
4r + 2
r
)
, or equivalently,(
4r + 2
2r + 1
)
> (r + 2)
(
4r + 2
r
)
.
Note that (
4r + 2
2r + 1
)
/
(
4r + 2
r
)
=
∏
0≤i≤r
2r + 2 + i
r + 1 + i
>
(3r + 2
2r + 1
)r+1
>
(3
2
)r+1
,
and since (3
2
)r+1 > r + 2 for all r ≥ 3, we are done.

Proof of Theorem 1.5: WLOG, assume |A | ≥ |B| ≥ |C | ≥ 1.
Should |C | = 1 hold, applying (1.1) and Proposition 1.4 to the cross s-union pair
A ,B yields
|A |+ |B| ≤ 1 +
(
n
s
)
,
implying (1.3).
From now on, assume |C | ≥ 2. Let us distinguish some cases.
Case 1. There exist B ∈ B, C ∈ C such that |B ∪ C| = s.
Then, the cross s-union property implies A ⊂ B∪C for all A ∈ A . Thus, A ≤ ( s
⌊s/2⌋
)
yielding for all s ≥ 1,
|A |+ |B|+ |C | ≤ 3
(
s
⌊s/2⌋
)
< 2 +
(
n
s
)
,
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where the last inequality follows from Lemma 4.1(i).
From now on, we may assume that B,C are cross (s− 1)-union. By Theorem 1.9,
|C | ≤
(
n
⌊(s− 1)/2⌋
)
. (4.4)
Case 2. A and B are cross (s− 1)-union.
Now, |B| ≥ |C | ≥ 2 and (1.2) imply |A |+ |B| ≤ (n
1
)
+
(
n
s−2
)
. Invoking (4.4),
|A |+ |B|+ |C | ≤
(
n
1
)
+
(
n
s− 2
)
+
(
n
⌊(s− 1)/2⌋
)
.
Now, (1.3) follows from Lemma 4.1(iii).
Case 3. There exist A ∈ A , B ∈ B satisfying |A ∪ B| = s.
Consequently, C ⊂ A ∪ B for all C ∈ C and this permits to replace (4.4) by
|C | ≤
(
s
⌊s/2⌋
)
.
To A and B we apply (1.2):
|A |+ |B| ≤ 1 +
(
n
s− 1
)
.
Addiing these inequalities yields
|A |+ |B|+ |C | ≤ 1 +
(
s
⌊s/2⌋
)
+
(
n
s− 1
)
,
which implies (1.3) with strict inequality by Lemma 4.1(ii). We remark that for s = 1, 2,
we have |C | ≤ (n
0
)
= 1 contrary to our assumptions.

5. The proof of Theorem 1.6
In this section, we are going to use shifting, an important operation invented by Erdos,
Ko and Rado [1]. For the definition confer [3], we restrict ourselves to defining shifted
families. For convenience we assume X = {1, ..., n} and let (a1, ....ak) denote the set
{a1, ..., ak} when we know that a1 < ... < ak. For two sets A = (a1, ....ak), B = (b1, ....bk),
we say that A precedes B in the shifting partial order if ai ≤ bi for all i.
Definition 5.1 A family F is said to be shifted if F ∈ F implies G ∈ F whenever G
precedes F.
The following fact is well-known.
Proposition 5.2 Suppose that F ,G ⊂ 2X are cross s-union. Then there exist F ′,G ′ ⊂
2X that are shifted, cross s-union and |F ′| = |F |, |G ′| = |G |.
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In view of this proposition it is sufficient to prove Theorem 1.6 for shifted families.
Proof of Theorem 1.6: Let us prove (1.4) using induction on n.
Base case. n = s+ 1.
Obviously, A c and B are disjoint. Thus, |A | + |B| = |A c| + |B| ≤ 2s+1, which is
the RHS of (1.4).
In the induction step, we employ the shifting technique. WLOG, assume A ,B ⊂ 2X
are shifted, and n > s+1. Set A (n¯) = {A ∈ A : n 6∈ A}, A (n) = {A\{n} : n ∈ A ∈ A }
(and do the same for B). Now, A (n¯),B(n¯) are cross s-union antichains on X\{n}. By
the induction hypothesis,
|A (n¯)|+ |B(n¯)| ≤ 1 +
∑
0≤i≤s
(
n− 1
i
)
. (5.1)
For A (n),B(n), we consider two cases.
Case 1. A (n) or B(n) is empty.
WLOG, assume |B(n)| = 0. Using |A| ≤ s− 1 for all A ∈ A (n),
|A (n)| ≤
∑
0≤i≤s−1
(
n− 1
i
)
.
Adding this to (5.1), |A |+ |B| ≤ 1 + ∑
0≤i≤s
(
n
i
)
follows.
Case 2. Both A (n) and B(n) are nonempty.
Claim. A (n) and B(n) are cross (s− 2)-union.
Otherwise, we can find A ∈ A (n), B ∈ B(n), with |A ∪ B| ≥ s− 1. If |A ∪ B| ≥ s,
then |(A∪ {n})∪ (B ∪ {n})| > s, a contradiction. So far, we have not used the property
of shiftedness. Let now |A ∪ B| = s − 1 and pick x ∈ [n − 1]\(A ∪ B). By shiftedness,
(A ∪ {x}) ∈ A and by definition (B ∪ {n}) ∈ B. However, |(A ∪ {x}) ∪ (B ∪ {n})| =
|A ∪B|+ 2 = s + 1, a contradiction.
Now, the induction hypothesis yields
|A (n)|+ |B(n)| ≤ 1 +
∑
0≤i≤s−2
(
n− 1
i
)
<
∑
0≤i≤s−1
(
n− 1
i
)
,
and (5.1) follows as in Case 1. However, in this case, we get strict inequality. That
is, for s < n − 1, equality can hold only in Case 1, that is, if either A (n) or B(n) is
empty. Suppose by symmetry, B(n) = ∅. Now |A (n)| = ∑
0≤i≤s−1
(
n
i
)
and |A˜| < s for all
A˜ ∈ A (n) imply A (n) = {A˜ ⊂ {1, 2, . . . , n− 1} : |A˜| < s}.
By shiftedness, A˜ ∈ A (n) and i 6∈ A˜ imply (A˜ ∪ {i}) ∈ A for 1 ≤ i < n. We infer
A = {A ⊂ {1, 2, . . . , n} : |A| ≤ s}. Thus, B = {∅}.
Since both these families are invariant to shifting, we proved that for s < n − 1,
the pair {{∅}, {F ⊂ X : |F | ≤ s}} is unique to achieve equality in (1.4) even without
assuming shiftedness.
In the case s = n− 1, there are many pairs achieving |A |+ |B| = 2n. Pick a complex
∅ 6= A $ 2X , that is, A ⊂ A′ ∈ A implies A ∈ A . Now, the pair {A , 2X\A c} is cross
(n− 1)-union with |A |+ |2X\A c| = 2n.
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