Abstract. We consider a length functional for C 1 curves of fixed degree in graded manifolds equipped with a Riemannian metric. The first variation of this length functional can be computed only if the curve can be deformed in a suitable sense, and this condition is expressed via a differential equation along the curve. In the classical differential geometry setting, the analogous condition was considered by Bryant and Hsu in [7, 19] , who proved that it is equivalent to the surjectivity of a holonomy map. The purpose of this paper is to extend this deformation theory to curves of fixed degree providing several examples and applications. In particular, we give a useful sufficient condition to guarantee the possibility of deforming a curve.
Introduction
We consider in this work equiregular graded manifolds (N, H 1 , . . . , H s ), where [34] . These structures are naturally associated to a heat subelliptic equation: H 1 is a purely spatial Hörmander distribution, ∂ t ∈ H 2 and all the elements of the flag of higher degree are obtained via commutation. In this case it is clear that regularity properties of the solution depend not only on integral curves of vector fields of degree one, but also on integral curves of the vector field ∂ t , of degree 2. Finally we can consider regular submanifolds N of a sub-Riemannian manifold M . In [16, page 151] Gromov points out that, while the distance of a subRiemannian manifold M can be expressed in term of integral curves of vector fields of degree 1 by Chow's Theorem, the same thing is no more true for a submanifold N immersed in M , with the induced distance. Only if the new distribution H ∩ T N verifies a Hörmander type condition on N , there exists a horizontal path tangent to N connecting any two points in N . This condition for the distribution H∩T N is not verified even in simple cases. Nevertheless the submanifold N inherits a filtration of its tangent bundle T N by means of the flag of sub-bundles in the ambient space N induced by the distribution H. Therefore N endowed with this induced flag is a graded manifold and the induced anisotropic distance on the submanifold N can be defined as in Definition 1.1 in the paper by Nagel, Stein and Wainger [30] . As Gromov suggests in [16, page 152] , studying integral curves of vector fields of degree greater than one is a crucial tool in understanding the induced distance on the submanifold N , when the distribution H ∩ T N does not verify a Hörmander type condition.
In sub-Riemannian geometry, the existence of minimizing curves for the length functional that are not solutions of the geodesic equation was discovered by Montgomery in [25, 26] . These curves are known as abnormal extremals. The problem of their regularity has been widely considered in the literature, see for instance [27, 2, 1, 22, 20, 29, 3, 32] . The usual approach to face this problem is by means of the study of the endpoint map. However, in this paper we follow an alternative approach based on the Griffiths formalism as suggested by Bryant and Hsu [7, 19] .
In this paper we consider a general graded manifold N , we call degree of a C 1 curve γ : I → N as the maximum of the pointwise degree of γ ′ (t) at every t ∈ I. For these curves we will introduce the notion of length as follows. If we set a Riemannian metric g = ·, · on N we get, for any p ∈ N , an orthogonal decomposition T p N = K where L(γ, g r ) is the Riemannian length of γ with respect to the metric g r . We are interested in computing the Euler-Lagrange equations for the length functional L d (γ). However, we only consider admissible variations: the ones that preserve the degree of the initial curve γ. Then it turns out that the associated variational vector field V (t) = ∂Γs(t) ∂s s=0
to an admissible variation has to verify the first order condition (3.3) along γ. We say that a vector field along γ is admissible when it verifies the system of ODEs (3.3) . In [19, Theorem 3] Hsu pointed out that under a regularity condition on γ each admissible vector field along γ is integrable by an admissible variation.
Roughly speaking a curve γ is regular if it admits enough compactly supported variations preserving its degree. Indeed, to integrate the vector field V (t) we follow the exponential map generating the non-admissible compactly supported variation Γ s (t) = exp γ(t) (sV (t)) of the initial curve γ. Let supp(V ) ⊂ [a, b] . By the Implicit Function Theorem there exists a vector field Y (s, t) along γ vanishing at a such that the perturbationsΓ s (t) = exp γ(t) (sV (t) + Y (s, t)) of Γ are curves of the same degree of γ for each s small enough. In generalΓ fixes the endpoint at γ(a) but moves the endpoint at γ(b). Finally the regularity condition on γ allows us to produce the admissible variation that fixes the endpoint γ(b) and integrate V .
This concept of regularity deals with the controllability (see [6, Chapter 13] ) of the system of ODEs (3.3) . Indeed after splitting the admissible vector V along γ in its horizontal V h = k i=1 g i X i and vertical V v = n j=k+1 f j X j part the admissibility system of ODEs (3.3) is equivalent to (1.1)
t) + B(t)F (t) + A(t)G(t) = 0,
where A(t), B(t) are defined in (4.3) and (X i ) is a global orthonormal adapted basis along γ. We control this linear system with initial condition F (a) = 0 on a compact interval [a, b] ⊂ I when for each value y 0 ∈ R n−k there exists a control horizontal vector field G(t) ∈ C 
D(t)A(t)G(t)dt.
In Corollary 5 in [19] (Proposition 5.6) Hsu proved that the regularity condition on γ is equivalent to maximal rank condition on the matrixÃ(t) = D(t)A(t) along γ. Furthermore all singular curves are characterized by the existence of a non-vanishing row vector Λ(t) along γ solving (1.2) Λ ′ (t) = Λ(t)B(t) Λ(t)A(t) = 0.
Moreover, we check that the surjectivity of the holonomy map is independent of the choice of Riemannian metric g = ·, · on the tangent bundle T N , thus the regularity of a curve γ is an invariant of the graded structure (N, H 1 , . . . , H s ). On the other hand the minimizing paths for the length functional L d of fixed degree clearly strongly depend on the Riemannian metric g. Regarding only regular curves of fixed degree we deduce the Euler-Lagrange equation for the critical points of L d in Theroem 7.2. However there are singular curves that are not solution of the geodesic equation but they are minima for L d . When this singular horizontal curves are minima of the sub-Riemannian length L, they are known as abnormal extremals.
The paper is organized as follows. In Section 2 we shortly recall the definitions of graded manifolds and Carnot manifolds, the degree of an immersed curve and the length functional L d for curves of degree less than or equal to d. In Section 3 we deal with admissible variations for curves of degree d and we deduce the system of ODEs for admissible vector fields. In Section 4 the invariances of this system are studied. Section 5 is completely devoted to description of the holonomy map and characterization of regular and singular curves. Here explicit examples of singular curve of degree greater that one are showed. In Section 6 we give in Definition 6.1 a weaker pointwise sufficient condition to ensure the regularity of a curve of degree d. This condition does not require solving a differential equation but still ensures the regularity of the curve, see Theorem 6.4. This condition can be easily generalized to submanifolds of given degree, providing a condition for the regularity of submanifolds in a Carnot manifold [13] . Section 7 is dedicated to the first variation formula for the length functional L d . Some applications to the computation of geodesics in graded manifolds are provided. Finally, In Appendix A we provide a different proof of Theorem 3 by [19] using the Implicit Function Theorem in Banach spaces. We include this Section for reader's convenience.
Preliminaries
Let N be an n-dimensional smooth manifold. Given two smooth vector fields X, Y on N , their commutator or Lie bracket is defined by [X, Y ] := XY − Y X. An increasing filtration (H i ) i∈N of the tangent bundle T N is a flag of sub-bundles (2.1)
Moreover, we say that an increasing filtration is locally finite when (iii) for each p ∈ N there exists an integer s = s(p), the step at p, satisfying H s p = T p N . Then we have the following flag of subspaces (2.2)
) is a smooth manifold N endowed with a locally finite increasing filtration, namely a flag of sub-bundles (2.1) satisfying (i),(ii) and (iii). For the sake of brevity a locally finite increasing filtration will be simply called a filtration. Setting n i (p) := dim H i p , the integer list (n 1 (p), · · · , n s (p)) is called the growth vector of the filtration (2.1) at p. When the growth vector is constant in a neighborhood of a point p ∈ N we say that p is a regular point for the filtration. We say that a filtration (H i ) on a manifold N is equiregular if the growth vector is constant in N . From now on we suppose that N is an equiregular graded manifold.
Given a vector v in T p N we say that the degree of v is equal to ℓ if v ∈ H [21, 23] , we define the degree of γ at a point t ∈ I by
The degree deg(γ) of a curve γ is the positive integer
We define the singular set of γ by γ 0 = γ(I 0 ) where
is a regular point of the filtration. Then we have lim inf
Proof. As p 0 = γ(t 0 ) ∈ N is regular, there exists a local adapted basis (X 1 , . . . , X n ) in an open neighborhood U of p 0 . We express the continuous tangent vector
with respect to an adapted basis (X 1 , · · · , X n ), where h ij are continuous functions on I. Suppose that the degree deg(γ ′ (t 0 )) is equal to d ∈ N. Then, there exists an integer k ∈ {n d−1 + 1, · · · , n d } such that h dk (t 0 ) = 0 and h ij (t 0 ) = 0 for all i = d + 1, · · · , s and j = n i−1 + 1, · · · , n i . By continuity, there exists an open neighborhood I ′ ⊂ I of t 0 such that h dk (t) = 0 for each t in I ′ . Therefore for each t in I ′ the degree of γ ′ (t) is greater than or equal to the degree of γ
Taking limits we get lim inf 
where L(X 1 , . . . , X l ) is the linear span of the vector fields X 1 , . . . , X l and their commutators of any order.
A Carnot manifold (N, H) is a smooth manifold N endowed with an l-dimensional distribution H satisfying Hörmander's condition. We refer to H as the horizontal distribution. We say that a vector field on N is horizontal if it is tangent to the horizontal distribution at every point. A C 1 path is horizontal if the tangent vector is everywhere tangent to the horizontal distribution. A sub-Riemannian manifold (N, H, h) is a Carnot manifold (N, H) endowed with a positive-definite inner product h on H. Such an inner product can always be extended to a Riemannian metric on N . Alternatively, any Riemannian metric on N restricted to H provides a structure of sub-Riemannian manifold. Chow's Theorem assures that in a Carnot manifold (N, H) the set of points that can be connected to a given point p ∈ N by a horizontal path is the connected component of N containing p, see [27] . Given a Carnot manifold (N, H), we have a flag of subbundles (2.6) 
) is called the growth vector of H at p. When the growth vector is constant in a neighborhood of a point p ∈ N we say that p is a regular point for the distribution. We say that a distribution H on a manifold N is equiregular if the growth vector is constant in N . This flag of sub-bundles (2.6) associated to a Carnot manifold (N, H) gives rise to the graded structure (N, (H i )). Clearly an equiregular Carnot manifold (N, H) of step s is a equiregular graded manifold (N, H 1 , . . . , H s ). Given a connected sub-Riemannian manifold (N, H, h), and a C 1 horizontal path γ : [a, b] → N , we define the length of γ by 
We define the characteristic set of a submanifold M by
In [13] 
. Here ⊥ means perpendicular with respect to the Riemannian metric g. Therefore we have the decomposition of T p N into orthogonal subspaces (2.12)
Given r > 0, a unique Riemannian metric g r is defined under the conditions: (i) the subspaces K i are orthogonal, and (ii) (2.13)
It is well-known that when (N, H) is a Carnot manifold the Riemannian distances of (N, g r ) uniformly converge to the Carnot-Carathéodory distance of (N, H, h), where h := g |H (see [16, p. 144] ). Working on a neighborhood U of p we construct an orthonormal adapted basis (X 1 , . . . , X n ) for the Riemannian metric g by choosing orthonormal bases in the orthogonal subspaces K i , 1 i s. Let γ : I → N be an immersed curve in an equiregular graded manifold (N, H 1 , . . . , H s ) equipped with the Riemannian metric g. By the length formula we get (2.14)
where J ⊂ I is a bounded measurable set on I and L(γ, J, g r ) is the length of γ(J) with respect to the Riemannian metric g r . If we set d = deg(γ) then we have
where
By Lebesgue's dominated convergence theorem we obtain
for any bounded measurable set J ⊂ I.
Remark 2.4. Clearly if deg(γ) = 1 and (N, H) is a Carnot manifold, the subRiemannian metric is given by h = g| H then the length functional L d coincides with the length L defined in (2.8).
Admissible variations for the length functional
Since the degree is defined by an open condition, the degree can not decrease along a variation Γ(t, s) of γ(t) in a tubular neighborhood of a curve. If it increases strictly, the length functional L d , where d is the degree of the original curve, takes infinite values and we cannot compute the first variation of the functional.
Let us consider a curve γ : I → N into an equiregular graded manifold endowed with a Riemannian metric g = ·, · . In this setting we have the following definition Definition 3.1. A smooth map Γ : I × (−ε, ε) → N is said to be an admissible variation of γ if Γ s : I → N , defined by Γ s (t) := Γ(t, s), satisfies the following properties
is an curve of the same degree as γ for small enough s, (iii) Γ s (t) = γ(t) for t outside a given compact subset of I.
Definition 3.2. Given an admissible variation Γ, the associated variational vector field is defined by
The vector field V is compactly supported in I. We shall denote by X 0 (I, N ) the set of smooth vector fields along I. Hence V ∈ X 0 (I, N ) if and only if V is a smooth map V : I → T N such that V (t) ∈ T γ(t) N for all t ∈ I, and is equal to 0 outside a compact subset of I.
Let us see now that the variational vector field V associated to an admissible variation Γ satisfies a differential equation of first order. Let (X 1 , · · · , X n ) be an adapted frame in a neighbourhood U of γ(t) for some t ∈ I. We denote by d = deg(γ) the degree of γ. As Γ s (I) is a curve of the same degree as γ(I) for small s, there follows
for all r = n d + 1, . . . , n. Taking derivative with respect to s in equality (3.2) and evaluating at s = 0 we obtain the condition
for all r = n d + 1, . . . , n. In the above formula, ·, · indicates the scalar product in N . The symbol ∇ denotes, in the left summand, the covariant derivative of vectors in X(I, N ) induced by g and, in the right summand, the Levi-Civita connection associated to g . Thus, if a variation preserves the degree then the associated variational vector field satisfies the above condition and we are led to the following definition.
Definition 3.3. Given an curve γ : I → N , a vector field V ∈ X 0 (I, N ) along γ is said to be admissible if it satisfies the system of first order PDEs
where r = n d + 1, . . . , n and t ∈ I. We denote by A γ (I, N ) the set of admissible vector fields.
Thus we are led naturally to a problem of integrability: given a vector field V along γ such that the first order condition (3.3) holds, we wish to find an admissible variation whose associated variational vector field is V . Given an open set U where an orthonormal adapted basis (X i ) is defined, the admissibility condition (3.3) for a vector field V is
Expressing V in terms of (X i )
we get that (6.1) is equivalent to the system of (n−k) first order ordinary differential equations
Remark 4.1. Assume that we can extend the tangent vector along γ
to a vector field on a tabular neighborhood of γ, then we have
where c r ℓi and c r ℓj for i, ℓ = 1, . . . , k and j, r = k+1, . . . , n are the structure functions, see for instance [27] .
In the special case when H is a distribution of a Carnot manifold (N, H) the matrix A(t) = (a ir ) represents the H γ(t) -curvature and B(t) = (b jr ) the H i -curvature restricted to γ ′ in the first term with respect to metric g, where
for i = 2, . . . , s, see for instance [27, 17, 24] .
The system (4.2) can be written in matrix form as
where B(t) is a square matrix of order (n−k) and A(t) is a matrix of order (n−k)×k, and
The system (4.4) has sense for any adapted orthonormal basis (Y i ) defined on the curve γ, locally extended in a tubular neighborhood of the curve. Indeed, if (X i ) and (Y i ) are two of such adapted bases, we may write
for some square matrix M = (m ij ) of order n. Since (X i ) and (Y i ) are adapted basis, M is a block diagonal matrix
where M h and M v are square matrices of orders k and (n − k), respectively. Let us express V as a linear combination of
and letÃ,B the associated matrices
it is immediate to obtain the following equalities
Remark 4.2. We observe that the equations in (4.6) imply thatF ′ +BF +ÃG = 0. To prove this formula it is necessary to take into account that M h and M v are orthogonal matrices. We also observe that the ranks of A(t) andÃ(t) coincide for any t ∈ I. Remark 4.3. Given a smooth vector field X and a horizontal vector field Y on N , we define a covariant derivative on the bundle of horizontal vector fields by
where (·) h denotes the orthogonal projection over the horizontal distribution. This covariant derivative defines a parallel transport on any curve in N that preserves the Riemannian product of horizontal vector fields. This way we can extend any horizontal orthonormal basis at a given point of γ(I) to a horizontal orthonormal basis in γ(I). A similar connection can be defined on the vertical bundle using the projection over the vertical bundle that allows us to build an orthonormal basis on γ(I) of the vertical bundle. This way we are able to produce an adapted global basis on γ(I) (see for instance [36, 10] ).
The holonomy map
In this section we first recall Hsu's construction of the holonomy map [19] . Given a horizontal curve γ : I → N , with a ∈ I, we consider the following spaces 1. X r γ (a), r 0, is the set of C r vector fields along γ that vanish at a. 2. H r γ (a), r 0, is the set of horizontal C r vector fields along γ vanishing at a. 3. V r γ (a), r 0, is the set of vertical vector fields of class C r along γ vanishing at a. By a vertical vector we mean a vector in H ⊥ .
We fix an adapted orthonormal basis (X i ) along γ extended in a neighborhood of γ. The admissibility condition (6.1) can be expressed globally on γ using these global vector fields. We define the admissibility operator Ad :
Observe that Ad(Y ) = 0 implies that Y is an admissible vector field on γ.
The following result is essential for the construction
Proof. We choose a global orthonormal adapted basis (X i ) on γ and write
The vertical vector field Y v would be determined by their coordinates (f r ) in the vertical basis (X r ), where r = k + 1, . . . , n.
Condition Ad(Z h + Y v ) = Z v is then equivalent to the system of (n − k) ordinary differential equations
Given (g i ), the system (5.2) admits a unique solution defined in the whole interval I with prescribed initial conditions f r (a) = 0, for r = k + 1, . . . , n. This concludes the proof. 
like in Hsu's paper [19] . Here H Given a horizontal curve γ : I → N , we choose an orthonormal adapted basis (X i ) along γ. A horizontal vector field V h can be expressed in terms of this basis as
where A, B are the matrices defined in (4.3). In these conditions, the coordinates of H a,b
The following result allows the integration of the differential equation (4.4) to explicitly compute the holonomy map.
Proposition 5.3. In the above conditions, there exists a square regular matrix D(t) of order (n − k) such that
Proof. Lemma 5.4 below allows us to find a regular matrix 
Proof. By the Jacobi formula we have
where adjD is the classical adjoint (the transpose of the cofactor matrix) of D and Tr is the trace operator. Therefore
Since det D(a) = 1, the solution for (5.4) is given by
Definition 5.5. We say that the matrixÃ(t) := (DA)(t) on γ defined in Proposition 5.3 is linearly full R n−k if and only if 
where Γ = ΛD(b) −1 = 0. As this formula holds for any G(t), we have ΓÃ(t) = 0 for all t ∈ [a, b]. HenceÃ is not linearly full as their columns are contained in the hyperplane of R n−k determined by Γ. Conversely, assume thatÃ is not linearly full. Then there exists a row vector with (n − k) coordinates Γ = 0 such that ΓÃ(t) = 0 for all t ∈ [a, b]. Then
Hence the image of the holonomy map is contained in a hyperplane if V γ(b) and γ is not regular.
The following result provides a useful criterion of non-regularity Clearly the unique solution of this system is Φ(t) ≡ 0. Hence we conclude that ΓÃ(t) = 0. ThusÃ(t) is not fully linear and by Proposition 5.6 we are done.
5.1. Independence on the metric. Let g andg be two Riemannian metrices on N and (X i ) be orthonormal adapted basis with respect to g and (Y i ) with respect tog. Clearly we have
for some square invertible matrix M = (m ji ) i=1,...,n j=1,...,n of order n. Since (X i ) and (Y i ) are adapted basis, M is a block matrix
where M h and M v are square matrices of orders k and (n − k), respectively, and
Remark 5.8. One can easily check that the inverse of M is given by the block matrix
..,n we havẽ
Thus it followsG
h .
LetÃ be the associated matrix
A = g(Y r , [γ ′ , Y i ]) i=1,...,k r=k+1,...,n .
Then a straightforward computation implies
, and, by Remark 5.8, we obtain
v A M h . Now letB be the associated matrix
Then it is immediate to obtain the following equalitỹ
Proof. Let (Y i ) be an orthonormal adapted basis along γ with respect tog. Without loss of generality we assume that the system (4.4) with respect to metricg is given byF ′ (t) = −Ã(t)G(t) andB = 0. This is not restrictive since starting by a generic metricg 0 , by Proposition 5.3, there exists a matrix D(t) that transforms the metricg 0 in the metricg. Let (X i ) be an orthonormal adapted basis along γ with respect to g. Then there exists an invertible block matrix
such that
Then, by Theorem 5.7 a curve γ is non-regular with respect tog if and only if Λ(t) =Λ = 0 is a constant row vector such thatΛÃ(t) = 0 for each t ∈ [a, b]. By equation (5.7) we obtain
Multiplying both sides we deduce
Putting this identity in (5.9) we havẽ
SinceΛ is constant and M v is invertible we conclude Λ ′ (t) = Λ(t)B(t). By Theorem 5.7, this means that γ is non-regular with respect to g. Notice that this condition implies n − k k, that is n 2 k.
Example 5.11. Any horizontal curve γ : I → M 2n+1 in a contact sub-Riemannian manifold (M 2n+1 , H = ker(ω)), is regular. Let T be the Reeb vector field. We extend the vector field γ ′ along γ to a vector field on M . Given a contact manifold M , one can assure the existence of a Riemannian metric g = ·, · and an (1, 1)-tensor field J so that
The structure given by (M, ω, g, J) is called a contact Riemannian manifold, see [5] and [14] . In particular the structure (M, H, g) is a Carnot manifold. Then, we fix an orthonormal adapted basis (X 1 , . . . , X 2n , T ) along γ, where X i ∈ H for i = 1, . . . , 2n. Then the admissibility equation
. . .
where b = [γ ′ , T ], T and A = (a 1 , . . . , a 2n ) with
Since J(γ ′ (t)) ∈ H γ(t) and J(γ ′ (t)) = 0 for all t ∈ I we have rank A(t) = 1 for all t ∈ I. Hence γ is regular in every subinterval of I.
Here we show a well-known example of horizontal singular curve, discovered by Sussmann in [35] .
Example 5.12. An Engel structure (E, H) is 4-dimensional Carnot manifold where H is a two dimensional distribution of step 3. A representation of the Engel group E, which is the tangent cone to each Engel structure, is given by R 4 endowed with the distribution H generated by
The second layer is generated by
and the third layer by X 4 = [X 1 , X 3 ] = ∂ x4 . Let γ : R → R 4 be the horizontal curve parametrized by γ(t) = (0, t, 0, 0) whose tangent vector γ ′ (t) is given by ∂ x2 . We 
. Therefore we deduce the holonomy map is not surjective, thus γ is non-regular restricted at each interval [a, b]. Clearly we observe that the constant matrix
is not linearly full since it generates a one dimensional subspace of R 2 .
Slightly changing the distribution of Example 5.12 we show an example singular curve of degree 2.
Example 5.13. Let us consider R 5 endowed with the distribution H generated by
the third layer by X 4 = [X 1 , X 3 ] = ∂ x3 + x 1 ∂ x4 and the fourth layer by X 5 = [X 1 , X 4 ] = ∂ x4 . Now the curve γ : R → R 5 parametrized by γ(t) = (0, t, 0, 0, 0) is a curve of degree 2, its tangent vector γ ′ (t) is given by ∂ x2 . Therefore we have n 2 = 3. We consider the Riemannian metric g = ·, · that makes (X 1 , . . . , X 5 ) an orthonormal basis. Due to the computation provided in Example 5.12 we deduce that
Since A is not linearly full we conclude that γ is a non-regular curve of degree 2.
Example 5.14. Let H be 3-dimensional distribution on R 5 generated by
The second layer is generated by X 4 = [X 1 , X 2 ] and the third layer by X 5 = [X 1 , X 4 ]. Let γ : R → R 5 be the horizontal curve parametrized by γ(t) = (0, 0, 0, 0, t) whose tangent vector γ ′ (t) is given by X 3 = ∂ x5 . We consider the Riemannian metric g = ·, · that makes (X 1 , . . . , X 5 ) an orthonormal basis. Since X 3 does not commute with any vector fields of the basis we deduce that A = 0 and B = 0. Then the admissibility equation (4.4) is given F ′ = 0 with initial condition F (a) = 0. Clearly the holonomy map is not surjective since F (b) = 0. Therefore the curve γ is non-regular on each subinterval [a, b] ⊂ R.
Example 5.15 (Kolmogorov). Let us consider in R
4 the Kolmogorov operator
where (x, y, z, t) is a point in R 4 . Notice that L is homogenous of degree two under the dilation δ λ ((x, y, z, t)) = (λx, λ 3 y, λ 4 z, λ 2 t). Therefore the graded structure adapted to L is given by R 4 endowed with the filtration
Setting H := H 2 , we allow only curve of degree less than or equal to two. Due to the computations developed in Example 5.12, we obtain that γ(s) = (0, 0, 0, s) is singular of degree two. 
As we point out in Section 2.3 each C 1 surface Σ immersed in the H 1 inherits a structure of graded manifold (Σ,H 1 ,H 2 ), whereH 1 = H ∩ T Σ andH 2 = T Σ. Moreover Σ Σ 0 , where Σ 0 denotes the characteristic set, is an equiregular graded manifold. The foliation properties by horizontal integral curves ofH 1 have been deeply studied by [31, 15, 12] . We notice that each integral curve γ : I → Σ ofH 1 is singular restricted to each [a, b] ⊂ I. Since the dim(H 1 ) = 1 the one dimensional matrix A(t) = 0 and the admissibility system (4.4) is given by
Fixing the initial condition F (a) = 0 the unique solution of the homogeneous system is F (t) ≡ 0, thus the holonomy map is not surjective.
Remark 5.17. Let ∂ x1 , . . . , ∂ xn be the Euclidean basis in R n , n 2. Let 1 k n. Assume that we set
Let ·, · be the standard Euclidian metric in R n . Setting H = H 1 we obtain that matrices defined in (4.3) is given by
for all i = 1, . . . , k and r, j = k + 1, . . . , n. Since A = 0 and B = 0 we deduce that F ′ (t) = 0 and F (a) = 0. Therefore F (b) = 0 and the holonomy map is not surjective. Hence in this setting each horizontal curve is singular
A new integrability criterion for admissible vector fields
In this subsection we give a sufficient condition for a horizontal curve γ : I → N to be regular in [a, b] ⊂ I. The condition is that the matrix A(t) associated to the admissibility system of differential equations (4.4), defined in (4.3), has rank (n − k) for any t ∈ I. By Proposition 5.6, this condition implies that the curve γ is regular in [a, b] . The aim of this section is to give a direct proof of this fact, that generalizes to higher dimensions.
We consider the following spaces: 1. X r (I, N ), r 0: the set of C r vector fields along γ.
H
r (I, N ), r 0: the set of C r horizontal vector fields along γ.
We shall denote by Π v the orthogonal projection over the vertical subspace.
As in the previous subsections we consider an orthonormal adapted basis (X i ) along γ and the associated admissibility system in matrix form F ′ = BF + AG, where the matrices A, B, F and G are defined in (4.3) and (4.5).
Definition 6.1. We say that a horizontal curve γ : I → N is strongly regular at t ∈ I if rank A(t) = n − k. We say that γ is strongly regular in J ⊂ I if it is strongly regular at every t ∈ J.
Remark 6.2.
1. Given t 0 ∈ I such that γ is strongly regular at t 0 , there exists a small neighborhood J of t 0 in I where the rank of A(t) is given by a fixed subset of columns of A(t) for all t ∈ J. This neighborhood J can be extended to a maximal one where this property holds. 2. Notice that a curve γ can be strongly regular at t ∈ I only when k n 2 . The third equation in (4.6) implies that this definition is independent of the chosen adapted orthonormal basis along γ. With this definition, we are able to prove Lemma 6.3. Let k n 2 . Let A(t) be the C r (n − k) × k matrix defined in (4.3) with respect to (X 1 , . . . , X n ). Assume that rank A(t) = n − k for t ∈ [a, b]. Then there exists a horizontal orthonormal global basisX 1 , . . . ,X k on [a, b] such that the matrixÃ(t) with respect to the orthonormal global basis (X 1 , . . . ,X k , X k+1 , . . . , X n ) is given byÃ (t) = Ã 1 (t) 0 ,
Proof. The proof is by induction on the dimension of the kernel of A that is equal to 2k − n. When dim(ker A(t)) = 1 locally there exist two unitary vector fields X(t) and −X(t) in the kernel of A(t). We define a global vector fieldX k (t) locally choosing one of the two unit vectors X(t) or −X(t) in the kernel and adjusting them in the overlapping intervals. Then we extend the unitary vector fieldX k to an orthonormal horizontal basis (X 1 , . . . ,X k ). Therefore with respect to (X 1 , . . . ,X k , X k+1 , . . . , X n ) the last column of the matrixÃ is equal to zero.
If dim(ker A(t)) > 1, fixt ∈]a, b[, then by a continuation argument for the determinant there exists an open neighborhood Ut =]t−δ,t+δ[ and a non vanishing C r vector field V (t) on U such that A(t)V (t) = 0. Then {U t } t∈ [a,b] is an open cover of the compact set [a, b] then there exists a finite sub-cover U 1 , . . . , U Q such that U α ∩ U β = ∅ for α, β ∈ {1, . . . , Q}, α < β if and only if β = α + 1. Let {ψ α : α ∈ {1, . . . , Q}} be a partition of unity subordinate to the cover {U α : α ∈ {1, . . . , Q}} for further details see [37, Definition 1.8] . For each α there exists a non vanishing C r vector fields V α (t) on U α in ker A(t). When U α ∩ U β = ∅ we consider V α (t) on U α and V β (t) on U β in ker A(t) such that they are linear independent on U α ∩ U β , since the dim(ker A(t)) > 1. Then, we set
Therefore X(t) is a global non vanishing vector field that belongs to ker(A(t)) for all t ∈ [a, b]. Thus we can extend the global unitary vector
|X(t)| to an orthonormal basis of the horizontal distribution. The matrix associated to this basis has a vanishing last column. We remove this column and start again until we have dimension 1. Hence in this new global horizontal basis (X 1 , . . . ,X k ) the last 2k − n columns of the matrixÃ(t) vanish and the rank is concentrated in the square matrix A 1 (t) given by the first n − k columns. 
the admissibility system (6.2) can be written as
and so
Now let H r 1 (J) be the set of horizontal vector fields of class C r in J that are linear combination of the first (n − k) vectorsX 1 , . . . ,X n−k , and H r 2 (J) the set of horizontal vector fields of class C r in J that are linear combination of the vector fieldsX n−k+1 , . . . ,X k .
We consider the map
). We recall that, given a vector field Y along a portion of γ, we define the curve Γ(Y )(t) by exp γ(t) (Y (t)) and we define F (Y ) as the vertical projection of the tangent vector Γ(Y ) ′ . We consider on each of the spaces appearing in (A.1) the corresponding || · || r or || · || r−1 norm, and in the product one of the classical product norms.
Then
Observe Keeping the above notation for Y i , Z i , i = 1, 2, we notice that DG(0, 0) is a continuous map since the identity map is continuous and there exists a constant K such that
Moreover, DG(0, 0) is an open map since we have
This concludes the proof that DG(0, 0) is an isomorphism of Banach spaces.
Let us finally consider an admissible vector field V compactly supported on (a, b). We consider the map
The mapG is continuous with respect to the product norms (on each factor we put the natural norm, the Euclidean one on the intervals and || · || r and || · || r−1 in the spaces of vectors along γ). Moreover
since γ is horizontal. Now we have that
is a linear isomorphism. We can apply the Implicit Function Theorem to obtain ε > 0 and unique maps
Hence the curve Γ s : J → N defined by Γ s (t) = exp γ(t) (sV (t) + Y 2 (s)(t)) is horizontal for s ∈ (−ε, ε). Differentiating the above formula at s = 0 we obtain
As V is admissible we deduce that
we get from by equation (6.3) thatf i ≡ 0 for each h = 1, . . . , n − k. Therefore it follows that ∂Y3 ∂s (0) = 0. This way we obtain that the variational vector field of the variation Γ s is ∂Γ s ∂s s=0
The uniqueness property of the Implicit Function Theorem provides Y i (s) = 0 for s ∈ (−ε, ε) when V = 0.
The first variation formula
Let γ : I → N be a curve of degree d in a Carnot manifold endowed with a Riemannian metric. We fix an orthonormal adapted basis (X 1 , . . . , X n ) along the curve. Recall that the length of degree d was computed in (2.15) as L d (γ, J) = J θ d (t)dt, where the length density θ d of degree d is given by
In case θ d (t) = 0 for any t ∈ I, we can reparameterize γ so that the new length density is identically 1.
Let Γ(t, s) be an admissible variation of γ whose variational vector field is given by V (t) = ∂Γ ∂s (t, 0). Calling θ = θ d , the derivative of the length functional L d is given by
Integrating by parts we obtain that
and so we can write
With this preparation, we can compute the first variation formula for the length L d of degree d for regular curves. Then γ is a critical point of the length of degree d for any admissible variation if and only if there is a constant vector k T ∈ R n−n d such that γ satisfies along γ the following differential equation
,
3), D(t) solving (5.6) and we set
Proof. Fix an adapted basis (X i ) along γ, and consider the admissible vector field
solving the admissibility equation (4.4). Then we have
Since γ is regular by hypothesis, Theorem A.4 implies that V is integrable, and so there exists an admissible variation Γ(t, s) such that V (t) = ∂Γ ∂s (t, 0). With the notation introduced in (7.6) the first variational formula with respect to (X i ) is given by
Since (7.7) holds and F is compactly supported in [a, b] we have
Therefore (7.8) is equivalent to (7.9)
for each G(t) that verifies
Hence a critical point of the functional L d is given by
Since the holonomy map is surjective by the du Bois-Reymond Lemma [19, Lemma C.1] there exists a constant vectork T ∈ R n−n d such that the Euler-Lagrange equation is given by
Since D(b) −1 is a constant matrix we have that k =kD(b) −1 is a constant row vector. Hence γ satisfies equation (7.5) .
Conversely, assume that equation (7.5) holds so than also (7.17) holds. Putting equation (7.17) into (7.9) we obtain
Since (7.7) holds and F is compactly supported in [a, b] we conclude
Hence we proved that γ is a critical point of the length functional of degree d for any admissible variation. 
Moreover H n is a Lie group (R 2n+1 , * ) where the product is defined, for any pair of points (z, t) = (z 1 , . . . , z n , t), (z
A basis of left invariant vector fields is given by
The only non-trivial relation is [X i , Y i ] = T . Here the horizontal metric h is the one that makes {X i , Y i : i = 1, · · · , n} an orthonormal basis of H = ker(ω 0 ). On the tangent bundle we consider the metric g = ·, · so that (5.11) holds. Clearly, we have X i , T = Y i , T = 0 for all i = 1, . . . , n. Let ∇ be the Levi-Civita connection associated to g. From Koszul formula and the Lie bracket relations we get
For any vector field X on H n we have J(X) = ∇ X T . Following the previous notation we set X n+i := Y i for all i = 1, . . . , n and X 2n+1 := T , then the only non-trivial structure constants are (7.12) c
for all i = 1, . . . , n. Let γ : I → H n be an horizontal curve parameterized by arc length, i.e. θ(t) = 1. By equation (7.11) and the linearity of ∇ on the first term we have γ ′ , ∇ γ ′ X j = 0 thus it holdsα
where α is defined in Theorem 7.2.
is horizontal. By equation (7.12) we have c j ℓi = 0 for all j = 1, . . . , 2n, thus we deduce that
for all i = 1, . . . , 2n + 1. In this setting we have
where a i = 2 J(γ ′ ), X i . Since the solution of following Cauchy problem
is given by D(t) = 1 for all t ∈ [a, b], the right side term of (7.5) is given by 2kJ(γ ′ ). Then we conclude that γ is a critical point of the horizontal length functional for any admissible variation if and only if there exists a constant k ∈ R such that
Explicit solutions to this geodesic equation can be find in [33, p. 10 ] , [28, p. 160] and in [4, p. 28] . Let now γ : I → H n be a curve such that deg(γ) = 2. We parametrize the curve γ so that the length density θ 2 (t) = γ ′ , T = 1 for all t ∈ I I 0 . Since deg(γ) = 2 is the maximal degree for a curve in Heisenberg the vertical set V γ(t) = {0} for all t ∈ I I 0 . Then γ is regular restricted to each interval [a, b] ⊂ I I 0 . Therefore we have that k = D = A = 0 and
Thus we have
. . , 2n and β 2n+1 = 0. We deduce β = J(γ ′ ). Hence the geodesic equation (7.5) is given by J(γ ′ ) = 0, then γ ′ = T . We conclude that the geodesics of degree 2 are straight lines in direction ∂ t . 7.1. Some properties of the length functional of degree two for surfaces immersed in the Heisenberg group. Let Σ be a surface immersed in the Heisenberg group H 1 , where a basis of left-invariant vector fields is given by
We consider the ambient metric g = ·, · that makes (X, Y, T ) an orthonormal basis, see Example 5.16 , and H = span{X, Y }. Σ inherits the Riemannian metricḡ induced by g. Hence (Σ,H 1 ,H 2 ) is a graded manifold endowed with the Riemannian metricḡ, whereH
Let N be a unit vector normal to Σ w.r.t. g and N h = N − N, T T its orthogonal projection onto H. In the regular part Σ Σ 0 , the horizontal Gauss map ν h and the characteristic vector field Z are defined by (7.14) ν
where J(X) = Y , J(Y ) = −X and J(T ) = 0. Clearly Z is horizontal and orthogonal to ν h then it is tangent to Σ. If we define
is an orthogonal basis of T p Σ and it is adapted to the filtration
In the regular part Σ Σ 0 the length functional L 2 is well-defined. Since all variation Γ s are admissible and the first variation formula is given by
where V is a vector field in T Σ and H is given by equation (7.3). Then the EulerLagrange equation for L 2 is given by H = 0. Following equation (7.3), H = 0 is equivalent to 
The projection of the integral curve of S onto the xy-plane are called seed curves in the literature, see for instance [9, page 159] .
It is easy to see that the Z = bX−aY and S = T . Thus on a vertical plane we always have [T, Z], T = 0, since the Lie algebra of the Heisenberg group is nilpotent. More generally each surface obtained by the product of a planar curve in the xy-plane with R in the t direction (see [11, Example 3.4] ) verifies [S, Z], S = 0. Therefore all curves in P v satisfy the geodesic equation (7.18) . Now for seek of simplicity in the computation we consider the vertical plane {y = 0}. This is not restrictive since a generic vertical plane P v can be obtained by a rotation and a left-translation of {y = 0}. The length functional of degree 2 is given by
where γ(s) = (x(s), t(s)) is a piecewise C 1 curve in P v = {y = 0}. Let p = (x 0 , t 0 ) and q = (x 1 , t 1 ) be two point in P v . We consider the piecewise curve α(s) : [0, 2] → P v defined by
We claim that α(t) is a minimizing curve for the length functional of degree 2, that means
we have f (a) = 0 and f (b) = |t 1 − t 0 | 2 . Then, it holds
By Cauchy-Schwarz inequality and (7.19) we obtain
Then, it follows (7.20)
However L 2 has several minimum among all curves that fix that end-points p and q, because each curve of degree 2 that has increasing t coordinate is a minimum for the for the length functional L 2 . Indeed, when we reach the horizontal leaf of coordinates t 1 we can connect each point on the leaf leaving unchanged the value of L 2 .
Example 7.5 (Characteristic plane). Let P c be the characteristic (or horizontal) plane in H 1 defined by
In cylindrical coordinate sx = ρ cos(θ), y = ρ sin(θ) and t = t, where ρ > 0 and θ ∈ [0, 2π], we consider the orthonormal adapted basis (X ′ , Y ′ , T ) in H 1 , where
Furthermore, since the tangent vector to P c are Example 7.6 (Pansu's spheres). In cylindrical coordinates the Pansu sphere S 1 is the union of the graphs of the functions f and −f defined on the plane t = 0, where for 0 < ρ 1
Then, for 0 < ρ < 1 we have
Therefore the unit normal N to the upper (lower) hemisphere, described by the graph f (respectively −f ), is
Thus, we have
and
A straightforward computation shows that for 0 < ρ < 1 there holds
On the equator of S 1 , parametrized by θ → (1, θ, 0), we have [Z, S], S = 0 since T is tangent to S 1 . Fix a point p 0 = (ρ 0 , θ 0 , ±f (ρ 0 , θ 0 )) ∈ S 1 with 0 < ρ < 1. By (7.22) out from the equator [Z, S], S = 0, then the geodesic γ(s) = (ρ(s), θ(s), t(s) = f (ρ(s), θ(s))) at p 0 for the L 2 functional is the solution of the following Cauchy problem (7.23)
Then we have θ(s) = θ 0 and ρ(s) verifies
Moreover, we notice that the sign ofṫ(s) is opposite to the sign of f . This means that the t coordinate of a geodesic γ(s) decreases in the upper hemisphere and increases in lower hemisphere until γ reaches the equator. Then for each ρ 0 > 0 and θ 0 ∈ [0, 2π] we consider γ u : [0,s] → S 1 the solution of (7.23) such that
When ρ 0 tends to 0 the end-points of α go to the poles that are characteristic points and we have
since by (7.24) it follows
Appendix A. Integrability of admissible vector fields on a regular curve
In this Appendix, we provide an alternative proof of the fundamental Theorem 3 in Hsu's paper [19] , that implies that, when γ is a regular curve in (a, b), then any admissible vector field along γ with compact support in (a, b) is integrable. We need first some preliminary results.
We consider the following spaces 1. X r γ (a), r 0, is the set of C r vector fields along γ that vanish at a. We shall denote by Π v the orthogonal projection over the vertical subspace. For r 1, we consider the map We consider on each space the corresponding || · || r or || · || r−1 norm, and the corresponding product norm (it does not matter whether it is Euclidean, the sup or the 1 norm).
where DF (0)Y is given by
Oberve that DF (0)Y = 0 if and only if Y is an admissible vector field. Our objective now is to prove that the map DG(0, 0) is an isomorphism of Banach spaces. To show this, we shall need the following result. 
|c(t)|.
Hence by (A.7) and (A.8) we obtain u 1 K( c 0 + |u 0 |).
Assume that (A.6) holds for 1 k r, then by (A.5) we have Hence the inequality (A.6) for r + 1 simply follows by (A.9).
Finally, we use the previous constructions to give a criterion for the integrability of admissible vector fields along a horizontal curve. 
The mapG is continuous with respect to the product norms (on each factor we put the natural norm, the Euclidean one on the intervals and || · || r and || · || r−1 in the spaces of vectors along γ). Moreover 
