Darboux transformations and second order difference equations by Dobrogowska, Alina & C, David J. Fernández
ar
X
iv
:1
80
7.
06
89
5v
1 
 [m
ath
.D
S]
  1
8 J
ul 
20
18
Darboux transformations and second
order difference equations
Alina Dobrogowska∗ and David J. Fernández C.†,
∗ Institute of Mathematics, University of Białystok,
Ciołkowskiego 1M, 15-245 Białystok, Poland,
† Physics Department, Cinvestav
AP 14-740, 07000 Mexico City, Mexico
E-mail: alina.dobrogowska@uwb.edu.pl and david@fis.cinvestav.mx
Abstract. In this paper we implement the Darboux transformation, as well
as an analogue of Crum’s theorem, for a discrete version of Schrödinger equa-
tion. The technique is based on the use of first order operators intertwining
two difference operators of second order. This method, which has been ap-
plied successfully for differential cases, leads also to interesting non trivial
results in the discrete case. The technique allows us to construct the solutions
for a wide class of difference Schrödinger equations. The exact solutions for
some special potentials are also found explicitly.
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1 Introduction
The aim of this paper is to apply the factorization method to second order
difference equations. We want to introduce an analogue of the Darboux
transformation [7] and Crum’s theorem for discrete equations of Schrödinger
type. Our method offers the possibility of finding new solutions for a class
of discrete versions of Schrödinger equation. This article is an extension of
previous works concerning the factorization method applied to second order
differential and difference operators [32, 23, 26, 29, 1, 2, 10, 11, 12, 22, 31].
Some results obtained in [8, 9, 27] are used and adapted to our context. As
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general references related to these subjects, we recommend [3, 13, 17, 18, 19,
28, 30].
Specifically, we are going to show that for discrete systems the new poten-
tial is determined either by one shifted eigenfunction of the initial Schrödinger
operator for Darboux transformation or by k such eigenfunctions in Crum’s
case. Our results differ from those recently obtained in [35], since along
this paper we assume that the initial and final operators necessarily have
Schrödinger form, which is not the case in [35]. Note also that, if instead
of shifted eigenfunctions we would use non shifted ones to implement the
transformation, we would arrive to trivial results (see discussion at Section
3, after Theorem 1).
This paper is organized as follows. In section 2 we will present informa-
tion about finite difference calculus and finite difference equations which is
relevant for our problem. Also, we will make a brief survey on Darboux trans-
formation and its iterations in the continuous case, the last ones leading to
Crum’s formulas for the potential and eigenfunctions of the final Schrödinger
operator. In Section 3 we discuss the general formalism for discrete Darboux
transformation and we address some simple examples. Finally, in section 4
we explore, in general, the discrete Crum’s transformation, and we illustrate
the technique through a physically interesting example.
2 Preliminaries
In this section, we recall some basic facts about difference calculus, difference
equations, factorization method and higher-order supersymmetric quantum
mechanics.
The techniques for solving differential equations based on numerical ap-
proximations were developed before programmable computers existed. One
of the best known approaches is the Euler method, the simplest numerical
algorithm for solving a first order differential equation. This method can be
extended to other procedures, e.g. the Runge–Kutta methods. Starting from
a differential equation, we replace the derivative ψ′ by its finite difference ap-
proximation
ψ′(t) ≈ ψ(t+∆t)− ψ(t)
∆t
=
ψ(tn+1)− ψ(tn)
tn+1 − tn . (1)
If the step is equal to one the Taylor’s theorem give us the following funda-
2
mental relation (see [4])
ψ(t+ 1)− ψ(t) = ψ′(t) + ψ
′′
(t)
2!
+
ψ
′′′
(t)
3!
+ . . . (2)
The above equation yields the standard definition of the forward difference
and shift operators
△ ψ(n) = ψ(n + 1)− ψ(n), (3)
T±ψ(n) = ψ(n± 1).
The product rule for the forward difference operator reads △(ψϕ)(n) =
ψ(n)△ ϕ(n) + ϕ(n+ 1)△ ψ(n). The operators T+, △ and d
dx
are connected
by the relations
T+ = 1+△ = e ddx . (4)
So △ is the fundamental operation in the calculus of finite differences. The
second difference is given by
△2 ψ(n) = ψ(n+ 2)− 2ψ(n+ 1) + ψ(n). (5)
A homogeneous linear second order difference equation can be written as
follows
ψ(n+ 2) + a(n)ψ(n + 1) + b(n)ψ(n) = 0, (6)
where {a} and {b} are sequences. It is well known how to solve the above
equation when the coefficients are constant (see e.g. [14]). Let us denote by
ℓ(Z;C) the set of complex-valued sequences. We want to apply the factor-
ization method to the second order difference operator of Schrödinger type
H : ℓ(Z;C) −→ ℓ(Z;C) given by
H = −△2 +V (n), (7)
where {V } is a real-valued sequence.
There are different approaches for discretizing the one-dimensional time-
independent Schrödinger equation
(
− d
2
dx2
+ V (x)
)
ψ(x) = λψ(x). (8)
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Very often a discretization appears in the standard central difference formula
with the step h for the second derivative
(
− 1
h2
△▽+ V (n)
)
ψ(n) = (9)
− 1
h2
(ψ(n+ 1)− 2ψ(n) + ψ(n− 1)) + V (n)ψ(n) = λψ(n),
with the backward difference operator being defined by (see [5, 6, 9, 8])
▽ ψ(n) = ψ(n)− ψ(n− 1). (10)
The exact discretization of the Schrödinger equation was proposed in [33]
based on Fourier transforms. The study of some operators of type (7) starting
from spectral data was done at [24, 25]. In addition, other special cases, as
the factorization of Jacobi operators, were also investigated [21, 34].
On the other hand, in the continuous case supersymmetric quantum me-
chanics aims to construct a new Hamiltonian departing from an initial solv-
able one through what is called intertwining operator technique [18, 19]. In
the simplest case involving first order intertwining operators, the key is to
fulfill the following relations
H1A
+
1 = A
+
1 H0 ⇔ H0A−1 = A−1 H1, (11)
where
Hi = − d
2
dx2
+ Vi(x), i = 0, 1, (12)
A±1 = ∓
d
dx
+ f1(x, ǫ1). (13)
It turns out that the superpotential f1(x, ǫ1)must satisfy the following Riccati
equation associated to the factorization energy ǫ1:
f ′1(x, ǫ1) + f
2
1 (x, ǫ1) = V0(x)− ǫ1. (14)
If f1(x, ǫ1) = ψ′0 1(x)/ψ0 1(x), this equation is transformed into its equivalent
Schrödinger equation:
−ψ′′0 1(x) + V0(x)ψ0 1(x) = ǫ1ψ0 1(x). (15)
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In ψ0 1 the first index labels the potential for the corresponding Hamiltonian
while the second refers to the associated factorization energy. Moreover,
whenever f1(x, ǫ1) or ψ0 1(x) have been found, the final potential is deter-
mined by:
V1(x) = V0(x)− 2f ′1(x, ǫ1) = V0(x)− 2[lnψ0 1(x)]′′. (16)
This transformation can be iterated, by looking for a new Hamiltonian
H2 departing from H1 as follows:
H2A
+
2 = A
+
2 H1 ⇔ H1A−2 = A−2 H2, (17)
where
H2 = − d
2
dx2
+ V2(x), (18)
A±2 = ∓
d
dx
+ f2(x, ǫ2). (19)
Now we have to solve either the new Riccati equation,
f ′2(x, ǫ2) + f
2
2 (x, ǫ2) = V1(x)− ǫ2, (20)
or its equivalent Schrödinger equation, which appears by assuming that
f2(x, ǫ2) = ψ
′
1 2(x)/ψ1 2(x):
−ψ′′1 2(x) + V1(x)ψ1 2(x) = ǫ2ψ1 2(x). (21)
Note that the solution f2(x, ǫ2) to equation (20) can be found from two
solutions f1(x, ǫ1), f1(x, ǫ2) to the initial Riccati equation (14) for the fac-
torization energies ǫ1, ǫ2 through the finite difference formula [16, 27]:
f2(x, ǫ2) = −f1(x, ǫ1)− ǫ1 − ǫ2
f1(x, ǫ1)− f1(x, ǫ2) . (22)
Moreover, the solution ψ1 2(x) to the Schrödinger equation (21) is obtained
by acting A+1 on the corresponding solution ψ0 2(x) to the initial Schrödinger
equation (15) associated to ǫ2, namely
ψ1 2(x) = A
+
1 ψ0 2 = −
W (ψ0 1, ψ0 2)
ψ0 1(x)
, (23)
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whereW (ψ0 1, ψ0 2) is the Wronskian of the two seed solutions ψ0 1(x), ψ0 2(x).
By iterating k times this procedure, a chain of intertwined Hamiltonians
Hi+1A
+
i+1 = A
+
i+1Hi ⇔ HiA−i+1 = A−i+1Hi+1, i = 0, 1, . . . , k − 1, (24)
is now constructed, where
Hi = − d
2
dx2
+ Vi(x), (25)
A±i+1 = ∓
d
dx
+ fi+1(x, ǫi+1). (26)
The superpotential fi+1(x, ǫi+1) must satisfy the Riccati equation
f ′i+1(x, ǫi+1) + f
2
i+1(x, ǫi+1) = Vi(x)− ǫi+1, (27)
which is equivalent to the Schrödinger equation appearing by substituting
fi+1(x, ǫi+1) = ψ
′
i i+1(x)/ψi i+1(x):
−ψ′′i i+1(x) + Vi(x)ψi i+1(x) = ǫi+1ψi i+1(x). (28)
Once again, fi+1(x, ǫi+1) is determined from two solutions fi(x, ǫi), fi(x, ǫi+1)
of the ith Riccati equation as follows:
fi+1(x, ǫi+1) = −fi(x, ǫi)− ǫi − ǫi+1
fi(x, ǫi)− fi(x, ǫi+1) . (29)
Moreover, the Schrödinger solution ψi i+1 is obtained by acting A
+
i on ψi−1 i+1:
ψi i+1 = A
+
i ψi−1 i+1 = −
W (ψi−1 i, ψi−1 i+1)
ψi−1 i(x)
. (30)
Let us note that, when iterating the last two formulas for decreasing
indexes in order to generate a final potential Vk(x) from the initial one V0(x),
at the end we require to know k solutions f1(x, ǫi), i = 1, . . . , k to the initial
Riccati equation (14). The same applies for the k seed solutions ψ0 i, i =
1, . . . , k, of the initial Schrödinger equation. In particular, the final potential
Vk(x) expressed in terms of these k seed solutions is simply
Vk(x) = V0(x)− 2[lnW (ψ0 1, . . . , ψ0 k)]′′, (31)
where W (ψ0 1, . . . , ψ0 k) denotes de Wronskian of ψ0 i(x), i = 1, . . . , k.
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3 Discrete Darboux transformations
In this section we introduce the Darboux transformation for a discrete version
of the one-dimensional Schrödinger equation. At the end of this chapter we
also present as an example the free particle case. We show how to build ex-
plicitly the new potential (a discrete analogue of the completely transparent
potential) using the methods outlined in this section.
Let H0 and H1 be the following two discrete versions of the Schrödinger
operator (Hamiltonian)
H0 = −△2 +V0(n), (32)
H1 = −△2 +V1(n), (33)
where {V0} and {V1} are real-valued sequences. It is well known the corre-
spondence between the one-dimensional discrete Schrödinger equation
(−△2 +V0(n))ψ(n) = λψ(n) (34)
with the matrix difference equation
△
(
ψ(n)
△ψ(n)
)
=
(
0 1
V0(n)− λ 0
)(
ψ(n)
△ψ(n)
)
, (35)
and with the discrete Riccati equation
△ f(n) + f(n)f(n+ 1) = V0(n)− λ, (36)
whose solutions are related by
f(n) =
△ψ(n)
ψ(n)
, (37)
where {ψ} is a sequence and λ is a constant. Moreover, let us suppose the
existence of a first-order difference operator of the form
(
A
(n)
1
)+
= −△+f1(n). (38)
We will implement next the first order Darboux transformation for the
discrete Schrödinger equation through the following theorem.
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Theorem 1 Let H0, H1 and
(
A
(n)
1
)+
be the operators defined by (32), (33)
and (38). If
H1
(
A
(n)
1
)+
=
(
A
(n+2)
1
)+
H0, (39)
then the sequences {V0}, {V1}, {f1} satisfy
V1(n) = V0(n+ 1)− 2△ f1(n+ 1), (40)
−△2f1(n) +△V0(n)− 2f1(n)△ f1(n+ 1) = (41)
− f1(n)V0(n+ 1) + f1(n + 2)V0(n).
We will say that the operator
(
A
(n)
1
)+
intertwines the two Hamiltonians H0
and H1.
Proof 1 We can write equality (39) in the form(−△2 +V1(n)) (−△+f1(n)) = (−△+f1(n+ 2)) (−△2 +V0(n)) .
Simple calculations using equation (3) yield(−(T+)2 + 2T+ − 1 + V1(n)) (−T+ + 1 + f1(n)) =
=
(−T+ + 1 + f1(n+ 2)) (−(T+)2 + 2T+ − 1 + V0(n)) ,
(−V1(n) + V0(n + 1) + 2f1(n+ 1)− 2f1(n+ 2))T++
f1(n+ 2)− f1(n) + V1(n) (1 + f1(n))− V0(n) (1 + f1(n+ 2)) = 0.
By collecting the coefficients of T+ and the identity operator, which must
vanish independently of each other, we obtain equations (40) and (41) re-
spectively. This finishes the proof.
Let us stress the importance that the apparently odd equation (39) has
in our treatment for generating non-trivial new potentials V1(n). In fact, if
instead of Eq. (39) we would ask that H1
(
A
(n)
1
)+
=
(
A
(n)
1
)+
H0, then we
would obtain just the trivial result V1(n) = V0(n+ 1) = constant.
Theorem 2 If
f1(n) =
△ψ1(n)
ψ1(n)
, (42)
where (−△2 +V0(n))ψ1(n) = ǫψ1(n+ 2), ǫ ∈ R, (43)
then the condition (41) is fulfilled.
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Proof 2 Through the substitution f1(n) =
△ψ1(n)
ψ1(n)
, the requirement (41) is
equivalent to the equation
ψ1(n + 3)
ψ1(n + 2)
− ψ1(n+ 1)
ψ1(n)
+ 2
ψ1(n+ 2)
ψ1(n)
− 2ψ1(n+ 1)ψ1(n+ 3)
ψ1(n)ψ1(n + 2)
+
V0(n+ 1)
ψ1(n+ 1)
ψ1(n)
− V0(n)ψ1(n+ 3)
ψ1(n+ 2)
= 0.
It can be rewritten now in the form
ψ1(n + 3)
(
ψ1(n + 2)− 2ψ1(n+ 1) + ψ1(n)− V0(n)ψ1(n)
)
−
ψ1(n+ 2)
(
ψ1(n + 3)− 2ψ1(n+ 2) + ψ1(n+ 1)− V0(n+ 1)ψ1(n+ 1)
)
= 0.
Finally, we obtain equation (43) for the sequence {ψ1},
ψ1(n+ 2)− 2ψ1(n+ 1) + ψ1(n)− V0(n)ψ1(n) = −ǫψ1(n + 2).
Corollary 1 Let {ϕ0} be a solution of
H0ϕ0(n) =
(
−△2 + V0(n)
)
ϕ0(n) = 0. (44)
Then ϕ1(n) =
(
A
(n)
1
)+
ϕ0(n) is a solution of
H1ϕ1(n) =
(
−△2 + V1(n)
)
ϕ1(n) = 0. (45)
Proof 3 This is a direct consequence of formula (39).
Let us note that if we take ǫ = 0 and f1(n) = △ϕ0(n)/ϕ0(n), where ϕ0(n)
satisfies equation (44), then equations (40), (43) guarantee that H0 and H1
become factorized in the form
H0 =
(
△+f1(n+ 1)
)(
−△+ f1(n)
)
, (46)
H1 =
(
−△+ f1(n + 2)
)(
△+f1(n + 1)
)
, (47)
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i.e. the potentials can be written in the form
V0(n) = △f1(n) + f1(n)f1(n + 1), (48)
V1(n) = −△ f1(n+ 1) + f1(n + 1)f1(n+ 2). (49)
In addition, from equations (42) and (43) we can see that for solutions ψ1(n)
satisfying equation (43) with ǫ 6= 0, the potential V0 can be also expressed as
V0(n) = (1 + ǫ)
(△ f1(n) + f1(n)f1(n + 1))+ ǫ(2f1(n) + 1). (50)
Note that the f1(n) of equations (48) and (50) are not the same. Using now
the expression
f1(n) =
w(n+ 1)
(1 + ǫ)w(n)
− 1, ǫ 6= −1 (51)
equation (50) transforms into(
−△2 + (1 + ǫ)V0(n)
)
w(n) = ǫw(n), (52)
which means that the change of variables ψ1(n) = C(1+ǫ)nw(n) transforms
equation (43) into (52), where C is a constant and ǫ 6= −1. The case when
ǫ = −1 is not very interesting because then V1(n) = V0(n+ 2).
Example 1 Completely transparent potential for the discrete Schrö-
dinger equation. Let us consider the case when V0(n) = 0. In this example
the general solution of the homogeneous linear second-order difference equa-
tions with constant coefficients (44),
−△2ϕ0(n) = 0, (53)
is given by
ϕ0(n) = C1 + C2n, (54)
where C1 and C2 are constants. Next, we will look for some particular solu-
tions of equation (43), i.e.
−△2ψ1(n) = ǫψ1(n+ 2). (55)
After substituting ψ1(n) = λ
n we obtain the characteristic equation of this
difference equation
− (1 + ǫ)λ2 + 2λ− 1 = 0. (56)
The set of solutions of this equation depends on the character of the roots of
the characteristic equation ∆ = −4ǫ as follows.
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a) Single real root. If ǫ = 0, then ∆ = 0 and we can choose
ψ1(n) = n + 1. (57)
From equations (42) and (40) we thus find
f1(n) =
1
n+ 1
, (58)
V1(n) =
2
(n+ 2)(n+ 3)
. (59)
Moreover, from Corollary 1 we obtain that
ϕ1(n) =
C1 − C2
n + 1
(60)
is a solution of the following equation
H1ϕ1(n) =
(
−∆2 + 2
(n+ 2)(n+ 3)
)
ϕ1(n) = 0. (61)
b) Distinct real roots. If ǫ < 0 (we assume ǫ = −κ2 and κ 6= −1, 1), then
∆ > 0 and we can choose
ψ1(n) =
1
(1 + κ)n
+
1
(1− κ)n . (62)
From equations (42) and (40) we thus find
f1(n) =
κ
1− κ2
(1 + κ)n+1 − (1− κ)n+1
(1 + κ)n + (1− κ)n , (63)
V1(n) =
−8κ2(1− κ2)n(
(1 + κ)n+1 + (1− κ)n+1)((1 + κ)n+2 + (1− κ)n+2) . (64)
Moreover, from Corollary 1 we obtain that
ϕ1(x) = −C2 +
κ(C1 + C2n)
(
(1 + κ)n+1 − (1− κ)n+1)(
1− κ2)((1 + κ)n + (1− κ)n) (65)
is a solution of the following equation(
−∆2− 8κ
2(1− κ2)n(
(1 + κ)n+1 + (1− κ)n+1)((1 + κ)n+2 + (1− κ)n+2)
)
ϕ1(n) = 0.
(66)
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Note that when κ = −1 or κ = 1 we obtain that equation (55) reduces to
2ψ1(n+ 1) = ψ1(n). (67)
This leads to ψ1(n) =
B
2n
, where B is a constant, which implies that the
new potential does not change, V1(n) = 0.
c) Complex roots. If ǫ > 0 (we assume ǫ = µ2), then ∆ < 0 and we can
choose
ψ1(n) = r
n cos nθ, (68)
where r = 1√
1+µ2
and tan θ = µ. From equations (42) and (40) we find
f1(n) =
1√
1 + µ2
cos(n+ 1)θ
cosnθ
− 1, (69)
V1(n) = − 2√
1 + µ2
cos(n+ 1)θ cos(n + 3)θ − cos2(n + 2)θ
cos(n+ 1)θ cos(n+ 2)θ
. (70)
Moreover, from Corollary 1 we obtain that
ϕ1(x) = −C2n− (C1 + C2) + 1√
1 + µ2
(C1 + C2n) cos(n+ 1)θ
cosnθ
(71)
is a solution of the equation(
−∆2 − 2√
1 + µ2
cos(n+ 1)θ cos(n+ 3)θ − cos2(n+ 2)θ
cos(n+ 1)θ cos(n+ 2)θ
)
ϕ1(n) = 0.
(72)
Example 2 Discrete version of the harmonic oscillator. In the case
when it is taken f1(n) = n in equation (48) we obtain that V0(n) = n
2+n+1.
Thus, our next natural step is to look for the solution of equation (44) with
such a V0(n), i.e. (
−△2 + n2 + n+ 1
)
ϕ0(n) = 0. (73)
The right-hand side of equation (46) suggests us to use the following simpler
equation (
−△+ n
)
ϕ0(n) = 0. (74)
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A straightforward computation yields ϕ0(n) = Cn!, where C is a constant.
This is also a particular solution of equation (73). As in the continuous case
[26, 15], now we look for the general solution of the discrete Riccati equation
(48) using the transformation
f˜1(n) = f1(n) +
1
u(n)
, (75)
where u(n) must satisfy the first order difference equation
△ u(n) = f1(n)u(n) + f1(n + 1)u(n+ 1) + 1, (76)
− nu(n+ 1) = (n + 1)u(n) + 1. (77)
A straightforward calculation shows that the solution of equation (77) becomes
u(n) = (−1)nn
(
C1 +
n−1∑
i=1
(−1)i
i(i+ 1)
)
, (78)
where C1 is a constant. The above expression leads to the general solution of
the Riccati equation (48) we were looking for:
f˜1(n) = n+
(−1)n
C1n+ (−1)n + 2n
∑n−1
i=3
(−1)i
i
. (79)
Finally, the new potential is produced by using equation (40):
V1(n) = n
2 + 3n + 1 (80)
+2
(−1)nC1(2n+ 3) + (−1)n(2n+ 3)
∑n
i=1
(−1)i
i(i+ 1)
+ 1
n+1
(n+ 1)(n+ 2)
(
C1 +
∑n
i=1
(−1)i
i(i+ 1)
)(
C1 +
∑n+1
i=1
(−1)i
i(i+ 1)
) .
4 Discrete Crum’s theorem
In this section we introduce an analogue of the Crum’s transformation for
the discrete one-dimensional Schrödinger equation. At the end of this section
we also present an example related to the free particle case.
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Let us note first of all that if we take a solution ψi of equation (43) for a
constant ǫi and apply to it the operator sequence (39), we conclude that
H1
(
−△+ f1(n)
)
ψi(n) =
(
−△+ f1(n+ 2)
)
H0ψi(n) (81)
= ǫi
(
−△+ f1(n+ 2)
)
ψi(n+ 2).
Thus, the sequence
ψ˜i(n) =
(−△+ f1(n))ψi(n) = ψi(n)△ ψ1(n)− ψ1(n)△ ψi(n)
ψ1(n)
(82)
=
ψ1(n+ 1)ψi(n)− ψ1(n)ψi(n+ 1)
ψ1(n)
= −
∣∣∣∣ ψ1(n) ψi(n)△ψ1(n) △ψi(n)
∣∣∣∣
ψ1(n)
= −
∣∣∣∣ ψ1(n) ψi(n)ψ1(n+ 1) ψi(n + 1)
∣∣∣∣
ψ1(n)
satisfies an equation with the same form as equation (43) but for the new
potential V1, (−△2 +V1(n)) ψ˜i(n) = ǫiψ˜i(n+ 2). (83)
Let us introduce now a well-know notation in theory of difference equa-
tions. The Casortian of the solutions ψ1(n), ψ2(n), . . . , ψk(n) is defined by
C(ψ1, . . . , ψk)(n):=
∣∣∣∣∣∣∣∣∣
ψ1(n) ψ2(n) . . . ψk(n)
ψ1(n+ 1) ψ2(n+ 1) . . . ψk(n+ 1)
...
... . . . . . .
ψ1(n+ k − 1) ψ2(n + k − 1) . . . ψk(n + k − 1)
∣∣∣∣∣∣∣∣∣
, (84)
see e.g. [20]. So, we can write formula (82) in the form
ψ˜i(n) = −C(ψ1, ψi)(n)
C(ψ1)(n)
. (85)
Now, let us apply iteratively the technique from the previous section. We
consider the new intertwining relation
H2
(
−△+ f2(n)
)
=
(
−△+ f2(n+ 2)
)
H1, (86)
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which leads to equations similar to (40), (41) (or (43))
V2(n) = V1(n+ 1)− 2△ f2(n+ 1), (87)
−△2f2(n) +△V1(n)− 2f2(n)△ f2(n+ 1) = (88)
− f2(n)V1(n+ 1) + f2(n + 2)V1(n).
If we choose ψ2 as a solution of equation (43), then from expression (82) we
obtain
f2(n) =
△ψ˜2(n)
ψ˜2(n)
=
△(−△+ f1(n))ψ2(n)(−△+ f1(n))ψ2(n) (89)
=
ψ1(n)
ψ1(n+ 1)
ψ1(n + 2)ψ2(n + 1)− ψ1(n+ 1)ψ2(n+ 2)
ψ1(n + 1)ψ2(n)− ψ1(n)ψ2(n+ 1) − 1
=
C(ψ1)(n)
C(ψ1)(n + 1)
C(ψ1, ψ2)(n+ 1)
C(ψ1, ψ2)(n)
− 1.
From this result and equation (40) the new potential is found,
V2(n) = V1(n+1)−2△f2(n+1) = V0(n+2)−2△
(
f1(n+2)+f2(n+1)
)
(90)
= V0(n + 2)− 2△
(
ψ1(n+ 3)ψ2(n+ 1)− ψ1(n + 1)ψ2(n+ 3)
ψ1(n+ 2)ψ2(n+ 1)− ψ1(n + 1)ψ2(n+ 2) − 2
)
= V0(n+ 2)− 2△
∣∣∣∣ ψ1(n+ 1) ψ2(n+ 1)ψ1(n+ 3) ψ2(n+ 3)
∣∣∣∣
C(ψ1, ψ2)(n+ 1)
.
It is easy to see that the Bianchi property is fulfilled, i.e., if we interchange
the seed solutions ψ1 by ψ2 and vice versa, we will obtain the same final
potential V2.
This iterative process can be continued at will. The third step
H3
(
−△+ f3(n)
)
=
(
−△+ f3(n+ 2)
)
H2, (91)
produces similar results
V3(n) = V2(n+ 1)− 2△ f3(n+ 1), (92)
−△2f3(n) +△V2(n)− 2f3(n)△ f3(n+ 1) = (93)
− f3(n)V2(n+ 1) + f3(n + 2)V2(n).
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Similarly to expression (81), it is easy to see that if ψi satisfies equation (43)
for ǫi, then the sequence
˜˜ψi(n) =
(−△+ f2(n))(−△+ f1(n))ψi(n) (94)
=
∣∣∣∣∣∣
ψ1(n) ψ2(n) ψi(n)
ψ1(n+ 1) ψ2(n+ 1) ψi(n + 1)
ψ1(n+ 2) ψ2(n+ 2) ψi(n + 2)
∣∣∣∣∣∣∣∣∣∣ ψ1(n) ψ2(n)ψ1(n+ 1) ψ2(n + 1)
∣∣∣∣
=
C(ψ1, ψ2, ψi)(n)
C(ψ1, ψ2)(n)
satisfies the new equation
(−△2 +V2(n)) ˜˜ψi(n) = ǫi ˜˜ψi(n+ 2). (95)
Moreover, if we choose ψ3 as a solution of equation (43) then from expression
(94) we obtain
f3(n) =
△ ˜˜ψ3(n)
˜˜ψ3(n)
=
△ [(−△+ f2(n))(−△+ f1(n))ψ3(n)](−△+ f2(n))(−△+ f1(n))ψ3(n) (96)
=
C(ψ1, ψ2)(n)
C(ψ1, ψ2)(n + 1)
C(ψ1, ψ2, ψ3)(n+ 1)
C(ψ1, ψ2, ψ3)(n)
− 1,
and
V3(n) = V0(n+ 3)− 2△ (f1(n+ 3) + f2(n + 2) + f3(n+ 1)) (97)
= V0(n + 3)− 2△
∣∣∣∣∣∣
ψ1(n + 1) ψ2(n + 1) ψ3(n+ 1)
ψ1(n + 2) ψ2(n + 2) ψ3(n+ 2)
ψ1(n + 4) ψ2(n + 4) ψ3(n+ 4)
∣∣∣∣∣∣
C(ψ1, ψ2, ψ3)(n+ 1)
.
The previous results allow to formulate next a theorem for the kth itera-
tion in a compact form, since we have
Hi
(
A
(n)
i
)+
=
(
A
(n+2)
i
)+
Hi−1, i = 1, 2, . . . , k, (98)
which leads to the following higher-order intertwining relationships
Hi
(
A
(n)
i
)+(
A
(n)
i−1
)+
. . .
(
A
(n)
1
)+
=
(
A
(n+2)
i
)+(
A
(n+2)
i−1
)+
. . .
(
A
(n+2)
1
)+
H0. (99)
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Theorem 3 If the seed solutions ψ1(n), ψ2(n), . . . , ψk(n) satisfy the initial
equation (43) for different constants ǫ1, ǫ2, . . . , ǫk, then the functions
ψˆi(n) =
i−1∏
j=1
(−△+fj(n))ψi(n) = (−1)i−1 C(ψ1, . . . , ψi)(n)
C(ψ1, . . . , ψi−1)(n)
, (100)
i = 1, 2, . . . , k,, satisfy the equations
(−△2 +Vi−1(n)) xˆi(n) = ǫixˆi(n + 2), (101)
where
fj(n) =
C(ψ1, . . . , ψj−1)(n)
C(ψ1, . . . , ψj−1)(n+ 1)
C(ψ1, . . . , ψj)(n)
C(ψ1, . . . , ψj)(n+ 1)
− 1, (102)
Vi(n) = V0(n + i)− 2△ (f1(n+ i) + f2(n+ i− 1) + · · ·+ fi(n+ 1)) (103)
= V0(n+ i)− 2△
∣∣∣∣∣∣∣∣
ψ1(n+ 1) ψ2(n+ 1) . . . ψi(n+ 1)
ψ1(n+ 2) ψ2(n+ 2) . . . ψi(n+ 2)
. . . . . . . . . . . .
ψ1(n+ i) ψ2(n+ i) . . . ψi(n+ i)
∣∣∣∣∣∣∣∣
C(ψ1, ψ2, . . . , ψi)(n + 1)
.
Proof 4 We have given the proof previously for n = 1, 2, 3. For other values
of n, it is based on a proof by induction and the observation contained in
equation (99).
Example 3 Free particle: discrete second order Darboux transfor-
mation. Let us apply the previous treatment to the free particle, for which
V0(n) = 0. In order to avoid unnecessarily long formulas in our final results,
we fix the two seed solutions of the initial Schrödinger problem as follows
ψ1(n) =
1
n + 1
, (104)
ψ2(n) =
2n(1 + 3n)
3n
, (105)
which are associated to ǫ1 = 0, ǫ2 = −1/4 respectively (see Example 1 with
κ = 1/2). We use equation (90) for calculating the new potential; we obtain:
V2(n) = 2
32n+5 + 4(2n2 + 14n+ 27)3n+1 + 1
[n+ 5− (n + 1)3n+2][n + 6− (n + 2)3n+3] . (106)
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By selecting then a third initial solution, for example
ψ3(n) = C1 + C2n, (107)
we find that the transformed function
ψˆ3(n) =
(
−△+2n+ 1
n+ 2
(3−1 − 3n+1)n+ 5
3
− 3n+1
(1 + 3n+1)n+ 4
)
(108)
(
−△+ 1
n+ 1
)
(C1 + C2n)
is a solution of equation (−△2 +V2(n)) ψˆ3(n) = 0. (109)
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