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Abstract
　　　This　dissertation　tackles　two　big　marketing　problems　based　on　the　theory　of　KM20－
Langevin　equations（KM20）．　One　is　measuring　advertising　effects　on　sales，　and　the
other　is　measuring　human　emotion　to　TV　program．　As　a　common　method　fbr　these
problems，　a　method　fbr　detecting　changes　in　non－linear　dynamics　fbr　time　series　is
proposed　and　demonstrated　by　using　some　real　data．
　　　It　is　very　important　fbr　marketers　to　establish　a　method　fbr　measuring　advertising
effects　for　several　reasons．　First，　it　is　essential　to　measure　long－term　advertising　effects
fbr　estimating　advertising　return　on　investment（ROI）or　net　present　value（NPV）1）e－
cause　these　indices　need　long－teml　quantitative　relation　between　advertising　and　sales．
If　marketers　can　not　estimate　ROI　or　NPV，　stock　holders　will　demand　budget　cuts　fbr
marketing　actions．　If　marketers　can　estimate　them　approphately，　stockholders　will　be
satis盒ed　with　their　budget　proposition．　It　is　not　only　fbr　marketers　but　also　fbr　all　stake－
holders　to　estimate　appropriate　advertising　budget　because　budget　cuts　cause　the　brand
sales　to　shrink　and　weaken　their　company．　Second，　brand　equity　is　well一㎞own　concept
fbr　marketers．　This　concept　is　based　on　the　idea　that　advertising　contributes　not　only
sho丘一term　sales　but　also　long－term　branding．　For　these　reason，　it　is　necessary　for　all
marketers　to　establish　a　method　for　measuring　long－term　advertising　effects．
　　　Marketers　usually　utilize　sales　data　called　the　the　POS　data　to　analyze　advertising
effects．　Although　shldies　have　been　made　on　sho丘一term　effects，　there　is　little　agreement
on　long－term　effects．　There　are　two　reasons　for　luck　of　stUdy　for　measuring　long－te㎜
effects．　First　reason　is　that　it　is　di伍cult　to　measure　long－term　advertising　effect．　For
example，　it　is　not　dif巨cult　to　think　about　causality　between　advertising　and　sales　when
sales　grow　up　during　advertising　is　exposed．　However，　no　one　thinks　about　causality
between　advertising　and　sales　when　sales　grow　up　after　advertising　which　has　been　ex－
posed　one　or　two　years　ago．　Clarke　has　shown　that　advertising　effects　has　a　duration
interval　called　carry－over　effects　and　estimated　the　length　of　interval　as丘om　three　to
nine　months．　The　result　means　that　advertising　effects　on　sales　do　not　persist　for　several
years．　This　means　that　we　can　not　measure　long－term　advertising　effects　on　sales　di－
rectly．　Second　reason　is　that　it　takes　very　long　time　to　investigate　the　long－term　effects．
For　example，　some　researchers　have　tracked　and　analyzed　fbr　three　years　to　estimate
long－term　effects　on　sales．　For　these　reasons，　there　is　little　agreement　on　long－te㎜
effects．
　　　However，　practitioners　will　not　be　able　to　wait　three　years　or　so　long　to　make　de－
cision　about　advertising　budget　because　they　must　make　decision　as　soon　as　possible，
fbr　example，　in　several　months．　Practitioners　are　eager　fbr　a　method　fbr　the　long－teml
advertising　effects　by　actual　and　reasonable　costs．
　　　One　of　the　solutions　fbr　the　big　problem　is　to　find　some　structural　changes　which
are　thought　to　last　long　time．　This　idea　also飢s　the　concept　of　brand　equity．　If　the
change－point　is　detected　at　the　time　when　some　advertising　is　exposed，　one　can　detect
the　adve賞ising　has　long－term　effect　on　sales．
　　　On　the　other　hand，　to　tackle　the　other　big　problem　in　marketing，　measuring　human
emotion，　the　Electroencephalogram（EEG）is　getting　popular　fbr　marketers　in　recent
years．　The　EEG　is　one　of　neuroscience　techniques　and　a　nonintusive　teclmique　for
recording　electrical　activity　of　human　brain．　Emotions　are　an　important　factor　for　all
marketers　because　marketing　factors　such　as　brand　image，　advenising　effects　and　pur－
chase　incidence　are　caused　by　emotions．　In　l　972，　Ekman　examined　the　relation　be－
tween　TV　program　and　emotion　by　estimating　emotion　from　facial　reactions．　But　it
is　difncult　fbr　researchers　to　estimate　emotion　without　training．　As　Zaltman［129］has
suggested，　most　market　research　tools　are　verbo－centric　but　most　communication　is　non．
verbal．　Then　he　has　suggested　that　one　ofthe　new　nonverbal　research　techniques　should
be　the　EEG．
　　　It　has　been　over　40　years　since　marketing　researchers　started　to　examine　the　efL
fects　of　advertising　by　using　the　EEG．　In　recent　years，　by　development　of　research　fbr
non－linear　dynamics，　it　has　been　getting　clear　that　human　brain　is　based　on　non－linear
dynamics．　Therefbre，　it　seems　to　be　possible　to　derive　infbmlation　about　human　brain
activity　from　the　EEG　by　applying　a　method　ofnon－linear　dynamics．　For　this　reason，　in
order　to　investigate　brain　activity，　various　types　ofnon－linear　dynamics　method　has　been
tried　to　analyze　the　EEG．However，　it　is　not　clear　whether　the　EEG　can　be　measured
such　non－linear　measures　fbr　several　reasons．　First，　the　dynamics　of　the　brain　is　very
complicated　because　it　is　composed　of　large　neural　network．　Second，　there　seems　to
be　insuMcient　data　to　calculate　the　non－1inearity　measures　such　as　Lyapunov　Exponent
（LE）。
　　　Therefbre，　it　seems　to　be　a　common　challenge　to　solve　these　two　problems，　mea－
suring　long－term　advertising　effects　by　using　the　POS　data　and　measu血g　human　brain
activity　by　using　the　EEG　data，　because　detecting　changes　in　non－linear　dynamics　is　use－
fUl　fbr　struggling　with　both　problems．　According　to　this　point　of　view，　this　dissertation
proposes　and　investigates　methods　fbr　detecting　changes　in　non－linear　dynamics　based
on　KM20．　The　proposed　method　overcomes　the　problem　mentioned　above，　because　it
can　deal　with　complex　non－linear　profile　of　data　without　any　assumption．
　　　In　this　dissertation，　I　propose　a　method　fbr　detecting　change　in　non－linear　dynamics
fbr　various　type　of　time　series．　Tb　develop　this　method，　I　introduced　a　pseudo　deter－
minacy血nction（pDF）and　a　smoothed　pseudo　determinacy血nction（SPDF）based　on
the　theory　ofKM20－Langevin　equations．　It　is　important　fbr　investigating　change　points
to　examine　whether　the　time　series　is　composed　of　some　periodic　components．　If　the
time　series　is　composed　ofperiodic　components，　periodic　change　points　will　be　detected
wrongly。
　　　To　avoid　making　such　mistakes，　I　conducted　demonstrations　by　three　steps．　First，　I
used　the　POS　data　which　is　thought　to　be丘ee丘om　any　periodicity．　Then　I　conducted
the　simpIest　procedure　to　detect　a　change　point　in　non－linear　dynamics．　Second，　I　used
the　sunspot　number　data　which　is　thought　to　have　periodic　property　and　its　period　itself
changes　continuously．　Then　I　conducted　a　method　fbr　detecting　periodicity　and　detect－
ing　changes　in　non－linear　dynamics　by　extending　the　method　used　fbr　the　POS　data．
The　sunspot　number　data　seems　to　have　no　relation　to　marketing，　but　this　data　is　use－
fUl　to　examine　whether　the　proposed　method　can　treat　periodicity　properties．　Finally，　I
used　the　EEG　data　to　demonstrate　a　method　fbr　detecting　change　points　in　non－linear
concerning　both　periodicity　and　non－linearity．
　　　This　dissertation　is　composed　of　three　types　of　data　analysis．　The　organization　of
this　dissertation　is　as　fbllows．　In　the　first　chapter，　I　give　an　introduction　fbr　this　disser一
???
tation　and　shortly　review　related　works．
　　　First，　I　demonstrated　the　use血hless　of　the　proposed　method　comparing　with　Sin－
gular　Spectrum　Analysis　and　Recurrence　Quantitative　Analysis　by　using　some　artificial
data．　As　the　result　of　the　simulations，　the　proposed　method　is　more　effective　for　detect－
ing　change　points　conceming　non－linear　dynamics．　As　the　demonstration　of　real　data，
Iused　the　POS　data　of　two　shampoo　brands．　As　the　result，　some　indirect　advertising
effects　on　sales　were　detected．
　　　Second，　I　demonstrated　the　usefUlness　of　the　proposed　method　comparing　with
Wavelet　Analysis　and　Time－Frequency　Analysis．　The　result　of　the　simulations　shows
that　the　proposed　method　is　more　effective　fbr　detecting　change　points　in　non－linear
dynamics　fbr　periodic　time　series．　As　the　demonstration　ofreal　data，　I　used　the　sunspot
number　data．　Because　this　data　has　cyclic　property　but　the　cycle　length　is　not　stable
unlike　seasonal　oscillations，　it　is　diMcult　to　analyze　such　data　by　using　seasonal　a（ljust－
ments．　As　the　result，　I　derived　changes　in　non－linear　and　fbund　that　the　dynamics　is
becoming　the　same　as“Dalton　Minimum”，　a　period　oflow　solar　activity．　Furthermore，
Ipredicted　that　the　peak　of　Cycle　24　should　be　as　same　as　that　ofDalton　Minimum．
　　　Finally，1　investigated　the　EEG　data　comparing　with　some　artificial　data．　The　results
were　not　clear　but　it　is　possible　that　the　EEG　contains　some　non－linear　dynamics．　More－
over，　comparing　the　result　with　LE　of　the　EEG，　I　fbund　that　LE　can　detect　changes　in
non－linear　dynamics　as　same　as　the　SPDF　because　LE　acts　like　non－linear　components
of　the　SPDF．　From　these伽dings，　I　proposed　a　method　to　detect　human　emotion　by
using　LE．　The　usefhlness　of　this　method　is　examined　by　a　experiment　and　the　accuracy
ofthe　result　was　evaluated．
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Chapter　1
Introduction
1．1 Background　and　Motivation
Can　we　see　a　mechanism　behind　phenomena？Is　it　possible　to　derive　a　model　only　fヒom
data？We　do　not　have　any　clear　answer　yet，　but　we　believe　that　it　is　possible　to　see　the
mechanism　in　the　phenomena．　A　lot　ofprevious　research　has　sought　such　a　mechanism
behind　phenomena．
　　　There　are　two　types　of　approaches　fbr　deriving　a　mechanism　or　a　model，　one　is
induction　and　the　other　is　deduction．　For　example，　geophysics　is　basically　based　on
an　inductive　discipline　and　geology　is　deductive　despite　they　see　the　same　phenomena．
Geophysicists　usually　begin　with　a　model　and　test　and　con負㎜their　idea　by　using　data．
Geologists　usually　begin　with　data　and　observe　carefUlly　to　find　some　mechanism　in　the
data．　Okabe［ll3］called　the飴㎜er“丘om　model　to　data”（MD）and　the　la賃er‘‘丘om
data　to　model”（DM）．
　　　Both　approach　are　very　important　but　have　advantages　and　disadvantages．　MD
sometimes　proposes　against　phenomena．　One　of　the　famous　examples　is　Einstein’s
‘‘モ盾唐高盾撃盾№奄モ≠戟@constant”［39］．　His　first　proposition　of　the　theory　of　general　relativity
（MD）showed　an　unstationary　universe　then　he　added　this　constant（DM）to　achieve
astationary　universe．　A食erwards，　Hubble　redshift　showed　an　unstationary　universe．
Again，　recent　researches　have　been　reconsidering　the　importance　of　the　constant．　This
example　means　that　MD　sometimes　shows　against　data　and　our　common　knowledge．
On　the　other　hand，　DM　is　thought　to　need　deep　knowledge　about　phenomena　such　as
the　Earth，　rocks，　minerals　and　so　on．
　　　The　data　I　used　in　this　research　are　related　to　some　deep　marketing　problem．　It　is
very　important　fbr　marketers　to　establish　a　method　fbr　measuring　advertising　effects．
Especially，　it　is　essential　fbr　calculating　advertising　retum　on　investment（ROI）or　net
present　value（NPV）to　establish　a　method　fbr　measuring　long－term　advertising　effects
because　theses　me甘ics　need　long－term　quantitative　relation　betWeen　advertising　and
sales．　Moreover，　brand　equity”［4］，　which　means　that　advertising　contributes　not　only
sho質一term　sales　but　also　long－term　branding，　is　very　important　concept　for　all　marketers．
For　these　reasons，　it　is　necessary　for　measuring　fU11　of　advertising　effects　to　establish
the　method　ofmeasuring　long　term　advertising　effects．
　　　Marketers　usually　utilize　sales　data　called　point　of　sales（POS）data　to　analyze　the
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advertising　effects．　Although　studies　have　been　made　on　sho丘一term　effects，　there　is　little
agreement　on　long．term　effects．　There　are　two　reasons　for　luck　of　stUdy　for　measuring
lOng　term　effectiveneSs．
　　　First，　it　is　di伍cult　to　measure　long－term　advertising　effects．　For　example，　it　is　not
d量伍cult　to　think　about　causality　between　advertising　and　sales　when　sales　grow　up　dur－
ing　advertising　are　exposed．　However，　no　one　think　about　causality　between　advertising
and　sales　when　sales　grow　up　afしer　the　advertising　which　had　been　exposed　one　or　two
years　ago．　Clarke［19］has　shown　that　advertising　effects　has　a　duration　interval　called
‘‘モ≠窒窒凵@over　effect2’The　length　of　the　duration　interval　is　from　three　to　nine　months．　It
means　that　advertising　can　not　affect　the　sales　after　one　year　or　later．　For　this　reason，　it
is　believed　that　advertising　have　not　long－term　effects　on　sales．
　　　Second，　it　is　difficult　to　examine　the　long－term　advertising　effects，　because　it　takes
very　long　time　to　experiment　and　observe　the　effect．　For　example，　Lodish　et　aL［68］
have　tracked　and　analyzed　fbr　three　years．　But　practitioners　will　not　be　able　to　wait
three　years　to　make　decision　about　advertising　budget　because　they　must　make　decision
as　soon　as　possil）le，　fbr　example，　in　several　months．　The　practitioners　wish　a　method
fbr　the　long－term　advertising　effects　with　actUal　and　reasonable　costs．　Therefbre，　it　is
important　to血nd　some　structural　changes　which　last　long　time　behind　the　POS　data．
If　the　change　point　is　detected　at　the　time　when　some　advertising　is　executed，　one　can
detect　the　advertising　has　long－lasting　effect　on　sales．
　　　On　the　other　hand，　neuroscience　is　getting　popular　fbr　marketers　recent　years．　Es－
pecially，　marketers　fbcus　on　the　application　of　the　Electroencephalogram（EEG）and
the　fUnctional　magnetic　resonance　imaging（fMRI），　As　Lopes［69］has　suggested，　emo－
tions　are　important　factor　fbr　all　marketers　because　marketing　factors　such　as　brand
image，　advertising　effects　and　purchase　incidence　are　related　to　emotions．　Marketers
have　sought　to　know　consumers　emotions　by　using　questionnaire　surveys　for　a　long
time．．E㎞an［40］examined　the　relation　be伽een　TV　program　and　emotion　by　reading
emotion　from　facial　reactions．　But　it　is　dif巨cult　fbr　researchers　to　read　emotion　without
training．　The　EEG　has　made　it　easy　to　read　such　emotion．
　　　It　has　been　over　40　years　since　marketing　researchers　started　to　examine　the　effects
of　advertising　by　using　the　EEG．　The　EEG　is　a　nonintrusive　technique　for　recording
electrical　activity　of　the　brain．　In　recent　years，　by　development　of　research　fbr　non－
linear　dynamics，　it　has　become　clear　that　brain　activity　is　basically　driven　by　non－linear
dynamics．　Therefore，　it　is　possible　that　the　EEG　has　the　information　about　brain　ac－
tivity［42，61］．　For　this　reason，　in　order　to　investigate　brain　activity，　various　types　of
non－linear　dynamic　method　has　been　tried　to　analyze　the　EEG［128］。　However，　there
are　two　reasons　that　it　is　not　clear　whether　the　EEG　can　be　measured　such　non－linear
measures．　First，　the　dynamics　ofthe　brain　is　very　complicated　because　it　has　large　mul－
tiple　spatial　and　temporal　scales［30］．　Second，　there　seems　to　be　insu伍cient　data　to
calculate　the　non－linearity　measures　such　as　Lyapunov　Exponents（LE）［126］．　Because
the　EEG　seems　to　change　in　non－linear　dynamics　very　often，　the　amount　of　data　may
not　be　enough　fbr　calculation．　It　seems　to　be　a　common　challenge　to　solve　these　two
problems　l）ecause　both　the　POS　and　the　EEG　are　time　series　and　detecting　changes　in
non－linear　dynamics　is　usefUl　fbr　both　problems．　According　to　this　point　of　view，　this
thesis　investigates　methods　fbr　detecting　changes　in　non－linear　based　on　the　theory　of
KM20－Langevin　equations（K］M20）．
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　　　In　these　areas，　the　most　common　data　form　observed　is　time　series．　One　of　the
important　problems　related　to　both　the　POS　data　and　the　EEG　data　is　to　detect　a　change
point　in　the　characteristics　oftime　series．　This　trend　ofresearch　is　often　called‘‘change－
point　detection．”
　　　There　are　several　reasons　why　the　change－point　detection　is　important．　First，　in
general，　it　is　important　to　check　whether　the　hypothesis　that　the　parameters　ofthe　data
do　not　change　everywhere．　Especially，　stationarity　property　is　essential　fbr　time　series
analysis　which　means　that　the　parameters　do　not　change　in　every　time．　Ifthis　hypothesis
is　rej　ected，　the　data　must　be　divided　some　clusters　for　each　different　parameter．　Second，
the　changes　may　be　a　sign　of　certain　phenomena（failures，　trouble，θ’o．）．　Such　changes
must　be　fbund　immediately　to　avoid　any　losses　and　victims．　Third，　intrinsic　featUres
are　not　observed　at　a　glance，　the　superficial　pattem　of　time　series　data　is　usually　very
complicated　to　find　some　structure　behind　the　data．　For　these　reasons，　the　change．point
detection　is　important　for　all　who　seek　the　way　for　finding　an　intrinsic　non－linear　model
丘om　the　time　series　data．
1．2 Earlier　research
Because　this　dissertation　covers　various　area　of　research，　the　literature　review　is　sepa－
rated　into　three　areas．　First　area　is　the　literature　about　change－point　detection　covering
various盒elds．　Second　area　is　about　periodic　time　series　f（）cusing　on　the　Time－Frequency
Analysis．　Third　area　is　about　brain　wave　mainly　fbcusing　on　marketing　area．
1．2．1　Literature　for　Change－Point　Detection
The　problem　of　change－point　detection　has　been　stUdied　in　various　fields。　First，　quality
control　or　quality　management　is　one　ofthe　first　areas　where　change－point　detection　is
utilized．　In　this　area，　Shewhart　charts［109］　have　been　standard　procedure　for　30　years
as　an　indication　whether　or　not　the　process　is‘‘in　control．”The　charts　are　the　application
ofstatistical　theory　to　maintain　the　same　condition　including　some　stochastic　variations
which　we　can　not　explain　in　temis　of　known　causes，　for　example，　random　fluctuation
such　as　humidity．　Page［103］proposed　stopping　and　decla血g　the　process　to　be　called
“out　ofcontrol．”This　and　related　procedures　are　known　as　CUSUM（cumulative　sum）
procedure．
　　　Second，　the　field　of　economist　or　econometricians　including　statisticians　has　been
trying　to　detect　some　structUral　change　in　economic　value　such　as　Gross　Domestic　Prod－
uct．　For　example，　Chow［17］proposed‘℃how　Test”fbr　detecting　the　changes　of　the
regression　parameters．　Kitagawa　and　Akaike【57］proposed　the　locally　stationary　AR
model　and　Takanami　and　Kitagawa［ll2］applied　the　model　to　estimate　onset　times　of
SelSmlC　WaVeS．
　　　Third，　the　change－point　detection　problem　is　sometimes　called‘‘time　series　cluster－
ing”among　data　mining　community　who　utilize　various　methods．　Kresta，　Macgregor
and　Marlin［62］and　Dunia　and　Qin［35］introduced　Principal　Component　Analysis．
M6rchen［83】demonstrated　the　Discrete　Wavelet　Transform　and　the　Discrete　Fourier
Transform　for　dimensionality　reduction．　Fu，　Chung，　Ng　and　Luk［45］adopted　Self一
4 Detection　of　Changes　in　Non－Linear　Dynamics　and　lts　Application　to　Marketing
Organizing　Maps（SOM）fbr　pattern　discovery　in　temporal　data　sequences　which　are
segmented　using　a　continuous　sliding　window．　Chantelou，　H6brail　and　Muller［14］pro－
posed　SOM　fbr　the　time　series　clustering．　They　applied　SOM　to　a　large　number　ofload
curves　collected丘om　each　customer　of　Electricite　de　France　to　find　a　small　number　of
classes．　Wang，　Smith　and　Hyndman［123】proposed　characteristic－based　clustering　us－
ing　l　3　sets　ofglobal　measure　including　Periodicity，　non－linearity　by　neural　network　test，
skewness，㎞rtosis，　self－similarity　by　Hurst　parameter　and　Lyapunov　Exponent．　They
showed　that　their　method　perfomied　better　in　detecting　the　global　characteristics　for　the
time　series．　However，　it　is　unclear　whether　the　method　pe㎡forms　better　for　change－point
detection　in　non－linear　dynamics．　Desobry，　Davy　and　Doncarli［32］proposed　the　kemel
method　to　be　called　Kernel　Change　Detection　based　on　the　Support　Vector　Machine．
　　　Fourth，　community　ofdynamical　system　introduced　the　other　visualization　method．
Broomhead　and　King［13］proposed　the　application　of　Singular　Spectrum　Analysis
（SSA）to　the　problems　ofdynamical　systems　theory．　Vautard　and　Ghil［118］and　Vau－
tard，　Yiou　and　Ghi1［ll9］first　applied　SSA　to　extract　trends　and　harmonics　and　to
eliminate　noise　from　climate　and　geophysical　time　series．　Wang，　Chen　and　Wu［122］
were　the　first　to　apply　SSA　to　the　diagnosis　of　rotating　machinery　failures　using　vi－
bration　signals．　Moskvina　and　Zhiglj　avsky［82］introduced　the　change－point　detection
algorithm　by　S　SA．　Vaisman，　Zariffa　and　Popovic［ll7］appIied　this　method　to　the　elec－
tromyographic（EMG）signal　data．　Ec㎞am，　Kamphorst　and　Ruelle［36］introduced
the　Recurrence　Plots　to　visualize　the　recurrence　of　states　in　a　phase　space．　In　order　to
describe　the　recurrence　plots　in　a　quantitative　way，　Recurrence　Quantification　Analysis
（RQA）which　quantify　the　small－scale　structures，　such　as　non－linear　determinism，　was
proposed　by　Zbilt　et　a1．［130，124，74］．
　　　Despite　these　rapid　developments，　large　variety　of　the　change－point　detection　re－
mains　challenging　problems．　The　first　reason　is　that　it　is　usually　diMcult　to　find　intrinsic
features　at　a　glance．　Their　method　can　not　find　intrinsic　changes　that　are　not　necessarily
directly　observed．　The　second　reason　is　that　the　existing　methods　can　not　detect　how　the
non－linear　dynamics　changes　after　the　change　point．　For　example，　the　existing　methods
can　not　distinguish　the　difference　between　a　temporal　outlier　and　a　non－linear　structural
change．　Such　a　temporal　outlier　occurs　accidentally　in　a　variety　oftime　series，　but　we
are　not　interested　in　the　outlier　and　want　to　ignore　this．　It　means　existing　methods　are
not　usefUl　fbr　detecting　changes　in　non－linear　dynamics．
1．2．2　Literature　for　Periodic　Time　Series　and　Sunspot
There　are　two　types　of　approach　to　handle　this　problem，　one　is‘‘Time－Frequency　Rep－
resentation”（TFR）and　another　is“Periodic　Pattems　Mining”（PTM）．
　　　TFR　has　been　often　used　fbr　the　time　series　which　contain　several　types　of　fluctu－
ation　components．　One　of　the　most　popular　methods　fbr　the丘equency　analysis　is　Fast
Fourier　Transformation（FFT）［24］．　FFT　is　extended　into　Short　Time　Fourier　Trans－
form（STFT）【6，58］by　using　sliding　window　imction．　STFT　has　been　applied　dur－
ing　many　years　to　speech　analysis　and　electromagnetic　analysis．　The　drawback　of　the
STFT　is　that　the　method　depends　on　the　sliding　window　size．　This　drawback　was　over－
come　by　Wavelet　Transform（WT）［80，79，26，27］and　Time－Frequency　Analysis（TFA）
［21，22，15】．
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　　　On　the　other　hand，　research　in　PTM　has　concentrated　on　discovering　different　types
of　pattems：sequential　pattems，　temporal　patterns，　periodic　association　nlles，　partial
periodic　patterns　and　su叩rising　pattems［41］．　Previous　works　are　described　by　Elfbky
θ’α1．［41］and　Fu［44］．
　　　Both　TFR　and　PTM　detect　time－varying丘equency　but　they　can　not　detect　a　change
in　non－linear　dynamics．　Fu曲ermore，　previous　studies　like　STFT，　CWT　and　TFA　can
not　detect　a　latent　and　long　periodicity．　For　example，　ifthe　length　ofatime　series　data　is
lOOO　and　the　cycle　length　ofthe　data　is　lOOO（丘equency　is　equal　to　l　OOO），　it　is　difncult
to　detect　the　periodicity　by　using　STFT，　CWT　and　TFA．
　　　Solar　cycle　prediction　is　a　long－lasting　interesting　activity　in　the　field　ofsolar　physics
［104］　because　solar　activity　affects　our　space　environment，　thereby　influencing　vari－
ous　aspects　of　human　life［18］．　Some　researchers　have　studied　by　using　the　statistical
method［ll，　l　l　6］，　others　have　studied　by　using　the　methods　based　on　various　dynamo
models［34，16］．　However，　there　are　not　consensus　among　these　researches　because　the
detail　ofthe　dynamics　of　solar　cycle　is　not　fUlly　understood．　For　example，　both　Dikpati
θ’o乙［34］and　Choudhuriθ’α1．［16］used　the　same　dynamo　model　but　the　result　was
oPPosite　each　other．
1．2．3 Literature　for　Brain　Wave　and　Non－Linear　Dynamics　Analy－
sis
It　has　been　over　40　years　since　marketing　researchers　started　to　examine　the　effects　of
advertising　by　using　the　EEG．　Krugman［63］was　the　first　who　conducted　experiment
for　examine　advertising　effects　by　the　EEG．　He　examined　the　differences　betWeen　brain
wave　responses　to　TV　and　print　media　fbcusing　on　alpha（8－13Hz）and　beta（14－Hz）
waves　to　measure　arousaL　One　of　the　findings　of　the　experiment　was　that　print　is　a
higher　involvement　medium，　whereas　TV　is　lower　involvement．　This　finding　has　been
often　referred　by　marketers　till　now．
　　　The　second　experiment　was　executed　by　Appe1θ’01，［9］．　They　examined　the　relation
between　brain　wave　responses　and　advertising　recall，　particularly　interested　in　differen－
tial　response　in　two　brain　hemispheres．　They　also　measured　the　strength　of　alpha　wave．
The　details　ofthese　studies　in　l　970s　are　described　in［102］．
　　　In　l　980s，　many　researchers　have　begun　examining　the　EEG　because　ofthe　progress
ofthe　technique　ofdata　analysis．　Alwitt［7］and　Olson　and　Ray［101】analyzed　the　EEG
data丘om　Marketing　Science　Institute　designed　by　Olson　and　Ray．　Although　these　two
studies　used　the　same　data，　their　results　were　opposite　each　other．　The　results　ofOlson
and　Ray　were　that　there　was　no　relation　between　brain　wave　and　commercial　contents，
on　the　other　hand，　the　results　ofAlwitt　were　that　there　were　relation　between　brain　wave
and　commercial　contents．
　　　In　l　990s，　Rothschild　et　al，［108］examined　the　relation　between　the　EEG　and　TV
commercial　fbcusing　on　alpha，　beta，　delta（1－3Hz）and　theta（4－7Hz）wave．　More　re－
cently　Rothschild　et　al［108，107］conducted　an　experiment　to　examine　the　relation　be－
tween　TV　commercials　and　consumers’recall　according　to　the　Design　ofExperiments．
　　　Recently，　marketers　have　begun　applying　some　ofthe　neuroscience　tools　such　as　the
fUnctional　Magnetic　Resonance　lmaging（fMRI）to　examination　ofthe　effects．　This　field
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is㎞own　as“Neuromarketing”［10，66］．　The　study　ofbrain　responses　to　TV　commercial
has　been　measured　mainly　by　using　fMRI　or　positron　emission　tomographic（PET）．　For
example，　Wik　et　al．［125］used　PET　to　study　the　relation　between　threat　and　blood　flow
in　brain．　Lane　et　al．【64］investigated　the　relation　between　pleasure　and　1）rain　activity．
Fredrikson　et　aL［43】investigated　fear．　Rieman　et　al．【106］also　examined　sadness
and　fearL　Ochsner　et　al．［86】investigated　the　strength　ofnegative　affect　1）y　using　fMRI．
Langleben　et　al．［65］examined　attention　to　TV　advertising．
　　　Though　the　high　spatial　resolution　of　fMAR　enables　us　to　measure　which　part　of
brain　is　active，　the　temporal　resolution　of　fMRI　is　not　high　enough　to　measure　when　the
brain　activity　arises．　Therefbre，　researchers　have　switched　fヒom　fMRI　to　the　EEG　to
measure　one’s　short－term　memory，　attention，　and　so　on．　Another　reason　why　the　EEG
has　been　reconsidered　is　that　methods　to　treat　two　big　problems　for　the　EEG　analysis
have　been　improved．　One　is　removing　some　artifacts　such　as　eye　moving　and　the　other
is　detecting　the　sources　of　signals　fbr　understanding　the　brain　activity．　Independent
Component　Analysis（ICA）［23】has　been　used　successfUlly　by「R）ng　et　al．［ll5】to
remove　the　Electrocardiography（ECG）interference　from　the　EEG　recordings　in　small
animals．　In　recent　years，　ICA　has　become　increasingly　popular　for　artifact　removal　and
characterizing　distinct　or　overlapPing　brain　or　extra－brain　sources　of　activations［110］．
　　　To　analyze　the　EEG，　there　are　two　types　of　communities　who　have　different　ap－
proach．　One　is丘equency　analysis　community；another　is　non－linear　dynamics　like
chaos　community．　The　fomier　community　is　mainly　composed　of　psychologists．　As
Coan　and　Allen［20】have　suggested，　there　are　a　lot　of　stUdies　which　examined　relation
between　human　emotion　and　asymmetries　in　the　EEG　activity　over　the　ffontal　cortex．
For　example，　Vecchiato［120，121］fbcused　of　the　EEG　f士ontal　asymmetries　to　exam－
ine　relation　between　pleasantness　and　TV　advertising　by　using　Power　Spectral　Density．
Moreover，　many　of　studies　adopted　a　experimental　design　called　the　event　related　po－
tential（ERP）which　records　the　timing　ofouter　stimulus　so　as　to　examine　arousal　ofthe
EEG　soon　after　the　stimulus．　Eimer　et　aL［37］reviewed　previous　works　about　the　ERP．
　　　As　Faure　et　aL［42］and　Korn　et　al．［61］have　suggested，　in　recent　years，　with　the
development　of　non－linear　dynamics，　more　and　more　evidence　show　that　cerebrum　is　a
non－linear　dynamic　system　and　the　EEG　signals　can　be　regarded　as　its　output．　There－
fbre，　in　order　to　get　to　know　about　brain　activity，　analysis　ofnon－linear　dynamics　fbr　the
EEG　signals　is　important．　However，　it　is　not　clear　whether　the　EEG　can　be　measured
such　non－linear　measures　because　the　dynamics　of　the　brain　is　highly　complicated［30］
and　also　because　there　is　insuMcient　data　to　calculate　the　non－linearity　measures　such
as　LE．　Measures　fbr　non－linear　dynamics　property　such　as　LE　has　been　used　fbr　investi－
gation　of　non－linearity　of　the　EEG　for　years［ll1，8］．　However，　LE　has　two　drawbacks
to　derive　some　characteristics　from　the　EEG．　First　drawback　is　dependence　on　some
parameters，　fbr　example，　embedding　dimensions．　If　LE　becomes　higher　in　proportion
as　dimensions，　the　degree　of　LE　is　regarded　as　unreliable．　Second　drawback　is　depen－
dence　on　stationarity　condition．　If　the　data　does　not　satisfンstationarity　condition，　LE　is
regarded　as　unreliable．
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L3Structure　of　this　Dissertation
In　this　dissertation，1　propose　a　procedure　to　conduct　DM　without　any　special　knowledge
about　phenomena　based　on　KM20．　Especially，　I　fbcused　on　detecting　both　periodicity
and　change　in　non－linear　dynamics．　KM20　is　developed　from　the　fluctuation－dissipation
theorem（FDT）．　FDT　is　one　of　the　theories　of　statistical　physics　which　has　been　first
studied　l）y　Einstein［38］and　investigated　by　Nyquist［85］．　KM20　utilizes　FDT　mainly
fbr　investigating　stationarity　property．　Moreover，　KM20　handles　non－linear　property
by　using　finite　polynomial　transfomiation　of　time　series　based　on　the　theory　of　non－
linear　information　space．　These　FDT　and　the　finite　polynomial　transformation　make　it
possible　to　derive　a　model　from　time　series　data　without　any　prior　information　about
the　time　series　data．　Especially，　KM20　has　advantage　at　exploratory　data　analysis　when
a　mechanism　or　dynamics　which　generates　time　series　data　is　unlmown．　Okabe　called
this　analysis‘‘fヒom　data　to　model”［ll3］．
　　　As　an　important　part　ofthis　method，1　define　the　pseudo　determinacy　fUnction（pDF）
that　describes　a　profile　ofdynam　ics　for　time　series。　Because　the　pDF　makes　it　possible　to
estimate　the　distance　ofnon－linear　dynamics　between　befbre　and　after　the　change　point，
one　can　distinguish　the　difference　between　a　temporal　outlier　and　a　non－linear　structural
change．　Moreover，　a　smoothed　pseudo　determinacy　fUnction（SPDF）of五一windowed
g－th　difference　at　time’of　time　series　is　proposed．　The　SPDF　is　use血l　fbr　deriving
non－linear　character　and　detecting　periodicity．　If　the　cycle　length　of　the　time　series　is
shorter　than　the　sliding　window　fbr　the　calculation　of　the　SPDF，　some　components　of
the　SPDF　of　difference　of　the　time　series　becomes　very　high．　On　the　other　hand，　ifthe
cycle　length　of　the　time　series　is　longer　than　the　sliding　window　fbr　the　calculation　of
the　SPDF，　all　of　components　ofthe　SPDF　ofdifference　ofthe　time　series　becomes　very
low　and　the　sequences　ofthe　SPDF　has　a　typical　character．
　　　It　is　hard　to　understand　without　some　reduction　of　dimension　because　the　pDF　has
high　dimensions（in　this　paper，　I　treat　it　with　l　71　dimensions）．　Therefbre，　SOM　is
adopted　for　visualization　and　interpretation　of　the　pDF．　Furthermore，　I　investigate　the
performance　of　the　method　with　some　ani血cial　data　and　real　data．　By　using　some
artificial　data，　I　con負㎜ed　that　the　proposed　method　could　detect　outlier，　mean　shift　and
achange　in　dynamics　comparing　with　some　existing　methods．
　　　This　dissertation　demonstrates　the　usefUhless　of　this　method　by　three　steps．　First，
this　dissertation　demonstrates　that　the　proposed　method　can　distinguish　the　difference
between　a　temporal　outlier　and　a　change　in　non－linear　dynamics　comparing　with　the
existing　methods　such　as　singular　spectrum　Analysis　and　Recurrence　Quanti且cation
Analysis．　Moreover，　applying　the　proposed　method　to　the　POS　data，　it　is　fbund　that　the
indirect　relation　between　the　change　in　non－linear　dynamics　and　some　outer　fbrce（the
actress　in　TV　commercial　or　attack　by　competitors）．
　　　Second，　this　dissertation　demonstrates　practicability　of　the　SPDF　by　using　sunspot
number　data．　Solar　cycle　prediction　is　a　long－lasting　interesting　activity　in　the　field
of　solar　physics［104］because　solar　activity　affects　our　space　environment，　thereby
influencing　various　aspects　ofhuman　life［18］．　Some　researchers　have　studied　by　using
the　statistical　method［ll，　l　l　6］，　others　have　studied　by　using　the　methods　based　on
various　dynamo　models［34，16］．　But　there　is　not　consensus　among　these　researches
because　the　detail　ofthe　dynamics　of　solar　cycle　is　not　fUlly　understood．　For　example，
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both　Dikpati，　T（）ma　and　Gilman［34］and　Choudhuri，　Chatte巧ee　and　Jiang［16］used　the
same　dynamo　model　but　the　result　was　opposite　each　other．
　　　Finally，　this　dissertation　investigates　the　dynamics　of　the　EEG　by　using　the　SPDF
comparing　with　some　artificial　data．　The　results　are　not　clear　but　it　is　possible　that　the
EEG　contains　some　non－linear　dynamics　like　chaos．
　　　Moreover，　comparing　the　result　with　LE　of　the　EEG，　it　is　fbund　that　LE　can　detect
changes　as　same　as　the　SPDF．　From　these員ndings，　I　propose　the　method　to　detect
human　emotion　by　using　LE　KM20　treats　non－1inear　dynamics　directly　by　using　finite
non－linear　transformation　of　time　series，　on　the　other　hand，　the　chaos　analysis廿eats
non－linear　dynamics　indirectly．　The　drawback　ofthe　chaos　analysis　is　that　the　result　of
the　analysis　is　not　reliable　fbr　several　reasons．　First　reason　is　that　it　needs　a　lot　ofdata　to
estimate　some　measures　and　needs　a　lot　of　information　for　estimating　some　parameters
such　as　embedding　dimensions，　delay　parameters．　Second　reason　is　that　it　is　depend　on
the　stationarity　condition　but　the　chaos　analysis　itself　does　not　have　the　way　to　check
the　condition．　The　advantage　of　the　chaos　analysis　is　that　it　is　free　fヒom　the　non－linear
predictor．　On　the　other　hand，　KM20　treats　the　non－linear丘mction　l）y　using　polynomial
且mction　then　it　is　depend　on　the　size　ofthe負mctions　and　it　must　calculate　the　measures
fbr　each　non－linear　fUnctions．　Then　I　use　KM20　to　investigate　the　EEG　property　and
con盒㎜the　reliability　ofthe　chaos　analysis　by　using　LE．　The　usefUlness　of　this　method
is　examined　by　some　experiments．
　　　This　dissertation　is　composed　of　six　chapters．　The　organization　of　this　dissertation
is　as　fbllOWS．
　　　In　Chapter　2，　I　proposed　methods　fbr　detecting　changes　in　non－linear　dynamics　in
time　series　to　investigate　various　types　of　time　series　based　on　KM20．　For　these　meth－
ods，　I　introduced　the　pDF　and　the　SPDF　to　derive　non－linear　property　behind　time　series．
Ialso　recall　SelfLOrganizing　Maps　to　combine　with　KM20．
　　　In　Chapter　3，　I　demonstrated　the　usefUlness　ofthe　proposed　method　comparing　with
singular　Spectrum　Analysis（ssA）and　Recurrence　Quantitative　Analysis（RQA）by
using　some　ar面cial　data．　As　the　result　of　the　simulations，　the　proposed　method　is
more　effective　fbr　detecting　change　points　conceming　non－linear　dynamics．　As　the
demonstration　ofreal　data，　I　used　the　POS　data　of　two　shampoo　brands．　As　the　result，
some　indirect　advertising　effects　on　sales　were　detected．
　　　In　Chapter　4，1　demonstrated　the　usefUlness　ofthe　proposed　method　comparing　with
Wavelet　Analysis　and　Time－Frequency　Analysis．　As　the　result　of　simulations，　the　pro－
posed　method　is　more　effective　fbr　detecting　change　points　in　non－linear　fbr　periodic
time　series．　As　the　demonstration　of　real　data，　I　used　Sunspot　data．　Because　this　data
has　cyclic　property　but　the　cycle　length　is　not　stable　unlike　seasonal　oscillations，　it　is
difHcult　to　analyze　such　data　by　using　seasonal　a（ljustments．　As　the　result，　I　derived
changes　in　non－linear　and　fbund　that　the　dynamics　is　becoming　the　same　as‘‘Dalton
Minimum”，　a　period　of　low　solar　activity．　Then　I　predicted　that　the　peak　of　Cycle　24
would　be　as　same　as　that　of　Dalton　Minimum．
　　　In　Chapter　5，　I　investigated　the　EEG　data　by　using　the　SPDF　comparing　with　the
SPDF　ofsome　artificial　data．　The　results　were　not　clear　but　it　is　possible　that　the　EEG
contains　some　non－linear　dynamics　like　chaos．　Moreover，　comparing　the　result　with　LE
of　the　EEG，　I　fbund　that　LE　can　detect　changes　as　same　as　the　SPDF　because　LE　acts
like　non－1inear　components　of　the　SPDF．　From　these血ndings，　I　proposed　a　method　to
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detect　human　emotion　by　using　LE．　The　usefUlness　of　this　method　was　examined　by　an
experiment　and　the　accuracy　ofthe　result　was　estimated．
　　　In　the　final　chapter，　I　discuss　the　results　above　and　outline　fUture　research　and　sum－
marize　the　procedure　to　conduct　investigation　fbr　time　series．
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Chapter　2
Methods
In　order　to　detect　changes　in　non－linear　dynamics　behind　the　time　series，　I　introduce
the　pDF　and　the　SPDF　to　make　it　possible　to　define　a　distance　between　each　point　of
time　series．　Moreover，　to　make　it　easy　to　see　the　change　points，　I　introduce　a　method
combining　the　theory　of　KM20－Langevin　equations［87，88，99，90，89］and　SOM［59］
according　to　the　following　steps．　First，1　shortly　recall　the　determinacy　fUnction　of　type
（6，2）by　Nakano　and　Okabe［84］which　is　localization　ofTest（D）［94，95，100］．　Second，　I
define　the　pDF　and　the　SPDF　related　to　the　characteristics　ofthe　non－linear　dynamics　by
extension　ofthe　determinacy　function　Third，1　define　the　degree　of　difference　between
subsequences　oftime　series　extracted　with　sliding　windows（to　be　called　a‘‘cut　length”
in　this　section）as　the　distance　between　each　pDF　which　relate　to　the　characteristics
of　the　dynamics　in　the　each　subsequence　of　time　series　data．　Fourth，　I　visualize　the
characteristics　of　non－linear　dynamics　with　SOM．　Finally，　I　propose　a　procedure　fbr
deciding　the　appropriate　cut　length　f（）r　periodic　time　series　by　using　the　SPDF．
2．1 The　sample　Determinacy　Function　Based　on　the　The－
ory　of　1KM20－Langevin　Equations
1　recall　the　determinacy　fUnction　proposed　by　Nakano　and　Okabe［84］according　to　the
f（）llowing　steps．
　　　Let穿＝（y（n）；乏≦n≦r）　be　any　d－dimensional　time　series：
　　　　∬（n）＝t（91（n），92（n），．．．，．賜（n）），Yi（n）∈R（1≦i≦d，乏≦n≦r）．　　（2．1）
1　make　Test（D）localize　to　define　a　determinacy　function　of　type（6，2）which（iraws　the
behavior　ofnon－linear　determinacy　values　associated　with　the　time　series　9．
Step　1（cut　length　and　shift　time　series）
Fix　any　two　natural　numbersゐ，’（4十L十1≦’≦り．　I　denne　a　time　series穿（t）＝
（∬（t）（・）；∫一ゐ≦・≦’）with　the　cut　l・ngth五＋1by　9（’）（・）≡9（・）．　By・hi丘i・g　th・
time　series∬（t），1　define　tWo　kinds　oftime　series　9（’），sh：o；（穿（り，sh：o（η）；’－L≦η≦
のand．多（∫）・sh＋1＝（穿（’），訪：3ゐ＋1（〃）；’－L≦η≦’）by穿（’），sh：o（刀）≡穿（’）（η一1）and
9（t）・sh＋1（n）≡9（t）（・）．
ll
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Step　2（standardiZation）
　　　　　　　　　　　　　　　　　　　　　　　　　　ny　　　　　　　　　　　　　　AtI　define　a　standardized　time　series　9＝（9（n）；4≦n≦r）ofthe　time　series穿by
霧（n）≡Y’（〃
（1≦i≦の （2。2）
whereμ1（望）and　vii（穿）stand　for　the　i－th－component　and（’，i）－component　ofthe　sam－
ple　mean　vectorμ（穿）and　the　sample　covariance　matrix　v（穿）of∬，　respectively，
defined　by
μ（y）
v（9）
≡r－1＋itr－，2’（・）・
≡r－1＋itr－，（辮μ（9））t（9（・）一μ（9））・
（2。3）
（2．4）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　N　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　SvI　assume　that　vii（∬）＞0（1≦’≦の．　It　is　to　be　noted　thatμ，（穿）＝O　and　viゴ（穿）＝1．
By　applying　this，　we　obtain穿（t），sh：o＝（2（’），sh：o（n）；’一五≦n≦’）and　2（’），sh＋1＝
（9（’）・・励＋1（・）；’－L≦・≦’）．
Step　3（non－linear　transformations　up　to　rank　6）
By　applying　the　l　g　non－linear　numbers　transformations　up　to　rank　6　to　the　time　series
9（t），・h・°，1・・n・tru・t　19・ne－dim・n・i・n・l　tim・・e・i・・9，（’）・sh：°（0≦i≦18）・・f・ll・w・・
9，（t），sh：°一（霧（t），sh：°（n）；卜五＋σ（i）≦・≦’）
・nd霧（t）・sh：°（n）一ψi（9（脚）（〃） （25）
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where（rpi（x）（n）are　polynomials　ofvariablesx　＝（x（n）；t－L十σ（i）≦n≦t）（∈RL＋卜σ（i））
with　degree　pi　defined　by
（1）o（x）（n）＝x（n）
ql（x）（・）＝＝x（・）2
Wh（x）（・）－x（n）3
（P3（x）（n）＝x（〃）x（n－1）
rp4（x）（・）－x（n）4
rp5（X）（・）－X（・）2X（〃－1）
ψ6（x）（n）＝x（〃）JC（〃－2）
OP（x）（・）－x（〃）5
rp8（x）（n）一珈）3x（・－1）
q）9（x）（〃）＝x（刀）2x（〃－2）
rp10（X）（n）－x（小（n－1）2
rp11（x）（n）＝x（小（卜3）
rp12（X）（・）－X（n）6
ψ13（X）（・）－j・C（・）4X（・－1）
甲14（x）（n）＝x（n）3x（〃－2）
ψ15（X）（・）－X（・）2X（〃－1）2
rp16（x）（・）－x（・）2x（・－3）
r）17（x）（n）＝x（n）x（n－1）x（n－2）
Φ18（x）（n）＝x（n）x（n－4）
（’一五＋σ（o）≦n≦’），
（t－L＋σ（1）≦n≦’），
（’一乙十σ（2）．≦n≦’），
（’一五＋σ（3）≦n≦’），
（’一．乙十σ（4）≦〃≦t），
（t－L＋σ（5）≦〃≦t），
（t－．乙十σ（6）≦〃≦’），
（’一．乙十σ（7）≦n≦’），
（卜五＋σ（8）≦n≦’），
（t－．乙十σ（9）≦n≦’），
（t－L＋σ（lo）≦n≦’），
（t一五＋σ（ll）≦刀≦’），
（’－L十σ（12）≦n≦’），
（’－L＋σ（13）≦n≦’），
（’一．乙十σ（14）≦n≦’），
（’－L＋σ（15）≦n≦’），
（’－L十σ（16）≦n≦’），
’一五一トσ（17）≦n≦の，
（’－L＋σ（18）≦n≦’），
（2．6）
σ（0）＝σ（1）＝σ（2）＝σ（4）＝σ（7）＝σ（12）＝0，
σ（3）＝σ（5）＝σ（8）一σ（10）＝σ（13）＝σ（15）＝1，
σ（6）＝σ（9）＝σ（14）＝σ（17）＝2，
σ（ll）＝σ（16）＝3，
σ（18）＝4，
Po＝1，
Pl＝」ρ3＝」ρ6＝」ρ11＝P18＝2，
1フ2＝、ρ5　＝1フ9＝Plo＝1ワ16＝1ワ17　＝3，
P4＝」ρ8＝」ρ14＝」ρ15＝4，
1フ7　＝1ア13　＝5，
P12＝6．
（2．7）
（2．8）
For　any　fixed　integersノ，k（0≦ノ＜k≦18），　I　define　a　two－dimensional　time　series
環），sh：°一（環），sh：°（・）・m・x｛’一五＋σ（ノ），’一五＋σ（ん）｝≦・≦’）by
環），sh：°（n）≡t（妨（t），sh：°（n），媛脚（n））． （2．9）
M・・e・v・・，Id・n・…h・・ta・d・・dized・im・・e・i・・％窪）（n）≡環），sh：°（n）・nd％（’）（n）≡
9（’），sh＋1（n）．
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Step　4（sample　covariance　matrix血mction）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　A”　　　　　　　　　　　　　　　　　　　　　　AlI　define　a　sample　covariance　matrix　fUnction　R（穿）＝（R（穿）（n）；lnl≦Md（r一の）ofthe
　　　　　　　　　Ntime　series∬by
R（N∬）（n）≡－1＋1r蛛h2（n＋e＋瞬＋k）
　　　り　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　NR（9）←n）ゴR（9）（n）
（0≦n≦Md（トの），
（o≦n≦Md（r一の）
　　　　　　　　　　　　　（2．10）
where　Md（r一の≡3［～用／凋一1．　Md（アーの十lis　the　maximum　reliable　num－
　　　　　　　　　　　　　　　　　　　　　　Nl）er　ofη（0≦η≦7一のofR（∬）（n）that　is　given　from　certain　experience　rule　in　time
・e・i・・analy・i・・By・pPlyi・g・hi・d・血・i・i・n…h・・im・・e・i・・’（％（り，畷）），　l　cal・ul…
・h・・ample　c・v・・i・nce　m・tri・釦…i・n・R（9T6（’））（・），R（婿）（・）・nd賜（’），易窪））（〃）．
N・…h・tth・・amp1・R（％（’））（・），　R（環））（・）・ndR（％（’），纏））（・）・・e　n・n－n・g・・i・・
definite．
Step　5（minimum　KM20－Langevin　system　with　Fluctuation　Dissipa－
tion　A藍gorithm）
Using　the　fluctuation－dissipation　algorithm［75，92，93，97，94，95，98］，　I　construct　the
mi・i…臨・・－L・ng・vi・・y…mya（R（嬢）））ass・・i…dwi・h・h・m・・紬…i・n
R（環））・
　　　　　　　ya（R（環）））≡｛性（環））（・，・），匹（環））伽）・
　　　　　　　　　　　　　　　　　　　　　　0≦s＜n≦Md（r一乏），0≦〃2≦Md（r－e）｝．　　　（2．11）
1・i…b・n…d・h…ll・・mp・n・n…f・h・・y…mya（R（環）））・・e　d・dm・・rice・．　I
assum・・h・t　th・・ample　c・v・・i・nce　m・・舳…i・nR（環））i・p・・i・i・・d・血・i・・i・…ad
・f・・n－n・g・・i・・d・n・i・・，・h・nl・an・b・・i・・h・・y・t・mノ諺（R（履）））m・・e・efe・・i・・lly
acc・・di・g…h・f・ll・wi・g・lg・・i・hm・輪・n　R（環））・q・・1…ze・・，　we　can　cal・u1…
the　correlation　matrix　by　Matsuura　and　Okabe［76］．
［FDA　Step　O］
　　　　　　　　　　　　　　　　　　　匹（環））（・）≡R（環））（・）　　　　（2。12）
［FDA　Step　l］
δ・（環））（1）≡－R（環））（1）V－（環））（・）一’，
δ一（環））（1）≡－tR（環））（1）V＋（環））（・）－1，
7＋（環））（1，・）≡δ．（環））（1），
7－（環））（1，・）≡δ一（纏））（1），
V＋（環））（1）≡（・一δ・（環））（1）δ．（環））（1））V＋（環））（・），
V－（環））（1）≡（・一δ一（環））（1）δ・（鍍））（1））V－（環））（・），
（2．13）
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［FDA　Step　m］
δ・（環））＠）≡一｛R（環））（m）
δ．（纏））（諺鞭））（
7＋（環））（
燈潤j）（m－1，m…1）
7－（履））＠，・）≡7－（環））＠－1，s－1）
　　　　　　　　　＋δ．（環））（m）7＋（環））（m－1，m…1）
7＋（環））＠，・）≡　　　　　　　　　　　　　　6＋（環））＠），
7－（環））（m，・）≡δ一（環））（m），
v＋（環））伽）≡　　　　　　　　　　　　　（・－6＋（環））＠）δ一（環））（m
v－（環））伽）≡　　　　　　　　　　　　　（・一δ一（環））＠）6＋（環））（m
窪））（m－1，S）R（履））（S＋1）｝V－（履））（m－1）－1，
　　m）
窪））（m－1，s）tR（環））（s＋1）｝V＋（環））（m－1）－1，
（1≦s≦m－1），
　　　　　　　　　　　　　　　（2．14）
（1≦s≦m－1），
））v＋（環））（m－1），
））v－（環））（m－1）・
2．2 The　Pseudo　Determinacy　Function
In　this　section，　I　propose　two　ideas　fbr　developing　the　method　fbr　detecting　changes　in
non－linear　dynamics．
　　　First　idea　is　to　utilize　the　KM20－Langevin　matrices　without　stationarity　property．
The　stationarity　is　one　of　the　most　fUndamental　concepts　fbr　the　theory　of　KM20－
Langevin　equations．　This　property　can　be　checked　by　Test（S）【99］based　on　the　Fluc加ation－
Dissipation　principle（FDP）．　Ifthe　time　series　satisfies　this　condition，　all　ofthe　KM20－
Langevin　matrices　can　be　calculated　by　the　Fluctuation－Dissipation　algorithm（FDA）．
Moreover，　the　calculated　matrices　fit　the　time　series　because　of　the　stationarity　condi－
tion．
　　　On　the　contrary，　even　if　the　time　series　does　not　satisfy　this　condition，　one　can　calcu－
late　all　ofthe　KM20－Langevin　matrices　through　FDA　because　the　condition　fbr　FDA　is
satisfied　fbr　all　real　data　by　means　ofalmost　positive　condition　ofthe　correlation　matrix
oftime　series　except　the　correlation　matrix　of　time　series　equals　to　zero．　When　the　cor－
relation　matrix　oftime　series　equals　to　zero，　we　can　calculate　the　correlation　matrix　by
Matsuura　and　Okabe［76］．　The　drawback　ofthis　condition　is　that　the　calculated　matrices
can　not　regarded　as　the　sample　of　the　time　series．
　　　However，　this　does　not　mean　that　there　is　no　point　in　calculating　the　KM20－Langevin
matrices　wIthout　stationarity　property．　The　calculated　matrices　can　be　regarded　as
the　transformed　data　like　mean　or　variance．　Therefore，　it　is　possible　that　the　KM20－
Langevin　matrices　without　stationarity　property　have　information　about　dynamics．
　　　Second　idea　is　to　utilize　all　of　non－linear　transforrnation．　To　check　the　determinacy
oftime　series，　one　calculates　the　determinacy　values　for　each　non－linear　transformation
which　satisfンthe　stationarity　condition．　Then　one　finds　the　maximum　value　among　the
calculated　values　and　checks　the　value　whether　the　value　can　be　regarded　as　one．　In
these　procedure，　most　of　information　are　abandoned　and　the　rest　ofthe　values　may　have
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some　important　information　about　non－linear　dynamics．
　　Therefbre，1　propose　the　pseudo　determinacy　function　which　is　composed　of　171
components　as　fbllows．
2．2．1　The　Pseudo　Determinacy　Function　of　type（6，2；ノ，k）
Acc・・di・g・・［91，94，95，96］，　l　d・fi・・alinear　cau・ality・fu…i・n　C（％（t）1環））－
Cn（％ω1環））・｛・，1，…，Md＋1（r一の｝→［・，1］丘・m・h・・…h…i・p・・cess環）・・
・h・・t・・h・・ti・p・・cess％（’）by
Cn（％（t）畷））≡llPM麟・）％（t）（n）ll， （2．15）
wh・・e　pMg（環・）…nd・f…h・p・・jec・i・n・P・・a・…n・h・・ub・paceM麟））9・n・・a・・d
by　each・・mp・n・n・・f・h・vec・…環）（・）（・≦k≦n）・Cn（％（t）1環））i・cal・ul…dby
　　　　　　　　　　　　　　nCn（％（t）匿穿））一｛ΣC（n，i）V＋（evi’））（i）tc（n，i）｝1／2，
　　　　　　　　　　　　　　i＝0
（2．16）
and
C（n，i）≡
R（％’），環））（・）R（（環）））（・）一’
　　　　　　　　　　　　　　　ト　R（％’），鍍））（一の昌（R（％’），環））（n－k）
　　　　　　　　　・’幽窪））（ちk）｝v＋（環））（’）『’）
（i＝o），
（1≦i≦M3（櫻））・
（2．17）
By・pPlyi・g・h・・e・ul・・i・［84】・・環）・nd％（’）d・fi・・d　by　S・・p　4　i・2．1，Id・fi…a
血…i・nD・（eX）（t・周一D？n（9）（t・ノ，k）・｛・，1，＿，M3（袴2）｝→［・，1］f・・ea・ht（e＋
L十1≦’≦r）by
Dt。7（9）（t・拗≡Cn（％（’慨望））， （2．18）
and　call　it　a　pseudo　detemlinacy　fUnction　oftype（6，2；ノ，k）at　time　t　associated　with　the
・im・・e・i・・9，　wh・・eめ2≡’－max｛ψ），・！t）｝・nd・M3（袴2）一［め2＋1］－1・
　　Contrast　to　the　original　determinacy　fUnction　D（穿）ニ｛D（穿）（t）；L十乏十1≦t≦r｝
defined　by
　　　　　　　　　　　　　　　　D（cSF’）（t）≡縄｛D畷）（9）（t・ノ’，め｝，　　（2・19）
wh・・eノ’，k’・｛（ノ’，め・three－dim・n・i・n・1・im・・eri・・t（・ro（’），’環））・a・i・fi…st・・i・n・・i・y
condition｝in［84］which　is　utilized　fbr　the　model　selection，　the　pseudo　determinacy
fUnction　DPn（穿）（t；ノ，k）（0≦ノ＜k≦18）does　not　depend　on　stationarity　condition　and
remains　information　about　non－linear　property．
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2．2．2　The　Pseudo　I）eterminacy　Function
Tb　utilize　all　of　the　pseudo　determinacy負mction　of　type（6，2；ノ，ん）DP（∬）（’；ノ，ん）＝
Dl・7（∬）（’・ノ，ん）・｛・，1，…，砥（袴2）｝→［・，1］f…each・t（e＋L＋1≦’≦・），　l　d・且・・a
pseudo　determinacy血nction　I）（穿）：｛乏十ゐ十1，…，r｝→［0，1］171　by
　　　　　　　D（y）（’）≡’（㌦ll）（ex）（’・°，’），’”，鴫（N62、）（9）（’・°・’8），
　　　　　　　　　　　　　　　　　　㌦ll）（9）（’・’・2），°°°・鴫（Nl2、）（9）（’・’，’8），
　　　　　　　　　　　　　　　　　　　”°・艦（禮18）（9）（’・’7，’8））・　　　（2・2°）
This　l　71－dimensional　vector　represents　a　profile　ofnon－linear　dynamics　fbr　time　series
．2r’　at　time　t．
2．2．3　The　Smoothed　Pseudo　Determinacy　Function
In　this　section，　I　propose　a　method　fbr　detecting　periodicity　based　on　the　theory　of
KM20－Langevin　equations．　First，　I　propose　the　SPDF．　Next，　I　recall　Self－Organizing
Map（SOM）to　visualize　the　distance　of　each　time　t　by　using　the　SPDF．　Finally，　I　propose
amethod　fbr　detecting　periodicity　by　using　the　SPDF．
　　Idefine　the　SPDF　by　using　the　pDF［51］．　By　using　the　SPDF　instead　of　the　pDF，
Ican　derive　a　character　of　time　series　because　some　seemingly　complex　structure　can
disappear．　The　SPDF（L，t）」f〈）r　L（1≦L≦r一乏十1）and　t（乏≦t≦r）is　defined　by
SD（穿）（L，t）≡
，－1＋1藷11聯）
塘1D（∬）（ん）
。一｝＋1乙D鮒
（e≦t≦e十・乙一2），
（e＋L－1≦t≦r－L＋1），
（r－・乙十2≦t≦r）．
（2．21）
Next，1　define　a　g－th　diffbrence　oftime　series∬（q）＝（Z（q，n）；乏十q≦n≦r）by
　　　　　　　　　　　　　　　Z（1，n）　≡　Z（n）－Z（〃－1），　　　　　　　　　　　　　　　（2．22）
　　　　　　　　　　　　　　　Z（2，n）　≡　Z（1，n）－Z（1，〃－1），　　　　　　　　　　　　　（2．23）
　　　　　　　　　　　　　　　　　　…　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．24）
　　　　　　　　　　　　　　　Z（q，n）　≡　Z（q＿1，n）＿Z（q＿1，n＿1），　　　　　　　　　（2．25）
By・hifti・gth・tim・・eri・・％（’），ld・伽・th・tim・・e・i・・％（t），sh＋q－（％（’）（〃），sh＋q；’一五≦
・≦t）by％（t）・sh＋q（〃）≡％（’），鞠（・＋9－1），th・p・eud・d・t・rminacy・fU・・ti・n・f・typ・
（6，2；ノ，k）ofq－th　difference　of穿（q）is　defined　by
　　　　　　　　　　　　　　DS（9）（9，ちノ，k）≡Cn（q。（t）殉剛9）（t）・・h・°），　　（2．26）
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then，　the　pDF　ofg－th　di丘brence　of穿（q）is　defined　by
　　　　　　　　　　D（y）（q，t）≡t（輪（N。，1）（ev）（q・’，0，1），…ρ編，18）（9）（9・t・0，18），
　　　　　　　　　　　　　　　　　　　　　ρ島（Nl，、）（y）（q・t・1，2），…，DM？，（Nl，18）（9）（q，t，1，18）・
　　　　　　　　　　　　　　　　　　　　　　…ρ急，（N17，ls）（9）（q・t・17，18））・　　　　　（2・27）
Then，1　define　a　q－th　SPDF　for　q（q＝1，2，…），　L（1≦L≦r一乏十1）and　t（4≦t≦r）
by
SI）（穿）（9，Zl，　t）≡
，－1＋1藷11D（9）（9，ん）
圭’ｰ’D（9）（9・丸）
。÷1書D（9）（9，ん）
（乏≦’≦e十、乙一2），
（e＋L－1≦t≦r－L＋1），
（r－L十2≦t≦r）．
（2．28）
2．3 Distance　betWeen　each　Non－linear　Dynamics
In　this　section，　I　de血ne　distance　between　any　two　time　indices．　It　is　important　fbr
detecting　change　points　to　denne　distance　because　we　can　distinguish　a　temporal　outlier
丘om　change　point　in　dynamics．　If　the　distance　is　very　large，　it　means　that　each　KM20－
Langevin　matrices　differ　each　other．　If　the　distance　between　time’and∫十lare　big，　it
means　that’and’十1do　not　satisfy　the　stationarity　property．　This　condition　means　that
time’十lis　a　change　point．
　　　The　distance　is　defined　by　the　pDF　and　the　SPDF　as　fbllows．
2．3．1　1）istance　between　each　Non－1inear　I）ynamics　by　using　the　pl）F
By　extending　the　determinacy　fUnction　D（∬）to　the　pseudo　determinacy血nction　D（穿），
Ican　define　the　degree　of　difference　in　non－1inear　dynamics　by　the　distance　of　the
pseudo　determinacy　fUnction　associated　with　the　each　time　series　data　9（～）by
d（t，t－1）≡liD（9）（t）－D（9）（t－1）ll， （2．29）
where　l　l・11　is　an　Euclidian　norm　on［0，1］171．　This　distance　measure　represents　the　sim－
ilarity　between　two　time　at’－landムFor　example，　if　d（’，’－1）equals　zero，　I　can
regard　that　the　non－linear　dynamics　at　time’and’－lare　the　same．
2．3．2　1）istance　betWeen　each　Non－linear　Dynamics　by　using　the　SPDF
Ialso　define　the　degree　of　difference　in　non－linear　dynamics　by　the　distance　of　the
pseudo　determinacy　fUnction　associated　with　the　each　time　series　data　Y（’）by
sd（t，t－1）≡IlSD（穿）（q，。乙，’）－SD（穿）（9，L，’－1）Il，（2．30）
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where　I　I　・　l　l　is　an　Euclidian　norm　on［0，1］171．　This　distance　measure　represents　the　sim－
ilarity　between　two　time　at　t－1and　t．　For　example，　if　sd（t，t－1）equals　zero，　I　can
regard　that　the　non－linear　dynamics　at　time　t　and　t－1are　the　same．
2．4Visualiz訊tion　with　SOM
Applying　the　pseudo　determinacy血nction　to　SOM，　I　can　visualize　the　distance　of　the
pseudo　determinacy血nction　in　order　to血nd　the　change　in　non－linear　dynamics．
　　　Associated　with　each　component　in　the　SOM　array，　I　de価e　a　node’s　model　vector
mi（τ）＝’（μゴ1（τ），μ，2（τ），…，μ，4（τ））∈Rd（1≦’≦N，0≦τ≦T）．　The　image　ofan　input
vector　1）（穿）（’）on　the　SOM　array　is　de血ned　as　the　array　component〃li（τ）that　matches
best　with　I）（穿）（’），’．e．，　that　has　the　index
　　　　　　　　　　　　　　　　　　　　　o＝arg　min｛d（1）（9）（t），mi（τ））｝，　　　　　　　　　（2．31）
　　　　　　　　　　　　　　　　　　　　　　　　　　　1
where　c　is　the　index　ofclosest　reference　vector　to　D（∬）（’）in　the　space　of　input　signals．
Irecall　an　algorithm　by　Kohonen［59］as　fbllows．
　　1．Define　the　pseudo　determinacy　fUnction】）（穿）＝（D（∬）（’）；乏十ゐ十1≦’≦r）as
　　　　　lnput　vectors．
　　2．Denne　the　map’s　rows（R）and　columns（C）number　where　R×C＝N．
　　3．De且ne　the　map’s　topology．　In　this　paper，　I　used　the　torus　stmcture．
　　4．Randomize　the　map’s　nodes’weight　vectors　mi　to　initialize　the　all　mi（0）．
　　5．Select　an　input　vector】D（穿）（4十．乙十1）and　setτto　O．
　　6．Find〃2c（τ）．
　　7．Update　mi（τ）to　mi（τ十1）by
　　　　　　　　　　　　　　　　　　〃li（τ十1）＝〃li（τ）十乃c，（τ）（D（．穿）（’）一〃Zi（τ））．　　　　　　　（2．32）
　　　　　Here　hci（τ）is　denned　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＠。（τ）－mi（τ））2
　　　　　　　　　　　　　　　　　　　　　hcゴ（τ）＝α（τ）exp（一　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　）　　　　　（2．33）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　2r（τ）2
　　　　　and　r　defines　the　width　ofthe　kernel　and　a　is　learning　rate　factor　defined　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　α（τ）＝°f・（1－7）　　　　　（2・34）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・（・）＝r・（1－7）　　　　　（2・35）
　　　　　where　a　and　ro　is　a　learning　parameter　and　a　width　parameter，α＝0．9　and　ro＝30
　　　　　are　set．
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8．If　tくr，　set　an　input　vector　I）（穿）（t十1），　if　t＝r，　set　an　imput　vector　I）（∬）（f十
　　L＋1）．
9．Ifτ＝T，　stop　the　procedure．　Otherwise，　go　back　and　continue　from　6．
　　　Then，1　can　visualize　the　distance　of　each　pseudo　determinacy　fUnction　1）（穿）（t）．
For　example，　ifthe　D（穿）（t）is　mapped　on　node　i　and　l）（∬）（t－1）is　mapped　on　node
〆，the　distance　of　these　two　vectors　are　visualized　as　the　distance　of　the　node　i　and〆
which　is　defined　by　d（mi，mi，）．
　　　By　using　SOM，1　can　obtain　the　map　which　describes　the　distance　of　each　time　t
of　time　series穿．　The　nodes　of　map　are　classified　into　some　groups　by　the　distance
ofnode．　For　example，　if∬（tl）and穿（t2）belong　to　the　same　group，　I　can　regard　that
穿（t）（tl≦t≦t2）has　the　same　dynamics　property．
2．5 Detection　ofPeriodicity　and　a　Change　in　Non－Linear
Dynamics　for　Periodic　Time　Series
In　order　to　detect　a　change　in　dynamics　behind　periodic　time　series，　I　utilize　the　relation
between　periodicity　andムTb　distinguish　SI）by　means　of五，　I　de負ne　each　component
ofthe　SPDF　by
SD．dd（ev）（q，L，t）　i　（SD（穿）（9，’）
　　　　　　　　　　　　　　　　　wh・・eb・・h環）・・e・・an・f・・m・dby・dd・fu…i・n），
SDeven（穿）（9，L，’）　≡　　（SD（穿）（9，t）
　　　　　　　　　　　　　　　　　wh・・e　ei・h・・環）ar…an・f・・m・dby…n・fu…i・n）．
（2．36）
（2．37）
IfZ（’）（0，・）h・・at・end　p・・P・ay，　SD。dd（9）（0，L，’）・・e　high・・th・n・SDeve。（9）（0，五，’）．
The　outline　of　the　reason　fbr　this　property　is　shown　in　Figure　2．l　and　2．2．　Figure　2．l
shows　that　the　prediction　error　at’by　SI）odd（穿）（0，L，’）are　smal1　since　9（の（n）2m＋1＠＝
0，1，…）are　approximately　parallel　to穿（’）．　On　the　other　hand，　Figure　2．l　shows
that　the　prediction　error　at’by穿（’）（n）2吻＋2（〃2＝0，1，…　）are　big　since　the　sigh　of
穿（∫）（〃）2η2＋2（〃2＝0，1，…　）are　inverted．
　　　Ican　easily　extend　this　property　to　the　data　which　has　a　non－linear　trend　property．
IfZ（の（0，・）h・・an・n－1inear　t・end　p・・P⑩・・ahigh丘・q・・n・y　p・・P・dy，　th・n　Z（’）（1，・）
still　has　a　trend　property　and　SI）odd（穿）（1，ゐ，’）are　higher　than　SDeve〃（穿）（1，L，’）．　For
this　reason，　I　can　detemline　whether　the　time　series　has　only　a　trend　property　or　has　a
periodic　property．　Moreover，1　can　determine　whether　the　frequency　is　higher　or　lower
than　L　by　using　several　g．
　　　If　the　time　series　has　a　periodicity　property　and　the　cycle　length　is　much　smaller
than　cut　length　L，　in　other　words，　if　1　use　Llong　in　Figure　2．3　fbr　the　time　series　which
has　a　periodicity　property　with　cycle　length　T　shown　in　Figure　2．3，　all　of　SDeveη（∬）
are　assumed　to　be　small　and　all　of　SD．dd（穿）are　assumed　to　be　large．　On　the　other
hand，　ifthe　time　series　has　a　periodicity　property　and　the　cycle　length　is　larger　than　cut
length五，　in　other　words，　ifI　use　Lshor，　in　Figure　2．3　fbr　the　time　series　which　has　peri－
odicity　property　with　cycle　length　7　shown　in　Figure　2．3，0bviously　all　of　SI）eveη（穿）
have　a　periodicity　property　as　same　as　that　of　the　time　series．　Using　this　property　of
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prediction　error　at　t
????
predにt■on　error　at　n
Figure　2．1：　Illustration　fbr　the　reason　that　SI）odd（穿）（0ラ五，’）　are　higher　than
SDeven（穿）（0，五り’）when　shift　time　series　has　trend　property．　The　solid　line　represents
％（’），sh＋9　and　th・d・・h・d　li…ep・e・ent・｛Ziノ（q）（’脚｝2研2　wh・・e　m－0，1，…．　Th・
gray　area　in　the　picture　shows　the　prediction　error　at’，
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predlctlon　error　at　t
predにtlonerror　at　n
Figure　2．2：　Illustration　fbr　the　reason　that　SI）odd（穿）（0，．乙，’）　are　higher　than
SI）even（穿）（0うL，’）when　shift　time　series　has　trend　property．　The　solid　line　represents
％（’），sh＋q　・nd　th・d・・h・d　li…ep・e・ent・｛Ziノ（q）（’脚｝2m＋1　wh・・e　m－0，1，2，…．Th・
gray　area　in　the　picture　shows　the　prediction　error　at’．
Chapter　2　Methods 23
?
も　　o
、8 St
、、
??????? ??????
T
L　lon8
L　　shOrt
Figure　2．3：Illustration　of　the　relation　between　the　cycle　lengthτof　the　time　se－
ries　and　cut　lengthム．　SD．dd（∬）（gラ五10ηgラ’）are　always　small　fbr　allム　Contraril》㌧
SDeven（穿）（q，・乙10ngラt）have　periodic　property・
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the　SPDF，　I　illustrate　the　procedure　fbr　detecting　a　change　in　non－linear　dynamics　as
follows．　Example　ofthe　procedure　is　shown　in　Section　4．2．
1．Find　suitable。乙fbr　the　SPDF　using］［吾ble　2．1．
（a）　Calculate　S】D（q，100，t）fbr　each　q＝0，1，2，3．
（b）If　the　results　is‘‘1”in　Table　2．1，Iregard　the　cycle　length　is　much　shorter
　　　than　l　OO．　Then　I　can　use　S］D（0，100，’）as　the　detecter　fulction．
（c）　If　the　results　is‘‘2－4”in　Table　2．1　，　I　regard　the　cycle　length　is　a　little
　　　shorter　than　l　OO．　Calculate　SID（0，200，t），　SI）（0，300，t），　SI）（1，200，t）and
　　　SD（1，300，’），　then　choose　L　by　the　results．
（d）If　the　results　is‘‘5”in　Table　2．1，Iregard　the　cycle　length　is　bigger　than　100．
　　　Find　L＊until　the　results　become‘‘1－4”in　Table　2．1．
2．Visualize　the　characteristics　of　the　SPDF　obtained　by　Procedure　l　using　SOM
　　with　the　fbllowing　conditions．
●topology　fbr　SOM：torus　type　and　hexagonal
●the　number　ofnodes　fbr　SOM：N＝R・C＝30・24＝720
●SOM　is　executed　by“Mr．Torus　Ver．1．0”［ll4］based　on　SOM．PAK［60］
●SOM　parameterα0＝0．01
●SOM　parameter　T＝100ラ000
●SOM　parameter　ro＝30
●SOM　parameter　random　seed＝40
●The　darkness　of　the　nodes　shows　the　average　distance　between　the　nodes
　　and　nearest　neighbors．The　light　color　shows　that　the　distance　is　very　short，
　　so　the　white　nodes　are　recognized　as　the　cluster　and　the　black　nodes　are
　　recognized　as　the　boundary　of　each　cluster．
●The　numbers　on　each　node　shows　the　time　t．
3．Detect　some　clusters　and　change　points　from　SOM．
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Table　2．1：Interpretation　of　the　SPDR‘‘A”，‘‘B”，‘‘C”and‘‘D”represent‘‘large
SDodd（∬）and　small　SDeven（穿）”，‘‘some　SD．dd（穿）are　smaller　than　S】）even（∬）”，
‘‘rD．dd（穿）and　SDeven（∬）have　periodic　property”and‘‘SD．dd（穿）are　not　different
丘om　SDθvθη（∬）”，　respectively．
　　　9No．　O　l　2　1nterpretation?（???）? ???T《五
7ぐ乙
T≦L
τ＝．乙
T＞．乙
DDDnoperiodicity
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Chapter　3
Analysis　of　Time　Series　without
Periodic　Property　anαits　ApPlication
to　Sales　Data
In　this　chapter，　I　demonstrate　the　usefUlness　of　the　proposed　method　by　using　pDF
in　Chapter　2　by　comparing　with　Singular　Spectrum　Analysis（SSA）and　Recurrence
Quantitative　Analysis（RQA）by　using　some　artificial　data．　The　result　ofthe　simulations
shows　that　the　proposed　method　is　more　effective　for　detecting　change　points　concerning
non－linear　dynamics．　As　the　demonstration　of　real　data，　I　used　the　POS　data　of　two
shampoo　brands．　As　the　result，　some　indirect　advertising　effects　on　sales　were　detected．
3．1 Numerical　Simulation
The　purpose　ofthis　section　is　to　demonstrate　some　analyses　ofseveral　types　ofnumeri－
cal　examples　and　to　con負㎜the　advantage　ofthe　proposed　method　by　compa面g　with
SsA［82］and　RQA［130，124，74］．　First，　I　begin　with　an　outlier　in　the　random　noise
（Outlier）in　order　to　confirm　that　the　proposed　method　can　distinguish　the　difference
between　a　temporal　outlier　and　a　lasting　change　of　means　and　variances．　Second，　I
examine　a　mean　shi伍n　the　random　noise（Mean　Shi丘）in　order　to　con且㎜that　the　pro－
posed　method　can　detect　the　mean　shift　and　distinguish　the　difference　betWeen　a　mean
shift　and　a　change　in　non－linear　dynamics．　Third，1　examine　a　change　from　the　random
noise　to　the　data　generated　by　dynamical　system（Random　to　Chaos）in　order　to　con一
且㎜that　the　proposed　method　can　detect　the　change　in　non－linear　dynamics．　Fou曲，
1　investigate　the　data　which　has　deterministic　characteristics　changing　from　linearity　to
non－linearity（AR　to　Chaos）．　I　expect　that　the　fburth　data　will　be　the　most　challenging
data　fbr　all　detection　methods．　I　execute　these　methods　under　the　fbllowing　conditions．
●KM20（proposed　method）
＿cut　length（sliding　window　size）for　the　pDF：L十1＝100
＿topology　fbr　SOM：torus　type　and　hexagonal
＿the　number　ofnodes　fbr　SOM：N＝R・C＝30・24＝720
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一SOM　is　executed　by“Mr．Torus　Ver．1．0”［114］based　on　SOM．PAK［60］）
－SOM　parameterα＝0．Ol
－SOM　parameter　T　・　100，000
－SOM　parameter　ro＝30
－SOM　parameter　random　seed＝1，2，3，30
－The　brightness　ofthe　nodes　shows　the　average　distance　among　the　nodes　and
　　nearest　neighbors．The　white　color　shows　that　the　distance　is　very　short，　so
　　white　nodes　are　recognized　as　the　cluster　and　black　nodes　are　recognized　as
　　the　boundary　of　each　cluster．
－The　number　on　each　node　shows　the　time’．
●SSA
一SSA　is　executed　by‘℃hangePoint　Ver．1．0”［81］
－We　adopt　CUSUM　type　statistics　for　the　analysis．
－length　ofl）ase　sample：50
－lag　ofbase　sample：25
－parameter　fbr　test　sample：丘om　27　to　75
・RQA
一RQA　is　executed　by“Commandline　Recurrence　Plots　ver．1．132”by　Mar一
　　wan［73］
－cut　length（sliding　window　size）
－　step　size：s＝1
－embedding　dimension：3
－embedding　delay：1
－　threshold：0．2
：L十1＝100
一We　adopt％RR（recurrence　rate）％DE　T（dete㎜inism）for　the　analysis．
3．1．1 Analysis　of　the　Outlier
In　this　subsection，　I　demonstrate　the　analysis　of　the　Outlier　as　the　simplest　case．　The
data　is　generated　by　the　fbllowing　way：
z（’）一
o1（唯16f　，2°°，2°2ジ’齢，4°°）・
（3．1）
where　e（t）are　independent，　identically　distributed　random　variables（i．i．d．r．v．）having
uniform　distribution　over［0，1］（e（t）～U（0，1））．　The　raw　data　and　the　pDF　is　shown　in
Figure　3．1．　Each　graph　in　Figure　3．l　shows　171components　of　the　pDF．　If　the　pDF　is
the　same　between　the　time　t　and〆，1　can　regard　that　both　types　ofnon－linear　dynamics
Chapter　3　Analysis　of　Sales　Data 29
Table　3．1：Summary　of　the　result　of　the　Outlier．　The　number　in　the　column“From”and
‘‘so”represents　the　time　t．
Cluster　or　Interval　From　Tb
Cluster　A＆B
Cluster　C
Cluster　D＆E
101　200
201　299
300　　400
are　the　same．　Because　the　pDF　consists　of　a　lot　of　components，　it　is　diMcult　to　detect
achange　point．　This　is　the　reason　why　I　apply　SOM　to　the　pDE　SOM　of　the　pDF　is
shown　in　Figure　3．2．　Obviously，　I　can　see　the　two　clusters　of　nodes　divided　by　the　dark
colored　nodes．　The　summary　of　the　transitions　is　shown　in　Table　3．1．
　　　Figure　3．3　shows　the　typical　node’s　model　vectors〃ii　for　each　node　i（i＝1，2，…，720）
of　SOM　corresponds　to　each　cluster．　The　typical　nodes　are　selected　around　the　center
of　each　cluster．　From　Figure　3．3，　I　can　see　that　cluster　A，　B，　D　and　E　are　more　similar
than　cluster　C　which　has　small　degree　of　components　ofthe　pDE　For　this　reason，　I　can
detect　that　the　time’＝201　is　not　a　change　point　but　an　outlier．
　　　Figure　3．4　shows　the　result　of　SSA　statistics［82］．　From　Figure　3．4，　I　can　see　that
SSA　detect　the　time’of　outlier　but　does　not　detect　whether　or　not　the　change　point　is
temporal　outlier，　because　the　statistics　has　not　the　infomiation　of　dynamics．　I　can　not
find　also　the　outlier　from　the　result　ofRQA　shown　in　Figure　3．5．
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Figure　3．1：（a）：The　Outlier；（b）：The　pDF　of　the　Outlier．
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Figure　3．2：SOM　of　the　pDF　of　the　Outlier．　This　map　is　composed　of　720　hexag－
onal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector　mi＝
’（μ，1，μ，2，…，μゴ171）∈［0，1］171（1＝1，2，…，720）．Darkness　of　the　node　describes　the
mean　distance　from　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes　into　A，
B，C，　D　and　E　The　number　on　each　node　represents　time’．　The　arrow　on　the　map
represents　the　change－point　from　the　cluster　B　to　cluster　C．
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Figure　3．3：The　components　of　node’s　model　vector　mi　oftypical　node　i　ofcluster　A，　B，
C，Dand　E　in　Figure　3．2．
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3．1．2Analysis　of　the　Mean　Shift
In　this　subsection，1　demonstrate　the　analysis　of　the　Mean　Shift．　The　data　is　generated
by　the　fbllowing　way：
z（t）一ｯ＋。（t）（’＝1，…　　，500），（t＝501，…，1000）， （3．2）
where　the　e（‘）are　i．i．d．r．v．，　e（t）～U（0，1）．　The　raw　data　and　the　pDF　are　shown　in
Figure　3．6．
　　　From　Figure　3．6，　I　can　see　that　the　time　around　500　are　the　change　points　because
the　degree　of　all　components　ofthe　pDF　becomes　very　high，　and　goes　back　to　the　same
degree　bef（）re　the　mean　shift．　From　Figure　3．7，　I　can　see　cluster　A　and　cluster　B　of
nodes　divided　by　the　dark　colored　nodes．
Table　3．2：Summary　ofthe　result　ofthe　Mean　Shift．　The　number　in　the　column‘‘From”
and‘‘Tb”represents　the　time　t．
Cluster　or　Interval　FromTo
Cluster　A
Interval
Cluster　B
Interval
Cluster　A
101
501
508
589
597
500
507
588
596
1000
　　　Cluster　A　is　filled　with　white　colored　nodes，　so　I　can　consider　that　the　time　within
cluster　A　are　generated　by　the　same　dynamics　and　the　time　within　cluster　B　are　gener－
ated　by　different　dynamics　from　cluster　A，　because　cluster　B　is　completely　isolated　in
this　map．　The　summary　of　the　transitions　is　shown　in　Tal）le　3．2．　The　detail　ofthe　pDF
is　shown　in　Figure　3．8　by　using　node’s　model　vector　of　SOM．
　　　Figure　3。9　shows　the　result　of　SSA　statistics［82］．　Also丘om　Figure　3．9，　I　can　see
that　SSA　detects　the　time　t　of　the　mean　shift　but　does　not　detect　whether　or　not　the
change　point　is　temporal　outlier，　because　the　statistics　has　no　information　of　dynamics．
Figure　3．lo　shows　the　result　of　RQA．　From　Figure　3．lo，1　can　not　find　the　mean　shift．
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Figure　3。7：SOM　of　the　pDF　of　the　Mean　Shi食．　This　map　is　composed　of　720
hexagonal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector
mi＝tiμ，1，μ，2，…，μ，171）∈［0，1］171（’＝1，2つ…，720）．　Darkness　of　the　node　describes
the　mean　distance丘om　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes　into
Aand　B．　The　number　on　each　node　represents　time’．
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3．1．3　Analysis　of　the　Random　to　Chaos
In　this　subsection，1　demonstrate　the　analysis　of　the　Random　to　Chaos．　I　use　Logistic
Map［77］as　the　non－linear　dynamics　for　demonstration　here．　The　data　is　generated　by
the　fbllowing　way：
Z（’）一ｦ一1）（1－Z（t－1））1：16fβll！も），（3．3）
where　theθ（’）are　i．i．d．r．v．，θ（’）～σ（0，1）．　The　raw　data　and　the　pDF　is　shown　in　Figure
3。ll．　From　Figure　3。ll，Ican　see　that　the　time　around　200－300　are　the　change　points，
because　the　degree　of　some　components　of　the　pDF　becomes　very　high．　From　Figure
3．12，Ican　see　that　three　clusters　of　the　white　colored　nodes　are　divided　by　the　dark
colored　nodes．　The　detail　ofthe　transitions　is　shown　in　Table　3．3．
　　　Figure　3．13　shows　the　typical　pDF　by　using　node’s　model　vector　of　SOM．　From
Figure　3．13，　I　can　see　that　the　components　ofthe　node’s　model　vector　of　cluster　A　are
much　lower　than　that　ofcluster　C。
　　　Figure　3．14　shows　the　result　of　SSA　statistics［82］．　From　Figure　3．14，　I　can　see
that　SSA　detects　the　time　ofthe　change　point　but　do　not　detect　the　change　in　non－linear
dynamics，　because　this　statistics　has　no　information　of　dynamics．　Figure　3．15shows　the
result　ofRQA［130，124，74］．　From　Figure　3．15，　I　can　see　that　RQA　detects　a　change　in
dynamics　by　the　increase　ofthe　RQA　measure％RR　and％DET．
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Table　3．3：Summary　ofthe　result　of　the　Random　to　Chaos．　The　number　in　the　column
‘‘erom”and‘‘To”represents　the　time　t．
Cluster　or　hlterval　From　To
Cluster　A
Cluster　B
CIuster　C
101　234
235　280
281　400
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Figure　3」1：（a）：The　Random　to　Chaos；（b）：The　pDF　of　the　Random　to　Chaos．
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Figure　3．12：SOM　of　the　pDF　of　the　Random　to　Chaos．　This　map　is　composed　of
720hexagonal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector
mi＝’iμ，1，μ，2ラ…，μ，171）∈［0ラ1］171（’＝1，2，…，720）．　Darkness　of　the　node　describes
the　mean　distance　from　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes
into　A，　B　and　C．　The　number　on　each　node　represents　time’．　The　arrow　on　the　map
represents　the　change－points　fヒom　the　cluster　A　to　the　cluster　B　and丘om　B　to　C．
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3．1．4　Analysis　of　the　AR　to　C血aos
In　this　subsection，　I　demonstrate　the　analysis　of　the　AR　to　Chaos．　I　use　Logistic　Map
［77］as　the　non－linear　dynamics　fbr　demonstration　here．　The　data　is　generated　by　the
following　way：
Z（t）一o1粘Bt矯y2）＋°°3e（t）1蹴∴llllb。），（3．4）
where　the　e（’）are　i．i．d．r．v．，　e（’）～σ（－05，0．5）．　The　raw　data　and　the　pDF　are　shown
in　Figure　3．16．　From　Figure　3．16，　I　can　see　that　the　time　around　500　are　the　change
points，　because　the　degree　of　some　components　of　the　pDF　becomes　very　high．　From
Figure　3．17，　I　can　see　that　two　clusters　of　the　white　colored　nodes　are　divided　by　the
dark　colored　nodes．　The　summary　ofthe　transitions　is　shown　in　Table　3．4．
　　　Figure　3．18shows　the　typical　pDF　by　using　node’s　model　vector　of　SOM．　Also丘om
Figure　3．18，　I　can　see　that　the　some　components　of　model　vector〃li∈clusterA　is　higher
than　the　other　components．　The　components　correspond　to　the　two　dimensional　non－
linear　transfbrmation’（¢j（9）（〃），φk（穿）（n））described　in（2．6）in　2．1．　On　the　other
hand，　the　some　components　of　the　node’s　model　vector　of　cluster　C　is　quite　high．　The
part　of　components　of　high　degree　correspond　to　the　two　dimensional　non－linear　trans－
fbrnlation’（iPj（穿）＠），φk（穿）＠））（ノ＝1，k＝2，…　，18）described　in（2．9）in　2．1．　This
suggests　that　the　pDF　has　some　information　to　derive　non－linear　dynamics丘om　time
series．
　　　Figure　3．19　shows　the　result　of　SSA　statistics［82］．　From　Figure　3。19，　I　can　see
that　SSA　does　not　detect　the　time　of　the　change　point，　because　the　statistics　has　no
inforrnation　about　dynamics．　Figure　3．20　shows　the　result　ofRQA［130，124，74］．　From
Figure　3．20，　I　can　see　that％1）E　T　do　not　detect　the　change　but％RR　detect　it．
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Table　3．4：Summary　ofthe　result　ofthe　AR　to　Chaos．　The　number　in　the　column‘‘From”
and‘‘To”represents　the　time　t．
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Figure　3．16：（a）：The　AR　to　Chaos；（b）：The　pDF　of　the　AR　to　Chaos．
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Figure　3．17：SOM　of　the　pDF　of　the　AR　to　Chaos，　This　map　is　composed　of　720
hexagonal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector〃li＝
’（μ，1，μ，2，…，μ，171）∈［0ラ1］171（ノ＝1，2，一・，720）．Darkness　of　the　node　describes　the
mean　distance　from　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes　into　A，
A’and　B．　The　number　on　each　node　represents　time’．　The　arrow　on　the　map　represents
the　change－points丘om　the　cluster　A　to　the　cluster　A’and　fヒom　A’to　B．
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Figure　3．18：The　components　ofnode’s　model　vector〃ii　of　typical　node　i　ofcluster　A，
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Figure　3．19：（a）：The　AR　to　Chaos；（b）：SSA　Statistics　of　the　AR　to　Chaos．
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3．2 Analysis　of　Sales　I）ata
In　this　section，　I　demonstrate　analyses　of　some　real　data　by　using　the　proposed　method
for　several　purposes．　The　first　purpose　is　to　confirm　the　performance　of　the　proposed
method．　It　is　worth　to　examine　the　performance　with　the　artificial　data　in　Section　3．1，
but　it　is　not　sufncient　to　make　sure　that　the　proposed　method　can　detect　the　change
in　non－linear　dynamics　within　the　real　data．　The　second　purpose　is　to　investigate　an
indirect　relation　between　the　change－point　and　some　extemal　fbrces．　It　is　sometimes
diMcult　to　find　such　a　causal　relation　because　most　of　phenomena　are　too　complex　to
derive　a　causal　model．　However，　it　becomes　easier　fbr　when　they　find　some　change－
points　in　the　data　that　they　are　interested　in．　In　this　section，　I　use　weekly　volume　of
sales　data　of　some　brands．
3．2．1　About　I）ata
Iused　SRI　supplied　by　Intage　Inc．　that　is　one　of　maj　or　sales　data　database　service
in　Japan　collected　from　various　types　of　stores．　I　treated　brand　ESS　and　brand　ASI　in
shampoo　category　from　these　databases．　The　data　consists　ofweekly　sales　ffom　the　year
2003to　2010．　I　denote　the　sales∬（n）．　Figure　3．21displays　the　sales　ofbrand　ESS，　and
Figure　3．22　displays　the　sales　of　brand　ASI．　At　a　glance，　the　sales　of　brand　ESS　have
amean　shift　around　time　t＝190，　and　sales　ASI　has　a　small　mean　shift　around　time
t＝325．These　are　obvious　change　point，　so　our　first　purpose　ofthe　analysis　is　to　check
whether　or　not　our　method　can　detect　the　mean　shift　correctly．　The　second　purpose　is　to
check　whether　or　not　our　method　can　find　other　non－1inear　change　in　dynamics．
3．2．2　Analysis　of　the　Sales　1）ata
Iapplied　the　method　proposed　in　Section　2　to　two　shampoo　brands　in　Japan，　ESS　and
ASI．　Brand　ESS　has　an　obvious　change　point　around　time　t＝190．　However，　brand　ASI
has　not　such　an　obvious　change　point．　So　I　first　examined　brand　ESS　whether　or　not
the　obvious　change　point　was　detected．　Next，　I　examined　whether　or　not　the　change
contains　non－linear　change　in　dynamics．　Finally，1　examined　brand　ASI　whether　some
change　point　in　non－linear　dynamics　is　related　to　some　external　fbrce．
3．2．2．1　Brand　ESS
Figure　3．23　shows　the　sales　data穿ofbrand　ESS　and　the　pDF．　At　a　glance，　the　average
degree　of　the　components　of　the　pDF　arises　around’＝190，　then　decreases　around
’＝280．Figure　3．24　shows　the　SOM　ofbrand　ESS．
　　　Obviously，　I　can　see　that　two　large　clusters　ofnodes　are　divided　by　the　dark　colored
nodes　and　the　clusters　are　divided　into　some　small　clusters．　Figure　3．24　shows　the
cluster　and　the　trace　of　time’ofbrand　ESS　on　SOM．　Table　3．5　shows　the　summary　of
the　result　ofSOM．　The　detail　ofthe　pDF　is　shown　in　Figure　3．25　by　using　node’s　model
vector　of　SOM．
　　　Ifbund　from　Figure　3．24　that　the　time　indices丘om　lOl　to　l91　are　placed　on　the
nodes　of　cluster　A，　B　or　C　and　the　time　indices　l　g　l，192，193，194　and　l　95　are　placed
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Figure　3．21：Sales　of　Brand　ESS　in　every　week
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Figure　3．22：Sales　ofbrand　ASI　in　every　week
Chapter　3　Analysis　of　Sales　Data 51
on　the　right　side　of　some　dark　colored　nodes　out　ofthese　clusters　and　time　indices　l　96
is　placed　on　the　node　of　cluster　D．　So　I　can　regard　that　the　time　t　：191　is　the　first　big
change－point．　The　time　t　ends　near　the　start　point（Cluster　A）．　Since　the　profile　ofthe
pDF　does　not　change　after　the　change－point，　I　conclude　that　the　change－point　around
t＝191is　not　the　change　in　non－linear　dynamics．　The　summary　of　the　classification　of
dynamics　is　shown　in　Figure　3．26
3．2．2．2　Brand　ASI
Figure　3．27　shows　the　sales　data穿of　brand　ASI　and　the　pDE　Differently丘om　the
brand　ESS，　there　is　not　any　obvious　mean　shifセ．　So　it　is　usefUl　to　investigate　the　pDF　by
SOM．　Figure　3．28　shows　the　SOM　ofbrand　ASI．　Figure　3．28　also　shows　the　cluster　and
the　trace　of　time　period　ofbrand　ASI　on　SOM　as　Table　3．6．
　　　From　Figure　3．28，　I　can　regard　that　the　time　index’＝166，195，263　and　326　is
the　change－point　in　non－linear　dynamics．　It　is　possible　that　the　change　point　at　the　time
index’＝166　is　made　by　another　brand　which　is　launched　at　the　time’＝166．　Moreover，
丘om　Figure　3．281regard　that　the　biggest　change　point　is　the　time　index　t＝326　because
cluster　D　and　E　are　divided　by　the　dark　colored　nodes．　At　time’＝326，　the　volume　of
sales　ofbrand　ASI　is　increased　by　the　brand　renewal．　The　detail　of　the　pDF　is　shown
in　Figure　3．29　by　using　node’s　model　vector　of　SOM．　Obviously，　cluster　E　is　different
含om　other　clusters．　The　summary　ofthe　classification　ofnon－linear　dynamics　is　shown
in　Figure　3．30．
　　　From　the　results，　I　fbund　that　the　brand　ASI　has　some　change　points　in　non－linear
dynamics　and　the　change　points　correspond　to　the　change　ofthe　actress　in　TV　commer－
cial　and　the　action　of　competitor　l）rands．　The　detail　is　shown　in　Table　3．7．　It　is　to　be
noted　that　despite　of　the　same　actress，　the　Cluster　A　and　B　is　divided　because　of　the
Launch　of　brand　TSU．　It　is　sometimes　diMcult　to　find　such　a　causal　relation　because
most　of　phenomena　are　too　complex　to　derive　a　causal　model．　However，　this　result
shows　that　it　will　become　easier　when　I　find　some　change－points　in　the　data　which　I　are
interested　in．
　　　Figure　3．29　shows　that　the　dynamics　ofthe　cluster　can　be　classified　by　the　shape　of
these　graph．　For　example，　the　shape　of　the　graph　of　the　cluster　C　has‘‘liner－rich”（poor
non－1inearity）characteristics，　because　the　first　l　8　components　ofthe　pDF，　which　include
linear　part，　are　higher　than　the　other　components，　and　the　cluster　E　has‘‘non－linear－rich”
characteristics，　because　many　components　of　the　pDF　are　very　high．
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Table　3．5：Summary　ofthe　result　ofbrand　ESS．　The　number　in　the　column‘‘From”　and
‘‘so”represents　the　time　t．
Cluster　or　Interval　From　To
Cluster　A
Interval
Cluster　B
Interval
Cluster　D
Interval
Cluster　E
Interval
Cluster　C
CIuster　A
101
125
134
191
196
229
246
276
288
324
124
133
190
195
228
245
275
287
323
387
（a）??????????
N
0，????．??．?????，????，?
?》?
噛謁ル
（b）
幅　副画楓
」」??? ??」?? ???、?? ㌔
剛晒
?ー姻蜘！l　
0 100 　　　　200
time（week）
300
凝押戟
4co
Figure　3．23：（a）：Sales　ofbrand　ESS，（b）：The　pDF　ofbrand　ESS
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Figure　3．24：SOM　of　the　pDF　of　brand　ESS．　This　map　is　composed　of　720　hexag－
onal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector　mi＝
’（μ11，μ，2，…，μ，171）∈［0，1］171（ノ＝1，2，…，720）．Darkness　of　the　node　describes　the
mean　distance　from　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes　into　A，
B，C，　D　and　E．　The　number　on　each　node　represents　time’．　The　arrow　on　the　map
represents　the　change－points　from　the　cluster　A　to　the　cluster　B，　f士om　B　to　D，丘om　D　to
E，from　E　to　C　and　fピom　C　to　A．
Table　3．6：Summary　of　the　result　ofbrand　ASI．　The　number　in　the　column“From”and
‘‘so”represents　the　time’．
Cluster　or　Interval　From　To
Cluster　A
Interval
Cluster　B
Interval
Cluster　C
Interval
Cluster　D
Interval
Cluster　E
141
166
170
195
210
263
269
326
348
165
169
194
209
262
268
325
347
387
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Figure　3．25：The　components　of　node’s　model　vector　mi　oftypical　node　i　of　cluster　A，
B，C，　D　and　E　in　the　SOM　ofbrand　ESS
Table　3．7：The　result　and　the　actress　in　TV　commercial　of　brand　ASI．　The　number　of
column“From”and“To”shows　the　time　t．　O　in“Actress　or　Event”shows　time　range
ofexposure．
Cluster　or　Interval　From　ToActress　or　Event
Cluster　A
Interval
Cluster　B
Interval
Cluster　C
Interval
Cluster　D
Interval
Cluster　E
141
166
170
195
210
263
269
326
348
165
169
194
209
262
268
325
347
387
Actress　V（141　to　213）
Launch　ofBrand　TSU
Actress　V（141　to　213）
Renewal　ofBrand　ESS
Actress　W（214to　247）
Actress　X（248　to　321）
Renewal　of　Brand　ASI
Actress　Y（322　to　387）
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Figure　3．26：（a）：Sales　of　Brand　ESS，（b）：The　pDF　of　brand　ESS　with　the　summary　of
the　results　ofthe　analysis．
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Figure　3．27：（a）：Sales　ofbrand　ASI，（b）：The　pDF　ofbrand　ASI
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Figure　3．28：SOM　of　the　pDF　of　brand　ASI．　This　map　is　composed　of　720　hexag－
onal　nodes　with　30　rows　and　24　columns．　Each　node　has　the　model　vector　mi＝
’（μ，1，μ，2，…，μ，171）∈［0，1］171（ゴ＝1，2，…，720）．Darkness　of　the　node　describes　the
mean　distance丘om　6　neighbors．　The　nodes　are　divided　by　dark　colored　nodes　into　A，
B，C，　D　and　E．　The　number　on　each　node　represents　time’．　The　arrow　on　the　map
represents　the　change－points　from　cluster　A　to　cluster　B，　from　B　to　C，丘om　C　to　D　and
from　D　to　E．
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Figure　3．30：（a）：Sales　ofbrand　ASI，（b）：The　pDF　of　brand　ASI　with　the　summary　of
the　results　ofthe　analysis．
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3．3 1）iscussion　for　the　Result　of　Chapter　3
1　confirmed　the　method　for　visualization　of　change　in　non－1inear　dynamics　by　using
Self－Organizing　Map　based　on　the　theory　of　KM20－Langevin　equations．　In　order　to
check　the　feasibility　of　the　method，　I　examined　the　proposed　method　by　fbur　types　of
arti血cial　data　and　tWo　real　data　from　marketing　field．
　　　In　Section　3．1，　I　compared　the　proposed　method　to　two　kinds　of　conceptually　re－
lated　methods；SSA　change　point　detection　method　by　Moskvina　and　Zhigljavsky［82］
and　RQA　by　Zbilut　and　Webber［130，124］and　Marwan　et　a1．［74］．　The　summary
of　the　result　is　shown　in　Table　3．8．　In　this　table，‘‘KM20”stands　fbr　the　proposed
method．　From　Table3．8，1　confirmed　the　advantage　of　the　proposed　method．　SSA　de－
tects　a　change　point　but　does　not　detect　a　change　in　non－linear　dynamics．　RQA　detects
achange　in　non－linear　dynamics，　but　does　not　detect　a　change　in　an　outlier　and　a　mean
shift．　The　proposed　method　detects　not　only　all　types　of　change　point，　but　also　a　change
in　non－linear　dynamics．　Moreover，　I　fbund　that　the　proposed　method　can　detect　how　the
dynamics　changes．　For　example，　Figure　3．18cIearly　shows　that　the　dynamical　system
changes　fヒom　Iinearity　to　non－linearity，　quadratic　and　non－linear　dynamics　characteris－
tiCS．
　　　In　Section　3．2，1　demonstrated　the　usefUlness　of　the　proposed　method　by　sales　data．
From　the　results，　I　fbund　that　the　brand　ESS　has　a　mean　shift　of　sales　which　can　be
misread　as　a　structural　change　by　other　change　point　detection　method．　Moreover，　I
fbund　that　the　l）rand　ASI　has　some　change　points　in　non－linear　dynamics　and　the　change
points　correspond　to　the　change　of　the　actress　in　TV　commercial　and　the　action　of
competitor　brands．
　　　In　this　chapter，　I　estimated　the　pDF　without　checking　the　stationarity　which　is　given
based　on　the　theory　of　KM20－Langevin　equations．　Since　the　sample　covariance　fUnc－
tion　satisfies　the　non－negative　definite　condition，　I　calculated　the　KM20－Langevin　ma－
trix　fUnctions　according　to　the　FluctUation－Dissipation　algorithm．　On　the　other　hand，　if
the　pDF　is　stable，　in　other　words，　the　sequence　is　in　the　same　cluster　in　Figures　3．25
and　3．29，　I　can　see　that　the　sequence　satisfies　a　necessary　condition　of　the　Fluctuation－
Dissipation　theorem　which　is　suMcient　condition　for　stationarity．　However，　there　is　the
room　of　examination　whether　the　detected　time　series　clusters　have　stationarity　con－
dition．　Once　the　data　passes　the　stationarity　test（Test（S））［99，78］，　I　can　investigate
details　ofnon－linear　dynamics　behind　each　sliding　window　by　using　the　causal　analysis
［91，96］．
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Table　3．8：Summary　of　the　result　for　Section　3⊥‘‘Good”：detected　both　change　point
and　change　in　dynamics，‘‘OK”：detected　only　change　point，‘‘NG”：not　detected　both．
‘‘jM20”，“ssA”and‘‘RQA”stands　fbr　the　proposed　method，　singular　Spectrum　Anal－
ysis，　and　Recurrence　Quantification　Analysis，　respectively．
Type　of　ChangeKM20　SSA　RQAOutlier
Mean　Shift
Random　to　Logistic
AR　to　Logistic
GOODGOODGOODGOOD
??????
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Ch劉pter　4
Analysis
Periodic
of　Time　Series　behind
Time　Series　and　its
ApPlication　to　Solar　Cycle　Prediction
In　this　chapter，　I　demonstrate　the　usefUhless　the　proposed　method　by　using　SPDF　in
Chapter　2　fbr　detecting　a　change　in　non－linear　dynamics　behind　periodic　time　series．
Because　the　SPDF　has　information　about　non－linear　dynamics，　the　proposed　method
detects　a　change　in　non－linear　dynamics　in　comparison　to　previous　methods　such　as
Time－Frequency　Analysis　and　Wavelet　Analysis．1　confirmed　its　practicality　by　apply－
ing　the　method　to　the　sunspot　number　data。　The　result　shows　that　a　change　in　non－linear
dynamics　at　year　2004　is　detected　and　the　dynamics　is　changing　into　the　same　as‘‘Dal－
ton　Minimum”from　year　1790　to　1820．　From　this　result，　I　suggest　that　maximum　ofthe
next　cycle　should　be　as　same　as“Dalton　Minimum．”This　result　supports　some　previous
works．
4．1 Numerical　Simulation
In　this　section，1　conducted　two　types　of　experiments　to　confirm　the　advantage　of　the
proposed　method　by　using　artificial　periodic　time　series．　First，　I　investigate　the　rela－
tion　between　periodicity　of　time　series　and　the　SPDF　by　using　some　artificial　periodic
time　series．　Second，1　confirm　the　advantage　ofthe　proposed　method　comparing　to　the
time－frequency　representation　method，　the　smoothed　pseudo　Wigner－Ville　distribution
（SPW）and　the　Discrete　Wavelet　Analysis（DWT）．
4．1・1　　Relation　between　Frequency　and　cut　length五
In　this　section，　I　investigate　the　relation　between　periodicity　oftime　series　and　cut　length
L　by　using　some　artificial　data．　I　use　Z（t）for（t＝1，2，…，1000）defined　by
Z（’）≡sin（2πft）十wξ（’） （4。1）
where　f，　w　are　constant　and　4（t）are　independent，　identically　distributed　random　vari－
ables（i．i．d．rLv．）having　uniform　distribution　over［0，1］（e（t）～U（0，1））．
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　　　Iconduct　two　types　ofnumerical　simulation，　one　is　executed　by　using　the　data　with
fixed　cut　length　Lニ100，　the　other　is　executed　by　using　the　data　with　fixed　fセequency
f　Fu　O．67（T・＝150）．　The　detail　of　the　design　ofnumerical　simulation　is　as　fbllows．
●Simulation　A
一Frequency（ノつ（Period（T））：0．1（10），0．04（25），0．02（50），0．Ol（100），
　　0．005（200），0．002（500），0．001（1000），0．0005（2000）
＿Parameter　ofnoise（w）：0．1，0．9
＿Cut　length（L）：100
－Degree　of　difference（q）：0，1，2，3
●Simulation　B
一Frequency（ノ）（Period（T））：0．67（150）
＿Parameter　of　noise（w）：0．1，2．0
－Cut　length（L）：100，200，300，400
－Degree　of　di　fference（g）：0，1
　　　The　examples　of　the　SPDF　are　shown　in　Figure　4．1．　From　Figure　4．1（a），　we　can
see　that　each　components　ofthe　SPDF　are　clearly　grouped　into　two　clusters，　one　is　near
l．0，the　other　is　O．2　to　O．4．　I　call　this　SPDF　characteristics‘‘A．”From　Figure　4．1（b），
we　can　see　that　each　component　ofthe　SPDF　is　partially　grouped　into　two　clusters，　one
is　near　l．0，　the　other　is　O．2　to　O．4．　I　call　this　SPDF　characteristics‘‘B．”From　Figure
4．1（c），we　can　see　that　each　components　ofthe　SPDF　has　periodic　characteristics　and　is
periodically　grouped　into　two　clusters．　I　call　this　SPDF　characteristics“C．”From　Figure
4．1（d），we　can　see　that　all　components　ofthe　SPDF　are　from　O．2　to　O．7．　I　call　this　SPDF
characteristics‘‘D．”The　results　ofthe　simulation　are　shown　in　Table　4．land　4．2．
4．1．2 Numerical　Simulation　for　I）etecting　Non－Linear　Change　in
Periodic　Time　Series
Iconfirm　the　advantage　of　the　proposed　method　comparing　with　two　types　of　time一
丘equency　representation　methods，　the　SPW　and　the　DWT．　In　order　to　compare　with
these　methods，　I　use　two　types　of　periodic　time　series　with　change　point．　One　is　a
mixture　of　periodic　time　series　and　noise　with　an　abrupt　mean－shi負（Periodic　Mean
Shift），　the　other　is　a　mixture　of　periodic　time　series　and　time　series　generated　by　AR
model　to　Logistic　Map（Periodic　AR　to　Chaos）．
4．1．2．1Analysis　of　the　Periodic　Mean　Shift
1　demonstrate　the　analysis　of　the　Periodic　Mean　Shift．
fbllowing　way．
Z（t）　＝　sin（2πノ》）十wξ（t）
Z（t）　＝　3＋sin（2πノCt）＋wξ（t）
Th 　data　is　generated　by　the
（t－1，…，500），
＝501，…，1000），
））【????（（
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Figure　4．1：（a）：Expample　of　A　in　Table　4．l　and　4．2．　Each　components　of　the　SPDF
are　clearly　grouped　into　two　clusters，　one　is　near　l．0，0ther　is　O．2　to　O．4．（b）：Expample
of　B　in　Table　4．l　and　4．2．　Each　component　of　the　SPDF　is　partially　grouped　into　two
clusters，　one　is　near　l．0，0ther　is　O．2　to　O．4．（c）：Expample　of　C　in　Table　4．l　and　4．2．
Each　component　of　the　SPDF　has　periodic　characteristics　and　is　periodically　grouped
into　two　clusters．（d）：Expample　of　D　in　T琶ble　4．1and　4．2．　All　component　of　the　SPDF
is　from　O．2　to　O．7．
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Table　4．1：Summary　ofresults　fbr　Simulation　A．‘‘A”，‘‘B”，‘℃”and‘‘D”represent‘‘large
SI）odd（穿）and　small　SDeveη（穿）”，‘‘some　SI）odd（穿）are　smaller　than　SI）even（∬）”，
‘‘rI）odd（∬）and　SDeveη（穿）have　periodic　property”and‘‘SDodd（穿）are　not　different
丘om　SI）θvθη（穿）”，　respectively．
w＝＝O．9w＝o．1
9
（T）Ol230123〜No． ?????? ???????））））））））? ??（（? ? （（????? （???。?。?。 ?????
丁’able　4．2：Summary　ofresults　fbr　Simulation　B．‘IA”，も‘B”，‘℃”and‘‘D”represent‘‘large
SI）odd（∬）and　small　SI）even（穿）”，‘‘some　SI）odd（穿）are　smaller　than　SI）even（穿）”，
‘‘rD．dd（∬）and　SI）evθn（穿）have　periodic　property”and‘‘SDodd（穿）are　not　different
from　SDeven（穿）”，　respectively．
w＝O．1w＝2．0
9
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where　f　and　w　are　parameters　and　the　e（t）are　independent，　identically　distributed　ran－
dom　variables（i．i．d．Lv．）having　uniform　distribution　over［0，1］（ξ（t）～σ（0，1））．　The
raw　data　and　the　SPDF　are　shown　in　Figure　4．2．　From　Figure　4．2，　we　can　see　that
the　time　around　500　are　the　change．points　because　the　degree　of　all　components　of　the
SPDF　becomes　very　high，　and　goes　back　to　the　same　degree　l）efbre　the　mean　shi丘．　For
the　DWT，　I　used　the　Molret　wavelet［47］．　Figure　4．3　shows　the　result　ofthe　DWT．　From
Figure　4．3，　we　can　see　that　the　DWT　detects　both　the　change－point　and　periodicity　cor－
rectly．　Figure　4．4　shows　the　result　of　the　SPWV　From　Figure　4．4，　we　can　see　that　the
SPW　does　not　detect　neither　the　change－point　nor　periodicity．
4。1。2．2　Analysis　of　the　Periodic　AR　to　Chaos
Idemonstrate　the　analysis　of　the　Periodic　AR　to　Chaos．　I　use　Logistic　Map［77］as
the　non－1inear　dynamics　fbr　demonstration　here．　The　data　is　generated　by　the　fbllowing
ways・
Z（’）　＝　sin（2πft）＋0．9Z（t－1）＋0．OIZ（’－2）＋0．3ξ（t）（t＝1，…，500），（4．4）
Z（t）　＝　sin（2πft）十4Z（t－1）（1－Z（’－1））（t＝501，…，1000），　　　　　（4．5）
where　theξ（’）are　i．i．d．r．v．，ξ（’）～σ（－0．5，0．5）．The　raw　data　and　the　SPDF　are　shown
in　Figure　4．5．　From　Figure　4．5，　we　can　see　that　the　time　around　500　are　the　change－
points　because　the　degree　of　some　components　ofthe　SPDF　become　high　and　the　other
components　become　low．　Figure　4．1．2．2　shows　the　result　of　the　DWT．　From　Figure
4」．2。2，we　can　see　that　the　DWT　detects　both　the　change－point　and　periodicity　correctly，
but　we　can　not　see　the　change　in　non－linear　dynamics．　Figure　4．1．2．2　shows　the　result
of　the　SPWV．　From　Figure　4．1．2．2，　we　can　see　that　the　SPWV　does　not　detect　neither
the　change－point　nor　periodicity，　but　we　can　not　see　the　change　in　non－linear　dynamics．
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Figure　4．3：The　DWT　of　the　Periodic　Mean　Shift．
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Figure　4．6：The　DWT　ofthe　Periodic　AR　to　Chaos．
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Figure　4．7：The　SPW　ofthe　Periodic　AR　to　Chaos．
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4．2 Analysis　of　the　Sunspot　Number　1）ata
In　this　section，　I　examine　the　periodicity　and　the　dynamics　ofthe　sunspot　number　data
using　the　proposed　method．　As　Pandey　et　a1．［104］have　suggested，　solar　cycle　predic－
tion　is　a　long－lasting　interesting　activity　in　the　field　of　solar　physics．　As　Clark［18］has
suggested，　solar　activity　affects　our　space　environment　influencing　various　aspects　of
human　life．
　　　Iinvestigate　the　sunspot　number　data　in　several　steps．　First，1　confirm　that　the
sunspot　number　data　has　periodic　property　which　is　called‘‘Schwabe　cycle”by　using
the　SPDF．　Second，　I　examine　the　change　in　non－linear　dynamics　fbr　the　sunspot　num－
ber　data．　Finally，　I　try　to　predict　the　maximum　number　of　the　next　cycle（Cycle　24）by
comparing　to　the　dynamics　of　each　cycle．
4．2．1　About　I）ata
Sunspots　are　relatively　dark　areas　of　the　Sun　which　was　first　observed　by　Galilei［46］．
Many　period　ofthe　sunspot　number　have　been　detected，　fbr　example，9to　I　2　years　called
the‘‘Schwabe　cycle”which　was　first　reported　by　Wolf　［127］．　On　the　other　hand，　some
solar　activities　have　been　detected，　fbr　example，　the　Maunder　Minimum（1645　to　1715），
the　Dalton　Minimum（1790　to　l　820）and　the　Modem　Maximum（1900　to　present）．
　　　For　the　analysis，　I　use　the　monthly　sunspot　number　data丘om‘‘SIDC－Solar　Influ－
ences　Data　Analysis　Center”［3］from　January　1749　to　January　201　1，and　the　data　length
is　3145．　The　data　is　shown　in　Figure　4．8．
4．2．2　Analysis　of　Periodicity
First，　I　conduct　the　DWT　to　measure　the　periodicity　ofthe　sunspot　number　data．　Figure
4．9shows　the　result　of　the　DWT．　Figure　4．9　shows　that　the　sunspot　number　data　has
periodicity　and　the丘equency（cycle　length）of　the　data　is　from　O．09／year　to　O．ll／year
（from　9．1to　l　l．1years）．
　　　Second，　I　compare　the　result　of　the　proposed　method　and　the　DWT．　The　summary
ofresult　ofthe　proposed　method　is　shown　in　Table　4．3．　Table　4．3　shows　that　the　sunspot
number　data　does　not　have‘‘A”property．　I　will　discuss　this　in　Section　4．3．　From　Table
4．3，Idetect　the　data　has　periodicity　between　T＝100　and　7＝200（ffom　8．3　to　l　6．7
years）．　This　result　is　consistent　with　the　results　of　the　DWT．　This　result　suggests　that
the　proposed　method　detect　the　existence　of　the　periodicity　and　detect　the　range　of
丘equency　successfUlly．
4．2．3　Detection　of　Change　in　non－linear　1）ynamics
From　Figure　4，9，　we　can　see　that　the　previous　method，　DWT，　clearly　detects　a　periodic－
ity　from　the　sunspot　number　data．　However，　it　is　not　clear　whether　there　is　any　change
in　non－linear　dynamics．　Then，　I　examine　whether　the　proposed　method　detects　a　change
in　non－linear　dynamics　fヒom　the　sunspot　number　data，
　　　The　appropriate　cut　length　is　determined　as　300　because　it　is　the　minimum　length
among　the“B”group．　The　SPDF　is　shown　in　Figure　4．10．　We　can　see　from　Figure　4．10
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Figure　4．8：The　sunspot　number　data．
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Figure　4．9：The　result　ofthe　DWT　of　the　sunspot　number　data．
?「
謁?
，σD勲h
「oo“「4
ワD紳4「】
140
Chapter　4　Analysis　of　the　Sunspot　Number　Data 71
that　the　SPDF　is　slowly　changing　but　we　can　not　find　any　clear　change　point．　Then　I
executed　SOM　ofthe　SPDF　to　investigate　the　change　in　non－linear　dynamics．　The　result
of　SOM　is　shown　in　Figure　4．ll．
　　　From　Figure　4．ll，　we　can　see　that　the　year　2006　to　year　2011are　placed　near　the
cluster　B　which　is　right　befbre“Dalton　Minimum．”Iregard　that　the　change－point　is　the
year　2004．
4．3 Discussion　for　the　Result　of　Chapter　4
Icon且㎜ed　the　advantage　ofthe　proposed　method　by　comparing　with　previous　meth－
ods．　The　most　important　advantage　is　that　the　proposed　method　detects　not　only　the
periodicity　but　also　change　in　non－linear　dynamics．　It　is　obvious　that　time一丘equency
representation（TFR）clearly　detect　periodicity　property　comparing　with　the　proposed
method。　So，　it　is　reasonal）le　to　combine　the　proposed　method　and　TFR．　Once　we　detect
some　periodicity　characteristics　by　TFR，　we　can　conduct　less　variation　of　cut　length五
than　without　TFR．
　　　Iinvestigated　the　sunspot　number　data　using　the　SPDF　and　fbund　that　the　dynamics
at　present（2011）is　similar　to　the　dynamics　right　befbre“Dalton　Minimum．”For　this
reason，　the　maximum　number　of　solar　cycle　24　should　be　as　same　as　that　of　Dalton
minimum．　Then　the　prediction　of　the　maximum　number　of　solar　cycle　24　should　be
about　50．　This　result　supports　the　prediction　calculated　by　Hathaway［48］．　It　seems　that
there　are　numerous　studies　fbr　prediction　of　Cycle　24　and　that　there　are　not　consensus
among　these　researches　because　the　detail　of　the　dynamics　of　solar　cycle　is　not　fUlly
understood．　For　example，　both　Dikpatiθ’01．［34］and　Choudhuri　e’al．［16］used　the
same　dynamo　model　but　the　results　were　opposite　each　other．　However，　predicting　the
behavior　of　a　sunspot　cycle　is　fairly　reliable　once　the　cycle　is　well　underway（about　3
years　after　the　minimum　in　sunspot　number　occurs）［49］．　For　this　reason，　I　regard　that
the　result　by　Hathaway［48］is　reliable．　Moreover，　the　proposed　result　suggests　that
the　change　in　dynamics　started　at　year　2004．　This　means　that　our　method　detect　the
change－point　earlier　than　the　result　by　Hathaway［48］．
　　　The　SPDF　ofthe　sunspot　number　data　does　not　have‘‘A”property　like　the　numerical
simulation　in　Section　4．1．　The　reason　may　be　that　the　sunspot　number　data　has　some
complex　dynamics　property　behind　the　periodic　property，　fbr　example，　non－linear　dy－
namics　property．　I　will　discuss　the　detail　of　such　non－linear　property　behind　periodic
tlme　SerleS　ln　next　SeCt10n．
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Table　4．3：Summary　of　results　of　the　sunspot　number　data，“B”，“C”and‘‘D”repre－
sent‘‘some　SI）odd（穿）are　smaller　than　SI）even（穿）”，‘‘SDodd（穿）and　SDeven（穿）have
periodic　property”and‘‘SI）odd（∬）are　not　different丘om　SDeven（穿）”，　respectively。
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Figure　4．10：The　SPDF　of　the　sunspot　number　data．　The　arrows　and　alphabets　bel－
low　the　SPDF　corresponds　to　the　cluster　from　results　of　SOM．（a）：monthly　sunspot
numbers；（b）：The　SPDF（SD（0ラt）with　L＝100）．
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Figure　4．ll：SOM　of　the　SPDF（SD（0，t）with　L＝100）fbr　the　sunspot　number　data．
The　number　on　SOM　shows　the　year．　The　arrows　corresponds　to　the　time　direction．
From　A　to　F　on　SOM　corresponds　to　the　cluster　of　SOM．
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Chapter　5
Investigation　of　the
Electroencephalogram（EEG）to　Derive
　　　－Information　of　Brain　Activity
This　chapter　investigates　the　EEG　data　by　using　the　SPDF　in　order　to　develop　a　method
to　detect　one’s　emotion．　The　organization　of　this　chapter　is　as　fbllows。　First，　I　describe
the　detail　of　some　experiments　executed　fbr　collecting　the　EEG．　Second，　I　describe　how
to　remove　some　artifacts　fヒom　the　EEG．　Third，　I　demonstrate　some　results　of　Time－
Frequency　Analysis（TFA）and　conclude　that　TFA　is　not　sufncient　fbr　analyzing　the
EEG．　Fourth，　I　demonstrate　a　result　ofthe　SPDF　and　compare　it　with　some　artificial　data
in　order　to　investigate　which　types　ofcomponents，　periodic　time　series，　autoregressive
time　series　and　some　non－linear　time　series，　are　included　in　the　EEG．　Fi丘h，　I　compare
the　SPDF　with　Lyapunov　Exponents（LE）to　examine　whether　the　non－linear　dynamics
components　in　the　EEG　is　important．　Finally，　I　demonstrate　whether　LE　can　detect
one’s　emotion　to　TV　program．
5．1 Experiments
There　are　tWo　puny）oses　fbr　the　experiments．　One　is　to　examine　the　characteristics　ofthe
EEG　by　using　some　analysis．　Another　is　to　investigate　whether　one’s　emotion　can　be
detected，　and　if　it　is　possible，　tQ　Propose　a　method　to　detect　one’s　emotion．
　　　Tb　examine　the　EEG，　I　conducted　experiments　as　fbllows．　The　EEG　data　was
recorded　by　Emotiv　EEG　collection　device［2］．　This　is　a　po貫able　wireless　l　4－channel
headset　to　capture　the　signal　from　electrodes　positioned　at　AF3，　F7，　F3，　FC5，　T7，　P7，
Ol，02，　P8，　T8，　FC6，　F4，　F8，　AF4　according　to　the　international　l　O－20　system．　The
locations　of　each　electrode　are　shown　in　Figure　5．1．　Channels　were　recorded　at　a　sam－
pling　rate　of　128　Hz．　Unlike　other　existing　device，　this　device　is　easy　to　use　because
its　wireless　connection　enables　su切ects　to　move　his／her　head　naturally．　For　example，
su切ects　can　watch　TV　as　usual．
　　　One　right－handed　male　volunteer　participated　in　these　experiments．　The　su切ect　was
ordered　to　sit　in丘ont　of　50－inch　plasma　display　with　the　headset　on　and　to　relax　as　ifhe
is　at　home　but　not　to　move　rapidly．　The　environment　ofthe　experiments　was　dark　like　a
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movie　theater．　The　experiment　was　executed　as　fbllows，
Experiment　1　Relax，　eyes　closed（about　one　minute），
Experiment　2　Again，　relax，　eyes　closed（about　one　minute），
Experime皿t　3　Relax，　but　eyes　open（about　one　minute），
Experiment　4　Again，　relax，　but　eyes　open（about　one　minute），
Experiment　Pl　TV　program　1（about　45　minutes）．
Experiment　l　and　2　were　conducted　fbr　examine　the　basic　characteristics　of　the　EEG
data．　Experiment　3　and　4　were　conducted　for　examine　the　performance　of　pre－analysis
discussed　in　Section　5．2．　For　Experiment　P　1，　The　PACIFIC　Chapter　2［1］　was　used．
Because　Chapter　1　was　used　for　acclimating　the　subj　ect　to　the　experiment　environment，
the　EEG　ofChapter　l　was　not　recorded．
FC5
T7
AF3
Ol
AF4
0
FC6
Figure　5．1：Locations　ofthe　electrodes　according　to　the　intemational　l　O－20　system．
5．2 Removing　Artifacts
Abig　problem　fbr　analyzing　the　EEG　data　is　the　sensitivity　fbr　artifhcts．　These　artifacts
are　always　serious　problem　fbr　researchers　because　su切ects　can　not　keep　eyes　calm
or　stop　blinks　which　has　much　higher　voltage　than　that　of　the　EEG．　If　the　su切ect　is
sitting　with　eyes　closed　and　his／her　head　kept　steady，　the　EEG　data　can　be　f｝ee　f｝om
such　artifacts　and　researchers　can　analyze　without　removing　artifacts．　Unf（）rtunately，
this　idea　is　against　the　purpose　of　this　research　because　this　research　lets　the　su切ect
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watch　the　TV　program．　Therefbre，　the　procedure　to　remove　artifacts　is　indispensable
fbr　this　research．
　　　T（）remove　such　artifacts，　I　conducted　a　simple　artifact－detection　procedure　based
on　Makeig　et　al．［70】．　This　procedure　is　composed　of　high　pass　filter（HPF）and　Inde－
pendent　Component　Analysis（ICA）．　HPF　is　used　for　removing　trends　made　by　some
artifacts．　To　remove　these　trends，　HPF　is　executed　on　I　Hz．　ICA　is　a　method　fbr　the
blind　source　separation（BSS）problem［23］．　As　Makeig　et　al．［70］have　suggested，　the
general　model　of　ICA　is　based　on　the　fbllowing　steps．
　　　First，　a　vector　x　are　defined　by：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　x＝A∫　　　　　　　　　　（5．1）
where　x　means　an　observed　signal，　A　means　a　mixing　matrix　and　s　means　a　source
vector．　A　and　s　are　assumed　to　be　mutUally　statistically　independent．
　　　Second，　the　problem　is　to　estimate　the　inverse　ofA　which　is　called　a　demixing　matrix
W．Finally，　the　estimation　of　W　is　based　on　minimizing　a　cost　fUnction　according　to
statistical　independence．
　　　As　Parra　et　aL［105］have　suggested，　the　EEG　is　assumed　that　the　recorded　signal　is
alinear　mixture　ofunknown　sources　within　the　brain．　Moreover，　as　Makeig［71］et　al．
have　suggested，　each　area　of　the　source　is　separated　and　generates　a　specific　signa1，　but
correlates　in　their　flow　of　inf（）㎜ation．For　these　reason，　the　basic　assumption　of　ICA
fits　fbr　the　analysis　ofthe　EEG．
　　　Several　algoritlms　have　been　developed　to　solve　the　BSS　problem．　In　this　disser－
tation，　the　information　maximization　algorithm（infomax）［67，29，70，54，55，28］is
adopted．　The　procedure　of　removing　artifacts　is　shortly　described　as　fbllows　and　the
examples　of　the　results　are　shown　in　Figure　5．2，5．3，5．4，5．5　and　5．6．
1．Correct　the　EEG　data　ordering　the　subject　to　stay　calm　as　possible　as　he　or　she
　　can（Figure　5．2）．
2．Execute　HPF（lHz）to　remove　the　trends　in　the　EEG（Figure　5．3）．
3．Execute　ICA　．　ln　this　dissertation，　ICA　is　executed　by　EEGLAB［31］（Figure　5．4）．
4．Identify　blink－like　components，　eye　moving　components　and　head　moving　com－
　　ponents　by　the　scalp　maps　ofthese　components（Figure　5．5）．
5．Remove　the　blink－component　and　re－calculate　of　the　remaining　components　by
　　κclean＝W－1u［55］（Figure　5．6）．
　　　The　EEG　data　ofExperiment　4　is　shown　in　Figure　5．2．　Figure　5．2　shows　that　there
are　two　eye－blink　pattems　at　l　6．5　seconds　and　l　7．3　seconds　and　these　properties　ofthe
electrode　AF3　and　AF4　are　stronger　than　the　electrode　O　l　and　O2．　Moreover，　all　of
electrodes　seem　to　have　trend　property　or　cyclic　property　less　than　l　Hz．　This　is　the
reason　why　HPF　is　needed．
　　　The　result　ofHPF　of　experiment　4　is　shown　in　Figure　5．3．　Figure　5。3　shows　that　the
trend　components　are　removed　fヒom　the　EEG　but　eye－blink　pattems　remain　on　compo－
nent　located　near　eyes（AF3，　F7，　F3，　FC5，　FC6，　F4，　F8　and　AF4）．
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　　　ICA　components　are　shown　ifFigure　5．4．　Figure　5．4　shows　that　component　l　seems
to　be　the　eye　blink　component　because　it　has　two　peaks　corresponding　to　the　eye　blink－
like　property　in　Figure　5．2．　Moreover，　the　component　l　2　seems　to　be　the　electrocar－
diogram　because　it　has　cyclic　property　with　about　l　Hz．　These　two　components　are　the
candidate　to　remove　but　the　final　decision　must　be　made　by　the　next　step．
　　　The　scalp　maps　of　ICA　components　are　shown　in　Figure　5．5．　These　maps　show　the
location　ofthe　source　signals．　The　number　ofthe　figure　represents　the　number　of　the
ICA　component　shown　in　Figure　5．4．　Lighter　areas　represent　the　sources．　From　Figure
5．5，the　sources　of　component　l　are　located　near　the　eyes．　From　this　property　and　from
Figure　5．4，　I　detect　that　the　component　I　is　the　eye－1）1inking　component．　The　compo－
nent　12　seems　to　have　no　obvious　source　in　Figure　5．5　but　this　component　must　be　the
electrocardiogram　because　the　marginal　areas　are　lighter　than　center　areas．　Moreover，
the　component　2　seems　to　be　eye－moving　component．　Finally，　I　regard　the　component
l，2and　12　are　artifact　and　remove　them．
　　　The　result　ofthe　removal　is　shown　in　Figure　5．6．　Figure　5．6　shows　that　the　artifacts
seem　to　be　removed．
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Figure　5．2：The　EEG　data　ofexperiment　4．
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Figure　5．3：The　result　ofHPF（lHz）ofthe　EEG　data　of　experiment　4．
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Figure　5．4：ICA　component　ofthe　EEG　data　of　experiment　4．
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Figure　5．5：Scalp　maps　ofeach　ICA　components　ofthe　EEG　data　ofexperiment　4．　The
number　ofthe　figure　represents　the　the　number　ofthe　ICA　component　shown　in　Figure
5．4．
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Figure　5．6：The　result　ofremoval　ofthe　EEG　data　of　experiment　4．
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5．3 Frequency　Analysis　of　the　EEG
The　purpose　of　this　section　is　to　show　that　the　firequency　analysis　of　the　EEG　by　using
the　power　spectmm　does　not　provide　appropriate　results．　The　complex　character　ofthe
EEG　and　its　significance　in　brain　research　and　clinical　practice　brought　early　introduc－
tion　of　signal　analysis　methods　to　the　EEG　s加dies．　Fast　Fourier　transform（FFT）was
applied　to　the　EEG　after　Dietseh［33］introduced　it　fbr　the　EEG，　and　until　today　spectral
analysis　remains　the　most　widespread　signal　processing　method　fbr　the　EEG．
　　　For　the　purpose　of　this　section，　the　investigation　must　be　independent丘om　the　ar－
tifact　removal．　Therefbre　the　condition　of　the　experiments　needs　to　satisfシfbllowing
conditions
　　　　　　　　，
1．Keep　eyes　closed，
2．Do　not　move，
3．Relax．
Experiment　l　and　2　are　executed　according　to　this　condition　and　FFT　and　AR　model
is　used　fbr　the　analysis．　The　result　is　shown　in　Figure　5．7　and　5．8．　For　the　selection
ofAR　models，　Akaike　lnformation　Criterion（A【C）［5］is　employed　and　selected　model
was　AR（38）fbr　Experiment　l　and　AR（37）fbr　Experiment　2．　We　can　see　the　peak　in
丘equency　domain　at！＝0．076（9．7Hz）and∫＝0．072（9．3Hz）．　Note　that　other　peaks
in　each　figure　around！＝0．Ol　are　not　important　because　they　must　be　influenced　by
high　pass　filter　at　l　Hz．　This　frequency　component　is　calledαwave．
　　　The　most　important　thing丘om　these　results　is　that　the　peak　is　not　clear　and　the
data　seems　random　noise．　Moreover，　despite　ofthe　difference　of　these　tWo　experiments，
such　difference　can　not　seen丘om　only　the　spectmm　analysis　because　the　The　EEG　is
not　composed　of　only　some　simple　periodic　time　series．　For　this　reason，　to　derive　some
characteristics丘om　the　EEG，　the　ffequency　analysis　seems　to　be　insu伍cient．　I　discuss
the　detail　ofthe　reason　in　the　next　section．
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5．4 Exploratory　Analysis　Comparing　the　EEG　with　Some
Artificial　Data
In　this　section，　I　investigate　the　reason　why　the丘equency　analysis　fbr　the　EEG　some－
times　does　not　work　well．　There　seems　to　be　several　reasons　fbr　this　problem．　First
reason　is　that　the　EEG　does　not　su伍ce　stationarity　property．　Frequency　analysis　like
FFT　depends　on　the　stationarity　condition．　Ifthe　data　has　not　stationarity　condition，　the
result　of　FFT　is　not　reliable．　Second　reason　is　that　the　EEG　contains　various　artifacts
such　as　myocardial　potential．　By　using　ICA，　some　artifacts　by　eye　movement　and　eye
blinking　are　almost　removed　but　other　small　artifacts　remain．　Third　reason　is　that　the
EEG　is　thought　to　be　a　superposition　of　mally　nerve　action　potential　and　the　power　spec－
trum　of　the　EEG　tends　to　be　complex．　For　these　reason，　it　is　difncult　to　understand　the
characteristics　of　the　EEG　by　frequency　analysis，
　　　The　method　adopted　fbr　this　exploratory　analysis　is　the　SPDF［50］introduced　in　the
previous　chapters．
5．4．1　Non－Linear　property　of　Experiment　1　and　2
The　results　of　the　SPDF　of　Experiment　l　and　2　are　shown　in　Figure　5．9，5．10，5．lland
5．12．Figure　5．9（b）and　5」1（b）are　time－SPDF　graphs　which　represent　changes　in　non－
linear　dynamics．　Figure　5．10and　5．12　are　the　graphs　of　each　components　of　the　SPDF
at’＝1500．　The　detail　ofeach　component　is　described　in　Appendix　A．
　　　From　these　figures，　we　can　see　that　the　patterns　of　the　SPDF　are　different　from　each
other．　Figure　5．9（b）shows　that　some　component　are　near　l．O　and　Figure　5．10shows　that
the　id　of　these　components　are丘om　l　to　l　g　in　Appendix　A．　As　I　discussed　in　Chapter
4，Figure　5．9（b）shows　periodic　property　then　I　regard　that　the　EEG　of　Experiment　l　is
mainly　composed　of　some　periodic　components　such　as　alpha　wave．　On　the　other　hand，
the　EEG　ofExperiment　2　is　not　simple　as　that　of　Experiment　l．
　　　Figure　5．1　1　describes　a　lot　ofinformation　about　the　dynamics　ofthe　EEG　ofExper－
iment　2．　First　of　all，　this　EEG　data　is　not　deterministic　because　the　maximum　of　the
SPDF　is　not　enough　high．　To　detect　a　data　has　deterministic　character，　the　maximum
component　must　be　bigger　than　at　least　O．9．　However，　the　maximum　of　this　EEG　data
is　smaller　than　O．9．　Second，　the　leftmost　l　8　components　are　the　biggest　which　consist
of　linear　transformation　x（n）in　Appendix　A．　The　other　bigger　ones　seem　to　consist　of
some　odd　fimction　of　non－linear　transformation．　Rest　of　components　consist　of　even
fUnction　of　non－linear　transformation．　From　Figure　5．12，　the　EEG　of　Experiment　2　is
near　deterministic　with　the　component　id＝7（x（n），x（n）5）and　this　data　contains　some
noise　or　periodic　components．
　　　T（）investigate　this　EEG，1　compare　the　pattern　ofthe　SPDF　with　some　artificial　data．
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Figure　5．10：Components　of　D（1500）ofAF40fExperiment　l．
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Figure　5．12：Components　ofI）（1500）ofAF40f　Experiment　2．
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5．4．2　Comparison　of　the　SPI）F　betWeen　the　EEG　and　some　Artifi－
　　　　　　　cial　Data
Tb　investigate　these　characteristics　deeper，　I　compare　the　SPDF　of　some　typical　artificial
data　with　that　of　the　EEG　ofExperiment　2．　First　artificial　data　is　periodic　data　which
is　composed　by　three　data　with　period＝7，11，and　50　so　as　to　replicate　alpha，　beta　and
theta　wave　of　the　EEG（Period）．　Second　data量s　generated　by　a　AR　model（AR）．　Third
data　is　the　combination　ofthe　periodic　data　and　the　AR　data（AR＋Period）．　Fourth　data
is　generated　by　a　Logistic　Map（Chaos3．7）．　Final　data　is　combination　of　the　Logistic
Map　and　the　periodic　data（Chaos3．7＋Period）．
5．4．2．1　　SPI）］F　of　the　Periodic　Data
The　first　data　is　generated　by
　　　　　　　　2π　　　　　　　　　　　2π　　　　　　　　　　　　　　2π
Z（’）＝・i・デ＋・i・五’＋・i・’9Ttt，（1≦’≦3000）・ （5．2）
The　period　7，11，50　are　expected　to　replicate　the　real　EEG　data．　The　SPDF　of　the　data
is　shown　in　Figure　5．13（a）and　the　components　ofthe　SPDF　is　shown　in　Figure　5．13（b）．
From　these　results，　it　is　clear　that　the　EEG　is　not　composed　only　periodic　data　because
the　components　of　the　SPDF　by　periodic　data　are　divided　into　two　clusters，　high　SPDF
and　low　SPDF．
5．4．2．2　SPI）F　of　AR　Data
The　next　data　is　generated　by
Z（t）一
ｦ円）＋。．。IZ（t－2）＋。．3。（t）［：g：1）：．．，3。。。），
（5．3）
whereε（t）are　independent，　identically　distributed　random　variables（i．i．d．r．v．）having
uniform　distribution　over［0，1］（ε（t）～U（0，1））．　The　SPDF　of　the　data　is　shown　in
Figure　5．14（a）and　the　component　at　t＝1500　is　shown　in　Figure　5．14（b）．　The　result　is
alittle　more　similar　to　that　ofthe　periodic　data　in　Section　5．4．2⊥However，　the　pattem
of　the　SPDF　is　far　from　that　of　the　EEG．　From　this　result，　I　regard　that　the　EEG　is　not
generated　by　only　such　AR　model．
5．4．2．3　SPI）F　of　Combination　of　AR　and　Periodic　Data
The　third　data　is　composed　of　combination　of　the　AR　data　in　Section　5．4．2．2　and　the
periodic　data　in　Section　5．4．2．1．　The　SPDF　of　the　data　is　shown　in　Figure　5．15（a）and
the　component　at　t＝1500　is　shown　in　Figure　5．15（b）．　The　results　are　much　more
similar　to　that　of　both　the　AR　data　in　Section　5．4．2．2　and　the　periodic　data　in　Section
5．4．2．1．However，　the　pattern　ofthe　SPDF　is　far　from　that　ofthe　EEG．　From　this　result，
Iregard　that　the　EEG　is　not　generated　by　only　such　coml）ination　of　the　AR　data　and　the
periodic　data．
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5．4．2．4　SPDF　of　Chaotic　1）ata
The　fburth　data　is　generated　by
z（t）一oε（t）　　　　　　（t＝1），
3．7Z（t－1）（1－Z（t－1））　（t＝2，…，3000），
（5．4）
whereε（’）are　i．i．d．r．v．　having　uniform　distribution　over［0，1］（ε（’）．～σ（0，1））．　The
SPDF　is　shown　in　Figure　5．16（a）and　the　component　at’＝1500　is　shown　in　Figure
5．16（b）．The　results　are　similar　to　that　of　the　EEG．　However，　the　leftmost　of　18　com－
ponents　of　the　SPDF　is　much　smaller　than　that　of　the　EEG．　In　this　examination，　I　used
3．7　as　parameter　of　the　Logistic　Map　instead　of　4．O　because　1　have　already　used　4．O　in
Section　3．1．30r　3．1．4．　From　Figure　3」10r　3．ll，　we　can　see　that　the　pDF　of　the　Lo－
gistic　Map　with　parameter　4．O　is　similar　to　that　of　the　EEG．　However，　from　Figure　4．5
in　Section　4．1．2．2，　the　SPDF　of　the　combination　of　Logistic　Map　with　4．O　and　periodic
data　is　not　similar　to　that　ofthe　EEG．　Theref（）re，1　tried　to　find　suitable　non－linear　model
including　a　Tent　Map　and　Henon　Map，　then　1　found　that　the　Logistic　Map　with　3．7　is
more　appropriate　than　other　models　which　I　have　tried．　From　this　result，　I　make　a　hy－
pothesis　that　the　EEG　is　at　least　partially　generated　by　such　Logistic　model，　and　that　the
EEG　is　not　a　simple　chaotic　data．
5．4．2．5　SPI）F　of　Combination　of　Chaotic　Data　and　Periodic　Data
The　last　data　is　composed　of　combination　of　the　Logistic　Map　in　Section　5．4．2．4　and
the　periodic　data　in　Section　5．4．2．1．　The　SPDF　is　shown　in　Figure　5．17（a）and　the
component　at　t＝1500　is　shown　in　Figure　5．17（1））．　The　results　are　much　more　similar
than　the　other　artificial　data．　From　this　result，　I　regard　that　the　EEG　is　mainly　generated
by　combination　of　some　chaotic　model　and　periodic　model．
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5．5 Investigation　ofNon－Linear　Components　ofthe　EEG
In　this　section，　I　investigate　the　characteristics　ofthe　EEG　fbcusing　on　non－linear　com。
ponents．　The　data　from　Experiment　P　1　is　used　for　this　investigation．　Contrast　to　Section
5．4，this　experiment　is　expected　to　include　change　points　in　non－linear　dynamics　accord－
ing　to　changes　in　emotion　of　the　su切ect．
　　　Focusing　on　the　non－linear　componellts　in　the　EEG，　I　use　the　maximal　Lyapunov
Exponent（LE）at　each　time　by　using　sliding　window　to　investigate　whether　the　non－
linearity　can　detect　changes　in　emotion．　An　algorithm　introduced　by　Kantz［56］is
used　fbr　this　calculation．　The　algorithm　tests　directly　fbr　the　exponential　divergence
of　nearby　trajectories　and　thus　allows　one　to　decide　whether　it　really　makes　sense　to
compute　a　Lyapunov　exponent　fbr　a　given　data　set。　Essentially，　the　Lyapunov　exponent
is　an　average　of　these　local　divergence　rates　over　the　whole　data［721．　In　this　research，
the　condition　ofthe　calculation　ofLE　is　as　fbllows：
●sliding　window　size：7680（one　minute）
●overlap　between　sliding　windows：0，128（O　sec，　l　sec）
●embedding　dimension：10
●time　delay：6
●number　of　considered　neighbors：1
●radius　where　to　find　nearest　neighbors：32
●iterations　along　which　follow　the　neighbors　ofeach　point：20
●number　ofpoints　to　take　into　account：7000
●Theiler　window：1
●starting　time　of　the　linear　bite　of△t　the　algorithm　ofKantz：1
●ending　time　ofthe　linear　l）ite　of△t　of　the　algorithm　of　Kantz：20
　　　The　result　of　the　SPDF　and　LE　of　Experiment　P　l　is　shown　in　Figure　5．18．　From
this　figure，　I　can　see　relation　between　some　of　the　components　of　the　SPDF　and　LF．
Tb　examine　the　relation，　correlation　between　LE　and　each　components　of　the　SPDF
are　calculated．　The　components　which　have　the　highest　correlation　are　id＝100　and　the
relation　is　shown　in　Figure　5．19．From　Figure　5．19，　it　is　possible　that　LE　and　the　SPDF
have　some　relations．　Therefore，　I　conduct　Principal　Component　Analysis［52，531　fbr　the
SPDF　to　avoid　multi　co－1inearity．　The　variances　of　each　component　are　shown　in　Figure
5．20．From　Figure　5．20，　I　selected　principal　component　l，2and　3　for　fUrther　analysis．
Then　1　conduct　Multiple　Regression　Analysis　for　LE　and　these　principal　components．
The　result　is　shown　in　Table　5．1．　The　comparison　of　actual　LE　with　estimated　LE　is
shown　in　Figure　5．21．From　these　results，　it　is　suggested　that　rough　pattem　ofthe　SPDF
and　LE　are　related．　This　means　that　change　point　detected　by　the　SPDF　of　the　EEG　is
mainly　caused　by　change　in　non－linearity　such　as　chaotic　model．
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Figure　5．18：（a）：LE　ofExperiment　P　l（b）：The　SPDF　of　Experiment　P　l．
Table　5．1：Result　of　Multiple　Regression　Analysis．　Residual　standard　error：0．000432
0n　2710　degrees　of　freedom　Multiple　R－squared：0．4797，　A（ljusted　R－squared：0．4792
F－statistic：832．90n　3　and　2710DF，　p－value：＜2．2e－16．‘‘＊＊＊”represents‘‘significant
at　l％level．，，
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　　　For　fUrther　examination　ofthe　relation　between　LE　and　the　SPDF，　I　adopted　Random
Forests［12】to　examine　non－linear　relation　between　LE　and　the　SPDF．　Random　Forests
is　an　ensemble　of　decision　trees　using　random　sampling　of　dataset　and　regression　vari－
ables　to　avoid　over　fitting　and　enable　to　use　large　number　of　regression　variables．　An
overview　ofthe　procedure　of　Random　Forest　is　as　fbllows：
1．Make　K　sets　ofbootstrap　samples　from　data
2．For　each　bootstrap　salnple，　make五sets　of　decision　trees　with　nodes（splits）such
　　that　the　most　important　among　m　sets　of　randomly　selected　regression　variables
3．Calculate　average　ofvalues　of　all　trees　sets
The　splits　are　selected　according　to　a　purity　measure　such　as　mean　square　error．　The
importances　of　each　variable　are　shown　in　Figure　5．22．　Estimates　by　the　model　are
shown　in　Figure　5．23．
　　　Measures　fbr　chaotic　property　such　as　LE　have　been　used　fbr　investigation　of　non－
linearity　ofthe　EEG　fbr　years［lll，8］．　However，　LE　has　two　drawbacks　to　derive　some
characteristics　f士om　the　EEG。　First　drawl）ack　is　dependence　on　some　parameters，　fbr　ex－
ample，　embedding　dimensions．　If　LE　becomes　higher　in　proportion　as　dimensions，　the
degree　ofLE　is　regarded　as　unreliable．　Second　drawback　is　dependence　on　stationarity
condition．　Ifthe　data　does　not　satisfy　stationarity　condition，　LE　is　regarded　as　unrelial）le
toO．
　　　However，　the　accurate　value　of　LE　is　not　needed　for　this　research　because　relative
value　is　enough　f（）r　detecting　one’s　emotion．　Moreover，　the　stationarity　property　can　be
checked　by　Test（ABN）［98］．　The　results　are　shown　in　Figure　5．24．　From　these　figures，
the　result　of　Test（ABN）shows　most　of　window　satisfy　stationarity　condition，　then　LE
can　be　regarded　as　reliable．
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Figure　5．23：Estimate　by　Random　Forest　of　Experiment　P　1．R－Square：0．8963
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Figure　5．24：（a）：LE　ofExperiment　P　l；（b）：Stationarity　Graph　ofExperiment　P　l．
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5．6 Lyapunov　Exponents　of　the　EEG　of　All　Electrodes
to　Detect　Human　Emotion
Tb　examine　the　relation　between　LE　and　one’s　emotion，　the　EEG　data　of　all　electrodes
of　headset　are　used．　The　interval　of　time　is　set　to　a　minute　so　as　to　make　it　easy　to
check　the　relation　between　the　seen　detail　of　TV　programs　alld　LE．　The　results　of　LE
are　shown　in　Figure　5．25．
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Figure　5．25：Lyapunov　exponents　of　each　electrode　of　Experiment　P　l．
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5．7 Relation　betWeen　Emotion　and　Lyapunov　Exponents
To　examine　whether　the　LE　can　detect　human　emotion，　the　fbllowing　steps　are　executed．
First，　tag　the　emotion　at　each　minutes　of　TV　program　l）y　the　context　of　each　situation
of　scene．　For　this　analysis，　the　number　of　cluster　is　set　to　be　six　according　to　Ekman
［40］．Although　Eknan　used　eleven　emotions　for　his　research，　I　used　his　small　set　of
emotions．　The　candidates　of　emotions　are
1．pleasantness（PLE），
2．anger（ANG），
3．disgust（DIS），
4．fear（FEA），
5．sadness（SAD），
6．surPrise（SUR）．
Second，　execute　the　Multinomial　Logistic　Regression　Analysis［25］fbr　each　TV　pro－
gram．　For　m＝2，3，…，6，　the　model　is　as　fbllows：
P（yi＝m）ln
　　P価＝1）
　　　　　　K
－am＋Σ　bmkX・k≡Zki，
　　　　　　k＝1
（5．5）
　　　　　　　　　　　　　　　　　　　　　　Pσ，－m）一℃’P（z・i），　　　（5．6）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1＋Σ・xp（Zhi）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　h　＝2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　　　　　　P◎’－1）－　M　　，　　　　　（5・7）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1＋Σ・xp（Zhi）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　h＝2
where　yi　i　s　a　data　of　emotion　at　i　minutes，　xik　is　a　LE　k－th　electrode　at’minutes，　am　and
わ厭are　parameters　of　the　regression　model．
　　　Third，　examine　whether　the　estimates　ofeach　fbur　results　are　statistically　significant．
Ifthe　most　ofestimates　are　slgni血cant，　it　is　possible　that　the　LE　have　some　information
about　emotions．　Finally，　compare　the　predicted　emotions　by　the　Multinomial　Logistic
Regression　with　the　tagged　emotion。
　　　The　result　ofthe　first　step　is　shown　in‘「Actuar’column　of　Table　5．3．　Note　that　this
results　means　the　overview　ofthe　seen　at　the　time　ofprogram　instead　ofthe　emotion　of
the　subject　himself．　The　overview　of　the　scenario　is　shown　in“Scene”column　of　Table
5．3．
　　　The　result　of　second　and　third　steps　is　shown　in　Table　5．2．　In　this　table，　note　that
emotion‘‘ANG”（angry）does　not　appear　because　it　is　used　as　base　category　in　Equation
（5．5）．From　Table　5．2，140f　70　parameters　are　significant　at　5％level　and　almost　all
ofelectrodes　except　F4　are　significant　f（）r　detecting　emotions．　The　details　ofresults　are
Chapter　5　Analysis　of　the　EEG　Data 105
shown　in　Figure　5．26，5．27，5．28，5．29　and　5．30．　The　scalp　map　ofわis　shown　in　Figure
5．31．
　　　The　results　of　the　cornparison　between　the　predicted　emotion　and　tagged　emotion
are　shown　in　Table　5．3．　The　rat壼os　of　correct　prediction　is　74．4％．
　　　Tb　examine　the　detail　of　the　results，　The　False－Truth　Table　are　shown　in　Table　5．4．
Table　5．2：Result　ofthe　multinomial　logistic　analysis　ofthe　Experiment　P　l．　PLE，　ANG，
DIS，　FEA，　SAD　and　SUR　represents　pleasant，　angry，　disgust，　fear，　sadness　and　surprise．
‘‘磨磨h≠獅пe‘＊”represent　significant　at　5％level”and　significant　at　l　O％level”respec－
tively．
cstimates（Intercept）AF3 F7 F3FC5 T7 P7 01 02 P8 T8 FC6 F4 F8 AF4
DIS 10 一228932303454 34一2082一4980 ．16141602154一902 179一15252074298
FEA 1754379一2861一2543一13981004一2769 一5620 一8639 一26161638 1840 894712225
PLE 5 一1974 一1086一54912227一3140260953814859 2500一1891 一42311212一297一1808
SAD 58一3778一724 一218 一206155052078一14351688一4093 一2855106212211108一3093
SUR 14 2018一516 1510一671 一2392 一601 一27792991一856 1041 21 一420 一2051489
std．errors
DIS 56 19751646 15071161125614461327 1704 1478585 7561668991 1136
FEA 50 827 593 1207486 7431196 955 9891022 578 608 1295 5831317
PLE 59 2121 1098 1598 1370 1705153125391571123816311037 1559 ll961389
SAD 57 2004ll527571256 748 1807 1216 1447151 96 971 173512771499
SUR 49 1510 1306 15952441672 1649 12327181698 1598 1039 15491323 1583
pvalues
DIS 0，8590，2530，057 0，027 0，9770，105 0，001 0，2310500，15305730，814 0，3660，043 0，795
FEA 0，0010，000 0，000 0，0420，006 0，184 0，026 0，000 0，000 0，014 0，007 0，0040，945 ，424 99
PLE 0，9320，358 0，3280，0010，1120，0730，096 0，040 0，004 0，0500，2530，0000，441 0，805 0，200
SAD 0，3150，0670，533 0，7750，109 0，000 0，2570，2450，2500，0010，1540280，4860，391 0，046
SUR 0，772 0，189 0，6950，3490，5920，160 0，717 0，030 0，089 0，61705180，984 0，788 0，1290，353
signi行cance
DIS ＊ ホ零 　　．幕 宰＊
FEA 零寧 串＊ ＊＊ ＊串 申零 ＊＊ ＊＊ ＊＊ ＊串 ＊串 ＊＊ ?
PLE 零噛 ? ? ＊串 孝＊ ? ＊＊
SAD ? 串＊ ＊象 癖ホ
SUR 廓串 ?
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Figure　5。26：Estimate　ofparameter　b　of　DIS（disgust）．
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Figure　5．27：Estimate　ofparameter　b　ofFEA（fear）．
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Figure　5．28：Estimate　ofparameter　b　ofPLE（pleasure）．
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Figure　5．29：Estimate　of　parameter　b　of　SAD（sadness）．
108　De¢ec施n　of　Changes　in　Non－Linear　Dynamics　and　lts　Application　to　Marketing
　　§
D§?
奎゜
語§
　　§
圓
圓＿
［］　翻
﹇﹈
AF3　　　F7　　　　F3　　　FCs　　　T7　　　　P7　　　　01　　　◎2　　　　P8　　　　Te　　　FCS　　　F4　　　　F8　　　AF4
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Figure　5．31：Scalp　map　of　b．
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Table　5．3：ActUal　emotion　and　its　Estimates　by　Multinomial　Logistic　Regression　for
Experiment　P　l．　PLE，　ANG，　DIS，　FEA，　SAD　and　SUR　represents　pleasant，　angry，　dis－
gust，　fear，　sadness　and　surprise．　The　digit　number　O　and　l　represents　wrong　and　correct
respectively．　Percentage　below　the　digits　represents　the　ratio　of　correct．
time（min）Actual EstimateCorrectScene　in窃ε用αElC　Chapter　2［1］
1 opening　theme
2 opening　theme
3 FEA FEA1 Basilone’s　company　is　moving　through　jungle　and　coming　out　the　bush．
4 SUR SUR1 State　of　alert　at　the　bush．　A　man　is　hit　sudden且払Counterattack
5 PLE PLE 1 Convey　the　i【jured　and　rest．　Make　a　hole．
6 PLE SUR 0 Basilone　is血n　ofhis　blood．　Basilone　Moves，
7 PLE PLE1 Night．　Leckie　is　riting　a　letteL
8 DIS PLE 0 Break飴st，　Menu　board，”RICE　WITHOUT　BEEF”．People　are　angry　at　iし
9 PLE PLE1 Eating　hce　with…Gene田1　announces血at’Newspaper　says　we　are　ins㎝e　persons”
10 PLE PLE1 The　announcement　continues”The　a㎜yjust　landed1”
ll PLE PLE1 凸e㎜ysoldie蔦are　gathe㎡ng　their　s燃Amhe　Madnes　steal　a　box　ofcig鵬and　shoes．
12 PLE PLE1 The　a㎜y　come　back　and　marines　run　awa｝乙
13 PLE DIS 0 Of五cer　tells　Leck重e　that　the　amly　is　looking　fbr　the　man　who　stole　his　sh㏄s．
14 PLE PLE1 Leckie　give　peach　cans　to　buddies　a㎝d　eats，　but　he　disgorges　it．
15 SUR SUR1 Night．　Sudden　attack　by　the　Japan　air　fbrce．”W¢gotta　go！”
16 FEA FEA 1 The　attack　continues，　Captain　goes　mud　and　he　is祀moved　ffom　his　duty．
17 SADSAD 1 Moming．　Rescue．　Sadness．
18 SAD SAD1 They　find　Dead　bodies．
19 ANGPLE 0 General　a㎜oun㏄s　about　next　mission．”Protect　aiτfield　without　the　other　help．”
20ANGPLE 0 Genera且needs　Basilone’s　buddy　to　be　his　m㎜eL　Start　moving．
21 PLE PLE1 Prqpare　ibr血ght　digging　holes．
22 PLE FEA 0 τhlk　with　O伍cer　about　the　mission．　He　gives　tobacco．
23 DIS DIS 1 Night．　Rain．　Put　some　cheese　on　crackers．　Talk．
24 PLE DlS 0 Genem1，　says，”Japs　headed　your　way．　Hold　your　fire　as　long　as　possib且e，　ove二W6　don’t　have　enough　men．2’
25 FEA FEA 1 Japs　start　attacking．　Basilone　says，”Japs　le丑，　crawling　in！”
26 FEA FEA 1 Jap’s　hard　attack　continues．”Ha且fabelt”，’Fuck！”
27 FEA FEA 1 ”Selgeant，　they　broke　through！’’”Wεgotta　help　JP’’”Where　the　helhs　my　glove？”
28 FEA FEA 1 Move　having　a　gun　without　his　glove．　Encounter　Japs　and　handle　them．
29 FEA FEA 1 皿”Ammo　ammo！’’”Rc且oad1”Basilone　arrives　JP’s　p且ace．
30 FEA FEA1 Basilone　he且ps　JPI　knls　many　Japs．
31 DIS DIS 1 Inte副．　Basilone　gets　a　cl㎝血eld　of血re　removing　dead　bodies　and　goes　to　get　more　a㎜o．
32 SUR DIS 0 Basilone　is　moving　to　get　ammo　and　down　by　blast　wave．
33 DIS DIS 1 Continue．　End．　Moming．　A　lot　ofdead　bodies　ofJaps．
34 DIS PLE 0 Basilone　is　looking　at　the　bodies．”Is　he　okay？’’”He　is　sleeping2’
35 SUR PLF 0 Aid　station．　Basilone　got　bum両ury　with　his　hands．　He　is　looking　fbr　Sergeant　Roddguez．
36 PLE PLE1 Genaral　says，”Nice　work”，’Tm　putting　you　in　fbr　a　meda1，　John2’
37 SUR PLE 0 Basilone　continues　looking　fbr　Rodhguez　and　finds　his　body．
38 SAD SAD1 Basilone　fヒels　sadness　lbr　his　death．　Changes　scene．　Eugene　gets　clinical　investigation　by　his　father　as　a　doctoL
39 PLE PLE1 Eugene　says，”rm　enlisting　tomom剛don’t　need　your　pe㎜ission，　FatheL”
40 PLE PLE 1 Eugene’s　father　says，”I　don’t　want　to　look　in　your　eyes　somcday　and　see　no　spar㎏no　love，　noc　no且ifヒ2’
41 PLE PLE1 Change　scene．　L㏄kie　is　writing　a　letter　It’s　X’mas．　Ihlking　each　otheL
42 SADSAD 1 Om㏄r　says，”Get　your　gear　and　stand　by　to　stand　by．　W¢’re五nally　leaving　this　shithole”Leckkie　smiles．
43 SAD SAD1 Basilone　is且ooking　back　the　5ght　with　sad．　Leckie　is　taking　board．
44 PLE PLE 1 Ship．”He第we　heard　there　was　cof驚e2”℃of琵e？Shit，　I　can　get　you　guys　some　cofたe．　Milk　and　sugar？”
45 PLE PLE 1 Ship．”Ybu　guys　are　on　the　ffont　page　ofevery　newspaper　in　america．　Ybu’re　her㏄s　back　home2’
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Table　5．4：False－Truth　Table　of　the　estimates　of　all　of　Experiment　P　1．
Estimate
EmotionANGDISFEA　PLESADSURTbtalANG
cIS
eEA
oLE
rAD
rUR
??? ?0　　　2
O　　　2
W　　　0
P　　14
O　　0
O　　　2
??????? ??
Tbtal 0 6 9　　20 5 3 43
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5．7．1　About　the　result　shown　in　Table　5．4
From　Table　5．4，　about　30f4estimation　was　correct．　From　Table　5．4，　ANG　is　estimated
as　PLE　at　l　g　and　20　minutes．　It　is　reasonable　detection　fbr　the　scenario　in　Table　5．3．
The　scene　19　min　in　TV　program　P　l　is　described　as　follows：
Scene19　General　announces　about　next　mission．‘‘Protect　airfield　without　the　other
　　　　help．”
This　order　ofGeneral　is　fearfU1　because　the　soldiers　must　fight　without　other　help．　This
means　soldiers　are　almost　abandoned　then　I　tagged　this　scene　as‘‘fear．”However，　the
subj　ect　might　feel　that　the　hard　attack　ofjapan　had　ended　and　the　soldiers　were　fo血1－
nately　alive．　Ifhe　felt　something　like　this，　it　is　natUral　to　1）e　detected　as‘‘pleasure．”
　　　Two　of　five　DIS　are　predicted　as　PLE．　These　seem　to　be　more　reasonable　detection
than　that　of　mine．　First，　Scene　8　min　in　TV　program　P　l　is　described　as　fbllows：
Scene8　Breakfast．　Menu　board，“RICE　WITHOUT　BEEF”People　are　angry　at　it．
1　tagged　this　as　disgusting　but　the　subj　ect　might　feel　this　scene　as　comical　with　laugh．
Next，　Scene　34　min　in　TV　program　P　l　is　described　as　fbllows：
Scene34　Basilone　is　looking　at　his　buddy．‘‘ls　he　okay？”J．P．　answers，‘‘He　is　sleeping．”
This　is　natural　that　the　subject　felt　pleasure　because　Basilone　finds　his　buddy　is　alive．
　　　All　of　FEA　successfUlly　agree　with　the　subj　ect’s　emotion．　It　may　because　FEA　has
clear　characteristics　in　Figしrre　5．31．
　　　Two　of　eighteen　PLE　are　estimated　as　DIS．　These　are　reasonable　fbr　the　scenario
too．　First，　Scene　13min　in　TV　program　P　I　is　described　as　fbllows：
Scenel30Mcer　tells　Leckie　that　the　army　is　looking　for　the　man　who　stole　his　shoes．
This　scene　has　two　aspects，　one　is　that　Leckie　and　his　oMcer　are　pleased　to　steal　some
good　stUffs，　another　is　that　Leckie　gets　a　strong　warning　by　his　oMcer．　I　tagged　this
scene　as　the　former，　but　the　subj　ect　might　felt　as　the　latter。　Next，　Scene　24　min　in　TV
program　P　l　is　described　as　fbllows：
Scene24　General　says，‘‘Japs　headed　your　way．　Hold　your　fire　as　long　as　possible，　over．
　　　　We　donft　have　enough　men．．”
This　scene　means　that　the　time　has　come　to　die　fbr　all　soldiers．　When　I　tagged　this　as
PLE，　I　misunderstood　what　this　scene　represents．　I　took　this　scene，“Hey　men！We　can
fight　and　kill　Japanese　soldiers　at　last！”However，　the　subject　might　feel　correctly．
　　　One　of　eighteen　PLE　are　estimated　as　FEA．　Scene　22　min　in　TV　program　P　l　is
described　as　fbllows：
Scene22　Talk　with　OMcer　about　the　mission．　He　gives　tobacco．
This　scene　represents　the　officer　comically　but　the　detail　of　his　talk　is　fearfU1．　For　this
reason，　it　is　reasonable　that　the　subj　ect　felt　fear　in　this　scene．
　　　One　of　eighteen　PLE　are　estimated　as　SUR．　Scene　6　min　in　TV　program　Pl　is
described　as　fbllows：
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Scene6　Basilone　is　fU11　ofhis　blood．　Basilone　Moves．．
It　is　reasonable　that　the　su切ect　was　surprised　to　watch　this　scene　because　Basilone’s
face　is　fU11　ofgood．　However，1　knew　that　the　blood　was　not　his，　then　I　tagged　this　scene
as　PLE　but　SUR　seems　to　be　appropriate　because　the　subj　ect　did　not　know　where　the
blood　came丘om．
　　　All　of　SAD　successfUlly　agree　with　the　subj　ect’s　emotion．　The　reason　is　not　clear
but　it　is　reasonable　that　sadness　itself　is　articulate　emotion．
　　　Only　two　of　five　SUR　agree　with　the　estimates．　One　of　five　SUR　is　estimated　as
DIS．　Scene　32　min　in　TV　program　P　l　is　described　as　fbllows：
Scene32　Basilone　is　moving　to　get　ammo　and　down　by　blast　wave．
Itook　this　as　SUR　because　of　the　blast　wave　but　the　subject　might　take　Basilone　died
by　the　l）last　wave．　For　this　reason，　it　is　natUral　that　the　subj　ect　felt　disgusting．
　　　Two　of　five　SUR　are　estimated　as　PLE．　First，　Scene　35　min　in　TV　program　Pl　is
described　as　fbllows：
Scene35　Aid　station．　Basilone　got　burn　injury　with　his　hands．　He　is　looking　for
　　　　Sergeant　Rodriguez．
This　scene　represents　SUR　because　it　is　first　time　when　we　realize　that　basil　one　got
burn　injury　with　his　hands．　However，　I　can　understand　why　the　subj　ect　felt　pleasure．
From　Scene　25　to　33，　the　hard　attack　continues　and　the　subj　ect　feels　fear　or　disgusting．
Then　Scene　35　can　be　taken　as‘‘after　battle．”Therefbre　I　can　understand　that　the　subj　ect
continued　to　feel　pleasure．　Second　Scene　37　min　in　TV　program　P　l　is　described　as
follows：
Scene37　Basilone　continues　looking　for　Rodriguez　and　finds　his　body．
Ithink　this　is　mere　time　lag　because　the　subj　ect　felt　sadness　at　Scene　38．
Chapter　5　Analysis　of　the　EEG　Data 113
5．8 Discussion　for　the　Result　of　Chapter5
The　overall　aim　ofthe　study　in　this　chapter　was　to　investigate　the　characteristics　of　the
EEG　and　develop　a　method　fbr　detecting　human　emotion　through　the　EEG．
　　　τbachieve　the　fbmler　goal，　I　conducted　experiments　and　calculated　the　SPDF　based
on　KM20．　The　pattem　of　the　SPDF　was　a　little　strange　because　it　seemed　to　be　a　com－
bination　of　cyclic　components　and　non－linear　components．　For　example，丘om　Figure
5．9，the　EEG　ofExperiment　l　is　regarded　to　1）e　mainly　composed　ofcyclic　components
because　the　components　ofthe　SPDF　are　divided　two　clusters　as　discussed　in　Chapter　4．
On　the　other　hand，　the　EEG　ofExperiment　2　are　regarded　to　be　composed　ofnon－linear
components　because　the　components　ofthe　SPDF　are　not　clearly　divided　but　the　value
of　some　non－linear　components　are　high．
　　　Therefbre，　I　conducted　some　simulation　to　compare　with　the　SPDF　of　Experiment
2．Comparing　the　result　of　the　SPDF　with　some　simulations，　I　made　a　hypothesis　that
the　EEG　of　Experiment　2　are　mainly　composed　of　non－linear　dynamics　components．
Further　more，丘om　the　results　ofExperiment　l　and　2，　I　made　a　hypothesis　that　the　EEG
is　sometimes　mainly　composed　of　cyclic　components　and　sometimes　mainly　composed
of　non－linear　dynamics　components．　These　hypotheses　can　be　extended　to　the　other
hypothesis　that　the　proportion　of　non－linear　dynamics　components　is　related　to　one’s
emotlon．
　　　Tb　investigate　these　hypotheses，　I　conducted　Experiment　P　l　to　examine　whether
chaos　analysis　can　detect　one’s　emotion．　For　this　examination，　I　used　LE　because　this
measure　is　the　most　sophisticated　than　other　measures　fbr　the　chaos　analysis．　LE　rep－
resents　mathematical　characteristics　naturally　but　it　is　doubtfUl　to　calculate　LE　by　using
real，　noisy　data　such　as　the　EEG．　To　make　up　fbr　the　drawback　of　LE，　I　compared
LE　with　the　SPDF　and　examined　stationarity　conditions　of　the　EEG　As　the　result，　I
confirmed　that　LE　behave　just　as　the　SPDF　does　for　the　EEG　and　most　of　window　of
the　EEG　satisfy　stationarity　conditions．　This　result　means　that　the　LE　are　relial）le　fbr
detecting　changes　fbr　the　EEG　under　the　condition　of　stationarity．
　　　To　examine　the　relation　betWeen　one’s　emotion　and　LE，　I　watched　the　TV　program
and　tagged　each　emotion　minute　by　minute．　This　detection　may　depend　on　researcher’s
decision，　and　then　I　illustrated　the　rough　scenario　in　Table　5．3．　The　result　ofthe　regres－
sion　analysis，　I　con血㎜ed　that　LE　might　relate　to　one，s　emotion．
　　　Moreover，　Figure　5．31　shows　that　human　emotion　and　the　proportion　of　the　non－
linear　dynamics　components　of　each　location　on　human　scalp　are　related　each　other。
For　example，　when　one　feels　disgusting，　the　non－linear　dynamics　components　on丘ontal
cortex　strengthen．　Likewise，　when　one　feels　fear，　the　non－linear　dynamics　components
on　occipital　area　weaken．　On　the　other　hand，　when　one　feels　pleasure，　the　non－linear
dynamics　components　on　occipital　area　strengthen．　Sadness　and　surprise　seem　to　be
unclear　but　may　relate　to　asymmetric　characteristics．
5．8．1Future　Works
Several　fUtUre　works　remain　in　this　research．　First，　more　experiments　are　needed　to
confirm　the　results．　In　this　study，　the　number　of　subject　is　only　one．　It　seems　enough
to　investigate　the　EEG　and　to　establish　some　hypotheses　fbr　detecting　human　emotion．
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However，　to　generalize　the　results　from　this　experiment　and　confirm　the　hypotheses，
more　experiments　with　many　subj　ects　are　needed．　Second，　to　develop　a　design　of　ex－
periment　is　needed．　In　this　study，1　confirmed　the　relation　between　LE　of　the　EEG　and
one’s　emotion　but　it　does　not　mean　that　the　method　can　predict　human　emotion．　To
predict　human　emotion　by　using　the　EEG，　it　is　necessary　to　develop　general　model　to
predict　human　emotion　or　develop　individual　model　with　some　calibration　experiment．
Chapter　6
Discussion　and　Future　Works
In　this　dissertation，　I　fbcused　on　a　change　point　in　non－linear　fbr　the　purpose　of　inves－
tigation　of　time　series．　Detecting　a　change　point　in　non－linear　is　applicable　fbr　various
phenomena　because　most　of　time　series　itself　do　not　satisfy　stationarity　conditions　as　I
have　shown　in　Chapter　3，4and　5．
　　　KM20　is　powerfUI　tool　fbr　investigating　time　series　whose　characteristics　is　un一
㎞o㎜．Early　KM20　was　limited　to　stationary　time　series　and　most　of　results　were
existence　of　causality．　About　ten　years　ago，　Okabe　et　al．［98］developed　Test（ABN）to
extend　to　time　series　which　do　not　necessarily　satisfy　stationarity　conditions　by　apply－
ing　sliding　window．　Test（ABN）utilizes　the　idea　that　if　a　sliding　window　do　not　satisfy
stationarity　conditions，　the　window　is　regarded　that　there　is　a　change　ofsome　stmcture
relating　to　non－linear　dynamics．　Test（ABN）was　applied　various　time　series　especially
stock　market　data．　However，　Test（ABN）does　not　have　fUrther　information　about　the
dynamics　ofthe　window　because　Test（ABN）has　only　information　about　stationarity．
　　　The　pDF　and　the　SPDF　proposed　in　this　dissertation　are　extension　ofTest（D）。　Test（D）
calculates　causality　values　of　determinacy　for　each　non－linear　transformed　time　series
which　satisfシstationarity　condition．　Then　Test（D）selects　a　non－linear　transformed　time
series　whose　causality　value　is　maximum．　The　pDF　and　the　SPDF　are　similar　to　Test（D）
1）ut　the　concept　is　quite　different．　The　pDF　and　the　SPDF　fbcus　on　making　metric　relat－
ing　to　non－linear　characteristics．　Tb　make　the　metric，　the　pDF　and　the　SPDF　calculate
causality　value　but　do　not　care　about　stationarity　condition．　Moreover，　the　pDF　and　the
SPDF　use　all　of　causality　value　of　non－linear　transformed　time　series．　This　seems　to
be　quite　simple　idea　but　this　idea　makes　it　possible　to　treat　non－linear　characteristics
fbr　time　series．　This　means　that　we　can　investigate　non－linear　property　fbr　various　time
series．
　　　To　demonstrate　this　usefUlness，　I　examined　various　types　of　time　series．　First，　I
investigated　the　POS　data　of　some　shampoo　l）rands　as　the　simplest　time　series　in　this
dissertation．　Brand　sales　volume　is　usually　thollght　to　have　weekly　and　yearly　period－
icity．　By　using　the　proposed　method，　I　tried　to　contribute　a　method　to　one　of　big　mar－
keting　problems，　long－term　advenising　effects　on　sales　for　ROI．　The　me血od　focuses　on
changes　in　non－linear　dynamics　ofsales　when　advertising　has　long－term　effects　on　sales．
In　this　research，　weekly　sales　volume　is　used　to　avoid　weekly　periodicity　and　the　cate－
gory　of　brands　are　thought　to　be　usually丘ee　from　yearly　periodicity．　Previous　works
for　the　POS　data　have　focused　on　direct　effects　of　advertising　on　sales　by　using　some
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regression　analysis．　These　approaches　have　enabled　us　to　examine　short－term　effects，
but　marketers　have　been　concerned　with　long－term　and　indirect　effects　such　as　brand
equity．　In　this　dissertation，1　examined　such　indirect　effect　by　using　non－linear　change
point　analysis　as　described　in　the　discussion　of　Chapter　3．　The　results　showed　that　the
proposed　method　is　usefU1　to　check　a　change　in　non－linear　dynamics．　When　an　adver－
tising　campaign　does　not　change　in　non－linear　dynamics　of　sales，　we　can　regard　that
the　advertising　does　not　have　long－term　effects．　However，　when　an　advertising　changes
in　non－linear　dynamics　of　sales，　the　result　does　not　mean　that　the　advertising　has　long－
term　effects　on　sales．τb　con且㎜whether　the　change　in　non－1inear　dynamics　brings　in
ahealthy　long－term　profit，　the　investigation　of　detail　of　non－linear　dynamics　must　be
needed．　It　is　necessary　to　develop　the　methodology　fbr　improving　them　drastically．
　　　Second，　I　investigated　monthly　sunspot　number　data　which　is　composed　of　peri－
odicity　and　non－linear　dynamics．　Periodicity　has　been　usually　treated　by　using　AR　or
ARIMA　model．　This　procedure　is　called‘‘seasonal　a（ljustment．”The　model　of　the　sea－
sonal　a（加stment　is　composed　of　the　trend　component　T（’），　AR　component　A（’），　the
seasonal　component　5「（’）and　the　irregular　componentε（’），then　the　time　series．X（’）is
defined　by：
　　　　　　　　　　　　　　　　　　　　　X（’）＝T（’）→－A（’）十5て’）一トε（’），　　　　　　　　　　　　　　　　　（6．1）
and　S（’）is　usually　defined　by：
s（t）＝s（t－P）＋v（t）， （6．2）
where　p　represents　the　length　ofa　season，　fbr　example，　p＝12fbr　monthly　time　series．
The　seasonal　a（加stment　may　be　usefUl　if　p　can　be　assumed　to　be　stable．　Because　p
of　the　sunspot耳umber　data　is　not　stable　as　discussed　in　Chapter　4，　we　can　not　apply
the　seasonal　a（ljustment　to　the　sunspot　number　data．　The　results　by　proposed　method　in
Chapter　4　are丘ee　from　p．　Therefbre，　the　result　is　more　reliable　than　previous　works．
Moreover，　Chapter　4　demonstrates　a　prediction　by　comparing　today’s　dynamics　with
past　dynamics．　This　means　that　detecting　non－linear　property　makes　it　possible　to　pre－
dict　fUture．
　　　Finally，　I　investigated　the　EEG　data　as　highly　complex　time　series　data．　The　EEG
has　been　treated　as　periodic　time　series　by　experimental　psychologists．　They　have　fb－
cused　on丘equency　domain　and　measured　the　strength　of　alpha，　beta，　theta　and　gamma
wave．　On　the　other　hand，　the　EEG　has　been　treated　as　chaotic　time　series　l）y　non－linear
physicians　and　mathematicians．　It　is　important　fbr　analyzing　the　EEG　to　consider　both
periodic　components　and　non－linear　dynamics　components．　For　this　reason，　the　pro－
posed　approach　in　Chapter　5　is　better　suited」f（）r　investigating　the　EEG．
　　　In　Chapter　5，　I　used　LE　instead　ofthe　SPDF　because　LE　is　better　suited　fbr　detecting
one’s　emotion　by　using　the　EEG．　This　is　a　prototypical　example　fbr　applying　KM20　to
various　data　that　we　do　not　know　its　characteristics．　As　summaly　of　this　dissertation，　I
describe　a　general　time　series　analysis　as　fbllows：
1．Check　ifthe　time　series　has　enough　length　to　analyze。　Ifit　has　more　than／V＝100，
　　go　to　next　step．
2．If　the　length　of　time　series　is　near　2＞＝100，　you　can　only　calculate　the　pDF　and
　　investigate　the　components　ofthe　pDF，　Test（ABN）is　sometimes　usefUl．
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3．If　the　length　of　time　series　is　enollgh　long，　for　example　IV＝10，000，　you　can
　　calculate　both　the　pDF　and　the　SPDF．
4．First　thing　you　must　do　is　to　examine　whether　the　time　series　has　periodic　prop－
　　erty．　To　examine　this，　you　must　conduct　the　procedure　described　in　Chapter　4，
　　then　determine　whether　the　time　series　has　periodic　property．　If　the　time　series
　　has　periodic　property，　you　can　detect　how　long　the　period．
5．Second　thing　you　must　do　is　to　investigate　the　dynamics　ofthe　time　series．　Ifyou
　　want　to　detect　change　points　from　time　series，　you　must　conduct　the　procedure
　　described　in　Chapter　4．　If　you　want　detect　characteristics　ofnon－linear　property，
　　you　must　conduct　the　procedure　described　in　Chapter　5．
6．When　you　accomplished　to　detect　the　existence　ofperiodicity　and　the　characteris－
　　tics　ofnon－1inear　property，　you　can　conduct　other　methods　such　as　chaos　analysis，
　　AR　models，　Regressions　and　so　on　because　the　basic　and　necsesary　information
　　is　already　obtained　by　KM20．
　　　1　hope　that　the　proposed　procedure　above　is　one　ofthe　improvement　for　establishing
amethod　fbr“ffom　data　to　model”（DM）discussed　in　Chapter　l．
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Appendix
Non圏linearTr nsformationforSPDF
????，??
Table　A．1：’－th　non－linear　transformation　which　correspond　to　each　component　of　the
SPDE
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