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К44 Модели и методы решения непрерывных задач оптимального разбиения мно-
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ка, 2013. –  с. 
 
 Излагается  математическая  теория непрерывных задач оптимального разбиения множеств 
n-мерного евклидова пространства, являющихся неклассическими задачами бесконечномерного 
математического программирования. Особое внимание уделяется наиболее сложным задачам, 
характеризующимся нелинейностью критериев оптимальности разбиения, наличием дополни-
тельных ограничений, динамическим характером параметров. Рассматриваются также модели и 
методы решения непрерывных задач оптимального разбиения множеств, возникающих при 
управлении распределенными системами, в частности, системами параболического типа. Приво-
дится широкий спектр практических приложений непрерывных задач оптимального разбиения 
множеств и родственных с ними задач оптимального покрытия, геометрического проектирова-
ния. Описываются некоторые направления дальнейшего развития теории и методов решения 
непрерывных задач оптимального разбиения множеств. 
  Для специалистов в области вычислительной и прикладной математики, научных работни-
ков, аспирантов и студентов, интересующихся современными проблемами теории оптимизации, 
в том числе недифференцируемой, математическим моделированием, проблемами территориаль-
ного планирования, оптимального размещения объектов различной природы в заданной области,  
других задач, сводящихся к моделям оптимального разбиения множеств. 
  
 Викладається   математична   теорія   неперервних   задач  оптимального  розбиття  множин 
n-вимірного евклідового  простору, які є некласичними задачами нескінченновимірного матема-
тичного програмування. Особлива увага приділяється найбільш складним задачам, що характе-
ризуються нелінійністю критеріїв оптимальності розбиття, наявністю додаткових обмежень, 
динамічним характером деяких параметрів. Розглядаються також моделі і методи розв’язання 
неперервних задач оптимального розбиття множин, що виникають у випадку керування 
розподіленими системами, зокрема, системами, поведінка яких описується диференціальними 
рівняннями параболічного типу. Наводиться широкий спектр практичних застосувань непере-
рвних задач оптимального розбиття множин та споріднених із ними задач оптимального покрит-
тя, геометричного проектування. Описуються деякі напрями подальшого розвитку теорії і 
методів розв’язання неперервних задач оптимального розбиття множин. 
 Для фахівців у галузі обчислювальної та прикладної математики, науковців, аспірантів та 
студентів, які цікавляться  сучасними проблемами теорії оптимізації, в тому числі недиференці-
йованої, математичним моделюванням, проблемами територіального планування, оптимального 
розміщення об'єктів різної природи в заданій області, інших завдань, що зводяться до моделей 
оптимального розбиття множин. 
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Теория непрерывных задач оптимального разбиения множеств (ОРМ) 
представляет собой активно развивающееся направление современной теории 
оптимизации. Интерес к непрерывным моделям оптимального разбиения 
множеств, с одной стороны, вызван тем, что к указанным моделям сводится в 
математической постановке достаточно широкий класс как теоретических, 
так и практических задач оптимизации. Типичными представителями непре-
рывных задач ОРМ являются бесконечномерные транспортные задачи, или 
более общие – бесконечномерные задачи размещения предприятий с одно-
временным разбиением данного региона, непрерывно заполненного потреби-
телями, на области потребителей, каждая из которых обслуживается одним 
предприятием, с целью минимизации транспортных и производственных за-
трат. В роли потребителей здесь могут выступать также телефонные абонен-
ты, школьники, избиратели, точки орошаемой территории, пациенты для ди-
агностики заболеваний и т. д. 
Необходимость в рассмотрении бесконечномерных задач размещения воз-
никает тогда, когда потребителей «очень много», например, в задачах о теле-
фонных, радио-, телеабонентах, о школьных регионах, об избирательных ок-
ругах и т. п., и формулировка задачи размещения как дискретной математи-
ческой модели становится нецелесообразной из-за трудностей, связанных с 
решением задач чрезмерно большой размерности. 
Кроме того, встречаются задачи, сводящиеся к задачам оптимального раз-
биения, у которых множество, разбиваемое на подмножества, уже изначально 
континуально по своей структуре. Это, например, задача отыскания областей 
притяжения локальных минимумов некоторой многоэкстремальной функции; 
непрерывные задачи о шаровом покрытии; задачи отыскания узлов опти-
мальных кубатурных формул для вычисления интегралов; при вычислении 
решающих правил в нелинейных задачах целочисленного стохастического 
программирования; в теории статистических решений при разбиении про-
странства признаков на непересекающиеся классы; задачи, в которых разме-
щаемый объект рассматривается не как точечный, а как протяженный (так 
называемые задачи планировки). 
С другой стороны, интерес к непрерывным моделям оптимального раз-
биения множеств обусловлен тем, что эти модели являются еще одним ис-
точником, порождающим негладкие задачи. 
Основы математической теории непрерывных задач оптимального разбие-
ния множеств n-мерного евклидова пространства на подмножества, являю-
щихся неклассическими задачами бесконечномерного математического про-
граммирования с булевыми переменными, заложены в работе [65].  Здесь  же 
приведена обширная библиография, а также широкий спектр практических 
приложений непрерывных задач оптимального разбиения множеств и родст-
венных с ними задач: оптимального покрытия,  геометрического проектиро-
вания, классификации и кластеризации.  
В теории непрерывных задач ОРМ, см. [65] сформировался ряд направле-
 9 
ний, обусловленных как различными сферами ее приложений, так и типами 
математических постановок задач разбиения. Это: 
– детерминированные линейные и нелинейные, однопродуктовые и мно-
гопродуктовые задачи ОРМ при ограничениях, как с заданным положением 
центров подмножеств, так и с отысканием оптимального варианта их распо-
ложения; 
– задачи оптимального разбиения множеств в условиях неопределенности, 
для снятия неопределенности в которых предлагается применять либо мате-
матический аппарат стохастического бесконечномерного математического 
программирования (если часть исходной информации имеет вероятностный 
характер), либо аппараты нечётких множеств и нечёткой логики (если пара-
метры, входящие в описание моделей, являются нечёткими, неточными, не-
достоверными и т. д.); 
– динамические задачи оптимального разбиения с критерием оптимально-
сти, зависящим от фазовых траекторий и управления некоторой заданной 
управляемой системы; 
– непрерывные задачи о шаровом покрытии, сводящиеся к задачам ОРМ.  
Для решения приведенных классов задач оптимального разбиения мно-
жеств предложен единый подход, в основе которого лежит следующая идея. 
Исходные задачи ОРМ, которые математически сформулированы как беско-
нечномерные задачи оптимизации, сводятся определенным образом (напри-
мер, через функционал Лагранжа) к вспомогательным конечномерным не-
гладким задачам максимизации либо негладким задачам максимина, для чис-
ленного решения которых применяются современные эффективные методы 
недифференцируемой оптимизации, а именно различные модификации r-ал-
горитма Н. З. Шора. Особенностью такого подхода для линейных задач ОРМ 
является тот факт, что решение исходных бесконечномерных задач оптими-
зации удается получить аналитически в явном виде, причем в аналитическое 
выражение могут входить параметры, отыскиваемые как оптимальное реше-
ние вышеназванных вспомогательных конечномерных задач оптимизации с 
негладкими целевыми функциями.  
Центральным этапом в математическом обосновании предложенных ме-
тодов ОРМ является формулирование необходимых условий оптимальности, 
на которых основывается разработка численных алгоритмов решения задач 
ОРМ. В каждом из рассмотренных типов задач ОРМ такие условия получены 
с использованием своего теоретического аппарата, в зависимости от специ-
фики данной конкретной задачи. В настоящее время ведутся исследования, 
направленные на создание единой теоретической базы для построения общих 
необходимых и достаточных условий оптимальности для широкого класса 
задач ОРМ, на основе аппарата теории функций множеств [46, 49, 50].  
Изложенный в данной монографии теоретический материал представляет 
собой результат последовательного продолжения научных исследований для 
нелинейных и динамических задач ОРМ, проводимых в рамках научной шко-
лы доктора физико-математических наук, профессора, заслуженного деятеля 
науки и техники Украины Е. М. Киселевой при Днепропетровском нацио-
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нальном университете имени Олеся Гончара.  
Первая глава монографии имеет вводный характер,  содержит ряд матема-
тических моделей непрерывных задач оптимального разбиения множеств, их 
классификацию, а также алгоритмы решения линейных однопродуктовых и 
многопродуктовых непрерывных задач ОРМ как с заданным положением 
центров подмножеств, так и с отысканием неизвестных заранее координат 
этих центров. Такие задачи  наиболее изучены на сегодняшний день. Методы 
и алгоритмы их решения представляют собой основу для разработки матема-
тического аппарата решения более сложных задач ОРМ, характеризующихся, 
например, нелинейностью критериев оптимальности разбиения, наличием 
дополнительных ограничений в задаче, динамическим или стохастическим 
характером некоторых параметров задачи.  
Вторая глава посвящена методам решения нелинейных задач оптимально-
го разбиения множеств, как однопродуктовых, так и многопродуктовых, с 
различными дополнительными ограничениями на разбиение, как с заданны-
ми, так и с неизвестными заранее координатами центров подмножеств, со-
ставляющих оптимальное разбиение множества. В отличие от линейных за-
дач ОРМ, подробно рассмотренных в [65], для которых оптимальное решение 
исходной бесконечномерной задачи удается найти в явном виде, в нелиней-
ном случае отыскание оптимального решения исходной бесконечномерной 
задачи сводится к отысканию решения некоторого вспомогательного опера-
торного уравнения с параметрами. 
В третьей главе рассматриваются динамические задачи оптимального раз-
биения множеств с функционалом, линейным относительно  переменной со-
стояния. Приведены методы решения динамических задач ОРМ, в которых 
само разбиение может носить как статический, так и динамический характер, 
то есть границы между подмножествами в течение рассматриваемого периода 
времени могут либо оставаться неизменными, либо быть подвижными.   
В четвертой главе речь идёт о разработке методов решения динамических 
задач оптимального разбиения множеств, в которых либо функционал каче-
ства разбиения, либо дифференциальное уравнение, описывающее изменение 
состояния рассматриваемой системы, обладают свойством нелинейности.  
Пятая глава содержит описание моделей и методов решения динамиче-
ских задач оптимального разбиения множеств, возникающих при управлении 
распределенными системами, в частности, такими, поведение которых опи-
сывается дифференциальными уравнениями параболического типа.  
В шестой главе приведены различные приложения моделей и методов 
теории непрерывных задач оптимального разбиения множеств.  Продемонст-
рирована возможность применения математического и алгоритмического ап-
парата решения непрерывных задач ОРМ для: построения диаграммы Воро-
ного и различных ее вариаций, имеющих широкий спектр практических при-
ложений; построения оптимальных квадратур; поиска глобального оптимума 
в задачах многомерной оптимизации; решения непрерывных задач оптималь-
ного шарового покрытия; решения некоторых задач охраны окружающей 
среды. 
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В седьмой главе представлены некоторые направления дальнейшего раз-
вития теории и методов решения непрерывных задач оптимального разбиения 
множеств. 
Предложенные в монографии методы решения задач ОРМ теоретически 
обоснованы, и на их основе разработаны алгоритмы, составной частью кото-
рых, как правило, является r-алгоритм Н. З. Шора или его модификации. Все 
алгоритмы программно реализованы и протестированы на модельных зада-
чах. 
Использованные  в  настоящей  монографии  программные реализации 
различных  вариантов  r-алгоритма  разработаны  в  Институте  кибернетики  
им. В. М. Глушкова под руководством академика НАН Украины, доктора 
физико-математических наук, профессора Н. З. Шора и его учениками. 
Монография написана по совместным результатам исследований авторов 
с  представителями  научной  школы  доктора  физико-математических наук 
Е. М. Киселевой кандидатами физико-математических наук: С. А.Ус, Л. И. 
Лозовской, Т. Ф. Степанчук, М. С. Дунайчук, Я. Е. Кадочниковой, В. А. Стро-
евой, а также младшими научными сотрудниками Т. А. Шевченко, аспирант-
кой А. А. Жильцовой. 
Авторы искренне признательны Н.В. Балейко за оформление рукописи. 
Надеемся, что монография будет интересна и полезна как начинающим, 
так и опытным исследователям в области бесконечномерного математическо-
го программирования, а также для практиков, которые занимаются решением 
проблем территориального планирования, оптимального размещения объек-
тов различной природы в заданной области, других задач, сводящихся к мо-
делям оптимального разбиения множеств.  
 





Глава  1 
 СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ  
НЕПРЕРЫВНЫХ ЗАДАЧ ОПТИМАЛЬНОГО 
РАЗБИЕНИЯ МНОЖЕСТВ 
 
1.1. МАТЕМАТИЧЕСКИЕ МОДЕЛИ  
НЕПРЕРЫВНЫХ ЗАДАЧ ОПТИМАЛЬНОГО  
РАЗБИЕНИЯ МНОЖЕСТВ N-МЕРНОГО  
ЕВКЛИДОВА ПРОСТРАНСТВА En  
НА ПОДМНОЖЕСТВА 
 
1.1.1. Непрерывные линейные однопродуктовые задачи  
оптимального разбиения множеств 
 
1.1.1.1. Непрерывные линейные однопродуктовые задачи 
оптимального разбиения множеств из Еn 
без ограничений как с заданным положением центров 
подмножеств, так и с неизвестными заранее 
координатами этих центров 
 
 Сформулируем сначала самую простую непрерывную линейную зада-
чу оптимального разбиения множеств (ОРМ), а именно однопродуктовую 
задачу ОРМ без ограничений с заданными координатами некоторых, ха-
рактерных для каждого подмножества, точек, назовем их "центрами" 
подмножеств, см. [65]. 
 Пусть Ω – ограниченное,  измеримое  по  Лебегу  множество  в   n-мер-
ном евклидовом пространстве Еn. 
 Совокупность измеримых по Лебегу подмножеств Ω1,...,ΩN из Ω Еn 
назовем возможным разбиением множества Ω на его непересекающиеся 




Ω = Ω, mes(Ωi ∩ Ωj) = 0, i≠j, i, j =1,..., N, 
где mes(·) означает меру Лебега. 
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 Обозначим класс всех возможных разбиений множества Ω на непере-
секающиеся подмножества Ω1,..., ΩN, через 
N , т. е.  
N




Ω = Ω, mes(Ωi ∩ Ωj) = 0, i≠j, i, j =1,...,N}. 
 Введем функционал  





(c(x, τ )+a )ρ(x)dx , 
где функции с(х, τi) – действительные, ограниченные, определенные на Ω 
х Ω, измеримые по х при любом фиксированном τi = (
(1) (n)
i iτ ,...,τ ) из Ω для 
всех i = 1,...,N; ρ(x) – ограниченная, измеримая, неотрицательная на Ω 
функция; а1,..., аN – заданные неотрицательные числа. 
 Здесь и в дальнейшем интегралы понимаются в смысле Лебега. Будем 
считать, что мера множества граничных точек Ωi, i = 1,..., N, равна нулю. 
 Тогда под непрерывной линейной однопродуктовой задачей опти-
мального разбиения множества Ω из Еn на его непересекающиеся 
подмножества Ω1,..., ΩN (среди которых могут быть и пустые) без ог-
раничений с заданными координатами центров τ1,..., τN подмножеств 
Ω1,..., ΩN, соответственно, будем понимать следующую задачу. 
 
 Задача А1. Найти 
N
1 N Ω{Ω ,..., Ω }
min F({Ω1,..., ΩN }), 
где   










) Ω; τ = (τ1,..., τN) 
N
Ω ... Ω =Ω
N
; τi = (
(1) (n)
i iτ ,..., τ ); а1,...,аN 
– заданные неотрицательные числа. 
 Разбиение * *1 N{Ω ,..., Ω } , являющееся решением задачи А1, назовем оп-
тимальным. 
 На рис. 1.1 изображено разбиение множества Ω Е2 на три подмноже-
ства Ω1, Ω2, Ω3 с центрами τ1, τ2, τ3 этих подмножеств, соответственно. 





0, x \ , i = 1,..., N,
 





Рис. 1.1. Разбиение множества Ω на три подмножества 
 






(c(x, τ )+a )ρ(x)λ (x)dx , 
где 
 Г1 = {λ(х) = (λ1(х),..., λN(х)): 
    
N
i=1
λі(х) = 1 почти всюду (п. в.) для х Ω, 
  λі(х) = 0 1  п. в. для х Ω,  і = 1,..., N}; 
 τ = (τ1,..., τN) – заданный вектор из Ω
N
. 
 Под непрерывной линейной однопродуктовой задачей оптималь-
ного разбиения множества Ω из Еn на его непересекающиеся подмно-
жества Ω1,..., ΩN (среди которых могут быть и пустые) без ограничений 
с отысканием координат центров τ1,...,τN подмножеств Ω1,..., ΩN соот-
ветственно, будем понимать следующую задачу. 
 
Задача А2. Найти 






(c(x, τ )+a )ρ(x)dx , 
{Ω1,..., ΩN}
N
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х = ( (1) (n)x ,..., x ) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
 Перепишем задачу А2 в терминах характеристических функций λі(х) 
подмножеств Ωі, і=1,.., N, в следующем виде. 
 







(c(x, τ )+a )ρ(x)λ (x)dx , 
где 
 Г1 = {λ(х) = (λ1(х),..., λN(х)): 
    
N
i=1
λі(х) = 1  п. в. для х Ω, 
  λі(х) = 0 1  п. в. для х Ω, і = 1,...,N}; 




1.1.1.2. Непрерывные линейные однопродуктовые задачи опти-
мального разбиения множеств из Еn при ограничениях как с  за-
данным положением центров подмножеств, так и  с неизвест-
ными заранее координатами этих центров 
 
 Под непрерывной линейной однопродуктовой задачей оптималь-
ного разбиения множества Ω из Еn на его непересекающиеся подмно-
жества Ω1,..., ΩN (среди которых могут быть и пустые) при ограничени-
ях в форме равенств и неравенств с заданными координатами цен-
тров τ1,...,τN подмножеств Ω1,...,ΩN, соответственно, будем понимать 
следующую задачу. 
  
 Задача А3. Найти 






(c(x, τ )+a )ρ(x)dx  
при условиях 
iΩ
ρ(x)dx = bi, i = 1, ..., р, 
iΩ











) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω; b1,..., bN – заданные неотри-







b , 0 < bi ≤ S, i = 1, ..., N. 
 Перепишем задачу А3 в терминах характеристических функций λі(х) 
подмножеств Ωі, і = 1,.., N, в следующем виде. 
  






(c(x, τ )+a )ρ(x)λ (x)dx , 
где 
 Г2 = {λ(х): λ(х) Г1 п. в. для х Ω;  
    i
Ω
ρ(x)λ (x)dx = bi, i = 1,..., р, 
    i
Ω
ρ(x)λ (x)dx ≤ bi, i = р+1,..., N }; 
 Г1 = {λ(х) = (λ1(х),..., λN(х)): λі(х) = 0 1 п. в. для х Ω, і = 1,..., N, 
     
N
i=1
λі(х) = 1  п. в. для х Ω}; 




 Под непрерывной линейной однопродуктовой задачей оптималь-
ного разбиения множества Ω из Еn на его непересекающиеся подмно-
жества Ω1,...,ΩN (среди которых могут быть и пустые) при ограничениях 
в форме равенств и неравенств с отысканием координат центров τ1,..., 
τN этих подмножеств, соответственно, будем понимать следующую за-
дачу. 
 
 Задача А4. Найти 






(c(x, τ )+a )ρ(x)dx  
при условиях 
iΩ
ρ(x)dx = bi, i = 1,..., р, 
iΩ
ρ(x)dx ≤ bi, i = р+1,..., N, 





Ω , τ = (τ1,..., τN) Ω
N
, 




) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω; а1,..., аN, b1,..., bN – заданные 








b , 0 < bi ≤ S, i = 1,..., N. 
 Перепишем задачу А4 в терминах характеристических функций λі(х) 
подмножеств Ωі, і=1,…, N, в следующем виде. 
 







(c(x, τ )+a )ρ(x)λ (x)dx , 
где 
 Г2 = {λ(х): λ(х) Г1 п. в. для х Ω;  
    i
Ω
ρ(x)λ (x)dx = bi, i = 1,..., р, 
                    i
Ω
ρ(x)λ (x)dx ≤ bi, i = р+1,..., N }; 
 Г1 = {λ(х) = (λ1(х),..., λN(х)): λі(х) = 0 1 п. в. для х Ω, і = 1,..., N, 
     
N
i=1
λі(х)=1 п. в. для х Ω}; 




1.1.2. Непрерывные линейные многопродуктовые задачи  
оптимального разбиения множеств  
 
 В данном разделе приведем математические постановки так называе-
мых "многопродуктовых" задач оптимального разбиения, являющихся 
обобщением задач из пункта 1.1.1 на случай, когда (например, в терминах 
бесконечномерной задачи размещения) каждый i-й производитель с коор-
динатой τi, i = 1,..., N, производит продукцию нескольких видов. 
 Пусть Ω – ограниченное,  измеримое  по  Лебегу  множество n-мерного 
евклидова пространства Еn. 
 Совокупность измеримых по Лебегу подмножеств 1 11 NΩ ,..., Ω ,...,  
j j2 2 M M




разбиением  множества Ω Еn на N подмножеств по каждому из M про-





Ω = Ω, j=1,..., M, mes( j j
i kΩ Ω ) = 0,  
i ≠ k, i, k = 1,..., N, j = 1,..., M, 
причем τi = (
(1) (n)
i iτ ,..., τ ),  i = 1,..., N – общий центр для подмножеств 
1 M
i iΩ ,..., Ω , принадлежащий Ω. 
 На рис. 1.2 изображено возможное разбиение множества Ω Е2 на три 
подмножества Ω1, Ω2, Ω3 по каждому из двух "продуктов" (М = 2). 
Сплошной линией обозначена граница по 1-му продукту, пунктирной ли-
нией – граница по 2-му продукту, τi – общий центр для подмножеств 
1 2
i iΩ , Ω , i=1, 2, 3.   
 
Рис. 1.2. Возможное разбиение двухпродуктовой задачи на три подмножества: 
сплошные линии – граница по 1-му продукту;  
пунктирные линии – граница по 2-му продукту; 






Обозначим совокупность всех возможных разбиений множества Ω на N 
подмножеств по М продуктам через NMΩ , т. е.  
j1 MNM





Ω  = Ω, mes( j ji kΩ Ω ) = 0,  





Ω 11  
Ω 23  
Ω 22  Ω
1
2  










Ω 13  
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Под непрерывной линейной многопродуктовой задачей оптимального 
разбиения множества Ω Еn на его подмножества 
j1 M
1 NiΩ ,..., Ω ,..., Ω (среди которых могут быть пустые) при ограничениях 
в форме равенств и неравенств с заданным положением центров под-
множеств будем понимать следующую задачу. 
 
 Задача А5. Найти 
j1 M






















ρ (x)dx ≤ bi, i = р+1,..., N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }
NM
Ω , 
где τ = (τ1,..., τN) Ω
N




) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
 Здесь функции с
j
(х,τi) – действительные, ограниченные, определенные 
на Ω Ω, измеримые по х при любом фиксированном 
(1) (n)
i i i = (τ ,..., τ ) Ω для всех  i = 1,..., N, j = 1,..., M; функции ρ
j
(x) – огра-
ниченные, измеримые на Ω для всех j = 1,..., M; 1 M1 Na ,..., a , b1,..., bN – за-










b , 0 ≤ bi ≤ S, i = 1,..., N. 
 Точка τi = (
(1) (n)
i iτ ,..., τ ), соответствующая подмножеству 
j
iΩ , одна и та 
же для всех j = 1,..., M, является общим центром подмножеств 1 Mi iΩ ,..., Ω . 
 Будем считать, что мера множества граничных точек jiΩ , i = 1,..., N, 
j=1,..., M, равна нулю. 





1, x Ω ,
λ (x)=






iΩ , i = 1,..., N, j = 1,..., M. 
 Перепишем задачу А5 в терминах характеристических функций j
iλ (x)  
подмножеств j
i
Ω , i = 1,..., N, j = 1,..., M, в следующем виде. 
  







(c (x, τ )+a )ρ (x)λ (x)dx , 
где 
 Г4= {λ(х): λ(х) Г3 п. в. для х Ω;  





ρ (x)λ (x)dx = bi, i = 1,..., р, 





ρ (x)λ (x)dx ≤ bi, i = р+1,..., N }; 








N (х)):  
   
j
iλ (x) = 0 1  п. в. для x , і = 1,..., N, j = 1,..., M, 





(x) 1  п. в. для х Ω, j = 1,..., M }; 




 Под непрерывной линейной многопродуктовой задачей оптималь-
ного разбиения множества Ω Еn на его подмножества 
j1 M
1 NiΩ ,..., Ω ,..., Ω  (среди которых могут быть пустые) при ограничени-
ях в форме равенств и неравенств с отысканием координат центров 
подмножеств будем понимать следующую задачу. 
  
 Задача А6. Найти 
j1 M















ρ (x)dx = bi, i = 1,..., р, 








ρ (x)dx ≤ bi, i = р+1,..., N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }









) Ω; 1 M1 Na ,...,a ,b1,..., bN – заданные 










b , 0 ≤ bi ≤ S, i = 1,..., N. 
 Перепишем задачу А6 в терминах характеристических функций jiλ (x)  
подмножеств ji , і=1,…, N, j = 1,..., M, в следующем виде. 
 








(c (x, τ )+a )ρ (x)λ (x)dx , 
где 
 Г4= {λ(х): λ(х) Г3 п. в. для х Ω;  





ρ (x)λ (x)dx = bi, i = 1,..., р, 





ρ (x)λ (x)dx ≤ bi, i = р+1,..., N}; 








N (х)):  
λі(х) = 0 1 п. в. для х Ω, і = 1,..., N, 
   
N
i=1
λі(х) = 1 п. в. для х Ω}; 
 τ = (τ1,..., τN) Ω
N
. 
 В следующей постановке многопродуктовой задачи ОРМ кроме огра-
ничений в форме равенств и неравенств из задачи А6 присутствуют до-
полнительные ограничения, которые, например, для бесконечномерной 
транспортной задачи представляют собой ограничения на суммарные 
транспортные издержки по доставке продукции от i-го, i = 1,..., N, произ-
водителя к потребителям его сферы обслуживания. 
 Таким образом, под непрерывной линейной многопродуктовой за-




ва j1 M1 NiΩ ,..., Ω ,..., Ω  (среди которых могут быть пустые) при дополни-
тельных ограничениях с заданным положением центров подмножеств 
будем понимать следующую задачу. 
 
 Задача А7. Найти 
 
j1 M




























ρ (x)c (x, τ )dx l , i = 1,..., N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }
NM
Ω , 











) Ω; 1 M1 Na ,...,a , b1,..., bN, l1,..., lN – заданные действительные неотрица-
тельные числа, такие, что выполняются условия разрешимости задачи. 
 Перепишем задачу А7 в терминах характеристических функций 
j
i x подмножеств Ωі, і = 1,.., N, j = 1,..., M , в следующем виде. 
 







(c (x, τ )+a )ρ (x)λ (x)dx , 
где 
 Г5 = {λ(х): λ(х) Г3 п. в. для х Ω;  





ρ (x)λ (x)dx = bi, i = 1,..., р, 





ρ (x)λ (x)dx ≤ bi, i = р+1,..., N, 
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ρ (x)c (x, τ )λ (x)dx ≤ li, i = 1,..., N}; 








N (х)):  
   
j
iλ (x)  = 0 1  п. в. для х Ω, і = 1,..., N, j = 1,..., M, 




iλ (x) =1 п. в. для х Ω, j = 1,..., M}; 




 Под непрерывной линейной многопродуктовой задачей оптималь-
ного разбиения множества Ω Еn на его подмножества 
j1 M
1 NiΩ ,..., Ω ,..., Ω  (среди которых могут быть пустые) при дополни-
тельных ограничениях с отысканием координат центров подмно-
жеств будем понимать следующую задачу. 
 
 Задача А8. Найти 
j1 M




























ρ (x)c (x, τ )dx l , i = 1,..., N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }
NM
Ω , τ = (τ1,..., τN) Ω
N
 , 
где τi = (
(1) (n)




) Ω; 1 M1 Na ,...,a , b1,..., bN, l1,..., lN – 
заданные действительные неотрицательные числа, такие, что выполняют-
ся условия разрешимости задачи. 
 Перепишем задачу А8 в терминах характеристических функций 
j














(c (x, τ )+a )ρ (x)λ (x)dx , 
где 
 Г5= {λ(х): λ(х) Г3 п. в. для х Ω;  





ρ (x)λ (x)dx = bi, i = 1,..., р, 





ρ (x)λ (x)dx ≤ bi, i = р+1,..., N, 





ρ (x)c (x, τ )λ (x)dx ≤ li, i=1,..., N}; 








N (х)):  
     λі(х) = 0 1 п. в. для х Ω, і = 1,..., N,  
           
N
i=1
λі(х)=1 п. в. для х Ω}; 




 Непрерывная линейная однопродуктовая задача оптимального 
разбиения множества Ω Еn на его подмножества 1 NΩ ,..., Ω  (среди 
которых могут быть пустые) при дополнительных ограничениях с 
отысканием координат центров подмножеств яляется частным случаем 
задачи А8 и имеет следующий вид. 
 
 Задача А9. Найти 




({ ,..., }, ( ,..., )) i=1
min (c(x, τ )+a )ρ(x)dx  
при условиях  
i
i(x)dx b , i 1,...,p ,   (1.1.1) 
i
i(x)dx b , i p 1,..., N ,   (1.1.2) 
i
i ic(x, ) (x)dx l , i 1,..., N ,   (1.1.3) 
N
1 N{ ,..., } , 
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1 N( ,..., )
N , 
где  (1) (n)x (x ,..., x ) ; 1 Nb ,...,b , 1 Nl ,..., l  – заданные действительные 
числа, удовлетворяющие условиям непустоты множества допустимых 
решений задачи А9, которые будут сформулированы ниже. 
 Отметим, что задача А9 является бесконечномерным аналогом транс-
портной задачи (или непрерывной моделью задачи размещения-
распределения с ограничениями), где каждый потребитель x  связан 
только с одним производителем i , i 1,..., N . В такой интерпретации 
функция (x)  определяет спрос на производимый продукт в точках мно-
жества , функции ic(x, )  характеризуют стоимости транспортировки 
единицы продукта от i-го производителя в любую точку x  множества .  
 Условия (1.1.3), которые называются дополнительными ограничения-
ми, представляют собой ограничения на суммарные издержки по транс-
портировке продукции из i-го, i 1,..., N , пункта производства в пункты 
потребления его сферы обслуживания, т. е. ограничивают коммуникаци-
онные возможности соответствующих производителей.  
Условия же (1.1.1) – (1.1.2) можно рассматривать как ограничения на 
производственные мощности производителей. 
 Перепишем задачу А9 в терминах характеристических функций λі(х) 
подмножеств Ωі, і=1,.., N, в следующем виде. 
 





( ), i 1
min c(x, ) a (x) (x)dx , 
где  
Г6 = {λ(х): λ(х) Г1 п.в. для х Ω; 
 
 
i i(x) (x)dx b  , i 1,...,p , 
 
i i(x) (x)dx b , i p 1,..., N , 
 





1 i{ (x) : (x) 0 1 п. в. для x , i 1,..., N,  
 








1.1.3. Непрерывные нелинейные однопродуктовые задачи 
оптимального разбиения множеств 
 
 Приведём математическую постановку непрерывной нелинейной од-
нопродуктовой задачи оптимального разбиения множества Ω из Еn на 
его непересекающиеся подмножества Ω1,...,ΩN (среди которых могут 
быть и пустые) при ограничениях в форме равенств и неравенств с 
отысканием координат центров τ1,..., τN этих подмножеств соответст-
венно, см. [47]. 
 
Задача А10. 






( x dx) c(x, τ )ρ(x)dx  
при условиях 
iΩ
ρ(x)dx = bi, i = 1,..., р, 
iΩ
ρ(x)dx ≤ bi, i = р+1,..., N, 
{Ω1,..., ΩN}
N
Ω , τ = (τ1,..., τN) Ω
N
, 




) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
Здесь функции с(х, τi) – действительные, ограниченные, определенные 
на Ω х Ω, измеримые по х при любом фиксированном (1) (n)i i i = (τ ,...,τ )  из 
Ω для всех i = 1,..., N; ρ(x) – ограниченная, измеримая, неотрицательная на 
Ω функция; i (·), i = 1,...,N − действительные, ограниченные, выпуклые, 
дважды непрерывно дифференцируемые функции своего аргумента; 








b , 0 < bi ≤ S, i = 1,..., N. 
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 Перепишем задачу А10 в терминах характеристических функций λі(х) 
подмножеств Ωі, і=1,…, N, в следующем виде. 
 




i i i i
, i 1
min ( x x dx) c x, x x dx , 
где Г2 = { λ(x) : λ(x) 1  п. в. для х Ω;  
i
Ω
ρ(x)λ (x)dx = bi, i = 1, ..., р, 
i
Ω
ρ(x)λ (x)dx ≤ bi, i = р+1, ..., N}; 
N , 




x 1 п. в. для x . 
 
1.1.4. Непрерывные нелинейные многопродуктовые  
задачи оптимального разбиения множеств 
 
Под непрерывной нелинейной многопродуктовой задачей опти-
мального разбиения множества nE  на его подмножества  
1




1 , , 
2
N ; ; 
M
1 , , 
M
N  (среди которых могут быть и пустые) 
с отысканием координат центров подмножеств при ограничениях в 
форме равенств и неравенств будем понимать следующую задачу, см. 
[62]. 
 
Задача А11. Найти 
1 M





j j j j
ii
j=1i=1 Ω Ω
[ ( ρ (x)dx)+ c (x,τ )ρ (x)dx].  




















1 Ni,..., ,..., }
NM , 1 N( ,..., ) Ω
N
, 




) Ω; (1) (n)i i i( ,...,  ) Ω; b1,…, bN  – заданные неот-









b , 0 < bi ≤ S, i = 1, …, N. 
Введём характеристическую функцию  
j





1,  x ,
0,x \ ,
 
подмножества ji , i 1,...,  N, j 1,...,M . 
Перепишем задачу А10 в терминах характеристических функций 
j
i (x)  подмножеств 
j
i , i 1,...,  N, j 1,...,M , в следующем виде. 
 
Задача В11.    Найти 
 
N
4( ( ), )
min
M N
j j jj j j
ii i i
j 1i 1
[ ( (x) (x)dx) c (x, ) (x) (x)dx]. , 
                где 












(x) (x)dx b , i = р+1, …, N }; 
 








N (x) ): 
j




i (x) =1 п. в. для х Ω, j 1,...,M }; 
N
1 N( ,..., ) . 
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1.1.5. Непрерывные задачи ОРМ  
в условиях неопределённости 
 
 Сформулированные в предыдущих разделах модели оптимального 
разбиения множеств строго математически формализованы. Это так назы-
ваемые детерминированные задачи бесконечномерного математического 
программирования. Однако реальные ситуации, для которых создаются 
модели оптимального разбиения множеств, чаще всего характеризуются 
некоторой степенью неопределенности, и качество принятых решений в 
таких оптимизационных задачах находится в прямой  зависимости от 
полноты учета всех неопределенных факторов, существенных для по-
следствий от принятых решений.  
 Неопределенность в принятии решений обусловлена недостаточной 
надежностью и количеством информации, на основе которой осуществля-
ется выбор решения. Существуют различные виды неопределенности. 
Следуя, в основном, [17, 103] и не претендуя на полноту, приведем наи-
более часто встречающиеся виды неопределенности: 1) принципиальная 
неопределенность, например, в известных ситуациях квантовой механики; 
2) неопределенность, генерированная общим числом объектов или эле-
ментов, включенных в ситуацию, например, для числа элементов порядка 
большего, чем 10
9
; 3) неопределенность, порожденная слишком высокой 
или недоступной платой за определенность; 4) неопределенность, вы-
званная недостатком исходной и текущей информации о происходящих 
процессах (противоречивость, неопределенность, неточность, нечеткость, 
неоднозначность и др.) или ее недостоверностью в силу технических, со-
циальных и других причин; 5) неопределенность, связанная с ограниче-
ниями в ситуации принятия решений (ограничения по времени и элемен-
там пространства параметров, характеризующих факторы принятия реше-
ний); 6) неопределенность, вызванная поведением среды или противника, 
влияющего на процесс принятия решения; 7) неопределенность, возника-
ющая в силу недостатка опыта лица, принимающего решение, и знаний 
факторов, влияющих на принятие решения. 
 Таким образом, в процессах принятия решений имеется ряд ситуаций, 
обладающих той или иной степенью неопределенности и требующих для 
своего описания с целью получения решения такого математического ап-
парата, который бы априори включал в себя возможность появления не-
определенности, и тем или иным методом позволял учесть эту неопреде-
ленность. 
 Исторически первым [103] таким аппаратом был аппарат теории веро-




ется некоторой нормированной мерой, характеризующей возможность 
появления наперед заданных случайных исходов (элементов или подмно-
жеств некоторого множества). 
 К естественному продолжению вероятностных методов описания не-
определенных ситуаций можно отнести теорию игр и теорию статистиче-
ских решений. В теории игр неопределенность порождается конфликтом 
и антагонистическими интересами игроков, связанных между собой опре-
деленными правилами ведения игры. В теории же статистических реше-
ний в качестве одного из игроков выбирается пассивная среда или "при-
рода", поведение которой характеризуется заданными законами распреде-
ления вероятностей. В принципе эти теории можно считать крайними 
случаями различных степеней градации неопределенности. 
 Оптимизационные задачи разбиения множеств в условиях неопреде-
ленности в исходной информации рассматриваются в рамках теории бес-
конечномерного математического программирования при неопределенно-
сти или неполной информации об исходных данных. В свою очередь, мо-
дели и методы решения задач бесконечномерного математического про-
граммирования в условиях неполной информации о параметрах условий 
задачи являются предметом развивающейся дисциплины – стохастическо-
го бесконечномерного математического программирования. Причем 
[114], если известны те или иные вероятностно-статистические параметры 
условий задачи, то говорят  о  принятии  решений  в  условиях  риска. 
В случаях, когда нет оснований для каких-либо суждений о статистиче-
ских особенностях явлений, способных изменить предполагаемые значе-
ния параметров условий задачи, говорят о принятии решений в услови-
ях неопределенности.  
 Далее приведём постановки задач двух типов: сформулируем вначале 
задачи оптимального разбиения множеств в условиях неполной информа-
ции об исходных данных, так называемые стохастические задачи ОРМ, и 
нечёткие задачи ОРМ. Задачи первого типа более интересны, чем детер-
минированные, с точки зрения практических приложений в смысле адек-
ватности реальным процессам. К задачам оптимального разбиения в усло-
виях неполной информации приводят, например, задачи размещения 
предприятий, обеспечивающих удовлетворение непрерывно распределен-
ного спроса, в случае, когда спрос на продукцию и стоимость транспор-
тировки продукции зависят от случайных факторов. Для учета влияния 
неопределенности в этих задачах будет применяться метод, использую-
щий лишь некоторые субъективные вероятностные характеристики пара-
метров задачи. Такие задачи относятся к классу задач стохастического 
бесконечномерного математического программирования. 
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 Класс так называемых нечётких задач оптимального разбиения мно-
жеств связан с необходимостью учета факторов неопределенности, 
имеющих не вероятностно-статистическую природу. Это задачи ОРМ, в 
которых либо отдельные параметры, входящие в описание модели, явля-
ются нечеткими, неточными, недоопределенными; либо имеется недосто-
верное математическое описание некоторых зависимостей в модели (на-
пример, функций спроса и стоимости транспортировки единицы продук-
ции в бесконечномерных транспортных задачах); либо  нечетко сформу-
лированы сами критерии и (или) системы ограничений; либо на модель 
оптимизации влияют внешние неконтролируемые возмущения различного 
рода и т. д. Для "снятия" неопределенности в таких задачах (т. е. для фор-
мализации неопределенной информации) применяется аппарат теории не-
четких множеств, который базируется на понятии нечеткого множества, 
введенного Л. А. Заде [35], а также аппарат нечеткой логики. 
 
1.1.5.1. Стохастические  задачи оптимального разбиения  
множеств 
 
 Сформулируем стохастическую многопродуктовую задачу ОРМ при 
ограничениях с отысканием координат центров подмножеств, являющую-
ся стохастическим аналогом детерминированной задачи оптимального 
разбиения А6 из п. 1.1.2. 
  
Под одноэтапной стохастической многопродуктовой задачей опти-
мального разбиения множества Ω из En на его непересекающиеся 
подмножества 
j1 M
1 NiΩ ,..., Ω ,..., Ω  при  ограничениях в форме равенств и 
неравенств с отысканием координат центров подмножеств будем по-
нимать следующую задачу, которую будем еще называть МD-моделью 
многопродуктовой задачи ОРМ.  
 
  Задача  А6’. Найти 
j1 M

































M ρ (x, ξ )dx b ,  i = p+1,…, N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }
NM
Ω , τ = (τ1,..., τN) Ω
N
 , 
где τi = (
(1) (n)




) Ω; а 11 ,…, а
M
N , b1,..., bN – задан-







ρ (x, ξ )dx b ,  0≤ bi ≤S, i=1,…, N; 
j j
i i ( ) : R  (i = 0, 1,…, N,  j = 1,…, M) – случайные величины на 
вероятностном пространстве , ,  с заданными конечными матема-
тическими ожиданиями 1 1 2 2 M M0 N 0 N 0 Nξ ,..., ξ ; ξ ,..., ξ ;...; ξ ,..., ξ  и дисперсиями 
ξ 10 ,…, ξ
M
N . Здесь и далее через М  обозначено математическое 
ожидание случайной величины . 
 Функции jj i ic (x, τ , y )  действительные, ограниченные, измеримые по 
аргументу х на некотором открытом, ограниченном, выпуклом множестве 
W , выпуклые по i  на W и борелевские по 
j
iy  на множестве значе-
ний случайной величины j0( )  для всех j = 1,…, M. 
 Заметим, что каждый из стохастических аналогов всех детерминиро-
ванных задач ОРМ от А1 до А8 является частным случаем сформулиро-
ванной задачи А6’. 
 МD-моделью стохастической многопродуктовой задачи оптимального 
разбиения множеств при ограничениях в форме равенств и неравенств с 
отысканием координат центров подмножеств назовем следующую задачу. 
 
 Задача  А10. Найти 
j1 M

























j j jj j
i 0i i
j=1i=1Ω
c (x, τ , ξ )+a ρ (x, ξ )dx  
при условиях 




































0ρ (x, ξ ) dх ≤ bi, i=p+1,…, N, 
{
j1 M
1 NiΩ ,..., Ω ,..., Ω }







j j j0 1 M j j
1 N i 0i i
j=1i=1Ω
f ({Ω ,..., Ω }, τ, ξ)= c (x, τ , ξ )+a ρ (x, ξ )dx , 
τi = (
(1) (n)




) Ω; b1,..., bN – заданные неотрица-
тельные числа; r(·) – весовой коэффициент, называемый мерой неприятия 
риска. 
 
1.1.5.2. Нечеткие задачи оптимального разбиения множеств 
 
 Прежде чем приступить к математической постановке нечетких задач 
ОРМ, изложим некоторые понятия нечеткой математики, используемые в 
настоящей работе, опираясь главным образом на работы [73, 84]. 
 Основные понятия теории нечетких множеств. Пусть Х={х} – уни-
версальное множество, т. е. полное множество, охватывающее всю про-
блемную область. 
 Нечетким множеством С  на множестве Х называется множество вида  
С = {(х, μС (х)), х Х}, 
где μС: Х→[0,1] называется функцией принадлежности нечеткого мно-
жества С. 
 Значение  функции  принадлежности  μС (х)  для  конкретного  х Х 
называется степенью принадлежности этого элемента нечеткому множе-
ству С. 
 Если множество [0,1] заменить на {0,1}, то функция принадлежности 
будет представлять собой характеристическую функцию обыкновенного 
(не нечеткого множества). То есть обычные множества составляют под-
класс нечетких множеств. 
 Нечеткое множество С называется пустым, если его функция принад-
лежности равна нулю на всем множестве Х, т. е. 
μС (х) = 0 х Х. 





μХ(х) = 1 х Х. 
 Носителем нечеткого множества А (обозначается supp А) с функцией 
принадлежности μА (х) называется множество (в обычном смысле) вида 
supp А = {х: х Х , μА (х)>0}. 
 В  дальнейшем,  не  ограничивая   общности,  будем  считать,   что А = 
supp А. 
 Нечеткое множество А называется нормальным, если 
x X
sup  μА(х) = 1. В 
противном случае нечеткое множество называется субнормальным. 
 Величина hA = 
x X
supμ (x)A  называется высотой нечеткого множества. 
 Пусть А и В – нечеткие множества в Х. Говорят, что нечеткое множе-
ство А включает в себя (доминирует) нечеткое множество В (т. е. В А), 
если μВ(х) ≤ μА(х) х  Х. 
 Множества А и В эквивалентны, т. е. А = В, если  μВ (х) = μА(х) х Х. 
Если В А, то и supp В supp A. 
 Множеством уровня α (α-срезом) нечеткого множества А в Х называ-
ется (четкое) множество Аα Х, такое, что  




 = {х: х Х, μС(х) = 1} 
называется ядром нечеткого множества С.  
 Интеграл от функции f: Х→R на нечетком множестве А Х по мере р 






здесь интеграл в правой части есть интеграл Лебега по обычному множе-
ству. 
 Границами нечеткого множества А называются такие элементы уни-
версального множества Х, для которых значения функции принадлежно-
сти отличны от  0 и 1. Другими словами, границы нечеткого множества А 
= {х, μА(х)} включают те и только те элементы х Х, для которых 0 < 
μА(х) < 1. 
 Элементы нечеткого множества х А, для которых μА(х) = 0,5, называ-
ются точками перехода этого нечеткого множества А. 
 Ближайшим четким множеством А к нечеткому множеству А назы-
вается множество, характеристическая функция которого определена сле-
дующим выражением: 




0, если μ (x) 0,5,
1,если μ (x) > 0,5,





 Операции над нечеткими множествами. Объединением нечетких 
множеств А и В в Х называется нечеткое множество А В. Для А В 
существует несколько вариантов задания функций принадлежности. Наи-
более распространенными являются следующие: 
  μ1A B (х) = max {μА(х), μВ(х)}, х Х, 
  μ 2A B  (х) = μА(х) + μВ(х) – μА(х)μВ(х), х Х, 
  μ 3A B  (х) = min {1, μА(х)+μВ(х)}, х Х. 















(х)},   х Х. 
 Если {Ау} – конечное или бесконечное семейство нечетких множеств с 
функциями принадлежности μ
yA
(х, у), где у Y  – параметр семейства, то 
объединением С = 
Y
Ау  множеств этого семейства является нечеткое 




(х, у),   х Х. 
 Пересечением нечетких множеств А и В в Х называется нечеткое 
множество А В. Для А В существует несколько способов задания 
функций принадлежности. Наиболее распространенными являются сле-
дующие: 
  μ1A B (х) = min {μА(х), μВ(х)},   х Х, 
  μ 2A B (х) = μА(х) · μВ(х),   х Х, 
  μ 3A B (х) = max {0, μА(х) + μВ(х)–1},   х Х. 



















(х)},   х Х, 
либо 















(х),   х Х. 
 Если {Ау} – бесконечное или конечное семейство нечетких множеств с 
функциями принадлежности μ
yA
(х, у), где у Y  – параметр семейства, то 
пересечением С = 
Y
Ау множеств этого семейства является нечеткое мно-





(х, у), х Х. 
 Для носителей нечетких множеств А и В имеют место следующие 
свойства:  
supp (А В) = (supp А) (supp В),  supp (А В) = (supp А) (supp В). 
 Дополнением нечеткого множества А называется нечеткое множество 
A  с функцией принадлежности вида  
μ
A
(х) = 1–μА(х), х Х. 
 Очевидно, выполняется А= A . Однако, в отличие от обычных (четких) 
множеств, вообще говоря,  А A ≠Ø. 
 Разность множеств А и В в Х определяется как нечеткое множество 
А\В с функцией принадлежности вида 
μ A\B (х) = 
μ (x) μ (x) при μ (x) μ (x),
0  в противном случае
A B A B
 
(или   μ A\B (х) = max {0, μА(х) – μВ(х)}). 
 Следует заметить, что операция разности двух нечетких множеств не 
является коммутативной, т. е. в общем случае   А\В ≠ В\А. 
 По аналогии с обычными множествами иногда оказывается полезной 
операция симметрической разности двух нечетких множеств А и В   
(А⊝В): 
μА⊝В(х) = | μА(х) – μВ(х) |,  х Х. 
 При этом оказывается справедливым следующее утверждение: 
А⊝В = (А\В) (В\А). 
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 Для операций объединения и пересечения, заданных первым способом, 
справедливы следующие свойства: 
=
=
A B B A
A B B A
 коммутативность; 
( ) =
( ) = ( )
A B C A B C
A B C A B C
ассоциативность; 
( ) =( ) ( )
( ) =( ) ( )
A B C A C B C




A B A B
A B A B
законы де Моргана. 
 Декартово произведение А1 × ... × Аn нечетких множеств   Аі  в  Хі, 
i = 1,...,n , определяется как нечеткое множество А в декартовом произве-
дении Х = Х1×...×Хn с функцией принадлежности вида 
μА(х) = min {μ
1A
(х1), ...,  μ
nA
(хn)},  
х = (х1, ..., хn) Х. 
 Выпуклой комбинацией нечетких множеств А1,..., Аn в Х называется 




βіμі(х),   х Х, 
где βі ≥ 0, і = 1, ..., n, 
n
i=1
βі = 1. 
 Разложением нечеткого множества по его множествам уровня назы-




где μ A (х) = α μA (x), а умножение Аα на α [0,1] – это есть: 
αАα μ A (х) = α( μA (х)), х Х, что эквивалентно 








 Возведение А в степень α>0 – это есть: А
α
μ αA (х) = (μА(х))
α
 , х Х. 
 Операции концентрирования (CON) и растяжения (DIL) нечеткого 
множества А определяются следующим образом: 
CON А = А
2







μ αA (х) = μ
α
A (х),   х Х,   α ≥ 0. 
 Нечеткие отношения. Пусть нечеткие множества А и В заданы в виде 
А = {(х, μА(х)), х Х}; В = {(у, μВ(у)), у Y}. 
 Нечетким отношением R , заданным на множествах Х, Y, называется 
нечеткое подмножество их декартова произведения Х×Y вида 
АR В = {((х, у), μR(х, у)), х Х, у Y}. 
 Нечетким отношением R на множестве Х называется нечеткое под-
множество декартова произведения Х×Х, характеризующееся функцией 
принадлежности μR: Х×Х→[0,1]. Значение μR(х, у) этой функции понима-
ется как субъективная мера или степень выполнения отношения хRу. 
 Носителем нечеткого отношения R на множестве Х называется под-
множество декартова произведения Х×Х вида  
supp R = {(x, y): (x, y) X×X, μR(х, у)>0}. 
 Множеством уровня α нечеткого отношения R на Х называется (чет-
кое) множество Rα, такое, что 
Rα = {(x, y): (x, y) X×X, μR(х, у) ≥ α}. 
 Разложением нечеткого отношения по его множествам уровня назы-
вается  представление этого нечеткого отношения в виде  
R = 
α 0,1
U α Rα , 
где Rα  состоит из тех пар (х, у), для которых μR(х, у) ≥ α. 
 Операции над нечеткими отношениями. Пусть на множестве Х×Х 
заданы два нечетких отношения А и В, т. е. в декартовом произведении 
Х×Х заданы два нечетких множества А и В. Нечеткое множество С = 
А В – это объединение нечетких отношений А и В на множестве Х, если 
его функция принадлежности определяется следующим образом: 
μС (х, у) = max {μА(х, у), μВ(х, у)},   х, у Х. 
 Аналогично множество D – пересечение нечетких множеств А и В (D = 
А В), если 
μD (х, у) = min {μА(х, у), μВ(х, у)},   х, у Х. 
 Нечеткое отношение В включает в себя нечеткое отношение А, если 
для нечетких множеств А и В выполнено А В. В этом случае 
μА(х, у) ≤ μВ(у, х),   х, у Х. 
 Дополнением нечеткого отношения R с функцией принадлежности 
μR(х, у) называется отношение R , характеризующееся функцией принад-
лежности 





(х, у) = 1– μR(у, х),   х, у Х. 
 Обратное к R  нечеткое отношение R
 1
 на множестве Х определяет-
ся следующим образом: 
х R
 1
у у R x,  х, у Х, 
или с помощью функций принадлежности: 
μ 1R (х, у) = μR(х, у),   х, у Х. 
 Максиминное произведение R
2
 (max-min композиция) А◦В нечетких от-
ношений А и В на множестве Х характеризуется функцией принадлежно-
сти вида 
μА◦В(х, у) = 
z X
sup  min {μА(х, z), μВ(z, у)}. 
 Минимаксное произведение 22R   (min-max композиция) нечетких от-
ношений А и В на Х определяется функцией принадлежности вида 
μА◦В(х, у) = 
z X
inf  max {μА(х, z), μВ(z, у)}. 
 Максимультипликативное произведение 23R  нечетких отношений А и 
В определяется функцией принадлежности вида 
μА◦В(х, у) = 
z X
sup  min {μА(х, z) · μВ(z, у)}. 
 Принцип обобщения. Изложим здесь принцип обобщения, который 
был предложен Л. Заде в [35] (см. также [84]). В его основе лежит опреде-
ление образа нечеткого множества при обычном (т. е. четком) отображе-
нии. Пусть φ: Х→Y – заданное отображение и пусть А – некоторое нечет-
кое подмножество множества Х с функцией принадлежности μА(х). В со-
ответствии с принципом обобщения образ А при отображении φ опреде-
ляется как нечеткое подмножество множества Y, представляющее собой 
совокупность пар вида 
(у, μВ(у)) = (φ(х), μА(х)),  х Х,   (1.1.4) 
где μВ(у): Y→[0,1] – функция принадлежности образа. Нетрудно понять, 
что функцию принадлежности   μВ   можно записать в виде 
μВ(у) = 
1x φ (y)
sup  μА(х),   у Y,         (1.1.5) 
где множество φ
–1
(у) для любого фиксированного у Y имеет вид 
φ
–1
(у) = {х: φ(х) = у,   х Х}, 
т. е. представляет собой множество всех элементов х Х, образом каждо-




 Применим теперь принцип обобщения в форме (1.1.4) для расширения 
области нечеткого отображения [84]. В его основе лежит следующее оп-
ределение образа нечеткого множества при нечетком отображении. 
 Определение. Образом В нечеткого множества А в Х при нечетком 
отображении μφ: Х×Y→[0, 1] называется нечеткое множество (В) с функ-
цией принадлежности вида 
μВ(у) = 
x X
sup min{ μА(х), μφ(х, у)}.    (1.1.6) 
 Легко заметить, что в основе этого определения образа лежит макси-
минное произведение (композиция) нечетких отношений μА и μφ. 
 Можно легко проверить, что в частном случае, когда μφ – обычное 
(четкое) отображение вида   φ: Х→Y, т.е. μφ(х, у) = 1 при у = φ(х) и μφ(х, 
у) = 0 для остальных пар (х, у), определение дает 
μВ(у) = 
1x φ (y)
sup  μА(х),    (1.1.7) 
что соответствует приведенному определению образа при обычном ото-
бражении, лежащему в основе принципа обобщения Заде. 
 Во многих случаях заданное нечеткое отображение μφ может зависеть 
от n переменных, т. е. иметь вид 
μφ: Х×Y→[0, 1], 
где Х = Х1×Х2×...×Хn – декартово произведение соответствующих мно-
жеств. 
 Пусть во множестве Х задано нечеткое подмножество μА. В общем 
случае его функция принадлежности имеет вид 
μА (х1, х2,..., хn) = min{ μ1(х1), μ2(х2),..., μn(хn), υ(х1, х2,..., хn)}, (1.1.8) 
где μі(хі), і = 1,..., n, и ν – заданные нечеткие подмножества соответст-
вующих множеств Хі, і = 1,..., n, и Х. Применив в этом случае принцип 
обобщения в форме (1.1.6), получим следующее выражение для функции 
принадлежности образа нечеткого множества: 
μВ(у) =
1 n(x ,..., x ) Х
sup min{μ1(х1), μ2(х2),..., μn(хn), 
ν(х1, х2,..., хn), μφ(х1, х2,..., хn, у)}.      (1.1.9) 
 При преобразованиях  аналитических моделей, когда в качестве их па-
раметров используются нечеткие числа (т. е. нечеткие подмножества чи-
словой оси), удобно использовать принцип обобщения в следующем виде. 
 Пусть задана функция n переменных у = f(х1, х2,..., хn), аргументы ix  – 
суть нечеткие числа   х і  с носителями supp х і = [ ix , ix ], і=1,..., n, тогда 
нечеткое число у = f(х1, х2,..., хn) определяется следующим образом: 
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μу (у*) = 
* *





(х *1 ), μ 2x (х
*
2 ),..., μ nx (х
*
n )), 
х *i  supp х і,   і = 1,...,n. 
Здесь μу (у*) – степень   принадлежности элемента   у*  нечеткому числу у, 
μ
ix
(х *i ) – степень принадлежности элемента х
*
i  нечеткому числу хі, носи-
тель которого  supp х і = [ ix , ix ]. 
 Математические постановки нечетких задач ОРМ 
 Как уже отмечалось, требование нахождения однозначного (четкого) 
разбиения элементов множества Ω из Еn может оказаться достаточно гру-
бым и жестким при решении задач с плохо или слабо структурированной 
исходной информацией, т. е. задач, в которых неопределенность имеет 
нечетко-возможностную природу. Ослабление этого требования осущест-
вляется за счет введения в рассмотрение нечетких подмножеств  Ωі,  і = 
1,..., N, множества Ω  и  соответствующих  им  функций принадлежности, 
принимающих значение из отрезка [0, 1]. 
 Тогда одним из вариантов нечеткой задачи ОРМ становится задача на-
хождения такого нечеткого разбиения множества Ω на его нечеткие под-
множества, которое в некотором смысле "минимизирует" некоторый це-
левой функционал. Эта задача будет сведена к нахождению степеней 
принадлежности элементов множества Ω искомым нечетким подмноже-
ствам Ω1,..., ΩN, которые в совокупности   и   определяют   нечеткое   раз-
биение   (нечеткое покрытие) множества Ω. 
 Для формальной (математической) постановки нечетких задач опти-
мального разбиения необходимо ввести ряд дополнительных понятий. 
 Определение 1.1. Нечетким разбиением четкого множества Ω из Еn, 
где Ω – ограниченное, измеримое по Лебегу, выпуклое множество, назо-
вем систему нечетких подмножеств i(Ω)={ , i=1, N}Ω , для которых вы-
полняются три условия: 
1) i i = 1, NΩ Ω ,  
где (Ω, μ (x)), μ (x)=1, x ΩΩ ΩΩ , т. е. это четкое множество , рас-





μ (x)=μ (x)=1 x ΩΩ Ω ; 




где hс = 
x
sup μс(х) – высота  нечеткого  множества С  = Ωі Ωj  Ωі;  Ωj Ω, 
i j , і, j = 1,..., N, а μс(х) – функция принадлежности: c : 0,1 . 
 В дальнейшем для упрощения записи будем полагать 
iΩ i
μ (x) μ (x) . 
 Проанализируем данное определение. 
 Лемма.  В  определении  1.1  условие  3  является  следствием  условий 
1 и 2. 
Д о к а з а т е л ь с т в о. Пусть для некоторой системы нечетких 




μ (x)=μ (x)=1 x ΩΩ Ω .     (1.1.10) 
Покажем, что для этой системы выполнено i kh 1, =C C Ω Ω  
i k, i, k = 1, N . 
 Исходя из определения высоты нечеткого множества, а также свойств 
функции принадлежности, имеем 
x
h sup(μ (x)) 1C C . Предположим про-
тивное: пусть i k i, k:  i k : h = 1,  = C C Ω Ω . Предположим далее, что 
x Ω
h =sup(μ (x)) =C C
x Ω
max(μ (x))C . Обозначим x  точку, в которой достигает-
ся последний максимум 1 = h  = μ (x)C C . 
 Поскольку i k = C Ω Ω , то i k1 = μ (x) = min{μ (x), μ (x)}C . Исходя из 
того, что i kμ (x) 1, μ (x) 1 и (1) имеем i kμ (x) = 1, μ (x) = 1 . 
 Запишем сумму (1.1.10) для x X : 
1 i k Nμ (x)+…+μ (x)+…+μ (x)+…+μ (x) 2 , что противоречит (1.1.10).  
 Лемма  доказана. 
 В соответствии с леммой определение 1.1 эквивалентно следующему 
определению. 
 Определение 1.2. Нечетким разбиением четкого множества Ω из Еn, 
где – ограниченное, измеримое по Лебегу, выпуклое множество, назо-
вем систему нечетких подмножеств i i(Ω) { : i=1, N}Ω Ω Ω , где 




μ (x) = μ (x) = 1 x ΩΩ . 
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 Отметим, что указанное выше условие в терминах бесконечномерной 
транспортной задачи может пониматься как требование того, чтобы все 
потребности каждого потребителя были полностью и без излишков удов-
летворены за счет одного или нескольких производителей в нечетком ва-
рианте задачи, в отличие от одного производителя – в четком варианте.  
 Нечетким покрытием множества Ω из Еn назовем совокупность не-
четких подмножеств множества Ω, если 
N
i 1
Ωі = Ω. 
 Обозначим класс всех возможных нечетких разбиений множества Ω на 
N нечетких подмножеств через N , т. е. 




μ (x) = μ (x) = 1 x Ω }.  (1.1.11) 
 Заметим, что класс четких возможных разбиений Σ N  из п. 1.1.1 явля-
ется подклассом класса N . 
 В свою очередь, поскольку элемент множества N  представляет со-
бой совокупность подмножеств Ω1,..., ΩN, каждое из которых принадле-
жит Ω, то нечеткое множество N  является нечетким подмножеством 
множества Х = 
N
... . 
 Перейдем к описанию формальных постановок нечетких задач ОРМ.  
 Введем на множестве возможных нечетких разбиений N  целевой 
функционал  (F: N →R
1
) в виде 




(с(х, τі) + аi)ρ(х)dx, (1.1.12) 
где, как и в четкой задаче А1, функции с(х, τі) – заданные, действитель-
ные, ограниченные, определенные на Ω×Ω, измеримые по х при любом 




i ) из Ω для всех і = 1,..., N; ρ(х) – заданная, 
ограниченная, измеримая на Ω функция; а1,..., аN – заданные неотрица-
тельные числа. 
 В отличие от четкой задачи А1, здесь, во-первых, Ωі, і = 1,..., N, нечет-
кие подмножества множества Ω с заданными координатами типичных 
представителей (или центров) τі, причем каждый центр τі принадлежит Ω; 





 Тогда нечетким аналогом задачи А1 будет следующая задача. 
 
 Задача А1. Найти такое нечеткое разбиение множества Ω на N нечет-








(х) < 1,  і ≠ j,   і, j = 1,..., N, 
и в некотором смысле "минимизирует" целевой функционал (1.1.12). 
 Здесь под "минимизацией" можно понимать выбор нечеткого разбие-
ния, которому соответствует в некотором смысле наилучшее нечеткое 
значение целевого функционала. Если лицо, принимающее решение 
(ЛПР), не приемлет нечеткого описания решения задачи, то под "миними-
зацией" целевого функционала следует понимать рациональный выбор 
конкретной альтернативы или множества альтернатив. Рациональность 
при этом понимается в том смысле, что при выборе конкретной альтерна-
тивы ЛПР должно исходить из необходимости компромисса между жела-
нием получить по возможности меньшее значение целевого функционала 
и желанием выбрать по возможности более доступную альтернативу (т. е. 
желанием получить по возможности большее значение функции принад-
лежности нечеткого множества допустимых альтернатив).  
 Если провести аналогию с классификацией задач нечеткого математи-
ческого программирования [84], то сформулированную задачу А1 можно 
отнести к типу I, а именно к задачам оптимизации заданного обычного 
функционала F: Ω×...×Ω→R
1
 на заданном нечетком множестве допусти-
мых решений  (альтернатив) 
N = {(Ω1,..., ΩN): μ N (Ω1,..., ΩN)),   Ωі Ω,  і = 1,..., N}, 
определяемом функцией принадлежности μ N : Ω×...×Ω→[0,1], имеющем 
для задачи А1 вид (1.1.12). 
 В свою очередь, элемент множества N  допустимых альтернатив –
нечеткое разбиение (Ω1,..., ΩN) – это совокупность нечетких подмножеств 
Ωі, і = 1,..., N, составленных из точек, принадлежащих множеству Ω. Как 
известно, каждое нечеткое множество Ωі (как совокупность точек х из Ω) 
определяется своей функцией принадлежности μ
iΩ
(х), т. е. μ
iΩ
: Ω → [0, 
1], при этом значение μ
iΩ
(х) = 1 для х  Ω означает, что элемент х из Ω 
определенно принадлежит нечеткому множеству Ωі, что совпадает со зна-
чением характеристической функции λ +
i
(х) для точек ядра Ω +i нечеткого 
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множества Ωі. Значение μ
iΩ
(х) = 0 означает, что элемент х определенно 
не принадлежит нечеткому множеству Ωі, что соответствует значению ха-
рактеристической функции λ +
i
(х) = 0 для точек ядра Ω +i нечеткого мно-
жества Ωі. Если 
i
0 (x) 1, то это означает, что элемент х принадле-
жит нечеткому множеству Ωі со степенью принадлежности μ
iΩ
, причем 
точки х, для которых 0 < μ
iΩ  
< 1, будут составлять границу нечеткого 
подмножества   Ωі. 
 Таким образом, для того чтобы иметь возможность идентифицировать 
нечеткое разбиение (Ω1,..., ΩN) множества Ω, надо знать для каждой точки 
х из Ω степень ее принадлежности к каждому из подмножеств Ωі,  і = 1,..., 
N. 
 Из всего сказанного выше следует, что нечеткое разбиение (Ω1,..., ΩN) 





(х)),   х  Ω. 
 Также известно, что характеристическая функция λ
i
(·) обычного 
четкого множества Ωі является частным случаем функции принадлежно-
сти μ
iΩ
(·). Тогда понятие нечеткого множества Ωі можно рассматривать 
как обобщение понятия "обычного множества" Ωі, а, в свою очередь, чет-
кое множество Ωі – как частный случай (сужение) соответствующего по-
нятия «нечеткое множество» Ωі. 
 Перепишем задачу А1 в терминах функций принадлежности μ
iΩ
(·) как 
расширение задачи В1 на нечеткий случай (нечеткий аналог задачи В1) 
следующим образом. 
 
 Задача В1 (нечеткого разбиения множества Ω без ограничений с фик-
сированными центрами подмножеств). 




(·)) , такую, что  
I(μ*(·)) = 
μ





















(х)=1,   х Ω,       (1.1.13) 
     0≤ μ
iΩ





) Ω; τ = (τ1,..., τN) – заданный вектор из Ω
N






); а1,..., аN – заданные неотрицательные числа; m – параметр, называе-
мый экспоненциальным весом [73]. 
 Здесь под обозначением "min" понимается, что μ*(·) в некотором 
смысле "минимизирует" целевой функционал I(μ(·)). В дальнейшем мы 
подробнее остановимся на смысле этого обозначения. 
 Требование в условии (1.1.13) выполнения равенства обусловлено тем 
обстоятельством, что искомое нечеткое разбиение (Ω1,..., ΩN) должно "по-
крывать" обычное четкое разбиение (Ω1,..., ΩN), являющееся в то же время 
элементом нечеткого множества допустимых решений, для которого зна-
чения функций принадлежности каждого из элементов равны 1. 
 Заметим, что если необходимо исключить появление пустых подмно-
жеств в искомом нечетком разбиении,  то к ограничениям задачи В1 сле-
дует добавить условие 
μ
iΩ
(х)dx>0,   і = 1,..., N. 





(х)=1,   х Ω, 




(х) < 1 и поэтому задача В1 – это 




(х) < 1, то мы придем к задаче нечеткого покрытия. 
 Аналогично изложенному выше могут быть расширены постановки 
задач В2, В3, В4, В5, В6, В7. Сформулируем некоторые из них. 
 
 Задача В2 (нечеткого разбиения множества Ω без ограничений с оты-
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(х)=1,   х Ω, 
    0 ≤ μ
iΩ
(х) ≤ 1,    і = 1,..., N,   х Ω }; 




 Задача В4 (нечеткого разбиения множества Ω при ограничениях в 


















(х) ,  х Ω; 
    ρ(х)μ
iΩ
(х)dx ≤ bі,   і = 1,..., N}; 










(х)=1,   х Ω, 
    0 ≤ μ
iΩ
(х) ≤ 1,  і = 1,..., N,   х Ω}; 
 τ = (τ1,..., τn) Ω
N
. 
 Если в задаче В4 будем считать τ  заданным вектором из Ω
N
, то придем 
к задаче В3, являющейся расширением на нечеткий случай соответст-
вующей четкой задачи В3. 
 Еще один класс нечетких задач ОРМ, соответствующий типу II по 
классификации из [84], возникает, если в соответствующей четкой задаче 
ОРМ "смягчить" функциональные ограничения, т. е. допустить возмож-
ность их нарушения в той или иной степени. Кроме того, вместо миними-
зации целевого функционала можно стремиться к достижению некоторого 
заданного значения этого функционала, причем различным отклонениям 
значения F(Ω1,..., ΩN) от этой величины приписывать различные степени 
допустимости (например, чем больше отклонение, тем меньше степень 
его допустимости). 
 Сформулируем задачу ОРМ с заданными центрами подмножеств при 
нечетких ограничениях в форме неравенств в следующем виде. 
  
 Задача С3. Найти 
N
1 N Ω{Ω ,..., Ω }






ρ(x)dx  bi, i = 1,..., N,      (1.1.14) 
где 
N ={(Ω1,..., ΩN): 
N
i=1
Ωі = Ω, mes(Ωі Ωj) = 0, і ≠ j, і, j=1,..., N}; (1.1.15) 










) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω; b1,..., bN – заданные положитель-
ные числа. 
 Здесь остаются справедливыми все условия, при которых была сфор-
мулирована задача А3, а знак ~ в неравенстве (1.1.14) означает нечеткое 
его выполнение соответствующих неравенств. 
 Один из возможных подходов к формализации и использованию не-
четкой информации в сформулированной задаче С3 состоит в следующем. 
 Пусть   заданы   пороговые  значения  d1,..., dN, такие,  что  условия 
iΩ
ρ(x)dx –bi>dі, i=1,..., N, означают сильное нарушение соответствующих 
неравенств 
iΩ
ρ(x)dx ≤bi. Тогда функции принадлежности для нечетких 












0,                                ρ(x)dx-b d
,..., v ,..., ,d ,  0< ρ(x)dx-b d ,
1,                                  ρ(x)dx-b d . 
G
(1.1.17) 
где νі – некоторые функции принадлежности, которые описывают степень 
выполнения соответствующих неравенств с точки зрения ЛПР; Gі – нечет-
кие множества, порожденные условиями (1.1.14). 
 Очевидно, что условия (1.1.14) эквивалентны условиям 
μ
iG
(Ω1,..., ΩN) >0,    і = 1,..., N.    (1.1.18) 
 Предлагаемый подход для решения задачи С3 состоит в том, что задача 
минимизации функционала на нечетком множестве заменяется задачей 
минимизации этого функционала на множестве, представляющем собой 
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некоторое множество уровня исходного нечеткого множества. Заметим, 
что, согласно этому подходу [84], любое нечеткое множество представи-
мо в виде разложения этого нечеткого множества по его множествам 
уровня. Однако на практике ЛПР достаточно рассмотреть разложение по 
конечному числу множеств уровня с некоторым шагом. 
 Для решения задачи С3 необходимо найти разбиение, доставляющее 
минимальное значение функционалу (1.1.16) и принадлежащее нечеткому 
множеству допустимых разбиений с возможно большей степенью при-




(Ω1,..., ΩN) ≥ε,    і = 1,..., N,   ε>0,   (1.1.19) 
а условия (1.1.14) заменить следующими условиями: 
iΩ
ρ(x)dx ≤bi + d
'
i ,     i = 1,..., N,    (1.1.20) 
где d 'i  выбраны таким образом, чтобы при выполнении і-го условия из 
(1.1.20) обеспечивалось выполнение і-го условия из (1.1.19), что означает 
замену нечеткого множества с функцией принадлежности μ
iG
(Ω1,..., ΩN) 
его множеством уровня ε. 
 Тогда задача С 3 может быть переформулирована следующим образом. 
 
 Задача С 3. Найти 
N






(c(x, τ )+a )ρ(x)dx    
при условиях  
ρ(х)dx ≤ bi + d
'
i ,   і = 1,..., N, 









) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω; b1,..., bN – заданные положитель-
ные числа. 
 Задача С 3 – это четкая задача ОРМ (см. задачу А3). Полученное ре-
шение этой задачи будет принадлежать множеству допустимых разбие-
ний со степенью принадлежности, равной 
μ(Ω *1 ,..., Ω
*








Перебирая все возможные ε≥0 и решая соответствующие четкие задачи, 
мы можем получить описание нечеткого решения задачи С3. 
 Пусть теперь вместо минимизации заданного функционала (1.1.16) бу-
дем стремиться к достижению заданного значения z0 этого функционала, 
причем достижение этого значения будет достаточным для выполнения 
цели. Тогда для задачи С3 достижение заданного значения z0 можно запи-
сать в виде 
             F(Ω1,..., ΩN)  z0,          (1.1.21) 
где волнистая линия свидетельствует о нечеткости соответствующего не-
равенства. 
 Введем пороговое значение а, такое, что неравенство 
F(Ω1,..., ΩN) > z0 + а 
означает сильное нарушение неравенства  
F(Ω1,..., ΩN) ≤ z0. 
 Тогда функцию принадлежности для нечеткого функционала цели 
можно определить следующим образом: 
1 N 0
1 N 1 N 0 1 N 0
1 N 0
0,                                F ,..., z ,
,..., ,..., , ,  z <F ,..., <z ,
1,                                  F ,..., z . 
a
a aF  (1.1.22) 
где μ((Ω1,..., ΩN), а) – функция принадлежности, описывающая степени 
выполнения соответствующего неравенства с точки зрения ЛПР, F – не-
четкое множество, порожденное нечетким функционалом цели. 
 В результате задача (1.1.21) достижения заданного значения  z0  при 
условиях (1.1.14) и (1.1.15) оказывается сформулированной в форме зада-
чи выполнения нечетко определенной цели, к которой применим подход 
Белмана – Заде [84]. 
 Согласно подходу Белмана – Заде нечетким решением задачи дости-
жения нечеткой цели будет пересечение нечетких множеств цели (1.1.17) 
и ограничений (1.1.22), т. е. функция принадлежности решения μ(Ω1,..., 
ΩN) имеет вид 
μ(Ω1,..., ΩN) = min{μF (Ω1,..., ΩN), μ 1G (Ω1,..., ΩN),..., μ NG (Ω1,..., ΩN)}. 
 Определенное таким образом решение можно рассматривать как не-
четко сформулированную инструкцию, выполнение которой обеспечивает 
достижение нечетко поставленной цели. При таком представлении реше-
ния остается неопределенность, связанная с тем, какую альтернативу вы-
брать. 
 Одним из наиболее распространенных способов выбора альтернативы 
является способ, состоящий в выборе альтернативы, имеющей макси-
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мальную степень принадлежности к нечеткому решению, т. е. альтерна-
тивы, реализующей 
N
1 N Ω{Ω ,..., Ω }
max μ(Ω1,..., ΩN) = 
N
1 N Ω{Ω ,..., Ω }




 Такие альтернативы называют максимизирующими решениями [84]. 
 Еще один вариант нечеткой постановки задач ОРМ может возникнуть 
в случае, если в четкой (жесткой) модели ОРМ невозможно (или сложно) 
учесть в явном виде влияние некоторых реальных факторов (не статисти-
ческой неопределенности). Это могут быть, например, такие факторы, как 
колебания цен на бензин, стихийные явления природы, влияющие на 
стоимость транспортировки единицы продукции, входящую в постановку 
бесконечномерной задачи размещения, или нестабильность политической 
обстановки, влияющая на колебание спроса потребителей и т. п. 
 Сформулируем одну из таких задач ОРМ с нечетко описанными пара-
метрами целевого функционала и (или) с нечетко описанными парамет-
рами функций, определяющих ограничения, которая более адекватна ре-
альности, чем обычная четкая задача ОРМ. 
 
 Задача Д3 (с нечетко описанными параметрами в целевом функциона-
ле и ограничениях). Найти 
N






(c(x, τ )+θ )ρ(x, θ )dx  
при условиях 
i
ρ(х, θ0)dx ≤ bi   і = 1,..., N,    
где N ={(Ω1,...,ΩN): 
N
i=1







i iτ ,..., τ ) Ω; b1,..., bN – заданные положительные числа. 
 Здесь с(х, τі, θі) – функции, ограниченные, определенные на Ω×Ω×R
1
, 
измеримые по х на Ω при любых фиксированных τі Ω и θі R
1
; ρ(х,θ0) – 
неотрицательная, ограниченная, измеримая по х на Ω функция при любом 
фиксированном θ0 из R
1
; θ0, θ1,..., θN  – параметры, значения которых опи-
саны нечетко в форме нечетких подмножеств универсального множества 
R
1
, имеющих следующий вид: 








 Обозначение "min" имеет смысл осуществления рационального выбора 
разбиения (Ω1,..., ΩN), которое в некотором смысле "минимизирует" за-
данный целевой функционал. 
 
1.1.6. Динамические задачи оптимального разбиения  
множеств 
 
Иногда при математическом описании практических задач оптималь-
ного разбиения множеств необходимо учитывать состояние некоторого 
объекта или процесса, которое может изменяться со временем и/или в 
пространстве. Так, например, в задачах А1 – А6, рассматриваемых как 
бесконечномерные аналоги транспортной задачи, функции спроса и 
стоимости перевозки единицы продукции от производителей к потреби-
телям могут изменяться в течение некоторого промежутка времени в си-
лу действия определенных экономических факторов (управляемых и обу-
словленных внешними условиями функционирования рассматриваемой 
системы). Математическая постановка задачи формирования структуры 
промышленного региона с учетом экологического аспекта [13, 38, 68, 77, 
85, 86] содержит краевую задачу, описывающую процесс распростране-
ния загрязняющей примеси в атмосфере. В задаче рационального исполь-
зования нефтяных месторождений, состоящей в наилучшем размещении 
нефтеносных скважин с целью получения максимального дебита нефти, 
функция распределения давления в пласте удовлетворяет краевой задаче 
для уравнения параболического типа [13, 85]. В данном пункте предста-
вим различные математические модели динамических задач оптимально-
го разбиения множеств, методам и алгоритмам  решения которых посвя-
щены главы 3 – 5 настоящей монографии.  
  
 Под непрерывной динамической нелинейной задачей оптимально-
го разбиения множества Ω Еn на N подмножеств с размещением цен-
тров этих подмножеств будем понимать  следующую задачу [65]. 
  
 Задача А12. Требуется найти такое разбиение ограниченного, измери-
мого по Лебегу множества Ω Еn на N измеримых по Лебегу подмножеств 
Ω1,…, ΩN (среди которых могут быть пустые), разместить центры 
1 2 N, ,...,  этих подмножеств в области Ω, а также найти управление 
u(x, t)  и соответствующий ему фазовый вектор 
1 Nz(x, , t) ( (x, t),c(x, , t),...,c(x, , t)) , чтобы 






, mes 0, i j, i, j 1, N ,  
0 0(x, t) (t,x, f (t, ,z( , , t))d ,u(x, t)),   
1 1 1c(x, , t) (t,x, f (t, ,z( , , t))d ,u(x, t)),              (1.1.23) 
………………………………….………… 
N N Nc(x, , t) (t,x, f (t, ,z( , , t))d ,u(x, t)),   t 0,T ;  





(x, t))d xdt b ,   i = 1,…, N,    (1.1.25) 
τ = ( 1 2 N, ,..., ) 
NΩ
Ω ... Ω  = Ω
N
,  u(·,·) U L2{ Ω × [0, Т] }, 
где  функция z
0
(х)   х Ω,  время  Т – заданы, и при этом функционал   











с(х, τi, t)ρ(х, t)dх] + β2 g(u(х, t))dх}dt 
достигал минимального значения. 
 Здесь  21β  + 
2
2β  ≠ 0,  β1, β2 – коэффициенты, определяющие приоритет 
соответствующего слагаемого в критерии; Ф0, Ф1,…, ФN, f0, f1,…, fN, g – 
известные функции своих аргументов. Условия, которым должны удовле-
творять эти функции, будут приведены ниже при изучении частных слу-
чаев задачи А12.  
 Как и в любой задаче оптимального управления непрерывной систе-
мой с сосредоточенными параметрами, в задаче А12 допустимые управ-
ления u(x, t)  в каждой точке  х Ω (или п. в. для х Ω) определяются тре-
бованиями предметной постановки задачи и математическим аппаратом, 
используемым при исследовании таких динамических систем.  Допусти-
мые управления u(x, t)  п. в. для  х Ω характеризуются тем, что они 
должны принимать значения из некоторой заранее указанной области 
rU E , которая часто может быть замкнутой и ограниченной. Они могут 
быть кусочно-непрерывными функциями с конечным или счетным чис-
лом точек разрыва первого рода. Как отмечено в [30], в каждой задаче все 
допустимые управления следует выбирать так, чтобы они образовывали 




 К задаче типа А12 может быть сведена, например, бесконечномерная  
динамическая задача размещения производства, в которой  функции 
спроса ρ(х, t)   и  стоимости   транспортировки   единицы продукции 
с(х,τi,t), i = 1,…, N, не известны заранее, а являются фазовыми траекто-
риями заданного управляемого процесса, описываемого системой диффе-
ренциальных уравнений (1.1.23) с начальными   условиями   (1.1.24). Не-
линейные функции φi(·) могут представлять зависимость стоимости про-
изводства продукции на i-м предприятии от его мощности в каждый фик-
сированный момент времени  t. Ограничения  (1.1.25)   –   это  ограниче-
ния  на  мощность  i-го, i = 1,…, N, пункта производства за весь рассмат-
риваемый период Т функционирования производственной системы. 
Далее для упрощения записи функционалов задач будем обозначать 
через  элемент (Ω1,...,ΩN) класса всех возможных разбиений множества 




Ω=Ω, mes(Ωі Ωj)=0, і≠j, і,j = 1,..., N}. 









F( ) c(x, , t) a (x, t)dxdt
u (x, t)dxdt,   
(1.1.26) 
где  
,u( , ), ( , ) , N 2, u( , ) L ( 0,T ),  
1( , ) C ( 0,T ) , T 0  – заданный момент времени; 0 1, 0 , 
2 2
0 1 0  – коэффициенты, определяющие приоритет слагаемых в 
функционале и содержащие величины, с помощью которых соответст-
вующие слагаемые становятся безразмерными. Функции ic(x, , t)  – за-
данные действительные, ограниченные, определенные на 0,T , 
измеримые по х и t при произвольных фиксированных параметрах 
i , i 1,N . Величины 1 Nа ,...,а  также известны. Функция (x, t)  
для 
каждого x  является решением задачи Коши 
0
(x, t) u(x, t), t [0,T],
(x,0) (x);
      (1.1.27) 




0(x)  – известная, как правило,  неотрицательная, определенная на 
множестве  функция. Точки 
1 n
i i i( ,..., ) , i 1, N  – так называе-
мые «центры» подмножеств – считаются заданными. 
 
Под простейшей динамической  задачей оптимального разбиения  
множества 
nE  на подмножества Ω1,…, ΩN (среди которых могут 
быть и пустые) будем понимать следующую задачу [53, 71].  
 
Задача А13. Необходимо найти разбиение 
* * * N
1 N( ,..., ) , 
управление * 2u (x, t) L ( [0,T])  и соответствующую фазовую траекто-
рию *(x, t)  (удовлетворяющую задаче (1.1.27)), при которых функцио-
нал (1.1.26) достигал бы минимального значения.  
Оптимальным решением задачи А13 будем называть допустимую 
тройку * * * *( ,u ( , ), ( , )) , которая доставляет минимальное значение 
функционалу F . 
Задача А13 представляет, прежде всего, теоретический интерес, свя-
занный, во-первых, с разработкой методов решения динамических задач 
оптимального разбиения, синтезируя основные положения теории опти-
мального управления системами с сосредоточенными параметрами и тео-
рии непрерывных задач ОРМ, во-вторых, с исследованием свойств опти-
мальных решений таких задач. С практической же точки зрения, задаче 
А13 можно дать следующую экономическую интерпретацию. Пусть  − 
множество потребителей одного и того же вида продукции, выпускаемой 
N  производителями, расположенными в пунктах i , i 1,N . Стои-
мость перевозки продукции (в расчете на одну единицу товара) от і-го 
производителя к каждому потребителю x  задается функцией ic(x, , t)  в 
каждый момент времени t 0,T , 1 Nа 0,...,а 0  − дополнительные 
фиксированные затраты. Функция (x, t)  − спрос потребителя x  на про-
дукцию (считается, что потребности могут меняться со временем). В на-
чальный момент времени спрос известен и задается функцией 0(x) . Не-
обходимо так разбить множество потребителей на сферы обслуживания 
соответствующими предприятиями и так влиять на скорость изменения 
спроса, чтобы суммарные затраты на перевозку товара на протяжении оп-
ределенного отрезка времени были минимальными, а изменение спроса в 




 В задаче А13 предполагается, что область изменения фазовой коорди-
наты не ограничена. Однако на практике чаще всего встречаются ситуа-
ции, в которых на допустимые состояния системы накладываются неко-
торые условия. Особенно это актуально при описании экономических 
объектов или процессов, когда необходимо учитывать ограничения, на-
пример, на объем выпуска продукции, спрос, производственные мощно-
сти предприятий и т. п. Приведенные ниже две постановки динамических 
задач ОРМ являются обобщениями задачи А13 на случай наличия инте-
гральных и точечных фазовых ограничений.  
 
Под динамической задачей оптимального разбиения множества 
Ω Еn с интегральными ограничениями будем понимать следующую 
задачу [56].  
 
Задача А14. Требуется найти разбиение * * * N1 N( ,..., ) , управ-
ление * 2u (x, t) L [0,T]  и функцию 
*(x, t) , удовлетворяющую за-





(x, t)dxdt b ;   i 1, N ,      (1.1.28) 




0 i i 1
i 10 0
F( ,u( , ), ( , ))
(c(x, , t) a ) (x, t)dxdt u (x, t)dxdt
 
достигал бы своего минимального значения.  
Здесь  
0 1, 0 , 
2 2
0 1 0 , 1 Nа 0,...,а 0 , 
T 0 , 1 ni i i( ,..., ) , i 1, N , 
0(x)  – те же, что и в задаче А13;  2u(x, t) L [0,T]  – функция 
управления. Величины ib ;   i 1, N , – заданы. Дополнительные условия на 
эти переменные, при которых задача А14 разрешима, получим в главе 3 в 
процессе исследования свойств задачи. 
 Коротко задача А14 записывается следующим образом: 
( ,u( , ), ( , ))
F( ,u( , ), ( , )) min ,      (1.1.29)  









( ,u( , ), ( , )) : , u( , ) L ( 0,T ); (x, t) u(x, t), t 0,T ,
(x,0) (x); (x, t)dxdt b ;   i 1, N .
 Оптимальным решением задачи (1.1.29) будем называть допустимую 
тройку 
* * * *( ,u ( , ), ( , )) , которая доставляет минимальное значе-
ние функционалу F .  
 С помощью характеристических функций 1 N 1( ) ( ( ),..., ( ))  
подмножеств 1 N( ,..., )  функционал и интегральные ограничения зада-
чи А14 записываются так:  
1I ( ( ),u( , ), ( , ))  
T N
2
0 i i i 1
i 10





(x, t) (x)dx b ,   i 1,..., N . 
Напомним, что   
Г1 = {λ(х) = (λ1(х),..., λN(х)):   
N
i=1
λі(х)=1  п. в. для х Ω, 
   λі(х)=0 1  п. в. для х Ω, і = 1,...,N}. 
 И, таким образом, динамическая задача оптимального разбиения мно-
жества с интегральными ограничениями (1.1.29) может быть сформули-






( ( ),u( , ), ( , )) V







V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) х ;





Предположим теперь, что в задаче А14 наряду с разбиением множест-
ва  на N  подмножеств 1 N( ,..., )  (среди которых могут быть и пус-
тые), требуется найти и центры 1 N,...,  этих подмножеств. Кроме того, 
будем считать, что на состояние управляемой системы влияют некоторые 
внешние факторы, которые можно описать известной функцией 
2f x, t L 0,T .  









J( ) c(x, , t) a (x, t)dxdt
u (x, t)dxdt,
  (1.1.30) 
где , ,u .,. , .,. , NP ,
N ,
 2
u( , ) L ( 0,T ),  
1( , ) C ( 0,T ) ; параметры T 0 , 0 1, 0 , 
2 2
0 1 0 , ia , i 1, N,  
заданы; функции 
i ic(x, , t) c(x, )q(t) , 2q(t) L 0,T , ic(x, )  – дей-
ствительные, ограниченные, определенные на 
 
функции, измери-
мые по переменной x  при произвольном фиксированном векторе пара-
метров
 i
, i 1,N ; функция (x, t)  для каждого x  является реше-
нием задачи Коши 
(x, t) u(x, t) f (x, t) , t 0,T ,    (1.1.31) 
0(x,0) (x) ,      (1.1.32) 




(x, t)dx b ,   i 1,2,..., N .  (1.1.33) 
Функции 2f (x, t) L ( 0,T )  и )(0 x  в задаче (1.1.31), (1.1.32) счита-
ются известными. 
 
Под динамической  задачей оптимального разбиения  множества 
nR  на подмножества 
1 N,...,  с размещением центров этих 
подмножеств будем понимать следующую задачу.  
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Задача А15. Необходимо найти разбиение * * *1 N N( ,..., ) P ( ) , 
набор точек * * * * N1 2 N( , ,..., ) , управление 
*
2u (x, t) L [0,T]  
и соответствующую фазовую траекторию *(x, t)  (удовлетворяющую ус-
ловиям (1.1.31) – (1.1.33)), при которых функционал (1.1.30) достигал бы 
минимального значения. 
Оптимальным решением задачи А15 будем называть допустимую чет-
верку * * * * *, ,u ( , ), ( , ) , которая доставляет минимальное значе-
ние функционалу J .  
В терминах характеристических функций подмножеств 1 N,..., , со-
ставляющих допустимое разбиение множества , задача А15 формули-
руется так: 
 
Задача В15: необходимо найти такие вектор-функцию 
1 N 1( ) ( ( ),.., ( )) , набор 
N
1 2 N( , ,..., ) , управляющую 
функцию 2u( , ) L ( 0,T )  и соответствующую фазовую переменную 
),( , что функционал 
T N
2
0 i i 1 i
i 10
I( ( ), , ( , ),u( , ))
c(x, , t) a (x, t) u (x, t) (x)dxdt
 
достигал минимального значения при условиях 
(x, t) u(x, t) f (x, t)    x , t 0,T , 




(x, t) (x)dx b ,   i 1..N . 
Как уже отмечалось, в простейшей динамической задаче ОРМ (задаче 
А13) область изменения фазовой координаты (x, t)  не ограничена и сов-
падает со всем пространством  R. В задаче А14 на фазовую переменную 
накладываются лишь интегральные ограничения. Характерной особенно-
стью многих задач оптимального управления динамическими системами, 
встречающимися на практике, является наличие точечных ограничений на 
фазовые координаты. Такие ограничения порождают существенные труд-
ности как при разработке необходимых и достаточных условий опти-




зовые переменные и управления связаны общей принадлежностью к не-
которому множеству, возникает определенная патология. Оптимальные 
управления выражаются в терминах меры, то есть оказывается, что в этих 
сложных ситуациях оптимальные управления не только нельзя реализо-
вать, но и нельзя вычислить... Нужно выделять специальные классы задач, 
решаемых относительно просто, а для общих случаев строить теорию ап-
проксимаций оптимальных управлений. 
 
Под непрерывной динамической задачей оптимального разбиения 
множеств с фазовыми ограничениями будем понимать следующую за-
дачу.  
 
Задача А16. Требуется найти разбиение 
* * * N
1 N( ,..., ) , 
управление * 2u ( , ) L ( [0,T])  и фазовую траекторию 
*( , ) , при ко-









F( ,u( , ), ( , )) (c(x, , t) a ) (x, t)dxdt
u (x, t)dxdt,
 
достигает своего минимального значения, и выполняются ограничения 
0
(x, t) f ( (x, t),u(x, t), t), t 0,T
(x,0) (x), x
   
(1.1.34) 
g(t, (x, t)) 0, t 0,T , x .    (1.1.35) 
Здесь 2 2
0 1 0 1, 0, 0 ; iT 0, a ,  
1 n
i i i,..., ,  
i 1, N ,– те же, что и в задаче А14; функция f ( ,u, t)  – известная функция 
своих аргументов, которая описывает внутренние связи управляемой ди-
намической системы или внешние факторы; 0(x)  – заданная  неотрица-
тельная функция, определенная на ; функция g(t, y)  – непрерывная по 
t и непрерывно дифференцируемая по y. Точки 1 ni i i,..., , i 1, N ,  
считаются заданными. 
 В терминах характеристических функций подмножеств 1 N,..., , со-
ставляющих разбиение множества  задача А16 запишется так: 
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 Задача В16: 
1
( ( ),u( , ), ( , )) V




V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) f ( (x, t),u(x, t), t), t 0,T , (x,0) (x),
g(t, (x, t)) 0, t 0,T , x .
 
  Таким образом, сформулированная задача А16 отличается от задачи 
А13 как общей формой записи уравнения дифференциальной связи, так и 
наличием фазовых ограничений (1.1.35), задаваемых в каждой точке.  
Во всех представленных выше математических постановках непре-
рывных динамических задач оптимального разбиения множеств предпо-
лагается, что разбиение множества  статическое, то есть не меняется со 
временем. Далее приведем постановки динамических задач ОРМ, в кото-
рых границы между подмножествами, составляющими разбиение множе-
ства , могут изменяться с течением времени. Факт зависимости разбие-
ния множества  от временной переменной будем отмечать следующим 
образом: 1 N(t) ( (t),..., (t)) , t [0,T] . 
Непрерывные задачи оптимального разбиения множества, в которых 
разбиение может меняться со временем, будем называть непрерывными 
динамическими задачами оптимального разбиения множеств с под-
вижными границами между подмножествами.  
Примером одной из таких задач является следующая задача. 
 
Задача А17. Пусть задан набор функций i 2u (x, t) L ( [0,T]),  
i 1, N . Состояние некоторого управляемого объекта описывается функ-
цией (x, t) , удовлетворяющей задаче Коши: 
i i
0
(x, t) (x, t) u (x, t) f (x, t), x (t),
(x,0) (x).
    
Требуется найти такое разбиение * * *1 N(t) ( (t),..., (t))
N  для каж-




0 i i 1 i
i 1 i 10 (t) 0 (t)
J( ( )) (c(x, , t) a ) (x, t)dxdt u (x, t)dxdt  




Здесь 0 1, 0 , iT 0, a 0, i 1, N,  – заданные величины; 
i , i 1,N , – заданные центры подмножеств;  
функции i i 2c(x, , t) c (x, t) L 0,T , 2f (x, t) L 0,T , 
0 2(x) L ( )  – известные функции своих аргументов. 
Характерной особенностью задачи А17 является тот факт, что ско-
рость изменения функции (x, t)  в каждой точке x  зависит от при-
надлежности этой точки текущему подмножеству i (t) . В силу этого, 
разбиения множества  в разные моменты времени могут отличаться 
друг от друга, а значит, и границы между подмножествами могут быть 
подвижными. 
 Динамическая задача оптимального разбиения множества с подвиж-
ными границами между подмножествами А17 может служить математи-
ческим описанием следующей экономической ситуации. Пусть 2E  − 
множество потребителей одного и того же вида продукции, которая вы-
пускается N  производителями, расположенными в точках i , i 1,N . 
Речь идет о товаре первой необходимости, который потребляется часто и 
его нужно приобретать почти каждый день. Пусть (x, t)  – спрос потре-
бителя x  на товар в момент времени t ; i ic(x, , t) c(x, )  – функция, 
описывающая время (рассчитанное на единицу  товара),  необходимое  
потребителю x ,  чтобы  добраться  до і-го производителя (пункта прода-
жи) товара. Очевидно, чем дальше потребитель находится от производи-
теля, тем меньше вероятность того, что этот потребитель будет пользо-
ваться услугами именно этого производителя. Предполагается, что ско-
рость изменения спроса потребителя x :  
а) пропорциональна самому спросу в данный момент времени с коэф-
фициентом потребления ;  
б) определяется внешними обстоятельствами, например такими как 
общая тенденция снижения или повышения спроса на товар, инфляция и 
т. п., влияние этих факторов описывается функцией f (x, t) ;  
в) может увеличиваться за счет некоторых маркетинговых действий 
(проведение акций, рекламных кампаний и т. п.). Обозначим через  
iu (x, t)  величину, на которую в единицу времени может изменяться спрос 
потребителя за счет указанных действий одного і-го производителя. Счи-
тается, что функция iu (x, t)  для каждого і-го производителя определяется 
политикой предприятия и может быть заранее предсказуема.  
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Поскольку рассматривается сосуществование производителей продук-
ции на рынке, нет необходимости каждому производителю вкладывать 
средства в повышение спроса каждого потребителя. Достаточно распре-
делить все множество потребителей на сферы влияния производителей на 
определенный период времени с учетом того факта, что потребитель 
стремится минимизировать суммарное время, потраченное на приобрете-
ние товара за этот период. Можно также потребовать, чтобы суммарный 
вклад производителей в повышение спроса на всей территории  был 
как можно меньшим (за что отвечает второе слагаемое в функционале за-
дачи А17). В результате действий каждого производителя на рынке, а 
также внешних процессов за определенный промежуток времени, грани-
цы между сферами влияния могут меняться со временем, так как, во-
первых, потребители могут менять свои приоритеты относительно выбора 
производителя, во-вторых, производители, в силу своих изменяющихся 
возможностей, могут поддерживать спрос на товар лишь на ограниченной 
территории.  
 Следует отметить, что границы между подмножествами могут иметь 
динамический характер и за счет изменяющихся координат центров под-
множеств. Далее будем предполагать, что точки i , i 1, N,  могут ме-
нять свое месторасположение в области  под влиянием некоторых 
внешних управляющих воздействий. 
 
Под динамической задачей оптимального разбиения множеств с 
подвижными границами между подмножествами и управляемыми 
центрами будем понимать следующую задачу [70, 165]. 
 
Задача А18. Пусть задан набор функций i 2u (x, t) L ( [0,T]),  
i 1, N . Состояние некоторого управляемого объекта описывается функ-
цией (x, t) , удовлетворяющей ix (t)  следующей задаче Коши: 
0






U(t) {u(x, t; (t)) : u(x, t; (t)) u (x, t) п.в.для х (t), i 1, N;
(t) ( (t), , (t)) }, t [0,T].
 
Пусть с каждым подмножеством i ( )  «связана» точка (центр) 






i i i i 2v (t) v (t),...,v (t) , v L ( 0,T ), l 1,r, i 1,N , t 0,T . 
Изменение координат центра со временем описывается следующим 
векторным дифференциальным уравнением: 
i i i i(t) (t),v (t), t , t [0,T], i 1,N . 
Функции 1 ni i if , ,..., , i 1, N  – известные функции своих аргумен-
тов.   
Требуется найти разбиение * * *1 N(t) ( (t),..., (t))
N , t [0,T] , 
соответствующую функцию *( , ) = * *( , , ( ))  (удовлетворяющую 
(1.1.36)),  управляющие вектор-функции 
* 1* r* l*
i i i i 2v ( ) v ( ),...,v ( ) , v ( ) V L ( 0,T ),  l 1, r, i 1, N , 
и соответствующие им фазовые траектории  *i ( ) , i 1, N,  при кото-
рых каждый центр i , i 1, N,  переходил бы из заданного начального 
состояния, i i0ˆ(0) , i 1, N  в заданное конечное состояние 
i iTˆ(T) , i 1, N,  а некоторый функционал  
F( ( ), ( ), ( , ; ( )), v( ))  
достигал бы своего минимального значения. 
Частным случаем задачи А18 является задача управления  движением 
N объектов i , i 1, N,  по холмистой местности , рельеф которой 
может быть описан определенной функцией 1 2z (x ,x ) , 1 2(x ,x ) , 
2R ,  с одновременным отысканием «областей наблюдения» 
1 N(t),..., (t)  объектов i , i 1, N,  так чтобы «суммарные затраты 
на наблюдение» за каждой точкой множества , а также  траектории, по 
которым совершается перемещение объектов i , i 1, N,  были мини-
мальными.  
Математически сформулированная задача записывается так.  
 
Задача А19.  Требуется  
J( ( ), ( ), ( , ; ( )),a( ), ( )) min , 
где 
J( ( ), ( ), ( , ; ( )),a( ), ( ))  














i 1 i 1(0) 0
c(x, (t), t) A (x, t; (t)) u (x, t) dxdt










(t) a (t)cos (t),
(t) a (t)sin (t),
   (1.1.37) 
1i 2i 1i 2i
1i 2i




(0) , , (0) v ,v ,
(T) , , (T) 0,0 ,
   i 1, N . 
Здесь i 2u (x, t) L ( [0,T]), i 1,N,  – заданный набор функций, опре-
деляющих величину воздействий центра на некоторую наблюдаемую и 
управляемую величину (x, t) ; 0f (x, t), (x)  – известные функции своих 
аргументов.  Точка i  на рассматриваемой поверхности имеет координа-
ты 1i 2i 3i( , , ) , где первые две изменяются по закону (1.1.37) под воздей-
ствием управляющих параметров ia (t) KC( 0,T ),  i (t) ;
2 2
, и мо-
гут принимать значение в области 2R , третья координата – 
3i 1i 2i( , ), i 1,N . В функционале iL  –  длина i-й кривой (траекто-
рии движения i-й «управляемой точки» по поверхности  1 2z (x ,x ) ), 
соединяющей точки 0i  и 
T






i 1i 2i 3i
i 1 i 1(0) 0
dL (t) (t) (t)dt.  
Константы 0 1, 0  заданы и определяют приоритет слагаемого; 
iA 0, i 1, N,  – фиксированные величины; c(x, y, t)  – заданная функция,  




Таким образом, в задаче А19 управление совершается проекциями на 
плоскость 1 2x Оx  точек 1i 2i 3i( , , ) , а множество , являющееся проек-
цией  на эту же плоскость, и подлежит разбиению (рис. 1.3). 
Еще раз отметим, что в задаче А19 границы между подмножествами 
могут изменяться не только из-за того, что скорость изменения функции 
(x, t)  определяется принадлежностью точки х к тому или иному под-
множеству, но и в силу того, что «центры» подмножеств, меняя свое ме-
сто расположения, могут «тянуть» за собой  границы между зонами сво-
его наблюдения. 
Как нетрудно заметить, в функционалы приведенных выше динамиче-
ских задач оптимального разбиения множеств А13 – А19 фазовая пере-
менная (x, t)  входит линейно, что существенно облегчает решение этих 
задач. 
 
Рис. 1.3. Разбиение поверхности 
1 2z (x ,x ) , 1 2(x ,x ) , 
2R ,  на три 
«зоны наблюдения», соответствующие  точкам i , i 1,3  
 
Далее представлены математические формулировки нелинейных ди-
намических задач оптимального разбиения континуальных множеств, в 
которых функции, описывающие состояние системы, меняются так, что 
скорость их изменения в каждой точке рассматриваемого множества за-
висит от принадлежности этой точки к определенному подмножеству ис-
ходного множества. Задача состоит в отыскании разбиения множества на 
заданное число подмножеств, обеспечивающего минимальное значение 
некоторого критерия качества. Нелинейность задач связана, прежде всего, 
с видом функционала (например, это может быть среднеквадратическое 
отклонение изменяющегося во времени состояния системы от желаемого, 
СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 67 
или функционал, содержащий функции модуля, максимума и другие). 
Кроме того, нелинейной может быть и дифференциальная связь, задаю-
щая изменение состояния рассматриваемого управляемого объекта или 
процесса. 
Пусть  – ограниченное, измеримое по Лебегу множество из nE ,  
N  
класс всех возможных разбиений множества   на N  подмножеств. 
Пусть iu (x, t; ), i 1, N,  – заданные действительные, ограниченные, оп-
ределенные  на 0,T , измеримые по x  и t при произвольных 
фиксированных векторах параметров 
1 K K
i i i i i,..., , R , i 1,N . 
Далее, пользуясь терминологией теории непрерывных задач оптимально-
го разбиения множеств, векторы i , i 1,N , будем называть «центрами 
подмножеств». Действительно интерпретировать эти точки как центры 
подмножеств, составляющих разбиение множества , можно лишь в ча-
стном случае, когда iK n, , i 1, N . 




U (u( , ; , ) : u(x, t; , ) u (x, t; ),






ˆF( ) (x, t;u(x, t; , )) ρ(x, t) dtdx ,          (1.1.38)  
где , ,u( , ; , ), ( , ) , u( , ; , ) U , N ,  , 
N...21 ; T 0  – заданный момент времени; функция 
(x, ) C( 0,T )  для каждого x  является решением задачи Коши 
   
0
(x, t) (x, t) u(x, t; , ), t 0,T ,
(x,0) (x),






g( (x, t),u (x, t; ))dxdt b ;   i 1, N ,  (1.1.40) 





Замечание 1.1. Каждое допустимое разбиение N  и вектор  
 определяет функцию u( , ; , ) U  такую, что соответствующая 
задача Коши (1.1.39) имеет единственное решение (x, t)  в следующем 
смысле: 
ix , i 1, N   функция (x, t)  – непрерывна по временной перемен-




(x, t) (x) (x, t) u (x, , ) d , t 0,T .  
 
Под нелинейной динамической задачей оптимального разбиения 
множества 
nE  на его подмножества 1 N,..., (среди которых мо-
гут быть и пустые) с размещением центров подмножеств будем пони-
мать следующую задачу.  
 
Задача А20.  
u( , ; , ), ( , )
F , ,u( , ; , ), ( , ) min , 
N, ,u( , ; , ), ( , ) : , , u( , ; , ) U;




0 i i i
0
(x,0) (x); g( (x, t),u (x, t; ))dxdt b ;   i 1, N .  
Оптимальным решением задачи А20 будем называть допустимую четвер-
ку * * * * *, ,u ( , ), ( , ) , которая доставляет минимальное значение 
функционалу F .  
В случае, когда в задаче А20 векторы параметров 
1 K K
i i i i i,..., , R , i 1,N , известны заранее, получим задачу, 
которую будем называть динамической задачей оптимального разбие-




1u( , ; ), ( , )
F ,u( , ; ), ( , ) min , 




1 1,u( , ; ), ( , ) : , u( , ; ) U ;  
(x, t) (x, t) u(x, t; ), t 0,T ,  
i
Т
0 i i i
0
(x,0) (x); g( (x, t),u (x, t; ))dxdt b ;   i 1, N ,  
1 i i i
N
U (u( , ; ) : u(x, t; ) u (x, t; ), п. в. для x , i 1, N,
, t 0,T .
 




ˆF (x, t) (x, t) dxdt ) 
можно дать следующую экономическую интерпретацию. Пусть рассмат-
ривается сосуществование производителей однотипных товаров (сходных 
по цене и качеству), потребителем которых является определенный слой 
общества с примерно одинаковым уровнем накоплений (доходов), кото-
рые живут в одинаковых условиях и имеют одинаковую шкалу пожела-
ний. Производители товаров другого качества сосуществуют в другой 
рыночной нише. Общим интересом для фирм-производителей однотипно-
го товара является удержание спроса  (x, t)  на данный товар на опреде-
ленном уровне (x, t) , который возможно лишь несколько увеличивать 
или уменьшать со временем, сохраняя при этом главную тенденцию коле-
бания в области оптимального для производителей спроса, при условии 
учета предельной границы потребления данного товара и производствен-
ных мощностей предприятия. Будем считать, что динамика спроса прямо 
пропорционально самому спросу. Кроме того, повышение спроса на про-
дукцию может осуществляться за счет проведения субъектами производ-
ства определенных действий, оживляющих спрос.  Например, это может 
быть незначительное сокращение стоимости товара за счет модернизации 
производства, рекламные акции и т. д. Сила влияния таких действий i-го 
производителя описывается функцией i iu (x, , t), i 1, N . Поскольку про-
изводители сосуществуют, нет смысла каждому из них «вкладывать сред-
ства» в каждого потребителя. Нужно только распределить потребителей 
на зоны влияния производителей с учетом их общих интересов. Ограни-
чения (1.1.40) учитывают возможности самих производителей. 
Для корректности поставленной задачи должны быть наложены неко-
торые ограничения на правые части неравенств (1.1.40), при которых за-




ботки и обоснования метода решения задачи (1.1.38) – (1.1.40) или задачи 
А21. 
Замечание 1.3. Функционал задачи (1.1.38) – (1.1.40) может быть за-
дан в виде  
T
0
F( ) (x, t;u(x, t; , )) (x, t) dtdx .   (1.1.41) 
Тогда задачу А20 с функционалом вида (1.1.41) будем называть динами-
ческой задачей оптимального разбиения множества  с недифферен-
цируемым функционалом.  
Если предположить, что динамика спроса прямо пропорционально за-
висит от количества населения рассматриваемого слоя общества, потреб-
ляющего товар, то изменение спроса со временем в каждой точке региона 
будет описываться дифференциальным уравнением, аналогичным логи-
стическому уравнению, которое описывает динамику численности насе-
ления [30]. 
Как уже отмечалось, нелинейность в динамических задачах ОРМ мо-
жет быть обусловлена не только видом функционала качества, но и спо-
собом задания дифференциального уравнения, описывающего изменение 
состояния управляемого объекта или процесса. Приведем математиче-
скую постановку задачи, которую будем называть динамической  зада-
чей оптимального разбиения  с квадратичным функционалом и не-
линейной дифференциальной связью.  
 
Задача А22.   
N




F( ) (x, t; ) (x, t) dtdx , 
где  функция (x, ; )  для каждого разбиения  N1 N( , , )  и для 
каждого ix  является решением  задачи Коши 
i
0








(x, t)dxdt b ;   i 1, N . 
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Здесь T 0  – фиксированный момент времени; функции 
i 2u (x, t) L ( 0,T ), i 1,N  известны заранее; ( )  – заданная нели-
нейная функция одного аргумента; 0 2(x) L ( ),  2(x, t) L ( 0,T )  
– также заданные функции. 
Рассматриваемые динамические задачи оптимального разбиения мно-
жеств могут служить математическими моделями некоторых обратных 
задач для дифференциальных уравнений с переключаемой правой частью, 
т. е. таких задач, в которых состояние некоторого процесса или объекта 
изменяется во времени, причем поведение исследуемого объекта описы-
вается обыкновенным дифференциальным уравнением или системой 
уравнений с разрывной правой частью. К таким задачам относятся задачи 
идентификации «многозонных» или «многостадийных» моделей динами-
ки, состоящие в определении по некоторой входной апостериорной ин-
формации неизвестных границ между зонами функционирования того или 
иного объекта, так, что в пределах одной зоны динамический режим объ-
екта может быть описан линейным дифференциальным уравнением (в 
общем случае векторным) [78, 83]. Неизвестными в задаче также могут 
быть и некоторые коэффициенты дифференциального оператора. Тогда 
задача сводится к так называемой нелинейной динамической задаче ОРМ 
с размещением «центров» подмножеств. Такие задачи идентификации 
многозонных моделей динамики будут представлены в главе 7. Как и 
многие обратные задачи, возникающие при обработке экспериментов, эти 
задачи характеризуются некорректностью постановки, что обуславливает 
проведение дополнительного анализа вопросов, связанных с существова-
нием и единственностью решения таких задач, а также непрерывной зави-
симостью решения от начальных данных. 
 Приведенные выше постановки динамических задач ОРМ характери-
зуются наличием обыкновенного дифференциального уравнения или сис-
тем таких уравнений.  
Если поведение изучаемого управляемого объекта описывается урав-
нениями в частных производных, то возникают задачи оптимального 
управления распределенными системами [11, 19, 20, 21, 29, 31, 32, 37, 74, 
95 и др.]. Представим далее в качестве примера одну задачу стартового 
управления параболической системой, которая в своей математической 
постановке может быть сведена к непрерывной задаче оптимального раз-
биения множеств.  
 
 Задача стартового управления с линейным критерием качества, 
сводящаяся к непрерывной задаче оптимального разбиения множе-




Задача А23. Пусть Ω – ограниченное, измеримое по Лебегу множество 
из Е2 с кусочно-гладкой границей Ω . Введем в рассмотрение класс 
N  
всех возможных разбиений множества Ω на N подмножеств:  
N
N
1 N i i i j
i=1
ω ( ,..., Ω ) :  ,  i=1,N;  Ω ;  mes( ) ,  i j;  i, j 1, N .  
 Пусть состояние управляемого объекта описывается функцией 
1,0
2c(x,t) W ( 0,T ) , удовлетворяющей  краевой задаче 
c t c f (x, t) ,                                         (1.1.42) 
с(х, 0) = u(х; ω );  u U,      (1.1.43) 
U = {u(х; ω ): u(х; ω ) = ui(х) п. в. для х Ωi, i = 1,…, N, 
 ω  = (Ω1,…,ΩN)  
N },   (1.1.44) 





 – оператор Лапласа;  
функции 2g x, t L 0,T  и 2f x, t L 0,T  известны зара-
нее; ui(х) L2(Ω), i = 1,…,N, – заданный на Ω Е2 набор функций.  
 Как нетрудно заметить, в качестве управления u(х; ω ) выступает 
функция начальных условий, зависящая от разбиений ω N  множества 
Ω на подмножества Ω1,…, ΩN. Множество допустимых управлений U 
представляет собой класс кусочно-непрерывных на Ω функций, опреде-
ляемых разбиением ω  множества Ω таким образом, что для точек х каж-
дого из подмножеств Ωi ω , i = 1,…, N, функция управления u(х; ω ) сов-
падает с соответствующей подмножеству функцией ui(х). Кроме того,  на 




1 N i iω= Ω ,..., Ω :   u (x)dx b ;  i=1,N ,      (1.1.46) 
где 1 2 Nb ,b ,...,b  – заданные, как правило, неотрицательные числа. 
 Каждое допустимое разбиение ω N  определяет начальную функ-
цию  u ,  такую, что соответствующая ей краевая задача (1.1.42) – 
(1.1.45) имеет единственное обобщенное решение 




2c(x, t) W Ω 0,T , где 
1,0
2W Ω 0,T  – пространство Соболева 
[32]. 
 Условимся решение краевой задачи (1.1.42)–(1.1.45), соответствующее 
функции Nu(x, ω),   ω , обозначать c(x, t;u(x, )) . 
 Требуется определить такое разбиение Nω* , для которого функция  
u( , ω*)   доставляла бы минимальное значение функционалу 
V(u( , ))= c(x, T;u(x, ))dx ,                              (1.1.47) 
где  T 0  – фиксированная длительность управляемого процесса. 
 Замечание 1.4. В [80] указано, что функция c(x,t) , рассматриваемая 
как отображение отрезка [0,T] в пространство 2L ( ) , является непрерыв-
ной по переменной t в том смысле, что функция 
2L ( )
(x) c(x, t)  не-
прерывна при t 0,T , следовательно, интеграл в (1.1.47)  существует. 
 Замечание 1.5. Интегральные ограничения в (1.1.46)  могут быть зада-
ны в более общем виде, например, 
i
i(x)dx b ;  i=1,N ,                                (1.1.48) 
где  ( ) – некоторая заданная функция  пространства 2L ( ) . 
 Особенностями сформулированной задачи является, во-первых, то, что 
начальное состояние процесса, которым мы управляем, определяется раз-
биением ω  множества Ω; во-вторых, наличие ограничений типа (1.1.46), 
в которых неизвестный параметр Ωi входит в пределы интегрирования. 
 Замечание 1.6. Задачи управления, имеющие математические модели, 
подобные сформулированной задаче, ставятся во многих областях науки и 
техники, таких как металлургия, энергетика, геология, почвоведение, эко-
логия и т. д.  В случае  управления процессами диффузии  функция c(x,t)  
представляет собой концентрацию некоторого вещества; процессы 
фильтрации жидкости в пористых средах описываются скалярной функ-
цией напора;  если же имеют дело с распространением тепла, то функция  
c(x,t)  представляет собой температуру в каждой точке заданного про-
странства и в каждый момент времени. 
Другие примеры задач оптимального разбиения множеств, которые 
возникают при управлении распределенными системами, подробное изу-





1.2. ОБЩАЯ ПОСТАНОВКА НЕПРЕРЫВНЫХ  
ЗАДАЧ ОПТИМАЛЬНОГО РАЗБИЕНИЯ  
МНОЖЕСТВ n-МЕРНОГО ЕВКЛИДОВА  
ПРОСТРАНСТВА En НА ПОДМНОЖЕСТВА.  
КЛАССИФИКАЦИЯ  ЗАДАЧ  
 
В данном разделе приведем, следуя [49, 51], наиболее общую поста-
новку непрерывной задачи оптимального разбиения множества и укажем 
основные принципы (признаки) классификации таких задач. 
Пусть  – непрерывное, ограниченное, измеримое по Лебегу множе-
ство из n-мерного евклидова пространства nE , ( , , )  – измеримое про-
странство,  – алгебра множества . В качестве меры  будем рассмат-
ривать меру Лебега.  
Определение 1.1. Разбиением множества nE  на N  подмножеств 
назовём систему его подмножеств 1 2 N( , ,..., ) , для которых выпол-
няются три условия: 
1) , i=1, N ; 





      3) i j 0, i j, i, j 1,N . 
Обозначим через N  пространство всех возможных разбиений мно-
жества  на N  подмножеств: 
N
N
1 N i i j
i 1
( ,..., ) : , 0, i j, i, j 1, N . 
При этом разбиения, отличающиеся только множествами нулевой меры, 
будем считать равными элементами пространства  N . 
Очевидно N N . Для элементов пространства N
N
...  –  де-
картова произведения N алгебр множества , а значит и  для  элементов  







N( ,..., ) ( ,..({ },{ }) (., ) ) , 
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где под обозначением i i  понимается симметрическая разность мно-
жеств.  
Метрическое пространство, построенное  на базе  N N , ограниче-
но, плотно в себе, хаусдорфово, замкнуто [48, 51]. 
Постановка задачи ОРМ. Пусть функции jj jm1F ,G ,...,G :  
N 1R , j 1,...,M   – псевдонепрерывные функции разбиения; 
M
j j1 1 M M j
1 N 1 N N1
j 1
F( ,..., ;...; ,..., ) F ( ,..., ) ; 
M
j j j1 1 M M
i 1 N 1 N N1i
j 1
G ( ,..., ;...; ,..., ) G ( ,..., ), i 1,...,m . 
Требуется найти набор подмножеств  
1* 1* M* M*





при котором функция разбиения F достигает своего минимального значе-
ния и выполняются условия 
1 1 M M
i 1 N 1 NG ( ,..., ;...; ,..., ) 0, i 1,...,p,  
1 1 M M
i 1 N 1 NG ( ,..., ;...; ,..., ) 0, i p 1,...,m.  
 Введем следующие обозначения: 
(2) (M)(1) 1 1 2 2 M M
1 N 1 N 1 N( , ,..., ) ( ,..., ; ,..., ;...; ,..., ) (
N ) M ; 
(2) (M)(1)
U ( , ,..., ) (
N ) M : 
(2) (M)(1)
iG ( , ,..., ) 0, i 1,p;  
(2) (M)(1)
iG ( , ,..., ) 0, i p 1,m . 






F( , ,..., ) min .   (1.2.1) 
 Непрерывные задачи оптимального разбиения множеств классифици-
руют по различным признакам. 
 П о  з н а ч е н и ю  п а р а м е т р а  М различают: 
однопродуктовые задачи ОРМ: М = 1; 
многопродуктовые задачи ОРМ:  М ≥ 2. 
 На рис. 1.2 изображено возможное разбиение множества Ω Е2 на три 




 П о  с п о с о б у  з а д а н и я  ф ун к ц и й  р а з б и е н и я  jj jm1F ,G ,...,G :  
N 1R , j 1,m , задачи ОРМ делятся на: 
– линейные непрерывные задачи оптимального разбиения множеств:  
все указанные функции линейны относительно  величин 
i
x dx , 
i 1, N , где  –  некоторая определенная на  функция;  
– нелинейные непрерывные задачи оптимального разбиения мно-
жеств: хотя бы одна из указанных функций  нелинейна относительно  
величины 
i
x dx , i 1, N . 
 П о  х а р а к т е р у  п а р а м е т р о в ,  входящих в функции jj jm1F ,G ,...,G ,  
j 1,m , различают детерминированные и стохастические задачи ОРМ. 
Задача ОРМ называется детерминированной, если все параметры, входя-
щие в целевую функцию и ограничения, являются детерминированными 
(например, задачи А1 – А8, А13 – А21 подраздела 1.1), и стохастической, 
если хотя бы один параметр является случайным (например, задачи А6’, 
А8’). Кроме того, выделяют класс задач оптимального разбиения мно-
жеств в условиях неполной информации об исходных данных. 
 П о  п о л н о т е  и  о п р е д е л е н н о с т и  и с х о д н о й  и н ф о р м а ц и и  
о  п а р а м е т р а х , участвующих в формулировке задачи, выделяют также 
задачи однозначного (четкого) и нечеткого разбиения (см. п. 1.1.5, задачи 
А1, С3). Если входные данные в задаче хорошо структурированы, задача 
оптимального разбиения носит четкий характер. В случае плохо или сла-
бо структурированных исходных данных требование нахождения одно-
значного (четкого) разбиения элементов множества Ω из Еn может ока-
заться достаточно грубым и жестким. Тогда ослабление этого требования 
осуществляется за счет введения в рассмотрение нечетких подмножеств 
Ωі, і=1,...,N, множества Ω и  соответствующих  им  функций принадлеж-
ности, принимающих значение из отрезка [0, 1], и формулировки нечет-
кой задачи ОРМ – задачи нахождения такого нечеткого разбиения множе-
ства Ω на его нечеткие подмножества, которое в некотором смысле «ми-
нимизирует» некоторый целевой функционал. Напомним, что определе-
ние нечеткого разбиения четкого множества Ω было введено в пункте 
1.1.5. 
П о  н а л и ч и ю  в  з а д а ч е  в х о д н ы х  х а р а к т е р и с т и к ,  и з м е -
н я ю щ и х с я  в о  в р е м е н и , выделяют: 
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– статические задачи ОРМ: все параметры задачи не зависят от вре-
мени;   
– динамические задачи ОРМ: хотя бы одна из входных характеристик 
зависит от времени, и в структуру задачи входит дифференциальное 
уравнение, описывающее динамику этой характеристики. 
П о  н а л и ч и ю  о г р а н и ч е н и й  н а  р а з б и е н и я  различают задачи 
ОРМ: 
 – без ограничений: U ( N ) M ; 
 – с ограничениями в форме равенств и неравенств: U ( N ) M . 
 







в условиях полной информа-




в условиях неполной инфор-
мации об исходных данных 
(нечеткие) 
 
 статические динамические 
без ограничений с ограничениями в форме ра-
венств и неравенств 
с размещением центров под-
множеств 





Как правило, в задачах оптимального разбиения множеств с подмно-
жествами 1 2 N, ,..., , составляющими разбиение множества Ω, связа-
ны параметры 1 2 N, ,...,  – так называемые «центры» этих подмножеств. 
Если эти параметры заранее известны, то задачи ОРМ называются зада-
чами оптимального разбиения с заданными координатами центров под-
множеств. Если же указанные параметры подлежат определению наряду 
с разбиением, такие задачи ОРМ называются задачами оптимального 
разбиения множества с размещением центров подмножеств (или с оты-
сканием координат центров подмножеств).   
Как следует из п.1.1, математические модели непрерывных задач оп-
тимального разбиения множеств, вытекающих из конкретных приложе-
ний, могут одновременно принадлежать нескольким классам задач ОРМ.   
Далее представим численные алгоритмы решения непрерывных ли-
нейных детерминированных задач оптимального разбиения множеств, яв-
ляющихся наиболее изученными задачами ОРМ. Обоснование методов 
решения таких задач на основе конструктивных необходимых условий 
оптимальности приведены в [65].  
 
1.3. МЕТОДЫ И АЛГОРИТМЫ РЕШЕНИЯ  
НЕПРЕРЫВНЫХ ЛИНЕЙНЫХ ЗАДАЧ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
ИЗ Еn НА ПОДМНОЖЕСТВА 
  
 Все методы решения непрерывных линейных задач оптимального раз-
биения множеств, рассматриваемые в настоящем разделе, основаны на 
едином подходе, в основе которого лежит следующая идея. Исходные за-
дачи ОРМ, которые математически сформулированы как бесконечномер-
ные задачи оптимизации, сводятся определенным образом (например, че-
рез функционал Лагранжа) к вспомогательным конечномерным негладким 
задачам максимизации либо негладким задачам максимина, для численно-
го решения которых применяются современные эффективные методы не-
дифференцируемой  оптимизации,  а  именно,  различные   модификации 
r-алгоритма Н. З. Шора. Особенностью такого подхода для линейных за-
дач ОРМ является тот факт, что решение исходных бесконечномерных за-
дач оптимизации удается получить аналитически в явном виде, причем в 
аналитическое выражение могут входить параметры, отыскиваемые как 
оптимальное решение вышеназванных вспомогательных конечномерных 
задач оптимизации с негладкими целевыми функциями. 
 Приведем сначала метод и алгоритм решения непрерывной линейной 
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многопродуктовой задачи А5 оптимального разбиения множеств при ог-
раничениях в форме равенств и неравенств с заданным положением цен-
тров подмножеств. Затем сформулируем алгоритм решения задачи А6 с 
отысканием координат центров подмножеств, которая является обобщени-
ем  задачи  А5. Алгоритмы решения для всех частных случаев задачи А6, 
т. е. для линейных однопродуктовых как с фиксированными центрами 
подмножеств, так и с неизвестными заранее координатами этих центров, 
как с ограничениями, так и без ограничений, построенные на основе алго-
ритма решения задачи А6, рассмотрим в п.1.3.2.  
 
1.3.1. Многопродуктовые задачи оптимального разбиения 
множеств как с заданным положением центров  
подмножеств, так и  с неизвестными заранее  
координатами этих центров 
 
1.3.1.1. Линейная многопродуктовая задача оптимального  
разбиения множеств при ограничениях с заданным  
положением центров подмножеств 
 
 Непрерывную линейную многопродуктовую задачу оптимального 
разбиения множества n  на его подмножества 
j1 M
1 Ni,..., ,...,  
(среди которых могут быть пустые) при ограничениях в форме ра-
венств и неравенств с заданным положением центров подмножеств 
рассмотрим в виде В5 (см. раздел 1.1.2), удобном для дальнейших иссле-
дований. 
 







(c (x, τ )+a )ρ (x)λ (x)dx , 
где 










ρ (x)λ (x)dx ≤ bi, i = р+1,..., N }; 












   
j
iλ (x)=0 1  п. в. для x , і = 1,..., N, j = 1,..., M, 





(x) 1  п. в. для х Ω, j = 1,..., M }; 
 τ = (τ1,..., τN) – заданный вектор из Ω
N
. 
 Здесь функции с
j
(х,τi) – действительные, ограниченные, определенные 
на ΩхΩ, измеримые по х при любом фиксированном τi=(
(1) (n)
i iτ ,..., τ ) Ω 
для всех  i = 1,..., N, j = 1,..., M; функции ρ
j
(x) – ограниченные, измеримые 
на Ω для всех j = 1,..., M; 1 M1 Na ,..., a , b1,..., bN – заданные неотрицательные 









b , 0 ≤ bi ≤ S, i = 1,..., N. 
Точка τi = (
(1) (n)
i iτ ,..., τ ), принадлежащая подмножеству 
j
iΩ , одна и та же 
для всех j = 1,..., M, является общим центром подмножеств 1 Mi iΩ ,..., Ω . 
 Будем считать, что мера множества граничных точек jiΩ , i = 1,..., N, j = 
1,..., M, равна нулю. 
 Характеристическая  функция ji x  подмножества 
j
iΩ , i = 1,..., N, j = 







0, x \ .
 
 От задачи В5 бесконечномерного математического программирования 
с булевыми значениями переменных λ ji (·), i=1,…, N,  j=1,…, М, перейдем  
к  соответствующей  задаче  со  значениями λ ji (·), i=1,…, N,  j = 1,…, М, 
из отрезка [0, 1], т. е. рассмотрим следующую задачу. 
  





І(λ*( )) = 
2λ
min І(λ( )), 





(х)λ ji (х)dх = bi, i = 1, , р, 



















(х) = 1 п. в. для х , j = 1, , М, 
0  λ j
i
(х)  1, х , i = 1, , N, j = 1, , М . 
 Как следует из [65] Г2 − ограниченное, замкнутое, выпуклое множест-
во гильбертова пространства L MN2 ( ) с нормой 










 Согласно [22], L MN2 ( ) рефлексивно. 
 При каждом фиксированном 
N
 функционал І(λ( )) линеен, непре-
рывен относительно λ( ) на Г2. 
 Имеют место три следующие утверждения, доказанные в [65]. 
 Утверждение 1.1. При каждом фиксированном 
N
 ограниченное, 
замкнутое, выпуклое множество Г2 гильбертова пространства L
MN
2 ( ) 
слабо компактно и (согласно теореме Крейна – Мильмана [42]) содержит 
по крайней мере одну крайнюю точку. 
 Утверждение 1.2. Среди множества точек Г *2 ,  в которых линейный 
относительно λ( ) функционал І(λ( )) достигает при фиксированном 
N
 
минимального по λ( ) значения на множестве Г2, найдется хотя бы одна 
крайняя точка множества Г2. 
 Утверждение 1.3. Крайние точки множества Г2 представляют собой 
характеристические функции некоторых подмножеств Ω ji , образующих 
разбиение множества  при каждом фиксированном 
N
. 
 Отметим, что задача В5 имеет решение. Действительно, так как Г2 − 
ограниченное, замкнутое, выпуклое множество гильбертова пространства 
L MN2 ( ), а функционал І(λ( )) линеен (а значит, выпуклый) и непрерывен 
относительно λ( ) на Г2, тогда в силу обобщенной теоремы Вейерштрасса 




ном, выпуклом множестве Г2 гильбертова пространства L
MN
2 ( ) достига-
ет своей нижней грани. 
 Заметим также, что, как следует из утверждения 1.2, среди множества 
оптимальных решений задачи В5, т. е. среди множества точек *2 , в кото-
рых линейный относительно λ( ) функционал І(λ( )) достигает минималь-
ного значения на множестве Г2, найдется хотя бы одна крайняя точка 
множества Г2. А, как следует из утверждения 1.3, крайние точки множест-
ва Г2 представляют собой характеристические функции подмножеств 
j
i ,  
образующих разбиение множества . Отсюда следует, что среди множе-
ства оптимальных решений задачи В5.1 содержатся оптимальные реше-
ния задачи В5. Приведенные утверждения сводят задачу В5.1 к задаче В5. 
 
Описание метода решения задачи А5 
 
 Под функционалом Лагранжа для задачи В5.1 будем понимать функ-
ционал 







(х)λ ji (х)dх − bi),  (1.3.1) 
где ψ = (ψ1, , ψN) есть N-мерный вектор вещественных чисел, у которого 
компоненты ψ1, , ψр произвольны по знаку, а ψр+1, , ψN − неотрица-
тельны; λ(х) Г для х . 
 Пару (λ*( ), ψ
*
) назовем седловой точкой функционала (1.3.1) на мно-
жестве Г×Λ, где 
Λ = ψ = (ψ1, , ψN) ЕN: ψi 0, i = р+1, , N , 
если h(λ*( ), ψ)  h(λ*( ), ψ
*
)  h(λ( ), ψ
*











inf h(λ( ), ψ). 
Введем функционалы 
χ(λ( )) = 
ψ
sup h(λ, ψ),  λ Г, 
G(ψ) = 
λ( )
inf h(λ, ψ),  ψ Λ. 
Рассмотрим задачи 
χ(λ) → min, λ Г.      (1.3.2) 
G(ψ) → mах, ψ Λ.     (1.3.3) 
 Задачу (1.3.2) назовем прямой, задачу (1.3.3) − двойственной к (1.3.2). 
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 В [65] установлено, что решение пары двойственных задач (1.3.2), а 
значит В5.1, и (1.3.3) (каждая из которых разрешима) эквивалентно оты-
сканию седловой точки функционала Лагранжа (1.3.1) на множестве Г×Λ. 
 Для отыскания седловой точки функционала Лагранжа (1.3.1) конкре-




min h(λ, ψ),   ψ Λ, 
выражение для   h(λ( ), ψ)   из  (1.3.1), получаем: 
G(ψ) = 
λ( )












(х, i) + 
+ а ji  + ψi
j
(х)λ ji (х) dх,   ψ Λ.     (1.3.4) 
 Покажем, что минимальное значение функционала   h(λ( ), ψ)  из 
(1.3.4) для каждого ψ Λ достигается на вектор-функции λ*(х) = 
=(λ1*1 (х), , λ
j
*i (х), , λ
M
*N (х)), i-я компонента которой имеет вид: 
j jj j
i i k ki k
j
*i
1, если c x, a c x, a ,
x i k п. в. для x , k 1,..., N,
0, в остальных случаях.
 (1.3.5) 







(х, i) + а
j
i  + ψi
j
(х)λ ji (х)dх → min,  ψ Λ, 
при условиях 
0  λ ji (х)  1,  i = 1,2, ,N,  х ,  j = 1, , М, 
N
i=1
λ ji (х) = 1  п. в. для х ,  j = 1, , М. 




λ ji (х) = 1: 







(х, i) + а
j
i  + ψi
j



















(х, i) + а
j
i  + ψi
j
(х) + ψ j0 (х) λ
j
i (х)dх − 
M
j=1
ψ j0 (х)dх 
при  
0  λ11 (х)  1, ,0  λ
j
i
(х)  1, ,0  λ MN (х) 1, ψ
j
0 ( ) L2( ),  j = 1, , М. 
 Так как функционал L(λ, ψ0) линейный сепарабельный по λ на допус-
тимом множестве, которое может быть представлено декартовым произ-
ведением j11 i0 1 ... 0 1  
M















(х, i) + а
j
i  + ψi)
j
(х) + ψ j0 (х) λ
j









(х, i) + а
j
i  + ψi)
j
(х) + ψ j0 (х) λ
j
i (х) dх.  (1.3.6) 
 Отсюда уже очевидно, что в (1.3.5) минимальное значение i, j-го вы-
ражения, i = 1, , N, j = 1, , М, стоящего в фигурных скобках, для каж-
дого ψ j0 ( ) Λ достигается при λ
j
i (х) = λ
j
*i (х), где 
j jj j
i i 0ij
*i j jj j
i i 0i
1, если с (x, ) a (x) (x) 0,
0, если с (x,
(x)
) a (x) (x) 0.
 (1.3.7) 
 Если   учесть,   что   формула   (1.3.7)  получена для всех i = 1, , N,  j= 
= 1, , М, то легко увидеть, что каждая точка х из  будет принадлежать 







(х)+ψ j0 (х) будет наименьшей, т. е. х
j
*i , если  
(с
j
(х, i) + а
j
i  + ψi)
j




(х, i) + а
j
i  + ψi)
j
(х) + ψ j0 (х), j = 
1, , М, или (запишем по-другому):  
(с
j
(х, i) + а
j




0 (х)  (с
j
(х, k) + а
j





k = 1, , N, j = 1, , М. 
 Исключая из предыдущего неравенства ψ j0 (х), перепишем (1.3.7) (пока 
еще не окончательно) для i = 1, , N,  j = 1, , М, и при условии, что 
j
(х) 
 0 для х , в виде 




i i k ki kj
*i
1, если с (x, ) a с (x, ) a ,
















(х, i) + а
j
i  + ψi  с
j
(х, k) + а
j
k  + ψk. 
 С другой стороны, так как   х j
*k
,  то   
с
j
(х, i) + а
j
i
 + ψi  с
j
(х, k) + а
j
k
 + ψk. 
 Отсюда  с
j
(х, i) + а
j
i  + ψi = с
j
(х, k) + а
j
k  + ψk  в точках оптимальной 
границы подмножеств j*i  и 
j
*k . Таким образом, в формуле (1.3.8) знак 
равенства может иметь место и в случаях, когда i≠k, но, как предполага-
лось, лебегова мера таких точек равна нулю. Поэтому можно записать 
с
j
(х, i) + а
j
i  + ψi  с
j
(х, k) + а
j
k  + ψk для k = 1, , N и i ≠ k для всех точек 
х , кроме множества точек меры нуль (т. е. точек границы подмножеств 
j
*i  и 
j
*k ) или более кратко: i ≠ k почти всюду для х . Итак, выраже-
ние для λ j*i (х) из (1.3.8) можно теперь представить в виде 
j jj j





1, если c x, a c x, a ,
x k 1,..., N,i k п. в. для x , тогда x ,
0, в остальных случаях, тогда x \ ,
 
т. е. получили формулу (1.3.5). 
 Подставляя в (1.3.4) вместо λ j*i (х) выражение из (1.3.5), получаем: 








(х, k) + а
j
k  + ψk
j
(х)dх. (1.3.9) 
 Из вида оптимального решения (1.3.5) (в предположении, что выпол-
няются условия   
j
(х) 0  для х , j=1, ,М)  следует теорема 1.1. 
 Теорема 1.1. Если возможное разбиение ( 1*1 , , 
j
*i , , 
M
*N ) явля-
ется оптимальным для задачи А5, то существуют действительные кон-
станты ψ1, , ψр, ψр+1, , ψN (среди которых   ψр+1, , ψN   неотрицатель-
ны), такие, что  
с
j
(х, i) + а
j
i  + ψi  с
j
(х, k) + а
j




п. в. для х j
*i
, i, k = 1, , N, j = 1, , М. 
 Замечание к теореме 1.1. Ввиду линейности функционала І(λ( )) не-
обходимое условие (1.3.10) является и достаточным условием оптималь-
ности для задачи А5. 
 Следствие из теоремы 1.1. В точках х, принадлежащих оптимальной 
границе подмножеств j*i  и 
j
*k , в неравенстве (1.3.10) достигается знак 
равенства. 
 Сформулируем теорему, подводящую итог нашим рассуждениям. 
 Теорема 1.2. Седловая точка (λ*( ), ψ
*
) (где первая компонента λ*( ) 
является оптимальным решением задачи В5) функционала (1.3.1) на мно-
жестве  Г×Λ определяется для i = 1, , N,  j = 1, , М и почти всех х  
следующим образом: 





1,   при x ,














(х, k) + а
j
k  + ψ
*
k ,  
i≠k п. в. для х ,  j = 1, , М , 
в качестве ψ *1 , , ψ
*
N  выбирается оптимальное решение двойственной 






(х, k) + а
j





ψibi→ mах  (1.3.11) 
при условиях 
ψi  0,  i = р+1, , N.     (1.3.12) 
 
Алгоритм решения задачи А5 
 
 Для решения задачи (1.3.11), (1.3.12) максимизации вогнутой недиф-
ференцируемой функции G(ψ) при условиях (1.3.12) будем использовать 
метод обобщенного градиентного подъема с растяжением пространства в 
направлении разности двух последовательных градиентов (r-алгоритм) 
[109]. 
 От задачи (1.3.11), (1.3.12) перейдем к задаче безусловной максимиза-
ции с помощью введения в целевую функцию (1.3.11) негладкой штраф-
ной функции множества  ψi  0, i = р+1, , N : 
СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 87 
Р(ψ) = G(ψ) − S
N
i=p+1
mах (0, –ψi) → mах,  ψ ЕN, (1.3.13) 
где S − достаточно большое положительное число (значительно больше 
максимального из множителей Лагранжа для функции (1.3.11)). 
 Определим i-ю компоненту вектора обобщенного градиента gр(ψ) = 
=(g 1ψp (ψ), , g
Nψ
p (ψ)) функции (1.3.13) в точке ψ = (ψ1, , ψN) следующим 
образом: 













(х)λ ji (х)dх−bi + S mах(0, sign(-ψi)),  (1.3.15) 
i = р+1, , N, 
где 
j jj j




1, если c x, a min c x, a ,
x i j п. в. для x , (1.3.16)
0, в остальных случаях,
 
i = 1, , N,  j = 1, , М. 
 Опишем алгоритм решения задачи А5 на координатной сетке. 
 Алгоритм 1.1  
 Область  заключаем в параллелепипед П, стороны которого парал-
лельны осям декартовой системы координат, полагаем 
j
(х) = 0 для х П \ 
, j = 1, , М. Параллелепипед П покрываем прямоугольной сеткой и за-
даем начальное приближение ψ = ψ
(0)
. Вычисляем значения λ
(0)
(х) в узлах 
сетки по формулам (1.3.16) при ψ = ψ
(0)
. Вычисляем значение g ψp (ψ
(0)
)  по  
узлам  сетки по формулам (1.3.14) и (1.3.15) при λ(х) = λ
(0)
(х),  ψ = ψ
(0)
,    










 Переходим ко второму шагу. 
 Пусть в результате вычислений после k, k = 1, , N, шагов алгоритма 




(х), в узлах сетки. Опишем 
(k+1)-й шаг. 
1. Вычисляем значение λ
(k)







2. Вычисляем значение g ψp (ψ) по формулам (1.3.14), (1.3.15) при λ(х) 
= λ
(k)
(х), ψ = ψ
(k)
. 
3. Проводим (k+1)-й шаг r-алгоритма для максимизации функции 








g ψp , 
где В ψ
k+1
 − оператор отображения преобразованного пространства в ос-
новное пространство ЕN, причем В
ψ
0 =ІN (единичная матрица); g р = 
=В *k+1 gр(ψ
(k)
); hk – шаговый множитель, выбор которого осуществляется 
из условия минимума по направлению. 





  ,    0,     (1.3.17) 
не  выполняется,  переходим к (k+2)-му шагу алгоритма, если выполняет-





, λ*(х) = λ
(l)
(х), где l − номер итерации, на которой 
выполнилось условие (1.3.17). 
6. Вычисляем оптимальное значение целевого функционала по фор-
муле (1.3.9)  при  ψ = ψ
*
 и, для контроля правильности счета, по формуле 











(х)λ ji (х)dх.  (1.3.18) 
 Алгоритм описан. 
 Замечание к алгоритму 1.1. В результате работы алгоритма опти-
мальное  разбиение  для  задачи  А5  получается  для  каждого продукта j,  
j = 1, , М, в виде значений характеристических функций λ ji (х) для каж-
дого из подмножеств ji , i = 1, , N, вычисленных в точках х, являющих-
ся узлами прямоугольной сетки, покрывающей параллелепипед П, в кото-
рый заключена область . 
 
1.3.1.2. Уточнение оптимального разбиения, 
полученного на сетке 
 
 Из теоремы 1.1 и следствия из неё вытекает, что для каждого фиксиро-
ванного вектора N1 N,...,  и каждого индекса j 1,...,M , гипер-
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i,k 1,2,..,N,i k, определяется неявным уравнением вида 
j
ikF x 0 x ,   (1.3.19) 
где  
j j jj j
i k i kik i kF x c x, c x, a a  (1.3.20) 
 Очевидно, что форма и свойства разделяющей гиперповерхности 
(1.3.20) определяются свойствами функций j ic x, . В некоторых про-
стых случаях удаётся аналитически решить уравнение (1.3.19), (1.3.20) и в 
явном виде найти аналитическое представление для разделяющей гипер-
поверхности. 
 Для тех случаев, когда в явном виде не удается получить аналитиче-
ское выражение для оптимальной разделяющей гиперповерхности 
(1.3.19), (1.3.20) предложим численные методы отыскания точек, принад-
лежащих оптимальным разделяющим гиперповерхностям. 
 Напомним, что результатом работы алгоритма 1.1 для решения задачи 
А5 являются значения характеристической вектор-функции 
λ*(х) = (λ
1
*1 (х), , λ
1
*N (х); ; λ
M




j jj * * j * *





1, если c x, a c x, a ,
x i k тогда x ,
0, в остальных случаях, тогда x ,
 
полученные в точках х , являющихся узлами прямоугольной сетки (i, j), 
покрывающей область , предварительно заключенную в параллелепипед 
П со сторонами, параллельными осям декартовой системы координат. 
 Так, например, оптимальное разбиение области  на три подмножест-
ва 1, 2, 3 (см. рис. 1.4) с помощью алгоритма 1.1 будет получено  в  
виде  значения  трех  характеристических  функций   λ1(х, у),  λ2(х, у), λ3(х, 
у) в узлах сетки (i, j)  (см. рис. 1.5), т. е. если  точка  (х, у) *1, то в узле 
сетки, соответствующем этой точке, проставлено   значение   характери-
стической  функции   λ*1(х, у),   равное  1,  если (х,у) *1, − равное 0. 
 В дальнейшем вместо громоздкого изображения будем представлять 
оптимальное разбиение множества  на подмножества 1, , N с помо-




одно из чисел 1, , N, указывающее на принадлежность точки  (соответ-
ствующей узлу)  подмножеству с данным номером (ср. с рис. 1.4). 
 
Рис. 1.4. Оптимальное разбиение 
множества Ω на три подмножества 
 
11 1 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0
11 1 0 0 0 0 0 0 0 0
 
0 0 0 1111 0 0 0 0
0 0 1 1111 0 0 0 0
0 0 1 1111 0 0 0 0
0 0 1 1111 0 0 0 0
0 0 1 1111 0 0 0 0
0 0 0 1111 0 0 0 0
 
0 0 0 0 0 0 0 1111
0 0 0 0 0 0 0 1111
0 0 0 0 0 0 0 1111
0 0 0 0 0 0 0 1111
0 0 0 0 0 0 0 1111
0 0 0 0 0 0 0 1111
 
Рис. 1.5. Оптимальное разбиение Ω, представленное в виде значений трех  
характеристических функций 
  
11 1 2 2 2 2 3 3 3 3
11 2 2 2 2 2 3 3 3 3
11 2 2 2 2 2 3 3 3 3
11 2 2 2 2 2 3 3 3 3
11 2 2 2 2 2 3 3 3 3
11 1 2 2 2 2 3 3 3 3
 
1 1 (1) (2) 2 2
1 1 1 (1) (2) 2
1 1 1 (1) (2) 2
1 1 1 (1) (2) 2
1 1 (1) (2) 2 2
 
Рис. 1.6. Оптимальное разбиение Ω  
с указанием принадлежности узла 
сетки подмножеству с соответствую-
щим номером 





 Если решается многопродуктовая задача, то для каждого продукта бу-
дет изображена своя таблица. Очевидно, чем с большей степенью точно-
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шаг сетки, покрывающей область . Но тогда при решении задач опти-
мального разбиения больших размерностей на ЭВМ могут возникнуть 
трудности, связанные с увеличением времени счета и требуемого объема 
оперативной памяти ЭВМ. 
 На теореме 1.1 и следствии из нее основан излагаемый ниже алгоритм 
уточнения оптимального разбиения, полученного на грубой сетке с по-
мощью алгоритма 1.1, не требующий для своей реализации покрытия об-
ласти  сеткой с достаточно мелким шагом. 
 Алгоритм уточнения оптимального разбиения, т. е. алгоритм отыска-
ния тех точек из , которые принадлежат оптимальным границам между 
подмножествами ji  и  
j
k ,   i ≠ k,   k, i = 1, , N,  для каждого j = 1, , М,  
опишем для функций с
j
(х, i), непрерывно дифференцируемых по х почти 
всюду на . 
 Алгоритм 1.2 
 Пусть точки множества Х = х1, , хр,…, хq  − это те узлы, которые 
определяют оптимальные границы между подмножествами, полученные 
на сетке с помощью алгоритма 1.1. Назовем их приграничными узлами. 
На  рис. 1.7  узлы  множества Х обозначены цифрой в скобках. Полагаем 
р = 1. 
1. Для точки хр Х проводим следующие вычисления. 
 2.1. Вычисляем значение сумм с
j
(х, *i ) + а
j
i  + ψ
*
i , i = 1, , N. Если су-
ществуют такие индексы   l, k 1, , N , что 
с
j
(хр, *l) + а
j
l  + ψ
*
l  = с
j
(хр, *k) + а
j
k  + ψ
*
k ,   (1.3.20) 
где с
j
(хр, *k) + а
j
k  + ψ
*
k  = 




(хр, *i) + а
j
i  + ψ
*
i ) (в этом случае, со-
гласно следствию из теоремы 1.1, точка хр будет принадлежать оптималь-
ной границе подмножеств j*l  и 
j
*k ), то полагаем р = р+1 и переходим к 
п. 2. Если же  
с
j
(хр, *l) + а
j
l  + ψ
*
l   с
j
(хр, *k) + а
j
k  + ψ
*
k  
(в этом случае, согласно теореме 1.1, точка хр − внутренняя для подмно-
жества j*l ), то переходим к п. 3. 
2. Из точки хр переходим в точку х
*




lk (х) = (с
j
(х, *l) + а
j




(х, *k) + а
j
k  + ψ
*




а значит, согласно следствию из теоремы 1.1, принадлежащую оптималь-
ной границе подмножеств j*l  и 
j
*k . Для этого поступаем следующим 
образом. 




F (x) F (x)
,...,
x x
      (1.3.22) 
функции F j
lk
(х) из (1.3.21), определенной на . Составляем параметриче-
ское уравнение прямой, проходящей через точку хр в направлении гради-
ента (1.3.22), 






,  i = 1, , n.   (1.3.23) 
 3.2. Полагая t = t0, где t0 − заданное положительное число, определяем 
по формулам (1.3.23) координаты точки x  и вычисляем значение F jlk (х) 
по формуле (1.3.21). 
 3.3. Если выполняется условие  F jlk (х)    (  − достаточно малое по-
ложительное число), то полагаем х *p  = x  и переходим к п. 3.4; если же  
F
j
lk (х) − , то переходим к п. 3.2, выбирая в качестве точки хр точку x ; 
если F jlk (х) , то переходим к п. 3.4, полагая   t = t/2. 
 3.4. По формуле (1.3.23) находим координаты новой точки x  и вычис-
ляем значение   F jlk ( x )   по формуле (1.3.21), переходим к п. 3.3. 
 Алгоритм описан. 




i  +ψi)  дос-
тигается не на одном индексе  i = k,  а на нескольких, то точка хр принад-
лежит одновременно оптимальной границе тех подмножеств, на чьих ин-
дексах достигается в (1.3.20) минимум суммы. 
 Замечание 1.8. Иллюстрацию к процессу перехода из приграничного 
узла сетки на оптимальную границу см. на рис. 1.8. 
 Замечание 1.9. Для недифференцируемой функции с
j
(х, i) алгоритм 
1.2 может оказаться непригодным, т. к. может не существовать градиент 
(1.3.22) функции F jlk (х). В этом случае для отыскания точек оптимальной 
границы можно решать трансцендентное уравнение F jlk (х) = 0 на отрезке, 
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например, методом половинного деления. Его применение оказывается 
оправданным, так как в случае непрерывности функции с
j




(х) из (1.3.21) обладает следующими свойствами на отрезке хl, хk , где 
хl и хk − соседние приграничные узлы подмножеств 
j
*l  и 
j
*k : 
 а) F j
lk
(х)     непрерывна на хl, хk ; 
 б) F j
lk
(хl)  0,    F
j
lk
(хk)  0. 
   
1.3.1.3.  Линейная многопродуктовая задача А6 
оптимального разбиения множеств при ограничениях 
в форме равенств и неравенств 
с отысканием координат центров подмножеств 
 
 Под непрерывной линейной многопродуктовой задачей оптималь-
ного разбиения множества из n-мерного евклидова пространства Еn 
на подмножества с отысканием координат центров (с размещением 
центров) подмножеств при ограничениях в форме равенств и нера-
венств будем понимать задачу А6, сформулированную в разделе 1.1. Пе-










Рис. 1.8. Изображение процесса перехода из приграничного 




 Задача В6. Найти  
N
4(λ( ),τ)
min  I(λ(·), τ), 
где 
    Г4 = {λ(х): λ(х) Г
'














(х)dх  bi, i = р+1, , N ; 
Г '3  = {λ(х): λ
j
i (х) = 0  1 п. в. для х , i = 1, , N, j = 1, , М, 
N
i=1
λ ji (х)=1   п. в. для х Ω,   j = 1, , М}. 
 Функции с
j
(х, i) − действительные, ограниченные, определенные на Ω 
× Ω, измеримые по аргументу х при любом фиксированном i=(
(1)
i , , 
(n)
i ) из Ω для всех i = 1,…, N; функции ρ
j
(х) – действительные,  ограни-
ченные,  измеримые и неотрицательные на Ω для всех j = 1,…,М; i = 
(
(1)
i , , 
(n)
i ) − заданная точка подмножества , одна и та же для всех j = 
1, , М, называемая общим центром подмножеств 1i , , 
M
i , не обязана 




1 , , α
1
N , , 
α M1 , , α
M























(х)λ ji (х)dх, 
Задача В6 является задачей бесконечномерного математического про-
граммирования с булевыми переменными λ(·). 
 Будем так же рассматривать следующую задачу. 
  
 Задача В6.1. Найти  
N
4(λ( ),τ)
min  I(λ(·), τ), 


















(х)dх  bi, i = р+1, , N . 
Здесь 





(х)=1   п. в. для х Ω,   j = 1, , М; 
0  λ ji (х)  1, х , i = 1, 2, , N, j = 1, , М . 
Очевидно, 




min  I(λ(·), τ)].    (1.3.24) 
 Как следует из [65], при каждом фиксированном τ Ω
N
 внутренняя за-
дача (1.3.24) линейна относительно λ(·) на Г2 и глобально разрешима. 
Кроме того, при каждом фиксированном τ Ω
N
 во множестве оптималь-
ных решений задачи В6.1 содержатся оптимальные решения задачи В6. 
 
Описание метода решения задачи А6 
 
 Введем функционал Лагранжа для задачи В6.1 следующим образом: 







(х)λ ji (х)dх − bi] =  







(х, i) + а
j
i  + ψi
j
(х)λ ji (х)dх − 
N
i=1
ψibi,  (1.3.25) 
где ψ = (ψ1, , ψN) – N-мерный вектор вещественных чисел, у которого 
компоненты ψ1, , ψр произвольны по знаку, а ψр+1, , ψN − неотрица-
тельны; λ(х) Г для х ;   τ = (τ1, , τN) Ω
N
. 
 Пару элементов ({λ*(·), τ*}, ψ
*
) назовем седловой точкой функционала 
(1.3.25) на множестве {Г×Ω
N
}×Λ, где 
Λ = ψ = (ψ1, , ψN) ЕN: ψi 0, i = р+1, , N , 
если  
h({λ*(·), τ*}, ψ)  h({λ*(·), τ*}, ψ
*
)  h({λ(·), τ}, ψ
*
) 
для всех λ Г, ψ Λ, или 














min h({λ(·), τ}, ψ). 











min h({λ(·), τ}, ψ),  ψ Λ. 
 Задача, двойственная к задаче В6.1, имеет вид: 
G(ψ) → mах,  ψ Λ.     (1.3.26) 
 От задачи отыскания 
N(λ( ),τ)





min h({λ(·), τ}, ψ)   при   ψ Λ.   (1.3.27) 
 Обозначим в (1.3.27) 
G1(τ, ψ) = 
λ( )
min h({λ(·), τ}, ψ).   (1.3.28) 
 Подставляя в (1.3.28) выражение для h({λ(·),τ},ψ) из (1.3.25), получаем: 
G1(τ, ψ) = 
λ( )









0 λ 1,  λ 1








(х, i) + а
j
i  + 
+ ψi
j
(х)λ ji (х)dх,  τ Ω
N
,  ψ Λ.   (1.3.29) 
 Как следует из [65], минимальное значение по λ функционала h({λ(·), 
τ}, ψ) в (1.3.29) достигается для каждых τ Ω
N
  и  ψ Λ   при  
(λ 11 (х), , λ
j
i (х), , λ
M
N (х)) = (λ
1
*1 (х), , λ
j








1, при х х : c (x, ) a
c (x, ) a ,(x)
i k п. в. для х , k 1,..., N,
0, в остальных случаях,
  (1.3.30) 
и функционал G1(τ, ψ) принимает вид: 
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(х, k) + а
j
k  + ψk]
j
(х)dх. (1.3.31) 
 Из вида оптимального решения (1.3.30) задачи (1.3.29) для каждого 
фиксированного τ Ω
N
  (в предположении,  что выполняются  условия 
j
(х) ≥ 0  п. в. для   х ,  j = 1, , М) следует теорема 1.3. 
 Теорема 1.3. Для того чтобы возможное разбиение 
j1 M
*1 *N*i,..., ,...,  являлось оптимальным для задачи А6,  необходимо и 
достаточно существование действительных констант ψ1, , ψр, ψр+1, , ψN 
(среди которых ψр+1, , ψN неотрицательны), таких, что  
с
j
(х, i) + а
j
i  + ψi  с
j
(х, k) + а
j
k  + ψk, 
i ≠ k,  п.в. для х j*i ,  i, k = 1, , N,  j = 1, , М.  (1.3.32) 
 Следствие из теоремы 1.3. В точках х, принадлежащих оптимальной 
границе подмножеств j*i  и 
j
*k , в неравенстве (1.3.32) достигается знак 
равенства. 
 Сформулируем теорему, подводящую итог вышеизложенным рассуж-
дениям. 
 Теорема 1.4. Седловая точка ({λ*(·), τ*}, ψ
*
) (где первая компонента 
{λ*(·), τ*} является оптимальным решением задачи В7) функционала 
(1.3.25) на множестве {Г×Ω
N
}×Λ определяется для i = 1,…, N,  j = 1,…, М,  
и почти всех х  следующим образом: 




1, при х и х , q і,
0, при х ,
 
где j*i  = {х Ω: с
j
(х, *i) + а
j
i  + ψ
*




(х, *k) + а
j
k  + ψ
*
k ], 
i≠k  п. в. для х ,  j=1, , М}, 




N  выбирается оптимальное решение двой-
















ψibi}→mах      (1.3.33) 
при условиях 




Алгоритм решения задачи А6 
 
 Прежде чем сформулировать алгоритм решения задачи В6, основан-
ный на теореме 1.4, остановимся на некоторых свойствах задачи (1.3.33), 
(1.3.34). 
 Очевидно, что по переменной ψ функция G1(τ, ψ) из (1.3.31) является 
выпуклой недифференцируемой на множестве 
Λ = {ψ Еn: ψi ≥ 0,  i = р+1,…, N}. 
 При каждом фиксированном ψ Λ функция G1(τ, ψ) по переменной τ на 
Ω
N
 обладает свойствами, установленными в [65] для задачи ОРМ без ог-
раничений с отысканием координат центров подмножеств. То есть, вооб-
ще говоря, функция G1(τ, ψ) из (1.3.31) при каждом фиксированном ψ Λ 
является по τ Ω
N
  многоэкстремальной. 
 Однако в некоторых частных случаях, описанных в [65], задача оты-
скания 
Nτ
min G1(τ, ψ), при каждом фиксированном ψ Λ, одноэкстремаль-
на. 
 Для отыскания решения задачи (1.3.33), (1.3.34) будем использовать 
алгоритм обобщенных псевдоградиенитов с растяжением пространства в 
направлении разности двух последовательных обобщенных градиентов, 
близкий к r-алгоритму Н. З. Шора. Для этого от задачи (1.3.33), (1.3.34) 
перейдем к задаче безусловной максимизации по ψ с помощью введения в 
целевую функцию (1.3.31) негладкой штрафной функции множества {ψi ≥ 




min Р(τ, ψ),        (1.3.35) 
где 
Р(τ, ψ) = G1(τ, ψ) − S
N
i=p+1
mах (0, -ψi). 
Здесь S − достаточно большое положительное число (значительно больше 
максимального из множителей Лагранжа для функции (1.3.31)). О воз-
можности перехода от задачи (1.3.33), (1.3.34) к (1.3.35) см. в [65]. 
 Определим i-ю компоненту 2N-мерного вектора обобщенного псевдо-
градиента  
gр(τ, ψ) = (g
ψ
p (τ, ψ),   g
τ









p (τ, ψ))  
функции (1.3.35) в точке (τ, ψ)=(τ1,…,τN,ψ1,…,ψN) следующим образом: 












x x dx b , i 1,...,p
g , x x dx b S max 0,sign ,
i p 1,..., N
(1.3.36) 

















(х, τi),  j = 1,…, М,  в точке τ = (τ1,…, τN); 
j jj j *




1, при c x, a min c x, a ,
x i k п. в. для x ,i 1,..., N, j 1,...,M,
0 в остальных случаях
(1.3.38) 
 Алгоритм 1.3 
 Область Ω заключаем в параллелепипед П, стороны которого парал-
лельны осям декартовой системы координат, полагаем ρ
j
(х) = 0, при  
х П\Ω, j = 1,…, М. Параллелепипед П покрываем прямоугольной сеткой 




). Вычисляем значения 
λ
(0)
(х) в узлах сетки по формулам (1.3.38) при  ψ = ψ
(0)
, τ = τ
(0)













)) в узлах сетки по формулам (1.3.36), 
(1.3.37) при ψ = ψ
(0)
,  τ = τ
(0)
, λ(х) = λ
(0)
(х). Выбираем начальный пробный 























где РП – оператор проектирования на П. 
 Переходим ко второму шагу. 
 Пусть в результате вычислений после k (k = 1, 2,…) шагов алгоритма 
получены определенные значения   ψ
(k)
,   τ
(k)
,   λ
(k-1)
(х) в узлах сетки. 




1. Вычисляем значения λ
(k)
(х) в узлах сетки по формулам (1.3.38) при 
τ = τ
(k)
, ψ = ψ
(k)
. 




) по формулам (1.3.36), (1.3.37) при 
λ(х) = λ
(k)
(х), τ = τ
(k)
, ψ = ψ
(k)
. 
3. Проводим (k+1)-й шаг r-алгоритма обобщенных почти - градиентов 
с растяжением пространства, близкого к r-алгоритму [109], краткая схема 


















g ψp , 
где В ψk+1 , В
τ
k+1  – операторы отображения преобразованного пространства 
в основное пространство ЕN, причем В
ψ
0  = IN, В
τ







);  hk – шаговый множитель, выбор которого 
осуществляется из условия минимума по направлению. 









)|| ≤ ε,   ε > 0, (1.3.39) 
не выполняется, переходим к (k+2)-му шагу алгоритма, если выполняют-
ся, то к п. 5. 
5. Полагаем ψ* = ψ
(l)
, τ* = τ
(l)
,  λ*(х) = λ
(l)
(х), где l – номер итерации, на 
которой выполнилось условие (1.3.39). 
6. Вычисляем оптимальное значение целевого функционала по фор-
муле (1.3.31) при τ = τ*, ψ = ψ*, и, для контроля правильности счета, по 
формуле:  











(х)λ j*i (х)dх. (1.3.40) 
 Алгоритм 1.3 описан. 
 
 Замечание 1.5. В результате работы алгоритма оптимальное разбиение 
для задачи А6 получается в виде значений характеристических функций 
λ
j
i (х) для каждого из подмножеств 
j
i , i=1, , N, j=1,…, М, вычисленных 
в точках х, являющихся узлами прямоугольной сетки, покрывающей па-
раллелепипед П, в который заключена область . 
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1.3.2. Однопродуктовые задачи оптимального разбиения 
множеств при ограничениях как с  заданным положением 
центров подмножеств, так и  с неизвестными заранее  
координатами этих центров 
 
1.3.2.1. Линейная однопродуктовая задача А3 оптимального 
разбиения множеств при ограничениях с заданным 
положением центров подмножеств 
 
 Рассмотрим непрерывную линейную однопродуктовую задачу А3 
оптимального разбиения множества из n-мерного евклидова про-
странства Еn на подмножества с заданным положением «центров» 
подмножеств при ограничениях в форме равенств и неравенств, 
сформулированную  в  подразделе 1.1. Перепишем ее формулировку в 
виде В3, удобном для дальнейших исследований. 
 
 Задача В3. Найти   
 
2λ
min І(λ( )), 
  Г2= λ(х) = (λ1(х), , λN(х)) 1  п. в. для х Ω; 
(х)λi(х)dх = bi, i = 1, , р, 
(х)λi(х)dх  bi, i = р+1, , N , 
где 1  = {λ(х) = (λ1(х), , λN(х)): 
λi(х) = 0  1 п.в. для х , 
N
i=1
λi(х) = 1 п. в. для х }. 
 Функции с(х, i) − действительные, ограниченные, определенные на 
Ω×Ω, измеримые по аргументу х при любом фиксированном i=(
(1)
i , , 
(n)
i ) из Ω для всех i = 1,…, N; функции ρ(х) – ограниченные, измеримые 
на Ω; i = (
(1)
i , , 
(n)
i ) − заданная фиксированная точка подмножества 
i, i = 1,…, N; а1, , аN, b1, , bN − заданные неотрицательные числа, при-
чем 
S = (х)dх  
N
i=1




І(λ( )) = 
N
i=1
(с(х, i) + аi) (х)λi(х)dх. 
 Погружаем задачу В3 с булевыми переменными λ( ) в соответствую-
щую задачу с непрерывными переменными λ( ), т. е. рассмотрим следую-
щую задачу. 
 
 Задача В3.1. Найти  
2λ
min І(λ( )), 
  Г2 = λ(х) = (λ1(х), , λN(х)): λ(х)  п. в. для х ; 
(х)λi(х)dх = bi, i = 1, , р, 
(х)λi(х)dх  bi, i = р+1, , N , 
где = λ(х): 0  λi(х) 1 для х , i=1, , N, 
N
i=1
λi(х) = 1 п. в. для х . 
 Задача В3.1 имеет решение. 
 Действительно, так как Г2 − ограниченное, замкнутое, выпуклое мно-
жество гильбертова пространства L N2 ( ), а функционал І(λ( )) линейный 
(а значит выпуклый) и непрерывный относительно λ( ) на Г2, то, в силу 
обобщенной теоремы Вейерштрасса, выпуклый непрерывный функционал 
І(λ( )) на замкнутом, ограниченном, выпуклом множестве Г2 гильбертова 
пространства L N2 ( ) достигает своей нижней грани. 
 Так же, как и для аналогичной многопродуктовой задачи ОРМ среди 
множества оптимальных решений задачи В3.1, т. е. среди множества то-
чек Г*2, в которых линейный относительно λ( ) функционал І(λ( )) дости-
гает минимального значения на множестве Г2, найдется хотя бы одна 
крайняя точка множества Г2. Но крайние точки множества Г2 представля-
ют собой характеристические функции подмножеств i, образующих раз-
биение множества . Отсюда следует, что среди множества оптимальных 
решений задачи В3.1 содержатся оптимальные решения задачи В3. 
 Рассматриваемая в этом подпункте задача является частным случаем 
многопродуктовой задачи ОРМ А5 при ограничениях с известными коор-
динатами центров подмножеств, метод решения которой описан в разделе 
1.3.1. 
 Как следует из [65],решение задачи В3 эквивалентно отысканию сед-
ловой точки функционала Лагранжа. 
 Введем функционал Лагранжа для задачи В3 следующим образом: 
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h(λ( ), ψ) = І(λ( )) + 
N
i=1
ψi( (х)λi(х)dх − bi),   (1.3.41) 
где ψ = (ψ1, , ψN) есть N-мерный вектор вещественных чисел, у которого 
компоненты ψ1, , ψр произвольны по знаку, ψр+1, , ψN − неотрицатель-
ны; λ(х) Г для х . 
 Пару (λ*( ), ψ
*
) назовем седловой точкой функционала (1.3.41) на мно-
жестве Г×Λ, где  
Λ = ψ = (ψ1, , ψN) ЕN: ψi  0, i = р+1, , N , 
если  
h((λ*( ), ψ)  h(λ*( ), ψ
*
)  h(λ( ), ψ
*
) 















inf h(λ, ψ), ψ Λ.     (1.3.42) 
 Задача, двойственная к задаче В3.1, имеет вид 
G(ψ) → mах,  ψ Λ.      (1.3.43) 
 Для отыскания седловой точки функционала Лагранжа (1.3.41) конкре-
тизируем двойственную задачу (1.3.43). Подставляя в (1.3.42) выражение 
для h(λ( ), ψ)  из  (1.3.41), получаем: 
G(ψ) = 
λ






(с(х, i) + аi) (х)λi(х)dх − 
N
i=1
ψibi, ψ Λ.    (1.3.44) 
 Как следует из [65], минимальное значение функционала h(λ( ), ψ) из 
(1.3.44) для каждого ψ Λ достигается на вектор-функции λ*(х) = 
(λ*1(х), , λ*N(х)), i-я компонента которой имеет вид: 
i i i k k k
*i *i
*i
1, если c x, a c x, a ,
x i k, п. в.для x ,k 1,..., N, тогда x ,
0, в остальных случаях, тогда x \ .
(1.3.45) 
 Подставляя в (1.3.44) вместо λi(х) выражение из (1.3.45) и учитывая, 
что  λ*i(х) удовлетворяет условию 
N
i=1









min (с(х, k) + аk + ψk) (х)dх. (1.3.46) 
 Из вида оптимального решения (1.3.45), в предположении, что выпол-
няются условия   ρ(х)  0   для х ,   следует такая теорема. 
  
 Теорема 1.5. Для того чтобы возможное разбиение ( *1, , *N) явля-
лось оптимальным для задачи А3, необходимо и достаточно существова-
ние действительных констант ψ1, , ψр, ψр+1, , ψN (среди которых ψр+1, , 
ψN неотрицательны) таких, что  
 
с(х, i) + аi +ψi  с(х, k) + аk + ψk,     (1.3.47) 
i ≠ k, п. в. для х *i, i, k = 1, , N. 
 
 Следствие из теоремы 1.5. В точках х, принадлежащих оптимальной 
границе подмножеств *i и *k в неравенстве (1.3.47), достигается знак 
равенства. 
 Сформулируем теорему, представляющую решение задачи отыскания 
седловой точки функционала (1.3.41). 
 
 Теорема 1.6. Седловая точка (λ*( ), ψ
*
) (где первая компонента λ*( ) 
является оптимальным решением задачи В3) функционала (1.3.41) на 
множестве ×Λ, определяется для i = 1, , N и почти всех х  следую-
щим образом: 
λ*i(х) = 
*i,1, при х l i,
0, в остальных случаях,
    (1.3.48) 
где  
*i = х : с(х, i) + аi + ψ
*
i  = 
k=1,..., N
min (с(х, k) + аk + ψ
*
k ),  
i ≠ k  п. в. для х , 
в качестве ψ *1 , , ψ
*
N  выбирается оптимальное решение двойственной 
задачи (1.3.43), приведенной к виду 
G(ψ) =  
k=1,..., N
min (с(х, k) + аk + ψk) (х)dх − 
N
i=1
ψibi → mах, (1.3.49) 
при условиях 
ψi  0, i = р+1, , N.      (1.3.50) 
 Для решения задачи (1.3.49), (1.3.50) применим r-алгоритм. От задачи 
(1.3.49), (1.3.50) перейдем к задаче безусловной максимизации с помощью 
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введения в целевую функцию (1.3.49) негладкой штрафной функции 
множества ψi  0, i = р+1, , N : 
Р(ψ) = G(ψ) − S
N
i=p+1
mах(0, -ψi) → mах,  ψ ЕN,  (1.3.51) 
где S − достаточно большое положительное число (значительно больше 
максимального из множителей Лагранжа для функции (1.3.49)). 
 Определим i-ю компоненту вектора обобщенного градиента gр(ψ) = 
=(g 1ψp (ψ), ,g
Nψ




p (ψ) = (х)λi(х)dх − bi, i = 1, ,р,    (1.3.52) 
g i
ψ
p (ψ) = (х)λi(х)dх − bi + S mах(0, sign(-ψi)),  i = р+1, , N, (1.3.53) 
i i i k k k
i
1, если c x, a c x, a ,
x i k, п. в. для x ,
0, в остальных случаях.
 (1.3.54) 
 Опишем алгоритм решения задачи А3. 
 Алгоритм 1.4  
 Область  заключаем в параллелепипед П, стороны которого парал-
лельны осям декартовой системы координат, полагаем (х) = 0 для 
х П\ . Параллелепипед П покрываем прямоугольной сеткой и задаем 
начальное приближение ψ = ψ
(0)
. Вычисляем значения λ
(0)
(х) в узлах сетки 
по формулам (1.3.48) при ψ = ψ
(0)
. Вычисляем значение g ψp (ψ) по узлам 
сетки по формулам (1.3.52) и (1.3.53) при λ(х) = λ
(0)
(х), ψ = ψ
(0)
, выбираем 










 Переходим ко второму шагу. 
 Пусть в результате вычислений после k, k = 1, , N, шагов алгоритма 




(х),  в узлах сетки. Опишем 
(k+1)-й шаг. 
1. Вычисляем значение λ
(k)













3. Проводим (k+1)-й шаг r-алгоритма для максимизации функции 








g ψp , 
где В ψk+1  − оператор отображения преобразованного пространства в ос-
новное пространство ЕN, причем В
ψ
0 =ІN (ІN – единичная матрица); g р = 
=В *k+1 gр(ψ
(k)
); hk – шаговый множитель, выбор которого осуществляется 
из условия минимума по направлению. 





  ,    0,      (1.3.55) 
не  выполняется,  переходим  к  (k+2)-му шагу алгоритма, если выполня-





, λ*(х) = λ
(l)
(х), где l − номер итерации, на которой 
выполнилось условие (1.3.55). 
6. Вычисляем оптимальное значение целевого функционала по фор-
муле (1.3.49) при ψ = ψ
*
 и,  для контроля правильности счета, по формуле: 
І(λ*( )) = 
N
i=1
(с(х, i) +аi) (х)λi(х)dх.  (1.3.56) 
 Алгоритм описан. 
 Замечание к алгоритму 1.4. Оптимальное разбиение, полученное с 
помощью алгоритма 1.4 на координатной сетке, можно уточнять с помо-
щью алгоритмов, предложенных в предыдущих пунктах данной главы. 
 
1.3.2.2. Линейная однопродуктовая задача А4 
оптимального разбиения множества при ограничениях  
в форме равенств и неравенств с отысканием координат 
центров подмножеств 
 
 Математическая формулировка линейной однопродуктовой зада-
чи А4 оптимального разбиения множеств  при ограничениях в форме 
равенств и неравенств с отысканием координат центров подмно-
жеств приведена в подразделе 1.1.3. Перепишем ее в виде задачи В4, 
удобном для дальнейших исследований. 
 
 Задача В4. Найти 
2λ
min І(λ( )), 
где 
СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 107 
 Г2 = {λ(х): λ(х) Г1 п. в. для х Ω;  
    i
Ω
ρ(x)λ (x)dx = bi, i = 1,..., р, 
                    i
Ω
ρ(x)λ (x)dx ≤ bi, i = р+1,..., N }; 
 Г1 = {λ(х) = (λ1(х),..., λN(х)): λі(х)=0 1 п. в. для х Ω, і = 1,..., N, 
     
N
i=1
λі(х)=1 п. в. для х Ω}; 
 τ = (τ1,..., τN) 
N
Ω ... Ω =Ω
N
. 
 Функции с(х, i) − ограниченные, определенные на Ω×Ω, измеримые 
по аргументу х при любом фиксированном τi = (
(1)
i , , 
(n)
i ) из  для 
всех i = 1,…, N; координаты (1)i , , 
(n)
i  центра i, i = 1,…, N, неизвестны; 
(х) − ограниченные, измеримые, неотрицательные на  функции; а1, , 
аN, b1, , bN − заданные неотрицательные числа, причем 
S = ρ(х)dх  
N
i=1
bi,  0  bi  S,   i = 1, , N. 
І(λ( ), ) = 
N
i=1
с(х, i) + аi ρ(х)λi(х)dх, 
 Задача В4 является частным случаем многопродуктовой задачи А6 
оптимального разбиения множеств при ограничениях с отысканием коор-
динат центров подмножеств, метод решения которой приведен в подраз-
деле 1.3.1. А значит, как следует из полученных результатов, оптимальное 
решение задачи В4 имеет вид для почти всех х ,  i = 1,…, N, 
 
λ*i(х) = 
*i *l1,   при  x  и  x ,   l<i,
0    в остальных случаях,
   (1.3.57) 
где 
*i = х : с(х, *i) + аi + ψ
*
i  = 
k=1,..., N
min с(х, *k) + аk + ψ
*
k ,   
i ≠ k  п. в. для х , 
















+аi + ψi ρ(х)dх − 
N
i=1
ψibi  → mах     (1.3.58) 
при условиях 
ψi  0,  i = р+1,…, N,      (1.3.59) 
где 
G1( ,ψ) = 
i=1,..., N





 Для решения задачи (1.3.58), (1.3.59) применим алгоритм псевдо-
градиентов с растяжением пространства в направлении разности двух по-
следовательных градиентов, близкий к r-алгоритму. Для этого от задачи 
(1.3.58), (1.3.59) перейдем к задаче безусловной максимизации по ψ с по-
мощью введения в целевую функцию (1.3.60) негладкой штрафной функ-





min Р( , ψ),       (1.3.61) 




где S − достаточно большое положительное число (значительно большее 
максимального из множителей Лагранжа для функции (1.3.60)). 
 Определим i-ю, i = 1,…, N, компоненту 2N-мерного вектора обоб-
щенного почтиградиента  
gр( , ψ) = (g
ψ
p ( , ψ), g
τ
p ( , ψ)) = 
= (g 1
ψ
p ( , ψ), , g
Nψ
p ( , ψ), g
1τ
p ( , ψ),…, g
Nτ
p ( , ψ)) 







х x dx b , i 1,...,p,
                                                                   (1.3.62)





p ( , ψ) = (х)g
iτ
c ( , х)λi(х)dх,  i = 1, , N, (1.3.63) 
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где g iτc ( ,х) − есть i-я компонента N-мерного вектора обобщенного гради-
ента g τc ( ,х) функции с(х, i) в точке  = ( 1,…, N); 
 
*
i i i k k k
k 1,...,N
i
1, при c x, a min c x, a ,
x i k п. в. для x ,
0, в остальных случаях.
(1.3.64) 
 Опишем алгоритм решения задачи В4. 
 
 Алгоритм 1.5 
 Область  заключаем в параллелепипед П, стороны которого парал-
лельны осям декартовой системы координат, полагаем (х) = 0 для х П \ 
. Параллелепипед П покрываем прямоугольной сеткой и задаем началь-




). Вычисляем значения λ
(0)
(х) в узлах 
сетки по формулам (1.3.64) при  = 
(0)
, ψ = ψ
(0)









) в узлах сетки по формулам (1.3.62) и (1.3.63) при 
λ(х) = λ
(0)
(х),   = 
(0)
,  ψ = ψ
(0)
,  выбираем  начальный пробный шаг h0  0 






















где РП − оператор проектирования на П. 
 Переходим ко второму шагу. 
 Пусть в результате вычислений после k, k = 1, , шагов алгоритма по-






(х), в узлах сетки.  
 Опишем (k+1)-й шаг. 
1. Вычисляем  значение  λ
(k)
(х)  в узлах сетки по формулам (1.3.64) 
при  = 
(k)
, ψ = ψ
(k)
. 
2. Вычисляем  значение   gр( , ψ)   по формулам (1.3.62), (1.3.63) при   
λ(х) = λ
(k)





3. Проводим (k+1)-й шаг алгоритма обобщенных псевдоградиентов с 
растяжением пространства, близкого к r-алгоритму 109 , краткая схема 



















g ψp , 
где В τk+1 , В
ψ
k+1
 − операторы отображения преобразованного пространства 




0 =ІN (ІN − единичная мат-






); hk – шаговый множитель, выбор которого 
осуществляется из условия минимума по направлению. 









)   ,    0,    (1.3.65) 
 
не выполняется, переходим к (k+2)-му шагу алгоритма, если выполняется 





, * = 
(l)
, λ*(х) = λ
(l)
(х), где l − номер итерации, на 
которой выполнилось условие (1.3.65). 
6. Вычисляем оптимальное значение целевого функционала по фор-
муле (1.3.60) при  = *, ψ = ψ
*
 и, для контроля правильности счета, по 
формуле 
І(λ( ), *) = 
N
i=1
(с(х, *i) +аi) (х)λ*i(х)dх.   (1.3.66) 
 Алгоритм описан. 
 Замечание к алгоритму 1.5. Оптимальное разбиение, полученное с 
помощью алгоритма 1.5 на координатной сетке, можно уточнять с помо-
щью алгоритмов, предложенных в предыдущих пунктах. 
 
1.3.3. Методы и алгоритмы решения непрерывных  
линейных  задач оптимального разбиения множеств  
из Еn с дополнительными ограничениями 
 
1.3.3.1. Линейная однопродуктовая задача А9 оптимального 
разбиения множеств с дополнительными  ограничениями 
 
 Непрерывная линейная однопродуктовая задача оптимального 
разбиения множества Ω Еn на его подмножества 1 NΩ ,..., Ω  (среди 
которых могут быть пустые) с размещением их центров при  ограни-
чениях в форме равенств и неравенств и дополнительных ограниче-
ниях типа ограничений на пропускные способности коммуникаций 
приведена в подразделе 1.1.1. Перепишем её в виде В9, удобном для 
дальнейших исследований. 
СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 111 





( ), i 1
min c(x, ) a (x) (x)dx , 
где  
Г6 = {λ(х): λ(х) Г1 п. в. для х Ω; 
i i(x) (x)dx b  , i 1,...,p , 
i i(x) (x)dx b , i p 1,..., N , 
i i ic(x, ) (x) (x)dx l , i 1,..., N }; 
1 i{ (x) : (x) 0 1 п. в. для x , i 1,..., N,  




(x) 1 п. в. для x } ; τ = (τ1,..., τN) Ω
N
. 
 Функции с(х, i) − ограниченные, определенные на Ω×Ω, измеримые 
по аргументу х при любом фиксированном τi = (
(1)
i , , 
(n)
i ) из  для 
всех i = 1,…, N; координаты (1)i , , 
(n)
i  центра i, i = 1,…, N, неизвестны; 
(х) − ограниченные, измеримые, неотрицательные на  функции; а1, , 
аN, b1, , bN, 1 Nl ,..., l − заданные неотрицательные числа, удовлетворяю-
щие условиям разрешимости, приведенным в следующей теореме. 
 Теорема 1.7. Для того чтобы множество допустимых решений  задачи 












1 i Ni 1
l min (x) min c(x, )dx ,
 
где  S (x)dx , (x) 0 , ic(x, ) 0  для всех x ,  i 1,..., N . 
 Задача В9 является задачей бесконечномерного математического про-
граммирования с булевыми переменными λ(·). 
 Будем так же рассматривать следующую задачу. 
  




( ), i 1
min c(x, ) a (x) (x)dx  




i i iA ( ) (x) (x)dx b  =0,
 
i 1,...,p ,        
i i iA ( ) (x) (x)dx b 0,
 
i p 1,..., N ,        
i i i i( ), c(x, ) (x) (x)dx l 0,
 
i 1,..., N , 
( ) , N , 




(x) 1 п. в. для x } . 
Доказано в [41], что задачи В9 и В9.1 при каждом фиксированном 
N  имеют решения, и при этом среди множества оптимальних реше-
ний задачи В9.1 содержатся оптимальные решения задачи В9, что позво-
ляет в дальнейшем перейти к рассмотрению задачи В9.1. 
Получены необходимые условия оптимальности для задачи В9.1 в 
рамках общей схемы Дубовицкого – Милютина [52] в виде следующей 
теоремы. 
Теорема 1.8. Пусть * *( ( ), )  – оптимальное решение задачи В9.1. То-
гда найдутся числа i , i 0,1,..., N, не все равные нулю,  
i i0, i p 1,..., N, 0, i 1,..., N,  
i i *A ( ( )) 0 , i p 1,..., N , i i * *( ( ), ) 0 , i 1,..., N , 
такие, что 
N
0 *i i i *i
i 1





c *i *ii *i
i 1k 1




(x) (x) (x) dx
N
i *i i i *i
i 1





c *i *ii *i
k 1
g (x, ) (x) (x)dx 0  для всех N( ( ), ) , 






c *ig (x, )  – (i 1)n k -я компонента вектора обобщённого гради-
ента функции  ic(x, )  по  в точке * 1* N*( ,..., ) , i 1,..., N , 
k 1,..., n , который имеет следующий вид:  
(1) (n)(1) (n)
1 1 i i
c c c c cg (x, ) g (x, ),...,g (x, ),...,g (x, ),...,g (x, ),...,  
(1) (n)
N N
c c,...,g (x, ),...,g (x, ) . 
 
Обоснование  метода решения задачи А9 
 
Предлагаемый метод решения основывается на сведении исходной 
бесконечномерной задачи оптимизации через функционал Лагранжа, с 
применением основной теоремы антагонистических игр, к двойственной 
конечномерной задаче с негладкой целевой функцией, для решения кото-
рой применяется одна из модификаций r-алгоритма Шора. 
Введём функционал Лагранжа для  задачи В9.1 следующим образом: 
NN
i i i i i
i 1 i 1





A ( ) , для всех (x) , N ,   (1.3.67) 
где ( , ) , а 1 N( ,..., )  – N-мерный вектор, компоненты которого 
неотрицательны, 1 p N( ,..., ,..., )  – N-мерный вектор, у которого 
компоненты 1 p,...,  произвольны по знаку, а p 1 N,...,  – неотрица-
тельны. 
 Пару элементов ** *{ ( ), },  назовём седловой точкой функциона-
ла Лагранжа (1.3.67) на множестве N{ } , где  
N N i i{( , ) E E : 0, i 1,..., N, 0, i p 1,..., N} , 
 если  
* *
* * * *h { ( ), }, h { ( ), }, h { ( ), },  




{ ( ), }





N{ ( ), }
max min h { ( ), }, . 
Обозначим  
       
N{ ( ), }
G( ) min h { ( ), }, ,  .   (1.3.68) 
Задача, двойственная к задаче В9.1, имеет вид:  
G( ) max,  . 
Далее нас интересует, при каких условиях имеет место соотношение 
двойственности 
N N{ ( ), } { ( ), }
min max h { ( ), }, max min h { ( ), },   (1.3.69) 
Покажем, что имеет место один из вариантов основной теоремы анта-
гонистических игр, принадлежащий Г. Кнезеру [41, 115]. 
Теорема 1.9. Если множество N  – компактно,  – произвольное 
выпуклое множество в линейном пространстве, а функционал 
h { ( ), },  – выпуклый и полунепрерывный снизу (в частности, не-
прерывный) по ( ),  на N , вогнутый по , то имеет место 
соотношение двойственности (1.3.69). 
Действительно, в предположении, что множество  – выпуклое, 
замкнутое,  ограниченное,  в  работе  [115]  доказано,  что  множество 
N
 – также выпуклое, замкнутое, ограниченное. По аналогии с [65] 
можно показать, что функционал h { ( ), }, из (1.3.67) при каждом 
фиксированном  выпуклый и непрерывный по совокупности пере-
менных ( ),  на N . Легко видеть, что функционал h { ( ), },  
– линейный по , а значит и выпуклый. Тогда имеет место соотно-
шение двойственности (1.3.69). 
Далее из теоремы 1.9 следует, что решение пары двойственных задач   
эквивалентно отысканию седловой точки функционала Лагранжа (1.3.67)  




min h ( ), ,  из (1.3.68) перейдем сначала 




min h ( ), ,  при .  (1.3.70) 
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Отметим, что внутренняя задача в (1.3.70) глобально   разрешима по 
 на . 
Действительно, при каждом фиксированном N  и каждом фикси-
рованном  функционал h , ,  из (1.3.70), определяемый по 
формуле (1.3.67), будет выпуклым по  на  N2L . Тогда из обобщён-
ной теоремы Вейерштрасса следует, что при каждом  фиксированном 
N  и каждом фиксированном  минимум по  функционала 
h , ,  достигается на симплексе . 
Рассмотрим  локальную задачу из (1.3.70):  найти 
 
( )
min h { ( ), }, , 
N , ,  (1.3.71) 




(x) 1 п. в. для x }.  
При фиксированных  и  введём функционал Лагранжа ло-





L { ( ), }, h ( ), , (x) (x) 1 dx , (1.3.73) 
где 0 i( ) ( ) : 0 (x) 1 п. в.для x , 
*
0 2(x) L  – опти-
мальный обобщённый множитель Лагранжа задачи (1.3.71)-(1.3.72), су-
ществование которого вытекает из [44, 65]. 
Обозначим  в (1.3.71) 
1
( )
G ( , ) min h ( ), , , 
N
, .   (1.3.74) 
Изучим свойства функции 1G ( , )  при 
N
,  из (1.3.74). 
Имеет место  
Теорема 1.10. Для каждого фиксированного  из  функция 
1G , , заданная соотношением (1.3.74), выпукла по  на открытом 
множестве N NW , где N
N




Д о к а з а т е л ь с т в о. При каждом фиксированном , функцио-
нал  h , ,  из (1.3.74) выпуклый по совокупности переменных 
,  на множестве NW , где – выпуклое множество, NW – вы-
пуклое множество из n n
N
E ... E , а функция  1G ,  конечна на 
NW . 
Тогда, согласно  [27], функция  1G , , заданная соотношением 
(1.3.74), выпукла по  на NW .  
Теорема 1.10 доказана. 
Как следует из [109], в каждой внутренне точке  области определе-
ния NW  выпуклая функция 1G , , определённая соотношением 
(1.3.74), имеет непустое субградиентное множество. Имеет место 
 Теорема 1.11.  Пусть  – оптимальное решение локальной задачи 
(1.3.71)–(1.3.72). Тогда обобщённый градиент функции 1G ,  в точке  
 может быть вычислен по формуле: 
*
1G L
g , g h ( ), , ,  
где *Lg h ( ), ,  есть N-мерная составляющая обобщённого гради-
ента функционала Лагранжа (1.3.73) для задачи (1.3.71)–(1.3.72), взятого в 
точке ( ), .  
 Д о к а з а т е л ь с т в о. При каждом  функционал Лагранжа 
(1.3.73) локальной задачи из (1.3.74) имеет седловую точку 
*
0x , x   на множестве 0 2L , где x – оптимальное 






h , , h , , (x) (x) 1 dx (1.3.75)  
 Пусть – произвольная точка из S , где S  – окрестность , 
принадлежащая выпуклому множеству N . С учётом соотношения  
(1.3.75) получаем: 
1 1G , G , h , , h , ,  













h , , (x) (x) 1 dx . 
Поскольку 
*




h , , (x) (x) 1 dx  
по всем  0 2(x) L ( ) , то  
N
*
1 1 0 i
i 1





h , , (x) (x) 1 dx  




i 1 i 1
(x) (x) (x) dx . 
 Как уже отмечалось, функционал h , ,  выпуклый по сово-
купности переменных ,  на NW . А значит, в каждой внутрен-
ней точке ,  множества NW  существует непустое субградиент-
ное множество, т. е.  
1 1G , G , h , , ,  
h , , , (x) (x) dx  
*
0 (x), (x) (x) dx h , , ,  
*
0h , , (x), (x) (x) dx . 
Из того, что ( )  – оптимальное решение задачи (1.3.74), следует, что  
*
0h , , (x), (x) (x) dx 0    0( ) . (1.3.76) 
 С учётом (1.3.76) получаем: 




откуда следует, что *Lg h ( ), , h , ,  является субгра-
диентом функции 1G ,  в точке . 
 Теорема 1.11  доказана. 
Следствие 1 из теоремы 1.11. Обобщённый градиент функции 




g , g , ,...,g , , где 
i i
1
i c i iG
g , (1 ) (x)g (x, ) (x)dx, i 1,...,N , 
причём ic ig (x, )  есть i-я компонента N-мерного вектора обобщённого 
градиента c ig (x, )  функции ic(x, )  в точке 1 N( ,..., ) . 
 Следствие 2 из теоремы 1.11. Нетрудно показать, по аналогии с тео-
ремой 1.11, что компоненты обобщённого градиента 
1 1 1
G G G
g ( , , ) g ( , , ),g ( , , )  функции 1G ,  по ( , )  
при фиксированном 







g ( , , ) (1 ) (x) (x)dx l , i 1,..., N,
g ( , , ) (x) (x)dx b , i 1,..., N.
 
Далее вместо двойственной задачи к задаче В9.1, учитывая (1.3.70) и 
(1.3.74), перейдем к решению следующей задачи отыскания  
N 1
max min G ( , ) . 
Для этого сначала конкретизируем выражение 1G ,  из (1.3.74). 
Подставляя в (1.3.74) выражение для функционала h ( ), ,  из 
(1.3.67) и учитывая, что h ( ), ,  является линейным сепарабельным 
относительно ( )  функционалом, получаем:  
N
1 i i i
( ) ( ) i 1
G , min h { ( ), }, min c(x, ) a (x) (x)dx  
N
i i i i
i 1




( (x) (x)dx b )  




i i i i i i i i i
( ) i 1 i 1 i 1
min [(1 )c(x, ) a ] (x) (x)dx l b  
 
N N
i i i i
i 1 i 1






i i i i i
i 1 0 ( ) 1, ( ) 1
min (1 )c(x, ) a (x) (x) dx ,    (1.3.77) 
N , ( , ) . 
Легко показать, что в (1.3.77) минимальное значение i-го выражения 
(из фигурных скобок) для каждого N ,  достигается при 
i *i(x) (x) , где 
*i
*i
1 при x ,
(x)
0 в остальных случаях,
       (1.3.78) 
*i i i i i k k k k{x : (1 )c(x, ) a (1 )c(x, ) a ,  
для i k п. в. для  x , k 1,..., N} , 
и тогда функцию 1G ,  можно записать следующим образом: 
1 k k k k
k 1,...,N
G , min [(1 )c(x, ) a ] (x)dx  
N N
i i i i
i 1 i 1
l b .      (1.3.79) 
Из теоремы 1.8 и из вида оптимального решения (1.3.78) для задачи 
(1.3.77) при фиксированном N  (в предположении, что выполняются 
условия (x) 0  п. в. для x ) следует теорема 1.12. 
Теорема 1.12. Для того чтобы возможное разбиение 
*1 *i *N( ,..., ,..., )  являлось оптимальным для  задачи В9.1, необходимо 
и достаточно существования действительных констант 
1 N 1 p p 1 N,..., , ,..., , ,...,  (среди которых 1 N p 1 N,..., , ,...,  – 
неотрицательные) таких, что  
i i i i k k k k(1 )c(x, ) a (1 )c(x, ) a ,     i k,  (1.3.80) 
*i п. в. для  x , i, k 1,..., N.  




Теорема 1.13. Седловая точка ** *({ ( ), }, )  (где первая компонента 
* *{ ( ), } является оптимальным решением задачи  В9.1 функционала 
(1.3.67) на множестве N{ }  определяется для i 1,..., N  и почти 




1 при x ,
(x)




*i i *i i i{x : (1 )c(x, ) a  
* *
k *k k k
k 1,...,N
min (1 )c(x, ) a , i k п. в. для  x } , 
в качестве * * * **1 *N 1 N 1 N,..., , ,..., , ,...,   выбирается оптимальное ре-
шение двойственной задачи к задаче В9.1, приведённой к виду 
N 1
G min G ,
N k k k kk 1,...,N
min min (1 )c(x, ) a (x)dx  
N N
i i i i
i 1 i 1
l b max ,    (1.3.81) 
при условиях 
 i i0, i 1,..., N, 0, i p 1,..., N.   (1.3.82) 
 
Алгоритм решения задачи А9 
 
Приведём алгоритм решения задачи А9, основанный на теореме 1.13. 
Для отыскания оптимального решения задачи (1.3.81) – (1.3.82) будем 
использовать эвристический алгоритм обобщённых псевдоградиентов с 
растяжением пространства, близкий к r-алгоритму Шора.  
Для этого от задачи (1.3.81)–(1.3.82) введением в целевую функцию 
(1.3.81) негладких штрафных функции множеств i{ 0, i 1,..., N}, 
i{ 0, i p 1,..., N}  перейдём к задаче:  
найти    
N
N NE E
max max min P , ,      (1.3.83) 
где 




1 1 i 2 i
i 1 i p 1
P , G , S max(0, ) S max(0, ) ,  (1.3.84) 
для всех NE , NE ,
N . 
 Здесь 1 2S ,S  – достаточно большие положительные числа (значительно 
большие максимального из множителей Лагранжа для функции (1.3.79)). 
(О возможности перехода от задачи (1.3.81)–(1.3.82) к задаче (1.3.83)–
(1.3.84) см. в [65, 109].) 
 Определим, на основании следствий 1, 2 из теоремы 1.11 i-ю компо-
ненту 3 N -мерного вектора обобщённого псевдоградиента  
P P Pg( , , ) g ( , , ), g ( , , ), g ( , , )      
N1
P Pg ( , , ),...g ( , , );
N N1 1
P P P Pg ( , , ),..., g ( , , ); g ( , , ),..., g ( , , )  
функции (1.3.84) в точке 1 N 1 N 1 N( , , ) ( ,..., , ,..., , ,..., ,)  сле-
дующим образом:  
i




i iPg ( , , ) (x) (x)dx b , i 1,...,p ,  (1.3.86) 
i
i i 2 iPg ( , , ) (x) (x)dx b S max 0,sign( ) ,  (1.3.87) 
i p 1,..., N,  
i i
i c i iPg ( , , ) (1 ) (x)g (x, ) (x)dx, i 1,...,N,  (1.3.88) 
где ic ig (x, )  – i-я компонента N-мерного вектора обобщённого градиента 
c ig (x, )  функции ic(x, ) , в точке 1 i N( ,..., ,..., )  при фиксирован-
















В формулах (1.3.85)–(1.3.88) i (x) , i 1,..., N,  определяется следую-
щим образом: 
i i i i
k k k k
k 1,...,N
i
1, если (1 )c(x, ) a
min (1 )c(x, ) a ,
(x)
  i k п. в. для  x , i 1,..., N,
0 в остальных случаях.
 (1.3.89) 
Замечание 1.10. В случае, когда ic(x, )  эвклидова метрика, i -я ком-





c(x, ) (x ) , в точке 1 i N( ,..., ,..., )  при фиксирован-









(n) (k)(n) (k) 2
i i
k 1
( x ) (x )
g (x, ) ............... .
( x ) (x )
 
 Очевидно, что вектор обобщённых псевдоградиентов функции 
P , ,  представляет собой сумму вектора обобщённых псевдогради-
ентов функции  1G , ,  и вектора градиентов штрафной части 
N N N n
k k
1 i 2 i 3 min i
i p 1 i 1 i 1k 1





S max{0, x }     (1.3.90) 
функции P , , .  
Рассмотрим подробнее определение градиента штрафной части функ-
ции P , , , которая определяется формулой (1.3.90): 










S max{0, x }  функции 
P , ,  определяется следующим образом: 







3 min i 3
i 1k 1
' k k '








k k k k







0, если  x 0,
x , если x 0
0, если x 0,








0,  если x 0,
1,  если x 0
3
k k





4 i max 4
i 1k 1
' k k '
















0,  если x 0,
x ,  если x 0
0,  если x 0,




maxiS max{0,sign( x )};                                    (1.3.92) 

















( S max{0, } ( S
S S
) max{0, })
0,  если 0, 0,  если 0,






0,  если 0,
1,  если 0
2 iS max{0,sign( )};





при  i 1,...,p
 




S max(0, )  
функции P , ,  равен нулю; 
















( S max{0, } ( S
S S
) max{0, })
0,  если 0, 0,  если 0,





0,  если 0,
1,  если 0
1 iS max{0,sign( )} ,
    
(1.3.94) 
Опишем алгоритм решения задачи А9, составной частью которого яв-
ляется так называемый r( ) -алгоритм с постоянным коэффициентом рас-
тяжения пространства  и адаптивным способом регулировки шагового 
множителя [111, 112], являющейся модификацией известного r -
алгоритма Шора [109].  
 
Алгоритм 1.6 
0-й шаг. Область  заключаем в прямоугольный параллелепипед , 
стороны которого параллельны осям декартовой системы координат, по-
лагаем (x) 0 , при x \ . Параллелепипед  покрываем прямо-
угольной сеткой и задаём начальное приближение 
(0) (0) (0)( , , ) , , . Задаём параметры , 1 2 hq ,q ,n ,  модификации 
r( ) -алгоритма. 
1-й шаг. Вычисляем значения (0) (x)  в узлах сетки по формулам 
(1.3.89) при (0) (0) (0), , . Вычисляем значения функции 
(0) (0) (0)
1G , ,  и вектора 
(0) (0) (0)
pg , ,  в узлах сетки по форму-
лам (1.3.85)–(1.3.88) при (0) (0) (0), , , (0)(x) (x) .  
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Выбираем начальный пробный шаг 0h 0 , полагаем 0 nNB I , 
N0B I , N0B I  – квадратные матрицы  размерностей nN nN , N N  
и N N  соответственно, параметры 1 2 hq ,q ,n ,  r-алгоритма Шора и на-
ходим: 
(1) (0) (0) (0) (0)
0 Ph g , , , 
(1) (0) (0) (0) (0)
0 Ph g , , , 
(1) (0) (0) (0) (0)
0 Ph g , , . 
2-й шаг. Пусть в результате вычислений после k , k 1,2,...  шагов ал-
горитма получены величины (k) (k) (k), , , (k 1) (x)  в узлах сетки, мат-
рицы kB , kB , kB . 
Опишем ( k 1 )-й шаг. 
1. Вычисляем значения (k) (x)  в узлах сетки по формулам  (1.3.89)  
при (k) (k) (k), , . 
2. Вычисляем значения (k) (k) (k)Pg , ,  в узлах сетки по формулам 
(1.3.85)–(1.3.88) при (k) (k) (k), , , (k)(x) (x) .  
3. Проводим ( k 1 )-й шаг r( ) -алгоритма обобщённых псевдогради-
ентов с растяжением пространства, близкого к r -алгоритму Шора, итера-
ционная формула которого имеет вид: 
T (k) (k) (k)
k 1 P(k 1) (k)
k k 1
T (k) (k) (k)
k 1 P
B g , ,
h B
B g , ,
, 
T (k) (k) (k)
k 1 P(k 1) (k)
k k 1
T (k) (k) (k)
k 1 P
B g , ,
h B
B g , ,
, 
T (k) (k) (k)
k 1 P(k 1) (k)
k k 1
T (k) (k) (k)
k 1 P
B g , ,
h B





Здесь k 1 k 1 k 1B ,B ,B  – операторы отображения преобразованного 
пространства в основное пространство с коэффициентом растяжения , 
которые имеют вид: 
w w w w T
k 1 k k k
1
B B I 1 ( ) ,                     (1.3.95) 
где w  обозначает переменную  ,  или ,  I  – единичная матрица со-
ответствующей размерности, wk  – соответствует нормированному векто-
ру разности двух последовательных псевдоградиентов в преобразованном 
пространстве, т. е.:  
  
w T w (k) (k) (k) w (k 1) (k 1) (k 1)
k 1 P Pw
k
w T w (k) (k) (k) w (k 1) (k 1) (k 1)
k 1 P P
(B ) g ( , , ) g ( , , )
(B ) g ( , , ) g ( , , )
,  
при условии, что 
 w T w (k) (k) (k) w (k 1) (k 1) (k 1)k 1 P P 0(B ) g ( , , ) g ( , , ) , и 
w
k 0  в 
остальных случаях, здесь 0  – точность представления нуля ЭВМ. 
Длина шагового множителя kh  регулируется адаптивным способом с 
параметрами 0, 1 2 hh q ,q ,n , сообразно которому шаговый множитель вы-
бирается из условия минимума разности  
(k 1) (k) (k) (k) (k 1) (k 1)
1 1G ( , , ) G ( , , )  
по направлению обобщённого антипсевдоградиента  Pg ( , , )   в пре-
образованном пространстве. 
4. Если условие  
(k 1) (k 1) (k 1) (k) (k) (k), , , , , 0 ,                (1.3.96) 
не выполняется, переходим к ( k 2 )-му шагу алгоритма с новыми значе-
ниями величин (k 1) (k 1) (k 1), , , (k) (x) , в узлах сетки,  и матриц 
k 1B , k 1B , k 1B , если выполняется, то переходим на п. 5.  
Здесь  – параметр, задающий условие останова алгоритма по откло-
нению аргумента. 
5. Полагаем (l) * (l) * (l)* , , ,
(l)
*(x) (x) , где l  – номер 
итерации, на которой выполнилось условие (1.3.96). 
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6. Вычисляем оптимальное значение двойственного функционала по 
формуле (1.3.79) при * **, , , и для контроля правильности 
счёта, по формуле:  
N
* * *i i *i
i 1
I ( ), c(x, ) a (x) (x)dx . 
Алгоритм 1.6  описан. 
Отметим, что вычислительная эффективность описанного алгоритма в 
первую очередь зависит от коэффициента растяжения пространства  и  
параметров адаптивной  регулировки  шага 1 2 hq ,q ,n  из r( ) -алгоритма. 
Согласно [110], параметры необходимо выбирать таким образом, чтобы 
адаптивный способ регулировки шагового множителя позволял увеличи-
вать точность поиска минимума функции по направлению в процессе счё-
та и при этом не делал большого количества шагов в этом направлении. 
Для негладких функций этого можно добиться следующим выбором па-
раметров: 2 3 , 0h 1 , 1q 1 , 2q 1.1 1.2 , hn 2 3 , где 1q  коэф-
фициент уменьшения шага,  если  условие  спуска  по  направлению  вы-
полняется  за один шаг, 2q  – коэффициент  увеличения  шага,  при  этом  
натуральное  число hn  ( hn 1) задаёт количество шагов одномерного 
спуска, после которых шаг будет увеличиваться в 2q  раз. 
 
1.3.3.2.  Линейная многопродуктовая задача А8 оптимального 
разбиения множеств с дополнительными ограничениями 
 
 Непрерывная линейная многопродуктовая задача оптимального 
разбиения множества Ω Еn на его подмножества 
j1 M
1 NiΩ ,..., ,..., Ω  
(среди которых могут быть пустые) с размещением их центров при  
ограничениях в форме равенств и неравенств и дополнительных ог-
раничениях типа ограничений на пропускные способности коммуни-
каций приведена в пункте 1.1.1. Перепишем её в виде В8, удобном для 
дальнейших исследований. 
 








(c (x, τ )+a )ρ (x)λ (x)dx , 
где 









ρ (x)λ (x)dx = bi, i = 1,..., р, 





ρ (x)λ (x)dx ≤ bi, i = р+1,..., N, 





ρ (x)c (x, τ )λ (x)dx ≤ li, i=1,..., N}; 








N (х)):  
     λі(х)=0 1 п. в. для х Ω, і = 1,..., N,  
           
N
i=1
λі(х)=1 п. в. для х Ω}; 
 τ = (τ1,..., τN) Ω
N
. 
Здесь j ic (x, )  – действительные, ограниченные функции измеримого 
по аргументу x  на некотором открытом, ограниченом, выпуклом множе-
стве W  з
 n
E , которое содержит , и выпуклые по i  на W  для всех 
i 1,..., N , j 1,...,M ; 
j(x) , j 1,...,M , – действительные, ограниченные, измеримые и не-
отрицательные на  функции; 
(1) (n)
i i i( ,..., )  – некоторая заранее неизвестная  точка подмножест-
ва ji , i 1,..., N , j 1,...,M , одна и таже для всех j 1,...,M , которая на-
зывается общим центром подмножества 1 Mi i,..., ; 
(1) (n)x (x ,...,x ) –  
любая точка множества ; 1 1 M M1 N 1 Na ,...,a ;...;a ,...,a  –  заданные действите-
льные неотрицательные числа.  
Будем также рассматривать следующую задачу. 
 











A ( ) (x) (x)dx b  =0, i 1,...,p , 












( ), c (x, ) (x) (x)dx l 0, i 1,..., N , 
( ) , N , 
где  j
i{ (x) : 0 (x) 1 п. в. для x , i 1,..., N, j 1,...,M,  





(x) 1 п. в. для x , j 1,...,M} .                                
Доказано в [41], что задачи В8 и В8.1 при каждом фиксированном 
N  имеют решения, и при этом среди множества оптимальних реше-
ний задачи В8.1 содержатся оптимальные решения задачи В8, что позво-
ляет в дальнейшем перейти к рассмотрению задачи В8.1. 
Сформулируем необходимое условие минимума, полученное в рамках 
теории Дубовицкого – Милютина, для задачи В8.1 в следующей теореме, 
которая является обобщением теоремы 1.8 на случай многопродуктовой 
задачи. 
 Теорема 1.14.  Пусть * *( ( ), )  – оптимальное решение задачи. Тогда 
найдутся числа 
i , i 1,..., N, не все равные нулю i i0, i p 1,..., N, 0, i 1,..., N,  
i i *A ( ( )) 0 , i p 1,..., N , i i * *( ( ), ) 0 , i 1,..., N , 
такие, что 
N M
j j jj j
0 *i i i *i
i 1 j 1






i *i *i *ic
i 1k 1 j 1




i 1 j 1
(x) (x) (x) dx
N M
j j jj j
i *i i i *i
i 1 j 1






i *i *i *ic
k 1




Обоснование  метода решения задачи А8 
 
Введём   в рассмотрение функционал Лагранжа для  задачи В8.1: 










i 1 j 1




i 1 j 1
(x)c (x, ) (x)dx l  .   (1.3.97) 
Здесь (x)  п. в. для x , N , а переменные 
1 2 *( , , ) K , * * * *1 2 3K K K K , 
где 1 1 1 *1 p 1( ,..., ) K , 
2 2 2 *
1 N p 2( ,..., ) K , 
*
1 N 3( ,..., ) K   
называются множителями Лагранжа.  
Для удобства пользования обозначим 1 2( , )  
1 1 2 2 * *
1 p 1 N p 1 2( ,..., , ,..., ) K K , тогда ( , ) ; 
* 1 1 1 1
1 1 p p iK ( ,..., ) E : < , i  1,...,p , 
* 2 2 2 2
2 1 N p N p iK ( ,..., ) E :0 < , i  1,...,N p , 
*
3 1 N N iK ( ,..., ) E : 0 < , i  1, ,N . 
 
Пусть  
N{ ( ), }
G( ) min h { ( ), }, , ,                             (1.3.98) 
1 * 2 * *
1 2 3K , K , K .  
Определим задачу, двойственную к задаче А8.1, следующим образом:  
G( ) sup,                                                 (1.3.99) 
при условиях         
1 * 2 * *
1 2 3K , K , K .                                     (1.3.100) 
Далее, как известно, решение пары двойственных задач (задачи А8.1 и 
двойственной задачи (1.3.99)–(1.3.100)) эквивалентно отысканию седло-
вой точки функционала Лагранжа (1.3.97) на множестве N *{ } K . 
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Чтобы найти седловую точку функционала Лагранжа (1.3.97) задачи 
А8.1, конкретизируем двойственную задачу (1.3.99)–(1.3.100).  
Для отыскания 
N( ),
min h ( ), ,  из (1.3.98) перейдем к сле-




min h ( ), , .                        (1.3.101) 
Обозначим  в (1.3.101): 
1
( )
G ( , ) min h ( ), , , 
N , *K .              (1.3.102) 
Учитывая (1.3.101) и (1.3.102), перепишем двойственную задачу 




min G ( , ) max ,     (1.3.103) 
где 1G ( , )  задаётся формулой (1.3.102). 
Чтобы решить двойственную задачу (1.3.103), конкретизируем выра-
жение 1G ,  из (1.3.102). 
Подставляя в (1.3.102) выражение для функционала h ( ), ,  из 
(1.3.97)  получаем:  
1
( )




( ) j 1i 1
min c (x, ) a (x) (x)dx
N M N M
j jj j j
i i i i ii i
i 1 j 1 i 1 j 1
( (x) (x)dx b ) ( (x)c (x, ) (x)dx l )
N N
i i i i





i i ii i
 ( ) j 1i 1
min (1 )c (x, ) a (x) (x) dx ,(1.3.104)
 
N , *( , ) K . 
Покажем, что минимальное значение функционала h ( ), ,  из 




вектор-функции j 1 M*1 *N*i (x) ( (x),..., (x)) , ( i , j )-я компонента которой 
имеет вид:  
j jj j
i i i k k ki k
j
*i
1, если (1 )c (x, ) a (1 )c (x, ) a ,
(x) k 1,..., N, i k п. в. для  x , (1.3.105)
0 в остальных случаях.
     




i i ii i
 ( ) j 1i 1
min (1 )c (x, ) a (x) (x) dx ,      (1.3.106) 






(x) 1 п. в. для x , j 1,...,M ,                         (1.3.107) 
где j0 i( ) :0 (x) 1 п. в.для x , i 1,...,N, j 1,...,M .  
 Для фиксированного N  и фиксированного *K  составим 





i i ii i
j 1i 1











i 1 j 1







(x) (x)dx (x)dx ,
 
при 0( ) , 
j
20(x) L ( ) . 
 Так как функционал 
0
L ({ ( ), }, )  линейный сепарабельный по ( )  
на допустимом множестве 0 , которое может быть представлено декар-
товым произведением 1 M1 N0 (x) 1 ... 0 (x) 1 , тогда имеет 
место: 








j j jj j
i i i 0i i
i 1 j 10 (x) 1
...................
0 (x) 1





j j jj j
i i i 0i i
i 1 j 10 (x) 1
min (1 )c (x, ) a (x) (x) (x) dx .      
  
Очевидно, что в (1.3.108) минимальное значение i, j -го выражения, 
i 1,..., N, j 1,...,M , стоящего в фигурных скобках, для каждого  
j
20( ) L ( )  достигается при 
j j
i *i(x) (x) , где  
j jj j
i i i 0ij
*i j jj j
i i i 0i
1, если (1 )c (x, ) a (x) (x) 0,
(x)
0, если (1 )c (x, ) a (x) (x) 0.
    (1.3.109) 
  
Учитывая, что формула (1.3.109) получена для всех i 1,..., N , 
j 1,...,M , легко увидеть, что каждая точка x  из  будет принадлежать 
тому из его подмножеств, для которых соответствующая сумма 
j jj j





i i i 0i(1 )c (x, ) a (x) (x)
j jj j
k k k 0k
k 1,...,N
min (1 )c (x, ) a (x) (x) , 
или в другой записи: 
j jj j
i i i 0i(1 )c (x, ) a (x) (x)  
j jj j
k k k 0k(1 )c (x, ) a (x) (x),  
k 1,..., N , j 1,...,M . 
 Исключая из предыдущего неравенства j0(x) , перепишем (1.3.109) 





i i i k k ki k
j
*i
1, если (1 )c (x, ) a (1 )c (x, ) a ,
(x) k 1, N, (1.3.110)
0 в остальных случаях.   
 
 Пусть теперь точка x  принадлежит оптимальной границе подмно-
жеств j*i  и 
j
*k
, i k . Так как точка x  в то же время принадлежит j*i , 
то  
j jj j
i i i k k ki k(1 )c (x, ) a (1 )c (x, ) a . 
  С другой стороны, так как j*kx , то 
j jj j
i i i k k ki k(1 )c (x, ) a (1 )c (x, ) a . 
 Отсюда j jj ji i i k k ki k(1 )c (x, ) a (1 )c (x, ) a  в точках 
оптимальной границы подмножеств j*i  и 
j
*k . Таким образом, в форму-
ле (1.3.110) знак равенства может иметь место и в случаях, когда i k , 
но, как предполагалось, лебегова мера таких точек равна нулю. Поэтому 
можно записать: 
j jj j
i i i k k ki k(1 )c (x, ) a (1 )c (x, ) a , 
для k 1,..., N  и i k  п. в. для x . Итак, выражение для j*i (x)  из 
(1.3.110) можно представить в виде: 
 
j jj j





1, если (1 )c (x, ) a (1 )c (x, ) a ,
(x) k 1,..., N, i k п. в. для x , тогда x ,
0 в остальных случаях, тогда x \ ,
 
т. е. получили формулу (1.3.105). 
 Подставляя в (1.3.104) вместо j*i (x)  выражение из (1.3.105), получа-
ем: 
N N
1 i i i i




 k 1,...,Nj 1
G , b l
min (1 )c (x, ) a (x)dx.
 (1.3.111) 
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 Из вида оптимального решения (1.3.105) (в предположении, что вы-
полняются условия j(x) 0  для x ) при фиксированном N  сле-
дует  
Теорема 1.15. Для того чтобы возможное разбиение 
j1 M
*1 *N*i( ,..., ,..., )  являлось оптимальным для  задачи А8, необходимо и 
достаточно существования действительных констант 
1 p p 1 N 1 N,..., , ,..., , ,...,  (среди которых p 1 N 1 N,..., , ,...,  – 
неотрицательные) таких, что  
j jj j
i i i k k ki k(1 )c (x, ) a (1 )c (x, ) a ,     i k,    
(1.3.112) 
j
*i п. в. для  x , i, k 1,...,N, j 1,...,M.  
Следствие из теоремы 1.15. В точках x , принадлежащих оптималь-
ной границе подмножеств j*i  и 
j
*k , в неравенстве (1.3.112) достигается 
знак равенства. 
Сформулируем итоговую теорему. 
Теорема 1.16. Седловая точка ** *({ ( ), }, )  (где первая компонента 
* *{ ( ), } является оптимальным решением задачи  В9.1) функционала 
(1.3.97) на множестве N *{ } K  определяется для i 1,..., N , 





1 при x ,
(x)
0 при x \ ,
 





min (1 )c (x, ) a , i k п. в. для  x , j 1,...,M}, 
в качестве * * * **1 *N 1 N 1 N,..., , ,..., , ,...,   выбирается оптимальное реше-
ние двойственной задачи (1.3.99)–(1.3.100), приведённой к виду: 
N 1






min min (1 )c (x, ) a (x)dx  
N N
i i i i
i 1 i 1





i i0, i p 1,..., N, 0, i 1,..., N .                (1.3.114) 
 
Алгоритм решения задачи А8 
 
Приведём алгоритм решения задачи А8, основанный на теореме 1.16.  
Для решения задачи (1.3.113)–(1.3.114) условной оптимизации функ-
ционала G  из (1.3.113) при условиях (1.3.114) перейдём к задаче без-
условной оптимизации путём введения в целевую функцию  (1.3.113) не-
гладких штрафных функции множеств i{ 0, i p 1,..., N} , 
i{ 0, i 1,..., N} и множества  
(n) (n)1 1
1 N N1
n k k k
N min i max
{ ( ,..., ,..., ,..., ),
E : x x , i 1,..., N,k 1,...,n}
.  
Здесь k k k kmin max
x x
x min x ,x max x , k 1,...,n . 




max max minP , , ,                    (1.3.115) 
где 
N N
1 1 i 2 i
i p 1 i 1
P , , G , , S max(0, ) S max(0, )  
N n N n
k k k k
3 min i 4 i max
i 1k 1 i 1k 1
S max{0, x } S max{0, x } ,              (1.3.116) 




i E , 1S , 2S , 3S , 4S  – достаточно 
большие положительные числа (значительно большие максимального из 
множителей Лагранжа для функции (1.3.113)). 
 Очевидно, что задача (1.3.115) – (1.3.116) аналогична задаче (1.3.83) – 
(1.3.84), и отличаются они только видом функции 1G , , . Соответст-
венно, при решении задачи (1.3.115) – (1.3.116) необходимо учесть заме-
чание 1.8. 
Как уже отмечалось, вектор обобщённых псевдоградиентов функции 
P ,  представляет собой сумму вектора обобщённых псевдоградиен-
тов функции  1G ,  и вектора градиента штрафной части функции 
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P , . Вывод формул для градиентов штрафной части абсолютно ана-
логичен  соответствующим выводам из п. 1.3.3.1. 
Можно показать (см. теорему 1.11), что обобщённый градиент функ-
ции 1G ,  по  при фиксированном ,  










i i iG c
j 1
g , (1 ) (x)g (x, ) (x)dx, i 1,..., N , 
причём ij ic
g (x, )  есть i-я компонента N-мерного вектора обобщённого 
градиента j icg (x, )  функции 
j
ic (x, ) , в точке 1 N( ,..., ) . 
Компоненты обобщённого градиента 
1 1 1
G G G
g ( , , ) g ( , , ),g ( , , ) N1
1 1G G
g ( , , ),...,g ( , , ),  
N1
1 1G G
g ( , , ),...,g ( , , )  
функции 1G ,  по ( , )  при фиксированном , 
NW  бу-














g ( , , ) c (x, ) (x) (x)dx l , i 1,..., N.  
Тогда вектор обобщённых псевдоградиентов функции P , , , кото-
рая задана формулой (1.3.116),  в точке 
1 N 1 N 1 N( , , ) ( ,..., , ,..., , ,..., ) , 
можно записать в виде: 
P P P Pg ( , , ) g ( , , ), g ( , , ), g ( , , )
N1
P Pg ( , , ),...g ( , , );
N N1 1
P P P Pg ( , , ),..., g ( , , ); g ( , , ),..., g ( , , ) , 
где i -е компоненты ( nN + N + N )-мерного вектора обобщённых псевдо-




























i 1 iP i
j 1
g ( , , ) (x) (x)dx b S max 0,sign( ) ,








g ( , , ) c (x, ) (x) (x)dx l
S max 0,sign( ) , i 1,..., N,
 (1.3.120) 
где ij ic
g (x, )  есть i -я компонента N -мерного вектора обобщённого гра-
диента j icg (x, )  функции 
j
ic (x, ) , в точке 1 i N( ,..., ,..., )  при фик-













g (x, ) ...............
g (x, )
. 
В формулах (1.3.117)–(1.3.120) ji (x) , i 1,..., N,  j 1,...,M , определя-




j k k kk
k 1,...,Ni
1, если (1 )c (x, ) a
min (1 )c (x, ) a ,
(x)
  i k п. в. для  x ,
0 в остальных случаях.
      (1.3.121) 
 Опишем алгоритм решения задачи А8, который является обобщением 
алгоритма 1.6 на случай многопродуктовости задачи ОРМ на подмноже-
ства с размещением их центров при дополнительных ограничениях. 
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Алгоритм  1.7  
0-й шаг. Область  заключаем в прямоугольный параллелепипед , 
стороны которого параллельны осям декартовой системы координат, по-
лагаем j(x) 0 , при x \ . Параллелепипед  покрываем прямо-
угольной сеткой и задаём начальное приближение 
(0) (0) (0)( , , ) , , . Задаём параметры , 1 2 hq ,q ,n ,  модификации 
r( ) -алгоритма. 
1-й шаг. Вычисляем значения (0) (x)  в узлах сетки по формулам 
(1.3.121)  при (0) (0) (0), , . Вычисляем значения функции 
(0) (0) (0)
1G , ,  и вектора 
(0) (0) (0)
pg , ,  в узлах сетки по форму-
лам (1.3.117)–(1.3.120) при (0) (0) (0), , , (0)(x) (x) .  
Выбираем начальный пробный шаг 0h 0 , полагаем 0 nNB I , 
N0B I , N0B I  – квадратные матрицы  размерностей nN nN , N N  
и N N  соответственно. Находим: 
(1) (0) (0) (0) (0)
0 Ph g , , , 
(1) (0) (0) (0) (0)
0 Ph g , , , 
(1) (0) (0) (0) (0)
0 Ph g , , . 
2-й шаг. Пусть в результате вычислений после k , k 1,2,...  шагов ал-
горитма получены величины (k) (k) (k), , , (k 1) (x)  в узлах сетки, мат-
рицы kB , kB , kB . 
Опишем ( k 1 )-й шаг. 
1. Вычисляем значения (k) (x)  в узлах сетки по формулам (1.3.121) 
при (k) (k) (k), , . 
2. Вычисляем значения (k) (k) (k)Pg , ,  в узлах сетки по формулам 
(1.3.117)–(1.3.120) при (k) (k) (k), , , (k)(x) (x) .  
3. Проводим ( k 1 )-й шаг r( ) -алгоритма обобщённых псевдогради-
ентов с растяжением пространства, близкого к r -алгоритму Шора, итера-




T (k) (k) (k)
k 1 P(k 1) (k)
k k 1
T (k) (k) (k)
k 1 P
(B ) g , ,
h B
(B ) g , ,
, 
T (k) (k) (k)
Pk 1(k 1) (k)
k k 1 T (k) (k) (k)
Pk 1
(B ) g , ,
h B
(B ) g , ,
 
T (k) (k) (k)
Pk 1(k 1) (k)
k k 1 T (k) (k) (k)
Pk 1
(B ) g , ,
h B
(B ) g , ,
. 
Здесь k 1 k 1 k 1B ,B ,B  – операторы отображения преобразованного 
пространства в основное пространство с коэффициентом растяжения , 
которые задаются формулами (1.3.95). 
Длина шагового множителя kh  регулируется адаптивным способом с 
параметрами r( ) -алгоритма 0, 1 2 hh q ,q ,n , приемлемые значения кото-
рых: 2 3 , 0h 1 , 1q 1 , 2q 1.1 1.2 , hn 2 3 .  
4. Если условие  
(k 1) (k 1) (k 1) (k) (k) (k), , , , , 0 ,  (1.3.122) 
не выполняется, переходим к ( k 2 )-му шагу алгоритма с новыми значе-
ниями величин (k 1) (k 1) (k 1), , , (k) (x) , в узлах сетки,  и матриц 
k 1B , k 1B , k 1B , если выполняется, то переходим на п. 5.  
5. Полагаем (l) * (l) * (l)* , , ,
(l)
*(x) (x) , где l  – номер 
итерации, на которой выполнилось условие (1.3.122). 
6. Вычисляем оптимальное значение двойственного функционала по 
формуле (1.3.111) при * **, , , и для контроля правильности 
счёта, по формуле:  
M N
j jj j
* * *i i *i
j 1i 1
I ( ), c (x, ) a (x) (x)dx . 





СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 141 
1.3.4. Решение модельных задач 
 
 Приведём здесь примеры реализации алгоритмов, рассмотренных в 
разделе 1.3 главы 1, для некоторых модельных задач. 
 
1.3.4.1. Решение модельных линейных задач оптимального раз-
биения множеств при ограничениях с заданным  
положением центров подмножеств 
 
 Модельная задача 1.1 к п. 1.3.1.1 (иллюстрация работы алгоритма 1.1 
решения линейной многопродуктовой задачи А5 оптимального разбиения 
множеств при ограничениях в форме равенств и неравенств с заданным 
положением центров пожмножеств). 
 Задано множество  = (х, у): 0  х  12, 0  у  36  потребителей про-
дукции трех видов, которая может производиться тридцатью пунктами 
производства. Заданы координаты возможного расположения пунктов 





i = 1,30 : 1 = (2;1), 2 = (6;2), 3 = (10;2), 4 = (4;5), 5  = (8;5), 6 = (2;8),  
7 = (6;8), 8 = (10;8), 9 = (4;11), 10 = (8;11), 11 = (2;14), 12 = (6;14),   
13 = (10;14),  14 = (4;17), 15 = (8;17), 16 = (2;20), 17 = (6;20),   
18 = (10;20),  19 = (4;23), 20 = (8;23), 21 = (2;26), 22 = (6;26),  
23 = (10;26),  24 = (4;29), 25 = (8;29), 26 = (2;32), 27 = (6;32),   
28 = (10;32),  29 = (4;35), 30 = (8;35). 
 Для каждого i-го пункта производства, i = 1,30 , задана функция  
с
j
(х, у, i) = 
(1) (2)2 2
i i(x τ ) (y τ ) , 
одна и та же для всех j = 1,M , которая описывает стоимость транспорти-
ровки единицы продукции j-го вида из i-го пункта производства в пункт 
потребления с координатами (х, у). Известен спрос 
j
(х, у) на продукцию 
j-го вида для каждого пункта потребления с координатами (х, у). Для про-
стоты полагается 
j
(х, у) = 1 для всех (х,у)  и всех j=1,3 . 
 Функции φ ji (У
j
i ), описывающие зависимость стоимости производства 
продукции j-го  вида  на  i-м предприятии от его мощности У ji  по j-му 
продукту, имеют вид φ ji (У
j




i , i = 1,30 , j = 1,3 , где мощность i-го 













0 можно рассматривать как затраты на производство еди-
ницы продукции j-го вида на i-м предприятии, 
а 1i =0, i = 1,30 ;   а
2
i =100, i = 1,30 ,   i ≠ 5, 20, 30; 
а 2i =0, i = 5, 20, 30;  а
3
i =0,     i = 1,30 ,   i ≠ 5;  а
3
5  = 100. 
 Множество   можно разбивать на сферы обслуживания j
i
 потреби-








k ) = 0, i ≠ k, i = 1,30 ,   j = 1,3 , (1.3.123) 
причем мощность i-го пункта производства, i = 1,30 , по всем видам про-
дукции определяется суммарным спросом потребителей, принадлежащих 
j
i , j = 1,3 , и для пунктов производства с номерами i = 5, 20, 30 должна  
быть  равна  заданным  объемам,  а для пунктов с номерами i = 1, , 4, 





(х, у)dхdу = bi,    (1.3.124) 





(х, у)dхdу  28, 8,    i = 1, , 4, 6, , 19, 21, , 29. 
 Не исключается тот случай, когда некоторые из подмножеств   ji ,  i = 
=1,30 , j = 1,3 , могут оказаться пустыми. 
 Требуется разбить множество потребителей  на сферы обслуживания 
их тридцатью пунктами производства по каждому j-му, j = 1,3 , виду про-
дукции, т. е. на подмножества ji ,  i = 1,30 , j = 1,3 , так, чтобы минимизи-
ровать функционал суммарных затрат на производство продукции и дос-
тавку ее к потребителям: 
F( 11 , , 
1
30 ; ; 
3
1 , , 
3













(х, у)dхdу   (1.3.125) 
при условиях (1.3.123), (1.3.124). 
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 Для решения сформулированной задачи область  покрывалась пря-
моугольной сеткой с узлами (i, j), i = 1,…, 120, j = 1,…, 360. В качестве 
начальных  данных  взяты  ψ (0)i  = 0, i = 1, , 30. Начальный пробный шаг 





   10
-4
, где k − номер итерации, на которой 
произошел останов. 
 В результате работы алгоритма решения задачи А5 за 142 итераций 
получены: 
 − оптимальное разбиение множества  по каждому из продуктов. Раз-
биения по 1-му и 2-му совпадают и изображены на рис. 1.9. Разбиение по 
3-му продукту изображено на рис. 1.10; 
 − минимальное  значение  прямого  функционала   (4.3)    прямой  за-
дачи І*  11789,7; 
 − максимальное значение двойственного функционала G
*
  11797,6. 
  
Рис. 1.9. Оптимальное разбиение  
множества Ω по 1-му и 2-му  
продуктам для модельной задачи 1.1 
Рис. 1.10. Оптимальное разбиение 
множества Ω по 3-му продукту 
для модельной задачи 1.1 
 
Модельная задача 1.2 (иллюстрация работы алгоритма 1.7 решения 
линейной многопродуктовой задачи А7 оптимального разбиения множе-
ства на подмножества с ограничениями в форме равенств и неравентств и 
при дополнительных ограничениях с заданным положением центров под-
множеств). 
 Алгоритм 1.7 реализован для модельной бесконечномерной задачи 
разбиения области на зоны обслуживания 5 предприятий, производящих 
продукцию 2 видов с ограничениями на объемы производства и суммар-









 Задано  множество Ω = (х, у): 0  х  5, 0  у  10  потребителей про-
дукции 2 видов, которая может производиться 5 пунктами производства. 
Заданы координаты возможного положения пунктов производства τi = 
=(τ (1)i , τ
(2)
i ):  
τ1 = (1; 9,5),       τ2 = (2; 5),  τ3 = (3; 4),      τ4 = (4; 9), τ5 = (4; 2). 
 Для каждого i-го пункта, i = 1,…, 5, задана функция  
с
j
(х, у, i) = 
(1) (2)2 2
i i(x τ ) (y τ ) , 
одна и та же для всех j = 1,2, которая описывает стоимость транспорти-
ровки единицы продукции j-го вида из i-го пункта производства в пункт 
потребления с координатами (х, у). Функция  спроса  на  продукцию для 
простоты полагается 
j
(х, у) ≡ 1 для всех j = 1, 2. Стоимости α ji   произ-
водства единицы продукции j-го вида на i-м предприятии соответственно 
равны:  
α 11  = 1,   α
1
2  = 100,   α
1
3  = 1,   α
1
4  = 100,   α
1
5  = 100, 
α 21  = 100,   α
2
2  = 1,   α
2
3  = 100,   α
2
4  = 10,   α
2
5  = 1. 
 Множество Ω необходимо разбить на сферы обслуживания Ω ji  потре-








k ) = 0,  i ≠ k,  j = 1, 2, (1.3.126) 
причем мощность i-го пункта производства i = 1,…, 5, определяется сум-
марным спросом потребителей, принадлежащих Ω ji , j = 1, 2, и для пунк-
тов производства с номерами 1, 2 должна быть равна заданным объемам, 











(х, у)dхdу ≤ bi,  i = 3,4,5,   b3 = 500, b4 = 500, b5 = 900. (1.3.128) 








(х, у, i)dхdу ≤ li,   i = 1,…, 5, (1.3.129) 
l1 = 2000,     l2 = 2000,     l3 = 200,     l4 = 100,     l5 = 6. 
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Требуется разбить Ω на Ω j
i
 так, чтобы минимизировать функционал сум-
марных затрат на производство продукции и доставку ее потребителям: 
F( 11 , ,
2













(х, у)dхdу  (1.3.130) 
при условиях (1.3.126)–(1.3.129). Не исключается и тот случай, когда не-
которые из подмножеств Ω ji  могут оказаться пустыми. 
 Для отыскания оптимального разбиения множества Ω на подмножест-
ва Ω
j
i , i = 1,…, 5,  j = 1, 2, с помощью алгоритма 1.7, область Ω покрыва-
лась прямоугольной сеткой с узлами (i, j),  i=1,501, j=1,1001 . В качестве 
начальных данных были выбраны ψ (0)i = 0, ξ
(0)
i  = 0. Начальный шаг r-ал-













где k – номер итерации, на которой произошел останов. 
 В результате работы алгоритма за 81 итерацию получены следующие 
результаты: 
 – оптимальное  разбиение  множества Ω: по первому продукту – рис. 
1.11, по второму продукту – рис. 1.12; 
 – минимальное значение прямого функционала  551,03; 
 – максимальное значение двойственного функционала  550,54. 
 Для сравнения эта же задача была решена без дополнительных огра-
ничений (1.3.129). Получено оптимальное разбиение, изображенное на 
рис. 1.13 и 1.14 по первому и второму продуктах, соответственно. 
Оптимальное значение целевого функционала (1.3.130)  361,64. Су-
щественно изменилось разбиение по второму продукту (ср. рис. 1.12 и 
1.14). Исчезло 4-е подмножество, так как α 22  = 1, α
2
5  = 1, что существенно 
меньше α 24  = 10. При сравнении рис. 1.12 и 1.14 хорошо видно, как учи-
тывается дополнительное ограничение (1.3.129) на пропускные способно-
сти коммуникаций пятого пункта при  решении модельной задачи 1.2:  
здесь  сравнительно   малы   l5, l6 = 6, поэтому площадь Ω
2
5  в оптималь-
ном решении задачи 1.2 значительно меньше площади  Ω 25  в оптималь-






Рис. 1.11. Оптимальное разбиение Ω 
по 1-му продукту для модельной 
задачи 1.2 
Рис. 1.12. Оптимальное разбиение Ω 




Рис. 1.13. Оптимальное разбиение 
по 1-му продукту для задачи ОРМ 
без дополнительных ограничений 
для модельной задачи 1.2 
Рис. 1.14. Оптимальное разбиение 
по 2-му продукту для задачи ОРМ 
без дополнительных ограничений 
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1.3.4.2. Решение модельных линейных задач оптимального  
разбиения множеств при ограничениях в форме равенств  
и неравенств с отысканием координат  
центров подмножеств 
 
 В отличие от модельной задачи 1.1 к п. 1.3.1.1, координаты 30 пред-
приятий, производящих продукцию трех видов, здесь заранее неизвестны, 
их требуется определить. 
 Модельная задача 1.3 к п. 1.3.1.3 (иллюстрация работы алгоритма 1.3 
решения задачи А6). 
 Потребитель некоторой продукции трех видов, производимой 30 пред-
приятиями, распределен в области  = (х, у): 0  х  12, 0  у  36 . За-




i ),  
i = 1,30 : 
  1 = (2;1),  2 = (6;2),  3 = (10;2),   4 = (4;5), 
  5 = (8;5),  6 = (2;8),  7 = (6;8),    8 = (10;8), 
  9 = (4;11), 10 = (8;11), 11 = (2;14),  12 = (6;14), 
 13 = (10;14), 14 = (4;17), 15 = (8;17),  16 = (2;20), 
 17 = (6;20), 19 = (10;20), 19 = (4;23),  20 = (8;23), 
 21 = (2;26), 22 = (6;26), 23 = (10;26), 24 = (4;29), 
 25 = (8;29), 26 = (2;32), 27 = (6;32),  28 = (10;32), 
 29 = (4;35), 30 = (8;35). 
 Для каждого i-го предприятия, i = 1,30 , задана функция  
с
j
(х, у, i) = с(х, у, i) = 
(1) (2)2 2
i i(x τ ) (y τ ) , 
одна и та же для всех j = 1,3 , которая описывает стоимость транспорти-
ровки единицы продукции j-го вида из i-го предприятия потребителю с 
координатами (х, у). Спрос на продукцию каждого вида является распре-
деленным по области  с плотностью 
j
(х, у). Для простоты полагаем 
j
(х, у) = 1 для всех (х, у)  и всех j = 1,3 ; 
 Функции φ ji (У
j
i ), описывающие зависимость стоимости производства 
продукции j-го вида на i-м предприятии от его мощности  У ji   по j-му 
продукту, имеют вид:  
φ ji (У
j




i , i = 1,30 , j = 1,3 , 














  0 − затраты на производство единицы продукции j-го вида 
на i-м предприятии: 
а 1i  =0,  i = 1,30 ;  а
2
i =100,  i = 1,30 ,  i ≠ 5,20,30; а
2
i =0, i = 5,20,30; 
а 3i  =0,  i = 1,30 ; i ≠ 5; а
3
5  =100; 
Тi − капитальные затраты на строительство i-го предприятия. Для просто-
ты положим Тi = 0,  i = 1,…, 30. 
 Множество    можно разбивать на зоны обслуживания ji  потреби-




i  = , j = 1,3 , 
mеs(Ω ji Ω
j
k ) = 0, i ≠ k,  i, k  = 1,30 , j = 1,3 ,  (1.3.131) 
причем мощность i-го предприятия, i = 1,30 , по всем видам продукции 
определяется  суммарным  спросом  потребителей,  принадлежащих  ji ,  
i = 1,30 , и для пунктов производства с номерами i = 5, 20, 30 должна быть 
равна заданным объемам, а для пунктов с номерами i = 1, , 4, 6, , 19, 





(х, у)dхdу = bi, 





(х, у)dхdу  28,8, i = 1, , 4, 6, , 19, 21, , 29. 
 Не исключается тот случай, когда некоторые из подмножеств   ji ,  i = 
1,30 , j = 1,3 , могут оказаться пустыми. 
 Требуется разбить множество потребителей  на зоны обслуживания 
их 30 пунктами производства по каждому j-му, j = 1,3 , виду продукции, т. 
е. на подмножества ji ,  i = 1,30 , j = 1,3 , и разместить эти предприятия 
так, чтобы минимизировать функционал суммарных затрат на производ-
ство продукции и доставку ее к потребителям: 
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F( 11 , , 
1
30 ; ; 
3
1 , , 
3














i ) (х, у)dхdу  (1.3.133) 
при условиях (1.3.131), (1.3.132). 
 Для решения сформулированной задачи алгоритмом 1.3 область  по-
крывалась прямоугольной сеткой с узлами (i, j), i = 1,601 , j = 1,1801 . В 
качестве начальных данных были взяты ψ (0)
i




ные координаты расположения предприятий, приведенные ранее при опи-
сании модельной задачи. Условием прекращения счета являлось выпол-









)   10
-5
, 
где k − номер итерации, на которой произошел останов. В процессе реше-
ния модельной задачи с помощью r-алгоритма максимизировалась не-
дифференцируемая функция 90 переменных. Двойные интегралы, входя-
щие в формулы (1.3.132), (1.3.133), вычислялись с помощью кубатурной 
формулы трапеций по узлам сетки. 
 В результате работы алгоритма 1.3 за 216 итераций получены следую-
щие результаты: 
 − оптимальное разбиение множества  по каждому продукту в виде 
таблицы,  соответствующей  прямоугольной  сетке. Разбиения по 1-му и 
2-му совпадают и изображены на рис. 1.15, по 3-му продукту − на рис. 
1.16 число, проставленное в узле сетки (i, j), соответствует номеру пред-
приятия, зоне обслуживания которого по данному продукту потребитель 
(i, j) принадлежит. В случае если из рисунка очевидно, каким предприяти-
ем обслуживается потребитель (i, j), номер этого предприятия не обозна-
чен; 
 − оптимальные координаты размещенных предприятий: 
*
5  = (6,0; 12,34), 
*
20  = (6,0; 12,33), 
*
30  = (6,0; 30,41); 
они обозначены на рисунках − *i ,  i = 5, 20, 30; 
 − оптимальные границы между соответствующими подмножествами 
по каждому продукту, полученные с помощью алгоритма 1.3, указаны на 
рисунках 1.15, 1.16 сплошными линиями; 
 − минимальное   значение   прямого  функционала  прямой  задачи І*  
8354,37; 
 − максимальное значение двойственного функционала G
*





Рис. 1.15. Оптимальное разбиение 
по 1-му и 2-му продуктам    
с размещением центров 
для модельной задачи 1.3 
Рис. 1.16. Оптимальное разбиение 
 по 3-му продукту 
с размещением центров 
для модельной задачи 1.3 
 
 Сравнивая оптимальные значения функционалов в модельных задачах 
1.1 и 1.3, приходим к выводу, что меньшее значение целевого функциона-
ла (т. е. лучшие результаты) получаем в случае, когда расположение 
предприятий заранее не фиксируется, а допускается их размещение в об-
ласти . 
 Модельные задачи 1.4 к разделу 1.3.1.3. 
 Проиллюстрируем работу алгоритма 1.3 решения линейных многопро-
дуктовых задач оптимального разбиения множеств при ограничениях в 
форме равенств и неравенств с размещением центров подмножеств (зада-
ча А6) для различных метрик с(х, у, i). 
 Модельная задача 1.4а (с(х, у, i) – евклидова метрика). 
 Опишем постановку модельной задачи размещения 9 предприятий, 
производящих продукцию 3 видов, с заданными объемами производства 
для первых 2 предприятий и ограниченными сверху объемами для ос-
тальных предприятий. 
 Приведем  исходные данные. Область  = (х, у): 0  х  6, 0  у  ≤ 
20 . Стоимость транспортировки единицы продукции любого вида из i-го 
предприятия к потребителю с координатами (х, у) имеет вид 
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с(х, у, i) = 
(1) (2)2 2
i i(x τ ) (y τ ) . 
 Спрос на продукцию каждого вида положим: (х,у) ≡ 1. Векторы весо-
вых   коэффициентов   А
j
   по  каждому  продукту  равны, соответственно: 
   А
1
 = (0; 100; 100; 100; 100; 100; 100; 100;    0), 
   А
2
 = (0; 100; 100; 100;    0;  100; 100;  0;  100), 
   А
3
 = (0; 0; 100; 100; 100; 0; 100; 100; 100). 




















(х, у)dхdу  120. 
 Для решения задачи область  покрывалась прямоугольной сеткой (i, 
j) i = 1, , 60, j = 1, , 200. 
В качестве начальных данных выбраны: 
   ψ
(0)
 = (0;  0;  0;  0;  0;  0;  0;  0;  0);   SХ = 0,0001; 
   
(0)
 = 
0,2; 1,6; 2,9; 4,4; 5,1; 5,6; 1,0; 1,5; 3,5
0,1; 1,3; 2,1; 5,7; 10; 11,5; 12,9; 13,9; 19,0
. 
За 103 итерации получены: 
 − оптимальные координаты размещенных предприятий: 
*
1  = (3,0; 10,2), 
*
2  = (3,0; 4,1), 
*
5  = (3,0; 2,8); 
*
6  = (2,9; 18,2), 
*
8  = (3,0; 18,2), 
*
9  = (3,0; 17,1); 
 − оптимальное разбиение множества :  по 1-му продукту см. рис. 
1.17, по 2-му − рис. 1.18, по 3-му − рис. 1.19;  
 − минимальное значение прямого функционала І*  1103,6; 
 − максимальное значение двойственного функционала G
*
  1103,2. 
 Модельная задача 1.4б (с(х, у, i) – манхэттенская метрика). 
 Рассмотрим задачу с такими же исходными данными, как модельная 
задача 1.4а, за исключением вида функции с(х, у, i). Стоимость транспор-
тировки единицы продукции каждого вида из i-го предприятия к потреби-
телю с координатами (х, у) в задаче 1.4б возьмем в виде с(х, у, i) = х − 
(1)








Рис. 1.17. Оптимальное 
разбиение по 1-му  
продукту с размещением 
центров для модельной 
задачи 1.4а 
Рис. 1.18. Оптимальное 
разбиение по 2-му  
продукту с размещением 
центров для модельной 
задачи 1.4а 
Рис. 1.19. Оптимальное 
разбиение по 3-му  
продукту с размещением 
центров для модельной 
задачи 1.4а 
 
 При решении задачи 1.4б алгоритмом 1.3 за 141 итерацию получено 
глобальное оптимальное решение в виде: 
 − оптимальные координаты размещенных предприятий: 
*
1  = (3,0; 10,1), 
*
2  = (3,0; 4,0), 
*
5  = (3,0; 3,0); 
*
6  = (2,0; 18,2), 
*
8  = (2,9; 18,0), 
*
9  = (3,1; 17,0); 
 − оптимальное разбиение множества : по 1-му продукту см. рис. 1.20, 
 по 2-му − рис. 1.21,  по 3-му − рис. 1.22;  
 − минимальное значение прямого функционала І*  1436,05; 
 − максимальное значение двойственного функционала G
*
  1432,35.  
 Модельная задача 1.4в (с(х, у, i) – метрика Чебышева). 
 Рассмотрим задачу с такими же исходными данными, как модельная 
задача 1.4а, за исключением вида функции с(х, у, i). Стоимость транспор-
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телю с координатами (х, у) в задаче 1.4в − в виде с(х, у, i) = mах х − 
(1)




Рис. 1.20. Оптимальное 
разбиение по 1-му  
продукту с размещением 
центров для модельной 
задачи 1.4б 
Рис. 1.21. Оптимальное 
разбиение по 2-му  
продукту с размещением 
центров для модельной 
задачи 1.4б 
Рис. 1.22. Оптимальное 
разбиение по 3-му  
продукту с размещением 
центров для модельной 
задачи 1.4б 
   
 При решении задачи 1.4в алгоритмом 1.3 за 162 итерации получено 
глобальное оптимальное решение в виде: 
 − оптимальные координаты размещенных предприятий: 
   *1  = (2,9; 12,9),  
*
2  = (3,1; 4,2),    
*
5  = (3,0; 3,8); 
   *6  = (2,5; 18,5),  
*
8  = (3,0; 19,1),  
*
9  = (2,8; 3,7); 
 − оптимальное разбиение множества : по 1-му продукту см. рис. 1.23, 
по 2-му − рис. 1.24, по 3-му − рис. 1.25;  
 − минимальное значение прямого функционала І*  795,32; 
 − максимальное значение двойственного функционала G
*





Рис. 1.23. Оптимальное 
разбиение по 1-му  
продукту с размещением 
центров для модельной 
задачи 1.4в 
Рис. 1.24. Оптимальное 
разбиение по 2-му  
продукту с размещением 
центров для модельной 
задачи 1.4в 
Рис. 1.25. Оптимальное 
разбиение по 3-му  
продукту с размещением 
центров для модельной 
задачи 1.4в 
 
Модельная задача 1.5 к п. 1.3.3.1 (иллюстрация работы алгоритма 1.7 
решения линейной многопродуктовой задачи А8 оптимального разбиения 
множества на подмножества с размещением их центров при ограничениях 
в форме равенств и неравенств, а также дополнительных ограничений). 
Потребитель некоторой продукции 2 видов, производимой 5 предпри-
ятиями, непрерывно распределен в области 
(x, y) : 0 x 5,0 y 10 . 
Для каждого і-го предприятия, i 1,5 , задана функция 
2 2
(1) (2)
i i ic(x, y, ) x y , одна и та же для всех j 1,2 , описы-
вающая  стоимость  транспортировки  единицы продукции j -го вида из 
i -го предприятия к потребителю с координатами (x, y) . Известен спрос 
j(x, y)  на продукцию j -го вида для каждого пункта потребления с коор-
динатами (x, y) . Полагается j(x, y) 1, j 1,2 , x .  




ia  производства единицы j -го вида продукции на i -м 
предприятии соответственно равны:   
1 1 1 1 1
1 2 3 4 5a 100,a 100, a 100,a 1,a 1; 
2 2 2 2 2
1 2 3 4 5a 1,a 1, a 1,a 100,a 100 . 
Множество потребителей  нужно разбить на зоны обслуживания j
i
 







i ki kmes( ) 0 , i 1,...,5 ,  j 1,2 ,   (1.3.134) 
причем мощность i -го предприятия, i =1,…,5, по всем видам продукции 
определяется суммарным спросом потребителей, принадлежащих ji , 
i =1,…,5, и для пунктов с номерами 1, 2, 4  и 5 не должна превышать за-














(x, y)dxdy b , i =3, 3b =20.                             (1.3.136) 
Ограничены также суммарные транспортные расходы на доставку 







(x, y)c (x, y, )dxdy l , i 1,...,5 , 
 1l 25, 2l 140, 3l 50, 4l 80, 5l 25.            (1.3.137) 
Требуется разбить множество потребителей  на зоны обслуживания
 
j
i , i 1,...,5 ,  j 1,2 , 5 предприятиями, и разместить эти предприятия в 
области  так, чтобы минимизировать функционал суммарных затрат на 
производство продукции и доставку ее к потребителю: 
1 2







c (x, y, ) a (x, y)dxdy (1.3.138) 
при условиях (1.3.134)–(1.3.138). 
Для решения сформулированной задачи с помощью описанного выше 
алгоритма область  покрывалась прямоугольной сеткой с узлами (i, j) , 
i 1,...50, j 1,...,50 . В качестве начальных данных были выбраны на-
чальные значения двойственных переменных: (0)i  = 0, 
(0)




Заданы начальные значения координат расположения предприятий  
(1) (2)
i i i, (0;0) , i 1,...,5 . 
Условием прекращения счета являлось выполнение неравенства: 
(k) (k) (k) (k 1) (k 1) (k 1), , , , , 0 , 
где k  – номер итерации алгоритма, на которой произошел останов, 
410  – точность вычислений r-алгоритмом Шора.  
В результате работы алгоритма за  186 итераций получено: 
 – оптимальное разбиение множества  для задачи 1.5, см. рис. 1.26, 
1.27;  
  
Рис. 1.26. Оптимальное разбиение 
по 1-му продукту    
с размещением центров при дополни-
тельных ограничениях для модельной 
задачи 1.5 
Рис. 1.27. Оптимальное разбиение 
 по 2-му продукту 
с размещением центров при дополни-
тельных ограничениях для модельной 
задачи 1.5 
– оптимальные координаты размещенных предприятий: 
(0)
1  = (1.59, 2.59), 
(0)
2  = (2.55 , 7.37), 
(0)
3  = (4.07, 1.98),  
(0)
4  = (2.50, 6.61),  
(0)
5  = (2.51, 1.63); 
– минимальное значение прямого функционала: *F  289.02; 
– максимальное значение двойственного функционала *G  289.14.  
Чтобы показать влияние на получаемый результат дополнительных ог-
раничений, приведём решение модельной задачи 1.5, но  без учёта огра-
ничений на пропускные способности коммуникации.  
СОВРЕМЕННОЕ СОСТОЯНИЕ ТЕОРИИ НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 157 
Получены следующие результаты за 253 итерации: 
– оптимальное разбиение, изображенное на рис. 1.28, 1.29 по первому 
и второму продуктам соответсвенно; 
 
  
Рис. 1.28. Оптимальное разбиение 
по 1-му продукту    
с размещением центров без дополни-
тельных ограничений для модель-
ной задачи 1.5 
Рис. 1.29. Оптимальное разбиение 
 по 2-му продукту 
с размещением центров без дополнитель-
ных ограничений для модельной задачи 
1.5 
 
– оптимальные координаты размещенных предприятий: 
(0)
1  = (2.50, 2.11), 
(0)
2  = (2.51, 6.30), 
(0)
3  = (2.45, 9.18),  
(0)
4  = (2.50, 3.00),  
(0)
5  = (2.50, 8.00); 
– минимальное значение прямого функционала: *F  282.72; 
– максимальное значение двойственного функционала *G  282.73. 
 
1.3.4.3. Решение модельных линейных однопродуктовых  задач 
оптимального разбиения множеств без ограничений  
 с отысканием координат центров подмножеств 
 
Модельная задача 1.6 (иллюстрация алгоритма решения линейной 
однопродуктовой задачи А1 оптимального разбиения множеств без огра-
ничений с отысканием координат центров подмножеств). 
Приведём здесь иллюстрацию алгоритма 1.5, адаптированного для за-




На рис. 1.30 изображены глобальные оптимальные разбиения единич-
ного квадрата из Е2 при с(х, у, i) – евклидовой метрикой,  
ρ(х) ≡ const, х . 
Численные эксперименты проводились либо из начала координат, ли-
бо из случайного начального расположения центров подмножеств. 
 
   
а) N = 100 б ) N = 200 в ) N = 300 
Рис. 1.30. Оптимальное разбиение для евклидовой метрики, полученное алгорит-
мом 1.5  
   
а) N = 100 б) N = 200 
Рис. 1.31. Оптимальные разбиения в случае  метрики Чебышева, 
полученные алгоритмом 1.5  
 
Заметим, что задачу А1 можно решать алгоритмом, описанным для 
самой общей линейной задачи А8 при ограничениях с размещением про-
изведя предварительно некоторые упрощения. 
На рис. 1.31 изображены глобальные оптимальные разбиения единич-
ного квадрата из Е2 при с(х, у, i) – метрика Чебышева, для N = 100, N = 
200. 
На рис. 1.32 изображены глобальные оптимальные разбиения единичного 
квадрата  из  Е2 при с(х, у, i) – манхэттенская метрика, для N = 100, N = 
=300. 




а) N = 100 б) N = 300 
Рис. 1.32. Оптимальное разбиение для манхэттенской метрики, полученные алго-
ритмом 1.5 
 
 Замечание 1.9. Заметим, что алгоритмы решения непрерывных линей-
ных задач оптимального разбиения множеств, описанные в разделе 1.3 
главы 1: 
–  не зависят от размерности пространства Еn (вопрос сводится лишь к 
вычислению многомерных интегралов); 
– независят от геометрии разбиваемых множеств; 
– благодаря высокому быстродействию r-алгоритма Н.З. Шора приме-
нимы для задач оптимального разбиения множеств больших размерностей 





Глава  2 
 
МЕТОДЫ И АЛГОРИТМЫ РЕШЕНИЯ  
НЕПРЕРЫВНЫХ НЕЛИНЕЙНЫХ ЗАДАЧ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
n-МЕРНОГО ЕВКЛИДОВА ПРОСТРАНСТВА  
En НА ПОДМНОЖЕСТВА 
 
 В отличие от линейных задач ОРМ, рассмотренных в разделе 1.3, для 
которых оптимальное решение исходной бесконечномерной задачи уда-
ется найти в явном виде, в нелинейном случае отыскание оптимального 
решения исходной бесконечномерной задачи сводится к отысканию ре-
шения некоторого вспомогательного операторного уравнения с парамет-
рами. 
 В данной главе приведено теоретическое обоснование методов реше-
ния нелинейных задач ОРМ с неизвестным заранее расположением цен-
тров подмножеств, координаты которых отыскиваются в процессе реше-
ния исходной задачи [47, 62]. 
 На основе предложенных методов разработаны алгоритмы, составной 
частью которых является модификация r-алгоритма Н. З. Шора. Приведе-
ны результаты реализации разработанного алгоритма для некотоых мо-
дельных задач. 
 
2.1. НЕЛИНЕЙНАЯ ОДНОПРОДУКТОВАЯ ЗАДАЧА 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ  МНОЖЕСТВ  
С РАЗМЕЩЕНИЕМ ЦЕНТРОВ ПОДМНОЖЕСТВ  
ДЛЯ СЛУЧАЯ ВЫПУКЛОГО ЦЕЛЕВОГО  
ФУНКЦИОНАЛА 
 
 Данный раздел посвящен дальнейшему развитию теории непрерывных 
задач ОРМ для случая непрерывных нелинейных однопродуктовых задач 
оптимального разбиения множеств с размещением центров подмножеств 
при ограничениях в виде равенств и неравенств с выпуклым целевым 
функционалом. 
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2.1.1. Постановка задачи  
 
 Приведём математическую постановку непрерывной нелинейной 
однопродуктовой задачи оптимального разбиения множества Ω из Еn 
на его непересекающиеся подмножества Ω1,...,ΩN (среди которых мо-
гут быть и пустые) при ограничениях в форме равенств и неравенств 
с отысканием координат центров τ1,..., τN этих подмножеств соответ-
ственно. 
 
 Задача А10 






( x dx) c(x, τ )ρ(x)dx  
при условиях 
iΩ
ρ(x)dx = bi, i = 1,..., р, 
iΩ
ρ(x)dx ≤ bi, i = р+1,..., N, 
{Ω1,..., ΩN}
N
Ω , τ = (τ1,..., τN) Ω
N
, 




) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
 Здесь функции с(х, τi) – действительные, ограниченные, определенные 
на Ω х Ω, измеримые по х при любом фиксированном (1) (n)i i i=(τ ,...,τ )  из 
Ω для всех i = 1,..., N; ρ(x) – ограниченная, измеримая, неотрицательная на 
Ω функция; i (·), i=1,...,N − действительные, ограниченные, выпуклые, 
дважды непрерывно дифференцируемые функции своего аргумента; b1,..., 








b , 0 < bi ≤ S, i = 1,..., N. 
 Перепишем задачу А10 в терминах характеристических функций λі(х) 
подмножеств Ωі, і=1,…, N, в следующем виде. 
  
 Задача В10. Найти 
N
2,
min I , , 






ρ(x)λ (x)dx = bi, i = 1, ..., р, 
i
Ω
ρ(x)λ (x)dx ≤ bi, i = р+1, ..., N}; 
N , 




x 1 п. в. для x . 
Здесь  
N
i i i i
i 1
I , ( x x dx) c x, x x dx . (2.1.1) 
От задачи В10 с булевыми значениями переменных i ( ) , i 1,..., N , пе-
рейдём  к  соответствующей задаче со значениями i ( )  из отрезка [0,1], 
т. е. рассмотрим следующую задачу. 
 
 Задача В10.1. Найти 
N
2( ( ), )
min I( ( ), ) , 
где 
 Г2 = { (x) : (x)  п. в. для х Ω;  
         i(x) (x)dx = bi, i = 1, ..., р, 
                   i(x) (x)dx ≤ bi, i = р+1, ..., N }; 
 = { (x)  = ( 1(x) ,…, N (x) ): 0≤ i (x) ≤ 1,  x , i 1,..., N , 
       
N
i 1
i (x) =1 п. в. для x }; 
N
1 N( ,..., ) . 
 Как доказано в [65], Г2 – ограниченное, замкнутое, выпуклое множест-
во гильбертова пространства N2L ( ) с нормой  






[ (x)] dx . 
Тогда, согласно [22], множество Г2 слабо компактно в гильбертовом про-
странстве N2L ( ) . 




* *I( ( ), )  = 
N
2( , )




min I( ( ), ) . (2.1.2) 
 Изучим сначала свойства функционала I( ( ), )  из (2.1.1). 
 Обозначая if ( i ( ) ) = i(x) (x)dx , перепишем функционал (2.1.1) в 
виде: 
I( ( ), )  = 
N
i 1
[ i ( if ( i ( ) )) + i ic(x, ) (x) (x)dx ].     (2.1.3) 
 Имеет место следующее утверждение. 
 Утверждение 2.1. Если функции i ( ) , i 1,..., N , выпуклые функции 
своего аргумента, то при каждом фиксированном N  функционал 
I( ( ), )  из (4) выпуклый по ( )  на N2L ( ) . 
 Д о к а з а т е л ь с т в о. Из выпуклости функций i ( ) , i 1,..., N , в 
области определения, линейности функционалов if ( i ( ) ) = 
i(x) (x)dx , i 1,..., N , на 2L ( )  и свойств сложных функций следует, 
что функционалы i i if ( ( )) , i 1,..., N , будут выпуклы по i ( )  на 
2L ( ) . 
 Пусть 1(x),  2(x)   N2L ( )  п. в. для x . Возьмем (x) = 
= 1 2(x) (1 ) (x)  п. в. для x , [0,1] . Очевидно, что 
( ) N2L ( ) . Для функционала I ( ),  при фиксированном 
N  
имеем: 
I ( ),  = 
N
i i i i i
i 1
f ( ( )) c(x, ) (x) (x)dx  
1 2
i i i iN
1 2
i 1 i i i
f ( ) (1 ) ( )









i i(1 ) c(x, ) (x) (x)dx
N
1 1
i i i i i
i 1
f ( ( )) c(x, ) (x) (x)dx  
N
2 2
i i i i i
i 1
(1 ) f ( ( )) c(x, ) (x) (x)dx  
= 1 2I ( ), (1 ) I ( ), . 
 Утверждение 2.1 доказано. 
 Замечание 2.1. Из выпуклости функционала I ( ),  по ( )  на 
N
2L ( )  следует его непрерывность по ( )  на 
N
2L ( ) , [40]. 
 Теорема 2.1. Внутрення задача из (2.1.2) имеет решение при каждом 
фиксированном N . 
 Д о к а з а т е л ь с т в о. Действительно, из обобщенной теоремы Вей-
ерштрасса [22] следует, что непрерывный выпуклый по ( )  функционал 
I ( ),  из (2.1.2), определенный на гильбертовом пространстве N2L ( ) , 
достигает при каждом фиксированном N  своего минимума по ( ) на 
любом выпуклом, замкнутом, ограниченном множестве (в нашем случае 
на множестве 2 ). 
 Теорема 2.1 доказана. 
 Таким образом, как следует из утверждения 2.1 и теоремы 2.1, при ка-
ждом фиксированном N  внутренняя задача из (2.1.2) глобально раз-
решима относительно ( )  на множестве Г2. 
 Замечание 2.2. Условия теоремы 2.1 могут быть ослаблены, т. к. не 
только выпуклые непрерывные функционалы будут достигать на 2  сво-
ей нижней грани. Таким же свойством обладают непрерывные снизу (сла-
бо полунепрерывные снизу) функционалы. 
 Действительно, как уже отмечалось выше, ограниченное, замкнутое, 
выпуклое множество в гильбертовом пространстве N2L ( )  слабо ком-
пактно. По обобщенной теореме Вейерштрасса [22] полунепрерывный 
снизу по ( )  (слабо полунепрерывный снизу по ( ) ) функционал 
I ( ),  на слабо компактном множестве 2  гильбертова пространства 




2L ( )  ограничен снизу и достигает на этом множестве своей нижней 
грани по ( )  при каждом фиксированном N . 
 
2.1.2. Обоснование метода решения задачи  
  
 Введем для задачи В10.1 функционал Лагранжа следующим образом: 












b , (2.1.4) 
где 1 N( ... )  – N-мерный вектор вещественных чисел, у которого 
компоненты 1 p...  произвольны по знаку, а p 1 N...  – неотрицатель-
ны; (x)  для x ; N1 N,..., . 
 Пару элементов ** *( ), ,  назовем седловой точкой функциона-
ла (2.1.4) на множестве N , где  
1 N N i... E : 0,i p 1,...,N , 
если  
* *
* * * *h ( ), , h ( ), , h ( ), ,   
для всех (x) , N , , 
или 
*
* *h ( ), ,  = 
= max
N( ( ), )
min h ( ), , =
N( ( ), )
min max h ( ), , . 
 Не останавливаясь пока на исследовании вопроса о существовании 
седловой точки, перейдем к решению задачи: 
max
N( ( ), )
min h ( ), , . 
 Обозначим 
G( ) = N( ( ), )
min h ( ), , , . 




G( )  → max , .   (2.1.5) 
Для отыскания 
N( ( ), )




min h ( ), ,  при .  (2.1.6) 
 Утверждение 2.2. При каждом фиксированном N  и каждом фик-
сированном  функционал h ( ), ,  из (2.1.6), определяемый по 
формуле (2.1.4), будет выпуклым по ( )  на N2L ( ) , если i ( ) , i 1,..., N , 
– выпуклые функции своего аргумента. 
 Доказательство утверждения 2.2 аналогично доказательству утвержде-
ния 2.1. 
 Утверждение 2.3. По аналогии с теоремой 2.1, легко доказать, что при 
каждом фиксированном N  и каждом фиксированном  мини-
мум по ( )  функционала h ( ), ,  достигается на симплексе . 
 Таким образом, внутренняя задача в (2.1.6) глобально разрешима по 
( )  на . 
 Обозначим в (2.1.6) 
N
1G ( , ) min h , , , , .  (2.1.7) 
 То есть дальше вместо двойственной задачи (2.1.5), учитывая (2.1.6), 
(2.1.7), перейдем к решению следующей задачи: 
N 1
max min G ( , ) . 
Для этого сначала конкретизируем выражение 1G ( , )  из (2.1.7). 
 Подставляя в (2.1.7) выражение для h ( ), ,  из (2.1.4), получаем: 
1G ( , )  = –
N
i 1





i i i i i(x) (x)dx c(x, ) (x) (x)dx , (2.1.8) 
N , . 
 Обозначим в (2.1.8) 
i i i i( ), , = i i(x) (x)dx i i ic(x, ) (x) (x)dx  
и рассмотрим задачу 




min  ( ), , , N , , 
где 
( ), , =
N
i 1
i i i i( ), , .  (2.1.9) 
 Очевидно, что при каждом фиксированном N  и каждом фиксиро-
ванном  для функционала ( ), ,  из (2.1.9) имеют место ут-
верждения, аналогичные утверждениям 2.2 и 2.3, т. е. функционал 
( ), ,  из (2.1.9), будет выпуклым по ( )  на N2L ( ) , если i ( ) , 
i 1,..., N , – выпуклые функции своего аргумента, и минимум по ( )  
функционала ( ), ,  достигается на множестве . 
 Обозначим через sgrad ( ), ,  субградиент по ( )  выпуклого  
по ( )  при каждом фиксированном N  и каждом фиксированном 
  функционала ( ), , . 
 Можно показать, что sgrad ( ), ,  при каждом фиксированном  
N  и каждом фиксированном   имеет следующий вид: 
sgrad ( ), , = 
=
1 i N1 1 1 i i i N N N
( ), , ,..., ( ), , ,..., ( ), , , 
где  
i i i i
( ), , =
iiY i
(x) (x)dx (x) i ic(x, ) (x) , 
i 1,..., N , 
здесь 
i iY (x) (x)dx .   (2.1.10) 
 Согласно [104], при каждом фиксированном N  и каждом фикси-
рованном  необходимое и достаточное условие минимума по ( )  
выпуклого по ( )  функционала ( ), ,  на симплексе  имеет вид: 
( )
min * *sgrad ( ), , , (x) (x) dx =0. 




* *sgrad ( ), , , (x) dx = 
=
( )
min *sgrad ( ), , , (x) dx .  (2.1.11) 
 Предположим, что при каждом фиксированном N  и каждом фик-
сированном  для функционала ( ), ,  из (2.1.9) по перемен-
ной ( )  выполняется условие, которое мы назовем, следуя [104], услови-
ем сильной регулярности, если 
i
*
i i i( ), , = iiY
*
i(x) (x)dx (x) i ic(x, ) (x) 0, 
i 1,..., N , за исключением множества точек x  нулевой меры, или, в 
другой записи,  
i
*
i i iY imes x : c(x, ) ( (x) (x)dx) (x) 0 =0,(2.1.12) 
где iY , i 1,..., N , имеет вид (2.1.10). 
 Условие сильной регулярности означает, что для оптимальной вектор-
функции *(x)  ни на одном множестве точек x  ненулевой меры не 
удовлетворяется ни одно из уравнений Эйлера 
i
*
i i i( ), , =0, i 1,..., N , 
для задачи минимизации без ограничений функционала ( ), ,  из 
(2.1.9). 
 Как следует из [65, 104], в случае выполнения условия сильной регу-
лярности (2.1.12) вектор-функция *(x) , доставляющая минимум линей-
ному функционалу из правой части формулы (2.1.11), определяется при 
каждом фиксированном N  и каждом фиксированном  очевид-





i i iY i
* *
i i i iY i
*
i i iY i
0,  если c(x, ) (x) (x)dx (x) 0,
(x) 1,  если c(x, ) (x) (x)dx (x) 0,  i 1,..., N,
[0,1],  если c(x, ) (x) (x)dx (x) 0,
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или с учетом (2.1.12) и того, что мера множества граничных точек под-




i i iY i
*




1, c(x, ) (x) (x)dx
c(x, ) (x) (x)dx ,
i k п. в.для х (другими словами,
(x)
i k только на множестве меры ноль,
т. е. в точках границы между
подмножествами и ) i,k 1,..., N,
0 в остальных случаях.
(2.1.13) 
 Учитывая обозначения (2.1.10), прибавляя и вычитая под знаком сум-
мы в (2.1.8) выражение 
iiY i
(x) (x)dx , перепишем 1G ( , )  из 
(2.1.8) в виде: 
1G ( , ) = –
N
i 1





i i i(x) (x)dx  
iiY i i i
(x) (x)dx (x) (x)dx  
+
ii i iY i i
c(x, ) (x) (x)dx (x) (x)dx (2.1.14) 
N , . 
 Подставляя выражение для *i (x)  из (2.1.13) в ту часть формулы 
(2.1.14), которая линейно зависит от ( )  и оставляя пока переменной ве-
личину iY , i 1,..., N , связанную с ( )  зависимостью (2.1.10), получаем 
(с учетом ограничений задачи В10.1) выражение для 1G ( , )  в следую-
щем виде: 
2G (Y, , ) = –
N
i 1
i ib  +
N
i 1 i




kk k kY kk 1,N
min c(x, ) (Y ) (x)dx ,  (2.1.15) 
N , , 1 N N i iY U Y Y ,...,Y E :0 Y b ,i 1,...,N . 
 Таким образом, конкретизируя выражение для 1G ( , )  из (2.1.7), мы 





max 2G (Y, , ) .  (2.1.16) 
 Прежде чем сформулировать алгоритм решения задачи (2.1.16), оста-
новимся на некоторых свойствах функции 2G (Y, , ) , определяемой по 
формуле (2.1.15). 
 При каждом фиксированном  и каждом фиксированном Y U  
функция переменной  на N  обладает свойствами, установленными в 
[65]. То есть, вообще говоря, функция 2G (Y, , )  из (2.1.15) при каждом 
фиксированном  и каждом фиксированном Y U  является по 
N  недифференцируемой, многоэкстремальной. Однако в некоторых 
частных случаях (см. [65]), вводя на множестве nE  определенные 
отношения порядка между координатами точек 1 N,..., , можно тем са-
мым множество N  представить в виде объединения таких выпуклых 
подмножеств, каждое из которых будет определяться своим отношением 
порядка между координатами точек 1 N,..., , и на каждом из таких вы-
пуклых подмножеств множества N  функция 2G (Y, , )  из (2.1.15) бу-
дет выпуклой по  и иметь по  точку локального минимума. Причем 
значения функции 2G (Y, , )  при каждом фиксированном  и каж-
дом фиксированном Y U  в этих точках локальных минимумов будут 
совпадать. Следовательно, в этом случае задача отыскания 
N
min 2G (Y, , )  при каждом фиксированном  и каждом фиксиро-
ванном Y U  будет одноэкстремальной. 
 При каждом фиксированном N  и каждом фиксированном  
функция 2G (Y, , )  из (2.1.15) по переменной Y  будет вогнутой на вы-
пуклом множестве U , если функции i ( ) , i 1,..., N , – выпуклые функ-
ции  своего аргумента [105]. 
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 И, наконец, при каждом фиксированном N  и каждом фиксиро-
ванном Y U  функция 2G (Y, , )  из (2.1.15) по переменной  будет 
вогнутой недифференцируемой на множестве  [65]. 
 Учитывая вышеизложенное и обобщая на случай задачи В10.1 резуль-
таты, полученные в [65] для аналогичной непрерывной линейной одно-
продуктовой задачи оптимального разбиения множеств с размещением 
центров подмножеств, можно сделать вывод, что для задачи В10.1 имеет 
место теорема Куна – Таккера в двойственной форме, т. е. * *I ( ),  
= *G( ) , где * *( ),  – оптимальное решение задачи С, 
*  – оптималь-
ное решение двойственной задачи (2.1.16), причем максимум в двойст-
венной задаче (2.1.16) достигается. 
 Сформулируем теорему, подводящую итог вышеизложенным рассуж-
дениям и обуславливающую переход от бесконечномерной задачи В10.1 к 
поиску седловой точки функционала (2.1.4) посредством решения неглад-
кой конечномерной задачи (2.1.16), к которой сведена двойственная зада-
ча (2.1.5). 
 Теорема 2.2. Пусть 
 1) i ( ) , i 1,..., N , – выпуклые, дважды непрерывно дифферен-
цируемые функции  своего аргумента; 
 2) при каждом фиксированном N  и каждом фиксированном 
 имеет место условие сильной регулярности (2.1.12): 
i
*
i i iY imes x : c(x, ) ( (x) (x)dx) (x) 0 =0, i 1,..., N , 
тогда седловая точка ** *{ ( ), }, , (где первая компонента * *{ ( ), } 









 – выпуклые подмножест-
ва множества N , определяемые своим отношением порядка между ко-
ординатами точек 1 N,..., , на которых функция 2G (Y, , )  из (2.1.15) – 
выпукла, и объединение которых составляет множество N ) определяет-




1 при x и x , q i,
(x)









*i i i iY i
* * *
k k kY k
k 1,...,N
x : c(x, ) (Y )
min c(x, ) (Y ) , i k п. в. для x ,
 
в качестве * *1 NY ,...,Y , 
* *
1 N,..., , 
* *
1 N,...,  выбирается оптимальное реше-













i ib  
N
i 1 i
i i iY i iY (Y ) Y + 
kk k kY kk 1,N
min c(x, ) (Y ) (x)dx max , 
при условиях  
i 0,i p 1,..., N . 
 Утверждение 2.4. При выполнении условия сильной регулярности 
(2.1.12) множества оптимальных решений задач В10 и В10.1 совпадают. 
Доказательство утверждения 2.4 основано на справедливости следую-
щих трёх утверждений 2.5–2.7. 
  
 Утверждение 2.5. При каждом фиксированном  N  и каждом фик-
сированном  – ограниченное, замкнутое, выпуклое множество  
гильбертова пространства N2L ( )  слабо компактно и (согласно теореме 
Крейна – Мильмана [40]) содержит по крайней мере одну крайнюю точку.
  
 Утверждение 2.6. Среди множества точек, в которых линейный отно-
сительно ( )  функционал 
R( ( ), , ) *sgrad ( ), , , (x) dx              (2.1.17) 
 достигает при каждом фиксированном N  и каждом фиксированном 
 минимума по ( )  на , найдется хотя бы одна крайняя точка 
симплекса . 
 Утверждение 2.7. Крайние точки симплекса  представляют собой 
характеристические функции некоторых подмножеств Ωі, образующих 
при каждом фиксированном τ Ω
N
 и  разбиение множества Ω. 
Таким образом, множества оптимальных решений задач В10 и В10.1 
совпадают.  
МЕТОДЫ И АЛГОРИТМЫ РЕШЕНИЯ НЕПРЕРЫВНЫХ НЕЛИНЕЙНЫХ ЗАДАЧ ОРМ 
 
 173 
2.1.3. Алгоритм решения задачи 
 
 Приведем здесь алгоритм решения задачи А10, основанный на теореме 
2.2. 
 Для отыскания оптимального решения задачи (2.1.16) будем использо-
вать эвристический алгоритм обобщенных псевдоградиентов с растяже-
нием пространства, близкий к r-алгоритму Шора. 
 Для этого от задачи (2.1.16) введением в целевую функцию (2.1.15) 
негладких штрафных функций множеств i 0,i p 1,..., N , 







max P Y, , ,     (2.1.18) 
где 














max 0,Y b .     (2.1.19) 
Здесь 1S , 2S , 3S  – достаточно большие положительные числа, значитель-
но большие максимальных из множителей Лагранжа для функции 
(2.1.15). 
 О возможности перехода от задачи (2.1.16) к задаче (2.1.18), (2.1.19) 
см. в [104, 107, 109]. 
 Определим i-ю компоненту 3·N-мерного вектора обобщенного псевдо-
градиента 







p p p p
g (Y, , ),..., g (Y, , );
g (Y, , ),...,g (Y, , ); g (Y, , ),..., g (Y, , )
 
 










k k k k
Y
p iY Y i i 2 i
3 i i
k k kY k
l l lY l
l 1,N
Y
p kY Y k k kY Y k k
2
g (Y, , ) (Y ) Y S max 0,sign( Y )
S max 0,sign(Y b ) ,
если i k, где k : c(x, ) (Y )
min c(x, ) (Y ) ,
g (Y, , ) (Y ) Y (Y ) (x) (x)dx
S max k 3 k k0,sign( Y ) S max 0,sign(Y b ) ;
(2.1.20) 
i 1,..., N ; 
i i
p c i ig (Y, , ) (x) g (x, ) (x)dx , i 1,..., N , (2.1.21) 
где ic ig (x, )  – i-я компонента N-мерного вектора обобщенного градиента 
i
c ig (x, )  функции ic(x, ) , в точке 1 i N,..., ,...,  при фиксирован-














p i i 1 ig (Y, , ) (x) (x)dx b S max 0,sign( ) ,(2.1.22) 
i 1,..., N . 




i i iY i
k k kY k
k 1,Ni
1, c(x, ) (Y )
min c(x, ) (Y ) ,
(x)
i k п. в. для x ,
0 в остальных случаях.
   (2.1.23) 
 Опишем алгоритм решения задачи  А10. 
 Алгоритм 2.1 
 Предварительный этап. Область  заключаем в n-мерный паралле-
лепипед П, стороны которого параллельны осям декартовой системы ко-
ординат, полагаем (x) 0  при x \ , j 1,...,M . Параллелепипед П  
покрываем прямоугольной сеткой и задаем начальное приближение 
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Y, , = (0) (0) (0)Y , , . Вычисляем значение (0) (x)  в узлах сетки по 
формулам (2.1.23) при (0)Y Y , (0) , (0) . Вычисляем значение   
Y (0) (0) (0)
pg Y , , , 
(0) (0) (0)
pg Y , , , 
(0) (0) (0)
pg Y , ,  
в узлах сетки по формулам (2.1.20)-(2.1.22) при (0)Y Y , (0) , 
(0) , (x) = (0) (x) . Выбираем начальный пробный шаг 0h 0  r-
алгоритма Н. З. Шора.  
 Первый шаг алгоритма проводим по формулам 
(1) (0) Y (0) (0) (0)
0 pY Y h g Y , , , 
(1) (0) (0) (0) (0)
0 ph g Y , , , 
(1) (0) (0) (0) (0)
0 ph g Y , , , 
где РП – оператор проектирования на П. 
 Переходим ко второму шагу. 
 Пусть в результате вычислений после k, k = 1, 2,..., шагов алгоритма 
получены определенные значения (k) (k) (k) (k 1)Y , , , (x)  в узлах сетки. 
 Опишем (k+1)-й шаг алгоритма. 
1. Вычисляем значения (k) (x)  в узлах сетки по формулам 
(2.1.23) при (k) (k) (k)Y , , . 
2. Вычисляем значения pg Y, ,  по формулам (2.1.20)–
(2.1.22) при  (x) = (k) (x) , (k)Y Y , (k) , (k) . 
3. Проводим (k+1)-й шаг r-алгоритма обобщенных псевдогради-
ентов  с  растяжением  пространства,  близкого  к  r-алгоритму  Шора  в 
Н-форме [81], итерационная формула которого имеет вид: 
Y (k) (k) (k)
k 1 p(k 1) (k)
k
Y (k) (k) (k) Y (k) (k) (k)
k 1 p p
H g Y , ,
Y Y h
H g Y , , ,g Y , ,
, 
(k) (k) (k)
k 1 p(k 1) (k)
k
(k) (k) (k) (k) (k) (k)
k 1 p p
H g Y , ,
h






k 1 p(k 1) (k)
k
(k) (k) (k) (k) (k) (k)
k 1 p p
H g Y , ,
h
H g Y , , ,g Y , ,
, 
где Нk+1 – матрица растяжения пространства с коэффициентом α (его це-
лесообразно брать равным 3) в направлении разности двух последова-
тельных обобщенных градиентов, имеющая вид 









k  = 
T (k) (k) (k)
pg Y , ,  – 
T (k 1) (k 1) (k 1)
pg Y , , , 
(здесь Т – одна из переменных Y ,  или ). 
 Если из-за округлений счета k 1H  перестает быть положительно опре-
деленной, заменяем ее единичной матрицей. 
Шаговый множитель kh  выбираем из условия минимума разности  
(k) (k 1) (k) (k 1) (k) (k 1)
2 2[G (Y , , ) G (Y , , )]  
по направлению антипсевдоградиента g(Y, , )  в преобразованном 
пространстве. 
4. Если условие  
(k) (k) (k) (k 1) (k 1) (k 1)Y , , Y , , , 0  (2.1.24) 
не выполняется, переходим к (k+2)-му шагу алгоритма, в противном слу-
чае – к п. 5. 






*(x) (x) , где l – 
номер итерации, на которой выполнилось условие (2.1.24). 
6. Вычисляем оптимальное значение целевого функционала по 
формуле (2.1.19) при *Y Y , * , *  и, для контроля правильно-
сти счета, по формуле: 
N
* * i *i *i *i
i 1
I ( ), (x) (x)dx c (x, ) (x) (x)dx . 
 Алгоритм 2.1 описан. 
 
2.1.4. Решение модельных  задач 
 
 Описанный алгоритм реализован для модельных бесконечномерных 
задач размещения в заданной области трех предприятий, производящих 
однородную продукцию для распределенного в этой области с заданной 
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плотностью потребителя, с ограничениями на мощности предприятий в 
виде равенств и неравенств. 
  
 Модельная задача 2.1 
 Потребитель некоторой однородной продукции, производимой тремя 
предприятиями, непрерывно распределен в области 
(x, y) : 0 x 10,0 y 10 . Заданы начальные координаты располо-
жения  предприятий  (1) (2)i i i, (0;0) ,  i 1,3 . Для каждого i-го 
предприятия, i 1,3 , задана функция 
2 2
(1) (2)
i i ic(x, y, ) x y , 
описывающая стоимость транспортировки единицы продукции из i-го 
предприятия к потребителю с координатами (x, y) . Известен спрос 
(x, y)  на продукцию для каждого пункта потребления с координатами 
(x, y) . Для простоты полагается (x, y) 1, x . Функции i i(Y ) , опи-
сывающие зависимость стоимости производства продукции на i-м пред-
приятии от его мощности, имеют вид: 
i i(Y ) =
3
iY , i =1,2,3, 
где мощность iY  i-го предприятия определяется по формуле: 
i
iY (x,y)dxdy .   (2.1.25) 
 Множество потребителей Ω можно разбивать на зоны обслуживания 




, i k i kmes( ) 0 , i =1,2,3, (2.1.26) 
причем мощность i-го предприятия, i =1,2,3, определяется суммарным 
спросом потребителей, принадлежащих i , i =1,2,3, и не должна превы-
шать заданных объемов: 
i
i0 (x,y)dxdy b , i =1,2,3,     (2.1.27) 
1b =90, 2b =50, 3b =35. 
 Требуется разбить множество потребителей Ω на зоны обслуживания 
их тремя предприятиями, т. е. на подмножества i , i =1,2,3, и разместить 




суммарных затрат на производство продукции и доставку ее к потребите-
лю: 
1 N 1 NF { ,..., },{ ,..., } = 
=
3
i 1 i i
i i( (x, y)dxdy) c(x, ) (x, y)dxdy  (2.1.28) 
при условиях (2.1.26)–(2.1.27). 
 Для решения сформулированной задачи с помощью описанного выше 
алгоритма область  покрывалась прямоугольной сеткой с узлами (i, j) , 
i 1,...21, j 1,...,21 . В качестве начальных данных были выбраны на-
чальные значения двойственных переменных: (0)i  = 0, i =1,2,3; началь-




3Y =10; начальные коорди-
наты расположения предприятий – (0)i = (0;0) , i =1,2,3. Условием пре-
кращения счета являлось выполнение неравенства:  
(k) (k) (k) (k 1) (k 1) (k 1)Y , , Y , , , 0 , 
где k – номер итерации алгоритма, на которой произошел останов, 
510  – точность вычислений r-алгоритмом Шора. Двойные интегралы, 
входящие в формулы (2.1.25), (2.1.26), (2.1.27), вычислялись с помощью 
кубатурной формулы трапеций. 
 
       В результате работы описан-
ным выше алгоритмом за 106 
итераций получены следующие 
результаты: 
      – оптимальное разбиение 
множества потребителей  на 
зоны обслуживания 1 2 3, ,  
каждым из трех предприятий со-
ответственно, см. рис. 21. 
 – оптимальные координаты 
размещенных предприятий: 
*
1  = (6,05; 7,91), 
*
2  = (1,94; 
4,29), *3  = (7,11; 2,68); 
 – оптимальные мощности ка-
ждого из предприятий: 
Рис. 2.1. Оптимальное разбиение множе-
ства потребителей  на зоны обслужива-
ния  каждым из трех предприятий с раз-
мещением центров подмножеств для мо-
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 – минимальное значение прямого функционала (2.1.28): *F 111 363,8; 
 – максимальное значение функционала двойственной задачи 
*G 111348,5. 
  
 Модельная задача 2.2 
 Исходные данные те же, что и в модельной задаче 2.1, за исключением 
ограничений на мощности предприятий. Мощность первого предприятия 
должна быть равна заданному объему, а мощности второго и третьего 
предприятия не должны превышать заданных объемов: 
1 2 3Y 90, 0 Y 50, 0 Y 35 . 
 В результате работы алгоритма за 461 итерацию с точностью 310  
получены следующие результаты: 
 – оптимальное разбиение множества потребителей  на три зоны об-
служивания  каждым  из  трех  предприятий  соответственно, см. рис. 2.2; 
    – оптимальные координаты раз-
мещенных предприятий: 
*
1  = (5,00; 5,00), 
*
2  = (1,10; 8,92), 
*
3  = (8,98; 1,07); 
     – оптимальные мощности каж-







      – минимальное значение пря-
мого функционала (2.1.28):  
*F 729 571,1; 
      – максимальное значение 
функционала двойственной задачи 
*G 729 585,9. 
 
Рис. 2.2. Оптимальное разбиение мно-
жества потребителей  на зоны обслу-
живания  каждым из трех предприятий 
с размещением центров подмножеств 
для модельной задачи 2.2 
 Модельная задача 2.3 
 Для сравнения с модельной задачей 2.2 решена задача с теми же дан-
ными, только при заданных заранее, фиксированных координатах  пред-
приятий: 
(0)
1  = (2; 2), 
(0)
2  = (3; 9), 
(0)
3  = (5; 7); 












– оптимальное разбиение мно-
жества потребителей  на три 
зоны обслуживания  каждым  из  
трех  предприятий  соответст-
венно, см. рис. 2.3; 
– оптимальные мощности каж-







– минимальное значение прямо-
го функционала (2.1.28): 
*F 729720,8; 
– максимальное значение функ-
ционала двойственной задачи 
*G 729723,2. 
 
Рис. 2.3. Оптимальное разбиение множест-
ва потребителей  на зоны обслуживания  
каждым из трех предприятий без размеще-
ния центров подмножеств для модельной 
задачи 2.3 
 Как видно из результатов решений модельных задач 2.1–2.3: 
1) суммы оптимальных мощностей предприятий в каждой из за-
дач равны суммарной мощности S =100 (см. постановку зада-
чи А10, условия разрешимости); 
2) оптимальная мощность первого предприятия в модельных за-
дачах 2.2–2.3 соответствует ограничению в форме равенства и 
равна ≈ 90; 
3) оптимальное значение целевого функционала прямой задачи 
при оптимальном размещении предприятий (модельная задача 
2.2) меньше (что естественно), чем в случае, когда координа-
ты предприятий фиксированы (модельная задача 2.3). 
 Численные эксперименты проводились так же для следующих ограни-
ченных, выпуклых на [0; 100] функций i i(Y ) , i 1,...,3 : 
 – монотонно возрастающих на [0; 100]: 
i i(Y ) =
2
iY ; i i(Y ) =0,5·
3
2
iY ; i i(Y ) =
i(0,1 Y )e ; i i(Y ) =
4
iY ; 
 – монотонно убывающей на [0; 100]: 
i i(Y ) =
2
i(Y 100) . 
 Замечание 2.3. По результатам многочисленных вычислительных экс-
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для случая, когда i ( ) , i 1,..., N , – ограниченные вогнутые функции 
своего аргумента. Для этого случая двойственная задача (2.1.5) приводит-





min 2G (Y, , ) . 
 Численные эксперименты проводились, в частности, для таких огра-
ниченных вогнутых на [0;100] функций i ( ) , i 1,...,3 :  
 – монотонно возрастающих на [0;100]: 
i i(Y ) =
1
2




 – монотонно убывающей на [0;100]: 





2.2. НЕЛИНЕЙНАЯ МНОГОПРОДУКТОВАЯ ЗАДАЧА 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
С РАЗМЕЩЕНИЕМ ЦЕНТРОВ ПОДМНОЖЕСТВ 
 
 В настоящем разделе рассматривается нелинейная непрерывная мно-
гопродуктовая задача ОРМ с размещением центров при ограничениях в 
виде равенств и неравенств,  постановка которой, в сравнении с задачей 
из раздела 2.1, усложнена тем, что функции спроса и стоимости транспор-
тировки единицы продукции от предприятия к потребителю задаются 
разными для разных видов продукции. Целью раздела является приведе-
ние и теоретическое обоснование метода решения поставленной задачи, 
разработка алгоритма решения и его программная реализация, а также 
иллюстрация этого алгоритма на  нескольких модельных задачах.  
 
2.2.1. Постановка задачи 
 
 Задача А11. Найти 
1 M





j j j j
ii
j=1i=1 Ω Ω
[ ( ρ (x)dx)+ c (x,τ )ρ (x)dx].  

















(x)dx b , i = р+1, …, N, 
{
j1 M
1 Ni,..., ,..., }
NM , 1 N( ,..., ) Ω
N
. 
 Здесь функции j ic (x, )  – действительные, ограниченные, определен-
ные на , измеримые по аргументу x  при любом фиксированном 
(1) (n)
i i i( ,..., )  из ,  i 1,..., N;  функции 
j(x)  – действительные,  
ограниченные,  измеримые и неотрицательные на  для всех j 1,  ...,  M ; 
точка (1) (n)i i i( ,..., )  – центр, общий для подмножеств 
1 M
i i,..., ,   i 1,..., N , один и тот же для всех j 1,  ...,  M ; 
j
i ( ),   i 1,...,N, j 1,...,M  – действительные, ограниченные, выпуклые, 
дважды непрерывно дифференцируемые функции своего аргумента, 




j 1 i 1
S (x)dx b ,  0 b S,   i 1,..., N.                (2.2.1) 





1,   x ,        
(x)   i 1,..., N, j 1,...,M,
0,   x \ ,
 
и рассмотрим функционал 
M N
j j jj j j
ii i i
j 1 i 1
I( ( ), )  (x) (x)dx c (x, ) (x) (x)dx ,     (2.2.2) 
где вектор-функция (x) имеет вид:  
1 1 M M
1 N 1 N(x) ( (x),...., (x);...; (x),..., (x)).  
 Перепишем задачу А11 в следующем виде. 
  
 Задача В11. Найти пару элементов  * *( (x), )  * 1( (x)  почти всю-




( ( ), )
I( (x), ) min I( ( ), ),  
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1 1 M M









     (x) (x)dx b ,   i 1,...,p,
(x) (x)dx b ,   i p 1,..., N ,
 
Где j1 1 M M1 1 N 1 N i(x) ( (x),..., (x);...; (x),..., (x)) : (x) 0 1 п.в. для 





(x) 1  п. в. для  x , j 1,...,M ; N1 N( ,..., ) .  
От бесконечномерной задачи В11 с булевыми значениями перемен-
ных ji ( ) ,  i 1,..., N, j 1,...,M , перейдем к соответствующей задаче со 
значениями ji ( ) , i 1,..., N, j 1,...,M , из отрезка 0,  1 . 
  
 Задача В11.1. Найти пару элементов  * *( (x), ) ,  где * 2(x) , 
N
* ,  такую, что                             




( ( ), )
I( (x), ) min I( ( ), ),  










(x) (x)dx b ,   i p 1,..., N ,  
Тут               
j1 1 M M
1 N 1 N i (x) ( (x),..., (x);...; (x),..., (x)) :0 (x) 1  x , 





(x) 1  п. в. для  x , j 1,...,M . 
 
2.2.2. Описание метода решения задачи  
 






i i i ii
i 1 j 1 i 1
M N
j j jj j j
i ii i i
j 1 i 1
h(( ( ), ), ) I( ( ), ) (x) (x)dx b b
 (x) (x)dx (c (x, ) ) (x) (x)dx ,
(2.2.3) 
где 1 N( ,..., )  – N-мерный вектор с действительными компонен-
тами, причем 1 p,...,  произвольны по знаку, а p 1 N,...,  – неотрица-
тельны; (x)  для x ; N1 N( ,..., ) .  
 Пару элементов ** *(( ( ), ), )  –  назовем седловой точкой функцио-
нала (2.2.3) на множестве N( ) , где                      
1 N N i( ( ,..., ) E : 0,   i p 1,..., N),  если 
* *
* * * *h((( ( ), ), )) h(( ( ), ), ) h(( ( ), ), )   (2.2.4) 
для всех , N ,  , 
или              ** *h(( ( ), ), ) =
N( ( ), )
min maxh(( ( ), ), )  
=
N( ( ), )
max min h(( ( ), ), )        (2.2.5) 
Перейдем к решению задачи: 
*
* *h(( ( ), ), ) =
N( ( ), )
max min h ( ( ), ), . (2.2.6) 
 Обозначим  
N( ( ), )
G( ) min h(( ( ), ), ),   , тогда двойствен-
ной к задаче С будет задача 
G max,  .                             (2.2.7) 
 По аналогии с работой [47], для нахождения 
N( ( ), )
min h ( ( ), ), , 
перейдем к следующей задаче:   
N ( )
min min h(( ( ), ), ) ,  при  .                           (2.2.8) 
 Обозначим в (2.2.8)               
1
( )
G ( , ) min h(( ( ), ), ) , 
N
,  ,  (2.2.9) 




G ( , ) b  





j j jj j j
i ii i i
( ) j 1 i 1
 (x) (x)dx (c (x, ) ) (x) (x)dx ,min  (2.2.10) 
N ,  .  
 Обозначим в (2.2.10)  
j j j j jj j j
i i i ii i i i i( ( ), , ) (x) (x)dx (c (x, ) ) (x) (x)dx
и рассмотрим задачу  




( ) ( ) j 1i 1
( ( ), , ) ( ( ), , )min min ,   (2.2.11) 
N ,  .  
 Согласно [47], функционал ( ( ), , )  – выпуклый по ( )  на 
N M
2L ( ) , если 
j
i ( ),   i 1,...,N, j 1,...,M  –  выпуклые функции своего 
аргумента, и минимум по ( )  функционала ( ( ), , )  достигается на 
множестве . В свою очередь,   субградиент такого функционала при ка-






1 1 1 N N N
M M
1 1 1 N N N
sgrad ( ( ), , )
( ( ( ), , ),..., ( ( ), , );...;
( ( ), , ),..., ( ( ), , )),
 
где   
j j
i i
j j jj j j j
i i i ii iiY
( ( ), , ) (x) (x)dx (x) (c (x, ) ) (x),   
i 1,..., N, j 1,...,M.
 
 Для упрощения записи  введем обозначение: 
j jj
i iY (x) (x)dx,    i 1,...,N, j 1,...,M.                  (2.2.12) 
 Согласно [104], необходимым и достаточным условием минимума по 
( )  выпуклого по ( )  функционала ( ( ), , )  на  является условие 
* *
( )
(sgrad ( ( ), , ),( (x) (x)))dx 0,min  







(sgrad ( ( ), , ), (x))dx
(sgrad ( ( ), , ), (x))dx.min
                  (2.2.13) 
 Из [104] также известно, что если для оптимальной вектор-функции 
*( )  (задачи минимизации без ограничений функционала ( ( ), , )  из 
(2.2.11)) ни на одном множестве точек x   ненулевой меры не удовле-





i i i( ( ), , ) 0,   i 1,...,N, j 1,...,M,  
 
то для функционала ( ( ), , )  по переменной ( ) , при каждых фикси-
рованных  N  и , выполняется условие сильной регулярности, 
которое еще можно записать так: 
j
i
j *jj j j
i i   iiY
mes x : c (x, ) (x) (x)dx (x) 0 0, (2.2.14) 
где jiY , имеет вид (2.2.12). 
 Следуя [22, 65, 104], если условие сильной регулярности (2.2.14) вы-
полняется, тогда вектор-функция *( ) , которая доставляет минимум ли-
нейному функционалу с правой части формулы (2.2.13), определяется при 








j *jj j j
i i   iiY
*j j *jj j j
i i  i   iiY
jj
i i iY
0,         если  c (x, ) (x) (x)dx (x) 0,
(x) 1,         если  c (x, ) (x) (x)dx (x) 0,
[0,  1],    если  c (x, ) *jj j  i(x) (x)dx (x) 0,
 
 i 1,..., N, j 1,...,M,  
а так как мера множества граничных точек подмножеств 
j
i ,i 1,..., N,  
j 1,...,M , равна нулю, и учитывая (2.2.14), имеем: 








i i   iiY
j *jj j
k k   kkY
*j
  i
1, c (x, ) (x) (x)dx
c (x, ) (x) (x)dx ,
(x) i k п. в. для x  (другими словами,  
i k только на множестве меры ноль,




подмножествами  и ),  i, k 1,..., N,  
0,в остальных случаях,          
             (2.2.15) 
j 1,...,M.  





(x) (x)dx , после чего получим: 
N M N
j jj
1 i i i i
( )i 1 j 1 i 1
G ( , ) b  (x) (x)dxmin  
j
i
j j jj j
 i iiY
(x) (x)dx (x) (x)dx  
j
i
j j jj j j
i i  i iiY
c (x, ) (x) (x)dx (x) (x)dx            (2.2.16) 
N , .  
 Учитывая выражение (2.2.15), перепишем выражение (2.2.16) в части, 





j j j j j
2 i i i i i iiY
i 1 j 1 i 1






(c (x, ) (Y )) (x)dxmin   (2.2.17)          





j1 1 M M
1 N 1 N N M ii
j 1
Y U Y (Y ,...,Y ;...;Y ,...,Y ) E : 0 Y b ,i 1,..., N .






j j j j j
i i i iN M N iY
i i j jj j
Y U i 1 j 1 i 1 k k kkY
k 1,N
(Y ) (Y ) Y
b   max,
(c (x, ) (Y )) (x)dx




j1 1 M M
1 N 1 N N M ii
j 1
 , (2.2.18)
Y U Y (Y ,...,Y ;...;Y ,...,Y ) E : 0 Y b ,i 1,..., N) .
 Таким образом, если ji ( ),   i 1,...,N, j 1,...,M  –  выпуклые, дважды 
непрерывно дифференцируемые функции своего аргумента, и при каждых 




j *jj j j
i i   iiY
mes x : c (x, ) (x) (x)dx (x) 0 0,  
где j jj
i iY (x) (x)dx,    i 1,...,N, j 1,...,M , 
тогда седловая точка ** *(( ( ), ), )  (где первая компонента является оп-
тимальным решением задачи В11.1) функционала (2.2.3) на множестве 
N( )  определяется для   i 1,..., N, j 1,...,M , и почти всех x  
следующим образом: 
  j   j
*i *q*j
  i   j
*i
1,    при x   и x ,   q i,
(x)
0,    при x ,                             
 





j *jj * * j
i i   iiY
   j j *jj * * j
 *i k k   kkY
k 1,N
x :    c (x, ) (x) (x)dx
(c (x, ) (x) (x)dx ,
   
i k п. в. для x ,   j 1,...,M,                            
min   (2.2.19) 
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а в качестве * * * * * *1 N 1 N 1 NY ,...,Y ,   ,..., ,   ,...,  выбирается оптимальное ре-






j j j j j
i i i iiY
N M N
j
i i k k
Y U k 1,Ni 1 j 1 i 1
j j j
kkY
(Y ) (Y ) Y
G( ) b  (c (x, ) max,
(Y )) (x)dx
                                                
maxmin min
M
j1 1 M M
1 N 1 N N M ii
j 1
                                  , (2.2.20)
Y U Y (Y ,...,Y ;...;Y ,...,Y ) E : 0 Y b ,i 1,..., N) .
 
при условиях   i 0,   i p 1,..., N.                                                (2.2.21) 
 Поскольку, согласно [47], множества оптимальных решений задач В11 
и В11.1 совпадают, перейдем к формулированию алгоритма решения за-
дачи В11, используя формулы (2.2.19)–(2.2.21).    
 
2.2.3. Алгоритм решения задачи 
 
 Для решения задачи (2.2.20), (2.2.21) используем эвристический алго-
ритм обобщенных псевдоградиентов с растяжением пространства, близ-
кий к r-алгоритму Шора [109]. Этот алгоритм описан в [47] для однопро-
дуктовой задачи, а здесь он обобщен и применен для случая многопро-
дуктовой задачи, см. [62]. 
 От задачи (2.2.20), (2.2.21) перейдем к задаче безусловной оптимиза-
ции по  с помощью введения в целевую функцию (2.2.17) негладких 
штрафных функций множеств   
i( 0,   i p 1,..., N) , 
j





( Y b ,i 1,..., N) : 
найти  
N
N N ME Y E
P(Y, , )max maxmin ,      (2.2.22) 







1 i 2 i
i p 1 j 1 i 1
  P(Y, , ) G (Y, , )





i 1 j 1
S max(0, Y b ).    (2.2.23) 
Здесь 1 2 3S ,   S ,   S  – достаточно большие положительные числа, значи-
тельно большие  максимальных значений множителей Лагранжа для 
функции (2.2.17). Возможность перехода от задачи (2.2.20), (2.2.21) к 
(2.2.22), (2.2.23) рассматривается в [65, 107, 109]. 
 Обобщенный псевдоградиент функции (2.2.23) в точке  
1 1 M M
1 N 1 N 1 N 1 N(Y, , ) (Y ,...,Y ;...,Y ,...,Y ;  ,..., ;   ,..., )  
имеет вид:                    
Y
p p p pg (Y, , ) ( g (Y, , ),g (Y, , ), g (Y, , ))  
1 M1 M
N N1 1Y YY Y
p p p p( g (Y, , ),..., g (Y, , );...; g (Y, , ),..., g (Y, , );  
N N1 1
p p p pg (Y, , ),...,g (Y, , );  g (Y, , ),..., g (Y, , )),  
 а его компоненты определяются следующим образом: 
 - по jiY : 
j
i
j j j j
i i i i
Y j j j j j jj
p i i i iiY Y iY Y
M
j j
2 3 ii i
j 1
g (Y, , ) (Y ) Y (Y ) (x) (x)dx
S max(0,sign( Y )) S max(0,sign Y b ),
(2.2.24) 
 i 1,..., N, j 1,...,M ; 







g (Y, , )  (x) g (x, ) (x)dx,   i 1,..., N,  (2.2.25) 
где ijc
g (x, )  – i-я компонента N-мерного вектора обобщенного градиента 
jc
g (x, )  функции j iс (x, ) , j 1,...,M,  в точке 1 i N( ,..., ,..., ) , где 
(1) (n)
i i i( ,..., )  при фиксированном x  имеет вид: 















g (x, ) ............... ,  j 1,...,M;
g (x, )
 











(x) (x)dx b ,   i 1,...,p,                                             
g (Y, , ) (2.2.26)
(x) (x)dx b S max(0,sign( )),   i p 1,..., N.
 
 В формулах (2.2.24) – (2.2.26)  ji (x) ,  i 1,..., N, j 1,...,M  определя-








j k k kkY i k 1,N
1,    если  c (x, ) (Y )
(c (x, ) (Y )),
(x)
          i k п. в. для x  ,   
0,    в остальных случаях,
min                   (2.2.27) 
 Алгоритм 2.2. Область  заключаем в n-мерный параллелепипед , 
стороны  которого параллельны осям декартовой системы координат. По-
ложим j(x) 0  при x \ ,  j 1,...,M . Параллелепипед  покрыва-
ем прямоугольной сеткой и задаем начальное приближение 
(0) (0) (0)(Y, , ) (Y , , ) . Вычисляем значение (0) (x)  в узлах сетки по 
формулам (2.2.27) при (0)Y Y , (0) , (0) , а значение 
Y (0) (0) (0)
pg (Y , , ) , 
(0) (0) (0)
pg (Y , , ) , 
(0) (0) (0)
pg (Y , , )  в узлах сетки 
по формулам (2.2.24)–(2.2.26) при (0)Y Y , (0) , (0) , 
(0)(x) (x) . Выбираем начальный шаг 0h 0  r-алгоритма. 
 Первый шаг алгоритма выполняем по формулам: 
(1) (0) Y (0) (0) (0)
0 pY Y h g (Y , , ) , 
(1) (0) (0) (0) (0)
0 pP ( h g (Y , , )) , 
(1) (0) (0) (0) (0)




 где P  – оператор проектирования на . 
 Переходим ко второму шагу. 
 Пусть в результате вычислений после k,   k 1,2,..., шагов алгоритма в 
узлах сетки получены значения (k) (k) (k) (k 1)Y , , , (x) . 
 Опишем (k+1)-й шаг алгоритма. 
1. Вычисляем значения (k) (x)  в узлах сетки по формулам (2.2.27) 
при (k) (k) (k)Y , , . 
2. Вычисляем значения pg (Y, , )  по формулам (2.2.24)–(2.2.26) 
при (k)(x) (x) , (k)Y Y , (k) , (k) . 
3. Проводим (k+1)-й шаг r -алгоритма обобщенных псевдоградиен-
тов с растяжением пространства, близкого к r-алгоритму Шора в H-фор-
ме [81], короткая схема которого имеет вид:    
          
Y (k) (k) (k)
k 1 p(k 1) (k)
k
Y (k) (k) (k) Y (k) (k) (k)
k 1 p p
H g (Y , , )
Y Y h
(H g (Y , , ),  g (Y , , ))  
, 
(k) (k) (k)
k 1 p(k 1) (k)
k
(k) (k) (k) (k) (k) (k)
k 1 p p
H g (Y , , )
P h
(H g (Y , , ),  g (Y , , ))  
, 
(k) (k) (k)
k 1 p(k 1) (k)
k
(k) (k) (k) (k) (k) (k)
k 1 p p
H g (Y , , )
h
(H g (Y , , ),  g (Y , , ))  
, 
где k 1H  – матрица растяжения пространства с коэффициентом  в на-
правлении разницы двух последовательных обобщенных градиентов, ко-
торая определяется следующим образом: 
T
k k k k







T (k) (k) (k) T (k 1) (k 1) (k 1)
k p pg (Y , , ) g (Y , , ) , 
(здесь T  – одна из переменных Y ,  или ). 
Шаговый множитель kh  выбираем из условия минимума разницы 
(k) (k 1) (k) (k 1) (k) (k 1)
2 2G (Y , , ) G (Y , , )  
по направлению антипсевдоградиента pg (Y, , )  в преобразованном 
пространстве. 
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4. Если условие  
(k) (k) (k) (k 1) (k 1) (k 1)(Y , , ) (Y , , ) , 0  (2.2.28) 
не выполняется, переходим к (k+2)-му шагу алгоритма, в противном слу-
чае – к п. 5. 
5. Полагаем * (l)Y Y ,  (l)* , 
* (l) , (l)*(x) (x) , где l  – 
номер итерации, на которой выполнилось условие (2.2.28). 
6. Вычисляем оптимальное значение целевого функционала по 
формуле (2.2.23) при *Y Y , * , 
*  и, для контроля правильно-
сти вычислений, по формуле 
 
M N
j j jj j j
* * * *i *i i i
j 1 i 1
I( ( ), )  (x) (x)dx c (x, ) (x) (x)dx .  
 Алгоритм 2.2 описан. 
 
2.2.4. Результаты решения модельных задач 
 
  Приведенный алгоритм реализован для модельных бесконечномерных 
задач размещения предприятий. В заданной области 9 предприятий про-
изводят продукцию 3 видов для размещенного в этой области с заданной 
плотностью потребителя, с ограничениями на мощность предприятий в 
виде равенств и неравенств. Следует заметить, что стоимость транспорти-
ровки  единицы продукции к потребителю задается в виде евклидовой 
метрики, метрики Чебышева или манхэттенской, в зависимости от вида 
продукции. В модельной задаче 2.4 функция спроса j(x)  на продукцию 
задается аналитически для  каждого j -го,  j 1,...,M , вида продукции, а в 
модельной задаче 2.5 равна единице в каждой точке x .  
  
 Модельная задача 2.4. Задано множество  потребителей продукции 
3 видов, которая может производиться 9 пунктами производства. Граница 
области потребителей определена: 
(x, y) : 0 x 10,   0 y 10 . 
Стоимость транспортировки единицы продукции с i -го, i 1,  9 , пред-
приятия  к потребителю (x, y)  для каждого j -го,  j 1,  3 , вида продукции 










(x ) (y ) ,   если j 1,
c (x, y, ) max x , y ,      если j 2,
x y ,             если j 3.
 





(x, y) , j 1,  3
ln (x y) 110.003
. 
 Графическое изображение функции спроса для каждого из трех видов 
продукции  представлено на рис. 2.4. 
 Функции j ji i(Y ) , описывающие зависимость стоимости производства  
продукции j -го вида на i-м  предприятии от его мощности jiY  , имеют 
вид: 
j j j 2
i i i(Y ) (Y ) , i 1,  9 , 
где мощность jiY  i-го предприятия по производству j -го вида продукции 
определяется по формуле 




iY (x, y)dxdy . 
 Мощность i -го, i 1,  9 , пункта производства  по всем видам продук-
ции определяется суммарным спросом потребителей, которые принадле-
жат ji ,  j 1,  3 , и для пунктов производства с номерами  3, 6, 8 должна 
быть равна заданным объемам, а для пунктов производства с номерами 1, 







0  (x, y)dxdy b ,   i 1,  2,  4,  5,  7,  9,  







 (x, y)dxdy b ,   i 3,  6,  8,  
3b 36 , 6b 5 , 8b 15 . 
 






Рис. 2.4. Графическое изображение 
функции спроса для каждого 
из 3 видов продукции: 
а – для І вида  продукции; б – для ІІ 
вида  продукции; 
в – для ІІІ вида  продукции 
в 
 
 Требуется разбить множество потребителей  на их зоны обслужива-







,   j 1,  3,  mes( ) 0,   i k,   i,k 1,  9,   j 1,  3 ,  
и разместить эти предприятия в области  так, чтобы минимизировать 
функционал суммарных затрат на производство продукции и доставку ее 
к потребителю: 
1 1 2 2 3 3




j j j j
ii
j 1i 1




 Не исключается и тот случай, когда некоторые из подмножеств j
i
, 
i 1,  9 ,  j 1,  3 , окажутся пустыми. 
 Множество  покрывалась сеткой с узлами (i, j) , i 1,...,21 , 
j 1,...,21 . 
 В качестве начальных значений двойственных переменных заданы 
(0)
i 0 , i 1,  9 ; начальные значения мощностей предприятий:  
(0)
1Y 10,  
(0)
2Y 100,  
(0)
3Y 10,  
(0)
4Y 10, , 
(0)
5Y 100,  
(0)
6Y 10,  
(0)
7Y 10,  
(0)
8Y 100,  
(0)
9Y 10 ; 
начальные координаты размещения предприятий  (0)i (0;  0) , i 1,  9 . 
  Условием прекращения вычислений является выполнение неравенст-
ва:  
(k) (k) (k) (k 1) (k 1) (k 1)(Y , , ) (Y , , ) , 
310 . 
 
 В результате работы алгоритма за 131 итерацию получены: 
– максимальное значение функционала двойственной задачи  
*G 1 754,92 ; 
– минимальное значение функционала прямой задачи 
*F 1 745,89 ; 
– оптимальные мощности каждого из девяти предприятий: 
*
1Y 1.95,  
*
2Y 0.54,  
*
3Y 35.65,   
*
4Y 1.73, , 
*
5Y 1.85,  
*
6Y 4.96,   
*
7Y 1.71,  
*
8Y 14.98,  
*
9Y 1.98 ; 
– оптимальные координаты размещенных предприятий: 
*
1 (8.93;  3.07),  
*
2 (4.83;  6.60),  
*
3 (5.32;  4.61),  
*
4 (9.20;  6.42),  
*
5 (7.78;  0.79),  
*
6 (4.78;  1.99),  
*
7 (1.05;  0.97),  
*
8 (3.67;  7.53),  
*
9 (9.26;  9.07).  
 Оптимальное разбиение множества потребителей  на 9 зон обслу-
живания каждым из 9 предприятий по 3 видам продукции представлено 
на рис. 2.5. 







Рис. 2.5. Оптимальное разбиение мно-
жества  на зоны обслуживания каж-
дым из девяти  предприятий с разме-
щением их центров по трем видам про-
дукции для модельной задачи 2.4: 
а – для І вида  продукции; б – для ІІ 
вида  продукции; в – для ІІІ-го вида  
продукции 
 
 Модельная задача 2.5. В постановке первой модельной задачи зада-
дим функцию спроса j(x, y) 1,  j 1,  3 . При таких условиях после 227 
итерации получим  следующие результаты: 
 –  максимальное значение функционала двойственной задачи 
*G 13 226,77 ; 
 – минимальное значение функционала прямой задачи *F 13 226,41 ; 
 – оптимальные мощности каждого из 9 предприятий: 
*
1Y 50.89,  
*
2Y 49.57,  
*
3Y 35.87,   
*
4Y 50.91, , 
*
5Y 16.99,  
*
6Y 4.99,   
*
7Y 50.77,  
*
8Y 14.89,  
*




 – оптимальные координаты размещенных предприятий: 
*
1 (6.14;  2.55),  
*
2 (3.49;  3.62),  
*
3 (8.49;  2.98),  
*
4 (6.37;  7.82),  
*
5 (9.09;  8.45),  
*
6 (9.49;  6.00),  
*
7 (2.06;  7.98),  
*
8 (1.91;  4.61),  
*
9 (1.73;  1.75).  
 Оптимальное разбиение множества потребителей  на девять зон об-
служивания каждым из девяти  предприятий по трем видам продукции 






Рис. 2.6. Оптимальное разбиение мно-
жества  на зоны обслуживания каж-
дым из  девяти  предприятий с разме-
щением их  центров по трем видам 
продукции для модельной задачи  2.5: 
а – для І вида  продукции; б – для ІІ 
вида  продукции; в – для ІІІ вида  про-
дукции 
 
Из результатов рассмотренных модельных задач можно заключить, что: 
1) для каждой из задач выполняются условия разрешимости (2.2.1) 
задачи А11, т. е. общая оптимальная мощность девяти предпри-
ятий, полученная по алгоритму решения (для модельной задачи 2.4 
это 65,35, а для модельной задачи 2.5 это 299,85), не превышает 
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S=464 –  суммы заданных ограничений на объемы мощностей 
предприятий; 
2) полученные оптимальные мощности 3-го, 6-го и 8-го предприятия 
в каждой из задач отвечают ограничениям в виде равенств, т. е. 





3) в задаче 1, для j(x, y) 1,  j 1,  3 , некоторые из подмножеств, 
за счет вида функции j(x, y) , оказались пустыми, что не проти-
воречит постановке исходной задачи. Так, например, на рисунке 
2.5-а  пустыми оказались подмножества с номерами 1, 2, 4, 5, 6, 7, 
9  и т. п.  
 
Выводы 
Сформулирована нелинейная непрерывная многопродуктовая зада-
ча оптимального разбиения множества  из n-мерного евклидова про-
странства на его непересекающиеся подмножества с размещением их цен-
тров при ограничениях в форме равенств и неравенств. В отличие от ра-
нее рассмотренных задач, функции спроса и стоимости транспортировки 
единицы продукции от предприятия до потребителя заданы разными для 
каждого вида продукции. На основе приведенного метода решения по-
ставленной задачи разработан алгоритм, который является эвристическим 
алгоритмом обобщенных псевдоградиентов с растяжением пространства, 
близкий к r-алгоритму Н. З. Шора. Результат программной реализации 
алгоритма проиллюстрирован на модельных задачах. 
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Глава  3 
ДИНАМИЧЕСКИЕ ЗАДАЧИ ОПТИМАЛЬНОГО 
РАЗБИЕНИЯ МНОЖЕСТВ С ФУНКЦИОНАЛОМ, 
ЛИНЕЙНЫМ ОТНОСИТЕЛЬНО ПЕРЕМЕННОЙ 
СОСТОЯНИЯ 
 
3.1. ПРОСТЕЙШАЯ ДИНАМИЧЕСКАЯ ЗАДАЧА 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
 
3.1.1. Математическая модель простейшей динамической 
задачи оптимального разбиения 
 
Пусть  – ограниченное, измеримое по Лебегу множество из nE , 
N  класс всевозможных разбиений множества  на N  подмножеств: 
N
N
1 N i i j
i 1
( ,..., ) : , mes 0, i j, i, j 1, N . 




0 i i 1
i 10 0
J( ) (c(x, , t) a ) (x, t)dxdt u (x, t)dxdt  (3.1.1) 
где ,u( , ), ( , ) , N ,
 2
u( , ) L ( 0,T ),  T 0  – заданный 
момент времени; 2 20 1 0 1, 0, 0  – коэффициенты, определяющие  
приоритет слагаемых в функционале и содержащие величины, с помощью 
которых слагаемые становятся безразмерными; функции ic(x, , t)  – дей-
ствительные, ограниченные, определенные на 0,T , измеримые 
по x  и t при произвольном фиксированном векторе параметров 
1 n
i i i,..., , i 1, N ;  ia , i 1, N , – заданные, как правило, неотри-
цательные величины; функция (x, t)  для каждого x  непрерывна по 
переменной t  и является решением задачи Коши 












Здесь 0 ( )  – известная, как правило, неотрицательная определенная 
на множестве  функция. Точки 1 ni i i,..., , i 1, N , – так назы-
ваемые «центры» подмножеств – считаются заданными. 
Определение 3.1. Для каждого фиксированного x  непрерывную 




(x, t) (x) u(x, )d , t [0,T],  
будем называть решением или траекторией задачи (3.1.2), соответст-
вующей начальному условию 0(x)  и управлению u(x, ) , и будем обо-
значать 0(x, ) (x, ; (x),u(x, ))  или 0(x, t) (x, t; (x),u(x, t)),  
 t 0,T . 
В тех случаях, когда очевидно, какому именно управлению u(x, )  и 
начальному условию 0(x)  соответствует траектория, в обозначении 
(x, ) (x, ;u(x, )) функции 0(x)  и u(x, )  будем опускать.  
Существование и единственность решения задачи (3.1.2) п. в. для 
x  при произвольном управлении 2u(x, ) L ( 0,T )  и начальном ус-
ловии 0(x)  вытекает из следующей теоремы.  
Теорема [22, стр. 382]. Пусть в задаче Коши 




0y(0) y  
(3.1.4)
 
функция f (y,u, t)  определена и непрерывна по совокупности переменных 
при всех n r(y,u, t) E E 0,T , и пусть для любых 
n r(y,u, t), (z,u, t) E E 0,T
 
выполняется неравенство 
f (y,u, t) f (z,u, t) L(t) y z , 
где L(t) 1L 0,T  
– неотрицательная функция. Кроме того,  
2
0 1f (z,u, t) C ( z u ) C (t)  
для всех n r(z,u, t) E E 0,T , где 0 1C const 0, C (t) 0,  
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1 1C (t) L 0,T . Тогда для произвольного управления 
r
2u(t) L 0,T  и 
начального условия 0y  существует, и притом единственное, решение 
y y(t)
 
задачи (3.1.3), (3.1.4), определенное на всем отрезке t 0,T . 
Это решение имеет производную y(t)  почти всюду на 0,T , такую что 
ny(t) L 0,T , и удовлетворяет уравнению (3.1.3) при почти всех 
t 0,T . 
 Простейшей динамической задачей оптимального разбиения множе-
ства nE  на его непересекающиеся подмножества 1 N,...,  (среди 
которых могут быть и пустые) называют следующую задачу:  
Задача А13. Необходимо отыскать такое разбиение 
* * * N
1 N( ,..., )  и такое управление 
*
2u (x, t) L ( [0,T])  и соот-
ветствующую фазовую траекторию *(x, t)  (удовлетворяющую задаче 
(3.1.2)), при которых функционал (3.1.1) достигал бы минимального зна-
чения. 
Оптимальным решением задачи 1 будем называть допустимую трой-
ку * * * *,u ( , ), ( , ) , при которой достигается минимальное значе-
ние функционала J .  
 
3.1.2. Обоснование метода решения задачи.  
Исследование свойств ее решений 
 
Задача А13 является частным случаем динамической задачи ОРМ 
А12. Согласно теории непрерывных задач оптимального разбиения мно-
жеств [111], для ее решения сначала вводятся характеристические функ-
ции 1 N(х),..., (х)  
подмножеств 1 N,..., , и от задачи А13 осуществля-
ется переход к задаче бесконечномерной оптимизации с булевыми пере-
менными: найти вектор-функцию *( )  * *1 N( ),..., ( ) , а также 
управление * 2u (x, t) L [0,T]  и соответствующую фазовую траек-
торию *(x, t) , которые минимизируют функционал 
 
I( ( ),u( , ), ( , ))  
 








0 i i i 1
i 10









(x) ( (x), , (x)) : (x) 0 1, i 1, N,
(x) 1, почтивсюду для x .
 
 
Осуществим детальный анализ этой задачи. Справедлива следующая 
теорема. 
Теорема 3.1. Пусть *( ) , * 2u ( , ) L [0,T] , почти для всех 
x  функция *(х, ) C 0,T  – решение задачи Коши (3.1.2), соот-
ветствующее управлению *u (х, ) . Для того чтобы допустимый процесс
 
* * *( ),u ( , ), ( , )  доставлял минимальное значение функционалу 










u(х, ) L ( 0,T )
c(x, , t) a (x, t) (x) u (x, t) dt




i i i 1
i 10
, t) a (x, t) (x) u (x, t) dt,
 
где функция (x, )  – решение задачи Коши (3.1.2), соответствующее 
функции управления u(x, ) , о множество 0  имеет вид: 
N
0 1 N i i
i 1
( , , ) : 0 1, i 1, N, 1 .  
Доказательство. Учитывая тот факт, что, согласно условиям (3.1.2), 
функция (x, t)  для каждого x  изменяется только по времени, поме-
няем порядок интегрирования в функционале (3.1.5): 
T N
2
0 i i i 1
i 10
I( ( ),u( , ), ( , )) (c(x, , t) a ) (x, t) (x) u (x, t) dtdx  
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и введем обозначения:  
T N
2
0 i i i 1
i 10






V ( (x),u(x, ), (x, )) : (x) , u(x, ) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) , х ,  V V
 
Тогда задачу (3.1.5), (3.1.2) можно записать следующим образом: 
В (х),u(х, ), (х, ) dx  
( ),u( , ), ( , ) V
min . 




2I( ( ),u ( , ), ( , )) I( ( ),u( , ), ( , )) ( ) , u( , ) L 0,T ,
( , )  – решение (3.1.2), соответствующее функции управления u( , ) . 
Покажем, что этот процесс почти всюду для x  удовлетворяет усло-
вию (3.1.6). Предположим противное: существует подмножество  мно-
жества : mes( ) 0 , такое что x  условие (3.1.6) не выполняется, 








0 i i i 1
i 10
(c(x, , t) a ) (x, t) (x) u (x, t) dt
(c(x, , t) a ) (x, t) (x) u (x, t) dt,
 
или, используя введенные обозначения: 
* * *В( (х),u(х, ), (х, )) В( (х),u (х, ), (х, )) . 
Составим новый процесс: 
x
* * * x
( (x),u(x, ), (x, )) V , х
( (x),u(x, ), (x, ))
( (x),u (x, ), (x, )) V , х \ .
 
Вычислим значение функционала задачи (3.1.5) на этом процессе: 
В( ( ),u( , ), ( , ))dx  












Разбивая выражение функционала I( ( ),u( , ), ( , ))  при наборе 
* * *( ( ),u ( , ), ( , ))  аналогичным образом, и сопоставляя правые части 
полученных соотношений, придем к выводу: 
I( ( ),u( , ), ( , )) * * *I( ( ),u ( , ), ( , )) , 
что противоречит условию оптимальности процесса * * *( ( ),u ( , ), ( , )) . 
Достаточность. Пусть процесс * * *( ( ),u ( , ), ( , ))  удовлетворяет 
условию (3.1.6) почти всюду для x . Покажем, что тройка 
* * *( ( ),u ( , ), ( , ))  является оптимальным решением задачи (3.1.5), 
(3.1.2). Пусть для всех x  x( (х),u(х, ), (х, )) V  – произвольный 
допустимый процесс. Тогда почти всюду для x  
* * *В( (х),u (х, ), (х, )) В( (х),u(х, ), (х, )) . 
Интегрируя это неравенство по всем x  и учитывая тот факт, что 
неравенство может не выполняться на множестве точек из множества , 
значение подынтегральной функции в которых не влияет на величину 
интеграла, получим: 
* * *В( (х),u (х, ), (х, ))dx В( (х),u(х, ), (х, ))dx , 
что указывает на оптимальность допустимого процесса 
* * *( ( ),u ( , ), ( , )) . 
Теорема доказана. 
И, таким образом, теорема 3.1 сводит решение задачи (3.1.5), (3.1.2) к 
решению семейства задач оптимального управления: почти всюду для 
x  
x1 (x),u(x, ), (x, ) V






1 0 i i i 1
i 10
I ( (x),u(x, ), (x, )) c(x, , t) a (x, t) (x) u (x, t) dt, а 
функция  (х, )   – решение задачи (3.1.2) п. в. для x
 
. 
Для решения задачи оптимального управления (3.1.7) будем приме-
нять необходимые условия оптимальности в формее принципа максимума 
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Понтрягина. Исследуем свойства решения отдельных случаев задачи, 
связанных с выбором коэффициентов приоритета слагаемых функционала 
[53]. 
1. Пусть 0 10, 0 . Тогда задача теряет смысл задачи оптималь-
ного разбиения множества и имеет тривиальное решение по функции 
управления: *u (x, t) 0 x , t 0,T . 
2. Пусть 1 00, 1. Задача (3.1.7), (3.1.2) становится линейной по 
управляющей функции и фазовой переменной, поэтому в ее постановку 
необходимо включить ограничения на функцию управления, например: 
maxu(x, t) u , x , t 0,T .
 
(3.1.8)
 Будем рассматривать задачу (3.1.7), (3.1.2) как задачу оптимального 
управления, где 0(x)  выступает в качестве параметра. Учитывая 
свойства функционала и правой части дифференциальной связи задачи 
(3.1.7), (3.1.2), (3.1.8), принцип максимума Понтрягина определяет не 
только необходимые, но и достаточные условия оптимальности при каж-
дом фиксированном векторе 0(x) . Критерий оптимальности форму-
лируется следующим образом: для того, чтобы x  процесс 
* * * x( (x),u (x, ), (x, )) V  доставлял минимальное значение функциона-
лу задачи (3.1.7), (3.1.2), (3.1.8),  необходимо и достаточно существование 
такого значения 0 0  и функции х (t) , одновременно не обращаю-
щихся в нуль ни при каком значении t [0,T] , что выполнялись бы: 




где функция Понтрягина имеет вид: 
х 0 х
N
0 i i i
i 1
H( (х, ),u(х, ), (х, ), ( ), ) u(x, t) (t)




х 0 i i i
i 1




б) условия трансверсальности по (х, ) :  














u (x, t) : max H( (х, ),u(х, ), (х, ), ( ), ) .
 
(3.1.11)
 Решение задачи Коши (3.1.9), (3.1.10) записывается так: 
TN
х 0 i i i
i 1 t




а функция управления, которая максимизирует функцию Понтрягина, 





u , (t) 0,
u (x, t) u u ,u , (t) 0,
u , (t) 0.  
(3.1.13)
 
Очевидно, что в случае, когда 0 0 , сопряженная функция 
х (t) 0  
t 0,T , и задача (3.1.7), (3.1.2), (3.1.8) не имеет решения. 
Предположим 0 1 . При условиях исходной динамической задачи 
оптимального разбиения множества А13 подынтегральная функция в 
выражении (3.1.12) неотрицательна, и поэтому х (t) 0  почти для всех 
t 0,T , за исключением, возможно, момента t T  или тех точек x  
и t 0,T , в которых i ic(x, , t) a 0 . И, таким образом, функция спро-
са (х, )  соответствующая оптимальному управлению *u (x, t) , неуклон-
но убывает на всем промежутке t 0,T : * 0 max(x, t) (x) u t . 
Для того чтобы избежать падения значения функции (х, )  ниже оп-
ределенного уровня, необходимо дополнить постановку задачи (3.1.7), 
(3.1.2), (3.1.8) условием ограниченности снизу на функцию (х, ) : 
min(х, t) , x , t 0,T .
 
(3.1.14)
 При наличии фазовых ограничений условия принципа максимума не-
сколько изменятся, а именно: для того чтобы x  процесс 
* * * x( ( ),u ( , ), ( , )) V  доставлял минимальное значение функционалу 
(3.1.7) при условиях (3.1.2), (3.1.8), (3.1.14), необходимо и достаточно 
существование наряду со значением параметра 0 0  
и функцией 
х (t) , одновременно не обращающихся в нуль ни при каком значении 
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t [0,T] , такой функции х (t) 0 t 0,T , что выполнялись бы соот-
ношения: 








L( (х, t),u(х, t), (х, t), (t), , (t))





х 0 i i i х
i 1




б) условия трансверсальности по переменной (х, ) :  
х (T) 0 ;
 
(3.1.16)




u (x, t) Arg max H( (х, ),u(х, ), (х, ), ( ), ) ;
 
(3.1.17)
 г) условия дополняющей нежесткости:   
x min(t) (x, t) 0 t 0,T .
 
(3.1.18)
 Как и в предыдущем случае, при  0 0  сопряженная функция
х (t) 0  t 0,T , и задача не имеет решения. Поэтому предположим 
0 1 . 
Как было отмечено выше, при отсутствии фазового ограничения 
(3.1.14) * maxu (x, t) u , t 0,T , и функция (х, )  убывает на всем 
промежутке t 0,T :  
*
0 max(x, t) (x) u t .
 
(3.1.19)
 Очевидно, что при 0 max min(x) u Т  
решение задачи (3.1.7),
(3.1.2), (3.1.8) с фазовым ограничением (3.1.14) будет совпадать с (3.1.19). 
Предположим, что 0 max min(x) u Т . Из условий дополняющей 
нежесткости вытекает, что при min(x, t) : x (t) 0 , а следовательно,  







х i i i
i 1 t
(t) (c(x, , ) a ) (x)d , * maxu (x, t) u ,  
и * 0 max(x, t) (x) u t . 
Далее, в силу непрерывности сопряженной функции х (t) , в первой 
точке контакта траектории (x, t)
 
с фазовым ограничением t  (рис. 
3.1) выполняется условие: 





Рис. 3.1. Выход фазовой траектории на ограничение 
 
Начальное условие выхода на фазовое ограничение: 







Очевидно, что коснувшись ограничения min(x, t) , фазовая траек-
тория на нем и остается. Покажем это. Предположим, что траектория со-
шла с ограничения. Тогда дальше на некотором отрезке времени при 
t  min(x, t) , то есть функция (х, )  
должна расти. Функция 
управления, удовлетворяющая условиям (3.1.17), имеет вид (3.1.13), из 
чего следует, что на указанном отрезке времени х (t) 0 . Учитывая 
(3.1.20), приходим к выводу, что х ( ) 0 . Правый конец фазовой тра-
ектории остается свободным, поэтому выполняются условия трансвер-
сальности (3.1.16). И таким образом, имеем х х(Т) ( ) 0 , тогда как 
функция х (t)  
строго убывает вне фазового ограничения. Полученное 
противоречие доказывает, что предположение о сходе оптимальной тра-
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ектории с фазового ограничения не является верным. 
Итак, решение задачи оптимального управления (3.1.7),  (3.1.2) при 
дополнительных условиях (3.1.8) и (3.1.14) записывается следующим 
образом:  
А) если 0 max min(x) u Т , то 
*
maxu (x, t) u ,    
*
0 max(x, t) (x) u t    для всех t 0,T ; 
Б) если 0 max min(x) u Т , то 
max* u , t 0, ,u (x, t)




(x) u t, t 0,
(x, t)
, t ,T .  
Перейдем к решению задачи оптимального разбиения (3.1.5), (3.1.2). 
Подставим найденные выражения функции *(x, t)  в функционал (3.1.5), 






I( ( ),u ( , ), ( , ))





Очевидно, оптимальным решением задачи (3.1.21) является вектор-









1, если (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt ;
0 в остальных случаях,
 
почти всюду для x , i 1, N .  
3. Будем теперь считать, что 0 1, 0  и решим для каждого x  
задачу оптимального управления (3.1.7), (3.1.2) при произвольном, но 
фиксированном векторе 0(x)  
без каких-либо дополнительных усло-
вий на управляющую функцию или фазовую переменную. Представим 
два подхода к решению данной задачи. 
Подход 1. Сначала заметим, что первое слагаемое функционала явля-
ется линейным по управляющей переменной, а второе – сильно выпуклое. 
Отсюда следует, что функционал задачи (3.1.7) является сильно выпук-
лым и существует единственное оптимальное управление [22].  






Применяя принцип максимума Понтрягина, решение указанной зада-













0 i i i
i 11 0 T






Подставив найденные выражения для функций *u (x, t)  и *(x, t)  в 
функционал (3.1.7), получим задачу оптимального разбиения множества в 
терминах характеристических функций подмножеств: для каждого x  
найти вектор 0(x) , такой что 
0(х)






0 j j 0 i i i




1 i i i
i 110 T
J( (х))
(c(x, , t) a ) (x) (c(x, , ) a ) (x)d d dt
2
(c(x, , ) a ) (x)d dt.
2
 
Очевидно, что функционал задачи (3.1.24) – нелинейный, и поэтому 
процесс решения задачи несколько усложняется по сравнению с преды-
дущим случаем. Исследуем другие свойства функционала задачи (3.1.24) 
и ее решения. 
Введем обозначения:
 i i i
Q (x, t) c(x, , t) a . В отличие от традици-
онного подхода к решению непрерывных задач оптимального разбиения 
множеств, не станем погружать множество  в симплекс 1 : 




(x) ( (x), , (x)) : (x) [0,1], i 1, N,
(x) 1, почти для всех x ,
 
и осуществлять переход от задачи нелинейного программирования (НЛП) 
с булевыми переменными к минимизации функционала (3.1.24) на мно-
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жестве 1 . Отметим лишь специфику множества  и используем его 
свойства для упрощения функционала задачи (3.1.24). Структура множе-
ства  такая, что имеют место равенства: 
2





, x , i, j 1, N . 
Пользуясь этими равенствами и введенными обозначениями, целевой 
функционал перепишем в виде: 
TN
0 j 0 j
j 1 0
T t T N
0
j i i j
i 11 0 0
22 T T N
0
i i
i 11 0 t
J( (х)) Q (x, t) (x) (x)dt
Q (x, t) Q (x, ) (x) (x)d d dt
2
Q (x, ) (x)d dt.
4
 
Упростим второе слагаемое следующим образом: 
2 T t TN N N
0
2 i j i j
j 1i 1 i 11 0 0
I Q (x, )Q (x, t) (x) (x)d d dt
2
 
2 T t TN
0
j j j
j 11 0 0
Q (x, )Q (x, t)d d dt (x).
2
 
Третье слагаемое после определенных преобразований записывается 
так: 
22 T T N
0
3 i i
i 11 0 t






j 11 0 t
Q (x, )d (x)dt.
4
 
Учитывая приведенные выкладки и структуру множества , можно 




1, если B (х) min B (х),
(x)
0 в остальных случаях, i 1, N,
 
где величина iB (x)  определяется по следующей формуле: 
2T T t T
0
i 0 i 0 i i
10 0 0
B (х) Q (x, t) (x)dt Q (x, t)Q (x, )d d dt
2
 










Q (x, )d dt.
4
 
Оказывается, что второе и третье слагаемые в этом выражении схожи 
между собой. Продемонстрируем это, представив второе слагаемое сле-
дующим образом: 
2 2T t T T t T
0 0
2 j j j j
1 10 0 0 0




I Q (x, )Q (x, t)d d dt Q (x, )d Q (x, t)d dt
2 2







G (x, t) Q (x, )d . Тогда 
2 T t
0
2 j j j
1 0 0
2 T T t
0
j j j j
1 0 0 0
2 T T t
20
j j j j j
1 0 0 0
I Q (x, t) G (x,T) G (x, ) d dt
2
G (x,T) t Q (x, t)dt Q (x, t) G (x, )d dt
2





















j j j j
1 0 0
G (x,T) 2G (x,T)G (x, t) G (x, t) dt
4
T G (x,T) 2G (x,T) G (x, t)dt G (x, t)dt .
4
 
После подстановки приведенных соотношений в выражение для 
iB (x)  
и приведения подобных слагаемых получим: 




j 0 j 0
0
B (х) Q (x, t) (x)dt  
2 T T t
20
j j j j j
1 0 0 0
2 T T
2 20




0 j 0 j j j
1 10 0
T G (x,T) G (x,T) G (x, t)dt Q (x, t) G (x, )d dt
2
T G (x,T) 2G (x,T) G (x, t)dt G (x, t)dt
4












Таким образом, оптимальное решение задачи (3.1.3) записывается 






1, если B (х) min B (х),
(x)







B (х) Q (x, t) (x)dt  
T t T
2 20
j j j j
1 0 0 0
T G (x,T) 2 Q (x, t) G (x, )d dt G (x, t)dt
4
, 




G (x, t) Q (x, )d , j 1, N . 
Оптимальное значение целевого функционала (3.1.3) равно: 
* 0 j
j 1,N
І min B (x)dx.
 В случае, когда функция стоимости не зависит от времени, то есть 




G (x, t) Q (x)d t Q (x) , 
 j 1, N , выражения для iB (x)  и І* упрощаются: 

















* 0 j 0 j
j 1,N 1





Формулы (3.1.26) и (3.1.27) можно получить и другим путем. Дейст-
вительно, уточним (3.1.23) при условии i ic(x, , t) c(x, ) , і 1, N :  
t T N
* 0
0 i i i
i 11 0









0 i i i
i 11
(x) (c(x, ) a ) (x) T d
2
t
(x) (c(x, ) a ) (x) t 2T .
2 2
 (3.1.28) 
Подставим (3.1.28) в целевой функционал задачи (3.1.3) и определим, 






0 i i i 0 k k k
i 1 k 110










(c(x, ) a ) (x) (x) (c(x, ) a ) (x) t 2T dxdt
2 2
(c(x, ) a ) (x)d dxdt
4
T




22 T N 20
i i i
i 11 0








Q(x) (c(x, ) a ) (x) . Учитывая условия 
на вектор-функцию (x) , отметим, что для каждого х  величина 
Q(x)
 
может принимать значения из конечного множества, содержащего 
не более N  элементов, которые равны k k(c(x, ) a ), k 1, N . Обозначим 
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это множество через V(x) , и пусть 
x
V V(x) . Тогда функционал 







J(Q( )) Q(x) T (x) Q(x) dx Q (x)dx















T (x)Q(x) Q (x) dx,
12
 




    
(3.1.29) 
Далее исследуем свойства функционала задачи (3.1.29) и ее решений. 
Функционал (3.1.29) является квадратичным относительно Q(x) , выпук-
лым вверх (рис. 3.2). Из вида функции Q(x)
 
и множества значений функ-
ций i (x)  следует, что имеет место такое двойное неравенство:  
k k k k
k 1,N k 1,N
min (c(x, ) a ) Q(x) max(c(x, ) a ) .
 
(3.1.30)
 Исследуем функционал J  на минимальное значение, опираясь на теорему 
3.1, а также учитывая условие (3.1.30). Пусть x  – произвольная, но фик-
сированная точка из множества . Введем такие обозначения: 
k k k k
k 1,N k 1,N
a(x) min (c(x, ) a ), b(x) max(c(x, ) a ) . 
Свое максимальное значение подынтегральная функция в (3.1.29) 






Если выполняется неравенство 1 0 1 0
2 2
0 0




рис. 3.2), то J(Q(x))  достигает минимума в точке a(x) , а это означает, 
что * k k
k 1,N
Q (x) min (c(x, ) a ) , то есть 






i i k k* k 1,N
i
1, если c(x, ) a min c(x, ) a ,
(x)
0 в остальных случаях.
 
 
Рис. 3.2. Зависимость функционала (3.1.29) от величины Q(x)  
 
Если же 1 0 1 0
2 2
0 0
6 (x) 6 (x)
b(x) a(x)
T T
, то J(Q(x))  достигает ми-
нимума в точке b(x)  а это значит, что * i i
i 1,N
Q (x) max(c(x, ) a ) , то есть 
i i k k* k 1,N
i
1, если c(x, ) a max c(x, ) a ,
(x)
0, в остальных случаях.
 
Таким образом, в некоторых частных случаях можно предусмотреть 
вид оптимального разбиения множества , оценивая лишь функцию 
начальных условий 0(x) . Так, например, в случае, когда функция 
kc(x, )  










 для каждого х , то опти-
мальным разбиением множества  будет известная диаграмма Дирихле – 
Вороного [149]. В этом случае на всем промежутке времени (x, t)  неот-
рицательна. Подробно о диаграмме Дирихле – Вороного и ее вариациях 
см. п. 6.1; 











 для каждого х ,  оптималь-
ным является разбиение, которое в научной литературе называется «диа-
граммой Вороного самой отдаленной точки» (farthest – point Voronoi 
diagram, [89,125,126,140]), т. е. разбиения, определяемого следующими 
формулами: 
N
1 N i i j
i 1
( ,..., ) : , mes 0, i j, i, j 1, N ; 
i k
k 1,N
c(x, ) max c(x, )  при iх , i 1, N.  
В этом случае (x, t)  неположительна для всех t [0,T] ; 




T a(x) b(x) T a(x) b(x)
(x) min ,max
12 12
, имеет место наибо-
лее интересный случай, поскольку функция (x, t)
 
в указанных точках 




(c(x, , t) a ) (x, t)dt  меняет свой знак на мно-
жестве . Как только этот интеграл меняет знак, в оптимальном разбие-
нии диаграмма Вороного сменяется диаграммой самой отдаленной точки 
и наоборот. Имеют ли смысл подобные разбиения, или носят лишь деко-
ративный характер? Если с практической точки зрения такие чередования 
диаграмм не реализуемы, то следует либо искать оптимальное разбиение 
в каждый момент времени, а значит, функции ( )  должны зависеть еще и 
от временной переменной, либо задача (3.1.5), (3.1.2) должна быть допол-
нена фазовым ограничением в виде условия (3.1.14).   
Далее будут приведены результаты вычислительных экспериментов, 
которые демонстрируют полученные теоретически свойства решений 
динамических задач оптимального разбиения множеств. 
Рассмотрим еще один подход к решению задачи (3.1.5) при условии 
(3.1.2). 
Подход 2. Существование решения задачи типа (3.1.5), (3.1.2) по пе-
ременной ( )  при фиксированных 2( , ), u( , ) L 0,T  
доказано в 
[65]. Там же показано, что среди множества точек, в которых линейный 
относительно ( )  функционал (3.1.3) достигает на множестве  мини-
мального значения, найдется хотя бы одна крайняя точка симплекса 










(x) ( (x), , (x)) : (x) [0,1], i 1, N,
(x) 1, почти всюду для x ,
 
а крайние точки симплекса 1  являются характеристическими функция-
ми некоторых подмножеств i , i 1,2,..., N,  образующих разбиение 
множества . . Следовательно, множество оптимальных по переменной 
( )  решений задачи минимизации функционала I ( ),u( , ), ( , )
 
на 
множестве 1  
содержит оптимальные решения задачи (3.1.5), (3.1.2). И, 





u( , ) L ( 0,T )




где   
T N
2
0 i i i 1
i 10
I( ( ),u( , ), ( , ))
                 = (c(x, , t) a ) (x, t) (x) u (x, t) dxdt,
 
а функция  ( , )  удовлетворяет условиям (3.1.2). 
Решение задачи (3.1.31) в соответствии с теоремой 3.1 сводится к ре-
шению семейства задач оптимального управления вида (3.1.7). Каждую из 
задач этого семейства сводим, применяя необходимые условия оптималь-
ности Эйлера - Лагранжа, к задаче минимизации функционала  
T tN N
0
0 j j j 0 i i i




1 i i i
i 110 T
J( (х))
(c(x, , t) a ) (x) (x) (c(x, , ) a ) (x)d d dt
2
(c(x, , ) a ) (x)d dt
2
на сечении 1х  множества 1  соответствующей плоскостью x , в  
отличие от подхода 1.  
Таким образом, приходим к семейству задач: п. в. для x  




J( (х)) min .   (3.1.32) 
Для решения каждой из задач конечномерной условной минимизации 
(3.1.32) воспользуемся необходимым и достаточным условием оптималь-
ности, которое дает следующая теорема.  
Теорема 3.2 [22]. Для того чтобы * 1х(x)  была решением задачи 
(3.1.32), необходимо и достаточно, чтобы *(x)  удовлетворяла условию 
* *
1хH x, (x) , (x) (x) 0 (x) ,               (3.1.33) 
где H x, (х)  – градиент функционала J( (х))  по переменной (х) ,  
k-я компонента которого вычисляется по формуле: x  
T
k 0 0 k
0
2 T t T N
0
i k k i i
i 11 0 0
2 T T TN
0
k i i
i 11 0 t t
H x, (х) (x) Q (t)dt
Q (t)Q ( ) Q (t)Q ( ) (x)d d dt
2
Q ( )d Q ( )d (x) dt, k 1, N,
2
 
i i iQ (t) c(x, , t) a , i 1, N . 
Далее, на основе условий оптимальности (3.1.33) получим оператор-
ное уравнение для оптимальной вектор-функции *(x),  x . В соответ-
ствии с приведенной теоремой, если 0 0(x)  – решение задачи 




min H x, (x) , (x) (x) 0 .  (3.1.34) 
Определение. Будем говорить, что семейство функций J( (х))  для 
всех x , удовлетворяет условию сильной регулярности,  если 
0
jH x, (x) 0,   j 1,N,   для всех x , 
за исключением множества точек x  нулевой меры. 
Это условие означает, что для оптимальной вектор-функции ни на од-
ном множестве точек x  ненулевой меры не удовлетворяется ни одно 
из уравнений 0jH x, (x) 0  для задачи минимизации по ( )  функцио-






нала J( ( ))  без ограничений. 




i i i i
(х) i 1 i 1
min H x, (x) (x) H x, (x) (x) . (3.1.35) 
Вектор-функция (x) , удовлетворяющая равенству (3.1.35), такова, 
что  имеет место 
i
0 0
i i i i
0 Z 1
H x, (x) (x) min H x, (x) z ,   i 1,N,  x .  
Отсюда получим, что при выполнении условия 
i jmes x :  H x, (x) H x, (x) ,  i j,  i, j 1,N 0        (3.1.36) 






1,   если H x, (x) min H x, (x) ,
(x)   [0,1],       если  H x, (x) 0,
0    в остальных случаях.               
 
При выполнении условия сильной регулярности iH x, (х) 0  лишь 
на множестве точек x  нулевой меры, следовательно, вектор-функция 
( ) , являющаяся решением семейства задач (3.1.32), определяется един-





1,   H (x, (x)) min H (x, (x)),
(x)
0  в остальных случаях.        
            (3.1.37) 
Справедлива следующая теорема. 
Теорема 3.3. Для того, чтобы было выполнено условие оптимальнос-
ти (3.1.33), необходимо при выполнении условий сильной регулярности и 
условия (3.1.36), чтобы выполнялось равенство 0 (x) (x)  (в смысле 
равенства нулю нормы разности этих вектор-функций), где вектор-
функция (x)  определяется по формуле (3.1.37). 
Замечание. Если условие оптимальности (3.1.33) является и достато-
чным,  например, в случае выпуклости функции J( (х)) , а также выпол-
нены условие сильной регулярности и условие (3.1.35), то вектор-
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функция 0(x) , определяемая из условия 0 (x) (x) , является опти-
мальной для семейства задач (3.1.32), где (x)  определяется по формуле 
(3.1.36). 
Таким образом, переходя от задачи (3.1.5), (3.1.2) к задаче бесконеч-
номерного программирования (3.1.31), (3.1.2) и применяя к последней 
необходимые условия оптимальности Эйлера - Лагранжа, решение зада-
чи (3.1.5), (3.1.2) удается записать в виде следующего операторного урав-
нения: 
* *
i k* k 1,N
i
1, если H x, (x) min H x, (x) ;
(x)
0 в остальных с п. лучаяx, .в. для x
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функции *x, t; (x)  и * *u (x, t; (x))  вычисляются по формуле (3.1.23), 
(3.1.22) при *(х) (x) . 
Еще раз отметим, что формула (3.1.38) справедлива лишь при допол-
нительных условиях сильной регулярности и (3.1.36) для семейства задач 
(3.1.32). И, таким образом, погружение множества  в симплекс 1 , 
традиционно применяемое при решении непрерывных задач оптимально-
го разбиения множеств, лишь усложняет процесс решения рассматривае-
мой простейшей динамической задачи ОРМ. 
На основе описанных выше двух подходов к решению простейшей 
динамической задачи оптимального разбиения множеств А13 предложены 
численные алгоритмы ее решения.    
3.1.3. Численные алгоритмы решения задачи 
Как нетрудно заметить, подход, основанный на теореме 3.1.1, позво-
ляет найти оптимальное решение простейшей динамической задачи опти-
мального разбиения множества А13 в аналитическом виде. И для получе-
ния численных результатов необходимо лишь осуществить конечномер-






ную аппроксимацию функционала (3.1.5), заменяя интегралы их конеч-
номерными аналогами, и записать соответствующие формулы (3.1.25), 
(3.1.23), (3.1.22) для вычисления характеристических функций подмно-
жеств, фазовой траектории и управляющей функции. 
Применяя подход 2, основанный на переходе к задаче бесконечно-
мерного программирования (3.1.31) и необходимых условиях оптималь-
ности в форме принципа Эйлера – Лагранжа, решение динамической за-
дачи ОРМ получают в виде операторного уравнения относительно харак-
теристических функций подмножеств (3.1.39). 
Очевидно, численный алгоритм решения задачи (3.1.5), (3.1.2), реали-
зующий подход 2, приобретает итерационный характер. 
Не теряя общности, приведем алгоритмы решения задачи (3.1.5), 
(3.1.2) для случая, когда  x,y : x [0,1]; y [0,1] , 0 1, 0 . 
Алгоритм, реализующий подход 1 
1.  Множество [0,1] [0,1]  покрываем квадратной сеткой n n  с 
шагом h  и задаем значение функции начальных условий 0(x,0) (x)  в 
узлах сетки ((i, j),0), i, j 1,n . 
2.  Покрываем отрезок [0,T]  сеткой с шагом th .  Далее, для удобства, 
будем обозначать узел интегрирования по временной переменной через t .  
3.  Вычисляем характеристическую функцию *((i, j))  в узлах сетки 
по формуле (3.1.25). 
4.  Находим значение функции управления u *((i, j), t)
 
по формуле 
(3.1.22) при ((i, j)) *((i, j)) . 
5.  Находим фазовую траекторию *((i, j), t), i, j 1,n ,
 
0 t T , по 
формуле (3.1.23) при ((i, j)) *((i, j)) . 
6.  Находим минимальное значение целевого функционала (3.1.5) при 
* * *, u u , . 
Конец работы алгоритма. 
Итерационный алгоритм, реализующий подход 2 
1.  Область [0,1] [0,1]  покрываем квадратной сеткой n n  с ша-
гом h  и задаем значение функции начальных условий 0(x,0) (x)  
в 
узлах сетки ((i, j),0), i, j 1,m .  
2.  Задаем начальное приближение характеристической функции ( )
 






(i, j) , i, j 1,n , например, (0)1 (i, j) 1,  
(0)
р (i, j) 0, р 2, N .  
3.  Покрываем отрезок [0,T]
 
сеткой с шагом th .  
4.  Проинициализируем параметр k : k : 0 . 
5.  k-ый шаг. В каждом узле (i, j)  пространственной сетки:  
а) находим значение функции управления (k)u ((i, j), t)
 
по формуле 
(3.1.22) при ((i, j)) (k) ((i, j)) ; 
б) находим фазовую траекторию (k) ((i, j), t), i, j 1,n ,
 
0 t T , по 
формуле (3.1.23) при ((i, j)) (k) ((i, j)) ; 
в) находим следующее приближение характеристической функции 
(k 1)
r ( )  
по формуле (3.1.38) в каждом узле пространственной сетки.  




( ) ( ) ,
 
(3.1.39)
 где  – заранее заданная точность, то оптимальное решение задачи 
(3.1.5), (3.1.2) найдено и осуществляем переход на шаг 7. Если – нет, то 
k : k 1 , и переходим на шаг 5. 
7.  Вычисляем приближенное оптимальное значение целевого функ-
ционала (3.1.5) при (l)((i, j), t) ((i, j), t) , (l)u((i, j), t) u ((i, j), t) , 
(l)((i, j)) ((i, j)) , i, j 1,n , 0 t T , где l – номер итерации, на которой 
выполняется неравенство (3.1.39). 
Конец работы алгоритма. 
Замечание. Минимум выражений справа в расчетных формулах 
(3.1.25) и (3.1.38) может достигаться на нескольких индексах. Это означа-
ет, что оптимальное разбиение в задаче определяется не единственным 
образом, и можно по указанным формулам получить различные разбиения 
множества , на которых целевой функционал приобретает одно и то же 
минимальное значение. Определенность в выборе крайней точки сим-
плекса 1  (в подходе 2), то есть характеристических функций некоторых 
подмножеств *i , i 1, N , образующих разбиение, важна для наглядной 
интерпретации решения (3.1.25) или (3.1.37) и при программной реализа-
ции метода. Что касается применения формул (3.1.25) или (3.1.37) при 
программной реализации алгоритмов, то неоднозначность в выборе край-






ней точки устраняется с помощью общепринятого приема: из нескольких 
индексов, на которых достигается минимум справа в выражениях (3.1.25) 
или (3.1.37), выбирается наименьший. 
 
3.1.4. Анализ результатов вычислительных  
экспериментов 
 
Работа приведенных выше алгоритмов решения динамической задачи 
ОРМ (3.1.5), (3.1.2) проверена на многих тестовых примерах. Исследова-
ние проводилось в направлениях: 
 выявления влияния исходных данных (количества узлов интегриро-
вания по временной и пространственным координатам, вида функции 
начальных условий 0(x)  и функции стоимости ic(x, , t) ) на точность 
вычисления функционала задачи, а также на вид оптимального разбиения;  
 проверки сходимости итерационного алгоритма, в основе которого 
лежит решение операторного уравнения (3.1.39);  
 подтверждения свойства неустойчивого характера оптимального 
разбиения, что является следствием изменения знака функции (x, t)  на 
множестве [0,T] .  
Приведем результаты некоторых интересных модельных задач и де-
тально их проанализируем. 
Пример 3.1. Исходные данные: 1 2 1 2(x ,х ) :   0 x 1;   0 х 1 , 
N 3 , 
2 2
i 1 1i 2 2iс(x, ) x x ,   i =1,N , где 1 (0.3;0.3) , 
2 (0.8;0.2) , 3 (0.47;0.5) . Функция начальных условий 0(x)  в задаче 
(3.1.2) выбиралась константной, но различной в разных экспериментах.  
Для численного решения задачи множество  покрывалось сеткой с 
шагом h 0.01 . Двойные интегралы, входящие в функционал и расчет-
ные формулы для i ,   i 1, N , (x, t)  
и u(x, t) ,
 
вычислялись с помощью 




выбиралась так, что (0)1 (i, j) 1, 
(0)
р (i, j) 0 , р 1 , i, j 1,m .  
На рис. 3.3 – 3.6 изображены оптимальные разбиения множества , 
соответствующие разному выбору функции 0(x) . Для сравнения ре-
зультатов работы двух алгоритмов здесь приведены также и оптимальные 
значения целевого функционала.  




Рис. 3.3. Оптимальное разбиение – диаграмма Вороного. 0(x) =1 
 
Рис. 3.4. Оптимальное разбиение – диаграмма Вороного самой отдаленной  
точки. 0(x) = – 0.3 
На рисунках 3.3 и 3.4 приведены случаи, когда оптимальное разбие-
ние, полученное с помощью обоих алгоритмов, является диаграммой 
Вороного и диаграммой Вороного самой отдаленной точки. 
На рис. 3.5 можно проследить чередование этих диаграмм. Рис. 3.6 
содержит разбиения, соответствующие случаю, когда функция 0(x) , 
взята из так называемого «интервала неустойчивости». Эта функция не 
является константой, а зависит от пространственных координат так, что 
соответствующая ей поверхность (x, t)  может быть расположена как в 
положительной, так и в отрицательной полуплоскостях. Этот факт опре-
деленным образом отражается на разбиении множества . 






   
а) 0(x) =0.3 б) 0 (x) sin(0.01ij) 1  
в)
0 (x) sin(0.05(i j)) 1  
Рис. 3.5. Чередование диаграммы Дирихле – Вороного  
и диаграммы Вороного самой отдаленной точки 
 
  







Рис. 3.6. Влияние выбора функции на устойчивость оптимального разбиения 
На рис. 3.6, в) показан результат работы программы в случае, когда 
вершина параболы 0Q (x)  лежит на середине промежутка [a(x), b(x)] , 
где величины a(x),b(x)
 
определены в пункте 3.1.2. Функционал J(Q(x))  
при этом достигает своего минимального значения как в точке a(x) , так 
и в точке b(x) . Сквозь хаос разбиения, полученный в результате, можно 
рассмотреть и диаграмму Вороного, и диаграмму самой отдаленной точ-
ки. С одной стороны, каждая из этих диаграмм в этом случае может быть 
оптимальным разбиением, однако одновременно это невозможно. 










– это некая «поверхность равновесия»; 






, то в качест-







 – в качестве оптимального разбиения 









2 (i, j) 1 , i, j 1,m . 
Рис. 3.7. Влияние начального приближения (0) ( )  на оптимальное разбиение, 
полученное при помощи итерационного алгоритма 
Следует отметить, что при решении динамической задачи ОРМ А13 с 
помощью итерационного алгоритма в случае, когда функция 0(x)  
зада-
ется из интервала неустойчивости оптимального разбиения, вид опти-
мального разбиения зависит от выбора начального приближения функции 
(0)
( ) , это можно проследить на рис. 3.7. 
Анализ результатов вычислительных экспериментов позволил сделать 
следующие выводы относительно сравнения двух алгоритмов решения 
простейшей динамической задачи ОРМ: 
1) если исходные данные в задаче такие, что  
2
0 k k
x k 1,N k 1,N
Т







а функция kc(x, )  
– евклидова метрика, то оптимальное разбиение оба 
подхода дают в виде диаграммы Дирихле – Вороного при любом началь-






ном приближении функции (0) ( )
 




x k 1,N k 1,N
Т






kc(x, )  – евклидова метрика, оптимальным является разбиение в виде 
«диаграмма Вороного самой отдаленной точки», причем выбор начально-
го приближения функции (0) ( )  в итерационном алгоритме также не 
влияет на результат; 
3) если же входные данные в задаче такие, что существуют х , 
для которых не выполняется ни одно из неравенств (3.1.40) и (3.1.41), то 
оптимальное разбиение имеет такую структуру, что в ней чередуются 
диаграммы Дирихле – Вороного и диаграмма Вороного самой отдаленной 
точки. Кроме того, алгоритм, основанный на подходе 2, в этом случае 
может давать различные оптимальные разбиения при разных начальных 
приближениях вектор-функции (0) ( ) ; 
4) очевидно, подход 2 значительно сложнее по своей численной реа-
лизации в силу своего итерационного характера; к тому же, на точность 
решения задачи в этом случае влияет не только погрешность конечномер-
ной аппроксимации самой задачи, но и погрешность, связанная с выпол-
нением условия (3.1.39), поэтому подход, основанный на погружении 
множества множества  в симплекс 1 , оказывается интересным в 
большей степени с теоретической точки зрения; 
5) вычислительные эксперименты подтверждают корректность по-
лученных в предыдущих разделах теоретических результатов.  
 
3.1.5. Обобщение задачи на случай наличия  
фазовых ограничений 
 
В рассмотренной выше постановке простейшей динамической задачи 
оптимального разбиения множества предполагалось, что область измене-
ния фазовой координаты (x, t)
 
не ограничена и совпадает со всем про-
странством R. Однако характерной чертой многих задач управления ди-
намическими системами, которые встречаются на практике, является на-
личие ограничений на состояния системы. Особенно это актуально в эко-
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номических задачах, где часто накладываются ограничения на неотрица-
тельность фазовых переменных (например, на объем выпуска, величину 
производственной мощности, спрос). Задачи с поточечными ограниче-
ниями возникают в случаях, когда при построении модели в систему 
дифференциальных уравнений не были внесены некоторые естественные 
требования: нахождение траекторий в некоторой «трубке», отсечение 
областей нефизичности модели и т. д. Такими задачами являются дина-
мические задачи оптимального планирования, непрерывные транспорт-
ные задачи, линейные задачи оптимального управления со смешанными 
ограничениями, которые возникают при анализе моделей научно-
технического прогресса и экономико-экологических моделей.  
Как известно, фазовые ограничения порождают существенные труд-
ности при разработке необходимых и достаточных условий оптимально-
сти, а также при решении таких задач. В работе [82] указывается, что ко-
гда фазовые переменные и управление связаны общей принадлежностью 
к некоторому множеству, возникает определенная патология. Оптималь-
ные управления выражаются в терминах меры, т. е. оказывается, что в 
этих сложных ситуациях их не только нельзя реализовать, но и нельзя 
вычислить. Следует выделять специальные классы задач, которые реша-
ются относительно просто, а для общих случаев строить теорию аппрок-
симаций оптимальных управлений. 
Рассмотрим далее постановки динамических задач ОРМ с фазовыми 
ограничениями (точечными и интегральными) и сформулируем для них 
необходимые условия оптимальности. 
 
Задача А16. Необходимо найти такое разбиение 
* * * N
1 N( ,..., ) , управление 
*
2u (x, t) L ( [0,T])  и фазовую 









J( ,u( , ), ( , )) (c(x, , t) a ) (x, t)dxdt
u (x, t)dxdt  
(3.1.42)
 
достигал бы минимального значения при условиях 
0





g(t, (x, t)) 0, t 0,T , x . (3.1.44) 






Здесь 2 20 1 0 1, 0, 0 , ic(x, , t)  
– действительные, ограничен-
ные, определенные на 0,T  функции, измеримые по x  и t при 
произвольном фиксированном векторе параметров 1 ni i i,..., ,  
i 1, N ; iT 0, a , i 1,N , 
– фиксированные величины; f ( ,u, t)
 
– извест-
ная функция своих аргументов, описывающая внутренние взаимосвязи 
системы или внешние факторы;
 0
(x)  – известная неотрицательная 
функция, определенная на ; функция g(t, y)
 
– непрерывна по t  и не-
прерывно дифференцируема по переменной y . Точки 
1 n
i i i,..., , i 1, N , 
– так называемые «центры» подмножеств – 
считаются заданными. 
Введем характеристические функции 1 N(х),..., (х)  
подмножеств 
1 N,..., , и от задачи А16 осуществим переход к задаче бесконечномер-
ной оптимизации с булевыми переменными: найти вектор-функцию 
* * *
1 N( ) ( ( ),..., ( ))  




0 i i i 1
i 10
I( ( ),u( , ), ( , ))
(c(x, , t) a ) (x, t) (x) u (x, t) dxdt
 
при условиях (3.1.43), (3.1.44). 
Коротко динамическую задачу оптимального разбиения множеств с 
точечными фазовыми ограничениями можно записать следующим обра-
зом: 
1
( ( ),u( , ), ( , )) V
I ( ( ),u( , ), ( , )) min ,
 
(3.1.45)
 где  
2
0
V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) f ( (x, t),u(x, t), t), t 0,T , (x,0) (x),
g(t, (x, t)) 0, t 0,T , x .
 
Сформулированная задача отличается от задачи (3.1.3), (3.1.2) общей 
записью дифференциальной связи, а также наличием фазовых ограниче-
ний (3.1.44), которые задаются в каждой точке. Для задачи (3.1.45) могут 
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быть сформулированы необходимые и достаточные условия, аналогичные 
теореме 3.1.1, с примечанием, что функция (x, t)
 
является решением 
задачи Коши (3.1.43) и удовлетворяет условию (3.1.44). 
И, следовательно, решение задачи (3.1.45) сводится к решению се-
мейства задач оптимального управления: п. в. для  x  
x2 ( (x),u(x, ), (x, )) V







0 i i i 1
i 10
I ( (x),u(x, ), (x, ))
(c(x, , t) a ) (x, t) (x) u (x, t)dt,
 
а  xV  – сечение множества V  при фиксированном параметре x .  
То есть п. в. для x  необходимо найти тройку 
* * *( (х),u (х, ), (х, )) , доставляющую минимальное значение функцио-
налу 2I ( (x),u(x, ), (x, ))  при условиях 
0






g(t, (x, t)) 0, t 0,T .
 
(3.1.48)
 Для формулировки необходимых условий оптимальности в форме 





0 0 i i i 1
i 1
H( ,u, , , , t) f ( ,u, t)
(c(x, , t) a ) u .
 
Здесь и далее индекс х у функции х (t)  означает ее соответствие 
конкретной точке x . 











и являются непрерывными вместе с этими 
производными по совокупности своих аргументов при u R, R, t R . 
Пусть почти всюду для x  процесс * * * x( (х),u (х, ), (х, )) V
 
являет-
ся решением задачи (3.1.46) – (3.1.48), где xV  – сечение множества V  
при фиксированном x . Тогда п. в. для x  непременно существуют 






параметр 0 0  
и функции х (t) , х (t), t 0,T  такие, что: 
1) функция х (t)  
определена всюду на промежутке 0,T , неотри-
цательна, не убывает, непрерывна слева при всех t 0,T , постоянна на 
каждом интервале, принадлежащем множеству 
xT t 0,T :g(t, (x, t)) 0 ;  причем х (0) 0 ; 
2) функция х (t)  
определена всюду на 0,T , имеет ограниченное 
измерение на 0,T , непрерывна слева при всех t 0,T , непрерывна во 
всех точках t 0,T , в которых непрерывна функция х ( ) , непрерывна 
в точке t 0  справа, если х ( )  
непрерывна в этой точке справа, является 





H( (х, ),u(х, ), (х, ), ( ), )













g( , (x, ))
d  – интеграл Римана – Стилтьеса 
по мере, порожденной функцией х (t) , t 0,T ; 




H( (х, t),u (x, t), (х, t), (t), )








Таким образом, наличие фазовых ограничений (3.1.44) в задаче А16 
вызывает появление в (3.1.49) слагаемого, которое является мерой. Вслед-
ствие этого сопряженные уравнения не являются исключительно диффе-
ренциальными, в связи с чем возникают сложные вопросы, связанные с 
нахождением условий, которые обеспечивали бы простоту структуры 
меры. Главными из них являются необходимые условия наличия скачков 
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и необходимые условия отсутствия составляющей меры. Изучению ука-
занных вопросов посвящены, в частности, работы [10, 79, 88].  
В [10] указано, что в реальных задачах во многих случаях сингуляр-
ная составляющая меры отсутствует и нельзя рассчитывать на то, что она 
является абсолютно непрерывной. Таким образом, проблема регуляриза-
ции фазовых ограничений в задачах оптимального управления динамиче-
скими системами является сегодня актуальной и открытой. Некоторые 
подходы к регуляризации задач оптимального управления с фазовыми 
ограничениями изучались в работах [118, 170]. Большинство подходов к 
аппроксимации оптимальных управлений в таких задачах привлекают 
идеи метода штрафа в различных модификациях и метода Лаврентьева. 
Приведем далее несколько возможных подходов к регуляризации фа-
зовых ограничений в задаче (3.1.46) – (3.1.48). Напомним, что эта задача 
решается почти для всех x . 
Первый из подходов является аналогом подхода, предложенного в 
[39]. 
Введем в рассмотрение отображение 1,1: W 0,T;R R , такое, 
что: 
1) В( t, (x, t) ) является непрерывной относительно топологии рав-
номерной сходимости в пространстве 1,1W 0,T ;R ; 
2) В( t, (x, t) )=0 для всех
 
t, (x, t) : g t, (x, t) 0 ; 
3) В( t, (x, t) ) 0 для всех
 
t, (x, t) : g t, (x, t) 0 . 
Под пространством 1,1W 0,T ;R  будем понимать банахово про-









Рассмотрим такую оптимизационную задачу: 
3I u, (x, t) =В( t, (x, t) ) inf ,   u, (x, t) K ,
 
(3.1.51)
 где 2K u(x, t), (x, t) : u L ( , 0,T ), g(t, (x, t)) 0, t 0,T . 
Учитывая непрерывность отображения B, компактность  множества K 
и привлекая теорему Вейерштрасса к задаче (3.1.51), можно сделать вы-
вод о существовании, по крайней мере, одного ее решения. Предположим: 
В*=
(u, ) K
inf 3I u, (x, t) . 










u(х, ) L ( 0,T )
Iˆ( (x),u(x, ), (x, )) inf  
при условиях (3.1.47), где  
T N 2
2 1 *
0 i i i 1
i 10
Iˆ( (x),u(x, ), (x, ))
(c(x, , t) a ) (x, t) (x) u (x, t) (t, (x, t)) dt .
 
Очевидно, что для решения задачи (3.1.51) функционал В( t, (x, t) ) 
должен обладать определенными свойствами, которые при сложных   
ограничениях на фазовые переменные и управление иногда сложно обес-
печить. 
Еще один подход к регуляризации фазовых и смешанных ограниче-
ний в задачах оптимизации динамических систем типа (3.1.46) – (3.1.48) 
основан на релаксации таких задач специально построенными задачами 
векторной оптимизации [15, 16]. Приведем здесь только схему примене-
ния такой релаксации при решении задачи (3.1.46) – (3.1.48), в которой 
условия (3.1.48) являются жесткими, то есть их нельзя нарушать. Предпо-
ложим, что множество К является компактным в пространстве 
С 0,T ;R . Для этого достаточно, чтобы оно удовлетворяло условиям 
теоремы Арцела [42]. Разобьем множество допустимых пар в задаче 
(3.1.46) – (3.1.48) на такие множества:  
2 1,1




K u(x, t), (x, t) L ( , 0,T ) W (0,T;R) :
f ( ,u, t)), t 0,T , (x,0) (x) .
 
Рассмотрим следующую оптимизационную задачу: 
2K 1x







0 C( 0,T ;R)
I (u, (x, t)) (x, t) (x) f ( (x, ),u(x, ), )d . 
При определенных допущениях относительно правой части диффе-
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ренциального уравнения (3.1.47) функционал 
2K
I (u(x, ), (x, ))  является 
непрерывным относительно топологии в пространстве 
2 1,1L ( , 0,T ) W (0,T;R) . Тогда по теореме Вейерштрасса задача (3.1.52) 




u(x, ), (x, ) K
( (x, )) inf I (u(x, ), (x, )) . 
 
Вместо задачи (3.1.46) – (3.1.48) можно решать следующую задачу: 
 
(*)
1xIˆ (u(x, ), (x, )) inf , u(x, ), (x, ) K ,
 
(3.1.53)
 где  
N
2
0 i i i 1
i 1





0 C( 0,T ;R)
(x, t) (x) f ( (x, ),u(x, ), )d ( (x, )) .  
Пометка (*) в (3.1.53) означает, что в задаче необходимо найти мно-
жество всех ( , )-эффективных решений [152]. Здесь – выпуклый 
замкнутый заостренный конус в рассматриваемом линейном банаховом 
пространстве, а  – слабая топология в пространстве 1L (0,T) . Далее для 
решения задачи (3.1.53) может быть применен, например, метод нелиней-
ной скаляризации Пасколетти – Серафини, который позволяет свести 
поиск ( , )-эффективных решений задачи векторной оптимизации к 
решению квадратичных задач минимизации. 
Задачи оптимального управления с фазовыми ограничениями типа 
(3.1.48) всегда считались сложными. Существенным фактором при реше-
нии таких задач является инерционность управляемой системы. При 
большой инерционности оптимальные траектории содержат на времен-
ном промежутке участки «предыдущего подхода» к ограничению (так 
называемую «сингулярную меру» при касании), на которых сходимость 
того или иного метода становится плохой. В терминах аппроксимирую-
щей задачи математического программирования фазовое ограничение 
после поточечной дискретизации превращается в набор ограничений 
большой размерности. Многие аппроксимации задач с фазовыми ограни-
чениями могут быть проинтерпретированы как переопределенные задачи 
оптимизации, так как число ограничений в них значительно превышает 






количество переменных. Кроме того, фазовые ограничения могут быть 
причиной большого количества «паразитических» локальных экстрему-
мов, возникающих во вспомогательных экстремальных задачах. 
Для решения задачи оптимального управления (3.1.45) – (3.1.48) бу-
дем применять комбинацию методов штрафных функций,  оптимального 
разбиения множеств и недифференцируемой оптимизации с привлечени-
ем модифицированного функционала Лагранжа [28]. 




( (х),u(х, ), (х, )) V
I ( (х),u(х, ), (х, )) min ,
 
(3.1.54)
 где  
x
x
( (x),u(x, t), (x, t)) : ( (x),u(x, t), (x, t)) V ;
V




V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) f ( (x, t),u(x, t), t), t 0,T , (x,0) (x) .
 
Напомним, что задача (3.1.54) решается почти для всех x . 
Реализуем редукцию задачи (3.1.54) к максиминной задаче, составив 




M( (х),u(x, ), (x, ), ( )) I ( (х),u(х, ), (х, )) (g(t, (x, t)), (t))dt,  
где ( )  – действительная функция, так называемый множитель Лагранжа 
(двойственная переменная), зависящая от времени. Функция 
(g(t, (x, t)), (t))
 
должна быть задана при следующих условиях: 
А1. Уравнение  
(g(t, (x, t)), (t)) 0
 
(3.1.55)
 можно удовлетворить тогда и только тогда, когда 
g(t, (x, t)) 0,  gv (g(t, (x, t)), (t)), v 0 ,
 
(3.1.56)
 g(t, (x, t)) v 0 .
 
(3.1.57)
 Уравнение (3.1.55) вместе с условием 
gv (g(t, (x, t)), (t))
 
(3.1.58)
 однозначно определяют ( )
 
при произвольных заданных g(t, (x, t)), v
 
 
значениях, которые удовлетворяют условиям (3.1.56), (3.1.57). 
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выполняются условия (3.1.56), (3.1.57), и произвольных 
x( (x),u(x, t), (x, t)) V  
имеет место неравенство 
* * *(g(t, (x, t)), (t)) (g(t, (x, t)), (t)) .
 
(3.1.59)
 Задачу (3.1.54) заменим задачей нахождения безусловного максимина 
функции M(u(x, ), (x, ), ( )) : 
2
х( (х),u(х, ), (х, )) V( ) L ( 0,T )
M( (х),u(x, ), (x, ), ( )) max min .
 
(3.1.60)
 Справедлива  
Теорема 3.5. Пусть функционал M( (х),u(x, ), (x, ), ( ))  непрерыв-
но дифференцируем по своим аргументам, функция (g(t, (x, t)), (t))
 
удовлетворяет условиям А1 и А2, а вектор 
q* ( *(х),u *(x, ), *(x, ), *( ))
 
– точка строгого локального максими-
на в (3.1.60). Тогда в задаче (3.1.54): 
1) точка ( *(х),u *(x, ), *(x, ))  является локальным решением; 
2) функция gv*(t) (g(t, *(x, t)), *(t)), t 0,T , такова, что 
z* ( *(х),u *(x, ), *(x, ),v*( ))  является точкой Куна – Таккера функ-
ционала M( (х),u(x, ), (x, ), ( )) . 
Доказательство теоремы аналогично теореме 4.5.1 [28], сформулиро-
ванной для задачи конечномерной условной оптимизации. 
Использование модифицированных функционалов Лагранжа позволя-
ет редуцировать исходную задачу условной оптимизации с точечными 
фазовыми ограничениями к такой максиминной задаче, в которой для 
всякой точки локального максимина q* ( *(х),u *(x, ), *(x, ), *( ))  
гарантировалось бы, что соответствующая z* ( *(х),u *(x, ), *(x, ),v*( ))
 
является точкой Куна – Таккера для исходной задачи. 
Простейшей функцией, удовлетворяющей условиям А1 и А2, являет-
ся следующая функция [28] 
2 21(g(t, (x, t)), (t)) max (0, (t) g(t, (x, t))) (t)
2
. 
Далее приведем описание метода решения задачи (3.1.46) – (3.1.48) на 
основе модифицированного функционала Лагранжа, записанного сле-
дующим образом: 













L( (х),u(x, ), (x, ), ( ),s)
(c(x, , t) a ) (x, t) (x) u (x, t) dt
1
max 0, (t) sg(t, (x, t)) (t) dt,
2s
 
где ( )  – множитель Лагранжа (двойственная переменная), который за-
висит от времени, s  – коэффициент штрафа. 
Замечание 1. Если в задаче (3.1.46) – (3.1.48) есть несколько условий 
на фазовые переменные, то есть в (3.1.48) функция 
1 2 mg t, (x, t) g t, (x, t) ,g t, (x, t) ,...,g t, (x, t) , то модифициро-
ванный функционал Лагранжа запишется следующим образом: 
T N
2




j j j j
j 1 j0
L( (х),u(x, ), (x, ), ( ),s)
(c(x, , t) a ) (x, t) (x) u (x, t) dt
1
max 0, (t) s g (t, (x, t)) (t) dt,
2s
 
1 2 m( ) ( ), ( ),..., ( )  – вектор-функция множителей Лагранжа 
(двойственных переменных), которая зависит от времени; js , j 1,m ,  – 
коэффициенты штрафа. 
Опишем метод последовательной безусловной оптимизации, в кото-
ром формула для перерасчета двойственной переменной записывается 
следующим образом: 
(k 1) (k) (k)(t) (t) s max(0,g(t, (x, t)) , k 0,1,2,..., t 0,T . 
Заметим, что коэффициент s  в функционале L( (х),u(x, ), (x, ), ( ),s)  
но-
сит для метода иной смысл, чем в методе внешнего штрафа, являясь не 
столько основным средством достижения точности решения, сколько 
коэффициентом регуляризации, обеспечивающим квазимонотонность 
процесса сходимости по двойственной переменной. Вычислительная 
практика показывает, что для достижения решения исходной задачи не 
требует следования s . Достаточно достичь некоторого порогового 
его значения, после чего уточнение решения осуществляется за счет вы-
числений двойственных переменных. 
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Приведем схему метода последовательной оптимизации в задаче 
(3.1.60), аналогичную [25]. 
1.  Задаем параметры алгоритма: 
 – коэффициент допустимого изменения функции ( ) ; 
s 1  – коэффициент увеличения штрафа; 
 – коэффициент допустимого изменения фазового ограничения. 
2.  Задаем начальное приближение прямых и двойственных перемен-
ных: 
(0) (0) (0)u (x, t), (t), t 0,T ; s . 
Решаем задачу Коши (3.1.47) при (0)u u (x, t), t 0,T  и находим 
фазовую переменную (0) (0) (x, t), t 0,T . 
Вычисляем компоненты вектора 
(0) (0)(0)










1, если (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt ;
0 в остальных случаяx.                   
 
Пусть вычислены k приближений: (k) (k)u (x, t), (t), t 0,T ;  (k)s ; 
(k)(x, t), t 0,T ; (k) (x) . Опишем (k+1)-й шаг метода. 
3.  Решаем задачу минимизации функции L( (х),u(x, ), (x, ), ( ),s)  по 
переменной u(x, t)  при фиксированных параметрах (k) (t), t 0,T ;  (k)s , 
и начальном приближении (k)u (x, t), t 0,T , например, с помощью гра-
диентного метода (расчетная формула градиентного метода, а также фор-
мула для вычисления производной Фреше функционала 
L( (х),u(x, ), (x, ), ( ),s)  по переменной u(x, t)  приведены ниже). 
 При этом на каждом шаге градиентного метода решается задача Ко-
ши (3.1.47) и вычисляются компоненты вектора 1 N(x) ( (x),..., (x))  по 
формуле: 













1, если (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt ;
0, в остальных случаяx.
 
при соответствующих найденных значениях функции (x, t), t 0,T . 
Таким образом, находим  (k 1)u (x, t), t 0,T , 
(k 1) (k 1)(k 1)
1 N(x) ( (x),..., (x)) ,
(k 1) (x, t), t 0,T ,  
4.  Вычисляем новое приближение двойственной переменной: 
(k 1) (k) (k) (k 1)(t) (t) s max(0,g(t, (x, t)) , t 0,T . 
5.  Определяем относительное изменение двойственной переменной: 
(k 1) (k)





 Если max , то увеличиваем коэффициент штрафа: 
(k 1) (k)
ss s . 
Если max , коэффициент штрафа оставляем прежним. Таким 
образом, штрафной коэффициент увеличивается только тогда, когда не 
удается существенно уменьшить значение функции правой части ограни-
чения (3.1.48),: 
(k) (k 1) (k)
s(k 1)
(k) (k 1) (k)
s , max(0,g(t, (x, t)) max(0,g(t, (x, t))
s
s , max(0,g(t, (x, t)) max(0,g(t, (x, t))
 
6.  Проверяем выполнение критерия окончания итерационного про-
цесса, в качестве которого может выступать одно из неравенств: 
2
(k 1) (k)
L ( 0,T )
(k 1) (k)
2 2
u (x, ) u (x, ) ,
I ) I ,
 
где (k) (k) (k) (k)2 2I I (u (x, ), (x, ), (x)) . 
Если хотя бы одно из указанных условий выполняется, то заканчива-
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ем вычислительный процесс. В качестве приближения оптимального ре-
шения задачи выбираем набор (l) (l) (l)( (x),u (x, ), (x, )) , где l – номер 
итерации, на которой выполняется критерий окончания. В случае его не-
выполнения осуществляется переход на шаг 3. 
Замечание 2. Как нетрудно заметить, на первом этапе алгоритма опи-
санного метода последовательной оптимизации корректируются как 
двойственная переменная, так и коэффициент штрафа, при этом увеличи-
ваются штрафные коэффициенты только тогда, когда наиболее «трудно» 
удовлетворить фазовые ограничения. На втором этапе коэффициент 
штрафа остается неизменным, а корректировке подлежит только двойст-
венная переменная. 
Далее построим производную Фреше функционала
 
L(u(x, ), (x, ), ( ),s)  по переменной
 
u(x, t)  и приведем итерационную 
формулу градиентного метода, по которой в методе последовательной 
оптимизации вычисляются приближения управляющей функции в задаче 
(3.1.60). 
Пусть для каждого x  тройка x
ˆ ˆˆ( (x),u(x, t), (x, t)) V  – является 
произвольным допустимым процессом в задаче (3.1.60). Дадим прираще-
ние 2u(x, ) L ( 0,T )  функции uˆ(x, ) . Соответствующее приращение 
фазовой переменной должно удовлетворять следующей задаче Коши: 
ˆ ˆˆ ˆf ( (x, t),u(x, t), t) f ( (x, t),u(x, t), t)
(x, t) u o( u , ),
u
t 0,T , (x,0) 0,
 
где величина o( u , )  – бесконечно малая, такая, что 
u 0




Вариация функционала L(u(x, ), (x, ), ( ),s)  по переменной
 




0 i i i 1
i 10
ˆ ˆˆ ˆL L(u(x, ) u(x, ), (x, ) (x, ), ( ),s) L(u(x, ), (x, ), ( ),s)
ˆ ˆ(c(x, , t) a ) (x, t) (x) 2u(x, t) u(x, t) u (x, t) dt
ˆg(t, (x, t))
ˆmax(0, (t) sg(t, (x, t)) (x, t)
T
0
dt o( u , ),
 







2L ( 0,T )
ˆ ˆˆ ˆf ( (x, t),u(x, t), t) f ( (x, t),u(x, t), t)





ˆ ˆˆ ˆf ( (x, t),u(x, t), t) f ( (x, t),u(x, t), t)









ˆ ˆf ( (x, t),u(x, t), t)
(t) (x, t) (t) (t) dt
ˆ ˆf ( (x, t),u(x, t), t)




ˆ ˆˆ ˆf ( (x, t),u(x, t), t) f ( (x, t),u(x, t), t)
(t) (t) dt (t) udt.
u
 
Пусть функция (t)  удовлетворяет следующей задаче: 
N
0 i i i
i 1
ˆ ˆf ( (x, t),u(x, t), t)
(t) (t)
ˆ(c(x, , t) a ) (x)
ˆg(t, (x, t))





Тогда приращение функционала L(u(x, ), (x, ), ( ),s)  по переменной
 




ˆ ˆf ( (x, t),u(x, t), t)
ˆL 2 u(x, t) (t) u(x, t)dt
u
. 
В соответствии с определением производной Фреше можно записать 
следующую формулу для вычисления производной функционала 
L(u(x, ), (x, ), ( ),s)  по переменной u(x, t) : 
1
ˆ ˆL(x, ) f ( (x, t),u(x, t), t)
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ˆˆL( (x),u(x, ), (x, ), ( ),s)
u
 соответству-
ет производной Фреше функционала в точке x
ˆ ˆˆ( (x),u(x, t), (x, t)) V  при 
произвольных допустимых фиксированных параметрах ( ),s . 
Следовательно, для осуществления k-го шага метода последователь-
ной оптимизации, описанного выше, нужно построить итерационный 
процесс: 
(q 1) (q)
(q) (q) (q) (k)
k
q
u (x, t) u (x, t)







при этом для вычисления производной 
L(x, )
u
 необходимо решить спра-
ва налево задачу Коши (3.1.61). Параметр метода q >0 можно выбирать 
одним из известных способов, например, априорно q
1
q A
, А>0 – 
произвольное число. 
Критерием окончания итерационного процесса поиска управления 
(k 1)u (x, t), t 0,T  может служить какое-либо из следующих неравенств: 
2
(q 1) (q)
L ( 0,T )
(q 1) (q 1) (q 1) (k) (k) (q) (q) (q) (k) (k)
u (x, ) u (x, ) ,
L( ,u , , ,s ) L( ,u , , ,s ) .
 
Таким образом, с учетом вышеизложенного материала сформулируем 
численный алгоритм решения задачи (3.1.45). 
Алгоритм 
1.  Область [0,1] [0,1]  покрываем квадратной сеткой n n        с 
шагом h . Пусть 1 2 1 2
ˆ (x ,x ) : x ih,x jh, i, j 1,n  – множество уз-
лов пространственной сетки. Задаем: значение функции начальных усло-
вий 0(x,0) (x)  в узлах сетки 
ˆx ; параметры алгоритма , s 1 , 
. покрываем отрезок [0,T]  сеткой с шагом th , обозначаем через 
t TTˆ t : t lh , l 1,n  множество узлов сетки по временной переменной. 






2.   Для каждого узла ˆx  решаем задачу (3.1.46) – (3.1.48): 
2.1. Задаем начальное приближение прямых и двойственных перемен-
ных: (0) (0) (0)ˆu (x, t), (t), t T; s . 
2.2. Решаем задачу Коши (3.1.47) при (0) ˆu u (x, t), t T  и находим 
фазовую переменную (0) (0) ˆ(x, t), t T . 
2.3. Вычисляем компоненты вектора 
(0) (0)(0)










1, если (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt ;
0, в остальных случаяx.
 
2.4. Проинициализируем параметр k : k : 0 . Пусть вычислены k 
приближений: (k) (k) (k)ˆu (x, t), (t), t T; s . 
2.5. (k+1)-й шаг.  
2.5.1. Фиксируем параметры (k) (t),  (k)s . Инициализируем 
q : q : k . 
2.5.2. Решаем задачу Коши (3.1.47) при (q) ˆu u (x, t), t T  и нахо-
дим фазовую переменную (q) (q) ˆ(x, t), t T . 
2.5.3. Вычисляем компоненты вектора 
(q) (q)(q)










1,если (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt ;
0 в остальных случаяx.
 
2.5.4. Решаем задачу (3.1.61) при фиксированных параметрах 
(k) (t),  
(k)s , (q)u u (x, t),  (q) ˆ(x, t), t T , (q) (x)  и находим 
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(q) ˆ(t) (t), t T .  
2.5.5. Вычисляем производную Фреше функционала 
L( (x),u(x, ), (x, ), ( ),s)  по переменной u(x, t)  в точке 




L (x, ) f ( (x, t),u (x, t), t) ˆ2 u (x, t) (t), t T.
u u
 
Вычисляем следующее приближение управляющей переменной по 
формуле: 
(q) (q) (k)
(q 1) (q) k
q
L(u (x, ), (x, ), ( ),s )
u (x, t) u (x, t)
u
, 
где параметр q >0 выбирается с помощью одного из способов, исполь-




 С – 
некоторая положительная константа. 
2.5.6. Проверяем выполнение условий: 
2
(q 1) (q)
L ( 0,T )
(q 1) (q)
u (x, ) u (x, ) ,
L L ,  
(3.1.63)
 
где (q) (q) (q) (q) (k) kL L (u (x, ), (x, ), ( ),s ) . Если хотя бы одно из условий 
(3.1.63) выполняется, то полагаем: (k 1) (m) (x),  (k 1) (m)u u (x, t),  
(k 1) (m) ˆ(x, t), t T , где m – номер итерации, на которой выполняет-
ся (3.1.63), и осуществляем переход на шаг 2.1.6. В противном случае – 
q : q 1  и переход на шаг 2.5.2. 
2.6.  Вычисляем новое приближение двойственной переменной: 
(k 1) (k) (k) (k 1)(t) (t) s max(0,g(t, (x, t)) , t 0,T . 
2.7.  Определяем относительное  изменение  двойственной  перемен-
ной: 
(k 1) (k)





Если max , то   
(k 1) (k)
ss s .  






Если max , то  
(k) (k 1) (k)
s(k 1)
(k) (k 1) (k)
s , max(0,g(t, (x, t)) max(0,g(t, (x, t))
s
s , max(0,g(t, (x, t)) max(0,g(t, (x, t)).
 




L ( 0,T )
(k 1) (k)
2 2
u (x, ) u (x, ) ,
I I ,  
(3.1.64)
 
где (k) (k) (k) (k) (k)2 2I I ( (x),u (x, ), (x, )).  Если хотя бы одно из условий 
(3.1.64)  выполняется, то переходим на шаг 3.  В случае невыполнения 
этих критериев – меняем k : k 1  и осуществляем переход на шаг 2.5. 
3.  В качестве приближения оптимального решения задачи выбираем 
набор (l) (l) (l)( (x),u (x, ), (x, )) , где l –  номер итерации, на которой вы-
полняется хотя бы один из критериев (3.1.64). 
4.  Вычисляем приближенное оптимальное значение целевого функ-
ционала (3.1.45) при (l)(x, t) (x, t) , (l)u(x, t) u (x, t) , (l)(x) (x) , 
ˆx , ˆt T . 
Конец работы алгоритма. 
3.1.6. Обобщение задачи на случай наличия  
интегральных ограничений на фазовую переменную 
На практике часто встречаются задачи, в которых накладываются ус-
ловия на состояния управляемой системы. Так, например, при описании 
экономических ситуаций необходимо учитывать ограничения на объем 
выпускаемой продукции, спрос, производственные мощности и т. д. При 
исследовании экологических и социальных систем должны быть учтены 
ограничения на емкость среды. Поэтому рассмотрим более интересный 
вариант динамической задачи оптимального разбиения множества, в ко-
торой накладываются совместные ограничения на разбиение и фазовую 
переменную [56]. 
Под динамической задачей оптимального разбиения множества 
nE  с интегральными ограничениями будем понимать следующую 
задачу.  
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Задача А14  
( ,u( , ), ( , ))
J( ,u( , ), ( , )) min ,
 
(3.1.65)
 где функционал J( ,u( , ), ( , ))  записывается в виде (3.1.42), а допусти-






( ,u( , ), ( , )) : P ( ), u( , ) L ( 0,T );
(x, t) u(x, t), t 0,T , (x,0) (x); (x, t)dxdt b ;   i 1, N .
 
Оптимальным решением задачи (3.1.65) будем называть допустимую 
тройку * * *( ,u ( , ), ( , )) , которая доставляет минимальное значение 
функционалу J .  
При помощи характеристических функций подмножеств 1 N,...,  
функционал и интегральные ограничения задачи (3.1.65) перепишутся в 




0 i i i 1
i 10
I ( ( ),u( , ), ( , ))




(x, t) (x)dxdt b ;   i 1, N . 
И, таким образом, динамическая задача оптимального разбиения 
множеств с интегральными ограничениями (3.1.65) в терминах характери-
стических функций подмножеств имеет вид: 
0
1
( ( ),u( , ), ( , )) V
I ( ( ),u( , ), ( , )) min ,
 
(3.1.66)






V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) х ;
(x, t) (x)dxdt b ;   i 1, N .
 
Условия существования решения задачи (3.1.66) будут приведены 
ниже. 
Согласно теории непрерывных задач ОРМ, множество  погружает-






ся в симплекс 
 
N
1 1 N i i
i 1
(x) ( (x),..., (x)) : (x) 1; 0 (x) 1 x
 
и вместо (3.1.66) решается задача 
1
1
( ( ),u( , ), ( , )) V









V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) х ;
(x, t) (x)dxdt b ;   i 1, N .
 






h ( ),u( , ), ( , ) , I ( ( ),u( , ), ( , ))




определенный на V ,  где 
1 2
0
V ( (x),u(x, t), (x, t)) : (x) , u(x, t) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) х ;
 
N
iR :  0,  i 1,N .
 
Определение [22]. Пару * * * *( ),u ( , ), ( , ) ,  будем называть 
седловой точкой функционала Лагранжа h ( ),u( , ), ( , ) ,  на множе-
стве V ,  если для всех ( ),u( , ), ( , ) V,    выполняется соот-
ношение 
* * * * * * * *h ( ),u ( , ), ( , ) , h ( ),u ( , ), ( , ) , h ( ),u( , ), ( , ) , .  
Задача, двойственная к задаче (3.1.67), записывается следующим об-
разом: 
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( ),u( , ), ( , ) V





 Отметим, что задача (3.1.69) является конечномерной, в отличие от 
задачи (3.1.67), – бесконечномерной задачи выпуклого программирования 
в гильбертовом пространстве. 
По аналогии с [22] нетрудно показать, что для того, чтобы задачи 
(3.1.67) и (3.1.69) были связаны соотношением двойственности
 1
I , 
причем верхняя грань в двойственной задаче достигалась, необходимо и 
достаточно, чтобы функционал (3.1.69) имел седловую точку в смысле 
введенного определения. Таким образом, решение пары двойственных 
задач (3.1.67) и (3.1.69) эквивалентно нахождению седловой точки функ-
ционала Лагранжа h ( ),u( , ), ( , ) ,  на множестве V . 
Уточним вид функции ( ).  Пусть    – произвольный, но фикси-
рованный вектор. Рассмотрим задачу 
( ),u( , ), ( , ) V
h ( ),u( , ), ( , ) , min
 
(3.1.70)
 Справедлива  
Теорема 3.6. Для того, чтобы процесс * * *( ( ),u ( , ), ( , )) V  достав-
лял минимальное значение функционалу задачи (3.1.69) при произволь-
ном фиксированном ,  необходимо и достаточно, чтобы почти всюду 








( (c(x, , t) a ) ) (x, t) (x) u (x, t) dt





0 i i i i 1
i 10
L ( 0,T )







R :  0,  i 1, N, 1 , функция (x, t)  – решение 
задачи Коши (3.1.43), которое соответствует функции управления u(x, ) . 
Доказательство аналогично теореме 3.1. 
С целью более детального представления целевой функции задачи 
(3.1.69) для каждой точки x  будем решать задачу оптимального 
управления 










0 i i i i 1
(х)i 10
u(х, ) L ( 0,T )
P (x),u(x, )
( (c(x, , t) a ) ) (x, t) (x) u (x, t) dt min
 
при условии  
0(x, t) u(x, t) t 0,T , (x,0) (x) . 
Будем рассматривать эту задачу как задачу оптимального управления 
с вектором параметров (х) . Ее оптимальное решение для каждого фик-
сированного набора параметров (х) , полученное с помощью принципа 
максимума Понтрягина, имеет следующий вид: 
t N
*
0 i i i i
i 11 T
1








0 0 i i i i
i 11 0 T
1






Введем обозначения: i 0 i i iQ (x, t) (c(x, , t) a ) .  Подставив най-
денные выражения для функций *u (x, t)  і *(x, t)  в функционал 
P (x),u(x, ) , получим задачу условной минимизации функции N пе-
ременных: 
2(х)
Р ( (х)) min ,
   
(3.1.74) 




T t T N
j i i j




i 11 0 t
Р ( (х)) Q (x, t) (x) (x)dt
1
Q (x, t) Q (x, ) (x) (x)d d dt
2
1
Q (x, ) (x)d dt.
4
 
Очевидно, что целевая функция задачи (3.1.74) – квадратичная. Най-
дем аналитическое ее решение. 
Далее, для упрощения математических выкладок, опустим аргумент х 
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в функциях iQ (x, t) , 0(х)  
и компонентах вектора (х)  с учетом того, 
что задача (3.1.74) формулируется для каждого произвольного, но фикси-
рованного x .  
Исследуем свойства функции P . Выпишем ее градиент и матрицу 
Гессе. k-я компонента вектора градиента имеет вид: 
T t T T t TN N
k i i j k j
i 1 j 1k 1 0 0 0 0
T T T TN
i i k 0 k
i 11 0 t t 0
Р ( ) 1
Q (t) Q ( )d d dt Q (t) Q ( )d d dt
2
1





T t T T TN
i k i i k i k
i 11 0 0 t t
Q (t)dt
1
Q (t)Q ( ) Q (t)Q ( ) d d Q ( )d Q ( )d dt,
2
 
а элементы матрицы Гессе записываются следующим образом: 
2
k s
T t T T T
k s s k s k
1 0 0 t t
Р ( )
1
Q (t)Q ( ) Q (t)Q ( ) d d Q ( )d Q ( )d dt.
2
 





Q ( )d W (t) . 
Отметим, что sW (T) 0 . Тогда: 
2 T t t
k s s k s k
k s 1 0 0 0
Р ( ) 1
Q (t) W ( )d Q (t) W ( )d W (t) W (t) dt
2
. 
Применяя формулу интегрирования по частям для определенного ин-
теграла, приходим к равенству: 















u W ( )d ; du W ( )d dt W (t)
dt
Q (t) W ( )d dt




s k k k k s
0 00
T T T T
k s k s k s k s
0 0 0 0
W ( )d W (t) C W (t) C W (t)dt
C W ( )d W (t) W (t)dt C W ( )d W (t) W (t)dt
 








W (t) W (t)dt . 




k s 1 0
Р ( ) 1





Очевидно, что главный минор матрицы первого порядка отрицатель-













W (t)dt W (t)dt W (t) W (t)dt
4
1
W (t)dt W (t)dt .
16
 
Кроме того, легко привести примеры такого задания функций 
ic(x, , t) , при котором минор второго порядка будет отрицательным. 
Таким образом, в общем случае ничего определенного о выпуклости или 
вогнутости функции P ( )  сказать нельзя. И для решения задачи (3.1.67) 
приходится ограничиваться лишь необходимыми условиями оптимально-
сти, или, возможно, применять другой подход к учету интегральных огра-
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ничений на фазовую переменную (x, t) .  
В частном случае, когда i ic(x, , t) c(x, )f (t) , где 2f (t) L 0,T  – 
одна и та же функция для всех i 1, N , выражение для компонент матри-




k s 1 t
Р ( ) 1
c c f ( )d .
6
 






Р ( ) T
Q 0
6
, а остальные главные миноры равны 
нулю. Таким образом, в соответствии с критерием Сильвестра, матрица 
Гессе является отрицательно определенной. Следовательно, функция 
P  является выпуклой вверх и достигает  своего минимального значе-
ния в крайних точках множества 2 . Крайние точки множества 2  яв-
ляются значениями характеристических функций подмножеств 
i , i 1, N , образующих разбиение множества . Поэтому в случае, ко-
гда i ic(x, , t) c(x, )f (t) ,  задача (3.1.66) эквивалентна задаче (3.1.67).  
Тем самым теоретически обоснованы переход от задачи бесконечномер-
ного программирования с булевыми переменными к задаче бесконечно-
мерного программирования на симплексе и возможность применения к 
последней теории двойственности. 
Далее будем рассматривать задачу (3.1.66) и эквивалентную ей задачу 
(3.1.67), в которых i ic(x, , t) c(x, )f (t) , i 1, N . 
Учитывая тот факт, что P  достигает своего минимального значе-
ния в крайних точках симплекса 2 , а для этих точек выполняются ра-
венства: 2i i , i j 0 при i j, i, j 1,N , то можно упростить выра-
жение функционала P , после чего – найти решение задачи (3.1.74) в 





Р ( (х)) Q (x, t) (x) (x)dt  






T t T N
j j i i j
i 11 0 0
1






i 11 0 t
1
Q (x, ) (x)d dt
4
 
T T t TN
j 0 j j






Q (x, t) (x)dt Q (x, t)Q (x, )d d dt
2
1
Q (x, )d dt (x).
4
 
Аналитическое решение задачи (3.1.74) при фиксированном парамет-
ре  запишется так: 
i i k k
* k 1,N
i
1, если B (х; ) min B (х; ),
(x)
0 в остальных случаях, i 1, N,  
(3.1.76)
 
где величина i iB (x; )  определяется следующим образом: 
i iB (x; ) =
T T t T
j 0 j j
10 0 0
1








Q (x, )d dt
4
. 




G x, t Q x, d   и применить формулу 
интегрирования по частям во втором и третьем слагаемых, то выражение 
для i iB (x; )  преобразуется так:  
T
j j j 0
0
B (х; ) Q x, t (x)dt  
T t T
2 2
j j j j
1 0 0 0
                                                                                                        (3.1.77)
1
T G x,T 2 Q x, t G x, d dt G x, t dt .
4
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Учитывая  полученное аналитическое решение задачи (3.1.74), целе-
вую функцию двойственной задачи (3.1.69) записываем следующим обра-
зом: 
N
j j j j
j 1,N j 1




Принимая во внимание вышеизложенное, можно сделать вывод о 
справедливости следующего утверждения.  
Утверждение 3.1. Пусть в функционале (3.1.42) функции 
i ic(x, , t) c(x, )f (t) , i 1, N , где ic(x, )  – действительные, ограничен-
ные, определенные на  функции, измеримые по переменной x  при 
произвольном фиксированном векторе параметров 
1 n
i i i( ,..., ) , i 1, N ; 2f (t) L 0,T . Для того чтобы допустимое 
разбиение * *1 N* ,...,  было оптимальным для задачи А14, необхо-







j j j j
1 0 0 0
Q x, t (x)dt
1








k k k k
1 0 0 0
Q x, t (x)dt
1
T G x,T 2 Q x, t G x, d dt G x, t dt
4
 
j k,  почти всюду для *jx ,   j,k 1, N . 
Утверждение 3.2. Пусть в функционале (3.1.42) функции 
i ic(x, , t) c(x, )f (t) , i 1, N , где ic(x, )  – действительные, ограничен-
ные, определенные на  функции, измеримые по переменной x  при 
произвольном фиксированном векторе параметров 
1 n
i i i( ,..., ) , i 1, N ; 2f (t) L 0,T . Тогда седловая точка 
* * * *( ),u ( , ), ( , ) ,  функционала Лагранжа (3.1.68) на множестве 






V  определяется для i 1,2,..., N  и почти всех x  следующим обра-
зом: 
* *
i i k k* k 1,N
i
1, если B (х; ) min B (х; ),
(x)





0 i i i i
i 11 T
1








0 0 i i i i
i 11 0 T
1










j j j j j j j j
1 0 0 0
B (х; ) Q x, t; (x)dt
1
T G x,T; 2 Q x, t; G x, ; d dt G x, t; dt ,
4
i i 0 i i iQ (x, t; ) (c(x, , t) a ) ,
t
*
j j j j
0
G x, t; Q x, ; d , 
а в качестве 1 N,...,  выбирается оптимальное решение двойственной 
задачи (3.1.69), приведенной к виду (3.1.78). 
Для решения задачи максимизации негладкой вогнутой функции 
(3.1.78) на множестве  применяется метод обобщенного градиентно-
го подъема с растяжением пространства в направлении разности двух 
последовательных градиентов – r-алгоритм Шора [109,111]. При этом от 
задачи (3.1.78) осуществляется переход к задаче безусловной максимиза-
ции посредством введения в целевую функцию негладкой штрафной 









где S  – достаточно большое положительное число (значительно больше 
максимального из множителей Лагранжа). 
Утверждение 3.3. Если вектор правых частей интегральных ограни-
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c(x) min min c(x, , t) a , x , то множество допустимых 
решений задачи (3.1.65) не пусто. 









и оценим левую часть этого соотношения с учетом (3.1.81) и того, что 
 : 
T T t N
0 0 i i i i
i 110 0 0 T
1
(x, t)dxdt (x) c(x, , ) a (x)d d dxdt
2
 
T t T N
0 0 i i i i
i 11 0 0
1
T (x)dx c(x, , ) a (x)d d dxdt
2
 
T t T N
0 0 i i i
i 11 0 0
1
T (x)dx c(x, , ) a (x)d d dxdt
2
 
T t T N
0
0 i i i
0,Ti 11 0 0





0 i i i
0,Ti 11
T








T (x)dx c(x) (x)dx T (x) c(x) dx
2 3 6
(3.1.85) 
Сравнивая выражения (3.1.84) и (3.1.85), приходим к выводу, что в 
случае выполнения для вектора 1 2 Nb (b ,b ,...,b )  условия (3.1.83) всегда 
найдется разбиение 1 2 N, ,...,  множества  из класса 
N , 
удовлетворяющее интегральным условиям. В этом случае множество 











и не то что оптимального, но и одного допустимого решения задача 
(3.1.65) не будет иметь. 
Теперь рассмотрим общий случай задачи, когда на функции
 i
c(x, , t)  
не накладываются какие-либо условия. 
 В отличие от вышеизложенного подхода, сначала решим задачу 
(3.1.70) по
 
( ) , учитывая линейность функционала по этой переменной, а 
также структуру множества 2 , на котором она задается. 
Таким образом, согласно теореме 3.6, задача (3.1.70) сводится к сово-
купности следующих задач: почти всюду для x  
x(x),u(x, ), (x, ) V







0 i i i i 1
i 10
P (x),u(x, ), (x, )




а xV  – сечение множества V  при фиксированом x  . 
 Очевидно, что функция P (x),u(x, ), (x, )  достигает своего ми-
нимального значения по переменной (x) , при фиксированных осталь-
ных параметрах, в точке *(x) , компоненты которой вычисляются по 
формуле: 
T




0 k k k
k 1,N 0
1,   если   (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt 




Подставив выражение (3.1.88) в функционал P (x),u(x, ), (x, ) , полу-
чим следующую задачу оптимального управления: 
x
2u(x, ), (x, ) V










0 k k k 1
k 1,N 0 0
Pˆ u(x, ), (x, )





V (u(x, t), (x, t)) : u(x, t) L 0,T ,
(x, t) u(x, t) t 0,T , (x,0) (x) , x .
 
Обозначим через i(x)  индекс, на котором для соответствующей точки 
x  достигается минимум первого слагаемого в функционале задачи 
(3.1.89): 
T
0 i(x) i(x) i(x)
0
T
0 k k k
k 1,N 0
i(x) : (c(x, , t) a ) (x, t)dt
min (c(x, , t) a ) (x, t)dt.
 
При помощи принципа максимума Понтрягина для задачи (3.1.89) по-
лучим оптимальное решение: 
t
*
0 i(x) i(x) i(x)
1 T
1








0 0 i(x) i(x) i(x)
1 0 T
1






Далее будем использовать такое обозначение: 
i i 0 i i iQ (t; ) (c(x, , t) a ) . 
С учетом вышеизложенного, седловая точка * * * *(( ( ),u ( , ), ( , )), )  
функционала Лагранжа (3.1.68) на множестве  V  определяется для 
i 1,2,..., N  и почти всех x  следующим образом: 
T
* *




0 k k k
k 1,N 0
1,   если   (c(x, , t) a ) (x, t)dt
(x)
min (c(x, , t) a ) (x, t)dt 













0 i(x) i(x) i(x)
1 T
1








0 0 i(x) i(x) i(x)
1 0 T
1









0 i(x) i(x) i(x)
0
i(x) : (c(x, , t) a ) (x, t)dt  
T
* *
0 k k k)
k 1,N 0




или (что то же) 
i
*i(x) : (x) 1,
 
(3.1.96)
 а в качестве 1 N,...,  выбирается оптимальное решение двойственной 
задачи (3.1.69), приведенной к виду: 
T t
i(x) i(x) 0 i(x) i(x)
10 0 T
1





i(x) i(x) j j
j 11 0 T
1




Следует отметить, что, сочетая выражения (3.1.29) и (3.1.96), можно 
прийти к выводу, что формула (3.1.92), которая определяет оптимальное 
разбиение в задаче (3.1.66), фактически является операторным уравнени-
ем. Этот факт соответствующим образом отражается при разработке при-
ближенного алгоритма решения задачи А14 (или эквивалентной задачи 
В14). 
Для решения задачи максимизации негладкой вогнутой функции 
(3.1.97) на множестве  можно также применить r-алгоритм Шора, 
переходя к задаче безусловной максимизации посредством введения в 





ˆ( ) ( ) S max(0,( )) max,
  
(3.1.98) 
где S  – достаточно большое положительное число. 
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Алгоритмы решения динамической задачи ОРМ с интегральными 
ограничениями 
 
Алгоритм 1 (основан на утверждении 3.2) 
1. Множество  покрываем прямоугольной сеткой и задаем началь-
ное приближение двойственных переменных (0)i ,  i 1, N . Пусть 
ˆ  – 
множество узлов x  пространственной сетки. Задаем: значение функции 
начальных условий 0(x,0) (x)  в узлах 
ˆx . Покрываем отрезок 
[0,T]  сеткою с шагом th , обозначим через t TTˆ t : t lh , l 1,n  множест-
во узлов сетки по временной переменной. 
2. Для каждого узла ˆx : 
2.1. Вычисляем (0)i (x),  i 1,N  по формулам (3.1.76), (3.1.77) при 
(0)
i i ,  i 1, N.    
2.2. Вычисляем управляющую функцию (0)u (x, t)  и фазовую траек-
торию (0) (x, t)  по формулам (3.1.72) и (3.1.73) соответственно 
при (0) (x) .   
3. Вычисляем компоненты ig , i 1, N
 
обобщенного градиента 
функции ( )  в точке (0) (0)N1( ,..., )  при 
(0)(0)
i i(x) (x),  ,  
i 1, N ; (0)u (x, t) ; (0) (x, t) . 
4. Выбираем начальный шаг 0h 0  
 r-алгоритма, находим: 
(1) (0) (0)
0h g ( )  
и осуществляем переход на второй шаг. 
Пусть в результате вычислений после k, k = 1,2,... шагов алгоритма 
получены определенные значения (k) (k 1),  (x) , (k 1)u (x, ) , (k 1) (x, ) . 
 (k+1)-й шаг: 
5. Для каждого узла ˆx :  
5.1. Вычисляем значения (k) (x)  по формулам (3.1.76), (3.1.77) при 
(k) ;  вычисляем управляющую функцию (k)u (x, )
 
и фазо-
вую траекторию (k) (x, )  по формулам (3.1.72) и (3.1.73) соот-






ветственно при (k) (x) . 
5.2. Вычисляем приближенно компоненты вектора обобщенного 
градиента (k)Pg ( )  при 
(k)(k)
i i( ) (x),  ,   i 1,N , 
(k)u (x, ) , (k) (x, ) . 
6. Осуществляем (k +1)-й шаг r-алгоритма для максимизации функции 
( ),  краткая схема которого записывается так: 
(k 1) (k) (k)
k k 1h B g ( ),  
где k 1B  – оператор отображения преобразованного пространства  в ос-
новное пространство NE , пересчет которого производится по следующим 





B B R , r g ( ) g ( ),
r  
R  – оператор растяжения пространства в направлении  с коэффи-
циентом растяжения ,  матричная форма которого имеет вид: 
Т
NR I ( 1) ;    
Т
(k)
k 1g B g ( ) ; 
kh  – шаговый множитель, выбор которого осуществляется из условия 
оптимума функции по рассматриваемому направлению. 
7. Проверяем условия 
(k 1)g ( )  или (k) (k 1) .
 
(3.1.99)
 Если ни одно из условий не выполняется, то осуществляем переход на 
(k +2)-й шаг, иначе – на шаг 8. 
8. Полагаем, 
(l)* (l) *
i i(x) (x),  ,   i 1, N , 
* (l)u (x, ) u (x, ) ,  
* (l)(x, ) (x, ) ,  где l  – номер итерации, на которой выполняется хотя 
бы одно из условий (3.1.99) окончания итерационного процесса.  
9. Вычисляем оптимальное значение целевого функционала 
* * *
1I ( ( ),u ( , ), ( , ))
 
и, для контроля правильности результата, значение 
функции (3.1.78) при * * * *, ( ), u ( , ), ( , ) . 
Алгоритм 1 описан.  
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Алгоритм 2 (основан на формулах (3.1.92) – (3.1.97)) 
1. Множество  покрываем прямоугольной сеткой, ˆ  – множество 
узлов x  пространственной сетки. Задаем начальное приближение двойст-
венных переменных (0)
i ,  i 1, N ; значение функции начальных условий 
0(x,0) (x)  в узлах 
ˆx .  Покрываем отрезок [0,T]  сеткою с шагом 
th , обозначим через t TTˆ t : t lh , l 1,n  множество узлов сетки по 
временной переменной.  
2. Для каждого узла ˆx : 
2.1. Для каждого индекса  i 1, N  вычисляем значение функции 
i(x, t; )  
по формуле (3.1.91) при (0)i i ,  i 1, N.  Вычисляем 
с помощью любой квадратурной формулы интегралы:  
T
i 0 i i i i
0





1, A min A
(x)





i(x) : (x) 1;  = i(x)(x, t; ) .   
2.2. Вычисляем управляющую функцию (0)u (x, t)  и фазовую траек-
торию (0) (x, t)  по формулам (3.1.90) и (3.1.91) соответственно. 
2.3. Вычисляем компоненты ig , i 1, N
 
обобщенного градиента 
функции ( )  в точке (0) (0)N1( ,..., )  при следующих парамет-
рах: (0)(0) i i(x) (x),  ,   i 1,N , 
(0)u (x, t) , (0) (x, t) . 
2.4. Выбираем начальный шаг 0h 0  
 r-алгоритма, находим 
(1) (0) (0)
0h g ( )  
и осуществляем переход на второй шаг. 
Пусть в результате вычислений после k, k = 1,2,... шагов алгоритма 
получены определенные значения (k) (k 1),  (x) , (k 1)u (x, ) , (k 1) (x, ) . 
(k+1)-й шаг: 






а) для каждого индекса  i 1, N  вычисляем значение функции 
i(x, t; )  по формуле (3.1.91) при 
(k)
i i ,  i 1, N.  Вычисляем с помо-
щью какой-либо квадратурной формулы интегралы  
T
i 0 i i i i
0





1, A min A
(x)





i(x) : (x) 1;  i(x, t; ) = i(x)(x, t; ) .   
в) вычисляем управляющую функцию (k)u (x, t)  и фазовую траекто-
рию (k) (x, t)  по формулам (3.1.90) и (3.1.91) ; 
г) вычисляем компоненты ig , i 1, N
 
обобщенного градиента 
функции ( )  в точке (k) (k)N1( ,..., )  при 
(k)(k)
i i(x) (x);  ,  i 1, N ; 
(k)u (x, t) ; (k) (x, t) ; 
д) осуществляем (k+1)-й шаг r-алгоритма для максимизации функции 
( ),  краткая схема которого записывается следующим образом: 
(k 1) (k) (k)
k k 1h B g ( ),  
где k 1B  – оператор отображения преобразованного пространства  в ос-
новное пространство NE , пересчет которого производится по следующим 





B B R , r g ( ) g ( ),
r  
R  – оператор растяжения пространства в направлении  с коэффи-
циентом растяжения , матричная форма которого имеет вид: 
Т
NR I ( 1) ;  
Т
(k)
k 1g B g ( ) ; 
kh  – шаговый множитель, выбор которого осуществляется из условия 
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оптимума функции по рассматриваемому направлению; 
д) проверяем условия  
(k 1)g ( )  или (k) (k 1) .
 
(3.1.100)
 Если ни одно из условий не выполняется, то осуществляем переход на 
(k +2)-й шаг, иначе – к пункту е); 
е) считаем, (l)* (l) *i i(x) (x),  ,   i 1,N , 
* (l)u (x, ) u (x, ) , 
* (l)(x, ) (x, ) ,  где l  – номер итерации, на которой выполняется хотя 
бы одно из условий (3.1.100) окончания итерационного процесса.  
3. Вычисляем оптимальное значение целевого функционала 
* * *
1I ( ( ),u ( , ), ( , ))
 
и, для контроля правильности результата, значение 
функции (3.1.97) при * * * *, ( ), u ( , ), ( , ) . 
Алгоритм 2 описан. 
Анализ результатов вычислительных экспериментов. Приведен-
ный алгоритм реализован в виде программного модуля, включен в ком-
плекс программ DOSPP, ориентированный на решение разнообразных 
динамических задач оптимального разбиения множеств. Далее предста-
вим результаты решения некоторых тестовых примеров. Общими для 
экспериментов № 1 – 4 выбирались следующие параметры задачи А14: 
[0,1] [0,1];  T 2.5,  2 21 1 2 2c(x, , t) ( x ) ( x ) ;  0 11, 1 ,  
1 (0.3,0.3);  2 (0.8,0.2) . Для численного решения задач множество 
покрывалось сеткой. Шаги разбиения по временной и пространственным 
координатам такие: t x yh 0.1; h h 0.025 . Другие параметры тестовых 
примеров, а также результаты оптимального разбиения множества и оп-
тимальные значения целевых функционалов прямой и двойственной задач 
приведены в табл. 3.1. 
В эксперименте 1 правые части интегральных ограничений – доста-
точно большие числа – выбраны для того, чтобы получить очевидное 
оптимальное разбиение в виде диаграммы Дирихле – Вороного. Анализи-
руя значение интегралов, полученных в левых частях ограничений при 
таких значениях компонент
 i
b , в экспериментах 2 и 3 правые части инте-
гральных условий изменили так, чтобы разбиение изменилось «в соответ-
ствующую сторону», что и можно проследить на приведенных диаграм-
мах разбиений. В эксперименте 4 в качестве функции начальных условий 
задачи Коши (3.1.43) задана синусоида, что характерным образом отрази-
лось на оптимальном разбиении.    Такие диаграммы в научной литерату-






ре подробно исследовались с точки зрения их декоративного применения. 
В эксперименте 6 функция начальных условий задана отрицательной. В 
результате получено оптимальное разбиение квадрата в виде диаграммы 
Дирихле – Вороного самой отдаленной точки (farthest-point Voronoi 
diagram, [140, 174]). 
В отличие от всех предыдущих тестовых примеров, в эксперименте  
№ 8 функция стоимости c( , x, t)  зависит явно от временной переменной: 
0.8t 2 2
1 1 2 2c( ,x, t) e ( x ) ( x ) .  За счет того, что функция на-
чальных условий 0 1 2(x ,x ) 7  позволяет функции  1 2(x ,x , t)  не выйти 
за отведенное время за пределы положительной полуплоскости, опти-
мальное разбиение имеет вид диаграммы Дирихле – Вороного, откоррек-
тированной согласно ограничениям на мощности подмножеств, образую-
щих это разбиение. 
В эксперименте № 9 в качестве метрики
 
c( , x, t)  выступала функция 
1 1 2 2c( ,x) x x , что соответствующим образом сказалось на 
границах между подмножествами, составляющими оптимальное разбие-
ние. Здесь и далее каждому подмножеству, что является составной частью 
оптимального разбиения, поставим в соответствие свой цвет (оттенок 
серого). Это обусловлено тем фактом, что подмножества могут оказаться 
бессвязными, даже пустыми. 
В экспериментах № 10, 11 функция
 
c( , x, t)  имеет вид 
1 1 2 2c( ,x) max x , x . Тестовые примеры отличаются только 
параметрами ib , i 1,6 , ограничивающими мощности подмножеств. 
Интересным оказалось и отличие соответствующих разбиений. 
Результаты решения тестового примера, приведены в таблице под но-
мером 12 (тут 2 2 21 1 2 2c( ,x, t) 0.3t 0.8t ( x ) ( x ) ), демонст-
рируют возможность появления диаграммы Вороного самой отдаленной 
точки как оптимального разбиения множества. Эта ситуация соответству-
ет задаче (3.1.65), в которой функция ( , x, t)  на промежутке t 0,T  
меняет свой знак и на большей части этого временного интервала являет-
ся отрицательной. Кроме того, некоторые подмножества могут оказаться 
пустыми, что обусловлено наличием интегральных ограничений на фазо-
вую переменную.  
По результатам всех экспериментов видно, что значение прямого и 
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двойственного функционалов на оптимальном решении с достаточной 
точностью совпадают, причем, как правило, выполняется основное соот-
ношение двойственности ( * *1I ). К тому же, в каждом из примеров 
имеет место выполнение условий дополняющей нежесткости. 
Таблица 3.1 
Результаты вычислительных экспериментов 
№ 
0 (x);  
вектор b  
Значение 









1 0 (x) 1;  
































































Продолжение таблицы 3.1 
5 
0 (x) 1;  
1 2b 2.0; b 0.3;
3 4b 0.1; b 0.07;
5 6b 0.3; b 0.1;













0 (x) 1;  





= - 2.190 
*







0 (x) 3;  
1 2b 0.7; b 10,



















b 8; b 8;
b 1; b 0.9;
b 0.4; b 0.6
b 1; b 7.
i

















b 20; b 0.5;
b 0.4; b 0.9;
b 0.9; b 0.3.
















Окончание таблицы 3.1 
10 




b 20; b 0.5;
b 0.4; b 0.9;
b 0.9; b 0.3.
i














0 (x) 1;  
ib 10; i 1,6.  
i



















b 10; b 1;
b 3; b 0.2.
 
i

















3.2. ДИНАМИЧЕСКАЯ ЗАДАЧА ОПТИМАЛЬНОГО 
РАЗБИЕНИЯ МНОЖЕСТВА С РАЗМЕЩЕНИЕМ 
ЦЕНТРОВ ПОДМНОЖЕСТВ  
 
3.2.1. Математическая постановка задачи 
 
Предположим, что в задаче А14 наряду с разбиением множества  
на N  подмножеств 1 N,...,  (среди которых могут быть пустые), неиз-
вестными являются и координаты 1 N,...,  
центров этих подмножеств. 
Кроме того, будем считать, что на состояние управляемой системы влия-
ют некоторые посторонние факторы, которые можно описать некоторой 






известной функцией 2f (x, t) L ( 0,T ) . 
Математическую постановку 
такой задачи запишем сразу в терминах характеристических функций 
подмножеств, составляющих допустимое разбиение множества . 
Задача В15. Необходимо отыскать вектор-функцию 
1 N( ) ( ( ),.., ( )) , набор 
N
1 N,..., , управляющую функ-





I( ( ), , ( , ),u( , ))




достигал своего минимального значения при условиях 
(x, t) u(x, t) f (x, t)    x , t 0,T     (3.2.2) 




(x, t) (x)dx b ,   i 1..N ,   (3.2.4) 
где Т – заданный момент времени, i ic(x, , t) c(x, )q(t) , ic(x, )  – дейст-
вительные, ограниченные, определенные на , измеримая по пере-
менным x  при произвольном фиксированном наборе параметров 
i i
i 1 N,...,  для всех i 1, N ; 2q(t) L 0,T , 2f (x, t) L ( 0,T )  – 
заданные функции.  
3.2.2. Метод решения задачи 
 
В соответствии с теорией непрерывных задач ОРМ погружаем мно-
жество  в симплекс 1 :  




(x) (x), , (x) : (x) 0,1 , i 1, N,
(x) 1 почти всюду для x ,
 
и переходим к задаче бесконечномерного программирования:  
1( ), ,u( , ), ( , ) V
I( (x), ,u(x, ), (x, )) min   (3.2.5) 
при условиях (3.2.4), где 






V ( (x), ,u(x, t), (x, t)) : (x) , ,u(x, t) L 0,T ,
(x, t) u(x, t) f (x, t) t 0,T , (x,0) (x) х .
 
Для задачи (3.2.5), (3.2.4) введем к рассмотрению функционал Лагра-
нжа: 
ТN
1 i i i
i 1 0
h ( ), ,u( , ), ( , ) ,
I ( ( ), ,u( , ), ( , )) (x, t) (x)dxdt b ,
 
определенный на 1V ,   
N
iR :  0,  i 1,N . 
Определение. Пару * * * *( ), ,u ( , ), ( , ) ,  будем называть седло-
вой точкой функционала Лагранжа h ( ), ,u( , ), ( , ) ,  на множестве 
1V ,  если для всех 1( ), ,u( , ), ( , ) V ,    выполняется соотно-
шение 
* * * * * * * * *
*
h ( ), ,u ( , ), ( , ) , h ( ), ,u ( , ), ( , ) ,
h ( ), ,u( , ), ( , ) , .
 
Задача, двойственная к задаче (3.2.5) - (3.2.4), записывается так: 
1( ), ,u( , ), ( , ) V
( ) min h ( ), ,u( , ), ( , ) ,
 
max.           (3.2.6) 
Можно показать, что в случае, когда функционал Лагранжа имеет се-
дловую точку в виде приведенного выше определения, задачи (3.2.5), 
(3.2.4) и (3.2.6) связаны соотношением двойственности *I , причем 
верхняя грань в функции двойственной задачи (3.2.6) достигается. И, сле-
довательно, решение пары указанных двойственных задач эквивалентно 
нахождению седловой точки функционала Лагранжа h ( ), ,u( , ), ( , ) ,  
на множестве 1V . 
Пусть    – произвольный, но фиксированный вектор. Как и в 
разделе 3.1.6, будем рассматривать задачу 
1( ), ,u( , ), ( , ) V
h ( ), ,u( , ), ( , ) , min .  (3.2.7) 
Зафиксируем также произвольный вектор N1 N,..., . Обоз-






начим через 1V  сечение множества 1V  при заданном векторе 
N . 
Основываясь на теоретическом материале, приведенном в п. 3.1, мо-
жно прийти к выводу, что при произвольных, но фиксированных значени-
ях  и N1 N,...,  допустимый процесс 
* * *( ( ),u ( , ), ( , ))  
будет доставлять минимальное значение функционалу задачи (3.2.7) тогда 










0 i i i i 1
(х) i 10
u(х, ) L ( 0,T )
( (c(x, , t) a ) ) (x, t) (x) u (x, t) dt








R :  0,  i 1, N, 1 , функция (x, t)  – решение 
задачи Коши (3.2.2), (3.2.3), соответствующее функции управления 
u(x, ) . 
Введем обозначение для функционала Лагранжа, отвечающее фикси-




0 i i i i 1
i 10
P (x),u(x, ), (x, )
( (c(x, , t) a ) ) (x, t) (x) u (x, t) dt.
 





(х),u(х, ), (x, ) V
P (x),u(x, ), (x, ) min ,  (3.2.9) 
где x1V  – сечение множества 1V  при x , записывается следующим 
образом: 
    
t N
*
0 i i i i
i 11 T
1
u (x, t; ) ( (c(x, , ) a ) ) (x)d
2
;  (3.2.10) 
t N
*
0 0 i i i i
i 11 0 T
1
(x, t; ) (x) ( (c(x, , ) a ) ) (x)d d
2
 





f (x, )d ,     (3.2.11) 
i i i k k k
* k 1,N
i
1, если B (х; , ) min B (х; , ),
(x)
0, в остальных случаях, i 1, N,
 (3.2.12) 
где величина i i iB (x; , )   вычисляется по формуле: 
j j jB (x; , ) = 
T t
j j j 0
0 0
T t T
j j j j j j
1 0 0
Q (x, t; , ) (x) f (x, )d dt
1








Q (x, ; , )d dt
4
, 
i i i 0 i i iQ (x, t; , ) (c(x, , t) a ) , і 1, N .  
Аналитические выражения (3.2.10) – (3.2.12) могут быть получены с 
помощью принципа максимума Понтрягина, который, учитывая свойства 
задачи (3.2.9), определяет не только необходимые, но и достаточные 
условия оптимальности управляемого процесса. Если ввести обозначение  
t
j j j j j j
0




f (x, t) (x) f (x, )d , 
то выражение для j j jB (x; , )  преобразуется в следующее:  
T
2




j j j j j j j j j
1 0 0 0
1
B (х; , ) Q x, t; , f (x, t)dt T G x,T; ,
4
1





С учетом полученного аналитического решения задачи (3.2.7), соот-
ветствующего фиксированным векторам N
 
и ,  целевая функ-





j j j j j
j 1,N j 1
( ) min min B (x; , )dx b .  (3.2.14) 






Таким образом, седловая точка * * * * *( ), ,u ( , ), ( , ) ,  функцио-
нала Лагранжа (3.2.6) на множестве  1V  определяется для i 1,2,..., N  
и почти всех x  следующим образом: 
* * * *
i i i k k k* k 1,N
i
1, если B (х; , ) min B (х; , ),
(x)
0 в остальных случаях, i 1, N,
  (3.2.15) 
t N
* * * * *
0 i i i i
i 11 T
1
u (x, t; ) ( (c(x, , ) a ) ) (x)d
2
;      (3.2.16) 
t N
* * * *
0 0 i i i i
i 11 0 T
1
(x, t) f (x, t) ( (c(x, , ) a ) ) (x)d d
2
,  (3.2.17) 
где 
T
* * * *
j j j j j j 0
0
T t
2 * * * * * *
j j j j j j j j j
1 0 0
B (х; , ) Q x, t; , f (x, t)dt
1







G x, t; , dt ,  
* * * *
j j j 0 j j jQ (x, t; , ) (c(x, , t) a ) ,   
t
* * * *
j j j j j j
0
G x, t; , Q x, ; , d , 
а в качестве 1 N 1 N,..., ; ,...,  выбирается оптимальное решение двойст-
венной задачи (3.2.6), приведенной к виду: 
N 1
( ) min ( , )  
N
N
j j j j j
j 1,N j 1
min min B (x; , )dx b max.   (3.2.18) 
Сформулируем условия разрешимости задачи (3.2.1) – (3.2.4). Спра-
ведливо следующее утверждение. 
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b f (x, t)dt c(x) dx,
6





f (x, t) (x) f (x, )d ,  
т i it 0,Ti 1,N
c(x) min min min c(x, , t) a , 
x , то множество допустимых решений задачи (3.2.1) - (3.2.4) не 
пусто. 





(x, t)dxdt b ,    (3.2.20) 
и оценим левую часть этого соотношения с учетом (3.2.17) и того, что 
. Опустив потметку * в (3.2.17) и подставив это выражение в 




0 0 i i i i
i 110 0 T
(x, t)dxdt
1
f (x, t) c(x, , ) a (x)d d dxdt
2
 
Т T t T N
0 0 i i i i
i 110 0 0
1
f (x, t)dt c(x, , ) a (x)d d dxdt
2
Т T t T N
0 0 i i i
i 110 0 0
1
f (x, t)dt c(x, , ) a (x)d d dxdt
2
 
Т T t T N
0
0 i i i
0,Ti 110 0 0






0 i i i
0,Ti 110
T















f (x, t)dt c(x) dx.
6
 
Замечание. Если в задаче (3.2.1) – (3.2.4) функции i ic (x, , t),  i 1, N , 






неотрицательны почти всюду для t 0,T , x , оценку (3.2.19) можно 




i 1,Ni 1 10
T




Теорема 3.7. Пусть в задаче В15 ((3.2.1) – (3.2.4)):  
1)  – выпуклое, замкнутое, ограниченное множество из nE ;   
2) функции  i ic (x, , t),  i 1, N , непрерывны по переменной i  на  
почти всюду для x  і t 0,T ;
 
3) выполняется условие утверждения 3.4.  
Тогда задача (3.2.1) – (3.2.4) разрешима. 
Д о к а з а т е л ь с т в о. Во-первых, необходимость выполнения усло-
вия утверждения 3.4 очевидна, так как в противном случае класс допус-
тимых разбиений для задачи (3.2.1) – (3.2.4) может быть пустым и задача 
ОРМ станет неразрешимой. Ранее было установлено, что задача (3.2.1) – 
(3.2.4) эквивалентна задаче (3.2.5), а решение последней, при условии 
выполнения утверждения 3.2.4, определяется по формулам (3.2.15) – 
(3.2.17). Поэтому вопрос о возможности решения динамической задачи 
ОРМ с размещением центров подмножеств (3.2.1) – (3.2.4) сводится к 
исследованию разрешимости задачи (3.2.6), приведенной к виду (3.2.18). 
Покажем, что при выполнении условий теоремы эта задача имеет реше-
ние. 
При условии непрерывности функции
 i
c(x, , t)   по переменной i , 
непрерывными на N  по параметрам i , i 1, N , также будут и функции 
(x, t; )  и u(x, t; ) , определяемые по формулам (3.2.17) и (3.2.16) соот-
ветственно, для всех x  и t 0,T . Вместе с этими функциями непре-
рывными на  по параметрам i   оказываются и функции i i iQ (x, t; , ) , 
i i iG x, t; , , i i iВ x, , , i 1, N .  
Действительно, из того, что для произвольной последовательности 
(k) k k
1 N,..., , сходящейся к произвольной, но фиксированной точке 
N
1 N,..., , выполняется соотношение: 






lim c(x, , t) с(x, , t) ,  x  і t 0,T , 
следует, что при каждом фиксированном значении  , а также x  
и t 0,T , справедливы равенства: 
(k) (k)





lim Q (x, t; , ) lim (c(x, , t) a )
( lim c(x, , t) a )
 
0 i i iс(x, , t) a i i iQ (x, t; , ) ; 
t
(k) (k)




j j j j j j j jj
k0 0
lim G x, t; , lim Q x, ; , d







j j 0 j jj j
k 10
lim B (х; , )
1





j j j j j jj j j
1 0 0 0
1
2 Q x, t; , G x, ; , d dt G x, t; , dt
4
j j jB (х; , ) . 
Для целевой функции задачи (3.2.18) при произвольном, фиксирован-




lim ( , ) lim  
N
(k)
j j j jj
j 1,N j 1
min B (x; , )dx b = 
N
(k)
j j j jj
k j 1,Nj 1
b lim min B (x; , )dx  
N
(k)
j j j jj
kj 1,Nj 1
b min lim B (x; , ) dx  1( , ) , 
что означает непрерывность функции 1( , )  по переменным i , i 1, N , 
на N .   






Согласно теореме Вейерштрасса, непрерывная по переменной  фун-
кция 1( , )  на выпуклом ограниченном замкнутом множестве 
N  дос-
тигает своего минимального значения для произвольного фиксированного 
. Таким образом, внутренняя задача (3.2.18) минимизации функции 
1( , )  
по  разрешима. Существование же вектора , максимизи-
рующего функцию ( ) , следует из теоремы двойственности. 
Таким образом, показано, что при выполнении условий теоремы зада-
ча (3.2.18) разрешима, вследствие чего динамическая задача ОРМ (3.2.1) – 
(3.2.4) также имеет решение. 
Для решения задачи максимизации негладкой вогнутой функции 
(2,118) на множестве  может быть применен любой известный ме-
тод, например, методы типа субградиентних, эллипсоидов [109, 111, 112] 
и др. Далее приведен численный алгоритм решения задачи (3.2.5), в кото-
ром для решения задачи (3.2.18) используется метод обобщенного гради-
ентного подъема с растяжением пространства в направлении разности 
двух последовательных градиентов – r-алгоритм Шора. При этом от зада-
чи (3.2.18) совершается переход к задаче безусловной максимизации пос-
редством введения в целевую функцию негладкой штрафной функции 
множества Г:  





( , ) ( , ) S max(0,( )) max min ,           (3.2.21) 
где S  – достаточно большое положительное число (значительно больше 
максимального из множителей Лагранжа). О возможности перехода от 
задачи (3.2.18) к задаче (3.2.21) см. в [22]. 
 
3.2.3. Численный алгоритм решения задачи.  
Анализ результатов вычислительных экспериментов 
 
Не теряя общности, будем считать, что множество  является парал-
лелепипедом , стороны которого параллельны осям декартовой прямо-
угольной системы координат. 
1. Параллелепипед  покрываем прямоугольной сеткой и задаем 
начальное приближение (0) (0), , . Пусть ˆ  – множество узлов 
пространственной сетки.  
2. Покрываем отрезок [0,T]  сеткой с шагом th , обозначим через 
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t TTˆ t : t lh , l 1,n   множество узлов сетки по временной переменной.  
3. Решаем задачу (3.2.21): 
3.1. Для каждого узла ˆx  вычисляем значения характеристичес-
ких функций подмножеств (0)i (x),  i 1, N  по формуле (3.2.15) при зна-
чениях (0) (0)i ii i, , i 1, N.  Вычисляем управляющую функцию 
(0)u (x, t)  и фазовую траекторию (0) (x, t)  в каждой точке ˆt T  по фор-
мулам (3.2.16) и (3.2.17) соответственно при (0) ( ) ,  
(0) (0),   .  
3.2. Вычисляем компоненты N N1 1g ,...,g ;g ,...,g  обобщенного 
градиента функции ( , )  в точке 
(0) (0) (0) (0)
N N1 1, ( ,..., ; ,..., )  при 
(0)( ) ( ),  
(0) (0)
i ii i ,   , i 1,N ;  
(0)u (x, ) , (0) (x, ) . 
3.3. Выбираем начальный шаг 0h 0  r-алгоритма и находим: 
i i(1) (0) (1) (0)(0) (0) (0)
0 0i i i ih g ( );    Pr g ( , ) ,   i 1,N,  
где Pr  – оператор проектирования на множество . 
Осуществляем переход на второй шаг. 
Пусть в результате вычислений после k, k=1,2,... шагов алгоритма по-
лучены некоторые значения (k) (k) (k 1), ,  (x) , (k 1)u (x, ) , (k 1) (x, ) . 
3.4. (k+1)-й шаг: 
а) для каждого узла ˆx  вычисляем: значения характеристичес-
ких функций (k) (x)  по формуле (3.2.15) при (k) ; (k) ;   значения 
управляющей функции (k)u (x, t)  и фазовой переменной (k) (x, t)  в точ-
ках ˆt T  по формулам (3.2.16) и (3.2.17) соответственно при 
(k) ; (k) ; (k) ( ) ;   
б) вычисляем приближенно компоненты вектора обобщенного гра-
диента (k) (k) (k) (k)g ( , ),g ( , )  при (k)(x) (x),  (k)u (x, ) , (k) (x, ) ; 
в) осуществляем (k+1)-й шаг r-алгоритма для решения задачи 
(3.2.21), краткая схема которого записывается следующим образом: 







(k 1) (k) (k) (k)
k k 1
(k 1) (k) (k) (k)
k k 1k
h B g ( , );    
Pr h B g ( , ) ,  
 
где 
k 1B , k 1B  – операторы отображения преобразованного пространства  
в основное пространство NE , пересчет которых производится по следу-





B B R ,
r
(k) (k) (k 1) (k 1)





B B R ,
r
(k) (k) (k 1) (k 1)
kr g ( , ) g ( , ) , 
R  – оператор растяжения пространства в направлении  с коэффи-
циентом растяжения  , матричная форма которого имеет вид: 
T
NR I 1 ; 
T T
(k) (k) (k) (k)
k 1k 1g B g ( , ); g B g ( , );  
kh  – шаговый множитель, выбор которого осуществляется из условия 
оптимума функции по рассматриваемому направлению; 
г) если условие 
(k) (k) (k 1) (k 1), , ,    0    (3.2.22) 
не выполняется, то переходим на (k +2)-й шаг r-алгоритма, иначе – со-
вершаем переход на шаг 4. 
4. Полагаем * (l)(x) (x) , * (l) * (l),   , * (l)u (x, t) u (x, t) , 
* (l)(x, t) (x, t), ˆt T , где l  – номер итерации, на которой вектор 
(k) (k),  удовлетворяет условию (3.2.22) окончания итерационного 
процесса (для каждой точки ˆx  номер l  – свой). Вычисляем оптима-
льное значение целевого функционала * * * *1I ( ( ), ,u ( , ), ( , ))  и, для 
контроля правильности результата, значение функции (3.2.21) при следу-
ющих параметрах: *,  *u u ( , ) , *( , ),  *( ) ( ) , *  . 




Замечание 1. Приведенный алгоритм легко адаптировать для реше-
ния динамических задач оптимального разбиения множеств с размещени-
ем центров подмножеств, в которых отсутствуют ограничения типа 
(3.2.4). При этом функция (3.2.18) не содержит слагаемые с двойственны-
ми переменными и, следовательно, не возникает потребность в максими-
зации указанной функции по переменным i ; i 1, N , осуществляется 
лишь ее минимизация по координатам центров подмножеств i , i 1, N .  
Замечание 2. Для решения задачи минимизации функции (3.2.21) по 
переменной N  не обязательно применять метод проекции градиента. 
К тому же, в случае, когда множество  имеет сложную форму или не 
является выпуклым, проекцию точки на множество  найти сложно или 
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( , ) ( , ) S max(0,( )) P( ) max min .       (3.2.23) 
В комплексе программ DOSPP реализованы два алгоритма решения 
динамической задачи оптимального разбиения множеств с размещением 
центров подмножеств. Первый, сформулированный в предыдущем разде-
ле, основан на методе проекции градиента для решения задачи минимиза-
ции функции (3.2.21) по переменной N . В основе второго лежит 
метод штрафных функций для решения задачи (3.2.23). Далее представле-
ны результаты решения некоторых модельных примеров. В таблице 3.2 
(см. приложения) приведены результаты решения модельных задач при 
помощи алгоритма, представленного в п. 3.2, который сочетает метод 
штрафных функций и метод проекции градиента для решения задачи 
(3.2.21). В табл. 3.3 (см. приложения) продемонстрирована работа алгори-
тма, основанного на решении задачи (3.2.23). Для сравнения работы обо-
их алгоритмов здесь приведены результаты решения тех же модельных 
задач с помощью вышеописанного алгоритма. 
Общим для экспериментов № 1 – 5 (см. приложения  табл. 3.2) являю-
тся следующие параметры задачи (3.2.1) – (3.2.4): ;[0,1][0,1]  






1,1 10 ; T 2.5 ; i ic ( ,x, t) = 
2
ix ,  x  , де  – евклидова 
метрика, i , i 1, N  –  заранее неизвестны; f (x, t) 0 . Для числен-
ного решения задач множество  покрывалось сеткой с шагом  
x yh h 0.02 , шаг по временной переменной th 0.1 . При реализации  
r-алгоритма задавались следующие его параметры: коэффициент растя-
жения пространства 1 3 ; точность вычисления координат центров 
подмножеств и значений двойственных переменных, а также значений 
целевой функции задачи (24) 0.0001 . Другие параметры задачи для 
соответствующих экспериментов, а также полученные оптимальные ре-
шения, представлены в табл. 3.2.  
Как видно из результатов вычислительных экспериментов решения 
модельных задач № 1 и 2, оптимальное размещение координат центров 
подмножеств зависит от начального приближения этих параметров. Но в 
обоих случаях получен локальный оптимум целевого функционала. Такой 
вывод следует из результатов исследований свойств решений задач ОРМ, 
приведенных в работе [65]. В частности, там показано, что в случае, когда 
в задаче ОРМ без ограничений функции i ic ( ,x, t) =
2
ix ,  x  , 
где  – евклидова метрика, i , i 1, N , локальным оптимальным 
расположением двух центров подмножеств, образующих разбиение квад-
рата [0,1] [0,1] , являются концы диаметра окружности 
2 2
1 2 1 2С (x ,x ) : (x 0.5) (x 0.5) 0.25 . Заметим, что в модельных 
задачах № 1 и 2 ограничения (3.2.4) пассивны, то есть фактически решаю-
тся динамические задачи ОРМ с размещением центров без ограничений. 
В экспериментах № 3 и № 4 можно проследить, как ограничения на 
мощности подмножеств (3.2.4) влияют на расположение центров         
подмножеств и на само разбиение. Подмножества, составляющие оптима-
льное разбиение в динамической задаче ОРМ, могут быть несвязными, о 
чем свидетельствуют результаты решения задачи № 5. Здесь форму гра-
ниц между подмножествами существенно определяет функция начальных 
условий, которая в данном примере является периодической. 
В модельных задачах № 6 и 7 в качестве метрики
 
c( , x, t)  выступали 
функции 1 1 2 2c( ,x) x x  и 1 1 2 2c( ,x) max x , x  соответствен-
но, что определенным образом сказалось и на границах между подмноже-
ГЛАВА  3 
 
 284 
ствами, составляющими оптимальное разбиение, и на оптимальном раз-
мещении центров подмножеств. 
В отличие от предыдущих модельных задач № 8 и 9 функция стоимо-
сти
 
c( , x, t)  зависит явно от временной переменной: 
0.3t 2 2
1 1 2 2c( ,x, t) e ( x ) ( x )  и 
0.3t 2 2
1 1 2 2c( ,x, t) e ( x ) ( x )  
соответственно, что существенно отразилось и на значении целевого фун-
кционала, и на форме границ между подмножествами. 
Анализируя полученные результаты, можно заметить, что почти во 
всех задачах с точностью, не превышающей 10
-3
, выполняется соотноше-
ние двойственности * *I . Исключение составляет лишь результат ре-
шения задачи № 8, что объясняется порядком исходных данных. Хотя и в 
этом случае относительная погрешность, с которой выполняется указан-
ное равенство, составляет 2 %. 
Следует заметить, что в ходе реализации алгоритма при вычислении 
компонент вектора обобщенного градиента (k) (k) (k) (k)g ( , ),g ( , )  
использовались аналитические выражения этих компонент. Погрешность 
их вычисления состояла только из погрешности, допускаемой при приб-
лиженном нахождении значения определенных интегралов, входящих в 
указанные аналитические выражения.  
При реализации второго алгоритма, базирующегося только на методе 
внешнего штрафа для решения задачи (3.2.18), все компоненты вектора 
обобщенного градиента вычисляли приближенно, используя формулы 
численного дифференцирования. Это является еще одним существенным 
фактором, который может вызвать значительные расхождения результа-
тов решения модельных задач, приведенных в табл. 3.3 (см. приложения).  
Применение формул численного дифференцирования для прибли-
женного вычисления частных производных целевой функции (3.2.18) 
существенно сказывается и на продолжительности процесса решения 
динамической задачи оптимального разбиения. Время вычислений при 
этом в несколько раз превышает время, за которое находится оптимальное 
решение задачи в случае, когда компоненты вектора обобщенного гради-
ента вычисляются хотя и приближенно, но на основе аналитических их 
выражений. 
Исследования алгоритмов решения динамических задач оптимального 
разбиения множеств, как с фиксированными центрами подмножеств, так 
и с их размещением, с интегральными ограничениями или без ограниче-
ний, проводились также с целью выявления зависимости оптимальных 






решений задач от количества точек, которые составляют дискретизацию 
разбиваемого множества.  
Оказалось, что размер сетки незначительно влияет на результаты рас-
четов значений функционалов, а также на оптимальное разбиение и коор-
динаты центров подмножеств, если границы между подмножествами не-
подвижны. При решении динамических задач оптимального разбиения 
множеств с движущимися границами между подмножествами плотность 
точек дискретизации разбиваемого множества влияет как на оптимальное 
разбиение, так и на оптимальное значение целевого функционала. Об 
этом свидетельствуют результаты, приведенные в табл. 3.3  и 3.4 (см. 
приложения). 
 
3.3. ДИНАМИЧЕСКАЯ ЗАДАЧА ОПТИМАЛЬНОГО 
РАЗБИЕНИЯ МНОЖЕСТВ С ПОДВИЖНЫМИ 
ГРАНИЦАМИ МЕЖДУ ПОДМНОЖЕСТВАМИ 
 
3.3.1. Постановка задачи 
 
Пусть задан набор функций i 2u (x, t) L ( [0,T]), i 1,N,  где 
2R  – ограниченное, измеримое по Лебегу множество. Позволим гра-
ницам между подмножествами изменяться со временем и обозначим че-
рез 1 N(t) ( (t),..., (t))  разбиение множества , соответствующее 
моменту времени t , t [0,T] . Введем обозначение: 
N
N 1 NP ( ) (t) ( (t),..., (t)) : (t) t 0,T . 
 
Задача А17. Необходимо в каждый момент времени t [0,T]  отыскать 
такое разбиение множества  на N  подмножеств 
* * *










( ) P ( )i 10 (t)
J( ( )) (c(x, , t) a ) (x, t)dxdt
u (x, t)dxdt min ,
  (3.3.1) 
при условиях 





(x, t) (x, t) u (x, t) f (x, t), x (t),
(x,0) (x).
 (3.3.2) 
Здесь 0 1, 0 , iT 0, a 0, i 1, N,  – заданные величины; 
i , i 1,N , – заданные центры соответствующих подмножеств; 
i i 2c(x, , t) c (x, t) L 0,T , 2f (x, t) L 0,T ,  0 2(x) L ( )  – 
известные функции своих аргументов. 
Как уже отмечалось в п 3.1, задача А17 отличается от рассмотренных 
выше динамических задач оптимального разбиения множеств тем, что 
функция (x, t) , описывающая состояние некоторой системы, меняется со 
временем по определенному закону, так что скорость изменения функции 
(x, t)  в каждой точке x  зависит от принадлежности этой точки к 
текущему подмножеству i (t) . И, таким образом, разбиения множества 
 в разные моменты времени могут отличаться друг от друга, а следова-
тельно, границы между подмножествами могут изменяться в течение рас-
сматриваемого отрезка времени. 
Определение. Непрерывные задачи оптимального разбиения мно-
жеств, в которых разбиение может меняться со временем, будем называть 
непрерывными динамическими задачами оптимального разбиения мно-
жеств с подвижными границами между подмножествами. 
В частных случаях (при определенных исходных данных) оптимальное 
разбиение в задаче (3.3.1), (3.3.2) может носить и статический характер. 
Ниже будут приведены примеры таких задач. 
 
3.3.2. Сведение динамической задачи оптимального разби-
ения множеств с подвижными границами между подмножес-
твами к семейству задач оптимального управления  
 




U(t) {u(x, t; (t)) : u(x, t; (t)) u (x, t) п. в. для
х (t), i 1, N; (t) ( (t), , (t)) }, t [0,T].
 
Тогда условие (3.3.125) в задаче А17 может быть записано следующим 
образом: почти всюду для x   
0
(x, t) (x, t) u(x, t; (t)) f (x, t), u U(t), t [0,T],
(x,0) (x).
(3.3.3) 






Каждое допустимое разбиение N(t)  определяет функцию 
u(x, t; (t)) U(t)  такую, что соответствующая ей задача Коши (3.3.3) 
имеет единственное решение. 
Существование и единственность решения линейной задачи (3.3.3) по-
чти всюду для x  при произвольном ограниченном управлении 
u(x, ; )  и начальном условии 0(x)  следует из представленной далее 
теоремы. 
  Теорема 3.8 [22, стр. 382]. Пусть в задаче Коши 
y(t) A(t)y(t) B(t)u(t) f (t), t [0,T],   (3.3.4) 
0y(0) y ,      (3.3.5) 
элементы ij ila (t) , b (t)  матриц А и В принадлежат пространству 
L 0,T , а функция f (t) n1L 0,T . Тогда для каждого управления 
r
pu(t) L 0,T , где p  – какое-либо фиксированное число, 1 p , и 
произвольной точки n0y E  задача Коши (3.3.4), (3.3.5) имеет, и притом 





y(t) y A( )y( ) B( )u( ) f ( ) d , t [0,T],  
определенную на всем отрезке t 0,T . Это решение имеет производную 
y(t)  почти всюду на 0,T , n1y(t) L 0,T , и удовлетворяет уравнению 
(3.3.4) почти всюду на 0,T . Если помимо перечисленных условий имеет 
место и включение f (t) npL 0,T , то 
n
py(t) L 0,T . 
Договоримся решение задачи (3.3.3), соответствующее функции 
u(x, t; (t)) , обозначать через (x, t; (t)) . Тогда можно сформулировать 
задачу оптимального управления, которая заключается в отыскании для 
каждой точки x  такой функции управления *u (x, t; (t)) U(t)  и 
соответствующей фазовой траектории *(x, t; (t)) , t [0,T]  (являющей-
ся решением задачи (3.3.3)), при которых функционал 











J(u( , )) (c(x, , t) a ) (x, t; (t))dxdt
u (x, t; (t))dxdt
  (3.3.6) 
достигал бы своего минимального значения. 
Итак, непрерывная динамическая задача оптимального разбиения 
множеств с подвижными границами между подмножествами (задача А17) 
может быть отнесена к классу задач оптимального управления системой с 
сосредоточенными параметрами, которая характеризуется, во-первых, 
наличием целого семейства задач Коши вида (3.3.3) (семейство определя-
ется параметром x ), во-вторых, специфической структурой допусти-
мого множества управляющих функций U(t) . Зависимость функции пра-
вой части дифференциального уравнения (3.3.3) от разбиения множества 
затрудняет применение для задачи минимизации функционала (3.3.6) на 
множестве U( )  методов оптимального управления системами, описывае-
мых обыкновенными дифференциальными уравнениями. Далее приведем 
необходимые и достаточные условия оптимальности, а также метод ре-
шения сформулированной задачи, который синтезирует основные поло-
жения теории непрерывных задач оптимального разбиения [65] и теории 
оптимального управления системами с сосредоточенными параметрами 
[30, 108]. 




u(x, t; (x, t)) u (x, t) (x, t) ,        
где i ( , t)  – характеристические функции подмножеств i (t) , i 1, N , 
образующих допустимое разбиение множества , t [0,T] . Для каждого 
x  и каждого t [0,T]
 
будем обозначать решение задачи Коши (3.3.3), 
которое соответствует набору характеристических функций 
1 N(x, t) ( (x, t), , (x, t)) ,  через  (x, t; (х, t)) . 
Задача минимизации функционала (3.3.6) на множестве U( )  при усло-
виях (3.3.3) эквивалентна задаче: отыскать вектор-функцию 
1 N( , ) ( ( , ),..., ( , )) , такую что 
I( ( , )) min,     (3.3.7) 
при условиях: для каждого x  










(x, t) (x, t) u (x, t) (x, t) f (x, t), , t [0,T],
(x,0) (x),








I( ( , )) [ (c(x, , t) a ) (x, t; (х, t))






{ (x, t) ( (x, t), , (x, t)) : (x, t) 0 1, i 1, N,
(x, t) 1, почти всюду для x , t [0,T]}.
 
 
3.3.3. Необходимые и достаточные условия  
оптимальности. Обоснование метода решения 
 
Справедлива следующая теорема. 
Теорема 3.9. Допустимый процесс
 
* *( ( , ), ( , ))  ( *( , ) , *( , ) – 
решение задачи (3.3.8)) доставляет минимальное значение функционалу 




* * 2 *




0 i i 1 i i
(х, ) i 1 0
[ (c(x, , t) a ) (x, t; (х, t)) u (x, t)] (x, t)dt
min [ (c(x, , t) a ) (x, t; (х, t)) u (x, t)] (x, t)dt,
   (3.3.9)  
где * *(x, t; (x, t))  – решение задачи Коши (3.3.8), соответствующее фун-
кции 1*(x, t) , t [0,T] ,  
N
1 1 N i i
i 1
( , , ) : 0 1, i 1, N, 1 . 
Доказательство аналогично доказательству теоремы 3.1. 
Таким образом, теорема 3.9 сводит решение задачи (3.3.7), (3.3.8) к 
решению семейства задач оптимального управления: для каждого x  
1(х, )
I( (х, )) min        (3.3.10) 
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при условиях (3.3.8), где 
TN
2
0 i i 1 i i
i 1 0
I ( (х, )) [ (c(x, , t) a ) (x, t; (х, t)) u (x, t)] (x, t)dt . 
Пусть x  – произвольная, но фиксированная точка. Задача (3.3.10), 
(3.3.8) - задача оптимального управления, в которой в качестве управля-
ющей выступает вектор-функция 1 N(х, ) ( (х, ),..., (х, )) .  
Теорема 3.10. Для того чтобы процесс * *( (х, ), (х, )) , удовлетворя-
ющий условиям 1*(х, )  и (3.3.8), доставлял минимальное значение 
функционалу задачи (3.3.10), необходимо и достаточно существование 
такого значения 0 0  и функции х (t) , которые одновременно не 
обращаются в нуль ни при каком значении t [0,T] , и таковы, что выпо-
лняются: 
а) условия стационарности по (х, ) :  
хd H
dt
,    (3.3.11) 
где функция Понтрягина имеет вид: 
N




0 i i 1 i i
i 1
H( (х, ), (х, ), ( ), , t) ( (x, t) u (x, t) (x, t) f (x, t)) (t)
( (c(x, , t) a ) (x, t) u (x, t)) (x, t);
 
б) условие трансверсальности по фазовой координате (х, ) :  
х (T) 0 ;    (3.3.12) 




(x, t) : max H( (х, ), (х, ), ( )) , 
то есть 
i i k k
k 1,N
i
1, q (x, , t) max q (x, , t),
(x, t)
0 во всех остальных случаях;
   (3.3.13) 
где 
2
i i i х 0 i i 1 iq (x, , t) u (x, t) (t) (c(x, , t) a ) (x, t) u (x, t).   
 






Д о к а з а т е л ь с т в о. В соответствии с методами решения непреры-
вных задач ОРМ, погружаем множество 1  в симплекс: 
N
2 1 N i i
i 1
( , , ) : 0 1, i 1, N, 1 ,  
и вместо задачи (3.3.10) будем решать задачу 
2
I( ( , )) min     (3.3.14) 
при условиях (3.3.8), где  
TN
2
0 i i 1 i i
i 1 0
I ( (x, )) [ (c(x, , t) a ) (x, t; (х, t)) u (x, t)] (x, t)dt.  
Эквивалентность задач (3.3.137) и (3.3.133) будет установлена ниже. 
Пусть процесс * *( (х, ), (х, )) , таков что t [0,T]  * 2(x, t) ,  а 
функция *(x, t)  является соответствующим решением задачи Коши 
(3.3.131). Пусть вектор-функция 2(х, t) L 0,T  – допустимое прира-
щение вектор-функции * : * 2(x, t) (x, t) , t [0,T] . Здесь, для 
удобства, соответствие функции (х, t)  фиксированной точке x  обо-
значается так же, как и для *(x, t) .  




i i i i
i 1
( , , ) :
(x, t)
(x, t) 1 (x, t), i 1, N, (x, t) 0
. 
Приращение (x, t)  вызывает приращение функции *(x, t) , которое 
обозначим через (x, t) . Легко заметить, что последнее является реше-





(x, t) u (x, t) (x, t), t [0,T],
t
(x,0) 0.
       (3.3.15) 
Рассмотрим вариацию целевого функционала (3.3.14): 
* *I I( ) I( )  





0 i i i i
i 10
(c(x, , t) a ) (x, t) (x, t) (x, t) (x, t) dt  
T N
2 *
1 i i i
i 10
u (x, t) (x, t) (x, t) dt  
T TN N
* * 2 *
0 i i i 1 i i
i 1 i 10 0
(c(x, , t) a ) (x, t) (x, t)dt u (x, t) (x, t)dt.  
Представим первое слагаемое *I ( )  в виде ряда Тейлора в окрест-








1 i i i
i 10
T TN N
* * 2 *
0 i i i 1 i i
i 1 i 10 0
I ( )
(c(x, , t) a ) (x, t) (x, t) (x, t) (x, t) dt
u (x, t) (x, t) (x, t) dt








0 i i i 1 i i
i 1 i 10 0
i
(c(x, , t) a ) (x, t) (x, t)dt
(c(x, , t) a ) (x, t) (x, t)dt u (x, t) (x, t)dt









0 i i i 1 i i
i 1 i 10 0
i
I (c(x, , t) a ) (x, t) (x, t)dt
(c(x, , t) a ) (x, t) (x, t)dt u (x, t) (x, t)dt
o( (x, t), (x, t)).
 
Если * *( , )  действительно является точкой минимума функционала 
I ( (x, )) , то должно выполняться неравенство 
I 0.     (3.3.16) 






Покажем, при каких условиях неравенство (3.3.16) будет иметь место. 
Пусть
 х 2
(t) L ([0,T])  – функция, выбором которой распорядимся 





(x, t) u (x, t) (x, t) (t)dt 0.
t
 (3.3.17) 
Левую часть (3.3.17) представим как разность трех интегралов, и для 










(T) (x,T) (x, t)dt (t) (x, t)dt
t
u (x, t) (x, t) (t)dt 0.
      (3.3.18) 
Потребуем от функции х (t)  удовлетворения условию 
х (T) 0 , 
тогда равенство (3.3.18) запишется таким образом: 
T T N
х х i i х
i 10 0
(t) (t) (x, t)dt u (x, t) (x, t) (t)dt.  
Пусть функция (x, t)  такая, что 
N
х х 0 i i i
i 1
(t) (t) [c(x, , t) a ] (x, t),   (3.3.19) 
тогда приращение I  функционала можно записать так: 
T N
* 2
i х 0 i i 1 i i
i 10
i
I u (x, t) (t) (c(x, , t) a ) (x, t) u (x, t) (x, t)dt
o( (x, t), (x, t)).
Введем обозначение:  
* 2
i i i х 0 i i 1 iq (x, , t) u (x, t) (t) (c(x, , t) a ) (x, t) u (x, t).  
Пусть *(x, t)  такая, что 
i i k k
k 1,N
i
1, q (x, , t) max q (x, , t),
(x, t)
0, во всех остальных случаях.
 
Поскольку *(x, t) (х, t) , имеет место двойное неравенство 




i i i(x, t) (x, t) 1 (x, t), t [0,T].  





[ 1,0], при (x, t) 1,
(x, t)
[0,1], при (x, t) 0;
 i 1, N.  
Покажем, что выполняется неравенство 
N N
i i i k k i
k 1,Ni 1 i 1
q (x, , t) (x, t) max q (x, , t) (x, t) .  (3.3.20) 
Пусть, для определенности, 1 1 k k
k 1,N
q (x, , t) max q (x, , t) . Если 




(x, t) 0 , следует, что и остальные значения j(x, t) 0 , j 2, N . В 
этом случае неравенство (3.3.20) очевидно. 
В случае, когда
 1
1 (x, t) 0 , все другие j(x, t)  такие, что 
j0 (x, t) 1 , j 2, N . Для положительных j(x, t)  является верным 
следующее неравенство: 
N N
i i i k k i
k 1,Ni 2 i 2
q (x, , t) (x, t) max q (x, , t) (x, t) . 
Тогда выполняется 
N
1 1 1 i i i
i 2
q (x, , t) (x, t) q (x, , t) (x, t)  
N
1 1 1 k k i
k 1,Ni 2
q (x, , t) (x, t) max q (x, , t) (x, t),
N
1 1 1 i i i
i 2
N
k k 1 k k i
k 1,N k 1,Ni 2
q (x, , t) (x, t) q (x, , t) (x, t)
max q (x, , t) (x, t) max q (x, , t) (x, t),
 
N N
i i i k k i
k 1,Ni 1 i 1
q (x, , t) (x, t) max q (x, , t) (x, t) . 
Таким образом, неравенство (3.3.20) выполняется для любой допусти-
мой функции (x, t) . Тогда 







i i i k k i
k 1,Ni 1 i 1
N
k k i
k 1,N i 1
q (x, , t) (x, t) max q (x, , t) (x, t)
max q (x, , t) (x, t) 0,
 









I q (x, , t) (x, t)dt 0.  
Таким образом, I 0  при условиях (3.3.11) – (3.3.13), и эти условия 
являются необходимыми условиями оптимальности для задачи (3.3.14). 
Учитывая линейность целевого функционала задачи (3.3.14) и диффе-
ренциального уравнения (3.3.8) по фазовой переменной
 
(x, )  и управля-
ющей функции (x, ) , можно сделать вывод о том, что условия (3.3.11) – 
(3.3.13) есть и достаточными для оптимальности процесса 
* *( (х, ), (х, )) .   
Остался лишь вопрос об эквивалентности задач (3.3.10) и (3.3.14). Из 




(x, t) 1 t 0,T  вектор-функцией *(x, t)  следует, что оптималь-
ное решение задачи (3.3.14) является крайней точкой множества 2 , а 
крайние точки множества  2  являются допустимыми точками для зада-
чи (3.3.10). Таким образом, множество решений задачи (3.3.14) содержит 
все возможные оптимальные решения задачи (3.3.10), в результате чего 
делаем вывод об эквивалентности задач (3.3.10) и (3.3.14). Заметим, что 
одновременно с получением необходимых и достаточных условий опти-
мальности для задачи (3.3.14) сформулирован и критерий оптимальности 
для задачи (3.3.10). 
 
3.3.4. Численный алгоритм решения задачи 
Итак, оптимальное решение задачи (3.3.7), (3.3.8) определяется по фо-
рмуле: почти для всех x        
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i i k k
k 1,N
i
1, q (x, , t) max q (x, , t),
(x, t)
0, во всех остальных случаях;
  (3.3.21) 
где  2i i i х 0 i i 1 iq (x, , t) u (x, t) (t) (c(x, , t) a ) (x, t) u (x, t),  





х х 0 i i i
i 1
0 х
(x, t) (x, t) u (x, t) (x, t) f (x, t),
(t) (t) [c(x, , t) a ] (x, t) , t [0,T],
(x,0) (x), (T) 0.
(3.3.22) 
Далее представим численный алгоритм решения непрерывной дина-
мической задачи оптимального разбиения множества с подвижными гра-
ницами между подмножествами, в основе которого лежат формулы 
(3.3.21), (3.3.22). Для решения краевой задачи (3.3.22) применен метод 
Ньютона. 
Не теряя общности, приведем алгоритм решения непрерывной дина-
мической задачи оптимального разбиения множеств А17 в предположе-
нии, что  – квадратная область [0,1] [0,1] . 
Алгоритм 
1. Область [0,1] [0,1]  покрываем квадратной сеткой n n  с ша-
гом h  по каждой переменной и задаем значение функции начальных 
условий 0(x,0) (x)  в узлах сетки ((i, j),0), i, j 1,n . 
2. Для каждого узла (i, j), i, j 1,n  сетки:
 
 
a) инициализируем k : k 0 . Задаем начальное значение 0 ; 
b) задаем значение двойственной функции х (t)  при t 0  путем 
присвоения ей значения k-го приближения параметра : kх (0) ; 
c) находим значение характеристической функции 
g ((i, j),0), g 1, N,  по формуле (3.3.21); 
d) покрываем отрезок [0,T]  сеткой с шагом
 t
h . Далее, для удобства, 
будем обозначать узел интегрирования по временной переменной через t . 
В каждом узле 0 t T , при помощи одного из численных методов ре-
шения задачи Коши для обыкновенных дифференциальных уравнений 
(например, методом Эйлера, или одним из методов Рунге – Кутта) вычис-






ляем значения функций ((i, j), t), i, j 1,n,  х (t), при этом на каждом 
шагу численного интегрирования системы по формуле (3.3.21) находим 
значения характеристических функций g ((i, j), t), i, j 1,n,  g 1, N ; 
e)  пользуясь краевым условием для функции х (t)  на правом конце, 
находим невязку kY( ) :  
k
хY( ) (T) 0 ; 
f)  если выполняется неравенство kY( ) ,  
где 0  – заранее заданная точность, то оптимальная вектор-функция 
((i, j), t) , 0 t T , определяющая принадлежность узла (i, j)  в каждый 
момент времени t  к некоторому из подмножеств *р , р 1, N , образую-
щих динамическое разбиение множества  в задаче А17, а также соот-
ветствующую функцию ( , t) , найдена. Переходим на шаг 3. Если  нет, 
переходим на шаг g); 
g)  по формуле метода Ньютона вычисляем новое приближение пара-










k Y( ) Y( )Y ( ) , 
 – заданное малое приращение параметра . 
Отметим, что для вычисления величины kY( )  следует реализо-
вать пункты а) – е) алгоритма при k: . 
k k 1 . Возвращаемся на шаг b). 
3. Находим оптимальное значение целевого функционала (3.3.10). 
Алгоритм описан. 
 
3.3.5. Особенности вычислительной реализации  
алгоритма. Анализ результатов решения модельных задач 
Численная реализация приведенного выше алгоритма математической 
модели динамической задачи оптимального разбиения множеств включе-
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на в состав программного комплекса DSPP. Рассмотрим результаты не-
скольких модельных задач [70, 165]. 
Модельная задача 1. Решается задача А17 при следующих исходных 
данных: 1 2 1 2(x ,х ) :   0 x 1;   0 х 1 ; N 4 ; T 2.6 ; функции сто-
имости 2 2i 1 1i 2 2ic(x, , t) (x ) (x ) /(t 0.1) ; ia 0, i 1,4 ; f (x, t) 1; 
0,1 1 . Функция управления линейна по времени и определяется в каж-
дой точке соответствующего подмножества так: i i iu (t) B t A , i 1,N ; 
1B 0.1,  2B 0.8,  3B 0.5,  4B 0.3 ; iA 0, i 1,4 ; 0 (x) 1  (рис. 3.12).    
 
Рис. 3.12. Линейные функции управления iu (t)   
в модельной задаче 1 
 
Численная реализация предложенного алгоритма осуществлялась при 
таких параметрах: h 0.01  – шаг сетки; th 0.1  – шаг по времени; 
0.5 ; 0.001 . Изменение оптимального разбиения множества 
1 2 1 2(x ,х ) :   0 x 1;   0 х 1  по времени можно проследить в 
табл. 3.4 (см. Приложение), где представлены разбиения в некоторые фи-
ксированные отсчеты времени, а также значения целевого функционала 
задачи (3.3.1). 
В таблице 3.5 (см. Приложение) в столбце а) – размещение центров 
симметрично, 1 (0.3,0.3), 2 3 4(0.7,0.3), (0.3,0.7), (0.7,0.7) , в 
столбце б) – нет: 1 (0.3,0.3), 2 (0.8,0.2) , 3 (0.46,0.44) , 
4 (0.66,0.86) . 
Проанализируем представленные в таблице результаты. Во-первых, 
обратим внимание на то, что в обоих случаях в начальный момент време-
ни оптимальным разбиением является диаграмма Дирихле – Вороного. 
Объяснением этому является тот факт, что функция ( , )
 
в начальный 






момент времени тождественно равна единице. Но в дальнейшем функция 
( , )  изменяется по закону (3.3.2), в котором управляющая функция 
определяется разбиением множества , а последнее, в свою очередь, – 
условием (3.3.21) принципа максимума. Тот факт, что функция ( , )  за-
висит от разбиения, легко прослеживается и в случае а), и в случае б), 
если сопоставить поверхность функции ( , )  в конечный момент времени 
с разбиением в тот же момент (t T 25) .  
Проследим, каков вклад функции управления u( , )  в оптимальное ра-
збиение. В начальный момент времени она не влияет на разбиение, пос-
кольку при t 0  все iu (t) 0, i 1, N . Анализируя разбиение в момент 
времени t 12  и графический вид выбранных функций управления (рис. 
3.12), можно сделать вывод о том, что чем быстрее растет функция u( , )  
со временем, тем меньше мощность соответствующего подмножества, и 
тем быстрее возрастает функция плотности ( , )   в точках этого подмно-
жества. 
Следует отметить, что в случае, когда параметры
 i i
B ,A , i 1, N,  функ-
ции управления одинаковы на всех подмножествах, то оптимальное раз-
биение оказывается статическим. 
Модельная задача 2. Рассмотрим задачу А17, в которой значения всех 
параметров, за исключением функции
 0
( ) , те же, что и в предыдущей 
модельной задаче. Предположим: 
1 2
0 1 2
2, если 0.18 x 0.39; 0.67 x 0.81;
(x , x )
1 для других точек из .
 
 
Рис. 3.13. Функция 0 ( )  в модельной задаче 2 
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То есть, 0 ( )  – кусочно-постоянная функция (рис. 3.13). Значения па-
раметров, при которых осуществлялась численная реализация алгоритма, 
следующие: h 0.01  – шаг сетки; th 0.1  – шаг по времени; 1;  
0.001 . 
Оптимальное разбиение множества  в определенные отсчеты време-
ни, а также значения целевого функционала задачи (3.3.1) приведены в 
табл. 3.5 (см. Приложение). 
Проанализируем результаты табл. 3.5. В начальный момент t 0  в 
обоих случаях а) и б) оптимальным разбиением вновь является диаграмма 
Дирихле – Вороного. Это объясняется тем, что только первое слагаемое в 
целевом функционале оказывает влияние на разбиение, поскольку в нача-
льный момент функция управления равна нулю на каждом подмножестве. 
В свою очередь, первое слагаемое содержит функцию ic(x, , t)  – функ-
цию расстояния точек множества от фиксированного центра i , которая и 
воспроизводит диаграмму Дирихле – Вороного как оптимальное разбие-
ние множества в начальный момент времени. Далее со временем границы 
между подмножествами меняются, меняется соответственно и разбиение, 
так как на каждом подмножестве конкретная ненулевая функция управле-
ния u( , )  определяет функцию ( , )  – своеобразную весовую функцию, 
которая вносит значительный вклад в целевой функционал. 
Анализ результатов серии подобных экспериментов с различным зада-
нием функции
 0
( )  при фиксированных других параметрах позволяет 
сделать вывод о том, что при условии iu (0) 0, i 1, N  в начальный мо-
мент времени оптимальным разбиением в задаче (3.3.1), (3.3.2) всегда 
является диаграмма Дирихле – Вороного, т. е. вид функции 0 ( )  не влия-
ет на начальное разбиение множества. Но вид оптимального разбиения в 
последующие моменты времени существенно определяется этой функци-
ей, о чем свидетельствуют результаты решения модельных задач, приве-
денных в табл. 3.6, 3.8 (см. Приложение). 
Модельная задача 3 отличается от предыдущей значениями парамет-
ров функции управления: iB 0, i 1,N ; 1A 1 , 2A 2 , 3A 3 , 4A 4 , 
рис. 3.14. Оптимальное разбиение множества  в определенные отсчеты 
времени, а также значения целевого функционала задачи (3.3.1), приведе-
ны в таблице 3.7. 







Рис. 3.14. Функции управления iu (t)  в модельной задаче 3 
По трем отсчетам времени достаточно сложно представить, как изме-
нялось разбиение на всем промежутке времени, однако можно увидеть, 
что в начальный момент оптимальное разбиение уже отличается от диаг-
раммы Дирихле – Вороного, что объясняется весомым вкладом в целевой 
функционал второго слагаемого, содержащего ненулевую функцию 
управления u( , t) .  
Кроме того, особенностью полученного оптимального динамического 
разбиения выступает тот факт, что подмножества 3(t)  и 4(t)  остают-
ся пустыми на всем промежутке времени. Соответственно и суммарные 
мощности этих подмножеств на всем временном интервале равны нулю 






S (x, t)dx ,   i 1..N . 
Такое динамическое разбиение обусловлено выбором параметров фун-
кции управления u(x, t) , а также функцией начальных условий 0(х) . 
Модельная задача 4. Решается задача 4 при таких исходных дан-
ных: 1 2 1 2(x ,х ) :   0 x 1;   0 х 1 ; N 4  – количество подмно-
жеств; T 2.6 ; 0 1 1; f (x, t) 1 ; функции стоимости 
2 2
i 1 1i 2 2ic(x, , t) (x ) (x ) /(t 0.1) , i 1..N ; координаты центров 
подмножеств 1 (0.3,0.3), 2 (0.8,0.2),  3 (0.77,0.72),   
4 (0.37,0.65) ; ia 0, i 1, N . Функции, определяющие управление, 
имеют вид: 1 2u (t) 0.1, u (t) 0.8,  3 4u (t) 0.5, u (t) 0.3 . Варианты зада-
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чи отличаются лишь заданием функции начальных условий задачи (3.3.2). 
В табл. 3.8 (см. Приложение) приведены выражения этой функции согла-
сно варианту задачи, а также представлены результаты расчетов - опти-
мальное разбиение в определенные отсчеты времени и поверхности, ко-
торые являются графическими изображениями функции (x, t)  в соответ-
ствующие отсчеты времени. 
  
3.3.6. Динамическая задача оптимального разбиения  
множеств с управляемыми центрами подмножеств.  
Необходимые условия оптимальности 
 
В предыдущем подразделе рассматривалась динамическая задача оп-
тимального разбиения множеств с подвижными границами между подм-
ножествами, в которой динамическими являются не только некоторые 
характеристики рассматриваемого процесса, но и само разбиение множес-
тва. Границы между подмножествами могут быть  подвижными за счет 
того, что скорость изменения функции
 
(x, t) , описывающей состояние 
процесса, в каждой точке x  определяется принадлежностью этой 
точки текущему подмножеству, входящему в состав разбиения множества 
. Следует заметить, что границы между подмножествами могут изме-
няться со временем и за счет подвижных центров подмножеств. Частным 
случаем таких задач есть задача Цермело, задача построения динамичес-
кой диаграммы Вороного (подробнее см. п. 6.1). 
 Далее будем считать, что точки i , i 1, N,  меняют свое местопо-
ложение в области  под влиянием некоторых внешних управляющих 
сил. 
Под динамической задачей оптимального разбиения множеств с под-
вижными границами между подмножествами и управляемыми центрами 
этих подмножеств будем понимать следующую задачу. 
 
Задача А18. Пусть задан набор функций i 2u (x, t) L ( [0,T]), i 1, N . 
Состояние некоторого управляемого объекта описывается функцией 
(x, t) , удовлетворяющей ix (t)  следующей задаче Коши: 
0
(x, t) f (x, t),u(x, t; (t)), x, t) , u U(t), t 0,T ,
(x,0) (x),
        (3.3.23) 








U(t) {u(x, t; (t)) : u(x, t; (t)) u (x, t) п.в.для х (t), i 1, N;
(t) ( (t), , (t)) P ( )}, t [0,T].
 
Пусть с каждым подмножеством i ( )  связана точка i , i 1, N,  
координатами которой можно управлять с помощью определенных пара-
метров 1 r li i i i 2v (t) v (t),...,v (t) , v L ( 0,T ), l 1,r, i 1,N , t 0,T . Изме-
нение координат центров с течением времени описывается дифференциа-
льным уравнением: 
i i i(t) (t),v (t), t , t [0,T], i 1, N .  (3.3.24) 
В (3.3.23), (3.3.24) функции 1 nf , ,...,   – известные функции 
своих аргументов. 
Требуется найти разбиение * * *1 N(t) ( (t),..., (t)) NP ( ) , t [0,T] , 
соответствующую функцию *( , ) = * *( , , ( )) , управляющие вектор-
функции * 1* r* l*i i i i 2v ( ) v ( ),...,v ( ) , v ( ) V L ( 0,T ), l 1, r, i 1, N , и 
соответствующие им фазовые траектории *i ( ) , i 1, N,  при которых 
центры подмножеств i , i 1, N,  переходили бы из заданного началь-
ного состояния i i0(0) , i 1,N,  в заданное конечное состояние 
i iT(T) , i 1, N,  а некоторый функционал 1 NF( ( ), ( ), ( , ; ( )),v ( ),..., v ( ))  
достигал своего минимального (максимального) значения. 
Необходимые условия оптимальности и алгоритм непрямого метода 
решения динамической задачи ОРМ с подвижными границами между 
подмножествами и управляемыми центрами приведем далее для следую-
щего частного случая задачи А18. 
Рассмотрим задачу управления движением N точек
 i
, i 1, N,  по 
поверхности , рельеф которой может быть описан определенной функ-
цией 1 2z (x ,x ) , 1 2(x ,x ) , 2R ,  с одновременным отысканием 
областей наблюдения 1 N(t),..., (t)  точек i , i 1, N,  так, чтобы 
«суммарные затраты на наблюдение» за всеми точками множества , а 
также траектории, по которым осуществляются перемещения точек 
i , i 1, N,  были бы как можно меньше. 
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Математическая постановка сформулированной задачи записывается 
следующим образом. 
 
Задача А19.  Требуется  













i 1 i 1(0) 0
J( ( ), ( ), ( , ; ( )),a( ), ( ))
c(x, (t), t) A (x, t; (t)) u (x, t) dxdt










(t) a (t)cos (t),
(t) a (t)sin (t),
   (3.3.25) 
1i 2i 1i 2i
1i 2i




(0) , , (0) v ,v ,
(T) , , (T) 0,0 ,
   i 1, N . 
Здесь i 2u (x, t) L ( [0,T]), i 1, N,  – заданный набор функций, опре-
деляющих величину воздействий центра на некоторую наблюдаемую и 
управляемую величину (x, t) ; 0f (x, t), (x)  – известные функции своих 
аргументов.  Точка i  на рассматриваемой поверхности имеет координа-
ты 1i 2i 3i( , , ) , где первые две изменяются по закону (3.3.25) под воздей-
ствием управляющих параметров ia (t) KC( 0,T ),  i (t) ;
2 2
 и 
могут принимать значение в области 2R , третья координата – 
3i 1i 2i( , ), i 1,N . В функционале iL  –  длина i-й кривой (траекто-
рии движения i-й «управляемой точки» по поверхности  1 2z (x ,x ) ), 
соединяющей точки 0i  и 
T
i ; криволинейный интеграл вычисляется по 
формуле: 










i 1i 2i 3i
i 1 i 1(0) 0
dL (t) (t) (t)dt . 
Константы 0 1, 0  заданы и определяют приоритет слагаемого; 
iA 0, i 1, N,  – фиксированные величины; c(x, y, t)  – заданная функция,  
T 0  – фиксированная продолжительность управляемого процесса. 
Как уже отмечалось в п.1.1.6, в задаче А19 управление совершается 
проекциями на плоскость 1 2x Оx  точек 1i 2i 3i( , , ) , а множество , яв-
ляющееся проекцией  на эту же плоскость, и подлежит разбиению (рис. 
1.3). Границы между подмножествами могут изменяться не только вслед-
ствие того, что скорость изменения функции (x, t)  определяется прина-
длежностью точки х к тому или иному подмножеству, но и в силу того, 
что «центры» подмножеств, меняя свое место расположения, могут «тя-
нуть» за собой  границы между «зонами своего наблюдения». 
Приведем необходимые условия оптимальности решения динамичес-
кой задачи ОРМ А19.  




(t) v (t), t [0,T], i 1, N,
 
i 1i 2i 1i 2i(t) (t), (t), v (t), v (t) ,  
1i 2i 1i 2i
0 0 0 0
i0 , , v ,v ,  1i 2i
T T
iT , ,0,0  ,   i 1, N . 






v (t) a (t)cos (t),
(t) v (t),
v (t) a (t)sin (t),
t [0,T],  i 1, N,  
1i 2i 1i 2i
1i 2i




(0) , , v (0) v ,v ,
(T) , , v (T) 0,0 ,




i i ii (t) f (t),a (t), (t) , j 1,4, i 1,N,  (3.3.26) 
i i0(0) ,  i iT(T)  ,   i 1, N ,  (3.3.27) 
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где j i i if (t),a (t), (t) , j 1,4, i 1,N,  – соответствующие функции. 
Пользуясь теми же соображениями, что и в пункте 3.3.4, перепишем 
рассматриваемую задачу в виде задачи оптимального управления, в кото-
рой управляющие параметры делятся на два типа: 1) управление граница-
ми подмножеств осуществляется посредством выбора характеристичес-
ких функций подмножеств, т. е. заданием вектор-функции ( , ) ; 2) 
управления «подвижными центрами» подмножеств – выбором вектор-














J( ) c(x, (t), t) A (x, t) u (x, t) (x, t)dxdt
v (t) v (t) ( (t), (t))dt
a (t)dt min,
(3.3.28) 
где ( , ) ( ), ( , );a(t), (t), ( , ) , а множество допустимых процес-
сов записывается следующим образом: 
j j
i i ii





V ( , ) ( ), ( , );a(t), (t), ( , ) :
(t) f (t),a (t), (t) , j 1,4,
(0) , (T) i 1, N;
(x, t) (x, t) u (x, t) (x, t), t [0,T],
(x,0) (x) x .
 
Применяя принцип максимума Понтрягина, можно получить следую-
щие формулы для стационарного процесса задачи (3.3.28): 
 2i i 4i i
i
* * * *
*
(t)cos (t) (t)sin (t)
a (t)
2










; i 1, N ,   (3.3.30) 






i i k k
k 1,N
i
1, q (x, , t) max q (x, , t),
(x, t) x , t [0,T],




i i i 5 0 i i iq (x, , t) u (x, t) (x, t) (c(x, , t) a ) (x, t) u (x, t) , 
а вектор-функция * * * * * *1 2 3 4 5(x, t) (t), (t), (t), (t), (x, t) , где 
* * *
j j1 jN(t) ,..., , j 1,4 ,  является решением следующей системы 
дифференциальных уравнений: 
2 2 2
1i 0 i i 1 1i 2i 1i 2i
1i
c(x, , t) (x, t) (x, t)dx v v ( , ) ,
2 2 2
2i 1i 1 1i 2i 1i 2i
1i
(t) v v ( , ) ,  
2 2 2
3i 0 i i 1 1i 2i 1i 2i
2i
(c(x, , t)) (x, t) (x, t)dx v v ( , ) ,
  
2 2 2
4i 3i 1 1i 2i 1i 2i
2i
(t) v v ( , ) ,  i 1, N , 
N
5
5 0 i i i
i 1
(x, t) (c(x, , t) a ) (x, t)) (x, t)
t
, x , 
а функция 5(x, t)  для всех x  удовлетворяет условию: 
5(x,T) 0 .     
Для численного решения полученной краевой задачи принципа макси-
мума с учетом аналитического выражения для управляющих функций 





Глава  4 
 
НЕПРЕРЫВНЫЕ НЕЛИНЕЙНЫЕ  
ДИНАМИЧЕСКИЕ ЗАДАЧИ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
 
В главе представлены математические модели нелинейных динамиче-
ских задач оптимального разбиения множеств. Особенностью этих задач 
является зависимость скорости изменения состояния некоторой управ-
ляемой системы в каждой точке рассматриваемого множества  от при-
надлежности этой точки к определенному подмножеству і  множества 
. Нелинейность задач связана, прежде всего, с видом функционала (на-
пример, это может быть среднеквадратическое отклонение состояния сис-
темы от желаемого, или функционал, содержащий функции    , max( )
 
и 
другие). Кроме того, нелинейной может оказаться и дифференциальная 
связь. Приведены несколько подходов к решению таких задач.  
 
4.1. МАТЕМАТИЧЕСКАЯ МОДЕЛЬ И МЕТОД  
РЕШЕНИЯ ДИНАМИЧЕСКОЙ ЗАДАЧИ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
С КВАДРАТИЧНЫМ КРИТЕРИЕМ КАЧЕСТВА. 
СТАТИЧЕСКОЕ РАЗБИЕНИЕ  
 
4.1.1. Постановка задачи 
 
Пусть  – ограниченное, измеряемое по Лебегу множество из nE , 
N  класс всевозможных разбиений множества  на N  подмножеств: 
N
N
1 N i i j
i 1
( ,..., ) : , mes 0, i j, i, j 1, N , 
где mes( )  означает меру Лебега. Пусть функции i iu (x, t; ), i 1,N,  – 
заданные действительные, ограниченные, определенные на 0,T , 
измеримые по x  при соответствующих произвольных векторах парамет-
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ров 1 K Ki i i i i,..., , R , i 1,N . Далее, используя терминологию 
теории непрерывных задач ОРМ, векторы i , i 1,N , будем называть 
«центрами» подмножеств і , i 1, N,  хотя в действительности интер-
претировать эти точки как центры этих подмножеств можно только в ча-
стном случае, когда iK n, , i 1, N . 
Введем в рассмотрение класс допустимых управляющих функций:  
i i i i i
N







ˆF( ) (x, t;u(x, t; , )) (x, t) dtdx , 
где , ,u( , ; , ), ( , ) , T 0  – заданный момент времени; 
u( , ; , ) U,  N ,  , 1 2 N... , функция 
1(x, ) C ( 0,T )  для каждого x  является решением задачи Коши 
   
0
(x, t) (x, t) u(x, t; , ), t 0,T ,
(x,0) (x),






(x, t)dxdt b ;   i 1, N.    (4.1.2) 
В выражениях (4.1.1), (4.1.2) 1 N, b ,...,b  – заданные величины. 
Нелинейной динамической задачей оптимального разбиения мно-
жества nE  на ее подмножества 1 N,...,  с размещением центров 
этих подмножеств называется следующая задача [54].  
Задача. Необходимо найти такой набор * * * * * * *, ,u ( , ; , ), ( , ) , где 
разбиение * * * N1 N( ,..., ) , параметры 
* * *
1 N( , , ) , управ-
ление * * *u ( , ; , ) U  и фазовая траектория *(x, t)  (удовлетворяющая 
условиям (4.1.1), (4.1.2)), при котором функционал F( )  достигал бы ми-
нимального значения. 
Коротко задачу будем записывать так: 
u( , ; , ), ( , )









, ,u( , ; , ), ( , ) : , , u( , ; , ) U;
(x, t) (x, t) u(x, t; , ), t 0,T ,
(x,0) (x); (x, t)dxdt b ;   i 1, N .
 
Оптимальным решением задачи (4.1.3) будем называть допустимую 
четверку * * * * * * *, ,u ( , ; , ), ( , ) , доставляющую минимальное 
значение функционалу F .  
Замечание 4.1. Каждое допустимое разбиение N  и набор пара-
метров 1 N( , , )  определяет функцию u( , ; , ) U  такую, что 
соответствующая задача Коши (4.1.2) имеет единственное решение (x, t)  
в следующем смысле: ix , i 1, N , функция (x, t)  – непрерывна по 




(x, t) (x) (x, ) u (x, ; ) d , t 0,T .  
Замечание 4.2. Задаче (4.1.3) при условиях i i , i 1, N , можно 
дать следующую экономическую интерпретацию. Пусть рассматривается 
сосуществование производителей однотипных товаров (сходных по цене 
и качеству), потребителями которых является определенный слой обще-
ства с примерно одинаковым уровнем доходов, проживающий в одинако-
вых условиях и имеющий одинаковую шкалу предпочтений. Общим ин-
тересом для фирм-производителей однотипного товара является удержа-
ние спроса (x, t)  на данный товар на определенном уровне ˆ(x, t) , кото-
рый можно лишь несколько увеличивать или уменьшать со временем, со-
храняя при этом главную тенденцию колебаний в окрестности желаемого 
спроса, при условии учета предельной границы потребления данного то-
вара и производственных мощностей предприятия. Считается, что дина-
мика спроса прямо пропорциональна самому спросу (что отображается в 
линейном слагаемом дифференциального уравнения (4.1.1),  – коэффи-
циент пропорциональности). Кроме того, повышение спроса на продук-
цию может осуществляться за счет проведения субъектами производства 
определенных действий, увеличивающих спрос, например, незначитель-
ного сокращения стоимости товара за счет модернизации производства, 
рекламных акций и т. д. Сила воздействия таких мероприятий i-го произ-
водителя описывается функцией i iu (x, , t), i 1, N . Поскольку предпола-
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гается сосуществование производителей, не имеет смысла каждому из них 
«вкладывать средства» в каждого потребителя. Необходимо лишь найти 
оптимальные местоположения производителей в регионе  и распреде-
лить потребителей на зоны влияния и обслуживания соответствующих 
производителей с учетом их общих интересов. Ограничения типа (4.1.2) 
могут учитывать или предельную границу потребления данного товара, 
или производственные мощности предприятий. 
Замечание 4.3. Вместо интегральных ограничений типа (4.1.2) на фа-
зовую переменную в задаче (4.1.3) могут быть введены аналогичные ог-




u (x, t; )dxdt b ;   i 1, N.    (4.1.2') 
Тогда экономически задача (4.1.3) с такими ограничениями (4.1.2') при 
условии N  может быть интерпретирована так. Пусть, как и в заме-
чании 4.2, рассматривается сосуществование производителей однотипных 
товаров, координаты расположения которых i i , i 1, N , могут быть 
заданы, а могут подлежать определению. Будем считать, что можно 
спрогнозировать уровень ˆ(x, t)  спроса на данный товар в каждой точке  
х региона  на некоторый период t 0,T . Общим интересом для фирм-
производителей однотипного товара является удовлетворение этого спро-
са. Пусть функция (x, t)  описывает количество товара у потребителя х в 
момент времени t 0,T . При t 0  эта величина известна и задается 
функцией 0 (x), x . Изменение количества товара у потребителя с 
течением времени происходит за счет потребления товара. Будем считать, 
что такие изменения пропорциональны самому количеству ( 0  – ко-
эффициент пропорциональности), а также могут происходить за счет про-
изводства и доставки продукции производителем i  в количестве 
i iu (x, , t)  в единицу времени. Ограничения (4.1.2') учитывают мощности 
самих производителей. Необходимо закрепить каждого потребителя за 
одним производителем для как можно более полного удовлетворения 
спроса. 
Для корректности поставленной задачи правые части неравенств 
(4.1.2) или (4.1.2') должны удовлетворять некоторым условиям, при кото-
рых сформулированная задача была бы разрешимой. Эти условия полу-






4.1.2. Метод и алгоритм решения задачи 
 
Согласно методике решения непрерывных задач ОРМ, от задачи (4.1.3) 
перейдем к эквивалентной задаче бесконечномерного программирования 
с булевыми переменными: найти вектор-функцию 1 N( ) ( ),..., ( ) , и 










(x, t) (x, t) u (x, t; ) (x), t 0,T ,
(x,0) (x), x ,
 




(x, t) (x)dxdt b ;   i 1, N.     (4.1.6) 
Решение задачи Коши (4.1.5) для каждого x  легко получить в ана-
литическом виде:  
tN
t
0 j j j
j 1 0
(x, t; (x), ) (x) e u (x, ; )d (x),  (4.1.7) 
x , t 0,T .  
Учитывая выражение (4.1.7), задачу (4.1.4) – (4.1.6) можно переписать 
следующим образом: 
( )










0 j j j i i
j 10 0
(x) e u (x, ; )d (x) (x)dtdx b , i 1, N,  
 (4.1.9) 
где 0ˆ(x, t) (x, t) (x) .  
Для упрощения и функционала (4.1.8), и соотношения (4.1.9) восполь-
зуемся следующим свойством элементов множества :  









, x , i, j 1, N . 
Тогда задача (4.1.8), (4.1.9) приобретает следующий вид: 
1I ( ( ), )
( ( ) )





i i i i i




I ( ( ), )





0 i i i i
0 0
T (x) e u (x, ; )d dt (x)dx b , i 1, N.  (4.1.11) 
Таким образом, от непрерывной динамической задачи оптимального 
разбиения множества с квадратичным функционалом (4.1.3) удается пе-
рейти к эквивалентной непрерывной линейной задаче ОРМ с ограниче-
ниями-неравенствами. К решению полученной задачи (4.1.10) – (4.1.11) 
можно применить метод, представленный в разделе 3.2. При этом для оп-
тимального решения задачи (4.1.10), (4.1.11) нетрудно получить следую-
щие расчетные формулы: 
* * * *
i i i k k k
* k 1,N
i
1, если B (х; , ) min B (х; , ),
(x)




* * * *
i i i i 0 i i i i i
0
B (х; , ) T (x) x, t; x, t; 2 (x, t) dt , 
t
(t )
i i i i
0
(x, t; ) e u (x, , )d , i 1, N , 
а в качестве 1 N 1 N,..., ; ,...,  выбирается оптимальное решение зада-
чи 
T N2
j j j j j
j 1,N j 10
( ) min min B (x; , )dx (x, t) dtdx b max . (4.1.13) 
Нелинейную задачу (4.1.4) – (4.1.6) можно также привести к непре-




задачи Коши (4.1.5): 
1 2(x, t) (x, t) (x, t; (x), ) ,  (4.1.14) 
где функция 1(x, )  для каждого x  является решением задачи Коши 
1 1
1 0
(x, t) (x, t), t 0,T ,
(x,0) (x),
   (4.1.15) 
а функция 2 (x, ; (x), )  – удовлетворяет задаче Коши 
N
2 2 j j j
j 1
2
(x, t) (x, t) u (x, , t) (x), t 0,T ,
(x,0) 0.
 (4.1.16) 
Задача (4.1.15) решается однозначно: 
t
1 0(x, t) (x)e , x , t 0,T . 
Решение задачи (4.1.16) записывается следующим образом: 
N
2 j j j
j 1
(x, t) (x, t; ) (x), x , t 0,T ,  
где  
t
j j j j
0
(x, t; ) e u (x, ; )d , j 1, N.  
Задача (4.1.4) – (4.1.6) с учетом представления (4.1.14) и указанных 
выше свойств множества  записывается следующим образом: 
 2
( )
I ( ( ), ) min        (4.1.17) 
при условиях 
T
0 i i i i
0








I ( ( ), ) (x, t; ) 2 (x, t) (x, t; ) dt (x)dx
(x, t) dtdx,
   (4.1.19) 
1





A (x) (x) e dt, x . 
Далее, пользуясь методикой решения непрерывных линейных задач 
оптимального разбиения множеств с ограничениями в форме неравенств и 
с расположением центров подмножеств, подробно описанной в разделе 
3.2, можно получить следующие расчетные формулы для характеристиче-
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k k k 0
k 1,N 0
1, если (x, t; )dt A (x)
(x)
min (x, t; )dt A (x),
0 в остальных случаях, i 1, N,
   (4.1.20) 
где  * 2 * * *i i i i i i i(x, t; ) (x, t; ) 2 (x, t) (x, t; ) , i 1, N , 
а в качестве 1 N 1 N,..., ; ,...,   выбирается оптимальное решение задачи 




k k k 0 j j
k 1,N j 10
( ) min min (x, t; )dt A (x) dx b . 
Алгоритм решения задачи (4.1.3), записанной в терминах характери-
стических функций, аналогичен алгоритму, представленному в разделе 
3.2. 
Имеет место следующее утверждение. 
Утверждение. Если константы
 1 N




i 1 0 0





u(x, t) maxmaxu (x, t; ) x , t 0,T , множество допусти-
мых процессов задачи (4.1.3) не является пустым. 





i 1 0 0
1
b S e 1 (x) e u(x, )d dtdx.  
Далее приведем численный алгоритм, в котором для решения задачи 
минимизации функции (4.1.13) по набору параметров  применяется 
метод проекции градиента, а условия неотрицательности множителей Ла-
гранжа i  учитываются с помощью функции внешнего штрафа, т. е. ре-
шается следующая задача: 
NR






j j j j j i
j 1,N j 1 i 1
( , ) min B (x; , )dx b S max(0,( ))  
T
i i i i 0 i i i i i
0
B (х; , ) T (x) x, t; x, t; 2 (x, t) dt , 
t
(t )
i i i i
0
(x, t; ) e u (x, , )d , i 1, N . 
В случае, когда i , i 1, N , а множество  имеет сложную форму 
или не является выпуклым, проекцию точки на  найти сложно или не-







, R \ Ω,
 
расширить с ее помощью целевую функцию (4.1.23) и решать такую зада-




RRi 1 i 1
( , ) ( , ) S max(0,( )) P( ) max min .  (4.1.24) 
Алгоритм решения задачи. Не теряя общности, будем считать, что 
множество  является параллелепипедом , стороны которого парал-
лельны осям декартовой прямоугольной системы координат.  
1. Параллелепипед  покрываем прямоугольной сеткой и задаем на-
чальное приближение 
(0) (0) (0) (0)
1 N 1 N, ( ,..., ; ,..., ) . Пусть 
ˆ  – множе-
ство узлов пространственной сетки.  
2. Покрываем отрезок 0,T  сеткой с шагом th , обозначая через 
t TTˆ t : t lh , l 1,n   множество узлов сетки по временной переменной.  
3. Для каждого узла ˆx : 
3.1. Вычисляем 
(0)
i (x),  i 1, N , по формуле (4.1.12) при зна-
чениях 
(0) (0)
i i i i, , i 1, N.   
3.2. Вычисляем значение фазовой переменной (x, t; (x), )  в 
каждом узле временной сетки Tˆ  по формуле (4.1.7) при  
(0) (0)
i i i i, , i 1, N. 
4. Вычисляем компоненты NN gggg ,...,;,..., 11  обобщенного 
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градиента функции ( , )  в точке 
(0) (0) (0) (0)
1 N 1 N, ( ,..., ; ,..., )  при  
),()( )0(  (0) (0)i i i i ,   , i 1,N . 






(1) (0) (0) (0)
i i 0
h g ( );    




Pr  – оператор проектирования на множество i .  
Осуществляем переход на второй шаг. 
Пусть в результате вычислений после k, k = 1,2,... шагов алгоритма по-
лучены некоторые значения 
(k) (k) (k 1), ,  (x) . 
(k+1)-й шаг: 
6. Для каждого узла ˆx : 
6.1. Вычисляем 
(k)
i (x),  i 1,N  по формуле (4.1.8) при 
значениях 
(k) (k)
i i i i, , i 1, N.   
6.2. Вычисляем значение фазовой переменной 
(x, t; (x), )  в каждом узле временной сетки Tˆ  по формуле 
(4.1.7) при 
(k) (k)
i i i i, , i 1, N. 
7. Вычисляем компоненты N N1 1g ,...,g ;g ,...,g  обобщенного гради-
ента функции ),(  в точке (k) (k) (k) (k)1 N 1 N, ( ,..., ; ,..., )  при 
(k)( ) ( ),  
(k) (k)
i i i i ,   , i 1,N . 
8. Осуществляем (k+1)-й шаг r-алгоритма для решения задачи (4.1.23), 
краткая схема которого записывается следующим образом: 
(k 1) (k) (k) (k)
k k 1h B g ( , ),  
(k 1) (k) (k) (k)
k k 1 Pr h B g ( , ) ,  
где k 1B , k 1B  – операторы отображения преобразованного пространства  
в основное пространство NE , пересчет которых производится по сле-





B B R ,
r
(k) (k) (k 1) (k 1)








B B R ,
r
(k) (k) (k 1) (k 1)
kr g ( , ) g ( , ) , 
R  – оператор растяжения пространства в направлении  с коэф-
фициентом растяжения , матричная форма которого имеет вид: 
T
NR I 1 ; 
T T
(k) (k) (k) (k)
k 1k 1g B g ( , ), g B g ( , ) , 
kh – шаговый множитель, выбор которого осуществляется из условия 
оптимума функции по рассматриваемому направлению. 
9. Если условие 
(k) (k) (k 1) (k 1), , ,    0 ,                     (4.1.25) 
не выполняется, то k:=k+1 и осуществляем переход на шаг 6, иначе – 
переход на шаг 3, если не все точки пространственной сетки просмотре-
ны, или на шаг 10 – если исчерпаны все точки ˆx . 
10. Полагаем
 
* (l)(x) (x)  для каждой точки ˆx , 
* (l) * (l),   , где l  – номер итерации, на которой вектор (k) (k),  
удовлетворяет условию (4.1.25) окончания итерационного процесса. Вы-
числяем оптимальное значение целевого функционала 
* *
1I ( ( ), )  и, для 
контроля правильности результата, значение функции (4.1.23) при сле-
дующих параметрах: *,  
*( ) ( ) , *  . 
Алгоритм описан. 
Замечание 4.4. Приведенный алгоритм легко адаптировать для реше-
ния динамических задач оптимального разбиения множеств, в которых 
отсутствуют ограничения типа (4.1.2). При этом функция (4.1.13), а зна-
чит и (4.1.23), не содержит слагаемые с двойственными переменными и, 
таким образом, нет необходимости максимизировать указанную функцию 
по переменным i , i 1,N , осуществляется только ее минимизация по 
параметрам i .  
 
4.1.3. Исследование свойств решений 
 
Приведенный алгоритм реализован в виде программного модуля, ко-
торый является одной из составных частей комплекса программ DOSPP. 
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Работа приведенного алгоритма решения динамической задачи ОРМ 
(4.1.3) проверена на многих тестовых примерах. При этом алгоритм был 
адаптирован на случаи: 
 решения динамической задачи ОРМ с нелинейным функционалом 
без интегральных ограничений с заданными фиксированными параметра-
ми 
i
, i 1, N ; 
 решения задачи разбиения при наличии интегральных ограничений 
на фазовую переменную и / или на управляющую функцию. 
Результаты решения тестовых или модельных задач приведем в поряд-
ке возрастания сложности их постановки, то есть по мере увеличения 
списка переменных, значение которых необходимо определить, а также 
условий, которым должны удовлетворять решения. Анализ результатов 
вычислительных экспериментов проведем с целью выявления влияния 
исходных данных на структуру оптимального разбиения. К таким данным 
относятся количество узлов интегрирования по временной и пространст-
венным координатам, вид функций 0 (x) , ˆ(x, t)  
и i iu (x, t; ), i 1, N . 
Представим результаты решения некоторых тестовых примеров. Об-
щими данными для тестовых задач № 1 – 7 (см. табл. 4.1 – 4.3 Приложе-
ния) являются следующие параметры задачи (4.1.3): [0,1] [0,1];  
T 3 . Параметр  в уравнении (4.1.2) равен нулю. Для численного ре-
шения задач множество  покрывалось сеткой с шагом 
x yh h 0.005 , шаг по временной переменной th 0.015 . Другие 
параметры задач для соответствующих экспериментов, а также получен-
ные оптимальные разбиения представлены в табл. 4.1 – 4.4 (см. Приложе-
ние). Отметим также, что вычисление, при необходимости, координат 
центров подмножеств и значений двойственных переменных осуществля-
лось с точностью 0.0001 .  
Для проверки корректности расчетных формул и работы алгоритма  
были решены несколько динамических задач ОРМ с квадратичным функ-
ционалом (4.1.3) без интегральных ограничений (4.1.2) с фиксированными 
параметрами i , i 1, N . При этом в качестве исходных данных, то есть 
функций 
0 (x) , ˆ(x, t)  и i iu (x, t; ), i 1, N  выбирались такие, чтобы 
структуру оптимального разбиения и значение целевого функционала 
можно было бы предугадать заранее. 
Результат решения таких задач приведен в табл. 4.1 (см. Приложение). 
В  тесте № 1 функция ˆ(x, t)  является решением задачи Коши (4.1.2) в 




пространственной переменной, принимает только два значения 0.2 и 0.62 
и имеет линию переключения 1x 0.4 . Функции i iu (x, t; ), i 1,6 , – по-
стоянные, причем среди возможных их значений можно заметить и ука-
занные выше. Как видно из таблицы, получено оптимальное разбиение и 
почти нулевое значение целевого функционала. Погрешность вычислений 
обуславливается дискретизацией множества  и приближенным вычис-
лением двойного интеграла по пространственной переменной в функцио-
нале (интегрирование по временной переменной в данном случае с помо-
щью формулы трапеций обеспечивает нулевую погрешность). Так же по-
лучается и в тесте № 2. 
Результаты тестов № 3 и № 4 фактически демонстрируют возможность 
аппроксимации функции
 
u(x, t; )  кусочно-постоянной функцией со зна-
чениями в промежутке от 4.4 до 9.6 так, чтобы соответствующее ей реше-







ˆ(x, t) 2 e Q e .  Функцию ˆ(x, t) , в свою очередь, 
можно интерпретировать как совместное влияние на множество  ис-
точников, расположенных в точках m , m 1,M . 
На рисунках, приведенных в табл. 4.1,  эти источники помечены кру-
гами, причем, чем больше интенсивность источника mQ , тем больше ра-
диус круга. Кроме того, следует заметить, что левый верхний угол прямо-
угольника на рисунке соответствует координатам (0,0), ось 1Ох  направ-
лена вниз, ось 2Ох  – вправо. 














(x) 0.3 Q e , 
а источники m  и их интенсивности помечены на рисунках в табл. 4.2 
(см. Приложение). Для теста № 5 значения параметров выбирались таки-
ми: 0.02 , 0.04 , Q (3,2,5) ; в тестах № 6, 7 эти параметры равны: 
9 , Q (14,12,6) . Аналитический вид функций i iu (x, t; ),  i 1, N , 
приведен в табл. 4.2. Здесь же можно проследить влияние параметров 
этих функций на структуру разбиения. В тесте  № 8 все функции такие 
же, как и в тесте № 6, отличаются лишь координаты и интенсивности ис-
точников. Кроме того, в дифференциальном уравнении (4.1.2) задано не-
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нулевое значение параметра: 0.06 .  
В табл. 4.3 (см. Приложение) представлены результаты некоторых 
экспериментов по решению динамических задач ОРМ (4.1.3) с интеграль-
ными ограничениями при фиксированных центрах подмножеств. В тестах  
№ 9 – 11 функция, среднеквадратическое отклонение фазовой переменной 





10 x 0.75 x 0.25 2
1 2
10 x 0.3 x 0.7 2
1 2
5te , 2x x 0.3
ˆ (x, t)
5te , 2x x 0.3
    (4.1.26) 
а функции, с помощью которых определяется управляющая функция, за-
даются таким образом: 
2
i10 x
i iu (x, t; ) 5e , 
где ix  – метрика в 
2E , и отличаются только векторами 
i
, коор-
динаты которых указаны в табл. 4.4. В случае, когда N = 2 и величины 
правых частей ограничений-неравенств (4.1.3) достаточно большие – тест 
№ 9, в результате получено оптимальное разбиение такое, что фазовая 
переменная «почти» совпадает с функцией ˆ(x, t) . Среднеквадратическое 
отклонение при этом вычислено приближенно и составляет 0.0620. При 
уменьшении величин 1 2b или b  уменьшается подмножество, на котором 
задается соответствующая функция i iu (x, t; ) , что отражено, например, 
на рисунке из теста № 10. В следующем тесте N = 2, а задаваемые функ-
ции такие же, как и в предыдущих двух экспериментах. 
Интересными с точки зрения «устойчивости» разбиения оказались ре-
зультаты тестов № 12, 13, в которых функция
 







10 x 0.2 x 0.6 2
1 2
10 x 0.4 x 0.2 2
2 1
10 x 0.9 x 0.4
1 2
5te , 2x x 0.3,
ˆ(x, t) 5te , 3x x 0.2,
5te для остальных (x ,x ),
 (4.1.27) 
а некоторые из функций i iu (x, t; )  совпадают с производной по времен-
ной переменной функций, составляющих ˆ(x, t) . Как можно заметить на 
рисунках в тестах 12, 13, оптимальное разбиение имеет зоны неустойчи-
вости, т. е. в подмножествах, составляющих разбиение, появляются неко-
торые вкрапления – множества (почти нулевой меры) точек из других 




окрестностями границ диаграммы Вороного, т. е. линий, описываемых 
следующими уравнениями:  
22
i jx x , i j ,  
как в тесте № 12, или модифицированной диаграммы Вороного, линий, 




i ja e a e , i j, 0 , 
как в тесте № 13. Можно предположить, что такая «неустойчивость» оп-
тимального разбиения связана именно с видом функций ˆ(x, t)  и 
i iu (x, t; )  и с вычислительной погрешностью. 
В табл. 4.4. приведены другие показательные результаты решения не-
прерывных динамических задач оптимального разбиения с функциями 
i iu (x, t; )   и ˆ(x, t)  
специального вида.  
Таким образом, в данном подразделе представлен численный алгоритм 
решения динамической задачи ОРМ с квадратичным функционалом, в 
которой скорость изменения состояния некоторой системы в каждой точ-
ке множества  зависит от принадлежности этой точки к одному из под-
множеств і , составляющих разбиение множества . В основе алгорит-
ма лежит следующая схема: исходная задача сводится к линейной непре-
рывной задаче ОРМ. Последняя, в свою очередь,   редуцируется к конеч-
номерной задаче максимина некоторой негладкой функции. Такая редук-
ция возможна в силу линейности дифференциального уравнения и опре-
деленных свойств множества . Далее обобщим задачу (4.1.3) на случай 
подвижных границ между подмножествами і , а также нелинейности по 
фазовой переменной дифференциального уравнения, описывающего из-
менение состояния   системы. 
 
4.2. МАТЕМАТИЧЕСКАЯ МОДЕЛЬ  И МЕТОД  
РЕШЕНИЯ ДИНАМИЧЕСКОЙ ЗАДАЧИ  
С КВАДРАТИЧНЫМ ФУНКЦИОНАЛОМ.  
ДИНАМИЧЕСКОЕ РАЗБИЕНИЕ  
 
4.2.1. Постановка задачи и ее эквивалент в терминах  
характеристических функций подмножеств 
 
Математическая постановка задачи. Пусть  – ограниченное, из-
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меримое по Лебегу множество из пространства nЕ ; 
i 2u (x, t) L ( [0,T]), i 1,N,  – заданный набор функций; 
N  – класс 
всех возможных разбиений множества  на N  подмножеств. Как и в 
разделе 3.3, позволим границам между подмножествами меняться со вре-
менем. Момент времени Т  считается фиксированным. 
Пусть для всех (или п. в.) x  состояние некоторого управляемого 
процесса или объекта описывается дифференциальным уравнением 
(x, t) (x, t) u(x, t; (t)) f (x, t), u U(t), t [0,T],
    
(4.2.1) 
где   – заданная величина; f (x, t)  – известная функция из простран-




U(t) {u(x, t; (t)) : u(x, t; (t)) u (x, t) п. в. для х (t), i 1, N;
(t) ( (t), , (t)) }, t [0,T].
 
То есть в каждой точке x   управление рассматриваемым процес-
сом может осуществляться по одному из известных заранее сценариев 
iu (x, t), i 1, N . Начальное состояние процесса известно: 
0(x,0) (x), x .          (4.2.2) 
Каждое допустимое разбиение N(t)  определяет функцию 
u(x, t; (t)) U(t)  такую, что соответствующая ей задача Коши (4.2.1), 
(4.2.2) имеет единственное решение, что следует из теоремы 3.6. Усло-
вимся решение указанной задачи Коши, соответствующее функции
 
u(x, t; (t)) , обозначать через (x, t; (t)) .  
Требуется отыскать для каждой точки x  такое разбиение  
*(t), t 0,T  и соответствующие ему функции *u (x, t; (t)) U(t)  и 
*(x, t; (t)) ,  при которых состояние *(x, ; ( ))  к моменту времени 
t T  было бы как можно ближе к желаемому состоянию, описываемому 
функцией ˆ (x) , т. е. функционал
  
2
ˆJ( ( )) (x,T; (T)) (x) dx
   
 (4.2.3) 
достигал бы своего минимального значения.  
Как нетрудно заметить, в отличие от ранее рассмотренных задач 
управления, функционал (4.2.3) – терминальный. 
Введя в рассмотрение характеристические функции i ( , t)  подмно-








u(x, t; (x, t)) u (x, t) (x, t) . 
Для каждой точки x  и каждого момента времени t [0,T]
 
будем 
обозначать решение задачи Коши (4.2.1), (4.2.2), соответствующее набору 
характеристических функций 1 N(x, t) ( (x, t), , (x, t))  как  (x, t; (х, t)) . 
Задача минимизации функционала (4.2.3) на множестве U( )  при усло-
виях (4.2.1), (4.2.2) эквивалентна следующей задаче: найти вектор-
функцию 1 N( , ) ( ( , ),..., ( , )) , такую что 
I( ( , )) min,          (4.2.4) 





(x, t) (x, t) u (x, t) (x, t) f (x, t), , t [0,T],
(x,0) (x),









{ (x, t) ( (x, t), , (x, t)) : (x, t) 0 1, i 1, N,
(x, t) 1, почти всюду для x , t [0,T]}.
 
Задача (4.2.4), (4.2.5) может быть отнесена к классу задач оптимально-
го управления системой с сосредоточенными параметрами, в которой в 
качестве управляющих функций выступают характеристические функции 
подмножеств, составляющих в каждый момент времени рассматриваемо-
го временного интервала разбиение множества . 
 
4.2.2. Необходимые и достаточные условия оптимальности 
 
Справедлива следующая теорема. 
Теорема 4.1. Допустимый процесс
 
* *( ( , ), ( , ))  ( *( , ) , *( , )  – 
решение задачи (4.2.5)) доставляет минимальное значение функционалу 





ˆ ˆ(x,T; (x,T)) (x) min (x,T; (x,T)) (x)  ,      (4.2.6) 
НЕПРЕРЫВНЫЕ НЕЛИНЕЙНЫЕ ДИНАМИЧЕСКИЕ ЗАДАЧИ ОРМ 
 
 325 
где * *(x, t; (x, t))  – решение задачи Коши (4.2.5), соответствующее 
функции 1*(x, t) , t [0,T] ,  
N
1 1 N i i
i 1
(t) ( (t), , (t)) : (t) 0 1, i 1, N; (t) 1, t 0,T . 
Доказательство аналогично доказательству теоремы 3.1. 
Итак, теорема 4.1 сводит решение задачи (4.2.4), (4.2.5) к решению се-
мейства задач оптимального управления с терминальным нелинейным 
функционалом: для каждого x  
1(х, )
I( (х, )) min         (4.2.7) 
при условиях (4.2.5), где 
2
ˆI( (х, )) (x,T; (x,T)) (x) . 
Пусть x  – произвольная, но фиксированная точка. Для задачи 
(4.2.7), (4.2.5) – задачи Майера, в которой в качестве управляющей высту-
пает вектор-функция 1 N(х, ) ( (х, ),..., (х, )) , справедлива следующая 
теорема.  
Теорема 4.2. Для того чтобы процесс * *( (х, ), (х, )) , удовлетворяю-
щий условиям 1*(х, )  и (4.2.5), доставлял минимальное значение 
функционалу задачи (4.2.7), необходимо и достаточно существование та-
кого значения 0 0  и функции х (t) , которые одновременно не обра-
щаются в нуль ни при каком значении t [0,T] , и таковы, что выполня-
ются: 
а) условия стационарности по фазовой переменной (х, ) :  
хd H
dt
,       (4.2.8) 
где функция Понтрягина имеет вид: 
N
х 0 i i х
i 1
H( (х, ), (х, ), ( ), , t) ( (x, t) u (x, t) (x, t) f (x, t)) (t);  
б) условие трансверсальности по фазовой координате (х, ) :  
х 0 ˆ(T) 2 (x,T; (x,T)) (x) ;    (4.2.9) 












1, q (x, t) min q (x, t),
(x, t) t 0,T ;
0 в остальных случаях;
           (4.2.10) 
где i i i хq (x, , t) u (x, t) (t), i 1, N .  
Доказательство. Погружаем множество 1  в симплекс: 
N
2 1 N i i
i 1
(t) ( (t), , (t)) : 0 (t) 1, i 1, N, (t) 1, t 0,T ,
и вместо задачи (4.2.7), (4.2.5) будем решать задачу 
2(x, )
I( (x, )) min        (4.2.11) 
при условиях (4.2.5).  Напомним, что х – произвольная фиксированная 
точка множества . 
Пусть процесс * *( (х, ), (х, )) , таков, что * 2(x, ) ,  а функция 
*(x, t)  является соответствующим решением задачи Коши (4.2.5).  
Условия (4.2.8) – (4.2.10) являются необходимыми условиями опти-
мальности управляемого процесса для задачи (4.2.11), (4.2.5), вытекаю-
щими из принципа максимума Понтрягина.  
Достаточность этих условий для оптимальности процесса следует из 
выпуклости функционала (4.2.7) по фазовой координате, а также линей-
ности дифференциального уравнения как по фазовой переменной, так и 
по управляющим параметрам.  
Осталось лишь доказать эквивалентность задач (4.2.7) и (4.2.11). Дей-




(x, t) 1 t 0,T  для вектор-функции *(x, t)  следует, что опти-
мальное решение задачи (4.2.11) является допустимой точкой для задачи 
(4.2.7). Таким образом, множество решений задачи (4.2.11) содержит все 
возможные оптимальные решения задачи (4.2.7), в результате чего делаем 
вывод об эквивалентности задач (4.2.7) и (4.2.11).  
Таким образом, теорема 4.2 определяет критерий оптимальности для 
каждой из задач оптимального управления семейства (4.2.7).  
 
4.2.3. Алгоритм решения задачи 
 
Основываясь на теоремах 4.1 и 4.2, представим общую схему решения 
задач типа (4.2.4), (4.2.5), а также сформулируем численный алгоритм ре-
шения таких задач. 
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Нетрудно показать, что при 0 =0 задача оптимального управления 
(4.2.7), (4.2.5) решения не имеет. Поэтому положим  0 =1. 
Оптимальное решение задачи (4.2.4), (4.2.5) определяется следующим 




1, q (x, t) max q (x, t),
(x, t)
0, во остальных случаях; t 0,T ;
  (4.2.12) 
где   i i i хq (x, , t) u (x, t) (t), i 1, N, а функции (x, t)  и х (t)  удовле-







(x, t) (x, t) u (x, t) (x, t) f (x, t),
(t) (t) , t [0,T],
(x,0) (x),
ˆ(T) 2 (x,T; (x,T)) (x) .
  (4.2.13) 
Представленный ниже численный алгоритм решения непрерывной не-
линейной динамической задачи ОРМ с подвижными границами между 
подмножествами разработан на основе  метода Ньютона.  
Не теряя общности, в качестве множества  будем рассматривать     
n-мерный куб  [0,1] [0,1] ... [0,1] . 
Алгоритм 
1. Область  покрываем квадратной сеткой  с шагом h  по каждой 
пространственной переменной. Обозначим  – множество узлов полу-
ченной сетки. Задаем значение функции начальных условий 
0(x,0) (x)  в узлах x . 
2. Для каждого узла x  сетки:
 
 
а) инициализируем k : k 0 . Задаем начальное значение 0 ; 
б) задаем значение двойственной функции х (t)  при t 0  путем 
присвоения ей значения  k-го приближения параметра : kх (0) ; 
в) находим значение характеристической функции (k)g (x,0), g 1,N,  
по формуле (4.2.12); 
г) покрываем отрезок [0,T]  сеткой с шагом
 t
h  (узел интегрирования 
по временной переменной будем обозначать  через t ). Решаем задачу 
Коши для системы обыкновенных дифференциальных уравнений (4.2.13) 




0 t T  значения функций (k) (x, t)  и (k)x (t), при этом на каждом шаге 
численного интегрирования системы по формуле (4.2.12) находим значе-
ния характеристических функций (k)g (x, t)  g 1, N ; 
д) вычисляем невязку kY( ) :  
k (k) (k) (k)
x ˆY( ) (T) 2 (x,T; (x,T)) (x) ; 
е) если выполняется неравенство 
kY( ) ,           (4.2.14) 
где 0  – заранее заданная точность, то полагаем  (l)(x, t) (x, t) , 
0 t T , где l – номер итерации, на которой выполнилось условие 
(4.2.14). Переходим на начало шага 2 для следующей точки пространст-
венной сетки или, если все точки сетки просмотрены, – на шаг 3. Если 
неравенство (4.2.14) не выполняется, то переходим на шаг ж); 








   
k k
k Y( ) Y( )Y ( ) , 
где   – заданное малое приращение параметра . 
Отметим, что для вычисления величины kY( )  следует реализо-
вать пункты б) - д) алгоритма при k: . 
k k 1 . Возвращаемся на шаг б). 
3. Находим оптимальное значение целевого функционала (4.2.7) по 
одной из формул приближенного вычисления кратных интегралов. 
Алгоритм описан. 
 
4.3. НЕОБХОДИМЫЕ И ДОСТАТОЧНЫЕ  
УСЛОВИЯ ОПТИМАЛЬНОСТИ  
ДЛЯ НЕПРЕРЫВНОЙ ДИНАМИЧЕСКОЙ 
ЗАДАЧИ ОПТИМАЛЬНОГО РАЗБИЕНИЯ 
МНОЖЕСТВ  БЕЗ ОГРАНИЧЕНИЙ  
 
Сформулируем необходимые условия оптимальности для непрерывной 
динамической задачи оптимального разбиения множества без ограниче-
ний в форме неравенств, в отличие от  рассмотренных выше. Укажем, ка-
кими свойствами должны обладать функции, входящие в постановку за-
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дачи, чтобы эти условия были и достаточными условиями оптимальности 
разбиения и управляемого процесса. 
 
4.3.1. Постановка задачи 
 
Пусть  – ограниченное, измеряемое по Лебегу множество из 
nE , 
N  – класс всевозможных разбиений множества  на N  подмножеств: 
N
N
1 N i i j
i 1
( ,..., ) : , mes 0, i j, i, j 1, N , 
где mes( )  означает меру Лебега.  
Пусть функции iu (x, t), i 1, N,  – заданные действительные, ограни-
ченные, определенные на 0,T , измеримые по x  и t.  
Введем в рассмотрение класс допустимых управляющих функций:  
i iU (u(x, t; (t)) : u(x, t; (t)) u (x, t), п. в. для x , i 1,N,
 N , 0,T ); t 0,T , x .  
Задача 1. Минимизировать функционал 
Т
0
F( ( , ),u( , ; ( ))) Ф( (x, t),u(x, t; (t)), t)dxdt         (4.3.1) 
при ограничениях 
N(x, t) ( (x, t),u(x, t; (t)), t), (t) , t 0,T ,          (4.3.2) 
 0(x, t) (x), x ,        (4.3.3) 
u(x, t) U почти всюду для x , 0 t T .    (4.3.4) 
Минимизация производится по всем ограниченным измеримым u U  
и по всем непрерывным (x, t) , удовлетворяющим (4.3.2), (4.3.3) почти 
всюду для t 0,T  и x . Момент времени Т – фиксирован. Уравнение  
(4.3.2) будем понимать в интегральном смысле, т. е. п.в. для х  реше-
нием задачи Коши  (4.3.2), (4.3.3) почти всюду для t 0,T  будем счи-






(x, t) (х) ( (x, ),u(x, ; ( )), )d , (t) , t 0,T .  




момент времени t 0,T  полностью определяется разбиением множества 
N
1 N(t) ( (t), , (t)) .  
Будем предполагать выполненными следующие условия. 
Условиие 1. Функции Ф( ,u, t)  и ( ,u, t)  заданы на 3R  со значе-
ниями в 1R , непрерывны по u и непрерывно дифференцируемы по  и t, 
причем Ф ( ,u, t) , ( ,u, t) , tФ ( ,u, t) , t ( ,u, t)  ограничены при лю-
бых ограниченных , u. 
 
4.3.2. Необходимые и достаточные условия оптимальности 
 
Введем характеристические функции 1 N(х, t),..., (х, t)  
под-





(x, t) ( (x, t), , (x, t)) : (x, t) 0 1, i 1, N,
(x, t) 1, почтивсюду для x ,
 





u(x, t) u (x, t) (x, t) .      (4.3.5) 
Тем самым в качестве управляющих функций в задаче 1 можно счи-
тать функции из множества . Перейдем от задачи 1, в которой неиз-
вестным является разбиение множества x , к следующей задаче. 
Задача 2. Найти вектор-функцию * * *1 N( , ) ( , ),..., ( , ) , соот-
ветствующую ей  фазовую траекторию *(x, t)  (удовлетворяющую усло-








 Справедлива следующая теорема. 
Теорема 4.3. Пусть *( , ) , *(х, ) C 0,T  п. в. для x  – 
решение задачи Коши (4.3.2), (4.3.3), соответствующее функции *( , ) . 
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Для того чтобы допустимый процесс
 
* *( ), ( , )  доставлял минималь-
ное значение функционалу (4.3.5), необходимо и достаточно, чтобы поч-








(x, ), (x, ) V i 10
Ф( (x, t), u (x, t) (x, t), t)dt






0 1 N i i
0
i 1
х (x, t) ( (x, t),u(x, t; (х, t)), t), t 0,T , х ,





Д о к а з а т е л ь с т в о. Учитывая тот факт, что, согласно условиям 
(4.3.2), функция (x, t)  для каждого x  изменяется только по времени, 




I( ( , ), ( , )) Ф( (x, t), u (x, t) (x, t), t)dtdx  











Тогда задачу (4.3.5), (4.3.2), (4.3.3) можно записать следующим   обра-
зом: 
В (х, ), (х, ) dx  
( , ), ( , ) V
min . 
Необходимость. Пусть * *( ( , ), ( , ))  – оптимальное решение задачи, 
т. е. 
* *I( ( , ), ( , )) I( ( , ), ( , )) ( , ) ,  
( , )  – решение (4.3.2), соответствующее функции управления ( , ) . По-
кажем, что этот процесс почти всюду для x  удовлетворяет условию 
(4.3.7). Предположим противное: существует подмножество  множест-




значит, что п. в. для x  существует процесс х( (x, ), (x, )) V , для 
которого справедливо неравенство 
Т ТN N
* *
i i i i
i 1 i 10 0
Ф( (x, t), u (x, t) (x, t))dt Ф( (x, t), u (x, t) (x, t))dt , 
или, используя введенные обозначения: 
* *В( (х), (х, )) В( (х, ), (х, )) . 




( (х, ), (х, )) V , х
( (х, ), (х, ))
( (х, ), (х, )) V , х \ .
 
Вычислим значение функционала задачи (4.3.5) на этом процессе: 
* *
\
В( ( , ), ( , ))dx
В( (х, ), (х, ))dx В( (х, ), (х, ))dx.
 
Разбивая выражение функционала I( ( , ), ( , ))  при наборе 
* *( ( , ), ( , ))  аналогичным образом и сопоставляя правые части полу-
ченных соотношений, придем к выводу: 
I( ( , ), ( , )) * *I( ( , ), ( , )) , 
что противоречит условию оптимальности процесса * *( ( , ), ( , )) . 
Достаточность. Пусть процесс * *( ( , ), ( , ))  удовлетворяет условию 
(4.3.7) почти всюду для x . Покажем, что пара * *( ( , ), ( , ))  является 
оптимальным решением задачи (4.3.6), (4.3.2), (4.3.3). Пусть для всех 
x  х( (х, ), (х, )) V  – произвольный допустимый процесс. Тогда 
почти всюду для x  
* *В( (х, ), (х, )) В( (х, ), (х, )) . 
Интегрируя это неравенство по всем x  и учитывая тот факт, что 
неравенство может не выполняться на множестве точек из множества , 
значение подынтегральной функции в которых не влияет на величину ин-
теграла, получим: 
* *В( (х, ), (х, ))dx В( (х, ), (х, ))dx , 
что указывает на оптимальность допустимого процесса * *( ( , ), ( , )) . 
Теорема доказана. 
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И, таким образом, теорема 4.3 сводит решение задачи (4.3.6), (4.3.2), 
(4.3.3) к решению семейства задач оптимального управления: почти всю-
ду для x  
х
1
(x, ), (x, ) V







I ( (x, ), (x, )) Ф( (x, t), u (x, t) (x, t), t)dt,
 




u(x, t) u (x, t) (x, t) , t 0,T  . 
Замечание. Если в исходной непрерывной динамической задаче ОРМ 
момент времени Т будет не фиксированным, а подлежащим определению 
наряду с парой * *( ( , ), ( , )) , то редукция такой задачи ОРМ к семейству 
задач оптимального управления не представляется возможной.  
Введем в рассмотрение множество W  функций, представимых в виде 
(4.3.5), где вектор-функция ( , )  принимает значение на симплексе 
N
1 1 N i
i 1
i
(x, t) ( (x, t),..., (x, t)) : (x, t) 1;
0 (x, t) 1 п. в. для x , t 0,T .
 





W u L ( 0,T ) :
u(x, t) u (x, t) (x, t), п. в. для x , t 0,T .
 
Свойство 1. Множество W
 
выпукло.  
Д о к а з а т е л ь с т в о.  Действительно, легко показать, что 1  – 
замкнутое, ограниченное, выпуклое множество гильбертова пространства 
2L 0,T .  Пусть u(x, t)  и u(x, t)  произвольные элементы множест-
ва W . Им соответствуют функции  (x, t)  и (x, t)  из 1 . Напомним, 
что iu (x, t), i 1, N,  – заданные действительные, ограниченные, опреде-
ленные на 0,T , измеримые по x  и t. Рассмотрим функцию вида  




п. в. для x , t 0,T , где 0,1  – произвольная константа. Оче-
видно,  что 2u(x, t) L ( 0,T )  и 
N N
i i i i
i 1 i 1
u (x, t) (x
u(x
, t)
, t) u(x, t) (1 )u(x,






i i i i
i 1
N N
i i i i i
в силуi 1 i 1
выпуклости
u (x, t) (x, t) (1 u (x, t) (x, t)





ˆ (x, t)  п. в. для x , t 0,T . Таким образом, показано, что 
вместе с любыми двумя своими элементами u(x, t)  и u(x, t)  множество 
W  содержит и функции вида (4.3.9), из чего заключаем, что это множе-
ство выпукло. 
Наряду с задачей 2  будем  рассматривать и следующую  задачу: 
Задача 3. Найти вектор-функцию * * *1 N 1( , ) ( , ),..., ( , ) , соот-
ветствующую ей  фазовую траекторию *(x, t)  (удовлетворяющую усло-
виям (4.3.2), (4.3.3)), которые минимизируют функционал (4.3.6). 
Свойство 2. Если функция Ф( ,u, t)  выпукла по переменной u при 
всех фиксированных  и t и не убывает на R , то функционал 
I( ( , ), ( , ))  выпукл по ( , )  на  1 . 
Д о к а з а т е л ь с т в о. Пусть  произвольная, фиксированная функ-
ция.  Выберем произвольные ( , )  и ( , )  из 1 . Этим функциям соот-
ветствуют функции u( , )  и u( , )  из  выпуклого множества W . Пусть 








I( , (1 ) ) ( , u (x, t)( (x, t) (1 (x, t)), t)dxdt
( , u (1 )u, t)dxdt ( ,u, t) (1 ) ( ,u, t) dxdt




Аналогично тому, как задача 2 эквивалентна семейству задач (4.3.8), 
задача 3 эквивалентна решению семейства задач оптимального управле-
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ния:   
х
ˆ( (х, ), (х, )) V





Vˆ ( (x, t), (x, t)) : (x, t) ,
(x, t) ( (x, t), u (x, t) (x, t), t), t 0,T , (x, t) (x)
 
с управляющей функцией (х, ) , где 1х  – сечение множества 1  при 
конкретном x . Пусть  
x
ˆ ˆV Vx . 
Сформулируем локальный принцип максимума для задачи 3. 
Теорема 4.4. Пусть в задаче 3 функции Ф( ,u, t)  и ( ,u, t)  заданы на 
3R  со значениями в 
1R , непрерывны по  и u, измеримы по  t , непре-
рывно дифференцируемы по  и u, причем Ф ( ,u, t) , ( ,u, t) , 
uФ ( ,u, t) , u ( ,u, t)  ограничены при любых ограниченных , u. Пусть 
iu (x, t), i 1, N,  – заданные действительные, ограниченные, определен-
ные на 0,T , измеримые по x  и t. 
Пусть пара * * ˆ( , ), ( , ) V  – решение задачи 3. Тогда  п. в. для 
x   необходимо существуют такие функция x (t)  и константа 0 0  
(для каждого х свои), не равные одновременно нулю ни при каком 
t 0,T ,   что 
1) функция x (t)  удовлетворяет задаче Коши 
* *
x x 0
( (x, t),u(x, t), t) ( (x, t),u(x, t), t)
(t) ;     (4.3.11) 
x (T) 0 ,         (4.3.12) 
где   






u(x, t, ) u (x, t) (x, t);  









( ,u, t) ( ,u, t) u
(t) , (x, t) 0
u u
. (4.3.13) 
Д о к а з а т е л ь с т в о. Пусть x  –  фиксированная точка. Функция 
Понтрягина для  задачи (4.3.10) имеет следующий вид: 
N





H( , , , t) (t) ( (x, t), u (x, t) (x, t), t)
( (x, t), u (x, t) (x, t), t).
 
Условия (4.3.11), (4.3.12) являются условиями стационарности и 
трансверсальности по фазовой координате соответственно для процесса 
* *(х, ), (x, ) Vx  задачи оптимального управления (4.3.10). Условие 
(4.3.13) – это необходимое условие максимума  функции Понтрягина 
хH( , , , t)  по всем 1х(х, ) : 
*
xH ( , , , t), (x, t) 0  1хп. в. для t 0,T и всех .  
Компоненты вектора xH ( , , , t)  – градиента функции Понтрягина 
по переменной (x, t)
k




x x 0 k
( ,u, t) ( ,u, t)
H ( , , , t) (t) u (x, t)
u u
, 
k 1, N . 
Таким образом, условия (4.3.11) – (4.3.13) являются необходимыми ус-
ловиями оптимальности допустимого процесса * *(х, ), (x, ) Vx  в 
задаче (4.3.10). В силу того, что решение задачи 3 эквивалентно решению 
семейства задач (4.3.10) п. в. для x , заключаем, что процесс 
* *( , ), ( , ) V , для которого выполняются условия теоремы, является 
стационарным процессом для задачи 3. 
Если не требовать выпуклости и существования внутренних точек 
множества допустимых управлений, что характерно для задачи 2 (или 
самой исходной задачи), а также требования дифференцируемости функ-
ций Ф( ,u, t)  и ( ,u, t)  по управляющей переменной, можно сформули-
ровать и доказать по схеме Дубовицкого – Милютина следующую теоре-
му.  
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Теорема 4.5. Функции Ф( ,u, t)  и ( ,u, t)  заданы на 
3R  со значения-
ми в 
1R , непрерывны по u и непрерывно дифференцируемы по , t, при-
чем Ф ( ,u, t) , ( ,u, t) , 
tФ ( ,u, t) , t ( ,u, t)  ограничены при любых 
ограниченных , u.  
Пусть пара * *( , ), ( , ) V  – решение задачи 2. Тогда  п. в. для 
x   необходимо существуют такие функция x (t)  и константа 0 0  
(для каждого х свои), не равные одновременно нулю ни при каком 
t 0,T ,   что 
1) функция x (t)  является решением задачи Коши (4.3.11), (4.3.12); 
2) функция Понтрягина H( , , , t)  при *(х, ) (х, ),  











* * * *
x t 0 t
t
H( , , , t)
(t) ( (x, t),u , t) ( (x, t),u , t) dt,






u u (x, t) (x, t) ,  – некоторая константа. 
Определение. Будем говорить, что задача 3 удовлетворяет условию 
сильной регулярности, если функция Понтрягина хH( , , , t)  почти 
каждой из задач оптимального управления семейства (4.3.10) такова, что  
k
* *
xH ( , , , t) 0,   k 1,N,   t 0,T , 
за исключением множества точек t 0,T  нулевой меры. 
В соответствии с теоремой 4.4, учитывая структуру множества , для 
вычисления компоненты *(х, )  оптимального решения задачи 3 можно 




1, если B (х, t) min B (х, t),
(x, t)
0 в остальных случаях, i 1, N,
  
 (4.3.16) 




iB (x, t) = 
* *
x 0 i
( ,u, t) ( ,u, t)
(t) u (x, t)
u u
,  
а функции x (t)  и *(x, t)  являются решениями следующих задач 
Коши (4.3.11), (4.3.12) и (4.3.2), (4.3.3) при *( , ) . Формула (4.3.16) 
имеет место в предположении, что задача 3 удовлетворяет условию силь-
ной регулярности.  
Таким образом, если функции Понтрягина почти каждой из задач се-
мейства (4.3.10) или (4.3.8) удовлетворяют условию сильной регулярно-
сти, то компонента *(х, ) оптимального решения задачи 2 определяется 
однозначно из операторного уравнения (4.3.16). 
Теорема 4.6. Пусть в задаче 1 функция Ф( ,u, t)  – выпукла  и непре-
рывно дифференцируема по , u , и непрерывна по t; функция ( ,u, t)   
линейна и по фазовой , и по управляющей переменной u с коэффициен-
тами  A(t),B(t) , непрерывно зависящими от t. Тогда при сделанных пред-
положениях локальный принцип максимума (теорема 4.4) является доста-
точным условием экстремума в задаче 2.  
Замечание. Теоремы 4.4 – 4.6 в дальнейшем могут быть обобщены в 
различных направлениях, таких как отказ от условия невырожденности, 
другие типы функционалов и граничных условий, наличие фазовых огра-
ничений и т. д. 
 
4.4. ДИНАМИЧЕСКАЯ ЗАДАЧА  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВА 
С НЕДИФФЕРЕНЦИРУЕМЫМ ЦЕЛЕВЫМ  
ФУНКЦИОНАЛОМ  
 
Представленная в данном разделе динамическая задача оптимального 
разбиения множества отличается от рассмотренных выше, во-первых, ви-
дом целевого функционала, во-вторых, нелинейной динамикой функции 
спроса, которая, в свою очередь, определяется принадлежностью точки 
(потребителя) к зоне влияния определенного производителя. В исследуе-
мой задаче сами разбиения предполагаются статическими, по аналогии с 
задачами разделов 4.1, 4.3 и в отличие от задач раздела 4.2. Сформулиро-
ванную задачу разбиения можно отнести к классу задач оптимального 
управления системами с сосредоточенными параметрами с особой струк-
турой множества допустимых управлений. Поэтому для ее исследования 
и решения будем сочетать математические аппараты теории непрерывных 
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задач ОРМ и теории управления динамическими системами. Следует еще 
раз подчеркнуть, что постановка задачи содержит функционал, который 
является недифференцируемым по Фреше, а имеет лишь производные по 
направлениям в функциональном пространстве. Это свойство вносит 
определенные особенности в процесс решения задачи. В данном разделе 
предлагается применять метод последовательной линеаризации  Р. П. Фе-
доренко [106], который хорошо зарекомендовал себя при решении задач 
оптимального управления с функционалом, содержащие функции    ,  
)max(  и другие. 
4.4.1. Постановка задачи и метод ее решения 
 
Пусть nR  –  некоторе ограниченное, измеримое по Лебегу мно-
жество; i 2u (x, t) L ( 0,T ), i 1,N  – заданный набор функций; T 0  – 
фиксированный момент времени; N  − класс всех возможных разбиений 
множества  на N  подмножеств:  
Требуется  
NP ( )




F( ) (x, t; ) (x, t) dtdx , 
функция (x, ; )  для каждого разбиения N1 N( , , )  и для каж-




(x, t) (x, t) (x, t) u (x, t), t 0,T
(x,0) (x),
   (4.4.2) 
0, 0  – заданные величины; 2(x, t) L ( 0,T ) , 0 2(x) L ( )  − 
известные функции. 
Задаче (4.4.1), (4.4.2) можно дать экономическую интерпретацию, ана-
логичную задаче раздела 4.1.  
Введение характеристических функций i ( )  подмножеств i , i 1,N , 








где  через (x, ; (x))   для каждого x   обозначено решение следую-






(x, t) (x, t) (x, t) u (x, t) (x), t 0,T
(x,0) (x),
  (4.4.4) 
N
1 1 N i
i 1
i
{ (x) ( (x), , (x)) : (x) 1п. в. для x ;
(x) 0 1п. в. для x ; i 1,N}.
 
Далее, в соответствии с теорией неперервных задач оптимального раз-
биения, множество 1  погружается в симплекс  
N
0 1 N i
i 1
i
{ (x) ( (x), , (x)) : (x) 1п. в. для x ;
0 (x) 1п. в. для x ; i 1,N}
 
и задача (4.4.3), (4.4.4) сводится к задаче 
0
I( ( )) min ,          (4.4.5) 
при условиях (4.4.4).  
Задачу (4.4.5), (4.4.4) будем рассматривать как задачу оптимального 





u(x, t) u (x, t) (x), .  Для ее решения применим 
метод, в основе которого лежит идея построения  релаксационной после-
довательности  функций k ( ) 0 , то есть такой последовательности, 
для которой выполняется следующее условие: 
0 1 2 kI( ( )) I( ( )) I( ( )) ... I( ( )) ...  
Схема метода 
1. k 0 . Задаем 0 0(x)  для всех  x .  





u (x, t) u (x, t) (x)   решаем  
задачу Коши (4.4.4). 
3. Вычисляем значение функционала  I( ( ))  из  (4.4.5). 





u (x, t) (x), (x, t)   за-
дача  линеаризуется. Процесс линеаризации включает два этапа:  
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1) вычисление дифференциала Гато функционала I( ( )) :  
k k k kD( ( ),ν ( )) D( ( ), ( ) ( )) ;  0( ) ; 
2) построение малой окрестности 0  невозмущенной функции  
k ( ) . 
Формулируем  и решаем следующую задачу:  найти  приращение (воз-




min D( ( ), ( ) ( )) =
(k) (k)D( ( ), ( ) ( )) .           (4.4.6) 






u ( , t) ( ); ( , t) . Решение задачи (4.4.6) поз-
воляет осуществить основной шаг процесса –  переход к следующему 
приближению: 
k 1 k k( ) ( ) s( ( ) ( )) .                            (4.4.7) 
Параметр  s 0,1   подбирается так, чтобы удовлетворить условию 
релаксации процесса: 
k 1 kI( ( )) I( ( ))  .                          (4.4.8) 
Критерием окончания итерационного процесса может выступать одно 
из неравенств: 
k 1 k( ) ( ) ;   
k 1 kI I ; 
 
k kD( ( ), ( ) ( )) .     
 
4.4.2. Построение дифференциала Гато функционала задачи 
 
Напомним, что функционал I( ( ))  называется дифференцируемым по 
Гато, если для любой вектор-функции ( )  (из того же пространства, что 
и ( ) )  имеет место  формула 
I( ( ) s ( )) I( ( )) sD( ( ), ( )) o(s) ,                     (4.4.9) 
где s  – произвольное малое неотрицательное число, D( ( ), ( ))  – не-
который функционал, называемый производной функционала I  в точке 
( )   по направлению ( )  (дифференциалом Гато). 




0(x) t 0,T :   (x, t; (x)) (x, t) 0 ;    
(x) t 0,T :   (x, t; (x)) (x, t) 0 ; 
(x) t 0,T :   (x, t; (x)) (x, t) 0 . 
Вариацией функции (k) 0( )  будем считать функцию  
(k)v( ) ( ) ( ) ,  де 0( ) . 
Дадим приращение ( ) sv( )   функции (k) ( ) , где s 0  – доста-
точно малый параметр. Этому приращению соответствует приращение 





( ) 2 ( ) u (x, t)s (x);
(x,0) 0   x .
           (4.4.10) 











(x, t) dt (x, t; (x)) (x, t) (x, t) dt
(x, t; (x)) (x, t) (x, t) dt dx O(s).
         
Сравнивая это выражение с формулой (4.4.9), заключаем, что диффе-




D( ( ),v( )) (x, t) dt (x, t)dt (x, t)dt dx.                
Используя уравнения в вариациях (4.4.10) и тождество Лагранжа, это 
выражение можно переписать в эквивалентном виде относительно при-
ращения  s ( ) : 
0D( ( ),v( ))
0
T TN N
i i i i
i 1 i 10 0(x)
s u (x, t) (x) (x, t, t )dt dt u (x, t) (x) (x, t)dt dx , 
где  для каждого x  функция  (x, )   является решением следующей 
задачи Коши: 




1,   t   (x);
( (x, t) ( 2 ) (x, t)) 0,   t   (x);
1,   t   (x);
          (4.4.11)  
(x,T) 0 x ; t 0,T  ,                          (4.4.12)        
а  для каждого 0t (x)  функция  (x, t, t )  – решение такой задачи: 
(t t ) (x, t, t ) ( 2 ) (x, t, t ) (t t ) ,              (4.4.13) 
(x,T, t ) 0  x . ,                             (4.4.14) 
(t t )  –  функция Дирака. 
Следует подчеркнуть, что в случае, когда 0mes (x) 0  почти всюду 
для x , функционал (4.4.5)  будет дифференцируемым по Фреше, и 
его производная Фреше может быть вычислена после решения задачи 





( , t)u ( , t)dt
( )
,  
что соответствует результатам, полученным в процессе исследования за-
дач типа (4.4.4), (4.4.5)   с линейным критерием качества. 
 
4.4.3. Замечания относительно численной реализации  
алгоритма решения задачи 
 
В процессе численной реализации приведенной выше схемы решения 
задачи (4.4.4), (4.4.5) множество  покрывается, как правило,  равномер-
ной сеткой с шагами ih , i 1,n , по пространственным переменным. Пусть 
 – полученная сеточная аппроксимация множества . 
Задается начальное приближение 0 (x), x . Решается задача Коши 
(4.4.4), например, методом Рунге – Кутта, и  тем самым в каждой точке 
пространственной сетки определяется численно фазовая траектория  
(x, t) , t 0,T . 
Для каждой точки х  сетки  вычисление значения производной Гато 
функционала (4.4.5)  при k(x) (x)  требует интегрирования задач Ко-
ши (4.4.11), (4.4.12)  и (4.4.13), (4.4.14). При этом следует выделить мно-




хl M , если  
l
х l(x, t ) ; 
хl M , если  
l
х l(x, t ) ; 
 
0
хl M , если  
l
х l(x, t ) ,  0 , 
где lх  – приближенное значение фазовой координаты в точке х про-
странственной сетки в момент времени l tt , l 1,M . 
Величину 0  следует задавать как можно меньшей, но с учетом то-
го, что сложность решения задачи связана с количеством индексов в мно-
жестве 0хМ . В то же время  не должно быть слишком мало, в целях из-
бежания перехода за один шаг процесса произвольного индекса l  из хМ  
в хМ . 
Далее записывается конечномерная аппроксимация задачи (4.4.6). За-
меняя в выражении производной Гато интегралы интегральными сумма-
ми, задачу можно свести к задаче линейного программирования [22] и 
решить симплекс-методом.  
В результате реализации метода последовательной линеаризации в ко-
ждой точке сетки  получим значения вектор-функции *( ) , являющей-
ся решением задачи (4.4.4), (4.4.5). Эта функция может содержать все це-
лые компоненты (и тогда она является и оптимальным решением задачи 
(4.4.3), (4.4.4)). В случае наличия в решении нецелых значений компонент 
их можно округлить по определенному правилу. Если округление невоз-
можно, то для решения задачи (4.4.3), (4.4.4) нужно применять другой 
подход с использованием методов целочисленного линейного программи-
рования.   
Результаты вычислительной реализации описанного алгоритма приве-
дем в разделе 5.5 на примере решения задачи оптимального управления 
системой параболического типа с функционалом вида (4.4.1). 
 
4.5. НЕПРЕРЫВНАЯ НЕЛИНЕЙНАЯ  
ДИНАМИЧЕСКАЯ ЗАДАЧА ОПТИМАЛЬНОГО  
РАЗБИЕНИЯ МНОЖЕСТВ С РАЗМЕЩЕНИЕМ  
ЦЕНТРОВ ПОДМНОЖЕСТВ ПРИ ОГРАНИЧЕНИЯХ  
 
4.5.1. Постановка задачи 
 
В разделе 4.1 описан подход к решению динамической задачи ОРМ с 
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квадратичным функционалом по фазовой координате, основанный на све-
дении исходной нелинейной задачи к задаче (4.1.10), (4.1.11) и позво-
ляющий свести исходную бесконечномерную задачу оптимизации через 
функционал Лагранжа к конечномерной задаче максимизации некоторой 
негладкой функции. При этом характеристические функции, соответст-
вующие оптимальному разбиению, удается получить в аналитическом 
виде. 
Необходимые и достаточные условия оптимальности для непрерывных 
нелинейных задач оптимального разбиения множеств без ограничений, 
приведенные в разделе 4.3, сводят задачу к операторному уравнению от-
носительно характеристических функций подмножеств, составляющих 
оптимальное разбиение.  
Как уже отмечалось, переход от задачи ОРМ с квадратичным функ-
ционалом к линейной непрерывной задаче ОРМ удается осуществить 
лишь в тех случаях, когда решение задачи Коши (4.1.1) может быть полу-
чено аналитически. Достаточно в правой части дифференциального урав-
нения появиться нелинейному слагаемому, и подход, основанный на све-
дении исходной динамической задачи ОРМ к линейной непрерывной за-
даче ОРМ, не срабатывает.  
Продемонстрируем этот факт на примере задачи оптимального раз-
биения множества потребителей однотипного продукта на зоны влияния 
производителей с учетом их общих интересов, в которой динамика спроса 








Известно, что дифференциальное уравнение (4.1.22) не всегда интег-
рируется в квадратурах от элементарных функций. Иногда использование 
вспомогательных инструментов позволяет неразрешимые уравнения пре-




v max(2uv u )
 
в уравнение Риккати     (к которому может 
быть приведено уравнение (4.2.1)) 
2v v p(t)v q(t) 0  
сводит это уравнение к следующему: 
2
u
v max 2uv u p(t)v q(t) , 






2u( ) p( ) d 2u( ) p( ) dt
2
u 0
v(t) min e v(0) e u (s) q(s) ds . 
Вряд ли эта формула, адаптированная к задаче (4.1.1), (4.5.1), (4.1.3), 
может упростить процесс ее решения. Поэтому будем разрабатывать ал-
горитм решения непрерывной нелинейной динамической задачи ОРМ на 
основе синтеза методов теории ОРМ, необходимых условий оптимально-
сти, полученных в разделе 4.3, а также методов приближенного решения 
задач Коши для нелинейных дифференциальных уравнений и их систем. 
Рассмотрим динамическую задачу оптимального разбиения мно-
жеств с нелинейной дифференциальной связью и функционалом, 
квадратичным относительно фазовой переменной. 
Задача. Необходимо  
N( ) P ( )
F( ( ), ) min ,                (4.5.2) 




ˆF( ( ), ) (x, t; (t), ) (x, t) dtdx , 
N
N 1 NP ( ) (t) ( (t), , (t)) , t 0,T , 
T 0  – фиксированная величина, функция (x, ; , )  для каждой точки 
x  и для каждого разбиения N( ) P ( )  





(x, t) ( (x, t),u (x, , t), t), x ( ), t 0,T ,
(x, t) (x), i 1, N,






u (x, , t)dxdt b ;   i 1, N .      (4.5.4) 
Здесь функция ( ,u, t)  – известная функция своих аргументов, не-
прерывна по u  и непрерывно дифференцируема по , причем 
( ,u, t)
 
ограничена при любых ограниченных  и u ; i i 2 iu (x, , t) L ( 0,T ),  
i 1, N , – заданный набор функций, в каждой из которых вектор парамет-
ров 1 K Ki i i i i,..., , R , i 1, N , подлежит определению наряду 
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с разбиением; 1 2 N... ; функции 0 2(x) L ( ),  
2
ˆ(x, t) L ( 0,T )  − заданы. 
В отличие от задачи (4.1.1) – (4.1.3), в задаче (4.5.2) – (4.5.4) инте-
гральные ограничения накладываются не на фазовую переменную, а на 
управляющую функцию. В задаче о распределении потребителей между 
производителями такие условия могут указывать на ограниченные воз-
можности производителей. 
 
4.5.2. Необходимые и достаточные условия оптимальности 
 
В терминах характеристических функций подмножеств, составляющих 
разбиение множества , задача формулируется следующим образом: не-
обходимо отыскать вектор-функцию * * *
1 N( , ) ( , ),..., ( , ) , и набор 










(x, t) ( (x, t), u (x, , t) (x, t), t), t 0,T ,
(x,0) (x), x , (x, t) , i 1,N,
        (4.5.6) 
Т N
i i i i
i 10





(x, t) ( (x, t),..., (x, t)) : (x, t) 1;
(x, t) 0 1 п. в. для x , t 0,T .
 
Далее зависимость функции (x, t; , )  от  ,   при необходимости 
сокращения записи будем опускать. 
Согласно теории непрерывных задач ОРМ [65], множество  погру-
жается в симплекс 
1  
N
1 1 N i
i 1
i
(x, t) ( (x, t),..., (x, t)) : (x, t) 1;





Наряду с задачей (4.5.5) – (4.5.7)  будем  решать и следующую  задачу: 
1( ( ), , ( , )) V
I( ( ), , ( , )) min ,       (4.5.8) 




(x, t) ( (x, t), u (x, , t) (x, t), t), t 0,T , i 1,N,
 
Т
0 i i i i
0
(x, t) (x); u (x, t; ) (x, t)dxdt b ;   i 1, N .  
Под функционалом Лагранжа задачи (4.5.8) будем понимать функционал 
  
ТN
i i i i i
i 1 0
h ( , ), , ( , ) ,
I( ( , ), , ( , )) u (x, t; ) (x, t)dxdt b ,
    
(4.5.9)
 






V ( (x, t), , (x, t)) : (x, t) , ,
(x, t) ( (x, t), u (x, , t) (x, t), t), t 0,T ,
(x,0) (x) х ;
 
N
iR :  0,  i 1,N .
 Определение. Пару * * *(( ( , ), , ( , )), )  будем называть седловой 
точкой функционала Лагранжа h(( ( , ), , ( , )), )  на множестве V ,  
если для всех ( ( , ), , ( , )) V,    выполняется соотношение 
* * * * * *h(( ( , ), , ( , )), ) h(( ( , ), , ( , )), ) h(( ( , ), , ( , )), ).  
Задача, двойственная к задаче (4.5.8), имеет вид: 
( , ), , ( , ) V
( ) min h(( ( , ), , ( , )), )
 
.max      (4.5.10) 
Определение. Будем говорить, что задача (4.5.8) удовлетворяет усло-
вию Слейтера, если существует точка 1( ) , для которой 
T
i i i i
0
u (x, t; ) (x, t)dxdt b ,  i 1, N . 
Лемма 4.1. Если в задаче (4.5.2) – (4.5.4) константы 1 Nb ,...,b  удовле-
творяют соотношению 











u(x, t) maxmaxu (x, t; ) , то для задачи (4.5.8) выполняется условие 
Слейтера. 
Доказательство аналогично доказательству утверждения 3.2. 
Отметим, что задача (4.5.10)  является конечномерной, в отличие от 
задачи (4.5.8).   
Нетрудно показать (по аналогии с [22]), что для того, чтобы задачи 
(4.5.10) и (4.5.8) были связаны соотношением двойственности 1I , 
причем верхняя грань в двойственной задаче (4.5.10) достигалась, необ-
ходимо и достаточно, чтобы функционал (4.5.9) имел седловую точку  в 
смысле введенного выше определения.    
И, таким образом, решение пары двойственных задач (4.5.10) и (4.5.8) 
сводится к нахождению седловой точки функционала Лагранжа 
h(( ( , ), , ( , )), )  на множестве V . 
Уточним вид функции ( ).  Пусть   ,  – произвольные, но 
фиксированные векторы. Рассмотрим задачу  
( , ), ( , ) V
h(( ( , ), , ( , )), ) min ,    (4.5.11) 
где V  – сечение множества V при фиксированном наборе параметров . 
Аналогично теореме 4.3 можно доказать, что при произвольных, но 
фиксированных значениях  и 1 N,...,  допустимый процесс 
* *( ( , ), ( , )) V  будет доставлять минимальное значение функционалу 





i i i i
i 10
T N2
i i i i
(х, ) i 10
(х, ; (x, ), )
ˆ(x, t; (x, t), ) (x, t) u (x, t; ) (x, t) dt







(t) R :  (t) 0,  i 1, N, (t) 1, t , а функция  








(x, t) ( (x, t), u (x, , t) (x, t), t), t 0,T ,
(x,0) (x) х ,
 
соответствующее вектор-функции (x, )  и вектору параметров 
1 N,..., . 
Введем вспомогательный функционал, соответствующий фиксирован-





P (x, ), (x, )
ˆ(x, t; (x, ), ) (x, t) u (x, t) (x, ) dt.
 
Рассмотрим семейство задач оптимального управления: 
x, (х), (x, ) V
P (x), (x, ) min , x ,   (4.5.12) 
где xV  – сечение множества V  при x . 
Выпишем для каждой из этих задач условия принципа максимума 
Понтрягина, основываясь на результатах раздела 4.3. При выводе подоб-
ных условий удается отказаться от требования выпуклости и существова-
ния внутренних точек допустимого множества управлений. Такая форму-
лировка принципа максимума целесообразна здесь потому, что, в случае 
отказа от погружения множества  в 1 ,  в задачах семейства (4.5.12) на 
всем временном промежутке управляющая функция выбирается из ко-
нечного множества функций  i i 2 iu (x, , t) L ( 0,T ), i 1,N  









(x, t) 1; (x, t) 0 1, i 1,N .    
Пусть x  – фиксированная точка. Функция Понтрягина для  задачи 
(4.5.12) имеет следующий вид: 
N
x x i i i
i 1
N2
0 i i i i
i 1
H ( , , , t) (t) ( (x, t), u (x, , t) (x, t), t)
ˆ(x, t; (x, t), ) (x, t) u (x, t; ) (x, t) .
 
Справедлива следующая теорема. 
Теорема 4.7. Пусть в задаче (4.5.1) – (4.5.4)  правая часть уравнения 
состояния ( ,u, t)  – известная функция своих аргументов,  непрерывна 
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по u  и непрерывно дифференцируема по , причем 
( ,u, t)
 ограниче-
на при любых ограниченных  и u , и пусть для каждого x  
* * x(х, ), (x, ) V  – решение задачи (4.5.12).  Тогда найдутся x (t)  и 
0 0  (для каждого х свои), не равные одновременно нулю ни при каком 
t 0,T   такие, что: 




( (x, t),u(x, t), t)
ˆ(t) 2 (x, t) (x, t) ;  
x (T) 0 , 
где   





u(x, t) u (x, , t) (x, t);  
2) функция Понтрягина H ( , , , t)  при *(х, ) (х, ),  












x t 0 t
t
H ( , , , t)







u u (x, , t) (x, t) ,  – некоторая константа. 
Учитывая структуру множества 1х , для вычисления компоненты 
*(х, )  оптимального решения задачи (4.5.12) можно записать следую-
щую формулу: 
i i i k k k
* k 1,N
i
1, если B (х, t; , ) min B (х, t; , ),
(x, t)
0 в остальных случаях, i 1, N,
  
 (4.5.13) 








x t i i 0 t
t
ˆ ˆ(t) ( (x, t),u (x, t; ), t) 2 (x, t) (x, t) (x, t) dt ,  








( (x, t), u (x, t; ) (x, t), t)
(t)
ˆ2 (x, t) (x, t) ;
       (4.5.14) 





(x, t) ( (x, t), u (x, t; ) (x, t), t), t 0,T ,   (4.5.16) 
*
0(x,0) (x) х .       (4.5.17) 
Как нетрудно заметить,  теорема 4.7 сводит процесс решения задачи 
(4.5.12) к решению операторного уравнения (4.5.13) относительно харак-
теристических функций подмножеств, составляющих разбиение с одно-
временным интегрированием системы дифференциальных уравнений 
(4.5.14), (4.5.16) при граничных условиях (4.5.15). (4.5.17). Численно реа-
лизовать такой процесс достаточно сложно. Поэтому, с целью упрощения 
вычислительной формулы для отыскания характеристических функций 
*(х, ) , перепишем условие 2) теоремы 4.7 в предположении, что функ-
ция ( ,u, t)  непрерывно дифференцируема по переменной u ,   
2(х, ) . Основываясь на результатах раздела 4.3 (см. теорема 4.4), для 
отыскания компоненты *(х, )  оптимального решения задачи (4.5.12) 




1, если B (х, t) min B (х, t),
(x, t)
0 в остальных случаях, i 1, N,
  
 (4.5.18) 
где величина iB (x, t)   вычисляется по формуле: 
iB (x, t) = 
*
i
x 0 i i
( ,u , t)









( ,u, t) ( ,u, t)
u u (x, ,, t) (x, t)u u
, а функции x (t)  и 
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*(x, t)  являются решениями краевой задачи (4.5.14) – (4.5.17) при 
*( , ) . Формула (4.5.18) имеет место в предположении, что задача 3 
удовлетворяет условию сильной регулярности, т. е. для любых 
,    
i
x 0 i i i
( ,u , t)
mes t 0,T : (t) u (x, , t) 0 0,   i 1, N 
u
. 
Таким образом, оптимальное решение задачи (4.5.5) – (4.5.7) может 
быть получено по формуле: п. в. для x  и  п. в. для t 0,T  
* * * *
i i i k k k* k 1,N
i
1, если B (х, t; , ) min B (х, t; , ),
(x, t)
0 в остальных случаях, i 1, N,
 
  (4.5.19) 
где величина * *i i iB (x, t; , )   вычисляется по формуле: 
* *
i i iB (x, t; , ) = 
* *
* *i i
x 0 i i i
( ,u (x, , t), t)









( ,u, t) ( ,u, t)
u u (x, , t) (x, t)u u
, функции x (t)  и 
*(x, t)  являются решениями краевой задачи (4.5.14) – (4.5.17) при 
*( , ) , 
* *  , , а  пара 
* *  ,  является решением конечномер-










i i i i i
i 1 i 10
ˆ(x, t) (x, t) u (x, t; ) (x, t) dtdx b . 
 
Замечание. Для наиболее полного обоснования метода решения не-
прерывной нелинейной динамической задачи ОРМ с отысканием центров 
подмножеств при ограничениях вида (4.5.2), (4.5.3) требуется  выяснить, 
каким условиям должны удовлетворять функции i iu (x, , t) , i 1, N ,  
( ,u, t) , вектор параметров ib , i 1,N , для того, чтобы задача была раз-
решима. Какими дополнительными свойствами должна обладать исход-




нах характеристических функций (4.5.5) – (4.5.7), была, в свою очередь, 
эквивалентна задаче (4.5.8). 
 
4.5.3. Численный алгоритм решения задачи 
 
Сформулируем на основе полученных формул общую итерационную 
процедуру, которая может быть положена в основу численного алгоритма 
решения непрерывной нелинейной динамической задачи ОРМ вида 
(4.5.2), (4.5.3). При этом будем применять  r-алгоритм Шора для решения 
задачи 





( , ) ( , ) S max(0,( )) max min,             (4.5.21) 
где S  – достаточно большое положительное число.  
Не теряя общности, будем считать, что множество  является парал-
лелепипедом , стороны которого параллельны осям декартовой прямо-
угольной системы координат. 
1. Параллелепипед  покрываем прямоугольной сеткой и задаем на-
чальное приближение (0) (0), , . Пусть ˆ  – множество узлов 
пространственной сетки.  
2. Покрываем отрезок [0,T]  сеткой с шагом th , обозначим через 
t TTˆ t : t lh , l 1,n   множество узлов сетки по временной переменной.  
Для каждого узла ˆx : решаем краевую задачу (4.5.14) – (4.5.17), 
сведя ее, например, к задаче Коши для системы двух дифференциальных 
уравнений и применяя метод Ньютона.  При этом на каждом шаге чис-
ленного интегрирования этой системы находим (0)i (x, t),  i 1, N , по 
формуле (4.5.18) при значениях (0) (0)i ii i, , i 1, N.  Тем самым вы-





u (x, t) u (x, , t) (x, t)  и фазовую 
траекторию (0) (x, t)  в каждой точке ˆt T .  
3. Вычисляем компоненты N N1 1g ,...,g ;g ,...,g  обобщенного гра-
диента функции ( , )  в точке (0) (0) (0) (0)N N1 1, ( ,..., ; ,..., )  при 
(0)( , ) ( , ),  
(0) (0)
i ii i ,   , i 1,N ;  
(0)u (x, ) ,  (0) (x, ) . 
4. Выбираем начальный шаг 0h 0  r-алгоритма и находим: 





(1) (0) (1) (0)(0) (0) (0)
0 0i i i ih g ( );   Pr h g ( , ) ,   i 1,N,  
где Pr  – оператор проектирования на множество . 
Осуществляем переход на второй шаг. 
Пусть в результате вычислений после k, k=1,2,... шагов алгоритма по-
лучены некоторые значения (k) (k) (k 1), ,  (x, t) , (k 1)u (x, t) , (k 1) (x, t) , 
для всех ˆx , ˆt T  . 
(k+1)-й шаг: 
5. Для каждого узла ˆx : решаем краевую задачу (4.5.14) – (4.5.17), 
сведя ее, например, к задаче Коши для системы двух дифференциальных 
уравнений и применяя метод Ньютона. При этом на каждом шаге числен-
ного интегрирования этой системы находим (k)i (x, t) , по формуле (4.5.18) 






u (x, t) u (x, , t) (x, t)   и фазовую траекторию (k) (x, t)  в каж-
дой точке ˆt T .  
6. Вычисляем компоненты N N1 1g ,...,g ;g ,...,g  обобщенного гра-
диента функции ( , )  в точке (k) (k) (k) (k)N N1 1, ( ,..., ; ,..., )  при 
(k)( , ) ( , ),  
(k) (k)
i ii i ,   , i 1,N ;  
(k)u ( , ) ,  (k) ( , ) . 
7. Осуществляем (k+1)-й шаг r-алгоритма для решения задачи (4.5.21), 
краткая схема которого записывается следующим образом: 
N
(k 1) (k) (k) (k)
k k 1
(k 1) (k) (k) (k)
k k 1k
h B g ( , );    
Pr h B g ( , ) ,  
 
где k 1B , k 1B  – операторы отображения преобразованного пространства  
в основное пространство NE , пересчет которых производится по сле-






B B R ,
r
(k) (k) (k 1) (k 1)








B B R ,
r
(k) (k) (k 1) (k 1)
kr g ( , ) g ( , ) , 
R  – оператор растяжения пространства в направлении  с коэффи-
циентом растяжения , матричная форма которого имеет вид: 
T
NR I 1 ; 
T
(k) (k)
k 1g B g ( , ) ;  
T
(k) (k)
k 1g B g ( , )  
kh  – шаговый множитель, выбор которого осуществляется из условия 
оптимума функции по рассматриваемому направлению; 
8.  Если условие 
(k) (k) (k 1) (k 1), , ,    0     (4.5.22) 
не выполняется, то переходим на (k + 2)-й шаг r-алгоритма, иначе – на 
шаг 4. 
9. Полагаем * (l)(x) (x) , * (l) * (l),  , * (l)u (x, t) u (x, t) , 
* (l)(x, t) (x, t) , ˆx , 
ˆt T , где l  – номер итерации, на которой век-
тор (k) (k),( )  удовлетворяет условию (4.5.22) окончания итерационного 
процесса. Вычисляем оптимальное значение целевого функционала 
* *I( ( ), )  и, для контроля правильности результата, значение функции 
(4.5.21) при следующих параметрах: *,  *( , ),  
*( , ) ( , ) , *  . 
Алгоритм описан. 
Таким образом, в данной главе показано, что в случае, когда дифференци-
альное уравнение, описывающее изменение состояния системы, линейно, 
и решение задачи Коши записывается в аналитическом виде, удается 
осуществить переход от исходной нелинейной динамической задачи ОРМ 
с квадратичным функционалом к линейной непрерывной задаче ОРМ и 
применить соответствующий метод решения. При этом характеристиче-
ские функции подмножеств, составляющих оптимальное разбиение мно-
жества , можно найти в аналитическом виде. Для решения динамиче-
ской задачи оптимального разбиения множеств, в которой  дифференци-
альное уравнение нелинейно и аналитическое представление решения 
задачи Коши громоздкое или вообще невозможно, предложен и теорети-
чески обоснован иной подход.  В этом случае исходная бесконечномерная 
задача оптимизации  сводится к задаче минимизации негладкой функции, 
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зависящей от конечного числа параметров. Характеристические функции 
подмножеств, составляющих оптимальное разбиение множества , уда-
ется получить лишь в форме операторного уравнения. Для решения дина-
мической задачи ОРМ с недифференцируемым функционалом применя-
ется метод последовательной линеаризации Р. П. Федоренко. 
Рассмотренные в этой главе динамические задачи ОРМ могут служить 
математическими моделями некоторых обратных задач для дифференци-
альных уравнений с переключаемой правой частью. Особенностью ука-
занных задач является тот факт, что состояние некоторого процесса или 
объекта изменяется со временем, причем поведение исследуемого объекта 
описывается обыкновенным дифференциальным уравнением или систе-
мой уравнений с разрывной правой частью. К таким задачам относятся 
задачи идентификации «многозонных» или «многостадийных» моделей 
динамики, заключающиеся в определении по некоторой апостериорной 
информации неизвестных границ между зонами функционирования того 
или иного объекта так, что в пределах одной зоны его динамический ре-
жим может быть описан линейным дифференциальным уравнением. Не-
известными в задаче также могут быть и некоторые коэффициенты диф-
ференциального оператора. Тогда задача сводится к нелинейной динами-
ческой задаче ОРМ с размещением «центров» подмножеств. Некоторые 




Глава  5 
 
ДИНАМИЧЕСКИЕ ЗАДАЧИ 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ, 
ВОЗНИКАЮЩИЕ ПРИ УПРАВЛЕНИИ 
РАСПРЕДЕЛЕННЫМИ СИСТЕМАМИ  
 
В этой главе продемонстрирована возможность использования мето-
дов ОРМ для решения задач управления процессами, описываемыми 
уравнениями в частных производных параболического типа, с линейным 
критерием качества. Приведены математические постановки задач стар-
тового и распределенного управлений, сводящихся к непрерывным дина-
мическим задачам оптимального разбиения множеств. Представлены два 
способа сведения указанных задач управления к задачам ОРМ. В основе 
одного способа лежит интегральное представление решения краевой за-
дачи с помощью функции Грина, другой использует аппарат сопряжен-
ных задач. 
 
5.1. ЗАДАЧА СТАРТОВОГО УПРАВЛЕНИЯ 
ПАРАБОЛИЧЕСКОЙ СИСТЕМОЙ С ЛИНЕЙНЫМ 
ФУНКЦИОНАЛОМ 
 
5.1.1. Постановка задачи управления и ее эквивалент  
в терминах динамических задач оптимального  
разбиения множеств. Понятие решения задачи 
 
Пусть на некотором ограниченном измеримом по Лебегу множестве 
2R  с кусочно-гладкой границей  задан набор функций 
0i 2(x) L ( ),   i 1, N , NP ( )  – класс всех возможных разбиений мно-
жества  на N  подмножеств.  
Пусть состояние управляемого объекта описывается функцией 
1,0
2(x, t) W ( 0,T ) , удовлетворяющей  краевой задаче 
t f (x, t);                                           (5.1.1) 
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0 0i i 1 N(x,0) x; (x) x ,i 1,N; ,..., ;  (5.1.2) 
i
N
1 N N 0i i,..., P ( ) :   (x)dx b ;   i 1, N ;       (5.1.3) 





 – оператор Лапласа; 1 2 Nb ,b ,...,b  – заданные числа; 
g(x, t) 2L 0,T , 2f (x, t) L ( [0,T])  –  заданные функции. 
Каждое допустимое разбиение NP ( )  определяет начальную 
функцию 0 ( , )  такую, что соответствующая ей краевая задача (5.1.1) – 
(5.1.4) имеет единственное решение (x, t)  в следующем смысле  [80]: 
 2(x, t) L ( [0,T]) ; 
 формально вычисленные производные  1(x, t)  x  и 
2(x, t)  x  почти при всех t [0,T]  являются обобщенными функ-
циями и принадлежат 2L ( ) ; 
 (x, t) удовлетворяет граничному условию (5.1.4); 









1 1 2 2t
dx f dxdt
t x x x x
0  
для любой функции 12(x, t) W ( [0,T]) , удовлетворяющей усло-
вию   0 . Здесь 1t  и  2t  – произвольные моменты времени, такие 
что 1 20 t t T ; 




lim (x, t) (x; ) (x)dx 0,    .  
Условимся решение краевой задачи (5.1.1) – (5.1.5), соответствующее 
функции N0 (x, ),   , обозначать 0(x, t; (x, )) . 
Требуется определить такое разбиение N* , для которого функ-




0 0V ( , ) (x,T; (x, ))dx ,                              (5.1.5) 
где  T 0  –  фиксированная длительность управляемого процесса. 
Функционал (5.1.5) будем также записывать в виде 
0V ( , ) (x,T)dx . 
 
Замечание 1. В [80] показано, что функция (x, t) , рассматриваемая 
как отображение отрезка [0,T] в пространство 2L ( ) , является непрерыв-
ной по переменной t  в том смысле, что функция 
2L ( )
(x) (x, t)  не-
прерывна при t 0,T , следовательно, интеграл в (5.1.5)  существует. 
 
Замечание 2. Интегральные ограничения в (5.1.3)  могут быть заданы 
в более общем виде, например, 
i
i(x)dx b ,     i 1, N,                                (5.1.6) 
где ( ) – некоторая заданная функция  пространства 2L ( ) . 
Отличительными чертами сформулированной задачи являются, во-
первых, то, что начальное состояние процесса, которым мы управляем, 
определяется разбиением  множества , во-вторых, наличие ограниче-
ний типа (5.1.3), в которых неизвестный параметр входит в пределы ин-
тегрирования. 
 
Замечание 3. Условия существования оптимальных границ между 
подмножествами и их свойства в работе не исследуются. Некоторые све-
дения, касающиеся этих вопросов, приведены в [113]. 
 
Замечание 4. Задачи управления, имеющие математические модели, 
подобные сформулированной, ставятся во многих областях науки и тех-
ники, таких как металлургия, энергетика, геология, почвоведение, эколо-
гия,  пищевая промышленность и т. д.  В случае  управления процессами 
диффузии  функция (x, t)  представляет собой концентрацию некоторого 
вещества; процессы фильтрации жидкости в пористых средах описывают-
ся скалярной функцией напора;  если же имеем дело с распространением 
тепла, то функция  (x, t)  представляет собой температуру в каждой точ-
ке заданного пространства и в каждый момент времени. 
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5.1.2. Условия существования решения динамической задачи 
оптимального разбиения множеств 
 
 Решение краевой задачи (5.1.1 – (5.1.4), соответствующее каждо-









g(x , t)dx dt
 n
,                               (5.1.7) 
где G(x, x , t)  - функция Грина задачи (5.1.1) – (5.1.4). 
Подставляя выражение для функции 0(x, t; (x, ))  (5.1.7) в функ-
ционал (5.1.5) и учитывая тот факт, что набор подмножеств 
1 N,...,  является элементом класса NP ( ) , приходим к следую-
щей задаче ОРМ: найти  набор подмножеств * * N1 N* ,..., ,  на 
котором достигается минимальное значение функционала 
i
N
1 N 0i 2 3
i 1





I G(x,x ,T t)f (x , t)dx dxdt,      I G(x,x , t)g(x , t)dx dxdt . 





F( ,..., ) min .                                  (5.1.8)    
Лемма 5.1.  Для разрешимости задачи (5.1.8) достаточно, чтобы век-





b (x)dx ,                                          (5.1.9) 
где 0 0i
i=1,N
(x) max (x).  
Доказательство. Сложив ограничения-неравенства, определяющие 







i 1 i 1
(x)dx b .                                     (5.1.10) 




i 1,Ni 1 i 1
(x)dx max (x)dx (x)dx  .                   (5.1.11) 
Сопоставляя выражения (5.1.10) и (5.1.11), приходим  к  выводу, что 
если для вектора 1 2 Nb (b ,b ,...,b )  выполняется условие (5.1.9),  то всегда 
найдется  разбиение 1 2 N, ,...,  множества   из класса 
N . В 
этом случае класс N  не пуст и, следовательно, задача разрешима. В про-




, а это означает, что множество 
допустимых решений задачи (5.1.8) N пусто, и задача неразрешима. 
Замечание. В случае задания ограничений на набор подмножеств 




b (x)dx .         
 
     5.1.3. Описание метода решения задачи.  
Численный алгоритм 
 
Задача (5.1.8) является линейной непрерывной задачей оптимального 
разбиения множества с ограничениями типа неравенств. Для ее решения 
применим метод, описанный в п. 3.1.6. 
Введя характеристические функции 1 N( ),..., ( )  подмножеств 
1 N,..., ,  от задачи (5.1.8) переходим к эквивалентной задаче бесконеч-




0i i 2 3
( )i 1
I( ( )) G(x,x ,T) (x ) (x )dx dx I I min ,     (5.1.12) 
где 
N
1 1 N i
i 1
(x) ( (x),..., (x)) :   (x) 1  п. в. для x ;  
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i (x) 0 1  п.в. для  x ;   i 1,N , 
при условиях 
i
0i i(x)dx b ,   i 1, N  .                                (5.1.13) 
Очевидно,  
I( ( )) F( ) . 
Существование решения задачи типа (5.1.12), (5.1.13) доказано в [65]. 
Там же показано, что среди множества точек, в которых линейный отно-
сительно ( )  функционал (5.1.12) достигает на множестве 1  минималь-
ного значения при условиях (5.1.13), найдется хотя бы одна крайняя точка 
симплекса 
2 0 i i(x) ;  (x) (x)dx b ,  i 1, N , 
где 
N
0 1 N i
i 1
(x) (x),..., (x) :   (x) 1    п.   в.   для    x ;  
i0 (x) 1  п.   в.   для    x ;   i 1,N ,  
а крайние точки симплекса 2  представляют собой характеристические 
функции некоторых подмножеств i , i 1,2,..., N,   образующих разбие-
ние множества .  Следовательно, множество оптимальных решений за-
дачи 
2( )
I ( ) min ,                                           (5.1.14) 
содержит оптимальные решения задачи (5.1.12), (5.1.13). И, таким обра-
зом, решение последней сводится к решению задачи (5.1.14). 
Под функционалом Лагранжа задачи (5.1.14) будем понимать функ-
ционал 
N
i 0i i i
i 1
h ( ), I ( ) (x ) (x )dx b ,                   (5.1.15) 
где  
N
1 N i 0( ,..., ) R :  0,  i 1,N ,   (x) ,  x .  




функционала Лагранжа h ( ),  на множестве 0 ,  если для всех 
0( ) ,    выполняется соотношение 
h ( ), h ( ), h ( ), .  
Задача, двойственная к задаче (5.1.14), записывается в виде: 
Q( ) max ,   (5.1.16) 
где  
0( )





( ) i 1
min G(x,x ,T)dx (x ) (x )dx
N
2 3 i i
i 1
I I b .                                       
Отметим, что задача (5.1.16) является конечномерной, в то время как 
задача (5.1.14) – бесконечномерная задача выпуклого программирования 
в гильбертовом пространстве 2L ( )  [115]. Кроме того, в силу линейности 
относительно ( )  функционала I ( )  и функционалов, входящих в ог-
раничения неравенства, двойственная задача (5.1.16)  не зависит от пере-
менных ( )  прямой задачи (5.1.14). 
В [65] показано, что задачи (5.1.14) и (5.1.16) связаны соотношением 
двойственности I Q , причем верхняя грань в двойственной задаче 
(5.1.16) достигается. 
Таким образом, решение пары двойственных задач (5.1.14) и (5.1.16) 
эквивалентно нахождению седловой точки функционала Лагранжа 
(5.1.15) на множестве 0 .  
Учитывая линейность функционала Лагранжа (5.1.15) по ( )  и 
структуру множества 2 , заключаем, что минимальное значение выра-
жения, стоящего в фигурных скобках (5.1.16), для каждого  дости-




1  при   x ,
(x)
0  при   x \
                                  (5.1.17) 
i i 0ix : G(x,x ,T)dx (x )  
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= min G(x,x ,T)dx (x ) , i 1, N.  
Подставляя в (5.1.16) вместо i ( )  выражение (5.1.17) и учитывая, что 




(x) 1 , 
получаем следующую эквивалентную (5.1.16) задачу: 
Q( ) max,         (5.1.18) 
N
k 0k 2 3 i i
k=1,N i 1
Q( ) min G(x,x ,T)dx (x )dx I I b .  
Имеет место следующая лемма.  
Лемма 5.2. Для того чтобы возможное разбиение * *1 N* ,...,  
являлось оптимальным для задачи (5.1.1) – (5.1.5), необходимо и доста-
точно существование неотрицательных констант 1 N,..., , таких что 
i 0iG(x,x ,T)dx (x ) k 0kG(x,x ,T)dx (x ) ,  i k,  
п. в. для *ix ,   i,k 1, N . 
Таким образом, седловая точка ( ),  функционала Лагранжа 
(5.1.15) на множестве 0  (где первая компонента ( )  является оп-
тимальным решением задачи (5.1.14)) определяется для i 1,2,..., N  и 





1,  если       G(x,x ,T)dx (x )
(x )
                 min G(x,x ,T)dx (x );
0 в    противном          случае,                             
       (5.1.19) 
а в качестве 1 N,...,  выбирается оптимальное решение двойственной 
задачи (5.1.16), приведенной к виду (5.1.18). 




применяется метод обобщенного градиентного подъема с растяжением 
пространства в направлении разности двух последовательных градиентов 
– r-алгоритм Шора. При этом от задачи (5.1.18) совершается переход к 
задаче безусловной максимизации с помощью введения в целевую функ-
цию негладкой штрафной функции множества Г: 





P( ) Q( ) S max(0,( )) max ,                 (5.1.20) 
где S  – достаточно большое положительное число (значительно большее 
максимального из множителей Лагранжа). 
Численный алгоритм решения задачи (5.1.12), (5.1.13) для прямо-
угольной области  имеет следующий вид. 
1. Область  покрываем прямоугольной m m1  сеткой и задаем на-
чальное приближение двойственных переменных (0)i ,  i 1, N .  
2. Вычисляем (0)i ( ),  i 1,N  в узлах сетки по формуле (5.1.19) при 
(0)
i i ,  i 1,N.  
3. Вычисляем значение обобщенного градиента функции P( )  в точ-
ке (0) (0)N1( ,..., )  по формулам: 
i
i 0i i iPg b (x) (x)dx Smax 0,( sign( ))             (5.1.21) 
при (0)(0) i i( ) ( ),  ,   i 1,N . 
4. Выбирая начальный шаг 0h 0  r-алгоритма, находим: 
(1) (0) (0)
0 Ph g ( ).  
и переходим ко второму шагу. 
Пусть в результате вычислений после k, k = 1,2,... шагов алгоритма 
получены определенные значения (k) (k 1),  ( )  в узлах сетки. 
(k+1)-й шаг: 
а) вычисляем значения (k) ( )  в узлах сетки по формулам (5.1.19) при 
(k) ;  
б) вычисляем значение (k)Pg ( )  по формулам (5.1.21) при 
(k) ;  
в) проводим (k+1)-й шаг r-алгоритма для максимизации функции 
P( ),  краткая схема которого имеет вид: 
(k 1) (k) (k)
k Pk 1h B g ( ),  
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k 1B  – оператор отображения преобразованного пространства в ос-
новное пространство NE , пересчет которых производится по следующим 





B B R ,
r
(k) (k 1)
k P Pr g ( ) g ( )) , 
R  – оператор растяжения пространства в направлении  с коэффи-
циентом растяжения , матричная форма которого имеет вид: 
T
NR I 1 ; 
T
(k)
P Pk 1g B g ( ),  
kh  
– шаговый множитель, выбор которого осуществляется из условия 
оптимума функции по рассматриваемому направлению; 
г) проверяем условия (k 1)Pg ( )   или  
(k) (k ) . Если ни 
одно из этих условий не выполняется, то переходим к (k+2)-му шагу, ина-
че – к пункту д); 
д) полагаем (l) (l)( ) ( ),   , где l  – номер итерации, на кото-
рой выполняется хотя бы одно из условий. Вычисляем оптимальное зна-
чение целевого функционала I ( )  и для контроля правильности ре-
зультата – значение функции (5.1.20) при ( ) ,  . 
Алгоритм описан. 
 
5.1.4. Оценка сходимости конечномерной аппроксимации 
 задачи оптимального разбиения множества 
 
Полная погрешность, с которой может быть получено приближенное 
решение задачи (5.1.1) – (5.1.5) с помощью описанного выше алгоритма, 
складывается из абсолютной погрешности алгоритма (эта погрешность оп-
ределяется погрешностью вычисления функционалов прямой и двойствен-
ной задач,  погрешностью, возникающей в результате  замены функции 
Грина суммой конечного числа слагаемых, и погрешностью r-алгоритма), 
абсолютной погрешности округлений в результате реализации алгоритма 
на ЭВМ и абсолютной погрешности за счет неточности исходных данных.  




задачи ОРМ  может быть получена по методике, описанной  в [65]. Здесь 
же оценим погрешность, возникающую за счет приближенного вычисления 
значения функции Грина.  
Как известно, численная реализация алгоритма решения задачи (5.1.18) 
предполагает ее аппроксимацию задачей 
Q( ) max,   ,                                        (5.1.22) 
в которой целевая функция Q( )  отличается от Q( )  тем, что в ней функ-




G(x, x ,T ) (x) (x )e , 
где n (x)  – полная ортонормированная в 2L ( )  последовательность 
собственных функций, а n  – соответствующая последовательность соб-
ственных значений задачи 0 ,  0 , заменена суммой конеч-
ного L  числа слагаемых. В связи с этим значение вектор-функции ( ) , а 
следовательно, и оптимальное значение функционала задачи (5.1.14) нахо-
дится с некоторой погрешностью. 
Введем обозначения: G(x,x ,T)  – точное, а LG (x,x ,T)  – приближен-
ное значения функции Грина, I , ( )  и LI, ( )  – соответствующие значе-
ния функционала (5.1.14) и вектор-функции ( ) . Оценим меру уклонения 
приближенного значения функционала (5.1.14) от его точного значения для 
случая, когда множество  представляет собой прямоугольник 
2(x,y) R :  0 x p;  0 y q .  Параллельно исследуем вопрос о сходи-
мости последовательности функций L ( )  к функции ( )  при  L . 
Рассмотрим разность: 
N
0i i 2 3 2 3
i 1
I I G(x,x ,T) (x ) (x )dx dx I I I I  
N
L
L 0i i 2 2 3 3
i 1
G (x,x ,T) (x ) (x )dx dx I I I I  
N
L
i L i 0i
i 1
G(x,x ,T) (x ) G (x,x ,T) (x ) (x )dx dx . 
Обозначим модули, стоящие в правой части неравенства, 2 3 1W , W ,  W  
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соответственно. И пусть 0i f
xi 1,N
M max max (x),   M  – точная верхняя грань 
функции f (x, t)  на множестве 0,T , а gM – точная верхняя грань 
g(x, t)  на 0,T . Тогда 
N
1 i L i L i
i 1
W M G(x, x ,T) (x ) G (x, x ,T) (x ) G (x, x ,T) (x )  
N
L
L i L i
i 1





M G (x,x ,T) (x ) (x ) dx dx . 
 Нетрудно получить оценку интеграла от остаточного члена функ-
ции Грина: 
L LR G(x,x ,T) G (x,x ,T)dxdx  
2 2 2 2
2 2
n m
T p p q q
p q
n,m L 1 0 0 0 0
4 n n m m
e sin x dx sin xdx sin y dy sin ydy
pq p p q q
 







e cosn 1 cosm 1
pq n m
 
2 2 2 2
2 2


































2 2 2 2
(L 2L) T
p q
2 4 T p T q
64pqe
.











                                      (5.1.23) 
где  2 2 2 2k (p q ) /(pq) T ,  
2 2 2 22 T / p T / q
64pq
A
e 1 e 1
.  
Выбором числа L  можно добиться того, что величина  LR  будет 
меньше произвольного наперед заданного числа . 
Далее, пусть x  –  произвольная точка множества . Покажем, что для 
п. в. x  справедливо равенство:  * Li i(x ) (x ) 0.  




min G(x,x ,T)dx (x ) , где *k ,  k 1, N , представляют собой 
оптимальное решение задачи (5.1.18). Функция  Li (x )  определяется ана-
логично, с той лишь разницей, что вместо функции G(x,x ,T)  берется ее 
аппроксимация LG (x,x ,T) . 
Легко видеть, что *i i ,  i 1, N.  Действительно, в результате замены 






i 1 i 1
arg max min G(x, x ,T) (x )dx dx (x )dx
b S max(0, )
 
не изменится, отличие будет лишь в оптимальном значении функции P , 
которое в данном случае несущественно. Следовательно, остается показать, 
что 0k
k 1,N
min G(x,x ,T) (x )dx  и L 0k
k 1,N
min G (x,x ,T) (x )dx  достигаются 
при одном и том же значении индекса k . 
Пусть   0k 0l
k 1,N
min G(x,x ,T) (x )dx G(x,x ,T)dx (x ).   
Так как функция Грина для любых x,x ,T  неотрицательна (см. [80]), то 
можно записать: 
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k 1,N k 1,N
min G(x,x ,T) (x )dx G(x,x ,T)dx min (x ).  
Учитывая оценку (5.1.23), интеграл LG (x,x ,T)dx   можно предста-
вить в виде: 
LG (x,x ,T)dx G(x,x ,T)dx o( ).  
Нетрудно заметить, что этот интеграл принимает неотрицательное зна-
чение и поэтому 
L 0k
k 1,N
min G (x,x ,T) (x )dx = 
L 0k
k 1,N
G (x,x ,T)dx min (x ) L 0lG (x,x ,T)dx (x ).  
Следовательно, * L(x ) (x )   и в силу произвольности выбора точ-
ки x  можно утверждать, что почти для всех x  имеет место равенство  
* L
i i  (x) (x) 0,   i 1,N.  
Возвращаясь к оценке величины 1W , получаем:  
2 2(L 2L)k (L 2L)k
1 2 4 4
AMe e
W O .
(L 1) (L 1)
 
Получим теперь оценки для величин 2W  и 3W : 
2 2 2 f
4
W I I M
pq
 





n,m L 1 0
n n mp m
e sin xsin x sin ysin y dxdydx dy
p p q q
 
 






n,m L 1 0
4M (pq)











4 2 2 2 2 2 2 2 2
n,m L 1
64M pq 1 1
1 e
n m n q m p
 





6 2 2 2 2 2 2 2
n,m L 1 n,m L 1
64M pq 1 1
e




k L k L k L
1 1 1 1 1
(k 1)k k k 1 L(k 1)
 
 
и промежуточные оценки для LR , получим окончательную оценку для ве-




6 6 2 2 4 4 2 2 2 6
64M pq Ae 1
O
L (p q ) (L 1) L (p q ) L
. 
Оценим теперь  величину 3W : 






n,m L 1 0

















4 2 2 4 2
64M pq M Ae 1
O
L (L 1) L
. 
Таким образом, *I I  является величиной порядка 2O(1 L ) .  
 В процессе получения оценки погрешности установлена асимпто-
тическая независимость оптимального разбиения множества , а следова-
тельно, и оптимального решения исходной задачи (5.1.1) – (5.1.5) от при-
ближенного вычисления значения функции Грина, то есть это свойство 
имеет место при достаточно большом L . 
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5.1.5. Результаты решения задач управления  
с помощью алгоритма, основанного на функциях Грина 
 
Предложенный в п. 5.1.3 алгоритм программно реализован в среде 
разработки приложений Delphi 7. В качестве тестовой задачи была рас-
смотрена задача отыскания такого разбиения прямоугольника 
2{(x, y) R :  0 x 6,  0 y 3} на N=5 подмножеств, что соответст-
вующая ему функция 0 ( )  доставляла бы минимальное значение функ-
ционалу 
V( 0 ( ) )= 0(x,T; (x))dx inf ,  0( ) U,                (5.1.24) 
где   0(x, t, (x))– решение краевой задачи 
/ t 10exp( t),   (x, t) [0,1],                     (5.1.25) 
0(x 0) (x)    x ,                                    (5.1.26) 
(x, t) 0    (x, t) [0,1].                                  (5.1.27) 
Ограничения на функцию 0 ( ) , выступающую в качестве управле-
ния, имеют вид: 
i
0i i 0i i 1 N NU  (x) (x) x , (x)dx b ,i 1, N;  ,..., P ( ) , где 
NP ( )  – класс всевозможных разбиений  (см. п. 5.1.1). Функции 0i ( )  
определены следующим образом: 0i 1 1i 2 2i(x) max( x , x ) ,  где 
i ,  i 1, N , – заданные точки из области  (см. рис. 5.1). 
При численной реализации алгоритма решения данной задачи  об-
ласть  покрывалась сеткой m m1 30 15 . Двойные интегралы, вхо-
дящие в формулы для определения функций i ( ),  i=1,N , значения функ-
ционала (5.1.18) и его вектора-градиента в точке 1 N,...,  вычис-
лялись с помощью кубатурной формулы трапеций по узлам сетки. Вектор 
правых частей ограничений неравенств b был задан равным 
(0.5,10,10,0.5,10). В качестве начального приближения функции началь-
ных условий выбрана функция (0)0 (x) 01(x)  x . Начальное зна-
чение вектора сопряженных переменных – (0)i 1,   i 1,5 . Значения 
функционалов прямой и двойственной задач на нулевой итерации: 
(0)I 40.5857,  





Рис. 5.1. Решение тестовой задачи  
 
Разбиение , соответствующее оптимальному на этой области зада-
нию функций 0i ( ),  i 1, N , получено на 65-й итерации и представлено 
на рис. 5.1. При этом достигнуты оптимальные значения функционалов 
прямой и двойственной задач *I 40.8877,  *P 40.7704 . Разница между 
оптимальными значениями функционалов прямой и двойственной задач в 
этом примере и ниже объясняется погрешностью вычислений (см. п. 
5.1.4). Приведем также значения двойственных переменных, полученных 
на 65-й итерации: * (0.2718,0.000,0.000,  0.5016,0.000) . Все вычисле-
ния производились с точностью 0.0001 . Нулевые значения двойствен-
ных переменных указывают на то, что ограничения, участвующие в опре-
делении класса U , выполняются как строгие неравенства. Для проверки 










03(x)dx 3.461 , 
*
1
01(x)dx 0.49,  
*
1
01(x)dx 4.60 . 
Следует также отметить, что результаты, приведенные выше, соответ-
ствуют случаю, когда для приближенного вычисления функции Грина 
последняя заменялась суммой L=8 слагаемых. При увеличении числа L 
резко увеличивается время работы программы. О влиянии величины L на 
значения функционалов прямой и двойственной задач можно судить, ана-
лизируя данные, приведенные в табл. 5.1. Нетрудно заметить, что эти 
данные согласуются с результатами пункта 5.1.5.  
Результаты решения других задач управления начальными данными 
для системы, описанной дифференциальным уравнением параболическо-
го типа,  приведены в работе [43]. 
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Таблица 5.1  








6 40.395242 40.408875 
8 40.7701 40.8877 
12 40.9243 40.9582 
20 40.981301 41.000415 
 
Описанный в п. 5.1.4 алгоритм решения задачи стартового управления 
легко обобщается на случай задачи управления, в которой управляющая 
функция входит в правую часть дифференциального уравнения. Здесь 
приведем результаты решения одной из тестовых задач:  найти такое раз-
биение квадрата 2(x,y) R :  0 x 4, 0 y 4  на N 5  непересе-
кающихся подмножеств, что соответствующая функция u( , )  доставляла 
бы минимальное значение функционалу  
V u( , ) (x,1;u(x; ))dx inf,  u U ,               (5.1.28) 
где   x, t;u(x, ))  является решением краевой задачи  
t u x; exp( t);    x, t 0;1 ,             (5.1.29) 
2 2
1 2(x,0) 4 (x 2) +(x -2)     ,  x ,                 (5.1.30) 
(x, t) 4    x ,   t 0,1 ,                         (5.1.31)  
 ограничения на u( , ) имеют вид 
N
i i, U u x; u x ,  x  ,                                (5.1.32) 
i
N
1 N N i i,..., P ( ) :   u (x)dx b ;   i 1, N . 
1.  При решении задачи (5.1.28) – (5.1.32) в случае, когда функции, 
определяющие множество допустимых управлений, задавались в виде 
2
i iu (x) x ,   i 1, N , где точки i 1i 2i( , )  – заданные точки с ко-
ординатами: 1 2 3 (1,3),  (2,3),  (3,3),   4 (0.5,1) , 5 (3.5,1) , 
ib 10 ,
(0)




ное на рис. 5.2. Оптимальное значение функционала прямой задачи ОРМ, 
равное 31.4002, получено уже на нулевой итерации. Значение же двойст-
венного функционала возросло за 50 итераций с (0)P 7.5337  до 
*P 31.39187 . Ему соответствует следующий вектор сопряженных пере-
менных: * (0.0005;0.00002;0.0001;0.00007;  0.000004) . Такие значения 
двойственных переменных указывают на то, что интегральные ограниче-
ния, участвующие в описании класса N , выполняются на полученном 
оптимальном разбиении как строгие неравенства. В процессе решения 
задачи этот факт был численно подтвержден.  
2.  На рис. 5.3 представлено разбиение квадрата , соответствующее 
оптимальному решению задачи (5.1.28) – (5.1.32) в случае, когда 
2 2
1 1 2u (x) (x 2) (x 2) ,  2 1 2u (x) 0.2x 0.2x , 3 1 2u (x) 2sin x x , 
4 1 2u (x) 4exp( x x ) , 5u (x) 0.5 ; вектор правых частей ограничений 
неравенств b (1,1,1,0.7,1) . Вектор (0)  был задан так же, как и в преды-
дущем случае. Минимальное значение целевого функционала 
*I 29.3302  было достигнуто за 57 итераций. При этом получены сле-
дующие значения двойственного функционала и вектора сопряженных 
переменных: 
* *P 29.3286,  (0.000004; 0.00007;0.00002;0.140852;0.000001) . 
 
Рис. 5.2                                      Рис. 5.3 
                        
Как нетрудно заметить, во всех описанных примерах значения функ-
ционалов прямой и двойственной задач на оптимальном разбиении с дос-
таточной точностью совпадают, что говорит о выполнении соотношения 
ДИНАМИЧЕСКИЕ ЗАДАЧИ ОРМ, ВОЗНИКАЮЩИЕ  
ПРИ УПРАВЛЕНИИ РАСПРЕДЕЛЕННЫМИ СИСТЕМАМИ 
 
 377 
двойственности, а значит и о достоверности результата. Выполнение ог-
раничений-неравенств в каждой из задач также позволяет сделать вывод о 
правильности счета. 
Большое количество численных экспериментов на ЭВМ, описание ко-
торых не представляется возможным, подтвердило возможность исполь-
зования предлагаемого подхода к решению задач оптимального управле-
ния,  подобных задаче  (5.1.1) – (5.1.5). 
 
5.2. ДИНАМИЧЕСКИЕ ЗАДАЧИ 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
С РАЗМЕЩЕНИЕМ ЦЕНТРОВ 
ПОДМНОЖЕСТВ, К КОТОРЫМ СВОДЯТСЯ 
НЕКОТОРЫЕ ЗАДАЧИ УПРАВЛЕНИЯ 
ПАРАБОЛИЧЕСКИМИ СИСТЕМАМИ 
 
5.2.1. Постановка задачи распределенного управления  
параболической системой и ее аналог в терминах теории  
непрерывных задач оптимального разбиения множеств 
 
Среди прикладных задач оптимального управления распределенными 
системами встречаются задачи, математическая постановка которых по-
добна модели, рассмотренной в предыдущем подразделе, с той лишь раз-
ницей, что множество допустимых управлений определяется не только 
наборами разбиений исходного множества, но еще и некоторыми пара-
метрами, которые необходимо найти в процессе решения. К задачам тако-
го типа относятся задачи оптимального размещения промышленных 
предприятий; задачи рационального использования нефтяных месторож-
дений, состоящие в отыскании координат нефтяных скважин, и др. Алго-
ритм решения указанных задач можно построить на основе описанного в 
предыдущем подразделе алгоритма. В этом случае задачи управления 
сводятся к задачам ОРМ с размещением “центров” подмножеств.  
Этот класс задач рассмотрим на примере решения задачи оптималь-
ного управления линейной пространственно-двумерной параболической 
системой с  управлением, входящим в правую часть дифференциального 
уравнения. 
Постановка задачи  и  ее сведение к задаче ОРМ.  Пусть на некото-




гладкой  границей   задан набор  функций i iu (x, ),  i 1, N , – действи-
тельных, ограниченных, измеримых по аргументу x ; точки i , 
i 1,N , заранее неизвестны. Состояние управляемого объекта описывает-
ся функцией 1,02(x, t) W ( 0,T ) , удовлетворяющей  краевой задаче 
/ t u(x; , )f (t),   (x, t) [0,T],   u U,           (5.2.1) 
          (x,0) (x)    x ,                                     (5.2.2) 
(x, t) g(x, t)    (x, t) [0,T].                           (5.2.3) 
Допустимое множество управлений u( ; , )  имеет вид 
N N








Величины T , 1 2 Nb ,b ,...,b  и функции 0 2( ) L ( ),  2f ( ) L ([0,T]) , 
2g( , ) L ( [0,T])  считаются заданными, ( )  – действительная неотри-
цательная на  функция. Точки i , i 1, N , будем называть условно 
“центрами” подмножеств 1 N N,..., P ( ) . 
Условимся решение краевой задачи (5.2.1) – (5.2.4), соответствующее 
функции u(x; , ),  N N, , обозначать (x, t;u(x; , )) . 
Здесь, как и в п. 5.1.1, предполагаем, что функция (x, t;u(x; , )) , 
соответствующая каждому допустимому набору N N, , являет-
ся обобщенным решением краевой задачи (5.2.1) – (5.2.4). 
Требуется определить  разбиение N*  и набор “центров” под-
множеств N* , таких что соответствующая им функция  u( ; *, *)   
доставляла бы минимальное значение функционалу 
V u( ; , ) = (x,T,u(x; , )) (x)dx .                        (5.2.5) 
Используя методику сведения, описанную в разд. 5.1.2, приходим к 
следующей задаче оптимального разбиения с размещением “центров” 
подмножеств:  разбить множество  на N  подмножеств 1 N,...,  (сре-
ди которых могут быть пустые) и разместить центры 1 N,...,   этих под-
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множеств в области  так, чтобы 
i
N
1 N 1 N i i 1 3
i 1









I g(x , t) (x)dxdx dt
n
, 
достигал минимального значения, и при этом выполнялись ограничения: 
i
i(x)dx b ,   i 1, N .                                   (5.2.7) 
Очевидно,  что 
1 NV u( ; , ) F ,..., , . 
Утверждение 5.3. Если компоненты вектора 1 Nb (b ,...,b )  таковы, 




(x)dx b ,                                      
то в задаче (5.2.1) – (5.2.5)  класс допустимых разбиений  N  не пуст. 
Доказательство утверждения 5.3 аналогично доказательству утвер-
ждения 5.1. 
Условия, при которых задача (5.2.1) – (5.2.5) разрешима, будут приве-
дены ниже. 
 
5.2.2. Необходимые и достаточные условия  
оптимальности. Метод решения задачи. Численный 
 алгоритм 
 
  Введя характеристические функции 1 N( ),..., ( )  подмножеств 
1 N,..., , от задачи  минимизации функционала (5.2.6) при условиях 
(5.2.7), переходим к эквивалентной задаче бесконечномерного програм-
мирования: 
N
i i i 1 3
i 1
I ( ), W(x )u (x , ) (x )dx I I
N
1( ),






1 1 N i i
i 1
i i
{ (x) ( (x),..., (x)) :  (x) 1 п. в. для x ;  (x) 0 1
 п. в. для x ;   i 1, N;   (x) (x)dx b ,   i 1, N }.
 
Будем рассматривать также задачу: 
N
2( ),
I ( ), min ,                                    (5.2.9) 
где   





(x) (x),..., (x) :  
0 (x) 1,  i=1, N;  (x) 1 п. в. для x
. 





min I ( ), min min I ( ), .                 (5.2.10) 
Как следует из результатов п. 5.1.3, при каждом фиксированном 
N  внутренняя задача в (5.2.10) линейна относительно ( )  на 2  и 
глобально разрешима. Кроме того, при каждом фиксированном N  
среди множества оптимальных решений задачи (5.2.8) содержатся опти-
мальные решения задачи (5.2.9). 





h ( ), , I ( ), (x ) (x )dx b             (5.2.11) 
N N
i i i i i i 1 3
i 1 i 1
W(x )u (x , ) (x ) (x )dx b I I , 
где N iR :  0,  i 1,N ,   0 ,  
N
. 
Определение. Пару элементов * * *( ), ,  будем называть седло-
вой точкой функционала Лагранжа h ( ), ,  на множестве 
ДИНАМИЧЕСКИЕ ЗАДАЧИ ОРМ, ВОЗНИКАЮЩИЕ  




0 ,  если 
* * * * * *h ( ), , h ( ), , h ( ), ,  
для всех 0( ) ,   , 





h ( ), , min max h ( ), ,
N
0( ),





min h ( ), , ,  . 
Задача, двойственная к задаче (5.2.9), имеет вид: 




h ( ), , min                                     (5.2.13) 





G ( , ) min h ( ), , .                                (5.2.14) 
Подставляя в (5.2.14) выражение для  h ( ), ,  из (5.2.11) и учи-
тывая, что этот функционал является линейным сепарабельным относи-





( ) i 1
N
N
i i i i
( ) i 1
G ( , ) min h ( ), , b
min W(x )u (x , ) (x ) (x )dx ,  ,  .
    (5.2.15) 
 В (5.2.15) минимальное значение функционала h ( ), , , как 
следует из результатов п. 5.1.3, достигается для каждых ,  N  








1    при        x ,
(x )
0   при     x ,   \
                            (5.2.16) 
*
i i i i
k k k
k 1,N
x :   W(x)u (x, ) (x)
min W(x)u (x, ) (x) ,  i 1, N
,  
и функция 1G ( , )  принимает вид: 
1
N
i i k k k 1 3
k=1,Ni 1
G ( , )
b min W(x )u (x , ) (x ) dx I I .
  (5.2.17) 
Из вида оптимального решения (5.2.16) задачи (5.2.15) при фиксиро-
ванном векторе N  следует (в предположении, что (x) 0  п. в. для 
x ) 
Теорема 5.1. Для того чтобы возможное разбиение * *1 N,...,  было 
оптимальным для задачи (5.2.13), необходимо и достаточно существова-
ния вектора действительных констант , такого что 
i i iW(x)u (x, ) (x) k k kW(x)u (x, ) (x),  i k,      (5.2.18) 
п. в.  для *ix ,   i,k 1, N , 
N . 
Следствие. В точках x , принадлежащих оптимальной границе 
между подмножествами *i   и  
*
j , в неравенстве (5.2.18) достигается 
знак равенства. 
Таким образом, справедлива следующая теорема. 
Теорема 5.2. Седловая точка  * * *( ), ,  (где первая компонента 
* *( ),  является оптимальным решением задачи (5.2.8)) функционала 
(5.2.11)  на множестве N0  определяется для i 1, N   и п. в. 





1    при        x ,
(x )
0    при     x ,   \
                            (5.2.19) 
* * *
i i i ix :   W(x)u (x, ) (x)  
ДИНАМИЧЕСКИЕ ЗАДАЧИ ОРМ, ВОЗНИКАЮЩИЕ  






min W(x)u (x, ) (x) ,  i 1, N , 
в качестве * * * *1 N 1 N,..., , ,...,  выбирается оптимальное решение двойст-







i i 1 3
i 1
G( ) min G ( , )
min min W(x )u (x , ) (x ) dx
b I I max.
      (5.2.20) 
Теперь сформулируем условия разрешимости задачи (5.2.6), (5.2.7).  
Теорема 5.3. Пусть в задаче (5.2.1) – (5.2.5): 
1)  – выпуклое, замкнутое, ограниченное множество из 2R ;  
2)  функция f (t) 0   ( f (t) 0 )  п. в. для t 0,T ;  
3)  каждая из функций  i iu (x, ),   i 1, N , полунепрерывна снизу 
(сверху)  по переменной i  на   п. в. для x ;   
4)  выполняется условие утверждения 5.3.  
Тогда задача (5.2.1) – (5.2.5)  имеет решение.   
Доказательство. Во-первых, необходимость выполнения условия ут-
верждения 5.3 очевидна, так как в противном случае может оказаться пус-
тым класс допустимых разбиений для задачи(5.2.1) – (5.2.5), а следова-
тельно, и эквивалентной ей задачи минимизации функционала (5.2.6) при 
условиях (5.2.7) – задача ОРМ становится неразрешимой.  
Выше было установлено, что задача (5.2.6), (5.2.7) эквивалентна зада-
че (5.2.8), а решение последней при условии выполнения утверждения 5.3 
определяется формулами (5.2.19), (5.21.20). Поэтому вопрос о разрешимо-
сти задачи ОРМ (5.2.6), (5.2.7)  сводится к исследованию разрешимости 
задачи (5.2.20). Покажем, что при выполнении условий теоремы эта зада-
ча имеет решение.  
Пусть f (t) 0  п. в. для t 0,T . Тогда функция W(x )  принимает 
для всех x  неотрицательные значения в силу того, что функция Гри-
на G(x,x , t) 0  x , x ,t 0  и (x) 0  x  (по условию за-
дачи (5.2.1) – (5.2.5)). Пусть далее каждая из функций i iu (x, ),  i 1, N , 




чает, что для любой последовательности (k) k k1 N,..., , сходящейся 















i i i i 1 3i
i=1,Ni 1
b min W(x )u (x , ) (x ) dx I I = 
N
(k)
i i 1 3 i ii
i=1,Nki 1
b I I lim min W(x )u (x , ) (x ) dx = 
N
(k)
i i 1 3 i ii
i=1,N ki 1
b I I min lim W(x )u (x , ) (x ) dx . 
Учитывая неотрицательность величины W(x )  и выполнение условия 
(5.2.21), можно записать, что 
N
(k)
1 i i 1 3
k i 1
i i i 1
i=1,N
lim G ( , ) b I I
 + min W(x )u (x , ) (x ) dx G ( , ).
            (5.2.22) 
В силу произвольности точки  заключаем, что 1G ( , )  как 
функция переменного  полунепрерывна снизу на множестве  N .   
Согласно обобщенной теореме Вейерштрасса полунепрерывна снизу 
по переменной  функция 1G ( , )  на выпуклом ограниченном замкну-
том множестве N  достигает своего минимального значения для любого 
фиксированного . Таким образом, внутренняя задача (5.2.20) мини-
мизации функции 1G ( , )  по  разрешима. Существование вектора 
, максимизирующего функцию G( ) , следует из теоремы двойст-
венности. 
Итак, показано, что при выполнении условий теоремы задача (5.2.20) 
разрешима, а значит имеет решение и задача ОРМ (5.2.6), (5.2.7). 
В случае, когда f (t) 0  для всех t 0,T , функция W(x ) 0  
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x . И тогда для того чтобы функция 1G ( , )   для любого фиксиро-
ванного  была полунепрерывна снизу по переменной  на множе-
стве  N , необходимо, чтобы  функции i iu (x, ),  i 1, N  были полуне-




lim G ( , ) lim
N
(k)
i i i i 1 3i
i=1,Ni 1
b min W(x )u (x , ) (x ) dx I I = 
N
(k)
i i 1 3 i ii
i=1,N ki 1
b I I min lim W(x )u (x , ) (x ) dx = 
N
(k)
i i 1 3 i ii
ki=1,Ni 1
b I I min W(x ) lim u (x , ) (x ) dx . 
Далее, в силу того, что W(x ) 0  x  и (k)i i ii
k
lim u (x, ) u (x, ) , 
легко увидеть, что справедливо неравенство (5.2.22). 
Из эквивалентности задач (5.2.1) – (5.2.5) и (5.2.6), (5.2.7) следует раз-
решимость обеих задач при выполнении условий теоремы. 
Теорема доказана. 
Замечание. Для отыскания решения задачи (5.2.20), являющейся за-
дачей конечномерной оптимизации с негладкой вогнутой целевой функ-
цией Q( )  может быть применен любой известный метод, например ме-
тоды типа -субградиентных, типа эллипсоидов [111, 112] и др. Здесь ис-
пользуется алгоритм обобщенных почтиградиентов с растяжением про-
странства в направлении разности двух последовательных обобщенных 
градиентов, близкий к r-алгоритму Шора. Для этого от задачи (5.2.20) со-
вершаем переход к задаче безусловной максимизации по , введя в целе-





P( , ) G ( , ) S max(0, ) max min ,            (5.2.23) 
где S – достаточно большое число (значительно большее максимального 
из множителей Лагранжа для функции (5.2.11)). О возможности перехода 
от задачи (5.2.20) к задаче (5.2.23) см. в [28, 100]. 
Алгоритм решения задачи   
Область  заключаем в параллелепипед , стороны которого па-




(x) 0  для точек x \ . Параллелепипед  покрываем прямо-
угольной сеткой и задаем начальное приближение (0) (0), , . 
Вычисляем значения функции (0) (x)  в узлах сетки по формулам (5.2.19) 
при (0) (0),   . Вычисляем значение вектора градиента функции 








g ( , ) (x) (x)dx b Smax 0,sign(- ) ,   k 1, N;
u (x, )
g ( , ) W(x) dx,
   (5.2.24) 
k k k k
i i i
i 1,N
x :   W(x)u (x, ) (x)
min W(x)u (x, ) (x) ,  k 1, N,
 
 при (0) ( ) ,  (0) (0),   , выбираем начальный пробный шаг 
0 0  для r-алгоритма и находим 
i
i
(1) (0) (0) (0)
0 Pi i
(1) (0) (0) (0)
0 Pi i
g ( , );    
Pr g ( , ) ,   i 1, N,
 
где Pr  – оператор проектирования на . 
Переходим ко второму шагу. 
Пусть в результате вычислений после k, k=1,2,..., шагов  алгоритма 
получены определенные значения (k 1) ( ) ,  (0) (0),    в узлах сетки. 
Опишем (k+1)-й шаг. 
1. Вычисляем значения функции (k) ( )  в узлах сетки по формулам 
(5.2.19) при (k) (k),   . 
2. Вычисляем значение вектора градиента функции P( , )  в узлах 
сетки  по формулам (5.2.24)  при (k) ( ) ,  (k) (k),   . 
3. Проводим (k+1)-й шаг алгоритма обобщенных почтиградиентов с 
растяжением пространства, близкого к r-алгоритму [109], краткая схема 
которого имеет вид: 
(k 1) (k) (k) (k)
k Pk 1B g ( , );  
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(k 1) (k) (k) (k)
k k 1 P Pr B g ( , ) ,  
где k 1k 1B ,   B  – операторы отображения преобразованного пространства 




P Pk 1g B g ( , ) ,  
Т
(k) (k)
P k 1 Pg B g ( , ) ,  k  – шаго-
вый множитель, выбор которого осуществляется из условия оптимума по 
направлению. Формулы для пересчета матриц k 1k 1B ,   B  аналогичны 
приведенным в алгоритме п. 5.1.3. 
4. Если условие  
(k) (k) (k 1) (k 1), , ,    0 ,                    (5.2.25) 
не выполняется, переходим к (k+2)-му шагу алгоритма, иначе – к п. 5. 
5. Полагаем  * (l) ( ) ,  * (l) * (l),   , где l – номер итерации, 
на которой выполнилось условие (5.2.25). Вычисляем оптимальное значе-
ние целевой функции по формуле (5.2.23) при * *,    и – для кон-
троля правильности счета – значение функционала (5.2.9) при  *( ) ( ) , 
*  . 
Алгоритм описан. 
 
5.2.3. Анализ результатов вычислительных  
экспериментов 
 
В качестве тестовой задачи была рассмотрена следующая задача: тре-
буется минимизировать функционал 
V u( ; , ) = (x,1;u(x; , )) (x)dx ,   u U,                     (5.2.26) 
где 21 2 1 2x ,x R :  0 x 4, 0 x 4 , функция (x, t;u(x; , ))  – – 
решение  краевой задачи  
te u(x; , )
t
,     (x, t) 0,1 ,                      (5.2.27) 




1 2(x, t) 4 x 2 x 2 ,     (x, t) 0,1 ,          (5.2.29) 
где 
N
i i i N
ˆU u(x; , ) u (x, ) x ,  P ( ), ,    (5.2.30) 
В качестве функций, определяющих множество допустимых управле-
ний, выступали функции 
2
i i iu (x, ) x ,  x   , в которых коорди-
наты точек i , i 1, N   заранее неизвестные,  – евклидова метрика. 
Данная задача была решена при различных заданиях числа подмно-
жеств N и функции (x) . Для численного решения этой задачи область 
 покрывалась сеткой m m1 20 20 . Вычисление координат центров 
подмножеств и  вектора  двойственных переменных производилось с точ-
ностью 0.0001 .  
1.  При решении задачи (5.2.26) – (5.2.30) в случае, когда N 4 , весо-
вая функция (x) 1 x , ib 100  i 1, N , а в качестве начального 
приближения координат центров подмножеств и вектора двойственных 
переменных  выступали (0)i (0,0) , 
(0)
i 1, i 1,4 , за 68 итераций 
достигнуты оптимальные значения функционалов прямой и двойственной 
задач *I 44.470,  *P 44.4698 . Начальное разбиение множества :  
(0)
1 i;  ,  i 2,4 . Ему соответствовало значение функциона-
лов (0)I 77.506 , (0)P 306.431 . Оптимальное разбиение квадрата 
представлено на рис. 5.4. Этому разбиению соответствуют следующие 
значения координат центров подмножеств: *1 (2.723,2.855) , 
*
2 (1.186,2.675) , 
*
3 (1.232,1.124) , 
*
4 (2.742,1.335) . Для контроля 
правильности работы алгоритма были вычислены значения интегралов в 
левых частях ограничений неравенств:  
*
1
(x)dx 3.845 , 
*
2
(x)dx 4.1875 , 
*
3
(x)dx 3.75 , 
*
4
(x)dx 4.2813 . 
2.  Эта же задача была решена в случае, когда весовая функция x  
не являлась постоянной на всей области, а имела вид, представленный на 
рис. 5.5.  
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  Рис. 5.4     Рис. 5.5 
Исходя из тех же начальных приближений координат центров под-
множеств и двойственных переменных, на 203-й итерации получен сле-
дующий результат: оптимальное значение функционала прямой задачи 
ОРМ *I 526.650171 , при этом двойственный функционал *P 526.65 ; 




3 (0.674,0.914) , 
*
4 (1.69,0.87) ; вектор двойствен-
ных переменных * (0,0,0.154,0) ; левые части ограничений неравенств 
равны соответственно 51.5, 71.75, 100, 96. Значения же функционалов 
прямой и двойственной задач на нулевой итерации составляли  
(0)I 850.05 , (0)P 769.2 . Оптимальное разбиение  изображено на 
рис. 5.6. 
3.  На рис. 5.7 представлено оптимальное разбиение прямоугольника  
2
1 2 1 2x ,x R :  0 x 8, 0 x 4  на N 8  подмножеств и распо-
ложение их центров для задачи (5.2.26) – (5.2.30), в которой весовая 
функция x 1 x , а вектор правых частей ограничений неравенств 
имеет вид: 7 ib 1,  b 20 i 7 . 
Оптимальные значения функционалов прямой и двойственной задач 
равны * *I 147.9902,  P 147.9516 . Найденные координаты центров под-
множеств равны: *1 (4.38,2.74) ,
*
2 (6.77,1.26) , 
*
3 (5.11,1.25) , 
*
4 (1.08,1.89) , 
*
5 (3.30,1.23) , 
*
6 (2.44,2.77) , 
*
7 (1.91,1.02) , 
*
8 (6.38,2.77) . Следует заметить, что данный результат получен исходя 
из различных начальных приближений координат центров подмножеств и 






Рис. 5.6 Рис. 5.7 
 Анализируя полученные результаты, можно заметить, что: 
1) во всех задачах выполняется с достаточной точностью основное 
соотношение двойственности ( * *I P ); 
2) в каждом из примеров имеет место выполнение условия допол-




i i( (x)dx b ) 0   i . 
        
 5.3.  ПРИМЕНЕНИЕ АППАРАТА СОПРЯЖЕННЫХ 
УРАВНЕНИЙ ДЛЯ СВЕДЕНИЯ ЗАДАЧ УПРАВЛЕНИЯ 
ПАРАБОЛИЧЕСКИМИ СИСТЕМАМИ  
К ДИНАМИЧЕСКИМ ЗАДАЧАМ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ 
  
В этом разделе описан еще один способ сведения задач управления, 
подобных задаче (5.1.1) – (5.1.5), к непрерывным линейным задачам оп-
тимального разбиения множества. Этот способ основан на использовании 
аппарата сопряженных задач, разработанных Г. И. Марчуком  [77], и не 
требует знания функции Грина для краевых задач. 
 
5.3.1. Постановка  задачи  стартового  управления  
 и  ее  эквивалент  в  терминах  теории  оптимального  
разбиения множеств 
 
Рассмотрим следующую задачу оптимального управления: пусть на 
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некотором ограниченном измеримом по Лебегу множестве 2R  с  ку-
сочно-гладкой границей  задан набор функций 
0i 2(x) L ( ),   i 1, N.  Требуется: 
0 0V ( , ) (x,T; (x, )) (x)dx
0 ( , )
min ,                      (5.3.1) 
где  функция (x, t; )  является решением краевой задачи 
(x, t) t (x, t) (x, t) f (x, t) ,                    (5.3.2) 
0 0(x,0) (x, ),         (x, ) ,                         (5.3.3) 
(x, t) g(x, t)     x ,   t 0,T ,                             (5.3.4) 
N
0 0 0i i(x, ) :  (x, ) (x)  п.  в.  для   x ,  i=1,N,  , 
i
N
1 N N i,..., P ( ) :   (x)dx b ;   i 1, N ;         (5.3.5) 




 – оператор Лапласа; ,  0  – заданные константы; 
g(x, t) 2L 0,T , 2f (x, t) L ( [0,T])  – заданные функции, 
1 2 Nb ,b ,...,b –  заданные числа; T 0  – фиксированная длительность 
управляемого процесса. 
Будем считать, что каждое допустимое разбиение N  определяет 
начальную функцию 0 ( , )  такую, что соответствующая ей краевая за-
дача (5.3.2) – (5.3.5) имеет единственное решение (x, t) . 
Для задачи (5.3.1) – (5.3.5) построим сопряженную задачу, используя 
технику, описанную в [77], или на основе тождества Лагранжа. С этой 
целью умножим уравнение (5.3.2) на некоторую функцию *(x, t) , свой-




(x, t) t (x, t) (x, t) * (x, t)dxdt  
T
0




Левую часть этого равенства преобразуем так, чтобы за скобками под 
интегралом стояла функция (x, t) , а в скобках – дифференциальное со-
отношение, содержащее функцию *(x, t) . С этой целью воспользуемся 





* dxdt * dx dxdt
t t
                 (5.3.7) 




* dxdt * dxdt * dxdt
n n
.    (5.3.8) 








(x, t) dxdt (x,T) *(x,T)dx (x,0) *(x,0)dx
t
*
   * dxdt * dxdt *dxdt
n n
                                 f (x, t) * (x, t)dxdt.
 
Учитывая начальные и граничные условия (5.3.3), (5.3.4) и приведя 







(x, t) * * dxdt (x,T) * (x,T)dx
t
*
* dxdt f (x, t) * (x, t)dxdt g(x, t) dxdt
n n
                              (x, ) * (x,0)dx.
 
Предположим, что функция *(x, t)  удовлетворяет краевой задаче 
*(x, t)
*(x, t) *(x, t) 0,
t
 (x, t) 0,T ,   (5.3.9) 
*(x,T) (x) ,          x ,                       (5.3.10) 
*(x, t) 0,    (x, t) 0,T .                              (5.3.11) 
Тогда функционал (5.3.11) исходной задачи управления  может быть 
записан в виде: 
0 0 0V( ( , )) (x,T; (x, )) (x)dx *(x,0) (x, )dx  
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* (x, t)f (x, t)dxdt g(x, t) dxdt
n
. 
Правая часть этого выражения и представляет собой двойственное 
представление функционала V(u( , )) , и вместо исходной задачи управ-




V( ( , )) *(x,0) (x, )dx I min ,            (5.3.12) 





I * (x, t)f (x, t)dxdt g(x, t) dxdt.
n
 
Далее, учитывая структуру множества допустимых управлений , пе-
рейдем к эквивалентной линейной непрерывной задаче ОРМ: среди всех 
возможных разбиений  множества  ( N ) найти такое, при кото-
ром достигается минимальное значение функционала 
i
N
1 N 0i 1
i 1
F( ) F( ,..., ) (x) *(x,0)dx I , 
где *(x, t)  является решением задачи (5.3.71) – (5.3.73). 
Коротко эту задачу можно записать так: 
F
N
min .                                  (5.3.13) 
Замечание.  Для того чтобы класс допустимых разбиений задачи 
(5.3.13) не был пуст, достаточно выполнения условия утверждения 5.3. 
 
5.3.2.  Совокупность  соотношений,  характеризующих   
оптимальное  разбиение 
 
В соответствии с методом решения линейных непрерывных задач 
ОРМ,  описание которого приведено в п. 5.1.3, от задачи (5.3.13) перехо-






I( ( )) (x) * (x,0)dx I min ,               (5.3.14) 
N
1 1 N i
i 1




i i i(x) 0 1  п.   в.  для   x ;   (x) (x)dx b ;   i 1, N , 
а затем – к непрерывной задаче бесконечномерного программирования: 
2( )
I( ( )) min ,                                       (5.3.15) 
2 0 i i(x) ;  (x) (x)dx b ,  i 1, N , 
где 
N
0 1 N i
i 1
(x) (x),..., (x) :   (x) 1    п.  в.  для   x ;  
i0 (x) 1    п.  в.  для   x ;   i 1,N . 





h ( ), I ( ) (x ) (x )dx b ,            (5.3.16) 
где N1 N i 0( ,..., ) R :  0,  i 1,N ,   (x) .  
Задача, двойственная к задаче (5.3.15), записывается в виде: 
0( )
Q( ) min h( ( ), ) max .                               (5.3.17) 
Учитывая линейность функционала Лагранжа по ( )  и структуру 
множества 0 , решение внутренней задачи (5.3.17) по ( )  для каждого 





1,    если    x , 
(x)
0,   если    x \ ,
                              (5.3.18) 
где 
*
i 0i i 0k k
k 1,N
x :    * (x,0) (x) (x) min *(x,0) (x) (x) . 
Из вида оптимального решения (5.3.18) внутренней задачи (5.3.17) 
следует 
Теорема 5.3. Для того чтобы возможное разбиение * *1 N* ( ,..., )  
было оптимальным для задачи (5.3.17), необходимо и достаточно сущест-
вование вектора действительных констант , таких что 
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0i i 0k k*(x,0) (x) (x) *(x,0) (x) (x) ,   i k,       (5.3.19) 
для п. в.  для *ix ,  i,k 1, N . 
Следствие. В точках x , принадлежащих оптимальной границе 
между подмножествами *i  и 
*
k , в неравенстве (5.3.19) достигается 
знак равенства. 
Из вышесказанного следует 
Теорема 5.4. Седловая точка функционала Лагранжа h( ( ), )  (где 
первая компонента является решением задачи (5.3.14)), на множестве 





1,   если    x , 
(x)
0,  если    x \ ,
                              (5.3.20) 
где 
* * *
i 0i i 0k k
k 1,N
x :    * (x,0) (x) (x) min *(x,0) (x) (x) , где 
*(x, t)  является решением задачи (5.3.9) – (5.3.11), а в качестве 
* *
1 N,...,  выбирается оптимальное решение двойственной задачи, приве-
денной к виду: 
Q( ) max ,      (5.3.21) 
N
i i 1 ok k
k 1,Ni 1
Q( ) b I min *(x,0) (x) (x) dx . 
Для решения задачи (5.3.21) применим r-алгоритм Шора [109]. При 
этом от задачи условной оптимизации совершается переход к задаче без-
условной максимизации с помощью введения в целевую функцию не-
гладкой штрафной функции множества Г: 





P( ) Q( ) S max(0,( )) max ,                 (5.3.22) 
где S  – достаточно большое положительное число. 
5.3.3. Численный  алгоритм  решения  задачи 
 
1. Область  покрываем прямоугольной m m1  сеткой и задаем на-
чальное приближение переменных (0)i ,  i 1, N . Решаем каким-либо чис-




2. Вычисляем (0)i ( ),  i 1,N  в узлах сетки по формуле (5.3.20) при 
(0)
i i ,  i 1,N.  
3. Вычисляем значение обобщенного градиента функции P( )  в точ-
ке (0) (0)N1( ,..., )  по формулам: 
i
i i iPg b (x) (x)dx Smax 0,( sign( ))                        (5.3.23) 
при (0)(0) i i( ) ( ),  ,   i 1,N . 
4. Выбирая начальный шаг 0h 0  r-алгоритма, находим: 
(1) (0) (0)
0 Ph g ( ).  
и переходим ко второму шагу. 
Пусть в результате вычислений после k, k = 1,2,... шагов алгоритма 
получены определенные значения (k) (k 1),  ( )  в узлах сетки. 
Опишем (k+1)-й шаг: 
а) вычисляем значения (k) ( )  в узлах сетки по формулам (5.3.20) при 
(k) ;  
б) вычисляем значение (k)Pg ( )  по формулам (5.3.23) при 
(k) ;  
в) проводим (k+1)-й шаг r-алгоритма для максимизации функции 
P( ),  краткая схема которого имеет вид: 
(k 1) (k) (k)
k Pk 1h B g ( ),  
где k 1B  – оператор отображения преобразованного пространства в ос-
новное пространство NE , пересчет которого осуществляется по  форму-
лам, приведенным в алгоритме п. 5.1.3; k  h  – шаговый множитель, выби-
раемый из условия максимума по направлению; 
г) проверяем условия (k 1)Pg ( )   или 
(k) (k 1) . Если ни 
одно из этих условий не выполняется, то переходим к (k+2)-му шагу, ина-
че – к пункту д); 
д) полагаем (l) (l)( ) ( ),   , где l  – номер итерации, на кото-
рой выполняется хотя бы один из критериев окончания итерационного 
процесса. Вычисляем оптимальное значение функционала (5.3.14) и зна-
чение функции (5.3.21) при ( ) ,  . Алгоритм описан.  
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5.3.4. Результаты решения модельных задач.  
Сравнительная характеристика двух подходов к  сведению 
задач управления к динамическим задачам оптимального 
разбиения множеств 
  
Описанный в п. 5.3.3 алгоритм и его модификации (на случай реше-
ния задач управления, в которых функция управления входит в правую 
часть дифференциального уравнения, задач управления, сводящихся к 
задачам ОРМ с размещением центров подмножеств) реализованы в виде 
программного продукта, который включен в разработанный комплекс 
программ OU_ORM, ориентированный на решение задач оптимального 
управления с линейным функционалом, сводящихся к задачам ОРМ.  
В программной реализации этих  алгоритмов предусмотрена возмож-
ность выбора одного из двух приближенных методов решения краевой 
задачи (5.3.2) – (5.3.3): явной разностной схемы и метода переменных 
направлений (схема Писмена – Рекфорда). Как известно, явная разност-
ная схема удобна для численной реализации, однако обладает и сущест-
венными недостатками. Во-первых, эта схема имеет лишь второй порядок 
аппроксимации по пространственным переменным, первый – по времен-






дающем связь между шагами по пространственным и временной пере-
менным x yh , h  и , т. е. схема условно устойчива. Порядок точности 
схемы совпадает с порядком аппроксимации.  
Продольно-поперечная схема Писмена – Рекфорда  безусловно ус-
тойчива, экономична (требующая для перехода со слоя на слой затраты 
числа арифметических действий, пропорционального числу узлов сетки). 
Кроме того, метод переменных направлений  имеет второй порядок точ-
ности. 
Следует отметить, что для решения задачи (5.3.2) – (5.3.4) можно ис-
пользовать и другие известные численные методы, например, экономич-
ные факторизованные схемы, метод суммарной аппроксимации, методы 
расщепления и т. д. 
В качестве одной из тестовых была рассмотрена задача:  найти такое 
разбиение *  квадрата (x, y) :   0 x 4;   0 y 4  на N 4  под-




0 0V( ( , )) (x,1; (x, )) (x)dx
0 ( , )
min ,                      (5.3.24) 
где  0(x, t; (x, ))   – решение задачи        




;                                  (5.3.25) 
0 0(x,0) (x, ),         (x, ) ,                         (5.3.26) 
(x, t) 0   x , t 0,T .                                 (5.3.27) 
Функции 0i (x) , определяющие множество допустимых управлений, 
имеют следующий вид: 
2 2 2
0i i 1 1i 2 2i(x) x x x ,   i=1,N ,     (5.3.28) 
где 1 (1,2) , 2 (2,1) , 3 (2,3) , 4 (3,2) . Вектор правых частей ог-
раничений равен b (2;20;0.7;20) , начальное приближение вектора 
двойственных переменных  – (0) (1,1,1) . 
 
      Для численного решения этой задачи 
область  покрывалась сеткой 
m m1 20 20 . Двойные интегралы, 
входящие в формулы для определения 
функций i ,   i 1, N , значения функцио-
нала P( )  и его вектора-градиента в 
точке  вычислялись с помощью куба-
турной формулы трапеций по узлам сет-
ки. Начальное разбиение квадрата пред-
ставлено на рис. 5.8 пунктирной линией. Рис. 5.8 
Разбиение , соответствующее оптимальной функции управления, 
изображено на рис. 5.8 сплошной линией. Информация о количестве ите-
раций, времени счета, значении целевых функционалов прямой и двойст-
венной задач, двойственных переменных, полученных с точностью 
0.00001 , содержится в таблице 5.2.  
Для сравнения в этой таблице приведены результаты решения задачи 
(5.3.24) – (5.3.28) с помощью алгоритма, описанного в п. 5.3.3. 
Приведем результаты решения задачи (5.3.25) – (5.3.28), в которой  
(x, y) :   0 x 6;   0 y 3 , N 8 , ib 10,   i 1,8 , функции 
0i i(x, , ) , определяющие класс допустимых управлений, заданы в  
виде (5.3.28), а параметры i ,   i 1,8  заранее неизвестны. Как следу-
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ет из изложенного в разделе 5.2, эта задача сводится к задаче оптималь-
ного разбиения с размещением центров подмножеств. Начальное разбие-
ние множества , изображено на рис. 5.9,а. Там же указаны начальные 
приближения координат центров подмножеств. На рис. 5.9,б представле-
но разбиение, соответствующее функции оптимального управления рас-
сматриваемой задачи. 
Таблица 5.2  
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Рис. 5.9,а Рис. 5.9,б 
 
В табл. 5.3 приведены данные об оптимальных значениях функцио-
налов прямой и двойственной задач, координат центров подмножеств, а 
также количестве итераций и времени счета. Все вычисления проводи-




Таблица 5.3  
Сравнительный анализ результатов работы алгоритмов  
решения задачи управления, сводящейся к задаче ОРМ  
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              Рис. 5.10      Рис. 5.11             Рис. 5.12 
 
Анализируя информацию, содержащуюся в табл. 5.3 и 5.2, а также 
результаты многочисленных вычислительных экспериментов, описание 
которых не представляется возможным, можно сделать вывод, что к дос-
тоинствам описанного в данном разделе алгоритма относится: 
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– время, затраченное на решение задачи ОРМ, значительно меньше 
времени, за которое получено оптимальное решение с помощью алгорит-
ма, включающего аналитическое решение; 
– значения функционалов прямой и двойственной задач, а также  оп-
тимальные разбиения множества с достаточной точностью совпадают с 
результатами решения соответствующих задач с помощью описанных в 
предыдущих параграфах алгоритмов.  
К преимуществам данного алгоритма относится и тот факт, что его 
можно применять и для задач управления с областью , имеющей дос-
таточно сложную форму (отличную от прямоугольника). 
Так например, на рис. 5.10 представлено разбиение множества , 
представляющего собой правильный восьмиугольник, вписанный в пря-
моугольник 2{(x, y) R :  0 x 8,  0 y 4 3} , соответствующее опти-
мальному решению задачи (5.3.25) – (5.3.28), в которой 
2
0i i(x) x , 
i 1,7 ; x ; 1 (2;  2.309) ; 2 (2;  4.619) ; 3 (4;  1.155) ; 
4 (4;  5.774) ; 5 (6;  2.309) ; 6 (6;  4.619) ; 7 (4;  3.464) ; 
b (10;  10;  10;  10;  10;  10;  10).  Здесь и в следующих примерах функция 
граничных условий g(x, t) 0 , функция источника имеет вид 
f (x, t) exp( x y) ; а начальные приближения координат вектора двой-
ственных переменных (0)i 1,   i 1, N . За 64 итерации были достигнуты 
оптимальные значения функционалов прямой и двойственной задач 
*I 193.7466 , * P 193.7371 . 
При решении задачи (5.3.25) – (5.3.28) с областью , изображенной 
на рис. 5.11, со следующими входными данными: 
2
0i i(x) x , 
i 1,4 ; x ; 1 (1;  1) , 2 (1;  3) , 3 (3;  1) , 4 (3;  3) , 
 b (10; 2;  20; 20) , за 32 итерации достигнуты оптимальные значения 
функционалов прямой и двойственной задач *I 5.0734 , *P 5.0536 .  
На рис. 5.12 изображено разбиение множества , соответствующее 
оптимальному решению задачи (5.3.25) – (5.3.28)  в случае, когда 
2
0i i(x) x , i 1,4 ; x ; 1 (1;  2) , 2 (2;  3) , 3 (2;  1) , 
4 (3;  2) ,  b (3;  3;  3;  3) . За 35 итераций с точностью 0.001  дос-
тигнуто оптимальное значение функционала *I 1.2524 .  




5.4. НЕПРЕРЫВНЫЕ НЕЛИНЕЙНЫЕ 
ДИНАМИЧЕСКИЕ ЗАДАЧИ ОПТИМАЛЬНОГО 
РАЗБИЕНИЯ МНОЖЕСТВ  КАК  МОДЕЛИ 
НЕКОТОРЫХ ОБРАТНЫХ ЗАДАЧ 
МАТЕМАТИЧЕСКОЙ ФИЗИКИ 
  
В данном разделе рассмотрена задача стартового управления линей-
ной пространственно-двумерной системой с квадратичным критерием 
качества, сводящаяся с помощью аппарата функций Грина к нелинейной 
непрерывной задаче оптимального разбиения. Построен и теоретически 
обоснован алгоритм решения этой задачи. Дана оценка погрешности, воз-
никающей за счет приближенного вычисления функции Грина. 
 
5.4.1. Постановка модельной задачи  восстановления  
разрывных начальных условий для параболического  
уравнения 
  
На некотором ограниченном замкнутом множестве 2R  с кусоч-
но-гладкой границей  задан набор функций 20i ( ) L ( ),   i 1,N . 
Пусть состояние объекта 2(x, t) L ( [0,T])  определяется как решение 
задачи (5.1.1) – (5.1.4). 
Требуется определить такое начальное распределение на  темпера-
туры 0 ( ) , при котором функционал 
2
0V ( ) (x,T) Z(x) dx ,                                (5.4.1) 
где 2Z( ) L ( )  – заданная функция, T 0  – фиксированная длитель-
ность нагрева области , достигал бы минимального значения. 
Для корректности постановки задачи потребуем, чтобы вектор правых 
частей ограничений-неравенств (5.1.3) удовлетворял условию (5.1.6) (см. 
лемму 5.1). 
Замечание. Задачу минимизации функционала (5.4.1) при условиях 
(5.1.1) – (5.1.4) можно отнести к классу обратных задач математической 
физики, так как в ней по  известному распределению тепла в области  в 
момент времени Т необходимо восстановить информацию о начальном 
температурном режиме. При этом дополнительно известно, что темпера-
тура в начальный момент времени может быть описана в некоторых по-
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добластях области   одной из заданных функций. Эта дополнительная 
информация и дает возможность классифицировать сформулированную 
задачу (5.4.1), (5.1.1) – (5.1.4) как непрерывную нелинейную динамиче-
скую задачу оптимального разбиения множеств. 
 
5.4.2. Сведение обратной задачи к непрерывной задаче 
оптимального разбиения множества 
  
Используя методику сведения, описанную в подразделе 5.1.2, от зада-
чи стартового управления (5.1.1) – (5.1.4), (5.4.1) переходим к следующей 
задаче ОРМ: разбить  на N  непересекающихся подмножеств 













Z(x) Z(x) G(x, x ,T )f (x , )dx d
G(x, x ,T )
g(x , )dx d ,
n
 
и выполнялись ограничения 
i
0i i(x)dx b ,   i 1, N .                              (5.4.3) 
Далее от задачи (5.4.2), (5.4.3) переходим к эквивалентной задаче беско-
нечномерного программирования с булевыми переменными: найти век-






I ( ) (x )G(x,x ,T) (x )dx Z(x) dx min ,    (5.4.4) 
где 
N
1 1 N i i
i 1




0i i iп. в. для  x ;  i 1, N;  (x) (x)dx b ,  i 1, N . 
Наряду с задачей (5.4.4) будем рассматривать задачу 
2( )
I ( ) min ,                      (5.4.5) 
2 0 0i i i(x) ;  (x) (x)dx b ,  i 1, N , 
N
0 1 N i i
i 1
(x) (x),..., (x) :  (x) 1 п. в. для  x ;  0 (x) 1
 
 
в предположении, что эта задача разрешима, и множество ее решений со-
держит все решения задачи (5.4.4). Условия, при которых это выполняет-
ся, будут приведены ниже. 
Определение. Будем говорить, что задача (5.4.5) удовлетворяет усло-
вию Слейтера, если существует точка 0( ) , для которой 
0i i i(x) (x)dx b ,  i 1,N . 





b S (x)dx , 
где 0 0i
i 1,N
(x) max (x) , то для задачи (5.4.5) выполняется условие Слей-
тера. 
Д о к а з а т е л ь с т в о. Для каждого x  рассмотрим вектор-
функцию 
_










,    i 1, N.  
Функция 
_
0(x) , так как 
_
i0 (x) 1  для всех i=1, N   и 
п. в. для  x ;  i 1, N .
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b (x)dx.   
Тогда  
i i
0i i 0i 0 iN N
j j
j 1 j 1
b b
(x) (x)dx (x) dx (x)dx b ,  i=1,N
b b
, 
что и требовалось доказать. 
 
5.4.3. Необходимые и достаточные условия  
оптимальности редуцированной задачи оптимального 
разбиения множества 
 
Нетрудно показать, что функционал I ( )  является выпуклым по 
( )  на выпуклом замкнутом ограниченном множестве 2 , следователь-
но, задача (5.4.5) является задачей выпуклого программирования и для 
нее справедлива теорема Куна – Таккера [22]. Согласно этой теореме ре-
шение задачи (5.4.5) сводится к поиску седловой точки функционала Ла-
гранжа этой задачи, который имеет вид: 
N
i 0i i i
i 1
h ( ), I ( ) (x ) (x )dx b  
2
N N
0i i 0i i
i 1 i 1
G(x,x ,T) (x ) (x )dx 2Z(x) G(x,x ,T) (x ) (x )dx dx
N N
2
i 0i i i i
i 1 i 1
Z (x)dx (x ) (x )dx b , 
где 0 1 N i( ) ;  ( ,..., ) :  0,  i 1,N . 
Задача, двойственная задаче (5.4.5), запишется в виде: 
 








( ) i 1





( ) i 1
          min G(x,x ,T) (x ) (x )dx  
N N
0i i i 0i i
i 1 i 1
2Z(x) G(x,x ,T) (x ) (x )dx dx (x ) (x )dx .     Для 
решения внутренней задачи 
0( )
min h ( ),                                      (5.4.7) 
воспользуемся необходимым и достаточным условием оптимальности, 
которое дает следующая теорема [104]. 
Теорема 5.5. Для того чтобы 0 0(x)  была решением задачи 




min H (x), , (x) (x) dx 0 ,                          (5.4.8) 
где H ( ),  – градиент функционала h ( ),  по переменной ( ) ,   
j-я компонента которого вычисляется по формуле: x  
j 0 j j
1






G(x,x ,T)G(x,x,T)dx (x ) (x )dx . 
Далее, на основе условий оптимальности (5.4.8) получим операторное 
уравнение для оптимальной вектор-функции 0(x ),  x .  По теореме 




min H (x), , (x) (x) dx 0.  
Определение. Будем говорить, что функционал h ( ),  удовлетво-
ряет условию сильной регулярности,  если 
0
jH (x), 0,   j 1,N,   x , 
за исключением множества точек x  нулевой меры. 
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Это условие означает, что для оптимальной вектор-функции ни на од-
ном множестве точек x  ненулевой меры не удовлетворяется ни одно 
из уравнений Эйлера 0jH (x), 0  для  задачи минимизации по ( )  
функционала h ( ),  без ограничений. 




i i i i
( ) i 1 i 1
min H (x), (x) dx H (x), (x) dx.  
Вектор-функция (x) , удовлетворяющая этому равенству, такова, 
что почти для всех x  имеет место 
i
0 0
i i i i
0 Z 1
H (x), (x) min H (x), z ,   i 1,N,  x .  
Отсюда получим, что при выполнении условия 
i jmes x :  H (x), H (x), ,  i j,  i, j 1,N 0            (5.4.9) 




1,   при  H (x), min H (x), ,
(x)     [0,1],         при   H (x), 0,
0,     в остальных случаях.                        
 
При выполнении условия сильной регулярности iH ( ), 0  лишь 
на множестве точек x  нулевой меры, следовательно, вектор-функция 





1,   H (x), min H (x), ,
(x)
0,   в остальных случаях.                 
             (5.4.10) 
Справедливы следующие теоремы [104]. 
Теорема 5.6. Для того чтобы было выполнено условие оптимальности 
(5.4.8), необходимо при выполнении условий сильной регулярности и 
(5.4.9), чтобы 0 (x) (x) , где равенство двух вектор-функций понима-
ется в смысле равенства нулю нормы разности этих вектор-функций, а 




Теорема 5.7. Если условие оптимальности (5.4.8) является достаточ-
ным, а также выполнены условия сильной регулярности и (5.4.9), то век-
тор-функция 0(x) , определяемая из условия 0 (x) (x) , является 
оптимальной для задачи (5.4.7), где (x)  определяется по формуле 
(5.4.10). 
Таким образом, из приведенных теорем следует, что решение задачи 
(5.4.7) для выпуклого функционала h ( ), , удовлетворяющего услови-





1,   H (x), min H (x), ,
(x)
0,   в остальных случаях.                 
      для п. в. x . 
Подставим (формально) эту формулу в задачу (5.4.7). Полученный 
при этом функционал будем обозначать 1Q ( ), :  
N
1 j i i
j 1,N i 1










i 0i i i i
i 1 i 1
2Z(x) G(x, x ,T) (x ) (x )dx dx

















2 (x ) Z(x)G(x,x ,T)dx
2
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G(x,x ,T)G(x,x ,T)dx (x ) (x )dx (x )dx  
2
N N
i i 0i i
i 1 i 1
b G(x,x ,T) (x ) (x )dx dx 2Z (x)dx + 
j 0i 0 j
j 1,N




G(x,x ,T)G(x,x ,T)dx (x ) (x )dx dx  
N N
0i i 0k k
k 1 i 1
2 G(x,x ,T)G(x,x ,T)dx (x ) (x )dx (x ) (x )dx
2
N N
i i 0i i
i 1 i 1
b G(x,x ,T) (x ) (x )dx dx 2Z (x)dx + 
0 j j
j 1,N




2 G(x,x ,T)G(x,x ,T)dx (x ) (x )dx dx . 








1 1 i i
i 1
F Y( ), Q ( ), Y (x)dx b 2Z (x)dx + 
0i j 0 j
j 1,N
min 2 Y(x) Z(x) G(x,x ,T) (x )dx (x ) dx . 
Теорема 5.8. При любых фиксированных ,  0( ) ,  
2Y( ) L ( )   выполняется неравенство 




причем на оптимальной траектории * *( ( ), )  достигается знак равенст-
ва: 
* *
1F (Y( ), ) I( ( )) . 
Д о к а з а т е л ь с т в о.  Обозначим   
N
/ / / /
0i i
i 1







F (Y( ), ) I( ( ) ) Y (x)dx b  
// // // //
j 0 j
j 1,N





Y (x)dx 2 Z(x)Y(x)dx Y (x) Y (x) dx b  
N
// // // //
j 0 j k
j 1,N k 1
min 2 Y(x) Z(x) G(x,x ,T)dx (x ) (x )dx  
N N
/ / / /
0i i i 0i i
i 1 i 1
2Z(x) G(x,x ,T) (x ) (x )dx dx (x) (x)dx  
N N
/ / / /
0i i i 0i i
i 1 i 1
2 Y(x)G(x,x ,T) (x ) (x )dx dx (x) (x)dx  
N
/ / / /
0i i
i 1





Y (x) Y (x) dx
min 2 Y(x) Z(x) G(x, x ,T)dx (x )
i 0i i2 Y(x) Z(x) G(x,x ,T)dx (x ) (x )dx  
N
i 0i i i
i 1
(x ) (x )dx b
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/ / / /
0i i
i 1
2 Y(x)G(x, x ,T) (x ) (x )dx dx  




min 2 Y(x) Z(x) G(x,x ,T)dx (x )  
i 0i i2 Y(x) Z(x) G(x,x ,T)dx (x ) (x )dx  
N
i 0i i i
i 1
(x ) (x )dx b
N
i 1





min 2 Y(x) Z(x) G(x,x ,T)dx (x )  
/ / / /
i 0i i2 Y(x) Z(x) G(x,x ,T)dx (x ) (x )dx  
N 2/ / /
i 0i i i
i 1
(x ) (x )dx b Y(x) Y(x) dx 0.       (5.4.13) 
 Следовательно,  
1F (Y( ), ) I( ( )) . 
Далее, пусть * *( ) ( );  .  Тогда Y( ) Y( ) , и, значит,  по-
следнее слагаемое в (5.4.13)  равно нулю:  
2
Y(x) Y(x) 0.   
В силу того, что вектор *  является решением задачи (5.4.7),  
* / * / /
i 0i i i(x ) (x )dx b 0.  Первое же слагаемое в (5.4.13) равно 
нулю согласно формуле (5.4.10), по которой определяется оптимальная 
вектор-функция *( ).   
Таким образом, на оптимальном наборе * *( ( ), )   в неравенстве 
(5.4.12) достигается знак  равенства. 







Y ( ) , L ( )
F (Y( ), ) max F (Y ( ), ) , 
и имеет место 
Теорема 5.9.  Решение задачи (5.4.5) может быть получено почти 
всюду для  x  по формуле: 
* / * /
i 0i
* * / * /
i j 0 j
j 1,N
1,  если 2 Y (x) Z(x) G(x, x ,T)dx (x )
(x ) min 2 Y (x) Z(x) G(x, x ,T)dx (x )
0  в противном случае.
(5.4.14) 
где * *Y ( ),  – решение задачи максимизации функционала 1F (Y( ), )  на 
множестве  2L ( ) . 
Следующая теорема определяет условия, при которых задачи (5.4.4) и 
(5.4.5) эквивалентны. 
Теорема 5.10. Пусть выполнено условие леммы 5.1. Тогда если для 
функционала Лагранжа h ( ),   задачи (5.4.5) выполняются условия 
сильной регулярности и (5.4.9), то множества оптимальных решений за-
дач (5.4.4) и (5.4.5) совпадают. 
Доказательство. Прежде всего, следует заметить, что задача (5.4.5) 
при условии выполнения леммы 5.1 разрешима, так как функционал 
I ( )  непрерывен и выпукл на ограниченном замкнутом выпуклом 
множестве 2 . Множество 2  содержит хотя бы одну крайнюю точку, а 
крайние точки симплекса, как уже отмечалось, являются характеристиче-
скими функциями некоторых подмножеств 1 N,..., , образующих раз-
биение множества  [44, 65]. 
Пусть функционал h ( ),  удовлетворяет условиям сильной регу-
лярности и (5.4.9). Тогда, согласно теоремам 5.5 – 5.7, решение ( )  за-
дачи (5.4.5) определяется единственным образом по формуле (5.4.10). 
Функция ( ) , очевидно, представляет собой крайнюю точку множества 
2  и, кроме того, является допустимой точкой для задачи (5.4.4). 
Пусть ( )  – некоторое решение задачи (5.4.4). Тогда справедливо не-
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равенство I ( ) I ( ) . С другой стороны, так как ( )  – решение 
задачи (5.4.5), а 1 2 , то выполняется соотношение I ( ) I ( ) . 
Следовательно, I ( ) I ( )  и ( )  – решение задачи (5.4.5). Таким 
образом, решения задач (5.4.4) и (5.4.5) совпадают. 
 
5.4.4. Конечномерная аппроксимация задачи  
оптимального разбиения множества и алгоритм  
ее решения 
  
Сформулируем численный алгоритм решения задачи ОРМ (5.4.4), ос-
нованный  на результатах теоремы 5.7. Как и в разделе 5.1 от задачи ус-
ловной оптимизации с помощью введения в целевой функционал   не-
гладкой штрафной функции множества  перейдем к задаче безусловной 
оптимизации: 






2Y( ), L ( ) E
max ,     (5.4.15) 
где S – достаточно большое число. 
Задача (5.4.15) является задачей бесконечномерного программирова-
ния без ограничений. Построим ее конечномерный аналог.  
Рассмотрим сеточную область  – множество точек пересечения се-
мейства прямых 
x y tx lh ,   y sh ,   t rh ,   l=1,m,   s 1,m1,   r 1,m2 , 
покрывающих множество 0,T . 
Используя конечномерные аппроксимации интегралов, участвующих 
в выражении функционала (5.4.15), получаем конечномерную задачу: 
m m1 N
2
jk jk i i
j 1k 1 i 1
P(Y, ) A Y b  
m m1 m m1
jk jk ls
ls jk jk r 0r1 ls
r 1,Nl 1s 1 j 1k 1




Smax(0,( )) .    (5.4.16) 





jk j k 0r 0r l s
jk jk
l s j k j k1ls
Y Y(x , y );   (x , y );   
D G (x , y ),(x , y ),T ;   I Z(x , y ),
 
причем для вычисления величин jk jk1lsD ,   I  функция Грина G(x,x ,T)  за-
меняется суммой конечного числа L  слагаемых. 








i l s jk jk r 0r1 ls
r 1,N j 1k 1
1,   если 2 A Y D                    
(x , y ) min 2 A (Y I )D ,
0,   в остальных случаях.                                   
  (5.4.17) 
Задача максимизации функции (5.4.16) является конечномерной зада-
чей математического программирования и заключается в отыскании 
m m1 -мерного вектора jkY Y  и N-мерного вектора сопряженных 
переменных i , доставляющих максимальное значение целевой 
функции P . 
При большом числе разбиений m и m1  решение этой задачи  пред-
ставляет вычислительную сложность.  
Как и в разделе 5.1, для решения задачи максимизации вогнутой не-
дифференцируемой функции  P(Y( ), )  используется метод обобщенного 
градиентного подъема с растяжением пространства в направлении разно-
сти двух последовательных градиентов (r-алгоритм Шора). 
Таким образом, численный алгоритм решения задачи (5.4.5)      с 
учетом изложенного принимает вид: 
1. Область  покрываем прямоугольной m m1  сеткой и задаем на-
чальное приближение функции Y( )  в узлах сетки (0)
kjY ,  k 1,m,   j 1,m1  
и вектора двойственных переменных (0) (0)(0) N1( ,..., ) . 
2. Вычисляем значение функции 
(0)
i (x),   i 1, N  в узлах сетки по 
формуле (5.4.17) при фиксированных значениях (0) (0),  Y . 
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3. Вычисляем значение градиента YP P Pg (g ,g )  функции P  в точке 
(0) (0)




i ls 0i iP
(l,s) W




i jk jk r 0rls
r 1,N j 1k 1
W (l,s),   l 1,m,   s 1,m1:   min 2 A Y D  
m m1
jk jk ls
jk jk i 0i1 ls
j 1k 1
2 A (Y I )D ;  
jk
m m1Y jk ls
jk jk 0iP ls
l 1s 1
g 2A Y D ,                           (5.4.19) 




jk jk r 0r1 ls
r 1,N j 1k 1
min 2 A (Y I )D . 
4. Выбирая начальный шаг h 0  r-алгоритма, находим: 
(1) (0) (0) (0)
0 Ph g (Y , ) , 
y(1) (0) (0) (0)
0 PY Y h g (Y , ) . 
и переходим ко второму шагу. 
Пусть в результате вычислений после k шагов получены определен-
ные значения (k) (k 1) (k), (x),   Y (x)  в узлах сетки. 
5. (k+1)-й шаг: 
а) вычисляем (k)i (x),   i 1, N  по формуле (5.4.17); 
б) вычисляем значение градиента (k) (k)Pg (Y , )  по формулам 
(5.4.18), (5.4.19) при (k) (k)Y Y ;  ;  
в) проводим (k+1)-й шаг r-алгоритма для максимизации функции 
(5.4.16) по переменным Y( ) , , краткая схема которого имеет вид: 
(k 1) (k) (k) (k)
k k 1 Ph B g (Y , ) , 
(k 1) (k) Y (k) (k)
k k 1 PY Y h B g (Y , ) , 




новное пространство MRE , где MR m m1 N , причем 
0 MR MRB I ,   I – единичная MR MR  матрица (формулы пересчета опе-
ратора – см. алгоритм п. 5.1.3); Т (k) (k)P k 1 P kg B g (Y , ),   h  – шаговый 
множитель, выбор которого осуществляется из условия минимума функ-
ции по направлению; 
г) проверяем условие (k) (k) (k 1) (k 1)(Y , ) (Y , )  или 
(k) (k)
Pg (Y , ) .  Если ни одно из условий не выполняется, то перехо-
дим к (k+2)-му шагу алгоритма, иначе – к пункту д); 
д) полагаем (l) (l) (l)( ) ( ),   ,   Y( ) Y ( ),  где l – номер ите-
рации, на которой выполняется хотя бы один из критериев окончания. 
Вычисляем оптимальное значение конечномерной аппроксимации целе-
вого функционала (5.4.5) и для контроля правильности результата – зна-
чение функционала (5.4.16) при ( ) ( ),   ,   Y( ) Y ( ) . 
 
5.4.5. Сходимость и оценка погрешности  
конечномерной аппроксимации задачи 
 
Как было указано, численная реализация алгоритма решения задачи 
(5.4.5), основанного на теореме 5.5, предполагает аппроксимацию задачи 
1 2F Y( ), max,   Y( ) L ( ),                             (5.4.20) 
задачей 
L
1 2F Y( ), max,  Y( ) L ( ),   ,                         (5.4.21) 
в которой целевая функция  LF (Y, )  отличается от 1F (Y, )  тем, что в 
ней функция Грина заменена суммой конечного L числа слагаемых.  
Пусть G(x,x ,T)  – точное, а LG (x,x ,T)  – приближенное значения 
функции Грина, *Y ( )  и LY ( )  – точные решения задач (5.4.20) и (5.4.21) 
соответственно, а *( )  и L ( )  – соответствующие значения вектор-
функции ( ) . Рассмотрим вопрос о сходимости последовательности ха-
рактеристических функций L ( )  к функции *( )  при L  для случая, 
когда множество 2x,y R :  0 x p, 0 y q . 
Прежде всего, покажем, что  
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lim Y (x) Y (x) .                               (5.4.22) 
Лемма 5.2. Функционалы задач (5.4.21) при L  сходятся к функ-
ционалу задачи (5.4.20)  равномерно по всем 2Y( ) L ( ) . 
Доказательство. Рассмотрим разность 
1F (Y, ) - LF (Y, )  = 
= / / / /0 j j 0 j
j 1,N
min 2 Y(x) Z(x) G(x,x ,T) (x )dx (x ) dx  
/ / / /
L 0 j j 0 j
j 1,N
min 2 Y(x) Z(x) G (x,x ,T) (x )dx (x ) dx .  
Используя оценки, полученные в работе [66], можно записать: 
1F (Y, ) – LF (Y, ) = 
22 / L / / /
L 0 j j 0 j
j 1,N
 min 2 Y(x) Z(x) O(1/ L ) G (x,x ,T) O(e ) (x )dx (x ) dx
/ / / /
L 0 j j 0 j
j 1,N
 min 2 Y(x) Z(x) G (x,x ,T) (x )dx (x ) dx .  
Предположим, что для каждого фиксированного x  и для каждого 
L 1,2,... ,  L j 0 j
j 1,N
min 2 Y(x) Z(x) G (x,x ,T)dx (x )   достига-
ется  при  j=k, а   
22 L
L j 0 j
j 1,N
min 2 Y(x) Z(x) O(1/ L ) G (x,x ,T) O(e ) dx (x )  
 – при j=l.  Тогда имеет место неравенство: 
22 L
L l 0l2 Y(x) Z(x) O(1/ L ) G (x,x ,T) O(e ) dx (x )     
22 L
L k 0k2 Y(x) Z(x) O(1/ L ) G (x,x ,T) O(e ) dx (x )  
или 




             – L k 0k2 Y(x) Z(x) G (x,x ,T)dx (x )  
22 L
0k 0l L2 (x ) (x ) O(1/ L )G (x, x ,T) O(e ) Y(x) Z(x) dx.  
Так как интеграл в правой части последнего неравенства является ве-
личиной порядка 2O(1/ L ) , то найдется такое число L , что для всех  
L L  разность   
L l 0lW 2 Y(x) Z(x) G (x,x ,T)dx (x )  
- L k 0k2 Y(x) Z(x) G (x,x ,T)dx (x )  
будет меньше сколь угодно малого числа 0 , а следовательно, k=l и, в 
силу произвольности выбора точки x , можно заключить, что  
 
L
lim LF (Y, ) = 1F (Y, ) .                                  (5.4.23) 
Лемма 5.3. Функционалы 1F (Y, )  и LF (Y, )  являются вогнутыми  
по Y( ) . 
Д о к а з а т е л ь с т в о. Пусть 1 2 2Y ( ),Y ( ) L ( ).  Рассмотрим раз-
ность: 
1 1 2F ( Y ( ) (1 )Y ( ), ) 1 1 1 2F (Y ( ), ) (1 )F (Y ( ), )  
     
= 21 2( Y (x) (1 )Y (x)) dx
/ / /




/ / / /
1 0 j j 0 j
j 1,N
min 2 Y (x) (1 )Y (x) (1 )Z(x) G(x,x ,T)dx (1 ) (x ) dx
Y (x)dx
min 2 Y (x) Z(x) G(x, x ,T) (x )dx (x ) dx
 
2
2(1 ) Y (x)dx  
/ / / /
2 0 j j 0 j
j 1,N
(1 ) min 2 Y (x) Z(x) G(x,x ,T) (x )dx (x ) dx .  
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Так как имеет место  неравенство  
j j j j
j 1,N j 1.N j 1,N
min a b min a min b , 
можно записать: 





Y (x)dx 2 (1 ) Y (x)Y (x)dx
(1 ) Y (x)dx Y (x)dx
22
2 1 2(1 ) Y (x)dx (1 ) Y (x) Y (x) dx 0.  
Следовательно, функционал  1F (Y, )  вогнут по Y( ) . Аналогично 
можно показать вогнутость функционалов LF (Y, ) . 
Теперь, основываясь на леммах 5.2 и 5.3, можно показать, что имеет 
место формула (5.4.22). 
Так как  LY ( )  максимизирует функционал  LF (Y, ) , то выполняется 
соотношение  
L LF (Y (x), ) LF (Y(x), )        2Y(x) L ( ).         (5.4.24) 
Переходя к пределу при L   и учитывая (5.4.23), получим:  
1 1F (Y(x), ) F (Y(x), )     2Y(x) L ( ),   ,   
где Y(x)  – некоторый элемент пространства 2L ( ).  Покажем, что  
Y(x) = *Y (x).  Предположим обратное. Тогда, согласно (5.4.24), должно 
выполняться неравенство  
1F (Y(x), )
*
1F ( Y(x) (1 )Y (x), ) ,               (5.4.25) 
где 0 1 . Так как функционал 1F (Y(x), )  вогнут по Y( ) , то (5.4.25) 
можно переписать в виде: 
1F (Y(x), )
*
1 1F (Y(x), ) (1 )F (Y (x), ) , 
а это выполняется лишь в случае, когда  1F (Y(x), )
*
1F (Y (x), ) .    
Таким образом,  
Y(x) * * *2 1 1 2S Y (x) L ( ) : F (Y (x), ) F (Y(x), ) Y(x) L ( ) . Не 
теряя общности, можно считать Y(x) = *Y (x).  






lim (x) (x) .                                          (5.4.26) 
 Согласно  формуле (5.4.12) и теореме 5.4, можно записать следующие 





Y (x) G(x,x ,T) (x ) (x )dx ,  
N
L
L L 0i i
i 1
Y (x) G (x,x ,T) (x ) (x )dx . 
Рассмотрим разность:  





(x ) G(x,x ,T) (x ) G (x,x ,T) (x ) dx = 
= L
N
T * * L
0i L i i
i 1
(x ) O(e ) (x ) G (x, x ,T) (x ) (x ) dx . 
При L , выражение в левой части, согласно (5.4.22), стремится к 
нулю. Следовательно,  
 L
N
T * * L
0i L i i
L
lim (x ) O(e ) (x ) G (x,x ,T) (x ) (x ) dx
i 1
=0, 




lim ( (x) (x)) 0 , 
так как 0i (x),  LG (x,x ,T)  – ограниченные, не равные тождественно ну-
лю функции на  и 0,T  соответственно, а LT
L
lim O(e ) 0.   
Таким образом, доказана асимптотическая сходимость последова-
тельности вектор-функций Li (x)   к искомой вектор-функции 
*
i (x)  
при L . 
 Оценим теперь погрешность вычисления значения функционала 










(x )G (x,x ,T) (x )dx Z(x) dx  
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0i i L i
i 1




(x ) G(x,x ,T) (x ) G(x,x ,T) (x ) dx Z(x) Z(x) dx.  
Покажем, что первый множитель в подынтегральном выражении, 
обозначим его через W1(x),  при определенных условиях ограничен, а вто-
рой – W2(x),  стремится к нулю при L .  
Пусть 0i
xi 1,N
S max max (x);  z
x
M max Z(x);  f
x t 0,T
M max max f (x, t);  
g
x t 0,T
M max max g(x, t).  Тогда, используя оценки, полученные в [43], мож-
но записать оценку для W1(x): 
2 2 2 2 2
2 2 2 2
2 2 2 2L (p q )T /(pq)
f f
1 z 2 2 2 2 2 2T(p q ) /(pq)
16M p q M p q8 4e
W (x) 2M S
































2 22 2 L k T 2
f g(4M pq/ k 16M / )(1 e ) / L , 
где 2 2 2 2 2k (p q ) /(pq) . 
Учитывая (5.4.26), можно подобрать такое число L , что для всех 
L L  и для всех ›  будет справедливо  неравенство 




где 0  – сколь угодно малое число. 
Пусть L  – число, начиная с которого 
2 2L k T4Se +
2 22 2 L k T 2
f g(4M pq/ k 16M / )(1 e ) / L . 
Выбрав L max{L ,L } , получим, что величина 2W (x) , а следова-
тельно, и величина I ( ) I ( )  будут порядка о( ) , где 
max( , ) . Тем самым показана асимптотическая сходимость 
LI ( ( )) I( ( ))  при L . 
 
5.4.6. Анализ результатов вычислительных  
экспериментов по восстановлению разрывной правой части 
параболического уравнения и начальных условий 
   
Предложенный метод реализован в виде программного продукта в 
среде разработки приложений Delphi 3.0 для платформы Windows и 
включен в комплекс программ OU_ORM. Причем метод, описанный вы-
ше, был обобщен на случай задачи восстановления разрывной правой час-
ти параболического уравнения. В качестве тестовой и приведем следую-
щую задачу: 
V( u( ) )=
2
(x,1,u) z(x) dx inf ,  u U,                     (5.4.27) 
где 2{(x, y) R :  0 x 4,  0 y 4}; 
2
0z(x) x x , 0x (2,2),    
(x, t,u)  – решение краевой задачи 
/ t u(x)exp( t),   (x, t) [0,1],                           (5.4.28) 
0(x (x)    x ,                                             (5.4.29) 
(x, t) 0    (x, t) [0,1].                                       (5.4.30) 
 Ограничения на управление u( )  имеют вид:  
2 i iU u(x) L ( ): u(x)=u (x)  x ,
i
iu(x)dx b ,  i 1, N , (5.4.31) 
где 1 N N,..., P ( ) , 
2
i iu (x) x , x ,  i  – фиксирован-
ные точки, i 1, N ,   – евклидова метрика.  
В задаче (5.4.27) – (5.4.31), в отличие от рассмотренной в п. 5.4.1 за-
дачи, функция управления входит в правую часть дифференциального 
уравнения. Решение этой задачи имеет следующий вид:  
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* / * /
1 i i
* * / * /
i 1 j j
j 1,N
1,  если  2 Y (x) I (x) H(x, x )dx u (x )
(x ) min 2 Y (x) I (x) H(x, x )dx u (x )
0,   в остальных случаях.
,  (5.4.32) 




H(x, x ) G(x, x ,T t)e dt , 1I (x) 2 G(x,x ,T)dx z(x) , а 
* *Y ( ),   – решение задачи максимизации 
1F (Y( ), )







F (Y( ), ) Y (x)dx b  
/ / / /
1 j j j
j 1,N
min 2 Y(x) I (x) H(x,x )u (x )dx u (x ) dx .           
Сравнивая формулы (5.4.15) и (5.4.32) заключаем, что алгоритм, опи-
санный в п. 5.4.6,  с небольшими изменениями, связанными с заменой 
функции G(x, x ,1)  на функцию H(x, x ) , может быть применен к реше-
нию задачи (5.4.1) – (5.4.5). 
Для численного решения этой задачи  область  покрывалась сеткой 
m m1 20 20 . Двойные интегралы, входящие в формулы для опреде-
ления функций i ( ),  i=1,N , значения функционала 1F  и его вектора гра-
диента в точке Y( ),  вычислялись с помощью кубатурной формулы 
трапеций по узлам сетки. 
1. При решении задачи (5.4.27) – (5.4.31) со следующими входными 
данными: 1 2 3N 3,  (0,4),  (2,2),  (4,0),  b (40,50,30),  
(0) (1,1,1) ;  
0 (x) 0 ; 
(0)u (x)  1u (x)  x , 0.001 , за 25 итераций  достигнуты 
оптимальные значения функционалов прямой и двойственной задач 
* *I 98.630,  P 98.6214 . Разбиение , соответствующее оптимальному 




5.13. Вектор двойственных переменных * (0.0018,0.00078,0.0013) .  
Для проверки выполнения условий (5.1.5) (или (5.4.31))  были вычис-
лены значения  интегралов в левых частях  неравенств: 
*
1
1u (x)dx 2.11,  
*
2
2u (x)dx 28.53,  
*
3
3u (x)dx 2.11.  Разница между оптимальными зна-
чениями  функционалов прямой и двойственной задач в этом примере и 
ниже объясняется погрешностью вычислений. 
2. На рис. 5.14  представлено  разбиение , соответствующее опти-
мальному решению задачи (5.4.27) – (5.4.31)  в случае, когда 
N 4,  0(x) 2 , 1 (3,3),  3 (3,1),  2 (1,3) , 4 (1,1),   b (1,30,0.8,30) . 
Это решение получено исходя из начального приближения 
(0)
2u (x) u (x) x , 
(0) (1,1,1,1) . Минимальное значение целевого 
функционала *I 127.762  было достигнуто за 15 итераций.  При этом по-
лучены следующие значения двойственного функционала и вектора со-
пряженных переменных: * *P 127.732,  (1.18; 0.00038 ;1.344 ; 0.00015) , а  
*
1






3 4 u (x) 0.782,  u (x)dx 8.32 . 
  
Рис.  5.13 Рис. 5.14 
                                     
Анализ других примеров решения задач оптимального управления с 
квадратичным функционалом, сводящихся к нелинейным задачам ОРМ, 
приведен в работе [69]. 
Следует заметить, что описанный в п. 5.4.4 алгоритм решения задач 
оптимального управления (стартового или распределенного), сводящихся 
к нелинейным задачам ОРМ, легко переносится на тот случай, когда 
функции, определяющие множество допустимых управлений U, зависят 
от некоторых параметров, которые необходимо отыскать в процессе ре-
шения (см. раздел 5.2). Это так называемые задачи управления, сводящие-
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ся к нелинейным задачам ОРМ с размещением “центров” подмножеств.  
Далее представим результаты решения одной из таких задач. Рассмат-
ривалась задача стартового управления вида 
   V(u( ; , )) =
2
(x,1,u) z(x) dx inf ,  u U,          (5.4.33) 
где 2{(x, y) R :  0 x 4,  0 y 4};  (x, t,u)  – решение крае-
вой задачи 
2 2
1 2/ t exp( t)((x 2) (x 2) ),   (x, t) [0,1],      (5.4.34) 
(x 0) u(x; , )    x ,                           (5.4.35) 
(x, t) 0    (x, t) [0,1].                             (5.4.36) 
Ограничения на управление u( )  имеют вид  
2
2 i iU u(x) L ( ): u(x)= x-   x ,   
i
i 2dx b ,  i 1, N;  P ( ) .  
В качестве функции z(x)  выступало аналитическое решение краевой 




(x) x (x) , где N 2 , 1 (2,1) , 2 (2,3) , а 1 2( ),   ( )  –  
характеристические функции подмножеств, составляющих разбиение 
квадрата , представленное на рис. 5.15. Здесь и в следующем случае 
константы ib ,  i 1, N  выбирались таким образом, чтобы ограничения на 
площади подмножеств выполнялись как строгие неравенства.  
При решении задачи (5.4.33) – (5.4.36) с помощью модифицированно-
го алгоритма п. 5.4.4 (дополненного условием отыскания минимума по 
2 ) начиная с начального приближения (0) (0)1 2; ; 
(0)
i (0,0);   i 1, N , получен с точностью 0.00001  следующий резуль-
тат: разбиение множества , соответствующее оптимальной управляю-
щей функции начальных условий u( ; , ) , совпало с разбиением, пред-
ставленным на рис. 5.15; значения координат центров подмножеств 
*
1 (1,999;2,725) , 
*
2 (2,00;1,274) ; значения функционалов прямой и 







(x) x (x) ,   
где 1 2 3 4N 4,  (1,1),  (1,3),  (3,1),  (3,3) , а i ( )  – характе-
ристические функции подмножеств, составляющих разбиение квадрата 
, представленное на рис. 5.16, а. Исходя из начального приближения 
координат центров подмножеств i (0,0) , i , вектора сопряженных 
переменных (0) (1,1,1,1)  и управления (0) 1u (x) u (x)  x  за 60 
итераций с точностью 0.001  достигнуто оптимальное значение функ-
ционала (5.4.7) *I 0.413 . 
Значения двойственного функционала P(Y( ), ) : *P 0.327 . Для 
сравнения приведем значение функционала исходной задачи на нулевой 
итерации: (0)I 26.24 . Разбиение множества , соответствующее опти-
мальному управлению *u ( ) , изображено на рис. 5.16, б. Оптимальные 
значения координат центров подмножеств получены такие: 
1 (2.89,1.6) , 2 (2.29,2.93) , 3 (1.224,1.003) , 4 (0.39,2.681) . 
 
                           
      Рис. 5.16, а                                                    Рис. 5.16, б 
 
 
Как нетрудно заметить, значения коорди-
нат точек i  с достаточной степенью точно-
сти совпадают с координатами точек i ; 
кроме того, значение функционала прямой 
задачи весьма удовлетворительное.  
       Эта же задача (5.4.33) – (5.4.36) решалась 
в случае, когда функция z(x)  представляла 
собой аналитическое решение краевой задачи 
(5.4.34) – (5.4.36) с функцией начальных ус-
ловий вида Рис. 5.15 
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5.5. СПЕЦИФИКА РЕШЕНИЯ ДИНАМИЧЕСКИХ 
ЗАДАЧ ОПТИМАЛЬНОГО РАЗБИЕНИЯ  
МНОЖЕСТВ С НЕДИФФЕРЕНЦИРУЕМЫМ 
ФУНКЦИОНАЛОМ, К КОТОРЫМ СВОДЯТСЯ 
НЕКОТОРЫЕ ЗАДАЧИ УПРАВЛЕНИЯ 
ПАРАБОЛИЧЕСКИМИ СИСТЕМАМИ 
  
На практике часто возникают задачи, математическая постановка ко-
торых содержит функционал, не дифференцируемый по Фреше, а имею-
щий лишь производные по направлениям в функциональном пространст-
ве. Эта особенность делает решение таких задач очень сложным. В дан-
ном разделе рассмотрена задача управления, сводящаяся к задаче опти-
мального разбиения без ограничений, в функционал которой входит 
функция . Сформулирован метод решения этой задачи, аналогичный 
методу последовательной линеаризации Р. П. Федоренко [106]. 
 
5.5.1. Постановка задачи оптимального управления 
 и схема метода ее решения 
 
Рассмотрим задачу стартового управления параболической системой 
вида [69]: 
u(x) U
V(u( )) (x,T;u(x)) Z(x) dx min .                    (5.5.1) 
 t f (x, t);                                    (5.5.2) 
(x,0) u(x);     u U ;                                  (5.5.3) 
(x, t) g(x, t)     x ,   t 0,T ,                     (5.5.4) 
i i 1 N NU u x; u (x)  п. в. для  x ,  i 1,N; ,..., P ( ) ;  
iu ( ),   i 1, N , – заданные функции из пространства 2L ( ) . 
 Введя в рассмотрение характеристические функции i ( )  под-





(x) u (x) (x) .                             (5.5.5) 




(5.5.4), соответствующее функции начальных условий (5.5.5). 
Рассмотрим задачу, эквивалентную (5.5.1) – (5.5.4): 
1(x)
I( ( )) (x,T; (x)) Z(x) dx min ,                        (5.5.6) 





(x) (x),..., (x) : (x) 1   п. в. для  x ;  
i (x) 0 1  п. в. для   x ;   i 1,N .  
В соответствии с методами решения непрерывных задач ОРМ, погру-
жаем множество 1  в симплекс   
N
0 1 N i
i 1
(x) (x),..., (x) : (x) 1   п. в. для  x ;  
i0 (x) 1   п. в. для   x ;   i 1,N ,  
и в дальнейшем будем решать задачу  
0(x)
I( ( )) min                                      (5.5.7)  
Отметим, что задачу (5.5.7),  (5.5.2) – (5.5.4), в свою очередь, можно 
рассматривать как задачу стартового управления, в которой в качестве 
управляющей функции выступает вектор-функция ( ) . В дальнейшем 
под управлением будем подразумевать функцию ( ) . 
Для решения (5.5.7), (5.5.2) – (5.5.4) будем применять метод, анало-
гичный методу последовательной линеаризации Р. П. Федоренко  реше-
ния задач оптимального управления системой с сосредоточенными пара-
метрами. Этот метод является методом спуска в пространстве функций 
( )  и  состоит в построении минимизирующей последовательности 
k ( ) 0 .  
Схема метода следующая.  
0.  Задается 0 0( ) , k 0 . 





u ( ) u ( ) ( )   решается  краевая  задача (5.5.2) – 
(5.5.4) и вычисляется значение функционала (5.5.7). 
2. В окрестности  невозмущенной  траектории  k ( ), ( , )  задача  
линеаризуется. Процесс линеаризации включает два этапа: 
– вычисление функциональной производной, т. е. дифференциала 
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Гато  k k k kD( ( ), ( )) D( ( ), ( ) ( )) ;  0( ) ; 
– построение малой окрестности 0  невозмущенной функции 
k ( ) . 
3. Формулируется  и  решается  задача:  найти  приращение (возму-




min D( ( ), ( ) ( ))= 0 0D( ( ), ( ) ( )) .            (5.5.8) 
Эта задача  является линеаризацией решаемой задачи в окрестности 
невозмущенной траектории k ( ), ( , ) . Решение задачи (5.5.8) позволя-
ет осуществить основной шаг процесса – переход к следующему прибли-
жению  
k 1 k k( ) ( ) s( ( ) ( )) .                            (5.5.9) 
Параметр  s 0,1   подбирается  так, чтобы обеспечить условие ре-
лаксации: 
k 1 kI( ( )) I( ( ))  .                                       (5.5.10) 
 Критериями окончания итерационного процесса построения ми-
нимизирующей последовательности управлений могут служить неравен-
ства 
k 1 k( ) ( ) ;   
k 1 kI I ;                                             (5.5.11) 
 k kD( ( ), ( ) ( )) .     
 
5.5.2. Дифференциал Гато функционала  
вспомогательной задачи 
 
Составной частью описанной схемы является вычисление дифферен-
циала Гато функционала (5.5.7).  
Как известно, функционал I( ( ))  называется дифференцируемым в 
смысле Гато, если для любой вектор-функции ( )  (из того же простран-
ства, что и ( ) )  имеет место формула 




где s  – любое малое неотрицательное число, D( ( ), ( ))  – некоторый 
функционал, называемый производной функционала I  в точке ( )  по 
направлению ( )  (дифференциалом Гато). 
Введем обозначение 
0 0x :   (x,T; (x)) Z(x) 0 ;   
( ) 0x :   (x,T; (x)) Z(x) 0( 0) . 
 Под вариацией (приращением) функции (0) 0( )   будем понимать 
функцию 0v( ) ( ) ( ) ,  где 0( ) .   
Дадим приращение u( ) sv( )   функции 0 ( ) , где s 0  – достаточ-
но малый параметр. Этому приращению соответствует приращение фазо-








(x,0) u (x)sv (x);                                 (5.5.14) 
(x, t) 0   x ;   t 0,T                           (5.5.15) 
Рассмотрим значение:  
20 0I( ( ) u( )) (x,T; (x)) Z(x) s (x,T) O( u )dx  
  
0
0(x,T) dx (x,T; (x)) Z(x) s (x,T) dx          
0(x,T; (x)) Z(x) s (x,T) dx O(s) . 
Сопоставляя это выражение с выражением (5.5.12), заключаем, что 
дифференциал Гато функционала I( ( ))  вычисляется по формуле 
0
0D( ( ),v( )) (x,T) dx (x,T)dx (x,T)dx .               
Используя  уравнения в вариациях (5.5.13) – (5.5.15) и тождество Ла-
гранжа, это выражение запишем в эквивалентном виде относительно при-





D( ( ), v( )) (x,0)u (x)v (x)dx  
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(x,x ,0)u (x)v (x)dx dx ,   (5.5.16) 
где (x, t)  – решение краевой задачи  
0;
t




1,   если   x ;
(x,T) 0,   если  x ;
1,   если   x ;
                             (5.5.18)  
(x, t) 0  x ;  t 0,T  ,                        (5.5.19)        
а  (x, x , t)  – решения  задачи   
(x,x , t)
(x,x , t) 0;
t
       x , t 0,T ,                (5.5.20) 
(x,x ,T) (x x ) ,                                     (5.5.21) 
(x,x , t) 0  x ;  t 0,T  .                           (5.5.22) 
Подчеркнем, что в случае, когда 0mes 0 , функционал (5.5.7)  
дифференцируем по Фреше, и его производная вычисляется после реше-




( ,0)u ( )
( )
,  
что согласуется с результатами, полученными в процессе исследования 
задач управления системами типа (5.1.1) – (5.1.5)  с линейным критерием 
качества. 
 
5.5.3. Элементы вычислительной технологии.  
Результаты численного решения модельных задач 
 
Область  покрывается равномерной сеткой с шагом xh  по пере-
менной х, yh  – по переменной у.  
i j i 0 x j 0 y(x ,y ) :   x x ih ,  y =y +jh , i=1,m; j=1,m1 . 
В качестве искомой функции ( )  будет выступать кусочно-




i 1/ 2, j 1/ 2 i i+1 j j+1(x) (x),   x x x ; y y y  . 
Вариации ( )  будем искать в том же классе. 
Задается начальное приближение 0 ( ) . Решаем краевую задачу 
(5.5.2) – (5.5.4). Интегрирование этой системы осуществляется подходя-
щим стандартным методом. После интегрирования системы (5.5.2) – 
(5.5.4) запоминаются значения траектории ( ,Т)  в конечный момент 
времени Т  в виде значений ij i j(x , y ,T) . 
Вычисление производной Гато функционала (5.5.6) в точке 0 ( )  тре-
бует интегрирования системы вида (5.5.17) – (5.5.19). При этом следует 
выделить множества индексов  0M , M , M  следующим  образом: 
(i, j) M , если  ij i jZ(x ,y ) ; 
(i, j) M , если  ij i jZ(x , y ) ; 
 0(i, j) M , если  ij i jZ(x ,y ) ,  0 . 
Замечание. Выбор величины 0  определяется следующими сооб-
ражениями:  должно быть по возможности меньше, так как трудность 
решения задачи связана с количеством индексов в множестве 0M . В то 
же время,  не должно быть слишком малым: не следует допускать пере-
хода за один шаг процесса какого-то индекса i, j  из М  в М . 
Записывается конечномерная аппроксимация задачи (5.5.8). Заменив в 
выражении производной Гато интегралы интегральными суммами, полу-
чим следующую задачу для определения функции ( ) :  
N m m1
i i 0i
ps ps ps ps
i 1p 1s 1
A u ( )  
0
N m m1
lj i i 0i
ps ps ps ps
i 1p 1s 1(l, j) M
A u ( ) min ,     (5.5.23) 
при условиях 
i





1 ;     p=1,m; s=1,m1  .                        (5.5.25) 
Эта задача легко сводится к задаче линейного программирования. По-
следняя решается симплекс-методом. В результате получаем в каждой 
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точке сетки  значение вектор-функции *( ) , являющейся решением 
задачи минимизации функционала (5.5.6) на симплексе 0 .  
Это решение может либо содержать все целые компоненты (и тогда 
оно является также оптимальным целым решением задачи (5.5.7)), либо 
иметь несколько дробных значений, округление которых не представляет 
затруднений. Будем считать, что для каждой точки сетки  большей ком-
поненте вектора *( )  соответствует значение этой компоненты вектора 
**( )  равное 1, остальные компоненты **( )  обнуляем.  
Заметим, что при возрастании размерности задач, т. е. при увеличении 
количества узлов сетки , дробные значения появляются все чаще и 
обычные методы округления в большинстве случаев не приводят к опти-
мальному решению задачи (5.5.7). Во избежание описанной ситуации при 
решении задачи (5.5.7) можно воспользоваться методом ветвей и границ в 
сочетании с методом отсечения плоскостей. 
Для апробации метода, разработанного на основе метода последова-
тельной линеаризации, был решен ряд тестовых и модельных задач. Ре-
зультаты решения некоторых из них приведены ниже. 
Тестовая задача: найти такое разбиение *  квадрата 
(x, y) :   0 x 4;   0 y 4  на N 5  подмножеств, при котором  
0 0V( ( , )) (x,1; (x, )) Z(x)dx
0 ( , )
min ,        (5.5.26) 
где  0(x, t; (x, ))   – решение задачи        
      
2 2t(x, t) (x, t) 7e x 2 y 2
t
;                 (5.5.27) 
0 0(x,0) (x, ),         (x, ) U,                         (5.5.28) 
(x, t) 0   x , t 0,T .                                 (5.5.29) 
 0i i 1 N NU  (x) (x)  x , i 1,N; ,..., P ( ) . 
В случае, когда функция Z(x) 0  на всей области , а функции 
0i (x) , определяющие множество допустимых управлений, задавались 
следующим образом: 
0i 1 1i 2 2i(x) max x , x ,   i=1,5 ,     (5.5.30) 
где 4 (0,0) , 2 (2,2) , 1 (0,4) , 3 (4,0) , 5 (4,4) , оптимальное 
разбиение квадрата  получено на четвертой итерации в виде, изобра-




крывалась сеткой m m1 20 20 . Двойные интегралы, входящие в фор-
мулы для определения функций i ,   i 1, N , значения функционалов ис-
ходной задачи и соответствующей вспомогательной непрерывной задачи 
оптимизации на симплексе, а также ее дифференциала Гато вычислялись 




Итерация I (0 1) I  ( =0 1) Число точек в 0 
1 60.71 60.71 0 
2 31.2249 31.2249 0 
3 30.6585 31.2249 0 
4 30.6574 30.6574 4 
5 30.618 30.6574 4 
 
Начальное разбиение квадрата было задано следующим образом: 
1 i,  ,i 2,4 . Информация о значении функционалов задач ис-
ходной и соответствующей непрерывной задачи минимизации на сим-
плексе, о количестве узлов сетки, входящих во множество 0M  (напом-
ним, что это множество всех точек из , для которых (x,T) Z(x) ), 
содержится в табл. 5.4. При этом  = 0.025. Следует отметить, что в силу 
равенства нулю функции Z(x) и неотрицательности значений (x,T) , по-
лученное на последней итерации разбиение квадрата действительно явля-
ется оптимальным, это соответствует результатам раздела 5.4. 
 
Модельная задача. Для того чтобы убедиться в правильности работы 
алгоритма, рассматривалась задача стартового управления вида 
   V(u( ; , )) =
2
(x,1,u) z(x) dx inf ,  u U,          (5.5.31) 
где 2{(x, y) R :  0 x 4,  0 y 4};  (x, t,u)  – решение крае-
вой задачи 
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1 2/ t exp( t)((x 2) (x 2) ),   (x, t) [0,1],      (5.5.32) 
(x 0) u(x; , )    x ,                           (5.5.33) 
(x, t) 0    (x, t) [0,1].                             (5.5.34) 
Ограничения на управление u( )  имеют вид:  
2
2 i iU u(x) L ( ): u(x)= x-   x , 2  P ( ) .  
В качестве функции z(x)  выступало аналитическое решение краевой 




(x) (x) (x) , где N 2 , 
2
01 1(x) 7 x ,  
2
01 1(x) 2 x ,  
1 (3,2) , 2 (1,2) , а в качестве i ( )  выступали характеристические 
функции подмножеств, составляющих разбиение квадрата , представ-
ленное на рис. 5.18 (пунктир). 
Начальное разбиение множества: 
(0) (0)
1 2, . Погрешность, 
допускаемая при определении множества  0M , равна   = 0.01;  погреш-
ность выполнения критерия окончания итерационного процесса равна  1 
= 0.0001. 
Оптимальное разбиение, полученное на 7-й итерации, изображено на 
рис. 5.18 (сплошная линия). Заметим, что в точности желаемое разбиение 
(изображенное на рис. 5.19 пунктиром) получить сложно. Это обусловле-
но, во-первых, погрешностью вычисления решения краевой задачи 
(5.5.32) – (5.5.34), функционалов исходной и вспомогательной задач; во-
вторых, погрешностью, допускаемой при определении множества 0M . 
Значение же функционала исходной задачи, как можно наблюдать, от 
итерации к итерации уменьшается (см. табл. 5.5), что говорит о правиль-
ности работы алгоритма. 
При решении этой же задачи с исходной информацией в виде:  
N 3 , 
2
0i i(x) x ,  1 (1,1) , 2 (2,3) , 3 (3,1) , функция Z(x) – 




u(x) x (x) , i ( )  – характеристические функции подмно-
жеств, составляющих разбиение квадрата , представленное на рис. 5.19 
пунктиром, на седьмой итерации получено оптимальное разбиение мно-




нала исходной задачи уменьшилось с 44.621 до 1.75. Подробная инфор-
мация о процессе построения минимизирующей последовательности со-
держится в табл. 5.6. 
                     
                        Рис. 5.18    Рис. 5.19 
 
Таблица 5.5 
Итерация I (0 1) I ( ) Число точек в 0 
1 10.29 10.29 0 
2 3.67 3.67 0 
3 0.88 3.67 42 
4 0.6827 3.61 60 
5 0.6512 2.83 56 
6 0.6113 0.6113 43 
7 0.1816 0.6113 125 
 
Таблица 5.6 
Итерация I (0 1) I ( ) Число точек в 0 
1 10.45 10.45 0 
2 3.8976 3.8976 0 
3 3.2783 3.2839 3 
4 0.6996 0.7104 2 
5 0.4158 0.7104 80 
6 0.3831 0.7104 98 
7 0.3831 0.7104 117 
 
Анализируя результаты решения как тестовых, так и модельных за-
дач, можно сделать следующий вывод: алгоритм, разработанный на осно-
ве метода последовательной линеаризации Р. П. Федоренко, действитель-
но позволяет строить минимизирующую последовательность управлений 
для задачи стартового управления с недифференцируемым функциона-
лом, в которой в качестве управляющих функций выступают характери-
стические функции подмножеств. 
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Глава  6 
ПРИЛОЖЕНИЯ МОДЕЛЕЙ И МЕТОДОВ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ 
 
6.1. ДИАГРАММА ВОРОНОГО КАК РЕШЕНИЕ  
ЗАДАЧИ ОПТИМАЛЬНОГО РАЗБИЕНИЯ  
МНОЖЕСТВА ИЗ Еn  БЕЗ ОГРАНИЧЕНИЙ  
 
Решение многих модельных задач оптимального разбиения множества 
из евклидового пространства без ограничений (линейных или нелиней-
ных, динамических или стохастических) часто приводит к так называе-
мым диаграммам Вороного или, что то же, разбиениям Дирихле. В этом 
разделе приведем определение этой структуры, опишем ее свойства, су-
ществующие алгоритмы построения, отличные от тех, которые разрабо-
таны для решения непрерывных задач ОРМ. Также рассмотрим различ-
ные обобщения (варианты) диаграммы  Вороного и  проследим, насколь-
ко широк спектр практических ее приложений. 
 
Определение и некоторые свойства диаграммы Вороного 
 
Как известно, диаграмма Вороного – это математический объект, ко-
торый нестрого описывается следующим образом. Если на плоскости за-
дан конечный набор точек, то для каждого элемента набора можно опре-
делить так называемую ячейку Вороного – множество точек плоскости, 
для которых данный элемент является ближайшим из всех точек набора. 
Границы ячеек Вороного образуют разбиение плоскости, которое и назы-
вают диаграммой Вороного. Рассматриваемая математическая структура 
называется по имени Георгия Вороного [172], но она также известна под 
названием полигонов Тиссена [116] или двумерных сот Дирихле [135].  
Диаграммы Вороного в двух и трех измерениях используются в самых 
разных областях прикладных наук: кристаллографии, физике, астроно-
мии, химии, микробиологии, компьютерной графике, при решении про-
блем искусственного интеллекта, распознавания образов, офтальмологии. 
В физике конденсированных сред такие мозаики также известны как бло-




ки называют просто фундаментальными областями [150, 151]. В случае 
общих метрических пространств клетки часто называют метрическими 
фундаментальными многоугольниками. Другие эквивалентные названия 
этой математической структуры (или конкретных важных его приложе-
ний): многогранники Вороного, полигоны Вороного, домены влияния, 
разложения Вороного, мозаики Вороного, тесселяции Дирихле. Следует 
заметить, что под ячейками понимаются выделенные части континуаль-
ной системы, которые периодически расположены по объему системы, 
при этом каждая частица или вакансия занимает модифицированную 
ячейку Вигнера − Зейтца, окруженную полиэдром Вороного [174].  
Далее приведем строгое определение диаграммы Вороного, некоторые 
ее свойства и некоторые существующие алгоритмы построения, приве-
денные в литературе по вычислительной геометрии. Опишем единый 
подход к построению различных обобщений  диаграммы Вороного, осно-
ванный на формулировании непрерывной задачи оптимального разбиения 
множества (ОРМ) с критерием качества, обеспечивающим соответствую-
щий вид диаграммы,  и решении полученной задачи методами ОРМ. 
Представим спектр практических приложений разнообразных диаграмм 
Вороного. 
 
Определение и алгоритмы построения диаграммы Вороного   
 
Вначале приведем формальное определение диаграммы Вороного. 
Пусть 2M R  – конечное множество точек, элементы которого будем 
обозначать iM . Многоугольником Вороного точки iM  множества M  
называется множество iVor(M ) , такое что: 
2
i i jVor(M ) x R : (x,M ) (x,M ), j i , 
где (x, y)  – заданная метрика. Обычно – это стандартная евклидова мет-
рика 
2 2
1 1 2 2(x,y) x y x y . Однако иногда рассматривают и 
случай так называемой манхэттенской метрики 
1 1 2 2(x, y) x y x y  или универсальной метрики 
1 1 2 2(x,y) max x y , x y . На рис. 6.1 представлена диаграмма Во-
роного семи точек на квадрате в случае всех трех указанных метрик. Да-
лее, если не оговорено иного, будет рассматриваться случай евклидовой 
метрики. 
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Очевидно, что многоугольник Вороного точки iM  представляет собой 
пересечение замкнутых полуплоскостей j, j i , где полуплоскость j  
содержит точку iM  и ограничена соединенным перпендикуляром к от-
резку iM jM . Поэтому множество iVor(M )  является выпуклым много-
угольником (возможно, неограниченным). 
 
     
   а              б            в 
Рис. 6.1. Диаграмма Вороного семи точек в случае: а - евклидовой метрики;  
б - манхэттенской метрики; в - универсальной метрики 
 
Диаграммой Вороного называется разбиение плоскости в объединение 
выпуклых многоугольников, полученных путем построения для каждой 
точки iM  из множества M  ее многоугольника Вороного. Вершины мно-
гоугольников Вороного называются вершинами диаграммы Вороного, а 
их ребра – ребрами диаграммы Вороного.  
Приведем несколько важных свойств диаграммы Вороного [89].  
Утверждение 1. Пусть множество M  таково, что никакие четыре точ-
ки его не лежат на одной окружности и никакие три точки из него не ле-
жат на одной прямой. Тогда в каждой вершине диаграммы Вороного сты-
куются ровно три ребра. Другими словами, каждая вершина V диаграммы 
Вороного является центром окружности C(V) , на которой лежат ровно 
три точки из множества  M . 
Утверждение 2. Пусть выполняются условия утверждения 1. Тогда 
внутри круга, ограниченного окружностью C(V) , не содержится точек из 
множества M . 
Утверждение 3. Диаграмма Вороного является планарным графом, 
поэтому она имеет O(n)  вершин и рёбер, где n M . 




только тогда, когда точка iM  лежит на границе выпуклой оболочки мно-
жества M . 
Точки, принадлежащие, согласно определению, сразу нескольким 
ячейкам Вороного, обычно так и относят сразу к нескольким ячейкам (в 
случае евклидовой метрики множество таких точек имеет меру нуль). 
Диаграммы Вороного – достаточно хорошо изученный объект, и для 
них получено множество различных алгоритмов, работающих за опти-
мальную асимптотику О( n log ( n )), а некоторые из этих алгоритмов даже 
работают в среднем за O(n) . Однако все эти алгоритмы весьма сложны. 
Простой алгоритм построения диаграммы Вороного за число шагов 
порядка 4O(n )  основан на свойстве о том, что каждая ячейка Вороного 
представляет собой пересечение полуплоскостей: фиксируется i; прово-
дится серединный перпендикуляр между точкой iM  и каждой точкой 
jM ; затем пересекаются попарно все полученные прямые – получается 
2O(n )  точек, и каждая проверяется на принадлежность всем n  полуплос-
костям. В результате за  число  действий порядка 3O(n )  находятся все 
вершины ячейки Вороного iV  (их уже не более n , поэтому можно без 
ухудшения асимптотики отсортировать их по полярному углу). 
Заметим, что диаграмма Вороного на плоскости в случае метрики 
1 1 2 2(x,y) max x y , x y  уже для двух точек A  и B  представляет 
собой нетривиальный объект. Если 1 1a b  или 2 2a b , то границей меж-
ду ячейками Вороного для них является соответственно вертикальная или 
горизонтальная прямая. В других случаях диаграмма Вороного имеет вид 
«уголка»: отрезок под углом 45  в прямоугольнике, образованном точка-
ми A  и B , и горизонтальные/вертикальные лучи из его концов в зависи-
мости от того, какая сторона прямоугольника длиннее – вертикальная или 
горизонтальная. Если же этот прямоугольник вырождается в квадрат, т. е. 
1 1 2 2a b a b , то появляются две бесконечные области («уголки», 
образованные двумя лучами, параллельными осям), которые по определе-
нию должны принадлежать сразу обеим ячейкам. Тогда дополнительно 
нужно определить, как следует понимать эти области. Иногда искусст-
венно вводят правило, по которому каждый уголок относят к своей    
ячейке.  
В [89]  приведены также алгоритм Бойер – Ватсона  генерации диа-
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граммы Вороного в случае любого числа измерений; алгоритм Форчуна 
(сложность О( n log ( n )) для генерации диаграммы Вороного из набора 
точек на плоскости; алгоритм Ллойда, он же алгоритм K-средних класте-
ризации, который производит разбиения Дирихле − Вороного в простран-
стве произвольной размерности, адаптивные алгоритмы.  
Другие алгоритмы построения диаграммы Вороного можно найти, на-
пример, в [3, 81, 122, 125, 154]. 
Хотя определение обычной диаграммы Вороного на случай простран-
ства произвольной размерности является очевидным, ее построение свя-
зано со значительными алгоритмическими трудностями. При заданном 
числе точек количество элементов, необходимых для описания диаграм-
мы Вороного, растет экспоненциально в зависимости от размерности про-
странства.  
Таким образом, диаграмма Вороного конечного множества M  точек 
на плоскости представляет собой разбиение плоскости, при котором каж-
дая область этого разбиения образует множество точек, более близких к 
одному из элементов заданного множества M , чем к любому другому 
элементу этого множества. Основой для обобщения определения диа-
граммы Вороного могут служить такие его элементы [89, 154]: множество 
точек, плоскость, один элемент, а также формулы, по которым определя-
ется близость двух точек. Различные приложения диаграммы Вороного 
вызывают различные ее вариации. Далее рассмотрим наиболее часто 
встречающиеся на практике обобщения диаграммы Вороного. 
Различные вариации диаграммы Вороного 
В поисках структуры данных, обеспечивающей эффективное решение 
задачи поиска                 k-ближайших соседей, может возникнуть желание 
определить области, содержащие точки, более близкие к некоторому за-
данному подмножеству из k элементов заданного множества M , чем к 
любому другому подмножеству с таким же числом элементов. Если по-
ложить k= M 1 , то получится диаграмма Вороного дальней точки 
(Furthest Point Voronoi Diagram). Разработке эффективных алгоритмов 
построения таких диаграмм, а также вопросам их практического приме-
нения посвящены, например, работы [89, 119, 126, 155, 174].  
Одним из наглядных способов получения диаграммы Вороного явля-
ется выращивание кристаллов. Если кристаллы начинают расти в одно и 
то же время и с одной и той же скоростью, то  получается определенное 
число растущих кругов, которые, встречаясь, образуют прямые. В конеч-




занимает область Вороного его возникновения.  
В действительности кристаллы начинают расти в разное время. Даже 
если они растут с одинаковой скоростью, но рост начинается в разное 
время, то границы между ними уже представляют собой гиперболические 
сегменты.  
Такая ситуация соответствует так называемой аддитивно взвешенной 
диаграмме Вороного (Additively Weighted Voronoi Diagram) [2, 89, 119, 
130]. Она определяется как обычная (стандартная) диаграмма Вороного, 
но каждая точка в ней имеет свой вес iw , который добавляется к функ-
ции, задающей расстояние, при измерении последнего: 
2
i i i j jAWVor(M ) x R : (x,M ) w (x,M ) w , j i . 
На рис. 6.2 представлены границы между ячейками Вороного семи то-
чек с различными весами:  
а) w ( 1; 0.3; 0.6; 0.2; 0.9; 2; 3) ;  
б)  w (1;0.3;0.6;0.2;0.9;2;3) ;  
в) w ( 1; 0.3; 0.6;0.2;0.9;1.3;0) .  
Заметим, что стандартная диаграмма Вороного для этих же точек 
представлена на рис. 6.1, а).  
 
   
а б в 
Рис. 6.2. Аддитивно взвешенная диаграмма Вороного: а - отрицательные веса; б 
- положительные веса;  в -  веса принимают значения разных знаков 
  
Случай, когда все кристаллы начинают расти одновременно, но растут 
с разной скоростью, соответствует так называемой мультипликативно 
взвешенной диаграмме Вороного (Multiplicatively Weighted Voronoi 
Diagram) [125, 171]: каждая точка получает вес, и при измерении расстоя-
ния к ней нужно умножить функцию, задающую расстояние, на этот вес. 
Обычно в математической литературе мультипликативно взвешенную 
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ячейку Вороного определяют следующим образом: 
2
i i i j jMWVor(M ) x R : (x,M )/ w (x,M )/ w , j i . 
Границы между различными ячейками в такой диаграмме представля-
ют собой сегменты круга. В качестве примера на рис. 6.3 представлена 
стандартная диаграмма десяти точек на квадрате, а также мультиплика-
тивно взвешенная ее вариация.  
Существует еще одно обобщение диаграммы Вороного, известное под 
названиями: комплексы ячеек Дирихле, диаграмма Пауэра или диаграмма 
Лагерра (Power Voronoi Diagram) [89]. Пусть M – множество из N  точек 
в пространстве 2E . С каждой точкой iM  множества M  связано действи-
тельное число iw . Для  каждой точкой iM M  определим множество   
2 2 2
i i i j jGVor(M ) x R : (x,M ) w (x,M ) w j i, i, j 1,N ,  
называемое обобщенной областью Вороного точки iM  (относительно 
множества M ). Обобщенной диаграммой Вороного (Power Voronoi 




GVor(M) GVor(M ) . 
На рис. 6.4 представлена мультипликативно взвешенная диаграмма 
Вороного, стандартный вариант которой см. на рис. 6.3, а). Аддитивно и 
мультипликативно взвешенная ее вариация приведена на рис. 6.5. Диа-
грамма Пауэра для этих же точек-генераторов представлена на рис. 6.6.   
Одним из наиболее интересных фактов использования аддитивно 
взвешенной диаграммы Вороного является ее применение в анимации. 
Так, например, в работе [171] продемонстрировано применение аддитив-
но взвешенных диаграмм Вороного в качестве диаграмм деформации для 
коррекции искаженных изображений, в электронной анимации ECTS.  
Диаграммы Вороного  для n  точек в  d-мерном пространстве требуют  
d / 2
O(n )  места для хранения. Следовательно, хранить диаграммы Воро-
ного для  d  >2 часто не представляется возможным.  В качестве альтерна-
тивы можно использовать приближенные (нечеткие) диаграммы Вороно-
го, где клетки Вороного имеют нечеткие границы, каждая из которых мо-
жет быть аппроксимирована. Нечеткие диаграммы Вороного появляются 
и в том случае, когда любая точка множества M  имеет нечеткие коорди-
наты или веса функций двух точек, определяющих ячейки Вороного, за-




             
а                      б 
Рис. 6.3. Диаграмма Вороного 10 точек: 
а - стандартная; б - мультипликативно взвешенная 
 
   
Рис. 6.4.  Мультиплика-
тивно взвешенная диа-
грамма Вороного 




Рис. 6.6.  Диаграмма 
Пауэра 
 
В работе [122] изучаются диаграммы Вороного с ограничениями на 
мощности точек- генераторов. При этом в качестве мощности точки iM  
множества M , 2E , выступает взвешенная площадь ячейки Во-




Vor(M ) (x)dx , 
где (x) 0, x , – заданная функция плотности.  
Диаграммой Вороного с ограничениями на мощность точек Vor(M,C)  
называется диаграмма Вороного на  множестве , в которой каждая точ-
ка iM M  имеет свою мощность ic C , или, что то же, диаграмма, 
удовлетворяющая следующему условию: 







( V(s ) c ) 0 . 




c (x)dx , считается заданным. Забегая немного вперед, следует 
заметить, что такого рода диаграммы Вороного появились задолго до по-
явления работы [122] в научной литературе. Так, в работах [44, 64, 136] 
представлены непрерывные задачи оптимального разбиения множеств с 
ограничениями на мощности подмножеств, математические формулиров-
ки которых включают в себя с точностью до обозначений вышеприведен-
ные условия на взвешенные площади ячеек Вороного. Оптимальными 
разбиениями в таких задачах и есть так называемые диаграммы Вороного 
с ограничениями на мощности точек-генераторов. 
В [141] представлено обобщение разбиения Вороного, называемое 
разбиением Вороного, основанным на эффективности (effectiveness-based 
Voronoi partition (EBVP)) путем введения функции i if (x,M )  узла iM  в 
качестве меры эффективности предоставления сервиса этим узлом произ-
вольной точке x  множества 2E .  
Пусть iF {f : M R, i 1, N}  – набор функций узлов iM , i 1, N . 





Q V , где 
множество EiV  определяется следующим образом: 
E
i i i j jV {x | f (x,M ) f (x,M ), j 1,N, j i}, i 1,N.  
Так как  E Ei jV V , границей между множествами 
E





ij i i j jV {x | f (x,M ) f (x,M )}, i, j 1,2,...,N .  
Набор множеств Ei{V }, i 1, N  с непересекающимися внутренностями 
и называется основанным на эффективности разбиением Вороного мно-
жества  с наборами узлов M  и узловых функций F : 
N
E E E E
i i ij
i 1
V ( ) {V , i 1, N : V , mes V 0, i, j 1, N, i j}  




Очевидно, что различные виды диаграмм Вороного – стандартная,  
взвешенная аддитивно и/или мультипликативно, Пауэра, диаграмма даль-
ней точки – являются частными случаями диаграммы EBVP при соответ-
ствующем задании узловых функций.  
Еще одним обобщением являются динамические диаграммы Вороного 
[120, 142, 157]. Так, например, в [120] задача управления малым самоле-
том при наличии ветров проинтерпретирована как задача построения ди-
намической диаграммы Вороного (ZVD-задача). Узлы диаграммы (так 
называемые генераторы) – не фиксированы, а являются подвижными це-
лями, которые необходимо достичь за минимальное время. Эта задача 
известна как задача навигации Цермело.  
Динамические диаграммы Вороного являются мощным инструментом 
при проектировании современных географических информационных сис-
тем [142, 143]. Об использовании данного инструментария при решении 
задач координации в области робототехники, контроля и биологии см., 
например, в [147, 148, 159].  
Перейдем теперь к изложению единого подхода к построению различ-
ных вариаций диаграммы Вороного, основанного на аппарате теории не-
прерывных задач оптимального разбиения множеств. 
 
Непрерывные задачи оптимального разбиения множеств. Диаграммы 
Вороного как результат решения непрерывных задач ОРМ 
 
Приведем здесь самую простую непрерывную задачу оптимального 
разбиения множеств – однопродуктовую задачу ОРМ без ограничений с 
заданными координатами некоторых, характерных для каждого подмно-
жества, точек, назовем их "центрами" подмножеств. 
Пусть Ω – ограниченное, измеримое по Лебегу множество в n-мерном 
евклидовом пространстве Еn, N  – класс всех возможных разбиений 
множества Ω на непересекающиеся подмножества Ω1,..., ΩN: 
N




Ω = Ω, mes(Ωi ∩ Ωj) = 0, i≠j, i, j =1,...,N}. 
Задача А1. Найти 
N
1 N Ω{Ω ,..., Ω }
min F({Ω1,..., ΩN }),  
где  
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(c(x,  ) a ) (x)dx , 
функции с(х, τi) – действительные, ограниченные, определенные на 
, измеримые по х при любом фиксированном τi = (
(1) (n)
i iτ ,...,τ ) из Ω 
для всех i = 1,...,N; ρ(x) – ограниченная, измеримая, неотрицательная на Ω 
функция; а1,..., аN – заданные неотрицательные числа. 
Разбиение (Ω*1,..., Ω*N) множества Ω, доставляющее минимальное 
значение функционалу задачи А1, называется оптимальным. Как доказа-
но в [44, 64], необходимое условие оптимальности разбиения (Ω*1,..., 
Ω*N) для задачи А1 в предположении, что выполняются условия ρ(х) ≥ 0, 
х Ω, записывается так: если возможное разбиение (Ω*1,...,Ω*і,..., 
Ω*N)
N
Ω является оптимальным для задачи А1, то 
с(х, τі)+аі ≤ с(х, τk)+аk  п.в. для х Ω*і,   і, k = 1, 2,..., N. 
В точках х, принадлежащих оптимальной границе подмножеств Ω*і и 
Ω*k, в неравенстве достигается знак равенства. 
Если в задаче А1  с(х, τі)   – евклидова метрика, ρ(х)≡const х Ω, аі=0, 
і = 1, 2,..., N, то оптимальное решение оказывается разбиением Дирихле – 
Вороного, т. е. разбиением множества Ω на подмножества Ω1,..., Ωі,..., ΩN, 
определяемым следующими формулами: 
N
i=1




с(х, τі) = 
k=1,2,...,N
min  с(х, τk)   при  х Ωі,  і = 1, 2,..., N. 
Кроме того, в [123] доказано, что из всех возможных разбиений плос-
кости оптимальным является разбиение на правильные шестиугольники. 
Но такое разбиение определяется соответствующим положением центров 
подмножеств. 
Поскольку в рассматриваемой задаче А1 разбиваемое множество Ω яв-
ляется ограниченным и не совпадает со всем пространством Еn, то не все 
отмеченные выше свойства разбиений Дирихле – Вороного можно авто-
матически перенести на рассматриваемую задачу. При численном реше-
нии задачи разбиения единичного квадрата из Е2 такие свойства, как вы-
пуклость подмножеств Ωі и кусочная линейность оптимальных границ, 
сохраняются и для случая выпуклого ограниченного множества Ω. Опти-




будет иметь вид правильной шестиугольной мозаики. 
Непрерывной линейной однопродуктовой задачей оптимального раз-
биения множества Ω из Еn на его непересекающиеся подмножества Ω1,..., 
ΩN (среди которых могут быть и пустые) при ограничениях в форме ра-
венств и неравенств с заданными координатами центров τ1,...,τN подмно-
жеств Ω1,...,ΩN соответственно называется 
Задача А3. Найти 










ρ(x)dx = bi, i = 1, ..., р;    
iΩ








) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω; b1,..., bN – заданные неотри-







b , 0 < bi ≤ S, i = 1, ..., N. 
Как уже было отмечено, оптимальным решением задачи А3 при соот-
ветствующем задании метрики и других параметров является диаграмма 
Вороного с ограничениями на мощности центров подмножеств.  
В табл. 6.1 приведено соответствие между конкретной вариацией диа-
граммы Вороного и математической моделью непрерывной задачи опти-
мального разбиения множеств,  в результате решения которой может быть 
получена эта диаграмма. 
Таблицу 6.1 можно продолжить, варьируя параметры задач А1 и А3 и 
получая при этом все новые обобщения диаграммы Вороного. Очевидно, 
непрерывная задача оптимального разбиения множеств может быть 
сформулирована с таким критерием качества разбиения и дополнитель-
ными условиями, которые обеспечивали бы получение в качестве ее ре-
шения соответствующий вид диаграммы Вороного. Заметим, что именно 
так были получены все варианты диаграммы Вороного, приведенные на 
рисунках данного раздела. 
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Таблица 6.1  
Модели непрерывных задач ОРМ и диаграммы Вороного,  
являющиеся оптимальным решением этих задач 
Модель непрерывной задачи ОРМ Тип разбиения Вороного 
Задача А1:  (x) 1 x ,  
i iс(x, ) r(x, ) , ia 0,  i 1, N , 
здесь и далее  r(x, y) x y  – метрика 
Стандартная диаграмма Воро-
ного 
Задача А1:  (x) 1 x ,  
i iс(x, ) r(x, ) , ia 0,  i 1, N  
Аддитивно взвешенная диа-
грамма Вороного 
Задача А1:  (x) 1 x ,  
i i iс(x, ) r(x, ) / w , iw 0 , 
ia 0,  i 1, N  
Мультипликативно взвешенная 
диаграмма Вороного 
Задача А1:  (x) 1 x ,  
i i iс(x, ) r(x, ) , i i,a 0, i 1, N  
Мультипликативно и аддитив-
но взвешенная диаграмма Вороно-
го 
Задача А1: (x) 1 x ,  
2
i iс(x, ) r (x, ) , 
2
i ia A ,  i 1, N  
Диаграмма Пауэра или Лагерра 
(Power Voronoi Diagram) с весами 
2
iA  
Задача А1: (x) 1 x ,  
i iс(x, ) r(x, ) , ia 0,  i 1, N  
Диаграмма Вороного дальней 
точки 
Задачи А1: (x)  – произвольная 
i iс(x, ) r(x, ) , i ia Const ,  i 1, N  
Другие взвешенные диаграммы 
Задача А1: (x) 1 x ,  
i i iс(x, ) f (x, ) , ia 0,  i 1, N  
Диаграмма Вороного, основан-
ная на эффективности 
Задача А3: (x) 1 x ,  
i iс(x, ) r(x, ) , ia 0,  i 1, N  
Диаграмма Вороного с ограни-
чениями на мощности точек-
генераторов 
Задача А3:  (x) 1 x ,  
i iс(x, ) r(x, ) , ia 0,  i 1, N  
Аддитивно взвешенная диа-
грамма Вороного с ограничениями 
на мощности точек-генераторов 
Задача А3:  (x) 1 x ,  
i i iс(x, ) r(x, ) / w , iw 0 , 
ia 0,  i 1, N  
Мультипликативно взвешенная 
диаграмма Вороного с ограниче-






Методы ОРМ как универсальный математический аппарат  
для построения различных типов диаграмм Вороного 
Таким образом, единым подходом (способом) построения различных 
вариаций диаграммы Вороного является подход, основанный на  форму-
лировании непрерывных задач оптимального разбиения множеств с кри-
териями качества разбиения, обеспечивающими соответствующие виды 
диаграммы Вороного, и применении разработанного в [65] математиче-
ского и алгоритмического аппарата решения таких задач.  
 Универсальность данного подхода к построению диаграмм Вороного 
подтверждается еще и следующими фактами. Во-первых, модели и мето-
ды решения непрерывных задач оптимального разбиения множеств могут 
быть обобщены на случай нечеткого задания исходных параметров задачи 
или требования нечеткого разбиения множества, в результате чего и ре-
зультирующие диаграммы Вороного могут носить нечеткий характер.  
Во-вторых, если при математическом описании практических задач 
оптимального разбиения множеств учитывать состояние некоторого объ-
екта или процесса, которое может изменяться со временем и/или в про-
странстве, можно получить в результате решения некоторых таких задач 
динамические диаграммы Вороного.  
В-третьих, среди непрерывных задач оптимального разбиения мно-
жеств выделяют класс задач, в которых наряду с разбиением нужно оты-
скать еще и оптимальное расположение центров подмножеств. Таким 
образом, наряду с задачей построения диаграммы Вороного можно ста-
вить задачу отыскания оптимальных (в каком-то смысле) координат то-
чек-генераторов этой диаграммы.   
В-четвертых, в основе методов решения приведенных задач ОРМ ле-
жит следующая общая идея. Исходные задачи ОРМ, которые математи-
чески сформулированы как бесконечномерные задачи оптимизации, сво-
дятся через функционал Лагранжа к вспомогательным конечномерным 
негладким задачам максимизации либо негладким задачам максимина, 
для численного решения которых применяются современные эффектив-
ные методы недифференцируемой оптимизации, а именно, различные 
модификации r-алгоритма  Шора.  
Особенностью такого подхода является тот факт, что решение исход-
ных бесконечномерных задач оптимизации удается получить аналитиче-
ски в явном виде, причем в аналитическое выражение могут входить па-
раметры, отыскиваемые как оптимальное решение вышеназванных вспо-
могательных конечномерных задач оптимизации с негладкими целевыми 
функциями. 
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И, наконец, в-пятых, сложность алгоритмов построения диаграмм Во-
роного на основе описанного подхода существенно не меняется при уве-
личении количества точек-генераторов (см. рис. 6.7 –6.9).  
     
а    б          в 
Рис. 6.7. Диаграммы Вороного, генерируемые 30 точками: 
а - стандартная; б, в – взвешенные 
 
   
Рис. 6.8. Диаграммы Вороного, генерируемые 100 точками 
 
   
Рис. 6.9. Диаграммы Вороного, генерируемые 200 точками 
 
Как известно, существуют диаграммы Вороного высших порядков 
[89], с помощью которых можно решать задачи о поиске наиболее уда-
ленных точек или k-ближайших соседей. На рис. 6.10 приведен пример 
диаграммы Вороного второго порядка, полученной с помощью методов 




сформулированной соответствующим образом непрерывной задачи опти-
мального разбиения множества. Точки помечены своими номерами. Как 
нетрудно заметить, некоторые многоугольники Вороного в диаграмме 
второго порядка могут быть пустыми, например, многоугольник (5,7). 
Подробно о таких диаграммах см. в [76, 89,  150, 151, 161, 164].  
Другие варианты диаграмм Вороного, полученные с помощью аппара-




Рис. 6.10. Диаграмма Вороного второго порядка:  
а - построенная на основе методов вычислительной геометрии [54];  




Рис. 6.11.  Диаграмма Вороного 
дальней точки 
Рис. 6.12.  Диаграмма Вороно-
го с ограниченными мощностями 
ячеек, манхэттенская метрика 





Рис. 6.13.  2-кратная диаграм-
ма Вороного  




Рис. 6.15.  Аддитивно взвешен-
ная диаграмма Вороного с ограни-
ченными мощностями ячеек 
Рис. 6.16.  5-кратная диаграмма 
Вороного 
 
Практические приложения диаграммы Вороного и ее различных 
вариаций.  Универсальность и полезность применения методов ОРМ для 
решения задач оптимального размещения, основанных на разбиении Во-
роного, вытекает из приведенных в работе [117] примеров практических 
задач: 
 размещения сенсорных датчиков беспилотных летательных аппа-
ратов, летающих на разных высотах и наблюдающих за большими пло-
скими географическими регионами;  
 задач развертывания поверхностей беспилотных судов для изуче-
ния дна океана, размещения базовых станций сотовой сети;  
 географической оптимизации размещения электростанций. 
В работе [143] выдвинута идея применения диаграмм Вороного в гео-




тей используются  для исключения столкновений с географическими объ-
ектами. Среди практических примеров наличия динамики в диаграммах 
Вороного можно привести пример из работы [142]. Авторы отмечают, что 
географические информационные системы (ГИС) могут легко стать дина-
мичными. Благодаря сложности и разнообразию содержания и функцио-
нальных требований на большой площади города текущий пакетный ре-
жим ГИС не может удовлетворять требованиям. Динамические модели 
данных Вороного оказываются перспективным кандидатом для разработ-
ки будущих ГИС. 
Другим применением диаграммы Вороного, например, является опре-
деление максимального свободного пространства. В этом случае форму-
лируется задача о размещении какой-либо службы или предприятия, в 
которой нужно выбрать положение объекта так, чтобы он был макси-
мально удален от других заданных объектов. Размещаемый объект может 
быть источником загрязнения (атомная электростанция, склад органиче-
ских (токсичных) отходов), и тогда его следует размещать так, чтобы ми-
нимизировать «эффективность» такого соседства. Либо это может быть 
новое производство, и поэтому желательно избежать конкуренции за ок-
ружающее пространство.  
В настоящее время диаграммы Вороного нашли свое приложение в со-
циологии и политологии. В формализованных моделях n-мерное полити-
ческое пространство разбивается на непересекающиеся области: электо-
раты различных партий. Геометрически они представляют собой полиэд-
ры Дирихле − Вороного: совокупности точек пространства, расположен-
ных ближе к точке платформы данной партии, чем к любой другой плат-
форме, и отделенные от соседней совокупности точек (n-1) – мерной ги-
перплоскостью [94, 153]. В [94] представлены результаты компьютерных 
экспериментов на моделях с двумя видами агентов – избирателями и пар-
тиями, предусматривавших возможность «рождения» и «гибели» партий.  
В работе [154] продемонстрировано применение диаграмм Вороного и 
ее вариаций к проблеме нарезки избирательных округов в США. В каче-
стве одного из обобщений структуры рассматривалась Voronoiesque  
diagram (диаграмма в стиле Вороного): изменение диаграммы Вороного 
на основе равных масс регионов. Как следует из изложенного в предыду-
щих главах, такие диаграммы можно получить, решая непрерывные зада-
чи оптимального разбиения множеств с интегральными ограничениями на 
подмножества. 
Есть и другие области применения разбиений Дирихле:  
 в технике – расчет прочности конструкций по методу конечных 
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элементов; создание конечноэлементных сеток, позволяющих избе-
гать малых углов элементов [36, 101, 148, 162]; 
 в маркетинге – оптимальная разбивка территории, рыночная мо-
дель в городах; определение территории рынка, простирающейся 
вплоть до отдельных розничных магазинов [81, 90, 121, 123, 146];  
 в металлургии  –  моделирование роста зерен в металлических 
пленках [36, 101, 130];  
 в картографии – моделирование поверхности земли, визуализа-
ция, анализ видимости на местности, направления потоков воды; соз-
дание карт; связка спутниковых фотографий в мозаику [168];  
 в метеорологии – оценка количества осадков регионов, приведе-
ние данных в дискретные датчики дождя («полигонами Тиссена») 
[119, 160]; 
 в распознавании образов – поиск простых дескрипторов для фор-
мы, которые можно извлекать из характеристик 1D 2D форм («сре-
динная ось» или «скелет» контура) [1, 132, 171]; 
 в антропологии и археологии – определение части региона под 
влиянием различных кланов неолита, вождей, церемониальных цен-
тров или городищ [119, 160]; 
 в статистике и анализе данных – статистическая кластеризация 
(поиск «естественных  соседей»,  интерполяция) [91]; 
 в компьютерных науках  – вычислительная геометрия; обработка 
изображений; компьютерная графика, в которой диаграммы Вороного 
используются для создания органических текстур [89,155]; 
 в гидродинамике – как структуры данных при 3D-моделировании 
течения жидкости  [91, 142, 159];  
 в астрономии –  идентификация групп звезд и галактик  и др. [160, 
162]. 
Это – далеко не полный перечень возможных сфер применения такого 
математического объекта как диаграмма Вороного. Содержательный об-
зор приложений диаграмм Вороного в различных областях приведен в 
работе [160]. Широкий обзор последних технических результатов и при-
ложений с несколькими сотнями ссылок на литературу по вычислитель-
ной геометрии  можно найти в  [119]. 
Кроме полезности диаграмм Вороного, нельзя отрицать красоту и гар-
монию геометрии, что в последнее время все больше замечают архитек-






6.2. ПРИМЕНЕНИЕ МЕТОДОВ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
К РЕШЕНИЮ НЕКОТОРЫХ ЗАДАЧ ОХРАНЫ  
ОКРУЖАЮЩЕЙ СРЕДЫ  
 
Одной из важных задач науки в последнее время становится проблема 
охраны окружающей среды и ее восстановления. Интенсивное развитие 
экономики требует выяснения оптимальных условий размещения новых 
предприятий и технологических ограничений на их промышленные вы-
бросы с учетом минимальной дозы загрязнения экологически значимых 
зон. Проблема оптимального размещения индустриальных объектов явля-
ется задачей многоаспектной и алгоритмически сложной. В проблеме оп-
тимальности взаимного расположения промышленных предприятий Г. И. 
Марчук выделяет следующие типы задач [77]:   
 планирование размещения индустриальных объектов в заданной об-
ласти в соответствии со сформировавшейся экологической структурой 
(например, строительство крупного комбината в окрестностях того или 
иного города); 
  формирование экологической структуры  вокруг промышленных 
объектов (например, строительство населенных пунктов в связи с предпо-
лагаемым сооружением предприятий, эксплуатирующих месторождение 
полезных ископаемых и поэтому “привязанных” к той или иной местно-
сти); 
 одновременное размещение индустриальных объектов и планирова-
ние экологически значимых зон. 
Последние два типа задач можно рассматривать как частные случаи 
задач оптимального управления, сводящихся в математической постанов-
ке к задачам ОРМ с размещением (или без) “центров подмножеств”. В 
этой главе иллюстрируется возможность практического применения раз-
витого в первых двух главах  подхода к решению указанных задач. Рас-
сматриваются две задачи оптимизации диффузионных процессов в атмо-
сфере. Математические модели этих задач включают в себя краевую зада-
чу для дифференциального уравнения процесса переноса и диффузии за-
грязняющей примеси в атмосфере. Применяя (если это возможно) ее ана-
литическое решение или аппарат сопряженных уравнений [77, 85, 86], 
сформулированные задачи оптимального размещения предприятий сводят 
к задачам оптимального разбиения множества. В первом подразделе при-
ведена постановка и алгоритм решения задачи формирования экологиче-
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ской структуры вокруг промышленных предприятий, то есть выделения в 
заданном регионе экологически значимых зон определенной площади с 
учетом экологического фактора. Во втором подразделе эта задача услож-
нена требованием размещения индустриальных  объектов [68, 69].  
 
6.2.1. Задача формирования экологической структуры  
вокруг промышленных объектов 
 
Пусть в некотором регионе  действуют М промышленных предпри-
ятий, выбрасывающих в атмосферу загрязняющую примесь. Требуется в 
заданной области   выделить N экологически значимых зон определен-
ной площади (например, под сельскохозяйственные угодья, зоны отдыха, 
жилые постройки) так, чтобы в этих зонах уровень загрязнения в резуль-
тате деятельности указанных промышленных объектов не превышал до-
пустимые санитарные нормы, а затраты на восстановление окружающей 
среды, на сооружение и эксплуатацию коммуникационных линий (желез-
ных и автомобильных дорог, водопроводов, линий связи и т. д.) были ми-
нимальными. 
Приведем математическую модель данной задачи. Пусть N  промыш-
ленных объектов, каждый из которых выбрасывает ежесекундно в атмо-
сферу на высоте z H  загрязняющую субстанцию с интенсивностью 
iQ ,   i 1, N , расположены в точках i i i(x , y ) .  
Пусть (x, y,z, t)  – интенсивность аэрозольной субстанции, мигри-
рующей вместе с потоком воздуха в атмосфере. Процесс распространения 
загрязняющей примеси в цилиндрической области G  с поверхностью S , 
состоящей из боковой поверхности цилиндра , нижнего основания  
(при z 0 ), верхнего основания H  (при z H ), описывается следующей 
краевой задачей [38, 77]: 
2 2
2 2
div f (x, y,z, t)
t z z x y
,        (6.2.1) 
0     при   t 0 ,                                        (6.2.2) 
 z       при    z 0 ,                                   (6.2.3) 
z 0     при     z H,                                   (6.2.4) 
s      на     S    при   nv 0 ,                                    (6.2.5) 
где 1 2 3( , , )  – вектор скорости потока воздуха; 0  – величина, 




ния концентрации примеси; 0,   0  – соответственно горизонталь-
ный и вертикальный коэффициенты диффузии, вычисляемые эксперимен-
тально [13, 38]; функция f  представляет собой функцию источника за-
грязняющей примеси: 




x ;                                  (6.2.6) 
где x (x, y,z) , (x )  – -функция, удовлетворяющая условию 
( ),   ,
(r) (r )dr
0,     ;
 
i i i(x , y ,H) , i 1, N ; 0 S( ),   ( , )  – заданные функции, nv  – проекция 
вектора  на внешнюю нормаль к боковой поверхности S  , 0  – неко-
торая функция, характеризующая взаимодействие примеси с подстилаю-
щей поверхностью. 
Потребуем также от решения задачи (6.2.1) – (6.2.5) выполнения необ-
ходимых условий гладкости и периодичности  
(r,T) (r,0) . 




1 N i k i
i 1 k 10 G
V( ,..., ) d(r ) (r , t)dr dt ( c (r, ) q )dr ,    (6.2.7) 
достигал минимального значения и выполнялись ограничения 
k kmes( ) S ,   k 1, N,                                              (6.2.8) 





a (r , t)dr dt b ,   k 1, N .                            (6.2.10) 
В функционале (6.2.7)  ,   0  – некоторые константы, определяю-
щие приоритет соответствующего слагаемого; d(r)  – функция, опреде-
ляющая затраты на восстановление окружающей среды: если kr , и 
зона k  выделяются под жилые постройки,  то d(r)  включает не только 
затраты на очистительные мероприятия, но и отчисления на восстановле-
ние здоровья людей в k-й зоне в расчете на единицу концентрации аэро-
золя (здесь и далее будем предполагать, что загрязняющая примесь одно-
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родна, то есть состоит из одного компонента); будем предполагать, что 
d(r)  – кусочно-постоянная функция 




d E K ,   r ,   i 1, N
d(r)
K ,           r \      
, 
где id  затраты на восстановление здоровья людей в расчете на единицу 
населения и на единицу концентрации загрязнения; iK  – отчисления на 
очистительные мероприятия; iE  – предполагаемая численность населения 
в данном регионе (если зона не заселена, то iE =0); T  – заданный момент 
времени, k ic (r , )  – стоимость сооружения и эксплуатации коммуника-
ционных линий в расчете на единицу кратчайшего расстояния между объ-
ектом i  и k-й зоной  (включая среднюю стоимость перевозки грузов и 
пассажиров); kq  – стоимость построек в k-й зоне; ga ,  1 Nb ,...,b  
– заданные неотрицательные константы, определяющие допустимую 
норму загрязнения подстилающей поверхности экологически значимых 
зон. 
Легко заметить, что первое слагаемое в выражении функционала 
(6.2.7) определяет затраты на восстановление окружающей среды, в кото-
рые включаются отчисления на очистительные мероприятия, на охрану 
здоровья людей рассматриваемого региона, на повышение качественного 
содержания питания, на профилактории и т. д. Второе слагаемое характе-
ризует стоимость сооружения каких-либо построек в экологически зна-
чимых зонах и необходимых коммуникационных линий этих зон с про-
мышленными объектами.  
Замечание. Приведенная модель может служить для математического 
описания задачи определения мест определенной площади с минималь-
ным уровнем загрязнения от источников вредных веществ при планиро-
вании производственных помещений [11, 38]. 
Эквивалентная динамическая задача ОРМ и основные  
расчетные формулы 
 
В [38] сказано, что газовые и аэрозольные загрязняющие вещества мо-
гут переноситься на десятки, сотни и тысячи километров от источника 
выброса, однако высота распространения основной массы загрязнения 




этом случае значительно превышают масштабы возможного вертикально-
го переноса. В связи с этим целесообразно использовать двумерную мо-
дель для прогноза распространения мелкодисперсных и газообразных 
примесей. Введя определение среднего количества загрязняющих веществ 













( ) f (r, t)
t x y x y
,            (6.2.11) 
0      при   t 0 ,                                   (6.2.12) 





Если считать, что граница области распространения аэрозоля доста-
точно удалена от рассматриваемой области , и соответственно от точек 
i ,   i 1,M , и влиянием выброса в окрестности границы можно пренеб-
речь, то начальные и краевые условия для дифференциального уравнения 
(6.2.11) будут иметь следующий вид: 
0       при    t 0 ,                         (6.2.14) 
0      при     r .                     (6.2.15) 









mes( ) mes( ) S . Тогда  1 N 1,...,  составляют 
разбиение области  и, с учетом вышеизложенного перехода к двумер-
ному аналогу краевой задачи (6.2.1) − (6.2.5), исходную задачу можно пе-
реписать так: найти такое разбиение N 1P ( ) , что 
i i
T N 1 N M
i i i i k i
i 1 i 1 k 10
V( ) (d E K ) (r, t)drdt c (r, ) q dr min ,  
(6.2.16) 
при условиях (6.2.7) – (6.2.9), где ( , )  – решение краевой задачи (6.2.11) 
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− (6.2.13) или (6.2.11), (6.2.14), (6.2.15).  
В соответствии с методами решения задач ОРМ, от этой задачи пере-




i i i i
i 10
N M
i k i i
( )i 1 k 1
I( ( )) (d E K ) (r, t) (r)drdt
                                ( c (r, ) q ) (r)dr min
       (6.2.17) 
при условиях 




a (r, t) (r)drdt b ,   k 1, N ,          (6.2.19) 
N 1
0 1 N 1 i
i 1
(x) (x),..., (x) :   (x) 1  п. в. для x ;  
i0 (x) 1  п. в. для  x ;  i 1, N 1 ,  
Решение этой задачи получим путем поиска седловой точки функцио-
нала Лагранжа задачи (6.2.17) – (6.2.19), который  имеет вид: 
i
T N 1
i i i i
i 10
N M N 1
i k i i i i i




h( ( ), , ) (d E K ) (r, t) (r)drdt
                  c (r, ) q (r)dr (r)dr S
                                + a (r, t) (r)drdt b
N
i 1
 ,              
 
где  2N 1 i( , ) ( , ) R :   0,   i=1,N , 0( ) . 
Введя в рассмотрение вектор-функцию 
T M
i i i i i k i i
k 10
i i i T
i i
0
a (d E K ) (r, t)dt c (r, ) q ,  i 1, N
p (r, , )




функционал Лагранжа можем записать в компактной, удобной для даль-
нейшего исследования, форме: 
N 1 N 1 N
i i i i i i i i
i 1 i 1 i 1
h( ( ), , ) p (r, , ) (r)dr S b .               
Для отыскания седловой точки этого функционала получены следую-
щие формулы:  i 1, N 1  
i i i k k k
k 1,N 1
i
1,   если  p (r, *, *) min  p (r, *, *)
*(r)
0,   в остальных случаях,                                   
            (6.2.20)  
где в качестве * * * *1 N 1 N 1,..., , ,...,  выбирается решение задачи 
N 1 N
k k k i i i i
( , )k 1,N 1 i 1 i 1
G( , ) min p (r, , )dr S b max .   (6.2.21) 
 
Алгоритм решения задачи формирования экологической 
структуры вокруг промышленных объектов 
 
Вместо задачи условной оптимизации (6.2.21) будем решать задачу на 




P( , ) G( , ) S max(0, ) .                 (6.2.22) 
Область  покрываем прямоугольной сеткой и задаем начальное при-
ближение (0) (0), , . Тем или иным методом решаем краевую 
задачу (6.2.11)-(6.2.13) [38, 77, 107]. 
 Вычисляем значения функции (0) (x)  в узлах сетки по формулам 
(6.2.20) при (0) ,  (0) . Вычисляем компоненты вектора градиента 






g ( , ) a (r, t) (r)drdt b Smax 0,sign(- ) ,   k 1, N;  
k
k kP  g S (r)dr,    k 1,N 1,     (6.2.23) 
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при (0) ( ) ,  (0) , (0) . 
Выбираем начальный пробный шаг 0 0  для r-алгоритма и находим: 
i
i
(1) (0) (0) (0)
0 Pi i
(1) (0) (0) (0)
0 Pi i
g ( , ),  i 1, N
 g ( , ),    i 1, N 1.
 
Переходим ко второму шагу. 
Пусть в результате вычислений после k, k=1,2,..., шагов  алгоритма по-
лучены определенные значения (k 1) ( ) ,  (k) (k),      в узлах сетки. 
Опишем (k+1)-й шаг. 
 1. Вычисляем значения функции (k) ( )  в узлах сетки по форму-
лам (6.2.19) при  (k) ,  (k) . 
 2. Вычисляем значение вектора градиента функции P( , )  в уз-
лах сетки  по формулам (6.2.23)  при (k) ( ) ,  (k) , (k) . 
 3. Проводим (k+1)-й шаг алгоритма обобщенных градиентов с 
растяжением пространства, краткая схема которого имеет вид: 
 
(k 1) (k 1) (k) (k) (k) (k)
k Pk 1, , B g ( , );    
где k 1B  – операторы отображения преобразованного пространства в ос-




P k 1 Pg B g ( , ) ,  k − шаговый множитель, выбор кото-
рого осуществляется из условия оптимума по направлению. 
 4. Если условие  
(k) (k) (k 1) (k 1), , ,    0 ,        (6.2.24) 
не выполняется, переходим к (k+2)-му шагу алгоритма, иначе – к п. 5. 
 5. Полагаем  * (l)( ) ( ) ,  * (l) , (l) , где l – номер ите-
рации, на которой выполнилось условие (6.2.24). 
 6. Вычисляем оптимальное значение целевой функции по форму-
ле (6.2.24) при   * *,    и – для контроля правильности счета – 





6.2.2. Задача одновременного планирования  
размещения промышленных объектов  
и экологически значимых зон 
 
Пусть требуется в некотором регионе  определить место для строи-
тельства нового промышленного объекта и выделить зоны 1 N,...,  за-
данной площади так, чтобы в результате деятельности этого предприятия 
уровень загрязнения земной поверхности в выделенных экологически 
значимых зонах не превышал допустимые санитарные нормы, а общее 
количество выпавшей на подстилающую поверхность области  загряз-
няющей примеси было минимальным. Потребуем также, чтобы разме-
щаемый источник находился как можно ближе к каждой из зон. 
Так как в сформулированной задаче нас интересует только уровень за-
грязнения земной поверхности региона, то для описания процесса распро-
странения загрязняющей примеси ограничимся двумерной моделью 
(6.2.11) – (6.2.13). Функция источника в уравнении (6.2.11) имеет вид: 
0 0f ( , r, t) Q(t) (r )  ,                               (6.2.25) 
где Q(t)  – предполагаемая интенсивность источника (может изменяться 
со временем), 0 0 0(x , y )  – его координаты. 
Условимся решение краевой задачи (6.2.11) – (6.2.13) с функцией ис-
точника (6.2.25), соответствующее каждой точке 0 0 0(x , y ) ,  обо-
значать 0(r, , t) . 
Требуется найти точку 0 0 0(x , y )   и выделить на  подмноже-
ства ђ ,  k 1, N , так, чтобы функционал 
‘
T N
0 1 N 0 k 0
k 10
V( ,{ ,..., }) a (r , , t)dr dt c (r, )dr      (6.2.26) 
достигал минимального значения  при выполнении ограничений 
k kmes( ) S ,   k 1, N,                                     (6.2.27) 





a (r , , t)dr dt b ,   k 1, N .                       (6.2.29) 
В выражении (6.2.26)  и  – весовые коэффициенты, T  – заданный 
момент времени. 
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Замечание. Задача (6.2.26) – (6.2.29) легко обобщается на случай про-
извольного конечного числа размещаемых промышленных объектов. 
 
Эквивалентная задача ОРМ и основные соотношения,  
характеризующие оптимальное решение задачи 
 








mes( ) mes( ) S , от задачи (6.2.26) 
− (6.2.29) переходим к эквивалентной задаче оптимального разбиения 
множества: требуется определить  разбиение  
1
* * *
N 1 N 1,..., P ( )  
и точку *0 ,  доставляющие минимальное значение функционалу 
‘ ‘
TN 1 N
0 0 k 0
k 1 k 10
V( , ) a  (r, , t)drdt c (r, )dr               (6.2.30) 
при ограничениях (6.2.27) – (6.2.29), где (r, , t)  – решение краевой зада-
чи (6.2.11) – (6.2.13),  (6.2.25). 










b max (r, , t)drdt . 
Следуя методике решения линейных задач ОРМ, от задачи (6.2.30), 












– (r, )dr min ,    (6.2.32) 






2 0 i i i i
0
(r) ;  a (r, , t) (r)drdt b ,  (r)dr S ,   i 1, N 1 , 




(x) (x),..., (x) :  0 (x) 1,
 i=1, N 1;  (x) 1 п. в. для x
. 
Оптимальное решение задачи (6.2.32) получено в следующем виде: для 





1,     если       x ,
(x )
0,  если   x ,\
                            (6.2.33) 
* * *
i i 0 i i k 0 k k
k 1,N 1




i 0 i 0 i
0*




a( ) (r, , t)dt c (r, ) ,    i 1, N
p (r, , , )
a( ) (r, , t)dt ,    i N 1                
 





i i i i
( , )i 1
G( , , ) min p (r, , , )dr
( b S ) min max ,
  (6.2.34) 
2N 1
i( , ) E :    0,   i 1,N 1 . 
Далее, на основе полученных формул, сформулируем численный алго-
ритм решения задачи ОРМ и укажем особенности численной его реализа-
ции в случае приближенного решения краевой задачи для определения 
функции (r, , t)  с помощью конечноразностных схем. 
Численный алгоритм решения задачи ОРМ 
Пусть в задаче (6.2.34) функция (r, , t)  является решением краевой 
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задачи (6.2.11), (6.2.14), (6.2.15). В предположении, что компоненты век-
тора скорости 1 2,   представляют собой постоянные величины, реше-
ние краевой задачи может быть получено в аналитическом виде [37, 38]:  
2 2
0 1 0 2x x t y y tQ
(r, , t) exp - t ,
4 t 4 t 4 t
      (6.2.35) 
t 0,T . 
Подставив это выражение в (6.2.34), получим задачу условной конеч-
номерной оптимизации негладкой функции G( , , ) . Для решения этой 
задачи будем применять r-алгоритм.  При этом от задачи условной опти-




( , )i 1
P( , , ) G( , , ) A max( ,0) min max ,        (6.2.36) 
где А  – некоторая постоянная, значительно большая максимального 
множителя Лагранжа. 
Численный алгоритм решения задачи оптимального разбиения 
(6.2.32) в случае аналитического решения начально-краевой задачи 
(6.2.11), (6.2.14), (6.2.15) формулируется так. 
 Область  покрываем прямоугольной сеткой и задаем начальное 
приближение (0) (0) (0), , , , . Вычисляем значения функции 
(0) (x)  в узлах сетки по формулам (6.2.33) при (0) (0),   , 
(0) . Вычисляем значения компонент вектора градиента функции 








i 1 k 10
g ( , , ) a (r, , t) (r)drdt b Smax 0,sign(- ) ,   
k 1, N 1;
c (r, )(r, , t)
g € ( ) dxdt dr,
 
k kPg S (r)dr,    k 1,N 1,   (6.2.37) 
при (0) ( ) ,  (0) (0),   , (0) ; компоненты вектора гради-





0 1 0 2 0 1
0
x x t y y t 2(x x t)(r, , t) Q
exp - t ,
x 4 t 4 t 4 t 4 t
2 2
0 1 0 2 0 2
0
x x t y y t 2(y y t)(r, , t) Q
exp - t .
y 4 t 4 t 4 t 4 t
 
Выбираем начальный пробный шаг 0 0  для r-алгоритма и находим: 
i
i
(1) (0) (0) (0) (0)
0 Pi i
(1) (0) (0) (0) (0)
0 Pi i
(1) (0) (0) (0) (0)
0 P
g ( , , ),  
 g ( , , ),    i 1, N 1,
Pr g ( , , ) ,
 
где Pr  – оператор проектирования на . 
Переходим ко второму шагу. 
Пусть в результате вычислений после k, k=1,2,..., шагов  алгоритма по-
лучены определенные значения (k 1) ( ) ,  (k) (k) (k),   ,    в узлах сетки. 
Опишем (k+1)-й шаг. 
 1. Вычисляем значения функции (k) ( )  в узлах сетки по форму-
лам (6.2.33) при (k) (k),   ,  (k) . 
 2. Вычисляем значение вектора градиента функции P( , , )  в 
узлах сетки  по формулам (6.2.37)  при (k) ( ) ,  (k) (k),   , 
(k) . 
 3. Проводим (k+1)-й шаг алгоритма обобщенных почтиградиентов 
с растяжением пространства, близкого к r-алгоритму [87], и определяем 
(k 1) (k 1) (k 1)
, , . 
 4. Если условие  
(k) (k) (k) (k 1) (k 1) (k 1), , , , ,    0 ,        (6.2.38) 
не выполняется, переходим к (k+2)-му шагу алгоритма, иначе – к п. 5. 
 5. Полагаем  * (l) ( ) ,  * (l) * (l),   , (l) , где l – но-
мер итерации, на которой выполнилось условие (6.2.38). 
 6. Вычисляем оптимальное значение целевой функции по форму-
ле (6.2.34) при    * *,   , *  и – для контроля правильности 
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счета – значение функционала (6.2.32) при  *( ) ( ) , *  . 
Алгоритм описан. 
В случае, когда  решение краевой задачи (6.2.11) – (6.2.13) или (6.2.11), 
(6.2.14), (6.2.15) можно получить только с помощью каких-либо прибли-
женных методов интегрирования, для отыскания градиента  функции 
G( , , )  по переменной  приходится применять конечноразностные 
производные: 
x 1 x 1
1 x
(r, h e , t) (r, h e , t) (r, , t)
h
; 
y 2 y 2
2 y
(r, h e , t) (r, h e , t) (r, , t)
h
,  
где 1 2e ,e  – орты соответствующих осей координат. Как нетрудно заме-
тить, для вычисления компонент вектора-градиента функции G( , , )  по 
переменной  необходимо решать на каждой итерации оптимизационно-
го процесса краевую задачу (6.2.11) – (6.2.13) трижды (а в случае произ-
вольного M  количества размещаемых предприятий – 2M+1 раз). 
В остальном алгоритм решения задачи тот же.  
Опишем еще один алгоритм решения задачи оптимального разбиения 
(6.2.32), который позволяет избежать многократного численного решения 
краевой задачи для уравнения переноса и диффузии на каждой итерации 
процесса оптимизации функции G( , , ) . Этот алгоритм отличается от 
вышеописанных способом отыскания компонент вектора градиента целе-
вой функции задачи (6.2.34), соответствующих переменной 0 0(x , y ) .   
Пусть известно некоторое начальное приближение координат разме-
щаемого предприятия (0) , а также начальные значения вектора двойст-
венных переменных (0) (0), .  
Находим значения функции ( , , )  в узлах сетки при (0) . 
Вычислим значения функции (0) ( )  в узлах сетки по формулам 
(6.2.33) . 
Компоненты вектора градиента функции G( , , )  по переменным 
,  вычисляются по тем же формулам (6.2.37). Для того, чтобы найти 
компоненты градиента, соответствующие переменной , поступим сле-
дующим образом. 




1 2* ** * * q;
t x y
                    (6.2.39) 
* 0,     при  t=T,                                     (6.2.40) 
* 0      на .                                      (6.2.41) 








k 1 i 1
G( , , ) a( ) (r, , t)dt (r)dr
0
mes( ) c (r, )dr b .  
   (6.2.42) 
Если в качестве функции  q  выбрать функцию 
k k
k
a( ),    если   (r,t) 0,T
q(r, t)
0,      если  (r,t) 0,T             
 
то та часть функционала, которая линейна относительно ( , , ) , может 











Q (r ) * (r, t)drdt Q *( , t)dt . 
Теперь частные производные функции G( , , )  по координатам  





g Q dt,       
где 
l 1 j l j
1 x
*((x , y ), t) * ((x , y ), t)* ( , t)
h
; 
l j 1 l j
2 y
*((x , y ), t) *((x , y ), t)*( , t)
h
,  
а l j(x , y )  – точка сетки , ближайшая к приближению 
(0) . Значения со-
пряженной функции *( , , )  в узлах сетки находим каким-либо прибли-
женным конечноразностным методом. 
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6.2.3. Результаты решения модельных задач 
 
Как известно, при расчете переноса примесей с использованием моде-
лей турбулентности большое влияние оказывают точность и достовер-
ность задания исходной информации. При реализации расчетных моде-
лей, используемых для изучения миграции примесей за достаточно дол-
гие интервалы времени, следует использовать фактическую информацию 
по результатам наблюдений, а также различные эмпирические формулы 
для определения входной информации, необходимой для численного 
расчета уравнения переноса и диффузии примеси (коэффициенты турбу-
лентного обмена, скорости осаждения примеси и т. д.).  
Пример 1. В качестве примера рассмотрим задачу определения в не-
которой прямоугольной области размером 500  500 км  пяти зон площа-
дью 100, 200, 200, 200 и 200 кв. км, отводимых, например, под сельскохо-
зяйственные угодья, с минимальным уровнем загрязнения почвенного 
покрова антропогенными выбросами городов и промышленных центров. 
Известно, что промышленные выбросы распространяются на высоте Н  
350 – 600 м, поэтому решение уравнения (6.2.10) дает осредненное по 
высоте значение концентрации примеси. Общее количество источников 
выброса 10. Численный расчет осуществляется в безразмерном виде. В 
качестве характерного линейного масштаба выбран размер L = 100 км. 
Размерный масштаб скорости V=1 м/с. Безразмерные координаты горо-
дов и промышленных центров указаны в табл. 6.2. Для проведения чис-
ленного эксперимента примем за масштабную единицу количество при-
меси, выбрасываемой в атмосферу в городе N1, и нормируем выбросы 
остальных промышленных центров. В безразмерном виде количество 
примеси, выбрасываемой в городе N1, равно 10, выброс остальных ис-
точников оценивается безразмерным коэффициентом q, указанным в 
табл. 6.2.   
В настоящем примере при проведении расчетов принимается безраз-
мерное значение коэффициентов диффузии x y 0.4 . Коэффициент 
 в двумерной модели (6.2.10) учитывает скорость оседания частиц 
примеси, изменение интенсивности примеси из-за химических превраще-
ний, влияние подстилающей поверхности, вымывание примеси осадками. 
В расчетах в качестве входных данных принимается 40.2 10 . Эти и 
другие данные относительно розы ветров региона, параметров краевой 
задачи, описывающей процесс распространения загрязняющих веществ в 
атмосфере, взяты из модельной задачи о распространении антропогенных 




Таблица 6.2  
Информация о координатах расположения и интенсивности  










N1 1 1 10.0 
N2 2.04 2.04 5.6 
N3 2.96 2.96 4.0 
N4 3.94 3.98 4.0 
N5 1.02 2.06 3.0 
N6 1 3 6.0 
N7 1.02 4 6.3 
N8 2 2.95 4.2 
N9 2 1 6.3 
N10 2.04 3.98 8.4 
                                                                                  
В выражении функционала (6.2.7) функции ic (r, ) , описывающие  
стоимость  сооружения и эксплуатации коммуникационных линий в рас-
чете на единицу кратчайшего расстояния между объектами k ,  k 1, NN , 
и  точкой  r  i-й охранной зоны (включая среднюю стоимость планируе-
мых перевозок грузов), пропорциональны этому расстоянию.  
Предположим, что преобладающим в рассматриваемом регионе в те-
чение временного цикла [0,T] является ветер, параллельный оси x .   
Другая исходная информация задавалась следующим образом: огра-
ничения на санитарно допустимые нормы загрязнения выделяемых эко-
логически важных зон равны соответственно 2.5,3,0.6,0.9,0.5 условных 
единиц, точность вычислений 0.0001 .  
Численный расчет выполнялся на разностной сетке 100  100 узел. 
Для решения краевой задачи, описывающей процесс распространения 
загрязняющих веществ (6.2.10) – (4.12), использовалась четырехшаговая 
попеременно-треугольная разностная схема, приведенная в [38]. Динами-
ка распространения загрязняющего вещества в атмосфере представлена 
на рис. 6.17. Здесь показано среднегодовое поле концентрации загряз-
няющего вещества.  
На рис. 6.18 представлено разбиение области, являющееся оптималь-
ным решением задачи (6.2.7), (6.2.10 ) – (6.2.12) в случае, когда коэффи-
циенты  и  в функционале, определяющие приоритет того или иного 
слагаемого, равны соответственно  10 и 0.005.   





Рис. 6.17 Рис. 6.18 
 
На рис. 6.19 изображено раз-
биение  области, полученное в 
результате решения той задачи 
(6.2.7), (6.2.10 ) – (6.2.12) при 
0.1  и 10 . Таким образом, 
разбиение, показанное на рис. 
6.19, соответствует ситуации, 
когда стоимость проведения 
коммуникаций преобладает над 
отчислениями на очистительные 
мероприятия. 




Как видно из рис. 6.18 и 6.19, выделяемые экологически важные зоны 
могут быть не связаны, кроме того, вытянуты вдоль линий уровня кон-
центрации загрязняющей примеси. Для того чтобы получить более ком-
пактные области k, необходимо наложить дополнительные ограничения 
на диаметры этих подмножеств. Это значительно усложняет задачу.  
Пример 2. Рассмотрим еще одну модельную ситуацию. Пусть в об-
ласти 80  70 км требуется выделить 5 подобластей с площадями 30, 10, 
30, 20, 50 кв. км так, чтобы уровень загрязнения почвенного покрова этих 
зон от выбросов 5 крупных промышленных центров не превышал сани-
тарно допустимые нормы, и эти зоны находились как можно ближе к ука-
занным центрам. Координаты расположения и интенсивность выбросов  




Таблица 6.3  
Координаты расположения и интенсивность промышленных 
выбросов  в примере 2 
Промышленный 
центр 




N1 7 6 100 
N2 6 5 100 
N3 1.95 3.98 100 
N4 4 2.98 200 
N5 7.7 2 100 
Входные данные задачи задавались в следующем виде:   , ws = 
0.08, коэффициенты диффузии x y 0.4 . При расчете задавался рав-
номерный профиль ветра: u = – 1, v = 0.  В качестве начального условия 
для концентрации загрязняющего вещества полагалось 0 . Ограниче-
ния на санитарно допустимые нормы загрязнения экологически важных 
зон задавались равными b=(1, 2, 3, 2, 1).  
 
       Константы, определяющие 
приоритет слагаемых в выражении 
функционала задачи  и  , задава-
лись равными 10 и 1 соответствен-
но, что делало соразмерными ука-
занные слагаемые. В результате 
решения задачи с помощью алго-
ритма, включающего численное 
решение краевой задачи для урав-
нения переноса, оптимальное раз-
биение области получено на 67-й 
итерации в виде, изображенном на 
рис. 6.20. 
Рис. 6.20 
Оптимальное значение функционала исходной задачи равно 20.15. 
Для контроля правильности счета были вычислены значения функциона-
ла двойственной задачи, левых частей ограничений на санитарно допус-
тимые нормы загрязнения, а также площади полученных подобластей. В 
результате получены следующие величины: P 19.75;  
S=(29.97; 10.03; 30; 19.97; 41.25) , а уровень загрязнения значительно 
меньше допустимых норм. 
Пример 3. Приведем решение одной тестовой задачи одновременного 
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размещения промышленных объектов и экологически значимых зон. 
Пусть  в некотором регионе размером 800  700 кв. км  требуется размес-
тить N = 4 промышленных объектов и выделить 4 области площадью 600, 
400, 300 и 200 кв. км. Предполагаемая интенсивность ежесекундных вы-
бросов загрязняющих веществ в атмосферу этими предприятиями равна  
20, 10, 10, 20 усл. ед. Санитарно допустимые нормы загрязнения выде-
ленных зон равны 0.5, 0.2, 0.3, 0.2 усл. ед. Потребуем, чтобы i-я зона на-
ходилась как можно ближе к i-му предприятию. При этом предполагает-
ся, что затраты на сооружение коммуникационных линий пропорцио-
нальны расстоянию от выделенной зоны до соответствующего промыш-
ленного объекта, а затраты на восстановление окружающей среды про-
порциональны величине концентрации загрязняющего вещества в каж-
дой точке области.  
В качестве начального приближения мест расположения промышлен-
ных центров выступали точки: (0.8, 5.4), (2,2), (6,3) и (4,4).   
На рис. 6.21 изображено разбиение области и координаты  центров, 
являющееся оптимальным решением сформулированной задачи при 
0.1  и 1 . Эти значения коэффициентов позволяют сделать приори-
тетным в выражении функционала слагаемое, учитывающее затраты на 
строительство коммуникационных линий. Оптимальные координаты 
промышленных объектов имеют следующие значения: 1 (6.84;3.96) , 
2 (1.04;2.33) , 3 (5.23;1.15) , 4 (2.74;0.90) . Функционал задачи 
при этом равен 16.213 (значение двойственного критерия качества равно 
15.85). 
При решении этой же задачи с учетом лишь уровня загрязнения эко-
логически значимых зон, что соответствует значениям 100  и 0.01 , 
получено разбиение области, представленное на рис. 6.22.  
 
  





Следует отметить, что это решение получено за значительно меньшее 
число итераций, равное 81, чем в предыдущем случае ( 0.1  и 1 ), 
когда для получения оптимального решения задачи потребовалось 395 
итераций.    
Большое количество численных экспериментов на ЭВМ, описание ко-
торых не представляется возможным, подтвердило возможность исполь-
зования предложенного подхода к решению задач формирования эколо-
гической структуры промышленных регионов, подобных задачам    (6.2.1) 
– (6.2.10)  или (6.2.26) – (6.2.29). 
 
6.3. ПОСТРОЕНИЕ ОПТИМАЛЬНЫХ КВАДРАТУР  
С ПОМОЩЬЮ МЕТОДА ОПТИМАЛЬНОГО  
РАЗБИЕНИЯ МНОЖЕСТВ 
 
Рассматривается задача построения оптимальных квадратурных фор-
мул для  приближенного вычисления интегралов вида                      
Ω
f(x)dx,  
где    измеримое множество конечной лебеговой меры  в  n-мерном 
евклидовом пространстве  nE . 
Функции f принадлежат классу cF  измеримых на  функций, удовле-
творяющих неравенству 
i i i| f(x) f(τ ) | c(x,τ ),   для всех  x,τ ,  
где функции ic(x, τ )   ограниченные, определенные на , измери-
мые по х при любом фиксированном iτ  из  и обладают следующими 
свойствами квазиметрики (являются квазиметрикой) [100]: 
i i
c(x, x) 0,
c(x, τ )+c(y, τ ) c(x, y),
c(x, y) c(y, x),
 
ic(x, τ ) 0  
для любых ix, y, τ .  
С помощью различных квазиметрик  с(·, ·)  можно описать многие 
важные, с точки зрения теории и приложений, функциональные классы. 
Частными случаями функционального класса, заданного квазиметриками, 
являются классы функций, удовлетворяющие различным формам усло-
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вий Липшица или Гельдера с фиксированной константой или с разными 
константами в разных подобластях области определения; классы, задан-
ные модулями непрерывности, и т. д. 
Отметим также, что классы cF  содержат разрывные функции, если 
функция с(·, ·) является разрывной [100]. 




f(x)dx p f(τ )                              (6.3.1) 
задается вектором коэффициентов и узлов N N 1 N(p , τ ) = {p ,..., p ,  
1 Nτ ,..., τ },  где 1 Np ,..., p   произвольные действительные числа, а  
1 n
i i iτ = (τ ,..., τ ),  i = 1,..., N,   точки из ; 
– оптимальными на классе cF  коэффициентами квадратурной форму-
лы при фиксированных узлах 1 Nτ ,..., τ  называют (см. [100]) коэффициен-





i i i i
p Ei 1 i=1f F f F
| f(x)dx p (τ )f(τ ) | | f(x)dx p f(τ ) |;sup supmin      (6.3.2) 
– оптимальными на классе cF  узлами называют узлы  
* *
















| f(x)dx p f( ) |,sup τmin min       (6.3.3) 




... ,   ... ; 
– квадратурная формула с оптимальными узлами и оптимальными ко-
эффициентами называется оптимальной. 
Таким образом, задача построения оптимальной квадратурной фор-
мулы сводится к задаче одновременного отыскания оптимальных узлов 
* *





6.3.1. Сведение задачи построения оптимальных  
квадратур к задаче оптимального разбиения 
 множества  
 
Для численного решения задачи одновременного отыскания опти-
мальных узлов * *1 Nτ ,..., τ  и оптимальных коэффициентов 
* *
1 Np ,..., p  рас-
сматриваемой квадратурной формулы (6.3.1) сведём эту задачу к задаче 
А2 оптимального разбиения множества  на подмножества  1 NΩ ,..., Ω  с 
одновременным отысканием координат центров этих подмножеств, сов-
падающих с координатами оптимальных узлов квадратурной формулы. В 
то же время значения оптимальных коэффициентов будем вычислять как 
лебеговы меры подмножеств 1 NΩ ,..., Ω , на которые разбивается множе-
ство . 
Приведем здесь постановку непрерывной задачи А2 оптимального 
разбиения множества  из n-мерного евклидова пространства Еn на 
подмножества 1 NΩ ,..., Ω  с отысканием координат центров этих 
подмножеств при ρ(х) ≡ 1 для любых х Ω, к которой будет сводиться 
рассматриваемая задача построения оптимальных квадратур, в 
следующем виде, [160] 
Пусть   ограниченное, измеримое по Лебегу множество в Еn. 
Требуется найти такое разбиение множества  на N измеримых по 
Лебегу подмножеств * *1 NΩ ,..., Ω  (среди которых могут быть и пустые) и 
такие, неизвестные заранее, координаты * *1 Nτ ,..., τ  центров подмножеств 
* *
1 NΩ ,..., Ω , соответственно, которые являются решением следующей 
оптимизационной задачи А2. Запишем её здесь в следующем виде. 
 
Задача А2. Найти 














i kmes( ) 0,   i ≠ k,   i, k = 1, 2,…, N,  j = 1, 2,…, M, 
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х = ( (1) (n)x ,..., x ) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
Здесь интегралы понимаются в смысле Лебега. Будем считать, что 
мера множества граничных точек iΩ , 1 i N , равна нулю. 
Функции с(х,τi) – действительные, определенные на , 
ограниченные,   измеримые   по  х  при  любом  фиксированном  τi = 
(
(1) (n)
i iτ ,..., τ )  из . 
Введением характеристических функций λi(х) подмножеств Ωi,  i = 
1,…,N, задача А2 переписана в следующем виде. 
 
Задача В2. Найти пару элементов (λ*(·), τ*), такую, что 
I(λ*(·), τ*) = 
N
1(λ( ), τ)
min  I(λ(·), τ), 
где 




(c(x, τ )+a )ρ(x)λ (x)dx , 
Г1 = {λ(х) = (λ1(х),..., λN(х)): 
N
i=1
λі(х) = 1 п. в. для х Ω, 
λі(х) = 0 1  п. в. для х Ω, і = 1,..., N}; 
τ = (τ1,..., τN) 
N
Ω ... Ω  = Ω
N
. 
Оптимальное решение задачи В2 достигается   при   каждом  
фиксированном  Nτ   на  вектор-функции λ
*
(х) = (λ *1 (х), , λ
*
i (х), , 







     1,  если    
λ (x)  
0 в  остальных    случаях  ,      x ; 
c(x, τ ) c(x, τ ),тогда x ,min
тогда
  (6.3.4) 
а в качестве вектора * * *i Nτ =(τ ,..., τ ) , входящего в формулу (6.3.4), 
следует выбирать оптимальное решение задачи  
                i
i=1,2,..., N
G(τ) min c(x, τ )dx min,             (6.3.5) 






Перейдем теперь непосредственно к сведению задачи приближенного 
построения оптимальных квадратурных формул вида (6.3.1), т. е. задачи 
приближенного вычисления оптимальных коэффициентов и оптимальных 
узлов, к задаче А2.  
Как уже отмечалось в разделе 6.1, оптимальное решение задачи В2, 
определяемое для каждого фиксированного N N1 Nτ = (τ ,..., τ ) Ω  по фор-
мулам (6.3.4) вектор-функцией * ** 1 Nλ (x) = (λ (x),..., λ (x)) , оказывается из-
вестным c -разбиением Дирихле – Вороного [100],  т. е. разбиением мно-





Ω Ω ,  N Ni jm Ω (τ ) Ω (τ )es( ) 0,   i j,   i, j = 1,..., N,  
i k
k=1,..., N
c(x, τ ) c(x, τ )min  при ix Ω ,  i = 1,..., N.  
В рассматриваемом случае, когда c   квазиметрика, подмножества 
N
iΩ (τ ) , образующие разбиение Дирихле − Вороного, и их лебеговы меры 
N
iμ(Ω (τ )  определяются, вообще говоря, неоднозначно [100]. 




ip (τ ) =
N
iμ(Ω (τ )), i=1,..., N,  оптимальна на классе cF  
среди  квадратурных  формул  с  фиксированными узлами 1 Nτ ,..., τ ,          







p (τ )f(τ ) ) равен i
i=1, 2,..., N
min c(x, τ )dx . 
Кроме того, решение задачи отыскания оптимальных узлов квадратур-





i=1,..., N i=1,..., Nτ Ω
min c(x, τ )dx min min c(x, τ )dx , 






m inf min c(x, τ )dx= .                (6.3.6) 
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Сравнивая формулы (6.3.5) и (6.3.6), приходим к выводу, что, с одной 
стороны, N N* *(p , τ )   это вектор оптимальных коэффициентов и опти-
мальных узлов квадратурной формулы (6.3.1), задающий наилучшую га-
рантированную точность Nm , с другой стороны, пара 
N
* *(λ ( ), τ )   задает 
оптимальное разбиение множества  на подмножества * *1 NΩ ,..., Ω  с оп-
тимальными координатами центров подмножеств * *1 Nτ ,..., τ  и оптималь-
ным значением функционала N*G(τ ) , равным  Nm . 
Отсюда, решая оптимизационную задачу А2 оптимального разбиения 
множества  на подмножества * *1 NΩ ,..., Ω  с отысканием координат цен-
тров этих подмножеств * *1 Nτ ,..., τ , можно найти значения координат опти-
мальных узлов * *1 Nτ ,..., τ  и значения оптимальных коэффициентов 
def
* N
i *p (τ ) =
* N
i *μ(Ω (τ )), i = 1,..., N,  квадратурной формулы (6.3.1). 
 
6.3.2. Алгоритм  отыскания узлов  
оптимальной квадратурной формулы 
 
Для отыскания координат оптимальных узлов * *1 Nτ ,..., τ  квадратурной   
формулы   (6.3.1)   воспользуемся   алгоритмом  1.5  решения задачи А4 с 
учётом того, что задача А2 является частным случаем задачи А4. 
Определим i-ю компоненту N-мерного вектора обобщенного градиента 
N1 ττ





Gg (τ)= g (x,τ)λ (x)dx,  i=1,..., N.                  (6.3.7) 
Здесь iτcg (x, τ)  – i-я компонента N-мерного вектора обобщенного 
градиента τcg (x, τ)  функции ic(x, τ )  в точке 1 i Nτ = (τ ,..., τ ,..., τ ) , где 
(1) (n)
i i i



















Сформулируем алгоритм 6.1 отыскания координат узлов оптимальной 
квадратурной формулы (6.3.1). 
Алгоритм 6.1 
Область Ω заключаем в n-мерный параллелепипед П, стороны которо-
го параллельны осям декартовой системы координат, полагаем ρ(х) = 0 
для х П\Ω. Параллелепипед П покрываем прямоугольной сеткой и задаём 
начальное приближение τ = τ
(0)
. Вычисляем значения   λ
(0)
(х)   в узлах сет-
ки по формулам (6.3.4) при τ = τ
(0)
,  значения  gG(τ) – по формуле (6.3.7) 
при   λ(х) = λ
(0)
(х), τ = τ
(0)
, выбираем начальный пробный шаг r-алгоритма 









H g (τ )
τ h
(H g (τ ), g (τ ))
, 
РП – оператор проектирования на П. 
 Переходим ко второму шагу. 
 Пусть в результате вычислений после k, k = 1, 2,..., шагов алго-




(x) в узлах сетки. Опи-
шем (k+1)-й шаг. 
1. Вычисляем значения λ
(k)




2. Находим значения gG(τ) по формулам   (6.3.7)   при  λ(х) = λ
(k)




3. Проводим (k+1)-й шаг r-алгоритма в Н-форме [81], итерационная 









H g (τ )
τ h
(H g (τ ), g (τ ))
. 





 || ≤ ε,   ε>0,     
 (6.3.8) 
не выполняются, переходим к (k+2)-му шагу алгоритма, в противном 
случае – к п. 5. 
5. Полагаем λ*(х) = λ
(l)
(x), τ* = τ
(l)
, где l – номер итерации, на которой 
выполнилось условие (6.3.8). 
6. Вычисляем оптимальное значение целевой функции по формуле  
G(τ) =  
i=1,..., N
min с(х, τі)ρ(х)dx,     при τ = τ*. 
Алгоритм 6.1 описан. 
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6.3.3. Алгоритмы отыскания  коэффициентов  
оптимальной квадратурной формулы 
 
Заметим, что в результате работы алгоритма 6.1 наряду с координата-
ми оптимальных узлов * *1 Nτ ,..., τ  квадратурной формулы и значением наи-
лучшей гарантированной точности Nm , равным 
N
*G(τ )  из (6.3.5), будет 
также найдено оптимальное разбиение множества  на подмножества 
* *
1 NΩ ,..., Ω  в виде характеристической вектор-функции 
* *
* 1 Nλ (x) = (λ (x),..., λ (x)) . Как уже отмечалось ранее, значения оптималь-
ных коэффициентов * Ni *p (τ ),  i = 1,..., N,  квадратурной формулы (6.3.1) 
равны мерам соответствующих подмножеств * *1 NΩ ,..., Ω , которые опреде-
ляются алгоритмом 6.1. 
Опишем схему алгоритма 6.2 вычисления оптимальных коэффициен-
тов * Ni *p (τ ),  i = 1,…,N, как мер 
* N
i *μ(Ω (τ )  для случая, когда заранее неиз-
вестна геометрическая форма границ между подмножествами *iΩ   и 
*
jΩ . 
Считаем при этом найденными алгоритмом 6.1 значения оптимальных 
узлов N * ** 1 Nτ = (τ ,..., τ )  квадратурной формулы, а также оптимальное раз-
биение множества  на подмножества * *1 NΩ ,..., Ω , представленное в виде 
характеристической вектор-функции *( ) . 
Алгоритм 6.2 опишем для случая nΩ E . 
Алгоритм 6.2 
Шаг 1. Множество nΩ E  покрываем сеткой, составленной из          
n-мерных параллелепипедов. С этой целью зададим набор чисел 
1 2 nM , M ,..., M , каждое из которых характеризует количество точек раз-
биения по каждой из сторон n-мерного параллелепипеда.  Находим узлы 
сетки 
j j j j






h  = 
M
  шаг сетки,  j ji  = 1,M 1 ,  j = 1,n ,    jix . 
Шаг 2. В каждом узле сетки, построенной на шаге 1, 
1 n 1 n
(1) (n)
i ,..., i i i
x = (x ,..., x ) , 




характеристической  функции по следующей формуле: 
1 n 1 n
1 n
* *
k qi ,..., i i ,..., i* q=1,..., N
k i ,...,i
1,  если  c(x , τ ) min c(x , τ ),
λ (x )
0 в остальных случаях.
 
Шаг 3. Зададим вектор 1 NS = (S ,..., S ) = θ , содержащий информацию о 
мерах полученных оптимальных подмножеств 
(1) (n)* *
1 NΩ ,..., Ω . Здесь iS  
хранит информацию о мере подмножества *iΩ  с центром в точке 
*
iτ . 
Шаг 4. Рассмотрим для j j  i = 1,M 1,   j = 1,..., n  параллелепипед 
1 1 2 2 n n
1 1 2 2 n n
i (i+1) i (i+1) i (i+1)
[x , x ]×[x , x ]×...×[x , x ] .         (6.3.10) 
Все вершины параллелепипеда (6.3.10) обозначим как 1 nk ,..., kA , 
1 1 1 n n nk = i (i+1) ,..., k = i (i+1) . Для всех полученных n2  вершин най-
дем значения характеристической функции ( )  по формулам из шага 2. 
4.1. Если все n2  значений характеристической функции ( )  совпада-
ют и равны некоторому числу р, то параллелепипед (6.3.10) целиком при-
надлежит множеству pΩ .  Найдём меру этого параллелепипеда и увели-
чим i-ю компоненту вектора S на эту величину: 1 2 ni i i , i ,..., iS S +V . 
4.2. Если же среди n2  значений характеристической функции есть 
различные, то: 
 –  находим количество Q  оптимальных подмножеств, которые 
частично находятся в данном параллелепипеде (6.3.10); 
 – находим оптимальные границы и точку пересечения всех под-
множеств, которые входят в (6.3.10); 
 –  имея информацию о всех гранях и вершинах частей оптималь-
ных множеств, находим меры этих сложных фигур и относим их к соот-
ветствующим компонентам вектора 1 NS = (S ,..., S ) : i i iS S +V ,  i = 1,Q . 
Шаг 5. Если все параллелепипеды из пространства  рассмотрены, то 
получим вектор 1 NS = (S ,..., S ) , содержащий значения мер оптимальных 
подмножеств, и алгоритм завершает свою работу. Иначе  возвращаемся 
к шагу 4. 
Алгоритм 6.2 описан. 
Описанный алгоритм 6.2 конкретизируем для случая 2Ω E . 




Шаг 1. Область 2Ω E  заключаем в прямоугольник 
a b a b{x x x ,y y y }  и покрываем его сеткой. Задаем значения 
1 2M , M   число узлов сетки по оси абсцисс и ординат, соответственно, 
так что 
1
i ax = x +(i 1)h  , 
2
j ay = y +(j 1)h ,             (6.3.11) 
где 1 2b a b a
1 2
x x y y
h = ,  h =
M M
, 1 2i = 1,M 1, j = 1,M 1   шаг сетки по 
осям абсцисс и ординат соответственно.  
Значения 1 2M , M  должны быть согласованы с задаваемой точностью 
приближенных вычислений. 
Шаг 2. В каждом узле сетки i j(x , y ) ,  
1i = 1,M 1,  2 j = 1,M 1 , по-
лученном по формулам (6.3.11), вычислим значения характеристической 
функции по формуле 
1 n 1 n
1 n
* *
k qi ,...,i i ,..., i* q=1,..., N
k i ,..., i
1, если  c(x , τ ) = min c(x , τ ),
λ (x ) =
0 в остальных случаях.
 
Шаг 3. Зададим вектор 1 NS = (S ,..., S )  мер подмножеств 
* *
1 NΩ ,..., Ω  в 
виде 1 2 N
N
S = (S , S ,..., S ) = (0,..., 0) , где iS  мера подмножества 
*
iΩ  с цен-
тром *iτ .  
Шаг 4. Рассмотрим  для j j  i = 1,M 1,   j = 1,..., n  прямоугольник 
i i+1 j j+1[x , x ] [y , y ] .                           (6.3.12) 
Обозначим вершины прямоугольника (6.3.12): 1 i jA = (x , y ) , 
2 i j+1A = (x , y ) , 3 i+1 j+1A = (x , y ) , 4 i+1 jA = (x , y ) . Для полученных вершин най-
дем значения характеристической функции ( )  по формулам из шага 2.   
4.1. Если равенство 1 2 3 4λ(A ) = λ(A ) = λ(A ) = λ(A ) = p  выполняется, то 
прямоугольник (6.3.12) целиком принадлежит множеству pΩ .  Находим 
меру этого прямоугольника (равную 1 2h h ) и полагаем 1 2i iS S +h h . 




4.2. Находим число Q  оптимальных подмножеств, которые частично 
находятся в прямоугольнике (6.3.12).  Для этого находим число отличных 
друг от друга значений iλ(A ) ; оптимальные границы и точку пересечения 
всех подмножеств, которые входят в состав рассматриваемого прямо-
угольника (6.3.12), находим с помощью следующей процедуры. 
 4.2.1. Пусть прямоугольник (6.3.12) содержит части лишь двух 
разных оптимальных подмножеств.  Тогда рассматриваем случаи: 
 
 
Все другие возможные случаи сводятся к этим двум принципиально 
разным случаям путем поворота рассматриваемого прямоугольника. 
В первом случае часть одного множества имеет вид треугольника, а во 
втором – четырехугольника. Другое множество представлено пятиуголь-
ником и четырехугольником соответственно. 
Для нахождения мер этих фигур необходима информация об их вер-
шинах. Ее можно получить с помощью известной уже информации о ко-
ординатах вершин прямоугольника 1 4A ,..., A . 
Зададим функцию * *k mf(x, k, m) = c(x, τ ) c(x, τ ) , где k и m – номера 
подмножеств, которые частично принадлежат прямоугольнику (6.3.12).  
Очевидно, что в точках, принадлежащих границе между оптимальными 
множествами *kΩ  и 
*
mΩ ,  имеет место следующее равенство:  
* *
k mc(x, τ ) = c(x, τ ) f(x, k, m) = 0 . 
Итак, отыскивать координаты вершин оптимальных подмножеств *kΩ  
и *mΩ , которые частично принадлежат прямоугольнику (6.3.12), будем 
следующим образом: 
 – выбираем сторону прямоугольника (6.3.12), на концах которой 
характеристическая функция iλ(A )  имеет разные значения, т. е. сторону, 
концы которой принадлежат разным оптимальным подмножествам.  Обо-
значим эти точки через 1x  и 2x ; 
 – зададим параметр ; 
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 – делим выбранную сторону пополам: 1 2
x +x
2
 и проверяем усло-
вие 1 21
x +x
f(x , k, m) f( , k, m) 0
2
. Если это условие выполняется, то по-











 – процесс продолжаем до тех пор, пока не выполниться любое из 
трех условий: 1f(x , k, m) = 0  или 2f(x , k, m) = 0  или  1 2x x ε . 
Таким образом, найдя все точки пересечения оптимальных границ со 
сторонами рассматриваемого прямоугольника (6.3.12), находим площади 
соответствующих частей, увеличиваем соответствующие компоненты 
вектора 1 NS = (S ,..., S )  на полученную величину. 
 4.2.2. Пусть прямоугольник (6.3.12) включает в себя части трех 
или четырех оптимальных подмножеств вида: 
 
 
Здесь необходима информация не только о координатах точек пересе-
чения оптимальных границ со сторонами рассматриваемого прямоуголь-
ника, но и о координатах точки пересечения между оптимальными под-
множествами, которые частично принадлежат прямоугольнику (6.3.12). 
Для определения точки пересечения оптимальных подмножеств, частично 
принадлежащих прямоугольнику (6.3.12), предлагается такая процедура. 
Произвольным образом выбираем сторону прямоугольника (6.3.12), со-
держащую точку пересечения с оптимальной границей некоторого под-
множества *kΩ , частично принадлежащего прямоугольнику (6.3.12); про-
извольно выбираем вершину этой стороны; соединяем ее с серединой 





чение с оптимальной границей: т. е. значения функции ( )  в рассматри-
ваемых точках  разные. 
Таким образом, для оптимальной границы некоторого подмножества, 
частично принадлежащего прямоугольнику (6.3.12), получены две пары 
координат точек, которые ей принадлежат. Повторяем описанный процесс 
для определения хотя бы еще одной пары таких точек. После вычисления 
пар точек, принадлежащих оптимальным границам подмножеств, частич-
но принадлежащих прямоугольнику (6.3.12), определяем координаты точ-
ки пересечения оптимальных границ между этими подмножествами. На-
ходим все площади частей оптимальных подмножеств, которые разме-
щаются в прямоугольнике (6.3.12), и увеличиваем соответствующие ком-
поненты вектора 1 NS = (S ,..., S )  на полученные значения мер подмно-
жеств. 
 
Шаг 5. Перебрав все прямоугольники множества , получаем вектор 
1 NS = (S ,..., S ) , который содержит значения мер оптимальных подмно-
жеств * *1 NΩ ,..., Ω .  Иначе  переходим на шаг 4. 
Алгоритм 6.3 описан. 
 
Исследование эффективности алгоритмов отыскания узлов и коэффи-
циентов оптимальной квадратурной формулы для классов функций, опре-
деленных на  из nE , n = 1, 2, 3, заданных квазиметриками 
(6.3.13)−(6.3.15), приведено в работе [1]. Там же проводилось сравнение 
полученных результатов работы алгоритмов 6.1−6.3 с уже известными 
аналитическими решениями, т. е. когда задача построения оптимальных 
квадратур сводится к задаче оптимального покрытия [100]. Подтверждена 
достоверность алгоритмов 6.1−6.3 и их высокая эффективность.  
Алгоритмы 6.1−6.3 также достаточно эффективно работают и для слу-
чаев, когда задача построения оптимальных квадратур не сводится к зада-
че оптимального покрытия, а решается задача оптимального разбиения, 
где центры подмножеств разбиения являются узлами квадратурной фор-
мулы. Значения гарантированной точности зависят от числа N разбиений 
множества  на подмножества. При его увеличении значение наилучшей 
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6.4. РЕШЕНИЕ НЕПРЕРЫВНЫХ ЗАДАЧ  
ОПТИМАЛЬНОГО ПОКРЫТИЯ МНОЖЕСТВ 
 
Интенсивное изучение задачи об оптимальном покрытии множества 
произвольной структуры конечной системой подмножеств началось в 60-е 
годы ХХ века и продолжается до настоящего времени [7, 18, 45, 57, 63, 72, 
87, 90, 96, 97, 100, 163, 166, 167 и др.]. Интерес к задаче об оптимальном 
покрытии можно объяснить тем, что она служит адекватной математиче-
ской моделью для большоего числа задач техники, экономики и других 
областей человеческой деятельности. Такими задачами являются, напри-
мер, задача построения сети из искусственных спутников земли, предна-
значенных для контролирования диапазона круговых орбит [87], задача 
об оптимальном (с точки зрения минимизации максимально возможного  
проигрыша) выборе параметров нескольких типов летательных аппара-
тов, проектируемых для выполнения всего заданного диапазона маневров 
[87], задача выбора оптимальной мощности универсальных двигательных 
установок малой тяги, задачи оптимального размещения предприятий и 
баз снабжения [18] и др. 
Примерами теоретических задач, сводящихся к задачам оптимального 
покрытия, являются, например, задачи восстановления функций, глобаль-
ной оптимизации, построения оптимальных квадратур [100]. 
Рассмотрим здесь непрерывные задачи о покрытии множеств в сле-
дующих постановках. 
Пусть Ω – ограниченное, замкнутое, измеримое по Лебегу множество в 
n-мерном евклидовом пространстве Еn. 
Будем называть с-шаром радиуса R с центром в точке τi из Еn множе-
ство вида   В(τi,R) = {х Еn: с(х, τi) ≤ R}, где с(х, τi) – некоторая квазимет-
рика [100]. 
Скажем, что совокупность центров τ1,…, τN задает шаровое покрытие 





Ясно, что радиус R покрытия множества Ω, задаваемого центрами 
τ1,…, τN (вектором τ
N







min с(х, τi),    (6.4.1) 
где τ
N 
= (τ1,…, τN)  n n
N








...  = Ω N ). 
Очевидно,  что  покрытие  множества  Ω,  задаваемого  вектором 
τ
N
=(τ1,…,τN), с радиусом R(τ
N
), определяемым по формуле (6.4.1), являет-
ся минимальным с-шаровым покрытием, генерируемым вектором τ
N
, т. е. 
никакие с-шары меньшего радиуса с центрами в τ1,…, τN не покрывают Ω 
[100, 144]. 
Покрытие минимального радиуса назовем оптимальным. 










min с(х, τi), 
называемую радиусом оптимального покрытия и вектор τ N*  = (τ
*
1 ,…, 
τ *N ), при которых достигается значение, равное нижней грани. 
Рассмотрим три известные непрерывные задачи о с-шаровом покры-
тии, следуя [87, 100, 144]. 
Задача П1 (центры фиксированы). Для заданной системы центров 
(τ1,…, τN) из Е
N
n  (либо из Ω
N
) найти минимальное с-шаровое покрытие 
множества   Ω, т. е. найти величину (6.4.1). 
Как известно [100, 144], величина радиуса R(τ
N
) покрытия, заданного 
вектором τ
N 
= (τ1,…, τN) из Ω
N  в задаче П1, тесно связана с разбиением 
Дирихле – Вороного множества Ω, т. е. с таким разбиением множества Ω 
на измеримые попарно непересекающиеся подмножества Ω1,…, ΩN, объе-
динение которых есть Ω, и такие, что  
с(х, τi) = 
j=1,..., N
min с(х, τj), х Ωi,  i = 1,…, N. 












sup с(х, τi).    (6.4.2) 
Таким образом, для отыскания решения задачи П1 можно предложить 
следующую схему (рис. 6.23): 
1) найти  разбиение  Дирихле – Вороного Ω1,…, ΩN, генерируемое 
вектором τ
N 
= (τ1,…, τN) из Ω
N ; 
2) для каждого подмножества Ωi найти максимальное расстояние от 
точки τi до его границы; 
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3) среди этих максимальных расстояний выбрать наибольшее и при-












Рис. 6.23. Схема отыскания решения задачи о покрытии  
с фиксированными центрами 
 
Как видно, на первом этапе этой схемы решения задачи П1 возникает 
задача оптимального разбиения компактного множества Ω на непересе-
кающиеся подмножества Ω1,…, ΩN с фиксированными центрами τ1,…, τN 
этих подмножеств, математически сформулированная в следующем виде. 
 
Задача Р1: найти такую вектор-функцию λ(х) = (λ1(х),…, λN(х)), ха-






достигал минимального значения при условиях 
λi(х) = 0  1 п. в. для х Ω, 
N
i=1
λi(х) = 1  п. в. для х Ω. 
Таким образом, для выполнения первого этапа решения задачи о по-
крытии П1 можно использовать оптимальное решение задачи Р1, являю-
щееся разбиением Дирихле – Вороного, имеющее для i = 1,…, N и почти 
всех х Ω вид: 
λi(х) = 
i j  i
j=1,..., N
1,  c(x, τ ) min c(x, τ ),    x ,
0,   в остальных случаях.
 
Рассмотрим теперь более сложную задачу об оптимальном покрытии, 
в которой, в отличие от задачи П1, центры τ1,…, τN не фиксированы, а 
должны разместиться во множестве Ω так, чтобы получить покрытие ми-











Задача П2 (об оптимальном ограниченном с-шаровом покрытии). При 
заданном числе N центров τ1,…,τN найти их размещение в области Ω, 
осуществляющее покрытие множества Ω с минимальным радиусом, т. е. 
найти величину 
R(τ N* ) = 
N





min с(х, τi),   (6.4.3) 





N Е Nn , при которых в (6.4.3) достигается 
значение, равное нижней грани. 
Заметим, что если Ω – компактное множество, а с(х, τi) – непрерывна, 
то оптимальное покрытие множества Ω заданным числом N с-шаров оди-
накового радиуса существует [87]. 
Сформулируем теперь задачу об оптимальном покрытии, отличаю-
щуюся от задачи П2 тем, что центры τ1,…, τN могут размещаться не во 
множестве Ω, а во всем пространстве Еn. 
 
Задача П3 (об оптимальном с-шаровом покрытии). При заданном чис-
ле N центров τ1,…, τN найти их размещение в Еn, осуществляющее покры-
тие множества Ω с минимальным радиусом, т. е. найти величину 






min с(х,τi),    (6.4.4) 






n , при которых в (6.4.4) достигается значе-
ние, равное нижней грани. 
Заметим, что обобщением задач П2 и П3 является задача об оптималь-
ном покрытии, в которой каждый (или все)  из центров  τ1,…, τi,…, τN  
может размещаться в соответствующем множестве Тi (выпуклом, замкну-
том, ограниченном) из Еn, которое не обязательно совпадает с подмноже-
ством Ωi. 
Схема решения задачи П2 состоит из первых трех пунктов схемы ре-
шения задачи П1 и 4-го пункта, состоящего в следующем: 
4) из всех наборов (τ1,…, τN) Ω
N
 выбрать тот (обозначим его (τ *1 ,…, 
τ *N )), для которого радиус R(τ
N
* ) будет минимальным. 
Результат четвертого пункта схемы решения задачи П2 представлен на 
рис. 6.24. 
И, наконец, сформулируем задачу о покрытии, отличающуюся от пер-
вых трех задач тем, что число N центров τ1,…, τN заранее не задано. 
 




Рис. 6.24. Ограниченное оптимальное с-шаровое покрытие множества Ω  
при N=3, τN ΩN 
 
Задача П4 об отыскании минимальной по числу совокупности цен-
тров покрытия: при заданном радиусе покрытия R найти минимальную по 
числу N совокупность центров τ1,…, τN, генерирующую покрытие ком-
пактного множества Ω. 
Задача П2 отличается от задачи П3 так же, как задача конечномерной 
условной оптимизации отличается от задачи конечномерной безусловной 
оптимизации. Кроме того, как указано в работе [87], задачи П2 и П4 в 
определенном смысле взаимны. Поэтому в дальнейшем, не ограничивая  
общности,  можно  остановиться  на  рассмотрении задачи П2. 
В данном разделе приведём конструктивный алгоритм решения непре-
рывной задачи об оптимальном покрытии множеств из Еn, разработанный 
на основе теории оптимального разбиения множеств.  
Предложенный алгоритм оптимального покрытия, в отличие от алго-
ритмов, рассмотренных в [18, 87, 100, 137, 138, 144], удовлетворяет таким 
условиям: 
– он не зависит от геометрических особенностей покрываемого мно-
жества и размерности пространства Еn;  
– каждый итерационный шаг его позволяет улучшать положение одно-
временно всех центров τ1,…, τN; 
– его можно использовать для различных квазиметрик с из [100]; 
– он имеет простую программную реализацию. 
Перейдём к описанию алгоритма решения непрерывной задачи П2 об 
оптимальном с-шаровом  покрытии множества из Еn, сформулированной в 
следующем виде. 


















гу множество в n-мерном евклидовом пространстве Еn. 
 
Задача П2. При заданном числе N центров τ1,…, τN найти их размеще-
ние в области Ω, осуществляющее с-шаровое покрытие множества Ω с 
минимальным радиусом, т. е. найти величину 
R(τ N* ) = 
N





min с(х, τi)   
 (6.4.5) 





N Е Nn , при которых в (6.4.5) достигается 
значение, равное нижней грани. 
Здесь функция с(х, τi) определяется как одна из метрик: 





(x τ )  – евклидова,    (6.4.6) 





|x τ |  – манхэттенская,  
 (6.4.7) 




ix τ |} – Чебышева.  (6.4.8) 
Поскольку, как отмечалось выше, для компактного множества Ω из Еn 
и непрерывной функции с оптимальное покрытие множества Ω заданным 
числом N с-шаров одинакового радиуса существует, то задачу (6.4.5) 
можно переписать следующим образом: 




min с(х, τi) → 
N
1 N(τ ,..., τ )
min .  (6.4.9) 
 
6.4.1. Свойства непрерывной задачи  
об оптимальном покрытии 
 
Отметим некоторые свойства функции R(τ1,…, τN) задачи (6.4.9) для 
случая евклидовой нормы с(х, τi), т. е. с(х, τi) = || х – τi ||
nE
. Обоснование и 
иллюстрацию этих свойств см. в работе [65]. 
1. Легко показать, что функция R(τ1,…, τN) – непрерывна и ограничена 
на Ω
N
. Отметим также, что функция R(τ1,…,τN) задачи (6.4.9) является 
липшицевой на Ω
N


















 = (τ1,…, τN),  L > 0 – константа Липшица, не зависящая от выбора 







   из   Ω
N
. Доказательство этого утверждения можно найти в 
работе [144]. 
2. Функция R(τ1,…, τN) задачи (6.4.9) не является выпуклой на Ω
N
. 
3. Из того, что функция R(τ1,…, τN) удовлетворяет условию Липшица, 
следует, что она почти всюду дифференцируема [109], поэтому в даль-
нейшем правомерно будет вести речь о почти или обобщенных градиен-
тах этой функции. 
4. Многоэкстремальная функция R(τ1,…, τN)  в зависимости от вида 
множества Ω может обладать (с точностью до перенумерации центров) 
конечным или бесконечным числом глобальных минимумов, а также мо-
жет иметь локальные минимумы. 
5. Как доказано в [144], для непустого компактного множества Ω Еn и 











max с(х,τi),   
 (6.4.10) 
где множества Ωi, i = 1,…,N, составляют диаграмму Дирихле − Вороного 
для множества  Ω, т. е.  
Ωi = {х Ω: с(х,τi) = 
j=1,...,N




причем множества Ωi – компактны для всех i = 1,…, N. 
Заметим, что множество  Ωi  определяется точкой τi, поэтому иногда Ωi 
будем записывать как Ω(τi). 
6. Из [144] следует также, что если А – непустое компактное множест-
во из Еn, то для любых у Еn имеет место: 
у0 = 
x A




sup ||у – х ||
nE
, 
где со(А) – выпуклая оболочка множества А. 
7. Обозначим через Т фиксированное разбиение непустого компактно-




Тi = Ω,  Тi Тj = ,  i ≠ j,  i, j = 1,…, N,  Тi – непустые, компактные. 





max с(х, τi).     (6.4.11) 
Поскольку в (6.4.11) функции с(х,τi), i = 1,…, N, определены на Тi×Еn, 
непрерывны по х и выпуклы по τi на Еn (либо на открытом выпуклом 






) из (6.4.11) выпуклы по τi на Е
N
n . И, согласно той же теореме, суб-
градиентное множество G T
iσ
(τ N0 ) в точке τ
N
0  функции (6.4.11) вычисляет-
ся по формуле: 
G T
iσ





(τ N0 ),    
 (6.4.12) 
где I(τ N0 ) = {х: х Тi; с(х, τ
0




0 )}; G ic(x,τ ) (τ
N
0 ) – субдифференциал 
функции с(х, τi) по τi на Еn при данном х Тi.  
Субградиентное множество G T
iσ
(τ N0 ) непустое,  выпуклое, компакт-
ное. 
Таким образом, из выпуклости функций σi(τ
N
) на Е Nn  и равенства 
(6.4.10) следует, что значением целевой функции задачи (6.4.9) является 
максимум решений  конечного числа выпуклых оптимизационных задач. 
Замечание 6.1. Еще раз подчеркнем, что в формуле (6.4.12) Тi – i-е 
подмножество фиксированного разбиения множества Ω. Однако, если 
разбиение множества Ω на подмножества не фиксировано и неизвестно 
заранее положение точек τ1,…, τN, генерирующих оптимальное покрытие 
множества Ω, а значит, и соответствующее разбиение Дирихле − Вороно-
го, то функция R(τ1,…, τN) задачи (6.4.9) не является, как отмечалось вы-
ше, выпуклой на Ω
N
 вследствие невыпуклости по τ
N







min с(х, τj). 
Но хотя функция r(х, τ
N
) не является выпуклой по τ
N
 при любом фик-
сированном х Ω, она состоит из выпуклых участков, отвечающих ло-
кальным минимумам функции R(τ1,…, τN), а,  как известно [109], для не-
выпуклых кусочно-гладких функций почтиградиент совпадает с субгра-
диентом к одному из примыкающих к данной точке выпуклых участков.  
Далее приведем лемму, следуя [144], которая дает возможность гене-
рировать  монотонно  убывающую  последовательность  значений целе-
вой  функции  R(τ1,…,τN)  задачи (6.4.9) об оптимальном покрытии мно-
жества Ω. 







min с(х, τi). 
Если центры 1τ ,…, Nτ  выбрать из условия 




max с(х, iτ ) = 
i iτ co (τ )
min
ix (τ )
max с(х, τi),  i = 1,…, N, 
то R( 1τ ,…, Nτ ) ≤ R(τ1,…, τN). 
(Здесь центр iτ  задает шар, покрывающий Ω(τi) с минимальным ра-
диусом.) 
Д о к а з а т е л ь с т в о (см. [65, с. 351 - 352]. 
 
6.4.2. Алгоритм  оптимального покрытия множества 
шарами минимального радиуса, основанный на  
использовании методов оптимального разбиения  множеств 
 
Для решения задачи (6.4.9) об оптимальном покрытии, т. е. для оты-
скания координат центров τ *1 ,…, τ
*
N  и значения радиуса покрытия 
R(τ *1 ,…, τ
*
N ), минимизирующих  целевую функцию  








,     (6.4.14) 
необходимо,  согласно лемме 6.1, минимизировать по τi,  i = 1,…, N, на 
множестве  соΩ(τi) функции 
Ri(τi) = 
ix (τ )
max с(х, τi),  i = 1,…, N.       (6.4.15) 








Поскольку функции Ri(τi) из (6.4.15) недифференцируемы, для реше-
ния задачи (6.4.13), (6.4.14) будем использовать один из вариантов метода 
r-алгоритма Шора [109]). 
Согласно (6.4.12) и замечанию 6.1, i-я компонента N-мерного вектора 
обобщенного градиента  
gR(τ
N


















))   (6.4.16) 
функции R(τ
N
) из (6.4.9) в точке  τ
N
=(τ1,…, τN) является элементом субгра-








) = со {g iτc (τ
N
, x i);  x i: || x i – τi|| = 
ix (τ )




где g iτc (τ
N
, x i) – обобщенный градиент функции с( x , τi) в точке   τ
N
 = 











 к задаче безусловной минимизации по τ
N
 на Е Nn  с по-
мощью введения в целевую функцию (6.4.13) негладкой штрафной функ-
ции множества соΩ. 
Если соΩ = {х Еn: ρ(х) ≤ 0}, где ρ(х) – функция, задающая границу об-
ласти  соΩ, то негладкую штрафную функцию Н для задачи (6.4.13), 
(6.4.14) можно ввести следующим образом: 
Н(τ1,…, τN) = S
N
i=1
mах{0, ρ(τi)},  (6.4.18) 
где S – достаточно большое положительное число (значительно боль-
шее максимального из множителей Лагранжа для функции (6.4.13)). 
Заметим, что, как известно [81], функции   mах{0, ρ(τi)}, i = 1,…, N вы-
пуклы на соΩ, если выпуклы функции ρ(τi) на соΩ, и i-я компонента       
N-мерного вектора обобщенного градиента 













функции Н в точке τ
N
 = (τ1,…, τN) Е
N
n  имеет вид: 
  g i
τ
H (τ1,…, τN) = S·mах{0, ρ(τi)}g
iτ
ρ (τi),    (6.4.19) 
где g iτρ (τi) – обобщенный градиент функции ρ(τi) в точке τi. 
Таким образом, от задачи условной минимизации (6.4.13), (6.4.14) пе-
решли к следующей задаче безусловной минимизации: 
R (τ1,…, τN) = R(τ1,…, τN) + Н(τ1,…, τN) → 
N
1 N n(τ ,..., τ ) E
min , (6.4.20) 
где R(τ1,…, τN) имеет вид (6.4.13),  Н(τ1,…, τN) имеет вид (6.4.18). 
Обобщенный градиент функции R (τ1,…, τN) в точке τ
N
 = (τ1,…, τN) за-
дается формулой  
g R (τ1,…, τN) = gR(τ1,…, τN) + gН(τ1,…, τN),  (6.4.21) 
где i-я компонента N-мерного вектора обобщенного градиента gR(τ
N
) из 
(6.4.16) функции R(τ1,…, τN) в точке τ
N







) (см. (6.4.17)), а i-я компонента N-мерного вектора 
gН(τ1,…, τN) задается формулой (6.4.19). 
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, x i) для ка-
ждой из метрик с(х, τi) можно найти в [65]. 
Перейдем к описанию алгоритма решения задачи (6.4.13), (6.4.14) об 
оптимальном покрытии множества Ω из Еn. 
Для этого область Ω заключим в n-мерный параллелепипед П, стороны 
которого параллельны осям декартовой системы координат, вводя вспо-
могательную функцию ρ(х), определенную на П, такую, что 
ρ(х) = 
0   для   x \ ,
1   для   x .
 
Тогда в задаче (6.4.13), (6.4.14) в качестве выпуклой оболочки соΩ 
множества Ω будет выступать n-мерный параллелепипед П, а под функ-
цией с(х, τi) будет пониматься функция с(х, τi)·ρ(х), определенная на П и 
совпадающая с с(х, τi) на Ω, что даёт возможность применять этот алго-
ритм также для невыпуклых областей. 
Для упрощения обозначений в алгоритме вектор τ
N
 = (τ1,…, τN) обо-
значим через τ = (τ1,…, τN). 
Алгоритм 6.1 
Предварительный этап. Параллелепипед П покрываем прямоуголь-
ной сеткой с шагом Δhj, j = 1,…, n, и задаем начальное положение центров 
покрытия τ
(0)
 = (τ (0)1 ,…, τ
(0)
N ). Строим по этим центрам разбиение Дирих-




N )}, используя алго-
ритм решения задачи А1 ОРМ без ограничений с заданным положением 
центров подмножеств. 
Для каждого подмножества Ω(τ (0)i ), i = 1,…, N, находим перебором на 
сетке все наиболее удаленные точки x (0)i  от соответствующего центра 
τ (0)i , i = 1,…, N. С помощью этих точек по формуле (6.4.21) вычисляем 
вектор-градиент g R (τ1,…, τN) в точке τ
(0)
, выбираем начальный пробный 
шаг r-алгоритма h0>0. 





 – h0·g R (τ
(0)
)), 
РП – оператор проектирования на П. 
Переходим ко второму шагу. 
Пусть в результате вычислений после k, k = 1, 2,..., шагов алгоритма 
получен определенный вектор τ
(k)






Опишем (k+1)-й шаг алгоритма. 
1. По центрам τ (k)1 ,…, τ
(k)
N  с помощью алгоритма решения задачи А1 
оптимального разбиения множеств строим разбиение Дирихле − Вороно-
го {Ω(τ (k)
i
), i = 1,…, N}. Для каждого множества Ω(τ (k)
i
), i = 1,…, N, на-
ходим перебором на сетке все наиболее удаленные точки x (k)i  от соот-
ветствующего центра τ (k)
i
. 
2. Вычисляем значения g R (τ) по формулам (6.4.21) при  τ=τ
(k)
. 
3. Проводим (k+1)-й шаг r-алгоритма в Н-форме [81], итерационная 









H g (τ )
τ h
(H g (τ ), g (τ ))
, 
где Нk+1 – матрица растяжения пространства с коэффициентом α (его це-
лесообразно брать равным 3) в направлении разности двух последова-
тельных обобщенных градиентов, имеющая вид: 
Нk+1 = Нk + (1/α
2 –1)
T







Rg (τ )  – 
(k 1)
Rg (τ ) . 
Если из-за округлений счета Нk+1 перестает быть положительно опре-
деленной, заменяем ее единичной матрицей. 







H g (τ )
τ h
(H g (τ ), g (τ ))
. 





|| ≤ ε,   ε>0,    (6.4.22) 
не выполняется, переходим к (k+2)-му шагу алгоритма, в противном слу-
чае – к п. 5. 
5. Полагаем τ*=τ
(l)
, где l – номер итерации, на которой выполнилось 
условие (6.4.22) завершения работы алгоритма. 





max с(х, τі),  
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при τ = τ*. 
Алгоритм 6.1 описан. 
 




 в формуле (6.4.22) 
определяется по одной из формул (6.4.6)−(6.4.8), в зависимости от вы-
бранной в алгоритме 6.1 метрики с(х, τі). 
 
Замечание. Описанный алгоритм 6.1 из-за невыпуклости целевой 
функции R(τ1,…, τN)  задачи (6.4.9) приводит в пределе к системе центров 




N ), являющейся, вообще говоря, точкой локального ми-
нимума этой функции. 






 является точкой ло-
кального минимума функции R(τ1,…, τN)  из (6.4.9) на множестве Ω
N
, если 
существует δ>0, такое, что R(τ *1 ,…, τ
*













E ... E , т. е. 
Вδ(τ
N




E ... E : || τ
N
 – τ N*
 
|| ≤ δ, где норма || · || – одна из метрик 
(6.4.6)−(6.4.8)}. 




N ) в преде-
лах некоторой окрестности Вδ(τ
N
* ) не сможет уменьшить радиус покры-
тия R(τ *1 ,…, τ
*
N ). 
Если такая окрестность Вδ(τ
N
* ) совпадает со всем множеством Ω
N
, то 
точка τ N* Ω
N
 будет точкой глобального минимума функции R(τ1,…, τN)  
задачи (6.4.9). 
Замечание к алгоритму 6.1. Сходство и различие непрерывных задач 
оптимального с-покрытия и оптимального разбиения множеств были ис-
следованы в работе [45]. Для покрытия множества Ω, генерируемого век-
тором τ
N
 = (τ1,…,τN), можно  использовать оптимальное решение задачи 
ОРМ с фиксированными центрами τ1,…,τN (алгоритм ОРМ с фиксирован-
ными центрами), являющееся разбиением Дирихле − Вороного. Поэтому 
на каждой итерации разработанного алгоритма оптимального покрытия 
множества Ω используется алгоритм решения задачи А1 оптимального 
разбиения этого множества при заданных координатах центров подмно-




Несмотря на то, что задачи оптимального покрытия и оптимального 
разбиения, вообще говоря, различны, имеют место частные случаи, когда 
центры оптимального покрытия совпадают с центрами оптимального раз-
биения. 
Так, например, если метрика с(х,τi) такова, что 
 
с(х,τi) = mах {|х
(1)








т. е. в качестве покрывающего с-шара В(х,τi) выступает квадрат, то диа-
грамма Дирихле − Вороного является одновременно глобальным опти-
мальным решением для обеих задач. 
 
6.4.3. Исследование эффективности алгоритма 
оптимального с-покрытия 
 
Для  исследования  эффективности  алгоритма 6.1 оптимального         
с-шарового покрытия были проведены многочисленные вычислительные 
эксперименты по покрытию с-шарами выпуклого множества Ω Е2, яв-
ляющегося единичным квадратом {[0,1]×[0,1]}, в случае метрик с(х, τі), 
заданных формулами (6.4.6)−(6.4.8). 
Для экспериментов по покрытию невыпуклых множеств Ω был выбран 
тестовый пример из [144]. 
Проводились также эксперименты по покрытию дискретных мно-
жеств. 
Для реализации алгоритма 6.1 в каждой из трех метрик (6.4.6)−(6.4.8) 
следующие параметры либо задаются пользователем, либо заданы по 
умолчанию в алгоритме: 
 – ε – точность вычисления координат центров покрытия исполь-
зуется в условии останова r-алгоритма Шора (по умолчанию: 0,0001); 
 – h0 – начальный пробный шаг r-алгоритма Шора (по умолчанию: 
h0=1); 
 – М – количество узлов сетки, аппроксимирующей множество Ω, 
по каждой из координатных осей (по умолчанию: М = 100); 
 – N – число покрывающих с-шаров; 
 – τ (0)1 ,…, τ
(0)
N  – начальное приближение для оптимальных цен-
тров покрытия (по умолчанию: начальное положение для всех центров 
покрытия – начало координат). 
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6.4.3.1. Результаты численных экспериментов по покрытию  
единичного квадрата с евклидовой метрикой 
 
Опишем и проанализируем результаты экспериментов по покрытию 
единичного квадрата из Е2 с евклидовой  метрикой 
с(х, τі) = || х – τi ||2 = 
(1) (2)2 2
i i(х τ ) (y τ ) . (6.4.6’) 
В табл. 6.4  приведены численные значения минимальных радиусов 
оптимальных   решений задачи  (6.4.9)  для  соответствующих  значений 
N = 2,…,15, полученные алгоритмом и радиусами, полученными геомет-
рически. Результаты, полученные алгоритмом, согласуются с результата-
ми, описанными  в работах [18, 87]. Заметим, что авторам этих работ уда-
лось получить решения только для N ≤ 15. На рис.  6.25 изображено оп-
тимальное покрытие единичного квадрата с радиусом покрытия R(τ*) = 
=0,0687, полученное алгоритмом, для N = 100 на сетке 200×200 с началь-
ным шагом 0,2.  
Как правило, в результате экспериментов алгоритм приводил к гло-
бальному оптимальному решению задачи (6.4.9) об оптимальном покры-
тии. Это можно увидеть в табл. 6.4, сравнивая оптимальные значения ра-
диусов покрытия R(τ*), полученных алгоритмом с радиусами R*, полу-
ченными геометрически, хотя (крайне редко) имели место эксперименты, 
приводящие к локальному минимуму задачи (6.4.9). 
 
Таблица 6.4 

















2 0.5599 0.5590 9 0.2339 0.2357 
3 0.5033 0.5038 10 0.2186 0.2221 
4 0.3536 0.3536 11 0.2125 0.2125 
5 0.3266 0.3260 12 0.2068 0.2082 
6 0.3001 0.3005 13 0.1956 0.1966 
7 0.2596 0.2750 14 0.1859 0.1912 
8 0.2596 0.2612 15 0.1807 0.1852 
 
Проведенные вычислительные эксперименты позволяют также сделать 




шения рассматриваемой задачи обусловливается в основном погрешно-
стью, получаемой вследствие выбранной величины шага сетки. При этом 
точное значение минимального радиуса покрытия R* находится на отрез-
ке [R(τ*)– Δ, R(τ*)+Δ], где R(τ*) – значение минимального радиуса, полу-
ченное на заданной сетке; Δ – погрешность расчёта радиуса, полученная 




. Здесь Δhх, Δhу – шаги сетки, которая использовалась для по-
лучения диаграммы Дирихле − Вороного по осям 0х и 0у соответственно. 
 
 
Рис. 6.25. Оптимальное покрытие единичного 
квадрата в случае ||х|| = ||х||2, N=100,  полученное 
алгоритмом  6.1 
 
6.4.3.2. Результаты численных экспериментов по с-покрытию  
единичного квадрата с метрикой Чебышева 
 
Для метрики Чебышева в работе [100] теоретически установлено, что  
если  множество   Ω  –  координатный   куб, т. е. Ω = {х: 0 ≤ х
j
 ≤ 1,  j = 
1,…, n}, то решение задачи (6.4.9) оптимального покрытия в случае мет-
рики Чебышева (6.4.6) находится в явном виде: 
 R* = 
1
2m
, где m = [ n N ];          (6.4.23) 
 m
n
 из центров τ *1 ,…, τ
*
N  оптимального покрытия совпадают с точ-
ками 




1 2 nj j j, ,..., 
2m 2m 2m
, j1,…, jn {1, 3,…, 2m–1}; (6.4.24) 
 остальные  (N – m
n
) – произвольные точки. 
 Отсюда следует, что для случая N = m
n
 оптимальные координаты 
всех N центров покрытия определяются аналитически по формулам 
(6.4.24), а для случая m
n
 < N < (m+1)
n
, m – целое, аналитически можно 
определить оптимальные координаты только m
n
 центров покрытия, ос-
тальные остаются неизвестными. 
Сравним аналитические результаты из [100] по покрытию единичного 
квадрата из Е2 в случае метрики Чебышева 




 – τ (1)i |, |х
(2)
 – τ (2)i |},  (6.4.8') 
с численными результатами, полученными  алгоритмом 6.1. 
Заметим сразу, что с помощью алгоритма 6.1 можно определить коор-
динаты оптимальных центров покрытия как для случая N = m
2
, так   и   (в 
отличие  от  теоретических результатов из [100]) для случая m
2




Опишем и проанализируем сначала результаты численных экспери-
ментов по  покрытию   единичного   квадрата   с   метрикой  (6.4.8')  для  
случая  N  =  m
2
,  m = 2, 3, 4, 5.  
На рис. 6.26 изображены диаграммы Дирихле - Вороного глобальных 
оптимальных  решений  задачи оптимального покрытия (6.4.9) для случа-
ев N=m
2
=4,9,16,25, полученные с точностью ε=0.0001, а в табл. 6.5 приве-
дены значения соответствующих оптимальных радиусов покрытия R(τ*), 
полученных алгоритмом 6.1, и оптимальных радиусов, полученных теоре-
тически в [100]. 
Как видно, все приведенные численные результаты по покрытию еди-
ничного квадрата совпадают (с небольшой погрешностью) с теоретиче-
скими, приведенными в работе [100]. 
Алгоритмом 6.2 получено также оптимальное покрытие единичного 
квадрата для случая ||х||=||х||0, N=100.  Минимальный радиус покрытия – 
R(τ*) = 0,0563. 
 





Оптимальное покрытие единичного квадрата с метрикой Чебышева, N=4, 9, 16, 
25 
N 
Минимальный радиус,  
полученный алгоритмом 1, 
R(τ*) 




4 0.2525 0.2500 
9 0.1684 0.1667 
16 0.1275 0.1250 
25 0.1023 0.1000 
 
Перейдём теперь к описанию и анализу результатов численных экспе-
риментов по покрытию единичного квадрата с метрикой Чебышева 
(6.4.8’) для случая m
2
 < N < (m+1)
2
. 




















Рис. 6.27. Оптимальное покрытие единичного квадрата в случае ||х|| = ||х||0, 
N=3, 5, 6 , 7 
 
На рис. 6.27, а  представлена диаграмма Дирихле - Вороного опти-
мального решения задачи оптимального покрытия (6.4.9) для случая N=3. 
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отличается от теоретического R T* = 0,5 на величину 0,0004. Число произ-
вольных центров составляет (N−m
2
)= 2.  
Представленные на рис. 6.27, б, в, г диаграммы соответствуют теоретиче-
ским результатам из 100 . Во всех трёх случаях m= N =2 и получен-
ные оптимальные значения радиусов покрытия для N=5,6,7 совпадают, с 
некоторыми погрешностями, с теоретическими значениеми R T* =0,25. В 
случае N=5 произвольным центром покрытия является 5, значения коор-
динат остальных четырёх центров совпадают с теоретическими с некото-
рой погрешностью, зависящей от заданной точности  и размеров сетки, 
покрывающей множество . Количество произвольных центров, согласно 
теории, в случае N=6 должно быть равно (N − m
2
) = 2, а в случае N = 7 
равно (N − m
2
) = 3. Из рис. 6.27, видно, что такими произвольными цен-
трами могут быть при N = 6 точки 5 и 6, при N = 7 − точки 5, 6 и 7. 
 
6.4.3.3. Результаты численных экспериментов по с-покрытию  
единичного квадрата с манхэттенской метрикой  
 
Опишем теперь результаты численного решения задачи оптимального 
покрытия единичного квадрата из Е2 с манхэттенской метрикой 
с(х, τі) = ||х – τi||1 = |х
1
 – τ 1i | + |х
2
 – τ 2i |, i = 1,…,N.  (6.4.7’) 
Для манхэттенской метрики в работе А. Г. Сухарева [100] теоретиче-







, m – целое, то оптимальные координаты центров по-
крытия вычисляются по формулам: 
τ *i  = 
1 2 1 2j j j +j 2m,
2m 2m
, j1, j2 {1,3,…,2m-1}. 
Результаты численных экспериментов по покрытию множества Ω       
с-шарами для N = 4, 9, совпадают с теоретическими с небольшой погреш-
ностью. Покрывающим с-шаром в этих случаях является ромб. 
На рис. 6.28 изображены диаграммы Дирихле − Вороного глобальных 
оптимальных решений для этой задачи, полученные алгоритмом: 
для N = 4 (за 142 итерации при М = 100, h0 = 1, ε = 0,0001, τ
0
i  = (0;0), i 
= 1,…,4): 
τ *1 =(0,5030; 0,7506), τ
*
2 =(0,5022; 0,2504), τ
*
3 =(0,2525; 0,5000), 




для N = 9 (за 211 итерации при М = 100, h0 = 0,5, ε = 0,0001, τ
0
i  заданы 
случайно, i=1,…,9): 
τ *1 =(0,5000; 0,1667), τ
*
2 =(0,5000; 0,8333), τ
*
3 =(0,1703; 0,4986), 
τ *4 =(0,6621; 0,3338), τ
*
5 =(0,3302; 0,6698), τ
*
6 =(0,8333; 0,5000), τ
*
7 =(0,4949; 
0,5051), τ *8 =(0,3378; 0,3288), τ
*
9  = (0,6667; 0,6667), 
R(τ*) = 0,1667. 
  
Рис. 6.28. Диаграммы Дирихле − Вороного оптимального покрытия множест-
ва Ω,  полученного алгоритмом 1 при N = 4, 9 в случае ||х|| = ||х||0 
 
На рис. 6.29, а, б изображены диаграммы Дирихле − Вороного опти-
мального покрытия единичного квадрата решений задачи (6.4.9) для мет-
рики (6.4.7’), полученного алгоритмом для N=4. В обоих случаях R(τ*) = 
0,5000. На рис. 6.29, а изображена диаграмма Дирихле − Вороного опти-
мального покрытия единичного квадрата четырьмя с-шарами,  получен-
ного  алгоритмом   за  140  итераций при М = 100, h0 = 1, ε = 0,0001, τ
0
i  = 
(0;0), i = 1,…,4. Оптимальные координаты центров покрытия в этом слу-
чае имеют вид: 
τ *1 =(0,6768; 0,1717), τ
*
2 =(0,3232; 0,8283), τ
*
3 =(0,1717; 0,3232), 
τ *4 =(0,8283; 0,6768). 
На рис. 6.29, б изображена диаграмма Дирихле − Вороного ещё одного 
оптимального решения этой же задачи (R(τ*) = 0,5000), полученного алго-
ритмом 1 за 115 итераций при М = 101, h0 = 0,2, ε = 0,0001, τ
0
i  = (0;0), i = 
1,…,4. Оптимальные координаты центров покрытия в этом случае имеют 
вид: 
τ *1 =(0,9851; 0,4800), τ
*
2 =(0,5225; 0,9875), τ
*
3 =(0,0165; 0,5165), 
τ *4 =(0,4784; 0,0134). 





а         б 
Рис. 6.29. Диаграммы Дирихле - Вороного, оптимальные покрытия  
единичного квадрата,  полученные алгоритмом для метрики (6.4.7') при N = 4 
 
   
Рис. 6.30. Диаграммы Дирихле − Вороного, задачи (П5) оптимального покрытия 
единичного квадрата в случае ||х|| = ||х||1, N=5, 7, 9 
 
На рис. 6.30 представлены диаграммы Дирихле − Вороного для задачи 
оптимального покрытия (6.4.9) единичного квадрата с метрикой (6.4.7’), 
полученные алгоритмом для N = 5, 7, 9 при начальных данных τ 0i  = (0;0), 
i = 1,…,9. 
 
6.4.3.4.  Применение алгоритма 6.1 решения непрерывных задач 
оптимального с-покрытия к дискретным задачам покрытия 
 
Дискретную задачу оптимального покрытия рассмотрим в следующей 
постановке. 




N , каждый из ко-
торых может принадлежать соответствующему множеству Тi, i = 1,…,N, 
(выпуклому, замкнутому, ограниченному, принадлежащему Еn), генери-
рующих с-шаровое покрытие дискретного множества Ω с минимально 





min с(х, τі) → 
1 N 1 N(τ ,...,τ ) T ... T




Возможность применения алгоритма решения непрерывной задачи 
(6.4.9) о с-шаровом покрытии к решению дискретной задачи оптимально-
го покрытия (6.4.25) проиллюстрируем на двух следующих тестовых 
примерах. 
 
Пример 1. Множества Тi, i = 1,…,4, совпадают с единичным квадра-
том, т. е. Т1=Т2=Т3=Т4={[0,1]×[0,1]}. Метрика с(х, τі) – евклидова, N=4. 
Множество Ω состоит из точек:  
Ω = { (0,0; 0,0), (1/7; 0,0), (0,0; 1/7), (1/7; 1/7), (0,0; 6/7), (1/7; 6/7), (0,0; 
1,0), (1/7; 1,0), (3/7; 4/7), (4/7; 4/7), (3/7; 5/7), (4/7; 5/7), (6/7; 6/7), (1,0; 6/7), 
(6/7; 1,0), (1,0; 1,0)}.  
 
 
На рис. 6.31 представлено 
оптимальное решение этой  за-
дачи, полученное алгоритмом за 
254 итерации при следующих 
параметрах: h0=1, ε=0,0001, 
М=71, τ 0i =(0; 0), i=1,…,4. Здесь 
центры τ *i , i=1,…,4, отмечены 
«×». Полученные численные 
результаты согласуются с гео-
метрическими соображениями: 
τ *1 =(0,0714;0,0714),  
τ *3 =(0,9286;0,9286), 
τ *2 =(0,0714;0,9286), 
τ *4 =(0,5000;0,6429),  
R(τ*) = 0,1010. 
 
Рис. 6.31. Оптимальное покрытие  
дискретного  множества Ω из примера 1 
 
Пример 2. Покрывалось множество Ω, состоящее из точек: 
Ω = { (0,0; 0,0), (0,0; 0,25), (0,0; 0,5), (0,0; 0,75), (0,0; 1,0), (0,25; 0,0),  
(0,25; 0,25), (0,25; 0,5), (0,25; 0,75), (0,25; 1,0), (0,5; 0,0), (0,5; 0,25),  
(0,5; 0,5), (0,5; 0,75), (0,5; 1,0), (0,75; 0,0), (0,75; 0,25), (0,75; 0,5),  















































Метрика с(х, τі) – евклидова, 
N=2. Множества Тi, i=1, 2, имеют 
вид:  
Т1 ={[0,0; 0,25]×[0,0;0,25]}, Т2 
={[0,75; 1,0]×[0,0; 0,25]} . 
Результаты численного экспери-
мента, полученные алгоритмом 1 
за одну итерацию при h0 = 1, ε = 
0,0001, М = 41, τ 0i  = (0; 0), i = 1,2, 
имеют вид: 
τ *1  = (0,0200; 0,2500), 
τ *2  = (0,7500; 0,2500), 
R(τ*) = 0,7906. 
Рис. 6.32. Оптимальное покрытие 
дискретного множества Ω из примера 2 
 
На рис. 6.32 изображено оптимальное покрытие множества Ω, опти-
мальные центры покрытия отмечены «×». Результаты численных экспе-
риментов полностью подтверждаются геометрическими соображениями. 
 
 6.4.3.5. Результаты численных экспериментов по с-покрытию  
невыпуклых областей 
 
Возможность применения алгоритма решения непрерывной задачи 
(6.4.9) о с-шаровом покрытии к покрытию невыпуклых областей проил-
люстрируем следующими примерами. 
Пример 3. Проводилось покрытие невыпуклого множества Ω (мозаи-
ки, набранной из 7 правильных шестиугольников) 7 шарами. Центры по-
крытия τi, i = 1,…,7, размещались в соответствующих множествах Тi, i = 
1,…,7, где Тi = {[0,1]×[0,0; 10,3923]}. Начальные значения координат  
центров  покрытия выбирались нулевыми, т.  е. τ 0i  = (0; 0), i = 1,…,7.  
Оптимальное решение, полученное алгоритмом за 224 итерации при h0 
= 1, ε = 0,0001, М = 151, имеет вид, представленный на рис. 6.33. 
Оптимальные центры покрытия τ *i , i = 1,…,7, отмечены на рис. 6.33 
«×». Результаты численных экспериментов полностью подтверждаются 
геометрическими соображениями. 
 
•         •         •         •         •       
•         ×         •         ×         •         
•         •         •         •         •         
•         •         •         •         •         




















τ *1 =(0,4968; 0,1677), 
τ *2 = (0,5034; 0,5125), 
τ *3 =(0,1967; 0,3461), 
τ *4 =(0,4993; 0,8666), 
τ *5 =(0,8029; 0,3408), 
τ *6 =(0,1991; 0,6920), 
τ *7 =(0,8003; 0,6930), 
R(τ*)=0,2010. 
Рис. 6.33. Оптимальное покрытие мо-




Рис. 6.34. Оптимальное покрытие невыпуклого множества Ω тремя шарами 
Пример 4. Данный тестовый пример взят из работы [144]. Тремя ша-
рами покрывалось невыпуклое можество Ω, изображенное на рис. 6.34. 
Центры покрытия   τi,  i = 1, 2, 3,   размещались  в  соответствующих   
множествах  
Тi ={[0;8,5]×[0; 6]}, i = 1,2,3.  
Оптимальное решение, полученное алгоритмом за 860 итераций при h0=1, 
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=(1,7961; 1,9464). При этом R(τ*)=2,6926. На рис. 6.34 оптимальные цен-
тры отмечены точками.  Результаты, полученные алгоритмом для данного 
тестового примера, согласуются с результатами из [144]. 
 
6.4.3.6. Использование алгоритма оптимального с-покрытия  
для решения задачи покрытия множеств, точки которых  
имеют различный вес 
 
В ряде практических задач покрытия области, например, при оптими-
зации программ работы систем дистанционного зондирования Земли, 
возникает ситуация, когда на отдельных участках области потребность в 
спутниковой связи выше, чем на других. Так, например, в задаче покры-
тия для определения оптимального размещения супермаркетов плотность 
населения не везде будет одинакова. В задаче планирования в некотором 
регионе размещения станций сотовой связи стандарта CDMA радиус дей-
ствия этих станций зависит от количества потребителей. Так, при увели-
чении нагрузки радиус действия станции уменьшается, и соответственно, 
когда абоненты покидают зону действия станции, ее радиус действия уве-
личивается. Известна предполагаемая плотность распределения абонентов 
в часы максимально возможной нагрузки. Необходимо определить  ми-
нимально возможный радиус действия станций сотовой связи. 
Соответственно, во всех этих случаях и «вес» каждой точки в покры-
ваемом множестве может быть различным. Для учета плотности можно 
модифицировать исходный целевой функционал так, чтобы при решении 
задачи учитывался вес каждой точки области. 
Для решения задачи (6.4.9) об оптимальном c-покрытии, т. е. для оты-
скания координат центров τ *1 ,…,τ
*
N  и величины радиуса покрытия 
R(τ *1 ,…,τ
*









,   (6.4.27) 




max x с(х,τi),  i = 1,…,N.  (6.4.28) 
Будем считать, что плотность распределения является непрерывной 




ционала не меняет его свойств и все доказанные выше утверждения оста-
ются в силе.  
Проиллюстрируем это утверждение на примере части алгоритма 6.1, 
связанной с разбиением множества  на подмножества 
i 1 N{ ( ),i 1,..., N} { ( ),..., ( )}  при заданных центрах 1 N( ,..., ) . 
Справедлива следующая лемма. 
Лемма. Разбиение множества  на подмножества 1 N{ ( ),..., ( )}  
при заданных центрах 1 N( ,..., )  и переменной плотности распре-
деления совпадает с разбиением Дирихле − Вороного. Следовательно, 
указанная модификация целевого функционала не приводит к изменению 
алгоритма поиска оптимального решения.  
Пример 5. В качестве покрываемого множества рассматривался еди-
ничный квадрат, веса точек которого задавались функцией 
2 2(x 0,7) (y 0,5) 1(x,y) e . В табл. 6.6 приведены взвешенный радиус 
шаров покрытия, координаты их центров. На рис. 6.35 представлены оп-
тимальные покрытия единичного квадрата с неравномерно распределен-
ной плотностью для N = 2 7   при начальных данных τ 0i = =(0;0), i = 
2,…,7, оптимальные центры покрытия множества отмечены «•».  
 
Таблица 6.6 
Оптимальное решение тестовой задачи 
N 













τ1 = (0,7266;0,240934)  τ2 = (0,1768;0,404144) 




τ1 = (0,7549;0,5237)      τ2 = (0,7500;0,2797) 




τ1 =  (0,7531;0,5837)     τ2 = (0,8754;0,2964) 
τ3 =  (0,5050;0,2767)     τ4 = (0,2444;0,5778) 
τ5 =  (0,1293;0,2916) 
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τ1 = (0,8088;0,5958)      τ2 = (0,5629;0,2400) 
τ3 =  (0,8979;0,2724)     τ4 = (0,4421;0,5783) 




τ 1 = (0,3619;0,7920)      τ2 = (0,8326;0,5942)  
τ3 =  (0,8833;0,2711)      τ4 = (0,1377;0,5820) 
τ5 =  (0,5034;0,4484)      τ6 = (0,1487;0,2564) 









Рис. 6.35. Оптимальное покрытие единичного квадрата, точки которого  




6.4.3.7. Использование алгоритма оптимального с-покрытия  
для решения задачи покрытия множества минимальным 
 количеством шаров заданного радиуса 
 
Описанный выше алгоритм можно использовать для решения задачи о 
покрытии множества минимальным количеством шаров заданного 
радиуса. Для этого определяем оценочное значение N0 количества шаров 
заданного радиуса R  по  формуле  N0 =S/Sшара (S − площадь заданного 
множества Ω  Еn, Sшара ─ площадь шара заданного радиуса R). Затем 
решаем задачу  об оптимальном с-шаровом покрытии заданным 
количеством шаров  N. В результате получаем минимальный радиус 
покрытия R . Если полученный радиус R больше заданного R, то 
увеличиваем значение N на единицу и снова решаем задачу об 
оптимальном с-шаровом покрытии компактного множества заданным 
количеством шаров. Процедуру повторяем до тех пор, пока полученный 
радиус покрытия не станет меньше заданного. Программное обеспечение, 
реализующее данный подход, разработано и протестировано на 
модельных примерах. 
Пример 6. Покрываемое множество для данного тестового примера 
взято из работы [96], где невыпуклое множество Ω последовательно по-
крывалось шарами заданного радиуса R*
Т
. 
В результате были определены минимальное количество шаров, необ-
ходимое для покрытия множества N, а также минимально возможный ра-
диус, требуемый для покрытия множества шарами. Центры шаров покры-
тия τi, i=1,2,…,N, размещались в соответствующих множествах Тi=соΩ, i 
= 1,2,…,N.  Численные результаты, полученные алгоритмом для данного 
тестового примера и представленные в табл. 6.7, согласуются с результа-
тами из [96]. 
Для непрерывной задачи об оптимальном с-шаровом покрытии ком-
пактного множества Ω из Еn заданным количеством шаров минимального 
радиуса и задачи о покрытии множества минимальным количеством ша-
ров заданного радиуса предложен и обоснован алгоритм, основанный на 
использовании теории оптимального разбиения множеств и r-алгоритма 
Шора. 
Предложенный алгоритм 6.1 имеет следующие характеристики: 
 на каждой итерации улучшается положение всех центров опти-
мального покрытия; 
 может быть использован для покрытия множеств из n-мерного 
евклидова пространства произвольной размерности; 
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 его реализация не связана с геометрическими особенностями по-
крываемого множества; 
 может быть использован для покрытия как выпуклых, так и невы-
пуклых множеств, для решения дискретных задач оптимального покры-
тия, а также для решения задачи покрытия множества минимальным ко-
личеством шаров заданного радиуса; 
– может быть использован для покрытия множеств, точки которых 


















1 106,06602 106,0668 11 28,53897 28,4122 
2 83,85255 81,4968 12 27,38858 27,6912 
3 70,27146 70,146 13 25,86670 26,2953 
4 51,08375 50,3442 14 25,11455 25,5798 
5 47,27901 47,2688 15 24,23172 24,8292 
6 40,67141 39,8952 16 22,96237 23,3793 
7 38,14401 38,0997 17 22,44569 22,7394 
8 34,02622 33,9957 18 21,62820 21,5163 
9 31,82953 31,2228 19 21,01274 20,8467 
10 29,32231 29,3273 20 19,98385 20,5308 
 
6.4.4. Выводы к разделу 6.4 
 
Алгоритм находит локальное оптимальное решение задачи об опти-
мальном с-шаровом покрытии. Хотя, как правило, в результате численных 
экспериментов, проведенных для метрик (6.4.6) − (6.4.8), алгоритм приво-
дил к глобальному оптимальному решению. 
Разработанный алгоритм позволяет получить результаты для произ-
вольного количества шаров покрытия. Однако, как установлено в резуль-
тате численных экспериментов, с увеличением количества шаров покры-
тия может увеличиваться и относительная погрешность, с которой полу-
чены оптимальные решения. 
Алгоритм программно реализован. В результате численных экспери-
ментов подтверждена сравнительная простота задания начальных данных 
и высокая эффективность алгоритмов, а также установлено, что алгорит-
мы хорошо работают из любого начального приближения для центров 
покрытия. Поэтому, для удобства пользователя, почти во всех тестовых 




биралось начало координат. Однако при покрытии множества большим 
количеством шаров, например 100, эффективнее оказался случайный вы-
бор начальных центров покрытия. 
Достоверность полученных численных приближений оптимальных 
решений задач подтверждена либо совпадением с уже известными экспе-
риментальными и теоретическими результатами из [7, 18, 87], если тако-
вые имелись, либо геометрическими соображениями для новых модель-
ных задач. 
 
6.5. РЕШЕНИЕ  ЗАДАЧ  ГЛОБАЛЬНОЙ 
ОПТИМИЗАЦИИ С ПРИМЕНЕНИЕМ МЕТОДОВ 
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
 
Сформулируем задачу глобальной оптимизации, следуя [98]. 
Пусть f(х) – действительная, многоэкстремальная, непрерывная  функ-
ция, определенная в области  из n-мерного евклидова пространства Еn, 
число локальных минимумов которой конечно и не превосходит N.  
Рассмотрим задачу отыскания точки *x Ω  (предполагается, что такая 
точка существует), в которой функция f(х) достигает минимального зна-
чения на множестве nE ,  т. е.: 
*
x Ω
f(x ) minf(x) .   (6.5.1) 
Если в области  существует единственная точка х
*
, в некоторой ок-
рестности *U(x )  которой справедливо неравенство 
* *f(x ) f(x),  x U(x ),  
то функцию f(х) называют одноэкстремальной или унимодальной. 
В случае, когда в области определения  существует несколько точек 
*
iτ , 1 i N,  каждая из которых имеет свою окрестность 
*
iU(τ ) , такую, 
что  
* *
i if(τ ) f(x),   x U(τ ),    (6.5.2) 
функцию f(х) называют многоэкстремальной. 
При этом точки из (6.5.2) называют точками локальных минимумов, а 
точку *   точкой глобального минимума. 
Пусть в некоторой подобласти i ,  1 i N , области  функция f(х) 
унимодальна (точку локального минимума функции f(х) в подобласти Ωi 
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Ω =Ω . 
Тогда, применяя так называемые методы локального спуска, для лю-
бой начальной точки 0i iτ Ω  можно найти соответствующую точку ло-
кального минимума *i iτ . В связи с этим говорят, что подобласть Ωi 
является областью притяжения  локального минимума *iτ . (Другими сло-
вами, областью притяжения локального минимума называют область, 
начиная из любой точки которой наискорейший спуск приводит в этот 
локальный минимум.) 
Таким образом, задачу глобальной оптимизации (6.5.1) можно считать 
решенной, если известно разбиение области определения  на области   
притяжения Ωi локальных минимумов 
*
iτ ,  1 i N . 
Однако, как известно, оценка разбиения области определения  на 
области притяжения i ,  1 i N , представляет собой сложную задачу. 
Кроме того, в общем случае получение оценки для числа N областей 
притяжения является затруднительным.  
Таким образом, разработка моделей (целевых функций) и методов, в 
которые были бы включены количество локальных минимумов и характе-
ристики их областей притяжения, остается проблемой. 
Рассматриваемый в данном разделе подход для решения задач гло-
бальной оптимизации, основанный на применении теории оптимального 
разбиения множеств, преодолевает некоторые из названных трудностей. 
С помощью методов оптимального разбиения множеств удается не 
только находить все области притяжения локальных минимумов, но од-
новременно с областями притяжения отыскивать и координаты всех ло-
кальных минимумов, а затем из них выбирать глобальный. Кроме того, 
если заранее неизвестно фактическое  число локальных минимумов, для 
реализации алгоритма достаточно задать  ожидаемое число локальных 
минимумов. В процессе реализации алгоритма уточняется фактическое 
число локальных минимумов. 
При этом класс функций, минимизируемых рассматриваемым мето-
дом, достаточно широк. Это класс недифференцируемых функций, допус-
кающих применение локального метода негладкой оптимизации –            
r-алгоритма Шора, т. е. класс почти дифференцируемых функций. 




оптимизации многоэкстремальной недифференцируемой функции, 
имеющей не более N локальных минимумов, лежит следующая идея. От 
задачи поиска точки глобального минимума функции f(х) на  осущест-
вляется переход к задаче отыскания оптимального разбиения допустимой 
области  на N зон притяжения * *1 NΩ ,..., Ω  локальных минимумов 
* *
1 Nτ ,..., τ  с одновременным отысканием координат центров этих зон, сов-
падающих с соответствующими точками локальных минимумов исходной 
функции f(х) на .  
В качестве критерия оптимальности разбиения области  на зоны 
притяжения локальных минимумов выбирается минимум ошибки, допус-
каемой при отнесении точки х из зоны притяжения одного локального 
минимума к зоне притяжения другого. 
Составной частью предлагаемого подхода является один из вариантов 
r-алгоритма Шора [109]. Он используется для решения задачи 
конечномерной недифференцируемой оптимизации, состоящей в 
отыскании координат локальных минимумов целевой функции.  
Приведем здесь постановку непрерывной задачи А2 оптимального 
разбиения множества  из n-мерного евклидова пространства Еn на 
подмножества 1 NΩ ,..., Ω  с отысканием координат центров этих 
подмножеств при ρ(х)≡1 для любых х Ω, являющейся частным случаем 
задачи А4 из подраздела 1.3.2, к которой будут сводиться 
рассматриваемые ниже задачи глобальной оптимизации, [60]. 
Пусть   ограниченное, измеримое по Лебегу множество в Еn.     
Требуется найти такое разбиение множества  на N измеримых по 
Лебегу подмножеств * *1 NΩ ,..., Ω  (среди которых могут быть и пустые) и 
такие, неизвестные заранее, координаты * *1 Nτ ,..., τ  центров подмножеств 
* *
1 NΩ ,..., Ω , соответственно, которые являются решением следующей 
оптимизационной задачи А2. Запишем ее здесь в виде: 
 
Задача А2. Найти 














i kmes( ) 0,   i≠k,   i, k=1,…, N,  j=1,…, M, 
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 х = ( (1) (n)x ,..., x ) Ω; τi = (
(1) (n)
i iτ ,..., τ ) Ω. 
Здесь интегралы понимаются в смысле Лебега. Будем считать, что 
мера множества граничных точек iΩ , 1 i N  равна нулю. 
Функции с(х, τi) – действительные, определенные на , 
ограниченные, измеримые по х при любом фиксированном 
(1) (n)
i i iτ =(τ ,..., τ )  из . 
 
6.5.1. Сведение задачи глобальной оптимизации к задаче 
оптимального разбиения множеств 
 
Рассмотрим задачу отыскания точки * *(1) *(n)x =(x , x )..., , в которой 
функция f(х) достигает минимального значения на Еn, т. е. 
x
*) f(x),f(x min                                       (6.5.3) 
где f(х)  недифференцируемая функция на Еn. 
В  качестве  недифференцируемых  функций  f(х)  возьмем,  следуя 
[27, 109], класс почтидифференцируемых функций на Еn. 
Под почти - дифференцируемой функцией в [109] понимается 
непрерывная функция f(х), определенная на Еn, если она локально 
липшицева, [27], и непрерывно дифференцируема на множестве, где 
градиент существует. 
Пусть в некоторой подобласти Ωi, 1 ≤ i ≤ N, области , функция f(х) 
унимодальна  (точку локального минимума функции f(х) на  обозначим 




Ω ,  
j j
i kmes( ) 0,   i≠k,   i, k=1,…, N,  j=1,…, M.       (6.5.4) 
Сведем задачу (6.5.3) поиска глобального минимума функции f(х) на 
 к задаче А2 оптимального разбиения множеств.  
Для сведения задачи (6.5.3) к задаче А2 необходимо выполнение 
следующих требований: а) оптимальное разбиение * *1 NΩ ,..., Ω  множества 
 задачи А2 должно быть разбиением области определения  функции 
f(х) на зоны притяжения ее локальных минимумов; б) оптимальные 
координаты центров * *1 Nτ ,..., τ  подмножеств 
* *




должны совпадать с координатами локальных минимумов функции f(х) на 
. 
Для одновременного выполнения обоих описанных выше требований 
целью в задаче А2 должна быть минимизация функционала суммарных 
потерь от неправильного разбиения области  на зоны притяжения 
* *
1 NΩ ,..., Ω  и неправильного отыскания локальных минимумов 
* *
1 Nτ ,..., τ  в 





c(x, τ )dx , 
где функция ic(x, τ ), i=1,..., N , должна являться штрафом за ошибку, 
допускаемую при отнесении точки х из области притяжения одного 
локального минимума к области притяжения другого. 
Рассмотрим функцию штрафа ic(x,τ ) в следующем виде: 




S φ (u) ,                             (6.5.5) 
где S – достаточно большое положительное число; k – натуральное число, 






τ x τ x
u = f(x+ j)  f(x+ (j 1)).
k k
 
Как видно из рис. 6.36, если точка х находится в области притяжения  
i-го локального минимума, то jφ (u)=0 . Если точка х принадлежит зоне 
притяжения (i+1) -го локального минимума, а ее отнесли к зоне 
притяжения i-го локального минимума, то u 0  и jφ (u)=1 . И чем дальше 





φ (u)  больше.  
На рис. 6.37 представлено разбиение области  на зоны притяжения 
0 0 0
i-1 i i+1Ω , Ω , Ω , определяемое заданным начальным приближением для 
координат локальных минимумов 0i 1τ = 0,2,  
0
i = 0,6, 1
0
i = 0,65 функции, 
изображенной на рис. 6.36, а также функции штрафа 0 0i 1 ic(x, τ ),  c(x, τ )  и 
0
i+1c(x, τ ) . Характерной особенностью является унимодальность каждой 
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из функций 0 0i 1 ic(x, τ ),  c(x, τ )  и 
0
i+1c(x, τ )  в точках соответствующих зон 
притяжения 0 0 0i 1 i i+1Ω , Ω , Ω . 
 
      
 Рис. 6.36. График минимизируемой многоэкстремальной функции 
  
 
Рис. 6.37. Вид штрафных функций минимизируемой функции на начальном 
решении при Nожид=3: сплошной линией изображен график функции с(х,
*
i 1 ); 
пунктирной линией – с(х,
*







На рис. 6.38 (для этой же функции из рис. 6.36) изображено 
оптимальное разбиение области  на зоны притяжения 0 0 0i 1 i i+1Ω , Ω , Ω  
локальных минимумов 0 0 0i 1 i i+1τ , τ , τ . Как видно, функция 
*
ic(x, τ )  такова, 
что в точках зоны соответствующего локального минимума *iτ = 0,5 ее 
значение совпадает со значением функции f(х) в точке х= 0,5, а вне этой 
зоны  значение  функции *ic(x, τ )   резко  возрастает (скорость  
возрастания определяется значениями параметра S из (6.5.5)). То же самое 
касается и функций * *i 1 i+1c(x, τ ), c(x, τ ) . 
Таким образом, от задачи (6.5.3) перешли к задаче отыскания 
координат локальных минимумов и их областей притяжения, которая 
свелась к задаче оптимального разбиения множества  на подмножества 
1 NΩ ,..., Ω  с отысканием координат центров 1 Nτ ,..., τ  этих подмножеств, 
где функции штрафа ic(x, τ )  имеют вид (6.5.5). 
 
 
Рис. 6.38. Вид штрафных функций минимизируемой функции на 
оптимальном решении при Nфакт=3: сплошной линией изображена функция с(х, 
*
i 1 ); пунктирной линией  – с(х, 
*




Согласно  подразделу 1.3.2,  оптимальное  решение  задачи А2 
достигается при каждом фиксированном Nτ  на вектор-функции 
λ
*
(х)= (λ *1 (х), , λ
*
i (х), , λ
*
N (х)), i-я компонента которой имеет вид: 









     1, если    
λ (x)  
0  в  остальных    случаях  ,           x ; 
c(x, τ ) c(x, τ ),   тогда x ,min
тогда
  (6.5.6) 
а в качестве вектора * * *i Nτ =(τ ,..., τ ) , входящего в формулу (6.5.6), следует 
выбирать оптимальное решение следующей задачи:  
                i
i=1,2,..., N
G(τ) min c(x, τ )dx min,                     (6.5.7) 




6.5.2. Алгоритмы решения задачи глобальной 
оптимизации, сведенной к задаче оптимального 
 разбиения 
  
Для описания алгоритма решения задачи глобальной оптимизации 
(6.5.3), сведенной к задаче А2 оптимального разбиения, перепишем 
функцию с(х, τі)в более удобном для дальнейшего виде, учитывая, что х, 
τі в А2  это точки n-мерного евклидова пространства, т. е. 
(1) (n)x=(x ,..., x ),
(1) (n)
i i iτ =(τ ,..., τ ) : 
(1) (n) (1) (n)(1) (n)






c(x ,..., x , τ ,..., τ ) f (τ ,..., τ )
τ x τ x
0,  f (x + j,..., x + j)
k k
S
τ x τ x
f(x (j 1),..., x + (j 1))
k k
. (6.5.8) 
Для решения задачи А2, являющейся частным случаем задачи А4 
алгоритмом 6.1, описанным в подразделе 1.3.2, осталось 
конкретизировать обобщенный градиент Gg (τ)  (при ρ(x) 1 х Ω) 
функции  G(τ)  из (6.5.7) в точке   
(1) (n) (1) (p) (n) (1)
N1 1 i i iτ=(τ ,..., τ ;...; τ ,..., τ ,..., τ ;...; τ ,...,  
(n)
Nτ ) . 
Заметим, что для выпуклой функции обобщенный градиент совпадает 
с субградиентом, в противном случае, в качестве обобщенного градиента  
выступает почтиградиент [109]. 
В точке, где f(х) дифференцируема, почтиградиент совпадает с  
градиентом. Для кусочно гладких функций почтиградиент совпадает с 




Таким образом, в большинстве случаев при решении практических    
задач вычисление обобщенных градиентов не вызывает особых 
трудностей. 
Из подраздела 1.3.2 следует, что i-я компонента вектора обобщенного 
градиента N1 i
ττ τ
G G G G
g (τ)=(g (τ),..., g (τ),..., g (τ))   функции  
(1) (n) (1) (p) (n) (1) (n)
N N1 1 i i i
(1) (n)(1) (n) (1) (n)
i i
i=1,..., N
G(τ ,..., τ ;...; τ ,..., τ ,..., τ ;...; τ ,..., τ )
min c(x ,..., x ;τ ,..., τ )dx ,...,dx
          (6.5.9) 
в точке  (1) (n)N Nτ ,..., ττ=( )  определяется следующим образом: 
i i
i
τ τ (1) (n)
N NG G
(1) (n)τ (1) (n) (1) (n) (1) (n)
c iN N
g (τ) g τ ,..., τ
g (x ,..., x ;τ ,..., τ )λ x ,..., x dx ,...,dx ,
( )
( )
     (6.5.10) 
где  ic
τ (x,τ)g  – i-я компонента N-мерного вектора обобщенного градиента 
cg (x,τ)  функции с(х, τі) в точке 1 i Nτ=(τ ,..., τ ,..., τ ) , где 
(1) (n)
i i iτ =(τ ,..., τ ) , 
при фиксированном х имеет вид: 
i (1) (n) (1) (p) (n) (1) (n)τ (1) (n)







τ (1) (n)(1) (n)
c N1




g (x ,..., x ; τ ,..., τ )
................................................
g (x ,..., x ; τ ,..., τ )
................................................
g (x ,..., x ;
(1) (n)
N1τ ,..., τ )
. 
В свою очередь, р-я компонента 
(p)
iτ
cg (х, τ) обобщенного вектора 




N ) при фиксированном 





(1) (n) (1) (p) (n) (1) (n)(1) (n)
N N1 1 i i i
τ
c (x ,..., x ;τ ,..., τ ;...; τ ,..., τ ,..., τ ;...; τ ,..., τ )g  








(1) (n) (1) (n)
ν(1) (p) (n) (1) (p) (n)






(τ ,..., τ ,..., τ )g
0,  если f(u ,..., u ) f(ν ,..., ν ) 0,
j j 1
S ( (u ,..., u ...,u ) (ν ,..., ν ,..., ν ) ),g g
k k






(1) (p) (n)(1) (p) (n)
(1) (p) (n)i i i
u=(u , u  u =
τ x τ x τ x





(1) (p) (n)(1) (p) (n)
(1) (p) (n)i i i
v=(ν ,..., ν ,..., ν )=
τ x τ x τ x
=(x + (j 1),..., x + (j 1),..., x + (j 1)).
k k k
 Теперь мы готовы описать общую схему алгоритма решения задачи 
глобальной минимизации (6.5.3), сведенной к задаче А2 оптимального 
разбиения с функцией ic(x, τ )  в виде (6.5.8).   
 
6.5.2.1. Алгоритм  одновременного отыскания всех  
локальных минимумов функции и их зон притяжения  
для одномерного случая 
  
Алгоритм 6.2 
На предварительном этапе: 
– задаем значения параметров М, N, К из (6.5.5), (6.5.8); 
– отрезок [а, b] покрываем одномерной сеткой i xx =a+(i 1)H ,  i=1,M , 





– задаем начальные приближения 
(0) (0)(0)
N1=(τ ,..., τ )τ ; 
– вычисляем по формулам (6.5.6) в узлах сетки при (0)  значения 
вектор-функции (0) (0)(0) N1(x)=(λ (x),..., λ (x))λ , характеризующей начальное 




минимумов (0) (0)N1τ ,..., τ , (см. рис. 6.37); 
– вычисляем по формулам (6.5.10), (6.5.11) значения вектора 
обобщенных градиентов N1
ττ
G G Gg (τ)=(g (τ) g (τ)),...,  при 
(0) (0)λ(x)=λ (x) τ=τ, , 
n=1; 
– выбираем начальный пробный шаг 0h 0  для r-алгоритма Н. З. 
Шора. 
Первый шаг алгоритма проводим по формуле: 
(1) (0) 1 G 0
[a,b] 0
1 G 0 G 0
H g (τ )
τ = τ hP
(H g (τ ) g (τ )),
,  
где [a, b]P   оператор проектирования на [а, b]. 
Переходим ко второму шагу. 
Пусть в результате вычислений после l  (l = 1, 2,...)  шагов алгоритма 
получены определенные значения  (l)τ  и (l-1)(x)λ . 
Опишем (l+1)-й шаг алгоритма. 
1. Вычисляем значения (l)(x)λ  в узлах сетки по формулам (6.5.6) при 
(l)τ=τ . 
2. Вычисляем значения iτ
G
(τ)g , i = 1,..., N  по формулам (6.5.10), 
(6.5.11) при (l)λ(x)= (x)λ , 
(l)τ=τ . 
3. Для минимизации функции G(τ) из (6.5.9) по 1 Nτ=(τ ,..., τ )
N  
проводим (l+1)-й  шаг r-алгоритма Шора в Н-форме [81], краткая схема 
которого имеет вид: 
(l+1) (l) l+1 G l
[a, b] l
l+1 G l G l
H g (τ )
τ = τ hP
(H g (τ ) g (τ )),
. 
4. Если условие 
        (l) (l+1)- ε,  ε 0τ τ ,                                     (6.5.12) 
не выполняется    к (l+2) -му   шагу   алгоритма,  если  выполняется – 
переходим к п. 5. 
5. Полагаем (t)*τ = τ , * (t)λ (x) = (x) λ , где t - номер итерации, на которой 
выполнилось условие (6.5.12). 
Таким образом, мы получили вектор координат локальных минимумов 




1 Nτ =(τ ,..., τ )  и значения вектор-функции 
* *
1λ (x) = (λ (x),...,  
*
Nλ (x)) , 
характеризующей разбиение отрезка [a, b]  на зоны притяжения 
1 N
* *Ω ,..., Ω  этих локальных минимумов (см. рис. 6.38). 
6. Вычисляем значения функции f(х) в точках локальных минимумов 
* *
1 Nτ ,..., τ  и выбираем среди них точку глобального минимума 
* * * *
1 Nx : f(x ) = min f(τ ),..., f(τ ) . 
Алгоритм 6.2 описан. 
 
6.5.2.2. Алгоритм  одновременного отыскания всех локальных  
минимумов функции и их зон притяжения для двумерного случая 
  
Для описания алгоритма 6.3 решения задачи глобальной оптимизации 
в случае двумерного пространства нам необходимо конкретизировать 
обобщенный градиент Gg (τ)  (при ρ(x) 1  x ) функции  G(τ)  из 
(6.5.7) в точке (1) (2) (1) (2) (1) (2)N N1 1 i iτ=(τ , τ ;...; τ , τ ;...; τ , τ ) . 
Заметим, что i-я компонента 2N -мерного вектора обобщенного гради-
ента 
(1) (2) (1) (2)
N N1 1τ τ τ τ
G G G G Gg (τ)=(g (τ),g (τ),...,g (τ),g (τ))  функции  
(1) (2) (1) (2) (1) (2)
N N1 1 i iG(τ ,τ ;...;τ ,τ ;...;τ ,τ )  
(1) (2)(1) (2) (1) (2)
i i
i=1,...,N
c(x ,x ;τ ,τ )dx ,dxmin              (6.5.13) 
в точке  (1) (2)N1 ,..., ττ=(τ )  определяется следующим образом: 
(1)
iτ
Gg (τ)  =         
(1)
iτ (1) (2)(1) (2) (1) (2) (1) (2)
c iN1
Ω
 = (x , x , τ τ )λ (x , x )dx , dx ,g (τ) ,...,          (6.5.14) 




cg (x , x , τ)   i-я компонента 2N -мерного вектора 
обобщенного градиента (1) (2)cg (x , x , τ)  функции 
(1) (2)(1) (2)
i ic(x , x , τ , τ ),  
i = 1,..., N , в точке 1 i Nτ = (τ ,..., τ ,..., τ ) , где 
(1) (2)
i i iτ = (τ , τ )  при 







(1) (2) (1) (2)(1) (2)
N N1 1
(1) (2) (1) (2)
ν(1) (2) (1) (2)








(x , x ;τ ,..., τ ) (τ ,..., τ )g g
0,  если f(u , u ) f(ν , ν ) 0,
j j 1
S ( (u , u ) (ν , ν ) ),g g
k k
если f(u , u ) f(ν , ν ) 0,
       (6.5.15) 
где 
(1) (2)(1) (2)
(1) (2) (1) (2)i i
(1) (2)(1) (2)
(1) (2) (1) (2)i i
(u , u )=(
(ν , ν )=(x
τ x τ x
u= x + j, x + j);
k k
τ x τ x






c (x , x , τ)g   формулы аналогичны формулам (6.5.14), 
(6.5.15), в (6.5.15) только производится замена 
(1) (1)u v
f fg , g  на 
(2) (2)u v
f fg , g , 
соответственно. 
В этом случае (1) (2)iλ (x , x )   i-я компонента вектор-функции  
N
(1) (2) (1) (2) (1) (2) (1) (2) (1) (2)
1 i N i
i=1
λ(x ,x )=(λ (x ,x ),...,λ (x , x ),..., λ (x , x )): λ (x , x ) 1,
(1) (2)










   
1, если c(x , x , τ , τ )
c(x , x , τ , τmin
λ (x , x )
тогда (x , x )
),






0  в остальных случаях , тогда    x , x )  .
 Функция штрафа (1) (2)(1) (2) i ix , x τ , τc( , ),  i=1,..., N , принимается в виде: 
(1) (2) (1) (2)(1) (2)
i i i ic(x , x τ , τ )=f(τ , τ )+,  








τ x τ x
0,  f(x + j, x + j)
k k
S max
τ x τ x
f(x + (j 1), x + (j 1))
k k
    (6.5.17) 
  
Алгоритм 6.3 
Шаг 0. Выбираем значения для параметров N, M, M1, K . Область     




x =a+(i 1)H , i=1,..., M , (2)
(2)
j x
x =c+(j 1)H , j=1,..., M1 , здесь 
(1) (2)x x








. Задаем в области 
определения  начальное приближение 
1 2(0) (0)(0)
1 1=( , ,...,τ τ  τ  
1 2(0) (0)
N N , )τ  τ . 
Вычисляем при (0)  значения вектор-функции (1) (2)(0)(x , x )λ  в узлах 
сетки по формулам (6.5.16); по формулам (6.5.14),  (6.5.15)   вычисляем   
компоненты   вектора  обобщенного градиента  
(1) (2) (1) (2)
N N1 1τ τ τ τ
G G G G Gg (τ)=( (τ), (τ),..., (τ), (τ))g g  g  g   
при (1) (2) (0) (1) (2)λ(x , x ) = λ (x , x ) ; выбираем начальный пробный шаг 
0h 0  для r-алгоритма Н. З. Шора; k 0 . 
Первый шаг алгоритма проводим по формуле 
(1) (0) 1 G 0
[a, b]x[c, d 0
1 G 0 G 0
]
H g (τ )
τ = τ hP
(H g (τ ) g (τ )),
, 
где [a, b]×[c, d]P   оператор проектирования на [a,b]×[c,d] . 
Переходим ко второму шагу. 
Пусть в результате вычислений после k, (k = 1, 2,...)  шагов алгоритма 
получены определенные значения  (k)τ  и (k-1)(x)λ . 
Опишем (k+1)-й шаг алгоритма. 
1. Вычисляем значения (1) (2)(k)(x , x )λ  в узлах сетки по формулам 
(6.5.16) при (k)τ=τ . 
2. Вычисляем компоненты Gg (τ)  при 




(k)  по формулам (6.5.14), (6.5.15). 
3. Для минимизации функции N
(1) (2)
1G(τ ,..., τ )  из (6.5.13) по 
N  
проводим (k+1) -й шаг r -алгоритма Н. З. Шора в Н-форме [81], краткая 







H g (τ )
 = 
(H g (τ ),g (τ ))
,τ τP h  
где [a,b]×[c,d]P   оператор проектирования на [a,b] [c,d] . 
4. Если условие 
(k) (k+1)- ε, ε 0τ τ ,                                      (6.5.18) 
не выполняется  полагаем k = k+1  и переходим на шаг 1, если 
выполняется – к шагу 5. 
5. Полагаем (1) (2)* (1) (2) (t) (x , x )λ (x , x ) = λ , 
* (t)= τ τ , где t  номер  
итерации, на которой выполнилось условие (6.5.18). 
Таким образом, мы получили вектор координат локальных минимумов 
N1
* *(1) (2)* τ ,..., ττ =( )  и значения * *1 N
(1) (2) (1) (2)λ (x , x ),..., λ (x , x ) , 
характеризующие разбиение области определения [a, b]×[c, d]  на 
зоны притяжения * *1 N,...,Ω  Ω  этих локальных минимумов. 
4. Вычисляем значения функции (1) (2)f(x , x )  в точках локальных 
минимумов 
* * * * * *(1) (2) (1) (2) (1) (2)
N1 1 Ni i
*τ = ( , ;...; , ;...; )ττ  τ  τ  τ  τ ,  и выбираем среди 
них точку глобального минимума:  
* * * * * ** * (1) (2) (1) (2) (1) (2)* (1) (2)
N N1 1 i i
x =(x , x ) = min{f( , );...; f( , );...; f( , )}τ  τ τ  τ τ  τ . 
Алгоритм 6.3 описан. 
Алгоритм 6.3 (или 6.3) легко обобщается на случай трехмерного 
пространства. Описание алгоритма для многомерного случая n>3 
принципиальных сложностей не представляет и отличается, в основном,  
лишь заменой, например, одномерных интегралов многомерными и 
некоторой конкретизацией формул (6.5.5), (6.5.8) вычисления штрафных 
функций ic(x, τ ) . 
Описанные алгоритмы глобальной оптимизации были исследованы на 
большом числе тестовых одномерных, двумерных и трехмерных 
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функций, выявлены их свойства, доказана эффективность их применения 
для решения задач глобальной оптимизации, даны рекомендации по 
выбору основных параметров алгоритмов. 
Полный набор одномерных, двумерных и трёхмерных тестовых 
функций можно найти в [65]. Там же проведен анализ эффективности 
предложенных алгоритмов глобальной оптимизации с применением 
теории оптималного разбиения множеств. Показано, что при надлежащем 
выборе основных параметров N, М, К описанные алгоритмы глобальной 
оптимизации для достаточно широкого класса недифференцируемых 
функций отыскивают одновременно все локальные минимумы, а значит, и 
глобальный, и зоны их притяжения,  а также фактическое число 
локальных минимумов Nфакт. 
 Алгоритмы хорошо проявили себя на функциях с эффектом «плато». 
Не обязательно знать фактическое количество локальных минимумов 
(Nфакт). Достаточно выбрать Nожид > Nфакт, так как в этом случае 
алгоритмы все равно найдут все Nфакт локальных минимумов. Если все же 
оказалось, что Nожид < Nфакт, то некоторые локальные минимумы будут 
пропущены, остальные будут найдены правильно. В этом случае 
эксперимент следует повторить несколько раз, увеличивая значения Nожид 
до тех пор, пока не будет определено Nфакт. 
Начальные приближения для локальных минимумов i
0τ ,  i = 1,..., N , 
рекомендуется располагать равномерно в области определения 
минимизируемой функции, или, если нет априорной информации о 
значениях локальных минимумов, генерировать их с помощью датчика 
случайных чисел. Если же начальные приближения для i
0τ ,  i = 1,..., N , 
помещены в одну точку (это удобно при задании исходной информации), 
тогда, чтобы не пропустить некоторые локальные минимумы, следует 
регулировать значения параметров М и К. 
Требуют дальнейшей коррекции рекомендации по выбору основных 
параметров алгоритмов М и К. Возможность уточнения этих параметров 
дает диалоговый режим пользователя с алгоритмами в ходе процесса 
решения задачи. 
По результатам работы алгоритмов, описанных в разделе 6.5, можно  
получить дополнительную информацию о расположении точек 
локального максимума (или седловых точек) исследуемой функции. 
Метод оптимального разбиения множества на подмножества с раз-
мещением центров этих подмножеств позволяет также находить точки, 






Глава  7 
 
 ДАЛЬНЕЙШИЕ НАПРАВЛЕНИЯ РАЗВИТИЯ 
ТЕОРИИ И МЕТОДОВ РЕШЕНИЯ  
НЕПРЕРЫВНЫХ ЗАДАЧ ОПТИМАЛЬНОГО  
РАЗБИЕНИЯ  МНОЖЕСТВ 
 
7.1. МЕТОДЫ ОПТИМАЛЬНОГО РАЗБИЕНИЯ  
МНОЖЕСТВ В ЗАДАЧАХ ИДЕНТИФИКАЦИИ  
ДИНАМИЧЕСКИХ СИСТЕМ 
  
 Многие технические объекты, такие как тепловые аппараты, электродви-
гатели, гироскопические системы, движущиеся объекты, в процессе реаль-
ной эксплуатации могут существенно изменять компоненты модели дина-
мики. Это может быть обусловлено изменением свойств (теплофизических, 
электромагнитных) материалов в результате изменения параметров состоя-
ния объекта или условий его функционирования. Динамические режимы 
такого рода объектов или систем достаточно точно можно описать с помо-
щью последовательного использования нескольких линейных дифференци-
альных уравнений [78]. Для этого множество всех возможных состояний 
системы разбивается на несколько стадий или зон таким образом, чтобы в 
пределах одной стадии динамика с достаточной точностью описывалась 
одним (в общем случае векторным) линейным дифференциальным уравне-
нием. Так, например, общая модель динамики в случае выделения N  зон 
представляет собой совокупность N  систем обыкновенных дифференци-
альных уравнений: 
1 1 1 1
N N N N
x(t) A x(t) B u(t ), y ;
...
x(t) A x(t) B u(t ), y ,
  (7.1.1) 
где x(t)  – вектор фазовых координат; u(t)  – вектор параметров управле-
ния; j jA , B , j 1,N  – матрицы параметров; j, j 1, N  – время возможно-
го запаздывания по каналу управления на j -й стадии; y  – выходная (на-
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блюдаемая) переменная, обычно это одна из фазовых координат; 1 N, ,  
определяют N  возможных стадий (зон) функционирования системы так, 
что, если, например, 1y x , то 1 N,...,  – разбиение на N  подмножеств 
множества значений первой фазовой координаты системы. В (7.1.1) вектор 
фазовых переменных на разных стадиях может иметь различную размер-
ность. Если же размерности векторов x  и u  для всех стадий одинаковы, то 
система уравнений может быть представлена одним дифференциальным 
уравнением с разрывной правой частью: 
1 1 1 1
N N N N
A x(t) B u(t ), y ;
x(t) ...
A x(t) B u(t ), y .
  (7.1.2) 
 В настоящее время ведутся научные исследования, связанные с разра-
боткой методов идентификации динамических систем типа (7.1.2) с исполь-
зованием аппарата теории непрерывных задач ОРМ. Этот класс обратных 
задач характеризуется тем, что в них идентификации подлежит правая часть 
дифференциального уравнения, являющаяся кусочно-непрерывной функци-
ей в своей области определения [30, 31, 108]. Указанная особенность позво-
ляет формулировать такие задачи как задачи разбиения наилучшим (в опре-
деленном смысле) образом континуального множества.  
 Далее приведем лишь математические модели этих задач и опишем круг 
вопросов, возникающих при исследовании таких моделей.  
  
 Постановка задачи. Будем рассматривать частный случай  «многозон-
ной» модели динамики (7.1.2): 
1 2
i i i
2 1 1 2 2 i i 1 i
x x ;
x a x a x b f ( , t), x , i 1, N.
  (7.1.3) 
 Здесь состояние некоторого объекта характеризуется двумя фазовыми 
координатами, 1 N,...,  – множества значений первой фазовой координа-
ты системы, которые определяют возможные состояния (зоны) функциони-
рования системы; i i i1 2 ia ,a ,b , , i 1, N  – заданные (или нет) параметры, 
if ( , t)  – известная, непрерывная по своим переменным функция.  
 Прямая задача для системы (7.1.3) формулируется так: по известным 





1 2 ia ,a ,b , , i 1, N   найти решение системы (7.1.3), удовлетворяющее ус-
ловиям: 
1 1 2 2ˆ ˆx (0) x , x (0) x .   (7.1.4) 
 Под идентификацией системы будем понимать уточнение по экспери-
ментальным данным модели объекта или процесса (7.1.3), то есть определе-
ние неизвестных границ между зонами функционирования 1 N, , , а 
также параметров i i i1 2 ia ,a ,b , , i 1, N  (если они не заданы) по условиям 
(7.1.4) и апостериорной информации о значениях первой фазовой координа-
ты в некоторые моменты времени 
1 k 1 kx (t ) x (t ), k 1,K .  (7.1.5)  
 Как известно, задачи идентификации динамических систем относятся к 
обратным задачам для обыкновенных дифференциальных уравнений. Тео-
рия обратных задач для дифференциальных уравнений в последнее время 
интенсивно развивается, что обусловлено в значительной мере необходимо-
стью разработки математических методов решения широкого класса важ-
ных прикладных задач, связанных с обработкой и интерпретацией наблю-
дений. Несмотря на то, что интенсивное исследование обратных задач на-
чалось сравнительно недавно, в этой области уже получено большое коли-
чество существенных результатов. В теории обратных задач сформировался 
ряд направлений, обусловленных как разнообразными сферами примене-
ний, так и типами математических постановок обратных задач. Число науч-
ных публикаций по теории обратных задач и ее приложений очень велико. 
Многие из полученных результатов нашли свое отражение в монографиях, 
где рассмотрены как общие вопросы, так и специальные разделы, посвя-
щенные конкретным направлениям исследований [5, 6, 12, 14, 23]. 
 Одним из подходов к решению задач идентификации динамических сис-
тем является сведение их к задаче оптимального управления и применение 
принципа максимума Понтрягина или методов динамического программи-
рования [12, 78]. Но, как отмечено в [12], при формулировке задач опти-
мального управления сложными процессами и явлениями, например таких, 
как иммунная защита, не так просто адекватно ввести управление и сконст-
руировать удовлетворительную меру качества достижения комплекса раз-
нообразных целей, улучшающих иммунную реакцию. Таким образом, акту-
альным направлением научных исследований является разработка специа-
лизированных методов решения обратных задач для дифференциальных 
уравнений с переключаемой правой частью, создание их алгоритмического 
и программного обеспечения.  
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 Далее продемонстрируем принципиальную возможность идентификации 
сложных многостадийных процессов, синтезируя основные положения тео-
рии непрерывных задач оптимального разбиения множеств и теории обрат-
ных задач для систем с сосредоточенными параметрами.  
 
Формулировка задачи идентификации динамической системы  
в терминах теории непрерывных задач оптимального разбиения множеств 
  
 Укажем на основные особенности сформулированной выше задачи, ко-
торые могут вызывать определенные трудности в процессе решения и тре-
буют применения специальных подходов к исследованию задачи и  по-
строению алгоритмов ее решения. Обратная задача для системы (7.3) фор-
мулируется в предположении о том, что границы переключения зон неиз-
вестны заранее. При этом значение переменной 1x  наблюдается лишь в не-
которые моменты времени отрезка T {t :0 t T} . Требуется опреде-
лить в системе (7.1.3) границы между зонами и, возможно, параметры 
функций правых частей i ij ia ,b , , i 1, N  (если они не заданы) по извест-
ным значениям первой фазовой координаты 1x  в точках интервала T  (ус-
ловиям (7.1.5)). Таким образом, в обратной задаче для системы (7.1.3) опре-
делению подлежит правая часть уравнения, о которой известно, что она 
принадлежит к классу кусочно-непрерывных на R T  функций. Как и 
многие обратные задачи [14, 102], возникающие при обработке эксперимен-
тов, рассматриваемая задача является некорректно поставленной. В связи с 
этим вопросы, связанные с существованием и единственностью ее решения, 
а также непрерывной зависимостью решения от начальных данных обрат-
ной задачи, требуют дополнительного анализа. 
 Опишем подход к решению поставленной задачи, применяя аппарат тео-
рии непрерывных задач оптимального разбиения множеств. Сформулируем 
эту задачу на языке ОРМ. Пусть известны результаты измерений входных и 
выходных переменных объекта, а также задано количество N  зон функ-
ционирования объекта (множества  значений первой фазовой координаты 
системы).  Введем следующие обозначения:  
 – NP ( )  класс всех возможных разбиений множества  на N  подмно-
жеств:  
N
N 1 N i i j
i 1






1 2 ia ,a ,b ,  – параметры функций i i(t, x; )    
= i i i1 1 2 2 i ia x a x b f ( , t)  правых частей системы (7.1.3) , i 1, N , которые 
условимся называть «центрами» подмножеств і ; 
 - x( ; , )  – решение задачи Коши (7.1.3), (7.1.4), соответствующее на-
бору параметров 4NN, P ( ) R .  
 Необходимо определить разбиение 1 N N( , , ) P ( )  и неизвест-
ные центры подмножеств i , i 1,N , при которых разница между экспери-
ментальными и расчетными данными достигала бы минимального значе-
ния, то есть достигал минимального значения некоторый критерий качест-
ва: 
4N
N, P ( ) R
x( ; , ) min .    (7.1.6) 
 В работе [55] предложено два способа задания функционала задачи 
(7.1.6): 





x (t; , ) x (t) (t t )dt
0
, (7.1.7) 
где 2x (t)  – приближенные значения производной фазовой координаты 
2x ( ) , вычисленные по результатам  наблюдений переменной 1x ( )  с помо-
щью операции численного дифференцирования; 
2 x( ; , ) = 
K
2 2
0 1 1 1 2 2 k
k 1
T
x (t; , ) x (t) x (t; , ) x (t) (t t )dt
0
,    (7.1.8) 
где 1x ( ) , 2x ( )  –  решение задачи Коши (7.1.3), (7.1.4) восстанавливаемой 
системы, 1x (t)  – значения наблюдаемой фазовой переменной, 2x (t)  – при-
ближенные значения фазовой координаты 2x ( ) , вычисленные по результа-
там наблюдений первой фазовой координаты 1x ( )  с помощью операции 
численного дифференцирования; 2 20 1 0 10, 0, 0  – параметры, 
задающие приоритет слагаемого. 
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О некорректности задачи минимизации функционала (7.1.7) 
 и способах ее преодоления 
 
Метод решения сформулированной задачи ОРМ с применением опера-
ции численного дифференцирования наблюдаемого ряда и минимизации 
критерия (7.1.7), а также результаты применения такого подхода к иденти-
фикации некоторых многозонных моделей динамики приведены в работе 
[55]. Вычислительные эксперименты показали, что процесс восстановления 
кусочно-непрерывной по фазовым переменным функции правой части сис-
темы (7.1.3) на основе решения задачи минимизации функционала (7.1.7) 
обладает рядом особенностей: 
– если в наборе наблюдений присутствуют точки переключения, то вы-
борка наблюдений должна содержать точки из разных зон функционирова-
ния, количество их зависит от вида функции правых частей; 
– качество реконструкции динамической системы с помощью приведен-
ного в [55] алгоритма зависит от начальных приближений неизвестных па-
раметров; 
– задача характеризуется неединственностью решения, что преодолева-
ется, например, путем сужения множества, на котором ищутся неизвестные 
параметры 
i , i 1,N .  
 Кроме того, основной проблемой, возникающей при реализации метода, 
является то, что задача дифференцирования функции, заданной прибли-
женно, в равномерной метрике является некорректной. Одним из подходов 
к решению указанной проблемы является учет погрешности задания функ-
ции при выборе шага сетки. Регуляризированная  процедура численного 
дифференцирования  может быть получена на основе различных подходов 
[33, 102].  
 В основе одного метода лежит традиционная аппроксимация дифферен-
циального оператора конечноразностным оператором. При этом шаг сетки 
должен быть согласован с погрешностью входных данных. Так, например, в 
случае, когда значение самой функции может быть вычислено (или измере-
но) в любой точке и с любым шагом с точностью , определение производ-
ной с заданной точностью  возможно, если выбрать шаг qh( ) c , где      
с и q  – положительные константы, q 1 . 
 Второй способ численного дифференцирования основывается на интер-
поляции функции, заданной таблично с точностью , сплайн-функциями 
[33]. Интерполяция сплайнами третьего порядка – это быстрый, эффектив-




лять операцию дифференцирования. Основными достоинствами сплайн-
интерполяции являются её устойчивость и малая трудоемкость. Системы 
линейных уравнений, которые требуется решать для построения сплайнов, 
хорошо обусловлены, что позволяет получать коэффициенты полиномов с 
высокой точностью. Фактически применение оператора предварительного 
сглаживания исходной информации позволяет преодолеть некорректность 
поставленной задачи вычисления неограниченного оператора и определить 
аналитически производные предварительно построенной гладкой сплайн-
функции.  
 Задача численного дифференцирования также может быть решена в 




x (t)dt x(t) x(0) , численное обращение которых воз-
можно с использованием регуляризированных алгоритмов, например мето-
да А. Н. Тихонова. 
 
Подход к решению задачи идентификации на основе минимизации 
 среднеквадратичного отклонения значений фазовой переменной  
от наблюдаемых значений 
 
 Еще один подход к решению задачи идентификации динамической сис-
темы (7.1.3) по данным наблюдений основан на решении задачи  
2 x( ; , )
4N
N, P ( ) R
min  
где 
2 x( ; , ) =
K
2 2
0 1 1 1 2 2 k
k 1
T






x (x, t, ), ,
   (7.1.9) 
4
i i i i N(t,x; ) :  (t,x; ) (t,x; )  м.в. для x Ω , R , i =1,N, ω P (Ω) , 
1x ( ) , 2x ( ) –  решение задачи Коши (7.1.3), (7.1.4) восстанавливаемой сис-
темы, 1x (t)  – значения наблюдаемой фазовой переменной, 2x (t)  – при-
ближенные значения фазовой координаты 2x ( ) , вычисленные по результа-
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там наблюдений первой фазовой координаты 1x ( )  с помощью операции 
численного дифференцирования, 2 20 1 0 10, 0, 0 . 
  Введя характеристические функции  1 N( ),..., ( )  подмножеств 
1 N,..., , от задачи минимизации функционала 
2 x( ; , )  при условиях 
(7.1.9) переходим к эквивалентной задаче бесконечномерного программи-
рования: найти вектор-функцию 1 N 0( ) ( ),..., ( )  и вектор 
1 N i,..., ,
i i i
1 2 ia ,a ,b , , i 1, N , при которых  
2( ( ), )
4N
0( ( ), ) R
min ,      (7.1.10) 
где 
2 ( ( ), )  
K
2 2
0 1 1 1 1 2 1 2 k
k 1
T





0 1 1 1 N 1 i 1
i 1
i 1 1
{ (x ) ( (x ),..., (x )) :  (x ) 1 ;  




2 i i i 1
i 1`
x x
x (t, x, ) (x )
,   (7.1.11) 
1 10 2 20x (0) x , x (0) x .   (7.1.12) 
 Для решения задачи предложен следующий итерационный алгоритм: 
 Инициализация. Задаем k=0, ki
ik ik ik k
1 2 ia ,a ,b , , i 1,N , 0 ; вычис-
ляем  (в случае 1 0 )  2 1x (t) x (t)  в точках kt t , k 1,K ; задаем произ-
вольно значения характеристических функций ki 10(x ),i 1, N . 
1. Решаем задачу Коши (7.1.11) – (7.1.12) одним из методов Рунге -
Кутта. При этом на каждом шаге численного интегрирования сис-







0 1 1 1 2 2
k 2 2
p pi 1
0 1 1 21 2
p 1,N
1, если x x x x
(x (t)) min x x x x
0 в противном случае, i 1, N.
 
2. Вычисляем обобщенный градиент k  функции 2I ( , )  по пере-
менным ki
ik ik ik k
1 2 ia ,a ,b , , i 1,N  при 
k . 
3. Осуществляем k-ю итерацию r-алгоритма Н. З. Шора по формуле:  
k 1 k k
k kH , 
где kH  – матрица растяжения пространства  переменных 
k
i
ik ik ik k
1 2 ia ,a ,b , , i 1,N  в направлении разности двух после-
довательных обобщенных градиентов  k  и k 1 , 0H E [109, 112]; 
k 0  – шаговый множитель, который выбирается из условия ми-
нимума целевой функции в направлении kkd H . 
4. Если выполняется одно из условий  
k 1 k ; 
k ; 
2 k 1 k 1 2 k kI ( , ) I ( , ) , 
то − конец алгоритма. В качестве оптимального решения задачи (7.1.10) – 
(7.1.12) выбираем k 1 k 1( , ) . Иначе k : k 1  и переходим на п. 1. 
 Замечание. Для того чтобы вычислить обобщенный градиент функции 
2 kI ( , )  необходимо наряду с задачей Коши п.1 дополнительно решить  
4N  задач Коши при возмущенных компонентах вектора параметров . 
 
Некоторые результаты идентификации «многозонных» моделей динамики. 
Определение границ между зонами 
 
Работа предложенных алгоритмов была проверена на решении большого 
количества тестовых примеров. Вначале для выяснения принципиальной 
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возможности идентификации «многозонных» динамических систем с по-
мощью предложенных подходов были рассмотрены задачи восстановления 
кусочно-линейной правой части для одного дифференциального уравнения: 
0k 1k 2k kx a x a t a , x ,  1 N N,..., P ( ) . Исследование проводи-
лось в направлении выявления влияния исходных данных (количества точек 
наблюдений, начальных значений параметров восстанавливаемых функций) 
на качество реконструкции динамической системы. Анализ результатов та-
ких вычислительных экспериментов позволил сделать следующие выводы:  
1) увеличение количества наблюдений в несколько раз не влияет суще-
ственно на качество реконструкции (рис. 7.1);  
2) если в наборе наблюдений присутствуют точки переключения, то вы-
борка наблюдений должна содержать точки из разных зон функционирова-
ния, количество их зависит от вида функции правых частей;  
3) если динамическая система характеризуется наличием скользящего 
режима, то оба подхода позволяют выявить это свойство и восстановить 
правую часть с удовлетворительной точностью, что отражено на рис. 7.1;  
4) при различных начальных приближениях восстанавливаемых пара-
метров можно получить различные их «оптимальные» значения, хотя на 
качество восстановления фазовой траектории это может не повлиять      
(рис. 7.2). 
 Приведем результаты вычислительных экспериментов восстановления 
разрывной по фазовой переменной правой части системы двух дифферен-
циальных уравнений (7.1.3) с помощью двух предложенных подходов. Про-
ведем их сравнительный анализ.  
 На рис. 7.3 представлены результаты идентификации двузонной дина-
мической системы (7.1.3), которая описывается кусочно-линейной правой 
частью. Параметры функций  i i1 1 i2 2 ia x a x b t , точные и восстанов-
ленные по результатам 50 наблюдений с помощью двух предложенных 
подходов, представлены в табл. 7.1.  Как уже отмечалось, такие системы 
являются моделями процессов функционирования многих технических объ-
ектов, описывающихся, вообще говоря, нелинейными системами, но доста-
точно хорошо представимыми в виде систем линейных обыкновенных 






     
 а) К 100  
   
б) К 50  
   






Рис. 7.1.  Идентификация «многозон-
ной» одномерной динамической сис-
темы по  результатам К  наблюдений 
в случае наличия скользящего 
 режима:  
а, б - фазовая точка, попадая на границу 
переключения зон, на этой границе и 
остается;  
в - фазовая точка со временем выходит 
из скользящего режима 
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Точные значения параметров 
 
Параметры, найденные с помощью 
подхода 1 
 
Параметры, найденные с помощью 
подхода 2 
 





Значения параметров кусочно-линейной функции правой части системы  




















1 -2;  0.1;  0.3 0.17; 0.67; 
0.151 
-3.57; -0.51; 0.845 -1.56; 0.65; 0.2 
2 -4;  0.001;  1 -0.10; 0.26; 
0.61 









Рис. 7.3. Фазовые траектории системы (7.1.3) ( N 2 , граница между зонами 
1z 2 ), восстановленные с помощью численного дифференцирования (кружки) 
 и подхода 2 (треугольники) по К 50  наблюдениям 
  
 На рис. 7.4 – фазовые траектории той же системы, но восстановленные 
по результатам 1 000 наблюдений. Анализируя результаты решения этой и 
других задач реконструкции динамических систем, можно проследить: 
 а) неединственность их решений, т. е. значения восстанавливаемых па-
раметров могут существенно отличаться, хотя при этом аппроксимация 
правой части осуществляется с удовлетворительной точностью (см. табл. 
7.1, 7.2). Этот факт не противоречит свойствам обратных задач; 
 б) границы между зонами функционирования системы с достаточной 
точностью идентифицируются (рис. 7.5, 7.6, 7.8); 
ДАЛЬНЕЙШИЕ НАПРАВЛЕНИЯ РАЗВИТИЯ ТЕОРИИ И МЕТОДОВ РЕШЕНИЯ 
НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 547 
 в) при увеличении количества наблюдений качество реконструкции ди-
намической системы с помощью подхода, основанного на численном диф-
ференцировании, улучшается (см. рис. 7.6, 7.7), что не всегда справедливо 
для подхода, основанного на решении задачи минимизации функционала 
(7.8) (см. рис. 7.3, 7.4). 
 
 
Рис. 7.4. Фазовые траектории системы (7.1.3) (N = 2, граница между зонами 1z 2 ), 
восстановленные с помощью подходов 1 и 2  по K = 1 000 наблюдений 
 
  
Рис. 7.5. Восстановленные фазовые траектории  двумерной системы (7.1.3) 





Значения параметров кусочно-линейной функции правой части системы 





Параметры, значение функционала, время идентификации систе-





0) -4, 1, 1 
1) 0.3, 2, 3 






Рис. 7.6.  Реконструкция двумерной системы (7.1.3) с тремя зонами функциониро-
вания:  а) число точек наблюдения K=50;  б) число точек наблюдения K=1 000 
 
 Также следует отметить, что качество реконструкции динамической сис-
темы для обоих подходов зависит от начальных приближений неизвестных 
параметров. Это объясняется тем, что и в одном, и в другом случае для ре-
шения поставленных задач оптимизации применяются методы недиффе-
ренцируемой оптимизации, сходящиеся в общем случае к локальному ми-
нимуму.  
 На рис.  7.3 – 7.7 приведены лишь результаты идентификации динамиче-
ских систем, которые могут быть описаны кусочно-линейной правой ча-
стью. Как уже отмечалось, такие системы являются моделями процессов 
функционирования многих технических объектов, описывающихся, вообще 
говоря, нелинейными системами, но достаточно хорошо представимыми в 
виде систем линейных обыкновенных дифференциальных уравнений с пе-
реключающимися правыми частями. Численные же эксперименты проводи-
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лись и в случае, когда составляющими правой части системы могли высту-
пать функции квадратичные 
i i i
i i 1 1 2(t,x; ) a x a b t ; 
периодические по времени ii i i(t; ) b sin( t) ; 
периодические по фазовой переменной  i ii i 1 2 1(x; ) a sin(a x ) , параметры 
которых подлежали определению. Выводы, сделанные при анализе резуль-
татов идентификации динамических систем с разрывной нелинейной пра-










Рис. 7.7. Идентификация двузонной 
динамической системы (7.1.3) по  
результатам К  наблюдений: 
а -  K = 50; б – K = 100; 
в – K = 1 000 
 
 Оба предложенных подхода к решению задачи идентификации динами-
ческой системы, описывающейся системой дифференциальных уравнений с 
разрывной правой частью, требуют проведения дополнительного теорети-
ческого обоснования и, в первую очередь, связанного с вопросами регуля-
ризации задач. Предложенный математический аппарат может быть приме-
нен для решения задач оптимального управления на множестве состояний 
функционирования объекта, когда в процессе управления могут изменяться 




ды, представленные в данном разделе, в дальнейшем могут быть обобщены 
на случай: 
 – наличия задержки в фазовых координатах или управляющих парамет-
рах; 
 – когда динамика объекта или процесса представлена не наблюдениями 
одной фазовой координаты, а значениями линейной комбинации несколь-
ких фазовых координат. В этом случае возникает также вопрос о возможно-
сти восстановления динамической системы по данным наблюдений; 
 – перехода к задаче оптимального управления как одного из подходов к 
решению задач идентификации динамических систем и применения мето-
дов теории управления сосредоточенными системами (например, непрямых, 
основанных на принципе максимума Понтрягина); 
 – решения задачи идентификации в широком смысле с привлечением 
теории операторных уравнений наряду с методами оптимального разбиения 
множеств. 
 
7.2. ПРИМЕНЕНИЕ МЕТОДОВ ОПТИМАЛЬНОГО  
РАЗБИЕНИЯ МНОЖЕСТВ ДЛЯ РЕШЕНИЯ  
ГЕОМЕТРИЧЕСКИХ ОБРАТНЫХ ЗАДАЧ 
 ТЕПЛОПРОВОДНОСТИ 
 
 В данном разделе представлены задачи идентификации границ  раздела 
нескольких разнородных сред по измерениям температуры в неподвижных 
точках объекта, для решения которых может быть также применен подход, 
основанный на сведении их к непрерывным динамическим задачам опти-
мального разбиения множеств и решению последних соответствующими 
методами.  
 Обратные задачи теории теплообмена являются одними из наиболее 
распространенных на практике классов обратных задач. Методы на их ос-
нове позволяют проводить исследования нестационарных и нелинейных 
процессов переноса тепла и тепловых режимов материалов и конструкций, 
что существенно для современных теплотехнических систем и теплонагру-
женных конструкций. Многие задачи идентификации и управления для 
многокомпонентных систем с распределенными параметрами рассмотрены 
в работах [26, 92]. 
Приведем далее постановки некоторых геометрических обратных задач 
теплопроводности, к решению которых предлагается новый подход, осно-
ванный на формулировке эквивалентных непрерывных динамических задач 
оптимального разбиения множеств [93]. Последние, в свою очередь, реду-
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цируются к задачам минимизации недифференцируемых функций, для ре-
шения которых применяется r-алгоритм или его модификации.  
 К обратным задачам, сводящимся в своей математической постановке к 
непрерывным задачам ОРМ, относятся задачи определения границ фазового 
перехода или контакта (идеального или неидеального) сред, имеющих раз-
личные физические свойства. Неопределенность границы раздела двух или 
более разнородных сред является характерной особенностью ряда задач 
теплометрии. Неизвестная граница может быть как неизменной по времени, 
так и перемещающейся по присущему ей закону. При восстановлении зако-
на движения теплообменной границы тела по результатам измерений тем-
пературы внутри тела приходится иметь дело с задачами оптимального раз-
биения множеств с подвижными границами между подмножествами. При-
мером нестационарной задачи идентификации границы, разделяющей две 
среды, служит задача оценивания положения и формы фронта кристаллиза-
ции в установке для выращивания кристаллов.  
 Во многих случаях за счет специальных конструктивных мер при разра-
ботке датчиков и моделей, а также при выборе условий постановки и про-
ведения эксперимента, можно исследовать теплообменные процессы в эле-
ментах конструкции и теплоизоляционных покрытиях на основе одномер-
ного уравнения теплопроводности. Это условие заметно упрощает обработ-
ку данных по методам обратных задач, а при определенных условиях даже 
делает ее более точной. Поэтому изучение возможности применения мето-
дов ОРМ к решению геометрических задач теплопроводности проводится 
на примерах следующих одномерных постановок. 
 
 Задача идентификации  точки идеального контакта в  двухслойной 
пластине. Пусть процесс теплопереноса в теле, представляющем собой со-
вокупность двух пластин с различными теплофизическими характеристи-
ками (рис. 7.9), описывается следующей начально-краевой задачей: 
                   
2
1 1
1 1 1 2
2
2 2
2 2 2 2
y y
c , 0 x ;
t x
y y
c , x l;
t x
,             (7.2.1) 
где  j j j, , с  – заданные величины; 1 2y (x, t); y (x, t)  – температуры со-
прикасающихся сред, Tx, t ,   






Рис. 7.9. Геометрия задачи (7.2.1) – (7.2.6) 
 
 На концах отрезка [0,l] заданы краевые условия 
1 1x 0
y u , t (0,T),   (7.2.2) 
2 2x l
y u , t (0,T),   (7.2.3) 
1 2u( ) u ( ),u ( ) C(0,T) C(0,T)  − заданные функции; в точке x  
имеют место условия идеального контакта: 








 Начальное условие имеет вид: 
i t 0 i0y y (x), i 1,2,                                       (7.2.6)                                                                               
при 1x  и 2x  соответственно. 
 Будем предполагать, что в М точках id  температура известна:  
i iy(d , t) f (t), t (0,T), i 1,М .                         (7.2.7) 
 Задача состоит в определении точки  идеального контакта границы 
областей 1  и 2 , при которой решение 
1 1
2 2
y (x, t), x
y(x, t)
y (x, t), x
 задачи 
(7.2.1) – (7.2.6) удовлетворяет равенствам (7.2.7). 
 
Пусть 2P ( )  – класс всех возможных разбиений множества 0,l  
на 2 подмножества:  
2
2 1 2 i i i j
i=1
P ( ) ( , ) :  ,  i 1,2;  ;  mes( ) ,  i j;  i, j 1,2 .
 Каждому фиксированному значению (0, l)  соответствует некоторое 
разбиение 2P ( ) . Условимся решение задачи (7.2.1) – (7.2.6), соответ-
ДАЛЬНЕЙШИЕ НАПРАВЛЕНИЯ РАЗВИТИЯ ТЕОРИИ И МЕТОДОВ РЕШЕНИЯ 
НЕПРЕРЫВНЫХ ЗАДАЧ ОРМ 
 
 553 
ствующее значению (0, l)  (или разбиению 2  P ( ) ), обозначать 
y( ;x, t)  или (при необходимости) y( ;x, t) . 
 Тогда задача формулируется как непрерывная динамическая задача оп-
тимального разбиения множества: найти такое разбиение 2 P ( )  и со-






J( , y( ; , )) y( ;d , t) f (t) dt
2
 
достигал бы минимального значения.  
 Заметим, что наряду с точкой идеального контакта (0, l)  неизвест-
ными могут быть и другие  параметры задачи (7.2.1) – (7.2.6), например,  
j j,  или jс . 
Одномерная задача теплопроводности в двухслойной пластине       
с фазовым переходом [5].  Пусть пластина состоит из двух слоев, материа-
лы которых имеют разные теплофизические характеристики (рис. 7.10) и в 




Рис. 7.10. Двухслойная пластина с 
фазовым переходом: 1, 2 – первый 
и второй слои; 3 – граница фазового 
перехода; 4 – линия контакта слоев; 
а, б – два фазовых состояния мате-
риала первого слоя 
 
 Границы слоев 1 2 3b (t),b (t),b (t)  могут перемещаться с течением време-
ни вследствие каких-либо физических процессов (уноса массы, температур-
ного расширения или термической усадки материалов, механических де-
формаций). Подвижным является также и внутренний фронт фазового пре-




 Температурное поле y(x, t)  в пластине на временном интервале 
],0( Tt  описывается системой уравнений обобщенной теплопроводности 
j j j
j j j j
y y y
C K S , j 1,2,3
t x x x
  (7.2.8) 
соответственно в областях 1b (t) x (t) , 2(t) x b (t) , 
2 3b (t) x b (t) . При этом условиями сопряжения на линиях (t)  и 2b (t)  
являются 
1 2y ( (t) 0, t) y ( (t) 0, t) , 
1 2
1 2







2 2 3 2 2
x b (t) 0
y











  Начальные распределения температур имеют вид: 
j jy (x,0) (x), j 1,2,3  
соответственно при 1b (t) x (t) , 2(t) x b (t) , 2 3b (t) x b (t) .   
В качестве граничных условий могут рассматриваться: 
– температуры 
j j jy (b (t), t) Y (t), j 1,3 ; 






q (t), j 1,3
x
; 
– ньютоновские условия конвективного теплообмена 
j
j *
j j j j j
x b (t)
y
y (b t), t) y (t) , j 1,3
x
 
– другие условия, учитывающие теплообмен тела с окружающей сре-
дой путем конвекции и излучения, источник теплоты на поверхности. Воз-
можны также различные комбинации перечисленных граничных условий на 
линиях 1 3b (t), b (t) . 
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Коэффициенты j j jС , , К  и источники jS   в общем случае могут быть 
функциями пространственной или (и) временной координаты. Величины 
jr, R,   могут рассматриваться как функции времени. 
 Задача состоит в идентификации закона движения теплообменной гра-
ницы тела по результатам измерений температуры  в М неподвижных точ-
ках id   тела, то есть при дополнительных условиях: 
 
i iy(d , t) f (t), t (0,T), i 1,М . 
 В приведенной постановке задача сводится к непрерывной динамиче-
ской задаче оптимального разбиения множества с подвижными границами 
между подмножествами. Для ее решения разработан алгоритм, базирую-
щийся на теории оптимального управления, аппарате сопряженных  урав-
нений  математической физики, а также методах ОРМ.  
 В сформулированной задаче причинными характеристиками, подлежа-
щими определению, могут также выступать объемная теплота фазового 
превращения r, контактное тепловое сопротивление R, объемные тепло-
емкости  jС , коэффициенты теплопроводности j, конвективные коэффи-
циенты jК , другие параметры. В этом случае задача сводится к непрерыв-
ной динамической задаче ОРМ с подвижными границами между подмноже-
ствами и размещением «центров» этих подмножеств. 
 Еще одним примером задачи, сводящейся к непрерывной динамической  
задаче ОРМ, является следующая обратная задача в экстремальной поста-
новке. 
 Задача оптимизации теплозащитного пакета [6].  Пусть пластина со-
стоит из N слоев  разных материалов с известными теплофизическими ха-
рактеристиками. На одной из внешних границ пластины задан тепловой 
режим в форме закона Ньютона, другая является теплоизолированной. Тре-
буется найти толщины слоев, обеспечивающих минимум удельной массы 
пластины при соблюдении заданных ограничений на максимальные темпе-
ратуры в слоях. Математическая модель теплопроводности этой задачи при 
абсолютных термических контактах слоев запишется следующим образом: 
j j
j j j
j j 1 j 0
y y
C , (x, t) S ,
t x x





j jy (x,0) (x), j 1, N , 
j j j 1 jy (l 0, t) y (l 0, t) 0, j 1,N 1, 
j j 1
j j j 1 j
y y














где теплофизические свойства  jС , j ,  начальное распределение темпера-
тур j(x), j 1, N , коэффициент теплоотдачи α и температура окружаю-
щей среды cY  являются известными величинами. 
 Искомый вектор 1 2 Nl l , l ,..., l  должен обеспечить минимум величине  
N
j j j 1
j 1
m l l , 
где  j  – плотность j-го слоя,  при ограничениях  
lim
j j jy (l , t) y , j 1,N , 
 
j j 1l l 0, j 1, N , 
 
где limjy – значения предельно допустимых температур в стыках. 
 Характерной особенностью этой задачи является неизвестная правая 
граница последнего слоя, что вызывает необходимость обобщения теории и 
методов решения непрерывных  задач ОРМ на случай неизвестных границ 
самого разбиваемого множества. 
 В настоящее время ведутся научные исследования, связанные с теорети-
ческим обоснованием методов и алгоритмов идентификации многокомпо-
нентных динамических систем с применением теории непрерывных задач 
оптимального разбиения множеств. 
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7.3. ПРИМЕНЕНИЕ МЕТОДОВ  
ОПТИМАЛЬНОГО РАЗБИЕНИЯ МНОЖЕСТВ  
К ЗАДАЧАМ МНОГОКРАТНОГО ПОКРЫТИЯ 
 
Еще одним направлением дальнейшего развития теории непрерывных 
задач ОРМ является разработка на ее основе методов решения задач много-
кратного покрытия, являющихся интересными и важными с прикладной 
точки зрения [58, 90]. Именно многократное покрытие зон обслуживания 
используют навигационные системы GPS, Глонасс, разрабатываемая евро-
пейская система Галилео [8, 9, 24]. Примером задачи многократного опти-
мального покрытия является также задача размещения камер противопо-
жарной системы видеонаблюдения за лесными массивами. Как известно, 
дистанционно управляемая или работающая в автоматическом режиме по-
воротная видеокамера может поворачиваться на 360 градусов и передавать 
информацию оператору в режиме реального времени, а, следовательно, 
можно полагать, что зоной наблюдения отдельной видеокамеры является 
круг. С целью надежного и точного определения координат возможных 
очагов возгорания необходимо покрывать такими кругами заданную на-
блюдаемую область как минимум двукратно.  
Задачи k-кратного покрытия возникают при размещении логистических 
и распределительных центров, зоной обслуживания которых выступает  
«круг», такой, что расстояние от центра до потребителя измеряется по су-
ществующим дорогам, а не как длина отрезка, соединяющего их. В качестве 
примеров таких задач оптимального покрытия могут выступать: 
- задача размещения центров служб чрезвычайных ситуаций; 
- задача размещения пунктов хранения химических реагентов для нефте- 
или газодобычи, в которой важно разместить эти пункты так, чтобы как 
можно быстрее доставлять реагенты в нужную точку. Существенным в этой 
задаче является условие, что если в ближайшем пункте необходимого реа-
гента не окажется в наличии, то желательно, чтобы другой пункт находился 
не очень далеко. В результате задача состоит в, как минимум, двукратном 
покрытии заданного множества потребителей зонами обслуживания от-
дельными центрами хранения реагентов;  
- задача размещения банкоматов, которые желательно расположить так, 
чтобы клиент мог добраться до ближайшего из них как можно быстрее. 
Аналогично условию предыдущей задачи, если в ближайшем банкомате нет 
в наличии необходимой суммы, или он не работает по техническим причи-





- задача троекратного оптимального покрытия, возникающая при плани-
ровании размещения станций сотовой связи стандарта GSM. При этом пре-
дусматривается, что каждый абонент должен находиться в зоне обслужива-
ния, по крайней мере, трех базовых станций. Хотя абонента  и обеспечивает 
связью ближайшая к нему станция, в случае ее перегрузки обслуживание 
передается другой, менее загруженной станции.  
Научная литература, в которой представлены алгоритмы решения задач 
оптимального многократного покрытия ограниченной части плоскости, не 
столь многочисленна, как для задач однократного покрытия. В настоящее 
время разработка и обоснование эффективных методов и алгоритмов реше-
ния таких задач активно продолжается.  
Далее приведем математические формулировки  задач многократного 
покрытия ограниченной в Еn области кругами минимального радиуса, ис-
пользуя математический аппарат теории непрерывных задач оптимального 
покрытия множеств. 
Заметим, что при определении расстояний между конкретными объек-
тами можно использовать матрицы расстояний, геоинформационные систе-
мы или функции оценки расстояния. Матрицы расстояний и геоинформаци-
онные системы сложно использовать для качественного анализа областей 
обслуживания отдельных станций – ячеек диаграмм Дирихле − Вороного. 
Поэтому целесообразнее для непрерывных задач многократного покрытия 
множества использовать функции для оценки расстояния, являющиеся не-
которыми метриками в пространстве Еn, которому принадлежит покрывае-
мое множество. Наиболее часто используются следующие метрики: евкли-
дова, манхэттенская, метрика Чебышева, взвешенная 1р-метрика, взвешен-
ная 1р-метрика с возможным поворотом осей координат и другие. Выбор 
метрики зависит от свойств множества и от существующих связей центра с 
клиентами.  
 
Математическая постановка задачи многократного оптимального по-
крытия 
 
Пусть Ω – ограниченное, замкнутое множество в пространстве Еn. 
Как и в разделе 6.4,  с-шаром радиуса R с центром в точке τi из Еn  бу-
дем называть множество вида В(τi,R) = {х Еn: с(х,τi) ≤ R}, где с(х,τi) – не-
которая квазиметрика. 
Будем говорить, что совокупность центров τ1,…,τN задает k-кратное 
шаровое покрытие множества Ω с радиусом R, если 
ДАЛЬНЕЙШИЕ НАПРАВЛЕНИЯ РАЗВИТИЯ ТЕОРИИ И МЕТОДОВ РЕШЕНИЯ 












x B( ,R) ,  
jі {1, 2, ..., N} , k l N . 
Радиус R k-кратного покрытия множества Ω, которое задается центрами 
τ1,…,τN (вектором τ
N







min с(х,τi),    (7.3.1) 







x B R ,  
k l N , {1, 2, ..., }jі N , где τ
N
 = (τ1,…,τN) n n
N





...  = Ω N ). 
k-кратное покрытие множества Ω, задаваемое вектором τ
N
 = (τ1,…,τN), с 
радиусом R(τ
N
), который определяется по формуле (7.3.1), является мини-
мальным k-кратным с-шаровым покрытием, генерируемым вектором 
τ
N
, то есть никакие с-шары меньшего радиуса с центрами в точках τ1,…,τN  
k-кратно не покрывают множество Ω. 
Определение. k-кратное покрытие минимального радиуса называется 
оптимальным k-кратным покрытием. 
Таким образом, для отыскания оптимального k-кратного покрытия необ-
ходимо определить величину радиуса оптимального покрытия 










N ), на котором достигается значение R(τ
N
* ) при усло-





x B( ,R) ,  k l N , jі {1, 2, ..., N} . 
Задача о поиске радиуса N  кругов, образующих k-кратное               
с-шаровое покрытие множества, может быть формализована математиче-
ски следующим образом.  
Пусть  Ω  –  ограниченное, замкнутое множество в пространстве Еn,  τ = 









являются k-ближайшими соседями точки x  из заданных N точек, ес-
ли 
1 21, (x, ) (x, ), {1, 2, ..., } \ , ,...,jі m k
j k c c m N і і і .    (7.3.2) 
В частных случаях, например, когда множество Ω имеет симметричную 
структуру, или центры τ1,…,τN  размещены в области Ω с определенной за-
кономерностью, для некоторых точек x  знак неравенства в (7.3.2) мо-
жет быть нестрогим, то есть некоторые из заданных центров τ1,…,τN  могут 
находиться на одинаковом расстоянии от фиксированной точки x . То-
гда будем считать, что точка x  имеет несколько различных наборов из 
k-ближайших соседей. При численной реализации поиска k-ближайших 
соседей фиксированной точки x  для однозначности будем полагать, 





ряющие следующей системе неравенств: 
1 21, (x, ) (x, ), {1, 2, ..., } \ , ,...,jі m k
j k c c m N і і і  
и имеющие наименьшие возможные индексы.  
Введем в рассмотрение множество kN  N-мерных векторов, координа-
ты которых могут принимать значения 0 или 1, причем в каждом таком век-
торе единиц может быть ровно k: 
N
k
N 1 N i i
i 1
,..., : 0 1, i 1, N; k . 
Очевидно, k kN NC . 
 Тогда для каждой точки x  k-ближайших соседей из фиксированного 
набора точек 1 N,...,   можно найти, решая задачу поиска такого вектора 
1 N(x) (x),..., (x) , при котором достигается минимальное значе-
ние следующей величины: 
k i ii 1,N(x)
С(x) min maxc(x, ) (x) .   (7.3.3) 
Покажем это на примере. Пусть x  – произвольная фиксированная 
точка, а расстояние от этой точки до каждого из пяти центров  1 5,...,  
задано в табл. 7.3: 
ДАЛЬНЕЙШИЕ НАПРАВЛЕНИЯ РАЗВИТИЯ ТЕОРИИ И МЕТОДОВ РЕШЕНИЯ 




Таблица 7.3  
Расстояния ic(x, )  в примере 
№ центра 








Рис. 7. 11. Иллюстрация к примеру 
 Множество 35  состоит из 
3
5C 10  элементов. В таблице 7.4 представ-
лен процесс вычисления величины С(х) в соответствии с формулой (зада-
чей) (7.3.3), и выделен вектор *(х) , на котором эта величина достигается. 
Единичные компоненты этого вектора указывают на номера центров, яв-
ляющихся тремя ближайшими центрами к точке х. 
Таблица 7.4  




maxc(x, ) (x)  
(1,1,1,0,0) max(4 1,6 1,2 1,7 0,3 0) 6  
(1,1,0,1,0) max(4 1, 6 1, 2 0,7 1, 3 0) 7  
(1,1,0,0,1) max(4 1,6 1,2 0,7 0,3 1) 6  
(1,0,1,1,0) max(4 1,6 0,2 1,7 1,3 0) 7  
(1,0,1,0,1) max(4 1,6 0,2 1,7 0,3 1) 4  
(0,1,1,1,0) max(4 0,6 1,2 1,7 1,3 0) 7  
(0,1,1,0,1) max(4 0,6 1,2 1,7 0,3 1) 6  
(0,0,1,1,1) max(4 0,6 0,2 1,7 1,3 1) 7  
(1,0,0,1,1) max(4 1,6 0,2 0,7 1,3 1) 7  
(0,1,0,1,1) max(4 0,6 1,2 0,7 1,3 1) 7  
k i ii 1,N(x)
С(x) min maxc(x, ) (x)  4 
 Таким образом, можно считать, что на множестве  определена вектор-
функция ( )  со значениями в  
k
1 N N




так что для каждой точки x  компонента i (x) этой вектор-функции  
равна 1 тогда и только тогда, когда центр i  считается одним из k-воз-
можных «соседей» этой точки. Если же вектор (х)  таков, что на нем дос-
тигается величина С(х), то он будет соответствовать ближайшим к точке х  




, покрывающим k-кратно точку х. Индексы этих центров сов-
падают с индексами единичных компонент вектора (х) . Если среди всех 
величин С(х), x , выбрать наибольшую, то эта величина и будет опреде-
лять радиус кругов с центрами в точках  1 N,..., , покрывающих             
k-кратно множество . 
 Итак, задача  о  поиске радиуса N кругов, образующих k-кратное       








min maxc(x, ) (x) . 
Задача о минимальном k-кратном с-шаровом покрытии с размеще-
нием центров шаров математически может быть сформулирована так: 
  Требуется найти величину 
R( *( ) ,τ N* ) = 
N












N 1 N i i
i 1
,..., : 0 1, i 1, N; k , 
а также вектор-функцию * kN(x)  x , и вектор τ
N




N Е Nn , при которых  в (7.3.4) достигается нижняя грань. 
Если в задаче (7.3.4) не интересоваться, какими именно с-шарами по-
крывается каждая точка x , то вектор-функцию *( )  слева в равенстве 
(7.3.4) можно опустить. В таком случае вектор-функция ( )  используется 
лишь для упрощения записи (для конструктивной записи) математической 
модели задачи и является промежуточным результатом. 
Частными случаями приведенных двух задач о k-кратном с-шаровом по-
крытии множества или их обобщениями являются следующие постановки.  
Задача 1 (задача k-кратного покрытия заданного множества из Еn с 
фиксированными центрами). Для заданной системы центров (τ1,…,τN) из 
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Е Nn  (или из Ω
N
) найти минимальное k-кратное с-шаровое покрытие множе-
ства Ω.  
Математически задача сводится к отысканию  величины (7.3.1). 
Предполагая, что координаты центров τ1,…,τN неизвестны заранее и  
требуя  их  размещения  в множестве  Ω так, чтобы получить k-кратное        
с-шаровое покрытие минимального радиуса, можно сформулировать сле-
дующую задачу об оптимальном k-кратном покрытии.  
Задача 2 (задача об оптимальном ограниченном k-кратном с-ша-
ровом покрытии). При заданном количестве N центров τ1,…,τN найти та-
кое их размещение в области Ω, которое генерирует k-кратное покрытие 
множества Ω с минимальным радиусом.  
Если предположить, что центры τ1,…,τN могут располагаться не только в 
множестве Ω, но и во всем пространстве Еn, то можно сформулировать сле-
дующую задачу. 
Задача 3 (задача об оптимальном k-кратном с-шаровом покрытии). 
При заданном количестве N центров τ1,…,τN найти такое их размещение в 
Еn, которое генерирует k-кратное покрытие множества Ω с минимальным 
радиусом.  
В предположении  о том, что количество  N центров τ1,…,τN  может не 
быть заданным наперед, можно также сформулировать следующую задачу 
о нахождении минимальной по количеству совокупности центров        
k-кратного покрытия. 
Задача 4.  При заданном радиусе покрытия R найти минимальную по 
количеству N совокупность центров τ1,…,τN, генерирующую k-кратное по-
крытие множества Ω.  
 
Конструктивные алгоритмы решения некоторых задач многократ-
ного покрытия заданного множества 
 
Представим здесь приближенный алгоритм решения задачи о поиске ра-
диуса N кругов, образующих k-кратное с-шаровое покрытие множества, а 
также алгоритм решения задачи о минимальном k-кратном с-шаровом по-
крытии с размещением центров шаров. Приведем и проанализируем резуль-
таты некоторых вычислительных экспериментов. Наметим основные на-
правления дальнейших теоретических исследований непрерывных задач 
многократного покрытия. 
 Для  решения  задачи  об  отыскании радиуса N кругов, образующих      





 Первый подход реализует математическую модель задачи, переформу-
лированную следующим образом: пусть I  – множество всех сочетаний из 
N элементов по k элементов, то есть множество всех возможных индексов    
k центров, зоны наблюдения которых могут одновременно покрывать лю-
бую точку множества Ω. Обозначим mI  – элемент множества I . Очевидно, 
k






I I i I
min maxc(x, ) .  (7.3.5)  
 Для реализации формулы (7.3.5) множество Ω покрывается прямоуголь-
ной сеткой. Обозначим  множество всех узлов сетки. Приближенное зна-
чение искомого радиуса вычисляется по следующей формуле: 





I I i I
min maxc(x, ) . 
 Второй подход разработан с использованием алгоритмов сортировки 
массива расстояний от фиксированной точки x  до заданных центров 
1 N,..., .   
 Перейдем к описанию алгоритма решения задачи (7.3.1) или (7.3.3) о 
поиске радиуса N кругов, образующих k-кратное с-шаровое покрытие за-
данного множества Ω из Еn. Для этого область Ω заключим в n-мерный па-
раллелепипед П, стороны которого параллельны осям декартовой системы 
координат, вводя вспомогательную функцию ρ(х), определенную на П, та-
кую, что 
ρ(х) = 
0   для   x \ ,
1   для   x .
 
Тогда в задаче (7.3.1) под функцией с(х, τi) будет пониматься функция с(х, 
τi)·ρ(х), определенная на П и совпадающая с с(х, τi) на Ω.  
 Алгоритм 7.1  
 Предварительный этап. Параллелепипед П покрываем прямоугольной 
сеткой с шагом Δhj, j = 1,…, n; обозначим   – множество узлов сетки.  За-
даем положение центров покрытия 1 N,..., .  
Шаг 1. Для каждой точки х сетки  строим массив расстояний от этой 
точки до всех центров: D(х)=( с(х, τ1), с(х, τ2) …, с(х, τN)). 
Шаг 2. Полученный массив расстояний D(х) сортируем по возрастанию 
элементов. 
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Шаг 3. В каждом отсортированном массиве отбираем элемент, стоящий 
на k-м месте (с порядковым номером k), обозначим этот элемент 
k
k
ic (x, ) .  





R maxc (x, ) . 
Полученное максимальное значение и является приближенным значе-
нием  радиуса окружностей с центрами в точках 1 N,..., , которые          
k-кратно покрывают множество  Ω. 
  Очевидно, на одинаковых пространственных сетках численные алгорит-
мы, реализующие оба подхода, дают одинаковые результаты. Время же ра-
боты алгоритма 7.1 значительно меньше времени, за которое вычисляется 
радиус шаров с заданными центрами, k-кратно покрывающими множество 
Ω. Для подтверждения этого факта в табл. 7.5 приведено время работы ал-
горитмов при решении задачи поиска радиуса N кругов, образующих k-
кратное с-шаровое покрытие единичного квадрата Ω= 0,1 0,1  в случае, 
когда шаг разбиения Δhj=0.005, і=1,2.   
Таблица 7.5   
Зависимость времени работы алгоритмов от количества  центров N  
и кратности покрытия k 
Входные данные Время работы алгоритмов, реализующих 
N k первый подход второй подход 
4 2 2,2784 0,1822 
9 2 6,3777 0,3108 
14 3 36,0772 0,4286 
20 4 651,0002 0,9246 
25 3 276,2283 0,7917 
  
 Учитывая указанное временное преимущество алгоритма 7.1, именно его 
будем в дальнейшем использовать при разработке одного из возможных 
алгоритмов решения задачи о минимальном k-кратном с-шаровом покрытии 
с размещением центров шаров.  
 
Алгоритм  оптимального многократного покрытия множества, 
 основанный на использовании r-алгоритма. Шора 
 
 Представим здесь один из возможных численных алгоритмов решения 




центров τ *1 ,…, τ
*



















N 1 N i i
i 1
,..., : 0 1, i 1, N; k , 
в предположении, что покрываемое множество имеет простую структуру. 
 Поскольку функция R(τ) недифференцируема, для решения задачи 
(7.3.4) будем использовать метод проекции обобщенного градиентного 
спуска с растяжением пространства в направлении разности двух последо-
вательно обобщенных градиентов (r-алгоритм Н. З. Шора [109]). 
i-ю компоненту N-мерного вектора обобщенного градиента  
gR(τ
N












))   (7.3.6) 
функции R(τ
N
) в точке  τ
N
 = (τ1,…, τN) будем вычислять с применением 
формул численного дифференцирования: 
j j j jτ τ τ τ
1 2( ) ( ( ), ( ),..., ( ))
N N N N
ng g g g ,  (7.3.7) 
где s-я компонента вычисляется приближенно по следующей формуле:  
jτ N
s
(1) (s) (n) (1) (s) (n)
1 j j j N 1 j j j N
g ( )
R( ,..., ( ,..., ,..., ),..., ) R( ,..., ( ,..., ,..., ),..., )
,
s 1,n, j 1, N.
 
Сформулируем алгоритм решения задачи оптимального многократного 
покрытия единичного n-мерного куба Ω=
n
0,1 0,1 ... 0,1 .  
Для упрощения обозначений в алгоритме вектор τ
N
 = (τ1,…, τN) обозна-
чим через τ = (τ1,…, τN). 
 
Алгоритм 7.2 
Предварительный этап. Куб Ω покрываем прямоугольной сеткой с 
шагом Δhj, j = 1,…, n.  Множество узлов прямоугольной сетки на множестве 
Ω обозначим . Задаем шаг численного дифференцирования . Задаем 






N ).  
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min maxc(x, ) (x),  
используя алгоритм 7.1 решения задачи поиска радиуса N кругов, обра-
зующих k-кратное с-шаровое покрытие заданного множества Ω. 
По формулам (7.3.6), (7.3.7) вычисляем вектор-градиент g R (τ1,…, τN) в 
точке τ
(0)
, выбираем начальный пробный шаг r-алгоритма h0>0. 
Первый шаг алгоритма проводим по формуле: 
τ
(1)
 = РΩ (τ
(0)
 – h0·g R (τ
(0)
)), 
РΩ  – оператор проектирования на множество Ω. 
Переходим ко второму шагу. 
Пусть в результате вычислений после m, m = 1, 2,..., шагов алгоритма 
получен определенный вектор τ
(m)
 = (τ (m)1 ,…, τ
(m)
N ). 
Опишем (m+1)-й шаг алгоритма. 
1. По центрам τ (m)1 ,…, τ
(m)












min maxc(x, ) (x) . 
2. Вычисляем значения g R (τ) по формулам (7.3.6), (7.3.7) при  
(m) . 
3. Проводим (m+1)-й шаг r-алгоритма в Н-форме [109], итерационная 









H g (τ )
τ h
(H g (τ ), g (τ ))
R , 
где Нm+1 – матрица растяжения пространства с коэффициентом α (его целе-
сообразно брать равным 3) в направлении разности двух последовательных 
обобщенных градиентов, имеющая вид: 
Нm+1 = Нm + (1/α
2 –1)
T





m  = 
(m)
Rg (τ )  – 
(m 1)
Rg (τ ) . 
Если из-за округлений счета Нm+1 перестает быть положительно опре-











H g (τ )
τ h
(H g (τ ), g (τ ))
. 





|| ≤ ε,   ε>0,    (7.3.8) 
не выполняется, переходим  к  (m+2)-му  шагу алгоритма, в противном слу-
чае – к п. 5. 
5.  Полагаем τ*=τ
(l)
, где l – номер итерации, на которой выполнилось ус-
ловие (7.3.8) завершения работы алгоритма. 








min maxc(x, ) (x)   
с помощью алгоритма 7.1. 
 Алгоритм 7.2 описан. 
 Приведем результаты вычислительных экспериментов по многократно-
му покрытию единичного квадрата из Е2 с помощью алгоритма 7.2. 
 Вначале работу алгоритма продемонстрируем на примере решения зада-
чи однократного покрытия указанного множества. На рис. 7.11–7.16 изо-
бражены оптимальные покрытия единичного квадрата, полученные с за-
данной точностью ε=0.0001 алгоритмом 7.2, для N = 2, 3, 4, 8, 11, 15. В 
табл. 7.6 приведены минимальные радиусы однократного покрытия в зада-
че (7.3.4) для соответствующих значений N, полученные с заданной точно-
стью алгоритмом 7.2, в сравнении с оптимальными решениями, получен-
ными с помощью алгоритма, описанного в разделе 6.4. 
 Отметим, что результаты, полученные алгоритмом 7.2 для указанных 
значений N, согласуются с результатами, описанными  в работах [7, 18, 87]. 
Незначительное расхождение в оптимальных значениях радиусов покрытия 
объясняется, прежде всего, погрешностью алгоритма (приближенное вычис-
ление компонент обобщенного градиента целевой функции, дискретизация 
области и т. п.), а также  вычислительной погрешностью.  
 Заметим также, что результаты приведенных ниже и других вычисли-
тельных экспериментов по численному решению задачи (7.3.4) об опти-
мальном многократном с-шаровом покрытии свидетельствуют о наличии 
свойства многоэкстремальности целевой функции задачи. Из различных на-
чальных приближений набора центров τ
(0)
 = (τ (0)1 ,…, τ
(0)
N ) можно прийти к 
различным локальным решениям задачи (7.3.4). 
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Рис. 7.11. Оптимальное покрытие еди-
ничного квадрата,  полученное алго-
ритмом  7.2: ||х|| = ||х||2, N=2  
Рис. 7.12. Оптимальное покрытие еди-
ничного квадрата,  полученное алго-
ритмом  7.2: ||х|| = ||х||2, N=3 
Рис. 7.13. Оптимальное покрытие еди-
ничного квадрата,  полученное алго-
ритмом  7.2: ||х|| = ||х||2, N=4 
Рис. 7.14.  Оптимальное покрытие еди-
ничного квадрата,  полученное алго-
ритмом  7.2: ||х|| = ||х||2, N=5 
Рис. 7.15.  Оптимальное покрытие еди-
ничного квадрата,  полученное алго-
ритмом  7.2: ||х|| = ||х||2, N=8 
Рис. 7.16.  Оптимальное покрытие еди-
ничного квадрата,  полученное алго-




Таблица 7. 6 
 
Минимальный радиус однократного покрытия единичного квадрата, полученный с 









2 0,5545 0,5599 9 0,2500 0,2339 
3 0,5022 0,5033 10 0,2328 0,2186 
4 0,3541 0,3536 11 0,2236 0,2125 
5 0,3233 0,3266 12 0,2191 0,2068 
6 0,3162 0,3001 13 0,2166 0,1956 
7 0,2926 0,2596 14 0,2070 0,1859 
8 0,265 0,2596 15 0,1892 0,1807 
 На рис. 7.17 – 7.26 представлены результаты работы алгоритма 7.2 по 
многократному покрытию того же единичного квадрата. 
     
        
Рис. 7.17. 2-кратное покрытие единич-
ного квадрата в случае ||х|| = ||х||2, N=11,  
полученное алгоритмом  7.1 (центры 
фиксированы) 
Рис. 7.18. Оптимальное 2-кратное по-
крытие единичного квадрата в случае 
||х|| = ||х||2, N=11,  полученное алгорит-
мом  7.2 
Рис. 7.19. 2-кратное покрытие единич-
ного квадрата,  полученное алгоритмом  
7.1, ||х|| = ||х||2, N=8   
Рис. 7.20. Оптимальное 2-кратное по-
крытие квадрата,  полученное алгорит-
мом  7.2, ||х|| = ||х||2, N=8 
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Рис. 7.21. 2-кратное покрытие единич-
ного квадрата,  полученное алгоритмом  
7.1, ||х|| = ||х||2, N=12   
Рис. 7.22. Оптимальное 2-кратное по-
крытие квадрата,  полученное алгорит-
мом  7.2, ||х|| = ||х||2, N=12 
           
Рис. 7.23. 3-кратное покрытие единич-
ного квадрата,  полученное алгоритмом  
7.1, ||х|| = ||х||2, N=16   
Рис. 7.24. Оптимальное 3-кратное по-
крытие квадрата,  полученное алгорит-
мом  7.2, ||х|| = ||х||2, N=16 
     
Рис. 7.25. 3-кратное покрытие единич-
ного квадрата,  полученное алгоритмом  
7.1, ||х|| = ||х||2, N=12   
Рис. 7.26. Оптимальное 3-кратное по-
крытие квадрата,  полученное алгорит-





Предложенный алгоритм, хотя и может быть применен к решению задач 
об оптимальном многократном покрытии заданного множества (о чем сви-
детельствуют приведенные выше результаты вычислительных эксперимен-
тов),  имеет ряд существенных недостатков. И это, прежде всего, зависи-
мость результатов вычислений (величины минимального радиуса шарового 
покрытия) от исходных данных – начального приближения координат цен-
тров, величины шага пространственной сетки, величины шага численного 
дифференцирования при вычислении компонент обобщенного градиента. 
Серия вычислительных экспериментов показывает, что для получения ра-
диуса покрытия, близкого к оптимальному радиусу, величину шага числен-
ного дифференцирования  нужно согласовывать с шагом дискретизации 
области, с количеством центров и кратностью покрытия.  
Для устранения этого недостатка алгоритма можно воспользоваться не-
которыми элементами теории непрерывных задач оптимального разбиения 
множеств. Так, например, при вычислении компонент обобщенного  гради-
ента  целевой  функции  задачи  (7.3.4)  можно использовать k-кратную диа-
грамму Вороного, построенную с помощью методов ОРМ, по аналогии с 
алгоритмом решения задачи оптимального однократного покрытия, приве-
денного в разделе 6.4. 
Результаты решения некоторых задач оптимального многократного по-
крытия свидетельствуют также о том, что при определенных значениях N и 
k оптимальное расположение центров  τ1 ,…, τ N  таково, что несколько 
центров могут быть расположены очень близко друг к другу (см. рис. 7.18, 
7.26), что на практике не всегда реализуемо. Поэтому целевая функция за-
дачи (7.3.4) должна быть расширена некоторым регуляризирующим слагае-
мым, отвечающим за невозможность слияния центров. 
Дальнейшие исследования моделей и методов решения задач  много-
кратного покрытия множества включают: 
 построение и уточнение математических моделей непрерывных задач 
многократного покрытия множеств; 
 выявление свойств математических моделей непрерывных задач мно-
гократного покрытия множеств, условий существования их решения;  
 обоснование методов решения непрерывных задач многократного 
покрытия множества, которые базируются на теории непрерывных 
задач оптимального разбиения множеств;  
 разработку алгоритмов решения задач k-кратного (k > 1) покрытия 
заданных множеств, аналогичных задачам 1 – 4, на основе методов 
оптимального разбиения множеств; 
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 оценку точности разработанных алгоритмов; 
 разработку рекомендаций относительно выбора функций метрики, 
подбора ее параметров для отдельных типов станций обслуживания; 
исследование свойств диаграмм Дирихле − Вороного для выбранной 
метрики в задачах k-кратного покрытия; 
 разработку программного комплекса для решения задач многократ-
ного покрытия, включая осуществление подбора функции метрики и 
ее параметров для заданных множеств с использованием электронных 
карт или матриц расстояний.  
 Таблица 3.2  
Результаты вычислительных экспериментов 
№ 
теста 











1 2 3 4 5 
1 
0(x) 4;  
1 2b 50; b 50.
1 (0.0,0.25)  






2 (0.504,0.75)  
 
2 
0 (x) 1;  





























Продолжение таблицы 3.2 
1 2 3 4 5 
3 
0 (x, y) 3;  
1 2 3b 20; b 0.7;b 2.0.
(0)
1 (0.3,0.3),  
(0)
2 (0.8,0.2),  
(0)






3 (0.299,0.811)  
 
4 





















1 2b 50; b 50.
(0)
1 (0.3,0.3),  
(0)




1  (0.197, 0.523) 







Продолжение таблицы 3.2 
1 2 3 4 5 
6 

















4 (0.710,0.768)  
 
7 
0 (x, y) 3;  
1 2b 0.8; b 10;























Окончание таблицы 3.2 
1 2 3 4 5 
8 







1 (0.3,0.3),  
(0)





1  (0.238, 0.374) 
2  (0.550, 0.733) 
 
9 
0 (x, y) 1;  
0 1b 0.9, b 0.5,
2 3b 0.2, b 1,





1  (0.514, 0.510) 
2  (0.184, 0.267) 
3  (0.506, 0.138) 
4  (0.836, 0.271) 
5  (0.786, 0.804) 







 Таблица 3.3.  
 
Зависимость оптимального значения функционалов динамических задач ОРМ от размера сетки,  




Динамическая задача ОРМ  
с интегральными фазовыми 
ограничениями 










0.1 0.686796387 0.015843 0.595768546 -0.00238 
0.05 0.674250026 0.003297 0.598191892 4.8E-05 
0.04 0.671850487 0.000897 0.598291384 0.000148 
0.025 0.668235669 -0.00272 0.598198180 5.43E-05 
0.02 0.667071988 -0.00388 0.598889277 0.000745 
0.01 0.664791837 -0.00616 0.598776319 0.000632 







Таблица 3.4  




t = 0 
  
t = 12 
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Таблица 3.5  




t = 0 
  
t = 12 
  
















t = 0 
  
t = 12 
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Таблица 3.7  
Мощности подмножеств оптимального 
разбиения в задаче 3 
 
Таблица 3.8  




Функция начальных условий 0(х) ; оптимальное разбиение и поверх-
ность функции (x, t)  в определенные отсчеты времени 
4 
0(х) =1   
 
t = 0 
 
 
t = 0.2 
 
Подмножество 
Мощность подмножества для модельной  
задачи 3 
(а) (б) 
1(t)  23,143 23,119 
2(t)  2,787 2,816 
3(t)  0 0 
4(t)  0 0 
 582 
 
Продолжение таблицы 3.8 
 
 





2, если 0.3 x 0.5; 0.5 x 0.7;
(x , x )
1 для других точек из .
 
 
t = 0 
 
 
t = 0.2 
 
 
t = 2.5 
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Продолжение таблицы 3.8 
6 
0 (i, j) :    if (j>15)and (j<25) and (i>15)and (i<25) then ro[i,j,0]:=3.2.5 else 
ro[i,j,0]:=1; 
                       if (j>10)and (j<30) and (i>10)and (i<30) then ro[i,j,0]:=2 else 
                       if (j>5)and (j<35) and (i>5)and (i<35) then ro[i,j,0]:=1.5;   
 
 
t = 0 
 
 
t = 0.2 
 
 





Продолжение таблицы 3.8 
7 
0(х) =  sin(0.5*х1*х2)+1;       
 
t = 0 
 
 
t = 0.2  
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Продолжение таблицы 3.8 
8 
0(х) =  sin(80*х1+80*х2)+1; 
 
t = 0 
 
 
t = 0.2  
 




Окончание таблицы 3.8 
9 ro[х1, х2,0]:=sin(800* х1* х2)+1;       
 
t = 0  
 
t = 0.2 
 
 
t = 2.5  
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Таблица 4.1  
Результаты решения тестовых динамических задач ОРМ 







Функции 0 (x) , i iu (x, t; ) , 
ˆ(x, t)  
Оптимальное разбие-
ние / Значение целево-
го функционала 
1 6 0 (x) 0;  
i i iu (x, t; ) a , 
1 2 3
4 5 6
a 0.14; a 0.2; a 0.3;









0 (x) 0;  









3 20 0 (x) 3;  
i i iu (x, t; ) a ,  







ˆ(x, t) 2 e Q e  
mM 3;Q (5,4,7);   
 
*I =15.8934 
4 20 Такие же, как в эксперименте 3 
 
M 5;Q (8,5,4,7,3,2);   





Таблица 4.2  
Влияние параметров 
i
 функций ),;,( iii txu  на структуру  










Оптимальное разбиение множества ; 
вектор параметров 
i
/ оптимальное значение функционала 
1 2 
5 
   
i i i iu (x, t; ) x ,  ix  – евклидова метрика 
 










   
i6 x




 (12,10,11)  
/
*I =40.96 
 (1,2,3)   
/
*I =74.69 
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Окончание табл. 4.2 
7 
   
i6 x
i i iu (x, t; ) e ,  ix  – евклидова метрика 
 i i, i 1,7 /
*I =49.2 i 12 / 





i iu (x, t; ) , 
i 1,5   – те же, что и в тесте № 7 
i i   /
*I =66.79200 (14,12,6,14,12)    
/
*I =35.707075 




Таблица 4.3  
 
Результаты решения тестовых динамических задач ОРМ 
с квадратичным функционалом и интегральными ограничениями на фазо-





N;  вектор b ; 
функции )(0 x , ˆ(x, t) , 
i iu (x, t; )  
Значение 
функционала 











9 N=2; ib 500  
0 (x) 0;  
ˆ(x, t) –  см. (4.1.26) 
2
i10 x
iu 5e ,   











0 1b 0.50, b 500 ˆ(x, t)  
– см формулу (4.1.26) 
2
i10 x
iu 5e 1 (0.3,0.7),










0 (x) 0;  iN 5, b 500  
ˆ(x, t)  – (4.1.26) 
2
i10 x
iu 5e  
1 (0.23,0.27), 2 (0.7,0.26)









0 (x) 0; iN 3, b 500  
ˆ(x, t)  – см формулу (4.1.27) 
2
i10 x
iu 5e 1 (0.2,0.6),
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Окончание табл. 4.3 
13 ˆ(x, t) 0 (x) - те же 
iN 5, b 500  
2
i10 x
i iu a e
1 (0.23,0.27), 2 (0.7,0.26)
3 (0.21,0.66), 4 (0.72,0.68),









Таблица 4.4  
Результаты решения тестовых динамических задач ОРМ 
с квадратичным функционалом и интегральными ограничениями на фазо-





Оптимальное разбиение множества ; 
вектор параметров 
i
/ оптимальное значение функционала  
14 
  
i i iu (x, t; ) ,     (0.1,0.2,0.18,0.4,0.57,0.62,0.63) 
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