Study of the Associated Production of the Higgs Boson with a Top Quark Pair in a Boosted Regime in the ATLAS Experiment at LHC by Biondi, Silvia <1990>
ALMA MATER STUDIORUM - Università di Bologna
Dipartimento di Fisica e Astronomia
Dottorato di Ricerca in Fisica
Ciclo XXIX
Study of the associated production of the
Higgs boson with a top quark pair in a




Chiar.mo Prof. Gastone Castellani
Relatori:
Dr. Roberto Spighi
Chiar.mo Prof. Mauro Villa
Correlatore:
Dr. Matteo Franchini
Settore Concorsuale di aerenza: 02/A1
Settore Scientico disciplinare: FIS/01
Esame Finale - Anno 2017

Everybody is a genius. But if you judge a sh by its ability to climb a tree, it will live its whole life believing
that it is stupid.
Albert Einstein






1 Top quark, Higgs boson and tt¯H production 1
1.1 The Standard Model of particle interactions . . . . . . . . . . . . . . . . . . . . 1
1.1.1 The fundamental particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 The fundamental interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 The top quark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Top-quark production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Top-quark decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.3 Top-quark mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 The Higgs boson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 The Higgs mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 The Higgs discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.3 Higgs production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.4 Higgs decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.5 Higgs mass measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Top anti-top pair (tt¯) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4.1 tt¯ production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.2 tt¯ cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.3 tt¯ decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.5 Higgs boson associated with a tt¯ pair (tt¯H) . . . . . . . . . . . . . . . . . . . . . 27
1.5.1 tt¯H production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.5.2 tt¯H decays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2 LHC and the ATLAS experiment 32
2.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 The coordinate system and nomenclature . . . . . . . . . . . . . . . . . . . . . . 36
2.3 Physics requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 The ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.1 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.2 Magnet system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.3 Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.4 Muon system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.5 Forward detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.6 Trigger, readout, data acquisition and control systems . . . . . . . . . . . . 51
v
CONTENTS CONTENTS
3 Data and Monte Carlo samples 54
3.1 Data samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1.1 Derivation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1.2 Derivation used for the tt¯H analysis . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Signal and backgrounds in boosted tt¯H analysis . . . . . . . . . . . . . . . . . . 57
3.3 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.1 The event generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 The detector simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4 tt¯H Monte Carlo signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5 Background sources and their evaluation . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 Heavy Flavour classication for tt¯+jets . . . . . . . . . . . . . . . . . . . . . 67
3.5.2 Alternative Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.3 QCD multi-jets background estimation . . . . . . . . . . . . . . . . . . . . . 69
3.6 Data and Monte Carlo comparison plots . . . . . . . . . . . . . . . . . . . . . . . 72
4 Object reconstruction 77
4.1 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Missing transverse momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.1 Pile-up corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.2 Overlap removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4.3 b-tagging algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.5 Boosted objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.5.1 Jet substructure observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5.2 Soft radiation removal algorithms . . . . . . . . . . . . . . . . . . . . . . . . 98
4.6 Top Tagging algorithm based on substructure variables . . . . . . . . . . . . 99
4.6.1 Algorithm design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6.2 Algorithm performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6.3 Application in the associated production of Higgs boson with a top quark
pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.7 Boson Tagging algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.7.1 W boson tagging algorithm and performances . . . . . . . . . . . . . . . . . 106
4.7.2 Higgs boson tagging algorithm and performances . . . . . . . . . . . . . . . 106
5 Analysis strategy and techniques 114
5.1 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.1.1 Resolved analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.2 Boosted analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 MultiVariate Analysis technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2.1 Classication performance evaluation . . . . . . . . . . . . . . . . . . . . . . 121
5.2.2 Boosted Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.3 MVA on tt¯H channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4 Signal extraction technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.4.1 Likelihood-based test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.4.2 Statistical analysis procedure in the boosted and resolved analyses . . . . 140
5.5 b-tagging algorithm optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
vi
Contents
6 Signal strength measurement 146
6.1 Statistical uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.2 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.1 Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.2 Object reconstruction uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.3 Modelling uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.3 Signal strength results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3.1 Signal strength on an Asimov test . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3.2 Signal strength on the resolved analysis . . . . . . . . . . . . . . . . . . . . . 161
6.3.3 Signal strength on the combined analysis . . . . . . . . . . . . . . . . . . . . 168
6.4 Comparison with previous results . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.4.1 ATLAS results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.4.2 CMS results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.5 Future perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
Conclusions 183
7 Appendix 186
A Upgrade of the ATLAS Muon Barrel Trigger . . . . . . . . . . . . . . . . . . . . 186
A.1 Upgrade motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
A.2 RPC trigger upgrade proposal for Phase-2 . . . . . . . . . . . . . . . . . . . . 190
A.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
8 Appendix 197
B Data MC comparison plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
9 Appendix 203
C Naming of the nuisance parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 203
Bibliography 209
List of Figures 217




The measurements of the pp → tt¯H + X signal strength (µ = σobs/σtt¯HSM ) and its upper limit at
a center-of-mass energy of pp collision of 13 TeV are presented in this thesis. The pp data collected
with the ATLAS detector in 2015 and 2016, corresponding to an integrated luminosity of 36.5 fb−1, have
been submitted to a detailed analysis. The tt¯H signal strength and its upper limit have been measured
searching for the decays H → bb¯ and tt¯→ lνbqq¯′ b¯. Two dierent analysis approaches are used. In the
rst (namely “resolved”), the procedure uses standard identication and reconstruction algorithms. In
the second (namely “combined”), the events are separated in two exclusive regimes, including events
containing the hadronically decaying top quark with a low transverse momentum (pT < 250 GeV) and
the boosted ones with the opposite requirement, where the partially overlapped jets coming from high pT
tops are suitably identied, reconstructed and tagged. The boosted sample is sensitive to a signicantly
dierent kinematic region and provides additional information. The measured signal strength is 1.4±0.5
and 1.2±0.5 respectively for the resolved and the combined analysis. A signal strength larger than 2.3 and
2.0 can be excluded at the 95% condence level respectively for the resolved and the combined analysis.




In questa tesi è presentata la misura della “signal strength” (µ = σobs/σtt¯HSM ) e del limite superiore della
produzione associata di un bosone Higgs con una coppia di quark top, pp→ tt¯H +X ad un’energia del
centro di massa di 13 TeV. I dati sono stati acquisiti dall’esperimento ATLAS nel 2015 e 2016, corrispondenti
ad una luminosità integrata di 36.5 fb−1. La signal strength del canale tt¯H e il suo limite sono stati misurati
studiando i canali di decadimento H → bb¯ e tt¯→ lνbqq¯′ b¯, con due dierenti approcci. Nel primo (detto
“resolved”), sono stati usati gli algoritmi standard di identicazione e ricostruzione come nelle precedenti
analisi già pubblicate. Nel secondo (detto “combined”), gli eventi sono separati in due regimi esclusivi,
includendo quelli contenenti il quark top adronico con un basso momento trasverso (pT < 250 GeV) e
quelli boosted con la richiesta opposta, dove i jet parzialmente sovrapposti provenienti da top con alto
pT vengono ricostruiti e identicati con metodi innovativi. Il campione di eventi boosted è sensibile ad
una regione cinematica signicativamente dierente e, per questo, fornisce informazioni aggiuntive. La
signal strength misurata è 1.4±0.5 e 1.2±0.5 rispettivamente per l’analisi resolved e combined. Una signal
strength più grande di 2.3 e 2.0 può essere esclusa con un livello di condenza del 95%, rispettivamente per





During the last 60 years, much eort has been devoted to the search for a theoretical model able to ex-
plain the fundamental interactions among fundamental particles. The Standard Model of particle physics
represents the most complete theory and, at the same time, it is greatly supported by experimental evi-
dences. This theory predicts the existence of a particle responsible for giving mass to all the fundamental
massive particles of the Standard Model: the Higgs boson. The measurement of all the properties of this
new particle is essential for a conrmation of the Standard Model or for the discovery of new physics
processes.
The Large Hadron Collider, located at CERN laboratories in Geneva, is the largest particle accelerator
in the world and it is designed to reach energies of 13 TeV in the center of mass of the colliding protons,
allowing the search for processes at the energy frontier such as the Higgs production. On the 4th of
July 2012 the CERN laboratories announced the discovery of a 125 GeV mass resonance with properties
similar to the SM Higgs boson with a condence level of more than 5σ. Of particular importance among
the main Higgs boson production mechanisms at LHC is the tt¯H channel, in which the Higgs boson
is produced in association with a top quark pair. Although the production cross section for the tt¯H
channel is the smallest (σtt¯H ∼ 500 fb, at 13 TeV) compared to the other Higgs production mechanisms,
it deserves special attention for many reasons. First of all, the tt¯H cross section is expected to increase
faster with respect to the other Higgs production channels, as a function of the centre-of-mass energy
of the pp collision. This allows to obtain a better precision on the upper limit of the signal strength
(µ = σobs/σtt¯HSM ) with respect to the previous data taking carried on 2012 at 8 TeV and, consequently,
to have a stronger check on the SM predictions. The increase of energy at LHC gives the opportunity to
face a completely new physics regime never explored before, opening an exceptional window on possible
new physics phenomena. For this reason it is crucial also to focalize the measurements in a boosted
regime selecting the events with the involving particles emitted at high energy.
Another important aspect of this channel is the possibility to have a direct measurement of the quark
top-Higgs Yukawa coupling which is expected to be the largest among the other particles because of the
large mass (173 GeV) of top quark. The determination of the tt¯H production cross section will also be
crucial for a more precise determination of the intrinsic characteristics of the Higgs boson. In particular
the most recent simulations at the Next-to-Leading-Order (NLO) approximation show a clear dependence
of the tt¯H cross section by the Higgs parity. With the actual statistic, a determination of the Higgs CP
state could be reached by comparing the tt¯H cross section obtained in two dierent kinematic ranges of
the Higgs boson, which further emphasizes the importance to perform the analysis in dierent kinematic
regimes. For these reasons, this channel has become of particular interest in the study of the Higgs boson
production with the increasing of LHC luminosity and center-of-mass energy. It presents a quite complex
signature with high jet multiplicity and a varying number of leptons in the nal state. The dierent nal
states are determined from the dierent decay modes of the top quark pair and of the Higgs boson.
The analysis presented in this work concerns the channel in which the Higgs boson decays in a pair
of b quarks and the tt¯ system decays semileptonically (tt¯→ lνbqq′ b¯). The analysis has been performed
in two complementary ways. The rst follows the procedure used in the previous pubblished papers,
namely “resolved”, through standard identication and reconstruction algorithms. In the second way, the
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events are separated in two exclusive regimes, namely the resolved one including events containing the
hadronically decaying top quark with a low transverse momentum (pT < 250 GeV) and the boosted one
with the opposite requirement (namely “combined”).
The topology of the events belonging to the boosted regime (pT > 250 GeV) is dierent compared
to the resolved one because the decay products of the boosted particles are almost totally collimated,
bringing to an overlapping of the decay jets. In this situation, the standard jet reconstruction algorithms
loose their eciency and new innovative techniques are needed. The boosted techniques are widely used
in this analysis because they exploit the characteristic substructure of the objects (the “large-R jets”) that
include the decay products.
The low tt¯H production with respect to a wide variety of background processes leads the adoption
of the most advanced approaches both regarding the signal identication and its extraction. The process
identication has been performed with a MultiVariate Analysis technique in order to determine a dis-
criminating variable distribution that allows to increase the signicance of the selection with respect to a
cut-based procedure. The signal has been extracted by dening many independent sub-samples with dif-
ferent requirements and selecting the ones with the highest signicance. At the end all the selected events
have been subject to a t under a theoretical assumption. In this procedure, the systematic uncertainties
have a crucial role and the best way to treat them has to be found in order to correctly consider several
uncertainty sources: from the theory, from the detector and from object reconstruction techniques.
The analysis has been performed with the full ATLAS recorded data-set in the rst two years of Run-2
(2015 and 2016), corresponding to 36.5 fb−1 at 13 TeV. The results on the signal strength for this channel
have been obtained both using the standard procedure already published and the combination of the
resolved and boosted regimes. Both are, at the moment, the most precise with respect the ones obtained
by the ATLAS and CMS collaborations with the previous data taking at 8 TeV and with the rst part of
data at 13 TeV (13.2 fb−1).
This thesis is organized as follows. Chapter 1 focuses on the theoretical basis of the Standard Model,
on the Higgs mechanism and on the physics of the tt¯H production. In Chapter 2, a description of the LHC
collider, as well as of the ATLAS detector, is provided. Chapter 3 presents a wide overview of the data
and Monte Carlo simulation samples used in this analysis. In Chapter 4 the description of the objects,
reconstruction and tagging techniques is discussed. Chapter 5 describes in detail the MultiVariate Anal-
ysis and the signal extraction technique, as well as their application in the specic case of the analysis.
Chapter 6 discusses the sources of uncertainties, their treatment and the results of the resolved and com-
bined analyses, as well as the future perspectives of the analysis presented in this thesis. The conclusion
summaries briey the main results obtained in the analysis.
For this study, performed almost entirely at CERN, Silvia Biondi covered several aspects through
all the analysis chain. The rst contribution concerned the development of a general code (Chapter 3)
usable also by dierent analysis teams, and nalized to the pre-selection of the events. She has personally
developed part of the analysis codes, based on the ocial ATLAS framework, in order to integrate the
analysis procedure into the ATLAS community for the LHC Run-2 data. She followed the application
and optimisation of the top-tagging technique (Chapter 4), developing also the possibility to extend it to
the Higgs boson for a future analysis development of the boosted channel. She implemented the setup
and the ne-tuning of the MVA technique, together with a study on the performance of the b-tagging
algorithm in the boosted regime (Chapter 5). She used the tting tool to extract the nal results on
the signal strength and its upper limits (Chapter 6). During her ATLAS qualication task, Silvia Biondi
has collaborated to the study on the upgrade of Muon detector for the LHC Phase-2; she optimised and
simulated the newly proposed trigger performances, to evaluate the muon eciency. This work is briey
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The top quark and the Higgs boson are the last discovered and the two heaviest particles of the
Standard Model and, correspondingly, the study of their properties and their couplings is one of the most
interesting item in particle physics eld in these years. During the Run-1 and Run-2 data taking periods,
the LHC increased its centre-of-mass energy,
√
s, from 8 to 13 TeV and the prediction of the Higgs boson
production in association with a top quark pair (the argument of this thesis) shows the biggest relative
increase in cross section with respect to all the other Higgs production processes. Moreover, the tt¯ process
provides access to a direct measurement of the Higgs-Top Yukawa coupling which is expected to be near
1, due to the large mass of the top quark, and might provide an important hint for the searches on beyond
the Standard Model theories, such as the Supersymmetry.
In the next paragraphs, a brief description of the Standard Model, the top quark, the Higgs boson and
the tt¯ production is given in order to better understand the principal characteristics of the tt¯H channel.
1.1 The Standard Model of particle interactions
The discovery of the electron, in 1897 by Joseph J. Thomson, gave origin to the study of elementary particle
physics. Many particles have been discovered during the following years, using initially cosmic rays
and, subsequently, accelerators of progressively increasing energy. During the years, the experimental
techniques and the intensity of the beams improved allowing a long history of discoveries and knowledge
that results in the well-known experimental-theoretical framework called Standard Model (SM). The SM
describes, from the 70’s on, the fundamental particles and their interactions, up to distances of 1 fm (10−15
m), in terms of a specic type of relativistic quantum eld gauge theory. At the moment the gravitation
is not included in the Standard Model, however its contribution in the particle physics is negligible and
this does not degrade the level of prediction.
1
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In the SM, there are 12 fundamental particles, with their 12 related anti-particles, three historical
fundamental forces (electromagnetic, strong and weak), 3 sets of gauge bosons (the mediators of the
forces) and the Higgs Boson, the last discovered particle that conrms the SM theory.
1.1.1 The fundamental particles
The elementary particles described by the Standard Model can be divided into two main categories:
fermions and bosons, reported in gure 1.1. Fermions are spin 1/2 particles, consisting of leptons and
Figure 1.1: The fundamental particles which constitute the SM, divided into fermions (violet and green) and gauge
bosons (red). The Higgs boson, responsible for the spontaneous symmetry breaking, is also illustrated. Each particle
is reported with its mass value or, in the neutrinos case, with an upper limit on the mass, its spin and electric charge,
provided by the Particle Data Group [1].
quarks, which obey to the Fermi-Dirac statistics and to the Pauli exclusion principle.











with a large mass range (from about 0 to almost 2 GeV). The SM regards neutrinos as massless particles,
in contrast with the experimental evidence of their oscillation. According to this phenomenon, neutrinos
should have mass but, up to now, only limits are provided by direct measurements [1]. Neutrinos are
electrically neutral particles and can interact only by means of the weak force. The leptons e, µ and
τ have negative charge allowing them to interact both electromagnetically and via the weak force. A
leptonic (electronic, muonic and tauonic) number, with value 1 (-1) for leptons (anti-leptons) is associated
to each lepton family and it is conserved in all the interactions. Violations of the leptonic number have
been observed only in neutrino oscillations.
Quarks are the fundamental fermions forming the hadrons. They can interact via the electromagnetic,
weak and strong interactions and dierently from the leptons, quarks are not directly observed, because
they are always bound in hadrons, due to the so-called connement phenomenon. As for leptons, quarks
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where u, d, etc., are called avours. Quarks are the only known particles with fractional electric charge
(2/3 for u, c, t and -1/3 for d, s, b). Dierent quantum numbers can be associated to the quarks: colour,
barionic number and avour:
• the colour (red, blue and green) is the “charge” of the strong force, conserved in all the interactions,
and it is the responsible for connement: quarks cannot be observed in free states but only in a
combination which nulls the colour charge;
• the barionic number, which is 1/3 (-1/3) for all quarks (anti-quarks), is additive and conserved by
all the three interactions;
• the avour number is conserved in all interactions except the weak force.
1.1.2 The fundamental interactions
In Nature there are four fundamental forces: the electromagnetic, the weak, the strong and the gravita-
tional, that handle all the interactions between particles and are precisely described by gauge theories.
The SM includes all these forces except the gravitational one because at the moment it is described by a
quantum theory not renormalizable, nevertheless this does not involve any modication in the SM pre-
diction due to its negligible contribution (about 10−36 with respect to the electromagnetic forces at the
GeV scale) in the particle physics.
The basis of the gauge theories are laid down by Maxwell in 1864, studying classical electrodynamic;
beginning from the Maxwell’s equation in absence of sources for the magnetic eld ~B,
div ~B = ~∇ · ~B = 0, (1.1.3)
with ~∇ the vector operator nabla, ~∇ = ( ∂∂x , ∂∂y , ∂∂z ), invites to write the magnetic eld as
~B = rot ~A = ~∇× ~A (1.1.4)
where ~A is the vector potential of the ~B eld. If a gradient of an arbitrary scalar function Λ is added to
the vector potential
~A→ ~A+ ~∇Λ (1.1.5)
the magnetic eld results unchanged by this transformation, because
~B = ~∇× ( ~A+ ~∇Λ) = ~∇× ~A. (1.1.6)
Moving to the equation related to the electric eld ~E (in absence of sources)
~∇× ~E = −∂ ~B/∂t, (1.1.7)
which, from eq. (1.1.4), can be rewritten as
~∇× ( ~E + ∂ ~A/∂t) = 0. (1.1.8)
This suggests the identication
~E + ∂ ~A/∂t = −~∇V, (1.1.9)
where V is the scalar potential of the electric eld ~E. In order to have also ~E invariant under the trans-
formation (1.1.5), it is necessary to require
V → V − ∂Λ/∂t. (1.1.10)
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The Maxwell’s equations eq. (1.1.3) and (1.1.7) can be compactly expressed in covariant notation:
Fµν = ∂νAµ − ∂µAν (1.1.11)
where µ and ν are four dimensions indices running on the space-time coordinates, ∂µ = ( ∂∂t , ~∇), ∂µ =
( ∂∂t ,−~∇), Fµν is the electromagnetic strenght tensor
Fµν =

0 E1 E2 E3
−E1 0 B3 −B2
−E2 −B3 0 B1
−E3 B2 −B1 0
 = −F νµ (1.1.12)
and Aµ is the four-vector potential
Aµ = (V, ~A). (1.1.13)
Fµν is unchanged by the "gauge transformation"
Aµ → Aµ − ∂µΛ. (1.1.14)
Following this covariant notation, the Maxwell’s equations (eq. (1.1.3) and (1.1.7) and, consequently
(1.1.11)) can be expressed also likewise
∂µ
∗Fµν = 0 (1.1.15)
where ∗Fµν is formally determined from Fµν , replacing ~E → ~B and ~B → − ~E. Obviously, also in this
notation, it is unchanged by gauge transformations.
The remaining Maxwell’s equations are
~∇ · ~E = ρ (1.1.16)
and




where c = 1√µ00 = 1 (µ0 and 0 are respectively permeability and permettivity of the vacuum), ρ and ~J
are the electric charge density and the current density respectively.
They can be expressed in covariant notation:
∂µF
µν = −Jν (1.1.18)
with the electromagnetic current given by
Jν = (ρ, ~J). (1.1.19)
Also these Maxwell’s equations in covariant notation are unchanged by the gauge transformation (1.1.14)
leading to two consequences:
• the rst one is the conservation of the electromagnetic current
∂νJ
ν = −∂ν∂µFµν = 0; (1.1.20)
4
The Standard Model of particle interactions Top quark, Higgs boson and tt¯H production
• the second is that the eq. (1.1.18), in the case of absence of sources and in a Lorenz gauge (∂µAµ =
0), satisfy the relation
Aν = 0 (1.1.21)
where  is the D’Alembert operator, meaning that each component of the vector potential (identi-
ed with the photon eld) satises the Klein-Gordon equation for a massless particle.
The fact that many dierent four-vector potentials lead to the same electromagnetic elds and the
same physics, without changing the resulting interaction, is a manifestation of the gauge invariance of
the classical electrodynamics.
These hidden symmetries at the roots of electromagnetism worth to be described more in detail. When
the eld describing an interaction changes in each point of the space-time of the same given quantity
under certain transformation, its equation presents a global symmetry with respect to that transformation.
On the contrary, when the eld is invariant under a trasformation which depends on a parameter which is
locally dened, its Lagrangian presents a local symmetry. All the fundamental forces of the SM are based
on lagrangians which are invariant under local symmetries; according to which particle interactions are
described through the exchange of eld quanta, called gauge bosons, with integer spin 1. The gauge
bosons belonging to the SM [1] are:
• γ (photon) is the massless electromagnetic interaction mediator;
• W± and Z are the weak interaction mediators with a mass, respectively, of 80.34 and 91.19 GeV;
• g (gluons) are the 8 massless strong interaction mediators.
The SM is based on a local symmetry extending the gauge invariance of QED to a number of charges
dened in abstract spaces. Since the symmetry breaking involves the electroweak part (the Weinberg-
Salam model) of the SM, the stress will go on the electroweak part of the SM Lagrangian. Therefore, to
summarize the standard (Weinberg-Salam) model, the Lagrangian [2], taking into account all the ingre-
dients, can be written as
L = −14Wµν ·W
µν − 14BµνB
µν
+ L¯γµ(i∂µ − g12τ ·Wµ − g
′ Y
2 Bµ)L+ R¯γ
µ(i∂µ − g′ Y2 Bµ)R
+ |(i∂µ − g12τ ·Wµ − g
′ Y
2 Bµ)φ|
2 − V (φ)
− (G1L¯φR+G2L¯φCR+ hermitian conjugate).
(1.1.22)
where Wµ is the isotriplet vector eld coupled to the weak isospin current with coupling factor g,
Bµ is the single vector eld coupled to the weak hypercharge (Y) current with coupling factor g
′
/2, τ
are the Pauli Matrices, φ are four real scalar elds, V (φ) is the Higgs potential (see paragraph 1.3.1), G1,2
are the matrices of Yukawa couplings, L denotes a left-handed fermion (lepton or quark) doublet and R
denotes a right-handed fermion singlet.
A brief description of the electroweak part of the Lagrangian of the SM (1.1.22) can be summarized
as follow:
• the rst line contains the kinetic energy and the self coupling of the Wµ elds (where Wµν =
∂µWν−∂νWµ−gWµ×Wν ) and the kinetic energy of theBµ elds (whereBµν = ∂µBν−∂νBµ).
The W±, Z and γ bosons arise from a linear combination of theWµ and Bµ elds;
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• the second line contains the kinetic energy of the lepton and quark (the i∂µ term) and their inter-
actions with the W± (the −g 12τ ·Wµ term) and with the Z and γ (the −g
′ Y
2 Bµ term);
• the third line contains the Higgs Mechanism so that theW± andZ become massive and the photon
remains massless (see paragraph 1.3.1 for all details);
• the last line nally contains the lepton and quark coupling to the Higgs eld to generate their
masses.
The Standard Model symmetry group
SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1.23)
is dened by the product of the single interaction ones, where C is the colour charge, L is the left-handed
weak-isospin I3 doublets and Y is the weak hypercharge dened to satisfy the Gell-Mann-Nishijima re-
lation Q = I3 + 12Y (Q is the electric charge). In equation (1.1.23):
• SU(3)C is the non-Abelian group associated to the strong interaction between quarks and gluons in
hadrons, governed by the colour charge C ; its mediators are eight massless gauge bosons (gluons),
which interact with quarks according to quantum chromodynamics (QCD);
• SU(2)L⊗U(1)Y is the symmetry group which describes the electroweak interaction, better known
as the Glashow-Weinberg-Salam [3] [4] [5](GWS) theory. The two groups (SU(2)L and U(1)Y )
are associated to the weak ispospin I3 and the hypercharge Y respectively (the generators of the
SU(2)L and U(1)Y groups respectively). The vector bosons W±, Z and γ arise from a linear
combination of a representation of these groups.
A spontaneous symmetry breaking has to be introduced in the SM in order to justify the mass of the
weak mediators (W± and Z), which should be massless to preserve the gauge invariance of the model.
This spontaneous symmetry breaking, better known as the Higgs Mechanism, is shown in more details in
section 1.3.1.
1.2 The top quark
The experimental evidence of the top quark arrived only in the 1995, after about 20 years since its pre-
diction, as a consequence of the discovery of the b-quark. Many indirect evidences of the top-quark were
obtained from limits on the FCNC (Flavour Changing Neutral Current) and from the determination of the
weak isospin I3 = −12 of the b-quark, at LEP and SLC (Stanford Linear Collider).
The discovery was announced in 1995 by the CDF [7] and D0 [8] experiments at the proton-antiproton
(pp¯) collider Tevatron (Fermilab, Chicago). Since its discovery, and using data collected up to 2011 (
√
s =1.96
TeV), the properties of the top quark and its interactions have been studied in detail and are now being
continued at LHC. Dierently from pp¯ collisions at Tevatron, the LHC collides protons with protons at
a higher center-of-mass energy (
√
s from 7 TeV to 13 TeV). With these features, the tt¯ production cross
section at LHC is 20 times the one at Tevatron and the statistics is moreover increased by the higher
luminosity. The energy and luminosity reached by LHC allow to perform very precise measurements on
the top quark especially in kinematic regions never studied before.
Up to now the top quark is one of the most interesting research eld in the high energy physics due to
its peculiarities: for example, it is an optimal place where to search for new physics phenomena, allowed
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by theories but not discovered up to now. One of the most important characteristic of the top-quark is the
large massmt = 173.34±0.27±0.71 GeV (gure 1.2 and table 1.1) which leads to various consequences
peculiar of this quark. First of all being heavier than aW boson, it is the only quark that decays into a real
W boson and a b-quark (t→Wb), before hadronization can occur. As a consequence, the lifetime of the
top quark is very short, 5 · 10−25 s, to be compared with ∼ 3 · 10−24 s which is the typical hadronization
lifetime; for this reason the top can be studied as a bare quark and not aggregated to another quark inside
an hadron.
In addition, it is the only quark whose Yukawa coupling to the Higgs boson, yt = mt/v (where
v ' 246 GeV is the vacuum expectation value), is order of unity (see section 3.4).
Figure 1.2: Comparison between the masses of the fundamental particles of the Standard Model.
Particles Mass
electron 0.510998928± 0.000000011 MeV
muon 105.6583715± 0.0000035 MeV
up 2.3+0.7−0.5 MeV
down 4.8+0.7−0.3 MeV
strange 95± 5 MeV
charm 1.275± 0.025 GeV
tau 1776.82± 0.16 MeV
bottom 4.18± 0.03 GeV
W boson 80.385± 0.015 GeV
Z boson 91.1876± 0.0021 GeV
Higgs boson 125.6± 0.3 GeV
top 173.34± 0.27± 0.71 GeV
Table 1.1: Masses of the leptons, quarks and bosons [1], in ascending order. For the Higgs boson, the reported mass
is the combination of the ATLAS and CMS results [1]. For the top quark, the reported mass is the combination of
Tevatron and LHC (ATLAS and CMS collaborations) results.
Furthermore, the top quark contributes substantially more than other quarks in higher order loop
diagrams of the electroweak theory, which implies that mt is a crucial parameter of this theory. Precise
measurements of mt provide indirect constraints on the mass of the Higgs boson, together with other
parameters of the electroweak theory as the mass of the W -boson mW . For these reasons, the top quark
plays a special role in the SM [1]. An accurate knowledge of its properties (mass, couplings, production
cross section, branching ratios decay, etc.) can bring key information on fundamental interactions at the
electroweak breaking scale and beyond.
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The top quark plays also an important role in many scenarios for new physics beyond the SM [1], [9];
this constitutes one of the main motivations for the top quark physics program at the Large Hadron Col-
lider (LHC). Several models predict the existence of new particles decaying predominantly into top quark
pairs, making attractive the searches for resonances in the top quark pair invariant mass distribution.
New particles may also be produced in top quark decays, for instance a real charged Higgs boson, as
in the process t → H+b, since mt > mH+ + mb, supposing mH+ similar to mH . In addition, precise
measurements of the properties of the top quark and its interactions may reveal eects from new physics.
This concerns in particular the study of dierential distributions, such as the asymmetry in the rapidity
distributions of top quark and anti-quark, but also the search for FCNC in top quark decays (that means
considering dierent decay modes, as t→ Zc, u) and for the production of same-sign top quark pairs.
1.2.1 Top-quark production
Top quarks can be produced in pairs tt¯ via the strong interactions or in singlet via the electroweak in-
teraction. Though the rst production mode is dominant, and it will be discussed in detail in section 1.4,
there is a signicant number of top quarks which are produced singly. In this case, the production of the
top quark involves mostly a vertex with a quark b and aW boson, since |Vtb|  |Vtd|, |Vts|, as can be seen
by the avour changing coecients given by the Cabibbo-Kobaiashi-Maskawa (CKM) matrix (1.2.24) [1]:Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 =
0.97427± 0.00015 0.22534± 0.00065 0.00351
+0.00015
−0.00014
0.22520± 0.00065 0.97344± 0.00016 0.0412+0.0011−0.0005
0.00867+0.00029−0.00031 0.0404+0.0011−0.0005 0.999146+0.000021−0.000046
 (1.2.24)
Three dierent production modes are possible, as shown in gure 1.3:
• the t-channel mode, where a space-like W -boson is scattered o by a b-quark, which is either
considered through the b-quark PDF in the proton (avor excitation, massless scheme) or produced
via gluon splitting g → bb¯ (W -gluon fusion, massive scheme);
• the s-channel mode, where a time-like W -boson is produced from two quarks belonging to an
isospin doublet, e.g., ud¯, and subsequently decays into tb¯;
• the Wt-channel mode, also called associated production, where the top quark is produced in asso-
ciation with a close-to real W -boson.
Figure 1.3: Example of Feynman diagrams for single top quark production at LO QCD. From left to right: s-channel,
t-channel and Wt-channel production.
Single top quark production is important for various reasons: rst of all, its proof of existence provides
a relevant test of the Standard Model, because it is the only way to measure Vtb directly and, moreover,
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the three production modes are all sensitive to the tWb vertex but in dierent ways. Besides, new physics
could appear in single top events because it provides the possibility to investigate the structure of tWb
coupling, FCNC, fourth family of the quarks and the existence of W ′ .
The dominant production mode is the t-channel, observed at both Tevatron and LHC; on the contrary,
the s-channel gives the smallest contribution, while the Wt-channel has a very small cross section at
Tevatron but it becomes signicant at LHC. Fig. 1.4 provides a summary of all single top cross section
measurements at the Tevatron and the LHC as a function of the center-of-mass energy. All cross section
measurements are very well described by the theory calculation within their uncertainty, providing an
important test of the SM. The complete procedure, and the relative formula, to calculate the cross section
is explained in detail in section 1.4.2.
Figure 1.4: Measured and predicted single top production cross sections from Tevatron energies in pp¯ collisions√
s = 1.96 TeV to LHC energies
√
s = 7 TeV in pp collisions.
At the LHC, the t-channel mode of single top quark production has the cleanest signature with a light
quark jet recoiling against the top quark; the latest results obtained at
√
s = 8 TeV by ATLAS with an
integrated luminosity L = 5.8 fb−1 [10] and by CMS with L = 19.7 fb−1 [11] are:
σATLASt (t-channel) = 95± 2(stat)± 18(sys) pb
σCMSt (t-channel) = 83.6± 2.3(stat)± 7.4(sys) pb
(1.2.25)
The Wt-channel is important because it interferes at NLO QCD with the top-quark pair production.
Dierent techniques have been developed in the Monte Carlo simulations in order to provide an unam-
biguous signal denition. During the Run-1, both ATLAS, at
√
s = 7 TeV, and CMS, at
√
s = 8 TeV (for the
rst time at LHC) have measured the process cross section [12]:
σATLASt (Wt-channel, 7 TeV) = 16.8± 2.9(stat)± 4.9(sys) pb
σCMSt (Wt-channel, 8 TeV) = 23.4± 5.5(stat)± 5.4(sys) pb
(1.2.26)
The s-channel has been measured at Tevatron and LHC (only by the ATLAS experiment) [13] [14]:
σCDF,D0t (s-channel, 1.96 TeV) = 1.29+0.26−0.24 pb
σATLASt (s-channel, 8 TeV) = 4.8+1.8−1.6 pb
(1.2.27)
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Table 1.2 [15] summarizes the approximate NNLO cross section for both s-, t- and Wt channels at Teva-
tron and LHC (at
√
s = 7 TeV). At both the Tevatron and the LHC, the t-channel cross section is the
largest among the three single top production modes. The s-channel yields the second largest contribu-
tion at Tevatron, while it is the smallest at LHC because the u¯ and d¯ at the initial states come from the
quark-gluon sea of the proton.
Tevatron (pb) LHC (pb)
t(t¯) t t¯
t-channel 2.08+0.00−0.04 ± 0.12 41.7+1.6−0.2 ± 0.8 22.5± 0.5+0.7−0.9
s-channel 1.046+0.002−0.010+0.060−0.056 3.17± 0.06+0.13−0.10 1.42± 0.01+0.06−0.07
Wt-channel 0.28± 0.04+0.02−0.04 7.8± 0.2+0.5−0.6 7.8± 0.2+0.5−0.6
Table 1.2: Approximate NNLO cross-section (in pb) of the three single-top production modes at the Tevatron (
√
s =
1.96 TeV) and at the LHC (
√
s = 7 TeV). For LHC, cross sections corresponding to exclusive t and t¯ productions
are shown separately to present the charge asymmetry in the t- and s-channels. The two uncertainties correspond
to the scale variation and the PDF uncertainty, respectively.
1.2.2 Top-quark decays
The top quark decays almost exclusively in t → Wb, as highlighted by the CKM matrix (1.2.24), where
|Vtb|  |Vtd|, |Vts|, strongly suppressing the decays t → W (d, s). The Feynman diagrams of the top
and antitop decay is shown in gure 1.5. The total width of the top quark Γt is a fundamental property
Figure 1.5: Leading decays of top and anti-top quarks.
because it is the only quark that decays before the hadronization, due to its extremely short lifetime
(see paragraph 1.2). The theoretical calculation of the total decay width at NLO QCD, neglecting the




























where GF is the Fermi constant (GF /(~c)3 = 1.166 · 10−5 GeV−2 [1]). The last estimation, obtained
as an average of several measurements, is Γt = 2.0 ± 0.5 GeV [1] leading to a very short lifetime τt '
1
Γt = 5 · 10−25 s. Due to this extremely short lifetime, the top quark is the only one that can decay
before hadronize. In fact, the typical time of hadron formation is ∼ 3 · 10−24 s, which is about a factor 6
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larger than the top-quark lifetime. Another consequence is that no toponium (tt¯) bounded state can exist,
in a very simple classical simplication (not considering the quantum mechanics), because it could live
much less than an orbit revolution time. For this reason the spin information of the top quark is exactly
transferred to its decay products.
1.2.3 Top-quark mass
The measurement of the mass of the top-quark has been performed by four experiments, at Tevatron (CDF
and D0) and LHC (ATLAS and CMS), and the most recent average value is mt = 173.34 ± 0.27 ± 0.72
GeV [1]. The top-quark mass has been directly measured in the production of a tt¯ pair exploiting all the
possible decay modes. The W decays in a couple of quarks (labelled as jets) or in a lepton and a neutrino
(labelled as lepton), so the possible decay channels of a tt¯ pair are the lepton+jets, the dilepton, and the
all-jets channels (see paragraph 1.4 for a more detailed discussion). The results [1] are summarized in
Table 1.3, for both LHC Run-1 and Run-2, and CDF and D0, and illustrated in gure 1.6, for Tevatron
and LHC Run-1 only. The lepton+jets channel still yields the most precise measurements because of a
very good signal to background ratio and the presence of only a single neutrino in the nal state. The
momentum of a single neutrino can be reconstructed (up to a quadratic ambiguity) via the missing ET
measurement plus the constraint that the lepton and neutrino momenta derive from the knownW boson
mass. Since LHC provides very large data samples, measurements in the dilepton channel have the same
precision as the other channels, thanks to its very clean signature and the high statistics.
mt (GeV) Experiment Luminosity (fb−1) Channel
174.94± 1.14± 0.96 D0 Run-2 3.6 lepton+jets
172.85± 0.71± 0.85 CDF Run-2 8.7 lepton+jets
173.93± 1.64± 0.87 CDF Run-2 8.7 Missing ET+jets
172.5± 1.4± 1.5 CDF Run-2 5.8 All jets
172.31± 0.75± 1.35 ATLAS 4.7 lepton+jets
173.09± 0.64± 1.50 ATLAS 4.7 dilepton
174.9± 2.1± 3.8 ATLAS 2.04 All jets
173.49± 0.43± 0.98 CMS 5.0 lepton+jets
172.5± 0.4± 1.5 CMS 5.0 dilepton
173.49± 0.69± 1.21 CMS 3.54 All jets
173.34± 0.27± 0.71 Tevatron+LHC ≤ 8.7+≤ 4.9
Table 1.3: Measurements of top-quark mass from Tevatron and LHC experiments. Statistical uncertainties are listed
rst, followed by the systematic ones.
Indirect constraints on mt can be obtained from precision measurements of the parameters of the
electroweak theory. The mass of the W -boson [2] can be expressed as a function of the electromagnetic





sin2 θW (1− δr) , (1.2.29)
where
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Figure 1.6: Summary of mass measurements of the top-quark performed at LHC Run-1, compared with the Tevatron
average.
The term δr contains contributions from higher order electroweak loop diagrams involving the top quark
which depend quadratically on mt. The most recent indirect constraint on mt based on electroweak
precision measurements is mt = 179.7+11.7−8.7 GeV [9], in good agreement with the direct measurements.
1.3 The Higgs boson
In the last decades, the hypothesis that the strong, weak, electromagnetic and gravitational interactions
are just dierent aspects of a single universal interaction has grown. This unied interaction, however,
would be manifested at some hugely high energy. At the energies reached in laboratories, it is necessary
to assume that this symmetry is broken.
The electromagnetic and weak forces had been unied in the ’60s, thanks to the works of Glashow,
Weinberg and Salam. They showed how it would be possible to treat electromagnetic and weak inter-
actions as dierent aspects of a single electroweak interaction, with two couplings and four mediating
bosons (three weak mediators, W± and Z and an electromagnetic one, γ). The main problem was the
mass of the mediators of the weak eld that for a gauge eld theory should be zero and with an innite
interaction range. This is in contrast with the experimental observations that mediators have an high
mass and consequently a short range for the weak interactions. According to the Glashow-Weinberg-
Salam model, the symmetry between electromagnetic and weak interactions would be manifest at very
large momentum transfers (q2  104 GeV2), while at low energies, it would be a spontaneous symmetry
breaking, that provide a mass to the bosons without spoiling the renormalisability of the theory. In 1964
Higgs [18], Brout and Englert [19] postulated the existence of a scalar eld responsible of this spontaneous
symmetry breaking, the so-called Higgs Mechanism.
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1.3.1 The Higgs mechanism
Let’s consider a system described by a lagrangianL and its symmetries. If the system has a non-degenerate
energy level, the energy eigenstate will be unique and invariant for the symmetries of the Lagrangian.
On the contrary, if that level is degenerate, the correspondent eigenstates are not invariant under those
transformations.
In each system, the lowest level of energy is the ground state (or vacuum); if it is non-degenerate it
will possess the same symmetries of the Lagrangian, on the contrary, if it is degenerate, there will not be
only one eigenstate for the representation of the lowest energy level. Any of the degenerate states of the
fundamental level might not possess the symmetries of the Lagrangian anymore. The realization of an
asymmetric state is known as spontaneous symmetry breaking.
In order to better understand the mechanism, one can consider a scalar eld φ that interacts with
itself. For this eld, the Lagrangian [20] is
L = 12(∂µφ)
2 − V (φ) (1.3.31)
choosing a potential V in order to respect the invariance ofL under the symmetry operation that replaces
φ→ −φ, of the type
V (φ) = 12µ
2φ2 + 14λφ
4 (1.3.32)
where µ is the scalar particle mass and λ is a dimensionless positive constant, representing the coupling
of the 4-boson vertex.
The minimum value of V (the ground state) occurs at φ = φmin, corresponding to ∂V/∂φ = 0, that is
φ(µ2 + λφ2) = 0 (1.3.33)
If µ2 > 0, the system describes a scalar eld with mass µ and the potential V (φ) exhibits the ground
Figure 1.7: V (φ) potentials as a function of the complex scalar eld φ in µ2 > 0 (left) and µ2 < 0 (right) cases
(Higgs potential).
state on the origin at φmin = 0 (gure 1.7, left) and it obeys the reection symmetry of the Lagrangian.
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where v is called the vacuum expectation (the energy of the ground state) of the scalar eld φ. Eq. (1.3.34)





obtainable from the Weinberg-Salam model, the vacuum expectation value results to be not null and
in particular to be equal to ' 246 GeV. Because of the parity of the Lagrangian (V (φ) = V (−φ)), the
physical consequences must be independent of this choice; whatever it is, the symmetry is spontaneously
broken, meaning that the parity transformation is an invariance of the Lagrangian but not of the vacuum
state.
Without loss of generality it is possible to choose





Applying perturbative calculations around the minimum, φ becomes
φ = v + η(x) (1.3.37)
where η(x) represents the quantum uctuations about this minimum. Substituting (1.3.37) in the La-
grangian (1.3.31) the new Lagrangian is
L′ = 12(∂µη)
2 − λv2η2 + const. + cubic and quartic terms on η (1.3.38)
where const contains all the constant terms not depending on η. Identifying the rst term of the (1.3.38)







The higher-order terms in η represent the interaction of the η eld with itself. The way this mass is
generated (or, better, revelead) is the spontaneous symmetry breaking. In the L′ version of the scalar
theory, the reection symmetry of the Lagrangian has been broken by the choice of the ground state
φ = +v, rather than φ = −v.
The mechanism to generate a mass for the gauge boson can be generalized to a complex scalar eld
φ = 1√
2
(φ1 + iφ2) (1.3.40)
described by the Lagrangian
L = (∂µφ)∗(∂µφ)− 12µ
2φ∗φ− 14λ(φ
∗φ)2 (1.3.41)
which is invariant under the U(1) global gauge symmetry φ→ eiαφ. In this case there is a circle of radius
v of degenerate minima of the potential V (φ) in φ1φ2 plane (see gure 1.8), such that φ21 +φ22 = v2 with
v2 = −µ2/λ. As before, expanding the φ(x) eld around a minimum energy position
φ(x) = 1√
2
(v + η(x) + i(x)), (1.3.42)
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Figure 1.8: V (φ) potential as a function of the complex scalar eld φ in µ2 < 0 case.




2 + µ2η2 + const + cubic and quartic terms on η and , (1.3.43)
where the rst two terms are the kinematic energy of the  and η elds and the third term is the mass




(as the scalar eld case). L′ does not contain a mass term for the (x) eld, meaning that the theory has
also a massless scalar eld (Goldstone boson).
In order to obtain a massive scalar eld, it is necessary to require that the Lagrangian is invariant
under a U(1) local gauge transformation φ(x) → eiα(x)φ(x) and substituting the elds η(x) and (x) of






with θ(x) chosen so that h(x) is real and requiring ∂µ to be replaced by the covariant derivative Dµ =
∂µ − ieAµ.
Neglecting the intermediate steps, the Lagrangian will be independent on θ with the eect that the
Goldstone boson disappears and now it contains two interacting massive particles, one relative to the
scalar h(x) eld (the Higgs particle) and a vector gauge boson for the potential Aµ; this process is the
Higgs mechanism for the U(1) gauge symmetry.
The generalization of the Higgs mechanism for a SU(2) gauge symmetry group is obtained by dening















and taking the obvious extension of the Lagrangian (1.3.42) as
L = (∂µφ)†(∂µφ)− V (φ) = (∂µφ)†(∂µφ)− 12µ
2φ†φ− 14λ(φ
†φ)2. (1.3.47)
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with a = 1, 2, 3 and τa are a set of three traceless 3× 3 matrices.




it is necessary to replace ∂µ by the covariant derivative Dµ = ∂µ + ig τa2 W aµ , where W aµ are the 3 gauge
elds.






the Lagrangian (1.3.47) becomes






†φ)2 − 14Wµν ·W
µν , (1.3.51)
with V (φ) = 12µ2φ†φ +
1
4λ(φ†φ)2 and where there is the presence, in addition, of the kinetic energy
terms of the gauge eldWµν ; all the terms have been already explained in the paragraph 1.1.2.
If µ2 > 0, the Lagrangian describes a system of four scalar particles (φi of eq. (1.3.46)), each of mass
µ, interacting with three massless gauge bosons (W aµ ).
If µ2 < 0 and λ > 0, the potential V (φ) of the lagrangian (1.3.51) has its minimum at
φ†φ = 12(φ
2
1 + φ22 + φ23 + φ24) = −
µ2
2λ (1.3.52)
Since it is necessary to expand φ(x) around a particular minimum, it is possible, without loss of generality,
to choose
























That is, of the four scalar elds, the only one that remains is h(x), the Higgs eld. As in the previous case,
the massive scalar h is obtained substituting the expansion (1.3.55) in the V (φ) potential and keeping only
the square term of the h(x) eld.
To determine the gauge bosons W aµ , it is enough to substitute φ0 of the eq. (1.3.54) in the Lagrangian









µ − iW 2µ










µ)2 + (W 2µ)2 + (W 3µ)2]. (1.3.56)
where here | |2 has been used as shorthand for ( )†( ), that describes the three massive gauge elds,
with a mass M = 12vg.
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The nal extension to a SU(2)L × U(1)Y group symmetry is obtained generalizing the Lagrangian
(1.3.51) to




where | |2 = ( )†( ) andT andY are the generators of theSU(2)L×U(1)Y groups already explained
in section 1.1.2 (together with all the other terms).
Neglecting the intermediate steps, the mass terms of the boson mediators are






g2 + g′2. (1.3.58)
The fermion (lepton and quark) masses are introduced including a SU(2)L×U(1)Y gauge invariant term






where gffH is the Yukawa coupling between the fermion and the Higgs eld, the second term in (1.3.59)
describes the interaction of any fermion-antifermion couple with the Higgs boson and the mass of the




where v, as already explained, is the vacuum expectation value of the Higgs eld (' 246 GeV).
1.3.2 The Higgs discovery
As a conrmation of this prediction, the discovery of a new boson was announced by ATLAS [23] and
CMS [24] experiments on 4th of July 2012 at CERN. Experiments conducted in last 5 years seem to conrm
that this new particle of mass (125.9±0.4) GeV has all the characteristics to be the Higgs boson, but further
tests have to be taken into account. ATLAS and CMS performed their researches with similar integrated
luminosity, referred to 2011 (4.8 fb−1 for ATLAS and 5.1 fb−1 for CMS) and 2012 (5.8 fb−1 for ATLAS and
5.3 fb−1 for CMS) periods. They both observed an excess of events in the invariant mass plots of dierent
Higgs decay channels combining all the measurements of the 2011 and 2012 data taking. They analized
data studying dierent Higgs decay modes: H → γγ, H →WW ∗, H → ZZ∗, H → ττ and H → bb¯. In
gure 1.9 results are presented: the ATLAS distribution of the four-lepton invariant mass, m4l, deriving
from the H → ZZ∗ decay channel, compared to the background expectation in the 80-250 GeV mass
region for the combined
√
s = 7 TeV and
√
s = 8 TeV data [23] and the CMS diphoton invariant mass
distribution in the H → γγ decay channel [24].
On 8 October 2013, Peter Higgs and Françoise Englert were awarded with the Nobel Prize. Unfortu-
nately Robert Brout had passed away in 2011 and cannot receive the prestigious award.
1.3.3 Higgs production
The main Higgs production mechanisms are gluon-gluon fusion (ggF), vector boson fusion (V BF ), as-
sociated production with a gauge boson (V H) and associated production with top quark (tt¯H) (g-
ure 1.10) [1].
The study of the Higgs production is very important because it can provide fundamental measure-
ments for the determination of the parameters of the Lagrangian of the SM (1.1.22); in particular, the
ggF and the tt¯H processes involve the terms of the fourth line of (1.1.22), giving information on the
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Figure 1.9: The ATLAS and CMS Higgs boson evidence in two dierent channels. The ATLAS distribution of the
four leptons invariant mass, m4l for the combined
√
s = 7 TeV and
√
s = 8 TeV data for the H → ZZ∗ decay
channel (left) and the CMS diphoton invariant mass distribution in the H → γγ decay channel (right).
Figure 1.10: Generic LO Feynman diagrams contributing to the Higgs production in (a) gluon fusion, (b) vector
boson fusion, (c) Higgs-strahlung (or associated production with a gauge boson) and (d) associated production
with top quarks.
Yukawa coupling matrices G1 and G2, while VBF and V H involve the third line of (1.1.22), helping the
determination of the vector boson couplings with the Higgs boson.
The prediction of the cross sections for the Higgs boson production as a function of
√
s, for pp colli-
sions, including bands indicating the theoretical uncertainties, are summarized in gure 1.11 [25] and in
table 1.4, for the dierent processes.
The tt¯H process (studied in this thesis) has the lower cross section with respect to all the others, but
has the larger increase with respect to the others at higher energies.
Gluon-gluon fusion (ggF)
The Higgs boson production mechanism with the largest cross section is the gluon-gluon fusion process,
gg → H + X , mediated by the exchange of a virtual, heavy top quark. The ggF accounts for about
87% of Higgs boson production independently by the energy. The theoretical calculation of the cross
section for this process is computed at the Next to Next to Leading Order (NNLO) [28]. Among the NLO
corrections for the ggF cross section calculation, virtual and real loops have been considered: while the
former does not aect the initial or nal states, leading to a process identical to the LO one, the latter
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Figure 1.11: The SM Higgs boson production cross sections as a function of the center of mass energy,
√
s, for pp
collisions. The theoretical uncertainties [25] are shown as a band.
√
s (TeV) ggF VBF WH ZH tt¯H total (pb)
7 15.1± 15% 1.22+3%−2% 0.58± 4% 0.33± 6% 0.09+12%−18% 17
8 19.3± 15% 1.58+3%−2% 0.70+4%−5% 0.41± 6% 0.13+12%−18% 22
13 43.9+15%−14% 3.75± 4% 1.38+3%−4% 0.87± 6% 0.51+15%−18% 50
14 49.5+15%−14% 4.23± 3% 1.52± 3% 0.97± 6% 0.61+15%−18% 57
Table 1.4: The SM prediction for the Higgs boson production cross sections of mH = 125 GeV in pp collisions, as a
function of the center of mass energy,
√
s, [26] and [27].
involves corrections due to addictive partons in the nal states (gg → Hg, qg → Hq and qq¯ → Hg).
The NLO QCD corrections increase the Higgs production with respect to the leading-order prediction by
about 80% and the NNLO corrections further enhance the cross section by approximately 20%.
Vector boson fusion production (VBF)
The second largest Higgs production cross section at LHC is the vector boson fusion. Higgs production via
VBF, qq → qqH , proceeds by the scattering of two quarks, mediated by the exchange of aW or Z boson,
with the Higgs boson radiated o the weak-boson propagator. The scattered quarks give rise to two hard
jets in the forward and backward regions of the detector. Because of the color-singlet nature of the weak-
gauge boson exchange, gluon radiation from the central-rapidity regions is strongly suppressed. For all
these reasons, this channel has a distinguishable signature which makes easier the separation between
signal and background. Thus, VBF channel provides a particularly clean environment not only for Higgs
searches but also for the determination of Higgs boson couplings at LHC.
The production cross section has been calculated with full NLO QCD and EW corrections and ap-
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proximate NNLO QCD corrections [29].
WH and ZH associated production (Higgs-Strahlung)
The next most relevant Higgs boson production mechanisms at LHC are the associated production with
a W or a Z gauge boson. This mechanism is also known as Higgs-Strahlung, where the Higgs boson
is irradiated through an o-shell W /Z boson (pp → qq¯ → W ∗(Z∗)H). The WH and ZH production
modes provide a relatively clean environment for studying the decay of the Higgs boson into bottom
quarks.
The NNLO QCD prediction on theWH production at LHC contains corrections including the leptonic
decays of the W boson and the decay of the Higgs boson into a bb¯ pair [30].
Associated production with a pair of quark top (tt¯H)
The tt¯H production channel is the channel under analysis in this thesis and it will be presented in detail
in section 3.4.
1.3.4 Higgs decays
For the understanding and interpretation of the experimental results, the computation of all the relevant
Higgs decay widths is essential, including an estimate of their uncertainties.
The branching ratios for the most relevant decay modes of the Higgs boson as functions of mH are
shown in gure 1.12 [25] and are listed in table 1.5 for a mH = 125 GeV.
The dominant decay modes areH → bb¯ andH →WW ∗, followed byH → gg,H → τ+τ−,H → cc¯
and H → ZZ∗. With much smaller branching ratios, the Higgs decays into γγ, γZ and µ+µ−.
Figure 1.12: The predicted branching ratios for the main decays of the SM Higgs boson as functions ofmH . The the-
oretical uncertainties are indicated as a band and a vertical line is placed atmH = 125 GeV, close to the experimental
value.
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Decay channel Branching Ratio Rel. uncertainties %
H → bb¯ 5.77 · 10−1 +3.2−3.3
H →W+W− 2.15 · 10−1 +4.3−4.2
H → gg 8.6 · 10−2 +10.2−10.0
H → τ+τ− 6.3 · 10−2 +5.7−5.7
H → cc¯ 2.9 · 10−2 +12.2−12.2
H → ZZ 2.6 · 10−2 +4.3−4.1
H → γγ 2.3 · 10−3 +5.0−4.9
H → Zγ 1.5 · 10−3 +9.0−8.9
H → µ+µ− 2.2 · 10−4 +6.0−5.9
Table 1.5: The predicted branching ratios and the relative uncertainty [31] for a SM Higgs boson with mH = 125
GeV.
Lepton and quark pair decay channels
In the Born approximation, the width of the Higgs decay into lepton pairs is [32]








with β = (1− 4m2l /m2H)1/2, ml the mass of lepton and mH the mass of Higgs boson.
For the decay into quark pairs, eq. (1.3.61) has to be corrected by a color factor Nc = 3 and by the
QCD corrections. The partial decay width becomes











where mq is the quark mass, ∆QCDH is the QCD correction and αS is the strong force coupling. The QCD
corrections in eq. (1.3.62) are not negligible since in the limit mH  mq the decay width receives many
contributions which, in the case of the b quark (the one studied in this thesis) decrease theH → bb¯ decay
width by more than 50%.
Among the quark decay channels, the bb¯ has the highest BR, but it is not measurable in all the produc-
tion mechanisms; in the ggF production, for example, it would be totally overwhelmed by background
processes, such as Z → qq¯ and qq → bb¯, whose cross sections are many orders of magnitude larger (see
gure 1.25).
W, Z and γ decay channels
The partial decay width of the Higgs boson decaying into W and Z is given by [32]





H(1− 4x+ 12x2)β (1.3.63)
where x = m2V /m2H , β =
√
1− 4x and δV = 2(1) for V = W (Z). Since the mass of the Higgs boson
is of 125 GeV, one or both the two bosons are produced o-shell. The Higgs boson can also decay into
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loop-induced γγ decay channels or Zγ. Although the BR for the H → γγ is very small, it has a very
clean signature and, together with the H → ZZ∗, it has been the main decay channel used for the initial
announcement of the Higgs boson discovery.
1.3.5 Higgs mass measurements
In order to measure the mass of the observed boson, the ATLAS and CMS experiments combine the
measurements from the γγ and ZZ channels which have both excellent mass resolution and large sig-
nicance. The mass measured by ATLAS [23] and CMS [24] results 125.5 ± 0.2(sta.)+0.5%−0.6%(sys.) and
125.7 ± 0.3(sta.) ± 0.3(sys.) GeV respectively. In both experiments the systematic uncertainty has been
dominated by the uncertainty of the photon energy and the lepton momentum. All these measurements
and the combination of the ATLAS and CMS (125.6±0.3 GeV) results, assuming uncorrelated systematics
uncertainties between the two experiments, are summarized in gure 1.13 [1].
Figure 1.13: Values of all the CMS and ATLAS mass measurements in the γγ andZZ channels and their combination.
1.4 Top anti-top pair (tt¯)
In the SM the dominant mechanism for top quark pair (tt¯) production is mediated by the strong interac-
tion. At LO, the tt¯ production at LHC can be successfully described in terms of quantum chromodynamics
(QCD) via the gluon fusion (gg → tt¯) and quark-antiquark interaction (qq¯ → tt¯), shown in gure 1.14.
At the next-to-leading order (NLO) it is also present the contribution of partonic sub-processes with gq
(gq¯) in the initial state, shown in gure 1.15.
The calculation of the tt¯ production is extremely important in this thesis in order to determine both
the inclusive cross section of the tt¯H production and its major background contributions (as explained
in section 3.4).
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Figure 1.14: Feynman diagrams for tt¯ production at leading order.
Figure 1.15: Feynman diagrams for tt¯ production at next-to-leading order QCD.
1.4.1 tt¯ production
At the proton-proton collision energy of
√
s = 13 TeV of LHC, the dominant tt¯ production comes from gg
processes (85%) and only 15% from qq¯ initial state. This situation is exactly the opposite of the Tevatron
where, due to the dierent energy and initial state, the dominant process was qq¯ (85%) and only 15%
from gg.
The energy of LHC is high enough to consider quarks and gluons as quasi-free particles and conse-
quently pp collisions can be described by the interaction between their constituent partons (quarks and
gluons).
In the hard scattering of two colliding protons, top quarks are mostly produced in tt¯ pairs through the
strong interactions between partons. Using the parton model, this process can be illustrated schematically
as gure 1.16.
Figure 1.16: The top quark pair production of a hard scattering in the parton model.
The gure shows a collision of two energetic protons 1 and 2 with momentum p1 and p2 respectively.
The hard scattering of the two protons can be seen as interaction between two partons from the protons.
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The probability of nding parton i (j) carrying momentum fraction x1 (x2) in proton 1 (2) is described
by fi (fj), the parton distribution function (PDF, see below).
With the help of the factorization theorem of QCD, which separates the perturbatively calculable part
of the interaction from the non perturbative one, the inclusive production cross section of the process





dxidxjfi(xi, µ2f )fj(xj , µ2f ) · σˆij→tt¯(sˆ,mt, µf , µr, αs) (1.4.64)
where the sum runs over all quarks and gluons contributing, i and j are the two partons interacting,
xi (xj) is the parton momentum fraction with respect to the proton momentum, fi(xi, µ2f ) (fj(xj , µ2f ))
is the PDF of the parton i (j) and σˆij is the elementary cross section of those partons. The partonic
cross section σˆij→tt¯ is evaluated in perturbative QCD and has a dependency on the partonic center-of-
mass energy sˆ ∼ xixjs, the top quark mass mt, the factorization scale µf and αs, the coupling constant
in QCD with dependency on the renormalization scale µr . The PDFs are not predicted by theory, but
have been measured in experiments and can be evolved to the appropriate scale at which the proton is
eectively probed. Therefore, the PDFs have an extra dependency on the factorization scale µf , which
connects the PDFs with the partonic cross section σˆij→tt¯ that can be calculated in perturbative QCD.
The dependence from the renormalization scale arises from the fact that the partonic cross section is
evaluated at a xed perturbation order, neglecting higher order contributions. Such dependences become
weaker and weaker as we add higher order corrections to calculation. The factorization scale, on the
other hand, indicates the transition between the perturbative regime, which belongs to the partonic cross
section, and the non-perturbative one, included in the PDF denition.
To avoid spoiling the QCD perturbative calculation, a commonly used convention is to set both µf
and µr to the order of the hard-scaling energy characterizing the production process, which is mt for
the top quark production. With αs(mt) < 1, the partonic cross section can be expanded in a xed-order














where the rst term in square brackets is referred to as leading-order (LO), the second term next-to-
leading-order (NLO), the third term next-to-next-to-leading-order (NNLO), and so on.
As a physical observable, the total cross section σpp→tt¯ should not depend on the choice of the scales;
but in the QCD perturbative calculation it does. One reason is that the calculation of eq. (1.4.65) is usually
truncated to certain xed order, and the truncated part has dependency on αs(µr). Possible deviations
due to the choice of the scales and the PDFs are usually evaluated as theoretical uncertainties.
The Parton Distribution Functions (PDF) fi(x) [2] describe the distributions of the fraction of mo-
mentum carried by the partons. In the factorization theorem at the bases of eq. (1.3.63) they describe the
non perturbatively calculable part of the interaction and they are extracted by data from a plethora of
other measurements or studies. A simple interpretation of the PDF is that, at a given factorization scale






The available energy for the scattering process is not the nominal energy of LHC, but it depends on
the energy carried from each parton by the relation sˆ∼ xixjs, where xi and xj are the proton momentum
fractions of the two interacting partons. A deep knowledge of the PDFs is important for the simulation
of all the physics processes; dierent numerical computations are used to extract the PDFs and the main
dierences between the PDF sets arise from the choice of the included results (expecially from Deep
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Figure 1.17: Sketch of the evaluation of the momentum of parton i inside a proton of momentum p.
Inelastic Scattering experiments), the treatment of systematic uncertainties, the parametrization at the
starting scale, the chosen heavy-quark scheme and the values of the quark masses.
Fig. 1.18 illustrates the MSTW 2008 NLO [16] analytical parameterization of PDFs for all the dierent
quarks, anti-quarks and gluons, for dierent values of Q2 (the transfert momentum).
Figure 1.18: Analytical parameterization of the parton distribution functions xfa(x,Q2) using the MSTW 2008
NLO [16] estimation for the various quarks, antiquarks, and the gluon, with dierent values of Q2. The gluon
distribution is scaled by a factor of 0.1.
At LHC, with
√
s = 13 TeV, the typical value of momentum fraction for the tt¯ production is x =
2mt/
√
s that corresponds to x ∼ 0.03, instead at Tevatron (with √s = 1.96 TeV) it was x ∼ 0.2. This
dierence reects in dierent amount of gluon and quark population inside the hadrons, as shown in
gures 1.18. At low values of x the probability to have gluons is much higher than quarks, explaining
why at LHC, the dominant production process is the one involving a pair of gluons (gg), instead of a pair
of quarks (qq¯ or qq).
1.4.2 tt¯ cross section
The cross section of a process σproc is obtained by the following relation
σproc =
Nobs∫
Ldt ·  (1.4.67)
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where theNobs is the number of observed events of the process (with the background subtracted), L is the
instantaneous luminosity and  is the eciency to detect this process.
∫
Ldt means that the luminosity
is integrated overall the period of the data acquisition and it is called integrated luminosity L. While, the
instantaneous luminosity depends on the features of the collider, and it’s obtained by the relation:
L = f n1n24piσxσy
nb (1.4.68)
where f is the collider frequency, that is the revolution frequency of the bunches, n1 and n2 are the
numbers of particles contained in each colliding bunch, nb is the number of lled bunches, σx and σy are
the transverse prole of the beam. The cross section is related to the probability that a process happens,
it has the dimension of an area and it is measured in barn (1 b = 10−24 cm2).
Fig. 1.19 and 1.20 summarize the tt¯ production cross section measurements and predictions from both the
Tevatron and LHC.
Figure 1.19: Measured and predicted tt¯ production cross sections from Tevatron energies (pp¯ collisions) to LHC
energies (pp collisions) [1].
1.4.3 tt¯ decays
The decays of a top quark pair can be classied according to the decay of the producedW -bosons (because
t→Wb is practically the only decay channel):
• di-lepton channel: both W -bosons decay into lepton (electron, muon, tau) and neutrino, tt¯ →
W+bW−b¯ → l¯νlbl′ν¯l′ b¯. The branching ratio (BR), considering all the tree leptons, is ∼ 10%. If
only electrons and muons are considered, the BR is ∼ 6%;
• lepton+jets channel: one W -boson decays into lepton and neutrino, the other one into a quark -
anti-quark′ pair, tt¯→W+bW−b¯→ qq¯′blν¯lb¯+ lν¯lbqq¯′b¯. The BR for this decay mode is ∼ 45%;
• hadronic channel: bothW -bosons decay into a quark - anti-quark pair, tt¯→W+bW−b¯→ qq¯′bq′′q¯′′′b¯.
The BR for this decay mode is ∼ 45%.
The detail of all the dierent branching ratios are summarized in gure 1.21.
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Figure 1.20: σtt¯ measurements by the ATLAS and CMS collaborations and the result of the LHC combination,
compared with the NNLO+NNLL QCD calculation, for the world average top quark mass of 173.34 GeV [6]. The
uncertainty due to the LHC beam energy is 4.2 pb and it is not included in the total uncertainty on the measurements
or the combination. This uncertainty has to be added in quadrature to the total uncertainty for the comparison of
the measurements with predictions.
Figure 1.21: All the three decay modes of the tt¯ system are illustrated in the pie chart. Dierent lepton contributions
are reported separately.
1.5 Higgs boson associated with a tt¯ pair (tt¯H)
The tt¯H production mode is fundamental to probe the Yukawa coupling between the quark-top and the
Higgs (1.3.59). Among the quarks-Higgs couplings, the most interesting is certainly the coupling between
the Higgs boson and the top quark, the two most massive elementary constituents of the SM.
A Higgs mass of about 125 GeV provides an excellent opportunity to explore the Higgs couplings
to many SM particles. The strength of the couplings of the Higgs boson to fermions (gffH ) and to the
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where GF is the Fermi constant.
According to the Glashow-Weinberg-Salam model, illustrated in section 1.3.1, fermions, as well as
gauge bosons, should be massless. Fermions, however, acquire mass by the coupling with the Higgs eld,
as shown in gure 1.22. In a similar way, the masses of the bosons come up by their direct coupling with
the Higgs eld.
Figure 1.22: Feynman diagram of the direct coupling of the Higgs eld with a fermion of the Standard Model.
Due to its large mass, the top quark Yukawa coupling is expected to be near one (∼ 0.99), dierently by
the other quarks that have a coupling of∼ 10−2. Since the top quark pair is heavier than the Higgs boson,
this latter cannot decay into a top quark pair and thus top-Higgs coupling cannot be measured using this
decay channel. However, the Higgs boson coupling to top quarks can be experimentally measured by the
gluon fusion production mechanism of the tt¯H channel. In fact, the ggF process proceeds via a fermionic
loop in which the top quark provides the dominant contribution, neglecting contributions from theories
beyond the Standard Model. In this scenario, the tt¯H production mechanism is extremely important since
it provides direct measurement of this coupling.
1.5.1 tt¯H production
The tt¯H production channel is the production of a Higgs boson in association with a top-quark pair. Its
Feynman diagram, at LO, is shown in gure 1.10(d).
The rst searches for tt¯H production were performed by the CDF and D0 experiments at the Tevatron
collider, which only put limits to the SM Higgs boson production. At LHC, during the Run-1 and Run-2,
the tt¯H production has been studied in dierent channels (see section 1.5.2), but also in this case only
limits have been put to the SM Higgs production. The ratio between the measured cross section with
respect to the predicted one by the SM µ = σ/σSM has been provided by the studies on the multi-leptonic
nal states [33],[34] (leptonic nal states of the tt¯H , with the Higgs decaying in a pair of vector bosons
WW ∗ or ZZ∗), di-photon nal state [35] and hadronic channels [36],[37] (with the Higgs decaying in
a pair of b-quarks). The single measured signal strength µ are shown in gure 1.23, together with the
combined value for the Run-1 and Run-2 data taking period. The combination of the dierent channels
in the multi-lepton channel gives µ = 2.5+1.3−1.1 leading to a limit µ < 4.9 at 95%CL, it is µ = −0.3+1.2−1.0 for
the di-photon nal state case with a limit µ < 2.6 at 95%CL, while it is µ = 2.1+1.0−0.9 for a limit µ < 4.0
at 95%CL in the hadronic channel. Obviously it is necessary to perform more precise measurements to
obtain a more signicant result.
The peculiar feature of the tt¯H production is the relative increase of its cross section with respect
to all the other production processes increasing the center-of-mass energy (gure 1.11 and table 1.4); the
tt¯H cross section presents the biggest relative increase from a center-of-mass of
√
s = 7 TeV to 14 TeV
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Figure 1.23: The tted value of the signal strength and its uncertainty for the individual channels and their combi-
nation, assuming mH = 125 GeV. The green line shows the statistical error on the signal strenght.
and with a factor ∼ 7 of cross section improvement, the study of the tt¯H production is one the most
interesting analyses of Run-2.
A precise prediction for the cross section is needed in order to interpret the evidence for tt¯H produc-
tion and the measurement of the tt¯H coupling as a verication of the Standard Model or as a signal for
new physics. QCD corrections [26] are important and crucial in order to reduce the dependence of the
cross section on the arbitrary renormalization and factorization scales. The LO and NLO QCD calculations
of the Standard Model process pp→ tt¯H provide the cross-section values listed in table 1.6.




Table 1.6: The predicted cross-sections calculated with both LO and NLO QCD corrections [39] for a SM Higgs
boson with mH = 125 GeV. The two uncertainties are respectively due to the factorization and renormalization
scales and the PDF uncertainties.
Moreover, many new physics scenarios predict the existence of heavy top quark partners that would
decay into a top quark and a Higgs boson: the observation of a signicant deviation in the tt¯ cross section
with respect to the SM prediction would be an indirect indication of unknown phenomena.
1.5.2 tt¯H decays
Since the top quark decays with nearly 100% probability into a W boson and a b quark, the experimental
signatures for Higgs production in association with a top quark pair are determined by the decay of the
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W boson. The dierent nal states of the W pairs combined with the dierent Higgs decay channels give
a wide variety of complex nal states.
As seen in section 1.4.3, there are 3 dierent decay modes for a top-quark pair: hadronic, lepton + jets
and dilepton mode. The semileptonic decay mode (lepton + jets) is chosen due to its clear signature and its
precision. Regarding the Higgs decay channels, there are many decay modes available, but the hadronic
decay H → bb¯ is the chosen one because it contributes almost for the 60% to the total Higgs boson decay
width.
In gure 1.24 is shown an example of tt¯H production, with the Higgs boson decaying in bb¯ and the
tt¯ system decaying in a semi-leptonic mode (t→ bW+, W+ → qq¯′ and t¯→ bW−, W− → l−ν¯l), which
is the decay mode considered and studied in this thesis.
Figure 1.24: Example of leading order Feynman diagram for tt¯H production at pp colliders, followed by Higgs boson
decay in bb¯ and tt¯ decay in a semi-leptonic mode, which is the decay mode studied in this thesis.
However, the inclusive search for the process H → bb¯ is very challenging, since the production cross
section for inclusive bb¯ production, which is about 100 µb, is 7 orders of magnitude larger than the Higgs
production cross section in the bb¯ channel, as shown in gure 1.25.
The associated production of the Higgs boson with a top-quark pair helps to separate the signal from
the overwhelming QCD background by reconstructing all the nal states of this channel. The analysis
described in this thesis exploits this benet, since the H → bb¯ in association with a semileptonic decay
of the tt¯ system is considered in a boosted regime. The dierence between the boosted and the resolved
regime is in the transverse momentum of the nal objects that is considered: the boosted object decays
have their decay products collimated in the momentum direction of the boosted mother particle in the
rest frame of the detector, with the consequence of a nal state with objects that cannot be reconstructed
singularly. It leads to a totally dierent event topology with respect to resolved one, which has all the
nal products well dened, as shown in gures 1.26a and 1.26b.
The two dierent regimes will be considered in this analysis, since the nal goal is to combine the
resolved and the boosted analyses, as discussed in more details in Chapters 4 and 5.
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Figure 1.25: Production cross section for dierent processes as a function of the center of mass energy,
√
s, for
Tevatron (pp¯ collisions, left) and LHC (pp collisions, right) [40].
(a) (b)
Figure 1.26: (a) A schematic representation of the tt¯H channel in the resolved regime. (b) A schematic representa-
tion of the tt¯H channel in the boosted regime, where it is the case of only one large-R jet in the nal state, but two
large-R jets can be present too.
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The CERN, the European Organization for Nuclear Research, is the world largest research center.
Founded in 1954, the CERN laboratory sits astride the Franco-Swiss border near Geneva. It was one
of Europe’s rst joint ventures and now has 21 member states that cooperate to probe the fundamental
structure of the universe. The instruments used are particle accelerators and detectors; accelerators boost
beams of particles to high energy to collide with each other or with stationary targets and detectors
observe and record the results of these collisions.
The Large Hadron Collider, LHC, is the newest CERN accelerator complex and it is the world’s largest
and most powerful particle accelerator. Along the accelerator ring are positioned four particle detectors:
ATLAS, CMS, ALICE and LHCb.
2.1 The Large Hadron Collider
LHC is situated from 50 to 175 m under the ground of Geneva, as schematized in gure 2.1, and it consists
of a 27-kilometer ring of superconducting magnets with radiofrequency cavities to boost the energy of the
particles. Inside the accelerator two high energy particles beams travel in opposite directions in separate
beam pipe kept at ultrahigh vacuum.
The beams collide in four points, in correspondence of the four detectors.
The accelerating system consists of 16 radiofrequency cavities with a maximum electric eld of 5.5
MV/m. The two beams were structured in a maximum of 3564 bunch slots. At the maximum energy,
during the Run-1, the bunches collide every 50 ns, during the Run-2 every 25 ns. Inside the accelerator, the
beams are deected by 1232 electromagnets composed by coils of special electric cables that, operating in
superconducting state (temperature of 1.9 K), could endure a circulating current of 11.85 kA to generate
a magnetic eld of 8.4 T. The focusing system consists of 392 superconducting magnets quadrupoles
producing a 6.8 T eld each.
The LHC can accelerate protons with a minimum ebergy of 450 GeV. Protons of this energy are pro-
duced by a chain of accelerators that take protons from a hydrogen gas bottle and progressively accelerates
them with the help of several intermediate accelerators: a linear accelerator Linac2, which accelerates the
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Figure 2.1: The LHC complex in the underground of Geneva.
protons to the energy of 50 MeV, and three synchrotrons, Proton Synchrotron Booster (PSB), till 1.4 GeV,
Proton Synchrotron (PS), till 25 GeV, and Super Proton Synchrotron (SPS), till 450 GeV, as illustrated in
gure 2.2.
Figure 2.2: Scheme of the CERN accelerator complex.
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For the last data taking, the so called Run-2 (see gure 2.3), LHC is designed to accelerate protons (and
also heavy ions in dedicated runs) up to an energy of 6.5 TeV producing collisions at a center-of-mass
energy of 13 TeV at a maximum instantaneus peak luminosity of L = 5 × 1033 cm−2 s−1. Figure 2.3
illustrates all the periods of active work or technical shut down of LHC together with the future plan of
upgrades [41], as the Phase-2 (High Luminosity-LHC, from 2023) already under investigation for being
approved and applied during the third long shut down (LS3).
Figure 2.3: Time schedule of LHC, from Run-1 to last upgrade to High Luminosity LHC.
An overview of the LHC luminosity-related parameters during the Run-1 and Run-2 periods (2010-
2015) is reported in table 2.1, compared with the design values. In gure 2.4a and 2.4b [44], the luminosity
Parameter 2010 2011 2012 2015 Design value
Beam energy (TeV) 3.5 3.5 4 6.5 7
β∗ in IP 1 and 5 (m) 2.0/3.5 1.5/1.0 0.6 0.80 0.55
Filled bunch spacing (ns) 150 75/50 50 25 25
Max. number of lled bunches 368 1380 1380 2244 2808
Protons per bunch 1.2× 1011 1.45× 1011 1.7× 1011 1.15× 1011 1.15× 1011
Peak luminosity (cm−2s−1) 2.1× 1032 3.7× 1033 7.7× 1033 5× 1033 1× 1034
Pile-up interactions 4 17 37 15 19
Table 2.1: An overview of performance-related parameters during LHC operations in 2010-2015.
delivered to (green) and recorded by (yellow) the ATLAS detector, in 2015 and 2016, during stable pp beam
collisions is shown as a function of the time. The delivered luminosity accounts from the start of stable
beams to the detector in a safe standby mode to allow a beam dump or beam studies. The recorded
luminosity reects the DAQ ineciency, as well as the ineciency of the so-called “warm start”: when
the stable beam ag is raised, the tracking detectors undergo a ramp of the high-voltage and, for the pixel
system, turning on the preampliers. The ratio between the recorded and the delivered luminosity is
∼ 93%.
The mean number of interactions per lled bunch crossing µ, the so-called pile-up, corresponding to
the mean of the poisson distribution on the number of interactions per crossing, is shown in gures 2.5a
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and 2.5b [44] as a function of time, during pp collisions in 2015 and 2016 (the distributions for the pp
collisions in 2010, 2011 and 2012 are reported in [43] and shown in gure 2.6).
(a) (b)
Figure 2.4: Cumulative delivered (green) and recorded (yellow) luminosity versus time during stable beams for pp
collisions at 13 TeV centre-of-mass energy in (a) 2015 and (b) 2016.
(a) (b)
Figure 2.5: The mean number of interactions per lled bunch crossing per lumi-block versus day during the pp runs
of (a) 2015 and (b) 2016. The online luminosity measurement is used for this calculation. Only the maximum value
during stable beam periods is shown.
Integrated Luminosity
2010 ( pb−1) 2011 ( fb−1) 2012 ( fb−1) 2015 ( fb−1) 2016 ( fb−1)
Delivered 48.1 5.46 22.8 4.2 38.9
Recorded 45.0 5.08 21.3 3.9 36.0
Table 2.2: Delivered and recorded integrated luminosity L in 2010 and 2011 (√s = 7 TeV), 2012 (√s = 8 TeV), 2015
and 2016 (
√
s = 13 TeV), by the ATLAS detector.
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Figure 2.6: The mean number of interactions per lled bunch crossing per lumi-block versus day during the pp runs
of 2010, 2011 and 2012.
2.2 The coordinate system and nomenclature
The nominal interaction point is dened as the origin of a right-handed coordinate system, while the
beam direction denes the z-axis and, consequently, the x-y plane is transverse to the beam direction.
The positive x-axis is dened as pointing from the interaction point to the centre of the LHC ring and the
positive y-axis is dened as pointing upwards. The side-A of the detector is dened as that with positive
z and side-C is the one with negative z. The azimuthal angle φ is measured in a plane transverse to the
beam axis, and the polar angle θ in a plane containing the beam axis. The rapidity y is dened as
y = 12 ln
E + pz
E − pz , (2.2.1)










The transverse momentum pT, the transverse energy ET and the missing transverse energy EmissT





Requirements for the ATLAS detector system [45] have been dened, at the end of the ’90s, using a set
of processes covering much of the new phenomena hopefully to observe at the TeV scale. The high lumi-
nosity and increased cross-sections at the LHC enable further high precision tests of QCD, electroweak
interactions and avour physics; in particular the top quark will be produced at a rate of a few tens of
Hz, providing the opportunity to test its couplings and spin.
The search for the Higgs boson has been used as a benchmark to make important choices related to
the sub-systems of ATLAS, since the small production cross section and the natural width of few MeV of
the Higgs boson.
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The nature of proton-proton collisions imposes another diculty; QCD jet production cross-sections
dominate over the rare processes, such as the decays of supersymmetric particles or the graviton from the
postulated extra-dimensions theory, requiring the identication of experimental signatures characteristic
of those processes in question, such as EmissT or secondary vertices. Identifying such nal states for
these rare processes imposes further demands on the integrated luminosity needed and on the particle-
identication capabilities of the detector.
These benchmark physics goals can be turned into a set of general requirements for the LHC detectors:
• due to the experimental conditions at the LHC, the detectors require fast, radiation-hard electronics
and sensor elements. In addition, high detector granularity is needed to handle the high particle
uxes and to reduce the inuence of overlapping events;
• large acceptance in pseudorapidity and almost full azimuthal angle coverage;
• good charged-particle momentum resolution and reconstruction eciency in the inner tracker;
• good resolution on the secondary vertices necessary for tagging of τ -leptons and b-jets;
• good electromagnetic (EM) calorimetry for electron and photon identication and their energy
measurements, complemented by full-coverage hadronic calorimetry for accurate jet and missing
transverse energy measurements;
• good muon identication and momentum resolution over a wide range of momenta together with
the unambiguously determination of the charge of high pT muons;
• highly ecient triggering on low transverse-momentum objects with sucient background rejec-
tion in order to achieve an acceptable trigger rate for most physics processes of interest.
Both ATLAS and CMS detectors are designed to satisfy these requirements in order to perform precise
measurements of SM processes and to discover new physics ones. The four experiments have dierent
detector structure that correspond to dierent physical purpose:
• AToroidal LHCApparatuS (ATLAS) is a multipurpose experiment to discover signatures of new
physics and to perform precise measurements of Standard Model;
• Compact Muon Solenoid (CMS) is the other multipurpose experiment that pursues the same
physics goals as ATLAS using dierent and complementary technologies;
• LHCb has a completely dierent structure with respect to the other experiments and investigates
the avour physics of B meson and the CP violation;
• A Large Ion Collider Experiment (ALICE) is dedicated to the study of quark-gluon plasma
produced in heavy nucleons collisions, accelerated in LHC instead of the protons in some dedicated
runs.
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2.4 The ATLAS detector
The overall ATLAS detector layout is shown in gure 2.7 [45] and its main performance goals are listed
in table 2.3.
Figure 2.7: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in height and 44 m in
length. The overall weight of the detector is approximately 7000 tonnes.
Detector component Required resolution Obtained resolution (2015) η coverage
Measurement Trigger
Tracking σpT/pT = 0.05% pT ⊕ 1% σpT/pT = 0.038% pT ⊕ 1.5% ±2.5
EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% σE/E = 10%/
√
E ⊕ 0.2% ±3.2 ±2.5
Hadronic calorimetry (jets)
barrel (Tile) and end-caps (LAr) σE/E = 50%/
√
E ⊕ 3% σE/E = 50%/
√
E ⊕ 3% ±3.2 ±3.2
forward (LAr) σE/E = 100%/
√
E ⊕ 10% - 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT/pT = 10% at pT= 1 TeV σpT/pT = 10% at pT= 1 TeV ±2.7 ±2.4
combined with tracker - σpT/pT = 7% at pT= 1 TeV ±2.7 ±2.4
Table 2.3: General performance goals [45] and obtained resolutions in 2015 [46] of the ATLAS detector. If not
indicated, the units for E and pT are in GeV.
The ATLAS detector is nominally forward-backward symmetric with respect to the interaction point.
The magnet conguration comprises a thin superconducting solenoid surrounding the inner-detector
cavity, and three large superconducting toroids (one barrel and two end-caps) arranged with an eight-
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fold azimuthal symmetry around the calorimeters; this choice has driven the design of the rest of the
detector.
The inner detector is immersed in a 2 T solenoidal eld. Momentum, trajectory, vertex measurements
and pattern recognition (in particulare the electron identication) are achieved with a combination of
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume and
straw-tube tracking detectors with the capability to generate and detect transition radiation in its outer
part.
High granularity liquid-argon (LAr) electromagnetic sampling calorimeters provide excellent per-
formance in terms of energy and position measurements. The hadronic calorimetry is provided by a
scintillator-tile calorimeter, separated into a large barrel and two smaller extended barrel cylinders, one
on either side of the central barrel.
The muon spectrometer surrounds the calorimeter and denes the overall dimensions of the ATLAS
detector. The air-core toroid system, with a long barrel and two inserted end-cap magnets, generates
strong bending power in a large volume within a light and open structure. For high-pT muons, the
muon-spectrometer performance (see table 2.3) is independent of the inner-detector system.
The proton-proton interaction rate at the design luminosity of 1034 cm−2s−1 is approximately 1 GHz
(considering about 30 interactions per bunch crossing), while the event data recording, based on tech-
nology and resource limitations, is limited to about 200 Hz. The Level-1 trigger (L1) system uses a subset
of the total detector information to make a decision on whether or not to continue processing an event,
reducing the data rate to approximately 75 kHz (limited by the bandwidth of the readout system). The
subsequent two levels, collectively known as the high-level trigger, are the Level-2 trigger (L2) and the
event lter. They provide the reduction to a nal data-taking rate of approximately 200 Hz.
2.4.1 Tracking
All the detectors involved in the ATLAS tracking system are schematized in gure 2.8.
Figure 2.8: Sketch of the ATLAS inner detector showing all its components, including the new insertable B-layer
(IBL). The distances to the interaction point are also shown.
Approximately 1000 particles will emerge from the collision point every 25 ns within |η| < 2.5,
creating a very large track density in the detector.
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The Insertable B-Layer (the 2015 upgrade of the ATLAS detector), the Pixel and the silicon microstrip
of the Semi Conductor Trackers (SCT), used in conjunction with the straw tubes of the Transition Radiation
Tracker (TRT), allow to reach the momentum and vertex resolution required by the benchmark physics
process (see gure 2.9). The resolution of some kinematic quantities are listed in table 2.4.
Parameter pT η Value
Momentum resolution 100 GeV ∼ 0 3.8%
Momentum resolution 100 GeV ∼ 2.5 11%
Transverse impact parameter resolution 1000 GeV ∼ 0 11 µm
Transverse impact parameter resolution 1000 GeV ∼ 2.5 11 µm
Identication eciency for pions 1 GeV - 84.0%
Identication eciency for electrons 5 GeV - 90.0%
Table 2.4: Main performance of the ATLAS tracking detector.
The Inner Detector (ID), composed by the IBL, pixel and SCT, covers the region |η| < 2.5 (see g-
ure 2.8 and 2.9) and globally provides a transverse impact parameter resolution of ' 35 (' 10) µm for
pions with pT= 5 (100) GeV and a transverse momentum resolution of about 4% for 100 GeV muons.
Figure 2.9: Cut-away view of the ATLAS inner detector [45]. Note that the IBL is still missing in this gure.
The ID is immersed in a 2 T magnetic eld generated by the central solenoid, which extends over a
length of 5.3 m with a diameter of 2.5 m. In the barrel region, the ID is arranged on concentric cylinders
around the beam axis while in the end-cap regions it is located on disks perpendicular to the beam axis
(the IBL is not present in this region). The highest granularity is achieved around the vertex region using
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silicon pixel detectors.
The inner detector system provides tracking, vertex and impact parameter measurements in a range
matched by the precision measurements of the electromagnetic calorimeter. The secondary vertex mea-
surement performance is enhanced by the innermost layer of pixels and by the new IBL.
The combination of precision trackers at small radii with the TRT at a larger radius gives very robust
pattern recognition and high precision in both R-φ and z coordinates.
The Insertable B-Layer
The IBL is the sub-detector of charged tracks nearest to the collision point, made of a single cilindric
layer of silicon pixel and contributes to measure the decay vertices of short living particles and the impact
parameter. It is positioned between a new thinner Beryllium beam and the inner Pixel layer (the B-Layer,
not to be confused with the Insertable B-Layer). Its baseline layout is a barrel layer consisting of 14 staves.
The average radial distance of the sensitive area from the beam is 33 mm whereas the total envelope of
the IBL in radius is between 31 and 40 mm. The radiation length at η = 0 of the IBL is 1.54% of X0.
The IBL is radiation harder than the Pixel detector and the pixel size is smaller (50 × 250 µm2) in
order to lower the occupancy at high luminosity. With its layout, the IBL provides a full φ coverage with
an intrinsic precision in the coordinate measurements of 23 µm.
Figure 2.10: Scheme of the insertion of the IBL with the smaller beam pipe. [47].
Because of the low mass and close proximity to the interaction point, the IBL improves the quality of
the impact parameter reconstruction and thereby the vertexing and b-tagging performance. For example,
in the case of the b-tagging (discussed in detail in Chapter 4) the IBL reduces the probability of tagging
the wrong particle type by a factor ∼2 [48].
Pixel detector
The pixel detector, gure 2.11, consists of 1744 pixel modules organized in three barrel layers, containing
approximately 67 millions of pixels, complemented by three end-cap disks on each side, containing 13
millions of pixels (about 80 milion readout channels). The system covers a total active area of about 1.7
m2 with an approximate radiation length of 0.1 X0 at η = 0. To counterbalance the eect of the Lorentz
deviation the pixel modules in the barrel region are tilted 20◦ with respect to the cylinder’s tangent.
The pixel layers are segmented in R-φ and z with typically three pixel layers crossed by each track.
All pixel sensors are identical and have a minimum pixel size in R-φ× z of 50× 400µm2. The intrinsic
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Figure 2.11: Cut-away view of the ATLAS pixel detector [45].
precision in the coordinate measurements in the barrel is 10 µm (R-φ) and 115 µm (z) and in the end-caps
is 10 µm (R-φ) and 115 µm (R).
The micro-strip detector
The layout of the detector is given in gure 2.9.
The SCT system is designed to provide track precision measurements and to contribute to the mea-
surement of momentum, impact parameter and vertex position in the intermediate radial range.
Eight strip layers (four space points) are crossed by each track. In the barrel region, this detector
uses small-angle (40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer
parallel to the beam direction, measuring R-φ. They consist of two 6.4 cm long daisy-chained sensors
with a strip pitch of 80 µm. The total number of readout channels in the SCT is approximately 6.3 million.
The radiation length at η = 0 is approximately 0.1 X0.
In the end-cap region, the detectors have a set of strips running radially and a set of stereo strips at an
angle of 40 mrad. The mean pitch of the strips is also approximately 80 µm. The intrinsic measurement
accuracies per module in the barrel are 17 µm (R-φ) and 580 µm (z) and in the end-caps are 17 µm (R-φ)
and 580 µm (R).
The straw-tube tracking detector
The TRT is a combination of a tracker (based on the straw tubes) and a Transition Radiation detector for a
pattern recognition. A Transition Radiation detector allows to discriminate between a lighter particle and
a heavier one through several layers of material of dierent refraction indices, that produces transition
radiation depending on the speed of the incident particle. The high relativistic particles (typically the
electrons) can be recognised by the wider emitted radiation with respect to the other incident particles.
The electron identication capabilities are enhanced by the detection of transition-radiation photons
in the xenon-based gas mixture of the straw tubes.
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A single TRT component is composed by Polyimide drift (straw) tubes of 4 mm diameter that contains
the anodes: tungsten wires plated gold, directly connected to the front-end electronics and kept at ground
potential. The gap between the straw and the wire is lled by a mixture of gases (70% Xe, 27% CO2 and
3% O2). The passage of ionizing particle induce a low amplitude signal on the anodes. At the same time,
some particles crossing polypropylene bers cause transition radiation emission (in the X-ray spectrum)
which is absorbed by the Xe present in the gas mixture; this last process leads to an high amplitude signal
in the TRT electronic that can be distinguished from ionization signal by the voltage intensity.
A large number of hits (typically 36 per track) is provided by the straw tubes of the TRT, which enables
track-following up to |η| = 2.0. The TRT only provides R-φ information, for which it has an intrinsic
measurement accuracy of 130 µm per straw. In the barrel region, the straws are parallel to the beam axis
and are 144 cm long, with their wires divided into two halves, approximately at η = 0. In the end-cap
region, the straws are arranged radially in wheels. The radiation length at η = 0 is approximately 0.2 X0.
2.4.2 Magnet system
ATLAS features a unique hybrid system of four large superconducting magnets. This magnetic system is
22 m in diameter and 26 m in length, with a stored energy of 1.6 GJ. Figure 2.12 shows the general layout,
the four main layers of detectors and the four superconducting magnets which provide the magnetic eld
over a volume of approximately 12000 m3.
Figure 2.12: Geometry of magnet windings and tile calorimeter steel [45]. The eight barrel toroid coils, with the
end-cap coils interleaved are visible. The solenoid winding lies inside the calorimeter volume.
The system consists of
• a solenoid, 5.3 m long and 2.5 m of diameter, which is aligned on the beam axis and provides a 2 T
axial magnetic eld for the inner detector, while minimising the radiative thickness in front of the
barrel electromagnetic calorimeter. The layout was carefully optimized to keep the material thick-
ness in front of the calorimeter as low as possible, resulting in the solenoid assembly contributing
a total of ' 0.66 radiation lengths at normal incidence;
• a toroid system, which provides a ' 4 T eld mostly orthogonal to the muon trajectories. It is
constituted by eight Barrel Toroids (BT) 25 m long, with an inner core of 9.4 m and an outer diameter
of 20.1 m, and two End-Cap Toroids (ECT) 5 m long (inner core 1.64 m, outer diameter 10.7 m). The
end-cap toroid coil system is rotated by 22.5◦ with respect to the barrel toroid coil system in order
to provide radial overlap and to optimise the bending power at the interface between the two coil
systems. The toroid structure is open to minimize the uncertainty on the momentum measurements
due to multiple scattering. The BT provides the particle bending in the region η < 1 while in
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1.4 < η < 2.7 charged tracks are bent by the ECTs. In the transition region, 1 < η < 1.4, magnetic
deection is provided by a combination of barrel and end-cap.
2.4.3 Calorimetry
In the dicult environment created by the high luminosity of the LHC machine, the calorimeter is de-
signed to trigger and to provide precision energy and position measurements of electrons, photons, jets,
neutrons and missing ET.
A view of the sampling calorimeters and their main characteristics are presented in gure 2.13 and
in table 2.5 respectively: the calorimeters cover the range |η| < 4.9, using dierent techniques suited to
the widely varying requirements of the physics processes of interest and of the radiation environment
over this large η-range. Over the η region matched to the inner detector, the ne granularity of the EM
calorimeter is ideally suited for precision measurements of electrons and photons. The coarser granularity
of the rest of the calorimeter is sucient to satisfy the physics requirements for jet reconstruction and
EmissT measurements.
Figure 2.13: Cut-away view of the ATLAS calorimeter system [45].
The calorimeters closest to the beam-line are housed in three cryostats, one barrel and two end-caps.
The barrel cryostat contains the electromagnetic barrel calorimeter, whereas the two end-cap cryostats
each contain an electromagnetic end-cap calorimeter (EMEC), a hadronic end-cap calorimeter (HEC), lo-
cated behind the EMEC, and a forward calorimeter (FCal) to cover the region closest to the beam. The
Liquid Argon (LAr) forward calorimeters provide both electromagnetic and hadronic energy measure-
ments.
All these calorimeters use liquid argon as the active detector medium, but the hadronic barrel one
that uses scillintating tiles; liquid argon has been chosen for its intrinsic linear behaviour, its stability of
response over time and its intrinsic radiation-hardness.
Calorimeters must provide good containment for electromagnetic and hadronic showers, and must
also limit punch-through into the muon system. The total thickness of the EM calorimeter is more than 22
radiation lengths (X0) in the barrel and more than 24 X0 in the end-caps. The 9.7 interaction lengths (λ)
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Calorimeter Type Active material Passive material X0 λ
EM LAr (barrel/end-cap) LAr Pb 22/24 2.2
Hadronic Tile Scintillating tiles Fe 9.7
Hadronic LAr end-cap LAr Cu 10
LAr Forward (EM/Hadronic) LAr Cu/W 27/91 2.7/3.7
Table 2.5: Main features of the sampling calorimeters of the ATLAS detector. The interaction (λ) and radiation (X0)
lengths values refer to |η| = 0 and |η| = 3.2 for the barrel and the end-cap regions respectively.
of the Hadronic calorimeter in the barrel (10 λ in the end-caps) are adequate to provide good resolution
for high energy jets. The total thickness, including 1.3 λ from the outer support, is 11 λ at η = 0 and has
been shown both by measurements and simulations to be sucient to reduce punch-through well below
the irreducible level of prompt or decay muons. Together with the large η-coverage, this thickness will
also ensure a goodEmissT measurement, which is important for many physics signatures and in particular
for SUSY particle searches.
The required resolutions of both EM and Hadronic Calorimeter are reported in table 2.3.
LAr electromagnetic calorimeter
The EM calorimeter is a sampling calorimeter, with LAr as active medium and lead as passive medium. It
is divided into a barrel part (|η| < 1.475) and two end-cap components (1.375 < |η| < 3.2). The position
of the central solenoid in front of the EM calorimeter demands optimisation of the material in order to
achieve the desired calorimeter performance.
The accordion geometry, which is one of a kind, provides complete φ symmetry without azimuthal
cracks and is shown in gure 2.14. Over the region devoted to precision physics (|η| < 2.5), the EM
calorimeter is segmented in three sections in depth. For the end-cap inner wheel, the calorimeter is
segmented in two sections in depth and has a coarser lateral granularity than for the rest of the acceptance.
The readout system is composed by preampliers outside the cryostats, shapers, analog pipelines and
an ADC system. The readout electrodes are located in the gaps between the lead absorbers and consist of
three conductive copper layers separated by insulating polyimide sheets. The two outer layers are at the
high-voltage potential and the inner one is used for reading out the signal via capacitive coupling. Each
barrel and end-cap gap between two absorbers is equipped with two electrodes.
This calorimeter allows to achieve an energy resolution, independent on η for photons of pT of 100





The tile calorimeter is a hadronic calorimeter placed directly outside the EM calorimeter. It is a sampling
calorimeter using iron as the absorber and scintillating tiles as the active material. The barrel and extended
barrels (in the η region between the barrel and the end-caps) are divided azimuthally into 64 modules. It
is segmented in depth in three layers, approximately 1.5, 4.1 and 1.8 interaction lengths (λ) thick for the
barrel and 1.5, 2.6, and 3.3 λ for the extended barrel. The total detector thickness at the outer edge of the
tile-instrumented region is 9.7 λ at η = 0. Two sides of the scintillating tiles are read out by wavelength
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Figure 2.14: Sketch of a barrel module with the accordion geometry. The granularity in η and φ cells of each of the
three layers and of the trigger towers is also shown.
shifting bres into two separate photomultiplier tubes. In η, the readout cells built by grouping bres
into the photomultipliers are pseudo-projective towards the interaction region.
The tile calorimeter measures jet energies with a resolution σ(E)/E = 50%
√
E ⊕ 2.5% ⊕ 5%/E,
where the energy E is in GeV.
LAr hadronic end-cap calorimeter
The Hadronic End-cap Calorimeter consists of two independent wheels per end-cap, located directly
behind the end-cap electromagnetic calorimeter. Each wheel is built from 32 identical wedge-shaped
modules, assembled with xtures at the periphery and at the central bore. Each wheel is divided into two
segments in depth, for a total of four layers per end-cap. The wheels closest to the interaction point are
built from 25 mm parallel copper plates, as passive material, while those further away use 50 mm copper
plates. The copper plates are interleaved with 8.5 mm LAr gaps, providing the active medium for this
sampling calorimeter.
LAr forward calorimeter
The Forward Calorimeter (FCal) is an electromagnetic and hadronic calorimeter. The FCal is approxi-
mately 10 interaction lengths deep, and consists of three modules (see gure 2.15) in each end-cap: the
rst, with copper as passive material, is optimised for electromagnetic measurements, while the other
two, with tungsten as passive material, measure predominantly the energy of hadronic interactions. Each
module consists of a metal matrix, with regularly spaced longitudinal channels lled with the electrode
structure consisting of concentric rods and tubes parallel to the beam axis. The LAr in the gap between
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the rod and the tube is the sensitive medium. This geometry allows for excellent control of the gaps,
which are as small as 0.25 mm in the rst section, in order to avoid problems due to ion buildup.
Figure 2.15: Schematic diagram showing the three FCal modules located in the end-cap cryostat. The material in
front of the FCal and the shielding plug behind it are also shown. The black regions are structural parts of the
cryostat. The diagram has a larger vertical scale for clarity.
2.4.4 Muon system
The muon system will be discussed in more details because my service task concerns the study of its
performances for the Phase-2 upgrade (see Appendix 7).
The conceptual layout of the muon spectrometer is shown in gure 2.16; it is composed by separate
trigger and high-precision tracking chambers and it measures tracks and momentum of muons through
their magnetic deection in the large superconducting air-core toroid magnets. The anticipated high level
of particle ux has had a major impact on the choice and design of the spectrometer instrumentation,
aecting performance parameters such as rate capability, granularity, ageing properties, and radiation
hardness.
In the barrel region, tracks are measured in chambers arranged in three cylindrical layers around the
beam axis; in the transition and end-cap regions, the chambers are installed in planes perpendicular to
the beam, also in three layers.
Over most of the η-range, a precision measurement of the track coordinates in the principal bending
direction of the magnetic eld is provided by Monitored Drift Tubes (MDT’s). At large pseudorapidities
(2 < η < 2.7), the same measurements are performed by the Cathode Strip Chambers (CSC’s), the multi-
wire proportional chambers with cathodes segmented into strips. The stringent requirements on the rela-
tive alignment of the muon chamber layers are met by the combination of precision mechanical-assembly
techniques and optical alignment systems both within and between muon chambers.
The trigger system covers the pseudorapidity range |η| < 2.4 by the use of Resistive Plate Chambers
(RPC’s) in the barrel and Thin Gap Chambers (TGC’s) in the end-cap regions (the "big wheels" in the
ATLAS jargon). The trigger chambers for the muon spectrometer serve a threefold purpose: provide
bunch-crossing identication, provide signals above well-dened pT thresholds, and measure the muon
coordinate in the direction orthogonal to the one determined by the precision-tracking chambers.
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Figure 2.16: Cut-away view of the ATLAS muon system [45].
Table 2.6 gives the main characteristic of the muon detector and the intrinsic time and position reso-
lution of the detectors, to which contributions from signal propagation and electronics have to be added.
The design goal was to keep these contributions low enough in order to obtain ≥ 99% probability of
beam-crossing identication. Both chamber types (trigger and tracking) deliver signals with a spread of
15-25 ns (including the signal propagation and the electronics contribution), thus providing the ability to
tag the beam-crossing. The trigger and CSC chambers measure both coordinates of the track, one (η) in
the bending plane and one (φ) in the non-bending plane.
Type Function Chamber resolution in Hit/track Number of
z/R φ time barrel end-cap chambers channels
MDT tracking 35 µm (z) - - 20 20 1088 339k
CSC tracking 40 µm (R) 5 mm 7 ns - 4 32 30.7k
RPC trigger 10 mm (z) 10 mm 1.5 ns 6 - 544 359k
TGC trigger 2-6 mm (R) 3-7 mm 4 ns - 9 3588 318k
Table 2.6: Parameters of the four sub-systems of the muon detector [45]. The quoted spatial resolution (columns 3,
4) does not include chamber-alignment uncertainties. Column 5 lists the intrinsic time resolution of each chamber
type, to which contributions from signal-propagation and electronics contributions need to be added.
Monitored Drift Tube Chambers
The basic element of the monitored drift tube chambers is a pressurised drift tube with a diameter of 29.970
mm, operating with Ar/CO2 gas (93/7) at 3 bar. The electrons resulting from ionisation are collected at
48
The ATLAS detector LHC and the ATLAS experiment
the central tungsten-rhenium wire with a diameter of 50 µm, at a potential of 3080 V. The wire is held in
position at the tube ends by a cylindrical end-plug which guarantees the concentricity of the wire with
respect to the tube with an accuracy of σ < 10 µm. The central conductor holding the wire also serves
for the gas transfer in and out of the tube.
The choice of the tubes in the building of the precision-tracking chambers oers several advantages:
• the stiness of the tube assembly allows to combine high mechanical precision with robustness of
the chambers;
• a high level of operational reliability can be expected because the failure of a single tube does not
aect the operation of most of the others;
• the cylindrical geometry results in a radial electric eld: the measurement accuracy, therefore,
depends only weakly on the angle of incidence of the particle onto the chamber plane, so the coor-
dinate of the track is determined by the radius of the circle around the wire to which the track is
tangential. This is important because the angle of incidence of innite momentum tracks onto the
chamber plane extends up to 45◦.
With these features, the MDT chambers reach a resolution of 80 µm per tube layer (dierent with respect
to the value quoted in table 2.6 because it is not referred to a single plane, like z/R or z).
The operating gas was selected because of the good ageing properties. Deposits on the wires have
never been observed in clean samples of this gas mixture, the formation of polymers not being possible
in the absence of hydrogen. A disadvantage of this gas mixture is the non-linear space-drift time relation
and the drift time of about 700 ns, which is about 50% longer than the typical gases such as Ar/CH4. The
non-linearity of the Ar/CO2 gas leads to a reduction of spatial resolution at high counting rates due to
the distortion of the electric eld created by the positive ions.
Cathode-strip Chambers
The CSC’s are multiwire proportional chambers with the wires oriented in the radial direction with re-
spect to the beam. Both cathodes are segmented, one with the strips perpendicular to the wires (providing
the longitudinal coordinate) and the other parallel to the wires providing the transverse coordinate. The
position of the track is obtained by interpolation between the charges induced on neighbouring cathode
strips. The CSC wire signals are not read out. The resolution achieved with this procedure depends on the
signal-to-noise ratio and the readout pitch, the latter being the main cost-driving factor for the readout
electronics. With a readout pitch of 5.31 mm and 5.56 mm for the large and small chambers respectively
in the bending direction, the CSC reaches a resolution of 60 µm per CSC plane, to be compared with the
80 µm resolution of a MDT tube layer. In the non-bending direction the cathode segmentation is coarser
leading to a resolution of 5 mm.
As in the case of the MDT’s, the CSC’s are segmented into large and small chambers in φ. The whole
CSC system consists of two disks with eight chambers each (eight small and eight large). Each chamber
contains four CSC planes resulting in four independent measurements in η and φ along each track.
The limit for safe operation of the MDT’s is at counting rates of about 150 Hz/cm2, which will be
exceeded in the region |η| > 2 in the rst layer of the end-cap. In this η region of the rst layer, the
MDT’s are replaced by CSC’s, which combine high spatial, time and double track resolution with high-
rate capability and low neutron sensitivity. Operation is considered safe up to counting rates of about
1000 Hz/cm2, which is sucient up to the forward boundary of the muon system at |η| = 2.7.
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Resistive Plate Chambers
The trigger system in the barrel consists of three concentric cylindrical layers around the beam axis. The
large lever arm between inner and outer RPC’s permits the trigger to select high momentum tracks in the
range 9-35 GeV (high-pT trigger), while the two inner chambers provide the low-pT trigger in the range
6-9 GeV, as shown in gure 2.17.
Figure 2.17: Schematics of the muon trigger system [45]. RPC2 and TGC3 are the reference (pivot) planes for barrel
and end-cap, respectively.
Each station consists of two independent detector layers, each measuring η and φ. A track going
through all three stations thus delivers six measurements in η and φ. This redundancy in the track mea-
surement allows the use of a 3-out-of-4 coincidence in both projections for the low-pT trigger (RPC1
and RPC2 stations) and a 1-out-of-2 OR for the high-pT trigger (RPC3 station). This coincidence scheme
rejects fake tracks from noise hits and greatly improves the trigger eciency in the presence of small
chamber ineciencies.
The RPC is a gaseous parallel electrode-plate detector. Two resistive plates are kept parallel to each
other at a distance of 2 mm by insulating spacers. The electric eld between the plates of about 4.9
kV/mm allows avalanches to form along the ionising tracks towards the anode. The signal is read out via
capacitive coupling to metallic strips, which are mounted on the outer faces of the resistive plates. The gas
used is a mixture of C2H2F4/Iso-C4H10/SF6 (94.7/5/0.3) which combines relatively low operating voltage,
non-ammability and low cost, while providing a comfortable plateau for safe avalanche operation.
RPC’s can operate both in avalanche and in streamer mode. In the high background environment en-
countered at the LHC, the avalanche mode oers the benet of higher rate capability and rate-independent
time resolution and has therefore been selected as the operation mode. At the nominal operating voltage
of 9.8 kV, a signal with a width of about 5 ns is generated by the track with a streamer probability less
than 1%.
During my qualication period, I was involved in the upgrade of the RPC system of the muon spec-
trometer. The upgrade consists in the addition of an inner layer, the so-called RPC0, that improves both
the η coverage and the decision rate at higher luminosity. The study is explained in detail in Appendix 7.
Thin Gap Chambers
TGC’s are multi-wire proportional chambers with the characteristic that the wire-to-cathode distance of
1.4 mm is smaller than the wire-to-wire distance of 1.8 mm. With a highly quenching gas mixture of CO2
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and n-C5H12 (n-pentane), this cell geometry allows for operation in a quasi-saturated mode. The highly
quenching gas prevents the occurrence of streamers in all operating conditions.
TGC’s provide two functions in the end-cap muon spectrometer: the muon trigger capability and
the determination of the second azimuthal coordinate to complement the measurement of the MDT’s in
the bending (radial) direction. The TGC’s need good time resolution to tag the beam-crossing with high
eciency (≥ 99%) and ne granularity to provide a suciently sharp cut-o in the momentum of the
triggering muon. To match the granularity to the required momentum resolution, the size of the wire
groups varies from 6 to 31 mm as a function of η, corresponding to a variation in width from 10.8 mm to
55.8 mm.
The high electric eld around the TGC wires and the small wire-to-wire distance lead to very good
time resolution (4 ns) for the large majority of the tracks.
2.4.5 Forward detectors
Three smaller detector systems [49] cover the ATLAS forward region: LUCID (LUminosity measurement
using Cerenkov Integrating Detector), ALFA (Absolute Luminosity For ATLAS) and ZDC (Zero-Degree
Calorimeter). The main functions of the rst two detectors is to determine the luminosity measurements
delivered to ATLAS and the third to determine the centrality of the heavy ion collisions. At ±17 m
from the interaction point lies LUCID; it detects inelastic pp scattering in the forward direction and it
is the main online relative-luminosity monitor for ATLAS. ALFA is located at ±240 m and it consists of
scintillating ber trackers located inside Roman pots designed to approach as close as 1 mm to the beam.
ZDC plays a key role in determining the centrality of heavy-ion collisions. It is located at±140 m from the
interaction point, just beyond the point where the common straight-section vacuum-pipe divides back
into two independent beam-pipes. The ZDC modules consist of layers of alternating quartz rods and
tungsten plates which will measure neutral particles at pseudorapidities |η| ≥ 8.2.
LUCID
LUCID is a Cherenkov detector specically designed for measuring the luminosity. Two detectors are
placed around the beam-pipe on both forward ends of the ATLAS detector. Each detector consists of 16
photomultipliers and four quartz ber bundles. The photomultipliers (PMTs) detect charged particles that
traverse their quartz windows, where Cherenkov light is produced. Cherenkov light is produced in the
ber bundles as well and carried to PMTs that are protected by shielding about 2 m away. To increase the
detector lifetime, only a subset of the PMTs is used at a given time, the others being available as spares. In
addition, 4 PMTs have a reduced window opening to decrease their acceptance and thus avoid saturation
of some luminosity algorithms.
The advantages of the LUCID design are that the detector is composed of light material, which is
intrinsically radiation hard, and the detector response is fast, within few ns from the moment a particle
traverses the detector. The bandwidth of the electronics allow to keep the FWHM (Full Width at Half
Maximum) of the PMT signals at a level of 10 ns (fast baseline restoration). These characteristics ensure
the capability to separate collisions coming from dierent bunch crossings (separated by 25 ns) and make
LUCID suitable for online monitoring of the bunch structure.
2.4.6 Trigger, readout, data acquisition and control systems
The huge amount of data collected by LHC in each collision cannot be completely acquired and analyzed.
ATLAS, through a complex Trigger and Data Acquisition (collectively TDAQ [50]) system, manages the
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selections of events, needed to reduce the information rate from ∼ 40 MHz to approximately 200 Hz.
The TDAQ systems, the timing- and trigger-control logic, and the Detector Control System (DCS) are
partitioned into sub-systems, typically associated with each sub-detector, with the same logical compo-
nents and building blocks.
Trigger system
The trigger system has two distinct levels: L1 and the High-Level Trigger (HLT). Each trigger level renes
the decisions made at the previous level and, where necessary, applies additional selection criteria.
• The L1 trigger searches for high transverse-momentum muons, electrons, photons, jets, and τ -
leptons decaying into hadrons, as well as large missing and total transverse energy. Its selection
is based on information from a subset of detectors. High transverse-momentum muons are iden-
tied using trigger chambers in the barrel (RPC) and end-cap regions (TGC) of the spectrometer.
Calorimeter selections are based on reduced-granularity information from all the calorimeters. Re-
sults from the L1 muon and calorimeter triggers are processed by the central trigger processor,
which combines the dierent trigger selections. Events passing the L1 trigger selection are trans-
ferred to the next stages of the detector-specic electronics and subsequently to the data acquisition
via point-to-point links. In each event, the L1 trigger also denes one or more Regions-of-Interest
(RoI’s), i.e. the geographical coordinates in η and φ, of those regions within the detector where its
selection process has identied interesting features. The RoI data include information on the type
of feature identied and the criteria passed. This information is subsequently used by the high-level
trigger. The diagram of the L1 operation is reported in gure 2.18.
The maximum L1 accept rate which the detector readout systems can handle is 100 kHz, reduced
from the initial 40 MHz.
• The HLT selection is seeded by the RoI information provided by the L1 trigger over a dedicated
data path. The selections use, at full granularity and precision, all the available detector data within
the RoI’s and oine analysis procedures. The system merges together the Run-1 two stage system
(L2 and Event Filer) to a single farm in order to reduce the complexity and the dusplication of CPU
usage and network transfer. The congurations and thresholds are set to reduce the trigger rate to
approximately 1 kHz.
Readout architecture and data acquisition
The Readout Drivers (RODs) are detector-specic functional elements of the front-end systems, which
achieve a higher level of data concentration and multiplexing by gathering information from several
front-end data streams. The front-end electronics sub-system includes dierent functional components:
• the front-end analogue or analogue-to-digital processing;
• the L1 buer in which the (analogue or digital) information is retained for a time long enough to
accommodate the L1 trigger latency;
• the derandomising buer in which the data corresponding to a L1 trigger accept are stored be-
fore being sent to the following level. This element is necessary to accommodate the maximum
instantaneous L1 rate without introducing signicant deadtime (maximum 1%);
• the dedicated links or buses which are used to transmit the front-end data stream to the next stage.
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Figure 2.18: Block diagram of the L1 trigger. The overall L1 decision is made by the central trigger processor,
taking input from calorimeter and muon trigger results. The paths to the detector front-ends, L2 trigger, and data
acquisition system are shown from left to right in red, blue and black, respectively.
After an event is accepted by the L1 trigger, the data from the pipe-lines are transferred o the detector
to the RODs. Digitised signals are formatted as raw data prior to being transferred to the DAQ system. The
RODs follow some general ATLAS rules, including the denition of the data format of the event (changed
signicantly from Run-1 to Run-2), the error detection/recovery mechanisms to be implemented, and the
physical interface for the data transmission to the DAQ system.
The rst stage of the DAQ, the readout system, receives and temporarily stores the data in local
buers. It is subsequently solicited by the HLT that performs the nal selection. Selected events are
moved to permanent storage at the CERN computer centre. In addition to the movement of data, the
data acquisition system also provides for the conguration, control and monitoring of the hardware and
software components which together provide the data-taking functionality.
Events stored by the TDAQ are made available to all the ATLAS analysis teams so it is necessary to
apply further selection cuts during the oine analysis to reject events selected by triggers not specic
for particular analysis on which we are interested for. The event selection applied in this thesis will be
presented in Chapter 3.
The Detector Control System
The Detector Control System (DCS) permits the coherent and safe operation of the ATLAS detector hard-
ware and serves as a homogeneous interface to all sub-detectors and to the technical infrastructure of
the experiment. It controls, continuously monitoring and archiving the operational parameters, signals
indicating any abnormal behaviour to the operator, and allows automatic or manual corrective actions to
be taken. The DCS also enables bi-directional communication with the data acquisition system in order
to synchronise the state of the detector with data-taking. It also handles the communication between the
sub-detectors and other systems which are controlled independently, such as the LHC accelerator, the
CERN technical services, the ATLAS magnets, and the detector safety system.
53
Chapter 3
Data and Monte Carlo samples
3.1 Data samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Signal and backgrounds in boosted tt¯H analysis . . . . . . . . . . . . . 57
3.3 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 tt¯H Monte Carlo signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5 Background sources and their evaluation . . . . . . . . . . . . . . . . . . 66
3.6 Data and Monte Carlo comparison plots . . . . . . . . . . . . . . . . . . . 72
The analysis uses the data collected by the ATLAS detector in 2015 and 2016, corresponding to an
integrated luminosity of 36.5 fb−1. Several Monte Carlo samples have been used to simulate the physics
processes both for signal and background.
In this section the data samples and the simulations will be discussed in details.
3.1 Data samples
The analysis described in this thesis has been performed using the full set of data collected by the ATLAS
detector in 2015 and 2016, at
√
s = 13 TeV, corresponding to
∫ Ldt = 36.5 fb−1. In gures 2.4a and 2.4b,
the luminosity collected in the full period is shown as a function of the time. The dierence between the
recorded and delivered luminosity accounts for stable conditions, of the beam and all the sub-detector
systems, that must work properly during the acquisition time. For the overall data taking, the ratio
between the recorded and the delivered luminosity is ∼ 93%.
The corresponding integrated luminosity used in this analysis refers to the 2015 data set (periods
D-J5), corresponding to 3.2 fb−1 and the full 2016 data set (periods A-L) corresponding to 33.3 fb−1.
As described in section 3.4, one of the most interesting tt¯H decay channels contains a charged lepton
coming from a leptonic decay of a W . Since this lepton has usually a large (> 20 GeV) transverse mo-
mentum with respect to other leptons produced in pp collisions, it is well suited for the very rst event
selection, happening already during data taking. For the rest of the thesis, the events of interest are those
acquired with at least one lepton (electron or muon) identied at the rst level trigger (L1), conrmed
and well reconstructed at the next step, called High Level Trigger (HLT). The trigger sequence applied
on a given lepton at L1 and HLT is called in the following “trigger chain”. The exact selection on the
lepton candidates performed at L1 and at HLT is dierentiated for the 2015 and 2016 data sets to take into
account dierences in the instantaneous luminosity. The main dierences are in the pT threshold, “e24”
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for electrons or “mu50” for muons; in the isolation requirement, “lhmedium” for electrons or “iloose” for
muons (described in details in Chapter 4); in some further cuts indicated by acronyms like “VH” (for those
triggers seeded by L1 items with η-dependent thresholds and a hadronic leakage requirement [51] [52])
and “nod0”, used for the 2016 data.
When using the 2015 data set, the following trigger chains are used:
• electrons: HLT_e24_lhmedium_L1EM20VH OR HLT_e60_lhmedium OR
HLT_e120_lhloose,
• muons: HLT_mu50 OR HLT_mu20_iloose_L1MU15.
When using the 2016 data set, the following trigger chains are used:
• electrons: HLT_e24_lhtight_nod0_ivarlooseORHLT_e60_lhmedium_nod0OR
HLT_e140_lhloose_nod0,
• muons: HLT_mu50 OR HLT_mu24_ivarmedium.
All the data taking information are summarised in table 3.1.
Periods Luminosity ( fb−1) Triggers (electrons) Trigger (muons)
2015 (D-J5)
HLT_e24_lhmedium_L1EM20VH OR HLT_mu20_iloose_L1MU15 OR
3.2 HLT_e60_lhmedium OR HLT_mu50
HLT_e120_lhloose
2016 (A-L)
HLT_e24_lhtight_nod0_ivarloose OR HLT_mu24_ivarmedium OR
33.3 HLT_e60_lhmedium_nod0 OR HLT_mu50
HLT_e140_lhloose_nod0
Table 3.1: A summary of run periods and triggers used in this analysis.
3.1.1 Derivation Framework
The physics analysts need to be able to run over the data sample frequently, for the purposes of adding
new variables and cuts, xing bugs, etc. To speed up this process, it is customary to have a careful
selection of interesting events where all the analysis (on signal and minimal needed background) can
be performed, reducing at the same time the amount of data on storage to be processed. The analysis
model used during Run-1 foresaw that this job was usually performed by single users, duplicating similar
selections and loosing the possibility to an overall control of the procedure.
In Run-2, the reduction of the acquired data (referred to as “derivations” from now on) has been made
centrally, and the purpose of the Derivation Framework is to provide the same oine software tools for
all the analyzers in a transparent way. In this contest, I had the fundamental role to coordinate the needs
of the analysis research group in order to build a suitable derivation that fulls the requirements of both
the analysis and the central framework. For 2015 and 2016 dataset the derivations have been performed
starting from the output of the general reconstruction framework ATHENA, in a format called xAOD (see
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Figure 3.1: Scheme of the Derivation Framework adopted by the ATLAS collaboration for the Run-2. The data
are reconstructed through Athena and derived by the Derivation Framework, under the Athena system; the data
samples size decreases from the order of PB to few GB. The Combined Performances (CP) help the derivation giving
informations about the objects to use and the calibrations to apply on them.
gure 3.1), and providing an output in the same general format, as xAOD, but containing less data (so
called Derived-xAOD, DxAOD).
Derivations are built from the full reconstructed data via four operations:
• skimming: removing whole events;
• thinning: removing whole reconstructed objects (tracks, calorimeter clusters, jets, vertices, etc)
from within an event, but keeping the rest of the event;
• slimming: removing not necessary information from objects and keeping the rest;
• augmentation: adding information not found in the input data.
Derivations have been dened by individual physics analysis teams or subgroups according to the
specic analyses needs with a target size of a few TB for the input data. The total derivation chain
decreases the size by a factor 103. The framework is generally run on the production system and through
the concept of train production can produce a number of independent output formats from a single input
le.
3.1.2 Derivation used for the tt¯H analysis
The analysis described in this thesis uses a derivation called TOPQ1, which is one of the four derivations
of the Top Group. It has been dened by
• skimming: it requires at least one leptons (muon OR electron) with pT > 20 GeV inside |η| < 2.5;
• thinning: it thins tracks, calo clusters and the truth record in the case of Monte Carlo simulations
according to the needs of the analysis. The object is removed if it does not pass some quality and
isolation cuts, e.g. the number and the pT of the tracks associated to a vertex;
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• slimming: in this step, if a variable or collection is not explicitly asked to be retained, it will not be
written out to the DxAOD. The slimming is performed on variable lists for the following analysis
objects: calibrated jets and b-jets, tracks, primary vertices, electrons, muons, jets originated from
taus and EmissT ;
• augmentation: on the MC samples, it adds a ag (called “decoration”) for the tt¯ classication (tt¯+bb¯,
tt¯+cc¯, tt¯+light) recovered from the truth record and used in the background identication (sec-
tion 3.5.1).
This pre-selection is very loose in order to have all the events needed for several analyses. The objects
“muon”, “electron”, “jets” and “b-jets” are used in according to the Combined Performances recommen-
dations and their denitions will be discussed in more details in Chapter 4.
3.2 Signal and backgrounds in boosted tt¯H analysis
The analysis described in this thesis studies the production of the tt¯H channel with the Higgs boson
decaying in bb¯ pair and the tt¯ system decaying semileptonically (lepton + jets, as in gure 1.24, in Chapter
1) and it will be discussed in details in Chapters 4 and 5. The nal state is required to be in the boosted
regime.
The background sources aecting the tt¯H channel (see gure 3.2) are all those processes presenting
a nal signature similar to the tt¯H one. It could depends on the similarity of the decay products or on
the not negligible probability of objects misidentication. The main background contributions are given
by the following production processes:
• tt¯+jets (classied by quarks avour in tt¯+bb¯, tt¯+cc¯ and tt¯+light quarks, called tt¯+light);
• single top;
• W/Z+jets;
• tt¯+V (V stays for a Vector Boson);
• diboson;
• multi-jets.
All simulated event samples (signal and background) are passed through the full ATLAS detector
simulation using GEANT4 (see section 3.3) and are processed through the same reconstruction software
of the data. Simulated MC events are corrected so that the object identication eciencies, energy scales
and energy resolutions match those determined from data.
Table 3.2 provides a summary of the basic characteristics of the MC samples of each process.
3.3 Monte Carlo simulations
The aim of using the MC simulations is to better comprehend the experimental apparatus behaviour by
the comparison with the experimental data, to determine the eciency of a certain analysis and to study
for future experiments.
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Figure 3.2: Background composition for the resolved and boosted analysis regions (described in Chapter 5) relative
to an integrated luminosity L = 36.5 fb−1. The Heavy Flavour classication is shown (see section 3.5.1).
Sample Generator PDF Parton Shower Normalisation
tt¯H aMC@NLO NNPDF3.0NLO Pythia 8.2 (N)NLO
tt¯+jets Powheg CTEQ6L1 Pythia 6.428 NNLO+NNLL
W/Z + jets Sherpa CT10 Sherpa 2.1.1 NNLO
Single top (s-, Wt-channels) Powheg CT10 Pythia 6.428 aNNLO
Single top (t-channel) Powheg CT10f4 Pythia 6.428 aNNLO
tt¯+ V Madgraph CTEQ6L1 Pythia 6.425 NLO
Diboson Sherpa CT10 Sherpa 2.1.1 NLO
Table 3.2: A summary of basic generator parameters used to simulate all the signal and background processes.
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The physics processes and the interactions of the nal state particles with the detector are simulated
by general-purpose Monte Carlo (GPMC) softwares, that produce the samples according to both theoret-
ical and phenomenological models. They are built from several components, that describe the physics
starting from very short distance scales, up to the typical scale of hadron formation and decay. Since
QCD is weakly interacting at short distances (below a femtometer), the components of the GPMC dealing
with short-distance physics are based upon perturbation theory. At larger distances, all soft hadronic
phenomena, like hadronization and the formation of the underlying event, cannot be computed from rst
principles and, consequently, follow QCD-inspired models.
3.3.1 The event generation
A pp collision is a complicated process because of the composite internal structure of hadrons, an il-
lustrative example of a tt¯H production event is shown in gure 3.3. The nal state is described as the
superposition of several contributions: the initial state radiation, the partonic hard scattering (depicted as
a red blob) that generates the highest transverse momentum partons, followed by the nal state radiation,
the hadronization (the dark green objects) and the eventual decay. Other nal state partons are produced
in additional multiple parton interactions and remnants, the so-called underlying events (the purple blob),
that did not participate in the hard scattering.
The event generation is divided in several steps. In the rst step, the scattering probability of the hard
process is calculated through the evaluation of the Matrix Elements (MEs) at a xed perturbative order in
the strong coupling constant αS . The momenta of the initial partons (continuous green lines in gure 3.3)
are randomly sampled on the proton PDFs (see Chapter 1) and the outgoing partons (particles going out
of the red blob) are randomly distributed in the available phase space. The cross section of any process
can be calculated as a convolution of the hadrons PDFs with the partonic cross sections (factorization
theorem [1], see eq. 1.4.64). However, the partonic cross sections show collinear divergences connected
to long-distance soft interactions. In order to make this calculation viable, the divergences are factored out
and absorbed into a redenition of the PDFs introducing a factorization scale, that separates long-distance
soft physics (non perturbative part of the interaction) from the short-distance hard process (calculable
perturbatively). The factorization scale is often set to the same value at which αS is evaluated, i.e. the
renormalization scale, usually set to the mass or the transverse momentum of the nal state system. The
ME is calculated dierently depending on the MC generators, as explained in the following.
This step is followed by the parton shower (PS), the QCD cascade generation that describes the nal
state radiation, sketched with blue curly and straight lines in gure 3.3, as higher order QCD eects. Par-
ton radiation is described as successive parton emissions from the hard interaction scale to the hadroniza-
tion scale ∼ 1 GeV. The development is characterized by an evolution variable, whose typical choices are
virtual squared mass of the showering parton (referred to as virtuality), the transverse squared momen-
tum of the emitted and remained partons, and E2(1− cos θ), where E is the energy of the parent parton
and θ the angle with the emitted partons. In the gluon splitting processes (g → qq¯, g → gg) in the
collinear approximation, the distribution of the split pair is not uniform in azimuth. The split correlations
are handled in dierent ways depending on the MC generator: Pythia [56] averages the azimuthal cor-
relation between two successive splitting over the polarizations; instead, Herwig [57] (and Herwig++ as
well) fully includes the spin correlation eects [1].
Several other corrections, as the soft emissions, have to be taken into account. In QCD, there are two
sources of large logarithms of infrared origin; the rst comes from collinear singularities, which arise
when two nal state particles or a nal state and an initial state particle become collinear and the second
is the emission of soft gluons at arbitrary angles. Within the conventional parton-shower formalism,
based on collinear factorization, it was shown that the last eect can be correctly described by using the
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Figure 3.3: Sketch of a tt¯H event [55]. The partonic hard scattering is shown as a red blob, whereas the purple blob
represents the additional multi-parton interactions. The initial and nal state radiation are depicted as curly and
straight lines. The hadrons generated during the hadronization step are shown in light green, whereas the nal
stable hadrons are shown in dark green.
angle of the emissions as the ordering variable, rather than the virtuality, and that the argument of αS at
the splitting vertex should be the relative parton transverse momentum after the splitting. Without this
eect, the particle multiplicity would grow too rapidly with energy. For this reason, angular ordering
is used as the evolution variable in both the Herwig and Herwig++ [57] programs. A radical alternative
formulation of QCD cascades focuses upon soft emission, rather than collinear emission, as the basic
splitting mechanism. It then becomes natural to consider a branching process where it is a parton pair
(i.e. a dipole) rather than a single parton, that emits a soft parton, Sherpa and Pythia 6 and 8 [56] use this
approach.
Another important correction is related to the quarks masses, since they act as a cut-o on collinear
singularities. If the mass of a quark is below, or of the order of the mass of the top quark, its eect in
the shower is small. For larger quark masses, like in c, b, or t, it is the mass, rather than the typical
hadronic scale, that cuts o collinear radiation. This feature can be implemented with dierent levels
of sophistication: in Pythia (both 6 and 8) [56] mass eects are included using a kind of ME correction
method, while in Herwig++ [57] and Sherpa [58] a generalization of the Altarelli-Parisi [59] splitting
kernel is used for massive quarks.
The PS algorithms are based on a combination of the collinear (low angle) and soft (low energy)
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approximations and are thus inaccurate for hard, large-angle emissions. For this case, it is necessary
to use the full ME amplitudes. The use of ME generators together with PS simulations can lead to a
double counting of the nal state congurations that can be generated by both tools. In order to avoid
this double counting, a scale has been introduced below which the additional radiation is modeled by the
parton shower and above which it is simulated using the full ME calculations. This scale, called matching
scale, is arbitrary because of the nal results should not be aected by its choice.
In order to improve the PS description of hard collisions, two main methods are adopted: the so-called
Matrix Elements and Parton Shower matching (ME+PS) and the matching of the NLO (Next-to-Leading-
Order) calculations and Parton Showers (NLO+PS). The former allows to use tree-level matrix elements for
hard, large-angle emissions. This method starts by generating exact matrix elements for the production
of the basic process plus a number ≥ n of other partons. A minimum separation is imposed on the
produced partons, requiring, for example, that the relative transverse momentum in any pair of partons
is above a given cutQcut (the matching scale). TheQcut must be chosen to be large enough for xed-order
perturbation theory, but small enough so that the shower is accurate for emissions below it. The NLO+PS
method, instead, extend the accuracy of the generation of the basic process at the NLO level in QCD. They
must thus include the radiation of an extra parton with tree-level accuracy, since this radiation constitutes
a NLO correction to the basic process. They must also include NLO virtual corrections.
Several ME+PS implementations use existing LO generators, like MadGraph [60] for the calculation of
the matrix elements and feed the partonic events to a GPMC like Pythia or Herwig. Sherpa and Herwig++
also include their own matrix-element generators.
Several NLO+PS processes are implemented in the MC@NLO program [61], together with the new
aMC@NLO development [62] and in the Powheg framework [63], [64]. Herwig++ also includes its own
Powheg implementation, suitably adapted with the inclusion of vetoed and truncated showers, for several
processes. Sherpa instead implements a variant of the MC@NLO method. All the characteristics of the
generators used in this analysis are summarized in table 3.3.
Sample Generator Matching method
tt¯H aMC@NLO NLO+PS
tt¯+jets Powheg NLO+PS
W/Z + jets Sherpa ME+PS (LO)
Single top (s-, Wt-channels) Powheg NLO+PS
Single top (t-channel) Powheg NLO+PS
tt¯+ V Madgraph ME+PS (LO)
Diboson Sherpa ME+PS (LO)
Table 3.3: A summary of dierent matching methods between ME and PS simulators used in each signal and back-
ground process.
Two examples of the comparison between dierent ME generators and PS setups for the two main
background processes (tt¯+bb¯ and tt¯+cc¯) are shown in gures 3.4a and 3.4b [65] [66], respectively. The
default generator (plus PS) for the background simulation, used in the analysis described in this the-
sis, is the Powheg+Pythia6, as mentioned in section 3.2 and in table 3.2. For the tt¯+bb¯ case, the eect
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of parton showering and hadronization is estimated by comparing the Powheg+Pythia6 sample with
Powheg+Herwig++. In addition, the samples are compared to Powheg+Pythia8. Disagreements of the
order of 10-20% are present in the pTbb¯ distribution in gure 3.4a. The tt¯+cc¯ process is studied consider-
ing, in addition to the samples used in the rst case, dierent normalization and factorization scale in the









m2i + pT2i is the trasverse energy of any nal state (FS) parton.
(a) (b)
Figure 3.4: (a) Comparison of dierent generator setups produced at
√
s= 13 TeV for the bb¯ pair pT in tt¯ lepton+jets
events. [65] (b) Normalized distributions of the pT of the leading c-jet, for dierent predictions. The purple band
around the tt¯+cc¯ HT /4 sample and the bars on the MG5_aMC tt¯ sample show the eect of varying the renormal-
ization and factorization scales up or down by a factor of 2. Other errors are statistical. [66]
The scale variations and their consequences in the distributions and background modelling, using
dierent ME and PS matching, will be taken into account in the study of the systematics uncertainties in
this analysis (see Chapter 6).
After the PS, the hadronization process, meaning the aggregation of partons into hadrons (light green
ovals in gure 3.3), takes place. Perturbation theory becomes invalid and the dynamics enter in a non-
perturbative phase. Two phenomenological iterative models are predominantly used to describe the
hadronization: the Lund string model [67] and the cluster fragmentation model [68], [69]. The former
considers gluons between qq¯ pairs as color eld lines, which are attracted to each other owing to gluon
self-interaction. As the q and q¯ move apart, the color strings are stretched until it is more energetically
favorable for them to fragment and create an additional qq¯ pair. The procedure is iterated until all the
strings are too light for further fragmentation. As for the cluster fragmentation model, gluons are split
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into qq¯ pairs which are clustered with the other quarks and di-quarks to form color-singlet hadrons. Clus-
ters are further fragmented until stable hadrons are formed. When a cluster is too light to fragment into a
hadron, a light hadron replaces the cluster. Multiple parton interactions, characterized by small momen-
tum transfers, are also simulated at this stage, being dependent on the description of hadronization.
Of the so-called primary hadrons, originating directly from string breaks and/or cluster decays, many
are unstable and so decay further, until a set of particles is obtained that can be considered stable (cτ ≥
10 mm) on time scales relevant to the given measurement. The decay modeling can therefore have a
signicant impact on nal particle yields and spectra, especially for the lowest-lying hadronic states,
which receive the largest relative contributions from decays.
In an MC decay package, on the other hand, all information must be quantied and consistent, with
all branching ratios summing to unity. When adapting particle summary information for use in a decay
package, a number of choices must therefore be made. The amount of ambiguity increases as more excited
hadron multiplets are added to the simulation, about which less and less is known from experiment, with
each GPMC making its own choices. A related choice is how to distribute the decay products dierentially
in phase space, in particular which matrix elements to use. Historically, MC generators contained matrix
elements only for selected (generator-specic) classes of hadron and τ decays, coupled with a Breit-
Wigner smearing of the masses, truncated at the edges of the physical decay phase space. More recently,
Herwig++ and Sherpa include helicity-dependence in τ decays, with a more limited treatment available
in Pythia8. The Herwig++ and Sherpa generators have also included signicantly improved internal
simulations of hadronic decays, which include spin correlations between those decays for which matrix
elements are used. Moreover, Herwig++ and Pythia include the probability for B mesons to oscillate into
B¯ ones before decay. Sherpa also includes CP-violating eects and, for common decay modes of the
neutral meson and its antiparticle, the interference between the direct decay and oscillation followed by
decay.
3.3.2 The detector simulation
After the parton production, parton shower, hadronization and the decay, the interactions of the nal
state particles with the material of the experiment have to be simulated to allow a direct comparison
between simulated and real events. The ATLAS collaboration uses two types of detector simulation.
The rst is the GEometry ANd Tracking (GEANT4) software [70] that provides a model for the particle
interaction through matter. For this reason a detailed description of the ATLAS detector geometry and
of the trigger system is necessary. This is the so called Full Simulation (FS). Due to computer elaboration
time necessities, some Monte Carlo samples have not been processed using the full detector simulation
but with an approximate and faster simulator, namely ATLAS FAST II (AF-II) [71]. It has been developed
to simulate and reconstruct events including detector eects, but saving computing resources. The AF-II
uses FastCaloSim in the calorimeter [72]; the energy of single particle showers is deposited directly using
parameterizations of their longitudinal and lateral energy prole. Because the standard reconstruction
is used, it is possible to work with a combination of events obtained from GEANT4 and AF-II without
modifying the analysis code. The approach taken by FastCaloSim is intrinsically less accurate, but the
parametrisations can be tuned on data. It has been used since 2011 for the production of large MC samples
needed for new physics searches as well as precision measurements. AF-II has been validated against the
GEANT4 based full simulation for electrons, jets and missing transverse energy (EmissT ).
The nominal generator for the tt¯ process in this analysis is Powheg+Pythia6 (FS), shown in gure 3.5a,
while dierent alternative generators have been studied for two reasons: to check if the AF-II simulation
is suitable to be use in the analysis as the nominal one (that would decrease the time needed to run the
analysis) and to study the systematic variations due to the choice of the nominal generator and to the mis-
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modeling of the tt¯ (see Chapter 6). Figure 3.5b shows the data and MC comparison using all the nominal
generators and tt¯ Powheg+Pythia6 generators and the AF-II simulation, which is shown to be overesti-
mating the data, instead of the agreement shown in gure 3.5a. In order to understand the behaviour
(a)
(b)
Figure 3.5: Distribution of the leading jet pT, in the events passing the baseline selection of the tt¯H analysis, using
the nominal FS tt¯ generator Powheg+Pythia6 (a) and using the alternative AFII tt¯ generator Powheg+Pythia6 (b).
of dierent AFII generators, a comparison of three MC samples used in this analysis, Powheg+Pythia6,
aMC@NLO+Herwig++ and Powheg+Herwig++, is shown in gures 3.6a and 3.6b, for the tt¯ process as a
function of two dierent observables, that are very interesting for the nal results of the analysis.
Nevertheless all the eorts and expertises on the simulation, if a region of the phase space, that is
not well known, has to be simulated, dierences between data and MC simulations could happen. These
dierences are not reducible to detector eects, but they are due to the approximated description of the
process to be studied. If it is the case of common discrepancies between dierent experiments, the simu-
lation can be corrected empirically through some suitable weights that take into account this irreducible
variation and reduce (or cancel) the dierences on a series of test processes (like the tt¯ for example). This
process is called modelling. In a second moment, with a dedicated extrapolation, the obtained weights
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(a)
(b)
Figure 3.6: Distribution of the leading jet pT(a) and the HT (the scalar sum of the pT of all the small-R jets
in the event) (b), using the three dierent AFII tt¯ generators: Powheg+Pythia6, aMC@NLO+Herwig++ and
Powheg+Herwig++.
can be applied to similar processes, in this case, as the tt¯H .
3.4 tt¯H Monte Carlo signal
The simulation of the tt¯H signal production for the full data taking (2015 and 2016) has been done using:
aMC@NLO [61] and Pythia8 [56], with the same Higgs boson mass, set to mH = 125 GeV. aMC@NLO is
a generator framework that allows the implementation of any production process, computing the cross
section at NLO accuracy. Pythia8 is a coherent set of physics models for the evolution from few-body
hard process to a complex multihadronic nal state and, for this reason, it is used to simulate the parton
shower for the tt¯H process.
For this process, both the generators use the parton distribution function (PDF) parametrization
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NNPDF [73] (based on LO, NLO and NNLO QCD theory, including also electroweak corrections) that
includes a global dataset of results from HERA-II deep-inelastic inclusive cross-sections, the combined
HERA charm data, jet production from ATLAS and CMS, vector boson rapidity and transverse momen-
tum distributions from ATLAS, CMS and LHCb, W + c data from CMS and top quark pair production
total cross sections from ATLAS and CMS.
The Monte Carlo simulation includes three samples of events, depending on the tt¯ systems decay:
the dilepton events (where tt¯ decays leptonically), the l+jets events (where tt¯ decays semi-leptonically)
and the all-hadronic (where there are no leptons in the nal state). The signal channel, as explained in
Chapter 1, is considered to include only the Higgs boson decay H → bb¯ and the semi-leptonic tt¯ decay.
3.5 Background sources and their evaluation
The background sources depend on the event selection criteria and cut threshold, that will be discussed
extensively in Chapter 4. Nonetheless it is possible to distinguish in general two categories of backgrounds
whose topologies mimic the tt¯H signature:
• exclusive channels whose cross sections are known, and are due to hard scattering perturbative
processes;
• other channels due to soft QCD processes, with unknown cross sections or with wrong particle
identications or wrong reconstructions.
Background channels in the rst category are evaluated through extensive Monte Carlo simulations, pro-
vided that their yields are known. Channels in the second category cannot be estimated with MC simula-
tions. This might happen for a variety of reasons: the overall yield is not known, the production process
cannot be evaluated perturbatively (soft QCD) or it will require CPU power beyond current availability,
the eciencies on wrong identication or reconstruction have too large uncertainties. In this case it is
customary to use data driven techniques, where the background contribution is evaluated directly from
acquired data, taking into account only appropriate regions (control regions in the following), in which
the background processes are dominant.
The background contribution to the signal tt¯H in a semi-leptonic nal state is given by:
• tt¯+jets is the dominant background of the tt¯H signal (see gure 3.2), where the tt¯ pair decays lep-
tonically and semi-leptonically. This background channel is generated using the Powheg [63][64]
at NLO generator, with CTEQ6L1 PDFs set, interfaced with Pythia v6.42 as the parton shower gen-
erator. The decays of heavy-avour hadrons are modelled using the EvtGen [75] package, that
provides a framework for the implementation of physics processes relevant to decays of B mesons
and other resonances. The hdamp parameter in Powheg, which controls the pT threshold above
which the rst additional gluon is emitted beyond the Born approximation (tree-level, that is the
very rst interaction, particles from the red blob in gure 3.3) and thus regulates the pT of the recoil
emission against the tt¯ system, is set to 1.5 the mass of the top quark (mtop = 172.5 GeV);
• single top production is the second largest contribution to the background, after the tt¯+jets one
(see gure 3.2). It considers all the three production channels (s-, t-, Wt-channel); its contribution
(in the case of the t-channel, which has the higher production cross-section) is about a factor two
smaller than the tt¯ cross-section (see Chapter 1). These events are generated by Powheg [63][64]
generator interfaced to Pythia v6.42, as for the tt¯+jets events;
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• V +jets: production of Z orW boson with additional jets (W +jets and Z+jets). Z+jets events
can contribute in both the electron and muon Z decays, where one lepton is not detected, and in
the tau decay case, where one τ lepton decays leptonically and the other hadronically. The main
contribution from the W + jets events comes from the leptonic W boson decays, that give the
needed lepton in the nal state. These contributions have been evaluated using Sherpa v2.1.1 [58]
as generator with CT10 [74] as PDF sets. Sherpa contains a exible tree-level ME generator for
the calculation of hard scattering processes within the SM and beyond. The emission of additional
QCD partons o the initial and nal states is described through a parton-shower model;
• diboson: production of boson pairs (WW , ZZ or WZ). These events are generated and showered
using Sherpa [58] v2.1.1 with CT10 [74] PDF sets, as the V +jets events;
• tt¯+V : production of tt¯ pairs, decaying leptonically and semi-leptonically, with an additional boson
(tt¯+W and tt¯+Z). This type of events can be mismatched for tt¯H processes both when the Z/W
boson decays hadronically (Z → qq¯, W± → qq′ ) and the tt¯ system decays semi-leptonically and
when the Z/W boson decays leptonically (Z → l+l−, W± → l±νl± ) and the tt¯ system decays
hadronically. The events have been modelled by samples generated using MadGraph [60] interfaced
to Pythia v8.1 for the parton shower, with NNPDF set of PDF. MadGraph is a tool for automatically
generating ME for High Energy Physics processes at NLO accuracy and it has been developed in
order to merge to showering/hadronization codes for complete event simulation in the optimal way
both at LO and NLO;
• multi-jets: events from the QCD processes, evaluated entirely via a data driven technique called
Matrix Method, see section 3.5.3.
3.5.1 Heavy Flavour classication for tt¯+jets
Since the tt¯+jets contribution is the largest (see gure 3.2) and aects signicantly the analysis due to the
extreme similarity with respect to the signal nal state, its accurate study is crucial.
To categorize the tt¯+jets events depending on the avour parton originated from the jets not belonging
to the tt¯ system, it has been dened the “particle jet” as the jet reconstructed from the all stable truth
particles (not counting muons and neutrinos) with the anti-kt algorithm (described in detail in Chapter
4) with a radius parameter R = 0.4 requiring pT > 15 GeV and |η| < 2.5. Events where at least one such
particle jet is matched within ∆R < 0.4 to a truth b-hadron with pT > 5 GeV not originating from a
top quark decay are labelled as tt¯ + bb¯ events. Similarly, events which are not already categorised as
tt¯+ bb¯, and where at least one particle jet is matched to a charm quark not originating from a W boson
decay, are labelled as tt¯ + cc¯ events. Events labelled as either tt¯ + bb¯ or tt¯ + cc¯ are generically referred
to as tt¯+HF events (Heavy Flavour). The remaining events are labelled as tt¯+light-jet events, including
those with no additional jets. A ner categorisation of dierent topologies in tt¯+HF is, for example, two
particle jets matched to an extra b-hadron or c-hadron each (referred to as tt¯ + bb¯ or tt¯ + cc¯), a single
particle jet matched to a single b-hadron or c-hadron (referred to as tt¯+b or tt¯+c), or a single particle jet
matched to a b-hadron or c-hadron pair (referred to as tt¯+B or tt¯+C); this categorization is made for the
purpose of comparisons to other tt¯+jets event generators and the propagation of systematic uncertainties
related to the modelling of tt¯+HF. This tt¯+HF categorisation is identical to that used in the 8 TeV resolved
analysis [76].
The modelling of the tt¯+bb¯ background is improved by reweighting the Powheg+Pythia6 prediction to
an NLO prediction of tt¯+bb¯ including parton showering [79], based on Sherpa+OL [80][81] using the CT10
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PDF set [77]. This reweighting is performed for dierent topologies of tt¯+bb¯ in such a way that the inter-
normalisation of each of the categories (tt¯+bb¯, tt¯+b, tt¯+B, etc) and the relevant kinematic distributions
are at NLO accuracy.
Figure 3.7 shows the contributions of the dierent tt¯+bb¯ event categories to the total tt¯+bb¯ cross
section at generator level for the Powheg+Pythia 6 and SherpaOL samples. Unfortunately some of the
tt¯+bb¯ contributions are not included in the NLO prediction. In particular, two topologies are identied:
bb¯ pairs arising from Multiple Parton Interaction (MPI) overlaying a tt¯+jets event, gluon to bb¯ splitting
where the gluon is radiated from the top decay products. This second contribution is labelled as Final
State Radiation (FSR). The MPI and FSR contributions are excluded from the comparisons since they are
not contained in the NLO prediction.
Figure 3.7: The predicted cross-sections for the tt¯+> 1b sub-categories. The inclusive Powheg+Pythia6 prediction
is compared to four-avour tt¯+bb¯ calculations from SherpaOL and MG5_aMC with dierent parton showers. [78]
The relative distribution across categories is such that SherpaOL predicts a higher contribution in
the tt¯+B category, as well as in every category where the production of a second bb¯ pair is required.
The modelling of the relevant kinematic variables in each category is in reasonable agreement between
Powheg+Pythia and SherpaOL. Some dierences are observed in the very low regions of the mass and
pT of the bb¯ pair, and in the pT of the top quark and tt¯ systems.
The prediction from SherpaOL is expected to model the tt¯+bb¯ contribution more accurately than
Powheg+Pythia. Thus, tt¯+bb¯ events are reweighted from Powheg+Pythia to reproduce the NLO tt¯+bb¯
prediction from SherpaOL for the relative contributions of dierent categories, as well as their kinematics.
3.5.2 Alternative Monte Carlo simulations
To evaluate the systematic uncertainties in the simulations, both for the main channel and for the back-
ground channels specic MC simulations have been performed with dierent generators. Hadronization
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and parton showering uncertainties for the background have been estimated using a sample generated
with Powheg and showered by Herwig++ v2.7.1. The treatment of the uncertainties will be faced in
Chapter 6.
3.5.3 QCD multi-jets background estimation
The selection of events with top quarks is often based on the identication of one or more charged iso-
lated leptons (well identied electrons or muons) from the W decay, referred to as “real” leptons in the
following. Quality and isolation requirements are applied to select these leptons: the isolation requires
selections on the longitudinal and transverse impact parameters, |z0 sin θ| < 0.5 mm (where z0 is the z co-
ordinate of the point along the extrapolated lepton track closest to the primary vertex) and dsig0 = | d0σd0 | <
5 (where d0 and σd0 are respectively the distance of the closest approach and its uncertainty of the lep-
ton track to the primary vertex), following in this paragraph. Well identied leptons not coming from
primary vertex (called “non-prompt leptons”) and hadrons incorrectly identied as leptons (called “non
leptonic particles”) may satisfy these selection criteria, giving rise to so called “fake” lepton background.
In the case of electrons, these include contributions from semileptonic decays of b- and c-quarks, pho-
ton conversions and jets with large electromagnetic energy (from the pi0 contributions in the calorime-
ter). Muon labelled as “fake” leptons, as dened before, can originate from semileptonic decays of b- and
c-quarks, from charged hadron decays in the tracking volume or in hadronic showers, or from punch-
through particles emerging from high-energy hadronic showers.
The QCD multi-jet events, characterised by a cross-section several orders of magnitude larger than
for W boson or top events, can present fake leptons arised from jet misidentication and consequently
enter in the background contribution of this analysis. The QCD background is highly detector dependent,
hence the better way for its estimation is via data driven methods; the one used for the 2015-2016 data
taking is the Matrix Method (MM), already used by the CDF and D0 experiments at Tevatron [82], and it is
based on the eciency determination of real and fake events selected with dierent lepton requirements.
The rst step of the Matrix Method consists in the selection of two dierent event samples, called “tight”
and “loose”, that dier only in the lepton cut denition. The tight selection is exactly the one applied
in standard analysis while the loose is a selection with a looser requirement in the leptonic cut; in the
specic case of this analysis, the lepton isolation cut has been removed in the loose selection.
The number of events surviving to the tight and loose (N tight and N loose) selection can be expressed
as the number of events containing a real lepton (N tight(loose)real ) plus the number of events containing a
fake lepton (N tight(loose)fake ):
N tight = N tightreal +N
tight
fake N
loose = N loosereal +N loosefake . (3.5.2)
The equation system (3.5.2) can be more conveniently rewritten as
N tight = realN loosereal + fakeN loosefake , (3.5.3)








Consequently, the number of events containing fake lepton in the analysis and corresponding to the
background contribution from the QCD is
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N tightfake =
fake
real − fake (realN
loose −N tight). (3.5.5)
The real and fake eciencies real and fake are measured in control regions dominated by real and fake
leptons respectively and do not be necessarily belong to the analysis sample. The eciencies are deter-
mined as the ratio between the number of tight and loose events and they are expected to be dependent
on the kinematic variables that characterise the events in these regions. For this reason, the eciencies
are parametrised as a function of dierent set of variables, as explained in the following.
The real is estimated via a tag-and-probe technique from an enriched sample of Z → e+e− and
Z → µ+µ− events that, with high approximation, are free from fake lepton contaminations. For each
event, this method selects an unbiased loose lepton (probe) from the Z decay and checks for a tight
selection on the other object produced from the same particle’s decay (tag). The eciency is determined
by selecting the tight component on the probe lepton.
The fake is measured in data samples dominated by events containing fake leptons. Each event of
these control regions, denoted by CRf , contains one loose lepton, at least one jet and has the following
requirements:
• only for e+jets events:
EmissT +mWT < 60 GeV (3.5.6)
where EmissT is the event missing transverse energy, dened as
EmissT =
√
(Emissx )2 + (Emissy )2 (3.5.7)
and mWT is the transverse mass of the W dened as
mWT =
√
2pTleptonEmissT (1− cos ∆φ) < 20 GeV , (3.5.8)
where ∆φ is the angle between the EmissT and the lepton;





where dsig0 is the muon impact parameter signicance.
These requirements have been introduced in order to enhance a sample with a large background contri-
bution arising from fake leptons. Table 3.4 summarises the denition of the dierent control regions for
electron and muon channel, respectively.
Channel njet cut Other cuts
e+jets ≥1 mWT <20 GeV, EmissT +mWT <60 GeV
µ+jets ≥1 |dsig0 | >5
Table 3.4: Summary of the requirements for the dierent electron/muon control regions. [83]
In the background evaluation, an essential step is to note that, as clear from formula 3.5.5, its accuracy
is related to the uncertainty of the dierence between the two eciencies (real, fake). Since these
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might depend on selection or classication criteria on identied tracks, for a more precise background
evaluation they are evaluated based on the trigger, on the isolation requirement, on the lepton pT and on
other kinematic or topological quantities (see table 3.5). For practical reasons, the value of real and fake
are measured as a function of discrete variables (called x variables), like the number of jets on an event,
and of continuous variables (called y variables), like lepton pT or η. The discrete variables will have no
more than three values, while the continuous one will be binned, possibly with variable width bins in
order to optimize the uncertainties on the resulting eciencies and on the nal background estimation.
For each eciency type (electron or muon, real or fake) only a sub-set of x and y variables are used, as
summarized in table 3.5.
x variables y variables
Trigger njet nb−jet |ηl| pTl pTlead−jet ∆R(l, jet) ∆φ(l, EmissT )
real(e) X X X X X
real(µ) X X X X X
fake(e) X X X X X
fake(µ) X X X X X
Table 3.5: Summary of variables used to parametrise the real and fake lepton eciencies in the Matrix Method (all
these variables will be completely dened and described in Chapter 4). The column “Trigger” refers to the specic
lepton trigger, njets (nb−jets) is the jets (b-jets) multiplicity, pTlead−jet (pTl) stays for the pT of the leading jet
(lepton), ∆R(l, jet) is the angular distance between the lepton and the jet, ∆φ(l, EmissT ) is the azimuthal dierence
between the lepton and the missing energy in the event.
These eciencies are used to compute the weights
wi =
fake
real − fake (real − δi), (3.5.10)
where δi equals unity if the loose event i passes the tight event selection and 0 otherwise.
To correctly account these variables correlations and dependencies, the weights are computed as a
function of the dierent combinations of the variables, listed in table 3.5, through:
k(x1, ..., xN ; y1, ..., yN ) =
1
k(x1, ..., xN )M−1
·ΠMj=1k(x1, ..., xN ; yi). (3.5.11)
Here the expression k(x1, ..., xN ) represents the eciency measured as a function of all the x variables.
The expression k(x1, ..., xN ; yi) represents instead the eciency measured as a function of all the x
variables and of the variable yj . The M in the denominator represents the matrix of the method, built










The equation 3.5.11 implies that the full correlation between the variablesx (discrete variables) and each of
the variables y (continuous variables) is taken into account, while the correlation between the y variables
is neglected. In particular, for each of the eciencies, the assumption of no correlation between the
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variables y is checked by comparing the observed dependency on the variable yj , i.e. k(x1, ..., xN ; yi),
and the eciency k(x1, ..., xN ; y1, ..., yN ) averaged over all the other yj′ variables, with j
′ 6= j.
The background estimation in a given bin of the nal observable is given by the sum of wi over all
the events in that bin.
Since the method described above is complex, an analysis needs some prescriptions from the experts
in order to evaluate the specic eciencies and weights. For the Run-2 data taking, only a preliminary
evaluation has been provided for the resolved analysis, while the boosted channel needs more studies to
determine the multi-jet contribution in its signal region. For these reasons, the multi-jet background (and
consequently its systematic uncertainties) has not been included in the analyses described in this thesis.
3.6 Data and Monte Carlo comparison plots
In this section the agreement between the data and MC distributions is veried and shown for the boosted
signal region (described in Chapter 4), including all the signal and background contributions. The dis-
tributions of the observables of interest for this analysis have been chosen: the number of small-R jets,
the number of small-R jets tagged as b-jets, the pT, η and φ of the lepton, the small-R jets (as well as the
large-R jets, explained in more details in Chapter 4) features, like the pT, η, mass.
The statistical (of MC and data separately) and systematic uncertainties are also included in the distri-
butions and they will be discussed in detail in Chapter 6. It has been chosen to not include MC modelling
related systematics in these distributions, to stress the luminosity and detector systematic uncertainties
only. While the MC modelling systematics will be studied in detail during the t procedure, as explained
in Chapter 6.
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(a) (b)
(c)
Figure 3.8: Distributions of the pT (a), η (b) and φ (c) of the electron in the event, for MC and data.
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(a) (b)
(c)
Figure 3.9: Distributions of the pT (a), η (b) and φ (c) of the muon in the event, for MC and data.
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(a) (b)
Figure 3.10: Distributions of the number of small-R jets (a) and b-tagged small-R jets (b) in the event, for MC and
data.
(a) (b)
Figure 3.11: Distributions of the pT (a) and mass (b) of small-R jets in the event, for MC and data.
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(a) (b)
Figure 3.12: Distributions of the pT (a) and η (b) of large-R jets in the event, for MC and data.
(a) (b)
Figure 3.13: Distributions of the mass (a) and substructure variable τ32 (b) (discribed in detail in Chapter 4) of large-R
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The foundation of any ATLAS physics analysis is based on reconstructed and identied objects that
represent the observed characteristics of the particles produced by the pp interactions and travelling
through the detector volume. This chapter provides a description of the reconstructed objects used in
the analysis presented in this thesis. The description comprehends electrons, muons and jets of dierent
radius.
4.1 Electrons
The electrons reconstruction performed in ATLAS is based on the matching between Inner Detector (ID)
tracks and ElectroMagnetic (EM) calorimeter clusters. The information from the EM calorimeter denes
the energy of the electron while the ID tracks give the angular direction at the production point.
The ATLAS reconstruction algorithm is based on information coming from the electromagnetic calori-
meter, the energy leakage in the hadronic one, the track quality criteria from ID objects and the cluster-
track matching. The ATLAS recipe ensures a good discrimination from background objects by mainly
requiring electron isolation (see further for isolation details). The Particle IDentication (PID) algo-
rithms use quantities related to the electron cluster and track measurements including calorimeter shower
shapes, information from the transition radiation tracker, track-cluster matching related quantities, track
properties, and variables measuring bremsstrahlung eects for distinguishing signal from background.
The baseline PID algorithm used for Run-2 data analyses is the likelihood-based (LH) method. It is a
multivariate analysis (MVA) technique that simultaneously evaluates several properties of the electron
candidates when making a selection decision. The LH method uses the signal and background probability
density functions (PDFs) of the discriminating variables to calculate an overall probability for the object
to be signal or background. The signal and background likelihoods (LS and LB respectively) for a given
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electron are then combined into a discriminant dL (strongly related to a better known statistical test in
the physics eld: the likelihood ratio test, used in this analysis and explained in details in Chapter 5) on
which a requirement is applied:
dL =
LS
LS + LB , LS(B)(~x) = Π
n
i=1Ps(b),i(xi) (4.1.1)
where ~x is the vector of discriminating variable values and Ps,i(xi) is the value of the signal probability
density function of the ith variable evaluated at xi. In the same way, Pb,i(xi) refers to the background
probability function. This allows a better background rejection for a given signal eciency than a “cut-
based” algorithm that would use selection criteria sequentially on each variable. In addition to the vari-
ables used as input to the LH discriminant, simple selection criteria are used for the variables counting
the number of hits on the track.
Three levels of identication operating points are provided for electron PID, referred to, in order of
increasing background rejection, as Loose, Medium, and Tight; electrons selected by Medium are all se-
lected by Loose, and Tight electrons are all selected by Medium. The distributions of electron shower
shapes depend on the amount of material the electrons pass through, and therefore vary with the pseu-
dorapidity of the electron candidates. In addition, signicant changes to the shower shapes and track
properties are expected with increasing energy. The PID operating points were consequently optimised
in several bins in |η| and ET. The eciency of the LH identication algorithm is illustrated in gure 4.1.
Figure 4.1: The eciency to identify electrons from Z → ee decays estimated using simulated di-lepton sam-
ples. The eciencies are obtained using Monte Carlo simulations, and are measured with respect to reconstructed
transverse energy of the electrons. The candidates are matched to true electron candidates for Z → ee events. [84]
After the identication criteria, further selection cuts are applied to the electrons in order to select
only objects that are necessary for the specic analyses. The electrons selection chosen in this analysis
require a Loose identication working point and further cuts as in the following:
• no error occured in the Liquid Argon electromagnetic calorimeter during the data taking;
• the longitudinal impact parameter, |z0 sin θ| < 0.5 mm and the signicance of the transverse impact
parameter | d0σd0 | < 5;
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• candidates in the calorimeter transition region 1.37 < |η| < 1.52 are excluded;
• pT > 25 GeV;
• candidates must full the isolation requirements onETcone0.2 and pTvarcone0.2 variables. TheETcone0.2
is the calorimetric isolation energy, dened as the sum of transverse energies of topological clusters,
calibrated at the electromagnetic scale, within a cone of ∆R = 0.2 around the candidate electron
cluster. pTvarcone0.2 is the track isolation, dened as the sum of transverse momenta of all tracks,
satisfying quality requirements [84], within a cone of ∆R = min(0.2, 10 GeV/ET) around the can-
didate electron track and originating from the reconstructed primary vertex of the hard collision,
excluding the electron associated tracks. The working points for both variable cuts are collected in
a η-pT matrix, characterized by an eciency higher than 90%.
4.2 Muons
Muon reconstruction is rst performed independently in the Inner Detector (ID) and Muon Spectrometer
(MS). The information from individual subdetectors is then combined to form the muon tracks that are
used in physics analyses. Muon reconstruction in the MS starts searching for hit patterns inside each
muon chamber to form segments. In each MDT chamber and nearby trigger chamber, a particular pattern
recognition algorithm, the Hough transform [85], is used to search for hits aligned on a trajectory in the
not-bending plane of the detector. The MDT segments are reconstructed by performing a straight-line t
to the hits found in each layer. Segments in the CSC detectors are built using a separate combinatorial
search in the η and φ detector planes. Muon track candidates are then built by tting together hits from
segments in dierent layers.
The combined ID-MS muon reconstruction [86] is performed according to various algorithms based
on the information provided by the ID, MS, and calorimeters. Four muon types, shown in gure 4.2, are
dened depending on which sub-detectors are used in reconstruction:
• Combined (CB) muon: track reconstruction is performed independently in the ID and MS, and a
combined track is formed with a global ret that uses the hits from both the ID and MS subdetectors;
• Extrapolated (ME) muons, known also as Standalone Muons: the muon trajectory is recon-
structed based only on the MS track and a loose requirement on compatibility with originating
from the IP;
• Segment-tagged (ST) muons: a track in the ID is classied as a muon if, once extrapolated to the
MS, it is associated with at least one local track segment in the MDT or CSC chambers;
• Calorimeter-tagged (CT) muons: a track in the ID is identied as a muon if it is matched to an
energy deposit in the calorimeter compatible with a minimum-ionizing particle.
Four muon identication selections (Loose, Medium, Tight, and High-pT) are provided to address the
specic needs of dierent physics analyses. Loose, Medium, and Tight are inclusive categories in that
muons identied with tighter requirements are also included in the looser categories.
• Loose muons The Loose identication criteria are designed to maximise the reconstruction e-
ciency while providing good-quality muon tracks. They are specically optimised for reconstruct-
ing Higgs boson candidates in the four-lepton nal state. All muon types are used. All CB and ME
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Figure 4.2: The four schematised types of reconstructed muon candidates in ATLAS.
muons satisfying the Medium requirements are included in the Loose selection. CT and ST muons
are restricted to the |η| < 0.1 region. In the region |η| < 2.5, about 97.5% of the Loose muons are
combined muons, approximately 1.5% are CT and the remaining 1% are reconstructed as ST muons.
• Medium muons The Medium identication criteria provide the default selection for muons in
ATLAS. This selection minimises the systematic uncertainties associated with muon reconstruction
and calibration. Only CB and ME tracks are used. The former are required to have≥ 3 hits in at least
two MDT layers, except for tracks in the |η| < 0.1 region, where tracks with at least one MDT layer
but no more than one MDT hole layer are allowed. The latter are required to have at least three
MDT/CSC layers, and are employed only in the 2.5 < |η| < 2.7 region to extend the acceptance
outside the ID geometrical coverage. A loose selection on the compatibility between ID and MS
momentum measurements is applied to suppress the contamination due to hadrons misidentied
as muons. In the pseudorapidity region |η| < 2.5, about 0.5% of the muons classied as Medium
originate from the inside-out combined reconstruction strategy.
• Tight muons Tight muons are selected to maximise the purity of muons at the cost of some ef-
ciency. Only CB muons with hits in at least two stations of the MS and satisfying the Medium
selection criteria are considered. The normalised χ2 of the combined track t is required to be < 8
to remove pathological tracks and to ensure stronger background rejection for momenta below 20
GeV where the misidentication probability is higher.
• High-pT muons The High-pT selection aims to maximise the momentum resolution for tracks
with transverse momentum above 100 GeV. The selection is optimised for searches for high-mass
Z
′ and W ′ resonances. CB muons passing the Medium selection and having at least three hits in
three MS stations are selected. Specic regions of the MS where the alignment is suboptimal are
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vetoed as a precaution. Requiring three MS stations, while reducing the reconstruction eciency
by about 20%, improves the pT resolution of muons above 1.5 TeV by approximately 30%.
In this analysis the muon candidates have to pass the following criteria:
• to be identied as a Medium muon, that imply to be reconstructed through CB or ME tracks with
at least three MDT+CSC hits;
• the selections on the transverse and longitudinal impact parameters: | d0σd0 | < 3 and |z0 sin θ| < 0.5mm;
• pT > 25 GeV and |η| < 2.5;
• to full the isolation requirements on ETcone0.2 and pTvarcone0.2 variables (see section 4.1). The
working point choosen for this analysis provides a 99% eciency, constant in η and pT;
• a separation ∆R > 0.4 from the nearest selected jet.
The performance of the Medium muon reconstruction as a function of the pT of the muon, with the 2015
data, is shown in gure 4.2 [86].
Figure 4.3: Reconstruction eciency for the Medium muon selection as a function of the pT of the muon, in the
region 0.1< |η| < 2.5 as obtained with Z → µµ and J/ψ → µµ events. The muons considered in this performance
study are required to full only the rst requirement of the selection of the analysis described in this thesis. The
error bars on the eciencies indicate the statistical uncertainty. The panel at the bottom shows the ratio of the
measured to predicted eciencies, with statistical and systematic uncertainties. [86]
4.3 Missing transverse momentum
The missing transverse momentum in the event is dened as the magnitude of the negative vector sum
pT of all selected and calibrated physics objects in the event, with an extra term added to account for soft
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energy in the event that is not associated to any of the selected objects. This soft term is calculated from
inner detector tracks matched to the primary vertex to make it more resilient to pile-up contaminations.
The missing transverse momentum is not used for event selection but it is used in the event reconstruction.
4.4 Jets
The basic structures of the jet reconstruction process in ATLAS are locally calibrated, three-dimensional
topological clusters (topo-clusters), built from cells of the calorimeter [87]. Topo-clustering reconstruction
starts with the identication of seed cells that should have energy signicance at least 4σ above the noise
level, where the noise is dened as the sum in quadrature of electronic and pile-up signals. Neighbor cells
with energy signicance higher than 2σ with respect to the noise are then iteratively added to form the
clusters. An extra ring of direct neighbor cells is nally added to the clusters. After topo-clusters recon-
struction, a splitting algorithm divides clusters in energy categories using a local energy maxima criterion.
Individual clusters are calibrated using local properties such as energy density, calorimeter depth and iso-
lation with respect to nearby clusters. This local cluster weighting (LCW) calibration classies topological
clusters along a continuous scale as being electromagnetic or hadronic, using shower shapes and energy
densities. Energy corrections are applied to hadronic clusters based on this classication scheme, derived
from single-pion MC simulations and veried with appropriate test beams.
In this analysis jets are reconstructed using the anti-kt algorithm [88], a method based on a sequential
cluster recombination algorithm with the following iterative procedure:
• for each cluster or “pseudo-jet” (the intermediate reconstruction object) i evaluate the distance dij
with each other cluster or pseudo-jet j




where ∆R2ij is the angular distance between i and j, dened as
∆R2ij = (ηi − ηj)2 + (φi − φj)2, (4.4.3)
pT,i(j), ηi(j) and φi(j) are respectively the transverse momentum, the pseudorapidity and the az-
imuthal angle of the i (j) object; R is an input parameter that limits the cone radius of the jet and
k is a parameter of the anti-kt algorithm xed equal to -1;
• for each cluster or pseudo-jet i evaluate the distance
diB = p2kT,i (4.4.4)
with the Beam (B);
• nd the minimum distance among dij and diB ;
• if the minimum value is dij then combine i and j into a single pseudo-jet and repeat from the rst
step. Otherwise consider i as a nal state and do not consider it in further iterations.
The anti-kt algorithm favours the clusterization around hard particles rather than soft ones, as it instead
happens in the case of the kt algorithm (k = 1); the Cambridge/Achen (C/A) algorithm (k = 0) has energy-
independent clustering. The anti-kt algorithm is an infrared and collinear safe algorithm (IRC) for its
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distance denition. IRC safety indicates that the set of hard jets remains unchanged even in case of a
collinear splitting or the addition of a soft emitted gluon.
The reconstructed jets are calibrated through the ATLAS LCW+JES (where JES is the jet energy res-
olution) scheme that applies corrections as a function of the jet energy and pseudo-rapidity to the jets
reconstructed at the electromagnetic scale.
The jets used in this analysis are required to be calibrated through the LCW+JES chain and recon-
structed with the anti-kt algorithm, with R = 0.4.
4.4.1 Pile-up corrections
Due to multiple pp collisions within the same bunch crossing, a variety of particles not belonging to the
primary interaction vertex are produced (pile-up). The pile-up products can interfere or by overlapping
with the objects of physics interest, requiring an additional calibration correction, or generating new jets.
The pile-up contribution to jet calibration is accomplished by subtracting the average additional energy
due to pile-up interactions from the energy measured by the calorimeters. The correction constants used
for that purpose are obtained by in situ measurements coming from minimum bias data and depend on
the number of reconstructed primary vertices (NPV ), the jet pseudo-rapidity (η) and the bunch spacing.
Some pile-up jets remain even after pile-up subtraction mainly due to localised uctuations in pile-up
activity. The matching between the tracks and each jet is used to further reject any jets not originating
from the hard-scatter interaction. ATLAS has developed three dierent track-based tagging approaches
for the identication of pile-up jets:
• Jet Vertex Fraction (JVF) algorithm, used in almost all physics analyses in Run-1;
• improved variables (corrJVF and RpT ) for pile-up vertex identication;
• Jet Vertex Tagger (JVT), a new combined discriminant, for optimal performance.
The analysis described in this thesis uses the JVT method, but since it uses the JVF and the improved
variables, it is important to consider them more in details.
Jet Vertex Fraction
The Jet Vertex Fraction (JVF) is a variable used to identify the primary vertex (PV) from which the jet
originated. Once the hard-scatter PV is identied, the JVF variable can be used to select jets having a high
probability of originating from that vertex. Tracks are assigned to calorimeter jets following the ghost-
association procedure, which consists of assigning tracks to jets by adding tracks with innitesimal pT to
the jet clustering process. The JVF is the ratio of the scalar sum of the pT of matched tracks that originate
from a given PV to the scalar sum of pT of all matched tracks in the jet, independently of their origin.
JVF is dened for each jet with respect to each PV. Tracks are assigned to vertices by requiring
|∆z ·sin θ| < 1 mm. In case more than one vertex satises this criterion, ambiguity is resolved by choosing
the vertex with the largest summed pT2 of tracks. For a given jeti, its JVF with respect to the primary












where m runs over all tracks originating from PVj matched to jeti, n over all primary vertices in the
event and l over all tracks originating from PVn matched to jeti. Only tracks with pT> 500 MeV are
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considered in the JVF calculation. JVF is bounded by 0 and 1, but a value of -1 is assigned to jets with no
associated tracks.
The principle of the JVF variable is shown schematically in gure 4.4a and the gure 4.4b shows the
discriminating power of JVF variable between hard-scatter and pile-up jets.
(a) (b)
Figure 4.4: (a) A schematic representation of the JVF principle where f denotes a fraction. (b) JVF distribution for
hard-scatter (blue), after pile-up subtraction, and pile-up (red) jets with 20 < pT < 50 GeV and |η| < 2.4. Jets are
calibrated with the jet energy scale correction in simulated Z+jets events. [89]
Improved variables (corrJVF and RpT) for pile-up vertex identication
While a JVF selection is very eective in rejecting pile-up jets, it has limitations in higher luminosity
conditions: as the denominator of JVF (eq. 4.4.5) increases with the number of reconstructed primary
vertices in the event, the mean JVF for signal jets (which is 1 by denition) is shifted to smaller values.
This pile-up sensitivity is addressed in two dierent ways: rst, by correcting JVF for the explicit pile-
up dependence in its denominator (corrJVF) and second, by introducing a new variable dened entirely

























m ,PVj) is the scalar sum of the pT of the tracks that are associated with the jet and






l ,PVn) = pTPU is the scalar
sum of the pT of the associated tracks originated from any of the pile-up interactions; nPUtrack is the total
number of pile-up tracks per event and w is a scaling factor chosen equal to 0.01, used to correct for the
linear increase of < pTPU >.
The corrJVF variable uses a modied track-to-vertex association method dierent from the one of
the JVF and that consists in two steps. In the rst step, the vertex reconstruction is used to assign tracks
to vertices. If a track is attached to more than one vertex, priority is given to the vertex with higher∑
tracks pT
2. In the second step, if a track is not associated with any primary vertex after the rst step but
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it satises |∆z| < 3 mm with respect to the hard-scatter primary vertex, it is assigned to the hard-scatter
primary vertex the same. The second step ags tracks from decays in ight of hadrons originated from
the hard-scatter but not likely attached to any vertex.
The variableRpT is dened as the scalar sum of the pT of the tracks associated to the jet and originate








For pile-up jets, RpT is peaked at 0 and is steeply falling, since tracks from the hard-scatter vertex rarely
contribute. For hard-scatter jets, however, RpT has the meaning of a charged pT fraction and its mean
value and spread are larger than for pile-up jets.
The corrJVF andRpT distributions for pile-up and hard-scatter jets are shown in gures 4.5a and 4.5b,
using a Monte Carlo simulation sample of dijet events with the Pythia8 generator.
Jet Vertex Tagger
The jet-vertex-tagger (JVT) is a new discriminant derived by RpT and corrJVF, using simulated dijet
events. The reconstruction algorithm is a multivariate (MVA) technique called k-Nearest Neighbourhood
method (k-NN) [90]. A multivariate technique is any “classication” method that allows to recognize an
object (test sample) belonging to a certain category, starting from N possible categories, through a certain
knowledge previously built (training sample). A brief introduction of the MVA is given to understand the
JVT method, but the complete description is given in Chapter 5, since the MVA is a crucial part of the
analysis. “Classication” concerns the separation of variables of dierent categories from each other. If
variables are grouped in two categories, this is a problem of binary classication, while, if the number of
categories exceeds two, this is a multiclass problem. In binary classication, the rst category is described
as “signal” and the second as “background”. In order to classify as correctly as possible, a MVA technique
separates the studied sample in a training and a test samples. The former is the one the model is built
on, needed to “learn” the method about the features of the signal, through a set of dierent discriminant
variables. The latter tests if the method is performing a correct classication (without bias or too large
statistical errors), separating the signal from the background.
The k-NN method compares an observed (test) event to reference events from a training data set
and has best performance when the boundary that separates signal and background events has irregular
features that cannot be easily approximated by parametric learning methods. The k-NN method uses the










where nvar is the number of input variables used for the classication, xi are coordinates of an event
from a training sample and yi are variables of an observed test event. The k events with the smallest
values of R are the k-nearest neighbours. The value of k determines the size of the neighbourhood for
which a probability density function is evaluated.
In the JVT method, for each point in the two-dimensional corrJVF-RpT plane, the relative probability
for a jet to be of “signal type” (meaning to be arised from a hard-scatter vertex) is computed as the
ratio of the number of hard-scatter jets to the number of hard-scatter plus pile-up jets found in a local





Figure 4.5: (a) Distribution of corrJVF for pile-up (PU) and hard-scatter (HS) jets with 20 < pT < 30 GeV. (b)
Distribution of RpT for pile-up (PU) and hard-scatter (HS) jets with 20 < pT < 30 GeV. [89].
performance of the four variables JVF, corrJVF, RpT , and JVT when selecting a sample of jets with 20
< pT < 50 GeV, |η| < 2.4 in simulated dijet events. The stability of the hard-scatter jet eciencies on
NPV , with a selection based on JVT, is shown in gure 4.6b.
On low pT (pT < 60 GeV) jets in the central (|η| < 2.4) region of the detector a requirement of JVT >





Figure 4.6: (a) Fake rate from pile-up jets versus hard-scatter jet eciency curves for JVF, corrJVF, RpT , and JVT.
The JVF working points are indicated with gold and green stars. (b) Hard-scattering jet eciency dependence on
the number of primary vertices for 20 < pT < 30 GeV (solid markers) and 30 < pT < 40 GeV (open markers) jets
for xed cuts of JVT (blue square) and JVF (violet circle) such that the inclusive eciency is 90%.The stability of the
JVT method is within 1%. [89].
4.4.2 Overlap removal
During jet reconstruction, no distinction is made between identied electrons and jet energy deposits.
Therefore, if any of the jets lie within ∆R of 0.2 of a selected electron, the single closest jet is discarded
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in order to avoid double-counting of electrons as jets. After this, electrons which are within ∆R of 0.4 of
a remaining jet are removed (see section 4.1).
4.4.3 b-tagging algorithm
The lifetime-based tagging algorithms take advantage of the relatively long lifetime of hadrons containing
a b quark, of the order of 1.5 ps (cτ ≈ 450 µm). A b hadron with pT= 30 GeV will have a signicant mean
ight path length < l > = βγcτ , travelling on average about 3 mm in the transverse direction before
decaying and therefore leading to topologies with at least one vertex displaced from the point where the
hard-scatter collision occurred.
Two classes (see table 4.1) of algorithms aim to identify such topologies. The rst uses an “inclu-
sive” approach evaluating the impact parameters of the charged-particle track. The term “inclusive” is
used because of the non-complete displaced vertices reconstruction. It contemporarily uses two impact
parameters: the transverse d0 and the longitudinal one z0. The transverse impact parameter d0 is the
distance of closest approach of the tracks to the primary vertex point, in the r − φ projection. The lon-
gitudinal impact parameter z0 is the dierence between the z coordinates of the primary vertex and of
the closest approach tracks in r − φ projection. The tracks from b-hadron decay products tend to have
large impact parameters which can be distinguished from tracks stemming from the primary vertex. Two
tagging algorithms exploiting these properties are discussed: JetProb, used mostly for early data, and
IP3D for high-performance tagging [91]. The second class of algorithm, called “exclusive” approach, re-
constructs explicitly the displaced vertices. Two algorithms make use of this technique: the SV (Second
Vertex) algorithm attempts to reconstruct the secondary vertex; while the JetFitter [92] algorithm aims
at reconstructing the complete b-hadron decay chain. Finally, the results of several of these algorithms
are combined in a multivariate algorithm (called MV1) to improve the light-avour-jet rejection and to
increase the range of b-jet tagging eciency for which the algorithms can be applied.
Approach Tagging algorithm Method
inclusive JetProb reconstruction of the impact parameters (early data)
inclusive IP3D reconstruction of the impact parameters (improved performances)
exclusive SV reconstruction of secondary vertex
exclusive JetFitter reconstruction of the complete b-hadron decay chain
Table 4.1: Dierent tagging algorithms used in the b-tagging chain.
The MV1 is based on a neural network approach [90], used widely in ATLAS physics analyses, during
Run-1, to discriminate b-jets from light (u, d, s-quark or gluon jets) and c-jets. The MVA training sample
is based on two simulated samples of b-jets (signal hypothesis) and light-avour jets (background hypoth-
esis). Most of the jets are obtained from simulated tt¯ events and their average transverse momentum is
around 60 GeV. To provide jets with higher pT for the training, simulated dijet events with jets in the 200
GeV < pT < 500 GeV range are also included.
The MV2 algorithm [93][94] constitutes a signicant revision of the MV1, based on a Boosted Deci-
sion Tree algorithm (BDT, explained in details in Chapter 5). The new approach not only improves the
performance, as will be shown in the following, but also signicantly simplies the algorithm by directly
using the variables from the basic algorithms, omitting the additional intermediate multivariate tools.
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The input variables, both for MV1 and MV2, are shown in table 4.2, obtained from the three basic
algorithms (IP3D, SV and JetFitter). The training is performed on a set of approximately ve millions
tt¯ events. Three MV2 variants were released, MV2c00, MV2c10 and MV2c20, where the names of the
taggers indicate the c-jet fraction in the training, e.g. in MV2c20, the background sample is composed of
20% (80%) c- (light-avour) jets.
Variable Description
pT(jet) Jet transverse momentum
η (jet) Jet pseudo-rapidity
log(Pb/Plight) Likelihood ratio between the b- and light-jet hypotheses
log(Pb/Pc) Likelihood ratio between the b- and c-jet hypotheses
log(Pc/Plight) Likelihood ratio between the c- and light-jet hypotheses
m(SV) Invariant mass of tracks at the secondary vertex assuming pion masses
fE(SV) Fraction of the charged jet energy in the secondary vertex
NTrkAtV tx(SV) Number of tracks used in the secondary vertex
N2TrkV tx(SV) Number of 2-tracks vertex candidates
Lxy(SV) Transverse distance between the primary and secondary vertices
Lxyz(SV) Distance between the primary and secondary vertices
Sxyz(SV) Distance between the primary and secondary vertices divided by its uncertainty
∆R(jet, SV ) ∆R between the jet axis and the direction of the secondary vertex relative to the primary vertex
N2TrkV tx(JF) Number of 2-track vertex candidates (prior to decay chain t)
m(JF) Invariant mass of tracks from displaced vertices assuming pion masses
Sxyz(JF) Signicance of the average distance between the primary and displaced vertices
fE(JF) Fraction of the charged jet energy in the secondary vertices
N1−trkvertices(JF) Number of displaced vertices with one track
N≥2−trkvertices(JF) Number of displaced vertices with more than one track
NTrkAtV tx(JF) Number of tracks from displaced vertices with at least two tracks
∆R(~pjet, ~pvtx) ∆R between the jet axis and the vectorial sum of the momenta of all tracks attached to displaced vertices
Table 4.2: The 24 input variables used by the MV1 and MV2 b-tagging algorithms. [94]
The performance of the optimised MV2c00, MV2c10 and MV2c20 b-tagging algorithms is shown in
gures 4.7a and 4.7b respectively for the light and c-jet rejection as a function of the b-jet eciency in
comparison to the 2015 MV2c20 conguration. The rejection is dened as the reciprocal of the fraction
of light and c-jets sample that pass the b-tagging algorithm requirements in a background sample. It
is noted that the current MV2c10 (2016 conguration) discriminant provides a similar light-avour jet
rejection (improvement of approximately 4% at 77% b-jet eciency) to the 2015 MV2c20 conguration,
but a signicantly larger c-jet rejection (+40%). The 2016 MV2c20 set-up provides even better charm
rejection, but at the expense of a reduced light-avour jet rejection. The MV2c10 tagger algorithm has
therefore been chosen as the standard b-tagging discriminant for 2016 analyses.





Figure 4.7: Light-avour jet (a) and c-jet (b) rejection versus b-jet eciency for the previous (2015 cong) and
the current conguration (2016 cong) of the MV2 b-tagging algorithm evaluated on tt¯ events [93]. The ratio is
calculated between the 2016 and the 2015 conguration.
explained in Chapter 5, has a range from -1 to 1 and is a very good discriminant the b-jets recognition
with respect to the c- and light-jets.
The eciency calibrations of the b-tagging algorithm are performed with xed thresholds (or “work-
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Figure 4.8: The MV2c10 [93] output for b- (solid blue), c- (dashed green) and light-avour (dotted red) jets in tt¯
events.
ing points”, WP) of the tag weights computed by the b-tagging algorithms. These WP are dened by a
single cut value on the MV2 output distribution and are chosen to provide specied b-jet eciencies based
on the inclusive pT and η spectra of jets from an inclusive tt¯ sample. Table 4.3 shows the four operating
points dened for the MV2c10 (2016 conguration) b-tagging algorithms. Within this thesis, emphasis
will be placed on WP tuned to an average 70% and 77% b-tagging eciency, but for the purpose of the
analysis the 70% working point will be used.
BDT cut value b-jet eciency [%] c-jets rejection light-jets rejection τ rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2
Table 4.3: Working points for the MV2c10 b-tagging algorithm, including benchmark numbers for the eciency
and rejections rates. These values have been extracted from tt¯ events, the main requirement being jet pT above 20
GeV.
Performance enhancement from detector and algorithmic improvements
It is fundamental to determine the total improvement in the b-tagging performance achieved between
Run-1 and Run-2 due to the addition of the IBL (as discussed in Chapter 2) and the algorithmic updates.
Figures 4.9a and 4.9b show such a comparison between the performance of the default b-tagging algo-
rithm with improved c-jet rejection for Run-1, MV1c [95], with the Run-1 detector and reconstruction
software, compared to the Run-2 b-tagging algorithm, MV2c20 (now the default is MV2c10, even better
than Mv2c20, as explained above), with the Run-2 detector and reconstruction software. Comparing the
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two algorithms, the light-avour jet rejection is improved by a factor of about 4 and the c-jet rejection by
a factor of between 1.5-2 for a 70% b-jet eciency.
(a)
(b)
Figure 4.9: The light (a) and c-jet rejection (b) versus b-jet eciency for the MV1c b-tagging algorithm using the
Run-1 detector and reconstruction software (blue) compared to the MV2c20 b-tagging algorithm using the Run-2
setup (red). [93]
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The IBL improves the impact parameter resolution of tracks mostly at pT up to 5-10 GeV, and thus
the improvement is concentrated in the low to medium jet pT region (see Chapter 2), while at high jet pT
most of the improvement comes from the new algorithms.
4.5 Boosted objects
During the Run-2, LHC is exploring a completely new physics regime where the available center-of-mass
energy far exceeds the masses of known standard model particles. At such energies, heavy particles such
as W , Z and H bosons and top quarks are often produced with large transverse momentum (boosted
particles) that implies large Lorentz boost for their decay products. The property of boosted object decays
is that they are collimated to the momentum direction of the boosted mother particle in the detector
rest frame. Figure 4.10 shows the true angular separation between the W and b decay products of a top
quark in simulated Z ′ → tt¯ (mZ′ = 1.6 TeV) events (where Z
′ is a new heavy gauge boson), as well as
the separation between the light quarks of the subsequent hadronically-decaying W . In each case, the
angular separation of the decay products is approximately
∆R ' 2m/pT, (4.5.9)
where, ∆R =
√
(∆y)2 + (∆φ)2 and pT and m are the transverse momentum and mass of the de-
caying particle, respectively. For pTW > 200 GeV, the ability to resolve the individual hadronic decay
products using standard narrow-cone jet algorithms begins to degrade, and above pTtop > 350 GeV, the
decay products of the hadronic top quark tend to have a separation ∆R < 1.0.
Figure 4.10: On the left, the opening angle between the W and b in top decays, t → Wb, as a function of the top
pT in simulated Pythia Z
′ → tt¯ (mZ′ = 1.6 TeV) events. On the right, The opening angle of the W → qq¯ system
from t→Wb decays as a function of the W pT.
As a consequence, the traditional reconstruction algorithms loose signicantly the eciency, due to
the overlapping of the jets coming from an hadronic decay of a mother particle. In the 2015 and 2016 data
analysis, the large integrated luminosity collected at
√
s= 13 TeV allows to explore the high-pT region
for events with unprecedent sensitivity. Consequently, at high pT, the decay products of a hadronically
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decaying object merge into a single, energetic and large radius jet (large-R jet) with a characteristic sub-
structure dierent from those initiated by a single parton.
In this analysis, the jets of each events are reconstructed twice: in both cases the anti-kt algorithm is
used, but the rst time with the standard radius R xed to 0.4 and successively with R set to 1, to have
both the standard jets and the large-R jets reconstructed. This simplies the problem of the combinatorics
in the nal state event, but increases the probability to have energy deposit contributions from pile-up
sources into the large-R jets. In the mean time, due to the peculiar topology considered, it reduces the
contribution from the various background sources (other jets, pile-up, etc.) in the event. Figure 4.11 shows
the schematic representation of the jet conguration coming from a low-pT top quark hadronic decay (on
the left), that is the “resolved regime” (see section 1.5.2) with respect to one coming from a high-pT top
quark (in the center); on the right, the last conguration shows how it appears in a single, large-R jet
reconstruction.
Figure 4.11: Graphical representation of the jet produced in top quark hadronic decays, in case of low (left) and
high (center) values of top pT. The picture on the right show the same high top pT conguration as before using a
large-R jet reconstruction.
A single large-R jet that contains all of the decay products of a massive particle will have signicantly
dierent properties than a single large-R jet of the same pT originating from a single light-quark or
gluon. The characteristic two-body or three-body decays of a vector boson or top quark result in a hard
substructure (absent from the light-quark and gluon jets) that can be more resolved by removing soft
radiation from jets. This selective removal of soft radiation during the process of iterative recombination
in jet reconstruction is generally referred to as jet “grooming” (see paragraph 4.5.2).
In the latest years new techniques, called tagging algorithms, have been proposed in order to recognize
large-R jets originated by massive particle decays with the aim to increase eciency and purity in high
energy analyses. Such techniques involve the study of the substructure of large-R jets both via direct
comparison of the decay signature and by using a selection based on substructure variables [96].
In this chapter an overview of the most useful quantities for top and Higgs tagging and the principal
grooming techniques used in ATLAS are presented.
4.5.1 Jet substructure observables
The principal jet substructure variables used by ATLAS tagging algorithms are jet mass, splitting scale
and N-subjettiness.
• jet mass, mjet,
• N-subjettiness, τ32,
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where Ei and pi are respectively the energy and momentum’s absolute value of the ith constituent of
the large-R jet, namely the topo-clusters and the tracks. The jet mass is a powerful discriminant between
boosted high mass particles and low ones coming from background, used to tag the top quark in the
analysis of this thesis. In gure 4.12 the distribution of the large-R jet mass for the 2015 data is shown,
compared with the Monte Carlo simulations [97]. In the large-R jets considered the contamination from
pile-up, multiple parton interactions and initial-state radiation has been removed (see paragraph 4.5.2).
Figure 4.12: Mass spectrum for the leading-pT jet in 13 TeV data and MC simulation using anti-kt R = 1.0 jets
calibrated at the LCW+JES scale, with pT > 300 GeV. These jets are also required to contain at least one b-tagged R
= 0.2 track jet, where the tag is dened at the 70% eciency point of the MV2c20 algorithm. [97]
In this analysis, only large-R jets with mjet > 50 GeV have been considered.
N-subjettiness
N-subjettiness variables τN are observables related to the pseudo-jet multiplicity. The τN variable is
calculated by clustering with the kt algorithm the constituents of the jet requiring exactly N pseudo-jets
to be found. The kt algorithm, in this case, interrupts the clusterization process when there are exactly N
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where R is the jet radius parameter (xed to 0.4 as the standard anti-kt jet reconstruction), pTk is the
pT of the kth constituent and δRik is the distance between the ith pseudo-jet to kth constituent. From
this denition, τN indicates how well the large-R jet can be described as containing N or fewer pseudo-
jets, discriminating by how constituents are localized close to the pseudo-jet axes. The ratios τ2/τ1 and
τ3/τ2 can be used to provide discrimination between jets formed from the parton shower of light quarks
or gluons and jets containing two or three hadronic decay products from Z bosons, for example, or from
top quarks. These ratios will be referred to as τ21 and τ32 respectively. For example, τ21 ≈ 1 corresponds
to a jet that is very well described by a single pseudo-jet whereas a lower value implies a jet that is much
better described by two pseudo-jets than one.
In order to discriminate a large-R jet derived from a boosted top quark with respect to one originated
by a Higgs boson, the ratio τ32 is used in this analysis. In gure 4.13 the distribution of the large-R jet
τ32 for the 2015 data is shown, being compared with the Monte Carlo simulation [97]. In order to obtain
an observable independent of the recoil of soft radiation inside the jet, the pseudo-jets are reconstructed
with a “winner-take-all” (wta) recombination scheme [98]: during the kt reconstruction algorithm, each
pseudo-jet formed from two pseudo-jets 1 and 2 is dened to be the massless four-vector of energy Er =
E1 + E2 and of three-momentum ~pr = Ernˆr , where nˆr is the unit-normalized three-momentum of the
highest transverse momentum proto-jet.
Figure 4.13: Distribution of N-subjettiness (with the “wta” axes denition) for the leading-pT jet in 13 TeV data and
MC simulation using anti-kt R = 1.0 jets calibrated at the LCW+JES scale, with pT > 300 GeV. These jets are also
required to contain at least one b-tagged R = 0.2 track jet, where the tag is dened at the 70% eciency point of the
MV2c20 algorithm. [97]
In this analysis, the τ32 observable is used in the top-tagging algorithm, as explained in section 4.6,
in which a pT-dependent cut is applied on it.
Energy correlation
The goal of boosted boson discrimination is to distinguish between one-prong jets, arisen from a gluon
or any QCD products, and two-prong jets, characteristic of the hadronic boson decay. The energy and
angular correlation between the constituents of a jet is a powerful approach for the boson tagging. Unlike
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the previous jet substructure methods, these correlation functions do not require the explicit identication
of pseudo-jet regions. The method denesN+1 point correlation functions sensitive to identifyN -prong
jet substructure through the energies and pair wise angles of the constituents within a jet. In order
to tag the two-prong structure of a jet, the 2- and 3-point energy correlation functions (e(β)2 and e
(β)
3
































where the summations run over all the constituents of the jet (making all the combinations without
duplication of the terms), pTjet is the transverse momentum of the jet, pTi(j,k) is the transverse momentum
of the constituent i(j, k), nc is the number of constituents contained in the jet, β is an angular exponent
to be adjusted to optimize the discrimination power but greater than 0 to assure the infrared and collinear
(IRC) safety. The boost-invariant angle ∆R2ij = (φi − φj)2 + (yi − yj)2 is dened as the distance in the
azimuth-rapidity plane.
The key characteristic of the method is that the (N+1)-point correlation function goes to zero if there
are only N pseudo-jets in the jet; more generally, if a system has N pseudo-jets, the (N+1)-point should
be signicantly smaller than the N -point correlation function.









where in general the angular exponents α and β are dierent (as for the e+e− collisions), but in this
analysis they have been both xed to 1 (D(β=1)2 ). The distribution of D
(β=1)
2 is shown in gure 4.14 for a
background sample of dijet qcd.
Splitting scale
The splitting scale variables are evaluated during each step of the algorithm reconstruction as the kt-
distance of the two pseudo-jets: √
dij = min(pT,i, pT,j) ·∆Rij (4.5.14)
where ∆Rij is the angular distance between the two pseudo-jets, previously dened. The most useful





d23 variables. Because of the kt algorithm combines the harder constituents
last and that
√





can be used to distinguish heavy particle decays, which tend to be reasonably symmetric with respect to
the largely asymmetric splittings in light quark or gluon jets. The expected value for a two-body heavy
particle decay is approximately
√
d12 ≈ mjet/2, whereas jets from the parton shower of light quarks and




d23. Due to the large correlation
of these variables and the mass of the large-R jet, it has been decided to not use at the moment this method
for this analysis, but to study it for further improvements.
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Figure 4.14: Distribution ofD(β=1)2 for the leading-pT jet in 13 TeV data and MC simulation using anti-kt R = 1.0 jets
calibrated at the LCW+JES scale, with pT > 300 GeV. These jets are also required to contain at least one b-tagged R
= 0.2 track jet, where the tag is dened at the 70% eciency point of the MV2c20 algorithm. [97]
4.5.2 Soft radiation removal algorithms
The methods for the soft radiation removal inside jets are generally referred as “jet grooming algorithms”
and can be divided in three dierent categories: mass-drop ltering, pruning and trimming. In this anal-
ysis the trimming algorithm is used and it will be discussed in details in this section. A brief description
of the other two methods will be given as possible improvement for the future analyses.
Trimming
The trimming algorithm [101] removes contamination from pile-up, multiple parton interactions (MPI),
and initial-state radiation (ISR) that are often much softer than hard-scattering partons products. The se-
lection criteria used is based on the pT ratio of the jet constituents. The trimming procedure reconstructs
the large-R jet with the kt algorithm nding the pseudo-jets constituents with a smaller radius (Rsub xed
to 0.2 in this analysis) and putting on them the pT constraint pT,i/pT,large−Rjet < fcut, where pT,i is the
transverse momentum of the ith pseudo-jet, and fcut is a parameter of the method, xed to 0.05 in this
analysis. The surviving constituents form the trimmed jet. This procedure is illustrated in gure 4.15.
In gures 4.16a, 4.16b and 4.16c the eect of the trimming algorithm on distributions of mass, splitting
scales and N-subjettiness is shown, referred to the leading-pT jet in the range 600 6 pTlarge−Rjet < 800
GeV. For these studies a Z ′ → tt¯ Monte Carlo sample (mZ′ = 1.6 TeV) has been considered for signal-
like events (red lines), compared with a MC multijets background (black lines). After the procedure,
low-mass jets from a light quark or gluon usually loose 30-50% of their mass, while jets containing the
decay products of a boosted object lose only a few percent of mass, mainly removing pile-up contribution;
this is due to the large-R jet internal structure that is more uniform in the case of light quarks and gluons
production. The eect of grooming increases the separation between signal and background distributions
for all the substructure variables considered, helping the discrimination based on these quantities.
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Figure 4.15: A scheme depicting the jet trimming procedure. [96]
Mass-drop Filtering
This procedure identies relatively symmetric sub jets, each with a mass signicantly smaller than the
one of the whole fat jet; only the three most energetic pseudo-jets are conserved. This technique was
developed to be used with C/A jets reconstruction. It is applied only to C/A jets since each clustering step
of the algorithm combines the two widest angle proto-jets at that point in the shower history. Therefore,
the structure of the C/A jet provides an angular-ordered description of substructure, which tends to be
one of the most useful properties when searching for hard splittings within a jet.
Pruning
The pruning algorithm [102] is similar to trimming because it removes soft constituents from the large-R
jet, but it adds a wide-angle radiation veto. The constituents of large-R jet are used to reconstruct again










where j1, j2 are the pseudo-jets considered in the current step ordered pTj1 > pTj2 , Rcut and zcut are
parameters of the tagger (usually xed to 1.0 and 0.15 respectively). It is important to remark that these
requirements are not directly related to the original large-R jet but to the pseudo-jets formed in the new
reconstruction process.
4.6 Top Tagging algorithm based on substructure variables
In Run-2 a larger fraction of top-pair production (tt¯) events is expected to produce boosted top quarks
(see gure 4.10), and consequently top-tagging will be even more important. This section presents a
simple top-tagging algorithm used in this analysis. The presented algorithm is intended to have strong
and reliable performance in dierent event topologies, for top-quark transverse momentum higher than
200 GeV. An algorithm using only two jet substructure variables (the jet mass and τ32) has been chosen.
To verify the performance of the tagger, signal jets are considered to arise from hadronically decaying
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(a) (b)
(c)
Figure 4.16: (a) Leading-pT jet mass, (b) splitting scale
√
d12 and (c) N-subjettiness comparing Z ′ → tt¯ (mZ′ = 1.6
TeV) signal to POWHEG multi-jet background for jets in the range 600 6 pTlarge−Rjet < 800 GeV. The dotted
(solid) lines show the leading-pT jet distribution without (with) the application of the trimming algorithm (fcut =
0.05, Rsub = 0.3). The distributions after the application of the trimming algorithm are normalized with respect to
the ungroomed distributions, which are themselves normalized to unity. [96]
top quarks. Using simulated tt¯ and Z ′ → tt¯ events and background jets from simulated QCD multi-jet
production events the performance of the algorithm in the busier event topology characteristic of top-pair
associated Higgs boson production is also studied [103].
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4.6.1 Algorithm design
The aim is to build an algorithm capable to tag the large-R jet arising from a top quark, using its sub-
structure information, described in section 4.5.1.





d23) and the minimum dijet mass from the three pseudo-jets (Qw) [104], has
been used. Two working points (50% and 80%) have been chosen in order to study pairs of variables
and to chose the one providing the best performances, in terms of background rejection and correlation.
Figures 4.17a and 4.17b show the background rejection of pairs of variables for both the working points,






Because of high pT jets are more correlated, some substructure variables have dierent performances
in the low and high pT regions. The correlation between pairs of variables is given in gures 4.18a
and 4.18b, it can be seen that the τij variables are uncorrelated with respect to the mass and energy scale
variables.
The choice of tagging variables is motivated by their lack of correlated behaviour, the strong perfor-
mance of this combination and its robustness across the pT range under study. For these reasons, the two
chosen variables are mjet and τ32.
Two working points are provided: 50% signal eciency, for analyses with very large reducible back-
ground (i.e. processes that do not include hadronically decaying top quarks), and 80% signal eciency,
for analyses dominated by signal and/or irreducible background (i.e. processes containing hadronically
decaying top quarks). Optimisation was performed by testing all possible thresholds on τ32 and mjet in
bins of jet pT, followed by a regularised interpolation between the points to obtain jet the requirements
at a given pT. For the working point at 50% (80%) eciency, the upper allowed value of τ32 varies from
0.75 (0.85) at pT = 200 GeV to 0.57 (0.7) for pT > 1600 GeV. The lower threshold on mjet varies from 85
GeV (70 GeV) at pT = 200 GeV to 140 GeV (135 GeV) for pT > 1600 GeV.
4.6.2 Algorithm performance
The performance of the top-tagging algorithm is quantied by evaluating the eciency for jets arising
from the decay products of top quarks and rejecting other jets. The signal eciency is dened as the
fraction of reconstructed jets in Z ′ → tt¯ simulated samples, matching an hadronic top and passing the
top-tagging algorithm. The background rejection is the reciprocal of the fraction of jets from the simulated
QCD dijet sample, that pass the top-tagging algorithm.
The jet matching criterion requires that the reconstructed jet lies within ∆R < 0.75 of a hadronically
decaying top quark with transverse momentum larger than 200 GeV.
The signal eciency and background rejection are shown in gures 4.19a and 4.19b. Both the 50%
and 80% eciency working points present a at eciency for pT above 400 GeV, where the majority of
top-quarks are fully contained within the large-R jet. The eciency rises in the 200 GeV < pT < 400
GeV region as the fraction of fully contained top-quarks increases. The 50% (80%) working point reduces
the background by at least a factor of 6 (2) across the full pT range. For both working points, rejection
deteriorates at high pT as the background mass peak shifts towards higher values.
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(a)
(b)
Figure 4.17: Background obtained for two signal eciency points (50% and 80%), for two pT regions. The statistical
uncertainties are around 1 unit. [103]
4.6.3 Application in the associated production ofHiggs bosonwith a top
quark pair
With respect toZ ′ → tt¯ or SM tt¯ processes described in the previous paragraphs, the tt¯H process leads to
a particularly busy nal state, due to the presence of one charged lepton, one neutrino, four b quarks and
two additional quarks (from the hadronicW decay). The presence of the Higgs boson decay products can
aect the reconstruction of the large-R jet corresponding to the top-quark decay, resulting in a large-R jet
containing a mixture of contributions from the hadronically decaying top and from the Higgs boson. This
has an impact on the reconstructed pT and on the substructure variables, that could reduce the eciency
of the proposed top-tagging algorithm to identify reconstructed large-R jets induced by hadronically
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(a)
(b)
Figure 4.18: Correlation matrices for the dierent studied variables, for signal (left) and background (right)
events. [103]
decaying top quarks.
In order to verify if the results obtained for the tt¯ events (see paragraph 4.6.1) are consistent with those
of the tt¯H one, the ratio of the mass and the τ32 has been evaluated generating both tt¯H and tt¯ events. As
shown in gures 4.20a and 4.20b, the mass response is similar in tt¯H and tt¯, while, for the τ32 response,
discrepancies are observed for low pT due to the dependence of the τ32 response on the jet mass and pT
distributions within the samples. The top-tagging eciencies, using a generator-level-matching identical
to that used for tt¯, was also produced for tt¯H events, and the ratio of those eciencies with respect to
the ones from tt¯ events is given in gures 4.21a and 4.21b, for the two working points. For both working
points the tt¯H eciency is higher in the low pT region and become consistent with the performance in
tt¯ events for higher pT. This eciency increase is also present when generator-level jet pT is used and is
more visible in jets matched with top quark for which the Higgs boson is geometrically close. The large-R
jet selection performed by the top-tagging algorithm favours higher mass and characteristics of a more
multi-prong substructure. The contamination from the Higgs boson decay on the large-R jets in tt¯H
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(a)
(b)
Figure 4.19: Eciency and rejection of the top-tagging algorithm versus jet transverse momentum pT for simulated
Z ′ → tt¯ events and for simulated QCD dijet production: (a) 50% eciency working point and (b) 80% eciency
working point. [103]
shifts jets in the favoured directions for these variables and therefore leads to an increase in the tagging
eciency. This shows that the capacity of the proposed top-tagger to identify a large-R jet induced by
hadronically decaying top quark is not decreased when the reconstructed large-R is contaminated by
other decay products in a busy environment.
4.7 Boson Tagging algorithm
One of the goal of the Run-2 analyses is to have a well-understood method for tagging boosted bosons. The
studies undertaken with the Run-1 [105] were extended to explore the relative eciency and background
rejection of several variations on the pruning, trimming and mass-drop ltering techniques [106]. The
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(a) (b)
Figure 4.20: Ratio of the jet response for tt¯H and tt¯ events, for (a) mcalibjet and (b) τ32. The error bars correspond to
jet statistical uncertainties. [103]
(a) (b)
Figure 4.21: Ratio of the top-tagging eciency for tt¯H and tt¯ events, for (a) the 50% working point and (b) the 80%
working point. The error bars correspond to statistical uncertainties. [103]
preliminary conclusions from the Run-1 studies provide a subset of substructure variables and jet groom-
ing algorithm congurations, found to be ecient to identify W -jets in the hadronic decay(from both
exotic high-mass resonances and Standard Model tt¯ production) while rejecting multi-jet and combina-
torial backgrounds.
The W boson tagging algorithm in the hadronic decay is a future improvement of the analysis sensi-
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tivity, being used in two possible ways: both to tag theW boson arising from the hadronic top, in addition
to the top-tagging, and as a starting point for the Higgs tagging (decaying in a pair of b-quarks), after the
application of appropriate approximations.
4.7.1 W boson tagging algorithm and performances
The tagging algorithm of the boosted W decaying in the hadronic channel [107] has been built in order
to tag the large-R jet arising from the W bosons, using its substructure information.
The simulated signal sample of W has been obtained from the hypothetical process W ′ → WZ ,
where both the W and Z bosons decay in a pair of jets. This sample is combined and weighted such that
the pT distribution of the leading (highest pT) jet matches that of the background sample consisting of
high-pT multi-jets initiated by light quarks and gluons.
Three jet reconstruction algorithms, in four dierent congurations for the radiation removal, have
been considered and summarized here:
• jet reconstructed with anti-kt,R = 1.0, and radiation removal with trimming (Rsub = 0.2, fcut = 5%);
• jet reconstructed with C/A, R = 1.0, and radiation removal with pruning (zcut = 15%, Rcut = 12 );
• jet reconstructed with C/A,R = 1.2, and radiation removal with mass-drop lter (Rsub = 0.3, ycut >
15%);
• jet reconstructed with C/A,R = 1.2, and radiation removal with mass-drop lter (Rsub = 0.3, ycut >
4%).
For each conguration the optimization procedure has been tested on the mjet, Dβ=12 , τ21 and C2
(the ratio between the two and three point energy correlation functions) variables.
Two working points are provided: 25% (“tight”) and 50% (“medium”) signal eciency, depending on
the Dβ=12 cut, optimized on the pT of the particle, while the mass window is xed to mW ± 15 GeV. The
multi-jet background rejections achievable for the “medium” signal eciency working points G&TW = 50%
are shown in gures 4.22a and 4.22b, for the leading reconstructed jets in events with 200< pTtruth < 350
GeV and 1500< pTtruth < 2000 GeV respectively; the gures show that independently from the dierent
methods to reconstruct the large-R jet and to remove the pile-up contribution, the better background
rejection is obtained by the contemporary use of the mjet and Dβ=12 variables. These are the two chosen
variables for the tagger, tested to be the more appropriate from a wider set.
The performance of the W -tagging algorithm is quantied by evaluating the tagging eciency on
large-R jets arising from the decay products of W bosons and rejecting other jets. As usual, the back-
ground rejection has been dened as the reciprocal of the fraction of jets from the simulated multi+jets
sample, that pass the W -tagging algorithm. The jet matching criterion requires that the reconstructed
leading jet lies within ∆R < 0.75 of a hadronically decaying W boson. The eciency versus rejection
curves for W -jets versus multi-jets are shown in gures 4.23a and 4.23b for the leading reconstructed jet
in events with 200 < pTTruth < 350 GeV and 1500 < pTTruth < 2000 GeV respectively.
4.7.2 Higgs boson tagging algorithm and performances
The Higgs-tagging algorithm is inspired to the boostedW boson tagger and uses the same set of variables:
mjet (calibrated as described in section 4.5.1), Dβ=12 , C2,
√
d12 and τ21. Figures from 4.24a to 4.24e show
the variable distributions for both signal and background processes.
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(a)
(b)
Figure 4.22: Matrix showing the background rejections achievable when tagging W -jets with G&TW = 50% for
dierent combinations of a mass window criteria on the groomed jet and a substructure variable requirement, and
for mass-only, in events with the leading ungroomed C/A jet in the range 200 < pTtruth < 350 GeV (a) and 1500
< pT
truth < 2000 GeV (b). The uncertainties are statistical errors only. [107]
The conguration used for the jet reconstruction algorithm is: anti-kt, R = 1.0, trimmed with Rsub =
0.2, fcut = 5% and a truth matching between the large-R jets (with pT> 200 GeV) and the truth hadronically
decaying Higgs parton (H → bb¯) has been required, with a ∆R < 0.75. The optimization is the same
as for the top tagging algorithm: it is a two-dimensional scan testing all possible thresholds of a pair of
variables in bins of jet pT, followed by a regularised interpolation between the points to obtain the given
WP.
The simulated signal sample has been obtained from the tt¯H process, where the H → bb¯ and the tt¯
system decays semi-leptonically, while the background sample derives from tt¯+jets events. This sample,
as for the W tagging algorithm, is combined and weighted such that the pT distribution of the leading
jet matches that of the backgroung sample tt¯+jets.
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(a)
(b)
Figure 4.23: The eciency versus rejection curves for W -jets versus multi-jets for the leading reconstructed jet in
events with (a) 200 < pTTruth < 350 GeV and (b) 1500 < pTTruth < 2000 GeV. [107]
It has been chosen an eciency working point of 50% and a tagger composed by two variables, se-
lecting the pair that gives the best background rejection with the lowest correlation. Figures 4.25a and
4.25b show the correlations between all the variables for both the background and signal samples.
As usual, the signal eciency is dened as the fraction of reconstructed large-R jets in tt¯H simulated
samples, matching a hadronic Higgs (H → bb¯) and passing the Higgs-tagging algorithm, while the back-
ground rejection is the reciprocal of the fraction of jets from the simulated tt¯+jets sample, that pass the
Higgs-tagging algorithm. The signal eciencies and background rejections are shown in gures 4.26a
and 4.26b respectively, for all the possible pairs of variables.
Among the dierent pairs of variables, the performances are not so dierent ranging up to a maximum
of a factor two, but only at high pT values. Some pairs show the best signal eciency (up to 80%): mjet-
D2 andmjet-τ21, that have also a very similar background rejection, andmjet-
√
d12, but they are strongly
correlated, as shown in gures 4.25a and 4.25b, and have also the lowest background rejection.
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Due to the high eciency at high pT, the good background rejection and no strong correlation, the
mjet-D2 and mjet-τ21 pairs will be considered for the application of the Higgs-tagging into the analysis
and their eciencies and rejections are shown singularly in gures 4.27a and 4.27b.
At present, the Higgs tagging can be considered an interesting extension of the requests that can
be applied to the analysis samples in order to select Higgs-rich events. In the following, due to the low
overall eciency, this tagging will not be applied and the event selection will be optimized for the top
tagging alone. In the future, the cut ow and event selection will be optimized for the contemporary
requests of the Higgs and top taggings.
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Figure 4.24: Distributions of the substructure variables studied for the Higgs-tagging alrogithm for both signal and
background. The large-R jets considered in these distributions have been required to have pT = [250,1500] GeV and
|η| < 2.0.
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(a)
(b)
Figure 4.25: Matrices of correlations (a) in the background and (b) in the signal sample, between the substructure
variables studied for the Higgs-tagging alrogithm.
111
Object reconstruction Boson Tagging algorithm
(a)
(b)
Figure 4.26: (a) Signal eciency and (b) background rejection as a function of the truth jet pT, for the 50% WP. All
the possible pairs of variables have been used.
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(a) (b)
Figure 4.27: Signal eciency and background rejection of the pairs mjet-D2 (a) and mjet-τ21 (b), for 50% WP. The
performances are very similar, the main dierence in terms of background rejection is in the rst pT bin.
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The nal goal of the analysis described in this thesis is the ratio (“µ”) of the tt¯H cross section mea-
surement with respect to the one predicted by the SM. The analysis exploits the full 2015 and 2016 data
sets collected at
√
s = 13 TeV, with an integrated luminosity of 3.2 fb−1and 33.3 fb−1, respectively. At
this energy, the top or/and the Higgs could be produced in a resolved (pT < 250 GeV) or boosted (pT
> 250 GeV) regime; in order to exploit the largest pT range of the tt¯H nal state a combined t of the
resolved and boosted analyses (see section 5.4.2) is performed avoiding obviously double counting events
(see section 5.1.2).
The analysis foresees the denition of the exclusive kinematic regions based on the number of jets and
b-tagged jets, characterized by events containing only background (“control regions”) or background plus
signal (“signal regions”) accordingly. These regions have been exploited by a likelihood t to evaluate µ.
Both the analyses have been optimized to be sensitive to the Higgs boson decay to a pair of b quarks and
to the semileptonic decay of the tt¯ pair.
Since in the boosted regime the top quarks and/or Higgs boson decay products are collimated, the
event signatures cannot be eciently identied with the standard algorithms used in the resolved analy-
sis. For this reason in the boosted analysis, substructure observables and specic tagging algorithms will
be used, as described in Chapter 4.
5.1 Event Selection
To extract the signal from the huge background environment, particular care has been taken in the event
selection, which is based on standard trigger and object requirements already described in Chapter 3 and
on additional requests that will be described in this chapter. The specic event selection for the boosted
and resolved regimes will be described separately in the following.
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5.1.1 Resolved analysis
In this regime, a typical tt¯H event is composed by one lepton, missing energy, due to the presence of
one neutrino, and six standard jets (reconstructed with the anti-kt algorithm with R = 0.4) at least four
of which b-tagged (see gure 1.26a). The events have been recorded using a logical OR combination of a
single-lepton trigger with low pT threshold and isolation requirements and one with higher pT threshold
but without isolation. For muons, the lowest pT threshold was 20 (24) GeV in 2015 (2016), while the
higher one was 40 (50) GeV. For electrons, isolated triggers with a pT threshold of 24 GeV and non-
isolated triggers with pT threshold of 60 GeV in both years are used together with a 120 (140) GeV trigger
which also uses looser identication criteria (see Chapter 3).
The event selection further requires the following cuts:
• events must belong to the so called good run list of events acquired when all detectors work prop-
erly;
• exactly one good reconstructed electron/muon with pT > 27 GeV matched with the triggered one;
• at least four good reconstructed standard jets and no bad reconstructed jets with pT > 25 GeV and
|η| < 2.5;
• at least two b-tagged jets.
Jets are tagged as “good jets” if they pass some general quality criteria (avoiding events with hardware
problems, cosmic rays, beam-gas interactions, and so on) explained in Chapter 4.
In order to take advantage of the higher jet and b-jet multiplicity of the tt¯H signal process, the
events are classied into exclusive “regions” based on the number of jets and the number of b-tagged
jets. A region with m jets and n b-tagged jets is labelled as (mj, nb). The regions where the signal-to-
background ratio (S/B) is larger than 1% and S/
√
B is larger than 0.3 are referred to as “signal regions”.
In these regions a two-stage multivariate technique is used to separate the signal from the background
(see section 5.2). The remaining regions are considered as “control regions”: no further attempt is made
to separate the signal from the background. They allow the evaluation of the background and systematic
parameters included in a combined t with the signal regions.
Events are divided into four, ve, or at least six jets, and two, three, or at least four b-tagged jets, as
illustrated in gures 5.3a and 5.3b; the signal regions result to be (5j,≥ 4b), (≥ 6j, 3b), and (≥ 6j,≥ 4b). The
background is dominated by tt¯+light jets events in the majority of the control regions, while tt¯+heavy-
avour jets are especially important in the signal regions. Figure 5.4 shows the number of events of real
data compared to the background prediction in each of these regions, including also the boosted one,
described in the next section.
5.1.2 Boosted analysis
In this pT regime a typical tt¯H event is composed by one lepton, missing energy, at least one large-R jet
(reconstructed with the anti-kt algorithm with R = 1) and at least three jets, at least two of which coming
from b quarks (see gure 1.26b).
Events in the boosted regime have been recorded using the same single-lepton triggers of the resolved
analysis, described in section 5.1.1.
The event selection further requires the following cuts:
• events must belong to the so called good run list of events acquired when all detectors work prop-
erly;
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• exactly one good reconstructed electron/muon with pT > 27 GeV matched with the triggered one;
• at least one large-R jet top-tagged at the 80% working point (see section 4.6) with pT > 250 GeV
and not overlapped to an electron;
• at least three good reconstructed jets and none bad reconstructed jets in the events, with pT > 25
GeV and |η| < 2.5 and not overlapped to any top-tagged jet in the event;
• at least two b-tagged jets which do not overlap to any top-tagged large-R jet.
The overlap between the large-R jet and the jets or the electron has been avoided by requiring that
each of these objects satisfy the condition ∆R > 1.0 with the axis of all top-tagged jets in the event.
The overlap removal between the large-R jet and the electron has been required because in the electron
channel the fraction of events with two top-tagged large-R jets (one of which is due to a bakground
contamination) is higher (3.4%, see gure 5.1a) than the one in the muon channel (1.7%, see gure 5.1b).
As shown in gures 5.2a the electron direction is both opposite to the large-R jet (the peak at pi) as
expected and superimposed to it (the peak at 0) giving the possibility to have a false top-tagging due to
the presence of the electron cluster. This possible false top-tagging is not present in the muon channel
(gure 5.2b) where the muon and the top-tagged large-R jets are mainly back-to-back. Requiring the
overlap removal, the analysis sensitivity increases by 20%.
(a) (b)
Figure 5.1: Comparison of the distribution of top-tagged jets multiplicity in electron (a) and muon (b) channels. The
selection used in this study is the baseline one used in the analysis.
Dierently from the resolved analysis, the boosted one has only one signal region, as illustrated in
gures 5.3a and 5.3b, called 3211 because it requires at least three small-R jets (3), two b-tagged jets (2)
outside any top-tagged large-R jet, at least one top-tagged large-R jet (1) and exactly one lepton (1). This
signal region has been chosen as a compromise between the involved statistics, the minimum superimpo-
sition with the resolved selection and the maximum S/B ratio. In this region, the background is dominated
by tt¯+light jets events, followed by the tt¯+heavy-avour jets events. The number of events of real data
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(a) (b)
Figure 5.2: Comparison of the distribution of ∆R between top-tagged jets and the electron (a) and (b) muon in the
event. The selection used in this study requires at least one b-tagged jet, instead of two as the boosted signal region
requires.
compared to the background prediction in the boosted region, together with all the resolved regions, is
shown in gure 5.4.
5.2 MultiVariate Analysis technique
The most challenging task of this analysis is to identify events that are both rare and overwhelmed by a
wide variety of processes that mimic the signal and for which the conventional approach by using cuts
on individual kinematic variables can be far from optimal. As the identication process of the signal on
the real data becomes more challenging, the multivariate techniques can be used with increasing success
and eciency with respect to cut-based techniques.
The variables characterizing an object, or an event, can be represented by a n-dimensional vector
x, referred to as feature variable (or n-dimensional feature space). An example can be the four-vectors of
particles, the energy deposited in calorimeter cells, the deduced kinematic quantities of the physics object
and the global event characteristics. Generally these feature variables are correlated then it is necessary
to treat them in a fully multivariate way to extract results with maximum precision. When correlations
exist the eective dimensionality of the problem is smaller than n.
The reason to apply MultiVariate Analysis (MVA) methods is, in most cases, the lack of knowledge
about the mathematical dependence of the quantity of interest on the relevant measured variables. Either
there is no mathematical model at all and an exhaustive search is the only possibility of nding the correct
dependence, or the known models are insucient and statistical training provides a better description of
data. A typical list of problems addressed by a multivariate analysis technique is:
• signal-to-background discrimination;
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(a)
(b)
Figure 5.3: (a) The S/B and S/
√
B ratios for the regions are shown. Signal regions are shaded in red, while
the control regions are shown in blue. (b) The fractional contributions of the various backgrounds to the total
background prediction in the region is shown. The tt¯ background is classied as described in Chapter 3.
• variable selection (e.g., nding variables with the maximum signal/background discrimination);
• dimensionality reduction of the multiple quantities characterizing an object or an event (called
feature space) and simplication (by reducing the number of variables);
• nding regions of interest in data.
An MVA analysis is based on three fundamental steps: training, testing and classication.
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Figure 5.4: Comparison of predicted and observed event yields in the resolved and boosted single-lepton channels.
The tt¯ background is divided as described in Chapter 3, while the “non-tt¯” background category includes contri-
butions from single top, W/Z+jets, diboson and fakes. The tt¯H signal is shown as a lled red area stacked on the
backgrounds. The hashed area corresponds to the total uncertainty on the prediction, not including an uncertainty
on the normalisation of tt¯+≥ 1b or tt¯+≥ 1c.
The training (or learning) process takes as input a set of events, characterized by the feature variables,
in order to dene a function (classier) that will be used in the classication step, to identify each real data
event belonging to the signal or to the background category. Training algorithms have been designed to
“learn from data” in order to be able to respond correctly to future data. These algorithms can be divided
in two main groups:
• supervised training: where a set of training events with correct category association is given;
• unsupervised training: where no “a priori” categories are given and the algorithm has to nd
them by itself.
Only the supervised training will be discussed further on, because it is the method chosen for this
analysis.
The classiers, resulting from the training step, are divided in linear and non-linear:
• Linear Classier: the most common classier to discriminate signal from background events is, in
the simplest case, the application of a group of rectangular cuts on selected variables. This classier
is not actually a multivariate analyser but a sequence of univariate ones, because no combination
of the variables is achieved and a cut on a variable does not depend on another one. In many cases
a cut-based selection is not the best option as for example illustrated in gure 5.5a where two test
variables (x1 and x2) present a correlation; a cut-based selection (showed in gure 5.5d) produces a
separation of the two variables with large overlap, while a more eective cut can be obtained with
a linear combination of the two variables:
αx1 + βx2 < γ, (5.2.1)
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where α, β and γ are three optimized parameters. By generalizing to N variables, a linear combi-
(a) (b)
(c) (d)
Figure 5.5: Example of 2-dimensional plot with two populations to be discriminated. (a) The scatter-plot is shown
with a diagonal cut. (b)(c) The x and y projections are shown, illustrating how smaller is the discrimination capa-
bility in case of a 1-dimensional cut. Finally (d) the eect of the combination of 2 independent cuts on the same
2-dimensional plot. This example shows the benet of the most simple multivariate selection.




αixi < tcut (5.2.2)
where the αi parameters have to be dened by optimizing the separation between signal and back-
ground and tcut is the nal cut to apply to the t variable.
• Non-linear Classier: it uses a “non-linear” function, meaning that a single cut on a variable
depends simultaneously on all the other variables cuts not necessarly in a linear way. The main
non-linear classiers are:
– Neural Networks and Multi Layer Perceptron: the development of Articial Neural Net-
works (NN) was inspired by the research on the central nervous system and the neurons (ax-
ions, dendrites and synapses) which constitute their information processing elements. Cur-
rently, the approach stimulated by biological research has been extended to an approach based
on statistics, mathematics and optimization theory. Neural Networks are ecient models for
statistical pattern recognition [108]. The main idea is to nd a non-linear function f : x→ y
that relates input variables belonging to a n-dimensional spaceRn with discriminating output
variables in a m-dimensional space Rm. The word “network” arises because the function f
is a composition of other functions gi which can also be compositions of other functions hj
and so on. This structure is represented as a network in which each function is a node and
the arrows are the dependences between functions;
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– Boosted Decision Tree (BDT): a decision tree is a binary tree structured classier. Since it
is the method used in this analysis, it will be described in section 5.2.2.
In the second step, (testing), the discriminant variable distributions are obtained from other additional
MC signal and background samples, statistically independent from those used in the training phase, and
compared to those of the training test.
A good agreement between training and testing distributions is crucial because it assures that the
denition of the discriminating variables is not due to a specic features of the training sample (for
instance a statistical uctuation). A possible inconsistency between the training and the test distributions
(overtraining) suggests that the denition of the discriminant variables rely on features of the particular
sample used to train the classier rather than on a general feature of the kind of events to be selected.
Overtraining occurs when a machine learning problem has too few degrees of freedom, because too
many model parameters of an algorithm were adjusted to too few data points. Overtraining leads to a
false increase in performance over the objectively achievable one, if measured on the training sample,
and to an eective performance decrease when measured in an independent test sample. The sensitivity
to overtraining therefore depends on the MVA method. For example, without the appropriate counter
measures, boosted decision trees (see 5.2.2) usually suer from at least partial overtraining, owing to
their large number of nodes. Various method-specic solutions exist to counteract overtraining.
The last step is the classication which is the process of assigning objects or events to one of the
possible discrete classes (e.g. signal and background) by the classier found in the training step. After
this, the events of real data are split into signal or background classes.
5.2.1 Classication performance evaluation
For the classication of a set of events, several dierent methods can be applied, having dierent perfor-
mances depending on the data set. Before the decision of which classication technique is to be used, it
is recommended that several dierent benchmark quantities are evaluated on independent test sample to
assess the performance and the discriminatory power of each method.
The main benchmark quantities are:
• the signal eciency at three representative background rejections (the eciency, in this
particular case, is equal to 1 - rejection) obtained from a cut on the classier output. Also important
is the area of the background rejection versus signal eciency function (the larger the area the
better the performance);
• the separation < S2 > of a classier y, dened by the integral




where yˆS and yˆB are the signal and background probability density functions of y, respectively.
The separation is zero for identical signal and background shapes, and it is one for shapes with no
overlap;
• the discrimination signicance of a classier, dened by the dierence between the classier
means for signal and background divided by the quadratic sum of their root-mean-squares;
• the correlation between two random variables X and Y is usually measured with the correlation
coecient ρ, dened by
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where cov(X,Y ) is the covariance between the two variables and σX (σY ) is the variance of the
variable X (Y ). The correlation coecient is symmetric in X and Y , lies within the interval [-
1,1], and quanties by denition a linear relationship. Thus ρ = 0 holds for independent variables,
but the contrary is not true in general. In particular, higher order functional or non-functional
relationships may not, or only marginally, be reected in the value of ρ.
• The correlation ratio η2(Y |X) is dened by
η2(Y |X) = σE(Y |X)
σY
, (5.2.5)
where X and Y are two random variables and
E(Y |X) =
∫
y P (y|x) dy, (5.2.6)
is the conditional expectation of Y given X with the associated conditional probability density
function P (Y |X). The correlation ratio η2 is in general asymmetric and its value lies within [0,1],
according to how well the data points can be tted with a linear or non-linear regression curve.
• The mutual information I(X,Y ) allows to detect any predictable relationship between two ran-




P (X,Y ) ln P (X,Y )
P (X)P (Y ) , (5.2.7)
where P (X,Y ) is the joint probability density function of the random variables X and Y , and
P (X), P (Y ) are the corresponding marginal probabilities. Mutual information is symmetric and
takes positive absolute values. In the case of two completely independent variables I(X,Y ) is zero.
Some characteristic examples and their corresponding values for η2, ρ2 and I are shown in gure 5.6.
5.2.2 Boosted Decision Tree
A decision tree is a binary tree structured classier. Repeated binary (yes/no) decisions are taken on one
single variable at a time, until a stop criterion is fullled. The phase space is thus split into many regions
eventually classied as signal or background, depending on the majority of training events that end up
in the nal leaf node. In gure 5.7 a schematic view of a decision tree is presented; a sequence of binary
splits is applied to the data, using discriminating variables. Each split uses a cut o variable which should
give the best separation between signal and background. At the end of the BDT the leaves are labelled as
signal or background, depending on the majority of events in the respective nodes.
The boosting of a decision tree extends this concept from one tree to several trees which form a “forest”.
The trees are derived from the same training ensemble by reweighting events and nally combined into a
single classier which is given by an average of the individual decision trees. Boosting makes the response
of the decision trees, with respect to uctuations in the training sample, more stable thus enhancing the
performance with respect to a single tree.
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Figure 5.6: Dierent types of correlations between two random variables and their corresponding values for the cor-
relation coecient ρ, the correlation ratio η, and mutual information I . Linear relationship (upper left), functional
relationship (upper right), non-functional relationship (lower left), and independent variables (lower right). [110]
Description and implementation
Decision trees allow a straightforward interpretation as they can be visualized by a simple two-dimensional
tree structure. They are in this respect similar to rectangular cuts. However, whereas a cut-based analysis
is able to select only one hypercube as the region of phase space, the decision tree is able to split the phase
space into a large number of hypercubes, each of which is identied as either signal-like or background-
like. The path along the tree represents an individual cut sequence that selects signal or background,
depending on the type of the leaf node.
A shortcoming of decision trees is their instability with respect to statistical uctuations in the train-
ing sample from which the tree structure is derived. For example, if two input variables exhibit similar
separation power, a uctuation in the training sample may cause the tree growing algorithm to decide to
split on one variable, while the other variable could have been selected without that uctuation. In such
a case the whole tree structure is altered below this node, possibly resulting in a substantially dierent
classier response and leading to overtraining issues. An example of overtraining is shown: in 5.8a an ex-
tremely exible classier has managed to enclose all of the signal events and exclude all the backgrounds.
However, if that decision boundary is applied to a statistically independent data sample, the contortions
that led to good performances on the training sample will not work so well, as visible in gure 5.8b. The
error rate calculated from the same set of events used to train the classier underestimates the rate on a
statistically independent sample.
This problem is overcome by constructing a forest of decision trees and classifying an event on a
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Figure 5.7: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using the
discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the best
separation between signal and background when being cut on. The same variable may thus be used at several
nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled “S” for signal
and “B” for background depending on the majority of events that end up in the respective nodes. For regression
trees, the node splitting is performed on the variable that gives the maximum decrease in the average squared error
when attributing a constant value of the target variable as output of the node, given by the average of the training
events in the corresponding (leaf) node. [110]
majority vote of the classications done by each tree in the forest. All trees in the forest are derived from
the same training sample, with the events being subsequently subjected to so-called boosting (see in the
sub-paragraph “Boosting”), a procedure which modies their weights in the sample.
BDT suers from at least a partial overtraining, due to the large number of nodes. Various meth-
ods exist to counteract the overtraining as to reduce the number of nodes removing the insignicant
ones (“tree pruning”). Nevertheless, the general structure of the selection can already be understood by
looking at a limited number of individual trees. In many cases, the boosting performances are better if
applied to trees (classiers) that, taken individually, have not much classication power. They are the so-
called “weak classiers”, small trees limited in depth. Boosting almost completely eliminate the tendency
of overtraining for simple decision trees which are usually grown to a large depth and then applied a
procedure to decrease the number of nodes (“tree pruning”).
Training a decision tree
The training (or growing) of a decision tree is the process that denes the splitting criteria for each node.
The training starts with the root node, where an initial splitting criterion for the full training sample is
determined. The split results in two subsets of training events, each going through the same algorithm
determining the splitting criteria of the next nodes. This procedure is repeated until the whole tree is
built. At each node, the split is determined by nding the variable and the corresponding cut value that
provides the best separation between signal and background events that reach that node. The cut value is
optimised by scanning over the variable range, therefore the bins granularity places an important role in
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(a) (b)
Figure 5.8: Scatter plot of two input variables for events classied as signal (blue circles) and background (red
triangles). The decision boundary determined by a particularly exible classier is shown as a black line. It is
applied on the training sample (a) and on a statistically independent data sample (b), in which the contortions that
led to good performances on the training sample will not work so well. The error rate calculated from the same set
of events used to train the classier underestimates the rate on a statistically independent sample.
the training step and should be considered case by case. The addition of nodes to the tree stops once the
number of events that should be split is below a threshold which is specied in the BDT conguration.
The leaf nodes are classied as signal or background according to the class the majority of events belongs
to.
Several separation criteria can be employed to assess the performance of a node in terms of the vari-
able and the cut requirement used. Because a cut that selects predominantly background is as valuable as
one that selects signal, the criteria are symmetric with respect to the event classes. All separation criteria
have a maximum where the samples are fully mixed, i.e., at purity p = 0.5, and fall o to zero when the
sample consists of one event class only. The purity of a node is given by the ratio of signal events to all
events in that node. Hence pure background nodes have zero purity. Tests have revealed no signicant
performance disparity of a node trained using one of the following separation criteria, making them all
equivalent:
• Gini Index (default), dened by p · (1− p);
• Cross entropy, dened by −p · ln(p)− (1− p) · ln(1− p);
• Misclassication error, dened by 1−max(p, 1− p);
• Statistical signicance, dened by S/
√
S +B.
In principle, the splitting could continue until each leaf node contains only signal or only background
events, which could suggest that perfect discrimination is achievable. However, such a decision tree would
be strongly overtrained. To avoid overtraining the application of a pruning procedure is necessary.
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Pruning a decision tree
The pruning is the process of cutting back a tree from the bottom up after it has been built to its maximum
size. Its purpose is to remove statistically insignicant nodes and thus reduce the overtraining of the tree.
It has been found to be benecial to rst grow the tree to its maximum size and then cut back, rather than
interrupting the node splitting at an earlier stage, because apparently insignicant splits can nevertheless
lead to good splits further down the tree. Two tree pruning algorithms are possible:
• all leaf nodes for which the statistical error of the parent nodes are smaller than the combined
statistical error of their daughter nodes are recursively deleted. The statistical error estimate of
each node is calculated using the binomial error
√
p · (1− p)/N , whereN is the number of training
events in the node and p its purity;
• the algorithm (named Cost-complexity pruning) relates the number of nodes in a sub-tree below a
node to the gain, in terms of misclassied training events, in the full sub-tree against the one of
the node itself with no further splitting. The cost estimate R chosen for the misclassication of
training events is given by the misclassication rate 1 −max(p, 1 − p) in a node, where p is the
node purity. The cost-complexity ρ for this node is then dened by
ρ = R(node)−R(sub− tree below that node)number of nodes(sub− tree below that node)− 1 . (5.2.8)
The node with the smallest ρ value in the tree is recursively cut away as long as ρ is smaller than a
certain value (the pruning strength) that should be decided case by case. If the pruning strength is set
to a negative value, an algorithm attempts to automatically detect the optimal strength parameter.
The training sample is divided into two sub-samples, of which only one is actually used for training,
while the other one serves for validation. The tree is cut sequentially starting from the node which
has the smallest value of the cost-complexity in the tree. After each pruning step the performance
of the tree is assessed using the validation sample. This process is repeated until the ROOT node
would be cut. As optimal prune strength for this tree it is chosen the value which corresponds to
the best performing tree using the validation sample.
Boosting
The boosting procedure inside the BDT method consists in building a sequential list of trees each reweighted
depending on the performances of the previous tree. This increases the statistical stability of the classier
and typically also improves the separation performance compared to a single decision tree of typically
weak MVA methods by sequentially applying an MVA algorithm to reweighted (boosted) versions of the
training data and then taking a weighted majority vote of the sequence of MVA algorithms thus pro-
duced. However, the advantage of the direct interpretation of the decision tree is lost. While it is possible
to interpret the training result at a limited number of trees, it is hard to do so for hundreds of trees in a
forest.
Among the main boosting algorithms there are theAdaBoost, Gradient Boost, Bagging and Randomized
Trees [110].
The type of boosting chosen for this analysis is the Adaptive Boost (AdaBoost) where misclassi-
ed events during the training of a decision tree are given a smaller event weight in the training of
the following tree. Starting with the original event weights while training the rst decision tree, the
subsequent tree is trained using a modied event sample where the weights of previously misclassied
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events are multiplied by a common boost weight factor α, derived from the misclassication rate, err
(err = misclassified events/total events), of the previous tree:
α = 1− err
err
. (5.2.9)
The weights of the entire event sample are then renormalized such that the sum of weights remains
constant. For the data set x used for training, the result of an individual classier is ti(x) = +1 for signal






ln (αi) · ti(x) (5.2.10)
where the sum runs over all the trees in the collection. Small values of yboost(x) thus indicate a background-
like events, while large values a signal-like event.
Importance ranking
The ranking of each BDT input variable measures the importance of the variable and it is derived by two
points:
• by evaluating the number of times the variables are used to split decision tree nodes;
• by weighting each split occurrence (performed using the same variable) by the separation achieved
and by the number of events in the splitting node.
This ranking denition can be used for a single decision tree as well as for a forest.
5.3 MVA on tt¯H channel
The tt¯H production covers about 1% of the total inclusive Higgs production cross-section and, even if,
the hadronic decay chosen for the Higgs boson (H → bb¯) is the highest possible (∼ 60%), the expected
signal is much smaller with respect to the background. Besides, the nal state of the chosen channel is
extremely complex. For these reasons, the application of a MultiVariate Analysis is the best solution to
discriminate the signal from the background.
Due to the availability of MC events for signal and background, a supervised learning Boosted De-
cision Tree technique is used because it is easier to tune, does not require any adaption on the input
quantities. The BDT is dened and tuned using an implementation in the MVA Toolkit (TMVA) [110],
that can be integrated in the standard ROOT analysis code. Both in the resolved and boosted channels the
BDT has been used as discriminating variable. Depending on the specic signal regions, the whole MVA
procedure is slightly dierent in the number and the denition of the variables. Moreover, a specically
tuned “reconstruction BDT” is used in the resolved analysis for the object reconstruction (see in the fol-
lowing). In this chapter, the details of the BDT procedure relative to the boosted channel are described
and only a brief overview of the resolved procedure is presented for completeness.
In the boosted analysis, the training has been performed with an initial set of variables (up to 17) that
individually show a separation between the signal and background processes and take into account the
topology of the events, the top tagging discrimination and the substructure of the large-R jets in each
event. The following variables are considered:
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• substructure observables related to the reconstruction of the hadronically decaying top in the event:
– mleadtop : mass of the leading top-tagged large-R jet in the event;




dlead23,top : splitting scale
√
d23 (see Chapter 4) of the leading top-tagged large-R jet in the
event;
• observables related to the reconstruction of the Higgs boson:
– ∆Rminbb : minimum ∆R between any b-jets in the event;
– ∆Ravgbb : average ∆R between any b-jets in the event;
– ∆Rmin(add)bb : minimum ∆R between b-jets that do not overlap with any top-tagged large-R
jet in the event (“add” means additional);
– ∆Ravgtop(add)b : average ∆R between the top-tagged large-R jets and b-jets that do not overlap
in the event;
– ∆Ravgtop(add)j : average ∆R between the top-tagged large-R jets and jets that do not overlap
in the event;
– mmaxbb : maximum mass of a pair of b-jets in the event;
– mH(add)bb : invariant mass of a pair of b-jets (that do not overlap with any top-tagged large-R
jet) that is closest to the mass of the Higgs boson (mH ≡ 125 GeV);
– mH(add)bj : invariant mass of a pair of one b-jet and one jet (that do not overlap with any
top-tagged large-R jet) that is closest to the mass of the Higgs boson (mH ≡ 125 GeV);
– mH(add)jj : invariant mass of a pair of jets (that do not overlap with any top-tagged large-R
jet) that is closest to the mass of the Higgs boson (mH ≡ 125 GeV);
– mrecoH,bb : invariant mass of a pair of closest (minimum ∆R) b-jets in the event;
• observables related to global event topology:
– N40j : number of jets with pT > 40 GeV in the events;
– N40(add)j : number of jets with pT > 40 GeV that do not overlap with any top-tagged large-R
jet in the events;
– HjetT : scalar sum of the pT of all the jets in the event;
– H(add)jetT : scalar sum of the pT of all top-tagged large-R jets and all jets that do not overlap
with the top-tagged large-R jets in the event.
In gures 5.9a-5.9c the distribution (signal and background shapes) of all the 17 variables is shown in
order to evaluate the discrimination power.
The signal and background samples have been split in two samples, with even and odd events, re-
spectively. In this case, the weights obtained from the training on the even events are applied to the odd
events and viceversa. This way, all the statistics can be used in both the training and the testing steps.
The output of the training is composed by a set of weights to be applied to the events and by the response
of the BDT method. In order to check the stability of this splitting method, the BDT responses of the two
dierent training have been compared, as shown in gure 5.10: the two distributions result compatible
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Figure 5.9: Signal (blue) and background (red) shapes of all the variables used in the rst step of the BDT training.
The signal sample is composed by the tt¯H process (considering all the three tt¯ system decay modes: semileptonic,
di-leptonic and hadronic). The background is composed by all the contributions for this channel (see Chapter 3).
The two samples are normalized to the same number.
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Table 5.1: Separation power (left) and importance (right) of the initial set input variables.
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Figure 5.10: Comparison between the BDT responses from the even events (red) and the odd events (black), using
the set of 17 variables. Only the signal BDT (tt¯H sample) is taken into account in this test.
and coherent. Therefore the procedure has been adopted in all the following steps of the analysis applying
the “even” weights to the even events and the “odd” weights to the odd events.
The correlations among the variables (eq. 5.2.5) for signal and background (shown in gures 5.11a
and 5.11b), the separation power (eq. 5.2.3) and the importance ranking (see tables 5.1) are the factors
taken into account in order to choose the nal set of 10 variables. The highly correlated variables with the
lowest ranking and poorest separation have been removed. The table 5.2 reports the separation power
and the importance ranking for the second iteration of the BDT with the 10 variables. The nal BDT
distribution is shown in gure 5.12.
The BDT output distribution on real events will be submitted to a t procedure to estimate the signal
strength µ = σobs/σSM and its upper limit.
Regarding the analysis relative to the resolved channel, in each of the signal regions, a sequence of
BDTs is employed. The rst, known as the “reconstruction BDT”, is trained to match the reconstructed
jets to the partons emitted from top and Higgs decays in simulation. For this purpose only tt¯H simula-
tion is used, with correct jet assignations trained against the incorrect ones. Many kinematic quantities
of the event are used, taking into account the topological information from the tt¯ system and from the
Higgs boson. The number of variables in each region is limited to avoid the eects of overtraining and
the variables are chosen to achieve optimal performance. The best possible eciency can be obtained
by including information related to the Higgs boson, such as the candidate Higgs boson invariant mass.
However, this biases the background distribution for these Higgs-related variables to be closer to the sig-
nal expectation, reducing their discriminating power. For this reason, two versions of the reconstruction
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(a)
(b)
Figure 5.11: Correlations amongst input variables in the initial set for the BDT training for signal (a) and background
(b).
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9 τ lead32,top 0.0794
10 HjetT 0.0775
Table 5.2: Separation power (left) and importance (right) of the nal set input variables.
Figure 5.12: BDT response for signal (red, normalized to the background events) and background (blue) samples,
with the relative separation power. The background sample includes all the background contributions (see Chapter
3) for the studied channel. The selection is the baseline signal region requirement, labeled as boosted 3j,2b, and the
set of 10 variables has been used for the training. Only the MC simulations are shown in this distribution.
BDT are used, either with or without the Higgs boson information. Both the results are used in the next
step.
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For each signal region, information from the output of the reconstruction BDTs are combined with
other kinematic variables in a “classication BDT”, which classies events as more signal- or background-
like. The variables used in these BDTs are listed in table 5.3. The distributions of the classication BDTs,
shown in gures 5.13a, 5.13b and 5.13c, are used as the nal discriminants in the t to data described in
Chapter 6.
Variable Denition Regions
≤ 6j, ≤ 4b ≤ 6j, 3b 5j, ≤ 4b
∆Ravgbb Average ∆R for all b-tagged jet pairs X X X
∆RmaxpTbb ∆R between the two b-tagged jets with the largest vector sum pT X - -
∆ηmaxjj Maximum ∆η between any two jets X X X
mmin∆Rbb Mass of the combination of the two b-tagged jets with the smallest ∆R X X -
mmin∆Rjj Mass of the combination of any two jets with the smallest ∆R - - X
m
maxpT
bj Mass of the combination of a b-tagged jet and any jet with the largest vector sum pT - X -
pT
jet5 pT of the fth leading jet X X X
NHiggs 30bb Number of b-jet pairs with invariant mass within 30 GeV of the Higgs boson mass X - X
N jet40 Number of jets with pT ≤ 40 GeV - X -
HhadT Scalar sum of jet pT - X X
∆Rmin∆Rlep−bb ∆R between the lepton and the combination of the two b-tagged jets with the smallest ∆R - - X
Aplanarity 1.5λ2, where λ2 is the second eigenvalue of the momentum tensor built with all jets X X X
Centrality Scalar sum of the pT divided by sum of the E for all jets and the lepton X X X
H1 Second FoxâĂŞWolfram moment computed using all jets and the lepton X X X
RecoBDT output Output form the reconstruction BDT X∗ X∗ X∗
mH Higgs boson mass X X X
mH,blep top Mass of Higgs boson and b-jet from leptonic top X - -
∆RH bb ∆R between b-jets from the Higgs boson X X X
∆RH tt¯ ∆R between Higgs boson and tt¯ system X∗ X∗ X∗
∆RH lep top ∆R between Higgs boson and leptonic top X - -
∆RH,bhad top ∆R between Higgs boson and b-jet from hadronic top - X∗ X∗
Table 5.3: Denition of the variables used in the classication BDT for the signal regions in the resolved channel.
For the variables from the reconstruction BDT (second bunch), those with a ∗ are from the BDT using Higgs boson
information, while those with no ∗ are from the BDT without Higgs boson information.
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(a) (b)
(c)
Figure 5.13: BDT responses for signal (red, normalized to the number of background events) and background (blue)
samples, with the relative separation power for the three resolved signal regions. The background sample includes
all the background contributions (see Chapter 3) for the studied channel. Only the MC simulations are shown in
this distribution.
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5.4 Signal extraction technique
Since the signal is very low with respect to the background, a complex statistical analysis is needed. It is
based on an iterative procedure of maximum likelihood t of the distributions in the signal and control
regions in order to test for the presence of a signal. The prole likelihood ratio and the condence level
(CL) method are used to report the results in a frequentist way. Section 5.4.1 describes these fundamental
concepts used to search for a new process.
5.4.1 Likelihood-based test
The standard procedure to discover a new signal process starts with the denition of the null hypothesys
H0, describing only known processes, here labelled as background, against the alternative signal hy-
pothesys H1, which includes both background and signal.
A widely used procedure to establish discovery (or exclusion) in particle physics is based on a sig-
nicance test using a prole likelihood ratio as a test statistic [111]. For the success of the method, it is
necessary that the model predictions for data distributions represent accurately the underlying theory
being tested, meaning that any errors due to approximations (e.g. in detector modelling or in methods
used to relate observable quantities to the fundamental theories) should be negligible in the full parameter
space. By including additional parameters to the model (accounting for systematics eects) it is possible
to approach this ideal situation more closely, but resulting in a loss in sensitivity.
For each event selected in the signal sample, a variable x of a certain kinematic quantity can be mea-
sured and these values can be used to construct a histogram n = (n1, ..., nN ) of N bins. The expectation
value of ni can be written
E[ni] = µsi + bi (5.4.11)










The parameter µ determines the strength of the signal process, with µ = 0 corresponding to the back-
ground only hypothesis and µ = 1 being the nominal (predicted by the SM) signal hypothesis. The func-
tions fs(x;θs) and fb(x;θb) are the probability density functions (pdfs) of the variable x for signal and
background events respectively, and θs and θb represent parameters (“nuisance parameters”) describing
in general unknown systematic eect, whose contributions must be tted from the data. The quantities
stot and btot are the total signal and background events and the integrals represent the probabilities for
an event to be found in bin i only. The notation θ = (θs,θb, btot) will be used in the following to denote
all the nuisance parameters and the background contribution. The signal normalization stot is a param-
eter xed to the value predicted by the nominal signal model. In addition to the measured histogram n,
further subsidiary measurements are often performed to help constraining the nuisance parameters. This
can be done by evaluating some chosen kinematic variables in a control region in order to construct a
new histogram. This gives a set of valuesm = (m1, ...,mM ) for the number of entries in each of the M
bins and the expectation value of mi can be written
E[mi] = ui(θ), (5.4.13)
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where the ui are calculable quantities depending on the parameters θ. This measurement provides infor-
mation on the background normalization parameter btot and also possibly on the signal and background
shape parameters.

















where the numerator of this ratio is the prole likelihood function. The quantity ˆˆθ denotes the value of
θ that maximizes L(µ, ˆˆθ) for the specied µ and represents the conditional maximum-likelihood (ML)
estimator of θ (and thus is a function of µ). The denominator is the maximized (unconditional) likelihood
function, i.e., µˆ and θˆ are their ML estimators. The prole likelihood ratio λ(µ) assumes values between
0 and 1 (at µ = µˆ), with λ close to 1 implies good agreement between data and the hypothesized value of
µ. The presence of the nuisance parameters broadens the prole likelihood as a function of µ relative to
what one would have if their values were xed. This reects the loss of information about µ due to the
systematic uncertainties.
Test statistic qµ for upper limits




0, µ < µˆ
−2lnλ(µ), µ ≥ µˆ, (5.4.16)
where λ(µ) is the prole likelihood ratio as dened in eq. 5.4.15. Higher values of qµ represent greater
incompatibility between the data and the hypothesized value of µ. To clarify the formula and the results, it
is possible to consider what happens in the conditions of the central limit theorem where, given enough
statistics, the λ(µ) ≈ exp(−χ2/2) and therefore q(µ) = χ2(µ) for µ > µˆ. In these conditions, high
values of q(µ) are equivalent to high values of a χ2, implying incompatibility between the data and the
test hypothesis. The reason for setting qµ = 0 for µ < µˆ when nding an upper limit is to not represent
the values with µ < µˆ with less compatibility with respect to the µ obtained from the data, that is, the
upper limit is obtained by testing µ against the alternative hypothesis consisting of lower values of µ.
The level of agreement between the data and the hypothesized µ is quantied with the p-value, that
is the probability, under the assumption of H , of nding data of equal or greater incompatibility with the





where f(qµ|µ) is the pdf of qµ assuming the hypothesis µ. In this notation, in f(qµ|µ), the subscript
of q refers to the hypothesis being tested and the second argument gives the value of µ assumed in the
distribution of the data. When considering upper limits, it is quoted the value of µ for which the median
p-value is equal to 0.05, as this gives the median upper limit on µ at 95% condence level.
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Together with the p-value it is convenient to dene the signicance Z . If x is a Gaussian distributed
variable with mean mx, xˆ (xˆ > mx) is dened as the value of x which has an upper-tail probability equal
to the p-value p. The signicance Z is dened as the number of standard deviations of xˆ with respect to
mx:
Z = Φ−1(1− p), (5.4.18)
where Φ−1 is the quantile (that is the inverse of the cumulative distribution) of the standard Gaussian. For
a signal process such as the Higgs boson, the particle physics community has tended to regard rejection
of the background hypothesis with a signicance of at least Z = 5, that corresponds to a p-value = 2.87×
10−7, as an appropriate level to constitute a physics discovery. For the purpose of excluding a signal
hypothesis, a threshold p-value of 0.05 (i.e., 95% condence level, CL) is often used, which corresponds to
Z = 1.64.
The sensitivity of an experiment is characterized not only in the signicance obtained from a single
data set, but rather in the expected median signicance to reject dierent values of µ. In this analysis, this
estimator is evaluated by using the so called “Asimov” data set [111], that replaces the ensemble of real
data and that is generated depending on the distribution of the MC samples, according to the chosen test
statistic. For the specic case of setting exclusion limits, the sensitivity is characterized by the median
signicance, assuming data generated using the µ = 0 hypothesis, rejecting a non-zero value of µ (usually
µ = 1 is of greatest interest). The sensitivity of an experiment is illustrated in gure 5.14, which shows
the pdf for qµ assuming both a strength parameter µ and a dierent value µ
′ . The distribution f(qµ|µ′) is
shifted to higher value of qµ, corresponding on average to lower p-values. The sensitivity of an experiment
can be characterized by giving the p-value corresponding to the median qµ assuming the alternative value
µ
′ . As the p-value is a monotonic function of qµ, this is equal to the median p-value assuming µ
′ .
Figure 5.14: Illustration of the p-value corresponding to the median of qµ assuming a strength parameter µ. [111]
Figure 5.15a shows the distributions f(qµ|0) (red) and f(qµ|µ) (blue), that are the distributions for
the value of µ that gave pµ = 0.05, corresponding to the 95% CL upper limit. The vertical line gives the
median value of qµ assuming a strength parameter µ
′ = 0. The area to the right of this line under the
curve of f(qµ|µ) (shown shaded in green) gives the p-value of the hypothesized µ. The upper limit on µ
at a condence level CL = 1− α is the value of µ for which the p-value is pµ = α.
By simulating the experiment many times with Monte Carlo, it is possible to obtain a histogram of
the upper limits on µ at 95% CL, as shown in gure 5.15b. The±1σ (green) and±2σ (yellow) error bands
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(a) (b)
Figure 5.15: Comparison between the distributions f(qµ|0) (red) and f(qµ|µ) (blue). (b) Distribution of the upper
limit on µ at 95% CL, assuming data corresponding to the background-only hypothesis. [111]
are obtained from the MC pseudo-experiments. The vertical lines indicate the error bands as estimated
directly without Monte Carlo simulation. As can be seen from the gure 5.15a, the agreement between
the formulae and MC predictions is excellent. This is the procedure to nd an upper limit on µ for a
given value of the signal strength. In a search for a signal of unknown strength, the procedure would be
repeated (in small steps) for a range of signal strength.
The Modied Frequentist CLs method
The method used in this analysis is the modied frequentist condence level CLs [112] [113]. The con-
dence level for excluding the possibility of signal on top of background (the s+b hypothesis), can be
dened as
αs+b = Ps+b(qµ ≤ qµ,obs), (5.4.19)
that is the probability, assuming the presence of both signal and background at their hypothesized levels,
that the test statistic would be less than or equal to that observed in the data.
The condence level (1-αs+b) may be used to quote exclusion limits. Although it has the disturbing
property that if too few candidates are observed to account for the estimated background, then any signal,
and even the background itself, may be excluded at a high condence level. It nonetheless provides
exclusion of the signal at exactly the condence level computed. A typical limit computation involves
also computing the condence level for the background alone,
αb = Pb(qµ ≤ qµ,obs), (5.4.20)
where the probability assumes the presence of the background only. This condence level has been sug-
gested to quantify the condence of a potential discovery, as it expresses the probability that background
processes would give a number of events smaller than or equal to the number of observed candidates.
The Modied Frequentist condence level CLs is then computed as the ratio
CLs = αs+b/αb. (5.4.21)
This is the method used to set the upper limit of the tt¯H production cross-section in this analysis.
139
Analysis strategy and techniques Signal extraction technique
5.4.2 Statistical analysis procedure in the boosted and resolved analyses
In the boosted tt¯H channel, there is only one signal region and the discriminant distribution chosen to
be tted is the BDT output (since it has been built as the most discriminant variable between signal and
background), shown in gure 5.16.
Figure 5.16: Distribution of the discriminating variable BDT output in the boosted signal region, before the t
described below. The dotted red line represents the signal tt¯H normalized to the toal background events.
In order to increase the tt¯H phase space and to improve the sensitivity of the analysis, the nal result
has been obtained by the combination of the boosted and the resolved channels. The t procedure has
been performed using the BDT discriminant in the signal regions of both channels and theHhadT variables
in the control regions (of the only resolved one). A veto has been put on events in the resolved signal
and control regions that pass also the boosted selection. The BDT output and the HhadT distributions are
shown in gures 5.17 and gures 5.18 respectively.
The distributions of the discriminants from each of the channels and regions considered are combined
to test for the presence of a signal, assuming a Higgs boson mass ofmH = 125 GeV. The statistical analysis
is based on the binned likelihood function L(µ, θ) described in section 5.4.1. The likelihood function
depends on the signal-strength parameter µ, dened as the ratio of the observed/expected cross-section
to the SM cross section, and the nuisance parameters θ, that encode the eects of systematic uncertainties
on the signal and background expectations. Therefore, the total number of expected events in a given
bin depends on µ and θ. This procedure allows the impact of systematic uncertainties on the search
sensitivity to be reduced by taking advantage of the highly populated background-dominated control
regions included in the likelihood t. It requires a good understanding of the systematic eects aecting
the shapes of the discriminant distributions. The test statistic qµ is used to measure the compatibility of
the observed data with the background-only hypothesis (i.e. for µ = 0), and to make statistical inferences
about µ, such as upper limits using the CLs method (see section 5.4.1) as implemented in the RooFit
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(a) (b)
(c)
Figure 5.17: Distributions of the discriminating variables BDT output in the resolved signal regions, before the t
procedure.
package [114] [115].
To obtain the nal result, a simultaneous t to the data is performed on the distributions of the dis-
criminants in 10 regions: nine in the resolved and one in the boosted channel. The ts are performed under
the s+b hypothesis, where the signal-strength parameter µ is the parameter of interest of the t and is al-
lowed to oat freely, but requiring to be the same in all 10 regions. The normalisation of each background
contribution is determined by the t, simultaneously with µ. Contributions from tt¯, W /Z+jets produc-
tion, single top, diboson and tt¯+V backgrounds are constrained by the uncertainties on the respective
theoretical calculations, the uncertainty on the luminosity and on the detector. Statistical uncertainties
in each bin of the discriminant distributions are taken into account by dedicated parameters in the t, in
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Figure 5.18: Distributions of the discriminating variablesHhadT in the resolved single-lepton control regions, before
the t described below.
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order to understand the dierent components and sources. All the results will be shown in Chapter 6.
5.5 b-tagging algorithm optimization
The boosted analysis is the most innovative and the most delicate due to the very low statistics and the
busy nal state. It is based on event cuts, taggers (for the boosted objects) and working points (WPs)
optimized during specic studies on specic samples, that could be not optimal for the tt¯H channel. For
this reason, the simultaneous application of cuts and taggers could be not necessarly the most ecient.
Many optimization studies on dierent quantities have been done in order to maximize the sensibility
of the boosted analysis. The overlap removal between the electron and the large-R jets in each event has
been studied accurately (section 5.1.2), dierent selections have been tested, studying the inuence of the
top-tagging algorithm and the number of jets and b-jets to include within. The Higgs-tagging algorithm
has been considered in these studies as well.
After dening the baseline selection of the analysis, the eect of the b-tagging algorithm on the anal-
ysis sensitivity has been studied and it resulted to be the very sensitive to its working point. In the ATLAS
experiment there are dierent WPs available for the b-tagging, as explained in Chapter 4, that dier for
the purity of the selection, the tagging eciency and, consequently, for the background rejection. The
WPs available for this analysis, using the algorithm mv2c10, are listed in the table 5.4, with the relative
eciency and purity.




Table 5.4: Working points of the b-tagging algorithm mv2c10, with the relative eciency and purity.
In order to motivate the choice of a certain WP, some considerations are needed: rst of all the
statistics of the survived events needs to be enough to ensure a low statistical error with respect the
systematic one, then the evaluation of the background rejection and the determination of the eect on the
shape of the MVA discriminant variable. For these reasons the MVA training must be optimized for each
WP and this likely changes the set of the input variables and their separation and importance ranking.
The BDT response (see gure 5.12), consequently, changes its shape and its separation power, aecting
the signicance, the background composition, the results of the t procedure and the limit values.
As expected, the yields of the signal region (see table 5.5) decreases dependently on the tightness
of the WP selection, while the S/B increases and the S/
√
B slightly decreases, but remains compatible.
This leads to dierent performances in terms of signal eciency and background rejection, as shown in
gure 5.19. It is clear that the 60% WP is the best choice, looking at the performance improvement with
respect to the 70%, but the full chain of the analysis needs to be completed in order to gure out if the
tighter WP is actually the one allowing a better analysis sensitivity.
Depending on the WP, the input variable set changes because, as shown in tables 5.1 and 5.2, many
variables are strongly related to the b-tagging WP.
The limit on the signal-strength µ has been calculated for both the WP (70% and 60%). At the moment,
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Working point (%) Background yield Signal yield S/B (%) S/
√
B
70 5467 50 0.92 0.68
60 3778 39 1.03 0.63
Table 5.5: Signal and background yields and signicance values for dierent b-tagging working points, in the
boosted signal region. The yields values are scaled for the 13.2 fb−1 luminosity.
Figure 5.19: Background rejection versus signal eciency of the BDT, trained with variables calculated with the
70% (red) and 60% (green) b-tagging working point.
for this optimization study, it has been determined the limit values for the boosted channel only (in the
t only the boosted signal region has been included), in order to check if there is an improvement in the
performance of the t method. This study provides a good scenario about how the response of the t
method (in terms of limit settings) changes depending on the b-tagging WP and the luminosity increase
(from 13.2 fb−1to 30 fb−1), as shown in table 5.6.
The table shows that increasing the statistics and tightening the WP the limit value decreases. Despite
the fact that the 60% WP looks better in the boosted channel, it has been decided to use the 70%, the same
used by the resolved channel, in order to combine the two analyses without a further increase in the
systematics due to using two dierent working points. In this step, indeed, it is very important to include
as many systematics uncertainties as possible, in order to take into account the whole broadening eect
of them on the measure. For a detailed description of all the systematic uncertainties and their treatment
in this analysis, see Chapter 6.
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Table 5.6: Variations of the 95% CL upper limit on the signal-strength, using 70% and 60% b-tagging working points,
Asimov data sets and luminosity of 13.2 and 30.0 fb−1. The µmax is the baseline conguration used in the analysis:
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The measurement of the observed signal strength of the tt¯H production cross section is presented in
this chapter, together with its statistical limit, for the resolved-only analysis and the combined (resolved
plus boosted) one. Both the results are obtained from the analyses on the 2015 and 2016 data samples
collected with the ATLAS detector. The techniques used in order to estimate the statistical and systematic
uncertainties aecting this measurement are described in sections 6.1 and 6.2; nal results are shown in
section 6.3. The comparisons with the Run-1 and the early Run-2 results (section 6.4.1) and with the CMS
results (section 6.4.2) are presented, for the resolved-only analysis. At the end, future perspectives of the
boosted tt¯H analysis are shown in section 6.5.
6.1 Statistical uncertainties
The statistical uncertainty is due to the nite number of both selected data events and simulated MC
events. Since the number of real data events after all the selections is around 15000, while the MC events
can be produce as much as needed, the data statistics will aect the measurement precision more than
the MC statistics.
The statistical uncertainty on the tted distribution (HhadT for the control and BDT output for the
signal regions) in each bin is calculated as the squared root of the observed number of events. It will
be summed in quadrature with the total systematic uncertainty, since the two have to be considered
uncorrelated.
The analysed channel is aected by a dominant background in practically all signal regions: this
reduces signicantly the accuracy with which it is possible to measure the signal strength. The nal
value and the uncertainty of the signal strength is determined directly by the t procedure described in
Chapter 5.
146
Systematic uncertainties Signal strength measurement
6.2 Systematic uncertainties
Systematic uncertainties are originated by both an imperfect knowledge of the detector, that entails an un-
certainty on the parameters used in the event reconstruction, and by an approximate theoretical modeling
of signal and background events. Usually each systematic uncertainty in the signal strength is evaluated
by varying the corrisponding variable distribution by one standard deviation (σ) and reweighting ac-
cordingly all the events. This leads to two shifted distributions for each variable of interest representing
the uctuation (±1σ) with respect to the nominal distribution. In cases where both shifted distributions
produce an excess or a defect with respect to the nominal distribution, the resulting variation is assumed
to be of the same size in both directions and is therefore symmetrized. Some systematic uncertainties
can not be treated in this way and require a specic case dependent approach. The convention of the
systematics (and their nuisance parameters) naming is explained in Appendix 9.
The measurement is aected by many sources of systematic uncertainty that can be categorized in
three dierent classes: the luminosity, the reconstruction of physics objects and the signal or background
modelling, all described in the next paragraphs. Uncertainties may aect the normalisation of the samples,
the shape of the nal discriminants, or both. A summary of the systematic uncertainties with similar
sources grouped together is given in table 6.1.
6.2.1 Luminosity
The preliminary uncertainty on the combined 2015+2016 integrated luminosity is 4.1%. It is derived,
following the prescription detailed in refs [116] and [117], from a preliminary calibration of the luminosity
scale using the x− y beam-separation scans performed in August 2015 and November 2016.
6.2.2 Object reconstruction uncertainties
Jet Energy Scale
The Jet Energy Scale (JES) is a factor applicated to the deposited energy by a jet to obtain its initial
energy. The JES term represents one of the main contributions to the systematic uncertainty in jet-based
analyses and its determination is a rather challenging task due to the dicult environment of hadron-
hadron colliders. The jet energy scale depends on a variety of detectors and physic eects that includes the
non-linearity in the calorimeter response, hardware problems of the detector and additional energy due
to the underlying and pile-up event. The possible loss of energy during the jet reconstruction procedure
is also included in this source of systematic uncertainty.
The jet energy scale and its uncertainty are derived by combining information from test-beam data,
LHC collision data, and simulation [118]. The uncertainties from these measurements are factorised into
six independent sources. These are combined with additional uncertainties related to jet avour (see
gure 6.1a), pile-up treatment, η interpolation, and high-pT jets, for a total of 18 sources. Although the
uncertainties are not large, from 0.5% to 5.5% per jet, the eects are amplied by the large number of jets
in the nal state due to their correlation. Other jet-related uncertainties include the jet energy resolution
(JER), shown in gure 6.1b, and the jet vertex tagger (JVT) eciency.
Jet avour tagging scale factor
The eciency to correctly tag b-jets is measured using tt¯ simulated events. The mis-tag rate for c-jets is
measured usingD∗ mesons, while for light jets it is measured using jets with impact parameters and sec-
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Mis-tag rate for c-jets
Mis-tag rate for light jets Jet Flavour Tagging
Extrapolation outside kinematic ranges
Run-1 extrapolation for c- and light-tag
Trigger and reconstruction eciencies
Identication and isolation eciencies Light leptons
Lepton momentum scale and resolution
Data/MC disagreement
Modelling
Tracking eciency Large-R jets
Statistics of samples
tt¯H cross-section









Table 6.1: Summary of the systematics groups and their dierent components used in the analysis. The tt¯modelling
systematic uncertainties will be treated in more details in paragraph 6.2.3, since a specic study has been done for
the HF classication of the sample and the relative many dierent sources of uncertainties.
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(a) (b)
Figure 6.1: Variation of the number of events distribution depending on the systematics (±1σ) due to the uncer-
tainties related to the the JES (a) and the JER (c), in the boosted signal region for the tt¯H (with H → bb¯) process.
For the JES systematics, as an example, it is shown the variations depending on a component only.
ondary vertices consistent with a negligible or at limit negative lifetime [91]. The uncertainties associated
with these measurements are factorised into statistically independent sources, relative to b-jets, c-jets and
light jets, shown in gure 6.2a, 6.2b and 6.2c respectively. An additional uncertainty is included for the ex-
trapolation to jets outside the kinematic ranges covered by these measurements; this uncertainty should
be considered totally correlated with the other components, independently from the jet avour. Finally,
the c- and light-jet measurements, which are performed with data from Run 1, have an uncertainty on
the extrapolation to Run 2.
Lepton contribution
Uncertainties associated with leptons arise from the trigger, reconstruction, identication (see gure 6.3a),
and isolation eciencies, as well as the lepton momentum scale (see gure 6.3b) and resolution. These
are measured in data using leptons in Z → l+l− and J/ψ → l+l− events, as well as the energy and
momentum of electrons in W → eν. These uncertainties have a small impact on the results presented in
this thesis.
Large-R jets related uncertainties
Uncertainties related to the large-R jets have been derived in situ using the Rtrk procedure (using the
information from the tracks that are meatched to the considered large-R jets) and they are all parametrised
in terms of pT and mjet/pT. The overall contribution dependes on 12 separate sources, grouped below
in four categories:
• Baseline: evaluates the base dierence between data and Pythia8 generator, gure 6.4a;
• Modelling: looks at the dierence between Pythia and Herwig generators, without changing the
shower simulator, gure 6.4b;
• Tracking: calculates the uncertainties on the tracks associated to the large-R jets, used as a refer-
ence, gure 6.4c. This takes into account three dierent eects:
1 the tracking eciency and related uncertainties;
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(a) (b)
(c)
Figure 6.2: Variation of the number of events distributions depending on the systematics (±1σ) due to the uncer-
tainties related to the b- (a), c- (b) and the light-jets (c) mis-tag rate, in the boosted signal region for the tt¯H (with
H → bb¯) process. Only an example component has been chosen for each of the systematics group.
(a) (b)
Figure 6.3: Variation of the number of events distributions depending on the systematics (±1σ) due to the uncer-
tainties related to the electron identication (a) and the muon momentum scale (b), in the boosted signal region for
the tt¯H (with H → bb¯) process. Only an example component has been chosen for each of the systematics group.
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2 the tracking fake rate uncertainties;
3 the tracking q/pT bias uncertainties.
• TotalStat: the statistical uncertainty on the samples used in the steps above, both data and MC,
gure 6.4d.
The uncertainties have been dened for anti-kt (R = 1.0) reconstructed jets, which have passed the
trimming process (with fcut = 0.05 andRsub = 0.2, see Chapter 4), and across a limited kinematic spectrum
in terms of:
• pT : from 150 to 3000 GeV;
• m/pT : from 0 to 1.0;
• |η| : from 0 to 2.0.
Dierent assumptions on the correlation between the jet pT, mass, and substructure (D2/τ32) scales
(to be used since the top-tagging algorithm uses the τ32 variable) are considered, leading to a dierent
combination of the systematic uncertainties components. These assumptions are strongly case depen-
dent, therefore they should be tested to prove the specic analysis sensitivity to the correlations. Three
congurations are considered:
• strong: the pT, mass, and substructure (D2/τ32) scales are fully correlated. It results in four com-
ponents;
• medium: the pT and mass scales are fully correlated, D2 and τ32 are fully correlated, but the rst
and second pair are uncorrelated with respect to each other. It results in eight components;
• weak: the pT, mass and substructure (D2/τ32) scales are uncorrelated. It results in 12 components.
In this analysis, the medium correlation conguration has been chosen.
6.2.3 Modelling uncertainties
Signal modelling
The uncertainty on the signal modelling depends on dierent sources:
• the uncertainty on the tt¯H signal cross-section is +10%−13%, including contributions from scale
and PDF uncertainties, which are treated as uncorrelated [119]-[122];
• the uncertainties on the Higgs boson branching ratios amount to 1.2% for the bb¯ decay mode [123];
• the eect of the QCD scale choice is evaluated by varying the renormalisation and factorisation
scales up and down by a factor of two;
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(a) (b)
(c) (d)
Figure 6.4: Variation of the number of events distributions depending on the systematics (±1σ) due to the baseline
(a), modelling (b), tracking (c) and statistical (d) uncertainties related to the large-R jets, in the boosted signal region
for the tt¯H (withH → bb¯) process. Only an example component has been chosen for each of the systematics group.
tt¯+jets modelling
A number of systematic uncertainties aecting the modelling of the tt¯+jets background are considered,
summarised in table 6.2 and described below.
An uncertainty of ±6% is assumed for the inclusive tt¯ NNLO+NNLL production cross-section [125]
(gure 6.5), from the theoretical calculations on Powheg.
An uncertainty associated with the choice of NLO generator is derived by comparing two alternative
predictions, Powheg-Box and MG5_aMC, each of which is showered with Herwig++ 6.6a.
An uncertainty due to the choice of parton shower and hadronisation model is derived by comparing
the prediction from Powheg-Box interfaced either to Pythia 6 or Herwig++ 6.6b.
The tt¯+jets simulated sample is reweighted according to the NNLO calculation of the dierential
cross-section at 13 TeV [124]. As already done in the Run-1 analysis, events are reweighted in order to
reproduce both the distributions of top (or anti-top) pT and the tt¯ system. The reweighteing is performed
in a sequential way: the pT (tt¯) rst, then the pT (t). It is applied at generator level in order to make both
distributions on the inclusive tt¯ simulated sample (before any event selection) matching the normalized
dierential cross-section predictions. The comparison between the pT distribution for t, with (g. 6.7a)
and without (g. 6.7b) the sequential reweighting. The distributions are similar but in the case of no
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Systematic source How evaluated tt¯ categories
tt¯ cross-section ±6% All, correlated
NLO generator (res.) Powheg-Box+Herwig++ vs. MG5_aMC+Herwig++ All, uncorrelated
Radiation (res.) Variations of µR, µF and hdamp All, uncorrelated
PS & hadronisation (res.) Powheg-Box+Pythia6 vs. Powheg-Box+Herwig++ All, uncorrelated
NNLO top & tt¯ pT Maximum variation from any NLO prediction tt¯+≤ 1c, tt¯+light, uncorrelated
tt¯+bb¯ renorm. scale (rew.) Up or down by a factor of two tt¯+≤ 1b
tt¯+bb¯ resumm. scale (rew.) Vary µQ from HT /2 to µCMMPS tt¯+≤ 1b
tt¯+bb¯ global scales (rew.) Set µQ, µR and µF to µCMMPS tt¯+≤ 1b
tt¯+bb¯ shower recoils (rew.) Alternative model scheme tt¯+≤ 1b
tt¯+bb¯ PDF (rew.) CT10 vs. MSTW or NNPDF tt¯+≤ 1b
tt¯+bb¯ MPI Up or down by 50% tt¯+≤ 1b
tt¯+bb¯ FSR Radiation variation samples tt¯+≤ 1b
Table 6.2: Summary of the systematic uncertainties on the tt¯+jets modelling. For the tt¯+≤ 1b background, the
inclusive tt¯ sample is reweighted to a NLO tt¯+bb¯ prediction; uncertainties on the inclusive sample are labelled
residual (res.), while those on the NLO prediction are labelled reweighting (rew.).
Figure 6.5: Variation of the tt¯+≥ 1b distribution due to the tt¯ cross-section systematic uncertainty, in the boosted
signal region.
reweighting the agreement between data and MC simulations is slightly worse.
The reweighting described above is applied in the analysis only for the tt¯+light and tt¯+≤ 1c back-
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(a) (b)
Figure 6.6: Variation of the tt¯+light distribution due to the NLO generator choice (a) and variation of the tt¯+≥ 1c
distribution due to the PS and hadronization model choice (b), in the boosted signal region.
(a) (b)
Figure 6.7: Comparison between the pT distribution of the top-tagged large-R jet in the event, with (a) and without
(b) the pT and tt¯ pT reweighting.
ground components, as shown in gures 6.8a and 6.8b, since the tt¯+≤ 1b component is already corrected
to a dedicated NLO tt¯+bb¯ prediction.
All uncertainties on tt¯+jets background modelling, except the uncertainty on the inclusive cross-
section, are considered to be uncorrelated among tt¯+≥ 1b, tt¯+≥ 1c and tt¯+light.
In the case of tt¯+≥ 1b, all alternative samples described above are reweighted to the NLO Sher-
paOL prediction in the same way as the nominal, prior to evaluating the relevant uncertainty. Additional
reweighting uncertainties on the NLO prediction are considered:
• varying the renormalisation scale up and down by a factor of two, changing the functional form
of the resummation scale to µCMMPS , and adopting a global scale choice, µQ = µR = µF =
µCMMPS (see gure 6.9a);
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(a) (b)
Figure 6.8: Variation of the tt¯+light distribution due to the uncertainties related to the reweighting for the pT of
the top (or anti-top) (a) and of the tt¯ system (b), in the boosted signal region.
• two alternative PDF sets, MSTW [126] and NNPDF (see gure 6.9b), are considered, as well as an
alternative shower recoil scheme;
• separate uncertainties are applied to the tt¯+≤ 1b events not included in the SherpaOL prediction:
a 50% uncertainty is assumed on the contribution from MPI (MultiParton Interactions), based on
studies of dierent underlying event tunes, while the uncertainty on the FSR contribution is taken
from the alternative radiation samples described above.
(a) (b)
Figure 6.9: Variation of the tt¯+≥ 1b distribution due to the uncertainties related to the changed resummation scale
µCMMPS (a) and the alternative NNPDF (b), in the boosted signal region.
As shown in gure 5.4, the data overshoot the predictions in the regions with large tt¯+HF background
components, which includes all resolved and boosted signal regions. The excess is still compatible with
the prediction, given the large uncertainties associated with tt¯+HF production [128],[129]. However, such
a discrepancy could bias the tted values of the uncertainties that aect the MVA discriminant shapes.
To avoid this, the normalisation of tt¯+≤ 1b and tt¯+≤ 1c are conservatively allowed to oat freely in the
t, with no prior uncertainty applied. The shape of these distributions, and the relative normalisation of
the tt¯+≤ 1b and tt¯+≤ 1c sub-components, are constrained by the uncertainties described above.
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Other backgrounds modelling
An uncertainty of 30% is assumed for the W/Z+jets cross-section (see gures 6.10a and 6.10b), decorre-
lated among jet bins for the resolved and inclusive for the boosted channel.
An additional 30% uncertainty due to W+heavy avour jets is estimated in the resolved channel.
These uncertainties are based on variations of the scales and matching parameters in Sherpa MC.
(a) (b)
Figure 6.10: Variation of the W+jets (a) and Z+jets (b) distributions due to the uncertainties related to the relative
cross-sections, in the boosted signal region.
An asymmetric uncertainty of +5% and -4% is used on the total cross-section for single-top produc-
tion [130]-[132].
An additional uncertainty on initial and nal-state radiation is evaluated separately in a manner sim-
ilar to that used for tt¯.
A 50% normalisation uncertainty on the diboson background is used, which includes uncertainties on
the inclusive cross-section and additional jet production [134].
The uncertainty on the tt¯+V NLO cross-section prediction is established at 15% [135].
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6.3 Signal strength results
A simultaneous t of all signal and background MC simulations and of all collected data in 2015 and
2016 (corresponding to 36.5 fb−1) is performed on the discriminant distributions in the 10 control and
signal regions of both resolved and boosted channels. All the details of the adopted t procedure have
already been explained in section 5.4, while the convention of all the nuisance parameters used in the t
is explained in appendix 9.
In order to build the Likelihood function, dierent factors are needed:
• the initial model hypothesis: S+B for this analysis;
• the composition of signal and background in each control and signal region for each tted variable;
• the eects of the systematic uncertainties (see gures from 6.3a to 6.10b) for each nuisance param-
eter.
The most important free parameter of the t procedure is the signal strength µ that is left freely
oating, as the two normalization factors k(tt¯+≥ 1b) and k(tt¯+≥ 1c) that describe the contribution of
the tt¯+≥ 1b and tt¯+≥ 1c background component, respectively. They have been left oating because of
the lack of precision in the tt¯ background simulation and the consequent mis-modelling aecting the
distributions. Many other free parameters (nuisance parameters, θ) are included in the t procedure (one
for each systematics), that can vary in a bound region determined by 1σ variation at each systematic.
The minimization of the Likelihood L(µ, θ) function with respect to all its parameters provides the
best-t value of the measurement of the signal strength µ, crucial step for calculating the upper limit on
it.
6.3.1 Signal strength on an Asimov test
As a further check, before applying the t procedure to the real data, the t performance is tested with
Asimov data sets using all the same control and signal regions and the same MVA discriminants with the
signal plus background hypothesis. This test is crucial to understand any possible mis-modelling of the
dominant background contribution and problems with the systematic uncertainties implementation and
provides important information on the nal statistical uncertainty and on the sensitivity of the analysis.
The test has been performed with about 104 random realizations of pseudo-experimental data sets
(for all the signal and control regions) with the same statistics of those selected from real data. A rst
group of results, providing the capability to put stringent limits on the signal strength µ = σ(tt¯H)/σSM ,
has been obtained using the hypothesis of null signal (µ = 0). The results are shown in table 6.3, where
the median 95% CL is below 1 for the resolved and combined analyses.
Expected (µ = 0)
Median ±1σ ±2σ
Resolved-only 0.83 [0.60,1.18] [0.45,1.64]
Combined 0.83 [0.60,1.17] [0.44,1.63]
Table 6.3: Expected 95% CL upper limits on the signal strength, tting on Asimov data sets.
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A second group of test results has been obtained using the hypothesis of signal plus background
(µ = 1). The average best t values for µ are 1.0 ± 0.4 for both resolved and combined data sets. This
proves the capability of the t to converge towards the known (input) signal strength and provides an
estimation of the total uncertainty we can expect with the available data statistics and known systematic
eects: σµ = 0.4. The mean best t values (the black dots) for each parameter and their uncertainty are
shown in gures 6.11a (the so-called pull plots) and 6.11b for the resolved-only case and the combined one,
respectively. As awaited in the Asimov test, the best-t values of all the parameters are centered around
the expected position (0 or 1 depending on the specic parameter), highlighting a correct t procedure.
An eventual shift of the best-t value (“pulled” parameter) should be due to a compensation operated by
the t for some data/MC disagreements. Another important aspect is the evaluation of the uncertainty
associated to the systematic eect parameters, that in the Asimov test should be close to 1. A lower
uncertainty evidences a too large variation of that systematic with respect to the statistical power of data.
The eect on the best t value µ with respect to the top 15 nuisance parameters is shown in g-
ures 6.12a and 6.12b (the so-called ranking plot) for the resolved and the combined cases, respectively.
The normalization factor k(tt¯+≥ 1b), the NLO generator and parton shower uncertainties and the QCD
scale choice uncertainty have the largest eect on the measurement precision, in both the resolved and
combined cases. Another common aspect of the ranking plots is that the systematic uncertainty related
to the tt¯+light parton shower and hadronization choice has a very large eect before the t, while it has
been very reduced during the t procedure.
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(a) (b)
Figure 6.11: Fitted parameters (k factors, µ and nuisance parameters) using Asimov data set and signal plus back-
ground hypothesis in the resolved (a) and combined analysis (b).
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(a) (b)
Figure 6.12: Ranking of the nuisance parameters used in the t according to their eect on µˆ for the t to Asimov
data-set, for the resolved-only (a) and the combined (b) cases. The top 15 parameters are shown. The empty blue
rectangles correspond to the pre-t impact, while the lled blue ones to post-t impact. The k parameters are the
normalization factors (with respect to prediction) for the tt¯HF (b and c) components.
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6.3.2 Signal strength on the resolved analysis
The results performed by the t procedure with a signal plus background hypothesis, without any blind-
ing cut, are reported in this section for the analysis that includes only the resolved channel.
Figures 6.13 and 6.14 show the post-t HhadT and BDT distributions of data and MC simulations for
the signal and control regions, respectively. In the signal regions, the shape of the tt¯H signal (normal-




Figure 6.13: Distributions of the discriminating variables BDT output in the resolved (a), (b), (c) and boosted (d)
signal regions, after the t described below. The dotted red line represents the signal tt¯H normalized to the total
background events.
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Figure 6.14: Distributions of the discriminating variables HhadT in the resolved single-lepton control regions, after
the t described below.
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Figure 6.15 shows the event yields of data and MC background contributions, in all the signal and
control regions; after the t procedure, the uncertainty band is signicantly reduced and the data/MC
agreement is improved with respect to the pre-t situation (see gure 5.4). To facilitate the comprehension
of the gure 6.15, it has to be noted that the integrated background contribution terminates with the color
white, dicult to be distinguished by data, and that the red color of the tt¯H signal is not visible due to
the small amount of events.
Figure 6.15: Comparison of predicted and observed event yields in the resolved single-lepton channel, after the t
procedure. The tt¯ background is divided as described in Chapter 3, while the “non-tt¯” background category includes
contributions from single top, W/Z+jets and diboson. The hashed area corresponds to the total uncertainty on the
prediction, not including an uncertainty on the normalisation of tt¯+≥ 1b or tt¯+≥ 1c.
In any case, all the number of events, produced by the t procedure, for data and MC simulation
processes are reported in the tables 6.4 and 6.5, for the control and signal regions respectively.
The best-t value for each parameter and its uncertainty are shown in gure 6.16; some systematics
parameters (as, for example, tt¯+ light NNLO reweighting pT(t) and the JER) have been shifted by the t to
adjust the data/MC agreement. Other systematics parameters (as, for example, the tt¯+ light (≥ 1c) PS &
hadronization and the tt¯+ light (≥ 1c) NLO generator) present an uncertainty smaller than 1σ that results
in a decrease of the relative systematic uncertainty. This happens when the initial systematic uncertainty
is too large with respect to the data statistical error.
The eect on the best-t value µ with respect to the top 15 nuisance parameters are shown in g-
ure 6.17; some systematics, like the tt¯H QCD scale choice, the b-tagging and the tt¯ NLO generator and
PS & hadronization choice, have a large eect on the measurement precision.
The tted values of the two free-oating normalization factors are:
k(tt¯+ ≥ 1b) = 1.1+0.2−0.1
k(tt¯+ ≥ 1c) = 1.6+0.3−0.3
(6.3.1)
found to be very close to the nominal value (expected to be 1), meaning that the tt¯ distributions do
not need special adjustments during the t procedure.
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4j, 2b 4j, 3b 4j, ≥ 4b 5j, 2b 5j, 3b ≥ 6j, 2b
tt¯H (H → bb¯) 150 ± 50 90 ± 30 14 ± 4 210 ± 80 170 ± 60 350 ± 140
tt¯H (H →WW ) 39 ± 12 3 ± 1 0.01 ± 0.01 70 ± 20 5 ± 1 190 ± 70
tt¯H (H → other) 44 ± 15 4 ± 1 0.07 ± 0.03 70 ± 20 7 ± 2 150 ± 50
tt¯+light 416000 ± 10000 18000 ± 1000 50 ± 20 241000 ± 9000 13000 ± 1000 142000 ± 7000
tt¯+≥1c 44000 ± 9000 4200 ± 700 100 ± 40 45000 ± 7000 5900 ± 700 53000 ± 5000
tt¯+≥1b 13000 ± 2000 4900 ± 600 280 ± 20 12000 ± 2000 6600 ± 800 13000 ± 2000
tt¯+W 270 ± 40 16 ± 2 0.3 ± 0.1 340 ± 50 26 ± 4 520 ± 70
tt¯+Z 310 ± 40 44 ± 6 6 ± 1 390 ± 50 80 ± 10 700 ± 90
Single Top 28000 ± 2000 1400 ± 120 37 ± 7 13000 ± 1000 980 ± 90 7200 ± 700
Diboson 1400 ± 800 130 ± 80 17 ± 13 770 ± 470 40 ± 30 530 ± 330
W+jets 16000 ± 1000 790 ± 160 3 ± 2 7100 ± 800 360 ± 130 3900 ± 500
Z+jets 2900 ± 1200 160 ± 70 2 ± 1 1300 ± 500 90 ± 60 830 ± 340
t+X 94 ± 4 22 ± 1 1.8 ± 0.3 65 ± 3 12 ± 1 83 ± 5
Total 522000 ± 13000 28800 ± 1400 520 ± 50 321000 ± 1000 27000 ± 2000 222000 ± 9000
Data 521885 29417 530 321603 27419 222146
Table 6.4: Yields of the resolved control regions for each signal and background process and for data.
5j, ≥ 4b ≥ 6j, 3b ≥ 6j, ≥ 4b
tt¯H (H → bb¯) 50 ± 16 420 ± 150 190 ± 60
tt¯H (H →WW ) 0.2 ± 0.1 28 ± 8 3 ± 1
tt¯H (H → other) 0.7 ± 0.2 27 ± 8 4 ± 1
tt¯+light 190 ± 70 10000 ± 1000 140 ± 60
tt¯+≥1c 230 ± 30 9700 ± 900 640 ± 140
tt¯+≥1b 700 ± 50 9300 ± 1100 2200 ± 150
tt¯+W 0.7 ± 0.1 77 ± 11 5 ± 1
tt¯+Z 15 ± 2 200 ± 30 57 ± 8
Single Top 42 ± 8 900 ± 100 104 ± 14
Diboson 2 ± 1 80 ± 50 11 ± 7
W+jets 50 ± 30 460 ± 70 36 ± 13
Z+jets 2 ± 2 60 ± 20 6 ± 3
t+X 2.5 ± 0.4 39 ± 2 14 ± 1
Total 1300 ± 100 31300 ± 1900 3400 ± 200
Data 1235 31401 3398
Table 6.5: Yields of the resolved signal regions for each signal and background process and for data.
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The observed signal strength obtained in the resolved single lepton channel is:
µ = 1.4+0.5−0.5. (6.3.2)
A signal strength larger than 2.3 can be excluded at the 95% condence level:
µ < 2.3 @ 95% CL. (6.3.3)
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Figure 6.16: Fitted nuisance parameters using data and signal plus background hypothesis in the resolved-only
analysis.
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Figure 6.17: Ranking of the top 15 nuisance parameters used in the t according to their eect on µ for the t to
data, for the resolved-only analysis. The empty blue rectangles correspond to the pre-t impact, while the lled
blue ones to post-t impact. The k are the normalization factors (with respect to prediction) for the tt¯HF (b and c)
components.
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6.3.3 Signal strength on the combined analysis
The results obtained by the t procedure to data, with the signal plus background hypothesis, without
any blinding cut, are reported in this section for the analysis that combines both the resolved and the
boosted channels.
Figures 6.18 and 6.19 show the post-t HhadT and BDT distributions of data and MC simulations for
the control and signal regions, respectively. After the t procedure, the uncertainty band is signicantly
reduced and the data/MC agreement is better than the pre-t one (see gures 5.17 and 5.18).
(a) (b)
(c) (d)
Figure 6.18: Distributions of the discriminating variables BDT output in the resolved (a), (b), (c) and boosted (d)
signal regions, after the t described below. The dotted red line represents the signal tt¯H normalized to the total
background events.
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Figure 6.19: Distributions of the discriminating variables HhadT in the resolved single-lepton control regions, after
the t described below.
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Figure 6.20 shows the event yields of data and of background contributions, evaluated by the MC, in
all the signal and control regions after the t procedure. The last bin of the plot corresponds to the region
where the boosted events have been selected.
Figure 6.20: Comparison of predicted and observed event yields in the resolved and boosted single-lepton channels,
after the t procedure. The tt¯ background is divided as described in Chapter 3, while the “non-tt¯” background
category includes contributions from single top, W/Z+jets and diboson. The hashed area corresponds to the total
uncertainty on the prediction, not including an uncertainty on the normalisation of tt¯+≥ 1b or tt¯+≥ 1c.
The number of events, estimated by the t procedure, for data and MC simulation processes are
reported in the tables 6.6 and 6.7, for the control and signal regions respectively.
Adding the four signal regions, the tt¯H(H → bb¯) signal contains about 730 events, with an increament
of about 10% with respect to the 650 events present in the resolved analysis.
The best-t value for each parameter and its uncertainty are shown in gure 6.21; the situation is
similar to the one obtained by the resolved analysis (see gure 6.16).
The eect on the best-t value µ with respect to the top 15 nuisance parameters are shown in g-
ure 6.22; some systematics, like the tt¯H QCD scale choice, the b-tagging and the tt¯ NLO generator and PS
& hadronization choice, have a large eect on the measurement precision. Dierently from the resolved
analysis, the tt¯+≥ 1b PS & hadronization has a larger eect than the tt¯+light, which is absent in the
combined case.
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4j, 2b 4j, 3b 4j, ≥ 4b 5j, 2b 5j, 3b ≥ 6j, 2b
tt¯H (H → bb¯) 120 ± 50 70 ± 30 11 ± 4 170 ± 70 130 ± 50 290 ± 120
tt¯H (H →WW ) 30 ± 11 2 ± 1 0.02 ± 0.01 50 ± 20 4 ± 1 170 ± 60
tt¯H (H → other) 35 ± 14 3 ± 1 0.08 ± 0.03 60 ± 20 6 ± 2 130 ± 50
tt¯+light 439000 ± 6000 20700 ± 700 160 ± 30 262000 ± 5000 16200 ± 600 161000 ± 5000
tt¯+≥1c 18000 ± 6000 1600 ± 500 0 ± 6 19300 ± 5400 2300 ± 600 26000 ± 5000
tt¯+≥1b 10700 ± 1800 4000 ± 600 230 ± 20 10700 ± 1700 5700 ± 700 11900 ± 1800
tt¯+W 250 ± 30 15 ± 2 0.4 ± 0.1 340 ± 40 27 ± 4 530 ± 70
tt¯+Z 290 ± 30 40 ± 5 4 ± 1 370 ± 40 70 ± 9 690 ± 80
Single Top 28500 ± 1700 1500 ± 100 47 ± 7 14000 ± 1000 1110 ± 80 7900 ± 700
Diboson 1300 ± 600 110 ± 50 12 ± 9 800 ± 400 60 ± 30 600 ± 300
W+jets 18800 ± 1400 1110 ± 140 6 ± 2 8800 ± 800 880 ± 170 4600 ± 500
Z+jets 4700 ± 2100 200 ± 90 2 ± 1 2000 ± 1000 380 ± 190 1400 ± 600
t+X 96 ± 4 22 ± 1 2.2 ± 0.3 68 ± 3 13 ± 1 84 ± 5
Total 522000 ± 9000 29000 ± 1000 480 ± 40 319000 ± 8000 27000 ± 1000 215000 ± 7000
Data 521749 29398 530 318964 26905 214822
Table 6.6: Yields of the resolved control regions for each signal and background process and for data.
5j, ≥ 4b ≥ 6j, 3b ≥ 6j, ≥ 4b boosted 3j, 2b
tt¯H (H → bb¯) 42 ± 15 380 ± 140 170 ± 60 130 ± 50
tt¯H (H →WW ) 0.10 ± 0.04 28 ± 8 3 ± 1 18 ± 6
tt¯H (H → other) 0.5 ± 0.2 26 ± 8 4 ± 1 17 ± 6
tt¯+light 370 ± 70 14500 ± 800 400 ± 80 10100 ± 300
tt¯+≥1c 80 ± 30 4700 ± 900 400 ± 100 1600 ± 500
tt¯+≥1b 660 ± 50 9330 ± 970 2160 ± 140 2800 ± 300
tt¯+W 0.8 ± 0.1 90 ± 13 7 ± 1 80 ± 10
tt¯+Z 15 ± 2 220 ± 30 63 ± 9 151 ± 19
Single Top 64 ± 9 1190 ± 110 128 ± 14 1170 ± 90
Diboson 2 ± 1 80 ± 40 10 ± 5 70 ± 30
W+jets 10 ± 5 580 ± 80 40 ± 13 540 ± 60
Z+jets 2 ± 2 90 ± 40 9 ± 4 90 ± 40
t+X 3.1 ± 0.4 42 ± 2 15 ± 1 30 ± 2
Total 1250 ± 90 31200 ± 1500 3400 ± 200 16700 ± 700
Data 1235 31401 3398 16763
Table 6.7: Yields of the resolved and boosted signal regions for each signal and background process and for data.
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Figure 6.21: Fitted parameters (k factors, µ and nuisance parameters) using data set and signal plus background
hypothesis in the combined analysis.
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Figure 6.22: Ranking of the nuisance parameters used in the t according to their eect on µˆ for the t to data,
for the combined analysis. The top 15 parameters are shown. The empty blue rectangles correspond to the pre-t
impact, while the lled blue ones to post-t impact. The k are the normalization factors (with respect to prediction)
for the tt¯HF (b and c) components.
The tted values of the two free-oating normalization factors k(tt¯+≥1b) and k(tt¯+≥1c) are listed
in table 6.8, in comparison with the ones obtained by the resolved analysis. As shown, the values are
compatible with the expected prediction inside 1σ and 2σ for tt¯+≥1b and tt¯+≥1c, respectively.







Table 6.8: Fitted values of the free-oating normalization factors for the tt¯HF (b and c) components, for the resolved-
only and combined analyses.
The observed signal strength obtained by the t combining both the resolved and the boosted data is
µ = 1.2+0.5−0.5 (6.3.4)
as shown in gure 6.23.
A signal strength larger than 2.0 can be excluded at the 95% condence level, as seen in gure 6.24
and table 6.9, in comparison with the values obtained in the resolved analysis.
Both the resolved and the combined results are compatible with the prediction of the SM tt¯H , but
do not have enough sensitivty to exclude the null signal hypothesis. Neverthless, the addition of the
boosted channel, sensitive to a signicantly dierent kinematic region due to the higher pT , constrains
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Figure 6.23: Summary of the signal strength measurements in the resolved-only and combined channels.
Observed Expected (µ = 0)
(data) Median ±1σ ±2σ
Resolved 2.3 1.0 [0.7,1.4] [0.5,1.9]
Combined 2.0 0.9 [0.7,1.3] [0.5,1.9]
Table 6.9: Observed and expected 95% CL upper limits on the signal strength.
in a stronger way the upper limit on µ to values that are closer to the SM predictions. Another impor-
tant aspect to be noted in the combined analysis is that, despite the introduction of new reconstruction
algorithms (large-R reconstruction and top-tagging), with the consequently inclusion of new related sys-
tematic contributions, the uncertainty of the best-t value and the upper limit does not increase with
respect to the one obtained in the resolved analysis. These reasons, therefore, encourage this analysis
strategy, leading to more improvements and new renements.
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Figure 6.24: 95% CL upper limits on σtt¯H relative to the SM prediction, for the resolved and the combined analyses.
The observed limits (solid lines) are compared to the expected (median) limits under the background-only hypoth-
esis and under the signal-plus-background hypothesis assuming the SM prediction for σtt¯H and pre-t prediction
for the background. The surrounding shaded bands correspond to the 68% and 95% condence intervals around the
expected limits under the background-only hypothesis, denoted by ±1σ and ±2σ, respectively.
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6.4 Comparison with previous results
6.4.1 ATLAS results
In the ATLAS experiment, the tt¯H signal strength and its upper limit have been evaluated both in Run-1
(8 TeV) [36] and in the early Run-2 (13 TeV) [37], with an integrated luminosity of 20.3 fb−1and 13.2 fb−1,
respectively for the resolved channel only. During both the analyses, the single-lepton and the dilepton
channels have been studied individually and, at the end, combined, dierently from the approach followed
in this thesis that considers only the single-lepton channel.
Figures 6.25a and 6.25b give a summary of the results obtained in the Run-1: a signal 3.4 times larger
than predicted by the SM is excluded at 95% CL using the CLs method. The observed signal strength µ is
2.8±2.0 tting the dilepton data alone, and 1.2±1.3 tting the single-lepton data; the combined value is
1.5±1.1.
(a) (b)
Figure 6.25: (a) 95% CL upper limits on σtt¯H relative to the SM prediction, for the individual channels as well as
their combination, in the Run-1. (b) The tted values of the signal strength and their uncertainties for the individual
channels and their combination, in the Run-1. [36]
Figures 6.26a and 6.26b give a summary of the results obtained in the Run-2: a signal larger than 4.0
can be excluded at the 95% condence level. The observed signal strength µ is 4.6+2.9−2.3 tting the dilepton
data alone, and 1.6+1.1−1.1 tting the single-lepton data; the combined value is 2.1
+1.0
−0.9.
In both the Run-1 and the Run-2 analysis, the combination of the two channels provides a more sensi-
tive exclusion limit, even if the uncertainties (both statistical and systematics) eect on the measurement
precision has not been signicanlty improved. This is due to some systematic uncertainty sources (for
example tt¯+≥ 1b background modelling) that aect the measurement in both Run-1 and Run-2 analyses
and the same strategy used in the analysis.
Comparing these two results with the one reported in this thesis, corresponding to a luminosity of
36.5 fb−1(gure 6.24), it is evident that the exclusion limit is much more sensitive. In fact, the last result
provides a limit that is outside the 95% CL band, dierently with respect to the two previous limits,
which are still inside the band. Moreover, the uncertainty on the measurement precision (gure 6.23) is
almost a factor 2 better than the early Run-2 result (and consequently also the Run-1 value). This eect
is principally due to the increase of a factor 3 of the statistics (with respect to the Run-2 result).
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(a) (b)
Figure 6.26: (a) 95% CL upper limits on σtt¯H relative to the SM prediction, for the individual channels as well as
their combination, in the Run-2. (b) The tted values of the signal strength and their uncertainties for the individual
channels and their combination, in the Run-2. [37]
6.4.2 CMS results
The results of the search for the associated production tt¯H in proton-proton collisions at a center-of-mass
energy of
√
s = 13 TeV have been provided also by the CMS collaboration, with data corresponding to
an integrated luminosity of 12.9 fb−1 [136]. Since the studied channel is the same as the resolved one, it
is very important to compare two totally independent measurements of the same observables (the upper
limit and the best-t of the signal strength).
Moreover, it is important to compare two parallel measurements, obtained through dierent analysis
strategies, looking at the similarities and the dierences between the two processes. In order to increase
the sensitivity of the search, in both ATLAS and CMS analyses, the selected events are split into several
categories with dierent expected signal and background rates. Dierently, CMS has only four regions
for the single-lepton channel and three for the dilepton one. In the CMS analysis, the BDT method has
been used to separate events in a low-BDT and a high-BDT categories; in each sub-categories the Matrix
Element Method (MEM) has been used as the nal discriminant in the t procedure.
Another important dierence between the two analyses is that the CMS Collaboration used the same
tt¯H and tt¯ MC simulation samples but with a new specic tuning in order to improve the data/MC
agreement for the jet multiplicity. Since tt¯H events typically show a high jet multiplicity, this helps in
reducing the background mismodelling which has a very strong eect on the ATLAS result (especially
the eect related to the tt¯+≥ 1b component).
A combined t of the discriminant distributions in all categories results in an observed (expected)
upper limit of µ < 1.5 (1.7) at the 95% condence level, as shown in gure 6.27a. A best t value of µ =
-0.19+0.45−0.44(stat.)
+0.66
−0.68(syst.), shown in gure 6.27b.
The results obtained in this thesis are below the CMS upper limit and compatible within 2 σ from the
CMS point value which sits in the unphysical region (µ < 0).
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(a) (b)
Figure 6.27: (a) Median expected and observed 95% CL upper limits on µ. The expected limits are displayed together
with±1σ and±2σ condence intervals. Also shown are the limits in case of an injected signal of µ = 1. (b) Best-t
values of the signal strength modiers µ with their ±1σ condence intervals, also split into their statistical and
systematic components. [136]
6.5 Future perspectives
The strength of the Yukawa interaction between the top quark and the Higgs boson has played a funda-
mental role in the recent discovery of the Higgs boson. Thanks to its large value, the Higgs production
in gluon fusion (ggF), which mostly proceeds through a top-quark loop in the SM (see section 1.3.3), has
already provided the necessary statistics for a discovery with a modest integrated luminosity acquired
during the Run-1 of LHC. For this reason, it is crucial to set the best determination of the upper limit on the
strength of the Yukawa interaction (µtt¯H ) in the whole kinematic range (including resolved and boosted
regions) as performed in this thesis. Beyond the evaluation of the strength, it is fundamental to determine
the structure and the properties of such interaction, in particular whether the Higgs-top-quark coupling
is CP violating, i.e. the Higgs interacts with quarks and leptons through a scalar or pseudoscalar coupling.
This is equivalent to test if the Higgs boson is a scalar particle 0+ as predicted by the SM (and in this case
the Higgs-top-quark coupling is not CP violating), or if it is a pseudo-scalar 0− or a mixed 0± boson. In
this context, it is important to stress that so far all experimental determinations of the Higgs CP proper-
ties [137]-[139] have been obtained from the H → V V → 4l decay mode and therefore only constrain
the HV V interactions. The determination of the CP properties of the top-quark Yukawa interaction is
dicult because, there is no decay mode of the Higgs to or through top quarks that can be eectively
studied at the LHC and consequently only Higgs production can be considered. In addition, even if dif-
ferent couplings (either scalar, pseudoscalar or mixed) have an impact on the production rates [140] and
can also be bound by indirect measurements [141], only specially designed observables can provide direct
evidence of CP-violating eects at hadron colliders. In the tt¯H channel, the information on the CP nature
of the top-quark coupling is encoded in the correlations between the top-antitop decay products. For this
reason, the tt¯H production plays a crucial role in the study of the CP nature of the Yukawa coupling. It
is interesting to compare low- and high-pT regimes because some CP-sensitive variables have dierent
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dependence on the pT of the Higgs particle. Jet substructure variables and boosted techniques can help
in this eort.
The production of a Higgs-like spin-0 particle (X0) with CP-mixed coupling to the top quark, in gluon-
gluon fusion and in association with a top-quark pair has been simulated in a aMC@NLO framework,
including parton-shower eects [142]. In table 6.10 the total tt¯X0 cross section at NLO is reported for
the three dierent CP states; the production rate for the pseudoscalar case is unequivocally larger than
that for the scalar case. Such a dierence is proportional to the top-quark mass, as the amplitudes for the
scalar and pseudoscalar interactions are identical in the limit where the Yukawa coupling is kept constant
and the quark mass is neglected. Also for this reason it is clear that a precise determination of the tt¯H
cross section could give important information on the Higgs parity.




Table 6.10: NLO cross-sections for tt¯+X0 at the 13 TeV LHC, for the three dierent CP scenarios. The quoted errors
contain the fractional scale (left) and PDF (+αS) (right) uncertainties.
The dierential cross sections for tt¯X0 production at the 13-TeV LHC as a function of the transverse
momentum of the resonance pT(X0) is shown in gure 6.28. The dierence between the various scenar-
ios is signicant in the low-pT region, while the high-pT tail of the distributions, featuring exactly the
same shape, are not sensitive to the CP mixing. The nal experimental answer on which CP state better
describes the prediction will arrive only when the acquired statistics will allow the determination of the
tt¯H dierential cross section. At the moment a preliminary result can be reached by evaluating the tt¯H
cross section in a low and in a high pT range of the Higgs (that is in the resolved and in the boosted
regimes), measuring their ratio (which is independent by global underestimation or overestimation of the
cross section) and evaluating which one better ts the expectation. This underlines the importance of
the boosted analyses presented in this thesis regarding the study of the properties of the Higgs-top-quark
coupling.
Many dierent CP-sensitive observables has been studied theoretically [142] to check if they are also
sensitive to the boosted regimes, as shown in gures 6.29a and 6.29b. Compared to the SM, a CP-odd X0
tends to be produced more centrally, while the accompanying top quarks are more forward. The most
sensitive distribution to CP mixing is the rapidity dierence between the top and antitop ∆η(t, t¯) ≡
η(t)−η(t¯). This observable is hardly aected by the pT (X0)> 200 GeV cut, thus the correlations among
the top-antitop decay products provide a good CP-discriminating power also in the boosted regime. This
provides another good motivation for a future study using the boosted technique.
Many other interesting future developments of this research are possible. Future data, to be acquired
in the next years, corresponding to an integrated luminosity 150 fb−1at the end of 2018 and 300 fb−1at
the end of 2023 (see Chapter 2), will allow to verify the most recent theoretical predictions like the QCD
corrections at NLO to the tt¯H cross-section [143].
With a very high integrated luminosity (3000 fb−1 or, at least, 300 fb−1) it will be possible to probe
the Higgs self coupling via a single Higgs production, looking at the trilinear Higgs self coupling that
is an alternative to the direct measurement of Higgs pair production total cross sections and dierential
179
Signal strength measurement Future perspectives
Figure 6.28: Distribution of the transverse momentum of X0 in at pp→ tt¯X0 the 13 TeV LHC. [142]
(a) (b)
Figure 6.29: Shape comparisons of normalized distributions for the pp → tt¯X0 process without cuts (top), while
with the pT(X0) > 200 GeV cut (bottom).
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distributions [144]. In this study, it has been shown that the tt¯H production poses strong constraints
on the coupling parameters and can allow to determine them with high precision. For this reason, this
could be a possible future development after at least 300 fb−1 luminosity of collected data by LHC, since
the theoretical calculations require ∼ 10% (or less) uncertainty on the measurement. As shown in this
chapter, increasing the luminosity to 36.5 fb−1 important improvements have been reached with respect




The production of a Higgs boson in association with a top quark pair has a particular importance among
the main Higgs boson production modes. At LHC, the pp→ tt¯H+X cross section is predicted to increase
with respect to the centre-of-mass energy of the pp collision faster than other Higgs production channels.
This allows a better determination of its signal strength (µ = σobs/σtt¯HSM ) or a lower value of its upper
limit with respect to the previous data taking at 8 TeV. The tt¯H production is the only channel that allows
a direct measurement of the quark top-Higgs Yukawa coupling (expected to be close to one), allowing to
test the SM prediction and to constrain models on new physics phenomena in particle interactions. The
determination of the tt¯H production cross section is also essential in the understanding of the dynamics
of the Higgs boson and its intrinsic characteristics. For example, recent theoretical calculations foresee
a dependence of the tt¯H production cross-section, evaluated in dierent kinematic ranges, on the Higgs
CP state or (tt¯)−H coupling.
The measurements of the tt¯H signal strength and its upper limit at a center-of-mass energy of pp
collision of 13 TeV are presented in this thesis. The pp data collected in 2015 and 2016 with the ATLAS
detector, corresponding to an integrated luminosity of 36.5 fb−1 have been submitted to a detailed anal-
ysis in search for this reaction. The analysis focuses on the tt¯H channel in which the Higgs boson decays
in a pair of b quarks and the tt¯ system decays semileptonically (tt¯→ lνbqq¯′ b¯).
The tt¯H signal strength and its upper limit have been measured using two dierent analysis ap-
proaches. In the rst (namely “resolved”) the procedure used in the previous published papers is applied,
through standard identication and reconstruction algorithms. In the second (namely “combined”), the
events are separated in two exclusive regimes, including events containing the hadronically decaying top
quark with a low transverse momentum (pT < 250 GeV) and the boosted one with the opposite require-
ment. The decay products of the boosted particles are almost totally collimated, with an overlapping
of the decay jets. In this situation, the standard jet reconstruction algorithms loose their eciency and
new innovative techniques are needed. The boosted techniques are widely used in this analysis, including
the substructure determination of the objects (the “large-R jets”) for tagging purposes. Classication and
selection tools have been specically developed and made available to the ATLAS collaboration: tagging
techniques and their optimization for the boosted hadronic top and the application for the boosted Higgs
boson. The low signal to noise ratio observed in these channels required the use and development of
advanced statistical tools such as the MVA analysis and tting tools to extract the signal strength value
or upper limit. Therefore, particular attention has been paid in optimizing the selection criterias and in
the evaluation of the systematic uncertainties.
The nal results on the signal strength and on its upper limit in the resolved analysis are:
µres = 1.4± 0.5 and µres < 2.3 at 95% CL .
In the combined analysis (resolved and boosted sample, with no events in common), the results are:
µcombined = 1.2± 0.5 and µcombined < 2.0 at 95% CL .
Both the resolved and the combined results are compatible with the prediction of the SM (µ = 1). Neverth-
less, the addition of the boosted channel, sensitive to a signicantly dierent kinematic region, constrains
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in a stronger way the µ upper limit to values that are closer to the SM predictions. This underlines the
importance to include the boosted regime in the analysis, to provide encouraging improvements in the
limit on the signal strength measurement.
The knowledge, experience and tools developed during this study will allow at the end of 2018, when
the LHC is expected to record an integrated luminosity of 300 fb−1, more detailed studies on the tt¯H
production mechanism. At that time it will also be possible to perform the rst studies of dierential
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A Upgrade of the ATLAS Muon Barrel Trigger
The current ATLAS muon trigger in the barrel region is based on three layers of RPC (Resistive Plate
Chambers, see gure 2.17), two in the middle station (RPC1 and RPC2) and one in the outer station (RPC3).
Each chamber consists of two sensitive gas layers, read out by orthogonal η and φ strips. Actually the
trigger for single high-pT muons is issued when hits are found in coincidence in all three stations in both
η and φ views. During Run-1, the system has demonstrated high selectivity and high reliability [145], but
it has suered from limited redundancy, because of any eciency loss in one of the three layers turned out
as an important reduction of the nal trigger eciency. The three-layers coincidence limits the trigger
acceptance to the regions with full coverage by all the three layers, which corresponds to only 73% for
|η| < 1.05 (the barrel region covered by the RPC). The main sources of acceptance losses are the presence
in the middle layer of RPC of the barrel toroid ribs and the hole for the calorimeter services around |η| =
0.
The ATLAS RPC have been certied for 10 years of operation at a peak luminosity of 1034 cm−2 s−1
and for an integrated charge up to 0.3 C/cm2, corresponding to a counting rate of 100 Hz/cm2 [146], which
is the design limit rate. At the High Luminosity LHC (HL-LHC), the so-called Phase-2 (the run period from
2026), the expected rates for the chambers will reach up to 340 Hz/cm2 [147]. The RPC system will run
for 25 years instead of 10, absorbing an integrated dose that exceeds the design specications by a factor
three, but the estimations foresee, even in this case, a stable overall performance of the chambers. The
ATLAS muon collaboration proposes an upgrade of the system by installing another inner layer (RPC0),
g. A.1, of a new generation RPCs during the LHC shutdown (LS3), foreseen from 2023 to 2026; this will
increase the system redundancy in the |η| < 1.05 region and will allow operation with better eciency
and selectivity. The insertion of this new layer will increase the total geometrical acceptance in the barrel
region from 73% to 90% and will improve the resolution of the muon momentum. The trigger electronics
will be upgraded to operate at a design peak luminosity larger from 5 to 10 × 1034 cm−2 s−1 and at a
bunch crossing rate of 40 MHz (the Phase-2 condition).
My contribution to this study [148] concerns the performance evaluation of dierent trigger settings
after the insertion of this new layer with the HL-LHC experimental setup conguration.
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Figure A.1: Scheme of the upgrade of the Muon Spectrometer for the Phase-2. The inner layer, RPC0, is the red one
under the inner MDT chamber in the barrel region.
A.1 Upgrade motivations
RPC trigger coverage
The studied triggers are of two types:
• low-pT trigger : requires the coincidence between the hits on RPC1 and RPC2 and pT > 10 GeV of
the muon candidates;
• high-pT trigger : requires the coincidence between the hits on RPC1 and RPC2 and RPC3 and pT >
11 GeV of the muon candidates.
The actual high-pT trigger geometrical coverage is limited to 73% because of the ATLAS toroid meccha-
nical support structure, as shown in all η-φ regions in gure A.2a. In part (b) of the same gure, the
projection η (integrating on φ) of both low- and high-pT trigger is shown, using real (2012 data) and sim-
ulated muons. The main ineciencies are in the Barrel Medium region (the Medium chambers in 6< z <
8 m, see g. A.1), because of the toroid ribs, and in the “feet” regions (0.3 < η < 0.65 and φ = 240◦ and
300◦), where the detector support structure (“feet”) are present.
RPC trigger rates and extrapolations
Several studies are made to estimate the RPC trigger rates in the Phase-2 conditions and to test the RPCs
aging issue [146]. The gure A.3a shows the high-pT trigger (with a further request of pT > 20 GeV)
rate as a function of the instantaneous luminosity using 2012 data. The total rate ranges from 200 to 600
Hz, with a constant percentage of fake around 15%, due to secondary particles, like protons produced in
dense materials as the magnets. The gure A.3b shows, for each η-φ region of the RPC, the hit rate per
cm2 extrapolated to the Phase-2 condition, meaning luminosity of 7.5 ×1034 cm−2 s−1 and a center of
mass energy of 14 TeV. In the region of large η inside the RPC coverage, the average trigger rate is > 200
Hz/cm2, above a factor 2 over the design limit xed, as already anticipated, at 100 Hz/cm2.
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(a)
(b)
Figure A.2: RPC trigger eciency: a) eciency map of the high-pT trigger, evaluated with real data, and b) eciency
as a function of η for both low- and high-pT trigger [149]. The RPC system covers only the |η| < 1.05 region.
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(a)
(b)
Figure A.3: high-pT trigger rates: (a) using 2012 data [150] and (b) extrapolating to the Phase-2 condition with a
peak luminosity of L= 7.5×1034 cm−2 s−1. The plot shows rates in Hz/cm2 as a function of the φ sector and of the
station number along z [147].
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A.2 RPC trigger upgrade proposal for Phase-2
The insertion of a new RPC inner layer could allow to increase the current detector eciency up to 90%.
The proposal is to have four concentric RPC chambers (RPC0, RPC1, RPC2 and RPC3), for a total of nine
or ten layers (at the moment RPC0 is not decided to be composed of three or four layers yet). The system
redundancy will help to face with the high RPC hit rates foreseen with the HL-LHC. In this condition,
the trigger can be performed using a 2/4 majority (the coincidence of at least two hit layers between the
four RPCs) and 3/4 (the coincidence of at least three hit layers between the four RPCs). The rst one is
more robust than the other one, especially in case of RPC ineciencies. The probability to record at least
one hit in at least one of the two strip panels (η or φ) will be consistently reduced without aecting the
trigger eciency. In this new conguration, the trigger robustness is increased and the longer lever arm
allows for a sharper momentum threshold for identied muon tracks.
Trigger study and analysis strategy
The aim of the study is the comparison between dierent RPC trigger requirements (see gure A.4) in
order to estimate the acceptances and the rates in a Phase-2 condition in terms of luminosity and of
detector layout.
Figure A.4: Dierent RPC trigger congurations. The rst conguration (rst column), low-pT trigger, requiring
a coincidence amongst hits on RPC1 and on RPC2 with a reconstructed momentum pT > 10 GeV of the muon
candidates; the second (second column), high-pT trigger, requires a coincidence amongst hits on two chambers
(RPC1, RPC2) and on RPC3 with a reconstructed momentum pT > 11 GeV of the muon candidates; the third (third
and fourth columns) is the Phase-2 trigger that requires the coincidence of any three layers of the four RPCs.
The study concerns the comparison between old congurations (including only the RPC1, RPC2 and
RPC3 layers) and new ones, including the RPC0. Three dierent trigger congurations have been simu-
lated for the Phase-2 condition:
• Phase-2 trigger : requires the coincidence of any three layers of the four RPCs and pT > 20 GeV of
the muon candidates (third and fourth column of g. A.4);
• Phase-2 trigger test1: requires the coincidence of RPC0 and three hit layers of RPC1, RPC2 and RPC3,
and pT > 20 GeV of the muon candidates;
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• Phase-2 trigger test2: requires the coincidence of RPC0 and the coincidence on RPC1+RPC2 and the
coincidence of RPC3, and pT > 20 GeV of the muon candidates;
The trigger acceptance has been evaluated simulating events of single muons with pT = 25 GeV and
|η| < 1.05 (in order to be above all the pT trigger thresholds and inside the RPC coverage). At the moment,
the RPC0 is simulated using the signal coming from the MDT chambers in the Barrel Inner region (see
g. A.1). The muon reconstruction has been obtained requiring a ∆η ≤ 0.016 in the association between
the RPC hits and the MDT segments. The algorithm reconstructs the space point (which indicates a
possible muon candidate) looking at the intersection between one strip η and one strip φ in each layer;
the best muon candidate has been chosen as the one with the highest number of hits, as shown in g. A.5.
Figure A.5: Example of the hits of a reconstructed muon candidate (in green) in a single event. The algorithm
searches for the intersection between the strip η and the strip φ with the highest number of hits from each RPC
layer.
Trigger acceptance
For a proper understanding of the trigger eciencies in dierent conditions, it is needed to disentangle
the eects of the RPC hit eciencies from the algorithms chosen for dening the trigger. In these studies,
all the RPC hit eciencies are assumed equal. The trigger eciencies evaluated at 100% hit eciency is
therefore geometrical and it will be called here shortly "trigger acceptance".
The comparison of the trigger eciency of the high-pT trigger and the Phase-2 trigger has been ob-
tained as a function of the RPC hit eciency and shown in g. A.6. The high-pT trigger eciency increases
signicantly from 44.2%, with an 70% hit eciency, to 73%, with a 100% hit eciency, while the Phase-2
trigger shows an eciency already high of 76.7%, with the 70% hit eciency, that further increases to
90% when the RPCs are totally ecient. The trigger acceptance map for the high-pT trigger and Phase-2
trigger is shown in g. A.7a and g. A.7b, respectively. The trigger acceptance (trigger eciency at 100%
hit eciency) improvement is due to the insertion of the RPC0, that allows to trigger events without
requiring the coincidence of all the RPCs.
The trigger eciency as a function of RPC hit eciency has been calculated also for other trigger
congurations, with and wthout the RPC0, in the Phase-2 condition and reported in the table A.1.
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Figure A.6: Trigger eciency of the high-pT trigger and Phase-2 trigger as a function of the RPC hit eciency.
RPC requirements Trigger Trigger eciency (%)
70% e. 80% e. 90% e. 100% e.
3/4 (RPC1+RPC2) low-pT trigger 51.1 64.7 76.0 81.8
3/4 (RPC1+RPC2) AND 1/2 (RPC3) high-pT trigger 44.2 58.8 71.6 73.0
1/2 (RPC1) AND 1/2 (RPC2) AND 1/2 (RPC3) Run-1 trigger test1 57.6 67.7 75.2 78.0
2/4 (RPC1+RPC2) AND 1/2 (RPC3) Run-1 trigger test2 67.2 76.1 82.3 85.2
4/6 (RPC1+RPC2+RPC3) Run-1 trigger test3 58.6 72.7 83.0 88.1
3/6 (RPC1+RPC2+RPC3) Run-1 trigger test4 79.2 85.7 89.0 89.9
any 3 out of 4 stations (all RPCs) Phase-2 trigger 76.7 83.9 87.6 90.0
RPC0 AND 3/6 (RPC1+RPC2+RPC3) Phase-2 trigger test1 73.2 79.3 82.2 84.9
RPC0 AND (RPC1 OR RPC2) AND RPC3 Phase-2 trigger test2 66.7 73.9 78.1 81.3
Table A.1: Trigger eciencies and acceptances (last column) of nine dierent trigger requirements studied. In the
rst six rows tests on the trigger conguration using only RPC1, RPC2 and RPC3 are presented, instead in the last
three rows the Phase-2 conguration is shown. The RPC hit eciency varies from 70% to 100%.
Trigger rate estimations
The rates estimation is performed using the run 216432, acquired in December 2012 with a bunch crossing
(BC) every 25 ns and short bunch trains. The run peak luminosity was 4.5×1032 cm−2 s−1 with a µ
mean value of 7.5. The aim of this study is to estimate the trigger rate extrapolating to the Phase-2
condition, meaning a peak luminosity of 5×1034 cm−2 s−1, an inelastic cross section σinel = 80 mb and
192
Upgrade of the ATLAS Muon Barrel Trigger Appendix
(a)
(b)
Figure A.7: Trigger acceptance for (a) high-pT trigger in Run-1 condition and (b) the Phase-2 trigger in Phase-2
condition [151].
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a bunch crossing frequency f = 40 MHz. Since the mean value of the number of interactions per BC is
< µ >= Lσinel/f , the Phase-2 require a < µ >' 150. Two kinds of dataset are used: the ZeroBias
sample, in which are collected all the collision BCs, and the Empty one, containing only the empty BCs
of the run.
In order to reproduce a < µ >' 150, an Overlaid dataset has been created overlapping to each event
20 random events, containing 7.5 collisions each, from the ZeroBias BCs datasets and 150 random triggers
from the Empty BCs to reproduce the cavern background (see g. A.8).
Figure A.8: Distribution of the event BCid in the dataset of run 216432 in which each event is overlaid with 20
random ZeroBias events and 150 random Empty events, to reproduce the Phase-2 condition.
For this rate estimation two specic options are used:
• the number of the MDT hits is chosen to be at least four to be similar to the RPC ones;
• in the MDT-RPC association, the muon candidate is choosen in a |∆η| ≤ 0.01 region (the obtained
results are completely compatible with the ones obtained with |∆η| ≤ 0.016).
As shown in gure A.9, the Phase-2 trigger (seventh bin), shows a much higher rate with respect to the
high-pT trigger (second bin), at a level that will be unmanageable by the TDAQ system. The present
study aims to keep a similar rate of Run-1, by a proper selection of the most interesting muon tracks.
The high rate mostly derives from low-pT tracks in RPC0, RPC1 and RPC2 and this component could be
reduced with a ∆η optimization between the hits-segments association in the muon reconstruction. It is
important to underline that in the Run-1 condition (without RPC0), the triggers with higher acceptance
(> 85%, relatively to Run-1 trigger test 1-4 of table A.2) have an acceptance similar to the Phase-2 trigger
conguration but with a higher rate from a factor 5 to 25 and are not acceptable in sight of the HL-LHC.
In order to decrease the still high rate of the Phase-2 trigger, two new congurations (Phase-2 trigger test1
and Phase-2 trigger test2, previously dened) requiring more stringent coincidence between the RPCs have
been tested. The result (see table A.2) conrms the lower rate especially for the Phase-2 trigger test2 that
shows a rate decrease by about a factor three and a lower acceptance of only ∼ 10% with respect to the
Phase-2 trigger.
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Figure A.9: Muon trigger rates expected in Phase-2 for the 9 dierent studied congurations, calculated for an
Overlaid dataset as described above and for a dataset with ZeroBias overlaid events and no Empty triggers. The
second bin represents the present high-pT trigger, while the seventh is the Phase-2 trigger.
RPC requirements Trigger Total acceptance (%) Overlay20 Overlay20+150Empty
Rate (kHz) Rate (kHz)
3/4(RPC1+RPC2) low-pT trigger 81.8 373.2 461.2
3/4(RPC1+RPC2) AND 1/2(RPC3) high-pT trigger 73.0 9.3 15.9
1/2(RPC1) AND 1/2(RPC2) AND 1/2(RPC3) Run-1 trigger test1 78.0 11.2 19.8
2/4(RPC1+RPC2) AND 1/2(RPC3) Run-1 trigger test2 85.2 102.6 211.1
4/6(RPC1+RPC2+RPC3) Run-1 trigger test3 88.1 179.3 199.2
3/6(RPC1+RPC2+RPC3) Run-1 trigger test4 89.9 635.9 1069.3
any 3 out of 4 stations (all RPCs) Phase-2 trigger 90.0 30.4 39.0
RPC0 AND 3/6(RPC1+RPC2+RPC3) Phase-2 trigger test1 84.9 25.8 27.8
RPC0 AND (RPC1 OR RPC2) AND RPC3 Phase-2 trigger test2 81.3 7.3 9.3
Table A.2: Muon trigger rates and trigger acceptances for the 9 dierent studied congurations. The RPC hit
eciency for this table is 100%. Two kind of samples are used: one with events obtained by overlaying 20 random
collision BCs events per each event; the other sample is obtained by overlaying 20 random collision BCs and 150
empty events per each event of the le.
A.3 Conclusions
The insertion of a new RPC inner layer in the inner barrel region (RPC0) has been studied as a proposal for
the Phase-2 upgrade of the ATLAS detector. This new generation PRC chamber will be installed during
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the LHC shutdown, foreseen for the year 2023 till 2026, to increase the system redundancy and to allow
operation with better eciency and selectivity during the HL-LHC phase.
Preliminary results on the acceptances and rates estimations in a Phase-2 experimental setup have
been evaluated using the segments from the MDT chambers as the hits of the RPC0.
The study demonstrates the acceptance improvement, passing from a 73%, obtained with the current
high-pT trigger, to 90%, with the Phase-2 trigger requirement that includes the RPC0.
The estimated rate grows from ∼ 15 kHz, with the high-pT trigger, to ∼ 40 kHz, with the Phase-2
trigger, a rate not acceptable in sight of the Phase-2 condition. For this reason, dierent trigger require-
ments for the Phase-2 are being studied obtaining a lower rate by a factor three with a loss of only 10%
of acceptance, that provides a good hint for the future steps.
This study is preliminary and the rate estimation needs a proper RPC0 simulation (instead of using
the MDT segments) and a precise optimization of the muon candidate reconstruction. The estimated rate
is just an upper limit of the Phase-2 rates.
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B Data/MC comparison plots
In this appendix, more plots of the data/MC agreement are shown. The disturbutions are chosen according
to the importance of the variable in the analysis. The most of them have been used for the MVA analysis
studies as a potential set of discriminating variables.
All the distributions show shapes and systematics bands without any modications due to the t
procedure.
(a) (b)
Figure B.1: Distributions of the HT variable, dened as the scalar sum of the pT of all the small-R jets (a) or of the
pT of all the small-R jets outside the top-tagged large-R jet (b) in the event, for MC and data.
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(a) (b)
Figure B.2: Distributions of the number of large-R jets (a) and of top-tagged large-R jets (b) in the event, for MC
and data.
(a) (b)
Figure B.3: Distributions of the number of small-R jets with pT> 40 GeV (a) and the number of small-R jets outside
any top-tagged large-R jet with pT> 40 GeV (b) in the event, for MC and data.
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(a) (b)
Figure B.4: Distributions of the
√
d12 (a) and τ21 (b) of large-R jets in the event, for MC and data.
(a) (b)
Figure B.5: Distributions of the pT (a) and mass (b) of top-tagged large-R jets in the event, for MC and data.
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(a) (b)
(c)
Figure B.6: Distributions of the pT (a), η (b) and b-tagging discriminator variable MV2C10 (c) of b-tagged small-R
jets in the event, for MC and data.
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(a) (b)
(c) (d)
Figure B.7: Distributions of the ∆Rminbb (a), ∆Rmin(add)bb (b), ∆R
avg
top(add)j (c) and ∆R
avg
top(add)b (d) variables, for MC
and data. For the specic denition of all these variables, used in the MVA process, see Chapter 5.
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(a) (b)
(c) (d)
Figure B.8: Distributions of the mmaxbb (a), mH(add)bb (b), mH(add)bj (c) and mH(add)jj (d) variables, for MC and data.
For the specic denition of all these variables, used in the MVA process, see Chapter 5.
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C Naming of the nuisance parameters
Free-oating normalisation factors:
• µtt¯H : signal strenght for tt¯H , the parameter of interest in the t;
• k(tt¯+≥ 1b): normalisation of the tt¯+≥ 1b background component;
• k(tt¯+≥ 1c): normalisation of the tt¯+≥ 1c background component.
Signal modelling uncertainties:
• XS tt¯H QCD: signal cross-section uncertainty from scale variations;
• XS tt¯H PDF: signal cross-section uncertainty from PDF choice;
• tt¯H PS & hadronisation: derived comparing tt¯H generated with MG5_aMC + Herwig++ and
MG5_aMC + Pythia 8;
• BR(H → bb¯): uncertainty on the Higgs decay rate to bb¯;
• BR(H →WW ): uncertainty on the Higgs decay rate to WW ;
• BR(H → ττ ): uncertainty on the Higgs decay rate to ττ ;
• BR(H → other): uncertainty on the Higgs decay rate to other nal states;
• tt¯H scale choice (acceptance): derived from the tt¯H scale variation weights inside the MG5_aMC
+ Pythia 8 sample, keeing only the acceptance eect and removing the cross-section eect (i.e
normalising to the same cross section as the nominal signal template).
tt¯ background modelling uncertainties:
• XS tt¯ (inclusive): total tt¯ cross-section uncertainty (±6%);
• tt¯+≥ 1b scale choice: uncertainty on the scale choice on tt¯+≥ 1b reweighting, derived varying the
default renormalisation scale by a factor of two up and down;
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• tt¯+≥ 1b global scale: uncertainty on the global scale on tt¯+≥ 1b reweighting, derived using an
aternative softer scale for both factorisation and resummation scales;
• tt¯+≥ 1b Q CMMPS: uncertainty on the scale choice on tt¯+≥ 1b reweighting, derived using an
alternative softer scale only for the resummation scale;
• tt¯+≥ 1b shower recoil scheme: uncertainty from the shower recoil scheme in the tt¯+≥ 1b reweight-
ing;
• tt¯+≥ 1b MSTW PDF: one of the two uncertainties from PDF choice on tt¯+≥ 1b reweighting;
• tt¯+≥ 1b NNPDF: one of the two uncertainties from PDF choice on tt¯+≥ 1b reweighting;
• tt¯+≥ 1bMPI: uncertainty on the normalisation of the tt¯+≥ 1b category from multi-parton-interactions
(taken as Âś50%);
• tt¯+≥ 1b UE modelling: uncertainty on the modelling of the underliying event;
• tt¯+≥ 1b NLO generator (reweighting): derived comparing the nominal tt¯+≥ 1b reweighted to
MG5_aMC + Pythia 8 ME prediction, symmetrised
• tt¯+≥ 1b PS & hadronisation (reweighting): derived comparing the nominal tt¯+≥ 1b reweighted to
MG5_aMC + Herwig++ and to MG5_aMC + Pythia 8 ME prediction, symmetrised;
• tt¯+light PS & hadronisation: derived comparing tt¯+light generated with Powheg-Box + Pythia 6
and Powheg-Box + Herwig++, both fast simulation, after reweighting each sample to the NNLO
predictions in pT(tt¯) and pT(t), symmetrised;
• tt¯+light NLO generator: derived comparing tt¯+light generated with MG5_aMC + Herwig++ and
Powheg-Box + Herwig++, both fast simulation, after reweighting each sample to the NNLO pre-
dictions in pT(tt¯) and pT(t), symmetrised;
• tt¯+≥ 1c PS & hadronisation: derived comparing tt¯+≥ 1c+light generated with Powheg-Box +
Pythia 6 and Powheg-Box + Herwig++, both fast simulation, after reweighting each sample to the
NNLO predictions in pT(tt¯) and pT(t), symmetrised;
• tt¯+≥ 1c NLO generator: derived comparing tt¯+≥ 1c+light generated with MG5_aMC + Herwig++
and Powheg-Box + Herwig++, both fast simulation, after reweighting each sample to the NNLO
predictions in pT(tt¯) and pT(t), symmetrised;
• tt¯+light NNLO reweighting pT(t): uncertainty on the pT(t) reweighting for the tt¯+light component,
derived reweighting pT(t) to the distribution in the “radHi” sample instead of to the NNLO one,
symmetrised;
• tt¯+light NNLO reweighting pT(tt¯): uncertainty on the pT(tt¯) reweighting for the tt¯+light compo-
nent, derived reweighting pT(tt¯) to the distribution in the Powheg-Box + Herwig++ sample instead
of to the NNLO one, symmetrised;
• tt¯+≥ 1cNNLO reweighting pT(t): uncertainty on the pT(t) reweighting for the tt¯+≥ 1c component,
derived reweighting pT(t) to the distribution in the “radHi” sample instead of to the NNLO one,
symmetrised;
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• tt¯+≥ 1c NNLO reweighting pT(tt¯): uncertainty on the pT(tt¯) reweighting for the tt¯+≥ 1c compo-
nent, derived reweighting pT(tt¯) to the distribution in the Powheg-Box + Herwig++ sample instead
of to the NNLO one, symmetrised;
• tt¯+≥ 1c NLO reweighting: uncertainty derived comparing the tt¯+≥ 1c reweighted to the NLO ME
prediction from MG5_aMC (3FS) with the inclusive prediction from MG5_aMC (5FS).
Other background modelling uncertainties:
• XS single top (Wt): inclusive cross-section uncertainty on the single-top Wt-channel process
(±5%);
• XS single top (t- & s-chan.): inclusive normalisation uncertainty on the single-top non-Wt-channel
processes (±5%);
• W+jets norm. (Res. Single Lepton, 4j): normalisation uncertainty on the W+jets background in
the single lepton regions with 4 jets (±30%);
• W+jets norm. (Res. Single Lepton, 5j): normalisation uncertainty on the W+jets background in
the single lepton regions with 5 jets (±30%);
• W+jets norm. (Res. Single Lepton, ≥6j): normalisation uncertainty on the W+jets background in
the single lepton regions with ≥6 jets (±30%);
• W+HF (Res. Single Lepton, 2b): uncertainty on the fraction of W+HF jets in the single lepton
regions with 2 b-tagged jets (±30%);
• W+HF (Res. Single Lepton, 3b): uncertainty on the fraction of W+HF jets in the single lepton
regions with 3 b-tagged jets (±30%); W+HF (Res. Single Lepton, ≥4b): uncertainty on the fraction
of W+HF jets in the single lepton regions with ≥4 b-tagged jets (±30%);
• Z+jets norm. (Res. Single Lepton): inclusive uncertainty on the Z+jets background in the single
lepton channel (±45%);
• XS tt¯+W QCD: tt¯+W cross-section uncertainty from scale variations;
• XS tt¯+W PDF: tt¯+W cross-section uncertainty from PDF choice;
• XS tt¯+Z QCD: tt¯+Z cross-section uncertainty from scale variations;
• XS tt¯+Z PDF: tt¯+Z cross-section uncertainty from PDF choice;
• tt¯+W generator: derived comparing the LO sample with the new NLO one (symmetrised);
• tt¯+Z generator: derived comparing the LO sample with the new NLO one (symmetrised).
Detector and beam condition related (instrumental) uncertainties:
• luminosity;
• b-tag Eigenvar. [0-4];
• c-tag Eigenvar. [0-3];
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• light-tag Eigenvar. [0-13];
• b-tag high pT extrapolation;
• b-tag c→ τ extrapolation;
• electron energy resolution;
• electron energy scale;
• electron ID eciency;
• electron isolation eciency;
• electron reconstruction eciency;
• electron trigger eciency;
• muon energy resolution (ID);
• muon energy resolution (MS);
• muon energy scale;
• muon ID eciency (stat);
• muon ID eciency (syst);
• muon isol eciency (stat);
• muon isol eciency (syst);
• muon trig eciency (stat);
• muon trig eciency (syst);
• muon TTVA eciency (stat);
• muon TTVA eciency (syst);
• JES BJES;
• JES eective NP [1-6];
• JES η intercalibration modelling;
• JES η intercalibration total stat;
• JES avour composition (splitted into JES avour composition “ttlight” and virgothers);
• JES avour response;
• JES pileup oset µ;
• JES pileup oset NPV;
• JES pileup pT term;
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• JES pileup ρ topology;
• JES punchthrough;
• JES single particle (high-pT );
• JES η intercalibration non-closure;
• Jet energy resolution;
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