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ABSTRACT 
A comparative study of 15 general-purpose numerical integrators i  reported. Each of the pro- 
grams in the study is tested on a battery of 110 test integrals displaying awide variety of integrand 
behaviour and general comments on the performance of the programs are presented. 
1. INTRODUCTION 
de Boor [4] defines the domain of validity of a quadra- 
ture algorithm as the collection of all quadrature pro- 
blems satisfactorily solved by that algorithm. However, 
it is wall known that it is not possible to explicitly 
delimit he domain o~' a given quadrature algorithm 
since all quadrature algorithms must inevitably be 
restricted to employ a finite number of integrand 
evaluations, and thus can be m~de to fail by the 
introduction of appropriate perturbations in the 
integrand functiofi between the points of evaluation. 
The problems inherent in attempting to measure the 
performance of quadrature algorithms are particnlarly 
well documented in two papers by Lyness and 
Kaganove [17, 18]. Two possible approaches are 
distinguished : 
(i) Battery experiments, in which several algorithms 
are tested on a large number ofintegrand functions 
displaying a variety of behaviours. (The studies report- 
ed by Casaletto, Pickett and Rice [2] and Kahaner 
[12] are examples of this kind of test.) 
(ii) Parameter studies, in Which a probIem family of 
similar integrand functions is investigated. Varying 
the parameter used in the definition o f  a ptobhm 
family can either change the position of s particnlar 
diffichlty in the integrand or the degree of the 
difficulty. The "performance profih" evaluation 
technique of Lyness & Kaganove is an example of the 
first kind, whereas the approach adopted by de Boor 
[5] in which he displays graphs of cost and actual 
accuracy as functigns of the parameter may be used 
for studies of the latter kind. It is common in many 
parameter studies to derive a quality score or a 
statistical distribution function to describe the 
performance of the given routine on the probhm 
family. 
As Lyness and Kaganove point out, their performance 
profde method is simply one of many conceivable 
methods of automating the evaluation process. Indeed, 
Einarsson [8], Keast [13], Krogh and Snyder [14] and 
De Doncker and Piessens [7] have all suggested stra- 
tegies for automatically measuring the quality of 
general-purpose quadrature methods. 
Battery experiments dearly have the disadvantages 
that they are unwieldy and may be comparatively 
inconclusive. However, there are also dangers in 
attempting to reduce the performance of a routine to 
a simple quality score or distribution and basing the 
evaluation of a routine solely on such automated 
measuring schemes. The main danger is that some 
systematic peculiar behaviour of an algorithm may not 
be detected. As a simple example, suppose the perform- 
ance of a routine QUAD is tested on a set of integrals 
involving functions with integrable singularities on the 
interval. (A varying parameter may be used to alter the 
position of the singularities within the interval). It 
may happen that QUAD only fails whenever one of its 
abscissae coincides with a point at which a singularity 
occurs. Or similarly, QUAD may never fail for functions 
with only an endpoint singularity. Automatic measur- 
ing schemes record important characteristics such as 
these simply as a certain umber or percentage of fails 
and there is no apparent picture of the systematic 
nature of the fail in the average quality figures or 
distributions. Moreover, with the above-mentioned 
strategies for measuring quality, warnings issued by a 
routine to flag bad performance (by means of an error 
code) are not taken into account. 
Another point is that automated techniques based on 
parameter studies are invariably more expensive than 
battery tests if the routine under consideration is to 
be tested over a wide range of integrand types. Where- 
as the results of a battery experiment may not be 
conclusive in evaluating the merits of a particular 
routine, they may certainly be effective for eliminating 
bad routines without requiring the expense of the 
parameter study technique. 
Thus, at least until a realistic mechanism for recognizing 
consistent characteristics of failures can be built in to 
the automatic measurement schemes (presumably by 
investigating the parameter values for which the fails 
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occur), the large battery experiments combined with 
individual perusal and analysis are indisposabh. One 
such battery experiment is described here. 
We compare fifteen different general quadrature 
algorithms for both reliability (accuracy) and efficien- 
cy (speed) on a large number of test integrals known 
to display a wide variety of behaviours. Our aim is to 
form some idea of the practical capabilities of each 
method. 
The 'best' method must naturally have a very high rate 
of success. It is hardly likely, however, that one can 
formulate a method.: having 100 % success over all 
forms of poor behaviour. Allowing, therefore, the 
possible xistence of failures, it is further vitally 
necessary that the method has as close to 100 % 
success as possible in detecting and flagging to the user 
any situation in which it is irretrievably failing. 
Granted these two necessities, it is also highly desirable 
that the 'best' method should be generally efficient 
by comparison with other competing algorithms. 
Finally, it is desirable that the written-up Computer 
procedure for using the 'best' algorithm should be as 
straightforward as possible in application : ideally, it 
should require the user to provide no more than the 
upper and lower terminals a and b, a function sub- 
program for evaluating the function f(x) between a 
and b and a desired relative or absolute rror 
tolerance. 
All codes considered here are written as FORTRAN 
subroutines which have the function (F), the limits of 
integration (A, B) and the relative rror desired (EPS) 
as input, and return as output, the estimate of the 
integral (ANS), the number of function evaluations 
required to obtain the estimate (NF) and an indication 
of whether the routine gave up at any stage without 
satisfying its convergence riteria (IQUIT). A number 
of the codes are based on versions written by other 
authors and may physically contain extra input or 
output parameters, but the idiosyncratic use of these 
parameters, especially for decision-taking, has been 
suppressed in these tests for the sake of uniformity. 
The most common extra parameter used in several 
routines is an estimate of the actual error achieved by 
the routine. However, it is difficult o draw general 
conclusions about he use or effectiveness of this 
parameter since many routines do not include it. 
Nevertheless, where any extra scope is allowed for in 
a program, it is taken into account in summarizing the 
capabilities of that program. 
To make the results of the tests comparable, the error 
tolerances have all been constructed torefer to  
relative error (thus, if EPS = 10-3, then the procedure 
is to seek to achieve an error loss than 0.1 ffANS = 
100, less than 0.0001 ifANS = 0.1, and so on). It is 
quite simple to include scope in the algorithms for 
both absolute and relative rrors, as is done in DEFIN, 
TAMORI and CADRE. However, to carry out testing, 
one must normalize on one of these criteria nd the 
relative rror has been chosen. In cases where a 
program has been written only to return an absolute 
error (as is the case with SQUANK), the known value 
of the test integral is utilized to request an absolute 
error equivalent to the stated relative rror. 
2. THE PROGRAMS TESTED 
The algorithms chosen for testing in this study all 
have some claim to be regarded as general-purpose 
algorithms. Routines wich are specifically written for 
integrating a particular type of function only, or 
routines which call for non-trivial preliminary 
analytical study by the user are not deemed to be 
general-purpose algorithms. 
The fifteen algorithms used have been chosen, for the 
main part, to fairly represent the "state of the art". 
The results of three previous intensive comparative 
studies "(Casaletto, Pickett and Rice [2], Kahaner [12] 
and Robinson[29]) have been taken into account in 
choosing the routines. In particular, the list contains 
ten recently-developed routines which appear not to 
have been included in such an exhaustive study before. 
The selected algorithms are as follows : 
ROMBRG. The standard Romberg procedure using 
the improved exit criteria described in Robinson [30]. 
TAMORI (De Doncker and Piessens [6].). Based on the 
formulae of Iri, Moriguti and Takasawa Ill]. (See also 
Takahasi and Mori [32]). These formulae are derived 
by applying a transformation to the integrand wich 
makes the resulting integrand function and all its 
derivatives vanish at the endpoints of the'integration 
interval. The trapezoidal rule is then used to evaluate 
the transformed integral. In this algorithm, aChebyshev 
approximation to the transformation function is used. 
In the case that the breakpoints of the integrand range 
are provided by the user (i.~) the points at which known 
irregularities occur), a global adaptive subdivisional 
procedfire isinvoked in which the integrals over the 
user-specified subintervals are approximated in order 
of maximum agnitude of error estimate. Otherwise, 
the algorithm is non-adaptive. A roundoff error check 
is also built in. Other features of the algorithm are given 
under g 6.2. 
CCQUAD (Gentleman [9]). A uniform subdhrision routine 
based on Clenshaw-Curtis quadrature formulae in which 
the fast Fourier transform isused for computing the 
required cos'me transforms and the number of function 
evaluations is tripled at each step. 
DEFIN (Piessens and De Doncker [26]). Uses a global 
adaptive strategy in which the 21-point Kronrod 
approximation is compared to the 10-point Gaussian 
estimate on e/ich subinterval. The order of evaluation 
is based on treating the subinterval with largest error 
estimate first. There is a built-in roundoff error check 
and a scheme for recognizing and handling endpoint 
singularities. 
QSUB (Patterson[25]). A non-adaptive scheme based 
on a sequence of Kronrod formulae of increasing order. 
QSUBA (Patterson[25]). An adaptive variant of QSUB. 
For all integrals which carl be successfully approximated 
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using a Kronrod formula of 255 points or less, QSUB 
and QSUBA are effectively identical. 
SIMPSN (McKeeman [19]). The original adaptive Simp- 
son method using trisection of the integration i terval. 
INTSPT (Miller [21]). A FORTRAN translation of the 
Algol procedure "intSptl", which is an adaptive 
procedure based on the 5-point Newton-Cotes formula. 
The routine uses interval bisection and the order of 
subdivision isdetermined by the size of the fourth 
differences of the integrand on each sub-interval. 
QNC7 (Kahaner [12]).An adaptive routine based on 
interval bisection using the 7-point Newton-Cotes rule. 
QNC10 (Kahaner [12]). As for QNC7, but using the 
10-point Newton-Cotes rule. 
SQUANK (Lyness [16]). An adaptive procedure based 
on Simpson's rule, but incorporating several extensions 
to McKeeman's original scheme. These include interval 
bisection, avariant of the manner of adjusting the 
tolerance parameter when an interval is subdivided, a 
roundoff error check, and the use of an extrapolation 
step. 
SPLITR (O'Hara and Smith [22]). The "Clenshaw- 
Curtis-Romberg" adaptive procedure in which con- 
vergence on an interval is based on a comparison of 
estimates using the 5-point Newton-Cotes rule, the 
9-point Romberg rule and the 7-point Clenshaw- 
Curtis formula. 
OLIVER (Oliver [24]). This is a FORTRAN version 
of Oliver's Algol procedure "adapquad". The method 
is an adaptive one Using the Clenshaw-Curtis quadra: ' 
ture formulae in which the order of formula used on 
each interval as well as the subdivisional sequence is 
varied adaptively. 
AGM (Robinson [28], [31]). The 3-point Gauss- 
Legendre rule used adaptively includes an extrapol- 
ation step and a subdivisional strategy which avoids 
wastage of previously calculated funotion values. 
CADRE (de Boor [5]). An adaptive routine based on 
interval bisection and using cautious Romberg extra- 
polation. 
It is fair to say that ROMBRG and SIMPSN could 
no longer be considered "state of the art", but they 
have been included in the survey for their comparative 
value. They may be viewed more-or-less a  standards 
and are still recommended in a number of numerical 
analysis textbooks. 
By including adaptive methods Using 3-, 5-, 7-, and 
10-point Newton-Cotes rules, it is hoped that a trend 
may be apparent, indicating apossible preference for 
the use of one rule over the others. 
Of the adaptive routines, only DEFIN uses a global 
strategy; the remaining algorithms use schemes based 
on the local behaviour of the integrand function. 
(Some of the differences between local and global 
acceptance riteria re discussed by Malcolm and 
Simpson [20]). 
Clearly, some of the routines have had to be adapted 
in a minor way to meet he uniform requirements of 
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the test procedure. Changes to the original codings 
have only been made where absolutely necessary, and, 
apart from the translation of the two Algol procedures 
"intSptl" and "adapquad", these changes generally 
take the form of trivial additions or alterations to array 
sizes. Every effort has been made to ensure the correct- 
ness of each routine. 
3. THE TEST INTEGRALS 
In selecting the integrals to be used in the comparison, 
an attempt has been made to represent as many dif- 
ferent ypes of behaviour of integrable functions as 
possible. So that some idea of the capability of each 
method may be gauged on a particular type of function, 
these integrands have been grouped under the five 
headings : 
A - Well:behaved functions; 
B - Functions with one or more integrable singularities 
within the integration i terval [A, B]; 
C - Functions with one or more sharp peaks in [A, B], 
or with a singularity "near" [A, B]; 
D - Rapidly oscillating functions; 
E - Step functions; functions with a number of Finite 
discontinuities in the function or its first derivative 
within [A, B]. 
For the purpose of this study, a weU-behaved function 
is defined to be a continuous function which is not 
greatly oscillatory and whose first derivative xists and 
is continuous throughout [A, B]. In other words, func- 
tions with singularities in high-order deriv/~tives only 
are still considered to be well-behaved, since in general, 
these singularities have little effect on most integration 
procedures. Type B functions all possess one or more 
inf'mite function values or first derivatives on the 
integration i terval. At points where a function assumes 
an infinite value, the FUNCTION subprogram actually 
assign s the value zero. Where a function has an indeter- 
minate form (i.e. 0/0), .the true limiting value i s  
~upplied. 
It is often the case that authors reporting a new method 
include for their numerical examples only specific 
functions for which their method is particularly well 
suited. In order to achieve some sort of balance, there- 
fore, we have collected as many functions as Possil~le 
directly from the literature on the various methods and 
included most of them in our battery of test integrands 
together with a number of other functions which we 
consider fairly represent the particular class in which 
they are included. Another criterion used in choosing 
the test functions i that the exact answer for each is 
known, so that the accuracy can be checked against 
the claimed tolerance. 
The 110 test functions, their intervals of integration 
and the values of the corresponding integrals (correct 
to 16 Figures) are listed on microfiche (see Appendix 
I). A variable parameter has been included in functions 
A21, B20, B21 and D10 to facilitate detection of a 
"trend" when the difficulty of the integrand or the 
position of a singularity is systematically varied. Al- 
209 
though at First glance it may seem unnecessary to
include the values S = 0.6(0.1)1 for functions B20 
and B21, they have been included to test their effect 
on routines with a fixed order of subdivision (e.g. 
many adaptive routines always treat a left subinterval 
before considering the corresponding right subinterval). 
For the type D functions, PI is the 29-figure approxim- 
ation to or. 
4. THE TEST PRDCEDURE 
The Fifteen quadrature algorithms were put through 
their paces on each of the test functions using relative 
tolerances of 10 -2, 10 -4, 10 -6, 10 -8 and 10-10 in 
succession. In all, then, each method was called upon 
to estimate atotal of 550 integrals. Effect of roundoff 
error was minimized by performing all computations 
in double precision on the University of Melbourne's 
CDC CYBER 73 computer. This means that 29 decimal 
fgures were carried throughout the calculations. 
A convention was needed for teminating routines 
which became xcessively time-consuming. As an 
overall rule, a limit of 10,000 function evaluations was 
placed on the algorithms; however, because of the 
structure of ROMBRG and CCQUAD, the maximum 
number of function values built in to these algorithms 
is 8193 and 4375 respectively. 
In cases where the maximum allowed number of func- 
tion evaluations was reached, it was de~ided to play 
absolutely safe and require the routine to automatical- 
ly return ANS = 0 (aloug with an appropriate 'quit' 
indication). To return the "current best answer" could 
be very misleading, as for example in some adaptive 
procedures, where a significant portion of the integra- 
tion interval may not have been investigated in any 
detail at the stage when termination was enforced. 
For the sake of uniformity, adaptive procedures using 
a local acceptance strategy (except CADRE) were 
limited to 40 levels of subdivision; that is, if converg- 
ence has not been obtained after 40 successive sub- 
divisions of a particular subinterval, the current esti- 
mate is accepted for the subinterval under considera- 
tion and control proceeds to the next appiopriate sub- 
interval. This Fgure is considerably higher than that 
usually allowed (e.g. Kahaner [12]irestricts he adapt- 
ive procedures he considers to 20 hvds of subdivision), 
but the high accuracy to which we are working enables 
us to give the algorithms this amount of scope in: 
achieving their answers before being artificially halted. 
In keeping with the recommendation f de Boor [5] 
(and so that storage requirements did not become 
excessive), CADRE was limited to 30 levels of sub 
division. 
The following information was recorded after every 
calI to the quadrature routines :
(i) ACC = the actual relative rror of the estimate 
returned by the routine; 
(ii) NF = the number of function evaluations requir- 
ed to obtain the estimate; 
(iii) hit = the time taken (in milliseconds); 
(iv) IQUIT = 0 if the routine terminated because its 
normal convergence riteria were sati.~fied; 
= 1 ff the routine reached its maximum allowed 
number of function evaluations or levels of sub- 
division before convergence was detected. (Some 
routines have quite daborate schema for indicating 
the detection of unusual behaviour. This category 
includes all those cases where some artificial halt- 
ing of the normal procedure is flagged.) 
(v) IFAIL = 0 FFACC < the desired tolerance EPS; 
= 1 FFACC > EPS. 
This data was then used to determine the summary 
information listed in Appendix II. In order that the 
times be as accurate as possible, normal time-sharing 
was suspended and the test program was allowed sole 
uninterrupted use of the computer. This problem with 
the timing of routines means that the test program 
could not be termed "automatic" in the sense that it 
is easily adapted to testing new programs as they: 
appear. 
5. RESULTS 
An example of the table which is printed by the com- 
parison program for each of the test functions is given 
in Table 1 (see p. 221). The summary information 
which is derived from these results is contained in 
Tables A2.1 - A2.36 (on microfiche) and in Appendix 
II. Particular types of function have been considered 
separately so that the differing performances of the 
various algorithms on these types of function can be 
distinguished. For a similar reason, performances at
each of the five tolerance levels are also tabulated 
separately. 
No adjustments have been made when calculating the 
average or median number of function evaluations or 
time taken in cases where a routine has returned very 
rapidly, but with an incorrect result. In such cases as 
these, Kahaner [12] employed a rather arbitrary 
process of attributing values for the time and function 
evaluation count which are higher than those of any 
code which integrates correctly. Presumably, under 
this system, no adj.ustment would be made in a case 
where all codes failed on a certain integral, although 
one required say 5 function evaluations and was "miles" 
out, whereas another just missed after several hundred 
(or thousand) function evaluations. Another alternative 
which has been suggested is to ordy include successes  
in the average fficiency figures. This problem high- 
fights one of the problems of automating the compari- 
son process. It seems far more reasonable to view such 
results individually and use the summarized Fgures 
merely as a guide, later taking into account, as requir- 
ed, any factors which may affect their interpretation. 
Obviously, many useful observations can be made by 
inspecting both the individual and summarized results, 
and it would therefore be desirable to present individual 
tabhs for an the functions here. However, the sheer 
volume of the tables has precluded" this, and only the 
summarized tables are recorded. It is admitted, 
"nonetheless, that certain of the trends or characteristics 
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that have been observed are only obvious after inspec- 
tion of the individual results, and this, of  course, is 
the maln raison d'dtre for the battery approach. 
(Copies of the individual results are available from the 
author). 
6. DISCUSSION 
Befoie discussing each method separately, we should 
farstly make a few further points regarding our choice 
of functions and the interpretation of the tables of 
Appendix II. To begin with, the sample of integrands 
chosen may be considered somewhat biased - it has 
a heavier concentration of singular integrands than 
any other type of function. This is because our aim is 
to strain each method as hard as we can, in as many 
ways as we can, to show up any deficiencies rather 
than to reflect he concentration with which difficult 
integrands actually arise in practice. Consequently, 
one must be particularly wary when interpreting 
some of the overall statistics given in Tables A2.1 - 
A2.36. For instance, the 59 % success rate attributed 
to ROMBRG should not be taken as indicating to the 
casual user that h/s integral has only a 59 ~. chance of 
being accurately integrated ffhe uses ROMBRG, since 
the sample is not necessarily proportionately representa- 
tive of the problems that are most likely to occur in 
practice. For most of the statistics given in the tables it 
is much safer to create impressions from tables relating 
to individual classes of function rather than the overall 
results. 
All median and average information in Tables A2.1 - 
A2,36 should be viewed with caution since the 
figures may be being perturbed by uncharacteristic 
performance of the algorithms in failure cases. There 
are also occasions where the figures are misleading 
because some methods fluke the correct result pre- 
maturely. For instance, in the imfurtunate xample 
~1 E3(x)dx, where 
x x, 0 ~x<0.33  
E3(x) = + 1, 0.33 g x g 0.67 
+2, 0 .67<xg l  , 
seven of the algorithms return the correct answer using 
between 3 and 21 function evaluations, whereas the 
other codes correctly react to the discontinuities in
the function and require several hundred or thousand. 
evaluations before obtaining the correct answer. 
In many cases, more importance should be given to  
the median statistics than to the average statistics, be- 
cause of the possible distortion of the average caused 
by  uncharacteristically high or low results. For ex- 
" 1 
ample, the integral j~ C9(x)dx where 
C9(x) = sech2[10(x -- 0.2)] + sech4[100(x- 0.4)] 
+ sech6[ 1000(x - 0.6) ] 
is a particularly pathological one especially chosen by 
Cranley and Patterson [3] to foil adaptive routines. 
It succeeds in foiling all the algorithms for at least one 
tolerance levd, but more importantly, it adversely 
effects the average fgures given in Tables A2.13 - 
A2.18. For this reason, the median figures are more :
illustrative for the type C functions than are the average 
~lres. 
Another important point is the following : it has be- 
come a generally accepted practice to measure an 
algorithm's efficiency by the number of function~ 
evaluations it makes in arriving at its answer. In this 
way, the difference in speed on different computers 
is avoided. However, in this study, we give much more 
emphasis than is usually given to'the actual time taken 
as a measure of an algorithm's efficiency. Generally, 
the more sophisticated routines have more overhead 
than the straightforward methods and this larger time/ 
function evaluation ratio will be refected on whatever 
machine the routine is implemented. In short, the 
excessive time demands of some routines are very 
much a function of the method and relative differences 
on different computers are likely to be small. 
In the following sections (§ 6.1 - § 6.10) we comment 
on the performance of each of the methods on the five 
different ypes of integrand considered. For the sake 
of compactness, we refer to the different ypes of 
functions imply as A functions, B functions, and so 
on, rather than "well-behaved functions", "functions 
with one or more singularities on the integrati6n i ter- 
val", etc. It is also worthwhile noting here that a 
further subdivision iswarranted within the B functions : 
it emerges that integrals of functions which take an 
infinite value at one or more points of the integration 
interval create more difficulty for most routines than 
do integrals involving functions with simple algebraic 
or logarithmic singularities. Consequently, we will 
distinguish functions B1, B2, B8, B19 and B21 as 
"severe" B functions. _ 
Also, tolerances of 10 .-`2 and 10 -4 will be referred to 
as low tolerances and by high tolerances, we will mean 
tolerances of 10 -8 and 10 -10 . 
In commenting on the performance of eacla method, 
we make a point of describing patterns o f  failures 
('where applicable) and discussing performance charact- 
eristics not necessarily discernible from the summary 
tables A2.1 - A2.36. This may mean that many moie 
comments are made on the less successful a gorithms 
than on the better outines. However, such an exposi- 
tion of a routine's faults not only aids in elucidating 
the method~ performance but may also indicate 
possible ways of improving the routine. 
It should b'e reiterated that the comments made must, 
in the main, apply only tO the sample of integrals used 
in this study. Certainly, the results hould indicate 
areas where intensive parameter studies would be 
worthwhile. A summary of each method's performance 
is provided for the reader who wishes to skip the details 
of the routine's performance on indi~dual integrand 
types. Tables A2.1 - A2.36 are particularly relevant to 
these sections. 
6.1. ROMBRG 
A functions 
Perfectly reliable. Competitive for low tolerance work, 
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but quite inefficient at high tolerances compared to 
most methods. 
B functions 
Patently unreliable and inefficient at all tolerances. 
C functions 
Clearly unsatisfactory, even at low tolerances. 
D functions 
ROMBRG's performance on the rapidly oscillating 
functions is not really as bad as it appears in Tables 
A2.13 - A2.18. All the failures are either caused by 
the added effect of the s'mgularities in D6 and D7, or 
are accidental "early-exit" failures which occur when 
the distance between the quadrature nodes is an in~ 
teger multiple of the period of the integrand. Very 
often, even though the node-spacing and the period of 
the integrand correspond, machine rounding error 
associated with the relative rror test is sufficient to 
see the method through its first few approximations 
safely. If allowance ismade for these xceptions, a 
uniform extrapolation method such as ROMBRG is 
generally more reliable than (and just as fast as) local 
adaptive routines, though it is obviously still inferior 
to TAMOtLI, DEFIN and QSUBA. 
E functions 
General conclusions drawn from the tables for dis- 
continuous functions are unlikely to be very reliable. 
ROMBRG performed very well on E1 and E2, fluked 
the answer straight off on E3, and gave up after an 
excessive amount of computation on E4 and E5. It 
seems reasonable to say that although acceptable 
results may be possible at low tolerances, in general, 
ROMBRG cannot be trusted when the integrand has 
a finite discontinuity on the interval of integration. 
Summary 
ROMBKG appears to be a safe though comparatively 
inefficient method for integrating well-behaved and 
rapidly oscillating functions (providing due care is 
taken to avoid cases where successive approximants 
have node-spacings corresponding to the period of the 
integrand : this could be done by first sub-dividing 
the range in art irrational ratio and applying the algo- 
rithm separately to each subinterval). It should not be 
used for discontinuous functions or functions display- 
Lag any form of (near-) singular behaviour. 
6.2. TAMORI 
A 
Totally reliable. Only fair efficiency in terms of the 
number of function evaluations required and this 
feature is significantly worsened by the excessive time 
required to compute the weights and abscissae resulting 
from the transformations i herent in the method. 
B 
Here we have an example _of how average statistics can 
present acompletely misleading picture. It would 
appear from Tables A2.7 - A2.12 that TAMORI per- 
forms quite erratically on type B functions. However, 
further inspection of the individual results reveals that 
(with one minor exception) all the fails occur for 
functions which have a singularity at an interior point 
of the range of integration (Le., B5, B6, B8, B10, B20 
and B21). For integrals involving endpoint singularities 
(of any type), the method is reliable, extremely accu- 
rate and exceptionally efficient. (None of these success- 
ful integrations requires more than 253 function 
evaluations~) Even allowing for its extra computational 
complexity, for integrating functions with endpoint 
singularities, TAMORI is usually faster than all the 
other methods tested. On the other hand, if there is a 
singularity at an interior point of the range, TAMORI 
almost certainly ~ fail dismally (though see note (ii) 
below). 
C 
If the peak is at or "near" an endpoint of the interval 
(as is the case with 9 of the 12 test functions), TAMO- 
RI is completely reliable and generally uses fewer 
function evaluations than most methods. However, 
again it is comparatively time-consuming. (Note that 
the medians have more relevance here because of the 
distorting effect o£ the problems with interior peaks.) 
The only outright fails occur for Patterson and 
Cranley's pathological function C9. 
D 
Again, very reliable (no fails at any tolerance l vel), and 
second only to QSUBA for efficiency. 
E 
As we would expect, because of the multiple interior 
breakpoints, TAMORI is not at all suited to the integra- 
tion of discontinuous functions (see note (ii) below). 
Summa~ 
Before summarizing TAMOKI's performanCe, it is 
worth making a few comments about the algorithm it- 
serf : 
(i) As has already been mentioned, the method is based 
on the application of the trapezoidal rule to a trans- 
formation, of the original integral. In view of the well- 
known Enler-MacLaurin expansion for the error of the 
trapezoidal rule, it is thus not surprising that the ' 
scheme converges so well for functions with endpoint 
singularities and for rapidly oscillating functions (where 
the length of the integration i terval is an integer mul- 
tiph of the period of the function), since the trans- 
formed integrand and all its derivatives vanish at the 
endpoints of the integration i terval. 
(ii) The algorithm as defined by De Doncker and 
Piessens [6] includes parameters for specifying the 
number and position of points in the range at which 
the integrand function shows a disagreeable property. 
The range is then automatically split at each of these 
points and the method is employed on each resultant 
subinterval. The use of these parameter~ was suppress- 
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dd for this comparison. 
(il) The algorithm as defined by De Doncker and Pies. 
sens [6] includes parameters for specifying the num- 
ber and position of points in the range at which the 
integrarid function shows a disagreeable property. The 
range is then automatically split at each of these 
points and the method is employed on each resultant 
subinterval. The use of these parameters was suppres- 
sed for this comparison. 
(iii) Additionally, TAMORI is the only routine of all 
those tested which will directly compute the integral 
of a function over an infinite interval. This aspect of 
its capability has not been tested here. 
Overall, then, provided any disagreeable integrand be- 
haviour (i.e. a singularity, sharp peak or discontinuity) 
can be made to occur only at an endpoint of the range 
of integration, TAMORI is a remarkably reliable algor- 
ithm. It is also extremely efficient for singular in- 
tegrands, but because of the significant amount of 
computational work involved, it is not competitive 
with the best routines (QSUBA, DEFIN) for integra- 
ting smooth functions (though it is relatively fast for 
rapidly oscillating functions). 
6.3. CCQUAD 
A 
Reliable at all tolerances, but much too time-consuming 
compared with other methods. The routine is extreme- 
ly conservative - for instance, estimates returned when 
2-figure accuracy is specified are accurate to at least 
seven figures in every case. At high tolerances, 
CCQUAD uses fewer function evaluations than 
ROMBRG and most of the adaptive methods, but it 
is generally five to ten times slower than QSUBA and 
much slower than DEFIN and QNC10. 
B 
Quite unsatisfactory for these functions. Some fails at 
low tolerances are untagged, but mostly CCQUAD 
fails to obtain a result within the limit of 4375 function 
evaluations. Even at this limit, only 3- or 4-figure 
accuracy is returned for each of the severe functions. 
Of all the programs tested, this routine is far-and-away 
the slowest on the B functions. 
C 
The only fail is a flagged fail for C9 (EPS = 10-10). 
With respect to number of function evaluations used, 
it is much better than ROMBRG but generally worse 
than all other methods. Again, it is the slowest method 
tested. 
D 
Very reliable - the only fail is for D6 (EPS = 10 -10) 
which also has an endpoint singularity. CCQUAD is 
charly better than the adaptive methods in terms of 
success rate and number of function evaluations need- 
ed. It is third behind QSUBA and TAMORI in its 
number of function evaluations, yet still about Five 
times slower than QSLrB A. 
E 
Acceptabh at very low tolerances, but naturaUy un- 
suited overall. Very expensive. 
Summary 
CCQUAD appears t6 be a reliable method for integrating 
continuous, non-singular functions (including those 
with sharp peaks or rapid oscillations). However, by 
comparison with other methods, it has a prohibitive 
amount of overhead. A measure of the slowness of the 
method may be gauged from Gentleman's claim in his 
algorithm description that "timings on several machines 
indicate that the total cost of the quadrature can be 
well described as the cost of computing two sines and 
two cosines for each integrand value used, plus, of 
course, the cost of computing the integrand values 
themselves". 
6.4. DEFIN 
A 
Very safe and fast. DEFIN uses approximately the 
same number of function evaluations as QSUBA but 
has slightly more overhead and is generally slower than 
QSUBA, particularly at high tolerances. Superior to 
the other 12 methods tested. 
B 
The only fall is a very near miss on the difficult integral 
f 10000 
49 l/x/~l dx 
(with EPS = 10-6, the error of DEFIN's approximation 
is 1.1× 10-6). Very efficient at high ~ohrances, but 
not as efficient at low tolerances (compared with 
INTSPT, for instance). Although overall DEFIN is both 
the fastest and most reliable method for integrating 
this set of singular integrands, on the occasions when 
TAMORI works, TAMORI uses an average of less than 
one-third the number of function evaluations eeded 
by DEFIN and is slightly faster. 
C 
Fails badly on Patterson and Cranley's function C9, 
but otherwise reliable. Generally, not as fast as QSUBA 
and roughly on a par with QNC7, QNC10, SPLITR 
and AGM. 
D 
One fail on D12, EPS = 10 -4. Only about a third as 
fast as QSUBA, roughly as efficient as TAMORI, but 
clearly better than all the other outines tested. 
E 
Totally reliable and very fast on this set of integrals. 
Su~nTlr/ary 
DEFIN appears to combine xtremely high reliability 
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with generally admirable fficiency for all types of in- 
tegrand functions and for all requested tolerances. Its 
relative fficiency generally improves as the requested 
tolerance becomes sharper. This is presumably due to 
the £txed overhead required in checking for endpoint 
singularities, roundoff error and so on. 
6.5. QSUB and QSUBA 
Both QSUB and QSUBA rely on a base routine (called 
QUAD) which computes successive Kronrod whole- 
interval formulae approximations to the integral. If 
convergence is not achieved using 255 or fewer 
function evaluations, then subdivision of the interval 
is invoked. It is only in the manner of subdivision 
that QSUB and QSUBA differ, QSUB employing a 
non-adaptive procedure and QSUBA being adaptive in 
nature. Consequently, for all integrals in which an 
answer is achieved using 255 or fewer calls to the 
function subprogram, QSUB and QSUBA are identical 
algorithms. 
A 
Very accurate, perfectly reliable and dearly the most 
efficient of the methods tested at all tolerances. 
B 
Here we must distinguish between QSUB and QSUBA. 
As expected, QSUBA is generally more reliable and 
more efficient han QSUB. Even so, it is considerably 
slower than most of the other outines based on a 
local adaptive subdivisional scheme (especially at high 
tolerances) and not nearly as reliable as some of them 
(e.g. SIMPSN, AGM, INT5PT, QNC7). This is most 
likely caused by QSUBA's heavy reliance on a 255- 
point "base" rule. This reliance results in a number of 
fails at low tolerances on the severe functions and on 
functions with internal singularities. At high tolerances, 
the method is reliable in the sense that all its fails are 
caused by automatic termination after 10,000 function 
evaluations have been reached and the fails are there- 
fore flagged, but the method is grossly inefficient 
compared to most of the other adaptive methods. 
Generally speaking, for non-severe functions and low 
to medium tolerances, the performance ofboth QSUB 
and QSUBA is quite reasonable. 
C 
The performance ofQSUB and QSUBA is essentially 
the same for all functions except C9. As this is a 
function specifically designed by the author of the 
algorithms to make QSUBA fail, this is not surprising ! 
On the whole, QSUB is quite competitive with all the 
other outines tested and, in fact, generally superior 
at higher tolerances. 
D 
Totally reliable and easily the fastest algorithm tested. 
Generally, at least twice as fast as the next best 
routine (TAMORI), and 10-50 times faster than 
the local adaptive routines at high tolerances. The only 
difference in the performance ofQSUB and QSUBA 
is that QSUB gives up on the integral of D6(x) (which 
has an endpoint singularity) with EPS = 10-10. 
E 
As with the severe B functions, neither QSUB or 
QSUBA can be fully trusted for integrating discontinu- 
ous functions. In particular, they fail badly on the 
function E4 for EPS ~ 10-6. 
Summary 
QSUB/QSUBA is clearly a safe and extremely efficient 
method for general use, provided the integrand is
continuous and non-singular throughout the range of 
integration. If the integrand oes contain asingularity, 
QSUBA is the preferred form of the algorithm and is 
therefore the one referred to in comparative statements 
elsewhere in this paper. The method is particularly 
suitable for integrating rapidly oscillating functions. 
6.6. SIMPSN, INT5PT, QNC7 and QNC10 
It is convenient to group these methods together since 
they all essentially use the same basic adaptive strategy 
and, apart from only minor variations, differ only in 
the order of the Newton-Cotes rule used as the base 
formula. 
A 
Apart from one "near miss" by INT5PT (A18, EPS = 
10-2), the methods are all accurate and reliable. For 
very low accuracy work, INT5PT appears to be the 
most efficient, but as the tolerance becomes smaller, 
the routines using higher-order formulae become in, 
creasingly relatively faster. (Note that QNC10's apparent 
inefficiency at low tolerances is due to the fact that the 
minimum number of function evaluations possible 
with this algorithm is 37.) At high tolerances QNC10 
is generally 10-20 times faster than SIMPSN, 5-10 
times faster than INT5PT and marginally faster than 
QNC7. However, eeen QNC10 is considerably dower 
than QSUBA on the whole. 
B 
Two rough general patterns emerge : 
(i) As the order of the Newton-Cotes rule used in the 
procedure decreases, the reliability of the algorithm 
increases, but at the expense of efficiency. 
(ii) As with well-bchaved functions, the use of low-order 
rules is more efficient at low tolerances, but QNC7 
and QNC10 are up to 5 times faster than SIMPSN and 
INTSPT at high tolerances. 
SIMPSN is a remarkably reliable method. Its only fails 
result from automatic termination after the limit of 
10,000 function evaluations has been reached - which 
occurs only for the severe functions at high tolerances. 
This extreme reliability is in line with the theory that 
composite low-order formulae are more suited than 
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higher-order rules to the integration of functions of l 
low-order dffferentiability. However, SIMPSN is in- 
tolerably ineffii:ient, especially at high tolerances. 
At low tolerances INT5PT is reliable and the most 
efficient of all the methods tested, but it loses both 
speed (relative to the other adaptive methods) and 
reliability as the tolerance decreases (although all 
fails are at least flagged to the user). 
Neither QNC7 or QNC10 fail on any of the "easier" 
functions, but they both fail consistently on the 
severe integrands. Furthermore, if an infinite function 
value occurs at one of the points which the algorithm 
uses as a quadrature node (such as the endpoints or 
midpoint of the interval), then the algorithm may 
break down altogether and return a totally unaccept- 
able answer after only a few hundred function evalua- 
tions. Examples of such functions are 
Bl(x) = 1/x/l-x2 on (-1,1), B2(x) = log(1 -x ) /~ 
on (-1,1) and B21(x) = 1 /~,  s = 0.5, 1 
on (0.1). 
Note that in writing the FUNCTION subprograms for 
these functions, we have conformed to the generally 
accepted practice of returning zero at points where 
the function actually has an infinite value. Obviously, 
these two algorithms are unable to cope with such 
severe discontinuities. Efforts to improve the situation 
by returning a "suitably chosen large number" as the 
function value at the troublesome points (such as the 
value at an extremely close point) yield no improve- 
ment. It seems the trouble is caused by the effect of 
the singularity itself, rather than the convention 
chosen to represent the singularity in practical terms. 
The failures are far more catastrophic for functions 
which have a singularity at the upper terminal or mid- 
point of the interval rather than the lower terininal. 
This may indicate that a different order of sub-division 
(such as that used in AGM) could lead to less 
disastrous results, though vastly differing performance 
according to whether the singularity is at the lower 
or upper terminal does not occur with other methods 
which employ the fixed "left, (middle), right" order 
of subdivision. 
For functions which take an infinite function value 
at a point which is not  used as a quadrature node, 
both QNC7 and QNC10 are usually capable of obtain- 
ing no more than six or seven figures of accuracy. On 
many computers, this limit could well be a lot has 
than six figures, for it should be remembered that we 
carried 29 figures in all calculations and have allowed 
the algorithms 40hvels of mbdivision before halting 
further subdivision. 
None of these methods (apart from INT5PT at low 
tolerances) combines reliability and efficiency in such 
a way that they would be preferred to TAMORI 
(with the qualification regarding endpoint singular- 
ities), DEFIN or AGM for integrating this type of 
function. 
C 
Similar comments apply here as in the case of the 
n0n-severe B functions : that is, SIMPSN is inefficient 
at all tolerances, INT5PT is very competitive atlow 
tolerances and QNC10 is one of the fastest methods 
at high tolerances. These results upport hose of 
Hillstrom [10] that for peaked integrands and high 
tolerances, the use of a high-order Newton-Cotes rule 
in the adaptive procedure ismore efficient than that of 
a low-order rule. 
Each of INT5PT,QNC7 and QNC10 fall on one other 
integral besides the contrived example C9. 
D 
QNC7 and QNC10 are unreliable at low tolerances but 
quite successful at high tolerances. Presumably, this is 
caused by the fact that the relative rror test used in 
these routines is based on an estimate of 
f~ I£(x)ldx rather than Lf~a £(x)dxl. Clearly, the former 
approximation will often be a gross over-estimate o f  
the required correct value If~A" f(x)dx]:if is highly 
oscillatory. 
The apparent unreliability of INT5PT is misleading. 
All but one of the fails are due either to the limit of 
10,000 function evaluations being reached, or to the 
fact that the initial node spacing corresponds to the 
period of the integrand and the algorithm is terminated 
after only 9 function evaluations. 
Although both QNC7 and QNC10 are far more efficient 
than INT5PT and SIMPSN at high tohrances, all these 
algorithms are extremely time-consuming (atall toler- 
ances) compared with QSUBA. 
E 
All four methods are totally reliable and of comparable 
efficiency for this set 9 f integrals. 
~ummary 
The general rule is that SIMPSN and INT5PT are very 
reliable but increasingly inefficient as the tolerance 
decreases. Use of higher-order formulae (as in QNC7 
and QNC10) improves the efficiency of the algorithms 
at high tolerances, but sacrifices reliability. 
Apart from their poor performance on rapidly 
oscillating integrands and integrands with severe 
singularities QNC7 and QNC10 may be termed "re,on- 
able" general algorithms. However, for eac1~ type of 
integrand considered (with the possibh exception of 
the E functions), there is at least one other method 
which is dearly preferable to both QNC7 and QNC10. 
On the wl/ole, INT5PT is a reliabh and fairly 
efficient general method for all low tolerance work. 
It could not be recommended if tolerances smaller 
than 10-4 are desired. 
Despite its exceUent reliability, SIMPSN is far too 
inefficient to be considered suitable for any type o f  
integral. 
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6.7. SQUANK 
As a general-purpose algorithm, SQUANK is the least 
successful and one of the most inefficient of all the 
adaptive routines tested. In the paper presenting his 
algorithm, Lyness [16] states :
"Like many other routines SQUANK is a special 
purpose routine. It is designed to treat efficiently in- 
tegrands f(x) having both the following properties : 
(a) f(x) and its first four derivatives are continuous in 
the open interval Ca,b). 
(b) f(x) does not have high frequency oscillations. 
By experiment the routine has been found 
efficient for the wider class of functions 
(c) g(x)= f(x)lx-xol% ~ 1> O, where x 0 = a or x 0 = b 
or x 0 = (a+ b)/2 and f(x) satisfies both (a) and (b) 
above". 
Further, Lyness goes on to say that "in some cases 
SQUANK is more economic than other routines; in 
other cases it is obviously much worse". In retrospect, 
therefore, SQUANK does not really qualify as a 
general purpose algorithm for the purpose of this 
comparison. 
Some interesting resnlts are still worth noting. Indeed, 
SQUANK is found to be unsatisfactory for rapidly 
oscillating functions. Apart from these functions, how- 
ever, it is difficuk to determine a consistent pattern 
for either its successes or failures. Some of SQUANK's 
fails in fact occur for very nice functions (such as A2, 
A13, A21 (N = 7-10), A23), yet for low tolerance 
work it is sometimes the "best" of all the methods for 
functions which are most certaiuly not four times 
differentiable ( .g. this is true of 17 of the B functions 
and 3 of the E functions). In some cases the method 
is also quite volatile. For instance, for the functions 
B l l  and E4 SQUANK is "best" at one tolerance level, 
yet fails at other tolerances when integrating the same 
function. 
6.8. SPLITR and OLIVER 
It is convenient to consider these two methods together 
as OLIVER was developed primarily as animprove- 
merit to SPLITR. SPLITR employs a (rdatively) 
straightforward local adaptive strategy based on 
ftxed-order formulae for all integrand functions. 
OLIVER, however, uses a sequence of whole-interval 
formulae ff the integrand is well-behaved (in the sense 
that the coefficients of its C.hebyshev expansion de- 
crease rapidly) and otherwise adopts a similar adaptive 
subdivisional sequence to SPLITR but also varies the 
order of the quadrature formula used on each sub- 
interval. 
A 
As expected, OLIVER is competitive with QSUBA 
with regard to the number of function evaluations it 
requires..However, so much overhead is involved in 
the algorithm's dection of an appropriate quadrature 
formula and manner of subdivision that the actual 
time taken by the routine is of the order of 5 times 
that taken by QSUBA. Even though it adopts the pre~ 
ferred whoh-interval strategy for these functions, it is 
also usually twice as slow as the fastest local adaptive 
procedures (QNC7 and QNC10). 
SPLITR requires about he same number of function 
values as OLIVER at low tolerances, but naturally uses 
considerably more at the higher tolerances. Nevertheless 
SPLITR is faster than OLIVER at all but the highest 
tolerance, EPS = 10 -10. It is not, however, competitive 
with QSUBA, DEFIN, QNC7 or QNC10. 
B 
The true picture of OLIVER's performance cannot 
really be gauged from the summarized figures of Tables 
A2.7 - A2.12. Perusal of the individual results reveals 
the following facts : 
(i) OLIVER is generally successful for all the non-severe 
functions. The exceptions are two very near misses on 
B13 and B22 with EPS = 10-10,.and its overall perform- 
ance on B20 (see (iii) below). 
(ii) It fails consistently on 0.11 the severe functions for 
tohrances < 10-6. 
(ih') For functions B20 and B21, OLIV£R fails at every 
tolerance level every time the singularity is not at one 
of the endpoints or the midpoint of the integration 
interval. It is totally successful for B20 (S = 0, 0.5, 1), 
succeeds for B21 ( S = 0, 0.5, 1) IfEPS > 10-6, and is 
otherwise totally unsuccessful for these integrals. 
In other words, it would seem that OLIVER cannot 
be trusted if the singularity is severe or not at an end- 
point or midpoint of the interval, but is otherwise 
quite reliabh. (Further parameter studies would be re- 
quired to determine other favourable internal positions 
of the singularity besides the midpoint of the interval.) 
The performance of SPLITR is somewhat different. 
Like OLIVER, it fails consistently on all the severe 
functions for tolerances < 10-6, but is also fails to 
achieve 10-figure accuracy for 6 of the non-severe 
functions. It differs markedly from OLIVER on the 
functions B20 and B21 : when the singularity is not 
at an endpoint or midpoint of the interval and when 
SPLITR works (which is for 10 ~4 < EPS < 10-8 on 
B20 and only for the tolerance EPS = 10 -g on B21), 
it is usually the fastest of all the methods tested, both 
in the sense of the number of function values needed 
and the time taken. In the light of this major difference 
in performance, it would appear that the assumptions 
underlying OLIVER's decision process (Le. whether at 
each stage to double the order of the formula or 
bisect he'interval nd apply the formula twice - see 
0liver [23]) may require review where "internal" 
singularities exist. 
A further point worth noting is that although both 
OLIVER and SPLITK fail more oftefi than QNC7 and 
QNC10, they appear never to "blow up" as QNC7 and 
QNC10 do when quadrature nodes coincide with points 
at which the function becomes infinite. The fact that 
SPLITR uses exactly the same manner and order of 
subdivision as QNC7 and QNC10, but employs lower- 
order formnlae, supports the theory that the high-order 
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formulae are not suitable for integrating singular 
functions. Another salient point is that for a number 
of functions, the answer obtained by SPLITR with 
the tolerance set to 10-10 is less accurate than that 
returned "for EPS = 10 -8, which indicates that round- 
ing error has begun to have an effect, and consequent- 
ly, one should not expect SPLITR t o even perform as 
well as it does here ff the computation is performed 
on a machine carrying fewer than 29 fgures. Also, it 
shoed be noted that the limit of 40 levels of sub- 
division was never eached, which means SPLITR does 
not issue the normal warning which accompanies 
most failures by adaptive procedures. On the other 
hand, OLIVER flags all fails to the user, excep~ in the 
cases of the internal singularities of B20 and B21. 
With regard to efficiency, the general pattern is that 
OLIVER uses considerably fewer function evaluations 
than SPLITR at all tolerances, but usually takes less 
time only at high tolerances. Overall, it uses fewer 
function values than any of the methods tested 
(except TAMORI when that algorithm works), but it 
is rarely the fastest (e.g. it is usually slower than AGM 
ifEPS > 10-8 and slower than DEFIN ffEPS ~ 10-8). 
C 
For all tolerances and all functions except C9 (for 
which OLIVER is a total failure and SPLITR fails for 
tolerances > 10-6), OLIVER uses fewer function 
evaluations than SPLITR but takes more time. SPLITR 
is generally slower than QSUBA, QNC7 and QNC10 
at high tolerances, but is otherwise competitive. 
D 
Like all the local adaptive methods, SPLITR is general- 
ly much too inefficient for integrating rapidly oscil- 
lating functions. At low tolerances it is significantly 
more reliable than the other local adaptive methods 
because it does not employ the same "pseudo-relative '' 
error test that these methods use. However, it fails 
totally on the functions D10 (S = 40, 80). 
There must be some doubt about he effectiveness of 
OLIVER's decision procddure for choosing the order 
of formula nd the subdivisional strategy when in- 
tegrating rapidly oscillating functions. Our results in- 
dicate that OLIVER is one of the most inefficient of 
all the methods tested at low tolerances, but at high 
tolerances, it uses considerably fewer function values 
than all the local adaptive routines (though still at least 
3 times as many as QSUBA). It seems that when low 
tolerances are specified OLIVER reacts harply to 
rapid changes infunction values and employs the adapt- 
ive strategy (yielding inaccurate and inefficient results), 
whereas specification ofthe higher tolerances forces a 
basically whole-interval strategy with a resultant increase 
in both reliability and efficiency. Be that as it may, even 
at the high tolerances, OLIVER is still usually about 
10 times as slow as QSUBA. 
on this sample, though twice it just fails to achieve 
10-~ure accuracy. 
Su 7/*gT/,ga7~ : 
OLIVER was designed to improve the efficiency of 
SPLITR, particularly for integrating well-behaved 
functions. It certainly does that with regard to the 
number of function values required, but because of 
the extra overhead involved it is generally only faster 
than SPLITR for high tolerance work. It also sacrifices 
reliability to achieve this reduction in the number of 
function evaluations, although most of the fails can be 
categorized asoccurring for functions with severe 
singularities (or discontinuities) or functions with 
singul~ities within the integration i terval but not at 
an endpoint. It would appear that OLIVER's "strategy 
of adapting both order and subdivision, and thereby 
attempting to combine the best features of adaptive 
subdivision and of whole-interval formulae" (Oliver 
[24]) result s in an algorithm which is not only less 
reliable than SPLITR but is also so time-consuming i  
implementation that it fails to achieve the best feature 
of either approach. 
Overall, SPLITR seems to be fairly efficient and accurate 
for all low iolerance work, but, for each type of func- 
tion considered, there are algorithms which are more 
efficient and reliable. 
6.9. AGM 
E 
OLIVER fails very badly on E5. SPLITR seems as 
efficient and accurate as any other adaptive method 
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A 
Perfectly reliable, but inefficient. QSUBA is up to 10 
times faster for high tolerances. 
B 
A study of AGM's fails among these functions reveals 
several interesting points. Firstly, and most important- 
lY, the fails occur only for those severe functions whose 
value becomes infinite at some interior point of the 
integration i terval. Like DEFIN and TAMORI, AGM 
is completely successful at all tolerance l vels for all 
functions with an endpoint singularity. However, un- 
like TAMORI, all of the fails on functions with interior 
singularities (with 3 exceptions) are at least accurate 
within one figure of the requested tolerance. The three 
exceptions are B21 (S = 0.2, 0.5, 0.8), and in each of 
these cases the singularity occurs at a point which is 
used as a quadrature node by the algorithm (the mid- 
point of the interval is one of the points used in the 
initial 3-point approximation a d the points ituated 
one-fifth and four-fifths of the way along the interval 
become nodes after the first subdivision). 
AGM's superiority over the adaptive methods employ- 
ing Newton*cotes formulae (for.integrals involving 
singular functions) is no doubt due to the inherent 
superior capability of the single Gaussian formula over 
the Newton*Cotes rule (particularly the high-order 
Newton-Cotes rule) to approximate such integrals. 
The fact that all the other local adaptive algorithms 
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employ closed formulae also contributes to their 
greater inability to cope with endpoint singularities. 
With regard to efficiency, overall AGM is the fastest 
method for tolerances between 10 ";2 and 10-6, but is 
slower than both TAMORI (when that algorithm 
works) and DEFIN at high ~olerances. In relation to 
the other outines, many of the summary figures for 
average and median function evaluations and time are 
misleading since several of these algorithms use 
considerably fewer function evaluations than AGM on 
occasions when they fail badly. 
C 
AGM's only fail here is on C9 and then only for a re- 
quested tolerance of 10 .4 . Its performance on this 
integral is really quite good considering that one of 
the irregularities occurs at a nodal point (x = 0.2). As 
far as efficiency is concerned, AGM is very competifive 
at low tolerances, but is usually not quite as fast as 
most other adaptive routines at high tolerances. 
D 
Extremely inefficient. All fails occur either at 10w 
tolerances (because of the pseudo-relative error test 
used) or because the number of function evaluations 
exceeds 10,000. It is totally reliable for tolerances 
10-6. (AGM is obviously less likely to return a 
grossly misleading answer than the adaptive procedures 
based on Newton-Cotes formulae because of its 
irregular node-spacings.) 
E 
Reliable and next most efficient o DEFIN on this set 
of integrals. 
Summary 
AGM appears to be well suited to the integration of 
functions involving any form of singularlty or dis- 
continuity. In particular, ff range-splitting is employed 
when an interior singularity isencountered, it is 100% 
successful on the singular functions considered'here 
and at the same time is comparatively efficient. For 
other integrand types, it maintains high reliability, 
but is generally not as efficient as many other routines 
(especially for rapidly oscillating functions). 
6.10. CADRE 
The extra sophistication i troduced b3r CADRE's many 
tests for recognizing particular kinds ofbehaviour in
the integrand inevitably results in the algorithm requir- 
ing far more time per function evaluation than most 
methods (TAMORI, CCQUAD and OLIVER are the 
only routines with a larger time/function~ evaluation 
ratio). To be competitive with other local adaptive 
methods in particular, therefore, we must expect 
CADRE to offer solutions using considerably fewer 
function evaluations than other methods, or at least 
to offer greater accuracy and reliability in order to 
justify the extra time spent a~ziving at the solution. 
In general, it does use fewer function evaluations than 
other local adaptive methods (except OLIVER), but 
not few enough to offset he extra time required, and, 
except at very low tolerances, it certainly does not 
offer greater reliability. 
A 
100 % reliable, but generally quite slow, particularly 
when low tolerances are requested. 
B 
CADRE's performance is variable : if the singularity is
algebraic and occurs at an endpoint, hen CADRE is 
usually reasonably efficient and is reliable for all the 
test functions of this type except B21 (S = 1) with 
EPS = 10-10. This Finding is to be expected since 
CADRE is especially designed to recognize algebraic 
endpoint singularities. However, ff the singularity is
logarithmic, or not strictiy algebraic (e.g..lfd xx~(1-~)dx), 
or does not occur at an endpoint, CADRE is quite 
likely to fail when medium to high tolerances are re- 
quested. If the singularity is removed to the first 
derivative of the integrand, the fails which occur are 
mostly 'near-misses', but some bad fails occur for the 
severe functions B2, B8, B19 and B21. 
Over all the B functions the routine i s usually quite 
slow at very low tolerances (2 figures) but it is very 
accurate. As the tolerance l vel becomes higher, CADRE 
generally becomes more efficient relgtFce to other 
methods, but unfortunately much less reliable. 
C 
The only two fails occur for the function C9. General- 
ly, CADRE is more time-consuming than other adaptive 
procedures, particularly at low tolerances. Its efficiency 
certainly improves rel/~tive to other methods as the 
tohrance level is increased, but it is still usually slower 
than QSUBA, QNC7, QNC10, SPLITR andDEFIN. 
D 
Like the other local adaptive routines, CADRE is not 
well suited to the integration of rapidly oscillating 
functions. It is generally inefficient by comparison 
with QSUBA, TAMORI and DEFIN and is rather un- 
reliable as well. de Boor [5] states that CADRE may 
fail for some oscillating integrands "due to 'resonance' 
between the oscillation frequency and the regular 
choice of points at which the integrand is examined". 
Presumably this exphins its bad failures on the 
functions D4 and D10 (S = 20, 40, 60, 80), but it is 
disturbing that for each of these integrands, many 
thousands of function evaluations are made as the 
method converges to a grossly in.correct answer, and 
no warning of  possible failure is issued to the user. 
E 
Since CADRE has special devices for detecting jump- 
type discontinuities, we would expect it to perform 
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extremely well on the type E functions. Generally, it
i s veryreliable, but it has two obvious drawbacks : 
(i) Themethod usually requires fewer function evalua- 
tions than the other adaptive schemes, but because 
of its extra coding for recognizing discontinuities, it 
can nonetheless take considerably longer than the 
other outines. 
(ii) If the behaviour of the integrandis too severe, 
CADRE may give up altogether ff high tolerances 
are requested, e Boor [5] does state that "the algor- 
ithm is not very well equipped to deal with integrands 
which are noisy relative to the given error require- 
ments". It would appear from the results of attempt- 
hag to integrate the functions E3 and E5 (and also 
B21 (S = 1/2, 1)) within a tolerance of 10-10 that in 
fact a very liberal allowance may need to be made 
for "noise" when integrating particularly nasty 
functions. CADRE deals with each of these functions 
accurately at a tolerance of 10 -8 but then crashes 
badly when asked for a solution correct o ten 
Fgures. 
Summary 
CADRE appears to be a reliable: method for integrating 
well-behaved and peaked integrands, but is generally 
more time-consuming than Other outines because of 
its additional overhead. It can usually be trusted at 
most tolerance l vels .to deal with the types of integrals 
for which it is specifically written (i.e. those which 
are well-behaved orhave an algebraic endpoint 
singularity or jump-type discontinuity), but may be 
unreliable ff the integrand oes not fall strictly into 
one of these categories. 
7. CONCLUSIONS 
From the outset, two rather obvious "conclusions" 
must be stated : 
Firstly, as we have already remarked, it is not possible 
to make conclusive absolute statements about he 
performance of any method based on an empirical 
study such as this one (or any other). The results of 
these tests must be viewed only as a guide to the 
true capabilities of each method. Certainly the 
negative findings may be strong indications of unsuit- 
ability of some methods for some problems, but 
positive fmdings hould be followed up by detailed 
parametric studies uch as those suggested by Lyness 
and Kaganove [17, 18], De Doncker and Piessens [7] 
and Piessens and De Doncker [27]. 
Secondly, as we have seen, we can find examples for 
which each of the methods discussed is "best" in one 
sense or another. Certainly ff the user has many 
similar integrals to evaluate, some preliminary testing 
may be worthwhile to reveal the method which is  
best for his particular problem. Indeed, where 
possible, it is only sensible that simple strategies 
directed at a very special type of integral should be 
used when evaluating several such integrals in prefer- 
ence to any of these more general approaches. How- 
ever, our aim here is to gain some idea of which auto- 
matic routine is most likely to efficiently find the 
correct value of a user-provided arbitrary definite in- 
• tegral (over a Finite range), without requiring the user 
to involve himself too deeply in the theoretical details 
of numerical quadrature nor of the analytic features 
of his integrand. 
It is clear from our results that no single method has 
emerged as superior to all the others for all types of 
integrands. The following observations regarding each 
integrand type may be apposite : 
A 
Most of the routines reliably integrate well-behaved 
functions. In general, QSUBA is the fastest (and most 
accurate) at all tolerances. DEFIN is competitive 
with QSUBA at all but the lowest olerance l vels. 
B 
The pattern is not immediately so clear in the case of 
functions which involve some sort of integrable singular 
ity. Overall it would appear that DEFIN is outright 
best method for these functions ince it is the only 
method with a 100 °/o success rate and is also the fast- 
est routine on average. Certainly, if we adhere to the 
principle of not requiring the user to provide xtra 
information about he number and position of 
singularities, DEFIN/s clearly a better algorithm than 
any of the others tested. However, the performance 
of TAMOKI on functions with endpoint singularities 
is so spectacular that the enforced user-specification 
of the location of singularities and the consequent use 
of range-splitting is surely justified. AGM is also totally 
successful for functions with endpoint singularities, 
but it is generally slower than TAMORI when high 
tolerances are requested. CADRE is sometimes "best" 
ff the singularity is a straightforward algebraic end- 
point singularity. 
C 
For peaked integrands and integrands with a "near" 
singularity, there seems little to choose between 
QSUBA, DEFIN and the best local adaptive methods : 
AGM, QNC7, QNC10, SPLITK and CADRE. All are 
quite reliable and efficient although CADRE is slow 
at low tolerances by comparison with the others. 
Again, if the troublespot ccurs at an endpoint of the 
interval, TAMORI is very successful and generally 
uses fewer function evaluations than all the other 
methods, but it is slightly more time-consuming be- 
cause of its additional overhead. 
D 
QSUBA stands out as the most accurate, reliable and 
efficient routine for integrating rapidly oscillating 
functions. TAMORI and DEFIN are also very success- 
hal, but are considerably slower than QSUBA. The 
local adaptive schemes are exceedingly slow and often 
volatile : they are definitely not recommended for
this type of integrand. 
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E 
Although we only have a small sample of integrands 
with Finite discontinuities, it is self-evident that 
routines using some form of adaptive subdivisional 
sequence are best suited to this type of function. The 
size of the sample (and choice of functions) makes it 
impossible to detect any clear-cut superiority of one 
method, though the inferior performance of'CADRE 
(at high tolerances) and SQUANK (overall) is discern- 
ible. Without range-splitting, TAMORI is naturally 
disastrous. Of course, in practice, ff one is aware of a 
discontinuity in the integrand, then it is only sensible 
to split the range at the point of discontinuity rather 
than force any quadrature outine to do a large 
amount of unnecessary computation. 
It is reasonably clear from this study that intensive 
parametric studies of DEFIN, QSUBA and TAMORI 
are justified. It is unlikely that any of the remaining 
methods (in their present form) will prove to be 
superior as general all-purpose integrators. 
If it is desired to choose one general-purpose m thod 
for inclusion in a subroutine library, then indications 
are that DEFIN is, on the whole, the most successful 
algorithm over all integrand types and over all toler- 
ances, and is also very efficient. However, such a 
desire denies the advantages tobe gained from the use 
of TAMORI and QSUBA for the function types on 
which they perform best. In fact it may well be 
preferable to combine these two algorithms into one 
routine in the following way : firstly, this new routine 
would include parameters for the user to specify his 
integrand as being one of the five types considered 
here and also to specify the location of any points of 
disagreeable b haviour. Then, QSUBA may be auto- 
matically chosen if type A or D functions are specified. 
Otherwise, after ange-splitting is employed at the 
points of discontinuity or (near) singular behaviour, 
TAMORI could be used for type B functions and 
QSUBA for type C and E functions. 
8. ADDITIONAL COMMENTS 
(i) Little significance has been placed on such practic- 
al considerations a  the amount of storage required 
by each routine or the effect of roundoff error on 
machines with short word lengths. Some of the  
profdes may therefore need to be modified in cases 
where users are limited by the particular specifications 
of their computer. The storage requirements for the 
Fifteen routines (relevant to the CYBER 73) are given 
in Table 2. 
As far as roundoff error is concerned, users may have 
to be wary of some methods when working close to 
the limit of their machine accuracy. We have already 
noted that SPLITR and CADRE may in some cases 
be susceptible to a large build-up of roundoff error 
even when carrying 29 figures. The stability of any 
of the methods considered has not been tested 
adequately here. However, it is worth noting that 
TAMORI, DEFIN, CADRE, OLIVER and;SQUANK 
have some form of built-in roundoff error check and 
the results reported by Piessens and De Doncker [26] 
indicate that the check used in TAMORI and DEFIN 
is very successful. 
It has been found when working with a single-precision 
version of AGM that the accumulation f roundoff 
error in the determination f the points of subdivision 
used by this algorithm may become intolerable. For a 
single-precision version of AGM therefore, it is 
necessary that the computation of the points of sub- 
division be performed using double precision arith- 
metic. 
(ii) It is reasonable to predict hat features which 
resulted in improved performance of some of the 
methods considered in the comparison may be success° 
fully incorporated in other methods. For instance, 
CADRE's efficiency on the nicer functions may Well 
be improvedbythe inclusion of the exit criteria 
employed here in ROMBRG. The performance of the 
adaptive procedures QNC7, QNC10, SPLITR, SIMPSN 
and possibly CADRE might also be improved if they 
employed the extrapolation step and the process of 
subdividing according to magnitude of error, as used 
by AGM. Of course, little or no change in the reliability 
of the methods would result from these xtensions, 
but an overall improvement in efficiency may well 
result, particularly in the case of SIMPSN. Further- 
more, the dramatic improvement in efficiency which 
results from using a higher-order Newton-Cotes rule 
in preference to Simpson's rule in the adaptive 
procedure suggests that AGM conld be considerably 
speeded up by using a higher-order Gaussian formula 
in the procedure in preference tothe 3-point rule. If 
this were done, the scheme should not suffer the same 
loss of reliability which accompanies the higher-order 
Newton-Cotes adaptive scheme because of the inherent 
ability of Gaussian formulae to cope with singular 
integrands better than Newton-Cotes rules. (This point 
is demonstrated bythe success of DEFIN, which is 
based on the 10-point Gaussian formula). The perform- 
ance of most methods on difficult integrals would al- 
most certainly be improved by the inclusion of the 
very successful roundoff error check used in DEFIN 
and TAMORI. 
(iii) The algorithm DQUAD (Blue [1]) was brought o 
the author's attention too late to be included in this 
survey. DQUAD is based on adaptive cautious Romberg 
extrapolation a d includes an automatic change of 
variable to handle endpoint singularities as well as in- 
built recognition of the presence of noise in the inte- 
grand function. Some preliminary tests carried out by 
Piessens and De Doncker [7] suggest that DQUAD 
generally uses fewer function values than DEFIN, 
QSUBA and CADRE, but is considerably less reliable 
than DEFIN and has about wice the average time/ 
integrand evaluation ratio as that of CADRE. More 
extensive testing of this routine is needed before a 
reasonable performance profile could be estimated. 
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APPENDIX II (on microfiche) 
Summary of results 
In Tables A2.1 - A2.36 (on microfiche), we present a
summary of the performance of the 15 methods on 
each of the 5 integrand types and at each of the 5 
tolerance levels. 
The following is an explanation of the 18 statistics 
which were calculated and recorded in these tables : 
(i) MIN F EVALS - The number of  times each method 
successfully achieved the required result using fewer 
function evaluations than any of the other routines. 
Ties are of  course allowed. 
(ii) MIN TIME - The number of times each method 
correctly computed an integral in the least amount of 
time. Because of the obvious inaccuracies which can 
occur when using the timing routine, times within two 
milli~conds of the lowest time are considered to be 
"equal owest" and recorded as ties. 
(iii) QUIT/ANS OK - The number of  times each 
routine quit at some stage of its calculation, yet still 
successfully returned a correct answer (i.e. IQUIT = 1, 
IFAIL = 0). 
(iv) QUIT/ANS = 0- The number of times each 
method quit because the limit of 10,000 function 
evaluations was reached (IQUIT = 1, IFAIL = 1, 
NF > I0,000). 
(v) QUIT/FAIL - The number of times the routine 
successfully indicated a failure (IQUIT = 1, IFAIL = 
1). 
(vi) FAILS - The total number of times each method 
failed to achieve the desired accuracy regardless of 
whether it quit or not (IFAIL = 1). 
(vii) UNRELIABLE - The number of times an in- 
correct answer was returned without being recognized 
by the algorithm (IQUIT -=- 0, IFAIL = 1). 
(viii) UNKEL (2*TOL) - The number of times each 
method is unreliable within twice the desired tolerance 
(Le. ACC > 2 x EPS and IFAIL - 0). Basically a 
'near-miss' is accepted here as being okay. 
(ix) UNREL (10*TOL) - The same as (viii) except a 
'near-miss' is more leniently defined. 
(x) 1/10th TOL - The number of times each routine 
returns an answer which is at least en times as accurate 
as that required (i.e. ACC g EPS/10). 
(xi) 1/100th TOL -The number of times ACC 
EPS/100. 
(xil") AV F EVALS - The average number of function 
evaluations required by the routine to return an answer 
(xiii) MEDIAN F EV - The median umber of function 
evaluations required. 
(x.iv) AV TIME - Average time per integral (in milli- 
seconds). 
(x-v) MEDIAN TIME - In milliseconds. 
(xvi) SUCCESS RATE - The percentage of integrals 
which each routine successfully computed within the 
given tolerance. 
(xvii) PC W/I 2*TOL - The percentage successfully 
integrated within twice the given tolerance. 
(xviii) PC W/I 10*TOL - The percentage successfully 
integrated within ten times the given tolerance. 
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