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Abstract
Recent progress in robotics and cognitive science has inspired a new generation of
more versatile robots, so-called developmental robots. Many learning approaches
for these robots are inspiredbydevelopmental processes and learningmechanisms
observed in children. It is widely accepted that developmental robots must au-
tonomously develop, acquire their skills, and cope with unforeseen challenges in
unbounded environments through lifelong learning. Continuous online adapta-
tion and intrinsically motivated learning are thus essential capabilities for these
robots. However, the high sample-complexity of online learning and intrinsicmo-
tivation methods impedes the efficiency and practical feasibility of these meth-
ods for lifelong learning. Consequently, the majority of previous work has been
demonstrated only in simulation.
This thesis devises newmethods and learning schemes tomitigate this problem
and to permit direct online training on physical robots. A novel intrinsic motiva-
tionmethod is developed to drive the robot’s exploration to efficiently select what
to learn. Thismethod combines newknowledge-based and competence-based sig-
nals to increase sample-efficiency and to enable lifelong learning.
While developmental robots typically acquire their skills through self-
exploration, their autonomous development could be accelerated by additionally
learning from humans. Yet there is hardly any research to integrate intrinsic moti-
iii
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vationwith learning from a teacher. The thesis therefore establishes a new learning
scheme to integrate intrinsic motivation with learning from observation.
Theunderlying explorationmechanism in the proposed learning schemes relies
onGoal Babbling as a goal-directedmethod for learning direct inverse robotmod-
els online, from scratch, and in a learning while behaving fashion. Online learning
of multiple solutions for redundant robots with this framework was missing. This
thesis devises an incremental online associative network to enable simultaneous
exploration and solution consolidation and establishes a new technique to stabi-
lize the learning system.
The proposed methods and learning schemes are demonstrated for acquiring
reaching skills. Their efficiency, stability, and applicability are benchmarked in
simulation and demonstrated on a physical 7-DoF Baxter robot arm.
Keywords: Developmental robots, online learning, intrinsic motivation,




Jüngste Entwicklungen in der Robotik und den Kognitionswissenschaften
haben zu einer Generation von vielseitigen Robotern geführt, die als ”Develop-
mental Robots” bezeichnet werden.
Lernverfahren für diese Roboter sind inspiriert von Lernmechanismen,
die bei Kindern beobachtet wurden. ”Developmental Robots” müssen au-
tonom Fertigkeiten erwerben und unvorhergesehene Herausforderungen in un-
eingeschränkten Umgebungen durch lebenslanges Lernen meistern. Kontinuier-
liches Anpassen und Lernen durch intrinsische Motivation sind daher wichtige
Eigenschaften.
Allerdings schränkt der hoheAufwand beimGenerieren vonDatenpunkten die
praktische Nutzbarkeit solcher Verfahren ein. Daher wurde ein Großteil nur in
Simulationen demonstriert.
In dieser Arbeit werden daher neue Methoden konzipiert, um dieses Problem
zumeistern und ein direktesOnline-Training auf realenRobotern zu ermöglichen.
Dazu wird eine neue intrinsisch motivierte Methode entwickelt, die während
der Umgebungsexploration effizient auswählt, was gelernt wird.
Sie kombiniert neuewissens- undkompetenzbasierteSignale, umdieSampling-
Effizienz zu steigern und lebenslanges Lernen zu ermöglichen.
Während ”DevelopmentalRobots”FertigkeitendurchSelbstexplorationerwer-
ben, kann ihre Entwicklung durch Lernen durch Beobachten beschleunigt wer-
den.
Dennoch gibt es kaum Arbeiten, die intrinsische Motivation mit Lernen von
v
interagierenden Lehrern verbinden.
Die vorliegendeArbeit entwickelt ein neues Lernschema, das dieseVerbindung
schafft.
Der in den vorgeschlagenen Lernmethoden genutzte Explorationsmechanis-
musberuht aufGoalBabbling, einer zielgerichtetenMethode zumLernen inverser
Modelle, die online-fähig ist, kein Vorwissen benötigt und Lernen während der
Ausführung von Bewegungen ermöglicht.
DasOnline-Lernenmehrerer Lösungen inverserModelle redundanter Roboter
mit Goal Babbling wurde bisher nicht erforscht. In dieser Arbeit wird dazu ein
inkrementell lernendes, assoziatives neuronales Netz entwickelt und eine Meth-
ode konzipiert, die es stabilisiert.
Das Netz ermöglicht deren gleichzeitige Exploration und Konsolidierung.
Die vorgeschlagenen Verfahren werden für das Greifen nach Objekten demon-
striert. Ihre Effizienz, Stabilität und Anwendbarkeit werden simulativ verglichen
und mit einem Roboter mit sieben Gelenken demonstriert.
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How can we devise efficient and stable online data-driven
learning methods for developmental robots with direct online
training on real robots?
1
Introduction
1.1 Motivation: The Challenges in Lifelong Learn-
ing for Developmental Robots
Developmental robotics is a highly interdisciplinary research field which devises
new approaches to robotics inspired by developmental principles and learning
mechanisms observed in children [1–7]. It aims to build more versatile and adap-
tive robots by linking natural and artificial systems [1, 2, 8]. It has also gained a lot
of attention in cognitive science and developmental psychology [1–3], as it pro-
vides computational models and experimental platforms for a better understand-
ing of biological development.
Developmental robotsmust autonomously develop and adapt in open environ-
ments throughout their life-time which is referred to as lifelong learning [5, 8, 9].
1
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One of the fundamental tasks for these robots is learning sensorimotor skills and
motor coordination, e.g., reaching [4, 8, 10]. In contrast to the classical industrial
robots, which accomplish repetitive predefined tasks, developmental robots must
solve unpredictable tasks and cope with unforeseen challenges. Developmental
robots must learn new skills unspecified at design time through self-exploration
[11]. They must also adapt to time-dependent changes in the environment and
robot dynamics (e.g., friction [12], tool usage [13, 14], changing scenery [15, 16]),
and autonomously explore their environment. Computational models for intrin-
sic motivation [17–20] have shown a great potential to tackle these challenges
through driving the robot by internally generated signals to select what to learn
and where to explore in an open-ended (i.e., unbounded) environment.
Although developmental robots should acquire their skills through self-
exploration and intrinsic motivation, they often share the environment with hu-
mans and it is beneficial to also learn from these humans. Inferring their goals and
imitating their behavior can shift the focus of the robot toward new areas of the
workspace to discover, as well as toward important tasks and novel outcomes to
learn. Hence, the robot’s exploration, which is autonomously guided by intrinsic
motivation, could be additionally guided by observing human demonstrations in
order to accelerate the autonomous development of these robots. Therefore, in-
trinsic motivation methods have a great potential to be integrated with ”learning
from a teacher” methods (i.e., learning from demonstration [11], imitation learn-
ing [19], and learning from observation [21])), with the aforementioned remark-
able advantages for developmental robots. Yet, there is hardly any active research
to integrate these two fields. It is worth mentioning that learning from observa-
tion seems themost compatible with human learning [22, 23] since it does not re-
quire strictly copying the teacher’s behavior but rather achieving similar outcomes.
Humans and robots have fundamentally different models, e.g., different kinemat-
ics and dynamics models. This favors observational learning for developmental
robots over the other ”learning from a teacher” methods.
Devising efficient online learning methods and schemes for developmental
robots is very challenging, specifically on real robots, since data acquisition is typ-
2
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ically costly in terms of time, wear, and tear.
First, these methods need to handle lifelong learning in unbounded environ-
ments and have to assure scalability to high degrees of freedom (DoF).Therefore,
amajor challenge in this field is the high sample-complexity of the proposedmeth-
ods [8, 24, 25], i.e., the dense sampling required to approximate the learned func-
tionwith reasonable accuracy. This can be only partiallymediated by intrinsicmo-
tivationmethods since thesemethods are themselvesmostly data-driven [24, 25].
Therefore, most previous methods have been demonstrated only in simulation as
a proof of concept, and only a few on real robots (e.g., [25–29]).
Second, online learning is an essential capability providing adaptation in lifelong
learning. The online learning in this thesis refers to the ability of online sampling
and performing a learning step after each generated sample. The learners should
be updated on the fly to be tailored to the learned problem. In contrast, offline
learning overly restricts robot adaptation. It needs to retrain the learner in case of
changes in the environment or robot dynamics. Offline learning also requires full
data sets to be stored to train the model offline, which is not feasible in lifelong
learning that has to strictly limit the storage of experience. Yet, all online model
learning methods tend to require a lot of training samples - especially in model
learning and in robot kinematics and dynamics learning tasks - and the number
of training samples increases exponentially with the number of ”DoF” [12, 30].
This imposes additional difficulties for direct online training on real robots. It is
therefore a persistent research question on how to devise efficient online intrinsic
motivation methods for real robot applications.
Third, online data-driven learning requires incremental online learners to ap-
proximate the models online, i.e., the complexity of the learning model should be
adapted continuously and cannot be set in advance to the yet unknown learning
problem. However, the construction of dynamic neural networks, for example, in-
crementally from scratch andwith continuous online update has potential stability
problems in the presence of noisy data in real robot applications [31].
Fourth, combining intrinsicmotivationmethodswith ”learning froma teacher”
methods imposes additional challenges for developmental robots. The robot then
3
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must have an exploration strategy to decide how to explore, i.e., whether the robot is
driven by intrinsicmotivation or learning fromhumans. The robotmust alsoman-
age the exploitation-exploration trade-off and decide autonomously when to ex-
plore, i.e., whether to explore further at the cost of additional training or to exploit
its prior-knowledge/current knowledge in order to achieve similar outcomes as
humans. Therefore, another research question is how to integrate intrinsicmotiva-
tion with learning from observation and enable the robot to decide autonomously
how and when to explore.
Finally, considering highDoF redundant robots, e.g., humanoids [1], brings up
the questions of which solution (configuration) to select and learn to achieve a re-
quired task, and whether it is possible to learn multiple solutions online for each
task. The underlying exploration method in this thesis relies on Goal Babbling
[32] to leverage its desirable advantages for lifelong learning. Goal Babbling per-
mits direct inverse model learning, online, from scratch, and in a learning while
behaving fashion. This method is inspired by how infants learn their motor skills
[33]. The adaptability to various applications and the scalability to many DoFs of
this method have been demonstrated in different domains (e.g.,[11, 34–38]) and
in real robot applications (e.g., [39]). Goal Babbling has been originally proposed
for direct learning of inverse kinematics [32]. On the one hand, Goal Babbling
solves redundancy resolution by learning one preferable solution based on the ini-
tial robot state [32]. On the other hand, this restricts the flexibility of the robots.
The versatility of the human learning system, one the contrary, allows learning sev-
eral solutions to accomplish the required tasks flexibly, e.g., reaching anobjectwith
different configurations. [40] combined Goal Babbling with associative dynamic
networks [40, 41] to learn multiple solutions of inverse kinematics. However, in
[40], the explorationwithGoal Babbling has been done first for each solution, and
then the solutions are consolidated offline in the network. Still, offline learning
is undesirable for lifelong learning as discussed before. Furthermore, stabilizing
these dynamic networks is very challenging [31, 42]. So how can Goal Babbling




Figure 1.1.1: Lifelong learning challenges for developmental robots: sample-
efficiency, direct online training on real robots, fully online learning without any
offline or batch learning, selecting what to learn, exploration-exploitation trade-
off, designing a proper exploration strategy, the stability of the learning system,
and learning inverse models with multiple solutions for redundant robots
Despite the interesting proposed previous approaches and the successive
achievements, the discussed challenges still prevent full applications of direct on-
line training in real-world scenarios. Moreover, there is hardly any research to in-
tegrate intrinsic motivation with learning from observation. These two shortcom-
ings have motivated this dissertation.
1.2 Main Contributions andGoal of theThesis
The main goal of this thesis is to devise an efficient and stable online learning scheme
for developmental robotswith direct online training on real robots. Fromthe challenges
discussed in theprevious section fordevising such learning schemes (cf. Fig. 1.1.1),
three major research questions arise:
1. How can we devise an efficient online intrinsic motivation method which
5
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permits direct online training on physical robots?
2. How can we integrate intrinsic motivation with learning from observation
and enable the robot to autonomously decide when and how to explore?
3. How can Goal Babbling learn inverse models, e.g., inverse kinematics, with
multiple solutions for redundant robots online and in a stable fashion?
To address these questions, this thesis makes the following main contributions
(cf. Fig. 1.2.1):
1. A novel intrinsic motivation method named ”interest measurement” is
established in order to increase sample-efficiency and intrinsically drive
the robot to select what to learn. A new knowledge-based and a new
competence-based intrinsic motivation signal are devised and combined in
the interestmeasurementmethod. Theknowledge-based signal named ”rel-
ative error” enables the robot to select the most informative tasks to learn
fromand generalize on simpler ones, in order tominimize the number of re-
quired samples to learn themodels with reasonable accuracy, i.e., increasing
sample-efficiency. The competence-based signal named ”forgetting factor”
enables lifelong learning which requires accommodating new knowledge
while retaining the previously gained progress [43] by driving the robot’s
interest also toward forgotten previously learned tasks. Moreover, an on-
line mental replay method is devised to intensify the robot’s experiences in
real-world applications.
2. A novel extrinsic-intrinsic learning scheme that combines intrinsic moti-
vation with learning from observation is designed. It allows the robot to
explore driven by its interest (intrinsic motivation) as well as guided by ob-
serving human demonstrations’ outcomes (extrinsicmotivation). Extrinsic
motivation in this thesis means that the robot is motivated to learn by ob-
serving human demonstrations in order to achieve similar outcomes. Three
new methods are devised to establish observational learning: Novelty de-
tection, novelty degree, a probabilistic goal selection strategy. The novelty
6
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methods enable the robot to autonomously decide whether to explore fur-
ther or to exploit its gained knowledge in order to achieve similar outcomes
as humans. They also enable the robot to autonomously decide which ex-
ploration strategy it must follow: intrinsic or extrinsic motivation learning.
Theprobabilistic goal selection strategy increases the sample-efficiencyby se-
lecting the most novel observed outcomes to learn from.
3. A novel associative dynamic network called ”Online Associative Radial Ba-
sis Functionnetwork (OARBF)” is devised to enableGoalBabbling to learn
multiple solutions of inverse models online for redundant robots with si-
multaneous exploration and solution consolidation. It is constructed incre-
mentally from scratch and updated on the fly to be tailored to the learned
problem. A parameter-sharing technique is established to stabilize the net-
work learning dynamics by synchronizing two learners online (incremen-
tal regression Local Linear Map (LLM) [44] and OARBF) and leveraging
their advantages: stability, accuracy, andmulti-model representations. This
technique increases the sample-efficiency by drastically reducing the number
of required samples for OARBF to learn a model with reasonable accuracy.
It also speeds up learning by drastically reducing the dimensionality of the
parameter space and by synchronizing the learners’ update.
The proposed methods are rather general and could be implemented for dif-
ferent learning scenarios. In this thesis, they are demonstrated for motor learning
when good body coordination is not yet established. More specifically, the task is
to establish motor coordination to acquire basic reaching skills in a learning while
behaving fashion, online, and from scratch without any prior-knowledge of the
kinematics models.
Four novel learning schemes are established employing some of the proposed
methods to provide the robot with different functionalities based on the required
task. All the proposedmethods and learning schemes in this thesis are fully online,
updated continuously and instantaneously, and demonstrated with direct online
7
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Figure 1.2.1: There are three main contributions in this thesis for devising
efficient and stable online learning schemes for developmental robots: (1) a
novel intrinsic motivation method named ”interest measurement” is devised in
chapter 3 to drive the robot to efficiently select what to learn. (2) an extrinsic-
intrinsic motivation learning scheme is designed in chapter 4 to integrate intrinsic
motivation with learning from observation. It enables the robot to learn from
observation and to autonomously decide whether it explores further to achieve
the required task, or it exploits its gained prior-knowledge during the intrinsic
motivation learning. (3) an incremental online associative dynamic network
is devised in chapter 5 to learn different solutions (configurations) with Goal
Babbling online for each required task. The robot autonomously selects one of
the learned solutions based on its previous state to provide smooth motion
training on a physical 7-DoF robot arm (the left arm of a real Baxter robot by Re-
think Robotics [45]). Baxter has a positioning accuracy of 5 mm only [45] and
the learning while behaving additionally produces very noisy data, which makes
8
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the task very challenging on this robot and constitutes an additional stability chal-
lenge for the incremental associative network.
Theresults highlight clearly the scientificprogress gainedby theproposedmeth-
ods: (i) increasing efficiency in terms of reducing the number of samples required
to learn the model with reasonable accuracy and selecting the most informative
samples to learn from; (ii) ensuring fully online data-driven learning in terms of in-
stantaneous processing of each received sample and updating the learners as well
as all measures on the fly without any intermediate offline learning; (iii) empha-
sizing adaptability with continuous online update, i.e., the learners are tailored to
the learning problem and the robot can quickly adapt to expand its knowledge and
learn similar outcomes as humans; (iv) emphasizing stability of the learning sys-
tem; (v) facilitating direct online training on real robots; (vi) providing suitable
exploration strategy to autonomously decide when and how to explore; (vii) em-
phasizing flexibility, i.e., learning multiple solutions with Goal Babbling for each
task online.
1.3 Outline
The thesis is organized as follows: Chapter 2 reviews relatedwork on intrinsicmo-
tivation, mental replay, ”learning from a teacher” methods, extrinsic motivation,
Goal Babbling, and associative dynamic networks.
Chapter 3 devises the interest measurement and integrates it into a novel
interest-driven exploration scheme to permit learning while behaving. The chap-
ter then compares the proposed interest measurement with the state-of-the-art to
highlight its advantages. A novel online mental replay method is proposed to in-
tensify the robot’s experiences. Finally, the full learning scheme is demonstrated
in a real robot experiment.
Chapter 4 designs the general structure of the extrinsic-intrinsic motivation
learning schemewhich combines learning fromobservationwith intrinsicmotiva-
tion. The chapter then explains the new extrinsic observational learning method
in detail. Finally, it evaluates the framework first in an illustrative robot example
9
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and then demonstrates it in a real robot experiment.
In chapter 5, OARBF and the parameter-sharing technique are established. The
chapter then comparesOARBFwith the offline version to highlight its advantages.
The proposed methods are integrated into the interest-driven exploration scheme
and demonstrated in a real robot experiment.
Finally, chapter 6 reviews the main contributions of this thesis as well as the
obtained results. It also gives a future outlook on potential extensions of the work.
10
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2
Background
This thesis is primarily related to intrinsic motivation learning, mental replay, in-
tegrating intrinsicmotivation with ”learning from a teacher”, and goal-directed ex-
ploration and learning (mainly Goal Babbling). It also has some connections to
associative dynamic networks and the concept of extrinsic motivation.
One of the fundamental tasks for developmental robots, which is considered
in this thesis, is to learn sensorimotor skills and motor coordination from scratch
through exploration. Therefore, I only consider data-driven learning methods in
my review.
2.1 IntrinsicMotivation
It has been emphasized for a long time that practical, real-world applications of
developmental robots require lifelong and online learning. A major challenge in
11
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this field is the high sample-complexity of algorithms, which has led to the devel-
opment of intrinsic motivation approaches to render learning more efficient. In-
trinsic motivation in robotics, e.g., [18–20] has been inspired by developmental
psychology, where curiosity-driven behavior has been observed in children. For
example, children try to discover new things and get easily bored by already known
items [20]. Moreover, infants, as well as adults, are engaged in novel activities out
of curiosity [46] to improve their knowledge or skills, which has also been shown
experimentally in [47].
Intrinsicmotivation has been an active research topic for developmental robots
[5]. It is used to guide the self-exploration of these robots by internally generated
signals in order to actively select what to learn in open-ended environments [18].
Intrinsic motivation approaches are divided into two main categories in the lit-
erature [10, 48, 49]: (i) knowledge-based, where the intrinsic motivation signal
is generated based on the error between the robot’s prediction and the real out-
come; (ii) competence-based, where the intrinsic motivation signal is generated
based on the learning progress of the robot. However, [47] showed experimen-
tally that humans tend to learn by maximizing their knowledge about the task as
well as their competence. Still, there is hardly any intrinsic motivation method to
combine knowledge-based with competence-based signals. This thesis proposes a
new intrinsic motivation method to combine a new knowledge-based and a new
competence-based signal. It shows that this combination yieldsmore efficient goal
selection and facilitation of lifelong learning.
2.1.1 Knowledge-Based IntrinsicMotivation
Knowledge-based intrinsic motivation has been considered in different learning
contexts with different definitions [10]. In [50], it is differentiated between
two types of knowledge-based intrinsic motivation methods: novelty-based and
prediction-based, which was highlighted recently also in [17].
On the one hand, some authors considered knowledge-based intrinsic motiva-
tion as learning from novel information. The intrinsic motivation signal then was
12
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mainly derived based on comparing the newly acquired knowledge with the pre-
vious one [10, 17]. For example, the novelty signal in [15] was devised based on
the difference between two observed scenes in order to guide the robot to search
for more novel scenes to learn from. The learning signal in [51] tried to maximize
the diversity of behaviors. In [24], the information gain was maximized by com-
paring (action-state) distribution before and after learning update. Novelty could
be also detected based on a specific error threshold [48]. However, tuning such a
threshold for every task in practice is problematic.
On the other hand, knowledge-based intrinsic motivation was also considered
as learning from prediction errors [10]. High prediction errors indicate a good
learning opportunity. [52] considered the generated reconstruction error signal as
an instantaneous reward, i.e., intrinsic motivation signal. The intrinsic reward was
proposed in [53] as proportional to theprediction error for each salient event. Fur-
thermore, [54] combined learning from novel situations with learning from high
prediction errors. Surprise was defined as a prediction-based method [48, 50].
[50] differentiated between surprise and novelty, and defined surprise as highly
unpredictable events to happen. [27] used a dynamics-based surprise signal as a
penalty signal to avoid applying high forces while the robot touching an object.
Bayesian surprise was used as a curiosity reward in [55].
Minimizing surprise has also been formulated as a free energy principle [56] to
explain exploration-exploitation in lifelong learning. The free energy principle as-
sumes that humans try tominimize the long-term average of surprise. Minimizing
surprise leads to maximizing model-evidence for intrinsically motivated agents in
the context of decision-making. However, the free energy principle cannot explain
all intrinsicmotivationmodels, e.g., it cannotdescribes the approach in [27]where
the agent seeks for surprising situations to learn from. Similarly, active inference
also refers also tominimizing surprise which is considered as a negative model ev-
idence [57]. Free energy minimization has been implemented, for example, using
variational recurrent networks RNN in [58].
[59] investigated experimentally the difference between prediction-based and
novelty-based signals to drive the eye movements of humans. The results showed
13
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that novelty-based signals were more effective to drive the learning and suggested
that novelty-based intrinsic motivation mechanisms might operate even at an un-
conscious level.
Still, there is no clear border between these two categories [46], since high er-
rors also indicate novel situations to learn from, as shown later in the novelty de-
tection method in this thesis. High prediction error of events was also considered
as a novelty-based signal in [48, 60].
2.1.2 Competence-Based IntrinsicMotivation
Monitoring the average progress of the prediction error was introduced as a
competence-based method [61]. [18] considered the performance error over a
sliding window of the last n measures and assigned the highest interest to the re-
gions with the highest error changes, regardless whether the error increases or de-
creases. [19] considered only when the error decreases over the sliding window,
i.e., when the robot learns. This approach can avoid unlearnable and unreachable
goals for example [19].
The recent works have mostly implemented competence-based methods, e.g.,
[11, 13, 18–20, 49], where [49] showed that competence-based signals often lead
to better performance than knowledge-based ones in learning several reaching
taskswith a simulated robot arm. If andhow these results transfer tomore complex
and real-world scenarios is currently an open question.
Novelty in this thesis: While novelty-based approaches have been proposed and
implemented as intrinsic motivation methods to drive the learning, the novelty
method in this thesis is proposed for extrinsicmotivation learning. In addition, the
previousnovelty-basedmethodsmostlydetect novelty by comparing thenewly ac-
quired knowledgewith the previous one [10, 17], while the noveltymethod in this
thesis detects and measures novelty based only on the current robot’s knowledge.
In contrast to [48], the error threshold to detect novelty is automatically inferred
from the current robot’s knowledge.
14
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I follow statics-basedmethods to determine novelty. Theymainly consider nov-
elty as an outlier, meaning that it is significantly different from other samples. For
instance, the observed data has different distribution than the already observed
ones (e.g., Gaussian distribution), the observed data belongs to unknown classes,
or samples fall in regions of low estimated density [46, 50, 62, 63]. However, these
approaches potentially misclassify noise as novel data. In this thesis, the novelty
is not determined from the distribution of collected samples, but rather from the
robot’s actual performance errorwhich reflects the robot’s actual knowledge. High
performance errors are detected as outliers in the performance error distribution
in order to indicate novel goals/tasks.
IntrinsicMotivation in Real Applications
Themajority of the previous work on intrinsic motivation has been demonstrated
only in simulation due to the high sample-complexity of the intrinsic motivation
methods. Fewworks have been demonstrated in real robot applications, e.g., [25–
29, 64]. Still, not all of these works have demonstrated efficient learning. For ex-
ample, [28]demonstrated very slowand inefficient learning. In addition, the robot
preformed random movements during the exploration.
Notably high sample-efficiencyhas beendemonstrated in [25, 27]. Thesemeth-
ods integrate intrinsicmotivationwithmental replay (cf. Sec. 2.2) in order to dras-
tically reduce the number of training samples.
One of the limitations of [25] is that it implements a recurrent neural network
with a fixed size to learn a limited set of trajectories. The network therefore cannot
be adapted to increasing task complexity or scale to a larger workspace in lifelong
learning. In contrast, the learners in this thesis are constructed incrementally and
their size is updated on the fly to adapt to the current learning problem at hand.
The intrinsic motivation signals in [27] lack continuous online update. The sig-
nals are updated once every several training iterations in order to assure learning
stability. Besides, the size of the networks is prefixed in [27] similar to [25]. The
networks in [27]were trainedoffline aswell aswith batch learning. In contrast, the
proposed intrinsic motivation in this thesis is updated on the fly at each learning
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step and demonstrated high stability even in real robot applications.
2.2 Mental Replay
Mental replay is regarded to be an essential component in human learning [65].
Consequently, several replay mechanisms have been proposed for artificial agents
as efficient tools to reduce sampling complexity and to speed up the learning pro-
cess, e.g., Experience Replay [66, 67], Imaginary Experience Replay [68], Hind-
sight Experience Replay [69, 70], and Mental Replay [25]. The idea of these
methods is to store collected training samples in a replay buffer and sample from
themagain to update the learners frequently. This facilitates deploying data-driven
learning methods on real robots since sampling in real robot applications is very
costly regarding time and hardware.
Experience Replay [66, 67] stores the full data set and randomly samples again
from it to performmini-batch learning. A similar approachwith uniform sampling
instead of random sampling was proposed in [71]. This is, however, incompatible
with online lifelong learning. [27] sampledmini-batches from a replay buffer con-
taining 1 million transitions. Imaginary Experience Replay [68] and Hindsight
Experience Replay [69, 70] use sample augmentation in order to sample imagi-
nary goals. However, this needs the full goal space to be known in advance, which
is difficult to be estimated in an open-ended environment. Some approaches ex-
tended Hindsight Experience Replay, e.g., [72] which adaptively selects failed ex-
periences for replay based on a curiosity measure, and Prioritized Hindsight Ex-
periences [73] which utilizes an energy function to select which trajectory to be
replayed. These are very similar to Prioritized Experience Replay [74]. The lat-
ter method prioritizes the most ”surprising” samples with high expected learning
progress and replays them more frequently. Mental Replay in [25] was proposed
to deal only with spiking neural networks. It generates additional training samples
from each trajectory by exploiting the stochastic nature of the spiking network for
encoding such trajectories.
Dynamic experience replay [75] stores all data fromhuman demonstration and
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successful episodic training of the agent. There are several different buffers to
randomly sample from, including augmented data from human demonstrations.
However, this method is suitable and implemented for offline learning. Invariant
Transform Experience Replay [76] uses sample augmentation to generate sym-
metric trajectories as well as goal augmentation as in [69]. However, the goal
augmentation results in samples with a specific error threshold which affects the
learning accuracy. Besides, it requires additional geometric information to pro-
duce symmetries.
This thesis proposes a new online mental replay method which needs neither
data augmentation nor storing full data sets, and it is thus more applicable for life-
long learning applications.
It is worth mentioning that mental replay has been also proposed from a differ-
ent point of view, as a tool to overcome catastrophic forgetting during incremental
learning, e.g., [77, 78].
2.3 Intrinsic Motivation with Learning from a
Teacher
While developmental robots must acquire their skills through intrinsically-driven
self-exploration, they are also supposed to share the environment with humans
[8, 11]. It is, therefore, beneficial for the robot to infer humans’ goals and to imi-
tate their behaviors in order to accelerate its autonomous development. Similarly,
children and humans explore and learn on their own with the ability to benefit
from other teachers or social cues [79].
The previous related works on how artificial agents can learn to perform a
task from teacher/expert demonstrations can roughly be categorized in: (i)
learning from demonstration, where policy, action, and state information of the
teacher/expert is available (e.g.,[11]); (ii) imitation learning, where the (action-
state) pairs are available from the teacher/expert demonstration without having
access to the policy information (e.g., [80]); (iii) learning fromobservation, where
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only the states or the outcomes of the teacher/expert are available (e.g.,[21, 81]).
From a developmental point of view, the two main ways of replicating a move-
ment in infants are imitation and emulation, i.e., learning from observation [82,
83]. [22, 23] pointed out the importance of social learning and observational
learning, and highlighted the difference between imitation learning and observa-
tional learning, as the latter does not require strictly to copy the teacher’s behavior
but rather to learn similar behavior, which means exploiting the internal model of
the imitator to achieve similar outcomes. Learning from observation also seems
the most compatible with human learning, as humans have neither access to the
action information of the demonstrators of their peers nor access to their exact in-
ternal models. Similarly, humans and robots do not have the same exact internal
models, which makes observational learning the most compatible way for robots
to learn from humans. Still, there is hardly any research to integrate intrinsic mo-
tivation with learning from observation.
[84] studied the connection between intrinsic motivation and imitation learn-
ing for efficient coding in active perception. According to [84], the early stage of
intrinsic motivation learning facilitates later the imitation learning when new ac-
tions and outcomes are considered. When the agent imitates a new action, the
intrinsic signal is generated as a feedback signal to reveal how well the new data is
encoded in the sensory system [84]. This study has been discussed in the context
of human language learning as well as bird song learning.
There are only a very few works in the literature which combine intrinsic mo-
tivation with ”learning from a teacher” methods. However, not all of them con-
sider lifelong learning for developmental robots. For example, the work in [85]
considered only very limited discrete actions/outcomes. The robot arbitrarily ex-
plores possible actions (open/close a box and switch on/off a button) and then
is driven by its intrinsic motivation based on the novelty of these discrete limited
goal set. The human guidance is expressed by pointing out actions or objects from
this set. Hence, the human interaction helps only to shape the exploration in the
already specified actions/outcomes and does not lead to discovering novel out-
comes/goals. It is unclear how this learning systemcangeneralize toother learning
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scenarios, e.g., continuous space and open-ended environments.
The main notable work for developmental robots and lifelong learning, up to
my knowledge, is [11]. [11] combined intrinsic motivation with learning from
demonstration where policy and action information of the teacher is required.
However, this information is not always available, and even if so, it does not di-
rectly transfer as humans and robots have different internal models. In addition,
[11] combined random goal selection with intrinsic motivation. The empirical
evaluation of the method was demonstrated in [29]. The approach was also ex-
tended in [86] for learning sequences of actions.
This thesis proposes a novel learning scheme which combines intrinsic moti-
vation with learning from observation. To this aim, it develops a new extrinsic
motivation observational learning method. It provides an exploration strategy
which allows the robot to autonomously decide when and how to explore and ef-
ficiently select what to learn. It also allows the robot to autonomously manage
the exploration-exploitation trade-off. The novelty threshold is automatically de-
tected and inferred from the robot’s knowledge.
2.4 ExtrinsicMotivation
Extrinsic motivation in robotics in the literature has several controversial defini-
tions [48], where mostly an extrinsic motivation is considered when the robot re-
ceives an external reward [87], e.g., from the environment [48, 88], or external sig-
nals, i.e., signals from outside the robot controller [89]. In contrast, the reward in
the extrinsic motivation in this thesis is an internal reward tomaximize the robot’s
knowledge motivated by external observations.
The extrinsic motivation in this thesis is inspired by a developmental psychol-
ogy study [46, 88, 90]: once a human observes a behavioral event, a stimulus will
trigger a brain activity, the brain interprets this event as a novel event, and slowly
gets used to it until this event is no longer novel, this is also known as habituation
[46]. Accordingly, when the robot observes a teacher demonstration to learn a
new task, the robot is motivated to learn to achieve a similar outcome. Achieving
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users’ goals has been also considered as an extrinsic motivation in [17].
2.5 Goal-Directed Learning andGoal Babbling
It is widely accepted since the 1990’s that the humanmotor control is organized on
the basis of forward and inverse models (i.e., the relation between actions/motor
commands and outcomes) [91]. Forward models convert actions to outcomes,
while inverse models estimate the required motor command to achieve a desired
outcome. Learning motor capacities and skills has always been a core topic of de-
velopmental robots [1], as mastering the body is fundamental for any embodied
agent. Learning forwardmodels under the notionofmotor babbling [92] has been
proposed first to learn the robot functionality by a random exploration of motor
commands [93]. This appears unrealistic, however, for robots with many degrees
of freedom. The respective high-dimensional spaces for motor commands cannot
be exhausted through exploration randomly or systematically because of a combi-
natorial explosion. In addition, there is evidence from infant studies that neonates
demonstrate goal-directed motion already a few days after birth [33, 94]. For ex-
ample, they learn how to reach by trying to reach, and they adapt their motion by
iterating their tries [33]. These insights motivated researchers to turn to the idea
of goal-directed inverse model learning, e.g., [95, 96], where the notation Goal
Babbling [95] has been coined. Such models have to deal with the problem of re-
dundancy, which is the problem that a redundant robot hasmany possible ways to
achieve a goal and needs to make a selection from them. And they need to assure
the scalability to high dimensions.
Goal Babbling has been proposed in [95] as an efficient means for direct in-
verse model learning and online bootstrapping of sensorimotor skills [32]. It has
originally been proposed for learning inverse kinematics (IK) [95], i.e., learning
the required configurations to achieve desired spatial goal positions. It permits in-
cremental online learning, from scratch, and in a learning while behaving fashion
[32] inspired by infants’ learning of their motor skills [33]. It has already demon-
strated strong scalability for high DoF robots, e.g., for 50-DoFs of a planar manip-
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ulator [32], 9-DoFs of a soft robot [39], and 9-DoFs of a humanoid [36]. The
main advantage of Goal Babbling is that it reduces the search space by exploring
the low-dimensional space of goals, e.g. spatial positions in the task space. While
a redundant manipulator can achieve the same end-effector position with many
possible configurations, Goal Babbling focuses on exploring goal positions rather
than exploringmotor actions. This increases the diversity of the reached positions,
assures the efficiency, and speeds up the learning, as demonstrated with a physical
9-DoF elephant trunk robot [39].
Goal Babbling has been replicated and extended in different learning domains
(e.g., socially guided [11], acoustics [34], body orientation [97], learning static
forces [35], skill Babbling [98],multi-stageGoal Babbling for simultaneousmodel
learning [37], goal-directed learning of hand-eye coordination [99], tool usage
[13, 14], and body model learning through self-touch [38]). Learning inverse
models of robot manipulators has been also considered as a promising alterna-
tive solution to analytical methods since obtaining an accurate analytical model
for dexterous high DoF robots as well as for soft robots requires a lot of engi-
neering knowledge and can be challenging if no accurate parameters are available
[12, 16, 39, 70].
The aforementioned advantages of Goal Babbling (e.g., incremental online
learning, learning from scratch, learning while behaving, scalability, adaptability,
goal-directed learning) make it a promising approach to be implemented for de-
velopmental robots as well as for lifelong learning. However, the original Goal
Babbling [32] has twomain draws back. First, it uses a randomgoal selection tech-
nique to selectwhich goal to learn that remains rather data-hungry and slows down
the exploration aswell as the learningprocess, as also shown later in the thesis. Sec-
ond, Goal Babbling by design learns inverse models, e.g., inverse kinematics, with
only one solution for redundant robots which limits the robot’s flexibility.
[40] proposed to combine Goal Babbling with an associative dynamic network
called ”Associative Radial Basis Function network (ARBF)” to enable learning
multiple solutions for redundant robots. However, the exploration by Goal Bab-
bling and the solution consolidation in ARBF were done separately. Moreover,
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the proposed network works only offline, which is not compatible with lifelong
learning.
In this thesis, I follow the idea proposed in [40] for learning multiple solutions
with Goal Babbling. I am mainly interested in extending the proposed work on
Goal Babbling to fully incremental online learning with simultaneous exploration
and solution consolidation. Therefore, the next section briefly discusses the most
relevantwork related to this thesiswithoutdivingdeeply into associativenetworks,
which is a rather wide research field and not the main focus of this thesis.
2.6 Associative Dynamic Networks
Different attractor-based dynamical systems have been developed and employed
for different learning tasks in robotics, e.g., for imitation learning [100] andmotor
learning [101–103].
[104] proposed an attractor-based dynamic approach for coupling task and
joint space to learn forward and inverse kinematics simultaneously in a single
network. The latter work implemented a reservoir computation approach [105]
and was demonstrated for smooth task trajectory generation. Learning an inverse
model paired with a forward model has been proposed previously as an essential
component for motor control and motor learning [91, 92, 106].
[107] extended the idea of implementing attractor-based approaches for learn-
ing kinematics to learn andmaintainmultiple solutions of inverse kinematics. The
kinematics redundancy is solved dynamically utilizing multi-stable attractor dy-
namics similar to [108]. However, the proposed model in [108] has high com-
putational complexity and thus did not demonstrate applicability for real robot
applications, in contrast to [40, 41, 107]. [107] combined the ideas of reservoir
computing [109] and extreme learning machines (ELMs) [110] to render learn-
ingmore efficient and alleviate the error of the back-propagation. The trained net-
work is applied in an output feedback loop similar to Jordan-type networks with a
feedback loop, e.g., [42, 106, 111, 112].
In [107], the output feedback loop exhibitsmulti-stable attractor dynamics cor-
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responding to the multiplicity of solutions to the inverse kinematic problem. The
estimated output of the network is fed back iteratively to the network until the
network settles to one of the attractors depending on its initial state, i.e., the net-
work output will be attracted (converges) to the solution that is closest to its previ-
ous state. However, this approach needs to extend the training data set by synthe-
sized sequences to promote attraction to the data samples following the program-
ming dynamics approach proposed in [113]. A similar approach for representing a
multi-valued function in a dynamical networkwith a feedback loop is [114]. How-
ever, it integrates additional constraints for the learning objective, which renders
training inefficient and requires exhaustive parameter tuning.
[41] proposed an improved variant of the associative dynamic network called
”ARBF” to cope with multi-stable dynamics without additional data synthesis,
and thus it renders learning more efficient. It utilizes a hidden layer of radial ba-
sis functions instead of the sigmoid neurons in [107]. Related to this approach
are prototype-based versions of Echo State Network [115] and Recurrent Self-
Organizing Maps [116]. However, ARBF uses a recurrent output feedback loop
similar to [107] instead of recurrent connectivity in the hidden layer in [115, 116].
ARBF has demonstrated high scalability up to an 11-DoF humanoid [41] and ro-
bust performance [117] over several network initializations with high accuracy
[40, 41]. It also generalizes well to new situations [40, 41].
There are other common approaches for learning and solving kinematic redun-
dancy, for example, utilizing multiple experts [118] where each solutionmanifold
is modeled separately. However, the number of experts should be selected in ad-
vance. It has in general high computational costs, e.g., in exploitation [118] and
in training [119]. [120] proposed an online incremental approach with a mixture
of linear experts for learning forward and inverse kinematics simultaneously. The
number of experts increases incrementally and the experts are allocated automati-
cally. However, selecting a particular solution from a multi-modal distribution re-
mains unsolved similar to other probabilistic approaches for learning kinematics
[121]. In contrast, [41, 107] yield directly a proper solution based on the previous
robot state, and thus they were employed directly for controlling the robot with
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smooth motion generation. Other approaches for learning kinematics restrict the
inverse models to a single solution [32, 106, 122, 123] which limits the flexibility
of the redundant robots.
[40] combinedGoal Babbling [32]with the proposedARBF [41] to learnmul-
tiple solutionswithGoalBabbling. Goal Babbling has beenperformed for eachde-
sired solution first, and the learned solutions are then consolidated offline utilizing
ARBF. This limits the robot adaptability where any change (e.g., in the environ-
ment or robot dynamics) requires collecting new data and retraining the system.
Besides, the entire data set should be stored which is not possible in lifelong learn-
ing. If the full data set is available, radial basis functions can be fitted to the data
using k-means -for example- and trained offline [40]. However, in lifelong learn-
ing, the full data set is not known in advance. But the model complexity of ARBF
must be set beforehand (e.g., the network size), and thus the ARBF is not tailored
to the yet unknown learning problem.
In this thesis, I extend the work proposed in [40] and devise an incremental
online ARBF (OARBF) to permit online learning ofmultiple solutions for inverse
kinematics with Goal Babbling. The network is constructed incrementally, from
scratch, and updated continuously to be tailored to the learning problem.
The incremental learning in lifelong learning has also motivated the idea of in-
cremental recurrent neural networks [77] in order to adapt the network to the
learned problem. The proposed networks were implemented for lifelong learn-
ing of spatio-temporal representations from videos for continuous object recog-
nition [77]. It is worth mentioning that continuous spatio-temporal patterns can
be learned with variational recurrent neural network (RNN) [58, 124]. However,
ARBF has the advantage over recurrent and reservoir networks as it alleviates the
error of the back propagation and strongly reduces the computational complexity
[41, 107]. Hence, ARBF renders learning more efficient which is the main inter-
est and focus of this thesis. Furthermore, efficiency and reduced computational
complexity are crucial for direct online training in real robot applications.
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Developmental robots acquire their sensorimotor skills, e.g., reaching, through
lifelong learning in an open-ended environment. On the one hand, random for-
ward exploration of the high-dimensional kinematic space in order to acquire
reaching skills, e.g., using motor babbling [93], is infeasible for high DoF robots.
On the other hand, trying to reach all foreseen objects in the environment ran-
domly is useless and costly in terms of time, wear, and tear. Hence, these robots
should be intrinsically motivated to select what to learn. For example, they should
try to select the most informative objects to learn from.
While the previously proposed intrinsic motivation methods are either
knowledge-based or competence-based [46, 48], [47] showed experimentally that
humans tend to learn bymaximizing both their knowledge and their competence.
Inspired by this finding, this chapter devises a novel intrinsic motivation method
called ”interest measurement” which combines a new competence-based signal
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called ”forgetting factor” with a new knowledge-based one called ”relative er-
ror”. The relative error selects the most informative objects to learn from by shift-
ing the robot’s focus toward difficult-to-reach objects. Learning difficult-to-reach
goals and generalizing on the simpler ones increases sample-efficiency. Since life-
long learning requires accommodating new knowledge while retaining previously
learned experiences [43], the forgetting factor, accordingly, shifts the robot focus
toward potentially forgotten, previously learned objects.
The interest measurement method is integrated into a novel hierarchical
interest-driven exploration scheme to permit learning robot models online, from
scratch, in a learning while behaving fashion and driven by intrinsic motivation.
The framework has been evaluated first in an illustrative example with a 10-DoF
planar manipulator and compared to the state-of-the-art intrinsic motivation
signals. A novel online mental replay method is devised to intensify the robot’s
experiences in real-world applications. All the proposed methods are demon-
strated with a physical 7-DoF Baxter robot arm. The results highlight clearly
the advantages gained by the proposed methods: sample-efficiency, robust
performance, and fully incremental online learning with instantaneous updates
and direct online training on physical robots.
This work has been already published:
• R. Rayyes, H. Donat, and J. Steil, ”Efficient online interest-driven explo-
ration for developmental robots”, IEEETrans. Cognitive andDevelopmen-
tal Systems, 2020. [125]
• R.Rayyes,H.Donat, and J. Steil, “Hierarchical interest-driven goal babbling
for efficient bootstrapping of sensorimotor skills,” in 2020 IEEE Interna-
tional Conference on Robotics and Automation (ICRA), 2020, pp. 1336–
1342. [31]
This work has been also presented at the following workshops:
• R. Rayyes and J. Steil, “Hierarchal interest-driven associative goal bab-
bling”, The Annual Conference on Neural Information Processing Systems
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(NeurIPS), WiML workshop, Vancouver, Canada, 2019.
• R. Rayyes and J. Steil, “Interest-based exploration with associative goal
babbling toward versatile cognitive robots”, Robotics Science and Systems
(RSS): WiR workshop, Freiburg, Germany, 2019.
• R. Rayyes and J. Steil, “Interest-based exploration with associative goal
babbling”, The Fourth International Workshop on Intrinsically Motivated
Open-ended Learning (IMOL), Frankfurt, Germany, 2019.
3.1 Hierarchical Interest-Driven Exploration
Scheme
Figure 3.1.1: An illustrative example of the required task with a 10-DoF planar
manipulator, each link length is 10 cm. The red crosses and blue dots represent
the spatial goals to be reached
This section first describes the task used to demonstrate the proposedmethods
in this thesis. Fig. 3.1.1 illustrates an example of the required task with a 10-DoF
planar manipulator. The robot should learn how to reach some goals in the Carte-
sian space, which represent the spatial positions of some objects or other physical
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targets. With some abuse of nomenclature, I sometimes also refer to the goals sim-
ply as objects. The learning is online, fromscratch, and in a learningwhile behaving
fashion. The robot shall be driven by intrinsic motivation to select what to learn.




Figure 3.1.2: Hierarchal interest-driven exploration scheme:(A) Goal selection
strategy, (B) Goal-directed exploration mechanism
To this aim, a hierarchal interest-driven exploration scheme (cf. Fig. 3.1.2) is
developed which consists of a high level of goal selection strategy, and a low level
of exploration and incremental approximation of the underlying model:
(A) Goal selection strategy: It utilizes the interest measurement (cf. Sec. 3.2) to
guide the robot’s exploration driven by intrinsic motivation.
(B) Goal-directed exploration mechanism: It utilizes the interest-driven Goal
Babbling (cf. Sec. 3.3) for direct inverse model learning through explo-
ration. Thismechanism allows the robot to actively explore its workspace in
a learning while behaving fashion. The required model to achieve the task
is approximated incrementally and adapted on the fly.
The learning scheme is fully online and updated continuously. Neither storing
data sets nor intermediate offline training is required.
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3.2 InterestMeasurement andGoal Selection
The interest measurement determines which goal the robot will try to attain. At
the outset, the robot does not have further knowledge about the goals except that
they exist. Therefore, all goals will be interesting to the robot. Once the robot has
gathered some knowledge about specific goals, as is measured by the relative er-
ror, these become less interesting. Since lifelong learning requires retaining the
previously learned experiences [43], the potentially forgotten previously learned
goals become again more interesting to the robot by utilizing the forgetting fac-
tor. The interest measurement is updated continuously and online to reflect this
process and combines knowledge-based (relative error) with competence-based
(forgetting factor) signals.
3.2.1 Relative Error
The relative error signal selects the most informative goal to learn from. It com-
pares the performance error on each goal relative to the other ones. The higher the
error, the more interesting the goal. A high relative error indicates the goals which
haven’t been learned yet compared to the other assigned goals. It also indicates the
goals which are difficult-to-attain, e.g., goals near the border of the workspace. The





RE is the relative error of the current goal gi ∈ G, G is the set of the required goals
(desired positions) to attain, E(gi) is the current performance error on the current
goal gi ∈ G, Emin and Emax are the current minimum and maximum performance
errors over all assigned goals respectively.
On the one hand, the relative error reflects a knowledge-based signal as it mea-
sures the instantaneous performance error on each goal, i.e., the difference be-
tween the robot prediction and the real goal position. On the other hand, the rel-
ative error also reflects a competence-based signal as it measures the relative per-
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formance error on the goal set which changes based on the robot’s performance
progress.
3.2.2 Forgetting Factor
The learned model is approximated incrementally online and updated locally and
continuously (cf. Sec. 3.3). Accordingly, the performance of the robot might
improve when the robot benefits from previously learned experiences (reaching
goals) and generalizes to new ones. The performance might also deteriorate,
i.e., the robot forgets potentially about previous experiences. Hence, previously
learned goals which start becoming forgotten must become interesting again to
the robot. The forgetting factor drives the robot interest toward forgotten previ-















Ej(gi) is the performance error on the goal gi ∈ G, Prog(gi) measures the robot
performance progress on the goal gi ∈ G over a sliding time window of the last n
goal trials (cf. Fig. 3.2.1). Prog(gi) increases with the error over the time window.
The forgetting factorFF(gi) is normalized relative to theminimumProgmin and the
maximum Progmax performance progresses on the goals G. The higher the factor,
the more interesting the goal. The forgetting factor is a competence-based signal
as it measures the robot performance progress, and it is fundamentally similar to
the competence-based methods, e.g., the competence measurement [18] and the
learning progress signal [19].
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Figure 3.2.1: The robot performance progress on a goal g over n trials.
RMSE(g) is the robot performance root mean squared error on the goal g
3.2.3 InterestMeasurement
Theinterestmeasurement represents an intrinsicmotivation learning signal, which
is responsible to guide the exploration during the intrinsic motivation learning by
shifting the robot’s focus toward interesting goals. The interest measurement (also
named the interest signal) combines the relative error and the forgetting factor.
Accordingly, goals are interesting to the robot either when they are not learned yet
or when they are forgotten. The interest measurement is given in Eq. (3.3) :
interest(gi) = λRE(gi) + (1− λ)FF(gi) (3.3)
where λ ∈ [0, 1] is a weighting factor. Each of interest, RE, FF is normalized in
order to have comparable measures on all required goals. Each of these measures
is updated on the fly at each time step (on every sample).
3.3 Interest-DrivenGoal Babbling
The learning scheme relies onGoal Babbling [32] as an explorationmechanism to
permit learningwhile behaving fashion. Learning the basic reaching skills requires
learning the inverse kinematics that assigns to each end-effector position x ∈ X ⊂
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Algorithm 1 Interest-Driven Goal Babbling
1: procedure IGB(xhome,qhome,X ∗)
2: InitLearners( xhome, qhome)
3: for E number of Epochs do
4: for L/N number of samples do
5: (x∗t ) = gi ∈ X ∗ = GoalSelection
6: for N number of intermediate steps do
7: generate an intermediate target x∗t
8: estimate the corresponding q̂∗t for x
∗
t






10: execute q+t and observe (x
+
t )
11: compute weight wgbt










Rn the corresponding configuration q ∈ Q ⊂ Rm that is required to attain it. m is
the number of DoF, n is the dimension of the target variable (e.g. n ∈ {2, 3} for
the spatial position of the end-effector),Q is the set of permissible configurations,
andX is the set of the corresponding end-effector positions.
Algorithm. 1 illustrates the Interest-DrivenGoal Babbling algorithm. The robot
starts exploring from its initial (home) posture qhome corresponding to the starting
(home) position xhome, and tries to reach some goals gi ∈ Gtrain = X ∗ which
represents some desired positions to be attained. The goals are selected iteratively
utilizing the interest measurement (cf. Sec. 3.2). A linear path of N intermediate
targets is generated by interpolating between each two selected goals. Note that
the term ”goal” is used as a predefined desired position, and the term ”target” is
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used as a generated desired position between the goals.
A Local Linear Map (LLM) [35, 44, 126] (cf. Appendix .1) is used as an incre-
mental regression to approximate and update the inverse estimates. Note that any
incremental regression technique can be implemented. LLM is chosen because it
has already demonstrated a very good accuracy even for estimating complexmod-
els (e.g., inverse statics [35]) as well as in real robot applications (e.g., [39]).
The robot tries to reach each generated target and selected goal using the local
inverse estimate as follows: A correlated exploratory noise σ is added to the es-
timated output q̂∗t (q
+
t = σ(x, t) + q̂
∗
t ) to allow the robot to discover and learn
novel outcomes. q+t is executed and the resulting end-effector position x
+
t is ob-
served. Note that no forward model is required in Goal Babbling, but only visual
observation of the effector position.
For redundant robots , it is preferable to learn smooth solutionswithout switch-
ing between configurations. Thus, Goal Babbling tries to select and learn themost




(1+ cos∢(x∗t − x∗t−1, x+t − x+t−1)








t is the time step, x∗ is the desired position, x+ is the real end-effector position
which corresponds to the real configuration q+, wdirt assesses whether the actual
movement aligns well with the intended one, wefft assesses the efficiency of the ac-
tual movement, and wgbt is the sample weight.
(x+t , q+t ,w
gb
t ) is used to update the local inverse estimate online in a super-
vised learning fashion in order to minimize the weighted error Eqt (cf. Fig. 3.1.2,
Eq. (3.5)) between the actual q+t and the estimated q̂
+
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Figure 3.3.1: An illustrative example of the interest measurement
where θ are the LLM parameters (cf. Appendix .1), and η is the learning rate.
qhome is used with the weighting scheme for controlling which solution will be
learned for a redundant robot. For example, if a 2-DoF planar manipulator starts
exploring with an elbow-down home posture, the samples with an elbow-down
configuration will receive higher weights than the samples with an elbow-up con-
figuration and vice-versa.
Note that themain differences between the original Goal Babbling [32] and the
interest-driven Goal Babbling are:
1. The goals in the original Goal Babbling are selected on a random basis. In
contrast, the exploration here is driven by intrinsicmotivation and the goals
are selected utilizing the interest measurement.
2. xhome has been used as a resting position in the original Goal Babbling with
a probability ρ ≪ 1 in order to avoid drifting [32]. In contrast, xhome is
considered here as one of the predefined goals, and the robot is able to au-
tonomously return to it by using the forgetting factor (cf. Sec. 3.2.2).
Fig. 3.3.1 illustrates an example of the interest measurement after the explo-
ration with a 10-DoF planar manipulator (cf. Fig. 3.1.1). The ”yellow” goals indi-
cate the goals which the robot tries to reach most. That means these goals are the
34
CHAPTER 3. INTEREST-DRIVEN EXPLORATION
most interesting goals for the robot, which are difficult to attain due to the relative
error, e.g., goals near the border of the workspace. The goals in dark blue indi-
cate that the robot barely tries to attain them as the learned model benefits from
the previous experiences and generalizes well on them. The starting position xhome
(the green dot in the middle) indicates that the robot returned autonomously to
this position due to the forgetting factor.
Fig. 3.3.2 illustrates the effects of the relative error as well as the forgetting fac-
tor. The forgetting factor is the highest for the home position (the light yellow
dot in the middle) (cf. Fig. 3.3.2(a)), as the robot forgets potentially about ini-
tially learned experiences. The relative error makes the robot focuses mostly on
the difficult-to-reach goals and implicitly learn the simpler ones (cf. Fig. 3.3.2(b)).
(a) Forgetting Factor (b) Relative Error
Figure 3.3.2: The effects of the relative error and the forgetting factor
3.4 Comparison with state-of-the-art
In order to demonstrate the advantages gained by the interest measurement, it
is compared to other state-of-the-art intrinsic motivation signals. Goal Babbling
has been implemented with different learning signals: interest signal (cf. Sec. 3.2),
random goal selection signal ([32]), the competence measurement [11, 18], and
learning progress [19] in an illustrative setup with a 10-DoF planar manipulator
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(a) Competence signal (b) Random goal selection
(c) Learning progress (d) Interest signal
Figure 3.4.1: Goal Babbling performance with different learning signals
(cf. Fig. 3.1.1). Note that only competence-based methods have been considered
in the comparison, as they have already demonstrated better performance than the
knowledge-based ones [47, 49].
The task is to learn how to reach some goals scattered in the workspace illus-
trated in Fig. 3.3.1. The goals are distributed to include both easy-to-reach goals as
well as difficult-to-reach goals near the border of the workspace. Each experiment
has been repeated 20 times with 500 epochs, each epoch consists of 100 samples,
i.e., 100 time steps. At each epoch, M goals are selected utilizing the correspond-
ing learning signal and the robot tries to reach each of them with 5 intermediate
targets (time steps) generated between each two selected goals. Each sample is
collected at each time step and represents one observed data point (x+t , q+t ). This
sample is generated from the inverse estimate when the robot tries to reach a goal
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Table 3.4.1: Interest-Driven Goal Babbling experimental results comparison
Goal Selection avg. Validation avg. Test avg. RMSERMSE [m] RMSE [m] std [m]
Random selection [32] 7.4·10−3 3.6·10−3 5·10−3
Interest measurement 2.7·10−3 1.9·10−3 0.8·10−3
Competence measurement [18] 5.5·10−3 2.3·10−3 1.5·10−3
Learning progress [19] 9·10−3 3.4·10−3 3.8·10−3
Figure 3.4.2: Interest-Driven Goal Babbling std RMSE for a 10-DoF planar
manipulator over 20 experiments
or a generated target (cf. Sec. 3.3).
Table 3.4.1 illustrates the average validationRootMeanSquaredError (RMSE),
test RMSE and Standard Deviation (std) of the validation RMSE. The results
demonstrate clearly that the interest measurement surpasses other state-of-art
learning signals. Over 20 repetitions of each experiment, none of the other learn-
ing signals [18, 19, 32] guarantees to achieve all the required goals in each exper-
iment within the defined time frame (500 epochs) as illustrated in Fig. 3.4.1, al-
though the test RMSE for all the implemented learning schemes is almost compa-
rable. In contrast, the interest measurement demonstrated high stability with the
minimum std RMSE 0.8 mm (the shaded area in Fig. 3.4.2) which surpasses the
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Figure 3.4.3: Mean Performance RMSE of Goal Babbling with different learning
signals. GB refers to the original Goal Babbling with random goal selection
other methods and shows a robust performance over all experiments.
The performance error of the interest converges faster than the other signals as
illustrated in Fig. 3.4.3 It also achieved the highest precision of the performance
accuracy illustrated with 1.9mm validation RMSE and 0.8mm test RMSE.
Note that the test goal set has a different distribution than the validation goal set
as illustrated in Fig. 3.4.1(d). The goals, which are located near the border of the
workspace, are difficult to reach. This affects the overall validation error in con-
trast to the test set which is scattered inside the learned workspace. Hence, the
validation RMSE is higher than the test RMSE. The validation RMSE has been
computed at each epoch to test the robot’s performance. As shown in Fig. 3.4.2,
the error converges very fast already after 35 epochs.
The good performance of the interest signal is also demonstrated in
Fig. 3.4.1(d). All training and test goals are always reached with high accu-
racy. The red points represent the training goals, the green ones indicate the test
goals and the blue circles represent the observed real end-effector positions.
Discussion:
The original Goal Babbling relies on a random selection of the goals [32]. Con-
sequently, all goals receive similar attention from the robot. Whereas the rela-
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tive error allows the robot to focus on learning the most difficult goals to attain
(cf. Sec. 3.2) and generalizes well to the simpler ones. Although the robot tries
to attain the difficult goals, it does not run into singularities or undesired config-
urations. The reason is that the online incremental clustering technique in LLM,
which is responsible for adding and initializing new local models, does not change
the local behavior of themodel and prevents any sudden changes in the estimation
[32, 35] (cf. Appendix.1). This is also illustrated in chapter. 4, where the robot ex-
trapolation behavior is reasonable and does not run into unpredictable situations
(cf. Fig. 4.4.2), even in a real robot experiment (Fig. 4.5.3). In addition, the gen-
erated intermediate targets with Goal Babbling provides smooth continuous mo-
tion. Consequently, the solutions unfold gradually from the homeposition toward
more novel outcomes [32].
The original Goal Babbling returns to the home position with a specific proba-
bility to avoid drifting, while the interest-driven Goal Babbling could return au-
tonomously to it utilizing the forgetting factor, which allows the robot to fo-
cus again on the previously learned forgotten experiences. Forgetting previously
learned experiences happened potentially due to the continuous update of the lo-
cal model (i.e., the performance can both deteriorate or enhance).
In [18], the goalswith thehigh learningprogress regardless ofwhether the robot
is learning (RMSE decreases) or forgetting (RMSE increases) receive the highest
interest. While the interest signal shifts the robot’s focus toward the unlearned
goals as well as the forgotten ones. Hence, focusing on difficult-to-reach and gen-
eralizing on simpler goals accelerates the learning process. Moreover, the explo-
ration in [18] relies on the combination of a random goal selection and the com-
petencemeasurement. In contrast, the interest-drivenGoalBabbling is completely
driven by the interest signal. In addition, the exploration in [11, 13, 18] originally
relies on thenearest neighbormethod,which is not feasible inonline lifelong learn-
ing. In contrast, the interest signal is updated online and no data is needed to be
stored.
The learningprogress [19] gives thehighest interest to the goalswhere the robot
learns. This makes the robot focuses only on the simple goals near the home posi-
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Table 3.4.2: T-Test for Interest-Driven Goal Babbling vs Goal Babbling with
other learning signals
methods μ1 μ2 std1 std2 d.f t-value p-value H0
[mm] [mm] [mm] [mm]
interest v.s. random 2.7 7.4 0.8 5 38 4.0487 2.4·10−4 1
interest v.s. competence 2.7 5.5 0.8 1.5 38 7.3375 8.6·10−9 1
interest v.s. learning 2.7 9 0.8 3.8 38 7.6537 3.2·10−9 1
tionwhere the robot canmakehighprogress, without payingmuchattention to the
difficult goals. However, it is worth to mention that despite the slow performance
of the learning progress, its main advantage is that it can easily avoid unlearn-able
or unreachable goals in contrast to the interest and the competence signals.
T-Test:
An independent-samples t-test [127] is implemented to test whether the differ-
ence between the performance accuracies of the interest signal and the other learn-
ing signals is significant and not just randomly occurred due to the uncertainties
in the data and the learned model.
Table. 3.4.2 shows the results of the t-tests. H0 = 1 indicates the rejection of
the null hypothesis at p-valuethreshold = 0.05 significance level. Each of the t-test
p-values is less than the significant level, i.e., t(38) < 0.05, as illustrated in the
table (p-value < p-valuethreshold). This indicates clearly the significant performance
accuracy gained by utilizing interestmeasurement. d.f = 38 is the number ofDoF
in the data population and is given in Eq. (3.6). t-value is given in Eq. (3.7) [127].
d.f = n1 + n2 − 2 (3.6)
t-value =
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μ1, μ2 are the means of the two data populations D1, D2 respectively, i.e., the
means (averages) of the validation RMSE for the two compared methods over
n = 20 experiments. std1, std2 are the standard deviations of D1, D2 respec-
tively, and n1, n2 are the number of data observations for D1, D2 respectively.
Note that n1 = n2 = n denotes the number of the experiments’repetitions.
Which competence-based signal is the best to be utilized in the interestmea-
surement? Learning, Progress, or Forgetting?
The interestmeasurement combines a knowledge-based signal (relative error) and
a competence-based one (forgetting factor) which yields so far the best results in
the previous experiments. The forgetting factor, the competence measurement
[18], and the learning progress [19] are fundamentally similar. The forgetting fac-
tor considers when the robot forgets, the learning progress considers when the
robot learns, and the competence measurement focuses on the general progress
whether the robot learns or forgets. Hence, this chapter investigateswhich of these
competence-based signal is the best to be combinedwith the relative error in terms
of the performance accuracy and robustness.
Table. 3.4.3 shows clearly that the interest measurement utilizing the forget-
ting factor (FF) yields the best results overall with the highest accuracy (mini-
mum RMSE) and the highest robustness indicated with the minimum std RMSE
of 0.8mm. It also shows clearly that combining any of the competence-based sig-
nal with the knowledge-based signal (relative error) enhances significantly the ac-
curacy (RMSE) as well as the robustness of the performance (std) compared to
utilizing only the competence or the learning signal (cf. Table. 3.4.1, Table. 3.4.3).
T-Test:
However, as these signals yield comparable accuracies and in order to check
whether this small difference between them is significant or not, an independent-
samples t-test has been implemented. Table. 3.4.4 illustrates the results of the
t-tests. t(38) > 0.05 and H0 = 0 indicate that the null hypothesis wasn’t
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Table 3.4.3: The compassion between the competence-based signals in the
interest measurement
The interest measurement avg. Validation avg. Test avg. RMSERMSE [m] RMSE [m] std [m]
RE and FF 2.7·10−3 1.9·10−3 0.8·10−3
RE and competence measurement [18] 3.1·10−3 2·10−3 1.2·10−3
RE and learning progress [19] 3.5·10−3 2.1·10−3 1.8·10−3
Table 3.4.4: T-Test for interest measurement (FF with RE) vs competence-
based signals with RE
Competence-based with RE avg1 avg2 std1 std2 d.f t-value p-value H0
[mm] [mm] [mm] [mm]
FF v.s. competence [18] 2.7 3.1 0.8 1.2 38 0.9491 0.3486 0
FF v.s. learning progress [19] 2.7 3.5 0.8 1.8 38 1.6947 0.0983 0
rejected at p-valuethreshold = 0.05 significance level (p-value > p-valuethreshold).
Accordingly, there is no significant difference between the signals’ performances.
This indicates clearly that combining the knowledge-based signal (relative
error) with any competence-based signal enhances significantly the performance
(cf. Table. 3.4.3, Table. 3.4.2).
The next step is to evaluate the proposed learning scheme with the interest
measurement on a real robot platform. In order to facilitate deploying the
data-driven methods on a real robot and increase further the sample-efficiency,
an online mental replay method is first developed in the next section.
3.5 Online EpisodicMental Replay
This section devises a new online replay method called ”Online Episodic Mental
Replay (OEMR)”. OEMR intensifies the robot’s experiences in real-world appli-
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cations. It allows rapid online updating of the incrementally learned model using
the last training epoch only.
During each epoch, M goals are selected and the robot tries to reach them. N
intermediate targets are generated between each two selected goals. Hence, each
epoch consists ofM×N samples which are stored temporarily in the replay buffer.
At the end of each epoch, these samples are replayed imaginary to update the
learner.
During the learning, themodel is approximated incrementally andupdated con-
tinuously, where only one gradient descent step is performed for each received
sample (cf. Eq. (3.5)). Therefore, performing OEMR accelerates the conver-
gence of the learner which reduces rapidly the required samples to approximate
the model.
In contrast to the previously proposed replaymethods, OEMRneither requires
storing the full data set nor to augment the data set.
3.6 Interest-Driven Exploration with a Physical 7-
DoFBaxter
The Interest-Driven Goal Babbling with OEMR has been implemented on the
physical 7-DoF left arm of Baxter robot (cf. Fig. 3.6.1) in order to demonstrate
the applicability as well as the gained efficiency by the proposed methods. A sup-
plementary video showing the experiment is available at https://youtu.be/
W6tB-7fos4A [128].
Baxter has a positioning accuracy of 5 mm [45], and learning while behaving
in practice produces highly noisy data. Therefore, the task is very challenging on
this robot. The Baxter sampling rate using MoveIt - Motion Planning Framework
[129] is3 sec for each time step. For example, if7 intermediate targets are generated
between every two goals, at least 3× 7 sec is needed to reach the goal and collect
these samples. The parameter set is {η = 0.0725, σ = 0.0452, r = 0.0869, λ =
0.5}, where η is the learning rate, σ is the exploratory noise (cf. Sec. 3.3), r is the
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Figure 3.6.1: Baxter reaching a detected object after the exploration phase
radius parameter of LLM [32, 35, 44] (cf. Appendix .1), and λ is the weighting
factor of the interest signal (cf. Sec. 3.2).
The task is here, how the robot can learn to reach some objects (desired spa-
tial positions) as shown in Fig. 3.6.1 without any prior-knowledge of the model,
online, from scratch, in a learning while behaving fashion, and driven by its own
interest.
As shown in the video, the experimenter first shows the robot a desired
workspace to be explored. A three-dimensional virtual goal grid is created inside
the defined volume and illustrated in a 3D visualizer (rviz provided by ROS) as
shown in Fig. 3.6.2. The goals are scattered in a cuboid shape, with a vertical and
horizontal distance of 10 cm between every two adjacent goals. Note that these
virtual goals are used for the exploration in the real experiment with the physical
robot (cf. Fig. 3.6.3).
The robot starts exploring the determined workspace from its starting position
(home position) trying to reach these virtual goals as illustrated in Fig. 3.6.3 and
in the video. The goals are selected iteratively utilizing the interest measurement.
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Figure 3.6.2: Virtual goal grid visualized in rviz
Figure 3.6.3: Baxter explores the detected workspace driven by the interest
measurement and utilizing the virtual goals
Each goal trial consists of N intermediate targets, which varies depending on the
distance between the selected goals. After each epoch (1000 samples, i.e., 1000
time steps), the robot performance is evaluated on the virtual goal set andOEMR
is performed.
Only 4 epochs were needed to learn the detected workspace and reach 41 goals
with 6.7mm validation RMSE within 3 hours and 20min of direct online training
on the physical Baxter robot, with sampling rate of 3 sec per sample (i.e., per time
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Figure 3.6.4: The performance RMSE of Baxter
step). Fig. 3.6.4 shows the validation RMSE, the error converged very fast already
after the first training epoch. The other three epochs were performed to enhance
the performance accuracy and to demonstrate the stability of the learning system.
The robot demonstrated very robust performance despite the instantaneous up-
date of the interest measurement.
In the test phase, the robotwas able to reach 93 new virtual goals randomly scat-
tered in the explored workspace with a test RMSE of 7.8mm which is acceptable
compared to the low positional accuracy of the Baxter of 5mm. The robot perfor-
mance is also tested on a real detected object. The robot could reach the object in
different positions as illustrated in Fig. 3.6.1 and in the video.
Theexperimentdemonstrated clearly the applicability of theproposedmethods
and the high efficiency gained, where only 4 epochs were required to approximate
the internal model with reasonable accuracy within a few hours of direct online
training on a real robot.
3.7 Conclusion
This chapter devised a novel intrinsicmotivationmethod called ”interestmeasure-
ment”. This method combines knowledge-based with competence-based signals.
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The proposed knowledge-based signal called ”relative error” selects the most in-
formative goals to learn from by shifting the focus of the robot toward difficult-
to-attain goals. The proposed competence-based signal called ”forgetting factor”
assures the lifelong learning concept by shifting the robot’s interest toward poten-
tially forgotten learned goals. The interest measurement method is within the few
intrinsic motivation methods which have been demonstrated in real robot appli-
cations.
The interest measurementmethodwas illustrated within a hierarchical interest-
driven exploration scheme to acquire basic reaching skills in a learning while be-
having fashion. The interest measurement method outperformed other state-of-
the-art methods in terms of accuracy and robust performance. The results also
demonstrated the advantage of the relative error signal, where combining it with
any competence-based signal (learning, forgetting, progress) improved signifi-
cantly the performance of these signals.
The chapter also proposed a new online mental replay method called ”online
episodicmental replay”, which is amemoryof only themost recent learning epoch.
It facilitates deploying data-driven learning methods on physical robots by inten-
sifying the robot’s experiences. The main advantage of this replay method is that
it requires neither storing the full data set which is not feasible in lifelong learn-
ing nor augmenting the sample space which might not be known in advance, in
contrast to the other state-of-the-art replay methods.
All the proposedmethods in this chapter were demonstrated with direct online
training on a physical 7-DoF Baxter robot arm. The results highlighted the effi-
ciency gained by the proposed methods in terms of the number of required sam-
ples to learn the model with reasonable accuracy. First, the relative error signal
searches for themost informative goals to learn from. This increases the efficiency
by reducing the number of training samples. Second, the online episodic mental
replay updates the model locally and rapidly. This helps local models to coverage
fast and consequently require less samples to update. The results showed clearly
that the robotwas able to learn a full goal set by learningonly somegoals andgener-
alizing on the others. The robot was able to learn the required task with less than 4
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hours of direct online training. Only 4000 training samples were required to learn
themodel with reasonable accuracy compared to the Baxter positioning accuracy.
Theproposed learning scheme is fully online, each received sample is processed
immediately and the learner is updated on the fly continuously without any of-
fline or batch learning. Despite the instantaneous continuous update of the inter-
est measurement, the robot demonstrated a robust performance and a consistent
interest over20 experiments. Increasing efficiency andproviding apossible instan-
taneous online update facilitated the real robot application. The learning scheme
also demonstrated high stability even in the presence of noisy data, the instanta-
neous online update of the learner and the interest signal, and the low accuracy of
Baxter.
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How can we integrate intrinsic motivation with learning from
observation and enable the robot to autonomously decide
when and how to explore?
4
Extrinsic-IntrinsicMotivation Learning
In the previous chapter, a novel intrinsicmotivationmethod named ”interestmea-
surement”was developed to guide autonomously the robot’s explorationdrivenby
its interest. This method provides an efficient goal selection strategy to enable the
robot to efficiently select what to learn. Since developmental robots also share the
environment with humans, detecting humans’ goals can point out important out-
comes to learn as well as give important cues to where to explore.
This chapter integrates the interest measurement with a novel observational
learning method in a new extrinsic-intrinsic motivation learning scheme. The
robot’s exploration, which is autonomously guidedby intrinsicmotivation, is addi-
tionally guided by observing human demonstrations’ outcomes. To this aim, this
chapter adapts and adopts the learning from observation concept as an extrinsic
motivationmethod to enable the robot to benefit from humans. Extrinsic motiva-
tion in this thesismeans that, when the robot observes humandemonstrations, it is
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motivated to learn to achieve similar observed outcomes by exploiting and adapt-
ing its internal model. Note that human demonstrations in this thesis mean that,
the human reaches objects while the robot is observing his outcomes.
This chapter first explains the general architecture of the extrinsic-intrinsic mo-
tivation learning scheme, and then focuses on devising the newmethods required
for extrinsic motivation learning:
• Novelty detection method, based on descriptive statistics, to check if the
newly detected task (goal) fromobserving a humandemonstration is novel.
• Novelty degree, based on descriptive statistics, tomeasure how informative
the detected novel task (goal) is for the robot.
• Probabilistic extrinsic signal to guide the robot’s exploration during extrin-
sic motivation learning. It allows the robot to expand its knowledge about
the workspace and learn new tasks (goals) observed from human demon-
strations. It increases sample-efficiency by trying to select the most infor-
mative goals to learn from.
The novelty detection and novelty degree methods permit the robot to de-
cide on its own whether to explore further to gain more knowledge, or to exploit
its internal learned model to achieve similar outcomes as humans. These meth-
ods also enable the robot to decide which exploration strategy it should follow:
self-exploration driven by intrinsic motivation or learning by observing human
demonstrations. In addition, this chapter develops further the interest signal into
a probabilistic intrinsic signal to provide a fully probabilistic goal selection strat-
egy utilizing the intrinsic and extrinsic signals. This advancement can cope better
with situations where there are only a few goals to learn, as it avoids getting stuck
in difficult-to-learn goals. These methods together provide a novel and unique in-
tegrative scheme to guide the robot’s exploration, which in principle could be uti-
lized in different learning scenarios.
The framework has been evaluated first in an illustrative robot setup with a 10-
DoF planar manipulator and then on a physical 7-DoF Baxter robot arm. The
50
CHAPTER 4. EXTRINSIC-INTRINSIC MOTIVATION LEARNING
results highlight clearly the advantages gained by the proposed learning scheme
which leverages intrinsic and extrinsic motivation learning benefits: fast learning
and adaptation, expanding exploration toward novel areas of the workspace ben-
efiting from observing human demonstrations, robust exploration strategy, man-
aging autonomously the exploration-exploitation trade-off, sample-efficiency, and
fully incremental online data-driven learning with direct online training on physi-
cal robots.
Themainworkpresented in this chapter has beendevelopedduringmy research
internship at Sony Computer Science Laboratories (CSL) in Tokyo - Japan, Oct
2019 - Mar 2020, working with Dr. Michael Spranger. The Baxter experiment has
been conducted in cooperation with Heiko Donat at IRP, TU Braunschweig.
This work has been already accepted for publication:
• R. Rayyes, H. Donat, J. Steil, and M. Spranger, “Interest-driven exploration
with observational learning for developmental robots,” IEEETrans. Cogni-
tive and Developmental Systems, in press. [130]
4.1 Online Extrinsic-Intrinsic Motivation Learn-
ing Scheme
This section briefly describes the overall task used to demonstrate the new meth-
ods. The task here is to learn how to reach the spatial positions of some objects
(goals G) in the Cartesian space online, from scratch, and in a learning while be-
having fashion. The robot shall be driven by intrinsic motivation and be able to
benefit also from observed human demonstrations’ outcome to accelerate learn-
ing. It shall decide on its own when to explore and which exploration strategy to
follow.
The robot needs first to acquire some knowledge about its internal model. For
this aim, the robot tries to reach some goals Gtrain driven by intrinsic motivation
(e.g., utilizing the probabilistic intrinsic signal (cf. Sec. 4.3.2) or the interest sig-
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LLM


















Figure 4.1.1: Extrinsic-intrinsic motivation learning scheme: (A) Exploration
strategy, (B) Goal selection strategy, (C) Goal-directed exploration mechanism
nal (cf. Sec. 3.2)). When a human demonstration is observed and a new goal is
detected, the novelty of the detected goal is measured by how much the robot has
knowledge about it and how much this goal is informative to the robot. If novel
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goals are detected, the robot is motivated to learn them and achieve similar out-
comes as humans by exploiting and adapting its internal model and expanding its
knowledge about the environment.
It is important to differentiate between two terms: ”new” and ”novel”. The robot
could have enough knowledge to achieve a new goal. However, if a new goal is a
novel goal, ”novel” indicates that the robot does not have enough knowledge to
achieve this goal and it needs to explore and learn more. In this thesis, I assume
that humandemonstrations only occurwhen it is necessary to point out important
goals to learn.
Fig. 4.1.1 illustrates the extrinsic-intrinsic motivation learning scheme. The
learning scheme comprises two high levels of exploration strategy and goal selec-
tion strategy, and a low level of exploration mechanism and incremental approxi-
mation of the underlying model:
(A) Exploration strategy: This strategy determines whether the robot’s explo-
ration is guided by intrinsic or extrinsic motivation.
(B) Goal selection strategy: When novel goals are detected from observing
human demonstrations, the goals are selected utilizing the extrinsic signal
(cf. Sec. 4.3.1). Otherwise, the goals are selectedutilizing the intrinsic signal
(cf. Sec. 4.3.2).
(C) Goal-directed exploration mechanism: The underlying exploration mech-
anism relies on Interest-Driven Goal Babbling (cf. Sec. 3.3) to reduce the
search space and leverage the advantages of Goal Babbling.
The learning scheme is updated online on the fly. Neither storing data sets nor
intermediate offline training is required.
4.2 Novel Goal Detection
Assume that the robot can infer new goals Gnew to learn by observing human
demonstrations. Whenanewgoal is induced, it is important first todetectwhether
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this goal is novel or not, and how informative this goal is for the robot. To this aim,
twomethods have been devised in this section: (i)Novelty Detection for new goals
and (ii) Novelty Degree to measure the goals’ novelty, which reflects how much
knowledge the robot has about them. Based on this information, the robot can
take an informed decision on whether it needs to explore further to achieve the
new goals, or it can simply exploit its internal model.
These methods are devised based on descriptive statistics as explained in the
following sections.
4.2.1 Descriptive Statistical Method Analysis ”Five-Number
Summary”
The novelty here is devised based on descriptive statistics of the distribution D of
performance errors E(gi) on the trained goals gi ∈ Gtrain. It uses the ”five-number
summary” [131]which relies on the interquartile range (IQR) to be robust against
outliers. It is also independent of the data distribution. Thedata distribution is de-
scribed with the ”five-number summary” (Median,Max,Min,Q1,Q3) as follows:
• Median is the middle of the data set, i.e., the data value at 50% of D.
• First quartile (the lower quartile) Q1 is the middle number between the
smallest value and the median, i.e., the data value at 25% of D.
• Third quartile (the upper quartile) Q3 is the middle number between the
largest value and the median, i.e., the data value at 75% of D.
• Interquartile range IQR is given in Eq. (4.1). IQR represents the variability
of the data based on dividing the data set into quartiles. IQR is more resis-
tant to the outliers than the variance (σ2) and the standard deviation (std).
IQR = Q3 − Q1 (4.1)
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• Maximum excluding any outlier, which is also called the upper inner fence
(UIF), is given in Eq. (4.2):
Max = UIF = Q3 + 1.5× IQR (4.2)
• Minimum excluding any outlier, which is also called the lower inner fence
(LIF), is given in Eq. (4.3):
Min = LIF = Q1 − 1.5× IQR (4.3)
Any data point with a value larger thanMax or smaller thanMin is detected as
an outlier.
4.2.2 Novelty Detection
This method detects whether the new goals induced from observing human
demonstrations are novel or not. It also detects the goals which have not been
learned well during the intrinsic motivation learning. To do so, a novelty detec-
tion threshold should be inferred automatically based on the knowledge that the
robothas. Theacquiredknowledgeduring the intrinsicmotivation learning,which
is measured as the performance error onGtrain, could be used as a threshold for de-
tecting novelty. However, not all goals in Gtrain might be learned well. Hence, an
error threshold for detecting noveltyEthr is defined as theMax value, i.e., the upper
inner fence (UIF) value (cf. Eq. (4.4), Eq. (4.2)):
Ethr = EQ3 + 1.5× EIQR (4.4)
where
EIQR = EQ3 − EQ1 (4.5)
EQ3 is the third quartile of the performance error distribution on Gtrain, EQ1 is the
first quartile of the error distribution, and EIQR is the variance of the performance
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errors on Gtrain (cf. Eq. (4.1)). The novelty detectionN is given accordingly as
N (gi) =
{
1 E(gi) > Ethr
0 otherwise
(4.6)
E(gi) is the performance error on the goal gi ∈ G.
4.2.3 Novelty Degree
The novelty degreeND measures how much the goal is novel and informative to
the robot. ND of a novel goal gnovel is the difference between the test performance
error E(gnovel) on this novel goal and the error threshold Ethr (cf. Eq.(4.4)) relative














NND ∈ [0, 1], and Emax is the maximum performance error over all goal set
G. The novelty degree is normalized relative to the Ethr. Note that all goals on
which the performance error is less thanEthr are not novel and their corresponding
NND andN are 0.
If a novel goal is detected from an observed human demonstration’s outcome,
the exploration strategy in the learning scheme (c.f. Fig. 4.1.1) switches automat-
ically to the extrinsic motivation learning. Otherwise, the robot can achieve the
new goals by exploiting its internal model.
Theexploration in the extrinsicmotivation learning is guidedutilizing the prob-
abilistic extrinsic signal which is established in the next section.
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Figure 4.3.1: An illustrative example of the goal sets in the workspace of a
10-DoF planar manipulator
4.3 Probabilistic Goal Selection Strategy
4.3.1 Probabilistic Extrinsic Signal
Novel goals introduce a new challenge to the robot to handle them properly
because they might require to extend learning to new areas of the workspace,
where there are no known goals to be found. Therefore, it is good to expand
the exploration to learn more novel outcomes between the previously discovered
workspace and the newly detected goals, in order to avoid having any gab in the
robot’s knowledge. To define a suitable strategy to handle this situation, different
goal sets have to be distinguished first. Fig. 4.3.1 represents an illustrative example
of five different goal sets scattered in the workspace of a 10-DoF planar manipula-
tor with specific joint limits. The green dots represent the training goal set Gtrain,
i.e., the goal set which is used in the intrinsic motivation learning. The blue ones
represent the auxiliary goal set Ga ⊆ Gtrain which is explained later in this sec-
tion. The red dots illustrate the newly detected goals Gnew from observing human
demonstrations, and the black squares indicate the novel goalsGnovel which are de-
tected by the novelty detectionN (cf. Eq. (4.6)). Accordingly, the full goal set is
G = Gnew ∪ Gtrain.
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Remember that the novelty degree method detects novel goals from the full G.
Each goal with a higher performance error than Ethr is marked as a novel goal. Ac-
cordingly, the novel goals are not only goals from the new goal set but also the
goals which have not been learned well during the intrinsic motivation learning
(cf. Sec. 4.2.2). Therefore, the novel goal set is Gnovel ⊂ {Gnew ∪ Gtrain}.
Now assume that the training set is learned well through the intrinsic motiva-
tion learning. Accordingly, NND (cf. Eq. (4.8)) is (0) for each goal gi ∈ Gtrain.
For example, in the experiment illustrated in Fig. 4.3.1, five new goals are de-
tected from observing human demonstrations, and only two, which are located
outside the learned workspace, are detected as novel goals utilizing the novelty
detection N (cf. Eq. (4.6)). Their corresponding novelty degree measures are:
ND = {83.2655, 118.1042} IQR,NND = {0.6794, 1}. Accordingly, it is not
enough to rely only onNND to drive the exploration, as this will shift the robot’s
focus toward these two novel goals only. It is better to expand the exploration
to learn additional novel outcomes between the previously discovered workspace
and the newly detected goals, as discussed before. To this aim, a probabilistic ex-
trinsic signal is devised to drive learning by choosing goals. However, it is futile to
iterate between already well-learned goals. In order to devise an efficient proba-
bilistic goal selection strategy, an auxiliary goal set is defined first.
TheAuxiliary Goal Set:
The auxiliary goal set (Ga ⊂ Gtrain) is defined by determining k nearest neighbors
from Gtrain for each goal gnovel ∈ Gnovel ∩ Gnew










k(gnovel) is the number of the auxiliary neighbored goals for each gnovel ∈ Gnovel ∩
Gnew, dist is the distance measure, e.g., Euclidean distance, between gtrain ∈ Gtrain
and gnovel ∈ Gnovel ∩Gnew, and r is the maximum distance between two neighbored
goals in Gtrain. Hence, at least 2 auxiliary goals are defined for each novel new goal.
The number of the auxiliary goals increases relative to the distance between the
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Figure 4.3.2: The goal sets in the extrinsic motivation learning
novel new goals and the training set. This is important to expand the exploration
to a wider range of the workspace.
Note that a novel goal might be a not so well learned training goal or a newly
induced goal (gnovel ∈ Gnovel ⊂ {Gnew ∪ Gtrain}). However, the auxiliary goals are
only defined for the novel newly induced goals (gnovel ∈ Gnovel ∩ Gnew).
Probabilistic Extrinsic Signal
Aprobabilistic extrinsic signal is proposed as a probabilistic goal selection strategy
to guide the exploration during the extrinsicmotivation learning. This approach is
a discrete weighted random number sampling, and the probability mass function
(PMF) for the goal selection is given in Eq. (4.10):
P(gi) =

ρ0 if gi ∈ G \ {Gnovel ∪ Ga}
ρa if gi ∈ Ga
ρn if gi ∈ Gnovel
(4.10)
P(gi) is the probability of selecting goal gi ∈ G. ρ0, ρa, ρn are goal selection
probabilities with ρ0 > 0, ρa > ρ0, and ρn = f(NND(gi)) ∈ (ρ0 1] (NND
cf. Eq. (4.8)), Accordingly, the goal sets (cf. Fig. 4.3.1) can be divided into three
main goal sets for the extrinsic motivation learning as illustrated in Fig. 4.3.2.
• T = G \ Gnovel with cardinality nT =| T |. It represents the goals that are
already learned well.
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• A = Ga ⊆ Gtrain with cardinality nA =| A |. It represents the auxiliary
goals, which are also learned well.
• N = Gnovel, with cardinality nN =| N |. It represents the detected novel
goals.
The selection set S; accordingly, is defined as follows:
S = {t, a, n} (4.11)
a represents selecting a random goal gi ∈ A. Similarly, if t is selected, one goal
gi ∈ T will be selected randomly. If n is selected, a novel goal from N will be
selected with a probability based on its novelty degree.
The weighting scheme for the item selection in S is defined based on NND
(cf. Eq. (4.8)) and satisfies Eq. (4.10) as follows:

w(t) = w0 > 0




wn(gi) : wn(gi) = ⌈(NND(gi)× 10⌉+ w0
(4.12)
Note that sampling from S is an ordered sampling with replacement. It will
be inefficient to iterate between the well-learned auxiliary goals with ρa ≫ 0
(cf. Eq. (4.10)). In order to accelerate learning, gi ∈ Ga is selected with a proba-
bility pa only if the previously selected goal is a novel goal, i.e., gi−1 ∈ Gnovel ≡ N .
Accordingly, the extrinsic probabilistic signal guides the exploration during the
extrinsic motivation learning utilizing this weighting scheme for goal selections.
The probabilities for selecting each action for the setS as well as for selecting each
goal from the goal sets are calculated in Appendix .2.
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4.3.2 Probabilistic Intrinsic Signal
In order to devise a fully probabilistic goal selection strategy in this learning
scheme, this chapter develops further the interest measurement [31] as a prob-
abilistic intrinsic signal instead of deterministic one. The probabilistic intrinsic
signal can cope better in the situations where there are only a few goals as it avoids
getting stuck in difficult-to-learn goals (see Appendix .3 for the evaluation).
Each goal gi ∈ Gtrain is weighted with wint (cf. Eq. (4.14)) based on its inter-
est measurement (cf. Sec. 3.2), and it is selected with a probability P(gi) which is
determined by the probability mass function (PMF) given by Eq. (4.16).
fα(gi) = exp(interest(gi) + α) (4.13)
wint(gi) = fα(gi)− fminα + 1 (4.14)





α is the importance factor which scales the interest measurement exponentially. If
α is too small, all goals will have almost equal probabilities to be selected. If α is
too large, it will shift the focus of the robot toward the goals with the highest in-
terest only. fminα is the minimum value of the function fα and is corresponding to
the minimum interest value. Adding 1 in Eq. (4.15) serves to avoid assigning (0)
probability to any goal. N is the number of goals. Note that this goal selection ap-
proach is a discrete weighted random number sampling, employing ordered sam-
pling with replacement. The intrinsic and the interest signals are updated online
at each time step on every sample.
In the beginning, the interest measurement will assign 1 to all goals, as the
robot does not have any prior-knowledge about them. Hence, all goals are se-
lected with equal probability P(g1) = P(g2) = ... = P(gn) = 1N . When the
robot starts exploring and gains some experiences (x, q), where x is the observed
end-effector position and q is the corresponding configuration, the probability for
each goal to be selected is conditioned with the incremental knowledge the robot
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gains: P(gi|x1, q1),P(gi|x1, q1, x2, q2),P(gi|x1, q1, x2, q2, ..., xm, qm, ...). This is ex-
pressed implicitly in the probabilistic intrinsic signal as the interest measurement
is updated continuously to reflect the robot’s knowledge about the goals.
4.4 ExtrinsicMotivation Learning Evaluation
(a) case (1): Gnew scattered
inside and outside the discov-
ered workspace
(b) case (2): Gnew scattered
inside the learned workspace
(c) case (3): Gnew scattered
near the border of the discov-
ered workspace
Figure 4.4.1: The three case-studies in the extrinsic motivation learning
Thelearning scheme is evaluatedfirst in an illustrative setupwith10-DoFplanar
manipulator. First, the robot tries to reach some goals Gtrain driven by intrinsic
motivation to gain sufficient knowledge about its internal model. After the initial
exploration phase, if a human demonstration is observed and new novel goals are
detected, the exploration is thenguidedutilizing the extrinsic signal (cf. Sec. 4.3.1).
The robot ismotivated to learn the detected novel goals as well as to discover novel
outcomes and expand its knowledge about the workspace.
Three different case-studies are conducted to test the learning scheme on:
(A) case (1): Gnew is scattered in the entire workspace (i.e, inside and outside
the learned workspace) as illustrated in Fig. 4.4.1(a).
(B) case (2): Gnew is scattered inside the learned workspace as illustrated in
Fig. 4.4.1(b).
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(C) case (3): Gnew is scattered near the border of the learned workspace as illus-
trated in Fig. 4.4.1(c).
Theblue dots in Fig. 4.4.1 represent the discoveredworkspace during the intrin-
sic motivation learning, the green dots represent Gtrain, and the red ones represent
Gnew which is detected from simulated human demonstrations of goal locations.
The robot performance on Gnew is first tested in each case, and Gnovel is detected
utilizing the novelty detection N (cf. Eq. (4.6)), where Ethr is determined auto-
matically as theMax value, i.e., the upper inner fenceUIF, of the performance error
distributionobtained in the intrinsicmotivation learning as explained in Sec. 4.2.2.
The robot generalized and performed very well on the new goals which are located
inside the learned workspace as illustrated in Fig. 4.4.2, where the blue circles rep-
resent the end-effector positions. None of these goals has been detected as a novel
goal (cf. Fig. 4.4.3) and no additional learning is required. The robot also gener-
alized well on some of the Gnew which are located near the border of the learned
workspace in case (3) (cf. Fig. 4.4.2(c)). The auxiliary goals Ga (cf. Sec. 4.3.1) are
set only for the new novel goals. If some goals gi ∈ Gtrain are not learned well, they
are detected as novel goals but no auxiliary goal is set for them (cf. Fig. 4.4.3(b)).
Note also that the robot performance on the detected novel goals is reasonable,
even in case (3) (cf. Fig. 4.4.2(c)), due to LLM extrapolation which does not yield
unpredictable behavior as discussed in Sec. 3.4.
(a) case (1) (b) case (2) (c) case (3)
Figure 4.4.2: The robot performance in the three case-studies
63
CHAPTER 4. EXTRINSIC-INTRINSIC MOTIVATION LEARNING
(a) case (1) (b) case (2) (c) case (3)
Figure 4.4.3: The goal sets in the three case-studies before extrinsic motivation
learning
Fig. 4.4.4 shows the difference between the novelty degree ND and the nor-
malized novelty degreeNND (cf. Fig. 4.2.3). NND assigns (1) to the goal with
the highest novelty degree in each of case (1) and case (3) (marked in yellow). The
novelty degrees areND = 118 IQR for the corresponding goal in case (1), and
ND = 40 IQR for the corresponding goal in case (3). While NND assigned
the same noveltymeasure to these goals in the two cases,ND assigned two differ-
ent measures to them which reflects the actual robot’s knowledge about the goals,
meaning that the robot has more knowledge about the goal in case (3) than the
one in case (1). Yet,NND gives comparable measures in each setup to drive the
exploration.
The robot tries to reach the detected novel goals driven by the probabilistic ex-
trinsic signal (cf. Sec. 4.3.1) until the robot gains enough knowledge about them,
i.e., these goals are not detected as novel goals any longer (E(gi) ⩽ Ethr, ∀gi ∈ G
(cf. Eq. (4.6))). Note that the robot learns not only the new goals but also the
workspace scattered between Gtrain and Gnew. If the robot performance deterio-
rates (i.e., the performance error is larger than the performance error observed in
the intrinsic motivation learning phase), this indicates that the robot potentially
forgets about some previous experiences due to the continuous local model up-
date. Consequently, the learning scheme (cf. Sec. 4.1) switches automatically to
the intrinsic motivation learning mode, and the robot continues learning to en-
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(a) case (1) -ND (b) case (1) -NND
(c) case (3) -ND (d) case (3) -NND
Figure 4.4.4: Novelty degree ND vs normalized novelty degree NND
hance its performance on the full goal set.
The robot performance has been evaluated over 20 experiments in each case.
The experimental results for 20 repetitions are illustrated in Table. 4.4.1. First, the
robot explores driven by intrinsic motivation and tries to reach Gtrain within 500
epochs, each epoch consists of 100 time steps (samples). The robot performance
is evaluated after each epoch.
After the intrinsicmotivation learning phase, the robot gained some knowledge
about its internal model with a validation RMSE of 3.9 mm and test RMSE of
1.9 mm. The robot demonstrated robust performance over 20 experiment illus-
trated with the RMSE std of 1.1mm.
After the extrinsic motivation learning in each case, each of RMSE and RMSE
std were improved significantly as illustrated in Table. 4.4.1. Case (1) required
more learning epochs in order to discover a wider range of the workspace speci-
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Table 4.4.1: The experimental results for the extrinsic-intrinsic motivation
learning
Intrinsic motivation learning phase
avg. RMSE validation [m] 3.9·10−3
avg. RMSE std [m] 1.1·10−3
avg. RMSE Test [m] 1.9·10−3
Nr. Epochs 500
Extrinsic motivation learning phase
case (1) case (2) case (3)
avg. RMSE validation [m] 2.7·10−3 2.7·10−3 3.2·10−3
avg. RMSE std [m] 0.3·10−3 0.3·10−3 0.4·10−3
avg. RMSE Test [m] 1.9·10−3 1.9·10−3 1.9·10−3
avg. Nr. Epochs 260 120 220
Additional intrinsic motivation learning phases 1\20 0 4\20
fiedwith thenovel goals’ location. Despite the reasonableperformance accuracy in
case (2), where no new novel goals were detected but rather some of the difficult-
to-reach goals gi ∈ Gtrain, additional epochs were performed autonomously to
enhance the performance accuracy on these goals because of the small Ethr. The
smaller Ethr, the more samples are required, i.e. there is a trade-off between Ethr
(i.e., the accuracy) and the efficiency. This was observed mainly in case (2) and
case (3)wheremore learning epochswere performed to enhance the performance
accuracy on the goals near the border.
Note that the aim of the extrinsic motivation learning is to expand the robot’s
knowledge about the workspace while maintaining the previously learned experi-
ences. Therefore, the test RMSEdoes not necessarily improve further in this learn-
ing phase, as the robot focuses on learning novel outcomes and discover novel ar-
eas of the workspace and not on enhancing the previously learned workspace. In
addition, the robot in the case (2) focuses on enhancing its performance on the
border of the workspace. Still, the test RMSE is comparably good as in the intrin-
sic motivation learning phase, and the robot manages to generalize well on new
goals in a wider range of the workspace.
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(a) case (1) (b) case (2) (c) case (3)
Figure 4.4.5: The robot’s interest in the extrinsic motivation learning
Fig. 4.4.5 illustrates the overall robot’s interest in each goal during the extrinsic
motivation learning phase, which is measured by how many times the robot tries
to attain the corresponding goal in each case. The detected novel goals receive the
highest interest of the robot indicated with yellow, green, and very light blue dots.
The dark blue dots indicate that these goals are barely visited during this learning
phase, they represent the goals in T which are chosen with very low probabilities
ρ0 (cf. Sec. 4.3.1). The azure dots (light blue dots in the training goal set) indicate
that these goals have been visited more than the goals in T with higher probabili-
ties ρa > ρ0, as they represent the auxiliary goals as explained in Sec. 4.3.1.
4.5 Extrinsic-Intrinsic Motivation Learning with a
Physical 7-DoFBaxter
The extrinsic-intrinsic motivation learning scheme with OEMR (cf. Sec. 3.5) has
been implemented on the 7-DoF left arm of a physical Baxter robot (cf. Fig. 3.6.1).
The parameter set is {η = 0.0725, σ = 0.0452, r = 0.0869, λ = 0.5, α =
4}, where η is the learning rate, σ is the exploratory noise (cf. Sec. 3.3), r is the
radius parameter of LLM [32, 35, 44] (cf. Appendix .1), λ is the weighting factor
of the interest signal (cf. Sec. 3.2), and α is the importance factorof theprobabilistic
intrinsic signal (cf. Sec. 4.3.2).
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IntrinsicMotivation Learning Phase
First, the robot needs to gain some knowledge about its workspace driven by in-
trinsic motivation. To this aim, a similar experiment to the interest-driven explo-
ration experimentwithBaxter in Sec. 3.6 has been conducted. Note that a different
three-dimensional virtual goal grid has been generated around the home position
with 54 goals, and the robot’s exploration is driven by the probabilistic intrinsic
signal (cf. Sec. 4.3.2). Also, a different trajectory generator is used. Baxter is con-
trolled by passing estimated joint values to a simple custom joint trajectory gener-
ator utilizing quintic polygons.
The goals are scattered in a cuboid shape, with a 10 cm vertical and horizontal
distance between every two adjacent goals. These goals are used for the explo-
ration in the real robot experiment, and they are visualized in MATLAB as illus-
trated in Fig. 4.5.2.
The robot starts exploring from its home position trying to reach the virtual
goals. Thegoals are selected iteratively utilizing the probabilistic intrinsic signal. N
intermediate targets are generated between each two selected goals, which varies
based on the distance between these goals. After each epoch, which consists of
1000 time steps (samples), OEMR is performed and the robot performance is
tested on the virtual goals. Each epoch took on average 75 min with a sampling
rate of 3 sec per sample (i.e., per time), including training, performing OEMR,
and evaluating the robot performance on the virtual goal set. Note that the virtual
grid size is larger than the one generated in the previous experiment in Sec. 5.6.
The error converged very fast already after the first epoch as illustrated in
Fig. 4.5.1. The robot performance accuracy was already good after 4 epochs
(RMSE of 8.4 mm). Additional two epochs were performed to enhance further
the performance error (RMSE of 7.6 mm) as well as to show the stability of the
learner. Note that most of the goals were reached with an accuracy of less than
6 mm. Only five goals have a larger position deviation of more than 1 cm as they
are located close to the limit of the robot’s workspace.
The robot performance generalization was tested on 36 new goals randomly
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Figure 4.5.1: Baxter performance RMSE in the intrinsic motivation learning
scattered in the discovered workspace. The robot managed to reach them with an
RMSE of 8.2mm. Most of the goals were reached with accuracy less than 7.8mm.
Only three goals have a larger position deviation as they are located close to the
limit of the robot’s workspace.
ExtrinsicMotivation Learning Phase
After the robot gained sufficient knowledge about its internal model and the
workspace, three new goals are detected from observing human demonstrations’
outcomes (i.e., the human reached three objects in front of the robot). One goal is
locatedoutside the virtual gridwith a distance28 cm to the learnedworkspace, one
is located inside the grid, and one is near the border of the discovered workspace
with a distance 15 cm to the learned workspace (cf. Fig. 4.5.2), in order to evaluate
the learning scheme in the three case-studies (cf. Sec. 4.4).
First, the robot performance is evaluated on the new goals. The robot reached
the goal inside the discovered workspace with an accuracy of 7.6 mm. The goals
outside the learnedworkspacewere reachedwith an accuracy of 4 cm and 6.65 cm,
respectively, which increased the overall RMSE from 7.6 mm to 1.27 cm as illus-
trated in Fig. 4.5.4. Still, the robot performance on the new goals is reasonable
and the robot did not demonstrate any unpredictable behavior as illustrated in
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Figure 4.5.2: The goal sets after detecting new goals from observing human
demonstrations’ outcomes
Fig. 4.5.3. This indicates clearly the good extrapolation behavior of the LLM due
to its incremental construction and the initialization of the added local models
[32, 44] (cf. Appendix .1). The green dots in Fig. 4.5.3 represent the training goals
which are generated in the intrinsicmotivation learning, the red ones illustrate the
new goals which are detected from observing human demonstrations’ outcomes,
and the blue circles represent the observed end-effector positions of Baxter.
Three novel goals are detected utilizing the novelty detection N (cf. Eq. 4.6):
Figure 4.5.3: Baxter performance evaluation on the new goals
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the goals outside the learned workspace and one of the difficult-to-reach goals
from the training goal set. The auxiliary goals are generated only for the new novel
goals as illustrated in Fig. 4.5.2.
Only two additional epochswere performed to learn the new goals with reason-
able accuracy of 7.5 mm (RMSE) and discover the detected workspace between
the newly induced goals and the training ones. The error converged very fast al-
ready after the first epoch. The error after the first epoch was reduced fromRMSE
of 1.27 cm to RMSE of 8.4 mm as illustrated in Fig. 4.5.4. The peak is due to the
test on the three new goals before training.
Figure 4.5.4: Baxter performance RMSE during the entire experiment. The
first 6 epochs were performed during the intrinsic motivation learning, and the
last two epochs were performed in the extrinsic motivation learning. The peak
is due to the detected novel goals before the extrinsic motivation learning
Fig. 4.5.5 illustrates the discovered workspace during the intrinsic and the ex-
trinsic motivation learning. The robot was motivated to discovered additional
novel outcomes between the learned workspace in the intrinsic motivation learn-
ing and the novel goals. The light blue dots represent the discovered workspace in
the extrinsic motivation learning and the dark blue ones represent the discovered
workspace in the intrinsic motivation learning.
The robot performance is tested on new 64 goals scattered randomly in the en-
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Figure 4.5.5: The discovered workspace during the intrinsic motivation learning
(dark blue dots) and the extrinsic motivation learning (light blue dots)
tire discovered workspace. The robot managed to reach them with a performance
accuracy of 7.8mm. Most of the goals were reached with an accuracy of 6mm and
only a few with 8 mm around the border of the discovered workspace. The over-
all performance accuracy is very good compared to Baxter positioning accuracy of
5mm.
The experiment demonstrated clearly the applicability of the proposed meth-
ods, their sample-efficiency, and the fast learning and adaptability. Only a few
hours of direct online training were required to approximate the internal model
with reasonable accuracy. Only two epochs were performed to learn and adapt
fast to the newly detected goals and discover additional novel outcomes. The vol-
ume of the newly learned workspace is approximately similar to the one learned
during the intrinsic motivation learning. The experiment also demonstrated that
the probabilistic intrinsic signal leads to a comparable performance and accuracy
similar to the interestmeasurement (cf. Sec. 3.6) in a real-world experiment. More-
over, the robot was able to decide on its ownwhether it needs to explore and learn
further to achieve humans’ goals, or it needs to exploit its prior-knowledge which
is gained in the intrinsic motivation learning. The robot was able to benefit from
observing human demonstration to expand its knowledge and improve its skills.
Note that the purpose of the real-world experiment is to evaluate each learn-
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ing phase with the proposed methods. Therefore, two learning phases: intrin-
sic and extrinsic motivation learning are demonstrated. However, the learning
scheme (cf. Sec. 4.1) can easily switch between intrinsic and extrinsic motivation
autonomously. The initial first intrinsic motivation learning is necessary for the
robot to gain some knowledge about its internal models. After that during the ex-
ploration, if a human demonstration is observed and a novel goal is detected, the
learning is set automatically to the extrinsic motivation. Otherwise, the robot can
continue exploring driven by intrinsic motivation.
4.6 Conclusion
This chapter designed a novel extrinsic-intrinsic motivation learning scheme
which combines intrinsic motivation with learning from observation. There is
hardly any research to integrate these two methods in the literature. Therefore,
there is no direct computational model to compare it with the proposed frame-
work so far.
The chapter adopted and adapted the observational learning concept as an ex-
trinsic motivation learning. To this aim, three new methods are devised: novelty
detection, novelty degree, and a probabilistic goal selection strategy. These meth-
ods provide together sample-efficient learning by selecting the most informative
(novel) goals to learn from. Only two additional epochs were performed to adapt
the model and learn the newly detected goals from observing human demonstra-
tions’ outcomeswith reasonable accuracy. The robot also discovered awider range
of the workspace and learned novel outcomes not only the newly detected goals
leveraging the probabilistic goal selection strategy and the auxiliary goals.
Despite the instantaneous update of the extrinsic and intrinsic learning signals,
the robot demonstrated robust performance and consistent interest over 20 exper-
iments as well as in direct online training on a physical robot. Utilizing the novelty
methods, the robot was able to decide on its own which exploration strategy to
follow andwas able tomanage the exploration-exploitation trade-off. All the goals
were reached with reasonable accuracy within only a few training epochs.
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How can Goal Babbling learn inverse models, e.g., inverse
kinematics, with multiple solutions for redundant robots on-
line and in a stable fashion?
5
Associative Goal Babbling for Redundant
Robots
The underlying exploration method in the proposed learning schemes in the pre-
vious chapters (chapter. 3, chapter. 4) relies on Goal Babbling in order to leverage
the advantages of Goal Babbling, e.g., direct inverse model learning, adaptability,
learning while behaving, scalability to high DoF robots, and online learning from
scratch (cf. Sec. 2.5, Sec. 3.3). For redundant robots, Goal Babbling by design [32]
learns inverse models, e.g., inverse kinematics, with only one solution which re-
stricts the flexibility of the robots. Associative dynamic networks [40, 41] have
been proposed to tackle this challenge and provide a suitable representation for
multiple solutions. However, the exploration withGoal Babbling and the solution
consolidation in the network have been done separately. Moreover, the associa-
tive network in [40, 41] works only offline, which is incompatible with lifelong
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learning. The network has a fixed size without any online adaptation possibility.
The full data set needs to be stored to train the network offline [40].
This chapter devises an Online Associative Radial Basis Function network
(OARBF) to enable learning inverse models, e.g., inverse kinematics, with mul-
tiple solutions online with Goal Babbling for redundant robots. OARBF is
constructed incrementally, from scratch, and updated continuously in order to
gain more flexibility and adaptability through lifelong learning for developmen-
tal robots. In real applications, learning while behaving produces very noisy data,
which makes the dynamic network potentially unstable. To mitigate this effect
and tackle the stability problems, this chapter establishes aparameter-sharing tech-
niquewhich assures stability by combining and synchronizing incremental regres-
sion with associative dynamics to leverage their advantages: stability, accuracy,
and multi-model representations. This technique also increases sample-efficiency
by drastically reducing the number of required training samples for OARBF and
the dimensionality of the parameter space. It also speeds up the learning process
by synchronizing two learners’ updates.
OARBF is first compared to the offline ARBF in an illustrative 10-DoF planar
manipulator in order to highlight its advantages. It is then integrated into a novel
hierarchical interest-driven associative learning scheme and evaluated on a phys-
ical 7-DoF Baxter robot arm. The results highlight clearly the high stability and
rapid adaptability of the network even in the presence of noisy data with direct
online training on real robots. One of the learned solutions is selected automati-
cally based on the previous state of the robot.
This work has been already published:
• R.Rayyes,H.Donat, and J. Steil, “Hierarchical interest-driven goal babbling
for efficient bootstrapping of sensorimotor skills,” in 2020 IEEE Interna-
tional Conference on Robotics and Automation (ICRA), 2020, pp. 1336–
1342. [31]
• R. Rayyes and J. Steil, “Online associative multi-stage goal babbling toward
versatile learning of sensorimotor skills,” in 2019 Joint IEEE 9th Interna-
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tional Conference on Development and Learning and Epigenetic Robotics
(ICDL-EpiRob), 2019, pp. 327–334. [132]
Moreover, it has been also presented at the following workshops:
• R. Rayyes and J. Steil, “Hierarchal interest-driven associative goal bab-
bling”, The Annual Conference on Neural Information Processing Systems
(NeurIPS), WiML workshop, Vancouver, Canada, 2019.
• R. Rayyes and J. Steil, “Interest-based exploration with associative goal
babbling toward versatile cognitive robots”, Robotics Science and Systems
(RSS): WiR workshop, Freiburg, Germany, 2019.
• R. Rayyes and J. Steil, “Interest-based exploration with associative goal
babbling”, The Fourth International Workshop on Intrinsically Motivated
Open-ended Learning (IMOL), Frankfurt, Germany, 2019.
5.1 Online Associative Radial Basis Function Net-
work
OARBF is constructed incrementally, from scratch, and updated on the fly. Its
complexity (i.e, the hidden layer size) is adapted to the learned problem au-
tonomously and continuously.
The basic structure of OARBF is similar to ARBF [40]. However, it is funda-
mentally constructed differently. As illustrated in Fig. 5.1.1, OARBF consists of
three layers: an input layer, an output layer and one hidden layer of radial basis
functions h. The input and the output layers are usually identical with the same
number of neurons, each consists of n+m neurons which corresponds to a ∈ Rn
and b ∈ Rm respectively, where n and m are the input data dimensions. For ex-
ample, the input (inp) and output (out) data for learning kinematics are vectors
that concatenate the end-effector positions a = x ∈ X ⊂ Rn and configurations
b = q ∈ Q ⊂ Rm (inp = out = [x, q]T ∈ Rn+m). n is the dimension of the
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Figure 5.1.1: The general structure of the associative radial basis function
network
end-effector position x, and m is the dimension of the configuration space, i.e.,#
DoF.
The input data should be normalized in order to have equivalent contributions
to the network activity and balance the distribution of the neurons. cx and cq are
the centers of the radial basis functions corresponding to the inputs x and q respec-
tively. wx and wq are the weights of the output layer corresponding to the outputs
x and q respectively.
The neurons in the hidden layer are added incrementally during learning based
on the online data stream. The network is initialized with the first neuron cen-
tered around the first received sample (x1 = xhome , q1 = q
home), i.e., {cx1 =
x1 , cq1 = q1}. The initial output weights are initialized with the inputs weights
{wx1 = cx1 ,wq1 = cq1} in order to shift the output of the network to the cur-
rent first sample. When the network receives a new sample (xnew, qnew) which has
a distance larger than a radius r to all existing neuron centers, a new neuron will be
added and centered around the newly received sample {cx(i+1) = xnew , cq(i+1) =
qnew}. The output weights of this neuron are initialized with the output weights of
its closest neuron neighbor to avoid drastic changes in the learned function. The
neurons are organized and updated continuously based on Instantaneous Topo-
logical Map (ITM) [133].
The basis function activity for each neurons i is given in Eq. (5.1). The associa-
tion setup solves the ambiguity of the inverse kinematics by utilizing mixed repre-
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sentations in the hidden layer. Hence, the data pairs (xk,qk), (xl,ql) have different
representations in the hidden layer h(xk, qk) ̸= h(xl, ql), where xk = xl, qk ̸= ql,
k ̸= l [40].
hi(x, q) = softmax(ai(x, q)) =
ai(x, q)∑H
j=1 aj(x, q)
ai(x, q) = exp(−βxd(x, cxi)
2 − βqd(q, cqi)
2)
 (5.1)
d is the Euclidean distance between the newly received sample and center of the
neuron i, H is the number of the hidden neurons which are added incrementally,
softmax scales the sum of activation functions a to unity, and βx and βq are used to






n and m are the input data dimensions.
The output of OARBF is estimated based on the hidden layer’s activation as
follows:
ôut(x, q) = wouth(x, q) (5.3)
The output weights wout are updated at each step by performing a gradient de-
scent in order to minimize the weighted error Et (cf. Eq. (5.4)):
Et = w
gb








ôut is the estimated output of OARBF (cf. Eq. (5.3)), wgb is the weight of the
data sample (cf. Sec. 3.3, Eq. (3.4)), η is a learning rate, t is a time step, and wout =
[wx,wq]T.
Note that the equations Eq. (5.1) and Eq. (5.3) are similar to the equations in
[40]. However, the output weights wout are initialized and updated differently. In
addition, the hidden layer size H is not fixed but rather continuously updated as
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(a) (b)
Figure 5.1.2: Output feedback driven loop to query OARBF, (a) for inverse
kinematics: the network is driven by the desired x∗t , and the last q̂t−1 is fed
back into the network, (b) for forward kinematics: the network is driven by the
desired q∗t , and the last x̂t−1 is fed back into the network. The output feedback
loop is iterated until convergence
OARBF is constructed incrementally from scratch. Moreover, only βx needs to be
tuned in contrast to [40].
Inverse kinematics (IK) as well as forward kinematics (FK) are learned si-
multaneously utilizing OARBF. An output feedback-driven loop is established
(cf. Fig. 5.1.2) to query the learned model. The network converges to one of the
learned solutions based on the previous state of the network. To query IK of the
trained OARBF for example, the network is driven by the desired x∗t and the last
q̂t−1 is fed back into the network. The output feedback loop is iterated until con-
vergence (cf. Fig. 5.1.2(a)), i.e., Ext ⩽ Eth, where Ext = w
gb
t ∥x∗t − x̂t∥2 and Eth
is an error threshold. To query FK of the trained OARBF, the network is driven
by the desired q∗t and the last x̂t−1 is fed back to the network. The output feed-
back loop is iterated until convergence (cf. Fig. 5.1.2(b)), i.e., Eqt ⩽ Eth, where
Eqt = w
gb
t ∥q∗t − q̂t∥2. Hence, the output feedback is added in order to select one
of the learned solutions based on the previous state of the network to avoid in-
consistencies. For example, OARBF selects an elbow-up or an elbow-down con-
figuration to reach a desired position for a 2DoF manipulator based on the given
previous robot state.
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(a) Unrobust and unstable performance (b) Inefficiecnet learning after exhuastive
parameter-tuning
Figure 5.2.1: The challenges of OARBF in practical experiments
5.2 Parameter-Sharing Technique
OARBF has been tested with a 10-DoF planar manipulator (cf. Fig. 5.3.1). The
main challenges of this network are stability and sample-efficiency.
OARBF demonstrated highly unstable performance as illustrated in
Fig. 5.2.1(a). In online learning, the exploration is informed by the learning
and vice versa [134], i.e., the network is trained and exploited continuously at
each learning step. However, the network, in the beginning, yields an estimated
output with very high error since the model complexity is still too simple to ap-
proximate the learned problem. Accordingly, the feedback loop in the exploitation
phase can lead to error amplification when the network is output feedback-driven
[42]. The informed exploration step thus is based on a highly amplified error. In
addition, the high error of OARBF, as well as the high dynamical system resulting
from the incremental constructing of the network, from continuous establishing,
and from removing the feedback loop for exploiting and trainingOARBF, leads to
unstable performance as well as the inhomogeneous distribution of the neurons.
Even when the parameters are well-tuned (e.g., utilizing pattern search opti-
mization [135]) and a regularization is added, OARBF has demonstrated ineffi-
cient performance and needed a long time to converge as shown in Fig. 5.2.1(b).
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(a) Parameter-sharing technique (b) Sharing the clustering decision
Figure 5.2.2: Parameter-sharing technique: online clustering for LLM is done
in the low dimensional Cartesian space. When a basis function of LLM G(x) is
added, the corresponding neuron of OARBF is added simultaneously, H = #
LLM basis functions = # OARBF hidden neurons. One parameter set θ = {η, r}
is shared with both learners
This chapter establishes a parameter-sharing technique to increase sample-
efficiency, speed up the learning process, and stabilize the full learning system.
The parameter-sharing technique combines incremental regression with associa-
tive dynamics by connecting two learners (LLM and OARBF) to leverage their
advantages. LLM has demonstrated high stability and high accuracy in real robot
experiments (cf. Sec. 3.6, Sec. 4.5, [39]) aswell as for approximating complexmod-
els (e.g, [35]), whileOARBF canmodel and representmultiple solutions by using
multi-stable dynamic attractors.
Both learners are constructed online, incrementally, and from scratch. Hence,
online clustering of the input data is needed to add the prototypes of LLMand the
neuronsofOARBF incrementally (cf. Sec. 5.1, Appendix .1). The input ofLLMfor
learning IK is x ∈ Rn and the output is q ∈ Rm. While OARBF input and output
data is [x, q]T ∈ Rn+m. Accordingly, the online clustering for LLM is performed
in the lowdimensional input space (nD),while it is performed forOARBF in high
dimensional input space ((n + m) D). Therefore, in the parameter-sharing tech-
nique, the online clustering is done only for LLM in the lowdimensionalCartesian
space. When the prototypes of LLM are added, the neurons of OARBF are added
simultaneously (cf. Fig. 5.2.2). This accelerates the clustering and stabilizes the full
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(a) Training and test goal sets (b) Reaching the same position with
two different configurations
Figure 5.3.1: 10-DoF planar manipulator
learning system as it yields a more homogeneous distribution of the prototypes
and the neurons.
Moreover, only one parameter set θ = {η, r} is shared with both learners,
where η is the learning rate and r is the radius which determines the vicinity of
each basis function (cf. Sec. 5.1, Appendix .1). βq =
n
m
βx (cf. Eq. (5.1)). Conse-
quently, only3parameters{η , r , βx}need to be tuned for both learners instead of
6 : {ηLLM , ηOARBF , rLLM , rOARBF , βx, , βq}, and only one clustering is performed.
Accordingly, utilizing parameter-sharing technique drastically reduces the dimen-
sionality of the parameter space and synchronizes the learners’update.
5.3 OARBF with Parameter-Sharing Technique
Evaluation
OARBF has been implemented with the original Goal Babbling [32] and
parameter-sharing technique for learning the kinematics of a 10-DoF planar ma-
nipulator (cf. Fig. 5.3.1, each link length is 10 cm). This is the same experimental
setup as the one done for testing OARBF in Sec. 5.2.
21 predefined goals regularly distributed on a grid are used for training and 30
goals are used for testing. Fig. 5.3.1(a) illustrates the training (red squares) and
82
CHAPTER 5. ASSOCIATIVE GOAL BABBLING FOR REDUNDANT
ROBOTS
test (blue squares) goals. Each goal can be reached with a curvature-up configura-
tion as well as with a curvature-down configuration (cf. Fig. 5.3.1(b)). The data is
normalized to [−1, 1] given the joint limits and the task dimension.
The robot starts exploring from its home position xhome with a curvature-up
home posture (qhome = [−0.3π,−2π/27,−2π/27, ...,−2π/27]T rad) trying
to reach the training goals. After 3000 epochs, each consists of 100 time steps
(samples), the robot switches its home posture to a curvature-down configura-
tion (qhomenew = −qhome), and continues exploring trying to attain the same train-
ing goals. The learners are updated continuously and simultaneously at each time
step, 66 neurons were added incrementally to OARBF during learning with (r =
0.08, η = 0.01, βx = 5, βq = 1).
The robot performance is evaluated on the training and test goal sets with two
different initial starting configurations. The robot manages to reach all goals with-
out any inconsistencies, i.e., all goals are attained with curvature-up or curvature-
down configurations based on the initial robot state.
The experiment has been repeated 10 times. The training errors for both learn-
ers converge very fast already after 200 epochs as illustrated in Fig. 5.3.2. The
longer training time is to show the stability of the learners. The RMSE of OARBF
increases when the robot switches its home posture, which is indicated with the
peak in Fig. 5.3.2(b). The shaded area in the figure represents the std RMSE over
10 experiment runs. The small std indicates the robust performance of OARBF
over the experiments.
Only 200 training epochs were required forOARBF, in contrast to the previous
experiment withOARBF in Sec. 5.2 where the performance error of OARBF took
3000 epochs to converge (cf. Fig. 5.2.1(b)). Accordingly, utilizing the parameter-
sharing technique reduced drastically the number of training samples 15 times
for OARBF. In addition, Fig. 5.3.2(b) illustrates the high stability of OARBF
due to the parameter-sharing technique in contrast to the previous experimenter
(cf. Fig. 5.2.1(a)).
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Figure 5.3.2: Performance error - std RMSE of OARBF and Goal Babbling for
a 10-DoF planar manipulator. The peak in (b) is due to the configuration switch
Table 5.3.1: OARBF with Goal Babbling results for the 10-DoF planar manip-
ulator













LLM Trainig N.A. 1.7 · 10−3 N.A. 1.8·10−3
LLM Test N.A. 1.7·10−3 N.A. 1.7·10−3
OARBF Training 1.3·10−2 6.5·10−3 1.3·10−2 5.7·10−3
OARBF Test 2.4·10−2 7·10−3 1.5·10−2 6.1·10−3
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The forward and inverse kinematics are learned simultaneously. The average
training and test RMSE are illustrated in Table 5.3.1; N.A. means not applicable.
As illustrated in the table, LLM yields better accuracy than OARBF. This is due
to several reasons. First, exploiting OARBF requires establishing an iterative feed-
back loop which might lead to error amplification [40]. In contrast, LLM is ex-
ploited directly, and its estimated output has therefore better accuracy without
any error amplification. Second, according to the parameter-sharing technique,
LLM is the main learner which is responsible for organizing the online clustering,
and for the exploration. Hence, the shared parameters between the learners have
been tuned for LLM and not of OARBF. In addition, the better accuracy of LLM
is also due to LLM structure, i.e., approximating the learned function with locally
weighted linear functions [44] (cf. Appendix. .1), as well as due to its lower di-
mensionality input and output (cf. Sec. 5.2). However, OARBF is able to learn
multiple solutions and has demonstrated robust performance as well. Hence, the
proposed system leverages their combination.
The accuracy of the forward model is slightly worse than the accuracy of the
inverse kinematics. This is due to the spread of the basis function (βx, βq) [40].
These parameters are obtained utilizing pattern search optimization [135] to en-
hance the inverse kinematics trading the accuracy of the forward kinematics. This
trade-off is favorable because acquiring reaching skills mainly relies on learning in-
verse kinematics in this thesis.
5.4 Comparison: Offline ARBF vsOARBF
In order to compare the performance of OARBFwith offline ARBF, OARBFwith
Goal Babbling has been implemented in a similar experimental setup as in [40]
with a 10-DoF planar manipulator (cf. Fig. 5.3.1). The robot needs to explore half
of the workspace. The comparison results are:
1. The complexity of OARBF (i.e., the number of neurons) has been reduced
and tailored to the problem in contrast to ARBF. 215 neurons are added
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to OARBF incrementally to achieve approximately the same accuracy of
5.6 mm as in [40], where the network size of ARBF is pre-fixed with 300
neurons.
2. The exploration in [40] has been done first. The solutions are then consol-
idated in ARBF offline. In contrast, OARBF is trained and constructed on-
line during exploration. Consequently, the consolidation of the solutions
and the exploration have been done simultaneously.
3. ARBF in [40] is trained offline and the entire data set needs to be stored.
In contrast, OARBF is trained online and updated on the fly. Therefore, no
data set needs to be stored.
4. Only one online clustering is performed for both LLM and OARBF using
the parameter-sharing technique (cf. Sec. 5.2). In contrast, an additional
clustering phase is required in [40] to obtain cx and cq for ARBF.Therefore,
the parameter-sharing technique speeds up the learning process.
5. Only 4 parameters need to be tuned in OARBF and Goal Babbling
(σ , r , , η, βx) because of the parameter-sharing technique (cf. Sec. 5.2).
In contrast to [40], where 8 parameters needs to be tuned
(σ , rLLM , rARBF , ηLLM , ηARBF , βx , βq, #neurons). Accordingly, the
parameter-sharing technique drastically reduces the dimensionality of the
parameter space to the half.
In order to evaluate OARBF in a real-world experiment, OARBF is first integrated
with the interest-driven exploration scheme as explained in the next section.
5.5 Hierarchical Interest-Driven Associative Goal
Babbling Scheme
The hierarchical interest-driven associative Goal Babbling scheme combines the
interest-driven Goal Babbling with OARBF. The learning scheme enables the
86
CHAPTER 5. ASSOCIATIVE GOAL BABBLING FOR REDUNDANT
ROBOTS
Figure 5.5.1: Hierarchical interest-driven associative Goal Babbling scheme. It
comprises a high level of goal selection strategy and two low levels of exploration
and solution consolidation. (A) Goal selection strategy, (B) Goal-directed ex-
ploration mechanism, (C): Associative dynamic memory (a) OARBF training,
(b) establishing a feedback loop for OARBF exploitation
robot to explore driven by intrinsic motivation and to learn its models online in
a learning while behaving fashion. The learning scheme also allows the robot to
learn multiple solutions by using OARBF in order to accomplish required tasks
flexibly.
Fig. 5.5.1 illustrates the general architecture of the learning scheme which con-
sists of three levels:
(A) Goal selection: The goals are selected utilizing the interest measurement
(cf. Sec. 3.2).
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(B) Goal-directed exploration mechanism: The exploration relies on the
interest-driven Goal Babbling (cf. Sec. 3.3) to permit learning while behav-
ing fashion.
(C) Associative memory: OARBF is implemented to permit online learning
multiple solutions of inverse kinematics with Goal Babbling.
The learning scheme is fully online and updated continuously on the fly. It does
not require storing full data sets or any intermediate offline training.
5.6 Hierarchical Interest-Driven Associative Goal
Babbling with a Physical 7-DoFBaxter
Hierarchical interest-driven associative Goal Babbling with OEMR (cf. Sec. 3.5)
has been implemented on a physical 7-DoF left arm of the Baxter robot,
(cf. Fig. 3.6.1). The inaccurate positioning accuracy of 5 mm of Baxter as well as
the learning while behaving imposes additional challenges for the learners to cope
up with the noisy data and for stabilizing the incremental OARBF.
The parameter set is {η = 0.0725, σ = 0.0452, r = 0.0869, λ = 0.5, βx =
5}, where η is the learning rate, σ is the exploratory noise (cf. Sec. 3.3), r is the
radius parameter of LLM [32, 35, 44] (see Appendix .1), λ is the weighting factor
of the interest measurement (cf. Sec. 3.2), and βx is used to control the spread as
well as the overlap of the basis radial functions (cf. Sec. 5.1).
The task is here, the robot should learn to reach some desired positions in the
workspace with two different configurations, without any prior-knowledge of the
model, online, from scratch, in a learning while behaving fashion, and driven by its
interest.
The exploration has been done in two phases with two different home postures
heuristically chosen:
• qhome1 = [−0.17,−0.25,−0.12, 0.93,−0.71, 1.72, 0.61]T rad
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• qhome2 = [−1.20,−0.615, 0.38, 1.34, 0.29, 1.28,−0.329]T rad
Figure 5.6.1: OARBF Performance RMSE. The peak is due to the configuration
switch
As described in Sec. 3.6, the experimenter shows the robot a desired workspace
to be explored. A three-dimensional virtual goal grid of 30 goals is created inside
the defined volume. The goals are scattered in a cuboid shape, with a vertical and
horizontal distance of 10 cm between every two adjacent goals. Note that these
virtual goals are used for the exploration with the physical robot (cf. Fig. 3.6.3). A
supplementary video illustrating the experiment is available athttps://youtu.
be/W6tB-7fos4A [128].
The robot starts exploring from its home position xhome corresponding to qhome1
trying to reach these virtual goals. The goals are selected iteratively utilizing the
interest measurement (cf. Sec. 3.2). Each goal trial consists of N intermediate tar-
gets. The number of intermediate targets varies depending on the distance be-
tween the selected goals. The robot performance is evaluated on the virtual goal
set after each epoch (1000 samples, i.e., 1000 time steps) andOEMR is performed.
After 5 epochs, the robot switches its home posture to qhome2 and continues explor-
ing trying to reach the same virtual goals for another 5 epochs. Each epoch took
approximately 60min to complete.
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(a) First home position (b) Reaching with a first configuration
(c) Second home position (d) Reaching with a second configuration
Figure 5.6.2: Baxter reaches a virtual goal with two different configurations
based on the previous robot configurations
Theerror converged very fast already after the first epoch as shown in Fig. 5.6.1.
The peak is due to the configuration switch. The robot demonstrated already a
good performance after two epochs in each learning phase. However, additional
three epochs were performed to illustrate the stability of OARBF. The training
RMSE is 6.7mm.
After training, the robot performance is evaluated on 27 new goals with two dif-
ferent initial starting configurations. The robotmanaged to reach all goals without
any inconsistencies based on its initial configuration, i.e., without switching solu-
tions or averaging between them as illustrated in Fig. 5.6.2 and in the video.
22 goals were reachedwith a test RMSEof 6.4mm, and only 5 goals with an avg.
RMSE of 8.6mm as they were difficult to reach because of self-collision avoidance
by the robot system. The achieved accuracy is acceptable compared to the low
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accuracy of Baxter. The execution time for the iterative loop to convergence to
one of the learned solutions was negligible as illustrated in the video.
The results demonstrated clearly the high stability of the OARBF even with di-
rect online training on a real robot. Only 5 parameters needed to be set despite us-
ing two learners due to the parameter-sharing technique (cf. Sec. 5.2). The robot
was able to learn the required internalmodelwith reasonable accuracy and sample-
efficiency demonstrated with the few required training epochs.
5.7 Conclusion
This chapter devised an incremental online associative radial basis function
(OARBF) network. The network is constructed totally from scratch and incre-
mentally. It is able to learn multiple solutions of inverse kinematics with Goal
Babbling online using multi-stable attractor to replicate the versatile coordination
observed in humans. The network demonstrated a robust performance without
any inconsistencies by always converging to one of the learned solutions based on
the initial robot state without switching or averaging solutions.
The chapter also established a parameter-sharing techniquewhich stabilizes the
full learning system by combining and synchronizing two learners. The learning
system demonstrated high stability in a real-world application despite the pres-
ence of noisy data resulting from learning while behaving and the low accuracy of
the robot, and despite the high dynamics resulting from the incremental OARBF
construction and establishing its feedback loops. The learners are synchronized
through performing only one clustering to add the basis functions of the learners
and updating them simultaneously. Parameter-sharing technique reduces the ef-
forts required for tuning the parameters by drastically reducing the dimensionality
of the parameter space. It increases the sample-efficiency significantly by reducing
the number of training samples required for OARBF to learn the model with rea-
sonable accuracy at least 15 times.
The advantages ofOARBF is highlighted compared to the offlineARBF: (i)The
exploration and the consolidation of multiple solutions are done simultaneously;
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(ii) the complexity of the network is tailored to the learned problem with contin-
uous adaptability; (iii) the network is updated continuously on the fly; (iv) no
training data is needed to be stored; (v) the dimensionality of the parameter space
is halved due to the parameter-sharing technique.
The methods are integrated into a novel hierarchical associative learning sys-
tem, which permits exploration in a learning while behaving fashion driven by the
robot’s interest, and learns several solutions to accomplish the required task flexi-
bly. All the proposed methods are demonstrated with direct online training on a
physical 7-DoF Baxter robot arm. They demonstrated high stability and high effi-
ciency to learn the inverse kinematics model with two different solutions within a
few hours of direct training.
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This thesis focuses on devising efficient and stable online learning schemes for de-
velopmental robotswith direct online training on real robots. Despite the plethora
of interesting previous work in this field, there are three open research problems
to be considered:
First, lifelong learning requires intrinsic motivation methods to guide the self-
exploration of developmental robots, and requires online learning as an essential
capability to provide adaptation. However, the high sample-complexity of online
and intrinsicmotivationmethods renders direct online training on physical robots
very challenging. Consequently, the majority of related works have been demon-
strated only in simulation. It is therefore an open research question on how to
devise efficient online intrinsic motivation methods for real-world applications.
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Second, developmental robots often share the environment with humans, and
learning fromthemaccelerates the autonomousdevelopmentof these robots. Still,
there is hardly any research to integrate intrinsic motivation with observational
learning. Combining these methods in one learning scheme imposes additional
challenges for lifelong learning. Such a learning scheme must provide a suitable
exploration strategy to autonomously choosebetween self-exploration and learning
from observation. Besides, the robot should manage the exploration-exploitation
trade-off. How to integrate intrinsicmotivationwith learning fromobservation and
enable the robot to decide autonomously how and when to explore is, therefore,
another open research question.
Third, the previously proposed Goal Babbling method provides desirable ad-
vantages for lifelong learning. It is thus promising to be considered as an efficient
underlying exploratory method for devising such learning schemes. However,
learning inverse models with multiple solutions online with this framework was
missing and highly desirable for high DoF redundant robots. One way to tackle
this challenge is to combine Goal Babbling with associative dynamic networks.
However, online incremental dynamic networks impose stability challenges and
bring up the question of how to learn several solutions for redundant robots with
Goal Babbling onlinewith stability in the presence of noisy data in real applications.
These three research questions motivated this thesis to tackle the challenges
behind devising efficient and stable online learning schemes for developmental
robots for real-world applications. To this aim, the following contributions have
been obtained:
1. A novel intrinsic motivation method named ”interest measurement” is es-
tablished in chapter 3. New intrinsic motivation signals: knowledge-based
signal called ”relative error” and competence-based signal called ”forgetting
factor” are devised and unified in the interest measurement method so that
the robot is able to: (i) learn from themost informative goals and generalize
on simpler ones in order to increase sample-efficiency by utilizing the rela-
tive error; (ii) autonomously focus again on forgotten, previously learned
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goals in order to assure the lifelong learning concept by utilizing the forget-
ting factor. In addition, a novel onlinemental replaymethod named ”online
episodic mental replay (OEMR)” is devised to intensify the robot’s experi-
ences and facilitate deploying online data-driven learning methods on real
robots. The proposed online mental replay method does not require story-
ing full data sets or augmenting the goal space, in contrast to other state-of-
the-art replay methods.
2. A novel extrinsic-intrinsic motivation learning is established in chapter 4
which integrates observational learningwith intrinsicmotivation. It enables
the robot to explore driven by intrinsicmotivation, aswell as to benefit from
observing human demonstrations’ outcomes in order to expand its knowl-
edge about the workspace and accelerate learning. To this aim, three new
methods are devised: Novelty detection, novelty degree, and a probabilis-
tic goal selection strategy. The novelty methods enable the robot to decide
on its own which exploration strategy to follow: intrinsic or extrinsic mo-
tivation learning. They also enable the robot to manage the exploration-
exploitation trade-off, i.e., whether it explores further to gain more knowl-
edge, or it exploits its internal learnedmodel to achieve similar outcomes as
humans. The probabilistic goal selection strategy also increases the sample-
efficiency by selecting the most informative (novel) goals to learn from.
3. An online associative dynamic network called ”online associative radial ba-
sis function network (OARBF)” is devised to be constructed incrementally
from scratch in chapter 5. This network enablesGoal Babbling to learnmul-
tiple solutions of inverse models online for redundant robots. The network
is updated continuously and tailored to the learned problem. To tackle the
stability challenge, a parameter-sharing technique is established which syn-
chronizes two learners online and leverages their advantages. Using the
parameter sharing technique speeds up the learning process and increases
sample-efficiency by drastically reducing the number of required training
samples for OARBF, by drastically reducing the dimensionality of parame-
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ter space, and by synchronizing two learners’ updates.
Four novel learning schemes are established integrating the proposedmethods:
1. Hierarchal interest-driven exploration scheme (cf. Sec. 3.1).
2. Extrinsic-intrinsic motivation learning scheme (cf. Sec. 4.1).
3. Hierarchical interest-driven associativeGoal Babbling scheme (cf. Sec. 5.5).
4. Hierarchical extrinsic-intrinsic motivation-driven associative Goal Bab-
bling scheme (cf. Appendix .4).
Each learning scheme integrates some of the proposed methods to enable differ-
ent functionalities based on the required learning task. All the proposed meth-
ods and the learning schemes are data-driven, fully online, and updated on the
fly. Three real-world experiments using a physical 7-DoF Baxter robot arm were
conducted in order to demonstrate the applicability of the proposedmethods and
learning schemes. During these experiments, the robot acquired reaching skills
from scratch without previous knowledge of the internal kinematic forward or in-
verse models, in a learning while behaving fashion, and with direct online training
on a real robot without any offline training. Within a reasonable time, with reason-
able accuracy, and sample-efficiency, the robot was able to:
1. self-explore a desiredworkspace driven by intrinsicmotivation utilizing the
interest measurement, and gain good knowledge about its internal inverse
kinematicsmodel during less than4hours of direct online training (cf. chap-
ter 3).
2. expand its knowledge about the workspace benefiting from observing hu-
man demonstrations and achieve similar outcomes as humans within only
two hours of direct training utilizing the extrinsic-intrinsic motivation
learning scheme (cf. chapter 4).
3. decide autonomously on the fly onwhich exploration strategy to follow uti-
lizing the novelty methods (cf. chapter 4).
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4. learn two solutions to achieve the desired outcomes utilizing OARBF
within 4 hours, where additional 6 hours of training were demonstrated
to show the stability of OARBF utilizing the parameter-sharing technique
(cf. chapter 5).
5. demonstrate smooth motion and autonomously select one of the learned
configurations to achieve the task based on its previous state utilizing
OARBF (cf. chapter 5).
6. decide autonomously which goal to learn, and select novel and difficult-to-
attain goals to learn in order to increase sample-efficiency utilizing the in-
terest measurement and the probabilistic goal selection strategy.
7. generalize well on new goals scattered in the learned workspace.
In all conducted real-world experiments, the robot’s performance error con-
verged very fast already after the first learning epoch, i.e., 1000 time step (sam-
ples), with an acceptableRMSE, compared to the lowpositioning accuracy of Bax-
ter robot [45]. Additional training epochs were performed to enhance the perfor-
mance accuracy and show the stability of the learning systems. Each epoch in the
experiments took between 50min to 75min. The time increased based on the size
of the discovered workspace as well as the complexity of the task and the learn-
ing scheme. Each learning scheme has different learning complexity based on the
methods it contains. The real experiments were conducted using ROS,MATLAB,
and python.
In addition, the interest measurement surpassed other state-of-the-art in terms
of accuracy and robustness. The interest measurement achieved the minimal
RMSE as well as the minimal RMSE std. This thesis also showed experimentally
that combining knowledge-based and competence-based signals improves signifi-
cantly the performance of the competence-based signals. The robot demonstrated
robust performance and consistent interest despite the instantaneous updates of
all the signals (interest measurement, relative error, forgetting factor, probabilistic
intrinsic, and a probabilistic extrinsic signal).
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Furthermore, OARBF utilizing parameter-sharing technique demonstrated
high stability despite the noisy data produced from learning while behaving, the
low positioning accuracy of Baxter, and the high dynamics of the network. The
execution time for the iterative feedback loop to converge to one of the learned
solutions was negligible. In contrast to offline ARBF, OARBF adapts its size on
the fly to be tailored to the yet unknown problem, and it does not require storing
any data set. OARBF also enables simultaneous exploration and solution consol-
idation. Thus OARBF is more compatible for lifelong learning with continuous
update ability and incremental construction. Using parameter sharing technique
reduces drastically the number of required training samples at least 15 times and
the dimensionality of parameter space to the half.
Finally, I would like to conclude this summary byhighlighting the lifelong learn-
ing components and listing how each component is achieved in this thesis:
1.Sample-Efficiency: Thesample-efficiencyhasbeen increased significantlyby
utilizing:
1. interest measurement to select the most informative goals to learn from.
2. the probabilistic goal selection strategy to select the most novel goals to
learn from.
3. OEMR to intensify the robot’s experiences which consequently accelerates
the convergence of the learner rapidly.
4. parameter-sharing technique to accelerate the convergence of OARBF
rapidly and drastically reduces the dimensionally of parameter space .
2. Online Learning: Online learning is achieved by increasing the sample-
efficiency as well as by:
1. instantaneous processing of each received sample.




3. utilizing only the last epoch forOEMRwithout the need for fully storing or
augmenting data.
4. instantaneousdecisiononwhich strategy to followbyutilizing the extrinsic-
intrinsic learning scheme.
5. instantaneous decision on exploration-exploitation by utilizing the novelty
threshold which is inferred automatically from the current robot knowl-
edge.
6. instantaneous decision on which goal to learn by utilizing the interest mea-
surement and the probabilistic goal selection strategy.
7. fast convergence of the feedback loopofOARBF to select one of the learned
solutions with a negligible execution time.
8. learning while behaving fashion utilizing interest-driven Goal Babbling.
9. direct online training on physical robots without any offline learning.
3. Adaptability: The adaptability has been achieved by:
1. incremental learning using LLM and OARBF.
2. the learners’ complexity (size) is updated on the fly to be tailored to the yet
unknown problem.
3. instantaneous update for all learners, learning schemes, measures, and
learning signals to adapt to any changes or newly received data.
4. fast expanding of the robot’s knowledge by observing human demonstra-
tions’ outcomes, utilizing the extrinsic-intrinsic learning scheme.
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4. Stability: The stability has been recognized by:
1. the high stability of OARBF without any oscillation of the performance er-
ror by utilizing the parameter-sharing technique.
2. selecting one of the learned solutions based on the previous robot statewith
OARBF without switching between solutions or averaging between them.
3. the consistent interest and the robust performance of the robot over all ex-
periments despite the instantaneous update of all measure and learners.
4. the high stability of LLM despite the continuous training and exploitation
during the exploration.
5. Flexibility: Theflexibility has been gained by learningmultiple-solutions for
each required task utilizing OARBF.
6.2 Outlook
This thesis paves the way toward devising efficient and stable online learning
schemes for other robot learning scenarios as well. Several avenues of potentially
fruitful research could be based upon employing some of the proposed methods.
Each proposed method in this thesis is independent of each other and is neither
bounded to the reaching task nor tied to the proposed learning schemes. It can
hence be easily integrated with other learning methods / schemes. For example,
the interest measurement in chapter 3 and the probabilistic extrinsic and intrinsic
signals in chapter 4 have a great potential to be integrated with the penalty signal
proposed in [27] in order to detect unreachable / unlearn-able goals and to detect
the robot’s limits.
There are also several directions to extend the work. It will be interesting to
employ self-discovery goals. For instance, direction sampling [36, 136] has been
proposed as an extension of Goal Babbling. In direction sampling, the robot dis-
covers the workspace without the need for predefined goals. This method could
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be adopted to allow the robot to discover goals on its own. Another possible fu-
ture work derived from chapter 5 is to enable the robot to discover other solutions
on its own and determine different home positions, e.g., using a specific configura-
tions’ deviation criterion. In addition, the strategy for selecting one of the learned
solutions can be extended to include obstacle and self-collision avoidance. The
LLM could be also extended towards an online associative LLM, and it will be
interesting to compare it with OARBF in terms of accuracy and stability.
While this thesis deals particularly with learning inverse kinematics mappings,
it would be also interesting to extend the work for learning sequences of behaviors
and spatio-temporal patterns. Since LLM and ARBF can only learn a static map-
ping, learning spatio-temporal patterns could be done by using variational RNNs
similar to [58] or a multi timescale MTRNN [137]. Furthermore, because Goal
Babbling relies on continuous path generation between selected goals, a varia-
tional RNN could be trained in parallel to lean sequences of these goals. How-
ever, further investigation for rendering learning more efficient with variational
RNN is required for direct online learning in real-world applications. In addition,
the learning scheme proposed in chapter 4 could be extended to integrate other
”learning from a teacher” methods, i.e., learning from demonstration and imita-
tion learning. This could enable the robot to benefit from any information avail-






Local Linear Map (LLM) [44] is employed in the original Goal Babbling [44] as
well as in the interest-driven Goal Babbling (cf. Sec. 3.3) in this thesis, as an in-
cremental regression is needed for approximating the robot models online and in-
crementally. In principle, any regression algorithm could be used. LLM has been
chosen since it has demonstrated high accuracy and stability in real robot applica-
tions (e.g, [39]) as well as for approximating complex models (e.g.,[35]).
LLM for approximating the inverse kinematics works as follows: The inverse
estimate Ĝ(x) is initialized with a first local linear function Ĝ(1)(x) which is cen-
tered around a prototype vector xp(1) = xhome, and yields the corresponding initial
configuration qhome. M different new local linear functions Ĝ(i)(x) are added incre-
mentally during learning, centered around prototype vectors xp(i) and active only
if a new sample is received in their close vicinity which is determined by a radius r.






The inverse estimate Ĝ(x) is updated continuously and consists of a linear com-
bination of the added local linear functions Ĝ(i)(χ i), weighted by a Gaussian re-

















Ĝ(i)(χ i) = W




N(x∗) normalizes the Gaussian responsibility functions in the inverse estimate
to scale the sum of influences of the components to unity.
The first linear function Ĝ(1)(x) is initialized with xp(1) = xhome, o(1) = qhome,
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W(1) = 0, and Ĝ(1)(x) = qhome. A new local linear function Ĝ(i+1)(x) will be
added when the learner receives a new training sample xnew at distance of at least
r to all existing prototypes (i.e., dist(xnew, xp(i)) ⩾ r). The corresponding proto-
type vector is added (xp(i+1) = xnew). The offset o(i+1) of Ĝ
(i+1)
(x) is initialized
with the inverse estimate before adding the new function in order to avoid abrupt
changes in the inverse estimate function, i.e., the insertion of the new functionwill
not change the local behavior of Ĝ(x) at xnew. Theweight matrixW(i+1) represents







where J(x) is the Jacobian matrix of the inverse estimate [32].
The parameter update (θ = {W, o}) is done at each step using online gradient
descent with learning rate η in order to minimize the weighted squared error Et
given in Eq. (5) as following:
W(i)t+1 = W
(i)















Note that the execution of q+t will result in x
+
t and the corresponding config-
uration estimated by the learner for x+t is denoted by q̂
+
t . Hence, the goal is to
minimize the error between the real and the estimated configurations in order to
improve the estimation accuracy. wgbt is the sample weights (cf. Sec. 3.3), and t is
the time step.
The connections between the prototypes are organized and distributed based
on an Instantaneous Topological Map (ITM) described in [133] which is partic-
ularly suited to online map construction.
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.2 TheCalculations of the Goal Selection Probabil-
ities inTheExtrinsicMotivation Learning
Let’s define an event e representing that the previously selected goal is a novel goal
e = gi−1 ∈ N . If e happened, the selection set accordingly is S = {t, a, n}. If
e did not happen (e), the selection set accordingly is S\a = {t, n}. Considering
Eq. (4.12) and defining j as a time step, the probability of the event e to happen
(i.e., selecting a novel goal) can be calculated as follows:
P(ej) = P(ej | ej−1)P(ej−1) + P(ej | ej−1)P(ej−1)
P(ej | ej−1) =
∑
gi∈N wn(gi)
w0 + wa +
∑
gi∈N wn(gi)






P(e) = 1− P(e)
with the initial probability P(e0) = 0.
The probabilities of selecting the action a, t, and n are calculated accordingly:
P(t) = ρ0 = P(t | e)P(e) + P(t | e)P(e)
P(t | e) = P(t | gi−1 ∈ N ) =
w0
w0 + wa +
∑
gi∈N wn(gi)





P(a) = ρa = P(a | e)P(e) + P(a | e)P(e)
P(a | e) = P(a | gi−1 ∈ N ) =
wa
w0 + wa +
∑
gi∈N wn(gi)
P(a | e) = P(a | gi−1 /∈ N ) = 0
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P(n) = P(n | e)P(e) + P(n | e)P(e)
P(n | e) = P(n | gi−1 ∈ N ) =
∑
gi∈N wn(gi)
w0 + wa +
∑
gi∈N wn(gi)






The probabilities of selecting a goal from the goal sets T ,A,N are:
P(g ∈ {T \A}) = P({T \A} | t)P(t) = nT − nA
nT
ρ0




P(g ∈ N ) = P(n)
Where T = G \ Gnovel with cardinality nT =| T |, A = Ga ⊆ Gtrain with
cardinality nA =| A |, andN = Gnovel, with cardinality nN =| N |.
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.3 Probabilistic Intrinsic Signal Evaluation
In order to evaluate the probabilistic intrinsic signal and compare it with the
state-of-the-art intrinsic motivation signals, similar experiments as in Sec. 3.4 are
conducted. Goal Babbling has been implemented in an illustrative 10-DoF pla-
nar manipulator with different intrinsic motivation signals: the interest signal
(cf. Sec. 3.2), the probabilistic intrinsic signal (cf. Sec. 4.3.2), competence mea-
surement [11, 18], and learning progress [19].
20 experiments have been conducted for each signal, each experiment consists
of 500 epochs, and each epoch consists of 100 samples, i.e., 100 time steps. The
robot starts exploring its workspace and trying to reach some predefined goals
Gtrain to gain some knowledge about its model. The goals are selected iteratively
utilizing the corresponding intrinsic motivation signal. The robot tries to reach
each goal with 5 time steps (intermediate targets). The probabilistic intrinsic sig-
nal has been implemented with α = 4 (cf. Eq. (4.14)), heuristically chosen.
As demonstrated in Table .3.1, the interest signal, as well as the probabilistic in-
trinsic signal, outperforms the other signals in terms of performance accuracy and
robustness illustratedwith theminimal stdRMSEaswell as theminimal validation
and test RMSE.The small std indicates that all the goals are always reached within
the given time frame. Thehigh stdRMSEof the other learning signals indicate that
the goals on the border were not always reached as illustrated in Fig. 3.4.1.
Table .3.1: Interest-Driven Goal Babbling experimental results comparison
Goal Selection avg. Validation avg. Test avg. RMSERMSE [m] RMSE [m] std [m]
Interest signal 2.7·10−3 1.9·10−3 0.8·10−3
Probabilistic signal 3.9·10−3 1.9·10−3 1.1·10−3
Competence signal [18] 5.5·10−3 2.3·10−3 1.5·10−3
Learning signal [19] 9·10−3 3.4·10−3 3.8·10−3
Fig. .3.1 shows the std RMSE for the validation error over 20 experiments in the
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Figure .3.1: Performance error - std RMSE over 20 experiments utilizing the
probabilistic intrinsic signal
Figure .3.2: Mean performance RMSE of Goal Babbling with different intrinsic
motivation signals
intrinsic motivation learning phase utilizing the probabilistic intrinsic signal. The
error converges very fast already after 20 epochs. The performance of the robot is
very robust illustrated with 1.1mm std RMSE, which is indicated with the shaded
area in Fig. .3.1.
The performance error of the interest signal, as well as the probabilistic interest
signal, converges faster than the other signals as illustrated in Fig. .3.2
The median interest measurements of Gtrain are illustrated in Fig. .3.3 for the in-
terest signal and the probabilistic intrinsic signal. The goals on the border are the
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most interesting goals for the robot, as they are difficult-to-reach indicatedwith the
yellowdots. The starting position (homeposition) is illustratedwith the green dot
in the middle, which indicates that the robot gets interested again in the starting
point due to the forgetting factor (cf. Eq. (3.2)). The main difference between
these two signals is that the dark blue dotes in Fig. .3.3(b) indicate that the robot
barely visited these goals and focusedmore on the difficult-to-reach goals. On the
opposite, all goals are visited with a certain probability utilizing the probabilistic
intrinsic signal, which thus can cope with the situations where there are only a
few goals to learn as it can avoid getting stuck in the difficult-to-reach ones. Still,
the robot managed to achieve all goals with reasonable accuracy during the explo-
ration because the highest probabilities and the highest interests are given to the
difficult-to-reach goals (cf. Fig. 3.3.1), in contrast to the signals [18, 19, 32].
(a) Probabilistic intrinsic signal (b) Interest signal
Figure .3.3: The interest measurement of the interest signal vs the probabilistic
intrinsic signal
The experiments have been conducted again with only a few scattered goals to
be learned in order to highlight the probabilistic intrinsic signal advantage. The
goal distribution has 4 difficult-to-reach goals near the workspace border and 3
easy-to-reach goals near the home position as illustrated in Fig. .3.4. 20 experi-
ments have been conducted for each intrinsic motivation signal with 500 epochs.
As illustrated in Table .3.2, the interest signal, as well as the probabilistic in-
trinsic signal, outperforms the other signals in terms of accuracy and robustness.
The probabilistic intrinsic signal outperforms the interest signal as it avoids get-
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Table .3.2: Interest-Driven Goal Babbling experimental results comparison 2
Goal Selection avg. Validation avg. Test avg. RMSERMSE [m] RMSE [m] std [m]
Interest signal 9.3·10−3 3.5·10−3 9.2·10−3
Probabilistic signal 5.4·10−3 2.3·10−3 3.5·10−3
Competence signal [18] 17·10−3 4.2·10−3 20·10−3
Learning signal [19] 17·10−3 6.9·10−3 16·10−3
ting stuck in the difficult-to-reach goals. Visiting all scattered goals with the focus
on the difficult-to-reach goals assures discovering the full detected workspace be-
tween these goals as well as learning the border of the workspace.
(a) Probabilistic intrinsic signal (b) Interest signal
Figure .3.4: The interest measurement of the interest signal vs the probabilistic
intrinsic signal - second experiment
The median interest measurements of Gtrain are illustrated in Fig. .3.4 for the in-
terest signal and the probabilistic intrinsic signal. The interest signal focusedmore
on the difficult-to-reach goals, which are themost visited goals during the training
as indicated in yellow dots. The easy-to-reach goals (the blue and green dots in the
middle) are visited more utilizing the probabilistic intrinsic signal, which helps to
learn better the full detected workspace. Still, the difficult-to-reach goals are the
most interesting to the robot utilizing both signals.
Note that in both experiments, the test RMSE is less than the validation RMSE,
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due to the different distributions of the goal sets. The test goals are scattered inside
the workspace, and the validation set contains a difficult-to-reach goals.
Comparing the interest focus of the interest and the probabilistic intrinsic sig-
nals in Fig. 3.3.1 and Fig. .3.4, the general behavior of both signals is always the
same. Both signals give the highest interest for the difficult-to-reach goals. The
main difference is that the probabilistic intrinsic signal avoids getting stuck in lo-
cal minimum or local maximum as all goals are visited with a certain probability.
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.4 Hierarchical Extrinsic-Intrinsic Motivation-
Driven Associative Goal Babbling
It is straight forward to combineOARBF(cf. chapter 5)with the extrinsic-intrinsic
learning scheme (cf. chapter 4). Fig. .4.1 illustrates the architecture of the hier-
archical extrinsic-intrinsic motivation-driven associative Goal Babbling. It com-
prises two high levels of exploration strategy and goal selection strategy, and two
low levels of exploration mechanism for incremental approximating the underly-
ing model and associative memory for consolidating different solutions:
(A) Exploration strategy: This strategy determines whether the exploration is
guided by the intrinsic or the extrinsic motivation.
(B) Goal selection strategy: When novel goals are detected from observing
human demonstrations, the goals are selected utilizing the extrinsic signal
(cf. Sec. 4.3.1). Otherwise, the goals are selectedutilizing the intrinsic signal
(cf. Sec. 4.3.2).
(C) Goal-directed exploration mechanism: The exploration relies on the
interest-driven Goal Babbling (cf. Sec. 3.3) to obtain the internal model in
a learning while behaving fashion.
(D) Associative dynamic memory: OARBF is implemented for online learning










- only one clustering is required
- avoid expaustive meta-parameter tuning
- increase efficiency 



















Figure .4.1: Hierarchical extrinsic-intrinsic motivation-driven associative Goal
Babbling scheme. It comprises two high levels of exploration strategy and goal
selection strategy, and two low levels of exploration and solution consolidation.
(A) Exploration strategy, (B) Goal selection strategy, (C) Goal-directed explo-
ration mechanism, (D): Associative dynamic memory (a) OARBF training, (b)
establishing a feedback loop for OARBF exploitation. θ1 = {η, r}
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