In this paper, a modified globally convergent self-scaling BFGS algorithm for solving convex unconstrained optimization problems was investigated in which it employs exact line search strategy and the inverse Hessian matrix approximations were positive definite. Experimental results indicate that the new proposed algorithm was more efficient than the standard BFGS-algorithm.
In [6] Zhang and Xu proposed a new QN-condition defined by:
By using )
8 ( , The modified BFGS-update may be given by:
Dai [3] proved that updates (9)-(10) may fail for convergence, especially for the non-convex functions. To overcome this drawback, let us consider the self-scaling BFGS update due to Al-Bayati [1].
Al-Bayati Self-Scaling BFGS-Method [1].
The standard BFGS update can be separated into two components,
B and B
so that:
AL-Bayati's [1] modifications for the BFGS formula can then be written as:
This relaxation of the QN-condition is of particular interest in deriving different VM-algorithms for non-quadratic objective functions.
A Modified Self-Scaling BFGS-Algorithm.
In this section we will deal with an algorithm which generates the sequence of 1  k B matrices which converge to the Hessian matrix G and satisfies the following modified QN-condition:
According to the above strategy,
B and B
of Al-Bayati's update can be represented as: 
Outline of the Modified BFGS-Algorithm.
The outline of the modified BFGS algorithm is as follows:
Step 0 : Choose an initial point 
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Step 3 : Find k  by (WP) step-size rules (5) and (6) .
Step 4 : Generate a new iteration point by
and calculate the new updating formula (16) with (10).
Step 5 : Set 1   k k and go to Step 1 .
The Global Convergence Property for the Modified BFGS-
Algorithm.
The important property of the line search method is the global convergence property defined by the relation :
To prove this property, it is equivalent to prove that the modified BFGS-updating formula ) 16 ( generates identical conjugate gradient search directions provided that the function is quadratic and exact line searches are used . Let us consider the following property :
Property (2.1).
Let f be given by
where G is symmetric positive definite. Choose an initial approximation 
Proof : see [1] .
It is well know that the inverse equivalent BFGS-update formula of the modified updating formula ) 16 ( can be written also as : 
New Theorem (2.1) .
Assume that
) (x f be a quadratic function defined in (17b) and that the line searches are exact: let H be any symmetric positive definite matrix for the modified self scaling BFGS-updating formula defined by: 
Numerical Results.
This section was devoted to numerical experiments. Our purpose was to check whether the modified self scaling AL-Bayati's BFGSalgorithm provide improvements on the corresponding standard BFGSalgorithm. The programs were written in Fortran 90. The test functions were commonly used for unconstrained test problems with standard starting points [6] and a summary of the results of these test functions was given in Table (3 . We tabulate for comparison of these algorithms, the number of function evaluations (NOF) and the number of iterations (NOI) .
Table (3.1)
gives the comparison between the standard BFGSalgorithm and the modified self-scaling BFGS-algorithm for convex optimization, this table indicates that the modified algorithm saves 11% NOI and 14% NOF, overall against the standard BFGS-algorithm, especially for our selected test problems. 
