A platform that connects citizens effectively to local government, letting them contribute to their community's general well-being, would be an elegant way to make cities smarter. CrowdSC is a crowdsourcing framework designed for smarter cities. The framework lets users combine data collection, selection, and assessment activities in a crowdsourcing process to achieve sophisticated goals within a predefined context. Depending upon this process's execution strategy, different outcomes are possible. The authors describe CrowdSC's process model and evaluate three execution strategies.
C
ities face complex challenges to meet objectives such as urban development, among others. Consequently, pressure is growing on city governments to leverage every opportunity to improve quality of life for inhabitants. One such opportunity is to foster participation among citizens by letting them take part in enhancing their own environment. Proposing that a city's citizens contribute through crowdsourcing activities is a way to benefit from their knowledge of the field.
Increasingly, urban dwellers are equipped with smartphones that provide advanced capabilities to connect to the Internet, take photographs, and determine users' location. It is now a wellestablished notion that organizations can achieve large-scale, coordinated endeavors by requesting contributions from smartphone users in a context that uses these devices' capabilities. Using citizens' local knowledge, experience, and collaboration could help local officials to obtain an overview of the status of city infrastructure and utilities through crowdsourcing questions such as, "What roads need repair in Nancy?" or "What places are slovenly in Paris?" Two reasons motivate the use of citizen participation in these scenarios. First, information from humans might be more accurate than that from sensors or computers. Second, information can be collected on a lower budget because citizen participation is not directly rewarded.
In this article, we propose a crowdsourcing framework that leverages citizen participation for use in the context of a city. This framework would automatically www.computer.org/internet/ IEEE INTERNET COMPUTING transform queries into simple, human-executable tasks; collect, aggregate, and cleanse the data and answers that humans provide; and return the results to the user.
Crowdsourcing and Complex Queries
Most prior work on crowdsourcing in the literature considers the execution of one task at a time (see the "Related Work in Crowdsourcing
Technologies" sidebar). Services such as Amazon Mechanical Turk (www.mturk.com/mturk/welcome) are used to solve mostly atomic tasks that require human intelligence -tagging images, evaluating products, and so on. Here, we consider more complex queries that combine different types of activities that we can translate into a series of small, context-aware human tasks under the control of a process execution engine.
Related Work in Crowdsourcing Technologies
S everal works explore various aspects of crowdsourcing similar to those we describe in the main text.
Location-Based Crowdsourcing
Florian Alt and his colleagues propose a prototype for locationbased mobile crowdsourcing consisting of both Web and mobile clients. 1 Similarly, Muhammed Fatih Bulut and his colleagues design a framework for crowdsourcing location-based queries on top of Twitter, 2 and Leyla Kazemi and Cyrus Shahabi propose new techniques for assigning the maximum number of tasks to workers. 3 None of these frameworks support complex tasks, unfortunately. Tingxin Yan and colleagues developed a system that -given a query photo taken from a location l, and a set of photos of l retrieved by a search engine -asks humans to vote with "yes" or "no" for each photo retrieved. 4 The authors then propose techniques for finding the photo most representative of l. This process might be useful from a smart cities perspective, but can't support collection and handling large amounts of data.
Optimizing Result Quality
Aditya Parameswaran and colleagues describe different strategies for human-filtering data that use "yes" or "no" filters. 5 The work from Petros Venetis and his colleagues presents different algorithms for finding the maximum -that is, the best -item within a set of items. 6 Given a quality threshold t, Xuan Liu and colleagues define the minimum number of humans to ask in order to achieve t. 7 These works assume that the probability that each human provides the right answer is available, but in our case, this information is an unknown.
Executing Crowdsourcing Processes
Patrick Minder and Abraham Bernstein propose a crowdsourcing language the lets the user transform a query into a set of activities and define the order in which these activities will execute. 8 The user might not know how to translate a query into different tasks, however, which requires considerable effort. Anand Pramod Kulkarni and his colleagues propose leveraging the crowd to transform a query into a crowdsourcing process. 9 The crowd first proposes a set of simple, human-realizable tasks, then selects a set of interesting tasks, and finally replaces the query with a set of simple tasks. From a crowdsourcing vision, this approach presents a complex set of trade-offs involving delay and accuracy. While these approaches are manual, demanding a high degree of crowd dependency for every execution step, the approach we describe in the main text uses the declarative query model, which aims to maximize automation.
Finally, Soylent is a word processing interface that enables a short proofread of documents. 10 The authors introduce the "find-fix-verify" pattern, which splits tasks into a series of generation and review stages. However, we can't apply this pattern with our data collection step.
For example, imagine that the mayor of the city of Nancy wants to determine the state of the roads to schedule repairs. He asks for contributions from the citizens to help him to achieve this goal. He might ask, "What roads in Nancy are in need of repair?" This query is simple when posed to experts with precise specifications. It becomes trickier when ordinary citizens are asked for their input. The mayor must be specific. If hundreds of roads are reported as damaged, are all the roads really in need of repair? How does he determine those for which the need is immediate? Because most smart phones are equipped with cameras, he could alter the query to, "Provide photos of roads that are in need of repair in Nancy, along with an assessment {undamaged, damaged, very damaged}." People can answer this query in a straightforward way: participants send one or more photos of damaged roads, along with their assessment.
Using this procedure, the city government might receive a lot of photos with different assessments for the same locations: some citizens might make mistakes, whereas others could bias their input so that roads in their neighborhood will be repaired first. We propose overcoming this problem with a more sophisticated, three-step decomposition of the process. The data collection step would ask a number of citizens to provide photos of roads in need of repair. The data selection step would ask other participants to select the photo that best represents the problem for each location. This step ensures that for the following step, all users will have the same view of the problem, and allows the system to remove irrelevant photos. Finally the data assessment step would ask citizens to assess each selected photo.
Unfortunately, designing and managing this process execution would be costly for the mayor's team and probably not easy to repeat. We propose transforming the query into smaller, realizable tasks, and posting them to citizens. We must decide how and when to move from one set of tasks to another -that is, from data collection to data selection, or from data selection to data assessment. This has an impact on both the result quality and the process's execution time.
We argue that the combination of data collection, selection, and assessment can support numerous scenarios. Based upon this process, we designed CrowdSC, a crowdsourcing framework to help smart cities cope with the aforementioned challenges. The framework proposes different strategies for managing the process, leading to various outcomes. We present the results of an experimental evaluation of these different strategies that evaluates their respective qualities.
Crowdsourcing Process Model
Our first challenge is to transform the query into an executable process that aggregates different kinds of crowdsourcing tasks. We consider a simplified form of query that helps to achieve our contextualized goal. We first define CrowdSC's input model, then explain how to extract the tasks from this input, and propose an output model.
Input Model
CrowdSC's input is a query Q:-<O,C,L,A,T s ,T e ,S>, where O describes the set of objects the user is looking for; C describes the context of O that citizens must consider in answering Q; L stands for the location (that is, the city); A is the domain of the assessments attributable to O in the context C; T s and T e are, respectively, the start and end times of the query execution; and S is a parameter for selecting a strategy. We represent our example query as <roads, need repair, Nancy, {undamaged, damaged, very damaged}, 03/01/2013 -8:00, 03/21/2013 -20:00, deadline>.
Task Model
Given a query Q:-<O,C,L,A,T s ,T e ,S>, we define the data collection, selection, and assessment tasks as follows:
• Data collection uses photos to retrieve the set of objects O and define a data collection task DCT as a triple <O,C,L>. It asks citizens to take photos of O within context C, in location L. In our example, it asks citizens to take photos of roads that need repair in Nancy.
• Because we expect multiple photos of the same objects (for example, the same road), we define a data selection task DST as a triple <P,C,l>, where P is a set of photos of objects in the same location l (by location, here, we mean the address, not the city). A data selection task requires participants to vote "yes" for photos that represent location www.computer.org/internet/ IEEE INTERNET COMPUTING l within context C, and "no" for the others. We select the photo with the most "yes" votes as the most representative photo of a location l within context C. For example, for P = {p 1 , p 2 , . . . , p 10 }, a data selection task can be "Vote for each photo in P that represents l within C." • Once we select the most representative photo for a location, we must assess it. To this end, we define a data assessment task DAT as a triple <p, C, A>, where p is a photo. An assessment task asks citizens to assess photo p within context C, with assessment A. The result is the most chosen assessment. For example, if p 3 ∈ P was selected, a data assessment task would be "Assess p 3 with {undamaged, damaged, very damaged} within C."
Note that, in some scenarios where assessment is not required (such as a user looking for photos of museums in Paris), the process will terminate after the data filtering step. The data collection and selection tasks are always required, however, because the user is looking for data, so we must filter the information collected.
Output Model
The output of CrowdSC is a set of photos of O along with corresponding locations and assessments (see Figure 1) . We can then consult a map-based result visualization service.
Query Processing Strategies
The second challenge in building CrowdSC is managing and executing the different tasks, as well as detecting citizen errors or misbehavior. The natural option for handling errors is to distribute each task to k participants and aggregate the answers. CrowdSC takes this approach for the data selection and assessment tasks, because we assume that we will always find participants to provide answers. However, a data collection task is more critical, given that it requires citizens to be on-site to take photos, and it influences the data selection and assessment tasks. Of course, we can wait for k photos in each location l, but this could take a very long time. In some scenarios, k photos might not be sufficient to get the desired result. The number of photos required for each location depends on the scenario as well as the query's duration -that is, T s and T e . Given a query Q:-<O,C,L,A,T s ,T e ,S>, we present three general strategies -from which other strategies can be derived -in which some citizens collect data, whereas others are assigned to the role of referee to contend with these issues.
Buffer Strategy
The buffer strategy waits for k photos of O from each location l ∈ L before continuing processing. When k photos are collected for a given location l, we distribute the selection task regarding l and wait for k answers from citizens. We select the photo p with the maximum number of "yes" votes as the most representative photo of O for location l in context C. We then ask participants to assess the selected photo p and wait for k answers. We consider the most selected assessment to be the appropriate one for photo p. The process proceeds in the same manner for each location until T e .
Deadline Strategy
The buffer strategy starts data selection only once it receives k photos for a given location l. If citizens do not provide k photos of some locations at T e , we lose those results. This situation is expected in practice, because some locations are visited more often than others. Thus, we propose the deadline strategy. The idea is to collect photos of O starting from T s until a deadline d, then build buckets of photos for each location l ∈ L; each bucket regroups photos of the same location. The subsequent steps proceed similarly as with the buffer strategy. We distribute the selection task for each bucket and wait for k answers. Once we have the most representative photo p for a given location in context C, we distribute the assessment task regarding p, and wait for k answers to get the assessment of p. The process proceeds in the same manner for each bucket until T e .
FIFO Strategy
To move from the data collection phase to the data selection phase for a given location l, the buffer and deadline strategies wait for k photos of l or for the deadline d. It might be interesting to consider an execution that would generate results more immediately, in which the result size would increase gradually. We propose the FIFO strategy, which proceeds as follows: When we receive a photo p of O in a given location l, we immediately ask citizens to vote "yes" or "no" to see if that photo really represents l in the context C, and wait for k answers. If the majority of votes are "yes," we select p as a representative photo for location l; otherwise, we wait for another photo of O for l and repeat the same procedure. Once we've determined a representative photo of O for location l, the FIFO strategy is similar to the buffer and deadline strategieswe distribute the assessment task as regards the selected photo and wait for k answers to determine its assessment. This strategy proceeds in the same manner for each location until T e .
Implementation
We implement CrowdSC using the Bonita Open Solution business process management system (http://fr.bonitasoft.com). Figure 2 describes CrowdSC's architecture. Its main components are the process generator, process engine, task manager, and result visualizer. The storage engine is external, and the system can access it at query time.
The process generator receives a query from the user and transforms it into a processing plan. The process engine then takes that processing plan, generates a set of tasks for citizens to perform, and aggregates the answers. The task manager receives the tasks from the process engine and communicates with the crowd to post tasks, retrieve the answers, and then send them to the process engine.
Experimental Evaluation
The last challenge with our system is to evaluate the result quality. Because we haven't yet used it in a large-scale setting, we evaluated the respective qualities of the proposed strategiesthat is, buffer, deadline, and FIFO -focusing on
• the number of results returned;
• the result quality, for which we use the F-measure, 2(precision.recall)/(precision + recall); and • the progressivity -that is, how the results accumulate over time.
Due to the limited availability of large, real-world datasets, we use the Gowalla dataset (http://snap.stanford.edu/data/loc-gowalla. html), which contains a set of users along with their check-in times and locations on Gowalla, a location-based social networking website. For our experiments, we assume that each user is 
Crowd
Crowd platform Storage engine a participant citizen. To generate the ground truth document, we make one random assignment of three possibilities for each location. We use a period of 5 days, and divide the data into three parts so that we have data collectors, data selectors, and data assessors. We consider each check-in time at a given location as a response from that location for the current processing query. To be more realistic, for each collected data point (photo), we introduce a parameter in [0.5, 1] that controls whether the data selectors and assessors provide a valid answer. We assume that citizens have a high probability of providing valid answers.
For the deadline strategy, we set the deadline to half of the duration of the process, so d = (T e -T s )/2. For all strategies, the default values for the process's duration (T e − T s ) and for k are 3 and 7 days, respectively.
Number of Results
We measured the number of results, varying the process's duration from 1 to 5 days (Figure 3a) .
As expected, when the duration increases, the number of results increases because more citizens can participate. The number of results that Buffer returns is much less than those Deadline and FIFO return. Buffer must wait for k photos for each location, and some locations are unpopular. FIFO returns more results than Deadline because the latter starts the data selection and assessment after the deadline, whereas the former can do it as soon as a photo is received.
We also measured the number of results, varying k from 3 to 11 (Figure 3b ). FIFO returns more results than the other strategies and remains unaffected because it does not wait for k photos or the deadline to start the data selection step. Deadline remains unaffected for k ≤ 7, and for k > 7. The number of results decreases because the remaining time after deadline d is insufficient to select and assess the data. Moreover, the number of results Buffer returns decreases significantly with the increase in k because it requires k photos for each location. The citizens have more time to collect data. Quality Figure 3c shows the result quality, varying the duration. FIFO has the lowest quality and is unaffected by duration. In almost all cases, the system selects the first photo of each location. Because it's probably not the best photo of that location, this affects the assessment step. The quality of Deadline and Buffer increases with the duration. Deadline is better because it collects the maximum number of photos until the deadline d, and can proceed to data selection and assessment without having k photos for a location, whereas buffer misses some locations where there are insufficient photos to reach the threshold. Figure 3d depicts the result quality, varying k. From this experiment, we can see that the quality of all strategies increases as k increases. When using more citizens, the probability of getting a correct answer increases. Similar to the last experiment, Deadline is better than Buffer, which in turn is better than FIFO for the same reasons. Figure 3e shows the evolution of the number of results when the process lasts three days. As expected, FIFO appears to be very effective. Contributors produce many results on day one, and this number increases steadily. Deadline exhibits the expected behavior: results start to appear on day one and a half and increase quickly. More surprisingly, Buffer performs very badly. This is likely due to the uneven distribution of check-ins in our corpus, which is realistic in a city. A small number of results appear on day one, but on day two, the deadline strategy starts to provide more results. Thus, we see a good trade-off between the increase in result occurrences and the general outcome's quality, depending on the strategy we use. Deadline is more trustworthy but less timely than FIFO.
Progressivity
O ur experimental evaluation of CrowdSC demonstrates that each strategy has its merits. The choice of strategy depends on user need; hence, the proposed strategies are complementary. For instance, if high accuracy is required, the deadline strategy appears to be superior, but the FIFO strategy is well-suited to a crisis situation, in which results are required urgently before action can be taken.
We have shown using a simulation that it is possible to combine different crowdsourcing activities in a process to achieve potentially complex results within a given context. More research is necessary on real-world executions using our process engine and actual citizens. Our plan is to find the minimal set of strategies that cover all possible execution strategies and conduct an experiment on a large scale with the Lorraine Smart City Living Lab. 
