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Abstract
Imagine a freely rotating rigid body. The body has three principal axes of rotation. It follows from mathematical
analysis of the evolution equations that pure rotations around the major and minor axes are stable while
rotation around the middle axis is unstable. However, only rotation around the major axis (with highest
moment of inertia) is stable in physical reality (as demonstrated by the unexpected change of rotation of the
Explorer 1 probe). We propose a general method of Ehrenfest regularization of Hamiltonian equations by which
the reversible Hamiltonian equations are equipped with irreversible terms constructed from the Hamiltonian
dynamics itself. The method is demonstrated on harmonic oscillator, rigid body motion (solving the problem
of stable minor axis rotation), ideal fluid mechanics and kinetic theory. In particular, the regularization can
be seen as a birth of irreversibility and dissipation. In addition, we discuss and propose discretizations of the
Ehrenfest regularized evolution equations such that key model characteristics (behavior of energy and entropy)
are valid in the numerical scheme as well.
Keywords: Hamiltonian system, irreversible, Ehrenfest regularization, non-equilibrium thermodynamics,
GENERIC, entropy.
PACS: 05.70.Ln, 05.90.+m
1. Introduction
Consider an isolated system whose time evolution is governed by Hamiltonian mechanics. One can solve the
Hamilton evolution equations and see how the system evolves in time. In reality, however, the system seldom
evolves just according to the reversible dynamics from the long time perspective, for not being completely
isolated (either due to interaction with its surroundings or even with another degrees of freedom of the physical
system itself), for exhibiting also another kinds of motion or evolution, or by the loss of regularity of the solutions
and damping of fast oscillations.
In this paper we put into focus the irregularities in solutions. We are not investigating their emergence (as
it is done for example in [1, 2, 3]) but their smoothing and transforming into regular solutions of a modified
(regularized) time evolution equations. There is no, we believe, universal way of ”smoothing out”. In this
manuscript we smooth out by passing from the vector field to the trajectory (but only a very short trajectory).
In other words, the physics of the proposed regularization is the passage from the vector field to the generated
by it trajectory (but only an infinitesimal step further). From the physical point of view again, the essence
in getting something ”overall” out of solutions is to recognize pattern in the phase portrait (collection of all
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trajectories i.e. solutions). To get the whole trajectory is, of course, a very difficult problem. So let us be
satisfied with at least a very short trajectory while being compatible with thermodynamics.
Another way of smoothing out is for instance explored in [4]. The system is first enlarged by taking into
account more microscopic details. The smoothing mechanism, introduced in the time evolution of the details,
then trickles down to the whole system. Alternatively, the same strategy can also be used in open systems where
the enlargement would consist of inclusion of the environment and the smoothing mechanism would appear in
the time evolution generated by the system-environment interactions.
The Hamiltonian evolution equations are enriched in this paper by adding Ehrenfest regularization (EhRe)
terms that drive the system towards the physically meaningful states. The EhRe terms, however, are constructed
in such a way that no more knowledge than that of the Hamiltonian description itself (except a relaxation time
parameter) is needed. The Ehrenfest regularization (EhRe) is shown to reduce kinetic energy (convex generator
of the Hamiltonian dynamics) and produce kinetic entropy (concave Casimir of the Poisson bracket). It can be
moreover split into two scenarios: (i) the energetic Ehrenfest regularization (E-EhRe) and (ii) entropic Ehrenfest
regularization (S-EhRe). The E-EhRe conserves kinetic entropy while reducing kinetic energy. The S-EhRe,
on the other hand, conserves kinetic energy while producing kinetic entropy. One can choose the regularization
based on the particular conservation laws the system at hand obeys.
For instance, the E-EhRe is useful in rigid body dynamics, where energy of rotation is dissipated to internal
energy while conserving angular momentum (a Casimir of the bracket, i.e. kinetic entropy). By adding an
internal entropy (advected by the Hamiltonian dynamics), conservation of total energy can be restored while
keeping conservation of the Casimirs (e.g. angular momentum) and the second law of thermodynamics (positive
entropy production) appears as a consequence. The E-EhRe of the solid body rotation indicates the loss of
stability of the rotation around the (minor) axis with lowest moment of inertia, and rotation around the (major)
axis with highest moment of inertia becomes the sole attractor of the dynamics. That is the anticipated physical
behavior [5].
Next, we apply the EhRe regularization method to more complex situations. Namely, Euler equations for
ideal fluids, described by state variables density and momentum density, can also be Ehrenfest-regularized.
The EhRe evolution with an internal entropy (advected by the semidirect product) then leads to a system
of equations transforming kinetic energy to internal energy while raising internal entropy. Further, Hamilton
canonical equations for a harmonic oscillator are also regularized by the E-EhRe method, since kinetic energy is
then dissipated to internal energy. Such dissipation is then accompanied by growth of internal entropy. Finally,
the S-EhRe method is useful in, for instance, kinetic theory, since it makes the Boltzmann entropy grow while
keeping energy of the system.
Apart from the evolution equations, it is interesting to discuss the possible numerical schemes solving them.
We reveal that the full EhRe evolution can be solved by explicit Euler method with relaxation time larger than
the discretized time increment, i.e. τ ≥ dt. In particular, if dt = τ , the scheme gives an accurate explicit method
for integration of the original Hamiltonian equations conserving both kinetic energy and kinetic entropy to the
second order in dt as the chosen numerical scheme. For τ > dt the numerical scheme becomes dissipative.
The E-EhRe and S-EhRe equations are best discretized using Crank-Nicolson (semi-implicit), since then the
properties of the regularizations (conservation of entropy and reduction of energy or conservation of energy and
growth of entropy) are retained by the numerical schemes.
In summary, the Ehrenfest regularization (either full, energetic or entropic) is a novel useful tool explicitly
manifesting some overall damping and dissipative features of the original Hamiltonian dynamics. The proposed
regularization (Ehrenfest) approach is such that the leading order damping being explicitly included in the
evolution is compatible (to the second order in τ) with the (local) trajectories although they themselves might
be stemming from reversible dynamics. From the physical point of view, the idea is to pass from a vector
field to the corresponding to it phase portrait (i.e. collection of all trajectories generated by the vector field),
recognize in it an overall pattern, and subsequently to identify a new, modified, vector field generating the
2
pattern. Admittedly, we have not provided a proof that the explicit damping terms correspond exactly to the
emergent properties of reversible dynamics (as in Landau damping shown by [2]) but the universality of the
method together with its construction (physical motivation) makes us believe that it is worth pursuing. It
can be used to construct accurate numerical schemes that either (i) reduce (convex) kinetic energy and keep
kinetic entropy (Casimirs) or (ii) raise kinetic entropy (concave Casimirs) and keep energy (iii) reduce energy
and produce entropy or (iv) keep both energy and entropy constant. The regularizations are demonstrated on
several examples including their numerical solutions.
2. Hamiltonian dynamics
Let us first briefly recall what Hamiltonian dynamics means. Further details and connections to thermody-
namics can be found for instance in book [6].
2.1. Poisson bracket and bivector
Consider system described by state variables x evolution of which is Hamiltonian. The evolution equations
for the state variables are then
x˙i = LijExj , (2.1)
where Lij = −Lji is an Poisson bivector (antisymmetric twice contravariant tensor satisfying Jacobi identity
[7]) and Exj are derivatives of an energy functional (Hamiltonian) also called kinetic energy in this paper. The
right hand side can also be seen as components of a Hamiltonian vector field. The Poisson bivector generates
Poisson bracket
{F,G} = FxiLijGxj , (2.2)
which is a bilinear antisymmetric operator, {F,G} = −{G,F}, fulfilling Jacobi identity,
0 = {F, {G,H}}+ {G, {H,F}}+ {H, {F,G}}. (2.3)
Substituting energy E for G leads to a weak formulation of the dynamics
{F,E} = Fxi x˙i = F˙ . (2.4)
Evolution of an arbitrary functional F is thus generated by the Poisson bracket and energy.
The Hamiltonian evolution equations are reversible in two senses. First, they are invariant with respect to
the time-reversal transformation (TRT), see e.g. [8, 6]. Secondly, since entropy (here called kinetic entropy) is
always assumed to be a Casimir of the Poisson bracket,
{S,G} = 0 ∀G, ⇐⇒ LijSxj = 0 ∀ i, (2.5)
entropy is not affected by the Hamiltonian dynamics. Hamiltonian dynamics is reversible with respect to the
TRT and does not change (kinetic) entropy.
2.2. Stability by the Energy-Casimir method
The purpose of this section is to recall the Energy-Casimir method [9], which is a useful tool for proving
nonlinear stability of stationary states of Hamiltonian systems. The method is a variant of Arnold’s Lyapunov
method [10], see [9] for historical overview.
Consider a set of state variables and their evolution equations (not necessarily Hamiltonian)
x˙i = Xi(x). (2.6)
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The right hand side can be for instance a Hamiltonian vector field, Eq. (2.1). Let a point x0 be a stationary point
of the evolution, i.e. x˙i0 = 0 = X
i(x0). Assume, moreover, that energy E(x) is constant along the evolution
and that there is a functional S(x) that is constant along the evolution as well. In the case of Hamiltonian
dynamics energy is conserved automatically due to the antisymmetry of the Poisson bracket and entropy S is a
Casimir of the underlying Poisson bracket and is thus also conserved. Note that there is usually a whole class
of Casimirs of the Poisson bracket, so there is a whole class of conserved quantities that can be used as (kinetic)
entropy S.
The algorithm of the Energy-Casimir method (see e.g. [9] for an accessible and comprehensive discussion)
consists of the following steps:
• Choose an integral of motion S and a constant α so that the stationary point x0 becomes also a critical
point of potential Φ
Φ = −αS + E, Φx|x0 = 0. (2.7)
Hence the potential has zero gradient at x0, and it is a conserved quantity,
Φ˙ = 0, (2.8)
due to its construction.
• Evaluate the second variation of Φ at x0,
δ2Φ|x0 = δxi
∂2Φ
∂xi∂xj
∣∣∣
x0
δxj . (2.9)
There are now several possibilities:1
– Strict convexity near x0, i.e. δ
2Φ > 0 ∀δx ∈ U(x0) from a neighborhood of x0, which means that
there is a strictly convex quadratic form Q(δx) such that2
0 ≤ Q(δx) ≤ Φ(x0 + δx)−
(
Φ(x0) + Φxi |x0δxi
)
= Φ(x0 + δx)− Φ(x0) (2.10)
while the equality Q(δx) = 0 be fulfilled only for δx = 0.
– Strict concavity near x0, i.e. δ
2Φ < 0 ∀δx, which means that there is a strictly quadratic form
Q(δx) such that
0 ≤ Q(δx) ≤ − [Φ(x0 + δx)− (Φ(x0) + Φxi |x0δxi)] = − [Φ(x0 + δx)− Φ(x0)] , (2.11)
while Q(δx) = 0 only for δx = 0.
– Indefiniteness of δ2Φ, which is an indication (though not a proof) of instability of state x0.
• For the first two options (positive or negative definite case), the quadratic form Q defines a norm on the
space of state variables
0 ≤ ||x− x0||Q def= Q(x− x0) ≤ ±(Φ(x)− Φ(x0)), (2.12)
which is bounded from above due to conservative nature of the potential Φ. In addition, as both integrals
of motion are typically continuously dependent on initial data and since the right hand side is a conserved
quantity, we can conclude that for any  > 0 there is a neighborhood of x0 for which |Φ(x)− Φ(x0)| ≤ 
and such that if the evolution starts in the neighborhood, it remains there and thus ||x−x0||Q ≤  ∀t > 0.
The point x0 is then stable in this sense.
The Energy-Casimir method can be used to prove nonlinear stability of stationary points of the evolution,
and which is especially useful for Hamiltonian systems due to the inherent presence of Casimirs. It will be
demonstrated on the rigid body motion in Sec. 5.1.4.
1 Note that for infinite-dimensional systems the criterion of definiteness of the second variation should be replaced with convexity
or concavity of Φ.
2Note that similar potential is used for showing Lyapunov stability of stationary non-equilibrium states [11].
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2.3. Formal solution of Hamiltonian dynamics
The right hand side of evolution equations (2.1) can also be regarded as the Hamiltonian vector field with
components
XiE = L
ijExj , (2.13)
which can be expressed as
dx(t)
dt
= LXEx(t), (2.14)
LXE being the Lie derivative with respect to the Hamiltonian vector field. Note that the time-derivative is
interpreted as partial time-derivative in the case of partial differential equations and the summation is interpreted
as integration over the spatial domain in that case. Formal solution to this equations reads (see e.g. [7] or [6])
x(t+ τ) = exp (τLXE ) x(t) = x(t) + τLXEx(t) +
τ2
2
LXELXEx(t) +O(τ)3. (2.15)
In other words, at time t+ τ we have
xi(t+ τ) = xi(t) + τLijExj +
τ2
2
δ
δxk
(
LijExj
)
LklExl +O(τ3), (2.16)
which is a formal solution of Eq. (2.1) for time-step τ hence describing local trajectories (phase portrait). This
last equation can also be rewritten as
xi(t+ τ) = xi(t) + τLijExj +
τ2
2
{LijExj , E}+O(τ3), (2.17)
where {•, •} is the Poisson bracket corresponding to the Poisson bivector L.
2.4. Numerical scheme
Equation (2.16) can be used as a numerical scheme of second-order solving evolution equation (2.1). We shall
now discuss properties of this scheme. Since the scheme is of second order by construction, quantities conserved
by the original Hamiltonian evolution are conserved to the second order by the scheme as well. Energy at time
t+ τ is equal to
E(x(t+ τ)) = E(x(t)) +O(τ)3, (2.18)
which means that it is conserved up to the order O(τ2).
Entropy is required to be a Casimir of the Poisson bracket,
{S,G} = 0 ∀G or SxiLij = 0 ∀i. (2.19)
Using scheme (2.16), entropy is given at time t+ τ by
S(x(t+ τ)) = S(x(t)) +O(τ)3 (2.20)
as in the case of energy.
Prescription (2.16) provides a numerical scheme (taking time step dt = τ) that conserves both energy and
entropy up to the order O(τ2). The scheme is demonstrated on rigid body rotations in Sec. 5.2.2.
3. Hamiltonian Ehrenfest-regularized dynamics
Hamiltonian dynamics is fully reversible both with respect to the time-reversal transformation (TRT) and
with respect to entropy, which is kept constant, [8]. Let us now introduce a (we believe simple and advantageous)
way of adding irreversible terms to the Hamiltonian dynamics.
5
3.1. Ehrenfest regularization of the evolution equations
Equation (2.16) can be interpreted as the smoothed out time change of x,
〈x˙i〉 def= 1
τ
∫ τ
0
x˙idt =
xi(t+ τ)− xi(t)
τ
≈ LijExj + τ2
δ
δxk
(
LijExj
)
LklExl . (3.1)
As we can see variable x effectively undergoes Hamiltonian reversible evolution (the first term on the right hand
side) and irreversible evolution (the second term) when smoothed out over time interval of length τ , a constant
parameter τ called relaxation time 3. This is the Hamiltonian Ehrenfest regularization (EhRe). In other
words, if we assign to the time derivative its average (over τ), the dynamics keeps the original Hamiltonian term
while a new “overall” dynamics emerges.
Hence the proposed regularization (Ehrenfest) approach is such that the leading order damping being ex-
plicitly included in the evolution is compatible (to the second order in τ) with the (local) trajectories although
they themselves might be stemming from reversible dynamics. From the physical point of view, the idea is to
pass from a vector field to the corresponding to it phase portrait (i.e. collection of all trajectories generated by
the vector field), recognize in it an overall pattern, and subsequently to identify a new, modified, vector field
generating the pattern.
3.2. Irreversibility
Let us now show that the second term in Eq. (3.1) indeed produces irreversible evolution in the sense
of time-reversal transformation (TRT), see e.g. [8]. Assuming that all state variables have definite parities
P(xi) = ±1, parity of the Poisson bivector L is necessarily
P(Lij) = −P(xi)P(xj), (3.2)
while parity of energy is equal to one, i.e. energy is even with respect to time-reversal. TRT applied to Eq.
(3.1) gives
P(xi) dx
i
d(−t′) = −P(x
i)P(xj)LijP(xj)Exj+
τ
2
P(xk) δ
δxk
(−P(xi)P(xj)LijP(xj)Exj) · (−P(xk)P(xl)Lkl)P(xl)Exl , (3.3)
t′ being time going backwards. This last equation can be rewritten as
dxi
dt′
= LijExj − τ2
δ
δxk
(
LijExj
)
LklExl . (3.4)
The first term on the right hand side of this equation is the same as in Eq. (3.1) while the second term has the
opposite sign. The first (Hamiltonian) term therefore generates reversible evolution while the second irreversible
[8]. Note that the parameter τ is not affected by TRT, since it is assumed to be a constant (like viscosity).
Hamiltonian Ehrenfest regularization thus introduces an irreversible term into the originally reversible evolution
equations.
3.3. Dissipativity
It has been shown that the regularizing term produces irreversible evolution, i.e. evolution changing its
direction under the time reversal transformation. Usually, but not always (see e.g. [12]), irreversible evolution
3Geometric version of EhRe is presented in Appendix A employing complete tangent lift of the Hamiltonian dynamics.
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is also dissipative in the sense that it causes entropy growth or dissipation of energy. Let us now verify that it
is indeed the case of Ehrenfest regularization.
Energy is clearly conserved by the Hamiltonian part of evolution equation (3.1) (the first term on the right
hand side). The irreversible term alters energy as follows
E˙ =
τ
2
Exi
δLijExj
δxk
LklExl = −
τ
2
LjiExiExjxkL
klExl︸ ︷︷ ︸
≥0
+
τ
2
Exi
δLij
δxk
ExjL
klExl︸ ︷︷ ︸
=0
, (3.5)
where the first term reduces energy due to the assumed convexity of energy (and thus positive semi definiteness of
the second differential of energy). The second term is zero due to the simultaneous symmetry and antisymmetry
with respect to swapping i and j. Therefore, we obtain that
E˙ = −τ
2
LjiExiExjxkL
klExl ≤ 0. (3.6)
Energy is dissipated by the EhRe evolution.
Entropy is clearly conserved by the Hamiltonian (reversible) part of the regularized evolution, since it is
assumed to be a Casimir of the underlying Poisson bracket. The irreversible part of the EhRe evolution changes
entropy as follows
S˙ =
τ
2
Sxi
δLijExj
δxk
LklExl
=
τ
2
δ
δxk
SxiLij︸ ︷︷ ︸
=0
Exj
LklExl − τ2SxixkLijExjLklExl ≥ 0. (3.7)
The inequality follows from the additional requirement that entropy be concave, which means that the second
differential of entropy is negative semidefinite. The EhRe evolution thus produces entropy provided entropy is a
concave Casimir of the underlying Poisson bracket. In short, it reduces (kinetic) energy and produces (kinetic)
entropy.
3.4. Energy-Casimir method with dissipation
The Energy-Casimir method, which was recalled in Sec. 2.2, is a convenient tool for showing stability of
stationary states of Hamiltonian evolution, which is fully reversible. The regularized Hamiltonian evolution
as proposed in Section 3, on the other hand, contains irreversible terms, and is dissipative in the sense that
(kinetic) entropy grows, S˙ ≥ 0 and energy decreases E˙ ≤ 0. Can the Energy-Casimir method be used also for
the regularized evolution?
Assume again that a point x0 is a stationary point of the evolution and that Φx|x0 = 0, where Φ is the
potential constructed from entropy and energy as in Eq. (2.7). Taking Eq. (3.6) and Eq. (3.7), the potential
Φ changes in time as
Φ˙ = −αS˙ + E˙ = −τ
2
(
LijExj
)
Φxixk
(
LklExl
)
, (3.8)
which is negative, Φ˙ ≤ 0, for Φ convex while positive, Φ˙ ≥ 0 for Φ concave.
If Φ is strictly convex in a neighborhood of x0, we can again construct the quadratic form 0 ≤ Q ≤
Φ(x) − Φ(x0) as in Sec. 2.2. This time, however, the potential decreases in time, Φ˙ ≤ 0, as EhRe increases
concave Casimirs and only those were considered in the stability analysis of Hamiltonian systems. It means that
the stationary point is stable, and even asymptotically stable if it is the only point in the neighborhood where
Φ˙ vanishes (where LijExj vanishes). Denoting the maximal connected set of all points where Φ˙ = 0 containing
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x0 as the attractor A(x0), the evolution stays in the neighborhood U(x0) of x0 while converging to some point
in A(x0) ∩ U(x0). Let us refer to the notion of stability as a nearly asymptotic stability.
If, on the other hand, the potential is strictly concave near x0, we have the inequality Q(δx) ≤ −Φ(x)+Φ(x0).
The potential Φ grows until it approaches the point x0, where the right hand side becomes zero. The stationary
point x0 is thus again stable, and it is even asymptotically stable if it is the only point on the neighborhood
where Φ˙ vanishes. The point is moreover nearly asymptotically stable in the sense above.
In summary, if stable points are found for the reversible (Hamiltonian) evolution, they are stable also with
respect to the EhRe evolution. Moreover, EhRe evolution makes the stable points also nearly asymptotically
stable. Note that this is exactly in line with the motivation we had for EhRe regularization - the EhRe was
such a regularization that the qualitative properties of the original evolution are attained in the regularized
version while being more evident, explicit in the latter. Finally, we do not have equivalence between stability in
the original Hamiltonian evolution and stability in the regularized dynamics (which would be ideal). However,
we at least know one implication which is another reason why we think the proposed regularization method is
worthy studying.
3.5. Numerical scheme
Ehrenfest regularized evolution equation (3.1) can be discretized by simple forward Euler scheme,
xi(t+ dt) = xi(t) + dt · LijExj + τ · dt2
δ
δxk
(
LijExj
)
LklExl , (3.9)
which resembles the formal solution of the original reversible equation (2.16).
• Indeed, if dt = τ , both equations are the same. Recall that numerical scheme (2.16) conserves both energy
and entropy up to the order O(τ2) while the regularized evolution equation (3.1) with or without “internal
entropy” (see the following Section, Eq. (3.10)) either reduce energy and produce entropy or keep the
energy and raise entropy. This case is actually just a prolongation of the Hamiltonian vector field leading
to a second-order reversible scheme.
• Therefore, taking dt < τ , scheme (3.9) produces entropy and either reduces energy or conserves energy
(in the extended sense as in Sec. 3.6). This choice of τ can be interpreted as smoothing the evolution
over a period of time, and an emergence of overall behavior can thus be anticipated.
• Taking dt > τ , the scheme reduces entropy and produces or conserves energy. One should therefore always
take dt ≤ τ . The choice of τ < dt is against the notion of smoothing, discretization step is coarser than
the time-scale for smoothing of trajectories, and does not indeed make much sense and should not be
used.
3.6. Ehrenfest regularization with internal entropy
Under the above assumptions (energy be a convex functional and entropy be a concave Casimir functional),
entropy is produced while energy is reduced. In order to recover the physical constraint of energy conservation,
it is necessary to include internal entropy (density) sin among the state variables. Total energy E
(tot)(x, sin)
then depends besides the original state variables also on the internal entropy density. Evolution equation for
the internal entropy density is purely dissipative
s˙in =
1
E
(tot)
sin
τ
2
(L · Ex) · δ
2E
δxδx
· (L · Ex) (3.10)
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so that conservation of total energy E(tot)(x, sin) = E(x) + Ein(sin)
E˙(tot) = E˙(x) + E(tot)sin s˙in = 0 (3.11)
is fulfilled. This approach to entropy production is successfully used for instance in the SHTC framework
[13, 14]. Evolution of total entropy S(tot)(x, sin) = S + sin is then
S˙(tot) = S˙(x) + s˙in ≥ 0. (3.12)
By including the internal entropy density sin among the state variables, we recover the energy conservation
law while keeping the second law of thermodynamics. Actually, the second law is obtained this way also for
constant Poisson bivectors. This Ehrenfest-regularized evolution with internal entropy, which consists
of reversible Hamiltonian evolution and irreversible evolution, conserves energy and produces entropy.
The regularization with internal entropy is discretized as
xi(t+ dt) = xi(t) + dt · LijExj + τ · dt2
δ
δxk
(
LijExj
)
LklExl
∣∣∣
x(t)
(3.13a)
sin(t+ dt) = sin(t) +
dt
E
(tot)
sin
τ − dt
2
(L · Ex) · δ
2E
δxδx
· (L · Ex)
∣∣∣
x(t)
. (3.13b)
The last term in the latter equation is proportional to the (τ − dt) difference so that the scheme becomes
reversible with the choice τ = dt as desired (see the previous section).
3.7. Energetic Ehrenfest regularization
The regularized evolution equations (3.1) can also be split as
x˙i = LijExj − τ2 L
jiExjxkL
kl︸ ︷︷ ︸
def
= Mil
Exl +
τ
2
δLij
δxk
LklExl︸ ︷︷ ︸
def
= Nij
Exj
= LijExj − τ2M
ijExj +
τ
2
N ijExj , (3.14)
where a symmetric operator M ij = M ji and an antisymmetric operator N ij = −N ji were identified. Let us
now discuss properties of the operators.
3.7.1. Evolution equations
Assuming that energy is a convex functional of the state variables, the M−operator,
M ij = LkiExkxlL
lj , (3.15)
is positive definite for
viM
ijvj = L
kiviExkxlL
ljvj ≥ 0 ∀vi. (3.16)
Therefore, the operator causes the reduction of energy in the regularized evolution, since
E˙ = −τ
2
ExiM
ijExj ≤ 0. (3.17)
Note that neither the L−operator nor the N−operator contributes to the change of total energy due to their
antisymmetry. Concerning entropy, which is a Casimir of the Poisson bracket, the M-operator does not affect
it, since
SxiM
ijExj = SxiL
ji︸ ︷︷ ︸
=0
ExlxkL
klExl = 0. (3.18)
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The evolution equations with only the M-operator, let us call them the energetic Ehrenfest regularization
(E-EhRe), are
x˙i = LijExj − τ2M
ijExj , (3.19)
and they conserve Casimirs while reducing (convex) energy, S˙ = 0, E˙ ≤ 0. The M-operator, which is symmetric
and positive definite, reduces total energy while keeping (kinetic) entropy constant.
3.7.2. Numerical scheme
Let us now discuss possible discretizations of the energetic Ehrenfest-regularized evolution equations (3.19).
It can be shown by straightforward calculation, by repeating calculations in (2.18) and (2.20), that the forward
(explicit) Euler discretization with dt < τ reduces energy, dt = τ does not change energy and dt > τ raises
energy. Moreover, the forward Euler scheme reduces entropy regardless the choice of τ . Backward (implicit)
Euler scheme reduces energy while raising entropy. Let us consider the following “semi-implicit Crank-Nicolson
scheme” (forward Euler in dt, implicit in τ)
xi(t+ dt) = xi(t) +
dt
2
(
LijExj − τ2M
ijExj
) ∣∣∣
x(t)
+
dt
2
(
LijExj − τ2M
ijExj
) ∣∣∣
x(t+dt)
. (3.20)
It is a matter of straightforward calculation to show that
E(x(t+ dt)) = E(x(t))−dt · τ
2
LijExjExixkL
klExl︸ ︷︷ ︸
≤0
+O(τ)3, (3.21a)
S(x(t+ dt)) = S(x(t)) +O(τ)3. (3.21b)
The Crank-Nicolson scheme is thus a suitable choice for the E-EhRe evolution as it conserves the properties of
E-EhRe evolution to its discretization (keeps entropy while reducing energy).
3.7.3. E-EhRe with internal entropy
The energetic Ehrenfest regularization reduces the energy of the system. More precisely, it usually reduces
the kinetic energy, which serves as a generator of the Hamiltonian dynamics. Since the total energy must be
conserved, one can introduce an internal entropy sin that is advected by the Hamiltonian dynamics and grows
so that the total energy Etot = E + Ein is conserved,
x˙i = LijExj − τ2M
ijExj , (3.22a)
s˙in =
1
δEin
δsin
Exi
τ
2
M ijExj . (3.22b)
Additional terms in evolution equations can appear but cannot contribute both to energy and to entropy balance.
Such “reversible” terms can be those expressing passive advection of entropy by x (hence not contributing to
total entropy). For instance, it is zero in the case of rigid body motion while being equal to −∂j(sinvj) in the
case of fluid mechanics. Total energy is conserved by construction while entropy is produced.
3.7.4. Stability by the Energy-Casimir method
Energy is reduced in the energetic regularization while entropy is kept constant. Assume that the potential
Φ in the Energy-Casimir method is constructed as E − αS. The potential then decreases in time.
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If it is moreover concave in a neighborhood of the stationary state x0, then, because it further decreases,
it becomes a less and less restrictive bound on the distance from the stationary point. The Energy-Casimir
method then does not say anything about the stability of the stationary point (or it indicates instability).
If, on the other hand, the potential is convex, the evolution not only stays in the neighborhood of the
stationary point, but it also approaches to a point where Φ˙ = 0 because of the decrease of Φ. The stationary
point x0 is thus stable and nearly asymptotically stable.
3.7.5. Relation to GENERIC
The energetic regularization with internal energy (3.22) can also be seen as a particular realization of
the GENERIC framework, see [15, 16, 12, 6] or Sec. 8. Indeed, after the transformation to the entropic
representation (with total energy density as a state variable), the irreversible terms can be seen as derivatives of
a quadratic dissipation potential with respect to conjugate variables (derivatives of entropy), see [14], multiplied
by a temperature prefactor.
3.8. Entropic Ehrenfest regularization
Let us now analyze the other part of the split EhRe evolution (3.14), which involves the antisymmetric
N−operator.
3.8.1. Evolution equations
The regularized evolution equations involving only Hamiltonian and the N−operator parts are
x˙i = LijExj +
τ
2
N ijExj . (3.23)
We shall now discuss properties of these equations, which are referred to as the Entropic Ehrenfest regu-
larization (S-EhRe).
First, the S-EhRe equations raise entropy, since
S˙ =
τ
2
SxiN
ijExj =
τ
2
δ
δxk
(
SxiL
ij
)
︸ ︷︷ ︸
=0
LklExlExj −
τ
2
SxixkL
ijExjL
klExl ≥ 0 (3.24)
due to the assumed concavity of entropy (and negative definiteness of its second differential). Secondly, energy
is conserved by the Hamiltonian part as well as by the irreversible part due to the antisymmetry with respect
to swapping i and j. Assuming that (kinetic) entropy is a concave Casimir of the Poisson bracket, the entropic
regularized evolution equations (3.23) conserve energy while producing (kinetic) entropy.
Note that the N−operator can also be rewritten as the Poisson bracket of the Poisson bivector and energy,
N ij =
δLij
δxk
LklExl = {Lij , E}, (3.25)
which simplifies the explicit calculation of the operator.
3.8.2. Numerical scheme
Let us now discuss possible discretizations of the regularized evolution equations (3.23). It can be shown
that forward (explicit) Euler discretization with τ = dt leads to a scheme that raises energy while keeping
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constant entropy up to the order O(τ2). Backward (implicit) Euler scheme, on the other hand, reduces energy
while raising entropy. The desired properties has again the semi-implicit Crank-Nicolson scheme
xi(t+ dt) = xi(t) +
dt
2
(
LijExj +
τ
2
N ijExj
) ∣∣∣
x(t)
+
dt
2
(
LijExj +
τ
2
N ijExj
) ∣∣∣
x(t+dt)
. (3.26)
It is a matter of straightforward calculation to show that
E(x(t+ τ)) = E(x(t)) +O(τ)3 (3.27a)
S(x(t+ τ)) = S(x(t))−τ
2
2
SxixkL
ijExjL
klExl |x(t)︸ ︷︷ ︸
≥0
+O(τ)3 (3.27b)
For the choice τ = dt scheme (3.26) thus conserves energy and produces entropy.
3.8.3. Stability by Energy-Casimir method
Entropy (a concave Casimir of the Poisson bracket) grows in the entropic Ehrenfest regularization. Assume
that the potential Φ in the Energy-Casimir method is constructed as E −αS, α < 0. The potential then grows
as entropy grows.
If it is moreover concave in a neighborhood of the stationary state x0, it grows until it reaches a state in the
neighborhood where Φ˙ = 0. The stationary point is thus stable and nearly asymptotically stable.
If, on the other hand, the potential is convex, it grows and the evolution may eventually leave the neigh-
borhood of the stationary point. The Energy-Casimir method then does not tell anything about the stability
of the stationary point (or it indicates instability).
3.8.4. Relation to GENERIC
Also the entropic Ehrenfest regularization can be seen as a realization of the GENERIC framework when
the underlying Poisson bracket is Lie-Poisson. This is demonstrated on the example of rigid body motion in
Sec. 5.4.2. Entropy, a Casimir of the bracket, then comes out of derivatives of the Poisson bivector.
4. Classical mechanics
Let us now demonstrate the Ehrenfest-regularized Hamiltonian evolution on classical mechanics.
4.1. Hamilton canonical equations
Motion of a particle in classical mechanics is described by Hamilton canonical equations,
q˙ = Ep (4.1a)
p˙ = −Eq, (4.1b)
where E is the energy of that particle. Hamilton canonical equations can be seen as generated by Poisson
bivector
L =
(
0 1
−1 0
)
(4.2)
or the canonical Poisson bracket
{F,G} = Fq ·Gp −Gq · Fp. (4.3)
The bivector is a regular matrix, which means that there are no Casimirs of the Poisson bracket (no place for
kinetic entropy). Therefore, we choose the energetic Ehrenfest regularization (E-EhRe).
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4.2. Energetic Ehrenfest regularization
The M−operator is constructed as
M = LT · d2E · L. (4.4)
Choosing energy (a particular physical system) and relaxation time then makes it possible to write down the
E-EhRe evolution equations explicitly.
4.2.1. Oscillator with damping
Energy of a particle in a potential field is given by
E =
p2
2m
+ V (q). (4.5)
Assuming that V (q) be convex4, the particle undergoes oscillatory motion, therefore being an oscillator. It is
expected that due to some friction (interaction with surroundings) the particle will gradually slow down until
it ends up in the minimum of the potential field.
The second differential of energy is
d2E =
(
Vqq 0
0 1m ,
)
(4.6)
and the M−operator is then
M =
(
1
m 0
0 Vqq
)
. (4.7)
Finally, the E-EhRe evolution equations for the oscillator become
q˙ = Ep − τ
2m
Vq (4.8a)
p˙ = −Eq − τ
2m
Vqqp (4.8b)
Energy is clearly dissipated by the equations as
E˙ = −τ
2
(
(Vq)
2
m
+ Vqq
( p
m
)2)
. (4.9)
Therefore, we can add internal entropy as follows
q˙ = Ep − τ
2m
Vq (4.10a)
p˙ = −Eq − τ
2m
Vqqp (4.10b)
s˙in =
1
E
(tot)
sin
τ
2
(
(Vq)
2
m
+ Vqq
( p
m
)2)
, (4.10c)
where the E(tot)(q, p, sin) = p
2/2m+ V (q) + Ein(sin) stands for the total energy of the oscillator.
Note that these equations should be solved using the Crank-Nicolson scheme so that properties (reduction
of kinetic energy) of the equations are satisfied also by the numerical scheme.
Equations (4.10) clearly drive the evolution towards the state with lowest kinetic energy, p = 0 and q where
V has the minimum, which is the expected physical behavior.
4Non-convex energy is commented in Sec. 8.2.
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5. Rigid body motion
Motion of a freely rotating body is usually described by evolution of Euler angles (kinematics) and evolution
of angular momentum of the body (dynamics), see e.g. [17]. Since, however, kinetic energy depends only on
the angular momentum (or angular velocity), the evolution equation for angular momentum forms a system of
closed equations itself. Let us thus for simplicity focus only dynamics of angular momentum of the body.
5.1. Reversible evolution
5.1.1. Lie-Poisson bracket
Consider a rotating rigid body. Evolution of the angular momentum vector m regarded from the coordinate
system attached to the body is expressed by Lie-Poisson bracket (see [18])
{F,G}(SO(3)) = −miεijk ∂F
∂mj
∂G
∂mk
, (5.1)
where F (m) and G(m) are two arbitrary smooth functions of m, and where εijk is the Levi-Civita symbol. See
Appendix B for details. The Poisson bivector corresponding to this bracket is equal to
Lij = −mkεkij . (5.2)
Evolution of an arbitrary function F (m) is then generated by
F˙ = {F,E}(SO(3)), (5.3)
where E(m) is the energy of the rotating body. Evolution of angular momentum regarded from the coordinate
system attached to the body is Hamiltonian.
5.1.2. Reversible evolution equations
Evolution of an arbitrary function F can be expressed also as
F˙ =
∂F
∂mj
m˙j , (5.4)
and by comparing with Eq. (5.1) we obtain the reversible evolution equation of m
m˙j = −εijkmiEmk , or m˙ = m× Em. (5.5)
Since the tensor of inertia is diagonal in the frame attached to the body, the kinetic energy (or Hamiltonian) is
E =
1
2
(
m2x
Ix
+
m2y
Iy
+
m2z
Iz
)
, Ix ≤ Iy ≤ Iz, (5.6)
where Ix, Iy and Iz represent the main moments of inertia of the body. In particular, derivatives of energy with
respect to m are the angular velocities of rotation around the three axes,
ωi =
∂E
∂mi
=
mi
Ii
, (5.7)
and the evolution equation for angular momentum m can be then rewritten as
m˙ = m× ω. (5.8)
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5.1.3. Conservation laws
Consider a function of the magnitude of m, S(m2). Evolution of such a function is then
S˙ = {S,E}(SO(3)) = −miεijk ∂S
∂(m2)
2mjEmk = 0, (5.9)
which is zero for any choice of energy due to the antisymmetry with respect to swapping i ↔ j. Bracket (5.1)
has thus Casimir functions S(m2), which are conserved regardless the choice of energy. This means that the
angular momentum seen from the body does not change its magnitude although it can change its direction.
Moreover, energy is automatically conserved due to the antisymmetry of the underlying Lie-Poisson bracket,
E˙ = {E,E}(SO(3)) = −{E,E}(SO(3)) = 0. (5.10)
A system of isolated particles, as for instance the free rigid body, is known to conserve its angular momentum
[17] regarded from an inertial frame (not from the frame attached to the body). How is the angular momentum
conservation realized in the Hamiltonian rigid body dynamics (5.5)?
Firstly the magnitude of angular momentum m2 (as well as any function of it) is conserved regardless the
choice of energy. Secondly, in order to talk also about direction of the angular momentum regarded from an
inertial reference frame, we first need to introduce at least two position vectors ra and rb in the inertial frame
into the state variables. These two position vectors are then sufficient to express the angle of rotation of the
solid body. The Poisson bracket has to be also extended so that it expresses also evolution of the position
vectors,
{F,G}(heavy top) = −m · (Fm ×Gm)
−ra · (Fm ×Gra −Gm × Fra)
−rb · (Fm ×Grb −Gm × Frb) , (5.11)
which is the heavy top Poisson bracket, see e.g. [9]. Casimirs of this bracket are not only functions of m2, but
also of ra ·m and rb ·m, which means that not only magnitude of angular momentum, but also its projection
to the two position vectors is constant. In other words, the angular momentum regarded from an inertial frame
is constant although, of course, it varies when regarded from the frame attached to the body. Magnitude of the
angular momentum is constant in both frames.
5.1.4. Stability by Energy-Casimir method
Stability of Hamiltonian evolution (5.5) can be proved for instance by the Energy-Casimir method [9], which
shows that rotation around the axis with lowest (Ix) and highest (Iz) inertia are stable while rotation around
the axis with the middle inertia (Iy) is unstable.
However, assuming the same magnitudes of m, body rotating around the axis with lowest moment of inertia
has higher energy than rotation around the axis with highest moment of inertia. Therefore, it can be anticipated
that only rotation around the axis with highest inertia will be stable in reality. This has been observed for
instance in the textbook [19] or in the unexpected change of rotation of the Explorer 1 probe, see e.g. [5], [20]
or [21].
The loss of stability of rotation around the axis with lowest moment of inertia is connected with growth
of some entropy, i.e. the second law of thermodynamics. But the Lie-Poisson dynamics (5.5) is reversible and
does not produce any entropy. The solution is thus to equip the original Hamiltonian dynamics with dissipative
terms, as was done for instance in [22]. The question is, however, how to add the dissipation. In this paper we
suggest that the Ehrenfest regularization (in particular the E-EhRe equations (3.19)) is an appropriate way.
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Before going to the stability analysis itself, let us first discuss sufficient conditions for entropy to be concave.
Assuming that the form of entropy is
S(m) = η(m2), (5.12)
with η being a function, then second differential of entropy becomes
∂2S
∂mi∂mk
= 2 (η′δik + 2mimkη′′) . (5.13)
A necessary condition for this matrix to be negative-semidefinite is that η′ ≤ 0, since otherwise a vector
perpendicular to m would lead to v · d2S · v ≥ 0. A sufficient condition for that matrix to be negative-
semidefinite is that η′ ≤ 0 and η′′ ≤ 0.
Let us now reproduce the algorithm of the Energy-Casimir method in the case of reversible rigid body
rotation (shown in [9]). Assume that entropy is a strictly concave Casimir S(m) = η(m2). The potential in the
Energy-Casimir method then reads
Φ(m) = −αη(m2) +
∑
i
1
2
m2i
Ii
. (5.14)
The stationary points are pure rotations around the three axes. For x0 = (0, 0,m
0
z), gradient of Φ,
mx
(
−2αη′ + 1Ix
)
my
(
−2αη′ + 1Iy
)
mz
(
−2αη′ + 1Iz
)
 =
00
0
 , (5.15)
vanishes at x0 if η
′ = 12αIz . Therefore, the Casimir is chosen as
η(m2) = − 1
2Iz
m2 +
β
2
((m)2 − (x0)2)2, (5.16)
0 < β < 12Iz , α = −1, so that the entropy is concave. The second differential of the potential (using (5.13)),
d2Φ =
 1Ix − 1Iz 0 00 1Iy − 1Iz 0
0 0 2β(m0z)
2
 (5.17)
is then positive definite (strictly), since Ix ≤ Iy ≤ Iz. Although being difference of two convex function, the
potential Φ is convex. The quadratic form Q can be chosen as equal to Φ, which is also quadratic, strictly
convex and equal to zero at x0. The point (rotation around the major axis) is thus Lyapunov stable.
In the case x0 = (mx, 0, 0), the Casimir is chosen as
η(m2) = − 1
2Ix
m2 − β
2
((m)2 − (x0)2)2, (5.18)
β > 0, and α = −1. The second differential of the potential Φ is then negative definite (strictly). Negative of
the potential, −Φ, plays the role of a Lyapunov functional, Q = −Φ, and rotation around the minor axis is thus
Lyapunov stable.
Finally, second differential of Φ constructed for x0 = (0,my, 0) is indefinite and the Energy-Casimir method
does not tell anything about stability of that state (or indicates instability, which can be proved using eigenvalue
analysis of the linearized equations).
Note that the value of β in the numerical simulations below is taken as Iz/4.
In summary, the Energy-Casimir method proves non-linear stability of rotation around the major (z) and
minor (x) axes while telling nothing about (or suggesting possible instability of) the rotation around the middle
axis (y).
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5.1.5. Instability by eigenvalues
In the preceding section we recalled the Energy-Casimir method, which is a tool for proving nonlinear
stability. In this section we recall the standard results on linearized stability, which, in contrast to the Energy-
Casimir method, can prove instability of critical points.
Taking m0 = (0, 0,m0z), equations (5.5) linearized by m = m
0 + δm become
d
dt
δmxδmy
δmz
 = m0z
 0 Jx 0Jy 0 0
0 0 0
 ·
δmxδmy
δmz
 , (5.19)
where Jx =
1
Iz
− 1Iy and Jy and Jz are obtained by cyclic permutation. From Ix < Iy < Iz we obtain that
Jx < 0, Jy > 0 and Jz < 0. The nontrivial (there is always one zero eigenvalue) eigenvalues of the matrix are
given by
λ2 = JxJy < 0, (5.20)
which means that they are purely imaginary. There is no unstable mode.
Taking m0 = (m0x, 0, 0), eigenvalues of the corresponding matrix fulfill
λ2 = JyJz < 0, (5.21)
which means that they are also purely imaginary. There is no unstable mode either.
Taking m0 = (0,m0y, 0), the nontrivial eigenvalues fulfill
λ2 = JzJx > 0, (5.22)
which means that there is one positive eigenvalue and one negative. The former is an unstable mode, which
means that rotation around the middle axis is unstable.
In summary, the Energy-Casimir method shows stability of rotation around the major and minor axes (z
and x) while eigenvalues of the linearized equations show instability or rotation around the middle axis (y).
5.2. Irreversible evolution by Ehrenfest regularization
5.2.1. Hamiltonian Ehrenfest regularization
Ehrenfest regularization of Hamiltonian evolution equation (5.5) is given by plugging the Poisson bivector
(5.2) and energy (5.6) into Eq. (3.1). For the mx component of the angular momentum it becomes
m˙x = mymzJx +
τ
2
mxJxJyJz
(
m2y
Jy
+
m2z
Jz
)
, (5.23)
where Jx =
1
Iz
− 1Iy and Jy and Jz are obtained by cyclic permutation. Evolution equations for my and mz are
also obtained by cyclic permutations of Eq. (5.23).
Since kinetic energy is dissipated by equations (5.23), internal entropy can be added,
s˙in =
1
E
(tot)
sin
τ
2
(
(mymzJx)
2
Ix
+
(mzmxJy)
2
Iy
+
(mxmyJz)
2
Iz
)
, (5.24)
so that total energy E(tot) = E + Ein(sin) is conserved. Assuming positive temperature,
∂Ein
∂sin
> 0, internal
entropy clearly grows. When the regularized equations (5.23) are equipped with the evolution equation for
internal entropy, Eq. (5.24), the total energy is conserved while internal entropy being produced.
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5.2.2. Numerical solution
The regularized (EhRe) evolution equation (5.23) is now to be solved numerically. Forward Euler discretiza-
tion is a particular case of Eqs. (3.13),
mx(t+ dt) = mx(t) + dt ·my(t)mz(t)Jx
+
dt · τ
2
mx(t)JxJyJz
(
m2y(t)
Jy
+
m2z(t)
Jz
)
(5.25a)
sin(t+ dt) = sin(t) +
dt · τ − dt
2E
(tot)
sin (t)
(
(mymzJx)
2
Ix
+
(mzmxJy)
2
Iy
+
(mxmyJz)
2
Iz
)
. (5.25b)
Numerical results stemming from this scheme are presented below.
Let us set moments of inertia5 to Ix = 1, Iy = 5, Iz = 10, time step dt = 0.01 and initial condition mx = 0.1,
my = 1.0 and mz = 0.1, i.e. in the unstable rotation around the middle axis. The relaxation time is varied
between τ = 0, τ = dt and τ = 100dt. For τ = dt the scheme is non-dissipative as anticipated, see Fig. 1a.
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(a) Components (mx red, my green and mz blue) of
angular momentum in time. The solution is periodic.
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Figure 1: Evolution of angular momentum, energy and magnitude of angular momentum when taking τ = dt. Numerical results
were obtained with scheme (5.25a) for τ = dt. The scheme is non-dissipative as anticipated.
Taking τ = 100dt, the scheme becomes dissipative as expected, see Fig. 2, and energy is reduced as well as
the magnitude of angular momentum.
Taking τ = 0, the scheme becomes anti-dissipative as expected, see Fig. 3, and energy is raised as well as
the magnitude of angular momentum.
5.2.3. Stability by Energy-Casimir method
It was shown in Sec. 5.1.4 that the reversible evolution of rigid body rotation is stable when rotating around
the minor or major axes (x or z). The potentials were concave in the former case while convex in the latter
case.
5the same as in [22] just with x and z swapped
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is thus unstable. Finally it ends up in pure rotation
around the x−axis, since it has lower m2.
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Figure 2: Evolution of angular momentum, energy and magnitude of angular momentum when taking τ = 100dt obtained with
scheme (5.25a). The scheme is dissipative as expected. Total energy is conserved while kinetic energy is reduced. Internal entropy
grows.
As discussed in Sec. 3.4, both rotations around the z-axis and x−axis become even nearly asymptotic stable
when using the EhRe equations.
5.2.4. Instability by eigenvalues
Let us now discuss stability of linearized regularized evolution equations. Taking m0 = (m0x, 0, 0) and
m = m0 + δm, Eqs. (5.23) become (after dropping all terms of the order O(δm)2)
d
dt
δmxδmy
δmz
 = m0x ·
0 0 00 τ2m0xJyJz Jy
0 Jx
τ
2m
0
xJyJz
 . (5.26)
The nontrivial eigenvalues of the matrix on the right hand side are given by
λ± =
τ
2
m0xJyJz ± i
√−JyJz, (5.27)
since JyJz < 0, and they thus have only negative real part.
Similarly, taking m0 = (0, 0,m0z) leads only to eigenvalues with only negative real parts when neglecting the
zero eigenvalue.
Finally, m0 = (0,m0y, 0) leads to
λ± =
τ
2
m0yJzJx ±
√
JxJz. (5.28)
Since JxJz > 0, the λ+ eigenvalue is always positive entailing instability.
In summary, analysis of eigenvalues of the linearized regularized equations tells that the rotation around the
middle axis (y) is unstable.
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Figure 3: Evolution of angular momentum, energy and magnitude of angular momentum when taking τ = 0. Numerical results
were obtained with scheme (5.25a), which in this case turns to first-order forward Euler scheme for the reversible equations. The
scheme is anti-dissipative as anticipated, which is nonphysical.
5.3. Energetic Ehrenfest regularization
The EhRe evolution equations for freely rotating rigid body caused kinetic energy to dissipate and magnitude
of angular momentum to decay. The latter property, however, is not desirable, since angular momentum should
be conserved regardless the dissipation. Therefore, it is not the full EhRe evolution that should be taken as
Ehrenfest regularization of the Hamiltonian rigid body motion, but the E-EhRe evolution, which conserves
Casimirs (thus also magnitude of angular momentum) of the Poisson bracket while still dissipating kinetic
energy.
5.3.1. Energetic Ehrenfest-regularized evolution equations
The energetic Ehrenfest regularization (3.19) becomes in the case of Poisson bracket (5.1)
m˙x = mymzJx − τ
2
mx
(
m2z
Jy
Iy
−m2y
Jz
Iz
)
, (5.29)
where analogical evolution equations for my and mz are obtained by cyclic permutation.
These equations reduce the energy while keeping the entropy constant. This in fact means that the magnitude
of angular momentum m2 is kept constant while reducing kinetic energy of the rotation. This is actually the
sought physical behavior, speaking in favor of the energetic regularization instead of the full (EhRe) or entropic
regularization (S-EhRe).
5.3.2. Stability analysis
The Energy-Casimir method for the E-EhRe evolution implies that pure rotation around the z−axis is stable
and nearly asymptotically stable while not telling anything about pure rotation around the x−axis. Moreover,
pure rotation around the z− axis is the state with lowest kinetic energy for given value of m2. By choosing the
value of m2, the only possible state of pure rotation around the z−axis, x0 = (0, 0,
√
m2), is already determined.
That point is actually even asymptotically stable, m
t→∞→ (0, 0,
√
m2), and the only stable state.
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Figure 4: Energetic Ehrenfest regularization (E-EhRe) of rigid body motion. Only pure rotation around the z−axis is stable (even
asymptotically stable). Pure rotation around the minor x−axis becomes unstable as it has higher kinetic energy for given m2 than
pure rotation around the major z−axis.
5.3.3. Numerical solution
The Crank-Nicolson discretization of Eq. (5.29), Eq. (3.20), leads to a numerical scheme that conserves
Casimirs (up to the second order) and reduced kinetic energy. Results for the same setting as in Sec. 5.2.2 and
initial condition m = (1.0, 0.1, 0.1), i.e. rotation nearly around the minor axis, are shown in Fig. 4.
Rotation around the middle axis is unstable (as for the reversible evolution or EhRe). Rotation around
the minor axis becomes unstable as well and kinetic energy is dissipated while keeping magnitude of angular
momentum constant. The final state is the rotation around the major axis. This is the sought physical behavior.
5.4. Entropic Ehrenfest regularization
For the sake of completeness, let us discuss also the entropic Ehrenfest regularization of the rigid body
motion (S-EhRe). This evolution, however, exhibits nonphysical behavior, since it reduces the magnitude of
angular momentum while preserving kinetic energy.
5.4.1. Evolution equations
The general form of the S-EhRe equations is given in Eq. (3.23). The irreversible N−operator is calculated
in accordance to Eq. (3.25),
N ij = −mcεcab ∂(−mkεkij)
∂ma
Emb
= mcεckbεkijEmb = −mcEmb(δciδbj − δcjδbi)
= −miEmj +mjEmi . (5.30)
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In particular, Nxx = 0, Nxy = mxmy(1/Ix− 1/Iy) = −mxmyJz and Nxz = −Nzx = mzmxJy. Other elements
of the matrix are obtained by cyclic permutation. The final evolution equation (3.23) with state variables,
Poisson bracket and energy for the rigid body rotations then reads
m˙x = mymzJx +
τ
2
mx
(
m2y
Iy
(
1
Ix
− 1
Iy
)
+
m2z
Iz
(
1
Ix
− 1
Iz
))
. (5.31)
Note that the irreversible term on the right hand side and the irreversible term on the right hand side of Eq.
(5.29) sum up to the irreversible term in the EhRe evolution equation (3.1). Equations (5.31) are the entropic
regularized evolution equations for the rigid body rotation, which conserve energy while raising kinetic entropy
(concave Casimirs).
5.4.2. Comparison with literature
Evolution equation for rigid body rotation enhanced by adding dissipative terms with particularly advan-
tageous properties were suggested in [22] recently. The dissipative terms represented a torque force on the
rigid body and produced entropy while keeping energy constant. These properties are in fact the same as the
entropic regularized evolution possesses, and we will show that the equations from [22] are in fact equivalent to
the S-EhRe equations for rigid body rotation.
Denoting Em = ω as the angular velocity, the S-EhRe evolution equation (5.31) can be rewritten as
m˙ = m× ω + τ
2
N · ω (5.32)
= m× ω − τ
2
(
ω2I− ω ⊗ ω) ·m. (5.33)
Choosing entropy S(m) = η(m2), η being a concave function, as in [22], the evolution equation becomes
m˙ = m× ω − τ
η′(m)
(
ω2I− ω ⊗ ω)︸ ︷︷ ︸
=Γ
·Sm, (5.34)
where Γ is a symmetric positive semidefinite matrix (as follows from the Cauchy-Schwarz inequality). Concavity
of entropy implies in particular that η′ ≤ 0, as shown in Sec. 5.1.4, and the coefficient in front of the matrix
is thus always positive. The equation can be thus seen as a metriplectic system or as GENERIC. However, the
behavior predicted by the S-EhRe evolution for rigid body is nonphysical, since it implies asymptotic stability
of rotation around the minor (not major) axis.
Note that it is actually natural that entropy emerges from the Poisson bivector as when rewriting Eq. (5.32)
to Eq. (5.34), since entropy is a Casimir of the Poisson bracket. The Lie-Poisson evolution takes place on
symplectic leaves, each of which is characterized by some values of the Casimirs, e.g. entropy. Entropy is
already encoded into the mechanics in this sense.
5.4.3. Stability by Energy-Casimir method
A feature of the evolution equations is that entropy (a concave Casimir) grows while energy is kept constant.
Let us first analyze stationary points of the dynamics from the perspective of energy and entropy. Considering
a point x0 = (0, 0,m
0
z), i.e. rotation around the major axis, energy and entropy of the rotation are E
0 =
(m0z)
2
2Iz
and S = −η((m0z)2). Consider now another point (mx,my,mz) where the system was before reaching x0. The
point has energy (5.6), which is equal to the energy of pure rotation around the z − axis,
1
2
(
(mx)
2
2Ix
+
(my)
2
2Iy
+
(mz)
2
2Iz
)
=
(m0z)
2
2Iz
. (5.35)
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Since the system was in that point before approaching x0, entropy of the system must be lower at that point
than at x0, which means
(m0x)
2 ≤ (mx)2 + (my)2 + (mz)2, (5.36)
due to the concavity of entropy. This inequality means that
(m0z)
2
2Iz
=
1
2
(
(mx)
2
2Ix
Ix
Iz
+
(my)
2
2Iy
Iy
Iz
+
(mz)
2
2Iz
)
>
(m0z)
2
2Iz
, (5.37)
since Ix < Iy < Iz, which is a contradiction. Therefore, the state of pure rotation around the z−axis can not
be reached by the entropic EhRe, since it has lower (kinetic) entropy than other points.
This is also why in [22] relaxation towards to z−axis, which is of course the most physically reasonable, is
obtained only either when taking negative phenomenological coefficient (corresponding to our τ) or be taking
convex entropy.
Also the Energy-Casimir method only indicates stability of rotation around the x−axis while not telling
anything (or indicating instability) of pure rotation around the z−axis. The E-EhRe evolution should be
preferred to the S-EhRe or EhRe evolutions for the rigid body rotations.
6. Fluid mechanics
Let the set of state variables be density, momentum density and entropy density, x = (ρ,u, s). This is
the level of description of fluid mechanics. Mechanics of fluids is Hamiltonian and is expressed by the Poisson
bracket (see e.g. [23])
{F,G} =
∫
drρ(∂iFρGui − ∂iGρFui)
+
∫
drui(∂jFuiGuj − ∂jGuiFuj )
+
∫
drs(∂iFsGui − ∂iGsFui). (6.1)
Substituting energy for the functional G and rewriting this bracket into the form
{F,E} =
∫
drAρ · (. . . ) +
∫
drAui · (. . . ) +
∫
drAs · (. . . ), (6.2)
the evolution equations for state variables (ρ,u, s) can be easily read. The evolution equations, the Euler
equations for compressible fluids, are
∂tρ = −∂i(ρEui) (6.3a)
∂tui = −ρ∂iEρ − uj∂iEuj − s∂iEs − ∂j(uiEuj ) (6.3b)
= −∂ip− ∂j(uiEuj )
∂ts = −∂i(sEui). (6.3c)
Note that pressure can be in general identified as
p = −e+ ρEρ + uiEui + sEs, (6.4)
where e is the total energy density, typically
E =
∫
dr
u2
2ρ
+
∫
drε(ρ, s)︸ ︷︷ ︸
=e
. (6.5)
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The first part is the kinetic energy and the second is the internal energy. The expression for pressure can also
be simplified to
p = −ε+ ρερ + sεs. (6.6)
which is compatible with the usual notion of pressure in local thermodynamic equilibrium [24]. Evolution
equations (6.3) express the Hamiltonian evolution of fluids.
The Euler evolution equations are reversible with respect to time-reversal transformation and they obviously
do not produce entropy, they are non-dissipative. Let us now demonstrate the regularization of the equations.
6.1. Ehrenfest regularization
The dissipative terms in the general equation for Hamiltonian Ehrenfest regularization, Eq. (3.1), can be
expressed as
τ
2
{{xi, E}, E} = τ
2
{x˙irev, E}, (6.7)
where x˙irev is the Hamiltonian part of the evolution.
In particular, regularization of density evolution
{(∂tρ)rev, E} =
{
−
∫
dr′δ(r− r′)∂′i(ρ(r′)Eui(r′)), E
}
, (6.8a)
where ∂′i stands for ∂/∂r
′i, requires calculation
δ
δρ(r′)
∫
dr′δ(r− r′)∂′i(ρEui)|r′ = −
δ
δρ(r)
∫
dr′∂′iδ(r− r′)ui(r′) = 0.
Similarly
− δ
δui(r′)
∫
dr′δ(r− r′)∂′juj(r′) = ∂′iδ(r− r′), (6.8b)
δ
δs(r′)
∫
dr′δ(r− r′)∂′iui(r′) = 0, (6.8c)
and hence the regularization entails an irreversible correction to the evolution equation in the form
{(∂tρ(r))rev, E} =
∫
dr′ρ(r′) (−∂′kEρ∂′kδ(r− r′))
+
∫
dr′uk(r′) (∂′l∂
′
kδ(r− r′)Eul(r′)− ∂′lEuk(r′)∂′lδ(r− r′))
+
∫
dr′s(r′) (−∂′kEs∂′kδ(r− r′))
= ∂k∂kp+ ∂k∂l
(
ukul
ρ
)
. (6.9)
The regularization thus adds a dissipative flux to the equation for density (to the mass balance equation).
Let us now determine entropy regularization. Variations
− δ
δρ(r′)
∫
dr′δ(r− r′)∂′i(sui/ρ)|r′ = −
sui
ρ2
∣∣∣
r′
∂′iδ(r− r′), (6.10a)
− δ
δui(r′)
∫
dr′δ(r− r′)∂′i(sui/ρ)|r′ = ∂iδ(r− r′)
s(r′)
ρ(r′)
, (6.10b)
− δ
δs(r′)
∫
dr′δ(r− r′)∂′i(sui/ρ)|r′ = ∂′iδ(r− r′)
ui
ρ
∣∣∣
(r′)
, (6.10c)
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result in regularization
{∂ts, E} = ∂k
(
s
ρ
∂kp
)
+ ∂k∂l
(
s
uk
ρ
ul
ρ
)
. (6.11)
A dissipative entropy flux thus appears.
Finally regularization of momentum follows from variations
δ
δρ(r′)
∫
dr′δ(r− r′) (−∂′ip− ∂′j(uiuj/ρ)) ∣∣∣
r′
= ∂′iδ(r− r′)pρ(r′)
−∂′jδ(r− r′)
ui
ρ
uj
ρ
∣∣∣
r′
(6.12a)
δ
δuk(r′)
∫
dr′δ(r− r′) (−∂′ip− ∂′j(uiuj/ρ)) ∣∣∣
r′
= δik
uj
ρ
∂′jδ(r− r′) +
ui
ρ
∂′kδ(r− r′) (6.12b)
δ
δs(r′)
∫
dr′δ(r− r′) (−∂′ip− ∂′j(uiuj/ρ)) ∣∣∣
r′
= ps(r
′)∂′iδ(r− r′), (6.12c)
where pρ and ps stand for derivatives of pressure (6.6) with respect to density and entropy, respectively. After
some algebra we obtain
{(∂tui)rev, E} = ∂j
(
uj
ρ
∂ip+
ui
ρ
∂jp
)
+ ∂i
(
∂kukpρ + ∂k
(
uks
ρ
)
ps
)
+∂2j,k
(
uiujuk
ρ2
)
. (6.13)
The regularization thus also brings new dissipative fluxes of momentum.
In summary, the regularized Euler evolution equations become
∂tρ = −∂j(ρvj)− ∂j
(
−τ
2
∂jp− τ
2
∂k(ρvjvk)
)
(6.14a)
∂tui = −∂ip− ∂j(ρvivj) (6.14b)
−∂j
(
−τ
2
(vj∂ip+ vi∂jp)− τ
2
∂k(ρvivjvk)
)
− ∂i
(
−τ
2
(∂k(ρvk)pρ + ∂k(svk)ps)
)
∂ts = −∂j(svj)− ∂j
(
−τ
2
s
ρ
∂jp− τ
2
∂k(svjvk)
)
, (6.14c)
where velocity was identified as vi = ui/ρ. The first part of the irreversible flux on the right hand side of Eq.
(6.14a) resembles Darcy’s law while the second part is a higher-order contribution from spatial variations of
velocity. Mass is, of course, conserved. The irreversible flux in Eq. (6.14b), the dissipative stress tensor, is
symmetric. Momentum as well as angular momentum are thus conserved. The irreversible entropy flux also
contains a Darcy-like contribution as well as contribution from velocity variations. Entropy is also conserved.
We conjecture that numerical solution of these equations with forward Euler scheme τ = dt and a finite element
spatial discretization should lead to viscous-like solutions to the compressible Euler equations.
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6.2. Entropic Ehrenfest regularization
Instead of the full EhRe regularization, one can carry out the entropic regularization (S-EhRe) of the Euler
equations (6.3). The N−operator then reads
Nρ(ra),u
i(rb) = − ∂
∂rib
δ(rb − ra) ∂
∂rjb
(ρ(rb)Euj (rb)), (6.15a)
Nu
i(ra),s(rb) =
∂
∂ria
δ(rb − ra) ∂
∂rja
(s(ra)Euj (ra)), (6.15b)
Nu
i(ra),u
j(rb) = −ρ(rb) ∂
∂rib
Eρ(rb)
∂
∂rjb
δ(rb − ra) + ρ(ra) ∂
∂rja
Eρ(ra)
∂
∂ria
δ(rb − ra) (6.15c)
− ∂
∂rlb
(uiEul(rb))
∂
∂rjb
δ(rb − ra) + ∂
∂rla
(ujEul(ra))
∂
∂ria
δ(rb − ra)
−uk(rb) ∂
∂rib
(Euk(rb))
∂
∂rjb
δ(rb − ra) + uk(ra) ∂
∂rja
(Euk(ra))
∂
∂ria
δ(rb − ra)
−s(rb) ∂
∂rib
(Es(rb))
∂
∂rjb
δ(rb − ra) + s(ra) ∂
∂rja
(Es(ra))
∂
∂ria
δ(rb − ra).
The regularized evolution equations are then
∂tρ = . . .+
τ
2
∂i (∂j(ρEuj )Eui) (6.16a)
∂tui = . . .+
τ
2
[
∂ju
j∂iEρ + ∂j
(
suj
ρ
)
∂iEs + ρ∂jEρ∂i
(
uj
ρ
)
+ ∂j
(
∂iEρu
j
)
+ ∂k
(
ujuk
ρ
)
∂i
(
uj
ρ
)
+ ∂j
(
∂k
(
uiuk
ρ
)
uj
ρ
)
+ uk∂j
(
uk
ρ
)
∂i
(
uj
ρ
)
+ ∂j
(
ukuj
ρ
∂i
(
uk
ρ
))
+ s∂jEs∂i
(
uj
ρ
)
+ ∂j
(
s∂iEs
uj
ρ
)]
, (6.16b)
∂ts = . . .+
τ
2
∂i (∂j(sEuj )Eui) , (6.16c)
where . . . stands for the corresponding reversible part of the evolution, i.e. right hand side of Eqs. (6.3).
Using energy (6.5), these evolution equations can be rewritten to
∂tρ = . . .+
τ
2
∂i (vi∂j(ρvj)) (6.17a)
∂tui = . . .+
τ
2
[
∂j(∂k(ρvivk)vj) + ρvk∂kvj∂ivj
+ ∂j(vj∂ip) + ∂jvj∂ip+ ∂ivj∂jp
+ vj (∂jρ∂iερ + ∂js∂iεs)
]
(6.17b)
∂ts = . . .+
τ
2
∂i (vi∂j(ρsj)) (6.17c)
Mass and entropy are conserved in the S-EhRe evolution while changing total momentum.
Note that without accounting for the influence of entropy we may rewrite equation for momentum (6.17b)
∂tui = . . .+
τ
2
[
∂j(∂k(ρvivk)vj) + ρvk∂kvj∂ivj +
1
ρ
∂j (uj∂ip) + ∂jvj∂ip+ ∂ivj∂jp
]
, (6.18)
as ∂ip = ρ∂iρ.
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6.3. Energetic Ehrenfest regularization
Energetic regularization does not conserve energy and hence in the case of Euler equations we add internal
entropy to have a system conserving energy while total entropy is being increased. For this reason, we shall focus
only on energetic regularization of density and momentum while neglecting changes due to (kinetic) entropy.
The symmetric operator M has no trivial components and their explicit form is
Mρ(ra)ρ(rb) = − ∂
∂ria
(
ρ(ra)
∂
∂ria
δ(ra − rb)
)
,
Mρ(ra)u
i(rb) = ρ(rb)
∂
∂rib
(
uj(rb)
ρ(rb)
∂
∂rjb
δ(rb − ra)
)
− uj(rb) ∂
2
∂rib∂r
j
b
δ(rb − ra)− ∂
∂rja
(
ui(ra)
∂
∂rja
δ(rb − ra)
)
Mu
j(ra)u
k(rb) = ρ(ra)ρ(rb)
∂2
∂ria∂r
j
b
(Eρρδ(rb − ra))− ρ(ra)uk(rb) ∂
2
∂ria∂r
j
b
(
uk
ρ2
δ(rb − ra)
)
− ρ(ra) ∂
2
∂ria∂r
k
b
(
ukuj
ρ2
δ(rb − ra)
)
− uk(ra)ρ(rb) ∂
2
∂ria∂r
j
b
(
uk
ρ2
δ(rb − ra)
)
+ uk(ra)u
k(rb)
∂2
∂ria∂r
j
b
(
1
ρ
δ(rb − ra)
)
− ρ(rb) ∂
2
∂rka∂r
j
b
(
ukui
ρ2
δ(rb − ra)
)
+ uk(ra)
∂2
∂ria∂r
k
b
(
uj
ρ
δ(rb − ra)
)
+ uk(rb)
∂2
∂rka∂r
j
b
(
ui
ρ
δ(rb − ra)
)
+
∂2
∂rka∂r
k
b
(
uiuj
ρ
δ(rb − ra)
)
.
After rather tedious calculations the energetic regularized correction to Euler evolution equations can be
revealed
∂tρ = . . .+
τ
2
[
∂k(ρ∂kρ) + ∂k
(
uj∂j
uk
ρ
)]
= . . .+
τ
2
[
∂2kkp+ ∂k
(
uj∂j
uk
ρ
)]
= (6.19)
∂tui = . . .+
τ
2
[
Wij∂jEρ + u
j
ρ
∂iρ∂jEρ + u
i∂2jjEρ + ρ∂i(ρρ∂ju
j) +WikujDjk + u
i
ρ
∂k(u
jDjk)
]
= . . .+
τ
2
[
vi∂k(ρv
j∂jv
k) + ρvjWik∂jvk + ρvi∂j
(
1
ρ
∂jp
)
+
1
ρ
(
∂j(ρv
i)∂jp− ∂j(ρvj)∂ip
)
−∂ivj∂jp+ ∂i(pρ∂j(ρvj))
]
,
where D denotes the symmetric velocity gradient, i.e. Dij = ∂j uiρ + ∂i u
j
ρ , and W denotes the antisymmetric
velocity gradient, Wij = ∂j uiρ − ∂i u
j
ρ .
The reader can check that indeed the sum of E-EhRe and S-EhRe of Euler evolution equations gives EhRe
relationships when neglecting the entropy (consistent with the above equations for E-EhRe description) entailing
relations pρ = ρρρ and ∂ip = ρ∂iρ.
6.4. Ehrenfest regularization with internal entropy
The various above flavors of Ehrenfest regularizations can be summarized as:
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1. EhRe does not increase entropy (which is linear, not concave) but takes away energy. Evolution equations
reveal that momentum is conserved.
2. Entropic EhRe conserves energy but also conserves entropy due to its linearity.
3. Energetic EhRe consumes energy while conserving entropy. However, by inspection of the evolution
equations one can observe that momentum is not conserved. By adding internal entropy sin the correct
the energetic balance is obtained.
By revisiting the regularization of EhRe evolution, (3.10), one reveals a simple relation to E-EhRe regular-
ization:
s˙in =
1
Etotsin
τ
2
LilExl
δ2E
δxiδxj
LjkExk =
1
Etotsin
τ
2
ExlM
lkExk .
Therefore the evolution of the new state variable, internal entropy sin, can be obtained by multiplying the
E-EhRe correction of the evolution equations for the state variable xi by the corresponding Exi and summing
over all state variables.
In summary, the version of Ehrenfest regularization most suitable for ideal hydrodynamics is the full EhRe
with internal entropy.
7. Kinetic theory
In kinetic theory the role of state variables is played by the one-particle distribution function f(t, r,p), which
expresses probability that a particle with momentum p is present at position r at time t. The evolution for
the distribution function is usually described by Boltzmann equation, see e.g. [25, 26, 24]. The reversible part
of the evolution is, however, Hamiltonian and the Poisson bracket is actually a Lie-Poisson bracket. Therefore,
the Ehrenfest regularization applies to that reversible evolution with all its consequences. Which form of the
regularization should be used? Since we wish to conserve kinetic energy and produce Boltzmann entropy,
which is a concave Casimir of the Poisson bracket, we choose the entropic regularization (S-EhRe). Note that
normalization of the distribution function is not affected by the regularization, since average of the distribution
function is a linear Casimir (and thus does not grow).
7.1. Hamiltonian dynamics
But let us first recall the Hamiltonian formulation of the reversible evolution of the distribution function
(see e.g. [6] for more details). The Boltzmann Poisson bracket of any two functionals F (f) and G(f) is
{F,G} =
∫
dr
∫
dpf
(
∂Ff
∂r
· ∂Gf
∂p
− ∂Gf
∂r
· ∂Ff
∂p
)
. (7.1)
This bracket is generated by Poisson bivector
Lf(r,p),f(r
′,p′) =
∂δ(p− p′)
∂p′k
∂δ(r− r′)f(r′,p′)
∂r′k
− ∂δ(p− p
′)
∂pk
∂δ(r− r′)f(r,p)
∂rk
, (7.2)
as shown for instance in [8].
Assuming ideal gas, the energy is prescribed as6
E(f) =
∫
dr
∫
dp
p2
2m
f(r,p), (7.3)
6Note that for this energy E-EhRe does not give any irreversible term, and EhRe is then equivalent to S-EhRe.
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and Boltzmann entropy can be expressed as
S(f) =
∫
dr
∫
dpη(f), (7.4)
where η(f) is typically −kB(ln(h3f) − 1), see e.g. [6]. Concavity of S(f) is fulfilled when η is also a concave
function of f , η′′ ≤ 0.
The reversible evolution equation for the distribution function is
∂tf = {f,E} = −pi
m
∂f
∂ri
. (7.5)
Let us now develop the entropic regularization of this equation.
7.2. Entropic Ehrenfest regularization
The N−operator is given by formula (3.25), explicitly by
Nf(r,p),f(r
′,p′) = − pl
m
∂δ(r− r′)
∂r′k
∂δ(p− p′)
∂pk
∂f(r′,p)
∂r′l
+
p′l
m
∂δ(r′ − r)
∂rk
∂δ(p− p′)
∂p′k
∂f(r,p′)
∂rl
. (7.6)
The final S-EhRe evolution equation for the distribution function is then
∂tf = −pi
m
∂f
∂ri
+
τ
2
∫
dr
∫
dpNf(r,p),f(r
′,p′)Ef(r′,p′)
= −pi
m
∂f
∂ri
+
τ
2
pk
m
pl
m
∂2f
∂rk∂rl
. (7.7)
This evolution equation consists of a reversible (Hamiltonian) term and an irreversible term.
Let us now discuss properties of Eq. (7.7). Firstly, kinetic energy is expected to be preserved. Indeed,
E˙ = 0 +
τ
2
∫
dr
∫
dp
p2
2m
pk
m
pl
m
∂2f
∂rk∂rl
= 0, (7.8)
where the last equality comes from that the boundary terms disappear (isolated system or a torus). Kinetic
energy is thus conserved. Secondly, entropy (a concave Casimir of the Poisson bracket) grows,
S˙ = 0− τ
2
∫
dr
∫
dp
pk
m
∂f
∂rk
pl
m
∂f
∂rl
η′′(f) ≥ 0, (7.9)
as expected. Boltzmann (kinetic) entropy is thus produced by the S-EhRe.
Finally, note Eq. (7.7) contains a diffusion-like term on the right hand side, which means that tendency to
spatial homogenization can be anticipated. In other words, by “smoothing out” the solutions to the original
Vlasov equation, a tendency to spatial homogenization may emerge. But this is actually how one can see Landau
damping [27, 28, 4, 3], where irregularities of solutions build up, but the solutions approach weakly spatially
homogeneous values although wildly oscillating in the strong sense of convergence. The regularization unveils
the overall behavior of the solutions.
8. Discussion
8.1. Relation to literature
The Ehrenfest regularization (EhRe) was first presented in [3], where it was used to analyze the Ehrenfest
reduction [29, 30]. The regularization is in fact the first step of the Ehrenfest reduction, the next steps being
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projection to a reduced level of description, regularization of the projected reversible evolution and a closure.
The regularization itself, however, is meaningful even on a single level of description, which is the subject of
this paper.
The combination of reversible Hamiltonian evolution and irreversible evolution (generated by a dissipation
potential or dissipative matrix) was first developed in [31, 32, 33, 34, 35]. Later if was called GENERIC and
further developed in [15, 16], see e.g. monographies [12, 6]. Both the energetic and entropic regularizations
have been shown to be compatible with GENERIC at least in the particular cases. The E-EhRe and S-EhRe
can be thus seen as recipes for preparing the irreversible GENERIC evolution.
Double bracket dissipation, see [36, 37, 38] or [39], is a neat geometric method for adding dissipation to
Hamiltonian systems. A prototypical example is the equation for angular momentum with dissipation
m˙ = m× ω + αm× (m× ω), (8.1)
which is compatible with dissipation in the Landau & Lifschitz model [40]. The double bracket dissipation is
different from the Ehrenfest regularization, since the dissipative term contains only one derivative of energy
while the EhRe contains two.
The double bracket dissipation moreover reduces energy of the system, which is not always the desired be-
havior in non-equilibrium thermodynamics of isolated systems, where energy is usually conserved and entropy
(concave Casimir) produced. Moreover, when using the double bracket dissipation, little is usually told about
evolution of entropy (concave Casimirs of the Poisson bracket). The Ehrenfest regularization can be seen advan-
tageous by its possible forms (entropic, energetic or full), which can produce entropy and keep energy, reduce
energy and keep entropy (Casimirs) or finally reduce energy and produce entropy. Moreover, the regularization
is physically motivated by smoothing out solutions to the Hamiltonian equations.
Another interesting dissipative bracket was introduced in [41], which can be seen as a generalization of
the double bracket allowing for more general mobilities. Using Casimirs as generators, it can lead to selective
Casimir decay [42] conserving energy and reducing Casimirs.
Geometric integrators (symplectic or Poisson) are being paid a lot of attention, see e.g. [43, 44] and references
therein. Although symplectic integrators were originally developed for ordinary differential equations (motion
of particles, rigid body motion [45], etc.), the methods are proving useful also in partial differential equations,
see e.g. [46, 47, 48, 49] or [50], where even Jacobi identity on the discrete level is recovered. Combination of
reversible and irreversible dynamics with geometric integration was recently presented in [51], [22], [52] (being
essentially different from the approach in this manuscript). We would like to analyze symplecticity of the
regularized equations with dt = τ in future.
8.2. Non-convex energy
Although it is not the main aim of this paper, let us answer the question what happens if we take the
potential field non-convex, e.g.
V (q) = V cos(q/a), (8.2)
V being an energy constant and a a periodicity constant. Equations (4.8) then become
q˙ = Ep +
τ
2ma
V sin(q/a) (8.3a)
p˙ = −Eq + τ
2ma2
V cos(q/a)p. (8.3b)
Considering for instance the particle near the local maximum at q = 0, the irreversible term in the q˙ equation
pushes the particle out of the maximum. Moreover, the irreversible term in the p˙ equation indicates growth of
magnitude of the momentum. The local maximum of potential energy is thus unstable (as can also be checked
by linearization of the equations easily). On the other hand, energy is convex near the local minima, which are
thus stable in the sense above.
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9. Conclusion
Hamiltonian evolution is purely reversible, but it can be, and often is, mathematically irregular. Such
irregularities are then in a more overall viewpoint of the evolution smoothed out and the time evolution becomes
irreversible and dissipative.
Ehrenfest regularization (EhRe), Eq. (3.1), is a straightforward and thermodynamically consistent way of
smoothing out the irregular solutions. The Hamiltonian vector field is followed for a short time. The new
(regularized) vector generates the time evolution made in small pieces of the original Hamiltonian trajectories.
The EhRe evolution reduces (kinetic, convex) energy while producing (kinetic) entropy, i.e. concave Casimirs
of the Poisson bracket. By adding internal entropy, total energy (internal and kinetic) is conserved and internal
entropy is produced. Moreover, the EhRe evolution can be discretized in time by forward Euler scheme with
good properties. In particular, a second order explicit scheme for the reversible Hamiltonian equations can be
obtained.
The EhRe evolution can be split into the energetic regularization (E-EhRe), Eq. (3.19), and entropic
regularization (S-EhRe), Eq. (3.23). The former dissipates kinetic energy while preserving Casimirs of the
Poisson bracket. The latter preserves kinetic energy while raising kinetic entropy (concave Casimirs). Both
regularizations can be solved by Crank-Nicolson discretization in time, which keeps the desired properties.
EhRe, E-EhRe and S-EhRe are demonstrated on a particle in convex potential field (oscillator), rigid body
motion, fluid mechanics and kinetic theory. In particular, the E-EhRe evolution indicates loss of stability
of rotation around the minor axis of the rigid body, which is the sought physical behavior invisible in the
original Hamiltonian equations for rigid body. In the case of fluid mechanics the best option seems to be to
use the full EhRe evolution with internal entropy, which recovers energy and momentum conservation as well
as growth of entropy. Alternatively, the full EhRe without internal entropy should lead to an explicit scheme
for Euler equations for ideal fluids when taking dt = τ . In the case of kinetic theory the S-EhRe evolution
brings a new dissipative term to the evolution equation for the distribution function, which may lead to spatial
homogenization (Landau damping).
In summary, having a Hamiltonian system, it is physically reasonable to alter the evolution equations by
adding irreversible terms in order to manifest the overall behavior. If after adding the dissipation the system
should conserve Casimirs of the underlying Poisson bracket (e.g. angular momentum), one should employ the
E-EhRe method, which moreover reduces kinetic energy. If, on the other hand, kinetic energy is to be conserved,
one should choose the S-EhRe, which moreover raises concave Casimirs of the bracket (kinetic entropy). Both
E-EhRe and S-EhRe are discretized by Crank-Nicolson scheme. Or if neither kinetic energy nor Casimirs should
be conserved, and energy should be dissipated while producing entropy, one should choose the EhRe evolution
equations. In particular, if both energy and entropy should be conserved, one should choose the EhRe evolution
with τ = dt and forward Euler scheme.
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Appendix A. Complete tangent lift
Consider a set of state variables x. Evolution equations of the state variables can in general be expressed as
x˙i = vi(x), (A.1)
where the dot stands for partial time-derivative and vi are components of a general vector field. The vector
field on the space of state variables is then expressed as
v = vi
∂
∂xi
. (A.2)
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To the space (or manifold) of state variables one can always attach the tangent planes, and the tuple (xi, vi)
can be seen as an element of the tangent bundle. For instance vector field v at point x is an element of the
tangent plane attached at x. The vector field can be lifted to a new vector field vc called complete tangent lift,
vc = v
i ∂
∂xi
+ vj
∂vi
∂xj
∂
∂vi
, (A.3)
that is a vector field on the tangent bundle, see e.g. [7]. This complete tangent lift expresses both how x flows
along the vector field v and how the vector field v itself changes along the flow.
The complete tangent lift is a vector field expressing the flow
x˙i = vi (A.4a)
v˙i = vj
∂vi
∂xj
. (A.4b)
After time τ the vi(t+ τ) variable will be approximately equal to
vi(t+ τ) ≈ vi(t) + τvj ∂v
i
∂xj
. (A.5)
Using the midpoint value (vi(t) + vi(t+ τ))/2 as the right hand side of the equation for x leads to
dxi
dτ
= vi(x(t)) +
τ
2
vj
∂vi
∂xj
∣∣∣
x(t)
, (A.6)
which is the regularized evolution of x for a general vector field v. In particular, if v is a Hamiltonian vector
field, formula (3.1) is recovered. This is the geometrical formulation of Ehrenfest regularization.
Appendix B. Hamiltonian formulation of rigid body motion
Appendix B.1. Lie-Poisson bracket
Consider a rotating rigid body. The manifold of all possible states is the Lie group SO(3) of rotations in
three-dimensional space. The Lie algebra associated to this Lie group (tangent space at the unit element of the
group) consists of the infinitesimal rotation matrices, and its dimension is also three. Let us choose a basis of
the Lie algebra,
(Li)jk = −εijk, (B.1)
i.e.
L1 =
0 0 00 0 −1
0 1 0
 , L2 =
 0 0 10 0 0
−1 0 0
 , and L3 =
0 −1 01 0 0
0 0 0
 . (B.2)
Any element of the Lie algebra can be then expressed as X = XiLi. Commutators between elements of the
basis are then
[L1,L2] = L1 · L2 − L2 · L1 = L3 (B.3a)
[L2,L3] = L2 · L3 − L3 · L2 = L1 (B.3b)
[L3,L1] = L3 · L1 − L1 · L3 = L2, (B.3c)
which means that the Lie bracket of elements of the Lie algebra can be rewritten as
[X,Y] = Xi[Li,Lj ]Y
j = εijkX
iY jLk = X×Y, (B.4)
35
where X and Y in the last expression are interpreted as vectors in R3 with components Xi with respect to basis
(B.1). The Lie algebra g of group SO(3) can be represented by vectors in R3 (components of X) equipped with
the cross product.
When considering a general Lie group, the construction proceeds analogically as in the case of SO(3). The
resulting Lie-Poisson bracket is
{F,G} = −〈µ[Fµ, Gµ]〉 (B.5)
where 〈•, •〉 is a scalar product, µ is an element of the Lie algebra dual and [•, •] is the Lie bracket on the
corresponding Lie algebra.
The dual space to R3 is again R3 and thus the Lie algebra dual g∗ can also be represented by vectors in R3.
Evolution of functionals on the dual, F (m), m ∈ g∗, is given by the Lie-Poisson bracket (B.5)
F˙ = −miεijk ∂F
∂mj
∂H
∂mk
def
= {F,H}(SO(3)) (B.6)
where H(m) is a yet unspecified Hamiltonian (or energy). Dynamics on the group of rotations in three-
dimensional space SO(3) is thus generated by a Lie-Poisson bracket.
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