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1
Abstract
In this paper, we analyze in a mathematically rigorous fashion the validity of
the Boltzmann transport equation within quantum field theory. We work within
the specific model of a hermitian, scalar field with polynomial self-interaction in
two-dimensional Minkowski space. Our main results are as follows: Firstly, that
one can obtain a non-perturbative, exact integro-differential equation for the num-
ber densities, which we called the pre-Boltzmann equation. We secondly take the
long-time-dilute-medium limit of this equation, to obtain a simpler equation. This
limiting equation is qualitatively similar to the Boltzmann equation, but it involves
additional re-scattering terms. These terms disappear if perform a perturbation
expansion in the coupling constant and ignore the loop corrections (Born approx-
imation). If loop corrections are included, then we argue that for consistency, one
must also keep corresponding rescattering terms which are normally ignored. Our
analysis is hence of potential relevance for physical applications of the Boltzmann
equation wherein loop effects are essential, such as in the standard scenario of
baryogensis in the Early Universe. Our analysis is performed in the context of flat
spacetime, but in such a way that the main ingredients can be transferred, straight-
forwardly to the case of a curved spacetime of Robertson-Walker-type. Our main
technical tools are methods from constructive quantum field theory, as well as a
general method called “projection technique”. This turns out to give convergent
expansions, and a rather elegant way of organizing the combinatorics of the various
quantum field theoretic expansions in the analysis.
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1 Introduction
The Boltzmann equation is a standard tool in non-equilibrium statistical mechanics, de-
scribing the dynamical evolution of phase space densities in a medium with a large number
of constituents such as a gas. It can be used in a wide variety of physical contexts e.g. in
order to describe transport phenomena, or the out of equilibrium dynamics of a medium.
In particular, it has been used extensively for the quantitative analysis of abundances in
early universe cosmology, such as in the context of baryogensis (see e.g. [29]).
The Boltzmann equation is easy to derive heuristically, but difficult to justify from
the more fundamental viewpoint of the underlying microscopic dynamics. The standard
textbook “derivation” (see e.g. [27]) runs as follows. Letting nk(t) be the average density
of particles in a medium1 with momentum k, the infinitesimal change n˙k(t) arises from
the collision of particles. The probability of a single collision of two particles with incom-
ing momenta q1, q2 and outgoing momenta q
′
1, q
′
2 that is allowed by energy-momentum
conservation is given by the squared matrix element |M(q1, q2 → q′1, q′2)|2. If one of
the initial particles has momentum k = q1, then there is a net decrease of nk(t) by the
squared matrix element times the number nq1,q2(t) of colliding pairs, integrated against
dq2 and dq
′
1dq
′
2. If one of the final particles has momentum k = q
′
1, then there is a sim-
ilar net increase of particles. A key assumption is now that the numbers of colliding
particles in a given volume are uncorrelated (“molecular chaos”), i.e. that we can take
nq1,q2(t) ∼ nq1(t)nq2(t). With that assumption in place, and assuming also that the ma-
trix element is PT -invariant, the change in the particle number density at time t is seen
to be
n˙1 =
∫
dq2dq
′
1dq
′
2 δ(conservation laws) |M(q1, q2 → q′1, q′2)|2 (n1′ n2′ − n1 n2) , (1)
where “conservation laws” refers to the energy-momentum conservation between incoming
resp. outgoing particles. This is the Boltzmann equation.
It is clear that a number of approximations have been made in this “derivation”. The
first approximation was that we only need to consider collisions between two particles,
not more. This assumption is justified e.g. if the medium is very dilute. The second
assumption was that of molecular chaos. This is an assumption that does not just have
to be made at an initial time, but at all times. On the other hand, the underlying
microscopic laws–i.e. the Schro¨dinger equation or Newton’s equations—governing the
motion of the particles are deterministic in nature, i.e. determined by the initial state.
Therefore, the assumption of molecular chaos is clearly an unsatisfactory one from the
theoretical viewpoint. It is something that should follow from the dynamical evolution
and the initial conditions, and not something that ought to be assumed. The third
crucial assumption was that the collisions occur instantaneously. One would expect it
to be justified approximately if the time scale over which there is a significant change of
nk(t) is much longer than the collision time.
Thus, it is clear that the Boltzmann equation is not an exact equation, but one
that will at best hold under certain approximations. In order for the dilute system
approximation to work, one ought to take a limit wherein the initial densities go to
zero, and wherein the time t over which we observe correspondingly goes to infinity.
1For simplicity, we consider a homogeneous medium.
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Alternatively, one may consider the infinite time limit, but make the assumption that the
coupling constant, say λ, that determines the size of |M(q1, q2 → q′1, q′2)|2 goes to zero at
an appropriate rate. These are actually different scaling limits. The first one is called the
“dilute gas limit”, whereas the second is sometimes called “λ2t-limit” [39], because this
quantity is kept constant in the limit as λ→ 0 and t→∞. In the latter case, one expects
corrections to the Boltzmann equation due to Bose-Einstein/Fermi-Dirac statistics in the
quantum case2. In order to deal with the issue of molecular chaos, one has to analyze the
validity of nq1,q2(t) ∼ nq1(t)nq2(t) in these limits. This is equivalent to the question to what
extent the higher order “truncated correlation functions” of the particle number density
become small when the dilute-gas- or λ2t-limits are taken. Without any limits taken, the
truncated correlation functions obey a complicated hierarchy (the “BBGKY-hierarchy”3,
see e.g. [3]) of coupled equations, and the basic task can be viewed as showing that these
equations decouple from the quantity nk(t) in the limits. Finally, one must address the
issue to what extent the finite collision time becomes irrelevant in the long-time limit.
These issues have been considered, with varying degrees of rigor and for different
systems, by a great number of researchers. Mathematical investigations in more recent
times include e.g. [28], who established the λ2t-limit in the context of a lattice fermi gas
following partly ideas of vanHove [39]. A different argument for the same system was
given by [13, 15], who introduced an assumption that in effect truncates the BBGKY-
hierarchy. The low density limit has been considered in precise detail e.g. for quantum
particles propagating in an environment with random impurities or for a quantum Lorentz
gas [1, 16, 10, 6, 7, 8, 14, 37, 38]. The outcome of these investigations seems to be generally
that the Boltzmann (or the appropriate version thereof applicable to the particular model)
equation is justified.
The aim of this paper is to analyze the validity of the Boltzmann equation in the
context of quantum field theory. Our motivations for this investigation are the following:
1. The models considered so far in a more rigorous fashion have been in the context of
quantum mechanical models or lattice models. Are there any qualitatively different
features for continuum quantum field theory systems with infinitely many degrees
of freedom?
2. In the λ2t-limit, the Boltzmann equation has been justified e.g. by [28, 13] with the
scattering matrix element in the Born approximation in the context of a fermionic
lattice gas, but not for quantum field theories. More importantly, in the context of
baryogensis (see e.g. [29]), one frequently needs the Boltzmann equation to trace
baryon number violating reactions whose net effect is invisible at the Born approx-
imation, but non-zero loop corrections. It is then important to understand how
the incorporation of those corrections might be justified. For example, one might
ask whether one should then also incorporate any “rescattering” corrections at the
same loop order into the Boltzmann equation for consistency, and if so, what form
might they take?
3. For quantum field theory models on a curved space, one has additional physical
2Essentially, there will now be corrections of the form 1± nk in the collision term, with ± for Bose-
Einstein/Fermi-Dirac statistics.
3BBGKY = Bogoliubov-Born-Green-Kirkwood-Yvon.
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effects of particle creation from the “vacuum” due to the expansion of spacetime
(similar effects would also be present in other systems which effectively possess non-
dynamical external fields). How would these be incorporated into the Boltzmann
equation?
4. Finally, one should bear in mind that the mathematical treatment of quantum
field theory systems requires many different technical tools compared to the non-
relativistic systems that have been considered so far. What might be the appropri-
ate ideas and techniques?
In this paper, we will provide answers to questions 1), 2) and 4) in the context of
a neutral Bose quantum field theory with polynomial self-interaction in two spacetime
dimensions. Our methods are specifically designed in order to make possible also the
treatment of curved spacetimes e.g. of Robertson-Walker type, but we will for simplicity
only treat the case of flat Minkowski spacetime in this paper. Question 3) will hence
not be answered here, but our methods apply to this setup, which we hope to discuss
elsewhere [23]. Our restriction to two spacetime dimensions is mainly in order to a)
be able to apply the non-perturbative constructions available for such models that were
developed mainly in the 1970’s (see e.g. the books [17, 18, 33] and the many references
therein), and b) to avoid unessential technicalities related to UV-renormalization, and
similar difficulties with “sharp time fields” in dimensions d > 2. However, if we interpret
our main formulas merely in the sense of formal perturbation series, they would be equally
valid also in d = 3, 4 dimensions, but the appropriate renormalization prescription would
have to be understood. In more detail, what we do in this paper is the following:
1. Our first main technical achievement is to obtain a “pre-Boltzmann equation”, see
eq. (106) in sec. 4. This is an equation for the expected number densities nk(t) =
〈Nk(t)〉, where Nk(t) is the time-evolved number operator. The pre-Boltzmann
equation is an exact, non-perturbative, coupled integro-differential equation for
the number densities nk(t). It is of the same general nature as the Boltzmann
equation displayed above, but by contrast has an “iterated” collision kernel [see
eq. (113)] on the right side. It is also non-Markovian, in the sense that the iterated
collision kernels are integrated over times in the past of t. The advantage of the
pre-Boltzmann equation is that it is still an exact equation (by contrast to the
Boltzmann equation), and that it is organized in such a way making it a good
starting point for taking the long-time-dilute-medium limit.
The derivation of the pre-Boltzmann equation involves a general technique called
“projection method” [32]. In this method, one considers the time evolution operator
eitH . e−itH on the space of all observables, and decomposes it into a part “parallel”
to the space spanned by the observables Nk of interest, and one “orthogonal”. The
pre-Boltzmann equation is essentially an expansion in the “orthogonal” part, which
is small in a suitable sense. The essence of the projection method is recalled in
sec. 2, where we also give a version suitable for time-dependent backgrounds that
will be used in the sequel paper [23]. As we will see, one of the major advantages
of the projection method in the quantum field theoretic context is that it tames in
a very elegant way the combinatorial complexity of the various expansions.
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2. We then perform a perturbative expansion of the terms in the pre-Boltzmann equa-
tion in sec. 5, and we show how each individual collision kernel may be expressed
in terms of a local S-matrix element, which has an expansion in terms of Feynman
diagrams, see eq. (124). The occurrence of the this local S-matrix (in the sense of
Bogoliubov [2] and Epstein-Glaser [11]), is closely tied to the fact that, in an exact
description, the particle collisions will not really be complete after a finite time,
but, strictly speaking, only after an infinite amount of time. Here, we give two dif-
ferent but equivalent description of the collision factors. One is in terms of retarded
products, and the other is in terms of local S-matrix elements and corresponding
position space Feynman diagrams.
3. The pre-Boltzmann equation is our starting point for the derivation of the actual
Boltzmann equation. This is obtained by taking the long-time-dilute-medium limit
in the pre-Boltzmann equation, and this step is carried out in sec. 6. Here we
show that, if the densities are scaled to zero and the time is scaled to infinity at an
appropriate rate, then the pre-Boltzmann equation simplifies considerably. Instead
of local (in time) S-matrix elements, the full S-matrix elements now emerge, see
eq. (143). This equation is still not the Boltzmann equation give above, because it
also involves “rescattering terms” that describe the effect of particles undergoing
multiple collisions between the initial time and time t. However, to leading order
in the coupling constant λ, we obtain the Boltzmann equation as given, up to the
standard kinematical factors familiar in special relativity. However, higher order
corrections in λ are also incorporated in our equation. In particular, we find that, if
one takes into account loop corrections in quantum field theory, then one should at
the same time also incorporate these rescattering effects, as described systematically
in eq. (143).
4. In order to arrive at the main technical result of this paper, the pre-Boltzmann
equation [cf. eqs. (113),(106)] we need various estimates of non-perturbative nature
of the magnitude of the particle densities nk(t) as a function of t and k. These
estimates require some of the machinery developed in the field of “constructive
quantum field theory”, see e.g. the book [17] and references therein. We mostly need
the so-called “N -estimates” and “higher order estimates”, which in essence compare
the number operators to the full Hamiltonian of the system. These estimates are
derived in sec. 3.2.
Thus, themain conclusions of our paper are that 1) one can obtain a non-perturbative,
exact integro-differential equation for the number densities, which we called the pre-
Boltzmann equation. 2) One can take the long-time-dilute-medium limit of this equation,
to obtain a simpler equation. This limiting equation [cf. eq. (143)] is qualitatively similar
to the Boltzmann equation, but it involves additional re-scattering terms. 3) These terms
disappear to leading order in the perturbation expansion in the coupling constant (Born
approximation).
We should finally indicate the levels of mathematical rigor of our arguments. The
pre-Boltzmann equation is derived in a completely rigorous fashion, and it is valid non-
perturbatively. The long-time-dilute-medium limit of this equation (which also involves a
thermodynamic limit) is derived under certain unproven assumptions about the existence
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of limits, and their interchangeability. On the other hand, we do not drop any terms in
the various expansions that appear; in particular we do not truncate the perturbation
series by hand, and in this sense, our derivation is valid to arbitrary orders in perturbation
theory.
Conventions: Throughout the paper, we use the constant convention in our various
estimates. This means that any numerical constant is abbreviated by the same symbol,
K, regardless of its numerical value. Thus, K might mean different constants in different
inequalities. If j, k ∈ Z, the notation δ(k − j) means the Kronecker delta δk,j, multiplied
by L. A primed sum
∑′
k∈Z is an ordinary sum multiplied by L
−1.
2 The projection method
In this section, we will outline the projection operator method, which we will use in
later sections to investigate the validity of the Boltzmann equation and its higher order
corrections. This method is well-known in the literature [32], and the only small new
contribution in this section is only to add a generalization to the time-dependent case.
The basic framework is very general, and we will explain it, for the sake of simplicity, in a
finite dimensional situation, which has the definite advantage that all steps are completely
well-defined for elementary reasons. In the infinite dimensional context, the calculations
are formally the same, but the convergence of the various series expression below then of
course cannot be taken for granted.
Let H ∈ Mn(C) be a Hamiltonian, self-adjoint on H = Cn. Given an observable
A ∈Mn(C), we define its time-evolution as usual by
αt :Mn(C)→Mn(C) αt(A) = eitHAe−itH ≡ A(t) . (2)
The time evolution satisfies of course the group law αt+s = αt ◦ αs, i.e. it is an auto-
morphism, and it is a homomorphism of the algebra Mn(C) for each t, i.e. αt(AB) =
αt(A)αt(B). In the context of the Boltzmann equation, we have a density matrix state ρ,
i.e. an self-adjoint, positive semi-definite operator satisfying Trρ = 1, and a family of ob-
servables Aj, j = 1, . . . , N , and we want to study the time evolution of their expectation
values,
aj(t) := Tr(ρAj(t)) . (3)
The observables Aj , j = 1, . . . , N typically of interest are e.g. suitably defined number
operators, with j corresponding to the mode number, but for the moment this is irrelevant.
One would like to derive a differential equation for the complex valued functions aj(t).
This would be straightforward in principle if the set of observables (matrices) Aj was a
basis of Mn(C), i.e., when N = n
2 and all the Aj linearly independent. Indeed, we could
then simply express the linear operator αt :Mn(C)→Mn(C) as a matrix in this basis as
αt(Aj) =
∑N
k=1mjk(t)Ak for a 1-parameter group of matrices (mij(t)), and the desired
differential equation would then simply follow by taking the expectation value of this
expression and differentiating with respect to t. This procedure is of course not very
practical nor actually different from solving the full Schro¨dinger equation, because we
would need to know mij(t), and this means in practice that we have to diagonalize H . At
any rate, we will be interested in a situation where the family Aj is very far from forming
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a basis of Mn(C), and we consequently cannot proceed in this way. Instead, we will
find an equation for the observables aj(t) that is both non-local in time and non-linear.
That equation by itself is not any simpler than the evolution equation for the operator
quantities Aj(t) = αt(Aj); its advantage lies rather in the fact that it is more amenable to
expansion and approximation techniques, and this will eventually lead to the Boltzmann
equation.
The main tool in the derivation of this equation [see eq. (24)] is the projection method.
The idea behind this method is to introduce a family of linear maps Pt :Mn(C)→Mn(C),
smooth in t ∈ R, with the following general properties:
1. We have, with I the unit matrix:
rangePt = αt[span{I, A1, . . . , AN}] ⊂Mn(C).
2. We have
Pt ◦ αt−s ◦ Ps = αt−s ◦ Ps
for any t ≥ s.
The family of maps Pt, t ∈ R is referred to as a family of “projections” onto the space
of time-t observables, even though they are in fact just idempotents, P2t = Pt, and not
projections according the standard terminology in functional analysis (we are not giv-
ing the space Mn(C) any hermitian structure, so there is no sense in which the Pt are
self-adjoint). We neither require the maps Pt : Mn(C) → Mn(C) to be algebra homo-
morphisms. The projections will serve to break up the time evolution of an observable
into a part “parallel” to Pt, and a complementary part “parallel” to the complementary
projection Qt := id − Pt, where id : Mn(C) → Mn(C) is the identity. Later, Pt will be
chosen in such a way that the latter part becomes small in a suitable sense, and this will
then be treated as a perturbation.
To start, and to simplify our notation, we note that the Heisenberg evolution equation
for a matrix X ∈Mn(C) that comes from H can be written simply as
d
dt
αt(X) = i δαt(X) , δ(X) = [H,X ] = HX −XH . (4)
We decompose
d
dt
αt = iαt ◦ δ = iPt ◦ αt ◦ δ + iQt ◦ αt ◦ δ = iαt ◦ P˜t ◦ δ + iαt ◦ Q˜t ◦ δ , (5)
where we have found it convenient to introduce the “Schro¨dinger picture” operators
P˜t = α−t ◦Pt ◦αt. The goal is now to replace αt ◦ Q˜t ◦ δ with an expression that involves
only terms with the map P˜t. To this end one notes that the following differential equation
d
dt
[
αt ◦ Q˜t
]
= iαt ◦ δ ◦ Q˜t + αt ◦ d
dt
Q˜t =
= iαt ◦ P˜t ◦ δ ◦ Q˜t + iαt ◦ Q˜t ◦ δ ◦ Q˜t + αt ◦ d
dt
Q˜t .
(6)
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This is an inhomogeneous linear differential equation for the operator αt ◦ Q˜t :Mn(C)→
Mn(C), which we can therefore integrate straightforwardly, with the result
αt ◦ Q˜t = iQ˜0 ◦ E˜0,t ◦ δ +
t∫
0
αs ◦
[
iP˜s ◦ δ ◦ Q˜s + d
ds
Q˜s
]
◦ E˜s,t ds . (7)
Here E˜s,t : Mn(C) → Mn(C) is the cocycle (meaning that E˜t1,t2 ◦ E˜t2,t3 = E˜t1,t3) defined
to be the solution to the homogeneous differential equation
d
dt
E˜s,t(X) = i E˜s,t ◦ δ ◦ Q˜t(X) , E˜s,s(X) = X , (8)
for all X ∈Mn(C). The solution can be written as E˜s,t = α−s ◦Es,t ◦αt, where Es,t is the
“Heisenberg-picture cocycle” given the summation formula
Es,t(X) =
∞∑
k=0
(−i)k
∫
t>σk>...>σ1>s
δ ◦ Pσ1 ◦ · · · ◦ δ ◦ Pσk(X) dkσ . (9)
Note that this sum trivially converges as we can estimate it by
‖Es,t(X)‖ ≤ ‖X‖
∞∑
k=0
|t− s|k
k!
‖δ‖k(sup
σ
‖Pσ‖)k ≤ eK|t−s|‖X‖ , (10)
since the volume of the set {t > σk > ... > σ1 > s} is given by the first term under
the summation sign. Switching from the “tilde” projectors back to the original ones,
equation (5) now takes the form
d
dt
αt(X) = iPt ◦ αt ◦ δ(X) + iQ0 ◦ E0,t ◦ αt ◦ δ(X)+
+ i
t∫
0
[
Ps ◦ δ ◦Qs − αs ◦ d
ds
(α−s ◦ Ps ◦ αs) ◦ α−s
]
◦ Es,t ◦ αt ◦ δ(X) .
(11)
This equation is the starting point for our analysis. As it is, it is–if anything–more
complicated than the Heisenberg equation of motion that we started with, in particular
it is an integro-differential of motion, rather than a differential equation. But it will later
be seen that it is useful to study approximations.
So far, we have not yet made a specific choice for our projectors, Pt. A particularly
useful choice is available when the observables Aj , j = 1, . . . , N mutually commute, i.e.,
[Ai, Aj ] = 0 for all i, j, and when all of them are hermitian, Aj = A
∗
j for all j. We will
assume this from now. We wish to define, for each t ∈ R a reference state wt :Mn(C)→ C
which reproduces the expectation values of the observables Aj(t) in the given state ρ.
Thus, wt should be a linear functional which is normalized and positive in the sense that
wt(I) = 1, wt(X
∗X) ≥ 0 for all X , and for which
wt(Aj(t)) = aj(t) , (12)
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for all j. It is easy to see that there will be, in general many, solutions to this equation.
Indeed, dropping the reference to “t” for simplicity, let A = alg{Aj, j = 1, . . . , N} be
the abelian ∗-algebra generated by the observables. By making a joint spectral decom-
position Aj =
∑n
α=1 fj(α)p(α), with p(α) rank-1 projections, we can identify A with
a subalgebra of the abelian ∗-algebra of functions Fun({1, . . . , n} → C), and we can
identify Tr(ρ . ) with a positive linear functional on this algebra. By standard theorems,
there is then a non-negative function m : {1, . . . , n} → R of total weight one such that
aj =
∑n
α=1 fj(α)m(α). We define our state (reintroducing the dependence on t) e.g. by
wt(X) = Tr[X
∑n
α=1 pt(α)mt(α)]. This is usually not the only solution to eq. (12). It is
convenient to take a solution which maximizes the “entropy”, i.e. to take
wt(X) = Tr(ρtX) , Trρt = 1 , ρt ≥ 0 (13)
in such a way that the functional
S[ρt] = −Tr(ρt log ρt) (14)
is maximized. A standard argument involving Lagrange multipliers shows that, in the
generic case4, this maximizer must be of the form
ρt =
1
Z(t)
exp
(
−
N∑
j=1
µj(t)Aj(t)
)
. (15)
Let us assume that the non-negative functions µj : R→ R have been chosen in this way,
i.e. that we are in the “generic case” for all t. In our applications below, the nature
of the observables Aj implies that the functionals wt always exist, and we will simply
assume the same here. We can then use the reference states wt in order to construct the
projection operator in question. Let us define the “correlation N × N matrix” as usual
by
cij(t) = wt[(Ai(t)− ai(t)I)(Aj(t)− aj(t)I)] . (16)
This matrix is positive semi-definite, and generically 5 invertible. We denote the inverse
as cij(t). We now define our projection operator Pt as
Pt(X) = wt(X)I +
N∑
i,j=1
cij(t) wt[X(Aj(t)− aj(t)I)](Ai(t)− ai(t)I) . (17)
The following lemma is an immediate consequence of this definition:
Lemma 1 For any X ∈Mn(C) any t ∈ R, we have
αt ◦ d
dt
(α−t ◦ Pt ◦ αt(X)) ∈ span {Aj(t)− aj(t)I | j = 1, . . . , N} . (18)
For any Y ∈ span {I, A1(t), . . . , AN(t)}, we have Pt ◦ δ(Y ) = 0. We also have wt(X) =
Tr(ρPt(X)) for any X ∈Mn(C).
4 Generic means here that the maximizer is strictly inside the convex set of all positive linear func-
tionals on Mn(C).
5The same remark as in footnote 4 applies here.
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Proof: To prove the first statement, we introduce P˜t = α−t ◦Pt ◦αt as above, and we also
introduce w˜t = wt ◦αt. The first statement is then seen to be equivalent to the statement
that d
dt
P˜t(X) ∈ span{Aj − aj(t)I | j = 1, . . . , N}. Now we have, using the “summation
convention”:
P˜t(X) = w˜t(X) + c
ij(t) w˜t[X(Ai − ai(t)I)](Aj − aj(t)I) . (19)
When taking the t-derivative of this expression, we note the identities (dropping the
reference to t):
∂ai
∂µj
= cij ,
∂µj
∂ai
= cij , (20)
from which it immediately follows that
d
dt
w˜t(X) = w˜t[X(Ai − ai(t)I)] ∂µi
∂aj
(t) a˙j(t) = c
ij(t) w˜t[X(Ai − ai(t)I)] a˙j(t) . (21)
This term cancels precisely the derivative of the second term in d
dt
P˜t when the derivative
hits aj(t) in that term. The remaining terms are given by a linear combination of Aj −
aj(t)I, as claimed.
In order to prove the second statement, we just follow the definitions and use the cyclic
property of the trace as well as the fact that each Aj(t) commutes with the density matrix
Z(t)−1 exp−∑µj(t)Aj(t). The last statement is again a straightforward consequence of
the definitions. 
We are now almost ready to derive the desired integro-differential equation for the
aj(t). To obtain a particularly simple form, we shall make the initial state assumption
that at t = 0 we have
w0(X) = Tr(ρX) for any X ∈Mn(C); (22)
in other words that ρ = Z−1 exp(−∑µjAj) = ρ0 for some µj = µj(0) ∈ R. The physical
meaning of this hypothesis will be explained below. With this assumption in place, we
proceed as follows: We take the expectation value in our density matrix state Tr(ρ . ) for
X = Aj in eq. (11). Then the first term on the r.h.s. is seen to disappear using the
last two statements of the previous lemma. The second term on the r.h.s. is seen to
disappear when acted upon by Tr(ρ . ) using the last statement in the lemma, and the
assumption eq. (22) on the initial condition. For the first term under the integral, we use
the preceding lemma repeatedly to write
Tr[ρPs ◦ δ ◦Qs ◦ Es,t ◦ αt ◦ δ(Aj)] = ws[δ ◦Qs ◦ Es,t ◦ δ(Aj(t))]
= ws[δ ◦ Es,t ◦ δ(Aj(t))] .
(23)
Finally, the last term under the integral disappears when acted upon by Tr(ρ . ), because
it is in the span of Aj(s)− aj(s)I, again by the preceding lemma, and this is annihilated
by Tr(ρ . ). Thus we arrive at the following theorem:
Theorem 1 Let Aj , j = 1, . . . , N be a set of hermitian, mutually commuting complex
n × n matrices, let ρ be a density matrix (self adjoint positive definite matrix of unit
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trace) of the general form Z−1 exp(−∑µjAj). Let aj(t) = Tr(ρAj(t)), where Aj(t) =
eitHAje
−itH is the time evolved observable with respect to a self-adjoint hamiltonian H,
and let Et,s : Mn(C) → Mn(C) be the cocycles defined as above in eq. (9). Then the
equation
d
dt
aj(t) = −
t∫
0
ws [δ ◦ Es,t ◦ δ(Aj(t))] ds (24)
holds, where δ(X) = HX − XH. For an arbitrary density matrix state ρ, i.e. if we do
not make the initial state assumption (22), the equation takes the form
d
dt
aj(t) = (ρ− w0) [E0,t ◦ δ(Aj(t))]−
t∫
0
ws [δ ◦ Es,t ◦ δ(Aj(t))] ds . (25)
Here, we are using the shorthand (ρ− w0)(X) = Tr(ρX)− w0(X) for any X.
The equation in the above theorem is known in the literature as “Robertson equation”.
The initial state assumption (22) on the density matrix state Tr(ρ . ) is made mainly for
convenience. Its physical interpretation is that we have “maximal ignorance” about the
initial state, because saying that Tr(ρ . ) = w0 means that the initial state is the one with
maximal entropy (14), among all the states with prescribed initial values aj(0).
The initial state condition can be dropped at the expense of another term in the
Robertson equation which encodes the corresponding initial state, see eq. (25). This
term describes the way in which the influence of the chosen initial state persists to later
times. In the model studied below, Aj will be the number operators at the initial time,
with j a mode number. In that case, the initial condition can be viewed as saying
that the initial state is quasifree, or in a sense, as uncorrelated as possible. This is
a physically reasonable assumption, since what one wants to study is not the effect of
strong correlations persisting from the initial state to later times, but the process of
approach to equilibrium.
Our derivation has the advantage that it can be transferred, relatively straightfor-
wardly, to the case when the dynamics is given by a time-dependent hamiltonian H(t),
(smooth in t, say). This situation will be of interest to us in [23], because we want to ap-
ply the formalism to field theory in curved (time dependent) backgrounds. Let us explain
briefly the changes that have to be made to the statement and proof of thm. 1 in that situa-
tion. For a time-dependent hamiltonian, the derivation δt(X) = H(t)X−XH(t) depends
on time, and the time evolution operator is now a cocycle αt,s satisfying
d
dt
αt,s = iδt ◦αt,s,
and a time evolved observable is A(t) = αt,0(A). The functional equation for the projec-
tion maps is replaced by αt,s ◦Ps = Pt ◦αt,s ◦Ps. The formula for wt is the same as before
and the cocycle is given now by
Es,t(X) =
∞∑
k=0
(−i)k
∫
t>σk>...>σ1>s
δσ1 ◦ Pσ1 ◦ · · · ◦ δσk ◦ Pσk(X) dkσ . (26)
With those changes understood, the Robertson equation remains the same as above up
12
to the obvious changes:
d
dt
aj(t) = −
t∫
0
ws [δs ◦ Es,t ◦ δt(Aj(t))] ds . (27)
3 The φp-model in two dimensions
3.1 Basic features of the model
In this paper, we will study the Boltzmann equation in the context of a particular quan-
tum field theory model, describing a single hermitian Bose scalar field in two spacetime
dimensions interacting only with itself, with a polynomial self interaction. The mathe-
matical properties of these models have been well studied in the literature of the 1970’s
(see e.g. the book [17, 18]). In particular, it has been demonstrated that the model
exists, in a non-perturbative sense, and that it satisfies the usual properties expected
from a quantum field theory on general grounds. The purpose of this section is to review
some of the basic constructions and theorems for these models (in the “operator-” rather
than “path-integral” approach), and to introduce the quantities of main interest in this
paper, namely the expected number densities nk(t). We then proceed to derive various
bounds on these quantities that are needed in the following sections. Here we rely to
a large extent on established techniques in the study of this model, namely the “higher
order estimates” (which we call“Rosen inequalities”), the “N -estimates”, as well as the
position space representation.
We will begin by defining this model on a spatially compact spacetime, i.e. R × S1,
with metric
ds2 = −dt2 + dx2 . (28)
Here x is a 2πL-periodic coordinate parameterizing S1, so that the circumference of the
spatial S1 is 2πL. The model may be characterized by writing its Hamiltonian, given by
H =
1
2
2πL∫
0
:
(
Π(x)2 +
[
dφ(x)
dx
]2
+m2 φ(x)2 + λ
p∑
n=0
bn φ(x)
n
)
: dx
≡ H0 + λV .
(29)
Here, φ,Π are fields satisfying (in a suitable weak sense) the canonical commutation re-
lations [Π(x), φ(y)] = iδ(x − y), and the double dots denote normal ordering, defined
more precisely below. We require that m > 0 and that λ ≥ 0, and we assume that the
polynomial P (ξ) =
∑
biξ
i is non-negative6, i.e. P (ξ) ≥ 0 for all ξ ∈ R and even, but
otherwise arbitrary. The coupling constants of the model are hence m, λ and the coeffi-
cients bi. Strictly speaking, λ is redundant and could be absorbed into the coefficients,
but we keep it explicitly because it is simpler to have one, instead of many, expansion
parameters below. The fact that m > 0 implies [17] that, in the IR-limit L → ∞, the
6Obviously, p then has to be an even number.
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suitably shifted Hamiltonian H has a state of lowest energy, followed by has a mass gap,
corresponding to physical particles in the sense of scattering theory. However, we note
that the value of this mass gap is not m, and hence this parameter must therefore not be
confused with the physical mass.
For the mathematical construction of the model, it is essential that the Hamiltonian
H can be rigorously defined as a self-adjoint operator on a Hilbert-space H, and for
stability it is essential that H is bounded as an operator from below by a constant
−O(λ)L · I when λ ≥ 0. This is a highly non-obvious fact, because, although we have
that λP (ξ) ≥ 0 for any ξ ∈ R, the potential V is not positive definite as an operator
but in fact even unbounded from below. The latter is an unavoidable consequence of the
normal ordering prescription without which the expression for V would be ill-defined.
The point is however that the sum H = H0 + λV is bounded from below by a constant
−O(λ)L (times the identity operator I) [17], i.e. we have that H ≥ −O(λ)L · I in the
sense of operators. This is essentially because one can show that for states Ψ ∈ H for
which (Ψ, VΨ) becomes very negative, the contribution (Ψ, H0Ψ) becomes very positive,
and in effect overcompensates the negative contribution from the potential V . We are
going to redefine H by the constant O(λ)L · I. This does not affect the definition of
the time evolution αt(A) = e
itHAe−itH of an observable A, but it has the advantage of
turning H into a non-negative operator.
Because H is essentially self adjoint, we can define in a mathematically unambiguous
way the time evolution operators eitH , and we can then also define the spacetime field
operators φ(t, x) = eitHφ(x)e−itH as operator valued distributions on H, i.e., if f ∈
C∞0 (R×S1), then φ(f) =
∫
φ(t, x)f(t, x) dtdx is essentially self-adjoint e.g. on the domain
∩jD(Hj0) ⊂ H. The creation and annihilation operators of the model can be defined for
k ∈ Z as
ak(t) =
2πL∫
0
[φ(t, x)∂tuk(t, x)− uk(t, x)∂tφ(t, x)] dx , (30)
where the “positive frequency mode functions” are defined as
uk(t, x) =
1
(2π)
1
2 (2ωk)
1
2
eiωkt−ikx/L , ωk =
√
k2/L2 +m2 . (31)
The ak(t) are well-defined as quadratic forms on H with domain e.g. D(H)×D(H), and
satisfy the standard algebra
[ak(t), ap(t)
∗] = δ(p− k) , [ak(t), ap(t)] = 0 = [ak(t)∗, ap(t)∗] , (32)
where δ is the scaled Kronecker-delta, defined by
δ(k − p) =
{
L if k = p,
0 otherwise.
(33)
In the absence of self-interaction (i.e. when λ = 0), the annihilation and creation opera-
tors a#k (t) are independent of t, but otherwise they are time-dependent. In terms of the
creation and annihilation operators, the (unshifted) Hamiltonian is
H =
′∑
k∈Z
ωka
∗
kak + πλ
p∑
n=0
bn
(2π)
n
2
′∑
X∪Y={1,...,n}
δ (kX − kY )
∏
j∈Y
a∗kj
(2ωkj)
1
2
∏
i∈X
aki
(2ωki)
1
2
.
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Here we are using the shorthand kX =
∑
i∈X ki etc., and a primed sum over k ∈ Z is
defined to be the rescaled sum
∑′
k∈Z :=
1
L
∑
k∈Z, with multiple sums having correspond-
ingly more inverse powers of L. In the expression for H , we can change a#k for a
#
k (t), i.e.
we can take the creation and annihilation operators at any time, because H is a constant
of motion. But this is not so for the free hamiltonian H0 and the interaction term V .
The normal ordering prescription referred to by double dots in eq. (29) is equivalent to
the fact that all creation operators stand to the left of all annihilation operators in the
above expression.
Of course in practice, the above expression for H in terms of creation and annihilation
operators is the starting point of the analysis. One defines H to be the standard Bosonic
Fock space,
H = C⊕
∞⊕
n=1
Pn[ℓ
2(Z)⊗ · · · ⊗ ℓ2(Z)︸ ︷︷ ︸
n
] (34)
where Pn projects onto the subspace of totally symmetric rank n tensors over ℓ
2(Z), the
1-particle Hilbert space of square summable sequences, and the summand C stands for
the “vacuum” vector Ω0 (note that this is very different from the true ground state of
H !). The scalar product is that inherited from7 ℓ2(Z), and the creation operators are
defined on an n-particle state Ψn as a
∗
kΨn = Pn+1(δ(k− . )⊗Ψn), where δ(k− . ) ∈ ℓ2(Z)
is the sequence consisting of 0’s and precisely one L in the k-th place.
In this work, the observables of main interest are the number density operators
Nk =
1
L
a∗kak , (35)
and their time evolved expectation values. In the analysis of these quantities, we will
frequently need to compare the number density operators or the free Hamiltonian H0 to
the interacting Hamiltonian H . Such inequalities (“higher order estimates”) have been
given e.g. by Rosen [34]:
Theorem 2 (“Rosen’s inequality”) For each natural number j and each ǫ > 0, there is
a natural number i depending on ǫ, j and the degree p of the interaction polynomial such
that
N j+ǫ−3H3−ǫ0 ≤ K(H +O(λ)L · I)i (36)
where N =
∑
k∈ZNk is the total number operator, and where the constant K does not
depend upon λ or j. If ǫ > 2, we may take i = j.
We will use this inequality in many places below, and we will, for simplicity absorb the
additive constant O(λ)L ·I into the Hamiltonian H . A simple, but important observation
is that same inequality applies to the time evolved free Hamiltonian and time evolved
number operator, because H is a constant of motion. In this way, the higher order
estimates will allow us to transfer information on the number densities at the initial time
to later times.
For some of our arguments below, it is also convenient to introduce yet another Hilbert
space representation–essentially the Q-space representation—on the space L2(Q, dν),
7The inner product on this ℓ2 is defined for convenience with the scaled sum
∑′
k∈Z.
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see [17] for details. Here (Q, dν) is the measure space given (formally) by infinitely
many Cartesian copies of C ∼= R2 and Gaussian probability measure of total weight one,
dν =
∏
j≥0
π−1e−|qj |
2
dqjdq¯j . (37)
On this space we have canonical (complex) multiplication and differentiation operators
PkΨ = −ie|qk|2/2 ∂
∂qk
(e−|qk|
2/2Ψ) , QkΨ = qkΨ , (38)
where qk ∈ C, k ≥ 0. They satisfy the standard canonical commutation relations
[Qk, Pj] = iδk,j . The Hilbert space H is related to the space of square integrable functions
on Q by an isometry W : H → L2(Q, dν). This isometry relates the operators Pk, Qk to
the creation and annihilation operators introduced above by
W ∗QkW =
1√
2πL
(a∗k + a−k) , W
∗PkW =
i√
2πL
(a∗k − a−k) . (39)
The “vacuum” vector in H is mapped to WΩ0 = 1, the identity function in L2. This
together with the relations just given uniquely determines W ; its action on states with
higher particle number gives products of Hermite-polynomials in the variables qk. The ad-
vantage of the Q-space representation is that the interaction V turns into a multiplication
operator. In fact, the Hamiltonian reads in this representation
W ∗HW =
1
2
∑
k∈Z
ωk(|Pk|2 + |Qk|2 − 1) + λV (Q0, Q1, . . . ) . (40)
Here, V is defined as V = limΛ→∞ V
Λ, where we have set Q−k = Q
∗
k = q¯k for k ≥ 0 (and
similarly for P−k), and where
V Λ(q0, q1, . . . ) = π
p∑
n=0
bΛn
∑
|k1|,...,|kn|≤Λ
δ(
∑
j
kj)
qk1 · · · qkn
(2πLωk1)
1
2 · · · (2πLωkn)
1
2
. (41)
We have also introduced bΛj =
∑
i(−1)i (j+2i)!j!i! ciΛbj+2i, with cΛ = (2πL)−1
∑
|k|≤Λ(2ωk)
−1 ∼
log Λ. It can be shown that V (q0, q1, . . . ) is in L
p for any p < ∞, see e.g. Prop. 2.1.2
of [17], where we mean the usual the Ho¨lder space Lp(Q, dν). It is the Banach space with
the norm ‖Ψ‖p = (
∫ |Ψ|p dν)1/p. From now on we will drop the reference to W .
One can use the Q-space representation e.g. to give a relatively simple proof of the
well-known fact that e−βH is a trace class operator. Since we will occasionally appeal to
this result, we state it as a
Lemma 2 We have Tr(e−βH) ≤ eKβ−1 < ∞ for any β > 0. The same applies to
e−βH−
∑
µkNk , where µk ≥ 0.
Remark: A careful look at the estimates in the proof shows that the constant K is of
order L, so the free energy goes as β−1L, as one expects.
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Proof: We give the proof without the “chemical potentials” µk for simplicity. The general
case is the same because the µk can be absorbed into the ωk in the free Hamiltonian, and
this only makes things better.
The Golden-Thompson inequality states that Tr(eA+B) ≤ Tr(eAeB) for any hermitian
matrices A,B. The inequality can be proved e.g. using standard properties of the trace
and the Lie-Trotter product formula
lim
n→∞
(eA/neB/n)n = eA+B . (42)
It is possible to apply this kind of reasoning also in the infinite dimensional context
to A = H0, B = λV . Indeed, an appropriate version of the Lie-Trotter formula (see
e.g. [33]) then holds, because H is essentially self-adjoint on the domain D(H0) ∩D(V ),
see e.g. thm. 3.2.1 of [17]. From the Golden-Thompson inequality, we then get, using
also the operator inequality Tr(XY ) ≤ ‖X‖Tr|Y |, and denoting by ‖ . ‖p,q the norm of
an operator Lq → Lp:
Tr e−βH ≤ Tr(e−βH0e−βλV ) ≤ ‖e−βλV e−(β/2)H0‖ · Tr(e−(β/2)H0)
≤ eKβ−1‖e−λβV ‖(2+2Kβ)/(Kβ)‖e−(β/2)H0‖2+2Kβ,2
≤ eKβ−1‖e−[2λ(1+Kβ)/K]V ‖Kβ/(2+2Kβ)1 ≤ eKβ
−1
.
Here we have used that e−tH0 is a contraction between L2 → L2+2Kt for some constant
K > 0 when m > 0 (see thm. 2.2.5 on p. 36 of [17]), which can in principle be seen from
the well-known explicit formula in Q-space, given by
(e−tH0Ψ)(q) =
∫
Q
∏
j∈Z
(1− e−tωj )− 12 exp
(
−|q
′
j − e−ωjtqj|2
2(1− e−2ωjt) +
1
2
|q′j |2
)
Ψ(q′) dν(q′) , (43)
where q−k = q¯k for k ≥ 0. We are also using that e−βV is a multiplication operator in
Q-space whose Lp-norms are all finite for 1 < p < ∞ (see Thm. 2.1.4 on p. 30 of [17]),
and we have used the standard inequality Tr(e−(β/2)H0) ≤ eKβ−1. 
3.2 Estimates on the number densities
We now discuss properties of the expected number densities in suitable states. For k ∈ Z,
the time-evolved number densities are given by
Nk(t) = e
itHNke
−itH =
1
L
ak(t)
∗ak(t) , (44)
where the second equality follows by a simple and straightforward calculation noting e.g.
that d
dt
ak(t) = i[H, ak(t)]− iωkak. The expectation values of these observables (k ∈ Z) in
a density matrix state ρ are denoted
nk(t) = Tr[ρNk(t)] , (45)
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where we must require at least that ρ ∈ I1(H), the space of all trace-class operators on
H. These quantities depend on λ because the Hamiltonian H(λ) = H0 + λV does. We
will give estimates concerning the magnitude of nk(t) as a function of the mode number,
time, and the coupling constant λ. These will be used later when we investigate the
“pre-Boltzmann equation”. Our main estimates are contained in the following theorem:
Theorem 3 Assume that ρHj ∈ I1(H) up to sufficiently large j, and let nk(t, λ) =
Tr(Nk(t)ρ) as above, with ρ independent of λ. Then for
1
2
> ǫ > 0 we have the bounds
|nk(t, λ)− nk(s, λ)| ≤ Kλ|t− s|ω−1−ǫk (46)
and
|nk(t, λ)| ≤ Kω−4+ǫk , (47)
with a constant depending on ǫ, p and L.
Remark: The proof shows that the constants are of the order of Tr(ρHj) where j is
some positive number depending on ǫ. This quantity is not uniformly bounded in L
(in fact typically it is ∝ Lj), hence the estimates are not guaranteed to be preserved in
the thermodynamic limit L → ∞. If ρ is so that eβH/2ρeβH/2 is still bounded, then the
constant K is of the order (L/β)j.
Proof: The proofs of both estimates are rather similar, but the second estimate is some-
what more complicated to prove, so we only give the proof there. We start with the
operator inequalities
Nk(t) ≤ Nk(t)4 ≤ ω−2k Nk(t)H0(t)2Nk(t) ≤ Kω−2k Nk(t)H2Nk(t) , (48)
where in the first step we used that specNk(t) = N, and where in the second step we
have used the obvious relations
H0(t) =
∑
k∈Z
ωkNk(t) ≥ ωkNk(t) . (49)
In the last step, we have used Rosen’s inequality, which as we have already noted applies
to the time-translated operators as well. As usual, K denotes a constant, and we adopt
the standard constant convention to denote all constants that may appear in the various
inequalities in this paper by the same letter, K, even though, of course, they might be
numerically different and/or depend on different parameters. We write ρ(A) = Tr(ρA),
and we apply this state to the above operator inequality, recalling that ρ(Nk(t)) = nk(t).
We get
nk(t) ≤ Kω−2k ρ(Nk(t)H2Nk(t)) (50)
= Kω−2k
(
ρ(δ(Nk(t))
∗δ(Nk(t))) + ρ(HNk(t)
2H) + 2Re ρ(HNk(t)δ(Nk(t)))
)
.
We now introduce the shorthand X(t) = δ(Nk(t))(I + N(t))
− p
2 , with p the degree of
the interaction polynomial and N(t) the total number operator at time t. With this
shorthand, we then have the estimate
ρ
(
δ(Nk(t))
∗δ(Nk(t))
)
≤ ‖X(t)‖2ρ((I +N(t))p) ≤ K‖X(t)‖2ρ((I +H)p) . (51)
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In the first step, we used that ρ(BAA∗B∗) ≤ ‖A‖2ρ(BB∗), and in the second step we are
using Rosen’s inequality. Using the Cauchy-Schwarz inequality and the Rosen estimate,
we also have∣∣∣Re ρ(HNk(t)δ(Nk(t)))∣∣∣ ≤ (ρ(H(I +N(t)) p2Nk(t)2(I +N(t)) p2H)) 12(ρ(X(t)X(t)∗)) 12
≤ Kω−1k ‖X(t)‖
(
ρ(H(I +N(t))
p
2H0(t)
2(I +N(t))
p
2H)
) 1
2
≤ Kω−1k ‖X(t)‖
(
ρ((I +H)i)
) 1
2
,
(52)
for some i. In the second line, we have used that N and H0 commute and that Nk ≤
ω−1k H0. We also have
ρ(HNk(t)
2H) ≤ ω−2k ρ(HH0(t)2H) ≤ Kω−2k ρ(H i) , (53)
for some i, again using Rosen’s inequality. Using now the assumption that ρ(Hj) < ∞
for any j, we have altogether shown that
nk(t) ≤ Kω−2k (ω−1k + ‖X(t)‖)2 . (54)
Thus the proof is complete if we can demonstrate the following
Lemma 3 For each ǫ > 0 there is a constant K so that
‖X(t)‖ = ‖[Nk(t), H ](I +N(t))−
p
2‖ ≤ Kω−1+ǫk . (55)
Proof: We calculate that [Nk(t), H ] = λ[Nk(t), V (t)] is a finite sum of operatorsW of the
form
W (t) = ω
− 1
2
k
∑
q1,...,qn∈Z
δ(k − q1)δ(
∑
i∈X qi −
∑
l∈Y ql)∏
i 6=j ω
1
2
qi
∏
i∈X
aqi(t)
∗
∏
l∈Y
aql(t) , (56)
where n ≤ p, and where X ∪ Y = {1, . . . , n}. By Prop. 1.2.3 on p. 21 of [17], we have
‖W (t)(I +N(t))− p2‖ ≤ ω−
1
2
k
∥∥∥∥∥∥δ(k − q1)δ(
∑
i∈X qi −
∑
l∈Y ql)∏
i 6=j ω
1
2
qi
∥∥∥∥∥∥
ℓ2
, (57)
where on the right side we mean the ℓ2 norm of a function in the variables qi ∈ Z. We are
now going to show that ‖ . . . ‖ℓ2 ≤ Kω− 12+ǫ, which implies the statement of the lemma.
We prove this estimate for simplicity of notation in the case when Y = ∅, j = 1. Then
the ℓ2 norm is
‖ . . . ‖2ℓ2 =
∑
q1,...,qn∈Z
1
ωk−q1ωq1−q2 . . . ωqn−1−qn
≤ Kω−1+ǫk , (58)
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the estimation of which can be reduced successively to the estimate
∑
q∈Z ω
−1
k−qω
−1+δ
q ≤
Kω−1+2δk , where δ is small and positive. To show the last estimate, we can argue e.g. as
follows for large |k|:
∑
q∈Z
ω−1k−qω
−1+δ
q =
 ∑
|q|≤ 1
2
|k|
+
∑
|q|> 1
2
|k|
ω−1k−qω−1+δq
≤ K
(
|k|−1+δ log |k|+ |k|−1+2δ
∑
q∈Z
ω−2δq ω
−1+δ
k−q
)
≤ K|k|−1+2δ
(
1 +
∑
q∈Z
ω−1−δq
)
≤ Kω−1+2δk , (59)
where in the last line we have used Ho¨lder’s inequality and that log x ≤ Kxδ for large
x ≥ 0 and δ > 0. 
Later, we will also consider a perturbative expansion of the quantities nk(t, λ) in the
coupling constant λ. Such perturbation expansions are known not to converge, but it is
still of interest to know to what extent they can be trusted as asymptotic series. Unfor-
tunately, we have been unable to get reliable estimates on quantities like the remainder
term in the perturbative expansion up to a given order. But it is possible to get, without
too much difficulty, estimates on related quantities, e.g. if we let the time parameter t
be imaginary. The same type of arguments also provide estimates on the error in the
perturbation expansion of nk(t, λ) for small t, essentially because the function in question
is analytic in t for suitable states ρ.
Despite the fact that our estimates on the error term in the perturbation expansion
are not satisfactory for the main purpose of this paper, the development of the Boltzmann
equation, we nevertheless present our arguments here, since they provide, at least moral,
support of the use of the perturbation expansion, and they are also maybe of use as a
general illustration of our method, which should be applicable also in other contexts. We
first describe the states that we consider, which are the density matrix states of the form
(β > 0)
ρ = e−βH/2σe−βH/2 . (60)
We are allowing both ρ and σ = σ∗ to depend on λ, and we postulate that∥∥∥∥ dndλnσ
∥∥∥∥ ≤ Kn (61)
for some constant and all n = 0, 1, 2, . . . . Under this assumption, nk(t) can be continued
analytically to complex t as long as Im t < β/2. Our result in particular covers the case
σ = I, i.e. ρ = e−βH . Our result is now the following:
Theorem 4 Let ρλ be a density matrix for each λ ≥ 0 satisfying the hypothesis above
for some β > 0, and let nk(t, λ) = Tr(ρλe
itH(λ)Nke
−itH(λ)). Let rN(t) be the remainder in
be the Taylor expansion of nk(it) up to order N . Then for t < β/2, we have the estimate
|rN | ≤ (λK)
N(Np)!
N !ωk
. (62)
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Proof: We write nk(it, λ) as a Taylor series to N -th order. The remainder in this series
is given by the Schlomilch formula
rN(λ, t) =
λN
N !
1∫
0
(1− s)N(∂Nλ nk)(it, sλ) ds . (63)
Thus, we have to estimate the N -th λ-derivative
dN
dλN
nk(it, λ) =
dN
dλN
Tr
(
σe−(β/2−t)HNke
−(β/2+t)H
)
. (64)
When we carry out these derivatives, they get distributed over the factors inside the trace.
When derivatives hit σ, then we use our assumption that this is estimated by the factor
K raised to the number of derivatives. When j derivatives hit one of the exponential
factors, we use the iterated Duhamel formula
Bj =
dj
dλj
e−s0H =
∫
s0>s1>...>sj>0
e−(s0−s1)HV e−(s1−s2)HV · · · e−(sj−1−sj)HV e−sjH djs . (65)
We will use this for s0 = β/2 − t > 0. Using the inequalities Tr(AB) ≤ ‖A‖Tr|B| and
|Tr(AB)| ≤ (Tr|A|2) 12 (Tr|B|2) 12 , it is straightforward to see that the desired estimate will
follow if we can show that (
Tr|BjN
1
2
k |2
) 1
2 ≤ K
j(jp)!
ω
1
2
k
. (66)
Using that Nk ≤ ω−1k H0 ≤ Kω−1k H by Rosen’s inequality, it hence suffices to show∫
s0>s1>...>sj>0
(
Tr|e−(s0−s1)HV e−(s1−s2)HV · · ·V e−sjHH 12 |2
) 1
2
djs ≤ Kj(jp)! . (67)
In order to continue, it is convenient to work in the Q-space representation. For 1 ≤
q ≤ ∞, we introduce as usual the Ho¨lder space Lq(Q, dν) as the Banach space with the
norm ‖Ψ‖q = (
∫ |Ψ|q dν)1/q, noting that H = L2. In these spaces we have the usual
Ho¨lder inequality which states that |(Φ,Ψ)| ≤ ‖Φ‖p‖Ψ‖q, when 1 = 1p + 1q . This implies
in particular that ‖Ψ‖r ≤ ‖Ψ‖q if q ≥ p, since dν is a probability measure of total weight
1. If T : Lr → Lq is a linear operator, then we let ‖T‖q,r be the operator norm; the
ordinary operator norm on H = L2 is a special case of this. The Ho¨lder norm of V can
be estimated as follows for any j, see e.g. Lem. 2.1.6 on p. 30 of [17]:
‖V ‖2j =
(∫
Q
|V (q)|2j dν
)1/2j
= (V jΩ0, V
jΩ0)
1/2j
≤ (‖V (N + I)− p2‖ · ‖(N + I) p2V j−1Ω0‖)1/j
≤ K(1 + (j − 1)p/2)p/2j‖V j−1Ω0‖1/j .
(68)
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In the last step, we use (see e.g. Prop. 1.2.3 and 1.2.5 of [17]) ‖V (N + I)−p‖ ≤ K, as
well as the fact that the V j−1Ω0 contains at most p(j−1) “particles”. An induction then
shows
‖V ‖2j ≤ K(j!)p/2j ≤ Kjp/2 , (69)
where in the last step we have used Stirling’s formula. Thus, as a multiplication operator,
V is an operator Lr → Lq for q = r − 1/(Kj) with norm (Kj)p. The second ingredient
is the fact (see e.g. Thm. 2.2.5 on p. 36 of [17]) that e−sH is a contraction from Lr to Lq
long as 1
q
≤ (1 +Ks)1
r
. Therefore (by duality),
‖e−sH‖q,r ≤ 1 , if 1
q
≤ (1 +Ks)1
r
, and
(
1− 1
q
)
≤ (1 +Ks)
(
1− 1
r
)
.
These facts are now put together to estimate the integrand of eq. (67).
We first note that of the j interval lengths s0 − s1, . . . , sj−1 − sj , sj, at least one will
be greater than or equal to s0/j. We consider two cases. Case (1) occurs if the interval
in question is the last one, i.e. when sj > τ/j. Case (2) covers the rest. Both cases are
dealt with in a similar fashion, so we will for brevity only deal with, say, case (2). Let i
be the interval in question, si − si+1 > s0/j. We first estimate
e−sjHH
1
2 ≤ Ks−
1
2
j ,
which leads to
Tr|e−(s0−s1)HV e−(s1−s2)HV · · ·V e−sjHH 12 |2
≤ Ks−1j Tr
∣∣∣∣∣
j∏
k=1
e−(sk−1−sk)HV
∣∣∣∣∣
2
≤ Ks−1j Tr(e−(si−si+1)HV )
∥∥XX∗V e−(si−si+1)HY ∗Y ∥∥ , (70)
where we are using the shorthand notations
X =
i−1∏
k=0
e−(sk−sk+1)HV, Y =
j−1∏
k=i+1
e−(sk−sk+1)HV .
The trace term on the right side is now estimated using that si − si+1 > s0/j. In order
to tame the factor of V under the trace, we write V = V (I + N)−p(I + N)p, and we
use the Rosen inequality to estimate (I + N)p ≤ KHp, as well as the identity (see e.g.
Props. 1.2.3 and 1.2.5 of [17]) ‖V (I +N)−p‖ ≤ K. This gives
Tr(e−(si−si+1)HV ) ≤ ‖e−s0H/(2j)V ‖ · Tr(e−s0H/(2j)) ≤ eKj/s0‖Hpe−s0H/(2j)‖ ≤ eKj/s0 , (71)
with a constant K. In order to estimate
∥∥XX∗V e−(si−si+1)HY ∗Y ∥∥, we use the mapping
properties of the multiplication operator V and the contractions e−τH between the Ho¨lder
spaces Lp. We then get
∥∥XX∗V e−(si−si+1)HY ∗Y ∥∥ ≤ 2j+1∏
k=1
(Kj)p ≤ [Kj(jp)!]2 (72)
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because each of the 2j+1 factors of V has norm (Kj)p as an operator from Lr → Lq, where
q = r − 1/(Kj). This decrease in the Ho¨lder index for each factor of V is compensated
by the increase in the Ho¨lder index caused by the 2j + 1 heat kernels e−(sk−sk+1)H in the
X and Y in eq. (72). In the last step we have used Stirling’s formula. Thus, in total we
have shown that in case (2), we have(
Tr|e−(s0−s1)HV e−(s1−s2)HV · · ·V e−sjHH 12 |2
) 1
2
≤ s−
1
2
j K
j(jp)! (73)
and upon integration over the sk, this gives the desired bound eq. (67). Case (1) is dealt
with similarly. 
4 Pre-Boltzmann equation for the φp-model in two
dimensions
4.1 Derivation
In this section we combine the estimates obtained for the quantum field model of the
previous section 3 and the projection technique recalled in section 2 in order to obtain
a preliminary form of the Boltzmann equation [see eq. (84) below] for the expected
number densities nk(t) = Tr[ρNk(t)]. This equation is an exact equation which holds
non-perturbatively, and we will refer to it as the “pre-Boltzmann equation”. It has some
key features in common with the Boltzmann equation that we will eventually derive,
but it differs from the latter also in some ways, in particular, the latter is not an exact
equation, and it only holds in the thermodynamic limit L→∞, and the long-time limit,
t→∞. In this section, we will not yet take these limits.
We first need to define the reference states wt (compare eq. (13)) for our model and
the set of observables Nk where k ∈ Z. In accordance with our constructions in sec. 2,
we let wt be the density matrix state
wt(X) = Tr(ρtX) , ρt = Z(t)
−1 exp
(
−
∑
k∈Z
µk(t)Nk(t)
)
, (74)
where X is e.g. a bounded operator, and where the quantities µk are defined through the
formula
µk(t) = − log nk(t)
nk(t) + 1
> 0 . (75)
To see that this formula makes sense, let us assume first nk(t) > 0 for all k ∈ Z. As
shown in thm. 3 in the previous section 3, when the initial state density matrix state
ρ ∈ I1(H) is such that also ρHj ∈ I1(H) for all j, then we have nk(t) ≤ Kω−4+ǫk . It
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then easily follows that the state sum Z(t) =
∏
k∈Z(1− e−µk(t))−1 is convergent:
Z(t) = exp
(
−
∑
k∈Z
log(1− e−µk(t))
)
≤ exp
(
K
∑
k∈Z
e−µk(t)
)
≤ exp
(
K
∑
k∈Z
ω−4+ǫk
)
<∞ .
(76)
Thus, ρt is indeed a trace class operator for any t ∈ R, and the state wt is well-defined.
The situation is the same when some nk(t) = 0, essentially because this means that
µk(t) = +∞, and this only improves the convergence properties. Thus, wt is a well-
defined state if the initial state of the system ρ is such that ρHj has a finite trace for all
j ≥ 0.
A different way to characterize the state wt is to say that it is the unique quasifree
state w.r.t to the time t-observables a#k (t), whose 2-point function is
wt(ak(t)
∗aj(t)) = nk(t) δ(k − j) , (77)
and whose n-point functions are zero for an odd number of creation/annihilation op-
erators, and factorize into 2-point functions for an even number. More precisely, for
X, Y ⊂ Z
wt
(∏
k∈X
ak(t)
∗
∏
j∈Y
aj(t)
)
= δ|X|,|Y |
∑
f :X→Y bijective
∏
j∈X
wt(aj(t)
∗af(j)(t)) . (78)
It is important to realize that for fixed t, this factorization formula for wt will not hold
for the creation and annihilation operators ak(s) at another time s 6= t unless the model
is free, λ = 0. The above factorization formula also demonstrates once again that the
state is well-defined also when one or more nk(t)’s happen to be equal to zero, and we
have
nk(t) = wt(Nk(t)) , for all t ∈ R, k ∈ Z. (79)
The covariance matrix is found to be diagonal,
cjk(t) = wt[(Nj(t)− nj(t)I)(Nk(t)− nk(t)I)] = 1
L
nk(t)(nk(t) + 1) δ(k − j) . (80)
We now define our projector according to the general recipe laid out in section 2. To
be on the safe side, we first consider only a subset {Nk | k ∈ Z, |k| ≤ Λ} of observables
where Λ < ∞, and we put µk = +∞ for |k| > Λ in wt and denote the correspondingly
changed state as wΛt . This change has the effect that eq. (79) is valid only for |k| ≤ Λ,
and that eq. (77) returns zero for |k| > Λ. The projector as in eq. (17) is then:
PΛt (A) = w
Λ
t (A) I +
∑
|j|≤Λ
(Nj(t)− nj(t)I) · wΛt ((Nj(t)− nj(t)I)A)
nj(t)(nj(t) + 1)
= wΛt (A) I +
∑
|j|≤Λ
(Nj(t)− nj(t)I) ∂
∂nj(t)
wΛt (A) .
(81)
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To arrive at the formula in the second line, we used the analogue of eq. (20) for Aj = Nj .
In writing that expression, we have also anticipated that, in the expressions below, A
will be a power series in a#k (t), and wt(A) can then be written as a corresponding power
series in nk(t) by eq. (78). The operator ∂/∂nk(t) then acts as the usual partial derivative
operator on such an expression. In particular, it is clear from the last line that the nj(t)’s
in the denominator in the first line will always cancel, and so the case nj(t) = 0 will never
cause any problems.
We also need to choose our initial conditions, i.e. the quantum state ρ that we would
like to investigate. As we have just explained, in order for the states wt to be well defined,
we require ρHj to have finite trace for sufficiently large non-negative j. Furthermore, we
would like to have an initial state so that the Robertson equation is valid without a
“memory term”, compare sec. 2, thm. 1. Thus, we would ideally like to choose as our
state as ρ = ρ0, where
ρ0 =
1
Z
exp
(
−
∑
k∈Z
µkNk
)
. (82)
for some µk. In other words, we would like to choose our state to be quasi-free (w.r.t.
to the time-0 creation/annihilation operators a#k (0)!), and we would also like our initial
state to be translation invariant8. In the finite dimensional context, we were free to make
this assumption. Unfortunately, in the present model with infinitely many degrees of
freedom, a technical difficulty arises because we also need the initial state ρ to satisfy the
condition that ρHj be trace class for sufficiently large j. This condition is needed not
only in order to guarantee that the wt are well defined for all times t ∈ R, but it turns
out to be essential also in order to give sense to the other ingredients in the Robertson
equation the present infinite dimensional context, see below. Unfortunately, there seems
to be a conflict between demanding that ρHj ∈ I1(H), and that ρ be quasifree, i.e., equal
to (82) for some µk. The reason for this conflict seems to be the presence of the non-
trivial interaction λV in the Hamiltonian. The problem disappears if we only interpret
the pre-Boltzmann equation in the perturbative sense (see sec. 5), but here we wish to
have formulae that hold non-perturbatively. So we are forced to introduce e.g. a damping
factor into eq. (82), such as taking9
ρ = Z−1 exp
(
−βH −
∑
k∈Z
µkNk
)
(83)
where β is arbitrarily small but positive [compare thm. 2]. This has the effect of creating
a memory term in the Robertson equation, whose form is given by eq. (25), with Aj = Nj .
The memory term will clearly be of order β. We will not bother much about the memory
term, since this depends on the precise choice of initial state. Also, when we pass to the
perturbative expansion and long-time-dilute-medium limits in the next sections, we can
take the initial state as quasifree, and in that case the memory term vanishes.
With our definition of the projection operators etc. in place, we can now formally
appeal to the result obtained above in thm. 1, see eq. (25). This gives us:
8That is, invariant under the 1-parameter group generated by the momentum operator P =∑′
k(k/L) a
∗
kak.
9In order to see that this state satisfies Hjρ ∈ I1, one can e.g. use the Rosen estimates, noting that
on the right side we can replace H by H +
∑
k µkNk.
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Theorem 5 (“Pre-Boltzmann equation”) Let |p| ≤ Λ, where Λ <∞, and let the state ρ
satisfy the “initial condition” (82). Then we have the following equation for the expected
number densities np(t) = Tr(ρNp(t)), dropping the reference to Λ on wt:
1
λ2
d
dt
np(t) = “memory term”−
t∫
0
ds wΛs ([V (s), [V (t), Np(t)]]) − (84)
∞∑
r=1
(−iλ)r
t∫
0
ds
∑
|k1|,...,|kr|≤Λ
∫
t>σr>...>σ1>s
wΛs ([V (s), [V (σ1), Nk1(σ1)]]) ·
r∏
j=1
∂
∂nkj (σj)
wΛσj ([V (σj+1), Nkj+1(σj+1)]) d
rσ
where kr+1 = p, σr+1 = t in the last factor in the product. The infinite sum on the right
side converges absolutely. The derivatives ∂/∂nk(σj) are understood as explained below
eq. (81). The “memory term” is given by Tr[(ρ−ρ0)E0,t(δNp(t))], and it can be expanded
in a similar absolutely convergent series.
Remark: Before we come to the proof of this theorem, we emphasize that the sum over
r in formula given in the theorem is not a perturbation series in λ, which is known not to
converge. This is because the order m term contains terms that are themselves functions
of λ, for example a term like ws([Nk(t), V (t)]) is a function of λ, the Taylor series for
which would not converge. Also, Λ is not a cutoff of the theory, but merely a restriction
on the set of momenta k in nk(t) that we monitor.
Proof: We formally take Aj = Nj in thm. 1, which gives
d
dt
np(t) = “memory term” −
t∫
0
ws [δ ◦ Es,t ◦ δ(Np(t))] ds . (85)
Then, if we formally substitute the series expression (9) for Et,s with our choice (81) of
projectors PΛt , t ∈ R, then we arrive at the expression given in the theorem after a few
simple manipulations. Of course this does not conclude the proof, because equation (24)
was originally derived only in the context of matrices and it is not a priori clear to
what extent it makes sense in the infinite dimensional context considered now. The main
question is whether the cocycle Es,t can be defined in the infinite dimensional setting, and
the second question is to what extent the above compositions make sense, i.e. whether
the domains match up.
We first establish that the evolution cocycle Et,s is well defined. We define it as above
by the series expression (9), but of course we cannot use the proof given there to show
that the series is also convergent in the present setting. Instead, we will need to give a
new proof, the result of which we state as a
Lemma 4 The series for Es,t(A) converges for any A with finite “Sobolev”-norm ‖A‖1 =
‖(I +H)−1A(I +H)−1‖, and we have in fact
‖Es,t(A)‖1 ≤ eO(λ)|t−s|‖A‖1 . (86)
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In other words Es,t : HB(H)H → HB(H)H is a bounded operator with exponentially
bounded norm on the closure HB(H)H of B(H) under ‖ . ‖1.
The lemma proves that the domains in the composition Et1,t2 ◦ Et2,t3 match up, and
the series formula (9) for the evolution cocycle then also shows that the cocycle condition
indeed holds,
Et1,t2 ◦ Et2,t3(A) = Et1,t3(A) for all A ∈ HB(H)H . (87)
From this, it is now simple to demonstrate that it satisfies the desired differential equation.
Let us prove the lemma.
Proof of lemma 4: Let A be a bounded operator. From the series expression for Et,s,
we can estimate, dropping the superscript “Λ” on the projectors and wt for simplicity:
‖Es,t(A)‖1
≤
∞∑
k=0
∫
t>σk>...>σ1>s
‖δ ◦ Pσ1 ◦ · · · δ ◦ Pσk(A)‖1 dkσ
≤
∞∑
k=0
λk
∫
t>σ1>...>σk>s
dkσ
∑
|j1|,...,|jk|≤Λ
‖[H,Nj1(σ1)]‖1
∣∣∣wσk((Njk(σl)− njk(σl)I)A)∣∣∣
·
k−1∏
l=1
1
njl(σl)
∣∣∣wσl((Njl(σl)− njl(σl)I)[V (σl+1), Njl+1(σl+1)])∣∣∣ .
(88)
Our aim is to show that each term under the sum on the right side can be bounded by
‖A‖1(|t − s|λKΛ)k/k!, which will imply that the series converges absolutely for any t,
and the inequality (86).
In order to estimate the integrand, we use another lemma, which is at the heart of
our analysis, and which makes crucial use of the estimates nk(t) ≤ Kω−4+ǫk that were
derived above in thm. (3).
Lemma 5 For all k ∈ Z we have
|ws([Nk(t), V (t)]Nj(s))| ≤ K nj(s)ωjω−1k (89)
as well as
|ws([V (s), [V (t), Nk(t)]])| ≤ K ω−1k (90)
uniformly in t and s. Furthermore, if A is a bounded operator, we also have
|ws(Nj(s)A)| ≤ Kωjnj(s)‖A‖1 . (91)
A proof of this lemma is given below. When we now use the estimates (89) and (91)
from the lemma on the terms under the last integral, we note that the dangerous factors
of nj(s)
−1 precisely cancel out with the corresponding factor in the estimate, and the
subsequent factors of ωj and its inverse also cancel. In formulae, we have
‖δ ◦ Pσ1 ◦ · · · δ ◦ Pσk(A)‖1
≤ (Kλ)k ‖A‖1
∑
|j1|,...,|jk|≤Λ
‖[H,Nj1(σ1)]‖1 ωjknjk(σk)
k∏
l=2
njl−1(σl−1)ωjl−1ω
−1
jl
njl−1(σl−1)
≤ (KλΛ)k ‖A‖1 . (92)
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In the third line we have used that for an interaction polynomial of degree p, we have
using Nk(t) ≤ ω−1k H0(t), and Rosen’s inequality:
‖[H,Nj(t)]‖1 = ‖R[H,Nj(t)]R‖
≤ 2‖RNj(t)2R‖ 12
≤ 2ω−
1
2
+ǫ
j ‖RH0(t)1−2ǫN(t)1+2ǫR‖
1
2
≤ Kω−
1
2
+ǫ
j ‖RH2R‖
1
2 ≤ Kω−
1
2
+ǫ
j ,
(93)
with R = (I+H)−1. When p ≤ 4, we can improve this result to ‖R[H,Nj(t)]R‖ ≤ Kω−1j
using an improved version of Rosen’s inequality holding in that case, see e.g. sec. 3.1
of [17]. This is what has been used above for definiteness, but the case of general p is
analogous and leads only to slightly worse estimates. If we now take into account that
the volume of the integration region is |t− s|kk!−1, we get
‖Es,t(A)‖1 ≤
∞∑
k=0
∫
t>σk>...>σ1>s
‖δ ◦ Pσ1 ◦ · · · δ ◦ Pσk(A)‖1 dkσ
≤
∞∑
k=0
(K|t− s|λΛ)k
k!
‖A‖1 = eO(λ)|t−s|‖A‖1 , (94)
so the convergence of the series (88) follows for all t for any A with ‖RAR‖ < ∞. This
proves lemma 4. 
To complete the proof of the theorem, the only further thing we need to check is that
the combination ws[δ◦Et,s◦δ(Np(t))] is well defined. We can estimate ws[δ◦Et,s◦δ(Np(t))]
writing down again the series expression as above, using the same type of argument as
just given, and using also eq. (90). Then we see that the k-th term in the sum is now
dominated by (KΛλ|t−s|)k/k!, where the |t−s|kk!−1 again comes from the volume of the
set {t > σk > · · · > σ1 > s}. This shows convergence, and completes the demonstration
of the theorem up that of the above lemma 5. 
Proof of lemma 5: The proof of all estimates is rather similar; we show the first esti-
mate (89). We have
ws([Nk(t), V (t)]Nj(s)) = ws([Nk(t), V (s)]Nj(s))
= ws(Nk(t)V (s)Nj(s))− ws(Nj(s)V (s)Nk(t)) . (95)
The terms on the right side are estimated in exactly the same manner. We demonstrate
the argument for one of them. We have, using the Cauchy-Schwarz inequality together
with the fact that ws(Nk(t)V (s)Nj(s)) = ws(Nj(s)
1
2Nk(t)V (s)Nj(s)
1
2 ):∣∣∣ws(Nk(t)V (s)Nj(s))∣∣∣ ≤ (ws(Nj(s) 12Nk(t)2Nj(s) 12 )) 12(ws(Nj(s) 12V (s)2Nj(s) 12 )) 12 . (96)
By Rosen’s inequality, together with the inequality (Ψ, (A+ B)2Ψ) ≤ 2(Ψ, (A2 +B2)Ψ)
for hermitian A,B, we can estimate
Nk(t)
2 ≤ Kω−2k H2 ≤ 2Kω−2k (H0(s)2 + λ2V (s)2),
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so we find∣∣∣ws(Nk(t)V (s)Nj(s))∣∣∣2 ≤ Kω−2k · ws(Nj(s)(H0(s)2 + λ2V (s)2))ws(Nj(s)V (s)2) .
We continue our estimation by using Prop. 1.2.3 of [17], which implies that
V (s)2 ≤ ‖V (s)(I +N(s))− p2‖2 (I +N(s))p ≤ K(I +N(s))p.
This then allows us to estimate∣∣∣ws(Nk(t)V (s)Nj(s))∣∣∣ ≤ Kω−1k {ws(Nj(s)(I +N(s))p)2 + ws(H0(s)2Nj(s))2} 12 .
(97)
Now, we recall that the total number operator is N =
∑
k∈ZNk, and the free Hamiltonian
is H0 =
∑
k∈Z ωkNk, and similarly for the quantities at time s. Thus, in view of the
inequality just given, we have reduced the problem to that of estimating quantities of the
form ws(Nk1(s) . . .Nkr(s)). For this, we need a simple combinatorial formula. To derive
this formula, let X be any finite subset of Z, and for each i ∈ X , let αi ∈ N. Then we
have, using elementary Fock-space algebra:
ws
(∏
i∈X
Ni(s)
αi
)
=
∏
i∈X
∂αi
∂ξαii
ws
(
exp
∑
i∈X
ξiNi(s)
)∣∣∣∣∣
ξi=0
=
∏
i∈X
∂αi
∂ξαii
1− e−µi(s)
1− e−µi(s)+ξi
∣∣∣∣∣
ξi=0
=
∏
i∈X
∂αi
∂ξαii
1
1 + (1− eξi)ni(s)
∣∣∣∣∣
ξi=0
=
∏
i∈X
ni(s)ψαi(ni(s)) .
(98)
Here ψn(x) are the degree (n− 1) polynomials defined iteratively
ψ1(x) = 1 , and ψn+1(x) = (1 + x)
d
dx
[xψn(x)] . (99)
This formula implies (dropping the reference to “s” in ni(s) on the right side to lighten
the notation):
ws
(
Nk1(s) · · ·Nkp(s)
)
=
′∑
X1∪...∪Xn={1,...,p}
∑
l1,...,ln∈Z
∏
j∈X1
δ(l1 − kj) · · ·
∏
j∈Xn
δ(ln − kj)
· nl1ψ|X1|(nl1) · · ·nlnψ|Xn|(nln) .
(100)
With the help of this formula, we can now easily estimate quantities like e.g. ws(N(s)
p).
In such an expression we have a p-fold iterated sum over expressions of the form (100).
The key point is now that, after taking into account the Kronecker delta’s, we are left
with iterated sums each of which is accompanied by at least one factor of nk(s). Because
we have the estimate nk(s) ≤ Kω−4+ǫk from thm. 3, such a sum will converge. If we have
e.g. an expression of the form ws(H0(s)
2N(s)p), we can make a similar argument. Now,
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after taking into account the Kronecker delta’s, we are left with iterated sums which, at
worst contain a factor of ω2k (from the squared free Hamiltonian), and at least one factor
of nk(s). Again, because we have the estimate nk(s) ≤ Kω−4+ǫk from thm. 3, such a sum
will converge. By making simple arguments of this kind, we thus easily arrive at the basic
estimates:
ws
(
Nj(s)H0(s)
2
) ≤ Knj(s)ω2j , ws (Nj(s)(I +N(s))p) ≤ Knj(s) , (101)
from which it follows that |ws(Nk(t)V (s)Nj(s))| ≤ Knj(s)ω−1k ωj , and we find the same
estimate for |ws(Nj(s)V (s)Nk(t))|. This concludes the proof of the first inequality (89).
The second inequality (90) is dealt with in a very similar fashion. For the third
inequality, we can argue e.g. by saying that
ws(Nk(s)A) = ws(Nk(s)
1
2ANk(s)
1
2 )
≤ ‖(I +H)−1A(I +H)−1‖ws(Nk(s) 12H2Nk(s) 12 ) . (102)
We continue the estimation by
ws(Nk(s)
1
2H2Nk(s)
1
2 ) = ws(Nk(s)H
2)
≤ 2ws(Nk(s)H0(s)2) + 2λ2ws(Nk(s)V (s)2)
≤ 2ws(Nk(s)H0(s)2) + 2Kλ2ws(Nk(s)(I +N(s))p) .
(103)
The expressions on the right side have already been estimated in eq. (101), and hence
the desired inequality (91) follows. 
4.2 Alternative form of the pre-Boltzmann equation
It is convenient for later purposes to write the pre-Boltzmann equation in a way which
makes more manifest the dependence of the integrands on the number densities nj(s).
For this, it is convenient, to introduce the “collision kernels” BΛ(E, p, s) by the formula
BΛ(E, p, s) :=
−iλE
2π
∫
R
dt e−iE(t−s)wΛs ([V (s), Np(t)]) . (104)
From now on we will drop the reference to Λ, for simplicity of notation. The terminology
for these kernels will become later below, where we will relate them to scattering cross
sections. These kernels are distributions in E that are defined for any s ∈ R and p ∈ Z. We
claim that the pre-Boltzmann equation can be written entirely in terms of these kernels.
We will demonstrate this now for the collision term on the right side of the Boltzmann
equation. Similar arguments can also be applied to the memory term. However, this will
later be set to zero anyway by an appropriate choice of initial state, so we will not discuss
this here.
The statement is clear for the first term on the right side of the pre-Boltzmann equa-
tion, since the factor of E in front of B(E, p, s) can be converted to a t-derivative in the in-
tegrand, which in turn yields the resulting first term on the right side of the pre-Boltzmann
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equation in view of ∂
∂t
Np(t) = i[H,Np(t)] = iλ[V (t), Np(t)], using [H0(t), Np(t)] = 0. The
remaining terms on the right side of the pre-Boltzmann equation can also be massaged
into convolutions of the collision kernel using the following elementary chain of equalities:
λwτ([V (t), Np(t)]) = wτ ([H0(t) + λV (t), Np(t)]) = wτ ([H(t), Np(t)]) =
= wτ ([H(τ), Np(t)]) = λwτ ([V (τ), Np(t)]) =
= λwτ([V (τ), Np(t)])− λwτ([V (τ), Np(τ)]) =
= λ
t∫
τ
dτ ′ wτ ([V (τ), ∂τ ′Np(τ
′)]) = iλ2
t∫
τ
dτ ′ wτ ([V (τ), [V (τ
′), Np(τ
′)]]) .
(105)
This equality puts the terms appearing in the second half of the pre-Boltzmann equation
into a form similar to the first, and so we can again express them through the collision
kernel B(E, p, s). In the above computation we have used [H0(t), Np(t)] = 0 in the first
and fourth equality. To go from the first line to the second line we use energy conservation,
i.e. the fact that the full Hamiltonian does not depend on time. Combining eq. (105),
the definition of wt, and that of the collision factor, eq. (104) then leads to the following
proposition:
Proposition 1 The pre-Boltzmann equation can be expressed in terms of the collision
kernels B(E, p, s) as
d
dt
np(t) = “memory term”−
t∫
0
ds
∫
R
dE eiE(t−s)B(E, p, s) −
∞∑
n=1
t∫
0
ds
∫
R
dE
∫
∆2n(s,t)
dnτdnσ
∫
R
n
dnE
∑
|k1|,...,|kn|≤Λ
·
· eiE(τ1−s)B(E, k1, s)
n∏
j=1
eiEj(σj−τj)
∂
∂nkj(τj)
B(Ej , kj+1, τj) .
(106)
In this expression, we are denoting by ∆2n(s, t) = {s < τ1 < σ1 < · · · < τn < σn < t},
and kn+1 = p in the expression under the integral. This is an equivalent form of the
pre-Boltzmann equation, and hence still valid non-perturbatively. As above, the sum over
n is absolutely convergent.
The collision kernels B(E, p, s) that appear in this form of the pre-Boltzmann equation
can be rewritten in terms of (local) Mo¨ller operators and the number densities nj(s), j ∈
Z, as we now explain. Define the local Mo¨ller operators as
S(s, t) := eisHe−i(s−t)H0e−itH = ei(t−s)H0(s)e−i(t−s)H . (107)
These are unitary operators on H. The true S-matrix of the theory (which exists for
the model, see [21]) would be given in terms of these local Mo¨ller operators by S =
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s-limt→∞ S(0,+t)S(−t, 0) = s-limt→∞ S(−t, t) on a suitable domain of vectors in H, in
the infinite volume limit L→∞. However, we will not take these limits here as yet. We
also record the properties
S(s, s) = I ,
∂
∂t
S(s, t)Φ = (−iλ) ei(t−s)H0(s)V (s)e−i(t−s)H0(s) S(s, t)Φ , (108)
for suitable vectors Φ ∈ H. The terminology “local Mo¨ller operators” arises from the fact
that they are equal to the S-matrix of a theory wherein the interaction V is switched only
within the time-interval [s, t]. We will come back to this when we look at the perturbative
expansion for the local Mo¨ller operators in the next section.
From the properties of S(s, t), together with the fact that ei(t−s)HNp(s)e
−i(t−s)H =
Np(t), we see that
λws([V (s), Np(t)]) = −i ∂
∂t
ws
(
ei(t−s)HNp(s)e
−i(t−s)H
)
= −i ∂
∂t
ws (S(s, t)
∗Np(s)S(s, t)) (109)
= −i ∂
∂t
ws (S(s, t)
∗[Np(s), S(s, t)]) .
We can expand the local Mo¨ller operators in terms of creation and annihilation operators
as
S(s, t) = I + i
′∑
X,Y⊂Z
MX→Y (s, t) δ(kX − kY )∏
i∈X(2ωi)
1
2
∏
j∈Y (2ωj)
1
2
∏
j∈Y
aj(s)
∗
∏
i∈X
ai(s) . (110)
The delta is due to the fact that the local Mo¨ller operators commute with the momentum
operator on H, and kX denotes the sum over all i ∈ X etc. Then, combining this formula
with that for the collision kernels B(E, p, s), we get
B(E, p, s)
=
E2
2πL
′∑
X,X′,Y,Y ′
∫
R
dt e−iE(t−s) (δX(p)− δY (p))MX→Y (s, t)MX′→Y ′(s, t) (111)
δ(kX − kY )δ(kX′ − kY ′)ws
(∏
i′∈X′
ai′(s)
∗
(2ωi′)
1
2
∏
j′∈Y ′
aj′(s)
(2ωj′)
1
2
∏
j∈Y
aj(s)
∗
(2ωj)
1
2
∏
i∈X
ai(s)
(2ωi)
1
2
)
.
The summation is over finite subsets X, Y,X ′, Y ′ of {−Λ, . . . ,Λ} ⊂ Z, and we use the
notation
δX(p) =
{
L if p ∈ X ,
0 otherwise.
(112)
The expectation values are directly evaluated using “Wick’s theorem” in the form of
formula (78). Applying this formula gives us, after some combinatorial considerations,
the expression:
B(E, p, s) =
1
2π
′∑
X,Y
(δX(p)− δY (p))
∫
R
dt e−iE(t−s)
· E2|M˜X→Y (s, t)|2 δ(kX − kY )
∏
i∈X
ni(s)
2ωi
∏
j∈Y
1 + nj(s)
2ωj
,
(113)
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where the sum is over all subsets X, Y ⊂ {−Λ, . . . ,Λ} ⊂ Z, and where the “dressed”
matrix elements (with tilde) are defined by
M˜X→Y (s, t) =
′∑
Z⊂{−Λ,...,Λ}
MX∪Z→Y ∪Z(s, t)
∏
i∈Z
ni(s)
2ωi
. (114)
The dressed matrix elements have an expansion in terms of Feynman diagrams, but the
propagators are not the standard Feynman propagators, but instead are modified by
contributions depending on ni(s), i ∈ Z. These expressions will be given in the next
section. We may summarize our findings in this section in the following proposition:
Proposition 2 The expected number densities nj(t) satisfy the integro-differential equa-
tion (106), where the collision kernels B(E, p, s) are given by eq. (113). These kernels
depend on the number densities as well as the local scattering matrix elements MX→Y
via eq. (114).
Remark: In the next section we will see that the dressed matrix elements M˜X→Y have
an expansion in terms of Feynman diagrams with “dressed” propagators.
5 Perturbative expansion
In the preceding section, we have derived an integro-differential equation (see eq. (106))
for the expected number densities nj(t). This equation is hardly simpler than the original
Heisenberg equation of motion for the corresponding operator quantities Nj(t), but it has
the advantage that it is not an operator equation, and that it only involves the quantities
nj(t), and no other information. What we will do is to take the collision factors B(E, p, s)
(see eq. (113)) in the series, and expand each one of them in a perturbation series in λ.
In this way, we will relate the expressions under the integral signs in the pre-Boltzmann
equation to standard integrals (position space Feynman integrals) in perturbation theory.
Thus, we will get a closed system of equations for the collection nj(s) in terms of quantities
that are in principle calculable in perturbation theory. This will important for the next
sections when we derive the Boltzmann equation.
We will from now on ignore all questions related to the convergence of the perturbation
series, which at any rate is known not to converge. Thus, in this section, all power series
in λ that we will write down are to be understood as formal power series only—note that
this was not the case for the series in the pre-Boltzmann equation, which we proved to
be convergent. If we neglect such questions, we are then free to choose the initial state ρ
to be quasifree, i.e. of the form ρ0 in eq. (82), and this has the effect that the “memory
term” disappears in eq. (106). It is then also possible to take Λ = ∞, to get a closed
system of equation simultaneously for all number densities, and we will do this from now
on. Apart from this, we do not make any simplification, in particular, we will not drop
any terms in the perturbation expansion.
As we have said, the terms that we would like to express in perturbation theory
are the terms under the integral in the pre-Boltzmann equation. As seen from the pre-
Boltzmann equation in the form (84), these terms have a relatively simple expression
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in terms of the time-s-creation/annihilation operators a#k (s) [see eq. (30)], and so it is
natural to attempt a perturbation expansion about a fictitious free field φ0(t, x) that
coincides with the interacting field φ(t, x) at time s—rather than an asymptotic in-field
as is more commonly done in perturbation theory. The free field φ0(t, x) that we will
consider is an operator-valued distribution onH, satisfying the free massive Klein-Gordon
equation in the sense of distributions
(−m2)φ0(t, x) = 0 , (115)
with  the Klein-Gordon operator on the flat Lorentzian cylinder R×S1 of circumference
2πL. This free field φ0(t, x) is taken to satisfy the same initial conditions at time t = s
[when we take a matrix element with any Φ,Ψ ∈ D(H 12 ), and in the sense of distributions
in x ∈ S1] as the interacting field φ(t, x):
φ0(t, x) = φ(t, x) , and
∂
∂t
φ0(t, x) =
∂
∂t
φ(t, x) , when t = s. (116)
Note that these conditions only hold for the time t = s, and will be false for other times
t 6= s, unless the coupling constant λ is zero. Indeed, the interacting fields φ evolves
with respect to the full hamiltonian H , whereas the free field φ0 evolves with respect
to the time-s free Hamiltonian H0(s). Note also that the free field φ0 depends on the
initial time s at which it is set to be equal to the interacting field. Strictly speaking,
this should be incorporated into the notation φ0(t, x) somehow, but we will not do this
here for simplicity. The free field has a simple expression in terms of the creation and
annihilation operators a#k (s), which is given by
φ0(t, x) =
′∑
k∈Z
[uk(t, x) ak(s)
∗ + uk(t, x) ak(s)] , (117)
where uk(t, x) are the standard positive frequency solutions to the free Klein-Gordon
equation on R× S1 given above in eq. (31). As is well known, the interacting field φ can
be expressed in terms of the free field via a formal power series expression. This series
is usually given in the case that the free field φ0 is an “in”-field (i.e. formally taking
s → −∞), and it is then called “Haag’s series” [20, 19]. But a similar formula is also
valid for finite s, see e.g. [4, 26, 9]; it is given below.
After these preparations, we are now ready to give a perturbative expansion for the
collision kernels B(E, p, s), see eq. (104). There are actually two such representations,
and we will give them both in the following two subsections. The first one is in terms
of the local Mo¨ller operators and their perturbative expansion (see previous section),
whereas the second one is in terms of retarded products. The first derivation has the
advantage that it directly involves the (local) scattering cross sections, and it will be
used in the next section when we come to the long-time limit. The second expression is
more suitable when working in curved spacetime, and this will be the starting point of our
investigation in the second paper [23] in this series. Furthermore, the second derivation
also goes through in higher spacetime dimensions d > 2 when renormalization becomes
an issue, whereas the first derivation is only valid as it stands in superrenormalizable
models.
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5.1 Expression 1
The first way is to use equation eqs. (110), (113) which contain the local Mo¨ller operators
S(s, t), where s < t, and their matrix elements. These operators satisfy the differential
equations (108), which, when written in terms our auxiliary free field read
S(s, s) = I ,
∂
∂t
S(s, t)Φ = −iλ V0(t)S(s, t)Φ . (118)
Here, we have introduced the “interacting picture” potentials, given in terms of the
auxiliary free field by
V0(t) =
p∑
n=0
bn
2πL∫
0
: φn0 (t, x) : dx , (119)
and we have used that V0(t) = e
i(t−s)H0(s)V (s)e−i(t−s)H0(s), because H0(s) generates the
time evolution of the free field φ0(t, x). The double dots in the above equation mean
that we expand the free field in terms of a#k (s) and move all annihilation operators to the
right, in formulae
: φn0 (t, x) : =
′∑
|X∪Y |=n
∏
k∈X
uk(t, x)ak(s)
∗
∏
j∈Y
uj(t, x)aj(s) ,
where the sum runs over subsets X, Y ⊂ Z. The differential equations are readily inte-
grated in the sense of formal power series in λ, and this gives
S(s, t) =
∞∑
r=0
(−iλ)r
∫
s<σ1<...<σr<t
V0(σr) · · ·V0(σ1) drσ . (120)
The right side is a time ordered exponential. It is clear from this expression that S(s, t)
agrees with the “local S-matrix” of Bogoliubov [2] and Epstein-Glaser [11]. We now
expand the time ordered products into normal ordered products of the free field φ0 using
an appropriate version of Wick’s theorem (see e.g. the “local Wick expansion” of [24,
4]). Then we obtain a perturbative expression for the matrix elements MX→Y (s, t) [see
eq. (110)] in terms of position space Feynman integrals with a “time cutoff” restricting the
integration range of the time variables of the Feynman integrals to the interval [s, t]. Tn
the present superrenormalizable model these integrals are absolutely convergent, without
the need of any sort of renormalization process beyond the normal ordering procedure
which has already been carried out.
For completeness, we give the formula here. For a Feynman graph G, with interaction
vertices as given by the interaction polynomial in eq. (29), let V (G) be the set of vertices,
L(G) the set of internal lines, E(G) the set of vertices connected to external lines. For
each subsets X, Y ⊂ Z of momenta, and j ∈ E(G), let X(j) ⊂ X be the ingoing momenta
from X connected to that vertex j, each associated with an external line, and similarly
we let Y (j) ⊂ Y be the outgoing momenta connected to j. The perturbative expansion
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for the matrix elements of the local Mo¨ller operators is then
MX→Y (t, s) =
∞∑
r=0
(−iλ)r
∑
G:|V (G)|=r
cG (2π)
− 1
2
|X|− 1
2
|Y |
∫
s<x0
1
,...,x0r<t
d2rx
∏
ij∈L(G)
∆F (xi, xj)
∏
j∈E(G)
exp
(−ikX(j)xj + ikY (j)xj) (121)
Here, xi = (x
0
i , x
1
i ) ∈ R × S1 are spacetime points, and kX is the sum of all 2-momenta
(k0, k1) = (ωk, k/L) corresponding to a set X ⊂ Z etc. cG = |Aut(G)|−1
∏
i∈V (G) bn(i) is
a standard weight factor associated with the diagram (with n(i) the valence of the i-th
vertex) which is explained in more detail in many textbooks on quantum field theory.
The ∆F are the Feynman propagators—i.e. time ordered vacuum expectation values of
free fields φ0—of the cylinder spacetime R× S1, given by
∆F (x1, t1, x2, t2) =
1
2πL
∑
p∈Z
∫
R
dE
e−iE(t1−t2)+ip(x1−x2)/L
ω2p − E2 − i0
=
1
4π
∑
n∈Z
K0(
√
σn + i0) ,
σn = m
2[−(t1 − t2)2 + (x1 − x2 + 2πnL)2] .
(122)
To go from the first to the second line, we have used the the Poisson summation formula,
and K0 denotes a Bessel function. The last formula says the that Feynman propagator
on the cylinder arises from that on Minkowski spacetime by taking a “sum over images”.
The relevant point for us here is that K0(
√
z) ∼ log z, so the singularities of the Feynman
propagator on the cylinder will only be present for null-related pairs of points, and are
locally Lp-functions for any p <∞, thus implying the absolute convergence of the integral
in formula (121).
A simple combinatorial argument then shows that the “dressed” matrix elements
M˜X→Y (s, t) [see eq. (114)] are given by the same formula, but with the “dressed” prop-
agators
∆˜F (x1, t1, x2, t2) = θ(t1 − t2)ws(φ0(x1, t1)φ0(x2, t2)) + θ(t2 − t1)ws(φ0(x2, t2)φ0(x1, t1))
= ∆F (x1, t1, x2, t2) +
1
2πL
∑
k∈Z
nk(s)
2ωk
e−iωk(t1−t2)+ik(x1−x2)/L .
(123)
In order to see that the integrals for the dressed propagators are still absolutely con-
vergent, it is sufficient to show that the term involving the sum is a sufficiently regular
function. In fact it is of class C3(R×S1×R×S1). This easily follows from the fact that
nk(s) ≤ Kω−4+ǫk for any ǫ > 0, by thm. 3.
Thus, in summary, with our choice for the initial state Tr(ρ . ) = w0 (“maximum en-
tropy”), the memory term on the right side of the pre-Boltzmann equation (106) van-
ishes. The collision kernels B(E, p, s) in the pre-Boltzmann equation are still given by
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the above expression, which we repeat:
B(E, p, s) =
1
2π
′∑
X,Y
(δX(p)− δY (p))
∫
R
dt e−iE(t−s)
E2|M˜X→Y (s, t)|2 δ(kX − kY )
∏
i∈X
ni(s)
2ωi
∏
j∈Y
1 + nj(s)
2ωj
,
where X, Y run over subsets of {−Λ, . . . ,Λ} ⊂ Z. These are in turn obtained from the
dressed matrix elements M˜X→Y (t, s), see eq. (114). We have seen that the following
proposition is true:
Proposition 3 The perturbative expansion (i.e. formal power series expansion in λ) of
the dressed matrix elements is:
M˜X→Y (t, s) =
∞∑
r=0
(−iλ)r
∑
G:|V (G)|=r
cG (2π)
− 1
2
|X|− 1
2
|Y |
∫
s<x0
1
,...,x0r<t
d2rx
∏
ij∈L(G)
∆˜F (xi, xj)
∏
j∈E(G)
exp
(−ikX(j)xj + ikY (j)xj) , (124)
where ∆˜F is the dressed Feynman propagator on S
1 × R given by eqs. (123), (122). The
integrals converge absolutely.
This concludes our first derivation of the perturbative expansion for the right side of the
pre-Boltzmann equation.
5.2 Expression 2
We now give an equivalent alternative way to expand B(E, p, s) in a formal power series
in λ. This derivation relies on an alternative expansion of the interacting field φ in terms
of the free field φ0. The relevant formula is well-known in the literature (“Haag’s series”),
see e.g. [20, 4, 9, 36]. It is, in our notation
φ(t, x) = φ0(t, x) +
∞∑
n=1
(iλ)n
n!
∫
[s,t]n
Rn
(
φ0(t, x);V0(τ1)⊗ · · · ⊗ V0(τn)
)
dnτ for t ≥ s. (125)
Here, the notation Rn means a “retarded product”. Mathematically, it is convenient
to take the view that it is a bilinear map Rn : F × (⊗nF) → End(H), where F is
the linear space of classical local expressions of a fictitious classical field φ of the form
A =
∫
W [φ0(x), ∂φ0(x), . . . , ∂
rφ0(x)]f(x) d
2x, with W a multivariate polynomial, and
f ∈ C∞(S1 × R). In particular, in F , no field equations are assumed. The Rn take
their values in a suitable space of quadratic forms in H, for details see [24, 25, 4, 9].
The retarded products are distributional in nature, i.e. for B,A1, . . . , An ∈ F of the
above form, Rn(B;⊗iAi) is a distribution in the test functions h, f1, . . . , fn implicit in
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B,A1, . . . , An. For example, inside the retarded product, V0(t) =
∑
bn
∫
φ0(t, x)
n dx
means the classical expression for the potential (hence no “normal ordering”), and it is
not understood that the classical field φ0 is to satisfy a field equation when standing
inside Rn. For a single factor and W (x) =W [φ0(x), ∂φ0(x), . . . , ∂rφ0(x)], we have
R0(W (x)) = : W (x) : . (126)
Thus, the formula for the interacting field φ(x) has φ0(x) as its lowest order term, as
required. If B,Ai are smeared polynomials U,Wi in φ0(x) but not its partial derivatives
(viewed again as “classical expressions”), then there is a similarly simple expression also
for the corresponding retarded product Rn(B;⊗iAi) with n factors; it is given by a
sum of multiple commutators multiplied by step functions, see e.g. [9]. However, if the
arguments of the retarded products contain derivatives, then this simple formula becomes
ill-defined, essentially because one then has to perform renormalization10 In this case, the
retarded products may be thought of as defined by a combinatorial formula in terms of
time-ordered and anti-time ordered products T resp. T (see e.g. [4, 9]), which is
Rn
(
B;
n⊗
i=1
Ai
)
=
∑
X∪Y={1,...,n}
T¯|X|+1
(
B ⊗
⊗
j∈X
Aj
)
T|Y |
(⊗
i∈Y
Ai
)
. (127)
This then leaves one with the product of defining the ordinary time ordered products, see
e.g. [11, 4, 9, 24, 25]. It follows from these constructions that the time ordered/retarded
products have an expression in terms of a#k (s), the creation/annihilation operators at
time s, cf. (30).
The retarded products owe their name to their support properties: If B,Ai are poly-
nomials in φ0 and its partial derivatives, viewed as “classical expressions”, then we have
suppRn
(
B;⊗ni=1Ai
)
⊂ {suppAi ⊂ J+(suppB) for all i = 1, . . . , n} , (128)
where J±(S) denotes the causal future/past of a set S ⊂ R × S1, and where we define
the support of an expression A =
∫
W [φ0(x), ∂φ0(x), . . . , ∂
rφ0(x)]f(x) d
2x to be equal to
the support of the testfunction f .
We can now start with our task of expanding expressions on the right side of the pre-
Boltzmann equation in perturbation theory. This is accomplished essentially by inserting
a perturbative formula for the interacting field Np(t) into eq. (104). In order to do this
in an efficient way, we proceed as follows. First, we note that, by the Glaser-Lehmann-
10When carrying out this renormalization, it turns out to be of considerable advantage to consider the
arguments of the retarded products to be classical expressions, and this is why we proceed here in this
way.
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Zimmermann (GLZ)-formula (see [9, 19]), we have11 :
[V (s), Np(t)] = (129)
∞∑
n,m=0
(−iλ)n+m
(n +m)!
∫
[s,t]n+m
[
Rn
(
V0(s);
n⊗
j=1
V0(σj)
)
,Rm
(
Np(t);
m⊗
l=1
V0(σl)
)]
dn+mσ =
∞∑
n=0
(iλ)n
n!
∫
[s,t]n
{
Rn
(
V0(s);Np(t)⊗
n⊗
j=1
V0(σj)
)
−Rn
(
Np(t);V0(s)⊗
n⊗
j=1
V0(σj)
)}
dnσ .
Then, multiplying this equation through with a step function and using the support
properties of the retarded products, we get:
θ(t− s)[V (s), Np(t)] =
∞∑
n=0
(iλ)n
n!
∫
R
n
Rn
(
Np(t);V0(s)⊗
n⊗
j=1
V0(σj)
)
dnσ . (130)
We now use this expression in our expression (104) for the collision kernel B(E, p, s).
In this formula, we may multiply the integrand by a step function θ(t− s), because the
opposite step function θ(s − t) would give a contribution to B(E, p, s) that is analytic
for ImE > 0, and which would for this reason vanish when substituted back into the
pre-Boltzmann equation. Therefore, up to such an irrelevant contribution, our collision
term becomes
B(E, p, s) =
1
2π
∞∑
n=0
(iλ)n
n!
∫
R
dt e−iE(t−s)
·
∫
[s,t]n
ws
[
Rn
(
Np(t);V0(s)⊗
n⊗
j=1
V0(σj)
)]
dnσ .
(131)
This is our second expression for the collision factor. The expectation values of the
retarded products in the states ws can be evaluated in terms of Feynman integrals with
“propagators” (123) using a version of Wick’s theorem [26, 4, 9], because the retarded
products are expressible in terms of a#k (s), and because the states ws are quasifree, cf. (78).
The propagators can be evaluated in terms of the factors nk(s), but we will not show this
here. In higher dimensions d > 0 (or for any model that is not superrenormalizable), the
fully renormalized retarded product must be understood in the above expression.
In summary, our pre-Boltzmann equation (106) together with the perturbative expres-
sion for B(E, p, s) gives us a closed set of integro-differential equations for the unknown
quantities np(t). While these equations are not particularly simple, but we will see in
the next section that they form a good starting point for a further expansion, namely
a simultaneous expansion essentially the inverse observation time 1/t, and the coupling
constant λ [or typical initial density np(0)].
11Note that Np(t) when expressed in terms of the free field φ0 is not a local expression in F . However,
it is still local in time, and this is sufficient in order for the retarded (or time ordered) product to make
sense in two spacetime dimensions.
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6 The long-time and low-density limit
We are now in the position to study the limit t → ∞ of the expected number densities
np(t). It is in this limit that the Boltzmann equation as stated in the introduction will
emerge. When taking this limit, it is clear, however, that we must at the same time
consider a correspondingly dilute medium, or a correspondingly weakened interaction.
The latter case is somewhat simpler and has been studied previously e.g. in the context
of a lattice fermi gas in [13, 28]. It could be discussed in our framework as well, and this
would only involve certain relatively obvious modifications of the arguments that we now
present for dilute medium (low-density) limit.
The idea is to introduce a new small parameter, ǫ, into the problem. This is not an
additional coupling constant, but instead characterizes the initial density matrix state
ρ(ǫ) of the system, as well as the time over which we observe it. Roughly speaking, the
time duration over which we wish to observe is of order ǫ−1, whereas the initial densities
characterizing the initial state via eq. (82) are of order ǫα for a suitable α > 0. The idea
is to make an expansion of the observable quantities, i.e. the expected densities, in the
new small parameter ǫ. The leading order contribution in this expansion will obey an
equation closely related to the Boltzmann equation described in the introduction. But
one can also consider higher orders. These will describe corrections to the dilute-medium-
and-long-time limit. In this paper, we will only consider the leading order. The precise
value of α = 1 will be needed for the limit as ǫ→ 0 to exist. In order to see more clearly
how this value arises, however, we will for now we keep it as a free parameter.
6.1 Derivation of main equation
In order to introduce the long-time-dilute-medium limit, let us write
t = T/ǫ , np(t) = ǫ
α νp(ǫ, T ) . (132)
The idea is to take ǫ → 0+, while keeping T fixed (so that t → ∞), and while keeping
the initial density νp(ǫ, 0)–and hence the initial state (82)–fixed (so that np(0)→ 0). We
will also take the thermodynamic limit L→∞. We claim that the limiting quantities
νp(T ) := lim
ǫ→0
νp(ǫ, T ) , (133)
if they exist, satisfy an equation [cf. (143)] which is similar to the Boltzmann equation,
and which reduces to the Boltzmann equation as stated in the introduction if we also
assume that the collision time is long (e.g. when λ becomes small). Because the initial
densities np(0) are scaled to zero, the limit that we consider is the long-time-and-dilute-
medium limit.
The full mathematical demonstration of this claim would require us to control the
limit as ǫ→ 0 of νp(ǫ, T ), and for this we would have to look at the full non-perturbative
dynamics of the model. This ought to be possible in principle using methods similar
to those described in the previous sections, but we do not believe that such an analysis
would necessarily offer considerably more insight into the nature of the limit than a
formal derivation. In this section, we would like to give such a more formal derivation.
Our proof starts by simply assuming that the limit νp(T ) := limǫ→0 νp(ǫ, T ) exists in a
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suitably strong sense. We then use the pre-Boltzmann equation to see what equation this
limit must satisfy. The equation that we arrive by this process–taking also the freedom
to exchange limits and integrals while we are at it–will be eq. (143).
We begin by substituting t = T/ǫ into the pre-Boltzmann equation in the form (84),
noting that the “memory term” is absent due to our choice of the initial state (82). After
changing variables s→ s/ǫ and E → ǫE in the first integral and making similar changes
in the other terms, we are led to the equation
∂T νp(ǫ, T ) = −
T∫
0
ds
∫
R
dE eiE(T−s)B(ǫ, E, p, s) −
∞∑
n=1
(−1)nǫn(α−1)
T∫
0
ds
∫
R
dE
∫
∆2n(s,T )
dnτdnσ
∫
R
n
dnE
′∑
|k1|,...,|kn|≤Λ
·
· eiE(τ1−s)B(ǫ, E, k1, s)
n∏
j=1
eiEj(σj−τj)
∂
∂νkj(τj , ǫ)
B(ǫ, Ej , kj+1, τj) .
(134)
In this expression, we are denoting by ∆2n(s, T ) = {s < τ1 < σ1 < · · · < τn < σn < T},
and kn+1 = p in the expression under the integral. Furthermore, we denote
B(ǫ, E, p, s) :=
1
ǫ1+α
B
(
ǫE, p,
1
ǫ
s
)
, (135)
and it is understood that in this expression for B, all factors of np(s) have been replaced
by ǫα νp(s, ǫ). So far, we have only performed trivial changes of variables, and hence
our formulae still hold exactly. Now, we would like to take the limit ǫ → 0+, and the
thermodynamic limit L → ∞ and the limit Λ → ∞. As we have said, we are going to
discuss these limits only in a semi-rigorous fashion, but we believe that a rigorous, but
considerably more involved, discussion would also be possible and would lead to the same
conclusion.
Let us first discuss the thermodynamic limit L → ∞. Since the quantities np(t)
were defined as densities [compare (44)], we expect that they will possess a well defined
thermodynamic limit. Assuming this to be the case, the pre-Boltzmann equation is
expected to continue to hold in the thermodynamic limit, at the very least in the sense
of formal power series in λ. To obtain the collision factors, one must then only make the
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(standard) replacements:
np(t) , p ∈ Z L→∞−−−→ np(t) , p ∈ R
L∂/∂np, p ∈ Z L→∞−−−→ δ/δnp , p ∈ R
2πL∫
0
dx
L→∞−−−→
∫
R
dx , x ∈ R
ωp =
√
p2/L2 +m2 , p ∈ Z L→∞−−−→ ω(p) =
√
p2 +m2 , p ∈ R
1
L
∑
p∈Z
f(p/L)
L→∞−−−→
∫
R
dp f(p)
δ(p) , p ∈ Z (scaled Kronecker delta) L→∞−−−→ δ(p) , p ∈ R (Dirac delta).
The functional derivative in the second line is defined as usual by d
dz
F [n + zf ]|z=0 =∫
δF [n]/δnp fp dp.
In order to write the rescaled collision factor (135) in the thermodynamic limit, we
use that
MX→Y (s, t) =MY→X(−t,−s) (136)
in the present PT-invariant theory, and we also use the identity
MX→Y (s+ a, t+ a) =MX→Y (s, t) exp {−ia(ωX − ωY )} , (137)
where here and in the following we set
ωX :=
∑
q∈X
ω(q) , kX :=
∑
q∈X
q . (138)
Then, after a trivial change of integration variables, the rescaled Boltzmann collision
factor becomes in the thermodynamic limit (and the limit Λ→∞)
B (ǫ, E, p, s) =
1
2π
∫
X,Y
dΠX,Y δ(kX − kY ) δX(p)
∫
R
dt e−iEt
· E2
∣∣∣∣MX→Y (0, tǫ)
∣∣∣∣2 {ǫα(|X|−1) ∏
q∈X
νq(ǫ, s)− ǫα(|Y |−1)
∏
q′∈Y
νq′(ǫ, s)
}
+ . . . ,
(139)
where the dots are higher order terms in ǫ that we have not displayed, because they will
disappear when we take ǫ→ 0+. Here X = {q1, . . . , qn} resp. Y = {q′1, . . . , q′n′} now de-
note sets of real on-shell momenta, dΠX,Y is the natural integration element concentrated
on the corresponding number of Cartesian copies of the upper mass hyperboloid
dΠX,Y =
∏
q∈X∪Y
dΠq , dΠq =
dq
2
√
q2 +m2
, (140)
and it is understood that X resp. Y run over arbitrary subsets of R2n resp. R2n
′
, and n
resp. n′ is summed over.
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We would now like to take the limit as ǫ → 0+ of the rescaled collision factor in
eq. (139). Let us define Bp(s) to be the expression
Bp(s) = 4π2
∫
H(m)n+1
dΠk1,...,kn+1 ·
{
δ2
(
p+ q1 − q2 − · · · − qn+1
)∣∣∣Mp,q
1
→q2,...,qn+1
∣∣∣2νp(s)νq1(s)−
− δ2
(
p+ q1 + · · ·+ qn−1 − qn − qn+1
)∣∣∣Mp,q1,...,qn−1→qn,qn+1∣∣∣2νqn(s)νqn+1(s)
}
,
(141)
where MX→Y now denotes the full (rather than local) scattering matrix element of the
theory, with the energy-momentum conservation delta’s taken out. H(m) = {(p0, p1) ∈
R
2 | p0 =
√
p21 +m
2} is the mass hyperboloid. In the next subsection 6.2, we will argue
that, if we choose α = 1, then the limit exist, and is in fact independent of E, and we
have, in the sense of distributional boundary values:
lim
ǫ→0+
B.V.
ImE<0,ImE→0
B(ǫ, E, p, s) = (2ωp)
−1 Bp(s) , (142)
plus a contribution that is the boundary value of an analytic function for ImE > 0, but
that will not contribute to the expression eq. (134). Indeed, for that contribution, we
can deform the contour of the dE-integration in eq. (134) to the trivial contour within
the half plane ImE > 0, as the exponent eiE(T−s) provides a damping there (note that
s < T ), and the same applies to the other dEi-integrals in eq. (134). Substituting the
limit (142) into the limit of pre-Boltzmann equation (134) then delivers the final result
ωp∂T νp(T ) = Bp(T ) −
∞∑
n=1
∫
0<τ1<...<τn<T
dnτ
∫
H(m)n
dΠk1,...,kn Bk1(τ1)
δ
δνk1
Bk2(τ1) · · ·
δ
δνkn
Bp(τn) ,
(143)
because each dE integration in the first integral in eq. (134) now yields a delta-function12,
the effect of which is that the subsequent ds-integration can be performed trivially. The
same remark applies to the other iterated integrals on the right side. This equation is
the main result of this paper. It shows how the rescaled number densities νp evolve with
time in the long-time, dilute state limit. Let us discuss the interpretation of eq. (143).
We first remark that our equation (143) is different from the Boltzmann equation, see
eq. (1), in that13 the collision factor Bp involves also collisions other than 2→ 2 processes,
and in that there are additional “rescattering terms” in our equation (the terms with
n > 0), which are non-local in time, and involve iterated collision kernels Bp. These
12Note that when we substitute eq. (142), we may take the ds-integration from 0 to ∞ when we take
the limit, because the integral from T to ∞ does not make a contribution as the dE integration contour
can then be deformed to the trivial contour within the domain ImE < 0.
13There are also trivial differences arising from the relativistic kinematical factors in our equation, but
these are standard and expected, since we are in relativistic model.
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differences disappear if we additionally consider the case that λ, the coupling constant,
is small. In that case, all processes with more than 2 incoming or outgoing particles are
suppressed, and all the higher (n ≥ 1) “rescattering terms” in eq. (143) are suppressed by
powers of λ. Thus, the leading contribution will arise from the 2→ 2 scattering processes
and a single collision factor. The corresponding leading approximation of eq. (143) for
small λ is hence (denoting νq1 = ν1, νq2 = ν2 etc.):
ω1∂T ν1 = 4π
2
∫
dΠ2dΠ1′dΠ2′ δ
2(q1 + q2 − q′1 − q′2) |M1, 2→1′, 2′|2(ν1′ ν2′ − ν1 ν2) , (144)
where the matrix element is now denoting the Born approximation. This is indeed the
relativistic14 version of the familiar Boltzmann equation as given already in the introduc-
tion.
In order to get a somewhat better qualitative conceptual understanding when the
“rescattering terms” can be neglected, let us introduce the L1-norm of a function fp
on the mass hyperboloid H(m) as ‖f‖L1 =
∫ |fp| dΠp. Then the L1-norm of the n-th
rescattering term in eq. (143) as a function of p is immediately estimated by∫
0<τ1<...<τn<T
dnτ ‖B(τ1)‖L1 ‖δB(τ1)/δν‖L1→L1 · · · ‖δB(τn)/δν‖L1→L1
≤ 1
n!
T sup
0<s<T
sup
k∈H(m)
∫
H(m)
∣∣∣∣δBp(s)δνk
∣∣∣∣ dΠp

n
≡ (T/T0)
n
n!
.
(145)
Here, T0 is defined by the last equation, and δB(s)/δν is the operator from L1 → L1 that
is defined by the kernel δBp(s)/δνk. It is not difficult to see (compare the discussion on
p. 93 of [27]) that T0 is interpreted as a time of the order of the maximum collision time
(i.e. the average time between two collisions) for the particles of arbitrary momentum
k in the medium, between time zero and time T . The estimate hence tells us that we
are allowed to drop the rescattering terms if T ≪ T0. Now, the physical time over which
the system is observed has actually been rescaled as t = T/ǫ, by eq. (132), and we have
in fact even taken the limit as ǫ → 0. Therefore, in terms of the physical time t, the
condition that T ≪ T0 would mean, for finite but very small ǫ, that ǫt≪ T0, which would
appear to be reasonable.
As an aside, we also note that the estimate tells us that if we could actually math-
ematically prove that T0 was non-zero, then the series in eq. (143) would converge. We
strongly believe this to be the case, but have not attempted to prove this. Note how-
ever, that in the case of the pre-Boltzmann, convergence of the corresponding series was
proved, and this ought to provide a good indication here, too.
6.2 Limit of local S-matrix elements
Taking the limit of the collision factor, eq. (139), involves taking the limit as ǫ→ 0 of the
matrix elementsMX(0, t/ǫ). It is clear from the perturbative expression for these matrix
14Note the relativistic kinematical factors implicit in dΠ, as well as in the expression ωp∂T , which is
equal to pµ∂µ for the homogeneous state that we consider, because the νp’s are independent of the spatial
coordinate.
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elements given above in eq. (121) that, for finite ǫ, MX(0, t/ǫ) viewed as a function of
X = {q1, . . . , qn} ∈ R2n resp. Y = {q′1, . . . , q′n′} ∈ R2n is an analytic function in the
variables Ei = q
0
i and E
′
i = q
′0
i . When ǫ → 0+, the limit, if it exists, will still be
analytic for ImEi < 0 and ImE
′
i > 0, because in the integral over the time coordinates
in eq. (121), we can safely continue the frequency arguments in the exponentials to the
indicated domain. In other words, we expect that there exists a function FX→Y , analytic
in this domain such that, in the sense of distributions
lim
ǫ→0+
MX→Y (0, t/ǫ) = B.V.
Ei→ω(qi), E
′
i→ω(q
′
i)
ImEi<0, ImE′i>0
FX→Y ({(Ei, qi)}, {(E ′i, q′i)}) . (146)
Here, “B.V.” means the distributional boundary value of an analytic function. The
existence of this limit follows from the work of [12], to arbitrary orders in perturbation
theory15. One would also expect this to be true non-perturbatively, but we have not
been able to see this. In the following, we will denote byMX→Y (0,∞) this distributional
limit. It corresponds to the matrix elements of the scattering matrix with an interacting
turned on at time t = 0. The relation to the full matrix element is easily seen from the
following formal calculation:
MX→Y (−∞,∞)
= −
+∞∫
−∞
dt
∂
∂t
MX→Y (t,∞)
= i(ωX − ωY )
+∞∫
−∞
dt eit(ωX−ωY )MX→Y (0,∞)
= 2πδ(ωX − ωY ) B.V.
Ei→ω(qi), E
′
i→ω(q
′
i)
ImEi<0, ImE′i>0
i(EX − EY )FX→Y ({(Ei, qi)}, {(E ′i, q′i)})
= 2πδ(ωX − ωY ) {i(ωX − ωY )MX→Y (0,∞)} .
(147)
In the second line, we have used the identity (137), whereas in the last line we have written
out the distributional definition given above in eq. (146). The non-trivial statement is
here of course that the boundary value of (EX − EY )FX→Y can indeed be restricted to
ωX = ωY , which is certainly not obvious, but which can be seen using arguments of [11].
Thus, up to a standard energy-conservation delta-function, the full matrix element is
equal to the scattering matrix element with interaction turned on at time t = 0, multiplied
15Here, it is essential that one takes the parameter m in the free Hamiltonian to be the true physical
mass of the theory. It should also be noted that [12] define the adiabatic limit in terms of some sort of
averaging procedure in momentum space around the mass hyperboloids, rather than a boundary value
prescription as above. However, the two are seen to be equivalent.
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by the energy. We also note the distributional equality
∂
∂s
M(s,∞)
∣∣∣∣
s=0
= −i(ωX − ωY )M(0,∞) ,
≡ B.V.
Ei→ω(qi), E
′
i→ω(q
′
i)
ImEi<0, ImE′i>0
−i(EX − EY )FX→Y (148)
which also has been used in the second line.
With this preparation in place, we are now ready to take the ǫ → 0+ limit of the
collision factors (139). Using eq. (137), we can write the relevant integral as
ǫ
∫
R
dt e−iEtE2 |MX→Y (0, t/ǫ)|2 = (149)
2E
∞∫
0
dt e−iEtRe
{
MX→Y (0, t/ǫ) ∂
∂s
MX→Y (s, t/ǫ)
}
s=0
+
2E
0∫
−∞
dt e−iEtRe
{
MX→Y (0, t/ǫ) ∂
∂s
MX→Y (s, t/ǫ)
}
s=0
.
The first integral on the right side is analytic in ImE < 0, whereas the second in ImE > 0.
The latter will hence not make a contribution when we insert the collision factor into the
pre-Boltzmann equation, because we can then deform the contour of the dE- (resp. dEi)
integrations into the lower complex half-plane and get zero. Thus, we only need to
consider the first integral. The limit as ǫ → 0+ then renders the integrand independent
of t except for e−itE . So can trivially perform the dt-integration which yields simply a
factor of (E − i0)−1, and we also use the expressions (148), and (147). The result is:
lim
ǫ→0+
ǫ
∫
R
dt e−iEtE2
∣∣∣MX→Y (0, t/ǫ)∣∣∣2 (150)
= 4π
∣∣∣(ωX − ωY )MX→Y (0,∞)∣∣∣2Re
 B.V.Ei→ω(qi), E′i→ω(q′i)
ImEi<0, ImE
′
i>0
i
EX −EY
 .
If we now make use of the distributional identity
Im
1
ωX − ωY − i0 = πδ(ωX − ωY ) , (151)
and eq. (147), we arrive at the final expression
lim
ǫ→0+
ǫ
∫
R
dt e−iEtE2
∣∣∣MX→Y (0, t/ǫ)∣∣∣2 = 4π2δ(ωX − ωY )∣∣∣MX→Y ∣∣∣2 , (152)
where MX→Y is now the full scattering matrix element of the theory, with the energy-
momentum conservation delta’s taken out. This expression no longer depends on E. We
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use this expression for the limit in order to evaluate the limit of the collision factors
B(ǫ, E, p, s), see eq. (139). It is clear that we will only get a finite limit if α and X, Y in
that expression are chosen so that (|X| − 1)α− 1 ≥ 0 and (|Y | − 1)α− 1 ≥ 0. The delta-
function δX(p) enforces that p ∈ X . The energy conservation delta-function δ(ωX − ωY )
in eq. (152) combines with the momentum conservation delta-function δ(kX − kY ) in
eq. (139) to an energy-momentum conservation delta. It then follows that the matrix
element MX→Y is zero for |X| = 1 incoming particle (or |Y | = 1 outgoing particle),
because this is kinematically forbidden by energy momentum-conservation16. Thus, we
must have |X| ≥ 2 incoming particles in the first term, and then we must choose α = 1
in order to get a finite non-zero limit. It then follows that contributions with |X| > 2
will not contribute. Similarly, in the second term, only processes with |Y | = 2 outgoing
particles will contribute. Setting α = 1 in eq. (139), and employing the limit (152), we
then arrive at the desired limit (142) immediately.
7 Conclusions and outlook
In this paper, we have demonstrated how the Boltzmann collision equation arises within
quantum field theory. The model that we studied was that of a hermitian, scalar
field with polynomial self-interaction. Employing the projection method and techniques
from constructive quantum field theory, we first derived a pre-Boltzmann equation [see
eqs. (106), (113)], which was shown to be valid exactly and non-perturbatively in finite
volume. This equation has to some extent a similar structure than the usual Boltzmann
equation. On the left side of the pre-Boltzmann equation, we have the time-derivative of
the particle number densities nk(t), whereas on the right side we have an integral expres-
sion involving the particle number densities. The integral expression consists of iterated
collision kernels, which can be expressed in terms of the number densities and scatter-
ing matrix elements of the theory, see eq. (113). However, there are the following key
differences between the pre-Boltzmann equation and the standard Boltzmann equation:
1. The collision terms depend on the local S-matrix elements (i.e. with interaction
switched on and off), with dressed Feynman propagators [see eq. (123)].
2. There are terms with an arbitrarily large number of collision factors corresponding
to “rescattering”.
3. The right side of the pre-Boltzmann equation is non-local in time, i.e. depends on
the number densities nk(s) for s between time t and the initial time.
We then investigated the dilute-medium and long time-limit (and also thermodynamic
limit). Here, we allowed ourselves to interchange certain limits with integrals, and we
also made an assumption about the existence of various limits. In this respect, that part
of our analysis was not entirely rigorous, but we emphasize that we did not drop by hand
any terms in the various expansions considered. In the long-time-dilute-medium limit,
we thereby obtained a new, simpler, equation [see eqs. (141) and (143)]. It differs from
the pre-Boltzmann equation in the following respects:
16This can be different e.g. in a theory containing several particles with different masses mi. In that
case, corresponding changes to the collision factor Bp would apply.
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1. The dressed, local matrix elements get replaced by the usual matrix elements (con-
taining all loop orders) with standard Feynman propagators.
2. Scattering processes other than 2→ n particles disappear.
However, there are still multiple rescattering terms. These disappear if we assume
additionally that the coupling constant is small, or that the observation time is shorter
than the average time between two collisions. In that case, we obtain the standard
Boltzmann equation, with the scattering matrix elements in the Born-approximation.
But if we want to include higher loop corrections, then the rescattering terms of the
corresponding order must also be taken into account for consistency.
The following points were left open in this paper:
1. We did not justify rigorously the long-time-low-density limit. We believe this to
be possible with the machinery developed for the derivation of the pre-Boltzmann
equation, but we have not attempted to do this. This should be done to confirm
the technical correctness of our conclusions with regards to the importance of the
rescattering terms.
2. In this paper, we have analyzed the long-time-low-density limit, by parameterizing
the quantities of interest in terms of a small parameter ǫ, such that ǫ is the order of
magnitude of the densities, and such that ǫ−1 is the order of the time duration over
which we observe. We have taken in effect the ǫ → 0 limit of our pre-Boltzmann
equation. But our framework also allows us to consider a systematic expansion
in powers of ǫ, which would correspond to calculating the sub-leading corrections
to the low-density-long-time limit. We will then encounter, among other things,
propagators with a modified “dispersion relation” according to
E = E(p, {nk(t)}) = ωp +O(ǫ) , (153)
in the Boltzmann equation, where the functional form of E will be determined by
a self-consistency requirement. This is physically reasonable, because it tells us
that for a medium that is not dilute, the scattering particles will feel the effects
of the surrounding “bath” of particles and can no longer be treated as free, but is
typically not taken into account. We plan to come back to this issue in a future
publication [23].
3. It is natural to ask to what extent our formalism can be generalized to a curved
spacetime of Robertson-Walker type ds2 = −dt2 + a(t)2dx2. In as far as a pertur-
bative analysis (to all orders is concerned), this is possible using our framework.
In essence, we should (i.) employ a version of the projection technique applicable
to time-dependent Hamiltonians, and (ii.) define the “number densities” in a way
which takes into account particle creation effects in an expanding universe. (i.) is
clearly possible and was already described in sec. 2. (ii.) is possible if we replace the
“mode functions” uk [see eq. (31)] by suitable “adiabatic” ones involving a WKB-
expansion around flat space, see [30, 35]. We will come back to this in a future
publication [23].
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We should mention that [22] also claim to have obtained a Boltzmann equation in
curved spacetime. They are working with the so-called Kadanoff-Baym-formalism
(see e.g. [31] for this approach), which is closely related also to the Dyson-Schwinger
equations. The end result of their analysis seems to be that the Boltzmann equation
remains valid (with the expected changes on the left side) on a curved manifold,
with the flat scattering matrix elements to higher loop order on the right side.
Unfortunately, these authors pay insufficient attention to the ambiguities in the
definition of number densities in curved space, the absence of a vacuum, and related
fundamental difficulties. Also, the nature of their approximations remains rather
obscure, and in particular rescattering effects are not taken into account.
4. One of the major motivations for this work was to understand to what extent
it is justified to take into account loop corrections in the matrix elements in the
Boltzmann equation. This question is of considerable importance e.g. in the context
of baryogensis, where baryon-non-conserving processes (violating also P,CP ) are
considered. The net effect of such processes in the Boltzmann equation is invisible in
the Born approximation, and the leading order effect instead comes about through
loop corrections. Our analysis indicates that, for consistency, one should then also
include corresponding rescattering terms at the corresponding order, but this is
normally not done. It would be very interesting to see to what extent this statement
affects the analysis of various baryogensis scenarios.
5. In [5], a general formalism was introduced in order to describe a class of states
representing some kind of local thermal equilibrium. Such states are defined by de-
manding that the expectation values of certain local operators W =W [φ, . . . , ∂kφ]
have the same expectation value within an open spacetime neighborhood than they
would have in a Gibbs-state (possibly with spacetime-dependent temperature). It
would be interesting to see whether our general formalism could also be applied in
such situations, and what type of effective equations might arise.
We believe that these points are worthy of further investigation.
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