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A Homotopy Complementation Formula for Partially Ordered Sets 
ANDERS BJORNER AND JAMES W. WALKER 
1. INTRODUCTION 
To any poset (Le. partially ordered set) we attach a topological space by means of the 
simplicial complex of finite non empty chains. Homotopy properties of this topology turn 
out to be of significance in some algebraic and combinatorial contexts, see e.g. [2] and 
[11]. Apart from such connections it is of independent interest to explore the topological 
realities of order theory. Homotopy properties have been studied e.g. in [6], [9], [11] 
and [15]. 
The main result of the present paper is a homotopy type complementation formula, 
which when formulated for lattices takes the following form. 
1.1. THEOREM. If L is a bounded lattice, s E I" and the complements of s form an 
antichain, then 
I, = wedge susp ((0, x) * (x, I». (1.1) 
x.Ls 
In this formula "I," means the proper part of L, namely L - {a, I}, "=" means 
homotopy equivalence, "x .is" means that x and s are complements, "susp" means 
suspension, "*" means join of simplicial complexes, and (x, y) = {z E Llx < Z < y}. 
The information provided by formula (1.1) and its related poset variants can be quite 
useful. As an illustration we remark that one can deduce such divetse results as the 
Folkman theorem on the homology of geometric lattices [8] and the Crapo complementa-
tion theorem [7]. 
Here is a survey of the contents of the following sections. 
In Section 2 we review the topological lemmas which are used to prove the main 
result. No substantial knowledge of homotopy theory is required to read this paper. To 
emphasize the elementary nature of our methods, we outline proofs based on explicit 
homotopies. 
Some combinatorial criteria for order-preserving maps to be homotopic appear in 
Section 3. There is also a contractibility result (Theorem 3.2), which is fundamental for 
the rest of the paper. 
Section 4 introduces the notion of complements in a general poset and presents the 
proof of Theorem 1.1 in a more general version. 
In Section 5 we show how the homotopy complementation formula can be used to 
compute the homotopy type of semimodular and supersolvable lattices. The principle 
at hand can be given the following general formulation: If a class .2 of graded lattices 
of finite length (i) is closed under taking intervals, and (ii) every L E.2 contains a proper 
element whose complements form an antichain (possibly empty), then every lattice in.2 
is homotopy Cohen-Macaulay. It is also shown that the class of bounded homotopy 
Cohen-Macaulay posets is closed under direct products. 
Section 6 is devoted to an analysis of the Crapo complementation formula for the 
Mobius function of a finite lattice [7]. First we show, by purely combinatorial reasoning, 
that augmented by one additional term the Crapo formula is true for any poset, with 
any convex subset replacing the complements. Then we show, using homotopy consider-
ations, that for the case considered by Crapo the additional term vanishes. In the bargain 
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we obtain a more general poset version of Crapo's theorem. Finally, at the end of Section 
6 we observe that the present material leads to a fixed point theorem for po sets which 
extends the main result of [3]. Homological analogues of the Crapo complementation 
theorem have earlier been obtained by Baclawski [1] using spectral sequence methods. 
2. PRELIMINARIES 
We assume that the reader is familiar with some basic notions of order theory and of 
homotopy theory. Definitions and explanations of concepts and notation which we leave 
undefined can be found in Birkhoff [4] and Spanier [13] respectively. 
If P is a poset there is a simplicial complex .:1 (P) called the order complex of P, whose 
simplices are the finite nonempty chains of P. Also, to any simplicial complex K there 
is an associated topological space IKI called the geometric realization of K. These 
correspondences are functorial. Mainly, that means that .:1 changes order-preserving 
maps into simplicial maps, and 1·1 changes simplicial maps into continuous maps, and 
these transformations commute with composition of maps. We will ordinarily omit the 
additional notation and rely upon context to make it clear whether we are thinking of 
a poset as a poset, as a simplicial complex, or as a topological space. 
As was mentioned in the introduction, the results of this paper do not rely on advanced 
methods. The topology needed to prove the main result is condensed into the following 
two lemmas, for which we supply elementary proofs. 
2.1. CONTRACTIBLE CARRIER LEMMA (cf. [9], [10, p.76]). Let K be a simplicial 
complex, X a topological space, and f, g : IK I ~ X two continuous maps. Assume that to 
each simplex u of K we can associate a subspace C (u) of X in such a way that 
(i) C(u) is contractible, 
(ii) T£;;U~C(T)£;;C(U), 
(iii) f(lul)ug(lul)£;; C(u). 
Then f and g are homotopic. 
PROOF. We will construct a homotopy H: IKI x I ~ X from f to g by induction on 
the skeletons K(i), i = 0, 1,2, .... Notice that IKI x I can be considered as a union of 
cells of the form lui xl, and a map on IKI xl is continuous if and only if it is continuous 
on each such cell. 
Define H: IKI x{O, l}~X by H(x, 0) = f(x) and H(x, 1) = g(x). If V EK(D) then f(v) E 
C(v) and g(V)EC(V), so H:{v}x{O, l}~X can be continuously extended to {v}xI so 
that H({v} xl) £;; C(v). 
The inductive hypothesis is that H is defined continuously on IKI x{O, l}u IK(n)1 xl, 
and H(lul xl) £;; C(u) for each u in K(n). Now suppose that Tis an (n + I)-simplex. For 
each proper face u of l' we know that H(lul xl)£;; C(U)£;;C(T). Also, H(ITI x {O})= 
f(ITI) £;; C(T) and H(ITI x {I}) = g(ITi) £;; C(T). Hence the entire boundary of the cell 11'1 x I 
is mapped by H into C(T), and since C(T) is contractible H can be continuously extended 
across the entire cell in such a way that H(ITI xl) £;; C(T). This completes the induction. 
The proof shows that condition (i) could be relaxed to "C(u) is dim (u)-connected". 
2.2. CONTRACTIBLE SUBCOMPLEX LEMMA (cf. [13, p.118]). If K is a simplicial 
complex and A a contractible subcomplex then the quotient map 7T: IKI ~ IKI/IAI is a 
homotopy equivalence. 
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PROOF. We may assume that A ~ K; otherwise there is nothing to prove. We may 
also assume that A is a full subcomplex; by performing a barycentric subdivision if 
necessary. 
Let B denote the subcomplex consisting of simplices disjoint from A. Notice that B 
is also a non empty full subcomplex. 
For each vertex v in K there is a barycentric coordinate function tv: IKI-+ I. For each 
xEIKI, 
VEK VEK 
Define A: IKI-+I by A(x)=LvEBtV(X). Notice that A- 1(0)=IAI and A-l(1)=IBI. For 
x E IKI and S E I define 
{
(1-S)X+(l-A(X))-IS I tv(x)v, 
H(x, S) = VEA 
(1-s)x+s(2A(x)-1)x+2s L tv(X)V, !,,;;;A(x),,;;;l. 
VEA 
One can verify that H maps IK I x I continuously into IK I, that H (x, 0) = x for all x, that 
H(a, s) = a for all a E IAI and all s, and that H(x, 1) E IAI if A (x) ,,;;;!. 
Now let C: IAI xl -+ IAI be a contraction of IAI, that is, C(a, 0) = a and C(a, 1) = P 
for all a E IAI and some p E IAI. For x E IKI and s E I define 
( ) {
C(H(X, 1), s(1-2A(x))), O";;;A(x),,;;;!, 
D x,s = 1 H(x, 1), 2";;; A (x),,;;; 1. 
One can check that D : IK I x I -+ IK I is continuous. Define {3 : IK 1-+ IK I by (3 (x) = D (x, 1). 
Since D(x, 0) = H(x, 1), we can reparametrize and paste together Hand D to obtain a 
homotopy E: IKI xl -+ IKI from idlKI to {3. 
Notice that (3 maps all of IA I to p. Therefore, by the universal property of quotients, 
there is a continuous map ')': IKI/IAI-+IKI such that ')'07T={3 [cf. Figure l(a)]. Now 
(3 = idlKI so ')' ° 7T = idlKI' 
IKI x I ___ ---'E=--___ ---.~ IKI 
IKI 
·1 
{3 'IT xidr 'IT 
IKIfIAI----y------+IKI 
(al 
F IKIfIAI x I - - - - - - - - - - - - - .... IKIfIAI 
FIGURE 1 
(b) 
Furthermore, the homotopy E induces a continuous map F: (IKI/IAI) xl -+ IKI/IAI 
such thatFo(7T x idr ) = 7T ° E [cf. Figure l(b)).1f Z E IKI/IAI and 7T(X) = Z we compute that 
F(z, 0) =F(7T(X), 0) = 7T ° E(x, 0) = 7T(X) = z, 
F(z, 1) =F(7T(X), 1) = 7ToE(x, 1) = 7T°{3(X) = 7TO')'o7T(X) = 7TO')'(Z). 
Therefore, idlKl/iAI = 7T ° ,)" so we have shown that')' is a homotopy inverse for 7T. 
3. ORDER-HOMOTOPIC MAPS 
In this section we present some combinatorial conditions for homotopies of order-
preserving maps. 
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3.1. PROPOSITION (cf. [11 ]). Let f, g : P -+ Q be order-preserving maps of posets. If f(x) 
and g(x) are comparable for all x in P, then f and g are homotopic. 
PROOF. For each finite chain a of P, let C(a) = f(a) u g(a). Since the subposet C(a) 
has a least element, it is a cone, hence contractible. The result follows by Lemma 2.1. 
A poset will be called join-contractible (via s) if there is some element s such that 
every element has a join with s. We define meet-contractible dually. By Proposition 
3.1, a join-contractible poset is contractible: the identity map is homotopic to the map 
x ~s v x, which in turn is homotopic to the constant map s. 
3.2. THEOREM. Let P be a poset having an element s such that 
(i) s v x or s "X exists for all x in P, and 
(ii) if x < y, s "X does not exist, but s " y does exist, then (s " y) v x exists. 
Then P is contractible. 
PROOF. Let M = {y E pis" y exists} and Me = P - M. For each finite non empty chain 
a of P, define the subposet 
C (0') = a u {s } u {s v x Ix E a 11 Me} u {s " y lYE a 11 M} 
U{(s "Y) v xix < y, x E a liMe, yEa 11M}. 
Let z be the least element of a. It is easy to check that C(a) is join-contractible via 
z if Z E MC, and C(a) is meet-contractible via z if Z EM. In fact, one only has to check 
for sand {s " y Iy EO' 11 M}, since everything else in C (0') is above z. 
Clearly T c::;; a implies C (T) c::;; C (0'). Since C carries both the identity map and the 
constant map s, it follows by Lemma 2.1 that these maps are homotopic, hence P is 
contractible. 
The poset depicted in Figure 2(a) shows that condition (ii) cannot be deleted. The fact 
that the proper part of a noncomplemented lattice is contractible [6, Section 3], as well 
as the subsequent generalization in [15, Section 8], is directly implied by Theorem 3.2. 
(a) FIGURE 2 (b) 
Theorem 3.2 can be seen as a special case of a more elaborate order homotopy 
principle. We state the more general formulation without proof. 
3.3. THEOREM. Let f, g : P -+ Q be order-preserving maps of posets, such that 
(i) if x ~ y in P then f(x) "g(x) or f(y) v g(x) exists, and 
(ii) if x < y in P, f(x) "g(x) does not exist, but f(y) "g(y) does exist, then (f(y) "g(y» v g(x) 
exists. 
Then f and g are homotopic. 
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Notice that if I(x) "g(x) exists for all x E P, then condition (ii) is vacuous, and the 
theorem is then equivalent to Proposition 3.1. Also, letting I(x) = sand g (x) = x yields 
Theorem 3.2. 
If L is a bounded lattice, the proper part of L, written L, is the subposet L -{a, i}. 
Recall that p and q are said to be complements in L if P " q = 6 and p v q = i. 
3.4. THEOREM. Let P be a poset, L a bounded lattice, and let I, g: p~L be order-
preserving maps. Suppose that x :,;;; y in P implies that I(x) and g(y) are not complements 
in L. Then I and g are homotopic. 
PROOF. For each finite nonempty chain u: Xo < Xl < ... < Xn of P, let 
C(u) = {z E Liz ~ I(xo)}u {z E Liz:,;;; g(xn )}. 
By assumption either I(xo) v g(xn ) E L or I(xo) "g(xn ) E L. In the first case C(u) is meet-
contractible via I(xo) v g(xn ) and in the second case C(u) is join-contractible via I(xo) " 
g(xn ). Clearly, T <;;;u implies C(T) <;;; C(u), so the result follows from Lemma 2.1. 
The hypothesis cannot be weakened to require merely that I(x) and g(x) are never 
complements for x in P. Consider the poset L of Figure 2(b). Let I be the identity map 
of L and let g be the reflection across the dotted line. Then I(x) and g(x) are never 
complements, but g induces multiplication by -1 in one-dimensional homology. 
4. HOMOTOPY TYPE AND COMPLEMENTATION 
We will say that two elements x, y of a poset P are complements (in symbols, x ~ y) 
if the set {x, y} has no upper or lower bound in P. For s in P we also define ~ (s) = 
{x EPlx ~s}. When L is the proper part of a bounded lattice, this notion of complements 
in L coincides with the usual lattice notion of complements. 
Now Theorem 3.2 can be rephrased as saying that if the poset P has an element s 
such that 
(a) for all x in P, either s v x or s "X exists, or else s ~x; and } 
(b) if x < y, x, y fl ~ (s), and s "y exists but not s " x, then (s "y) v x exists, (4.1) 
then P - ~ (s) is contractible. 
In the following, "susp" denotes suspension, " = " denotes homotopy equivalence and 
"*" denotes the ordinal sum of posets. Notice that as a simplicial complex P * Q is 
simply the join of P and Q. If x E P we write P <x = {y E ply < x} and P>x is defined 
similarly. A poset is said to be an antichain if no two distinct elements are comparable. 
4.2. THEOREM. Let P be a poset, and suppose that s E P satisfies conditions (4.1) and 
that ~ (s) is an antichain. Then 
P = wedge susp (P <x * P>x)' 
x.Ls 
PROOF. When ~(s) is an antichain the space Ipi can be obtained from Ip- ~(s)1 by 
attaching a cone over P <x * P>x for each x E ~ (s). Hence, the quotient space Ipi/ip - ~ (s)1 
is homeomorphic to wedgex.Lssusp(P<x *P>x ), where the wedge point is the image of 
Ip - ~ (s )1. By Theorem 3.2 we know that P - ~ (s) is contractible. Therefore, by Lemma 
2.2, Ipi = Ipi/ip - ~ (s )1· 
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Notice that if P = L, where L is a bounded lattice, then all elements s satisfy conditions 
(4.1). Consequently, Theorem 1.1 is a special case of Theorem 4.2. Notice also that in 
the case where .1. (s) = 0 Theorem 4.2 reduces to Theorem 3.2, the empty wedge being 
a point. 
We call a poset P bounded if it has a least element ° and a greatest element i, and 
we then write P = P - {a, I}. 
4.3. PROPOSITION. For two nontrivial bounded posets P and Q, 
px Q=susp (P * Q). 
PROOF. Conditions (4.1) are satisfied by the element s = (0, i) in P x Q, and .1. (s) = 
{(i, a)}. Hence. Theorem 4.2 applies. 
5. SEMIMODULAR AND SUPERSOLVABLE LATTICES 
The homotopy complementation formula (1.1) will now be used to determine the 
homotopy type of some familiar lattices. In this section we make use of two more facts 
of homotopy theory, namely: 
(i) the suspension of a wedge of d-spheres is homotopy equivalent to a wedge of 
(d + I)-spheres. and 
(ii) if X" = Yet for all a in some indexing set, and these spaces are triangulable and 
connected, then wedge" X" = wedge" Ya • 
Let us briefly motivate these statements. (ii) says that wedge is well-defined on 
homotopy classes of connected triangulable spaces. This follows from the fact that each 
point of a triangulable space is nondegenerate, and that if X = Y, where X and Yare 
path-connected spaces with non degenerate basepoints *, then (X, *)=(Y, *) (ct. [13, p. 
419]). Now, suppose that the d-spheres S~ are wedged together at the point *. We can 
use the Contractible Subcomplex Lemma 2.2 and (ii) to derive (i): 
susp (wedge S~) = susp (wedge S~)/susp (*) = wedge (susp S~/susp (*)) = wedge S~+l. 
a a a a: 
A lattice of finite length is said to be semimodular if it is graded and the rank function 
satisfies p (x) + P (y) ;" p (x v y) + p (x A y) for all elements x and y (ct. [4]). Distributive, 
modular and geometric lattices are semimodular. A finite lattice is said to be supersolvable 
if it contains a special maximal chain, called an M-chain, such that the sublattice generated 
by theM-chain and any other chain is distributive (ct. [14]). The principal example is 
the subgroup lattice of a supersolvable finite group, where the M- chain ;s a chief series. 
Since distributive lattices are graded, it follows easily that supersolvable lattices are 
graded. The "IL "-symbol used below denotes the Mobius function, ct. [12]. 
5.1. THEOREM. Let L be a semimodular or supersolvable lattice of finite length r, 
r ;" 2. Then £ has the homotopy type of a wedge of (r - 2)-spheres. Furthermore, if L is 
finite the number of spheres in the wedge is IlL (0, i)l. 
PROOF. The proper part of any graded lattice of length 2 has the homotopy type of 
a wedge of O-spheres. We continue by induction on r. Consider first the semimodular 
case. If s is an atom and xl. s, then p (x) = r -1, as can be seen from the semimodular 
inequality. So for every x E .1. (s) the interval [0, x] is a semimodular lattice of length 
r -1. By the induction assumption (0, x) has the homotopy type of a wedge of 
(r-3)-spheres, so using formula 1.1 and the initially cited facts (i) and (ii), we conclude 
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that L is of the required homotopy type. For each x E 1- (s) let T/ (x) denote the 
number of (r - 3)-spheres in the wedge of (0, x). The construction shows that L E 1.(sl T/ (x) 
is the number of (r - 2)- spheres in the wedge of L. Now, assuming that T/ (x) = I~ (0, x )1, 
it follows by Weisner's theorem [12, p. 351] that LE1.(S) T/(x) = I~(O, 1)1. 
The same induction argument goes through in the supersolvable case. One needs to 
observe that if s is an atom belonging to an M- chain, and if x 1- s, then p (x ) . = r - 1. 
(Consider the distributive sublattice generated by x and the M-chain.) Also, according 
to [14, Proposition 3.2] every interval in a supersolvable lattice is supersolvable. 
We will call a poset of length d spherical if it has the homotopy type of a (possibly 
empty) wedge of d-spheres. A bounded poset of finite length is said to be homotopy 
Cohen-Macaulay if every open interval is spherical (cf. [5] and [11]). Since the classes 
of semimodular and supersolvable lattices are closed with respect to the operation of 
taking intervals, we have in fact shown that such lattices are homotopy Cohen-Macaulay. 
This was already known from [8] (cf. [11, p. 117]) and [5]. However, the principle of 
the present proof may be of independent interest. 
Let 5£ be a class of lattices such that 
(i) every L E 5£ is a graded lattice of finite length, 
(ii) 5£ is closed with respect to the operation of taking intervals, 
(iii) every L E 5£ of length;;;. 2 contains a proper element s for which 1- (s) is an antichain. 
5.2. THEOREM. Every lattice in 5£ is homotopy Cohen-Macaulay. 
PROOF. Using formula 1.1, it is staightforward to argue by induction on length, just 
as in the previous proof. One may here need to use that if (0, x) and (x, 1) are spherical, 
then so is (0, x) * (x, 1). The fact that the join of two spherical complexes is spherical 
can be established using property (i) (beginning of this section) and induction on 
dimension. 
5.3. PROPOSITION. If the bounded posets P and Q are homotopy Cohen-Macaulay, 
then so is P x Q. 
PROOF. Every closed interval I in P x Q is of the form I = [x, y] x [u, v], x, YEP, 
u, V E Q. It follows from Proposition 4.3 that i = susp «x, y) * (u, v)). Also, 
length (i) = length «x, y)) + length «u, v» + 2 = dim susp «x, y) * (u, v)). 
Hence, since (x, y) and (u, v) are spherical, so is I 
6. ApPLICATIONS TO THE COMBINATORICS OF FINITE POSETS 
If P is a poset, let ~ (P) denote the reduced Euler characteristic, or Mobius number, 
of P. Notice that if P is contractible, then ~ (P) = O. Also, if P is finite, then ~ (P) equals 
the number of chains of odd cardinality minus the number of chains of even cardinality, 
where we count the empty set as an even chain. The Mobius number is related to the 
more familiar Mobius function ~ (x, y) (cf. [12]) as follows: if x < y in P then ~ (x, y) is 
the Mobius number of the open interval (x, y). 
A subset C of a poset is said to be convex if x < y < z and x, Z E C imply y E C. Also 
recall that 
( _{I, ifx~y, (x,y)- . 
0, otherwise. 
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6.1. THEOREM. If C is a convex subset of a finite poset P, then 
I-t(P)=I-t(P-C)+ L I-t(P<x)((x,Y)I-t(P>y). 
x,yEC 
PROOF. By definition, I-t (P) counts chains in P, and I-t (P - C) counts chains in P 
which do not intersect C. It remains to be shown that the expression 
L I-t(P<x)?(x, Y)I-t(P>y) 
X,YEC 
counts the chains which do meet C (and counts them with the right coefficients.) 
The formula (*) counts quadruples of the form (A, x, y, B), where x, Y E C, X ~ y, A 
is a chain in P <x, and B is a chain in P>y. Any such quadruple corresponds uniquely to 
a chain which meets C. On the other hand, a chain which meets C can be written as 
such a quadruple, but probably not uniquely. 
Let T be a chain which meets C. Let n = card (T) and m = card (T n C). If (A, x, y, B) 
corresponds to T, then either x is covered by y (in T) or x = y. Of course there are m 
such quadruples with x = y, and each of these is counted with the coefficient (_1)"+1. 
On the other hand, since C is convex, there are m - 1 quadruples where x is covered 
by y: This kind of quadruple is counted with the coefficient (-1)". Therefore T is counted 
by (*) with a coefficient of m(-I)"+I+(m-l)(-I)"=(-I)"+\ which is the same 
coefficient as is used for T in I-t (P). 
6.2. THEOREM. If P is a finite poset, s E P, and conditions (4.1) are satisfied, then 
I-t(P) = L I-t(P<x)?(x, Y)I-t(P>y). 
X,YE1-(S) 
PROOF. P - .1 (s) is contractible by Theorem 3.2, and .1 (s) is convex. 
If P is the proper part of a bounded lattice L, and s E f, then Theorem 6.2 yields the 
Crapo complementation theorem [7]. Notice also that in the case where .1 (s) is an 
antichain, the complementation formula 6.2 can be obtained by computing reduced Euler 
characteristics from the homotopy complementation formula 4.2. 
Let us finally remark on another application of homotopy considerations to the 
combinatorics of finite posets.1t is known from [2, Theorem 2.1] that a finite contractible 
poset has the fixed point property in a certain strong sense. In particular, every order-
preserving map on such a poset has a fixed point. Hence, from Theorem 3.2 one deduces 
a fixed point result, which can be seen to extend that of [3]. 
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