Lautum Regularization for Semi-supervised Transfer Learning by Jakubovitz, Daniel et al.
1Lautum Regularization for
Semi-supervised Transfer Learning
Daniel Jakubovitz, Miguel R. D. Rodrigues, and Raja Giryes
Abstract—Transfer learning is a very important tool in deep
learning as it allows propagating information from one ”source
dataset” to another ”target dataset”, especially in the case of a
small number of training examples in the latter. Yet, discrepancies
between the underlying distributions of the source and target
data are commonplace and are known to have a substantial
impact on algorithm performance. In this work we suggest a
novel information theoretic approach for the analysis of the
performance of deep neural networks in the context of transfer
learning. We focus on the task of semi-supervised transfer
learning, in which unlabeled samples from the target dataset
are available during the network training on the source dataset.
Our theory suggests that one may improve the transferability of
a deep neural network by imposing a Lautum information based
regularization that relates the network weights to the target data.
We demonstrate the effectiveness of the proposed approach in
various transfer learning experiments.
Index Terms—Lautum information, Transfer Learning, Semi-
supervised learning.
I. INTRODUCTION
MACHINE learning algorithms have lately come tothe forefront of technological advancements, providing
state-of-the-art results in a variety of fields [1]. However,
alongside their incredible performance, these methods suffer
from sensitivity to data discrepancies - any inherent difference
between the training data and the test data may result in a
substantial decrease in performance. Moreover, to obtain good
performance a large amount of labeled data is necessary for
their training. Such a substantial amount of labeled data is
often either very expensive or simply unobtainable.
One popular approach to mitigate this issue is using ”trans-
fer learning”, where training on a small labeled ”target” dataset
is improved by using information from another large labeled
”source” dataset of a different problem. A common method
for transfer learning uses the result of training on the source
as initialization for training on the target, thereby improving
the performance on the latter [2].
Transfer learning has been the focus of much research
attention along the years. Plenty of different approaches have
been proposed to encourage a more effective transfer from
a source dataset to a target dataset, many of them aim at
obtaining better system robustness to environment changes,
so as to allow an algorithm to perform well even under some
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variations in the settings (e.g. changes in lighting conditions
in computer vision tasks). Sometimes this is achieved at the
expense of diminishing the performance on the original task or
data distribution. Other works take a more targeted approach
and directly try to reduce algorithms’ generalization error
by decreasing the difference in their performance on specific
source and target datasets [3]. In addition, it is often the case
that the target dataset has a large number of samples, though
only a few of those samples are labeled. In this scenario a
semi-supervised learning approach could prove to be beneficial
by making good use of the available unlabeled samples for
training.
In this work we focus on the task of semi-supervised transfer
learning. The problem we address is related to the field of
domain adaptation, however we make a distinction between
domain adaptation and transfer learning, where the former
refers to the case of two sources of data with the same content
(e.g. the MNIST → SVHN case) whereas the latter refers to
the case of two sources of data which are completely different
in both content and ”styling”. Another relevant difference
is that labeled data from the target distribution is typically
available in the transfer learning case, yet less so in the domain
adaptation case.
Plenty of works exist in the literature on transfer learning,
semi-supervised learning and using information theory for the
analysis of machine learning algorithms. The closest work
to ours is [4] in which an information theoretic approach
is used in order to decompose the cross-entropy train
loss of a machine learning algorithm into several separate
terms. However, unlike this work we propose a different
decomposition of the cross-entropy test loss and make the
relation to semi-supervised transfer learning.
Contribution. We consider the case of semi-supervised
transfer learning in which plenty of labeled examples from a
source distribution are available along with just a few labeled
examples from a target distribution; yet, we are provided also
with a large number of unlabeled samples from the latter.
This setup combines transfer learning and semi-supervised
learning, where both aim at obtaining improved performance
on a target dataset with a small number of labeled examples.
In this work we suggest to combine both methodologies to
gain the advantage of both of them. This setting represents the
case where the learned information from a large labeled source
dataset is used to obtain good performance when transferring
to a mostly unlabeled target set, where the unlabeled examples
of the target are available at the training time on the source.
To do so, we provide a theoretical derivation that leads
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2(a) Pre-transfer training stage.
(b) Post-transfer training stage.
Fig. 1: Our semi-supervised transfer learning technique applying Lautum regularization. Omitting the blue part in the first training stage
(top) gives standard transfer learning.
to a novel semi-supervised technique for transfer learning.
We take an information theoretic approach to examine the
cross-entropy test loss of machine learning methods. We
decompose the loss to several different terms that account for
different aspects of its behavior. This derivation leads to a new
regularization term, which we call ”Lautum regularization”
as it relies on the maximization of the Lautum information
[5] between unlabeled data samples drawn from the target
distribution and the learned model weights. Figure 1 provides
a general illustration of our approach.
We corroborate the effectiveness of our approach with
experiments of semi-supervised transfer learning for neural
networks on image classification tasks. We examine the trans-
fer in two cases: from the MNIST dataset to the notMNIST
dataset (which consists of the letters A-J in grayscale images)
and from the CIFAR-10 dataset to 10 specific classes of the
CIFAR-100 dataset. We compare our results to three other
methods: (1) Temporal Ensembling (TE) [6], a state-of-the-
art method for semi-supervised training which we apply in a
transfer learning setup. We examine TE both by itself and
combined with Lautum regularization; (2) the Multi-kernel
Maximum Mean Discrepancy (Mk-MMD) method [7], which
is popular in semi-supervised transfer learning; (3) standard
transfer learning which does not use any of the unlabeled
samples. The advantage of our method is demonstrated in
our experimental results as it outperforms the other compared
methods.
II. RELATED WORK
Plenty of works exist in the literature on transfer learning,
semi-supervised learning and using information theory for the
analysis of machine learning algorithms. We hereby overview
the ones most relevant to our work.
Transfer learning. Transfer learning [8], [9] is a useful
training technique when the goal is to adapt a learning
algorithm, which was trained on a source dataset, to perform
well on a target dataset that is potentially very different in
content compared to the source. This technique can provide a
significant advantage when the number of training samples in
the source dataset is large compared to a small number in the
target, where the knowledge extracted from the source dataset
may be relevant also to the target.
The work in [10] relates to a core question in transfer
learning: which layers in the network are general and which
are more task specific, and precisely how transferability is
affected by the distance between two tasks. In a recent work
[11] an analytic theory of how knowledge is transferred from
one task to another in deep linear networks is presented.
A metric is given to quantify the amount of knowledge
transferred between a pair of tasks.
Practical approaches for improving performance in transfer
learning settings have been proposed in many works. In [12],
transfer learning in the context of regression problems is exam-
ined. A transfer learning algorithm which does not assume that
the support of the target distribution is contained in the support
of the source distribution is proposed. This notion leads to a
3more flexible transfer. In [13] the framework of ”learning to
transfer” is proposed in order to leverage previous transfer
learning experiences for better transfer between a new pair
of source and target datasets. In [14] the structural relation
between different visual tasks is examined in the feature space.
The result is a taxonomic map that enables a more efficient
transfer learning with a reduced amount of labeled data.
All of the above works differ from ours in their core
approach - they address the discrepancy between the source
and target data either in the input space or in the feature
space, yet disregard the effect of the chosen loss function and
its impact on the mitigation of this discrepancy. In contrast,
our work is focused on the mathematical analysis of the
cross-entropy loss which is commonly used in classification
tasks.
Semi-supervised learning. Semi-supervised learning [15]
is typically used when there is little labeled data for training,
yet more unlabeled data is available. The literature on semi-
supervised training is vast and describes a variety of techniques
for performing effective semi-supervised learning that would
make good use of the available unlabeled data in order to
improve the model performance. Most of these techniques
rely on projecting the relation between the available labeled
samples and their labels to the unlabeled samples and the
model’s predicted labels for them.
In [16] minimum entropy regularization is proposed. This
technique modifies the cross-entropy loss used for training in
order to encourage a deep neural network to make confident
predictions on unlabeled data. In [17] a new framework for
semi-supervised training of neural networks called ”associative
learning” is proposed. In this framework ”associations” are
made between the embeddings of the available labeled data
and the unlabeled data. An optimization process is then used to
encourage correct ”associations”, which make better use of the
unlabeled data. In [18], a method is proposed for combining
several different semi-supervised learning techniques using
Bayesian optimization. In [19] a semi-supervised framework
that allows labeled training data privacy is proposed. In this
framework, knowledge is transferred from teacher models
to a student model in a semi-supervised manner, thereby
precluding the student from gaining access to the labeled
training data which is available to the teachers.
Two recent works that employ semi-supervised training
techniques are [20] and [21]. In [20] a semi-supervised deep
kernel learning model is presented for regression tasks. In
[21] a GAN based method is presented. It is proposed to
estimate the tangent space to the learned data manifold using
GANs, infer the relevant invariances and then inject these
into the learned classifier during training. In [22] various
semi-supervised learning algorithms are evaluated on real-
world applications, yet no specific attention is paid to the
transfer learning case and the effects of fine-tuning a pre-
trained network.
Two works that focus on semi-supervised transfer learning
are [23] which examines semi-supervised transfer learning
for sentiment classification, and [24] where semi-supervised
transfer learning is examined for different training strategies
and model choices. In the latter several observations regarding
the application of existing semi-supervised methods in transfer
learning settings are made.
Information theory and machine learning. Information
theory has lately been used to give theoretical insight into
the intricacies of machine learning algorithms. In [25], the
Information Bottleneck framework has been presented. This
framework formalizes the trade-off between algorithm suf-
ficiency (fidelity) and complexity. It has been analyzed in
various works such as [26] and [27]. Following works [28],
[29] made the specific relation to deep learning, explicitly
applying the principles of the information bottleneck to deep
neural networks. In [30] several of the claims from [29] are
examined and challenged. In [31] useful methods for the
computation of information theoretic quantities are proposed
for several deep neural network models.
The closest work to ours is [4] in which an information theo-
retic approach is used in order to decompose the cross-entropy
training loss of a machine learning algorithm into several
separate terms. It is suggested that overfitting the training data
is mathematically encapsulated in the mutual information be-
tween the training data labels and the learned model weights,
i.e. this mutual information essentially represents the ability of
a neural network to memorize the training data [32]. Conse-
quently, a regularizer that prevents overfitting is proposed, and
initial results of its efficiency are presented. However, unlike
this work we propose a different decomposition of the cross-
entropy test loss and make the relation to semi-supervised
transfer learning. We propose a regularizer which leads to
an improved semi-supervised transfer technique, and present
experimental results that corroborate our theoretical analysis.
III. THE CROSS-ENTROPY LOSS - AN INFORMATION
THEORY PERSPECTIVE
Let D = {(xi, yi)}Ni=1 be a training set with N training
samples that is used to train a learning algorithm with a set
of weights w. We assume that given D (a parameter of the
model), the learning algorithm selects a specific hypothesis
from the hypothesis class according to the distribution p(wD).
In the case of a neural network, selecting the hypothesis is
equivalent to training the network on the data.
We denote by wD the model weights which were learned
using the training set D, and by f(y|x,wD) the learned
classification function which given the weights wD and a D-
dimensional input x ∈ RD computes the probability of the K-
dimensional label y ∈ RK . The learned classification function
is tested on data drawn from the true underlying distribution
p(x, y). Ideally, the learned classification function f(y|x,wD)
would highly resemble the ground-truth classification p(y|x),
and similarly f(x, y|wD) would highly resemble p(x, y). With
these notations, we turn to analyze the cross-entropy loss used
predominantly in classification tasks. In our derivations we
used several information theoretic measures which we present
hereafter.
Let X,Y be two random variables with respective probabil-
ity density functions p(x), p(y). The following are definitions
4of three information theoretic measures which are relevant to
our derivations.
Definition 1 (Mutual information). The mutual information
between X and Y is defined by
I(X;Y ) =
∫∫
p(x, y) log
{
p(x, y)
p(x)p(y)
}
dxdy. (1)
The Mutual information captures the dependence between
two random variables. It is the Kullback-Leibler divergence
between the joint distribution and the product of the marginal
distributions. The following is the Lautum information:
Definition 2 (Lautum information). The Lautum information
between X and Y is
L(X;Y ) =
∫∫
p(x)p(y) log
{
p(x)p(y)
p(x, y)
}
dxdy. (2)
This measure is the Kullback-Leibler divergence between
the product of the marginal distributions and the joint dis-
tribution. Similar to the mutual information, the Lautum
information is related to the dependence between two random
variables. However, it has different properties than the mutual
information, as outlined in [5]. The last definition is of the
differential entropy of a random variable.
Definition 3 (Differential entropy). The differential entropy of
a random variable X is defined by
H(X) = −
∫
p(x) log p(x)dx. (3)
Main theoretical result. Having these definitions, we present
our main theoretical result which is given by the following
theorem:
Theorem 1. For a classification task with ground-truth distri-
bution p(y|x), training set D, learned weights wD and learned
classification function f(y|x,wD), the expected cross-entropy
loss of a machine learning algorithm on the test distribution
is equal to
EwD {KL(p(x, y)||f(x, y|wD))}+H(y|x)−L(wD;x). (4)
Note that KL signifies the Kullback-Leibler divergence and
that we treat the training set D as a fixed parameter, whereas
wD and the examined test data (x, y) are treated as random
variables. We refer the reader to Appendix A for the proof of
Theorem 1.
In accordance with Theorem 1, the three terms that compose
the expected cross-entropy test loss represent three different
aspects of the loss of a learning algorithm performing a
classification task:
• Classifier mismatch EwDKL (p(x,y)||f(x,y|wD)):
measures the deviation of the learned classification func-
tion’s data distribution f(x, y|wD) from the true distri-
bution of the data p(x, y). It is measured by the KL-
divergence, which is averaged over all possible instances
of w parameterized by the training set D. This term
essentially measures the ability of the weights learned
from D to represent the true distribution of the data.
• Intrinsic Bayes error H(y|x): represents the inherent
uncertainty of the labels given the data samples.
• Lautum information between wD and x,
L(wD;x) = EwD{KL(p(x)||p(x|wD))}: represents
the dependence between wD and x. It essentially
measures how much p(x|wD) deviates from p(x) on
average over the possible values of wD.
Our formulation suggests that a machine learning algorithm,
which is trained relying on empirical risk minimization, im-
plicitly aims at maximizing the Lautum information L(wD;x)
in order to minimize the cross-entropy loss. At the same time,
the algorithm aspires to minimize the KL-divergence between
the ground-truth distribution of the data and the learned
classification function. The intrinsic Bayes error cannot be
minimized and remains the inherent uncertainty of the task.
Namely, the formulation in (4) suggests that encouraging a
larger Lautum information between the data samples and the
learned model weights would be beneficial for reducing the
model’s test error on unseen data drawn from p(x, y).
IV. LAUTUM INFORMATION BASED SEMI-SUPERVISED
TRANSFER LEARNING
We turn to show how we may apply our theory on the task of
semi-supervised transfer learning. In standard transfer learn-
ing, which consists of pre-transfer and post-transfer stages,
a neural network is trained on a labeled source dataset and
then fine-tuned on a smaller labeled target dataset. In semi-
supervised transfer learning, which we study here, we assume
that an additional large set of unlabeled examples from the
target distribution is available during training on the source
data.
Semi-supervised transfer learning is highly beneficial in
scenarios where the available target dataset is only partially
annotated. Using the unlabeled part of this dataset, which
is usually substantially bigger than the labeled part, has the
potential of considerably improving the obtained performance.
Thus, if this unlabeled part is a-priori available, then using
it from the beginning of training can potentially improve
the results. For using the unlabeled samples of the target
dataset during the pre-transfer training on the source dataset
we leverage the formulation in (4). Considering its three
terms, it is clear that by using unlabeled samples the classifier
mismatch term cannot be minimized due to the lack of labels;
the intrinsic Bayes error is a characteristic of the task and
cannot be minimized either; yet, the Lautum information does
not depend on the labels and can therefore be calculated and
maximized.
When the Lautum information is calculated between the
model weights and data samples drawn from the target distri-
bution, its maximization would encourage the learned weights
to better relate to these samples, and by extension to better
relate to the underlying probability distribution from which
they were drawn. Therefore, it is expected that an enlarged
Lautum information will yield an improved performance
on the target test set. Accordingly, we aim at maximizing
L(wD;x) during training. The pre-transfer maximization of
the term L(wD;x), which is computed with samples drawn
from the target distribution, would make the learned weights
more inclined towards good performance on the target set right
5from the beginning. At the same time, the cross-entropy loss at
this stage is calculated using labeled samples from the source
dataset. In the post-transfer stage, the cross-entropy loss is
calculated using labeled samples from the target dataset, and
therefore L(wD;x) is implicitly maximized during this stage.
We have empirically observed that explicitly maximizing the
Lautum information between the unlabeled target samples and
the model weights during post-transfer training (by imposing
Lautum regularization) in addition to (or instead of) during
pre-transfer training does not lead to improved results.
To summarize, our semi-supervised transfer learning ap-
proach optimizes two goals at the same time: (i) minimiz-
ing the classifier mismatch EwD {KL (p(x, y)||f(x, y|wD))},
which is achieved using the labeled data both for the source
and the target datasets during pre-transfer and post-transfer
training respectively; and (ii) maximizing the Lautum informa-
tion L(wD;x), which is achieved explicitly using the unlabeled
target data during pre-transfer training by imposing Lautum
regularization, and in the post-transfer stage implicitly through
the minimization of the cross-entropy loss which is evaluated
on the labeled target data. Figure 1 summarizes our training
scheme.
A. Estimating the Lautum information
We are interested in using the Lautum information as a regu-
larization term, which we henceforth refer to as ”Lautum regu-
larization”. Since computing the Lautum information between
two random variables requires knowledge of their probability
distribution functions (which are high-dimensional and hard
to estimate), we assume that wD and x are jointly Gaussian
with zero-mean. Even though this may seem like an arbitrary
assumption, it nevertheless provides ease of computation and
good experimental results as shown in Section V.
Since we only have one instance of the network weights at
any specific point during training, we use the network features
as a proxy for the network weights in the calculation of the
Lautum information, instead of using the weights themselves.
Namely, we use the network’s output (its pre-softmax logits)
when the input is x as a proxy for the network weights
wD. This way we have in every training iteration a number
of samples equivalent to the size of our training mini-batch,
instead of only one sample which would not allow any stable
estimation to be made.
As shown in [5], the Lautum information between two
jointly Gaussian random variables (w, x) with covariance[
Σw Σwx
Σxw Σx
]
, (5)
where Σx  0 and Σw  0, is given by
L(w;x) = log
{
det(I − Σ−1x ΣxwΣ−1w Σwx)
}
+ 2tr((I − Σ−1x ΣxwΣ−1w Σwx)−1 − I).
(6)
The covariance matrix of our target dataset Σx is evalu-
ated once before training using the entire target training set,
whereas Σw,Σwx,Σxw are evaluated during training using the
current mini-batch in every iteration. All of these matrices are
estimated using standard sample covariance estimation based
on the current mini-batch in every iteration, e.g.
Σx =
1
Nbatch
Nbatch∑
i=1
(xi − µx)(xi − µx)T , (7)
and
Σxw =
1
Nbatch
Nbatch∑
i=1
(xi − µx)(wi − µw)T , (8)
where
µx =
1
Nbatch
Nbatch∑
i=1
xi, µw =
1
Nbatch
Nbatch∑
i=1
wi
represent the sample mean values of x and w respectively (i.e.
their average values in the current mini-batch) and Nbatch de-
notes the mini-batch size. The dimensions of these matrices are
Σx ∈ RD×D,Σw ∈ RK×K ,Σxw ∈ RD×K ,Σwx ∈ RK×D.
Note that Σwx = ΣTxw hence only one of these matrices has
to be calculated from the samples in every training iteration.
Since these are high-dimensional matrices, obtaining a nu-
merically stable sample estimate would require a large amount
of data, which would require the use of a very large mini-
batch. This constraint poses both a hardware problem (since
standard GPUs cannot fit mini-batches of thousands of exam-
ples) and a potential generalization degradation (as smaller
mini-batches have been linked to improved generalization
[33]). To overcome this issue, we use a standard exponentially
decaying moving-average estimation of the three matrices
Σw,Σwx,Σxw in order to obtain numerical stability. We
denote by α the decay rate, and get the following update rule
for the three covariance matrices in every training iteration:
Σ(n) = αΣ(n−1) + (1− α)Σbatch, (9)
where n denotes the training iteration and Σbatch denotes
the sample covariance matrix calculated using the current
mini-batch. Using an exponentially decaying moving-average
calculation is of particularly high importance for Σw, which
is inverted to compute the Lautum regularization term.
B. Training with Lautum regularization
Once the Lautum information has been estimated, our loss
function for pre-transfer training is:
Loss =
N∑
i=1
K∑
k=1
−ysik log fk(xsi |wD)− λL(wD;xt). (10)
Note that the the cross-entropy loss is calculated using labeled
samples from the source training set (which we denote by
the s superscript) whereas the Lautum regularization term
is calculated using unlabeled samples from the target train-
ing set (which we denote by the t superscript). Also note
that yi represents the ground truth label of the sample xi;
f(xi|wD) represents the network’s estimated post softmax
label for that sample; and L(wD;x) is calculated as detailed
in Section IV-A. We emphasize that the Lautum regularization
term is subtracted and not added to the cross-entropy loss
since we aim at maximizing the Lautum information during
6training. Our loss function for post-transfer training consists
of a standard cross-entropy loss:
Loss =
N∑
i=1
K∑
k=1
−ytik log fk(xti|wD). (11)
Note that at this stage the cross-entropy loss, which is cal-
culated using labeled target samples, inherently includes the
Lautum term of the target data (see Theorem 1).
V. EXPERIMENTS
In order to demonstrate the advantages of semi-supervised
transfer learning with Lautum regularization we perform sev-
eral experiments on image classification tasks using deep
neural networks (though our theoretical derivations also apply
to other machine learning algorithms).
A. Experimental setup
We train deep neural networks and perform transfer learning
from the original source dataset to the target dataset. In our
experiments we use the original labeled source training set
as is and split the target training set into two parts. The first
part is very small and contains labeled samples, whereas the
second part consists of the remainder of the target training set
and contains unlabeled samples only (the labels are discarded).
The performance is evaluated by the post transfer accuracy on
the target test set.
We examine five different methods of transfer learning: (1)
standard supervised transfer which uses the labeled samples
only. (2) Temporal Ensembling semi-supervised learning as
outlined in [6], applied in a transfer learning setting. Temporal
Ensembling is applied in the post-transfer training stage. (3)
Mk-MMD [7], which is based on 19 different Gaussian kernels
with different standard deviations. Mk-MMD is applied in
the pre-transfer training stage. (4) Lautum regularization -
our technique as described in Section IV. (5) Both Temporal
Ensembling and Lautum regularization. Note that Temporal
Ensembling is applied in the post-transfer training stage,
whereas Lautum regularization is applied in the pre-transfer
training stage.
As presented in Section IV-B, our training consists of two
stages. First, we train the network using our fully labeled
source training set while using Lautum regularization with the
unlabeled samples from our target training set. We use the
same mini-batch size both for the calculation of the cross-
entropy loss (using labeled source samples) and for the com-
putation of the Lautum regularization term (using unlabeled
target samples). We also use an exponentially decaying moving
average to obtain numerical stability in the estimation of
the the covariance matrices Σw,Σwx,Σxw. The matrix Σx
is calculated once before training and remains constant all
throughout it.
Second, we perform a transfer to the target set by training
(fine-tuning) the entire network using the labeled samples from
the target training set, where the mini-batch size remains the
same as before. As in [24], we fine-tune the entire network
since this best fits the settings of semi-supervised learning. As
mentioned above, we do not apply the Lautum regularization
at this stage as we empirically found that it does not improve
the results.
We perform our experiments on the MNIST and CIFAR-10
datasets. For MNIST we examine the transfer to the notMNIST
dataset, which consists of 10 classes representing the letters
A-J. The notMNIST dataset is similar to the MNIST dataset
in its grayscale styling and image size, yet it differs in content.
For CIFAR-10 we examine the transfer to 10 specific classes
of the CIFAR-100 dataset (specifically, classes 0, 10, 20,...,90
of CIFAR-100, which we reclassified as classes 0, 1, 2,...,9
respectively). These CIFAR-100 classes are different than the
corresponding CIFAR-10 ones in content. For example, class
0 in CIFAR-10 represents airplanes whereas class 0 in CIFAR-
100 represents beavers etc. Both in the MNIST → notMNIST
case and the CIFAR-10 → CIFAR-100 (10 classes) case we
used the same CNN as in [6]. The architecture of the network
is illustrated in Appendix B.
B. MNIST to notMNIST results
In order for the input images to fit the network’s input we
resized the MNIST and notMNIST images to 32x32 pixels
and transformed each of them to RGB format. Training was
done using an Adam optimizer [34] and a mini-batch size of
50 inputs. With this network and using standard supervised
training on the entire MNIST dataset we obtained a test
accuracy of 99.01% on MNIST.
For each of the five transfer learning methods we examined
three different splits of the notMNIST training dataset which
consists of 200,000 samples to an unlabeled part and a
labeled part: (1) unlabeled part of 199,950 samples and a
labeled part of 50 samples; (2) unlabeled part of 199,900
samples and a labeled part of 100 samples; (3) unlabeled
part of 199,800 samples and a labeled part of 200 samples.
All three options use very few labeled samples in order to
fairly represent realistic semi-supervised learning scenarios
- in all three options 99.9% or more of the training data
is unlabeled. We used a decay rate of α = 0.999 for the
exponentially decaying moving average estimation of the 3
covariance matrices Σw,Σwx,Σxw, and a different value of
λ (which controls the weight of the Lautum regularization)
in each scenario which we found to provide a good balance
between the cross-entropy loss and the Lautum regularization.
Using the settings outlined above we obtained the results
shown in Table I for the MNIST → notMNIST case. The
advantage of using Lautum regularization is evident from the
results, as it outperforms the other compared methods in all
the examined target training set splits. In general, the Temporal
Ensembling method by itself does not yield very competitive
results compared to standard transfer learning. However, the
combination of Lautum regularization and Temporal Ensem-
bling provides the best target test set accuracy over all the
examined target training set splits.
C. CIFAR-10 to CIFAR-100 (10 classes) results
In the CIFAR-10 → CIFAR-100 (10 classes) case training
was done using an Adam optimizer [34] and a mini-batch size
7Method Source → Target # labeled Accuracy
Standard MNIST / notMNIST 50 34.02%
TE MNIST / notMNIST 50 37.28%
Mk-MMD MNIST / notMNIST 50 46.72%
Lautum MNIST / notMNIST 50 47.96%
Lautum + TE MNIST / notMNIST 50 66.91%
Standard MNIST / notMNIST 100 57.58%
TE MNIST / notMNIST 100 61.45%
Mk-MMD MNIST / notMNIST 100 63.32%
Lautum MNIST / notMNIST 100 65.21%
Lautum + TE MNIST / notMNIST 100 77.32%
Standard MNIST / notMNIST 200 67.78%
TE MNIST / notMNIST 200 74.87%
Mk-MMD MNIST / notMNIST 200 80.35%
Lautum MNIST / notMNIST 200 83.77%
Lautum + TE MNIST / notMNIST 200 85.25%
TABLE I: target test set accuracy comparison between standard
transfer learning, Temporal Ensembling (TE), Mk-MMD, Lautum
regularization and both TE and Lautum regularization for different
amounts of labeled training target samples, MNIST → notMNIST.
of 100 inputs. With this network and using standard supervised
training on the entire CIFAR-10 dataset we obtained a test
accuracy of 85.09% on CIFAR-10.
Our target set consists of 10 classes of the CIFAR-100
dataset. Accordingly, our training target set consists of 5,000
samples and our test target set consists of 1,000 samples. We
examined the same five transfer learning techniques as in the
MNIST→ notMNIST case, where for each we examined three
different splits of the CIFAR-100 (10 classes) training dataset
to an unlabeled part and a labeled part: (1) unlabeled part of
4,900 samples and a labeled part of 100 samples; (2) unlabeled
part of 4,800 samples and a labeled part of 200 samples; (3)
unlabeled part of 4,500 samples and a labeled part of 500
samples. All three options use a small number of labeled
samples in order to fairly represent realistic semi-supervised
learning scenarios - in all three options 90% or more of the
data is unlabeled. We used a decay rate of α = 0.999 for
the exponentially decaying moving average estimation of the
3 covariance matrices Σw,Σwx,Σxw, and a different value of
λ (which controls the weight of the Lautum regularization)
in each scenario which we found to provide a good balance
between the cross-entropy loss and the Lautum regularization.
Using the settings outlined above we obtained the results
shown in Table II for the CIFAR-10 → CIFAR-100 (10
classes) case. It is evident from the results that in the CIFAR-
10 → CIFAR-100 (10 classes) case as well, using Lautum
regularization improves the post-transfer performance on the
target test set and outperforms Temporal Ensembling and
Mk-MMD. Note, however, that in the case of 200 and 500
labeled samples, applying Lautum regularization only, without
Temporal Ensembling, slightly outperforms the combination of
the two methods.
VI. CONCLUSIONS
We proposed a new semi-supervised transfer learning ap-
proach for machine learning algorithms that are trained using
the cross-entropy loss. Our approach is backed by information
theoretic derivations and exemplifies how one can make good
use of unlabeled samples along with just a few labeled samples
Method Source → Target # labeled Accuracy
Standard CIFAR-10 / 100 100 39.90%
TE CIFAR-10 / 100 100 42.20%
Mk-MMD CIFAR-10 / 100 100 45.30%
Lautum CIFAR-10 / 100 100 46.70%
Lautum + TE CIFAR-10 / 100 100 46.90%
Standard CIFAR-10 / 100 200 52.80%
TE CIFAR-10 / 100 200 54.60%
Mk-MMD CIFAR-10 / 100 200 59.30%
Lautum CIFAR-10 / 100 200 60.90%
Lautum + TE CIFAR-10 / 100 200 60.40%
Standard CIFAR-10 / 100 500 64.50%
TE CIFAR-10 / 100 500 66.50%
Mk-MMD CIFAR-10 / 100 500 68.00%
Lautum CIFAR-10 / 100 500 70.80%
Lautum + TE CIFAR-10 / 100 500 70.30%
TABLE II: target test set accuracy comparison between standard
transfer learning, Temporal Ensembling (TE), Mk-MMD, Lautum
regularization and both TE and Lautum regularization for different
amounts of labeled training target samples, CIFAR-10→ CIFAR-100
(10 classes).
to improve performance on the target dataset. Our approach
relies on the maximization of the Lautum information between
unlabeled samples from the target set and an algorithm’s
learned features by using the Lautum information as a reg-
ularization term. As shown, the maximization of the Lautum
information minimizes the cross-entropy test loss on the target
set and thereby improves performance as indicated by our
experimental results. We have also shown that our approach
surpasses the performance of prominent state-of-the-art semi-
supervised learning techniques in a transfer learning setting.
Future work will focus on alternative approximations of
the Lautum information which could potentially yield better
performance or reduce the additional computational overhead
it introduces. In addition, our formulation has the potential to
be applied in other tasks as well, such as multi-task learning
or domain adaptation. Incorporating techniques to mitigate
the effects of training using an imbalanced dataset could
also be of interest. We defer these directions to future research.
APPENDIX A
PROOF OF THEOREM 1
Let us reiterate Theorem 1 before formally proving it.
Theorem 1 For a classification task with ground-truth distri-
bution p(y|x), training set D, learned weights wD and learned
classification function f(y|x,wD), the expected cross-entropy
loss of a machine learning algorithm on the test distribution
is equal to
EwD {KL(p(x, y)||f(x, y|wD))}+H(y|x)−L(wD;x). (12)
Proof. The expected cross-entropy loss of the learned classi-
fication function f(y|x,wD) on the test distribution p(x, y) is
given by
E(x,y)∼p(x,y)Ew∼p(wD){− log f(y|x,wD)}. (13)
8Explicitly, (13) can be written as 1
−
∫∫∫
p(x, y)p(wD) log f(y|x,wD)dxdy dwD. (14)
To compare the learned classifier with the true classification
of the data we develop (14) further as follows:
= −
∫∫∫
p(x, y)p(wD) log
{
f(y|x,wD)
p(y|x,wD) p(y|x,wD)
}
dxdy dwD.
(15)
Using standard logarithm arithmetic we get the following
expression:
=−
∫∫∫
p(x, y)p(wD) log
{
f(y|x,wD)
p(y|x,wD)
}
dxdy dwD︸ ︷︷ ︸
(?)
−
∫∫∫
p(x, y)p(wD) log p(y|x,wD)dxdy dwD︸ ︷︷ ︸
(??)
.
(16)
We separate the derivations of the two terms in (16). First,
we develop the term (??) further:
(??) =−
∫∫∫
p(x, y)p(wD) log p(y|x,wD)dxdy dwD
=−
∫∫∫
p(x, y)p(wD) log
{
p(x, y, wD)
p(x,wD)
}
dxdy dwD.
(17)
Using logarithm arithmetic and adding and subtracting
terms we get:
(??) =−
∫∫∫
p(x, y)p(wD) log
{
p(x, y, wD)
p(x, y)p(wD)
}
dxdy dwD
−
∫∫∫
p(x, y)p(wD) log {p(x, y)p(wD)} dxdy dwD
−
∫∫∫
p(x, y)p(wD) log
{
p(x)p(wD)
p(x,wD)
}
dxdy dwD
+
∫∫∫
p(x, y)p(wD) log {p(x)p(wD)} dxdy dwD.
(18)
Using the law of total probability along with the definitions
of the differential entropy and the Lautum information we can
reformulate (18) as follows:
(??) = L(wD; (x, y))
+H(wD) +H(x, y)
− L(wD;x)
−H(x)−H(wD).
(19)
Since H(y|x) = H(x, y)−H(x) we get that:
(??) = L(wD; (x, y)) +H(y|x)− L(wD;x). (20)
We next analyze the expression of (?):
(?) =−
∫∫∫
p(x, y)p(wD) log
{
f(y|x,wD)
p(y|x,wD)
}
dxdy dwD.
(21)
1Since the values of y are discrete it is more accurate to sum instead
of integrate over them. Yet, for the simplicity of the proof we present the
derivations using integration.
Within the log operation we multiply and divide by the term
p(x,y)p(wD)
p(x,wD)
and get:
(?) =
∫∫∫
p(x, y)p(wD)·
log
{
p(x, y)p(wD)
f(y|x,wD)p(x,wD) ·
p(y|x,wD)p(x,wD)
p(x, y)p(wD)
}
dxdy dwD.
(22)
Since f(y|x,wD) is the learned classifier which outputs the
probability of the label y for an input x given the model
weights wD, without the labels it has no affect on the joint dis-
tribution of the weights and inputs, i.e. f(x,wD) = p(x,wD),
f(wD) = p(wD). Accordingly,
(?) =
∫∫∫
p(x, y)p(wD) log
{
p(x, y)p(wD)
f(x, y, wD)
}
dxdy dwD
−
∫∫∫
p(x, y)p(wD) log
{
p(x, y)p(wD)
p(x, y, wD)
}
dxdy dwD.
(23)
Since f(x, y|wD) = f(x,y,wD)p(wD) we get that:
(?) =
∫∫∫
p(x, y)p(wD) log
{
p(x, y)
f(x, y|wD)
}
dxdy dwD
−
∫∫∫
p(x, y)p(wD) log
{
p(x, y)p(wD)
p(x, y, wD)
}
dxdy dwD.
(24)
In the first term we have the expectation over wD and so:
(?) =EwD
{∫∫
p(x, y) log
{
p(x, y)
f(x, y|wD)
}
dxdy
}
−
∫∫∫
p(x, y)p(wD) log
{
p(x, y)p(wD)
p(x, y, wD)
}
dxdy dwD.
(25)
We get that the first term is the expectation over wD of
the KL-divergence between p(x, y) and f(x, y|wD), whereas
the second term is the negative Lautum information between
(x, y) and wD:
(?) = EwD {KL(p(x, y)||f(x, y|wD))} − L(wD; (x, y)).
(26)
Plugging the expressions we got for (??) from (20) and for
(?) from (26) into (16) we obtain the expression in (12):
(?) + (??) = EwD {KL(p(x, y)||f(x, y|wD))} − L(wD; (x, y))︸ ︷︷ ︸
(?)
+ L(wD; (x, y)) +H(y|x)− L(wD;x)︸ ︷︷ ︸
(??)
= EwD {KL(p(x, y)||f(x, y|wD))}+H(y|x)− L(wD;x).
(27)
APPENDIX B
THE CNN ARCHITECTURE USED IN THE EXPERIMENTS
Both in the MNIST → notMNIST case and the CIFAR-10
→ CIFAR-100 (10 classes) case we used the same CNN as in
[6]. The architecture is illustrated in Figure 2.
9 
32 x 32 x 3 RGB image 
Additive Gaussian noise, 𝝈 = 𝟎. 𝟏𝟓 
128 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
128 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
128 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
Max-pool 2 x 2 
Dropout with probability 𝒑 = 𝟎. 𝟓 
256 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
256 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
256 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
Max-pool 2 x 2 
Dropout with probability 𝒑 = 𝟎. 𝟓 
512 filters of 3 x 3, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏 
256 filters of 1 x 1, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
Global average pool 
Fully connected layer 128 x 10 
softmax 
128 filters of 1 x 1, Leaky ReLU activation with 𝜶 = 𝟎. 𝟏  
Fig. 2: The network architecture used in our experiments.
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