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Abstract
We study an optimal stopping problem under non-exponential discounting, where the state
process is a multi-dimensional continuous strong Markov process. The discount function is
taken to be log sub-additive, capturing decreasing impatience in behavioral economics. On
strength of probabilistic potential theory, we establish the existence of an optimal equilibrium
among a sufficiently large collection of equilibria, consisting of finely closed equilibria satisfying
a boundary condition. This generalizes the existence of optimal equilibria for one-dimensional
stopping problems in prior literature.
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1 Introduction
Whereas consistent planning in Strotz [26] has been widely applied to time-inconsistent control
and stopping problems, it gains little recognition as a two-phase procedure. First, an agent should
figure out strategies that he will actually follow over time, the so-called equilibria in the literature
(Phase I). Then, the agent needs to, according to Strotz [26, p.173], “find the best plan among
those he will actually follow” (Phase II).
Thanks to the continuous-time formulation initiated in Ekeland and Lazrak [9], there has been
vibrant research on time-inconsistent problems in the communities of stochastic control and math-
ematical finance; see e.g. [11], [2], [12], [3], [10], [28], among many others. Note that all the
developments are focused on Phase I of consistent planning. To the best of our knowledge, the only
studies that investigate Phase II are Huang and Zhou [16, 17].
The notion of an optimal equilibrium is proposed for the first time in [16]: an equilibrium is
optimal if it generates a larger value than any other equilibrium does, everywhere in the state space.
This seems a fairly strong optimality criterion, as it requires a subgame perfect Nash equilibrium
to be dominant on the entire state space. Nonetheless, [16] derives an optimal equilibrium for
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a discrete-time stopping problem under non-exponential discounting. Corresponding results in
continuous time have been established in [17], relying on a detailed analysis of one-dimensional
diffusions. Specifically, a key assumption in [17] is that for any initial state x ∈ R, the state process
X satisfies
Px[Xt > x] = Px[Xt < x] = 1 for all t > 0, (1.1)
where Xt := maxs∈[0,t]Xs (resp. Xt := mins∈[0,t]Xs) is the running maximum (resp. minimum) of
X. This condition ensures that X is “diffusive” enough, so that whenever X reaches the boundary
of a Borel subset R of R, it enters R immediately. This allows us to focus on only closed equilibrium,
with no need to deal with equilibria of possibly pathological forms. Note that (1.1) is not restrictive
in the one-dimensional case (i.e. d = 1): any regular diffusion (in the sense of [24, Definition V.45.2])
readily fulfills (1.1), as recently observed in [15, Remark 3.1].
There is, however, no natural extension of [17] to higher dimensions (i.e. d ≥ 2). Inherently one-
dimensional, (1.1) and its related consequences are easily violated by multi-dimensional diffusions;
see the discussion below Proposition 2.2 for details.
This paper aims at establishing the existence of an optimal equilibrium for a multi-dimensional
stopping problem under non-exponential discounting. With no convenient regularity condition,
such as (1.1), in higher dimensions, we take a very different approach on strength of probabilistic
potential theory. First, in terms of regularity of the state process, we assume only that a refer-
ence measure for X exists (Assumption 2.1). This serves as a minimal condition to ensure Borel
measurability of involved stopping policies; see Corollary 2.1. Since this assumption is satisfied
as long as a transition density of X exists (Lemma 2.1), Corollary 2.1 covers and generalizes all
measurability results in [13], [14], and [17]. Next, we set out to devise a sufficiently large collection
L of stopping policies, among which we will find an optimal equilibrium. The flexibility that L is
not required to contain all Borel stopping policies is important: focusing on more amenable and
practically relevant stopping policies will facilitate the search for an optimal equilibrium (optimal
among this class L). In a sense, for the case d = 1, tractability comes from enhanced regularity
of X, i.e. (1.1); for d ≥ 2, it comes from additional structures of stopping policies. To construct
the collection L, we first restrict our attention to finely closed stopping policies, and then require
the difference between them and their Euclidean closures to be sufficiently small, or more precisely,
semipolar. The first restriction is without loss of any generality: as shown in Proposition 3.1, the
fine closure of an equilibrium remains an equilibrium with the same values. The second restriction,
on the other hand, is to exclude stopping policies with somewhat pathological and practically ir-
relevant forms; see Remark 3.6. This class L already includes all closed stopping policies, and is
closed under finite unions and countable intersections; see Lemma 3.2.
Our goal is to find an equilibrium optimal among E˜ := E ∩ L, where E denotes the set of all
equilibria. By invoking Hunt’s hypothesis (Assumption 4.1), which states that every semipolar set
is polar, we obtain two important consequences. First, given a stopping policy R, if we perform
on R one round of the fixed-point iteration in [13] and get a smaller policy, this smaller one has to
be an equilibrium; see Proposition 4.1. Second, for any R ∈ E˜ ⊆ L, since the difference between
R and R, its Euclidean closure, is now polar (i.e. inaccessible to the process X), the first hitting
time to R, denoted by ρR, becomes much more tractable as it must coincide with ρR. Based on
all this, a machinery for improving equilibria in E˜ is developed: for any R, T ∈ E˜ , there exists
another equilibrium in E˜ , contained in R∩T , which generates larger values than both R and T ; see
Proposition 4.2. By carrying out this machinery recursively, we construct an equilibrium R that is
optimal among E˜ , with R = ⋂
R∈E˜ R; see Theorem 4.1, the main result of this paper.
Given that ρR = ρR for all R ∈ E˜ , it is tempting to believe that we could restrict our attention
from E˜ to E := {R ∈ E : R is closed}, without loss of generality. This would make our results
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completely in line with the one-dimensional analysis in [17], which is built upon E . This is however
not the case, as the relation “R ∈ E˜ if and only if R ∈ E” does not hold in general; see Remark 4.4
for explanations, and Section 5 for an explicit example that demonstrates R ∈ E˜ but R /∈ E .
Lately, marked progress has been made in applying Stortz’ equilibrium idea to time-inconsistent
stopping problems in continuous time. It can be roughly categorized into two branches. The first
one is the fixed-point iterative approach introduced in Huang and Nguyen-Huu [13], and further
developed in [14], [17], and [15]. The second branch adapts the stochastic control formulation in
[9] to the stopping context; this includes Ebert, Wei, and Zhou [8] and Christensen and Lindensjo¨
[5, 6]. A large part of all these developments, notably, rely on the one-dimensional structure of the
state process. The arguments in this paper can potentially shed new light on extending previous
one-dimensional results to higher dimensions.
The rest of this paper is organized as follows. Section 2 introduces the time-inconsistent stopping
problem, a new measurability result, and the idea of optimal equilibria. Section 3 devises a suitable
set of stopping policies for the rest of the paper to focus on. This set encodes desirable properties
from probabilistic potential theory, yet remains general enough to cover practically relevant stopping
policies. Under Hunt’s hypothesis, Section 4 develops a machinery to improve equilibria, by which
an optimal equilibrium is constructed. Section 5 presents an example to demonstrate explicitly
that the Euclidean closure of a finely closed equilibrium need not be an equilibrium.
2 The Setup and Preliminaries
Let B be the Borel σ-algebra of Rd, and P be the set of all probability measures on (Rd,B).
Consider an Rd-valued time-homogeneous continuous strong Markov process (Xt)t≥0. Let the
collection (Pt : Rd × B → [0, 1])t≥0 denote the transition function of X. If there exist a collection
(pt : Rd × Rd → R+)t≥0 of Borel measurable functions and a measure λ on (Rd,B) such that
Pt(x,A) =
∫
A
pt(x, y)λ(dy), ∀t ≥ 0, x ∈ Rd, and A ∈ B, (2.1)
we call (pt)t≥0 a transition density of X with respect to λ.
On the path space Ω := C([0,∞);Rd), the set of continuous functions mapping [0,∞) to Rd,
let FX = {FXt }t≥0 be the raw filtration generated by X. For each µ ∈ P, we denote by Bµ the
completion of B by µ, by Xµ the process X with initial distribution µ, and by Fµ = {Fµt }t≥0
the µ-augmentation of FX . Moreover, the probability measure on (Ω,FX∞) generated Xµ (i.e. the
law of (Xµt )t≥0) is denoted by Pµ, and the expectation taken under Pµ is denoted by Eµ. For any
x ∈ Rd, if µ = δx (the Dirac measure concentrated at x), we write Xµ, Pµ, and Eµ simply as Xx,
Px and Ex. We further consider the universal filtration F = {Ft}t≥0 defined by Ft :=
⋂
µ∈P Fµt for
all 0 ≤ t <∞, and denote by T the set of F-stopping times.
Consider a payoff function f : Rd → R+, assumed to be continuous. Also consider a discount
function δ : [0,∞) → [0, 1], assumed to be continuous, nonincreasing, and satisfy δ(0) = 1 and
limt→∞ δ(t) = 0. A classical optimal stopping problem is formulated as
sup
τ∈T
Ex[δ(τ)f(Xτ )]. (2.2)
It is well-known (see e.g. [19, Appendix D] and [25]) that under fairly general conditions, for any
initial state x ∈ Rd, there exists an optimal stopping time τ˜x ∈ T for (2.2). However, as long as
the discount function is not of the exponential form δ(t) := e−αt with α > 0, the problem (2.2) is
in general time-inconsistent. That is, optimal stopping times obtained at different moments, such
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as τ˜x at time 0 and τ˜Xxt at time t > 0, may not be consistent with each other. This is problematic:
even if a maximizer τ˜x of (2.2) can be found, our future self at any time t > 0 is tempted to
employ τ˜Xxt , optimal for him at time t, rather than stick with τ˜x; see [13, Section 2] for a detailed
demonstration of such time inconsistency.
Throughout this paper, we will assume that the discount function δ satisfies
δ(s)δ(t) ≤ δ(s+ t), ∀ s, t > 0. (2.3)
This covers a wide range of non-exponential discount functions from empirical studies; see the
discussion below [13, Assumption 3.12]. In economic terms, (2.3) captures decreasing impatience,
the fact that people discount more steeply over time intervals closer to the present. This feature of
empirical discounting is well-documented in behavioral economics; see e.g. [27], [21], and [20].
Under (2.3), time inconsistency is a genuine problem. Strotz [26] proposes consistent planning
as a solution: an agent should take into account his future selves’ disobedience, and find a strategy
that once being enforced, none of his future selves would deviate from. Such strategies, called
equilibiria in the literature, can be formulated using the game-theoretic framework initiated in [13].
2.1 A Game-theoretic Framework
Under our time-homogeneous Markovian setup, we will focus on first entry times to Borel subsets
of Rd, i.e. τR := inf{t ≥ 0 : Xt ∈ R} for R ∈ B, instead of all general stopping times. The involved
region R ∈ B will be called a stopping policy constantly.
Suppose that an agent initially planned to take R ∈ B as his stopping policy. Now, at any state
x ∈ Rd, the agent carries out the game-theoretic reasoning: “assuming that all my future selves
will follow R ∈ B, what is the best stopping strategy today in response to that?” To this end, the
agent compares the payoff of immediate stopping, i.e. f(x), and the payoff of continuation, i.e.
J(x,R) := Ex[δ(ρR)f(XρR)], (2.4)
where ρR is the first hitting time of X to R defined by
ρR := inf{t > 0 : Xt ∈ R}. (2.5)
As explained in detail in [17, Section 2.1] (see also [14, Section 2] or [13, Section 3.1]), the best
stopping strategy for the agent at x ∈ Rd is the first entry time to the region
Θ(R) := S(R) ∪ (I(R) ∩R), (2.6)
where
S(R) := {x ∈ Rd : J(x,R) < f(x)},
I(R) := {x ∈ Rd : J(x,R) = f(x)},
C(R) := {x ∈ Rd : J(x,R) > f(x)}.
(2.7)
Remark 2.1. In (2.4), we need specifically the first hitting time ρR, instead of the first entry time
τR = inf{t ≥ 0 : Xt ∈ R}. This was explained in the discussion below [13, (3.5)].
Appropriate conditions are needed to make the above formulation mathematically rigorous.
First, to ensure that (2.4) is well-defined, we impose the integrability condition: for any x ∈ Rd,
Ex
[
sup
t∈[0,∞]
δ(t)f(Xt)
]
<∞, (2.8)
where we take δ(∞)f(Xx∞) := lim supt→∞ δ(t)f(Xxt ), which is in line with [19, Appendix D].
Second, to ensure that Θ(R) in (2.6) is indeed a stopping policy, i.e. Θ(R) ∈ B, certain regularity
of X is required, which will be investigated closely below.
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2.2 Measurability
Let us first recall the following concepts from probabilistic potential theory.
Definition 2.1 ([4], Definition II.3.1). For any R ∈ B and x ∈ Rd, the potential of R is defined by
U(x,R) :=
∫ ∞
0
Pt(x,R)dt.
We say R ∈ B is of zero potential if U(x,R) = 0 for all x ∈ Rd.
Definition 2.2 ([4], Definition V.1.1). A measure λ on Rd is called a reference measure for X,
provided that it is a countable sum of finite measures such that R ∈ B is of zero potential if and
only if λ(R) = 0.
Let us introduce the first main assumption of this paper.
Assumption 2.1. A reference measure for X exists.
A convenient sufficient condition of Assumption 2.1 is provided in the next result, whose proof
is relegated to Appendix A.
Lemma 2.1. Suppose that X has a transition density with respect to a measure λ on Rd. If λ is
a countable sum of finite measures, then for any α > 0, λα : B → R+ defined by
λα(R) :=
∫
Rd
(∫ ∞
0
e−αtPt(x,R)dt
)
λ(dx)
is a reference measure for X.
Lemma 2.1 indicates that Assumption 2.1 is not restrictive for a wide range of applications,
as a large class of diffusion processes have a transition density with respect to the Lebesgue mea-
sure in Rd. For the d-dimensional Brownian motion B, such a transition density is pt(x, y) =
(2pit)−d/2 exp(− |x−y|22t ); see [18, Exercise 5.6.17]. For an Itoˆ diffusion given by
dXt = b(Xt)dt+ σ(Xt)dBt, (2.9)
as long as there exists a weak solution unique in distribution, and the coefficients b and σ are
continuous and grow at most linearly, the transition density of X with respect to the Lebesgue
measure exists and is characterized by the fundamental solution to a Cauchy problem; see [18,
p.369]. For general Markov processes, we refer readers to [4, Proposition V.1.2] for a general
sufficient condition of the existence of a reference measure.
When a reference measure exists, we have the following handy approximation for hitting times;
see Proposition 10 in [7, Section 3.5] and [4, Exercise V.1.20].
Lemma 2.2. Suppose Assumption 2.1 holds. For any R ∈ B, there exist a nondecreasing sequence
of compact sets Kn ⊆ R such that ρKn → ρR Px-a.s. for all x ∈ Rd.
Borel measurability of the map x 7→ J(x,R) can then be established.
Proposition 2.1. (i) For any closed R ∈ B, x 7→ J(x,R) is Borel measurable.
(ii) Assume Assumption 2.1 and that (2.8) holds for all x ∈ Rd. Then, for any R ∈ B, x 7→
J(x,R) is Borel measurable.
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Proof. (i) For any R ∈ B that is closed, ρR is an FX -stopping time, thanks to [18, Problem I.2.7].
Hence, the random variable H(ω) := δ(ρR(ω))f(XρR(ω)) is FX∞-measurable. By [4, Theorem I.3.6],
x 7→ Ex[H] = J(x,R) is Borel measurable.
(ii) For any R ∈ B, Lemma 2.2 asserts the existence of compact sets Kn ⊆ R such that ρKn → ρR
Px-a.s. for all x ∈ Rd. Thanks to this, the continuity of δ, f , and t 7→ Xt, and (2.8), we conclude
from the dominated convergence theorem that
J(x,Kn) = Ex[δ(ρKn)f(XρKn )]→ Ex[δ(ρR)f(XρR)] = J(x,R), ∀x ∈ Rd. (2.10)
By part (a), x 7→ J(x,Kn) is Borel measurable for all n ∈ N. Hence, J(x,R) is Borel measurable
in view of (2.10).
Corollary 2.1. Assume Assumption 2.1 and that (2.8) holds for all x ∈ Rd. For any R ∈ B, we
have Θ(R) ∈ B.
Proof. For any R ∈ B, by Proposition 2.1 (ii), x 7→ J(x,R) is Borel measurable. Hence, by definition
S(R), I(R), and C(R) all belong to B. It follows that Θ(R) = S(R) ∪ (I(R) ∩R) ∈ B.
By Corollary 2.1, Θ can be viewed as an operator acting on B, i.e. Θ : B → B. An equilibrium
can then be formulated as a fixed point of Θ.
Definition 2.3. R ∈ B is called an equilibrium if Θ(R) = R. We denote by E the set of all
equilibria.
It can be checked directly that the entire space R = Rd is an equilibrium. Moreover, a large
number of (or even all) equilibria can be found, by the fixed-point iteration introduced in [13]: one
starts with an arbitrary R ∈ B, and apply Θ to it repetitively until an equilibrium is reached; see
also Remark 4.2.
2.3 Optimal Equilibria
Finding equilibria, however, is only the first phase of consistent planning in Strotz [26]. In the
second phase, the agent should choose the best one among all equilibria. This has not been studied
in the literature, except in [16] and [17]. Following [17, Section 2.2], for each R ∈ E , we define the
associated value function by
V (x,R) := f(x) ∨ J(x,R) ∀x ∈ Rd.
Definition 2.4. Given any E ′ ⊆ E, a set R ∈ E ′ is called an optimal equilibrium among E ′ if for
any other T ∈ E ′, V (x,R) ≥ V (x, T ) for all x ∈ Rd.
In the one-dimensional care (i.e. d = 1), the existence of an optimal equilibrium among the
entire set E is established in [17].
Proposition 2.2 ([17], Theorem 4.1). Suppose that for any x ∈ R, we have (1.1), (2.8), and
δ(t)f(Xxt )→ 0 as t→∞ Px-a.s. (2.11)
Then, the set
R :=
⋂
R∈E, R closed
R (2.12)
is an optimal equilibrium among E.
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As mentioned in the introduction, (1.1) ensures that whenever X reaches the boundary of a
Borel subset R of R, it enters R immediately. This allows us to focus on only closed equilibrium,
as indicated by (2.12). As shown in [14, Lemma 3.1], (1.1) is satisfied by a large class of one-
dimensional Itoˆ diffusions. Even more generally, any regular diffusion (in the sense of [24, Definition
V.45.2]) fulfills (1.1), as recently observed in [15, Remark 3.1].
Proposition 2.2 does not naturally extend to higher dimensions. First, due to the involved X and
X processes, (1.1) is inherently one-dimensional, with no natural extension in higher dimensions.
Moreover, the proof of Proposition 2.2 relies crucially on a consequence of (1.1): ρ{x} = 0 Px-a.s.
for all x ∈ R, i.e. the process X re-visits its initial point immediately. This condition is mostly
violated in higher dimensions. For instance, when X is a d-dimensional Brownian motion, ρ{x} =∞
Px-a.s. for all x ∈ Rd, whenever d ≥ 2.
The goal of this paper is to establish a multi-dimensional counterpart of Proposition 2.2. With
no convenient regularity condition, such as (1.1), to rely on, we will look for an optimal equilibrium
among a sufficiently large subset E ′ ⊆ E , which is allowed to be properly contained in E . This
flexibility is important: focusing on more amenable and practically relevant stopping policies will
facilitate the search for an optimal equilibrium. In a sense, for d = 1, tractability comes from
desirable regularity of X, i.e. (1.1); for d ≥ 2, it will come from additional structures of stopping
policies. The search for an appropriate subset E ′ ⊆ E , which needs to be amenable enough but still
sufficiently large, will be the focus of the next section.
3 Finely Closed Equilibria with a Boundary Condition
On strength of probabilistic potential theory, a suitable subset of E to focus on will be devised in
this section. We will first restrict our attention to finely closed stopping policies (see Definition 3.1
below), and then further require the difference between them and their Euclidean closures to be
sufficiently small. As we will see, the first restriction is without loss of any generality, while the
second is to exclude equilibria with possibly pathological and practically irrelevant forms.
3.1 Finely Closed Stopping Policies
Let us recall several essential concepts from probabilistic potential theory.
Definition 3.1. Given R ∈ B, a point x ∈ Rd is said to be regular to R if ρR = 0 Px-a.s. The set
of all regular points to R (with respect to X) is denoted by Rr, and we call
R∗ := R ∪Rr. (3.1)
the fine closure of R. In addition, R is said to be finely closed if R = R∗.
Remark 3.1. By Blumenthal’s zero-one law (Theorem 6 in [7, Section 2.3]), for any x ∈ Rd and
R ∈ B, Px(ρR = 0) is either 0 or 1. Hence, if x ∈ Rd is not regular to R, then ρR > 0 Px-a.s.
Remark 3.2. Adding to a set all its regular points, as in (3.1), is the closure operation under the
fine topology (see e.g. [7, p.107]). Hence, for any R ∈ B,
(R∗)∗ = R∗, or (R∗)r ⊆ R∗. (3.2)
Remark 3.3. For any R ∈ B,
XρR ∈ R∗ Px-a.s. on {ρR <∞}, ∀x ∈ Rd. (3.3)
Indeed, for Px-a.e. ω ∈ {ρR <∞}, if XρR(ω) /∈ R, by the definition of ρR, XρR(ω) must be regular
to R, i.e. XρR(ω) ∈ Rr. Hence, XρR(ω) ∈ R ∪Rr = R∗.
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Remark 3.4. Fix R ∈ B. For any x ∈ Rr, as ρR = 0 Px-a.s., J(x,R) = f(x). Hence,
Rr ⊆ I(R). (3.4)
Borel measurability of Rr and R∗ can be established under Assumption 2.1.
Corollary 3.1. Assume Assumption 2.1 and that (2.8) holds for all x ∈ Rd. Then, for any R ∈ B,
Rr ∈ B and thus R∗ ∈ B.
Proof. For any R ∈ B, by the same arguments as in Proposition 2.1 (ii), with J(x,R) replaced by
Ex[e−ρR ], we can show that x 7→ Ex[e−ρR ] is Borel measurable. Thus, Rr = {x ∈ Rd : Ex[e−ρR ] =
1} ∈ B. It follows that R∗ = R ∪Rr ∈ B.
A key observation is that first hitting times to R and to R∗ must coincide.
Lemma 3.1. For any R ∈ B, ρR = ρR∗ Px-a.s. for all x ∈ Rd. Hence,
J(x,R) = J(x,R∗) ∀x ∈ Rd, (3.5)
S(R) = S(R∗), I(R) = I(R∗), C(R) = C(R∗). (3.6)
Proof. Fix R ∈ B and x ∈ Rd. Since R ⊆ R∗, ρR∗ ≤ ρR. Assume ρR∗ < ∞, otherwise ρR∗ = ρR
trivially holds. By contradiction, assume that there exists ω ∈ Ω such that
ρR∗(ω) < ρR(ω). (3.7)
By (3.3) and (3.2), XρR∗ (ω) ∈ (R∗)∗ = R∗. Then, (3.7) entails XρR∗ (ω) ∈ Rr \ R. This in turn
implies the existence of (tn(ω))n∈N in R+ such that tn > ρR∗ , Xtn ∈ R, and tn ↓ ρR∗ . It follows
that ρR = limn→∞ tn = ρR∗ , a contradiction to (3.7). With ρR = ρR∗ Px-a.s. for all x ∈ Rd, (3.5)
and (3.6) directly follow from (2.4) and (2.7).
Proposition 3.1. For any R ∈ B, R ∈ E if and only if R∗ ∈ E. Moreover, if R ∈ E, then any
T ∈ B with T ∗ = R∗ belongs to E and satisfies J(x, T ) = J(x,R) = J(x,R∗) for all x ∈ Rd.
Proof. Fix R ∈ B. Suppose R ∈ E , i.e.
R = Θ(R) = S(R) ∪ (I(R) ∩R). (3.8)
By (3.6),
Θ(R∗) = S(R∗) ∪ (I(R∗) ∩R∗) = S(R) ∪ (I(R) ∩ (R ∪Rr))
= S(R) ∪ (I(R) ∩R) ∪ (I(R) ∩Rr)
= R ∪Rr = R∗,
(3.9)
where the third equality follows from (3.8) and (3.4). This shows that R∗ also belongs to E .
Conversely, suppose R∗ ∈ E . Then (3.8) holds with R replaced by R∗, i.e. R∗ = S(R∗)∪(I(R∗)∩R∗).
This can be rewritten, using (3.6) and R∗ = R ∪Rr = R ∪ (Rr \R), as
R ∪ (Rr\R) = S(R) ∪ (I(R) ∩ (R ∪ (Rr\R)))
= S(R) ∪ (I(R) ∩R) ∪ (I(R) ∩ (Rr\R))
= S(R) ∪ (I(R) ∩R) ∪ (Rr\R), (3.10)
where the last equality follows from (3.4). Note that (3.4) also implies S(R) ∩ (Rr\R) ⊆ S(R) ∩
I(R) = ∅. Hence, in (3.10), the left hand side is a disjoint union of R and Rr \ R, and the right
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hand side is a disjoint union of S(R) ∪ (I(R) ∩R) and Rr \R. We then conclude from (3.10) that
R = S(R) ∪ (I(R) ∩R) = Θ(R), i.e. R ∈ E .
Now, if R ∈ E , by part (i) R∗ ∈ E . For any S ∈ B with S∗ = R∗, as S∗ = R∗ ∈ E , we have S ∈ E
(by part (a) again). Then, Lemma 3.1 directly gives J(x, S) = J(x, S∗) = J(x,R∗) = J(x,R), for
all x ∈ Rd.
In view of Proposition 3.1, to find an optimal equilibrium, it suffices to restrict our attention
to finely closed stopping policies. After all, the fine closure of R ∈ E remains an equilibrium, with
the same values. In fact, as Lemma 3.1 indicates, R and R∗ induce the same stopping behavior,
with S(R), I(R), and C(R) in (2.7) staying intact after we take the fine closure of R.
3.2 Euclidean Closures versus Fine Closures
Definition 3.2 ([4], Definition II.3.1). Given R ∈ B, we say that R is polar if ρR =∞ Px-a.s. for
all x ∈ Rd, that R is thin if Rr = ∅, and that R is semipolar if it is a countable union of thin sets.
Instead of dealing with all stopping policies R ∈ B, we focus on those such that
R \R∗ is semipolar, (3.11)
where R denotes the (Euclidean) closure of R.
Remark 3.5. (3.11) covers all closed subsets of Rd. Indeed, if R ∈ B is closed, R \R∗ = R \R = ∅
is trivially semipolar.
Remark 3.6. (3.11) excludes some pathological sets that are so small that X will never reach, but
so dense that their closures are immensely larger and will be hit by X with positive probability. For
instance, if X is a d-dimensional Brownian motion with d ≥ 2, then
Q := {x = (x1, x2, ..., xd) ∈ Rd : xi ∈ Q, i = 1, 2, ..., d}
is polar, but Q = Rd. Note that (3.11) excludes Q. Since Q is polar, Qr = ∅ and thus Q∗ =
Q ∪ Qr = Q is polar. Then, Q \ Q∗ = Rd \ Q will be hit by X continuously over time, and is
therefore not semipolar (in view of [4, Proposition II.3.4]).
In practice, one does not usually take into account a stopping policy like Q, but simply consider
∅ (giving the same effect “never stop” as Q) or Q = Rd (“stop immediately”).
Remark 3.7. In the one-dimensional case (i.e. d = 1), (1.1) ensures R∗ = R for all R ∈ B, so
that (3.11) is trivially satisfied for all R ∈ B. Hence, (3.11) covers the one-dimensional setup in
[17], and can be viewed as the multi-dimensional counterpart of (1.1).
Combining the focus on finely closed stopping policies, stipulated at the end of Section 3.1, with
the additional requirement (3.11), we end up with the following collection of stopping policies:
L := {R ∈ B : R = R∗ and R \R is semipolar}. (3.12)
Lemma 3.2. L contains all closed subsets of Rd, and is closed under finite unions and countable
intersections.
Proof. The first assertion simply follows from Remark 3.5. For any R, T ∈ L, using the fact that
R ∪ T = R ∪ T , we get
R ∪ T \ (R ∪ T ) = (R ∪ T ) \ (R ∪ T ) ⊆ (R \R) ∪ (T \ T ).
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As R \R and T \ T are both semipolar, R ∪ T \ (R∪ T ) is semipolar, i.e. R∪ T ∈ L. On the other
hand, given any nonincreasing sequence (Rn)n∈N in L, set R :=
⋂
nRn. In view of Remark 3.2,
since Rn is finely closed for all n ∈ N, their intersection R is also finely closed. Moreover, since
R ⊆ ⋂nRn,
R \R = R \
(⋂
n
Rn
)
⊆
(⋂
n
Rn
)
\
(⋂
n
Rn
)
.
Given any point x ∈ (⋂nRn) \ (⋂nRn), x is contained in every Rn, and there exists n0 ∈ N such
that x /∈ Rn0 ; hence, x ∈ Rn0 \Rn0 . The above inclusion relation therefore implies
R \R ⊆
⋃
n
(Rn \Rn). (3.13)
Since Rn\Rn is semipolar for all n ∈ N, the right hand side above, as a countable union of semipolar
sets, is semipolar. Thus, R \R is also semipolar, so that we can conclude R ∈ L.
Based on the development in this section, the appropriate subset of E we will focus on is
E˜ := E ∩ L. (3.14)
4 Existence of an Optimal Equilibrium among E˜
In this section, we set out to find an optimal equilibrium among E˜ defined in (3.14). We will
first introduce a main assumption and its ramifications in Section 4.1, and develop a machinery to
improve equilibria in E˜ in Section 4.2. The main result will be presented in Theorem 4.1.
4.1 Hunt’s hypothesis
By Definition 3.2, a polar set is clearly semipolar. The converse is the celebrated Hunt hypothesis,
which is the second main assumption of this paper.
Assumption 4.1 (Hunt’s hypothesis). If R ∈ B is semipolar, then it is polar.
Finding conditions which guarantee that a Markov process satisfies Assumption 4.1 is a classical
topic in probabilistic potential theory. It is well-known that a d-dimensional Brownian motion
satisfies Assumption 4.1 for all d ∈ N. As a result, a large class of Itoˆ diffusions, given by (2.9), also
satisfies Assumption 4.1, as long as the Dole´ans-Dade exponential of t 7→ ∫ t0 b(Xs)σ−1(Xs)ds is a
martingale, thanks to Girsanov’s theorem; see e.g. [23, Section 9.2]. For general Markov processes,
we refer readers to [7, Section 5.2] for a set of theoretic criteria that ensure Assumption 4.1.
Remark 4.1. For any R ∈ B, R \ Rr is semipolar; see Theorem 6 in [7, Section 3.5]. Hence,
under Assumption 4.1, R \Rr is polar.
Assumption 4.1 leads to a very useful result in finding equilibria: if R ∈ B becomes smaller
after we apply Θ to R once, we immediately obtain an equilibrium.
Proposition 4.1. Suppose Assumptions 2.1 and 4.1 hold. Then, for any R ∈ B with Θ(R) ⊆ R,
R \Θ(R) is polar and
Θ2(R) = Θ(R), i.e. Θ(R) ∈ E .
In addition, if R is finely closed, so is Θ(R).
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Proof. For any R ∈ B, by (3.4), (2.6), and Θ(R) ⊆ R, we have
Rr ∩R ⊆ I(R) ∩R ⊆ Θ(R) ⊆ R. (4.1)
As R \ Rr is polar (Remark 4.1), this implies R \ Θ(R) is also polar. It follows that ρΘ(R) = ρR
Px-a.s. for all x ∈ Rd, which in turn implies J(x,Θ(R)) = J(x,R) for all x ∈ Rd. In view of (2.7),
we obtain S(R) = S(Θ(R)) and I(R) = I(Θ(R)). Hence,
Θ2(R) = S(Θ(R)) ∪ (I(Θ(R)) ∩Θ(R))
= S(R) ∪ (I(R) ∩Θ(R))
= S(R) ∪ (I(R) ∩ (S(R) ∪ (I(R) ∩R)))
= S(R) ∪ (I(R) ∩R) = Θ(R),
where the first, third, and fifth equalities follow from (2.6) and the fourth equality is due to
S(R) ∩ I(R) = ∅ by definition. This shows that Θ(R) ∈ E . Finally, as Θ(R) ⊆ R, we have
(Θ(R))r ⊆ Rr. If R is additionally finely closed, i.e. Rr ⊆ R, then (4.1) yields Rr ⊆ Θ(R). It
follows that (Θ(R))r ⊆ Rr ⊆ Θ(R), i.e. Θ(R) is finely closed.
Remark 4.2. Proposition 4.1 enhances the convergence of the fixed-point iteration introduced in
[13]. When stated in the current context, [13, Proposition 3.3] asserts that whenever R ⊆ Θ(R),
lim
n→∞Θ
n(R) =
⋃
n∈N
Θn(R)
is well-defined and is an equilibrium. Proposition 4.1 complements the above result: for the opposite
case Θ(R) ⊆ R, limn→∞Θn(R) = Θ(R) is an equilibrium.
Remark 4.3. Recall L in (3.12). Under Assumption 4.1, R \R is polar for all R ∈ L. Hence, for
any R ∈ L, ρR = ρR Px-a.s. for all x ∈ Rd.
Remark 4.4. It is tempting to conclude from Remark 4.3 that we can further restrict our attention
from E˜ to E := {R ∈ E : R is closed}; after all, the one-dimensional analysis in [17] is entirely
based on E. This is however not the case, as the relation “R ∈ E˜ if and only if R ∈ E” does not
hold in general. To illustrate, take any R ∈ E˜. For R to be in E, we need f(x) ≥ J(x,R) for x ∈ R.
As R ∈ E, we must have f(x) ≤ J(x,R) = J(x,R) for x /∈ R. Hence, “R ∈ E” boils down to the
condition “f(x) = J(x,R) for x ∈ R \R”, which is not true in general. From this observation, we
construct an example in Section 5, which explicitly demonstrates R ∈ E˜ but R /∈ E.
4.2 Improving an Equilibrium
By repeating the arguments in the proof of [17, Lemma 3.1], we get the same result in the multi-
dimensional case.
Lemma 4.1. For any R, T ∈ B with R ⊆ T and R ∈ E, J(x,R) ≥ J(x, T ) for all x ∈ Rd.
The next result is a multi-dimensional extension of [17, Proposition 4.8]
Proposition 4.2. Assume Assumptions 2.1 and 4.1, and that (2.8) and (2.11) hold for all x ∈ Rd.
Then, for any R, T ∈ E˜, Θ(R ∩ T ) ⊆ R ∩ T belongs to E˜, and satisfies
J(x,Θ(R ∩ T )) ≥ J(x,R) ∨ J(x, T ), ∀x ∈ Rd. (4.2)
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Proof. Fix R, T ∈ E˜ = E ∩ L. By the same arguments in the proof of [17, Proposition 4.8], we get
J(x,R ∩ T ) ≥ J(x,R) ∨ J(x, T ), ∀x ∈ (R ∩ T )c. (4.3)
As R, T ∈ L, ρR = ρR and ρT = ρT Px-a.s. for all x ∈ Rd (Remark 4.3). It follows that
J(x,R) = J(x,R) and J(x, T ) = J(x, T ), ∀x ∈ Rd. (4.4)
Moreover, by the same argument above (3.13), we have (R∩T )\ (R∩T ) ⊆ (R \R)∪ (T \T ). Since
R \R and T \ T are polar (Remark 4.3), so is (R ∩ T ) \ (R ∩ T ). It follows that
J(x,R ∩ T ) = J(x,R ∩ T ), ∀x ∈ Rd. (4.5)
Now, by the fact R, T ∈ E , we obtain from (4.4), (4.3), and (4.5) that
f(x) ≤ J(x,R)∨ J(x, T ) = J(x,R)∨ J(x, T ) ≤ J(x,R∩ T ) = J(x,R∩ T ), ∀x ∈ (R∩ T )c. (4.6)
This particularly implies S(R ∩ T ) ⊆ R ∩ T , and thus
Θ(R ∩ T ) = S(R ∩ T ) ∪ (I(R ∩ T ) ∩ (R ∩ T )) ⊆ R ∩ T. (4.7)
By Proposition 4.1, this readily shows that Θ(R ∩ T ) ∈ E , Θ(R ∩ T ) is finely closed (as R ∩ T is
finely closed), and
(R ∩ T ) \Θ(R ∩ T ) is polar. (4.8)
Note that (4.7) also implies
Θ(R ∩ T ) ⊆ Θ(R ∩ T ) ⊆ R ∩ T .
It follows that
Θ(R ∩ T ) \Θ(R ∩ T ) ⊆ (R ∩ T ) \Θ(R ∩ T )
⊆
(
(R ∩ T ) \Θ(R ∩ T )
)
∪ (R \R) ∪ (T \ T ).
As the three sets in the second line above are all polar (recall (4.8) and Remark 4.3), we conclude
that Θ(R ∩ T ) \Θ(R∩T ) is polar, and thus Θ(R∩T ) ∈ L. Hence, Θ(R∩T ) ∈ E ∩L = E˜ . Finally,
thanks to Θ(R∩T ) ⊆ R (by (4.7)) and Θ(R∩T ) ∈ E , Lemma 4.1 asserts J(x,Θ(R∩T )) ≥ J(x,R)
for all x ∈ Rd. A similar argument shows that J(x,Θ(R ∩ T )) ≥ J(x, T ) for all x ∈ Rd. We can
then conclude that (4.2) holds.
Remark 4.5. In (4.3), the inequality is guaranteed for only x ∈ (R∩T )c, although the corresponding
one-dimensional result holds for all x ∈ R; see [17, Proposition 4.8]. For instance, for d ≥ 2, if there
exist two closed equilibria R and T such that R∩T = {x} for some x ∈ Rd, then ρR∩T = ρ{x} =∞
Px-a.s., for a wide range of Markov processes X. By (2.11), this implies J(x,R ∩ T ) = 0, which is
unlikely to be equal to J(x,R) ∨ J(x, T ). By contrast, for d = 1, (1.1) ensures ρR = ρT = ρR∩T =
ρ{x} = 0 Px-a.s., so that J(x,R ∩ T ) = f(x) = J(x,R) ∨ J(x, T ).
Proposition 4.2 provides a partial order among elements in E˜ .
Corollary 4.1. Assume Assumptions 2.1 and 4.1, and that (2.8) and (2.11) holds for all x ∈ Rd.
Then, for any R, T ∈ E˜ with R ⊆ T , J(x,R) ≥ J(x, T ) for all x ∈ Rd.
Proof. For any R, T ∈ E˜ , note that R \Θ(R ∩ T ) ⊆ (R \ T ) ∪ ((R ∩ T ) \Θ(R ∩ T )). With R ⊆ T ,
R \ T ⊆ T \ T is polar (Remark 4.3). Recalling from (4.8) that (R ∩ T ) \ Θ(R ∩ T ) is also polar,
we conclude that R \Θ(R ∩ T ) is polar. Hence, ρR = ρΘ(R∩T ) Px-a.s. for all x ∈ Rd, and thus
J(x,R) = J(x,Θ(R ∩ T )) ≥ J(x, T ) ∀x ∈ Rd,
where the inequality follows from Proposition 4.2.
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4.3 The Main Result
Before we state the main result of this paper, we need a convergence result for first hitting times.
Lemma 4.2. Suppose Assumption 4.1 holds. Let (Rn)n∈N be a nonincreasing sequence in L, and
set R :=
⋂
n∈NRn. Then
lim
n→∞ ρRn = ρR P
x-a.s. ∀x ∈ Rc. (4.9)
Proof. Fix x ∈ Rc. Set τn := ρRn , and define τ := limn→∞ τn. As R ⊆ Rn, we must have τ ≤ ρR.
Hence, it suffices to prove
τ ≥ ρR Px-a.s. on {τ <∞}. (4.10)
For each m ∈ N, as (Rn)n∈N is nonincreasing, (Rn)n∈N is also nonincreasing. It follows that
Xxτn ∈ Rm ∀n ≥ m, Px-a.s. on {τ <∞}.
As n → ∞, by the continuity of t 7→ Xxt , this implies Xxτ ∈ Rm Px-a.s. on {τ < ∞}. Since
Rm \Rm is polar (recall Rm ∈ L and Remark 4.3), the above relation can be equivalently written
as Xxτ ∈ Rm Px-a.s. on {τ <∞}. By the arbitrariness of m ∈ N, we conclude
Xxτ ∈
⋂
m
Rm = R, Px-a.s. on {τ <∞}. (4.11)
As x ∈ Rc, x /∈ Rn0 for some n0 ∈ N. Since Rn0 is finely closed, x /∈ Rn0 implies that x is not
regular to Rn0 , i.e. τn0 = ρRn0 > 0 P
x-a.s. Consequently, τ > 0 Px-a.s. We then deduce from τ > 0
and (4.11) that (4.10) holds.
Remark 4.6. We require “x ∈ Rc” in (4.9), as the convergence need not hold for x ∈ R. For
instance, for any d ≥ 2, let X be a d-dimensional Brownian motion and Rn ∈ L be the closed ball
around the origin O := (0, 0, ..., 0) ∈ Rd with radius 1/n, for all n ∈ N. Clearly, R := ⋂n∈NRn =
{O}. For x = O ∈ R, we have ρRn = 0 for all n ∈ N, but ρR =∞.
Now, we are ready to state the main result of this paper.
Theorem 4.1. Assume Assumptions 2.1 and 4.1, and that (2.8) and (2.11) hold for all x ∈ Rd.
Then, there exists R ∈ E˜ that is optimal among E˜. Moreover, R = ⋂
R∈E˜ R.
Proof. Consider R˜ :=
⋂
R∈E˜ R. As an intersection of closed sets, R˜ is closed. Since the indicator
function of a closed set is upper semi-continuous, [1, Proposition 4.1 ] implies that there exists a
countable subset (Rn)n∈N of E˜ such that R˜ =
⋂
nRn. Define (Tn)n∈N by
T1 := R1, Tn := Θ(Tn−1 ∩Rn) for n ≥ 2.
By applying Proposition 4.2 to (Tn)n∈N recursively, we have
Tn ∈ E˜ ∀n ∈ N, (4.12)
as well as
Tn+1 = Θ(Tn ∩Rn+1) ⊆ Tn ∩Rn+1
⊆ Tn = Θ(Tn−1 ∩Rn) ⊆ Tn−1 ∩Rn ⊆ Rn, ∀n ≥ 2. (4.13)
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Consider R◦ :=
⋂
n Tn. We deduce from Lemma 3.2, (4.12), and (4.13) that
R◦ ∈ L and R◦ ⊆
⋂
n
Rn = R˜. (4.14)
Now, for any x ∈ (R◦)c, as (Tn)n∈N in E˜ = E ∩ L is nonincreasing (see (4.13)), Lemma 4.2 entails
ρTn → ρR◦ Px-a.s. Thanks to this, the continuity of δ, f , and t 7→ Xt, and (2.8), we conclude from
the dominated convergence theorem that
lim
n→∞ J(x, Tn) = limn→∞E
x[δ(ρTn)f(XρTn )] = E
x[δ(ρR◦)f(XρR◦ )] = J(x,R◦). (4.15)
On the other hand, the fact that x /∈ R◦ =
⋂
n Tn and (Tn)n∈N is nonincreasing implies that there
exists n0 ∈ N such that x /∈ Tn for all n ≥ n0. This, together with Tn ∈ E (by (4.12)), indicates
f(x) ≤ J(x, Tn) for all n ≥ n0. Combining this with (4.15), we obtain
f(x) ≤ J(x,R◦) ∀x ∈ (R◦)c.
This shows that S(R◦) ⊆ R◦, so that
Θ(R◦) = S(R◦) ∪ (I(R◦) ∩R◦) ⊆ R◦. (4.16)
By Proposition 4.1, this implies the following properties:
R◦ \Θ(R◦) is polar; (4.17)
R := Θ(R◦) belongs to E and is finely closed. (4.18)
Note that (4.16) implies Θ(R◦) ⊆ Θ(R◦) ⊆ R◦, which gives
Θ(R◦) \Θ(R◦) ⊆ R◦ \Θ(R◦) ⊆ (R◦ \R◦) ∪ (R◦ \Θ(R◦)). (4.19)
As R◦ ∈ L (by (4.14)), R◦ \R◦ is polar (recall Remark 4.3). This, together with (4.17), shows that
the right hand side of (4.19) is polar, and thus Θ(R◦) \ Θ(R◦) is polar. We then conclude from
(4.18) that R = Θ(R◦) ∈ E˜ . By (4.16) and (4.14),
R ⊆ R˜ =
⋂
R∈E˜
R. (4.20)
Hence, for any R ∈ E˜ , we have R ⊆ R. With R ∈ E , Corollary 4.1 gives J(x,R) ≥ J(x,R) for all
x ∈ Rd. Therefore, R is optimal among E˜ . Also, the fact R ∈ E˜ implies R˜ = ⋂
R∈E˜ R ⊆ R. This,
together with (4.20), entails R = R˜ =
⋂
R∈E˜ R.
5 An Example of R ∈ E˜ but R /∈ E
In this section, we takeX to be a three-dimensional Brownian motion, and will construct an example
that explicitly demonstrates R ∈ E˜ but R /∈ E . To this end, we need the following technical result,
whose proof is relegated to Appendix B.
Lemma 5.1. Let X be a three-dimensional Brownian motion. Given an open domain D ⊆ R3,
suppose that f ≤ K on ∂D for some K > 0. Then,
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(i) for any x ∈ D and r > 0 such that B(x, r) := {y ∈ R3 : ‖y − x‖ < r} ⊆ D,
k(r)
m(B(x, r))
∫
B(x,r)
J(y,Dc)m(dy) ≤ J(x,Dc) ≤ 1
m(B(x, r))
∫
B(x,r)
J(y,Dc)m(dy), (5.1)
where k(r) := Ex[δ(ρB(x,r)c)] is continuous and nonincreasing in r with limr↓0 k(r) = 1, and
m(·) denotes the Lebesgue measure in R3.
(ii) x 7→ J(x,Dc) is continuous on D. Furthermore, if z ∈ ∂D is regular to Dc, then x 7→ J(x,Dc)
is also continuous at z, in the sense that
lim
x→z, x∈D
J(x,Dc) = J(z,Dc). (5.2)
Now, let S be the collection of (x1, x2, x3) ∈ R3 such that
x1 =
√
x22 + x
2
3, for x1 ≥ 0, 0 ≤ x22 + x23 ≤ 1;
x1 = 2−
√
x22 + x
2
3, for x1 ≥ 0, 1 ≤ x22 + x23 ≤ 4;
x22 + x
2
3 = 4, for x1 < 0.
As shown in Figure 1, S ⊂ R3 is the surface generated by rotating the curve l around the x1-axis.
It partitions R3 into two open sets G1 and G2: G1 contains (1, 0, 0), G2 contains (−1, 0, 0), and
∂G1 = ∂G2 = S. Note that G1 = G1 ∪S is a so-called Lebesgue thorn with the origin O := (0, 0, 0)
being its vertex. By [22, Example 8.40],
O is not regular to either G1 or G1, while all other points in S are regular to G1. (5.3)
Figure 1: Surface S is generated by rotating the curve ` around the x1-axis
Define h1 : R3 → R+ by
h1(x) :=
{√
x21 + x
2
2 + x
2
3, for x
2
1 + x
2
2 + x
2
3 ≤ 1,
1/
√
x21 + x
2
2 + x
2
3, otherwise.
(5.4)
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Note that 0 < h1 ≤ 1 on S except at the origin O, where h1(O) = 0. Then, we introduce
h2(x) := Ex[δ(ρG1)h1(XρG1 )], ∀x ∈ R
3. (5.5)
Now, we define the payoff function f by
f(x) :=
{
h1(x), x ∈ G1,
min{h1(x), h2(x)}, x ∈ G2.
(5.6)
Lemma 5.2. f in (5.6) is continuous on R3, and satisfies (2.8) and (2.11) for all x ∈ R3.
Proof. As 0 ≤ h1 ≤ 1 on R3, we have 0 ≤ f ≤ 1 on R3 by definition. Hence, (2.8) and (2.11) are
trivially satisfied. Clearly, h1 is continuous on R3. By (5.3), we conclude from Lemma 5.1 that h2
is continuous on G2 \ {O}. Moreover, since every point in S \ {O} is regular to G1, by definition
h2 = h1 on S \ {O}. All this readily implies that f is continuous on R3 \ {O}. Finally, observe
that 0 ≤ f(x) ≤ h1(x) for all x ∈ R3 \ {O}. This, along with limx→O h1(x) = h1(O) = 0, entails
limx→O f(x) = 0 = f(O). We therefore conclude that f is continuous on R3.
By (5.3), the fine closure of G1 is
G∗1 = G1 ∪ (S \ {O}). (5.7)
Proposition 5.1. G∗1 ∈ E˜ but G∗1 /∈ E.
Proof. By (5.3) and G1 being open, every point in G
∗
1 is regular to G
∗
1. Hence, J(x,G
∗
1) =
Ex[δ(ρG∗1)f(XρG∗1 )] = f(x) for all x ∈ G
∗
1. For any x ∈ (G∗1)c = G2 ∪ {O}, (5.3) implies
XρG∗1
∈ S \ {O} Px-a.s. Hence, by the fact that f = h1 on S,
J(x,G∗1) = Ex[δ(ρG∗1)f(XρG∗1 )] = E
x[δ(ρG∗1)h1(XρG∗1
)] = h2(x) ∀x ∈ G2 ∪ {O}, (5.8)
where the last equality follows from the fact that G∗1 and G1 only differ by the singleton {O},
which is polar (with respect to X, a three-dimensional Brownian motion). By the definition of f ,
this readily implies J(x,G∗1) = h2(x) ≥ f(x) for x ∈ G2. Note that XρG∗1 ∈ S \ {O} also implies
h1(XρG∗1
) > 0. We then deduce from (5.8) that J(x,G∗1) > 0 for all x ∈ G2 ∪ {O}. In particular,
J(O,G∗1) > 0 = h1(O) = f(O). (5.9)
Therefore, we conclude that G∗1 ⊆ I(G∗1) and S(G∗1) = ∅. In view of (2.6), Θ(G∗1) = G∗1, i.e.
G∗1 ∈ E . In addition, since {O} is polar and G∗1 \ G∗1 = G1 \ G∗1 = {O}, we have G∗1 ∈ L. Hence,
G∗1 ∈ E ∩ L = E˜ . Finally, by (5.3) and (5.9), J(O,G∗1) = J(O,G∗1) > f(O), i.e. O ∈ C(G∗1). As
G∗1 = G
∗
1 ∪ {O} intersects C(G∗1), we conclude G∗1 /∈ E .
A Proof of Lemma 2.1
Fix R ∈ B. If R is of zero potential, then∫ ∞
0
e−αtPt(x,R)dt ≤
∫ ∞
0
Pt(x,R)dt = U(x,R) = 0 ∀x ∈ Rd. (A.1)
Hence,
∫∞
0 e
−αtPt(x,R)dt = 0 for all x ∈ Rd, and thus λα(R) = 0. Conversely, if λα(R) = 0, then
λ(E) = 0 with E := {x ∈ Rd : Uα(x,R) > 0},
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where we use the notation
Uα(x,R) :=
∫ ∞
0
e−αtPt(x,R)dt. (A.2)
Since there exists a transition density (pt)t≥0 for X, it follows from (2.1) and λ(E) = 0 that
U(x,E) =
∫ ∞
0
Pt(x,E)dt =
∫ ∞
0
∫
E
pt(x, y)λ(dy)dt =
∫ ∞
0
0dt = 0 ∀x ∈ Rd.
By the same argument as in (A.1), this implies
Uα(x,E) = 0 for all x ∈ Rd. (A.3)
Now, we claim that Uα(x,R) = 0 for all x ∈ Rd. Let us write R = R1 ∪R2, where
R1 := {x ∈ R : Uα(x,R) > 0} and R2 := {x ∈ R : Uα(x,R) = 0}.
As R1 ⊆ E, we have Uα(x,R1) ≤ Uα(x,E) for all x ∈ Rd. Then, (A.3) entails Uα(x,R1) = 0 for
all x ∈ Rd, so that
Uα(x,R) = Uα(x,R2) ∀x ∈ Rd. (A.4)
By contradiction, suppose that there exists x∗ ∈ Rd such that Uα(x∗, R) > 0. Observe that
Uα(x∗, R2) = Ex
∗
[∫ ∞
0
e−αt1R2(Xt)dt
]
= Ex
∗
[ ∫ ∞
ρR2
e−αt1R2(Xt)dt
]
= Ex
∗ [
e−αρR2Uα(XρR2 , R2)
]
= Ex
∗ [
e−αρR2Uα(XρR2 , R)
]
= 0,
where the first equality stems from the definition of Uα in (A.2), the fourth equality follows from
(A.4), and the last equality is due to Uα(XρR2 , R) = 0 (by the definition of R2). This contradicts
Uα(x∗, R2) = Uα(x∗, R) > 0. Hence, we have Uα(x,R) = 0 for all x ∈ Rd. Thanks again to
Proposition 3 in [7, Section 3.5], this implies U(x,R) = 0 for all x ∈ Rd, i.e. R is of zero potential.
B Proof of Lemma 5.1
(i) Fix x ∈ D. As X is a three-dimensional Brownian motion and δ is continuous and nonincreasing,
r 7→ k(r) := Ex[δ(ρB(x,r))] is continuous and nonincreasing in r, and ρB(x,r) ↓ 0 as r ↓ 0 Px-a.s. By
the dominated convergence theorem and δ(0) = 1, we get limr↓0 k(r) = 1. Now, fix r > 0 such that
B(x, r) ⊆ D. For any 0 < s ≤ t, by (2.3) we get
J(x,Dc) = Ex[δ(ρDc)f(XρDc )]
≥ Ex[δ(ρB(x,s)c)Ex[δ(ρDc − ρB(x,s)c)f(XρDc ) | FρB(x,s)c ]]
= Ex[δ(ρB(x,s)c)J(XρB(x,s)c , D
c)]. (B.1)
As X is a three-dimensional Brownian motion, XxρB(x,s)c and ρB(x,s)c are independent, and X
x
ρB(x,s)c
is uniformly distributed on ∂B(x, s). Thus, (B.1) implies
J(x,Dc) ≥ Ex[δ(ρB(x,s)c)] · Ex[J(XρB(x,s)c , Dc)] = k(s) ·
1
Σ(s)
∫
∂B(x,s)
J(y,Dc)Σ(dy), (B.2)
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where Σ(s) denotes the two-dimensional surface measure on ∂B(x, s) in R3. On the other hand, as
δ is nonincreasing,
J(x,Dc) ≤ Ex[δ(ρDc − ρB(x,s)c)f(XρDc )] = Ex[J(XρB(x,s)c , Dc)] =
1
Σ(s)
∫
∂B(x,s)
J(y,Dc)Σ(dy).
(B.3)
Combining (B.2) and (B.3), and using k(r) ≤ k(s) as s ≤ r, we obtain
k(r) ·
∫
∂B(x,s)
J(y,Dc)Σ(dy) ≤ Σ(s)J(x,Dc) ≤
∫
∂B(x,s)
J(y,Dc)Σ(dy), ∀0 < s ≤ r.
Integrating the above inequality with respect to s from 0 to r yields
k(r) ·
∫
B(x,r)
J(y,Dc)m(dy) ≤ m(B(x, r)) · J(x,Dc) ≤
∫
B(x,r)
J(y,Dc)m(dy),
which gives (5.1).
(ii) First, we show that x 7→ J(x,Dc) is continuous on D. As f ≤ K on ∂D,
J(x,Dc) ≤ K ∀x ∈ D. (B.4)
Fix an arbitrary ε > 0. For any x1, x2 ∈ D, choose r > 0 small enough such that B(xi, r) ⊆ D for
i = 1, 2 and k(r) ≥ 1− ε. Then, by (5.1),
1− ε
m(B(xi, r))
∫
B(xi,r)
J(y,Dc)m(dy) ≤ J(xi, Dc) ≤ 1
m(B(xi, r))
∫
B(xi,r)
J(y,Dc)m(dy), for i = 1, 2.
It follows that
J(x1, D
c)− J(x2, Dc) ≤ 1
m(B(x1, r))
∫
B(x1,r)
J(y,Dc)m(dy)− 1− ε
m(B(x2, r))
∫
B(x2,r)
J(y,Dc)m(dy)
≤ 1
m(B(x1, r))
∫
B(x1,r)∆B(x2,r)
J(y,Dc)m(dy) +
ε
m(B(x2, r))
∫
B(x2,r)
J(y,Dc)m(dy)
≤ K
(
m(B(x1, r)∆B(x2, r))
m(B(x1, r))
+ ε
)
, (B.5)
where B(x1, r)∆B(x2, r) denotes the symmetric difference of B(x1, r) and B(x2, r), and the third
equality is due to (B.4). By choosing x2 sufficiently close to x1, we can make
m(B(x1,r)∆B(x2,r))
m(B(x2,r))
≤ ε,
so that J(x1, D
c) − J(x2, Dc) ≤ 2Kε. By switching x1 and x2 in (B.5), we obtain the similar
result that by choosing x2 close enough to x1, we get J(x2, D
c) − J(x1, Dc) ≤ 2Kε. Hence,
|J(x1, Dc)− J(x2, Dc)| ≤ 2Kε for x2 sufficiently close to x1. That is, J(x,Dc) is continuous at x1.
By the arbitrariness of x1 ∈ D, x 7→ J(x,Dc) is continuous on D.
It remains to prove (5.2). Fix z ∈ ∂D that is regular to Dc. By Proposition 1 in [7, Section
4.4], for any η > 0, x 7→ Px(ρDc ≤ η) is lower seimicontinuous. Hence,
lim inf
x→z P
x(ρDc ≤ η) ≥ Pz(ρDc ≤ η) = 1,
which implies
lim
x→z P
x(ρDc ≤ η) = 1. (B.6)
Given r > 0, note that because X is a Brownian motion,
x 7→ Px(ρB(x,r)c > η) is constant. (B.7)
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Observe that it holds for all η > 0 that
Px(ρDc < ρB(x,r)c) ≥ Px(ρDc ≤ η < ρB(x,r)c) ≥ Px(ρDc ≤ η) + Px(ρB(x,r)c > η)− 1. (B.8)
By (B.6) and (B.7), this implies
lim inf
x→z P
x(ρDc < ρB(x,r)c) ≥ Pz(ρB(z,r)c > η), ∀η > 0.
As limη↓0 Pz(ρB(z,r)c > η) = 1, thanks again to X being a Brownian motion, we conclude that
lim
x→z P
x(ρDc < ρB(x,r)c) = 1. (B.9)
On the set {ρDc < ρB(x,r)c}, we have ‖XxρDc − x‖ < r. Hence, for any ε > 0, by the continuity of
f , δ, and t 7→ Xt, we can choose r > 0 small enough such that for all x ∈ D with ‖x− z‖ ≤ r,
|f(x)−f(z)| ≤ ε, |f(XxρDc )−f(x)| ≤ ε on {ρDc < ρB(x,r)c}, and Ex[δ(ρB(x,r)c)] ≥ 1−ε. (B.10)
By (B.9), for this fixed r > 0, we can choose 0 < r′ < r such that for all x ∈ D with ‖x− z‖ < r′,
Px(ρDc ≥ ρB(x,r)c) ≤ ε. (B.11)
As z is regular to Dc, J(z,Dc) = f(z). If follows that
|J(x,Dc)− J(z,Dc)| ≤ Ex [|δ(ρDc)f(XρDc )− f(z)|] . (B.12)
Now, for any x ∈ D with ‖x− z‖ < r′, observe that
Ex[|δ(ρDc) f(XρDc )− f(z)| 1{ρDc<ρB(x,r)c}]
≤ Ex[|δ(ρDc)f(XρDc )− f(x)| 1{ρDc<ρB(x,r)c}] + |f(x)− f(z)|
≤ Ex[|f(XρDc )− f(x)| 1{ρDc≤ρB(x,r)c}] + Ex[|δ(ρDc)− 1||f(XρDc )| 1{ρDc≤ρB(x,r)}] + ε
≤ (K + 2)ε,
where the last inequality follows from (B.10) and 0 ≤ f ≤ K on ∂D. On the other hand,
Ex[|δ(ρDc)f(XρDc )− f(z)| 1{ρDc≥ρB(x,r)c}] ≤ 2KPx(ρDc ≥ ρB(x,r)c) ≤ 2Kε,
where the last inequality follows from (B.11). We then conclude from (B.12) that |J(x,Dc) −
J(z,Dc)| ≤ (3K + 2)ε, which completes the proof.
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