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Abstract 
Gonzalez-Vera, P., S. Gonzalez-Pinto and J.C. Santos-Leon, A note on certain generalizations of the midpoint 
rule, Journal of Computational and Applied Mathematics 49 (1993) 85-91. 
In this paper we shall be concerned with some interesting generalizations of the so-called midpoint rule to 
weighted integrals introduced by Jagerman (1966) and Stetter (1968). First, the convergence of the Stetter rule 
on the class of the Riemann-integrable functions is proved, and numerical experiments are also carried out. 
Secondly, the introduction of a correction factor in order to accelerate the asymptotic rate of convergence is 
discussed. 
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1. Introduction 
In the approximate calculation of a definite integral 
Z(f) = /hfWW dx 
a 
by means of a quadrature formula 
Z,(f} = k Ajf(xj>y (1.2) 
j=l 
it turns out to be important that coefficients Aj in (1.2) are equal in order to reduce the root 
mean-square round-off error made in computing (or error in measuring) f(xj), as much as 
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possible, while retaining at least zero-order algebraic precision (see, e.g., [2]). When w(x) = 1, 
and [a, b] is finite, say [a, b] = [O, 11, the midpoint rule 
J (1 If x 
2j + 1 
0 
d+gf --Lg- 
i i 
possesses uch valuable attribute. 
In the sequel, let a weight function w(x) satisfy w(x) 2 0 and not identically vanish on any 
subinterval of [a, b], so that l,bw(x) dx = 1. 
In order to obtain an equal-coefficient formula for (l.l), Jagerman [4] introduced the 
function 
y=H(x)= “,(t dt, / ) a 
which is a monotonic increasing continuous function on [a, b] satisfying H(a) = 0 and H(b) = 1. 
Let x = L(y) be the inverse function to H; then defining x0, x,, . . . , x, by 
xi=L i 
2j+ 1 
___ 
2n 
1 - ’ j=O, 1 ,...,Tz 1, 
the required quadrature formula takes the form 
1 n-l 
(l-3) 
(1.4) 
Such a rule is exact for polynomials of degree zero and the given weight function w(x). 
On the other hand, Stetter [6] proposes to generalize the classical midpoint rule, so that the 
resulting formula will be exact for polynomials of degree one and the given weight function. For 
this purpose, he defines 
L(y) dy, j=O, l,..., n-l, 
so that the required formula is now given by 
(l-5) 
(1.6) 
In the sequel, we shall refer to (1.3), (1.4) as Jagerman’s rule and to (1.5), (1.6) as Stetter’s rule. 
Remark 1.1. Once the function L has been found, the nodes xj for Jagerman’s rule are easily 
computable; meanwhile, the nodes in Stetter’s rule require the evaluation of the integrals (1.5). 
Observe that when such integrals are estimated by the classical midpoint rule, nodes xi in (1.3) 
are obtained. 
2. Theoretical results 
Next, we shall give 
as far as we know. 
some results concerning these rules, which have not been stated before, 
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Theorem 2.1. Let R[a, b] denote the class of Riemann-integrable functions on [a, b]; then 
Stetter’s rule is convergent in this class, i.e., 
L,LtSn(f)=/“f(x)w(x) dx, foranyfER[a, b]. 
a 
Proof. Since w(x) is a Riemann-integrable function, L(y) defined on [O, 11 is continuous and 
monotonically increasing on this interval. Thus, 
By virtue of continuity, there exist lj E [j/n, (j + 1)/n] such that L(lj) = aj. 
Let us first assume that f is a continuous function on [a, b]; therefore one has 
ljE [j/n, (j+ WI. 
Now, f 0 L is a continuous function and the right-hand member represents clearly a Riemann 
sum, so that 
!-$$,(f) = k’(f o L)(Y) dy = /“f(+W dx. 
a 
Finally, the proof follows from the fact that any sequence of integration rules with positive 
weights which converges for all continuous functions converges for all Riemann-integrable 
functions (see [2, p.1291). 0 
Remark 2.2. (i) The convergence of the sequence {J,( f 1) was proved in 141. 
(ii) From Remark 1.1, both rules coincide when L(y) is a polynomial of degree one at most; 
or equivalently when w(x) = 1. 
As far as we know, very few numerical experiments have been carried out by using these 
rules. The examples displayed below show that both provide a similar accuracy. Under rather 
restrictive conditions, the following theorem intends to explain this behaviour from an asymp- 
totic point of view. 
Theorem 2.3. Let us assume that f satisfies a Lipschitz condition and L E C’[O, 11; then there 
exists a positive constant A4 such that 
P,(f)-s,,(f)l& maxIL(* n = 1,2,. *a> M independent of n , 
Proof. Since f satisfies a Lipschitz condition, a constant M > 0 exists such that 1 f(x) -f(t) I < 
M I x - t I for any X, t in the interval [a, b]. Hence, 
IJ,(f)-~,(f)I~Mfl~llaj-xjI, 
n j=O 
aj,xjE[a, b], j=O,l,..., n-l. 
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Now applying the error formula for the midpoint rule (see, e.g., [2, p.54]), one has 
/ 
(j+%(y) dy - $L, 
i/n 
< & IL'"(Cj)I, ljE [j/n, (.i+l)/n]. 
Therefore, from (1.3) and (1.51, 
and the proof follows. 0 
Remark 2.4. Straightforward calculations yield 
L”(y) = - 
WV(Y)) 
W3(L(Y )) ’ 
which shows that the existence of this second derivative requires the derivative of the weight 
function. This fact, certainly, restricts the application of Theorem 2.3. 
Let us see how to improve Jagerman’s rule by adding a correction term. Paralleling rather 
closely the motivation of the so-called “corrected trapezoidal rule” (see [l, p.25411, one has 
K(f) = /b.WW dx -J,(f); 
a 
then, from [2, p.541, the following holds: 
:;t n*&(f) = $i[(f o Q’(l) - (f o L)‘(O)1 Y 
or equivalently, &If} = &[(f 0 L)‘(l) - <f 0 L)‘(O)1 n* represents an asymptotic estimation of 
the error R,(f). 
Using this error estimate Edf}, we can define an improved rule 
J,c{f] = JO] + &If], 
which we have called the corrected Jagerman rule. 
Calling G(y) = f 0 L(y), the following theorem holds. 
Theorem 2.5. Assume that G E Cc4’[0, 11; then 
ff(x)w(x) dx =J,C(f} - &J G(;!,‘n) 2 t&z E (0, 1). 
Proof. It follows from the second Euler summation formula (see [5, p.1351) when applied to 
#G(Y) dy. 0 
Remark 2.6. Take into account that 
Gc4’(y) =fc4)p4 +f”‘(6p’p3) +f”(4p”p3 + 7(p’)*p*) 
+f’(p”‘$ + 4p’p’p2 + (P’)3P), 
where y = /,“w( t) dt and p(x) = l/w(x), which allows to show the restrictions of the error 
expression given in Theorem 2.5, when the following simple example is considered. Indeed, 
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Table 1 
Absolute errors 
II Stetter 
2 3.97.10p3 
4 9x3.10-4 
8 2.46.10p4 
13 9.33.10K5 
26 2.33.10-5 
40 9.87.10-6 
Jagerman Corrected Jagerman 
1.63.10-’ 7.28.10-4 
3.95.10-3 4.64.10-5 
9.79.10-4 2.89.10-6 
3.70.10-4 4.15.10-7 
9.24.10-” 2.59.10-’ 
3.90.10-5 4.62.10-9 
take [a, b] the interval [0, 11, f~ C(4)[0, 11 and 14x1 = (1 - (Y>/x~, Q E (0, 1). Thus, it is readily 
seen that ( Gc4)( y ) ( is bounded on [O, 11 iff CI = i, CY = f or a d a < 1. 
3. Numerical experiments 
Now the power and effectiveness of the three above rules will be checked. In some cases a 
comparison with other rules will be also made. 
Example 3.1. 
I 
11 
P -l’%og(x 3’2 + 1) dx, weight function W(X) = $~-l/~, 
0 
see Table 1. 
Example 3.2. 
I 1 x-‘1’ exp(x-1/2) dx = 2(e - 1) = 3.434 563 656 918.. . , 
0 
weight function W(X) = +x-‘/~, 
see Tables 2 and 3. 
This example was recently considered in [3]. In order to estimate such an integral, the 
following is proposed there: 
(1) Simpson’s rule setting f(O) := 0; 
(2) Gauss-Legendre quadrature; 
Table 2 
n Simpson Gauss-Legendre Product integration 
2 2.365 17 3.188 68 3.325 76 
4 2.718 78 3.278 48 3.381 06 
8 2.948 08 3.344 95 3.408 79 
16 3.100 42 3.386 82 3.422 70 
32 3.203 41 3.410 57 3.429 66 
64 3.273 94 3.423 27 3.433 14 
90 
Table 3 
n 
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Stetter Jagerman Corrected Jagerman 
2 3.480 99 3.401 025 4 3.436 822 971 39 
4 3.451 17 3.427 630 5 3.436 579 944 06 
8 3.441 11 3.434 327 3 3.436 564 676 12 
16 3.437 92 3.436 004 3 3.436 563 720 63 
32 3.436 96 3.436 423 8 3.436 563 660 90 
64 3.436 67 3.436 528 6 3.436 563 657 16 
Table 4 
n Newton-Cotes Gauss-Legendre Extrapolation 
2 1.359 0.958 33 1.038 46 
4 0.475 0.706 94 0.530 06 
8 0.300 0.578 70 0.537 13 
12 - 0.063 0.555 24 0.551 51 
16 - 1.248 0.550 55 0.549 25 
20 - 5.370 0.549 60 0.549 33 
(3) product integration of /,‘x- ‘/*$(x) dx, where the interval [0, 11 is decomposed into 
[0, 2/z] u [2/z, I], h = l/n. On [0, 2/z] the quadrature rule Q(f) := &m{6+(0> +8$(h) + 
$(2/z)} is used, and on [2/z, l] the Simpson rule is used. 
(For more details concerning the obtaining of Q(f), see 131.) 
On the other hand, this example will now be attacked by using the quadratures considered in 
this paper. 
Example 3.3. 
/ 
1 dx 
-r1+ 25x2 
=0.549360306778..., w(x)=l, 
therefore Jagerman’s and Stetter’s rules coincide with the midpoint rule, see Tables 4 and 5. 
(As for Table 5, take into account that Simpson’s rule requires n + 1 nodes.) 
Table 5 
n Simpson Jagerman Corrected Jagerman 
2 1.358 97 0.456 633 9 0.455 093 016 
4 0.530 06 0.541 546 7 0.541 161 541 
8 0.523 48 0.549 402 0 0.549 305 745 
12 0.540 36 0.549 402 6 0.549 359 859 
16 0.546 66 0.549 384 3 0.549 360 275 
20 0.548 58 0.549 375 7 0.549 360 294 
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