Human beings exhibit wide variation in their timing of daily behavior. We and others have suggested previously that such differences might arise because of alterations in the period length of the endogenous human circadian oscillator. Using dermal fibroblast cells from skin biopsies of 28 subjects of early and late chronotype (11 ''larks'' and 17 ''owls''), we have studied the circadian period lengths of these two groups, as well as their ability to phase-shift and entrain to environmental and chemical signals. We find not only period length differences between the two classes, but also significant changes in the amplitude and phaseshifting properties of the circadian oscillator among individuals with identical ''normal'' period lengths. Mathematical modeling shows that these alterations could also account for the extreme behavioral phenotypes of these subjects. We conclude that human chronotype may be influenced not only by the period length of the circadian oscillator, but also by cellular components that affect its amplitude and phase. In many instances, these changes can be studied at the molecular level in primary dermal cells.
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chronotype ͉ circadian ͉ fibroblast ͉ genetics F rom photosynthetic bacteria to man, organisms throughout evolution have evolved biological clocks to adapt better to the 24-h period of the solar day. These so-called ''circadian'' clocks (from the Latin circa diem, ''about a day'') permit both the anticipation of daily environmental changes and the segregation to different time periods of antagonistic biological processes. In mammals, many aspects of physiology show circadian regulation: sleep-wake cycles and cognitive performance, cardiac function (heartbeat and blood pressure), renal function, and most aspects of digestion (enzyme secretion, gastric throughput, and detoxification). In total, Ϸ10% of genes have circadian patterns of expression (1) .
In addition to its roles in regulating physiology, the circadian oscillator is believed to control behavior: for example, daytime preference (''chronotype'') in human beings. It has been suggested that people with longer free-running circadian periods, i.e., the time taken for one circadian cycle under constant environmental conditions, have later phases of behavior under normal day-night conditions, and people with shorter periods have earlier phases. The validity of this model within the human population has been challenging to assess because subjects must be kept for prolonged intervals in a controlled laboratory environment. Under such conditions, a loose correlation has been observed between human circadian period and chronotype (2) .
Twin studies show that daily behavior has a significant genetic component (3) . Syndromes associated with extreme chronotype (Familial Advanced Sleep Phase or Delayed Sleep Phase Syndrome) have been mapped to mutations in circadian clock genes (4, 5) , and in one case have been specifically tied to shortened period length in affected individuals (6) . Nevertheless, the separation of environmental factors from genetic ones in the study of behavior remains a formidable obstacle in the identification of biological factors that affect human chronotype. In this study we have taken a cellular approach to this question.
The circadian clock is organized in a hierarchical fashion. A master clock tissue in the suprachiasmatic nucleus of the brain hypothalamus receives light input via the retinohypothalamic tract, and peripheral ''slave'' oscillators in the cells of most other tissues receive entrainment signals from the SCN. These signals are probably redundant, and include indirect cues such as body temperature and feeding time, and direct ones such as hormone secretion and sympathetic enervation (7) . The clock mechanism itself is cell-autonomous, and in mammals is probably driven by an interlocked network of transcriptional feedback loops. These loops involve gene products that act both positively (CLOCK, BMAL1) and negatively (CRY1-2, PER1-3, REV-ERB␣) upon cis-acting elements (E-boxes and ROR elements) (8) .
Such elements have been used separately in the context of luciferase fusion constructs to permit bioluminescent measurement of circadian clock phase and period, both in transfected cells and in explanted tissues from transgenic reporter animals (9, 10) . Because the fundamental nature of the circadian ''clockwork'' in the SCN and peripheral tissues is highly similar and based upon identical components, mutations in circadian clock genes affect clock function comparably both in the SCN and in isolated peripheral tissues (11, 12) . Phenotypes of circadian mutations are often exaggerated in explanted peripheral tissues, probably because circadian phase among these cells is less tightly coupled than in neurons (13, 14) .
Previously, we have used a lentivirally delivered reporter system to measure circadian period length in fibroblasts isolated from mice and from human subjects. Fibroblasts furnish an excellent model system because they are easy to obtain and cultivate, and in explants from transgenic Per2:luc mice, their period closely matched that of the SCN (9) . In our studies of mice and humans of different genetic background, fibroblast period length seemed to be a property of the individual from whom they were taken. In mice, it was similar to the period of wheel-running in the same animals: mutations in clock genes that shorten, lengthen, or abolish the circadian period of wheel-running had like effects upon circadian clocks in fibroblasts taken from these animals (15) .
In this article, we have used a fibroblast-based assay to address the contribution of circadian clock properties to human daily behavior. Biopsies from subjects of early and late behavioral phase (as measured by a chronotype questionnaire) were cultivated, and the clock properties of fibroblast pools were measured. Overall, a correlation was seen between fibroblast period length and subject behavioral phase. This correlation was espe-cially striking in individuals whose fibroblasts had extreme period lengths. Among individuals whose fibroblasts had ''normal'' period length, further analyses of some samples demonstrated either an abnormal magnitude of circadian gene transcription (resulting in a lower oscillator amplitude), or abnormal phase-shifting properties in response to a chemical phaseshifting agent. We show by simple mathematical models that each of these differences would be able to change the phase of the circadian clock without affecting period length. Thus, our results are consistent with the hypothesis that human daytime preferences within the general population can be influenced by multiple clock properties that can be studied in primary dermal cells.
Results

There Is a Significant Correlation Between Human Chronotype and
Dermal Fibroblast Period Length. A questionnaire about daytime preference [the Horne-Ostberg Chronotype Questionnaire, HOQ (16) ] was administered to subjects responding to newspaper and television advertisements or personalized recruitment efforts seeking individuals of extreme chronotype. Eleven individuals of early type (''larks'') and 17 of late type (''owls'') were chosen for participation. The larks possessed a HOQ score of Ͼ60, and the owls had a HOQ score of Ͻ40. These scores reflect responses to questions in which subjects are asked to characterize their preferred waking time and sleeping times, alertness at different times of day, and vacation habits.
From these individuals, two 2-mm dermal punch biopsies were taken and separately cultivated. Fibroblasts from these biopsies were infected with a lentivirus harboring a circadian reporter construct with the mouse Bmal1 promoter driving expression of the firefly luciferase gene (15) . Circadian rhythms in infected fibroblast cultures were synchronized with dexamethasone (17), and circadian bioluminescence, corresponding to Bmal1 promoter activity, was measured for 5 days under constant conditions in a cell culture incubator. Four to eight independent measurements were taken for each subject. (This protocol is outlined in Fig. 1A , and representative measurements from individuals of long and short period are shown adjacently in Fig. 1B .)
Subjects of early chronotype in general displayed a shorter fibroblast period ( ϭ 24.33 Ϯ 0.41 h) than those of late chronotype ( ϭ 24.74 Ϯ 0.32 h). This tendency can be seen in Fig. 1C , in which Horne-Ostberg Questionnaire score is plotted vs. fibroblast period length for all subjects (statistical analyses in figure legend). A good correlation is seen between behavior and period length in subjects with fibroblasts of extreme period length. This result confirms existing models about the relationship between circadian period and behavioral phase. Nevertheless, approximately half of both lark and owl subject populations showed periods of ''normal'' length. [In our previous study of individuals of normal chronotype, ϭ 24.5 Ϯ 0.75 (15) .] Also seen were three subjects of longer period length but early behavioral phase, all of whom were subsequently determined to exhibit Seasonal Affective Disorder (SAD) (see Discussion). Thus, although these data show a correlation between period length and behavioral phase in individuals of extreme cellular period, they also imply that behavioral phase in individuals of normal period is influenced by other factors.
Fibroblast Period Length and Fibroblast Transcriptional Phase Corre-
late Under Entrained Conditions. In the experiments above, subject behavioral phase was measured by means of questionnaires and period length was measured by means of reporter gene expression. To test the cellular origin of the correlation between these two values, we wished to test circadian phase in fibroblasts entrained to a 24-h circadian cycle. In vivo, it has been shown that Per1 Ϫ/Ϫ fibroblasts with a 20-h free-running period in culture adopt the 24-h period of a WT host animal when encapsulated and subcutaneously implanted (12) . One powerful signal by which this entrainment is accomplished in mammals is by means of circadian modulation of body temperature (18) . Hence, we decided to entrain subject fibroblasts to a 24-h circadian regime of varying incubator temperature (16 h at 37°C, 8 h at 33°C), and examine the phase of reporter gene expression within this temperature regimen. Previously, we have used this method to confirm the phenotype of cells expressing a mutation in the Per2 gene that is responsible for Familial Advanced Sleep Phase Syndrome (19) .
To test the entrainment procedure, we used mouse NIH 3T3 fibroblasts (period length of 24.5 h) robustly expressing a stably integrated circadian E-box-luciferase reporter (19) . Cells were synchronized with fresh medium, entrained to a 24-h temperature cycle of 37°C:33°C for 6 days, and then kept at constant temperature for the next 6 days. When the cells were maintained in the temperature regime, the peak of reporter gene expression occurred at the same time each day. During the constanttemperature portion of this experiment, the peak was later each day, consistent with the free-running period of these cells ( Fig. 2A ). We next performed a similar protocol on fibroblasts from each of our subjects. Cells were incubated in the 37°C:33°C temperature regime for 6 days, and the phase of the peak of viral Bmal1-luc reporter transcription was measured during the 37°C period of the seventh day. (Sample human data are shown in Fig.  2B .) Among individuals of extreme period length there was a correlation between fibroblast period length and transcriptional phase, confirming that period length can influence entrained phase (Fig. 2C ). Interestingly, however, individuals of average period length also exhibited widely differing phases, suggesting that other factors might affect human clock phase at the cellular level. In fact, the correlation of Horne-Ostberg score with fibroblast transcriptional phase was weaker than with fibroblast period length (Spearman's ϭ Ϫ0.26, negative because higher HOQ score correlates with earlier phase), reflecting (i) that other factors could account for a significant part of human circadian behavioral variation, (ii) that measurement of phase in this cellular assay is subject to larger experimental variations than that of period, and (iii) that entrainment by temperature is probably a separate pathway from that of the entrainment by light that is crucial to behavior (20, 21) .
Mathematical Modeling Predicts That Oscillator Amplitude and Cir-
cadian Input Intensity Can also Affect Circadian Phase. It has been demonstrated previously in rodent models that the magnitude of circadian phase shifting can be affected by the amplitude of the circadian oscillator, i.e., the difference between trough and peak levels of circadian clock transcripts and proteins (22) .
To determine whether these basic clock properties other than circadian period length might also affect circadian phase under entrained conditions, we modeled the circadian clock mathematically. We were interested in general clock properties that might affect phase rather than in specific genes, so we modeled the clock as simply as possible based upon the Goodwin model of a limit cycle oscillator (23) . Light-driven input to the clock was depicted as a stimulus that directly affects the concentration of a single component (for example light-mediated induction of Per mRNA in mammals.) We then looked at what basic clock properties could affect the phase of this system under ''entrained'' conditions with an environmental cycle of fixed period length. [The equations governing this clock model system are shown in supporting information (SI) Fig. 5 
.]
As shown by others, changes in the period length of this system result in changes in entrained phase, with longer periods producing later phases (24) . Reduction in the general amplitude of the oscillator (by increasing the trough levels and decreasing the peak levels in the abundance of a state variable) makes the clock more sensitive to phase-shifting stimuli, and this change in sensitivity can shift it to an earlier entrained phase (Fig. 3A) . Finally, varying the strength of input pathways without changing the oscillator itself also changed clock phase (Fig. 3B ). Each of these changes results in a change in the phase response curve (PRC, a measure of how much the clock responds to light at different times of day) that under normal day/night conditions changes chronotype.
The Level of Transcription of Clock Genes Varies in Fibroblasts from
Different Individuals. To test whether differences in transcriptional amplitude might account for phase differences among subjects, we next tried to quantify this amplitude in subjects of normal period length. One way of accomplishing this task would be to measure the amplitude of bioluminescent oscillation, but this method is sensitive to the degree of viral infection. Because this property varies among subjects, we decided instead to measure RNA levels of multiple clock genes by means of quantitative real-time PCR (qPCR). We synchronized multiple identical plates of fibroblasts from 11 subjects of approximately equivalent, ''normal'' fibroblast period length but different behavioral phase using the hormone dexamethasone (17) , and then harvested these plates every 3 h throughout the day. We determined transcript levels of the clock genes Per2, Bmal1, Rev-Erb␣, and Cry1 in each plate by means of qPCR. Most individuals showed similar levels of circadian gene transcription (SI Fig. 6 ). Extremes within this subject pool showed differences of up to 3-fold in transcription of the gene of highest amplitude, Rev-Erb␣, but most showed intermediate levels. Oscillations of Rev-Erb␣ mRNA from fibroblasts of four subjects, two earlytypes and two late-types, with nearly identical periods but opposite behavioral phenotypes are shown in Fig. 4A . In these examples, morning types show low-amplitude Rev-Erb␣ rhythms, whereas evening types have high-amplitude rhythms. In general, the phases of analyzed transcripts correlated superbly among all genes and subjects, but amplitude did not (SI Fig. 6 ). In other words, individuals with abnormally high or low amplitudes of circadian Rev-Erb␣ transcription did not necessarily show higher or lower amplitudes in the transcription of other circadian genes, and vice versa. We therefore postulate that different genetic factors may influence the regulation of different clock genes. In extreme cases, overall clock amplitude is affected, but in most cases compensation by other clock genes probably eliminates systematic effects.
Fibroblasts from Different Individuals of the Same Period Length
Show Different Sensitivities to Phase-Shifting Agents. Among the four individuals of identical period who showed differences in Rev-Erb␣ expression, those with lower amplitude were morningtypes and those with higher amplitude were evening-types. Our model predicts a causal relationship among these factors: differences in amplitude causes changes in sensitivity to phase shifts, which in turn alters the phase of entrainment in normal day-night conditions. Phase-shifting signals would have greater effects in the cells of lower circadian amplitude. We decided to test this prediction with the chemical phase shifting agent forskolin, which activates adenyl cyclase similarly to normal circadian phototransduction through melanopsin (25) .
To do this experiment, we began by synchronizing multiple identical plates of cells from different subjects with dexamethasone. After a full day of oscillation, we then added forskolin to a different plate every 3 h, and measured the phase of the next peak of transcription. This peak was compared with that of a control plate in which vehicle alone was added. (This protocol is diagrammed in Fig. 4B .) From each of these phase shifts, a phase response curve (PRC) was calculated by plotting the magnitude of the induced phase shift as a function of the time at which forskolin was added. As predicted, larger phase shifts were seen in the fibroblasts with lower circadian amplitude (Fig. 4C) . When stronger phase-shifting conditions were used, each PRC became more extreme, but the relative hierarchy among subjects was preserved (SI Fig. 7) . Thus, our results are consistent with the hypothesis that differences in the amplitude of human circadian transcription can lead to differences in entrained phase and chronotype.
Interestingly, two other subjects who had similar period and clock gene transcriptional amplitude but different chronotype also demonstrated different phase response curves in this assay (data not shown). We postulate that these individuals might have differences in the input pathways that transduce phase shifting signals such as forskolin to the circadian oscillator.
Discussion
Wide differences in human chronotype are easily apparent. Individuals of extreme chronotype (medically designated as suffering from Advanced or Delayed Sleep Phase Syndrome) have serious difficulties in normal society, and these problems translate directly to psychiatric morbidity (26) . Numerous ge- netic correlations have been established between bipolar disorder, major depression, SAD, and circadian rhythm abnormalities, and effective treatment of these disorders can target the circadian oscillator directly or indirectly (27) . Our observations in fibroblasts suggest a strong genetic contribution of an endogenous circadian clock to human daily behavior, and show that the specific properties of this clock can be measured in peripheral cells at a molecular level. The differences that we measure probably arose from a range of mechanistically different causes, with the period length of the oscillator and circadian amplitude of core clock gene transcription, as well as input pathway strength, all playing key roles. Potentially, these differences could form a basis for classification of chronobiological disorders and more targeted treatment strategies. The molecular and behavioral phenotypes of the subjects that we analyzed are shown in SI Fig. 8 . Of 28 subjects, 12 showed period lengths that were significantly different from those exhibited by individuals of opposite chronotype (Wilcoxon P Ͻ 0.001). Relative to the average fibroblast period length of 24.5 h that we have determined in earlier studies (15) , individuals of early behavioral phase had shorter or normal periods, and individuals of late behavioral phase had longer or normal periods. We noticed three exceptions to this statement, individuals of longer fibroblast period reporting an early behavioral phase. All three of these individuals exhibited significant SAD, as determined by means of the Seasonal Pattern Assessment Questionnaire (28) . In a previous study, SAD patients were characterized as late types (29) . We are currently using a fibroblast-based system to investigate seasonal disorders in greater detail, to look for changes in clock properties in these individuals without confounding effects of seasonal lighting and mood.
The remaining subjects had fibroblasts whose periods were of average length, 24.2-24.8 h. It is possible that these individuals were misclassified by the Horne-Ostberg Questionnaire as early and late chronotypes. We recontacted subjects to request that another chronotype probe, the Munich Chronotype Questionnaire (30), be completed. The Munich Questionnaire proved to be a more stringent selection, i.e., some of the individuals classified as ''extreme chronotypes'' by means of the Horne-Ostberg Questionnaire and included in our study fall within the ''normal'' range by means of the MCTQ (SI Fig. 9A ). With either questionnaire, however, many subjects of extreme chronotype showed normal period length. (SI Fig. 9B ). Because fibroblasts from these subjects nevertheless displayed a wide variety of different phases when entrained to a 24-h day, our result suggested that some differences in phase could originate from factors other than period, even at the cellular level.
Mathematical modeling suggests that general properties like period length, oscillator amplitude, and input pathway strength influence phase. At the transcriptional level, circadian phase is probably determined by the combinatorial effects of cis-acting promoter elements and the time constant of RNA processing. Because our system uses a mouse promoter and a heterologous reporter construct, it is likely that the differences we observe are mediated by generally conserved elements within the clockwork itself. For example, Vitaterna et al. have shown that mice containing a mutation in the CLOCK protein that activates transcription of evening-transcribed genes show reduced amplitude of circadian transcription, and this property leads to an increased sensitivity to phase shifts (22) .
The same mechanism may also affect human chronotype. Among our subjects, we were able to identify two pairs of individuals with opposite chronotype, identical, normal fibroblast period length, and and 2-to 3-fold differences in the amplitude of transcription of the clock gene Rev-Erb␣. Fibroblasts from these subjects also showed considerable differences in phase-shifting behavior, supporting a possible role for circadian oscillator amplitude in determining human chronotype.
The same differences in phase-shifting sensitivity would also be expected if signaling pathways that input to the oscillator exhibited different strengths, even if the oscillator itself were ''normal.'' These pathways, for example, the immediate-early induction of the Per1 and Per2 genes in response to light and serum, are conserved at a cellular level (17, 31, 32) , so it is plausible that interindividual differences herein might also modify chronotype. A comparison of two subjects in our study hints at a role for such factors.
By studying fibroblast circadian clocks, we have found differences in circadian clock properties that both reflect and explain the daily behavior of more than half the human subjects from whom they were taken. Other subjects had no detectable phenotype at the fibroblast molecular level, suggesting a role for psychological or neuronal influences. The wide range of alterations that we did find, in amplitude and period length of the core oscillator, as well as in input pathways, suggests that human chronotype might be influenced separately by a variety of factors at a cellular level. At the same time, it establishes a relatively simple screen for these human phenotypes.
Materials and Methods
Subject Recruitment Criteria. Eleven individuals of early type (''larks,'' 5 male and 6 female, average age 52 Ϯ 14 years) and 17 of late type (''owls,'' 7 male and 10 female, average age 36 Ϯ 16 years) were chosen for participation based upon responses to the Horne-Ostberg Morningness-Eveningness Questionnaire (16): owls had scores Ͻ40, and larks Ͼ60. Because older individuals in general display an earlier behavioral chronotype and higher HOQ score, it is possible that a small part of the difference that we observe in our subjects is tied to subject age. For example, in two independent studies, Horne-Ostberg scores differed by 4 -7 points among individuals with average ages of 30 and 50 (33, 34) .
Tissue Isolation, Fibroblast Culture, and Viral Infection. This procedure is identical to what we have used previously (15) .
Synchronization and Measurement of Circadian Rhythms.
Four days or more after infection or cell passage, circadian rhythms in identically grown plates of cells were synchronized with dexamethasone (17) . After washing with PBS, cells were incubated in medium without phenol red supplemented with 0.1 mM luciferin, and light emission was measured in a Lumicycle photomultiplier device (Actimetrics) for 5 days. Alternatively, cells in luciferin-supplemented medium were synchronized by incubation for 6 days in a temperature controlled incubator under a 16 h:8 h 37°C:33°C daily temperature cycle. On the seventh day, cells were transferred to the Lumicycle device at 37°C, and bioluminescence was measured for 16 h.
Measurement of Circadian Transcript Levels.
Eight identical plates of fibroblasts from each subject were cultivated 4 days, and then synchronized with dexamethasone as above. A single plate of cells from each subject was harvested every 3 h starting at 15 h after dexamethasone synchronization, rinsed with PBS, and frozen at Ϫ70°C. Later, total RNA from all plates was prepared by using a commercial kit (Qiagen), and used as a substrate for cDNA synthesis and quantitative real-time PCR using the reagents and instructions of the PCR machine manufacturer (Applied Biosystems).
Phase Response Experiments.
Eight identical plates of fibroblasts from each subject were prepared and synchronized as above, placed in luciferincontaining medium, and their bioluminescence was measured for 1.5 days. Beginning 33 h after dexamethasone synchronization, 0.3 M forskolin (final concentration) was added in 100 l of medium to one plate every 3 h without removing plates from the incubator, and measurement of bioluminescence was continued for another 36 h.
Mathematical Modeling.
For an explanation of our model, see SI Materials and Methods. Consider a circadian oscillator with a free-running period and phase , entrained to a zeitgeber of period T. The entrainment phase ent is the stable solution of the equation PRC͑Ј͒⅐p͑Ј Ϫ ͒dЈ ϭ T Ϫ1 Ϫ Ϫ1 .
[1]
It depends on three factors: (i) the period mismatch Ϫ T, characterizing the chronotype; (ii) the magnitude and shape of the PRC, and (iii) the magnitude of the external phase-shifting signal p( Ϫ ). Points ii and iii may help explain the large phase spread for subjects with an intermediate .
For fuller explanations, see SI Materials and Methods.
