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Abstract. We study the motion of a particle on the two-dimensional honey-
comb lattice, whose sites are occupied by either flipping rotators or flipping
mirrors, which scatter the particle according to a deterministic rule. For both
types of scatterers we find a new type of motion that has not been observed
in a Lorentz Lattice gas, where the particle’s trajectory is a self-avoiding walk
between returns to its initial position. We show that this behavior is a con-
sequence of the deterministic scattering rule and the particular class of initial
scatterer configurations we consider. Since self-avoiding walks are one of the
main tools used to model the growth of crystals and polymers, the particle’s
motion in this class of systems is potentially important for the study of these
processes.
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1. Introduction
In a Lorentz1 lattice gas (LLG) a single particle moves along the bonds of a
lattice from lattice site to lattice site. When the particle arrives at a lattice site, it
encounters a scatterer that modifies its motion according to a given scattering rule.
Depending on the scattering rule, each scatterer can also have one of a number
of orientations. Moreover, the orientation of each scatterer can be fixed or may
change depending on this rule.
In an LLG, the initial orientation of each scatterer is called the LLG’s initial
configuration of scatterers. The trajectory of a particle in an LLG is then deter-
mined by the particular choice of (i) the lattice, (ii) the scattering rule, and (iii) the
initial configuration of scatters on the lattice. In previous studies, a wide variety
of dynamics has been observed in such systems, depending on the choice of these
three features [1–8].
In this paper, we consider the particle’s motion on the regular two-dimensional
honeycomb lattice, in which the lattice is either fully occupied by flipping rotators
or by flipping mirrors. A flipping rotator and a flipping mirror have one of two
orientations: either left or right. On the honeycomb lattice, a flipping rotator
scatters the particle by rotating its velocity by the angle θ = ±pi/3, either to its
left or to its right, depending on whether the rotator is a left or a right rotator,
1The Lorentz in Lorentz lattice gas refers to H. A. Lorentz who assumed that the electrons in a
conductor move independently of each other so that it is sufficient to study a single electron.
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respectively. Similarly, a flipping mirror reflects the particle’s velocity over the
angle θ = ±pi/3, to its left or right, depending on whether it is a left or a right
mirror, respectively. In both cases, the scatterers change or flip orientation after
scattering the particle, from either right to left or from left to right.
The initial configuration we consider, throughout the majority of the paper, is
the configuration in which each scatterer is a right rotator. Despite the simplicity
of this initial configuration, we observe that the particle in this LLG has an unusual
mode of motion. In this LLG the particle returns to its initial position an infinite
number of times where, between these returns, the particle’s trajectory is a self-
avoiding walk (see theorem 3.2). To the best of our knowledge, this is the first time
this type of behavior has been observed in an LLG.
One of our main objectives in this paper is to describe the underlying mechanism
that causes the particle to exhibit this type of motion. What we find is that the
initial configuration of all right rotators has two special properties that lead to this
behavior. The first is that it is an admissible configuration (see definition 5.2), the
second is that it is also a blocking configuration (see definition 6.1).
These two new concepts, of an admissible configuration and a blocking configu-
ration, allow us to prove the following general results. If the particle moves on the
honeycomb lattice with an initial configuration that is admissible then, between
returns to its initial position, the particle’s trajectory is a self-avoiding walk (see
theorem 5.6). If a particle moves on a lattice with an initial configuration that is
both an admissible and a blocking configuration, not only does the particle have
this self-avoiding property, it also returns to its initial position an infinite number
of times (see theorem 6.2).
This self-avoiding property, which we find in the class of LLGs with an admissible
configuration, is novel for a number of reasons. One is that the particle’s motion in
these systems is completely deterministic, i.e. this motion arises from the particle’s
deterministic equations of motion. This is in contrast to the large majority of self-
avoiding walks, which are generated via some random process [9, 10]. A second
reason is that a number of basic mathematical questions regarding self-avoiding
walks [11] are still unresolved. Therefore, the rigorous results presented in this
paper are potentially important for gaining a better mathematical understanding
of self-avoiding walks. Such results also extend the mathematical theory of LLGs
(see, for instance, [1, 3, 12]).
In addition, self-avoiding walks are one of the main tools used to model the
growth of crystals and polymers [11, 13]. These walks also play a central role in
the study of the folding and knotting behaviour of biological molecules such as
proteins [14]. Therefore, the class of LLGs we consider in this paper is potentially
important for the study of these processes.
Besides exhibiting this new type of motion, these LLGs are different from those
that have been previously studied, in that they have a single initial configuration.
In previous studies, a typical LLG has a large number of initial configurations,
which makes it possible to characterize the particle’s dynamics in terms of its mean
square displacement [2–8,15,16]. In the LLGs we consider, here this is not possible,
because of the irregularity of the particle’s mean square displacement.
In order to describe the particle’s dynamics in the LLGs we consider, we intro-
duce the notion of a time-averaged mean square displacement to the study of these
systems. This concept allows us to describe the particle’s dynamics in the LLGs we
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Figure 1. The regular honeycomb lattice H = (H,B) where the
particle’s initial position r = (0, 0) and velocity v = (1, 0) are
indicated.
consider in the same way that the mean square displacement is used to describe the
particle’s dynamics in previous studies. What we observe, numerically, for those
LLGs that have a configuration that is both admissible and blocking, is that the
particle’s time-averaged mean square displacement increases as a power law. This
suggests that the particle in any one of these systems has what we refer to as a
pulsating motion since it regularly returns to its initial position but also appears
to have an unbounded trajectory.
The paper is organized as follows. In section 2 we describe the flipping rotator
and flipping mirror systems we consider throughout the paper, along with their
respective equations of motion. We show that for each flipping rotator system
there is a corresponding flipping mirror system with the same dynamics, and vice
versa. In section 3 we investigate the flipping rotator system, in which all scatterers
are initially right rotators. In section 4 we introduce the concept of a particle’s time-
averaged mean square displacement and the idea of a pulsating motion of a particle
in an LLG.
In section 5 we introduce the class of admissible configurations, that lead to the
particle’s self-avoiding trajectory, between returns to its initial position. In section 6
we introduce the class of blocking configurations, and show that configurations that
are both admissible and blocking lead the particle to return to its initial position
an infinite number of times, i.e. have a pulsating-like behavior. In section 7 we give
a number of concluding remarks.
We note that although the main results of this paper are proven mathematically,
the paper is written so that it can be understood without the need for the reader to
work through the various proofs. To facilitate this, each of the paper’s mathematical
results is preceded by an explanation of the result in words.
2. The Flipping Rotator and Flipping Mirror Systems
In this section we begin by describing the flipping rotator and flipping mirror
systems considered in this paper. We then show that the two types of systems are
dynamically equivalent, in the sense that to every flipping rotator system there is a
corresponding flipping mirror system with the same dynamics and that the converse
of this also holds.
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(a) left rotators (LR) (b) right rotators (RR)
Figure 2. Upon arriving at a left (right) rotator the particle’s
velocity is rotated to its left (right) by an angle of θ = ±pi/3. In
this and following figures, closed circles denote left rotators and
open circles denote right rotators. Solid lines denote lattice bonds.
The lattice we consider in this paper is the honeycomb lattice H = (H,B), with
sites H and bonds B. The lattice consists of regular hexagons, with sides of unit
length. Hence, there is a lattice bond of length 1 between two sites of H if and only
if these sites are nearest neighbors (cf. figure 1).
We let r(t) ∈ R2 denote the position and v(t) ∈ R2 denote the velocity of the
particle at time t ≥ 0 on the lattice, where the particle is assumed to move with
constant unit speed. Moreover, we let I = (r,v) denote the particle’s initial state,
i.e. initial position and initial velocity, where r = r(0) and v = v(0).
We restrict ourselves to discrete time steps t = 0, 1, 2, . . . , so that the particle
is at some lattice sight for each time t. The particle’s trajectory is then the semi-
infinite sequence of positions {r(t)}t≥0 ⊂ H. Since the velocity of the particle does
not exist at the moment it is scattered, we let v(t) denote the velocity of the particle
directly after each time t ≥ 0.
We assume that there is a scatterer at each lattice site of H, so that the lattice is
either fully occupied by rotators or mirrors. We note that each scatterer is initially
either a right scatterer or a left scatterer. We let C = C(0) denote this initial
configuration of scatterers and let C(t) denote the configuration of scatterers on
the lattice at time t ≥ 0. For each lattice site h ∈ H we let
Ch(t) ∈ {−1, 1} for h ∈ H, t ≥ 0 (1)
denote the orientation of the scatterer, either left or right, at site h at time t. The
orientation Ch(t) = −1 indicates that at time t the scatterer at h is a left scatterer
whereas the orientation Ch(t) = 1 indicates that the scatterer is a right scatterer.
In the case of flipping rotators, each scatterer rotates the velocity of the incoming
particle either to its right or its left by an angle of θ = ±pi/3. This is shown in
figure 2, where we use the convention that a closed circle denotes a left rotator
(LR) and an open circle denotes a right rotator (RR), respectively.
The equations of motion for flipping rotators are given by
r(t+ 1) = r(t) + v(t), (2)
v(t+ 1) = R
[
Ch(t)
]
v(t) for r(t+ 1) = h, (3)
Ch(t+ 1) =
{
−Ch(t) if r(t+ 1) = h
Ch(t) if r(t+ 1) 6= h
(4)
for t ≥ 0. Equation (2) gives the dynamics of the particle, describing its piecewise
linear motion between successive scatterings. In equation (3), the rotation operator
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(a) left mirror positions (b) right mirror positions
(c) reflection by a left mirror (LM) (d) reflection by a right mirror (RM)
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Figure 3. The three possible positions a left and right mirror can
occupy are shown as dashed lines in (a) and (b), respectively. When
the particle approaches a lattice site, the mirror at this site moves
to the position nearest to the incoming particle. This is shown in
(c) and (d) for left and right mirrors, respectively. Closed squares
denote left mirrors and open squares denote right mirrors.
R : {−1, 1} → R2×2 is the matrix given by
R(z) =
[
cos(pi3 z) sin(
pi
3 z)− sin(pi3 z) cos(pi3 z)
]
, (5)
which describes how the particle’s velocity is rotated when it arrives at a scatterer.
Equation (4) describes the flipping motion of the scatterers.
Definition 2.1. Let (Hfr, I, C) denote the LLG on the honeycomb lattice H with
initial state I, initial configuration C, and equations of motion given by equations
(2)− (4). We call this a flipping rotator (fr) system on the honeycomb lattice.
In the case of flipping mirrors each scatterer is a single mirror, which reflects the
particle over an angle θ = ±pi/3, either to its left or right. Each mirror is double-
sided and is based at a lattice site. The mirrors have two orientations, either left or
right. A left mirror (LM) canmove to any one of the three positions 1-3 indicated
by the dashed lines in figure 3 (a), whereas a right mirror (RM) can move to any
one of the three positions 4-6 indicated in 3 (b). When the particle moves along
a lattice bond towards a lattice site, the mirror at this site moves to the position
nearest to the incoming particle. Once the mirror has reflected the particle it then
flips its orientation from either right to left or from left to right.2
The way in which the particle is scattered by either a left or right mirror is
demonstrated in figure 3 (c) and (d) respectively. In figure 3 (c) the mirror on the
left moves to position 1 since this is the position closest to the particle as it enters
from the left. Similarly, the mirror on the right moves to position 3 since this is
the position closest to the particle as it enters from the right. In figure 3 (d) the
2To physically implement this, one could put an optical device at each lattice site of the lattice
that realizes a flipping mirror. The device should then be able to see the incoming particle and
would contain an adjustable mirror, which it would position to scatter the particle.
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(a) left mirrors (LM)
left rotator right rotator
(b) right mirrors (RM)
right rotator left rotator
Figure 4. Depending on whether a mirror is at a lattice site of
H+ or H−, it acts as either a left or right rotator. This is shown in
(a) for left mirrors and in (b) for right mirrors, where ± indicates
a lattice site of H±, respectively. This is summarized in table 1.
right mirrors moves to the position 4 and 6 since these are positions closest to the
incoming particles, respectively.
The geometric reason we restrict the mirrors to the six positions, indicated in
figure 3, is that a mirror in any other position at a lattice site would reflect the
particle off the lattice. The lattice geometry is also the reason for these six positions.
Since the particle can approach a lattice site along three different lattice bonds,
there must be three different positions the mirror can be in so as to reflect the
particle to either to its left or right, for each orientation of the mirror.
To describe the relationship between rotators and mirrors, we first note the
following. Each lattice site h ∈ H, on the honeycomb lattice, is at the end of
exactly one horizontal lattice bond (cf. figure 1). Using this, we say that h ∈ H+,
if h is on the right-hand side of this bond and h ∈ H−, if h is on the left-hand side
of the bond. That is, we define the sets
H+ = {h ∈ H : ∃ h` ∈ H,h = h` + (1, 0)}
H− = {h ∈ H : ∃ hr ∈ H,h = hr − (1, 0)}.
As one can check, H = H+ ∪H− and H+ ∩H− = ∅, i.e. each lattice site is either
on the left or on the right end of a horizontal lattice bond. Moreover, if h ∈ H+
then an RM at h acts as an RR and an LM at h acts as an LR. If h ∈ H− then
an RM at h acts as an LR and an LM at h acts as an RR. This is summarized
in table 1 and is demonstrated in figure 4.
LM+ ≡ LR RM+ ≡ RR LM− ≡ RR RM− ≡ LR
Table 1. The table shows the relation between rotators and mir-
rors at lattice sites of H+ and H−. The notation LM+ ≡ LR
indicates, for instance, that a left mirror acts as a left rotator at a
lattice site of H+.
This relation between mirrors and rotators allows us to write the equations of
motion for a flipping mirror system in terms of the rotation operator R, given in
SELF-AVOIDING MODES OF MOTION IN A LATTICE GAS 7
(5). These equations are given by
r(t+ 1) = r(t) + v(t), (6)
v(t+ 1) =
{
R
[
Ch(t)
]
v(t) if r(t+ 1) = h ∈ H+
R
[− Ch(t)]v(t) if r(t+ 1) = h ∈ H− , (7)
Ch(t+ 1) =
{
−Ch(t) if r(t+ 1) = h
Ch(t) if r(t+ 1) 6= h
(8)
for t ≥ 0.
Definition 2.2. Let (Hfm, I, C) denote the LLG on the honeycomb lattice H with
initial state I, initial configuration C, and equations of motion given by equations
(6)− (8). We call this a flipping mirror (fm) system on the honeycomb lattice.
The dynamics of flipping rotator and flipping mirror systems were considered
separately in [6], where diffusion processes on the honeycomb lattice were studied.
Here, we want to show that the particle in a flipping rotator system and a flipping
mirror system can have the same trajectory. To demonstrate this, let C be an
initial configuration of scatterers. We define ϕ(C) to be the configuration given by
ϕ(C)h =
{
Ch if h ∈ H+
−Ch if h ∈ H−
. (9)
Thus, ϕ(C) is the configuration C in which the scatterer’s orientation at each lattice
site of H− has been flipped.
The following proposition states that the particle’s trajectory in a flipping rotator
system is the same as the particle’s trajectory in a flipping mirror system if one
system has the initial configuration C and the other the initial configuration ϕ(C).
Proposition 1. For any initial configuration C, the particle in the system (Hfr, I, C)
and the system (Hfm, I, ϕ(C)) have the same trajectory. Moreover, the particle in
the system (Hfm, I, C) and the system (Hfr, I, ϕ(C)) have the same trajectory.
Proof. Suppose C is an initial configuration on H. Let r(t) and v(t) denote the
particle’s position and velocity respectively, in the system (Hfr, I, C). Similarly, let
s(t) and w(t) denote the particle’s position and velocity respectively, in the system
(Hfm, I,Φ) where Φ = ϕ(C).
At time t = 0 we note that r(0) = s(0), v(0) = w(0), and Φ(0) = ϕ(C)(0).
Proceeding by induction suppose that at a fixed time τ ≥ 0 that r(τ) = s(τ),
v(τ) = w(τ), and Φ(τ) = ϕ(C)(τ). Under this assumption, equations (2) and (6)
imply that r(τ + 1) = s(τ + 1). Also, from equation (7) it follows that
w(τ + 1) =
{
R
(
Φr(τ+1)(τ)
)
v(τ) if r(τ + 1) ∈ H+
R
(− Φr(τ+1)(τ))v(τ) if r(τ + 1) ∈ H− . (10)
Since Φr(τ+1)(τ) = Cr(τ+1)(τ) if r(τ + 1) ∈ H+ and −Φr(τ+1)(τ) = Cr(τ+1)(τ) if
r(τ + 1) ∈ H− then equation (3) together with equation (10) imply that v(τ + 1) =
w(τ + 1). Moreover, using equations (4) and (8) we have that
Φ(τ + 1) =
{
−ϕ(C)h(τ) if r(τ + 1) = h
ϕ(C)h(τ) if r(τ + 1) 6= h
= ϕ(C)(τ + 1). (11)
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Since r(τ + 1) = s(τ + 1), v(τ + 1) = w(τ + 1), and Φ(τ + 1) = ϕ(C)(τ +
1) then, by induction, it follows that r(t) = s(t) for all t ≥ 0. Therefore, the
particle’s trajectory in the systems (Hfr, I, C) and (Hfm, I, ϕ(C)) is the same for
any initial configuration C. Using the initial configuration ϕ(C) this implies that
(Hfr, I, ϕ(C)) and (Hfm, I, ϕ
2(C)) have the same trajectory. Since ϕ2(C) = C, by
use of equation (9), this completes the proof. 
The main consequence of proposition 1 is that, any behavior that is observed in
a flipping rotator system can also be observed in a corresponding flipping mirror
system, and vice-versa. In this sense, the flipping rotator and flipping mirror sys-
tems are dynamically equivalent. This fact will allow us in the remainder of the
paper, to concentrate our attention on systems with flipping rotators alone. Our
results on such systems will, via proposition 1, immediately imply the same results
for the corresponding flipping mirror systems.
Because of this, we will from here on simplify our notation by letting (H, I, C)
denote the flipping rotator system (Hfr, I, C). Moreover, if the initial condition
I = (r,v) is given by r = (0, 0) and v = (1, 0) we suppress the system’s dependence
on its initial state and write (H, I, C) as (H,C), cf. figure 1.
3. The Initial Configuration of All Right Scatterers
In this section we begin by investigating the flipping rotator system whose initial
configuration is the configuration of all right scatterers. This system, which we
denote by (H,R), serves as our primary example of a system in which the particle’s
trajectory is a self-avoiding walk between returns to its initial position. Here, we
describe how the particle’s trajectory can be decomposed into an infinite number of
cycles, each of which contains the origin. We then study the statistical properties
of these cycles.
We first give a description of the motion of the particle in the (H,R) system.
To do so we introduce the following terminology.
Definition 3.1. Suppose in the system (H, I, C) there are two times t1 < t2, such
that each position r(t) is distinct for t1 ≤ t < t2 and r(t1) = r(t2). Then the
particle is said to move on the cycle
γ = {r(t) : t1 ≤ t ≤ t2}
from time t1 to t2. We call the position r(t1) = r(t2) the base of the cycle.
The following theorem states that the particle’s trajectory in the (H,R) system
can be described in terms of cycles3. Specifically, the particle’s entire trajectory
can be decomposed into an infinite sequence of cycles each of which is based at the
origin.
Theorem 3.2. (Cyclic Decomposition Theorem) In the (H,R) system there
is an infinite sequence of times {τi}i≥0 with τ0 = 0, such that for each i > 0
(a) the particle moves on a cycle γi based at the origin r = (0, 0), given by
γi =
{
r(t) : τi−1 ≤ t ≤ τi
}
; and
(b) each cycle γi is symmetric with respect to the vertical line x = 1/2.
3We note that in some contexts, cycles are referred to as self-avoiding polygons [14].
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Figure 5. The figure shows the cycles γ2, γ819, and γ4840 that
occur in the (H,R) system. Each cycle is based at the origin,
indicated by a black dot, and is symmetric about the line x = 1/2.
We save a proof of theorem 3.2 for section 6. The reason we defer this proof is
that we first need to understand how the particle modifies the configuration of all
right scatterers, as it moves through the lattice. This is the main topic considered
in section 5. In section 6 we study the particle’s infinite sequence of returns to the
origin in the (H,R) system. Only after we have proved a number of intermediate
results in these two sections, will we be able to give a proof of theorem 3.2.
We introduce the (H,R) system at this point in the paper, since it serves as
the simplest example of a system with the type of motion we wish to investigate.
This motion, which is self-avoiding between returns to the origin, is interesting for a
number of reasons. One is that the particle’s motion in this system is deterministic.
This is in contrast to the large majority of self-avoiding walks, which are generated
via some random process [9, 10]. Another is that the scattering rule in this system
is a local rule. That is, the direction in which particle is scattered at a lattice site,
depends only on the orientation of the scatterer at this site. Yet this rule, together
with the geometry of the lattice and initial configuration of right rotators, leads to
this nonlocal self-avoiding behavior.
To investigate the cycles generated in the (H,R) system, we call the sequence
of times {τi}i≥0, given in theorem 3.2, the particle’s return times. Additionally, we
refer to the cycle γi as the particle’s i-th cycle and let L(i) = τi − τi−1 denote this
cycle’s length. A number of the particle’s cycles that occur in the (H,R) system
are shown in figure 5.
Our first observation is that the cycle lengths L(i), in the (H,R) system, do not
exhibit any regular growth. This can be seen in figure 6 (a) where the cycle lengths
L(i) are plotted for 0 ≤ i ≤ 154. Additionally, there are far more short cycles in
the particle’s trajectory than long cycles. This is shown in figure 6 (b), where the
fraction F (`) of all cycles of length ` are shown for the first t ≤ 106 time steps. The
approximation F (`) ≈ 38`−3/2 is shown as a dashed line where ` ∈ {6+4n : n ∈ N0},
i.e. each cycle has a length `, which can be written in the form 6 + 4n with n a
nonnegative integer. In particular, F (6) ≈ .38 so that the cycles of length ` = 6
make up nearly forty percent of all cycles up to time t = 106. A list of the first 180
cycle lengths in the (H,R) model is given in Appendix A.
4. The Time-Averaged Mean Square Displacement
In this section we introduce the notion of a particle’s time-averaged mean square
displacement in an LLG. We do this for two reasons. First, it allows us to describe
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Figure 6. The cycle lengths L(i) for 1 ≤ i ≤ 154 and the fraction
F (`) of all cycles of length ` for the first t ≤ 106 time steps are
shown for the (H,R) model in (a) and (b), respectively. The func-
tion F (`) ≈ 38`−3/2, shown as the dashed line, indicates a power
law decay of the cycle lengths.
the dynamics observed in the (H,R) system, and other LLGs that have been pre-
viously studied, in a unified way. Second, it will allow us to compute the average
rate at which the particle’s displacement in the (H,R) system increases, which will
lead us to introduce the idea of pulsation in an LLG.
To compare the dynamics of the particle in the (H,R) system to the dynamics
observed in other LLGs, we note the following. In previous studies, a typical LLG
has a large number of initial configurations. By averaging over this collection of
initial configurations it possible to describe the particle’s dynamics in terms of the
growth of its mean square displacement [2–8,15,16].
In the (H,R) system there is only a single initial configuration, so the situation is
quite different. As we will be show, the particle’s mean square displacement cannot
be used to describe the dynamics in this system in the same way that it has been
used in other LLGs. To formally define the particle’s mean square displacement we
first need to define the collection of initial configurations over which this average is
taken. To do so we introduce the notion of a general LLG model.
Let (Lsr, I, C) be the LLG system on the lattice L, with scattering rule sr, initial
condition I and initial configuration C. If I is a collection of initial conditions and
C a collection of initial configurations, we call (Lsr; I, C) a LLG model. If I ∈ I
and C ∈ C, then the system (Lsr, I, C) is a particular instance of the (Lsr; I, C)
model. The mean square displacement of a particle at time t ≥ 0 in the LLG model
(Lsr; I, C) with position r(t) is defined as
4(t) ≡ 〈|r(t)− r(0)|2〉 for t ≥ 0, (12)
where the average 〈·〉 is taken over all systems (Lsc, I, C) for which I ∈ I and
C ∈ C. Here, the norm | · | refers to the standard Euclidean distance in the plane.
The way the particle’s motion in a LLG model is described, in a large number
of previous studies, is by the growth of the particle’s mean square displacement.
To do the same here we introduce the following notation. For the non-negative
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functions f(t) and g(t), we write
f(t) ' g(t) if lim
t→∞ f(t)/g(t) = c for some c > 0; and (13)
f(t) ≺ g(t) if lim
t→∞ f(t)/g(t) = 0. (14)
That is, if f(t) ' g(t), the growth of f(t) is asymptotically the same as that of g(t).
If f(t) ≺ g(t), the asymptotic growth of f(t) is dominated by that of g(t).
If the particle’s mean square displacement 4(t) ' tα, the particle is said to
diffuse if α = 1 and propagate if α = 2, respectively. If c ≺ 4(t) ≺ t, for some
c > 0, the particle is said to subdiffuse and is said to superdiffuse if t ≺ 4(t) ≺ t2.
If4(t) < c for all t ≥ 0 then the particle’s trajectory is said to be bounded. We note
that if the particle subdiffuses, diffuses, superdiffuses, or propagates, the particle
has an unbounded trajectory.
Each of these types of motion, i.e. subdiffusion, diffusion, superdiffusion, prop-
agation, as well as bounded motion have been observed in other LLG models
[1, 5–7, 12, 16–19]. However, in the (H; R) model, equivalently the (H,R) system,
we observe motion, which cannot be described in these terms.
In the (H; R) model, 4(τi) = 0 at each return time {τi}i≥0 to its initial position
(see figure 7 (a)). Since there is no last time τi <∞ at which the particle returns to
the origin, the particle cannot be said to be either subdiffusing, diffusing, superdif-
fusing, or propagating. That is, we are not able to describe the particle’s dynamics
in the (H; R) model in those terms that are typically used to describe other LLG
models.
The reason is that each of these terms, e.g. propagation, diffusion, etc. is based
on the particle’s mean square displacement. A much more appropriate average to
consider is the following time-averaged mean square displacement.
Definition 4.1. For the LLG model (Lsr; I, C), with position r(t), the quantity
4¯(t) ≡ 1
t
t∑
i=1
4(i) = 1
t
t∑
i=1
〈|r(i)− r(0)|2〉 (15)
is the particle’s time-averaged mean square displacement up to time t.
Using the particle’s time-averaged mean square displacement 4¯(t), we define
the following types of dynamics. If 4¯(t) ' tα, we say the particle exhibits time-
averaged diffusion if α = 1 and time-averaged propagation if α = 2. If c ≺ 4¯(t) ≺ t
for some c > 0, the particle is said to exhibit time-averaged subdiffusion and is said
to exhibit time-averaged superdiffusion if t ≺ 4¯(t) ≺ t2.
The standard mean square displacement4(t) and the time-averaged mean square
displacement 4¯(t) of an particle are related in the following way. If a particle ex-
hibits either subdiffusion, diffusion, superdiffusion, or propagation, then the particle
also displays time-averaged subdiffusion, diffusion, superdiffusion, or propagation,
respectively. However, the converse of this statement does not always hold. This is
summarized in the following proposition.
Proposition 2. For the Lorentz lattice gas model (Lsr; I, C) the following hold:
(a) If 4(t) ' t then 4¯(t) ' t.
(b) If c ≺ 4(t) ≺ t for some c > 0 then c ≺ 4¯(t) ≺ t.
(c) If t ≺ 4(t) ≺ t2 then t ≺ 4¯(t) ≺ t2.
(d) If 4(t) ' t2 then 4¯(t) ' t2.
The converse of (a)-(d) do not hold in general.
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Figure 7. The mean square displacement4(t) for t ≤ 103, shown
in (a), and the time-averaged mean square displacement 4¯(t) for
t ≤ 106, shown in (b), of the (H; R) model. Here, 4¯(t) ≈ 710 t7/13,
which is shown as the dashed line.
A proof of proposition 2 is given in the Appendix B. We note that since the
converse of (a)-(d) in proposition 2 do not always hold, the notions of time-averaged
subdiffusion, diffusion, superdiffusion, and propagation are more general than their
unaveraged counterparts.
In the (H; R) model, the particle’s time-averaged mean square displacement is
given by
4¯(t) = 1
t
t∑
i=1
|r(i)|2, (16)
which is the particle’s average square distance from the origin from time 1 to time
t, cf. equation (15). The (H; R) model’s mean square displacement 4(t) and its
time-averaged mean square displacement 4¯(t) are compared in figure 7.
As can be seen in figure 7 (a), the particle’s mean square displacement is irreg-
ular both in its returns to zero and in its growth away from the horizontal axis.
However, the particle’s time-averaged mean square displacement, shown in figure
7 (b), exhibits a fairly regular growth that can be approximated by the power law
4¯(t) ≈ 710 t7/13 for t ≤ 106. One way to interpret this is to say that, the particle
displays time-averaged subdiffusion up to this point in time. In fact, as far as is
known numerically, the particle always displays time-averaged subdiffusion, which
strongly suggests that the particle’s trajectory is unbounded.
The time-averaged mean square displacement also allows us to compare the
dynamics of the particle in the (H; R) model with previous LLG models, where only
the particle’s mean square displacement has ever been considered. In particular, any
LLG that displays subdiffusive dynamics also displays time-averaged subdiffusion,
and in this sense is dynamically similar to the (H; R) model. Additionally, the
growth of the particle’s time-averaged mean square displacement in the (H; R)
model not only suggests that the particle has an unbounded trajectory but also
indicates the average rate at which the particle moves away from it initial position.
Under the assumption that the particle’s trajectory is unbounded, the particle
has what we refer to as a pulsating motion.
Definition 4.2. The particle in an LLG (Lsr, I, C) is said to pulsate, if there is an
infinite sequence of times {τi}i≥0 such that r(τi) = r(0) for i ≥ 0 and the particle’s
trajectory is unbounded.
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Figure 8. The seven admissible configurations A ⊂ S on the
honeycomb lattice H up to symmetry and reflection.
If the particle does pulsate in the (H; R) model, this would have a number of
consequences for its sequence of cycles {γi}i≥1. One is that there would then be
an infinite number of distinct cycles. Another is that these cycles would become
arbitrarily large as the particle explored more of the lattice. Currently, it is an
open question as to whether the particle in the (H; R) model has an unbounded
trajectory, although we conjecture this is the case.
Before continuing, we note that a particle with pulsating dynamics has been
previously observed in a one-dimensional LLG (see theorem 2 in [20]). The main
difference between this and the motion observed in the (H; R) model is that in one-
dimension a pulsating particle necessarily intersects its trajectory when returning
to its initial position. To the best of our knowledge, the systems considered in this
paper are the only known class of LLGs in which the particle has a self-avoiding
motion, between returns to its initial position.
5. Admissible Configurations
In this section, our goal is to discuss the mechanism that causes the self-avoiding
behavior found in the (H; R) model. To accomplish this, our strategy is to begin
by studying how the particle’s movement across a single hexagon of H influences
the configuration of scatterers on this hexagon. What we find is that there are
two distinct classes of scattering configurations on a hexagon, both of which are
invariant to the passage of the particle.
Of these two classes, the first, which we call admissible, has the following prop-
erty. If the particle moves through a hexagon with an admissible configuration, its
trajectory on the hexagon will be self-avoiding. Moreover, if two adjacent hexagons
have admissible configurations, the particle’s trajectory through these two hexagons
will also be self-avoiding. By piecing together more and more hexagons we are able
to show that a particle’s trajectory will remain self-avoiding, away from its initial
position, if each hexagon of the lattice has an admissible configuration.
Once this has been shown, we then consider the case in which the particle returns
to its initial position. Here, we will prove that after the particle has returned to
its initial position, the configuration of any hexagon of the lattice will again be
admissible. Hence, the particle will again experience a self-avoiding trajectory
until its next return and so on. This is the main result in this section (see theorem
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Figure 9. The six nonadmissible local configurations N ⊂ S on
the honeycomb lattice H up to symmetry and reflection.
5.6). In particular, since the initial configuration of all right scatterers is admissible
this will imply that the particle in the (H; R) model has this type of self-avoiding
behavior.
Our method for proving this result is to consider the particle’s motion as it passes
through a finite subset of the honeycomb lattice. To make this notion precise,
suppose Ω is a finite subset of the honeycomb lattice H. By way of notation, we
write r(t) ∈ Ω, if the particle is at a lattice of Ω at time t. If there are two times
t1 < t2, such that r(t) ∈ Ω for t1 ≤ t ≤ t2 and r(t1 − 1), r(t2 + 1) /∈ Ω, the particle
is said to enter Ω at time t1 and exit Ω at time t2, respectively.
We begin by studying how the particle’s movement across a single hexagon H ⊂
H changes the hexagon’s scattering configuration. Since each lattice site of H can
be either a right or a left scatterer, the number of possible scattering configurations
on H is 26 = 64. In fact, up to rotation and reflection, there are only thirteen
different configurations on H, which are shown collectively in figures 8 and 9. In
these figures, we label each scattering configurations by some element of the set
S = {(i), (ii), . . . , (xiii)}, (17)
which is the set of all possible configurations on a single hexagon of H.
To understand the particle’s influence on these configurations, suppose the par-
ticle enters the hexagon H at t = t1. Then, before it exits the hexagon at t = t2,
the particle will cause a change in orientation of a number of scatterers. Therefore,
the passage of the particle through H will cause a change from one configuration
of S to another. If α ∈ S is the configuration on H at time t = t1 − 1 and β ∈ S
the configuration on H at time t = t2 + 1, we say the particle induces a transition
from α to β during this time.
The notion of a transition between two configurations on a hexagon is illustrated
in the following example (cf. figure 10).
Example 1. Consider the single hexagon shown in figure 10 (a), with the config-
uration (v) ∈ S. If the particle enters the hexagon from the left at time t = t1, it
exits the hexagon at time t = t2 after being scattered at the left, right, and top two
lattice sites, as shown in figure 10 (b). In doing so, the particle induces a transition
from the configuration (v) to the configuration (vi) on the hexagon.
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(a) entry at time t1
(v)
r(t1 − 1)
(b) exit at time t2
(vi)
r(t2 + 1)
Figure 10. The particle considered in example 1 enters a hexagon
at time t1 in (a) and exits at time t2 in (b), inducing a transition
from the configuration (v) to the configuration (vi).
If it is possible to transform the configuration α ∈ S to the configuration β ∈ S
via a sequence of transitions, we write α ∼ β. This allows us then to state the
following theorem, which says that the configurations of S can be separated into
two disjoint sets between which no transitions can occur.
Theorem 5.1. The relation ∼ is an equivalence relation that partitions the set of
configurations S into the two subsets
A = {(i), (ii), . . . , (vii)} and N = {(viii), (ix), . . . , (xiii)}. (18)
Proof. Let Γ be the graph of all possible transitions between elements of S. That
is, Γ is the directed graph with vertices labelled by elements of S, where there is a
directed edge (arrow) from the configuration α ∈ S to the configuration β ∈ S if
and only if α ∼ β.
The graph Γ is constructed by checking each possible transition as follows. For a
given configuration α ∈ S there are six directions from which the particle can enter
a hexagon. Hence, there are at most six transitions from any α ∈ S to another
configuration β ∈ S. Since there are thirteen configurations in S, all transitions
between these configurations can be found by exhaustively checking each of these
6 · 13 = 78 possibilities.
The graph Γ is shown in figure 11, from which one can immediately check that
the relation ∼ is reflexive and symmetric. Transitivity follows from the fact that
if α ∼ β and β ∼ δ then there is a sequence of transitions that transform the
configuration α into δ. Since Γ has two connected components containing the
elements of A and N respectively, this completes the proof. 
An important consequence of theorem 5.1 is that the particle can only induce
a transition between elements of A or elements of N , but not between these sets.
For example, if a hexagon begins with the configuration α ∈ A then the particle’s
motion through the hexagon can only change the hexagon’s configuration to another
element of A. Phrased another way, the configurations A and N are invariant with
respect to the passage of the particle through the hexagon.
In this paper, our focus is on the set of configurations A, which we use to define
the following concept.
Definition 5.2. We call the set of configurations A ⊂ S the admissible configu-
rations of a hexagon. We say the configuration C, on the honeycomb lattice H,
is admissible if this configuration restricted to each hexagon of H is an admissible
configuration.
An example of an admissible configuration is the configuration of all right scat-
terers, found in the (H; R) model. The reason this configuration is admissible is
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Figure 11. The graph of transitions Γ of all transitions that are
possible between all elements of the configurations S = A ∪ N .
Shown to the left are all the possible transitions between elements
of A = {(i), . . . , (vii)} and right, all the transitions between ele-
ments of N = {(viii), . . . , (xiii)}, respectively.
that its restriction to any hexagon of H is the admissible configuration (i) ∈ A,
shown in figure 8.
Having defined the notion of an admissible configuration, we now consider the
effect this type of configuration has on the particle’s motion. We begin by studying
the particle’s trajectory restricted to a subset of H. To be precise about what we
mean, suppose Ω is a finite subset of H with a given configuration of scatterers. If
the particle enters Ω at time t1 and exits at time t2 we call the sequence of positions
{r(t) : t1 ≤ t ≤ t2} a local crossing of Ω (cf. figure 10). Additionally, we say the
sequence γ = {r(t) : t1 ≤ t ≤ t2} is a local cycle of Ω if γ ⊂ Ω is a cycle and has
the additional property that v(t1) = v(t2), i.e. r(t1 + 1) = r(t2 + 1).
To understand the notion of a local cycle, suppose γ = {r(t) : 0 ≤ t ≤ t2}
is a local cycle of the system (H, I, C) where I = (r,v). Moreover, consider the
particle’s trajectory in the related system (H,J,C) where J = (r(τ),v(τ)) for some
0 < τ < t2. That is, the particle in the (H,J,C) system starts at the point r(τ) on
γ and moves along this cycle. When it reaches the base r = r(0) of γ, implies that
γ is a local cycle, i.e. v(0) = v(t2), means that the particle continues along γ until
it reaches its initial position r(τ).
Thus, if s(t) is the particle’s position in the (H,J,C) system, δ = {s(t) : 0 ≤ t ≤
t2} is a cycle. Moreover, δ = γ as a set of positions. However, γ and δ are not the
same cycle, since they have different bases. In this sense, the local cycle γ is what
we call baseless, since beginning at any other position on the cycle γ, the particle
will move along the same set of lattice sites.
If γ is not a local cycle this will not be the case. Therefore, a local and a nonlocal
cycle are different, as is illustrated in the following example.
Example 2. Consider the particle that moves along the hexagon in figure 12 (a),
starting at h1. Since each scatterer on the hexagon is a right scatterer, the sequence
of positions γ = {r(t) : 0 ≤ t ≤ 6} is a cycle. Moreover, since v(0) = v(6) then γ
is a local cycle. To see that γ is baseless, suppose instead that the particle starts at
h2, as is shown in 12 (b). In this case, the particle moves along the cycle δ up to
time t = 6. As can be seen, γ = δ as a set of positions, although these cycles have
different bases.
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Figure 12. Shown in (a) is the local cycle γ with base h1. In (b)
is the cycle δ is shown, which is the cycle γ but with the base h2.
The cycle µ, shown in (c), is a nonlocal cycle since it is not the
same as the trajectory ν shown in (d).
Now suppose the particle moves along the hexagon in figure 12 (c), starting at h1.
In this case, each scatterer is a right scatterer except the scatterer at h1. Therefore,
µ = {r(t) : 0 ≤ t ≤ 6} is a cycle but is not a local scatterer as v(0) 6= v(6). If the
particle instead starts at h2, as is shown in 12 (d), the particle exits the hexagon
after three time steps. That is, if ν is the particle’s trajectory up to this point,
µ 6= ν. The reason these are different is that µ is not a local cycle.
With the notion of a local crossing and a local cycle in place, we now combine
the two. If C is a configuration of scatterers on H and Ω a subset of H, we let
LΩ(C) denote the set of all local crossings and local cycles on Ω. We call LΩ(C) the
set of local trajectories on Ω with the configuration C. In what follows, we typically
let the trajectories LΩ(C) = {`1, . . . , `N} so that each local crossing or local cycle
of Ω is denoted by some `i.
To show that admissible configurations lead to self-avoiding motion, we will
heavily rely on this notion of the local trajectories LΩ(C). In particular, we will
need to partition these trajectories into three sets in a specific way that will allow
us to inductively piece together a trajectory that is self-avoiding.
To do this, we first need to define the type of partition we will consider. A
partition of the local trajectories LΩ(C) into the three sets P = {P1, P2, P3} is
a function χ : LΩ(C) → P . For the partition χ we let LkΩ(C) = {` ∈ LΩ(C) :
χ(`) = Pk} for k = 1, 2, 3. This will allow us to define the notion of a triperfect
partition, which will be our main tool for showing why admissible configurations
lead to self-avoiding behavior.
Definition 5.3. Let χ : LΩ(C)→ P be a partition of the local trajectories LΩ(C).
If the partition has the following properties 1-2, we call it a triperfect partition.
Property 1. Local Self-Avoiding Property: Let ` = {r(t1), . . . , r(t2)} ∈ LΩ(C).
Then r(t) 6= r(τ) for all t1 ≤ t < τ ≤ t2 if ` is a local crossing of Ω.
Property 2. Site Partition Property: For each lattice site h ∈ Ω there are
exactly three local trajectories `1, `2, `3 ∈ LΩ(C) containing h where `k ∈ LkΩ(C) for
each k = 1, 2, 3.
If the sets LkΩ(C) for k = 1, 2, 3 form a triperfect partition of LΩ(C) then we
call these sets the local families on Ω with the configuration C. If we do have a
triperfect partition of LΩ(C), property 1 states that any local crossing on Ω is self-
avoiding, and property 2 that exactly one trajectory from each local family goes
through each lattice site of Ω.
Having defined the notion of a triperfect partition for a general subset Ω ⊂ H, we
now consider the specific case in which Ω is a single hexagon. What we find it that
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Figure 13. A triperfect partition of the local trajectories LH(α)
on a hexagonH is shown for each configuration α ∈ A. Trajectories
in the same family LkH(α) for k = 1, 2, 3 are given the same line
type: either dashed-dotted black, dashed gray, or solid light gray,
respectively.
it is always possible to create a triperfect partition of a hexagon’s local trajectories,
if the hexagon’s configuration is admissible. This is stated in the following lemma.
Lemma 5.4. There exists a triperfect partition of the local trajectories LH(C) for
any admissible configuration C and hexagon H ⊂ H.
Proof. Suppose C is an admissible configuration on H. By definition, the configu-
ration C|H, which is the restriction of C to the hexagon H, is an element of A. If
C|H = α, we will then write the set of local trajectories LH(C) as LH(α).
To demonstrate that LH(α) has a triperfect partition for each α ∈ A, consider
the local trajectories shown in figure 13. In this figure each local trajectory is given
a specific line type to indicate which local family it belongs to: either dashed-dotted
black, dashed gray, or solid light gray. One can check that this scheme partitions
each set of local trajectories LH(α) into three distinct families LkH(α) for k = 1, 2, 3
for which properties 1-2 hold. 
Our strategy is to use lemma 5.4 to create a triperfect partition of LΩ(C), where
Ω consists of a number of hexagons. In fact, our goal is to show that the trajectories
LH(C) over the entire lattice H have a triperfect partition if C is admissible. To
do this, we will need a way of creating a triperfect partition from two smaller
partitions.
With this in mind, suppose χ : LΩ(C) → P partitions the local trajectories
LΩ(C). Then, for any subset Ψ ⊆ Ω, the map χ induces a partition χ : LΨ(C)→ P
given by χ(`∗) = χ(`) where `∗ = `|Ψ. We call the partition χ¯ the induced partition
of χ on the set of local trajectories LΨ(C). For i = 1, 2 suppose there are sets
Ωi ⊂ H and partitions χi : LΩi(C) → P . Then the partitions χ1 and χ2 are said
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h1 h2
(b) χ0(LH2(ii))
h1 h2
(c) χ1(LH1(i))
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(d) χ2(LH2(ii))
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(LH2∪H2(i, ii))
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Figure 14. Initially, the local trajectories of LH1(i) and LH2(ii)
are partitioned by χ1 and χ0, shown respectively in (a) and (b).
The partition χ1 is then used to generate a partition χ2 on LH2(ii)
in (d). The two partitions are then merged into the single partition
χ on LH1∪H2(i, ii) in (e) as described in example 3.
to agree on the set Ψ ⊆ Ω1 ∪Ω2 if χ1(`) = χ2(`) for all ` ∈ LΨ(C), where χi is the
induced partition of χi on the set Ψ for i = 1, 2.
One of the main ideas, in this section is that, if two different subsets of H have a
triperfect partition, these partitions can be merged into a single triperfect partition.
This method, which we will use in the proof of lemma 5.5, is demonstrated in the
following example.
Example 3. In figure 14 (a) we consider the hexagon H1 with the admissible con-
figuration (i) and triperfect partition χ1 : LH1(i)→ P . In figure 14 (b) we further-
more consider the hexagon H2 with the admissible configuration (ii) and triperfect
partition χ0 : LH2(ii)→ P . We note that these two partitions are the same as those
given in figure 13 for the hexagon with configuration (i) and (ii), respectively. As
in figure 13, local trajectories with the same line type: either dashed-dotted black,
dashed gray, or solid gray, belong to the same local family.
As is shown in figure 14, the two hexagons share the lattice sites h1,h2 ∈ H.
However, on the set Ψ = H1 ∩ H2 the partitions χ1 and χ0 do not agree. The
question is whether there is a triperfect partition of LH2(ii) that does agree with χ1
on Ψ. As we will show, this is indeed the case. Our strategy is to use the partition
χ1 to generate a new triperfect partition of LH2(ii). To do so, we let `ij(Hm) be the
unique local trajectory on Hm that first passes through hi then hj, for i, j,m = 1, 2
where i 6= j.
First, note that the local family on H1 that contains `12(H1) in figure 14 (a) has
the line type dashed gray, whereas the local family on H2 that contains `12(H2) in
figure 14 (b) has the line type dashed-dotted black. So that `12(H1) and `12(H2)
have the same line type we change the local family on H2 in 14 (b) that contains
`12(H2) so that it has the line type dashed gray. Next, so that `21(H1) and `21(H2)
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have the same line type, we likewise change the local family on H2 that contains
`21(H2) so that it has the line type solid gray. We give the remaining local family
on H2 the line type dashed gray. The resulting partition χ2 : LH2(ii)→ P is shown
in figure 14 (d).
As one can check the partitions shown in figures 14 (c) and (d) agree on Ψ and
can be merged into the single triperfect partition χ : LH1∪H2(i, ii) → P shown in
figure 14 (e). Here, the notation LH1∪H2(i, ii) denotes the set of local trajectories
on the union H1 ∪ H2 with the local configuration shown in figure 14 (e). This
technique of combining local trajectories is used in the following proof of lemma 5.5
to show that the local self-avoiding property can be extended to the entire honeycomb
lattice.
Before we prove the following lemma, we introduce the notion of a crossing. We
say that the particle crosses its trajectory at time τ > 0 if r(τ) = r(t) for some
t < τ . We now show that if a flipping rotator system has an admissible initial
configuration then the particle’s trajectory is a self-avoiding walk (non-crossing),
up to the first time it returns to its initial position.
Lemma 5.5. Suppose the initial configuration C is admissible. If τ > 0 is the first
time the particle crosses its trajectory in the system (H, I, C) then r(τ) = r(0).
Moreover, γ = {r(t) : 0 ≤ t ≤ τ} is a local cycle.
Proof. Let Ω ⊂ H be a finite union of hexagons, C an admissible configuration,
and let χ1 : LΩ(C) → P be a triperfect partition of LΩ(C). Additionally let, H
be a single hexagon of H where the lattice sites of Ω ∩ H = {h1, . . . ,hj} have the
property that hi is adjacent to hi+1 for each 1 ≤ i < j. Since H is a single hexagon
and C is admissible, lemma 5.4 implies the set LH(C) has a triperfect partition,
which we denote by χ2 : LH(C)→ P .
The claim is that the union Ω ∩ H has a triperfect partition. To verify this,
note that properties 1-2 of χ1 and χ2 imply that there is a single local trajectory
`ab(Ω) ∈ LΩ(C) and a single local trajectory `ab(H) ∈ LΩ(H), both of which first
passe through ha and then through hb, if ha,hb ∈ Ω∩H are adjacent. Since h1,h2 ∈
Ω∩H are adjacent, without loss in generality, we may assume that `12(Ω) ∈ L1Ω(C),
`12(H) ∈ L1H(C) and that `21(Ω) ∈ L2Ω(C), `21(H) ∈ L2H(C).
Now suppose, Ψ ⊂ H is the two lattice sites h1,h2 ∈ H together with the bond
between them. As property 2 holds at the lattice sites h1,h2 ∈ H for both partitions
χ1 and χ2 then these partitions agree on Ψ. Furthermore, we observe that property
2 implies that if χ1 and χ2 agree at the lattice site hi ∈ Ω ∩ H then χ1 and χ2
agree at the lattice site hi+1 ∈ Ω ∩H adjacent to hi. Hence, the partitions χ1 and
χ2 agree on the intersection Ω ∩H.
Suppose then that ` = {r(t1), . . . , r(t2)} ∈ LΩ∪H(C) and that ` 6⊂ Ω,H. Hence,
there must be a time τ where t1 ≤ τ ≤ t2 at which the particle either exits or enters
Ω. If ` is a local cycle then, as ` is baseless, we may assume that τ = t1. Under
this assumption, we let {Ti}1<i≤n denote the set of times at which the particle
either enters or exits the set Ω for t1 < Ti < t2. We also order these times so that
Ti < Ti+1 and set T1 = t1 and Tn+1 = t2. Using the notation,
`i = {r(Ti), . . . , r(Ti+1)} for 1 ≤ i ≤ n (19)
it follows that `i ∈ LΩ(C) if and only if `i+1 ∈ LH(C) for each 1 ≤ i < n. If ` is
a local crossing, it can similarly be decomposed into the union ` = ∪ni=1`i where
`i is given by equation (19) and `i ∈ LΩ(C) if and only if `i+1 ∈ LH(C) for each
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1 ≤ i < n. In the case that ` ⊂ Ω,H then ` is either a local trajectory of LΩ(C)
or LH(C). Hence, each ` ∈ LΩ∪H(C) can be written as the union ` = ∪ni=1`i of an
alternating sequence of local trajectories from LΩ(C) and LH(C).
For the local trajectories `i, that make up ` = ∪ni=1`i, let the function
χ∗(`i) =
{
χ1(`i) if `i ∈ LΩ(C)
χ2(`i) if `i ∈ LH(C)
.
Suppose then that χ∗(`m) = Pk for some 1 ≤ m ≤ n and some 1 ≤ k ≤ 3. Since the
partitions χ1 and χ2 agree on r(Ti) ∈ Ω ∩ H for each 1 < i ≤ n then χ∗(`i) = Pk
for each 1 ≤ i ≤ n. That is, χ1 and χ2 assign each `i ⊆ ` the same element of P .
To use this, let χ : LΩ∪H(C)→ P be the partition given by χ(`) = Pk if χ∗(`1) =
Pk where ` ∈ LΩ∪H(C) has the decomposition ∪ni=1`i and `i is given by equation
(19). The partition χ is then well defined on any local crossing ` ∈ LΩ∪H(C) since
`1 is uniquely defined in this case. If ` ∈ LΩ∪H(C) is a local cycle, `1 is not uniquely
defined, but χ is still well defined on ` since χ∗(`i) = χ∗(`1) for any 1 ≤ i ≤ n, no
matter where the base of ` is chosen to be.
The claim then, is that χ is a triperfect partition of LΩ∪H(C). To verify that
χ has property 1, suppose to the contrary that ` = ∪ni=1`i ∈ LkΩ∪H(C) is a local
crossing that is not self-avoiding. Since each `i ⊂ ` cannot cross itself, there are
two `p, `q ⊂ ` where p < q and `p ∩ `q 6= ∅. Moreover, either `p, `q ∈ LkΩ(C) or
`p, `q ∈ LkH(C). Given that property 2 holds for both χ1 and χ2 then `p = `q.
Additionally, since there is a first time τ > t1 that ` crosses itself we may assume
that at this point in time r(τ) ∈ `q, which implies that τ = Tq. Assuming, without
loss in generality, that `p, `q ∈ LΩ(C) then r(Tp) = r(Tq) and r(Tp + 1) = r(Tq + 1)
since these must both be lattice sites of Ω. Therefore, r(Tp) = r(Tq), v(Tp) = v(Tq),
and Cr(Tp+1)(Tp) = −Cr(Tq+1)(Tq) since τ = Tq is the first time ` crosses itself.
However, this implies that r(Tp+2) 6= r(Tq+2), using equations (2)−(4), implying
that `p 6= `q since at least one of r(Tp + 2) or r(Tq + 2) is in Ω. Thus, there is no
first time τ > t1 at which ` crosses itself, so χ has property 1.
To verify that χ has property 2 let `∗ be a local trajectory of either LΩ(C)
or LH(C). Using properties 1-2 of χ1 and χ2, and the fact that Ω ∪ H is finite,
one can show that `∗ ⊆ ` where ` ∈ LΩ∪H(C). Moreover, if χ∗(`∗) = Pk then
χ(`) = Pk. Since ` must be the unique local trajectory containing `∗ then the fact
that both χ1 and χ2 have property 2 implies that χ also has property 2. Hence,
χ : LΩ∪H(C)→ P is a triperfect partition.
To show there is a triperfect partition of LH(C) we let Ω1 be any one of the
hexagons containing the origin, which has a triperfect partition by lemma 5.4. We
then let Ω2 be the ring of hexagons that share a lattice site with Ω1. By merging
individual hexagons of Ω2 with Ω1 we can obtain a triperfect partition of Ω1 ∪Ω2.
Continuing in this manner, if Ωm is the ring of hexagons surrounding ∪m−1i=1 Ωi then
it follows, by induction, that there is a triperfect partition χˆ : LH(C) → P where
∪∞i=1Ωi = H.
To use the partition χˆ, suppose τ > 0 is the first time the particle crosses
its trajectory in the (H, I, C) system, where I = (r,v). Since the partition χˆ
has property 2, there is exactly one local trajectory ` ∈ LH(C) that first passes
through r then r + v. Since the sequence of positions {r(t) : 0 ≤ t ≤ τ} ⊆ ` then
` = {r(t) : 0 ≤ t ≤ τ}, which must be a local cycle of LH(C). 
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Lemma 5.5 states that a particle cannot cross its trajectory away from its initial
position if the initial configuration is admissible. The natural question then is,
what happens if the particle does return to its initial position. In the following
theorem we prove that, at the time the particle returns to its initial position, the
configuration of scatterers is again admissible. Therefore, this process repeats itself
so that, between returns to its initial position, the particle’s trajectory is always
a self-avoiding walk, no matter how many times it returns. Additionally, if the
particle has a last time at which it returns to its initial position its trajectory
thereafter is a self-avoiding walk.
Theorem 5.6. (Self-Avoiding Motion) Let (H, I, C) be a system with the ad-
missible configuration C.
(a) If the particle has the sequence of return times {τi}i≥0 to its initial position r
then γi = {r(t) : τi−1 ≤ t ≤ τi} is a cycle based at r for each i ≥ 1.
(b) If τ is the last time r(τ) = r then {r(t)}t≥τ is a sequence of distinct lattice
sites.
Proof. In the system (H, I, C) let τ1 > 0 be the particle’s first return time to
its initial position r. Assuming C is admissible then lemma 5.5 implies that for
0 ≤ t ≤ τ1 the particle moves on the local cycle γ1 = {r(t) : 0 ≤ t ≤ τ1} based
at the particle’s initial position r. Additionally, theorem 5.1 implies that every
hexagon H ⊂ H, which the particle has either (i) first entered then exited or (ii)
not visited by time τ1, has a local admissible configuration at time τ1. Thus, the
only hexagons that may not have an admissible configuration at time τ1 are those
that contain the particle’s initial position r.
Observe that there are three hexagons in Hi ⊂ H for i = 1, 2, 3 that contain r.
If the particle does not exit Hi for some 1 ≤ i ≤ 3 by the time τ1, then τ1 = 6
and one can check that C(τ1) is admissible. Suppose then that r(t1) /∈ Hi for some
1 ≤ i ≤ 3 at some time 0 < t1 < τ1. Under this assumption, let (H,J,C) be
the system with the initial condition J = (r(t1),v(t1)) and position given by s(t).
Then γ1 is equal to the cycle {s(t) : 0 ≤ t ≤ τ1} as a set of positions since γ1
is a local cycle and therefore baseless. Moreover, the configuration in the systems
(H, I, C) and (H,J,C) are the same at time τ1 since the particle has moved over the
same set of lattice sites up to this point in time. However, in the (H,J,C) system
the particle has first entered then exited the hexagon Hi so that this hexagon has
an admissible configuration at time τ1, according to theorem 5.1. Therefore, each
hexagon of H in the (H, I, C) system has an admissible configuration at time τ1.
Continuing inductively, repeated use of lemma 5.5 implies that if {τi}i≥0 is a
sequence of return times in the (H, I, C) system, then each sequence of positions
γi = {r(t) : τi−1 ≤ t ≤ τi} is a local cycle. Moreover, if τ is the last time r(τ) = r
then, as C(τ) is admissible, lemma 5.5 implies that {r(t)}t≥τ is a sequence of
distinct lattice sites. 
Before finishing this section, we note that an admissible configuration is defined
locally in the sense that a configuration C is admissible if its restriction to each
hexagon of H is admissible. In contrast, the self-avoiding behavior described in
theorem 5.6 is not restricted to a particular hexagon of the lattice. In fact, in
a system with an admissible configuration, the only way the particle can cross its
trajectory is by returning to its initial position, no matter how far the particle moves
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from this lattice site. That is, although the notion of an admissible configuration
is defined locally it has a nonlocal effect on the particle’s trajectory.
We also note that the self-avoiding motion, which we find in a system (H, I, C)
with an admissible configuration C, is fundamentally different from using a prob-
abilistic rule to generate a self-avoiding walk. If one uses a probabilistic rule to
create a self-avoiding walk then there is always a need to modify this rule whenever
the particle’s trajectory threatens to cross itself. In contrast, the particle’s motion
in the (H, I, C) system is completely deterministic, so that no provisional rules are
needed to keep it from crossing its trajectory, at least away from its initial position.
Related to this, one can also consider placing probabilistic scatters on the hon-
eycomb lattice, which rotate the particle to the right with some probability p and
to the left with probability 1 − p. If a few of these scatterers are placed near the
origin in the (H; R) model, what we observe numerically is that the particle will
eventually cross its trajectory away from the origin. That is, even a small amount
of randomness in the (H; R) can destroy the particle’s self-avoiding behavior.
6. Blocking Configurations
In this section we introduce the notion of a blocking configuration of scatterers.
What we show is that if the configuration C is both an admissible and a blocking
configuration, then the particle in the (H, I, C) system will return to its initial
position an infinite number of times. This will allow us to prove, as stated in
theorem 3.2, that there are an infinite number of times {τi}i≥0 at which the particle
returns to its initial position in the (H; R) model.
Definition 6.1. Let C be a configuration of scatterers on H and τb < ∞ a finite
time. Suppose that for any initial condition I, there is a time tI ≤ τb where
r(tI) = r in the (H, I, C) system. Then C is called a blocking configuration and τb
a blocking time of C.
Essentially, the configuration C is a blocking configuration if, no matter where
the particle starts on the honeycomb lattice H, the particle always returns to this
initial position within τb time steps. As an example, the initial configuration of all
right scatterers is a blocking configuration. The reason for this is that for any initial
condition, i.e. initial position and velocity, on the honeycomb lattice the particle
will return to its initial position after six time steps. Hence, the time τb = 6 is a
blocking time for the configuration of all right scatterers.
The reason we are interested in blocking configurations is that they have the
following property. In a system (H, I, C) with a blocking configuration C, the par-
ticle can only visit τb − 1 new lattice sites before having to return to a site it has
previously visited. Hence, the particle’s progress through the lattice is temporarily
“blocked” by this configuration of scatterers. Blocking configurations do not indef-
initely stop the progress of a particle through the lattice. The reason is that, as
time increases, the region the particle has visited also increases so that the particle
gets blocked further and further away from its initial position.
With this in mind, an important concept in this context is the collection of
lattice sites a particle has visited by time t ≥ 0, and those it has not. For a system
(H, I, C) we let V (t) denote the set of lattice sites that have been visited by the
particle by time t ≥ 0, so that V (t) = {r(i) : 0 ≤ i ≤ t}. Similarly, we let U(t)
denote the collection of lattice sites the particle has not visited by time t, so that
U(t) = H− V (t).
SELF-AVOIDING MODES OF MOTION IN A LATTICE GAS 24
The following theorem states that, if C is both an admissible and a blocking
configuration then the particle in the system (H, I, C) will have an infinite number
of times at which it returns to its initial position. Moreover, between these returns
the particle’s trajectory will be a self-avoiding walk.
Theorem 6.2. (Recurrence Condition) Suppose C is an admissible blocking
configuration. Then, for any initial condition I = (r,v), the (H, I, C) system has
(a) an infinite sequence of times {τi}i≥0 at which r(τi) = r; and
(b) for each i ≥ 1, the particle moves on the cycle γi =
{
r(t) : τi−1 ≤ t ≤ τi
}
.
Proof. Let C be an admissible blocking configuration with blocking time τb < ∞.
By definition r(τ0) = r for τ0 = 0 in the system (H, I, C). Continuing by induction,
suppose that τk is the particle’s k-th return time to its initial position. By way of
contradiction, we then suppose that τk is the last time the particle returns to its
initial position. As C is admissible, theorem 5.6 implies that {r(t)}t≥τk is a distinct
sequence of lattice sites.
Since the collection of sites V (τk) consists of a finite number of lattice sites, this
implies that there is a first time t1 > τk, such that r(t1) ∈ V (τk) and r(t1 + 1) ∈
U(τk). That is, there is a first time t1 the particle exits V (τk). Furthermore, since
C is a blocking configuration, there is a first time s1 > t1 that the particle enters
V (τk) where s1 − t1 ≤ τb.
Once the particle has returned to V (τk), the fact that {r(t)}t≥τk is a distinct
sequence of lattice sites and V (τk) is finite, implies that there is a second time
t2 ≥ s1 that the particle exits V (τk). Again, since C is a blocking configuration
and {r(t)}t≥τk , a distinct sequence of lattice sites, there is a second time s2 > t2
at which the particle enters V (τk). Continuing in this manner, there is an infinite
sequence of times {ti}i≥1 at which the particle exits V (τk). But this is not possible
since {r(ti)}i≥1 is an infinite set of lattice sites contained in the V (τk). Hence,
there is a time τk+1 > τk at which r(τk+1) = r.
By induction it then follows that there is an infinite sequence of times {τi}i≥0
at which r(τi) = r. Part (b) of theorem 6.2 follows from theorem 5.6 since the
configuration C is assumed to be admissible. 
With theorem 6.2 in place we are now in a position to give a proof of theorem
3.2. The reason we are able to give a proof here, is that the initial configuration
of all right scatterers in the model (H; R) is both an admissible and a blocking
configuration. Hence, theorem 6.2 immediately implies part (a) of theorem 3.2.
In order to prove part (b), however, we will need to use specific properties of this
model’s initial configuration. For convenience, in the proof we let x be the reflection
of x ∈ R2 over the x-axis and x¯ the reflection of x over the line x = 1/2, respectively.
A proof of theorem 3.2 is the following.
Proof. To begin, we note that part (a) of theorem 3.2 is a direct consequence of
theorem 6.2. To prove part (b) we let C denote the configuration of all right
scatterers and let τi be the particle’s i-th return time to the origin. Since C is
admissible, the proof of theorem 5.6 implies that each cycle
γi = {r(t) : τi−1 ≤ t ≤ τi}
is a local cycle. Given that v(τ0) = (1, 0) at time τ0 = 0, the fact that each γi is a
local cycle implies that v(τi) = (1, 0) for each i ≥ 0.
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Let k ≥ 0 be a fixed integer. Given that r(τk) = (0, 0) and v(τk) = (1, 0), then
between time t = τk and time t = τk + 1 the particle crosses the line x = 1/2. In
order for the particle to return to the origin there must be some first time τk + τ
such that between time τk+τ and τk+τ+1 the particle again cross the line x = 1/2.
The claim is that, if the configuration C(τk) is symmetric with respect to the line
x = 1/2 then
r(τk + τ + t) = r(τk + τ − t+ 1) for 1 ≤ t ≤ τ. (20)
To verify that (20) holds under this assumption, we let s(t) = r(τk + τ + t), w(t) =
v(τk+ τ + t), and S(t) = C(τk+ τ + t). Note that at time t = 1 we have s(1) = s¯(0)
since the particle crosses the line x = 1/2 between time τk + τ and τk + τ + 1.
Proceeding by induction, we assume that
s(T − 1) = s¯(−T + 2) and s(T ) = s¯(−T + 1) (21)
for some fixed time T , where 1 ≤ T < τ . Then w(T − 1) = −w(−T + 1). Using
the equations of motion (2)-(4) it follows that
w(T ) = R
[
Ss(T )(T − 1)
]
w(T − 1) and (22)
w(−T ) = R[− Ss(−T+1)(−T )]w(−T + 1). (23)
To simplify our notation, let K ∈ R2×2 denote the matrix that reflects each x ∈ R2
over the x-axis. Then for each z ∈ {−1, 1} and x ∈ R2 the transformation
R(−z)x = R(−z)Kx =
[ − cos(pi3 z) sin(pi3 z)
sin(pi3 z) cos(
pi
3 z)
]
x = KR(z)x = R(z)x. (24)
Additionally, under the assumption that S = C(τk) is symmetric with respect to
the line x = 1/2 and is admissible, then the self-avoiding property implies that
Ss(T )(T − 1) = Ss(−T+1)(−T ). Hence,
w(T ) = R[Ss(T )(T − 1)]w(T − 1) = R[−Ss(−T+1)(−T )]w(T − 1) (25)
= −R[−Ss(−T+1)(−T )]w(−T + 1) = w(−T ). (26)
Using the fact that x + y = x− y for x,y ∈ R2 it follows that
s¯(T + 1) = s(T ) + w(T ) = s¯(T )−w(T ) (27)
= s¯(T )−w(−T ) = s(−T + 1)−w(−T ) = s(−T ). (28)
Therefore, the assumption in equation (21) implies s(T + 1) = s¯(−T ). As equation
(21) holds for T = 1 then, by induction, it follows that s(t− 1) = s¯(−t+ 2) for all
1 ≤ t ≤ τ . Since r(τk + 2τ) = s(τ) = s¯(−τ + 1) = r¯(τk + 1) = r(τk) then
γk = {r(t) : τk ≤ t ≤ τk + 2τ}
is a cycle based at the origin, which is symmetric with respect to the line x = 1/2.
Therefore, from time t = τk to time t = τk+1 = τk + 2τ the particle has flipped 2τ
scatterers, whose positions as a set are symmetric with respect to the line x = 1/2.
Under the assumption that C(τk) is symmetric with respect to this line, this
implies that the configuration of scatterers C(τk+1) at the particle’s k+ 1-st return
to the origin is also symmetric with respect to the line x = 1/2. Moreover, since
the initial configuration C(τ0) = C is symmetric with respect to x = 1/2 at time
τ0 = 0, it then follows by induction that C(τi) is also symmetric with respect to
the line x = 1/2 for all i ≥ 0. Therefore, for i > 0 each
γi = {r(t) : τi−1 ≤ t ≤ τi}
SELF-AVOIDING MODES OF MOTION IN A LATTICE GAS 26
Γ1
Γ3
Γ2
(a) A
r
v
(b)
Figure 15. The admissible blocking configuration A considered
in example 4 is shown in (a). The configuration’s possible first
return cycles Γ1, Γ2, and Γ3, up to rotation and translation, are
shown in (b).
is a cycle based at the origin, which is symmetric with respect to the line x = 1/2.
This completes the proof. 
If C is an admissible blocking configuration, theorem 6.2 only guarantees that
the particle in the (H, I, C) system moves on a sequence of cycles. It does not
guarantee that these cycles are symmetric with respect to the line x = 1/2, as
is the case in the (H; R) model. To illustrate this fact we consider the following
example, in which we study an admissible blocking configuration that is our first
example of a configuration that does not consist of all right scatterers.
Example 4. Consider the configuration A shown in figure 15 (a), which is the
configuration of all right scatterers with periodically spaced hexagons of left scatter-
ers. This configuration is admissible since each hexagon on the lattice has either
the configuration (i),(ii), or (vii), each of which is an element of A (see figure 8).
The claim is that A is also a blocking configuration To check whether this is the
case we need to show that, for each initial condition I = (r,v), the particle has a
first return time to its initial position r that is bounded by a fixed number τb <∞.
To verify this we observe, for a given initial condition I, that up to translation and
rotation, the particle moves along one of three possible cycles Γ1, Γ2, and Γ3 as
shown in figure 15 (b). Since these cycles take between 8 and 16 time steps, this
implies that A is a blocking configuration with blocking time τb = 16.
Since A is an admissible as well as a blocking configuration, it follows from
theorem 6.2 that the particle in the (H; I, A) model has an infinite sequence of
returns {τi}i≥0 to its initial position, where the i-th return is along the cycle
γi = {r(t) : τi−1 ≤ t ≤ τi}.
For the initial condition I indicated by the arrow in figure 15, a few of the parti-
cle’s cycles are shown in figure 16. We note that, unlike the cycles in the (H; R)
model, these cycles are not symmetric with respect to any line with the exception
of γ3. That is, the initial configuration of all right scatterers is a special example
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Figure 16. The figure shows the cycles γ3, γ190, and γ380 that
occur in the (H; I,A) model in example 4. Each cycle is based at
the origin, which is indicated by a black dot.
of an admissible blocking condition, which causes the particle to move along sym-
metric cycles. In general, an admissible blocking configuration does not lead to any
symmetry in the particle’s trajectory.
Despite this, there are a number of notable similarities between the motion of
the particle in the (H; R) and (H; I, A) models. Besides the fact that both particles
travel along an infinite sequence of cycles, based at their respective initial positions,
both particles have a qualitatively similar time-averaged mean square displacement.
The time-averaged mean square displacement of the particle in the (H; I, A)
model is shown in figure 17 (a), where 4¯(t) ≈ 411 t8/13 for t ≤ 106. Hence, up
to time t = 106 the particle displays time-averaged subdiffusion, similar to the par-
ticle in the (H; R) model. We note that if the particle continues to subdiffuse in this
manner for all time, then the particle has an unbounded trajectory and, therefore,
has a pulsating motion. Additionally, the fraction of cycles F (`) of length ` for
t ≤ 106 in the (H; I, A) model are shown in figure 17 (b). Here, F (`) ≈ 35 t−3/2 so
that, as in the (H; R) model, short cycles dominate the particle’s trajectory.
A natural question is whether the particle in the (H, I, C) system will always ex-
hibit time-averaged subdiffusion if C is an admissible blocking configuration. Cur-
rently, it is unknown whether this holds in general although numerical simulations
suggest that this is the case.
A second related question, is whether configurations exist that are admissible but
do not have the blocking property. In the following example we show an example
of such a configuration and describe its effect on the particle’s motion.
Example 5. Consider the configuration B shown in figure 18 (a), which has alter-
nating layers of left and right scatterers. The configuration B is admissible since
its restriction to any hexagon is either the configuration (i), (ii), (v), or (vii) of A
(see figure 8).
If I = (r,v) is the particle’s initial condition indicated in figure 18 (a), then
the particle moves for all time to the right between the layers of left and right
scatters in a zig-zag pattern, as shown in figure 18 (b). Since this motion persists
indefinitely, the particle does not return to its initial position but escapes to infinity.
The configuration B is therefore an admissible configuration that is not a blocking
configuration.
We note that since the particle in the model (H; I,B) does not return to its
initial position, the assumption that C is a blocking configuration in theorem 6.2 is
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Figure 17. The time-averaged mean square displacement 4¯(t) ≈
4
11 t
8/13 and fraction of cycles F (`) ≈ 35 t−3/2 of length ` are shown
for t ≤ 106 for the model (H; I, A) in example 4
necessary condition needed for this theorem to hold. This example also demonstrates
that it is possible to have an admissible configuration C, such that the particle in
the system (H, I, C) never returns to its initial position, in which case the particle’s
entire trajectory is a self-avoiding walk, according to theorem 5.6.
7. Conclusion
In this paper we consider the motion of a particle in an LLG on the honeycomb
lattice, where the particle is scattered either by flipping rotators or flipping mirrors.
In both cases we find a new type of motion in which the particle returns to its initial
position an infinite number of times and where, between these returns, the particle’s
trajectory is a self-avoiding walk. Our main example of this type of dynamics is the
motion of the particle in the flipping rotator model (H; R), in which each scatterer
is initially a right rotator. By studying the origin of this behavior we are lead to
introduce the concepts of an admissible configuration and a blocking configuration.
We show that if the particle moves on a lattice with an admissible configuration
of scatterers then, between returns to its initial position, the particle’s trajectory
is a self-avoiding walk (cf. figures 5 and 16). This self-avoiding property is novel
in the sense that it is a consequence of the particle’s deterministic dynamics. This
is in contrast to the large majority of self-avoiding walks, which are generated via
some random process. Moreover, many basic mathematical questions regarding
self-avoiding walks are still open. Therefore, the results in this paper regarding
this type of motion are potentially important to gaining a better mathematical
understanding of self-avoiding walks. In particular, how deterministic dynamics
can lead to self-avoiding motion.
Aside from admissible configurations, the second type of configuration we con-
sider in this paper is what we refer to as a blocking configuration. We show that
if a particle moves on a lattice with an initial configuration that is both a blocking
and an admissible configuration, the particle will experience an infinite number of
returns to its initial position. Hence, the particle’s motion can be decomposed into
an infinite sequence of cycles through its initial position.
The LLG models we study, that have an admissible blocking configuration, not
only exhibit this new type of motion, but also differ from those LLG models that
have been previously studied in another way. The difference is that the models,
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Figure 18. The admissible configuration B, shown in (a), and the
particle’s escape route for the indicated initial condition I = (r,v),
shown in (b).
which we study here, have only a single initial configuration, whereas those that
have been previously considered have a large number of initial configurations. In
order to describe the particle’s dynamics in the models we consider, we introduce
the notion of a time-averaged mean square displacement. This allows us to charac-
terize these model’s dynamics in a way that is comparable to using the standard
mean square displacement on an LLG model that has a large number of initial
configurations.
Using this concept of a time-averaged mean square displacement, we also find
that the particle in these models numerically exhibit time-averaged subdiffusion,
suggesting that they have an unbounded trajectory. This leads us to introduce the
idea of pulsating dynamics, in which the particle repeatedly returns to its initial
position but has an unbounded trajectory. This type of behavior is observed in a
number of examples within the paper, specifically in those LLG models that have
an admissible blocking configuration.
In fact, what we observe numerically for each LLG model that has both an
admissible and a blocking configuration is that the particle has (a) a pulsating
motion and (b) the particle exhibits time-averaged subdiffusion. Our conjecture
is that both of these properties hold in general, so that in a LLG model with
an admissible blocking configuration, the particle will always have an unbounded
trajectory and a time-averaged mean square displacement 4¯(t) ≈ ctα, for some
c > 0 and 0 < α < 1.
Beyond these conjectures, there are other open questions regarding the geometric
nature of the cycles generated in these systems, e.g. whether they have fractal-like
properties as are often observed in self-avoiding walks. We note that an under-
standing of the geometry of these cycles and their dependence on the system’s
initial configuration could be important in using these LLGs to model the growth
of crystals, polymers, etc.
8. Appendix A
In this appendix we give the lengths of the cycles L(i) = τi − τi−1 in the (H; R)
model for 1 ≤ i ≤ 180. These are shown in table 2, which is read from left to right
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and from top to bottom. Note that each cycle length in this list has the form 6+4n
where n is some nonnegative integer.
Table 2. Cycle Lengths in the (H; R) Model
6 18 6 42 6 18 6 6 66 6 18 14 10 30 30
10 14 18 6 78 6 6 18 6 78 22 10 22 18 54
18 6 42 22 122 30 30 10 14 18 6 18 6 6 18
6 18 14 10 126 30 34 14 42 6 114 6 6 18 6
90 38 10 22 18 134 110 6 6 14 130 6 10 54 38
22 6 158 6 6 34 6 74 6 42 6 6 150 6 34
46 38 10 38 18 6 298 6 6 42 6 114 62 126 22
22 22 174 6 22 6 6 18 6 58 6 18 6 6 18
6 82 22 10 22 18 118 54 6 6 14 38 6 6 210
54 170 30 202 30 6 6 38 226 6 266 22 18 6 130
22 6 6 14 26 6 18 30 126 6 6 14 38 6 6
218 54 230 30 14 10 6 38 6 6 34 6 170 6 42
9. Appendix B
Here, we give a proof of proposition 2, found in section 3. This theorem can be
thought of as having two parts. The first part of the theorem states that if the
particle in an LLG model diffuses, subdiffuses, superdiffuses, or propagates then
the particle also exhibits time-averaged diffusion, subdiffusion, superdiffusion, or
propagation, respectively. The second part of proposition 2 states that the converse
of the first part of the theorem does not hold in general. We now give a proof of
proposition 2.
Proof. To prove part (a) of proposition 2, suppose limt→∞4(t)/t = c for some
c > 0. Then for any  > 0 there exists a T > 0 such that if t > T then c −  <
4(t)/t < c+ . Hence, for t > T we have (c− )t < 4(t) < (c+ )t implying
1
t
T∑
i=1
4(i) + 1
t
t∑
i=T+1
(c− )i < 4¯(t) < 1
t
T∑
i=1
4(i) + 1
t
t∑
i=T+1
(c+ )i. (29)
Using the identity
∑n
i=1 i = n(n+ 1)/2 we have
T∑
i=1
4(i)
t2
+(c−) (t+ T )(t− T + 1)
2t2
<
4¯(t)
t
<
T∑
i=1
4(i)
t2
+(c+)
(t+ T )(t− T + 1)
2t2
(30)
for t > T . Using the inequalities in (30), it follows that
(c− )/2 < lim
t→∞ 4¯(t)/t < (c+ )/2. (31)
Since  is arbitrary, then limt→∞ 4¯(t)/t = c/2 so that 4¯(t) ' t. Therefore, if
4(t) ' t then 4¯(t) ' t completing the proof of proposition 2 part (a).
Similarly, using the identity
∑n
i=1 i
2 = n(n + 1)(2n + 1)/6 it follows that if
limt→∞4(t)/t2 = c, where c > 0, then limt→∞ 4¯(t)/t2 = c/3. Thus, if 4(t) ' t2
then 4¯(t) ' t2, which verifies part (d) proposition 2.
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For part (b), suppose limt→∞ c/4(t) = 0 for some c > 0. Then limt→∞4(t) =
∞, implying that for M > 0 there is a T > 0 such that 4(t) > M for all t > T . As
a consequence, for t > T ,
1
t
t∑
i=1
4(t) = 1
t
T∑
i=1
4(i) + 1
t
t∑
i=T+1
4(t) > 1
t
T∑
i=1
4(i) + 1
t
(t− T )M.
Thus, limt→∞ 4¯(t) > M implying limt→∞ 4¯(t) = ∞ as M is arbitrary. Hence, if
c ≺ 4(t) then c ≺ 4¯(t).
Now suppose that 4(t) ≺ t. Then for any  > 0 there is again a T > 0 such that
if t > T then 4(t)/t < . Hence, for t > T
4¯(t)
t
<
1
t2
T∑
i=1
4(i) + 1
t
t∑
i=T+1
4(i)
i
<
1
t2
T∑
i=1
4(i) + (t− T + 1)
t
. (32)
Therefore, limt→∞ 4¯(t)/t <  for every  > 0 implying that if 4(t) ≺ t then
4¯(t) ≺ t. This finishes the proof of part (b) of proposition 2. The proof that part
(c) holds is analogous to proving part (b) and is therefore omitted.
We now consider the converse of parts (a)-(d) of proposition 2. To do so, suppose
that the mean square displacement 4(t) of a particular LLG model is given by
4(t) =
{
0 if t = even
2t− 1 if t = odd .
Since, limt→∞4(t)/t does not exist, then in particular 4(t) 6' t. However, as
4¯(t) =
{
t/2 if t = even
(t+ 1)/2 if t = odd
then limt→∞ 4¯(t)/t = 1/2 implying 4¯(t) ' t. Hence, the converse of part (a) does
not hold. Similar examples can be found demonstrating that the converse of parts
(b)-(d) do not hold in general. 
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