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Abstract 
Gas-hydrates saturation estimation in Krishna-Godavari basin, India 
by 
Kumar Sundaram Das, M.S. Geo. Sci. 
The University of Texas at Austin, 2013 
Supervisor:  Mrinal K. Sen 
Gas hydrates are an unconventional energy resource. They may become an 
important source of energy for India in the future. They occur offshore along the 
continental margin. They are currently in exploratory and evaluation stages and their 
quantification is an important task. The goal of this thesis is to demonstrate a new 
technique for the estimation of gas hydrates volumes. The region of study is the Krishna-
Godavari basin. It is located on the eastern offshore areas of India. The presence of gas 
hydrates has been proven by drilling into marine sediments as a part of the Indian 
National Gas Hydrates Program. Borehole subsurface and surface seismic data were 
collected during this expedition. I use a 2D seismic reflection line and borehole log data 
for my study. The method I use for estimation of gas hydrates saturation uses a 
combination of inversion of seismic reflection data and development of seismic 
attributes. My approach can be broadly described by following steps: 
viii 
1. Process the seismic data to remove noise. Use stacked and migrated data along
with well logs to perform poststack seismic inversion to obtain impedance
information in volumetric portions of the subsurface.
2. Use NMO corrected CDP gather records of the seismic reflection data along with
subsurface well logs to perform prestack seismic inversion to obtain impedance
volumes.
3. Compare the results from step1 and step 2 and use the best results to perform
multi-attribute analysis using a neural network method to predict resistivity and
porosity logs at the well location. Use the transform equations obtained at the well
location to predict the well logs throughout the seismic section in the desired zone
of interest.
4. Use an anisotropic equivalent of Archie’s law that relates resistivity and porosity
to saturation to predict saturation throughout the seismic reflection section.
The majority of the previous work done in the region is limited to gas hydrates
quantification only at the well location. By using neural networks for multi-attribute 
analysis, I have demonstrated a statistical based method for the prediction of log 
properties away from well location. My results suggest gas hydrates saturation in the 
range of 50-80% in the zone of interest. The estimated saturation of gas hydrates matches 
up very closely with the saturation estimates obtained from the cores recovered during 
coring of the boreholes. Hence my method provides a reliable method of quantification of 
gas hydrates by making best possible use of seismic and well log data. The unique 
combination of impedance derived attributes and neural-network includes the non-linear 
behavior in the predictive transform relationships. The use of an anisotropic formulation 
of Archie’s law to estimate saturation also produces accurate results confirmed with the 
observed gas-hydrates saturation.  
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Chapter 1:  Introduction  
This chapter introduces gas hydrates and discusses some of their physical 
properties. I also present the occurrences of gas hydrates in different parts of the globe. 
This is followed by a discussion of some of the geophysical methods used to explore for 
gas hydrates, which provides the background for the exploration and resource 
quantification of gas hydrates from surface seismic observations. My research focuses on 
gas hydrate exploration in the offshore areas of India. Therefore, I include discussion on a 
gas-hydrates project undertaken by the Indian government, and the data that were 
collected in the expedition that are used in my study. I then briefly present the motivation 
behind my current work and objectives, and then I layout the chapter-by-chapter 
progression of my thesis. 
1.1 GAS HYDRATES PROPERTIES AND PRESENCE 
Gas hydrates are naturally occurring compounds that form when methane is 
trapped within a crystalline structure of water or ice. They are also known as methane 
hydrates or clathrates. Clathrates are a class of chemical substances formed by the 
inclusion of different molecules in the molecular structure of another molecule (Giavarini 
and Keith, 2011). A schematic representation of a gas hydrate molecular structure, shown 
in Figure 1.1, depicts a spherical gas molecule trapped within a cage-like structure made 
of water molecules that are bonded together by hydrogen bonds. The trapped molecules 
are free to move within the cage-like structure. The hydrate structure is stabilized by an 
attractive van der Waals force that acts between the guest molecule and the water 
molecules (Giavarini and Keith, 2011). Three necessary conditions for the formation of 
gas hydrates (Giavarini and Keith (2011) are 1) presence of sufficient water, 2) the 
presence of guest molecules such as methane, ethane, carbon dioxide or another gas 
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molecule that can fit within the cage structure of hydrates, 3) a thermodynamically stable 
range of pressure and temperature conditions for the occurrence of gas hydrates, which 
are typically high pressure and low temperature values. Phase diagrams (Figure 1.2) 
display the pressure (depth) and temperature conditions under which gas hydrates are 
stable. The figure includes two scenarios in which gas hydrates have been reported in 
permafrost and marine environments (Riedel et al., 2010). The scenarios have different 
thermal gradients. Gas hydrates are stable at pressure and temperature conditions in the 
range between the phase boundary of gas hydrates and the geothermal gradient of the 
region. The depth range over which gas-hydrates are stable is known as the gas hydrates 
stability zone (GHSZ). From the examples for gas hydrates occurrence presented in 
Figure 1.2, the depth and temperature values required for formation of gas hydrates in a 
permafrost region are 200-1050m and -10
o 
- +15
o
C. In marine locations the GHSZ occurs 
when the seafloor depth is greater than 1200m, and the required depth and temperature 
values are 1200-1500m and 5
o
- +15
o
C. The pressure and temperature conditions 
favorable for the formation of gas hydrates are typically found within a few hundreds of 
meters of the unconsolidated sediments on the continental shelf (Riedel et al., 2010). 
Figure 1.3 shows known occurrences of gas hydrates around the world. 
Worldwide occurrences of gas hydrates have been reported in both continental margins 
and permafrost regions (Markl et al., 1970; Stoll et al., 1971; Bily and Dick, 1974; Neave 
et al., 1978; Shipley et al., 1979). Major marine drilling operations including the Ocean 
Drilling Program (ODP) and Integrated Ocean Drilling Program (IODP) have confirmed 
the occurrence of gas hydrates in deep-water sediments along the continental margins. 
Examples include the Cascadia Margin (Westbrook et al.         r hu et al., 2003; 
Riedel et al., 2006), and the Blake Ridge (Paull et al., 1996). Ocean drilling projects 
carried out by the national gas hydrates exploration programs in Japan (e.g., Fuji et al., 
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2008), India (Collett et al., 2008), China (Yang et al., 2008) and Korea (Park et al., 2008) 
and the Gulf of Mexico (Boswell et al., 2009) have also shown the presence of gas 
hydrates in continental slopes. In permafrost regions, the Mallik well has proven the 
presence of gas hydrates (Dallimore et al., 1999; Dallimore and Collett, 2005). 
1.2 GEOPHYSICAL PROPERTIES OF GAS HYDRATES 
Geophysical methods have become an important tool for exploration of gas 
hydrates. Some of the reasons that justify (Riedel et al., 2010) the importance of using 
geophysical exploration methods are indirect assessments of the resource potential of gas 
hydrates (concentration of gas hydrates), mapping the geographical extent of gas hydrates 
reserves in a region (depth and area), understanding the physical conditions required for 
gas hydrates formation (depth and temperature), and investigation of the reservoir type 
and quality (lithology, porosity and permeability) (Reidel et al., 2010) 
Gas hydrates have quite anomalous physical properties that make them readily 
detectable using surface geophysical techniques. Table 1 describes the physical properties 
of gas hydrates, in comparison to water. The P-wave velocity and density of pure 
synthetic methane hydrates from laboratory experiments are, respectively, 3300 m/s and 
0.90 g/cc (Waite et al., 2000). The density of gas hydrate is very close to that of water, 
but its compressional velocity is more than double of that of water. Formation of gas 
hydrates replaces water from the pore space of sediments with solid gas hydrates, which 
causes a reduction in porosity and a significant increase in the elastic moduli of the bulk 
host rock. This causes an increase of the compressional and shear seismic wave velocities 
(Yuan et al., 1996). An alternate explanation that has been proposed for the mechanism 
explains the increase in velocities of sediments with gas hydrates is when gas hydrates act 
as cementing material for the grains of the rock, thus becoming a part of the load bearing 
  4 
frame of the rock, leading to an increase in bulk and shear moduli of the rock (for 
example, Helgerud et al., 1999; Chand et al., 2004; and Sava and Hardage, 2006). 
Surface seismic and bore-hole well log observations are commonly used 
geophysical methods for the identification of gas hydrates. One of the most prominent 
markers in surface seismic observations for gas hydrates in marine sediments is the 
bottom simulating reflector (BSR) on the seismic reflection sections, which often 
coincides with the base of the GHSZ. It is a physical boundary across which there is a 
major change in the physical properties. Figure 1.4 is a marine seismic reflection profile 
from the Krishna-Godavari basin, the location of this study. The BSR can be identified as 
the reflection event that cuts across the geological reflectors on the section (yellow line). 
Because the base of the gas hydrates stability zone (GHSZ) is controlled by pressure and 
temperature, the BSR has the unusual characteristic of mimicking the bathymetry of the 
seafloor due to the drop in impedance from the base of the GHSZ to the underlying 
sediments. The BSR also has a polarity opposite to that of the seafloor reflection. The 
figure also shows enhanced reflectivity observed below the BSR. This can be attributed 
to the underlying free gas. Drastic changes in pore-space filling material above the BSR, 
the gas hydrates and below the BSR, free gas, causes a large P-impedance change across 
the BSR. Because the seismic P-wave energy reflected back from any interface is directly 
proportional to the impedance change, the amplitude of the P-wave reflected back at the 
BSR is large compared to other reflectors, causing a bright amplitude event which can be 
observed on the P-P surface seismic data. 
Well log data are also useful in demarcating gas hydrate zones. Figure 1.5 shows 
logging while drilling (LWD) well logs recorded in the region of study. Borehole data 
from LWD technology uses sensors placed on the drill bit to collect data at regular 
intervals from a borehole during the drilling operation (Evans, 1991). They provide in 
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situ measurements of physical properties of the sediments through which the bit is 
passing. Some of the LWD logs commonly used for identification of gas hydrates are the 
porosity, resistivity and sonic velocity (Riedel et al., 2010). Commonly used well log 
properties as indicators for presence of gas hydrates are high electrical resistivity and 
high P-wave velocity (Mathews, 1986; Collett, 1993; Goldberg, 1997; Collett and Ladd, 
2000; Guerin and Goldberg, 2002; Murray et al., 2006). Because gas hydrates are highly 
resistive to the flow of electrical current (Makogon, 1997), their presence is conspicuous 
in the resistivity logs. A comparison of the resistivity well log in Figure 1.5 shows clear 
deflection in the electrical resistivity in the gas hydrates stability zone (GHSZ). The 
region with gas hydrates has electrical resistivity of at least two orders of magnitude 
greater than overlying and underlying sediments. Gas hydrates have considerably higher 
bulk and shear moduli than water (Helgerud et al., 2009); hence their presence increases 
the P- and S-wave velocities of the sediments in which they are formed. An example of 
this is depicted in Figure 1.5 where a significant change (+7%) in the P-wave velocity 
obtained from the sonic log can be observed. The values of 1750-1800 m/s are well 
below the values of 3500 m/s for pure hydrates which are related to an interaction of the 
gas-hydrates with the sediments. However, because gas hydrates and water have very 
similar densities, no significant change is observed in the density log.  
 
Constituents K 
(GPa) 
G 
(GPa) 
ρ 
(g/cm
3
) 
Vp 
(m/s) 
Vs 
(m/s) 
Gas Hydrate 8.27 3.49 0.922 3545 1945 
Water 2.29 0 1.000 1513 - 
Table 1.1: Comparison of physical constants of water and gas hydrates. The values for 
gas hydrates and water are valid at 11
o
C and 1 MPa (Helgerud et al., 2009). 
Vp and Vs are calculated from the physical parameters.  
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1.3 GAS HYDRATES SCENARIO IN INDIA 
Gas hydrates have an important role to play in the energy scenario of India (Sain 
and Gupta, 2008; 2012). Because India depends chiefly on imports of oil and gas to meet 
its energy demands, future energy security includes the potential for a source of energy 
that may be harnessed. With the goal to investigate the occurrences of gas hydrates in 
India, the Indian National Gas Hydrate Program (NGHP), Expedition 01, was designed 
and executed (Collett et al., 2008). It was aimed at understanding the geologic and 
geochemical factors affecting the formation of gas hydrates along the coast of the Indian 
Peninsula and convergent margins near the Andaman Islands region. Downhole logging 
and coring surveys were conducted to confirm the presence of gas hydrates. Logging 
while drilling (LWD) was conducted while drilling 12 holes at 10 locations, and post-
drilling wireline logging was conducted at 13 other drill sites. Core samples were 
collected from 21 holes. Temperature gradients were measured at 11 locations. These 
observations confirmed the presence of multiple thick zones of gas hydrate accumulation 
in Krishna-Godavari basin, Andaman Islands and Mahanadi Basin (Figure 1.6).  
1.4 REGION OF STUDY 
The region of study for my thesis is the Krishna-Godavari basin located in the 
eastern margin of India (Figure 1.6). The locations of the seismic line (Figure 1.4) and the 
borehole log data (Figure 1.5) are also shown in this figure. The Krishna-Godavari (KG) 
basin is a passive rift margin on the eastern coast of India. It developed as a result of the 
rifting and drifting of the Indian plate from the Antarctica-Australian plate during the late 
Jurassic and Early Cretaceous.(Shastri et al., 1981; Biksham and Subrwhmanyam, 1988). 
It covers an area of 24,000 km
2
 on the onshore and 145,000 km
2
 in the offshore region. 
The NE-SW trending horst and graben fault systems from the late Jurassic rift cut across 
the older NW-SE trending Permian-Triassic Gondwana grabens, which include the 
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Mahanadi and Pranhita-Godavari grabens (Shastri et al., 1981). A map showing the 
region of study is marked with a black boundary in the Figure 1.6. 
1.5 DATA 
Both seismic reflection and well log data were used in this study. The seismic 
data used here is a high resolution NW-SE 2D seismic line in the Krishna- Godavari 
basin as shown in Figure 1.4, with the general location shown in Figure 1.6. Both seismic 
and borehole well-log data were provided by the gas-hydrate group at National 
Geophysical Research Institute (NGRI), India, during my short visit there. The digital 
time sampling interval of seismic reflection data was 1 ms. The shortest source-receiver 
distance was 70m. The shot and receiver intervals were at 12.5 m, and the recording 
length was 4s. The data were acquired using a 1500m long streamer comprising 120 
channels and a 320 in
3
 air gun array, yielding 60 CMP  fold coverage. As seen in 
Figure 1.4, the BSR can be identified with its characteristic bright amplitude and a 
polarity opposite to that of the seafloor, cutting across the dipping reflectors in the NE 
section of the profile. The BSR is not clear in the mid-section of the seismic profile, but 
careful viewing of the data reveals a faint signature of the BSR in the SW section of the 
seismic line. 
The borehole logs used for the present study (see Figure 1.5 and location in 
Figure 1.6) are from a well drilled during the NHGP Expedition 01 (Collett et al., 2008). 
It is not exactly situated along the seismic line used for the present study. It has its nearest 
location to CDP 490 on the 2D seismic line  and is offset 30 m from the 2D line(Figure 
1.4). Logging while drilling (LWD) was begun at a depth of 1049m and continued upto a 
total depth of 2103.5m. Although many log measurements were taken during well 
logging, I used only the sonic, resistivity (deep), neutron porosity, and density logs for 
8 
the purpose of my study. Figure 1.5 shows some of the logs used in the study, which were 
recorded during the drilling of well 10A in NGHP Expedition 01. 
1.6 MOTIVATION AND OBJECTIVE 
Gas hydrates with their worldwide presence, are increasingly gaining importance 
as a future energy resource (Kvenvolden, 1993).The determination of the quantity of gas 
hydrates is an important step in the process of the exploration of gas hydrates because it 
would help in understanding of gas hydrates energy supply potential. Accurate methods 
of quantification of amount of gas hydrates in this scenario become important as the 
present estimates of total in place methane resources from laboratory and field studies 
have great uncertainties (Milkov, 2004; Klauda and Sandler, 2005). 
 Different methods have been used to estimate gas hydrates saturation. Some of 
these methods are based on estimating gas hydrates saturation from seismic velocities, 
described, in detail, in a review paper by Sain et al. (2008; 2012). Some of the examples 
of this type of approach are found in Wood et al.,(1994), Yuan et al., (1996), Korenaga et 
al., (1997), Lee et al., (1993,1996). The drawback of these methods is that the 
relationship used to relate the gas hydrates saturation to seismic P-wave velocity does not 
have a physical basis (Ecker et al., 2000). Some other approaches use rock physics 
models to predict saturation, for example, Ecker et al., (2000), Chand et al., (2006). Rock 
physics models do not always correctly estimate the gas hydrates saturation because the 
effect of gas hydrates on elastic properties of the host rocks is not well understood (Lu 
and McMechan, 2002). The amplitude versus angle (AVA) analysis of surface seismic 
data was used for determination of seismic velocities and hence gas hydrates saturation 
estimation by Ojha et al., (2008; 2010). They applied AVA modeling to a seismic data set 
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in the Kerala-Konkan basin, India. They found that in the gas-hydrates bearing sediemnts 
P and S-wave velocities are 2245m/s and 895 m/s respectively. The gas-hydrates 
saturation obtained using these values were in the range 0.22-0.38. Well logs have been 
used for quantification of gas hydrates by Collet (2000), Lee and Collett (2005), Lee and 
Waite (2008) and Lee and Collett (2009). The drawback of well log based methods for 
quantification of gas hydrates is that they are limited to the estimation of gas hydrates 
saturation only at actual well locations. 
The chief objective of my thesis is the estimation of gas hydrates saturation along 
the profile of the 2D seismic line in Figure 1.4. I have adopted a novel method using both 
surface seismic and subsurface log data to estimate gas hydrates saturation. The salient 
features of the present study are the use of statistical methods for saturation estimation 
and also the inclusion of anisotropic behavior of electrical resistivity in Archie’s law 
(Archie, 1942) to predict gas hydrates saturation.  
The method I used includes P-impedance and S-impedance obtained from 
inversion of surface seismic data and the use of them in a statistical multi-attribute 
analysis of surface seismic data using EMERGE®, a log prediction module in the 
commercially available Hampson-Russell® seismic analysis package. This application is 
an industrial version of an inversion software application, to predict equivalent log 
properties at all trace locations on the seismic profile. The concept is to find a statistical 
relationship between a limited number of multiple seismic attributes, selected from a 
large number of attributes using a multi-variate analysis scheme, obtained from the 
surface seismic data. The desired log property is then derived from log data at the well 
location using EMERGE®, a neural network analysis tool available in Hampson-
Russell® software package. The derived transform equations are then applied to predict 
the log property at all seismic-trace locations on the seismic profile from the seismic 
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attributes. The log properties that I have estimated along the seismic profile are the 
electrical resistivity and neutron porosity. To include anisotropy as a factor affecting gas 
hydrates saturation, I extend the work done by Lee and Collett (2009) on estimation of 
gas hydrates saturation at the well location using an anisotropic Archie’s law (Archie, 
1942) applied to the estimated resistivity and porosity results and extend it to the 
estimation of gas hydrates saturation along the whole seismic section.  
1.7 THESIS OUTLINE 
In Chapter 2, I describe processing and inversion the 2D post-stack seismic data 
from the region of study to obtain P-impedance. I include a brief investigation of the 
effect of the initial low frequency impedance model on the final impedance results. 
Chapter 3 is the application of a prestack inversion technique to the same 2D seismic data 
that I used in Chapter 2, to obtain P and S impedances. A comparison of the P-impedance 
results obtained from Chapter 2 and Chapter 3 gives me an idea of the better impedance 
results. In Chapter 4, I present the prediction of porosity and resistivity logs using the 
attributes calculated from the P-impedance obtained from prestack inversion in Chapter 
3. For well log prediction I use the multi attribute analysis and neural network 
applications available in the Hampson-Russell® software system. I use the well log 
properties thus predicted to estimate gas hydrates saturation using the modified Archie’s 
law from Lee and Collett, 2009. I conclude with discussions of the results in Chapter 5. 
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Figure 1.1: Schematic diagram of gas hydrate molecules (from Giavarini and Keith, 
2011). Spherical gas molecules (e.g., methane, ethane, propane or CO2) are 
trapped in the cage like structure of the water molecule. The trapped gas 
molecules are stabilized within the water molecules by van der Waals forces 
acting between the gas molecules and water. The necessary conditions 
required for the formation of gas hydrates are the presence of sufficient 
amount of water, the presence of guest molecules like as methane, carbon 
dioxide and the appropriate pressure and temperature conditions. 
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Figure 1.2: Phase diagrams of gas hydrates conditions in permafrost (left) and marine 
settings (right) (Riedel et al., 2010). The green line represents the phase 
boundary of gas hydrates and the dashed red line represents the geothermal 
gradient of the regions. The area enclosed within these two curves 
represents the zone of gas hydrates occurrence known as the gas-hydrates 
stability zone (GHSZ). In the permafrost region gas hydrates occur in the 
depth range typically 200-1050m with temperature ranging between -5
o
C 
and 15
o
C. In the marine region gas hydrates occur in the depth range is 
typically 400-1500m with temperature ranging between 2
o
C and 16
o
C. 
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Figure 1.3: Worldwide occurrences of identified gas hydrates (Riedel et al., 2010). The 
yellow dots show the places with recovered gas hydrates and the red dots the 
places with inferred gas hydrates. Occurrences are mostly along continental 
margins, but include a few in permafrost regions (e.g. Canada). The present 
study region ( Krishna-Godavari) basin, highlighted in yellow box, is 
located on the western offshore of India. 
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Figure 1.4: Seismic section of the study region (Krishna-Godavari basin) with well 
location on the seismic section at CDP 490. The interpreted seismic 
horizons are shown in the colour green. The BSR is represented by the 
yellow horizon interpreted on the seismic section. It is prominent towards 
the NE section where it can be seen cutting across the geological layers. 
Another factor that is indicative of the BSR is the opposite polarity of the 
reflector to that of the seafloor. The bright amplitude feature beneath the 
BSR is attributed to free gas in the region (Collett et. al, 2009). 
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Figure 1.5: Borehole well logs displayed in two way reflection traveltime from the sea 
floor. The Gas hydrates stability zone (GHSZ) is indicated in the box. A 
major change in resistivity is observed at around 1405 ms, which is the top 
of gas hydrate bearing sediments, and 1570 ms, which is the base of the 
GHSZ. In the same zone, considerable change in P-wave velocity is also 
observed. Density and neutron porosity do not show any significant change 
but are displayed here because they are used in the study. 
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Figure 1.6: Map showing the region of study in the Krishna-Godavari basin in the 
Eastern offshore, India. The white dots are the drilling locations during the 
NGHP Expedition 01. The arrow marked black box denotes the study 
region. 
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Chapter 2:  Poststack inversion 
In this chapter I describe the application of poststack inversion to the seismic 
reflection data from the 2D seismic line from the region of study for the determination of 
P-impedance. Hampson-Russell®, a commercially available software package that 
includes various analysis and applications, is used for inversion. First I briefly describe 
the principles of poststack inversion following which I review the inversion methodology 
and the various steps involved in preparing the surface seismic reflection data for 
poststack inversion. Then I present the P-impedance results obtained from poststack 
inversion of the seismic data and discuss some of its implications. Finally I present a 
sensitivity analysis of the P-impedance result to the initial model to judge how well the 
geologic features can be resolved based on the low-frequency content of the initial P-
impedance model.  
2.1 INTRODUCTION 
Impedance inversion is the process of obtaining P-impedance (   ) from seismic 
data (Lindseth, 1979; Oldenburg et al., 1983). The goal of this chapter is to invert 
reflection amplitudes strengths in poststack reflection seismic data to obtain profiles of P-
impedance values. Poststack seismic data is an approximation of the reflection response 
of the layered earth to a perpendicularly incident plane wave (Sen, 2006, p. 35).  For a 
particular layer in the earth, its acoustic impedance is defined as the product of its P-wave 
velocity (Vp) and density. If the earth is approximated by a series of reflectors between 
layers of varying impedance, then the seismogram is equivalent to the filtered response of 
the earth to the impulse generated from the seismic source. It is approximated by a 
convolutional process between the earth acting as a filter and the wavelet that is 
generated from the seismic source (Russell, 1988) and can be represented as: 
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 ( )   ( )   ( ),        2.1 
where the symbol ‘*’ denotes convolution    is time,  ( ) is the wavelet in the time 
domain,  ( ) is the reflectivity time series computed from the contrasts in P-impedance 
and  ( ) is the seismogram in the time domain, which is a band limited time series. 
Generally the field seismic record includes noise. The approximate representation of an 
actual field seismic record is:  
 ( )   ( )   ( )   ( )  ,      2.2 
where  ( ) is noise in the time domain Russell (1988). The presence of noise makes 
impedance inversion a more difficult problem as noise cannot be modeled, thus making 
the inverse problem non-linear (Sen, 2006, p. 74). Hence, one of the chief prerequisites of 
data quality prior to post-stack inversion is the reduction of noise. This is achieved by 
processing the seismic data. The processed (nearly noise-free) data are approximately 
represented as in Equation 2. . Reflectivity ‘r’ is related to impedance ‘I ‘by the 
following relation: 
 ( )    ( )   (   )   ( )   (   )⁄   .    2.3 
Equation 2.3 is valid only when the P-wave is vertically incident on the reflector. 
However, the field seismic data are recorded at multiple angles of incidence. Because the 
formulation of the poststack inversion problem is based on the premise that the incident 
wave is perpendicular to the reflector (Sen, 2006), this assumption is approximated 
through the stacking of normal moveout (NMO) corrected, common depth point (CDP) 
gathers.  
Processing of the seismic data included static shifts, editing of noisy traces, 
geometry application, muting, deconvolution, common depth point (CDP) sorting, 
velocity analysis, stacking and time migration to enhance the signal-to-noise (S/N) ratio. 
The 120-channel shot gathers were further processed as follows: The raw data were 
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frequency filtered with a broad band pass filter (4-12-400-420 Hz). The pre-processing 
consists of amplitude recovery at 6 db/s; and the spherical divergence corrections. 
Predictive deconvolution (80 ms operator length) designed to increase the resolution and 
the dip move-out (DMO), to compensate for the dipping reflections, were applied to the 
pre-stack data prior to velocity analysis. Interactive velocity analysis was carried out at 
every 62.5 m (every 10
th
 CDP) with zero stretch mute. The applied seismic data 
processing flow is shown in Table 1 for the high signal-to-noise ratio. The normal move 
out (NMO) velocity analysis can generally not resolve the gas layer beneath the BSR due 
to the vertical resolution limits at the depth of BSR. However, the velocity increase with 
depth is reduced within the depth interval underneath the BSR. The predictive 
deconvolution suppresses reverberations and compresses the wavelet. Due to limited 
streamer length, we have applied 0% NMO stretch mute. The deconvolution is especially 
helpful to assure a clear image because the move out correction has a similar effect to a 
low-pass filter by stretching the traces in a time varying manner. Frequency distortion 
especially increases at large offsets and shallow times. For interpretation of the seismic 
sections, a standard NMO mute of 0% is applied to ensure high vertical resolution. An 
automatic gain control (AGC) is applied before the full common mid-point (CMP) stack 
in order to amplify the BSR and deeper structures in the migrated section. Subsequently 
data were stacked and Kirchoff migrated. 
The processing of seismic data is done on a scientific workstation using Paradigm 
Focus®, a commercially available industrial seismic data processing software. As a result 
of the above processing steps, the seismic data can be treated as a series of reflectors in 
their true physical locations with the seismic waves perpendicularly incident and 
reflected back from them. Once this has been achieved the resultant data can be used for 
post-stack inversion to obtain P-impedance values. 
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2.2 PRINCIPLES OF IMPEDANCE INVERSION  
Impedance inversion using poststack seismic data has been extensively used in 
geophysics (for example, Lindseth, 1979; Oldenburg et al, 1983; Cooke and Schneider, 
1983). It is a favored method of inversion because of its straightforward assumptions and 
robustness (Russell and Hampson, 1991). Poststack inversion tackles three types of 
problems (Sen, 2006, p.69-70): 1) Wavelet estimation to extract a source wavelet when 
the reflection coefficient series (‘r’ in Equation 2.3) is known, 2) Reflection coefficient 
given the seismic wavelet (‘ ’ in Equation 2.1) is assumed to be known and, 3) Inverting 
for impedance contrasts with the desired wavelet. Poststack inversion methods are 
classifiable in three broad categories (Russell and Hampson, 1991): 1) The recursive 
inversion method, in which if the impedance of a starting layer is known (or assumed), 
for example the seafloor in case of marine seismic data. Then the impedance of other 
layers can be solved recursively using a modified version of Equation 2.1(for example, 
Cooke and Schneider, 1983), 2) Sparse spike inversion is an inversion method in which a 
sparse set of reflection coefficients are extracted from the seismic data, which is 
constrained with a model based on geological constraints (for example, Torres-Verdín et 
al., 1999). 3) Model-based methods, which rely on perturbing an initial impedance model 
based on geological constraints, until the synthetic seismic data matches the observed 
seismic data within an acceptable error tolerance.  In the present studies, I use 
STRATA® module available in Hampson-Russell®, an industrial inversion software for 
the inversion of seismic data. It involves inversion for impedance given that the seismic 
wavelet is known. It is a model-based method (the third discussed above) of poststack 
inversion. Because the exact code for poststack inversion in STRATA® is proprietary 
and undisclosed, I present here a brief outline of the inversion methodology based on the 
background information which is available from the Hampson-Russell Assistant®.  
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Model-based methods of inversion are preferred because they overcome the 
challenges of removing the source wavelet completely, removal of all noise, accounting 
for spherical divergence and transmission losses and including out-of-plane reflections, 
which are encountered in other inversion methods (Sen, 2006, p. 74). A basic flow of 
model-based inversion is shown in Figure 2.  which is adopted form the user’s manual. 
Based on the guide for STRATA® the model-based poststack inversion of Hampson-
Russell® can be summarized in the following steps: 
1. Extraction of wavelet, 
2. Identification of main reflectors from seismic data, 
3. Initial P-impedance model, 
4. Inversion analysis at well location, and  
5. Model-based inversion for the complete 2D poststack seismic section. 
Each of these steps are discussed in details in the following sections 
2.2.1 Impedance inversion framework 
In this section I present the theory of impedance inversion, which forms the basis 
of inversion in STRATA®. The following description of impedance inversion is 
compiled from the STRATA theory by Hampson and Galbriath (1999). 
Considering the case of an N layered 1-D representation of earth at a well 
location, the two way traveltime through the     layer is given by: 
 
 ( )    ( )  ( )⁄  ,       2.4 
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where,  ( )and  ( ) are, respectively, the thickness and P-wave propagation velocity of 
the     layer and   varies from 1 to N. From poststack seismic data the  ( )   can be 
readily determined, allowing for a more suitable parameter for time given as: 
 
 ( )  ∑  ( )              ,      2.5 
 
which represents the two way traveltime between the top of the     layer and the receiver 
on the earth’s surface. Following this the seismic trace as convolution operation between 
reflectivity and wavelet can be represented by the equation: 
 
 ( )  ∑  ( ) (   ( )   )   ( )
 
   
 ,    2.6 
 
Where  ( ) is the amplitude of the seismic trace,   representing the sample point at which 
the amplitude is measure,   ( ) is the reflectivity at the     sample point,   is the wavelet, 
and  ( ) represents the noise present in the data. Equation 2.6 is similar to Equation 2.2; 
the difference in their form arises from the fact that Equation 2.2 represents the seismic 
trace as a function of time while Equation 2.6 represents the seismic trace in discrete 
samples of time and the convolution operation is expressed as an integration. Equation 
2.6 represents a set of N equations for an N-layered 1-D earth model. In the general case 
where N is less than the number of total time samples in a seismic trace, the 
determination of impedance is an over-determined problem.  
Given an initial impedance value, the modeled synthetic seismic trace   is given 
as: 
 ( )  ∑   ( ) (   ( )   )
 
    .     2.7 
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The error ( ) between the true seismic trace ( ) and the synthetic trace ( ) defined in 
Equation 2.7, is given as: 
 
 ( )   ( )   ( ) .       2.8 
 
The goal of inversion is to obtain the correct model parameter values (impedance), this is 
achieved by minimizing an objective function, which is a function of the error between 
the observed seismic trace ( ) and the modeled synthetic seismic trace ( ). In the present 
case of an over-determined problem, a least-squares norm is used to minimize the 
objective function. If the objective function is represented as 
 
       (    ) (    ) ,      2.9 
 
where   is the objective function,   is the vector comprised of all the samples of the 
actual seismic trace represented as: 
 
  [
 ( )
 ( )
 
 (     )
]         2.10 
 
   is the vector with all the reflection coefficients at all sample points represented as: 
 
  [
 ( )
 ( )
 
 (     )
]         2.11 
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and   is a matrix of with N (number of layers) columns and NSAMP (number of time 
samples in a seismic trace) rows, whose elements are the seismic wavelet, shifted by the 
two way times ( ( )) to the top of each layer, represented as: 
 
  
[
 
 
 
 
 
 
 
 ( )   
 ( )   
 
 ( )
 
 
 
 
 ( )
 ( )
 
 ( )
 
 
 
]
 
 
 
 
 
 
 
        2.12 
 
then minimizing the objective function  (defined in Equation 2.9 is) with respect to the 
reflectivity ( ), produces a set of normal equations, solving which, the value of 
reflectivity is obtained as follows: 
 
  (      )      .      2.13 
 
Here   is a prewhitening factor added to stabilize the inversion procedure,   is the 
identity matrix,  is defined in Equation 2.12.   is defined in Equation 2.10. Once   is 
obtained, impedance is calculated as a convolution sum by  
 
 ( )   ( )∏  (   ( )) (   ( )) ⁄      .     2.14 
 
However, Equation 2.14 suffers from the drawbacks that the impedance is very sensitive 
to noise in reflectivity, and it also suffers from non-uniqueness, which means that many 
combinations of reflectivity produce the same seismic trace. To address this non-
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uniqueness problem, model-based inversion is used. In a model-based inversion, 
constraints are used to limit the model space in the vicinity of the initial guess model. The 
objective function for model based impedance inversion can be represented as: 
 
     (     )     (     ),    2.15  
  
where,   is defined by the Equation 2.10,   is defined by the Equation 2.12,   is the 
final reflectivity,  is the vector consisting of initial impedance guess represented as: 
 
  [
 ( )
 ( )
 
 (     )
]  ,       2.16 
  is an operator that convolves the wavelet ( ) with the final reflectivity ( ) to produce 
the final impedance and ‘*’ denotes the convolution operation.   and    are the weights 
assigned to errors in the seismic trace prediction and the impedance prediction, 
respectively. The weights have values between 0 and 1. Assigning a weight 1 implies that 
there is complete confidence in that data against which that weight is assigned. A weight 
0 implies the opposite thing. Two methods are available to apply constraints known as 
the stochastic inversion and constrained inversion. 
 Stochastic inversion applies ‘soft’ constraints  i.e. the initial guess impedance 
model is considered as external information and it is added to the seismic data, each with 
some weighing factor. If initial impedance is  ( )          ,   
and logarithm of impedance ( ) is given as  
 
 ( )  l     ( ) ,         2.17 
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then using logarithmic expansion of the terms l  (   ( )) andl  (   ( )), Equation 
2.14 can be rewritten as  
 
  ( )   ( )  ∑    ( )  ( 
 ( )  )  ⁄    ( 
 ( )  )  ⁄   .  2.18 
 
Considering that the reflection coefficients are not too large (less than 0.2) the higher 
order terms become negligibly small compared to the lower order terms in the above 
series. For example when      , it can be observed that in the cubic term the first 
significant digit occurs in the third decimal place. Following this, Equation 2.18 can be 
written as 
 
 ( )   ( )  ∑   ( )     .      2.19 
 
Then the new objective function can be written as  
 
      (    ) (    ),      2.20 
 
where   is defined in Equation 2.11,   is defined as: 
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and   is defined as: 
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Then reflectivity,  is solved for using the set of normal equations 
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The combined least squares objective function, with the model included as a constraint is 
given as 
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To optimize for the different units for the two parts of the objective function the 
following normalizing parameters, called mean squared signal levels, are used: 
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The objective function in Equation 2.24 becomes  
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The solution thus obtained also contains the low frequency component, which was 
not present in the solution obtained by minimizing the objective function in Equation 2.9. 
The low frequency component in the optimized solution comes from the first term in the 
right hand side of Equation 2.27, which is derived from the constraining low frequency 
impedance model. 
Constrained inversion  in contrast to stochastic inversion  sets ‘hard’ constraints. 
More specifically, it sets the limits on the deviation of model parameters using the initial 
guess. The logarithm of impedance can then be approximated as 
 
 ( )   ( )  ∑   ( )     .      2.28 
 
In the case of an m layered earth the following vector L is defined as  
 
  [
 ( )
 ( )
 
 ( )
]  .       2.29 
 
The reflection coefficients for m layers are 
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The set of equations above can be written in the matrix form as 
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where   
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Combining Equation 2.30 with the original optimization function in Equation 2.9 the new 
objective function using the hard constraint is 
 
  (     ) (     )  .      2.32 
 
Then  , defined in Equation 2.29 is solved as 
 
   (      )         .      2.33 
 
In Hampson-Russell®, Equation 2.33 is solved by the conjugate-gradient method. 
The conjugate gradient method is based on using the gradient of the error (objective) 
function with respect to model parameters to find the minimum of the error (objective) 
function. The next step in obtaining realistic estimates of impedance from seismic data is 
the scaling of the inversion result. 
2.2.2 Scaling of inversion results 
Scaling of the impedance inversion result obtained from solving for Equation 2.33 
is important because the inverted impedances and the seismic traces have different 
scaling factors.  This is solved by dividing the both the sides of the equation 
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          ,       2.34 
 
which is the simplest solution of the minimization of the objective function presented in 
Equation 2.9. The scaling factor for the left hand side of the Equation 2.34 is  
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Then the Equation 2.34 after scaling appears as: 
 
    
           
 
   
            
                                                                           
Thus the unequal scaling of seismic traces and the inverted impedance results are 
removed in STRATA®. 
2.2.3 Wavelet extraction 
There are three commonly applied methods of wavelets extraction: deterministic, 
statistical and well log based. Hampson-Russell® offers all the three capabilities of 
obtaining a wavelet. Strata® uses a combination of statistical and well log based wavelet 
extraction, where the statistical method that uses seismic data for wavelet extraction is 
followed by the well log based wavelet extraction. I describe in the following paragraphs 
the theories behind these two methods of wavelet extraction. 
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The statistical method of determining a wavelet in STRATA® uses seismic data. 
In this method a window of seismic data is chosen in the zone of interest for the purpose 
of extraction of the wavelet. In the present case I chose a window within the gas hydrate 
stability zone as it is the chief zone of interest of my study. The amplitude series 
extracted from this window is auto-correlated. The amplitude spectrum of the wavelet is 
then calculated by taking the square of the auto-correlation of the amplitudes within the 
selected data window. Because the autocorrelation does not provide the phase of the 
wavelet, an estimated phase is added to the amplitude spectrum of the wavelet. In the 
present case, a zero phase wavelet was chosen. The inverse Fourier transform of the 
result obtained describes the wavelet. All the wavelets obtained by this procedure applied 
to different traces are then summed up to obtain a single composite wavelet. 
The well log based method of determining a wavelet in STRATA® uses sonic 
and density well log data. The wavelet extraction from well logs is an inversion problem 
in itself. Given a wavelet  ( ) and the reflectivity series  ( ) a synthetic seismic trace 
can be represented as, 
 ( )     ( )   ( ) ,        2.38 
where ‘*’ represents the convolution operator. Sonic and density well logs are 
used to calculate the reflectivity series and matched with the seismic trace in the analysis 
window. Equation 2.38 can also be interpreted as least-squares shaping problem, where 
the goal here is to predict the wavelet using a least squares prediction filter. A least 
squares prediction filter works on the principle that given an output, which is the seismic 
trace in this case, a filter is to be designed such that a desired output, in this case the 
wavelet, can be obtained. In matrix notation the Equation 2.38 can be represented as 
 
    ,          2.39 
  38 
where   is matrix representation of the wavelet,   is matrix representation of the 
reflectivity series and   is the matrix representation of the synthetic seismic trace. If the 
actual seismic trace is represented as   then the error between the observed seismic trace 
( ) and the synthetic seismic trace ( ) is represented as 
 
     ,          2.40 
 
and the sum of the squared errors is 
 
   (   )(   ) ,        2.41 
 
Minimizing the squares of the error gives a set of normal equations that can be solved to 
obtain the wavelet. Because the number of samples in the wavelet is less than the number 
of samples in the seismic analysis window, this is an over determined inversion problem 
that is solved using least squares. The amplitude envelop of the wavelet is calculated 
using the Hilbert transform of the seismic trace. Because the well log data also contain 
higher frequencies above the seismic frequency range, a suitable frequency filter is 
applied to limit the wavelet frequency within the seismic frequency range. 
2.2.4 Initial model building 
As discussed in Section 2.2.1, the inversion algorithm in STRATA® requires an 
initial 1D P-impedance model. The initial model is a low-frequency impedance model 
obtained from the low-frequency component of the sonic and density well logs. To define 
the impedances in thick layers, the model information is derived by picking major 
reflectors on poststack seismic section. These horizons act as the guiding points for the 
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impedance values at all trace locations using interpolation well location. Through 
interpolation, a low-frequency blocky impedance model is built. Because the goal is to 
extract the low frequency data from well log data, a low pass frequency filter of less than 
10 Hz is applied to obtain the low frequency data to be combined with the seismic 
frequency range data. Typically 0-10 Hz is the frequency range chosen because seismic 
data is not effectively recorded in this frequency range and because most of the data in 
this frequency range is lost during processing. 
2.2.5 Impedance inversion steps 
The procedure for impedance inversion in STRATA® is shown in a flowchart in 
Figure 2.1. Prior to inversion, the seismic data are processed for attenuation of noise and 
to obtain a stacked migrated seismic section. This prepares the seismic data for poststack 
impedance inversion.  The next step is horizon picking to identify the main reflectors 
present in the 2D seismic section. The picked horizons are used in building the initial 
(starting) impedance model, including the low frequency trend, and well log correlation. 
After the horizons are picked, a wavelet is extracted statistically for correlating the picked 
events on the seismic and well logs at the location of the wells. Correlation between the 
events picked on seismic data and the corresponding events on the synthetic is 
maximized by adjusting the well logs to attain the best possible match with the composite 
traces obtained from the actual seismic trace at the well location. Following this, 
correlation is done again by using a wavelet extracted from well logs to maximize the 
match between the synthetic and the observed seismic trace at the well location. Because 
the inversion is model based, an initial low frequency impedance model is built with 
well-logs and seismic data, with the picked seismic horizons acting as constraints for 
inversion.  
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First, inversion analysis is carried out at the well location to calculate the scaling 
parameters for seismic amplitudes. Inversion at the well location is iterated multiple 
times. Inversion at the well location also gives the scaling parameters which are later 
used in inversion of other traces for scaling the inverted parameters. After obtaining a 
satisfactory match between the observed seismic trace and the synthetic seismic trace 
calculated from the inverted parameters from inversion analysis at the well location, 
model based impedance inversion is done for all the traces in the seismic section. The 
scaling parameters obtained during inversion at the well location are used for scaling the 
inverted parameters at other trace locations. Inversion is iterated multiple times to obtain 
a better approximation of the model parameters. The end product of the poststack 
impedance inversion is pseudo P-impedance log at every trace location along the seismic 
profile. 
 
2.3 IMPEDANCE INVERSION OF REAL SEISMIC DATA AND SENSITIVITY ANALYSIS 
2.3.1 Impedance inversion of real seismic data: Results 
The steps for preparing seismic data for poststack inversion is discussed in 
Section 2.1, where a series of seismic data processing steps applied to the seismic data 
from the region of study is outlined. Figure 2.2 shows the time-migrated seismic data 
after processing. Six principal reflectors, including the BSR, are identified and picked on 
the migrated seismic section. These interpreted horizons are used for building the initial 
P-impedance model. The three primary horizons of interest are the seafloor, the bottom 
simulating reflector (BSR) and the top of the free gas zone under the BSR.  Other major 
reflectors are picked based on their amplitude strength. The interpreted BSR horizon is 
included in the discussion illustrating the location of the BSR, and it is not used in 
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building the initial guess impedance model. This is because the BSR does not represent a 
geological layer but appears on a seismic section because it is a physical phase boundary. 
Therefore, the interpolation of the impedance values will lead to erratic values if the BSR 
is considered as a geological reflector. The northeast (NE) end of the seismic profile 
shown in Figure 2.2 is closer to the shore, and the southwest (SW) end is down-dip the 
shore. The well used for present study is located closest to CDP number 490 on the 
seismic line shown in the Figure 2.2. It is located at a distance of 30m away from the 
seismic line. It can be observed from the seismic section that the strengths of the 
reflectors’ amplitudes reduces from NE to SW. However  some of the sedimentary beds 
become clearer in the SW section of the line. The BSR is represented as the yellow 
horizon interpreted in the seismic section in Figure 2.2. The BSR has higher amplitude at 
the NE end of the seismic section, where it can be seen cutting across the dipping 
geological layers. The visibility of the BSR becomes poor in the vicinity of the well but 
becomes visible toward the SW end of the seismic section. The bright amplitude event 
beneath the BSR is attributed to the free gas region (Collett et. al., 2009). 
Correlation of well logs provides the link between interpreted seismic horizons to 
the synthetic seismic traces calculated from the well logs. Composite seismic traces, the 
average of the seismic traces around the well log location are used for correlation with 
the synthetic seismograms. Figure 2.3 and Figure 2.4 show the wavelets extracted 
statistically from seismic data and wavelet extracted from well log respectively. It is 
observed that the statistically extracted wavelet from seismic data is a zero phase wavelet. 
The zero phase wavelet is user supplied information and hence expected.  The wavelet 
extracted from the well is rotated relative to a zero phase wavelet. Figure 2.5 shows a 
suite of well logs used for generating synthetic seismograms, the correlation between the 
synthetic seismic traces (blue traces in Figure 2.5) and the composite seismic traces (red 
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traces in Figure 2.5). It can be visually observed from Figure 2.5 that there is a reliable 
match between the synthetic and the actual seismic trace at the well location. The match 
between the synthetic seismic data and observed seismic data is measured by a factor 
known as the correlation factor. The correlation factor between the synthetic generated 
using the wavelet extracted from seismic and the actual composite seismic trace is 0.4. 
When the wavelet extracted from well is used correlation factor between the synthetic 
and the composite seismic trace increases to 0.6. Thus the correlation of the interpreted 
horizons between the synthetic and the actual seismic trace is better for the wavelet 
extracted from well. Hence it can be inferred that the minimum phase wavelet extracted 
from the well log is an improved approximation for the actual seismic wavelet.  
Following the well log correlation a low frequency starting initial P-impedance is 
built as shown in Figure 2.6. The model building is guided by the interpreted geological 
horizons, which act as guide for interpolation between well logs. The interpolated values 
of P-impedance thus obtained are filtered by applying a high cut frequency filter of 10-15 
Hz. The next step following initial model building is inverting the seismic data for 
impedance. This is carried out in two stages, first inverting for the seismic trace at the 
well location, followed by inverting for all the seismic traces. The impedance inversion 
result at the well location is shown in Figure 2.7. The result shows that there is a 
correlation factor of 0.994 between the original and the predicted impedance values and 
the error in fraction is 0.109. The scaling parameters used in the inversion of all the other 
traces are obtained from the inversion done of the seismic trace at the well location. 
These scaling parameters are used to limit the reflection coefficient values within the 
physically feasible range.  
Figure 2.8 shows the P-impedance obtained from the inversion of the complete 
seismic section. Impedance inversion is done only up to the top of the free gas layer 
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because the well logs do not extend beyond that depth. Hence, the impedance values of 
the inverted section of two way traveltime greater than the two way traveltime of the well 
bottom are not to be taken into consideration. The impedance ranges from 2200 g/cm
3
× 
m/s to 3200 g/cm
3
 × m/s. The cooler colors are the regions of high impedance, which is 
as expected, because the presence of gas hydrates increases the P-impedance of the host 
rocks. The impedance in the GHSZ varies between 2800-3100 g/cm
3
 × m/s. The high 
resistivity zone of 1400ms-1600ms, as seen in Figure 2.5 falls within the region of high 
impedance. This also coincides with the high P-wave velocity. Impedance of the 
sediments with the gas-hydrates increases when the gas-hydrates constitute the load 
bearing part of the host rock. In the present scenario because the P-impedance of the 
sediments increases, it can be interpreted that gas-hydrates make up a part of the matrix. 
The impedance values right beneath the gas hydrates zone show low impedance, as 
expected from the impedance of free gas zone. P-impedance is the output of the 
impedance inversion, provides a means to investigate the spatial extent of gas-hydrates. 
The P-impedance values obtained from inversion are the direct indicative of the extent of 
the gas-hydrates in the region. With the assumption that the increase in P-impedance 
occurs only due to the replacement of water from pore spaces by gas-hydrates, P-
impedance can be used to calculate the saturation of gas-hydrates. However, as there are 
no known direct relationship between gas-hydrates saturation and P-impedance, I use an 
alternative method for estimation of gas-hydrates saturation. The alternative method to 
estimate gas-hydrates saturation uses seismic attributes calculated from P-impedance to 
predict petrophysical properties, which are related to gas-hydrates saturation through the 
Archie’s equation. The method is presented and discussed in details in Chapter 4. 
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2.3.2 Sensitivity of impedance inversion to the starting model 
Model based impedance inversion in STRATA® requires a 2D initial guess 
impedance model. The theory of initial model building is discussed in Section 2.2.4. In 
this section I present a study to investigate the effect of frequency range of the starting 
initial model on the final impedance result. The impedance inversion process as discussed 
in Section 2.2.5 is repeated each time with a different initial impedance model. The initial 
models are generated over various ranges of seismic frequencies. Figure 2.9 shows a low 
frequency initial P-impedance model derived from the stacked CDP section, but limited 
to the frequency range of 10-15 Hz, the P-impedance inversion result obtained with this 
initial P-impedance model as the initial impedance model. Figure 2.10 shows a high 
frequency initial P-impedance model derived from the stacked CDP section, but limited 
to the frequency range of 35-40 Hz and the P-impedance inversion result obtained with 
this initial impedance model as the initial impedance model. Comparing the P-impedance 
inversion results from Figure 2.9 and Figure 2.10 it is observed that the inverted P-
impedance result is almost the same in both the cases of low frequency and high 
frequency initial impedance models. Hence, I conclude that even a low frequency initial 
P-impedance model can be used to obtain almost similar features as that can be obtained 
from a high frequency initial P-impedance model. This becomes important considering 
the fact that in field seismic data the higher frequencies are lost and the data is 
predominantly low frequency. It has been demonstrated here that even a low frequency 
initial impedance model gives a good enough result. Therefore, the lack of high 
frequencies in the initial guess is not a major problem in impedance inversion.  
2.4 SUMMARY AND DISCUSSIONS 
Inversion of poststack time migrated seismic data is applied to obtain P-
impedance along the complete 2D seismic profile 6.25 km long. Both surface seismic and 
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borehole well log data are used for the inversion process. A model based inversion 
algorithm in STRATA® uses an extracted wavelet and initial P-impedance model built 
based on structural interpretation of reflection profile. The wavelet is obtained using two 
approaches: statistical and well log. The initial model is built with the aid of the 
interpreted seismic horizons. A very high correlation (70.9) between the inverted 
impedance and actual impedance at the well location indicates that the results obtained at 
the well location are good. Using the scaling parameters obtained from inversion analysis 
at the well location, inversion of the complete seismic section is done. An observation on 
the P-impedance inversion of the seismic section reveals high impedance in the gas 
hydrates zone and low impedance in the free gas zone underneath it. This is in agreement 
with the general assumption that impedance increases in the presence of gas hydrates 
because of the higher P-wave velocity of the gas hydrates and decreases in the presence 
of gas. Thus impedance helped me to estimate the lateral extent of the gas hydrates zone. 
I carried out analysis to study the sensitivity of the starting model to the final 
impedance model. My analysis reveals that use of high frequency starting models 
introduces bias in the final impedance model. A low-frequency starting model (10-15Hz) 
is adequate for obtaining a realistic solution in that it provides missing low frequency 
information and high frequency content of the inverted model is extracted entirely from 
the seismic data.  
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Processing steps  Parameters 
Butterworth band-pass filter  4-12-400-420 Hz 
Normal Move out (NMO) velocity 
analysis at Every  
10 CDP (~62.5 m) 
True amplitude recovery (TAR):  Spherical divergence correction  
g(t) = 1/(time* vel**2) 
Predictive deconvolution Operator 
length:  
80 ms 
NMO correction  NMO stretch mute values: zero 
Automatic gain control (AGC)
  
Time window: 500 ms 
CMP stack  Mean 
Kirchhoff time migration Max. dip: 180
o
, max. frequency: 
50Hz, smoothed velocity field 
Table 2.1: Flow of processing applied to seismic data to obtain a stacked migrated 
section. This processed data is used for post-stack migration. The processed 
common mid-point (CMP) seismic gathers are used for pre-stack seismic 
inversion. 
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Figure 2.1: Flowchart of model based post-stack impedance inversion. Both processed 
seismic and well log data at a point within the seismic depth are required. 
The flowchart can be broadly divided into the following activities namely 
wavelet extraction, synthetic generation and well log correlation with 
seismic, initial impedance model building, inversion of all seismic traces. 
The wavelet is first generated statistically using seismic data and then using 
well log data. The wavelet along with well log data is used for generating 
synthetic seismic data to be compared with the real seismic data. The 
mismatch between the observed and synthetic seismic data is checked using 
an objective function that gives a measure of the accuracy of the predicted 
model parameters. The scaling parameters for the whole seismic section 
inversion are obtained from inversion at the well location. Interpreted 
seismic data with seismic horizons is used for building an initial impedance 
model. The initial impedance models along with the previously obtained 
scaling parameters are used for inversion for all seismic traces. The 
inversion process is iterated multiple times to obtain a better approximation 
of model parameters. 
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Figure 2.2: Seismic section with the picked horizon on display. Sonic log (green) and 
resistivity log (black) at CDP 490 are displayed on the seismic section to 
emphasize the GHSZ. Six horizons used for initial model building are 
shown in green and blue colour. The yellow dashed line is the BSR. The 
bright reflecting zone beneath the BSR is the free gas region. Resistivity log 
(green) is also shown. 
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Figure 2.3: Statistically extracted wavelet from seismic data. Its time response shown in 
the upper panel shows that it is a zero phase wavelet. Its amplitude spectrum 
is shown in the lower panel. The peak frequency is 50 Hz. 
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Figure 2.4: Wavelet extracted from well log and seismic data. The time response of the 
wavelet shown in the upper panel shows that it is a rotated wavelet relative 
to a zero phase wavelet. Its amplitude spectrum is shown in the lower panel. 
Its peak frequency is 50 Hz. 
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Figure 2.5: Correlation of well log data with seismic data. The logs, in order from left to 
right, are density, deep resistivity and P-wave velocity. The panel on the 
right shows from left to right, the synthetic traces (blue) generated using the 
well extracted wavelet, the composite traces (red) at the well location and 
the seismic traces (black) in well vicinity with the red being the trace at the 
well log location. Note the good correlation between the synthetic and 
composite traces, a correlation factor of 0.6 between the synthetic and 
composite traces is obtained. 
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Figure 2.6: Low frequency initial P-impedance model with the color bar guide of 
impedance values ranging from 2200 to 3200 g/cm
3
× m/s. The green end of 
the color bar indicates low impedance and the purple end high impedance. 
The resistivity log (black) and the density log (black) are also shown.  
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Figure 2.7: Inversion analysis at the well location. The curves in the left panel display 
the inverted impedance (red) and impedance from well log (blue). The 
center panel shows the synthetic (red) and the seismic (black). The right 
panel shows the error of the predicted impedance. 
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Figure 2.8: The low frequency initial impedance model (above) and the inverted P-
impedance (below) of the whole seismic section obtained after 50 iterations. 
The color bar indicating the impedance values ranging from 2200 to 3200 
g/cm
3
× m/s is shown to the right of the image. The impedance in the GHSZ 
varies between 2800-3100 g/cm
3
 × m/s .The lower end of the color bar 
(green) indicates low impedance and the upper end (purple) indicated high 
impedance. The resistivity log (black) and the density log (black) are also 
shown. The cooler colors indicate the gas-hydrates zone. Also note the low 
impedance values (yellow) in the free gas region. 
  55 
 
 
Figure 2.9: Initial model 10-15 Hz on the top and the inverted impedance (bottom). By 
comparing the inverted P-impedances from this figure and Figure 10, it is 
observed that starting with a low frequency initial impedance model 
produces the same features as obtained when starting with a high frequency 
initial model. This is useful considering the general quality of field seismic 
data is dominated by the low frequency. Hence the lack of higher 
frequencies may not be an important factor in obtaining better P-impedance 
inversion result. 
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Figure 2.10: Initial model 35-40 Hz on the top and the inverted impedance (bottom). By 
comparing the inversion results from Figure 9 and Figure 10 it is observed 
that despite of the considerable difference in the initial impedance models, 
the inverted impedance results almost appear the same. 
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Chapter 3:  Prestack inversion 
This chapter presents inversion of prestack seismic data using an inversion 
process to estimate multiple attributes, particularly P and S-impedances and Poisson’s 
ratio. I briefly discuss the principles of prestack inversion implemented in the 
commercially available Hampson-Russell®, followed by presentation of the application 
of prestack inversion to the 2D seismic line of my study region. Finally I discuss the 
results and provide my observations from the 2D seismic line used for the study. 
3.1 INTRODUCTION 
Prestack inversion is a method of statistical inversion that uses seismic reflection 
amplitude, traveltime and waveform information from multi-offset prestack CMP seismic 
data to invert for multiple elastic properties such as acoustic impedance and Poisson’s 
ratio (Sen, 2006, p.85).  Prestack inversion has commonly been used to invert for P and 
S-impedances (Goodway et al., 1997; Gray and Anderson, 2000). Interpretation of these 
parameters is an important tool for lithology and fluid discrimination because these 
elastic properties can be linked quantitatively to reservoir properties of interest. 
(Goodway et al., 1997; Burianyk, 2000; Gray and Andersen, 2000). Several approaches 
from various investigations have been adopted for prestack inversion. Generalized linear 
inversion (GLI) is one class of such methods (Tarantola, 1986; Mora, 1987; Demirbag et 
al., 1993; Pan et al., 1994). Global optimization based methods such as simulated 
annealing (SA) and genetic algorithms (GA) are another class of prestack seismic 
inversion that have also been used, especially inversion for non-linear situations (Sen and 
Stoffa, 1991; Mallick, 1995).  
For the purpose of the present study, Hampson-Russell®, an industrial inversion 
software package that includes inversion applications is used for preforming prestack 
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inversion. The inversion process is called simultaneous because P-impedance (Zp), S-
impedance (Zs) are inverted for simultaneously. These parameters can be readily 
expresses in terms of other physical quantities including individual elastic constants, P 
and S- wave velocity and Poisson’s ratio (Hampson and Russell  2005). 
3.2 PRE-STACK INVERSION PRINCIPLES 
The simultaneous inversion methodology used in STRATA® expands the work of 
Simmons and Backus (1996) and Buland and Omre (2003). The prestack inversion 
algorithm in STRATA® is based on three main assumptions: 1) Validity of a linear 
approximation of reflectivity, 2) PP, and PS reflectivity are representable as functions of 
angle given by the Aki-Richards equations (Aki and Richards, 2002), and , significantly, 
3) the existence of a linear relationship between P-impedance and S-impedance. These 
assumptions generally require small contrasts in Vp, Vs and ρ across a reflecting 
interface and small (less than 30
o
) angles of incidence. 
Zoeppritz equations (Zoeppritz, 1919) are the most general representation of the P 
and S–wave reflection, transmission and mode-conversion coefficients. Although the 
Zopperitz equations are exact representations, using them to understand the physical 
significance of the reflection and transmission coefficients is difficult. Aki and Richards 
(2002) have given linear approximations, in terms of the sin
2
 of the angle of incidence, of 
the reflection coefficients assuming small contrasts in layer impedances and small angles 
of incidence. The P-P reflection coefficient (   ) as a function of angle of incidence (θ) in 
the Aki-Richards representation as: 
 
                                                                                                                      
where, 
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As mentioned earlier, the work done by Buland and Omre (2003) is an underlying 
aspect of the present inversion technique. According to them, the reflection coefficient in 
Equation 3.1 can also be extended to a time-continuous reflectivity function (Stolt and 
Weglein, 1985) and can be represented as: 
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Comparing Equation 3.1 and Equation 3.8 it can be observed that for each of the 
corresponding terms in brackets in the right hand size of Equation 3.1,  
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Hampson and Russell (2005) derived the linearized relationship between reflectivity for 
    at the ith interface and impedance     of the ith and       (i+1) th layer, that I have 
presented it in a modified manner using the partial differentiation operator with respect to 
time as  
 
  
 instead of  : 
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The reflectivity is related to the seismic trace as the convolution between the wavelet and 
the reflectivity.  Equation 3.13 may be represented in matrix form as: 
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where, 
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and    is defined in Equation 3.13. A compact representation of reflectivity   in the 
matrix form where   is a vector of reflectivity in Equation 3.14 is  
 
   
 
 
                                                                                                                                 
 
where   is the matrix representation of differentiation, where   is the vector of the 
natural log of impedances (from Equation 3.15) of N layers. Similarly the shear and 
density reflectivity (Hampson and Russell, 2005) can be written as 
 
    
 
 
                                                                                                                       
 
Where    is the natural logarithm of S-impedance, which can be represented as: 
 
                                                                                                                                    
 
And density reflectivity is  
  
    
 
 
                                                                                                                     
 
where    is the natural logarithm of density, which can be represented as: 
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As discussed in Section 2.1, the seismic trace can be represented as the convolution of 
wavelet and reflectivity. Then using Equation 3.16, a poststack seismic trace ( ) can be 
written as a convolution of the wavelet and reflectivity, which can be represented in the 
matrix form as the multiplication of  , the convolution matrix made of the wavelet,   is 
the matrix representation of differentiation and   is the matrix made of natural logarithms 
of impedances, defined in the Equation 3.15, 
 
   
 
 
                                                                                                                              
 
From the Aki-Richards linearization of Zoeppritz equations (Aki and Richards, 2002), P-
wave reflection coefficients can be represented as a function of the average of the 
incident and transmitted angles of the P-wave. Hence the prestack seismic reflection 
trace, which is the convolution of the angle-dependent wavelet and reflection coefficient, 
using the Fatti (1994) simplification in Equation 3.1, can be represented as the 
multiplication of the   , matrix representation of the angle dependent wavelet,   the 
matrix representation of the differentiation and with    ,    ,    as defined in Equations 
3.15, 3.18 and 3.20 respectively.  
 
   (  ⁄ )        (  ⁄ )       
 (  ⁄ )                                                                                           
 
where   ,   ,    defined in Equations 3.5, 3.6 and 3.8 respectively. One of the main 
differences between poststack seismic inversion and prestack seismic inversion is that the 
wavelet in the former method is a constant wavelet whereas the wavelet in the latter one 
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is angle dependent. For a range of angles, the Equation 3.22 can be written in matrix form 
as 
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which is of the from 
 
                                                                                                                                      
 
The impedances can be solved for by inverting the   matrix. However, a 
drawback of this method is that it does not consider the interdependency between the 
background trends of P-impedance, S-impedance and density (Hampson and Russell, 
2005). Because impedance is the goal of inversion in the present methodology, the linear 
relationships for the interdependent impedances are given by Hampson and Russell 
(2005) as follows: 
 
 
                                                                                                                       
 
                                                                                                                   
 
where   ,   and    are defined in Equations 3.15, 3.18 and 3.20, respectively.     and 
    are the deviations from the linear relationship. Equations 3.25 and 3.26 represent 
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straight lines. Analyzing Equation 3.25, it can be observed that if    is considered a 
variable and plotted against    , then   represents the slope, and (      ) is the 
intercept of Equation 3.25. Similarly in Equation 3.26, if    considered a variable and 
plotted versus    , then for the straight line thus formed,   is the slope, and    is the 
intercept. 
A small change in    can be represented by differentiating Equation 3.25. As 
discussed earlier in this section that   represents the differentiation operator, the 
differentiation of    is represented as: 
 
                                                                                                                       
 
Where   has been discussed earlier in the context of Equation 3.25. The derivative for 
Equation 3.26 similarly as for Equation 3.25 is 
 
                                                                                                                     
 
Where   has been discussed earlier in the context of Equation 3.26. Notice that the    
and    that are present in Equations 3.25 and 3.26 do not appear in the Equations 3.27 
and 3.28 because they are constants. 
By substituting the differentiation of the natural logarithm of the impedance (  , 
  representing the natural logarithm of impedance in general) in Equations 3.27 and 3.28 
in the Fatti (1994) equation in 3.22, the modified Fatti equation is: 
 
   (  ⁄ )        (  ⁄ )    (          )
 (  ⁄ )    (          )                                                           
  67 
 
Where the terms   ,   ,    are defined in Equations 3.5, 3.6, 3.7, respectively. By 
rearranging the terms in Equation 3.29 and grouping the same terms according to the 
impedances   ,   ,    the angle-dependent seismic trace (  ) can be expressed as 
 
                                                                                               
 
where 
 
   (  ⁄ )   (  ⁄ )                                                                                            
 
and 
 
   (  ⁄ )                                                                                                                           
 
For a range of angles, Equation 3.29 can be represented in the matrix form as 
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This again is in the form of normal equations (Equation 3.23), and the impedances 
can be solved using matrix inversion techniques. The prestack inversion algorithm in 
Hampson-Russell® uses an initial guess P-impedance model for stabilizing the matrix 
inversion. The initial guess model can be represented as 
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where     is the initial P-impedance guess model. The inverse problem in Hampson-
Russell® is solved using an iterative conjugate gradient method applied to solving for the 
P and S-impedances. When   ,    and    are estimated then the estimated values of the 
P and S-impedances and density are given as: 
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3.3 PRESTACK INVERSION OF REAL DATA: METHODOLOGY AND  RESULTS 
The workflow of prestack inversion in Hampson-Russell® can be represented in 
the following steps: 
1. Generating angle gathers from the processed and NMO corrected CDP 
gathers. This converts the offset-dependent CDP gathers to angle-
dependent gathers. For each set of gathers, angle-dependent wavelets are 
generated for each range of angles. 
2. Estimating the constants k and m of the linear relationships in Equations 
3.25 and 3.26 using well logs. 
3. Building the initial P-impedance model. 
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4. Solving the inverse problem in Equation 3.30 to obtain the logarithm 
values of the impedances 
5. Calculating the final values of P-impedance, S-impedance and density 
using the Equations 3.35-3.36. 
The inputs required for prestack inversion are the processed, NMO corrected offset 
dependent CDP gathers (Figure 3.1). During processing, proper care is taken to preserve 
the relative amplitude in the seismic traces so they will be suitable for inversion. The 
dominant frequency range is 50-100 Hz. In the following sections I will go through the 
steps of prestack inversion and their results achieved when applied to the 2D seismic line 
from the region of my study.  
The first task is the generation of angle gathers from the prestack seismic data. 
Two sets of angle gathers are generated for angles 0
 o
 -45
o
 from the processed, NMO 
corrected offset dependent CDP gathers. One set is for the near offset data, with angle 
range of 0
 o
 -15
o
 and the second set for far offsets with the angles ranging from 15
o
 -45
o
. 
One of the main differences between post-stack inversion and pre-stack inversion is that 
the wavelet used in pre-stack inversion varies with offset or angle in this case. Wavelet 
extraction using seismic and well data has been discussed earlier in Chapter 2 and in 
several publications (Buland and Omre 2003, Danielson and Karlsson, 1984; Lines and 
Treitel, 1985; Newman, 1986; Nyman et al., 1987; Richard and Brac, 1988; 
Poggiagliolmi and Allred, 1994). The STRATA® module for prestack inversion in 
Hampson-Russell® uses statistical methods applied to seismic data for extraction of a 
zero-phase wavelet. Two wavelets are generated for the corresponding angle gathers; one 
for near-angle gathers (Figure 3.2) and the other for far-angle gathers (Figure 3.3). In 
practice offset rather than angle, is the parameter required for extraction of wavelet in the 
present method. Thus, for the near angle gather, an offset range of 0-500m was used 
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while for the far angles’ gathers  500-1500m offset range was used for the wavelet 
extraction. To extract the wavelets a time window of 1400- 1800 milliseconds of the 
seismic data was chosen because it is the window within which the gas hydrates appear 
on the seismic data. The extracted wavelets are constant zero phase wavelets, each of 
length 200 milliseconds with a 25 milliseconds taper. The peak frequency in each wavelet 
is approximately 80 Hz.  
It was discussed in the preceding section that the P and S-impedances and density 
are interdependent, and there exists linear relationship among them, as represented in the 
Equations 3.25 and 3.26. The parameters of the linear relationship between the 
background trends of P-impedance, S-impedance and density are obtained from the 
regression of ln    on ln    (Figure 3.4) from which   and    are obtained and the 
regression of ln    on ln    (Figure 3.5) gives the parameters   and   . The values 
obtained are          ,             and         ,           .  
The next step in prestack inversion is the building of an initial guess impedance 
model (Figure 3.6, Figure 3.7 and Figure 3.8). Pre-stack inversion in Hampson-Russell® 
requires initial models for P-impedance, S-impedance and density. The principles for 
building an initial model discussed in Section 2.2.4 of the Chapter 2 are also applicable in 
building an initial impedance model for prestack seismic inversion. Horizons obtained 
from the interpretation of seismic data are used here to build a low frequency initial 
model using the NMO corrected CDP gathers and well log data. Smoothly varying initial 
low frequency models of P- impedance, S- impedance and density are shown in Figures 
3.6, 3.7, and 3.8 respectively. The advantage of using a low frequency initial model is 
that it constrains the model search space (Sen, 2006, p.60, Sen and Stoffa, 1995, p.48). It 
also incorporates the low frequency component derived from well log data into the 
inversion result, thus addressing the issue of generating only relative values and not 
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absolute values in the inversion result that arises from the band limitation in the lower 
frequency range of seismic data (Ghosh, 2000). 
Prior to prestack inversion of all the CDP gathers, inversion analysis is done at the 
well location. Figure 3.9 shows the result of prestack inversion at the well location. It 
shows the four quantities that are inverted for in the prestack inversion, P-impedance, S-
impedance, density and Vp/Vs. It is observed that the inverted logs and the original logs 
match very well. The resultant synthetic seismic traces for each of the angles at CDP 490 
are also shown in Figure 3.9. The synthetic traces have a total correlation factor of 0.65 
with the original seismic traces at the well location and a total error of 0.74. Using the 
initial models as a starting guess, the resulting P-impedance, S-impedance, Vp/Vs and 
inverted density sections are shown in Figure 3.10, 3.11, 3.12, and 3.13, respectively. 
From the inverted P-impedance result shown in Figure 3.10 it is observed that there is a 
significant improvement in the resolvability of the geologic features when compared to 
the poststack impedance inversion results. The inverted P-impedance values have a range 
of 2046 (m/s)×(g/cm
3
) to 3082 (m/s)×(g/cm
3
). The high P-impedance zone is the gas 
hydrates region. The impedance in the GHSZ varies between 2800-3080 g/cm
3
 × m/s, 
which is almost in the same range as the results obtained from prestack inversion. The 
low P- impedance zone may correspond to free gas, which is generally expected from 
marine gas hydrate regions. Again, the results are realistic only for the two-way 
traveltime of the logged depth which is around 1500 milliseconds. Figure 3.11 shows the 
inverted S-impedance. It is observed that the gas hydrates region has higher S-impedance 
as emphasized by the cooler colors. The presence of gas hydrates increases the S-
impedance of the host rocks as gas-hydrates have higher shear modulus compared to both 
gas and water, which are generally the pore filling fluids. A possible interpretation of 
increase in shear modulus in the presence of gas-hydrates is that they form a part of the 
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load bearing matrix, hence increasing the rigidity of the rock. Figure 3.12 shows the 
Vp/Vs obtained from pre-stack inversion. Vp/Vs varies proportionally with Poisson’s 
ratio. Hence low values of Vp/Vs are interpreted as gas regions. It is observed in Figure 
3.11 that the Vp/Vs increases in the free gas zone. The Vp/Vs is low in the gas hydrates 
region as major portion of the gas is used in the formation of gas-hydrates. Figure 3.13 is 
the inverted density obtained from pre-stack inversion. It is observed that there is no 
anomaly on the density section because the presence of gas-hydrates doesn’t affect any 
changes in density even though it replaces water from the pore spaces, because the 
density of the gas-hydrates is very close to that of water. 
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Figure 3.1: NMO corrected CMP gathers for CMPs near CMP 490 (well location). 
Resistivity log (green) and P-wave log (red) is shown in the figure. The 
interpreted horizons can also be shown on the records. Angle gathers were 
created for angles ranging from 0
o
 to 45
o
. 
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Figure 3.2: Near offset (0-500m) wavelet with its time response on the top and 
amplitude response below. The wavelet is zero phase and the dominant 
frequency is in the range 50-80 Hz. 
  
  75 
 
 
 
Figure 3.3: Far offset (500-1500m) wavelet with its time response on the top and 
amplitude response below. The wavelet is zero phase and the dominant 
frequency is in the range 50-80 Hz.  
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Figure 3.4: Regression of ln(Zs) on ln(Zp). The slope of the regression line gives the 
value of the slope k and the intercept the value of kc in Equation 3.22. The 
values are used to obtain S-impedance (Zs) from P-impedance (Zp). 
.  
 
Figure 3.5: Regression of ln(ρ) on ln(Zp). The slope of the regression line gives the 
value of the slope m and the intercept the value of mc in Equation 3.23. The 
values are used to obtain density (ρ) from P-impedance (Zp). 
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Figure 3.6: Low frequency initial P-impedance model. The color panel on the right 
shows the range of impedance which varies from 2280-2800 (g/cc) (m/s). 
The marked gas hydrate zone is shows high impedance. Beneath the gas 
hydrate zone is a low impedance layer, which is the free gas layer. The 
resistivity log is also shown. High resistivity coincides with the high P-
impedance zone. The P-wave velocity (black curve) also coincides with the 
high P-impedance zone. Gas-hydrates with their higher shear modulus 
compared to water or gas increases the bulk modulus of the host rock.  
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Figure 3.7: Low frequency initial S-impedance model. The color panel on the right 
shows the range of impedance which varies from 109-569 (g/cc)(m/s). The 
marked gas hydrate zone is shows high impedance. Beneath the gas hydrate 
zone is a low impedance layer, which is the free gas layer. The resistivity 
log is also shown. High resistivity coincides with the high S-impedance 
zone. Higher S-impedance also coincides with the high P-wave velocity log 
(black curve). Gas-hydrates with their higher shear modulus compared to 
water or gas increases the shear modulus of the host rock.  
  
  79 
 
Figure 3.8: Low frequency initial density model. The color panel on the right shows the 
range of density which varies from 1.4-1.9 (g/cc). The marked gas hydrate 
zone shows high impedance. Along with P and S-impedance initial model, 
an initial density model is required for pre-stack inversion.  
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Figure 3.9: Inversion analysis at the well location. Four panels on the left panel show 
the comparison between the original log (blue) and the inverted results (red). 
From left to right the displayed logs are Zp, Zs, density, Vp/Vs.  The 
synthetic angle gathers are shown in red and the original angle gathers at 
CDP 490 are shown along with the error at every angle. 
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Figure 3.10: Inverted P-impedance. The range of impedance is 2050(g/cc) (m/s) the 
green end to 3050 (g/cc) (m/s) the purple end. The gas hydrates region has 
the highest impedance. The impedance in the GHSZ varies between 2800-
3080 g/cm
3
 × m/s. The free gas zone beneath the gas hydrates zone has low 
impedance. 
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Figure 3.11: Inverted S-impedance along the seismic profile. The range of impedance is 
109 (g/cc) (m/s) the lower (green) end to 569 (g/cc) (m/s) the higher (purple) 
ends. In the gas hydrates region the density varies from 1.7 g/cc to 1.8 g/cc. 
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Figure 3.12: Inverted Vp/Vs  along the seismic profile. The ratio varies from 4.7 at the 
lower end (green) end to 12.6 towards the higher (purple) end. In the gas-
hydrates zone Vp/Vs ratio is low compared to the surrounding regions. This 
is expected because the gas in the pore spaces has been used up for the 
formation of gas hydrates hence decreasing the Vp/Vs ratio. The free gas 
region has higher Vp/Vs values. 
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Figure 3.13: Inverted density along the seismic profile. The range of impedance is 1.4 
g/cc at the lower (green) end to 1.9 g/cc the higher (purple) end. In the gas 
hydrates region the density varies from 1.7 g/cc to 1.8 g/cc. 
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3.4 SUMMARY 
In comparison with the impedance results from poststack inversion, prestack 
inversion provides a broader range of parameters, albeit more computationally intensive 
method. The goal was to obtain multiple impedance attributes, P-impedance (Zp), S-
impedance (Zs) and density, from the seismic data. NMO corrected CDP gathers obtained 
from seismic data processing done in the previous chapter were used as the input data for 
prestack inversion. Angle gathers ranging from angles 0
 o
- 45
o 
were generated and two 
wavelets corresponding to near offset and far offset were generated too. These were used 
for inversion analysis at the well location which produced a very close approximation of 
the seismic trace at the well location. Using the horizons interpreted in the previous 
chapter a low frequency initial model was built and inversion was done for the whole line 
producing Zp, Zs and density. Comparing the Zp obtained from poststack inversion and 
prestack inversion it is observed that there is more detailed delineation in prestack 
inversion results. Because the resolvability of geologic features was poor in poststack 
impedance inversion, prestack inversion provided an alternate means to invert seismic 
data for P-impedance. Better resolvability of the elastic properties is important because 
they are used in the next chapter for determination of gas hydrates saturation. The better 
the resolution of the impedance result, the better will be the delineation of the gas 
hydrates saturated zone.  
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Chapter 4:  Gas Hydrates Saturation Estimation 
In this chapter I present the primary results of my thesis - the estimation of gas 
hydrates saturation using surface seismic data calibrated with well data. This was 
accomplished with computed impedance profiles estimated by two different inversion 
approaches using different (poststack and prestack) types of data. In this chapter I use the 
inversion attributes and the well logs to calculate gas hydrates saturation. First I briefly 
discuss some of the previous approaches to the calculation of gas hydrate concentration. 
Then I introduce the methods for predicting well logs using multi-attribute analysis and 
neural networks. Following this, I discuss the principles of gas hydrates estimation 
method I used in my analysis. Finally I present the gas hydrates saturation results and 
discuss the results.  
4.1 INTRODUCTION 
Historically, gas-hydrate saturation has been estimated by different geophysical 
methods using both surface and borehole based observations. Some of these methods 
involve relating gas hydrates saturation to seismic propagation velocities, whereas some 
other methods use rock physics models to estimate the amount of gas hydrates. Wood et 
al.(1994), Yuan et al.(1996), Korenaga et al. (1997) used the Wyllie et al. (1958) time 
average equation, that related gas-hydrates saturation to acoustic velocity and porosity, 
to calculate saturation. Ecker et al. (2000) have used theoretical rock physics models for 
the quantification of gas hydrates in marine sediments. They have used interval velocities 
obtained from stacking velocity analysis, in rock physics models to calculate porosity. 
Porosity thus calculated is under-predicted in gas-hydrates zones. This anomaly is 
introducing gas-hydrates saturation as a factor in the rock physics models, which 
accounts for the reduction in porosity. Some other methods, for example Ojha et. al. 
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(2010), have used amplitude versus angle (AVA) to model P-wave reflection data from a 
BSR to estimate gas-hydrate saturation. 
I present another method to estimate gas-hydrate saturation at all trace locations 
along a seismic profile. The novelty of the approach lies in the method for estimation of 
well logs that are used for estimating gas-hydrate saturation from seismic observations. 
The Hampson-Russell® software application EMERGE® is used to statistically predict 
well log properties from seismic observations in the present study. The algorithm for well 
log prediction uses a multivariate analysis of seismic attributes and subsequent use of 
neural-network to estimate well log properties from seismic attributes. Using this method 
a desired well log property is estimated at any seismic trace location. Water saturation 
can be represented as a function of formation resistivity and porosity by Archie’s 
equation (Archie, 1942). Assuming that the pores are either water saturated or gas-
hydrates saturated, gas-hydrates saturation is given by the fractional pore-space that is not 
occupied by water (Lu and McMechan, 2002). Because porosity and resistivity are 
measured only at well location, the values of porosity and resistivity that are required to 
estimate water saturation are available only at the well location. Using a subset of seismic 
attributes identified by multivariate analysis, neural networks were employed to estimate 
these two log properties can be estimated at any trace location. With the predicted 
formation resistivity and porosity, the gas hydrates saturation can be calculated as the 
fractional pore space not saturated with water, along the complete seismic profile. 
Historically a variety of seismic attributes have been used to predict well logs (for 
example, Anderson, 1996; Schultz et al., 1994; Hampson et al., 2001; Leiphart and Hart, 
2001). One of these methods is based on finding empirical relationships between porosity 
and impedance obtained from inversion of seismic data. These methods have a drawback 
of being deterministic. The relationship between many reservoir properties and seismic 
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data may not always be deterministic (Todorov et al., 1998). Because deterministic 
methods do not have the ability to consider the non-linearity and ambiguity in the 
relationship to predict reservoir properties, statistical methods are more useful in 
predicting the non-linear behavior of a reservoir property as a function of seismic 
attributes (Hampson et. al., 2001). There are numerous examples of predicting reservoir 
properties using statistical methods such as multivariate analysis and neural networks (for 
example, Russell et al., 1997; Schuelke and Quirein, 1998; Pearson and Hart, 1999; Hart 
and Balch, 2000). Although these methods have been questioned about their validity, 
because they do not have a geological basis of reservoir property prediction, some 
applications of these methods (Ronen et al., 1994; Hirsche et al., 1997; Kalkomey, 1997; 
Hart, 1999; Pearson and Hart, 1999) have proven that they are indeed useful in reservoir 
property prediction in some situations. Statistical methods have the advantage of 
presenting a framework to link petrophysical data to the more error prone seismic data. 
These statistical methods can also characterize the uncertainty in the predicted reservoir 
property (Hirsche et al. 1997). Hampson et. al. (2001) have suggested using multivariate 
analysis to predict petrophysical properties away from wells. Multivariate analysis as the 
name suggests, uses multiple seismic attributes from the seismic data. The purpose of this 
method is to find a suitable relationship that connects the seismic attributes and the well 
log to be predicted at the well location. This relationship is found out by using statistical 
methods. Figure 4.1 shows a flow chart of the method employing both seismic and well 
log data for well log prediction. 
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Figure 4.1: Flowchart of well log prediction from derived seismic attributes. Examples 
of attributes used are included in Figure 4.2 (adopted from Schultz et. al., 
1994). 
4.2 MULTI-ATTRIBUTE ANALYSIS FOR LOG PREDICTION 
4.2.1 Multi-attribute analysis principles 
Multi-attribute analysis is the method to predict a target petrophysical property 
from the seismic attributes derived from the inversion of seismic data. Prior to 
performing this analysis, in the preliminary stage of this study well log observations in 
93 
depth were tied to the seismic observations in time.  Because this method depends on 
how well the well data is tied to the seismic data, a good correlation factor is needed 
before this method can be implemented. This is established in the Chapter 2, where I 
have demonstrated that well log data is tied to the seismic data and the seismic events are 
correlated to a good degree of accuracy. Given that there exists a good well to seismic tie, 
multi-attribute analysis can be used to obtain accurate statistical relationships between 
petrophysical properties from well log and seismic attributes derived from inversion of 
seismic data. In this section I briefly discuss the main points of the multi-attribute 
analysis method and neural networks that form the basis of log prediction. In broader 
terms the class of statistics used to relate seismic attributes to log properties is called 
multivariate analysis in which multi-variate inputs (several seismic attributes) are used to 
observe more than one outcome (of several log properties).  
Seismic attributes are often defined as some mathematical transform of the 
seismic trace data (e.g. Taner et al., 1979). Seismic attributes have been broadly classified 
into two categories by Chen and Sidney (1997) which are namely, window-based 
attributes which are calculated within a particular window of time following a geologic 
layer in seismic data and horizon-based attributes which are continuously calculated 
along the seismic trace and have value at every time sample. Hampson et. al, (2001) have 
used horizon-based seismic attributes, which produce an output with the same number of 
samples as the input. In this method, a statistical relationship is developed through 
analysis of the seismic attributes data to improve the predictive power of the transform 
from a seismic trace to various petrophysical properties. Because the goal is to develop a 
predictive function from one data set to another data set, a prerequisite of developing a 
better statistical relationship between two data types is that they must be as independent 
of each other as possible until the point of developing the relation (Schultz et. al., 1994). 
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The statistical relationship between the input and the desired output can be linear or non-
linear. Some of the examples of using linear statistical relationship for prediction of 
reservoir property are Gastaldi et al., (1997); Russell et al., (1997); Hart and Balch, 
(2000). Gastaldi et al., (1997) use geostatistical methods, developing empirical 
relationships between seismic attributes and reservoir properties to predict net pay sand. 
The advantages of using geostatistics is that it provides a means to combine different 
types of data and also gives a measure of uncertainty in the estimations of reservoir 
properties. Russell et al., (1997) use multivariate statistics to predict a well log property 
from three seismic attributes. In this method the log properties are represented as a 
function of the weighted convolutional sum of the seismic attributes. Using this method it 
was demonstrated that the log property prediction could be done to a greater accuracy 
without using geologic information. Hart and Balch, (2000) predicted the reservoir 
porosity by using seismic attributes derived from interpretation guided forward seismic 
modeling.  
 The common idea behind all these methods is deriving a relationship between the 
log properties and seismic attributes, which is used for prediction of log properties. In the 
previously discussed methods the predictive relationships are linear.  A linear relationship 
means that when the log property is cross plotted against the seismic attribute, a linear 
equation is solved to obtain the coefficients of the linear regression fit. The coefficients 
of a linear relationship can be obtained using the method of least-squares. This idea of 
linear regression can be extended to include multiple seismic attributes, and the 
coefficients of the transform equation can be obtained by solving for the least squares 
problem of fitting the desired log property as a function of the input seismic attributes. 
Considering an example of predicting a log property (L) using three seismic attributes 
(A1, A2, A3), the mathematical representation of this formulation is: 
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L(t) = w0 + w1A1(t) + w2A2(t) + w3A3(t)    ,  4.1 
where L(t) is the log property predicted,  An(t) are the derived seismic attributes,  w0, w1, 
w2, w3, are the coefficients of the linear regression (Hampson et. al., 2001). 
 There are two drawbacks of the above formulation. First, it doesn’t consider the 
fact that the frequency content of well logs is greater than the seismic frequency. Due to 
this reason finding a one-to-one correlation between every log property sample and 
seismic attribute sample is non-optimal. The second problem is that it predicts only the 
linear relation between the dependent (well log) and the explanatory variables (seismic 
attributes). These two issues are addressed in the following two paragraphs. 
The first issue of optimality is solved by assuming that each sample on the well 
log is a representation of multiple neighboring points on the seismic attribute traces. This 
is solved by assuming that the log property is related to multiple seismic attributes 
through convolution. Convolution is an operation that relates multiple points of an 
operator to an output. Hence the Equation 4.1 can be represented as a convolution 
operation between the operator lengths wi and the seismic attributes Ai as: 
L = w0 + w1 A1 + w2 A2 + w3 A3 ,  4.2 
where w’s are the operator lengths (weights) and A’s are the seismic attributes and ‘*’ 
represents convolution. The operator coefficients (weights) are obtained by minimizing 
the mean-squared prediction error function 
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The weights are obtained by solving for a set of normal equations (Hampson et. al., 
2001), which can be represented in the matrix form as : 
[
 
 ]
[
∑ ∑ ∑
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∑ ∑ ∑ ∑ ∑ ∑
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∑
∑
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where the vector on the left hand side of the Equation 4.4 consists of the convolution 
operators’ coefficients (weights)  the terms on the right hand side are comprised of the 
seismic attributes , and the 
   . Seismic attributes derived from impedance values are used for 
prediction of well log properties. The advantage of using seismic attributes derived from 
inverted impedance values along with the attributes derived from seismic data is that they 
incorporate non-linear behavior. Because there are many attributes that can be calculated, 
the selection of a subset that affects the log property the most has to be determined to 
decide which attributes are to be used for log prediction.  In addition, it is required that 
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ideally the seismic attributes are independent of one another. This is achieved by stepwise 
regression method suggested by Draper and Smith (1996). This method is advantageous 
over trying every possible combination of the available attributes to find out which 
combination predicts the logs the best. It works on the principle that if initially an 
attribute is known to predict a particular log the best, then a combination of two attributes 
that best predicts the well log would have to include the first attribute. When this is 
generalized it can be stated that if a combination of M attributes is known to give the best 
prediction, then a combination with one more attribute would include the group of 
previous M attributes represented as a single attribute and the new attribute with their 
weights derived anew using the Equation 4.4. Following this approach, each time it 
reduces to solving for the least squared problem with effectively two attributes. This 
simple step reduces the computation cost for the selection of the optimum attributes to 
estimate the well logs. With the use of a larger number of attributes, the error is generally 
expected to come down to a given level. A nominal number of attribute selections can be 
obtained by plotting the error against the number of attributes. Observing from the error 
versus number of attributes plot, it can be determined that at what number of attributes 
the error doesn’t change significantly.  he point at which the there is no significant 
change in error minimization can be used to select the optimum number of attributes for 
multi-attribute analysis.  
To deal with the second drawback, that is the limitation to linearity of the 
transform relation, Hampson et al. (2001) suggest the use of neural networks. Artificial 
neural networks have been used for log property prediction (for example, Himmer and 
Link, 1997; McCormack, 1991; Schultz et al., 1994).  There are two approaches for using 
neural networks to predict well logs. The first one is called the multilayer feed-forward 
neural network (MLFN) the description of which can be found in many textbooks (for 
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example, Masters, 1994). MLFN has been used for well log prediction by Liu and Liu 
(1998). The network consists of three layers. The first is the input layer comprised of all 
the seismic attributes connected to a second layer of weights through as many nodes as 
attributes. A third layer, the output layer, has a single node representing the log being 
predicted and a hidden layer that lies in between the input and the output layer. The 
number of nodes for the hidden layer is decided by experimentation. The process of 
finding the optimum weights between different nodes is called training of the neural 
network (Hampson et al., 2001). The weights are estimated using a non-linear 
optimization technique. A second type of neural network is called probabilistic neural 
network (PNN) (Masters, 1994). It is based on mathematical interpolation techniques 
using neural networks to predict well logs. It is an easier method to understand than the 
MLFN whose nodes’ weighing method is like a black box (Hampson et. al.  200 ). In the 
present studies PNN is the neural network method used for well log prediction. In the 
following section I present the application of PNN to predict resistivity and porosity log 
properties. 
4.2.2, Multi-attribute analysis applied to the prediction of resistivity and porosity 
Resistivity and porosity normally derived from well log data are the two 
properties required for the estimation of gas hydrates saturation when using Archie’s law. 
Because one of the goals of the present study is the estimation of gas hydrates saturation 
at all the trace locations on a seismic profile, these two well log properties (resistivity and 
porosity) are required at all the trace locations. Hence the target logs of the multivariate 
statistical analysis are resistivity and porosity. First I present the resistivity prediction 
using attributes calculated from impedance results obtained from prestack inversion. 
Porosity prediction follows a similar methodology as the one for resistivity prediction. 
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First consider the case of predicting resistivity. The input attributes are the P-
impedance results that are obtained in the previous chapter from pre-stack inversion. The 
reason to use attributes derived from impedance values including attributes derived 
directly from seismic reflection strength is that it brings in non-linearity in the transform 
equations developed using the impedance derived attributes, thus increasing their 
predictive ability. Figure 4.2a shows all the attributes calculated form the P-impedance 
and seismic reflection strength. It also shows the correlation between the predicted results 
and the actual logs and their prediction error. Only few of the attributes are used in 
developing the transform equation. Using a larger number of attributes does not generally 
mean that they would increase the predictive power of the transform equations instead 
making the solving the Equation 4.4 more difficult as the number of operators increases 
with the increasing number of attributes. Figure 4.2b shows seven of the attributes 
derived from inverted impedances, to predict the well log property of resistivity using 
multi-attribute analysis. It is observed that the filtered P-impedance in the frequency 
range of 15-20-25-30 Hz has the least prediction error in predicting resistivity. This is the 
first seismic attribute used in the stepwise regression. Subsequently in each step, the 
seismic attributes with their prediction error progressively increasing are used for 
resistivity prediction.  Figure 4.3 displays the error variation with the increasing number 
of attributes used for log prediction. Seven attributes calculated from P-impedance are 
used for the prediction of resistivity. It can be observed from Figure 4.3 that the well log 
prediction error decreases with increasing number of attributes. The rate of reduction in 
error decreases after seven seismic attributes. Hence seven seismic attributes are used for 
the petrophysical property prediction. It is observed from Figure 4.4 that the log predicted 
from multi-attribute analysis of the surface seismic data matches the actual resistivity 
well log to a great extent within the 1450-1560 ms on the well log. A cross-plot of the 
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predicted and measured resistivity values show a general trend of correlation. A few of 
the larger values of measured resistivity may be due to the anomalous resistivity values 
recorded during logging. The correlation between predicted and measured is 0.895 with 
an average error of 6.97%.  
Figure 4.5 shows resistivity log prediction result obtained using probabilistic 
neural network training of the attributes derived from the P-impedance data. Using neural 
networks, it is observed that there is a marked improvement in the log prediction as 
compared to using multi-attribute analysis. It can be observed from figure 4.5 that the 
predicted log very closely matches the measured resistivity. The correlation is 0.997 with 
an average error of 1.17%, which is an improvement from the prediction from multi-
attribute analysis applied to the attributes derived from P-impedance and reflection 
strength data. Because the predicted result is good, neural networks is used to predict 
resistivity in the complete seismic profile. The predicted resistivity is shown in Figure 
4.6. Because gas hydrates have high electrical resistivity, their presence increases the 
resistivity of the host rocks. As expected it can be observed from the figure that the 
resistivity is high in the gas hydrates zone.  I also observed that the highest predicted 
resistivity along the seismic profile is 21 ohm-m, while the highest resistivity observed on 
the resistivity log is considerably higher. It may be due the way the neural network 
method weighs the higher resistivity values. Because the probabilistic neural network 
method (PNN) that is used here for prediction of petrophysical properties uses a weighing 
method that inversely weighs the data according to the Euclidian distance between the 
training data (log data) and the seismic attributes, the higher resistivity values have a 
lower weight. Hence, they do not appear in the final values predicted along the seismic 
profile.   
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Using the similar multi-attribute analysis and neural networks methods that are 
used for resistivity prediction along the seismic profile, porosity is also predicted along 
the complete seismic profile. Neutron porosity is measurement of the amount of 
hydrogen present in the formation which can be either in the form of water or gas 
hydrates. Hence it is useful in providing estimates of formation porosity. It again uses a 
combination of multi-attribute analysis and neural networks to predict porosity. In the 
first stage multi-attribute analysis is used to predict porosity. Figure 4.7 shows the list of 
attributes derived from P-impedance and seismic reflection strength data used to predict 
porosity well log property. In this case the target log is porosity shown in the first column 
and the second column shows the list of seven attributes here.  he attribute ‘amplitude 
weighted phase’ has the least training error. Figure 4.8a shows the neutron porosity 
predicted using multi-attribute analysis, using the attributes listed in the Figure 4.7. The 
correlation between the porosity predicted using these attributes and the observed 
porosity is 0.783, and the error is 4.03%. Figure 4.8b shows the neutron porosity 
predicted using neural networks. The correlation between the predicted porosity and the 
observed porosity is as high as 0.976, and the error is as low as 1.41%, which is an 
improvement over those achieved by using multi-attribute analysis of the attributes 
derived from P-impedance and seismic reflection strength data. It can be observed that 
the predicted porosity almost perfectly matches the observed porosity. Because the results 
at the well location are quite good, the same transform relationship between the seismic 
attributes and porosity is used to predict the porosity along the seismic profile. The 
predicted porosity along the seismic profile is shown in the Figure 4.9. The neutron 
porosity is the porosity type estimated at the well location and along the profile. Because 
now both porosity and resistivity values are obtained at all the sample points on seismic 
section, the next step is to estimate gas hydrates saturation. 
102 
4.3 GAS HYDRATES SATURATION ESTIMATION: PRINCIPLES AND RESULTS 
The ultimate goal of my thesis work is the estimation of saturation of gas hydrates 
along the given seismic section. Saturation prediction of gas hydrates has been done 
using rock physics (for example, Ecker et. al, 2000; Chand et al., 2006), using empirical 
relationship between acoustic impedance and saturation (for example, Lu and 
McMechan, 2002), and using methods based on amplitude variation with offset (AVO) 
(for example, Tivella and Carcione, 2001). The method I use here is an application of the 
method described in details in Lee and Collett (200 ) who have used a modified Archie’s 
law (Archie, 1942) for gas hydrates saturation estimation at the well location using well 
logs. The reason to use this specific approach is that the Archie’s law relating saturation 
to resistivity has been modified considering that fractures induce anisotropic behavior of 
electrical resistivity. Extensive fracturing in the region of study has been reported by 
Collett et al. (2008). Hence, this is the reason for using an anisotropic equation for 
estimating gas hydrates saturation.  I apply the method to predict saturation at the well 
location and then extend it to predict saturation along whole seismic profile. 
The basis of the method of predicting saturation of gas hydrates in the present 
study is the Archie’s (Archie    2) equation that relates saturation to resistivity and
porosity. The formation resistivity (  ) is related to water resistivity (  ) by 
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when all the pore spaces are occupied by brine. In this equation and are called 
Archie’s parameters;  is also known as the cementation factor. Water saturation can be 
calculated from the resistivity log using the relation: 
( )
 
 ⁄
where    is the true formation resistivity, obtained from the deep resistivity log data 
where  invasion of drilling fluids is minimum, and   is the saturation exponent. The value 
of   varies between 1.3 to 2 for sandstones (Archie, 1942) and that of   varies between 
 .7 5 and 2. 66  (Pearson et al.    83).  he values of the Archie’s constants calculated 
in these works have been done assuming an isotropic medium (Lee and Collet, 2009). 
These values may not be appropriate for a medium containing gas hydrates. In the 
presence of gas hydrates the pore shape and pore space is changed. It has been shown in 
Collett et al. (2008) that there are fractures present in the Krishna-Godavari basin based 
on the X-ray images of the cores. Considering that the presence of factures may introduce 
anisotropy in rocks, Lee and Collett (2009) suggested the following values for anisotropic 
medium as     and     be used in Archie’s realtion.    is calculated using Arp’s 
formula (Arp, 1953), 
(  ) (  )⁄
where    , are water resistivites at temperatures and respectively. In the 
present studies the reference resistivity  and the temperature  are the values at the 
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sea floor. The gas hydrates saturation based on resistivity was given by Lee and Collett, 
(2001) as 
where    is defined in Equation 4.6. 
Gas hydrates saturation was calculated using Equation 4.8. Resistivity and 
porosity values were obtained using multi-attribute analysis and neural network methods 
described in Section 4.2. The gas hydrates saturation calculated at the well location is 
shown in Figure 4.10. The saturation calculated using the above mentioned formulae 
were verified with the values obtained from the cores recovered from multiple drilling 
sites around the well. In the figure the blue line is the gas hydrates saturation predicted 
using the modified Archie’s equation. It can be observed from Figure 4.10 that at three 
depth locations the calculated saturation approximately matches up against the measured 
saturation. The red dots on the plots are the saturation values obtained from the cores 
recovered from the wells drilled adjacent to the well from which well logs were recorded. 
It can be observed that the predicted saturation matches very well in three out of four 
situations. The mismatch in some of the points can be due to the fact that the cores are 
not exactly from the same location as the original well. 
The estimation of gas hydrates saturation at all trace locations is done based on 
the same principles that are used for estimation of gas hydrates saturation at well 
location. Because the values of well log properties that are obtained from multi-attribute 
analysis and neural networks give the resistivity and porosity values at all trace locations, 
saturation estimation is extended to the whole seismic section. The result obtained 
appears as shown in Figure 4.11. The warm colors are the region with greater gas 
105 
hydrates saturation. Saturation of gas hydrates varies between 50-70 %. Because the 
saturation has been predicted using predicted well logs the saturation at depths greater 
than the depth of the well logs (the blue region in Figure 4.11) is not to be considered. 
Gas-hydrates are found at particular combinations of pressure and temperature known as 
the gas hydrates stability zone, which is chiefly dependent upon the depth beneath 
seafloor. It is observed from the resistivity log that there is an order of magnitude jump in 
the resistivity between 1400-1600 ms. This region coincides with the GHSZ, so the 
estimated gas hydrates saturation is valid in this region.  
4.4 SUMMARY AND DISCUSSIONS 
I have used a novel approach for the prediction of gas hydrates saturation using a 
combination of well logs and seismic attributes derived from both reflection amplitude 
and the impedance values derived from the P-wave reflections. The underlying 
relationship for saturation prediction is the Archie’s equation  which arguably is suitably 
modified for anisotropy effects that are induced due the infiltration of gas hydrates in the 
pore spaces causing fracture. Porosity and resistivity values that are required for the 
estimation of gas hydrates saturation are predicted at trace locations away from the well 
using multi attribute analysis and neural networks. The saturation estimation at well 
location matches well with the saturation calculated from the cores. At one point the 
saturation does not match with the core measurement. This may be due to factors such as 
loss of pressure in the cores during recovery or anisotropic behavior of logs not predicted 
accurately at locations away from the well (Lee and Collet, 2009) or even the vertical 
resolution of the seismic reflection data. Finally, using the approach for saturation at well 
location, I have extended it to estimate saturation along the complete seismic profile. 
  106 
 
Figure 4.2a: List of attributes derived from seismic reflection and p-impedance data used 
for prediction of resistivity. The first column shows the well log property to 
be predicted by the derived attributes, the second column shows the seismic 
attributes used in prediction of the well log property. Third column shows 
the training error, which helps in deciding the attributes that are best suited 
for resistivity prediction. The first seven attributes (highlighted) with the 
least training error are chosen for resistivity prediction. 
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Figure 4.2b: List of seven trace attributes used for prediction of resistivity. The first 
column shows the well log property to be predicted, the second column 
shows the attributes used in prediction of the well log property.  The third 
column shows the training error. Observe that the attributes calculated from 
the inverted P-impedance have the least training error. The attribute with the 
lowest training error is the first attribute used in step-wise regression for 
resistivity prediction using multi-attribute analysis. 
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Figure 4.3: Well log prediction error versus number of attributes. The attributes are the 
same as in Figure 4.2a.The figure shows that with the increasing number of 
seismic attributes used in the prediction of well log property, the error 
decreases. Although a total of 21seismic attributes are generated from the 
inverted impedance values, only 7 attributes with the least training error are 
used for resistivity prediction using multi-attribute analysis. This is because 
the decrease in error is not significant when more attributes are used.  
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Figure 4.4: Plot on the left shows a comparison of observed resistivity log (blue) with 
the predicted resistivity log (red) using multi-attribute analysis. The 
correlation factor is 0.89, and the error is 6.97%. The figure on the right is 
the cross plot of the predicted (y-axis) against observed resistivity (x-axis). 
A general correlation trend (red line) between the actual resistivity and 
predicted resistivity is observed.  
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Figure 4.5: Predicted resistivity (red) using neural networks and the observed resistivity 
(black). The predicted resistivity (red) is almost same as the observed 
resistivity (black). The correlation factor is 0.99, and the error is 1.17%. 
Comparing the predicted well between the figure above and Figure 4.4, it is 
observed that there is a significant improvement in the well log prediction 
using neural networks. Hence neural networks is used to predict the 
resistivity along the seismic profile. 
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Figure 4.6: Predicted resistivity using neural networks along the section. The gas 
hydrates zone (magenta) is highly resistive. The original well log (black) is 
superimposed on the predicted resistivity section. The colorbar shows the 
resistivity range. The lowest resistivity value (green) is 1Ω and the largest 
values (purple) is 2 Ω.  he large resistivity values that are observed on the 
resistivity logs are not predicted using the neural-network. 
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Figure 4.7: List of seven trace attributes used for prediction of porosity. The left panel 
shows the well log property that is desired to and the second column shows 
the attributes obtained from the impedance inversion of seismic data. The 
last column shows the training error. These are the 7 attributes with least 
training error that are used for neutron porosity prediction.  
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Figure 4.8: (a) Predicted porosity (red) from the attributes derived from trace amplitude 
and P-impedance data and the observed neutron porosity (black) using 
multi-attribute analysis. The correlation factor between the predicted and the 
original neutron porosity is 0.78 and the error is 4.02%. (b) Predicted 
porosity (red) and the original porosity (black) using neural networks. The 
correlation factor between the predicted and the original neutron porosity is 
0.97 and the error is 1.41%. The predicted porosity in this case is almost 
same as the observed porosity. Hence neural networks are used to predict 
porosity along the seismic profile.  
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Figure 4.9: Predicted porosity using neural networks along the section. The colorbar at 
its lowest porosity (green color) is 40% neutron porosity and the largets 
porosity (purple) is 60 % neutron porosity. The presence of gas-hydrates 
reduces the neutron porosity. In the free gas region porosity increases. 
Netron porosity measures hydrogen index which is indicative of the amount 
of hydrogen in hydrocarbons in saturated pores, which is converted to 
porosity. Lower neutron porosity corresponds to region of larger gas-
hydrates saturation. 
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Figure 4.10: Estimated gas-hydrates saturation (blue line) at the well location against the 
measured saturation (red stars) from cores. The measured saturations are 
from cores recovered from surrounding wells. Anisotropy, loss in pressure 
in the cores are some of the reasons that the measured gas-hydrates 
saturation do not match up with the predicted saturation.  
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Figure 4.11: Gas hydrates saturation estimation at all trace locations. The warmer colors 
represent the region with higher saturation of gas hydrates. The higher gas-
hydrates saturation occurs within the GHSZ. The GHSZ occurs between 
1300-1450 ms two-way traveltime. Because the estimation of gas-hydrates 
saturation is based on the predicted resistivity and  neutron porosity well 
logs, which have been guided by the interpreted horizons, it can be observed 
that there is no gas hydrates estimated below the deepest predicted horizon 
which here is the top of the free gas region. Hence the gas-hydrates 
saturation reads as zero in this region. Within the region of prediction the 
gas-hydrates saturation varies between 0.4 to 0.7.  
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Chapter 5:  Discussions and Conclusions 
Gas-hydrates with their worldwide distribution and prolific reserve potential hold 
a significant promise as a future energy source. With their inferred presence detected 
from BSRs along the eastern India offshore region, and some parts of the western 
offshore, the Andaman and Nicobar islands, gas-hydrates represent an opportunity for 
India in particular (Sain and Gupta, 2012). To progress beyond the exploratory stage, it is 
important to estimate the economic feasibility of producing energy from gas-hydrates. 
Further, the quantification of gas-hydrates is an important step in the exploration of gas-
hydrates. Quantification of gas-hydrates is the primary goal of my thesis. The method I 
have presented is novel because it is a combination of seismic inversion and seismic 
attributes derived from them. The predicted petrophysical properties (electrical resistivity 
and neutron porosity) were then used to estimate gas-hydrates saturation by applying a 
modified form of Archie’s law (Lee and Collett  200 ). In the preceding chapters  I have 
presented the application of poststack inversion and prestack inversion and a discussion 
of their results, the use of multi-attribute analysis and neural-network to predict well logs 
and henceforth the presentation of the results and discussions on them. In this chapter I 
tie all my observations together to exhibit their logical progression and the role of each 
step leading to another to achieve the ultimate goal of gas-hydrates estimation. 
Gas-hydrates have high bulk and shear moduli compared to other normally 
occurring pore-filling fluids such as water and hydrocarbons. Although there are different 
points of view if they are just pore filling material or if they also form a part of the load 
bearing matrix, it has been observed in the region of present study that their presence 
increases sonic propagation velocity. This has a direct effect on the bulk impedance on 
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the rocks saturated with gas-hydrates. Therefore, obtaining either P or S-impedance can 
become a useful tool for the analysis of the presence of gas-hydrates. 
I have used an inversion software application called STRATA® available with the 
commercially available software Hampson-Russell® for seismic reflection data 
inversion. I have shown from the impedance inversion results obtained from the inversion 
of poststack seismic data, that the gas-hydrates stability zone, which is the region where 
gas-hydrates are expected to be found, indeed has larger P-impedance values compared to 
the regions above and below it. A limiting aspect of the impedance can be the frequency 
content of the seismic data. Low frequency content is missing due to seismic data 
acquisition limitations and subsequent seismic data processing. This missing low 
frequency content can be introduced into the inversion result by using an independent 
low frequency initial model. A low frequency initial P-impedance model was generated 
from the well logs using the interpreted seismic data and regional geologic data acting as 
a guide. Six prominent seismic horizons were interpreted and used to generate the initial 
impedance model. Inversion analysis at a borehole location shows high correlation 
between observed and inverted impedances. In my sensitivity analysis of the impedance 
inversion results on the starting impedance model, I have shown that the starting model 
despite of being low frequency, produces results comparable to high frequency initial 
impedance model. This is because the low frequency content in the inverted impedance is 
derived from other sources such as well log data, and the high frequency content is 
derived from the seismic data. The P-impedance inversion results can be interpreted in 
terms of the zones saturated with gas-hydrates. The resistivity well log showed that there 
is an order of magnitude increase in the electrical resistivity in the region corresponding 
to sediments saturated with gas-hydrates, which has been confirmed from the cores 
recovered from coring in nearby boreholes.  The increase in sonic wave propagation 
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velocity can also interpreted as a result of the gas-hydrates. From the inverted P-
impedance results it is observed that the high impedance zones are contiguous to the high 
resistivity zone. A direct observation that can be inferred from this is that the inverted P-
impedance can be used as a technique to interpret the gas-hydrates zones. This 
interpretation technique is more effective when there are multiple data corroborating the 
same interpretation, which in this case is the evidence of the presence of gas-hydrates. 
Although P-impedance results obtained from poststack inversion gave a preliminary 
estimate of the large impedance zones corresponding to gas-hydrates bearing sediments’ 
zone, but the resolution was not high enough to produce a detailed map. Hence, prestack 
inversion was performed to obtain improved results. 
I used the prestack inversion application in Hampson-Russell®, namely 
STRATA®, to invert NMO processed CDP gathers for multiple impedance volumes. The 
data were appropriately processed to preserve the original seismic reflection amplitudes 
while minimizing noise. NMO removal and stretch muting was applied to avoid spurious 
low frequencies in the CDP gathers. The basis of prestack inversion application in 
Hampson-Russell® assumed a linearized expression for reelection coefficients as 
function of the angle. I generated angle gathers in the range of 0-45
o
. Two wavelets, one 
for near angles (0
o
 -15
o
) and another for far angles (15
o
 -45
o
) were generated using both 
statistical and well log based methods for the generation of synthetic seismic and 
inversion analysis at the well location and also to obtain the scaling parameters to apply 
to inversion at other seismic trace locations. As expected the prestack inverted 
impedances had higher resolution compared to poststack inversion results. This is 
because the way prestack inversion is parameterized with P-wave and S-wave reflection 
coefficients and density as the model parameters for the inversion problem. The angle 
dependent seismic traces help in resolving the changes in seismic reflection amplitudes as 
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function of these model parameters. From the results obtained it can be inferred that the 
presence of gas-hydrates not only affects the P-impedance but also the S-impedance. 
From Vp/Vs obtained from the inversion it shows that there is a general decrease in the 
ratio in the gas-hydrates region which can be interpreted as the reduction in the amount of 
gas in the sediment pores. However, density is very poor criteria to look for gas-hydrates 
because the density of gas-hydrates and water are similar. Because there is no significant 
change in the density across the gas-hydrates bearing zone, it can be said that the changes 
in impedance is primarily due to the change in the seismic propagation velocities. 
Although these impedance values give an idea of the presence of gas-hydrates zones, they 
do not give any direct insight of any petrophysical property. The goal of this thesis is to 
obtain gas-hydrates saturation; hence, the impedance values generated were used for 
obtaining such petrophysical properties. 
The inverted impedance provides a means to predict petrophysical properties at 
all seismic trace locations away from the well location. This approach addresses some of 
the limitations associated with the previous methods, which were either limited to gas-
hydrates saturation estimation only at the well location, or using a semi-empirical 
relationship between seismic velocities and well log data to predict gas-hydrates 
saturation. The rock physics of gas-hydrates is not completely understood and hence does 
not provide reliable results. I have used a combination of multivariate analysis and 
neural-network calculations for the estimation of well log property from the derived 
attributed from inverted impedance profiles obtained from inversion. Using inverted 
impedance profiles to derive attributes is advantageous because these attributes are non-
linear, so they increase predictive power of the relationships developed between the 
attributes and the petrophysical property. I used EMERGE®, the well log and seismic 
data merging application in Hampson-Russell®, to predict well log properties away from 
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the well location. Using the impedance values at the well location obtained from prestack 
inversion, EMERGE® calculated many seismic attributes. Through stepwise regression, 
an optimum number of best seismic attributes were selected to predict the well log 
property. Seven attributes with the least prediction error were chosen. Neural-network 
was used to predict the well logs. The advantage of using a neural-network is that 
introduces non-linearity in the predictive transform relationships. Higher correlation 
between the estimated and the observed petrophysical properties achieved using neural 
networks shows that it is better of the methods for well log prediction. The advantage of 
using a non-linear method (neural-networks) over a linear method (multi-attribute 
analysis) for well log prediction is evident from the results. The seismic attributes derived 
from impedance profiles as well as the reflection seismic data were the training data set 
and the well log values were the target data. The transform equations derived at the 
training of the neural-network were used to predict the target well log property at other 
seismic trace locations. A limiting factor in this study was the availability of only one 
well log due to which a validation of the neural-network was not possible. Electrical 
resistivity and neutron porosity profiles were obtained using these methods. The results 
showed that higher electrical resistivity coincides with the region which can be inferred 
as gas-hydrates stability zone from impedance inversion result. This is interpreted as the 
presence of gas-hydrates increasing the electrical resistivity of the gas-hydrates saturated 
sediments.  Neutron porosity in the case of gas-hydrates corresponds very closely to 
actual reservoir porosity (Collett, 2001). The neutron porosity profile showed low 
porosity in the gas hydrates region, which is caused as the gas in the pores is used up in 
formation of gas- hydrates, which causes reduction of the fluid volume. The predicted 
electrical resistivity and neutron porosity supplied the necessary data required for 
estimation of gas-hydrates saturation. 
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Of all the well logs, the ones that are most responsive to the gas-hydrates are the 
sonic and resistivity. Hence, they are the best choices for use in developing predictive 
relationships. I used modified Archie’s law (Lee and Collett  200 ) for the estimation of 
gas hydrates. Gas-hydrates may cause fracturing in the host rock (Collett et. al., 2008). 
Previously existing well log based methods to characterize gas-hydrates bearing 
sediments considered unfractured reservoirs. This leads to reported discrepancies in 
estimated gas-hydrates saturation (Lee and Colleet, 2009). It has been shown that the 
measured electrical resistivity varies with direction which is influenced by fractures filled 
with gas-hydrates (Kenedy and Hendrick, 2004). The anisotropic Archie’s equation has 
modified values for its constants, cementation parameter  , and saturation exponent  . 
Using the values       and    , the saturation estimates were closer to observed 
saturation recovered from nearby wells. Assuming that the pores in the rocks within the 
GHSZ are either saturated with water or gas-hydrates, the saturation of gas-hydrates was 
obtained by subtracting the water saturation from net fractional sum of saturations value 
of 1. The estimated gas-hydrates saturation at the well location is consistent with the 
saturation calculated from the cores at three corresponding depths. The result at one 
location does not match. It is to be noted here that the cores are not recovered from the 
same borehole where logging was done. With the predicted resistivity and neutron 
porosity input into the modified Archie’s law  gas-hydrates saturation is estimated along 
the seismic profile. The estimated saturation varies between 50%-70%. Thus I have 
demonstrated the application of a new method for estimation of gas-hydrates saturation 
using a combination of well log and seismic data.  
Some of the advantages of this approach over the previously existing approaches 
are the inclusion of non-linear behavior in the transform relationships which gives better 
results. The use of impedance derived attributes as well as the use of neural-networks 
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both bring in non-linearity in the transform equations. The training of neural networks 
also some of the outlier resistivity values, hence avoiding error in saturation estimation. 
Although the frequency content of seismic data is limited to a narrow range as compared 
to well logs ,this issue is addressed by using a convolutional operator to link multiple 
points on the well log to one single data point on seismic derived attributes. The predicted 
saturation estimates do not consider the mechanism of gas-hydrates’ interaction with the 
host sediments; hence the disadvantages associated with rock physics methods of 
saturation estimation were avoided. The deviation of the estimated saturation can be 
attributed to anisotropy in rocks, and in the present formulation, there is no scope to vary 
the values of   and   with the direction of measurement. Other sources of errors can 
arise out of measurement errors from the cores and the lost mass during the recovery of 
the cores as gas-hydrates are unstable when the pressure and temperature conditions are 
disturbed. The accuracy method presented is expected to improve with more well data, 
which can be used for validation of the neural-network. 
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