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WEYL GROUPOIDS WITH AT MOST THREE
OBJECTS
M. CUNTZ AND I. HECKENBERGER
Abstract. We adapt the generalization of root systems of the sec-
ond author and H. Yamane to the terminology of category theory.
We introduce Cartan schemes, associated root systems and Weyl
groupoids. After some preliminary general results, we completely
classify all finite Weyl groupoids with at most three objects. The
classification yields that there exist infinitely many “standard”,
but only 9 “exceptional” cases.
Key words: Nichols algebra, reflection, root system, Weyl groupoid
1. Introduction
In the last decades, root systems and their generalizations have con-
tinuously led to many remarkable new results. In most cases the mo-
tivation was to understand the structure of some generalization of Lie
algebras, for example Kac-Moody algebras or Lie superalgebras.
Following the plan of Andruskiewitsch and Schneider for a classifica-
tion of pointed Hopf algebras [AS98],[AS00], a new type of root systems
emerged [Hec06b]. These are fundamental invariants of Nichols alge-
bras of diagonal type, and are crucial for the full classification of finite-
dimensional Nichols algebras of diagonal type [Hec06a]. In [HY08] an
axiomatic definition of a generalization of root systems was introduced,
based on the main properties of the root systems of Nichols algebras
of diagonal type. The class of these root systems includes properly the
reduced root systems in the sense of Bourbaki [Bou68] and the root sys-
tems of Kac-Moody algebras [Kac90], but contains many exceptional
cases. The reduced root systems of simple Lie superalgebras also fit
naturally into the new framework [HY08]. The results in [AHS08] indi-
cate that a large class of Nichols algebras of non-diagonal type, such as
those of finite group type, presumably admits a root system satisfying
the axioms given in [HY08].
I.H. is supported by the German Research Foundation (DFG) via a Heisenberg
fellowship.
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The main aspect of the novel root systems is, that one starts with
a family of Cartan matrices instead of a single Cartan matrix. Con-
sequently, the symmetry object is not a group but a groupoid, the so
called Weyl groupoid.
There have also been many efforts to find “root systems” for complex
reflection groups [BMM99], the main achievement being the cyclotomic
Hecke algebras. In a connected groupoid, if one fixes an object a, then
the morphisms from a to a form a group Hom(a) which is isomorphic
for all choices of a. It is easy to see that any finite group appears
as Hom(a) for some finite Weyl groupoid. So in particular, it will
be interesting to investigate the root systems for which Hom(a) is a
complex reflection group.
Matsumoto’s theorem holds for Coxeter groupoids [HY08] and hence
there will be many nice properties of Coxeter groups which may be
translated to this new situation. However, there are some important
differences, for example the exchange condition only holds in a weak
version.
In this article, we focus on various different aspects of Weyl groupoids.
To stress the naturality of the construction, we introduce new con-
cepts for the definitions using the language of category theory. A Weyl
groupoid is based on a set of Cartan matrices C called a Cartan scheme.
For such a scheme C, we define root systems of type C and their Weyl
groupoid. We stay in the general setting and deduce many useful re-
sults about root systems, Cartan schemes and Weyl groupoids, extend-
ing the analysis in [HY08]. We discuss standard Cartan schemes and
their Weyl groupoids: Regardless of the number of objects, these are
defined with the help of a single Cartan matrix, and are closely related
to the crystallographic Weyl groups. Then decompositions of Cartan
schemes, root systems, and their Weyl groupoids are investigated and
characterized. In Prop. 4.6 we prove that a finite root system for a
given Cartan scheme is reducible if and only if the family of Cartan
matrices is simultaneously decomposable, or equivalently, if one of the
Cartan matrices of the family is decomposable.
Then we turn our attention to the case of finite root systems. The
main theorems merge to the result:
Theorem 1.1. Let W be the Weyl groupoid of a finite irreducible con-
nected root system with at most 3 objects. Then one of the following
holds:
(1) W is standard, i.e. all Cartan matrices are equal.
(2) W is one of 9 exceptional Weyl groupoids.
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The main tool in our proofs is Thm. 2.6, the proof of which is given
in [HY08]. It states that W is generated by reflections and Coxeter re-
lations. For details on which Cartan matrices actually yield standard
Weyl groupoids and a description of the exceptional cases, see the the-
orems 5.4, 6.1, 6.3 and 6.5. As a consequence of our classification, we
conclude in Rems. 5.5 and 6.2 that there exist root systems associated
to some non-standard Cartan schemes which cannot be obtained as a
root system of a finite-dimensional Nichols algebra of diagonal type.
There are many open questions left. It is conceivable that there are
only finitely many non-standard irreducible connected Weyl groupoids
for a fixed number of objects. Notice that there are infinitely many
standard irreducible connected Weyl groupoids with two objects, but
that all irreducible connected Weyl groupoids with three objects have
rank less or equal four.
We use the symbols N and N0 for the set of positive and nonnegative
integers, respectively.
We want to thank G. Malle for providing us with Ex. 3.2, and H.-
J. Schneider for many interesting discussions on the subject and for his
help in looking for a good terminology.
2. Cartan schemes, root systems, and their Weyl
groupoids
First the generalization of root systems given in [HY08, Def. 2] is
reformulated in terms of category theory.
Let I be a non-empty finite set and {αi | i ∈ I} the standard basis
of ZI . Recall from [Kac90, §1.1] that a generalized Cartan matrix
C = (cij)i,j∈I is a matrix in Z
I×I such that
(M1) cii = 2 and cjk ≤ 0 for all i, j, k ∈ I with j 6= k,
(M2) if i, j ∈ I and cij = 0, then cji = 0.
Definition 2.1. Let A be a non-empty set, ρi : A → A a map for all
i ∈ I, and Ca = (cajk)j,k∈I a generalized Cartan matrix in Z
I×I for all
a ∈ A. The quadruple
C = C(I, A, (ρi)i∈I , (C
a)a∈A)
is called a Cartan scheme if
(C1) ρ2i = id for all i ∈ I,
(C2) caij = c
ρi(a)
ij for all a ∈ A and i, j ∈ I.
We say that C is connected, if the group 〈ρi | i ∈ I〉 ⊂ Aut(A) acts
transitively on A, that is, if for all a, b ∈ A with a 6= b there exist
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n ∈ N, a1, a2, . . . , an ∈ A, and i1, i2, . . . , in−1 ∈ I such that
a1 = a, an = b, aj+1 = ρij (aj) for all j = 1, . . . , n− 1.
Two Cartan schemes C = C(I, A, (ρi)i∈I , (C
a)a∈A) and C
′ = C′(I ′, A′,
(ρ′i)i∈I′, (C
′a)a∈A′) are termed equivalent, if there are bijections ϕ0 : I →
I ′ and ϕ1 : A→ A
′ such that
ϕ1(ρi(a)) = ρ
′
ϕ0(i)(ϕ1(a)), c
ϕ1(a)
ϕ0(i)ϕ0(j)
= caij
for all i, j ∈ I and a ∈ A.
Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme. For all i ∈ I
and a ∈ A define σai ∈ Aut(Z
I) by
σai (αj) = αj − c
a
ijαi for all j ∈ I.(2.1)
TheWeyl groupoid of C is the categoryW(C) such that Ob(W(C)) = A
and the morphisms are generated by the maps σai ∈ Hom(a, ρi(a)) with
i ∈ I, a ∈ A. Formally, for a, b ∈ A the set Hom(a, b) consists of the
triples (b, f, a), where
f = σ
ρin−1 ···ρi1 (a)
in
· · ·σ
ρi1 (a)
i2
σai1
and b = ρin · · · ρi2ρi1(a) for some n ∈ N0 and i1, . . . , in ∈ I. The
composition is induced by the group structure of Aut(ZI):
(a3, f2, a2) ◦ (a2, f1, a1) = (a3, f2f1, a1)
for all (a3, f2, a2), (a2, f1, a1) ∈ Hom(W(C)). By abuse of notation we
will write f ∈ Hom(a, b) instead of (b, f, a) ∈ Hom(a, b).
The cardinality of I is termed the rank of W(C).
The Weyl groupoid W(C) of a Cartan scheme C is a groupoid. In-
deed, (M1) implies that σai ∈ Aut(Z
I) is a reflection for all i ∈ I
and a ∈ A, and hence the inverse of σai ∈ Hom(a, ρi(a)) is σ
ρi(a)
i ∈
Hom(ρi(a), a) by (C1) and (C2). Therefore each morphism of W(C) is
an isomorphism.
If C and C′ are equivalent Cartan schemes, then W(C) and W(C′)
are isomorphic groupoids.
Recall that a groupoid G is called connected, if for each a, b ∈ Ob(G)
the class Hom(a, b) is non-empty. HenceW(C) is a connected groupoid
if and only if C is a connected Cartan scheme.
Definition 2.2. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme.
For all a ∈ A let Ra ⊂ ZI , and define mai,j = |R
a ∩ (N0αi + N0αj)| for
all i, j ∈ I and a ∈ A. We say that
R = R(C, (Ra)a∈A)
is a root system of type C, if it satisfies the following axioms.
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(R1) Ra = Ra+ ∪ −R
a
+, where R
a
+ = R
a ∩ NI0, for all a ∈ A.
(R2) Ra ∩ Zαi = {αi,−αi} for all i ∈ I, a ∈ A.
(R3) σai (R
a) = Rρi(a) for all i ∈ I, a ∈ A.
(R4) If i, j ∈ I and a ∈ A such that i 6= j and mai,j is finite, then
(ρiρj)
mai,j (a) = a.
If R is a root system of type C, then we say that W(R) =W(C) is the
Weyl groupoid of R. Further, R is called connected, if C is a connected
Cartan scheme. If R = R(C, (Ra)a∈A) is a root system of type C and
R′ = R′(C′, (R′aa∈A′)) is a root system of type C
′, then we say that R
and R′ are equivalent, if C and C′ are equivalent Cartan schemes given
by maps ϕ0 : I → I
′, ϕ1 : A → A
′ as in Def. 2.1, and if the map
ϕ∗0 : Z
I → ZI
′
given by ϕ∗0(αi) = αϕ0(i) satisfies ϕ
∗
0(R
a) = R′ϕ1(a) for all
a ∈ A.
Remark 2.3. (1) Reduced root systems with a fixed basis, see [Bou68,
Ch.VI,§1.5], are examples of root systems of type C in the following
way. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme, such that
A = {a} has only one element, and Ca is a Cartan matrix of finite
type. Then ρi = id for all i ∈ I. Let R
a be the reduced root system
associated to Ca, where the basis {αi | i ∈ I} of Z
I is identified with a
basis of Ra. Then R = R(C, Ra) is a root system of type C.
(2) In root systems 0 is never a root. The same holds for the sets Ra
in root systems of type C. Indeed, if 0 ∈ Ra, then 0 ∈ Ra ∩ Zαi for all
i ∈ I, and since I is non-empty, this is a contradiction to (R2).
(3) Let C be a Cartan scheme and R a root system of type C. For
i, j ∈ I with i 6= j, (C1) and (R4) imply that the relations
(ρjρi)
mai,j (a) = a(2.2)
hold for all a ∈ A. Further,
(σiσj)
mai,j1a = (σjσi)
mai,j1a = 1a(2.3)
for all a ∈ A and i, j ∈ I with i 6= j, see Thm. 2.6 below. Here 1a is the
identity of the object a, and we use the convention that upper indices
referring to objects are neglected if they are uniquely determined by
the context.
Remark 2.4. In [HY08, Def. 2] it is assumed that a root system R of
type C is connected. We omit this axiom to have a definition which
is compatible with passing to restrictions, see Def. 4.1. Note that a
restriction of R is generally not connected, even if R is connected.
The following lemma states that in root systems of type C some
axioms are redundant.
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Lemma 2.5. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a quadruple, where
A is a non-empty set, ρi : A → A is a map for all i ∈ I, and C
a =
(caij)i,j∈I ∈ Z
I×I for all a ∈ A, such that caii = 2 for all i ∈ I, a ∈ A,
and that (C1) holds. For all a ∈ A let Ra ⊂ ZI satisfying (R1)–(R4).
Then C is a Cartan scheme and R = R(C, (Ra)a∈A) is a root system of
type C.
Proof. We have to prove that (M1), (C2), and (M2) hold for Ca for
all a ∈ A. Let a ∈ A and j, k ∈ I with j 6= k. Then αk ∈ R
a by
(R2), hence σaj (αk) ∈ R
ρj(a)
+ by (R1) and (R3). Therefore c
a
jk ≤ 0 by
Eq. (2.1). This proves (M1) for Ca.
Let now a ∈ A and i, j ∈ I. Then
σ
ρi(a)
i σ
a
i (αj) =σ
ρi(a)
i (αj − c
a
ijαi)
=αj + (c
a
ij − c
ρi(a)
ij )αi ∈ R
ρ2i (a)
+ = R
a
+
by Eq. (2.1), (R1)–(R3), and (C1), and hence caij ≥ c
ρi(a)
ij . Replacing a
by ρi(a), we obtain in the same way that c
a
ij ≤ c
ρi(a)
ij . Hence (C2) holds.
Assume now that caij = 0. Then i 6= j by (M1). Further, Eq. (2.1),
(C2), and relation caij = 0 imply that
σai σ
ρj(a)
j (αi) =σ
a
i (αi − c
ρj(a)
ji αj) = −αi − c
a
jiαj ,
and σai σ
ρj(a)
j (αi) ∈ −R
ρi(a)
+ by (R1)–(R3). Since c
a
ji ≤ 0 by (M1), this
gives that caji = 0, hence (M2) is proven. 
Recall the convention in Rem. 2.3(3). The Weyl groupoid of a root
system of type C is a generalization of the notion of a Weyl group, as
the following theorem shows.
Theorem 2.6. [HY08, Thm. 1] Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a
Cartan scheme and R = R(C, (Ra)a∈A) a root system of type C. Let
W be the abstract groupoid with Ob(W) = A such that Hom(W) is
generated by abstract morphisms sai ∈ Hom(a, ρi(a)), where i ∈ I and
a ∈ A, satisfying the relations
sisi1a = 1a, (sjsk)
ma
j,k1a = 1a, a ∈ A, i, j, k ∈ I, j 6= k.
Here 1a is the identity of the object a, and (sjsk)
∞1a is understood to
be 1a. The functor W → W(R), which is the identity on the objects,
and on the set of morphisms is given by sai 7→ σ
a
i for all i ∈ I, a ∈ A,
is an isomorphism of groupoids.
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One says that W(R) is a Coxeter groupoid. Thus it makes sense to
speak about the length
ℓ(ω) = min{m ∈ N0 |ω = σi1 · · ·σim1a, i1, . . . , im ∈ I}(2.4)
of a morphism ω ∈ Hom(a, b) ⊂ Hom(W(R)). The most essential dif-
ference between Coxeter groupoids and Coxeter groups is the presence
of several objects in the former.
Definition 2.7. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme.
Let Γ be a nondirected graph, such that each edge is labelled by an
element of I, and any two edges between two fixed vertices are labelled
differently. Assume that there is a bijection ϕ from A to the set of
vertices of Γ, and two vertices ϕ(a), ϕ(b), where a, b ∈ A, are connected
by an edge labelled by i ∈ I if and only if a 6= b and ρi(a) = b. The
graph Γ is called the object change diagram of C. If R = R(C, (Ra)a∈A)
is a root system of type C, then we also say that Γ is the object change
diagram of R.
The object change diagram of a reduced root system is a single vertex
without any edges. Other examples will appear in later sections. Note
that the object change diagram of a Cartan scheme C is connected as a
graph if and only if the Cartan scheme C is connected, or equivalently,
if the Weyl groupoid W(C) is a connected groupoid.
Definition 2.8. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme
and R = R(C, (Ra)a∈A) a root system of type C. For all a ∈ A let
(Ra)re = {ω(αi) |ω ∈ Hom(b, a), b ∈ A, i ∈ I}, and call (R
a)re the set
of real roots of a.
Note that by (R2) and (R3) we have (Ra)re ⊂ Ra for all a ∈ A. The
sets of real roots are interesting for various reasons, one of them is the
following.
Proposition 2.9. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme,
and let R = R(C, (Ra)a∈A) be a root system of type C. Then R
re =
Rre(C, ((Ra)re)a∈A) is a root system of type C, and W(R
re) =W(R).
Proof. Since C is a Cartan scheme, it suffices to show that the sets
(Ra)re satisfy axioms (R1)–(R4) for all a ∈ A. Let a ∈ A. Since
ωσ
ρi(b)
i (αi) = −ω(αi) for all i ∈ I, b ∈ A, and ω ∈ Hom(b, a), we obtain
that (Ra)re = −(Ra)re. Let (Ra)re+ = (R
a)re ∩ NI0 and (R
a)re− = (R
a)re ∩
−NI0. Then (R
a)re− = −(−(R
a)re ∩ NI0) = −(R
a)re+ , and hence (R1)
implies that (Ra)re = (Ra)re+ ∪−(R
a)re+ . Since αi ∈ (R
a)re, (Ra)re ⊂ Ra,
and (Ra)re = −(Ra)re by (R1), Axiom (R2) implies that (Ra)re∩Zαi =
8 M. CUNTZ AND I. HECKENBERGER
{αi,−αi}. Axiom (R3) holds for R
re by definition. Finally, if mai,j is
finite for an a ∈ A and elements i, j ∈ I with i 6= j, then
Ra ∩ (N0αi + N0αj) = (R
a)re ∩ (N0αi + N0αj)
by [HY08, Lemma4]. Thus (R4) holds for Rre, since it holds for R.
The equationW(Rre) =W(R) follows sinceW(Rre) =W(C) =W(R)
by definition. 
Now we discuss the finiteness of root systems of type C.
Definition 2.10. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme
andR = R(C, (Ra)a∈A) a root system of type C. We say thatR is finite
if Ra is finite for all a ∈ A.
The finiteness of R does not mean that W(R) is finite, since A may
be infinite. But the following holds.
Lemma 2.11. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a connected Cartan
scheme and R = R(C, (Ra)a∈A) a root system of type C. Then the
following are equivalent.
(1) R is finite.
(2) Ra is finite for at least one a ∈ A.
(3) Rre is finite.
(4) W(R) is finite.
Proof. (1)⇒(2) is trivial.
(2)⇒(1). Assume that a ∈ A such that Ra is finite. Since R is
connected, for each b ∈ A there exists ω ∈ Hom(a, b). Then Rb = ω(Ra)
by (R3), and hence Rb is finite for all b ∈ A.
(1)⇒(4). Let a, b ∈ A. Since Rb is finite, Ra contains the standard
basis of ZI by (R2), and since ω(Ra) ⊂ Rb for all ω ∈ Hom(a, b), the set
Hom(a, b) is finite. Assume now that A is infinite, and let a ∈ A. The
finiteness of Ra implies that there exist b, c ∈ A and f ∈ Hom(a, b),
g ∈ Hom(a, c) with f 6= g and
Y := {α ∈ Ra+ | f(α) ∈ R
b
+} = {β ∈ R
a
+ | g(β) ∈ R
c
+}.
Then fg−1 ∈ Hom(c, b) and
fg−1(g(Y )) =f(Y ) ⊂ Rb+,
fg−1(Rc+ \ g(Y )) =f(−(R
a
+ \ Y )) ⊂ R
b
+
by (R1) and (R3). Therefore fg−1(Rc+) ⊂ R
b
+, and hence b = c and
fg−1 = 1b by [HY08, Lemma 8(iii)]. This is a contradiction to f 6= g,
and hence A is finite. This proves (1)⇒(4).
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(4)⇒(1). We prove that if R is infinite, then W(R) is infinite. For
this we show by induction on m that for all m ∈ N there exist a, b ∈ A
and ω ∈ Hom(a, b) such that
|{α ∈ Ra+ |ω(α) ∈ −R
b
+}| = m.(2.5)
The latter holds for m = 1, since ω = σai fulfills Eq. (2.5) for all
a ∈ A, i ∈ I, and b = ρi(a). Suppose now that m ∈ N, a, b ∈ A, and
ω ∈ Hom(a, b) such that Eq. (2.5) holds. Since |Ra| =∞, there exists
α ∈ Ra+ with ω(α) ∈ R
b
+. Since ω is linear, there exists i ∈ I such that
ω(αi) ∈ R
b
+. Then ℓ(ωσ
ρi(a)
i ) = m+ 1 by [HY08, Cor. 3], and hence∣∣{α ∈ Rρi(a)+ |ωσρi(a)i (α) ∈ −Rb+}∣∣ = m+ 1
by [HY08, Lemma8(iii)]. Thus the induction step is proved.
Finally, the equivalence of (3) and (4) follows from the equivalence
of (1) and (4) and the equation W(Rre) =W(R), see Prop. 2.9. 
Now we prove that if R is a finite root system of type C, then all
roots are real, that is, R is uniquely determined by C.
Proposition 2.12. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme
and R = R(C, (Ra)a∈A) a root system of type C. Let a ∈ A, m ∈ N0,
and i1, . . . , im ∈ I such that ω = 1aσi1σi2 · · ·σim and ℓ(ω) = m. Then
the elements
βn = 1aσi1σi2 · · ·σin−1(αin) ∈ R
a
+,
where n ∈ {1, 2, . . . , m} (and β1 = αi1), are pairwise different. In
particular, if R is finite and ω ∈ Hom(W(R)) is a longest element, see
[HY08, Cor. 5], then
{βn | 1 ≤ n ≤ ℓ(ω) = |R
a|/2} = Ra+.
Proof. For all n ∈ N0 with n ≤ m let an = ρin · · · ρi2ρi1(a). Since
ℓ(σa1i1 σ
a2
i2
· · ·σanin ) = n for all n ∈ {1, 2, . . . , m}, one has βn ∈ R
a
+ for
these n by [HY08, Cor. 3]. By the same argument one has for all
k, n ∈ N with k < n ≤ m the relation
σ
ak+1
ik+1
σ
ak+2
ik+2
· · ·σan−1in−1 (αin) ∈ R
ak
+ .
Thus σikσik+1 · · ·σin−11an−1(αin) 6= αik , and hence βn 6= βk for all k, n ∈
N with k < n ≤ m. 
For any groupoid G and any a ∈ Ob(G) let Hom(a) = Hom(a, a) ⊂
Hom(G). Then Hom(a) is a subgroup of G, which depends on a. How-
ever, the following is true.
Proposition 2.13. Let G be a connected groupoid and a, b ∈ Ob(G).
Then Hom(a) and Hom(b) are isomorphic groups.
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Proof. Choose Xb ∈ Hom(a, b). This exists since G is connected. Then
the map
φa,b : Hom(a)→ Hom(b), g 7→ XbgX
−1
b
is a group homomorphism with inverse given by φ−1a,b(g) = X
−1
b gXb. 
The map φa,b in the previous proof is a piece of a more general
structure. Namely, let G be a connected groupoid, a ∈ Ob(G), and for
each b ∈ Ob(G) let Xb ∈ Hom(a, b) be a fixed morphism. Then the
assignment Fa,X : G→ Hom(a),
(2.6)
Fa,X(b) =a for all b ∈ Ob(G),
Fa,X(g) =X
−1
c gXb for all g ∈ Hom(b, c),
defines a fully faithful functor. In fact, G is as a groupoid isomorphic to
the transformation groupoid H := Hom(a)×Ob(G) given by Ob(H) =
Ob(G), Hom(H) = Ob(G)× Hom(a)×Ob(G) with composition
(b, g, c)(b′, g′, c′) =
{
not defined if c 6= b′,
(b, gg′, c′) if c = b′.
The isomorphism G → H is given by g 7→ (c, Fa,X(g), b) for g ∈
Hom(b, c). In particular, G is uniquely determined by the cardinal-
ity of Ob(G) and by Hom(a) for any a ∈ Ob(G).
If a connected groupoid G is presented by generators and relations,
then for any a ∈ Ob(G) the group Hom(a) also can be presented by
generators and relations. To do so, let Fa,X : G → Hom(a) be the
functor defined above. The following proposition then follows from the
discussion above.
Proposition 2.14. Let G be a connected groupoid and let a ∈ Ob(G).
Suppose that J,K are index sets and Hom(G) is generated by sj ∈
Hom(aj, bj), where j ∈ J , and relations rk = 1ck ∈ Hom(ck), where
k ∈ K. Then Hom(a) is generated by Fa,X(sj), where j ∈ J , and
relations Fa,X(rk) = 1, where k ∈ K and 1 is the neutral element of
Hom(a).
3. Standard Cartan schemes and their Weyl groupoids
In this section we study root systems of type C, where the Cartan
matrices are identical for all objects. The structure of more general
root systems of type C seems to be much more complicated, as the
classification results in the next sections show.
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Definition 3.1. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme
such that Ca = Cb for all a, b ∈ A. Then we say that C is standard,
and that the Weyl groupoid W(C) is standard. If R is a root system
of type C, then we say that R is standard, if C is a standard Cartan
scheme.
The standard Cartan schemes in the next example show that the
class of root systems of type C, where C is running over all Cartan
schemes, is richer than the one of finite groups.
Example 3.2. Let H be a finite group. Then there exists a connected
Cartan scheme C = C(I, A, (ρi)i∈I , (C
a)a∈A) and a finite root system
R = R(C, (Ra)a∈A) of type C, such that Hom(a) ∼= H for all a ∈
A. Indeed, H can be considered as a subgroup of a symmetric group
Sn+1. Let A be the set of left cosets gH , where g ∈ Sn+1, and let
I = {1, 2, . . . , n}. For all gH ∈ A and i ∈ I let ρi(a) = (i, i + 1)gH ,
where (i, i+1) is the transposition of i and i+1, and CgH = (cgHij )i,j∈I
with
cgHij =


2 if i = j,
−1 if |i− j| = 1,
0 otherwise.
Then C = C(I, A, (ρi)i∈I , (C
a)a∈A) is a standard Cartan scheme. For
all a ∈ A let Ra = Ra+ ∪ −R
a
+, where
Ra+ := {αi + αi+1 + · · ·+ αj | 1 ≤ i ≤ j ≤ n},(3.1)
be the set of roots associated to Sn+1. Then R = R(C, (R
a)a∈A) is a
root system of type C, and Hom(eH) ⊂ Hom(W(R)) is isomorphic to
H .
The structure of finite connected standard root systems of type C
is very close to the structure of reduced root systems in the sense of
[Bou68, Ch.VI, §1.4].
Theorem 3.3. Let I be a non-empty finite set, C = (cij)i,j∈I a gen-
eralized Cartan matrix, and C = C(I, A, (ρi)i∈I , (C
a)a∈A) a connected
standard Cartan scheme with Ca = C for all a ∈ A, and let R =
R(C, (Ra)a∈A) be a root system of type C.
(1) For all a ∈ A the set ∪b∈AHom(a, b) ⊂ Aut(Z
θ) is a group, and
as such it is isomorphic to the Weyl group W (C) associated to the
generalized Cartan matrix C.
(2) R is finite if and only if C is of finite type.
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(3) Assume that R is finite. Then for all a ∈ A, Ra is the set of
roots corresponding to W (C), and hence independent of the choice of
a ∈ A.
Proof. Since C is standard, the maps σai ∈ Aut(Z
θ) do not depend
on the object a ∈ A, and generate the Weyl group W (C) ⊂ Aut(Zθ)
associated to the generalized Cartan matrix C. Let a ∈ A. Since
∪b∈AHom(a, b) = {(ρi1 · · · ρin(a),σi1 · · ·σin1a, a) |
n ∈ N0, i1, . . . , in ∈ I},
Thm. 2.6 implies that (1) holds.
Assume that R is finite. Since C is standard, Prop. 2.12 tells that
Ra+ is the set of positive roots corresponding to W (C). This implies
(3).
Now we prove (2). If C is of finite type, then W (C) is finite. Since C
is connected, A is finite by Part (1). Thus W(C) is finite by Part (1),
and hence R is finite by Lemma 2.11.
Conversely, assume that R is finite. Then Lemma 2.11 implies that
W(R) is finite, and hence W (C) is finite by Part (1). Thus C is of
finite type. 
4. Decomposition of finite root systems
In this section we study the reducibility of root systems of type C.
An analogous notion exists for root systems, see [Bou68, Ch. 6, §1.2],
and it is crucial for classification results.
Definition 4.1. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme.
Let J ⊂ I be a non-empty subset, and identify {αi | i ∈ J} with the
standard basis of ZJ . For all a ∈ A let C ′a = (caij)i,j∈J . Then C
′ =
C′(J,A, (ρi)i∈J , (C
′a)a∈A) is a Cartan scheme, called the restriction of
C to J , and will be denoted by C|J .
Let R = R(C, (Ra)a∈A) be a root system of type C. Define R
′a =
Ra ∩
∑
i∈J Zαi. Then R
′ = R′(C|J , (R
′a)a∈A) is a root system of type
C|J , and will be denoted by R|J .
Restrictions are helpful to decide if a root system of type C is stan-
dard.
Remark 4.2. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme and
R = R(C, (Ra)a∈A) a root system of type C. Assume that for each pair
(i, j) ∈ I × I with i 6= j there exists a subset J ⊂ I such that i, j ∈ J
and R|J is standard. Then R is standard. Indeed, R is standard if
and only if caij = c
b
ij for all a, b ∈ A and i, j ∈ I. The latter holds by
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assumption on the pairs (i, j) ∈ I × I, and since caii = 2 for all i ∈ I
and a ∈ A.
Definition 4.3. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a Cartan scheme.
Assume that I ′, I ′′ ⊂ I are non-empty disjoint subsets such that I =
I ′ ∪ I ′′ and caij = 0 for all i ∈ I
′, j ∈ I ′′. Then we write C = C|I′ ⊕C|I′′,
and say that C is the direct sum of C|I′ and C|I′′ .
Let R = R(C, (Ra)a∈A) be a root system of type C. Assume that
Ra =
(
Ra ∩
∑
i∈I′
Zαi
)
∪
(
Ra ∩
∑
j∈I′′
Zαj
)
for all a ∈ A.
Then we write R = R|I′ ⊕R|I′′ , and R is called the direct sum of R|I′
and R|I′′ . We also say that R is reducible. If R 6= R|I1 ⊕ R|I2 for all
non-empty disjoint subsets I1, I2 ⊂ I, then R is termed irreducible.
From now on let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a connected Cartan
scheme and R = R(C, (Ra)a∈A) a root system of type C. We are going
to give criteria for the reducibility of R.
Lemma 4.4. Let a ∈ A and i, j ∈ I with i 6= j. The following are
equivalent.
(1) caij = c
a
ji = 0.
(2) Ra ∩ (N0αi + N0αj) = {αi, αj}.
(3) mai,j = 2.
Proof. Since αi, αj ∈ R
a by (R2), (2) is equivalent to (3). Further, from
(R1)–(R3) and Eq. (2.1) we conclude that (2) implies (1). Assume now
that (1) holds, and let α := riαi + rjαj ∈ R
a
+, where ri, rj ∈ N0. Then
(R1) and relation σai (α) = −riαi + rjαj ∈ R
ρi(a) imply that ri = 0 or
rj = 0. Hence α ∈ {αi, αj} by (R2). This proves (1)⇒(2). 
Lemma 4.5. Suppose that a ∈ A and i, j ∈ I, where i 6= j. If caij = 0
then cajl = c
ρi(a)
jl for all l ∈ I.
Proof. Let l ∈ I. If l = j, then cajl = c
ρi(a)
jl = 2, and if l = i, then
cajl = c
a
lj = 0 = c
ρi(a)
lj = c
ρi(a)
jl by (M2) and (C2). Assume now that
l ∈ I \ {i, j}. Then σ
ρj(a)
i σ
a
j (αl) = σ
ρi(a)
j σ
a
i (αl) by Thm. 2.6. Explicit
calculation gives
σ
ρj(a)
i σ
a
j (αl) = σ
ρj(a)
i (αl − c
a
jlαj) = αl − c
ρj(a)
il αi − c
a
jlαj,
and similarly σ
ρi(a)
j σ
a
i (αl) = αl− c
ρi(a)
jl αj − c
a
ilαi. Comparing the coeffi-
cients of αj gives the claim of the lemma. 
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Proposition 4.6. Let I ′ ⊂ I be a subset of I, and let I ′′ = I \ I ′.
Assume that I ′, I ′′ 6= ∅. The following are equivalent.
(1) There exists a ∈ A such that caij = 0 for all i ∈ I
′ and j ∈ I ′′.
(2) For all a ∈ A and i ∈ I ′, j ∈ I ′′ one has caij = c
a
ji = 0.
(3) For all a ∈ A let Rˆa = (Ra ∩
∑
i∈I′ Zαi′) ∪ (R
a ∩
∑
i∈I′′ Zαi′′).
Then Rˆ = Rˆ(C, (Rˆa)a∈A) is a root system of type C.
If R is finite then (1)–(3) are equivalent to the following.
(4) Rˆ = R, where Rˆ is as in (3).
(5) R = R|I′ ⊕R|I′′ with respect to the permutation φ = id of A.
Proof. The implication (2)⇒(1) is trivial.
(1)⇒(2). Let b ∈ A and l ∈ I ′, and assume that cbij = c
b
ji = 0 for
all i ∈ I ′, j ∈ I ′′. Since cblj = 0 for all j ∈ I
′′, Lemma 4.5 implies that
c
ρl(b)
ji = c
b
ji = 0 for all i ∈ I
′ and j ∈ I ′′, that is, c
ρl(b)
ij = c
ρl(b)
ji = 0 for
all i ∈ I ′, j ∈ I ′′. Together with the analogous argument for l ∈ I ′′ we
obtain that c
ρl(b)
ij = c
ρl(b)
ji = 0 for all i ∈ I
′, j ∈ I ′′, and l ∈ I. Thus (2)
follows from (1) since R is connected.
(3)⇒(2). Since Rˆa ∩ (N0αi + N0αj) = {αi, αj} for all i ∈ I
′, j ∈ I ′′,
and a ∈ A, (2) follows from Lemma 4.4 and (3).
(2)⇒(3). Since R is a root system of type C, (2) and Lemma 4.4
imply that mai,j = 2 for all a ∈ A, i ∈ I
′, and j ∈ I ′′. Thus (3) is
equivalent to the fact that σal (Rˆ
a) ⊂ Rˆρl(a) for all l ∈ I and a ∈ A. Let
α ∈ Rˆa. Then (2) implies that
σal (α) ∈ R
ρl(a) ∩
(∑
i′∈I′
Zαi′ ∪
∑
i′′∈I′′
Zαi′′
)
= Rˆρl(a),
and hence (3) holds.
Assume now that R is finite. Then, by Prop. 2.12, (2) implies that
Rˆa+ = R
a
+ for all a ∈ A, that is, (4) holds. Obviously, (4) implies (3),
and (4) is also equivalent to (5), hence the proposition is proven. 
For the equivalence (3)⇔ (4) in Prop. 4.6 the finiteness assumption
on R is necessary, as the following example shows.
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Example 4.7. Let I = {1, 2, 3, 4}, A = {a}, and
Ca =


2 −2 0 0
−2 2 0 0
0 0 2 −2
0 0 −2 2

 ,
Ra+ = {mα1 + (m+ 1)α2, (m+ 1)α1 +mα2,
mα3 + (m+ 1)α4, (m+ 1)α3 +mα4, |m ∈ N0}
∪{α1 + α2 + α3 + α4}.
Then (2) holds in Prop. 4.6 for I ′ = {1, 2} and I ′′ = {3, 4}. However,
Ra 6= Ra|{1,2} ∪ R
a|{3,4} since α1 + α2 + α3 + α4 /∈ Rˆ
a, and hence R is
irreducible.
We continue with some general statements about R.
Lemma 4.8. Suppose that a ∈ A and i, j ∈ I, where i 6= j. The
following are equivalent.
(1) caij = c
a
ji = −1.
(2) Ra ∩ (N0αi + N0αj) = {αi, αi + αj , αj}.
(3) mai,j = 3.
Proof. To (1)⇒(2). Let α = c1αi + c2αj with c1, c2 ∈ N, and assume
that α ∈ Ra. Then σai (α) = (c2 − c1)αi + c2αj, and hence relation
σai (α) ∈ R
ρi(a)
+ ∪ −R
ρi(a)
+ tells that c2 ≥ c1. By symmetry one gets
c1 = c2, and hence σ
a
i (α) = c2αj. By (R2) one obtains that c2 = 1.
The implication (2)⇒(3) follows from the definition of mai,j. We
have to prove (3)⇒(1). Assume that mai,j = 3. Then c
a
ij, c
a
ji < 0 by
Lemma 4.4. Thus, σ
ρi(a)
i (αj) = αj − c
ρi(a)
ij αi ∈ R
a
+ \ {αi, αj}, and hence
β1 := αj − c
a
ijαi ∈ R
a
+ \ {αi, αj} by (C2). Similarly, β2 := αi − c
a
jiαj ∈
Ra+ \ {αi, αj}, and therefore (3) implies that β1 = β2, that is, (1)
holds. 
Lemma 4.9. Suppose that a ∈ A and i, j ∈ I such that mai,j = 3. Then
c
ρi(a)
il + c
ρi(a)
jl = c
ρiρj(a)
il + c
ρiρj(a)
jl for all l ∈ I.
Proof. If l ∈ {i, j}, then Lemma 4.8 implies that both sides of the
claimed equation are equal to 1. Assume now that l ∈ I \ {i, j}. Then
σ
ρjρi(a)
i σ
ρi(a)
j σ
a
i (αl) = σ
ρiρj(a)
j σ
ρj(a)
i σ
a
j (αl)
by Thm. 2.6, that is,
αl − (c
ρi(a)
jl + c
ρjρi(a)
il )αi − (c
ρi(a)
jl + c
a
il)αj
=αl − (c
ρj(a)
il + c
a
jl)αi − (c
ρj(a)
il + c
ρiρj(a)
jl )αj.
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One obtains the claim of the lemma by comparing the coefficients of
αj and by using (C2). 
Lemma 4.10. Suppose that R is finite. Let a, b ∈ A and i, j, l ∈ I
such that i 6= j, ρi(a) = ρj(a) = b 6= a, and ρl(a) = a. Then the
following hold.
(1) caijc
a
ilc
a
jl = 0.
(2) If ρiρl(b) 6= ρl(b) and ρjρl(b) 6= ρl(b) then c
a
ln = c
b
ln for all n ∈ I.
Proof. Note that cbji = c
a
ji and c
b
jl = c
a
jl by (C2).
Let σ˜ = σal σ
b
jσ
a
i ∈ Hom(a). Since R is finite, σ˜ must have finite
order by Lemma 2.11. Let W = span
Z
{αi, αj, αl}. Since σ˜(W ) ⊂ W ,
σ := σ˜|W ∈ End(W ) has to have finite order as well. This will yield
both Claim (1) and Claim (2).
To (1). One has σ(αi) ∈ −αi − N0αj − N0αl. If σ(αi) = −αi, then
cali = c
a
il = 0 and hence (1) holds.
It remains to consider the case when σ 6= ±id. Then finiteness of the
order of σ tells that |trσ| ∈ {0, 1, 2}. Explicit calculation gives that
trσ = −cailc
a
jic
a
lj + c
a
ijc
a
ji + c
a
ilc
a
li + c
a
jlc
a
lj − 3.(4.1)
Exchanging i and j further implies that
−2 ≤ −caijc
a
jlc
a
li + c
a
ijc
a
ji + c
a
ilc
a
li + c
a
jlc
a
lj − 3 ≤ 2.
If caijc
a
ilc
a
jl 6= 0, then the latter relations and (M1), (M2) imply that
caij = c
a
ji = c
a
il = c
a
li = c
a
jl = c
a
lj = −1.
In this case one has
σ =

−1 1 1−1 0 2
−2 1 2

 , σ2 =

−2 0 3−3 1 3
−3 0 4


with respect to the basis {αi, αj , αl}. Then trσ
2 = 3, but σ2 6= id,
and hence σ does not have finite order. This is a contradiction to the
assumption that R is finite, and hence (1) holds.
To (2). Assume that ρiρl(b) 6= ρl(b) and ρjρl(b) 6= ρl(b). If c
a
ilc
a
jl = 0
then Claim (2) is valid by Lemma 4.5. Thus by (1) it remains to
consider the setting caij = 0, c
a
ilc
a
jl 6= 0. In this case one has
σ =

−1 0 −cail0 −1 −cajl
cali c
a
lj t− 1

 , σ2 =

1− cailcali −cailcalj ∗∗ 1− cajlcalj ∗
∗ ∗ t2 − 3t+ 1


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with respect to the basis {αi, αj, αl}, where t = c
a
ilc
a
li + c
a
jlc
a
lj. In the
next paragraph we prove that t ≥ 4. This implies that
tr σ2 = t2 − 4t+ 3 = (t− 2)2 − 1 ≥ 3.
Since σ2 6= id, part (2) of the lemma is proven.
Recall that cail 6= 0. Further, relation ρiρl(b) 6= ρl(b) implies that
ρiρlρi(a) 6= ρlρiρl(a), and hence m
a
i,l > 3 by Lemma 4.4 and by (R4),
that is cailc
a
li ≥ 2 by Lemma 4.8. Similarly one gets c
a
jlc
a
lj ≥ 2. Thus the
assumptions in part (2) imply that t ≥ 4. 
Now we present another technique for the analysis of the finiteness
of W(R). We will use this method in Sect. 6.
Proposition 4.11. Let m,n ∈ N, and define the families Gm,n and
Hm,n of groups by generators and relations as follows.
Gm,n =〈s, t〉/(s
2, tm, (st−1st)n),
Hm,n =〈s1, . . . , sm, T 〉/(s
2
i , T
m, (sisi+1)
n, T−1siTsi+1 | 1 ≤ i ≤ m),
where the convention sm+1 = s1 is used in the definition of Hm,n. Then
there is a group isomorphism ϕ : Gm,n → Hm,n with ϕ(s) = sm, ϕ(t) =
T . Further, Gm,n is finite if and only if m = 1 or m = 2 or n = 1 or
(m,n) = (3, 2).
Proof. Since T−1smT = s1 and (sms1)
n = 1 in Hm,n, there is a unique
group homomorphism ϕ : Gm,n → Hm,n with ϕ(s) = sm, ϕ(t) = T .
Further, there is a group homomorphism ψ : Hm,n → Gm,n with ψ(si) =
t−isti, ψ(T ) = t, and the identities ϕψ = id and ψϕ = id hold. Thus ϕ
is an isomorphism.
If m = 1 then Hm,n ≃ Z/2Z. Assume now that m ≥ 2. Let N :=
〈si | 1 ≤ i ≤ m〉 ⊂ Hm,n. Since T
−1siT = si+1 for all i ∈ {1, 2, . . . , m},
N is a normal subgroup of Hm,n, and Hm,n is the semidirect product
of N and the finite abelian group 〈T 〉/(Tm) ≃ Z/mZ. Thus Hm,n is
finite if and only if N is finite. But
N = 〈s1, . . . , sm〉/(s
2
i , (sisi+1)
n | 1 ≤ i ≤ m)
is a Coxeter group. It is easy to see that N is finite if and only if n = 1
(and N ≃ Z/2Z) or m = 2 (and N ≃ Dn, the dihedral group of order
2n) or (m,n) = (3, 2) (and N ≃ (Z/2Z)3). 
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Proposition 4.12. Let m,n, p ∈ N, and define the families Gm,n,p and
Hm,n,p of groups by generators and relations as follows.
Gm,n,p =〈s, u, t〉/(s
2, u2, tm, (st−1ut)n, (su)p),
Hm,n,p =〈s1, . . . , sm, u1, . . . , um, T 〉/(s
2
i , u
2
i , T
m, (siui+1)
n, (siui)
p,
T−1siTsi+1, T
−1uiTui+1 | 1 ≤ i ≤ m),
where the convention sm+1 = s1, um+1 = u1 is used in the definition of
Hm,n,p. Then there is a group isomorphism ϕ : Gm,n,p → Hm,n,p with
ϕ(s) = sm, ϕ(u) = um, ϕ(t) = T . Further, Gm,n,p is finite if and only
if m = 1 or (n, p) = (1, 1) or (m,n) = (2, 1) or (m, p) = (2, 1) or
(m,n, p) = (3, 1, 2) or (m,n, p) = (3, 2, 1).
Proof. Entirely similar to the proof of Prop. 4.11. 
5. Root systems of type C with two objects
Let I = {1, 2, . . . , θ} for some θ ∈ N, and A = {x, y} with x 6= y.
Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a connected Cartan scheme and
R = R(C, (Ra)a∈A) a root system of type C. Without loss of generality
suppose that
(5.1)
ρi(x) = y, ρi(y) = x if 1 ≤ i ≤ κ,
ρi(x) = x, ρi(y) = y if κ + 1 ≤ i ≤ θ
for some κ ∈ I. In this case (C2) implies that cxij = c
y
ij whenever
1 ≤ i ≤ κ and j ∈ I.
If θ = 1 then ρ1(x) = y, R
x = {α1,−α1}, R
y = {α1,−α1}, and
Cx = Cy = (2), see also [HY08, Ex. 1].
Consider now the case θ = 2 and κ = 1. Then W(R) is isomorphic
to the Coxeter groupoid
〈sx1 , s
y
1, s
x
2, s
y
2〉/(s
y
1s
x
1 , s
x
1s
y
1, (s
x
2)
2, (sy2)
2, (sy1s
y
2s
x
1s
x
2)
m)
for some m ∈ N, see Thm. 2.6. Identify σai , where i ∈ {1, 2} and
a ∈ {x, y}, with its matrix with respect to the standard basis {α1, α2}
of Z2. Further, note that cx12 = c
y
12 by (C2). One gets
σ1σ2σ1σ
x
2 =
(
−1 −cy12
0 1
)(
1 0
−cy21 −1
)(
−1 −cx12
0 1
)(
1 0
−cx21 −1
)
=
(
cx12c
y
21 − 1 c
x
12
−cy21 −1
)(
cx12c
x
21 − 1 c
x
12
−cx21 −1
)
=
(
cx12c
x
21c
x
12c
y
21 − c
x
12c
y
21 − 2c
x
12c
x
21 + 1 c
x
12(c
x
12c
y
21 − 2)
−cx12c
x
21c
y
21 + c
y
21 + c
x
21 1− c
x
12c
y
21
)
.
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The groupoid W(R) is finite if and only if σ := σ1σ2σ1σ
x
2 has finite
order. Since σ ∈ Aut(Z2), the latter is equivalent to the condition
σ = ±id or tr σ ∈ {−1, 0, 1}.(5.2)
By (M2) and (C2) one has σ = id if and only if cx12 = c
x
21 = c
y
12 = c
y
21 =
0. Further, σ = −id if and only if cx12c
y
21 = 2, c
x
21 = c
y
21, that is
Cx = Cy =
(
2 −1
−2 2
)
or Cx = Cy =
(
2 −2
−1 2
)
.
It remains to consider the second relation in Eq. (5.2). One has
trσ = (cx12c
x
21 − 2)(c
x
12c
y
21 − 2)− 2,
and hence relation −1 ≤ tr σ ≤ 1 is equivalent to
1 ≤ (cx12c
x
21 − 2)(c
x
12c
y
21 − 2) ≤ 3.
By (M1) and (M2) one gets cx12 = c
x
21 = c
y
12 = c
y
21 = −1 or c
x
12c
x
21 ≥ 3,
cx12c
y
21 ≥ 3. However, the first case contradicts (R4) and Lemma 4.8.
Now the following statement can be obtained easily.
Proposition 5.1. Assume that θ = 2 and κ = 1. Then R is finite if
and only if the Cartan matrices Cx, Cy satisfy, up to permutation of
x and y, one of the following conditions (1),(2).
(1) Cx = Cy is of finite type A1 × A1, B2, or G2, that is, c
x
12 =
cx21 = 0 or c
x
12c
x
21 ∈ {2, 3}.
(2) cx12 = c
y
12 = −1, c
x
21 = −3, and c
y
21 ∈ {−4,−5}.
In case (1) Rx = Ry is the usual set of roots corresponding to the
generalized Cartan matrix Cx = Cy. In case (2) one has
Rx+ ={1, 2, 12, 12
2, 123, 1223, 1324, 1325},
Ry+ ={1, 2, 12, 12
2, 123, 124, 1223, 1225}
if cy21 = −4, and
Rx+ ={1, 2, 12, 12
2, 123, 1223, 1324, 1325, 1425, 1427, 1527, 1528},
Ry+ ={1, 2, 12, 12
2, 123, 124, 125, 1223, 1225, 1227, 1327, 1328}
if cy21 = −5.
In the last part of the proposition the abbreviation 1m2n = mα1+nα2
was used, where exponents 1 and factors i0 for i ∈ {1, 2} are omitted.
The determination of Ra+ is straightforward, see Prop. 2.12 or, more
directly, [HY08, Lemma6].
The case θ = 2, κ = 2 is even easier than the case κ = 1. Indeed,
by (C2) one has Cx = Cy, and hence Prop. 2.12 implies that Rx = Ry
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is the root system of rank 2 corresponding to the Cartan matrix Cx.
Thus the following holds.
Proposition 5.2. Assume that θ = 2 and κ = 2. Then R is finite
if and only if R is standard and Cx = Cy is of finite type, that is,
cx12 = c
x
21 = 0 or c
x
12c
x
21 ∈ {1, 2, 3}.
Now assume that θ ≥ 3. As before, suppose that 1 ≤ κ ≤ θ such
that Eq. (5.1) holds. First we develop some general properties.
Lemma 5.3. Suppose that R is finite and that 1 ≤ κ ≤ θ − 2. Then
cxlic
x
lj = 0 for all l ≤ κ and i, j > κ with i 6= j.
Proof. Let I ′ = {l, i, j}, and consider the restriction R|I′ of R, see
Sect. 4. Since ρl(x) = y, R|I′ is connected. Thus it suffices to consider
the case I = I ′. Let ti := σ
y
l σ
y
i σ
x
l , tj := σ
y
l σ
y
jσ
x
l . By Prop. 2.14, the
subgroup Hom(x) of Hom(W(R)) is generated by si := σ
x
i , sj := σ
x
j ,
ti, and tj . Moreover, Hom(x) can be presented by the relations
s2i , s
2
j , t
2
i , t
2
j , (sisj)
mxi,j , (titj)
myi,j , (siti)
mx
l,i
/2, (sjtj)
mx
l,j
/2.
Assume now that cxlic
x
lj 6= 0. Then m
x
l,i > 2 by Lemma 4.4, that is
mxl,i/2 ≥ 2, and similarly m
x
l,j/2 ≥ 2. Thus the subgroup of Hom(x)
generated by si and tj is infinite and hence Hom(x) is an infinite Cox-
eter group. This is a contradiction to the finiteness of R, and hence
the claim of the lemma is proven. 
Theorem 5.4. Let θ ∈ N, I = {1, 2, . . . , θ}, A = {x, y}, and κ ∈ I as
in Eq. (5.1). If R is finite and irreducible, then up to permutation of
{x, y} and I, one of the following sets of conditions hold.
(1) θ ∈ N, κ ∈ {1, 2, . . . , θ}, and Cx = Cy is an indecomposable
Cartan matrix of finite type such that cxijc
x
ji 6= 1 for all i, j with
i ≤ κ, j > κ.
(2) θ = 2, κ = 1, cx12 = c
y
12 = −1, c
x
21 = −3, c
y
21 ∈ {−4,−5}.
(3) θ = 3, κ = 1,
Cx =

 2 −1 0−2 2 −1
0 −1 2

 , Cy =

 2 −1 0−2 2 −2
0 −1 2

 .
(4) θ = 3, κ = 1,
Cx =

 2 −2 0−1 2 −1
0 −1 2

 , Cy =

 2 −2 0−1 2 −2
0 −1 2

 .
Conversely, if Cx, Cy satisfy one of the conditions (1)–(4), then R is
finite and irreducible.
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Proof. If θ ≤ 2 then the claim of the theorem holds by Props. 5.1, 5.2.
Assume that θ ≥ 3. Consider first the case κ = 1, that is, ρ1(x) = y,
ρ1(y) = x, and ρi(x) = x, ρi(y) = y if 2 ≤ i ≤ θ. Using a permutation
of {2, 3, . . . , θ}, by Lemma 5.3 one can assume that cx1i = 0 for all i ≥ 3.
Then
cxil = c
y
il for all i ≥ 3 and l ∈ I(5.3)
by Lemma 4.5, and hence cxi1 = c
y
1i = c
y
i1 = 0 for all i ≥ 3 by (M2).
We obtain that σy1σ
y
i σ
x
1 = σ
x
i for all i ≥ 3 by Thm. 2.6. Therefore
Prop. 2.14 tells that Hom(x) is isomorphic to the group
〈s2, s3, . . . , sθ, t〉/(s
2
i , t
2, (sjsk)
mx
j,k , (tsl)
my
2,l , (s2t)
mx
1,2/2 |
2 ≤ i ≤ θ, 2 ≤ j < k ≤ θ, 2 < l ≤ θ),
(5.4)
where t corresponds to the element σy1σ
y
2σ
x
1 . Since R is irreducible and
mx1,i = 2 for i ≥ 3, we obtain thatm
x
1,2 ≥ 3 by Lemma 4.4 and Prop. 4.6.
Thus Hom(x) is a Coxeter group of rank θ. Further, again since R is
irreducible and cx1i = 0 for all i ≥ 3, we have c
x
2r 6= 0 for some r ≥ 3.
Without loss of generality assume that cx23 6= 0. Then c
y
32 = c
x
32 6= 0
by Eq. (5.3) and (M2), and hence cy23 6= 0 and m
x
2,3, m
y
2,3 ≥ 3. Since
Hom(x) is a finite Coxeter group, this implies that s2t = ts2, that is,
mx1,2 = 4. Then Prop. 5.1 gives that c
x
ij = c
y
ij for i, j ∈ {1, 2}, and
cx12c
x
21 = 2.
First assume that θ ≥ 4 and cx2i 6= 0 for some i ≥ 4. As above, we
conclude that mx2,i, m
y
2,i ≥ 3, which is a contradiction to the finiteness
of Hom(x) and the relations mx2,3, m
y
2,3 ≥ 3. Hence, if θ ≥ 4, then
cx2i = c
y
2i = 0 for all i ≥ 4. Since R is irreducible, there exists r ≥ 4
with cx3r 6= 0. Then m
x
2,3 = m
y
2,3 = 3 by the finiteness of the group in
Eq. (5.4), and hence cx2i = c
y
2i for all i. Thus, if θ ≥ 4, then C
x = Cy
as in (1). The restriction cx1jc
x
j1 6= 1 comes from Lemma 4.8 and the
relation ρ1ρjρ1(x) = x 6= y = ρjρ1ρj(x) for j > 1.
If θ = 3 and κ = 1, then Eq. (5.4) tells that
(5.5) Hom(x) ≃ 〈s2, s3, t〉/(s
2
2, s
2
3, t
2, (s2s3)
mx
2,3 , (ts3)
my
2,3 , s2ts2t).
Further, mx2,3, m
y
2,3 ≥ 3 by the above arguments. Thus, (m
x
2,3, m
y
2,3) ∈
{(3, 3), (3, 4), (4, 3)}. Since ρ2(a) = ρ3(a) = a for a ∈ {x, y}, Thm. 3.3
yields that (cx23c
x
32, c
y
23c
y
32) ∈ {(1, 1), (1, 2), (2, 1)}. Recall that c
x
ij = c
y
ij
for all (i, j) 6= (2, 3). Thus, if ca23c
a
32 = 1 for a ∈ {x, y}, then R satisfies
the conditions in (1). Otherwise, since cx32 = c
y
32, R satisfies up to
permutation of x and y the conditions of (3) or (4).
Consider now the case θ ≥ 3, κ ≥ 2. From (C2) we obtain that cxin =
cyin for all i ≤ κ and n ∈ I. Further, Lemma 4.10(2) for l > κ, i, j ≤ κ,
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a := x, and b := y implies that cxln = c
y
ln for all l > κ and n ∈ I. Thus,
R satisfies the conditions in (1), where the restriction cxijc
x
ji 6= 1 comes
again from Lemma 4.8 and the relation ρiρjρi(x) = x 6= y = ρjρiρj(x)
for i ≤ κ, j > κ. 
Remark 5.5. The appearance of non-standard root systems in Thm. 5.4
is not surprizing. With an appropriate definition of the Weyl groupoid
of a Nichols algebra of diagonal type, the examples in Thm. 5.4(2) can
be identified with the root systems of the Nichols algebras correspond-
ing to Row 14 and Row 17 of [Hec05, Table 1], respectively. Similarly,
the examples in Thm. 5.4(3),(4) can be identified with the root systems
of the Nichols algebras corresponding to Row 13 and Row 18 of [Hec05,
Table 2], respectively.
6. Root systems of type C with three objects
Let θ ∈ N, I = {1, 2, . . . , θ}, and A a set of cardinality 3. Let
C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a connected Cartan scheme and R =
R(C, (Ra)a∈A) a root system of type C. In this case we necessarily have
θ ≥ 2.
Let first θ = 2. Then, up to enumeration of the objects and up to
permutation of I, we may fix the three elements x, y, and z of A, such
that the object change diagram of R is
✉ ✉ ✉
x y z
1 2
(6.1)
By (C2) the generalized Cartan matrices are
Cx =
(
2 −a
−c 2
)
, Cy =
(
2 −a
−d 2
)
, Cz =
(
2 −b
−d 2
)
,(6.2)
where a, b, c, d ∈ N0. Further — by replacing (1, 2) by (2, 1) and (x, z)
by (z, x), if necessary — one may assume that a ≤ d.
Theorem 6.1. Let R be a connected root system of type C of rank 2
with 3 objects. Assume that A = {x, y, z} and I = {1, 2} such that the
object change diagram of R is as in Eq. (6.1). Further, let a, b, c, d ∈ N0
such that a ≤ d and that the Cartan matrices Cx, Cy and Cz are as
in Eq. (6.2). If R is finite, then (a, b, c, d) and Rx satisfy one of the
following equations.
(1) (a, b, c, d) = (1, 1, 1, 1), |Rx+| = 3.
(2) (a, b, c, d) = (1, 1, 3, 3), |Rx+| = 6.
(3) (a, b, c, d) = (1, 2, 4, 2), |Rx+| = 6.
(4) (a, b, c, d) = (1, 3, 6, 2), |Rx+| = 12.
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(5) (a, b, c, d) = (1, 4, 5, 2), |Rx+| = 12.
(6) (a, b, c, d) = (1, 3, 7, 2), |Rx+| = 18.
(7) (a, b, c, d) = (1, 5, 5, 2), |Rx+| = 18.
Conversely, if (a, b, c, d) is one of the above 7 quadruples, then R is
finite.
Proof. If one of the relations a = 0, b = 0, c = 0, and d = 0 holds, then
also the other three because of (M2). However, then x = ρ2ρ1(y) =
ρ1ρ2(y) = z by (R4) and Lemma 4.4, which is a contradiction. Thus
a, b, c, d > 0.
Clearly, the finiteness of R implies that the order of the linear
map σ˜ := σx2σ
y
1σ
z
2σ
z
1σ
y
2σ
x
1 ∈ Aut(Z
2) is finite, that is, the matrix
t = (tij)i,j=1,2, where
t11 =− abd
2 + 2ad+ bd− 1,
t12 =a
2bd2 − 2a2d− 2abd+ 2a + b,
t21 =− abcd
2 + 2acd+ bcd+ bd2 − c− 2d,
t22 =a
2bcd2 − 2a2cd− 2abcd− abd2 + 2ac+ 2ad+ bc+ bd − 1,
has finite order. This means that either t = id or t = −id or t11+ t22 ∈
{−1, 0, 1}. Observe that
t11 + t22 − 2 =(ad− 1)(abcd− 2ac− bc− 2bd+ 4),(6.3)
t11 + t22 + 2 =(abd − 2a− b)(acd − c− 2d),(6.4)
t22 =(1− ac)t11 + c(−abd + a+ b).(6.5)
Thus, if t = id, then 1 − ac− abcd + ac + bc = 1 by Eq. (6.5), that is,
ad = 1. Therefore a = d = 1, and relation t21 = 0 gives that b+ c = 2.
Since bc 6= 0, we obtain that b = c = 1. This gives solution (1).
Suppose now that t = −id. Then −1 + 2ac − abcd + bc = −1 by
Eq. (6.5), that is, 2a + b = abd. Inserting this into Eq. (6.3) we get
that −4 = (ad − 1)(4 − 2bd). Since d ≥ a, we obtain the solutions
(a, b, d) ∈ {(1, 2, 2), (1, 1, 3)}. Using equation t21 = 0 we get solutions
(2) and (3).
It remains to determine all solutions with t11 + t22 ∈ {−1, 0, 1}.
Eq. (6.3) yields that ad ∈ {2, 3, 4}. If ad = 4, then either (a, d) = (1, 4)
or (a, d) = (2, 2). Further, by Eq. (6.4) we get that
(3b− 2a)(3c− 2d) ∈ {1, 2, 3}.
Both for (a, d) = (1, 4) and for (a, d) = (2, 2) there is a unique solu-
tion of this relation with b, c ∈ N, namely, (a, b, c, d) = (1, 1, 3, 4) and
(a, b, c, d) = (2, 1, 1, 2). However, in the first case one has
(σ1σ2)
4σx1 (α1) = α1 − α2,
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and in the second case one gets σ2σ1σ2σ
x
1 (α2) = α1 − α2. Therefore
(R1) gives that there is no root system of type C with ad = 4.
Assume now that ad = 3, that is, a = 1 and d = 3. Then Eq. (6.3)
implies that −3 ≤ 2(2bc − 2c − 6b + 4) ≤ −1, which has no solution
with a, b, c, d ∈ N.
Finally, let a = 1 and d = 2. Then, by Eq. (6.4), t11+t22 ∈ {−1, 0, 1}
if and only if
1 ≤ (b− 2)(c− 4) ≤ 3.(6.6)
If b = 1 then c ∈ {1, 2, 3}. If (b, c) = (1, 1) then σx2σ
y
1σ
z
2(α1) = α1−α2,
a contradiction to (R1). If (b, c) = (1, 2) then Cx = Cy = Cz, |Rx+| = 4,
but (ρ1ρ2)
4(x) = y 6= x, a contradiction to (R4). If (b, c) = (1, 3) then
σz1σ
y
2σ
x
1σ
x
2 (α1) = α2 − α1, a contradiction to (R1).
If b = 3 in Rel. (6.6), then c ∈ {5, 6, 7}. If c = 5 then direct
computation shows that (σ1σ2)
41y(α1) = α2 − α1, a contradiction to
(R1). If c = 6, then we get solution (4), and if c = 7, then we get
solution (6).
The remaining two solutions of Rel. (6.6) are (b, c) = (4, 5) and
(b, c) = (5, 5). These correspond to solution (5) and (7), respectively.
The sets Rx+ can be calculated from Prop. 2.12. 
Remark 6.2. It is interesting to note that in contrast to the case with
two objects, see Rem. 5.5, not all non-standard root systems can be
obtained from Nichols algebras of diagonal type. The example in
Thm. 6.1(3) can be identified with the root system of the Nichols al-
gebras corresponding to Row 10 [Hec05, Table 1]. However, the only
rank two Nichols algebras of diagonal type with 12 positive roots are
those in Row 17 of [Hec05, Table 1], and there are no such Nichols al-
gebras with more than 12 positive roots. This can be read off from the
trees in the appendix of [Hec07]. The Nichols algebras corresponding
to Row 17 of [Hec05, Table 1] have been discussed already in Rem. 5.5:
in all of the Cartan matrices one has at least one entry −1. Thus the
examples in Thm. 6.1(4)–(7) can not be obtained as the root system
of a Nichols algebra of diagonal type.
It is not clear if there are more general Nichols algebras with such
root systems.
Now we assume that θ = 3.
Theorem 6.3. Let C be a connected Cartan scheme with I = {1, 2, 3}
and with 3 objects, and let R be a finite irreducible root system of type
C. Then R is standard, and the Cartan matrices are indecomposable
and of type A3, B3, or C3. If c
a
12 = c
a
21 = −1 and c
a
13 = c
a
31 = 0 for all
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objects a, then the object change diagram of R is
✉ ✉ ✉
1,3 2
for type A3 Cartan matrices, and
✉ ✉ ✉
1 2
for type B3 and C3 Cartan matrices.
Proof. Let x, y, z denote the three objects of R. Since C is connected,
we may assume (using permutations of I and A) that the restriction
of R to I = {1, 2} is as for θ = 2 — without supposing that a ≤ d in
Eq. (6.2). Then we have to consider three cases.
Case 1: Assume that ρ3 : A → A is the identity. By Thm. 2.6 and
Prop. 2.14 the group Hom(x) is isomorphic to
(6.7)
Hom(x) ≃ 〈s2, s3, t3, u1, u3〉/(s
2
2, s
2
3, t
2
3, u
2
1, u
2
3, (u1s2)
mx
1,2/3,
(t3s3)
mx
1,3/2, (s2s3)
mx
2,3 , (u3t3)
my
2,3/2, (u1u3)
mz
1,3),
where the isomorphism is given by σx2 7→ s2, σ
x
3 7→ s3, σ
y
1σ
y
3σ
x
1 7→ t3,
σy1σ
z
2σ
z
1σ
y
2σ
x
1 7→ u1, and σ
y
1σ
z
2σ
z
3σ
y
2σ
x
1 7→ u3. Thus, Hom(x) is a Coxeter
group.
Suppose first that mx1,3 = m
y
2,3 = 2. Then c
x
13 = c
y
23 = 0, and hence
cy13 = 0 by (C2) and relation ρ1(x) = y. Thus, R is not irreducible
by Prop. 4.6, which is a contradiction. Note that mz2,3 = m
y
2,3, since
ρ2(y) = z. Now, using a symmetry in the presentation of R, we can
assume that my2,3 > 2.
If mx1,2 > 3, then the quotient
Hom(x)/(t3s3) ≃ 〈s2, s3,u1, u3〉/(s
2
2, s
2
3, u
2
1, u
2
3, (u1s2)
mx1,2/3,
(s2s3)
mx
2,3 , (u3s3)
my
2,3/2, (u1u3)
mz
1,3)
is a Coxeter group without relation between u1 and s3, and hence it is
infinite, which is a contradiction to the finiteness of R. If mx1,2 = 3,
then
Hom(x) ≃ 〈s2, s3, t3, u3〉/(s
2
2, s
2
3, t
2
3, u
2
3,
(t3s3)
mx
1,3/2, (s2s3)
mx
2,3 , (u3t3)
my
2,3/2, (s2u3)
mz
1,3).
In this case, if mx1,3 > 2, then there is no Coxeter relation between s2
and t3, which is again a contradiction. Thus m
x
1,3 = 2 and
(6.8)
Hom(x) ≃ 〈s2, s3, u3〉/(s
2
2, s
2
3, u
2
3,
(s2s3)
mx2,3 , (u3s3)
my
2,3/2, (s2u3)
mz1,3).
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Since mx1,2 = 3, m
x
1,3 = 2 and m
y
2,3 > 2, Thm. 6.1 yields that the Cartan
matrices Cx, Cy, and Cz are
Cx =

 2 −1 0−1 2 −a
0 −b 2

 , Cy =

 2 −1 0−1 2 −c
0 −d 2

 , Cz =

 2 −1 −e−1 2 −c
−f −g 2

 ,
where a, b, e, f, g ∈ N0 and c, d ∈ N. Moreover, Lemmata 4.5, 4.9 imply
that
d = b, a = c+ e.(6.9)
The isomorphism in Eq. (6.8) tells that σx2 and σ
x
3 generate a finite
Coxeter subgroup of Hom(x), and hence ab ∈ {0, 1, 2, 3}. Since a = c+e
and c > 0, we get ab ∈ {1, 2, 3}, and hence mx2,3 ≥ 3.
If ab = 3, then mx2,3 = 6, and therefore the finiteness of Hom(x) and
Eq. (6.8) imply that my2,3 = 4, m
z
1,3 = 2. The former gives by Prop. 5.1
that cd = 2, and the latter, that e = f = 0. By Eq. (6.9) we get
2 = cd = ab = 3, a contradiction.
If ab = 1, then a = b = 1, and hence Eq. (6.9) and relation c ∈ N
imply that e = 0, c = a = 1, and d = b = 1. Thus my2,3 = 3 by
Lemma 4.8, which is a contradiction to ρ2ρ3ρ2(y) = y 6= z = ρ3ρ2ρ3(y)
and (R4).
Finally, assume that ab = 2. If e > 0, then a = 2, b = 1, c = 1,
d = 1, and e = 1 by Eq. (6.9). Then my2,3 = 3 by Lemma 4.8, but
ρ2ρ3ρ2(y) 6= ρ3ρ2ρ3(y), which contradicts (R4). Thus e = 0, and hence
c = a, d = b, and f = 0 by Eq. (6.9) and (M2). Since cd = 2, we get
g = d by Prop. 5.1, and hence Cx = Cy = Cz are Cartan matrices of
type B3 or C3.
Case 2: Assume that ρ3(x) = y, ρ3(y) = x, and ρ3(z) = z. In other
words, the object change diagram of R is
✉ ✉ ✉
x y z
1,3 2
.(6.10)
We apply Prop. 2.14 to Hom(R). Let Xx = 1x, Xy = σ
x
1 ∈ Hom(x, y),
and Xz = σ
y
2σ
x
1 ∈ Hom(x, z). Then Thm. 2.6 and Prop. 2.14 imply
that
(6.11)
Hom(x) ≃ 〈s2, t, u1, u3〉/(s
2
2, t
mx
1,3 , u21, u
2
3, (u1s2)
mx
1,2/3,
(s2t
−1u3t)
mx2,3/3, (u1u3)
mz1,3),
where the inverse of the isomorphism is given by s2 7→ σ
x
2 , t 7→ σ
y
1σ
x
3 ,
ui 7→ σ
y
1σ
z
2σ
z
i σ
y
2σ
x
1 for i ∈ {1, 3}.
If both mx1,2 and m
x
2,3 are even, then
Hom(x)/(s2) ≃ 〈t, u1, u3〉/(t
mx
1,3 , u21, u
2
3, (u1u3)
mz
1,3).
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Since mx1,3 ≥ 2, the group Hom(x)/(s2) is not finite, which is a contra-
diction to the finiteness of R. By symmetry and by Thm. 6.1 we may
assume that mx1,2 = 3. Then Eq. (6.11) tells that
(6.12)
Hom(x) ≃ 〈s2, u3, t〉/(s
2
2, u
2
3, t
mx
1,3 ,
(s2t
−1u3t)
mx2,3/3, (s2u3)
mz1,3).
We apply Prop. 4.12 to Hom(x). Since mx1,3 ≥ 2 and m
z
1,3 ≥ 2, we
conclude that Hom(x) is finite if and only if (mx1,3, m
x
2,3) = (2, 3) or
(mx1,3, m
x
2,3, m
z
1,3) = (3, 3, 2). Hence m
x
2,3 = 3. Using relation m
x
1,2 = 3,
Lemma 4.8, (C2), and Thm. 6.1, we obtain that
Cx =

 2 −1 −a−1 2 −1
−b −1 2

 , Cy =

 2 −1 −a−1 2 −1
−b −1 2

 , Cz =

 2 −1 −c−1 2 −1
−d −1 2

 ,
where a, b, c, d ∈ N0. If m
x
1,3 = 3 and m
z
1,3 = 2 then c = d = 0 and
a = b = 1 by Lemma 4.8. Then a+ 1 6= c+ 1, which is a contradiction
to Lemma 4.9. If mx1,3 = 2 then a = b = 0, and hence c = d = 0 by
Lemma 4.9 and (M2). Then Cx = Cy = Cz are Cartan matrices of
type A3. This proves the theorem in Case 2.
Case 3: Assume that ρ3(x) = z, ρ3(y) = y, and ρ3(z) = x. For all
a ∈ A and i, j ∈ {1, 2, 3} with i 6= j the relations (ρiρj)
3(a) = a and
ρiρj(a) 6= a hold, and hence 3|m
a
i,j by (R4). In particular, c
a
ij < 0 for
all a ∈ A and i, j ∈ {1, 2, 3} with i 6= j.
Calculate σ := σx2σ
z
3σ
y
2σ
x
1 ∈ Hom(x). Since R is finite, σ has finite
order, and hence σ = id or trσ < 3. Direct calculation shows that
σ(α1) ∈ −α1 + Zα2 + Zα3 and
trσ = cx12c
x
21 − c
x
12c
x
23c
z
31 + (c
x
12c
y
21 − 1)(c
x
23c
z
32 − 1)
+ cx13c
z
31 − c
x
13c
y
21c
z
32 + c
y
23c
z
32 − 2.
By the above conclusion one obtains that tr σ ≥ 3 and σ 6= id, which
is a contradiction. Thus there are no finite root systems of type C in
this case. This finishes the proof of the theorem. 
For the classification of root systems of type C of rank higher than
3 the following proposition will be useful.
Proposition 6.4. Let C = C(I, A, (ρi)i∈I , (C
a)a∈A) be a connected Car-
tan scheme with I = {1, 2, 3, 4} and three objects x, y, z, and let R be
a finite root system of type C. Assume that ρ1(x) = y, ρ2(y) = z, and
ca12 = c
a
21 = −1 for all a ∈ {x, y, z}. Then R is standard.
Proof. Step 1. Both R|{1,2,3} and R|{1,2,4} are standard.
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Since R|{1,2} is connected and irreducible, either R|{1,2,3} = R|{1,2}⊕
R|{3}, or R|{1,2,3} is connected and irreducible. Then R|{1,2,3} is stan-
dard — in the first case, since R|{1,2} is standard, and in the second
case by Thm. 6.3. Similarly, R|{1,2,4} is standard.
Step 2. If ρ3(x) 6= x then R is standard.
By Thm. 6.1, R|{2,3} is connected and irreducible. Hence R|{1,2,3} is
connected and irreducible, and Thm. 6.3 implies that ρ3(x) = y and
ca23 = c
a
32 = −1 for all a ∈ {x, y, z}. Thus Step 1 gives that R|{1,2,3},
R|{1,2,4}, and R|{3,2,4} are standard, hence R is standard, see Rem. 4.2.
Step 3. R is standard.
If ρ3 6= id or ρ4 6= id, then R is standard by Step 2. Assume now that
ρ3(a) = ρ4(a) = a for all a ∈ A. If R = R|{1,2} ⊕R|{3,4}, then c
y
ij = 0
for all i ∈ {1, 2}, j ∈ {3, 4}. Thus cxjl = c
y
jl = c
z
jl for all j ∈ {3, 4}
and l ∈ I by Lemma 4.5. Since R|{1,2,3} and R|{1,2,4} are standard by
Step 1, it follows that cxjl = c
y
jl = c
z
jl for all j ∈ {1, 2} and l ∈ I. Hence
R is standard.
Assume now thatR|{1,2,3} is irreducible. By Thm. 6.3 we may assume
that ca13 = c
a
31 = 0, c
a
23c
a
32 = 2, and m
a
2,3 = 4 for all a ∈ {x, y, z}. Then
Thm. 2.6 and Prop. 2.14 give that
(6.13)
Hom(x) ≃ 〈s2, s3, s4, t3, t4, u1, u3, u4〉/(s
2
2, s
2
3, s
2
4, t
2
3, t
2
4, u
2
1,
u23, u
2
4, u1s2, s3t3, (s4t4)
mx
1,4/2, (s2s3)
4,
(s2s4)
mx
2,4 , (s3s4)
mx
3,4 , (t3u3)
2, (t4u4)
my
2,4/2,
(t3t4)
my
3,4 , (u1u3)
2, (u1u4)
mz
1,4 , (u3u4)
mz
3,4),
where the inverse of the isomorphism is given by the map si 7→ σ
x
i for
all i ∈ {2, 3, 4}, ti 7→ σ
y
1σ
y
i σ
x
1 for all i ∈ {3, 4}, and ui 7→ σ
y
1σ
z
2σ
z
i σ
y
2σ
x
1
for all i ∈ {1, 3, 4}. Therefore
(6.14)
Hom(x) ≃ 〈s2, s3, s4, t4, u3, u4〉/(s
2
2, s
2
3, s
2
4, t
2
4, u
2
3, u
2
4,
(s4t4)
mx
1,4/2, (s2s3)
4, (s2s4)
mx
2,4 , (s3s4)
mx
3,4 , (s3u3)
2,
(t4u4)
my
2,4/2, (s3t4)
my
3,4 , (s2u3)
2, (s2u4)
mz
1,4 , (u3u4)
mz
3,4).
If mx1,4 > 2 and m
y
2,4 > 2, then Hom(x) is a Coxeter group without
Coxeter relation between s2 and t4, which is a contradiction to the
finiteness of R.
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Assume first that mx1,4 = 2. Since m
x
1,3 = 2 as well, we obtain that
cx13 = c
x
14 = 0, and hence m
x
3,4 = m
y
3,4. Then
(6.15)
Hom(x) ≃ 〈s2, s3, s4, u3, u4〉/(s
2
2, s
2
3, s
2
4, u
2
3, u
2
4, (s2s3)
4,
(s2s4)
mx2,4 , (s3s4)
mx3,4 , (s3u3)
2, (s4u4)
my
2,4/2,
(s2u3)
2, (s2u4)
mz
1,4 , (u3u4)
mz
3,4).
If my2,4 > 2, then there is no Coxeter relation between s4 and u3, which
is a contradiction, and hence my2,4 = 2.
Similarly, if mx1,4 > 2 and m
y
2,4 = 2, then there is no Coxeter relation
between s4 and u3.
We are left with the case mx1,4 = m
y
2,4 = 2. Then relations c
x
14 =
cy42 = 0 and Lemma 4.5 imply that c
x
42 = c
y
42 = 0, and hence m
x
2,4 = 2.
Similarly, cy24 = 0 implies that c
z
41 = c
y
41 = c
x
41 = 0, hence m
z
1,4 = 2.
Therefore
(6.16)
Hom(x) ≃ 〈s2, s3, s4,u3〉/(s
2
2, s
2
3, s
2
4, u
2
3, (s2s3)
4, (s2s4)
2,
(s3s4)
mx
3,4 , (s3u3)
2, (s2u3)
2, (u3s4)
mz
3,4).
The finiteness of Hom(x) implies that mx3,4, m
z
3,4 ∈ {2, 3}. If m
x
3,4 = 2,
then mx1,4 = m
x
2,4 = 0 implies that R = R|{1,2,3} ⊕R|{4}, and hence R
is standard, since R|{1,2,3} is standard. Further, m
z
3,4 = 2. Similarly,
the assumption mz3,4 = 2 leads to the same result.
Suppose now that mx3,4 = m
z
3,4 = 3, that is, c
x
34 = c
x
43 = c
z
34 =
cz43 = −1 by Lemma 4.8. Since c
x
13 = c
x
14 = 0, Lemma 4.5 implies that
cy34 = c
y
43 = −1, that is, C
x = Cy = Cz is a Cartan matrix of type F4.
This proves the proposition. 
Theorem 6.5. Let θ ∈ N with θ ≥ 4, let C = C(I, A, (ρi)i∈I , (C
a)a∈A)
be a connected Cartan scheme with I = {1, 2, . . . , θ} and with 3 objects,
and let R be a finite irreducible root system of type C. Then R is
standard, and the corresponding Cartan matrix C is indecomposable
and of type B4, C4, D4, or F4. The object change diagram of R can be
chosen to be
✉ ✉ ✉
1,3 2
if C is of type B4 or C4,
✉ ✉ ✉
1,3,4 2
if C is of type D4, and
✉ ✉ ✉
1 2
if C is of type F4.
Proof. As explained at the beginning of this section, we can choose
x, y, z ∈ A and use a permutation of I such that the object change
diagram of R|{1,2} is the one in Eq. (6.1). Since R is irreducible, we
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can assume that R|{1,2,3} is irreducible. Then Thm. 6.3 gives that
R|{1,2,3} is standard and m
x
1,2 ∈ {2, 3, 4}. Further, since ρ2ρ1(x) = z 6=
y = ρ1ρ2(x) and ρ1ρ2ρ1(x) = z = ρ2ρ1ρ2(x), (R4) yields that m
x
1,2 = 3.
Hence ca12 = c
a
21 = −1 for all a ∈ A by Lemma 4.8. By Prop. 6.4 we
obtain that R|{1,2,i,j} is standard for all i, j ∈ I \ {1, 2} with i 6= j.
Hence R is standard by Rem. 4.2.
Finally, Thm. 6.3 and elementary argumentations with Dynkin dia-
grams imply that there is no connected irreducible standard root sys-
tem, where the Cartan matrices are of type A4 or of rank bigger than
4, and that connected irreducible standard root systems of rank 4 have
the given object change diagrams. The rigorous proof is left to the
reader. 
7. Appendix
In the following table we list all non-standard connected irreducible
finite Weyl groupoids with at most three objects. The last column
contains the stabilizer group of an object. It is a Coxeter group of the
indicated type.
W |A| |I| |W| |Ra+| Hom(a)
Thm. 5.4(2) 2 2 32 8 B2
Thm. 5.4(2) 2 2 48 12 G2
Thm. 5.4(3) 2 3 192 13 B3
Thm. 5.4(4) 2 3 192 13 B3
Thm. 6.1(3) 3 2 36 6 A1 ×A1
Thm. 6.1(4) 3 2 72 12 B2
Thm. 6.1(5) 3 2 72 12 B2
Thm. 6.1(6) 3 2 108 18 G2
Thm. 6.1(7) 3 2 108 18 G2
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