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This paper gives an in-depth study of a multiple-antenna wireless communication scenario
in which a weak signal received at an intermediate relay station is amplified and then for-
warded to the final destination. The key quantity determining system performance is the
statistical properties of the signal-to-noise ratio (SNR) γ at the destination. Under certain
assumptions on the encoding structure, recent work has characterized the SNR distribution
through its moment generating function, in terms of a certain Hankel determinant gener-
ated via a deformed Laguerre weight. Here, we employ two different methods to describe
the Hankel determinant. First, we make use of ladder operators satisfied by orthogonal
polynomials to give an exact characterization in terms of a “double-time” Painleve´ dif-
ferential equation, which reduces to Painleve´ V under certain limits. Second, we employ
Dyson’s Coulomb Fluid method to derive a closed form approximation for the Hankel de-
terminant. The two characterizations are used to derive closed-form expressions for the
cumulants of γ , and to compute performance quantities of engineering interest.
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I. INTRODUCTION
Over the past decade, multiple-input multiple-output (MIMO) antenna systems employing
space-time coding have revolutionized the wireless industry. Such systems are well-known to
offer substantial benefits in terms of channel capacity, as well as improved diversity and link re-
liability, and as such these techniques are being incorporated into a range of emerging industry
standards. More recently, relaying strategies have been also proposed as a means of further im-
proving the performance of space-time coded MIMO networks. Such methods are particularly
effective for improving the data transmission quality of users who are located near the periphery
of a communication cell.
Various MIMO relaying strategies have been proposed in the literature; see, e.g., Refs. 1–6, of-
fering different trade-offs in various factors such as performance, complexity, channel estimation
requirements, and feedback requirements. In Ref. 7, a communication technique was considered
which employed a form of orthogonal space-time block coding (OSTBC), along with non-coherent
amplify-and-forward (AF) processing at the multi-antenna relay. This method has the advantage
of operating with only low complexity, requiring only linear processing at all terminals, achieving
high diversity, and not requiring any short-term channel information at either the relays or the
transmitter. For this system, an important performance measure—the so-called outage probabil-
ity—which gives a fundamental probabilistic performance measure over random communication
channels, was considered in Refs. 7 and 8, based on deriving an expression for the moment gen-
erating function of the received signal to noise ratio (SNR). The outage probability could then be
computed by performing a subsequent numerical Laplace Transform inversion. The exact moment
generating function results presented in Refs. 7 and 8, however, are quite complicated functions
involving a particular Hankel determinant, and they yield little insight. Moreover, for all but small
system configurations, the expressions are somewhat difficult to compute, particularly when im-
plementing the Laplace inversion.
In this paper, we significantly expand and elaborate upon the results of Refs. 7 and 8 by employ-
ing analytical tools from random matrix theory and statistical physics. Technically, the challenge
is to appropriately characterize the Hankel determinant which arises in the moment generating
function computation. In general, the Hankel determinant takes the form,
Dn = det
(
µi+ j
)n−1
i, j=0 , (1)
2
generated from the moments of a certain weight function w(x), 0≤ x < ∞,
µk :=
∞∫
0
xkw(x)dx , k = 0,1,2, . . . .
Note that the above is merely one of several possible representations for Dn, with equivalent forms
regularly found in the fields of statistical physics and random matrix theory.
For the problem at hand, we are faced with a Hankel determinant that is generated from a
weight function of the form,
wAF(x,T, t) = xαe−x
(
t + x
T + x
)Ns
, 0≤ x < ∞, (2)
which is a “two-time” deformation of the classical Laguerre weight, xαe−x. The parameters in this
weight, satisfy the following conditions:
α >−1, T := t
1+ cs
, t > 0, c > 0, Ns > 0, 0≤ s < ∞. (3)
For our problem both α and Ns are integers, where α := |NR −ND| is the absolute difference
between the number of relay and destination antennas, NR and ND respectively. The parameters α
and Ns are determined by the model, but in fact can be extended to take non-integer values such
that α >−1 and Ns > 0.9
We will apply two different methods to characterize this Hankel determinant. For the first
method, we will derive new exact expressions for Dn[wAF] by employing the theory of orthogonal
polynomials associated with the weight wAF(x,T, t) and their corresponding ladder operators. For
such methods, extensive literature exists (see, e.g., Refs. 10–20 for their use in applications involv-
ing unitary matrix ensembles), though in the context of information theory and communications
the techniques have only very recently been introduced by the first and third authors in Ref. 13.
For the second method, we derive an approximation for the Hankel determinant using the gen-
eral linear statistics theorem obtained in Ref. 21, based on Dyson’s Coulomb Fluid models.15,22–25
These results are essentially the Hankel analogue of asymptotic results for Toeplitz determinants.26
Once again, these techniques have been used extensively, particularly in statistical physics, though
only very recently have they been applied to address problems in communications and information
theory.13,27
It is important to note that in addition to the two methodologies advocated above, there ex-
ists other integrable systems approaches which can be used for characterizing Hankel determi-
nants. For example, Dn may be written in an equivalent matrix integral formulation, from which
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a ‘deform-and-study’ or isomonodromic deformation approach may be adopted. Essentially, this
idea involves embedding Dn into a more general theory of the τ-function,28,29 using bilinear iden-
tities and linear Virasoro constraints. For details, see Refs. 30–32. Yet another approach is to
characterize Dn through the use of Fredholm determinants as employed by Tracy and Widom.10
Both these exact, non-perturbative integrable systems methods have their own specific advantages
and disadvantages, and in most cases lead to non-linear ordinary differential or partial differen-
tial equations (ODE/PDEs) satisfied by the Hankel determinant. However, these equations are
usually of higher order (equations of Chazy type usually appear), from which first integrals have
to be found to reduce to a second order ODE. The advantage of the ladder operator method is
that closed-form second order equations are directly obtained for a quantity related to the Hankel
determinant, bypassing the need to find a first integral, or evaluate any multiple integral.
The rest of this paper is organized as follows. In Sections I A and I B, we present a brief dis-
cussion of the model which underpins the MIMO-AF wireless communication system of interest,
and some basic measures which are employed to quantify system performance. Then, in Sections
I C and I D, we go on to introduce the moment generating function and cumulants of interest, and
pose the key mathematical problems to be dealt with in the remainder of the paper.
In Section II, we establish an exact finite n characterization of the Hankel determinant Dn,
employing the theory of orthogonal polynomials and their ladder operators.
In Section III, we introduce the Coulomb Fluid method, where we first give a brief overview of
its key elements, following Refs. 25, 33, 13 and 21. In Section III B, we compute an asymptotic
(large n) approximation for the Hankel determinant Dn, and thus a corresponding characterization
for the moment generating function of interest. In Section III C, the Coulomb Fluid representation
for the moment generating function of the received SNR is shown to yield extremely accurate
approximations for the error performance of OSTBC MIMO systems with AF relaying, even when
the system dimensions are particularly small.
We also employ our analytical results to compute closed-form expressions for the cumulants
of the received SNR, first via the Coulomb Fluid method in Section III D, and then presenting a
refined analysis based on Painleve´ equations in Sections IV and V.
Subsequently, we give an asymptotic characterization of the moment generating function, valid
for scenarios for which the average received SNR is high, deriving key quantities of interest to
communication engineers, including the so-called diversity order and array gain. These results
are, once again, established via the Coulomb Fluid approximation in Section VI, and subsequently
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validated with the help of a Painleve´ characterization in Section VII.
A. Amplify and Forward Wireless Relay Model
Here we briefly recall the background for the model, having been developed in Ref. 7. The
dual hop MIMO communication system features a source, relay and destination terminal, having
Ns, NR and ND antennas respectively. In the process of transmitting a signal, each transmission
period is divided into two time slots. In the first time slot, the source transmits to the relay. The
relay then amplifies its received signal subject to an average power constraint, prior to transmitting
the amplified signal to the destination terminal during the second time-slot. We assume that the
source and destination terminals are sufficiently separated such that the direct link between them
is negligible (i.e., all communication is done via the relay).
Let H1 ∈ CNR×Ns and H2 ∈ CND×NR represent the channel matrices between the source and
relay, and the relay and destination terminals respectively. Each channel matrix is assumed to
have uncorrelated elements distributed as C N (0,1).1 The destination is assumed to have perfect
knowledge of H2 and either H1 or the cascaded channel H2H1, while the relay and source terminals
have no knowledge of these.
A situation is considered where the source terminal transmits data using a method called OS-
TBC encoding.34 In this situation, groups of independent and identically distributed complex
Gaussian random variables (referred to as information “symbols”) si, i = 1, . . . ,N are assigned
via a special codeword mapping to a row orthogonal matrix X = (x1, . . . ,xNP) ∈CNs×NP satisfying
the power constraint E
[‖xk‖2] = γ¯ , where NP is the number of symbol periods used to send each
codeword.
Since it takes NP symbol periods to transmit N symbols, the coding rate is then defined as
R =
N
NP
. (4)
The received signal matrix at the relay terminal at the end of the first time slot, Y = (y1, . . . ,yNP)∈
CNR×NP , is given by
Y = H1X+N , (5)
1 The notation CN (µ ,σ2) represents a complex Gaussian distribution with mean µ and variance σ2.
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where N ∈ CNR×NP has uncorrelated entries distributed as C N (0,1), representing normalized
noise samples at the relay terminal. The relay then amplifies the signal it has received by a constant
gain matrix G = a˜INR , where
a˜2 =
˜b
(1+ γ¯)NR
. (6)
In the above, ˜b is the total power constraint imposed at the relay, i.e., E
[‖Gyk‖2]≤ ˜b, whilst γ¯ rep-
resents the average received SNR at the relay. The received signal R ∈ CND×NP at the destination
terminal at the end of the second time slot is then given by
R = a˜H2Y+W = a˜H2H1X+ a˜H2N+W, (7)
where W ∈ CND×NP has uncorrelated entries distributed as C N (0,1), representing normalized
noise samples at the destination terminal.
Next, the receiver applies the linear (noise whitening) operation,
˜R = K−1/2R, K := a˜2H2H†2+ IND , (8)
to yield the equivalent input-output model
˜R = ˜HX+ ˜N, (9)
where ˜H = a˜K−1/2H2H1 and ˜N ∈ CND×NP has uncorrelated entries distributed as C N (0,1).
Based on the above relationship, standard linear OSTBC decoding can be applied (see, e.g.,
Ref. 34). This results in decomposing the matrix model (9) into a set of parallel non-interacting
single-input single-output relationships given by
s˜l = || ˜H||Fsl +ηl, l = 1, . . . ,N,
where ηl is distributed as C N (0,1), with || ˜H||F representing the Frobenius norm (or matrix
norm) of ˜H.
The quantity that we are interested in, the instantaneous SNR for the lth symbol γl , can then be
written as
γl = || ˜H||2FE
[|sl|2] = γ¯ ˜bRNs(1+ γ¯)NR Tr
(
H†1H
†
2K
−1H2H1
)
. (10)
Since the right-hand side is independent of l, we may drop the l subscript and denote the instanta-
neous SNR as γ without loss of generality.
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B. Wireless Communication Performance Measures
Here we recall some basic measures which are employed to quantify the performance of wire-
less communication systems. One of the most common measures is the so-called symbol error
rate (SER), which quantifies the rate in which the transmitted symbols (or signals) are detected
incorrectly at the receiver.
For signals which are designed using standard M-ary phase shift keying (MPSK) digital mod-
ulation formats, the phase of a transmitted signal is varied to convey information, where M ∈
{2,4,8,16, . . .} represents the number of possible signal phases. The SER can be expressed as
follows35
PMPSK =
1
pi
Θ∫
0
Mγ
(
gMPSK
sin2 θ
)
dθ , (11)
where Mγ(·) is the moment generating function of the instantaneous SNR γ at the receiver, and
Θ = pi(M−1)/M and gMPSK = sin2(pi/M) are modulation-specific constants. As also presented
in Ref. 36, the SER may be approximated in terms of Mγ(·) but without the integral, via the
following expression:
PMPSK ≈
(
Θ
2pi
− 16
)
Mγ(gMPSK)+
1
4
Mγ
(
4gMPSK
3
)
+
(
Θ
2pi
− 1
4
)
Mγ
(
gMPSK
sin2 Θ
)
. (12)
In addition to the SER, another useful quantity is the so-called amount of fading (AoF), which
serves to quantify the degree of fading (i.e., the level of randomness) in the wireless channel, and
is expressed directly in terms of the cumulants of γ . Specifically, the AoF is defined as follows:
AoF = κ2/κ21 , (13)
where κ1 and κ2 are the mean and variance of γ respectively. As shown in Ref. 37, for example,
this quantity can be used to describe the achievable capacity of the wireless link when the average
SNR is low.
For our AF relaying system under consideration, it is clear that a major challenge is to charac-
terize the moment generating function and also the cumulants of the instantaneous SNR given in
(10). This is the key focus of the paper.
7
C. Statistical Characterization of the SNR γ
Here we introduce the moment generating function and cumulants of interest, and pose the key
mathematical problems to be dealt with in the remainder of the paper.
Defining the positive integers,
m := max(NR,ND), n = min(NR,ND), (14)
where n 6= 0 due to physical considerations, it was shown in Ref. 7 that the moment generating
function of the instantaneous SNR (10) may be expressed as the multiple integral,
Mγ(s) =
1
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
n
∏
k=1
xm−nk e
−xk
(
1+a˜2xk
1+a˜2(1+ γ¯sRNs )xk
)Ns
dxk
1
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
n
∏
k=1
xm−nk e−xkdxk
. (15)
From the above, we may then compute the lth cumulant of γ via
κl = (−1)l d
l
dsl logMγ(s)
∣∣∣∣∣
s=0
. (16)
Let
α := m−n, (17)
t :=
1
a˜2
, (18)
c :=
γ¯
RNs
, (19)
T = T (s) :=
t
(1+ cs)
. (20)
We now consider the moment generating function (15) as a function of two variables, (T, t), or
(s, t), since T = t/(1+ cs). We may then write the moment generating function (15) as
Mγ(T, t) =
(
T
t
)nNs 1n! ∫[0,∞)n ∏1≤i< j≤n(x j− xi)2
n
∏
k=1
xαk e
−xk
(
t+xk
T+xk
)Ns
dxk
1
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
n
∏
k=1
xαk e
−xkdxk
. (21)
We see that this involves the weight with the parameters T and t
wAF(x,T, t) = xαe−x
(
t + x
T + x
)Ns
, (22)
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which is a deformation of the classical generalized Laguerre weight
w
(α)
Lag(x) = x
αe−x, 0≤ x < ∞. (23)
Note that wAF(x, t, t) = w(α)Lag(x).
The multiple integral representation (21) is expressed as a ratio of Hankel determinants:
Mγ(T, t) =
(
T
t
)nNs Dn[wAF(·,T, t)]
Dn[w
(α)
Lag(·)]
, (24)
=
(
T
t
)nNs det(µi+ j(T, t))n−1
i, j=0
det
(
µi+ j(t, t)
)n−1
i, j=0
, (25)
where µ j(T, t) is the jth moment of the weight
µ j(T, t) =
∞∫
0
x jwAF(x,T, t) dx, j = 0,1,2, . . .
For Ns ∈N, the moments of the weight wAF are expressed in terms of the Kummer function of the
second kind,
µ j(T, t) = tα+ j+1Γ(α + j+1)
Ns∑
k=0
(
Ns
k
)(
t−T
T
)k
U(α + j+1,α + j+2− k,T ). (26)
The Hankel determinant for T = t, namely,
Dn[wAF(·, t, t)] = Dn[w(α)Lag(·)],
can be regarded as a normalization constant, so that Mγ(t, t) = 1, and its closed form expression
is well-known (see Ref. 38).
Dn[wAF(·, t, t)] =
n−1
∏
i=0
Γ(α + i+1)Γ(i+1),
=
G(n+1)G(n+α +1)
G(α +1) , (27)
where G(z) is the Barnes G-function defined by G(z+1) = Γ(z)G(z) with G(1) = 1.
From a simple change of variables, the cumulants can be calculated by transforming (16) using
(20) as
κl = c
l
(
T 2
t
d
dT
)l
logMγ(T, t)
∣∣∣∣
T=t
. (28)
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Note that an equivalent expression to the result given in (26) has been previously reported in
Ref. 7. This result, whilst having numerical computation advantages when the system dimensions
are small, has a number of shortcomings. Most importantly, its complexity does not lead to useful
insight into the characteristics of the probability distribution of the SNR γ , and it does not clearly
reveal the dependence on the system parameters. Moreover, in this form, the expression is not
amenable to asymptotic analysis, e.g., as the number of antennas grow sufficiently large, and in
such cases its numerical computation becomes unwieldy.
In the following, we will seek alternative simplified representations with the aim of overcoming
these shortcomings. The key challenge is to characterize the Hankel determinant in (24).
Remark 1. It is of interest to mention here that for the special case α = 0, the Hankel determinant
(24) is directly related to the shot-noise moment generating function of a disordered quantum
conductor. This was investigated in Ref. 39 using the Coulomb Fluid method. Specifically, the two
moment generating functions are related by
Mγ(T, t)|α=0 = MShot-Noise(T,z)
znNs
, (29)
where z := t/T and MShot-Noise(T,z) is the Hankel determinant generated via
w(x,T,z) = e−T x
(
z+ x
1+ x
)Ns
, 0≤ x < ∞. (30)
Of course, T , z and Ns have different interpretations in this situation.
We mention here that the operator theory approach of Ref. 40 justifies the Coulomb Fluid results
obtained in Ref. 41 on the shot-noise problem.
D. Alternative Characterization of the SNR γ
An alternative characterization for the moment generating function that will also prove to be
useful is derived as follows. From the definitions of m and n, there are two possible choices for
the parameter t,
t =
1
a˜2
=
(1+ γ¯)NR
˜b
=


(1+γ¯)n
˜b NR ≤ ND,
(1+γ¯)nr
˜b , where r := m/n, NR > ND.
(31)
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We first consider the sub-case NR ≤ ND. To this end, starting with (21) and with the change of
variables, xi → nxi, i = 1, . . . ,n, we obtain2
Mγ (T ′,t ′) =
(
T ′
t ′
)nNs 1n! ∫
[0,∞)n
n
∏
l=1
dxl exp
[
2 ∑
1≤ j<k≤n
log |x j − xk|−n
n
∑
j=1
(
x j −β log x j)− n∑
j=1
Ns log
(
T ′+x j
t′+x j
)]
1
n!
∫
[0,∞)n
n
∏
l=1
dxl exp
[
2 ∑
1≤ j<k≤n
log |x j − xk|−n
n
∑
j=1
(
x j −β log x j)
] ,
(32)
where
t ′ :=
t
n
, (33)
T ′ :=
T
n
, (34)
β := m
n
−1. (35)
Note that in terms of s, T ′ can be written as
T ′ =
t ′
1+ cs
. (36)
Equivalently, we can write (32) as
Mγ(T ′, t ′) =
(
T ′
t ′
)nNs Zn(T ′, t ′)
Zn(t ′, t ′)
, (37)
where
Zn(T ′, t ′) := Dn
(
nT ′,nt ′
)
=
1
n!
∫
[0,∞)n
exp
[
−Φ(x1, . . . ,xn)−
n
∑
j=1
Ns log
(
T ′+ x j
t ′+ x j
)]
n
∏
l=1
dxl , (38)
and
Φ(x1, . . . ,xn) :=−2 ∑
1≤ j<k≤n
log |x j− xk|+n
n
∑
j=1
(
x j−β logx j) . (39)
Remark 2. We introduce the variables T ′ and t ′ in order to account for the n-dependence of the
variables T and t. This is important since the above representation will be useful for deriving
a large n approximation for the moment generating function based on the Coulomb Fluid linear
statistics approach in Section III.
2 For the sake of brevity, instead of defining a new function, we write Mγ(T ′, t ′) in place of Mγ (nT ′,nt ′).
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For the sub-case NR > ND, we have from (31) that t is instead given by
t =
(1+ γ¯)(1+β )n
˜b
, (40)
where β = m
n
− 1. Hence equations (37)–(39) and the results of Sections III-V are valid for the
case NR > ND upon transforming t ′ and T ′ to t† and T † via
t ′ =: (1+β )t† (41)
and
T ′ =: (1+β )T † (42)
respectively. In this case, we may write T † in terms of the variable s as
T † =
t†
1+ cs
. (43)
II. PAINLEV ´E CHARACTERIZATION VIA THE LADDER OPERATOR
FRAMEWORK
Using the ladder operator framework, and treating T and t as independent variables, the result
below is proved in Appendix A. This gives a PDE satisfied by logMγ(T, t) in the variables T and
t.
Theorem 1. Let the quantity Hn(T, t) be defined through the Hankel determinant Dn(T, t) as
Hn(T, t) := (T ∂T + t∂t) logDn(T, t) (44)
= (T ∂T + t∂t) logMγ(T, t), (45)
where the second equality follows from (24). Then Hn(T, t) satisfies the following PDE:3:
Hn =−2(∂T Hn)(∂tHn)+(2n−Ns+α +T )∂T Hn+(2n+Ns +α + t)∂tHn
±A1(Hn)∓A2(Hn)−
[
(T ∂ 2T T + t∂ 2Tt)Hn
][
(T ∂ 2Tt + t∂ 2tt)Hn
]
+A1(Hn)A2(Hn)
2
[
T (∂T Hn)+ t(∂tHn)−Hn+n(n+α)
] ,
(46)
3 Dropping the T and t dependence notation for the sake of brevity.
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where
{A1(Hn)}2 =
(
(T ∂ 2TT + t∂ 2Tt)Hn
)2
+4
(
T (∂T Hn)+ t(∂tHn)−Hn+n(n+α)
)(
∂T Hn
)(
∂T Hn−Ns
)
, (47)
and
{A2(Hn)}2 =
(
(T ∂ 2Tt + t∂ 2tt)Hn
)2
+4
(
T (∂T Hn)+ t(∂tHn)−Hn+n(n+α)
)(
∂tHn
)(
∂tHn +Ns
)
. (48)
Remark 3. If Hn(T, t) is a function of T only, i.e., Hn(T, t) =Yn(T ), then the PDE (46) reduces to
the Jimbo-Miwa-Okamoto σ -form29 associated with Painleve´ V:
(
TYn′′
)2
=
(
Yn−TYn′+2(Yn′)2 +(ν0 +ν1 +ν2 +ν3)Yn′
)2
−4(ν0 +Yn′)(ν1 +Yn′)(ν2 +Yn′)(ν3 +Yn′),
where ′ denotes differentiation with T , and
ν0 = 0, ν1 =−n−α, ν2 =−n, ν3 =−Ns.
Such a reduction can be obtained from a t → ∞ limit in (21).
Remark 4. A similar reduction can be found when Hn(T, t) is a function of t only, i.e., Hn(T, t) =
Yn(t), which is a σ−form of Painleve´ V with parameters
ν0 = 0, ν1 =−n−α, ν2 =−n, ν3 = Ns.
This can be obtained from a T → ∞ limit in (21).
With a change of variables the PDE, equation (46), can be converted into a form which will be
convenient for the later computation of cumulants. Specifically, let
T =
v
1+ cs
, (49)
t = v. (50)
Under this transformation, Hn(T, t) becomes Hn
(
v
1+cs ,v
)
, which we write as Hn(s,v) for the sake
of brevity. Hence,
Hn(s,v) = v∂v logMγ(s,v). (51)
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We have that v = t and s = 1
c
( tT −1) and consequently,
∂
∂T =−
(1+ cs)2
vc
∂
∂ s , (52)
∂
∂ t =
(1+ cs)
vc
∂
∂ s +
∂
∂v . (53)
Under the change of variables, the original PDE (46) becomes the following PDE in the variables
(s,v):
Hn = 2
(1+ cs)2
vc
(
∂sHn
)(
∂vHn
)
+
2(1+ cs)3
(vc)2
(
∂sHn
)2
+(2n+Ns+α + v)
(
∂vHn
)
+2Ns
(1+ cs)
vc
(
∂sHn
)
− (2n−Ns+α)s(1+ cs)
v
(
∂sHn
)
±A∗1(Hn)∓A∗2(Hn)
−
A∗1(Hn)A∗2(Hn)(vc)2− (1+ cs)2
[
(v∂ 2vs−∂s)Hn
][
(1+ cs)
(
v∂ 2vs−∂s
)
Hn + v2c
(
∂ 2vvHn
)]
2(vc)2
[
v(∂vHn)−Hn+n(n+α)
] ,
(54)
where A∗1(Hn) and A∗2(Hn) obtained from a corresponding transformation are
(vc)2A∗1(Hn)2 = (1+ cs)4
[(
v∂ 2vs−∂s
)
Hn
]2
+4(1+ cs)2
[
v
(
∂vHn
)−Hn+n(n+α)
][
∂sHn
][
(1+ cs)2
(
∂sHn
)
+Nsvc
]
,
(55)
and
(vc)2A∗2(Hn)2 =
[
(1+ cs)
(
v∂ 2vs−∂s
)
Hn + v2c
(
∂ 2vvHn
)]2
+4
[
v
(
∂vHn
)−Hn+n(n+α)
][(
(1+ cs)∂s + vc∂v
)
Hn
]
×
[(
(1+ cs)∂s + vc∂v
)
Hn +Nsvc
]
. (56)
We note that in the PDE (54), the only higher order derivatives are the mixed derivatives with
respect to s and v, and second order derivatives with respect to v.
It is of interest to note that the Hankel determinant in (21) or (24) has the following asymptotic
forms:
lim
T→∞
(
T nNsDn[wAF(·,T, t)]
)
= Dn[wdLag(·, t,α,Ns)], (57)
lim
t→∞
(
t−nNsDn[wAF(·,T, t)]
)
= Dn[wdLag(·,T,α,−Ns)], (58)
14
where the generating weight is the “first-time” deformation of the Laguerre weight
wdLag(x,T,α,Ns) = xαe−x(x+T )Ns. (59)
In previous work by the authors,13 the Hankel determinant Dn[wdLag(·,T,α,Ns)] was shown to
arise in the analysis of the moment generating function of the single-user MIMO channel capacity,
and was shown to involve a Painleve´ V differential equation.
III. COULOMB FLUID METHOD FOR LARGE n ANALYSIS
In this section, we make use of the Coulomb Fluid method, which is particularly convenient
when the size of the matrix n is large, to describe the MIMO-AF problem. The idea is to treat
the eigenvalues as identically charged particles, with logarithmic repulsion, and held together by
an external potential. When n, in this context the number of particles, is large, this assembly
is regarded as a continuous fluid, first put forward by Dyson,22–24 where the eigenvalues were
supported on the unit circle. For a detailed description of cases where the charged particles are
supported on the line, see Refs. 33, 21 and 25.
An extension of the methodology to the study of linear statistics, namely, the sum of functions
of the eigenvalues of the form
n
∑
j=1
f (x j),
can be found in Ref. 21 and will be used extensively in this paper. The main benefit of this
approach, based on singular integral equations, is that it leads to relatively simple expressions for
characterizing our moment generating function.
In Section III A, for completeness, we give a brief overview of the key elements of the Coulomb
Fluid method, following Refs. 33, 21, 13 and 25. In Section III B, we compute explicit solutions
for the key quantities of interest in the Coulomb Fluid framework. Subsequently, in Section III C,
we combine our Coulomb Fluid results with either (11) or (12) to directly yield analytical approx-
imations for the SER of the MIMO-AF scheme under consideration. Quite remarkably, these are
shown to be extremely accurate, even for very small dimensions. Similar accuracy is demonstrated
in Section III D for SNR cumulant approximations obtained from the Coulomb Fluid results.
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A. Preliminaries of the Coulomb Fluid Method
We start by considering the ratio in the moment generating function expression (37), noting
that it is of the form
Zn(T ′, t ′)
Zn(t ′, t ′)
= e−
[
Fn(T ′,t ′)−Fn(t ′,t ′)
]
, (60)
where
Zn(T ′, t ′) :=
1
n!
∫
[0,∞)n
exp
[
−Φ(x1, . . . ,xn)−
n
∑
j=1
f (x j,T ′, t ′)
]
n
∏
l=1
dxl (61)
Φ(x1, . . . ,xn) :=−2 ∑
1≤ j<k≤n
log |x j− xk|+n
n
∑
j=1
v0(x j) (62)
and Fn :=− logZn is known as the free energy.
This expression embraces the moment generating function expression (37) with appropriate
selection of the functions v0(x) and f (x,T ′, t ′). A key motivation for writing our problem in this
form is that it admits a very intuitive interpretation in terms of statistical physics, as originally
observed by Dyson (see Refs. 22–24). Specifically, if the eigenvalues x1, . . . ,xn are interpreted
as the positions of n identically charged particles, then Φ(x1, . . . ,xn) is recognized as the total
energy of the repelling charged particles, which are confined by the external potential nv0(x). The
function f (x,T ′, t ′) acts as a perturbation to the system, resulting in a modification to the external
potential. The quantity Fn(T ′, t ′) may be interpreted as the free energy of the system under an
external perturbation f (x,T ′, t ′), with Fn(t ′, t ′) the free energy of the unperturbed system.
For sufficiently large n, the system of particles, following Dyson, may be approximated as a
continuous fluid where techniques of macroscopic physics and electrostatics can be applied. For
large n we expect the external potential nv0(x) to be strong enough to overcome the logarithmic
repulsion between the particles (or eigenvalues), and hence the particles or fluid will be confined
within a finite interval to be determined through a minimization process. For this continuous fluid,
we introduce a macroscopic density σ(x)dx, referred to as the equilibrium density. Since v0(x) is
convex for x ∈ R, this density is supported on a single interval denoted by (a,b), to be determined
later (see Ref. 33 for a detailed explanation). The equilibrium density is obtained by minimizing
the free-energy functional:
Fn(T ′, t ′) :=
b∫
a
σ(x)
(
n2v0(x)+n f (x,T ′, t ′)
)
dx−n2
b∫
a
b∫
a
σ(x) log |x− y|σ(y)dxdy, (63)
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subject to
b∫
a
σ(x)dx = 1. (64)
With Frostman’s Lemma,42 (p. 65) the minimizing σ(x)dx can be characterized through the inte-
gral equation
n2v0(x)+n f (x,T ′, t ′)−2n2
b∫
a
log |x− y|σ(y)dy = A, (65)
where x ∈ [a,b] and A is the Lagrange multiplier for the normalization condition (64), which can
be interpreted as the chemical potential of the fluid.25,33 Noting that the integral equation above
has a logarithmic kernel, taking a derivative with respect to x ∈ (a,b) converts it into a singular
integral equation of the form
v0
′(x)+
f ′(x,T ′, t ′)
n
= 2P
b∫
a
σ(y)
x− ydy, (66)
where P denotes Cauchy principal value.
Noting the structure (in n) of the left-hand side of (66), it is clear that σ(·) must take the general
form:
σ(x) = σ0(x)+
σc(x,T ′, t ′)
n
, (67)
where σ0(x)dx is the density of the original system in the absence of any perturbation, while
σc(x,T ′, t ′) represents the deformation of σ0(x) caused by f (x,T ′, t ′). Furthermore, to satisfy
(64), we have
b∫
a
σ0(x)dx = 1,
b∫
a
σc(x,T ′, t ′)dx = 0. (68)
Substituting (67) into (66), and comparing orders of n, we see that σ0(x) solves
v0
′(x) = 2P
b∫
a
σ0(y)
x− y dy, (69)
and σc(x,T ′, t ′) solves
f ′(x,T ′, t ′) = 2P
b∫
a
σc(y,T ′, t ′)
x− y dy. (70)
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Following Ref. 33, where the choice for the solution for σ0 has been extensively discussed based
on the theory described in Ref. 43; the solution to (69) subject to the boundary condition σ0(a) =
σ0(b) = 0 reads
σ0(x) =
√
(b− x)(x−a)
2pi2
b∫
a
v′0(x)− v′0(y)
(x− y)√(b− y)(y−a)dy, (71)
together with a supplementary condition,
b∫
a
v′0(x)√
(b− x)(x−a)dx = 0. (72)
The solution to (70) subject to
b∫
a
σc(x,T ′, t ′)dx = 0 is
σc(x,T ′, t ′) =
1
2pi2
√
(b− x)(x−a)P
b∫
a
√
(b− y)(y−a)
y− x f
′(y,T ′, t ′)dy. (73)
Finally, the normalization condition (64) becomes
b∫
a
xv′0(x)√
(b− x)(x−a)dx = 2pi . (74)
The end points of the support of the density σ0(x), a, and b, are determined by (72) and (74), and
will depend on parameters associated with v0. For a description see Ref. 33. (We mention here a
related problem, namely, the probability that there is a gap in the spectrum of the random matrix,
has been studied using the Coulomb Fluid approach in Refs. 44 and 45.)
With the above results, for sufficiently large n, we may approximate the ratio (60) as (see
Ref. 21 for more details)
Zn(T ′, t ′)
Zn(t ′, t ′)
≈ exp
(
−SAF2 (T ′, t ′)−nSAF1 (T ′, t ′)
)
, (75)
where
SAF1 (T ′, t ′) =
b∫
a
σ0(x) f (x,T ′, t ′)dx, (76)
SAF2 (T ′, t ′) =
1
2
b∫
a
σc(x,T ′, t ′) f (x,T ′, t ′)dx. (77)
In the sequel, we will find explicit solutions for these quantities.
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B. Coulomb Fluid Calculations for the SNR Moment Generating Function
Using (75), the moment generating function Mγ(T ′, t ′) in (37) takes the form
Mγ(T ′, t ′) =
(
T ′
t ′
)nNs Zn(T ′, t ′)
Zn(t ′, t ′)
,
≈ exp
(
−SAF2 (T ′, t ′)−n
[
SAF1 (T ′, t ′)−Ns log
(
T ′
t ′
)])
, (78)
for which, comparing (38) and (39) with (61) and (62), the functions v0(x) and f (x,T ′, t ′) are
identified as
v0(x) := x−β logx, (79)
f (x,T ′, t ′) := Ns log
(
T ′+ x
t ′+ x
)
, (80)
where v0(x) given by (79) is convex.
From here, the l-th cumulant can be extracted from the formula
κl = c
l
(
T ′2
t ′
d
dT ′
)l
logMγ(T ′, t ′)
∣∣∣∣
T ′=t ′
. (81)
The objective of the subsequent analysis is to evaluate the quantities SAF1 and SAF2 . As we shall see,
we will need to solve numerous integrals which are not readily available. Thus, to aid the reader,
we have compiled these integrals in Appendix B.
We start by considering the end points of the support a and b. These are determined by equa-
tions (72) and (74). With the integral identities (B1)-(B3) in Appendix B, we obtain, after a few
easy steps,
ab = β 2,
a+b = 2(2+β ),
(82)
which leads to
a = 2+β −2√1+β ,
b = 2+β +2√1+β . (83)
The limiting density σ0(x) in (71) can be computed using the integral identity (B2) as
σ0(x) =
√
(b− x)(x−a)
2pix
, x ∈ (a,b), (84)
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which is the Marcˆenko-Pastur law.13,46,47 Meanwhile, with the aid of the integral identity (B4) in
Appendix B, σc(x,T ′, t ′) given by (73) reads
σc(x,T ′, t ′) =
Ns
2pi
√
(b− x)(x−a)
(√
(T ′+a)(T ′+b)
x+T ′
−
√
(t ′+a)(t ′+b)
x+ t ′
)
.
(85)
Using σ0(x) and invoking the integral identities (B5)-(B7) in Appendix B, gives
SAF1 (T ′, t ′) =
Ns
2
(
t ′−T ′+
√
(T ′+a)(T ′+b)−
√
(t ′+a)(t ′+b)
)
+Ns(a+b) log
(√
T ′+a+
√
T ′+b√
t ′+a+
√
t ′+b
)
+
Ns
√
ab
2
log


(√
ab+
√
(t ′+a)(t ′+b)
)2
− t ′2(√
ab+
√
(T ′+a)(T ′+b)
)2
−T ′2


+
Ns(a+b)
4
log


(√
(t ′+a)(t ′+b)+ t ′
)2
−ab(√
(T ′+a)(T ′+b)+T ′
)2
−ab

+ Ns(a+b)4 log
(
T ′
t ′
)
.
(86)
Moreover, using σc(x,T ′, t ′) and invoking the integral identities (B2), (B8) and (B12) in Appendix
B gives
SAF2 (T ′, t ′) =
Ns2
2
log
(
4
√
(T ′+a)(T ′+b)
√
(t ′+a)(t ′+b)(√
(T ′+a)(T ′+b)+
√
(t ′+a)(t ′+b)
)2− (T ′− t ′)2
)
.
(87)
C. SER Performance Measure Analysis Based on Coulomb Fluid
Combining (78) with (83), (86), and (87) yields a closed-form asymptotic expression for the
moment generating function of the instantaneous SNR in (10). This, in turn, combined with either
(11) or (12), directly yields analytical approximations for the SER of the MIMO-AF scheme under
consideration. The accuracy of these approximations is confirmed in Fig. 1, where they are com-
pared with simulation results generated by numerically computing the exact SER via Monte Carlo
methods. Different antenna configurations are shown, as represented by the form (Ns,NR,ND).
The curves labeled “Coulomb (Exact SER)” were generated by substituting our Coulomb Fluid
approximation into the exact expression of the SER (11), whilst the curves labeled “Coulomb
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(Approx SER)” are generated by substituting our Coulomb Fluid approximation into the approxi-
mate expression for the SER (12).
From these curves, it is remarkable that the Coulomb Fluid based approximations, derived
under the assumption of large n, very accurately predict the SER even for small values of n. This
is evident, for example, by examining the set of curves corresponding to the configuration (2, 3,
2), for which n = 2. In fact, even for the extreme cases with n = 1, the Coulomb Fluid curves still
yield quite high accuracy.
We note that the results in Fig. 1 are representative of those presented previously in Ref. 7, Fig.
5. The key difference therein was that the analytic curves were based on substituting into either
(11) or (12) an equivalent determinant form of the moment generating function to that given in (25)
and (26). That representation, involving a determinant of a matrix with elements comprising sums
of Kummer functions, is far more complicated than the Coulomb Fluid representation, which is a
simple algebraic equation involving only elementary functions. The fact that the Coulomb Fluid
representation yields accurate approximations for the SER for small as well as large numbers of
antennas makes it a useful analytical tool for studying the performance of arbitrary MIMO-AF
systems.
D. Coulomb Fluid Analysis of Large n Cumulants of SNR
In this subsection we use the Coulomb Fluid results to study the asymptotic cumulants of the
SNR. We suppose β is fixed, and distinguish between two cases, β = 0 and β > 0.
1. Case 1: β = 0
Here NR = ND. Then from (83), a = 0 and b = 4, leading to
SAF1 (T ′, t ′)−Ns log
(
T ′
t ′
)
=
Ns
2
(
t ′−T ′+
√
T ′(T ′+4)−
√
t ′(t ′+4)
)
+2Ns log
(√
T ′t ′+
√
t ′(T ′+4)√
T ′t ′+
√
T ′(t ′+4)
)
, (88)
and
SAF2 (T ′, t ′) =
Ns2
2
log
(
2
√
T ′t ′
√
(T ′+4)(t ′+4)√
T ′t ′
√
(T ′+4)(t ′+4)+2T ′+2t ′+T ′t ′
)
. (89)
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FIG. 1. Illustration of the SER versus average received SNR (at relay) γ¯ ; comparison of analysis and
simulations. Each set of curves represents a specific antenna configuration of the form (Ns,NR,ND). For
configurations with Ns = 2, the full-rate Alamouti OSTBC is used (i.e., R = 1), whilst for Ns = 4, a rate 1/2
orthogonal design is employed (i.e., R = 1/2). In all cases, QPSK digital modulation is assumed, such that
M = 4. The relay power ˜b is assumed to scale with γ¯ by setting ˜b = γ¯.
From the closed-form approximation of the moment generating function (78) the cumulants
can be extracted using (81).
Alternatively, recall that the variable T ′ is related to s via
T ′ =
t ′
1+ cs
,
where c = γ¯/(RNs). Therefore we expand logMγ(t ′/(1+cs), t ′) obtained from the Coulomb Fluid
formalism (88) and (89) in a Taylor series about s = 0. From (78),
logMγ(t ′/(1+ cs), t ′) =
∞
∑
j=1
(−1) j s
j
j!κ j(t
′), (90)
where the first few cumulants are
κ1(t ′)
cNs
=
n
2
(
t ′+2−
√
t ′2 +4t ′
)
, (91)
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κ2(t ′)
c2Ns
=
Ns
(t ′+4)2
+n(t ′+1)−n
√
t ′2 +4t ′
(
1− 1
t ′+4
)
, (92)
κ3(t ′)
c3Ns
=
12Ns
(t ′+4)3
+n(3t ′+2)−n
√
t ′2 +4t ′
(
3− 4
t ′+4
− 2
(t ′+4)2
)
, (93)
κ4(t ′)
c4Ns
=
174Ns
(t ′+4)4
+6n(2t ′+1)−6n
√
t ′2 +4t ′
(
2− 3
t ′+4
− 2
(t ′+4)2
− 2
(t ′+4)3
)
,
(94)
κ5(t ′)
c5Ns
=
3120Ns
(t ′+4)5
+12n(5t ′+2)
−12n
√
t ′2 +4t ′
(
5− 8
t ′+4
− 6
(t ′+4)2
− 8
(t ′+4)3
− 10
(t ′+4)4
)
, (95)
and
κ6(t ′)
c6Ns
=
67440Ns
(t ′+4)6
+120n(3t ′+1)
−120n
√
t ′2 +4t ′
(
3− 5
t ′+4
− 4
(t ′+4)2
− 6
(t ′+4)3
− 10
(t ′+4)4
− 14
(t ′+4)5
)
.
(96)
2. Case 2: β > 0
In this case, the end points of the support, a and b, are given by (83). Hence, going through the
same process, the first five cumulants are
κCF1 (t
′)
cNs
=
n
2
(
t ′+2+β −
√
(t ′+β )2 +4t ′
)
, (97)
κCF2 (t
′)
c2Ns
=
Ns(1+β )t ′2(
(t ′+β )2 +4t ′)2 +n
(
t ′+1+ β
2
)
−n
√
(t ′+β )2 +4t ′

1− 1
2
β 2 +(β +2)t ′(
(t ′+β )2 +4t ′
)

 ,
(98)
κCF3 (t
′)
c3Ns
=
6Ns(1+β )(β 2 +(β +2)t ′)t ′2(
(t ′+β )2 +4t ′)3 +n
(
3t ′+β +2)
−n
√
(t ′+β )2 +4t ′
(
3− 2
(
1+β +β 2 +(β +2)t ′)
(t ′+β )2 +4t ′ +
2
(β 3 +β 2 +2(β +1)(β +2)t ′)(
(t ′+β )2 +4t ′)2
)
,
(99)
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κCF4 (t
′)
c4Ns
=
36Nst ′2 (1+β )
((β 2 + 296 β + 296 )t ′2 +2β 2 (β +2) t ′+β 4)(
(t ′+β )2 +4t ′)4 +3n
(
4t ′+β +2)
−3n
√
(t ′+β )2 +4t ′
(
1+ 3t
′ (t ′+2+β )
(t ′+β )2 +4t ′ +
2t ′2 (t ′−3−3β )(
(t ′+β )2 +4t ′)2
−
2t ′3
(
t ′2 +(3+β )t ′−2−3β
)
(
(t ′+β )2 +4t ′)3
)
, (100)
and
κCF5 (t
′)
c5Ns
=
240Nst ′2(1+β )
((β 2 + 132 β + 132 ) t ′2 +2β 2 (2+β ) t ′+β 4)((2+β ) t ′+β 2)(
(t ′+β )2 +4t ′)5
+12n
(
5t ′+β +2)
−12n
√
(t ′+β )2 +4t ′
(
1+
4t ′ (11t ′−4β −8)
(t ′+β )2 +4t ′ −
4t ′2
(
5t ′2 +2(5β +49)t ′−37(β +1)
)
(
(t ′+β )2 +4t ′)2
−
2t ′3
(
10t ′2 +12(β +4)t ′2−3(125β +334)t ′+348β +232
)
(
(t ′+β )2 +4t ′)3
+
10t ′4
(
28t ′3 +3(12β +23)t ′2−2(135β +242)t ′+158β +79
)
(
(t ′+β )2 +4t ′)4
−
280u5
(
2t ′3 +(3β +4)t ′(t ′−4)+5β +2
)
(
(t ′+β )2 +4t ′)5
)
. (101)
The accuracy of these approximations is demonstrated in Fig.2, where they are compared with
simulation results generated by numerically computing the exact cumulants via Monte Carlo
methods. As before, different antenna configurations are shown, as represented by the form
(Ns,NR,ND). From these curves, the accuracy of our Coulomb Fluid based approximations is
quite remarkable, even for small values of n.
We note that exact expressions for κ1 and κ2 (i.e., the mean and variance) were derived pre-
viously in Ref. 7, Corollaries 1 and 2, and these were expressed in terms of summations of de-
terminants (for the mean) as well as a rank-3 tensor (for the variance), each involving Kummer
functions. Such results are obviously far more complicated than the Coulomb fluid based cumulant
expressions in (97)–(99), which involve just very simple algebraic functions.
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FIG. 2. Illustration of the mean κ1, variance κ2, and third cumulant κ3 of the received SNR at the destination
γ , as a function of the average received SNR at the relay γ¯ . In each case, the simulated cumulants are
compared with those obtained based on the Coulomb fluid approximation. As in Fig. 1, each set of curves
represents a specific antenna configuration of the form (Ns,NR,ND). For configurations with Ns = 2, the
full-rate Alamouti OSTBC is used (i.e., R = 1), whilst for Ns = 4, a rate 1/2 orthogonal design is employed
(i.e., R = 1/2). The relay power ˜b is assumed to scale with γ¯ by setting ˜b = γ¯ .
IV. POWER SERIES EXPANSION FOR Hn(s,v)
In this section we seek power series solutions for (54), to determine the cumulants. We begin
by removing the square roots of the PDE and arrive at the following lemma.
Lemma 1. Let
K := 2
(
v(∂vHn)−Hn +n(n+α)
)
, (102)
and
L := K
[
Hn−2(1+ cs)
2
vc
(
∂sHn
)(
∂vHn
)
− 2(1+ cs)
3
(vc)2
(
∂sHn
)2
−(2n+Ns +α + v)∂vHn−2Ns (1+ cs)
vc
∂sHn +(2n−Ns +α)s(1+ cs)
v
∂sHn
]
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−(1+ cs)
2
(vc)2
[
(v∂ 2vs−∂s)Hn
][
(1+ cs)
(
v∂ 2vs−∂s
)
Hn + v2c
(
∂ 2vvHn
)]
, (103)
then the PDE (54) may be rewritten in an equivalent square-root-free form, as
4K2A21
(
L+A22
)2
=
(
L2 +K2(A21−A22)−A21A22
)2
, (104)
where A1 and A2 are given by (55) and (56) respectively.
Now, recall from (51) that the function Hn(s,v) is related to the moment generating function
(21) through
Hn(s,v) = v∂v logMγ(s,v), (105)
and note that the logarithm of the moment generating function has the expansion,
logMγ(s,v) =
∞
∑
j=1
(−1) j κ j(v)j! s
j, (106)
where κ j(v) is the jth cumulant. Note that for the sake of brevity we write Mγ(s,v) in place of
Mγ
(
v
1+cs ,v
)
. Consequently, from (105), Hn(s,v) has the following expansion in s,
Hn(s,v) = v
∞
∑
j=1
(−1) jc jNs
a′j(v)
j! s
j, (107)
where ′ denotes differentiation with respect to v, and a j(v) is related to the jth cumulant κ j(v) by
4
a j(v)c jNs = κ j(v). (108)
A. Analysis of κ1
In this subsection, the computation of the mean κ1 is presented. To this end, upon substituting
(107) into the PDE (104), keeping the lowest power of s in the resulting expansion gives a highly
nonlinear ODE expressed in the factored form
Ψ(1)1 Ψ
(1)
2 = 0, (109)
where
Ψ(1)1 :=
(
a′′1(v)
)2[Ns2v2
4
(
a′′1(v)
)2
+n(n+α)
(
Ns2
(
a′1(v)
)2−Ns2 (a′1(v))−n(n+α)
)]
, (110)
4 We introduce a j in order to make a clearer comparison to the Coulomb Fluid model and7 without having to exactly
specify a value for the constant c, since it falls out of the subsequent expansion.
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and
Ψ(1)2 :=
[
v2
(
a′′′1 (v)
)
+ v
(
a′′1(v)
)
+4n(n+α)
(
a′1(v)−
1
2
)]2
−(2n+ v+α)2
[
v2
(
a′′1(v)
)2
+4n(n+α)
(
a′1(v)
)(
a′1(v)−1
)]
. (111)
Hence, (109) is equivalent to either Ψ(1)1 = 0 or Ψ
(1)
2 = 0.
The ODE Ψ(1)1 = 0 has two types of solutions, the first of the form a1(v) = c1v+ c2 where
c1 and c2 are constants to be determined. The second is more complicated but can be succinctly
written as
a1(v) = f (c1,Ns,n,α) vsin
(
2
√
n
√
n+α logv
)
+g(c1,Ns,n,α) vcos
(
2
√
n
√
n+α logv
)
+ c2 +
v
2
, (112)
where c1 and c2 are integration constants, and f and g are algebraic functions (we omit these for
brevity).
Whilst these are valid mathematical solutions, it is clear that by taking n large, they differ
drastically from that predicted by the Coulomb Fluid method and, for small n, they differ with
the solutions obtained in Ref. 7. This suggests that these are not the solutions of interest to our
problem; thus, we set them aside and henceforth focus on Ψ(1)2 = 0.
It becomes evident at this point that we require initial conditions for the cumulants κ j(v)/(c jNs),
since the PDE (104) gives rise to a system of ODEs satisfied by κ j(v)/(c jNs). However, (104) is
not supplemented by any initial conditions from which one deduces the initial conditions at t ′ = 0
of the system of ODEs.
As we shall see, results from the Coulomb Fluid analysis (97)-(99) are crucial, as these will
specify initial conditions at t ′ = 0. Consequently, the Coulomb Fluid results are in fact leading
order approximations to the exact results. Without the Coulomb Fluid analysis, each cumulant
κ j(v)/(c jNs) would carry unknown constants of integration.
We now examine the equation Ψ(1)2 = 0 in the large n region, which leads to an asymptotic
characterization of a1(v) and thus κ1. To proceed, we scale the variable v by v = nt ′. Also, note
that α = n(m/n−1)≡ nβ . We find that a1(t ′) satisfies the following ODE:
0 =
[
t ′2
n
(
a′′′1 (t
′)
)
+
t ′
n
(
a′′1(t
′)
)
+2n(1+β )(2a′1(t ′)−n)
]2
−(t ′+2+β )2
[
t ′2
(
a′′1(t
′)
)2
+4n2(1+β )(a′1(t ′))(a′1(t ′)−n)
]
.
(113)
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For large n, keeping the leading order term, we arrive at(
da1
dt ′ −
n
2
)2
=
n2(t ′+2+β )2
4(t ′+β )2 +16t ′ , (114)
whose solutions are
a1(t
′) =
n
2
(
t ′±
√
(t ′+β )2 +4t ′
)
+C1
where C1 is a constant of integration. We retain the solution that is bounded as t ′→ ∞,
a1(t
′) =
n
2
(
t ′−
√
(t ′+β )2 +4t ′
)
+C1. (115)
Comparing this with the corresponding result (97) obtained from the Coulomb fluid approxima-
tion, we see that κCF1 (0) = cNsn, which suggests a1(0) = n and hence C1 = n(1+β/2). Therefore,
the first cumulant κ1 to O(n) becomes
κLarge n1 (t
′)
cNs
= a1(t
′)
=
n
2
(
2+β + t ′−
√
(t ′+β )2 +4t ′
)
. (116)
B. Analysis of κ2
Having characterized κ1, we now turn to the variance κ2. To this end, equating the coefficients
of the next lowest power of s to zero in the expansion of the PDE (104), results in an ODE which
can be factored into the following form
Ψ(1)1
(
Ψ(2)1 +Ψ
(2)
2 +Ψ
(2)
3
)
= 0. (117)
The ODE Ψ(1)1 = 0, makes a reappearance, which we set aside, leaving the ODE
Ψ(2)1 +Ψ
(2)
2 +Ψ
(2)
3 = 0, (118)
where Ψ(2)1 , Ψ
(2)
2 and Ψ
(2)
3 are given by
Ψ(2)1
2Ns
= 8v2
(
a1
′− 12
)(
v2 (2n− v+α)(a1′′)2 +(2n+ v+α)n(n+α)a1′ (a1′− 1))a1′′′
−v4 (2n+ v+α)(a1′′)4 + 2v3 (2n− v+α)
(
a1
′− 1
2
)(
a1
′′)3
−v2
[(
(2n+ v+α)
(
(α + v)(α− v)+ 20n(n+α))− 16n(n+α)(2n+α))(a1′)(a1′− 1)
−n(n+α)(2n− 3v+α)
](
a1
′′)2
+8(2n+ v+α)n(n+α)a1′
(
a1
′− 1)
×
[
v
(
a1
′− 1
2
)
a1
′′+
(
(v+α)2 + 4vn
)
a1
′(1− a1′)+ n(n+α)
]
, (119)
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Ψ(2)2 =
[
2v4 (2n(n+α)− 1)(a1′′)2− v3(va2′′′ + 8n(n+α)(a2′− 1))a1′′
+4v2n(n+α)
(
v
(
a1
′− 1
2
)
a2
′′+
(
(v+α)(2n+ v+α)+ 2n(4n+α− 1)
)(
a1
′)(a1′− 1)
+n(n+α)+
(
a2
′− 1)a1′− 12 a2′
)]
a1
′′′+ 4v3
(
n(n+α)− 1
2
)(
a1
′′)3− v4a′′′2 (a′′1)2
+v2
[
v(2n+ v+α)2 a2′′− 2
((
4(2n+ v+α)2− 8n(n+α)
)
n(n+α)− v(2n+α)−α2
)
a1
′
−
(
12n(n+α)+ 2vn+(v+α)α
)
a2
′+ 4n(n+α)
(
(2n+ v+α)2− 2n(n+α)+ 3
)](
a1
′′)2
−4n(n+α)v2a′′1
(
a′1−
1
2
)(
va′′′2 − a′′2
)− 12vn2(n+α)2a′′1 , (120)
and
Ψ(2)3
4n(n+α)
= v
[(
(2n+ v+α)2+ 4n(n+α)− 2
)(
a1
′)2−((2n+ v+α)2− 4n(n+α)+ 1
2
)
a2
′
+
((
2(2n+ v+α)2+ 1− 8n(n+α)
)
a2
′− 3(2n+ v+α)2+ 1+ 4n(n+α)
)
a1
′
]
a1
′′
+v
[(
4nv+(v+α)2
)(
a1
′)(1− a′1)+ n(n+α)
]
a2
′′
+
(
2nv+(v+α)α
)
a2
′(1− a′1)a′1
+
[
2(2n+ v+α)
(
2n+α− 2(2n+ v+α)n(n+α)
)
+8n(n+α)
(
2n(n+α)− 1)](a1′)2 (a′1− 1)
+2
(
(2n+ v+α)2− 4n(n+α)
)
n(n+α)
(
a1
′)2− 2n(n+α)(−1
2
a2
′+ n(n+α)
)
+2
(
6n(n+α)− (2n+ v+α)2− 1
)
n(n+α)a1
′. (121)
Clearly, Ψ(2)1 depends on a1 only, whilst Ψ
(2)
2 and Ψ
(2)
3 depend on both a1 and a2. To extract the
large n behavior of κ2, we replace v by nt ′ in (118) and make use of the large n formula for a1(t ′)
in (116), resulting to a highly non-linear ODE satisfied by a2(t ′). To proceed further, keeping the
highest powers of n, a first order equation is obtained for a2(t ′),
da2(t ′)
dt ′ = n−n
√
(t ′+β )2 +4t ′
[
t ′+β +2
(t ′+β )2 +4t ′ −
t ′(β +1)(
(t ′+β )2 +4t ′)2
]
−2Nst
′(β +1)(t ′−β )(t ′+β )(
(t ′+β )2 +4t ′)3 . (122)
Integrating this leads to an expression for a2(t ′) which, again yields an unknown integration
constant. This constant can be determined through a comparison with the Coulomb Fluid results
for κ2(t ′) in (98) at t ′ = 0, giving a2(0) = n.
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The above analysis gives the leading order characterization of the variance,
κLarge n2 (t
′)
c2Ns
= a2(t
′)
= n
(
t ′+1+ β
2
)
−n
√
(t ′+β )2 +4t ′

1− 1
2
β 2 +(β +2)t ′(
(t ′+β )2 +4t ′
)

+ Ns(1+β )t ′2(
(t ′+β )2 +4t ′)2 .
(123)
C. Beyond κ1 and κ2
The same procedure for computing κ1 and κ2 easily extends to higher cumulants. Here we give
the leading order formula for κ3, κ4 and κ5,
κLarge n3 (t
′)
c3Ns
= a3(t
′)
= n
(
3t ′+β + 2)+ 6Nst ′2(1+β )
(β 2 +(β + 2)t ′)(
(t ′+β )2 + 4t ′)3 ,
−n
√
(t ′+β )2 + 4t ′
[
3− 2
(
1+β +β 2 +(β + 2)t ′)
(t ′+β )2 + 4t ′ +
2
(β 3 +β 2 + 2(β + 1)(β + 2)t ′)(
(t ′+β )2 + 4t ′)2
]
(124)
κLarge n4 (t
′)
c4Ns
= a4(t
′)
=−3n
√
(t ′+β )2 + 4t ′
×

1+ 3t ′ (t ′+ 2+β )
(t ′+β )2 + 4t ′ +
2t ′2 (t ′− 3− 3β )(
(t ′+β )2 + 4t ′)2 −
2t ′3
(
t ′2 +(3+β )t ′− 2− 3β
)
(
(t ′+β )2 + 4t ′)3


+3n
(
4t ′+β + 2)+ 36Nst ′
2 (1+β )
((β 2 + 296 β + 296 ) t ′2 + 2β 2 (β + 2)t ′+β 4)(
(t ′+β )2 + 4t ′)4 , (125)
and
κLarge n5 (t
′)
c5Ns
= a5(t
′)
=−12n
√
(t ′+β )2 + 4t ′
[
1+ 4t
′ (11t ′− 4β − 8)
(t ′+β )2 + 4t ′ −
4t ′2
(
5t ′2 + 2(5β + 49)t ′− 37(β + 1)
)
(
(t ′+β )2 + 4t ′)2
−
2t ′3
(
10t ′2 + 12(β + 4)t ′2− 3(125β + 334)t ′+ 348β + 232
)
(
(t ′+β )2 + 4t ′)3
+
10t ′4
(
28t ′3 + 3(12β + 23)t ′2− 2(135β + 242)t ′+ 158β + 79
)
(
(t ′+β )2 + 4t ′)4
30
−
280u5
(
2t ′3 +(3β + 4)t ′(t ′− 4)+ 5β + 2
)
(
(t ′+β )2 + 4t ′)5
]
+ 12n
(
5t ′+β + 2)
+
240Nst ′2(1+β )
((β 2 + 132 β + 132 ) t ′2 + 2β 2 (2+β )t ′+β 4)((2+β )t ′+β 2)(
(t ′+β )2 + 4t ′)5 . (126)
D. Comparison of Cumulants obtained from ODEs with those Obtained from
Determinant Representation
This subsection serves as a check for consistency of our equations. For small values of n we
compute the Hankel determinant from the moments formula (26), since Dn(T, t)= det
(
µi+ j(T, t)
)n−1
i, j=0.
The moment generating function in s and t reads
Mγ(s, t) =
(
1
1+ cs
)nNs det(ci+ j(s, t))n−1
i, j=0
det
(
ci+ j(0, t)
)n−1
i, j=0
(127)
where
c j(s, t) := tα+ j+1Γ(α + j+1)
Ns∑
k=0
(
Ns
k
)
(cs)kU
(
α + j+1,α + j+2− k, t
1+ cs
)
,
(128)
which was derived in Ref. 7. For small fixed integer values of n and Ns, e.g., n = 2,3 and Ns = 10,
and n = 4,5 and Ns = 1, the above determinant can computed without much difficulty, from which
the cumulants follow. It can be seen that κ1(t)
cNs = a1(t) and
κ2(t)
c2Ns
= a2(t) obtained from (127),
satisfied third order ODEs for a1(t) given by (111) and a2(t) given by (118). Similar results hold
for the higher cumulants, which provide a consistency check.
V. LARGE n CORRECTIONS OF CUMULANTS OBTAINED FROM COULOMB
FLUID
We have shown that the PDE (104) satisfied by
Hn(s,v) = v∂v logMγ(s,v)
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may be used to generate a series of non-linear ODEs that are satisfied by the cumulants κ j(v).
Under a large n assumption, where v = nt ′, the first few of these ODEs are approximated as first
order ODEs for κLarge nl (t ′), whose solutions matched exactly with that obtained from the Coulomb
Fluid analysis for the cumulants κCFl (t ′).
We give a method in this section where the non-linear ODEs generated from the PDE (104) are
employed systematically to obtain “correction terms” to the Coulomb Fluid results.
A. Large n expansion of κ1
We assume the first cumulant or κ1 has the following large n expansion
a1(t
′) =
κ1(t ′)
cNs
= ne−1(t ′)+ e0(t ′)+
∞
∑
k=1
ek(t ′)
nk
. (129)
Substituting the above into (113), and setting the coefficients of n j to zero, a system of first order
ODEs for ek(t ′) is obtained. These are are solved successively starting from e−1(t ′), followed by
e0(t ′) and so on.
The expression for κLarge n1 (t ′) given by (97), gives rise to the initial conditions
e−1(0) = 1 and ek(0) = 0 for k = 0,1,2,3, . . . . (130)
As a result e−1(t ′) is found to satisfy the ODE(
de−1(t ′)
dt ′ −
n
2
)2
=
n2(t ′+2+β )2
4(t ′+β )2 +16t ′ , (131)
and has two solutions
e−1(t ′) =
1
2
(
2∓β + t ′±
√
(t ′+β )2 +4t ′
)
,
both satisfying the initial condition e1(0) = 1.
We retain the solution that is finite at infinity
e−1(t ′) =
1
2
(
2+β + t ′−
√
(t ′+β )2 +4t ′
)
, (132)
to match with that obtained from the Coulomb Fluid computation, namely, (97).
Continuing, we set the coefficient of n3 to zero, which implies,
de0
dt ′ = 0. (133)
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Setting the coefficient of n2 to zero gives rise to an ODE involving e′−1(t ′), e
′′
−1(t
′), e′′′−1(t
′), e′0(t
′)
and e′1(t ′). Simplifying, with e−1(t ′) given by (132) and e
′
0(t
′) given by (133), we find that e1(t ′)
satisfies: (
(t ′+β )2 +4t ′)7/2
t ′(1+β )
de1
dt ′ =−3t
′2− (β +2)t ′+2β 2. (134)
Setting the coefficient of the next lowest power of n to zero gives rise to an ODE involving e′−1(t ′),
e
′′
−1(t
′), e′′′−(t ′), e
′
0(t
′), e′′0(t
′), e′′′0 (t
′), e′1(t
′), and e′2(t ′). From the expression of e−1(t ′) and e′0(t ′)
given by (132) and (133) respectively, we find
de2
dt ′ = 0. (135)
Continue with this process, the next three terms e3(t ′), e4(t ′) and e5(t ′) are found to satisfy the
following equations: (
(t ′+β )2 +4t ′)13/2
t ′(1+β )
de3
dt ′ = l
(3)
1 (t
′), (136)
de4
dt ′ = 0, (137)(
(t ′+β )2 +4t ′)19/2
t ′(1+β )
de5
dt ′ = l
(5)
1 (t
′), (138)
where l(3)1 (t ′) and l
(5)
1 (t
′) are given by
l(3)1 (t
′) =−40t ′6−16(β +2)t ′5 +(149β 2−79β −79)t ′4 +(β +2)(145β 2−27β −27)t ′3
−(19β 2−236β −236)β 2t ′2 +37(β +2)β t ′−2β 6, (139)
l(5)1 (t
′) =−1260t ′10 +412(β +2) t ′9 +12(325β 2 −97β −97)t ′8
+8(β +2)(1999β 2 −516β −516)t ′7
−(7967β 4 −70762β 3 −61492β 2 +18540β +9270) t ′6
−(β +2)(23233β 4 −43750β 3 −41500β 2 +4500β +2250)t ′5
−2(4294β 4 +33485β 3 +10575β 2 −45820β −22910)β 2t ′4
+34(β +2)(107β 2 −695β −695)β 4t ′3 + (1717β 2 +10072β +10072)β 6t ′2
−217(β +2)β 8t ′+2β 10. (140)
Solving ODEs (133)–(138) with initial conditions ek(0) = 0, we obtain,
κ1(t ′)
cNs
=
κCF1 (t
′)
cNs
+(1+β )t ′2
√
(t ′+β )2 +4t ′
2
∑
k=0
A(1)2k+1(t
′)
n2k+1
+O
(
1
n7
)
, (141)
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where A(1)1 (t ′), A
(1)
3 (t
′) and A(1)5 (t ′) are given by
A(1)1 (t
′) =
1(
(t ′+β )2 +4t ′)3 , (142)
A(1)3 (t
′) =
1(
(t ′+β )2 +4t ′)4 +
7t ′(t ′−2β −4)(
(t ′+β )2 +4t ′)5 +
105t ′2(1+β )(
(t ′+β )2 +4t ′)6 , (143)
A(1)5 (t
′) =
1(
(t ′+β )2 +4t ′)5 +
2t ′(337t ′−38β −76)(
(t ′+β )2 +4t ′)6 −
33t ′2(15t ′2 +484t ′+60t ′β −106β −106)(
(t ′+β )2 +4t ′)7
2002t ′3(6t ′2 +52t ′+15t ′β −18β −12)(
(t ′+β )2 +4t ′)8 −
50050t ′4(t ′2 +4t ′+2t ′β −2β −1)(
(t ′+β )2 +4t ′)9 . (144)
B. Large n Expansion of κ2
In computing a series expansion for the variance, we proceed in a similar way as was just done
for the mean. First, we substitute the expansion for a1(t ′) from (141) and
a2(t
′) =
κ2(t ′)
c2Ns
= n f−1(t ′)+ f0(t ′)+
∞
∑
k=1
fk(t ′)
nk
, (145)
into (118). Equating the coefficients of nk to zero, a system of first order ODEs for fk(t ′) are found.
Comparing with the Coulomb Fluid results for κ2(t ′) in (98) gives rise to the initial conditions
f−1(0) = 1 and fk(0) = 0 for k = 0,1,2,3, . . . . (146)
In this case, setting the coefficient of n12 to 0 results in a first order ODE for f−1(t ′):
d f−1
dt ′ = 1−
(
t ′+β +2(
(t ′+β )2 +4t ′)1/2 −
2(β +1)t ′(
(t ′+β )2 +4t ′)3/2
)
. (147)
The solution of this, with the initial condition f−1(0) = 1, reads
f−1(t ′) =
(
t ′+1+ β
2
)
−
√
(t ′+β )2 +4t ′

1− 1
2
β 2 +(β +2)t ′(
(t ′+β )2 +4t ′
)

 . (148)
Continuing the process, we obtain an ODE for f0(t ′):
d f0
dt ′ =−
2Ns(β +1)t ′(t ′−β )(t ′+β )(
(t ′+β )2 +4t ′)3 . (149)
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The solution with the condition f0(0) = 0 reads
f0(t ′) = Ns(1+β )t
′2(
(t ′+β )2 +4t ′)2 , (150)
from which it can be immediately seen that
n f−1(t ′)+ f0(t ′) = κ
CF
2 (t
′)
c2Ns
,
and we recover κCF2 (t ′) found previously.
The ODEs satisfied by fk(t ′), k = 1,2,3,4 are reported in Appendix C, equations (C1)–(C4).
These will allow us to compute f j(t ′) with appropriate initial conditions.
Briefly, the idea is that to determine the ODE satisfied by the k-th correction term fk(t ′), for k
odd, the preceding 12(k+1) ODEs satisfied by f j(t ′), j =−1,1,3 . . . ,k are employed. For even k,
the previous k2 ODEs satisfied by f j(t ′), j = 0,2,4 . . . ,k are employed.
Going through the procedure described, we find that κ2(t ′) has the following large n expansion,
κ2(t ′)
c2Ns
=
κCF2 (t
′)
c2Ns
+(1+β )t ′2
√
(t ′+β )2 +4t ′
2
∑
k=1
A(2)2k−1(t
′)
n2k−1
+Ns(1+β )t ′2
2
∑
k=1
B(2)2k (t
′)
n2k
+O
(
1
n5
)
, (151)
where
A(2)1 (t
′) :=
3(
(t ′+β )2 +4t ′)3 −
5t ′(t ′+2+β )(
(t ′+β )2 +4t ′)4 , (152)
B(2)2 (t
′) :=
1(
(t ′+β )2 +4t ′)3 +
7t ′(t ′−2β −4)(
(t ′+β )2 +4t ′)4 +
104t ′2(1+β )(
(t ′+β )2 +4t ′)5 , (153)
A(2)3 (t
′) :=
3(
(t ′+β )2 +4t ′)4 +
7t ′(22t ′−9β −18)(
(t ′+β )2 +4t ′)5 −
21t ′2(9t ′2 +73t ′+9t ′β −49β −49)(
(t ′+β )2 +4t ′)6
+
1155t ′3(t ′2 +3t ′+ t ′β −3β −2)(
(t ′+β )2 +4t ′)7 , (154)
B(2)4 (t
′) :=
1(
(t ′+β )2 +4t ′)4 +
2t ′(337t ′−38β −76)(
(t ′+β )2 +4t ′)5
− t
′2(495t ′2 +15944t ′+1980t ′β −3496β −3496)(
(t ′+β )2 +4t ′)6
+
56t ′3(214t ′2 +1853t ′+535t ′β −642β −428)(
(t ′+β )2 +4t ′)7 −
49840t ′4(t ′2 +4t ′+2t ′β −2β −1)(
(t ′+β )2 +4t ′)8 .
(155)
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C. Beyond κ1 and κ2
The procedure adopted above for computing the large n expansion series for κ1(t ′) and κ2(t ′)
easily extends to the higher cumulants. By way of example, here we focus on the third cumulant
κ3. In this case, an asymptotic expansion for a3(t ′) is assumed,
a3(t
′) =
κ3(t ′)
c3Ns
= ng−1(t ′)+g0(t ′)+
∞
∑
k=1
gk(t ′)
nk
, (156)
along with the initial conditions,
g−1(0) = 2 and gk(0) = 0 for k = 0,1,2,3, . . . . (157)
In this case, we find that the large n expansion of the third cumulant reads
κ3(t ′)
c3Ns
=
κCF3 (t
′)
c3Ns
+(1+β )t ′2
√
(t ′+β )2 +4t ′
2
∑
k=1
A(3)2k−1(t
′)
n2k−1
+Ns(1+β )t ′2
2
∑
k=1
B(3)2k (t
′)
n2k
+O
(
1
n5
)
, (158)
where
A(3)1 (t
′) =
12(
(t ′+β )2 + 4t ′)3 −
10t ′(t ′+ 4β + 8)(
(t ′+β )2 + 4t ′)4 +
140t ′2(1+β )(
(t ′+β )2 + 4t ′)5
+Ns2
(
2t ′(t ′− 2β − 4)(
(t ′+β )2 + 4t ′)4 +
32t ′2(1+β )(
(t ′+β )2 + 4t ′)5
)
, (159)
B(3)2 (t
′) =
6(
(t ′+β )2 + 4t ′)3 +
6t ′(37t ′− 19β − 38)(
(t ′+β )2 + 4t ′)4 −
12t ′2(21t ′2 + 172t ′+ 21t ′β − 134β − 134)(
(t ′+β )2 + 4t ′)5
+
1560t ′3(t ′2 + 3t ′+ t ′β − 3β − 2)(
(t ′+β )2 + 4t ′)5 , (160)
A(3)3 (t
′) =
12(
(t ′+β )2 + 4t ′)4 +
42t ′(35t ′− 8β − 16)(
(t ′+β )2 + 4t ′)5 −
126t ′2(11t ′2 + 206t ′+ 26t ′β − 67β − 67)(
(t ′+β )2 + 4t ′)6
+
924t ′3(21t ′2 + 152t ′+ 45t ′β − 63β − 42)(
(t ′+β )2 + 4t ′)7 −
60060t ′4(t ′2 + 4t ′+ 2t ′β − 2β − 1)(
(t ′+β )2 + 4t ′)8
+Ns2
(
20t ′(12t ′−β − 2)(
(t ′+β )2 + 4t ′)5 −
36t ′2(5t ′2 + 166t ′+ 20t ′β − 34β − 34)(
(t ′+β )2 + 4t ′)6
+
12t ′3(378t ′2 + 3317t ′+ 945t ′β − 1134β− 756)(
(t ′+β )2 + 4t ′)7 −
19392t ′4(t ′2 + 4t ′+ 2t ′β − 2β − 1)(
(t ′+β )2 + 4t ′)8
)
,
(161)
B(3)4 (t
′)
6 =
1(
(t ′+β )2 + 4t ′)4 +
t ′(1199t ′− 97β − 194)(
(t ′+β )2 + 4t ′)5 +
t ′2(3074t ′2− 42140t ′− 5340t ′β + 6004β + 6004)(
(t ′+β )2 + 4t ′)6
36
− t
′3(4455t ′3 + 40366t ′2− 460496t ′+ 4455t ′2β − 130120t ′β + 94380β + 62920)(
(t ′+β )2 + 4t ′)7
+
28t ′4(2247t ′3 + 4309t ′2− 71182t ′+ 2247t ′2β − 32965t ′β + 19104β + 9552)(
(t ′+β )2 + 4t ′)8
−199360t
′5(t ′3− 15t ′+ t ′2β − 10t ′β + 5β + 2)(
(t ′+β )2 + 4t ′)9 . (162)
For ease of reference, the ODEs satisfied by gk(t ′), k = 1,2,3,4, are placed in Appendix C,
equations (C9)–(C12)
In summary, this entire section has shown that by expanding the cumulants κ1(t ′), κ2(t ′) and
κ3(t ′) into asymptotic series in n, the Coulomb Fluid results are recovered as the leading order
contributions in the large n scenario. It is also seen that, by examining the finite-n correction terms
for each cumulant, no terms of O(n2) or higher are present within the expansions.
VI. ASYMPTOTIC PERFORMANCE ANALYSIS BASED ON COULOMB FLUID
In this section, we return to the analysis of the moment generating function, and consider
the high SNR scenario (i.e., as γ¯ → ∞). To this end, we will study the Coulomb Fluid based
approximation derived in Section III (to be complemented in Section VII through analysis based
on Painleve´ equations), where the variables T ′ and t ′ are taken to be dependent on γ¯, namely,
T ′(s, γ¯) = t
′(γ¯)
1+ γ¯sRNs
, t ′(γ¯) = 1
n
(1+ γ¯)NR
˜b
, where ˜b := νγ¯ . (163)
Note that as γ¯ → ∞,
t ′(γ¯)−→ NR
nν
.
To obtain the desired high SNR expansion, we compute the moment generating function Mγ as
s → ∞ and γ¯ → ∞. The Coulomb Fluid based representation (78), when expressed in terms of
T ′(s, γ¯) and NR
nν reads
Mγ(s)≈ exp
(
−SAF2
(
T ′(s, γ¯), NR
nν
)
−n
[
SAF1
(
T ′(s, γ¯), NR
nν
)
−Ns log
(
nνT ′(s, γ¯)
NR
)])
,
(164)
where SAF1 and SAF2 are given by (86) and (87) respectively. Our goal is to compute the expansion
of Mγ(s) as s → ∞ and γ¯ → ∞, which turns out to be an expansion in (γ¯s)−1. It turns out that the
cases β = 0 and β 6= 0 behave fundamentally differently, and as such, these are treated separately.
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A. The Case of β = 0
With β = 0, we have NR = n. An easy computation shows that Mγ admits the following
expansion:
Mγ(s) =
∞
∑
ℓ=0
Aℓ
(γ¯s)d+ℓ/2
, (165)
where A0, A1, A2, A3, . . . are constants independent of s and γ¯ . The leading exponent d is given by
d = Ns
(
n− Ns
4
)
(166)
whilst the first few Aℓ are
A0 =
(
RNs
ν
)Ns(n−Ns/4) (1+√1+ 4ν)2nNs
4Ns(n+Ns/4)(1+ 4ν)
Ns2
4
exp
(
−nNs
2ν
(
1−√1+ 4ν
))
, (167)
√
ν
RNs
A1 = A0
Ns
2
(
Ns
√
1+ 4ν− 4n
)
, (168)√
ν
RNs
A2 =
A1
8
[
2Ns
(
Ns
√
1+ 4ν− 4n
)
− Ns(1+ 4ν)+ 8n(2ν− 1)(
Ns
√
1+ 4ν− 4n)
]
, (169)
√
ν
RNs
A3 =
A2
6
[
Ns
(
Ns
√
1+ 4ν− 4n
)
−
√
1+ 4ν
+
[
32Nsn2− 8n(2Ns2 + 1)(2ν− 1)− 3Ns(1+ 4ν)
]√
1+ 4ν
2Ns
(
Ns
√
1+ 4ν− 4n)2−Ns(1+ 4ν)− 8n(2ν− 1)
−
32n
[
Ns2
4 (1+ 4ν)− 2nNs(2ν − 1)− 3ν + 14
]
2Ns
(
Ns
√
1+ 4ν− 4n)2−Ns(1+ 4ν)− 8n(2ν− 1)
]
. (170)
We have refrained from presenting Ak,k ≥ 4, as these are rather long.
Remark 5. For the special case ˜b= γ¯ or ν = 1, implying equal relay and source power, A0 reduces
to the remarkably simple formula:
A0 =
(RNs)Ns(n−
Ns
4 )ϕ2Nsn
20
Ns2
4
exp
(
Nsn
ϕ
)
, (171)
where ϕ = (1+
√
5)/2 is the Golden ratio.
1. High SNR Analysis of the Symbol Error Rate (SER)
Based on (11), the SER of MPSK modulation can be expanded at high SNR using (165), re-
sulting in
PMPSK =
1
pi
∞
∑
ℓ=0
Aℓ
(γ¯gMPSK)d+ℓ/2
Id,ℓ(Θ) (172)
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where
Id,ℓ(Θ) =
Θ∫
0
sin2d+ℓ θdθ . (173)
Considering the first order expansion, following Ref. 48, we may write
PMPSK =
(
Gaγ¯
)−Gd
+o
(
γ¯−Gd
)
, (174)
where we identify
Gd = Ns
(
n− Ns
4
)
(175)
as the so-called diversity order, and identify the factor
Ga = gMPSK
(
A0IGd ,0(Θ)
pi
)− 1Gd (176)
as the so-called array gain (or coding gain). We note that the result for Gd above is consistent with
a previous result obtained via a different method in Ref. 8, whilst the expression for Ga appears
new.
Whilst it appears that a closed-form solution for the integral (173) is not forthcoming in general
(though it can be easily evaluated numerically), such a solution does exist for the important special
case of BPSK modulation, for which M = 2. In this case we have the particularization, Θ = pi/2,
for which Ref. 49 gives
Id,ℓ(pi/2) =
√
pi
2
Γ(d+ ℓ/2+1/2)
Γ(d+ ℓ/2+1) . (177)
Hence, using (176), Ga admits the simplified form
Ga =
(
A0
2
√
pi
Γ(Gd +1/2)
Γ(Gd +1)
)− 1Gd
. (178)
The high SNR results above are illustrated in Fig. 3. The “Simulation” curves are based on
numerically evaluating the exact SER relation (11); the “Coulomb Fluid (Exact)” curves are based
on substituting (164) into (11) and numerically evaluating the resulting integral; the “Coulomb
Fluid (Leading term only)” curves are based on (174); whilst “Coulomb Fluid (Leading 4 terms)”
curves are based on the first four terms of (172). The leading-order approximation is shown to
give a reasonably good approximation at high SNR, whilst the additional accuracy obtained by
including a few correction terms is also clearly evident.
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FIG. 3. Illustration of the SER versus average received SNR (at relay) γ¯ ; comparison of analysis and
simulations. Results are shown for NR = ND = n and Ns = 2, with the full-rate Alamouti OSTBC code (i.e.,
R = 1). QPSK digital modulation is assumed, such that M = 4. The relay power ˜b is assumed to scale with
γ¯ by setting ˜b = 32 γ¯ .
2. High SNR Analysis of the Probability Density Function of γ
With the moment generating function expansion given above in (165), we may also readily
obtain an approximation for the probability density function (PDF) of γ , denoted fγ(x), by direct
Laplace Transform inversion. In particular, we obtain
fγ(x) =
∞
∑
ℓ=0
Aℓ
Γ(d+ ℓ/2)
xd+ℓ/2−1
γ¯d+ℓ/2
. (179)
For the case of very large γ¯ , with
fγ(x) = A0Γ(d)
xd−1
γ¯d +O
(
1
γ¯d+1/2
)
, (180)
the leading term gives an approximation for the PDF deep in the left-hand tail. Of course, with the
inclusion of more terms, a more refined approximation is obtained.
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B. The Case of β 6= 0 (with NR < ND)
For the situation where β 6= 0, two sub-cases arise. This first is NR < ND, for which NR = n;
the second is NR > ND, for which NR = (1+β )n.
In the following, we will focus on the first sub-case, NR < ND. It turns out however, that our
results also apply for NR > ND upon transforming the quantity ν to ν∗ by
ν =
ν∗
1+β , (181)
where ν∗(> 0) is interpreted as the (fixed) scaling factor between ˜b and γ¯ , i.e.,
ν∗ =
˜b
γ¯ . (182)
The moment generating function given by (164) admits an expansion distinct from the β = 0
case which does not have fractional powers of 1/(γ¯s), reading
Mγ(s) =
∞
∑
l=0
Al
(γ¯s)d+l (183)
where
d = nNs, (184)
and
A0 =
(
2+β +νβ 2 +β
√(
1+νβ)2 +4ν)Ns2 (Ns−nβ)(1+2ν +νβ +√(1+νβ)2 +4ν) nNs2 (2+β)
νnNs
((
1+νβ)2 +4ν)Ns24 (1+β) nNs2 (2+β)β Ns2 (Ns−2nβ)
×
(
RNs
)nNs
2 Ns2 (2n+Ns)
exp
(
−nNs
2ν
(
1+νβ −
√(
1+νβ)2 +4ν)) , (185)
A1 =
A0Ns2R
2νβ 2
[
Nsβ
√
(1+νβ )2 +4ν− (2n+Ns)β (1+νβ )−2Ns
]
. (186)
In this situation, the sub-leading terms are very complicated, however, the jth term in the
expansion can be written in the following form:
A j =
A0R jNs j+1
2( j!)(νβ 2) j
[
E jNsβ
√
(1+νβ )2+4ν +Fj
]
, (187)
where E j and Fj also depend upon ν , Ns, n and β .
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In A2, E2, and F2 are given by
E2 =−(Ns2 + 2nNs+ 1)β (1+νβ )− 2Ns2− 2, (188)
F2 =
[
(Ns + n)
(
Ns2 + nNs+ 1
)
+ n(nNs+ 1)
]
β 2(1+νβ )2 + 4Ns (Ns2 + nNs + 1)β (1+νβ )
+2
(
n−Ns3 + 2Ns
)β + 2Ns (Ns2 + 4) . (189)
In A3, E3, and F3 are given by
E3 =
[(
Ns2 + 3nNs+ 3n2 + 1
)(
Ns2 + 2
)− 6n2]β 2(1+νβ )2
+
(
4Ns2 + 8+ 6nNs
)(
Ns2 + 1
)β (1+νβ )+Ns4 (3−β )+ 6(β + 3)Ns2
+12+ 3nNsβ + 4β (190)
F3 =−
[(
(Ns + n)3 +Ns + n3
)(
Ns2 + 2
)
+ 4n
(
1− n2)]β 3(1+νβ )3
−6Ns
(
Ns2 + nNs+ 2
)(
Ns2 + nNs+ 1
)
β 2(1+νβ )2
+
[
3(β − 3)Ns5 + 6(β − 1)nNs4− 36Ns3− (24+ 15β )nNs2
−6(β n2 + 4β + 8)Ns− 12β n
]
β (1+νβ )
−2(3β + 4)
(
4
3 n+ nNs
2−Ns5 + 8Ns
)
− 24Ns3− 10Ns5 + 323 n+ 8nNs
2. (191)
In A4, E4, and F4 are given by
E4 =−
[{
2+Ns3(Ns +4n)+3Ns2
(
1+2n2
)
+2nNs
(
3+2n2
)}(
Ns2 +3
)
+4nNs
(
1−3n2)]β 3(1+νβ)3
−
[
36+2Ns3(3Ns +8n)+6Ns2
(
5+2n2
)
+44nNs
](
Ns2 +1
)β 2(1+νβ)2
+
[
2Ns6 (β −5)+4nNs5 (β −3)−6Ns4 (β +13)−6nNs3 (5β +12)−4Ns2 (50+17β +3βn2)
−2nNs (24+23β)−36(3+β)
]
β(1+νβ)+4Ns6 (β −1)−12Ns4 (β +5)−12nNs3β
−8Ns2 (17β +28)−28nNsβ −36(3+2β) (192)
F4 =
[
2n4Ns3 +4n3Ns2
(
Ns2 +3
)
+2n2Ns
(
3Ns4 +9Ns2 +11
)
+2n
(
Ns2 +3
)(
2Ns4 +3Ns2 +2
)
+Ns7 +6Ns5 +11Ns3 +6Ns
]
β 4(1+νβ)4
+8Ns
(
Ns2 +nNs +1
)(
Ns2 +nNs +2
)(
nNs +3+Ns2
)β 3(1+νβ)3
+
[
12Ns2β n3 +
{
12Ns3 (4+3β)+12Ns5 (1−β)+60Nsβ
}
n2
+
{
12Ns6 (3−β)+6Ns4 (26−β)+30Ns2 (6+5β)+72β
}
n+4(5−β)Ns7 +6(23−β)Ns5
+(310+46β)Ns3 +(144β +288)Ns
]
β 2(1+νβ)2
+
[
8
(
4+3M2
)
n2Nsβ +
(
8(1−3β)Ns6 +24(β +3)Ns4 +(280β +256)Ns2 +96β
)
n
42
+16(1−β)Ns7 +(536+184β)Ns3 +(168−24β)Ns5 +(576β +768)Ns
]
β(1+νβ)
+2
(
1+β 2 −6β)Ns7 + (−72β −24β 2 +48)Ns5−12β n(β −1)Ns4 + (−8β 2 +168β +352)Ns3
+24
(
10
3 +β
)
nNs2β +
(
768+6
(
n2 +16
)β 2 +768β)Ns +24
(
β + 5
2
)
nβ . (193)
1. High SNR Analysis of the Symbol Error Rate (SER)
Based on (11), the SER of MPSK modulation can be expanded at high SNR using (183) into
PMPSK =
1
pi
∞
∑
ℓ=0
Aℓ
(γ¯gMPSK)d+ℓ
Id+ℓ(Θ) (194)
where
Ir(Θ) =
∫ Θ
0
sin2r θdθ . (195)
Note that here, in contrast to (173), the exponent r is a positive integer. As such, (195) admits the
following closed-form solution: (Ref. 49, 2.513.1)
Ir(Θ) =
Θ
22r
(
2r
r
)
+
(−1)r
22r−1
r−1
∑
j=0
(−1) j
(
2r
j
)sin(2(r− j)Θ)
2(r− j) . (196)
As before, a first-order approximation is of key interest, giving
PMPSK =
(
Gaγ¯
)−Gd
+o
(
γ¯−Gd
)
, (197)
where we identify the diversity order
Gd = nNs , (198)
and the array gain
Ga = gMPSK
(
A0IGd(Θ)
pi
)− 1Gd
. (199)
The result for Gd above is consistent with a result obtained via a different method in Ref. 8, whilst
the expression for Ga appears new. The high SNR results above, for the case β 6= 0, are illustrated
in Fig. 4. As before, the “Simulation” curves are based on numerically evaluating the exact SER
relation (11), and the “Coulomb Fluid (Exact)” curves are based on substituting (164) into (11) and
numerically evaluating the resulting integral. Moreover, the “Coulomb Fluid (Leading term only)”
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curves are based on (197), whilst the “Coulomb Fluid (Leading 5 terms)” curves are based on the
first five terms of (194). Again, the leading-order approximation is shown to give a reasonably
good approximation at high SNR, whilst the additional accuracy obtained by including a few
correction terms is also evident.
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FIG. 4. Illustration of the SER versus average received SNR (at relay) γ¯ ; comparison of analysis and
simulations. Results are shown for NR = 2 and Ns = 2, with the full-rate Alamouti OSTBC code (i.e.,
R = 1). QPSK digital modulation is assumed, such that M = 4. The relay power ˜b is assumed to scale with
γ¯ by setting ˜b = 32 γ¯ .
2. High SNR Analysis of the Probability Density Function of γ
As before, based on the moment generating function expansion (183), applying for β 6= 0, we
can immediately take a Laplace inversion to obtain the following high SNR representation for the
PDF of γ ,
fγ(x) =
∞
∑
ℓ=0
Aℓ
Γ(d+ ℓ)
xd+ℓ−1
γ¯d+ℓ . (200)
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We are mainly interested in the leading order term, and so we write the above as
fγ(x) = A0Γ(d)
xd−1
γ¯d +O
(
1
γ¯d+1
)
. (201)
Note that despite the similarity with (180), interestingly, these results do not coincide upon tak-
ing β → 0 in (201), due to the differences in d and A0. This seems to indicate that the double
asymptotics γ¯ → ∞ and β → 0 are non-commutative.
VII. CHARACTERIZING A0 THROUGH PAINLEV ´E V
In this section, we obtain the leading term of the large s and large γ¯ expansion (183) from a
Painleve´ V differential equation, thus demonstrating the accuracy of the Coulomb Fluid approxi-
mation. We will focus in this section on the case β 6= 0.
Recall that the moment generating function of SNR γ , regarded a function of s and t, given by
(21), reads,
Mγ(s, t) =
1
Kn,α
(
1
1+ cs
)nNs 1
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
n
∏
k=1
xαk e
−xk
(
t + xk
t
1+cs + xk
)Ns
dxk, (202)
where Kn,α is a normalization constant in (27). We also recall that c and t are given by
c =
γ¯
RNs
, t =
(1+ γ¯)NR
˜b
, where ˜b := νγ¯, (203)
respectively. So as γ¯ → ∞, we note that
t −→ NR
ν
.
A simple computation shows that Mγ(s, t) admits the following expansion for large γ¯s:
Mγ (s, t) =
(RNs)nNs
Kn,α(γ¯s)nNs
(
1− nNsγ¯s + . . .
)
× 1
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
n
∏
k=1
x
α−Ns
k e
−xk (t + xk)
Ns
(
1− tRN
2
s
γ¯sxk
+ . . .
)
dxk
=
(RNs)nNs
Dn[wdLag(·,0,α −Ns,Ns)]
1
(γ¯s)nNs Dn
[
wdLag(·, t,α −Ns,Ns)
]
− R
nNs+1NnNs+2s
Dn[wdLag(·,0,α −Ns,Ns)]
1
(γ¯s)nNs+1
[
nDn
[
wdLag(·, t,α −Ns,Ns)
]
+
t
n!
∫
[0,∞)n
∏
1≤i< j≤n
(x j− xi)2
(
n
∑
l=1
x−1l
)
n
∏
k=1
x
α−Ns
k e
−xk (t + xk)Ns dxk
]
+O
(
1
(γ¯s)nNs+2
)
,
(204)
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where wdLag(x, t,α−Ns,Ns) is the deformation of the classical Laguerre weight, i.e.,
wdLag(x, t,α−Ns,Ns) = xα−Nse−x(t + x)Ns , t > 0,α−Ns >−1, (205)
and Kn,α = Dn[wdLag(·,0,α−Ns,Ns)] is independent of t.
The condition α−Ns >−1 is required for the validity of the orthogonality relation with respect
to the generalized Laguerre weight w(α−Ns)Lag (x) (see Ref. 9). This, in turn, will ensure the validity
of the first two terms in (204), while for the multiple integral in the third term to converge, the
condition α−Ns > 0 is required.
For the problem at hand, α and Ns are integers, satisfying α ≥ 0 and Ns > 0. Therefore α ≥ Ns
implies that the result for A0 presented below is valid for α > 0.
Comparing the expansion (204) with (183), we see that the diversity order is
d = nNs, (206)
and
A0 = (RNs)nNs
Dn[wdLag(·, t,α−Ns,Ns)]
Dn[wdLag(·,0,α−Ns,Ns)] . (207)
We see that A0 is up to a constant the Hankel determinant which generates a particular Painleve´ V
and shows up in the single-user MIMO problem studied in Ref. 13.
We obtain A0, through a large n expansion of
Dn[wdLag(·, t,α−Ns,Ns)]
Dn[wdLag(·,0,α−Ns,Ns)] ,
for α > 0. We will see that A0 precisely matches that obtained in (185).
From Ref. 13 we learned that the logarithmic derivative of Dn[wdLag(·, t,α−Ns,Ns)] with re-
spect to t,
Hn(t) := t
d
dt logDn[wdLag(·, t,α−Ns,Ns)]
= t
d
dt log
(
Dn[wdLag(·, t,α−Ns,Ns)]
Dn[wdLag(·,0,α−Ns,Ns)]
)
(208)
satisfies the Painleve´ V:(
tH ′′n
)2
=
[(
t +2n+α
)
H ′n−Hn +nNs
]2
−4
(
tH ′n−Hn +n(n+α)
)(
H ′n
)(
H ′n +Ns
)
, (209)
where ′ denote derivative w.r.t. t.
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We restrict to the case where NR < ND, for which NR = n. The case where NR > ND can be
considered in a similar fashion as outlined in Section VI B. Setting α = nβ in the above equation,
where β = m
n
−1 is a fixed positive number, and with the change of variable
t =
n
ν
, (210)
an easy computation shows that
Yn(ν) := Hn(n/ν)
satisfies
ν4
n2
(
2Y ′n +νY ′′n
)2
=
[
ν
(
(β +2)ν +1
)
Y ′n +Yn−nNs
]2
+
4ν2
n2
(
−νY ′n−Yn +(1+β )n2
)(
Y ′n
)(
−ν2Y ′n +nNs
)
, (211)
where ′ denotes derivative with respect to ν .
We seek a solution for Yn(ν) in the form
Yn(ν) = np−1(ν)+ p0(ν)+
∞
∑
j=1
p j(ν)
n j
, (212)
from which A0(ν) is found to be
A0(ν) = (RNs)nNs exp

− ν∫
∞
np−1(ν ′)+ p0(ν ′)+∑∞j=1 n− j p j(ν ′)
ν ′
dν ′

 , (213)
≈ (RNs)nNs exp

− ν∫
∞
np−1(ν ′)+ p0(ν ′)
ν ′
dν ′


[
1− 1
n
ν∫
∞
p1(ν ′)
ν ′
dν ′+ . . .
]
.
(214)
Substituting (212) into (211) leads to (211) taking the form
c−2n2 + c−1n+ c0 +
∞
∑
j=1
c jn− j = 0, (215)
where c−2 depends on p−1(ν) and its derivatives, and ci, i = −1,0,1,2, . . . depend on p−1(ν),
p0(ν) up to pi+1(ν) and their derivatives. Of course, each ci also depends upon ν , Ns and β .
Assuming that the coefficient of nk is zero, we find that the equation c−2 = 0 gives us[
ν
(
(β +2)ν +1
)
p′−1(ν)+ p−1(ν)−Ns
]2
= 4ν2(1+β )p′−1(ν)
(
ν2 p′−1(ν)+Ns
)
.
(216)
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With MAPLE, the solutions of the above ODE for p−1(ν) are found to be
p−1(ν) =
(
−νβ −1+
√(
1+νβ)2 +4ν)Ns
2ν
, (217)
p−1(ν) =
(
−νβ −1−
√(
1+νβ)2 +4ν)Ns
2ν
, (218)
p−1(ν) =
(
2+β + 1
ν
)
C2 +Ns +2
√
(1+β )C2(Ns+C2), (219)
where C2 is a constant of integration.5.
The equation c−1 = 0 is a coupled differential equation involving both p−1(ν) and p0(ν) given
by [
2ν3
(
p′−1(ν)
)2
+2ν2 p′−1(ν)p−1(ν)+ν (1−νβ ) p′0(ν)+ p0(ν)
](
Ns−ν p−1(ν)
)
−ν
[(
β 2ν3 +2(β +2)ν2 +ν
)
p′0(ν)−2ν2 p−1(ν)2 +
(
1+(β +2)ν
)
p0(ν)
]
p′−1(ν)
−2ν5
(
p′−1(ν)
)3
=
(
ν (ν +1)(β ν +1) p′0(ν)− (ν −1) p0(ν)
)
p−1(ν).
(220)
With p−1(ν) given by (217), chosen to match the result from the Coulomb Fluid (185), we find
that the first order ODE in p0(ν) has the solution,
p0(ν) =
(
2+β +νβ 2−β
√(
1+νβ)2 +4ν)νN2s
2
((
1+νβ)2 +4ν) . (221)
We disregard the second and third solutions for p−1(ν); as these would lead to p0(ν) which do
not generate the A0 in agreement with that obtained from the Coulomb Fluid method.
Substituting p−1(ν) from (217) and p0(ν) from (221) into c0 = 0 gives,
p1(ν) =
Nsν2
[(
β 2 (2+β )ν2 +2(β 2 +2β +2)ν +2+β)Ns2− (1+β )ν]((
1+νβ)2 +4ν)5/2
−Ns
3ν2 (1+(2+β )ν)β((
1+νβ)2 +4ν)2 . (222)
Hence, A0(ν) has a large n expansion,
A0(ν) = q0(ν)
[
1+ q1(ν)
n
+O
(
1
n2
)]
, (223)
5 Note that the constants of integration in (217) and (218) are zero.
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where
q0(ν) =
(
2+β +νβ 2 +β
√(
1+νβ)2 + 4ν)Ns2 (Ns−nβ )(1+ 2ν +νβ +√(1+νβ)2 + 4ν) nNs2 (2+β )
νnNs
((
1+νβ)2 + 4ν)Ns24 (1+β)nNs2 (2+β )β Ns2 (Ns−2nβ )
×
(
RNs
)nNs
2
Ns
2 (2n+Ns)
exp
(
−nNs
2ν
(
1+νβ −
√(
1+νβ)2 + 4ν)) . (224)
The leading term of A0 in (223) agrees precisely with the A0 computed via the Coulomb Fluid
method in (185).
Using a method similar to the cumulant analysis of Section V, we can also compute the first
correction term to A0 (i.e., the quantity q1(ν)) using (222), which reads
q1(ν) =
Ns
((
2Ns2−1
)β 2 +2(8Ns2−1)(1+β ))
24(1+β )
[
1
β −
ν2(β 2ν +3β +6)((
1+νβ)2 +4ν)3/2
]
− (2β ν +4ν +1)Ns
3
2β
((
1+νβ)2 +4ν) −
(2+β )(2Ns2−1)Ns
8
((
1+νβ)2 +4ν)3/2 (1+β )
[
(2+β )ν + 13
]
+
(2+β )N3s ν2((
1+νβ)2 +4ν)3/2 . (225)
Higher order corrections could also be obtained in a similar way.
VIII. CONCLUSION
In this paper, we have introduced two methods for characterizing the received SNR distribution
in a certain MIMO communication system adopting AF relaying. We showed that the mathe-
matical problem of interest pertains to computing a certain Hankel determinant generated by a
particular two-time deformation of the classical Laguerre weight. By employing the ladder oper-
ator approach, together with Toda-type evolution equations in the time variables, we established
an exact representation of the Hankel determinant in terms of a double-time PDE, which reduces
to a Painleve´ V in various limits. This result yields an exact and fundamental characterization of
the SNR distribution, through its moment generating function. Complementary to the exact rep-
resentation, we also introduced the linear statistics Coulomb Fluid approach as an efficient way
to compute very quickly the asymptotic properties of the moment generating function for suffi-
ciently large dimensions (i.e., for sufficiently large numbers of antennas). These results–which
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have only started to be used recently in problems related to wireless communications and infor-
mation theory–produced simple closed-form approximations for the moment generating function.
These were employed to yield simple closed-form approximations for the error probability (for a
class of M-PSK digital modulation), which were shown via simulations to be remarkably accurate,
even for very small dimensions.
To further demonstrate the utility of our methodology, we employed our asymptotic Coulomb
Fluid characterization in conjunction with the PDE representation to provide a rigorous study
of the cumulants of the SNR distribution. Starting with a large-n framework, we computed in
closed-form the finite-n corrections to the first few cumulants. It was seen that the Coulomb Fluid
approach supplies the crucial initial conditions which are instrumental in obtaining asymptotic
expansions from the PDE. We also derived asymptotic properties of the moment generating func-
tion when the average SNR was sufficiently high, and in such regime extracted key performance
quantities of engineering interest, namely, the array gain and diversity order.
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Appendix A: Characterization of Hankel Determinant Using the Theory of Orthogonal
Polynomials
In this section, we describe the process by which we characterize the Hankel determinant by
using the theory of orthogonal polynomials and their associated ladder operators. See Refs. 9, 13,
14, 16, and 19 for the background to this theory.
Consider a sequence of polynomials {Pn(x)} orthogonal with respect to the weight function
wAF(x,T, t), given by (22)
wAF(x,T, t) = xαe−x
(
t + x
T + x
)Ns
, 0≤ x < ∞, (A1)
i.e.,
∞∫
0
Pn(x)Pm(x)wAF(x,T, t)dx = hnδn,m, (A2)
where hn is the square of the L2 norm of Pn(x). The Hankel determinant (1) is reduced to the
following product:
Dn[wAF] =
n−1
∏
j=0
h j. (A3)
Our convention is to write Pn(x) as
Pn(x) := xn +p1(n)xn−1 +p2(n)xn−2 + · · ·+Pn(0). (A4)
Hence, this implies that properties of the Hankel determinant may be obtained by characterizing
the class of polynomials which are orthogonal with respect to wAF(x,T, t), over [0,∞). It is clear
that the coefficients of the polynomial Pn(x), pi(n), will depend on T , t, α and Ns; for brevity, we
do not display this dependence.
From the orthogonality relation, the three term recurrence relation follows:
xPn(x) = Pn+1(x)+αnPn(x)+βnPn−1(x), n = 0,1,2, . . . (A5)
with initial conditions
P0(x)≡ 1, and β0P−1(x)≡ 0.
The main aim is to determine these unknown recurrence coefficients αn and βn from the given
weight. Substituting (A4) into the three term recurrence relation results in
αn = p1(n)−p1(n+1) (A6)
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where p1(0) := 0. Taking a telescopic sum gives
n−1
∑
j=0
α j =−p1(n). (A7)
Moreover, combining the orthogonality relationship (A2) with the three term recurrence relation
leads to
βn = hnhn−1 , (A8)
which can also be expressed in terms of the Hankel determinant Dn in (A3) through
βn = Dn+1Dn−1D2n , (A9)
since
hn =
Dn+1
Dn
.
Ladder Operators, Compatibility Conditions, and Difference Equations
In the theory of Hermitian random matrices, orthogonal polynomials plays an important role,
since the fundamental object, namely, Hankel determinants or partition functions, are expressed
in terms of the associated L2 norm, as indicated for example in (A3). Moreover, as indicated
above, the Hankel determinants are intimately related to the recurrence coefficients αn and βn of
the orthogonal polynomials (for other recent examples, see Refs. 19, 50–52).
As we now show, there is a recursive algorithm that facilitates the determination of the recur-
rence coefficients αn and βn. This is implemented through the use of so-called “ladder operators”
as well as their associated compatibility conditions. This approach can be traced back to Laguerre
and Ref. 53. Recently, Magnus11 applied ladder operators to non-classical orthogonal polynomials
associated with random matrix theory and the derivation of Painleve´ equations, while Ref. 10 used
the associated compatibility conditions in the study of finite n matrix models. See Refs. 14, 16, and
19 for other examples of the application of this approach.
From the weight function wAF(x,T, t), one constructs the associated potential v(x) through
v(x) =− logwAF(x) = x−α logx−Ns log
(
t + x
T + x
)
, (A10)
and therefore,
v′(x) = 1− α
x
− Ns
x+ t
+
Ns
x+T
. (A11)
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As shown in Ref. 15, a pair of ladder operators, to be satisfied by our orthogonal polynomials of
interest, are expressed in terms of v(x) and are given by[
d
dx +Bn(x)
]
Pn(x) =βnAn(x)Pn−1(x),[
d
dx −Bn(x)− v
′(x)
]
Pn−1(x) =−An−1(x)Pn(x),
(A12)
where
An(x) =
1
hn
∞∫
0
v′(x)− v′(y)
x− y P
2
n (y)wAF(y)dy,
Bn(x) =
1
hn−1
∞∫
0
v′(x)− v′(y)
x− y Pn(y)Pn−1(y)wAF(y)dy,
(A13)
and where, for the sake of brevity, we have dropped the t,T dependence in wAF.
Moreover, there are associated fundamental compatibility conditions to be satisfied by An(x)
and Bn(x), which are given by16
Bn+1(x)+Bn(x) = (x−αn)An(x)− v′(x), (S1)
1+(x−αn)[Bn+1(x)−Bn(x)] = βn+1An+1(x)−βnAn−1(x). (S2)
These were initially derived for any polynomial v(x) (see Refs. 54–56), and then were shown to
hold for all x ∈ C∪{∞} in greater generality.16
We now combine (S1) and (S2) as follows. First, multiplying (S2) by An(x), it can be seen that
the RHS is a first order difference, while (x−αn)An(x) on the LHS can be replaced by Bn+1(x)+
Bn(x)+ v′(x) from (S1). Then, taking a telescopic sum with initial conditions
B0(x) = A−1(x) = 0
leads to the useful identity
n−1
∑
j=0
A j(x) + B 2n (x)+ v′(x)Bn(x) = βnAn(x)An−1(x). (S ′2 )
The condition (S′2) is of considerable interest, since it is intimately related to the logarithm of the
Hankel determinant. In order to gain further information about the determinant, we need to find a
way to reduce the sum to fixed number of quantities; for which, (S′2) ultimately provides a way of
going forward.
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Remark 6. Since our v′(x) is a rational function of x, we see that
v
′(x)− v′(y)
x− y =
α
xy
+
Ns
(x+ t)(y+ t)
− Ns
(x+T )(y+T )
, (A14)
is also a rational function of x, which in turn implies that An(x) and Bn(x) are rational functions
of x. Consequently, equating the residues of the simple and double pole at x = 0, x =−T , x =−t
on both sides of the compatibility conditions (S1), (S2) and (S′2), we obtain equations containing
numerous n, T and t dependant quantities; which we call the “auxiliary variables” (to be intro-
duced below). The resulting non-linear discrete equations are likely very complicated, but the
main idea is to express the recurrence coefficients αn and βn in terms of these auxiliary variables,
and eventually take advantage of the product representation (A3) to obtain an equation satisfied
by the logarithmic derivative of the Hankel determinant.
Now substituting (A14) into (A13) which define An(x) and Bn(x), and followed by integration
by parts, we find
An(x) =
Rn(T, t)+1−R∗n(T, t)
x
+
R∗n(T, t)
x+ t
− Rn(T, t)
x+T
, (A15)
Bn(x) =
rn(T, t)−n− r∗n(T, t)
x
+
r∗n(T, t)
x+ t
− rn(T, t)
x+T
, (A16)
where
R∗n(T, t)≡
Ns
hn
∞∫
0
wAF(y)P2n (y)
y+ t
dy, r∗n(T, t)≡
Ns
hn−1
∞∫
0
wAF(y)Pn(y)Pn−1(y)
y+ t
dy,
Rn(T, t)≡Nshn
∞∫
0
wAF(y)P2n (y)
y+T
dy, rn(T, t)≡ Nshn−1
∞∫
0
wAF(y)Pn(y)Pn−1(y)
y+T
dy,
(A17)
are the auxiliary variables.
Difference Equations from Compatibility Conditions
Inserting An(x) and Bn(x) into the compatibility conditions (S1), (S2) and (S′2), and equating
the residues as described above yields a system of 12 equations. Note that there are actually 14
equations, the compatibility conditions (S1) and (S2) also have O(x0) terms which yield equations
that lead to 0 = 0.
The compatibility conditions (S1) give the following set of equations,
rn+1 + rn− r∗n+1− r∗n−2n−1 = α−αn(Rn +1−R∗n), (A18)
r∗n+1 + r
∗
n = Ns− (αn + t)R∗n, (A19)
−rn+1− rn =−Ns +(αn +T )Rn. (A20)
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Similarly, the compatibility condition (S2) gives the following set of equations,
−αn(rn+1− rn−1− r∗n+1 + r∗n) = βn+1−βn
+βn+1(Rn+1−R∗n+1)−βn(Rn−1−R∗n−1), (A21)
(t +αn)(r
∗
n− r∗n+1) = βn+1R∗n+1−βnR∗n−1, (A22)
(T +αn)(rn− rn+1) = βn+1Rn+1−βnRn−1. (A23)
To obtain a system of difference equations from the compatibility condition (S′2) is somewhat
more complicated, but carrying out the process, equating all respective residues in (S′2) yields six
equations. The first three are obtained by equating the residues of the double pole at x = 0, x =−t
and x =−T respectively:
−2rnr∗n− (2n−Ns +α)rn
+(2n+Ns+α)r∗n +n(n+α) = βn−βn(RnR∗n−1 +R∗nRn−1)
+βn(Rn+Rn−1)−βn(R∗n +R∗n−1), (A24)
r∗n(r
∗
n−Ns) = βnR∗nR∗n−1, (A25)
rn(rn−Ns) = βnRnRn−1, (A26)
while the last three are given by equating the residues of the simple pole at x = 0, x = −t and
x =−T respectively:
n−1
∑
j=0
(R j−R∗j)+
(2r∗n −Ns)(rn − n− r∗n)−αr∗n
t
+
(Ns− 2rn)(rn− n− r∗n)+αrn
T
+ rn− r∗n
=
(
1
T
+
1
t
)
βn(R∗nRn−1 +RnR∗n−1)+
βn(R∗n +R∗n−1− 2R∗nR∗n−1)
t
− βn(Rn +Rn−1+ 2RnRn−1)
T
,
(A27)
n−1
∑
j=0
R∗j −
(2r∗n−Ns)(rn−n− r∗n)−αr∗n
t
+
(Ns−2rn)r∗n +Nsrn
T − t + r
∗
n
=−βn(R
∗
n +R∗n−1−2R∗nR∗n−1)
t
−
(
1
t
+
1
T − t
)
βn(R∗nRn−1 +RnR∗n−1), (A28)
n−1
∑
j=0
R j +
(Ns−2rn)(rn−n− r∗n)+αrn
T
+
(Ns−2rn)r∗n +Nsrn
T − t + rn
=−βn(Rn +Rn−1 +2RnRn−1)
T
+
(
1
T
− 1
T − t
)
βn(R∗nRn−1 +RnR∗n−1). (A29)
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Remark 7. It can be seen that (A27) is a combination of (A28) and (A29), and serves as a consis-
tency check. We also see that (A28) and (A29) respectively gives us the value of ∑ j R∗j and ∑ j R j
automatically in closed form. Hence we can also obtain any linear combination of these sums
in closed form, which is a crucial step in obtaining a link between a linear combination of the
logarithmic partial derivatives of the Hankel determinant, and the quantities βn, rn and r∗n. This
step would not be possible without (S′2), also known as the bilinear identity.
Analysis of Non-linear System
Whilst some of the above difference equations (A18)-(A29) look rather complicated, our aim
is to manipulate these equations in such a way as to give us insight into the recurrence coefficients
αn and βn. Our dominant strategy is to always try to describe the recurrence coefficients αn and
βn in terms of the auxiliary variables Rn, rn, R∗n and r∗n.
The first thing we can do is to sum (A18) through (A20) to get a simple expression for the
recurrence coefficient αn in terms of the auxiliary variables Rn and R∗n:
αn = T Rn− tR∗n +α +2n+1. (A30)
We can immediately see that by taking a telescopic sum of the above from j = 0 to j = n−1, and
recalling equation (A7), gives rise to
T
n−1
∑
j=0
R j− t
n−1
∑
j=0
R∗j +n(n+α) =
n−1
∑
j=0
α j,
=−p1(n). (A31)
Looking at (S2) next, we sum equations (A21) through (A23) to get
αn = βn+1−βn +T (rn− rn+1)+ t(r∗n+1− r∗n). (A32)
Taking a telescopic sum of the above from j = 0 to j = n−1 and rearranging yields
βn = Trn− tr∗n−p1(n). (A33)
We are now in a position to derive the following important lemma, which describes the recurrence
coefficients αn and βn in terms of the set of auxiliary variables:
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Lemma 2. The quantities αn and βn are given in terms of the auxiliary variables Rn, rn, R∗n and
r∗n as
αn = T Rn− tR∗n +α +2n+1, (A34)
βn = 11+Rn−R∗n
[
(1+Rn)
r∗n(r∗n−Ns)
R∗n
+(R∗n−1)
rn(rn−Ns)
Rn
−2rnr∗n
−(2n−Ns +α)rn +(2n+Ns +α)r∗n +n(n+α)
]
.
(A35)
Proof. Equation (A34) is a restatement of equation (A30).
To obtain (A35), we use the equations obtained from(S′2). We eliminate R∗n−1 and Rn−1 from
(A24) using (A25) and (A26) respectively, and then rearrange to express βn in terms of the auxil-
iary quantities.
Toda Evolution
In this section, n is kept fixed while we vary two parameters in the weight function (22), namely
T and t. The other parameters, α and Ns are kept fixed.
Differentiating (A2), w.r.t. T and t, for m = n, gives
∂T (loghn) =−Rn, (A36)
∂t(loghn) = R∗n (A37)
respectively. Then, from equation (A8), i.e. βn = hn/hn−1, it follows that
∂T βn = βn(Rn−1−Rn), (A38)
∂tβn = βn(R∗n−R∗n−1). (A39)
Applying ∂T and ∂t to the orthogonality relation
∞∫
0
wAF(x,T, t)Pn(x)Pn−1(x)dx = 0
results in the following two relations:
∂Tp1(n) = rn, (A40)
∂tp1(n) =−r∗n. (A41)
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Note that in the above computations with ∂t and ∂T we must keep in mind that the coefficients
of Pn(x) depend on t and T.
Using the above two equations, we get that
(T∂T + t∂t)p1(n) = Trn− tr∗n,
= p1(n)+βn, (A42)
where the second equality follows from (A33).
Using equation (A6), i.e. αn = p1(n)−p1(n+1), we get that
∂T αn = rn− rn+1, (A43)
∂tαn = r∗n+1− r∗n. (A44)
Now, combining (A43), (A44), (A33), and (A6), and similarly using (A34), (A38) and (A39),
we arrive at the following lemma:
Lemma 3. The recurrence coefficients αn and βn satisfy the following partial differential relations:
(T ∂T + t∂t −1)αn = βn−βn+1,
(T ∂T + t∂t −2)βn = βn(αn−1−αn).
In the second of the above two equations, we eliminate αn using the first equation to derive a
second order differential-difference relation for βn:
(T 2∂ 2T T +2Tt∂ 2Tt + t2∂ 2tt) logβn = βn−1−2βn +βn+1−2,
which is a two-variable generalization of the Toda molecule equations.57
Now, before proceeding to examine the time-evolution behaviour of the Hankel determinant,
we state the following lemmas regarding the auxiliary variables Rn, R∗n, rn and r∗n.
Lemma 4. The auxiliary variables Rn, R∗n, rn and r∗n satisfy the following first order PDE system:
T ∂T Rn− t∂T R∗n =
[
T Rn− tR∗n+2n+α +T
]
Rn +2rn−Ns, (A45)
T ∂tRn− t∂tR∗n =
[
−T Rn + tR∗n−2n−α− t
]
R∗n−2r∗n +Ns, (A46)
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T ∂T rn− t∂T r∗n = rn(rn−Ns)
[
1
Rn
− R
∗
n− 1
1+Rn−R∗n
]
− Rn(1+Rn)
R∗n(1+Rn−R∗n)
r∗n(r
∗
n −Ns)
+
Rn
1+Rn−R∗n
[
2rnr∗n +(2n−Ns+α)rn− (2n+Ns+α)r∗n − n(n+α)
]
, (A47)
T∂trn− t∂tr∗n = r∗n(r∗n −Ns)
[
− 1
R∗n
+
1+Rn
1+Rn−R∗n
]
+
R∗n(R∗n− 1)
Rn(1+Rn−R∗n)
rn(rn−Ns)
− R
∗
n
1+Rn−R∗n
[
2rnr∗n +(2n−Ns+α)rn− (2n+Ns+α)r∗n − n(n+α)
]
. (A48)
Proof. To obtain (A45), we substitute in for αn in (A43) using (A34) to yield
rn− rn+1 = ∂T αn,
= Rn +T ∂T Rn− t∂T R∗n. (A49)
Eliminating rn+1 in the above formula using (A20) gives
2rn =
[
1−αn−T
]
Rn +T ∂T Rn− t∂T R∗n +Ns. (A50)
Finally, we eliminate αn again using (A34), and then rearrange to obtain (A45).
We obtain (A46) in a similar method to (A45). This time, we first substitute in for αn in (A44)
using (A34). We then proceed to eliminate r∗n+1 using (A19), and finally eliminate αn again using
(A34) to obtain (A46).
To obtain (A47), we differentiate equation (A33) with respect to T . Following this, we substi-
tute in for ∂T βn and ∂Tp1(n) using (A38) and (A40) respectively to yield
T ∂T rn− t∂T r∗n = βn(Rn−1−Rn). (A51)
We then proceed to replace βnRn−1 by rn(rn−Ns)/Rn using (A26), and finally we eliminate βn in
favor of Rn, R∗n, rn and r∗n using (A35) to obtain equation (A47).
Similarly, we obtain (A48) by first differentiating (A33) with respect to t. Following this, we
substitute in for ∂tβn and ∂tp1(n) using (A39) and (A41) respectively to yield
T ∂trn− t∂tr∗n = βn(R∗n−R∗n−1). (A52)
We then proceed to replace βnR∗n−1 by r∗n(r∗n−Ns)/R∗n using (A25), and finally we eliminate βn in
favor of Rn, R∗n, rn and r∗n using (A35) to obtain equation (A48), completing our proof.
From Lemma 4, the auxiliary variables rn and r∗n appear linearly in equations (A45) and (A46)
respectively. By eliminating rn and r∗n from (A47) and (A48) using (A45) and (A46), we obtain
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a second order PDE system for the auxiliary variables Rn and R∗n. This is stated in the following
lemma:
Lemma 5. The auxiliary variables Rn and R∗n satisfy the following second-order PDE system:
0 = 2T
(
T∂T T + t∂Tt
)
Rn− 2t
(
T ∂T T + t∂tt
)
R∗n
−
(
(1+Rn)(1−R∗n)+Rn
)
Rn(1+Rn−R∗n)
[
T
(
∂T Rn
)
− t
(
∂T R∗n
)]2
+
Rn(1+Rn)
R∗n(1+Rn−R∗n)
[
T
(
∂tRn
)
− t
(
∂tR∗n
)]2
+
2Rn
1+Rn−R∗n
[
T
(
∂T Rn
)
− t
(
∂T R∗n
)][
T
(
∂tRn
)
− t
(
∂tR∗n
)]
+2T (tR∗n + 1)
(
∂T Rn
)
+ 2t(TRn + 1)
(
∂tRn
)
− 2t2
[
R∗n
(
∂T R∗n
)
+Rn
(
∂tR∗n
)]
− 2t(T − t)
(
∂T R∗n
)
−2Rn(T Rn− tR∗n +T )
(
T Rn− tR∗n + 2n+α+ 1+
t
2
)
−T(T − t)Rn(Rn + 1)
−
(
Rn(Rn−R∗n)−R∗n
)
Ns2
R∗nRn
− α
2Rn
1+Rn−R∗n
, (A53)
0 = 2T
(
T ∂Tt + t∂tt
)
Rn− 2t(T + t)
(
∂ttR∗n
)
+
R∗n(1−R∗n)
Rn(1+Rn−R∗n)
[
T
(
∂T Rn
)
− t
(
∂T R∗n
)]2
+
(
(1+Rn)(1−R∗n)−R∗n
)
R∗n(1+Rn−R∗n)
[
T
(
∂tRn
)
− t
(
∂tR∗n
)]2
− 2R
∗
n
1+Rn−R∗n
[
T
(
∂T Rn
)
− t
(
∂T R∗n
)][
T
(
∂tRn
)
− t
(
∂tR∗n
)]
+2T(tR∗n + 1)
(
∂T R∗n)+ 2t(TRn + 1)
(
∂tR∗n
)
− 2T2
[
R∗n
(
∂T Rn
)
+Rn
(
∂tRn
)]
− 2T(T − t)
(
∂tRn
)
+2R∗n(T Rn− tR∗n + t)
(
T Rn− tR∗n + 2n+α+ 1+
T
2
)
− t(T − t)R∗n(1−R∗n)
+
(
R∗n(Rn−R∗n)−Rn
)
Ns2
R∗nRn
+
α2R∗n
1+Rn−R∗n
. (A54)
Toda Evolution of Hankel Determinant
Recall that the moment generating function is related to the Hankel determinant through equa-
tion (24):
Mγ(T, t) =
1
Dn[w
(α)
Lag(·)]
(
T
t
)nNs
Dn(T, t),
while the Hankel determinant is related to hn(T, t) by the relation Dn(T, t) = ∏n−1j=0 h j(T, t).
We compute the partial derivatives of the Hankel determinant by taking a telescopic sum from
j = 0 to j = n−1 of the partial derivatives of loghn, i.e. equations (A36) and (A37). Using (A3),
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we then obtain
∂T (logDn) =−
n−1
∑
j=0
R j, (A55)
∂t(logDn) =
n−1
∑
j=0
R∗j . (A56)
Hence we now have expressions of the partial derivatives of Dn(T, t) in terms of the auxiliary
variables Rn and R∗n.
At this point, recalling equation (44) that
Hn(T, t) = (T∂T + t∂t) logDn(T, t). (A57)
This quantity related to the logarithmic derivative of the Hankel determinant is of special interest
as our goal is to find the PDE that Hn(T, t) satisfies. From the definition of Hn(T, t), along with
(A55) and (A56), we find that
Hn(T, t) =−T
n−1
∑
j=0
R j + t
n−1
∑
j=0
R∗j , (A58)
= p1(n)+n(n+α), (A59)
where the second equality is a result of (A31).
At this point, we may express the fundamental quantity Hn(T, t) in terms of the auxiliary vari-
ables and βn. This is given in the following key lemma.
Lemma 6.
Hn(T, t) = 2rnr∗n +(2n−Ns +α +T )rn− (2n+Ns +α + t)r∗n
−(1+Rn)r
∗
n(r
∗
n−Ns)
R∗n
+(1−R∗n)
rn(rn−Ns)
Rn
+βnRn−βnR∗n.
(A60)
Proof. Using (A28) and (A29), we obtain the sum
t
n−1
∑
j=0
R∗j −T
n−1
∑
j=0
R j
in closed form. All that remains is to eliminate R∗n−1 and Rn−1 from this equation. We do this
using (A25) and (A26).
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To continue, we apply t∂T + t∂t to equation (A59), and find that
(T∂T + t∂t)Hn = p1(n)+βn, (A61)
where we have used (A42) to replace (T ∂T + t∂t)p1(n) by p1(n)+βn.
We see that equations (A59) and (A61) can be regarded as a set of simultaneous equations for
p1(n) and βn. Solving for p1(n) and βn, we find that
p1(n) = Hn−n(n+α),
and
βn = (T ∂T + t∂t)Hn−Hn +n(n+α). (A62)
Before completing the proof of Theorem 1, we show here that our Hankel determinant Dn(T, t)
is related to the τ-function of a Toda PDE.
Substituting the definition (44) into (A62) and together with (A9), we find
(T∂T + t∂t)2 logDn− (T ∂T + t∂t) logDn +n(n+α) = Dn+1Dn−1D2n
.
Defining
˜Dn(T, t) := (Tt)−
n(n+α)
2 Dn(T, t),
after some computations, ˜Dn(T, t) satisfies the following equation:(
T
t
∂ 2T T +2∂ 2Tt +
t
T
∂ 2tt
)
log ˜Dn(T, t) =
˜Dn+1 ˜Dn−1
˜D2n
. (A63)
The above equation is a two parameter generalization of the Toda molecule equation,57 and hence
we identify ˜Dn(T, t) as the corresponding τ-function of the two-parameter Toda equations.
A reduction may be obtained by writing ˜Dn(T, t) as
˜Dn(T, t) =
(
T
t
) n(n+α)
2
Φn(T ),
and equation (A63) is reduced to a 1-parameter Toda equation,
∂ 2T T logΦn(T ) =
Φn+1(T )Φn−1(T )
Φn(T )2
.
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Partial Differential Equation for Hn(T, t)
We differentiate (A59) with respect to T and t, and make use of the expressions for ∂Tp1(n)
and ∂tp1(n), i.e., (A40) and (A41) respectively, to give
∂T Hn = rn, (A64)
∂tHn =−r∗n . (A65)
Thus, we now have expressed rn and r∗n in terms of the partial derivatives of Hn.
Next we derive representations of Rn and R∗n in terms of Hn and its partial derivatives.
The idea, following from previous work,19,50,51,58 is to express Rn and 1/Rn in terms Hn and its
derivatives w.r.t. t and T. Similarly, for R∗n and 1/R∗n.
We start by re-writing (A26) as
βn Rn−1 = rn(rn−Ns)Rn ,
and substitute into (A38) to arrive at
∂T βn = rn(rn−Ns)Rn −βnRn,
which is a linear equation in Rn and 1/Rn.
Substituting rn given by (A64) and βn given by (A62) into the above equation produces
(T∂ 2T T + t∂ 2Tt)Hn =
(∂T Hn)
(
∂T Hn−Ns
)
Rn
−
(
T (∂T Hn)+ t(∂tHn)−Hn +n(n+α)
)
Rn.
(A66)
Going through a similar process we find, using (A25), (A62) and (A65),
(T ∂ 2Tt + t∂ 2tt)Hn =−
(∂tHn)
(
∂tHn +Ns
)
R∗n
+
(
T (∂T Hn)+ t(∂tHn)−Hn+n(n+α)
)
R∗n.
(A67)
The above two equations are quadratic equations in Rn and R∗n. Solving for them leads to
2
(
T (∂T Hn)+ t(∂tHn)−Hn +n(n+α)
)
Rn =−(T ∂ 2T T + t∂ 2Tt)Hn±A1(Hn), (A68)
2
(
T (∂T Hn)+ t(∂tHn)−Hn +n(n+α)
)
R∗n = (T ∂ 2Tt + t∂ 2tt)Hn±A2(Hn), (A69)
where A1(Hn) and A2(Hn) are defined by (47) and (48) respectively, where we have left out the
notation that indicates that A1 and A2 also depends upon the partial derivatives of Hn.
In the last step we substitute (A64), (A65), (A62), Rn given by (A68) and R∗n given by (A69)
into (A60). After some simplification, we obtain the PDE (46), completing the proof of Theorem
1.
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Appendix B: Some Relevant Integral Identities
The following integral identities, taken from Refs. 13 and 49, are referenced for use in the
Coulomb fluid derivations.
Let W (t) =
√
(t +a)(t +b):
b∫
a
dx√
(b− x)(x−a) = pi , (B1)
b∫
a
dx
(x+ t)
√
(b− x)(x−a) =
pi
W (t)
, (B2)
1
2pi
b∫
a
xdx√
(b− x)(x−a) =
(a+b)
4
, (B3)
P
b∫
a
√
(b− y)(y−a)
(y− x)(y+ t) dy = pi
(
W (t)
x+ t
−1
)
, (B4)
1
2pi
b∫
a
log(x+ t)√
(b− x)(x−a)dx = log
(√
t +a+
√
t +b
2
)
, (B5)
1
2pi
b∫
a
log(x+ t)
x
√
(b− x)(x−a)dx =
1
2
√
ab
log


(√
ab+W (t)
)2
− t2(√
a+
√
b
)2

 , (B6)
1
2pi
b∫
a
x log(x+ t)√
(b− x)(x−a)dx =
(√
t +a−√t +b
)2
4
,
+
(a+b)
4
log


(
W (t)+ t
)2
−ab
4t

 , (B7)
1
2pi
b∫
a
log(x+ t)
(x+ t)
√
(b− x)(x−a)dx =−
1
W (t)
log
(
1
2
√
t +a
+
1
2
√
t +b
)
, (B8)
∫ dx
x
√
a′x2 +b′x+ c′
=− 1√
c′
log
(
2c′+b′x+2
√
c′
√
a′x2 +b′x+ c′
x
)
, (B9)
where (c′ > 0),
=
1√
c′
log
(
x
2c′+b′x
)
, where (c′ > 0,b′2 = 4a′c′). (B10)
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Finally, note the well-known Schwinger parameterization
log(A+B) = logA+
1∫
0
Bdη
A+ηB . (B11)
Lemma 7. From the above integrals, we have
1
2pi
b∫
a
log(x+ t2)
(x+ t1)
√
(b− x)(x−a)dx =
1
2W (t1)
log


(
W (t1)+W(t2)
)2
− (t1− t2)2(√
t1 +a+
√
t1 +b
)2

 . (B12)
Proof. We rewrite log(x+ t2) using (B11) and then use (B2) to obtain
LHS(B12) =
logt2
2
√
(t1 +a)(t1+b)
+
1
2pi
1∫
0
b∫
a
xdxdη
(t2+ xη)(x+ t1)
√
(b− x)(x−a) .
Now we use the partial fraction decomposition
x
(t2 + xη)(x+ t1)
=
t1
(t1η − t2)(x+ t1) −
t2
(t1η − t2)(t2+ xη) ,
and then integrate over the x variable using (B2) to get
LHS(B12) =
logt2
2
√
(t1 +a)(t1+b)
+
1
2
1∫
0
dη
t1η − t2
(
t1√
(t1+a)(t1+b)
− t2√
(t2+aη)(t2+bη)
)
,
=
log(t2− t1)
2
√
(t1 +a)(t1+b)
− 1
2
lim
ε→0
1±ε∫
0
t2dη
(t1η− t2)
√
(t2+aη)(t2+bη)
.
(B13)
In our problem t2 = t ′, t1 = T ′ or t2 = T ′, t1 = t ′, hence t2/t1 = (t ′/T ′)±1 = (t/T)±1 = (1+
cs)±1. For the case s = 0, there exists another pole within the integrand, and so we replace the
1∫
0
. . . with
1±ε∫
0
. . . so that we may invoke (B9).
To evaluate the remaining integral in (B13), we first make the change of variable y = t1η − t2,
giving
1
2
lim
ε→0
1±ε∫
0
t2dη
(t1η− t2)
√
(t2 + aη)(t2 + bη)
=
1
2
lim
ε→0
t1−t2±εt1∫
−t2
(t2/t1)dy
y
√
(t2(t1 + a)+ ay)(t2(t1 + b)+ by)
. (B14)
Within the square root term, we have a quadratic function in y, given by
aby2 +
(
(a+b)t1t2 +2abt2
)
y+ t22(t1 +a)(t1+b).
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For our problem, where a and b are given by (83) and β ≥ 0, we see that the discriminant of the
quadratic form is given by
t21(b−a)2 > 0,
while the constant term is
t22
(
t21 +2t1(2+β )+β 2
)
> 0.
Hence we may invoke (B9) and then take the limit ε → 0 to get
RHS(B14) =−
1√
(t1 + a)(t1 + b)
(
− log(t2− t1)
+ log
(
2
√
(t1 + a)(t1 + b)
√
(t2 + a)(t2 + b)+ 2ab+(t2+ t1)(a+ b)+ 2t2t1
2
√
(t1 + a)(t1 + b)+ 2t1 + a+ b
))
. (B15)
Substituting this back into (B13) and after some algebra, we get (B12).
Appendix C: Differential Equations For Large Scale Corrections To Cumulants
1. κ2(t ′)
The correction terms fi(t ′) for i = 1,2,3,4 satisfy the following differential equations:(
(t ′+β )2 +4t ′)9/2
2t ′(1+β )
d f1(t ′)
dt ′ = l
(1)
2 (t
′), (C1)
(
(t ′+β )2 +4t ′)6
2Nst ′(1+β )
d f2(t ′)
dt ′ = l
(2)
2 (t
′), (C2)
(
(t ′+β )2 +4t ′)15/2
2t ′(1+β )
d f3(t ′)
dt ′ = l
(3)
2 (t
′), (C3)
(
(t ′+β )2 +4t ′)9
2Nst ′(1+β )
d f4(t ′)
dt ′ = l
(4)
2 (t
′). (C4)
The functions l(i)2 (t ′), i = 1,2,3,4 are given by
l(1)2 (t
′) = 3t ′4−3(β +2) t ′3−2(6β 2 +β +1)t ′2−3(β +2)β 2t ′+3β 4. (C5)
l(2)2 (t
′) =−16t ′6−2(β +2) t ′5 +3(23β 2 −8β −8) t ′4 +4(β +2)(15β 2−2β −2)t ′3
−2β 2 (7β 2−48β −48) t ′2−18β 4 (β +2) t ′+β 6. (C6)
l(3)2 (t
′) = 80t ′8−60(β +2) t ′7−3(217β 2 −47β −47) t ′6
−(β +2)(497β 2−55β −55) t ′5 +3(175β 4 −499β 3−481β 2 +36β +18) t ′4
+15(β +2)(42β 2−29β −29)t ′3β 2 +5β 4 (7β 2 +192β +192) t ′2
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−81(β +2)β 6t ′+3β 8. (C7)
l(4)2 (t
′) =−540t ′10 +304(β +2) t ′9 +4(1437β 2 −496β −496) t ′8
+36(β +2)(185β 2−44β −44) t ′7
−(4593β 4 −30152β 3−26584β 2 +7136β +3568) t ′6
−4(β +2)(2751β 4 −4658β 3−4442β 2 +432β +216) t ′5
−3β 2 (1227β 4 +10456β 3 +3944β 2 −13024β −6512) t ′4
+36β 4(β +2)(53β 2−302β −302) t ′3 +3β 6 (275β 2 +1632β +1632) t ′2
−108β 8 (β +2) t ′+β 10. (C8)
2. κ3(t ′)
The correction terms gi(t ′) for i = 1,2,3,4 satisfy the differential equations(
(t ′+β )2 +4t ′)11/2
6t ′(1+β )
dg1(t ′)
dt ′ = l
(1)
3 (t
′), (C9)
(
(t ′+β )2 +4t ′)7
6Nst ′(1+β )
dg2(t ′)
dt ′ = l
(2)
3 (t
′), (C10)
(
(t ′+β )2 +4t ′)17/2
6t ′(1+β )
dg3(t ′)
dt ′ = l
(3)
3 (t
′), (C11)
(
(t ′+β )2 +4t ′)10
6Nst ′(1+β )
dg4(t ′)
dt ′ = l
(4)
3 (t
′). (C12)
The terms l(i)3 (t ′), i = 1,2,3,4 are given by
l(1)3 (t
′) =−t ′6 +9(β +2) t ′5 +3(5β 2−6β −6) t ′4− (15β 2 +2β +2)(β +2) t ′3
−2(15β 2 +4β +4) t ′2β 2−6(β +2) t ′β 4 +4β 6 + t ′Ns2[− t ′5 +(β +2) t ′4
+7t ′3β 2 +5(β +2) t ′2β 2−2(β 2−4β −4)t ′β 2−2(β +2)β 4]. (C13)
l(2)3 (t
′) = 16t ′8−61(β +2) t ′7−8(28β 2−3β −3) t ′6−7(β +2)(3β 2 +4β +4)t ′5
+2
(
189β 4−76β 3−92β 2−32β −16) t ′4 +7β 2 (β +2)(39β 2−4β −4)t ′3
−4β 4 (7β 2−90β −90) t ′2−27β 6 (β +2) t ′+2β 8. (C14)
l(3)3 (t
′) =−80t ′10 +320(β +2) t ′9 +5(253β 2 −159β −159) t ′8
−(β +2)(311β 2 −125β −125) t ′7−2(1946β 4 −1015β 3−1062β 2−94β −47) t ′6
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−2(β +2)(1498β 4 −413β 3−422β 2−18β −9) t ′5
+β 2 (1085β 4 −7567β 3−6843β 2 +1448β +724) t ′4
+5β 4 (β +2)(341β 2 −395β −395) t ′3 +2β 6 (97β 2 +1230β +1230) t ′2
−142β 8 (β +2)T +4β 10 + t ′Ns2
[
−50t ′9 +70(β +2) t ′8 +2(325β 2 −97β −97) t ′7
+2(β +2)(305β 2−53β −53) t ′6−2(380β 4 −1535β 3−1407β 2 +256β +128) t ′5
−2(β +2)(700β 4−981β 3−949β 2 +64β +32) t ′4
−2β 2 (215β 4 +1982β 3 +918β 2−2128β −1064) t ′3
+2β 4 (β +2)(125β 2 −684β −684) t ′2 +22β 6 (5β 2 +28β +28) t ′−10β 8 (β +2)].
(C15)
l(4)3 (t
′) = 1080t ′12−3460(β +2) t ′11−32(619β 2 −338β −338) t ′10
−2(β +2)(2045β 2 +204β +204) t ′9 +20(3309β 4 −4120β 3−4040β 2 +160β +80) t ′8
+(β +2)(81555β 4 −62404β 3−62084β 2 +640β +320) t ′7
−80β 2 (57β 4−3845β 3−2401β 2 +2888β +1444) t ′6
−3β 2 (β +2)(18777β 4 −58336β 3−50528β 2 +15616β +7808) t ′5
−6β 4 (3915β 4 +24728β 3 −2792β 2−55040β −27520) t ′4
+45β 6 (β +2)(109β 2−1172β −1172) t ′3 +4β 8 (725β 2 +4104β +4104) t ′2
−275β 10 (β +2) t ′+2β 12. (C16)
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