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Abstract
Over the universe of binary words, {0, 1}∗, a type of structures of ﬁnite signature is deﬁned that
satisfy P = NP. This holds true both for the related classes of programs in which tests of equality
(identity) of words are allowed, as well as for those in which no equality tests occur. The related
structures correspond essentially to the pushdown data structures enriched by predicates which are
suitably padded PSPACE-complete word sets.
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1. Introduction
In the seminal paper [3], Blum, Shub and Smale (BSS) generalized a computation model,
introduced by Engeler [7], Friedman [8] and others for functions of ﬁxed arities, to string
functions over universes of algebraic structures, in particular, over the ordered ring of real
numbers. So they could deﬁne the time complexity of computations with respect to the uni-
form sizemeasure, given by the lengths of input strings, where the elements of the structures
are treated as entities and any execution of an algebraic operation or test requires just one
step. On this basis, a theory of computational complexity over the real numbers and other
algebraic structures was established. Now the classical P vs.NP problem concerns a simple
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binary structure with the two-element universe {0, 1}, where both elements are available as
basic constants. For further details on that background, we refer to [2,24,20,19,25,15].
Even if the importance and adequacy of the BSS model for a theoretical foundation of
scientiﬁc computing is controversially discussed, cf. [2,26], there is surely no doubt that
it pointed to new aspects and modiﬁcations of some hard problems of the classical theory
of computational complexity. In particular, the BSS setting led to a new type of relativized
P vs. NP problems. Instead of relativizing by oracles, as it has been well-known within
the classical setting since the paper by Baker et al. [1], now the problem is relativized by
considering different underlying structures. Poizat [14,20] emphasized this aspect of the
BSS paper and showed relationships between model theoretical properties of structures
and their behavior w.r.t. P vs. NP. He also pointed out the differentiation between the
weak or digital nondeterminism (here denoted byN1), which is caused by nondeterministic
branchings of the program ﬂow, and the complete nondeterminism in the BSS sense (N2),
caused by the opportunity of guessing arbitrary elements of the underlying structure. For
the related classes of string sets (languages) recognizable in polynomial time, we have the
trivial inclusions P ⊆ N1P ⊆ N2P. Rather soon, witness structures for the constellations
P ⊂ N1P ⊂ N2P, P ⊂ N1P = N2P and P = N1P ⊂ N2P, respectively, have been found,
cf. [20]. For example, P ⊂ N1P for all inﬁnite abelian groups, and N1P ⊂ N2P for the
additive group of integers, see [9,23].
The problem to ﬁnd a structure of ﬁnite signature with P = N1P = N2P turned out to
be unexpectedly hard, and no complete solution has been published so far. Poizat [14,20]
showed that such a structure has to admit a fast effective quantiﬁer elimination. In [21]
he reported his attempt to enrich the structure over the binary words equipped with the
pushdown operations (expressed in our notational framework, cf. Section 3) by a generic
predicate such that the resulting structure admits fast quantiﬁer elimination and, thus, sat-
isﬁes P=NP. Didehvar and Ardeshir [4] announced another idea to solve the problem, but
their technical report [5] giving the details has not yet been published so far. Prunescu
[22] described a rather detailed plan of a proof, but has not yet succeeded in executing it
completely. Mainhardt [18] was able to deﬁne a structure of inﬁnite signature for which
P = N2P. Gaßner wrote a series of preprints [10–13] on the subject and related questions. In
the ﬁrst one, she established a framework for embedding arbitrary structures into structures
of labelled trees satisfying P = N2P with respect to programs avoiding equality tests, i.e.,
weak programs as we shall say. In the last one, she described how to apply her framework
to obtain structures over the binary words with P = N2P for arbitrary programs.
In this paper, we specify structures of ﬁnite signature over the universe of binary words,
W = {0, 1}∗, for which P = N2P, both for the program classes without equality tests as
well as for those in which tests of equality are allowed. In contrast to the former attempts,
which all (as far as the main ideas have been communicated) try master diagonalizations,
our approach uses the result by Baker–Gill–Solovay [1] that PA = NPA for all PSPACE-
complete oraclesA ⊆ {0, 1}∗. To this purpose,mutual simulations between oraclemachines
and programs over our word structures owning the sets A as basic predicates are used.
Moreover, in order to restrict the computational power of the predicates A, they are suitably
padded. For further details, we refer to the following sections. Throughout the paper, the
reader is supposed to be familiar with basic notions and techniques of the classical theory
of computational complexity, as they are presented in any textbook, e.g., [6].
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The paper is organized as follows. Section 2 recalls the basic notions concerning pro-
grams, computability and complexity classes over structures, as far as they are necessary
for a precise mathematical meaning of the results and proof techniques. Section 3 intro-
duces the word structures we want to deal with and presents the skeleton of proof by stating
the key results. Firstly, on languages of polynomially bounded depth, [nondeterministic]
oracle Turing machines can be simulated by [N1-] programs over related structures, with
polynomially bounded delay, and conversely. Secondly, for certain structures, all languages
from [Ni]P can be polynomially reduced to languages of polynomially bounded depth that
belong to [N1]P. This is proved in Section 4 for programs without equality tests, whereas
Section 5 presents the proof for general programs over related word structures.
2. Programs and complexity classes over structures
Let a structure of ﬁnite signature be given,
S = 〈S ; C1, . . . , Cn1;R1, . . . , Rn2; F1, . . . , Fn3〉,
where S is the (nonempty) universe, n1, n2, n3 ∈ N, C1, . . . , Cn1 are the basic constants,
R1, . . . , Rn2 the basic relations, eachRi with some arity ki ∈ N+ , and F1, . . . , Fn3 are the
(total) basic functions, each Fi with an arity li ∈ N+ . Thus,Ri ⊆ Ski and Fi : Sli −→ S.
By S⊕, we denote the set of all nonempty strings over S; these are the ﬁnite sequences
 = (s1, s2, . . . , sn), n ∈ N+ , s1, s2, . . . , sn ∈ S. We will also write  = s1⊕s2⊕ · · · ⊕sn,
so we use the symbol ⊕ both as the separation label between consecutive elements of a
string and as operation symbol for the concatenation of strings. ‖‖ = n is the length
of the string . The strings over the universe S represent the data structures which our
S-programs are working on. By excluding the empty string and by related deﬁnitions of
the basic instructions, we avoid the use of a special blank symbol which would have to be
added to the elements of the structure otherwise.
Notice that, in this paper, it is essential to distinguish between strings and operations on
them, on the one hand, and words and word operations on the other hand. The set of binary
words,W = {0, 1}∗, will be the universe of the structures we shall deal with, cf. Section
3. Binary words will be noted as w = b1b2 . . . bn, n ∈ N, b1, b2, . . . , bn ∈ {0, 1}. Then
|w| = n is called the depth of w,  with || = 0 is the empty word, and w1 · w2 = w1w2
denotes the concatenation of words w1 and w2.
An S-program over a structure S uses ﬁnitely many pointer variables pj (1jk)
which point to elements of the current string , i.e., they have values from {1, 2, . . . ,
‖‖}:
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There are three types of atomic pointer expressions, namely
pj = pj ′ ,
r–end (pj ) and
l–end (pj ) (for 1j, j ′k).
In some step,pj = pj ′ is true iff both pointer variables have the same current value, whereas
r–end(pj ) resp. l–end(pj ) are true iff pj points to the right resp. left end of the current
string.
Data variables are written as “pj ↑”, for 1jk; their current values are just those
elements of the current string to which the pj point. Data terms are inductively deﬁned to
be either data variables or constants Ci (1 in1), or to have the form Fi(T1, . . . , Tli ),
with a basic function Fi , 1 in3, and data terms T1, . . . , Tli .
Atomic data expressions are either equations “T1 = T2” with data terms T1 and T2, or
predicative expressions “Ri(T1, . . . , Tki )”, 1 in2, with data terms T1, . . . , Tki .
An S-program is a ﬁnite sequence
P = (B0;B1; . . . ;Bl) , l ∈ N,
of unconditional or conditional instructions B, 0 l.
Unconditional instructions are of the following types, where 1jk.
• assignments: “pj ↑ := T ”, with a data term T;
• pointer moves: “r–move(pj )” or “l–move(pj )”;
• append instructions: “r–app(pj )” or “l–app(pj )”;
• delete instructions: “del(pj )”;
• stop instructions: “halt”;
• jumps: “goto(m0, . . . , mn)”, with n,m0, . . . , mn ∈ N;
• guess instructions: “guess(pj ↑)”.
A conditional instruction has the form “if Cond then Inst”, with an unconditional
instruction Inst and an atomic (pointer or data) expression Cond.
The meanings of assignments, pointer moves and stop instructions are nearly straightfor-
ward. A stop instruction ﬁnishes the work of the program. A pointer move is performed only
if the pointer would not leave the current string by that move, otherwise it does not cause
an action. If the pointer pj occupies the right resp. left end of the current string, the append
instruction causes a prolongation of the string (to the right resp. left) by one place which
has to be ﬁlled with the former rightmost resp. leftmost element, and the pointer pj has to
take this position in the following step. If the pointer does not occupy the corresponding
end of the current string, the append instruction has no effect. The delete instruction causes
an action only if the current string has a length 2 and if the corresponding pj points to the
right or left end of the string. Then this element has to be removed, and all pointers placed
there take the related new end element as their positions in the next step. A jump instruction
causes a jump to one of the instructions whose indices are given in the list of goal labels,
(m0, . . . , mn). In all the other cases of instructions (except the stops from which there is
no continuation), after having performed them, the program control continues with the next
instruction of the program. A guess instruction replaces the value of the corresponding data
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variable by an arbitrary element of the universe S. Finally, the instruction Inst, within
some conditional instruction as given above, has to be performed iff the condition Cond
holds with respect to the current values of the involved pointer and data variables, otherwise
the program goes to the next instruction.
An operational semantics of S-programs P is deﬁned by using the notion of P-conﬁgur-
ation, this is a (k + 2)-tuple
 = (, ,1, . . . ,k)
with  ∈ S⊕,  ∈ N, 11, . . . ,k‖‖. It gives the current string , the content  of
the instruction counter, and the current values of the pointers, val(pj ) = j (1jk).
The values of data variables are val(pj ↑) = (j ), the j th elements of the string . On
this basis, the values of pointer expressions and of data terms and data expressions with
respect to  can straightforwardly be deﬁned.
The change of conﬁguration by the execution of one step of a program P is speci-
ﬁed according to the meanings of instructions sketched above. Without loss of generality,
we can always suppose that the last instruction Bl is just the only stop instruction and
that all the goal labels (of jumps) occurring in P belong to the set {0, . . . , l}. Thus, to
every P-conﬁguration  = (, ,1, . . . ,k) obtained from some initial conﬁguration
(0, 0, 1, . . . , 1) by ﬁnitely many steps of the program, an instruction B of the program is
assigned, and  is a stop conﬁguration of P iff  = l.
We omit the formal deﬁnition of the relation P , where  P ′ means that the con-
ﬁguration ′ is obtained from  by executing one step of program P . For example, a stop
conﬁguration  has no P -successor, a jump “goto(m0, . . . , mn)” causes n+ 1 successors
′ of the current conﬁguration , and a guess instruction causes card(S) successor con-
ﬁgurations. Let ∗P denote the reﬂexive and transitive closure of the relation P , whereas
 tP 
′ means that conﬁguration  is transformed into ′ by exactly t steps of program P .
Thus, ∗P =
⋃
t∈N tP .
Finite or inﬁnite sequences (0,1,2, . . .) of conﬁgurations such that i P i+1 are
calledP-computations. The programP computes the string relation P ⊆ S⊕×S⊕ deﬁned
by
P = {(,′) : (, 0, 1, . . . , 1) ∗P ′
for a stop conﬁguration ′ = (′, l,1, . . . ,k)}.
The language, i.e. set of strings, LP ⊆ S⊕ which is recognized (or accepted) by P is just
its halting set, i.e., the domain of P :
LP = { : (, 0, 1, . . . , 1) ∗P ′ for a stop conﬁguration ′ }.
AnS-program is said to be deterministic (brieﬂy:D-program) if it does not contain a guess
instruction and, moreover, all its jump instructions have just one goal label. Deterministic
S-programs compute only single-valued relations, i.e. (partial) string functions over S. A
program is nondeterministic of the ﬁrst kind or binarily nondeterministic (N1-program) if it
does not contain a guess instruction. An arbitrary program is also said to be nondeterministic
of the second kind or totally nondeterministic (N2-program).
In [15], we pointed out that the above notion of (deterministic) computability over struc-
tures represents a natural concept of effectivity w.r.t. algebraic structures. This can be
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expressed by a related generalized Church’s thesis. Disregarded the empty string, which is
avoided by technical reasons, for structures X = 〈X; x1, . . . , xn; ; 〉 over ﬁnite alphabets
X = {x1, . . . , xn}, the X -programs are just as powerful as the classical (deterministic and
nondeterministic, respectively) Turing machines acting on strings over X ∪ {}, with the
blank symbol  ∈ X. More precisely, the notion of S-program is closely related to that of
multi-head Turing machine.
Analogously to the classical setting, the time complexity of an S-program is deﬁned
by the number of steps executed in terminating computations. In particular, a program P
recognizes a set of strings, L ⊆ S⊕, with a time bound  : N+ −→ N+ iff L = LP and
for any ∈ L there is a ﬁniteP-computation of length (‖‖)which starts with the initial
conﬁguration (, 0, 1, . . . , 1) and terminates with a stop conﬁguration. Accordingly, the
polynomial complexity classes P(S), N1P(S) and N2P(S) consist of all those languages L
which can be recognized by S-programs of related types (D, N1 and N2, respectively) with
polynomial time bounds. We have the trivial inclusions
P(S) ⊆ N1P(S) ⊆ N2P(S) .
The P vs. NP problem over the structure S asks which of these two inclusions are proper.
For structures X = 〈X; x1, . . . , xn; ; 〉 over ﬁnite alphabets X = {x1, . . . , xn}, n2, it is
easily seen that N1P(S) = N2P(S). For the structure B = 〈{0, 1}; 0, 1; ; 〉, the question
whether P(B) = N1P(B) is just the classical P vs. NP problem.
A nondeterministic jump “goto (m0, . . . , mn)”, n2, can equivalently be replaced by a
sequence of binary jumps: “goto (m0,m′0); m′0 : goto (m1,m′1); . . . ; m′n−2 : goto (mn−1,
mn)”, wherem′0, . . . , m′n−2 are understood as symbolic labels. If card(S)2, as we always
will suppose in the sequel, a binary jump “goto (m0,m1)” can equivalently be replaced by
the following sequence of instructions: “guess(pk+1↑); guess(pk+2↑); if pk+1↑ = pk+2↑
then goto (m0); goto (m1)”, with new pointer variables pk+1 and pk+2. Of course, in re-
placing sequences of instructions by other ones, the changes of the indices of instructions,
if they occur as target indices of jumps, have to be taken into account.
Nowwe suppose that the structure S contains two different elements, r0 and r1, which are
polynomially constructible. They are ﬁxed in the sequel. Their polynomial constructibility
means that the constant total functions i : S⊕ −→ {ri}, i = 0, 1, are computable by
polynomially bounded deterministic S-programs. This holds true iff the restrictions to S,
considered as the set of one-element strings, i.e., the functions i |S , are computable by
deterministic S-programs with constant time bounds. For example, if the elements ri can
be obtained as values of ground terms (i.e., variable-free terms) over S, this condition is
fulﬁlled.
Like in the classical setting, the nondeterministic complexity classes can be characterized
by means of deterministic programs. To this purpose, pairs of strings are encoded by strings
using the ﬁxed elements r0, r1 ∈ S as markers on the trace of even-numbered places,
whereas the component strings are inscribed on the odd-numbered places. More precisely,
for  = s0⊕ · · · ⊕sl and ˜ = s˜0⊕ · · · ⊕s˜l˜ let
〈, ˜〉 = s0⊕r0⊕s1⊕r0⊕ · · · ⊕r0⊕sl⊕r1⊕s˜0⊕r0⊕s˜1⊕r0⊕ · · · ⊕r0⊕s˜l˜⊕r1 .
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Lemma 1. For any structure S and any string set L ⊆ S⊕,
(i) L ∈ N1(S) iff there are a set L˜ ∈ P(S) and a polynomial p such that
L = { : there is a ˜ ∈ {r0, r1}⊕, ‖˜‖p(‖‖) with 〈, ˜〉 ∈ L˜ };
(ii) L ∈ N2(S) iff there are a set L˜ ∈ P(S) and a polynomial p such that
L = { : there is a ˜ ∈ S⊕, ‖˜‖p(‖‖) with 〈, ˜〉 ∈ L˜ }.
The proof is by standard techniques: the elements of the strings ˜ are taken as the re-
sults of guess instructions in nondeterministic programs, and conversely. More precisely,
this applies to N2. For N1, we use the replacements of nondeterministic jumps to bi-
nary ones and of them by binary guess instructions yielding results from {r0, r1}, and
conversely.
It will also be useful to know that the nesting of data terms in (polynomially bounded)
programs can be avoided, by program parts computing the related values step-by-step. So
we have
Lemma 2. Any language L from P(S), N1P(S) and N2P(S), respectively, can be recog-
nized in polynomial time by an S-program of the corresponding type in which all assign-
ments are of the forms pj ↑ := pj ′ ↑, pj ↑ := Fi(pj1 ↑, . . . , pjli ↑) or pj ↑ := Ci , with
basic functions Fi and basic constants Ci of S, and all data expressions are of the forms
pj ↑ = pj ′ ↑ or Ri(pj1 ↑, . . . , pjki ↑), with basic relations Ri of S.
In the original setting by BSS, the programs are moreover allowed to use arbitrary el-
ements of the structure as direct operands like the basic constants. They play the role
of parameters in these generalized programs which were denoted as quasi-programs in
[15,16]. So we have a modiﬁed notion of computability, called quasi-computability, as well
as related polynomial complexity classes and P vs. NP problems. However, as pointed out
in [16], the equality P(S) = NiP(S) for i ∈ {1, 2} and parameter-free programs implies
that equality for quasi-programs too. Therefore, we can restrict ourselves to parameter-free
programs in the present paper, in which we just show that P(S) = N2P(S) for suitable
structures S.
AnS-program is said to beweak if it does not contain any data expression of the formT1 =
T2, with data terms T1 and T2. This means that it does not use tests for equality (i.e., identity)
of elements of the underlying structure. The idea of considering weak programs is due to
Gaßner [10]. Let P(S)0 and NiP(S)0, i = 1, 2, denote the complexity classes deﬁned by
weakS-programsof the related types.Obviously,P(S)0 ⊆ P(S) andNiP(S)0 ⊆ NiP(S). If
the functions i : S⊕ −→ {ri}, i = 0, 1, are even computable by polynomially bounded
deterministic weak S-programs and, moreover, {r0}, {r1} ∈ P(S)0, then the analogue of
Lemma 1 for the weak polynomial complexity classes is valid too. The related analogue of
Lemma 2 holds always true.
We do not know any general relationship between the P(S)0 vs. NiP(S)0 problem and
the P(S) vs. NiP(S) problem. However, it can be much easier to show P(S)0 = N2P(S)0
for a certain structure S than to prove P(S) = N2P(S). So, in the present paper, we will
ﬁrst concentrate ourselves on weak programs and consider the general programs (over the
same witness structures) in a second stage. We hope that this way of acting will help to keep
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the paper readable. In any case, it is useful to present the several ideas of proof separately
from each other, as far as possible.
3. Word structures and the skeleton of proof
The set of binary words,W = {0, 1}∗, will be the universe of the structures we are going
to deal with. For a bit b ∈ {0, 1}, let b denote the word of depth one consisting of b.
Given a set of words W ⊆ W, which is taken as a predicate (i.e., unary relation) over
W, we consider the word structure
SW = 〈W ;  ; {0}, {1},W ; push0, push1, body, last 〉 ,
with the one-bit words 0, 1 ∈ W and the unary operations push0, push1,body,last : W
→W deﬁned by
push0(w) = w0 ,
push1(w) = w1 ,
body() =  , body(wb) = w ,
last() =  , last(wb) = b (for all w ∈W, b ∈ {0, 1}).
Thus, the (weak) SW -programs can use the empty word as basic constant, they can test
whether a word is equal to 0 or 1, can test for membership inW, and they can essentially
perform the pushdown operations on binary words, only that the value of the operation last
is always a one-bit word, not a bit.
In the sequel, we always put r0 = 0 and r1 = 1. Thus, {r0}, {r1} ∈ P(SW)0 and ri =
pushi () for i = 0, 1. So the analogue of Lemma 1 for the weak polynomial complexity
classes is valid over every word structure SW .
Words are straightforwardly encoded by strings of one-bit words,
⊕-code( b1b2 . . . bn ) = b1⊕ b2⊕ · · · ⊕ bn .
Conversely, strings of binary words can be encoded by words which are seen as consisting
of two traces, where the component words, each prolonged by a 1, are noted bit-by-bit on
the ﬁrst trace of odd-numbered places, whereas the second trace, consisting of the even-
numbered places, is used to mark the breakpoints between the components:
∗-code( b11 . . . b1n1⊕b21 . . . b2n2⊕ · · · · · · ⊕bm1 . . . bmnm )
= b110 . . . 0b1n10 · 1 1 · b210 . . . 0b2n20 · 1 1 · . . . . . . · 1 1 · bm10 . . . 0bmnm0 · 1 1.
Obviously, ‖⊕-code(w) ‖ = |w| and | ∗-code(w1⊕ . . .⊕wn) | = 2(|w1| + · · · + |wn| +
n), for words w,w1, . . . , wn ∈ W. Moreover, the complete code sets are polynomially
recognizable by deterministic programs of related kind: ⊕-code(W ) ∈ P(SW)0, for all
W ⊆W, and ∗-code(W⊕ ) ∈ P.
The depth of a string is deﬁned by
depth() = maxni=1 |wi | for  = w1⊕ · · · ⊕wn and w1, . . . , wn ∈W.
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A language L ⊆W⊕ is said to be of polynomially bounded depth iff there is a polynomial
p with
depth()p(‖‖) for all  ∈ L.
Then we have | ∗-code() |2 ‖‖ · (p(‖‖)+ 1). Thus, over languages of polynomially
bounded depth, the depth of the word code of a string is polynomially related to the length
of that string.
As usual, by PW andNPW , respectively, we denote the class of all word sets recognizable
in polynomial time by a classical deterministic resp. nondeterministic oracle Turingmachine
(brieﬂy: OTM and NOTM) that uses the oracle setW ⊆W.
Theorem 1. For all languagesL ⊆W⊕ of polynomially bounded depth and all predicates
W ⊆W are equivalent:
(i) L ∈ [N1]P(SW);
(ii) ∗-code( L ) ∈ [N]PW ;
(iii) L ∈ [N1]P(SW)0.
Herein and in the sequel, the brackets “ [. . .] ” are used in order to express two assertions
by one formulation: their content has to be added and deleted, respectively, everywhere
within the related context.
To prove (i)⇒ (ii), let the language L ⊆W⊕ be recognized by a polynomially bounded
[N1]SW -program P . The work of P on an input string  ∈ W⊕ can be simulated step-
by-step by a polynomially bounded [N]OTM M using W as oracle set and working on
∗-code(), whereas all words fromW \ ∗-code(W⊕) are rejected byM. The polynomial-
time simulation is clear for all operations and tests, excepted the tests for membership in
W and the equality tests “pj ↑ = pj ′ ↑ ? ”. Assume that a test “pj ↑ ∈ W ? ” has to be
performed within the execution of P on input , and let  be the current P-conﬁguration.
Since L is of polynomially bounded depth and due to the simplicity of the basic operations
of SW , the depth of the current value of pj ↑, |val(pj ↑)|, is polynomially bounded w.r.t.
the length of the input string, ‖‖. Thus,M can copy the word val(pj ↑) to its oracle tape
and ask the oracle whether it belongs to the predicateW. Tests for equality “pj ↑ = pj ′ ↑ ? ”
can be performed byM by comparing bit-by-bit the related current values, val(pj ↑) and
val(pj ′ ↑).
To show (ii)⇒ (iii), let ∗-code(L) be recognized in polynomial time by an [N]OTM
M using the oracle setW. To recognize language L in polynomial time, a weak [N1]SW -
program P ﬁrst transforms the input string  into the string  = ⊕-code(∗-code()). Then
it simulates on the behavior ofM on ∗-code(). Herein, oracle queries of form “u ∈ W ?”
are simulated by copying the word u to a special place pj ↑ of the current string and asking
“pj ↑ ∈ W ? ”.
The implication (iii)⇒ (i) holds trivially. So the theorem has been proved.
As a by-product we remark that, by means of the same techniques of simulation as they
have been applied in the above proof, the Baker–Gill–Solovay result can be used to specify
word structures for which P ⊂ N1P.
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Proposition 1. If PB ⊂ NPB for an oracle set B ⊆W, then P(SB)0 ⊂ N1P(SB)0 and
P(SB) ⊂ N1P(SB).
Indeed, let W ∈ NPB \ PB and L = ⊕-code(W). L is of polynomially bounded depth,
and L ∈ N1P(SB)0 can be shown by simulating a NOTM recognizing W with oracle B
in polynomial time. On the other hand, from L ∈ P(SB), by simulating a polynomially
boundedSB -program recognizingL, wewould obtain anOTMrecognizingW in polynomial
time with oracle B; this is a contradiction.
Notice that the operations last and body are not employed in the ﬁrst part of the proof.
So P(S)[0] ⊂ N1P(S)[0] holds true also for any word structure S obtained from an SB by
removing these two basic operations.
Whereas oracles B with PB ⊂ NPB are usually constructed by a special diagonalization,
the equality PA = NPA is even valid for all PSPACE-complete word sets A ⊆W, cf. [1].
However, the application of the latter result in order to obtain a word structure SÂ with
P(SÂ) = N2P(SÂ) requires much more effort than the proof of Proposition 1. More pre-
cisely, we will show that, for suitable Â, the languagesL ∈ NP(SÂ)[0] can be polynomially
reduced to languages of polynomially bounded depth, L′ ∈ N1P(SÂ)[0]. The predicates Â
are PSPACE-complete and obtained from arbitrary PSPACE-complete sets A ⊆ W by a
suitable padding.
Let pol denote the classical relation of polynomial reducibility between sets of words,
whereas  ⊕pol and 
⊕
pol,0 mean the polynomial reducibility between languages of strings,
the latter by weak programs. More precisely,L ⊕pol L′ iff there is a string function f :W⊕
→W⊕ polynomial-time computable by a deterministic SW -program such that  ∈ L ⇐
⇒ f () ∈ L′ for all  ∈ W⊕. The basic predicate W of SW is always speciﬁed by the
context. L ⊕pol,0L′ is analogously deﬁned, only that f has even to be weakly computable
in polynomial time.
Now we can formulate the crucial result of this paper.
Theorem 2. There arePSPACE-completeword sets Â ⊆W such that, [for each i ∈ {1, 2},]
(1) to every L ∈ [Ni]P(SÂ)0 there is a language of polynomially bounded depth, L′ ∈
[N1]P(SÂ)0, with L ⊕pol,0 L′;
(2) to every L ∈ [Ni]P(SÂ) there is a language of polynomially bounded depth, L′ ∈
[N1]P(SÂ), with L ⊕polL′.
Notice that even the reduction of languages L ∈ N2P(SÂ)[0] is possible to languages
from N1P(SÂ)[0]. The theorem will be proved in the following two sections. Here we still
show that its N2 version immediately implies the main result we announced.
Corollary 1. Let the predicate Â ⊆W satisfy the statements of Theorem 2. Then we have
P(SÂ)0 = N2P(SÂ)0 and P(SÂ) = N2P(SÂ).
To prove this, let Â be chosen according to Theorem 2 and L ∈ N2P(SÂ)0. For any
language L′ satisfying Part 1 of Theorem 2, by Theorem 1, we have ∗-code(L′) ∈ NPÂ.
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Since Â is PSPACE-complete, it follows ∗-code(L′) ∈ PÂ, hence L′ ∈ P(SÂ)0, again by
Theorem 1. By means of L  ⊕pol,0 L′, we obtain L ∈ P(SÂ)0. So we have shown that
N2P(SÂ)0 ⊆ P(SÂ)0. The inclusion N2P(SÂ) ⊆ P(SÂ) follows quite analogously by
means of Part 2 of Theorem 2.
4. The ﬁrst part of Theorem 2
The polynomial reduction we have to specify in order to prove Theorem 2 is based on
replacements of all words, whose depths exceed a certain amount, by equivalent ones of
lower depths. The equivalence is meant w.r.t. the behavior of programs up to a given number
of steps. So we start with introducing the underlying relations between binary words and
strings of them.
For a word w and n ∈ N, let w|n denote the initial part of depth |w|−˙n, i.e.,
w|n =
{
v if |w|n and w = v · u with |u| = n,
 if |w|n.
For words w,w′ ∈W, numbers t ∈ N and predicatesW ⊆W, let
w ∼t,W w′ iff w = w′
or the following three conditions are satisﬁed:
1. |w|, |w′| t + 1;
2. w and w′terminate with the same word of depth t,
i.e., there are words v, v′, u ∈W such that
|u| = t, w = v · u and w′ = v′ · u;
3. for all n t and u ∈W with |u| t, it holds
w|n · u ∈ W ⇐⇒ w′|n · u ∈ W.
Obviously, each ∼t,W is an equivalence relation inW. For example, ∼0,W = (W\{})2∪
{(,)}. Moreover, we have ∼t+1,W ⊆∼t,W for all t ∈ N.
Any ∼t,W is component-wise transferred to strings:
 ∼t,W ′ iff ‖‖ = ‖′‖
and, for  = w1⊕ · · · ⊕wl and ′ = w′1⊕ · · · ⊕w′l ,
it holds wi ∼t,W w′i whenever 1 i l.
Lemma 3. Let P be a weak SW -program without nested data terms, according to Lemma
2. Moreover, let 1,′1,2 ∈W⊕ such that
1 ∼t,W 2 and (1,m,1, . . . ,k) iP (′1,m′,′1, . . . ,′k),
for numbers 0 i t and P-conﬁgurations (1,m,1, . . . ,k) and (′1,m′,′1, . . . ,′k).
Then there is a string ′2 ∈W⊕ such that
′1 ∼t−i,W ′2 and (2,m,1, . . . ,k) iP (′2,m′,′1, . . . ,′k).
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To prove the lemma, it is enough to show the assertion for i = 1 t . Indeed, the case
i = 0 is trivial, and the statement for arbitrary i t follows inductively, where the case i = 1
corresponds just to the step of induction. So let t1, 1 = (1,m,1, . . . ,k) P (′1,m′,
′1, . . . ,′k) and 2 = (2,m, 1, . . . ,k).
We have to discuss the several possible actions of the current instruction Bm of program
P at the conﬁgurations 1 and 2. If Bm is a conditional instruction “ if Cond then Inst”,
the atomic expression Cond is true w.r.t. 1 iff it is true w.r.t. 2. This is easily seen for
a pointer expression, since ‖1‖ = ‖2‖ and all pointers have the same positions both
w.r.t. 1 and w.r.t. 2. If Cond has the form “pj ↑ ∈ {b}”, for a one-bit string b ∈ {0, 1},
or “pj ↑ ∈ W”, however, the results w.r.t. 1 and 2 coincide too, since 1 ∼t,W 2 and
t1, hence 1 ∼1,W 2. Identity tests “pj ↑ = pj ′ ↑” cannot occur, since P is supposed
to be a weak program.
So it remains to show that each possible unconditional instruction Inst, may it occur
as part of a conditional instruction Bm or may it be equal to Bm, can yield a resulting
string ′2 ∼t−1,W ′1. This holds obviously for pointer moves, append instructions, delete
instructions, jumps and guess instructions, aswell as for assignments “pj ↑ := ”, “pj ↑ :=
lastb(pj ′ ↑)” and “pj ↑ := pj ′ ↑”. In all these cases, we can even ensure that ′2 ∼t,W ′1,
for a P-conﬁguration ′2 = (′2,m′,′1, . . . ,′k) with 2 P ′2. For instructions “pj ↑ :=
pushb(pj ′ ↑)”, with b ∈ {0, 1}, and in the case that Inst= “pj ↑ := body(pj ′ ↑)”, we
can at least ensure that ′2 ∼t−1,W ′1, with 2 P (′2,m′,′1, . . . ,′k). Indeed, then we
have ′l = l for 1 lk, and the requirement is fulﬁlled by the string ′2 with ‖′2‖ =‖2‖ (= ‖1‖ = ‖′1‖ ), ′2(l) = 2(l) if l = j , and ′2(j ) = pushb(2(j ′)) resp.
′2(j ) = body(2(j ′)).
From Lemma 3, it follows immediately that if a string 1 is accepted by the program
P within  t steps (by reaching a stop conﬁguration after it has been started with the
conﬁguration (1, 0, 1, . . . , 1) ) and if 1 ∼t,W 2, then P accepts 2 too, within  t
steps. So we have
Lemma 4. Let the languageL ⊆W⊕ be recognizedwith the timebound  : N+ −→ N+
by a weak SW -program without nested data terms. If 1 ∼(n),W 2 for strings 1, 2 ∈
W⊕ and n = ‖1‖ = ‖2‖, then 1 ∈ L ⇐⇒ 2 ∈ L.
To ensure the polynomial reduction mentioned in the beginning of this section, arbitrary
PSPACE-complete predicatesA ⊆W are padded in a suitable way to polynomially equiva-
lent sets Â ⊆W. So the computational power of SÂ-programs is restricted, and equivalent
replacements of larger words by such ones of lower depth become easily manageable.
For an arbitrary setW ⊆W, let the padded version ofW be deﬁned as
Ŵ = {v · 1 · 0l · 1 · 0k : v ∈ W and l, k ∈ N such that k |v| + l }.
Lemma 5. If A ⊆W is PSPACE-complete, then Â is PSPACE-complete too.
We haveA pol Â via the word function f (v) = v ·1 1 ·0|v|, and Â polA via the func-
tion g(w) =
{
v if w = v · 1 · 0l · 1 · 0k for l, k ∈ N with k |v| + l,
v−A if w is not of the above form,
for some ﬁxed
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word v−A ∈ A. Thus, A and Â are polynomially equivalent, and Â is PSPACE-complete
too.
For any PSPACE-complete word set A, let words v+A ∈ A and v−A ∈ A be ﬁxed such that|v−A | |v+A |. Moreover, the positive number
tA = |v+A |
will be used in the sequel.
Now we show that, for all numbers t tA and binary words w of depth > 3t + tA + 2,
equivalent wordsw′t ∼t,Â w of depth 3t+ tA+2 can be weakly computed in polynomial
time w.r.t. number t.
Lemma 6. Let A ⊆ W be PSPACE-complete. Then there is a polynomially bounded de-
terministic weak SÂ-program which, starting with any input string t⊕w, where t ∈W⊕
and w ∈W, ‖t‖ = t tA and |w| > 3t + tA + 2, computes a word w′t ∈W such that
w′t ∼t,Â w and 3t + tA + 1 |w′t |3t + tA + 2.
This is proved by showing howw′t is obtained from a given wordw of depth> 3t+ tA+2
and a number t tA. Let v be the tail of depth t of w, i.e., w = w|t · v and |v| = t . Both w|t
and v can be put here from w as component words of a current string, by a deterministic
weak SÂ-program within 0(t) work steps.
Then it is checked whether w|n · u ∈ Â for some n t and |u| t . This is possible only
if u ∈ {0}∗, due to the deﬁnition of Â and since |w| > 3t + tA + 2 > 3t + 2. So the check
can be performed in 0(t2) steps.
If w|n · u ∈ Â for all n, |u| t , then the word
w′t = v−A · 1 · 02t+tA−|v
−
A | · 1 · v
fulﬁlls the requirement of the lemma.
Otherwise, there is an u ∈ {0}∗ such that |u|2t and w|t · u ∈ Â. Let
m0 = min{m : w|t · 0m ∈ Â}.
Then we have w|n · u ∈ Â iff v|n, u ∈ {0}∗ and t − n+ |u|m0, for u ∈ {0, 1}∗ and
n, |u| t . Now the word
w′t = v+A · 1 · 0l
′ · 1 · 0k′ · v,
where l′ = ! 12 (2t − tA + m0)" and k′ = ! 12 (2t + tA − m0)", fulﬁlls the requirement.
Indeed, 2t − tA +m0 is even iff 2t + tA −m0 is even, and both numbers are nonnegative.
If 2t − tA +m0 is even, we have l′ = 12 (2t − tA +m0) and k′ = 12 (2t + tA −m0), hence
it follows that |w′t | = tA + 2 + l′ + k′ + t = 3t + tA + 2. Moreover, w′t |n · u ∈ Â iff
v|n, u ∈ {0}∗ and k′ + t−n+|u| tA+ l′, i.e., tA+ t−n+|u| tA+m0, this is equivalent
to t −n+|u|m0, for n, |u| t . If 2t − tA+m0 is odd, we have l′ = 12 (2t − tA+m0− 1)
and k′ = 12 (2t + tA − m0 − 1), hence |w′t | = 3t + tA + 1. Moreover, w′t |n · u ∈ Â iff
v|n, u ∈ {0}∗ and t − n+ |u|m0, for n, |u| t .
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In any case the word w′t can be computed by a deterministic weak SÂ-program in poly-
nomial time w.r.t. the number t.
Let
gt (w) =


w if |w|3t + tA + 2,
w′t if |w| > 3t + tA + 2, where w′t is determined
according to Lemma 6.
Thus, the string function g : W⊕ −→ W⊕, where g(t⊕w) = g‖t‖(w), is computable
by a deterministic weak SÂ-program with a polynomial time bound.
For a polynomial bound function p : N+ −→ N+ , the length-preserving string func-
tion f 0p,A : W⊕ −→ W⊕ is deﬁned by
f 0p,A(w1⊕ · · · ⊕wn) = gp(n)(w1)⊕ · · · ⊕gp(n)(wn) , where w1, . . . , wn ∈W.
Then, by means of standard techniques of computability over structures, Lemma 6 yields
Lemma 7. For any PSPACE-complete word set A and any polynomial p, the string function
f 0p,A is computable by a polynomially bounded deterministic weak SÂ-program, and we
have
depth( f 0p,A())3p(‖‖)+ tA + 2 and f 0p,A() ∼p(‖‖),Â ,
for all  ∈W⊕.
To prove the ﬁrst part of Theorem 2, let L ∈ [Ni]P(SÂ)0 and L be recognized by an
SÂ-program of related type, without nested data terms, with the polynomial time bound p.
By Lemmas 4 and 7, we have
L ⊕pol,0L
′ via function f 0p,A , where
L′ = { :  ∈ L and depth()3p(‖‖)+ tA + 2 }.
The language L′ is obviously of polynomially bounded depth, and one shows by standard
techniques that L′ ∈ [Ni]P(SÂ)0.
It remains to prove that L′ ∈ [N1]P(SÂ)0 if L ∈ [N2]P(SÂ)0. This follows by
Lemma 8. If a languageL′ ⊆W⊕ of polynomially bounded depth belongs to [N2]P(SÂ)0,
then it even belongs to [N1]P(SÂ)0.
The proof employs the analogue of Lemma 1(ii), for the weak complexity classes. Let
L′ = { : there is a ˜ ∈W⊕, ‖˜‖p(‖‖) with 〈, ˜〉 ∈ L˜},
for a language L˜ ∈ P(SÂ)0 and a polynomial p. Let p˜ be a polynomial time bound for a
deterministic weak SÂ-program without nested data terms that recognizes L˜, and let p′ be
a polynomial such that
depth()p′(‖‖) for all  ∈ L′.
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Without loss of generality, we can suppose that always p˜(n) > 3p′(n)+ tA+ 2 and that p′
is monotonously increasing.
If 〈, ˜〉 ∈ L˜, then Lemmas 4 and 7 imply that f 0p˜,A(〈, ˜〉) ∈ L˜. Now from p˜(‖〈, ˜〉‖)
> 3p′(‖〈, ˜〉‖)+ tA + 23p′(‖‖)+ tA + 2, it follows
f 0p˜,A(〈, ˜〉) = 〈, f 0p˜,A(˜)〉.
Thus, ∈ L′ iff there is a string ′ ∈W⊕ such that ‖′‖p(‖‖),
depth(′)3p′( 2 · (‖‖ + p(‖‖)))+ tA + 2 and 〈,′〉 ∈ L˜.
This condition, however, can be recognized by a polynomially bounded weak N1-SÂ-
program working as follows:
For the input string , construct by means of binary guessing (of one-bit words 0 and
1 and performing the related operations push0 and push1, respectively) an arbitrary of all
possible strings′ with ‖′‖p(‖‖) and depth(′)3p′( 2 ·(‖‖+p(‖‖)) )+tA+2 ,
and decide deterministically whether 〈,′〉 ∈ L˜.
So we have completely proved that the ﬁrst part of Theorem 2 is always valid for the
padded version Â of any PSPACE-complete predicate A ⊆W.
5. The second part of Theorem 2
Toprove the secondpart ofTheorem2, the string relation ∼t,W employed in thepreceding
section has to be reﬁned in order to take into account that general SW -programs are able to
perform tests for equality of binary words. Fortunately, due to the simple basic operations of
our word structures, a sufﬁciently precise analysis of the test behavior for words, which are
obtained from the input components within a certain number of steps, becomes possible.
The main technique of proof is like in the preceding section for weak programs: words
of depths exceeding a certain amount, which depends polynomially on the length of the
current string, are replaced by equivalent ones of lower depths.
For words w,w′ ∈W, let dist(w,w′) denote their distance, i.e., the length of a shortest
path connecting them, in the undirected graph of binary words, which is speciﬁed as a
relational structure consisting of the universeW and an edge relation as follows:
GW = 〈W ; {(u, v) ∈W2 : u = v · b or v = u · b, for some b ∈ {0, 1} } 〉.
Sowe have an integer-valuedmetric, dist, inW. If |w|, |w′| > dist(w,w′), then dist(w,w′)
is just the minimal number of steps that a deterministic SW -program without nested data
terms has to perform in order to obtain equal words v = v′ by applying the basic operations
to w and w′, respectively, as long as it does not use assignments of type “pj ↑ := ” or
“pj ↑ := last(pj ′ ↑)” to descendants both of w and w′.
Let gci(w1, . . . , wn) denote the greatest common initial part of wordsw1, . . . , wn ∈W,
n1. For example,
gci(w,w′) = v iff w = v · u and w′ = v · u′, where
u =  or u′ = , or the ﬁrst bit of u differs from that of u′.
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It is easily seen that
gci(w1, . . . , wn) = gci( gci(w1, . . . , wm) , gci(w1+m, . . . , wn) )
whenever 1m < n. Moreover, for each t ∈ N,
dist(w,w′) t #⇒ max{|w|, |w′|} − |gci(w,w′)| t #⇒ dist(w,w′)2t.
Lemma 9. There is a polynomially bounded deterministic SW -program that, starting with
some string of the form t⊕w⊕w′, for w,w′ ∈ W and t ∈ W⊕, decides whether
dist(w,w′)‖t‖ and computes the word gci(w,w′) in the positive case.
More precisely, let the program stop with the string t⊕w⊕w′⊕0 if dist(w,w′) > ‖t‖,
and let it stop with t⊕w⊕w′⊕gci(w,w′)⊕1 if dist(w,w′)‖t‖. To this purpose, it tests
whether
w|n = w′|m and n+m t, for some numbers n,m t.
This can be done in O(t2) work steps. If n0 and m0 are such numbers with a minimal sum
n0 +m0, then we have gci(w,w′) = w|n0 = w′|m0 .
Words w,w′ ∈ W are called t-connected iff dist(w,w′) t . The t-connectedness is a
reﬂexive, symmetric relation onW, for each t ∈ N. Of course, it is not transitive if t1,
whereas 0-connectedness means identity of words.
Consider a string  = w1⊕ · · · ⊕wn, with words w1, . . . , wn ∈ W, and a number t ∈
N. By a t-cluster of , we understand a subsequence (i1, . . . , il), l ∈ N+ , of the index
sequence (1, . . . , n) such that
1. for all j, j ′ ∈ {1, . . . , l} there is a sequence of indices, j0 = j, j1, . . . , jm−1, jm = j ′ ∈
{1, . . . , l}, for which wij	 and wij	+1 are t-connected whenever 0	 < m;
2. if i ∈ {i1, . . . , il} and i′ ∈ {1, . . . , n} \ {i1, . . . , il}, then wi and wi′ are not t-connected.
Intuitively, the t-clusters correspond to the equivalence classes of the transitive closure of
t-connectedness over the set of component words of the underlying string, {w1, . . . , wn}.
For any t-cluster (i1, . . . , il), we have
depth(wi1⊕ · · · ⊕wil )− |gci(wi1 , . . . , wil )|(l − 1) · t
and there are uniquely determined words ui1 , . . . , uil ∈W such that
wij = gci(wi1 , . . . , wil ) · uij and |uij |(l − 1) · t if 1j l.
The importance of t-clusters w.r.t. the polynomial reduction we want to specify is caused
by the aim to reduce all component words belonging to the same t-cluster in a uniform way,
such that the tests for equality between wordswij |n ·u andwij ′ |n′ ·u′, for n, n′, |u|, |u′| t ,
yield always the same answers like for the related component words after reduction.
Lemma 10. There is a polynomially bounded deterministic SW -program P that, starting
with a string of the form t⊕ ∈W⊕ with t = ‖t‖, computes the list of all t-clusters of
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, together with their greatest common initial words. More precisely, programP halts with
the string
t⊕⊕bin(i11)⊕ · · · ⊕bin(i1l1)⊕w01⊕ 0⊕ · · · · · · ⊕ 0⊕bin(im1)⊕ · · · ⊕bin(imlm)⊕w0m
if  = w1⊕ · · · ⊕wn has just m different t-clusters (i	1, · · · , i	l	) and w0	 = gci(wi	1 , . . . ,
wi	l	 ), for 1	m, and the clusters are ordered by increasing ﬁrst elements, i.e., i11 <· · · < im1.
Herein let bin(i) ∈W\{, 0} denote the binary expansion of an index i1. The one-bit
word 0 is used as a separation mark between consecutive lists describing different clusters.
To prove the lemma, let program P work as follows.
First it puts here the string t⊕⊕bin(1)⊕w1⊕ 0⊕ · · · · · · ⊕ 0⊕bin(n)⊕wn which corre-
sponds to the trivial classiﬁcation consisting of n one-element classes. Then it searches
repeatedly for component words that are t-connected but belong still to different classes
according to the current classiﬁcation. For each such pair of words, their current classes are
united and the new greatest common initial part is computed, simply as gci(v, v′), where v
and v′ are the greatest common initial parts of the former classes. The process of uniting
classes can be repeated at most n − 1 times. If the program ﬁnally realizes that no further
two t-connected words belong to different current classes, let it halt.
By means of Lemma 9, one sees that all the checks and computations just described can
be performed with a time-amount polynomially bounded w.r.t. ‖t⊕‖ = t + n.
Now we introduce the equivalence relation between binary words that will underly the
polynomial reduction we want to specify. For strings of equal length,  = w1⊕ · · · ⊕wn
and ′ = w′1⊕ · · · ⊕w′n, where w1, . . . , wn,w′1, . . . , w′n ∈ W, for a number t ∈ N and a
predicateW ⊆W, let
 ≡t,W ′ iff  ∼t,W ′
and for any two indices i1, i2 with 1 i1, i2n,
all numbers n1, n2 t and words u1, u2 with |u1|, |u2| t :
wi1 |n1 · u1 = wi2 |n2 · u2 ⇐⇒ w′i1 |n1 · u1 = w′i2 |n2 · u2.
The second condition just ensures that if |wi1 |, |wi2 |, |w′i1 |, |w′i2 | > t , identity tests between
words obtained from wi1 and wi2 within  t steps of a deterministic SW -program yield the
same results as these tests between the words obtained from w′i1 and w
′
i2
, respectively, in
the related way. This even holds if the program applies assignments of type “pj ↑ := ”
or “pj ↑ := last(pj ′ ↑)”, since every wi has to terminate with the same word of depth t as
its counterpart w′i .
We can prove an analogue of Lemma 3.
Lemma 11. Let P be a SW -program without nested data terms and 1,′1,2 ∈ W⊕
such that
1 ≡t,W 2 and (1,m,1, . . . ,k) iP (′1,m′,′1, . . . ,′k),
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for numbers 0 i t and P-conﬁgurations (1,m,1, . . . ,k) and (′1,m′,′1, . . . ,′k).
Then there is a string ′2 ∈W⊕ such that
′1 ≡t−i,W ′2 and (2,m,1, . . . ,k) iP (′2,m′,′1, . . . ,′k).
The proof is analogous to that of Lemma 3. It is enough to show the statement for i =
1 t . All test conditions of programP w.r.t. conﬁguration (1,m,1, . . . ,k) are answered
in the same way w.r.t. the conﬁguration (′1,m′,′1, . . . ,′k). The possible unconditional
instructions, however, are the same like for a weak SW -program, and they can decrease the
equivalence degree of the current strings, t, by at most 1 = i.
Also the analogue of Lemma 4 follows immediately.
Lemma 12. Let the languageL ⊆W⊕ be recognizedwith the timebound  : N+ −→ N+
by an SW -program without nested data terms. If 1 ≡(n),W 2 for strings1, 2 ∈W⊕
and n = ‖1‖ = ‖2‖, then 1 ∈ L ⇐⇒ 2 ∈ L.
If W = Â, the padded version of a PSPACE-complete set A, a t-cluster of compo-
nents words can uniformly be replaced by a (w.r.t. ≡t,Â ) equivalent t-cluster of words
whose depths are restricted in a well-determined way. This says the following analogue of
Lemma 6.
Lemma 13. LetA ⊆W be PSPACE-complete. There is a polynomially bounded determin-
istic SÂ-program which, starting with an input of form t⊕	⊕w1⊕ · · · ⊕wl⊕w0 ∈ W⊕,
where ‖t‖ = t tA, ‖	‖ = 	 l, (1, . . . , l) is a t-cluster of  = w1⊕ · · · ⊕wl and
w0 = gci(w1, . . . , wl) with |w0| > 3(t · l)+ 2, computes a string ′ = w′1⊕ · · · ⊕w′l such
that
(1, . . . , l) is a t-cluster of ′,
′ ≡t,Â  and t (	+ 2)+ tA + 1 |gci(w′1, . . . , w′l )| t (	+ 2)+ tA + 2.
To show this, let an input string as speciﬁed in the lemma be given. Let v be the tail of
length t of w0, i.e., w0 = w0|t · v and |v| = t . For 1 i l, there is a uniquely determined
word vi such thatwi = w0|t ·vi and t |vi | l ·t . Bothw0|t and v1, . . . , vl can be computed
from the input string in O(t · l) steps, by a deterministic SÂ-program.
Now it is checked whether w0|n · u ∈ Â for some n t · l and |u| t · l. This is possible
only if u ∈ {0}∗, and the test can be performed in O( (t · l)2 ) steps.
If w0|n · u ∈ Â for all n, |u| t · l, let
w00 = v−A · 1 · 0t (	+1)+tA−|v
−
A | · 1 · v.
Then we have |w00| = t (	+ 2)+ tA + 2.
Otherwise, put
m0 = min{m : w0|t · 0m ∈ Â} and
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w00 = v+A · 1 · 0l
′ · 1 · 0k′ · v,
where l′ = ! 12 (t (	+ 1)− tA +m0)" and k′ = ! 12 (t (	+ 1)+ tA −m0)".
Sincem0 t (l+ 1) t (	+ 1), the numbers t (	+ 1)− tA+m0 and t (	+ 1)+ tA−m0
are nonnegative. Like in the proof of Lemma 6, it follows that w00 · vi ∼t,Â w0 · vi for all
i ∈ {1, . . . , l}. Moreover, we have
w00 · vi1 |n1 · u1 = w00 · vi2 |n2 · u2 iff w0 · vi1 |n1 · u1 = w0 · vi2 |n2 · u2 ,
for all 1 i1, i2 l and n1, n2, |u1|, |u2| t . Thus, for ′ = w00 · v1⊕ · · · ⊕w00 · vl , it holds
′ ≡t,Â .
If t (	+1)− tA+m0 and t (	+1)+ tA−m0 are even, then l′ = 12 (t (	+1)− tA+m0) and
k′ = 12 (t (	+1)+ tA−m0), hence |w00| = t (	+2)+ tA+2. Otherwise, t (	+1)− tA+m0
and t (	 + 1) + tA − m0 are odd, it holds l′ = 12 (t (	 + 1) − tA + m0 − 1) and k′ =
1
2 (t (	+ 1)+ tA −m0 − 1), and we have |w00| = t (	+ 2)+ tA + 1.
Finally, since dist(w00 · vi1 , w00 · vi2) = dist(vi1 , vi2) = dist(w0 · vi1 , w0 · vi2) for
1 i1, i2 l, the sequence (1, . . . , l) is a t-cluster of the string′ = w00 ·v1⊕ · · · ⊕w00 ·vl .
Thus, ′ fulﬁlls all requirements of the lemma.
For numbers t, d ∈ N, a t-cluster (i1, . . . , il) of a string  = w1⊕ · · · ⊕wn with n =
‖‖ is called d-low iff |gci(wi1 , . . . , wil )|d . According to Lemma 10, this property is
polynomially decidable w.r.t. t + d + n, for a given t-cluster of a string of length n.
Now let p : N+ −→ N+ be a polynomial bound function with p(n) tA for all n ∈
N+ . The length-preserving string function fp,A : W⊕ −→ W⊕ is deﬁned by
fp,A() = w′1⊕ · · · ⊕w′n , for  = w1⊕ · · · ⊕wn withw1, . . . , wn ∈W, where
w′i =


wi if index i belongs to a (3p(n) · n+ 2)-low p(n)-cluster of ,
w′i,	i otherwise if i belongs to the 	i th p(n)-cluster of ,
which is not (3p(n) · n+ 2)-low, and w′i,	i is computed
according to Lemma 13 from that cluster,
where t = p(n) and 	 = 	i · 6n.
More precisely, if the 	i th p(n)-cluster of  is not (3p(n) · n + 2)-low and is equal to
(i1, . . . , il), and i = ij for some j ∈ {1, . . . , l}, then the string w′i1⊕ . . .⊕w′il is computed
according to Lemma 13 such that it consists of just one p(n)-cluster and satisﬁes:
w′i1⊕ · · · ⊕w′il ≡p(n),Â wi1⊕ · · · ⊕wil and
p(n) · (	i · 6n+ 2)+ tA + 1 |gci(w′i1 , . . . , w′il )|p(n) · (	i · 6n+ 2)+ tA + 2.
It is ensured that dist(w′j1 , w
′
j2
) > p(n) if the indices j1 and j2 belong to different p(n)-
clusters of the given string :
This is clear if the p(n)-clusters of j1 and j2 are both (3p(n) · n+ 2)-low.
If j1 belongs to a (3p(n) · n+ 2)-low p(n)-cluster and j2 not, then |w′j1 |3p(n) · n+ 2+
n · p(n) = 4n · p(n)+ 2, whereas |wj2 |p(n) · (6n+ 2)+ tA + 1 > 6n · p(n)+ 2.
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If j1 belongs to the 	1th p(n)-cluster and j2 belongs to the 	2th one of , where 	1 < 	2,
and both these clusters are not (3p(n) · n+ 2)-low, then
|w′j1 |  p(n) · (	1 · 6n+ 2)+ tA + 2+ n · p(n)
 p(n) · (	1 · 6n+ 3)+ tA + 2
 p(n) · (	1 · 6n+ 4)+ tA + 1 ;
|w′j2 |  p(n) · ((	1 + 1) · 6n+ 2)+ tA + 1
= p(n) · (	1 · 6n+ 2+ 6n)+ tA + 1
 p(n) · (	1 · 6n+ 8)+ tA + 1 .
So we have dist(w′j1 , w
′
j2
)p(n) · 4 > p(n) · 2 in this case.
Thus, the function fp,A preserves the p(n)-clustering of strings of length n, and
fp,A() ≡p(‖‖),Â , for all  ∈W⊕.
Moreover, bymeans of Lemma 13 and standard techniques of computability over structures,
the string function fp,A is computable by a polynomially bounded SÂ-program. So we have
shown
Lemma 14. ForanyPSPACE-complete setA ⊆Wandapolynomial p satisfyingp(n) tA
for all n ∈ N+ , the string function fp,A is computable by a polynomially bounded deter-
ministic SÂ-program, and fp,A() ≡p(‖‖),Â  for all  ∈W⊕.
Now the ingredients are prepared that enable us to complete the proof of Theorem 2.
Suppose that A is PSPACE-complete and L ∈ [Ni]P(SÂ). Let L be recognized by an SÂ-
program of related type, without nested data terms and with a polynomial time bound p
satisfying p(n) tA for all n ∈ N+ . By Lemmas 12 and 14,
L ⊕polL
′ via function fp,A , where
L′ = { :  ∈ L and depth()p(‖‖) · 9 · ‖‖2 + tA + 2}.
Indeed, if n = ‖‖, the depth of the image string fp,A() is bounded by
p(n) · (n · 6n+ 2)+ tA + 2+ n · p(n)  p(n) · (6n2 + n+ 2)+ tA + 2
 p(n) · 9n2 + tA + 2.
Obviously, the language L′ is of polynomially bounded depth, and it belongs to [Ni]P(SÂ)
too.
The proof is completed by the following analogue of Lemma 8.
Lemma 15. If a languageL′ ⊆W⊕ of polynomially bounded depth belongs to [N2]P(SÂ),
then it even belongs to [N1]P(SÂ).
This is shown by means of Lemma 1, quite analogously to the proof of Lemma 8,
even if the function fp˜,A to be used are more complicated than f 0p˜,A used in that proof.
Nevertheless, we can ensure that fp˜,A(〈, ˜〉) = 〈, fp˜,A(˜)〉, with the meanings as in the
proof of Lemma 8.
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The results of the present and the preceding section can be summarized as follows.
Proposition 2. For any PSPACE-complete word setA ⊆W, the padded version Â satisﬁes
the statements of Theorem 2.
It should also be noticed that, by Theorem 1, Corollary 1 and Lemmas 8 and 15, the
restrictions of the polynomial complexity classes to languages of polynomially bounded
depth coincide with their weak counterparts.
Lemma 16. For all languagesL ⊆W⊕ of polynomially bounded depth and any PSPACE-
complete A ⊆W, we have L ∈ P(SÂ)0 = N2P(SÂ)0 iff L ∈ P(SÂ) = N2P(SÂ).
On the other hand, one easily shows that {w⊕w : w ∈W} ∈ P(SÂ) \ P(SÂ)0.
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