PROGRESS ON MULTIDIMENSIONAL UPWIND EULER SOLVERS FOR UNSTRUCTURED GRIDS.
R. Struijs 
A b s t r a c t
In this papcr we rPport on rrcmt dcvelopmcnt,s conccrning multidimensional upwind schemes for solving rhr Euler equations on a grid composed of trianglrs. A s a, giiidcline we takr the t,hrrc concepts which constit.uk RcK's one dimensional approximate Riemann SOIVCI: ( 1 ) a n analytic eigenvrctor-or wavc decomposition of the flux rlrrivative; (2) a discrete countcrpart using a conservativr: linrariaation of thc flux difference over a cell; (3) a n uprvind distrihution d the decomposed parts over thr meshpoints according to the sign of t,hr: corrrsponding eigenvaliics. Each of thew three elements are generalized for multidimensional flow, avoiding a dimension hy dimension analysis. Eigenvector drcompositions for the two dimensional flux divergence (two-dimensional wave modds) havr hem proposrd in 1986. A discrde counterpart rising a recmt,ly drveloped conservative l i n e s r i d i o n of the flux balance over a trianglr is Pxplainetl in morr detail. Nonlinear positive and linearity preserving scalar upwind distrihution schemes arc-drscrihed for thr diatrihutirm of the deconiposrd parts. Numerical r r s u l t s on standard subsonic, transonic and siiprrsnnic test case:k arc presented for diffrrent comhina,ttions ol rlccnm~ posit,i,m and scalar distrihntion schcmes on t,riangiilatcd rrreshr. Althrmgh many of thr tliroretical and ~iiimrricul alternatives are still open, thesr r r s u l t s indicatc that, t,hr present approach is a viable generalization of the onr dimensional Riemann solvers.
. I '
I n t r o d i i c t i o n -
Over wcent ycars, it has herome incrsasinglj apparent that the lack of truly multidimensional roncepts is srvrrcly limiting the progrcss i n , and perforrnmcc or Enler-and Naviei-Stokes com",~tations'..''~. Statr of tlir a r t upwinfl methods far comprrssihlo flow are hascd on Ricmann solvers for thc one dimensional Eulpr equat,ions. Considering Roc's one dimrnfiional flux difference splitter, the folli,wing distinct steps can he recognized in an interprrt,itt,ion which differs from the usual viewpoint in the senw that no ref-
__-
, t presently at the IJniversity of Rari, Italy cwnce is made to Riemann problems or the finite volnme approach" : -1. First, derive an eigenvector decomposition nf the dimensional flux derivative. This eigenwctor drcornposition is in fact a wave pattern recognition strp, dccomposing a global perturbation in three simple w a w contributions. D e noting by U the vector of conservatiw variahlrs with flox vector F(U), the gradients are written as :
whrrc Ak(U) and rk(U) a r e the eigenvahtrs and right. rigmvectors of A(U), the Jacobian matrix conta.ining t h r rleriva-1,ivt-s of thr flux vertor with respect to thr ronsrrvntivr vari~ (1.4) with 6km the Kroneckcr symhol. It is important 1,) rcaL ine that in one dimension iiniqurness a n d existenw C B f t,his decomposition is guaranteed by the hyprrholicity of tlir system.
is constructed, commonly known as a flux difference splitter, although a more appropriate naming would he a flux balance or flux residual splitter, as will be seen later.
The flux residual is defined as the contour integral of the flux vector over a discrete cell represcnt.ing t m w adjacent.
positions (XI, < zn) on a mesh, with unknowns Ur, and Eqs. (1.5) ~ (1.7) have thr important property that whenever UT,, U R are such that they can be connectcd by a single shockwave or a single contact discontinriitv with speed s, only one non-vanishing term in tbr expansion rcmains, and ~( 1 . ( I -6) reduccs to the Rankine-lliig,,niI,t .jump relations, with thr speed of the discontinuity. 
(1.12) --A ( U~, U R ) has real eigenvalues and a romplrt,r S P~ nf linearly independent eigenvectors (1.13)
Eqs.
(1,11), (1.12) and (1.13) are r o l l P c t i r r l y r r f r r r d
to" as Property U, and ensure uniform validity of thr linearization both in smooth flow and near discontinnitirs.
3.
In the third step, a scalar upwind distribution schwnp is applied to each part of the decomposed flux r?sidiiaI1 ' given by eq. (1.6), depending on the orientation of thp cor^ responding speed Xl.. For example, in the classical first %der upwind scheme, the terms A k a k r k corresponding to X k >_ 0 are used to update UR, while the parts corrrspoiiding to 3 5 0 are iised to update U L . Other schemes like Lax-Wendroff or Fromm's scheme can he recovrrrd by selecting other distribution coefficients'5. The kpy n l w x v ation is that the problem is reduced to thc design of accurate and oscillation free schemes for a scalar advection rquation of typc (1.2). Notice that the flux balance in thr form of the 1,HS of eq. (1.6) is never n e e d d in the rlistrihution step. Due to the conservative linearization, the RIIS of eq.
(1.6) in the form of a sum of waves can be iiscd, nvi,iding the evaluation of fluxes. The three steps described above constitute f,hr familiar Roe's approximate Riemann solver in terms w h i r h a m suited for generalization to two and thrpr space dinimsions without resorting to a dimension by dimension annlysis : -1. In two or three space dimensions, thr decomp,siIion of the divergence o f t h e flux vrctor will he written a s n sum of terms o f t h c form eigenvectors x wavespced x wavrstrrngth. just like eqs. (1.1). The decomposition howrvrr is not uniquely determined as in one space dirnrnsion, and iritrinsic flow properties will he used to find oiit which cigenvrr. tors, speeds and corresponding dircctions arc rclevanf. Two dimensional wave dec.ompositions which generaliar q s . ( 1 . I ) have been introduced already around 1986, when Roc' a n d Deeoninck ct alz came up wit,h critrria to drtcct a n d srlrct relevant simple wave patterns given a linearized fl<w field. noth decompositions are snmmariaed, irsed and c:oinparccl in the present work. A new variant of Ror's a,pprc,iirhla is r.zcapitulated in section 2.
-2. Eq. (1.fi) generalizes to a contoiir intrginl a r , > ( t n d a two dimensional or threr dimensional cell. 011 1 , h~s c ~I Pments, a conservative linearization can bc constriirtrd hav ing Property U. This conservntivr linrarimtion w h i c h was mcently developed", forms an essrntial part of f h c n i i i l t i dimensional solver a n d w i l l he discussrd i n sectiou :I. K r y requirement is thr use of triangular cells i i i t w , ilirticusions and tetrahedra in threc rlimcnsioris. Thrsr d c m c t~l s arc the natural extensions of thr one rlimen~ional l i n r rlrinrnl. permitting the definitinn of a uniqrrr linear variation ,,f thr unknown over the cell for given data a t thr v d i c c s . ' This again indicates that truly mi~ltidiniensi~rrial rxtrnsions dif fer strongly from the dimension hy dimrnsion annlysis, i n which quadrilateral cells arc the natural tirn dirncnsional extension of a linr segmmt.
-3. Scalar distrihrrtion schemes will distribiite tlic drromposed parts of thc flux balance tn thc. verticrs of t h e c d , depending on thp orimtation of the corrcsponding a r l v w tion speed in the two dimrnsional or three dimensional c L space. The schemes discussed will meet constraints ,concerning conservation; positivity and accuracy as explained in section 4 .
Each one of these three constitutive steps of the multidimensional generalization of Roe's one dimensional flux difference splitter is a topic in itself, deserving a more elahorate discussion than this paper permits. In fact, progress on wave models'*aJ8~an , l i n e a r i z a t i~n '~~~~ and discretization"~az~a3,24 has been reported in various publications over the last five years, showing an evolution ofunderstanding and sophistication. Although research in the above topics continues, we think that the basic concepts at the root of the method are rinderstood and fit together very well. Not excluding further developments we present in this paper for the first time a coherent description which may M e r be refined or extended, but which is not likely to he drastically changed. Furthermore, we show numerical results with the method, where in previous p~h l i c a t i o n s '~"~ the essential element of the conservative linearization" was missing.
.
As an intermediate step between the approach followed in this paper and the dimensionally split approach, so-called Rotated Riemann Solvers can be c o n~i d e r e d~-'~ For the definition of the cell face Riemann problem they take into account variables like flow direction or velocity difference direction over a cell face. In this way som? multidimensional behaviour is introduced. Although some promising results have been obtained along these lines, this is not the approach followed in this work. Instead we prefer to abandon the finite volume viewpoint which inwitably leads to some one dimensional Riemann problem hrtween two neighbouring cell states, and we adopt the residual distribution strategy as introduced b e f~r e '~'~'~~~~~~ Test computations indicate that the choice of the w a w decomposition is very important and is still a matter of further research. Indeed, satisfactory results were only obtained for one of the 6 wave models (model C), while thr 4 wave model failed completely for subsonic and transonic flow Another t 0 D k for further investination is the imole-
"
The multidimensional generalization treated in this paper is in strong contrast with the classically adopted dimension by dimension generalization of the on? dimensional approximate Riemann solver. In the standard interpretation in a finite volume context, the flux at the interface between ZL and ZR can he foiind from the solution of the approximate Riemann problem for the linearized equation where U t and U R are either the average state in adjacent cells or some higher order reconstruction at the cell i n t w face. Consequently the waves emanating from the jump of the unknowns at the cell interface influence the value of the unknowns of the neighbouring cells Ur, and U R .
In two or more space dimensions, the flux at a cell interface is defined in exactly the same one dimensional way. The flux jacobian is now taken in the direction of thP cell face normal ZLR. Again, the waves influence only U,, and U R . The standard generalization has the drawback that a set of Riemann problems is solved related to each cell face. Every flux is decomposed in waves traveling normal to the cell face, which is irrelevant from the physical point, of view. This results is a sohition algorithm which depends on geometrical variables which have little or no relation with the relevant flow directions. Consequently the choice of the grid ha8 a disproportional influence on the solution, as has heen observed e.g. for calculations in which a shear (contact discontinuity) or shock is present in the solution, but where these phenomena are not aligned with the grid.
M u l t i d i m e n s i o n a l wave d e c o m p o s i t i o n models
for the E u l e r equations.
The generalization of Roe's one dimensional scheme, as decribed in the introduction, requires first an eigenvector decomposition of the two dimensional flux divergence, similar to what has been achieved in one dimension by eq. (1.1). T w o approacK&~have been proposed in the past, One is based on two dimensional characteristic theory ','J, and the other is based on a superposition of simple wave solutionsfJn~*8.
In the first approach, 4 particular compatibility equations are selected, and the corresponding eigenvectors are used to split the flux divergence. The decomposition takes the form The 4 eigenvectors are selected to minimize in some sense the term S, but elimination of this term is not always possible. Moreover the computation of the relevant wave directions requires the sohition of a quadratic equation, introducing a non-uniqueness problem.
In the second aDDroach'72n.'s. at least for th? mod-.. els considered in this paper, 6 simple wave solutions are selected such that their superposed effect is equivalent to the flux divergence. Thus the 6 eigenvectors, strmgths and speeds are found analytically. The decomposition is always complete and unique, given by
The multidimensional generalization discussed in this paper does not have this shortcoming. The wave propagation directions depend uniquely a n intrinsic flow properties, while the scalar discretization schemes aim at a discretieation along these preferential directions.
. . ,
a y Both decompositions arc briefly described below, hut the emphasis is put on the second hecarisr it has lead t o more satisfactory results at this stage d iiur rrsenrch, a s will he discussed in section 5 . 
C h a r a c t e r i s t i c d e c o m p o s i t i o n model.
The column vectors r k and row vectors I' arc right, r r~ spprtively left eigenvectors of the Jacuhians o f r q (2.3) i n some particular flow dependent dirrctinns. I n vrrtor nota^ tion, t h e transformrd system rcprcsrnting four part,irular characteristic cornputihility rquatirms IIPCO~IPS wherr D , and I ) , are diagonal matrices, which h a w as diagonal rlemrnts t h e convection spee-ds i n T rrspectivcly y direction. The tcrrns Q represrnt off diagonal terms, which appear Since in general the Jacobians of thr fluxes F a n r l G do not commute. The different terms in rq. (2.5) a m given by : is In two dimensions each simple wave has two degrees of freedom, namely its strength a* and its propagation direction 0'. Now the basis consists of 4 independent eigenvectors, so in total 4.strengths and 4 angles have to he found. The space derivative of the flux has now 4 components, while the derivatives ard in z and y directinn. Again the flow derivatives can he matchrd to this hasis of 4 eigenvectors. The complex algebra which comes out of this matching process can he considerahly reduced by adding two acoustic waves, in which case somr of the strengths and angles have to be specified a priori. This option has been taken by Roe' (1) One entropy wave with unknown direction $* and intensity S. : two imknowns.
(2) A shear wave with unknown strength S, traveling in the direction perpendicular to the streamlines. It is clear that many other wave models may h r proposed, hased on physical reasoning, and it is likely that more performant models will Comr out of nngoing rrscarch i n this field. In any casc, superposing a numhrr of w a w s to match the gradients lpads to 
M u l t i d i m e n s i o n a l linearization w i t h p r o p e r t y U
Thc second step in a multidiniensional gcnrl-alization of Roe's approximate Rirmann solver is t h r construrtion of a discrete counterpart of thr wavr derompnsition (2.1 ) o r (2.2), to be called the flux residriiil or flux hnlanrr splitter, hy analogy to the flux differencr splitter in 1D. Such a discrete form is obtained after integrating (2.1) o r (2.2) nvcr a cell. The LHS t h r n hecomes a flux integration in ronservation form, whereas the RIIS should decompose it in linearized scalar wave contributions. An essential ingre~ dient in this proces is the use o f a conservative linearization procedure"
It will he shown that a consistent conservative disc re ti^ sation can easily be obtained starting from the condition that U varies linearly over the cell. In one dimension a cell is simply aline element. Given the value of the unknown U at the cell interfaces, the solution can be represented by a piecewise linear function in between. The two dimensional cells having the property of linearly varying unknowns are triangles, and in three dimensions tetrahedra, with the unknowns given at the vertices. This representation is identical to standard linear finite element conventions.
The aim now is to write multidimensional generalizations for the discrete form of the gradient of the unknowns a s given in the previous section, and of the divergence of the flux on a triangle. In other words, eqs. (2.1) or (2.2), dcpending on the choice of the wave model, has to be written in a form similar to eqs. (1.5) and (1.6). The linearization has to satisfy thr two dimensional equivalent of Property U ("'1s. (1.11), (1.12) and (1.13) ). The straightforward choice of taking the conservative variables as independent linearly varying unknowns is not the best to he made. Due to the fact that A(U) a n d R ( U ) are strongly nonlinear in U, the integration nrrdrrl i n ( 3 . 5 ) is hopelessly cumbersome to computc. Primitive variables V in thc state z is given hy Note that the multidimensional conservativr l i n r a r i z ntion depends on all unknowns U irr thr crll. ' l ' l i i s i s i n contrast with the linearization r l s r r l in thr dimrnsi,n I,$ (1; rnension generalization, wherr only t h c valurs a d j n r r n t 10 a cell interface arc used. Also thc usr of triangles is crnrial for the simplicity in thr above rrasoning. A general theory of scalar advection schrmrs is p r ?~ sented in a separate paper at this conferencr', hascd on the pioneering worka' whirh was latrr e l n L o r a t~d~~~~~. I n the present section we confine ourselv~s to a description of the two residual distribution schemes used for the compiit,ations presented in section 5. The first scheme is tltr optimal linear positive scheme on a compact stencil c o r n p n s d < I f the vertices of all triangles meeting at a given mcshpoint. It h a s hecn proven that such a linear positive schemr is s i most first order accurate in space. Therrfore a second nonlinmr variant has been developed which is both positivr and s r r~ nnd order accurate in space (for a homogmeous arlvrction e-qiiation), very similar to the nonlinrar 'rvn srhrmrs i n one dimension. The existence nf these alternatives will prove useful. A n nltrrnxtive rout,? into these wsults woiild hRvr hem thr interesting identity (cfr. eq. (3.2)) where S; is the area that weights IV; in the integration of W. It will be one-third the total area of the triangles having i as a vertex, commonly known n s the median dual cell around i , see fig. 3 All schemes discussed will satisfy this condition. 
4.1.

If a given triangle sends only contributions to i t s own
vertices (which is the only choice considered in this work), the schemes have a compact stenc.il for a given meshpoint i , which contains at most the vertices of all triangles with common vertex i . This restriction is, moreover, a.n aid Lo efficient coding. After assembling the contributions irom all triangles T meeting in i , we obtain the scheme or with TI, Tz, and T3 tlir vertires of 7' a n d 57 t,hc normal opposite to vertex Tj i u trianglr T.
Additional to constraint ( 4 I I ) for a ron.srri,aIir,rschernr, we consider the following two design criteria :
Property P : Positivity written as a convex combination of <>Id valurs :
Positivityaa mrans that every new vahie 1V"" can be (1.14)
Thc natural analogtic ol thc scalar distribution schcmr in one dimension as discusscd in the introduction would appear to be thr following. For ca.ch triangle in turn carry out, f o r i -:
1 , 2 , 3 , the following three replacrments, while clr = 1 for consistency. It guaranters a maximiirn principle for the discretk steady st,atp solitlion thus prohibiting the occurrence of new extrrma and iiuposirig stability on the explicit scheme (4.13).
As far as we know, this condition has never bren piit, forward in the finite dement contrxt. In the finif,? differ- ence and finite volume context it is well known and cxtensively used to design discontinuity capturing high resolution Bchemes, even on unstructured grids. A stronger condition but easier to verify is positivity by which it is required that the contribution of each triangle separately is positivez4.
Property LP : Linearity Preservation
By this we require that the scheme preserves the exact steady state solution whenever this is a linear function of the space coordinates I and y, for any arbitrary triangulation of the domain. Since the condition considers only the steady state, it is an accuracy requirement on the space discretization only.
In the context of linear finite elements property LP is an obvious requirement, hut since our methods originate from a different approach it is not automatically rnforced, as will be seen in the following. It includes consistency in space defined as preservation of an exact constant steady state. Indeed, there is a strong relation betwcen the notion of constancy preservation and first order accuracy of finite difference space discretizations on regular grids at one hand, and linearity preservation versus second order accuracy on the other hand. In fact this equivalence is the basis for the well known MUSCL interpretation of upwind differencing on regular grids and it has been shown that schemes satisfying LP are second order on a uniform Cartesian grid, at least for the homogeneous advection equation. It has been shown in24,25 that linear schemes ( C I constant in eq. (4.14)) cannot be positive and linearity preserving at the same time, thus generalizing Godonov's theorem on the incompatibility between second order accuracy and monotonicity preservation. Hence, to combine both properties P and LP, one has to look for nonlinear schemes, precisely as in I D with the TVD schemes. Before introducing a nonlinear scheme which satisfies hoth properties P and LP, we discuss the optimal linear scheme.
. 2 . T h e o p t i m a l linear s c h e m e satisfying p r o p e r t y P (positivity)
The scheme is called thr N-scheme, the nomenclature of Sidilkoverz' for schemes on structured grids. For a t r i a n~ gle with one inflow side ( fig. 4) On the other hand, this update-is linearity preserving as well, since the ripdating vanishes for an exact linear solution. Hence for one inflow side triangles, the one target distribution to the downstream node satisfies hoth P and LP2, and it is the optimal choicez4. Consider now the second case of a two inflow side t r i a n~ gle and suppose that two sides, say b , E z are hoth inflow sides (fig. 4) . The upwind philosophy suggests that n o signal is sent to V3. In24~z5 it is then shown that the following update from triangle T is optimal :
In constructing this scheme, .17) is the one which allows the maximum time-step a n d has the most narrow stencil (hence its name N-schrmr whew N stands for Narrow). In many cases, namely if only 3 triangles contribute to a given vertcx, it leads to a %point stencil.
Therefore it is not surprising that when applkd to a Cartesian grid triangulated by tracing the diagonals such that their projection on A is maximized, thr N-schemc h ?~ comes identical to thc optimal must compact linear positive scheme on a structured Cartesian grid, having a 3 point stencil and known as the streamline upwind schrmp of Rice and Schnipke". Sidilkover" renamed this schemr as the N-scheme, explaining our present nomenclnturr on unstructured grids. The scheme on a structurrd grid is wrII known to be first order accurate iii space, confirming our ,findings that the N-scheme (as well as any other linear positive scheme) is not linearity preserving. When applird with -the "wrong" choice of the diagonals, the N-scheme becomes identical to regular dimensionally split first order upwinding, which is again the most compact 3-point stencil for that choice of the diagonal.
The N-scheme is also closely related to the work of Hughes et alae in the development of Petrov-Galerkin finiteelement methods. They also found it necessary to distinguish hetween cases with one or two inflow sides, and gave a neat geometric construction that clarifies (4.17). The velocity x' is to he regarded, as in fig. 5 Now thr whole of can he sent to VI, hecause fur A I , ordp E2 is an inflow side, and the whole of 6 2 can b? srnt to V2.
Of cnurse, the main draw~hack of the N scheme is t h a t it does not preserve a linear steady state soliithn (property LP) as can be casily verified from eq. (4.17) : For an exact linear steady state, the sum of the two split parts adds to zero? hut each of the parts seperately can he non-zero, thus sending a n update which destroys the exact linear solution at the next time slep.
4.3.
T h e N N scheme.
Linear schemes satisfying property LP are important from the viewpoint oi accuracy, although they lack f.he crucial property of positivity (P). Both central and upwind schemes belong to this class, with among the r r n t r d schemes the well known Petrov Galcrkiii and Streamline -Diffusion (or Least Squares) Petrov Galerkin Finite Element schemes, for which a.Lax-Wendrov derivation has he given".
The numerical diffiision obtained with all these schemes is comparable, and as could he expected much lower than for any of the linear positive schemes we have drveloped. However, these schemes cannot he retained since they do not preserve monotonic profiles over discontinuities.
Instead, we consider a nonlinear scheme, callrd the NN scheme (Nonlinear Narrow), which is indeed positive and linearity preserving. Because of our generalized Godunov theorem, the scheme has necessarily to he nonlinear. Consider again the linear N-scheme. For triangles with one inflow side, the updating (4.15) satisfies both property P and LP. So in this case there is no need at all to torn to a nonlinear scheme.
On the other hand, for a two inflow side triangle ( fig.  4 ) with downstream vertices 1 and 2, the updating is given in .eq. (4.17), and the scheme is positive under condition (4.18). However, this updating is not linearity preserving as mentioned before in the prrvious section: for this to hc t r n r , both terms q ( W ; ~ W;)] and % ( W p -It';)] should vanish for an exact linear solution, while in reality only the sum of the two do vanish on a general triangulation.
To cure the problem, we may rccall (section 2) t,hat the residual is not changed if one replaces ,f by t h r gradient dependent convection speed eq.(2.18), given by where 6 is a unit vector parallel with QW evaluated with eq. (4.9). Indeed, one easily verifies that in. erv 7 . : i. ew 
vanishes for a steady state which_ is a linea; function of z and y. Two cases may occur : if A, . < I and A n . ii2 are hnth positive-, the resulting scheme is positiw as well (fur At small enough). This situation corrrsponds to a location of A, pointing inside the t r i a n e in the same way as (fig. 6 ) . However, in the case that A, points outside thr triangle, eit.hrr A,.iil or A,.iiz is negative and the rrsiilting scheme is no longer positive. In fig. 7 this sitlaation is depicted, for A,, . 21 < 0 and A, . 6 2 > (I.
Recalling that any A' defined i n (4.25) can he used, we may select t,he smallest A' which makrs t h r scheme positive, which is th? vector with the direction along t h e edge El ( fig. 7 ). Since this makes the scheme single target to node 2, . 21 heing zero, the scheme is indrcd positive for At small enough. 
N-scheme.
Considering the characteristic decompositioii inoilel, the 4 scalar contributions are distribritpd according t o the N-scheme using thc sprrds <,<$I;+ c d 2 ) and <~~ < K ' (~) . Thr source term S, eq. (2.10) is distributed either Ily srnding equal parts to thc 3 nodes or by distributing Qkrk according to the speed i k .
For the 6 wave model, the 6 scalar c_ontributions are again distributed according to the speeds X k corrrsponding to pach of the 6 waves, namely C, C, < + cii and t i : l k c r ? .~, where < is the propagation direction of the first nroiistir wave, and 61 i s perpendicular to 6.
-"-scheme.
In the "-scheme, additional 'gradieut clrpeiidrnt' advertion speeds are computed lor the two-target di6trihti-lions.
For the 4 wave model ,the% are given by eq. ('2. 18) For the 6 wave models these 'gradient dependrrit' speeds are simply the original speeds resulting from thc inodd as given in eq. (2.17).
From the ahovr discussion it appears that the t w o approaches have become very similar with respect, tn thr entropy and shear wavc, the main difference being i n t,hr treatment of the acoustic waves.
Nevertheless, no results could be obtained with t h r 4 wave model, except for the supersonic oblique shock rcflection problem. On the other hand, the 6 wave models, in particular model C has proven to he quite robust for all test cases considerd so far, although some problwns remain with resprct to the solid wall boundary conditions. 4. 5 Application to s t r u c t u r e d grids.
L
The linearisation and spatial discretization dcscrilwl in this paper are based o n triangulatiori of t h~ doiiiain making use of a uniquely defined gradient of unknowns c w~r a triangle. The most obvious domain of appliraticms is thrreforr thr area of unstructured solvrrs as indirnt,rd hy the title of this paper.
For structured solvers however, thr multidimriisi.,rihI generalization can be iisrd as well. It is suflicirnt t o d i~ vide a quadrilateral hy one of its diagonals trinuglrs, t o he able to apply thr incthod dcscrilred so far. Qu(islioti is of course, which diagonal has t u 1,r insertrd to split, Ihr quadrilateral in to two t,riangles ? On a scalar equatim it can be shown that taking the diagonal closest to the, ~V P C tion direction and applying the N scheme rorrPsponds to For a system of equations it would he ideal to take the optimal diagonal for each of the waves involved in modeling the flow. In doing so, no clear procedure is available yet to ensure conservation. .We can for the moment only he conservative if we take the same diagonal for a given quadrilateral for all 4 or 6 waves. The choice of diagonal will he made hy the wave with the largest strength u k . We must pay attention to the normalization of the eigenvectors, since the choice of 7' in the evaluation of the residual is sensitive with respect to scaling. It turns out that the eigenvectors as defined by Roe permit the use of the strength without scaling.
Some results on a structured grid with optimization of the underlying triangles appear in section 5: For comparison, the choice of diagonal can he made independent of the solution. To avoid bias due to a certain choice of diagonal, diagonals can he arranged to alternate going from one quadrilateral to another. Some results on those isotropic grids appear also in section 5 .
L'
. R e s u l t s
The purpose of the present section is to show evidence that the methodology described in this paper represents a viable alternative for the well established dimensionally h) Channel flow with a 4% hump with inlet Mach number of 1.4 (mainly supersonic). c) Channel flow with a 4.2% hump for inlet Mach numhersof 0.6 (cl, fully subsonic) and 0.85 (c2, transonic).
Some of the test cases have also been run with a standard state of the s r t grid aligned finite volume Roe flux difference splitter by M. Mannasa on a quadrilateral grid, using minmod limited MUSCL extrapolation and n-schemes with n = 113 in a cell-centered formulation.
The unstructured grids were generated with an advancing front method combined with Delauney triangulation. The user only specifies the point distribution at the houndaries. This program was written by J.D. Muller at VKI and Ann Arhour. The resulting grids can be highly regular, many of the triangles being equilateral and about of the same size if the boundary point distribution is smooth enough. For the plotting on the unstructured grid use was made of software written by P. Vankeirshilck.
The oblique shock test case has been chosen to make comparisons between different wave models, discretization schemes, and for the structured solver the choice of underlying triangles.
Results on an unstructured grid are shown in fig. 8 where Another problem area to be further investigated is thc implementation of consistent boundary conditions, especially along solid walls. It appears t.hat there is a loss of conservation in the layer of triangles along the solid walls. Taking the symmetry boundary condition or douhling the ohlique shock problem by adding the mirror problem to avoid a solid wall boundary condition gave no improvement. Computations on a grid with optimal diagonals using model C with the N N scheme (h) compared to standard grid aligned Roe flux difference splitting on the quadrilateral grid ( c ) indicate that the shocks are captured in fewer cells using the present approach. These solutions are of comparable quality of the results obtained on the unstrnrtured grid (a). Fig. 14 shows the convergence for fig. 13b. For the supersonic channel, the is0 Mach lines of fig.   15 using the N N scheme with model C are again superimposed on an almost uniform unstructured grid of 1977 vertices. The hump is shifted a hit towards the entry of the channel with respect to the standard confignration to catch a hit of the fourth reflected shock. On the structured grid using optimal diagonals, NN scheme and model C ( fig.   16 ), results are compared with the standard grid aligned Roe flux difference splitter (fig, 17 ) on a grid of 63 x 33 points shown in fig. 18 . The multidimensional solver shows slightly hetter definition of the first reflected shock than the standard solver. This is confirned by a cut of the value of the Mach numher on the lower wall for the three cases ( fig.  19) . 21 ) and grid aligned Roe FDS on thc same mesh, using the quadrilaterals only ( fig. 22) . The hoondary conditions for hoth solvers diffcr, which may explain thr difference of thc Mach numher in the two soliitions. The performance is not as good as for the fully supersonic flow test cases, alt,hough the essential phenomena of the flow appear in the solution, including a noticahle re ex pan^ sion after the shock. The iso Mach lines are less smooth, an observation confirmcd by a c u t ovcr the lower wall ( fig.  23 ).
Finally, a preliminar result for the iso Mach lines in a fully subsonic flcrw in the same channel is shown in fig. 24 , ohtainrtl with modcl C and thr NN schemc. The deterioration of the quality of the solution already apparent in fig. 21 has progrcssed, resulting in a solution which lacks the synimctry expected for a fully siihsonic f l o w The iso pressure lines ( fig. 25 ) however are much more symmetrir, which is corifirmed hy a cut of the pressnrc on the lower wall ( fig. 26 ). Again t h e boundary treatnient givcs Mach nurnbrrs slightly lower than those for for the structured dimensioiinl solver. The iinstructurrd grid of fig. 27 c o w tained 3092 vertices with a less regular shapr due to thr increased density on the lower wall. The codc d n c~ not suffer from a lack of rohustness howcvrr. Local timcstepping with a CFL of 0.8 has always been possible with model ( ' and the-NN scheme, hut convergence tends to stagnate at a level where the density updates are about four orders of magnitude lower than the density itself.
A gencral conclusion from the numerical rcsults shown i s that at present the method described performs well for S~I -personic flows, whe-re the numerical results are cumparable to-nr better than those from standard solvers. The i n f b ence of the wave model is large. Model B lacks monotonicity, while the characteristic decomposition method fails t o work under subsonic conditions. Focussing on model C with the NN scheme, shock resolution is good, and sometimes hetter than what can be obtained with standard solvers. The solutions for lower Mach numbers are of preliminary character.
Conclusion.
In this paper we have presented a coherent overview of the concepts needed to generalize Roe's one-dimensional approximate Riemann solver to multidimensional flow in a way which does not rely on dimensional splitting. Finding the relevant waves and applying a correct upwind discretization turns out to be considerably more difficult than in ID. On the other hand, a conservative parametcr-vector linearization in 2D and 3D is conceptually Similar to the 1D development and poses no problems, provided that triangular cells are used in 2D, and tetrahedra in 3D.
At this development stage the coniputational results are still to he considered preliminar, in particular for suhsonic flow problems. Evidently, more work remains to he done on wave modeling and boundary conditions, whilr the linearization and scalar distribution schemes arr sat^ isfactory from the theoretical point of view. Neverthrlcss, model C shows improvements in shock capturing compared to standard solvers, especially on unstructured grids. On structured grids, the gain is present in case flow phenorncna are not aligned with the grid.
Additional to theoretical considerations and t,hF gain in performance shown here compared to standard 211 and 3D solvers, the decomposition in scalar waves opens also the way for local characteristic time~tepping~' and optimal multistage timestepping for efficient multigrid smoothing".
The compact stencils may prove convenirnt for massive parallelization and implicit schemes. The grid has 1235 vertices. fig. 2' 11 25 a n d % ( a ) .
