Effects of gauge boson mass on chiral and deconfinement phase
  transitions in QED$_{3}$ by Yin, Pei-Lin et al.
ar
X
iv
:1
60
8.
04
61
9v
1 
 [h
ep
-p
h]
  1
6 A
ug
 20
16
Effects of gauge boson mass on chiral and deconfinement phase transitions in QED3
Pei-Lin Yin1,4, Hai-Xiao Xiao2, Hong-Tao Feng1,4,∗ and Hong-Shi Zong2,3,4†
1Department of Physics, Southeast University, Nanjing 211189, China
2Department of Physics, Nanjing University, Nanjing 210093, China
3Joint Center for Particle, Nuclear Physics and Cosmology, Nanjing 210093, China and
4State Key Laboratory of Theoretical Physics, Institute of Theoretical Physics, CAS, Beijing 100190, China
Based on the experimental observation that there is a coexisting region between the antiferro-
magnetic (AF) and d-wave superconducting (dSC) phases, the influences of gauge boson mass ma
on chiral symmetry restoration and deconfinement phase transitions in QED3 are investigated si-
multaneously within a unified framework, i.e., Dyson-Schwinger equations. The results show that
the chiral symmetry restoration phase transition in the presence of the gauge boson mass ma is
a typical second-order phase transition; the chiral symmetry restoration and deconfinement phase
transitions are coincident; the critical number of fermion flavors Ncf decreases as the gauge bo-
son mass ma increases and there exists a boundary that separates the N
c
f -ma plane into chiral
symmetry breaking/confinement region for (Ncf , ma) below the boundary and chiral symmetry
restoration/deconfinement region for (Ncf , ma) above it.
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I. INTRODUCTION
Dynamical chiral symmetry breaking (DCSB) and
quark color confinement are two fundamental features of
Quantum chromodynamics (QCD) that describes the in-
teractions between quarks and gluons. Research on these
two nonperturbative phenomena is conducive to deepen-
ing our understanding of the nature as well of the early
Universe and, thus, becomes one of the central themes in
today’s theoretical calculations and experimental mea-
surements. In the past forty years, a great many efforts
have been devoted in this field [1–13]. However, because
of the complicated non-Abelian feature of QCD itself,
it is difficult to have a thorough understanding of the
mechanisms of DCSB and confinement. In this case, to
gain a valuable insight into them, it is very suggestive to
study some models which are structurally much simpler
than QCD while sharing the same basic nonperturbative
phenomena.
Quantum electrodynamics in (2+1)-dimensions
(QED3) is just such a model. It has several nonper-
turbative features similar to QCD, such as asymptotic
freedom [14–18], DCSB [19–31], and confinement [32–
36]. In addition, due to the coupling constant being
dimensionful (its dimension is
√
mass), QED3 is super-
renormalizable and does not suffer from the ultraviolet
divergences which are present in the corresponding
four-dimensional theories. These properties of QED3
enable it to serve as a toy model of QCD. In parallel
with its relevance as a tool through which to develop
insight into aspects of QCD, QED3 is also of interest in
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condensed matter physics as a low-energy effective field
theory for strongly correlated electronic systems, such as
high-Tc cuprate superconductors [37–45] and graphene
[46–49].
It is well known that the Lagrangian of the system
holds on chiral symmetry in the chiral limit and the
chiral symmetry of the vacuum will be broken dynam-
ically when the massless fermion acquires a nonzero
mass through nonperturbative effects. The breakthrough
in research into DCSB in QED3 with Nf flavors of
massless fermions was finished by T.W. Appelquist
et al. [50]. They first solved numerically the Dyson-
Schwinger equation (DSE) for the fermion self-energy
function up to the leading-order in 1/Nf expansion and
concluded that DCSB takes place only when the num-
ber of fermion flavors Nf is less than a critical number of
fermion flavors N cf=32/π
2. After taking into account the
next-to-leading-order corrections to the fermion wave-
function renormalization, D. Nash [51] then obtained
N cf=128/3π
2. Later, P. Maris [52] solved a set of cou-
pled integral equations for the fermion wave-function
renormalization, the fermion self-energy function, and
the boson vacuum polarization with a range of simpli-
fied fermion-boson vertices and arrived at N cf≈3.3. C.
S. Fisher et al. [53] employed power laws for the fermion
wave-function renormalization and boson vacuum polar-
ization to investigate the infrared behavior of the cou-
pled system of fermion and boson equations and found
N cf≈4. A. Bashir et al. [54] employed an efficacious
models for the boson vacuum polarisation and fermion-
boson vertex and yielded a value N cf≈3.24. Recently, J.
Braun et al. [55] studied the many-flavor phase diagram
of QED3 by analyzing the RG fixed-point structure of
the theory and found that the phase transition towards
a chirally broken phase occurring at small flavor num-
bers could be separated from the quasiconformal phase
2at larger flavor numbers by an intermediate phase.
The above result holds when the gauge boson is mass-
less, but it is expected to change as the gauge boson
acquires a finite mass ma. DCSB is a low-energy nonper-
turbative phenomenon and realized by forming fermion-
antifermion condensation mediated by a strong long-
range gauge interaction. However, when the gauge bo-
son has a finite mass ma, the gauge interaction between
fermions is significantly weakened. Intuitively, a finite
gauge boson massma is repulsive to DCSB. On the other
hand, in some high-Tc superconducting experiments,
such as neutron scattering [56, 57], muon-spin resonance
(µSR) [58], and scanning tunneling microscopy [59] ex-
periments, it has been found that there is a region of the
coexistence of antiferromagnetic (AF) phase (in which
the fermion acquires a nonzero mass by DSCB while the
gauge boson remains massless [40, 41, 44]) and d-wave
superconducting (dSC) phase (where the gauge boson
has a finite mass ma via the Anderson-Higgs mechanism,
but the fermion becomes massless [40, 41, 44]). This
phenomenon implies a certain interplay between the AF
phase and the dSC phase, which is one of the fundamen-
tal issues in modern condensed matter physics. Thus it is
very interesting to study the effect of gauge boson mass
ma on DCSB.
It is commonly believed that DCSB and confinement
are nonperturbative phenomena that have to be studied
in a nonperturbative way. The Dyson-Schwinger equa-
tions (DSEs) provide a natural framework within which
to explore these and related phenomena. In this paper,
we will investigate the influences of gauge boson massma
on chiral symmetry restoration and deconfinement phase
transitions simultaneously within a unified framework,
i.e., DSEs. The paper is organized as follows: In Sec.
II, we introduce two criteria (the chiral condensate and
the Schwinger function) that are used to characterize the
nature of the chiral symmetry restoration and the decon-
finement phase transitions, respectively. In Sec. III, the
DSEs satisfied by three scalar functions of the fermion
and boson propagators are set up. In Sec. IV, we solve
numerically the DSEs for the fermion and boson propa-
gators and then calculate the chiral condensate and the
function κ(Nf ) within a range of the numbers of fermion
flavors Nf and the gauge boson mass ma. A brief sum-
mary and discussion are given in Sec. IV.
II. CRITERIA FOR THE CHIRAL AND
DECONFINEMENT PHASE TRANSITIONS
The chiral condensate is the vacuum expectation value
of scalar operator ψ¯ψ. The nonzero value of which in-
dicates that the chiral symmetry reflected on the La-
grangian level is spontaneously broken on the vacuum
level and the chiral symmetry gets restored when it van-
ishes for the chiral limit, which makes it possible to de-
fine the chiral condensate as the order parameter for
the chiral symmetry restoration phase transition. The
chiral condensate can be obtained by differentiating the
generating functional with respect to the current mass
of the fermion and further expressed in terms of the
dressed fermion propagator by means of functional anal-
ysis method
〈ψ¯ψ〉(Nf ) = −
∫
d3p
(2π)3
Tr[S(p,Nf )] = −∂ lnZ
∂m
, (1)
where the notation Tr denotes the trace operation over
Dirac indices of the dressed fermion propagator S(p).
Dynamical properties of a many-particle system can
also be investigated by measuring the response of the sys-
tem to an external perturbation that disturbs the system
only slightly in its equilibrium state. In previous studies
related to the chiral symmetry restoration phase transi-
tion, a widely used response function is chiral suscepti-
bility [60–65] that is defined as the first-order derivative
of the order parameter (i.e., the chiral condensate) with
respect to the current mass of the fermion. Because the
chiral condensate behaves differently in chiral symmetry
breaking and restoration phases, the chiral susceptibility
often exhibits some singular behaviors, such as discon-
tinuity or divergence, which are usually regarded as es-
sential characteristics of the chiral phase transition. By
definition, the chiral susceptibility is written as
χc(Nf ) = −∂〈ψ¯ψ〉(Nf )
∂m
∣∣∣∣
m→0
=
∂2 lnZ
∂m2
∣∣∣∣
m→0
, (2)
It means that the chiral susceptibility measures the re-
sponse of the chiral condensate to a small perturbation
of the current mass of the fermion.
In addition, it is well known that if the dressed fermion
propagator has a masslike singularity at complex mo-
menta, instead of a mass singularity on the real timelike
axis, it can never be on mass shell and, thus, can never be
observed as a free particle [66–70]. In this sense, the ab-
sence of a mass singularity implies directly confinement
and, thus, the analytic structure of the dressed fermion
propagator might be connected with the confinement. In
previous literature, the Euclidean-time Schwinger func-
tion is often used to determine whether or not the fermion
is confined
∆(τ) =
∫
d2~x
∫
d3p
(2π)3
ei(p3τ+~p·~x)
B(p2)
A2(p2)p2 +B2(p2)
,
(3)
where the functions A(p2) and B(p2) are related to the
dressed fermion propagator and denote the fermion wave-
function renormalization and the fermion self-energy
function, respectively.
Using this Schwinger function, one can show that if
there is a stable asymptotic state associated with this
propagator, with a mass m, then
∆(τ) ∼ e−mτ , (4)
for large Euclidean time τ , and so for the logarithmic
derivative we get
lim
τ→∞
d ln∆(τ)
dτ
= −m, (5)
3whereas two complex conjugate masslike singularities,
with complex masses m∗=a ± ib, lead to an oscillating
behavior such as
∆(τ) ∼ e−aτ cos(bτ + ϕ), (6)
for large τ .
Because as the number of fermion flavors Nf increases,
the location of the first oscillations moves to larger values
of τ and it tends to infinity when Nf is close to N
c
f , one
can identify the reciprocal of the location of the first os-
cillations as an order parameter for deconfinement phase
transition [71, 72]
κ(Nf ) :=
1
τ1(Nf )
, (7)
where τ1(Nf ) signifies the location of the first oscillations
of the Schwinger function.
III. DYSON-SCHWINGER EQUATIONS IN THE
PRESENCE OF GAUGE BOSON MASS
The Lagrangian density of QED3 with Nf flavors of
massless fermions in Euclidean space is given by
L =
Nf∑
i=1
ψ¯i(6∂ + ie 6A)ψi + 1
4
F 2µν +
1
2ξ
(∂µAµ)
2, (8)
where the spinor ψi denotes the fermion field with the
indices i=1,...,Nf representing different fermion flavors,
Aµ signifies the electromagnetic vector field, Fµν repre-
sents the electromagnetic field strength tensor, and ξ is
the gauge parameter. With massless fermions, the La-
grangian possesses chiral symmetry and the symmetry
group is U(2Nf ). However, when the massless fermion
acquires a nonzero mass due to DCSB, the original chi-
ral symmetry will be broken dynamically and the sym-
metry group reduces to SU(Nf )×SU(Nf )×U(1)×U(1).
In (2+1)-dimensional space-time, the lowest rank ir-
reducible representation of the Lorentz group is two-
dimensional. In this representation, Dirac fermions are
described by two-component spinors and the γ matrices
may be chosen as the usual Pauli matrices. However, as
the three Pauli matrices are a complete set of mutually
anticommuting 2×2 matrices, it is impossible to define
the other 2×2 matrix that anticommutes with all three
γ matrices. Consequently, there is nothing to generate a
chiral symmetry that would be broken by a mass term
mψ¯ψ, whether it be explicit or dynamically generated.
Besides, any mass term has the undesirable property that
it is odd under parity transformations. Given these, we
employ four-component spinors and a four-dimensional
representation for the γ matrices as in four-dimensional
space-time in this paper. A more detail discussion of the
reducible and irreducible representations of the Dirac ma-
trices in QED3 can be seen in Refs. [73, 74]
Based on this Lagrangian density, one can derive the
DSEs for the propagators with the help of functional
analysis method. The DSE for the dressed fermion prop-
agator is expressed as
S−1(p) = S−10 (p) + Σ(p), (9)
with
S−10 (p) = iγ · p, (10)
and
Σ(p) =
∫
d3k
(2π)3
γµS(k)Γν(p, k)Dµν(q), (11)
where S−1(p) and S−10 (p) are the inverse dressed and free
fermion propagators, respectively, Σ(p) is the fermion
self-energy, Γν(p, k) is the dressed fermion-boson vertex,
and Dµν(q) is the dressed photon propagator. In ad-
dition, based on Lorentz structure analysis, the inverse
dressed fermion propagator can be decomposed into
S−1(p) = i 6pA(p2) +B(p2), (12)
where the functions A(p2) and B(p2) are nothing but the
functions mentioned in Sec. II. Substituting Eqs. (10),
(11), and (12) into Eq. (9) and taking the traces on
both sides of Eq. (9) after multiplying it with 1 and γµ,
respectively, we arrive at
A(p2) = 1− i
4p2
∫
d3k
(2π)3
Tr[γ · pγµS(k)Γν(p, k)Dµν(q)],
(13)
B(p2) =
1
4
∫
d3k
(2π)3
Tr[γµS(k)Γν(p, k)Dµν(q)], (14)
For the dressed boson propagator we also have a DSE,
namely,
D−1µν (q) = D
0,−1
µν (q) + Πµν(q), (15)
with
D0,−1µν (q) = q
2(δµν − qµqν
q2
), (16)
and
Πµν(q) = −Nf
∫
d3k
(2π)3
Tr[γµS(k)Γν(p, k)S(p)], (17)
where D0,−1µν (q) is the inverse free boson propagator and
Πµν(q) is the vacuum polarization tensor. Herein we have
chosen the Landau gauge. On the other hand, the vac-
uum polarization tensor in the presence of gauge boson
mass ma has the form
Πµν(q) = (q
2Π(q2) +m2a)(δµν −
qµqν
q2
), (18)
where Π(q2) is the boson vacuum polarization and ma
is gauge boson mass which is acquired through the
Anderson-Higgs mechanism (a detailed discussion on the
Higgs mechanism in QED3 can be seen in Refs. [75, 76]).
4In this paper, we follow Refs. [77–80] in adding the gauge
boson mass ma by hand and study the effects of it on
DCSB and confinement. Substituting Eqs. (16) and (18)
into Eq. (15), we obtain the dressed boson propagator
Dµν(q) =
δµν − qµqνq2
q2[1 + Π(q2)] +m2a
, (19)
The vacuum polarization tensor has an ultraviolet di-
vergence, which can be removed by a gauge-invariant
regularization scheme. However, this divergence is only
present in the longitudinal part, so by contracting Πµν(q)
with [32]
Pµν = δµν − 3qµqν
q2
, (20)
we can project out the finite vacuum polarization
Π(q2) =
δµν − 3 qµqνq2
2q2
Πµν(q), (21)
It can be found that the coupled DSEs for the fermion
and photon propagators form a set of three coupled equa-
tions for three scalar functions, and the only unknown
function is the dressed vertex function. In principle, we
could write down a DSE for the dressed vertex function
as well, but this will not lead to a closed set of equa-
tions: the DSE for the vertex function involves a four-
point function, and so on. The full set of DSEs forms
an infinite hierarchy of coupled integral equations for the
Green functions. In order to solve the DSE for a partic-
ular Green function, we have to truncate or approximate
this infinite set of equations. For calculating the propa-
gators, we must find a reasonable approximation for the
dressed vertex function. The most simple, and in some
sense natural, approximation is to take the leading-order
perturbative vertex:
Γµ = γµ, (22)
This truncation is usually referred to as rainbow or lad-
der approximation, since it generates rainbow diagrams
in the fermion DSE, and ladder diagrams in the Bethe-
Salpeter equation (BSE) for the fermion-antifermion
bound state amplitude. Because the rainbow vertex plays
the most dominant role in the full vertex in large mo-
mentum region and greatly simplifies the coupled inte-
gral equations, it is commonly used in studies of the
DSEs for fermion and boson propagators. In addition,
a range of ansatze for the fermion-boson vertex have
been investigated in Ref. [53]. There it has been found
that the critical number of fermion flavors N cf obtained
with the most elaborate construction, obeying the Ward-
Takahashi identity, is almost similar to that obtained by
the rainbow vertex. Therefore we will study the effects
of gauge boson massma on DCSB and deconfinement for
the rainbow vertex approximation in this work.
Substituting Eqs. (19) and (22) into Eqs. (13) and
(14) and substituting Eqs. (12), (17), and (22) into Eq.
(21), we are then left with
A(p2) = 1 +
2
p2
∫
d3k
(2π)3
A(k2)
A2(k2)k2 +B2(k2)
× 1
q2(1 + Π(q2)) +m2a
(p · q)(k · q)
q2
, (23)
B(p2) = 2
∫
d3k
(2π)3
B(k2)
A2(k2)k2 +B2(k2)
× 1
q2(1 + Π(q2)) +m2a
, (24)
Π(q2) =
4Nf
q2
∫
d3k
(2π)3
A(k2)
A2(k2)k2 +B2(k2)
× A(p
2)
A2(p2)p2 +B2(p2)
[
k2 − 2(k · q)− 3(k · q)
2
q2
]
,
(25)
where q=p-k. Here we want to stress that Eq. (24)
has two qualitatively distinct solutions: (a) the Nambu-
Goldstone solution, for which B(p2)6=0, describes a phase
in which the fermion acquires a nonzero mass and the chi-
ral symmetry is dynamically broken, and (b) the alter-
native Wigner-Wely solution, for which B(p2)=0, charac-
terises the other phase where the fermion becomes mass-
less and the chiral symmetry is restored.
IV. NUMERICAL RESULTS
From the discussions mentioned above, it is obvious
that if the momentum dependence of the fermion wave-
function renormalization, the fermion self-energy func-
tion, and the boson vacuum polarization is obtained, we
can further investigate the dynamical fermion mass gen-
eration, confinement, and the influences of the gauge bo-
son mass on them. In the following, we will first solve the
coupled integral equations numerically for A(p2), B(p2),
and Π(p2), i.e., Eqs. (23)-(25).
The three coupled integral equations can be solved nu-
merically by means of iteration method. Starting with a
trial function for the fermion self-energy function and the
leading-order contribution for the fermion wave-function
renormalization, A(p2)=1, we can evaluate the vacuum
polarization and solve the coupled equations for A(p2)
and B(p2). Next, we calculate the vacuum polarization,
using these numerical solutions, and iterate this proce-
dure until all three functions converge to a stable solu-
tion. The dependence of the functions A(p2), B(p2), and
Π(p2) on the momentum for several values of the gauge
boson mass ma is shown in Fig. 1.
From Fig. 1, we find that the fermion wave-function
renormalization is almost constant in the infrared region
and approaches one in the ultraviolet region. The in-
frared constant value of A(p2) decreases as the gauge
boson mass ma increases and the ultraviolet A(p
2) for
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FIG. 1. Momentum dependence of the functions A(p2),
B(p2), and Π(p2) for different gauge boson massma at Nf=1.
different ma are all close to one. The fermion self-energy
function is nearly constant at small momenta and de-
creases rapidly to zero at large momenta. With the in-
creasing of the gauge boson mass ma, both the infrared
and ultraviolet B(p2) decrease. Also, the boson vacuum
polarization is almost constant in the infrared region and
decreases rapidly to zero at large momenta. The infrared
constant value of Π(p2) increases with the gauge boson
massma increasing and the ultraviolet Π(p
2) for different
ma are almost the same.
For the chiral condensate, substituting Eq. (12) into
Eq. (1) and then taking the trace, we arrive at
〈ψ¯ψ〉(Nf ) = −4
∫
d3p
(2π)3
B(p2)
A2(p2)p2 +B2(p2)
, (26)
Because the momentum dependence of the fermion wave-
function renormalization and the fermion self-energy
function has already been obtained, the chiral conden-
sate can be calculated numerically after substituting the
numerical solutions for functions A(p2) and B(p2) into
Eq. (26). In Fig. 2, we display the dependence of the
chiral condensate as function of the number of fermion
flavors Nf for several values of the gauge boson massma.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
 
 
-
(N
f)
Nf
 ma= 0.001
 ma= 0.02
 ma= 0.09
FIG. 2. The negative of the chiral condensate −〈ψ¯ψ〉(Nf ) as
function of Nf for different gauge boson mass ma.
From Fig. 2, it can be clearly seen that, for a given
gauge boson mass ma, the negative of the chiral conden-
sate decreases slowly when the number of fermion flavors
Nf is small and falls rapidly to zero as the Nf is close to
the critical value. This feature of the chiral condensate
shows that the chiral symmetry restoration phase transi-
tion in the presence of the gauge boson massma is a typi-
cal second-order phase transition, which is different from
the previous result that the chiral symmetry restoration
phase transition without the gauge boson mass ma is a
higher-order continuous phase transition [81]. It is noted
that the numerical value of N cf obtained in the present
work is much smaller than the previous result obtained
by solving the DSE for the fermion self-energy function
up to leading-order in 1/Nf expansion [77]. The compar-
ison of these two results suggests that the fermion wave-
function renormalization and the boson vacuum polariza-
tion play an important role in the numerical solutions of
DSEs and the value of N cf . In addition, the critical num-
ber of fermion flavors N cf decreases as the gauge boson
mass ma increases, which indicates that the gauge boson
massma weakens the gauge interaction between fermions
and, thus, suppresses the occurrence of the DCSB.
For the chiral susceptibility, substituting Eq. (26) into
Eq. (2) and then performing the derivative, we obtain
χc(Nf ) = 4
∫
d3p
(2π)3
{
1
[A2(p2)p2 +B2(p2)]2
×
[
A2(p2)Bm(p
2)p2 − 2A(p2)B(p2)Am(p2)p2
−B2(p2)Bm(p2)
]
− 1
p2
}
, (27)
where the functions Am(p
2) and Bm(p
2) are just the
derivative of the fermion wave-function renormalization
and the fermion self-energy function with respect to the
current mass of the fermion, respectively, and can be ob-
tained from Eqs. (23)-(25)
Am(p
2) = − 2
p2
∫
d3k
(2π)3
1
[A2(k2)k2 +B2(k2)]2
× 1
[q2(1 + Π(q2)) +m2a]
2
(p · q)(k · q)
q2
×
{[(
A2(k2)k2 −B2(k2)
)
Am(k
2)
+2A(k2)B(k2)Bm(k
2)
][
q2
(
1 + Π(q2)
)
+m2a
]
+A(k2)
(
A2(k2)k2 +B2(k2)
)
Πm(q
2)q2
}
, (28)
Bm(p
2) = 1 +
∫
d3k
(2π)3
1
[A2(k2)k2 +B2(k2)]2
× 1
[q2(1 + Π(q2)) +m2a]
2
×
{[(
A2(k2)k2 −B2(k2)
)
Bm(k
2)
−2A(k2)B(k2)Am(k2)k2
][
q2
(
1 + Π(q2)
)
+m2a
]
6−
(
A2(k2)k2 +B2(k2)
)
B(k2)Πm(q
2)q2
}
, (29)
Πm(q
2) =
4Nf
q2
∫
d3k
(2π)3
1
[A2(k2)k2 +B2(k2)]2
× 1
[A2(p2)p2 +B2(p2)]2
[
k2 − 2(k · q)− 3(k · q)
2
q2
]
×
{(
A(p2)Am(k
2) +A(k2)Am(p
2)
)
×
(
A2(k2)k2 +B2(k2)
)(
A2(p2)p2 +B2(p2)
)
−2
[(
A(k2)Am(k
2)k2 +B(k2)Bm(k
2)
)
×
(
A2(p2)p2 +B2(p2)
)
+
(
A(p2)Am(p
2)p2 +B(p2)Bm(p
2)
)
×
(
A2(k2)k2 +B2(k2)
)]
A(p2)A(k2)
}
, (30)
Since the fermion wave-function renormalization, the
fermion self-energy function, and the boson vacuum po-
larization included on the right-hand side of the above
three equations have already been obtained, Eqs. (28)-
(30) are just the coupled integral equations about the
functions Am(p
2), Bm(p
2), and Πm(q
2). We can solve nu-
merically them by employing the iteration method that
is used to solve Eqs. (23)-(25). The dependence of the
functions Am(p
2), Bm(p
2), and Πm(q
2) on the momen-
tum for several values of the gauge boson mass ma is
plotted in Fig. 3.
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FIG. 3. Momentum dependence of the functions Am(p
2),
Bm(p
2), and Πm(p
2) for different gauge boson mass ma at
Nf=1.
From Fig. 3, we can see that the function Bm(p
2) is al-
most constant in the infrared region and approaches one
in the ultraviolet region. The infrared constant value of
Bm(p
2) increases as the gauge boson mass ma increases
and the ultravioletBm(p
2) for differentma are all close to
one. The functions Am(p
2) and Πm(p
2) are nearly con-
stant for small momenta and decrease rapidly to zero for
large momenta. The infrared constant values of Am(p
2)
and Πm(p
2) increase with the gauge boson mass ma in-
creasing and the ultraviolet Am(p
2) and Πm(p
2) for dif-
ferent ma are all almost the same.
As the momentum dependence of the functions A(p2),
B(p2), Π(p2), and interrelated derivatives has already
been obtained, we can substitute the numerical solutions
for them into Eq. (27) and then numerically calculate the
chiral susceptibility. In Fig. 4, we depict the dependence
of the chiral susceptibility as function of the number of
fermion flavors Nf for several values of the gauge boson
mass ma.
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FIG. 4. The chiral susceptibility χc(Nf ) as function of Nf for
different gauge boson mass ma.
From Fig. 4, it is found that, for a given gauge boson
mass ma, the chiral susceptibility increases slowly when
the number of fermion flavors Nf is small and exhibits
a very narrow, pronounced, and in fact, divergent peak
as the number of fermion flavors Nf tends to the criti-
cal value that is equal to the one obtained by the chiral
condensate, which again shows that the chiral symmetry
restoration phase transition in the presence of the gauge
boson mass ma is a typical second-order phase transi-
tion and also indicates that the chiral condensate and the
chiral susceptibility are equivalent for characterizing the
chiral phase transition. Similarly, the critical number of
fermion flavorsN cf decreases as the gauge boson massma
increases, which also reflects that the gauge boson mass
ma suppresses the dynamical fermion mass generation.
For the Schwinger function, substituting the numerical
solutions for functions A(p2) and B(p2) obtained from
Eqs. (23)-(25) into Eq. (3), we can obtain the behavior of
which as function of Euclidean time. The dependence of
the Schwinger function on the Euclidean time for several
values of the gauge boson mass ma is shown in Fig. 5.
From Fig. 5, we can clearly see that, for a given gauge
boson mass ma, the Schwinger function exhibits a obvi-
ous oscillating behavior as the Euclidean time increases,
which indicates that the dressed fermion propagator has
a masslike singularity at complex momenta and, thus, the
fermion is confined. Here, in order to preserve clarity, we
cease plotting each curve at first oscillations in ln |∆(τ)|
but in each case ln |∆(τ)| exhibits periodic oscillations.
With the gauge boson mass ma increasing, the location
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FIG. 5. The Schwinger function ln |∆(τ )| as function of τ for
different gauge boson mass ma at Nf=1.
of the first oscillations moves towards larger values of
Euclidean time.
Because the dependence of the Schwinger function as
function of the Euclidean time has already been obtained,
the quantity κ(Nf ) can be obtained via Eq. (7). In Fig.
6, we display the dependence of the quantity κ(Nf ) as
function of the number of fermion flavors Nf for several
values of the gauge boson mass ma.
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FIG. 6. The quantity κ(Nf ) as function of Nf for different
gauge boson mass ma.
From Fig. 6, it is found that, for a given gauge boson
mass ma, the function κ(Nf ) decreases slowly when the
number of fermion flavors Nf is small and falls rapidly to
zero as the Nf approaches the critical value that is equal
to the one obtained from the chiral condensate and the
chiral susceptibility. The common critical value means
that the chiral symmetry restoration and deconfinement
phase transitions are simultaneous. The result is differ-
ent from that reported in the previous literature [82].
In the case of Nf=1, the authors of Ref. [82] calculated
the Schwinger function with Euclidean time in the region
from 0 to 600 for different gauge boson mass ma, ob-
served that the logarithm of its absolute value becomes
a straight line meaning a stable asymptotic state when
the ma exceeds the critical value m
c
a,de=0.068 that is
smaller than the critical value mca,ch=0.1 for the chiral
phase transition and, thus, concluded that the occurrence
of the deconfinement phase transition is earlier than the
chiral phase transition. Actually, from Fig. 5, it can be
found that if we calculate the Schwinger function with
the Euclidean time in a much larger region, the oscillating
behavior of the logarithm of its absolute value remains,
even for ma=0.09. In the present paper, we fellow the
Ref. [71, 72] in employing κ(Nf ) as the order parameter
for deconfinement phase transition and study quantifica-
tionally how the quantity κ(Nf ) changes with the Nf in-
creasing for differentma. The basic causal connection for
the chiral symmetry restoration and deconfinement phase
transitions is a dramatic change in the analytic properties
of the propagator which accompanies the disappearance
of a nonzero fermion self-energy function. Similarly, the
critical number of fermion flavors N cf decreases when the
gauge boson mass ma increases, which indicates that the
gauge boson mass ma also suppresses the occurrence of
the confinement.
In order to investigate the influences of the gauge boson
mass ma on the chiral symmetry restoration and decon-
finement phase transitions more complete, we calculate
the chiral condensate, the chiral susceptibility, and the
function κ(Nf) in a range of gauge boson mass ma. The
dependence of the critical number of fermion flavors N cf
on the gauge boson mass ma is plotted in Fig. 7.
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FIG. 7. The dependence of the critical number of fermion
flavors Ncf on the gauge boson mass ma.
From Fig. 7, we can clearly see that the critical num-
ber of fermion flavorsN cf decreases gradually as the gauge
boson mass ma increases and, thus, there is a boundary
that separates the N cf -ma plane into two regions. When
the number of fermion flavors Nf and the gauge boson
mass ma are both small, the system is in chiral symme-
try breaking/confinement phase, while the system is in
chiral symmetry restoration/deconfinement phase as the
number of fermion flavors Nf and/or the gauge boson
mass ma exceed the critical value.
V. SUMMARY AND CONCLUSIONS
In this paper, based on the experimental observation
that there exists a coexisting region between the AF
8phase and the dSC phase, we investigate the effects of the
gauge boson mass ma on the chiral symmetry restoration
and deconfinement phase transitions in QED3.
First we solve numerically the coupled integral equa-
tions for three scalar functions of the fermion propagator
and the boson propagator and discuss the momentum de-
pendence of the three functions and interrelated deriva-
tives with respect to the current mass of the fermion for
several values of the gauge boson mass ma at a given
number of fermion flavors Nf .
Then we calculate the chiral condensate, the chiral
susceptibility, and the function κ(Nf ) within a range of
the numbers of fermion flavors Nf and the gauge bo-
son mass ma. The results show that, for a given ma,
the chiral condensate and the function κ(Nf) decrease
slowly, while the chiral susceptibility increases gradually,
when Nf is small; As Nf approaches the critical value,
both the chiral condensate and the function κ(Nf ) fall
rapidly to zero, which reflects that the chiral symme-
try restoration and deconfinement phase transitions are
simultaneous and differs from the previous result that
the occurrence of the deconfinement phase transition is
earlier than the chiral phase transition, whereas the chi-
ral susceptibility exhibits a divergent peak signaling a
typically characteristic of second-order phase transition,
which is distinct from previous finding that the phase
transition without the ma is a higher-order continuous
phase transition; In addition, with ma increasing, the
N cf decreases, which indicates that the gauge boson mass
ma weakens the gauge interaction between fermions and,
thus, suppresses the occurrence of the DCSB and the
confinement.
Finally, we discuss the relationship between the crit-
ical number of fermion flavors N cf and the gauge bo-
son mass ma and find that N
c
f decreases monoton-
ically with increasing ma, which suggests that there
exists a boundary separating the N cf -ma plane into
the chiral symmetry breaking/confinement region for
(N cf , ma) below the boundary and the chiral symmetry
restoration/deconfinement region for (N cf , ma) above the
boundary.
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